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About ICAM05 
 
 
International Conference on Applied Mathematics 2005 (ICAM05) aims to bring 
together mathematicians and scientist from other areas who apply mathematical 
modelling and techniques in one of the many application domains. Except invited 
lectures by renowned scientist, contributions from participants in parallel sessions 
constitute the main part of the programme. Participants are invited to submit 
proposals for mini-symposia or contributed papers. Special EPAM-symposia report 
about results of a 5 year collaboration project between Indonesia and The 
Netherlands. The conference also aims to support the initiation or extension of 
linkages between institutes in ASIAN countries and institutes from other parts of 
the world. Major sponsor of the conference is the Royal Netherlands Academy of 
Arts and Sciences.  
 
The role of mathematics in science, technology and modern society is continuously 
expanding. New developments in mathematical modelling, methods and ideas are 
used and often triggered by classical and new application domains. Classical 
applications areas like the natural sciences, engineering and technology are joined 
by more modern domains for decision support and modelling, like life sciences, 
financial engineering, etc. This conference is aimed to present a broad scope of all 
such activities to cover both new advances in mathematics, as well as applications 
from various areas of applications. To specify the activities and contributions, two 
types of keywords are used to indicate the mathematical method and the 
application domain. Math key-words to describe the main mathematical method 
(non-exhaustive) are: Analysis, ODE & PDE, Statistics, Probability, Operations 
Research, Optimisation, Discrete Mathematics, Signal analysis, Systems & Control, 
Numerical Analysis, Scientific Computing, Mathematical Modelling, Mathematical 
Physics, etc.. Application key-words to describe main application domain (non-
exhaustive) are: Surface and internal water waves, Coastal engineering, Optics, 
Seismology, Financial engineering, Telecommunication, etc. This proceedings 
contains invited lecturers and contributions of other participants. The organisation 
of this proceedings follows the conference programme.  
 
 
  
 
Preface 
 
We like to warm heartedly welcome all participants to the International Conference 
on Applied Mathematics. We hope that you enjoy the scientific ambiance of the 
conference where you meet and make friends while crafting future collaborations.  
We also like to welcome you to Bandung and we wish that the hospitality of the 
people will make this conference a memorable event.     
The International Conference on Applied Mathematics (ICAM05) is held at Institut 
Teknologi Bandung from 22 till 26 August 2005 and is hosted by the Centre for 
Mathematical Modelling and Simulation (P2MS) ITB. The event is attended by 
approximately 230 participants from 13 countries. This conference marks the end 
and reports on the success of the Extended Programme in Applied Mathematics 
(EPAM) 2000/2005. The programme is part of the Scientific Programme Indonesia – 
Netherlands (SPIN) funded by the Royal Netherlands Academy of Arts and Sciences 
and by various local grants.  EPAM consists of six projects jointly coordinated by 
Dutch and Indonesian project leaders, and the results will be presented in separate 
EPAM Symposia.   
During the conference there will be, besides the EPAM Symposia, fourteen invited 
lectures by experts coming from 10 different countries from west to east. Moreover, 
over 160 papers will be presented by national and international scientists. The 
abstracts of all the contributions are collected in the conference booklet; a separate 
CD contains the full proceedings of the conference, including full papers of many 
contributions.    
It is our honour that the Rector of Universitas Syiah Kuala (UNSYIAH) will be 
present in a special session on Tuesday. That day will have contributions that focus 
on Geo-Mathematics, with topics like tsunamis, flooding, warning, and 
mathematical modelling. For this occasion the rector will present a speech on the 
current situation of the badly affected region hit by the December 2004 tsunami. A 
declaration of support for staff of UNSYIAH will be read in public; it is our hope that 
scientists attending this conference will support the declaration.  
We would like to thank all invited lecturers, EPAM project leaders, and all other 
participants to contribute to the success of the conference. To Prof. Djoko Santoso, 
Rector of ITB who will formally open the meeting on Sunday evening, we would like 
to express our gratitude.  
To Dr. Rinovia Simanjutak, the manager of the conference, we are very thankful for 
beautiful organization of the conference. We greatly appreciate the efforts of Rini, 
Helena, Adri, Yudith, Noor, Sena, RK, as well as the secretaries of P2MS, Elis and 
Fiska, who provided very helpful and total support for the preparation as well as 
during the conference. 
One more time to all participants, we wish that you enjoy the conference and we 
hope to see you again at some other event.   
 
 
Bandung, 20 August 2005 
Andonowati, E. van Groesen, R.K. Sembiring 
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A Mathematical Model for Geomagnetic Reversals 
 
J.J. Duistermaat, Peter Hoyng 
 
University of Utrecht, The Netherlands 
 
 
Abstract: The earth's magnetic fields has reversed its polarity many times in 
history, where the polarity remained the same during very long time intervals, 
between about 100,000 years and many million years, whereas the reversals took 
place in relatively short time intervals of about 1,000 years. The lengths of the time 
intervals between subsequent reversals form an irregular sequence with a large 
variation, which make the reversals look like a stochastic process.  
Several years ago Peter Hoyng asked me some questions about the mathematical 
model which he had for the reversals. This consisted of a stochastic perturbation of 
a deterministic dynamical system with two symmetric asymptotically stable 
equilibria, of which the domains of attraction were separated by the stable manifold 
of a saddle point. The magnetic field is equal to zero at the saddle point and has 
opposite polarities at the two stable equilibria. Against the flow of the deterministic 
system, the stochastic perturbations can build up and push the system from close 
to one of the stable equilibrium points into the domain of attraction of the other 
one, after which it quickly moves to the other one.  
Then the process repeats itself with reversed roles of the stable equilibria. It is one 
of the properties of such stochastic processes that with probability one a reversal 
will take place, but also that most attempts fail and the expectation time for the 
next reversal is very long. The asymptotic behaviour of the expectation time of the 
reversals and the most probable path of escape is given by the theory of Freidlin 
and Wentzell from the 1970's. In this theory, the leading coefficients in the 
asymptotic formulas are described by a variational equation, which in turn leads to 
a Hamiltonian system. An interesting feature of Hoyng's model is that the 
stochastic perturbation is proportional to the magnetic field, and therefore 
vanishes at the unstable saddle point.  
This leads among others to the conclusion that the most likely escape route makes 
a detour and approaches the saddle point tangentially to the stable manifold of the 
saddle point, instead of going straight from the stable equilibrium to the unstable 
one.  
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Application of linear optical networks in quantum optics
Takayoshi Kobayashi, Hai-bo Wang, Yongmin Li, Satoru Odate
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Abstract. We analyzed and constructed quantum networks which consists of all
linear optical component. It is shown that the strong nonlinear effects caused by
postselection strategies based on single photon technologies is enough to realize
some nonlinear quantum operation.
Key-words: linear optics, quantum optics, quantum state preparation
1 Introduction
The squeezed state [1], which has smaller noise fluctuation in one of the quadra-
ture components than that of the coherent state, has been widely used in quantum
optics and in many other branches of quantum physics[2]. Recently, the interest
of squeezed states has been rekindled in quantum information and communica-
tion fields, in which the quantum entanglement generated from squeezed states
plays an essential role. By utilizing entanglement shared by sender and receiver
together with local operations and classical communication, various feats of quan-
tum communication, such as quantum teleportation[3], quantum dense coding,
entanglement swapping and the construction of quantum network [4] have been
experimentally demonstrated with continuous variable quantum systems. Till now,
the proposed or realized squeezed state mainly builded on the nonlinear physical
processes. A few years ago, significant progress was achieved by proposals for quan-
tum gate using only passive linear optics and projection measurement[5]. These
proposals show that strong nonlinear effects can be implemented by exploiting
postselection strategies based on single photon technologies.
In this paper we will discuss a specific scheme for generating a photon-number
squeezed state. Quite different from the nonlinear processes used before, the
scheme proposed here consists of all linear optical component. The arrangement
of the paper is as follows. We first introduce a quantum component, ”quantum
high/low-pass filter (Quantum HPF/LPF)”, which consists of linear optics com-
ponents. The output characteristic of the quantum filter is also analyzed. Then
we show that it is possible to generate a photon-number squeezed state by using
cascaded quantum low-pass filter and high-pass filter. Preliminary results in this
paper have been submitted in Ref.[6].
2 Quantum high/low-pass filter with linear optics
Figure 1 shows the optical circuit of a quantum high-/low-pass filter. A similar
setup has been used to demonstrate the QND measurement of Fock states [7, 8].
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Figure 1: Optical circuit of a quantum filter. Beam splitters A, B, and C are assumed to be
asymmetric in phase. Reflection off the ”dash” surface of each beam splitter produces a sign
change. Db2 and Dc2 are single-photon detectors. Quantum filter is realized when the detectors
Db2 and Dc2 counts one photon and only one photon and another detector counts no photon.
b1 and c1 are ancilla modes.
We analyze the circuit for arbitrary input state and show how it can work as a
quantum filter. The operator input-output relations between the two input modes
(ain, bin) and the corresponding output modes (aout, bout) have the general form
aout=
√
ηi ain +
√
1− ηi bin, bout=
√
1− ηi ain −√ηi bin. Here ηi and 1− ηi are
the intensity reflectivity and transmittivity, i = a, b, and c corresponding to the
beam splitters A, B, and C, respectively.
The input and output operators in the Heisenberg picture are connected by
aˆ1=
√
ηc aˆ2 −
√
ηb(1− ηc) bˆ2 +
√
(1− ηb)(1− ηc) cˆ2,
bˆ1 =
√
ηa(1− ηc) aˆ2 + [√ηaηbηc +
√
(1− ηa)(1− ηb) ] bˆ2
+[
√
ηb(1− ηa)−
√
ηa(1− ηb)ηc ] cˆ2,
cˆ1=
√
(1− ηc)(1− ηa) aˆ2 + [
√
(1− ηa)ηbηc −
√
ηa(1− ηb) ] bˆ2
−[
√
(1− ηa)(1− ηb)ηc +√ηaηb ]cˆ2,
Let a Fock state |n〉 impinges on the input ports a1. At the same time, a single-
photon state |1〉 is injected into the ancilla mode b1 and the other ancilla mode c1
is set unoccupied. For a time sysmmetric linear network such as that in Fig.1, the
output state can be directly obtained from the input state
|ψ〉in = |n〉a1|1〉b1|0〉c1 = 1√
n!
(aˆ+1 )
nbˆ+1 |0, 0, 0〉.
In this paper, we consider only cases where one of the detectors Db2 and Dc2
counts one photon and only one photon (OPOOP) and another detector counts
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no photon. In this case, n photons will appear at the outport port a2. We obtain
the output state
|ψ〉out=C1(n)|n〉a2|1〉b2|0〉c2 + C2(n)|n〉a2|0〉b2|1〉c2 (1)
with
C1(n) = (
√
ηc)n−1[
√
(1− ηa)(1− ηb)ηc − (n− nηc − ηc)√ηaηb ]
C2(n) = (
√
ηc)n−1[
√
(1− ηa)ηbηc + (n− nηc − ηc)√ηaηb ]
First, we discuss the application of the filter to an input state of |nw〉a1|1〉b1|0〉c1.
Provided the photons are indistinguishable, the conditional interference of the
filter can be maximized by setting ηa, ηb and ηc to satisfy the follow equation
0 < ηc < nw/(nw + 1);
C1(n = nw) = 0;
C2(n = 0) = 0. (2)
The solutions of Eq.(2) are given as
ηa=1/(nw + 1)(1− ηc),
ηb=ηc/nw(1− ηc). (3)
So that, if nw photons exist in path a1, the probability of the state |n〉a2|1〉b2|0〉c2
is given by |C1(n = nw)|2 = 0. The final output state is the second term in Eq.(1).
Therefore, there is one photon output at port c2 and no photon at port b2. On the
contrary, if no photon in path a1, the final output state is the fist term of Eq.(1).
A single photon appears at output port of b2 and no photon at port c2. These
operations will succeed with 100% probability. Therefore, the QND of |nw〉 state
will be achieved when one photon appears at output port c2 [7]. For convenience,
the point nw is called the ”working point” for a quantum filter.
When photons with different number from nw is injected to this scheme, the output
is not so clear and the QND cannot in general be achieved. Next, We consider
the output characteristic of this scheme for more generalized input state and show
that this scheme may be treated as a quantum HPF/LPF. The input state at the
port a1 may be expanded in terms of the number states as |Ψ〉a1 =
∑
Cn|n〉a1.
The input state for the quantum filter is given by |ψin〉 =
∑∞
n=0 Cn|n〉a1|1〉b1|0〉c1.
The reflectivities of each beam splitters are set as Eq.(3). After passing through
the setup, the output state becomes
∞∑
n=0
Cn[C1(n)|n〉a2|1〉b2|0〉c2 + C2(n)|n〉a2|0〉b2|1〉c2] (4)
One may use the technique of conditional state preparation[10], in which the state
is extracted by triggering signal. In our case, the triggering signal is one of the
detectors Db2 and Dc2 counts OPOOP while another detector counts no photon.
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Figure 2: The response of quantum HPF and LPF working at several different working points.
(a) The response of a quantum HPF. The lines 1, 2, and 3 have different work points of nw1 = 5,
nw2 = 25 and nw3 = 50. ηc is set to be ηc=nw/(nw + 1)−0.3. (b) The response of a quantum
LPF. The lines 1, 2, and 3 have different work point nw1 = 5, nw2 = 25 and nw3 = 50. ηc is set
to be ηc=nw/(nw + 1)−0.3.
Depending on the triggering signal, the filter will work as a quantum HPF or LPF.
For example, when the detector Dc2 counts OPOOP and the detector Db2 counts
no photon, the output state is reduced to the second part of Eq.(4) and the first
term in Eq.(4) is discarded by post-selection. The curve in Figure 2(a) shows how
the normalized output probability of the filter varies with photon number. It can
be seen that the curve in Fig.2 (a) shows a typical response like a classical HPF.
In this way, a quantum HPF is realized in a quantum domain. When the detector
Db2 counts OPOOP and the detector Dc2 counts no photon, the filter is worked as
a quantum LPF with the response function shown in Fig. 2(b). Figure.2 also show
the response functions of filters with several different working point. The working
points of line 1, 2, and 3 are set to nw1=5, nw2=25, and nw3=50, respectively.
The other parameter is ηc = nw/(nw + 1) −0.3. It can be seen that the slopes
of the filters become steeper when the nw decrease. However, the transmission
probability for high photon number also decrease when nw becomes small. It is
well known that the slope and transmittance probability at higher photon-number
side are two important parameters for a good high-pass filter. So that, the filter
constructed with linear optics is not an ideal quantum filter.
The clearest physical description of the quantum filter properties is that of a QND
measurement for the n-photon state. At the working point of n = nw, the quantum
filter can be perfectly demonstrated. The imperfect QND measurement provides
the response function of a quantum HPF or LPF. It should be pointed out that
the quantum filter, shown in our paper, is different from a classical filter. The
response of the classical filter has a definite transmittance for each input physical
quantity. However, the curves shown in Fig.2 is a probability distribution func-
tion for each input photon-number, which gives the conditional probability that
the photons appear at the output port a2 of the filter while the triggering event
happens. This filter can thus be used to generate a sub-Poissonian state generally
generated from nonlinear process before.
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Figure 3: The response of high-order quantum HPF and LPF. (a,b) The lines 1, and 3 are
corresponding to first- and third-order HPFs or LPFs. The parameters are set to be nw = 30,
ηc=nw/(nw +1)−0.3. (c,d) The lines 1, and 3 are corresponding to first- and third-order HPFs
or LPFs. The parameters are set to be nw=5, ηc=nw/(nw + 1)−0.3.
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The output characteristic of the quantum filter can be improved by using second-
or higher-order quantum HPF. The simplest way to make a second-order filter is
just to cascade two quantum filters, that is, to connect one after the other, so the
input state must go through the first one and then the second. The solid lines in
Figure.3 show the response for third-order quantum HPF or third-order LPF. The
working points of filters shown in Fig.3(a) and Fig.3(b) are nw = 30. The working
points of filters shown in Fig.3(c) and Fig.3(d) are nw = 5. The responses of the
first-order filters are also comparatively shown in Fig.3 (the dashed lines). It can
be seen that the slopes of the third-order filters are steeper than the first-order one.
And also, the normalized high-pass or low-pass characteristic of the third-order
filter is also improved.
3 Photon-number squeezed state by cascaded quan-
tum low- and high-pass filters
Consider the schematic setup for the generation of sub-Poissonian state illustrated
in Fig.4. The input state |ψin〉 = |α〉 for the setup is a coherent state, which can
be written as a superposition of the Fock states in the form
|α〉 = e−|α|2/2
∞∑
m=0
αm√
m!
|m〉.
The coherent state passes through a quantum LPF firstly and then a quantum
HPF. The quantum LPF and HPF may have different working points n1 and n2
respectively. The sub-Poissonian state preparation is successful when the opera-
tions of both quantum filters work properly. The output state can then be derived
as
|ψout〉 = e−|α|2/2
∑∞
m=0
αm√
m!
C1−LPFC2−HPF |m〉.
Figure 5 shows an example that generates a sub-Poissonian state for a specific
case of this scheme. The input light is a coherent state with |α| = √2. The
solid line in Fig.5 gives the probability distribution of the state |ψout〉 after the
filter pair. The Poissonian distribution P (m) of a coherent state is also shown
in Fig.5 (dashed line). For convenience, the probability distribution of the sub-
Poissonian state has been magnified to the same level as the coherent state. It can
be seen that the width of photon-number distribution of |ψout〉 is much narrower
than that of the coherent state. The parameters are set to be n1 = 20, n2 = 10,
ηc1 = n1/(n1 + 1) − 0.4, and ηc2 = n2/(n2 + 1) − 0.4. The efficiency of success-
ful preparation of the sub-Poissonian state in our scheme can be defined as the
ratio between the postselected photons and the injected coherent photons. The
probability of the sub-Poissonian state shown in Fig.5 is calculated to be 1.3%,
which is a acceptable level. More squeezing of the photon-number distribution with
reduced successful probability can be realized by using higher-order LPF and HPF.
Proceedings of ICAM05 7
  
Application of linear optical networks in quantum optics
Quantum
high-pass
filter
a1 a2 a3
Quantum
low-pass
filter
in
ψ
out
ψ
Figure 4: Schematic for the generation of sub-Poissonian state. The coherent state passes through
a quantum LPF firstly and then a quantum HPF. The quantum LPF and HPF may have different
working points n1 and n2.
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Figure 5: The distribution functions P (m) of the generated sub-Poissonian state for specific
cases of this scheme. The dash line shows the Poissonian distribution of a coherent state with
|α| = √2. The parameters are set to be nw1 = 20, nw2 = 10, ηc1 = nw1/(nw1 + 1) − 0.4, and
ηc2 = nw2/(nw2 + 1)− 0.4.
It should be noted that the quantum filters, as depicted in our paper, is a nondeter-
ministic quantum element the operation of which is conditioned on the detection
of an auxiliary photon. The generation of the sub-Poissonian state can be seen as a
collapse of the entanglement among photons at output ports of a2, b2 and c2. How-
ever, the state preparation is made by postselection of the relevant events in the
record of the measurements on the two detectors, which can be made after physical
measurements. In fact, because of only one photon exists at the output ports of
b2 or c2, all the n photon components which happen appear at output port a2 will
contribute to the non-postselected output state. So that no wave-function collapse
actually occurs from non-postselected output state to sub-Poissonian state.
Conclusion
In conclusion, we have firstly introduced and analyzed the output characteristic
of quantum high- and low-pass filter which consist of only passive linear optics. It
was shown that a sub-Poissonian state can be generated from a coherent state by
using a band-pass filter which consists of quantum LPF and HPF. The generated
8 Proceedings of ICAM05
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sub-Poissonian state in a free propagating optical mode can then be used to other
purposes. The difference between the proposed scheme and those proposed before
is that the measurement-caused nonlinear effect, instead of traditional nonlinear
process, is used to alter the photon distribution of a coherent light.
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Abstract. Several examples of vortex interaction are simulated by three-
dimensional vortex methods.  The first is the interaction between a straight vortex 
tube and a vortex ring.  Modes of the interaction appears be classified into three 
categories in terms of circulation of the vortex ring relative to that of the vortex 
tube. The second is the collision of two impulsively started round jets issuing from 
circular nozzles of the same diameter.  At the head-on collision, a periodic 
deformation is generated along the periphery of the colliding vortex rings, 
developing into smaller vortex rings (ringlets) which move in the radial direction. 
Key-words: vortex method, vortex interaction, mixing layer, vortical structure, 
colliding jets, vortex ring, vortex tube  
 
1 Introduction 
 
It is essential to study vortex interactions in order to understand dynamics of 
turbulent flows in engineering applications in which flows are mostly turbulent.   
Enhancement of heat and mass transfer in turbulent shear flows is realized by 
manipulation of vortical structure in the flows. Enhanced turbulent mixing also 
delays or prevents flow separation from a solid surface by introducing high 
momentum flow.  The turbulent mixing may be understood in terms of interaction 
of multiple-scale vortices.   
  
Numerical simulation has the advantage of investigating detailed mechanism of 
vortex dynamics.  This paper presents examples of vortex interaction simulated by 
three-dimensional vortex method [1][2].  Vortex method is one of the mesh-less type 
numerical simulations of fluid dynamics, calculating evolution of a vortical region 
by a collection of vortex blobs with overlapping cores.  The vortex method has 
merits in simulations of vortical flows in that this method employs vortex elements 
which give us direct information on evolution of vortex structure in the flows [3].   
 
The first example is the interaction of a vortex ring with a vortex tube.  The vortex 
tube is a model of rolling-up vortices in a plane mixing layer, while the vortex ring 
is a simple model of external vortices introduced into the mixing layer to 
manipulate its growth or mixing [4].  The interaction of a vortex ring with mixing 
layer vortices, consisting of five vortex tubes in a linear arrangement was also 
actually investigated.  The second example is the interaction of vortices in two 
impulsively started round jets impinging head-on or at right angles.   
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2 Vortex method 
 
Vortex method calculates evolution of a vortical region by a collection of vortex 
blobs with overlapping cores.  A vortex blob is defined by its position xα, vorticity ωα, 
volume d3xα and cut-off radius σα.  Strength of a vortex blob is denoted by γ 3= 
ωαd3xα. Vorticity field ω at a time t is given by  
                      ( ) ( )31, tt p
α
α α
α α
γσ σ
⎛ ⎞−⎜= ⎜⎝ ⎠
x x
ω x ⎟⎟                                 (1) 
where p(·) is the smoothing function of the cut-off radius σα.  Evolution of the 
position xα is described by the Biot-Savart law in Lagrangian form, as follows  
( )
( )
2 2
5 22 2
5 21
4
rd
dt r
α αβ β αβ β
β αβ β
σ γπ σ
+= − ×
+∑
x r                        (2) 
Where αβ α β= −r x x , αβ αβ= rr .  Evolution of the vorticity is described by 
vorticity equation without viscous diffusion of vorticity 
                                      ( )ddt
α
α α= ⋅∇γ γ u                                          (3) 
 
In this paper the viscous diffusion of vorticity is represented by a core-spreading 
model or a particle-exchange scheme. 
 
A core-spreading model [1][5] is argued not to yield the exact solution of Navier-
Stokes equations even in the limit of infinitely many vortex blobs (8).  However, this 
model is expected to give a fairly good approximation to the exact solution within a 
finite time after the start of flow [9].  Moreover, the core-spreading model appears to 
be useful in the sense that it reproduces with tolerable accuracy the gross feature 
of evolution of large-scale vortices, as demonstrated by a number of applications 
especially in two-dimensional flows.  This model is also attractive because less 
number of vortex blobs are required than the particle-exchange method.  
 
A particle-exchange scheme, the essence of this method is in the point which the 
diffusion term of vorticity can be approximated by an integral operation.  The 
details of this method are given in Degond and Mas-Gallic [6] and Winckelmans 
and Leonard [7]. 
 
3 Vortex ring – vortex tube interaction 
 
The interaction of a vortex tube with a vortex ring is simulated by the core-
spreading model.  In this case the important issue is change of modes of 
interaction as a function of circulation of the vortex ring ΓR relative to that of the 
vortex tube ΓF.  The circulation ratio ΓR / ΓF ( =λ ) is varied from 0.5 to 2.0.  The 
thickness of the ring and the tube is chosen to be the same, the radius being 0.27R, 
where R is the radius of the vortex ring.  Reynolds number based on the velocity of 
translation of the ring and its diameter is 500. 
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O
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Vortex blob
Cross-section of
vortex ring
ΓR
ΓF
Figure 1.  Initial arrangement 
of vortex ring and vortex 
tube.  Cross section of vortex 
ring shows arrangement of 
vortex blobs.  R is diameter of 
vortex ring. 
The cross section of both vortices was initially divided into four layers of the same 
thickness, each layer consisting of vortex blobs of particular vorticity in such a way 
that the vorticity distribution in the cross section is approximately Gaussian (Fig. 
1).  The total number of vortex blobs is 37 in the cross section.  The length of the 
vortex tube is chosen as 20R, which was found by preliminary calculations to be 
long enough to eliminate the end effects on its interaction with the vortex ring. 
 
The simulations revealed three modes of the interaction depending on the 
circulation ratio λ.  When the ratio λ  is of the order of 0.5, the vortex ring is 
deformed and wrapped around the vortex tube to be finally engulfed into the latter.  
The vortex tube experiences relatively small deformation during the interaction (Fig. 
2).  The region of interaction is localized in the sense that the deformation of the 
vortex tube does not propagate outwards in the axial direction.   
 
On the other hand, when circulation of vortex ring is equal to that of vortex tube, the 
cut-and-reconnection occurs between the two vortices (Fig. 3).  A part of the vortex 
ring is replaced by a part of the vortex tube to form a new vortex ring, which moves 
away from the tube almost in the same direction as that of the original vortex ring.  
The remaining part of the vortex ring now fills in the removed part of the tube. 
 
When the circulation ratio is greater than approximately 1.5, the vortex ring passes 
through the vortex tube, keeping its initial shape.  The vortex tube, on the other 
hand, is partially cut in the region of interaction.  Details of interaction also depend 
on the initial relative position of the vortex ring and the tube. The effects of the 
initial position will be described for λ = 1 because this case is most representative.  
If a part of the ring meets the tube at a part of anti-parallel vorticity, these parts 
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Figure 2.  Vortex ring interacting with a vortex tube.  Circulation ratio λ = 0.5.  
Time advances from top to bottom.  
Figure 3.  Vortex ring interacting with a vortex tube.  Circulation ratio λ = 1.0. 
Time advances from top to bottom. 
form a vortex-pair-like structure, which move away and will eventually be 
dissipated, while the other parts of both vortices will reconnect to form a single, 
deformed vortex tube.  On the other hand, if both vortices meet at parts of parallel 
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vorticity, the local coalescence occurs.  The remaining part of the vortex ring 
translates approximately in the original direction. 
 
4 Vortex ring – mixing layer vortices interaction 
 
In last section, the vortex tube is a model of a rolling-up vortex in a plane mixing 
layer while the vortex ring is a simple model of external vortices introduced into the 
mixing layer to manipulate its growth or mixing [4][10].  In this section, the whole 
mixing layer was represented by five vortex tubes in a linear arrangement for 
streamwise direction.  These vortex tubes, having the same cross section as the 
vortex ring, consist of 37 vortex blobs.  The initial vorticity within the cross section 
is also the same as that of the ring.  However, whole mixing layer is tending to 
rotate by its self-induced velocity. In order to prevent this rotation, other five 
dummy vortex tubes are arranged in the both side of the mixing layer vortex tubes.  
The cross section of dummy vortex tubes consists of 7 vortex blobs in 2 layers. The 
initial vorticity distribution in the cross section is the third-order Gaussian as the 
same as the vortex ring.  The streamwise distance of adjacent vortex tubes is 
chosen as 1.5R.  The spanwise length of the vortex tube is chosen as 20R. 
 
Fig.4 shows the interaction the mixing layer vortices with a vortex ring λ = 1.0.  The 
pair vortex rotating in the same direction as the mixing layer vortices (VR++VF3) ,  
generates large vortices in upstream side. On the other hand, another pair vortex 
rotating in the opposite direction (VR-+VF2)  move in the downstream direction by 
self-induced velocity.  The vortex ring experiences large stretching in the 
streamwise direction.  The vortex ring directly interacts with almost five vortex 
tubes. 
t*=6.0 t*=10.0t*=2.0
x
y
z
x
z
VR-
VR+
VF1 VF2
VF3 VF4 VF1 +VF2
VR-
VR++VF3
VF4 VF4
VR-
VR++VF3
Figure 4.  Vortex ring interacting with mixing later vortices.  Circulation ratio λ 
= 1.0.  Top figures are the isosurface of magnitude of vorticity.  Bottoms are the 
cross section of contour of vorticity. 
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In view of enhancement of growth rate and mixing, the above results suggest that  
a vortex ring should have approximately the same circulation as that of mixing 
layer vortices. 
 
5 Vortex interaction in impinging round jets 
 
Simulations are made for interaction of vortices during collision of two impulsively 
started round jets issuing from nozzles of the same radius R, the axes of the 
nozzles lying in the same plane. The head-on collision and the collision at right 
angles are considered.  The viscous diffusion of vorticity is incorporated by the 
particle-exchange scheme.  Reynolds number based on the diameter of the nozzle 
and the exit velocity is 2000.  
 
The surface of the nozzle of length 1.05R is constructed by rectangular panels of 
vortex blobs.  The jet flow is produced by a source disk located inside the nozzle.  
Nascent vortex blobs are introduced into the flow at 0.261R downstream of the edge 
of the nozzle in such a way as to satisfy Kelvin’s law.   
 
The circular shear layer of the jets rolls up to form a series of vortex rings, the most 
significant one being the starting vortex.  For the head-on collision the starting 
vortex rings approach each other to be rapidly stretched in the radial direction 
owing to the mutually induced velocity (Fig. 5).  Periodic deformation appears along 
the circumferential direction of the colliding vortex rings due to a Crow type of 
instability [11], developing into small vortex rings (ringlets), which will travel in the 
radial direction as time advances as shown experimentally by Lim & Nickels [12].  
The successive collision of vortex rings in the jets produces multi-scale vortex 
 (a) Ut/2R = 6.0 (b) Ut/2R = 12.0 
(c) Ut/2R = 13.8 (d) Ut/2R = 15.6 
Figure 5. Head-on collision of impulsively started round jets.  U = velocity 
at exit of nozzle, R = radius of nozzle, t = time after start of flow. 
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 (a) Ut/2R = 6.0 (b) Ut/2R = 12.0 
(c) Ut/2R = 13.8 (d) Ut/2R = 15.6 
Figure 6. Collision of impulsively started round jets at right angles.  
structure in a region centered in the mid plane. 
 
It is worth noting that vortex rings in both jets have almost the same arrangements 
in time and space, a vortex ring in one jet having its counterpart in the other one, 
although no systematic forcing is made.  This fact may suggest a cross talk 
between the jets.  Moreover, the number of the ringlets is the same to the number 
of panels of the jet nozzle.  Thus a small disturbance associated with the panels 
may have triggered the initial deformation.   
  
On the other hand, when the jets impinge at right angles, the starting vortex rings 
collide to be stretched as a whole in the plane of bisector (Fig. 6).  Those parts of 
the vortex rings which first meet are rapidly dissipated while the remaining parts 
touch to form a vortex-pair-like structure, which moves in the direction of bisector.  
The impingement of successive vortex rings in the jets produces complicated vortex 
structure of multiple scales in the region of collision.  Further details of the vortex 
interaction are also clarified in terms of distributions of pressure and dissipation 
rate. 
 
6 Conclusions 
 
This paper presented numerical results of the interaction of multiple-scale vortices.  
To the purpose of enhancing the local growth and mixing, and controlling actively 
the turbulent flow by a vortex ring, the numerical method is made by means of a 
three dimensional vortex method.   
 
The interaction of the mixing layer vortices with the vortex ring is expected to 
include two major results: One is the enhanced mixing archived the most 
16 Proceedings of ICAM05
  H. ISHIKAWA, S. IZAWA AND M.KIYA 
remarkable effect when the circulation ratio of the vortex ring relative to that of the 
mixing layer vortices is unity.  The vortex ring experiences large stretching in 
streamwise direction.  If the circulation ratio is greater than approximately 1.5, 
otherwise the spatial evolution by vortex interaction is weak this because the 
vortex ring passes through the vortex tube.  
 
The evolution of vortex interaction in impinging jet was also simulated by vortex 
method.  The process of generation of the small vortex ring (ringlet) in head-on 
collision is demonstrated by vortex motion.  The deformation of vortical structure 
in the jets impinge at right angles, produces complicated vortex structure of 
multiple scales in the region of collision. 
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Abstract: Earthquakes generate seismic waves that acquire characteristics related 
to the properties of the regions through which they have traveled. Therefore, 
seismic wave data can be used to image structures of the Earth’s interior. For this 
purpose a tomographic inversion technique represents a powerful tool to delineate 
the internal structure of the three-dimensional (3D) Earth.  
We have conducted inversions of P- and S-wave travel time data for the Sumatra 
region and its vicinity in order to illuminate the great earthquake with its attendant 
devastating tsunami of December 26, 2004. The resulting seismic tomograms 
clearly depict that the earthquake initiated where the dip of the subducting oceanic 
lithosphere of the Indo-Australian Plate is most gentle along the Andaman, 
Sumatra and Java trenches. This may have caused that coupling between the 
subducting and overriding plates is exceptionally strong so that it could generate 
such a great earthquake. The gently dipping lithospheric slab may be due to the 
relatively young age of the incoming plate combined with the oblique subduction 
below Sumatra.  
In addition, we have extracted elastic parameters (incompressibility and rigidity) 
from the resulting P- and S-wave models. The pattern of the elastic parameters 
gradient is surprisingly striking, in which locations of high incompressibility 
gradient agree remarkably well with locations of recent great earthquakes e.g. the 
December 26, 2004 and March 28, 2005 events. So it is suggestive that 
incompressibility represents a sensitive parameter to predict the potential location 
of great earthquake in region that has undergone severe compression. 
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Abstract: The giant tsunami occurred in the Indian Ocean on 26th December 2004 
draws attention to this natural phenomenon. The given course of lectures deals 
with the physics of the tsunami wave propagation from the source to the coast. 
Briefly, the geographical distribution of the tsunamis is described and physical 
mechanisms of their origin are discussed. Simplified robust formulas for the source 
parameters (dimension and height) are given for tsunamis of different origin. It is 
shown that the shallow-water theory is an adequate model to describe the 
tsunamis of the seismic origin; meanwhile for the tsunamis of the landslide or 
explosion (volcanoes, asteroid impact) origin various theories (from linear dispersive 
to nonlinear shallow-water equations) can be applied. The applicability of the 
existing theories to describe the tsunami wave propagation, refraction, 
transformation and climbing on the coast is demonstrated. Nonlinear-dispersive 
effects including the role of the solitons are discussed. The practical usage of the 
tsunami modeling for the tsunami forecasting and tsunami risk evaluation is 
described. The results of the numerical simulations of the two global tsunamis in 
the Indian Ocean induced by the catastrophic Krakatau eruption in 1883 and the 
strongest North Sumatra earthquake in 2004 are given. 
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Abstract: Floods are an increasing hazard to the populations of many countries. 
The hazards range from only some local, not life-threatening, inconvenience such 
as flooding of streets, to the recent tsunami disaster. In particular this tsunami 
disaster has lead to an increased interest for flood warning systems. Only accurate 
simulations can be applied as part of an on-line operational warning system. 
Inaccurate predictions might cause panic among populations for no reason. 
Tsunamis, for instance, propagate at high speeds so there is or only a limited 
amount of time available for accurate warnings. This seems to be drawback of 
these systems. Off-line analysis of the impact of flooding can be useful as well. It 
yields information about the potential effects on certain areas that can be used for 
evacuation planning. In this contribution both aspects of flood wave simulations 
will be dealt with. Examples will be given of these types of systems for forecasting 
and analyzing flood waves in the Netherlands and in the Bay of Bangal. A 
numerical model, based upon a combination of 1D channels for normal drainage, 
and a 2D unstructured grid model for overland flow, will be described in some 
detail. 
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  KINEMATICAL CONSERVATION LAWS,RAY THEORIES AND APPLICATIONS
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Abstract. In this article we describe a general form of ray equations and prove
the extended lemma on bicharacteristics. We also prove equivalence of the ray
equations to the differential form of the kinematical conservation laws (KCL) in
two space dimensions. We mention some applications of KCL and discuss briefly
its application to sonic boom by a maneuvering aerofoil.
Key-words: ray theory, bicharacteristics, hyperbolic equations, conservation laws,
sonic boom.
1 Introduction
Rays have been used in the construction of successive positions of a wavefront Ωt
since a very long time. A general definition of rays requires formulation of the
equation of the wavefront in terms of an eikonal equation, which is a first order
nonlinear partial differential equation. The ray velocity χ at any point of Ωt in a
continuum medium depends not only on the position x but also on the orientation
of Ωt given by the unit normal n of the Ωt. This formulation shows that not every
vector χ qualifies for being a ray velocity but must satisfy a set of compatibility
conditions.
Kinemtical conservation laws (KCL) describing the time-evolution of a wavefront
has only a recent origin in 1992 [8]. We shall prove that ray equations are equiva-
lent to KCL for a wavefront Ωt in two space-dimensions.
KCL has been found to be very useful in solving many practical problems in
nonlinear wave propagation, where singularities in the form of kinks appear on
Ωt. We shall mention some of these applications and describe in some detail its
application to sonic boom problem which has been described in two articles [2,3].
2 Ray equations and extended lemma on bichar-
acteristics
Let Ωt : φ(x, t) = 0 be a wavefront in IR
m, which evolves according to the eikonal
equation
Q(x, t,∇φ, φt) ≡ φt + 〈χ,∇〉φ = 0 (1)
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and where the ray velocity χ depends not only on the position x ∈ IRm, time
t ∈ IR but also on the unit normal n = ∇φ/|∇φ| of Ωt. The Hamilton’s canonical
equations of the first order partial differential equation Q(x, t,p, q) = 0, p =
∇φ, q = φt give
dxα
dt
= χα + pγ
∂χγ
∂pα
,
dpα
dt
= −pβ
∂χβ
∂xα
(2)
where we use summation convention for a repeated suffix. But
∂
∂pα
=
∂nβ
∂pα
∂
∂nβ
=
1
|p|
(δαβ − nαnβ)
∂
∂nβ
where δαβ are Kronecker deltas, so that
dxα
dt
= χα + nγ
(
∂χγ
∂nα
− nαnβ
∂χγ
∂nβ
)
,
= χα + nβnγ
(
nβ
∂
∂nα
− nα
∂
∂nβ
)
χγ , using 1 = nβnβ (3)
This equation is inconsistent with assumption that χ is the ray velocity (i.e.,
dx
dt
= χ) unless for each α
nβnγ
(
nβ
∂
∂nα
− nα
∂
∂nβ
)
χγ = 0 (4)
The equation for pα can be written in terms of an equation for nα = pα/|p|. Thus,
when (4) is satisfied, the ray equations (2) of (1) take the form
dxα
dt
= χα,
dnα
dt
= −nβnγ
(
∂
∂ηαβ
)
χγ (5)
where
∂
∂ηαβ
= nβ
∂
∂xα
− nα
∂
∂xβ
(6)
represents a derivative in the direction of a tangent to the surface Ωt.
A ray associated with a wavefront Ωt is defined with the help of an eikonal equation.
When the ray velocity χ is given, the eikonal equation is of the form (1). The ray
velocity χ at a point P of Ωt depends not only on the position x of P and the orien-
tation (given by the unit normal n) of Ωt at P but also on the state of the medium
at P , specified by an amplitude function w(x, t). The eikonal equation (1) is not a
linear or quasilinear equation but a more general nonlinear equation as χ depends
on n = ∇φ/|∇φ|. The condition (4) shows that χ(x, t,n) ≡ χ(x, t,n, w(x, t))
can not be prescribed arbitrarily but when χ is prescribed satisfying (4), the first
equation in (5) implies the second equation in it through the eikonal equation (1).
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Consider now a hyperbolic system of first order quasilinear equations
A(u,x, t)ut +B
(α)(u,x, t)uxα + C(u,x, t) = 0 (7)
where u ∈ IRn, A ∈ IRn×n, B(α) ∈ IRn×n and C ∈ IRn. Then the velocity C
of a wavefront Ωt, across which u is continuous, is equal to an eigenvalue of (7)
and Ωt is the projection on x-space of a section of the characteristic surface Ω by
t=constant plane. Note that Ω is a surface in space-time i.e., (x, t)-space. The ray
velocity components corresponding to the eigenvalue C are given by the lemma on
bicharacteristics directions [4, p.597]
χα =
lB(α)r
lAr
(8)
where l and r are the left and right null vectors satisfying
l(nαB
(α) − CA) = 0, (nαB
(α) − CA)r = 0 (9)
and
C = nαχα =
(lnαB
(α)r)
(lAr)
(10)
is an eigenvalue.
We know that l and r depend on n but A and B(α) do not. Hence
nγ
∂χγ
∂nα
= nγ
∂
∂nα
(
lB(γ)r
lAr
)
=
1
(lAr)2
[
nγ
(
∂
∂nα
l
){
(B(γ)r)(lAr)
− (Ar)(lB(γ)r)
}
+ nγ{(lB
(γ))(lAr)− (lA)(lB(γ)r)}
(
∂
∂nα
(r)
)]
=
1
(lAr)
[(
∂
∂nα
l
)(
nγB
(γ) − CA
)
r
+ l(nγB
(γ) − CA)
(
∂
∂nα
(r)
)]
= 0 (11)
By replacing α by β, we also get nγ
∂
∂nβ
χγ = 0. Therefore, the condition (4) is
satisfied and we have proved that:
Theorem 2.1. If χ be a ray velocity of the hyperbolic system (7), then the con-
dition (4) is satisfied and the rays are given by (5).
In the second equation in (5), the derivatives
∂
∂ηαβ
and hence ∂∂xα operates on χγ
in which n also appears through l and r. We shall simplify it in such a way that
the derivatives ∂∂xα appear only on the on A and B
(γ). If we follow the procedure
of differentiation in (11), now with respect to xα instead of nα, we get
nγ
∂χγ
∂xα
=
1
(lAr)
l
[
nγ
∂B(γ)
∂xα
− C
∂A
∂xα
]
r
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The ray equations (5) now become
dxα
dt
= χα (12)
dnα
dt
= −
1
(lAr)
l
{
nβ
(
nγ
∂B(γ)
∂ηαβ
− C
∂A
∂ηαβ
)}
r = ψα, say. (13)
This exactly is the form of the extended lemma on bicharacteristics in [5]. Here
is a complete proof. We take the expression (8) for χ from the lemma on bichar-
acteristic directions in [4] and then use the present derivation for (13). The proof
of (4) can also be extended to the shock ray velocity χs when the shock is weak
[10, section 9.2]. The proof for a shock of arbitrary strength will be a little more
complex but we believe that it should be possible to complete the proof.
Though the first part
dx
dt
= χ of the ray equations (5) determines the second part
(with the help of the eikonal equation (1)) i.e., the equation for n, the first part
alone is an under determined set due to the presence of n in χ. For a linear wave
propagation, the full set i.e., equations (5) are sufficient for ray tracing which of
course, is well known in many applications such as geophysics. For a nonlinear
wave propagation or shock propagation the eikonal equation also contains the wave
amplitude w as an unknown quantity. Therefore, to the ray equations (5) we need
to add some more equations. These additional equations have been obtained in our
weakly nonlinear ray theory (WNLRT) and shock ray theory (SRT) [10, Chapters
4 and 9].
In terms of the normal velocity C = −φt/|∇φ| = 〈n,χ〉, the equation (1) becomes,
φt + C|∇φ| = 0 (14)
which is used in the level set method (LSM). Since the vector χ can not be obtained
from the scalar C, the equation (1) is more general than (14). In the LSM, the
transport equation for the front intensity w, is not available - this makes our
WNLRT and SRT more powerful.
3 Equivalence of ray equations and kinematical
conservation laws
We have been able to develop a complete theory of kinematical conservation
laws for propagating curves Ωt only in two space dimensions, hence we restrict
our discussion only to two space dimensions where we denote the spatial co-
ordinates by x and y. The unit normal (n1, n2) is expressed in terms of θ by
n1 = cos θ, n2 = sin θ.
We define a ray coordinate system (ξ, t) such that ξ = constant is a ray and t =
constant is the wavefront Ωt at time t. Let g be the metric associated with ξ i.e.,
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g dξ is an element of length along Ωt, then
g =
√
x2ξ + y
2
ξ (15)
The normal and tangential components of χ, denoted by C and T respectively,
are
C = n1χ1 + n2χ2, T = −n2χ1 + n1χ2 (16)
Following [9] and [10], we can derive a pair of kinematical conservation laws,
(g sin θ)t + (C cos θ − T sin θ)ξ = 0 (17)
(g cos θ)t − (C sin θ + T cos θ)ξ = 0 (18)
In two dimensions, the ray equations (5) reduce to
dx
dt
= χ1,
dy
dt
= χ2,
dθ
dt
= −
1
g
(
n1
∂χ1
∂ξ
+ n2
∂χ2
∂ξ
)
(19)
Theorem 3.1. Given χ as a known C1 function of x, t and n satisfying (4), the
ray equations (19) for a wave propagation in two space dimensions, are equivalent
to the KCL (17) and (18) for smooth solutions.
Proof: The proof that the ray equations imply KCL is too simple. Given χ as a
function of x, y, t and θ, and an arbitrarily prescribed Ω0, we can construct the
rays and the family of curves Ωt. Then we can choose a variable ξ and construct
the ray coordinate system (ξ, t). g is given by (15). As long as a caustic or a
focus does not appear, the mapping from (x, y) plane to (ξ, t)-plane for a given
Ωt is well defined and one to one. Now we can derive KCL in just few steps ([9]
or [10, section 3.3.2]). Alternately, we shall show that it is simple to deduce the
differential form of KCL
θt = −
1
g
Cξ +
1
g
Tθξ, gt = Cθξ + Tξ (20)
from the ray equations (19). Using χ1 = n1C−n2T and χ2 = n2C+n1T and not-
ing that d/dt becomes ∂/∂t in (ξ, t)-plane, we find that the third equation in (19)
reduces to the first equation in (20). We now differentiate the relation g2 = x2ξ +y
2
ξ
with respect to t and use n1 = yξ/g, n2 = −xξ/g and also use xt = χ1, yt = χ2
to get the second equation in (20).
To show the converse, we note that (17) and (18) imply existence of two functions
x(ξ, t), y(ξ, t) such that(
xξ xt
yξ yt
)
=
(
−g sin θ C cos θ − T sin θ
g cos θ C sin θ + T cos θ
)
(21)
The mapping from (ξ, t) to (x, y)-plane is one to one as long as the Jacobian
∂(x, y)
∂(ξ, t)
= −gC (22)
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does not vanish. Image of the lines t-constant in (ξ, t)-plane is a curve in (x, y)-
plane, let us denote it by Ωt, along which ξ-varies. The first column of (21) gives
xξ = −g sin θ, yξ = g cos θ, which show that g is a metric associated with ξ and
the normal to Ωt makes an angle θ with the x-axis. Propagation of the curve
Ωt in (x, y)-plane is governed according to the second column of (21) with a ray
velocity χ = (χ1, χ2) := (C cos θ − T sin θ, C sin θ + T cos θ). This shows that C
and T satisfy (16) and so they are the normal and tangential components of the
ray velocity χ. Using this relation between (χ1, χ2) and (C, T ) we get the third
equation in (19) from the first equation in (20). Thus, we have derived the ray
equations from KCL. However, the quantities C and T appearing in KCL must
satisfy the consistency condition (4) through χ1 and χ2.
This completes the proof of the theorem.

KCL being in conservation form, it also admits solutions with shock type of dis-
continuities in (ξ, t)-plane. These discontinuities, when mapped onto (x, y)-plane
with the help of xt = χ1, yt = χ2, they give rise to kinks across which the direc-
tions of the tangent to a ray and that to the front Ωt change discontinuosly, ([10,
section 3.3.3]). The KCL are physically realistic, they represent conservation of
distance in (x, y)-plane. The concept of kink was first introduced by Whitham in
1957, [10], intuitively as he did not have KCL. He called it Shock-Shock.
4 Two ray theories: weakly nonlinear ray theory
(WNLRT) and shock ray theory (SRT)
KCL, being only two equations in four quantities g, θ, C and T , is an under deter-
mined system. This is expected as KCL is a purely mathematical result and the
dynamics of a particular moving curve has not been taken into account in their
derivation. We describe here two sets of closure equations. Both of these belong to
the case of an isotropic wave propagation, where T = 0 i.e., the rays are normal to
the front. When a small amplitude curved wave front (across which the physical
variables are continuous) or a shock front propagates into a medium at rest and
in equilibrium with density ρ¯ = ρ¯0, fluid velocity q¯ = 0 and gas pressure p¯ = p¯0,
the perturbation on the wavefront or behind the shock front is given by
ρ¯ = ρ¯0 + ρ¯0w, q¯ = a0(n1w, n2w), p¯ = p¯0 + ρ¯0a
2
0w (23)
where w is the non-dimensional amplitude of the perturbation and a0 is the di-
mensional sound velocity in the ambient medium [10, section 6.1], note that w here
is w/a0 of [10, section 6.1]. The Mach number m of a weakly nonlinear wavefront
and M of a shock front are given by
m = 1 +
γ + 1
2
w,M = 1 +
γ + 1
4
w|s (24)
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where w|s the value of w on a suitable side (behind a shock for a shock propagating
in to the constant state (ρ0, q = 0, p0)). The nondimensional value of C in (1.4)
is m or M as the case may be.
The evolution equations of Ωt when it is a weakly nonlinear wavefront, are
(g sin θ)t + (m cos θ)ξ = 0, (g cos θ)t − (m sin θ)ξ = 0,
{g(m− 1)2e2(m− 1)}t = 0 (25)
These are the equations of weakly nonlinear ray theory (WNLRT). The map-
ping from (ξ, t)-plane to (x, y)-plane is given by the first part of [5] i.e., xt =
m cos θ, yt = m sin θ.
When we choose Ωt to be a shock front, the closure equations for KCL form an
infinite system of equations ([10], Chapters 7 and 9). This infinite system is exact
unlike the third equation in [25] derived under the high frequency approximation.
However, not only the derivation of the infinite system is too complex and it is
too difficult to solve numerically, its solution is non-unique for many interesting
problems . By taking the shock to be weak and by truncating the system at a
suitable stage, we can construct an approximate shock ray theory, which forms
an efficient system of equations for calculation of successive positions of a curved
shock in two space dimensions [10, section 10.2]. Denoting the unit normal to
the shock front Ωt to be N = (cosΘ, sinΘ), a system of conservation form of the
equations for a weak shock Ωt are two KCL and two additional closure equations,
[1]:
(G sin Θ)t + (M cosΘ)ξ = 0, (G cosΘ)t − (M sin Θ)ξ = 0 (26)
(G(M − 1)2e2(M−1))t + 2M(M − 1)
2e2(M−1)GV = 0 (27)
(GV 2e2(M−1))t +GV
3(M + 1)e2(M−1) = 0 (28)
where G is the metric associated with the variable ξ and
V =
γ + 1
4
{〈N ,∇〉w}|s (29)
where the normal derivative 〈N ,∇〉w is first obtained in the region behind the
shock if the shock is moving into the undisturbed region and in the region ahead
of the shock if it is moving into the disturbed region and then the limit is taken
as we approach the shock. The mapping from (ξ, t)-plane can be obtained by
integrating the first part of the shock ray equations xt = M cosΘ, yt = M sin Θ.
(26)-(28) form the equations of our SRT, which is ideally suited in dealing with
many practical problems involving propagation of a curved shock since (i) it has
been shown that it gives results which agree well with known exact solutions and
experimental results, [4], (ii) it gives sharp geometry of the shock and many finer
details of geometrical features of the shock ([10], Chapter 10 or [7]) , (iii) results
obtained by it agree well with those obtained by numerical solutions of full Euler’s
equations, [1] and [6], (iv) it takes considerably less computational time (say less
than 10%) compared to the Euler’s numerical solution and (v) for a problem like
sonic boom, it is difficult to get information in a long narrow region away from
the aircraft by Euler’s numerical solution, SRT and WNLRT are most suited.
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Before we take up the sonic boom problem with some details, we mention two
important results [10] obtained by WNLRT and SRT: (i) the genuine nonlinearity
in the original system causes a strong diffraction of the rays and does not allow rays
from a converging wavefront to form a caustic so that the caustic is resolved and
(ii) again the genuine nonlinearity significantly accelerates a non-circular shock to
evolve into a circular shock [1].
5 Formulation of the problem of sonic boom by a
maneuvering aerofoil as a one parameter family
of Cauchy problems
Consider a two dimensional unsteady flow produced by a thin maneuvering aerofoil
moving with a supersonic velocity along a curved path. We are interested in
calculating the sonic boom produced by the aerofoil, the point of observation
being far away say at a distance L, from the aerofoil. We use coordinates x, y and
time t nondimensionalized by L and the sound velocity a0 in the ambient medium.
In a local rectangular coordinate system (x′, y′) with origin O′ at the nose of the
aerofoil and O′x′ axis tangential to the path of the nose, which moves along a
curve (X0(t), Y0(t)), let the upper and lower surfaces of the aerofoil be given by
(x′ = ζ, y′ = bu(ζ)) and (x
′ = ζ, y′ = bl(ζ)),−d < ζ < 0 (30)
respectively. Here d is the nondimensional camber length. We assume that
b′u(−d) > 0, b
′
u(0) < 0, b
′
l(−d) < 0 and b
′
l(0) > 0, so that the nose and the
tail of the aerofoil are not blunt. We further assume that
d =
d¯
L
= O(), O
{
max−d<ζ<0bu(ζ)
d
}
= O
{
max−d<ζ<0(−bl(ζ))
d
}
= O()
where  is a small positive number. Then the amplitude w of the perturbation in
the sonic boom also satisfies w = O().
In Fig. 1, we show the geometry of the aerofoil and the sonic boom produced by it
at a time t. The sonic boom produced either by the upper or lower surface consists
of a leading shock LS: Ω
(0)
t and a trailing shock TS: Ω
(−d)
t and since high frequency
approximation is satisfied by the flow between the two shocks, a one parameter
family of nonlinear wavefronts Ω
(ζ)
t (−d < ζ < 0, ζ 6= G) originating from the points
Pζ on the aerofoil in between the two shocks. The nonlinear wavefronts produced
from the points on the front portion of the aerofoil start interacting with the LS
Ω
(0)
t and those from the points near the trailing edge do so with the TS Ω
(−d)
t , and
after the interaction they keep on disappearing continuously from the flow. These
two sets, one interacting with LS and another interacting with TS are
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Figure 1: Sonic boom produced by the upper and lower surfaces: y ′ = bu(x
′) and y′ =
bl(x
′) respectively. The boom produced by either surface consists of a one parameter
family of nonlinear wavefronts
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Figure 2: It An enlarged version of the upper part of the Figure 1 near the aerofoil.
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Figure 3: A formulation of the ray coordinate system (ξ, t) for Ωt(ζ). AB represents
the path of a fixed point Pζ on the aerofoil. A is the position of Pζ at time η and B that
at time t.
separated by a linear wavefront Ω
(G)
t , which originates from a point Pa where
the function bu(ζ) (bl(ζ)) are maximum (minimum). Fig. 2 shows an enlarged
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version of the upper part of the Fig. 1 near the aerofoil. This is simply an en-
larged version of Fig. 1 as high frequency approximation is not valid near the
aerofoil.
separated by a linear wavefront Ω
(G)
t , which originates from a point PG where the
function bu(ζ) (bl(ζ)) are maximum (minimum). Fig. 2 shows an enlarged version
of the upper part of the Fig. 1 near the aerofoil. This is simply an enlarged version
of Fig. 1 as high frequency approximation is not valid near the aerofoil.
Let us introduce a ray coordinate system (ξ, t) for Ω
(ζ)
t . The front Ω
(ζ)
t at a given
time t can be obtained as the locus of the tip of the rays (at time t) in (x, y)-plane
starting from all positions Pζ |η of Pζ at times η < t as shown in Fig. 3. Therefore,
a value of η identifies a ray and we choose
ξ = −η, η ≤ t (31)
for Ω
(ζ)
t from the upper surface (for lower surface we need to choose ζ = η, η ≤ t).
When ξ = −η = t, the points A,B and C in the Fig.3 coincide. Hence the base
point Pζ of Ω
(ζ)
t , which lies on the upper surface of the aerofoil, corresponds to a
point, which lies on the line ξ + t = 0 in the (ξ, t)-plane.
The nonlinear wavefront Ω
(ζ)
t , (−d < ζ < 1, ζ 6= G) satisfies the system (1.9)-
(1.10). The Cauchy data on ξ + t = 0 to solve this system, can be determined
from the inviscid flow condition on the surface of the aerofoil. Retaining only the
leading order terms, this is [2].
m(ξ,−ξ) = m0(ξ) := 1−
(γ + 1)(X˙20 + Y˙
2
0 )b
′
u(ζ)
2(X˙20 + Y˙
2
0 − 1)
1
2
(32)
g(ξ,−ξ) = g0(ξ) := (X˙
2
0 + Y˙
2
0 − 1)
1
2 (33)
θ(ξ,−ξ) = θ0(ξ) :=
pi
2
+ ψ − sin−1{1/(X˙20 + Y˙
2
0 )
1
2 } (34)
where ψ = tan−1
{
Y˙0/X˙0
}
. Since b′u(ζ) < 0 and b
′
u(ζ) > 0 for G < ζ < 1 and
−d < ζ < G respectively, m0 > 1 on Pζ for G < ζ < 1 and m0 < 1 on Pζ for
−d < ζ < G. This can be used to argue that
m > 1 on Ω(ζ), G < ζ < 0 and m < 1 on Ω(ζ),−d < ζ < G (35)
Since the eigenvalues of the system (1.9)-(1.10) are
λ1 =
√
(m− 1)/(2g2), λ2 = 0, λ3 =
√
(m− 1)/(2g2) (36)
we get a Cauchy problem for a hyperbolic system for Ω
(ζ)
t , G < ζ < 0 and an
elliptic system for Ω
(ζ)
t ,−d < ζ < G (we call it elliptic even though λ2 = 0 is real).
The derivation of the Cauchy data on ξ + t = 0 for the system (1.11)-(1.13)
governing the evolution of the shock fronts Ω
(−d)
t and Ω
(0)
t is far more complex.
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We quote from [2]and [3], the leading order terms in this Cauchy data
M(ξ,−ξ) = M0(ξ) := 1−
(γ + 1)(X˙20 + Y˙
2
0 )b
′
u(ξ)
4(X˙20 + Y˙
2
0 − 1)
1
2
(37)
G(ξ,−ξ) = G0(ξ) := (X˙
2
0 + Y˙
2
0 − 1)
1
2 (38)
Θ(ξ,−ξ) = Θ0(ξ) :=
pi
2
+ ψ − sin−1{1/(X˙20 + Y˙
2
0 )
1
2 } (39)
V (ξ,−ξ) = V0(ξ) :=
γ + 1
4
{Ωp(−d)w0(ξ)−F(−d, t)} (40)
where
ΩP(−d) =
(X˙0X¨0 + Y˙0Y¨0)
2g(X˙20 + Y˙
2
0 )(X˙
2
0 + Y˙
2
0 − 1)
1/2
+
X˙0Y¨0 − Y˙0X¨0
gX¨20
F(ζ, t) =
(X˙20 + Y˙
2
0 )b
′′
u(ζ)
(X˙20 + Y˙
2
0 − 1)
1/2
{X˙0(t)} −
(X˙20 + Y˙
2
0 − 2)(X˙0X¨0 + Y˙ Y¨0)
(X˙20 + Y˙
2
0 − 1)
3/2
b′u(ζ)
X = X0 cosψ + Y0 sinψ
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y
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Figure 4: Sonic boom wavefront at t = 2 from the leading edge of an accelerating
aerofoil moving in a straight path. Kinks on the nonlinear wavefront are shown by dots.
The initial Mach number is 1.8 and the acceleration is 10 in the line interval (1, 1/2).
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Figure 5: The nonlinear wavefront from the leading edge of an aerofoil moving with a
constant Mach number 5 along a path concave downwards with b′u(0) = −0.01.
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Again M > 1 on Ω
(0)
t and M < 1 on Ω
(−d)
t so that the two eigenvalues Λ1 =√
(M − 1)/2G2,Λ2 = −
√
(M − 1)/2G2 of (26)-(28) are real for Ω
(0)
t and purely
imaginary for Ω
(−d)
t . The other two eigenvalues are Λ11 = 0,Λ12 = 0. Thus, for
the LS we get a Cauchy problem for a system which is hyperbolic and for the TS
we get it for a system which has elliptic nature.
We have numerically solved the system (25) with Cauchy data (32)-(34) for ζ = 0.
This nonlinear wavefront from the leading edge is immediately annihilated by the
shock Ω
(0)
t . We have solved the system (26)-(28) with data (37)-(40) and we find
that the geometric shape of nonlinear wavefront is not only topologically same as
that of Ω
(0)
t but is very close to it. Hence the nonlinear wavefront from the leading
edge gives valuable information about Ω
(0)
t . We present some results in Fig 4 and
Fig 5.
We note that for an accelerating aerofoil along a straight line, the linear wavefront
from the nose develops fold in the caustic region but the nonlinear wavefront does
not fold and has a pair of kinks. For a supersonic aerofoil moving on a highly
curved path (curved downwards), the nonlinear wavefront from the upper surface
is smooth but that from the lower surface has a pair of kinks. The most interest-
ing result seen from our new formulation of the sonic boom problem is the elliptic
nature of
Figure 6: Numerical solutions of Euler equations for the flow over a diamond-shaped
projectile moving from right to left with Mach number sarting from 1.2 to 4. The Figures
are reproduced from Inoue, Sakai and Nishida (1997) with the permission of the authors.
the equations governing Ω
(−d)
t . This implies that whatever may be the flight
path and acceleration of the aerofoil, the trailing shock Ω
(−d)
t must be free from
kinks. All these features, which we obtain from our theory are seen in the Euler’s
numerical solution in [5].
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Abstract: Consider an operator equation ( ) 0=uF  in a Hilbert space H and assume 
that this equation is solvable. Let us call the problem of solving this equation ill-
posed if the operator ( )uF '  is not boundedly invertible, and well-posed otherwise. A 
general method, Dynamical Systems Method (DSM), for solving linear and 
nonlinear ill-posed problems in H is presented. This method consists of the 
construction of a dynamical system, that is, a Cauchy problem, which has the 
following properties: 
1) it has a global solution, 
2) this solution tends to a limit as time tends to infinity, 
3) the limit solves the original linear or non-linear problem. 
The DSM is justified for 
a) an arbitrary linear solvable equations with bounded operator, 
b) for well-posed nonlinear equations with twice Fréchet differentiable operator 
F , 
c) for ill-posed nonlinear equations with monotone operators, 
d) for ill-posed nonlinear equations with non-monotone operators from a wide 
class of operators, 
e) for operators such that ( )uFA ':=  satisfies the spectral assumption: 
    ( ) scsIA /1 ≤+ − , where 0>c  is a constant, and ( )0,0 ss∈ , 00 >s  is a 
fixed number, arbitrarily small, c does not depend on s  and u , 
f) for some monotone operators which are not Fréchet differentiable, and 
g) for some unbounded, closed, densely defined F . 
In Newton-type schemes the main difficulty is to invert the derivative of the 
operator. A novel scheme, based on the DSM, allows one to avoid this inversion. 
A global convergence theorem is obtained for the regularized continuous analog of 
Newton’s method for monotone operators. Global convergence means that 
convergence is established for an arbitrary initial approximation, not necessarily 
the one which is sufficiently close to the solution.  
A general approach to constructing convergent iterative schemes for solving well-
posed nonlinear operator equations is described and convergence theorems are 
obtained for such schemes. Stopping rules for stable solution of ill-posed problems 
with noisy data are given. 
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ON GENERATION OF UNIDIRECTIONAL SINGLE 
STEEP WAVES IN TANKS  
 
L. Shemer, K. Goulitski, E. Kit 
 
Tel-Aviv University, Israel 
 
Abstract. Very steep waves constitute an essentially nonlinear and complicated 
phenomenon. Inter-related experimental and theoretical efforts are thus required to 
gain a better understanding of their generation and propagation mechanisms. A 
nonlinear focusing process in which a single unidirectional steep wave emerges 
from an initially wide amplitude- and frequency-modulated wave group at a 
predicted position in the laboratory wave tank is studied both theoretically and 
experimentally. The spatial version of the Zakharov equation was applied in the 
numerical simulations. Experiments were carried out in the 330 m long Large 
Wave Channel in Hanover and in the 18 m long Tel-Aviv University wave tank. 
Quantitative comparison between the experimental and the corresponding 
numerical results is carried out. Good agreement is obtained between experiments 
and computations. 
Key-words: Nonlinear water waves, rogue waves, freak waves, Zakharov equation, 
spatial evolution, bound (locked) waves 
 
1 Introduction 
 
Generation of very steep waves in wave tanks enables experimental study of the 
wave damage potential and is thus of great importance. Excitation of a single steep 
wave at a prescribed location in a laboratory wave tank of constant depth is also 
often required for model testing in coastal and ocean engineering. It is well known 
that such waves can be generated by focusing a large number of waves at a given 
location and instant. Dispersive properties of deep or intermediate-depth surface 
gravity waves can be utilized for this purpose. Since longer gravity waves propagate 
faster, a wave group generated at the wave maker in which wave length increases 
from front to tail may be designed to focus the wave energy at a desired location. 
Such a wave sequence can be seen as a group that is modulated both in amplitude 
and in frequency. One-dimensional theory describing spatial and temporal focusing 
of various harmonics of dispersive gravity waves based on the linear Schrödinger 
equation was presented by Pelinovsky & Kharif (2000). They suggested such a 
focusing as a possible mechanism for generation of extremely steep singular waves. 
However, the experiments of Brown & Jensen (2001) demonstrated that nonlinear 
effects are essential in the evolution of those waves. An extensive review of field 
observations of those waves, as well as of the relevant theoretical, numerical and 
experimental studies was recently presented by Kharif and Pelinovsky (2003) 
 
The essentially nonlinear behavior of wave groups with high maximum wave 
steepness has been demonstrated in a number of studies. Attempts were made to 
describe the propagation of deep or intermediate depth gravity water-wave groups 
with a relatively narrow initial spectrum by a cubic Schrödinger equation (CSE). 
Shemer et al. (1998) demonstrated that while CSE is adequate for description of the 
global properties of the group envelope evolution, it is incapable to capture more 
subtle features such as the emerging front-tail asymmetry observed in 
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experiments. For the weakly-dispersive wave groups in shallow water, application 
of the Korteweg – deVries equation provided results that were in very good 
agreement with the experiments (Kit et al. 2000). In the case of stronger dispersion 
in deeper water, models that are more advanced than the CSE are required, since 
due to nonlinear interactions, considerable widening of the initially narrow 
spectrum can occur. The modified Schrödinger equation (Dysthe 1979) is a higher 
(4th) order extension of the CSE. Application of this model indeed provided good 
agreement with experiments on narrow-band wave groups (Shemer et al. 2002). An 
alternative theoretical model that is free of band-width constraints is the Zakharov 
(1968) equation. Unidirectional spatial version of this equation was derived in 
Shemer et al. (2001) and applied successfully to describe the evolution of nonlinear 
wave groups in the tank. Kit & Shemer (2002) showed the relation between the 
spatial versions of the Dysthe and the Zakharov equations.  
 
An attempt to check the limits of applicability of the Dysthe equation to describe 
evolution of wave groups with wider spectrum has been carried out by Shemer et 
al. (2002). Numerical solutions of the wave group evolution problem were carried 
out using both Dysthe and Zakharov equations. The obtained results demonstrated 
that while the Dysthe model performed in a satisfactory fashion for not too wide 
spectra, it failed for wave groups with initially very wide spectra. 
 
The focusing is more effective when the number of free wave harmonics generated 
at the wavemaker is large. Excitation of single wave with extreme amplitude thus 
requires wide spectrum of the initial wave group generated at the wavemaker. 
Extremely steep (freak) wave therefore can be seen as wave groups with very 
narrow envelope and correspondingly wide spectrum. In the current study we 
perform an experimental investigation of propagation of steep wave groups with 
wide spectrum in two wave tanks that differ in size by an order of magnitude, i.e. in 
the 18 m long Tel-Aviv University (TAU) wave tank, and in the 330 m long Large 
Wave Channel (GWK) in Hanover, Germany. The experiments are accompanied by 
numerical simulations based on modification of the spatial version of the Zakharov 
equation. Some preliminary results of this study were presented in Goulitski et al. 
(2004) for measurements carried out in the TAU wave tank, and in Shemer et al. 
(2005) for the experiments performed in the Hanover experimental facility. 
 
2 Theoretical background 
 
The purpose of the present study is to obtain at a prescribed distance from the 
wavemaker, x = x0, a steep unidirectional wave group with a narrow, Gaussian-
shaped envelope with the surface elevation variation in time, ζ(t), given by 
 
         ζ(t) = ζ0 exp(-t/mT0)2cos(ω0t)                                               (1) 
 
where ω0=2π/T0 is the carrier wave frequency, ζ0 is the maximum wave amplitude 
in the group, and the parameter m defines the width of the group. The small 
parameter representing the magnitude of nonlinearity ε is the maximum wave 
steepness ε = ζ0k0. The wave number k is related to the frequency ω by the finite 
depth dispersion relation 
),khtanh(kg=2ω                                                                  (2) 
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g being the acceleration due to gravity. The parameter m determines the width of 
the group; higher values of m correspond to wider groups and narrower spectra. 
The spectrum of the surface elevation given by (1) is also Gaussian.  
 
The wave field at earlier locations, x < x0 is obtained from the computed complex 
surface elevation frequency spectrum at this location. To this end, the 
unidirectional discretized spatial version of the Zakharov equation derived by 
Shemer et al. (2001) can be used: 
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where * denotes complex conjugate and the interaction coefficient αj,l,m,n is given by  
 
          j,gnmljn,m,l,j c/))(k),(k),(k),(k(V ωωωωα =               (4) 
 
In (4), the values of V represent the quartet interaction coefficient in the temporal 
Zakharov equation as given by Krasitskii (1994), and cg,j is the group velocity of the 
j-th spectral component. Equations (3) and (4) accurately describe the slow 
evolution along the tank of each free spectral component Bj = B(ωj) of the surface 
elevation spectrum in inviscid fluid of constant (infinite or finite) depth, as long as 
the quartet nonlinear interactions considered occur among components that are 
relatively close. When the spectrum considered is wide, this limitation can be 
removed by modifying (4) for the interaction coefficient. The modified expression is 
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The dependent variables B (ωj, x) in (3) are related to the generalized complex 
‘amplitudes’ b(ωj, x) composed of the Fourier transforms of the surface elevation 
ζ) ( ωj, x) and of the velocity potential at the free surface sφ) ( ωj, x):  
 
)x,(
g
i)x,(g)x,(b s ωφωωζωω
)) 2121
22 ⎟⎟⎠
⎞⎜⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛=                              (5) 
 
The “amplitudes” b consist of a sum of free and the bound waves: 
 
           b(ωj, x) = [εB(ωj, x2) + ε2B′( ωj, x, x2) + ε3B′′ (ωj, x, x2)] exp(ikx)                (6) 
 
The higher order bound components B’ and B” can be computed at each location 
once the free wave solution Bj(x) is known. The phase velocity of these components 
depends of the parent free waves and can not be determined using (2). The 
corresponding formulae, as well as the kernels necessary for their computations 
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are given in Krasitskii (1994) and in Stiassnie and Shemer (1984, 1987). In (6), the 
scaled slow coordinate x2 = ε2x. Inversion of (5) allows computing the Fourier 
components of the surface elevation )x,(ωζ) . Inverse Fourier transform then yields 
the temporal variation for the surface elevation )t,x(ζ . 
 
In this paper, the spatial Zakharov equation (3) is used with the modified 
interaction coefficient (4a). The spectrum corresponding to (1) is integrated from 
the planned focusing location x0 backwards up to the wavemaker at x = 0. The 
waveforms derived from the computed spectra serve as a basis for computations of 
the wavemaker driving signals that take into the account the theoretical 
wavemaker transfer function for a given wavemaker shape (piston in Hanover and 
paddle in TAU) with corrections that account for the actual wavemaker response.  
 
3 Experimental facilities and procedure 
 
The TAU wave tank is 18m long, 1.2m wide and has the water depth of 0.6m. A 
paddle-type wavemaker hinged near the floor is located at one end of the tank. The 
instantaneous surface elevation is measured simultaneously by four resistance-
type wave gauges made of blackened platinum for better sensitivity. The probes are 
mounted on a bar parallel to the side walls of the tank and fixed to a carriage 
which can be moved along the tank. Focusing location in different experiments 
varied from 5 m to 10 m from the wavemaker. The Hanover tank has a length of 
330 m, width of 5 m and depth of 7 m. Water depth in the present experiments was 
set to be 5 m. At the end of the wave tank there is a sand beach starting at the 
distance of 270 m with slope of 30°. The piston-type wavemaker is equipped with 
the reflected wave energy absorption system. The focusing location in all Hanover 
experiments was set at 120 m from the wavemaker. The instantaneous water 
height is measured using 25 wave gauges of resistance type, which are placed 
along the tank wall; higher concentration of the wave gauges is in the region of 
expected focusing of the wave group.  
 
The Gaussian energy spectrum of (1) has a shape with the relative width at the 
energy level of ½ of the spectrum maximum that depends on the value of the 
parameter m in (1) and is given by  
 
        22
110 lnm// πωω =∆                                       (7) 
 
The value of the group width parameter in all experiments was selected to be 
m=0.6, so that (7) yields the relative spectrum width ∆ω/ω0=0.312, which is beyond 
the domain of applicability of the narrow spectrum assumption of the cubic 
Schrödinger and Dysthe models.  
 
In the Hanover experiments, the carrier wave period adopted in (1) is T0 = 2.8 s, 
corresponding to the wavenumber k 0= 0.52 m-1, so that k0h = 2.59 and thus deep-
water dispersion relation is only approximately satisfied. Therefore, in all 
expressions for the interaction coefficients finite depth versions were used. The 
focusing location in Hanover experiments is located at the distance of about 10 
carrier wave lengths from the wavemaker.  
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TAU experiments were carried out with two carried wave periods, T0 = 0.85 s, k0 = 
0.056 cm-1; k0h = 3.35, corresponding to the intermediate depth conditions, and T0 
= 0.60 s, k0 = 0.112 cm-1; k0h = 6.71, with deep water conditions satisfied even for 
the low harmonics in the spectrum. The driving amplitudes in the cases considered 
here are selected so that at the focusing location, the resulting carrier wave has the 
maximum wave amplitudes ζ0 corresponding to the steepness ε= k0ζ0 = 0.3.  
 
For each set of the carrier wave period T0, and the focusing location x0, the solution 
of the system of N ODEs (3), N being the total number of wave harmonics 
considered, was obtained for distances from the wavemaker up to x0 and beyond. 
The number of free wave harmonics considered is N = 120. The wavemaker[-driving 
signal was adjusted to get as good as possible agreement between the calculated 
and the measured wave field at a location close to the wavemaker, but beyond the 
range of existence of evanescent modes (see, e.g. Dean and Dalrymple 1991).  
 
4 Results 
 
A representative selection of the accumulated in this study results is discussed in 
this Section. Results obtained in Hanover are shown first. The computed and the 
measured temporal variations of the surface elevation at different locations along 
the tank are presented in Figs. 1a and 1b, respectively. The selected value of m 
=0.6 in (1) yields a narrow wave group with a single steep wave at the focusing 
location. Closer to the wavemaker the group becomes notably wider, and the 
maximum wave amplitudes decrease accordingly. Modulation of the amplitude and 
the frequency within the group is clearly seen. The experimental results presented 
in Fig. 1b demonstrate good agreement with the computations, although the wave 
shape measured at the focusing location is not exactly symmetric.  
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Figure 1. Calculated and measured in the Hanover wave tank surface elevation 
within the group at different distances x from the wavemaker (T0=2.8s, ε=0.3). 
 
The computed and the measured spectra for the experimental parameters of Fig. 1 
are presented in Fig. 2 at various locations along the tank. The variation of the 
spectral shape along the tank is evident and indicates that wave evolution is 
essentially nonlinear even at this relatively low amplitude of forcing. The agreement 
between experiments and computations is quite satisfactory and both the 
numerical simulations and the measurements exhibit similar features. The spectral 
shapes shown in Fig. 2b indicate that the spectrum becomes wider with the 
distance from the wavemaker and at the prescribed distance (x0 = 120 m) 
approaches the Gaussian shape assumed in the numerical simulations. The peak 
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frequency at x = 50 m is shifted to the right relative to the carrier frequency 
f0=1/T0. Note that the peak values within the group appear to be somewhat 
different in those figures. The low frequency part of the spectrum remains 
unaffected during the evolution process. It should be stressed that the computed 
surface elevation is obtained here by taking into account free modes only, while in 
the experiments the effect of the bound waves can be significant. 
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Figure 2. Frequency spectra of the surface elevation variation with time along the 
Hanover tank for x0=120 m and ς0k0=0.3: a) computed; b) measured 
 
Careful analysis of the extensive data sets accumulated in Hanover and TAU 
experiments clearly indicate that in addition to accounting for the contribution of 
the bound waves to the generalized “amplitudes” b, see (6), the effect of viscous 
dissipation has to be considered. Since the dissipation in the boundary layers at 
the tank walls and bottom is relatively weak, it is sufficient to account for the wave 
energy loss along the tank by adding a linear term, -iγjBj, to the r.h.s. of (3). The 
dissipation coefficient γj is calculated following Kit and Shemer (1989).  
 
The substantially smaller dimensions of the TAU tank as compared to the Hanover 
facility make it possible to perform numerous experiments and to attain a better 
agreement of the computed and the actually obtained waveforms near the 
wavemaker. The detailed comparison of the theoretical predictions and experiments 
carried out in sequel is based therefore on the TAU-derived results.  
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Figure 3. Variation of the total energy of free spectral modes along the TAU tank. T0 
= 0.6 s, ς0k0=0.3 and x0 = 6 m. 
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Experiments in the TAU tank for the carrier wave period of 0.6 s (carrier wave 
length λ0 = 0.56 cm) were designed for the focusing distance from the wavemaker 
x0 = 6 m, i.e. about 10 carrier wave lengths, similar to conditions in Hanover. The 
results of Fig. 3 clearly show that the non-linear contribution to the total wave field 
energy is essential mainly in the vicinity of the focusing location. As a result of 
dissipation along the tank, the amplitude of the waves generated by the wavemaker 
should be somewhat higher than that computed for a purely Hamiltonian case.  
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Figure 4. As in Fig. 3, for T0= 0.85 s, ς0k0=0.3 and x0 = 9 m.  
 
Further experiments in TAU were carried out for a longer carrier wave with the 
period T0=0.85 s and length λ0 = 1.12 m. In this case, focusing occurred at x0 =9 m, 
about 8 carrier wave lengths from the wavemaker. Notable decay of wave energy 
along the tank is visible. Away from focusing, the sum of squared amplitudes of all 
free waves adequately represents the total wave field energy, and excellent 
agreement between measurements and computations indicates that dissipation is 
properly accounted for. Around the focusing locations contribution of energy 
contained in bound waves is essential. 
 
The effect of bound waves on both surface elevation and frequency spectrum is 
further investigated in Fig. 5. Since the effect of bound waves is mostly visible for 
very steep waves, those waves are computed here at the focusing location. In Fig. 
5a, the experimentally measured temporal variation of the surface elevation is 
compared with computations performed both with and without contribution of the 
2nd order bound waves, denoted by B’ in (6). As expected, bound waves contribute 
to steeper crest and flatter trough of the wave, and result in a better agreement 
with the measured wave shape.  
 
Comparison of the corresponding amplitude spectra in Fig. 5b demonstrates that 
when the contribution of bound waves is accounted for, the agreement of 
theoretical predictions with the experiments is improved drastically, in particular 
in the high frequency region. In this frequency domain, bound waves can be seen 
as the 2nd harmonic of the dominant free waves. Certain improvement of the 
agreement between experiment and computations is also obtained for lower 
frequencies. The remaining discrepancies between experiments and computations 
can be attributed to difficulties in exact reproduction of the computed wave forms 
by the wavemaker.  
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Figure 5. The effect of 2nd order bound waves, wave parameters as in Fig. 3. 
a) Computed and measured surface elevation at the focusing location; 
b) the corresponding amplitude spectra. 
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Figure 6. Maximum wave height variation along the tank, wave parameters as in 
Fig. 4. 
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Wave height H is defined as the difference between the consecutive minimum and 
maximum surface elevation. The evolution of the maximum wave height, Hmax, 
within the group along the tank for ς0k0 = 0.3 is shown in Fig. 6. Very good 
agreement is observed, and the measured and computed rates of increase of the 
maximum wave height during the focusing process and the following decrease in 
the maximum wave height during defocusing for x > x0 are practically identical.  
 
5 Conclusions 
 
The ability to excite focused steep waves at any desired location along the tank is 
demonstrated in two very different experimental facilities. Large number of wave 
harmonics is required to generate very steep wave at the focusing location. It is 
shown that the focusing process is accompanied by a notable change of the 
spectral shape and is thus essentially nonlinear. The modified unidirectional 
spatial discrete version of the Zakharov equation as given by (3) and (4a) is 
adequate to describe nonlinear evolution of steep wave groups with wide spectrum 
propagating in water of constant intermediate depth. To achieve not only 
qualitative but also quantitative agreement between the model predictions and the 
experiments, it is insufficient, however, to consider the nonlinear evolution process 
of the free wave components only. At least two additional effects have to be 
accounted for. First, dissipation along the tank is essential and can be adequately 
described by an additional linear term in (3) that represents the decay of amplitude 
of each spectral mode as a result of viscous boundary layers at the bottom and side 
walls of the tank. Secondly, effects related to the bound waves can not be 
neglected. These effects strongly depend of the wave steepness and become 
important mainly in the vicinity of focusing. Second-order bound are accounted for 
in the present study, and the appropriate corrections are introduced. The effect of 
the 3rd order bound waves will be investigated in future. With both dissipation and 
2nd order bound waves accounted for, very good agreement between experiments 
and numerical simulations is achieved.  
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Optimization Modeling Technology: Past, Present and 
Future 
 
J. Bisschop  
 
University of Twente, The Netherlands 
 
 
Abstract: During the last fifty years the field of mathematical programming has 
evolved into a mature discipline of mathematics.  Starting with the invention of the 
simplex method for linear programming in the late forties, a wealth of theory and 
algorithms has been developed since then. At the same time, a large number of 
planning and scheduling applications were developed for a variety of industries and 
government agencies that have led to improved decision making and better use of 
resources.  Optimization technology in the form of advanced computer 
implementations of solution algorithms and modeling systems has played a major 
role in bridging the gap between theory and applications.  
The presentation will give an overview of how optimization technology has evolved 
over time, and will sketch some of the accomplishments that have been reached 
using this technology.  The major portion of the presentation will emphasize likely 
future developments.  In particular, it will motivate the extension of modeling 
systems to provide new algorithmic capabilities in addition to the current modeling 
capabilities. One illustration will be the description of a decomposition algorithm 
that solves a job shop scheduling problem with the use of both mathematical 
programming and constraint logic programming.  A second illustration will be the 
description of the new open framework in the modeling system AIMMS to solve 
mixed-integer nonlinear programming models using variants of the outer 
approximation method.  The talk will conclude with a brief software demonstration. 
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Embedding Graphs into Super Edge Magic Graphs  
 
F.A. Muntaner-Batle  
 
Uníversidad Internacional de Cataluña, Spain 
 
 
Abstract: The area of graph labeling has experienced a great development during 
the last three decades, and many applications of this area have been found and 
studied in other branches of science. For instance we can find graph labelings 
showing up in coding theory, X-ray crystallography, radar, astronomy, circuit 
design, communication network addressing and data base management. Also a 
close relationship exists between graph decompositions and graph labelings. Due 
to this close relationship, many problems involving labelling and trees have shown 
up and have proven to be very hard. In this talk, we will discuss some classical 
applications involving graph labelling and we will study how close is a tree to be 
super edge magic by finding for any given tree T, a small super edge magic tree T’, 
that contains T as a subgraph. 
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Mathematical Models for Hydrodynamic Laboratories: 
How to Make Them Fit 
 
R.H.M. Huijsmans 
 
Maritime Research Institute Netherlands (MARIN) 
 
 
Abstract: The purpose of hydrodynamic research is to support the hydrodynamics 
aspects of the design and safe operation of economical offshore structures. For 
deep water developments an integrated application of model tests, numerical 
simulations and full scale measurements is necessary to achieve this. The 
development of reliable numerical simulation tools requires research in the field of 
viscosity, Vortex Induced 
Vibrations (VIV), wave drift forces in survival conditions, non-linear relative wave 
motions, hydrodynamic interaction of structures and the performance of DP 
systems. Reliable model testing for deep water requires the controlled modelling of 
wind, waves and current in time and space to achieve a realistic and well defined 
offshore environment in the model basin. Therefore adequate knowledge is required 
of the propagation of waves on current in a hydrodynamic laboratory is of prime 
importance. Nowadays a large part of model test of floating structures in waves is 
devoted to validation experiments of CFD codes. Essential requirement for these 
tests is that spurious tank effects should be identified and taken into account in 
the CFD analysis. In this paper a validation study is presented for an LNG 
offloading operation in shallow water waves in the Offshore Basin of MARIN. 
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Complex Semidefinite Programming and Applications  
 
Shuzhong Zhang  
 
Chinese University of Hong Kong 
 
 
Abstract: Semidefinite Programming (SDP) has played a similar role in the past 
decade as Linear Programming (LP) did a half century ago. The excitement was 
caused mainly due to two reasons: (1) SDP comes with a beautiful theory, not as 
an oddity; (2) SDP has an immense modeling power to solve practical problems. In 
this talk, we shall present our recent results on complex-valued SDP (CSDP). We 
shall discuss novel properties of CSDP, and discuss their applications in solving 
problems from combinatorial optimization and problems from signal processing. 
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Unexpected Outcomes 
 
N. Fowkes  
 
University of Western Australia 
 
 
Abstract: I work primarily on problems that arise out of an industrial context 
where the objectives are clear cut, and the results are usually of limited general 
interest. Sometimes, however, the investigations lead to results that are both 
unexpected and of general interest. I will describe two such investigations; one 
arising out of the defense industry, the other out of the electronics industry. 
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Quasi-Periodicity in a Historical Perspective 
 
  
H.W. Broer 
 
 
Department of Mathematics, University of Groningen, The Netherlands 
 
 
Abstract: Kolmogorov-Arnol'd-Moser (or KAM) theory was developed for 
conservative dynamical systems that are nearly integrable. Integrable systems in 
their phase space usually contain lots of invariant tori and KAM theory establishes 
persistence results for such tori, which carry quasi-periodic motions. We sketch 
this theory which begins with Kolmogorov's pioneering work in 1954. 
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Dynamics of a Predator-Prey Model with Non-
Monotonic Response 
 
 
Khairul Saleh 
 
 
Department of Mathematics, University of Groningen, The Netherlands 
 
 
Abstract: We discuss the dynamics of a family of planar vector fields that models 
certain populations of predators and their prey. This model, which depends on five 
parameters, is obtained from the standard Volterra-Lotka system by a non-
monotonic response function that takes into account group defense, competition 
between prey and competition between predators.  Also we initiate research on the 
time-periodic perturbations, which model seasonal dependence. Partly our results 
are computer assisted. We are interested in persistent features. For the planar 
autonomous model this amounts to structurally stable phase portraits. We focus 
on the attractors, where it turns out that multi-stability occurs thereby giving rise 
to several basins of attraction. Further, we investigate the bifurcations between the 
various domains of structural stability. It is convenient to fix the values of two of 
the parameters and study the bifurcations in terms of the remaining three. Here we 
find several codimension 3 bifurcations that form organizing centers for the global 
bifurcation set. Studying the time-periodic system, our interest is in the chaotic 
dynamics. Numerically, we show the existence of strange attractors near 
homoclinic bifurcations. 
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Dynamics and Bifurcations of a 3-Dimensional 
Piecewise-Linear Integrable Map 
 
 
J.M. Tuwankotta 
 
 
Departemen Matematika, Institut Teknologi Bandung, Indonesia 
 
 
Abstract: In this paper we consider a four-parameter family of piecewise-linear 
ordinary difference equations in 3-dimensional linear space.  This system is 
obtained as a limit of another family of three-dimensional integrable systems of 
ordinary difference equations. We prove that the limiting procedure sends integrals 
of the original system to integrals of the limiting system.  We derive some results 
for the solutions such as boundedness of solutions and the existence of periodic 
solutions.  We describe all topologically different shapes of the integral manifolds 
and present all possible scenarios of transitions as we vary the natural parameters 
in the system, i.e. the values of the integrals. 
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Fluxon Dynamics in a Long Josephson Junction 
 
 
S.A. van Gils 
 
 
Applied Analysis and Mathematical Physics Group, University of Twente, The 
Netherlands 
 
 
 
Abstract: A long Josephson junction consists of two superconducting layers, 
separated by a thin insulating layer. The important physical quantity is the 
difference between the phase of the electrons in the two layers. This phase 
difference is described by a perturbed sine-Gordon equation. Waves, called fluxons 
in the physics literature, travel in the junction when an external current is applied. 
Existence  of these fluxons can be analyzed analytically for small applied bias 
currents. The fate of the fluxons for larger currents can be studied numerically. 
We determine the linearised stability of the fluxons by calculating the Evans 
function. Surface resistance corresponds to a singular perturbation term in the 
governing equation, which specifically complicates  the computation of the 
corresponding Evans function.  Both the flow of quasi-particles across and along 
the junction stabilise the waves. The parameter values for which the fluxons exist 
appear to lie on a spiral.  We show that this is a consequence of the presence of a 
heteroclinic solution, which lies at the centre of the spiral. 
In high temperature superconductors there is the possibility for discontinuity 
points in the phase.  We investigate analytically a long Josephson junction with 
one π-discontinuity point characterized by a jump of π in the phase difference of 
the junction. This system is described by a perturbed-combined sine-Gordon 
equation. Via phase-portrait analysis, it is shown how the existence of static 
semifluxons localized around the discontinuity point is influenced by the applied 
bias current. In junctions with more than one corner, there is a minimum-facet-
length for semifluxons to be spontaneously generated. 
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Three Dimensional Modeling of Cohesive Suspended 
Sediment Transport in Estuary of Mahakam Delta 
 
 
Safwan Hadi, Nining Sari Ningsih, Ayi Tarya 
 
 
Study Program of Oceanography, Dept. of Geophysics and Meteorology, Institut 
Teknologi Bandung, Indonesia 
 
 
 
Abstract: A coupled three-dimensional hydrodynamics and sediment transport 
model of HydroQual, Inc., (2002), ECOMSED, has been used to simulate variation 
of suspended cohesive sediment transport in Estuary of Mahakam Delta. The 
simulation results indicate that tides and seasonal variation of river discharges are 
the main causes of variations in the suspended sediment concentration in this 
area.  
A one-year simulation of suspended sediment distribution shows that the 
suspended cohesive sediment discharge to the Makassar Strait is mainly 
transported southward, namely through locations of Muara Jawa and Muara Pegah 
and seems to reach a maximum distance of distribution in January and a 
minimum one in October. The simulation results also show that river discharges 
less influence the suspended sediment concentration at Tanjung Bayur, which is 
located in the tip of the channel in the middle, compared to the other locations. 
Keywords: Three-dimensional hydrodynamics and sediment transport models, 
Estuary of Mahakam Delta, Suspended cohesive sediment concentration, Tides, River 
discharges, Turbidity front. 
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ON THE BREAKING PARAMETERS OF SIGNALLING 
PROBLEM 
 
W.M. Kusumawinahyu1,2, Andonowati1,3,4, E. van Groesen4 
 
 
1) Departemen Matematika, Institut Teknologi Bandung, Indonesia 
2) Jurusan Matematika, Universitas Brawijaya Malang, Indonesia 
3) Centre for Mathematical Modelling and Simulation, Institut Teknologi Bandung, 
Indonesia 
4) Applied Analysis and Mathematical Physics Group, University of Twente, The 
Netherlands 
 
 
Abstract: This research is motivated by the requirement of hydrodynamic 
laboratories to generate extreme waves for testing ships in steep, large amplitude 
wave fields. It is also desired that such a wave will not break in its spatial evolution 
before reaching the tested ship position. For this purpose, finding criteria that 
determine if wave breaking will occur is important. 
In the study of wave breaking, Banner et.al. [1] proposed a non-dimensional 
quantity that can be interpreted as the dynamic of the maximal square of wave 
steepness over the spatial domain. The investigation uses a simulation model to 
calculate the evolution of ocean waves for a given initial profile that depends on 
certain parameters. A threshold value for the quantity that marks the breaking of 
waves was found. 
Different from Banner's initial value problems, in this contribution we will consider 
the signalling problem: a time signal is prescribed to a wave maker in a wave tank 
that produces propagating waves running in initially still water. The aim is to 
observe the resulting nonlinear effects on the waves and to study in which cases 
the waves will or will not break. This also leads to a threshold value for the 
steepness of signal at wavemaker and for adjusted Banner's quantity as the 
breaking parameter of signalling problem. In this observation we consider similar 
classes of waves as in [1], namely Bichromatic waves and Benjamin Feir-waves, 
and investigate the evolution by using a numerical simulation code HUBRIS 
developed by Westhuis [2]. The validity of this code has been tested against 
laboratory experiments. The result of our investigations is that for both classes the 
parameters of wave breaking are more extreme in the signaling case than in the 
case of Banner's initial value problem. 
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Stationary Optical Solitons In One Dimensional Deep 
Nonlinear Bragg Grating And Their Potential 
Applications 
 
 
H. Alatas1, A. Iskandar1, M.O. Tjia1, T.P. Valkering2 
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Abstract: In this talk, a brief review of our investigation on the stationary soliton 
and its related phenomena in one dimensional deep nonlinear Bragg grating 
system will be given in the framework of a model extended from previous one based 
on an asymptotic formalism introduced earlier. The modified model takes into 
account the possibility of strong nonlinear modulation produced by large refractive 
index contrast or induced by high intensity illumination. The discussion covers 
both the case of infinite and finite length grating systems. For the infinite-length 
deep grating system, three important results were found. Firstly, all admitted 
solitonic solutions of the model were identified and classified, including the 
existence of new types of solutions in the system, namely the in-gap dark and 
antidark soliton solutions, along with their exact expressions. Secondly, a simple 
scheme has been developed for the study of bifurcation processes due to frequency 
variation. Thirdly, the existence of the dark-antidark rational soliton solutions is 
established on the bifurcation point. For the finite-length deep Bragg grating 
system, a simple device model equipped with a continuous wave laser source and a 
movable metallic mirror was investigated in connection with the possible existence 
of stationary soliton-like solutions. Taking advantage of the source intensity and 
the mirror distance as independent control parameters, a numerical calculation 
was carried out on the model with specific parameters for the study of its potential 
device applications. Three important results were also found in this case. Firstly, in 
response to either control parameter, the system was shown to exhibit new types of 
hysteretic relation between the fields on the opposite grating ends. Secondly, 
soliton-like profiles could be generated by proper tuning of the source intensity 
following the hysteretic curve. Thirdly, a transition between dark to antidark 
soliton-like profiles can be induced by changing the mirror distance as well as the 
optical intensity. This device offers possible applications for sub-micron 
displacement sensing and optical switching. 
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Band Structure Design Of A Finite 1D Optical 
Grating 
 
 
A. Iskandar1, W. Yonan1, M. O. Tjia1, I. van de Voorde2, E. van Groesen2 
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Abstract: A finite one-dimensional optical grating with possible tailoring of its 
transmission characteristics can serve as a functional building block for various 
optical devices ranging from filters (pass filter and stop filters), Distributed Bragg 
Reflectors (DBR), Wavelength Division Multiplexing (WDM) filters, and optical 
sensors. Two basic requirements to be met in such a system are optimal 
transmittance achieved in the bandpass region and a good quality bandgap at the 
band stop region. 
In order to meet the first requirement above, a commonly adopted approach is to 
use the Anti Reflection Coating (ARC) in the front and the back of the original 
grating. The use of this coating is to give extra parameters that can be tuned to 
produce the desired response. With this coating, the geometrical parameters of the 
ARC is optimized without changing the physical and geometrical parameters of the 
original grating. While for the second requirement, one resort to either designing 
the grating structure with a large number of unit cells or a large index contrast 
between the dielectric layers in an unit cell. 
In this work, we present a structured and simplified method to formulate a 1D 
multilayer system or grating as a bulk effective medium. In this effective 
formulation, a frequency dependent effective boundary condition is shown to 
determine the envelope function of the transmittance curve. Using this function, 
the optimization of the transmittance curve in a certain passband can be achieved 
without adding extra ARC layers. Furthermore, through this formulation, we find 
the minimum requirement of the index contrast for achieving a good bandgap. 
Keywords: Multilayer System, Transfer Matrix, Band Structure 
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Pulse Loading and Radiative Unloading of an Optical 
Defect Grating Structure: Low Dimensional Modeling 
and Numerical Simulations 
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Abstract: We present a low dimensional model for pulse loading and radiative 
unloading of an optical defect grating structure. This model describes a 
phenomenon, when a light pulse with spectral components covering the band gap 
is incident towards a defect grating structure [1]. Identifying two phases of the 
phenomenon, the loading and the radiative unloading of light, a low dimensional 
model is used to describe each of these phases as a separate independent process. 
The qualitative and quantitative aspects of the dynamics of each phases are given 
in terms of the defect states [2, 3] of the defect grating structure. For a given 
structure, the low dimensional model is compared with direct calculation using 
FETD method [4, 5]. 
Keywords: Defect grating structure, band gap, defect states, loading, radiative 
unloading, low dimensional model, FETD.  
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Long Josephson Junctions with Phase-Shifts 
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Abstract: We consider a Josephson junction with one or more phase-shifts. 
Eventhough this system was theoretically known in the late 70’s, it is just recently 
that it is possible to fabricate and manipulate it experimentally. I will present some 
results that have been obtained in the last five years, during which period I have 
been working on my PhD on this subject, and that describe the characteristics of 
this system from a theoretical point of view. Some interesting and important 
problems for future study will be addressed as well. 
Keywords: Josephson junctions, sine-Gordon equations, phase-shifts. 
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Spatially Chaotic Trajectories in a Kerr Grating 
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Abstract: Monochromatic waves near the first band gap in a 1-dimensional Kerr 
grating are usually described by the Coupled Mode equations [1] for the, slowly 
varying, mode amplitudes +A  and −A  of two counter-propagating modes 
)exp( zikB± . Here dkB /π=  is the Bragg wavenumber of a grating with period d. In 
this paper we compare the analytical results of this CM model, with numerical 
calculations on the basis of the full Helmholtz equations. 
We consider a specific case: standing waves in a grating consisting of units of two 
layers with index contrast ε , and with frequency in the band gap (mid-gap). One 
conclusion is that waves with period (of the envelope) longer than (the order of) 
2−× εd  show irregular features both in phase and in wavelength, that are not 
covered by the CM equations. A second conclusion is that for 
 
values  the CM equations do not apply at all. 
These results are interpreted as follows: the Helmholtz equations can be 
transformed exactly into a set of coupled differential equations of the first order for 
the amplitudes +A  and −A . These equations depend explicitly and periodically on 
the propagation direction z. The vector field consists of two parts, a z-independent 
part and a part that depends on z and that has zero average. The CM equations are 
obtained if one neglects the latter part. The use of these approximate equations can 
be justified for a shallow grating by the Averaging Theorem [2], which provides an 
estimate of the error in terms of the small parameters in the problem. 
The CM equations are Hamiltonian and autonomous, and their trajectories are 
equilibria, or periodic. The separatrices represent solitons. The trajectories of the 
full equations however show irregular, chaotic [3] behavior. Consequences of this 
property will be explored. 
Keywords: grating, band gap, coupled mode equations, chaos. 
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Abstract: Slow light (SL) states corresponding to wavelength regions near the 
bandgap edge of grating structure are known to show strong field enhancement. 
Such states may be excited efficiently by well-optimised adiabatic transitions in 
such structures, e.g., by slowly turning on the modulation depth. To study 
adiabatic excitations, a detailed research in 1D is performed to obtain insight into 
the relation between the device parameters and properties like enhancement and 
modal reflection. The results enable the design of an adiabatic device for efficient 
excitation of SL states in 1D. In addition of that, the effects of small wavelength 
variations as well as that of small fluctuations in the modulation depth of the 
grating have been investigated.    
Keywords: Slow light, Photonic crystals, Field enhancement. 
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Abstract: One of the most studied problems in distance geometry is the Graph 
Realization problem. In   this   problem, we  are given   a   graph ( )EVG ;=  and a 
set of nonnegative weights { }{ }Ejidij ∈,:  on its edges. The goal is to compute a 
realization of G in the Euclidean space Rd for a given dimension d. Thus we want to 
place the vertices of G in Rd such that the Euclidean distance between every pair of 
vertices coincides with the given weight for that pair. This problem and its variants 
arise from applications in various areas, such as molecular confirmation, 
dimensionality reduction, Euclidean ball packing, and more recently, wireless 
sensor network location. Following an approach recently proposed by Y. Ye 
(Stanford Univ.), we discuss how this problem can be tackled by using a 
semidefinite optimization model. 
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Abstract: Let ( )kbbbB K,, 21=  be an ordered basis of the Reed-Muller code 
( )mmR ,2− , which is a linear [ ]4,,kn -code with mn 2=  and ∑−
=
⎟⎠
⎞⎜⎝
⎛=
2
0
m
i
i
mk . One can 
choose the basis vectors bi such that kii ≤≤= 1  ,4b , i.e. B is a minimal-weight 
basis. For each bi, there is a corresponding block ( )4321 ,,, iiiiBi = , where the set of 
integers ij is the support of bi and { }1,1,0 −∈ ni j K , for all i and j. The order of these 
integers within the blocks kiBi ≤≤1  ,  can be chosen such that any integer { }1,1,0 −∈ na K  always occurs on the same position in the blocks (fixed position 
property).  
If the basis B is chosen properly and ordered well, then by applying the transition 
sequence Tk of the standard Gray code G(k) to the indices    of  the  blocks  of   the  
block  list    
B ( )kBBB K,, 21= , 
we obtain a transition sequence Tk(B) which generates a snake-in-the-box code S 
(or a snake in the hypercube Qn). 
A similar result can be obtained for n-values satisfying mm n 22 1 <<−  by 
considering special subcodes of ( )mmR ,2− . Moreover, by exploiting the linear 
structure of the underlying code, it appears that we can translate such a snake S 
over some properly chosen translation vector a such that S and the translated 
snake S+a  are disjoint. We proved that for 168 ≤< n , there exists a cover of Qn 
by eight disjoint translations of such a snake S. This is a stronger result than the 
one presented by Wojciechowski in [Combinatorica, 14(4), 1994, 491-496] 
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SURVEY ON RAMSEY NUMBERS
OF WHEEL GRAPH
Surahmat
Universitas Islam Malang, Indonesia
Abstract. For two given graphs G and H , the Ramsey number R(G,H) is the
smallest positive integer N such that for every graph F of order N the following
holds: either F contains G as a subgraph or the complement of F contains H as
a subgraph. In this paper, we give a brief survey on Ramsey numbers, we have
working on during the last four years. In particular, we present the determination
of a wheel Wm versus some fixed graph G. Open problems and conjectures are
also listed.
Key-words: Ramsey number, wheel
1 Introduction
One of the fundamental problems in mathematical logic is the problem of finding a
regular procedure to determine the consistency of any given logical formula. F.P.
Ramsey (1928) in [42] studied such a problem and in his investigation he made
the following famous theorem as follow:
For given any positive numbers r, n, and µ, then there exist a positive number M0
such that if m ≥ M0 and the r-subsets of any m-set Γm are divided in any man-
ner into µ mutually exclusive classes Ci (i = 1, 2, ..., µ), then Γm must contain a
sub-class ∆n such that all r-subset of members of ∆n belong to the same Ci.
The information about how large the value of M0 that can be obtained for given
positive integers r, n and µ, has been receiving a lot of attention. Next, F.P. Ram-
sey [42] showed that for r = 2 and µ 6= 2, the value of M0 is n!!!...!, where the
process of taking the factorial is performed µ− 1 times. But, this numbers is still
too large.
The theorem above, then, is called the Ramsey Theory and it became famous af-
ter Paul Erdos and George Szekeres (1935) applied it in graph theory for r = 2
and µ = 2, see [21]. The idea behind classical Ramsey numbers is basically the
following.
For any positive integers n and m, we would like to determine the smallest integer
R = R(n,m) such that for every graph F of R vertices will satisfy the following
condition: either F contain a subgraph Kn or the complement of F contains a
subgraph Km.
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The research on finding the exact value of classical Ramsey numbers R(a, b) has
been receiving a lot of attention. However, the results are still far from sat-
isfactory. Since firstly introduced, there are only nine exact Ramsey numbers
known so far. Greenwood and Gleason (1955) in [22] showed that R(3, 3) = 6,
R(3, 4) = 9, R(3, 5) = 14, and R(4, 4) = 18. Kery (1964) in [32], then, proved
that R(3, 6) = 18, and followed by Kalbfeisch [30] who showed that R(3, 7) = 23.
Grinstead and Roberts (1982), in [23], showed that R(3, 8) = 28 and R(3, 9) = 36.
The latest result is that R(4, 5) = 25, due to McKay and Radziszowski (1995)
in [34]. While R(5, 5) is the smallest case which is still open (see [28]). For any
other values of n,m ≥ 3, determining the exact value Ramsey number is a difficult
problem. However, some non-trivial lower and upper bounds for these numbers
have been obtained, see [41], for more details.
Graph Ramsey theory has grown enormously in the last two decades to become
presently of the most active areas in Ramsey theory. A major impetus behind the
early development of graph Ramsey theory was the hope that it eventually lead to
methods for determining larger values of the classical Ramsey numbers R(n,m).
However, as often happens in mathematics, this hope has not been realized; rather,
the field has blossomed into a discipline of its own [21].
Let G and H be two graphs. Basically, the Ramsey number R(G,H) is defined
as the smallest integer N such that for every graph F of N vertices will satisfy
the following condition: either F contain a subgraph G or the complement of F
contains a subgraph H .
One of the most general results in graph Ramsey theory is the following. For
a graph G (with no isolated vertices), let χ(G) denote the chromatic number of
G and let c(G) denote the cardinality of the largest connected component of G.
Then, Chva´tal and Harary [12] showed: R(G,H) ≥ (χ(G) − 1)(c(H)− 1) + 1. In
particular, Chva´tal [10] obtained R(Tn,Km) = (n− 1)(m− 1)+ 1, where Tn is an
arbitrary tree on n vertices and Km is a complete graph on m vertices.
For wheels versus triangles, Radziszowski and Xia [38] showed that R(G,C3) =
2m + 1 for m ≥ 5 where G is a path Pm+1, a cycle Cm+1, or a wheel Wm. In
particular for the combination of wheel and cycles, Zhou [51] has a general result,
namely R(Wm, Cn) = 2m + 1 if n odd and m ≥ 5n − 7. However for the case
of n even remains open. For more information about the development of graph
Ramsey number theory can be seen in a nice and regularly updated survey by S.P.
Radziszowski in [39], [40] and [41].
In this paper, we shall give a survey on determination of Ramsey numbersR(G,Wm)
for some fixedG. In particular, considerG as a path, star, starlike, forest and cycle.
Throughout the paper, all graphs are finite and simple. Let G be such a graph.
We write V (G) or V for the vertex set of G and E(G) or E for the edge set of G.
The graph G is the complement of the graph G, i.e., the graph obtained from the
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complete graph K|V (G)| on |V (G)| vertices by deleting the edges of G. For any
vertex v in a graph G, the neighborhood of vertex v, NG(v), is the set of all vertices
of G which are adjacent to v, and also be denoted NG[v] = NG(v)∪ {v}. For each
x ∈ V (G) and B ⊂ V (G), define NB(x) = {y ∈ B : xy ∈ E(G)}. The minimum
degree of G is the minimum degree among the vertices of G and is denoted δ(G).
A path of n vertices will be denoted by Pn. A cycle and a star of n vertices are
denoted by Cn and Sn respectively. A wheel with m vertices will be denoted by
Wm.
2 Paths
The Ramsey numbers for a combination a path and wheel, we have information
that R(Pn,W1), R(Pn,W2) and R(Pn,W3) can be saw in [20], [38] and [37], respec-
tively. In the previous AWOCA 2001, we showed the following Ramsey numbers
for path versus wheels W4 and W5 in [45] .
Theorem 2.1 For all n ≥ 3, R(Pn,W4) = 2n− 1.
Theorem 2.2 For all n ≥ 3, R(Pn,W5) = 3n− 2.
The Ramsey numbers still remain the same when replace W4 and W5 by W6 and
W7, respectively, in [1]
Theorem 2.3 For all n ≥ 6, R(Pn,W6) = 2n− 1.
Theorem 2.4 For all n ≥ 7, R(Pn,W7) = 3n− 2.
By employing a generalized version of the methods in [45, 1], we could show the
Ramsey numbers in [3] as the following.
Theorem 2.5 If n ≥ m2 (m− 2) and m ≥ 4 even then R(Pn,Wm) = 2n− 1.
Theorem 2.6 If n ≥ m−12 (m− 3) and m ≥ 5 odd then R(Pn,Wm) = 3n− 2.
This result has been refined by Yoojun Chen et.al [9] by showing that:
Theorem 2.7 If m even and n ≥ m− 1 ≥ 3 then R(Pn,Wm) = 2n− 1.
Theorem 2.8 If m odd and n ≥ m− 1 ≥ 2 then R(Pn,Wm) = 3n− 2.
Problem 2.9 Determine the Ramsey numbers R(Pn,Wm) for n < m− 1 general.
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3 Star
The Ramsey numbers for stars versus wheels (W4 and W5) have been determined
in [45].
Theorem 3.1 R(S4,W4) = 9.
Theorem 3.2 R(Sn,W4) = 2n− 1 if n ≥ 3 odd or R(Sn,W4) = 2n+ 1 if n ≥ 4
even.
Theorem 3.3 R(Sn,W5) = 3(n− 1) + 1 if n ≥ 3.
Theorem 3.4 For all n ≥ 2m− 4, m ≥ 5 and m odd, R(Sn,Wm) = 3n− 2.
With a star-like tree we mean a subdivided star (which is not a path), i.e., a tree
with exactly one vertex of degree exceeding two. A star-like tree in which only
one of the edges of the star has been subdivided, is sometimes called a comet in
literature; it is usually denote by Yn,l, and consists of a path Pn and l additional
vertices of degree one, all adjacent to the same end vertex of the Pn. For this
reason, and because of the series of results we will present below, we denote by
Yn,l1,l2,...,lk the star-like tree consisting of a Pn, and k additional mutually disjoint
paths Pl1 , Pl2 , . . . , Plk all attached by one edge from one of their end vertices to
the same end vertex of the Pn. If all li are equal to 1, we use the shorter notation
Yn,k to denote Yn,l1,l2,...,lk . We have been determined in [47] as follows.
Theorem 3.5 R(Yn,1,1,Wm) = 3(n+ 2)− 2 for n ≥ m ≥ 5 and m odd.
Theorem 3.6 R(Yn,r,k,Wm) = 3(n+ r + k)− 2 for n ≥ 2m− 4, n ≥ r,m ≥ 5, m
odd, and k + r ≥ ⌊m2 ⌋+ 1.
Theorem 3.7 R(Yn,l1,l2,...,lk ,Wm) = 3(n +
k∑
i=1
li) − 2 for n ≥ 2m − 4, n ≥ li for
each i = 1, 2, ..., k, m ≥ 5 odd, and ⌊m2 ⌋+ 1 ≤
k∑
i=1
li.
Problem 3.8 Determine the Ramsey numbers R(Sn,Wm) for n < m − 1 and
n ≥ m in general, respectively.
4 Tree
We have the Ramsey Graph numbers of any tree Tn 6= Sn versusWm for n ≥ m−1
in [2]. LetHt be a cocktail-party graph,i.e., a graph obtained by removing t dis-
joint edges from K2t. The following lemmas and theorems must hold.
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Lemma 4.1 For odd n ≥ 3, n = 2t+ 1, the graph Ht +K1 contains all trees Tn
on n vertices.
Lemma 4.2 For even n ≥ 4, n = 2t, the graph Ht contains all trees Tn on n
vertices other than a star.
Theorem 4.3 Let n ≥ 4 and assume that we are given a particular tree Tn of n
vertices other than a star. Then the Ramsey number R(Tn,W4) = 2n− 1.
Theorem 4.3 Let n ≥ 3 and assume that we are given a particular tree Tn of n
vertices other than a star. Then the Ramsey number R(Tn,W5) = 3n− 2.
Problem 4.4 Determine the Ramsey numbers R(Tn,Wm) for n < m − 1 and
n ≥ m in general, respectively.
5 Linear forest versus wheels
In this section we have been found a Ramsey number for combination a linear
forest versus wheel in [46]. Let Fp be a linear forest on p vertices and Wm a wheel
of m+ 1 vertices.
Theorem 5.1 If l ≥ m2 (m− 2), m ≥ 4, and m is even then R(Fl,Wm) ≤ 2l − 1.
Theorem 5.2 If l ≥ m−12 (m− 3), m ≥ 5 and m is odd then R(Fl,Wm) ≤ 3l − 2.
Furthermore, we have the following theorem for odd m.
Theorem 5.3 If l ≥ m ≥ 5 and m is odd then R(Fl,Wm) ≤ 3l− 2.
Theorem 5.4 (1) If n ≥ m−1, m is even and t ≥ 2 then R(tPn,Wm) = tn+n−1.
(2) If n ≥ m− 1, m is odd and t ≥ 2 then R(tPn,Wm) = tn+ 2n− 2.
The following two theorems generalize the above results.
Theorem 5.5 Let n1 ≤ n2 ≤ · · · ≤ nt, with t ≥ 2, ni ≥ m for each i and m be
even. If nt ≤ 2n1 then R(
t⋃
i=1
Pni ,Wm) = (
t∑
i=1
ni) + n1 − 1.
Theorem 5.6 Let n1 ≤ n2 ≤ · · · ≤ nt, with t ≥ 2, ni ≥ m for each i and m be
odd. If nt ≤ 2⌊
3
2n1⌋ then R(
t⋃
i=1
Pni ,Wm) = (
t∑
i=1
ni) + 2n1 − 1.
Problem 5.7 Determine the Ramsey numbers R(Tn,Wm) for n < m − 1 and
n ≥ m in general, respectively.
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6 Cycles
In this section is to present the Ramsey number of a cycle Cn versus Wm as cita-
tion in [49].
Theorem 6.1 R(C4,W4) = 9.
Theorem 6.2 R(C4,W6) = 9.
Theorem 6.3 R(C4,W5) = 10.
In this section is to show the Ramsey number of a cycle Cn versusW4 orW5 in [48].
For given graphs G and H , Chva´tal and Harary [12] established the lower bound
R(G,H) ≥ (c(G)− 1)(χ(H)− 1) + 1, where c(G) is the number of vertices of the
largest component of G and χ(H) is the chromatic number of H . In particular,
if n ≥ 5, G = Cn and H = W4 or W5, then we have R(Cn,W4) ≥ 2n − 1 and
R(Cn,W5) ≥ 3n− 2, respectively.
For the upper bounds we will present proofs by induction. In order to prove the
main results of this paper, we need the following known results and lemmas.
Theorem 6.3 (Ore [35]).
If G is a graph of order n ≥ 3 such that for all distinct nonadjacent vertices u and
v, d(u) + d(v) ≥ n, then G is hamiltonian.
Theorem 6.4 (Faudree and Schelp [18]; Rosta [43]).
R(Cn, Cm) =


2n− 1 for 3 ≤ m ≤ n, m odd, (n,m) 6= (3, 3).
n+ m2 − 1 for 4 ≤ m ≤ n, m even and n even, (n,m) 6= (4, 4).
max{n+ m2 − 1, 2m− 1} for 4 ≤ m < n, m even and n odd.
Lemma 6.5 (Chva´tal and Erdo˝s [11]; Zhou [51]).
If H = Cs ⊆ F for a graph F , while F 6⊇ Cs+1 and F 6⊇ Kr, then |NH(x)| ≤ r− 2
for each x ∈ V (F )\V (H).
Lemma 6.6 Let F be a graph with |V (F )| ≥ R(Cn, Cm) + 1. If there is a ver-
tex x ∈ V (F ) such that |NF [x]| ≤ |V (F )|−R(Cn, Cm) and F 6⊇ Cn, then F ⊇Wm.
Lemma 6.7 Let F and G be graphs with 2n− 1 and 3n− 2 vertices without a Cn,
respectively. If F and G contain no Wm, then δ(F ) ≥ n−
m
2 for even m ≥ 4 and
n ≥ 3m2 , and δ(G) ≥ n− 1 for odd m ≥ 5 and n ≥ m.
Before we deal with the general case of a cycle and W4, we have the results
R(C6,W4) = 11 and R(C7,W4) = 13 as follows.
Proceedings of ICAM05 71
  
Survey on Ramsey numbers of wheel graph
Theorem 6.8 R(C6,W4) = 11.
Theorem 6.9 R(C7,W4) = 13.
Lemma 6.10 Let F be a graph on 2n−1 vertices with n ≥ 8, and suppose F con-
tains no W4. If Cn−1 ⊆ F and F 6⊇ Cn, then |NA(x)| ≤ 2 for each x ∈ V (F )\A,
where A = V (Cn−1).
Proof. Let A = {x1, x2, ..., xn−1} be the set of vertices of a cycle Cn−1 in F in
a cyclic ordering, and let B = V (F )\A. Suppose there exists a vertex b1 ∈ B
with |NA(b1)| ≥ 3. Clearly, b1xi+1 6∈ E(F ) whenever b1xi ∈ E(F ) (indices mod-
ulo n − 1). Since n ≥ 8, |A| ≥ 7, and hence we can choose two neighbors xi
and xj of b1 in A such that xi+1 6= xj−1 and xi−1 6= xj+1 (indices modulo
n − 1). Let A = {xi−1, xi+1, xj−1, xj+1}. Then |A| = 4 and xb1 6∈ E(F ) for
each x ∈ A. Moreover, since F contains no Cn, by standard long cycle arguments
xi−1xj−1, xi+1xj+1 6∈ E(F ), If |NA(x)| ≤ 1 for all x ∈ A, then in F all vertices of
A have at least 2 = 12 |A| neighbors, implying that F contains a W4 with hub b1.
Hence |NA(x)| ≥ 2 for some x ∈ A. By symmetry, considering the two possible ori-
entations of Cn−1, we may assume without loss of generality that |NA(xi+1)| ≥ 2,
hence xi−1xi+1, xi+1xj−1 ∈ E(F ). Then xixj−1 6∈ E(F ); otherwise we can obtain
a Cn from E(Cn−1) \ {xj−1xj , xixi+1, xi−1xi} ∪ {xjb1, b1xi, xixj−1}. Similarly,
xixj+1 6∈ E(F ). Since δ(F ) ≥ n − 2 by Lemma 6.7 and |NA(b)| ≤ 5 − 2 = 3
for each b ∈ B by Lemma 6.5, there exist distinct vertices b2, b3 ∈ B such that
b1b2, b1b3 ∈ E(F ). This implies that xj−1 and xj+1 are not adjacent to any ver-
tex in {b2, b3} since otherwise F contains a Cn (extending the Cn−1 by including
b1 and b2 or b3, while skipping xi). Now, we will distinguish the following two cases.
Case 1: xj−1xj+1 6∈ E(F ).
Since F contains no W4, xtb2, xtb3 ∈ E(F ) for each t ∈ {i − 1, i + 1}. Suppose
to the contrary, e.g., that xi−1b2 6∈ E(F ). Then F contains a W4 with hub xj−1
and rim {xi−1, b2, xj+1, b1}. The other cases are symmetric. See Figure 1. Clearly
then xib2, xib3 6∈ E(F ) since F 6⊇ Cn. Thus, we have a W4 in F with hub xi and
rim {xj−1, b2, xj+1, b3}, a contradiction.
Case 2: xj−1xj+1 ∈ E(F ).
If b2xi−1 ∈ E(F ), then we obtain a Cn in F with edge set
E(Cn−1) \ {xj−1xj , xjxj+1, xi−1xi} ∪ {xi−1b2, b2b1, b1xi, xj−1xj+1}.
Hence b2xi−1 6∈ E(F ). Similarly, b2xi+1, b3xi−1, b3xi+1 6∈ E(F ). If xjxi−1 ∈ E(F ),
we obtain a Cn with edge set
E(Cn−1) \ {xjxj+1, xj−1xj , xi−1xi} ∪ {xjb1, b1xi, xj−1xj+1}.
Hence, by symmetry, xjxi−1, xjxi+1 6∈ E(F ). Since F contains no W4 (with hub
xi and rim {xj+1, b2, xj−1, b3}), xi is adjacent to a vertex in {b2, b3}. Without loss
of generality, let xib2 ∈ E(F ). Since δ(F ) ≥ n − 2 by Lemma 6.7, xi+1 must be
adjacent to two vertices in B \ {b1, b2, b3}. Let xi+1b4, xi+1b5 ∈ E(F ) for b4, b5 ∈
B. By similar arguments as before, Cn 6⊆ F implies b1b, b2b 6∈ E(F ) for each
b ∈ {b4, b5}. Suppose b4xi−1 6∈ E(F ). Then we have a W4 in F with hub xi−1 and
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Figure 1: The proof of Lemma 6.10 for Case 1.
rim {b4, b1, xj−1, b2}. Similar case analysis show that b4x, b5x ∈ E(F ) for each x ∈
{xi−1, xj−1}. Since F contains no Cn, we clearly have b4b5 6∈ E(F ), and also xixj 6∈
E(F ) (otherwise consider E(Cn−1) \ {xj−1xj , xi−1xi} ∪ {xixj , xi−1b4, b4xj−1}).
Since δ(F ) ≥ n− 2 by Lemma 6.7, there exists a vertex b6 ∈ B \ {b1, . . . , b5} such
that b4b6 ∈ E(F ). This clearly implies b6xi, b6xj , b6b5 6∈ E(F ). See Figure 2.
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Figure 2: The proof of Lemma 6.10 for Case 2.
Thus, F contains a W4 with hub b5 and rim {xi, b6, xj , b4}, a contradiction. This
completes the proof.
Theorem 6.11 R(Cn,W4) = 2n− 1 for n ≥ 5.
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Proof. We use induction on n ≥ 5. We already know that R(Cn,W4) ≥ 2n − 1
for n ≥ 5. For n = 5, 6, and 7, we respectively know from [27], Theorem 6.8, and
Theorem 6.9 that R(Cn,W4) = 2n− 1. Now assume that R(Cn,W4) = 2n− 1 for
n < k with k ≥ 8 and let F be a graph on 2k − 1 vertices containing no Ck. We
shall show that F containsW4. To the contrary, assume F contains noW4. By the
induction hypothesis, we have F ⊇ Ck−1. Let A = V (Ck−1), B = V (F )\V (Ck−1)
and so |B| = k. By Lemma 6.10, we have |NA(x)| ≤ 2 for each x ∈ B. Since by
Lemma 6.7, δ(F ) ≥ k− 2, we obtain |NB(x)| ≥ k− 2− 2 = k− 4 ≥
1
2k =
1
2 |B| for
all x ∈ B. Now F [B] and hence F contains a Ck by Theorem 6.3, a contradiction.
This completes the proof.
Theorem 6.12 R(Cn,W5) = 3n− 2 for n ≥ 5.
Proof. We use induction on n. We already know that R(Cn,W5) ≥ 3n − 2
for n ≥ 5. For n = 5, we know from [29] that R(C5,W5) = 3.5 − 2. Assume
the theorem holds for n < k with k ≥ 6 and let F be a graph on 3k − 2 ver-
tices containing no Ck. We shall show that F contains W5. To the contrary,
assume that F contains no W5. Consequently, F must contain a Ck−1, and we
let A = {a1, a2, ..., ak−1} denote the set of vertices of a cycle Ck−1 in F , in a
cyclic ordering. Let B = V (F )\A, so |B| = 2k − 1. Then, by Theorem 6.11, the
complement of the subgraph F [B] of F induced by B must contain a W4. Let x0
be the hub and X = {x1, x2, x3, x4} be the rim of a W4 in F [B]. We distinguish
the following cases.
Case 1: k is even.
Since F contains no Ck, within F : |NA(z)| ≤ ⌊
k−1
2 ⌋ for each z ∈ B. This im-
plies that there exist vertices aj, aj+1 ∈ A for some j ∈ {1, 2, ..., k − 1} such that
ajx0, aj+1x0 6∈ E(F ). No Ck in F also implies NX(aj)∩NX(aj+1) = ∅. No W5 in
F implies in F : |NX(aj)| ≥ 2 and |NX(aj+1)| ≥ 2, and without loss of generality
we may assume aj is adjacent to x1 and x3, and aj+1 is adjacent to x2 and x4.
This implies x1x3, x2x4, x0aj+2, x0aj−1 ∈ E(F ) since otherwise F ⊇ W5 (Note
that F 6⊇ Ck implies none of aj−1 and aj+2 is adjacent to a vertex in X). Since F
contains no Ck, it is not difficult to check x0aj−2, aj−2x1, aj+1aj−2 6∈ E(F ). This
implies F ⊇W5 with hub x0 and rim {x3, aj+1, aj−2, x1, x2}, a contradiction.
Case 2: k is odd.
We may assume aix0 ∈ E(F ) for each odd i ∈ {1, 2, ..., k − 1}, since otherwise
we can use the same arguments as in the first case. Since F contains no Ck,
ajah 6∈ E(F ) for all even j, h ∈ {1, 2, ..., k − 1}. If k ≥ 11, we have K6 in F
which implies F ⊇ W5, a contradiction. Now assume 7 ≤ k < 11. In F we have
|NX(aj)| ≥ 2 for all even j ∈ {1, 2, ..., k − 1}, since otherwise F ⊇ W5. By the
same token, we may assume without loss of generality that aj is adjacent to x1
and x3 for some even j ∈ {1, 2, ..., k− 1}. We distinguish two subcases.
Subcase 2.1: x1 is adjacent to x3.
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Then x1 and x3 are not adjacent to any vertex in {aj−1, aj−2, aj+1, aj+2}, since
otherwise F clearly contains a Ck. Thus, we get F ⊇ W5 with hub x0 and rim
{x3, aj+2, aj−2, x1, x2}, a contradiction.
Subcase 2.2: x1 is not adjacent to x3.
This implies x2 and x4 are adjacent to all vertices in {aj−1, aj+1}, since oth-
erwise F ⊇ W5. Suppose, e.g., x2aj−1 6∈ E(F ). Then F ⊇ W5 with hub
x1 and rim {aj−1, x2, x0, x3, aj+1}; the other cases are similar. Thus, we get
x2aj , x4aj+2 6∈ E(F ), otherwise a Ck in F is immediate. Thus, we get F ⊇ W5
with hub x0 and rim {x4, aj+2, aj , x2, x3}, our final contradiction.
This completes the proof.
Problem 6.13 Find the Ramsey number R(Cn,Wm) for n ≥ m ≥ 6.
Conjecture 6.14 The Ramsey number R(Cn,Wm) = 2n − 1 for m even and
n ≥ m ≥ 4, and R(Cn,Wm) = 3n− 2 for m odd and n ≥ m ≥ 3.
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Abstract
We consider the robust maximum flow problem (RMFP) using the robust
linear optimization methodology. We discuss two types of uncertainty on the
arc capacities: box uncertainty and ellipsoidal uncertainty. In both cases,
the RMFP is the usual maximum flow problem with modified arc capacities.
In the case of box uncertainty the flow of each arc is bounded by the lower
bounds of the box. In the case of ellipsoidal uncertainty, the capacity of each
arc a is replaced by cna −‖Qa‖ where c
n
a is the nominal arc capacity and Qa
is the corresponding column of the ellipsoidal scaling matrix Q. We present
some examples.
Key-words:robust optimization, robust counterpart, uncertainty set,maximum
flow problem
1 Introduction
Let G = (V ,A) be a directed graph, let r, s ∈ V and let c : A → Q+ be a capacity
function. The objective in the maximum flow problem is to find an r − s flow of
maximum value under c. Adding an arc from s to r with csr = ∞, the maximum
r − s flow problem can be formulated as
max{xsr : Ax = 0, 0 ≤ x ≤ c}, (1)
where A is the node-arc incidence matrix and x is the vector of flow variables.
The maximum flow problem arises in a wide variety of situations and in several
forms. For example, determining the maximum steady state flow of petrol in a
pipeline network, cars in a road network, messages in a telecommunication network
and electricity in an electrical network. In such examples, uncertainty in the value
of the arc capacities may occur.
In this paper, we propose a model to handle the maximum flow problem with
uncertain arc capacities. We assume that the arc capacities belong to a so-called
uncertainty set U . We then have to deal with a whole family of maximum flow
problems, namely
H = {max{xsr : Ax = 0, 0 ≤ x ≤ c} : c ∈ U}. (2)
The major challenge is when and how we can reformulate (2) as a computationally
tractable optimization problem. We approach this problem by applying the Robust
Linear Optimization (RLO) methodology as proposed by Ben-Tal and Nemirovski
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(see [1, 2, 3]). We require the flow to be feasible under all possible values of c ∈ U ,
and we seek to maximize the flow value under this condition.
We call the problem the robust maximum flow problem (RMFP) and the flow
of maximum value under the uncertain arc capacities the robust maximum flow
(RMF) value.
The paper is organized as follows. Section 2 briefly introduces the theory of RLO.
Section 3 is devoted to the RMFP. We derive the robust counterpart of the given
uncertain maximum flow problem for the cases of box and ellipsoidal uncertainty
sets. In Section 3.3.1 we consider a special case of box uncertainty, namely when
the uncertainty is relative to the nominal arc capacities values cn. In Section
3.5, we discuss a parametric variant of the above RMFP, where the sizes of the
uncertainty perturbation in c are controlled by a nonnegative scaling parameter.
In Section 3.6, we discuss a special case when the RMFP optimal solution for the
both cases of box and ellipsoidal uncertainty set have the same solution. Some
examples are presented. Conclusions can be found in Section 4.
2 Robust Linear Optimization
In this section, we briefly recall some definitions and main results from [3]. Con-
sider a linear optimization problem
min
x
{cT x : Ax ≥ b}, (LO)
and let U be the set of all possible realizations of (A, b, c). So the set U models the
uncertainty in the data of (LO). We call U the uncertainty set. As a consequence,
we have a whole family of LO problems, for each (c, A, b) ∈ U one LO problem.
This family is given by
{
min
x
{cT x : Ax ≥ b} : (c, A, b) ∈ U
}
. (3)
Following [3] we consider instead the so-called robust counterpart of (3), namely
min
{
` : ` ≥ cT x, Ax ≥ b, ∀(c, A, b) ∈ U
}
. (4)
The formulation (4) is a linear optimization problem with (usually) infinitely many
constraints, depending on the uncertainty set U . Hence, in general this problem
may be very hard to solve. Special cases for U make (4) computationally tractable.
In [1], it has been shown that the robust counterpart (4) is equivalent to an ex-
plicit computationally tractable problem provided that U has a simple structure.
This becomes clear from the following theorem which presents three examples of
computationally tractable uncertainty sets.
Theorem 2.1 (cf. [3]) Assume that the uncertainty set U in (4) is given as the
affine image of a bounded set Z = {ζ} ⊂ RN , and Z is given either
1. by a system of linear inequalities Pζ ≤ p, or
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2. by a system of conic quadratic inequalities ‖Piζ − pi‖2 ≤ q
T
i ζ − ri, i =
1, . . . , M, or
3. by a system of linear matrix inequalities P0 +
∑dimζ
i=1 ζiPi  0.
In the cases 2 and 3 assume also that the system of constraints defining U is strictly
feasible. Then the robust counterpart (4) of (3) is equivalent to a linear optimiza-
tion problem in case 1, a conic quadratic problem in case 2, and a semidefinite
problem in case 3. In all cases, the data of the resulting robust counterpart problem
are readily given by M, N and the data specifying the uncertainty set. Moreover,
the size of the resulting problem is polynomial in the size of the data specifying the
uncertainty set.
In the following section we discuss how the general result of RLO as stated in
Theorem 2.1 can be applied to the RMFP. We make the natural assumption that
the network G = (V ,A) is fixed, as well as the nodes r and s. So the uncertainty
occurs only in the vector c of arc capacities.
3 The robust maximum flow problem
3.1 Preliminaries
In this subsection, we briefly recall some well known definitions and results about
the maximum flow problem including the max flow-min cut theorem (see [5]).
Definition 3.1 For a given network G = (V ,A) and r, s ∈ V, a function x :
A → R is called an r − s flow if
(i)
xa ≥ 0 for each a = (u, v) ∈ A, (5)
(ii) ∑
a∈δ+(v)
xa =
∑
a∈δ−(v)
xa for each v ∈ V \ {r, s}, (6)
where δ+(v) and δ−(v) denote the sets of arcs leaving v and entering v, re-
spectively. Condition (6) is called the flow conservation law, i.e., the amount
of flow entering a node v 6= r, s is equal to the amount of the flow leaving v.
The value of an r− s flow is, by definition, the net flow entering the network, i.e.,
xsr =
∑
a∈δ+(r)
xa −
∑
a∈δ−(r)
xa. (7)
Let c : A → R+ be a capacity function. We say that a flow x is under c (or subject
to c) if
xa ≤ ca for each a ∈ A. (8)
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Let X ⊆ V with r ∈ X and s /∈ X . Then the set δ+(X)
δ+(X) = {(u, v) : u ∈ X, v /∈ X} (9)
is called an r − s cut. Note that when removing the edges in an r − s cut δ+(X)
from the network then there is no longer a path from r to s, and hence no flow
can be sent through the network.
The capacity of a cut δ+(X) is defined by
c(δ+(X)) =
∑
a∈δ+(X)
ca. (10)
The following theorem holds.
Theorem 3.2 (cf. [5]) For every flow x and every cut δ+(X) one has:
xsr ≤ c(δ
+(X)). (11)
Equality holds if and only if xa = ca for each a ∈ δ
+(X) and xa = 0 for each
a ∈ δ−(X).
This implies that
maxxsr ≤ min
r∈X⊆V \{s}
c(δ+(X)). (12)
Theorem 3.2 is called the weak duality theorem.
Now, consider the dual problem of (1):
min{cT y : AT pi + y ≥ 0, pis − pir ≥ 1}. (13)
From the total unimodularity of A, it follows that there exist an optimal solution
of (13) that is integer. Also as the dual is unchanged if we replace pij by pij + α
for all j ∈ V , we can set pir = 0. Given such a solution, let
X = {j ∈ V : pij ≤ 0} and X = V \X = {j ∈ V : pij ≥ 1}.
Then one may easily see that r ∈ X ⊆ V \ {s}. So any integer optimal solution
of (13) gives rise to the cut δ+(X) with X as just defined. We now show that
the capacity of this cut is equal to the maximal flow value. The definition of X
implies that ya ≥ pij − pii ≥ 1 for a ∈ δ
+(X). Hence we have
cT y =
∑
a∈A
caya ≥
∑
a∈δ+(X)
caya ≥
∑
a∈δ+(X)
ca = c(δ
+(X)). (14)
However, the lower bound c(δ+(X)) for the optimal value of (13) is attained by
the solution
pij =


0, j ∈ X ,j ∈ V ,
1, j ∈ X,j ∈ V .
and ya =


1, a ∈ δ+(X),a ∈ A.
0, a /∈ δ+(X),a ∈ A.
(15)
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So (15) is an optimal 0− 1 solution and {a : ya = 1} is the set of arcs of the r− s
cut δ+(X). Thus the problem (13) can be restated as follows:
min
X


∑
a∈δ+(X)
ca : r ∈ X ⊂ V \ {s}

 , (16)
which is the minimum r−s cut problem. The following theorem, which is the max
flow-min cut theorem, is a special case of the (strong) duality theorem for linear
optimization.
Theorem 3.3 A strong dual to the maximum r − s flow problem (1) is the mini-
mum r − s cut problem (16).
3.2 The uncertain maximum flow problem
In this subsection we discuss the uncertain maximum flow problem. The natural
assumption is that the network G = (V ,A) is fixed, as well as the nodes r and
s. Thus, the uncertainty occurs only in the vector c of arc capacities. We assume
c ∈ U , when U is the uncertainty set for c.
By RLO methodology, the robust counterpart of the RMFP can be stated as
max{xsr : Ax = 0, 0 ≤ x ≤ c, ∀c ∈ U}. (17)
Thus, the objective is to find the maximum value of a flow that satisfy x ≤ c for
all c ∈ U where csr = ∞. Of course this robust counterpart depends on how we
choose the uncertainty set U . We consider two different uncertainty sets, namely
box and ellipsoidal uncertainty sets, as described in the following subsections.
3.3 Box uncertainty
Assume that the uncertainty set U is a box, i.e., U is defined as follows
U = {c : ` ≤ c ≤ u} , (18)
where ` and u are two vectors in RA with ` ≤ u. In this case, the following holds
x ≤ c, ∀c ∈ U ⇔ x ≤ `, (19)
so that (17) reduces to
max{xsr : Ax = 0, 0 ≤ x ≤ `}. (20)
This implies that the RMFP with box uncertainty is the usual maximum flow
problem with the arc capacity vector c replaced by `. So we have proved the next
result.
Theorem 3.4 The RMFP with box uncertainty set given by (18) is
max{xsr : Ax = 0, 0 ≤ x ≤ `}. (21)
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3.3.1 A special case of box uncertainty
It is interesting to consider a special case of box uncertainty, namely when the
uncertainty is relative to the nominal arc capacities values cn, i.e. when the un-
certainty set has the form
U = {c : |c− cn| ≤ λcn} = {c : (1− λ)cn ≤ cn ≤ (1 + λ)cn}, for some λ ≥ 0.
(22)
In this case the solution of the RMFP can be easily expressed in terms of the
optimal solution of the original problem. This can be shown as follows.
Let xopt be an optimal flow of the original maximum flow problem (1). Now let
0 ≤ λ ≤ 1, then xopt ≤ cn implies
x := (1− λ)xopt ≤ (1− λ)cn. (23)
Hence x is a feasible flow. On the other hand, if δ+(X) is a minimal cut for the
original problem, then cn(δ+(X)) = xoptsr . Hence
c(δ+(X)) = (1− λ)cn(δ+(X)) = (1− λ)xoptsr = xsr (24)
So x is optimal. Thus, the original minimal cut capacity and maximum flow value
is multiplied by (1− λ). We have proved the the following theorem.
Theorem 3.5 For the RMFP with relative uncertainty set (22) the maximal flow
value is (1− λ) times the nominal maximum flow value.
3.4 Ellipsoidal uncertainty
In this subsection we consider the case of ellipsoidal uncertainty. We assume that
U has the form
U = {c : c = cn +Qw, ‖w‖ ≤ 1}, (25)
where Q is a fixed matrix of size |A| × p and w ∈ Rp for some p.
Lemma 3.6 The flow x is robust feasible if and only if
0 ≤ xa ≤ c
n
a − ‖Qa‖ , ∀a ∈ A (26)
where cna is the nominal capacity on arc a and Qa is the column of Q corresponding
to arc a.
Proof: The flow xa on arc a must satisfy
xa ≤ c
n
a + (Qa)
T w, ∀w : ‖w‖ ≤ 1, (27)
where Qa is the column of Q corresponding to arc a. This means that
xa ≤ c
n
a + minw
{
QTa w : ‖w‖ ≤ 1
}
. (28)
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The minimum at the right hand side is attained when
w = −
Qa
‖Qa‖
, (29)
whence the capacity of arc a becomes
cna − (Qa)
T Qa
‖Qa‖
= cna −
‖Qa‖
2
‖Qa‖
= cna − ‖Qa‖ . (30)

This implies that also in this case, the RMFP is a usual maximum flow problem,
with the nominal capacities cna replaced by c
n
a − ‖Qa‖, a ∈ A. So we have proved
the next result.
Theorem 3.7 The RMFP with ellipsoidal uncertainty as given by (25), is equiv-
alent to
max{xsr : Ax = 0, 0 ≤ xa ≤ c
n
a − ‖Qa‖ , a ∈ A}. (31)
In the next subsection, we discuss a parametric variant of the above RMFP, where
the sizes of the uncertainty perturbation in c are controlled by a nonnegative
scaling parameter.
3.5 Parametric uncertainty
Let the uncertainty set Uα be defined by
Uα = {c : c = c
n + αQw, ‖w‖ ≤ 1}, (32)
where α is a nonnegative scaling parameter. Note that cn + αQw must be non-
negative for ∀w : ‖w‖ ≤ 1 to ensure feasibility. Thus, we assume that
0 ≤ α ≤ αmax := min
{
cna
‖Qa‖
: ‖Qa‖ > 0, a ∈ A
}
. (33)
Theorem 3.8 Let Uα be the ellipsoidal uncertainty set given by (32) with 0 ≤
α ≤ αmax and let xsr(α) denote the optimal flow value for the robust counterpart.
Then xsr(α) is a piecewise monotonically decreasing linear concave function.
Proof: By Theorems 3.3 and 3.7, the maximum flow of the RMFP with ellipsoid
set Uα satisfies
xsr(α) = min
X


∑
a∈δ+(X)
(cna − α ‖Qa‖) : r ∈ X ⊆ V \ {s}

 . (34)
We shall show that xsr(α) is a piecewise linear concave function of α by proving
that it is the minimum of a finite family of linear functions. To this end, it is
convenient to introduce
X = {X : r ∈ X ⊆ V \ {s}} (35)
Proceedings of ICAM05 85
  
D.Chaerani, C. Roos
such that (34) can rewritten as follows
xsr(α) = min
X
{
cα(δ+(X)) : X ∈ X
}
, (36)
where
cα(δ+(X)) =
∑
a∈δ+(X)
cna − α
∑
a∈δ+(X)
‖Qa‖ . (37)
Fixing X ∈ X and since
∑
a∈δ+(X) ‖Qa‖ ≥ 0, c
α(δ+(X)) is a monotonically de-
creasing linear function of α. If |V| = n, then the number of r − s cuts X is
2n−2. Hence X is finite. We conclude that xsr(α) is the minimum of a finite set of
monotonically decreasing linear functions. This implies that xsr(α) is continuous,
concave and monotonically decreasing piecewise linear function. 
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Figure 1: A maximum flow problem: the nominal arc capacities are un-circled number, a
maximum flow is given by the circled number with xn71 = 8.
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Figure 2: The RMF as a piecewise linear concave function α.
Example 3.9 Consider the network of Figure 1. Taking Q = I, the ellipsoid Uα
becomes
Uα = {c : c = c
n + αw, ‖w‖ ≤ 1} (38)
where α satisfy 0 ≤ α ≤ 1 by (33). The robust arc capacities are then
ca = c
n
a − α, ∀a ∈ A, (39)
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hence the RMFP for this example is
max{x71 : Ax = 0, 0 ≤ xa ≤ c
n
a − α, ∀a ∈ A}. (40)
In Table 1, we present the RMF for 0 ≤ α ≤ 1. In Figure 2 we see that the
RMF value function x71(α) is a piecewise monotonically decreasing linear concave
function of α with two different intervals and three break points.
Table 1: The RMF value for α ∈ [0, 1]
Arcs c
n
α
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
x12
x13
4
6
4
7
4
1
12
6
2
2
3
6
∞
3.7929
4.2071
0.1999
3.3709
0.2221
0.7753
3.6317
6.0000
1.8539
2.0000
0
2.0000
8.0000
3.7322
4.0678
0.1562
3.4123
0.1636
0.7011
3.5230
5.9000
1.7866
1.9000
0
1.9000
7.8000
3.6745
3.9255
0.1111
3.4533
0.1101
0.6320
3.4045
5.8000
1.7146
1.8000
0
1.8000
7.6000
3.6163
3.7837
0.0683
3.4899
0.0581
0.5680
3.2840
5.7000
1.6421
1.7000
0
1.7000
7.4000
3.5585
3.6415
0.0290
3.5067
0.0229
0.5190
3.1514
5.6000
1.5743
1.6000
0
1.6000
7.2000
3.5000
3.5000
0
3.5000
0
0.5000
3.0000
5.5000
1.5000
1.5000
0
1.5000
7.0000
3.4000
3.2000
0
3.4000
0
0.4000
2.8000
5.2635
1.4000
1.4000
0.0635
1.3365
6.6000
3.3000
2.9000
0
3.3000
0
0.3000
2.6000
5.0197
1.3000
1.3000
0.1197
1.1803
6.2000
3.2000
2.6000
0
3.2000
0
0.2000
2.4000
4.7710
1.2000
1.2000
0.1710
1.0290
5.8000
3.1000
2.3000
0
3.1000
0
0.1000
2.2000
4.5150
1.1000
1.1000
0.2150
0.8850
5.4000
3.0000
2.0000
0
3.0000
0
0
2.0000
4.2567
1.0000
1.0000
0.2567
0.7433
5.0000
max-flow 8.0000 7.8000 7.6000 7.4000 7.2000 7.0000 6.6000 6.2000 5.8000 5.4000 5.0000
In the next subsection we discuss some properties of the RMF value function
xsr(α).
3.5.1 The minimal cuts on a linearity interval and at a breakpoint
The values of α where the slope of xsr(α) changes are called breakpoints of xsr(α)
and any interval between two successive break points of xsr(α) is called a linearity
interval of xsr(α). For any α in the domain of xsr(α) we denote the set of minimal
cut sets by
Xα = {X ∈ X : xsr(α) = c
α(δ+(X))}. (41)
The following theorem shows that the set Xα is constant on the interior of a
linearity interval.
Theorem 3.10 If xsr(α) is linear on the interval [α1, α2], where α1 < α2 then
Xα is constant for α ∈ (α1, α2).
Proof: Rewrite the RMF value as
xsr(α) = τ − ασ, α ∈ [α1, α2], (42)
where
τ =
∑
a∈δ+(X)
cna and σ =
∑
a∈δ+(X)
‖Qa‖ . (43)
Consider that for β ∈ (α1, α2) such that X ∈ Xβ we have that τ and σ are
independent of β. This implies that Xβ is independent of β. Since β is arbitrary
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on the open interval (α1, α2), then for any α ∈ (α1, α2) we conclude that Xα is
constant. 
At a break point (α, xsr(α)), the following holds.
Theorem 3.11 Let Xα1 and Xα2 be the minimal cuts on two neighboring inter-
vals (α1, α) and (α, α2) respectively. Then the minimal cut set at the breakpoint
(α, xsr(α)) satisfies
Xα ⊇ Xα1
⋃
Xα2 . (44)
Proof: By Theorem 3.10, the minimal cuts Xα1 and Xα2 are constant on
the interval (α1, α) and (α, α2) respectively. This implies that at the break-
point (α, xsr(α)), the minimal cuts Xa contains Xα1 and Xα2 . Thus the proof
is followed. 
In the following example, we show that it is possible to have n+1 different linearity
interval and n breakpoints.
Example 3.12 Consider a network as shown in Figure 3 with n ≥ 2.
1 2 3 i j n n + 1
c1 c2 ci cn
Figure 3: A simple network
We show that it is possible to have n + 1 different linearity intervals and n break-
points. For a given R, define
ck =
R
sin γk
, where γk = k(
pi
2n
), k = 1, 2, . . . , n. (45)
The matrix Q is a diagonal matrix with
Qkk = − cot γk. (46)
Then
αmax = min
k
{
R
cos γk
sin2 γk
}
. (47)
As an example, for a case with R = 1 and n = 4, the nominal arc capacities cn
and the matrix Q are
cn =


1.0353
1.1547
1.4142
2.0000
3.8637
∞


,Q =


−0.2679 0 0 0 0 0
0 −0.5774 0 0 0 0
0 0 −1.0000 0 0 0
0 0 0 −1.7321 0 0
0 0 0 0 −3.7321 0
0 0 0 0 0 0


. (48)
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Figure 4: Optimal value function.
In Figure 4, we see that there are four breakpoints and five linearity intervals for
α ∈ [0, 1.0353].
In the next subsection we discuss a special case of ellipsoid, i.e the maximum
volume ellipsoid inscribing a box.
3.6 A special case: the maximum volume ellipsoid inscrib-
ing a box
In this subsection we discuss a special case of ellipsoid, i.e., the maximum volume
ellipsoid inscribing a box. The box uncertainty set in (18) and the ellipsoidal
uncertainty set in (25) will be denoted by I and E .
Theorem 3.13 The ellipsoid E given by
E = {c : c = cn +Qw, ‖w‖ ≤ 1} (49)
is the maximum volume ellipsoid inscribing a box I of form
I = {c : ` ≤ c ≤ u}, (50)
if
cn =
(
u + `
2
)
, and Q = diag
(
u− `
2
)
. (51)
Proof: The ellipsoid E is contained in I if and only if
`a ≤ (c
n)a + (Qa)
T w ≤ ua, ∀a ∈ A, ∀w : ‖w‖ ≤ 1. (52)
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This is equivalent to
`a ≤ c
n
a − ‖Qa‖ and c
n
a + ‖Qa‖ ≤ ua, (53)
hence the following holds
‖Qα‖ ≤
ua − `a
2
, ∀a ∈ A. (54)
Consider that from (53), we have that
‖Qa‖ ≤ ua − c
n
a , (55)
‖Qa‖ ≤ c
n
a − `a. (56)
This shows us that ‖Qα‖ is maximal if ua − c
n
a = c
n
a − `a, in which case we have
cna =
ua + `a
2
. (57)
Now, to show that volume E is maximal when Q = diag
(
ua−`a
2
)
, let I be a
full dimensional box uncertainty. This implies that E is full dimensional as well.
Thus, rank(Q) = |A|. This means that Q−1 exists. This implies that ∀c ∈ E the
following holds
w = (c− cn)Q−1. (58)
Thus, c ∈ E if and only if ‖w‖ ≤ 1, which is equivalent to∥∥(c− cn)Q−TQ−1(c− cn)∥∥ ≤ 1. (59)
The volume of this ellipsoid is inverse proportional to det(Q−TQ−1), so it is pro-
portional to detQ2. By the Hadamard inequality for the determinant, we have
that
det(Q) ≤ ‖Q1‖2 ‖Q2‖2 ‖Q3‖2 . . .
∥∥Q|A|∥∥2 . (60)
The equality hold if and only if Qi ⊥ Qj for i 6= j. This implies that E is the
maximum-volume ellipsoid contained in I if and only if
Q = diag
(
u− `
2
)
. (61)

For the RMFP with ellipsoid E , we have the following result.
Theorem 3.14 Let E be the maximum volume ellipsoidal inscribing the box I
with cn and Q as stated in (51). Then the RMFP with ellipsoid uncertainty set E
and the RMFP with box uncertainty set I have the same solution.
Proof: Consider the RMFP with ellipsoidal uncertainty set E with cn and Q as
stated in (51). In this case the flow on arc a has form
xa ≤ c
n
a − ‖Qa‖ =
ua + `a
2
−
ua − `a
2
= `a. (62)
Thus, the RMFP with ellipsoid E merely is the RMFP with box I. 
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4 Conclusions
In all considered cases, the RMFP merely is the usual maximum flow problem with
modified arc capacities. In the case of box uncertainty the capacity of each arc is
its lowest value in the box. In the case of ellipsoidal uncertainty, the capacity of
each arc a is cna −‖Qa‖ where c
n
a is the nominal arc capacity and Qa is the column
of Q corresponding to a. We showed that in the parametric case the RMF value
is a piecewise monotonically decreasing linear concave function of nonnegative
parameter α.
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TESTING FOR STOCHASTIC DOMINANCE
R. Zitikis
University of Western Ontario, London, Canada
Abstract. Researchers and practitioners are frequently interested in comparing
various random variables. These can, for example, be loss variables in Actuarial
Science, incomes in Econometrics, survival times in Medical Sciences. Various
notions of stochastic comparison, usually called stochastic dominance, have been
proposed in the literature and used in practice. Among them are, for example,
marginal conditional stochastic dominance, Lorenz dominance, second and higher
order stochastic dominance. In this paper we discuss a number of such notions and
also show how to develop test statistics and the corresponding statistical inferen-
tial theory for them. Non-parametric and parametric approaches are considered
in detail, including bootstrap based techniques for estimating critical values.
Key-words: marginal conditional stochastic dominance, concentration curve,
Lorenz curve, Gini index, L-statistic, confidence interval, hypothesis test, non-
parametric statistics, parametric statistics, bootstrap, asymptotic distribution.
1 Introduction
Let α = {α1, . . . , αn} be a portfolio with n assets. Let
∑n
i=1 αi = 1, which means
100%. Let ri be the rate of return on asset i. Then the portfolio rate of return is
P =
∑n
i=1 αiri. Denote the distribution function of P by FP , and define (cf. [33])
the absolute concentration curve (ACC) by
Ai(t) = E
[
ri1
{
P ≤ F−1P (t)
}]
, 0 < t < 1.
We are interested if the ith asset is dominated by the jth asset (cf. [33], [34]). This
introduces the notion of marginal conditional stochastic dominance (MCSD) that
can, for example, be formulated in terms of the hypotheses
H0 : Ai(t) ≤ Aj(t) ∀ t ∈ (0, 1),
H1 : Ai(t) > Aj(t) ∃ t ∈ (0, 1).
Naturally, testing the above hypotheses is based on empirical estimators of the two
ACCs. We shall next discuss a non-parametric approach to solving this problem.
Let X be a random variable with cdf F ; we write this as X ∼ F . Furthermore,
let Y ∼ G be a random variable with finite first moment E[Y ]. The ACC is
AF,G(t) = E
[
Y 1
{
X ≤ F−1(t)}] , 0 < t < 1.
We shall later use the fact that if the cdf F is continuous, then (cf., e.g., [30])
AF,G(t) =
∫ t
0
µY |X(F−1(u)) d u. (1)
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where µY |X is the regression function defined by µY |X(x) = E[Y |X = x]. In the
special case when Y = X, we have µX|X(x) = x and thus
AF,F (t) =
∫ t
0
F−1(u) d u = ALCF (t).
The function ALCF , defined by the right-most equality above, is called the abso-
lute Lorenz curve (ALC). Note in passing that since the ALC is a special case of
the ACC, the following set of hypotheses (defining the absolute Lorenz dominance)
is a special case of those in the MCSD context: the null hypothesis is ALCF (t) ≤
ALCG(t) ∀t ∈ (0, 1), and the alternative is ALCF (t) > ALCG(t) ∃t ∈ (0, 1). We
next discuss how to construct empirical estimators for the ACC and then explain
an econometric meaning of the ALC. This will in turn give us an insight into the
econometric meaning of the ACC.
The idea of constructing an empirical ACC can be presented as follows (cf., e.g,
[30], [31])
AF,G(t) ≈ 1
n
n∑
i=1
Yi1{Xi ≤ F−1(t)} ≈ 1
n
n∑
i=1
Yi1{Xi ≤ F−1n (t)} = ÂF,G(t)
with the right-most equality defining the estimator ÂF,G of AF,G. For the sake
of practical implementation it is useful to note that ÂF,G(t) equals 1n
∑k
i=1 Y(i)
for all t ∈ ((k − 1)/n, k/n], where Y(1), . . . , Y(n) are the induced order statistics of
Y1, . . . , Yn corresponding to X1:n ≤ · · · ≤ Xn:n. Next, we discuss the promised
econometric meaning of the ALC.
Let X1, X2, · · · , Xn be the incomes of n individuals. Order the incomes,
which gives the order statistics X1:n ≤ X2:n ≤ · · · ≤ Xn:n. Connect the points
(k,
∑k
i=1Xi:n), k = 0, 1, . . . , n, using straight lines, which gives the function∑[x]
i=1Xi:n+(x− [x])X[x]+1:n. The function has the domain of definition [0, n], and
it is therefore convenient to re-define it so that its domain of definition would be
[0, 1]. This gives the function
∑[nt]
i=1Xi:n + (nt − [nt])X[tn]+1:n. Divide the latter
formula by n and note the equalities
1
n
[nt]∑
i=1
Xi:n +
(
nt− [nt]
n
)
X[nt]+1:n =
∫ t
0
F−1n (s) d s = ALCn(t),
where the right-most equality defines the absolute Lorenz curve ALCn correspond-
ing to the (empirical) cdf Fn. Hence, the ALC can be used to describe the dis-
tribution of incomes in a population, or in a sample, depending on the problem
at hand (cf., e.g., [7], [8], [9], [30], and references therein). On the topic, we also
refer to [3] and [13] for a number of other interesting applications and theoretical
results concerning absolute and relative LCs.
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2 Estimating the ACC and testing for the MCSD
Before constructing a test for the MCSD, we need to investigate asymptotic prop-
erties of the empirical ACC ÂF,G over the entire domain of definition (0, 1). As
the first step toward this goal, we work out our intuition on the topic by looking
at the asymptotic behaviour of ÂF,G(t) for any fixed t ∈ (0, 1). Assume that the
cdf F be continuous. Furthermore, assume that t ∈ (0, 1) is a continuity point of
the function µY |X(F−1(t)). Then (cf. [5], [29])
√
n
(
ÂF,G(t)−AF,G(t)
)→d N (0, v2F,G(t)),
where the asymptotic variance v2F,G(t) is given by
v2F,G(t) = µ
2
Y |X(F
−1(t))t(1− t) +
∫ t
0
σ2Y |X(F
−1(u))du
+
∫ t
0
µ2Y |X(F
−1(u))du−
(∫ t
0
µY |X(F−1(u))du
)2
with the notation σ2Y |X(x) = Var[Y |X = x]. In a standard way we now derive
the asymptotic (1− α)100% confidence interval (CI) for AF,G(t):
ÂF,G(t)± zα/2 vF,G(t)√
n
with the notation zα/2 = Φ−1(1 − α2 ). Of course, the above CI is not readily
applicable in practice because vF,G(t) depends on the (unknown) cdfs F and G.
Since the formula of vF,G(t) is fairly complex, instead of finding a plug-in estimator
we suggest using a bootstrap approximation. This leads to the following CI for
AF,G(t):
ÂF,G(t)± z
∗
α√
n
,
where z∗α is defined as follows. Given the original n observations, which are inde-
pendent pairs (Y1, X1), . . . , (Yn, Xn), we sample with replacement from the n pairs
and obtain n new pairs, which we denote by (Y ∗1 , X
∗
1 ), . . . , (Y
∗
n , X
∗
n). Using these
new pairs, we construct the corresponding ACC, which we denote by Â∗X,X(t).
Next, we calculate the quantity (note the absolute value)
√
n
∣∣Â∗X,X(t)− ÂF,G(t)∣∣ (2)
and then repeat the whole procedureM times. Finally, we define z∗α as the smallest
real number z such that the proportion of the obtained M values of the quantity
in (2) is at least 1− α.
Now we construct confidence bands (CBs) for the ACC. Naturally, instead of point-
wise limit results, we now need the corresponding ones that hold uniformly over
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the entire interval (0, 1). That is, we need to establish the asymptotic behaviour
of the quantity √
n sup
0<t<1
|ÂF,G(t)−AF,G(t)|.
This can be achieved by proving weak convergence of the stochastic process
√
n(ÂF,G−
AF,G), and it appears (cf. [5], [29]) that it converges to the Gaussian process ΓF,G
defined by
ΓF,G(t) = −
∫
(0,t]
B(u) dµY |X(F−1(u)) +
∫
(0,t]
σ2Y |X(F
−1(u)) dW(u),
where the Brownian bridge B and the Wiener process W are independent. Of
course, keeping in mind the conditions that we have imposed for the validity of
the point-wise results, we now require the continuity of F and µY |X(F−1(·)) over
their respective domains of definition. In addition, we also assume that there are
constants 0 < a < 12 and c < ∞ such that ta(1 − t)a|µY |X(F−1(t))| ≤ c for all
t ∈ (0, 1). Under these conditions, we formulate the following CB for AF,G:
ÂF,G(t)± z
∗
α√
n
, 0 < t < 1,
where the bootstrap-based z∗α is defined along the corresponding lines above but
this time with
√
n supt |Â∗X,X(t)− ÂF,G(t)| instead of quantity (2).
We are now ready to discuss testing the hypotheses (MCSD)
H0 : AF,G(t) ≤ AF,H(t) ∀ t ∈ (0, 1),
H1 : AF,G(t) > AF,H(t) ∃ t ∈ (0, 1).
Note that under the null hypothesis H0 the supremum of the difference AF,G(t)−
AF,H(t) over all t ∈ (0, 1) is non-positive, whereas under the alternative H1 the
supremum is strictly positive. Based on these observations, we now construct a
test statistic. Let (Z1, Y1, X1), . . . , (Zn, Yn, Xn) be n independent triplets with
Xi ∼ F , Yi ∼ G, and Zi ∼ H. Furthermore, let ÂF,G(t) be the empirical ACC
based on the pairs (Y1, X1), . . . , (Yn, Xn), and let ÂF,H(t) be the empirical ACC
based on (Z1, X1), . . . , (Zn, Xn). The test statistic for H0 vs H1 is given by
Sn,m =
√
nm
n+m
sup
0<t<1
(
ÂF,G(t)− ÂF,H(t)
)
.
Note that under the null hypothesis H0 we have the bound
Sn,m ≤
√
nm
n+m
sup
0<t<1
((
ÂF,G(t)−AF,G(t)
)− (ÂF,H(t)−AF,H(t)))
with the quantity on the right-hand side having a non-degenerate limiting distri-
bution under both the null and the alternative hypotheses when the sample sizes
n and m tend to infinity so that m/(n+m)→ η for a constant η ∈ (0, 1). Under
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the alternative H1, we have Sn,m → ∞, which gives the desired performance of
the test statistic Sn,m. For calculating the critical values of the test, we employ
bootstrap along the lines above but with the following quantity instead of (2):√
nm
n+m
sup
0<t<1
∣∣∣(Â∗F,G(t)− ÂF,G(t))− (Â∗F,H(t)− ÂF,H(t))∣∣∣
In some circumstances it might be reasonable to assume certain parametric families
and then develop the corresponding statistical tests about the ACC either point-
wise or uniformly over the interval (0, 1). As an example, assume that Y = G1 ∼
N (µ1, σ21) and X = G1 + G2, where G2 ∼ N (µ2, σ22). Since the cdf of X is
continuous, we use formula (1) to calculate the ACC and notice that µY |X(x) =
a+ bx with the coefficients
a = µY − ρσY
σX
µX and b = ρ
σY
σX
.
It is easy to check that b = (σY /σX)2 and
∫ t
0
Φ−1(u)du = −φ(Φ−1(t)) , which
are the two formulas needed to make the derivation of the the following equality
straightforward:
AF,G(t) = µ1t− h(σ21 , σ22)φ
(
Φ−1(t)
)
with h(x, y) =
x√
x+ y
.
The maximum likelihood estimators of µ1, σ21 , and σ
2
2 are, respectively,
G1 =
1
n
n∑
i=1
G1,i, s
2
1 =
1
n
n∑
i=1
(
G1,i −G1
)2
, s22 =
1
n
n∑
i=1
(
G2,i −G2
)2
.
Hence, the parametric estimator of AF,G(t) is
ÂF,G(t) = G1t− h(s21, s22)φ
(
Φ−1(t)
)
.
Construction of CIs is now based on establishing the limiting distribution of
√
n
(
ÂF,G(t)−AF,G(t)
)
, (3)
whereas construction of CBs can be based - depending on desired results - on any
of the following two statements:
√
n sup
0<t<1
∣∣ÂF,G(t)−AF,G(t)∣∣, √n sup
0<t<1
w(t)
∣∣ÂF,G(t)−AF,G(t)∣∣. (4)
This program of research can be developed with the help of the delta method
or, simply, using the Taylor formula. Take also into account that s21 − σ21 equals
n−1
∑n
i=1 ξ1,i−(G1−µ1)2, where we have used the notation ξ1,i = (G1,i−µ1)2−σ1.
Analogous representation holds for s22−σ22 with the obvious definition of ξ2,i. The
following asymptotic result is now easy:
√
n
(
ÂF,G(t)−AF,G(t)
)→d N (0,Var[η(t)]),
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where η(t) = (G1,1 − µ1)t − (ξ1,1h′x(σ21 , σ22) + ξ2,1h′y(σ21 , σ22))φ(Φ−1(t)). Write the
variance Var[η(t)] as H(µ1, µ2, σ21 , σ
2
2) and in this way define the function H. We
obtain the following CI for AF,G(t):
ÂF,G(t)± zα/2
√
H(G1, G2, s21, s
2
2)√
n
.
Instead of the above plug-in estimator of the variance, we can use bootstrap to
estimate the margin of error, which we do next. Namely, using simple random sam-
pling, we generateG∗1,1, . . . , G
∗
1,n from the original sampleG1,1, . . . , G1,n. Likewise,
from G2,1, . . . , G2,n we generate G∗2,1, . . . , G
∗
2,n. Next we calculate
√
n|Â∗F,G(t)− ÂF,G(t)| (5)
and then repeat the procedure M times. Having thus obtained M values of quan-
tity (5), we define z∗α as the smallest number z such that at least 100(1− α)% of
the proportion of those M values that are at or below z is at least 1 − α. This
gives the asymptotic 100(1− α)% CI for AF,G(t):
ÂF,G(t)± z∗α
1√
n
.
The above arguments can easily be adapted for deriving limiting distributions of
the two suprema in (4) as well.
3 Absolute Lorenz dominance and related notions
Let X ≥ 0 and Y ≥ 0 be two random variables with cdfs F and G respectively.
If X tends to take on larger values than Y , then the cdf F should tend to be
below the cdf Y . This leads to the notion of first order stochastic dominance:
F (x) ≤ G(x) ∀ x ≥ 0. Comparing the corresponding areas under the two cdfs F
and G leads to the notion of second order stochastic dominance (SSD), meaning
that
∫ x
0
F (y)dy ≤ ∫ x
0
G(y)dy ∀ x ≥ 0 (cf., e.g., [2], [4], [10], [11], [16], [20], [21],
[22], [35], and references therein). The latter inequality can written as
∆F (x) ≤ ∆G(x) ∀ x ≥ 0,
where we have used the notation ∆F (x) =
∫ x
0
F (y)dy. Simple geometrical argu-
ments show that the SSD is equivalent to the absolute Lorenz dominance (ALD),
which is defined as
∫ t
0
F−1(s)ds ≥ ∫ t
0
G−1(s)ds ∀ 0 < t < 1 or, equivalently,
ALCF (t) ≥ ALCG(t) ∀ 0 < t < 1,
with the already introduced notation for the ALC. Since ALD and SSD are equiv-
alent, and since the latter notion is somewhat easier to tackle from the technical
point of view, we formulate the following hypotheses
H0 : ∆F (x) ≤ ∆G(x) ∀ x ≥ 0,
H1 : ∆F (x) > ∆G(x) ∃ x ≥ 0.
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Define a test statistic by
Tn,m = sup
x≥0
Vn,m(x) with Vn,m(x) =
√
nm
n+m
(
∆̂F (x)− ∆̂G(x)
)
,
where ∆̂F (x) =
∫ x
0
F̂ (y)dy with the empirical cdf F̂ based on n observations of X,
and with Ĝ based on m observations of Y . We assume that the Xs and Y s are
all independent. Under the null hypothesis H0 and when m/(n+m)→ η ∈ (0, 1),
we have
Tn,m ≤ T˜n,m →d sup
x≥0
Γ(x).
In the statement above,
T˜n,m = sup
x≥0
(
Vn,m(x)−
√
nm
n+m
(
∆F (x)−∆G(x)
))
,
and Γ is a Gaussian process. It is worthwhile noting that since we are later going
to use a bootstrap approximation to estimate critical values, we do not really need
to know the Gaussian process Γ explicitly, except that we want to make sure that
the process is well defined and non-degenerate. The validity of these facts can be
derived from the hint√
nm
n+m
(
∆̂F (x)−∆F (x)
)⇒ √η ∫ x
0
B(F (y))dy,
where we assume of course that the second moment of X is finite, as well as the
second moment of Y . Finally we note that under the alternative H1, the test
statistic Tn,m tends to infinity when n and m tend to infinity in the fashion spec-
ified above. Hence, the test statistic Tn,m separates the null hypothesis from the
alternative. We shall now modify the null hypothesis H0 and in this way introduce
a new ‘twist’ into our discussion.
Suppose that we are interested in testing whether the distribution of incomes
during a year “F” changed if compared to a year “G” so that ∆F (x) > ∆G(x) for
some x ≥ 0. This leads to the formulation of the hypotheses (cf. [16])
Heq0 : F (x) = G(x) ∀ x ≥ 0,
H1 : ∆F (x) > ∆G(x) ∃ x ≥ 0.
Under the null hypothesis Heq0 we have
Tn,m →d sup
x≥0
Γeq(x),
where the Gaussian process Γeq is defined by Γeq(x) =
∫ x
0
B(F (y))dy. In order to
see why the latter limiting process appears under Heq0 , we write the equality (in
distribution)
√
η
∫ x
0
B1(F (y))dy +
√
1− η
∫ x
0
B2(F (y))dy =d
∫ x
0
B(F (y))dy.
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Coming back to our main discussion, we note that since the limiting distribution
of Tn,m depends on the (unknown) cdf F , we use a bootstrap approximation to
estimate critical values of the test (cf. [16]). The null hypothesis Heq0 allows us
to pool the Xs and the Y s, which we do and arrive at the pooled cdf Fpool =
n
n+m F̂ +
m
n+m Ĝ. Next, we generate two samples, X
∗
1 , . . . , X
∗
n and Y ∗1 , . . . , Y
∗
m,
from the (same) pooled cdf Fpool. Denote the empirical cdfs based on the first and
the second new samples by F̂ ∗ and Ĝ∗ respectively. Define
T ∗n,m =
√
nm
n+m
sup
x≥0
(
∆̂∗F (x)− ∆̂∗G(x)
)
.
With the conditional cdf L∗(z) = P[T ∗n,m ≤ z | original Xs and Y s ] we define an
estimator of zα by z∗α = inf{z ≥ 0 : L∗(z) ≥ 1− α}. It now remains to note that
P[Tn,m > z∗α]→ α under Heq0 , and P[Tn,m > z∗α]→ 1 under the alternative H1.
4 Gini-type indices and their estimation
We have noted already that there is an interest in comparing ALCs and, more
generally, ACCs. The comparison, however, might in a sense not be as strict as
we have considered above. Indeed, we might only wish to compare areas under
the curves, which is in the spirit of our reasoning encountered earlier when making
a transition from the first to the second order SD. To continue the discussion,
choose as an example ALCF . From the definition of the curve we see that ALCF
is convex, with ALCF (0) = 0 and ALCF (1) = µF . Hence, we can consider the
area between the ALCF and t 7→ tµF , as a measure of inequality among the X
values. To see this more transparently, note that if X = c for a constant c > 0,
then ALCF is exactly the straight line t 7→ tµF , and thus the area between the
two curves is zero. This leads to the definition of the absolute weighted Gini index
(cf., e.g., [42], [43], and references therein)
AGF (w) =
1
b(w)
∫ 1
0
(tµF −ALCF (t))w(t)dt,
where w : (0, 1)→ (0,∞) is a function chosen by the researcher and such that the
constant b(w) =
∫ 1
0
tw(t)dt is finite and strictly positive. Note that if w(t) ≡ 1,
then AGF (w) is the (classical) absolute Gini index AGF , and if w(t) = (1− t)ν−2,
then AGF (w) is the absolute S-Gini index AGF,ν (cf., e.g., [44], and references
therein). Note also that if we divide AGF (w) by µF , then we get the relative
weighted Gini index RGF (w) = µ−1F AGF (w). Certainly, we assume that µF > 0.
Note that RGF (w) ∈ [0, 1], with RGF (w) = 0 in the case of “perfect equality”
and RGF (w) = 1 in the case of “extreme inequality”.
In the definitions of absolute and relative (weighted) Gini indices we have two
ingredients that make the indices dependent on the population cdf F : first, the
mean µF , and second, the absolute Lorenz curve ALCF . Hence, in order to con-
struct empirical estimators for the indices, we need to construct estimators for µF
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and ALCF . It is a standard problem to estimate the mean, and we have already
discussed how to estimate ACCs. This essentially solves the problem. There is,
however, a better way to approach the problem, and it employs L-statistics. To
see this, we define a function ψ by the equation ψ(t) =
∫ 1
t
w(s)ds, notice that w(t)
equals −ψ′(t), then integrate by parts, and finally arrive at the equality
AGF (w) = µF − 1
b(w)
∫ 1
0
F−1(t)ψ(t)dt.
Here again we have two quantities to estimate: the first one is the mean µF =∫ 1
0
F−1(t)dt and second one is
∫ 1
0
F−1(t)ψ(t)dt, which we denote by LF . (Note
that the mean µF is LF with ψ(t) ≡ 1.) We estimate LF using the L-statistic
(i.e., linear combination of order statistics)
L̂F =
n∑
i=1
(∫ i/n
(i−1)/n
ψ(s)ds
)
Xi:n,
which has a well understood asymptotics (cf. [14], [32], [37], [38], and references
therein). In addition to the econometric context that we have hinted at above, the
quantity LF also appears in the actuarial literature (cf. [17], [18], [19], [41]).
Assumption. Let ψ be continuous on (0, 1), and let there exist α, β > 1/2 and
c <∞ such that |ψ(s)| ≤ csα−1(1− s)β−1 for all 0 < s < 1. Furthermore, assume
that E[|X|γ ] <∞ for some γ > 1/(α− 1/2) and γ > 1/(β − 1/2).
Under Assumption, it is well known (cf., e.g., [14], [32], [37], [38], [39], [42]) that
√
n(L̂F − LF )→d N (0, QF,F (ψ)),
where
QF,F (ψ) =
∫∫
(F (x ∧ y)− F (x)F (y))ψ(F (x))ψ(F (y))dxdy.
Replacing F by its empirical estimator Fn in the formula above, we have under
Assumption that
Q̂F,F (ψ) =
n−1∑
j,k=1
(
j
n
∧ k
n
− j
n
k
n
)
ψ
(
j
n
)
ψ
(
k
n
)
(Xj+1:n −Xj:n)(Xk+1:n −Xk:n)
is a consistent estimator of QF,F (ψ). Hence, using Slutsky’s arguments, we obtain
√
n (L̂F − LF )√
Q̂F,F (ψ)
→d N (0, 1),
which can be used for testing hypothesis about LF and also for constructing asymp-
totic CIs for LF .
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Since quadratic forms usually converge slowly, instead of the above empirical vari-
ance we can use a bootstrap approximation to construct CIs. Namely, we have
the following 100(1− α)% CI for LF
L̂F ± z∗α
1√
n
,
where z∗α is defined as follows. From the original sample X1, . . . , Xn we sample
with replacement n values X∗1 , . . . , X
∗
n. Then we calculate the corresponding risk
measure and denote it by L̂∗F . Next we calculated the quantity
√
n|L̂∗F − L̂F | (6)
and repeat the procedure M times. Finally, we define z∗α as the smallest value of
z such that at least 100(1− α)% of the obtained M values of the quantity (6) are
at or below z.
Because of various reasons the researcher might want to assume parametric families
for modeling population distributions. As an example, consider the following three
distributions (cf. [1], [18]):
• Exponential F1(x) = 1− e−(x−x0)/θ, x > x0, with parameter θ > 0;
• Pareto F2(x) = 1− (x0/x)γ , x > x0, with parameter γ > 0;
• Log-normal F3(x) = Φ(log(x− x0)− µ), x > x0, with parameter µ ∈ R.
We also assume that ψ(t) = r(1 − t)r−1 for some parameter r > 0.5. Given the
information above, the following formulas hold (cf. [1])
LF1 = x0 +
θ
r
, LF2 = x0 +
x0
γr − 1 , LF3 = x0 + cre
µ,
where we have assumed γ > 1/r and defined cr =
∫
(1 − Φ(z))rezdz. The cor-
responding empirical estimators L̂F1 , L̂F2 , and L̂F3 are defined by replacing the
parameters θ, γ, and µ by their respective maximum likelihood estimators (MLEs)
(cf., e.g., [1])
θ̂ =
1
n
n∑
i=1
(Xi − x0), γ̂ = 11
n
∑n
i=1 log(Xi/x0)
, µ̂ =
1
n
n∑
i=1
log(Xi − x0).
Using the delta method and the classical CLT, we obtain the statement
√
n (L̂F − LF )√
QF,F (ψ)
→d N (0, 1)
with the expressions
QF1,F1(ψ) =
θ2
r2
, QF2,F2(ψ) =
r2x20γ
2
(γr − 1)4 , QF3,F3(ψ) = c
2
re
2µ.
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The empirical estimators Q̂F1,F1(ψ), Q̂F2,F2(ψ), and Q̂F3,F3(ψ) of the quantities
above are obtained by replacing the parameters θ, γ, and µ by their respective
MLEs (cf. [1], [18]). We can now construct CIs for, and also test various hypothe-
ses about, LF .
Parametric bootstrap based CIs for LF can be constructed as follows. First we cal-
culate θ̂, γ̂, and µ̂ using the original data. Then we simulate from the exponential
distribution with θ̂, Pareto with γ̂, and log-normal with µ̂. From the new samples
we calculate, respectively, θ̂∗ = n−1
∑n
i=1(X
∗
i − x0), γ̂∗ = . . . , and µ̂∗ = . . . Then
we calculate L̂∗F1 = x0+ θ̂
∗/r, L̂∗F2 = . . . , and L̂
∗
F3
= . . . . For any F ∈ {F1, F2, F3},
we calculate √
n|L̂∗F − L̂F |. (7)
Then we repeat the procedure M times and define z∗α as the smallest value z such
that at least 100(1−α)% of the obtained M values of quantity (7) are at or below
z. The 100(1− α)% CI for LF is
L̂F ± z∗α
1√
n
.
5 Comparing Gini-type indices
In addition to estimating indices individually, it is also of interest to compare them
(cf. [18], [19], [26], [27], [28]). Consider comparing two Gini-type indices (cf. [18]).
Scenario I (independent samples; cf. [18]) Assume that: first, X1, X2, . . . , Xn
are i.i.d. r.v.’s with cdf F and finite second moments; second, Y1, Y2, . . . , Ym are
i.i.d. r.v.’s with cdf G and finite second moments; and third, the r.v.’s X1, . . . , Xn,
Y1, . . . , Ym are independent.
We already know that
√
n(L̂F − LF ) →d N (0, QF,F (ψ)). With this asymptotic
results and also an analogous one for G, we obtain that
(L̂F − L̂G)− (LF − LG)√
QF,F (ψ)
n +
QG,G(ψ)
m
→d N (0, 1)
when m/(n+m)→ η ∈ (0, 1). The result holds in both non-parametric and para-
metric setups, and desired formulas for estimators and their asymptotic variances
have already been derived above, when discussing the estimation of individual in-
dices. Hence, we omit further details concerning Scenario I and concentrate on
the case when the random variables Xs and Y s are paired.
Scenario II (paired samples; cf. [18]) Assume that: first, X1, X2, . . . , Xn
are i.i.d. r.v.’s with cdf F and finite second moments; second, Y1, Y2, . . . , Yn are
i.i.d. r.v.’s with cdf G and finite second moments; and third, the pairs (Xi, Yi),
i = 1, . . . , n, are independent but their coordinates Xi and Yi might be dependent.
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Due to dependence, the individual asymptotic results for L̂F and L̂G do not imply
desired results for the difference L̂F − L̂G. Hence, we make a step back in our
earlier considerations and start with the asymptotic representation
√
n(L̂F − LF ) = 1√
n
n∑
i=1
∆F,ψ(Xi) + oP(1)
and also with an analogous one for
√
n(L̂G −LG). It is instructive to see how the
above representation is derived:
√
n(L̂F − LF ) =
√
n
∫ ∞
−∞
x d (Ψ(Fn(x))−Ψ(F (x))) = 1√
n
n∑
i=1
∆F,ψ(Xi) + oP(1),
where we have used the integration-by-parts and the Taylor formulas, and also the
notation
Ψ(t) =
∫ t
0
ψ(s)ds and ∆F,ψ(x) = −
∫
(1{x ≤ z} − F (z))ψ(F (z))dz.
Note that the variance of ∆F,ψ(x) is the earlier defined quantity QF,F (ψ). Hence,
with the notation ζi = ∆F,ψ(Xi)−∆G,ψ(Yi) we have the representation
√
n
(
(L̂F − L̂G)− (LF − LG)
)
=
1√
n
n∑
i=1
ζi + oP(1).
We see that E[ζi] = 0 and Var[ζi] = QF,F (ψ) +QG,G(ψ)− 2QF,G(ψ). Hence, the
classical CLT implies
√
n
(
(L̂F − L̂G)− (LF − LG)
)√
QF,F (ψ) +QG,G(ψ)− 2QF,G(ψ)
→d N (0, 1).
Because of practical considerations, the denominator needs to be estimated. We
already know that Q̂F,F (ψ) and Q̂G,G(ψ) are such estimators of QF,F (ψ) and
QG,G(ψ), respectively. We are therefore left to discuss only the estimation of
QF,G(ψ) =
∫∫
(P{X ≤ x, Y ≤ y} − F (x)G(y))ψ(F (x))ψ(G(y))dxdy.
Replacing the population quantities by their empirical counterparts and then sub-
dividing the two integration regions into subintervals using order statistics, we
arrive at the consistent estimator for QF,G(ψ):
Q̂F,G(ψ)
=
n−1∑
j,k=1
∫ Xj+1:n
Xj:n
∫ Yk+1:n
Yk:n
(
1
n
n∑
i=1
1{Xi ≤ x, Yi ≤ y} − j
n
k
n
)
ψ
(
j
n
)
ψ
(
k
n
)
dxdy.
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The presence of integrals in the formula above is not convenient from the practical
point of view, but we can rewrite it without using any integrals. Toward this end,
we first write the sum
∑n
i=1 1{Xi ≤ x, Yi ≤ y} as
∑n
i=1 1{Xi:n ≤ x, Y(i) ≤ y},
where Y(1), . . . , Y(n) are the induced order statistics corresponding to X1:n ≤ · · · ≤
Xn:n. Then we note that when x ∈ (Xj:n, Xj+1:n) and y ∈ (Yk:n, Yk+1:n), then the
sum
∑n
i=1 1{Xi:n ≤ x, Y(i) ≤ y} equals
∑j
i=1 1{Y(i) ≤ Yk:n}, and we denote the
latter one by κn(j, k). Summarizing the discussion, we have the equation
Q̂F,G(ψ) =
n−1∑
j,k=1
(
κn(j, k)
n
− j
n
k
n
)
ψ
(
j
n
)
ψ
(
k
n
)
(Xj+1:n−Xj:n)(Yk+1:n−Yk:n).
Using Slutsky’s arguments, we arrive at the statement
√
n
(
(L̂F − L̂G)− (LF − LG)
)√
Q̂F,F (ψ) + Q̂G,G(ψ)− 2Q̂F,G(ψ)
→d N (0, 1),
which we can use for constructing CIs for the difference LF − LG and also for
testing various hypotheses about LF and LG (cf. [18]).
Instead of the plug-in estimator for the asymptotic variance, we can employ a
bootstrap approximation. This can be done as follows. Starting with the original
pairs (X1, Y1), . . . , (Xn, Yn), we calculate L̂F and L̂G using the first and the second
coordinates respectively. Next, we sample with replacement from the original pairs
and obtain the new ones (X∗1 , Y
∗
1 ), . . . , (X
∗
n, Y
∗
n ). Using the first and the second
coordinates of the new pairs, we calculate L̂∗F and L̂
∗
G, respectively. Then we
calculate the quantity
√
n|(L̂∗F − L̂∗G)− (L̂F − L̂G)| (8)
and repeat the above procedure M times. Finally, we define z∗α as the smallest
value z such that at least 100(1 − α)% values of quantity (8) are at or below z.
The CI for LF − LG is (cf. [18])
L̂F − L̂G ± z∗α
1√
n
.
We can also work out the corresponding asymptotic results in the case of para-
metric families (cf. [18]). These are based on the statement
√
n
(
(L̂F − L̂G)− (LF − LG)
)√
QF,F (ψ) +QG,G(ψ)− 2QF,G(ψ)
→d N (0, 1),
where L̂F and L̂G are parametric estimators of LF and LG. As to the three
quantities in the denominator, from our earlier results we know how QF,F (ψ) looks
like when F ∈ {F1, F2, F3}. As to the third quantity, QF,G(ψ), some additional
calculations are needed. Assume, for example, that F is F1 (i.e., exponential with
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parameter θ > 0) and G is F2 (i.e., Pareto with parameter γ > 0). We already
have formulas for LF and LG, as well as for L̂F and L̂G with the MLEs θ̂ and γ̂.
Using the Taylor formula, we derive the asymptotic expansion
√
n
(
(L̂F − L̂G)− (LF − LG)
)
=
1√
n
n∑
i=1
{
1
r
(
(Xi − x0)− θ
)
− x0rγ
2
(γr − 1)2
(
log
(
Yi
x0
)
− 1
γ
)}
+ oP(1).
Hence,
QF,G(ψ) =
x0γ
2
(γr − 1)2Cov [X1 − x0, log(Y1/x0)]
=
x0γ
2
(γr − 1)2
(
E
[
G−1θ (U)G
−1
1/γ(V )
]− θ
γ
)
,
where U , V are (dependent) (0, 1)-uniform r.v.’s, andGθ(x) = 1−e−x/θ. If desired,
the joint distribution of U and V can be specified by choosing a copula (cf. [12],
[18], [25], [40]).
6 Summary and concluding remarks
In this paper we have discussed statistical inferential methods for estimating and
comparing concentration curves and Gini-type indices that play fundamental roles
when measuring economic inequality as well as in other areas of application. Both
parametric and non-parametric approaches have been discussed in various con-
texts, including the cases of independent and paired samples. Plug-in and boot-
strap based approaches for estimating critical values have been discussed exten-
sively. For a more complete picture of diverse areas of application with numerous
notions of stochastic dominance we refer, for example, to monographs [23], [24],
[36], as well as to references therein. We also note a few recent references where
quantities of the present paper are analyzed in the context of dependent observa-
tions: [6], [7], [8], [9], [15].
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STATISTICAL ESTIMATION OF A CYCLIC
POISSON INTENSITY FUNCTION
I Wayan Mangku
IPB, Bogor, Indonesia
Abstract. We will survey some recent results on estimating the intensity function
of a cyclic Poisson process. It is assumed that only a single realization of the
Poisson process is observed in a bounded window. We prove that a nonparametric
kernel type estimator of the intensity function of the cyclic Poisson process is
consistent, when the size of the window expands. We also compute the asymptotic
bias, variance and the mean-squared error of our estimator.
Next, we consider the problem to estimate a cyclic Poisson intensity function in
the presence of linear trend. For this slightly more complicated situation a new
kernel type estimator of the cyclic part is proposed and investigated in detail.
This is joint work with R. Helmers (CWI, Amsterdam) and R. Zitikis (UWO,
London Ont., Canada).
Key-words: cyclic Poisson process, intensity function, linear trend, nonparame-
tric estimation, consistency, bias, variance, mean-squared error.
1 Introduction
Let X be a Poisson point process on [0;1) with (unknown) locally integrable
intensity function ¸ which is assumed to consist of two components, namely a
periodic or cyclic component with (unknown) period ¿ > 0 and a (unknown)
linear trend component. In other words, for any point s 2 [0;1), we can write
the intensity function ¸ as
¸(s) = ¸c(s) + as (1)
where ¸c(s) is a periodic function with period ¿ and a denotes the slope of the
linear trend. We do not assume any (parametric) form of ¸c except that it is
periodic. That is we assume that the equality
¸c(s+ k¿) = ¸c(s) (2)
holds for all s 2 [0;1) and k 2 Z. Here we consider a Poisson point process on
[0;1) instead of, for instance, on R because ¸ has to satisfy (1) and must be non
negative. For the same reason we also restrict our attention to the case a > 0.
Let W1; W2; : : : be a sequence of intervals of [0;1), called windows, such that
the size or the Lebesgue measure jWnj of Wn is ¯nite for each ¯xed n 2 N, but
jWnj ! 1;
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as n!1. Furthermore, let hn be a sequence of positive real numbers such that
hn # 0 (3)
as n!1.
We will assume throughout that s is a Lebesgue point of ¸, which automatically
means that s is a Lebesgue point of ¸c as well. This assumption is a mild one
since the set of all Lebesgue points of ¸ is dense in R, whenever ¸ is assumed to
be locally integrable.
2 Purely cyclic Poisson process
In this section we present some recent results on estimating the intensity of a purely
cyclic Poisson process, that is Poisson process with intensity function ¸ = ¸c (cf.
(1) with a = 0). These results are special case of those in [4] and [5].
Suppose now that, for some ! 2 −, a single realization Xc(!) of the Poisson pro-
cess Xc de¯ned on a probability space (−;F ;P) with intensity function ¸ = ¸c is
observed, though only within a bounded interval, called 'window'W ½ [0;1). Our
goal is to construct a consistent non-parametric estimator of ¸c at a given point
s 2 [0;1) from a single realization Xc(!) of the Poisson process Xc observed in
W :=Wn. We also compute the asymptotic bias, variance, and the mean-squared
error of the proposed estimator.
Let ¿^n be any consistent estimator of the period ¿ , that is, ¿^n
p! ¿; as n ! 1.
One may use the estimators constructed in [1], [2], or [6].
With these notations, we now de¯ne the estimator of ¸c(s) as
¹¸
c;n(s) =
¿^n
jWnj
1X
k=¡1
Xc([s+ k¿^n ¡ hn; s+ k¿^n + hn] \Wn)
2hn
: (4)
The idea behind the construction of the estimator ¹¸c;n(s) is as follows. Since there
is only one realization of the Poisson process Xc available, we have to combine in-
formation about the (unknown) value of ¸c(s) from di®erent places of the window
Wn. For this reason, the periodicity of ¸c (cf. (2)), plays a crucial role.
Let Nn = #fk : s + k¿ 2 Wng and Bh(x) = [x ¡ h; x + h]. Then we have the
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following string of (approximate) equations
¸c(s) =
1
Nn
1X
k=¡1
¸c(s+ k¿)Ifs+ k¿ 2Wng
¼ 1
Nn
1X
k=¡1
1
jBhn(s+ k¿)j
Z
Bhn (s+k¿)\Wn
¸c(x)dx
¼ 1
Nn
1X
k=¡1
1
2hn
Xc(Bhn(s+ k¿) \Wn)
¼ ¿jWnj
1X
k=¡1
1
2hn
Xc(Bhn(s+ k¿) \Wn): (5)
We note that, in order to make the ¯rst ¼ in (5) works, we require the assumptions
that s is a Lebesgue point of ¸c and (3) holds true.
Thus, from (5) we conclude that the quantity
¸c;n(s) :=
¿
jWnj
1X
k=¡1
1
2hn
Xc(Bhn(s+ k¿) \Wn); (6)
can be viewed as an estimator of ¸c(s), provided that the period ¿ is known.
When we do not know the period, we modify the quantity in (6) by replacing the
unknown period ¿ by its estimator ¿^n and obtain (4)
Here are the main results.
Theorem 2.1 Let the intensity function ¸c be periodic and locally integrable. Fur-
thermore, let the bandwidth hn be such that hn # 0 and hnjWnj ! 1 as n ! 1.
If
jWnjj¿^n ¡ ¿ j=hn p! 0
as n!1, then
¹¸
c;n(s)
p! ¸c(s) (7)
as n ! 1, provided s is a Lebesgue point of ¸c. In other words, ¹¸c;n(s) is a
consistent estimator of ¸c(s).
Under, naturally, stronger assumptions than those of Theorem 2.1, we also have
the complete convergence of the estimator ¹¸c;n(s) which, in turn, gives a rate of
consistency of the estimator ¹¸c;n(s).
Theorem 2.2 Let the intensity function ¸c be periodic and locally integrable. Fur-
thermore, let the bandwidth hn be such that hn # 0 as n!1, and
1X
n=1
exp
©¡ ²pjWnjhnª <1
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for any ² > 0. If
jWnjj¿^n ¡ ¿ j=hn c! 0;
as n!1, then
¹¸
c;n(s)
c! ¸c(s); (8)
as n!1, provided s is a Lebesgue point of ¸c.
Next we present statistical properties of our estimator under minimal conditions
on the intensity function, the estimator of the period, and other parameters in-
volved.
In order to be able to employ a weaker condition on the estimator of the period,
it is required to modify our estimator of ¸c. Here, instead of using the estimator
¹¸
c;n(s) as given in (4), we derive some statistical properties of its modi¯cation
which is given by
¹¸¦
c;n(s) = I
©
¹¸
c;n(s) · Dn
ª
¹¸
c;n(s) + I
©
¹¸
c;n(s) > Dn
ª
Dn; (9)
where "truncating" constantsDn are deterministic and converging to in¯nity when
n!1.
Theorem 2.3 Suppose that ¸c is periodic and bounded in a neighborhood of s,
hn # 0, hnjWnj ! 1, and the sequence Dn such that for some c > 0 and ² > 0
we have Dn ¸ c(hnjWnj)² holds for all su±ciently large n. If, in addition, for any
± > 0 we have
P
µ jWnj3=2
h
1=2
n
j¿^n ¡ ¿ j ¸ ±
¶
= o
µ
1
D2njWnjhn
¶
as n!1, then we have
V ar
¡
¹¸¦
c;n(s)
¢
=
¿¸c(s)
2jWnjhn + o
¡jWnj¡1h¡1n ¢ (10)
as n!1, provided s is a Lebesgue point of ¸c.
Theorem 2.4 Suppose that ¸c is periodic and locally integrable, hn # 0, h2njWnj !
1, the sequence Dn such that for some c > 0 and ² > 0 we have Dn ¸ c(hn)¡²
holds for all su±ciently large n, and for any ± > 0 we have
P
µ jWnj
h3n
j¿^n ¡ ¿ j ¸ ±
¶
= o
µ
h2n
Dn
¶
as n!1. If, in addition, ¸c has ¯nite second derivative ¸00c at s, then
E¹¸¦c;n(s) = ¸c(s) +
¸00c (s)
6
h2n + o(h
2
n) (11)
as n!1.
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We note that, without assuming h2njWnj ! 1, we can only prove that the remain-
der term on the r.h.s. of (11) is of order o(h2n) + O(jWnj¡1), as n ! 1. Since
the second term on the r.h.s. of (11) is exactly of the order O(h2n), it is therefore
natural to have jWnj¡1 = o(h2n), as n!1.
By Theorems 2.3 and 2.4 (i.e. (10) and (11)), we can compute the asymptotic
approximation to the mean-squared error of ¹¸¦c;n(s), that is
MSE
¡
¹¸¦
c;n(s)
¢
=
¿¸c(s)
2jWnjhn +
1
36
(¸00c (s))
2
h4n + o
¡jWnj¡1h¡1n ¢+ o ¡h4n¢ (12)
as n!1. Now, we consider the r.h.s. of (12). By minimizing the sum of its ¯rst
and second terms (the main terms for the variance and the squared bias), we then
obtain the 'optimal' choice of hn, which is given by
hn =
"
9¿¸c(s)
2 (¸00c (s))
2
# 1
5
jWnj¡ 15 : (13)
With this choice of hn, the 'optimal' rate of decrease of MSE(¹¸
¦
c;n(s)) is of order
O(jWnj¡4=5) as n!1.
3 Cyclic Poisson Process in the presence of linear
trend
In this section we present some recent results on estimating the intensity of a
cyclic Poisson process in the presence of linear trend, that is Poisson process with
intensity function ¸ given by (1). This is a preview of a more complete paper (cf.
[3]), which is submitted for publication elsewhere. We consider the case that both
the period ¿ and a in (1) are unknown.
Suppose now that, for some ! 2 −, a single realization X(!) of the Poisson process
X de¯ned on a probability space (−;F ;P) with intensity function ¸ (cf. (1)) is ob-
served, though only within a bounded interval, called 'window' W ½ [0;1). Our
goal is to construct a consistent non-parametric estimator of ¸c at a given point
s 2 [0;1) from a single realization X(!) of the Poisson process X observed in
W :=Wn. We also compute the asymptotic bias, variance, and the mean-squared
error of the proposed estimator.
Let ¿^n be a consistent estimator of ¿ . Now we may de¯ne estimators of respectively
a and ¸c, at a given point s, as follows:
a^n :=
2X(Wn)
jWnj2 ; (14)
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and
^¸
c;n(s) :=
1
ln jWnj
1X
k=¡1
1
k
X([s+ k¿^n ¡ hn; s+ k¿^n + hn] \Wn)
2hn
¡a^n
µ
s+
jWnj
ln jWnj
¶
: (15)
To obtain the estimator a^n of a it su±ces to note that
EX(Wn) =
a
2
jWnj2 +O(jWnj);
as n!1, which directly yields the estimator given in (14). While the construc-
tion of the kernel-type estimator ^¸c;n(s) of ¸c(s) is using a similar idea to the one
given in (5).
The construction of estimators ¿^n of the period ¿ of a cyclic Poisson process with
desired accuracy (cf. (16), (19) or (21)), using only a single realization from X, is
outside the scope of the present paper.
Here are the main results:
Theorem 3.1 Suppose that the intensity function ¸ satis¯es (1) and is locally
integrable. Furthermore, let hn # 0 and hn ln jWnj ! 1. If, in addition, for any
± > 0 we have
P
µ jWnj2
hn ln jWnj j¿^n ¡ ¿ j > ±
¶
= o(1) (16)
as n!1, then
^¸
c;n(s)
p! ¸c(s); (17)
as n ! 1, provided s is a Lebesgue point of ¸c. In other words, ^¸c;n(s) is a
consistent estimator of ¸c(s).
Next we present statistical properties of our estimator under minimal conditions
on the intensity function, the estimator of the period, and other parameters in-
volved.
In order to be able to derive asymptotic approximations to respectively bias and
variance of the estimator of ¸c(s) under weak assumptions on the estimator ¿^n of
the period, it is required to modify our estimator ^¸c;n(s) of ¸c(s) given in (15)
slightly as follows:
^¸¦
c;n(s) := I
³
^¸
c;n(s) · Dn
´
^¸
c;n(s) + I
³
^¸
c;n(s) > Dn
´
Dn (18)
where the non-random Dn will approach in¯nity when n ! 1. The truncation
level Dn in the de¯nition of ^¸
¦
c;n(s) is needed to avoid accumulation of errors due
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to estimation of ¿ in estimating ¸c(s).
In our two ¯nal theorems we show that one can estimate the period ¿ without
a®ecting the statistical properties of our estimate of the intensity function ¸c(s),
provided the rate of consistency of the estimator of the period ¿ is su±ciently fast.
Theorem 3.2 Suppose that the intensity function ¸ satis¯es (1) and is locally
integrable. Furthermore, let hn # 0, hn ln jWnj ! 1, and the sequence Dn be
such that, for some c > 0 and ² > 0, the bound Dn ¸ c(hn ln jWnj)² holds for all
su±ciently large n. If, in addition, for any ± > 0 we have
P
Ã
jWnj2
h
1=2
n (ln jWnj)1=2
j¿^n ¡ ¿ j > ±
!
= o
µ
1
D2nhn ln jWnj
¶
(19)
as n!1, then
V ar
³
^¸¦
c;n(s)
´
=
a¿
2hn ln jWnj + o
µ
1
hn ln jWnj
¶
(20)
as n!1, provided s is a Lebesgue point of ¸c.
Theorem 3.3 Suppose that the intensity function ¸ satis¯es (1) and is locally
integrable. Furthermore, let hn # 0, h2n ln jWnj ! 1, and the sequence Dn be such
that, for some c > 0 and ² > 0, the bound Dn ¸ c(hn)¡² holds for all su±ciently
large n. If, in addition, for any ± > 0 we have
P
µ jWnj2
h3n ln jWnj
j¿^n ¡ ¿ j > ±
¶
= o
µ
h2n
Dn
¶
(21)
as n!1 and ¸c has ¯nite second derivative ¸00c at s, then
E^¸¦c;n(s) = ¸c(s) +
¸00c (s)
6
h2n + o(h
2
n) (22)
as n!1.
By Theorems 3.3 and 3.2 (i.e. (20) and (22)), we can compute the MSE of ^¸¦c;n(s)
as follows
MSE
³
^¸¦
c;n(s)
´
=
a¿
2hn ln jWnj +
(¸00c (s))2
36
h4n + o
µ
1
hn ln jWnj
¶
+ o(h4n) (23)
as n ! 1. Now, we consider the r.h.s. of (23). By minimizing the sum of the
¯rst and second term (the leading term for the variance and the squared bias), we
then get the optimal choice of hn, which is given by
hn =
·
9a¿
2(¸00c (s))2
¸ 1
5
(ln jWnj)¡
1
5 : (24)
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With this choice of hn, the optimal rate of decrease of MSE(^¸
¦
c;n(s)) is of order
O((ln jWnj)¡4=5) as n!1.
Remark: If we compare the statistical properties of the estimator ¹¸¦c;n(s) of ¸c(s)
given by (9) (for the purely cyclic Poisson process) and the estimator ^¸¦c;n(s) of
¸c(s) given by (18) (for the cyclic Poisson process in the presence of linear trend),
we have the followings. From (11) and (22) we see that both ¹¸¦c;n(s) and ^¸
¦
c;n(s)
are having the same asymptotic bias. However, (10) and (20) show that ¹¸¦c;n(s)
and ^¸¦c;n(s) are having di®erent asymptotic variance in two ways. First, the role
of ¸c(s) on the r.h.s. of (10) is replaced by a on the r.h.s. of (20). This because,
in the case of cyclic Poisson process in the presence of linear trend, the trend
component dominate the variability of our estimator. Second, the role of jWnj on
the r.h.s. of (10) is replaced by ln jWnj on the r.h.s. of (20). This is a consequence
of using weight 1=k in the construction of the estimator ^¸¦c;n(s).
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COMPOUND SUMS: A SURVEY OF
SOME RECENT DEVELOPMENTS
Roelof Helmers
CWI, Amsterdam
The Netherlands
Abstract. Compound sums play an important role in accountancy (statistical
auditing) and in insurance (total claim size of a portfolio). Accurate statistical
inference will typically be based in a Studentized compound sum. We shall discuss
some recent results on Edgeworth/saddlepoint approximations for these statistics
and indicate their relevance in statistical applications.
This is joint work in progress with Bing-Yi Jing (Hong Kong University of Science
and Technology) and Wang Zhou (National University of Singapore).
Key-words: Studentized compound sums, Edgworth expansions, saddlepoint ap-
proximations, insurance applications, statistical auditing.
1 Introduction and main results
Compound sums SN = Σ
N
i=1Xi, where X1, X2, . . . are independent and identically
distributed (i.i.d.) random variables (r.v.) with common distribution function
(df)F , i.e. F (x) = P (Xi ≤ x), i = 1, 2, . . . and N denotes a non-negative integer
valued r.v., independent of the Xi’s. For instance, in typical applications in ac-
countancy and insurance, N is assumed to be Poisson distributed with parameter
ν > 0, i.e.
P (N = n) = e−ν
νn
n !
, n = 0, 1, 2, . . . (1)
Mixtures of Poisson distributions are also of interest - a specific example is the
negative binomial distribution - but outside the scope of this short review paper
(cf.[1])).
Compound Poisson sums SN , with N as in (1), play an important role in statistical
auditing and in insurance (total claim size of a portfolio). The compound Poisson
process 

N(t)∑
i=1
Xi, 0 < t < ∞

 (2)
arises in insurance mathematics, with claim sizes Xi, i = 1, 2, . . . , which are as-
sumed to be i.i.d. with common dfF (with support in R+ ∪ {0}, the nonnegative
real numbers), and where N(t), the number of claims occuring in (0, t], is supposed
to be Poisson distributed with parameter ν, where ν = λt; here λ > 0 denotes the
constant intensity of the homogeneous Poisson process
{N(t), 0 < t < ∞} (3)
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For any fixed t, the random variable SN(t) =
∑N(t)
i=1 Xi denotes the total claim size
in a portfolio in [0, t).
A second application of compound Poisson sums SN occurs in accountancy (statis-
tical auditing); (cf. [4]), where an auditor attemps to check the validity of financial
statements of a firm or a government agency. In these accountancy applications
SN =
∑N
i=1 Xi denotes the total error amount in a random sample of size n drawn
without replacement from an audit population of bookamounts, the Xi’s repre-
sent now the non-zero errors observed by the auditor in n recorded bookvalues,
N is nothing but the random number of bookvalues in the sample of size n with
error. In typcial applications error are rare, that is the probability that errors are
non-zero is close to zero, and the Poisson distribution for N (cf. (1)) works well.
Clearly TN SN is an unbiased estimator of the total error amount in a finite audit
population of bookvalues of size T ; T is nothing but the size of the finite audit
population in a given period of time, a given year, say, in other words, T denotes
the population size, i.e. the total number of recorded book values in a year. In
[4] a conservative confidence upperbound for the total error amount in an audit
population, the parameter of interest, is constructed using Edgeworth expansions
and bootstrap calibration.
Accurate statistical inference, for instance aiming at the construction of confidence
upperbounds for a parameter of interest, e.g. the total claim size in a portfolio
of an insurance company or the total error amount in an audit population of a
government agency, is typically based on a Studentized compound Poisson sum
TN , which is given by
TN =
SN − νµ
VN
(4)
where SN as before and V
2
N =
∑N
i=1 X
2
i . Note that
ESN = EN.EX1 = νµ (5)
where µ =
∫
xdF (x), and
σ2(SN ) = ENσ
2(SN |N) + σ
2
N (E(SN |N)) =
= νσ2 + νµ2 = νµ2 (6)
where µ2 =
∫
x2dF (x). The empirical counterpart of σ2(SN ) is therefore given by
νˆµˆ2 = N
∫
x2dFˆN (x) =
= N
1
N
N∑
i=1
X2i = V
2
N (7)
where FˆN denotes the empirical df corresponding to a sample from F with random
(Poisson) sample size N :
FˆN (x) =
1
N
N∑
i=1
I(Xi ≤ x) (8)
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for real x; here I(A) denotes the indicator of a set A; if N = 0, which happens
with probability e−ν , we set arbitrary FˆN (x) = 0.
The aim of this short survey paper (cf., also [6]) is to discuss some recent results
on Edgeworth/saddlepoint approximations for TN . Define, for any ν > 0,
Gν(x) = P (TN ≤ x) (9)
with TN as in (4). It is well-known that
sup
x
|Gν(x)− Φ(x)| → 0, as ν →∞ (10)
where Φ denotes the standard normal df , provided 0 < EX21 < ∞. The rate of
convergence towards normality in (10) is fairly slow: if moreover E|X1|
3 < ∞,
then
sup
ν
|Gν(x)− Φ(x)| = O(ν
−1/2), as ν →∞ (11)
One way to improve upon the normal approximation to Gν is to establish an
Edgeworth expansion for TN :
Gν(x) = Φ(x) +
1
6
√
ν
EX31
(EX21)
3/2
(2x2 + 1)φ(x) +
+o(ν−1/2), as ν →∞ (12)
where φ denotes the standard normal density.
The Edgeworth expansion (12) has an absolute error of smaller order than the nor-
mal approximation, namely, o(ν−1/2) or O(ν−1) under somewhat stronger condi-
tions, instead of O(ν−1/2) the ‘normal error’ in (11). The reason for this improve-
ment is that the Edgeworth expansion picks up the skewness which is typically
present in the distribution of TN , the normal df Φ of course fails to do this.
An interesting open problem at present is to investigate what happens when
EX21 = ∞, but X1 is assumed to be in the domain of attraction of a normal
law. We conjecture that the exact rate of convergence and the leading term in
the central limit theorem for TN can be determined in this more general setting as
well, using a method recently developed in [10] where such results were established
for the old and famous Student t-statistic.
We note here in passing that, like TN , the Student t-statistic can also be expressed
as a simple function of
∑n
i=1 Xi and
∑n
i=1 X
2
i , n being the fixed sample size in
this case.
In practical applications one will need an empirical Edgeworth expansion for TN ,
replacing the skewness coefficient ν−
1
2 EX31 |(EX
2
1 )
3/2 in (12) by its empirical coun-
terpart
N−
1
2
∫
x3FˆN (x)
(
∫
x2dFˆN (x))
3/2
=
N∑
i=1
X3i
(
N∑
i=1
X2i )
3/2
(13)
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with FˆN as in (8). It is easily checked that replacing ν
−
1
2 EX31/(EX
2
1 )
3/2 in (12)
by (13) will not affect the order of magnitude of the remainder term in (12).
Saddlepoint approximations – first introduced in mathematical statistics by Henry
Daniels in a famous paper ([2]) as early as in 1954 – provide us with a completely
different way to approximate the df of a statistic under consideration. Indeed, in
a forthcoming paper ([7]) a saddlepoint approximation of classical Lugannani-Rice
form for TN , properly normalized – i.e. instead of TN one considers TN/
√
N , the
appropriate statistic to look at when one aims at accurately approximating (small)
tail probabilities (large deviations) – is established:
P (TN/
√
N ≥ x) = 1− Φ(
√
νw)−
−
φ(
√
νw)
√
ν
(
1
w
−
1
v
+O(
1
ν
)) (14)
Here w and v are given by fairly complicated formulas for which we refer the
interested reader to [7].
Saddlepoint approximations of the form (14) are well-known in the classical theory
of saddlepoint approximations. We refer to the monograph [9], [11] and to the
recent paper [13]. In [13] a saddlepoint approximation of the form (14) (though
with different expressions for w and v) is obtained under minimal conditions for
the important case of the Student t-statistic. The proof of (14) is closely related to
the method of proof given in [13]. In a way the only thing we do in [7] is to extend
the proof in [13] to TN/
√
N , i.e. to Studentized compound Poisson sums. In the
next section we will sketch some of the basic ideas occuring in these proofs. We
also refer to the recent PhD thesis of W. Zhou [14] for a more complete account
of all this.
2 Sketch of proof of (14)
Our sketch of proof is based on [13] and [7].
To begin with let us consider the density f(X¯n,V¯ 2n )(·, ·) of (X¯n, V¯
2
n )
T , where X¯n =
n−1
∑n
i=1 Xi and V¯
2
n =
1
n
∑n
i=1 X
2
i . We shall assume that EX1 = 0 and also that
the p-th power of the characteristic function of (X1, X
2
1 ) is summable, for some
p > 1; the latter smoothness condition will imply that the density f exist.
Note that X¯n = n
−1Sn, V¯
2
n = n
−1V 2n , so that (cf. (4)) Tn = Sn/Vn =
√
nX¯n/V¯n,
whenever N = n, for any integer n ≥ 0. Moreover we remark that
X¯n = a, V¯
2
n =
a2
b2
⇐⇒ X¯n = a, X¯n/V¯n = b (15)
with ab > 0. It is now easily seen that the density of X¯n/V¯n can be written as:
fX¯n/V¯n(b) =
∞∫
−∞
f(X¯n,V¯ 2n )(a,
a2
b2
)J(a, b)I(ab > 0 da (16)
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where J(a, b) = 2a2/|b|3 denotes the Jacobian of the transformation (15), while
I(ab > 0) is the indicator of the set {(a, b) : ab > 0}. The next step is – and here
a crucial idea of the saddlepoint methodology is used – to rewrite (16) in terms of
socalled ‘tilted’ r.v.’s (Xst, Yst), instead of the original r.v.’s (X, Y ), where X is
distributed as X1 and Y = X
2. Define the cumulant generating function
K(s, t) = ln EesX+tY (17)
for (s, t) ∈ R2, and note that, with (Xst, Yst) chosen to be such that
f(Xst,Yst)(x, y) =
esx+ty
EesX+tY
f(X,Y )(x, y) (18)
we can rewrite (16) as follows:
fX¯n/V¯n(b) =
∞∫
−∞
e−n[sa+t
a
2
b2
−K(s,t)]f(X¯st,Y¯st)(a ,
a2
b2
)J(a, b)I(ab > 0)da (19)
where X¯st = n
−1
∑n
1=1 Xst,i and Y¯st = n
−1
∑n
1=1 Yst,i. At this point the choice
of s and t is still free and the idea is now to select s and t so that
d
ds
K(s, t) = a (20)
d
dt
K(s, t) =
a2
b2
(21)
Let us denote the roots of (20) and (21) by
sˆ = sˆ(a, b), tˆ = tˆ(a, b) (22)
Defining now
Λ(a, b) = sˆa + tˆ
a2
b2
−K(sˆ, tˆ) (23)
(which is only a function of a, for each fixed b), one easily checks that one can
maximize the exponential factor in the integrand of (19) by solving the equation
d
da
Λ(a, b) = 0 (24)
and we get
sˆ +
2a
b2
tˆ = 0 (25)
which together with (20) and (21) leads us to the following three ‘saddlepoint’
equations for s, t and a:
s +
2ta
b2
= 0
EXesX+tX
2
EesX+tX2
= a
EX2esX+tX
2
EesX+tX2
=
a2
b2
(26)
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where E denotes expectation w.r.t. the distribution of X.
It was proved in [13] that there exists solutions sˆ0, tˆ0 and aˆ0 of (26) such that
sˆ0 > 0, tˆ0 < 0 and aˆ0 > 0 (27)
provided the support of X contains at least three points. This important re-
sult will imply that EesX+tX
2
automatically exists (i.e. is finite) in a neigh-
bourhood of (sˆ0, tˆ0). This means that the strong moment condition which is
typically required for saddlepoint approximations (cf. [9]), becomes superfluous
for the ‘self-normalized’ statistic X¯n/V¯n (cf. [13]). The same result holds true
for the well-known Student t-statistic (cf. [13]) – which can also be written as
n
1
2 X¯n/V¯n(
(n−1)/(n − (
√
nX¯n/V¯n)
2))
1
2 – and for the studentized compound Pois-
son sum TN (cf. [7]). The range of validity of saddlepoint approximations for
these self-normalized statistics has therefore been extended from dfs, whose den-
sities have tails that die out at least as fast as the normal, to heavy tails like the
Cauchy.
To proceed we note (cf. [7]) or [14] for complete details) that
P (X¯N/V¯N ≥ b) = P (N = 0)+
+
∞∑
n=1
P (X¯n/V¯n ≥ b)P (N = n)
= P (N = 0) +
∞∑
n=1
∫∫
Ω0(b)
f(X¯nY¯n)(x, y)dxdyP (N = n)
+P ((X¯N , Y¯N )
T ∈ Ω1(b), N > 0) (28)
Applying now the transformation x = a, y = a
2
b2 and using a saddlepoint approx-
imation for f(X¯nY¯n)(a,
a2
b2 ) (based on an analysis similar to (19), the argument
following it, and applying a Laplace approximation to the integral involved) the
infinite sum in (28) reduces to
∞∑
n=1
∫
Ω0(b)
n
2pi
exp{−nΛ(a, b)}
det{∆(a, b)}1/2
(1 +
rn
n
)J(a, b)dadbP (N = n) (29)
where ∆(a, b) denotes a 2× 2-matrix, with the second derivatives of K(s, t) w.r.t.
s and tˆ, evaluated at sˆ and tˆ, as entries; rn is bounded by some constant for all
n ≥ 1. The set Ω0(b) is, for any b ∈ (0, 1), a small neighbourhood of (a0,
a20
b2 ), with
a0 = arg infa Λ(a, b), on which the equations (20) and (21) have roots sˆ1, tˆ1, such
that tˆ1 < 0; Ω1(b) denotes the complement of Ω0(b). The probability corresponding
to Ω1(b), i.e. the last term on the r.h.s. of (28), is of negligible order of magnitude
(cf. also [13]), while the same holds true for P (N = 0) = e−ν , the first term on
the r.h.s. of (28).
After some further computations, involving several Laplace approximations, we
obtain (14), a Lugannani and Rice formula for the tail probability of a Studentized
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compound Poisson sum. Note that TN/
√
N in (14) is equal to X¯N/V¯N in (28),
while x = b, 0 < b < 1. The relative error is of order ν−1, while, in contrast, the
Edgeworth expansion for TN , i.e. (12), has only an absolute error of the order
ν−1.
3 Final comments
Edgeworth expansions like (12) generally provide accurate approximation near the
center of the distribution, but the relative error can become unacceptable large
in the far tail of the distribution. The saddlepoint approximation (14) will offer
an approximation whose relative error is controlled near the centre and the far
tail of the distibution. We also refer to [5], where saddlepoint approximations of
Lugannani-Rice type for the trimmed mean and the studentized trimmed mean
were established.
A common feature of compound sums, the topic of this paper, and trimmed means,
useful in robust statistics, is that both statistics cannot be viewed as a smooth
function of sample means, a class of statistics for which saddlepoint approximations
were derived in great generality in the literature. To establish a saddlepoint ap-
proximation for a (studentized) compound sum or a (studentized) trimmed mean
a conditioning argument is needed to reduce the problem to one involving smooth
functions of sample means. In the case of (studentized) compound sums the condi-
tioning is on N , the random number of summands in the compound sum, while in
the case of (studentized) trimmed means, the conditioning is on the two extreme
order statistics appearing in the trimmed mean.
In modern statistical practice (cf., section 9.5 of [3]) saddlepoint approximations
are an important tool in obtaining highly accurate approximations (with small rel-
ative error) to the tail probabilities of a statistic under consideration, for instance
a studentized compound Poisson sum.
In practical applications, however, theoretical saddlepoint approximations like (14)
cannot be used, since they will depend on F , the unknown df of the observations,
and on ν, the unknown parameter of the Poisson distribution of N (cf. (1)).
Instead one can employ an empirical saddlepoint approximation to the tail prob-
abilities, which is obtained from (14), simply by replacing F by FˆN and ν by N .
In [5] it is proved that replacing (F, ν) by (FˆN , N) will not affect the relative er-
ror of the resulting empirical saddlepoint approximation. A related result for the
Student t-statistic can be found in [12]
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Strategic Planning for Dissemination of PMRI 
 
 
R. K. Sembiring 
 
 
Dept. of Mathematics, Institut Teknologi Bandung, Indonesia 
 
 
Abstract: Pendidikan Matematika Realistik Indonesia (PMRI) is the Indonesian 
version of Realistic Mathematics Education (RME) develops by the Freudenthal 
Institute of the University of Utrecht in the Netherlands. The PMRI team has 
conducted a three years trialout, started with 12 primary schools and currently 27 
schools, covers grade 1 up to now grade 4. The trialout is funded by DIKTI (DGHE) 
and a two year grant from PBSI from the Netherlands. 
The trialout uses bottom-up and top-down approach, in the sense that at the one 
hand teachers, school principals and parents are involved in the process, while at 
the other hand experiences gained in the past are used to apply corrections and 
enhance the quality of the program.  
Demand to disseminate  PMRI to other schools is high and the current team could 
not cope with. The team has developed a four year plan to disseminate PMRI to 
other schools. This talk will explain the plan: Improve the teacher training 
institutes (LPTK) and through them disseminate PMRI in schools. DIKTI is expected 
to be the main sponsor of this program and helps from other government agencies: 
Dikdasmen, Balitbang, Minister of Religious Affairs etc are expected. A four year 
grant from NUFFIC is being proposed. 
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The Framework for the Implementation of Realistic 
Mathematics Education in Indonesia 
 
 
Sutarto Hadi 
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Abstract: Over the last few years there has been a paradigm shift in mathematics 
education in Indonesian. There has been a high concern particularly among the 
policy makers to reform mathematics teaching practices in schools. The goal of this 
reform is that mathematics learning to be meaningful for pupils and to give them 
appropriate competencies for study at the higher level or to enter work life. In the 
framework of the above new paradigm, the theory of realistic mathematics 
education (RME) is considered relevant to the mathematics education reform in the 
country. 
However, the implementation of RME in Indonesia has some potential obstacles. 
First, the implementation cannot be done without the availability of RME 
curriculum materials that are suitable for characteristic of Indonesian contexts. 
Second, the obstacle stems from teachers’ point of view. There are two types of 
teachers, namely those who support it, because they believe that RME is what they 
really need, and those who do not support it, because they think that RME cannot 
be used for all mathematics topics in the curriculum. Third, the obstacle comes 
from the behavior of pupils as passive learners. The change from teacher-centered 
to pupils-centered learning for many pupils is not easy and frustrating, because 
they used to being spoon-fed by the teachers.  
In relation to Indonesian-contextualized RME (well-known as PMRI = Pendidikan 
Matematika Realistik Indonesia) implementation, it has been proposed the idea of 
didactical framework that can be used by stake-holders, especially mathematics 
teachers, mathematics teacher educators, script writers, and curriculum 
developers.  
Didactical framework is a guideline that should be followed by developer (script 
writers) in designing PMRI exemplary curriculum materials, and a prerequisite of 
successful PMRI implementation in classroom lessons. Didactical framework 
consists of aspects: pupils, contextual problems, teachers, learning environment, 
and learning experiences. It is an integrated system that those aspects effectively 
and efficiently are intertwined each other, with the pupils as the center of 
instruction. The objective of the instruction is to develop pupils’ understanding of 
mathematical concepts and ideas by using of contextual problems exploration 
based on reinvention process (Gravemeijer, 1994). Contextual problems should 
meet relevance and familiarity conditions (Sutarto Hadi, 2002). The role of the 
teacher as a facilitator is indicated by his/her ability to build pupils thinking 
process through an interactive learning environment. The didactical framework is 
depicted as the following figure.  
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The didactical framework is indicated by three types of arrows, namely bold arrow, 
block arrow, and line arrow. The bold arrow in the middle of the figure indicates 
the main concept of PMRI that the learning process should be started by giving 
pupils various contextual problems. By doing so they can involve immediately in 
the learning process meaningfuly. The purpose of the contextual problems is 
helping them to build their own mathematical ideas and concepts (mathematical 
concept formation). The bold arrow in the middle also separates the didactical 
framework into two parts. The above part shows the horizontal and vertical 
mathematizations (indicated by line arrows). Starting from contextual problems 
pupils begin their mathematical concept formation by describing the problems 
using their own symbols and notation. The next step is solving the problem. They 
do the same activities for other similar problems. In the long run it becoming 
formal mathematical procedure; it is indicated by block arrows in the direction 
from ‘contextual problems’ and ‘solution’ to ‘formal mathematical system’.  
Furthermore, the below part shows the role of the teachers as facilitator and 
motivator in the learning processes. The role of the teacher is indicated by their 
ability to give pupils learning environment in order to facilitate them with rich 
learning expericences. However it can be done only if the contextual problems 
fulfill relevance and familiarity conditions. The conditions imply to pupils activity 
and interactivity. Teachers’ knowledge of contextual problems and their ability to 
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develop interactivity is important for successful learning, which subsequently 
support pupils’ mathematical concept formation.      
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Results on Path Like Trees 
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Abstract: In this talk we will study the graceful and magic properties of the set of 
path like trees. Also other problems involving path like trees will be discussed 
during this talk. 
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Classification of Construction Techniques of Large 
Directed Graphs 
 
 
Slamin 
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Abstract: There are several techniques for the construction of large digraphs, such 
as generalised de Bruijn digraphs, generalised Kautz digraphs, line digraphs, digon 
reduction, generalised digraphs on alphabets, partial line digraphs, digraphs 
constructed by the use of voltage assignments dan vertex deletion scheme. Some of 
these techniques produce new digraphs which are diregular while others produce 
non-diregular digraphs. Moreover, the construction techniques produce new 
digraphs with minimum diameter in various ranges of orders. 
In this paper, we classify the construction techniques according to 
(a) the general method of generating new digraphs; 
(b) the diregularity of generated digraphs; and 
(c) the range of orders of the generated digraphs. 
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λ-BACKBONE COLORINGS OF GRAPHS:
KNOWN RESULTS AND OPEN PROBLEMS
A.N.M. Salman
ITB, Bandung, Indonesia
Abstract. In the application area of frequency assignment graphs are used to
model the topology and mutual interference between transmitters. The problem
in practice is to assign a limited number of frequency channels in an economical
way to the transmitter in such a way that interference is kept at an ‘acceptable
level’. This has led to various different types of coloring problems in graphs. One
of them is a λ-backbone coloring. Given an integer λ ≥ 2, a graph G = (V,E) and
a spanning subgraph H of G (the backbone of G), a λ-backbone coloring of (G,H)
is a proper vertex coloring V → {1, 2, . . .} of G, in which the colors assigned to
adjacent vertices in H differ by at least λ. In this paper we give a survey of the
existing results about combinatorial and algorithmic aspects of λ-backbone color-
ing of graphs. Besides that, we discuss several open problems.
Key-words: backbone of a graph, λ-backbone coloring, λ-backbone coloring num-
ber, chromatic number, computational complexity.
1 Introduction
Coloring has been a central area in Graph Theory for more than 150 years. Some
reasons for this are its appealingly simple definition, its large variety of open prob-
lems, and its many application areas. Whenever conflicting situations between
pairs of objects can be modeled by graphs, and one is looking for a partition of the
set of objects in subsets of mutually non-conflicting objects, this can be viewed as a
graph coloring problem. This holds for classical settings like neighboring countries
(map coloring) or interfering jobs on machines (job scheduling), as well as for more
recent settings like colliding data streams in optical networks (wavelength assign-
ment) or interfering transmitters and receivers for broadcasting, mobile phones
and sensors (frequency assignment), to name just a few.
In the application area of frequency assignment graphs are used to model the
topology and mutual interference between transmitters: the vertices of the graph
represent the transmitters; two vertices are adjacent in the graph if the corre-
sponding transmitters are so close (or so strong) that they are likely to interfere
if they broadcast on the same or ‘similar’ frequency channels. The problem in
practice is to assign a limited number of frequency channels in an economical way
to the transmitters in such a way that interference is kept at an ‘acceptable level’.
This has led to various different types of coloring problems in graphs, depending
on different ways to model the level of interference, the notion of similar frequency
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channels, and the definition of acceptable level of interference, (See e.g. [6], [8]).
One of several different types of coloring in graphs is a λ-backbone coloring. A
backbone coloring is introduced in [3] and [2]. In [3], a situation is modeled in
which the transmitters form a network in which a certain substructure of adjacent
transmitters (called the backbone) is more crucial for the communication than
the rest of the network. This means more restrictions are put on the assignment
of frequency channels along the backbone than on the assignment of frequency
channels to other adjacent transmitters. The backbone could e.g. model hot spots
in a (sensor) network where a very busy pattern of communications takes place
(the sensors with the highest computational power and energy), whereas the other
adjacent transmitters supply a more moderate service.
In this paper we present the existing results about combinatorial and algorithmic
aspects of λ-backbone coloring of graphs. Besides that, we discuss several open
problems. The paper is organised as follows. In the next section we present
some terminologies. In Section 3 we present some known results about a relation
between the λ-backbone coloring numbers and the chromatic numbers. In Section
4 we present sharp upper bounds for the λ-backbone coloring numbers of split
graphs. In Section 5 we consider the λ-backbone coloring of planar graphs. In
Section 6 we present the computational complexity of computing the λ-backbone
coloring numbers of a graph. Finally, in the last section we present some open
problems.
2 Terminology
For undefined terminology we refer to [1]. Let G = (V,E) be a graph, where
V = VG is a finite set of vertices and E = EG is a set of unordered pairs of
two different vertices, called edges. A function f : V → {1, 2, 3, . . .} is a vertex
coloring of V if |f(u) − f(v)| ≥ 1 holds for all edges uv ∈ E. A vertex coloring
f : V → {1, . . . , k} is called a k-coloring, and the chromatic number χ(G) is the
smallest integer k for which there exists a k-coloring. A set V ′ ⊆ V is independent
if G does not contain edges with both end vertices in V ′. By definition, a k-coloring
partitions V into k independent sets V1, . . . , Vk.
Let H be a spanning subgraph of G, i.e., H = (VG, EH) with EH ⊆ EG. Given
an integer λ ≥ 2, a vertex coloring f of G is a λ-backbone coloring of (G,H), if
|f(u) − f(v)| ≥ λ holds for all edges uv ∈ EH . The λ-backbone coloring number
bbcλ(G,H) of (G,H) is the smallest integer ℓ for which there exists a λ-backbone
coloring f : V → {1, . . . , ℓ}.
A path is a graph P whose vertices can be ordered into a sequence v1, v2, . . . , vn
such that EP = {v1v2, . . . , vn−1vn}. The distance between two vertices u and
v of a connected graph is the length of a shortest path between them. A cycle
is a graph C whose vertices can be ordered into a sequence v1, v2, . . . , vn such
that EC = {v1v2, . . . , vn−1vn, vnv1}. A tree is a connected graph T that does not
contain any cycles.
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A complete graph is a graph with an edge between every pair of vertices. The
complete graph on n vertices is denoted by Kn. A graph G is complete p-partite
if its vertices can be partitioned into p nonempty independent sets V1, . . . , Vp such
that its edge set E is formed by all edges that have one end vertex in Vi and the
other one in Vj for some 1 ≤ i < j ≤ p.
A star Sq is a complete 2-partite graph with independent sets V1 = {r} and V2
with |V2| = q; the vertex r is called the root and the vertices in V2 are called
the leaves of the star Sq. In our context a matching M is a collection of pairwise
disjoint stars that are all copies of S1. We call a spanning subgraph H of a graph
G
• a tree backbone of G if H is a (spanning) tree;
• a path backbone of G if H is a (Hamilton) path;
• a star backbone of G if H is a collection of pairwise disjoint stars;
• a matching backbone of G if H is a (perfect) matching.
3 A relation between the λ-backbone coloring num-
bers and the chromatic numbers
Obviously, bbcλ(G,H) ≥ χ(G) holds for any backbone H of a graph G. In order
to analyze the maximum difference between these two numbers, let us consider
the following values.
Tλ(k) = max {bbcλ(G, T ) | T is a tree backbone of G, and χ(G) = k} ;
Pλ(k) = max {bbcλ(G,P ) | P is a path backbone of G, and χ(G) = k} ;
Sλ(k) = max {bbcλ(G,S) | S is a star backbone of G, and χ(G) = k} ;
Mλ(k) = max {bbcλ(G,M) |M is a matching backbone of G, and χ(G) = k} .
In 2003 Broersma et.al. [3] determined all the values T2(k) and P2(k), and observed
that they roughly grow like 2k and 3k/2, respectively. Their results are rewritten
in Theorem 1 and Theorem 2.
Theorem 1
T2(k) = 2k − 1 for k ≥ 1.
Theorem 2 For k ≥ 1 the function P2(k) takes the following values:
(a) for 1 ≤ k ≤ 4: P2(k) = 2k − 1;
(b) P2(5) = 8 and P2(6) = 10;
(c) for k ≥ 7 and k = 4t: P2(4t) = 6t;
(d) for k ≥ 7 and k = 4t+ 1: P2(4t+ 1) = 6t+ 1;
(e) for k ≥ 7 and k = 4t+ 2: P2(4t+ 2) = 6t+ 3;
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(f) for k ≥ 7 and k = 4t+ 3: P2(4t+ 3) = 6t+ 5.
In 2004 Salman et.al considered cases where the backbone is a collection of pairwise
disjoint stars or a perfect matching. In [9] was showed that for star backbones of
G the number of colors needed for a λ-backbone coloring of (G,S) can roughly
differ by a multiplicative factor of at most 2− 1
λ
from the chromatic number χ(G).
For the special case of matching backbones this factor is roughly 2− 2
λ+1 . Their
precise behavior is summarized in Theorem 3 and Theorem 4.
Theorem 3 For λ ≥ 2 and k ≥ 2 the function Sλ(k) takes the following values:
(a) Sλ(2) = λ+ 1;
(b) for 3 ≤ k ≤ 2λ− 3: Sλ(k) = ⌈
3k
2 ⌉+ λ− 2;
(c) for 2λ− 2 ≤ k ≤ 2λ− 1 with λ ≥ 3: Sλ(k) = k + 2λ− 2; S2(3) = 5;
(d) for k = 2λ with λ ≥ 3: Sλ(k) = 2k − 1; S2(4) = 6;
(e) for k ≥ 2λ+ 1: Sλ(k) = 2k − ⌊
k
λ
⌋.
Theorem 4 For λ ≥ 2 and k ≥ 2 the function Mλ(k) takes the following values:
(a) for 2 ≤ k ≤ λ: Mλ(k) = λ+ k − 1;
(b) for λ+ 1 ≤ k ≤ 2λ: Mλ(k) = 2k − 2;
(c) for k = 2λ+ 1: Mλ(k) = 2k − 3;
(d) for k = t(λ+ 1) with t ≥ 2: Mλ(k) = 2λ · t;
(e) for k = t(λ+ 1) + c with t ≥ 2, 1 ≤ c < λ+32 : Mλ(k) = 2λ · t+ 2c− 1;
(f) for k = t(λ+ 1) + c with t ≥ 2, λ+32 ≤ c ≤ λ: Mλ(k) = 2λ · t+ 2c− 2.
4 Sharp upper bounds for the λ-backbone color-
ing numbers of split graphs
In this section we consider the special case of λ-backbone colorings of split graphs
with star backbones or matching backbones or tree backbones. A split graph is a
graph whose vertex set can be partitioned into a clique (i.e. a set of mutually adja-
cent vertices) and an independent set (i.e. a set of mutually nonadjacent vertices),
with possibly edges in between. The size of a largest clique in G and the size of
a largest independent set in G are denoted by ω(G) and α(G), respectively. Split
graphs were introduced by Hammer & Fo¨ldes [7]; see also the book [5] by Golumbic.
The motivation for looking at split graphs is threefold. First of all, split graphs
have nice structural properties. They form an interesting subclass of the class of
perfect graphs. Hence, split graphs satisfy χ(G) = ω(G). Secondly, every graph
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can be turned into a split graph by considering any (e.g. a maximum) independent
set and turning the remaining vertices into a clique. Thirdly, the number of colors
needed to color the resulting split graph is an upper bound for the number of colors
one needs to color the original graph. It will become clear from the results below
that split graphs indeed serve us very well in this specific context, since they can
provide considerably lower upper bounds on the numbers of colors we need than
earlier results.
In [3] is also given sharp upper bounds for the 2-backbone coloring numbers of
split graphs with tree backbones or path backbones as in the next theorem.
Theorem 5 Let G = (V,E) be a split graph with χ(G) = k.
(a) For every spanning tree T = (V,ET ) of G,
bbc2(G, T ) ≤


1 if k = 1
3 if k = 2
k + 2 if k ≥ 3.
(b) For every Hamilton path P = (V,EP ) of G,
bbc2(G,P ) ≤


1 if k = 1
k + 1 if k = 2 or k ≥ 4
5 if k = 3.
The bounds are tight.
We can generalize the results in Theorem 5(a) for the λ-backbone coloring numbers
of split graphs with tree backbones as follows.
Theorem 6 Let λ ≥ 2 and let G = (V,E) be a split graph. For every tree backbone
T of G,
bbcλ(G, T ) ≤


1 if χ(G) = 1
1 + λ if χ(G) = 2
χ(G) + λ if χ(G) ≥ 3.
The bounds are tight.
Proof of the upper bounds. Let G = (V,E) be a split graph with a spanning
tree T = (V,ET ). Let C and I be a partition of V such that C with |C| = k
is a clique of maximum size, and such that I is an independent set. Since split
graphs are perfect, χ(G) = ω(G) = k. The case k = 1 is trivial. If k = 2 then G
is bipartite, and we use colors 1 and λ+ 1. For k ≥ 3, we consider the restriction
of the tree T to the vertices in C, and we distinguish two cases.
In the first case, the restriction of T to C forms a star K1,k−1. Let v1, . . . , vk−1
denote the k−1 leaves of this star, and let vk denote its center. For i = 1, . . . , k−1
we color vi with color i, and we color vk with color k + λ − 1. This yields a λ-
backbone coloring for the vertices in C. All vertices u ∈ I are leaves in the tree
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T . Any vertex u ∈ I with uvk /∈ ET can be safely colored with color k + λ.
It remains to consider vertices u ∈ I with uvk ∈ ET . In the graph G, such a
vertex u is nonadjacent to at least one of the vertices v1, . . . , vk−1, say to vertex
vj (otherwise, the clique C could be augmented by vertex u and would not be of
maximum size as we assumed). In this case we may color u with color j.
In the second case, the restriction of T to C does not form a star. In this case
the restriction of T to C has a proper 2-coloring C = C1 ∪ C2 with |C1| = a ≥
|C2| = b ≥ 2. Then there exist a vertex x ∈ C1 and a vertex y ∈ C2 for which
xy /∈ ET . Let v1, . . . , va = x be an enumeration of the vertices in C1, and let
y = va+1, . . . , va+b be an enumeration of the vertices in C2. For i = 1, . . . , a we
color vertex vi with color i + 1. For i = 1, . . . , b we color vertex va+i with color
a+λ+i−1. This yields a λ-backbone coloring of C with colors in {2, . . . , k+λ−1}.
We color each vertex u ∈ I with color
{
k + λ if uv ∈ ET and v ∈ C1
1 if uv ∈ ET and v ∈ C2.
This yields a λ-backbone (k+ λ)-coloring of (G, T ), since the colors of a vertex vi
with i ∈ {1, . . . , a} and of any vertex u ∈ I such that uvi ∈ ET have distance at
least k + λ− (i+ 1) ≥ k + λ− (k − 2 + 1) > λ, and since the colors of a vertex vi
with i ∈ {a+ 1, . . . , b} and of any vertex u ∈ I such that uvi ∈ ET have distance
at least a+ λ+ i− 1− 1 ≥ k/2 + λ− 1 ≥ λ.
Proof of the tightness of the bounds. The cases k = 1 and k = 2 are trivial.
For k ≥ 3, we consider a split graph with a clique of k vertices v1, . . . , vk and with
an independent set of (k− 2)(k− 1)/2 vertices ui,j with 1 ≤ i < j ≤ k − 1. Every
vertex ui,j is adjacent to all vertices vs with s 6= i. The tree backbone T contains
the k− 1 edges vkvs with 1 ≤ s ≤ k− 1. The vertices ui,j form the leaves of T ; in
the tree, vertex ui,j is adjacent only to vj . Clearly, χ(G) = k.
Suppose to the contrary that bbcλ(G, T ) ≤ k+λ−1, and consider such a backbone
coloring. The vertices v1, . . . , vk in the clique must be colored with k pairwise dis-
tinct colors. Since they form a star, either vertex vk has color 1, and colors 2, . . . , λ
are not used on the clique, or vertex vk has color k+λ−1, and colors k, . . . , k+λ−2
are not used on the clique. Both cases are symmetric, and we assume without loss
of generality that vk has color k+λ−1 and that colors k, . . . , k+λ−2 are not used
on the clique. Let vi be the vertex that has color k − 2, and let vj be the vertex
that has color k − 1. The vertex ui,j is adjacent to all clique vertices except vi;
hence, it could only be colored with color k−2 or with a color in {k, . . . , k+λ−2}.
But these λ colors are forbidden for ui,j , since in the tree backbone it is adjacent
to vertex vj with color k − 1. Since there is no feasible color for ui,j, we arrive at
the desired contradiction.
In [4] the authors discuss the λ-backbone coloring numbers of split graphs with
star backbones or matching backbones. We summarize the results in Theorem 7
and Theorem 8.
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Theorem 7 Let λ ≥ 2 and let G = (V,E) be a split graph with χ(G) = k ≥ 2.
For every star backbone S = (V,ES) of G,
bbcλ(G,S) ≤
{
k + λ if either k = 3 and λ ≥ 2 or k ≥ 4 and λ = 2
k + λ− 1 in the other cases.
The bounds are tight.
Theorem 8 Let λ ≥ 2 and let G = (V,E) be a split graph with χ(G) = k ≥ 2.
For every matching backbone M = (V,EM ) of G,
bbcλ(G,M) ≤


λ+ 1 if k = 2
k + 1 if k ≥ 3 and λ ≤ min{k2 ,
k+5
3 }
k + 2 if k = 9 or k ≥ 11 and k+63 ≤ λ ≤ ⌈
k
2 ⌉
⌈k2 ⌉+ λ if k = 3, 5, 7 and λ ≥ ⌈
k
2⌉
⌈k2 ⌉+ λ+ 1 if k = 4, 6 or k ≥ 8 and λ ≥ ⌈
k
2 ⌉+ 1.
The bounds are tight.
5 λ-Backbone colorings of planar graphs
In this section we consider the λ-backbone coloring numbers of planar graphs.
The four-color theorem together with Theorem 1 and Theorem 4, implies that
bbc2(G, T ) ≤ 7 and bbc2(G,M) ≤ 6 holds for any planar graph G with spanning
tree T and matching backbone M , respectively. However, these bounds are prob-
ably not best possible.
w w w w
w w w
w w w
w
w w
J
J
J
J
J
J
J
J
J
J
J
J
J
J
J
J
J
J 






















J
J
J
J
J
J
J
J
J
J
J
J





































Q
Q
Q
Q


Q
Q
Q
Q


Q
Q
Q
Q
Q
Q
Q
Q



Figure 1: A planar graph G1 with a spanning tree T (bold edges) such that bbc(G1, T ) = 6.
For the case planar graphs with tree backbones, can the bound be improved to
6? However, in [3], the planar graph G1 in Figure 1 demonstrates that this bound
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can not be improved to 5: Note that graph G1 consists of four copies of K4 that
all have a K1,3 as spanning tree. In any backbone coloring of such a K4 with only
five colors, the central vertex of the K1,3 must either receive color 1 or color 5.
With this observation, it is easy to see that bbc(G1, T ) = 6.
For the case planar graphs with matching backbones, can the bound be improved
to 5? However, in [9], the planar graph G1 with indicated matching backbone M
consisting of edges ab′, bc′, cd′, da′ as in Figure 2 shows that one cannot improve
this bound to 4. Note that we cannot find a backbone coloring of (G1,M) with
color set {1, 2, 3, 4}. First of all observe that G1 can be obtained from a plane
embedding of the K4 induced by the vertices a, b, c, d, by putting a new vertex
in each face and adding edges from this new vertex to the three vertices on the
boundary of the face, and assigning the label x′ to the new vertex in the triangular
face bounded by the cycle uvwu, where {u, v, w, x} = {a, b, c, d}. Suppose we only
use colors 1, 2, 3, 4. Then it is clear from this construction that a, b, c and d get
different colors, and that the colors of a vertex and its primed counterpart are the
same. Without loss of generality assume that a and a′ get color 2. Then both b′ and
d must get color 4, a contradiction. It is routine to check that bbc2(G1,M) = 5.
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Figure 2: A graph G2 with a matching backbone M (bold edges) such that bbc2(G2,M) = 5.
6 The computational complexity of computing the
λ-backbone coloring number
We consider the computational complexity of computing the λ-backbone color-
ing number: “Given a graph G, a spanning subgraph H, and an integer ℓ, is
bbcλ(G,H) ≤ ℓ?” Of course, this general problem is NP-complete.
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In [3] the authors considered the computational complexity of computing the 2-
backbone coloring number of the graph G with a tree backbone. Then, in [10]
the result is generalized for the computational complexity of computing the λ-
backbone coloring number of the graph G with a tree backbone. The authors
show that for this problem the complexity jump occurs between ℓ = λ + 2 (easy
for all tree backbones T ) and ℓ = λ+ 3 (difficult even for path backbones P ).
Theorem 9 Let λ ≥ 2.
(a) The following problem is polynomially solvable for any ℓ ≤ λ + 2: Given a
graph G and a spanning tree T , decide whether bbcλ(G, T ) ≤ ℓ.
(b) The following problem is NP-complete for all ℓ ≥ λ + 3: Given a graph G
and a Hamiltonian path P , decide whether bbcλ(G,P ) ≤ ℓ.
In [4] the authors considered the computational complexity of computing the λ-
backbone coloring number of the graph G with a star backbone. They show that
for this problem the complexity jump occurs between ℓ = λ + 1 (easy for all star
backbones S) and ℓ = λ+ 2 (difficult even for matching backbones M).
Theorem 10 Let λ ≥ 2.
(a) The following problem is polynomially solvable for any ℓ ≤ λ + 1: Given a
graph G and a star backbone S, decide whether bbcλ(G,S) ≤ ℓ.
(b) The following problem is NP-complete for all ℓ ≥ λ + 2: Given a graph G
and a matching backbone M , decide whether bbcλ(G,M) ≤ ℓ.
7 Open problems
In this section we present some open problems.
• For an arbitrary graph G with spanning tree T , bbc2(G, T ) can be as large
as 2χ(G) − 1. How about bbcλ(G, T ) for λ ≥ 3? What about triangle-free
graphs? Does there exist a small constant c such that bbcλ(G, T ) ≤ χ(G)+c
for all triangle-free graphs G?
• What about chordal graphs? It can be shown that bbc2(G,P ) ≤ χ(G) + 4
whenever G is chordal and P is a Hamilton path of G. Does this result carry
over to arbitrary spanning trees, i.e., does bbcλ(G, T ) ≤ χ(G) + c hold for
any chordal graph G with spanning tree T ?
• How to prove the upper bounds for the backbone coloring number of a planar
graph without using the four-color theorem?
• What is the computational complexity of the λ-coloring problem? More
specially, for which graph classes and backbones is the problem polynomially
solvable and for which is it NP-hard?
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Near Field Optics and Its Applications 
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Abstract: Characteristics of electromagnetic field in the vicinity of its source are 
described and compared with those observed at a distance far away from the 
source. These characteristics are related to the so called “low dimensionality” of the 
wave based on the “dimension” of the wave number vector. The possibility of 
avoiding the Abbe’s diffraction limit and hence probing finer details of the emitting 
object is explained. The near fields in evanescent and surface waves occurring in 
various configurations and structures are illustrated for their potential applications 
such as high spatial resolution scanning near-field optical microscopy (SNOM) and 
optical recording as well as nano manipulation required for fabrication of nano-
optical devices. 
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Rational Solitons in Deep Nonlinear Optical Bragg 
Grating 
 
 
Husin Alatas 
 
 
Depatment of Physics, Institut Teknologi Bandung, Indonesia 
 
 
Abstract: We have examined the rational solitons in the Generalized Coupled Mode 
model for a deep nonlinear Bragg grating. These solitons are a degenerate form of 
the ordinary solitons and appear at the transition lines in the parameter plane. A 
simple way is presented to investigate the bifurcations, which is applied on 
bifurcations due to detuning the frequency. Exact expressions for the 
corresponding rational solitons are presented. The analysis yields among others the 
appearance of in-gap dark and antidark rational solitons unknown in the nonlinear 
shallow grating. It is demonstrated that certain effects in the soliton energy 
variations are to be expected when the frequency is varied across the values where 
the rational solitons appear. 
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Numerical Modelling of Nonuniform Sinusoidal Bragg Grating 
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Abstract: The problem of light wave propagating in almost periodic, nonuniform and linear 
sinusoidal Bragg grating is considered. For this purpose we implement a Method of Single 
Expression. The basic feature of this method is that the Helmholtz equation is represented in the 
form of coupled phase-amplitude equations, from which the boundary value problem is reduced 
to an initial value problem of a set of ordinary differential equations. Then the Runge-Kutta 
integration method is applied to solve the resulting initial value problem. To demonstrate the 
method, we implement the method to characterize the transmission spectrum of tapered, chirped 
and phase-shifted grating structure.  
Keywords: Mathematical Modelling, Optics 
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SMA – didactics for Applied Mathematics 
 
 
Gerard Jeurnink 
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Abstract: Educating mathematics to teenagers can be a challenging activity. Many 
secondary school students experience the abstraction as being an inevitable, 
always returning obstacle. At the level of primary school and junior high school  
Realistic Mathematics Education (RME) indeed has taken away a lot of aversion to 
this discipline. In order to recognize the usefulness of higher mathematics, we want 
to make senior high school students familiar with Applied Mathematics. Not only 
by stating the applications, but also trying to comprehend these thoroughly. We 
will present materials for the benefit of math lessons with interaction and 
cooperation between students and teacher. In classroom we are prepared to 
discuss student solutions with quick feed back. 
The success story of RME seems to end with the change-over to (senior) high 
school. In fact, understanding an advanced application of mathematics is asking 
for a more detailed description of the mathematical model. Exactly here we find a 
challenge to the student for exploring the present case (and the mathematics 
behinds it). The operating study books all have theoretical foundations in common, 
and this is still very welcome to a math course. But every student gets 
extraordinary more motivated by going deeply into one or more real(istic) 
applications (taking into account student’s level and theoretical knowledge). 
New written small booklets can serve these additional or replacing lessons. In the 
Netherlands they have already introduced the so-called Zebra-booklets, to be 
meant for the upper grades of high school. In this lecture I’ll also present some 
‘learner letters’ for serving middle grades. Such a letter concerns one specific math 
application (waves, codes, etc) and can be managed within three lessons. As 
mentioned, the didactic is focused on interaction and cooperation, still the student 
has to learn fundamental mathematics. 
Keywords: modeling, SMA-education 
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The Role of Noticing from the Teacher in Supporting 
Teaching and Learning Process to Promote 
Constructivism in Mathematics Classroom 
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Abstract: In a mathematics learning process it is demanded from the students to 
actively engage in order to construct their knowledge, whereas teachers are 
supposed not to dominate  the teaching and learning activities.  In the process of 
the students construct their knowledge, it is imperative that the lesson should 
start with posing contextual problems such that the lesson will be meaningful and 
useful to the students.  It is also expected that in order to  increase the quality of 
the teaching and learning activities the students as well as the teacher should be 
responsible to their roles to help the students  to reach their optimal capacity. The 
students should make use of what they have already had (prior knowledge, 
prerequisite, and their experiences) to support the active interactions among the 
students and between the students and the teacher. The student will have 
opportunity wherein they could freely express their ideas and strategies in a variety 
ways without being discourage of making mistakes. Therefore the teacher is 
demanded to be well prepared  in this kind of process since they must be ready to 
accommodate questions, responses, comments and different solution no matter 
how idiosyncratic it is. Here the teacher will serve as facilitator, moderator or 
conductor. The teacher will not mainly provide problems and just leaves the 
students to work on their own and the teacher wait for the correct answer or 
different strategies. The teacher must be able to anticipate whatever solution that 
may arise from the students, as well as their failures to continue working on the 
problem. So, the teacher must  make a good plan, and good preparation as well 
regarding selecting problems, and trying to solve those problems in every possible 
way. 
In choosing this approach. It is required from the teacher to notice, observe 
students’ works, solutions, questions, and comment and to  follow it with 
appropriate actions and reflecting on the students’ ideas at  a right moment. In 
short, to support the teacher in a teaching and learning process  emphasizing on 
the students construct their knowledge, the teacher should pay attention on 
noticing the students and make a good reflection as well on what has been 
developed so far in that process after the teacher set a plan, 
preparation/anticipation, observe/listen, and take action on a right moment. 
Keywords: interaction, noticing, constructivism 
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Constructing Mathematical Concepts Through 
Activity by using Various Kinds of Representation 
 
 
Yansen Marpaung 
 
 
Department of Mathematics Education, University of Sanata Dharma Yogyakarta, 
Indonesia 
 
 
Abstract: The new theories in mathematics education, like RME (realistic 
mathematics education), or CTL (Contextual Teaching-Learning) stressed the 
invention (or reinvention) of mathematical knowledge through activity.  These new 
theories are supported by the philosophy of constructivism. 
To apply these theories in the teaching-learning of mathematics in primary and 
secondary schools, especially in Indonesian school systems which traditionally 
governed by the behaviouristic approach, is not easy. 
Since 2001 the department of mathematics education in the University of Sanata 
Dharma are  involved in a project of reforming the mathematics teaching learning 
in the primary schools. Three other universities which play active role in that 
project are UPI, Bandung, UNY Yogyakarta and UNESA.    From my experience in 
this project, I am convinced that reformation in teaching-learning of mathematics 
in schools depends in the first hand on the teachers’ competencies.  Therefore, in 
some lecture at our department I developed the students’ consciousness about the 
importance  of  the reinvention of mathematics concepts through activity. I used 
the didactical material “dynamical maze or Dynamische Labyrinthe” created by 
Prof. Dr. E. Cohors-Fresenborg  as starting point in constructing/ reinventing  the 
concept of algorithm and connected it to how information are  processed 
cognitively. 
Keywords: Dynamical maze, algorithm, construction, representation 
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Extreme Wave Events in a Hydrodynamic Laboratory 
 
 
Natanael Karjanto, E. van Groesen 
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Abstract: We adopt the spatial ‘nonlinear Schrödinger’ (NLS) equation as a simple mathematical 
model for nonlinear surface wave evolution in a wave tank of a hydrodynamic laboratory. This 
equation has many exact solutions, of which we only study a family of solutions which describes 
extreme wave events in the laboratory. This solution is known as the ‘Soliton on Finite 
Background’ (SFB) and it describes the ‘modulation instability’ (Akhmediev and Ankiewicz, 1997). 
In the context of water waves, this instability is known as the ‘Benjamin-Feir instability’ since 
Benjamin and Feir (1967) investigated the stability of a modulated wave train both theoretically 
and experimentally. In this presentation, we focus on the physical properties of the SFB and the 
comparison with experiments in a wave tank of the Maritime Research Institute Netherlands 
(MARIN). 
The SFB in the far field is a ‘continuous wave’ with a constant amplitude 2r0 and a wave 
frequency ω0, modulated with a modulation frequency ν. While running downstream, this signal 
becomes an extreme wave event; reaches a large amplitude at a certain position while preserving 
the modulation period. After passing the extreme position, it continues to evolve downstream to a 
situation similar to the initial signal. At the position where the SFB is an extreme wave event, 
there are times at which the real-valued amplitude vanishes and the phase becomes undefined, 
resulting in a ‘phase singularity’ phenomenon. In one modulation period, there is a pair of these 
singularities. Due to this phenomenon, the physical wave field shows a ’wavefront dislocation’, 
when merging waves or splitting waves are observed. 
The experimental setup is a wave tank of 200 m long, with 3.55 m water depth, a wavemaker on 
one side, and an absorbing beach on the other side. Wave gauges are installed at several 
positions to capture signals of the generated wave. Applying the inverse problem and using the 
‘maximum temporal amplitude’ (Andonowati and van Groesen, 2003), we designed the initial 
signal of the SFB such that extreme wave events should occur at a specified position, namely at 
150 m from the wavemaker. Due to the discrete positions of the wave gauges, the precise position 
of the extreme wave cannot be determined very well. However, the experiments showed non-
breaking waves with a large amplitude. These waves have an asymmetric structure compared to 
the ones from the theoretical SFB. Furthermore, the experimental results also show a phase 
singularity phenomenon. Yet, instead of a pair of singularities as in the SFB, the experiments 
show only one singularity in one modulation period (van Groesen et al, 2005; Huijsmans et al, 
2005). Keywords: freak wave event, Soliton on Finite Background, phase singularity and 
wavefront dislocation. 
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Abstract: Previous numerical and experimental results on the propagation of surface waves 
which are originally bi-chromatic signals at the wave maker show phenomena of peaking and 
splitting. To investigate this, in particular the peaking phenomenon, a quantity called Maximal 
Temporal Amplitude (MTA) is introduced. This quantity can be used to predict the position of the 
occurrence of maximal peaking within a wave tank for a given signal at the wave maker. In this 
paper, we present the MTA of propagating waves that are tri-chromatic signals at the wave maker. 
We predict the position of maximal peaking of the signal from the location of the maximum MTA. 
Here, a tri-chromatic signal is superposition of three mono-chromatic signals with different 
amplitudes, frequencies and initial phases. As a model of unidirectional waves, we use KdV 
equation with exact dispersion relation. We approximate the solution of the model using 
perturbation method in the power series of amplitude and wave number up to third order. We 
show that the initial phases influence the location of maximum MTA. 
Keywords: Phase, tri-chromatic signal, Maximal Temporal Amplitude 
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The dispersion relation for waves above arbitrary currents 
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Abstract: Waves on the surface of a layer of fluid are described in the approximation of small 
elevations (linear wave theory) by a dispersion relation, which is an algebraic relation between the 
wave frequency and the wavenumber.  
For waves above a uniform (depth-independent) current, the presence of a constant current 
simply adds a linear contribution to the frequency, reflecting the invariance of the physical 
phenomenon for translations with a uniform current speed. 
When the current profile depends on the depth the situation becomes much more complicated. 
Nevertheless, for any current profile, a linear wave of (suitably) given frequency can still be found, 
but its wavenumber depends in a complicated way on the current profile. To find the dispersion 
relation in that case, the equation for the vertical fluid motion has to be studied (i.e. the so-called 
Rayleigh equation with impermeable bottom boundary condition). Except in the special case of a 
(piecewise) linear current, this equation cannot be solved explicitly and approximations have to be 
found. 
We will show that the Rayleigh problem is actually a variational problem (i.e. has optimization 
properties), and that the relevant functional (or its dual formulation) is directly related to the 
dispersion relation. Taking trial functions that are in some sense approximations of the solutions 
and inserting them into the functional lead to approximations of the dispersion relation for depth-
dependent currents. 
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Abstract: This paper describes the preliminary study on ocean wave-focusing 
using the convex-lens like submerged breakwater. Some submerged breakwaters 
are set up to resemble convex-lens shape and the performance when the ocean-
waves pass over them is analyzed. Since the formation of the breakwater is 
submerged 1 meter below the free surface, then the waves that pass over it are 
considered non–linear. The continuity and the momentum equation are governed in 
the computational domain and the free surface boundary updated at each time 
step by an explicit finit-difference time-marching scheme. The incident waves are 
generated from the inflow boundary by prescribing a simple sinusoidal wave. The 
numerical simulation results show that the wave can be focused. The focal-length 
is also fulfilled the theory of optical lens. 
Keywords: Ocean wave focusing, Convex-lens, 
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Abstract: The radial basis function models are closely related to function 
approximation models used to perform interpolation that the performance depends 
on number of centers and the prototype used for training. Pototype of RBF is 
determined by generator function, in this case use exponential generator function. 
Training of RBF neural networks using gradient descent offers a solution to the 
tradeoff between performance and training speed. Implementation of RBF neural 
network use Indonesia Inflation data. According time series analysis, the data have 
model ARIMA(0,0,1)(0,0,1)11. RBF network does not have best model on training 
data or testing data. 
 
Key-words: radial basis function, generator function, gradient descent 
 
    
1. Introduction 
 
Radial basis function (RBF) neural networks are function approximation models 
that can be trained by examples to implement a desired input–output mapping [1]. 
In fact, radial basis function models are closely related to function approximation 
models used to perform interpolation [6].  The performance of an RBF neural 
network depends on the number and centers of the RBF, their shapes, and the 
method used for learning the input–output mapping. Broomhead and Lowe [2] 
suggested that the centers of the RBF can be distributed uniformly within the 
region of the input space for which there is data, or chosen to be a subset of the 
training vectors. Moody and Darken [7] proposed a hybrid learning process for 
training RBF neural networks with Gaussian RBF, which employs a supervised 
scheme for updating the output weights, i.e., the weights that connect the RBF 
with the output units, and an unsupervised clustering algorithm for determining 
the centers of the RBF. The centers of the RBF are often determined by the K–
means clustering algorithm. Poggio and Girosi [8] proposed a supervised approach 
for training RBF neural networks with Gaussian RBF, which updates the RBF 
centers together with the output weights. Chen et al. [3], proposed a learning 
procedure for RBF neural networks based on the orthogonal least squares (OLS) 
method, which is used as a forward regression procedure to select a suitable set of 
RBF centers. 
 
The training of RBF neural networks using gradient descent offers a solution to the 
tradeoff between performance and training speed and can make RBF neural net-
works serious competitors to feedforward neural networks (FFNNs) with sigmoid 
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hidden units [4]. The convergence of gradient descent learning and the 
performance of the trained RBF neural networks are both affected rather strongly 
by the choice of RBF. The search for RBF functions other than the Gaussian 
function motivated the development of an axiomatic approach for constructing 
reformulated RBF neural networks suitable for gradient descent learning [4-5]. This 
approach reduces the development of reformulated RBF models to the selection of 
admissible generator functions that determine the form of the radial basis 
functions. 
 
This paper presents new results on the construction and training of reformulated 
radial basis function neural networks. The results of the analysis presented in this 
paper can be used for selecting generator functions according to their suitability for 
gradient descent learning.  
  
2. Reformulated Radial Basis Function  
  
Consider the 1ℜ→ℜn mapping implemented by the model 
  ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+= ∑
=
c
j
jjj vxgfy
1
0ˆ ωω     (1) 
where (.)f is a nondecreasing, continuous and differentiable function. The model 
(1) describes an RBF  neural network with inputs from nℜ , c radial basis func-
tions, and output units y. When the RBF network is presented x as input and y 
response with c prototype vj, as shown in figure 1, where ⎟⎠
⎞⎜⎝
⎛ −= 2jjj vxgφ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
Figure 1. Architecture RBF neural network 
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A. Axiomatic Requirements 
 
Reformulated RBF neural networks were developed to facilitate the training of RBF 
models by learning algorithms based on gradient descent [4].  In order for the 
model (1) to satisfy the desired properties mentioned above, any admis-sible radial 
basis function must satisfy the following three basic axiomatic requirements [4]: 
Axiom 1:  ( ) 02 >− vxg j for all nvx ℜ∈,  . 
Axiom 2: ( ) ( )22 vygvxg jj −>− or all nvyx ℜ∈,,   
      such that 
22 vyvx −<− . 
Axiom 3: If ( )2vxgg jxjx −∇=∇  denotes the gradientwith respect to x of  
               ( )2vxg j −  at  x , then 
                   2
2
2
2
vy
g
vx
g yyjx
−
∇>−
∇
     (2) 
                for all nvyx ℜ∈,, such that 22 vyvx −<−  
.Axiom 4: ( ) ∞<− 2vxg j for all nvx ℜ∈,  
 
B. Admissibility Conditions for Radial Basis Functions 
 
The selection of admissible radial basis functions can be facilitated by extending 
the theorem proposed in [4].  
Theorem :  
The model described by (1) represents an radial  basis function neural net-
work in accordance with all four axiomatic requirements if )(xg j are conti-
nuous functions on ),0( ∞ with continuous first-order derivatives )(' xg j such 
that: 
1) ),0(,0)( ∞∈∀> xxg j  
2) ),0(,0)(' ∞∈∀< xxg j  
3) ),0(,0)(" ∞∈∀> xxg j  
4) jjx Lxg =+→ )(lim 0 , where jL are finite numbers. 
 
A radial basis function is said to be admissible in the widesense if it satisfies the 
three basic axiomatic requirements, that is, the first three conditions of Theorem 
[4]. If a radial basis function satisfies all four axiomatic requirements, that is, all 
four conditions of Theorem, then it is said to be admissible in the strict sense.  
 
Theorem verifies the strong link between radial basis function neural networks and 
function approximation models used to perform interpolation. Such function 
approximation models attempt to determine a surface in a Euclidean space nℜ  
that providesthe best fit for the data (xk , yk ) , Mk ≤≤1  where nkx ℜ⊂Χ∈  and 
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ℜ∈ky and for all k = 1, 2, 3, … , M. Micchelli [7] considered the solution of the 
interpolation problem Mkyxs kk ≤≤= 1,)( ,  by functions ℜ→ℜ ns : of the form ( )∑
=
−=
M
k
kk xxgxs
1
2)( ω       (3) 
Micchelli [16] showed that the model described by eqn (3) is admissible for interpo-
lation if the basis function is completely monotonic on l. A function )(xg is called 
completely monotonic on ),0( ∞ if it is continuous on ),0( ∞  and its l th order 
derivatives )()( xg l satisfy ),0(,0)()1( )( ∞∈∀≥− xxg ll for l = 0, 1, 2 , … . 
The theorem requires that any wide-sense admissible function )(xg j be continuous 
on ),0( ∞ and its derivatives satisfy ),0(,0)()1( )( ∞∈∀≥− xxg ll  for l = 0, 1, 2 , … . 
The theorem is less restrictive than Micchelli’s interpolation theorem in terms of 
the conditions imposed on the selection of functions that are admissible in the wide 
sense. However, the theorem is more restrictive than Micchelli’s interpolation 
theorem if it is used to select functions that are admissible in the strict sense. 
 
C. Constructing Admissible Generator Functions 
 
The search for admissible RBF can be simplified by considering basis functions of 
the form )()( 2xgx jj =φ , with each )(xg j  defined in term of a generator function 
)(0 xg j as 1,))(()(
)1/(1
0 ≠= − mxgxg mjj [4]. The construction of widesense admisible 
generator functions can be attempted by assuming that ))(()(' 00 xgpxg jjj = .  
Generator functions admissible in the strict sense can be obtained by determining 
the subset of the resulting widesense admissible generator functions that satisfy 
the fourth condition : 
if m>1 RBF neural network requirement : 
  1. ),0(,0)(0 ∞∈∀> xxg j   
 2. ),0(,0)('0 ∞∈∀> xxg j  
 3. ),0(,0)(")())('](1/[)( 00
2
00 ∞∈∀>−−= xxgxgxgmmxr jjjj  
 4. ),0()(lim 1,100 ∞∈=→ jjjx LwhereLxg  
if m<1 RBF neural network requirement : 
 1. ),0(,0)(0 ∞∈∀> xxg j   
 2. ),0(,0)('0 ∞∈∀< xxg j  
 3. ),0(,0)(")())('](1/[)( 00
2
00 ∞∈∀<−−= xxgxgxgmmxr jjjj  
 4. ),0()(lim 2,200 ∞∈=→ jjjx LwhereLxg  
The constructive approach outlined above is employed here to produce increasing 
generator functions that can be used for m>1.  The same constructive approach 
can be extended to produce decreasing generator functions that can be used for 
m<1. 
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Assume that m>1 and let the function )(xp j be of the form 0,)( >= jnjj kxkxp .  
The function )(0 xg j can be obtained in this case by solving the differential equation  
0,))(()(' 00 >= jnjj kxgkxg      (4) 
According to (4),  120
2
0
1
00 ))(()('))(()("
−− == njjjnjj xgnkxgxgnkxg . In this case 
⎟⎠
⎞⎜⎝
⎛ −−= nm
mxgxr jj 1
))('()( 200      (5) 
If m>1, it is required that ),0(,0)(0 ∞∈∀> xxrj , which holds for all m/(m-1)>n. For 
m>1, m/(m-1)>1 and the inequality m/(m-1)>n holds for all n<1. For n=1, m/(m-
1)-n=1/(m-1)>0. Thus, the condition ),0(,0)(0 ∞∈∀> xxrj , is satisfied for all 1≤n . 
 
3. Selecting Generator Functions 
Consider the function mxgxg −= 1
1
0 ))(()( , with 0),exp()(0 >= ββxxg and m>1.  For 
all 0>β , g0(x) is a monotonical increasing function, )exp()('0 xxg ββ= and 
)exp()(" 20 xxg β= . In this case : 
( )20 )exp(1
1)( x
m
xr ββ−=       (6) 
If m >1, then r0(x) > 0, thus g0(x) is an admissible function for all 0>β . If  
0),exp()(0 >= ββxxg , and m>1, then g0(x) corresponds to the Gaussian RBF 
)/exp()()( 222 σφ xxgx −== , with  βσ /)1(2 −= m . 
Consider also the function )exp()(0 xxg β−= , 0>β  with m<0, g0(x) is a 
monotonically decreasing function. The )exp()(0 xxg β−= , corresponds to the 
Gaussian RBF, )/exp()()( 222 σφ xxgx −==  with  βσ /)1(2 m−=  
 
4. A Learning Algorithm Based on Gradient Descent 
 
An RBF neural network can be trained by minimizing the error 
∑
=
−=
n
i
ii yyE
1
2)ˆ(
2
1
      (7) 
This algorithm can be summarized as follows: 
1) Select m,η  and ε ; initialize ijw with zero values; randomly initialize vj  
2) Compute the initial response ∑
=
=
c
j
jiji hwy
1
ˆ  
3) Compute E. and set EEold = . 
4) Update the adjustable parameters: 
    • . iii yye ˆ
0 −=  
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     • . jheww
n
i
iiijij ∀+← ∑
=
,
1
0η  
     • ( ) ∑
=
⎟⎠
⎞⎜⎝
⎛ −−=
n
i
iji
m
ijji
h
ij wehvxgme
1
0
,
2
0 ')1/(2  
     • ( ) jvxevv jic
j
h
ijjj ∀−+← ∑
=
,
1
η . 
6) Compute the current response: ∑
=
=
c
j
jiji hwy
1
ˆ  
7) Compute E 
8) If: ε>− oldold EEE /)(  then: go to Step 4). 
 
5. Result Study 
 
The data are used in this study is Indonesia inflation data (monthly) from January 
1999 until April 2005. In this study data divided into two part. First, data training, 
from Januari 1999 until December 2004 is used to modeling. Second, data testing 
is used to validation result first part, Januari 2005 until April 2005. In the first 
data, model is called best model if it has minimum Mean Square Error (MSE). The 
model is applied on data second to measure goodness of fit (validation). Some 
goodness of fit model are Mean Percentage Error (MPE), Mean Absolute Deviation 
(MAD), and Mean Absolute Percentage Error (MAPE). 
 
Generally time series analysis use ARIMA model to get forecast model and value of 
the forecast. ARIMA models need stationary data and information about 
observation that influence to respond. ARIMA model identification is based on time 
series plot, ACF and PACF plot. Based on data plot (figure 1), ACF plot (figure 2) 
and PACF plot (appendix) show that Indonesia Inflation has nonseasonal and 
seasonal pattern and observation (t-1), (t-11) and (t-12) have straight influence to 
respond. Indonesia Inflation data has some ARIMA models. It has periodic seasonal 
11 and 12. Periodic seasonal 12 base  month a year and periodic seasonal 11 base 
on culture of Indonesia people at “Idul Fitri” is called “mudik”. The best two of the 
models are ARIMA(0,0,1)(0,0,1)11 and ARIMA(1,0,1)(1,0,1)11. These models have 
MSE 0.2685 and 0.2743. 
 
    
 
Figure 2. Time series Plot                              Figure 3. ACF Plot 
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According the plots we know that respond (t observation) depend on observation (t-
1), (t-11) and (t-12), so these observation are input of radial basis function neural 
network. In this study are used three architecture RBFNN models : 
1. Number of unit in hidden layer equal number of points (model 1). 
2. Number of unit in hidden layer is  12 (model 2). 
3. Number of unit in hidden layer is 12 with gradient descent algorthm (model 3). 
Fist model based on standart architecture RBFNN model, that used number of unit 
in hidden layer equal number of point. Second and third model used 12 unit in 
hidden layer, it is based on number of month in a year. In third model use gradient 
descent algorithm to find parameter estimation. The result of RBFNN based on 
training and testing data for three models above is shown on table 1. 
 
Table 1. Statistics of training and testing data 
 
Architecture NN MSE MAD MAPE MPE 
0.000 0.000 0.000 0.000 Model 1 
1.654 0.887 3.645 -1.696 
0.253 0.396 2.548 -1.058 Model 2 
0.127 0.792 1.378 -1.198 
0.015 0.080 0.528 -0.030 Model 3 
2.243 1.590 2.389 -0.422 
       
         : training model  : testing model 
 
According table 1. First model is good model in training data but worse in testing 
data. Second and third models show that the third model is better than second 
model in training data but in testing data is bad. This result show that there is not 
guarante result training and testing of model is good. According MSE, RBF neural 
network smaller than  ARIMA model. 
 
6. Conclusion  
 
According the theory unit in hidden layer is equal number of point data, but we are 
possible to reduce the unit. Gradient descent learning is one of methods to get 
parameter estimation more efficient. In case Indonesia inflation data show that 
there is nonseasonal and seasonal pattern. According ARIMA model, the best 
model is ARIMA(0,0,1)(0,0,1)11. Function approximation base on RBFNN for the 
data, there is not best model, because first model is good in training data but 
second model is good in testing data. Third model better than second model in 
training data, but in testing data second model is better. 
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Abstract. Neural network is a relatively new method used in many applications, 
such as pattern recognition, signal processing, forecasting time series data, and 
control processing. In this paper, the method is utilized to forecast the inflation in 
Yogyakarta. The backpropagation is considered as the algorithm for constructing 
the NN forecasting models. The NN model is compared with ARIMA model, the 
usual model for forecasting time series data.  
 
It is showed that the NN model gives better performance than ARIMA model in 
forecasting the inflation in Yogyakarta. Both in training and in testing, the NN 
model obtains less MSE (Mean Squared Error) than ARIMA model.   
Key-words: Neural Network model, ARIMA model, backpropagation 
 
1. Introduction 
 
Inflation can be interpreted as the increase of consumer price consists of 
commodities and services.  Forecasting the inflation is important, because it is one 
of the macro economic indicators. Some economic plans or decisions concern the 
inflation as an important factor, for example in determining the interest rate of the 
obligation. 
 
Predicting the inflation is related to the forecasting time series data. The most 
frequently used model is ARIMA model. It is developed by Box-Jenkins [1], and it 
becomes the standard model in forecasting time series data. Some authors discuss 
the ARIMA model, such as   [2] and [14]. 
 
In constructing ARIMA model, it is needed the stationary assumption. In spite of 
that, it is only for the linear forecasting model. Recently, a relatively new technique, 
neural networks, is increasingly applied in performing time series prediction. 
Neural networks approach is more flexible, because it does not need assumptions 
like normality that is commonly found in statistical methods. In statistics view, NN 
can be considered as a non-linear model.  However, some researchers find that NN 
model gives satisfactory performance in linear as well as in non-linear forecasting 
model. Results from [4] and [8] show that the NN model performs well in linear 
model.  By using NN model, [3], [6], [7], [9], and [10] achieve accurate predictions in 
forecasting financial data.  
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This paper presents a new approach by Neural Network (NN) model to predict the 
inflation with case study in Yogyakarta. The result compares with the prediction 
from ARIMA model. Better forecasting model is determined by its less MSE (Mean 
Squared Error) value. 
 
Section 2 briefly describes the ARIMA model. The next section presents the NN 
model, continued to the back propagation algorithm topic. Section 5 gives 
comparison of the empirical results of the models. The conclusion is included in 
the last section. 
 
 
2. ARIMA model 
 
ARIMA model is time series forecasting model developed by Box-Jenkins [1]. 
Application of this model is widely used in forecasting financial data. The ARIMA 
(p, d, q) model is composed of two processes, the autoregressive (p) known as AR(p) 
and moving average(q) known as MA(q). Number d denotes the differencing order 
needed to get stationary data. The ARIMA (p, d, q) model can be expressed as   
 
                          ,)()1)(( 0 tqt
d
p ByBB εθθφ +=−      
with  
  ppp BBBB φφφφ −−−−= L2211)(  
  qqq BBBB θθθθ −−−−= L2211)( , 
where B is the back shift operator and εt is a sequence of white noise with zero 
mean and constant variance. The estimates of autoregressive parameter φ and 
moving average parameter θ  are calculated by iteration process so that the mean 
squared error is minimized.                                               
  
3. Neural networks model  
 
Neural network is computational process  motivated by functioning biological 
neurons on human brain. Neural network consists of simple process elements 
known as neurons or units. Typically, the elements are arranged in a group or 
layers. They are input layer, output layer, and one or more layers between input 
layer and output layer called hidden layers. The type of NN is characterized by 
a. its architecture, pattern connection between the neurons, 
b. its training or algorithm, methods of estimating the parameter or 
weights on the connection, 
c. its activation function, function to its net input to determine its 
output prediction. (see (5)).  
In composing the NN model, the data set is divided into two subsets: a training set 
(used for weights and bias updating to get the parameter estimates of the weights) 
and a testing set (used to compare real and prediction out put). The following steps 
are done to obtain the NN model: 
1. Setting of the number of hidden layers, neurons, training algorithm, initial 
connection weights, neuron biases and the activation function for each 
neurons. 
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2. Network training.  
3. Estimation of the predicted output using the data testing. 
4. Evaluation of the forecast performance of the NN model, and compare with 
the other model. 
5. Step 1-4 are repeated if the error goal is not reached 
 
This paper considers one popular type of NN model called Feed-Forward Neural 
Network (FFNN) with single hidden layer. The architecture of the FFNN model for 
time series forecasting with single hidden layer, is showed in Figure 1. 
 
 
    
    
  
    
    
 
 M    
     
     Output Layer 
             M          (Dependent Variable) 
     
                                                   M  
                                                    
   
  
 Input Layer 
(Lag Dependent Variables) 
  Hidden Layer 
  (h hidden neurons) 
 
Figure 1. Architecture of  FFNN model for forecasting time series data  
with single hidden layer 
 
For FFNN model with single hidden layer illustrated in Figure 1, the output is 
predicted using past observations ptt yy −− ,...,1 , as the inputs, and it can be 
calculated from the equation  
                                
⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ ++= ∑ ∑ −
h
it
i
ihchhhct ywwwwy φφ 000ˆ ,                            
with  { }chw  denote the weights for connections between the constant input and hidden 
neurons  
 1 
 1−ty  
pty −
tyˆ  
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0cw  denotes the weight of direct connection between the  constant input and the 
output  { }ihw and { }0hw  denote the weights for the other connections between he inputs 
and the hidden neurons and between the neurons and the output, respectively 
hφ  and 0φ  denote activation functions used at the hidden layer and at the output 
respectively. 
 
The commonly used activation function is logistic function 
φ (x) = xe−+1
1
,    
which gives values in the range (0, 1). 
 
4. Backpropagation algorithm  
 
The weights in NN model are estimated by process called training such that the 
output produced by network for a given input approximate to the output data.   It 
is an optimization process of finding the weights by minimizing the sum squared 
error ∑
=
−=
K
k
kk yywE
1
2)ˆ()( , where ky  and kyˆ   is the output data and output 
prediction, respectively.    
Backpropagation algorithm is defined as a method for determining weights w by 
minimizing a function ∑
=
−=
K
k
kk yywE
1
2)ˆ(
2
1)( (*). 
The author (11) uses gradient descent form to reduce the equation (*) by update 
rule 
,
w
Ew ∂
∂−=∆ η η > 0, 
where η is learning rate.  
 
 
5. Empirical result 
The monthly inflation data in Yogyakarta from January 1999 – March 2005 were 
collected from BPS (Figure 2.). The first 60 entries are used as training data, and 
the rest 15 are testing data. 
 
The data processing to get ARIMA model is implemented by using MINITAB 
software. From Figure 2., it is obviously seen that data are  stationary, so no 
differencing (d = 0) needed to obtain ARIMA model. In this study, different ARIMA 
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models are found to yield significantly model. The best model is ARMA (1,2) due to 
the least MSE in training data, but not in testing data. On the other hand, MA (2) 
performs the least MSE in testing data, so it is more preferable to be the best 
prediction model. 
70605040302010
2
1
0
Index
C
1
 
 
Figure 2. Inflation in Yogykarta, January 1999-March 2005 
 
The NN model considered in this paper consists of three layers, input layer, one 
hidden layer, and output layer. Models with different input variables (see Table 1) 
are studied, each with the same number of hidden units (1 to 6 units). All the 
models use the back-propagation algorithm. The activation function in the hidden 
layer is logistic function and in the output layer is linear function. As noted in 
section 1, the criterion for selecting the best model uses the MSE value. By this 
criterion, it can be seen from many researches (see  (12), (13) and (15)) that the 
best model in testing data does not follow the best model in training data. 
 
The application of NN model to inflation data in Yogyakarta is consistent with their 
results. In this study, it is also shown that more complexity models tend to have 
less MSE value for training data, but not for testing data. Table1. summarizes the 
NN models for different lags, together with the corresponding values for ARIMA 
model. Not all NN models are presented, but only the selected models with least 
MSE in training or in testing data.  
 
The notation NN (j1,…, jk,; h ) denotes the NN with inputs at lag j1,…, jk and with      
h neurons in the hidden layer. 
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Table 1. Comparison the NN models and the ARIMA model for forecasting the 
inflation in Yogyakarta 
 
Lag Models MSE Training Data  MSE Testing data 
1 NN(1;1) 0.3 0.18 * 
 NN(1;4) 0.26** 0.37 
1,2 NN(1,2;4)  0.24 0.12* 
 NN(1,2;6) 0.2** 0.13 
1,2,3 NN(1,2,3;4) 0.2 0.14* 
 NN(1,2,3;6) 0.17** 0.19 
 ARIMA(1, 2) 0.33** 0.15 
 MA(2) 0.35 0.14* 
 
Note: * Best model in testing data 
        ** Best model in training data 
 
Table 1. shows that almost all NN models have prediction accuracy better than 
ARIMA model in data training. But after testing the models to the rest data,        
NN (1,2; 4), NN(1,2; 6), and NN(1,2,3; 4) perform better than ARIMA models.  NN 
(1,2; 4) has least MSE in testing data, 0.12, therefore, in this study the NN model 
with inputs lag 1 and lag 2, and with four hidden units is the best prediction model 
in comparison with the other NN models and the ARIMA models.  
 
6. Conclusion 
 
The empirical study shows that the accuracy of the various types of NN model are 
better than ARIMA model for training data, but not in testing data. From this 
study, we also can conclude that the best forecasting model tends to yield bad 
performance in training data. However, the best-selected forecasting model is 
model with the least validation of error.  
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Abstract. Since the discovery of the backpropagation method, many modified and 
new algorithms have been proposed for training of feedforward neural networks 
(FFNN). The objective of this paper is to compare performances of some 
optimization methods at FFNN backpropagation learning that were applied for 
regression problems. In general, there are two group of backpropagation 
optimization methods for updating weights and biases, those are first and second 
order.  The first order optimization methods are gradient descent (GD) and resilient 
backpropagation (RP), whereas the second order are conjugate gradient (CG), 
quasi-Newton (QN) and Levenberg-Marquardt (LM). In this research, performances 
comparison is done by using MATLAB program. The simulation result shows that  
LM has the best performance among the others. The criterion used to compare it is 
convergence speed evaluated by time and the number of epoch to reach the goal of 
MSE. 
 
Key-words: Feedforward neural networks, backpropagation, first and second 
order methods  
 
1. Introduction 
 
Backpropagation (BP) learning algorithm is the most commonly method used for 
training at FFNN [10]. Standard BP uses gradient descent (GD) technique, based on 
first derivatives of error function. Though this technique has been used 
successfully on a number of  interesting problems its applicability to complex real-
world problems. Standard BP has often been limited by its slow convergence to a 
solution [1]. In several researches that have been done, faster training algorithms 
such as the modified GD or the ones based on second derivatives of error function 
tend to be used ( e.g. [5, 8]). 
 
There has been considerable research on methods to accelerate the convergence of 
the algorithm. This research falls roughly into two categories. The first category 
involves the development of ad hoc techniques [7). This techniques include such 
ideas as varying the learning rate, using momentum and rescaling variables. 
Another category of research has focused on standar numerical optimization 
techniques (e.g., [1]-[4]). 
 
The most popular approaches from the second category have used conjugate 
gradient or quasi-Newton (secant) methods. The quasi-Newton methods are 
considered to be more efficient, but their storage and computational requirements 
go up as the square of the size of the network. There have been some limited 
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memory quasi-Newton (one step secant) algorithm that speed up convergence while 
limiting memory requirements [3, 4]. 
 
Another area of numerical optimization that has been applied to neural networks is 
nonlinear least squares. The more general optimization methods were designed to 
work effectively on all sufficiently smooth objective functions. However, when the 
form of the objective function is known it is often possible to design more efficient 
algorithms. One particular form of objective function that is of interest for neural 
networks is a sum of squares other nonlinear functions. The minimization of 
objective functions of this type is called nonlinear least squares. 
 
Hagan and Menhaj [9] applied a nonlinear least squares algorithm to the batch 
training of multilayer perceptron. For very large networks the memory 
requirements of the algorithm make it impractical for most current machines (as is 
the case for the quasi-Newton methods). However, for networks with a few hundred 
weights the algorithm is very efficient when compared with conjugate gradient 
techniques. 
  
It is difficult to know which training technique will be the fastest for a given 
problem. It will be depend on many factors, including the complexity of the 
problem, the number of data points in the training set, the number of weights and 
biases in the network, and the error goal [5]. The objective of this paper is to 
compare performances of some optimization methods at FFNN backpropagation 
learning that were applied for regression problems, particularly for nonlinear 
regression. Section 2 and 3 briefly present neural networks architecture and the 
basic BP algorithm. Some faster training of FFNN are then described in Section 4. 
The next section shows research methodology. Afterwards, Section 5 gives 
comparison of convergence speed of the algorithms. The last section contains a 
summary and conclusions. 
 
2. Neural Network Architecture 
 
A neural networks  consist of a number of connected nodes (in the literature nodes 
are also referred to as neurons, unit, or cell) each of which is capable of responding 
to input signals with an output signal in a predefined way. These nodes are ordered 
in layers. A network consist of one input layer, one output layer, and an arbitrary 
number of hidden layers in between. This number can be chosen by the user such 
that the network performs as desired. Usually, one hidden layer is used. The 
reason for this is that one hidden layer is sufficient to approximate any continuous 
function to an arbitrary precision [6]. 
 
The architecture of NN commonly used for regression problem is feedforward 
neural network (FFNN) with associated error backpropagation learning algorithm 
for minimizing the observed sum of squared errors over a given set of data.  
Architecture of FFNN can be seen at Figure 1, where f(.) is transfer function and Wij 
and Vij are weights. 
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Figure 1. FFNN with single hidden layer 
                                   
3. Backpropagation (BP) 
 
BP was created by generalizing the widrow-Hoff learning rule to multilayer 
networks and nonlinear differentiable transfer function [13]. Standard BP uses a 
GD algorithm. The term backpropagation refers to the manner in which the 
gradient is computed for nonlinear multilayer network. The error function which is 
minimized is defined as follow: 
                                             ∑
=
−= n
k
kk yyE
1
2
)()( )ˆ(2
1  (1) 
with )(ky  is the target or the real value of response, )(ˆ ky  is an output vector at the 
output layer, and k is index of input-target pairs ),( )()( kk yx used in training set 
where k = 1, 2, …, n. The weight update is 
                                               0   ),(' >−=∆ ηη wEw  (2) 
The step size or learning rate η  can be determined by a line search method but 
usually set to a small constant. In the later case the algorithm is, however, not 
guaranteed to converge. If η  is chosen optimally in each step the method is often 
called the steepest descent method. The method can be used in off-line or on-line 
mode. The off-line mode is the one presented in (2), where the gradient vector is an 
accumulation of partial gradient vectors, one for each pattern in the training set. In 
the on-line mode, gradient descent is performed successively on each partial error 
function associated with one given pattern in the training set. The update formula 
is then given by 
                                             0   ),(' >−=∆ ηη wEw p  (3) 
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where )(' wE p  is the error gradient associated with pattern p. If η  tends to zero 
over time, the movement in weight space during one epoch (one full presentation of 
all pattern in the training set) will be similar to the one obtained with one off-line 
update. However, in general the learning rate has to be large to accelerate 
convergence, so that the paths in weight space of the two methods differ. The on-
line method is often preferable to the off-line method when the training set is large 
and contains redundant information. 
 
The FFNN starts out by an initial set of weights chosen randomly. It then update 
the weights in such a way that given the input signals, the FFNN’s output signals 
match the desired output signals as closely as possible (the convergence limit is 
specified by the user). All training pairs are presented to the FFNN and the sum of 
squares of the errors (SSE) over the whole training set is computed. If  the SSE  
exceeds the specified error goal, the FFNN update the connection weights. This is 
called training epoch. The FFNN then begin another training epoch until either the 
maximum number of training epoch is reached or the SSE reaches the specified 
error goal. The training is said to be complete when either of this happen. How well 
a network is trained is measured by the MSE over the complete training dataset. 
 
4. Some faster training methods at FFNN 
 
GD technique is often too slow for practical problem. With standard steepest 
descent, the learning rate is held constant throughout training. The performance of 
the algorithm is very sensitive to the proper setting of the learning rate. If the 
learning rate is set too high, the algorithm may oscillate and become unstable. If 
the learning rate is too small, the algorithm will take too long to converge. It is not 
practical to determine the optimal setting for the learning rate before training, and, 
in fact, the optimal learning rate changes during the training process, as the 
algorithm moves across the performance surface. The performance of the steepest 
descent algorithm can be improved if we allow the learning rate to change during 
the training process. 
 
There are several high performance algorithms which can converge faster than the 
previous technique. These faster algorithm fall into two groups: first and second 
order. A complete description of the first and second order optimization methods is 
given in NN toolbox [5]. 
 
A. First order optimization methods 
 
The following methods were based on first derivatives of error function and used 
heuristic techniques, which were modified from an analysis of the performance of 
the standard steepest descent algorithm (traingd).   
 
  Variable learning rate (traingda, traingdx) 
 
This technique uses an adaptive learning rate to keep the step size as large as 
possible while keeping learning stable. The learning rate is made responsive to 
the complexity of the local error surface. The procedure increases the learning 
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rate but only to the extent that the network can learn without large error 
increases. Thus a near optimal learning rate is obtained for local terrain. 
 
 Resilient backpropagation (trainrp) 
 
FFNN typically use sigmoid transfer functions in the hidden layers. This causes 
a problem when using steepest descent to train FFNN, since the gradient can 
have a very small magnitude, and therefore cause small changes in the weight 
and biases even though the weights and biases are far from their optimal 
values. The purpose of the resilient backpropagation training algorithm is to 
eliminate the harmful effects of the magnitude of the partial derivatives. Only 
the sign of the derivatives is used to determine the direction of the weight 
update. 
 
B. Second order optimization methods 
 
These methods use second derivatives of error function and standard numerical 
optimization techniques. 
 
y Conjugate Gradient (CG) algorithms 
There are four different variations of CG algorithms i.e. Fletcher-Reeves Update 
(traincgf), Polak-Ribiere Update (traincgp), Powell-Beale Restarts (traincgb) and 
Scaled Conjugate Gradient (trainscg). In most of CG algorithms the step size is 
adjust at each iteration. A search is made along the CG direction to determine 
the step size which will minimize the performance function along that line. 
 
y Quasi-Newton (QN) Algorithms 
Newton’s method is an alternative to the CG methods for fast optimization. The 
basic step of Newton’s methods is 
 kkkk gHww
1
1
−
+ −=  (4) 
where kH  is the Hessian matrix (second derivatives) of performance index at 
the current values of the weight and biases, and kg  is the current gradient. 
Newton’s method often converges faster than conjugate gradient methods. 
Unfortunately, it is complex and expensive to compute the Hessian matrix for 
FFNN. There is a class of algorithms that are based on Newton’s method but 
which don’t require calculation of second derivatives. These are called quasi-
Newton (or secant) methods. They update an approximate Hessian matrix at 
each iteration of the algorithm. The update is compute as a function of the 
gradient. The quasi-Newton method which has been most successful in 
published studies is Broyden, Fletcher, Goldfarb, and Shanno (BFGS) update. 
This algorithm has been implemented in the trainbfg routine. Since the BFGS 
algorithm require more storage and computation in each iteration than the CG 
algorithms, there is need for a secant approximation with smaller storage and 
computation requirements. The one step secant (OSS) method is an attempt to 
bridge the gap between the CG algorithms and the QN (secant) algorithms. This 
algorithm does not store the complete Hessian matrix, it assumes that at each 
170 Proceedings of ICAM05
  SRI REZEKI, ET AL.  
iteration the previous Hessian was an Identity matrix. This has the additional 
advantage that the new search direction can be calculated without computing 
a matrix inverse. 
 
y Levenberg-Marquardt (trainlm) 
 
Like the QN methods, the LM algorithm was design to approach  second order 
training speed without having to compute the Hessian matrix. When the 
performance function has the form of a sum of square (as is tipical in training 
FFNN), then the Hessian matrix can be approximated as 
 JJH T=  (5) 
and the gradient can be computed as eJg T=  where J is Jacobian matrix, which 
contains first derivatives of the network errors with respect to the weights and 
biases, end e is a vector of network errors. The jacobian matris can be computed 
through a standard BP technique that is much less complex than computing the 
Hessian matrix. 
 
5. Research Methodology 
 
This research is a simulation study for comparison some faster training methods 
which were implemented for three forms of nonlinear regression models, those are 
sine, quadratic, and cubic models. The architecture used is FFNN 1-20-1 (the 
number of input, hidden neurons and output) with single hidden layer. The 
comparison of methods are based on NN toolbox for MATLAB programming, with 
value of learning rate is 0.1, error goal is 0.001, and maximum training epoch is 
10000. The algorithms are variabel learning rate (traingdx), resilient 
backpropagation (trainrp), scaled conjugate gradient (trainscg), Fletcher-Powell 
Conjugate Gradient (traincgf), Polak-Ribiere Conjugate Gradient (traincgp), Powell-
Beale Conjugate Gradient (traincgb), One-Step-Secant (trainoss), BFGS quasi-
Newton (trainbfg), and Lavenberg-Marquardt (trainlm). The criterion used to 
compare it is convergence speed evaluated by time and the number of epoch to 
reach the goal of MSE. 
 
6. Results 
 
The training set consisted of 80 input-output pairs, where the input values were 
scattered in interval [1,1], and the network was trained until the SSE was less than 
the error goal of 0.001. Programming runs were repeated 100 times for 
optimization methods respectively. Transfer functions used are a sigmoid 
nonlinearities hidden layer and a linear output layer. The algorithm was trained to 
approximate each model of nonlinear regression. The results can be summarized as 
follow: 
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A. Sine model: επ += )sin( xy 2  
 
Table 1. Comparison of time and epoch across optimization methods 
Methods Time 
Stdev. 
time Epoch 
Stdev. 
epoch 
Variabel Learning Rate (GDX) 12.31 11.84 1366 1340 
Resilient backpropagation (RP) 9.35 17.06 964 1778 
Scaled Conjugate Gradient (SCG) 1.0389 0.3098 43.07 17.46 
Fletcher-Powell Conjugate Gradient  (CGF) 1.9573 0.687 67.63 28.76 
Polak-Ribiere Conjugate Gradient (CGP) 2.0542 0.7274 72.91 31.25 
Powell-Beale Conjugate Gradient (CGB) 1.4259 0.3909 44.8 15.05 
One-Step-Secant (OSS) 2.624 1.257 121.36 65.7 
BFGS quasi-Newton (BFG) 1.3369 0.2888 37.47 9.21 
Lavenberg-Marquardt (LM) 0.3052 0.0741 2.72 0.73 
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 Figure 2. Comparison time (a) and epoch (b) for sine model 
(b) 
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B. Quadratic model: ε++= 23050 xy ..   
 
Table 2. Comparison of time and epoch across optimization methods 
Methods Time 
Stdev. 
time Epoch 
Stdev. 
epoch 
Variabel Learning Rate (GDX) 3.198 1.111 364.7 135.2 
Resilient backpropagation (RP) 0.5772 0.09585 44.84 10.75 
Scaled Conjugate Gradient (SCG) 0.5582 0.08198 21.49 4.034 
Fletcher-Powell Conjugate Gradient  (CGF) 0.9681 0.1929 31.96 8.707 
Polak-Ribiere Conjugate Gradient (CGP) 1.0089 0.2228 34.37 10.15 
Powell-Beale Conjugate Gradient (CGB) 0.7628 0.1516 23.17 5.944 
One-Step-Secant (OSS) 1.2168 0.244 55.95 12.99 
BFGS quasi-Newton (BFG) 0.7922 0.1281 22.85 4.484 
Lavenberg-Marquardt (LM) 0.2027 0.02609 1 0 
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Figure 3. Comparison time (a) and epoch (b) for quadratic model 
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C. Cubic model: ε++= 33050 xy ..  
 
Table 3. Comparison of time and epoch across optimization methods 
Methods Time 
Stdev. 
time Epoch 
Stdev. 
epoch 
Variabel Learning Rate (GDX) 3.277 0.9823 347.2 109.9 
Resilient backpropagation (RP) 0.6405 0.1329 48.15 12.91 
Scaled Conjugate Gradient (SCG) 0.5733 0.08754 20.98 4.102 
Fletcher-Powell Conjugate Gradient  (CGF) 0.9894 0.2323 30.36 8.763 
Polak-Ribiere Conjugate Gradient (CGP) 1.0823 0.302 33.63 11.37 
Powell-Beale Conjugate Gradient (CGB) 0.7954 0.1724 21.87 4.644 
One-Step-Secant (OSS) 1.2896 0.2657 54.62 11.24 
BFGS quasi-Newton (BFG) 0.7987 0.1214 21.88 3.917 
Lavenberg-Marquardt (LM) 0.1937 0.03119 1 0 
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Figure 3. Comparison time (a) and epoch (b) for qubic model 
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Based on the tables or charts for sine, quadratic and cubic models, we can see that 
the fastest training is Lavenberg-Marquardt (trainlm) and the slowest training is 
variable learning rate (traingdx). These results confirm the previous ones [5, 9]. For 
these cases, all of the methods can reach convergence. Variable learning rate 
converge after the number of epoch are 1366, 364 and 347 successively for sine, 
quadratic and cubic models whereas Lavenberg-Marquardt needs less than 3 
epochs to converge for all given models. 
 
7. Conclusion 
 
Many numerical optimization techniques have been successfully used to speed up 
convergence of the BP learning algorithm. The speed of convergence is depend on 
many factors, such as the complexity of the problem, the number of data points in 
the training set, the number of weights and biases in the network, and the error 
goal. The results indicate for given regression problems, the fastest training is 
Lavenberg-Marquardt (trainlm). Further research should also definitely be done to 
other types of nonlinear regression problems which are more complex.  
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Abstract: The issue of data preprocessing on the use of feedforward neural 
networks (FFNN) recently become one of the central topics for the neural 
networks (NN) community. In this paper, we will investigate this topic 
particularly on the use of FFNN for modeling effectively time series with 
both trend and seasonal patterns. Limited empirical studies on seasonal 
time series forecasting with neural networks show that some find neural 
networks are able to model seasonality directly and prior deseasonalization 
is not necessary, and others conclude just the opposite. In this research, 
we study particularly on the effectiveness of data preprocessing, including 
detrending and deseasonalization on FFNN modeling and forecasting 
performance. We use two kinds of data, simulation and real data. 
Simulation data are examined on multiplicative of trend and seasonality 
patterns. The results are compared to those obtained from the classical 
time series model. Our result shows that a combination of detrending and 
deseasonalization is the effective data preprocessing on the use of FFNN for 
forecasting trend and seasonal time series. 
 
Keywords:  data preprocessing, feedforward neural networks, trend, 
seasonality, time series, forecasting. 
 
1. Introduction 
 
Many business and economic time series are non-stationary time series that 
contain trend and seasonal variations. The trend is the long-term component that 
represents the growth or decline in the time series over an extended period of time. 
Seasonality is a periodic and recurrent pattern caused by factors such as weather, 
holidays, or repeating promotions. Accurate forecasting of trend and seasonal time 
series is very important for effective decisions in retail, marketing, production, 
inventory control, personnel, and many other business sectors [16]. Thus, how to 
model and forecast trend and seasonal time series has long been a major research 
topic that has significant practical implications. 
 
There are some forecasting techniques that usually used to forecast data time 
series with trend and seasonality, including additive and multiplicative methods. 
Those methods are Winter’s exponential smoothing, Decomposition, Time series 
regression, and ARIMA models (see e.g. [4] and [9]). Recently, Neural Networks (NN) 
models are also used for time series forecasting (see e.g. [7, 11, 15]). Suhartono et 
al. [21] did comparative study of these methods by using airline data and 
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concluded that there was no best model satisfies simultaneously in both training 
and testing data. They also recommended the possibility for doing further research 
by combining some methods. 
 
The aim of this paper is to develop new hybrid model by combining decomposition 
method as data preprocessing and NN model for forecasting trend and seasonal 
time series. The results are compared to ARIMA models. 
 
2. Modeling Trend and Seasonal Time Series    
 
Modeling trend and seasonal time series has been one of the main research 
endeavors for decades. In the early 1920s, the decomposition model along with 
seasonal adjustment was the major research focus due to Persons [19, 20] work on 
decomposing a seasonal time series. Holt [12] and Winters [25] developed method 
for forecasting trend and seasonal time series based on the weighted exponential 
smoothing. Among them, the work by Box and Jenkins [2] on the seasonal ARIMA 
model has had a major impact on the practical applications to seasonal time series 
modeling. This model has performed well in many real world applications and is 
still one of the most widely used seasonal forecasting methods. More recently, NN 
have been widely used as a powerful alternative to traditional time series modeling 
(see e.g. [10, 18, 26]). While their ability to model complex functional patterns in 
the data has been tested, their capability for modeling seasonal time series is not 
systematically investigated. 
 
In this section, we will give a brief review of these forecasting models, particularly 
seasonal ARIMA, decomposition method and NN model.  
 
2.1. Seasonal ARIMA Model 
 
The seasonal ARIMA model belongs to a family of flexible linear time series models 
that can be used to model many different types of seasonal as well as nonseasonal 
time series. The seasonal ARIMA model can be expressed as (see e.g. [3, 5, 23]):  
 t
S
Qqt
DSdS
Pp BByBBBB εθφ )()()1()1)(()( Θ=−−Φ  , (1) 
where S  is the seasonal length, B  is the back shift operator and tε  is a sequence 
of white noises with zero mean and constant variance. Box and Jenkins [2] 
proposed a set of effective model building strategies for seasonal ARIMA based on 
the autocorrelation structures in a time series. 
 
2.2. Decomposition Method 
 
The multiplicative decomposition model has been found to be useful when 
modeling time series that display increasing or decreasing seasonal variation (see 
[4]; chapter 7). The key assumption inherent in this model is that seasonality can 
be separated from other components of the series. The multiplicative 
decomposition model is 
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                ttttt ICSTy ×××=  (2) 
where  
  ty  = the observed value of the time series in time period t  
  tT  = the trend component in time period t  
  tS  = the seasonal component in time period t  
  tC  = the cyclical component in time period t  
  tI  = the irregular component in time period t . 
 
2.3. Neural Networks Model 
 
Neural networks (NN) are a class of flexible nonlinear models that can discover 
patterns adaptively from the data. Theoretically, it has been shown that given an 
appropriate number of nonlinear processing units, NN can learn from experience 
and estimate any complex functional relationship with high accuracy. Empirically, 
numerous successful applications have established their role for pattern 
recognition and time series forecasting.  
 
Feedforward Neural Networks (FFNN) is the most popular NN models for time series 
forecasting applications. Figure 1 shows a typical three-layer FFNN used for 
forecasting purposes. The input nodes are the previous lagged observations, while 
the output provides the forecast for the future values. Hidden nodes with 
appropriate nonlinear transfer functions are used to process the information 
received by the input nodes. 
 
 
 
       
  
    
       
                           Output Layer 
       M         (Dependent Var.) 
 
   
    M 
  
        Input Layer 
     (Lag Dependent Var.) 
 
    Hidden Layer 
   (q unit neurons) 
 
 
Figure 1.  Architecture of neural network model with single hidden layer  
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The model of FFNN in figure 1 can be written as  
  t
q
j
p
i
ojitijjt yfy εγγββ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++= ∑ ∑
= =
−
1 1
0 , (3) 
where p  is the number of input nodes, q  is the number of hidden nodes, f  is a 
sigmoid transfer function such as the logistic:  
  
xe
xf −+= 1
1)( . (4) 
},,1,0,{ qjj L=β  is a vector of weights from the hidden to output nodes and 
},,2,1;,,1,0,{ qjpiij LL ==γ  are weights from the input to hidden nodes. Note that 
equation (3) indicates a linear transfer function is employed in the output node. 
 
Functionally, the FFNN expressed in equation (3) is equivalent to a nonlinear AR 
model. This simple structure of the network model has been shown to be capable of 
approximating arbitrary function (see e.g. [6, 13, 14, 24]). However, few practical 
guidelines exist for building a FFNN for a time series, particularly the specification 
of FFNN architecture in terms of the number of input and hidden nodes is not an 
easy task. 
 
3. Research Methodology    
 
The purpose of this research is to provide empirical evidence on the comparative 
study of many data preprocessing method in NN model for forecasting trend and 
seasonal time series. The major research questions we investigate is: 
 Does data preprocessing has a great impact on the accuracy of NN model for 
forecasting trend and seasonal time series? 
 Which data preprocessing is the most effective on NN model forr forecasting 
model for trend and seasonal time series? 
 
We conduct empirical study with simulation and real data, the international airline 
passenger data, to address these questions. This real data has been analyzed by 
many researchers, see for example Nam and Schaefer [17], Hill et al. [11], Faraway 
and Chatfield [7], Atok and Suhartono [1], Suhartono et al. [21, 22] and now 
become one of two data to be competed in Neural Network Forecasting Competition 
on June 2005 (see www.neural-forecasting.com).  
 
3.1. Data 
 
The simulation and real data contain 144 month observations. The first 120 data 
observations are used for model selection and parameter estimation (training data 
in term of NN model) and the last 24 points are reserved as the test for forecasting 
evaluation and comparison (testing data). Figure 2 plots representative time series 
of these data. It is clear that the series has an upward trend together with seasonal 
variations. 
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Figure 2. Time series plot of simulation and real data 
 
3.2. Research Design 
 
Three types of data preprocessing based on the decomposition method are applied 
and compare to the airline data. Those are detrend, deseasonal, and combination 
detrend-deseasonal. All of these data preprocessing are implemented by using 
MINITAB software.  
 
To determine the best hybrid model, that is combination data preprocessing based 
on the decomposition method and NN model, an experiment is conducted with the 
basic cross validation method. The available training data is used to estimate the 
weights for any specific model architecture. The testing set is the used to select the 
best model among all models considered. In this study, the number of hidden 
nodes varies from 1 to 10 with an increment of 1. The lags of 1, 12 and 13 are 
included due to the results of Faraway and Chatfield [7], Atok and Suhartono [1], 
and Suhartono et al. [21]. 
 
The FFNN model used in this empirical study is the standard FFNN with single-
hidden-layer shown in Figure 1. We use S-Plus to conduct FFNN model building 
and evaluation. The initial value is set to random with 50 replications in each 
Testing data 
Training data 
Testing data 
Training data 
Simulation data 
Airline passenger data 
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model to increase the chance of getting the global minimum. We also use the 
standard data preprocessing in NN for the airline data by transform detrend, 
deseasonal, and combination detrend-deseasonal data to N(0,1) scale. The 
performance of in-sample fit (training data) and out-sample forecast (testing data) 
is judged by the commonly used error measures, the mean squared error (MSE) 
and ratio MSE to ARIMA model.  
 
4. Empirical Results 
 
Table 1 summarizes the result of the impact of some data preprocessing on NN 
forecasting and report performance measures across training and testing samples 
for the simulation data. Numbers greater than one on column ratio indicate poorer 
forecast performance than comparable ARIMA model, and vice versa for numbers 
less than one.  
 
  Table 1.  The result of the comparison between preprocessing data for FFNN and ARIMA 
models, both in training and testing data, for the simulation data. 
 
IN-SAMPLE (TRAINING DATA) OUT-SAMPLE (TESTING DATA) 
Model and  
Preprocessing MSE Ratio to ARIMA MSE 
Ratio to 
ARIMA 
 
  ARIMA model 
 
 
0.0234672 
 
1 
 
0.0201110 
 
1 
 
  FFNN model 
 
(1). Original Data 
     a. Model 3-1-1 (**) 
     b. Model 3-10-1 (*) 
 
(2). Detrend 
     a. Model 3-2-1 (**) 
     b. Model 3-10-1 (*) 
      
(3). Deseasonal 
     . Model 3-3-1 (**) (*) 
     
(4). Detrend-Deseasonal 
     a. Model 3-5-1 (**) 
     b. Model 3-10-1 (*) 
 
 
 
 
 
0.0173123 
0.0059803 
 
 
0.0170082 
0.0069713 
 
 
0.5576327 
 
 
0.0051065 
0.0036444 
 
 
 
 
0.738 
0.255 
 
 
0.725 
0.297 
 
 
23.762 
 
 
0.218 
0.155 
 
 
 
 
 
0.0243289 
0.4041078 
 
 
0.0252411 
0.0722953 
 
 
2.951785 
 
 
0.009484 
4.308886 
 
 
 
 
1.210 
20.095 
 
 
1.255 
3.595 
 
 
146.782 
 
 
0.472 
214.266 
 
        (*)  :  the best model in training data (in-sample forecast) 
       (**)  :  the best model in testing data (out-sample forecast) 
 
The results of the impact of some data preprocessing on NN forecasting and report 
performance measures across training and testing samples for the airline data are 
summarized in table 2.  
 
Several observations can be made from table 1 and 2. First, detrend as data 
processing does yield poorer result than the original data or ARIMA. It can be 
clearly seen from table 1 and 2 that the ratio MSE at testing samples for NN are 
greater than 1. Second, deseasonal as data processing gives the worst result than 
other data preprocessing and also compared to ARIMA. We can observe that the 
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best model in testing samples by using deseasonal as data preprocessing yield the 
greatest ratio MSE compared ti the results of the original data or the ratio of 
detrend as data preprocessing. Third, the combination detrend-deseasonal as data 
preprocessing yields the best result for forecasting the airline data. It can be shown 
by the least ratio of MSE at testing data. 
 
  Table 2.  The result of the comparison between preprocessing data for FFNN and ARIMA 
models, both in training and testing data, for the airline passenger data. 
 
IN-SAMPLE (TRAINING DATA) OUT-SAMPLE (TESTING DATA) 
Model and  
Preprocessing MSE Ratio to ARIMA MSE 
Ratio to 
ARIMA 
 
  ARIMA model 
 
 
88.8618 
 
 
1 
 
1527.03 
 
 
1 
 
  FFNN model and data 
transform to N(0,1) 
 
(1). Original Data 
     a. Model 3-1-1 (**) 
     b. Model 3-10-1 (*) 
 
(2). Detrend 
     a. Model 3-4-1 (**) 
     b. Model 3-10-1 (*) 
      
(3). Deseasonal 
     a. Model 3-6-1 (**) 
     b. Model 3-10-1 (*) 
 
(4). Detrend-Deseasonal 
     a. Model 3-4-1 (**) 
     b. Model 3-10-1 (*) 
 
 
 
 
 
 
92.8729 
26.3230 
 
 
71.0023 
20.2050 
 
 
25.2444 
12.9047 
 
 
35.4608 
11.3842 
 
 
 
 
 
1.045 
0.296 
 
 
0.799 
0.227 
 
 
0.284 
0.145 
 
 
0.399 
0.128 
 
 
 
 
 
1219.81 
5299.06 
 
1672.27 
5630.35 
 
 
 
4218.18 
255939.30 
 
 
582.93 
1532.17 
 
 
 
 
 
0.799 
3.470 
 
1.095 
3.687 
 
 
 
2.762 
167.609 
 
 
0.382 
1.003 
 
        (*)  :  the best model in training data (in-sample forecast) 
       (**)  :  the best model in testing data (out-sample forecast) 
 
 
In general, we can clearly see on the ratio of testing samples comparison that 
combination detrend-deseasonal as data preprocessing and transformation N(0,1)  
on FFNN with 5 unit nodes (for simulation data) and 4 unit nodes (for the airline 
data) in hidden layer yield the best MSE. The reduction of MSE is highly significant 
if compare to the result of FFNN without detrend-deseasonal as data preprocessing, 
those are 52.8% for simulation data and 61.8% for the airline data. 
 
5. Conclusions 
 
Based on the results we can conclude that the combination detrend-deseasonal 
(based on the decomposition method) as data preprocessing in FFNN yields a great 
impact on the increasing accuracy of forecasting trend and seasonal time series. 
Our result also shows that the best model in training data tends to yield overfitting 
on testing. This condition give a chance to do further research by implementing 
some NN model selection methods in order for the model selection process becomes 
efficient. 
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Abstract. The problem of detecting outliers in multivariate data has been 
extensively researched in recent years. Many detection procedures are available in 
different and various ways, some use outlier labeling approach, which is useful to 
separate ‘suspects’ from main of data. To have a better understanding about outlier 
labeling, this paper will investigate two approaches, i.e. projection pursuit 
approach for obtaining directions that maximize kurtosis coefficient and  MCD 
approach for finding minimum ratio of scatter matrix. The performance of two 
approaches are analyzed by computing the value of probability of type I error. 
 
1.Introduction 
 
Outliers are observations which appear to be inconsistent  with the 
remainder of  set of data (Barnett and Lewis). In one or two dimensions, outlying 
data are easily identified from simple plot, but detection of outliers is more 
challenging in higher dimensions. Many detection procedures are available in 
different and various ways, some use outlier labeling approach. The approach is 
useful to separate ‘suspects’ from the bulk of data, the observations exceeding 
certain value are called ‘labeled’ outliers or suspects.  
The different terminologies and methodologies are used for same objective. 
Hadi (1992) divides data set into ‘basic’ and ‘non-basic’ subset by using robust 
measure of outlyingness, Rousseeuw and Van Driessen (1999) use the minimum 
determinant of sample covariance matrix (MCD) to separate a data set into two 
groups, i.e., the group of  ‘bad’ data and the group of  ‘good’ data. With the same 
aim Pan et.al. (2000) separate the suspects from the bulk of data using projection 
pursuit. Later on, Pena and Prieto (2001) propose to separate the group of suspects 
from the group of ‘good’ data using the projection on 2p orthogonal directions 
maximizing and minimizing kurtosis. This method is very tedious because we have 
to find all axes maximizing and all axes minimizing the kurtosis. For the reason, 
Herwindiati, Djauhari and Yatawara (2005) use Wilks’s (1963) statistics and MCD 
estimator  to propose ‘resistant’ approach for identifying the ‘reliable’ suspects.  
To have a better understanding about outlier labeling, this paper will 
investigate two approaches of separation process and they will be discussed in 
Section 2. In the next Section, Section 3, it will be discussed outlier testing which 
is useful for detecting that ‘labeled’ outliers are really outliers. An illustrative 
examples will clarify the advantages of these methods are also discussed in each 
section. 
 
 
2. Outlier Labeling Procedures 
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The concept of separating suspects from main data, which is known as 
outlier labeling, has been introduced more than twenty years. For example, Rohlf 
(1975) defined an inter-points distance and then construct its corresponding 
minimum spanning tree for a separation ‘suspects’ from  bulk of data. Although 
the distribution of gap is still unknown but his ‘beautiful mind’ motivated such as 
Rousseeuw and Van Zomeren  (1990), Hadi (1992), Rousseeuw and Van Driessen 
(1999), Pan et.al. (2000), Pena and Prieto (2001) to develop this concept with 
different approach. 
 
What is outlier labeling ? 
 
The basic principle of outlier labeling is to separate a data  set into two 
groups, i.e., the group of  ‘suspected’ data  and the group of  ‘unsuspected’ data. 
Sometimes those groups are also called the group of ‘bad’ or ‘unclean’ data and the 
group of ‘good’ or ‘clean’ data. We can find those terminologies, for example, in 
Rousseeuw & Van Driessen (1999) and  Pena and  Prieto (2001). 
The benefit of outlier labeling in outlier detection is the potential outliers or 
suspects, can be separated from ‘clean’ observations and  the process of outlier 
testing can be done on suspected data group only. The significant benefit can be 
come upon in a large data set problem. 
 
2.1 Outlier Labeling Using Projection Pursuit Approach 
 
Projection pursuit procedure is often used for detecting outliers in 
multivariate data. The basic idea of this procedure is to project the multivariate 
data to univariate observations and then to apply an appropriate univariate outlier 
identifier to identify ‘candidate outliers’.  
As well known, in univariate normal data, outliers have often been 
associated with large kurtosis values, and in multivariate normal samples each 
outlier is extreme point along the direction of projected data. Because of these fact, 
Pena and Prieto (2001) proposed projection pursuit algorithm of the fourth moment 
for detection outliers. All observations exceeding a cutoff value are called ‘labeled’ 
outliers or suspects. For a standard multivariate contamination model, they 
showed that these directions can identify a set  ‘candidate’ outliers. 
Consider a −p dimensional random variable X  following a distribution 
given as a mixture of normals of the form ( ) ( ) ( )IeNION λδαα ,,1 1+− , where 
1e denotes the first unit vector, δ  and λ  are constant. Since the kurtosis 
coefficient is invariant to affine transformations, the centering and the scalling 
variable are useful to ensure that variable has mean 0 and covariance matrix equal 
to the identity. The transformed variable, Y , will follow a distribution of the form ( ) ( ) ( )SmNSmN λαα ,,1 21 +− , where 
 
11
2
1
eSm αδ−=  ( ) 12 211 eSm δα−=  
( )λα −−= 111v  ( )( )ααδ
ααδ
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−=
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1
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1
2
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To study the behavior of the univariate projections for the variable and the 
kurtosis coefficient values, it’s considered an arbitrary projection direction u . 
Using the affine invariance of the kurtosis coefficient, it’s assumed that 1=u . 
The projected univarite random variable YuZ ′=   has a distribution   
 ( ) ( ) ( )SuuumNSuuumN ′′+′′− λαα ,,1 21 ,  
 
with ( ) 0=Ε Z  and ( ) 12 =Ε Z . The kurtosis coefficient of Z  will be given by 
( ) ( ) ( ) ( ) 42 ,,,,,, ωλδαωλδαλδαωγ cbaZ ++=  
where   ueu 11 ′=≡ω  , the  coefficient b,a  and c correspond to 
( ) ( )22
1
13,, αλαλδα +−=
v
a  
( ) ( ) ( )( )222
1
2 11
6
,, αλαλλδα −−−=
v
vb  
( ) ( ) ( )( ) ⎟⎟⎠
⎞
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The optimization problem defining these extreme directions would be either  
                         ( )ωγω Zmax  
                          s.t    11 ≤≤− ω  
or the minimization problem. 
 
The algorithm for computation of projection directions can be seen in [9]. 
 
This methodology is very tedious because one has to find all axes 
maximizing and all axes minimizing the kurtosis. Concerning Pena and  Prieto’s 
approach, Hubert (2001) points out  that kurtosis  increases rapidly when the level 
of contamination decreases. On the other hand, if the level of contamination 
increases the kurtosis decreases rapidly. This phenomenon makes Pena and 
Prieto’s approach difficult to be implemented . 
 
Example 1 
To give a good illustration of this approach, a mixture model ( ) ( ) ( )Σ+Σ− ,,1 21 µεµε rr pp NN  will be generated. We set 100=n , 5=p , without 
loss of generality, 04.0=ε , 01
rr =µ , err 102 =µ ,  where 5I=Σ  and 
( )′= 11111e . Based on a data set, there are 4 observations which are 
separated from bulk of data and we wish that contaminated data can be recognized 
well. 
In this case, outlier labeling will be done in maximize direction. For 5=p , 
the cutoff value given by simulation experiment is 4.06. According to this cutoff 
value, ‘labeled’ outliers will be determined by iteration process as follows 
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Figure 1.  Dotplot kurtosis coefficient using projection pursuit,  
for the first iteration 
 
 
 
Figure 2.  Dotplot kurtosis coefficient using projection pursuit,  
for the second iteration 
 
 
 
Figure 3.  Dotplot kurtosis coefficient using projection pursuit,  
for the third iteration 
 
 
 
 
 
Figure 4.  Dotplot kurtosis coefficient using projection pursuit, 
for the last iteration 
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Founded on the iterations, we have 21 observations which can be identified as 
‘labeled’ outliers or ‘suspects’. This result is quite ‘far’ from the real problem. How 
do we have to improve the performance of separation process? The answer is 
masking and swamping effects have to be avoided. The following method will be 
proposed to handle the problem. 
 
2.2 Outlier Labeling Based on Wilks’s Statistics and Minimum 
Covariance Determinant (MCD) Approach 
 
Minimum covariance determinant (MCD) estimates which are resistant to 
outliers will be proposed to identify ‘reliable’ suspects. The various algorithms have 
been suggested for estimating the MCD. For MCD estimator, Rousseeuw and Van 
Driessen (1999) propose the fast algorithm based on C-step. The method is a highly 
robust estimator of multivariate location and scatter. The basic algorithm of C- step 
is as follows. 
Consider a data set =nX { }nXXX rLrr ,,, 21  of −p variate observations. 
 1.Take a subset of the data of size oldHh , . 
2.Compute
oldold HH SX ,
r
and  ( )idXXd
oldoldold HHiH
22 , =⎟⎠
⎞⎜⎝
⎛ rr   
   for ni L,2,1=  
3.Sort these distances, which yields a permutation π  for which 
( )( ) ( )( ) ( )( )nHHH oldoldold ddd πππ 22212 ≤≤≤ L  
4.Assign ( ) ( ) ( ){ }hπππ ,,2,1 L  to newH   
5.Calculate 
newnew HH SX ,
r
 and ⎟⎠
⎞⎜⎝
⎛
newnew HiH XXd
rr
,2 , based on newH , and it shows that 
( ) ( )
oldnew HH SS detdet ≤ . 
6.Repeat C-step, if ( ) 0det =
newHS or  ( ) ( ) 0detdet =− oldnew HH SS , the process is 
stopped, otherwise, the process will be continued until the sequence  ( ) ( ) ( ) LL≥≥≥
321
detdetdet HHH SSS  is  convergence. 
 
In trying to have reliable identification of suspect, based on Wilks’s concept 
(1963), we use MCD location estimate to construct the statistics ( ) ( ) **2*1 ,,, kRRR L  , 
which is described  as follows. 
 
Let nXXX
r
L
rr
,,, 21  be a random sample drawn from ( )Σ,µrpN , *Xr  is MCD location 
estimate and *A  is the scatter matrix based on *X
r
, *A  can be   written as : 
t
i
n
i
i XXXXA ⎟⎠
⎞⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛ −=∑
=
*
1
**
rrrr
 
If ( )* jA −  is the scatter matrix *A  corresponding with jX
r
 removed from the bulk of 
data, ( )* jA − can be formulated as: 
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( )
t
i
n
ji
i
ij XXXXA ⎟⎠
⎞⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛ −=∑
≠=
− *
1
**
rrrr
 
Then the ratio of determinant of scatter matrix ( )*1R , which will be applied to 
identify  the first of ‘‘labeled’ outlier’( index l say),  is defined as 
 
                             ( )
( ) ( )
*
*
*
*
*
1 min
A
A
A
A
R
lj
j
−− =⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=  
After the most extreme observation lX
r
 has been identified, ( )*2R  will be 
determined to investigate the second of  ‘labeled’ outlier on ( )1−n  observations. If 
m  is the index of the second most extreme observation, then ( )*2R  is defined as  
                            ( ) ( )
( )
( )
( )
*
*
*
*
*
2 min
l
ml
l
jl
A
A
A
A
R
j
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=  
 
For specified number k of potential suspects, this procedure is repeated to 
identify a series of potential observations as suspects ,..., ml XX
rr
etc, so we have a 
series of scatter matrix ratio ( ) ( ) **2*1 ,,, kRRR L . The joint distribution of  
( ) kjR j ,,2,1,* L=   very complicated because they are not independent. For the 
reason, the critical values will be computed by simulation approach. 
 
Let a series ( ) ( ) **2*1 ,,, kRRR L , compare ( ) ( ) *1* 1* ,,, RRR kk L−  with appropriate ctitical 
values 11 ,,, λλλ L−kk  by sequential procedure.  For declaring k  suspects by 
specifying significant level ,α inspired by Rosner (1975), the critical values cλ  can 
be determined such as: 
( ) ( )[ ] ββλ =< jjRP *  
( ) ( ){ } αβλ =⎥⎦⎤⎢⎣⎡ <∪= jj
k
j
RP *
1
 
 
The observations 44 344 21
r
L
rr
k
kml XXX ,,, are suspects  
                                                    
                                              if  ( )( )jj
j
Rk λ<= *max  
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Example 2 
To show the advantage of our approach, we will use Mahalanobis distance 
for exploring data. The similar data will be applied to recognize dispersion of MCD 
approach. 
 
 
 
Figure 5. The scatter plot of Mahalanobis distance based on MCD approach 
 
 
MCD approach clearly illustrates that there are four observations are far 
away from bulk of data, see Figure 6. Beginning  from the farthest  observation, 
observation 99, process of outlier labeling will be done sequentially by using ratio 
of determinant of scatter matrix. It has been continued until the remain of data are 
‘clean’ and Table 1 describe the process of sequential removing. If we denote G  the 
group of ‘clean’ observations and its complement cG  is the group of ‘labeled’ 
outliers or the group of suspects, by using MCD approach CG  consists of 
observations 99,97, 98 and 100, see Table 1 and Figure 6. 
 
Table 1. The result of sequential separation process based on MCD approach 
 
Observation  
removed 
 
( )*jR  Cutoff  
99 0.1624 0.7917 
100 0.4976 0.7906 
98 0.5376 0.7886 
97 0.7239 0.7869 
93 0.8475 0.7852 
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                    Figure 6. The group CG  of ‘labeled’ outliers based on  
                             Wilks’s Statistics and MCD approach 
 
 
To show performance of this method, the probability of type I error will be 
computed, see Figure 7. Regarding the value of probability, for recognizing a single 
suspect, we are able to say that this method has almost never failed to identify 
‘labeled’ outliers or suspects from a data set.  
 
 
 
Figure 7. The probability of type I error for  n=500, p=5   
                              
 
Compared with the previous method, projection pursuit approach, this method 
gives different result. Projection pursuit approach is ‘always failed’ to identify a 
number of suspects, especially for large data set. In this case, we find the 
probability type I error from projection pursuit approach is almost 0.99. 
 
 
3. Outlier testing step 
 
After determining suspects from main of data, we will use outlier testing 
step for testing whether ‘labeled’ outliers are  outliers. Further analysis about the 
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group of labeled outliers cG , Herwindiati, Djauhari and Yatawara (2004) proposed 
the theorem which can be explained as follows 
 
Consider nXXX
r
L
rr
,,, 21 be a random sample drawn from ( )Σ,µrpN  where Σ  is 
definite positive.  If a data set is divided  two groups, i.e. G  and cG  groups. We 
denote G  the group of ‘good’ observations and its complement cG is the group of 
labeled outliers. Let also GX
r
 and GS  represent the mean vector  and covariance 
matrix of all sample items belonging to G , and Card ( cG ) = k . Thus, 
 ( )∑∈−= Gi iG XknX
rr 1
        ( ) ∑∈ ⎟⎠⎞⎜⎝⎛ −⎟⎠⎞⎜⎝⎛ −−−= Gi
t
iGiG XXXXkn
S
rrrr
1
1
. 
Statistics id , for testing whether 
cG really consists of all outliers, can be 
formulated as  
⎟⎠
⎞⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛ −= − GiG
t
Gii XXSXXd
rrrr 1  for all ci GX ∈
r
 
and the distribution of id   can be proved  as 
( )( )
( )( ) ( ) pknpi Fpknkn
knknpd −−−−−
+−−−
,
11~  
 
3.1 The result of outlier testing step 
 
In this Sub-section we will discuss the result of outlier testing using our 
proposed in one hand, and projection pursuit approach in the other hand. 
Furthermore, with 05.0=α  as in Sub-section 2.2, by using the exact distribution 
of id  we obtain that the labeled outliers are really outliers. It is different from the 
projection pursuit result containing 10 outliers, i.e. observations 16, 44, 64, 69, 
76, 93, 97, 98, 99 and 100.  
Based on these illustrative examples, we are able to say that the result of 
our proposed method is close to the real situation where there are 4 contaminated 
observations which can be believed as outliers. 
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Abstract: Pricing of insurance product is usually evaluated on a basis where 
interest rate is assumed to be fixed over time. To obtain a more realistic 
assessment of the pricing of its product it would be benefit if the interest rates are 
fluctuating. This paper compares actuarial quantity which calculated based on 
fixed interest rate to stochastic interest rate using the Vasicek model. In this case, 
time to maturity in financial valuation models is adjusted with T(x), a continuous 
random variable representing future lifetime of a life-aged-x. T(x) is obtained 
through simulation based on Gompertz Mortality Law. By means of Monte Carlo 
simulation we calculate actuarial quantity under different life insurance products 
such as whole life, term and endowment, and give empirical results. Furthermore, 
we perform sensitivity analysis with respect to parameters of insurance contract.  
Keywords: life insurance pricing, interest rate derivatives, Gompertz mortality law, 
Monte Carlo simulation. 
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University Practice of Modelling at Universitas 
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Abstract: Mathematical modeling is one of compulsory courses in the Department 
of Mathematics, Brawijaya University. I have been involved in the team teaching 
this subject for the past two years. Here, I will present and discuss our 
experiences. This includes how we teach, what the contents (materials and 
examples) are, what we have learned from this experience, etc. Critical remarks 
and suggestions to improve this teaching are certainly expected and will be 
welcomed. 
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Abstract: The most important role of mathematics as a puzzle-solving tool of 
applied logic is justly considered as the most difficult one, but its other role as a 
language to describe the real world and to pose real problems is not trivial, and 
needs a substantial amount of training. 
At TU/e this training starts right in the first year. During the first 2 years a series 
of 4 basic modelling courses are given, consisting of 2 assignments per course, per 
group of 2 students, on a practical problem taken from the background of, and 
supervised by a member of the staff. These problems vary rather widely to cover the 
3 main streams of the department: applied analysis (in physics and engineering), 
statistics and probability, and coding, discrete optimisation and cryptography.  
In applied analysis, there is a later course on modelling and perturbation methods. 
Here a typical aspect of many models of a physical origin, viz. the hierarchy of 
large-smaller-small effects, is exploited by means of asymptotic methods. This 
course aims at an analytical approach, and shows that the inherent limited 
accuracy of a model is not a drawback but a source of inspiration. 
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Abstract: In this talk I will present my experiences in teaching mathematical 
modelling in the Department of Mathematics, Padjadjaran University. The talk will 
include the materials that have been taught, the way the materials were presented, 
and the way the testings were done. In general, there are many aspects, both 
materially and methodologically, that need some improvement in teaching 
mathematical modelling in the department. I hope that our experience will 
contribute to the discussion, from which  -in return-  we can learn some ways to 
improve our teaching. 
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Indian Ocean Tsunami on December 26, 2004 
Recorded by Indonesia Sea Level Monitoring Network 
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Abstract: The magnitude 9.3 earthquake centered of the west coast of Aceh 
Sumatra on December 26, 2004 generated a series of ocean-wide tsunami waves 
that devastated coastal areas throughout the Indian Ocean and this unprecedented 
tsunami had killed hundreds of thousands of people in several countries bordering 
the Indian Ocean. 
Sea level monitoring stations operated on behalf of BAKOSURTANAL recorded the 
wave form at a number of ports along the coastal islands facing the Indian Ocean.  
The stations are part of national permanent sea level monitoring network 
consisting of 60 stations located in the main ports of Indonesian Archipelago.  The 
early implementation was started in stages by BAKOSURTANAL in 1984 with eight 
stations.  It was initially assigned for survey and mapping purposes such as 
providing mean sea level height for the national height system in the main islands 
and chart datum for bathymetric mapping.  A significant increase of 25 stations 
was carried out in 1998 to support for the bathymetric mapping of exclusive 
economic zone and sea line passages in Indonesian waters.   
The sea level stations are not currently part of a tsunami-warning network.  
However, lessoned learned from the tsunami in Indian Ocean, the need for real 
time sea level monitoring to support a warning system in the Indian Ocean region 
including Indonesia internal waters is increasing.  In anticipation of the 
development of the Indian Ocean Tsunami Warning System which requires 
capability of both fast detection of tsunami waves and uninterrupted operability in 
long term, it is recommended to up grade the existing stations into real time and 
establish some new stations.  Efforts have been made to build joint cooperation 
amongst related institutions and local district governments as well as international 
bodies to have the system in place, as expected to be operational before the end of 
2006.   
The first real time sea level station, located in Sibolga North Sumatra, has been 
operating since 22 April 2005 with data transmission via Global 
Telecommunication System (GTS) operated under the World Meteorological 
Organization (WMO).  It is expected that the incoming tsunami warning system 
would also provide windows of opportunity to enhance our national capacity to 
collect high resolution sea level data which can also be used for both practical 
applications and research on dynamic of the surrounding Indonesian Maritime 
Continent. 
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Abstract: Lessons learned from the tsunami in Aceh 26 of December 2004, we set 
up the Tsunami Early Warning System for Indonesian regional that include 
covering Indian and Pacific regions. Now, we have a preliminary system consist of 
broadband seismograph network and automatic processing system that is able to 
disseminate earthquake information about 10 minutes after the occurrence. This is 
a big change in time frame of earthquake information comparing from the previous 
system of more than 30 minutes. However, we need time frame speed of automatic 
hypocenter determination 3 minutes after the earthquake and another 2 minutes 
to estimate whether the earthquake generates tsunami or not. The first 3 minutes 
of automatic processing needs a dense seismograph network and the next 2 
minutes of manual processing needs a support system such as tsunami modeling 
and database of historical tsunami. This kind of system will be completed in a 
short time plan in 2006 and followed by a long term plan.  
The precursor of local tsunami can be observed without any equipment with some 
reasonable errors since its phenomena is physically very clear to everyone who is in 
alert to incoming tsunami. The equipment sets is very useful to amplify the 
precursor and alert the people at risk in the inundation zone of tsunami to 
evacuate immediately. The precursor of tsunami in the far field must be supported 
by several sets of equipment and the communication networks.  
The physical condition of the earth that immediate changes during and a few 
minutes after the earthquake in a short distance are: 
1. Deformation near the source up to several hundreds of kilometers 
2. Strong shaking with duration more than 1 minutes 
3. Abrupt change of pressure of the sea water and propagate to all body  
4. Many cases, low tide of sea level 
5. Some cases, explosion can be heard 
6. Arrival of Tsunami 
The arrival of local tsunami is only 5 to 20 minutes after the earthquake, therefore 
we need a quick conclusion whether earthquake will generate tsunami or not. We 
know that seismic wave is faster than tsunami wave, therefore we use seismic wave 
to predict tsunami after the earthquake. Low tide of sea level may be happened in 
several cases and may help to decide issuing tsunami warning. Within 5 minutes 
or less, we should be able to issue tsunami warning and one hour after the 
earthquake we should be able to confirm or to cancel the tsunami based on the 
detection of tsunami wave using DART-buoy or tide gauge networks. 
Two important decisions are to issue the tsunami warning and to which area the 
warning is delivered. Both decisions need pre-computed so called modeling of 
tsunami run up and inundation. After the hypocenter is calculated within the first 
3 minutes and the next 2 minutes, we need to visualize the earthquake map and 
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tsunami modeling on the screen. Looking at this map, our authority will be able to 
point the affected region and disseminate the warning. 
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Abstract: Data assimilation methods are used to combine the results of a large 
scale numerical model with the measurement information available in order to 
obtain an optimal reconstruction of the dynamic behavior of the model state. Data 
assimilation problems are inverse modeling problems and most data assimilation 
schemes are based on solving the Euler-Lagrange equations, a two-point boundary 
value problem. In our contribution we introduce two new efficient data assimilation 
schemes.  
Iterative schemes to solve the Euler-Lagrange equations require the 
implementation of the adjoint model. Even with the use of the adjoint compilers 
that have become available recently this is a tremendous programming effort that 
hampers new applications of the method. Therefore we propose another approach 
to variational data assimilation with a comparable computational efficiency but 
that does not require the implementation of the adjoint of the tangent linear 
approximation of the original model. The approach is based on model reduction. 
Using an ensemble of forward model simulations, an approximation of the 
covariance matrix of the model variability is determined. A limited number of 
leading eigenvectors (EOF's) of this matrix are selected to define a model sub space. 
By projecting the original model onto this subspace an approximate linear model is 
obtained. Once this reduced model is available, its adjoint can be implemented very 
easily and the minimization process can be solved  completely in reduced space 
with negligible computational costs. If necessary, the procedure can be repeated by 
generating new ensembles more closely to the most recent estimate. 
Another approach to data assimilation is to solve the Euler Lagrange equations 
recursively. This results in the well-known Kalman filtering algorithm. The 
standard filter however would impose an unacceptable computational burden for 
large scale systems with a state dimension of more then, say, 100 000. In order to 
obtain a computationally efficient filter simplifications have to be introduced. 
Recently many new algorithms have been proposed in literature, all of the square 
root type: Ensemble Kalman filter (EnKF), Reduced Rank Square Root filter 
(RRSQRT), SSQRT, RRTKF, SEIK. The EnKF has been used successfully in many 
applications. This Monte Carlo approach is based on a representation of the 
probability density of the state estimate by a finite number of randomly generated 
system states. A serious disadvantage is that the statistical error in the estimates 
of the mean and covariance matrix from a sample decreases very slowly for larger 
sample size. Another approach to solve large scale Kalman filtering problems is to 
approximate the full covariance matrix of the state estimate by a matrix with 
reduced rank. Although they are generally more efficient then the EnKF, reduced-
rank approaches often suffer from filter divergence problems. Therefore we propose 
the Complementary Orthogonal subspace Filter For Efficient Ensembles (COFFEE) 
that combines the EnKF with the reduced-rank approach. This filter does not 
suffer from divergence problems and is generally more accurate than the EnKF. 
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We will first formulate the general data assimilation problem and will discuss the 
model reduced variational method and a number of square root filter algorithms 
including the new COFFEE algorithm. For a class of filter algorithms we will 
present a convergence theorem. The characteristics and performance of the new 
data assimilation schemes will be illustrated with a number of real life data 
assimilation applications in storm surge forecasting and emission reconstruction 
problems in air pollution modeling. 
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Abstract: This lecture concerns the down-stream propagation of waves over initially still water. 
Such a study is relevant to generate waves of large amplitude in wave tanks of a hydrodynamic 
laboratory. Input in the form of a time signal is provided at the wave-maker located at one side of 
the wave tank; the resulting wave then propagates over initially still water towards the beach at 
the other side of the tank. Experiments show that nonlinear effects will deform the wave and may 
lead to large waves with wave heights larger than twice the original input; the deformation may 
show itself as peaking and splitting. It is of direct scientific interest to understand and quantify 
the nonlinear distortion; it is also of much practical interest to know at which location in the 
wave tank, the extreme position, the waves will achieve their maximum amplitude and to know 
the amplitude amplification factor. To investigate this, a previously introduced concept called 
Maximal Temporal Amplitude (MTA) is used: at each location the maximum over time of the wave 
elevation. An explicit expression for the MTA cannot be found in general from the governing 
equations and generating signal. Using a Korteweg - de Vries (KdV) model and third order 
approximation theory, we approximate extreme positions for two classes of waves. The classes are 
the wave-groups that originate from initially bi-chromatic and Benjamin-Feir (BF) type of waves, 
described by superposition of two or three monochromatic waves. We further illustrate the use of 
the MTA to design experiments based on a non-linear extension of BF signals called Soliton on 
Finite Background (SFB). For a given modulation length of SFB and desired maximum amplitude 
at a position in a towing tank, the MTA readily shows the maximum signal that is required at the 
wave maker and the amplitude amplification factor of the requested signal.  Some examples of the 
generation in realistic laboratory situations will be treated.  Comparison with numerical results 
using a fully non-linear wave generation code will be presented.  
Keywords: Nonlinear distortion, Maximal Temporal Amplitude, modulation instability, bi-
chromatics waves, Benjamin-Feir instability, experimental design, extreme waves   
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Abstract. In this paper we present a model for dengue disease transmission with 
an assumption that individuals in the under-laying populations experience a 
monotonically non-increasing survival rate. We show that there is a threshold for 
the disease transmission, below which the disease will stop (endemic equilibrium is 
not appearing) and above which the disease will stay endemic (endemic equilibrium 
is appearing). We also investigate the stability of this endemic equilibrium.  
Key-words: Dengue Modeling, Threshold Number, Stability of an Equilibrium 
Point. 
 
1 Introduction 
Reducing the number of dengue fever disease prevalence is regarded as an 
important public health concern in Indonesia, and in many tropical countries, 
since the disease is very dangerous that may lead to fatality. To find a good 
management in controlling the disease, ones need to understand the dynamics of 
the disease. Many mathematical models have been devoted to address this issue, 
examples are [3],[4],[5], and [6]. However, most of the authors have ignored the 
presence of age structure in mortality rate of the populations in their models. In 
this paper we present a model for dengue disease transmission with the inclusion 
that individuals in the under-laying populations experience a monotonically non-
increasing survival rate as their age goes by. We show that there is an endemic 
threshold, below which the disease will stop, and above which the disease will stay 
endemic. 
 
 
2 Host-Vector Model with Monotonic Non-Increasing 
Survival Rate 
The model discussed here is analogous to the following age-unstructured host-
vector SI model: 
                                                 
1 Presented in the International Conference on Applied Mathematics (ICAM05) in 
Bandung, August 22-26, 2005. Part of the works in this paper is funded by the Indonesian 
Government, through the scheme of Penelitian Hibah Bersaing XII (SPK No. 
011/P4T/DPPM/PHB/III/2004). 
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dt
dSISBS
dt
d
IISI
dt
dSISBS
dt
d
µβµβ
µβµβ
−=−−=
−=−−=
 
where 
=HS the number of susceptibles in the host population 
=VS  the number of susceptibles in the vector population 
=HI the number of infectives in the host population 
=VI  the number of infectives in the vector population 
=HB host recruitment rate; =VB  vector recruitment rate 
=Hµ host death rate; =Vµ  vector death rate 
=Hβ the transmission probability from vector to host 
=Vβ  the transmission probability from host to vector 
The model above based on the assumption that the host population HN  and the 
vector population VN  each are divided into two compartments, HS  and HI  for 
the host, and VS  and VI  for the vector.  
 
An analogous age-structured one for the above model is made by generalizing the 
model in [1]. Suppose that there exists )(aQH , a function of age describing the 
fraction of human population who survives to the age of a or more, such that, 
1)0( =HQ  and )(aQH is a non-negative and monotonically non-increasing for 
∞≤≤ a0 . If it is assumed that human life expectancy is finite, then  
∫ ∞ ∞<= 0 )( LdaaQH and ∫ ∞ ∞< 0 )( daaaQH  1 
 
Let HHH ISN += . Further, let also assume that )()0( tN H , )()0( tSH , and 
)()0( tIH  denotes, respectively, the numbers of HN (0) who survive at time  t , the 
numbers of HS (0) who survive  at time  t , and  the numbers of HI (0) who survive  
at time  t . Then we have 
∫+= t HHHH daaQBtNtN  0 )0( )()()( . 2 
Since the per capita rate of infection in human population at time t is )(tIVHβ , 
the number of susceptibles at time t is given by  
∫ ∫+= −−t dssIHHHH daeaQBtStS
t
at VH
 
0 
)(
)0( )()()(
β
. 3 
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See also [2]. The number of human infectives is )()()( tStNtI HHH −= , given by 
∫ ⎥⎦
⎤⎢⎣
⎡ ∫−+= −−t dssIHHH daeaQBtItI
t
at VH
 
0 
)(
)0( 1)()()(
β
. 
 
4 
It is clear that 
0)(
lim
)0( =∞→ tNt H , 0)(
lim
)0( =∞→ tSt H , and 0)(
lim
)0( =∞→ tIt H . 
 
5 
Analogously, we can derive similar equations for the mosquitoes, which are 
∫+= t VVVV daaQBtNtN  0 )0( )()()( , 6 
∫ ∫+= −−t dssIVVVV daeaQBtStS
t
at HV
 
0 
)(
)0( )()()(
β
, 7 
∫ ⎥⎦
⎤⎢⎣
⎡ ∫−+= −−t dssIVVVV daeaQBtItI
t
at HV
 
0 
)(
)0( 1)()()(
β
. 
 
8 
It is also clear that 
0)(
lim
)0( =∞→ tNt V , 0)(
lim
)0( =∞→ tSt V , and 0)(
lim
)0( =∞→ tIt V . 
 
9 
Hence, equations (3), (4), (7), and (8) constitute an age-structured of a host-vector 
SI model. 
 
 
3 The existence of a threshold number 
In this section we will show that there is a threshold number for the model 
discussed above. Let us consider the limit values of equations (2) and (4). Whenever  ∞→t , and by considering (5) holds, the equations (2) and (4) can be written as  
∫ ∞=  0 )()( daaQBtN HHH , 10 
∫ ∞ − ⎥⎦
⎤⎢⎣
⎡ ∫−= − 
0 
)(
1)()( daeaQBtI
t
at VH
dssI
HHH
β
. 
 
11 
Similarly, equations (6) and (8) can be written as 
∫ ∞=  0 )()( daaQBtN VVV . 12 
 
∫ ∞ − ⎥⎦
⎤⎢⎣
⎡ ∫−= − 
0 
)(
1)()( daeaQBtI
t
at HV
dssI
VVV
β
. 
 
13 
Equations (10) and (12) show that the value of )(tNH and )(tNV  are constants, 
hence the equations for the age-structured host-vector SI model reduce to two 
equations, (11) and (13). 
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The Equilibrium of the system is given by ),( ** VH II satisfying [ ] )(1)( *1 0 * * VaIHHH IFdaeaQBI VH =−= ∫ ∞ −β , 14 [ ] )(1)( *2 0 * * HaIVVV IFdaeaQBI HV =−= ∫ ∞ −β . 15 
The last equations can be reduced as 
∫ ∞ ⎥⎦⎤⎢⎣⎡∫ −− ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −==
∞ − 
0 
)1)((
*
21
* 0
*
1)())(( daeaQBIFFI
adaeaQB
HHHH
aHIV
VVH
ββ
, 
 
16 
Note that 21 FF o  is bounded. It is easy to see that )0,0(),( ** =VH II is the disease-
free equilibrium. To find a non-trivial equilibrium (an endemic equilibrium), we could 
observe the following 
0))(( 21 >
H
H
dI
IFdF
  and  0))(( 2
21
2
<
H
H
dI
IFFd
. 
 
17 
Therefore, a unique non-trivial value of *HI occurs if and only if  
1)()()0(
 
0 
 
0 
21 >⎟⎠
⎞⎜⎝
⎛= ∫ ∫∞ ∞ dadaaaQaaQBBdIFdF VHVHVHH ββ
o
. 
 
18 
The existence of the corresponding non-trivial value of *VI follows immediately. The 
LHS of (18) will be refereed as a threshold number R0 of the model. We conclude 
that an endemic equilibrium )0,0(),( ** ≠VH II occurs if and only if 10 >R . 
 
 
4 The Stability of the Equilibria 
To investigate the stability of the equilibria we use the method in [1] and use the 
lemma therein. 
 
Lemma 1 (Brauer, 2001). Let )(tf be a bounded non-negative function which 
satisfies an estimate of the form 
∫ −+≤ t daaRatftftf  0 0 )()()()( , 
where )(0 tf is a non-negative function with 0)(lim 0 =∞→ tft and )(aR is a non-
negative function with .1)(
 
0 
<∫ ∞ daaR  Then 0)(lim =→∞ tft . 
 
Proof.  See [1]. It is also showed in [1] that the lemma is still true if the inequality in 
the lemma is replaced by  
∫ ≤≤−+≤ t tsat daaRsftftf  0 0 )()(sup)()( .  19 
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Further, we generalize Lemma 1 using a similar argument as in [1] as follows. 
 
Lemma 2. Let 2 ,1  ),( =jtf j be bounded non-negative functions satisfying  
∫ ≤≤−+≤ t tsat daaRsftftf  0 12101 )()(sup)()( , 
∫ ≤≤−+≤ t tsat daaRsftftf  0 21202 )()(sup)()(  
where )(0 tf j is non-negative with 0)(lim 0 =→∞ tf jt and )(aRj is non-negative 
with .1)(
 
0 
<∫ ∞ daaRj  Then 2 ,1  ,0)(lim ==∞→ jtf jt . 
 
 
4.1 The stability of the disease-free equilibrium 
We investigate the stability of the disease-free equilibrium for the case of 10 <R . 
Consider the following inequalities. 
)(sup)(1
)(
sIadssIe VtsatH
t
at VH
dssI
t
at VH ≤≤−−
− ≤∫≤∫− − βββ . 
 
20 
)(sup)(1
)(
sIadssIe HtsatV
t
at HV
dssI
t
at HV ≤≤−−
− ≤∫≤∫− − βββ . 
 
21 
 
Hence we have,  
∫
∫
≤≤−
−
+≤
∫−+= −
t
VtsatHHHH
t dssI
HHHH
dasIaaQBtI
daeaQBtItI
t
at VH
 
0 )0(
 
0 
)(
)0(
))(sup)(()(         
)1)(()()(
β
β
 
 
 
 
 
22 
∫
∫
≤≤−
−
+≤
∫−+= −
t
HtsatVVVV
t dssI
VVVV
dasIaaQBtI
daeaQBtItI
t
at HV
 
0 )0(
 
0 
)(
)0(
))(sup)(()(         
)1)(()()(
β
β
 
 
 
 
 
23 
If further we assume that 1)(
 
0 
<∫ ∞ daaQaB HHHβ  and 1)( 0 <∫ ∞ daaQaB VVVβ , 
then using Lemma 2 we conclude that 0)(lim =→∞ tIHt  and 0)(lim =∞→ tIVt . 
This shows that the disease-free equilibrium )0,0(),( ** =VH II  is globally stable. 
 
 
4.2 The stability of the endemic equilibrium 
The endemic equilibrium ),( ** VH II appears only if 10 >R . Let us see the 
perturbations of *HI  and 
*
VI , respectively, by )(tv  and )(tu . Define 
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)()( * tvItI HH +=  and )()( * tuItI VV += , and substitute these quantities into 
equation (4) to obtain the following calculations: 
 
∫ ∫−+=+ − +−t dssuIHHHH daeaQBtItvI
t
at VH
 
0 
)]([
)0(
* )1)(()()(
*β
 
∫
∫
∫
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∫−+
+−−=
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∫∫−++−=
−
−−
−−
∞ −
−−
t dssuaI
HH
H
aI
HH
t dssudsI
HHHH
daeeaQB
tIdaeaQB
daeeaQBtIItv
t
at HVH
VH
t
at H
t
at VH
 
0 
)(
)0(
 
0 
 
0 
)(
)0(
*
*
*
*
1)(          
)()1)((       
1)()()(
ββ
β
ββ
 
∫∫
∫
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∫−+−−
+−−=
−−−−
∞ −
t dssuaI
HH
t aI
HH
Ht
aI
HH
daeeaQBdaeaQB
tIdaeaQBtv
t
at HVHVH
VH
 
0 
)( 
0 
)0(
 
 
**
*
1)()1)((          
)()1)(()(
βββ
β
 
∫
∫
∫
∫
≤≤−
−
∞ −
−−
∞ −
+
+−−≤
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∫−+
+−−=
−
t
tsatH
aI
HH
Ht
aI
HH
t dssuaI
HH
Ht
aI
HH
dasuaeaQB
tIdaeaQB
daeeaQB
tIdaeaQBtv
VH
VH
t
at HVH
VH
 
0 
)0(
 
 
 
0 
)(
)0(
 
 
)(sup)(        
)()1)((      
1)(         
)()1)(()(
*
*
*
*
ββ
β
ββ
β
 
 
Hence, we have 
∫∫ −≤≤−∞ − ++−−≤ t HaIHHtsatHt aIHH adaeaQBsutIdaeaQBtv VHVH  0 )0(  ** )()(sup)()1)(( )( βββ
Next define )()( tvtf = , )()1)(()( )0(  0
*
tIdaeaQBtf Ht
aI
HH
VH +−−= ∫ ∞ −β , and  
aeaQBaR H
aI
HH
VH ββ *)()( −= . It can be shown that 1)( 
0 
<∫ ∞ daaR . If 
)()( tutv = , that is, the perturbation is symmetrical, then by Lemma 1 we conclude 
that 0)(lim =∞→ tvt . This shows that *)(lim HHt ItI =∞→ . The fact that 
*)(lim VVt ItI =∞→ can be shown analogously. Hence, we conclude that the endemic 
equilibrium )0,0(),( ** ≠VH II  is globally stable if 10 >R . 
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5 Concluding Remarks 
We found a threshold value determining the appearance of the endemic equilibrium, 
in which this equilibrium is occurring only if this threshold value is greater than 
one. The global stability of this equilibrium is confirmed as long as the perturbation 
of the equilibrium is symmetrical. 
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Dynamics of Semelparous Populations 
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Abstract: A semelparous species reproduces only once in its life and dies 
thereafter. If there is only one opportunity for reproduction per year, and all 
individuals born in a certain year reproduce k years later, then the population can 
be divided into year-classes according to the year of birth modulo k. The dynamics 
is described by a, discrete time, nonlinear Leslie matrix model, where the 
nonlinearity enters through the density dependent fertility rate. Parameters in the 
model are, apart from the basic reproduction ratio, the age dependent impact on 
and sensitivity to the environment.  
It is our ultimate goal to be able to classify, in parameter space, depending on the 
life cycle length k, the possible attractors with emphasis on the Single Year Class 
state (all but one year class are not present), Multiple Year Class patterns (with 
some year classes present), heteroclinic cycles and invariant tori.  
When the reproductive rate is close to one, the full life-cycle-map can be 
approximated by a differential equation, which is of Lotka-Volterra type inheriting 
the cyclic symmetry that is present in the full life-cycle-map. We study the 
dynamics of this Lotka-Volterra system and give the complete classification of all 
possible attractors when k=3. 
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Rotifer Production in a Closed Recirculation System: 
Experiment, Modeling and Simulation 
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Abstract: Rotifers are microscopic organism which live in both fresh-water and sea 
water habitat. They are commonly used by farmers as the first feeding for fish and 
shrimp larvae. Rotifers are usually cultivated in a hatchery by using tanks filled 
with water and equipped with an air-pipe for aeration. However, it is not efficient to 
use such system since the production cost is high while the quality and the yield 
production are low. Therefore, a new process, so-called a closed recirculation 
system, is designed and developed. The basic principle of this system is to maintain 
the quality of water, i.e. the acid level of the water, for which rotifers are growing so 
that the period of rotifer culture becomes more longer than that in a conventional 
one.  
In a closed recirculation system, a culture tank of 1000 liter in capacity is used 
and filled in by sea water of 800 liter. Initially, the population density of rotifers is 
around 500 individuals/ml. Twice or three times in a day, Green algae or artificial 
diet based on yeast is added as a nutrient of rotifers. Water-flow in the system is 
continuously maintained for 24 hours. The first harvest is carried out in the fifth 
day by taking out an amount of water from the tank and maintaining the density of 
the remaining rotifers in the tank around 3000 individuals/ml. Water replacement 
is then done in the tank immediately after the harvest. This replacement is 
maintained so that the volume of the tank is approximately 800 liter, as same as 
the initial volume of the tank. The left over waste in the tank after the harvest gives 
the initial start of the waste in the next one-day period before the next harvest. The 
replacement process is believed to give significant effect to the population growth. 
The next harvest is carried out once in a day for 27 days. The initial population of 
rotifers in every harvest period is always kept at the density of 3000 
individuals/ml.  
In this talk, we present a mathematical model of the rotifer production mentioned 
above. We shall find an optimal total production. This optimal production may 
depend on some parameters that control the level of production after the harvest. 
We shall also validate our results via the data from the experiment. 
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An Application of Lambert W Function on a Within-
Host Dynamics of Plasmodium Falciparum Model 
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Abstract: In this paper we discuss a within-host dynamics of Plasmodium 
falciparum proposed by Hoshen et al. using delay differential equations. We 
analyze this model and obtain analytical solution using Lambert W function. We 
also give some numerical simulations for the model. 
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On the Vaccination Model for Dengue Disease 
Transmission 
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Abstract: A SIR model for dengue disease transmission is discussed here. It is 
assumed that two viruses namely strain 1 and strain 2 cause the disease and long 
lasting immunity from infection caused by one virus may not valid with respect to a 
secondary infection by the other virus. We introduce an implementation of vaccine 
with three scenarios which prevents vaccinated healthy persons from catching the 
disease caused by any type of virus. The vaccine is planned to be administered to a 
portion of susceptible host and to a newborn baby. In this paper we present a 
method to estimate the proportion of vaccination to eliminate an infection disease 
of dengue transmission. The numerical simulation of this model indicates that the 
scenarios of vaccination delays the outbreaks as well as decreasing the number of 
first and second infection host for a short period of time. 
Keywords: vaccination, susceptible host, threshold parameter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
216 Proceedings of ICAM05
  
What Happens if a Rolling Disk Nearly Falls Flat? 
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Abstract: In this talk, a rolling disk is a body of revolution which rolls on a 
horizontal plane under the influence of a constant vertical gravitational force field. 
The body is supposed to roll without slipping on a sharp rim on the body. The 
sharp rim is a circle. The center of mass of the body is at the centre of the circle. 
The body is symmetric about the axis through the center of mass which is 
perpendicular to the plane of the circular rim. Because no friction is assumed, the 
total energy of the body is constant as a function of time, and the motion does not 
converge to a standstill with the disk lying flat on the plane.  
This looks like an extremely simple problem of classical mechanics.  Actually, it is 
not difficult to write down the equations of motion, which form a system of ordinary 
differential equations in an 8-dimensional phase space. It is equally simple to make 
numerical simulations. However, it turns out to require quite a deep analysis to 
give a complete qualitative description of what the solutions are doing. For me this 
is the attraction of the problem.  
For a general body of revolution rolling on a horizontal plane, equations discovered 
in 1897 by Chaplygin lead to the conclusion that for most solutions the angle of the 
symmetry axis of the body with the horizontal plane is a periodic function of time. 
Here “most'' means: with the exception of the initial data (i.e., position and velocity 
coordinates) on a smooth co dimension one sub manifold.  
This implies that for most initial data the disk does not fall flat, a fact observed in 
1985 by Kolesnikov. A few years ago Richard Cushman proved the surprising 
converse, that for the initial data on a smooth co dimension one sub manifold F  
the disk falls flat in a finite time. At this limit time, the point of contact of the disk 
with the horizontal plane has a limit position on the rim, which acts as a hinge 
point for the disk turning to the flat position. If the initial data are not on F , but 
approach a point of F  from one of the sides of F , then the disk nearly falls flat, 
but will rise up again. The point of contact first approaches the point of the rim as 
when in the case when the disk falls flat, and then races very quickly along the rim 
to a new limit point. This new limit point acts as the hinge point for the rising disk. 
The increase of the angle of the point of contact along the rim is equal to  
1
2
1
I
rm+± π , 
where the sign depends on the side of F  from which F  is approached. Here m  is 
the total mass of the disk, r  is the radius of the rim, and 1I  is the moment of 
inertia of the disk about any axis through the centre of mass which lies in the 
plane of the rim. 
 
Proceedings of ICAM05 217
  
Teaching Linear Algebra at University: An Experience 
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Abstract: Linear algebra is a main mathematical subjects taught in science 
universities. However this teaching has always been difficult and it became an 
active area for research works in mathematics education in several countries. In 
recent years there has been much lively debate and creative discussion about 
improving the teaching of linear algebra.  
The goal is to give a synthetic overview of the main results of these works focusing 
on the most recent developments. The main issues we will address concern to the 
epistemological specificity of linear algebra and the cognitive flexibility at stake in 
learning linear algebra. We will also discuss some of the experiences we had and 
insights we gained there which we found most new and interesting. 
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Some Experience in Teaching Multivariable Calculus 
for Sophomores at ITB 
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Abstract: In this talk I will present my experience in teaching multivariable 
calculus course for second year students at the Department of Mathematics ITB 
Bandung. In particular, I will explain how I conducted the course and how the 
students responded. Although I was not fully happy with the students’ performance 
at the end of the course, there were some positive aspects that I would like to share 
with the audience. 
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The Ramsey Numbers for Copies Some Tree Versus 
Wheels and Complete Graph 
 
 
Hasmawati1,2, Edy Tri Baskoro1, Hilda Assiyatun1 
 
 
1) Department of Mathematics, Institut Teknologi Bandung, Indonesia 
2) Department of Mathematics, Hasanuddin University, Makassar, Indonesia 
 
 
Abstract: For given graphs G  and H , the Ramsey number R(G,H)  is the smallest 
natural number n such that for every graph F of order n : either F  contains G  or 
the complement of F  contains H .  This paper investigates the Ramsey number 
G,H)R( ∪ , where G  contains tree and H are wheels mW  and complete graph mK . 
We show that if n  is even and 3≥n , then n),WSR( n 32 4 = . Furthermore, if 3≥n  
and m  is odd, 12n-m ≤ , then  
),WR(kS mn  ) n(k-n- 123 += , 
and for arbitrary n  and m , then  
∑−
==
+=
1
11
k
i
imnm
k
i
n n),K R(T),KTR( kiU . 
Keywords: Ramsey numbers, wheels, tree, complete graph 
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EXACT SEQUENCE
OF PARTIAL ISOMETRIC CROSSED PRODUCT
D. Suratman
ITB, Bandung, Indonesia
Abstract. Let G+ be the positive cone of a totally ordered abelian group G
and let α be an action of G+ by endomorfism of C∗-algebra A and we refer to a
triple (A,G+, α) as C∗-dynamical system. We study the partial isometric crossed
product of C∗-dynamical system (BG+ , G+, τ), as recently studied by Lindiarni
and Raeburn. In this paper we discuss some short exact sequences of partial
isometric crossed product BG+ ×τ G+.
Key-words: Group, isometric partial, exact sequence, crossed product.
1 Introduction
Suppose A, B and C are C∗-algebras. The sequence
0 A B C 0.- -
α -β -
is a short exact sequence if α is injective, β is surjective and α(A) = kerβ. Equiv-
alently, C∗-algebra C is the homomorphic image of C∗-algebra C under β and
α(A) = kerβ. In this exact sequence, a homomorphism β induces an isomorphism
of B/α(A) onto C.
Suppose G is a totally ordered abelian group with positive cone G+. Murphy has
shown in [3] that C∗-algebra of continous functions of dual group Ĝ, C(Ĝ), is the
homomorpic image of the Toeplitz algebra T (G). Here we show that C∗-algebra
C(Ĝ) is the homomorpic image of the partial isometric crossed product BG+×τG+.
We begin with our discussion of Toeplitz algebra of a totally ordered abelian group
G with positive cone G+ and review the previous results ([3], [4], [1]). In section
3, we focus on partial isometric crossed product BG+ ×τ G+ and use Theorem 5.6
[2] to prove our main result.
2 Toeplitz Algebras
Suppose G is a totally ordered abelian group with positive cone G+. Let {er :
r ∈ G+} be the usual basis of `2(G+). The Toeplitz operator Tt on `2(G+)
characterised by Tt(er) = er+t are isometries and satisfy TtTs = Tt+s for every
t, s ∈ G+. The Toeplitz algebra T (G) is a C∗-subalgebra of B(`2(G+)) generated
by {Tt : t ∈ G+}.
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Murphy showed in Theorem 3.14 [4] that T (G) is the universal C∗-algebra ge-
nerated by semigroup of isometries, in sense that if B is a C∗-algebra gene-
rated by such a semigroup {Vt : t ∈ G+}, then there is unique homomorphism
ψ : T (G) −→ B such that ψ(Tt) = Vt.
The commutator ideal CG of Toeplitz algebra T (G) is an ideal of T (G) spanned by
{Tr(1 − TsT ∗s )T ∗t : r, s, t ∈ G+} ([2], Lemma 2.4). The next theorem was proved
by Murphy ([3], Theorem 3.7).
Theorem 1 There is exist a short exact sequence
0 CG T (G) C(Ĝ) 0.- - -
ψT -
where ψT(Ts) = ²s,∀s ∈ G+.
The above theorem say that algebra of continu function of dual group C(Ĝ) is a
homomorphic image of Toeplitz algebra T (G) under ψT and kerψT is the com-
mutator ideal of T (G).
Next for β ∈ Aut C(Ĝ) with β(²t) = ²−t, then ψT∗ := β◦ψT is a homomorphism
from T (G) into C(Ĝ) and we have corollary as follows.
Corollary 2 There is a short exact sequence
0 CG T (G) C(Ĝ) 0.- - -
ψT∗ -
where ψT∗(Ts) = ²−s,∀s ∈ G+.
Proof. Since C(Ĝ) generated by {²−s : s ∈ G} then homomorphism ψT∗ is surjec-
tive.
Now, we discuss a C∗-algebra related with Toeplitz algebra.
Suppose G+ be a positive cone of a totally ordered abelian group G. A C∗-
dynamical system (A,G+, α) consists of a C∗-algebra A, a positive cone G+ and
an action α of G+ to endomorphism of A. A covariant isometric representation
of (A,G+, α) on Hilbert space H is a pair (pi, V ) consisting of a nondegenerate
representation pi of A on H and a partial isometric representation V of G+ on H
such that
pi(αt(a)) = Vtpi(a)Vt, for every t ∈ G+ and a ∈ A.
The isometric crossed product of (A,G+, α) is the C∗-algebra A×isoα G+ generated
by a universal covariant partial isometric representation (iA, iG+) where for every
covariant isometric representation (pi, V ) on H, there is a nondegenerate represen-
tation pi×V of A×isoα G+ on H such that (pi×V )◦ iA = pi and (pi×V )◦ iG+ =W .
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Stacey showed in ([5], Proposition 3.2) that the isometric crossed product A×isoα G+
exist if (A,G+, α) has a non-trivial covariant isometric representation.
Adji et al [1] studied isometric crossed product of special C∗-dynamical system
(BG+ , G+, τ ). Here, BG+ is C∗-subalgebra of `∞(G+) spanned by the character-
istic functions {1t : t ∈ G+}, where
1t(r) =
{
1 if r ≥ t
0 else.
for every r ∈ G+. The action τ defined by
τ : G+ −→ End BG+
t 7−→ τ t
where
τ t(f(r)) =
{
f(r − t) if r ≥ t
0 else.
For t, s, r ∈ G+,
τ t(1s(r)) =
{
1s(r − t) if r ≥ t
0 else
=
{
1 if r ≥ t dan r − t ≥ s
0 else
=
{
1 if r ≥ s+ t
0 else
= 1s+t(r),
it follow that τ t(1s) = 1s+t.
In ([1], Theorem 2.4), Adji et al showed that the repesentation of BG+ ×isoτ G+
is faithful whenever the isometric representation of G+ is non-uniter . So that
the Toeplitz algebra T (G) is a faithful realization of the isometric crossed product
BG+ ×isoτ G+.
3 Partial Isometric Crossed Product
Suppose G+ be a positive cone of a totally ordered abelian group G. An parsial
isometric representationW ofG+ on a Hilbert spaceH is a mapW : G+ −→ B(H)
such that W (t) := Wt is partial isometry and satisfy WtWs = Wt+s for every
t, s ∈ G+. A covariant partial isometric representation of (A,G+, α) on H is a
pair (pi,W ) consisting of a nondegenerate representation pi of A on H and a partial
isometric representation W of G+ on H such that
pi(αt(a)) =Wtpi(a)Wt and W ∗t Wtpi(a) = pi(a)W
∗
t Wt for every t ∈ G+ and a ∈ A.
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The partial isometric crossed product of (A,G+, α) is the C∗-algebra A ×α G+
generated by a universal covariant partial isometric representation (iA, iG+) where
for every covariant partial isometric representation (pi,W ) on H, there is a non-
degenerate representation pi ×W of A ×α G+ on H such that (pi ×W ) ◦ iA = pi
and (pi ×W ) ◦ iG+ =W .
The partial isometric crossed product A ×α G+ exist and unique up to isomor-
phism ([2], Proposition 4.7).
Now, consider C∗-dynamical system (BG+ , G+, τ) stated in §2. Lindiarni and
Raeburn [2] showed that partial isometric crossed product BG+ ×τ G+ is the
universal C∗-algebra generated by a partial isometric representation of G+ on a
Hilbert space H. The Theorem 5.6 in [2] give the following proposition.
Proposition 3 There is a short exact sequence
0 kerθT BG+ ×τ G+ T (G) 0.- - -
θT -
Proof. Since the generators Tt of Toeplitz algebra T (G) are isometries and satisfy
TtTs = Tt+s for every t, s ∈ G+. Proposition 5.1 in [2] give a homomorphism
θT : BG+×τ G+ −→ T (G) such that θT (iG+(t)) = Tt for every t ∈ G+. Note that
Toeplitz algebra T (G) generated by {Tt : t ∈ G+}. So θT is surjective.
Corollary 4 There is a short exact sequence
0 θT∗ BG+ ×τ G+ T (G) 0.- - -
θT∗ -
Proof. Since the Toeplitz algebra generated by {T ∗t : t ∈ G+} also. Thus we
conclude, there is a surjective homomorphism θT∗ from BG+ ×τ G+ onto T (G)
such that θT (iG+(t)) = T ∗t .
Proposition 5 Let I = θT ∩ θT∗ . The map θ := ψT∗ ◦ θT give a short exact
sequence
0 I BG+ ×τ G+ C(Ĝ) 0.- - -θ -
Proof. The homomorphism θ is surjective because both ψT∗ and θT are surjektive.
Now we will show that ker θ = I, let a ∈ I. Since
θ(a) = ψT∗ ◦ θT(a) = ψT∗(0) = 0,
then a ∈ ker θ, it follws that I ⊆ ker θ. On the other hand, let b ∈ ker θ. Then
0 = θ(b) = (ψT∗ ◦ θT)b = ψT∗(θT(b)).
Its means θT(b) ∈ ker ψT∗ = CG. Note that Tr(1−TuT ∗u )T ∗t have form θT (iG+(r)(1−
iG+(u)iG+(u)∗)iG+(t)∗) in θT (BG+ ×τ G+). So
θT∗(iG+(r)(1− iG+(u)iG+(u)∗)iG+(t)∗) = T ∗r (1− T ∗uTu)Tt = 0.
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From there we conclude iG+(r)(1−iG+(u)iG+(u)∗)iG+(t)∗ ∈ ker θT∗ . Since Tr(1−
TuT
∗
u )T ∗t span CG, then we have b ∈ ker θT∗ . Furthermore, since ψT∗ ◦ θT =
ψT ◦ θT∗ , and (ψT ◦ θT∗)b = ψT(θT∗(b)) = 0 implies θT∗(b) ∈ ker ψT = CG.
With the same argumen, the fact that b ∈ ker θT. Thus b ∈ ker θT∗∩ker θT∗ = I,
end the proof.
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NEAR 2:1 RESONANCE IN CONSERVATIVE SYSTEM
WITH SINGULAR PERTURBATION
(Dynamics of the Energy-Preserving Part)
Fajar Adi Kusumoa, Johan M. Tuwankottaa,
Hendra Gunawana, Wono Setya Budhia
a ITB, Bandung, Indonesia
Abstract. We consider near 2:1 resonance in four-dimensional dynamical system.
The vector field of this system can be written as the sum of conservative vector
field and dissipative vector field. We assume that order of magnitude of dissipative
vector field is much smaller than the conservative one and we use perturbation
parameter 0 < ε ¿ 1 to determine this case. For ε = 0, the system is harmonic
oscillator. As we know, all solutions of this one except the origin is periodic
solution. For ε > 0 this harmonic oscillator is perturbed by conservative vector
field in nonlinear term and dissipative vector field in linear way. This is the reason
that we say this system has singular perturbation. In this paper, we use normal
form theory for studying behavior of the energy-preserving part of this system,
especially behavior of solution near the nontrivial equilibrium, dynamics related
to the change of detuning parameter, and bifurcation related to the change of the
radius of the sphere.
Key-words: resonance, energy-preserving, conservative.
1 Introduction
Think the system :
x¨+ ω21x = εf(x, x˙, y, y˙) (1)
y¨ + ω22y = εg(x, x˙, y, y˙)
with ωi > 0, i = 1, 2, 0 < ε ¿ 1. Function f, g are smooth function and there
are coupling term in those function. If the function f and g is zero, system (1) is
called decoupled. The decoupled system of system (1) is two independent harmonic
oscillator with frequencies ω1 and ω2. If there are k1, k2 ∈ N with k1ω1−k2ω2 = 0
and k1, k2 relative priem, this situation called k1 : k2 resonance. If k1 + k2 < 5
this resonance is called lower order resonance or strong resonance.
The interesting phenomenon in coupled oscillator system is the transfer of en-
ergy between oscillator. In strong resonance, the energy transfer is happened more
dramatically then higher order ones. This phenomenon can be seen in Fatimah
and Ruijgrok [5], Tondl et al. [12], and Arnold [1]. In higher order resonance, the
energy exchange between oscillator is small and happened in long time scale. This
phenomenon can be seen in Tuwankotta and Verhulst [13]. Because of this, higher-
order resonance in a system of coupled oscillators tend to get less attention rather
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then lower-order ones. In fact, as noticed in Haller [6], tradition in engineering is
to neglect the effect of high order resonance in a system.
However, the result of Broer et al. [2][3] and Tuwankotta and Verhulst [14] in
Hamiltonian system, Nayfeh, S.A and Nayfeh A.H. [9], Langford and Zhan [7][8],
Nayfeh, AH and Malatkar [10], and Tuwankotta [15] in non-Hamiltonian system,
showed that in the case of widely separated frequencies, which can be seen as an
extreme type of high-order resonance, the behavior of the system is different from
usual high order resonance.
The paper of Tuwankotta [15] studies a system of coupled oscillator with
widely separated frequencies. System in [15] is conservative with energy preserv-
ing quadratic nonlinearity and there is singular perturbation in the system. In
that paper Tuwankotta explain the existence of nontrivial equilibrium and its bi-
furcation.
In this paper, we consider the same equation but with different assumption.
We assume that the frequencies is not widely separated and we consider strong res-
onance of the system, that is 2:1 resonance. The result of this paper is completing
the result of Tuwankotta [15] in other side.
Another motivation to study this system comes from the applications in
atmospheric research. In Crommelin [4], a model for ultra low frequency vari-
ability in the atmosphere is studied which represents a novel approach to the
long time behavior of the atmosphere. In such model, Crommelin studies a
ten dimensional system, that the linearized system near an equilibrium has two
(among five) pairs of eigenvalues which are λ1 = 0.00272154 ± 0.438839i and
λ2 = 0.00168416 ± 0.198707i. One can see that Im(λ1)/Im(λ2) = 2.20847 ≈ 2,
that is strong resonance. For this reason, in this paper we choose the resonance
is 2:1 resonance. In higher order resonance, Crommelin shows that the solutions
collapse into nontrivial equilibrium and Tuwankotta in [15] shows the existence of
this nontrivial equilibrium and studies the bifurcation on it. In this paper, we are
interested to investigate the existence of nontrivial equilibrium in 2:1 resonance
and dynamics of the energy-preserving part of the system.
2 Formulation of System
Consider a system of ordinary differential equation in R4 with z = (z1, z2, z3, z4),
defined by:
z˙ =
(
D1 0
0 D2
)
z + εF (z) , 0 < ε¿ 1 (2)
where Dj , j = 1, 2 are 2× 2 matrices with eigenvalues εµ1 ± i and εµ2 ± i(2 + δ),
µ1, µ2, and δ are real number, ε is small parameter with 0 < ε ¿ 1. Parameter
δ is detuning parameter with δ = O(ε). We assume that µ1 and µ2 are bounded.
Nonlinearity of this system is quadratic, homogeneous polynomial in z satisfying
z · F (z) = 0. Thus, the flow of the system z˙ = F (z) is tangent to the sphere
z21 + z
2
2 + z
2
3 + z
2
4 = R
2, where R is the radius. If F (z) = 0, then system (2) is
equivalent to the system of two oscillator with dissipations.
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In this paper, we consider the strong resonance of system (2), that is 2:1
resonance. This system is similar to the system in Cromelin [4] and Tuwankotta
[15], but in those papers, they consider the higher order resonance of the system.
So the result of this paper is completing the result of those paper in other side.
To analyze this system, we use the averaging method to find the normal
form of system (2). This can be done by applying the transformation into polar
coordinate :
z1 7→ r1 cos(t+ ϕ1), z2 7→ −r1 sin(t+ ϕ1),
z3 7→ r2 cos(2t+ ϕ2), z4 7→ −r2 sin(2t+ ϕ2)
to (2) and then average the resulting equation of motion with respect to t over 2pi.
See Sanders and Verhulst [11] and Verhulst [16] for detail of the averaging method.
The averaged equation are of the form
r˙1 = εG1(r1, r2, 2ϕ1 − ϕ2), r˙2 = εG2(r1, r2, 2ϕ1 − ϕ2)
ϕ˙1 = εG3(r1, r2, 2ϕ1 − ϕ2), ϕ˙2 = εG4(r1, r2, 2ϕ1 − ϕ2)
where Gj , j = 1..4 at most quadratic function. Thus, we can reduce the dimension
of this system into three dimensional system by taking ϕ = 2ϕ1−ϕ2 and change the
coordinate back into cartesius coordinate by transformation r = r1, x = r2 cosϕ
and y = r2 sinϕ. We note that, the averaged equation of system (2) preserves
the energy-preserving nature of the nonlinearity. Furthermore, by rotation we
can choose the coordinate system such that the equation for r is of the form
r˙ = εG(r, x).
We omit the details of the computation and just write down the reduced
averaged equation (or normal form) after re-scaling by time t 7→ εt, i.e. r˙x˙
y˙
 =
 µ1 0 00 µ2 0
0 0 µ2
 rx
y
+
 xrΩ(y)y − r2
−Ω(y)x
 (3)
with Ω(y) = δ+2y. In this normal form, small parameter ε is no longer present by
time parameterization. For developing the analysis, we introduce some definition.
Let G : R3 7→ R3 is a function defined by
G(ξ) =
 xrΩ(y)y − r2
−Ω(y)x

with ξ = (r, x, y)T and Ω(y) = δ+2y. We also define the function S : R3 → R with
S(ξ) = 12 (r2 + x2 + y2), so dSdt = 0 along the solution of ξ˙ = G(ξ). Furthermore,
we define S(R) = {ξ|r2 + x2 + y2 = R2, R ≥ 0}. S(R) is the level set of S = R2.
3 General Invariant Structures
The normal form (3) has general invariant structures, i.e. the existence of
these structures do not depend on the value of its parameters. The invariant
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structures are the trivial equilibrium and the invariant manifold r = 0. Linearized
system near the trivial equilibrium has eigenvalues λ1 = µ1 dan λ2,3 = µ2 ± iδ.
We have three cases : µ1µ2 > 0, µ1µ2 < 0 and µ1µ2 = 0.
If µ1µ2 > 0, along the solution of system (3), we have S˙ = µ1r2 + µ2(x2 +
y2). The function S˙ is positive semi-definite if µ1 > 0 or negative semi-definite
for mu1 < 0. The function S is a globally defined Lyapunov function. As a
consequence, all solutions of system (3) collapse into trivial equilibrium in positive
or negative time. In this case, there is no other invariant structure apart from the
trivial equilibrium and the invariant manifold r = 0.
For µ1µ2 < 0, the trivial equilibrium is unstable. If µ1 > 0, around the
trivial equilibrium, system (3) has one dimensional unstable manifold and two
dimensional stable manifold. This stable manifold is the invariant manifold r = 0.
The situation is reversed in the case µ1 < 0. In this case, the dynamics of the
system is not clear at the moment.
For µ1µ2 = 0, there are three different possibilities, that is for µ1 = 0, or
µ2 = 0, or µ1 = µ2 = 0. For µ1 = 0 or µ2 = 0, the function S˙ is semi-definite.
Moreover, all solutions of system (3) collapse into the trivial equilibrium for posi-
tive or negative time. In this paper we consider the most degenerate case, that is
µ1 = µ2 = 0. In this case, S˙ = 0 which means S(R) is invariant under the flow
of system (3). The trivial equilibrium is neutrally stable and the phase space is
fibered by invariant sphere S(R). Thus, the flow of system (3) can be reduced into
a two-dimensional flow on these spheres.
The second invariant structure is the invariant manifold r = 0. Tuwankotta
in [15] show the existence of this manifold in more general circumstances.
Remark. (Symmetry of the system) We defined two types of transformations i.e.
transformation in the phase space Φi : R3 → R3, i = 1, 2 and in the parameter
space Ψ : R3 → R3. The transformation Φ1(r, x, y) = (−r, x, y) keeps the system
(3) invariant, and we can reduced the phase space to D = {r ≥ 0|r ∈ R} ×
R2. Another important transformation is the combination between two types of
transformation, that is Φ2(r, x, y) = (r, x,−y) and Ψ(δ, µ1, µ2) = (−δ, µ1, µ2).
This combination keeps the system (3) invariant. Dynamics of the system for
δ > 0 is similar with the dynamics for δ < 0 in the opposite direction of y. For
this reason, in this paper we assume δ > 0. Analysis in degenerate case, δ = 0, is
more complicated, so it is not investigated in this paper.
4 The re-scaled system
For µ1 = µ2 = 0, system (3) has an integral, i.e. S(ξ). Let ε is a small
parameter with 0 < ε ¿ 1. We re-scale µ1 = εκ1 and µ2 = −εκ2, κ1κ2 > 0.
System (3) become :
r˙ = xr + εκ1r (4)
x˙ = Ω(y)y − r2 − εκ2x
y˙ = −Ω(y)x− εκ2y
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with Ω(y) = δ + 2y. For κ1 < 0 and κ2 < 0, in the invariant manifold r = 0, all
solutions run off to infinity except for the origin. This is motivate us to restrict
ourselves to the case where κ1 > 0 and κ2 > 0. System (4) can be seen as
perturbation of system (3) for µ1 = µ2 = 0. Solution of system (3) with µ1 =
µ2 = 0 or unperturb system, life on the invariant sphere in R3. It is interesting
to see the behavior of the unperturb system which is preserved in the perturbed
system. In this paper, we will explain behavior of the unperturb system.
5 Manifold of Equilibria
Recall that we assume δ > 0. For ε = 0 the system (4) becomes :
r˙ = xr x˙ = Ω(y)y − r2 y˙ = −Ω(y)x (5)
There are two manifold of equilibria in this system which lies in the plane r = 0
and in the plane x = 0.
5.1 A manifold of equilibria in the plane r = 0
At the invariant manifold r = 0, trivial equilibrium is a stable equilibrium.
Non trivial equilibria in this plane is the line y = − δ2 so it is called manifold of
equilibria. If we parameterize x = xo, this manifold can be written as
(r, x, y) = (0, xo,−δ2), xo ∈ (−∞,∞) (6)
The eigenvalues of system (5) linearized around (6) are
λ1 = 0, λ2 = 0, λ3 = −2xo
The λ1 is the eigenvalue corresponding to the r direction of the sphere in the
intersection of the manifold of equilibria (6). For xo > 0, this manifold of equilibria
is a stable manifold and for xo < 0 it is unstable. If xo = 0, all eigenvalues are
zero.
5.2 A manifold of equilibria in the plane x = 0
The other manifold of equilibria of system (5) lies in the plane x = 0. The
manifold is a curve defined by r2−2y2 = δy, that is a hyperbola. We parameterize
y = yo, then the manifold of equilibria is
(r, x, y) = (
√
(δ + 2yo)yo, 0, yo) (7)
The eigenvalues of system (5) linearized around (7) are
λ1 = 0, λ2,3 = ±
√
−12y2o − 8yoδ − δ2
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Figure 1: The limit set of the unperturb equation (5), that is the line y = −δ/2 and the hyperbola.
The manifold of equilibria (7) exists for yo ≤ − δ2 or yo > 0. For these value of yo,
two of the eigenvalues are purely imaginary and the other is zero. In Figure (1),
we show the limit set of system (5). Beside that, we also show the dynamics of
this system in the invariant manifold r = 0. In positive value of x, the manifold
of equilibria y = − δ2 is the stable manifold, but in negative value of x, it becomes
unstable.
6 Bifurcation Analysis
Since S(R) is invariant under the flow of system (5), we reduce it into a
two-dimensional flow of system (5). We define a bijection map that maps the
orbits of system (5) to the orbits of two dimensional system defined in a disc
D(0, R) = {(x, y)|x2 + y2 ≤ R2}. This map is a projection from the upper half of
the sphere to the horizontal plane. The transformed system is
x˙ = Ω(y)y − (R2 − (x2 + y2)), y˙ = −Ω(y)x (8)
where Ω(y) = δ+2y. Boundary of the disc that invariant under the flow of system
(8) is called boundary the equator.
The bifurcation point of system (8) as we vary R is Ro = − δ2 and the
critical points of system (8) are (x1, y1) =
(
±
√
R2 − δ24 ,− δ2
)
and (x2, y2) =(
0, −δ±
√
δ2+12R2
6
)
. For R < | δ2 |, boundary the equator is a periodic solution. It
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has period
T = 4
∫ R
0
dy
(δ + 2y)
√
R2 − y2
The first critical points exist only for R ≥ Ro but the second one exist for all
value of R. For R ≥ Ro, the second critical points lie inside the disc D(0, R) on
the y-axes, but for R < Ro, one of the second critical point lies outside that disc.
The complete pictures of this situation can be seen in Figure (2). In this figure we
show the dynamics of system (5) for R < Ro, R = Ro, and R > Ro.
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Figure 2: Phase portrait of system (5) as R → ∞. The first picture (upper left) picture is the
phase portrait for R < Ro, the second one (upper right) is for R = Ro, and the third one is for
R > Ro. In this figure, we use δ = 2.
7 Concluding Remarks
In this paper, we discuss the dynamics of a four dimensional system of the
coupled oscillators in 2:1 resonance. In combination with energy-preserving non-
linearity, it makes the solution of the system with µi = 0, i = 1, 2 lies in the
sphere in R4. We use the normal form theory to analyze the system and we have
completed analysis for the energy preserving part of the normal form.
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A REPRESENTATION THEOREM FOR THE SPACE OF
MCSHANE INTEGRABLE FUNCTIONS DEFINED
ON THE EUCLIDEAN SPACE Rn
Riyadia, Soeparna Darmawijayab, Sri Daru Unoningsihb, Widodob
a Universitas Sebelas Maret, Surakarta, Indonesia
b Universitas Gadjah Mada, Yogyakarta, Indonesia
Abstract. This paper contains a discussion on a representation theorem for an
orthogonally additive functional in the space of all McShane integrable functions
defined on the Euclidean space Rn. It can be considered as a generalization of the
result of Chew Tuan Seng in the real line case.
Key-words: Orthogonally additive functional, McShane integrable function
1 Introduction
A functional T on a function space X is said to be orthogonally additive if
T (f + g) = T (f) + T (g) whenever f, g ∈ X, and f ⊥ g, i.e., f and g have
almost disjoint supports. Support of f ∈ X, written by supp(f) is defined by
supp(f) = {x ∈ dom(f) : f(x) 6= 0}. Based on this definition, it is clear that two
functions f and g have disjoint supports if f(x)g(x) = 0 almost everywhere in the
domain.
Let Rn denote the n−dimensional Euclidean space, a¯, b¯ ∈ Rn and a¯ ≤ b¯ where
a¯ = (a1, a2, · · · , an) and b¯ = (b1, b2, · · · , bn). An interval E = [a¯, b¯] ⊂ Rn, is the
set of points {x¯ = (x1, x2, · · · , xn) ∈ Rn : ai ≤ xi ≤ bi, i = 1, 2, · · · , n}. An
interval E = [a¯, b¯] ⊂ Rn is called non degenerate whenever a¯ < b¯, otherwise it is
called degenerate interval. A non degenerate interval E = [a¯, b¯] is called a cell.
The non negative number:
‖b¯‖ = max{|b¯i| : 1 ≤ i ≤ n}
is called the norm of b¯ ∈ Rn.
Let I(E) denote the collection of all subintervals in a cell E. A set function
F : I(E) → R is said to be additive if F(E1 ∪ E2) = F(E1) + F(E2) when-
ever E1, E2 ∈ I(E) and Eo1 ∩ Eo2 = ∅. In addition, we shall always assume that
F(I) = 0 whenever I is a degenerate interval. A nonnegative additive set function
α on I(Rn) is called a volume. If A ∈ I(Rn), then the number α(A) is called the
α− volume of A.
Let O denote the collection of all open intervals in Rn, then outer measure of an
arbitrarily set E ⊂ Rn is a non negative-extended real number:
µ∗α(E) = inf{
∞∑
i=1
α(Ii) : Ii ∈ O for each i such that E ⊂
∞⋃
i=1
Ii}
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whenever the infimum exist. Based on the outer measure, then we define a mea-
surable set as follows. A set E ⊂ Rn is said to be µ∗α −measurable if for every
A ⊂ Rn, we have:
µ∗α(A) = µ
∗
α(A ∩ E) + µ∗α(A ∩ Ec)
As usual, the collection of all µ∗α −measurable sets in Rn is a σ − algebra of sets
on Rn, it is denoted by m and hence (Rn,m) is a measurable space. Further, the
function µα : m → R¯ defined by µα(E) = µ∗α(E) for every E ∈ m is a measure
and then (Rn,m, µα) is a measurable space.
Let E = [a¯, b¯] ⊂ Rn be a cell and R denote the real number system. A func-
tion s : E → R is called a simple function if there exist c1, c2, · · · , cn ∈ R and
A1, A2, · · · , An measurable subsets of E with Ai ∩ Aj = ∅ whenever i 6= j such
that
s =
n∑
i=1
ciχAi
where χAi is a characteristic function on Ai for every i.
Let δ : E → R be a positive function. A finite collection of point-intervals
P = {(x¯, I)} = {(x¯1, I1), (x¯2, I2), · · · , (x¯n, In)}
with Ii ⊂ Nδ(x¯i)(x¯i) for every i and E =
⋃n
i=1 Ii is called a Lebesgue or McShane
δ − fine partition on E.
Let α be a volume on E. A function f : E → R is said to be McShane integrable
on E if there is a number A such that for any number ε > 0 there is a positive
function δ on E such that for any McShane δ − fine partition P = {(x¯, I)} =
{(x¯1, I1), (x¯2, I2), · · · , (x¯n, In)} on E we have:∣∣∣A− P∑ f(x¯)α(I)∣∣∣ = ∣∣∣∣∣A−
n∑
i=1
f(x¯i)α(Ii)
∣∣∣∣∣ < ε
Because the number A is unique, we shall write:
A = (M)
∫
E
f dα
In this paper, P(E) denotes a collection of Lebesgue partitions on a cell E =
[a¯, b¯] ⊂ Rn and M(E) denotes the collection of McShane integrable functions on
a cell E. It is known that M(E) is a linear and an absolutely integral space.
Theorem 1.1 [4] Let E = [a¯, b¯] ⊂ Rn. If f ∈M(E) then there exists a sequence
of simple functions {sn} on E such that sn(x¯)→ f(x¯) almost everywhere on E as
n→∞ and we have:
lim
n→∞
∫
E
sn dα =
∫
E
f dα
236 Proceedings of ICAM05
  
A Representation Theorem
Theorem 1.2 [4] Let E = [a¯, b¯] ⊂ Rn and fn, f : E → R¯ be functions for every
n. If :
(i) fn → f almost everywhere on E as n→∞ and fn ∈M(E) for every n,
(ii) |fn(x¯)| ≤M almost everywhere on E for every n and a number M ≥ 0,
then f ∈M(E) and
lim
n→∞
∫
E
fn dα =
∫
E
f dα
2 A Banach Space W0(E)
Let b¯ = (b1, b2, · · · , bn) ∈ Rn, we shall write b¯→∞, whenever min1≤i≤nbi →∞.
Furthermore, if E = [1¯, b¯] ⊂ Rn with b¯ > 1¯, then we mean that α(E)→∞ when-
ever b¯→∞.
Let f ∈ M[1¯, b¯] for every b¯ > 1¯, that is (M) ∫ b¯
1¯
(f)dα exists for every b¯ > 1¯. If
limb¯→∞(M)
∫ b¯
1¯
(f)dα exists, we define:
(M)
∫ ∞¯
1¯
(f)dα = lim
b¯→∞
(M)
∫ b¯
1¯
(f)
We write f ∈ M[1¯, ∞¯) if f ∈ M[1¯, b¯] for every b¯ > 1¯ and limb¯→∞(M)
∫ b¯
1¯
(f)dα
exists.
Definition 2.1 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯and f : E → R be a McShane
integrable function on E. We define a subcollection W0(E) inM[1¯, ∞¯) as follows:
W0(E) = {f ∈M(E) : lim
α(E)→∞
1
α(E)
∫
E
|f | dα = 0}
Theorem 2.2 W0(E) is a Banach space with respect to the norm :
‖f‖ = sup{ 1
α(E)
∫
E
|f |dα : E = [1¯, b¯] with b¯ > 1¯}
for every f ∈W0(E).
Proof. It is easy to show that W0(E) is a linear space and ‖ · ‖ is a norm on
W0(E). So, we shall only prove that W0(E) is complete. Let {fn} ⊂ W0(E) be
an arbitrary Cauchy sequence, that is for any number ε > 0 there exists a natural
number N1 such that if n,m ≥ N1 we have:
‖fn − fm‖ < ε
α(E)
⇔ sup{ 1
α(E)
∫
E
|fm − fn|dα : E = [1¯, b¯] with b¯ > 1¯} < ε
α(E)
⇔ 1
α(E)
∫
E
|fm − fn|dα < ε
α(E)
⇔
∫
E
|fm − fn|dα < ε
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This means that for every natural numbersm and n, there exists a numberMmn ≥
0 such that |(fm − fn)(x¯)| ≤Mmn a.e. on E. Therefore, we can choose a natural
number N2 such that if m,n ≥ N2 then Mmn < ε. Consequently, if m,n ≥ N2 we
have:
|(fm − fn)(x¯)| < ε
for any ε > 0. This means that the sequence {fn(x¯)} is a Cauchy sequence in R,
therefore there exists a function f which is McShane integrable on E = [1¯, b¯] with
b¯ > 1¯ such that fn → f almost everywhere on E, that is for any number ε > 0
there exists a natural number N3 such that if n ≥ N3 we have |fn − f | < ε. From
this inequality, we have: ∫
E
|fn − f |dα <
∫
E
εdα = εα(E)
⇔ 1
α(E)
∫
E
|fn − f |dα < ε
⇔ sup{ 1
α(E)
∫
E
|fn − f |dα} < ε
⇔ ‖fn − f‖ < ε
In other word, the sequence {fn} is norm convergent to a function f . Furthermore,
let N0 = max{N1, N2, N3} so if n ≥ N0 we have:
lim
α(E)→∞
1
α(E)
∫
E
|f |dα ≤ lim
α(E)→∞
1
α(E)
∫
E
|f−fn|dα+ lim
α(E)→∞
1
α(E)
∫
E
|fn|dα < ε
for any number ε > 0, this means that f ∈ W0(E). Thus W0(E) is complete,
therefore W0(E) is a Banach space. ¥
3 A Representation Theorem For An Orthogo-
nally Additive Functional on W0(E) in Rn
Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯ and M(E) denote the collection of McShane
integrable functions on a cell E. A sequence {fn} ⊂ M(E) is said to be bound-
edly convergent to a function f ∈M(E), if {fn} converges to f pointwise almost
everywhere on E and {fn} is uniformly bounded almost everywhere on E. A func-
tional F defined onM(E) is said to be boundedly continuous if F(fn)→ F(f) as
n→∞ whenever {fn} is boundedly convergent to f .
A function k(·, ·) : E ×R → R is called a Caratheodory function if k(x¯, ·) is con-
tinuous for almost all x¯ ∈ E and k(·, t) is measurable for every t ∈ R.
Lemma 3.1 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯, M(E) denote the collection of
McShane integrable functions on E and F be a functional defined on M(E). If
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F is boundedly continuous on M(E) then F(fχE) → 0 whenever µ(E) → 0 for
every f ∈M(E).
Proof. Let any f ∈M(E) and any sequence of subsets {En} ⊂ E with µ(En)→ 0
as n → ∞, i.e. for any number ε > 0 there exist a natural number N0 such that
if n ≥ N0 we have µ(En) < ε. This means that, if n ≥ N0, we have :
µ{x¯ ∈ En : |fχEn(x¯)| > ε} ≤ µ(En) < ε
In other word, the sequence {fχEn} → θ in measure, whenever µ(En) → 0.
Therefore, there exists a subsequence {En(i)} ⊂ {En} such that fχEn(i) → θ a.e.
on E whenever n(i)→∞. Since F is boundedly continuous, therefore we have:
F (fχEn(i))→ F (θ) = 0
whenever n(i) → ∞. Consequently, F(fχE) → 0 whenever µ(E) → 0 for every
f ∈M(E).
Lemma 3.2 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯. If F is an orthogonally additive and
boundedly continuous Functional on W0(E), then there exists a function k(x¯, t) :
E × R → R such that k(x¯, t) is McShane integrable with respect to x¯ on E for
every t ∈ R with k(x¯, 0) = θ for almost all x¯ ∈ E and we have:
F(s) =
∫
E
k(·, s(·))dα
for every simple function s on E.
Proof. Since F is boundedly continuous, then for any number ε > 0 and t ∈ R
there exists a number δ(ε, t) > 0 such that if A ⊂ E with µ(A) < δ(ε, t) then
|F(tχA)| < ε. In other word, F as a set function is absolutely continuous with
respect to µ. Furthermore, if E =
⋃∞
i=1Ei with E
o
i ∩ Eoj = φ for i 6= j, then we
have :
F(tχE) = lim
n→∞F(tχ
⋃n
i=1 Ei
) = lim
n→∞
n∑
i=1
F(tχEi) =
∞∑
i=1
F(tχEi)
This means that F is an additive and countable set function. According to Radon-
Nikodym Theorem there exists a function k∗t (·) on E such that
F(tχE) =
∫
E
k∗t (·)dα
for every E. Next, we define a function k(x¯, t) = k∗t (x¯) for every x¯ ∈ E and
t ∈ R. If t = 0 then F(tχE) = F(θ) = 0, therefore
∫
E
k∗0 = 0 for every E. Thus
k(x¯, 0) = θ for almost all x¯ ∈ E. Furthermore, let s be any simple function on
E with s(x¯) =
∑n
i=1 tiχEi(x¯) where Ei is a pairwise disjoint and measurable sets,
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and E =
⋃∞
i=1Ei, then we have:
F(s) = F(
n∑
i=1
tiχEi) =
n∑
i=1
∫
Ei
k(·, tiχEi)dα
=
n∑
i=1
∫
Ei
k(·, s(·))dα =
∫
E
k(·, s(·))dα
Lemma 3.3 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯, F be an orthogonally additive and
boundedly continuous functional on W0(E), and k(x¯, t) : E×R → R be a function
obtained in Lemma 3.2. If for any number δ > 0 and every bounded closed interval
P = [−a, a] with a > 0 we define numbers :
W (δ;P ;E) = sup{
∫
E
|k(·, t1)− k(·, t2)|dα : t1, t2 ∈ P and |t1 − t2| < δ}
and
W (δ;P ) = sup{
n∑
i=1
W (δ;P ;E) :
n⋃
i=1
Ei = E, Eoi ∩ Eoj = φ for i 6= j}
then for every interval P , we have limδ→0+W (δ;P ) = 0.
Proof. If 0 < δ1 ≤ δ2 and t1, t2 ∈ P with |t1 − t2| < δ1 then |t1 − t2| < δ2. This
means that if 0 < δ1 ≤ δ2 then W (δ1;P ) ≤ W (δ2;P ). Thus net {W (δ;P ) : δ ↓ 0}
is monotonically decreasing and bounded below, and one of its lower bounds is 0.
Therefore limδ→0+ W (E;P ) exists.
Suppose limδ→0+ W (E;P ) = ε for a number ε > 0. Based on its definition,
there exists disjoint sets E1, E2, · · · , En with
⋃n
i=1 = E and numbers t
i
1, t
i
2, i =
1, 2, · · · , n such that |ti1 − ti2| ≤ δ, |ti1| ≤ a, |ti2| ≤ a and
n∑
i=1
∫
Ei
|k(·, ti1)− k(·, ti2)|dα > ε
Next, for each i = 1, 2, · · · , n, we define sets:
E+i = {x¯ ∈ Ei : k(x¯, ti1)− k(x¯, ti2 ≥ 0} and E−i = Ei − E+i
and also we define functions:
f =
n∑
i=1
(ti1χE+i + t
i
2χE−i
) and g =
n∑
i=1
(ti2χE+i + t
i
1χE−i
)
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It is clear that f, g ∈W0(E) and we have:
‖f‖ = sup{ 1
α(E)
∫
E
|f |dα : E = [1¯, b¯] with b¯ > 1¯}
= sup{ 1
α(E)
∫
E
|
n∑
i=1
(ti1χE+i − t
i
2χE−i
)|dα : E = [1¯, b¯] with b¯ > 1¯}
≤ sup{ 1
α(E)
∫
E
n∑
i=1
(|ti1χE+i |+ |t
i
2χE−i
|)dα : E = [1¯, b¯] with b¯ > 1¯}
≤ sup{ 1
α(E)
n∑
i=1
∫
E+i
aχE+i
dα+
1
α(E)
n∑
i=1
∫
E−i
aχE−i
dα : E = [1¯, b¯] with b¯ > 1¯}
= sup{ 1
α(E)
a
n∑
i=1
α(E) : E = [1¯, b¯] with b¯ > 1¯} = a
Similarly, we can show that ‖g‖ < a. Furthermore, we have:
f − g =
n∑
i=1
(ti1χE+i + t
i
2χE−i
)−
n∑
i=1
(ti2χE+i + t
i
1χE−i
)
=
n∑
i=1
((ti1 − ti2)χE+i + (t
i
2 − ti1)χE−i )
From the above result, we can also obtain that: ‖f−g‖ ≤ a. Since F is boundedly
continuous then |F(f)−F(g)| < ε. On the other hand, we have:
| F(f)−F(g) |
= |
∫
E
k(·,
n∑
i=1
(ti1χE+i + t
i
2χE−i
))dα−
∫
E
k(·,
n∑
i=1
(ti2χE+i + t
i
1χE−i
))dα|
= |
n∑
i=1
∫
E+i
(k(·, ti1χE+i )− (k(·, t
i
2χE+i
))dα+
n∑
i=1
∫
E−i
(k(·, ti2χE−i )− (k(·, t
i
1χE−i
))dα|
= |
n∑
i=1
∫
E+i
(k(·, ti1χE+i )− (k(·, t
i
2χE+i
))dα+
n∑
i=1
∫
E−i
−(k(·, ti1χE−i )− (k(·, t
i
2χE−i
))dα|
= |
n∑
i=1
∫
E+i
|k(·, ti1χE+i )− (k(·, t
i
2χE+i
)|dα+
n∑
i=1
∫
E−i
|k(·, ti1χE−i )− (k(·, t
i
2χE−i
)|dα |
=
n∑
i=1
∫
E+i
|k(·, ti1)− (k(·, ti2)|dα+
n∑
i=1
∫
E−i
|k(·, ti1)− (k(·, ti2)|dα
=
n∑
i=1
∫
Ei
|k(·, ti1)− (k(·, ti2)|dα > ε
Contradiction, thus the assumption is wrong, therefore the right statement is
limδ→0+ W (δ;P ) = 0.
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Lemma 3.4 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯. If F is an orthogonally additive and
boundedly continuous functional on W0(E), then the function k(x¯, t) : E×R → R,
obtained in Lemma 3.2. is uniformly continuous on every bounded closed interval
P ⊂ R and for every x¯ ∈ E.
Proof. Let x¯ ∈ E and P ⊂ R be any bounded closed interval. Then, according to
Lemma 3.3. we have: limδ→0+ W (δ;P ) = 0, that is:
0 = lim
δ→0+
sup{
n∑
i=1
W (δ;P ;Ei) :
n⋃
i=1
Ei, Ei ∩ Ej = φ, i 6= j}
0 = lim
δ→0+
sup{
n∑
i=1
sup{
∫
Ei
|k(·, t1)− k(·, t2)|dα : t1, t2 ∈ P and
|t1 − t2| < δ} :
n⋃
i=1
Ei, Ei ∩ Ej = φ, i 6= j}
≥ lim
δ→0+
{sup
∫
E
|k(·, t1)− k(·, t2)|dα : t1, t2 ∈ P and |t1 − t2| < δ}
≥ lim
δ→0+
{
∫
E
|k(·, t1)− k(·, t2)|dα : t1, t2 ∈ P and |t1 − t2| < δ}
This means that, if t1, t2 ∈ P with |t1 − t2| < δ we have :
lim
δ→0+
∫
E
|k(·, t1)− k(·, t2)|dα = 0
That is, if t1, t2 ∈ P with |t1 − t2| < δ, there exists a number M(t1t2) ≥ 0 such
that |k(x¯, t1) − k(x¯, t2)| ≤ M(t1t2) a.e. on E. Therefore, we can choose a number
δ0 > 0 such that if |t1− t2| < δ0 then M(t1t2) < ε. Consequently, if t1, t2 ∈ P with
|t1 − t2| < δ0 we have:
|k(x¯, t1)− k(x¯, t2)| < ε
for any ε > 0.
In other word, the function k(x¯, ·) is uniformly continuous on every bounded closed
interval P ⊂ R and for every x¯ ∈ E.
Theorem 3.5 Let E = [1¯, b¯] ⊂ Rn with b¯ > 1¯. A functional F is orthogonally
additive and boundedly continuous on the space W0(E) if only if there exists a
Caratheodory function k(x¯, t) : E ×R → R with k(x¯, 0) = 0 for almost all x¯ ∈ E
such that k(x¯, t) is McShane integrable with respect to x¯ on E for every t ∈ R and
we have F(f) = ∫
E
k(x¯, f(x¯))dα for every function f ∈W0(E).
Proof. Sufficient condition If f ∈W0(E), then according to Theorem 1.1 there
exists a sequence of simple functions {sn} on E, such that sn(x¯) → f(x¯) almost
everywhere on E as n → ∞ and without loss generality, we can assume that
|sn(x¯)| ≤ |f(x¯)| for all n. According to Lemma 3.4, the function k(x¯, ·) is uniformly
continuous on every bounded closed interval P ⊂ R and for each x¯ ∈ E, therefore :
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k(x¯, sn(x¯))→ k(x¯, f(x¯)) almost everywhere on E and there exists a numberM ≥ 0
such that |k(x¯, sn(x¯))| ≤ M almost everywhere on E. Therefore, according to
Dominated Convergence Theorem(Theorem 1.2) limn→∞ k(x¯, sn(x¯)) is McShane
integrable and we have:∫
E
k(·, f(·))dα = lim
n→∞
∫
E
k(·, sn(·))dα
= lim
n→∞F(sn)
= F( lim
n→∞ sn)
= F(f)
Necessary condition Let f, g ∈ W0(E) such that f ⊥ g, that is f(x¯)g(x¯) = 0
almost everywhere on E. Furthermore, we form sets :
A = {x¯ ∈ E : g(x¯) = 0}, B = {x¯ ∈ E : f(x¯) = 0} and
C = {x¯ ∈ E : f(x¯) 6= 0 and g(x¯ 6= 0}
then we obtain :
F(f + g) =
∫
E
k(·, (f + g)(·))dα
=
∫
A
k(·, f(·))dα+
∫
B
k(·, f(·))dα+
∫
C
k(·, g(·))dα
+
∫
A
k(·, g(·))dα+
∫
B
k(·, g(·))dα+
∫
C
k(·, f(·))d ·
=
∫
E
k(·, f(·))dα+
∫
E
k(·, g(·))dα
= F(f) + F(g)
Thus F is orthogonally additive on W0(E).
Next, let f ∈W0(E) and any sequence {fn} ⊂W0(E) such that {fn} is boundedly
convergent to the function f almost everywhere on E, that is there exists a number
M ≥ 0 such that |fn(x¯)| ≤ M for every n and fn(x¯) → f(x¯) almost everywhere
on E. Since the function k(x¯, ·) is uniformly continuous on every bounded closed
interval P ⊂ R and for each x¯ ∈ E, then there exists a number N ≥ 0 such that
|k(x¯, fn(x¯))| ≤ N for all n and almost everywhere on E. Therefore, according to
Dominated Convergence Theorem(Theorem 1.2), we have:
lim
n→∞
∫
E
k(·, fn(·)dα =
∫
E
k(·, f(·)dα ⇔ lim
n→∞F(fn) = F(f)
In other word, the functional F is boundedly continuous on W0(E).
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4 Summary
The main result of this paper is a representation theorem for an orthogonally
additive functional in the space of all McShane integrable functions defined on the
Euclidean space Rn. It can be considered as a generalization of the result of Chew
Tuan Seng in the real line case. This result may also be extended in other function
spaces, such as in the space of all McShane-Pettis integrable functions defined on
the Euclidean space Rn, etc.
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GAME DESCRIPTOR SYSTEM  
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a Universitas Gadjah Mada, Yogyakarta, Indonesia  
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Abstract. Problem of two player linear quadratic dynamic game is considered. 
Optimal Nash equilibrium for the problem is derived with Hamilton method. For 
finite time problem, finding optimal control solution is brought to finding solution 
of two generalized differential Riccati equation. Then the relationship of the 
existence of the pair of Nash equilibrium solution is studied. For infinite time 
problem two generalized Riccati algebra equations is considered. 
Key-words: Riccati equation, linear quadratic, dynamic game, descriptor system.  
 
1 Introduction 
 
Descriptor systems are believed have a great application for the system modeling 
because they can preserve the structure of physical systems and can include 
nondynamic modes and impulsive modes [3].  
 
Non-cooperative open-loop non-zero-sum continuous linear quadratic dynamic 
game has been studied in [2] and [2]. On non-zero-sum linear quadratic dynamic 
game, the two players satisfy one differential equation in the state space form, and 
the players minimize two objective functions in quadratic form. Using Hamilton 
method the existences and uniqueness of optimal Nash equilibrium are studied. 
The relationship between the existence of generalized algebra Riccati equations and 
optimal Nash solution of dynamic games are studied in [1] and [2]. 
 
Zero-sum linear quadratic dynamic game of two players is studied in [1], with the 
players satisfying one differential equation in state space form, and minimizing one 
objective function in quadratic form. 
 
Linear quadratic dynamic games of two players in descriptor systems, which is 
zero-sum dynamic games are studied in [7]. The players satisfy one state space 
differential equation of descriptor system and minimize one objective function in 
quadratic form.  
 
Using Hamilton method, [4] has studied linear quadratic optimal control descriptor 
systems. Due to [4] solution of generalized differential Riccati equation can be not 
exist.  With mild assumption of generalized differential Riccati equations [3] that 
the system will have solutions. For infinite time problem [3] also studied algebra 
Riccati equations. The numerical non recursive formula is derived to obtain optimal 
solution of linear quadratic optimal control infinite time. This paper is studying 
non-zero-sum linear quadratic dynamic games in descriptor system of two players. 
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Two players linear quadratic dynamic game define as an open-loop game with the 
players giving control to the system  
2211 uBuBAxxE ++=  ,                                                                   (1.1) 
0)0( ExEx = ,                                                                                      (1.2) 
with 21 21 ,,,
nxmnxmnxnnxn BBAE ℜ∈ℜ∈ℜ∈ℜ∈ , x(t) descriptor vector of n 
dimension. While  u1(t), is control vector 1m  dimension which is done by the first 
player, and u2(t) is control vector 2m  dimension which is done by the second 
player. Matrix E is singular with rank .nrE <=  In the case nErank = , the 
system will be classical differential equation. 
 
The two players minimizing objective function in the Nash sense in the form  
 
( ) +++=
T
TTT
T
TT dtuRuuRuxQxTExKETxuuJ
0
2122111111211 2
1)()(
2
1),( ,   (1.3) 
( )dtuRuuRuxQxTExKETxuuJ T TTTTTT  +++=
0
2222121122212 2
1)()(
2
1),( , (1.4) 
with all matrices symmetric, further more Q1 , Q2 and K1T ,K2T semi positive definite 
and R11 ,R12 ,R21 ,R22  positive definite.  
 
Below is definition for Nash equilibrium of two player game. 
 
Definition 2.1: The pair ( )
∗∗ 21 ,uu  is called Nash equilibrium for non-cooperative 
two players dynamic game if the following two equations are satisfied.  
 ( ) ( )
∗∗∗∗
≤= 2112111 ,, uuJuuJJ ,   11
m
u ℜ∈∀ , 
 ( ) ( )2122122 ,, uuJuuJJ ∗∗∗∗ ≤= ,    22 mu ℜ∈∀ . 
  
2 Linear Quadratic regulator Problem  
 
Linear quadratic regulator for finite time ( ∞<T ) and infinite time ( ∞→T ) of two 
players and 2 players are studied. Hamilton function is given to prove existence of 
optimal solution of linear quadratic dynamic game for descriptor system of finite 
time. Then the relationship between existence of differential Riccati equation 
solution and existence of optimal Nash solution for linear quadratic dynamic game 
of descriptor system is studied.  
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For two players of dynamic game with finite time, necessary conditions for the 
existence of optimal solution with objective function (1.3), (1.4) and satisfy system 
(1.1), (1.2) will be derived. First assumption will be given below.  
 
Assumption 2.1: Descriptor system (1.1), (1.2) is  regular, impulse controllable and 
finite dynamic stabilizable that is 
 ( ) 0,0det ≠∀≠− sAsE , except for a finite number of ℜ∈s ,                                                                                                
 2,1,Im)(kerImIm =ℜ=++ iBEAE ni  ,                                                       
[ ] 2,1==− inBAsErank i    [ ] 0Re, ≥∀ ss .     
                                               
Consider Hamilton functions below  
( ) ( )221112122111111 2
1)( uBuBAxuRuuRuxQxtH TTTT +++++= γ ,  (2.1) 
( ) ( )221122222121122 2
1)( uBuBAxuRuuRuxQxtH TTTT +++++= γ , (2.2) 
with 1γ  and 2γ  are function that will be derived further.  
 
From the Hamilton function definition, theorem for the existence of optimal 
solution for two players can be derived.  
 
Theorem 2.1: Assume that x(t) and u1(t) , u2(t) satisfy equations (1.1), (1.2). Then 
necessary conditions to minimizing J1, J2 are 
x
H
t
E iiT
∂
∂
−=
∂
∂γ
 , 0=
∂
∂
u
H i ,        
i
iHxE
γ∂
∂
= ,         i=1,2.          
with )()( 11 TExKETE TTT =γ and )()( 22 TExKETE TTT =γ . While H1(t), H2(t), 
are Hamilton functions which is defined in (2.1), (2.2). 
 
Optimal solutions for two players dynamic game are  
)(1 tBRu iTiiii γ−−= ,  i=1,2,  where )(tiγ  satisfy ),()()( tAtxQtE iTiiT γγ −−=  
with boundary conditions 
)()( TExKETE iTTiT =γ  .              (2.3) 
The system can be written in the following descriptor system  
xAxE ~~~~ =  ,                                                                                          (2.4) 
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with 










=
T
T
E
E
E
E
00
00
00
~
,












=
)(
)(
)(
~
2
1
t
t
tx
x
γ
γ and










−−
−−
−−
=
−−
T
T
TT
AQ
AQ
BRBBRBA
A
0
0~
2
1
2
1
2221
1
111
. 
If ( )AEs ~~ −  regular, then the system will have solution.  
 
Assumption 2.2: Descriptor system (2.4), (2.3) is regular and impulse free i.e 
 mnEAE +ℜ=+ 2)~(ker~Im~Im  , and ( ) 0,0det ≠∀≠− sAsE ,  
except for a finite number of ℜ∈s . 
    
With Assumption (2.2) solution of descriptor system can be derived. 
 
Lemma 2.1: Define matrices )(),( 21 tXtX  with  
[ ][ ] 121311211223122211 )0()()0()()()0()()0()()()( −Λ+Λ+ΛΛ+Λ+Λ= YtYttYtYtttX
 
[ ][ ] 121311211233132312 )0()()0()()()0()()0()()()( −Λ+Λ+ΛΛ+Λ+Λ= YtYttYtYtttX
 
then )()()( 11 txtXt =γ ;     )()()( 22 txtXt =γ , with ))(),(( 1 ttx γ ,  are solutions 
of (4.4) and (4.3), with ijΛ  are found from 
,
~
0
0~
)()()(
)()()(
)()()( ~
333231
232221
131211
M
I
eN
ttt
ttt
ttt
tF








=










ΛΛΛ
ΛΛΛ
ΛΛΛ
 
while )0(),0( 21 YY  are satisfy 2,1),0()0()0( == iExYE iiT γ . 
 
3 Generalized differential Riccati equation 
 
Two generalized differential Riccati equations are given as follow  

	


=−−+++
=−−+++
−−
−−
0
0
22
1
222211
1
11122222
22
1
222111
1
11111111
KBRBLKBRBLQALKAKE
KBRBLKBRBLQALKAKE
TTTT
TTTT


            (3.1)  
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where                        
 i
T
i KEEL =   ,       i=1,2.             (3.2) 
Theorem below will study relationship between the existence of descriptor solution 
and existence of generalized differential equation solution (3.1), (3.2). 
 
Theorem 4.2: If generalized differential Riccati equation (3.1), (3.2) have solutions, 
then descriptor system will have solutions. 
 
Proof. Let the players 1, 2 play strategies 2,1),()()( 1 =−= − itxtKBRtu iTiiii ,  for 
controlling systems (3.1), (3.2) with 2,1),( =itK i  solution for (3.1), (3.2).  
Define  
 2,1),()()( == itxtKt iiγ . 
Then the derivations give 
2,1),()()()()( =+= itxtKEtxtKEtE iTiTiT γ . 
From (3.1), (3.2) then 
 )()()()()( 221222111111 txtKBRBtxtKBRBtAxxE TT −− −−= , 
or 
 )())()(( 221222111111 txtKBRBtKBRBAxE TT −− −−= . 
From (3.1), (3.2) we get
 22
1
22211
1
111 KBRBLKBRBLQALKAKE TiTiiiiTiT −− ++−−−= . 
Therefore 
xtKExKBRBLxKBRBLxQAxLxKAtE iTTiTiiiiTiT  )()( 221222111111 +++−−−= −−γ
 
xELxKBRBLxKBRBLxQAxLxKA iTiTiiiiT +++−−−= −− 221222111111  
 xKBRBLxKBRBLxQAxLxKA TiTiiiiT 221222111111 −− ++−−−=  
 xKBRBLxKBRBLAxL Ti
T
ii 22
1
22211
1
111
−−
−−+  
 )()( txQtxKA iiT −−= , 
Then 
 

	


−−=
−−=
),()()(
),()()(
222
111
txQtxKAtE
txQtxKAtE
TT
TT
γ
γ


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or 
 

	


−−=
−−=
).()()(
),()()(
222
111
txQtAtE
txQtAtE
TT
TT
γγ
γγ


 
This system will has solution. 
 
4 Infinite time problem  
 
Suppose the players satisfy system equation (1.1), (1.2). Control vector that 
minimizing the following objective function will be found, 
 ( )
∞
++=
0
212211111211 2
1),( dtuRuuRuxQxuuJ TTT ,                  (4.1) 
( )dtuRuuRuxQxuuJ TTT
∞
++=
0
222212112212 2
1),( ,                 (4.2) 
with all matrices symmetric, Q1 , Q2 and K1T ,K1T semi definite positive and R11 ,R12 , 
R21 , R22  positive definite.  
 
Given generalized algebra Riccati equation  
i
t
i
T
i
T
iiii
T KEELKBRBLKBRBLQALKA ==−−++ −− ;0221222111111 ,    i=1,2.       
                            (4.3) 
Optimal control for infinite time problem are in the form )(1 txKBRu iTiiii −−= ,    
i=1,2, with 1K  and 2K  are constant matrices which are solutions of (4.3).  
 
5 Generalized eigenvalue problem and existence of 
differential Riccati solution  
 
Here the existence of two differential Riccati (3.1) and (3.2) solutions are studied. 
The discussion follows the application of result in [3] for linear quadratic optimal 
control descriptor system to linear quadratic game problem. Two linear quadratic 
optimal controls are considered. The first problem is minimizing  
 
( ) +++=
T
TTT
T
TT dtuRuuRuxQxTExKETxuuJ
0
2222111111211 2
1)()(
2
1),( ,   (5.1)     
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with equations (1.1), (1.2) are satisfied. The second problem is minimizing  
( )dtuRuuRuxQxTExKETxuuJ T TTTTTT  +++=
0
2222111122212 2
1)()(
2
1),( ,  (5.2) 
Necessary conditions for existence of optimal solutions for (5.1), (5.2) satisfy 
 )()()(1 tAtxQtE iTiT γγ −−= ,  i=1,2           (5.3) 
and  
 )()( 1 tBRtu iTiiii γ−−= ,  i=1,2             (5.4) 
From equations (1.1), (5.3) and (5.4) we get systems 
 




























−−
=


























2
1
222
111
21
2
1
00
00
00
0
0000
0000
000
000
u
u
x
RB
RB
AQ
BBA
u
u
x
E
E
i
T
T
T
ii
T γγ




, i=1,2.      (5.5) 
Consider generalized eigenvalue problems 
 iiii zEzA
~~ λ= ,  i=1,2              (5.6) 
with 














−−
=
222
111
21
00
00
00
0
~
RB
RB
AQ
BBA
A
T
T
T
i
i and 












=
0000
0000
000
000
~
TE
E
E . 
By applying the result [3] result it can be proved the existence of differential 
equations as follows  
0002
1
2202000
1
110000000 =−−++
−−
i
TT
ii
T
ii
T
iii
TT
i HBRBHHBRBHQHAAH ,                        
with 
.,,,, 121021110122021201120 VQVQVQVQBVBBVBAVVA TTTTT =====
 
Also it can be proved the existence of differential equation solution as follows  
002
1
222001
1
111000 =−−++
−−
i
TT
ii
TT
iii
TT
i XBRBXXBRBXQXAAX ,         i=1,2             
 i
TT
i XEEX 00 = ,                
 





=
−−
122121
1121111
01
1)(
KK
KK
MXM T        





=
−−
222221
2122111
02
1)(
KK
KK
MXM T     
 





=
12
11
1 B
B
MB ,     





=
22
21
2 B
B
MB  .                                                                
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Then consider differential Riccati equation 
 0111
1
111111111 =−++
−
i
T
iiiiii
T
iiii ZBRBZZFFZZ . i=1,2            
As in ordinary optimal control theory this equation will have solution, say 
 1
111
1 00
0)( −





= N
Z
MtZ T , 12112 00
0)( −





= N
Z
MtZ T .           
By the result of [3] the existence of solutions for differential equation can be 
derived as follows 
,0)()()()()()()( 02122200111110000 =−−+++ −− tZBRBtZtZBRBtZQtZAAtZtZE iTTiiTTiiiTTiiT 
 
 )()( 00 tZEEtZ iTTi = ,    i=1,2,                                                                              
with final conditions EKETZE iT
T
i
T
=)(0 , and )()( 00 TZXTZ iii += . Then 
with the assumptions (2.1), (2,2) the existence of the solutions for differential 
Riccati equation (3.1), (3.2) can be proved. 
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Bonds and Options Valuation using a Conditioning 
Factor 
 
 
Sankarshan Basu 
 
 
Indian Institute of Management, Bangalore, India 
 
 
Abstract: In this talk, I shall first look at methods to calculate bounds for the 
prices of zero coupon bonds and contingent payments on the interest rates where 
the interest rates follow a log-normal distribution using two different ways. In the 
first method a conditioning variable is employed - this is similar to the approach of 
Basu (1999) and Rogers and Shi (1995). The second method is via a direct 
expansion. The lower bounds obtained are so accurate that they are essentially the 
true prices. Then I shall use the approximation technique discussed for the zero 
coupon bond case to approximate the price of the bond (in fact the lower bound to 
the price of the bond) for the case of coupon-carrying bonds - both non-defaultable 
as well as defaultable ones. The second part of the talk deals with pricing of 
options on assets with stochastic volatility – this is a very interesting problem in 
mathematical finance and it has widespread uses in the financial industry. 
 
Keyword: contingent claim pricing, stochastic volatility models 
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Continuous-time Parameter Estimation of
Exponential-Affine Term Structure Models
A. Wibowo
University of Twente, the Netherlands
Abstract. The exponential-affine term structure model is a class of models in
which the yields to maturity are affine functions of some state vector x(t). This
model has been first proposed by Duffie and Kan (1994), and subsumes Vasicek,
Cox-Ingersol-Ross and other commonly used interest rate models as special cases.
Since the interest rate factors x(t) are not directly observed, unknown parameters
in these models need to be estimated on the basis of observing the bond prices
of different maturities. Although financial models are commonly formulated in
continuous time, all existing parameter estimation techniques discretize the ob-
servation equation in time in order to use known statistical or filtering methods.
We resolve this incongruity in the present paper by working throughout with the
original continuous-time formulation.
Key-words: nonlinear filtering, term structure models
1 Introduction
Short rate modeling of the term structure has been developed as early as 1973
by Merton [17] where he assumes instantaneous short rate to be a Brownian dif-
fusion process with constant coefficients. Later Vasicek [21] extended the model
incorporating the mean reversal of the interest rate. These initial models describe
the instantaneous short rate as Gaussian processes, which allow negative interest
rates. A general equilibrium approach to short rate modeling developed by Cox et
al. [6] leads to the modification of the mean reverting diffusion model of Vasicek.
The model is known as the square root model and does not allow negative interest
rates while maintaining the mean reverting feature. Further generalizations and
modifications can be found in Longstaff and Schwartz [15] and Hull and White
[13], among others. An even more general model is proposed by Duffie and Kan
[9]. Known as the exponential-affine model, it is a popular model for least three
reasons. First of all, as the name suggests, bond yields are expressed as linear
function with respect to the interest rates factors. Secondly, this class of models
reduced the more complicated bond pricing partial differential equation (PDE)
into a set of ordinary differential equations (ODE). Thirdly, it spans many of the
popular one factor and multi-factor models.
As the development of the interest rate models continues and the models allows
greater flexibility, for the purpose of analysis of the yield curve and for pricing
of derivatives one needs to estimate the parameters of the models. This too has
evolved along with the development of the interest rate model itself. One popu-
lar method used to estimate interest rates models is the Generalized Method of
Moments (GMM). This method compares the moments of the sample with their
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theoretical values. Parameters are chosen such that the values of the theoretical
moments are close to those obtained from samples. It has been used by Heston
[12], Gibbons and Ramaswamy [11], and Longstaff and Schwartz [15] to estimate
parameters of one and two factors Cox-Ingersol-Ross models. A particular case
of GMM, which is known both as the Efficient Method of Moments (EMM) and
the Simulated Method of Moments (SMM), has been used by Duffie and Singleton
[10] in asset pricing and by Dai and Singleton [7] to estimate parameters in the
three-factor affine models.
A completely different approach, based on the stochastic filtering theory prevalent
in control and communication engineering, also has been used for parameter esti-
mation of term structure models. The work of Ball and Torous [5] is one of the first
efforts in this direction, where they fitted spot rates of different maturities to the
two-factor Cox-Ingersol-Ross model. Pennachi [19], Babbs and Newman [1] and
Lund [16] investigated the two factor generalized Vasicek model. The application
of more general exponential affine models is discussed in Duan and Simonatto [8]
where they include the estimation of the two-factor Cox-Ingersol-Ross model as
an example. In all these studies, the method of maximum likelihood is used. The
likelihood function formula contains the (linear) Kalman filter, thereby connecting
the solution to that of the filtering theory.
One characteristic of the estimation methods existing in the literature is that they
invariably discretize the observation equation in time in order to apply known
statistical/filtering techniques. This phenomenon is rather strange, considering the
fact that the rest of the analysis in interest rate mathematics is almost always done
in continuous time. At this point, all existing literature discretize the observation
process and assume that the discretized data is disturbed by a Gaussian white-
noise sequence. In the present paper, we resolve this incongruity by working
throughout in the original continuous-time formulation.
For the remaining part of this paper we will introduce the mathematical formu-
lation of the exponential affine model, followed by the proposed continuous time
maximum likelihood parameter estimation method where we introduce a robust
likelihood functional. An example of parameter estimation of the Cox-Ingersol-
Ross model using simulated data is given to compare the performance of the robust
and the non-robust likelihoods. Finally, some concluding remarks are given at the
end.
2 Exponential-Affine Term Structure Models
2.1 Basic Assumptions
Following Duffie and Kan (1994), we assume that the stochastic process{
Xt =
[
x1t , . . . , x
n
t
]∗ ∈ Rn, t ≥ 0}
to be the short rate factors, and that Xt satisfies the following stochastic differen-
tial equation (SDE):
dXt = (AXt +B) dt+ diag (AXt + B)1/2 dWt (1)
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where A,A ∈ Rn×n, B,B ∈ Rn×1 are constant matrices. Assume that the instan-
taneous short rate process is given by the following affine relation:
rt = ψ0 + ψ∗1Xt (2)
where ψ0 ∈ R and ψ∗1 ∈ Rn×1. The vector Wt =
[
W 1t , . . . ,W
n
t
]∗ ∈ Rn×1 is
composed of independent Brownian motions under the risk neutral measure Q.
2.2 Bond Pricing
With the setup given above, we denote V (t, T ;x) , 0 ≤ t ≤ T as the value of a
derivatives instrument that pays off h (XT ) ∈ R at a delivery time T , given that
Xt = x. Using the risk neutral valuation method, V (t, T ;x) is given by:
V (t, T ;x) = EQ
(
exp
(
−
∫ T
t
rs ds
)
h (xT ) |Ft
)
where Ft is the σ-algebra generated by {Xs, 0 ≤ s ≤ t}. Equivalently, by Feynman-
Kac theorem (see e.g. Oksendal [18]), V (t, T ;x) satisfies the following partial
differential equation (PDE):
(ψ0 + ψ∗1x)V =
∂V
∂t
+
∂V
∂x∗
(Ax+B) +
1
2
Tr
(
∂2V
∂x∂x∗
diag (Ax+ B)
)
where
∂V
∂x∗
=
[
∂V
∂x1
, . . . ,
∂V
∂xn
]
,
∂2V
∂x∂x∗
=

∂2V
∂x1∂x1
∂2V
∂x1∂xn
...
. . .
...
∂2V
∂xn∂x1
∂2V
∂xn∂xn

subject to the boundary condition V (T, T ;x) = h (x).
Thus, the price of a zero coupon bond that pays a unit amount at the delivery
time T is given by:
P (t, T ;x) = EQ
(
exp
(
−
∫ T
t
rs ds
)
|Ft
)
Theorem 1 (Duffie and Kan (1994)) Given the short rate model (2), P (t, T ;x)
satisfies:
P (t, T ;x) = exp (C (t, T ) x+D (t, T ))
where
∂D (t, T )
∂t
= ψ0 − C (t, T )∗B − 12C
2 (t, T )∗ B (3)
∂C (t, T )∗
∂t
= ψ∗1 − C (t, T )∗A−
1
2
C2 (t, T )∗A (4)
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C2 (t, T ) =
 C
2 (t, T )1
...
C2 (t, T )n

subject to boundary conditions:
C (T, T ) = 0, and
D (T, T ) = 0
3 Maximum Likelihood Parameter Estimation
3.1 State-space Representation
Given a set of maturities T = {T1, T2, . . . , Tm}, the yield of a zero coupon bond
with maturity Ti can be written as:
yP (t, Ti) =
1
Ti − t {C
∗ (t, Ti) Xt +D (t, Ti)} , i = 1, . . . ,m (5)
where C∗ (t, Ti) and D (t, Ti) are solutions of (3) and (4). The linear relation is
very convenient and motivates us to consider zero coupon bonds as the basis to
estimate the short rate model from.
We first assume that bonds of fixed time to maturities τi = Ti − t, i = 1, . . . ,m
are available for all t ≥ 0. In this case, we can write C∗ (t, t+ τi) = C∗ (0, τi) and
D (t, t+ τi) = D (0, τi). Therefore, (5) becomes:
yP (t, t+ τi) =
1
τi
{C∗ (0, τi) Xt +D (0, τi)} , i = 1, . . . ,m
where C∗ (0, τi) and D (0, τi) are time-invariant matrices.
We further assume that the yield process is corrupted by a small noise. It is
realistic, considering that in practice bid and ask prices are not equal. In order
to apply the model, a unique price have to be determined based on bid and ask
prices. For our purpose we set yP to be equal to the mid-price
yP := yM (t, T ) =
1
2
(
yB (t, T ) + yA (t, T )
)
where yB (t, T ) and yA (t, T ) are bid and ask prices respectively.
Let us now denote
yM (t) =
 yM (t, t+ τ1)...
yM (t, t+ τm)
 ∈ Rm, C∗ =

1
τ1
C∗ (0, τ1)
...
1
τm
C∗ (0, τm)
 ∈ Rm×n,
D =

1
τ1
D (0, τ1)
...
1
τm
D (0, τm)
 ∈ Rm
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and to write the actual observation y (t) as:
y (t) = yM (t) + Σ0ε (t)
= C∗Xt +D +Σ0ε (t)
where we have assumed that yM (t) is corrupted by Gaussian white noise ε (t) ∈
Rm. The matrix Σ0 ∈ Rm×m is a constant, allowing possible correlations between
the noises.
Although it is possible to model noisy observations with the white noise process
ε (t) (see e.g. [4]), we will follow the standard approach by defining an integrated
observation Y (t) of y (t) as:
dYt = (C∗Xt +D) dt+Σ0dW˜t (6)
where each components of the vector W˜ (t) are independent to each components
of W (t).
3.2 Robust Likelihood Functional
Let θ denotes the vector of unknown parameters and Yt = {Ys, 0 ≤ s ≤ t} be the
observations up to time t. Given the partially observable system (1) and (6), the
log-likelihood function is given by:
Lθaffine (YT ) =
∫ T
0
(Σ0Σ∗0)
−1
[
C∗ (θ) Xˆs +D (θ) , dYs
]
−
1
2
∫ T
0
∥∥∥(Σ0Σ∗0)−1/2 (C∗ (θ) Xˆs +D (θ))∥∥∥2 ds (7)
where the filtered state Xˆt, defined as the conditional expectation of Xt given the
observation Yt, is given by:
Xˆt =
∫
Rn
x q(t, x) dx∫
Rn
q(t, x) dx
where q(t, x) satisfies the Zakai equation (see e.g. Poor [20]) :
dq (t, x) = L∗q (t, x) dt+ q (t, x)
〈
(Σ0Σ∗0)
−1 (C∗ x+D) , dY (t)
〉
and
Lξ = ∂ξ
∂x∗
(Ax+B) dt+
1
2
Tr
(
diag (Ax+ B) ∂
2ξ
∂x∂x∗
)
To evaluate the log-likelihood function, we have to calculate the Itoˆ integral ap-
pearing in the second term of Lθaffine (YT ). Note, however, that the observation
equation (6) is only an idealization. We can never observe Yt precisely, since the
Brownian motion term is nowhere differentiable almost surely. Observed data is
always a band-limited approximation, albeit of a large enough bandwidth to jus-
tify our model, of the ideal observation process Y˙t coming from (6). A little more
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precise, let Mk (s) be an ideal low-pass filter with cut-off frequency 2pik, actual
observation yk is a band-limited approximation:
yk (t, θ, ω) =
∫
Rn
Mk (t− s) dY (s, θ, ω)
It is shown by Balakrishnan [3] that as k −→ ∞, the the log-likelihood function
converges to:
L˜θaffine (YT ) =
∫ T
0
〈
(Σ0Σ∗0)
−1
(
C∗ (θ) Xˆs +D (θ)
)
, y(s)
〉
ds
−1
2
∫ T
0
∣∣∣∣∣∣(Σ0Σ∗0)−1/2 (C∗ (θ) Xˆs +D (θ))∣∣∣∣∣∣2 ds
−1
2
Tr
(∫ T
0
(Σ0Σ∗0)
−1
C∗ (θ) Pˆ (s) C (θ)
)
ds (8)
where Pˆ (s) is the conditional covariance of X(t) given the observation Yt. y(t)
can be approximated with the actual bond yields.
The log-likelihood (8) is valid for the general exponential-affine model with yield
observations. Parameter estimates are given by parameters that maximize the
log-likelihood, i.e.
θˆMLE = argmax
θ
L˜θaffine (YT )
In the following section, we will compare the performance of the both the non-
robust likelihood (7) and its robust counterpart (8) by taking the one-factor non-
linear Cox-Ingersol-Ross model as a special case of the exponential-affine model.
4 Parameter Estimation of the Cox-Ingersol-Ross
Model
4.1 Model
The Cox-Ingersol-Ross short rate model is given by:
dr(t) = κ(θ − r(t)) dt+ σ
√
r(t) dW (t)
for which, the corresponding bond yield of time to maturity τ at time t is:
y(t, τ) = C(τ) r(t) +D(τ)
where
C(τ) =
1
τ
2(eγτ − 1)
2γ + (κ+ λ+ γ)(eγτ − 1)
D(τ) − −q + 1
τ
log
(
2γ exp(τ(κ+ λ+ γ)/2)
2γ + (κ+ λ+ γ)(eγτ − 1)
)
γ =
√
(κ+ λ)2 + 2σ2
q =
2κθ
σ2
− 1
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κ θ σ λ
0.1862 0.0654 0.0481 -0.0741
Table 1: Cox-Ingersol-Ross parameters reported in Jong and Santa-Clara (1999).
4.2 Data
We simulate 100 paths of 250 weekly data based on parameters reported in de
Jong and Santa-Clara [14]. These parameters are presented on Table (1). We
include bond yields with time to maturities 3 months, 6 months, 1, 2, 3, 5, 7, 10,
20 years.
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Figure 1: Parameter estimates (100 paths) σ0=10 basis points. Figures in the first and second
rows show histograms of the parameter estimates using the robust and non-robust likelihoods
respectively.
4.3 Results
In this study we employ the Nelder-Mead’s simplex method (MATLAB’s fmin-
search) which is a local optimization procedure. In all estimations, true parameter
values were taken as initial guesses to the optimization procedure. In order to
apply the proposed continuous-time method, interpolated data is used in the com-
putation of the log-likelihood.
The observation error covariance term, Σ0 is assumed to be σ0I9, where σ0 =
10 and 0.1 basispoints. The resulting parameter estimates from 100 paths are
presented as histograms in Figure (1) and (2) given σ0 of 10 basis points and
0.1 basis points respectively. From both figures, we can conclude that resulting
parameter estimates are generally better when using the robust likelihood. With
the robust likelihood, parameter estimates of κ, θ and λ were reasonably close
to their true values. However, the estimates of the volatility σ is biased. It
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Figure 2: Parameter estimates (100 paths) σ0=0.1 basis points. Figures in the first and second
rows show histograms of the parameter estimates using the robust and non-robust likelihoods
respectively.
is interesting to note that the performance both methods were comparable in
estimating the volatility σ. When the observation errors is small (0.1 basis points),
we see in Figure (2) that the performance of both likelihoods, were comparable
across all parameters with a hint of better estimates resulted from the robust
likelihood. We note that estimates of the volatility σ do not bias as much as in
the case when the observation errors is larger.
5 Conclusions
In this paper we have proposed a continuous-time MLE of the exponential-affine
model. The main feature of the method is that it retains the continuous-time for-
mulation of both the interest rate factors and the corresponding bond prices. For
this purpose, we have introduced a robust formulation of the likelihood functional
to use the actual bond yields observations. Taking the Cox-Ingersol-Ross model as
a special case, we have shown through simulated weekly data the robust likelihood
provides better parameter estimates compared to those given by the non-robust
counterpart.
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Abstract. A problem in a credit portfolio is the difficulty of modeling default 
correlations. Default correlation measures the strength of the default relationship 
between two borrowers. The historically observed joint probability of default 
between two firms is usually zero. This lack of data makes it difficult to estimate 
any type of credit correlation directly from history. This paper describes a model to 
capture default correlation that has more readily estimated parameter namely 
asset correlation. In addition, some of the most important properties of default 
correlation are also described. By knowing the individual firms’ probability of 
default (PD or EDF) and the correlation of their assets values, the likelihood of both 
defaulting at the same time can be calculated.   
Key-words: Credit risk modeling, correlation 
 
1 Introduction 
 
Credit risk is risk that a borrower (obligor or counterparts) will fail to repay money 
owed to the bank. Credit risk is conventionally defined using the concepts of 
expected credit loss and unexpected credit loss. Obviously credit losses are not 
constant across the economic cycle. The credit portfolio models are designed to 
quantify this volatility. 
 
Modeling portfolio credit risk in credit portfolio is neither analytically nor 
practically easy. The idea is to aggregate the credit risk of all individual borrowers 
in a portfolio. The output is not the sum of risks of individual borrowers. Hence, 
one of the portfolio credit risk problem is the difficulty of modeling correlations.  
 
For equities, the correlations can be directly estimated by observing high-frequency 
liquid market prices. For credit quality, the lack of data makes it difficult to 
estimate any type of credit correlation directly from history. We may assume that 
credit correlations are uniform across the portfolio, or proposing a model to capture 
credit correlations that has more readily estimated parameters. Two important 
elements of credit correlation are probability of default and loss given default.  
 
1.1 Probability of Default 
 
Default risk is the uncertainty regarding a borrower's ability to pay its debts. This 
risk can be quantified by the so-called probability of default (i.e. PD or EDF 
expected default frequencies), which describes the probability that the borrower 
will fail to meet its obligation. In addition to the above definition, an obligor can be 
categorized as defaulted obligor if one of the following conditions holds: 
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 the bank considers that the obligor is unlikely to pay its entirely credit 
obligation without any alternative for the bank to liquidates 
collateral(s); 
 the obligor is past due more than 90 days on any credit obligation 
(including overdraft). 
 
1.2 Loss Given Default (LGD) 
 
Loss given default (LGD) is an estimate of the loss a creditor will incur if the 
borrower of a loan defaults. In other words it is the fraction of the debt the bank is 
not likely to recover from the borrower once it has defaulted. LGD is typically 
stated as a percent of the total debt value, it is one minus the recovery rate. Almost 
all recent credit risk models assume probability of default and loss given default to 
be statistically independent. 
 
2 Default Correlation 
 
Default correlation measures the strength of the default relationship between two 
borrowers (i.e. firm). If there is no relationship, then the default is independent and 
the correlation is zero. When two borrowers are correlated, this means that the 
probability of both defaulting at the same time is heightened, i.e. it is larger than it 
would be if they were completely independent.  
 
The borrower will default when its market asset value falls below the face value of 
obligations (the default point). This means that the joint probability of default is the 
likelihood of both borrowers' market asset values being below their respective 
default points in the same time period. This probability can be determined quite 
readily from knowing: 
• the borrowers' current market asset values A0; 
• their asset volatilities σA; 
• the correlation between the two borrowers' market asset values ρasset.  
 
The historically observed joint frequency of default between two companies is 
usually zero. Two borrowers have some chance of jointly defaulting, but nothing in 
their default history enables us to estimate the probability since neither has ever 
defaulted. We can measure the default correlation between two borrowers, using 
their asset correlation and their individual probabilities of default. The correlation 
between two borrowers' asset values can be empirically measured from their equity 
values. 
 
Figure 1 illustrates the ranges of possible future asset values for two different 
borrowers. The two intersecting lines represent the default points for the two 
borrowers. For instance, if borrower X's asset value ends up below DDx (the point 
represented by the vertical line), then borrower X will default. 
 
The intersecting lines divide the range of possibilities into four regions. The upper 
right region represents those asset values for which neither borrower X nor 
borrower Y will default. The lower left region represents those asset values for 
which both will default. The probabilities of all these regions taken together must 
equal one.  
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Figure 1 Joint Probability of Default 
 
 
If the asset values of the two borrowers were independent, then the probabilities of 
the regions could be determined simply by multiplying the individual probabilities 
of default and non-default for the two borrowers. If the two borrowers' assets are 
positively correlated, then the probability of both asset values being high or low at 
the same time is higher than if they were independent and the probability of one 
being high and other being low is lower. By knowing the individual borrowers' 
probability of default, and knowing the correlation of their asset values, the 
likelihood of both defaulting at the same time can be calculated. The time series of 
a borrower's asset values can be determined from its equity value. The correlation 
between two borrowers' asset values can be calculated from their respective time 
series. 
 
2.1 Model of Default Correlation 
 
We assume the asset value of a borrower is lognormally distributed. It translates 
into normal distribution of asset return. We denote the distribution of the 
standardized asset returns of borrower 1 and borrower 2 by X1 ~ φ(0,1) and X2 ~ 
φ(0,1). The asset (return) correlation coefficient is denoted by ρasset. Respectively, we 
denote the value of asset return triggering default (default threshold) for borrower 1 
and borrower 2 by (–DD1) and (–DD2). Furthermore we assume that in the case of 
default the defaulted borrower will pay nothing to the bank (the loss given default 
equals to one). Hence, we can derive the following binomial distribution describing 
default or non-default: 
  
DDY 
DDX 
Both 
borrowers 
in default 
0
Future Asset 
Value of 
Borrower Y 
Future Asset 
Value of 
Borrower X 
Future Asset 
Value of 
Borrowers 
Joint 
Distribution 
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DX =1~  and DX =2~  respectively denote the events that borrower 1 and borrower 2 
default at the horizon.  
 
From the definition of covariance, the Pearson (linear) coefficient of correlation 
between the default events   and   is given by 
  
{ } { }( )21
21
12
12 .1,.1 xxCorr ≤≤== σσ
σρ  
 
where:  σ12 covariance between the default event 1 and 2 
σ1 standard deviation of event 1 
σ2 standard deviation of event 2 
 
We assume that the default process is a two-state event, then the default events 
DX =1~  and DX =2~  are binomial. We obtain the (coefficient of) correlation between 
the two default events:  
  ( )
( ) ( )2211
2121
12 11
.~,~
EDFEDFEDFEDF
EDFEDFDXDXPdef
−−
−===ρ   
(1) 
 
The numerator of equation (1) represents the difference of the actual probability of 
both borrowers defaulting and the probability of both defaulting if they were 
independent. If the asset values are independent, then the default correlation is 
zero. The denominator reflects the standard deviation of default rates under the 
binomial distribution of each borrower.  
 
The joint probability of default is 
  
( ) ( )( )( ) 1221221 1
1
2
1
,,~,~ dxdxxxNDXDXP
EDF EDF
asset∫ ∫
− −Φ
∞−
Φ
∞−
=== ρ  
 
Where N2(x1, x2, ρasset) is a bivariate normal distribution function. Hence, the asset 
correlation ρasset influences the corresponding default correlation by entering the 
joint probability of default term. The derivation of the correlation between those two 
default events (i.e. equation 1) can be found in the appendix.  
 
Now we consider that the loss given default does not equal to one and it is variable. 
The average of the loss given default is DGL . LGDs are assumed to be independent 
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across borrower. We obtain the (coefficient of) correlation between the two default 
events:  
  
 ( )
( ) ( ) 2
2
2
221
1
1
11
2121
12
4
)L1(1
4
)L1(1
.~,~
EDF
DGL
DGEDFEDFEDF
DGL
DGEDFEDF
EDFEDFDXDXPdef
−+−−+−
−===ρ
  
 
(2) 
 
This equation is almost the same with equation 1 except the standard deviation 
terms contain the variable loss given default. The derivation of the default 
correlation that the loss given default does not equal to one (i.e. equation 2) can be 
found in the appendix. 
 
2.2 Characteristics of Default Correlation 
 
Some of the most important properties of default correlation are described in this 
section. If expected probability of default change, default point will also change 
accordingly. We consider the default-correlations having loss given default equal to 
one. 
 
Property 1 
When both borrowers have a probability of default (EDF) of 50%, its default 
correlation reaches the upper bound: 
 
( )assetdef ρπρ arcsin
2
max =   
(3) 
The proof of this property can be found in [4]. 
 
Property 2 
If a borrower has a very small probability of default (EDF), its default correlation 
(ρdef) with other borrowers can be approximately zero. 
( ) 0,,lim 2101 =→ assetdefEDF EDFEDF ρρ  
 
The same result holds for EDF2 →0. 
( ) 0,,lim 2102 =→ assetdefEDF EDFEDF ρρ  
 
Both property 1 and property 2 limits the range value of default correlation. Since 
ρdef is continuous in EDF1, EDF2 and ρasset, it takes on values between the upper 
bound in equation (3) and zero for a fixed ρasset. The higher the asset correlation 
between two borrowers the higher the default correlation between them.  
 
Figure 2 describes the default correlations vs. the asset correlations for both 
borrowers having the same probability of default. The probability of default varies 
from 0.01% to 50% (value that the upper bound occurs). Figure 3 describes the 
default correlations vs. the asset correlations for a borrower having probability of 
default 1% and the other having probability of default from 0.01% to 50%.  
Proceedings of ICAM05 269
  MICHAEL RAMPISELA 
We observe from figure 2 and figure 3 that there are two different default 
correlation characteristics: two equal EDF borrowers and two different EDF 
borrowers. The default correlation converges to one when the asset (return) 
correlation between two equal EDF borrowers is close to one. The closer both 
default-probabilities to 50% the closer the default correlation to the upper bound. 
On the contrary, the default correlation does not converge to one for two different 
EDF borrowers when the asset correlation approaches one. We can also notice that 
low default-probabilities lead to low default correlation. 
 
 
 
Figure 2 Default Correlation of Two Equal EDFs Borrowers 
 
 
 
Figure 3 Default Correlation of Two Different EDFs Borrowers 
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From figure 4 we notice that if one borrower has a very low EDF (≤ 0.05%), its 
default correlation (ρdef) with other borrowers can be approximately zero (property 
2). The previous characteristics still hold; the default correlation converges to one 
when the asset correlation is close to one only if both probability of default are the 
same. 
 
 
 
Figure 4 Default Correlation of a Very Low EDF Borrower 
 
 
In most practical applications, probability of default is lower than 50%. This 
implies that deterioration in the credit qualities of both borrowers lead to an 
increase of default correlation. Since rating agencies take time to downgrade 
companies whose credit quality worsens, using an inappropriate credit rating for 
EDF estimation leads to miscalculation of the portfolio’s unexpected loss due to 
inappropriate default correlation. 
 
Default correlation is much lower than the corresponding asset correlation unless 
both probabilities of default are the same and the asset correlation is very large 
(close to one). If asset correlation is used instead of default correlation, this yields a 
misleading result since the unexpected losses would be higher than it should be. 
 
In figure 5, a borrower has a very low EDF (0.05%). Its default correlations with 
other borrowers (for example 1%) are very low especially for low asset correlation 
(below 50%). Loss given default is another important parameter determining 
default correlation. The lower the loss given default the lower the default 
correlation.  
 
 
 
 
 
 
Two different (EDF) firms 
 EDF1 = 0.05%
0.00
0.20
0.40
0.60
0.80
1.00
0.00 0.20 0.40 0.60 0.80 1.00
Asset Return Correlation
D
ef
au
lt 
Co
rr
el
at
io
n
Upperbound
EDF2   5%
EDF2   1%
EDF2   0.1%
EDF2   0.04%
EDF2   0.01%
Proceedings of ICAM05 271
  MICHAEL RAMPISELA 
 
Figure 5 Relationship between Asset Correlation and Default Correlation 
EDF1= 1%; EDF2= 0.05% 
 
In figure 6 both probabilities of default (EDF) are set to 1%. We observe that for 
various values of loss given defaults the default correlation is one when the asset 
correlation is one. In this case the values of default correlation are always higher 
than those shown in figure 5. This condition does not hold for borrowers having 
different probability of default. 
 
We consider borrower 1 having EDF1= 1% and borrower 2 having EDF2= 5% and 
then 20% (see figure 7 and 8). When the asset correlation is low (below 30%), the 
higher the difference between both probability-of-defaults the higher the value of 
default correlation. On the other hand, when the asset correlation is high (above 
70%), the lower the difference between both probabilities of default the higher the 
value of default correlation. In all cases the default correlation is far less than the 
upper bound ρdef max. 
 
 
Figure 6 Relationship between Asset Correlation and Default Correlation 
EDF1 = EDF2 =1% 
 
Figure 7 Relationship between Asset Correlation and Default Correlation 
EDF1= 1%; EDF2= 5% 
ρasset 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
ρdef  LGD=1 0.31% 0.90% 1.89% 3.44% 5.73% 8.89% 12.94% 17.61% 21.51% 22.26%
ρdef  LGD=0.9 0.30% 0.87% 1.84% 3.35% 5.58% 8.64% 12.59% 17.13% 20.93% 21.65%
ρdef  LGD=0.4 0.23% 0.65% 1.37% 2.50% 4.16% 6.45% 9.40% 12.79% 15.62% 16.16%
ρdef  LGD=0.1 0.10% 0.27% 0.58% 1.06% 1.76% 2.72% 3.97% 5.40% 6.59% 6.82%
ρdef max 6.38% 12.82% 19.40% 26.20% 33.33% 40.97% 49.36% 59.03% 71.29% 100%
ρasset 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
ρdef  LGD=1 0.94% 2.42% 4.63% 7.76% 12.09% 17.99% 26.00% 37.14% 53.84% 100%
ρdef  LGD=0.9 0.92% 2.36% 4.50% 7.55% 11.76% 17.50% 25.29% 36.13% 52.37% 100%
ρdef  LGD=0.4 0.68% 1.76% 3.35% 5.63% 8.77% 13.05% 18.86% 26.94% 39.05% 100%
ρdef  LGD=0.1 0.29% 0.74% 1.41% 2.37% 3.69% 5.50% 7.95% 11.35% 16.45% 100%
ρdef max 6.38% 12.82% 19.40% 26.20% 33.33% 40.97% 49.36% 59.03% 71.29% 100%
ρasset 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
ρdef  LGD=1 1.52% 3.63% 6.40% 9.94% 14.33% 19.67% 26.02% 33.33% 40.80% 43.97%
ρdef  LGD=0.9 1.48% 3.53% 6.22% 9.66% 13.93% 19.12% 25.30% 32.40% 39.66% 42.74%
ρdef  LGD=0.4 1.10% 2.62% 4.62% 7.17% 10.33% 14.18% 18.77% 24.03% 29.42% 31.71%
ρdef  LGD=0.1 0.46% 1.09% 1.93% 2.99% 4.32% 5.92% 7.84% 10.04% 12.29% 13.24%
ρdef max 6.38% 12.82% 19.40% 26.20% 33.33% 40.97% 49.36% 59.03% 71.29% 100%
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Figure 8 Relationship between Asset Correlation and Default Correlation 
EDF1= 1%; EDF2= 20% 
 
 
3 Conclusion 
 
Correlation plays an important role in credit risk portfolio modeling. Due to 
correlation between borrowers, the credit risk is not simply a summation of its 
individual risk. In this report we describe the work done to calculate the default 
correlation between two borrowers with more readily estimated parameters (i.e. 
probability of default, loss given default and asset correlation).  
 
Some of the most important properties of default correlation are also described in 
the report. Default correlation is much lower than the corresponding asset 
correlation unless both probabilities of default are the same and the asset 
correlation is very large (close to one). If asset correlation is used instead of default 
correlation, this yields a misleading result since the credit risk portfolio would be 
higher than it should be. 
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APPENDIX 
 
From the definition of covariance, the Pearson (linear) coefficient of correlation 
between the default events  DX =1~  and DX =2~  is given by 
  
{ } { }( )21
21
12
12 .1,.1 xxCorr ≤≤== σσ
σρ   
(A-1) 
 
where:  σ12 covariance between the default event 1 and 2 
σ1 standard deviation of event 1 
σ2 standard deviation of event 2 
 
We assume that the default process is a two-state event, then the default events    
DX =1~  and DX =2~  are binomial. Furthermore we assume that in the case of default 
the defaulted borrower will pay nothing to the bank (the loss given default equals to 
one).  Their corresponding standard deviations are  
  
1σ  ( ) ( )[ ]DXPDXPDGL =−== 111 ~1~   
 ( ) ( )[ ]DXPDXP =−== 11 ~1~   
 ( )11 1 EDFEDF −=  (A-2) 
 
and 
  
2σ  ( ) ( )[ ]DXPDXPDGL =−== 222 ~1~   
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 ( ) ( )[ ]DXPDXP =−== 22 ~1~   
 ( )22 1 EDFEDF −=  (A-3) 
 
Both equation (A-2) and (A-3) describe the variability of loss around its expected 
value EDFi * LGDi = EDFi (i=1,2). 
Now, the covariance is 
  
12σ  [ ] [ ] [ ]DXPDXPDXDXP ==−=== 2121 ~.~~,~   
 ( ) 2121 .~,~ EDFEDFDXDXP −===  (A-4) 
 
Hence using equation (A-1), (A-2), (A-3) and (A-4) we obtain the (coefficient of) 
correlation between the two default events  
  ( )
( ) ( )2211
2121
12 11
.~,~
EDFEDFEDFEDF
EDFEDFDXDXPdef
−−
−===ρ   
(A-5) 
 
 
The numerator of equation (A-5) represents the difference of the actual probability 
of both borrowers defaulting and the probability of both defaulting if they were 
independent. If the asset values are independent, then the default correlation is 
zero. The denominator reflects the standard deviation of default rates under the 
binomial distribution of each borrower.  
 
The joint probability of default is 
  
( ) ( )( )( ) 1221221 1
1
2
1
,,~,~ dxdxxxNDXDXP
EDF EDF
asset∫ ∫
− −Φ
∞−
Φ
∞−
=== ρ   
(A-6) 
 
Where: N2(x1, x2, ρasset) is a bivariate normal distribution function.  
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221
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12
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(A-7) 
 
The equation (A-7) can be simplified by using transformation 
  
ux =1   
assetasset uvx ρρ +−= 22 1  (A-8) 
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We obtain 
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(A-9) 
 
After arranging some terms, we get 
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(A-10) 
 
The variables u and v can be separated as follows 
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Since the inner integral is a cumulative standard normal function, the correlation 
of two facility-values at the horizon becomes 
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Hence, the asset correlation ρasset influences the corresponding default correlation 
by entering the joint probability of default term. Finally we obtain the (coefficient of) 
default correlation between borrower 1 and borrower 2 as follows: 
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Now we consider that the loss given default does not equal to one and it is variable. 
LGDs are assumed to be independent across borrower. The standard deviations 
become 
  
1σ  ( ) ( )[ ] ( )DXPDGLDXPDXP LGD =+=−== 122111 ~~1~ σ   
 ( ) 1112111 4
)L1(
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And  
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 ( ) 2222222 4
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Now, the covariance is 
  
12σ  ( ) ( ) ( ) 22112121 .~..~..~,~ DGLDXPDGLDXPDGLDGLDXDXP ==−===   
 ( ) 22112121 .....~,~ DGLEDFDGLEDFDGLDGLDXDXP −===  (A-16) 
 
Hence using equation (A-1), (A-14), (A-15) and (A-16) we obtain the (coefficient of) 
correlation between the two default events  
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(A-17) 
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This equation is almost the same with equation A-5 except the standard deviation 
terms contain the variable loss given default.  
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OF DIVIDENDS AND FUTURES
M.H. Vellekoopa,† & J.W. Nieuwenhuisb
a University of Twente, The Netherlands
b Rijksuniversiteit Groningen, The Netherlands
† Corresponding author
Abstract. We propose a framework for the modeling of futures and dividends,
based on the concept of tradeable securities. We show how dividends can be incor-
porated in a consistent manner, both for the case of continuous dividend payments,
and in the case of cash dividends. We then show that future contracts may be
treated as a special case of these dividend models.
Key-words: Dividends, Futures, Financial modeling.
1 Introduction
Nowadays it is perfectly understood, at least at a conceptual level, how to price
European options with non-dividend paying stocks as the underlying asset [4, 7].
In this note we will clarify stock-price models with dividends. By introducing the
economic concept of a tradeable we are able to conceptually reduce models with
dividends to models without dividends.
In the standard Black-Scholes model with one stock and one bank account with
fixed interest rate r > 0 the stock and bank account are considered to be basic
tradeables. For the stock it is clear that one can trade it and as our bank account
is equivalent to a zero coupon bond on a fixed time interval [0, T ], it is also clear
that we may view our bank account as a tradeable. It is assumed that there are
no transaction costs, that shortselling is allowed and that the products are per-
fectly divisible. For the market participants we assume that they possess a perfect
memory, an assumption that is reflected in the use of the concept of filtration.
Given the assumptions above, every product that can be made from these two
basic tradeables by a reasonable self-financing strategy (to be defined later on) is
a tradeable as well.
Introducing dividends in such models means that the ex-dividend price process of
the stock can no longer be thought of as a tradeable. Indeed it is clear that nobody
would like to invest in such an asset without receiving the dividend stream. It is
therefore useful to investigate how dividends can be incorporated in models for
markets of tradeables.
This paper will be split into three parts. In the first part we will briefly discuss
continuous dividends and in the second part the general case of both continuous
and discrete dividends. We will discuss futures in the last part, where after a formal
definition of future price processes we can show that a future can be considered to
be a special case of the dividend-carrying assets treated before.
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2 Continuous Dividends
We assume given a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) where the filtra-
tion (Ft)t∈[0,T ] is the usual one associated with a given standard Brownian Motion
W : Ω× [0, T ]→ R where T > 0 is a given fixed time-horizon. Our bank account
is given as
dBt = rtBt dt
where r : Ω× [0, T ]→ R+ is1 a given strictly positive adapted continuous process
so r is not necessarily a function of time alone (let alone a constant).
We also assume that the adapted ca`dla`g stochastic process S : Ω × [0, T ] →
R++ describes the price of one unit of stock ex-dividend. We further assume the
existence of an adapted stochastic process δ : Ω× [0, T ]→ R+ satisfying
E
∫ T
0
δudu < ∞ (P − a.s.)
The interpretation of this process is as follows. Assume you own x shares of stock
during the time interval ]ta, tb] with 0 ≤ ta ≤ tb ≤ T , then you will receive at time
tb the amount of money x
∫ tb
ta
δudu as dividend. It goes without saying that in our
context x may be negative or noninteger as well.
We will not assume that S (the ex-dividend price process of the stock) is a tradeable
and this is economically perfectly clear: possession of one unit of stock during the
time interval ]ta, tb] or ]t¯a, tb] where t¯a 6= ta leads to different results at time tb. In
fact, we will need to construct the tradeable S˜ from S.
Informally we would reason as follows. Suppose we start at time zero with x0 = 1
unit of stock. When we are at time t ∈ [0, T ] we have xt stocks. Let  > 0 be
small. At time t+  we receive xtδt money units which we immediately invest in
stock so
xt+ = xt +
xtδt
St+
Now let us define S˜t = xtSt. We are then inclined to view S˜ as the price process
of a tradeable. Now we have
S˜t+ = xt+St+
= xtSt+ + xtδt
= xt(St + St+ − St) + xtδt
= xtSt + xt(∆
˜˜St + δt)
= S˜t + xt(∆St + δt)
or
∆S˜t = xt∆St + xtδt
Formally we therefore proceed as follows. We are looking for a predictable adapted
stochastic process x : Ω × [0, T ] → R with x0 = 1 almost surely and an adapted
1We use the notation R+ = {x ∈ R | x ≥ 0} and R++ = {x ∈ R | x > 0}
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stochastic process S : Ω× [0, T ]→ R such that the following equations are satisfied
simultaneously:
S˜t = S˜0 +
∫ t
0
xud(Su +Du) (2.1)
S˜t = xtSt (2.2)
where
Dt =
∫ t
0
δudu
defines the cumulative dividend process, and where we assume the above equations
to be well-defined, i.e. S +D is a semi-martingale.
Our economically motivated intuition says that in an arbitrage-free market model
there is precisely one predictable adapted process x such that the equations above
are satisfied, and we will now show that this intuition is correct. We will use the
well-known fact [4, 7] that in an arbitrage-free market containing S˜ and B, there
exists at least one measure Q such that S˜/B is a martingale under Q.
Theorem 2.1 Assume that S + D is a semi-martingale. Then there exists a
unique process x such that (S˜, B) is arbitrage-free while the equations (2.1)-(2.2)
above are satisfied.
Proof. We assumed that S+D is a semi-martingale and as D is a semi-martingale
as well it follows that S is also a semi-martingale. From the general theory of
stochastic integration it follows that S˜ is a semi-martingale too. As S is assumed
to be strictly positive and cadlag it follows from Ito’s lemma and a localization
argument (see for example Protter [8]) that 1/S is a semi-martingale and hence x
must be a semi-martingale too.
The pair (S˜, B) is assumed to be arbitrage-free and we therefore know that S˜/B
is a martingale under Q. But this implies, as we work in a Brownian setting, that
S˜ is a continuous semi-martingale. But this means that S +D is continuous (see
for example [8]) and since D is continuous, S has to be continuous too. And since
[S, x]t = Stxt −
∫ t
0
Sudxu −
∫ t
0
xudSu
= S0x0 −
∫ t
0
Sudxu +
∫ t
0
xudDu
by equation (2.1)-(2.2) so this shows that
∫ t
0
Sudxu, and hence x, has finite varia-
tion. Applying Ito’s rule to S = Sx and using the fact that x has finite variation
we find
dSt = Stdxt + xtdSt
and combining this with
dSt = xtdSt + xtdDt
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we find that
dxt =
xt
St
dDt
As D is non-decreasing, so is x. From the general theory of stochastic differential
equations it follows that
dxt =
xt
St
dDt
x0 = 1
has a unique strong predictable solution on [0, T ] (see for example Protter [8]). In
fact
xt = e
∫ t
0
δu
Su
du
which completes the proof.
Note that a proof of existence for the process xt could easily be settled using the
last few equations, but it is the uniqueness which is of particular interest here.
3 Continuous and Discrete Dividends
We would now like to be able to define on the same probability space with Brownian
filtration an asset process which may pay a discrete (i.e. cash) dividend equal to
D˜ on time tD ∈ ]0, T [ where D˜ ∈ FtD and such that
StD− − D˜ > 0 (P − a.s.)
where S again describes the ex-dividend process. In fact, we would even like to
consider cases where an asset pays both continuous and discrete dividends.
At this point we note that consistent treatment of dividends may still lead to dif-
ferent models under different assumptions. Quite often, nice properties of models
without dividends (such as the lognormal distributions in the standard Black-
Scholes model) disappear when the ex-dividend processes are adjusted with cash
dividends. As a result, certain approximations have been proposed in the litera-
ture to find option prices when the underlying asset pays cash dividends in the
future.(see for example the overview in [5]). Possibilities include the assumption
that the asset price minus the present value of all dividends to be paid until the
maturity of the option follows a Geometric Brownian Motion (the so called Es-
crowed Model), or that the asset price plus the forward value of all dividends (from
past dividend dates to today) follows a Geometric Brownian Motion (the Forward
Model). Simple computations show that in the Escrowed and the Forward Model
the prices for European options on dividend-paying assets reduce to the equivalent
European prices on assets without dividend payments, but with an adjusted value
of the current stock price or strike, respectively. Moreover, for American options it
is quite easy to adjust computation methods for assets without dividends to those
which include dividends. This seems to be the reason why these approaches have
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been popular among practitioners. There are, however, serious modeling problems
for these approaches. The Escrowed Model formulated above admits arbitrage op-
portunities for American options [1]. The reason for this is obvious: different
asset price process dynamics are assumed for products up until the first dividend
date. One can fix this by changing the definition to an assumption that the asset
price minus the present value of all dividends to be paid in the future follows a
Geometric Brownian Motion (an Adjusted Escrowed Model) but this would mean
that the prices of options will depend on the dividends which are being paid after
the options have expired which may be unsatisfactory as well, since this means
that a trader would have to adjust the price of a two-year option once his view on
the five-year dividend prediction changes [9]. All this exemplifies the need for a
consistent framework to model cash dividends.
Let Vt, St and Bt be cadlag ex-dividend price processes for assets V, S and B
which are strictly positive and let DVt , D
S
t and D
B
t denote the corresponding
right-continuous cumulative dividend processes which are increasing (and hence
of finite variation) and such that St + DSt and Bt + D
B
t are both continuous
semi-martingales. We will assume that DS0 = D
B
0 = D
V
0 = 0 throughout the
paper.
We would like to define the notion of replicability i.e. the idea that the price
process of a certain asset V can be mimicked by trading in other assets.
Definition 3.1 We say that an asset V can be replicated using assets S and B iff
there exist adapted and predictable processes φS and φB such that for all t ∈ [0, T ]
Vt− = φSt St− + φ
B
t Bt− (3.1)
d(Vt +DVt ) = φ
S
t d(St +D
S
t ) + φ
B
t d(Bt +D
B
t ) (3.2)
where the first equation for t = 0 should be read as V0 = φS0S0 + φ
B
0 B0 (i.e.
without taking left-hand side limits).
In this paper we will always use the above definition with DV ≡ 0 in (3.2) so one
could argue that it is more natural to leave this term out, but we keep the possi-
bility that V has its own dividend process open here, to emphasize the symmetry
in the replication formula.
Note that for continuous processes without dividends we find the classical defini-
tion of replication back, but the lefthand side limits in the first equations are an
important difference compared to the case without dividends. Indeed we can no
longer say that
Vt = φSt St + φ
B
t Bt
as in the usual formulations in the absence of dividends, but instead
Vt +∆DVt = φ
S
t (St +∆D
S
t ) + φ
B
t (Bt +∆D
S
t )
which is of course a reformulation of (3.1) since Xt+∆DXt = Xt−. This continuity
property needs to be assumed (for obvious economic reasons) for our assets S and
B but can then be derived for V , using results from stochastic calculus.
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If we define
φSt = ψ
S
t Vt−/St− (3.3)
φBt = ψ
B
t Vt−/St− (3.4)
then
dVt + dDVt
Vt−
= ψSt
dSt + dDSt
St−
+ ψBt
dBt + dDBt
Bt−
for certain predictable adapted processes ψS and ψB such that
ψSt + ψ
B
t = 1
The interpretation is that the rate of return of V (which equals the difference in
value based on changes in both the ex-dividend price and the dividends, divided
by the price before any dividends have been paid out) is based on percentages
invested in assets S and B. Working with percentages guarantees in an intuitive
manner that we only consider strategies which do not necessitate cash withdrawal
or injection, i.e. it is a convenient way to define self-financing strategies. However,
our definition above is slightly more general in the sense that it allows the price
processes becoming zero for certain times as well.
Throughout the paper we will assume DB = 0 i.e. our bank account does not pay
dividends (or coupons), only interest.
Theorem 3.1 Let DSt = D˜1[tD,T ](t). Then there exists an asset price process V
with DVt = 0 such that (1) V is a continuous semi-martingale, and (2) V can be
replicated using S only, i.e. such that φB ≡ 0.
Proof. We show that the process V = S˜ with
S˜t = St + 1[td,T ](t)
D˜
S(tD)
St
satisfies the requirements. Since S+DS and DS are semi-martingales, so is S and
hence S˜. First notice that
t < tD : S˜t = St S˜t− = St− (3.5)
t = tD : S˜tD = StD + D˜ S˜tD− = StD− (3.6)
t > tD : S˜t = St(1 + D˜StD
) S˜t− = St−(1 + D˜StD
) (3.7)
which shows that V = S˜ is indeed left-continuous (and hence continuous), because
St+∆DSt = St− implies that StD+D˜ = StD− and also that St = St− when t 6= tD.
Since we would like to have ψB = φB ≡ 0 we must have ψS = 1 and we see from
(3.3) that it is thus left to prove that
dS˜t
S˜t−
= 1
d(St +DSt )
St−
(3.8)
284 Proceedings of ICAM05
  
Consistent Modeling of Dividends and Futures
for all t ∈ [0, T ]. But we have for t < tD that
dS˜t = dSt = dSt + dDSt =
S˜t−
St−
d(St +DSt )
as required, where we have used (3.5) and the definition of DSt . For t = tD we
find, using (3.6)
dS˜t = dSt + dDSt =
S˜t−
St−
d(St +DSt )
and finally, for t > tD
dS˜t = dSt +
D˜
StD
dSt = (1 +
D˜
StD
)d(St +DSt )
=
S˜t−
St−
d(St +DSt )
so we are done.
The approach taken in the previous theorem formalizes the idea that we would
like to reinvest dividend payouts in the asset which pays the dividends. If we put
the dividend proceeds in the bank account instead we would expect to create a
value process
SBt = St + 1[td,T ](t)D˜
Bt
BtD
and this process can indeed also be replicated from S and B.
Corollary 3.1 The asset price process SB is a continuous semi-martingale which
can be replicated from S and B.
Proof. We have
SBtD = StD + D˜
SBtD− = StD−
SBtD+ = StD+ + D˜
so we have continuity for t = tD and in all other points S and B are both con-
tinuous, so there SB is continuous too. It is a semi-martingale since S + D was
assumed to be a semi-martingale while S+D−SB is clearly of bounded variation.
We therefore need to find ψS and ψB such that
dSBt
SBt
= ψSt
d(St +DSt )
St−
+ ψBt
dBt
Bt
which by (3.8) is equivalent to
dSBt
SBt
= ψSt
dS˜t
S˜t
+ ψBt
dBt
Bt
(3.9)
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If we choose
ψSt =
S˜t
SBt
(3.10)
ψBt =
Bt
BtDS
B
t
D˜1]td,T ](t) (3.11)
the analysis goes through just like in the previous proof.
Notice that
lim
t↓tD
ψBt S
B
t = D˜
which means that we indeed invest the dividend payout in the bank account in
this case. Also note that
ψBtDS
B
tD 6= D˜
since ψB is left-continuous but not right-continuous in tD.
Corollary 3.2
If an asset can be replicated using the assets S and B, then it can be replicated
using the assets S˜ and B.
If an asset can be replicated using the assets S and B, then it can be replicated
using the assets SB and B.
Proof. The first statement can be concluded immediately from (3.8). For the
second one notice that we are looking for adapted and predictable ζS and ζB such
that
dVt = VtζSt
dSBt
S˜Bt
+ VtζBt
dB˜t
Bt
1 = ζSt + ζ
B
t
while from the first part of the corollary we know that there exist adapted and
predictable ξSt and ξ
B
t such that
dVt = VtξSt
dS˜t
S˜t
+ VtξBt
dBt
Bt
1 = ξSt + ξ
B
t
But (3.9) shows that
dS˜t
S˜t
=
1
ψSt
dSBt
SBt
− ψ
B
t
ψSt
dBt
Bt
(3.12)
so the result follows by taking
ζSt =
ξSt
ψSt
ζBt = ξ
B
t − ξSt ψ
B
t
ψSt
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since these sum to one, as required.
We now consider an arbitrage-free market with the assets (S˜, B) in it. We know
that there exists a measure Q, equivalent to our original measure P , such that
S˜/B is a martingale under Q.
Definition 3.2 We say that V is the price process of a tradeable asset iff
1. It can be replicated using S˜ and B, and
2. V/B is a martingale under Q.
The second part of the definition is needed since the first part only implies that
V/B is a local martingale, as the following theorem shows.
Theorem 3.2 If a continuous asset price process V can be replicated using S˜ and
B then there exists a unique adapted predictable process φ such that
d VtBt = φtd
S˜t
Bt
Proof. Since V , S˜ and B are all continuous processes we may apply Ito’s rule to
find
d V˜tBt =
dV˜t
Bt
− V˜tBt dBtBt
and using the fact that V can be replicated we can rewrite this as
d V˜tBt =
V˜t
Bt
(
ψS˜t
dS˜t
S˜t
+ ψBt
dBt
Bt
)
− V˜tBt dBtBt
= V˜tBt
(
ψS˜t
dS˜t
S˜t
+ (ψBt − 1)dBtBt
)
but since ψS˜ + ψB = 1 this gives
d V˜tBt =
V˜t
S˜t
ψS˜t
(
dS˜t
S˜t
− S˜tBt dBtBt
)
= V˜t
S˜t
ψS˜t d
S˜t
Bt
which proves the existence result if we take
φt = V˜tS˜tψ
S˜
t
Uniqueness now follows because if both φ1 and φ2 satisfy the requirements, then∫ t
0
(φ1u − φ2u)d S˜uBu equals zero for all t which implies that φ1t − φ2t equals zero for
almost all t.
We will know show how the framework developed so far can be used to price
futures.
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4 Modeling Futures
We will use the following definition.
Definition 4.1 We call m : Ω × [0, T ] → R the futures price process associated
with delivery of asset S at time T if the following holds:
• m is a semi-martingale and mT = ST
• For all previsible processes ψ the following process M is a tradeable:{
dMt = Mt dBtBt + ψtdmt
M0 = 0
(4.1)
Notice that delivery involves the ex-dividend price, and not the price of the trade-
able S˜.
We will use the notation Mψ for the process M to remind ourselves that it de-
pends on the process ψ. Note that the process ψ in the definition above has the
interpretation of a futures trading strategy: ψt represents the number of futures
contracts in our position at time t. Our definition reflects the fact that we may
enter the futures market at any time at zero costs. What we do is to ’invest’
the proceeds of the futures strategy ψ into the so-called margin-account M which
earns the riskfree rate.
This approach is different from the usual one (see for example [2]) where margin
accounts are never taken into account explicitly. Our treatment here is inspired
by the paper by Pozdnyakov and Steele on the martingale framework for futures
pricing [6], but our definition differs from theirs. We only impose that m is such
that Mψ/B is a Q-martingale on [0, T ] (i.e. that Mψ is a tradeable in economic
parlance) and we do not need to impose any regularity conditions on m from the
start. Another difference with the approach in [6] is that we introduce a whole
collection of tradeables from the very beginning and this is completely in line with
the fact that one may enter a futures contract at any time in real life.
The following is then immediate:
Theorem 4.1 The margin account process can be replicated using a zero ex-
dividend process with pays continuous dividends equal to the futures price.
Proof. Taking φSt = ψt, φ
B
t = Mt/Bt and St = 0, D
S
t = mt replicates Vt = Mt
with DVt = 0, see equations (3.1)-(3.2).
We now set out to explore the ramifications of our definition.
Theorem 4.2 We have for all t ∈ [0, T ],
mt = EQ[ST | Ft].
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Proof. Take ψ equal to the previsible process B and define
M˜t =
Mψt
Bt
.
Since Mψ is a tradeable we must have that M˜ is a Q-martingale on the Brownian
filtration, and since B is of finite variation we find that
dM˜t =
dMψt
Bt
− M
ψ
t dBt
B2t
= ψt
dmt
Bt
= dmt
Hence m is a martingale under Q and since mT = ST we then automatically find
the result.
Notice that the last equation shows that if the number of futures in our possession
equals the bank account process (i.e. ψt = Bt for all t ∈ [0, T ]) then
MψT /BT −Mψ0 = ST −m0.
In fact, (4.1) allows the explicit solution
Mψt = M
ψ
0 +
∫ t
0
ψue
∫ t
u
rv dvdmu
for all 0 ≤ t ≤ T . This shows why futures can be used to hedge contingent claims
based on future values of the stock price process S.
Example: Hedging using futures.
If we want to hedge a contingent claim X ∈ FT then the price process Ct of this
claim should satisfy
Ct = φSt St + φ
B
t Bt
dCt = φSt dSt + φ
B
t dBt
for certain predictable processes φS and φB . If we want to use the future on S
with delivery time T instead of the asset S itself, we can use the tradeable Mψ so
we would like to have
Ct = M
ψ
t + ξ
B
t Bt
dCt = dM
ψ
t + ξ
B
t dBt
for a certain predictable processes ξB . But using our definition of a marigin account
this gives
dCt = Mt dBtBt + ψtdmt + ξ
B
t dBt
= Ct dBtBt + ψtdmt
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and we recognize in this equation the usual formulation of the dynamics of a
hedging strategy involving futures, without marigin accounts. Ito calculus then
gives that
dCtBt =
ψt
Bt
dmt (4.2)
while
ξBt =
Ct
Bt
− M˜ψt
from which the strategies ψ and ξB can be derived using martingale representation
theorems. For example, in the Black-Scholes case where under Q
d StBt =
St
Bt
σ dWt
we find using the previous theorem that
mt = EQ[ST | Ft] = StBT /Bt
dmt = BT d StBt
but in the Black-Scholes case
dCtBt = f(St, t)d
St
Bt
for a certain function f which can be calculated explicitly in the Black-Scholes
Model (the so-called contingent claim Delta value). So (4.2) shows that the correct
hedging strategy using futures is given by
ψt = BtBT f(St, t)
5 Conclusions
We have shown how dividends and futures can be modeled consistently within
the framework of tradeable securities. At some points in the derivations we made
explicit use of the strong properties (for example, continuity) of martingales on a
Brownian filtrations. An obvious interesting research direction would be a gener-
alization to other filtrations, for example those generated by jump-diffusions, and
we hope to address such questions in future work.
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Modelling Attitude at University of Western Australia 
 
 
Neville Fowkes 
 
 
University of Western Australia 
 
 
Abstract: Modelling is as much an art as a science, and, whilst there are good 
modelling books around, nothing beats personal experience from the point of view 
of communicating the skills and attitudes required. Thus, if at all possible, staff as 
well as students should be actively involved in the process of modelling.  
I’ll briefly describe my thoughts on these issues. Then I shall discuss a range of 
problems that I have worked on in recent years that have come out of the food 
industry that involve modelling the relevant physical and chemical processes.  
Breakfast cereal (Uncle Toby’s): Is it possible to improve the efficiency of the 
cooking process by first soaking the grain before cooking?  
Beer production (BrewTech): Sometimes there is inefficient or incomplete 
conversion of starch in grain to alcohol.  
Ice cream (Brownes): Temperature variations can cause ice cream to become ‘icey’. 
Why?  
Labelling (Southcorp): Sometimes bubbles appear in wine labels. Can one improve 
the operation of the labelling machine? 
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Teaching Mathematical Modelling at UTM 
 
 
Norsarahaida S. Amin, Zainal Abdul Aziz, 
 
 
Univ Techn Malaysia, 81310 UTM Skudai, Johor 
 
 
Abstract: This presentation provides an insight into the teaching of mathematical 
modelling aimed at stimulating interest in mathematics and its applications. 
Mathematical modelling requires strong interaction between the abstract concepts 
of a mathematical system and their physical aspects that are being modelled. Thus 
it is imperative that teaching methods enlighten and motivate students to 
appreciate the interrelation between mathematics and the real problems of physical 
phenomena. An innovative and resourceful approach to teaching mathematical 
modelling will be suggested to encompass the need to inspire and enrich the 
mathematical awareness and acumen among students. 
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Mathematical Modeling Course; bringing real world 
problems in class room activity 
 
 
Edy Soewono, Kuntjoro A. Sidarto 
 
 
Department of Mathematics, Institut Teknologi Bandung 
 
 
Abstract: University staff in engineering departments as well as in science or 
mathematics departments nowadays is being challenged with a difficult 
responsibility: how to train students to deal with complex problems which they may 
face in the working environment. Many staffs acknowledge that they are only able to 
give standard text book examples, which are far from simulating real world 
situations, in their routine courses.  
Strong demand in the job market requires graduates to comprehend several real 
life aspects in problem solving such as ability to work in a team, collaborate with 
non-math people, identify and formulate problems and select proper tools to attack 
the problems. Mathematical Modelling course not only offers all those aspect, but 
also motivate students to struggle and show all their effort which may improve 
their appreciation toward mathematics. This type of course should be put as one of 
key courses in the mathematics curriculum in line with recommendation of CUPM 
2004.  
This course has been offered as a compulsory course in the fourth year at the 
mathematics department ITB. Six staffs volunteer to develop the course which 
requires several months of preparation for selecting problems from surrounding 
ITB, industries and MCM/ICM. The experience shows that students enjoy the 
challenge and show no fear to deal with real and complex problems which they 
never know and never being trained how to solve. This positive attitude of students 
which has nothing to do with their breadth of mathematical background is 
unfortunately not easy to be shared among the staff. Long training (only) in 
mathematical rigor and formal approach turns out to be a potential barrier in 
appreciating a non-formal working process like mathematical modelling. This is the 
more difficult challenge for mathematical community in overcoming the big 
problem in teaching such as decrease of qualified students in mathematics 
departments and lacking of motivation in mathematics. 
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On the Initial Sea Surface Fields that Led to the 
Indian Ocean Tsunami using GPS measurements in 
Southeast Asia 
 
 
Julie Pietrzak1, Anne Socquet, Wim Simons, David Ham, Christophe Vigny, Robert 
Jan Labeur,  Ejo Schrama, Jurjen Battjes, Guus Stelling and Deepak Vatvani 
 
 
Environmental Fluid Mechanics Section, CiTG, TUDelft Netherlands 
 
 
Abstract: Data collected at ~60 Global Positioning System (GPS) sites in southeast 
Asia are used to determine the bed displacements (uplift) that occurred in the 
Indian Ocean during the 26 December 2004 Sumatra-Andaman earthquake. This 
data are then used as the initial surface displacement fields in a numerical model 
of the tsunami. The GPS data are first inverted in order to determine the slip and 
then vertical bed displacements are derived from these results. However, the 
inversion process requires knowledge of the underlying fault geometry. Two 
realisations of the slip and corresponding uplift are therefore presented. Modelled 
tsunami arrival times were compared to satellite and coastal tide gauge data.  
A first inversion of the GPS data based on local fault maps could be available 
within 30 minutes. Here we present a novel use of GPS data and demonstrate how 
that data could be an important component of a future tsunami warning systems. 
The effects of surface wave dispersion are discussed. 
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1883 Krakatau Volcano Tsunami; Facts and 
Modelling 
 
 
Efim Pelinovsky1, Irina Didenkulova1 and Byung Ho Choi2 
 
 
1) Laboratory of Hydrophysics, Institute of Applied Physics, Nizhny Novgorod, 
Russia 
2) Department of Civil and Environmental Engineering, Sungkyunkwan University, 
Suwon, Korea 
 
 
Abstract: The 1883 Krakatau volcanic eruption has generated a destructive 
tsunami higher than 40 m on the Indonesian coast where more than 36,000 lives 
were lost. Sea level oscillations related with this event have been reported on 
significant distances from the source in the Indian, Atlantic and Pacific Oceans. 
Tide-gauge records of the Krakatau event are digitized and analyzed. The problem 
of tsunami source of volcanic origin is discussed. The worldwide propagation of the 
tsunami waves generated by the Krakatau volcanic eruption is studied numerically 
using two conventional models: ray tracing method and two-dimensional linear 
shallow-water model. The results of the numerical simulations are compared with 
available data of the tsunami registration. 
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Non Hydrostatic Computation of Wave Run-Up on 
Slopes 
 
 
G.S. Stelling1, M. Zijlema 
 
 
1) TU Delft, The Netherlands 
 
 
Abstract: Stelling and Duinmeyer [1], propose a numerical technique that in 
essence is based upon the classical staggered grids and implicit numerical 
integration schemes, but that can be applied to problems that include rapidly 
varied flows as well. Rapidly varied flows occur, for instance, in hydraulic jumps 
and bores. Also inundation of dry land implies sudden flow transitions. Here 
conservation properties become crucial. The numerical method combines the 
efficiency of staggered grids with conservation properties so as to ensure accurate 
results for rapidly varied flows, as well as in expansions as in contractions. The 
resulting method is very efficient for the simulation of large-scale inundations. 
In Stelling and Zijlema [2] a numerical technique is presented for the 
approximation of vertical gradient of the non-hydrostatic pressure arising in the 
Reynolds-averaged Navier-Stokes equations for simulating non-hydrostatic free-
surface flows. It is based on the Keller-box method that takes into account the 
effect of non-hydrostatic pressure with a very small number of vertical grid points. 
As a result, the proposed technique is capable of simulating relatively short wave 
propagation, where both frequency dispersion and non-linear effects play an 
important role, in an accurate and efficient manner. Numerical examples show that 
accurate wave characteristics are already achieved with only two layers. 
The present contribution combines the approaches described in [1] and [2]. The 
resulting method is very efficient to describe wave run up on slopes. The major 
energy loss follows from the momentum conservation of the applied method. Some 
additional energy loss is follows from a simple turbulence model. Examples, 
consisting of comparisons with measurements, will be given. 
References: 
[1] Stelling, GS, Duinmeijer, S.P.A. A staggered conservative scheme for every 
Froude number in rapidly varied shallow water flows. International journal for 
numerical methods in fluids 43,  1329-1354, 2003 
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non-hydrostatic free-surface flow with application to wave propagation, 
International journal for numerical methods in fluids 43 (1): 1-23 SEP 10 2003 
Proceedings of ICAM05 297
  
Robust optimization models in investment science 
 
 
Shuzhong Zhang 
 
 
Dept. of Systems Engineering & Engineering Management, The Chinese University 
of Hong Kong 
 
 
Abstract: In this talk we shall discuss several robust optimization formulations 
arising from investment problems. Investment, by its very definition, is a science 
dealing with uncertainties. One part of the uncertainty is related to the knowledge 
about the distributions of the random variables. We shall discuss how robust 
optimization can help in dealing with this type of uncertainties. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
298 Proceedings of ICAM05
  Optimal Codes of Length n and Maximal Distance m
A.J van Zanten
Delft University of Technology, The Netherlands
Abstract
A short induction proof is presented of a well-known expression for the maximal size of
a binary anticode of length n and maximum distance m. This expression was first proved by
Kleitman, in the context of extremal set theory, while Katona had already derived an equivalent
result in an earlier paper.
1 Introduction
In algebraic coding theory one usually studies binary (n, M, d)-codes. An (n, M, d)-code is a set of
M binary words of length n and minimal Hamming distance d. Optimality questions arise when two
of the three parameters are fixed. More generally one can define such optimality problems for q-ary
codes over an alphabet {0, 1, , q− 1}, where the Hamming distance between two words is defined as
the number of positions in which they differ. Occasionally, one studies binary codes with a maximum
for the distance between two codewords, and one speaks of anticodes (cf. e.g. [3, 6, 7]). In particular
one can ask for the maximal size N(n, m) of an anticode with codeword length n and maximum
distance m. In [7] it was conjectured that this maximal size is equal to
N(n, m) =
k∑
i=0
(
n
i
)
, for m even,
N(n, m) =
k∑
i=0
(
n
i
)
+
(
n− 1
k
)
, for m odd,
where k = bm2 c, and 1 ≤ m < n. The r.h.s. of these equalities are equal to the contents of a ball with
radius m2 , with an additional term for odd values of m. Although this result seems quite obvious, an
immediate proof was not at hand. Actually, it was already Erdo¨s who posed this question (for even
m), and which was proved later by Kleitman in [5], and also by Katona in [4], in a slightly different
setting, in terms of extremal set theory. We shall present a relatively short induction proof in terms
of binary words, based on the well-known addition theorem for binomial coefficients. In Section 3
we briefly indicate how our method possibly can be used to obtain a similar result for q-ary codes,
as derived by Ahlswede, Cai and Zhang in [1] and by Ahlswede and Khachiatran in [2].
2 Proof of The Theorem
Let C be a set of N := |C| binary words of length n. We shall call C a binary code of length n and
of size N . As usual, the Hamming distance d(v, w) between two words v and w of C is defined
as the number of positions j, 1 ≤ j ≤ n, where v and w differ, i.e. where vj 6= wj . The maximal
distance in C is called the diameter d(C) of the code, so
d(C) := max{d(v,w)|v,w ∈ C}. (1)
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Let N(n, m) be the maximal possible size of a binary code of length n and diameter m, 0 ≤ m ≤ n.
We define F as the family of binary codes of length n, diameter m and with size equal to N(n, m).
For any code C ∈ F we introduce the subcodes
Ci := {v|v ∈ C, vn = i} (2)
for i ∈ {0, 1}.
Proposition 2.1 For any n and m, 0 < m < n, there exists a code C ∈ F , such that d(v,w) ≤ m−2
for all v, w ∈ C1.
Proof. Take an arbitrary code B ∈ F . If B satisfies the above inequality we define C := B. If
B does not satisfy the inequality of the Proposition, we shall transform B into another code of F
which does satisfy this inequality.
A. First we transform B into a code D ∈ F , such that D1 does not contain a pair of words at mutual
distance m. Let S ⊆ B1 be defined as
S = {x|x ∈ B1, ∃y ∈ B1 with d(x,y) = m}. (3)
It will be clear that either S = ∅ or |S| ≥ 2. If S 6= ∅ we define for each x ∈ S a word x′ with
x′j = xj , 1 ≤ j < n, and x
′
n = 0. None of these words x
′ is in B, since the condition d(x,y) = m in
(3) implies d(x,y) = m + 1. Furthermore, we have for any x′
d(x′,v) = d(x,v) − 1 ≤ m− 1, if v ∈ B0, (4)
d(x′,v) = d(x,v) + 1 ≤ (m− 1) + 1 = m, if v ∈ B1\S, (5)
d(x′,v′) = d(x,v) ≤ m, if v ∈ S. (6)
Hence, by replacing all x ∈ S by their counterpart x′, we obtain a code D which has the property
stated in the beginning of this part of the proof.
B. Next, we shall transform D into a code C ∈ F , such that C1 does not contain a pair of codewords
at mutual distance > m− 2.
Let T ⊆ D1 be defined as
T = {x|x ∈ D1, ∃y ∈ D1 with d(x,y) = m− 1, x1 = y1}. (7)
It will be obvious that T is the union of two disjoint sets T0 and T1, such that in Ti one has
x1 = y1 = i, and |Ti| = ∅ or |Ti| ≥ 2, for i ∈ {0, 1}. If T 6= ∅, we define for each x ∈ T a word
x′ with x′1 = x1 + 1 (mod 2), x
′
j = xj for 1 < j < n and x
′
n = 0. None of these words x
′ is in
D, since the conditions d(x,y) = m − 1 and x1 = y1 in (7) imply d(x
′,y) = (m − 1) + 2 = m + 1.
Furthermore, we have for any x′
d(x′,v) ≤ d(x,v) + 1− 1 ≤ m, if v ∈ D0, (8)
d(x′,v) ≤ d(x,v) + 1 ≤ (m− 1) + 1 = m, if v ∈ D1\T, (9)
d(x′,v′) ≤ d(x,v) ≤ m− 1, if v ∈ T. (10)
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Hence, by replacing all x ∈ T by their counterparts x′, we obtain a code E(1) ∈ F , such that
d(E
(1)
1 ) ≤ m − 1, and if E
(1)
1 contains a pair (x,y) with d(x,y) = m − 1, then x1 6= y1. In a
similar way we eliminate pairs (x,y) from E
(1)
1 with d(x,y) = m− 1 and x2 = y2, yielding a code
E(2) ∈ F , such that d(E
(2)
1 ) ≤ m − 1, and if E
(2)
1 contains a pair (x,y) with d(x,y) = m − 1,
then x1 6= y1 and x2 6= y2. Proceeding like this, we finally end up with a code E
(n−1) ∈ F with
d(E(n−1)) ≤ m − 1, and with the property that if E
(n−1)
1 contains a pair of words x and y with
d(x,y) = m− 1, then x1 6= y1, x2 6= y2, . . . , xn−1 6= yn−1. Since xn = yn = 1, it would follow in such
a case that d(x,y) = n− 1, and hence m = n. This last equality contradicts the condition m < n,
and so, E
(n−1)
1 does not contain a pair of words x and y with d(x,y) > m − 2. Therefore, we can
define the code C := E(n−1) which satisfies the statement in the Proposition.
Remark The method used in the above proof seems to be similar to the ”pushing-techniques” ap-
plied in [1, 2] and in related papers.
The following property is an immediate consequence. Its proof is accomplished by omitting the last
coordinate of all words in the code C as mentioned in Proposition 2.1.
Corollary 2.2 The maximal possible size N(n, m) of a binary code of length n and diameter m,
1 < m < n, satisfies the recurrence relation
N(n, m) ≤ N(n− 1, m) + N(n− 1, m− 2).
We are ready now to prove the well-known result proved by Kleitman in [5] and by Katona in [4].
Theorem 2.3 Let C be a binary code of length n ≥ 1 with diameter m, 1 ≤ m ≤ n, which has
maximal possible size N(n, m). Then N(n, n) = 2n, whereas for m < n one has
N(n, m) =


∑k
i=0
(
n
i
)
m even,
∑k
i=0
(
n
i
)
+
(
n−1
k
)
m odd,
where k := bm2 c.
Proof. The equality N(n, n) = 2n is trivial. For m < n, we first prove the weaker relations
N(n, m) ≤


∑k
i=0
(
n
i
)
m even,
∑k
i=0
(
n
i
)
+
(
n−1
k
)
m odd,
(11)
Assume that the inequalities (11) hold for all values less than some fixed n > 1. Let m be even. By
Corollary 2.2 and by the induction assumption, we have for m < n− 1,
N(n, m) ≤
k∑
i=0
(
n− 1
i
)
+
k−1∑
i=0
(
n− 1
i
)
= 1 +
k∑
i=1
(
n− 1
i
)
+
k∑
i=1
(
n− 1
i− 1
)
=
k∑
i=0
(
n
i
)
.
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Since the code consisting of all words in a ball of radius k with some fixed word -say 0 -as its center
has precisely this many words, the right hand side of the above inequality is sharp. So, the Theorem
has been proved now for n, in case that m is even and 0 < m < n− 1. To complete the case of m
is even, we have to prove the Theorem for m = n − 1, when n is odd. The only restriction on C
now is that if a word is in C its complement is not in C. According to the Pigeon Hole Principle,
we obtain
N(n, n− 1) = 2n−1 =
k∑
i=0
(
n
i
)
, with k =
n− 1
2
.
The proof for odd values of m is completely similar. So, the Theorem also holds for the value n.
Since for n = 1 the Theorem is trivial, we have proved it for all n ≥ 1, according to the principle of
mathematical induction.
3 Generalization for q-ary Anticodes
Our method can easily be generalized to derive an upper bound for the maximal size of a q-ary
anticode of length n and maximal distance m. If we denote this maximal size by Nq(n, m), we
obtain, completely similar to the derivation of (11)
Nq(n, m) ≤


∑k
i=0
(
n
i
)
(q − 1)i m even,
∑k
i=0
(
n
i
)
(q − 1)i +
(
n−1
k
)
(q − 1)k+1 m odd,
(12)
However, the upper bound in (12) is not sharp for all integers m in the interval [1, n− 1]. In order
to obtain an equality sign in (12) for 1 ≤ m ≤ m0, where m0 is an integer as described in refs. [1]
and [2], we have to generalize the arguments used in the last part of the proof of Theorem 2.3 for
such an integer m0. This work is still under investigation.
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Abstract
The Hamming distance between two n-bit strings (codewords) is the number of bit posi-
tions where they differ. A uniform counting sequence of length n is a list of all 2n binary n-bit
codewords such that any two successive codewords in the list have the same Hamming distance,
including the last and the first codeword. This notion generalizes a cyclic Gray code where
any two successive codewords differ in precisely one bit position. A balanced uniform counting
sequence is a uniform counting sequence such that the total number of changes in bit position i
differs at most 2 from the total number of changes in position j for any pair i, j ∈ {1, 2, ..., n}.
Robinson and Cohn (IEEE Transaction on Computers, C-30, No. 1, (1981) 17-23) conjectured
that balanced uniform counting sequences exist for any length n. In this paper we introduce
a construction for uniform counting sequences, and we prove that in some cases the produced
uniform counting sequences are balanced.
Key-words: Counting sequences, uniform counting sequences, balanced uniform counting se-
quences, Gray codes.
1 Introduction
A counting sequence O(n) of length n is a list of all 2n binary n-tuples (codewords of length n) such
that each codeword appears exactly once (See [4]). We shall index codewords in O(n) from 0 until
2n − 1 and denote the jth codeword in O(n) by xj , 0 ≤ j < 2
n. Let si, i ∈ [2
n] := {1, 2, ..., 2n}, be
the set of bit positions in which the codewords xi−1 and xi differ in the list of O(n). The ordered
sequence of si, for all i ∈ [2
n], is called the transition sequence of O(n). The transition sequence of
O(3) in Fig.1 (bit positions are counted from right to left) is equal to
{1, 2, 3}, {2, 3, 4}, {1, 2, 3, }, {1, 3, 4}, {1, 2, 4}, {1, 3, 4}, {1, 2, 3}, {2, 3, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 4},
{2, 3, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {1, 2, 4}.
0000 1100
0111 0001
1001 1111
1110 0100
0011 1010
1000 1101
0101 0110
0010 1011.
Figure 1: A uniform counting sequence of length 4
When we consider the sequence O(n) as a closed sequence (as we mostly do), x2n will be identified
with x0. As usual, the Hamming distance between two codewords of the same length is defined to
be the number of bit positions where they differ. If for every i ∈ [2n] the cardinality of si is equal
to t, then the counting sequence O(n) is called an (n, t)-uniform counting sequence or, shortly, an
(n, t)-sequence. It is well known that n-bit cyclic Gray codes are (n, 1)-sequences. Uniform counting
sequences have applications in many areas such as testing and fault diagnosis in combinational logic
circuits (cf. [3, 4]).
It is easy to see that an (n, t)-sequence does not exist whenever t is even, since successive codewords
then always have the same parity. Therefore, from now on we assume that t is odd.
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The transition sequence of (n, t)-sequences will be denoted by S¯(n, t). In the special case of (n, 1)-
sequences (Gray codes) we shall also use the notation S¯(n). The number of changes in position
i in a counting sequence O(n) of length n, i ∈ [n] := {1, 2, ..., n}, is called the transition count
of bit position i in O(n). In an (n, t)-sequence, the transition count of bit position i is de-
noted by TC(n,t)(i). For the simplicity TC(n,1)(i) will be written as TCn(i). The distribution
TC(n,t) =(TC(n,t)(1), TC(n,t)(2), ..., TC(n,t)(n)) is called the transition count spectrum of an (n, t)-
sequence. It is obvious that in an (n, t)-sequence we have
n∑
i=1
TC(n,t)(i) = t · 2
n. (1)
An (n, t)-sequence which has the property that for all i, j ∈ [n], |TC(n,t)(i)−TC(n,t)(j)| ≤ 2 is called
balanced, and it is called totally balanced if for all i, j ∈ [n], TC(n,t)(i) = TC(n,t)(j). We can verify
that the (4, 3)-sequence in Fig.1 is (totally) balanced with transition count spectrum (12, 12, 12, 12).
Robinson and Cohn in [4] gave a method for the construction of uniform counting sequences based
on linear codes. They arrange the codewords of a linear code [n, k, t]-code such that each pair of
successive codewords have minimum distance t, by making use of a minimum weight basis and by
a Gray code of length k for the enumeration of all linear combinations of the basis codewords. To
obtain all words of length n, this arrangement is followed by its cosets which are also built up in
such a way that the uniformity with respect to the Hamming distance between any two successive
codewords is maintained(cf. also [8, 9, 10], where the same principle is applied). This construction
however, does not guarantee that the resulting sequences are balanced. Based on that technique,
with some adjustments, Robinson and Cohn in [4] could produce balanced (7, 3) and (8, 5)-sequences.
But the existence of balanced (n, t)-sequences for any odd t and n > t is a long standing conjecture
of Robinson and Cohn in [4].
In this paper we introduce a simple technique for the construction of uniform sequences where in
some cases the resulting sequences are balanced.
2 Uniform distribution
Let n be a fixed positive integer and let 2n = q ·n+ r, 0 ≤ r < n. We distinguish between two cases.
Case I. q is even. This implies r is even. We define a set Q ⊆ [n− 2] such that the cardinality of Q
is equal to r2 , and we define the integers pi, 1 ≤ i ≤ n, according to
pi :=


q, i ∈ [n]\Q,
q + 2, i ∈ Q.
(2)
Remark If n is a power of two, then the value of r is zero. This implies that the value of pi is equal
to q for all i ∈ [n].
Case II. q is odd. This implies that n+r is even. Here, we define Q ⊆ [n−2] as a set with cardinality
n+r
2 , and we define
pi :=


q − 1, i ∈ [n]\Q,
q + 1, i ∈ Q.
(3)
It has been proven that balanced Gray codes exist for any length n(See e.g. [1, 2, 4, 6, 7]). Further-
more, in [7] Suparta and van Zanten showed that any balanced Gray code of length n will have a
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transition count spectrum (p1, p2, ..., pn) where pi is determined using (2) or (3).
Now, let D=(a, ..., a︸ ︷︷ ︸
ka
, b, ..., b︸ ︷︷ ︸
kb
) be a distribution of integers a and b with 1 ≤ ka ≤ kb, and let ρ =
kb − b
kb
ka
c · ka. It is clear that 0 ≤ ρ < ka. Furthermore, let also B
i
1 = b, ..., b︸ ︷︷ ︸
b
k
b
ka
c
, 1 ≤ i ≤ ka − ρ, and
Bj2 = b, ..., b︸ ︷︷ ︸
b
k
b
ka
c+1
, with 1 ≤ j ≤ ρ.
Rearrange the distribution D using the following Construction A (we assume each Bi1 and B
j
2 as one
component when determining the cyclic distance in D).
Construction A
1. Distribute Bi1 and B
j
2 in D, ordered according to their superscript, such that for all i, i ∈ [ka−ρ],
the (cyclic) distances from Bi1 to B
i+j
1 and from B
i
1 to B
i−j
1 , for all j ∈ [b
ka−ρ
2 c], differ at most
1. Here we use that the addition of superscripts takes place in the cycle (1 2 · · · ka − ρ).
2. Insert a at the front of Bi1 and of B
j
2.
A distribution of D which is arranged according to Construction A will be called uniform, and it
is called totally uniform if the distance from Bi1 to B
i−j
1 is equal to the one from B
i
1 to B
i+j
1 , with
Bi1 6= B
i−j
1 for some j ≥ 1. For example, consider the distribution D=(2, 2, 2, 2, 2, 4, 4, 4, 4, 4, 4, 4).
Here we have k2 = 5, k4 = 7, b
7
5c = 1, and ρ = 2. Therefore, we have 3 B1’s and 2 B2’s,
with B1 = 4 and B2 = 4, 4. A uniform distribution of D is (2,B
1
1, 2,B
2
1, 2,B
1
2, 2,B
3
1, 2,B
2
2, )=
(2, 4, 2, 4, 2, 4, 4, 2, 4, 2, 4, 4). Whereas (2,B12, 2,B
2
2, 2,B
1
1, 2,B
2
1, 2,B
3
1)=(2, 4, 4, 2, 4, 4, 2, 4, 2, 4, 2, 4) is
not uniform, since the difference of distances between B11 and B
2
1, and between B
1
1 and B
1−1
1 = B
3
1,
not counting the integers 2, is equal to 2 > 1. We see that D can not be arranged as a totally uniform
distribution. But it will be clear that any distribution of two integers a and b can be transformed
into a uniform one.
For an arbitrary distribution (a1, a2, ..., an), we shall say that an and a1 are consecutive and that
a1 is the successor of an. Groups consisting of t consecutive elements of a distribution will be called
t-blocks.
Lemma 2.1 Let D be a uniform distribution of the integers a and b. We shall write tα and tβ for
the t-blocks which contain the largest and the smallest number of b’s, respectively. Then we have
that the number of b’s in tα is at most one more than the number of b’s in tβ.
Proof: Assume that the longest sequence of consecutive B2’s in D contains m B2’s, m > 0. Rule
1 of Construction A implies that the shortest sequence of consecutive B2’s in D contains m − 1
B2’s. We shall write Bm and Bm−1 for the longest and the shortest of these sequences, respec-
tively. Apart from the distribution of a’s in D, each B1 will be sandwiched between two Bm’s or
between Bm and Bm−1. Moreover, the number of Bm’s between B
i
1 and B
i+j
1 and the number of Bm’s
between Bi1 and B
i−j
1 differ at most 1 due to Rule 1. This fact proves the implication of the Lemma.
An immediate consequence of Lemma 2.1 is the following.
Corollary 2.2 If |b − a| = 2 in Lemma 2.1, then the absolute value of the difference between the
sums of the components of tα and of tβ respectively, is at most 2.
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3 A construction of uniform counting sequences
based on transition sequences of Gray codes
For a fixed positive integer n, let σ be the cycle (1 2 ... n). We notice here that for every element a
of this cycle σ, and for every integer i ≡ j(mod n) we have
a + i :=
{
a + j, 1 ≤ a + j ≤ n,
a + j − n, otherwise.
Next we define for every element a of σ the integer a(i) = a + i, for every integer i.
For instance, with respect to the cycle σ = (1 2 3 4 5), one has 3(1) = 3+1 = 4, 4(3) = 4+3−5 = 2,
3(−1) = 3 + 4 − 5 = 2, and 2(−3) = 2 + 2 = 4. For each m, t, with 0 < m ≤ t < n, we define
a mapping Φm|t from the set [n] into the power set 2
n of n, which maps every integer a ∈ [n] to
Φm|t(a):= {a, a
(m), a(m+1), ..., a(m+t−2)}.
Let us consider the above cycle σ. We have for examples Φ1|3(2) = {2, 3, 4}, Φ3|3(2) = {2, 5, 1},
etc.
Below we introduce a construction of uniform sequences which based on transition sequence of Gray
codes.
Construction B
Let n and odd t, 1 ≤ t ≤ n−1, be fixed integers which have a greatest common divisor gcd(n, t) equal
to m. Let S¯(n) = s1, s2, ..., s2n be the transition sequence of a Gray code G(n). Start with an n-bit
codeword (usually with the zero codeword). Apply the sequence S¯(n, t) = Φm|t(s1), Φm|t(s2), ..., Φm|t(s2n)
to generate the next 2n − 1 codewords.
In [5], we proved that Construction B can always produce an (n, t)-sequence if n and t are relatively
prime. Furthermore we proved that for any relevant values of t, balanced (n, t)-sequences exist if n
is prime or if n has the property that 2n = n · p + r, with r = 0, 2, n− 2, for some integer p.
Here, we extend the results of [5] w.r.t. balanced uniform counting sequences based on Corollary
2.2.
Let m = 1 in Construction B, or equivalently, let n and t be relatively prime. Consider a Gray code of
length n with transition count spectrum TCn=(TCn(1), TCn(2), ..., TCn(n)). Furthermore, consider
the uniform counting sequence produced by applying Construction B for m = 1 with transition count
spectrum TC(n,t)=(TC(n,t)(1), TC(n,t)(2), ..., TC(n,t)(n)). Based on the mapping Φ1|t, we have that
TC(n|t)(i) = TCn(i) + TCn(i
(−1)) + TCn(i
(−2)) + · · ·+ TCn(i
(−(t−1))). (4)
Since every distribution of type D can be transformed into a uniform distribution, due to Corollary
2.2 we have the following main theorem of this Section.
Theorem 3.1 For every integer n and odd t, 1 ≤ t ≤ n − 1, with gcd(n, t) = 1, there exists a
balanced (n, t)-sequence.
4 Computer results
By computer calculations we checked that for certain n-values, Construction B produces (n, t)-
sequences for all t, t ≤ n − 1, with gcd(n, t) > 1. For instance, we can construct (6, 3), (9, 3),
(12, 3), (15, 3), (20, 3), (10, 5), (15, 5), (20, 5), (14, 7) and (21, 7)-sequences. Moreover, by adjusting
the distribution of the transition count spectra, we can construct balanced (9, 3), (15, 3), (15, 5), and
(21, 7)-sequences.
We firmly conjecture that Construction B will produce an (n, t)-sequence for every pair of n and t,
1 ≤ t ≤ n− 1.
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Lemma 4.1 For every positive integer k, one has
23
k
= 3k · q + (3k − 1),
for some integer q.
Proof: We prove this Lemma by induction to k. It is obvious that the Lemma is true for k = 1, 2, 3.
Assume now that the Lemma is true for k ≥ 3. So, we have that 23
k
= 3k · s + (3k − 1), for some
integer s. Then we have
23
k+1
= 23
k
·3
= (3k · s + (3k − 1))3
= (3k · s)3 + 3(3k · s)2(3k − 1) + 3(3k · s)(3k − 1)2 + (3k − 1)3
= (3k · s)3 + 3(3k · s)2(3k − 1) + 3(3k · s)(3k − 1)2 + 33k − 3(32k) + (3 · 3k − 1).
We see that the first four terms on the right hand side are divisible by 3k+1, for all k ≥ 1. Hence,
we have 23
k+1
= 3k+1.q +(3k+1− 1), for some q. Because of the principle of mathematical induction
we have proved the Lemma now.
By considering eq. (2), Lemma 4.1 implies that a transition count spectrum of a balanced Gray code
of length 3k, for some non-negative integer k, can be arranged as (a, b, a, b, ..., a, b, a), with b = a+2.
According to Corollary 2.2, if Construction B succeeds to produce an (3k, t)-sequence, then the
resulting sequence will be balanced when starting from a balanced Gray code with transition count
spectrum ordered as (a, b, a, b, ..., a, b, a).
Remark By using Construction B for the construction of uniform counting sequences, we can
determine the transition count spectrum of the resulting counting sequence by using the distribution
of the transition count spectrum of the Gray codes which we use as the basis of the construction.
Since for any distribution (p1, p2, ..., pn), with
∑n
i=1 pi = 2
n, pi is even for every i ∈ [n], and
|pi− pj | ≤ 2, i, j ∈ [n], a balanced Gray code exists having transition count spectrum (p1, p2, ..., pn),
we expect to be able to produce ”approximately balanced” or balanced uniform counting sequences
for every n and odd t < n. A proof of the validity of Construction B for any pair of n and odd t < n
with gcd(n, t) > 1, is under investigation.
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Long-Distance Wave-Group Propagation using a 
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Gert Klopman, Brenny van Groesen 
 
 
Applied Analysis and Math. Physics, University of Twente, Enschede, The 
Netherlands 
 
 
Abstract: Water waves at sea are always grouped: sequences of higher waves are 
alternated by sequences of lower waves. Due to non-linearity, the wave groups are 
accompanied by bound sub- and super-harmonic wave components, as well as by 
amplitude dispersion besides the linear frequency dispersion. When modelling the 
wave motion, one has to distinguish the horizontal propagation space of the waves 
and a vertical cross-space. Starting from a variational principle we integrate out the 
vertical cross-space by using a Boussinesq-type polynomial approximation for the 
vertical flow structure. This results in a model maintaining the positive-
definiteness of the Hamiltonian, which leads to good dynamic behaviour of the 
approximate equations. At the conference, we will show how the model can be used 
to propagate wave groups above slowly-varying sea bed over large distances, 
predicting the changes in the wave group shape and the generation of free long 
waves (which are important for moored ship dynamics and coastal morphology). 
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Figure caption: Upper graph: Sea bed shape (green line, not on scale) and free-
surface elevation (blue line) after an initial soliton has propagated for 600 wave 
periods. Lower graph: Low-pass filtered long-wave part of the free-surface elevation 
(blue line) in the upper graph. 
Keywords: variational method, non-linear water waves, inhomogeneous media 
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Kinematics of Shot-Geophone Migration 
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Abstract: Imaging of reflection seismic data requires the estimation of a velocity 
model (reference medium). Prestack migration is used to assess whether a choice of 
the velocity model is consistent with the data, by using the semblance principle. 
We compare shot-geophone migration with migration methods based on data 
binning, such as prestack Kirchhoff migration. Image artifacts, present in binning 
based methods due to multiple raypaths connecting source and receiver points 
with subsurface points, are absent in shot-geophone migration, when the migration 
velocity is kinematically correct and when events to be migrated arrive in the data 
along non-turning rays. Common image gathers produced by shot-geophone 
migration exhibit the appropriate semblance property in either offset domain 
(focussing at zero offset) or angle domain (focussing at zero slope). Thus shot-
geophone migration may be a particularly appropriate tool for migration velocity 
analysis of data exhibiting structural complexity. 
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THE BLOCK STORAGE PROBLEM AT PT PAL 
 
Pritanto E. 
PT PAL Indonesia, Surabaya 
 
Abstract. In order to maximize utilization of the expensive docks in the shipyard, 
blocks which build up a ship have to made ready as many as possible. This means 
a sufficient number of block storage areas should be available. Even though similar 
blocks can be stacked, the storage areas are also used for joining blocks together 
into grand-blocks and they are loaded according to a fixed sequence and a rigid 
schedule. In practice, there is uncertainty with respect to the arrival and departure 
moment of blocks to/from the storage areas. A need of extra storage areas therefore 
might be inevitable and the decision as to where to place blocks in the areas 
should be made in some optimal fashion. The major difficulty stems from a 
situation that blocks visit the storage areas several times. Simple decision 
strategies are discussed and evaluated in a dynamic simulation model of the 
shipyard. Experiments with the model show that the current strategies may need 
an optimization technology in order to get a better result. 
Key-words: block storage, stacking, simulation, optimization 
 
1 Introduction 
 
Improvements in shipbuilding technology have been successful in increasing 
productivity, particularly with support from a growingly effective use of information 
technology. But, problems still remain in practice such as late developing 
engineering changes, unexpected delays in material availability or labor 
absenteeism that may limit the improvement program. Some of the problem 
sources are not under the direct control of the shipyard. The problems influence 
the production process which relates directly to product delivery to the customer. 
 
 
 
 
Figure 1: DSBC ship type which is built in series by the shipyard. 
 
Problems above become complicated by the current circumstances faced by the 
shipyard, for example: 
1. Schedule is tight: 
• Strict erection period and limited resources (time schedule). Erection 
means the last assembly stage in which blocks are joined together at the 
building dock. Full orders of new ships ask for strict erection periods as 
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any extra time will accumulate to the next ships. Figure 1 shows a ship 
type called the 50,000 DWT Double Skin Bulk Carrier (DSBC) which is 
built in series by the shipyard and exported to sail across the international 
oceans. Another ship type is the 18,500 DWT Dry Cargo Vessel (DCV) 
which is built also in series in the side launching area, not in the end 
launching area or dock like the DSBC. 
• Limited block storage areas (space schedule). The lower block building rate 
than the block erection rate demands for more blocks ready at the storage 
areas waiting for erection. Storage areas in most cases are used for 
maintaining a continue production flow between workshops. What typical 
is for shipyards with limited storage areas is that blocks entering the 
storage areas for more than once, a re-entrant case. The storage areas are 
also leased for constructing offshore jacket-type platforms & pipelines, 
repairing and yet loading large & heavy structures with the help of the 
goliath crane onto a barge which is moored near to the dock way out. So, 
both block building and storage areas at present are critical resources and 
they should be planned accurately in the course of time. 
2. More out-of-dock time is needed for accuracy control of blocks joined and on-
block outfitting e.g. installing pipe systems, ladders, ducting systems before 
erection. Inaccurate blocks could not fit together in dock and it will be 
laborious and time consuming to repair. The expected higher erection rate will 
improve utilization of the expensive building dock and finally increase the 
number of ships produced per year. 
 
Little research so far has been reported on the shipbuilding block storage problem. 
In early work, [3] developed a spatial scheduling algorithm using partial 
enumeration and decomposition. [1] reported a successful completion of 
simulation-based space utilization at Aker Ostsee, Germany. Blocks were not 
stacked and sufficient storage areas were divided for each workshop so that blocks 
entered the related storage areas only once. 
 
Solution made by the shipyard management is that blocks have to be built earlier 
and as many as possible but the finished blocks needs storage areas. They have to 
wait for the loading time into dock. This manner allows the preceding stages to 
produce continuously without having to slow down or speed up production to 
match the strict erection period. The earlier block building provides also slack time 
which is still required to absorb potential delays during the preceding fabrication, 
assembly, block blasting and painting processes. Certain blocks can be joined 
together into grand-blocks because dock is an area where work is carried out less 
efficiently than at the other production stages. Practical experiences cannot help 
because the tight schedule did not happen in the past. A balanced mix of large and 
small ships was built in the past but now mostly big ships are built at the same 
time. Decisions made for the block storage should be optimal in order to guarantee 
the contracted delivery time of ships. Otherwise, the shipyard has to pay the daily 
penalty cost for late delivery and will lose the customer satisfaction. 
 
Discrete event simulation software SiMPLE++ (now Tecnomatix’s eM-Plant) has 
been used to build a shipyard model. Simulation offers an excellent method of 
observing shipbuilding processes, identifying problems like bottlenecks and 
evaluating various alternatives to increase the production. Strategies based on 
logical thoughts for solving the problems are discussed and tested with the help of 
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simulation. The result seems to be sufficient but the author is eager to know 
another method that may provide a maximum result. In mathematical world, there 
is an operational research/management science (OR/MS) method known as 
optimization that may improve the existing result. 
 
The paper is constructed as follows. Section 2 briefly describes the block storage 
problem in the shipyard. The problem is modeled and simulated in SiMPLE++. 
Experiments are carried out with the model and the results are discussed in 
Section 3. Limitation of the current results and a plan to embed an optimization 
procedure into the model are given in Section 4. The conclusions are presented in 
Section 5. 
 
2 Problem description 
 
The shipbuilding process can be simply described as follows, see Figure 2. The 
Steel Stock House (SSH) supplies painted plate and profiles in the form of work 
packages to the fabrication shop. The cutting process is relatively fast. The forming 
process requires a high level of craftsmanship and the actual duration is usually 
longer than the estimation. Interim products from the cutting machines are moved 
to the Line A and to the Line B, while from the forming process to Line B. The Line 
A and Main Panel Line (MPL) and Grand Assembly Indoor (GA) are grouped into the 
panel line that builds blocks of the middle section, cargo hold parts of ships. The 
Line B and Curved Block Line (CBL) are grouped into the curved line that provides 
blocks for the aft, fore and engine room parts of ships. 
 
 
 
 
Figure 2: Shipbuilding processes. 
 
Subsequently, blocks are stored in 32 slots waiting for entering the Block Basting 
Shop (BBS). These 32 slots are grouped under the BBS storage. Blocks are faired 
and outfitted first. Fairing is repairing any distortion of components caused by 
improper welding. Outfits e.g. supporting structures, pipes, ladders are installed in 
steps starting from the sub-assembly process until on-board of ship. Even though 
demanding a high 3D-CAD technology, the earlier the installation of outfits is the 
easier and the cheaper way to do it. In practice, the schedule of outfit installation 
goes along the schedule of building blocks. As a result, the installation of outfits 
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may occur behind schedule i.e. on-board of ship because of the strict erection 
period. 
 
The BBS have four shelters. One shelter is for blasting and painting one block 
except BBS number 1 which can handle two blocks simultaneously. There are 
three coats of painting after blasting. When blocks are queuing, the finished 1st-
coat blocks are moved out the shelter and continued at open-air. If blocks are 
joined together at outside of dock, the blasting and painting processes are started 
after finishing the join. Joining blocks after the BBS means rework of paint. Blocks 
on the 32 slots basically are not stacked. They are stacked if the slots are full and 
blocks have to satisfy block structural constraints. Both rectangular and arbitrary-
shaped blocks are placed within the same two-dimensional rectangular slots; see 
the next Figure 3. 
 
From the BBS, a block is placed in one of the grand-block storage areas which 
have 40 slots before loaded and joined together within the dock. In these 40 slots, 
blocks can be stacked up to three levels. The 2nd and 3rd coats of painting can be 
completed on the 40 slots or if free on the previous 32 slots. Installing outfits of the 
engine room blocks is allocated in the special unit outfitting area with movable 
roof. 
 
 
 
 
Figure 3: Shipyard layout. 
 
The arrival time of blocks either to the BBS or to the 32 slots is determined by the 
master schedule. Due to disturbances during the preceding production stages, 
blocks may arrive not as scheduled. The departure time of blocks from the 32 slots 
should be decided in order to obtain the best possible way for the blocks to enter 
the BBS and so to enter the next 40 slots. There are several things to be considered 
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i.e. the number of free slots in the 32 slots, the estimated block’s processing time 
at the BBS, the number of free slots in the 40 slots and the expected loading time 
of blocks into dock. The difficulty is that the sequence of loading blocks is in 
opposition to the staking of blocks i.e. first-processed-first-loaded against first-
stacked-last-loaded. In particular when the access to storage areas is limited e.g. 
areas at the corner position, some blocks have to be moved out before the 
transporter can reach a block to be loaded. 
 
There are three types of blocks to be considered for the 40 slots:  
1. The blocks-to-be-joined on storage areas with lattice floor (steel-enforced-
concrete-floor) - 1st priority 
2. The blocks-to-be-joined anywhere on storage areas  – 2nd priority  
3. The single blocks - 3rd priority 
where all blocks-to-joined named as grand-block needs 2 parallel slots. The 40 
slots are put together under the grand-block-storage. Only single blocks that will 
be loaded shortly into dock are placed at the nearby single-block storage which has 
10 slots. Two slots are usually made free for a 150/300 ton transporter to go into 
so that the goliath crane can pick up a block on from the transporter.  
 
A grand-block may consist of 2 blocks (1 layer) or 6 blocks (3 layers). So, the 40 
slots have 18 slots with steel-enforced-concrete-floor and 22 slots with only 
concrete-floor. The scarcity of these particular slots determines the priority. When 
these slots are full, blocks have to be allocated at extra storage areas. Blocks that 
have to be joined together must to be moved first into the grand-block storage. 
They need a goliath crane and a stable ground, slots under the crane, for accurate 
positioning. Single blocks from the extra storage areas need also the goliath crane 
and the single-block storage in order to be loaded into dock. The transportation 
to/from the extra storage areas needs also a 150/300 ton transporter and 
eventually a barge across the sea. The transporter needs a sufficient access for 
maneuvering, in particular when moving a large block. Only single blocks are 
planned at the extra storage areas or blocks that have to be joined together but 
must wait for their partners and the particular slots. The accommodation storage is 
designed for joining the thin-shell accommodation blocks together. The storage 
should be close to the aft part of ships so that the loading of accommodation blocks 
follows a short route and their thin-shell structures will not deform much.  
 
 
Proceedings of ICAM05 317
  E. PRITANTO 
 
 
Figure 4: Loading a stacked grand-block into dock. 
 
To imagine, a ship -DSBC type- may have 152 blocks which consist of 
• 30 grand-blocks with 2 blocks per grand-block. 6 grand-blocks are of type 
1 and 24 are of type 2 
• 2 grand-blocks with 6 blocks per grand-block 
• 1 grand-block with 7 blocks per grand-block 
• 73 single blocks 
The blocks-to-be-joined are pairs of blocks that will be loaded & adjusted and then 
fitted & welded at the grand-block storage. Before joining, these blocks have to be 
placed by the goliath crane onto the allocated slots and during joining, there must 
be no blocks placed on top of the pair. The joining process needs two weeks, after 
which the pair can be shifted on top of another joined pair. 
 
From 24 grand blocks of type 2 of a ship, they are 
• 13 grand-blocks are coded with CS 
• 5 grand-blocks are coded with PP 
• remaining blocks with different codes 
Only grand-blocks with the same codes can be stacked. Their longitudinal girders 
are lined up with each other. 6 grand blocks are of type 1 cannot be stacked. From 
73 single blocks of a ship, only 34 blocks can be stacked. Note that a single block 
occupies one slot. Because of the serial production of ships, blocks of different 
ships but the same codes can be stacked, see Figure 4. 
 
3 Simulation of the problem 
 
In re-entrant flow shops as mentioned before, it is difficult to model analytically but 
relatively easy to deal with heuristics [2]. The following simple decision strategies or 
heuristics are expected to decrease the cost for extra storage areas, transportation, 
handling, traffic and lateness. They are: 
• First-in-last-out (FILO) for reducing unnecessary restacking. This rule 
relates to reducing the operational and maintenance cost of the goliath 
crane. 
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• First priority is given to blocks which need joining together into grand-
blocks and those that can be stacked until 2-3 levels. If the 32 slots before 
the BBS are empty, they can also be used for finished grand-blocks and 
single blocks waiting for loading times into dock. The unstable asphalt of 
these slots cannot be used for joining blocks. If a must, stacking until 2 
levels is still allowable. 
• Because the required duration for joining blocks together is about two 
weeks. One has to make reservations. Otherwise, free slots at the grand-
block storage might not be available and it could disturb the loading 
schedule. If blocks come out from the BBS at the same time and free slots 
are available, they can be moved to those slots and start the joining 
process. In case of no free slot with e.g. steel-enforced-concrete-floor, 
blocks have to wait at extra storage areas. The blocks are added into a list 
of queuing blocks and sorted in decreasing priority. When slots are free, 
blocks with high priority has the right to get first.  
• When one block is behind another, the finished BBS block could go to a 
free slot and reserve a parallel slot for its partner. If not, the finished BBS 
block could wait somewhere, even at extra storage areas, and order two 
parallel slots for the moment its partner finishing the BBS process. 
• The joined blocks basically can be loaded into dock as soon as they are 
finished. This way makes two slots free. However, the loading has to follow 
a fix loading sequence i.e. after their predecessors are loaded and then 
adjusted. Only blocks at the bottom position of a ship can be loaded 
without waiting for the finished adjustment of their predecessors. 
• Suppose LoadTime is the loading time according to the given master 
schedule and StartGrandTime is the estimated finish BBS time of those 
two blocks, the earliest time. One can delay the joining process until 
(LoadTime - two weeks), the latest time and one can use those free slots for 
others. If (SlackTime = LatestTime - EarliestTime), one can create a 
heuristic that if (SlackTime > x days), then better to wait somewhere. 
• Repainting is needed when blocks are blasted and painted at the BBS first 
then joined together. Ideally, blocks are joined together and completely 
outfitted first and then going to the BBS. The latter means at least 
supports for outfitting items that require mounting with heat have to be 
entirely installed.  
• Joining blocks together before painting is allowable if many free slots are 
available or grand-blocks can be stacked. Moving out the grand-blocks is 
not feasible because of the limited maneuvering ability of transporter and 
the narrow access. Decision of whether earlier, later or just-in-time joining 
is not straight-forward when many ships are built at the same time and 
work progress of blocks is not following the given master schedule. The 
interrelated blocks of a ship would be practically easier to be managed if 
their work progress is close by each other. Inappropriate decision may 
cause jam. 
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Figure 5: Model of the shipyard in SiMPLE++. 
 
A simulation model of the shipyard has been developed in SiMPLE++ (now known 
as eM-Plant). SiMPLE++ stands for Simulation in Production, Logistics and 
Engineering. It is the standard software for object-oriented, graphical, and 
integrated modeling, simulation, and visualization of systems and business 
processes. For the strategic level, simulation can demonstrate the construction 
sequence of a new ship to a promising owner on computer in the offer phase. It can 
be shown whether or not a specific ship can be built and if so, how. For the tactical 
level, alternative factory layouts and operations can be designed and analyzed by 
taking various factors and resources into account (e.g. workers, equipment and 
transport infrastructure). For the operational level, if some components are 
delivered late or if some problem is encountered during the fabrication or assembly 
processes, then the impact can be examined in advance. A common method used is 
what-if analysis. For example, what if another two welders are added for expediting 
a late block, what if the goliath crane stops working? Or what if the number of 
frame carriers is not sufficient? See the first layer of the shipyard model in Figure 
5. 
 
 
320 Proceedings of ICAM05
  
The Block Storage Problem at PT PAL 
 
 
Figure 6: List of slots used in the grand-block storage. Right below is the 2D animation of 
grand-blocks on the assigned slots. 
 
Figure 6 shows a weekly list of slots used in the grand-block storage i.e. storage at 
the side of dock and under the goliath crane. One can see the date time in the first 
row. The first four letters in a cell e.g. M237 are the ship project number and the 
remaining letters e.g. ASB-1PS are the grand-block name. Even though similar 
grand-blocks can be stacked until 3 layers in these areas, the heuristics mentioned 
before do not allow them. As a result, a large number of single blocks are located at 
extra storage areas. It could be a large number of single blocks stacked in the BBS 
storage waiting for partners or entering the BBS. This situation can be seen in the 
below Figure 7. The date time shown relates to the week number 88. About 80 slots 
are used, that is 34 single-blocks (17 grand-blocks) in the grand-block storage and 
46 single-blocks in the BBS storage in which some of them are stacked in two 
layers. Because the BBS storage, see Figure 3, has buildings at the North and West 
sides, the transporter that move in/out blocks will have restricted access. 
Accordingly, positioning of a block on a free slot should consider the required 
repositioning of other blocks i.e. to which areas they have to be moved temporarily.   
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Figure 7: Number of storage slots used. Existing slots consists of those in the BBS 
storage and the grand-block storage. 
 
Figure 6 shows also two types of direction namely the transversal direction (e.g. the 
third column in the animation: M237-DBBS-8C+ DBBS-8S and the longitudinal 
one (the first two columns: M229-DBBS-7P+DBBS-8P). When loading a grand-
block into a dock, the goliath crane with two wire ropes cannot rotate it. The 
direction of a grand-block in the storage has to be the same direction as that in the 
dock. Only light weight grand-blocks can be rotated by the goliath crane with 
simply one wire rope. The direction code can be seen in the block name suffix. 
Different suffixes means e.g. C+S laying out in the transversal direction while the 
same ones e.g. P+P in the longitudinal direction. In case of building five DSBC in 
series, the first two of them, M236 and M237, have grand-blocks mostly in 
transversal direction while the next three, M229, M230 and M231, in the 
longitudinal one. This discrepancy is caused by the made-to-order characteristic of 
building ships even in series and same owner. The not easy implication to the 
block storage is when dividing the available slots to the transversal and 
longitudinal grand-blocks, in particular when reserving slots for joining blocks 
together and when the blocks are not in the same work progress.  
 
Another practical problem that can be seen in Figure 6 is the size of grand-blocks. 
For example, one can see in the animation that grand-blocks M237-ASB-1PS, 
M237-ASA-2PS, M237-ASA-1PS and M237-ASB-2PS (column numbers 4, 5, 6 and 
10) are wider than the available slots. Because there are electrical supply panels 
and consumable outlets along the grand-block storage, slots without panels and 
outlets can be occupied by the wider grand-blocks. The implication is that the 
wider and transversal grand-blocks should get a higher priority when reserving free 
slots. A longer longitudinal grand-block may occupy a small area of its neighboring 
slots. 
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Although single blocks can use the grand-block storage for the short term until the 
slots are required, transportation of the single blocks should be minimized. The 
cost of lift-up/down and move those blocks is high and there are risks that those 
blocks could slip out and their forms could distort. To sum it up, the block storage 
at extra areas which are far from the shipbuilding plant should be minimized. This 
means reducing the traffic of block movement and the cost for preparing the extra 
storage areas. The problem looks for better heuristics or another technology to 
solve it fast and efficiently, in particular for the dynamic operational level. 
 
4 Plan to embed optimization 
 
Shortcomings of simulation are inability to evaluate a huge range of trial-and-error 
options and to organize the search to the best solutions. Since simulation can cope 
with the complexities and uncertainties posed by the real world problems, a 
combination of simulation and optimization will unify advantages of both. 
 
If the real world is so complex, an optimization technology may not be able to solve 
the problem completely. It is then necessary to restrict part of the real world in 
which the optimization technology can contribute much to the problem. In terms of 
planning, the technology should be embedded within the simulation model and it 
will look as if a real-time optimization in the real world. 
 
To start with the application of an optimization technology, it is crucial to structure 
the problem. For example, 
1. Scope: Finish BBS-Start Erection 
2. Goal: 
• Minimize the number of extra storage areas 
• Minimize the cost of block handling (e.g. stacking) and transportation. 
3. Constraints: 
• Fixed BBS finish date 
• Fixed erection loading start date 
• Number of slots in the BBS storage and the grand-block storage.  
 
The extension could be starting from the finish assembly with actual assembly 
finish date and the fixed erection sequence. It means covering the dynamics in the 
preceding fabrication & assembly processes and improving the finish erection 
(launching) date. 
 
Fortunately, the Centre for Mathematical Modelling and Simulation, Bandung 
Institute of Technology, Indonesia and Prof Jan Bisschop from the Department of 
Applied Mathematics, University of Twente, Netherlands offered helps to the 
shipyard for applying an appropriate optimization technology to the problem. The 
preliminary result will be published in the next paper. 
 
5 Conclusion 
 
This paper provides details of the block storage problem at PT PAL Indonesia and 
the use of simple heuristics to solve the problem. 
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Abstract: During this presentation the mathematical formulation of a basic stacking optimization 
model with known block arrival and departure moments will be developed.  This model is based 
on the a priori construction of admissible stacks, and minimizes the number of extra storage slots 
required to place all blocks.  The model is a binary-programming model.  This type of model is not 
guaranteed to solve in polynomial time.  Nevertheless, optimal solutions have been found for 
model instances with up to 150 blocks, where the measured solution time was in the order of 
minutes.  Next, some extensions of the problem together with the corresponding formulation are 
presented in detail.  The talk ends with an overview of potential model extensions that have not 
yet been implemented. 
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Abstract: In an operational setting it is quite natural to design simple decision rules for the 
placement of blocks in stacks.  These rules can then be used not only by the storage manager, 
but also by the person that develops a simulation model of the overall ship construction process. 
The design goal behind each rule is to minimize the number of so-called shifts, i.e. any extra 
block movements after a block has been placed.  During this talk, some simple block placement 
decision rules are explained and illustrated for a few selected small examples. The results are 
then compared with the results derived from the optimization model.   
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Abstract: Nonnegative solutions to the Hamilton Jacobi equation of the form ( ) ( ) 0, =⋅+∇+ uGuHut  
are considered, where the Hamiltonian H  and the perturbation term G  satisfy 
certain regularity. The theory of nonlinear semigroup of operators necessitates us 
to work with time dependent equation. Lack of regularity forces the use elliptic 
regularization. Regularity of solutions in term of Burch classes will also be 
discussed. 
Keywords: Hamilton-Jacobi equations, nonnegative solutions, Burch classes, 
regularity 
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Abstract: In this talk I will present some recent results on generalized fractional 
integral operators (and their modified versions) on generalized Morrey spaces (and 
generalized Campanato spaces, respectively). These results were obtained by Nakai 
(2001), Eridani (2002), Gunawan (2003), and Eridani, Gunawan and Nakai (2004). 
Some possible applications will also be discussed. 
Keywords: Fractional integral operator, Riesz potentials, function spaces, 
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Abstract: In this paper we prove the boundedness of Riesz potential Iα from Morrey 
spaces to Campanato spaces. Actually, in this case, we consider only functions 
with compact support. We also consider the special case of our result. That is, we 
consider Iα in BMO and L∞. 
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Abstract. A one-dimensional model of multi-phase steam displacing oil in a
saturated porous medium is considered here. We consider the fluids are incom-
pressible displacement and the porous medium is flat and homogeneous. Using
the improved interface model, the interface, separating the steam zone from the
liquid zone, is considered as a moving internal boundary. The model equations
are derived from the mass and energy balances, coupled with the Darcy’s law for
multi-phase flow. The interface velocity is determined from Rankine-Hugoniot
condition of the mass and energy balances. We investigate numerically the model
using a level set method. We discretize the model equations by higher order TVD
Runge-Kutta scheme in time and conservative finite difference WENO scheme in
space. Using varying oil viscosities and steam injection velocities, some numerical
results are obtained.
Key-words: Level set method, interface, multi-phase flow, higher order
1 Introduction
A problem of steam displacing oil in a saturated porous medium has been in-
vestigated experimentally and numerically [12, 5], and analytically [3, 8, 9]. An
important characteristic of their model was the occurring of steam condensation
front (interface) as an internal boundary which separates the steam zone (consist-
ing of water, oil, and steam) from the liquid zone (consisting of only water and oil).
The temperature was assumed to be constant, which is the boiling temperature
in the steam zone and the reservoir temperature in the liquid zone. The interface
velocity was given as a constant velocity, calculated from the local heat balance.
In this paper, we improved a one dimensional interface model of the problem. The
model equations are derived from the mass and energy (enthalpy) balances, cou-
pled with the Darcy’s law for multi-phase flow (water, oil, and steam) without the
capillary and gravity effects. The interface velocity, assumed to be equal to the to-
tal Darcy’s velocity in the liquid zone, is determined from the Rankine-Hugoniout
condition of the mass and the energy balances. The temperature not assumed to
be constant anymore.
The evolution of the interface is computed implicitly by applying a level set
method. The main idea of the method is that the interface is always represented
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as a zero level set of a smooth function defined on whole domain. In the im-
plementation of the method, we only need to define the level set function in a
neighborhood of the interface. The model equations are discretized by higher
order TVD (total-variation-diminishing) Runge-Kutta scheme in time and a con-
servative finite difference WENO (weighted essentially non-oscillatory) scheme in
space [6, 7, 13].
In section 2, we describe the improved one dimensional interface model of the
problem, and the governing equation of the model is presented in section 3. In the
section 4, we write the level set method and its algorithm according to the problem,
and in the section 5 the discretizations is given. Some numerical results are shown
in section 6 and in the last section we draw the conclusion and discussion.
2 Improved One Dimensional Interface Model
Here we improve the one dimensional interface model done by Bruining & van
Duijn [3]. We consider the porous medium with a length L is flat and homoge-
neous with constant porosity ϕ. Therefore we ignore the gravity effect and the
model is investigated in one dimension. The fluid is assumed to be incompressible
displacement and the oil is a distillable component. We then disregard the capil-
lary effect from the fluid flow. The interface is assumed as a steam condensation
front where all steam condenses to become water, and it separates the steam zone
(consisting of water, oil, and steam) from the liquid zone (consisting of water and
oil) (see Figure 1 (i)).
Figure 1: (i) Improved interface model (ii) Initial condition
Initially, the porous medium consist of only oil and connate water at the reser-
voir temperature T0, see Figure 1 (ii). The steam is injected into the injection
well with a constant velocity uinj at the boiling temperature Tb. It heats and
drives the liquid toward the production well and the oil will be produced within
the production temperature. Hence the fluids transport and heat transfer occur
in the porous medium, governed by the mass and heat balances coupled with the
Darcy’s law for multi-phase flow. In the steam zone, a process of steam conden-
sation occurs while the heat losses away from the boiling temperature to a prior
unknown interface temperature Tint at the interface where all steam abruptly con-
denses to become water. Therefore we assume the fluids saturation and gradient
temperature are discontinuous at the interface. In the liquid zone, liquids move
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forward with a prior unknown interface velocity V while the heat losses away from
the interface temperature to the production temperature at the production well.
Here, we assume that the production temperature is equal to the initial reservoir
temperature at the production well. The interface velocity V is determined from
the Rankine-Hugoniout conditions of the mass and energy balances.
3 Governing Equation
We denote the water, steam, and oil saturations, temperature, and total Darcy’s
velocity by Sw(x, t), Sg(x, t), So(x, t), T (x, t), and u(x, t) respectively. The func-
tions are defined on a domain D = [0, L]× [0, tmax], where tmax is a time spent by
the interface to the production well.
The mass and energy balances, coupled with the Darcy’s law for multi-phase flow
without capillary and gravity effects read as follows.
ϕ∂t (ρoSo) + ∂x (ρoufo) = 0, (1)
ϕ∂t (ρw,wSw) + ∂x (ρw,wufw) = q, (2)
ϕ∂t (ρg,wSg) + ∂x (ρg,wufg) = −q, (3)
∂t [(1− ϕ)Hr + ϕ(SoHo + SwHw + SgHg)]
+∂x [u (foHo + fwHw + fgHg)] = ∂x [κ(T )∂xT ] , (4)
where fi = λi∑
j=w,g,o λj
, λi = −k kriµi ; i = w, g, o, krw =
(
Sw−Swc
1−Swc
)4
, kri =
(
Si
1−Swc
)4
;
i = g, o, Hr = ρrCrP (T − T0), Hw = ρw,wCwP (T − T0), Hg = ρg,wCg,wP (T − T0) +
ρg,wΛ, Ho = ρoCoP (T − To), and q ≥ 0 is a steam condensation rate.
We can show if Sw = Swc, Sg = 0, or T = Tb then q = 0, implying u = u(t).
Therefore, we consider q = Q(Sw − Swc)Sg(Tb − T ) for a positive constant Q.
By scaling SwD :=
Sw−Swc
1−Swc , SiD :=
Si
1−Swc ; i = g, o, TD :=
T−T0
Tb−T0 , xD :=
x
L ,
uD := uuinj , tD :=
uinjt
ϕL(1−Swc) , and neglecting the indexes D, we rewrite (1), (2),
(3), and (4) as follows.
∂t (ρoSo) + ∂x (ρoufo) = 0, (5)
∂t (ρw,wSw) + ∂x (ρw,wufw) = Q∗SwSg(1− T ), (6)
∂t (ρg,wSg) + ∂x (ρg,wufg) = −Q∗SwSg(1− T ), (7)
∂t
[
(1− ϕ)Hr + ϕSwcHw
ϕ(1− Swc) + SwHw + SgHg + SoHo
]
+ ∂x [u (fwHw + fgHg + foHo)] =
(
∆T
uinjL
)
∂x [κ(T )∂xT ] , (8)
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with initial and boundary conditions
Sw(x, 0) =
{
0,
0,
So(x, 0) =
{
0,
1,
T (x, 0) = u(x, 0) =
{
1, if x = 0,
0, if 0 < x ≤ 1, (9)
Sw(0, t) = 0, Sw(1, t) = 0, So(0, t) = 0, So(1, t) = 1,
T (0, t) = 1, T (1, t) = 0, u(0, t) = 1, u(1, t) = u+(t), (10)
where Q∗ = QL(1− Swc)2∆T and ∆T = Tb − Tr.
Note that we also use D for the dimensionless domain.
By adding (5), (6), (7), and using
∑
j=w,g,o Sj = 1 and
∑
j=w,g,o fj = 1, we get
an equation for the total Darcy’s velocity as follow.
∂u
∂x
= −Q
∗
ρ
Sw(1− Sw − So)(1− T ), where ρ = ρw,wρg,w
ρw,w − ρg,w . (11)
Using (11), we can show that (6) and (7) are equivalen. We then simplify and
rewrite the governing equtations (5), (6) (8), and (11) in the form
∂U
∂t
+
∂G(U)
∂x
= 0,
∂u
∂x
= −Q
∗
ρ
Sw(1− Sw − So)(1− T ), (12)
where U = (Sw, So, (α1 + α3 + (α2 − α3)Sw + (α4 − α3)So)T )T , G(U) =(
u(fw + ρρw,w ), ufo, u((α3 + (α2 − α3)fw + (α4 − α3)fo)T +
ρΛ
∆T )− ( κ(T )uinjL )∂T∂x
)T
,
and α1 = ((1− ϕ)ρrCrP + ϕSwcρw,wCwP ) / (ϕ(1− Swc)), α2 = ρw,wCwP , α3 =
ρg,wC
g,w
P , α4 = ρoC
o
P are positive constants.
Here we will investigate a class solution of piecewise smooth functions which are
discontinuous at the interface.
Let the interface x = Γ(t) move with a velocity V (t) equal to a prior unknown
liquid velocity in the liquid zone u+(t). We denote the steam zone by Ω = [0,Γ(t)),
and the liquid zone by Ωc = (Γ(t), 1]. We set κ(T ) = κg, (x, t) ∈ Ω, and κ(T ) =
κl, (x, t) ∈ Ωc. Then we summarize the equation for each zones, and the interface
conditions according to the improved one dimensional interface model as follows.
3.1 Steam Zone Problem (SZP)
Using κ(T ) = κg and from (12) we get governing equations in the steam zone as
follows.
∂Ug
∂t
+
∂Gg(Ug)
∂x
= 0,
∂ug
∂x
= −Q
∗
ρ
Sgw(1− Sgw − Sgo )(1− T g), (13)
where Ug = (Sgw, S
g
o , (α1 + α3 + (α2 − α3)Swg + (α4 − α3)Sgo )T g)T , Gg(Ug) =(
ug(fgw +
ρ
ρw,w
), ugfgo , u
g((α3 + (α2 − α3)fgw + (α4 − α3)fgo )T g + ρΛ∆T )− (
κg
uinjL
) ∂T
g
∂x
)T
,
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with initial and boundary conditions
Sw(x, 0) = 0, So(x, 0) = 0, T (x, 0) = 1, u(x, 0) = 1, (14)
Sw(0, t) = 0, Sw(Γ(t), t) = S−w , So(0, t) = 0, So(Γ(t), t) = S
−
o ,
T (0, t) = 1, T (Γ(t), t) = Tint, u(0, t) = 1, u(Γ(t), t) = u−. (15)
3.2 Liquid Zone Problem (LZP)
Because of Sg = 0 (there is no steam in the liquid zone), the total Darcy’s velocity
u is only a prior unknown time independence, i.e. u = u+(t). Hence we simplify
the equations (12) using κ(T ) = κl to get
∂Ul
∂t
+
∂Gl(Ul)
∂x
= 0, (16)
where Ul =
(
So
l,
(
α1 + α2 + (α4 − α2)Sol
)
T l
)T
,
Gl(Ul) =
(
u+f lo, u
+(α2 + (α4 − α2)f lo)T l − ( κluinjL )∂T
l
∂x
)T
,
with respect to initial and boundary conditions
So(x, 0) = 1, T (x, 0) = 0, u(x, 0) = 0, (17)
So(Γ(t), t) = S+o , So(1, t) = 1, T (Γ(t), t) = Tint, T (1, t) = 0. (18)
3.3 Interface Condition
Using the Rankine-Hugoniout condition for (12) and by assuming that the interface
velocity V (t) is equal to a prior unknown u+(t), from our calculations we get
interface conditions as follows. The interface velocity is given by
V = u− + (
∆T
ρuinjL
)
(κlTxl − κgTxg)
((Cg,wP − Cw,wP )∆TTint + Λ)
, (19)
S−o is one of the roots of (1− S−w − S−o )V = ρρg,w V − u−
(
f−w + f
−
o +
ρ
ρw,w
)
,
S+w is one of the roots of (1− S+w − S−o )V = V (1− f+w )− u−f−o , and S−w is given.
Another conditions u− and Tint are obtained from (11) and the local heat balance
in (12).
4 Level Set Method
Here we use an idea of a level set method for tracking a discontinuity in hyper-
bolic conservation laws done by Aslam [1, 2] to track the interface. The interface
is represented by zero level set of a smooth function Φ constructed and defined
on D. One of the advantages of the method is that the interface is never ex-
plicitly computed from the interface velocity. Hence, we could increase the order
of the accuracy depending on the scheme used to approximate the function Φ.
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Here, we modify the domain only on a neighborhood of the interface, which moves
with respect to time. The modification should reduce the computation time. The
method successfully have applied for two-phase steam displacing water in a satu-
rated porous medium as a simplified of the problem by assuming there is no oil in
the porous medium, see [10, 11].
4.1 Construction of Level Set Equation
Suppose we have an initial interface dΓ(t)dt |0 = V (0) and interface x = Γ(0) = Γ0.
We want to construct a smooth level set function Φ(x, t) in which the evolution of
the interface x = Γ(t) is computed from a zero level set of Φ(x, t), i.e. Φ(Γ(t), t) =
0. Initially, we extend the initial condition in each zones (14), (17) onto the whole
domain [0, 1] to get
Ug0(x) = (Sw
g
0(x), So
g
0(x), T
g
0 (x))
T , ug0(x), (20)
Ul0(x) = (So
l
0(x), T
l
0(x))
T , u+0 (t). (21)
By using (13) - (20) and (16) - (21), we then obtain smooth solutions
Ug(x, t) = (Sgw(x, t), S
g
o (x, t), T
g(x, t))T , ug(x, t), (22)
Ul(x, t) = (Slo, T
l(x, t))T , u+(t), (23)
defined on D with 1 ≥ T g(x, t) ≥ T l(x, t) ≥ 1 respectively. Note that the extended
functions (20) and (21) are not unique. Therefore we choose the extensions such
that the solutions (22) and (23) are obtained.
Next, we define a speed function F (x, t) as continuous extension of the interface
velocity V (t) by
F (x, t) = u− +
(
∆T
ρuinjL
)(
κwT
l
x
+ − κsT gx−
(Cg,wP − Cw,wP )Tint + Λ
)
. (24)
Since T gx and T
l
x are only continuous, then F (x, t) is a continuous too. For nu-
merical computations, we smoothen F (x, t) in the neighborhood of the interface
to get a smooth extension of V . This will be discussed in subsection4.2.
Now we look for a level set function Φ(x, t), moving with speed function F (x, t),
in which Γ(t) is a zero level set of this Φ(x, t), i.e. Φ(Γ(t)) = 0. We consider a
level set Φ(x, t) = c for any constant c. By using the chain rule and the fact that
the speed F along this level set is dx/dt = F (x, t), we have
∂tΦ+ F∂xΦ = 0, (x, t) ∈ D, Φ(x, 0) = Φ0, (25)
where the initial condition Φ0 is given as a distance function Φ0(x, 0) = x− Γ(0).
From the smooth solution Φ(x, t) of (25), we obtain an interface as a zero level set
of Φ(x, t). Furthermore, the piecewise smooth solution of (12) is defined by
(U(x, t), u(x, t)) =
{
(Ug(x, t), ug(x, t)) jika Φ(x, t) < 0,
(Ul(x, t), u+(t)), jika Φ(x, t) ≥ 0. (26)
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Furthermore we investigate the solution Φ of the level set equation (25). Because
of the speed function F (x, t) is not constant, then the shape of solution Φ in (25)
will change and no longer to be a distance function even after some short time. To
anticipate a loss of the numerical error, we reinitilize (in the numerical iteration)
the initial condition of (25) with a distance function in each timestep using
∂τΦd = sgn(Φ)(1− ∂xΦd), (27)
to steady state, where Φd(x, 0) = Φ(x, t) is not a distance function, and sgn is a
sign function, suggested by [4].
4.2 Continuous Extension of Speed Function
Suppose for each t, the speed function F (x, t) as an extension speed function of
V away from the interface Γ(t) onto the domain D, i.e F (Γ(t), t) = V (t). Since F
is not smooth at this interface, it may contribute to large numerical errors in the
computation of Φ in (25). Here we smoothen the function F at the interface by
solving the advection equation suggested in [4]
∂τF + sgn(Φd)∂xF = 0, u(x, 0) = u(x, t) (28)
where Φd a distance function from Γ(t). The solution F of (28), will smoothly
extend V away from the interface, and the value of V on the interface does not
change because Φd is zero on the interface, Φd(Γ(t), t) = 0.
4.3 Algorithm
In our numerical computation, we start the method only at the initial interface Γ0
with the initial interface velocity V (0). Therefore the method is applied only on
the neighborhood of this initial interface, Dr, and we repeat the method for some
time. We can now summarize the method in an algorithm as follows.
1. Initialize Sw0, Sg0, T0, u0, Γ0 and Φ0 as a distance function from Γ0.
2. Define the extended initial condition Ug(x, 0) = (S
g
w0(x), S
g
o0(x), T
g
0 (x))
T ,
ug0(x), and Ul(x, 0) = (S
l
o0, T
l
0(x))
T onto whole domain [0,1].
3. Find Ug(x, t) = (Sgw(x, t), S
g
0 (x, t), T
g(x, t))T , ug(x, t), from (13) - Ug(x, 0),
u0(x) and Ul(x, t) = (Sl0, T
l(x, t))T , from (16) - Ul(x, 0).
4. Compute the speed function F (x, t) using (24) and then be smoothen by
(28).
5. Construct Φ(x, t) using (25) and then reinilize to be exact distance function
Φd by solving (27).
6. Compute the new interface as a zero of the distance function Φd.
7. Define the solution by (U(x, t), u(x, t)) =
{
(Ug(x, t), ug(x, t)) if x ≤ Γ(t),
(Ul(x, t), u+(t)), if x > Γ(t).
8. Repeat the steps 2 through 7 for the next timestep.
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5 Discretization
In the numerical calculations, we take uniform grid sizes ∆x = 1N for the domain
[0,1], where N + 1 is the number of gridpoins, and ∆xr = ∆xNr+1 for the restricted
(refining) domain [xri − δ, xri+1 + δ], where xri < Γ(t) ≤ xri+1, Nr is the num-
ber of points added in an interval [xi, xi+1], and δ = 1.5(Nr + 1)∆xr. The main
timestep ∆t is depending on the grid size ∆x and the CFL number of the TVD
Runge-Kutta scheme. The numerical solution of s is denoted by sni = s(xi, tn),
where xi = (i− 1)∆x, i = 1...N + 1 and tn = n∆t, n = 1...nmaxiter = tmax/∆t.
Recall now that equations (13), (16) (25), (27), and (28) need to be discretized.
In general, the partial differential equation in (13) and (16) can be written in form
∂ts+ ∂xf(s) = ∂xQ(s, sx). (29)
5.1 TVD Runge-Kutta Time Discretization
To avoid any instabilities arising from the evolutions of (25), (27), and (29) we use
a third order TVD Runge-Kutta scheme in time as described in [13]. We consider
st = L(s), (30)
L is the spatial operator of either (25), (27), or (29) . The time discretization of
(30) is
s(1) = sn +∆tL(sn),
s(2) = (3/4)sn + (1/4)s(1) + (1/4)∆tL(s(1)),
sn+1 = (1/3)sn + (2/3)s(1) + (2/3)∆tL(s(2)), (31)
where ∆t ≤ c∆x/α, c is a CFL number, α = max |f ′(s)|.
5.2 Spatial Discretization
In order to apply the fifth order WENO scheme, we rewrite (29) in the form
st = −∂xf(s) + ∂xQ(s, sx) ≡ L1(s). (32)
L1(s) is approximated by L1ni = −
fˆni+1/2−fˆni−1/2
∆x + Qˆ
n
i . Qˆ
n
i is the fourth order
central difference approximating to the diffusion term Q(s, sx), see [10, 11]. Using
a conservative global Lax-Friedrichs flux splitting, fˆni+1/2 is written by
fˆni+1/2 = fˆ
+n
i + fˆ
−n
i+1, (33)
where fˆ+ni = WENO5(f
+n
i−2, f
+n
i−1, f
+n
i , f
+n
i+1, f
+n
i+2),
fˆ−ni+1 = WENO5(f
−n
i+3, f
−n
i+2, f
−n
i+1, f
−n
i , f
−n
i−1),
f+
n
i = (f(s
n
i ) + αs
n
i )/2, f
−n
i = (f(s
n
i )− αsni )/2,
α = max
s
(|f ′(s)|).
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The fifth order WENO scheme, WENO5, is defined as in [13].
For the level set equation (25), we rewrite in the form
∂tΦ = −FΦx ≡ L2(Φ). (34)
L2(Φ) is approximated by L2ni = −Fni Φˆxni . Then Φˆx is approximated using fifth
order WENO scheme for Hamilton-Jacobi equation [6]. Define D−ni = (Φ
n
i −
Φni−1)/∆x, D+
n
i = (Φ
n
i+1 − Φni )/∆x ,then the Φˆx is given by
Φˆx =
{
WENO5(D−ni−2, D
−n
i−1, D
−n
i , D
−n
i+1, D
−n
i+2) if F
n
i ≥ 0,
WENO5(D+ni+2, D
+n
i+1, D
+n
i , D
−n
i+1, D
−n
i+2) otherwise.
By applying the process as used in (25) we discretize similarly the equation (27)
using the function sgn(Φ) smoothed by sgn(Φ)ni = Φ
n
i /
√
Φni
2 + 2,  = ∆xr, and
a time step ∆τ = ∆xr/5. As done in [4], we discretize the equation (28) by a first
order upwind scheme using CFL = ∆τ/∆x number 0.5 as follow.{
if sgnni (Φ) > 0, then u
newn
i = u
oldn
i − 0.5(uoldni − uoldni−1),
if sgnni (Φ) < 0, then u
newn
i = u
oldn
i + 0.5(u
oldn
i+1 − uoldni ).
Note that if xj−1 < Γ < xj for some j, then unewnj = u
oldn
j − 0.5(uoldni − V ) and
unewnj−1 = u
oldn
j−1 + 0.5(V − uoldnj−1).
6 Numerical Results
Here, we use the steam injection uinj , the oil viscosity µo, and the left shock water
saturation S−w as parameters. We plot the evolutions of the temperature, fluids
saturation, and total Darcy’s velocity at t = 0, t = tmax4 , t =
tmax
3 , t =
tmax
2 and
t = tmax, and the interface velocity evolution, shown in Figure 2 as follow.
Figure 2: Evolutions of fluids saturation, temperature, total Darcy’s velocity, and interface
condition with uinj = 5.00 e-05, µo = 2.45 e-03, S
−
w = 0.20.
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The Figure indicate that the gradient temperature, fluids saturation, and total
Darcy’s velocity are discontinuous at the interface (see (i) - (v)). The temperature
and velocity of the interface are decreasing with respect to the time and position.
The left and right shock oil saturations are constant.
By using some steam injection velocities and left shock water saturations with the
fixed oil viscosity, we have the numerical results, given in the Figure 3 and Table 1
as follows. This numerical results show that the interface velocity and sweeping
Figure 3: Interface conditions with (i) uinj = 3.02 e-05, (ii) uinj = 5.00 e-05, (iii) uinj = 7.50
e-05, and fixed µo = 5 e-03, S− = 0.15.
Table 1: Total oil recovery and sweeping time with respect to parameter uinj with µo =
2.45 e-03 and S−w = 0.15 (left), S
−
w = 0.20 (right).
uinj Total oil recovery (%) Sweeping time (hour)
(m/s) S−w = 0.15 S
−
w = 0.20 S
−
w = 0.15 S
−
w = 0.20
3.02 e-05 55.92 58.44 489.907 575.024
5.00 e-05 55.03 57.23 234.642 247.777
7.50 e-05 54.66 56.86 141.885 146.223
time tmax depend on the steam injection velocity uinj , but the total oil recovery
does not. The left shock water saturation influence to the total oil recovery and
time sweeping.
When we use some oil viscosities with fixed the steam injection velocity, we have
the numerical results, shown in the Figure 4 and Tabel 2 as follows.
Figure 4: Interface conditions with (i) µo = 1 e-03, (ii) µo = 2.45 e-03, (iii) µo = 5 e-03 , and
fixed uinj = 3.02 e-05, S
− = 0.20 tetap.
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Table 2: Total oil recovery and sweeping time with respect to parameter µo with uinj =
5.00 e-05 and S−w = 0.15 (left), S
−
w = 0.20 (right).
µo Total oil recovery (%) Sweeping time (Jam)
(Pa s) S−w = 0.15 S
−
w = 0.20 S
−
w = 0.15 S
−
w = 0.20
1 e-03 59.35 61.64 240.115 254.345
2.45 e-03 55.03 57.28 234.642 247.777
5 e-03 51.61 53.86 230.281 243.860
The results show that the total oil recovery depends on the oil viscosity µo, but
the interface velocity and sweeping time tmax do not.
Furthermore, when we assume that the temperature at the steam zone is the
constant boiling temperature, we get that the interface velocity is constant and the
temperature is decreasing drastically from the boiling temperature at the interface
to the reservoir temperature away from the interface as shown within Figure 5.
This result is similar to the result of [3] within isothermal condition.
Figure 5: Evolutions of Fluids Saturation, Temperature, Total Darcy’s Velocity, and interface
condition by assuming the constant boiling temperature at the steam zone with uinj = 5.00 e-05,
µo = 2.45 e-03, S
−
w = 0.20.
7 Conclusion and Discussion
From our investigation we have some concluding remarks as follows. (1) The level
set method can be applied to multi-phase steam displacing oil in a saturated porous
medium problem in which the method is used to track implicitly the evolution of
the interface as a zero of a level set function. (2) Accuracy of tracking interface
using the level set method is higher order. (3) The steam injection velocity influ-
ence to the interface velocity and sweeping time. (4) The oil viscosity influences
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to the total oil recovery. (5) The left shock water saturation influence to total oil
recovery and time sweeping.
Some future researches should be investigated: (1) including the capillary effect,
the problem will be complicated and interested. (2) Furthermore, we can consider
the interface as a zone, not as a point anymore. (3) Numerical solution of the
problem in two or three dimension is also interesting.
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CONVERGENCE OF FINITE DIFFERENCE APPROXIMATION  
FOR TWO CHANNELS DISSIPATION MODEL*) 
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a UGM, Yogyakarta, Indonesia  
 
Abstract. In this paper the classical solution of two channel dissipation model is 
approximated by finite difference method. By proving the stability and consistency 
of this method for two channels model dissipation and using the Lax Equivalence 
theorem we prove that the method is convergent. Furthermore it will be 
demonstrated that the numerical solutions tend to the exact steady state solution 
as the time limits infinity. 
Key-words: partial differential equation, Chemical engineering 
 
*)This paper is part joint supervision between Gadjah Mada University and F.P.H. Van 
Beckum, Netherland 
 
1 Introduction 
 
For introducing for two channels dissipation model is think of a gas flowing in a 
long pipe at velocity c. At a certain point 0=x  in the pipe, let another gas be 
injected, creating a concentration level A in the flow. Suppose the injection has 
started at time 0=t , and will go on permanently ever since. Now it is of interest to 
see how this sudden jump of gas concentration will propagate down the pipe. What 
do we see? 
At first sight we would think the concentration ( , )u x t would be carried along with 
the gas, satisfying the translation equation  
0=+ xt ucu .                             (1) 
In the present case u is a step function with two levels: 0 and A. According to 
equation (1), at any time t the jump would exactly be at position ctx = , the 
concentration being still zero for ctx > , while for ctx <  it would already be A.  
However, this is not exactly what we see in practice: we will rather see the front 
loosing its steepness more and more.  
Intuitively we blame this to velocity differences in the flow: some particles run 
faster than others; along the pipe’s axis the velocity might be larger than along the 
pipe wall; maybe there is some turbulence; particles may even change now and 
then from being a faster one to being a slower one or vice versa.   
Think of two separated pipes, each carrying half of the flow. Pipe 1 contains the 
faster particles, having a speed 1c  say, and we just assume one single value 1c for 
all particles in this pipe. Pipe 2 conveys the slower particles, all with speed 2c .  
Particles being slow first and becoming fast later, or vice versa, are modelled by 
crossing over from pipe 1 to pipe 2 and back. 
Thus, Van Beckum (4) arrived at the following set of equations for the 
concentration u in pipe 1 and the concentration v in pipe 2: 
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1
2
( )
( )
t x
t x
u c u v u
v c v u v
+ = α −
+ = α −                                          (2) 
 
c 
c 2 
u 
v 
1 
 
Figure 1: Two channels dissipation model 
 
where α  is the percentage of the exchanging concentration. 
So instead of one PDE of second order, we now have two of the first order. In this 
paper the classical solution partial differential equations with initial values and 
boundary conditions is approximated by finite difference method. By proving the 
stability and consistency of this method and using the Lax Equivalence theorem we 
prove that the method is convergent. Furthermore it will be demonstrated that the 
numerical solutions tend to the exact steady state solution as the time limits 
infinity. 
       
2 Lax equivalence theorem  
Let be V Banach space, VV ⊆0  a dense subspace V. Let VVVL →⊆0:  be a 
linear operator. The operator L usually unbounded and can be thought of as a 
differential operator. Consider that initial value problem (Cauchy abstract)  
0)0(
,0),()(
uu
TttLu
dt
tdu
=
≤≤=
                          (3) 
The next definition gives the meaning of a solution of the problem (3). 
 
Definition 2.1. A function VTu →],0[:  is a solution of the initial value problem 
(3) if for any 0)(],,0[ VtuTt ∈∈   
 ( ) 0)()()(1
0
lim =−−∆+∆→∆ tLututtutt                           (4) 
and 0)0( uu = . 
Definition 2.2 The initial value problem (3) is well-posed if for 00 Vu ∈ , there is a 
unique solution )(tuu = and the solution depends continuously on the initial 
value : There exists a constant 00 >c  such that )(tu  and )(tu are the solutions  
for the initial values 000 , Vuu ∈ , then  
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VV
uuctutu
Tt 000
)()(
0
sup −≤−≤≤ .                         (5) 
 
Proposition 2.1 Assume the problem (3) is well-posed and the solution is denoted as 
 000 ,)()( VuutStu ∈= .                           (6) 
Then the solution operator )(tS is linear. 
Definition 2.3 Assume the operator VVVtS →⊆0:)( can be uniquely extended 
to a linear continuous operator VVVtS →⊆0:)( with  
 0)(0
sup
ctS
Tt V
≤≤≤ . 
For 00 VVu −∈ , we call 0)()( utStu =  the generalized solution of the initial value 
problem (3).  
Proposition 2.2 For any Vu ∈0 , the  generalized solution 0)()( utStu =  of the 
initial value problem (3) is continuous in  t. 
Proposition 2.3 Assume the problem (3) is well-posed. Then for all ],0[, 01 Ttt ∈  
such that Ttt ≤+ 01 , we have )()()( 0101 tStSttS =+ . 
The existence of the well-posed solution is shown more details on theoretical 
analysis of the semigroups of linear operators by Goldstein [2]. 
 
Now we introduce a finite difference method defined by one-parameter family of 
uniformly bounded linear operators 
 00,:)( ttVVtC ∆≤∆<→∆ .               (7) 
Here 00 >∆t  is a fixed number. The family { } 00)( tttC ∆<∆<∆  is said to be uniformly 
bounded if there is a constant c such that  
 ].,0(( 0ttctC ∆∈∆∀≤∆  
The approximate solution is then defined by  
 ⋅⋅⋅=∆=∆∆ ,3,2,1,)()( 0 mutCtmu mt                                                   [8] 
 
Definition 2.4 The difference method is the approximate solution of the problem (3) 
that is defined by  
 ⋅⋅⋅=∆=∆∆ ,3,2,1,)()( 0 mutCtmu mt                                                   (8) 
 
Definition 2.5 The difference method (8) is consistency if there exists a dense 
subspace cV  of V  such that for all cVu ∈0 , for the corresponding solution u  of 
the initial value problem (3) , we have : 
 ( ) 0)()()(1
0
lim =∆+−∆∆→∆ ttututCtt  isuniformly on [ ]T,0            (9) 
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Proposition 2.4 If difference method [8] is consistency, then 
t
ItC
∆
−∆ )(
 is a 
convergent approximation of the operator L.  
Definition 2.6 The difference method (8) is convergent if for any fixed ],0[ Tt∈ , 
any  Vu ∈0 , we have  
 0)()(
0
lim
0 =−∆→∆ utStCt
im
i
i
            (10) 
where { }im  is sequence of integer and { }it∆ a sequence of step sizes such that 
ttm
i ii
=∆∞→
lim
. 
Definition 2.7 The difference method (8) is stable if the operator
 { }TtmtttC m ≤∆∆≤∆<∆ ,0)( 0            (11) 
are uniformly bounded; i.e., there exists a constant 00 >M  such that  
 00 :)( ttTtmmMtC VV
m ∆≤∆∀≤∆∀≤∆ → .                     (12) 
We now give the main result of this section.  
Theorem 2.1 (Lax Equivalence theorem) Suppose the initial value problem (3) is 
well-posed. For a consistency difference method, stability is equivalent to 
convergence.  
 
3 Difference method Approximation for Two Channel 
Dissipation Model  
 
Let us consider problem the two channel dissipation model that was derived as in 
introduction: 
1
2
( )
( )
t x
t x
u c u v u
v c v u v
+ = α −
+ = α −                                                                         (13)                                        
In this paper we choose for case 21 cc −=  and then by scaling the equation (13) 
can be written as  
 
)(
)(
vuvv
uvuu
xt
xt
−=∂−∂
−=∂+∂
β
β
                         (14) 
The partial differential equations are given the initial value:  
10)()0,()()0,( 00 <<== xxvxvxuxu ,            (15) 
and the boundary conditions: 
 0),1(),0( >== tbtvatu .             (16) 
This boundary value problem (14)-(16) has the steady state solution: 
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11
)()(,
1
)()( +
−+++
−=++
−= ββ
β
β
β abaxabxvaxabxu .              (17) 
By using Cauchy-Kowalewski Theorem if 0u and 0v  is analytic in some 
neighborhood of the point )1,0(0 ∈x , then the boundary value problem has 
classical solution. This solution  will be approximated by difference method. 
The first stage the problem is written in the form of operator differential equation:
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−∂−
−∂−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
0
0
)0(
)0(
)(
)(
v
u
v
u
tv
tu
v
u
x
x
t
t
ββ
ββ
 
Let be operator ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−∂−
−∂−= ββ
ββ
x
xL  and ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
),(
),(
),(
txv
txu
txw , so the 
problem : 
 
0)0,(
,0),,(),(
wxw
TttxLw
dt
txdw
=
≤≤=
                                                 [18] 
It is clear that L is linear operator and  
 
⎭⎬
⎫
⎩⎨
⎧ ==×∈⎟⎟⎠
⎞
⎜⎜⎝
⎛=×= bvauCC
v
u
CCV )1(,)0(]1,0[]1,0[]1,0[]1,0[ 00   
with maximum norm  V is Banach space . For difference method, we have 
difference scheme:  
 
)(
)(
111
1
111
1
+++
+
++−
+
−=∆
−
−=∆
−
n
j
n
j
n
j
n
j
n
j
n
j
n
j
n
j
vu
t
vv
uv
t
uu
β
β
              (19) 
This difference equation can be written as: 
 
)()(,
,2,1,0
21
)1(
,,3,2,1,0
21
)1(
0
0
0
0
0
111
111
jjjj
n
N
n
n
j
n
jn
j
n
j
n
jn
j
xvvxuubvau
n
t
tuvt
v
Nj
t
tvut
u
====
=∆+
∆+∆+=
=∆+
∆+∆+=
−++
+−+
L
L
β
ββ
β
ββ
    (20) 
For the difference scheme, we define the operator )( tC ∆  by the formula 
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⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆+++∆−−
∆+−+∆−+=⎟⎟⎠
⎞
⎜⎜⎝
⎛∆
)()()()(
)()()()(
)(
)(
)(
2
1
2
1
2
1
2
1
xxvrxxur
xxvrxxur
xv
xu
tC                       [19] 
where tx ∆=∆ and 
2
1
42
1 <∆+= tr β  for all ]1,0[∈∆± xx . 
 Then VVtC →∆ :)(  is a linear operator and it can be shown that  
⎟⎟⎠
⎞
⎜⎜⎝
⎛+≤
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−
−+=
++−
−++=⎟⎟⎠
⎞
⎜⎜⎝
⎛∆
)(
)(
)(
)(
)(
)()()()(
)()()()(
)(
)(
)(
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
xv
xu
r
xv
xu
rr
rr
xvrxur
xvrxur
xv
xu
tC
 
So  
1)( 21 <+≤∆ rtC                 [20] 
and the family { })( tC ∆  is uniformly bounded. The difference method is  
 t
m
mtmt NmwtCtwtCtw ⋅⋅⋅=∆=∆= −∆∆ ,3,2,1,)()()()( 01  
or 
 .,3,2,1),()(),( 0 t
m
mt NmwtCtw ⋅⋅⋅=⋅∆=⋅∆  
The difference method generates an approximate solution that is defined for 
]1,0[∈x  and tm Nmtt ,,2,1,0, L== : 
 
tmm
x
j
j
j
j
j
tx
mjmj
mjmj
mj
mj
mjt
Nmbtvatu
Nj
xv
xu
xv
xu
xw
NmNj
txvrtxur
txvrtxur
txv
txu
txw
≤≤==
≤≤⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛=
−≤≤−≤≤
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++−
−++=⎟⎟⎠
⎞
⎜⎜⎝
⎛=
+−
+−
+
+
+∆
0),1(,),0(
0
)(
)(
)0,(
)0,(
)0,(
10,11
),()(),()(
),()(),()(
),(
),(
),(
0
0
12
1
12
1
12
1
12
1
1
1
1
        [21] 
 
We see that the relation between the approximate solution tw∆  and the solution 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
v
u
 by the scheme difference [20] is  
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),(
),(
),( .                        [22] 
As for the consistency, we take ]1,0[]1,0[0
∞∞ ×⊂= CCVVc . By using Cauchy-
Kowalewski theorem in reference [3] for the initial value functions in cV  , we have 
the solution which is infinitely smooth. Now using Taylor expansion at (x,t), we 
have  
( ) ( )32
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
),(4),(),(2),()2(
),(4),(),(2),()2(
),(),()(),()(
),(),()(),()(
),(
),(
),(
),(
)(
tt
txrvtxvtxrvtxvr
txrutxutxrutxur
ttxvtxxvrtxxur
ttxutxxvrtxxur
ttxv
ttxu
txv
txu
tC
tttxtxx
tttxtxx ∆+∆⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−+
+−++=
⎟⎟⎠
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⎜⎜⎝
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οβ
β
 
So  
tc
ttxv
ttxu
txv
txu
tC
t
∆≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆+
∆+−⎟⎟⎠
⎞
⎜⎜⎝
⎛∆∆ ),(
),(
),(
),(
)(1 ,            (23) 
where 
{ }),(),,(),,(),,(),,(),,(
0,10
sup 2211 txvDtxuDtxvDtxuDtxvtxu
Ttx
c ≤≤<<=  
Thus we have the consistency of the scheme.  
According to (20); 1)( <∆tC and so L,3,2,1,1)( =<∆ mtC m . Then the 
family operators { }TtmtttC m ≤∆∆≤∆<∆ ,0)( 0  are uniformly bounded. Then 
the scheme difference [20] is stable. Because of the stability and consistency of this 
method and using the Lax Equivalence theorem we prove that the method is 
convergent.  
 
This method will be demonstrated that the numerical solutions tend to the exact 
steady state solution as the time limits infinity. We explain the phenomenon in 
figure with parameter 1,5.2,5.0 === βba  and the initials value are: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=⎟⎟⎠
⎞
⎜⎜⎝
⎛=
5.02
5.0
)0,(
)0,(
)0,( 2xxv
xu
xw .                                                      [24] 
From in the figure we see that the solutions tend to the exact steady solution: 
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Figure 2: Graphic solution two channel dissipation model  
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Abstract: The main objective in oil production system using Gas Lift technique is 
to obtain the optimum gas injection rate which yields the maximum production 
rate. Relationship between gas injection rate and production rate is described by 
gas lift performance curve (GLPC). In case where the GLPC is a unimodal curve and 
a large enough amount of injection gas available, the optimum gas injection rate is 
the peak of the GLPC. Therefore, in this case, existence of the optimum solution is 
guaranteed. Obtaining the optimum gas injection is something important because 
excessive gas injection will reduce production rate, and also it is expensive due to 
the high gas prices and compressing costs. In this paper, we discuss the 
characteristic of the GLPC for a production well, for which one phase flow (liquid) 
in the reservoir, and two phase flow (liquid and gas) in the tubing. By assuming 
that gradient pressure satisfies Hagedorn & Brown equation, it can be shown that 
the GLPC is a unimodal curve. 
Keywords: Constrained Optimization, Gas Lift Performance Curve, Gas Injection 
Rate, Liquid Production Rate. 
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DISTANCE LEARNING WITH WEB-BASED: 
 THE OPPORTUNITIES AND THE CHALLENGES 
 
R. Poppy Yaniawati 
Universitas Pasundan, Bandung, Indonesia 
 
 
Abstract. Dirjen Dikti Depdiknas has strictly warned and instructed not to allow 
the higher education learning to have the distance classes, no matter it is aimed at 
servicing to the society that has lack of needed education. One of the alternatives 
to solve this problem is through the distance learning, this could give the society 
an even distribution of education. This will be very effective way especially for 
Indonesia which has many separated  islands both for large ones and even smaller 
ones. E-learning is a kind of web-based distance learning. The advantage to 
implement of this program things are: 1) E-learning is of much benefit to society; 2) 
The growth of internet users both in quality and quantity; and  3) By using its 
facilities, internet can be a great media for e-learning. Besides the advantages, 
there are some hindrances things are: 1) limited infrastructures; 2) the difficulty of 
facilities to access; and 3) the lack of awareness of using internet in the society.       
 
Key words: distance learning, web-based, e-learning, internet 
 
1.  Introduction 
Since on January 2002, there has been a problem about implementation of 
distance classes by higher education learning, especially S1 and S2 programs. It 
was aimed at servicing to the society that has lack of needed education, so they 
can more economize of their cost accommodation for study. However, Dirjen Dikti 
Depdiknas has strictly warned and instructed to stop it. The reason is the 
implementation of it is a less scientific atmosphere, and it was not conducted in 
campus environment. 
One of the alternatives to solve this problem is through the distance learning, this 
could give the society an even distribution of education. This will be very effective 
way especially for Indonesia which has many separated  islands both for large ones 
and even smaller ones. The distance learning has given by the RI law section 31 
number 20 in 2003 (in Kartasasmita, 2003).  
According to Keegan (1986); McLean (2002) (in Soekartawi, 2004), there are 
advantages of distance learning: 
• Flexible; the students can study without limited times and places. 
• Less to disturb daily activities students. 
• Every one can study through distance learning. 
• It makes the students be more autonomous in studying. 
E-learning is a kind of web-based distance learning. According to 
Kartasasmita (2003), e-learning is a kind of distance learning, especially access to 
internet. Web-based learning system is often known with on-line learning or virtual 
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learning that part of the e-learning. Furthermore, Savel (Kartasasmita, 2004) 
explains that e-learning integrate electronic technology and education, by using 
internet more dominant. Besides according to Linde (2004), e-learning is a formal 
or informal learning with electronic media, such as internet, intranet, CDROOM, 
video tape, DVD, TV, mobile-phone, PDA, etc. 
Based on the above opinions, the terminology of e-learning is wider than on-line 
learning as presented on figure-1. 
 
 
 
 
 
 
 
 
 
 
 
Source: WR Hambrecht + Co, http://www.wrhambracht.com (Simamora, 2003) 
Figure 1. Learning Terminology 
 
2.  Opportunities 
Cisco (in Kamarga, 2002) explained the philosophy of e-learning are: 
a. E-learning is the medium of information, communication, education, and 
training based on online. 
b. E-learning provides many tools that could be an added value of 
conventional study, there fore can face challenges of globalization. 
c. E-learning doesn’t change conventional model learning in the classes. 
d. Various capacity of audience depends on the content type. 
It was shown that e-learning is the combination between information and 
communication in education, so teachers can give many lessons via Internet that 
could be accessed any time where ever they would. The audiences can develop their 
learning process by looking for reference and information from other sources. 
Web Based 
Learning  
Computer Based 
Learning  
On-line 
Learning  
E- Learning  
Distance Learning 
 
Include text-based learning and course 
conducted  conduced via written 
correspondence
Tecnology based Learning  
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The numbers of Internet users in the world increase very fast. Internet has a big 
potential for e-learning, among other: 1) internet could be accessed every moment; 
2) the audiences or teachers can give their opinions freely; 3) public society can 
access, correction, and control subject matter. Besides, the internet can give the 
opportunities to develop perception from other website. 
There are some facilities by Internet, among other: 1) electronic mail (e-mail); 2) 
mailing list (mills); 3) file transfer protocol (FTP); 4) newsgroup; 5) world wide web 
(www). 
 
3.  Challenges 
Many influences and advantages of e-learning in learning culture cannot eliminate 
problems caused by this system. Criteria to implement learning based on e-
learning at school level, especially in learning mathematics, is accessibility, 
affordability, and reliability technology (Supriadi, 2002). 
According to Bullen (Soekartawi, 2003), using the internet for learning can make 
some problems, among other: 
1) Shortcoming of interaction between teachers and students, or among students 
themselves.  
2) Learning process tendency to train then to educate. 
3) Change of teacher function from conventional learning technique to ICT 
learning technique. 
4) The students that haven’t high learning motivation will tendency fail. 
5) Internet only found in special places. 
6)  A less capability-using computer by user. 
Implementation of e-learning, instructor would be an urgent factor that is as 
motivator for students to learn. According to Purbo (1996), the instructor must be 
transparent to give information about all aspect activities in learning, there fore the 
students could learn better to reach a good outcome. The under line information 
consist of: 
1) Time allocation to study of matter learning and do some tasks. 
2) Skill technology needed for students to accelerate learning activities. 
3) Facilities and equipments that are needed in learning activities. 
Besides, the instructors must be active in discussion in e-learning, for example: 
1) To response each information explained by students. 
2) To prepare and expose matter from variety references. 
3) To provide guidance and encourage students to do interaction. 
4) To provide feed back to individual and continuous. 
E-learning critiques said that besides e-learning activities reach area is limited, 
quantity of direct contact among students or between instructor and students are 
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very poor, also the opportunity of student to socialize is limited too (Wildavsky, 
2001). 
 
4.  Conclusions 
There are some opportunities and challenges to implement of distance learning 
with web-based. The advantage of this program things are: 1) E-learning is of much 
benefit to society; 2) The growth of internet users both in quality and quantity; and  
3) By using its facilities, internet can be a great media for e-learning. Besides the 
advantages, there are some hindrances things are:   1) limited infrastructures; 2) 
the difficulty of facilities to access; and 3) the lack of awareness of using internet in 
the society.       
Concerning with this, to implement e-learning should consider five factors as: 
1) Student (learner); e-learning system is made suitable with student 
characteristic and behavior.  
2) Subject matter; restructuring is made suitable with technology format, so it 
would be give value added than conventional classes.   
3) Organization; police and commitment from top organization is needed to 
implement e-learning, so it can be socialize. 
4) System process; it is business process implementation of e-learning that 
consist of administrator, teacher (instructor), technician, design of matter, and 
those are must be synergy and interactive. 
5) Technology; as tools to support in reaching effectiveness of e-learning.  
According to Kartasasmita (2003), implementation of e-learning should have in a 
small group (consist of 5-7 students) and tutor. Tutor give subject matter which is 
designed by him/herself, from internet, or another sources. 
 
References 
[1] Abidin, A. dan Nawi, R. (2002). E-learning: Penerekoan Media Pembelajaran 
Terkini. E-learning Unit. Universiti Malaysia Sarawak. 
[2]  Kamarga, H. (2002). Belajar Sejarah melalui E-learning. Jakarta: Intimedia.  
[3] Kartasasmita, B. (2003). Catatan Pengembangan e-Learning dalam Budaya 
Belajar Kini. Makalah Seminar pada tanggal 8 Desember 2003 di ITB Bandung. 
[4] Kartasasmita, B. (2004). Berkenalan dengan e-Learning. Makalah Seminar pada 
tanggal 10 Agustus 2004 di UPI Bandung. 
[5] Linde, E. (2004). Online Teaching and Learning. Makalah Seminar pada tanggal 
16 Pebruari 2004 di Unpad Bandung.  
[6] Oetomo, B.S.D. (2002). E-Education: Konsep, Teknologi dan Aplikasi Internet 
Pendidikan. Yogyakarta: ANDI. 
356 Proceedings of ICAM05
  
[7] Purbo, O. (1996). Internet untuk Dunia Pendidikan. Makalah. Institut Teknologi 
Bandung. 
[8] Simamora, L. (2003). ”E-learning: Konsep dan Perkembangan Teknologi yang 
Mendukungnya”. Cakrawala Pendidikan: E-learning dalam Pendidikan. 
Jakarta: Universitas Terbuka. 
[9] Soekartawi, (2003). E-learning di Indonesia dan Prospeknya di Masa Mendatang. 
Makalah Seminar Nasional pada tanggal 3 Pebruari 2003 di Universitas 
Kristen Petra Surabaya. 
[10] Soekartawi. (2004). “Beberapa Kesulitan dalam Pelaksanaan Pembelajaran 
Berbasis Web pada Sistem Pendidikan Jarak Jauh”. Teknologi Pembelajaran. 
Jakarta: PUSTEKOM. 
[11] Supriadi, D. (2002). Internet Masuk Sekolah: Pemberdayaan Guru dan Siswa 
dalam era Sekolah Berbasis E-learning. Makalah pada Seminar Implementasi 
E-learning untuk Sekolah Menengah. PT Telkom Bandung. 
[12] Wildavsky, B. (2001). Want More from High School? Special Report: E-learning. 
[online]. Tersedia: http:/www.usnews/edu/elearning/articles. 
 
R. POPPY YANIAWATI: Ph. D student at Department of Mathematics, Universitas 
Pendidikan Indonesia, Jl. Dr. Setiabudhi 229 Banding 40154, Indonesia. 
Phone/Fax: +62 +22 2001197; Department of Mathematics, Universitas 
Pasundan, Jl. Taman Sari 6-8 Bandung, Indonesia. Phone/Fax: +62 +22 
4205317 
E-mail: opyaniawati@bdg.centrin.net.id 
Proceedings of ICAM05 357
  
LEARNING MATHEMATICS EASILY  
BY INTERACTIVE INSTRUCTION SOFTWARE :  
A New Paradigm in  
Information and Communication Era 
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 Abstract: A progress in global communication and information has an effect on various aspects of life, 
including a shift in life, work and learning patterns. Now, the information and communication technology 
is used very much in a learning process. A variety of computer applications in teaching learning are 
known as computer-based instruction (CBI), computer-assited instruction/learning (CAI/CAL), or 
computer-managed instruction (CMI). In the computer-based learning, the computer can be used  as a very 
attractive learning means or medium when being supported by the availability of instruction software, and 
can help the teacher with their task as “ substitute” for role of a teacher in instiling a concept that the 
teacher at the same time can become a trainer, councelor and instructor. In mathematics instruction, the 
software can employ Macromedia Flash.  Its a modern program to create the application web. The 
macromedia falash enables the application to be equipped with components, such as animation, picture, 
text, sound, interactive animation, and so on. The software is also equipped with the video. The 
components are collectively refered to as multimedia application. Something special abuot the software 
being equipped with the componens is that it can prrovidespecific services. The film and video present 
situations supporting authentic learning to create the student”s learning motivation and provide a proper 
situatedness learning.  The picture and animation can make the presentations more concrete and realistic. 
The animation can also show more picture combination displayed in sequels. The subject matters and 
saved data can be displayed again in a quick, exact and simple manner. In mathematics instruction, the 
software can help the student study certain topics requiring high accuracy. For example, grah and 
diagrams can be presented very easily. The animation enables the space to be move aroung (rotated) and 
split by its sides and the student to understand the space concept. Some researches suggest that the 
learning by animation produces a better result than by a static picture. The animation has some functions 
that can be used to direct the student’s attention to an important aspect of an object  
Keywords: computer-based instruction, software, macromedia flash 
 
1. Introduction 
 
It can’t be denied that the advance in information and communication 
technology (ICT), today has been arising the significant changing in the field of life 
aspect, in the working patterns, learning patterns as well as the patterns of community 
life. Through in information and communication technology, the user of the relative 
service will gain several kinds of information and various resources and the place 
quickly and easily.  
By using the advancement of tchnology, Centron (1988) said that learning 
process to master the science and technology quicker, efficient, and its process also 
more indiovidually in line with the need of  the student moreover as a whole. 
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Futher, Azra (2004:2) said that the advancement of information and 
communication technology was enables to smooth the democratization process and 
equity in the field of learning. Today the teacher was not only one of the humans 
creative capital resources in the learning process. The information and communication 
technology will constanly more develop, so the it will make posibly the students to 
access by themselves the various kinds of sources of learning nearly limities 
Today, computer is a media of information and communication technology that 
most used in the education. One of the aspects that differenciate computer with the 
other electronic tools among other the high capability interactive as the vechicle in 
disseminating a lot of kinds of information as well as the vechicle to gain the feedback 
for the students. Moreover the computer memory capaty make it possibly the students 
to click again the subbject matter. 
 
2. A new Paradigm of Instruction in Information and 
Communication Era 
 
Today the information and communication technology  is very rapidly, specially the 
computer technology has been changed the aspect of human  life a lot. With the 
computer aid, anyone can work more rapidly. So in the education, anyone doesn’t 
depend fisically only in the school/campus. Learning media is an alternative of source 
information  and  learning resource for who else that wants it. The instruction system 
has been changed, that is the changing of paradigm from “teaching” into “learning”. 
The instruction paradigm oriented at gaining the aim in the framework of preparing the 
students to become the human that can learn independently (independent learners) 
Today, it has been introduced a variety of computer applications in teaching 
learning are known as computer-based instruction (CBI), computer-assited 
instruction/learning (CAI/CAL), or computer-managed instruction (CMI).In non formal 
education or “training” its applications is computer-based training (CBT). 
 
3. The Interactive Instruction Software Make Learning 
Mathematics Easily 
 
In the mathematics instruction the potentiality of computer technology as a media 
so a big. Through software in the kline with the computer can be the effective tool in 
helping to learn of mathematics (Fletcher, in Kusumah ,2003:18-3). The essential 
concepts can be explorated by the students under the guidance of the teacher, so that 
the students can understand the mathematical  concepts deeply. 
In making the interactive instruction software it can use Macromedia Flash 
programme, this programme consisting of basic competency, material presentation, the 
examples of exercises, drill completed with feedback and comprehensive drill. 
The statde programme can be used individually by the students easily and help the 
brain to understand the concept that has been taught without boring. 
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Macromedia flash is sophisticated programme for making application web, the 
macromedia flash application with various component such as animation, picture, 
text, sound, and video. 
The advantage of using software completed with the stated component, it can provide 
the special services. Film and video clip make the situation that can “authentic 
learning” that can arise the learning process of the student and preparing an enough 
situatedness learning. 
Picture and animation can make the presentation more concrete and realistic. 
With animation it also can mixing and matching various picture that presented 
consecutively. The subject matters and saved data can be displayed again in a quick, 
exact and simple manner. 
 
 
 
 
 
 
In mathematics instruction, the software can help the student study certain topics 
requiring high accuracy. For example, graph and diagrams can be presented very 
easily. The animation enables the space to be move aroung (rotated) and split by its 
sides and the student to understand the space concept. 
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Some researches suggest that the learning by animation produces a better result 
than by a static picture. The animation has some functions that can be used to direct 
the student’s attention to an important aspect of an object. 
To simplity the subbject matters spesialy that consisting of basic principle of each 
theory can be made using interactive instruction software, so that the complicated 
impression for mathematic will fade away from student through. Through interactive 
instruction software it can present the scope and coverage of konwledge broadly and 
completely. 
The phase of communication in learning with interactive instruction software 
(http://202.159.18.43./jsi/2toha.htm)  is : 1) computer present the subject matters, 2) 
the students learn the subject matters, 3) computer ask question, 4) the students give 
response, 5) computer examine  the stated response, if its true, computer present 
another subject matters, but if the answer wrong, computer give the true answer and 
its explanation. At the second grade, it enriched with the more variative interaction, eg, 
the student click the qustion, and the computer answer, the student want the 
computer to move the object that can be seen in the screen or on the contrary, the 
computer wants the student to move the stated object. By doing, so character of the 
interactive learning, simulation, dialogistic, and pedagogic can be felt by the student. 
The followings are some advantages of interactive instruction software according 
Dubin and clement (Munir,2001:10) is : 
a. The existing of interactive learning, and materializing the stimulan relationship 
and answer, it can arise inspiration and growing the interest 
b. The remedial occurrence, where the computer give facilities for repetition if iy 
is necessary, aside to strengthen the learning process and improve the memory 
c. Feedback, the computer help the student to have the feedback of the lessons 
freely, and can push the student motivation. 
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4. Conclusion 
 
In this global era, it is time we use technology as a vehicle in the various aspects of 
life, in education the student use of interactive instruction software is one of the effort 
to learning mathematics easily. 
The using of mixing components such as picture,  text, sound, interactive 
animation, colour, visualisation, video in interactive instruction software can maximize 
the role of senses in receiving information for memory system. Beside that the 
visualisation presentation, can be followed easily and the simulation that presented 
can help the mind in understanding the subbject matters that can be taught without 
boring. 
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Abstract. In recent years an impressive array of publications has appeared 
claiming considerable successes of neural networks in data analysis and 
engineering applications. In fact, the most commonly used neural networks 
architecture particularly in data analysis is the multi-layer perceptron (MLP), also 
known as feed-forward neural networks (FFNN). FFNN in term of statistical 
modeling can be seen as a wide class of flexible nonlinear regression models, 
discriminant analysis, and data reduction models. This paper explains what neural 
networks are, translates neural network jargon into statistical jargon, and shows 
the relationship between neural networks and statistical models such as nonlinear 
regression models, discriminant analysis, and data reduction models. 
 
Key-words: neural networks, data analysis, statistical models 
 
1 Introduction 
 
During the last few years, modeling to explain nonlinear relationship between 
variables and some procedures to detect this nonlinear relationship have grown in 
a spectacular way and received a great deal of attention. An overview and further 
discussion on the subject can be found in [10]. This fact also happens in field of 
statistical modeling, particularly in time series modeling and econometrics. Due to 
computational advances and increased computational power, nonparametric 
models that do not make assumptions about the parametric form of the functional 
relationship between the variables to be modelled have become more easily 
applicable. 
 
Neural Networks (NN) model is a prominent example of such a flexible functional 
form. The use of the NN model in applied work is generallly motivated by a 
mathematical result stating that under mild regularity conditions, a relatively 
simple NN model is capable of approximating any Borel-measureable function to 
any given degree of accuracy (see e.g. [6, 9, 12, 13, 33]). 
 
Today’s research is largely motivated by the possibility of using NN model as an 
instrument to solve a wide variety of application problems such as pattern 
recognition, signal processing, process control, and time series forecasting. Sarle 
[27] stated that NN are used in three main ways: 
  as models of biological nervous systems and “intelegence” 
  as real-time adaptive signal processors or controllers implemented in  
  hardware for applications such as robots 
  as data analytic methods. 
 
This paper is concerned with NN for data analysis. 
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Wong, Lai, and Lam [34] surveyed the use of NN model in business application on 
1994–1998 periods. This survey identified 302 research articles of NN model are 
that distributed on several field application, those are on accounting or auditing, 
finance, human resources, information system, marketing or distribution, and 
production or operation research. NN models are also growth and applied on 
medical field. Some examples of the NN application in this area are for myocardinal 
infarction diagnoses (see e.g. [2, 19]), classification of EEG signals [21], and PET 
scan [15]. Additionally, Somoza and Somoza [28] also have applied NN model in 
psychiatry field. 
 
2 Feedforward Neural Networks 
 
Multilayer perceptron (MLP), also known as feedforward neural networks (FFNN), is 
probably the most commonly used NN architecture in engineering application. 
Typically, applications of NN for regression, time series modelling and classification 
(discriminant analysis) are based on the FFNN architecture [27]. Some references 
that contain general concept and form of FFNN model can be found in [3, 8, 26]. 
 
FFNN can be seen as a flexible class of nonlinear functions. They receive a vector of 
inputs x  and compute a response or output )(ˆ xy  by propagating x  through the 
interconnected processing elements. The processing elements are arranged in 
layers and the data, x , flows from each layer to the successive one. Within each 
layer, the inputs to the layer are nonlinearly transformed by the processing 
elements and propagated to the next layer. Finally, at the output-layer )(ˆ xy , which 
can be scalar or vector valued, is computed. 
 
In a typical FFNN with one hidden-layer, such as illustrated in Figure 1, the 
response value )(ˆ xy  is computed as  
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ++= ∑∑
= •= ••
p
i
oh
jki
h
ji
q
j
h
j
o
j
o
k bbxwfwfy
1
)(
1
)( ])([ˆ ,                                        (1) 
where  
)(kix  = input variables, ),,2,1( pi K=  
)(ˆ ky  = response (output variable) value 
 k  = number of input-target pairs ),( )()( kki yx , ),,2,1( Kk K=  
h
jiw  = weights from the thi  input to the thj  neuron of the hidden layer 
 
h
jb  = bias at the thj neuron of the hidden layer, ),,2,1( qj K=  
h
if  = activation function at the thj neuron of the hidden layer 
o
jw•  = weights from the thj neuron of the hidden layer to neuron at output 
layer 
 
ob•  = bias at neuron of the output layer  
of•  = activation function at the neuron of the output layer. 
 
The nonlinearity enters into the function )(ˆ ky through the so called activation 
function hif  at hidden layer and 
of•  at output layer, usually a “smooth” threshold 
function. Some common activation functions are: 
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 linear or identity: xxf =)(  
 logistic: 1)1()( −−+= xexf  
 hyperbolic tangent: )tanh()( xxf =  
 Gaussian: 2/
2
)( xexf −=  
 
 
  
    
       
 
   Output Layer 
            (Dependent or response 
       variable) 
         
  
 
  Input Layer 
  (Independent variables) 
 
     Hidden Layer  
     (q unit neurons) 
 
 
  Figure 1.   Architecture of FFNN with single hidden layer, p  input units, q  unit 
neurons at hidden layer, and one unit neuron at output layer. 
 
2.1  Neural Networks and Statistical Jargon 
 
The terminology in the NN literature is quite different from that in statistics, 
eventhough many NN models are similar or identical to well-known statistical 
models. For example, in the NN literature: 
 
 variables are called features 
 independent variables are called inputs 
 predicted values are called outputs 
 dependent variables are called targets or training values 
 residuals are called errors 
 estimation is called training, learning, adaptation, or self-organization 
 observations are called patterns or training pairs 
 parameter estimates are called weigths 
X1 
X2 
Xp 
Yˆ  
)(1 ⋅hf
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)(3 ⋅hf
)(⋅hqf
M
M  
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h
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 regression and discriminant analysis are called supervised learning 
 data reduction is called unsupervised learning  
 cluster analysis is called adaptive vector quantization 
 interpolation and extrapolation are called generalization 
 
The terms sample and population in statistics do not seem to have NN equivalents. 
However, the data in NN are often divided into a training set and testing set for 
cross-validation. 
 
2.2  Relationship between FFNN and Statistical Models 
 
In general, the relationship between NN and statistical models can be found in [4, 
5, 16, 25, 26, 27]. In this section, we will give a brief review of NN for data analysis, 
particularly the relationship between FFNN to statistical modeling. 
 
FFNN includes estimated weigths between the inputs and the hidden layer, and the 
hidden layer uses nonlinear activation functions such as the logistic function, the 
FFNN becomes genuinely nonlinear model, i.e., nonlinear in the parameters. In this 
case, FFNN can be seen as nonlinear regression. FFNN can have multiple inputs 
and outputs (Figure 1 is multiple inputs with single output), and this architecture 
is similar to multivariate multiple nonlinear regression.  
  
FFNN with nonmetric data (dichotomus or polycothomus) in target values is 
identical to logistic regression and nonlinear discriminant analysis. In this case, 
FFNN often use a multiple logistic function to estimate the conditional probabilities 
ef each class. A multiple logistic function is called a softmax activation function in 
the NN literature. 
 
The NN literature distinguishes between supervised and unsupervised learning. In 
the supervised learning, the goal is to predict one or more target variables from one 
or more input variables. Supervision consists of the use of target values in training. 
Supervised learning is usually some form of regression and discriminant analysis. 
The goal in most forms of unsupervised learning is to construct feature variables 
from which the observed variables, which are both input and target variables, can 
be predicted. Unsupervised Hebbian learning constructs quantitative features. In 
most cases, the dependent variables are predicted by linear regression from the 
feature variables. Hence, as is well-known from statistical theory, the optimal 
feature variables are the principal components of dependent variables. 
 
3 Model Selection in Neural Networks 
 
In the application of FFNN, it contains limited number of parameters (weights). 
How to find the best FFNN model, that is, how to find an accurate combination 
between number of input variables and unit nodes in hidden layer (imply the 
optimal number of parameters), is a central topic on the some NN literatures that 
discussed on many articles and books (see e.g. [3, 11, 23, 26]). 
 
In general, there are two procedures usually used to find the best FFNN model (the 
optimal architecture), those are “general-to-specific” or “top-down” and “specific-to-
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general” or “bottom-up” procedures. “Top-down” procedure is started from complex 
model and then applies an algorithm to reduce number of parameters (number of 
input variables and unit nodes in hidden layer) by using some stopping criteria, 
whereas “bottom-up” procedure works from a simple model. The first procedure in 
some literatures is also known as “pruning” (see e.g. [22, 23]), or “backward” 
method in statistical modeling. The second procedure is also known as “contructive 
learning” and one of the most popular is “cascade correlation” (see e.g. [7, 17, 20]), 
and it can be seen as “forward” method in statistical modeling. 
 
Kaashoek and Van Dijk [14] introduced a “pruning” procedure by implementing 
three kinds of methods to find the best FFNN model; those are incremental 
contribution (R2incremental), principal component analysis, and graphical analysis. 
Whereas, Swanson and White [29, 30, 31] applied a criteria of model selection, 
SBIC or Schwarz Bayesian Information Criteria, on “bottom-up” procedure to 
increase number of unit nodes in hidden layer and input variables until finding the 
best FFNN model. 
 
In recent development, procedure of inference statistics was also applied to 
determine the best FFNN model. In this case, the concept of testing hypotesa, 
parameter distribution and the use of some criteria for model selection are applied 
to find the optimal FFNN model. Terasvirta and Lin [32] were among the first 
researchers who applied this procedure to find the optimal number of unit nodes in 
hidden layer on FFNN model with single hidden layer. Some latest articles about 
FFNN model building by using inference statistics can be seen in [1, 18]. 
 
4 Conclusion 
 
Statistical models and NN are not competing methodologies for data analysis. There 
is considerable many similarities between the two models. NN include several 
models, such as FFNN, that are useful for statistical applications. Statistical 
methodology is directly applicable to NN in a variety of ways, including estimation 
criteria, optimization algorithm, testing hyphotesis, and diagnostic check.  
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Abstract: The radial basis function (RBF) neural network is approximation 
function methods. The network depends on number of centers and learning is used 
for training. Regulation parameter is used to get smooth function and to solve a 
problem inverse that near singular matrix. Financial data especially Indonesia 
Inflation data will be used as application data. The approximation function will be 
measured by some criteria statistics and will be compare ARIMA model. Three RBF 
network will be try on the data and the results are RBF network better than ARIMA 
model but nothing best model in model network. 
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1. Introduction 
 
Radial basis functions (RBF) were first introduced by Powell to solve the real 
multivariate interpolation problem. This problem is one of the principal fields of 
research in numerical analysis. In the field of neural networks, RBF were first used 
by Broomhead and Lowe [2]. Other major contributions to the theory, design, and 
applications of RBF can be found in papers by Moody and Darken [6], and Poggio 
and Girosi [7]. The paper by Poggio and Girosi explains that the use of 
regularization theory applied to this class of neural networks. In the last years, 
Lazaro et.al [5] has applied EM algorithm to training RBF model, and Rivas et.al 
[10] introduce Evolving RBF to forecast time series data. Sutijo and Subanar [11] 
compared linear model and nonlinear model using Neural network. Sutijo, subanar 
and Guritno [12] has applied Regulation theory on simulation data.   
 
The RBF network is a neural network approached by viewing the design as a curve-
fitting (approximation) problem in a high dimensional space. Learning is equivalent 
to finding a multidimensional function that provides a best fit to the training data, 
with the criterion for “best fit” being measured in some statistical sense. This 
methods is motivation behind the RBF network that researcher work on strict 
interpolations in a multidimensional space. In a neural network the hidden units is 
a set of “functions” that compose a “basis” for the input patterns (vectors). These 
functions are called radial basis functions. 
 
The basic design of a RBF network consists of three separate layers. The input 
layer is the set of source nodes. The second layer is a hidden layer of high 
dimension. The output layer gives the response of the network to the activation 
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patterns applied to the input layer. The RBF network consists some of parameters 
(weights) to be estimate. To find best model of RBF network necessary best 
combination for number of input variables, number of hidden units; centre and 
width of each hidden units. This is a central topic in some literature RBF network 
such as Bishop [1], Ripley [9], Fine [3], Haykin [4],  Reed and Marks II [8], and  
Lazaro et al. [5]. This paper will be discuss reconstruc-tion problem and learning 
RBF for forecasting base on economics data especially Indonesia inflation data. The 
result of RBF will be compare with time series modeling.  
 
2. Interpolation Problem 
 
The network can be designed to perform a nonlinear mapping from the input space 
to the hidden space, and a linear mapping from the hidden space to the output 
space. The network represents a map from p-dimensional input space to the single 
di-mensional output space, expressed as 
 1: ℜ→ℜ ps        (1) 
 The interpolation problem, in its strict sense can be stated as follows: 
Given a set of N different points },...,2,1{ Nix Ni =ℜ∈  and a corresponding set 
of N real numbers },...,2,1{ 1 Nixi =ℜ∈ , find a function 1: ℜ→ℜ NF that 
satisfies the interpolation condition: 
ii dxF =)(  ;  i = 1,2,...., N      (2) 
The interpolating surface has to pass through all the training data points. The RBF 
technique consists of choosing a function that has the following form :  
∑
=
−= N
i
ii xxwxF
1
)()( φ       (3) 
where },...,3,2,1)({ Nixx i =−φ is a set of N random (usually nonlinear) 
functions, known as radial basis functions, and  represents a norm that is 
generally Euclidean. The known data points },...,2,1{ Nix pi =ℜ∈ are the 
centers of radial basis functions. An architecture of RBF neural network is :  
 Figure 1. Archtecture the Radial Basis Function Neural Network 
x2
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If the interpolation conditions equation (2) is inserted in (3), the following set of 
simultaneous linear equations can be obtained for the unknown coefficients 
(weights) of the expansion {wi}: 
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where )( jiij xx −= φφ  i,j = 1, 2, 3, . . . , N 
let      [ ]'21 Ndddd L=  , [ ]Nwwww L21=  and ijφφ =  
The matrix φ is called interpolation matrix, and equation (4) can be written in the 
compact form : 
 dw =φ  (5)           
If the data points are all distinct, the interpolation matrix is positive definite, and 
weight vektor w can be formed as follows : 
 dw 1−= φ          (6) 
In practice equation (5) cannot be solved when matrix φ  is close to singular. 
Regularization theory can solve this problem by perturbating the matrix φ to φ +λI. 
 
3. Regularization Theory 
 
The fundamental idea of regularization is to stabilize the solution in terms of some 
auxiliary nonnegative functional that embeds prior information, e.g., smoothness 
constraints on the input-output mapping. The approximation function is denoted 
by F(x).  The function F is obtained by minimizing a cost functional )(Fξ  that maps 
functions to the real line. Haykin expresses the cost func-tional using two terms of 
regularization as follows: 
)()()( FFF cs λξξξ +=       (7) 
where )(Fsξ is standard error term that measures the standard error (distance) 
between the desired response di and the actual response yi for training samples i = 
1, 2, .., N. The term )(Fcξ  is regularization term that depends on the geome-tric 
properties of the approximation function F(x). The symbol λ  is a positive real 
number called regularization parameter. The main aim of the regularization is to 
minimize the cost functional )(Fξ . The cost functional can be written interms of 
the desired response di, the actual response yi, and the regularization parame-
terλ as follows: 
 ∑ +−= 22 2
1))((
2
1)( PFxFdF ii λξ     (8) 
where P is a linear (pseudo) differantial operator that contains the prior infor-
mation about the form of the solution. The Frechet differential can be employed to 
do the minimization function. The Frechet differential has the following form: 
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0
)(),(
=
⎥⎦
⎤⎢⎣
⎡ +=
β
βξβξ hFd
dhFd      (9) 
where h(x) is a fixed function of the vector x, and β  is a muti index. A necessary 
condition for the function F(x) to be a relative extremum of the functional )(Fξ is 
that the Frechet differential ),( hFdξ  be zero at F(x) for all Hh∈ , as expressed by 
0),(),(),( =+= hFdhFdhFd cs ξλξξ     (10) 
[ ]∑
==
−−=⎥⎦
⎤⎢⎣
⎡ += N
i
iiiss xhxFdhFd
dhFd
1
)()()(),(
β
βξβξ   (11) 
Hcc PFPhhFd
dhFd ),()(),(
0
=⎥⎦
⎤⎢⎣
⎡ +=
=β
βξβξ    (12) 
Haykin states that the Frechet differential ),( hFdξ  is zero for every h(x) in H space 
if and only if the following condition is satisfied: 
∑
=
−−= N
i
iii xxxFdxPFP
1
)())((1)(* δλ     (13) 
where P* is the adjoin of differential operator P and )( ixx −δ is a delta function 
located at xi. 
Let G(x;xi) be a Green’s function centered at xi. A Green’s function G(x;xi) is any  
function that satisfies the partial differential equation P*PG(x;xi) = 0, Haykin gives 
the solution F(x) for the differential equation (13) with the following equation: 
 ∑
=
−−= N
i
iii xxGxFdxF
1
)())((1)( λ      (14) 
Haykin declares that the solution of the regularization problem lies in an N-
dimensional subspace of the space of smooth functions, and the set of Green’s 
functions G(x;xi) centered at xi, i =1, 2,…, N. 
Since we have the solution F(x) to the regularization problem, our next step is to 
determine the unknown coefficients in the equation (14). Let us denote:  
 ∑
=
= N
i
ijij xxGwxF
1
),()(       (15) 
The definitions needed to be introduced can be given as follows; 
'
21 )](...)()([ NxFxFxFF =  , '' ]...[ 21 Ndddd =   
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Now, the equation (15) can be rewritten in matrix form as follows, 
 GwF =        (17) 
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When F is eliminated between equations (16) and (17), the following equation can 
be obtained: 
 dwIG =+ )( λ        (20) 
the associated Green’s function G(x;xi) is a symmetric function. Poggio and Girosi 
give a unique solution of the linear system of equations (20) as follows: 
dIGw 1)( −−= λ        (21) 
and Haykin concludes that the solution the regularization problem is expressed by 
(15) and he also states that if the Green’s functions in equation (15) are radial 
basis functions, the solution can be rewritten as follows: 
 ( )∑
=
−= N
i
ii xxGwxF
1
)(       (22) 
where  ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= 2122
1exp):( xxxxG
i
i σ      (23) 
where G(x; xi) is a multivariate Gaussian function characterized by a mean vector xi 
and common variance 2iσ . 
 
4. Result Study 
 
The data are used in this study is time series data (monthly) from January 1999 
until April 2005. The data are Indonesia economic data, especially inflation data. In 
this study data divided into two part. First, data training is used to modeling, from 
Januari 1999 until December 2004. Second, data testing is used to model 
validation result first part. To determined best model in first part used statistics 
criteria Mean Square Error (MSE). The model is applied on second data to measure 
goodness of fit. Some goodness of fit model are Mean Percentage Error (MPE), Mean 
Absolute Deviation (MAD), and Mean Absolute Percentage Error (MAPE). 
 
Generally time series analysis is used to get forecast model and value of the 
forecast. Stationary data and information about observation that influence to 
respond are needed in time series analysis (ARIMA models). Model identification is 
based on  Time series plot, plot ACF and PACF. Plots data show that Indonesia 
Inflation data has nonseasonal and seasonal pattern and the observation (t-1), (t-
11) and (t-12) have straight influence to respond. 
 
         
figure 2. Time series Plot data  figure 3. Plot ACF data 
 
Indonesia Inflation data has some ARIMA models , the best two of the models are 
ARIMA(0,0,1)(0,0,1)11 and ARIMA(1,0,1)(1,0,1)11. These models have MSE 0.2685 
and 0.2743. 
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According the plots we know that respond (t observation) depend on observation (t-
1), (t-11) and (t-12), so these observation are input of radial basis function neural 
network. In this study are used three architecture RBFNN models : 
1. Number of unit in hidden layer equal number of points (model 1). 
2. Number of unit in hidden layer is  12 (model 2). 
3. Number of unit in hidden layer is 12 with regulation parameter (model 3). 
Fist model based on standart architecture RBFNN model, that used number of unit 
in hidden layer equal number of point. Second and third model used 12 unit in 
hidden layer, it is based on number of month in a year. In third model there is 
additional regulation parameter. The regulation parameter is used to show 
smoothing effect  in model validation. The result of RBFNN based on training and 
testing data for three models above is shown on table 1. 
 
Table 1. Statistics of training and testing data 
 
Architecture NN MSE MAD MAPE MPE 
0.000 0.000 0.000 0.000 Model 1 
1.654 0.887 3.645 -1.696 
0.253 0.396 2.548 -1.058 Model 2 
0.127 0.792 1.378 -1.198 
0.281 0.428 2.684 -1.013 Model 3 
1.243 0.848 1.549 -1.233 
       
         : training model  : testing model 
 
Table 1, show that the first model is good model in training data but in testing data 
is bad. Second and third models show that the second model is better than third 
model. This condition mean the adding regulation parameter do not give better 
result on Indonesia inflation data. According MSE, second model smaller than 
ARIMA model. 
 
5. Conclusion  
 
According the theory unit in hidden layer is equal number of point data, but we are 
possible to reduce the unit. The adding regulation parameter can be smooth the 
function but it is not always give better the result. In case Indonesia inflation data 
show that there is seasonal pattern. According ARIMA model, the best model is 
ARIMA(0,0,1)(0,0,1)11. Function approximation base on RBFNN for the data, there 
is not best model, because first model is good in training data but second model is 
good in testing data.  
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Abstract. The feedforward neural network (FFNN) model has been the most 
popular form of artificial neural network model used for forecasting, particularly in 
economics and finance. In this paper, we elucidate the application of FFNN as a 
means of modeling financial data. We particularly focus on the model building of 
FFNN as time series model and use inflation rates in Indonesia as a case study. A 
comparison is drawn between FFNN model and the best existing models based on 
traditional econometrics time series approach. The best models are selected on 
forecasting ability by using the MSE and RMSE, particularly on the dynamic 
forecast. The results show that FFNN models outperform the traditional 
econometric time series model. 
 
Key-words: feedforward neural networks, inflation, dynamic forecasting 
 
1. Introduction 
 
During the last few years, the use of the neural networks (NN) in economics 
literature, particularly in the areas of financial statistics and exchange rates, has 
grown and received a great deal of attention. Some publications about it can be 
found in [16, 19, 20, 26, 33]. 
 
Feedforward Neural Networks (FFNN) model is the most popular form of NN models 
used for forecasting, particularly in economics and finance. FFNN is a class of 
flexible nonlinear models that can discover patterns adaptivey from the data. The 
use of the NN model in applied work is generally motivated by a mathematical 
result stating that under mild regularity conditions, a relatively simple NN model is 
capable of approximating any Borel-measureable function to any given degree of 
accuracy (see e.g. [13, 15, 17, 18, 35]). 
 
The investigation of nonlinearites in time series data is important to macro-
economic theory as well as forecasting, as illustrated, in seminal work by Brock 
and Hommes [10], or Barnett, Medio and Serletis [4]. Recently, many studies have 
applied NN models to macroeconomic time series, particularly on the modeling and 
forecasting inflation. Some paper about inflation forecasting by using NN can be 
found in [11, 21, 23, 25, 27, 28, 32]. 
 
This paper discuss and investigate the usefulness of FFNN for forecasting inflation 
in Indonesia. Two main issues about the effect of increasing fuel price (also known 
as BBM) and Islamic Calendar effects (price tend to increase during Ramadhan and 
the Eids holiday) to the inflation fluctuation are also studied. Finally, a comparison 
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is drawn between FFNN model and the best existing models based on traditional 
econometrics time series approach. 
 
2. Inflation Forecasting    
 
The investigation about forecasting inflation in a specific country has been received 
a great attention for many macroeconomics researcher. For most central banks, 
inflation is at least one monetary policy objective. Given typical time lags, monetary 
policy needs to be concerned with future inflation. Current inflation levels, which 
are themselves the result of past policies, may provide only insufficient infor-
mation. Inflation forecasts that link future inflation to current developments can 
bridge this gap. This paper attempts to develop an inflation forecasting model for 
Indonesia that could serve as input for policy setting by the Bank Indonesia (BI). 
 
Moshiri and Cameron [25] did a comparison study between NN and econometrics 
models for forecasting inflation in Canada. Stock and Watson [28] and Chen, 
Racine and Swanson [11] have studied NN for forecasting inflation in USA. 
Kabundi, Marais and Greyling [21] have discussed and compared between NN and 
econometrics models for forecasting inflation in South Africa. McNelis and McAdam 
[23] also have studied about forecasting inflation in USA, Japan and some Europe 
countries by using “Thick Model” and NN. 
 
In Indonesia, modeling inflation has been studied by Arief [3] and Anglingkusumo 
[2]. Arief [3] used econometrics approach by implementing three models; 
Meiselman model, Anderson-Karnosky model, and Causal model developed by 
Hsiao. Anglingkusumo [2] implemented P-star model for monetary analysis of 
inflation. 
 
2.1. Econometrics Time Series Approach 
 
Modeling and forecasting inflation by using econometrics time series approach is 
usually used by many researchers in many decades, especially compared to the 
used of NN model. In this section, we will give a brief review of some forecasting 
models from econometrics time series approach that used in this paper, 
particularly ARIMA, Intervention Analysis and Calendar Variation Model. 
 
2.1.1. ARIMA Model 
 
The ARIMA model belongs to a family of flexible linear time series models that can 
be used to model many different types of seasonal as well as nonseasonal time 
series. The seasonal ARIMA model can be expressed as: (see e.g. [8, 34]) 
  t
S
Qqt
DSdS
Pp BByBBBB εθφ )()()1()1)(()( Θ=−−Φ  ,  (1) 
where S  is the seasonal length, B  is the back shift operator and tε  is a sequence 
of white noises with zero mean and constant variance. 
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2.1.2. Intervention Analysis Model 
 
Intervention analysis model is a time series method that usually used to explain 
the effect of external and internal factors to the time series data. Some papers 
about the application of intervention analysis model can be found in [6, 9, 14, 22, 
24, 30, 31]. 
 
The general class of  intervention analysis models can be written as: (see e.g. [8] 
and [34]) 
 ts
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                      (2) 
where b  is the time delay for the intervention effect and  It  is intervention variable. 
 
2.1.3. Calendar Variation Model  
 
Calendar variation effects model was originally given by Bell and Hillmer [5]. 
Suhartono and Sampurno [29] studied the effect of Eids holiday (as Islamic 
calendar effects) to the increasing number of train and plane passengers at 
Jakarta-Surabaya route by using calendar variation model. This approach also 
used by Bokil and Schimmelpfennig [7] for forecasting inflation in Pakistan. In 
general, the calendar variation model can be written as (see [12]) 
 ts
Pp
s
Qq
tt a
BB
BB
CY
)()(
)()(
1 Φ
Θ+= φ
θα                                (3) 
where 1α  is the effect magnitude of calendar variation variable and Ct  is calendar 
variation variable. 
 
2.2. Feedforward Neural Network 
 
Neural networks (NN) are a class of flexible nonlinear models that can discover 
patterns adaptively from the data. Theoretically, it has been shown that given an 
appropriate number of nonlinear processing units, NN can learn from experience 
and estimate any complex functional relationship with high accuracy. Empirically, 
numerous successful applications have established their role for pattern 
recognition and time series forecasting.  
 
Feedforward Neural Networks (FFNN) is the most popular NN models for time series 
forecasting applications. Figure 1 shows a typical three-layer FFNN used for 
forecasting purposes. The input nodes are the previous lagged observations, while 
the output provides the forecast for the future values. Hidden nodes with 
appropriate nonlinear transfer functions are used to process the information 
received by the input nodes. 
 
The model of FFNN in figure 1 can be written as  
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,   (4) 
where p  is the number of input nodes, q  is the number of hidden nodes, f  is a 
sigmoid transfer function such as the logistic:  
       
xe
xf −+= 1
1)( ,   (5) 
},,1,0,{ qjj L=β  is a vector of weights from the hidden to output nodes and 
},,2,1;,,1,0,{ qjpiij LL ==γ  are weights from the input to hidden nodes. Note that 
equation (4) indicates a linear transfer function is employed in the output node. 
 
 
       
  
    
       
                      Output Layer 
       M        (Dependent Var.) 
 
   
      M 
  
       Input Layer 
     (Lag Dependent Var.) 
 
        Hidden Layer 
       (q unit neurons) 
 
 
   Figure 1.  Architecture of neural network model with single hidden layer  
 
Functionally, the FFNN expressed in equation (4) is equivalent to a nonlinear AR 
model. This simple structure of the network model has been shown to be capable of 
approximating arbitrary function (see e.g. [13, 15, 17, 18, 35]). However, few 
practical guidelines exist for building a FFNN for a time series, particularly the 
specification of FFNN architecture in terms of the number of input and hidden 
nodes is not an easy task. 
 
3. Research Methodology 
 
The purpose of this research is to provide empirical evidence on the comparative 
study between FFNN and traditional econometrics time series model for forecasting 
inflation in Indonesia. The major research questions we investigate are: 
tyˆ  
 1−ty  
 2−ty  
 pty −  
ijγ
 jβ
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 Does FFNN have a better result on the accuracy for forecasting inflation in 
Indonesia than traditional econometrics time series model ?  
 How to build the best FFNN model for forecasting inflation in Indonesia ? 
 
3.1. Data 
 
The Indonesian inflation data that used in this empirical study contain 76 month 
observations, started in January 1999 and ended in April 2005. The first 72 data 
observations are used for model selection and parameter estimation (training data 
in term of NN model) and the last 4 points are reserved as the test for forecasting 
evaluation and comparison (testing data). Figure 2 (see appendices) plots repre-
sentative time series of this data. It is clear that the series has an stationary 
condition with little seasonal variations. 
 
3.2. Research Design 
 
In this research, four type models for forecasting inflation in Indonesia are applied 
and compared by implementing statistical package MINITAB and SAS for 
econometrics time series models and using S-Plus and MATLAB for FFNN models. 
Those models are ARIMA, Combination between Intervention and Variation 
Calendar Models, FFNN with input as ARIMA and FFNN with input as Combination 
Intevention and Variation Calendar Models. 
 
To determine the best model, an experiment is conducted with the basic cross 
validation method. The available training data is used to estimate the parameters 
(weights) for any specific model. The testing set is the used to select the best model 
among all models considered. In this study, the number of hidden nodes for FFNN 
model varies from 1 to 6 with an increment of 1.  
 
The FFNN model used in this empirical study is the standard FFNN with single-
hidden-layer shown in Figure 1. The initial value is set to random with replications 
in each model to increase the chance of getting the global minimum. We did not 
use the standard data preprocessing in NN by transform data to [-1,1] and N(0,1) 
scale, because data inflation varies around 0. The performance of in-sample fit and 
out-sample forecast is judged by the commonly used error measures. They are the 
mean squared error (MSE) and the root mean square error (RMSE). 
 
4. Empirical Results 
 
In this section the empirical results for ARIMA, Combination Intervention and 
Variation Calendar (for simplicity we write ARIMAX) and FFNN models are 
presented and discussed.  
 
4.1.  Results of ARIMA Model 
 
The identification step shows that the autocorrelation function (ACF) cuts off after 
lag 1 and significant at lag 11 and 12, while the partial autocorrelation function  
(PACF) also cuts off after lag 1 and significant at lag 10, 11 and 13. This suggests 
Proceedings of ICAM05 381
  
SUHARTONO, SUBANAR, S. GURITNO 
that seasonal ARIMA model should be used for the data. We estimate eight ARIMA 
models with seasonal length 11 and 12.  
 
The results of forecast comparison by using MSE and RMSE criteria show that 
ARIMA(1,0,0)(1,0,0)11 is the best model for out-sample forecast (testing data), while 
ARIMA(0,0,1)(0,0,1)12 is the best model for in-sample forecast (training data), as 
shown in table 1 (in appendices). From table 1, we can also observe that out-
sample forecast of ARIMA models yield greater errors than in-sample forecast.  
 
4.2.  Results of ARIMAX Model 
 
Table 2 (in appendices) shows the results of three ARIMAX models that satisfy 
adequate model by testing parameter model and diagnostic check of residual 
model. From table 2, we can conclude that intervention variable and Islamic 
calendar significantly influence the increasing of forecast accuracy, particularly in 
out-sample forecast. 
 
These three models contain the effect of increasing BBM price and Islamic calendar 
to inflation data plus ARIMA model for the errors; those are ARIMA(0,0,[1,12]), 
ARIMA(0,0,1)(0,0,1)12 and ARIMA(1,0,0)(0,0,1)12 for model 1, 2 and 3 respectively. 
For example, model 1 can be written as   
 tttt aBBCIy )29758.051111.01(856335.0885556.04506.0
12+++++=           (6) 
where tI  is intervention variable (increasing of BBM price), tC  is Islamic calendar 
variable and B is backshift operator. This model shows that increasing of BBM and 
Islamic calendar have positive effect to inflation in Indonesia.  
 
4.3.  Results of FFNN Model 
 
In this paper, building process for FFNN model particulary determination of inputs 
are based on the inputs of ARIMA dan ARIMAX models. Table 3 (in appendices) 
summarizes the results of FFNN forecasting with input lags based on ARIMA and 
ARIMAX models.  
 
The results show that the more complex of FFNN architecture (it means the more 
number of unit nodes in hidden layer) always yields better result in training data, 
but the opposite result happened in testing data. Moreover, FFNN models with 
input lags based on ARIMAX model give better forecast than based on ARIMA 
model. It can be clearly seen from the reduction of MSE and RMSE particularly in 
testing data.  
 
4.4.  Results of Comparison Study 
 
We concentrate on the dynamic forecasts (testing data) to choice the best model for 
forecasting inflation in Indonesia. The comparison study uses MSE testing data of 
the best model in each approach and also ratio of forecast errors of each model to 
the forecast error of the FFNN model with lags input based on ARIMAX model. The 
results are presented in table 4. 
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Table 4.  Summary of Dynamic Forecasting Performance Comparison 
 
 
Best Model  MSE          (testing data) 
Ratio MSE (to FFNN    
based on ARIMAX) 
  ARIMA 0.6826480 3.02 
  ARIMAX 0.2407240 1.07 
  FFNN with input based on ARIMA 0.4711709 2.08 
  FFNN with input based on ARIMAX 0.2261001 1.00 
 
In table 4, numbers greater than one on the ratio column indicate poorer forecast 
performance than comparable FFNN with inputs based on ARIMAX model and vice 
versa for numbers less than one. Based on the result at this table, we can conclude 
that FFNN with inputs based on ARIMAX model, that is input lags 1, 12, tI , tC  
and 4 unit neurons in hidden layer, gives the best dynamic forecast (testing data) 
for inflation data. 
 
5. Conclusions 
 
Based on the results at the previous section, we can conclude that the FFNN with 
inputs such as the Combination Intervention and Calendar Variation Model gives 
the best result for forecasting inflation in Indonesia. Our result also shows that the 
best FFNN model in training data tends to yield overfitting on testing. This 
condition gives a chance to do further research by implementing some NN model 
selection procedures as explained in [1]. 
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Appendices: 
 
 
A. Time series plot of the Indonesian inflation data, 
January 1999 – April 2005 
 
 
 
  Figure 2. Time series plot of the Indonesian inflation, January 1999 – April 2005 
 
 
 
B. The results of ARIMA models, both in training and 
testing data 
 
Table 1. The results of ARIMA models, both in training and testing data 
 
MSE RMSE  
Model Training 
data 
Testing 
data 
Training 
data 
Testing 
data 
  ARIMA(1,0,0)(1,0,0)11 0.3576 0.682648 0.597997 0.826225 
  ARIMA(0,0,1)(0,0,1)12 0.2624 0.827925 0.512250 0.909904 
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C. The results of ARIMAX models, both in training and 
testing data 
 
Table 2. The results of ARIMAX models, both in training and testing data 
 
MSE RMSE  
Model Training 
data 
Testing  
data 
Training 
data 
Testing  
data 
  Model 1 0.28626167 0.289602 0.535034 0.538147 
  Model 2 0.29634263 0.240724 0.544374 0.490636 
  Model 3 0.29359180 0.319303 0.541841 0.565069 
 
 
 
D. The results of FFNN models, both in training and 
testing data 
 
Table 3. The results of FFNN models, both in training and testing data 
 
Training data Testing data 
Model Input lags 
Number of 
neurons MSE RMSE MSE RMSE 
 
  FFNN with 
input lags 
based  on 
ARIMA  
 
 
1,12 
 
 
 
 
1,11,12 
 
 
1 
2 
3 
4 
 
1 
2 
3 
4 
5 
 
 
0.3105369 
0.3031623 
0.2854341 
0.2057219 
 
0.2069178 
0.1891711 
0.1736372 
0.1418450 
0.1235492 
 
0.557258 
0.550602 
0.534260 
0.453566 
 
0.454882 
0.434938 
0.416698 
0.376623 
0.351496 
 
0.7257537 
0.7064180 
0.7579172 
1.0984050 
 
0.8657498 
0.8337273 
0.4711709 
0.8205497 
1.3148560 
 
 
0.85191 
0.84049 
0.87058 
1.04805 
 
0.93046 
0.91309 
0.68642 
0.90584 
1.14667 
 
  FFNN with 
input lags 
based  on 
ARIMAX  
 
 
1,12 
tI , tC  
 
 
 
 
1,11,12 
tI , tC  
 
 
1 
2 
3 
4 
5 
 
1 
2 
3 
4 
5 
 
 
0.2229641 
0.2040528 
0.1499683 
0.1366765 
0.1210808 
 
0.2950905 
0.1531187 
0.1471724 
0.2202060 
0.1224852 
 
 
0.472191 
0.451722 
0.387257 
0.369698 
0.347967 
 
0.543222 
0.391304 
0.383631 
0.469261 
0.349979 
 
 
0.3670807 
0.3122488 
0.2601240 
0.2261001 
0.2973856 
 
0.3461342 
0.3603422 
0.4064297 
0.3210728 
0.5476139 
 
 
0.605872 
0.558792 
0.510024 
0.475500 
0.545331 
 
0.588332 
0.600285 
0.637518 
0.566633 
0.740009 
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Abstract. This paper presents a definitive description of neural network 
methodology for classification problem and provides an evaluation of its advantages 
and disadvantages relative to statistical procedure, particularly toward logit 
models. Neural network models are closely related to generalized linear models. 
Additionally, neural network models do not require the restrictive assumptions 
about the relationship between the independent variables and dependent 
variable(s). Consequently, these models have already been very successfully applied 
in many diverse disciplines, including biology, psychology, statistics, mathematics, 
bussiness, insurance, and computer science. By using two examples of 
classification problems, we demonstrate that neural network provide better 
predictive power than logit models. 
 
Key words: neural networks, logit model, classification  
 
1. Introduction 
 
The successful application of neural networks (NN) to practical problems has been 
shown in numerous papers. In the medical field, this application range from 
diagnosis of myocardial infarction over classification of EEG signals and PET scans  
to prediction of mechanisms of action in cancer drug development [10]. The use of 
NN is now quite common in economics and business and these models are used to 
describe and forecast many important variables. For example, they have been used 
to predict and explain patronage behavior [5] and to model brand choice [4], [12], 
[13]. 
 
Implementation of NN for classification problems are such that an analysis based 
on a logistic regression model [7] with a standard approach for a statistical 
analysis. A perceptron with a logistic activation function represent the most simple 
neural network, they consist only in an input layer and an output layer. These 
relationships between the inputs and the outputs are identical to the logistic 
regression. By adding one or more hidden layers, it is enables the the network to 
map interactions and more generally nonlinear relationships.   
 
Although NN is feasible alternative to logit models, its forecasting ability compared 
to logit models are not clear. In general there is continuing debate about the 
comparative performance of the NN and traditional approach in several different 
contex. In marketing research, there is some evidence that an NN yields more 
useful insight than a logistic regression model. For example, West et al [13] 
compare an NN with discriminant analysis and logistic regression. They conclude 
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that an NN can outperform the two statistical techniques when the underlying 
choice rule is known and can give better out-of-sample forecasts when the choice 
rule is not known. The same research which was done by Dasgupta et al [6] 
conclude that the superiority of the NN is not statistically significant. Comparison 
between NN and logit models can also be seen at some articles (see e.g. [1], [3], [8], 
[10], [14]). 
 
Based on the progresses at classification problems, we feel that a thorough study of 
logit models and NN still deserved attention. This research is done and focused on 
the comparison between the logit models and NN particularly about classification 
correct rate. 
 
2. Logit Models 
 
Logit modelling has been extensively described in the literature [9], and we shall 
only describe briefly the characterisitcs of these models. However, in order to 
compare logit models to NN, it is important to mention their fundamental equations 
and properties. 
The binomial logit model has response variable Y which contain two categories 
(binary or dichotomous). This response is usually distinguished to ‘success’ and 
‘fail’ denoted Y=1 (success) and Y=0 (fail) [2]. Let the explanatory variables X’ = (X1, 
X2, …, Xk) that pair to response variable Y. Probability Y=1 denoted by π(x). Logistic 
regression function between π(x) and x is: 
)](exp[1
)](exp[)()1(
xg
xgxYP +=== π  (1) 
 
where g(x) = β0 + β1x1+ β2x2 + … + βkxk 
The multinomial logit model is an extension of the binomial logit model, where 
variable Y has polychotomous response with outcome possibility 1, 2, … , J (J is 
integer, usually a small number). The multinomial logit model computes the 
probability Pi(Y=j) of choosing category j on choice occasion i as a function of all 
other categories [4]. As for the binomial logit, it assumes that a linear combination 
of the explanatory variables is related to the choice probability Pi(Y=j) as described 
by   
∑
=
== J
1j
ij
ij
i
(x)]exp[g
(x)]exp[g
j)(YP  (2) 
where 
Pi(Y=j) is the probability of choosing category j on choice occasion i  
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∈
=
Tk
ijkkij xb(x)g  with 
bk : kth parameter estimation 
xijk : represents the explanatory variable 
J : number of categories considered 
T : set of  variables 
 
Three interesting properties of the multinomial logit model arise from equation (2). 
First, g(x) function is undetermined to the extent of an additive constant. Second, if 
there are only two alternatives, equation (2) will be reduced to equation (1). Finally, 
Pi(Y=j) is S-shaped in gij(x) when gik(x) are held constant. Therefore, as for the 
binomial logit, large or small values for gij(x) make Pi(Y=j) flat and insensitive to 
changes in gij(x). 
 
The parameters of model are estimated by Maximum Likelihood Estimation (MLE). 
The likelihood of observing actual choice, given input vector X and model 
parameter vector  β, can be expressed by 
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where 
Y =  dependent variable (polychotomous data)  
X = ) x, ... , x, ... ,( kn1n11x  represent the explanatory variables 
β = )b , ... ,b( k1  represent the model parameters 
Pi is the predicted probability for choice occasion i 
ijg  is value of function for the jth category on the ith choice occasion 
N is the number of choice occasions and J is the number of categories 
 
In practice, however, it is preferable to maximise the logarithm of the likelihood as 
expressed in: 
 ∑∑
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i
J
j
ij xjYPiYLogL
1 1
)),(ln( β  (4) 
with 
∑
=
== J
h
bihih
ij
i
xg
bxg
xjYP ij
1
)(exp
),(exp
),(
,
β  
 
390 Proceedings of ICAM05
  SRI REZEKI, ET AL.  
3. FFNN as an extension of Logit Models 
 
The type of NN that are considered in this paper is the multilayer feedforward 
neural networks (FFNN) trained with the standar backpropagation algorithm. 
Details of the algorithm can be found in any textbook on NN and will not be 
addressed in this paper. However, it is interesting to illustrate a parallel between 
NN with sigmoidal outputs and logistic regression models (respectively the binomial 
and multinomial logit model) 
 
Analogy between FFNN and binomial logit is FFNN can be considered as nonlinear 
regression models, the complexity of which can be changed. At their lowest 
complexity level, they consist only in an input layer and an output. These 
relationships between the input and the output are identical to binomial logit. 
Parameters of FFNN are usually estimated by minimizing the mean square error 
produced by the model. This is equivalent to maximum likelihood estimation when 
the dependent variable is a continuous function of the inputs with additive 
Gaussian noise, as is the case for regression problems. For classification problems, 
however, the dependent variable is binary and a Gaussian distribution for the 
errors is inappropriate and therefore the error function is a priori not mean square 
error. The entropy function is a more appropriate error function. Equation (5) 
defines the entropy function E: 
 
 ∑
=
−−+−= M
i
iiii SYSYE
1
11 ))ln()()ln((  (5) 
 
Where Si is the network output and Yi the desired output. 
  
Apart from its sign, this function is identical to the log-likelihood function used to 
estimate the coefficients of the binomial logit model (equation (4)). The FFNN with 
sigmoidal output is therefore exactly identical in form and estimation procedure to 
the binomial logit model. It models the choice probability based on a linear utility 
(g(x)) function and therefore does not take into account potential interaction effects 
between explanatory variables. It is possible to change the network complexity in 
order to take into account non-linearities, in particular interaction effects. This is 
done by adding one or more hidden layer(s) to the network. Hence, an FFNN can be 
viewed as a generalization of the binomial logit model. 
  
Just as the sigmoidal output network generalizes the binomial logit model, the 
softmax output network with shared weights generalizes the multinomial logit 
model. The used error function (relative entropy), given by equation (6), is identical 
(apart sign) to the log-likelihood function used to derive the multinomial logit 
(equation4). 
 
 ∑∑
= =
−= M
i
J
j
ijij SYE
1 1
)ln(  (6) 
 
The multinomial logit model corresponds to a partially connected FFNN with 
shared weight and softmax output. By adding hidden neurones to the network, it is 
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possible to model choices resulting from nonlinear gij(x) function. Therefore, NN 
models can be viewed as generalized multinomial logit model. 
 
The architecture of FFNN for classification problems is illustrated in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. FFNN with single hidden layer 
 
 
Advantages and disadvantages of NN compared with the logit models are: 
 
1.  NN afford to model nonlinear preferences with few (if any) a priori assumption, 
while logit models can suffer from a specification bias if the assumptions are 
not fulfilled [4], [8]. 
 
2.  NN are very flexible and able to model highly complex relationships. However 
they are very difficult to interpret and have been perceived as ‘black boxes’ 
which can neither explain how they reach an outcome nor provide an explicit 
representation of the relationship that they estimate. On the other hand, logit 
models provide easily interpretable coefficients and significance statistics [4], 
[8]. 
 
3.  NN to be relatively easier in terms of analytical and computational effort, 
whereas advantage of logit models are its ability to provide close form solutions 
for the choice probabilities [1]. 
 
4. NN approach is parsimonious, produces better classification, and is stronger at 
interpolation [1], [8]. 
 
The predictive power of two models can be measured by percentage correct of 
classification. Suppose the following result were obtained: 
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Tabel 1. Classification of polychotomous response data 
 
Data Predicted 
Observed 1 2 …   J 
1 f11 f12 … f1J 
2 f21 f22 … f2J 
M  M  M  O  M  
J fJ1 fJ2 … fJJ 
 
 Percentage Correct 
∑∑
∑
= =
== J J
J
i
1i 1j
ij
1
ii
f
f
 [7]
  
4. Implementation of The Logit Models and NN 
 
This paper used synthetic dataset to illustrate the Logit models and NN. For 
binomial response case, let us consider the response of consumer toward a new 
product, namely instant food (whether they buy or not) and three decision variables 
i.e. consumer novelty seeking (X1), normative influence (X2) and informational 
influence (X3). The number of object are 193 observation, 60% for training set and 
40% for testing set. The second case for multinomial response also rest on a 
shyntetic dataset, those are the choice of house types (for example A, B, and C 
type), while the explanatory variables are monthly income (X1) and married age 
(X2). The sample size is 150 observation where data partition for training and 
testing set is the respective 50% 
 
The determination of NN architecture is done by trial and error until obtained the 
optimal number of hidden neuron, which is the smallest misclassification rate and 
should consider parsimony model. In order to get the stable result, we have to 
carry out resampling technique. Then, data are divided into training and testing set 
in arbitrary ratio (usually the number of training set  are greater than the one of 
testing set. The mean of classification correct rate after ten times replications can 
be summarized as follow: 
 
A. Binomial Response Case 
 
Table 2. The Mean of Classification correct rate (%) 
 
Model Training Set Testing Set 
The Binomial Logit Model  68.83 57.37 
Neural Network (3-2-2) 70.43 66.47 
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B. Multinomial Response Case 
 
Table 3. The Mean of Classification correct rate (%) 
 
Model Training Set Testing Set 
The Multinomial logit Model  97.6 94.94 
Neural Network (2-3-3) 99.74 95.46 
 
 
 
 
 
 
Table 2. and 3, also Figure 2. and 3. show that ability of NN for classifying correctly 
are better than the Logit model. NN are more powerful than the logit model both in 
training and testing set. This is consistent with the previous finding in the 
literature that NN approach is parsimonious, produces better classification, handle 
complex underlying relationships better, and is stronger at interpolation. On the 
other hand, the logistic regression technique has a superior solution methodology 
(close form versus heuristic) and better interpretability [8]. 
 
 
Figure 2. Comparison of classification correct average 
Figure3. Comparison of classification correct average 
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5. Conclusion 
 
Since we have discussed the logistic perceptron as the most simple neural network 
is equivalent to a logistic regression model and the weights in neural network can 
be interpreted as regression coeffisients in the corresponding logistic model. In this 
paper we have compared the logistic regression model with FFNN. There are some 
obvious extensions of the logistic perceptron allowing for more than one output 
unit  and/or having unit in a hidden layers. 
 
The advantages and disadvantages of NN approach compared to logit models, one 
of which is a restriction of the other. Choosing between the two models implicitly 
requires the user to decide whether the complexity of the data justifies the use of 
the more complex one. Results in this paper indicate that for classification 
problems, NN performance relatively better than logit models in two case, 
dichotomous and polychotomous response. Interaction effects have not been 
investigated in this paper. This case should be done for further research. 
  
As the respective strengths  and weaknesses of the models are complementary, it 
may be possible to combine them in a single framework in order to take into 
account potential non-linearities as well as to improve the model interpretability. In 
certain field, interpretability is  at least as important as predictive power.   
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Strong Suppression of Radiation States in a Slab 
Waveguide Sandwiched between Omnidirectional 
Mirrors 
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Abstract: Structures in channel or slab waveguides, applied deliberately or due to 
imperfections, may lead to strong modal losses, corresponding to the excitation of 
radiation modes. As an example, losses are generally very large in slab photonic 
crystal (PhC) impurity waveguides (WGs) due to the combined effect of field 
enhancement and fabrication errors. In the presentation it is shown that for a 
silicon slab in air such radiation losses can be strongly reduced, by approximately 
one order of magnitude, by structural optimization of such a slab sandwiched 
between two omni-directional mirrors. The effect can be used for the production of 
low loss PhC impurity WGs, high Q-cavities and low-loss transitions between 
different WG sections. 
Keywords: photonic crystals, photonic bandgap, high Q, cavities, low loss. 
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IMPLICIT SCHEME FOR NUMERICAL
INTEGRATION OF THE NONLINEAR
PARTIAL DIFFERENTIAL EQUATION
M. Nurhuda
Physics Department, Brawijaya University, Malang 65144, Indonesia
Abstract. An implicit scheme for integrating the nonlinear partial differential
will be presented and discussed. The method is based on the splitting the propa-
gator in term belonging to the homogenous part and non-homogenous part (non-
linearity). The homogenous part is solved using Crank-Nicholson scheme, while
non-homogenous part is solved using power expansion of the propagator, assum-
ing that within a finite interval ∆z, the nonlinearity is considerably constant. The
method is employed for the 1D propagation of intense electromagnetic field in
a nonlinear medium. Comparison of the results with that obtained using other
method, i.e. Runge Kuta, will also be presented and discussed. It turns out the
method is effective, efficient and unconditionally stable.
Key-words: ICAM05, numerical method
1 Introduction
This paper elaborates a scheme for numerical solution of the nonlinear partial
differential equation (NLPDE) emerging in physics. Due to broad scope of physical
problems that can be associated with NLPDE, we limit our self on the problem
of pulse propagation in the nonlinear medium, as we are extensively involved in
the last four years [1]. We expect that the method can be extended to solve other
nonlinear physical problems, since the basic algorithm is generic for almost all
NLPDE.
We start by invoking Maxwell equation describing the electric wave propagation
in the nonlinear medium (see e.g. [2]):
∇2E(x, y, z, t)−
1
c2
∂2
∂t2
E(x, y, z, t) =
1
c2
∂2
∂t2
PNL(x, y, z, t) (1)
where c is the speed of light and PNL(x, y, z, t) is the source of the nonlinearity.
We assume that the electric field is pulsed, possesses cylindrical symmetry and is
propagating along z direction:
E(x, y, z, t) = E(r⊥, z, t)e
i(kz−ω0t) =
∞∫
−∞
E0(r⊥, z)e
i(kz−ωt)dω (2)
with r⊥ =
√
x2 + y2 and k = ω/c is the wave number. Accordingly, the nonlinear
term can be written in the same manner as Eq. (2). In general, the nonlin-
earity consists of the instantaneous- and delayed terms originated from rotational
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atomic/molecular medium and time integrated term, i.e. plasma when the medium
is ionized.
PNL(r⊥, z, t) =
(
∆χ(|E(r⊥, z, t)|
2)−
ω2p
ω20
)
E(r⊥, z, t) (3)
where ωp =
√
e2ρ(t)/meǫ0 is the plasma frequency and ρ(t) accounts for the
plasma density given by:
∂ρ(t)
∂t
= N0(1− ρ(t))Γ(|E
2(r⊥, z, t)|
2) (4)
with N0 being the atomic/molecular density of the nonlinear medium, and Γ is
the ionization rate. Inserting Eq. (4) in to Eq. (3), and Eq. (3) in to Eq. (1) one
can immediately see that the NLPDE in Eq. (1) is of the type of highly coupled
nonlinear partial differential equation.
To solve Eq. (1), it is usually assumed that the field is propagating forward
along z direction. This assumption neglects the re-scattering of the field (paraxial
approximation). Moreover, by applying the moving frame t = t+ z/c, one can get
the envelope equation:
∇2⊥E(r⊥, z, t) +
2
c
(
iω0 −
∂
∂t
)
∂
∂z
E(r⊥, z, t) + k
′′
0
∂2
∂t2
E(r⊥, z, t) =
eiω0t
1
c2
∂2
∂t2
PNL(r⊥, z, t)e
−iω0t (5)
with k′′0 = d
2k/dω2|ω0 . Note that the dispersion is usually neglected when the
electric field is strong, since its effect is too small compared to that contributed
by the nonlinearity and ionization.
2 Numerical scheme
The numerical scheme is based on the splitting operator, where for one step for-
ward propagation the solution is iteratively obtained from the previous solution
by approximating the kernel propagator in the following term:
E(r⊥, z +∆z, t) = GH(r⊥,∆z, t)GNL(r⊥,∆z, t)E(r⊥, z, t) +O(∆z
2) (6)
where GH is the homogenous propagator and GNL accounts for the propagator of
the respective nonlinear term. Splitting the solution as Eq. (6) is equivalent with
simultaneously solving the two coupled differential equations.
∇2⊥E(r⊥, z, t) + k
′′
0
∂2
∂t2
E(r⊥, z, t) =
2
c
(
−iω0 +
∂
∂t
)
∂
∂z
E(r⊥, z, t) (7)
2
c
(
iω0 −
∂
∂t
)
∂
∂z
E(r⊥, z, t) = e
iω0t
1
c2
∂2
∂t2
PNL(r⊥, z, t)e
−iω0t (8)
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Note that factorization as described in Eqs. (7) and (8) is not a necessity; one
may alternatively put the dispersion term in Eq. (8). The homogenous part Eq.
(7) is easily solved in spectral domain with the help of Fourier transform:
∇2⊥E(r⊥, z, ω − ω0)− k
′′
0∆ω
2E(r⊥, z, ω − ω0) = 2ik
∂
∂z
E(r⊥, z, ω − ω0) (9)
The forward propagation then can be obtained using well known Crank Nicholson
scheme [3]:
E(r⊥, z +∆z, ω − ω0) =
1− i∆z4k
(
∇2⊥ − k
′′
0∆ω
2
)
1 + i∆z4k (∇
2
⊥ − k
′′
0∆ω
2)
E(r⊥, z, ω − ω0) (10)
For the nonlinear part, PNL(r⊥, z, t) has to be solved in the temporal domain.
However, the presence of the time derivative operator in the left hand side Eq. (8)
could lead into complicated operations. To overcome this problem, we introduce
the following approximation for Eq. (8):
∂
∂z
E(r⊥, z, t) =
[
2iω0
c
(
1 +
i∂
ω0∂t
)]−1
eiω0t
1
c2
∂2
∂t2
PNL(r⊥, z, t)e
−iω0t
≈ −
ic
2ω0
(
1− i
∂
ω0∂t
)
eiω0t
1
c2
∂2
∂t2
PNL(r⊥, z, t)e
−iω0t (11)
Eq. (11) basically can be solved using standard solver of ordinary differential equa-
tion, e.g. implicit second order Runge Kuta method. However, due to existence
of nonlinear term, the differential equation frequently becomes stiff and hence re-
quires that ∆z must be set to be very small. To overcome this stiffness problem,
we utilize the following trick. Define a new function X˜NL as:
X˜NL(r⊥, z, t) =
− ic2ω0
(
1− i ∂
ω0∂t
)
eiω0t 1
c2
∂2
∂t2
PNL(r⊥, z, t)e−iω0t
E(r⊥, z, t)
(12)
then Eq. (12) reads
∂
∂z
E(r⊥, z, t) = X˜NL(r⊥, z, t)E(r⊥, z, t) (13)
Assuming that within small interval ∆z P˜NL(r⊥, z, t) is constant, one can imme-
diately see that the solution due to effect of nonlinearity can be written as:
E(r⊥, z +∆z, t) = e
X˜NL(r⊥,z,t)∆zE(r⊥, z, t) (14)
The scheme Eq. (14) is not only simple in nature, but also cheap in operation,
since of each propagation step, we only need one time to evaluate the nonlinearity.
This is important, since for large system, the evaluation of the nonlinearity is
sometime very costly.
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3 Implementation
In order to demonstrate how efficient is the nonlinear solver described in Eq. (8),
we performed the following simulation. For the purpose of this presentation, we
omitted the homogenous transverse Laplacian in Eq. (7) such that the differential
equations reduces to 1D. The pulse is modeled as a Gaussian function and the
corresponding intensity has width 60 femtosecond at full wave at half maximum
(FWHM). The field amplitude is set to be 0.0534 a.u. while the central wavelength
is 789 nm. Data for nonlinearity and ionization rate are depicted in Fig. 1. The
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Figure 1: The complex nonlinearity as a function of intensity |E|2 (left) and in the right side is
the plot of ionization rate. Both nonlinearity and ionization rate data are of argon atom.
pulse is propagated from distance z=0 to z = 10 cm by using various propagation
step ∆z (in unit of mm). The results are displayed in the spectral domain in Fig.
2; top panels for the results obtained using power expansion method and bottom
panels tho those obtained using RK method. It is shown that in general, the
present method is unconditionally stable, even with quite extensive propagation
step. On the other hand, performing the integration with Runge Kuta method
requires very small ∆z due to its stability and convergence, as seen in Fig 2 (bottom
panel) that for ∆z = 0.3 mm that the result start to deviate from the correct one,
while for larger ∆z, the method is fail to yield converged result.
4 Conclusions
We have described an efficient method for solving the NLPDE. The non-homogenous
term is solved using power expansion method. It is seen from the displayed re-
sults that the method is unconditionally stable, and can be used to integrate the
NLPDE with quite large propagation step.
We believe that the present method can be extended to another kind of NLPDE,
such as water wave, heat and mass transfer problems, and other physical problems.
Proceedings of ICAM05 401
  
Implicit scheme for numerical integration of the nonlinear partial differential equation
600 700 800 900
0
1
2
Po
w
er
 (a
rb.
 un
its
)
600 700 800 900
0
1
2
600 700 800 900
0
1
2
600 700 800 900
0
1
2
600 700 800 900
0
1
2
600 700 800 900
Wavelength(nm)
0
1
2
Po
w
er
 (a
rb.
 un
its
)
600 700 800 900
Wavelength(nm)
0
1
2
600 700 800 900
Wavelength(nm)
0
1
2
600 700 800 900
Wavelength(nm)
0
1
2
600 700 800 900
Wavelength(nm)
0
1
2
∆z=0.2 ∆z=0.5 ∆z=1.0 ∆z=2.0 ∆z=5.0
∆z=0.01 ∆z=0.1 ∆z=0.2 ∆z=0.3
(RK, 2 points) (RK, 2 points) (RK, 2 points) (RK, 2 points)
∆z=0.4
(RK, 2 points)
NO RESULT 
(OVERFLOW)
Figure 2: The spectral profiles obtained by integrating the nonlinear term using power expansion
method (top) and Runge Kuta method with two points for various propagation step. Unit of ∆z
is mm.
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Abstract. A finite-element-based vectorial optical mode solver, furnished with 
Bayliss-Gunzburger-Turkel-like transparent boundary conditions, is used to 
rigorously analyze photonic crystal fibers (PCFs). Both the real and imaginary part 
of the modal indices can be computed in a relatively small computational domain. 
The leakage loss, the dispersion properties, the vectorial character, as well as the 
degeneracy of modes of the fibers can be studied through the finite element results. 
Results for PCFs with either circular or non-circular microstructured holes, solid- 
or air-core will be presented, including the air-core air-silica Bragg fiber. Using the 
mode solver, the single-modeness of a commercial endlessly single-mode PCF was 
also investigated. 
Key-words: finite element analysis, photonic crystal fibers, transparent boundary 
conditions, leaky modes. 
 
1 Introduction 
 
Since the introduction of the photonic crystal fiber (PCF) [7], various waveguiding 
structures that utilize the arrangement of microstructured holes [16] or thin layers 
[4] have been realized. The large variety of possible hole shapes and arrangements 
demand the use of numerical methods that can handle arbitrary cross-sectional 
shapes to analyze this kind of structures. Besides, the existence of interfaces with 
high index-contrast between the solid host material and air holes calls for the use 
of the vectorial wave equation to accurately model the structure. Finite element 
method (FEM) is suitable for such analysis as it can handle complicated structure 
geometries and solve vectorial equations transparently. By incorporating proper 
boundary conditions, it also can model the leaky behavior of the realistic PCFs. 
 
In this paper, we apply a vectorial optical mode solver based on Galerkin FEM [17], 
which is furnished with a 1st-order Bayliss-Gunzburger-Turkel-like (BGT-like) 
transparent boundary conditions (TBC) to rigorously model various kinds of PCFs 
[18]. Thanks to the boundary conditions, the structure can be analyzed in a 
relatively small computational domain for its complex-valued modal indices and 
field profiles. The structures being considered include those with either solid 
material or air as the core; circular or non-circular microstructured holes arranged 
around the core. Through the FEM results, we studied the leakage loss, dispersion 
properties, vectorial character, as well as the degeneracy of modes and single-
modeness of particular kinds of PCFs. 
 
2 Formulation of the method 
 
The detail discussions on the formulation of the mode solver has been given 
elsewhere [17], but for convenience will be briefly reviewed here. 
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2.1 Finite element formulation 
 
Using the H-field-based vectorial wave-equation, 1 20r H k Hε −∇ × ∇ × =
G G
, for 
longitudinally-invariant structures composed of non-magnetic anisotropic 
materials with diagonal permittivity tensors and exp(jωt) time dependence of the 
field; it is possible to get a vectorial wave-equation expressed only in terms of the 
transverse components of the magnetic field as follows: 
( )
( )
( )
( )
11 1
2 2 2
0 eff 0111
22 2
yyzz yy
222 xxxxzz
xy x y y x x x x y y x
yyy x x y yx x y y x
nn n
nnn
HH H H H H
k n k
HHH HH H
∂ ∂ − ∂ ∂ ∂ + ∂
− + =
∂ ∂ + ∂−∂ ∂ − ∂
⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎡ ⎤ ⎢ ⎥ ⎣ ⎦⎢ ⎥⎣ ⎦⎣ ⎦⎣ ⎣ ⎦⎦
. 
Here, the x and y denote the transverse Cartesian coordinates associated with the 
structure cross-section, k0 the vacuum wavenumber, neff the complex modal index, 
Hx and Hy the x and y components of the magnetic field H
G
, while 2xxn , 
2
yyn , and 
2
zzn  
the non-zero entries located at the diagonal of the relative permittivity tensor rε  
associated with the x, y, and z components of the electric field, respectively. Using 
the Galerkin procedure and discretizing the computational domain into triangular 
elements lead to the following discretized weak formulation: 
( ) ( )1 1
e
2 2
zz zz
e e
y x y y x x x y y xn n
BoundaryElement
w H H dy w H H dx
Γ Γ
− ∂ − ∂ − ∂ − ∂⎧⎨⎩∑ ∫ ∫   
 ( ) ( )1 12 2
yy xx
e
x x x y y y x x y yn n
e
w H H dy w H H dx
Γ Γ
− ∂ + ∂ + ∂ + ∂ ⎫⎬⎭∫ ∫
( ) ( )1 1
e
2 2
yy xx
int,e int,e
x x x y y y x x y yn n
InterfaceElement
w H H dy w H H dx
Γ Γ
+ − ∂ + ∂ + ∂ + ∂⎧ ⎫⎪ ⎪⎨ ⎬⎪ ⎪⎩ ⎭∑ ∫ ∫  
( )( ) ( ) ( ) ( ){ 1 1 1
e
2 2 2
zz yy xx
e
x y y x x y y x x x y y x x y yn n n
TriangularElement
w w H H w w H H
Ω
+ ∂ − ∂ ∂ − ∂ + ∂ + ∂ ∂ + ∂⎡ ⎤⎣ ⎦∑ ∫∫
 ( ) ( )}2 2 21 10 eff 02 2
yy xx
x x y y x x y y 0n nk n w H w H k w H w H dx dy+ + − + =   (1) 
with wx and wy denoting the weight functions, Ωe the area in each triangular 
element, Γint,e the line element at the interface between different materials, and Γe 
the line element at the computational boundaries. 
 
Approximating the fields using quadratic nodal-based basis functions will lead to a 
sparse generalized matrix eigenvalue equation, which can be solved using an 
eigenvalue solver to obtain the eigenvalues related to the modal indices (neff) and 
eigenvectors associated with the transverse components of the magnetic field 
x y,
T
H H⎡ ⎤⎣ ⎦  of the corresponding modes. 
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2.2 Boundary conditions 
 
The derivatives of the fields occurring in the boundary term in Eq. (1) will be 
handled through the 1st-order BGT-like [1] TBC to mimic the properties of the fields 
in the exterior domain properly. We use a vector radiation function 
( ) ( ) ( )( ) ( )
x x,p r,x
1 2
0y y,p r,y
exp1
,
exppp
H H jk r
H r
H H jk rr
θθ θ
∞
Γ +=Γ
−= = −
⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑
G
  (2) 
along the computational boundary Γ, which leads to a 1st-order operator on the 
boundary fields as follows: 
( )
y
x r,x xx 5 2
1 r
y r,y y
1
2
H k HH
B j O r
H k HH r
−
Γ Γ
= ∂ + + =⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎡ ⎤⎞ ⎛ ⎞⎜ ⎟⎨ ⎬⎜ ⎟ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎝ ⎠⎝ ⎣ ⎦⎠ ⎩ ⎭⎣ ⎦ ⎣ ⎦ .  (3) 
In Eqs. (2) and (3), r and θ are the polar coordinates of the cross-section whereby 
the center of the core of the waveguide has been taken as the origin, and kr,x and kr,y 
are the complex transverse wavenumbers associated with the x and y components 
of the field. Solving the wave-equation at the elementwise homogeneous anisotropic 
exterior domain leads to 
2 2
r,x 0 xx effk k n nΓ Γ
= −  and 2 2r,y 0 yy effk k n nΓ Γ= −  
with Re(kr)>0 associated with the outward leaking case (the leaky-mode being 
considered in this paper) and Im(kr)<0 associated with evanescently decaying case 
(the guided-mode case). By neglecting the angular dependence of the field at each 
line element, 
( )5/ 2n x r,x x1ˆ ˆ 2H r n jk H O rr −Γ Γ
⎛ ⎞∂ = − • + +⎜ ⎟⎝ ⎠    (4) 
( )5/ 2n y r,y y1ˆ ˆ 2H r n jk H O rr −Γ Γ
⎛ ⎞∂ = − • + +⎜ ⎟⎝ ⎠    (5) 
Dirichlet to Neumann (DtN) map can be obtained and used for approximating the 
derivative operators within the boundary terms of Eq. (1), hence allows a proper 
truncation of the FEM mesh. In Eqs. (4) and (5), the caret (^) notation denotes the 
unit vector, while n denotes the normal direction. Note that, these boundary 
conditions induce non-linearity to the eigenvalue problem due to the appearance of 
neff (the eigenvalue itself) within the DtN. In this work, we have employed 
linearization by simple iteration technique to enable the use of linear eigenvalue 
solver and search only for eigenvalues (neff) of interest, i.e those related to low-loss, 
localized leaky modes within expected range [20]. 
 
3 Study of PCF properties through the FEM results 
 
The computed complex-valued mode indices and field profiles associated with the 
eigenvalues and eigenvectors of the eigenvalue equation discussed in the previous 
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section can be used to study the properties of the PCFs. The dispersion parameter 
D of the PCFs can be obtained from the wavelength dependence of the real part of 
the mode indices as follows 
( )2 eff2 ReD nc
λ
λ
∂= − ∂ , 
while the attenuation due to leakage loss can be deduced from the imaginary part 
as follows 
( ) ( )0 eff/ 20 Im logLoss L k n eα = = − . 
 
As will be shown in the next section, the vectorial character of the modes will show 
up from the discrepancies of results for modes which are often regarded as the 
same mode in scalar analysis for weakly guiding structures [5]. 
 
Although a rigorous study on the degeneracy and classification of modes requires 
knowledge on group theory [11], we can also use the FEM results to recognize the 
degeneracy or non-degeneracy of modes of PCFs. Instead of using mesh refinement 
[9] or symmetry-preserving mesh generation [13], here we will simply use a visual 
inspection on the vector plots of the transverse modal field to recognize the 
degeneracy of a pair of modes. A symmetry operated modal field can be expressed 
as a linear combination of the orthogonal set of degenerate modes as follows 
k i i
1
p
i
a
=
Ψ = Ψ∑G GS      (6) 
where S  is such a symmetry operation, { }1 p..Ψ ΨG G  is the orthogonal degenerate 
modal fields set with { }k 1 p..Ψ ∈ Ψ ΨG G G . A non-degenerate mode requires p=1 meaning 
that its symmetry operated modal field will always be linearly dependent with the 
initial modal field. A failure to fulfill this requirement is already enough to indicate 
that a mode is degenerate. A pair of two-fold degenerate modes (which is the case 
for degenerate modes in optical waveguides [11] with rotational structural 
symmetry Cm or Cmv) requires p=2, meaning that we can reconstruct the modal 
profile of a mode from 2 symmetry-operated modal fields taken from its degenerate 
pair, provided that these symmetry-operated modal fields are not linearly 
dependent. 
 
4 Examples 
 
Here, we will demonstrate the application of the FEM leaky mode solver to study 
the properties of various kinds of PCFs, including those of solid and hollow core, 
circular and non-circular microstructured holes. 
 
4.1 Solid-core PCF with circular microstructured 
holes 
 
First, we studied the most widely used kind of PCFs, i.e. those with cladding made 
up of circular holes arranged in a triangular lattice with core residing in the region 
at the center formed by missing of hole(s) [18]. We found that adding more rings of 
holes will be influential only to the leakage loss, while giving practically similar 
dispersion properties. Hence, for the sake of efficiency, we took structure with only 
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6 circular holes in the cladding for most of the computations and took more rings 
of holes to show their effect on the leakage loss, when necessary. Fig. 1 shows the 
fiber cross sections together with the FEM mesh and size of computational window. 
Note that, by the help of the boundary conditions, the computation can be carried 
out in a relatively small computational domain. Also note that by taking 
advantages of the structure mirror symmetry, we only need a quarter of the 
structure as the computational domain [20]. The diameter of the holes is d=5μm 
with pitch length of Λ=6.75μm. Pure SiO2 is considered as the host solid material 
with its refractive index nbg taken from the Sellmeier’s equation [10], while the 
refractive index of the air holes nhole is 1. Fig. 2 shows the real part of neff and the 
dispersion parameter as function of wavelength for the structure of 6 circular 
holes. Note that, by using the Sellmeier’s equation, the material dispersion effect 
has been rigorously taken into account in the plots here and in all other 
wavelength dependent plots in this paper. In this paper we have used similar 
hybrid mode notation as in ordinary fiber with additional superscript a and b to 
denote the results obtained using perfect magnetic conductor (PMC) and perfect 
electric conductor (PEC), respectively, as the symmetry boundary conditions at the 
horizontal symmetry plane. 
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Fig. 1. The PCF with (a) 6 circular holes and (b) 60 circular holes forming their 
cladding, the FEM mesh and their computational window. 
 
The curves in Fig. 2 show three groups of modes, which correspond to the first-
three LP-like modes [5]. By using the FEM mode solver, it is possible to distinguish 
modes within the same group. The differences between the curves of modes 
associated with the same group, i.e. the vectorial properties of the modes, are more 
pronounced for longer wavelength, where the dimension of the structure becomes 
more comparable to the wavelength. The divergence between curves for 31
aHE - and 
31
bHE -like modes indicates their non-degeneracy, a property which can be 
intuitively understood by visual inspection on the vector plot of their transverse 
modal field profile as shown in Fig. 3, whereas the symmetry-operated (e.g. rotated 
with 2πm/6 rotation angle with m integer) modal field is always linearly dependent 
with the initial modal field. Note that these modes are degenerate in ordinary fiber, 
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a property which can also be understood using the same intuitive procedure. Fig. 
2(b) also shows that HE11-like mode has zero dispersion wavelength at shorter 
wavelength than the ordinary fiber. Note that this zero-dispersion wavelength can 
be engineered by playing with the hole sizes [8], making this kind of fibers 
attractive for applications like dispersion compensation [3], supercontinuum light 
generation [14], ultra-flat and ultra-low dispersion [15], etc. 
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Fig. 2. (a). The real part of neff and (b) the dispersion parameter of the structure 
with 6 circular holes forming its cladding. 
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Fig. 3. Vector plot of (a) 31aHE - and (b) 31bHE -like modes. 
 
 
Fig. 4(a) shows the leakage loss as function of wavelength. The vectorial behavior of 
the modes is even more pronounced through the obvious divergence of curves 
within the same LP-like modes. As wavelength increases, the modes become less 
quasi-confined; consequently, the leakage loss increases. Fig. 4(b) shows the effect 
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of adding more rings of holes around the central core. In this case; 2-ring, 3-ring, 
and 4-ring structures correspond to 18, 36, and 60 holes (see Fig. 1b) in the 
cladding arranged in triangular lattice setting. The figure shows that adding rings 
of holes will reduce the leakage loss exponentially. 
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Fig. 4. The leakage loss of the structure with circular holes in the cladding. (a). 
Leakage loss of the first-ten modes in the 1-ring (6-hole) structure. (b). The effect of 
adding more rings of holes in the cladding. 
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Fig. 5. The cross-section of the PCF with 3 annular-sector-shaped holes in its 
cladding, the mesh definition, and the computational window. 
 
4.2 Solid-core PCF with annular-sector-shaped 
holes 
 
Next, we consider a PCF with cladding consists of three annular-sector-shaped 
holes as shown in Fig. 5 together with its mesh definition and the size of the 
computational window. The annular-sector-shaped holes has an inner radius of 
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r1=1μm and outer radius r2=2μm. Again here, we took the pure SiO2 as the host 
material. Fig. 6 shows the real neff and related dispersion parameter of the structure 
as function of wavelength. Fig. 7 shows the imaginary part of the neff and its related 
leakage loss. Since this structure has much smaller core size and larger (local) air 
filling fraction than the previous example, the effect of the air core is stronger, 
leading to a shorter zero-dispersion wavelength (see arguments given in [8]). Also, 
the vectorial character of the modes is more pronounced as indicated by more 
divergent curves of TE01-, TM01-, and HE21-like modes (which are all associated to LP11-
like mode in scalar analysis), both in their real and imaginary part of the neff. Fig. 
6(a) shows that at around 1.483μm, the real part of HE21- and TM01-like modes cross 
over, leading to a rather dissimilar dispersion properties in Fig. 6(b). 
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Fig. 6. (a). The real part of neff and (b) the dispersion parameter of the modes of the 
PCF with 3 annular-sector-shaped holes. 
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Fig. 7. (a). The imaginary part of the effective indices and (b). the leakage loss of 
the modes of the PCF with 3 annular-sector-shaped holes. 
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4.3 Hollow-core PCF with rounded-annular-sector-
shaped holes 
 
For hollow-core PCF, we take the one with rounded-annular-sector-shaped holes in 
the cladding, i.e. the air-silica Bragg fiber as proposed by Vienne et al. [21]. The 
structure is shown in Fig. 8, where rcore=10μm, tannular=2.3μm, rcorner=tannular/4, 
tring=0.2μm, and tbridge=45nm. The structure has 24, 34, and 44 holes at the first, 
second, and third ring of holes. We used computational domain with rb=19μm and 
wavelength 1.06μm. The refractive index of the host silica material is taken from its 
Sellmeier’s equation [10]. 
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Fig. 8. The model of the air-silica Bragg fiber with 3 rings of annular-sector-shaped 
holes in the cladding. Also shown are the mesh definition and the computational 
window size. 
 
Fig. 9 shows the vector plot of the transverse component of the magnetic field of 
modes of the PCF. In this type of waveguide, the leakage loss of TE01-like mode 
(computed to be 0.015 dB/cm) was found to be lower than that of the HE11-like 
mode (computed to be 0.44 dB/cm). This is a typical property of a Bragg fiber (as 
the micro-structured cladding can be regarded as alternating air and silica Bragg 
‘layers’). This lower loss for TE-like mode comes from the fact that the Fresnel 
reflection coefficient for TE is higher than TM polarization. As modes other than TE-
like modes have some component with TM-like polarization, they will exhibit higher 
leakage loss due to the lower reflection coefficient of the cladding. Fig. 10 shows the 
longitudinal component of the time averaged Poynting vector of HE11- and TE01-like 
modes. Small spots at the solid material in the cladding for HE11-like mode indicate 
the onset of the anti-crossing of this mode with a cladding resonance mode. For 
hollow-core structure, since the neff of interest is below 1, the transverse 
wavenumber 2 2t 0 solid effk k n n= −  is rather large, which enables resonances to take 
place even in thin solid material of the cladding. This explains why cladding 
resonance modes are easily observable near to our modes of interest in such 
hollow-core PCFs. 
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Fig. 9. The transverse component of the magnetic field of (a). 11aHE -, (b). 11bHE -, (c). 
01TM -, (d). 01TE -, (e). 21
aHE -, and (f). 21
bHE -like modes of the air-silica Bragg fiber. 
412 Proceedings of ICAM05
  
Finite element analysis of photonic crystal fibers 
 
 
 (a) (b) 
 
Fig. 10. The longitudinal component of the time averaged Poynting vector of (a). 
11
aHE - and (b). 01TE -like modes of the air-silica Bragg fiber. 
 
4.4 Modal degeneracy in PCF  
 
Here, we will demonstrate the use of visual inspection of the vector plot of the 
transverse modal field of the modes of PCF to recognize their degeneracy or non-
degeneracy. As an example, we took the HE21-like modes of the PCF with 3 annular-
sector-shaped holes in the cladding as discussed in Section 4.2. Fig. 11 shows the 
modal profile of the two HE21-like modes. As shown by Eq. (6) for p=1, a non-
degenerate mode requires linear dependency of a symmetry-operated modal field 
with its initial modal field. Visual inspection on Fig. 11(a) or (b) shows that rotating 
the modal field by 2π/3 (which is a symmetry operation due to the C3v structure 
symmetry) will not result in a linear dependent modal field with the initial modal 
field. This fact is already enough as a proof of the degeneracy of such modes. 
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Fig. 11. Vector plot of the transverse component of magnetic field of (a). 21aHE - and 
(b). 21
bHE -like modes of the PCF with 3 annular-sector-shaped holes. 
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Fig. 12. Fields obtained by rotating the transverse modal field of 21aHE  by (a). 2π/3 
and (b). 4π/3 radiant. 
 
To further show that the 21
aHE -like mode (Fig. 11(a)) is the degenerate pair of the 
21
bHE -like mode (Fig. 11(b)), we will show that it is possible to construct the modal 
field of Fig. 11(b) from two symmetry-operated modal fields taken from Fig. 11(a), 
which is a consequence of Eq. (6) for p=2 in the case that these two symmetry-
operated modal fields are not linear dependent each other. Fig. 12(a) and (b) show 
the fields obtained by rotating Fig. 11(a) by 2π/3 and 4π/3 radiant, respectively. 
Note that these rotation operations are symmetry operations as they leave the 
structure unchanged. Fig. 13 shows the field obtained by multiplying the field of 
Fig. 12(a) by -1 and adding the result to the field of Fig. 12(b). Visual inspection on 
Fig. 13 and Fig. 11(b) shows that they are linear dependent. This fact proves that 
21
aHE - and 21
bHE -like modes are degenerate pair. 
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Fig. 13. Fields obtained by multiplying field of Fig. 12(a) by -1 and adding the 
result to field of Fig. 12(b). 
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4.5 Single-modeness of an endlessly single-mode 
PCF 
 
Finally, we will consider the single-modeness of a PCF which is specially designed 
to have single-mode properties over a wide wavelength range. This type of PCF is 
known as the endlessly-single-mode (ESM) PCF [2]. An intuitive explanation of this 
property can be given by the modified-total-internal-reflection model [16] of the 
PCF. At shorter wavelength, the effective refractive index of the cladding becomes 
closer to the refractive index of the silica host material. This dispersive property will 
decrease the effective index contrast between the core and cladding, which in turn 
compensates the effect of the decrease of the wavelength and keep the structure to 
be single-moded over a wide wavelength range. 
 
In this section, we will use the FEM leaky mode solver to study such ESM-PCF 
rigorously using the leakage loss as a measure of its single-modeness [19]. Here, 
we picked up a commercial ESM-PCF, which is ESM-12-01 fiber made by 
BlazePhotonics [6]. The structure cross-section of the fiber is shown by Fig. 14, 
with d=3.68μm and Λ=8μm. We assume pure SiO2 as the host material with its 
refractive index taken from Sellmeier’s equation [10]. 
 
d 
Λ 
silica 
air holes 
 
Fig. 14. The cross-section of the ESM-12-01 PCF. 
 
Fig. 15 shows the real and imaginary part of the neff of the first-few modes of the 
PCF with attenuation constant of smaller than 10 dB/cm. The figure shows that 
the curve for HE11-like mode is well separated from other modes, indicating the 
single-mode behavior, which is stronger for longer wavelength. The figure also 
shows the existence of cladding and core-cladding resonance modes, similar to the 
one usually found in hollow-core PCF. As the ESM-PCF is designed using small 
d/Λ to obtain low effective index contrast, it has large solid medium between holes, 
hence small transverse wavenumber is already enough for resonance within this 
cladding region. 
 
Fig. 16 shows the dispersion parameter and the attenuation constant of the modes. 
The curves in Fig 16(a) almost coincide, indicating the dominance of the material 
dispersion of the bulk silica as the air holes effect is weak due to the small d/Λ 
ratio. Fig. 16(b) shows that due to the low effective index contrast, the vectorial 
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property of the modes is not so pronounced as indicated by the very similar loss 
profile of the TE01-, TM01-, and HE21-like modes, which are often regarded as LP11-like 
scalar mode. The figure also shows that the HE11-like mode exhibits the lowest loss, 
hence can be regarded as the most dominant mode. 
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Fig. 15. The (a). real and (b). imaginary part of neff of the first-few modes of the 
ESM-12-01 PCF. In (b) the curve for HE11-like mode almost coincides with the 
horizontal axis. 
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Fig. 16. The (a). dispersion parameter and (b). attenuation constant of the first-few 
modes of the ESM-12-01 PCF. The curves in (a) almost coincide, indicating the 
weak waveguide dispersion. 
 
The single-modeness of the ESM-PCF can be rigorously measured through the 
ability of the PCF to discriminate the dominant mode from the nearest higher-order 
mode in the sense of leakage loss. For this purpose, we define a quantity called 
multi-mode rejection ratio (MMRR) as follows 
 
( ) ( )0 1 1 010logMMRR P P Lα α= = −  
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with P0 and P1 denoting the power of the dominant fundamental and the nearest 
higher-order mode (which are assumed to be equally excited), while α0, α1, and L 
denoting the attenuation constant of the dominant mode, the nearest higher-order 
mode, and the length of the fiber, respectively. By putting 20 dB as the minimum 
MMRR (meaning that the power of the fundamental mode is at least 100 times 
larger than the nearest higher order mode) as the single-modeness criterion, we get 
the minimum length of the fiber for single mode operation are 11.97m, 3.86m, and 
0.78m for wavelength of 0.4μm, 0.6328μm, and 1μm, respectively, as shown in Fig. 
17. Allowing the power of the fundamental mode to be only at least 10 times the 
nearest higher order mode, the minimum length is just half of those of the previous 
criterion, a length which is still considerably long for applications like gas/liquid 
sensing when operated at short wavelength region. Hence, although this fiber 
geometry does not fulfill the ESM criterion of Mortensen et al. [12], it still can be 
regarded as an ESM-PCF for long fiber-length applications. While, for short fiber-
length applications, especially for short wavelength region, the endlessly single-
modeness should be considered with some precaution. Although the attenuation of 
the fundamental mode is 6 orders lower (in dB scale) than the nearest higher order 
modes, the low attenuation of these higher order modes can make them to be quite 
significant for these particular applications. This fact suggests the requirement of 
ESM-PCF which is specially designed for short fiber-length applications. As these 
applications can tolerate higher attenuation, the use of smaller /d Λ  and less rings 
of air holes can be incorporated. Otherwise, some manner to strip off higher order 
modes might be required. 
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Fig. 17. Minimum fiber length for single-mode operation by the loss discrimination 
criterion for minimum MMRR of 10 and 20 dB 
 
5 Conclusions 
 
We demonstrate the use of FEM leaky mode solver to rigorously analyze various 
kinds of PCFs, ranging from those of solid core to hollow core, circular to non-
circular microstructured holes in the cladding. The dispersion properties, leakage 
loss, vectorial character, mode degeneracy, and single-modeness of the structures 
can be well studied through the FEM results. 
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APPLICATION OF THE MULTIGRID METHOD IN 
IMAGE PROCESSING: OVERVIEW AND IMPROVED 
MULTIGRID PHASE UNWRAPPING METHOD 
 
Andriyan Bayu Suksmono 
Institut Teknologi Bandung, Indonesia  
 
Abstract. This paper is an overview on the multigrid method for image processing. 
Multigrid is a powerful numerical method for solving elliptic differential equations 
with O(N) computational complexity. In image processing, it can be employed to 
solve phase unwrapping (PU) problems, which is essentially seeking a solution of 
2 =, where  indicates unknown unwrapped phase and  is modulo 2 Laplacian 
estimate of “phase source” obtained from a given wrapped phase. PU is an ill-posed 
inverse problem, where a noisy wrapped phase (interferogram) is to be unwrapped 
to obtain an “absolute” phase values. Engineering applications of PU is abundant, 
ranging from optics, biomedical imaging (MRI), to coherent radar imaging (InSAR 
for DEM construction). One of the uniqueness in applying the multigrid method to 
PU problems that distinguish it from other numerical problems is the existence of 
phase noise. In this paper, application of the multigrid method to PU is overviewed. 
A new PU strategy by embedding a gradient re-estimator in the multigrid cycle is 
also introduced. 
 
Key-words: elliptic differential equation, boundary value problem, phase 
unwrapping, image processing, multigrid method, multi resolution analysis, InSAR, 
MRI, complex-valued image 
 
1 Introduction 
 
Mathematically, a (digital) image is a two dimensional array of numbers that 
represents a meaningful information of real-world objects captured by an imaging 
device. The information content may be perceived by direct observation of the 
image or be extracted after some processing stages in an automated process. Image 
processing assumes a particular underlying model of the image and a suitable 
manipulating algorithm. The image processing algorithm includes; among others, 
enhancement, restoration, transformation and feature extraction. Recently, various 
kinds of innovative image processing algorithms based on differential equation 
models are explored. The most popular ones are active contour model and energy-
minimization-based algorithms. 
 
Solving a partial differential equation (PDE) is one of central themes in numerical 
computing. Based on their characteristics or curves of the information propagation, 
it can be distinguished into three classes: hyperbolic, parabolic and elliptic [2]. The 
linear one dimensional wave propagation’s PDE belongs to the hyperbolic; the 
diffusion equation is categorized as a parabolic one, while the Poisson equation 
exemplified the elliptic PDE. Both the hyperbolic and parabolic PDEs correspond to 
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the initial value problems while the elliptic PDE is related to the boundary value 
problem. 
 
(a)      (b) 
Fig.1  Phase image of (a) InSAR and (b) MRI 
 
Most of the real-life image is an array of real numbers (or integers in a digital 
image). But, some imaging devices—such as InSAR (Inteferometric Synthetic 
Aperture Radar) and MRI (Magnetic Resonance Imaging) provide a complex-valued 
image. In this case, there is a pair of image representing the real part and the 
imaginary part, or equivalently, the magnitude and the phase image. Usually, the 
amplitude image looks just like an ordinary image captured by a camera. But the 
phase image is different, both its meaning and processing approach. In the InSAR, 
such as in Fig.1 (a), the phase image corresponds to terrain elevation, while in the 
MRI, such as in Fig.1 (b), it represents phase shifting corresponds to water/fat in 
tissues or temperature in thermal imaging or fluid flow (blood) in angiography. 
Since the phase values are obtained through arctan function, they are wrapped to a 
domain of [-, ). The physical meaning of the information is known after a 
particular phase processing called phase unwrapping (PU) has been conducted. 
 
The PU is a process to obtain an “absolute” phase from a wrapped one. There are 
two main PU methods: the local (path-following) method and the global (least- 
squares) method. The local method solves the PU by connecting SP’s based on a 
particular rule and then unwraps the phase along a line that avoid the connecting 
lines. The global method formulates the PU problem in a PDE expression, and then 
solves it by numerical computation. They both have their drawbacks and 
advantages. Generally speaking, the local method provides an accurate solution, 
but some area with dense SP is not solvable. Additionally, it is difficult to place the 
paths, even after reduction of SP by phase filtering. On the other hand, the global 
method gives a solution for the entire image, but with a less precision. This paper 
discusses the global method, particularly the multigrid PU (MGPU), as a PDE-
based image processing method. 
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The rest of the paper is organized as follows. Section 2 explains the formulation of 
global PU method and some related algorithms. The multigrid method and its 
application to PU are reviewed in Section 3. Section 4 explains an improvement of 
the multigrid method, and Section 5 concludes the paper. 
 
2 Global Phase Unwrapping: PDE Formulation and 
Numerical Computations 
 
The global PU method is based on discretization of (finite-differencing) the elliptic 
differential (Poisson) equation  
 
( )
2 2
2
2 2 ,x yx y
    = + =
 
 (1) 
 
on a phase field  with source  derived from a known wrapped phase W. Let  
( )21 ,nnW be an observed (noisy) wrapped phase image, ( )21 ,nnU be the desired 
unwrapped one and 
in indicates (discrete) spatial coordinates. The discrete 
gradients of the wrapped phase are defined as  
 
Row-directional gradient:  ( ) ( ) ( )212121 ,,,1 1 nndnnnn
W
n
WW 
+  (2.a) 
 Column-directional gradient: ( ) ( ) ( )212121 ,,1, 2 nndnnnn
W
n
WW 
+  (2.b) 
 
and the gradients of the estimated unwrapped phase are 
 
Row-directional gradient: ( ) ( ) ( )212121 ,,,1 1 nndnnnn
U
n
UU 
+  (2.c) 
 Column-directional gradient: ( ) ( ) ( )212121 ,,1, 2 nndnnnn
U
n
UU 
+  (2.d)  
 
where operations applied to a wrapped phase image are performed in modulo 2.
The global PU method is based on the least square estimate of the phase gradient, 
which is achieved by minimizing the following error value E with respect to 
( )21,nnU :
( ) ( ){ } ( ) ( ){ }1 1 2 2
1 2
2 2
1 2 1 2 1 2 1 2
,
, , , ,U W U Wn n n n
n n
E d n n d n n d n n d n n =  +   
(3)  
 
By the calculus of variation, this step leads to the discrete Poisson equation 
 
( ) ( ) ( ){ }
( ) ( ) ( ){ } ( )21212121
212121
,1,,21,
,1,2,1
nnnnnnnn
nnnnnn
WUUU
UUU


=++
+++ (4.a) 
where 
( ) ( ) ( ) ( ) ( )
1 1 2 21 2 1 2 1 2 1 2 1 2
, 1, , , 1 ,W W W W Wn n n nn n d n n d n n d n n d n n = +  + +  (4.b) 
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As shown by (4.b), the Laplacian W(n1, n2) is computed from the wrapped phase 
W(n1, n2). Now, the problem is how to calculate U(n1, n2) in equation (4) by 
assuming a periodic boundary condition on the grid. Popular solutions include, 
among others, matrix inversion, Fourier transform, relaxation, and the multigrid 
method.  
 
Matrix Inversion Method. Equation (4) can be expressed in a matrix form as      
A. = , where A is typically a tridiagonal (with fringes) matrix,  is vector of W and 
 is desired solution. From basic matrix algebra,  is obtained directly by 
multiplying the inverse of A, i.e. A-1, with . In most cases, the matrix inversion 
method is non-practical because of the difficulty in inversing A due to its large size. 
 
Fourier Transform Method. In the Fourier-based PU, a periodic boundary 
condition of the Poisson equation is assumed and it is obtained by performing a 
mirror reflection. Then, the phase image is extended to a periodic field as 
 
( ) ( ) ( ) ( )1 2 1 2 1 2 1 2, , , and , ,U U W Wn n n n n n n n    % %  (5) 
where 
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

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Using these conditions, the problem can be solved by the FFT by computing [2]: 
 
( ) ( )1 21 2
1 2
1 2
,
,
2cos 2cos 4
P t t
t t
t t
N N
 
 =
   
+    
 !  !
 
(7) 
 
where ( )21 , tt and ( )21 , ttP are the FFT’s of  ( )21 ,
~ nnU and ( )1 2,n n% respectively, 
while ( )1 2,n n% denotes the Laplacian of  ( )21,
~ nnW . The complexity of this algorithm 
is O(Nlog(N)).  
 
Relaxation Method. The relaxation method involves splitting the sparse matrix 
arises from (4), and then iterating until a solution is found. In a Gauss-Siedel 
relaxation, (4) is re-arranged into: 
 
( ) ( ) ( ) ( ) ( ){ } ( )1 2 1 2 1 2 1 2 1 2 1 21 1, 1, 1, , 1 , 1 ,4 4
U U U U U Wn n n n n n n n n n n n     = + +  + + +    (8) 
 
It makes use of updated values of U on the right-hand side of (8) as soon as they 
become available, i.e., the updating is done “in place” instead of being “copied” 
from an earlier timestep to a later one. The weakness of this method is its slow 
convergence, which is then improved by multigrid method. 
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PU adds one more important parameter determining the quality of a solution on a 
grid, named as weighting factor. The weighting factor corresponds to a degree of 
confidence or quality factor of a pixel value in the (phase) image, since phase noise 
affects image quality severely. Then, instead of minimizing (3), one should perform 
on its weighted version 
 
( ) ( ) ( ){ }
( ) ( ) ( ){ }
1 1 1
1 2
2 2
2
1 2 1 2 1 2
2
,
2 1 2 1 2 1 2
, , ,
, , ,
U W
n n n
U Wn n
n n n
w n n d n n d n n
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where ( )
1 1 2
,nw n n and ( )2 1 2,nw n n are defined by 
( ) ( ) ( )( )1 1 12 21 2 1 2 1 2, min , , 1,n n nw n n w n n w n n=  and     (10) 
( ) ( ) ( )( )2 2 22 21 2 1 2 1 2, min , , , 1n n nw n n w n n w n n= 
Minimization of (9) gives weighted version of (4)  
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where 
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(11.b) 
 
Unlike the unweighted case, this equation cannot be solved directly (eg. by FFT), 
instead, an iterative method should be applied. The Gauss-Siedel relaxation can be 
used to do this task by iterating weighted version of (8)  
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where 
( ) ( ) ( ) ( ) ( )
1 1 2 21 2 1 2 1 2 1 2 1 2
, 1, , , 1 ,n n n nv n n w n n w n n w n n w n n= + + + + +  (12.b) 
 
The Gauss-Siedel relaxation obtains only high-frequency component of a solution 
in earlier stages, while the low-frequency are left in the residual image. It happens 
because the relaxation on a point in the computational grid is influenced by its 
nearest neighbors only. In the multigrid method, various sizes of computational 
domains corresponding to the difference equation of the problem are defined. 
Effectively, the large grid extract high frequency component, while the small grid 
gathered the low frequency component of the solution. Then, a transfer mechanism 
among grids improved final solution. 
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3 The Multigrid Phase Unwrapping Method 
 
The multigrid algorithm, firstly introduced in 1970s by Brandt [1], is a fast iterative 
numerical method for solving an elliptic differential equation with complexity O(N), 
where N is the gridsize [2]. The first application of the multigrid method for PU 
problem is described in [3] by Pritt. It applies Gauss-Siedel relaxation on smaller 
(coarser) grids and transferring the intermediate results to the larger (finer) one as 
illustrated in Fig.2. The intermediate results are then used as initial solutions of 
Gauss-Siedel relaxation on the finer grids. 
 
Fig.2 Restriction and prolongation in a multigrid method. One may look the 
prolongation as an upsampling process, while restriction is downsampling. 
 
Usually, restriction operation uses the injection operator c(i,j) = f(2i,2j) where f(i,j) is 
the original field/function and c(i,j) is the results or, a better one, is the full 
weighting operator defined as 
( ) ( ) ( ) ( ) ( )(
( ) ( ) ( )( ) ( )
1, 2 1,2 1 2 1,2 1 2 1,2 1 2 1,2 1
16
1 12 ,2 1 2 ,2 1 2 1,2 2 ,2
8 4
c i j f i j f i j f i j f i j
f i j f i j f i j f i j
=   + +  +  + + + +
+  + + + + +
 (13) 
 
The prolongation operator, that is the complement of the full weighting, is the 
bilinear interpolation, 
 
( ) ( ) ( ) ( ) ( )( )12 , 2 , , 2 1, 2 , 1,
2
f i j c i j f i j c i j c i j= + = + +  
( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )(
12 ,2 1 , , 1
2
12 1,2 1 , 1, , 1 1, 1
2
f i j c i j c i j
f i j c i j c i j c i j c i j
+ = + +
+ + = + + + + + + +
(14) 
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Two main multigrid methods are widely used in numerical computing, namely the 
(ordinary) multigrid method and the full multigrid method (FMG). In the first 
method, the defined grid acts as a temporary computation template. In the second 
one, the PDE is discretized into different-size sets of finite-difference-equation on 
various resolutions. Involvement of the weighting factor further splits those two 
multigrid methods into four, i.e., un-weighted multigrid, weighted multigrid, un-
weighted FMG and weighted FMG.  
 
Multigrid procedure is explained as follows. Consider a residual equation that is 
defined as  
 
ˆW U=  
Ae  A r (15) 
 
where e is unknown error, and ˆU is the estimated solution. Then, relaxing (12) 
with an initial guess ˆ U is equivalent to relaxing residual equation Ae=r in  with an 
initial guess e = 0. After a Gauss-Siedel relaxation, a solution is obtained 
accompanied by a residual error where most information resides initially. Then, 
this residual error is restricted and relaxed, giving a solution in the coarser grid 
accompanied by the next coarser residual error. The coarse solution is then 
prolonged to finer grid and superposed by previous solution, while the coarse 
residual goes to the next coarse grid and processed iteratively. This procedure 
yields a class of multigrid algorithm called the V-cycle. Another class that is related 
to the FMG is the so called FMG-cycle that uses V-cylce as its elemental 
computational procedure. Details of these algorithms can be found in [3]. 
 
4 Improved Multigrid Method 
 
The original multigrid method incorporated the noise level in the weighting factor. 
Actually, the noise affects the result much earlier in PU stages, i.e. during 
Laplacian computation. An improvement of this algorithm is possible if the 
Laplacian can be estimated more precisely. A closer observation on the iteration 
shows that the residual fringes become wider in the later stages. Then, re-
estimating the Laplacian/gradient value at later stages will be more reliable. In this 
Section, this idea is illustrated with unweighted V-cycle algorithm. Block diagram 
comparing the original and improved V-cycle is shown in Fig.3. 
 
The residual wrapped phase image error is defined as: 
 
( )ˆW W Uk ke W =  (16) 
 
where the arithmetic  is performed  in modulo 2, W is rewrapping operator and k
is index of the error reprocessing cycle (k =0 is the first reprocessing stage, k=1 the 
second …etc.). The modification of the multigrid PU is performed through re-
estimation of unwrapped phase image from the residual wrapped image (16). Since 
estimated solution 0ˆ
U is obtained by solving a (matrix-formulated) discrete Poisson 
equation, there is an underlying assumption that (16) is non-zero because of 
imperfect estimation of W in. In fact, it is the case due to singular points 
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generation causing rotational field emergences in phase image that cannot be 
extracted with the 2 operator.  At least there are two sources of this defect; namely 
phase noise and insufficient sampling caused by, for example, layover/shadowing. 
 
(a) 
 
(b) 
 
Fig. 3 Block diagram of (a) original V-cycle MGPU and (b) improved method.  
 
Conventional multigrid V-cycle algorithm calculates the Laplacian from wrapped 
phase W only once, as shown in Fig.3 (a). Gradient values in subsequent stages 
are based on this computation, both during restriction and prolongation as well. 
On the other hand, the improved method always involves original wrapped phase 
image W on subsequent stages (Fig.3(b)). 
 
Figure 4 shows detail block diagram of the improved method. In the figure, G-S 
Relax denotes Gauss-Siedel Relaxation, Pro (i) indicates prolongation to the i-th 
level, Wrap is a (re-) wrapping operator and Res(i) is the restriction to the i-th level. 
The figure only shows three-level processing, however, the generalization for n-th 
level is straightforward. The main difference of this method with the conventional 
one is that the original wrapped phase is involved in the gradient estimation 
process at all grid levels. The subtraction of the original wrapped phase with the 
intermediate solution effectively enlarges fringe periodicities. Then, lowpass filtering 
inherent in the restriction operator (and by interferogram filter if necessary) will 
become more effective in reducing SPs and consequently improves gradient 
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estimation result. Therefore, a better solution will be obtained as shown in the 
experiments. 
 
`
Fig. 4 Detailed diagram of the improved method: The main feature in the improved 
method is that the original wrapped image W is always involved in the gradient 
estimation process. Subtraction of the intermediate result from W effectively enlarges 
fringe periodicities and consequently improve SP elimination by low-pass filtering 
inherent in the restriction operator (or possibly inserted interferogram filter). 
 
PU of MRI phase image is used in an experiment. Fig.5 shows snapshots of 
temporary solutions during restriction process for: (a) conventional and (b) 
improved method. Although at a glance both of methods gives almost similar 
results, a closer evaluations reveals the difference in details. The proposed method 
shows more details are added in the solutions than the conventional ones. As a 
result, final solution of the proposed method will be a better one, shown in Fig.6: 
(a) original phase image, (b) rewrapped PU result by conventional method and (c) 
rewrapped PU result of the improved method. It demonstrates the improvement 
obtained by embedding gradient re-estimation.  
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Fig.5 Snapshots of rewrapped PU results in subsequent stages: (a) Conventional method 
and (b) Improved method. Some differences, with more details in (b), emerge during the 
PU process. All grids are up-sampled to original image’s size for clarity. 
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Fig.6 Comparison of PU results using (b) conventional and (b) improved method. 
Compared to the original in (a), the improved method is better than the conventional 
one. It is observed on region around the eyes (middle-top). 
 
5 Epilog 
 
A review on PDE-based image processing, particularly the PU method, focusing on 
the usage of multigrid method has been presented. Particularity of the problem 
may lead to a new computational strategy. As shown in this paper, noise—that has 
no counterparts in other PDE related problem, leads to the improved multigrid 
method. Some experimental examples have been shown to clarify the ideas. 
 
Original Conventional Improved 
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Finite Difference Modelling of Two-Dimensional 
Elastic Wave Propagation in Media Containing a 
Large Number of Skew Small Crack 
 
 
Wono Setya Budhi, Marwan Wirianto 
 
 
Department of Mathematics, Institut Teknologi Bandung, Indonesia 
 
 
Abstract: If a wave is propagating in the media containing a large number of small 
crack then we will have a scatter wave. We will use a finite-difference technique to 
analyze the scatter wave.  
The cracks are characterized by an explicit boundary condition. The sizes of the 
cracks are small enough such that the cracks are not represented in the finite-
difference mesh. In order to that we will derive the formula of scatter wave because 
of skew cracks. We compare the method with an accurate integral representation of 
the solution and conclude that finite-difference technique is accurate and 
computationally fast. 
Keywords : finite-difference methods, wave propagation 
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SIMULATING SEISMIC WAVE PROPAGATION  
IN TWO-DIMENSIONAL MEDIA USING 
DISCONTINUOUS SPECTRAL ELEMENT METHODS 
 
 Pranowoa, F. Soesiantob & Bambang Suhendrob 
 
a Atma Jaya Yogyakarta University, Indonesia  
b Gadjah Mada University, Indonesia 
 
 
 
We introduce a discontinuous spectral element method for simulating seismic wave in 2-
dimensional elastic media. The methods combine the flexibility of a discontinuous finite 
element method with the accuracy of a spectral method. The elastodynamic equations are 
discretized using high-degree of Lagrange interpolants and integration over an element is 
accomplished based upon the Gauss-Lobatto-Legendre integration rule. This combination of 
discretization and integration results in a diagonal mass matrix and the use of discontinuous 
finite element method makes the calculation can be done locally in each element. Thus, the 
algorithm is simplified drastically. We validated the results of one-dimensional problem by 
comparing them with finite-difference time-domain method and exact solution. The 
comparisons show excellent agreement.  
 
Keyword: seismic wave propagation, discontinuous spectral element, elastic media 
 
1 Introduction 
 
Simulation of seismic wave propagation played an important role in geophysics for imaging 
the structure of the earth interior and understanding the geodynamic phenomena [1]. The 
elastodynamic equation has been used intensively to model the seismic wave propagation in 
the earths. Because of analytical solutions of the equations are rare, the equations are solved 
numerically. The chalenge is to develop high performance numerical methods that are 
capable of solving the elastodynamic equations accurately and that can deal with 
complicated computational domain [2].  
 
Continuous efforts have been devoted for developing numerical methods. During the last 
two decades, finite-difference time-domain (FDTD) methods have used extensively in 
modeling a large variety seismic wave propagation problems [3] [4] [5]. The FDTD methods 
are relatively easy to implement in computer code and do not require too much memory 
and CPU time. FDTD methods directly simulate the physical systems by making discrete 
approximation for the time and spatial derivatives via Taylor expansion to turn the partial 
differential equations into a system of algebraic equations.  Yee introduced the first FDTD 
methods in 1966.  This method compute electromagnetic fields that are staggered in space 
and time and can be interpreted as standard leapfrog method and well known as Yee’s 
FDTD method.  The Yee’s FDTD methods suffer from poor numerical dispersion, which 
makes it difficult to run simulation for long time without introducing excessive errors  and 
they have only second order accuracy in time and space. Some new schemes have also 
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started  with Yee’s scheme but were extended for greater accuracy rather than for geometry. 
High-order staggered finite-difference schemes, including compact schemes, are developed 
to improve the FDTD’s accuracy. Pranowo et al. [6] developed multiresolution time-domain 
(MRTD) methods to simulate elastic wave fields. In the MRTD methods, the field 
components are expanded by using scaling and wavelet function then tested with   using  
scaling and wavelet function through Galerkin’s procedure. They show that computational 
effort can be  reduced via wavelet thresholding.  It is found that the implementation of 
MRTD  on the boundaries is not easy task. 
  
Finite volume methods (FVM), intensively used to solve fluid dynamics problems, have 
been adopted for elastodynamic equations [7] [1]. Le Veque [8] calculated the flux of the 
wave fields based Riemann solver succesfuly. Contrary to the FDTD methods, the FV 
methods allow one to deal with complicated geometries. The FV methods have second order 
accuracy and it is difficult to increase the order accuracy.  
  
Finite element methods (FEM), based on variational formulation, can handle complicated 
geometries and heterogeneous material properties easily. The FE method exhibit poor 
dispersion properties for simulating wave propagation. Recently, least square Galerkin 
(LSG) [9] [10] and Discontinuous  Galerkin (DG) methods [11] [12] have been developed to 
overcome the dispersion problems. 
 
Spectral methods, that have high-order accuracy, have been adopted for elastodynamic 
equations.  Spectral methods can not handle complex geometries easily. Komatitsch [13] 
used tensorial formulation approach for modelling curved interface. This approach can 
overcome the drawback, but with an increase of the computational cost. 
 
Spectral element methods (SEM) are high-order Finite element methods which solve the 
variational formulations of the equations using spectral functions as basis functions. 
Komatistsch [2] used Legendre functions to solve the elastodynamic equations and  Priolo 
[14] used Chebyshev functions.  The Spectral element methods generate large global matrix 
from the elemental matrix, the methods require too much computer memory and CPU time. 
  
In this paper we introduce a discontinuous spectral element (DSEM) method for simulating 
seismic wave in rectangular domain with free surface boundary conditions and internal 
material discontinuity. The DSEM methods combine the flexibility of a discontinuous finite 
element (Discontinuous Galerkin) methods with the accuracy of a spectral methods. The 
DSEM methods allow more general mesh (structured or unstructured mesh) configuration 
and inter-element continuity is not required. The basis function is discontinuous across 
mesh boundaries. Through a proper choices of flux computation points, the method only 
requires communication between mesh that have common faces. No global matrix invertion 
is required and the problem can be solved locally in each mesh. They are also suitable for 
both h- and p-type adaptivity [15]  . 
 
2 Elastodynamic Equations 
 
Our approach of treating seismic waves numerically is based on the theory elastodynamics. 
We use the velocity-stress formulation as the governing equations:  
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In which xv and yv are the components of the velocity vector, xxτ , yyτ and xyτ are the 
elements of the stress tensor and ( )yx ff ,  is body force vector. The medium is described 
by the density ( )yx,ρ  and the Lame coefficients ( )yx,λ  and ( )yx,µ . 
 
3 Discontinuous Spectral Element Methods 
 
In this section we adopted Stanescu’s notations [15] to describe the DSEM discretization. 
The domain is divided into non-overlapping rectangular elements within which thN order 
Legendre polynomial ( )NL  expansion is used. We mapped the global coordinates ( )yx,   
onto local coordinates ( )ηξ ,  in each element of the mesh. Under the mapping, equation (1) 
becomes  
 
fqBqA
t
q =∂
∂+∂
∂+∂
∂
ηξ  
 
where qJq ˆ=  are the transformed components of the velocity vector and stress tensor  and  
J  is the Jacobian of the transformation. 
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 ( )( ) yx
yxJ ∆∆=⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂= µξ ,
,det  for rectangular mesh. 
 
The two-dimensional basis is constructed by taking a product of the one-dimensional basis 
which can be thought of as one-dimensional tensors. The one-dimensional global coordinate 
is transformed into elemental nodes as: 
 
  ( ) { }Nixxxx immmi ,...,0 ,121 ∈+
−+= + ξ    (2) 
 
where [ ] xxx mmm ∆==Ω +1,  represents the current element, iξ are roots of ( ) ( ) 01 2 =′− ξξ NL  and NL′ denotes the derivative of NL .  
 
 
 
 
 
 
 
 
 
 
 
 
 
The elemental Lagrangian interpolants ( )ξih  are chosen as a basis, it can be constructed as 
follows: 
 
 ( ) ( ) ( )( ) ( )( )   11
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N
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′−−=     (3) 
 
The vector q is expanded using tensor product of equation (3) as follows: 
 
 ( ) ( ) ( ) ( )∑∑
= =
=
N
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N
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jiij hhtqtq
0 0
ηξµξ ,,      (4) 
  
where ( )tqij  denote pointwise value of q at time t. After we sample Galerkin procedure 
using the same trial function within each element, we obtain the following equation: 
 
 ( )ijijijij fqBqAtq φφηφξφ ,,,, =⎟⎟⎠
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Figure 1.  Local coordinate and flux.  
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We can simplified the equation (5) as: 
 
 ( ) ( )ijijij ftq φφφ ξ ,,F, =∇+⎟⎠⎞⎜⎝⎛ ∂∂      (6) 
 
where jiF
vr
BqAq +=  is the flux vector. Here ( ).,.  represent the usual  2L inner product, 
and ( ) ( )ηξφ jiij hh=  are the trial function. Using the divergence theorem, equation is recast 
as: 
 
 ( ) ( )ijijijij fdStq φφφφ ξ ,,FnF, +∇=•+⎟⎠⎞⎜⎝⎛ ∂∂ ∫ Ω∂    (3) 
 
where n is normal to the of element interface. 
 
The Gauss-Lobatto-Legendre (GLL) quadrature is applied to integrate the integrals. The 
GLL quadrature is defined as follows: 
 
 ( ) ( )∑∫
=−
Φ=Φ
N
i
iid
0
1
1
ωξξξ       (4) 
  
The points ( ) { }121   0   1   10 −∈∀=′=−= NiL  iNN ,...,,, ξξξ   are called GLL Points, Φ  
is arbitrary polynomial. As long as  Φ  is a polynomial of degree less than ( ))12 −N  this 
quadrature rule is exact.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
After expanding the boundary integral and and performing some algebraic manipulation, 
we obtain the semi discrete  form of the equations at the GLL points. 
  
 
 
Figure 2. Element and GLL points. 
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Notation ∗F denotes numerical flux  at the interface between elements and it can be 
approximated by using average flux: 
 
 ( )−+ += FFF*
2
1
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The differential matriks D  can be written as: 
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For simplicity, we use explicit staggered leapfrog method which has second order accuracy 
for temporal discretization. 
 
4 Numerical results and discussion 
 
4.1. One-dimensional problems 
The methodology described above has been validated by comparison with both 
exact solution and FDTD methods for one-dimensional problem [16]. The following 
initial conditions are taken to perform numerical simulations: 
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  ( ) ( )( )( ) ( )( )( )( ) 29292 22 //lnexp/lnexp, txtxtxxy +−+−−=τ            (9) 
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In both DSEM and FDTD, we performance the calculations by taking 
 
  050.=∆t and 0.15 0.125, 0.01, 0750 ,.=CFL  
 
Courant Friedrich Lewy Number CFL is calculated as 
 
 
x
tvCFl ∆
∆=      for FDTD 
and 
 
 
minx
tvCFl ∆
∆=  for DSEM 
 
For DSEM, we take fixed order of polynomial 8=N . Figure 3 shows the exact solution for 
the stress at time=20.025. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Since this problem has well-defined (infinitely smooth), we begin by computing the true 
error ∞− numericalexact ττ for both DSEM and FDTD. In figure 4, the discrete maksimum 
error ∞− numericalexact ττ is plotted versus the degrees of freedom (dofs).  From the figure, we 
can see that DSEM need number of dofs approximately less than a half of FDTD’s dofs to 
achieve the same accuracy.  
 
 
 
 
 
 
 
Figure 3. Exact solution for the stress at t=20.025 
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The accuracy of the solution in both DSM and FDTD is illustrated in figure 5 for  
various low CFL  numbers. We can see that  maksimum error ∞− numericalexact ττ for 
DSEM decreased faster than FDTD as the CFL  number increases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
High-order basis of DSEM can suppress the error of DSEM,  but the use of average 
flux makes the error  spread out in entire domain. If the basis is constant, it will make 
DSEM equal to central difference schemes of Finite Difference methods which are not stable. 
Staggered grid can reduce the error, it is shown in figure 5.  The error of FDTD is localized 
only in region where large gradient of the fields, i.e. sharp wave front, occurs.  
 
 
Figure 4. Comparison number of dofs between DSEM and FDTD 
 
 
Figure 5a. Comparison error between 
DSEM and FDTD for CFL=0.075 
 
 
Figure 5a. Comparison error between 
DSEM and FDTD for CFL=0.1 
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4.1. Two-dimensional problems 
The model we consider is two layered for heterogeneus media.  The medium has a 
horizontal internal boundary that divides it into two layers. The upper layer is characterized 
by a P-wave  velocity of 2000 m.s-1, an S-wave velocity of 1300 m.s-1, and a mass density of 
1000 kg.m-2. The lower  layer elastic parameters are  a P-wave  velocity of 2800 m.s-1, an S-
wave velocity of 1473 m.s-1, and a mass density of 1500 kg.m-2 [2]. A strong contrast both in 
velocity and in Poisson’s ration is hence modeled, with v =0.13 for the lower layer and  
v =0.38 for the upper layer. The source is explosive and located inside the upper layer. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5d. Comparison error between 
DSEM and FDTD for CFL=0.15 
 
 
Figure 5c. Comparison error between 
DSEM and FDTD for CFL=0.125 
 
 
Figure 6. Two layered heteregeneous elastic media 
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The numerical model has a width of 2500 m amd a height of 2000 m. The source position is ( ) ( )m 1366.67 1218.75,=yx, . The line of receivers goes from m 906.25=x  to 
m 1781.25=x  at m 1700=y . The mesh is composed of 4030×  elements, with 
polynomial of order 12=N . The explosive source is a Ricker wavelet in time  with central 
frequency of 14.5. The time step sec m 52.=∆t .  Figure 6 shows the description of the 
model. The four sides of the model are assigned to be free surfaces. 
 
Figure 7 shows the snapshots of SVP −  wave propagation in two-layered media at  
sec 0.5625 0.4875, 0.4125, 0.3375,  0.2625, 0.1875, ====== tttttt  .  The entire 
wavefields are composed of direct phases (P,S) , reflected waves from internal boundary  
 SPr, SSr)(PPr, PSr,  or the free surface (PP,PS) .  Mode conversions of wave reflected at 
the internal boundary as well as at the top free surface are clearly visible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7a. yyτ  field at t = 0.1875 sec Figure 7b. yyτ  field at t = 0.2675 sec 
Figure 7c. yyτ  field at t = 0.3375 sec  
 
Figure 7d. yyτ  field at t = 0.4125 sec 
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Figure 8 shows the numerical time response of SVP −  waves in heterogeneous medium 
recorded at 15 receivers placed horizontally inside the medium. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5 Conclusion 
 
We have presented discontinuous spectral element methods for simulation of seismic wave 
propagation. Comparison with the FDTD methods for one-dimensional problem  shows that 
DSEM need dofs less than FDTD methods for the same accuracy. We demonstrated that  
heteregeneous media, that contain material discontinuity, can be handled easily by using 
DSEM. Mode conversion of reflected waves can be captured well. 
Figure 7e. yyτ  field at t = 0.4875 sec 
 
Figure 7f. yyτ  field at t = 0.5625 sec 
 
 
Figure 8. Seismogram of xv  
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For future research, we plan to extend the DG method for solving problems with irregular 
domain and apply hp adaptive technique to increase  the accuracy and to reduce  
computational costs. The numerical flux will be calculated based on Riemann solver. 
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NUMERICAL SOLUTIONS TO
STATIC ELASTICITY PROBLEMS OF
INHOMOGENEOUS ISOTROPIC MATERIALS
Mohammad Ivan Azis
Hasanuddin University, Makassar, Indonesia
Abstract. A boundary element method is derived for the solution of static elastic-
ity problems of inhomogeneous isotropic elastic materials. Some particular prob-
lems are considered to illustrate the application of the method.
Key-words: Boundary Element Method, static elasticity, inhomogeneous, isotro-
pic materials
1 Introduction
Following the early work of Rizzo in [5] a large number of authors have used the
boundary element method to effectively obtain numerical solutions to a variety
of elastic problems for homogeneous isotropic elastic materials (see for example
Brebbia and Dominguez [1]).
In contrast the application of the method to problems for inhomogeneous isotropic
elastic materials is very limited due to the difficulty in obtaining appropriate
Green’s functions for the kernels of the relevant boundary integral equations. Re-
cently Manolis and Shaw in [4] obtained a suitable Green’s function for the vector
wave equation in a mildly heterogeneous isotropic continuum. Their Green’s func-
tion was obtained for a particular variation in the material parameters and in
particular is restricted to the case when the Lame´ parameters λ and µ are equal.
This leads to a Poisson’s ratio of 0.25 which restricts the application of the method
but as Manolis and Shaw in [4] pointed out, this particular value of Poisson’s ratio
is a common value for rock materials (see Turcotte and Schubert [3]).
This paper builds on the work of Manolis and Shaw [4] to develop a perturbation
procedure for the solution of plane static problems for isotropic inhomogeneous
media with Lame´ parameters given by
λ(x) = λ(0)g(x) + ²λ(1)(x)
µ(x) = µ(0)g(x) + ²µ(1)(x)
where x = (x1, x2, x3) is a vector in R3, g(x) is a function which must satisfy
particular constraint, λ(0) = µ(0) are constants and ² is a small parameter. Within
this constraint these forms permit a wide choice of variations for the elastic para-
meters λ(x) and µ(x). Boundary integral equations are obtained for the solution
of problems for materials with Lame´ parameters of this form and these integral
equations are used to solve some particular boundary value problems.
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Parameters Lame´ λ and µ can be expressed in elastic modulus E and Poisson ratio
ν as λ = νE(1+ν)(1−2ν) , µ =
E
2(1+ν) . Conversely, elastic modulus E and Poisson ratio
ν can be expressed in parameters Lame´ λ and µ as E = µ(3λ+2µ)µ+λ , ν =
λ
2(µ+λ) .
Sometimes µ is written as the rigidity modulus or shear modulus G.
2 Basic equations
Referred to a Cartesian frame Ox1x2x3 the equilibrium equations in an elastic
material in the absence of body force may be written in the form
σij,j = 0 (1)
where σij for i, j = 1, 2, 3 denotes the stress tensor, the indexed commas indicate
partial differentiation with respect to the spatial coordinates xj and the repeated
suffix summation convention (summing from 1 to 3) is employed. The stress-
displacement relations are
σij = λδijuk,k + µ (ui,j + uj,i) (2)
where uk for k = 1, 2, 3 denotes the displacement and δij the Kronecker delta. Also
in (2) λ(x) and µ(x) with x = (x1, x2, x3) denote the Lame´ parameters which are
taken to be twice differentiable functions of the spatial variables x1, x2 and x3.
Substitution of (2) into (1) yields
[λδijuk,k + µ (ui,j + uj,i)],j = 0 (3)
3 Statement of the boundary value problem
An inhomogeneous isotropic elastic material occupies the region Ω in R3 with
boundary ∂Ω which consists of a finite number of piecewise smooth closed surfaces.
On ∂Ω1 the displacement ui is specified and on ∂Ω2 the stress vector Pi = σijnj is
specified where ∂Ω = ∂Ω1∪∂Ω2 and n = (n1, n2, n3) denotes the outward pointing
normal to ∂Ω. It is required to find the displacement and stress throughout the
material. Thus a solution to (3) is sought which is valid in Ω and satisfies the
specified boundary conditions on ∂Ω.
4 Reduction to a constant coefficient equation
In this section the procedure developed in Manolis and Shaw [4] is used to obtain
a boundary element integral method for particular classes of coefficients λ(x) and
µ(x). This derivation is achieved by introducing a transformation of the dependent
variable ui(x) to transform (3) to a constant coefficients equation. The coefficients
λ(x) and µ(x) are required to take the form
λ(x) = λ(0)g(x) µ(x) = µ(0)g(x) (4)
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where λ(0) and µ(0) are constants. Use of (4) in (3) yields{
g
[
λ(0)δijuk,k + µ(0) (ui,j + uj,i)
]}
,j
= 0 (5)
Let
ψi(x) = g1/2(x) ui(x) (6)
so that (5) may be written in the form{
g
[
λ(0)δij
(
g−1/2ψk
)
,k
+ µ(0)
((
g−1/2ψi
)
,j
+
(
g−1/2ψj
)
,i
)]}
,j
= 0
Thus
λ(0)
[
g
(
g−1/2ψk
)
,k
]
,i
+ µ(0)
[
g
(
g−1/2ψi
)
,j
]
,j
+ µ(0)
[
g
(
g−1/2ψj
)
,i
]
,j
= 0 (7)
Now [
g
(
g−1/2ψk
)
,k
]
,i
=
1
4
g−3/2g,ig,kψk − 12g
−1/2g,kiψk − 12g
−1/2g,kψk,i +
1
2
g−1/2g,iψk,k + g1/2ψk,ki
= −g1/2,ki ψk + g1/2ψk,ki −
1
2
g−1/2g,kψk,i +
1
2
g−1/2g,iψk,k (8)
Similarly[
g
(
g−1/2ψi
)
,j
]
,j
= −g1/2,jj ψi + g1/2ψi,jj (9)[
g
(
g−1/2ψj
)
,i
]
,j
= −g1/2,ij ψj + g1/2ψj,ij −
1
2
g−1/2g,iψj,j +
1
2
g−1/2g,jψj,i
(10)
Substitution of (8), (9) and (10) into (7) yields
g1/2
[
λ(0)δijψk,k + µ(0) (ψi,j + ψj,i)
]
,j
−
[
λ(0)ψkg
1/2
,ki + µ
(0)ψig
1/2
,jj + µ
(0)ψjg
1/2
,ij
]
−
(
λ(0) − µ(0)
)[1
2
g−1/2
]
[g,kψk,i − g,iψk,k] = 0 (11)
If g(x) assumes the form
g(x) = (γ0 + γ1x1 + γ2x2 + γ3x3)
2 (12)
where γt, t = 0, 1, 2, 3 are constants and also
λ(0) = µ(0) (13)
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so that λ(x) = µ(0) (γ0 + γ1x1 + γ2x2 + γ3x3)
2 = µ(x) then (11) reduces to[
λ(0)δijψk,k + µ(0) (ψi,j + ψj,i)
]
,j
= 0 (with λ(0) = µ(0)) (14)
Thus if ψi is any solution of the equations of equilibrium in displacement form
for a homogeneous isotropic elastic material with Lame´ constants λ(0) and µ(0)
then a corresponding solution of the equations of equilibrium for an inhomoge-
neous isotropic elastic material with Lame´ parameters λ(x) and µ(x) given by the
multiparameter form (4) may be written, from (6), in the form
ui(x) = g−1/2(x) ψi(x)
= (γ0 + γ1x1 + γ2x2 + γ3x3)
−1
ψi(x)
The corresponding stresses obtained from (2) are given by
σij = −ψk σ[g]ijk + g1/2 σ[ψ]ij
where
σ
[g]
ijk = λ
(0)δij g
1/2
,k + µ
(0)
(
δki g
1/2
,j + δkj g
1/2
,i
)
σ
[ψ]
ij = λ
(0)δij ψk,k + µ(0) (ψi,j + ψj,i)
and the stress vector
Pi = −ψkP [g]ik + g1/2P [ψ]i (15)
where
P
[g]
ik = σ
[g]
ijknj
P
[ψ]
i = σ
[ψ]
ij nj
(16)
A boundary integral equation for the solution of (14) is given in Brebbia and
Dominguez [1] in the form
η(x0)ψj(x0) =
∫
∂Ω
[
Γij(x,x0) ψi(x)− Φij(x,x0) P [ψ]i (x)
]
ds(x) (17)
where x0 is the source point, η = 0 if x0 /∈ Ω ∪ ∂Ω, η = 1 if x0 ∈ Ω and η = 12 if
x0 ∈ ∂Ω and ∂Ω has a continuously turning tangent at x0. The Φij in (17) is any
solution of the equation[
λ(0)δijΦkm,k + µ(0) (Φim,j +Φjm,i)
]
,j
= −δimδ(x− x0)
where δim is known as the Kronecker delta and the Γij is given by
Γim =
[
λ(0)δijΦkm,k + µ(0) (Φim,j +Φjm,i)
]
nj
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For the three dimensional case
Φij =
1
16piµ(0)(1− ν)d [(3− 4ν)δij + d,id,j ] (18)
Γij = − 18pi(1− ν)d2[
∂d
∂n
{(1− 2ν)δij + 3d,id,j}+ (1− 2ν) (nid,j − njd,i)
]
(19)
and for two dimensional case
Φij =
1
8piµ(0)(1− ν)
[
(3− 4ν) log 1
d
δij + d,id,j
]
(20)
Γij = − 14pi(1− ν)d[
∂d
∂n
{(1− 2ν)δij + 2d,id,j}+ (1− 2ν) (nid,j − njd,i)
]
(21)
where d = ‖x− x0‖, ν = λ(0)/(2(µ(0) + λ(0))) and ∂d/∂n = d,knk.
Use of (6) and (15) in (17) yields
η(x0) g1/2(x0) uj(x0) =
∫
∂Ω
{
ui(x)
[
g1/2(x) Γij(x,x0)− P [g]ki (x) Φkj(x,x0)
]
−
Pi(x)
[
g−1/2(x) Φij(x,x0)
]}
ds(x) (22)
This equation provides a boundary integral equation for determining ui and σij
at all points of Ω.
5 A perturbation method
The boundary element procedure described in the previous section provides an ef-
fective numerical method for determining ui(x) when g(x) takes the form (12) and
the parameters λ(0) and µ(0) satisfy the relation (13). In this section a procedure
is obtained for the case when the coefficients λ(x) and µ(x) are perturbed about
λ(0)g(x) and µ(0)g(x) respectively while retaining equations (12) and (13).
The coefficients λ(x) and µ(x) are required to take the form
λ(x) = λ(0)g(x) + ²λ(1)(x) (23)
µ(x) = µ(0)g(x) + ²µ(1)(x) (24)
with
λ(0) = µ(0) and g1/2,ij = 0
and where λ(1) and µ(1) are twice differentiable functions. Therefore from (3){
g
[
λ(0)δijuk,k + µ(0)(ui,j + uj,i)
]}
,j
= −²
[
λ(1)δijuk,k + µ(1)(ui,j + uj,i)
]
,j
(25)
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Use of the transformation (6) and following the analysis used to derive (11) from
(5) gives[
λ(0)δijψk,k + µ(0)(ψi,j + ψj,i)
]
,j
= −²g−1/2
[
λ(1)δijuk,k + µ(1)(ui,j + uj,i)
]
,j
(26)
A solution to equation (26) is sought in the form
ψi(x) =
∞∑
r=0
²rψ
(r)
i (x) (27)
From (6) and (27) the displacement uk may also be written in a series form as
follows
uk(x) =
∞∑
r=0
²ru
(r)
k (x) (28)
where u(r)k corresponds to ψ
(r)
k according to the relationship
ψ
(r)
k = g
1/2 u
(r)
k (29)
Substitution of (27) into (26) and equating the coefficients of powers of ² yields[
λ(0)δijψ
(r)
k,k + µ
(0)
(
ψ
(r)
i,j + ψ
(r)
j,i
)]
,j
= h(r) for r = 0, 1, . . . , (30)
where
h(0)(x) = 0, (31)
h(r)(x) = −g−1/2
[
λ(1)δiju
(r−1)
k,k + µ
(1)(u(r−1)i,j + u
(r−1)
j,i )
]
,j
for r = 1, 2, . . .(32)
The integral equation for (30) is
η(x0) ψ
(r)
j (x0) =
∫
∂Ω
[
Γij(x,x0) ψ
(r)
i (x)− Φij(x,x0) P [ψ
(r)]
i (x)
]
ds(x)
+
∫
Ω
h
(r)
i (x) Φij(x,x0) dS(x) for r = 0, 1, . . . (33)
where
P
[ψ(r)]
i =
[
λ(0)δijψ
(r)
k,k + µ
(0)
(
ψ
(r)
i,j + ψ
(r)
j,i
)]
nj
Also
P
[ψ(r)]
i = g
1/2P
(r)
i + u
(r)
k P
[g]
ik for r = 0, 1, . . . (34)
where
P
(r)
i (x) =
[
λ(0)δiju
(r)
k,k + µ
(0)
(
u
(r)
i,j + u
(r)
j,i
)]
nj (35)
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and P [g]ik is given by (16). Thus the integral equation (33) may be written in the
form
η(x0) g1/2(x0) u
(r)
j (x0) =
∫
∂Ω
{
u
(r)
i (x)
[
g1/2(x) Γij(x,x0)− P [g]ki (x) Φkj(x,x0)
]
−P (r)i (x)
[
g1/2(x) Φij(x,x0)
]}
ds(x)
+
∫
Ω
h
(r)
i (x) Φij(x,x0) dS(x) (36)
Now, the corresponding value of Pi may be written as
Pi = gP
(0)
i +
∞∑
r=1
²r
(
gP
(r)
i +G
(r)
i
)
(37)
where
G
(r)
i (x) =
[
λ(1)δiju
(r−1)
k,k + µ
(1)(u(r−1)i,j + u
(r−1)
j,i )
]
nj
To satisfy the boundary conditions in Section 3 it is required that
u
(0)
i = ui on ∂Ω1
P
(0)
i = g
−1Pi on ∂Ω2
where ui takes on its specified value on ∂Ω1 and Pi takes on its specified value on
∂Ω2. It then follows from (28) and (37) that for r = 1, 2, . . .
u
(r)
i = 0 on ∂Ω1
P
(r)
i = −g−1G(r)i on ∂Ω2
The integral equation (36) may now be used to find the numerical values of the
unknowns on the boundary ∂Ω and the numerical values of u(r)i and derivatives in
the domain Ω for r = 0, 1, . . .. Equations (28) and (37) then provide the values of
ui and Pi throughout the domain Ω.
6 Numerical results
In this section some particular boundary value problems in plane strain and plane
stress are solved numerically by employing the integral equations obtained in Sec-
tions 4 and 5. In implementing this method to obtain numerical solutions standard
boundary element procedure is employed (see for example Clements [2]). For the
chosen variations in the elastic parameters of the forms (23) and (24) the right
hand side of (32) is small so that it is only necessary to retain two terms in the
expression (28).
To switch from plane strain problems to plane stress problems the elastic modulus
E and the Poisson raion ν must be transformed as follows
E ⇐⇒ E
(
1− ν
2
(1 + ν)2
)
ν ⇐⇒ ν
(1 + ν)
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Problem 1 : Extension of a constrained slab
Consider the boundary value problem given in Figure 1 for a material with elastic
coefficients
λ(x) = 1.2λ(0)(1 + 0.1x′1)
2 (38)
µ(x) = λ(0)(1 + 0.1x′1)
2 (39)
where λ(0) is a reference elastic modulus and x′1 = x1/l. The elastic coefficients
-
6
P1 = 0
u2 = 0
u1 = 0
u2 = 0
P1 = 0
u2 = 0
P1 = P̂
P2 = 0x1
x2
B(l, 0)
C(l, l)D(0, l)
A(0, 0)
Figure 1: The geometry for Problems 1
(38) and (39) take the forms (23) and (24) with g(x) = (1 + 0.1x′1)
2, µ(0) = λ(0),
λ(1) = λ(0)(1+0.1x′1)
2, µ(1) = 0 and ² = 0.2. The boundary conditions (see Figure
1) are
P1/P̂ = 0 u2/û = 0 on AB
P1/P̂ = 1 P2/P̂ = 0 on BC
P1/P̂ = 0 u2/û = 0 on CD
u1/û = 0 u2/û = 0 on AD
where û is a reference displacement and P̂ = λ(0)û/l.
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This problem admits the analytical solution u1/û = x′1/[3.2(1 + 0.1x
′
1)], u2 = 0
with the stress given by σ11/P̂ = 1, σ12/P̂ = 0 and σ22/P̂ = 0.375.
Table 1 – Table 4 show the analytical and BEM results for some points in the
domain Ω and for the cases when the boundary ∂Ω is divided into 40, 80 and 160
segments. The results converge to the known solution as the number of segments
increases. The displacement displays fourth figure and the stress third figure ac-
curacy when 160 boundary segments are used.
Table 1: Displacements for Problem 1
Position BEM 40 segments BEM 80 segments BEM 160 segments
(x′1, x
′
2) u1/û u2/û u1/û u2/û u1/û u2/û
(0.1,0.5) 0.0289 0.0000 0.0299 0.0000 0.0304 0.0000
(0.3,0.5) 0.0881 -0.0002 0.0896 -0.0001 0.0903 0.0000
(0.5,0.5) 0.1451 -0.0002 0.1470 0.0000 0.1479 0.0000
(0.7,0.5) 0.2002 -0.0001 0.2023 0.0000 0.2033 0.0000
(0.9,0.5) 0.2530 -0.0001 0.2557 0.0000 0.2568 0.0000
Table 2: Displacements for Problem 1
Position Analytical
(x′1, x
′
2) u1/û u2/û
(0.1,0.5) 0.0309 0.0000
(0.3,0.5) 0.0910 0.0000
(0.5,0.5) 0.1488 0.0000
(0.7,0.5) 0.2044 0.0000
(0.9,0.5) 0.2580 0.0000
Table 3: Stresses for Problem 1
Position BEM 40 segments BEM 80 segments
(x′1, x′2) σ11/P̂ σ12/P̂ σ22/P̂ σ11/P̂ σ12/P̂ σ22/P̂
(0.1,0.5) 0.9900 0.0002 0.3767 0.9956 0.0000 0.3756
(0.3,0.5) 0.9907 0.0002 0.3822 0.9953 0.0001 0.3782
(0.5,0.5) 0.9926 0.0005 0.3822 0.9960 0.0001 0.3784
(0.7,0.5) 0.9952 0.0003 0.3809 0.9972 0.0001 0.3778
(0.9,0.5) 0.9467 0.0000 0.4195 0.9978 0.0001 0.3787
Problem 2 : Another extension of a constrained slab
Now consider the boundary value problem given in Figure 2 with the coefficients
λ(x) and µ(x) again given by (38) and (39). The boundary conditions (see Figure
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Table 4: Stresses for Problem 1
Position BEM 160 segments Analytical
(x′1, x
′
2) σ11/P̂ σ12/P̂ σ22/P̂ σ11/P̂ σ12/P̂ σ22/P̂
(0.1,0.5) 0.9978 0.0000 0.3751 1.0000 0.0000 0.3750
(0.3,0.5) 0.9975 0.0000 0.3764 1.0000 0.0000 0.3750
(0.5,0.5) 0.9978 0.0000 0.3766 1.0000 0.0000 0.3750
(0.7,0.5) 0.9984 0.0000 0.3763 1.0000 0.0000 0.3750
(0.9,0.5) 0.9992 -0.0002 0.3764 1.0000 0.0000 0.3750
2) are
u1/û = x′1 u2/û = 0 on AB
u1/û = 1 u2/û = 0 on BC
u1/û = x′1 u2/û = 0 on CD
u1/û = 0 u2/û = 0 on AD
There is no explicit analytical solution to this particular problem.
Table 5 – Table 7 show the BEM results for some points in the domain Ω and for
the cases when the boundary ∂Ω is divided into 40, 80 and 160 segments. As for
Problem 1 the results converge as the number of boundary segments increases.
Table 5: Displacements for Problem 2
Position BEM 40 segments BEM 80 segments BEM 160 segments
(x′1, x
′
2) u1/û u2/û u1/û u2/û u1/û u2/û
(0.1,0.5) 0.1036 0.0000 0.1058 0.0000 0.1069 0.0000
(0.3,0.5) 0.3159 -0.0008 0.3175 -0.0002 0.3182 -0.0001
(0.5,0.5) 0.5210 -0.0008 0.5218 -0.0002 0.5220 0.0000
(0.7,0.5) 0.7188 -0.0006 0.7189 -0.0001 0.7185 0.0000
(0.9,0.5) 0.9091 -0.0004 0.9093 0.0000 0.9084 -0.0001
Table 6: Stresses for Problem 2
Position BEM 40 segments BEM 80 segments
(x′1, x
′
2) σ11/P̂ σ12/P̂ σ22/P̂ σ11/P̂ σ12/P̂ σ22/P̂
(0.1,0.5) 3.4965 0.0000 1.3159 3.4827 0.0000 1.2940
(0.3,0.5) 3.4481 0.0009 1.3084 3.4259 0.0003 1.2793
(0.5,0.5) 3.3983 0.0024 1.3066 3.3763 0.0005 1.2807
(0.7,0.5) 3.3489 0.0014 1.3045 3.3285 0.0002 1.2827
(0.9,0.5) 3.1544 0.0005 1.3932 3.2825 0.0006 1.2601
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u1 = x1
u2 = 0
u1 = 0
u2 = 0
u1 = x1
u2 = 0
u1 = l
u2 = 0x1
x2
B(l, 0)
C(l, l)D(0, l)
A(0, 0)
Figure 2: The geometry for Problems 2
Problem 3 : Compression of a slab
Consider the boundary value problem for an isotropic inhomogeneous material of
square shape as shown by Figure 3. The square is equally loaded along the top
side, and is clamped along the bottom side. The left-hand and right-hand sides
are free. The elastic coefficients of the material are given by
λ′(x) = 1.5(1 + αx′1 + βx
′
2)
2 (40)
µ′(x) = (1 + αx′1 + βx
′
2)
2 (41)
and the boundary conditions are
u′1 = 0 u
′
2 = 0 pada AB
P ′1 = 0 P
′
2 = 0 pada BC
P ′1 = 0 P
′
2 = −1 pada CD
P ′1 = 0 P
′
2 = 0 pada AD
The elastic coefficients (40) and (41) dictate the form (23) and (24) with g(x) =
(1+αx′1+ βx
′
2)
2, λ(0) = µ(0) = λ, λ(1) = λ(1+αx′1+ βx
′
2)
2, µ(1) = 0 and ² = 0.5.
If λ = 2.49 × 103 ksi then the material’s elastic coefficients under consideration
are the coefficients for a magnesium alloy.
Four cases concerning the material’s elastic coefficients λ and µ will be considered.
The first case is the case for a homogeneous material (ie. when α = β = 0). The
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Table 7: Stresses for Problem 2
Position BEM 160 segments
(x′1, x
′
2) σ11/P̂ σ12/P̂ σ22/P̂
(0.1,0.5) 3.4699 0.0000 1.2852
(0.3,0.5) 3.4143 0.0001 1.2670
(0.5,0.5) 3.3643 0.0002 1.2688
(0.7,0.5) 3.3166 0.0002 1.2715
(0.9,0.5) 3.2698 0.0000 1.2498
other cases are inhomogeneous material cases which are when α = 0, β = 0.1;
α = 0.1, β = 0; α = 0.1, β = 0.1.
Figure 4 shows results of the deformation of the square boundary and figure 6
shows results of the deformation of the region −0.25 ≤ x′1 ≤ 0.25, −0.25 ≤ x′2 ≤
0.25 inside the square. These two figures indicate the effect of the inhomogeneity
function g on the displacements. The new coordinate system OX ′1X
′
2 in figures 4
and 6 is the system for deformed object, where the coordinate variables are defined
by X ′i = x
′
i + u
′
i for i = 1, 2.
7 Summary
Boundary element methods for static elasticity problems of a class of inhomoge-
neous isotropic materials has been derived. The methods are generally easy to
implement to obtain numerical values for particular problems. They can be ap-
plied to a wide class of important practical problems for inhomogeneous isotropic
materials. The numerical results obtained using the methods indicate that they
can provide accurate numerical solutions.
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u′1 = 0
u′2 = 0
P ′1 = 0
P ′2 = 0
P ′1 = 0
P ′2 = −1
P ′1 = 0
P ′2 = 0x
′
1
x′2
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C(.5, .5)D(−.5, .5)
A(−.5,−.5)
Figure 3: The geometry for Problem 3
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THE WAVEFORM-RELAXATION METHOD FOR SOLVING
FORWARD-BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS
Bevina D. Handaria
a The University of Indonesia, Indonesia
Abstract. One of the most appealing features of Forward-Backward Stochastic
Diﬀerential Equations (FBSDEs) is that they can be applied to ﬁnance problems
and give deep insights into them. However, the availability of numerical meth-
ods for solving these problems is still very limited. In this paper we propose the
Waveform-Relaxation (WR) method for solving FBSDEs problems which is surely
convergent and demonstrate their performance by windowing on a number of sim-
ulations. In this method, the adapted solution as the result of the application of
the Four Step Scheme on the problem is needed in order to implement the WR
scheme.
Key-words: forward-backward stochastic diﬀerential equations, four step scheme,
waveform-relaxation method, windowing technique.
1 Introduction
This paper will focus on Forward-Backward stochastic diﬀerential equations (FB-
SEDs) problems and their eﬃcient numerical methods. The areas of applications
of FBSDEs include applied and theoretical areas such as stochastic control, mathe-
matical ﬁnance, diﬀerential geometry, etc. [7]. One of the most appealing features
of FBSDEs is that they can be applied to ﬁnance problems and give deep insights
into them [7]. However, the availability of numerical methods to solve FBSDEs
problems is still very limited; whilst, generally the explicit solution for this prob-
lem is not available. Thus, the aim of this paper is to introduce the appropriate
numerical method for FBSDEs problems.
An example of an application of FBSDEs is the Stock-Sale Advertising Response
model by Grosset [4]. FBSDEs consist of a system of forward SDE and backward
SDE. Backward SDEs (BSDEs) are terminal value problems of SDEs involving
the Itoˆ stochastic integral. A thorough discussion on BSDEs can be found in [8].
An established method for solving a (coupled) FBSDE, known as the Four Step
Scheme [7].
To be speciﬁc, this paper is organized as follows: At second section, the theory
of FBSDEs will be reviewed, including material on adapted and unique solutions
of FBSDEs and the possibility that FBSDEs are not solvable. Afterwards, an es-
tablished method for solving FBSDEs, the Four Step Scheme, will be discussed in
section 3. Section 4 discusses the Waveform- Relaxtion(WR) scheme for FBSDEs.
Section 5 discusses the convergence of the WR method for FBSDEs. Numerical
results will be given in section 6 and ﬁnally the conclusion in the last section.
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2 Forward-Backward SDEs (FBSDEs)
A system of FBSDEs is a generalisation of the two-point boundary value problem
for an ordinary diﬀerential system. FBSDEs are deﬁned on a complete ﬁltered
probability space (Ω,F ,{Ft}t≥0, P ) on which an m-dimensional standard Wiener
process is deﬁned and {Ft}t≥0 is the natural ﬁltration of the Wiener process. A
FBSDE has the form [8]

dx(t) = b(t, x(t), y(t), z(t))dt + σ(t, x(t), y(t), z(t))dW (t),
dy(t) = h(t, x(t), y(t), z(t))dt + z(t)dW (t),
x(0) = x0, y(T ) = g(x(T )),
(1)
where x, y, z are unknown processes with non random functions b, σ, h, g given. In
FBSDEs case, the process x(t) satisﬁes a forward SDE and the process y(t) satis-
ﬁes a BSDE. The process z(t) is needed to ﬁnd the {Ft}t≥0-adapted process (x, y).
Definifion 2.1. A triple of stochastic processes (x, y, z) ∈ Mˆ[0, T ] is called an
(adapted) solution of (1) if it satisﬁes{
x(t) = x +
∫ t
0 b(s, x(s), y(s), z(s))ds +
∫ t
0 σ(s, x(s), y(s), z(s))dW (s),
y(t) = g(x(T ))− ∫ Tt h(s, x(s), y(s), z(s))ds− ∫ Tt z(s)dW (s), ∀t ∈ [0, T ],P− a.s.,
where Mˆ[0, T ] = L2Ft(Ω;C([0, T ];Rn))×L2Ft(Ω;C([0, T ];Rk))× L2Ft(0, T ;Rk×m).
A unique solution of the FBSDEs (1) is any two adapted solutions (x, y, z) and
(x˜, y˜, z˜) which satisfy
P{(x(t), y(t)) = (x˜(t), y˜(t)), ∀t ∈ [0, T ] and z(t) = z˜(t), a.e. t ∈ [0, T ]} = 1.
Since FBSDEs are a generalisation of the two-point boundary value problem for
an ordinary diﬀerential system, then a FBSDE is not necessarily solvable. This
condition is supported by the following proposition.
Proposition 2.1. Let the following two-point boundary value problem for a system
of linear ordinary diﬀerential equations admit no solutions:

(
x˙(t)
y˙(t)
)
= A
(
x(t)
y(t)
)
,
x(0) = x0, y(T ) = Sx(T ),
where A and S are certain matrices. Then, for any bounded σ : [0, T ]×Rn×Rk×
Rk×m → Rn×m, the FBSDE

d
(
x(t)
y(t)
)
= A
(
x(t)
y(t)
)
dt +
(
σ(t, x(t), y(t), z(t))
z(t)
)
dW (t),
x(0) = x0, y(T ) = Sx(T ),
does not have an adapted solution.
This proposition and its proof can be found in [8].
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The FBSDE problem chosen as a test problem is given by [7]

dx(t) = x(t)
(z(t)−y(t))2+1dt + x(t)dW (t),
dy(t) = z(t)(z(t)−y(t))2+1dt + z(t)dW (t),
x(0) = x0,
y(T ) = x(T ),
(2)
with analytic solution given by
x(t) = y(t) = z(t) = exp {W (t) + t/2}x0, ∀t ∈ [0, T ].
The general form of FBSDEs (2) is given by

dx(t) = b(t, x(t), y(t), z(t))dt + σ(t, x(t))dW (t),
dy(t) = h(t, x(t), y(t), z(t))dt + z(t)dW (t),
x(0) = x0,
y(T ) = g(x(T )).
(3)
The following theorem assures when the FBSDE (3) has a unique adapted solution.
Theorem 2.2.
Suppose that the conditions (FB1),(FB2) and (FB3) hold. Then (3) admits a
unique adapted solution (x, y, z).
The three conditions (FB1), (FB2) and (FB3) are given by
FB1: Consider that m = n in (3) and the functions b, σ, h and g are smooth
functions taking values in Rn, Rn×n, Rk and Rk, respectively, and their ﬁrst-order
derivatives in x, y, z are all bounded uniformly by some constant L > 0.
FB2: There exists positive constants ν, µ such that
νI ≤ σ(t, x)σ(t, x)T ≤ µI, ∀(t, x) ∈ [0, T ]×Rn,
| b(t, x, y, z) |, | h(t, x, 0, 0) |≤ µ, ∀(t, x, y, z) ∈ [0, T ]×Rn ×Rk ×Rk×n.
FB3: The function g is bounded in C2+α(Rn, Rk) for some α ∈ (0, 1).
Theorem 2.2 and proof can be found in [8].
3 The Four Step Scheme
A method to solve the FBSDE (1) over any time duration [0, T ] is the Four Step
Scheme. This method was derived by X.Y. Zhou [8] to ﬁnd an adapted solution
(x, y, z) of (1). This method is given as follows:
Assume that y and x are related by
y(t) = θ(t, x(t)), ∀t ∈ [0, T ], a.s. P,
where the function θ will be determined. The value of x, y, z in (1) can be obtained
by the following steps:
Step 1: Find a function z that satisﬁes
z(t, x, y, p) = pσ(t, x, y, z(t, x, y, p)), (4)
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∀(t, x, y, p) ∈ [0, T ]×Rn ×Rm ×Rm×n.
Step 2: Use z to solve this quasilinear partial diﬀerential equation


θkt +
1
2 tr[θ
k
xx(σσ
T )(t, x, θ, z(t, x, θ, θx))]
+ < b(t, x, θ, z(t, x, θ, θx)), θkx >
− hk(t, x, θ, z(t, x, θ, θx)) = 0,
(t, x) ∈ [0, T )×Rn, 1 ≤ k ≤ m
θ(T, x) = g(x), x ∈ Rn.
(5)
Here, < A,B >

= tr{ABT }, ∀ A,B ∈ Rk×m.
Step 3: Use θ and z to solve the forward SDE
x(t) = x +
∫ t
0
b˜(s, x(s))ds +
∫ t
0
σ˜(s, x(s))dW (s), (6)
where {
b˜(t, x) = b(t, x, θ(t, x), z(t, x, θ(t, x), θx(t, x))),
σ˜(t, x) = σ(t, x, θ(t, x), z(t, x, θ(t, x), θx(t, x))).
Step 4: Set
{
y(t) = θ(t, x(t)),
z(t) = z(t, x(t), θ(t, x(t)), θx(t, x(t))),
(7)
where (x, y, z) is an adapted solution.
The theorem that assures if the above scheme is realizable then the adapted solu-
tion will be a unique solution can be found in [8].
Now, we want to apply the Four Step Scheme to the following FBSDE problem
which is a generalized form of (2):


dx(t) = b(t)x(t)dt + x(t)dW (t),
dy(t) = b(t)z(t)d(t) + z(t)dW (t),
x(0) = x0,
y(T ) = g(x(T )),
(8)
where g(x(T )) = ax(T ) + b, a and b are constants. The result of the application
will be used later when solving the test problem numerically.
Step 1: Comparing (8) with (1), then the function z that satisﬁes this step is
z(t, x, y, p) = px(t), ∀(t, x, y, p) ∈ [0, T ]×R×R×R, (9)
since σ(t, x, y, z(t, x, y, p)) = x(t) in (8).
Step 2: From (8), we have
σ(t, x, θ, z(t, x, θ, θx)) = x(t),
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b(t, x, θ, z(t, x, θ, θx)) = b(t)x(t),
h(t, x, θ, z(t, x, θ, θx)) = b(t)z(t).
We use these values and z in (9) to form the quasilinear partial diﬀerential equation
{
θt + 12x
2θxx = 0, (t, x) ∈ [0, T )×R,
θ|t=T = ax + b, x ∈ R.
(10)
To solve this system, we let ξ

= ln x and ϕ(t, ξ)

= θ(t, eξ). By using the chain
rule, equation (10) can be written as
{
ϕt + 12 (ϕξξ − ϕξ) = 0, (t, x) ∈ [0, T )×R,
ϕ|t=T = aeξ + b, ξ ∈ R.
(11)
Now, let s

= γt and ψ(s, ξ)

= e−
αs
γ −βξϕ( sγ , ξ), then by the chain rule equation
(11) can be written as


e
αs
γ +βξ { γψs + ψα + 12 (ψξξ + 2ψξβ + β2ψ)− 12 (ψξ + ψβ) } = 0, (s, ξ) ∈ [0, γT )×R,
ψ|s=γT = e−αT−βξ(aeξ + b), ξ ∈ R.
(12)
To transform (12) into the terminal value problem, equation (12) must satisfy the
following conditions:


γψs + 12ψξξ = 0,
ψξ(β − 12 ) = 0,
ψ(α + β
2
2 − β2 ) = 0.
(13)
Conditions (13) will be satisﬁed if the following conditions hold:
α = 1/8, β = 1/2 and γ = 1/2. (14)
Assuming (14) holds, the terminal value problem of (12) can be written as
{
ψs + ψξξ = 0, (s, ξ) ∈ [0, γT )×R,
ψ|s=γT = e−αT−βξ(aeξ + b), ξ ∈ R. (15)
Now, we have to transform the terminal value problem (15) into the initial value
problem by using the transformation t¯ = γT − s and let ψ(1)(t¯, ξ) = ψ(s, ξ) such
that equation (15) becomes the initial value problem
{
ψ
(1)
t¯ = ψ
(1)
ξξ , (t¯, ξ) ∈ [0, γT )×R,
ψ|t¯=0 = e−αT−βξ(aeξ + b), ξ ∈ R.
(16)
The solution of (16) is given by
ψ(1)(t¯, ξ) =
∫ ∞
−∞
K(t¯, ξ − τ)e−αT−βτ (aeτ + b)dτ, (17)
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where K is deﬁned by
K(t, y) =
1√
4πt
exp
{
−y
2
4t
}
, t > 0, (18)
The solution (17) is obtained based on the following theorem [3].
Theorem 2.3. For all piecewise-continuous f that satisfy
‖f(y)‖ ≤ C1exp{C2‖y‖1+α}, 0 ≤ α < 1,
where C1 and C2 are positive constants with the function K(t, y) deﬁned by (18)
u(t, y) =
∫ ∞
∞
K(t, y − τ)f(τ)dτ, t > 0
is a solution of the initial-value problem
{
ut = uyy, −∞ < y < ∞, 0 < t,
u(0, y) = f(y), −∞ < y <∞.
Now, we want to solve (17) by substituting the transformation t¯ = γT − s back
into (17) and then (17) can be written as
ψ(s, ξ) =
∫ ∞
−∞
1√
4π(γT − s)exp
{
− (ξ − τ)
2
4(γT − s)
}
e−αT−βτ (aeτ + b)dτ,
which gives
ψ(s, ξ) =
∫∞
−∞
ae−αT√
4π(γT−s)exp
{
− (ξ−τ)24(γT−s) − τ(β − 1)
}
dτ
+
∫∞
−∞
be−αT√
4π(γT−s)exp
{
− (ξ−τ)24(γT−s) − τβ
}
dτ.
(19)
First, we want to evaluate the ﬁrst integral of the r.h.s of (19), that is
ψ1(s, ξ) =
∫ ∞
−∞
ae−αT√
4π(γT − s)exp
{
− (ξ − τ)
2
4(γT − s) − τ(β − 1)
}
dτ. (20)
After some algebraic arrangements, we can verify that the solution of (20) is
ψ1(s, ξ) = a exp (−αT − (β − 1)ξ + (β − 1)2(γT − s)). (21)
Since ψ1(s, ξ)

= e−
αs
γ −βξϕ1( sγ , ξ) and s

= γt , equation (21) can be written as
ϕ1(t, ξ) = aeξe(t−T )(α−γ(β−1)
2). (22)
By substituting variables α = 1/8, β = 1/2, and γ = 1/2 back into equation (22),
this gives
ϕ1(t, ξ) = aeξ. (23)
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Finally, since ξ

= ln x and ϕ1(t, ξ)

= θ1(t, eξ), equation (23) is given by
θ1(t, x) = ax. (24)
Now, we want to evaluate the second integral of the r.h.s of (19), that is
ψ2(s, ξ) =
∫ ∞
−∞
be−αT√
4π(γT − s)exp
{
− (ξ − τ)
2
4(γT − s) − τβ
}
dτ. (25)
By comparing equation (25) with equation (20), the exponential term in (20)
involves the term τ(β− 1) and the term τ(β) in (25). Based on this diﬀerence and
refering to equation (21), equation (25) can be written as
ψ2(s, ξ) = b exp(−αT − βξ + β2(γT − s)). (26)
Since ψ2(s, ξ)

= e−
αs
γ −βξϕ2( sγ , ξ) and s

= γt , equation (26) can be written as
ϕ2(t, ξ) = b exp(t− T )(α− γβ2). (27)
By substituting variables α = 1/8, β = 1/2, and γ = 1/2 back to (27), gives
ϕ2(t, ξ) = b, (28)
and also since ξ

= ln x and ϕ2(t, ξ)

= θ2(t, eξ), equation (28) can be written as
θ2(t, x) = b. (29)
Thus, the complete solution of (10) is given by
θ(t, x) = θ1(t, x) + θ2(t, x), (30)
which is equal to
θ(t, x) = ax + b. (31)
Step 3: Here, we use θ and z to solve the forward SDE
x(t) = x +
∫ t
0
b˜(s, x(s))ds +
∫ t
0
σ˜(s, s(s))dW (s), (32)
where 

b˜(t, x) = b(t, x, θ(t, x), z(t, x, θ(t, x), θx(t, x))),
= b(t)x(t),
σ˜(t, x) = σ(t, x, θ(t, x), z(t, x, θ(t, x), θx(t, x))),
= x(t).
Thus, we look for the x solution, by solving the forward SDE
dx(t) = b(t)x(t)dt + x(t)dW (t),
x(0) = x0,
(33)
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which has the exact solution [5]
x(t) = x0 exp
(∫ T
0
(b(s)− 1
2
)ds +
∫ t
0
dW (s)
)
. (34)
Step 4: Set 

y(t) = θ(t, x(t)),
= ax(t) + b
z(t) = z(t, x(t), θ(t, x(t)), θx(t, x(t))),
= x(t)θx(t, x(t)),
= ax(t).
(35)
where (x, y, z) is an adapted solution. Note that from (35) we have y(t) = g(x(t))
and z(t) = g′(x(t))x(t). The important result from the Four Step Scheme appli-
cation is that we know the function z. This information is very useful when we
want to implement a Waveform Relaxation method for solving FBSDEs.
4 TheWaveform Relaxation (WR) scheme for FB-
SDEs
The proposed Waveform Relaxation (WR) method for solving FBSDE (8) has the
form 

dx(k+1)(t) = b(k)(t)x(k+1)(t)dt + x(k+1)(t)dW (t),
dy(k+1)(t) = b(k)(t)z(k+1)(t)dt + z(k+1)(t)dW (t),
x(k+1)(0) = x0,
y(k+1)(T ) = g(x(k+1)(T )).
(36)
where b(k)(t) = 1
(z(k)(t)−y(k)(t))2+1 . However, when we consider the iteration scheme
dy(k+1)(t) = b(k)(t)z(k+1)(t)dt + z(k+1)(t)dW (t),
in (36), the variable z is still implicit at each iteration. To solve this problem, we
use the adapted solution (x, y, z) of the generalized form (8) in Section 3.
From (35), the adapted solution for the generalized form (8) is given by

x(t) = x0 exp (
t∫
0
(b(s)− 12 )ds +
t∫
0
dW (s) ) ,
y(t) = ax(t) + b,
z(t) = ax(t).
From this adapted solution, we know that z(t) = g′(x(t))x(t). By using this
information, we can implement the WR scheme (36) which can rewritten as,

dx(k+1)(t) = b(k)(t)x(k+1)(t)dt + x(k+1)(t)dW (t).
dy(k+1)(t) = b(k)(t)z(k+1)(t)dt + z(k+1)(t)dW (t).
x(k+1)(0) = x0,
y(k+1)(T ) = g(x(k+1)(T )),
(37)
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where
b(k)(t) =
1
(z(k)(t)− y(k)(t))2 + 1
and
z(k+1)(t) = g′(x(k+1)(t))x(k+1)(t).
Thus, the WR scheme for problem (2) where g(x(t)) = x(t) is equation (37) where
z(k+1)(t) = x(k+1)(t)
and initial waveforms are
x(0)(t) = x0, z(0)(t) = x0 and y(0)(t) = x0, ∀t ∈ [0, T ]
with the terminal condition y(k+1)(T ) = x(k+1)(T ).
A thorough discussion on the WR on SDEs can be found in ([2]).
5 The Convergence of the WR method for FBS-
DEs
Here we want to investigate the convergence properties of the WR scheme (36).
In the WR scheme (36), the value of x(k+1) has to be obtained before we calculate
y(k+1). Thus, we ﬁrst consider the WR scheme of the form
{
dx(k+1)(t) = b(k)(t)x(k+1)(t)dt + x(k+1)(t)dW (t),
x(k+1)(0) = x0.
(38)
This is the WR scheme of the forward SDE in equation (8), namely
{
dx(t) = b(t)x(t)dt + x(t)dW (t),
x(0) = x0.
(39)
This multiplicative linear SDE has an exact solution [5]
x(t) = x0 exp


t∫
0
(b(s)− 1
2
)ds +
t∫
0
dW (s)

 . (40)
Since (39) has equation (40) as an exact solution, the solution of the WR scheme
(38) can be written as
x(k+1)(t) = x0 exp (
t∫
0
(b(k)(s)− 1
2
)ds +
t∫
0
dW (s) ) , (41)
where b(k)(s) = 1
(z(k)(s)−y(k)(s))2+1 .
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It is trivial to show that the iteration scheme (41) converges to the exact solu-
tion (40).
Now, we want to look at the convergence property of the WR scheme
{
dy(k+1)(t) = b(k)(t)z(k+1)(t)dt + z(k+1)(t)dW (t),
y(k+1)(T ) = g(x(k+1)(T )).
(42)
By discretizing the interval [0, T ] with the equidistant stepsize h = T/N , for some
integer N and tn = t0 + nh, (n = 0, 1, 2, · · · , N), the solution of the backward
scheme (42) in each iteration is given by
y
(k+1)
t = y
(k+1)
t+1 − h b(k)(t)z(k+1)(t)−∆Wz(k+1)(t)
or in a forward scheme as
y
(k+1)
t+1 = y
(k+1)
t + h b
(k)(t)z(k+1)(t) + ∆Wz(k+1)(n). (43)
The equation (43) is known as the explicit Euler method which approximates the
following SDE [6]
yt+1 = yt +
∫ tn+1
tn
f(t, y)dt +
∫ tn+1
tn
g(t, y)dW (t),
where ∆W (t)g(t, y) is calculated at the left point value of function g(t, y). It is
clear that numerical solutions of the explicit Euler method converges to the Itoˆ
SDE.
Since the WR scheme (38) and (42) are convergent then the WR scheme (36) is
convergent.
6 Numerical Results
In this section some numerical simulations of the WR method for FBSDE problems
will be presented. There are three purposes in this numerical simulation. Firstly,
we want to show numerical simulations of the solutions x, y and z compare to the
exact solution when there is no windowing technique.
Secondly, we want to know more about the convergence properties of the method,
so we calculate the absolute error at some particular points, at x(T ), y(0), z(T ), for
particular stepsize and tolerance. The reason we choose these points is as follows:
we solve variables x and z in a forward direction, so the error is calculated at the
end of interval T . However, the variable y works in a backward direction so the
error is calculated at the beginning of interval (the point 0).
Thirdly, we want to know the eﬀect of the windowing technique and the step-
size to the convergence.
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Figure 1: (a) The true solution path of x, y and z ,where y(T ) = x(T ); the approximate solution
paths of (b) x(t); (c) y(t); (d) z(t), where h = 2(−8), tol = 10(−3) in 1 window.
The numerical simulation of the FBSDE test problem (see Figure 1) shows that
even without windowing technique, h = 2(−8) and tol = 10(−3), numerical solutions
of x, y and z variables are close to the numerical solution of the true solution.
Figure 2 shows the absolute errors at points x(T ), y(0), z(T ) in 500 simulations
without the windowing technique. We see that some of the absolute errors at
x(T ) and z(T ) are large (around 2). However, the mean error is quite good.
For the third aim, we present some tables show the eﬀect of the windowing tech-
nique and the steplength to the convergence of solutions (see Tables 1, 2). Since
the results for variable z are equal to the results of variable x then we do not
present the table for z.
We see from the tables that the reduced stepsize really gives a better convergence.
Event though the results without the windowing technique is quite good when the
stepsize is small enough, the results still can be improved when we increase the
number of windows. The performance of this WR scheme on other problem can
be found in [1].
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Figure 2: The absolute error of the problem where y(T ) = x(T ) at the following points: (a)
x(T ); (b) y(0); (c) z(T ), where h = 2(−8), tol = 10(−3), in 1 window and 500 simulations. The
bold lines denote the mean of absolute errors of x(T ), y(0) and z(T ), where T = 1. The means
are 0.0513, 0.0687, 0.0513, respectively.
the stepsize 1 window 2 windows 4 windows
2(−4) 0.3786 0.2294 0.1248
2(−6) 0.1343 0.0730 0.0482
2(−8) 0.0513 0.0249 0.0122
Table 1: The mean error of the problem with y(T ) = x(T ) at x(T ) in 1, 2, 4
windows, where tol = 10(−3) and T = 1 in 500 simulations.
the stepsize 1 window 2 windows 4 windows
2(−4) 0.2508 0.1419 0.0838
2(−6) 0.1277 0.0722 0.0412
2(−8) 0.0555 0.0310 0.0198
Table 2: The mean error of the problem with y(T ) = x(T ) at y(0) in 1, 2, 4
windows, where tol = 10(−3) and T = 1 in 500 simulations.
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7 Conclusion
The adapted solution as the result of the application of the Four Step Scheme to the
generalised form is needed in order to implement the WR scheme. The performance
of the WR method for solving FBSDE test problem is quite satisfactory and the
performance is getting better when the stepsize is getting smaller. This implies
that the numerical solution will converge to the exact solution when the stepsize
is small enough. The performance is also getting better when the windowing
technique is applied.
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Abstract. A transversal finite impulse response (FIR) filter is a simple structure for 
adaptive filtering and has extensively developed for active noise control (ANC) 
application. Recently researchers had attempted to utilize the recursive infinite 
impulse response (IIR) filter structure because it performs better for the same 
number of filter’s coefficients. Additionally, adaptive IIR filter is also able to 
characterizing a pole–zero transfer function. Perhaps the most popular ANC 
algorithm that uses the IIR filter is the Filtered–U Least Mean Square (FULMS). 
However, some major drawbacks that inherent to the adaptive IIR filter are slow 
convergence, possible convergence to a bias or unacceptable sub-optimal solution, 
and the need for stability monitoring. Therefore, using the global optimization 
method proposed by Edmondson, this paper introduces the development of 
Filtered–U Global Least Mean Square (FUGLMS) algorithm. The discussion also 
includes a comparative evaluation with the use of FULMS and FUGLMS in the 
experiment. It is shown that FUGLMS algorithm gives not only a minimum mean 
square error and a minimum peak error, but also a smooth parameter evolution. 
 
Key-words: active control, adaptive filter, least mean square, acoustic noise 
 
 
1 Introduction 
 
ANC involves an electro–acoustic or electro–mechanical system [1] that reduces the 
intensity of unwanted noise based on the principle of superposition, specifically the 
destructive acoustic interference. This phenomenon happens when an anti–noise of 
equal amplitude and opposite phase is generated and combined with the unwanted 
noise, thus resulting in the cancellation of both noises. Since the characteristics of 
noise source and the environment are time varying, besides that the frequency, 
amplitude, phase, and sound velocity of the undesired noise are non–stationary, an 
ANC system must therefore be adaptive in order to cope with these variations. 
Many examples of ANC system use adaptive filter to produce an estimate of the 
noise, and can be realized as transversal FIR, recursive IIR, lattice, and transform–
domain filters. The coefficients of adaptive filter are adjusted using adaptation rule 
that minimize the difference between the noise and the anti–noise. Here, the least 
mean square (LMS) algorithm that originally proposed by Widrow [2] had grown to 
be the most popular adaptation rule for ANC system [3] because of its simplicity.  
 
Adaptive filters based upon the FIR structure have matured to a point of practical 
implementations. A major drawback is that certain applications will require a large 
number of coefficients to achieve good performance, and it consequently increasing 
computational costs. This becomes evident when an adaptive FIR filter is applied to 
identify a process that actually has to be represented as a pole–zero model. 
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Figure 1. Common arrangement of single channel ANC. 
 
On the other hand, the adaptive IIR filters have the advantage of approximating a 
pole–zero process more accurately with an equivalent–order of IIR filter. Thus it 
reduces the computational requirement in terms of the number of coefficients to be 
adjusted. Although adaptive IIR filters require fewer coefficients to be estimated, 
the system may become unstable because of the possibility that some poles of the 
filter will move outside the unit circle during adaptation. In practice, it is important 
to observe system stability at each of iteration. 
 
Another problem area, in addition to slow convergence rate, is that the objective 
function for an adaptive IIR filter can be non–convex, which implies the existence of 
multiple local minima [4]. Logically, conventional gradient–based algorithms, such 
as LMS, can easily be trapped at an unacceptable local optimum. Therefore global 
optimization methods should be exploited in adaptive IIR filtering to overcome this 
problem and to preserve stability throughout adaptation.  
 
Edmonson had suggested the use of stochastic approximation with convolution 
smoothing (SAS) for adaptive IIR filtering [5]. The technique of SAS is based on a 
random perturbation to find the absolute optimum of an arbitrary cost function. In 
particular, this SAS approach has been successfully used as a global optimization 
algorithm in some applications and empirically proven to be efficient in converging 
to the global optimum in terms of computation and accuracy. Based on his work, 
this paper presents the introduction of global least mean square (GLMS) algorithm 
in the IIR based ANC system. 
 
 
2 Filtered–U Least Mean Square  
 
An adaptive IIR filter structure was proposed for use in ANC by Eriksson. This new 
approach considers the feedback as a part of overall plant and the adaptive IIR 
filter deals with it directly as part of the problem. The IIR control system allows the 
system to dynamically track changes in the secondary and feedback paths during 
the cancellation operation. Respectively, these paths are the anti–noise propagation 
ways that lie from the anti–noise source to the location of error sensor and primary 
sensor. Figure 1 shows the locations of sources, sensors, and paths. Here, the third 
path exists between primary sensor and error sensor. This is the propagation path 
of unwanted noise and it usually called the primary path.  
486 Proceedings of ICAM05
  
The Development of FUGLMS for ANC Application 
 
 
Figure 2. ANC system using an adaptive IIR filter. 
 
Although there are a number of adaptive IIR algorithms, the recursive algorithm 
called FULMS was selected for reason that it adapts an IIR filter in a manner 
similar to the LMS algorithm for FIR filter. This algorithm had gained popularity 
because it is easy and simple. Followed here is the derivation of FULMS algorithm 
that is taken from [6]. The residual error e(n) in figure 2 is  
 
)(*)()()( nynsndne -=  
 
so the output of the IIR filter y(n) is computed as 
 
)1()()()()( -+= nynbnxnany TT                                    (1) 
 
where a(n) is the weight vector of A(z) at time n defined as 
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and the signal vector x(n) is defined as  
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The weight vector of B(z) at time n defined as  
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and  
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is the output signal vector delayed by one sample. L and M is the number of zeros 
in A(z) and poles in B(z), respectively. Let define a new overall weight vector 
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so equation (1) can then be simplified to 
 
)()()( nnny T fq=  
 
The objective of the adaptive system is to determine an optimum values of )(nq to 
minimize a performance criterion that is based on e(n). LMS algorithm updates the 
coefficient vector in the negative gradient direction of quadratic error surface with 
step size m , 
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where  
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is an instantaneous gradient estimate of the MSE gradient at time n. Since e(n) not 
a function of a(n) and b(n), the error gradient is calculated as 
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Assuming that the step size m  is small for slow convergence so that 
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Similary 
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Substituting equations (4) and (5) into equation (3) to obtain  
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With assumption that the recursion based on the old output gradients is negligible, 
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equation (6) can be simplified as  
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Accordingly equation (2) reduces to 
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where 
 
)(*)(ˆ)(' nnsn ff =  
 
Equation (7) is the adaptation rule of FULMS algorithm. Here )(ˆ ns  denote the best 
available estimate of the actual secondary path impulse response s(n) that can be 
acquired using the off–line identification methods.  
 
 
3 Global Least Mean Square  
 
In order to reach the global optimum, the objective of convolution smoothing can 
be viewed as filtering out the noise and performing minimization on the smoothed 
convex function. Since in general the optimum of the smoothed convex function 
does not coincide with the global function minimum, a sequence of optimization 
steps are required with the amount of smoothing eventually reduced to zero in the 
neighborhood of the global optimum.  
 
According to [7], the smoothing process is performed by averaging )(qf  over some 
region of the parameter space Rn using the proper weighting function ),,(ˆ bhh   
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Hence 
 
[ ])(),(ˆ bqbq h -= fEf  
 
where ),(ˆ bqf  is the smoothed approximation of ),(qf nRÎh  is a vector of random 
perturbation, [ ])( bqh -fE  is the expectation with respect to the random variable 
,h  and q  denote weight vector that has a similar form with ).(nq  It can be inferred 
that b  actually represent a parameter that controls the standard deviation and 
defines the degree of smoothing. Therefore, an unbiased estimator ),(ˆ bqf  is  
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The smoothing function ),(ˆ bhh  is a kernel function whose properties follow: 
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3. ),(ˆ bhh  is a probabilistic distribution function, 
 
and under this condition, 
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Therefore, the objective is to solve the optimization problem of minimizing the 
smoothed function, such as   
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q
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In practice, to avoid adaptation process trapped in local minima, the initial value of 
b  should be sufficiently large, so the smoothing function would able to eliminate 
all possible local minima of ),,(ˆ bqf  and later it gradually reduced to a very small 
value so the true function minimum could be achieved. 
 
Under the assumption that the gradient of functional )( bq -f  is known, the 
unbiased single and double sided gradient estimate of the smoothed functional 
),(ˆ bqf  can be represented as   
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The key to implementing a practical algorithm for adaptive IIR filter is to develop an 
on–line gradient estimate ),,(ˆ bqq eÑ  which is  
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By setting N=1, the one-sample gradient estimate can be obtained as 
 
)(),(ˆ bhqbq qq -Ñ=Ñ ee                                        (8) 
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Equation (8) is iterated for each input sample, and theoretically shows that the on–
line version of the SAS is given by the gradient value at the randomly selected 
neighborhood of the present operating point. The variance of the neighborhood is 
controlled by ,b  which decreases along with the adaptation.  
 
In the implementation, equation (8) needs one filter for computing the input–output 
relationship and another one for computing the gradient estimate at the perturbing 
point ).( bhq -  This is impractical for a large order system, and therefore some 
simplification have to be made. Using Taylor series around the operating point, an 
alternative representation of the gradient estimate function can be expressed as 
 
L+¢¢+¢=-Ñ )()()( qbhqbhqq eee  
 
By assuming a diagonal Hessian form the first two terms, the first approximation of 
gradient estimate is  
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This extreme approximation assumes that the second derivative of the gradient 
vector is independent of q  so that its variance is constant throughout the 
adaptation process. The second term bh  can be interpreted as a perturbing noise, 
which is the important term to avoid convergence to the local minimum. 
 
The development of GLMS algorithm involve evaluating the MSE objective function 
that can be described as  
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Use the instantaneous value as the expectation of  
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The gradient estimate vector with respect to the parameters q  is 
 
[ ]
ú
ú
ú
ú
û
ù
ê
ê
ê
ê
ë
é
¶
¶
¶
¶
-=Ñ=Ñ=Ñ
i
i
b
ne
a
ne
nenenenen ),(
),(
),(),(),(),(
2
1
),( 2 q
q
qqqqqx qq  
 
Thus the GLMS adaptation rule can be obtained using equation (2) as follow 
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Figure 3. Block diagram of FUGLMS ANC system. 
 
where ( )nX  represent a gradient estimate vector ],)(,)([ GneAne  with 
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The Filtered–U Global Least Mean Square (FUGLMS) is developed using the GLMS 
adaptation rule in equation (9). Figure 3 illustrate a configuration of single channel 
FUGLMS ANC system. 
 
 
4 Experiment setup and analysis 
 
Based on assumptions that the length of adaptive IIR filter used as the controller is 
sufficient to characterizing the primary propagation path, and the estimation of the 
actual secondary path impulse response s(n) is suitable, the experiment conducted 
using a recorded version of pure tone and random noises samples. As stated in [8], 
for adaptive filter with length L, the minimum number of noise sample N that meet 
coefficient’s miss–adjustment M can be calculated using  
 
N
LM =  
 
Written using Matlab v.6.5, the structure of experimental model consist primary, 
secondary, and feedback propagation paths that are derived from a real acoustic 
plant, and also the FULMS and FGLMS controllers as shown in figure 2 and 3. One 
typical example of experiment result are reported in figure 4, while the average 
MSE and TER value that show controllers performance are tabulated in table 1.    
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Figure 4. Evolution of random noise residue and filter’s coefficients. 
 
This example shows that FUGLMS and FULMS algorithms, with L = 5 and M = 4, 
are able to handle random noise. Both algorithm’s performance are relatively equal 
– notice that envelope shapes of noises residue look almost the same with transient 
time around 500 samples – except that the coefficients evolution resulted from the 
FUGLMS seems to be more calm. This behavior gives higher confidence that the 
proposed algorithm keeps the adaptation process far away from any local minima.  
 
Table 1. Average MSE and TER  
FULMS FUGLMS Noise  
MSE TER (dB) MSE TER (dB) 
Pure Tone 2.17 x 10-6 23.89 1.85 x 10-6 24.60 
Random 1.47 x 10-5 16,04 1.21 x 10-5 15,29 
  
Correspondingly, table 1 reveals comparative performance of FULMS and FUGLMS 
in a quantitative sense. The reported value is the average MSE and TER that came 
from experiment using a number of noises samples. Here, MSE and TER, or total 
energy reduction, are computed using  
 
å= n neNMSE
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and  
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where e0(n) and e1(n) is noise residue samples before and after the activation of 
controller, respectively. These values confirm that FUGLMS controller gives better 
performance than FULMS controller in reducing unwanted noise intensity.  
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Briefly stated, the developed FUGLMS algorithm seems to meet all expectations by 
providing smooth parameter evolution and maximum noise reduction. However, in 
practice, the FUGLMS controller required more memory space to accommodate 
gradient observer. Without losing controller performance, further treatment should 
be studied to manage memory requirement that rises significantly with the increase 
of filter order. 
 
 
5 Conclusion  
 
The development of Filtered–U Global Least Mean Square Algorithm for Active Noise 
Control System had been presented. As reflected from the experiment result, the 
proposed algorithm performs better than its counterpart. While FULMS offers its 
simplicity, and therefore could save memory space and ease processor tasks, the 
FUGLMS assures convergence and gives benefit of greater noise reduction.  
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Abstract.  
 
The impact of a rich scattering environment and channel knowledge in channel 
performance will determine the MIMO-wireless systems capacity. It is also depend 
on MIMO inter antennas elements correlation. To achieve a high MIMO system 
capacity, the orthogonality (un-correlation) of signals from MIMO antenna elements 
must be guaranteed. The condition will cause a change on MIMO channel 
matrix,H , become high-rank or low-rank channels. The high-rank or low-rank 
channels will decide MIMO-wireless systems capacity.  
 
In general, both of the MIMO systems and the MIMO-STBC systems with the no 
channel knowledge at the receiver have more capacity than the systems with the 
channel knowledge at the receiver. However with the small S/N ,  the systems with 
the channel knowledge at the receiver have better capacity performance than the 
other.    
 
Both of the MIMO channel and the MIMO-STBC channel with the same number of 
receive antennas and the large S/N, double of the number of transmit antennas 
has a large increase capacity performance. In high-rank and low rank correlation, 
the MIMO channel has a better capacity performance than the MIMO with STBC. 
 
Key-words: MIMO, STBC, channel capacity, high and low rank   
 
1 Introduction 
 
The steep progress of wireless communication services has impact on the need of a 
huge bandwidth to support new wireless application or services. On the other 
hand, frequency bandwidth is the limited resources. So, a system which has high 
frequency bandwidth usage efficiency is needed to increase an average capacity. 
MIMO (multiple inputs and multiple outputs) is one of the solutions to handle the 
condition.  
 
The basic idea of MIMO systems is space time signal processing. The technique 
utilizes combination of signal processing in time dimension, which is a natural 
dimension of digital communication data, and space dimension which is a usage of 
array antenna in space distribution. The large spectral efficiencies associated with 
MIMO channels are based on multipath propagation with a rich scattering 
environment provides independent transmission path from each transmit antenna. 
On the other hand MIMO takes advantage of random fading [Foshini’96,’98] for 
increasing transfer rates. 
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Channel capacity characteristic of MIMO system is depend on readiness of channel 
model and estimation in both of transmission and receiver side. The MIMO channel 
capacity is also depend on MIMO inter antennas elements correlation. To achieve a 
high MIMO system capacity, the orthogonality (un-correlation) of signals from 
MIMO antenna elements must be guaranteed. The condition will cause a change on 
MIMO channel matrix,H , become high-rank or low-rank channels. The high-rank 
or low-rank channels will determine MIMO-wireless systems capacity.  
  
Therefore, our objective is to determine the impact of a rich scattering environment 
and channel knowledge in channel performance which is indicated in wireless 
systems capacity. The focus of this paper is to compare the channel performance of 
MIMO system with the MIMO-STBC system. 
 
This paper is organized as follows. In section 2, MIMO system model and channel 
model are described. In this section, MIMO-wireless systems with space time block 
code (STBC) is applied in a rich scattering environment, such as Rayleigh and 
Rician fading models. Next, section 3 describes information theoretic capacity of 
MIMO systems. The capacity of MIMO systems includes MIMO with and without 
STBC system. Next, section 4 describes the results. In this section is discussed the 
effect of parameter propagation and channel knowledge changes in MIMO systems 
capacity. Finally, section 5 summarizes altogether the capacity results.       
  
2 MIMO system model 
 
Multiple input and multiple output (MIMO) systems, employing several transmit 
and receive antenna at both ends, are able to increase in capacity compared to 
traditional single antenna systems. However, this increasing in capacity is 
dependent upon the fact that the channels from a transmitter to a receiver follow 
independent path. If a severe correlations present at the transmitter and/or the 
receiver side, for example, the capacity of the MIMO systems can be shown to 
degrade[1].  
In order to make the availability of independent channel, we consider to applied 
space time block code (STBC) such as an inner coding. STBC, however, are not 
designed to provide significantly coding gain. Hence, powerful outer codes, 
combining of convolution code and block interleaving, can be concatenated with 
STBC to have a required coding gain. STBC are applied according to H-BLAST 
model (as horizontal encoder) which are fixed to each antennas arm. 
 
The channel model of the MIMO systems can be illustrated as follow:  
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Figure 1. Spatial multiplexing scheme of the MIMO systems with spectral efficiency 
 
A high data bit streams is decomposed into 3 independent of 1/3 rate bit 
sequences. Then, the data streams are transmitted simultaneously using multiple 
antennas with spectral efficiency, thus consuming 1/3 of the nominal spectrum. At 
the receiver, the mixing channel matrix is identified by training symbols. Later, the 
individual bit streams are separated and estimated. This occurs in the same way as 
three unknowns are resolved from a linear system of three equations.  
 
The separation of MIMO Channels is possible only if the equations are independent 
which can be interpreted by each antenna a sufficiently different channel.  Wherein 
case the bit streams can be detected and merged together to obtain the original 
high data rate signal. 
 
The received signal of the MIMO system at 
thn  antenna receiver from thm antenna 
transmitter with input signal, )(tsm , is as follow: 
 ∑
=
∗=
TM
m
mnmn tsthty
1
, )(),()( τ                             (1) 
Where:   
n=1, 2,…, RN   
)(tsm  : is input signal of 
thm antenna transmitter, XT  
),(, th nm τ   : is channel impulse response of 
thm antenna transmitter to 
thn antenna receiver which be offered by propagation channel 
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characteristic, pulse shaping at the transmitter and matched 
filter at the receiver.  
MIMO-wireless channel model in flat fading condition, where   TM  antennas in 
transmitter and RN  antennas in receiver is a matrix H  with RN x TM  elements, 
has signal equation in receiver as follow: 
nHsy +=                   (2) 
Where: y  is receive signal vector, 
RN  x 1 
 ]...[ 21 TMssss =  is transmit signal vector, TM  x 1 
 H  is MIMO channel matrix, 
RN x TM  
 n  is additive white Gaussian noise vector, 
RN  x 1 














=
TRR
T
T
MNN
M
M
hh
hhh
hhh
LL
MOOM
L
L
22221
11211
H                           (3) 
  
Early MIMO-wireless system model with space time block code (STBC) using two 
transmit antennas and one receive antenna is suggested by Alamouti[6].  This 
scheme supports maximum-likelihood (ML) detection based only on linear 
processing at the receiver. Furthermore, Vahid Tarokh [6] develops the system for 
general configuration systems. In this scheme, a number of code symbols equal to 
the number of XT  antennas are generated and transmitted simultaneously, one 
symbol from each antenna. These symbols are generated by the space time 
encoder, the diversity gain and/or the coding gain is maximized.  
Combiner
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Figure 2.  MIMO-STBC system of Alamouti scheme 
 
The Alamouti STBC models, the input symbols to the space time block encoder are 
divided into groups of two symbols each. At a given symbol period, the two symbols 
in each group ),( 21 cc  are transmitted simultaneously from the two antennas. The 
signal transmitted from antenna 1 is 1c  and the signal transmitted from antenna 2 
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is 2c . In next symbol period, the signal 
∗
− 2c  is transmitted from antenna 1 and 
the signal 
∗
1c is transmitted from antenna 2. Let 1h  and 2h  be the channel from 
the first and second XT antennas to the XR  antenna, respectively [1].  It is 
assumed a receiver with a single  XR  antenna, and denotes the received signal 
over two consecutive symbol periods as 1x  and 2x . The received signals can be 
expressed as follow: 
 122111 nchchx ++=                  (4) 
 212212 nchchx ++−=
∗∗
                (5) 
The received signals can be rewritten in a matrix form as: 
 nHcx += .                   (6) 
Where: 
 
Txx ][ 21=x                   (7) 






−
=
∗∗
12
21
cc
cc
c                  (8) 
The individual rows correspond to time diversity and the individual columns 
correspond to space (antenna) diversity.   
Thh ][ 21=H                  (9) 
 
Tnn ][ 21=n                 (10) 
Equation (6)-(8) can be rewritten as follow: 
 ncHx += .                 (11) 
 [ ]Txx ∗= 21x                 (12) 
 





−
=
∗∗
12
21
hh
hh
H                (13) 
 
Tcc ][ 21=c                 (14)  
 [ ]Tnn ∗= 21n                 (15) 
A virtual MIMO matrix,H , with space (columns) and time (rows) dimensions, is not 
to be confused with the purely spatial MIMO channel matrix in previous sections.  
 
3 Information theoretic capacity of MIMO systems 
 
3.1 Introduction 
 
The spectral efficiencies related with MIMO channels are based on a rich scattering 
environment provides independent transmission paths each transmit antenna to 
each receive antenna. The capacity linearly with min ),( RT NM relative to a system 
with just one transmit antenna and one receive antenna. This capacity increase 
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requires a scattering environment such that the matrix of channel gains has full 
rank and independent entries and that perfect estimates of these gain are available 
at the transmitter and the receiver [2]. 
 
MIMO channel capacity depends greatly on the statistical properties and antenna 
correlations of the channel. Antenna correlation varies drastically as a function of 
the scattering environment, the distance between transmitter and receiver, the 
antenna configurations, and the Doppler spreads [2].  In real-world cases, 
correlated channel path gains occur.  
 
When there is a rich scattering environment and when XT  and XR  arrays are 
relatively near one another, high rank MIMO channels occur. It is occur when 
there is little correlation among the path gains. MIMO channels have a diversity 
gain defined by the rank of 
∗
HH  which is achieve the maximum diversity if 
),min()( RT NMHHrank =
∗
. The upper limit for the capacity of MIMO channels 
and the maximum diversity gain is represented by the orthogonal channel case.  
 
The low rank MIMO channel is equivalent to a single antenna channel with the 
same total power. It is occur under scatter-free or long-distance links. It is occur 
when there is strong correlation between the channel path gains. The correlation 
characteristics decide the rank of 
∗
HH , which in turn determines the diversity 
advantage. A full correlated H  matrix is a scaled version of the one’s matrix with 
dimensions ),( RT NM  and provides no diversity gain over the single antenna 
case. 
 
On MIMO channel capacity in Shannon theoretic sense, the Shannon (ergodic) 
capacity of a single user time invariant channel is defined as the maximum mutual 
information between the channel input and output. This maximum mutual 
information is shown by Shannon’s capacity theorem to be the maximum data rate 
that can be transmitted over the channel with random small error probability. 
While the channel is time-varying channel capacity has multiple definitions, 
depending on what is channel knowledge about the channel distribution or its 
state at the transmitter and/or receiver and whether the capacity is measured 
based on minimum rate or maintaining a constant fixed or averaging the rate over 
all channel distributions/states.  
 
3.2  MIMO fading channel capacity 
3.2.1 Information theoretic definition  
 
The entropy of a random variable is a measure of uncertainty of the random 
variable. It is a measure of the amount of information required on the average to 
describe the random variable [4].  
 
The mutual information can be described as the reduction in the uncertainty of one 
random variable due to the knowledge of the other [2]. It will depend on the 
properties of the wireless channel used to express information from the transmitter 
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to the receiver. With (.)deh denoting differential entropy (entropy of a continuous 
random variable), the mutual information can be expressed as  
)|()();( SYYYS dede hhI −=               (16) 
  )|()( SNHSY +−= dede hh  
)|()( SNY dede hh −=  
)()( NY dede hh −=               (17) 
It will be assumed that ),0(~ nN KN , where { }Hn NNK E=  is the noise 
covariance matrix. 
 
Because the normal distribution maximizes the entropy over all distributions with 
the same covariance (i.e. the power constraint), the mutual information is 
maximized when Y represents a multivariate Gaussian random variable, i.e. 
),0( yN KY = . With the assumption that  S  and N  are uncorrelated, the 
received covariance matrix of the desired signal can be expressed as follow: 
 { } { }HEE ))(( NHSNHSYYK Yy ++==             (18) 
   
nHS
KHHK +=              (19) 
where { }HS E SSK =                (20) 
 
3.2.2 Capacity of MIMO channel 
 
When perfect channel knowledge at the receiver by assuming maximum ratio 
combining at the receiver and the transmitter has no knowledge of the channel, it 
is optimal to consistently distribute the available power TP  between the transmit 
antennas [4], i.e. 
Sn
T
TS
M
P
IK = . We assume that the noise is uncorrelated among 
branches, the noise covariance matrix 
Rnn
n
IK
2σ= . Therefore, the MIMO fading 
channel capacity can be written as:   
   )()( NY dede hhC −=                (21) 
     )][det(log))]([det(log 22
nnHS ee KKHHK pipi −+=  
     ][detlog)][det(log 22
nnHS
KKHHK −=  
     )]))([det(log 12
−+= nnHS KKHHK  
     )])([det(log 12 Rn
nHS
IKHHK += −  
     ( )[ ]HSnNR HHKKI 12 )(detlog −+=  
     














+= H
Tn
T
N
M
P
R
HHI
22
detlog
σ
             (22) 
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If we assume that H is a random process, we can identify the channel at the 
receiver by using a training sequence with assuming the training sequence does 
not cost any capacity. By condition it is no channel knowledge at the receiver, the 
MIMO channel capacity takes expectation over channel instantiations, as follow: 
 














+= H
Tn
T
N
M
P
IEC
R
HH
22
detlog
σ
              (23) 
   
3.2.3 MIMO with STBC fading channel capacity 
 
For a 2 x 2 MIMO channel, accompany equation (6), the received signal can be 
expressed as  
 





+

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
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            (24) 
 
Which can be reorganized and written as[3][4] : 
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11x  and 12x  represent the received symbols at the first transmit antenna and the 
second transmit antenna at time index t  and also 21x and 22x  signify the received 
symbols the first transmit antenna and the second transmit antenna at time index 
STt + . 
 
With assuming that the MIMO-STBC channel is perfect channel knowledge at the 
receiver, example with matched filtering at the receiver, the received signal after 
matched filtering may be expressed as: 
 xy
H
H=                 (26) 
    nc HH HHH +=  
    ncH
H
F
H+=
2
               (27)
  
Where: 
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  2
2
.IH
F
=                (29)     
2
F
H  is the squared Frobenius norm of the matrix H . 
The received signal after matched filtering can be written individually as: 
nH
H
F
cy H+= 1
2
1                (30) 
 nH
H
F
cy H+= 2
2
2                (31) 
In general, it can be written as: 
 nH
H
lFl
cy H+=
2
               (32) 
Then, the capacity of a MIMO fading channel using STBC can be written as: 
 





+=
2
22
1log.
F
Tn
T
M
P
T
S
C H
σ
             (33) 
Where the symbols, S , of STBC system are transmitted in the time slots, T . The 
T
S
 denotes the rate of the STBC.  
 
 
4 Results 
 
Added analysis of the MIMO channel capacity is possible by diagonalizing the 
product matrix 
H
HH also by eigenvalue decomposition or singular value 
decomposition. Eigenvalue decomposition of matrix product is 
HH
EEHH Λ= , 
where E is the eigenvector matrix with orthonormal columns and Λ  is a diagonal 
matrix with the eigenvalues on the main diagonal. While singular value 
decomposition of the channel matrix is 
H
∑= VUH , where U and V  are 
unitary matrices of left and right singular vectors respectively.  ∑ is a diagonal 
matrix with singular values on the main diagonal. 
 
With the singular value decomposition approach, the capacity of the MIMO system, 
equation (22) may be expressed as follow:  
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Otherwise, with an eigenvalue decomposition of the matrix product 
H
HH , the 
MIMO system capacity may be written as follow: 
 ∑
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              (37) 
Where :  
),min()( RT NMrankk ≤= H               (38) 
∑ is a real matrix 
( )BAIABI +=+ BAAB det()det  
lλ  are the eigenvalue of matrix Λ . 
Although STBC provide full diversity over the coherent, flat fading channel, at a low 
computational cost. It can be shown that they incur a loss in capacity because the 
convert the matrix channel into a scalar AWGN channel whose capacity is smaller 
than the true channel capacity. The MIMO system capacity, equation (34), may be 
written as follow: 
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     )1(log
2
2 F
P H+≥  
     ( )22 1log FPTS H+≥               (41) 
     (the MIMO-STBC system capacity) 
Where:     
Tn
T
M
P
P
2σ
=                 (42) 
The MIMO system capacity above is explicitly equal or large than the MIMO-STBC 
system capacity. The capacity difference is a function of channel singular values. 
This can used to decide under which conditions STBC is optimal in terms of 
capacity. 
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In practice, the realization of high MIMO capacity is responsive not only to the 
fading correlation between individual antennas but also to the rank performance of 
the channel. High rank behavior has been heavily linked to the existence of a rich 
scattering environment and a little correlation between the channel path gains, for 
example in Rayleigh fading model. The MIMO channels have a diversity gain 
defined by the rank of 
∗
HH . The maximum achievable diversity gain is 
),min()( RT NMrank =
∗
HH . The maximum diversity gain and the upper limit 
for the capacity of MIMO channels is represented by the orthogonal channel gain 
case. With assuming TM columns of H  are orthogonal and the entries of H are 
normalized to unit power, so that the eigenvalues of 
H
HH  are Rl N=λ  for 
TMl ,,2,1 L= . The capacity of the high-rank MIMO channel can be rewritten 
from equation (36) and (37) as:   
∑
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On the other hand, Low rank performance has been closely linked to the being of a 
poor scattering environment and a strong correlation between the channel path 
gains, for example in Rician fading model with large K factor. The correlation 
characteristics determine the rank of  
H
HH , which in revolve determines the 
diversity advantage. A full correlated  H  matrix provides no diversity gain over the 
single antenna case and gives the all one’s matrix with dimension RT xNM . With 
assuming high correlation, all gains ijh  are approximately equal, andH , a 
multiple of the all-one matrix, has a single non zero singular value  
RT
M
l
ll
H
llRl NMhhEN
T
∑
=
≈=
1
)(λ                  (45) 
The capacity of the low-rank MIMO channel can be expressed as : 
 ∑
=
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The low-rank MIMO channel behaves like a point to point channel or a single 
antenna channel with RN  times the received signal power due to the antenna 
array. It is achieved by simple maximum-ratio combining at the receiver. 
 
If Low-SNR MIMO channel, ( )2/ nTP σ , is low with a Taylor series approximation of 
xx ≈+ )1log(  for small values of x , both of the capacity of the high-rank MIMO 
channel for small SNR, SNRhighC _ , and the capacity of the low-rank MIMO channel  
for small SNR, SNRlowC _ , may expressed as: 
 R
Tn
T
TRSNRhigh N
M
P
MNC
2_
),min(
σ
≈             (48) 
 R
n
T
SNRlow N
P
C
2_ σ
≈                (49) 
 
Altogether, from equation (22), (23), (33), (39),(41), (44), (47), (48), and (49) the 
MIMO channel and the MIMO-STBC channel capacity can be illustrated as two 
figures follow. 
 
Figure 3. The capacity performance comparison between both of the MIMO systems 
and the MIMO-STBC systems with channel known and unknown, 2x2 antennas for 
high-rank and low-rank correlation   
 
Figure 3 shows MIMO system and MIMO-STBC system capacity for high-rank and 
low rank correlation with the assumption of an average power constraint TxP , no 
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channel knowledge at transmitter, channel knowledge and no channel 
knowledge at the receiver with 2x2, antennas of XX xRT system. With the large 
S/N, in relation to Figure 4 that  both of the MIMO systems and the MIMO-STBC 
systems with the no channel knowledge at the receiver have more capacity than the 
systems with the channel knowledge at the receiver. However with the small S/N ,  
the systems with the channel knowledge at the receiver have better capacity 
performance than the other.    
 
Figure 4. The capacity performance comparison between both of the MIMO systems 
and the MIMO-STBC systems with channel unknown, 2x2, 4x2, 8x2  antennas for 
high-rank correlation 
 
Figure 4 shows MIMO system and MIMO-STBC system capacity for high rank 
correlation with the assumption of an average power constraint TxP , no channel 
knowledge at transmitter and no channel knowledge at the receiver with 2x2, 
4x2, 8x2 antennas of XX xRT system. (note : the ratio symbols of time slots of 4x2 
and 8x2 antennas of XX xRT system is ¾ ). With the same number of receive 
antennas and the large S/N,  as shown in Figure 4 that  for both of the MIMO 
channel and the MIMO-STBC channel, double of the number of transmit antennas 
has a large increase capacity performance. Generally, the MIMO channel capacity 
has better capacity performance than the MIMO-STBC channel.  But in the small 
S/N, the MIMO channel capacity has bad capacity performance than the MIMO-
STBC channel.   
 
5 Conclusions 
 
In general, both of the MIMO systems and the MIMO-STBC systems with the no 
channel knowledge at the receiver have more capacity than the systems with the 
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channel knowledge at the receiver. However with the small S/N ,  the systems with 
the channel knowledge at the receiver have better capacity performance than the 
other.    
 
So, for both of the MIMO channel and the MIMO-STBC channel, with the same 
number of receive antennas and the large S/N, double of the number of transmit 
antennas has a large increase capacity performance. 
 
Therefore, with the same number of receive antennas and the large S/N, the MIMO 
channel has a better capacity performance than the MIMO with STBC in high-rank 
and low rank correlation. While in the small S/N, the MIMO channel capacity has 
bad capacity performance than the MIMO-STBC channel.   
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Abstract. Adaptive filtering problem refers to a class of application in signal 
processing that deals with adaptation of a system so as to adjust itself with the 
phenomenon that is taking place in its surrounding. Examples of such problem 
include adaptive system modeling, noise cancellation, equalization and prediction. 
The adaptive filtering problem may be mathematically formulated as an adaptive 
least squares problem in which a set of parameter values are updated so that the 
time varying sum of squared error cost function is minimized. Numerous 
algorithms are available for solving adaptive filtering problems and they may be 
classified into two categories: iterative methods and direct methods. In this paper, 
we perform a comparative study of four iterative search methods, namely, the 
method of steepest descent, the Newton’s method, the Conjugate Gradient method 
and the Direction Set method. The methods are implemented and applied in 
system modeling and they are assessed in terms of rate of convergence, 
computational complexity, misadjustments and their sensitivity to spectral 
condition number or the eigenvalue spread. Our main objective is to provide a 
comprehensive understanding of the adaptive implementation of the methods, their 
performance according to assessment criteria mentioned above and also provide 
possible modifications to improve the performance. 
           
Key-words: Adaptive least squares problem, adaptive filtering, adaptive 
algorithms 
 
1 Introduction 
 
Adaptive filtering problems has received considerable attention from the 
engineering community during the past several decades due to its application in 
many diverse fields such as system identification, equalization, prediction and 
noise cancellation. From mathematical perspective, adaptive filtering problem may 
be viewed as an adaptive least squares problem. The standard least squares 
problem can be reduced to solving a linear system of equations whereas in the 
adaptive least squares problem, a time varying linear system is resulted at each 
state. 
 
As a consequence, many of the algorithms available for solving adaptive filtering 
problem, are derived from iterative methods for solving linear system of equations. 
For example, the most widely implemented adaptive algorithms in practice, namely 
the Least Mean Square (LMS) algorithm is derived from the method of steepest 
descent. Other search methods which have found their place in solving adaptive 
filtering problem are the direction set method and the conjugate gradient method 
[3, 4, 5].  
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In this paper, we will review several algorithms which are derived from four 
different iterative search methods, namely the method of steepest descent, the 
Newton’s method, the direction set method and the conjugate gradient method. 
Our objectives are 1) to provide a clear understanding of their implementation in 
solving adaptive filtering problem; 2) to evaluate their performance in terms of rate 
of  convergence, misadjustment, computational complexity and sensitivity towards 
eigenvalue spread, and, 3) to recommend improvements to the algorithms.  
 
2 Adaptive Filtering Problems 
 
Adaptive filtering problem is a filter design technique which allows for adjustable 
coefficients that can be optimized to minimize some measure of error. 
Mathematical formulation for adaptive filtering problem usually takes the form of 
an adaptive least squares problem, where the value of the filter coefficients are 
adjusted so that they are optimized in the least squares sense. In contrast with the 
standard least squares problem, the sum of squared error function in the adaptive 
least squares problem is a time varying function which adapts itself with the time 
varying input data. 
 
2.1 Adaptive Filters 
 
 A schematic diagram of an adaptive filter is given in Fig. 1 below where for every 
input signal ( )nu , the filter produces output ( )ny . This output is compared with a 
desired signal ( )ns to produce an error signal ( ) ( ) ( )nsnyne −=  which is the 
difference between the output and the desired signal. The objective in the design an 
adaptive filter is to adjust its parameters so that  the error ( )ne  is minimized.   
 
 
 
 
 
 
 
 
 
 
 
Fig.1 Block diagram for an adaptive filter 
 
2.2 Mathematical Fomulations for Adaptive Filtering 
Problems 
 
For a linear linear transversal filter, the output to filter at time n  is given by, 
∑−
=
−=
1
0
N
j
jnjn uxy  
( )nu
Adaptive filter 
Desired 
signal, ( )ns  
Error signal, ( )ne  
 + 
- ( )ny ⊕
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where N  is the filter order and ( )jx  is the j th coefficient of the filter. The  n th state of 
the sum of squared error function is the sum of squared errors from time 0 up to 
n , which is given by the equation below, 
( ) ( ) ( )∑
=
−=
n
i
i
T
i
n
in sJ
0
2
xax λ                             (1) 
where [ ]11 +−−= Niiii uuu Ka , [ ]TNxxxx 110 −= L  and ( )niλ  can be in two 
forms, either ( )
n
n
i
1=λ   or ( ) inni −= λλ  where 10 << λ . The first choice of ( )niλ  gives rise 
to an average sum of squared error whereas the second choice gives an exponentially 
weighted sum of squared error and the weighting factor λ   is referred to as the forgetting 
factor which is intended to ensure that the past data are “forgotten” in order to track the 
statistical variations of the data in nonstationary environment. 
 
The adaptive least squares problems is the problem of minimizing the cost function 
(1) with respect to filter coefficients 1,,0, −= Njx j K . In matrix form, the adaptive 
least squares problem may be represented as follows 
( ) ( )xAAxbAxbbx
xx
T
nn
T
nn
T
n
T
nnJ +−= 2minmin                  (2) 
where  
( ) ( ) ( ) T
n
n
n
nn
n ⎥⎦
⎤⎢⎣
⎡= aaaA λλλ K,, 1100  and ( ) ( ) ( ) ⎥⎦
⎤⎢⎣
⎡= nnnnnn sss λλλ ,,, 1100 Kb . 
The quantity TnnAAR =  is identified as the autocorrelation matrix of the input 
signal and the vector nnbAp =  is the vector of cross-correlation between the input 
and the desired signal. 
 
3 Iterative Search Methods and Application in 
Adaptive Filtering Algorithms 
 
 
We note that the minimization problem given in (2) has an exact solution at every 
state n , which is the solution to a system of NN × linear equation 
pRx =   
so that at every state n , the optimum solution is given by 
( ) ( ) ( )nnnopt pRx 1−= . 
Hence the adaptive least squares problem can be viewed as an adaptive search for 
the solution to a (time varying) system of NN ×  linear equations. 
 
In this section we will review three classes of algorithms which are based on four 
iterative search methods, the steepest descent method, the Newton’s method, the  
direction set method and the Conjugate Gradient method.  
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3.1  LMS and LMS-Newton Algorithm 
 
 In this section we will be discussing the most widely used adaptive algorithm and 
that is the Widrow-Hoff Least Mean Square (LMS) algorithm derived in 1959 [8]. It 
is based on the method of steepest descent where the coefficient vector x  is 
updated along the direction of steepest descent, i.e. the negative gradient. This 
gives the following recursion formula for the coefficient vector, 
     ∇−=+ µnn xx 1                   (4) 
where ∇  denotes the gradient vector. For the least squares problem, the gradient 
vector is given by ( )pRx −=∇ 2 . The LMS algorithm is obtained by replacing the 
gradient vector with its instantaneous value and that is  nne x2−  where 
nn se −= ny   is the instantaneous error. 
 
In the Newton’s method, the gradient vector in (4) is scaled with a factor 1−Raveλ  
where aveλ  is the average of the eigenvalues of R , giving 
∇−= −+ 11 Rxx avenn µλ  
Using the instantaneous value as the estimate for the gradient we have the 
following recursion formula for the LMS-Newton algorithm 
nnavenn e xRxx
1
1 2
−+ += µλ . 
It is a well known fact that the LMS algorithm is sensitive to the spread in the 
eigenvalue of the correlation matrix. This property is inherited from the method of 
steepest descent where several modes of convergence exist which corresponds to 
the number of distinct eigenvalues in R . Because prior knowledge of R  is rarely 
known, this property makes the rate of convergence of the LMS algorithm 
unpredictable. The LMS-Newton algorithm is considered as an improved version 
where it only has one mode of convergence [9]. However, because the LMS-Newton 
algorithm requires knowledge of 1−R , this algorithm cannot be implemented in 
practice. 
 
3.2 The Direction Set Based Algorithm  
 
The direction set method is inherited from the Powell and Zangwill method for 
optimizing unconstrained minimization problem [8, 13]. Given a starting estimate 
x  and a set of N  linearly independent direction { }Ndd ,,1 K , the direction set 
method searches along each direction sequentially for a better estimate. The search 
through N  directions is called one cycle. Before the next search cycle, directions 
may or may not be modified (depending on the linear independence of the new set 
of directions), and a new starting estimate maybe chosen. The iterative algorithm 
for updating the coefficient vector within each cycle takes the form ( ) ( ) ( )n
i
n
i
n
i
n
i dxx α+=+1 ,   Ni K,1=  
where ( )niα  is the stepsize and ( )nid  is the search direction. The optimal stepsize can 
be obtained by setting ( ) 0=+∇ dx αα J  which gives 
512 Proceedings of ICAM05
  
Comparative Study of Iterative Search Methods for Adaptive Filtering Problems 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )niTni
n
i
Tn
in
i
n
nn
dRd
pxRd −−=α .              (5) 
The simplest form of the direction set method is obtained by choosing the 
Euclidean directions as the search direction at each cycle, i.e. ( ) [ ]Tni 00100 KK=d  
where the 1 appears in the i th position. This gives rise to the Euclidean Direction 
Search (EDS) algorithm. A further modification of the EDS algorithm can be found 
in [11, 12] (Fast EDS algorithm) and [2] (Scaled EDS algorithm).  
 
3.3  The Conjugate Gradient Based Algorithm 
  
The Conjugate Gradient method (CG) looks for a set of linearly independent 
direction vectors { }Ndd ,,1 K  which are conjugate with respect to R  so that the 
solution vector *x  can be expressed as 
NN dddx ααα +++= K2211* . 
Minimization of the cost function J  gives rise to the same formula for the stepsize 
α  as given in (5) although conjugacy with respect to R  is not a requirement for 
the search directions in the direction set method. 
 
In order to maintain conjugacy with respect to R , the i th search direction is 
updated as follows 
111 −−− += iiii dgd β  
where ig  is the gradient vector at the i th iteration and iβ  is a scalar value given 
as 
11 −−
=
i
T
i
i
T
i
i
gg
ggβ . Since the gradient vector in the adaptive filtering problem is 
dependent on the correlation matrix R  and the cross-correlation vector p , 
estimates of the gradient requires estimates of both R  and p . We will highlight 
two ways of implementing the CG method in adaptive filtering problem [3, 4] which 
employs two different technique of estimating R  and p : 
i) The cost function is assumed to be the averaged sum of squared error, i.e. 
( ) ( )∑
=
−=
n
i
i
T
in sn
J
0
21 xax  
so that the correlation matrix Tnnn n
AAR 1= , where [ ]Tnn aaaA ,,, 10 K=   
and the crosscorrelation vector becomes nnn n
bAp 1=  where 
[ ]Tnn sss ,,, 10 K=b . In the CG algorithm for adaptive filtering, the finite 
sliding data windowing is used to estimate nR  and np , where, only data 
samples inside a window of finite length M  are used. Hence we have the 
following estimates, 
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∑
+−=
=
n
Mnj
T
jjn M 1
1 aaR ,  ( )∑
+−=
=
n
Mnj
jn jsM 1
1 ap . 
 For every incoming data sample, the conjugate gradient iteration is run 
maxk  times, where ( )MNk ,minmax = . 
ii) The cost function is assumed to be the exponentially weighted sum of 
squared error 
( ) ( )∑
=
− −=
n
i
i
T
i
in
n sJ
0
2
xax λ  
Using an exponentially decaying data windowing, the correlation matrix 
and the cross-correlation vector may be updated recursively as follows, 
T
nnnn aaRR += −1λ  ( ) nnn ns app += −1λ  
 In this implementation, the conjugate gradient iteration is performed once 
for every incoming data sample. 
 
4 Comparative performance 
 
In our discussions here, we will be assessing the performance of adaptive 
algorithms in section 3 in the framework of adaptive system modeling. The block 
diagram for adaptive system modeling is in Fig. 2. The input signal is filtered 
through a colouring filter with the frequency response ( )
1
2
1
1
−−
−=
z
zH α
α
, where 
1<α . The parameter α  controls the eigenvalue spread of the input correlation 
matrix, where 0=α  gives uncorrelated sequence (white) with small eigenvalue 
spread. The aim is to find the parameters of a model x  through an adaptive 
algorithm so that the difference between the unknown system output, ( )nd , and 
the adaptive model output, ( )ny , is minimized according to some specified cost 
function. Noise, ( )nη , with a variance of 0.001 is added to the output of  the 
unknown system. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Adaptive system modeling 
( ) 11
1
−−
−=
z
zH α
α  
Colouring filter 
 
( )nu  
Unknown system, sysH  
Adaptive 
model 
( )ns  
( )ne  
( )ny  
Noise, ( )nη  
 ⊕  
+ 
- ⊕  
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4.1 Rate of Convergence and Misadjustment 
 
An efficient adaptive algorithm is one that minimizes usage of data without 
compromising the quality of solution. In other words we require the algorithm to 
have a reasonably high rate of convergence and at the same time it keeps the 
solution as close as possible to the optimum solution. Commonly, in adaptive 
filtering problems, the rate of convergence is assessed by the number of iterations 
required to achieve the steady state mean squared error (MSE). In addition to that, 
the quality of the steady state solution is measured through the quantity called 
misadjusment which is the ratio of the excess MSE (the difference between the 
steady state MSE and the MSE corresponds to the optimum solution) to the steady 
state MSE.  In our discussions here, because the exact solution is available, we will 
be evaluating rate of convergence and misadjustments by looking at the 
progression of error between the coefficient vector of the unknown system and that 
of the adaptive filter. 
 
Fig. 3 (i)  displays the progression of error (computed in norm-2) as the number of 
iteration increases. It is clearly shown that both LMS and LMS-Newton algorithms 
have comparable rate of convergence where a steady state error is achieved after 
600 iterations. However the EDS and the Conjugate Gradient based algorithms 
provide a much superior convergence rate, where steady state error is achieved 
only after about 40 iterations. 
 
 
 
(i) 
 
(ii) 
Fig. 3 Progression of error as iteration increases. Error is measured by the norm of 
the difference between the coefficient vector of the unknown system and the 
coefficient vector of the adaptive model ( 5=N ) 
 
The steady state errors shown in Fig. 3 (ii) gives a better view of misadjustments 
produced from the solutions. It can be seen that although conjugate gradient 
method has a high rate of convergence, it does tend to produce higher 
misadjustment compared to the other algorithms. 
 
4.2 Computational complexity 
 
Another important assessment criterion is the computational complexity of the 
algorithm. A higher computational complexity means the algorithm requires a 
higher storage capacity and computation time. High computational complexity also 
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makes the algorithm more susceptible to round off errors, hence, reducing the 
quality of solution.  
 
Table 1 below summarizes the computational complexity of the algorithms 
discussed as a function of the adaptive filter order, N . 
 
Table 1 Computational complexity 
Algorithm Complexity 
LMS ( )NΟ  
EDS 
 
Fast EDS 
( )2NΟ  
( )NΟ  
CG (Implementation (i)) 
 
CG (Implementation (ii)) 
( )2NΟ  ( )2NΟ  
 
To see the effect of computational complexity on convergence and misadjustments, 
we plot the error profile for a much larger N  in Fig. 4. 
 
(i)  (ii) 
Fig. 4 Rate of convergence and misadjustment for 30=N  
 
Increasing the value of N  has little effect on the LMS-based algorithms. However, 
for the EDS algorithm, we see a slower convergence rate than in previously and a 
significant increase in the initial errors. The misadjustment for the EDS algorithm 
remains comparable to that of the LMS-based algorithm. For the CG algorithm, 
although the convergence rate remains unchanged, we see a significant increase in 
the misadjustment. 
 
4.3 Sensitivity to eigenvalue spread 
 
We now compare the sensitivity of the solutions for our problem towards eigenvalue 
spread for all the algorithms. Note that eigenvalue spread is defined as minmax λλ , 
where maxλ  is the largest eigenvalue of R  and minλ  is the smallest eigenvalue. 
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(i) LMS 
 
(ii) LMS-Newton 
 
(iii) EDS 
 
(iv) CG 
Fig.5 Sensitivity towards eigenvalue spread. The value of eigenvalue spread is controlled by 
the parameter α . 
 
As predicted, the convergence rate of the LMS algorithm is reduced for large 
eigenvalue spread and almost no effect on the LMS-Newton algorithm is found. For 
both the EDS and CG algorithm, although eigenvalue spread has little effect on 
their rate of convergence, the misadjustments suffers terribly from it. 
  
5 Conclusions 
 
We have reviewed four different adaptive algorithms for solving adaptive filtering 
problem, namely the LMS algorithm, the LMS-Newton algorithm, the direction set 
based method and the conjugate gradient based method. These algorithms are 
treated as iterative search method for solving a time-varying linear systems of 
equation of the form pRx = , where R  corresponds to the time-varying correlation 
matrix of the adaptive problem and p  corresponds to the time-varying cross-
correlation vector. 
 
Performance evaluation of the algorithms are conducted within the framework of 
an adaptive system modeling problem. The EDS and the CG method proved to have 
superior rate of convergence compared to the LMS-based method. However, due to 
the high computational complexity of the CG algorithm, it tends to give higher 
misadjustment compared to the other algorithms. 
 
The convergence rate of the EDS and the CG algorithm is not affected much by the 
increase in eigenvalue spread. However, poor misadjustments are obtained. To this 
end, we note that the eigenvalue spread is the same as the condition number of  
R . Therefore, preconditioning the algorithms with a suitable preconditioning 
matrix will help reduce this problem. 
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Abstract: This paper describes the design and analysis of a recursive Kalman Filter 
for phasor estimation of non-stationary signals. To detect the transmission or 
distribution line disturbances (or faults), it is necessary to track the amplitude and 
phase of the steady state, post-disturbance (post-fault) fundamental signal from 
the distorted signal. The model assumes a constant-frequency, rotating phasor for 
the sampled voltage and current signals. The filter was developed in the Simulink 
environment of MATLAB, and the M Programming Language was used to model the 
filter. The parameters of the filter and the model are input through S-functions. 
The developed filter is an extended form of the discrete Kalman filter and estimates 
the phasors in the presence of decaying dc offsets, odd or even harmonic 
distortions, and measurement noise. The model settings and parameters are 
customizable depending on the input signal and the noise characteristics. The filter 
assumes a white noise characteristic for the signal variance and the measurement 
noise variance. However, in a real-time system, the signal and the noise 
frequencies are band limited and are therefore they are not perfectly white. The 
model can still be applied but the estimation error will be different from the test 
bench created signal. The open-system solution and user-friendly nature of our 
interface makes it a useful educational tool for students and engineers in 
understanding the mathematical theory and reasoning behind power system 
protection and voltage restoration approaches. Performance evaluation of the 
algorithm on estimation is also shown in comparison with other non-recursive 
techniques. The filter has a faster convergence time and the mean square 
difference between the output and actual values is a minimum. The results of the 
sensitivity study on the changes in filter parameters, signal sampling rate, and 
fundamental frequency drifts reveals the effectiveness of the developed scheme. 
 
Keyword: signal analysis, recursive kalman filter, phasor estimation, state-space 
model, noise variance, digital relay, voltage restorer 
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Abstract. The main aim of this paper is to solve the singular LQR problem for 
descriptor systems. By using the Weierstrass-Kronecker canonical reprentation to 
the descriptor system, the singular LQR problem can be transformed into two LQR 
problems, i.e LQR problem for proper descriptor system and LQR problem for 
nonproper descriptor system. The sufficient conditions for solvability of both LQR 
problems are established by making use of the semidefinite programming 
technique. 
Key-words: Descriptor system, singular LQR problem, semidefinite programming 
 
1 Introduction 
 
Consider the following linear quadratic regulator (LQR) problem: 
 
                                                    (1) dttytyxuJ T  )( )(),(  min
0
0 ∫∞=
                       (2) 
⎩⎨
⎧
+=
∈=+=
)()()( 
)0(),()()(
 s.t. 0
tDutCxty
xExtButAxtxE nR&
 
where  are time invariant,     
 for some    and   . Here    denotes the state 
variable,  denotes the output variable, denotes the control (input) 
variable with   the set of all - valued, measure functions satisfying  
rqnqrnnn DCBAE ×××× ∈∈∈∈ RRRR ,,,, ,)( npErank <≡
0)det( ≠− AsE R∈s 0≥DDT ntx R∈)(
qty R∈)( )(tu
),()( 2 rLtu R∈ rR
,)( 2
0
∞<∫∞ dttu  where [ ] .)()( 212tutu ii∑=  For simplicity, we denote the above 
LQR problem as .  Remembering the infinite horizon nature of the problem, we 
further require the control to be stabilizing such that the corresponding state 
trajectory converges to zero as time goes to infinity. 
Π
 
A fundamental question needs to be answered is concerning the existence of the 
optimal control-state pair for the problem ),( ∗∗ ux Π , i.e.under what conditions 
does there exist an optimal control-state pair ( ?. For the case in which ), ∗∗ ux
 
520 Proceedings of ICAM05
  MUHAFZAN, MALIK HJ. ABU HASSAN, FUDZIAH ISMAIL, LEONG WAH JUNE 
0>DDT and  for some 0)det( ≠− AsE R∈s , has already been answered 
exhaustively in [3,8,9]. To the best of the author's knowledge, not much work has 
been reported for the case    (singular case). In general setting   
the existing LQR theories always involve the impulse distributions [4,8]. Thus it 
does not provide any answer to a basic question such as when the LQR problem 
presented above posseses an optimal solution in the form of a conventional control, 
in particular, one that does not involve impulse distribution. It  remains and still 
open, and this motivates our present work. 
0≥DDT ,0≥DDT
 
Nevertheless, the paper from Zhu et al. [11] is of interest to consider. It solves the 
case in which the descriptor system need not be regular and the output vector does 
not depend on the input vector. Muhafzan et al. [6]  generalize the problem in [11] 
for the case in which the output vector depends on the input vector. Furthermore, 
Muhafzan et al. [7] has solved the singular LQR problem for descriptor system of 
finite horizon case by transforming the problem Π  into two classes, i.e. LQR 
problem for proper descriptor system and LQR problem for nonproper descriptor 
system. By a certain condition, proper part can be separated into two cases, i.e. 
regular LQR and singular LQR. However, for infinite horizon case, the regular LQR 
for proper descriptor system is a classical problem and its solution can be obtained 
elegantly via the Riccati equation 
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1
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1
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1
221112
1
2211 =−+−−+− −−−− TTTTT QQQQPBQPBPQQBAQQBAP
 
Furthermore, the optimal control (provided it is stabilizing) can be expressed 
explicitly in a feedback form,  
 
).()()( 1121
1
22 txQPBQtu
TT ∗−∗ +−=  
 
There are still some open problems that have not been tackled in [7], namely, the 
singular part of LQR problem for proper and nonproper which ill-defined. 
 
The objective of this paper is to study these open problems and provide the 
sufficient condition so that the optimal control of the singular LQR problem 
for descriptor system exists. To handle this problem, we use the semidefinite 
programming (SDP) technique in which, it has been solved successfully recently 
the singular LQR problem for standard state space system [2,10]. 
)(tu ∗
Π
 
Notation: Throughout this paper, the superscript  denotes the transpose, 
denotes the -dimensional Euclidean space, denotes the set of all    
real matrices and 
T
nR n nm×R nm×
I is the identity matrix with appropriate dimension. 
 
2 Transformasi of the problem  
 
To discuss the solution of Π , we use the Weierstrass-Kronecker canonical 
representation [8,9] for the descriptor system (2). It is well known that under 
condition there exist the nonsingular matrices  so that  ,0)det( ≠− AsE nnML ×∈ R,
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where  N is a nilpotent 
matrix of index  k (i.e.   ) defining the index of the linear descriptor 
systems. Accordingly,  let   
,1
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where  and  By the transformation  (4), the performance index 
(1) can be rewritten as 
px R∈1 .)(2 pnx −∈R
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and the descriptor system (2) becomes: 
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where  .  Now we must minimize (5) subject to the system (6). The 
solution of the first differential equation of the system (6) is easily obtained in the 
classical manner, meanwhile the solution of the second equation of  (6) is given 
010 ]0[ LxIx p=
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2 tuBNtx
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k
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where  denotes derivative of  . One can see that generally depends 
on the higher order time derivatives of control which is a very unusual behavior 
and must be regarded very carefully. In the following we distinguish the two cases 
where the solution depends either only on  but not on its derivatives  
  or on    and its derivatives   . 
)()( tu i thi )(tu 2x
)(tu
)1(,...,, −kuuu &&& )(tu )1(,...,, −kuuu &&&
 
Definition 2.1.  [9] System (1) is termed as proper if its solution depends only on 
 but not on its derivatives   Otherwise the system is nonproper. )(tu .,,, )1( −kuuu L&&&
 
A criterion for properness is derived immediately from Definition 2.1. 
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Lemma 2.2. The descriptor system (2) or (6) is proper if and only if  holds. 02 =NB
 
The optimization of   has to be performed in accordance to the properness and 
nonproperness of the descriptor system and so two different optimization problems 
have to be considered. 
Π
 
If then solution of the second equation of (6) is 02 =NB
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Creating the transformation 
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and replace (9) into the performance index (5) and the system (6),  we have the 
following standard LQR problem: 
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where  ,  1111 CCQ
T= ( )22112 BCDCQ T −=   and  ( ) ( )222222 BCDBCDQ T −−= .  It is 
easy to verify that    if and only if 011 >Q .)( 1 pCrank =  
  
Lemma 2.3. [7]  if and only if  022 >Q .][ rDCrank =     
 
The optimization problem  (10) and (11) is termed as LQR for proper descriptor 
system, and for simplicity we denote as .1Π   
 
If  , we need an extension of state and control variables to deal correctly 
with the influence of the time derivatives of the control input. Let 
02 ≠NB
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then  (7) can be written as 
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where  
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Here is considered as a new control variable. Create the transformation )(tw
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where   . Substituting  (12) into the performance index  (5), the 
first and third equation of  (6), we have the following LQR problem: 
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The optimization problem (13) and (14) is termed as LQR for nonproper descriptor 
system, and for simplicity we denote as .2Π   
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3 Results 
 
3.1 LQR problem for Proper Descriptor System 
 
Now, reconsider  According to the LQR theory for standard state space system  
[1], if the matrix is positive definite 
.1Π
22Q ( )022 >Q  and the LQR  1Π  is stabilizable, 
then the optimal control is given by 
 
∗−∗ +−= 1112122 )( xPBQQu TT  
where  satisfies ∗1x
 ( ) ,)0(,)( 1011112122111 xxxPBQQBAx TT =+−= −&  
 
with  P  the unique positive semidefinite solution of Riccati equation (3). 
 
Theorem 3.1.1. [7] If    and  02 =NB [ ] rDCrank = then the  LQR problem  has 
a unique optimal control-state pair.  
Π
 
On the other hand, if  [ ] rDCrank < 22(Q to be singular) then the Riccati equation 
(3) seems to be meaningless. However, to handle this situation we can use SDP to 
solve the problem. 
 
Consider the following equation which is a generalization of the classical Riccati 
equation (3) as follows:  
 
0)()()( 121
†
221211111 =++−++≡ TTT QPBQQPBQPAPAPF           (15) 
 
where stands for the pseudo inverse of  Next, we introduce an affine 
transformation of matrix P as follows: 
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22Q .22Q
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Note that if   (15) and (16) coincide to the equations  (3) and (4) in [10]. 
Corresponding to the above LQR problem  
,012 =Q
1Π , we introduce SDP and its associated 
dual problem as follows: 
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where  denotes the space of symmetric matrices, nnS × ijijji YXYX ∑= ,,  denotes 
the inner product of two matrices X  and Y.  In particular, PI ,   is equal to the 
trace of the matrix  P .   denotes the dual variable associated with 
the primal constraint    with   and  being a block partitioning of  
Z  of appropriate dimensions.   
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For the above SDP, a well developed duality theory exist [2,5]. The key points of the 
theory can be highlighted as follows: 
• (P) and (D) are said to satisfy the strict feasibility if there exist primal and dual 
feasible solutions,  0P and  such that   and ,  respectively. 
On the other hand, a primal optimal solution 
,0Z 0)( 0 >P 00 >Z
∗P and a dual optimal solution  
∗Z   are called complementary optimal solutions if  .  0)(£ =∗∗ ZP
• The weak duality always holds, i.e. any feasible solution to the primal problem 
always posseses an objective value that is no less than the objective value of 
any dual feasible solution. 
• In contrast, the strong duality, i.e. the optimal values of the primal and dual 
problems coincide, holds if there exist a pair of complementary optimal 
solution ∗P  and  namely, they satisfy    ,∗Z .0)(£ =∗∗ ZP
 
Throughout this section, we assume that the LQR  1Π  is stabilizable. The following 
lemma is base on Lemma (1) in the [10] which shows that    and    are 
closely related . 
)(PF )(£ P
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Theorem 3.1.3. Suppose  pCrank =)( 1   and  [ ] .rDCrank <   If  (P) and (D) have 
complementary optimal solutions  ∗P  and  ∗Z , respectively, then ∗P must satisfy the 
generalized Riccati equation .  0)( =∗PF
 
Proof . Let the hypothesis hold, then ∗P and satisfy  Since ∗Z .0)(£ =∗∗ ZP ∗P  is  
the optimal solution of (P) then it satisfies    as well, and by Lemma 3.1.2  
we have    Thus, the following decomposition holds: 
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From the relation   , we have  0)(£ =∗∗ ZP
 
        ⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡ +⎥⎦
⎤⎢⎣
⎡= ∗
∗∗∗
∗
∗∗
n
T
u
ub
TT
ZZ
ZZ
I
QPBQI
PF
Q
ZP
)(0
)(
)(0
0
)(£ *
121
†
2222
                   
( ) ( )
⎥⎦
⎤⎢⎣
⎡=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡ ++++
=
∗∗∗∗
∗∗∗∗∗∗
00
00
)())((
)())(( 121
†
2222121
†
2222
n
T
u
n
TT
u
T
u
TT
b
ZPFZPF
ZQPBQZQZQPBQZQ
 
 
Therefore , , hence    and  .   
Since  
0))(( =∗∗ TuZPF 0)( =∗∗ nZPF 0)( =∗∗ PFZu 0)( =∗∗ PFZn
∗Z is dual feasible, then   Multiplying  
on both sides above yields 
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which implies    ■ .0)( =∗PF
 
Theorem 3.1.4.  If (P) has an optimal solution ∗P satisfying    then the 
LQR has an optimal feedback control wich is determined by    
0)( =∗PF
1Π
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Proof.  Let  P  be any primal feasible solution and be any admissible (therefore 
stabilizing) control.  We have, 
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Integrating over and making use of the fact that  as , 
we have  
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Therefore 
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Since P  is feasible, we have    This means  that .0)( ≥PF
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for any  P  feasible to (P) and for any admissible control    On the other hand, if 
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First of all, the above shows that the feedback control incurs a finite cost with 
respect to any initial state , then it must be stabilizing. This is because a finite 
cost in  (10) implies    where    is the  corresponding 
state trajectory, and since    we must have    On the other 
hand, (19) yields   Thus in view of  (18) we conclude that  
  is an optimal control for  
)(tu∗
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In view of  (4), (9) and (17), the Theorem 3.1.4 implies that the optimal state control 
pair  for LQR problem ( ∗∗ ux , ) Π is given by 
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where  is solution of differential equation  ∗1x
 ( ) .)0( ),( )()( 1011112†22111 xxtxPBQQBAtx TT =+−= ∗&  
 
3.2  LQR problem for nonproper descriptor system 
 
Now, we consider . Since N  is a nilpotent matrix then    
and it follows that 
2Π ,)( 212 rBNCrank k <−
22Q is singular. Thereby it is obvious that we arrive at a 
standard singular LQR problem with respect to variables and . We can solve 
this problem using the SDP approach such as in the section  (3.1). Here, we also 
assume that LQR is stabilizable. Corresponding to the LQR problem  we 
have the following SDP and its associated dual as follows: 
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where Z  denotes the dual variable associated with the primal constraint  0)(£ ≥P   
with ,bZ  uZ  and nZ  being a block partitioning of  Z  with appropriate dimensions. 
Mimicing Lemma 3.1.2, Theorem 3.1.3 and Theorem 3.1.4 in section 3.1,  we have 
the optimal control for    as follow:  2Π
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where ∗P  satisfies the generalized Riccati equation  
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The optimal state control pair  ( )∗∗ ux ,  for LQR problem Π is given by 
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4 Conclusion 
 
We have established the sufficient condition for solvability of the singular LQR 
problem for descriptor system. By these conditions, the complete solutions of the 
problem, i.e. the explicit form of the optimal control-state pair of the problem, are 
obtained. 
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Chattering Free in the Sliding Mode Control of Class 
of MIMO Systems 
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Abstract: Sliding-mode control is powerful non linear control technique that has 
been intensively developed during the last 35 years. However, this control produces 
chattering which can cause instability due to unmodeled dynamics and can also 
cause damage to actuators or the plant. This paper presents result of a research 
and development of nonlinear system synthesis using sliding mode method to 
perfect the current sliding mode technique. Replacing the sign function by tan 
inverse function may deleting or smoothing chattering effect. It is done by ordering 
the system parameters by considering stability aspects and uncertainty of the 
system. Simulation results show that using the function of inverse tan shows that 
chattering effect can be smoothened and deleted by taking declivity curve inverse 
tan. Observation and accurate comparison through digital simulation and taking of 
certain function as replacing the function of switching controller (the sign) gives the 
better result. 
 
Keywords: sliding control, tracking ability, nonlinear control 
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THE GINI INDEX AND ITS APPLICATION  
 
 
Budi Nurani Ruchjana  
 
Department of Mathematics Universitas Padjadjaran-Indonesia 
Abstract.  Italian statistician Corrado Gini  developed the Gini coefficient is a 
measure of inequality. It is usually used to measure income inequality, but can be 
used to measure any form of uneven distribution. The Gini index is the Gini 
coefficient expressed in percentage form, and is equal to the Gini coefficient 
multiplied by 100.  The Gini coefficient is calculated as a ratio of areas on the  
Lorenz curve diagram. If the area between the line of perfect equality and Lorenz 
curve is A, and the area underneath the Lorenz curve is B, then the Gini coefficient 
is A/(A+B). This ratio is expressed as a percentage or as the numerical equivalent 
of that percentage, which is always a number between 0 and 1. In this paper, we 
apply the Gini index to describe the heterogeinities of oil reservoir’s characteristics. 
For case study, we use the permeability and  thickness data from several oil wells 
at Jatibarang Field. 
Key words: Gini index, Lorenz curve,  heterogeneity, permeability, thickness 
 
 
1 Introduction 
 
The Gini coefficient or index is perhaps one of the most use indicators of social and 
economic conditions. It was proposed as a summary statistics odf dispersion of a 
distribution. It can be used to indicate how the distribution of observation has 
changed within a location over a period of time, so it is possible to look whether the 
inequality is increasing or deccreasing.  In this paper we will study the Gini index 
and apply it to indicate the heterogeneity of permeability and porosity of oil 
reservoir at volcanic layer.                                                
 
 
 
2 The Formulation of Gini Index 
 
 
The Gini index has a many formulations.  There are generally two different 
approaches for analyzing theoretical result of Gini index: one based on discrete 
distribution, the other on continous distribution.  It can be expressed as a ratio of 
two regions defined by a 45 degree line and a Lorenz curve in a unit box.  
The Gini coefficient is calculated as a ratio of areas on the Lorenz curve diagram. 
If the area between the line of perfect equality and Lorenz curve is A, and the area 
underneath the Lorenz curve is B, then the Gini coefficient is A/(A+B). This ratio is 
expressed as a percentage or as the numerical equivalent of that percentage, which 
is always a number between 0 and 1 (Figure 2.1). 
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Figure  1. The Gini Index   (source: Kuan Xu, 2004) 
 
Furthermore, in this paper we use the geometric approach to get the Gini index.  
Figure 2, define Gini index geometrically as the ratio of two geometrical areas in the 
unit box: 
(a) the area between the line perfect equality and the Lorenz curve which called  A 
(b) the area under the 45 degree line, or areas (A+B) 
 
Because areas (A+B) represent the half of the unit box, that is, (A+B) =1/2, so the 
Gini index , G, can be written as: 
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Figure 2. The Geometric Approach of Gini Index   
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The derivation of Gini index are given by Brown (1994)  in 
http://depts.washington.edu /eqhlth/pages /nderby.pdf . The Gini index is 
defined: 
 
G = ( )( )∑−
=
++ −+−
1
0
111
n
i
iiii XXYY             (2) 
Suppose we have a sample 5-point data set },,,,{ 43210 XXXXX and  { }43210 ,,,, YYYYY ,so in this case k = 5. 
 
Looking at the bottom graph of Figure 2 , we have that G is equal to the area A 
between the curves divided by the area underneath the top line, as equation (1). We 
can compute A: 
 
  A = 1- areas of rectangles and triangles from Figure 2 
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Because A =G/2, and the Gini index is an area, so we have the Gini index in 
absolute value as  equation (2). 
 
Zitikis (2002) gave the equation of Gini index as: 
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Abdi and Ruchjana (2005) have shown  that the equation (2) is equal with the 
equation (3): 
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So, we can use the Brown either Zitikis formula to count the Gini index.  In this 
paper, we transfer the Zitikis formula to S-Plus 2000 software to define the Gini 
index as in Appendix A.   
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3 Case Study 
 
 
We use the porosity and permeability data from 39 oil well at Jatibarang field for 
case study. The plot of porosity data is shown at Figure 3 below: 
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Figure 3. Porosity Data 
Using S-Plus 2000, we have the Gini index  Gpor =  0,1697855 = 17 %. It means 
that the porosity of 39 oil wells is almost homogenous. 
 
Permeability of 39 wells can be plotted as Figure 4: 
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Figure 4. Permeability Data 39 Oil Wells 
 
 
The Gini index of permeability is  Gperm = 0,8770102   = 87,8 %. It means that the 
permeability at 39 wells  is heterogenous, because the Gini index is near to 1. We 
can compare the Gini index with the coefficient of variation: CVpor =  50% and 
CVperm = 327%. CV of permeability is higher than CV porosity, so it makes sense 
that the permeability more heterogenous that porosity.  Using of S-Plus 2000, we 
can plot the graphic of Gini index of porosity, permeability and the other variables 
of oil reservoir as shown at Figure 5. 
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Figure 5. Plot of  Gini Index  
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A.     Gini Index using S-Plus or R for Porosity Data 
 
x1<-Gini[,1] 
x1 
k<-0:39/39 
k 
y1<-c(0,x1) 
y1 
z1<-sort(y1) 
z1 
lk1<-cumsum(z1)/sum(z1) 
lk1 
ord1<-sort(x1) 
ord1 
ii<-1:39 
ii 
ci1<-2*ii-1 
ci1 
cc1<-ci1*ord1 
cc1 
Giniporosity<--1+sum(cc1)/(mean(x1)*39*39) 
Giniporosity 
plot(k,k,xlim=c(0,1), ylim=c(0,1), xlab="k",ylab="lk1",type="l",col=1) 
par(new=T) 
plot(k,lk1,xlim=c(0,1), ylim=c(0,1), xlab="k",ylab="lk1",type="l",col=2) 
typ.names <- c("garis diagonal","porositas") 
legend(locator(1), legend = typ.names, fill = 1:2) 
title("Lorenz Curve for Porosity") 
 
 Scipt, Run and then F10 to see the result. 
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DEVELOPMENT ON SIMPLIFIED MODEL 
FOR URBAN AIR QUALITY  
RELATED TO TRANSPORTATION 
(Case Studi In Jakarta) 
 
Haryo Satriyo Tomo 
 
Environmental Engineering, ITB, Bandung, Indonesia  
 
Abstract. Integrated tool on decision support system is required to analyze urban 
air quality problems especially those related to transportation. However, the 
sufficient data related to support an actual mobile emission, emission factor and 
traffic condition is hardly available. ISVAQ-2 is an interactive computer system that 
can be applied to evaluate transportation emission in urban areas. A calculation 
method is applied to administrative boundaries to select road and volume of vehicle 
data each peak hour. These data are used to predict emissions that cause ambient 
conditions. The benefit of this system is to assess the policy scenarios related to 
transportation and environment impact. Although the method to calculate data is 
based on independence steady box model, ISVAQ-2 is yet a complex system due to 
multitude of possible database selections, because the needs of users on flexibility. 
The paper explains the overview of system development method as part of decision 
support system establishment in managing the transport urban air pollution. The 
result indicates that the model is the appropriate available approach to estimate 
the mobile emission to emulate the data of idle vehicle emission test as emission 
factor. Further emission estimation using dynamic mode and the modified local 
driving condition are vitally important to improve the results of emission estimation 
as well as actual condition. 
 
Key-words: ISVAQ-2, transportation emission, urban air quality, vehicle problems  
 
1 Introduction 
 
Air pollution in Jakarta is a severe problem. A survey conducted in 1985 exposed 
that the lead fume emitted in the inner city district was 17 times higher than the 
WHO warning levels. Ambient levels of particulate matter exceed health standards 
at least 173 days per year (WHO, 2000). According to Jakarta Land Transport 
Organization (DLLAJ) explanation, that in the last decade, there was an increase of 
15% vehicles per annum adding reports it to the traffic congestion. There are 
currently more than 3 million vehicles in Jakarta (1999), and their number is 
predicted to increase every year (EIA, 1999). This increasing number and density of 
vehicles, is followed with the increasing consumption of oil and other energy 
sources, such as coal. The fast growing of vehicles is one of the major factors to the 
declining air quality. Moreover, Transportation sector has huge possibility to emit 
air pollutant especially CO, NOx, SO2 and Total Suspended Particulate (TSP). In 
Jakarta, according to Bapedal - ITB (1988), showed that 70 - 80 % urban air 
qualities is contributed by transport sector.  
 
Since August 21st 2000, Badan Pengendalian Dampak Lingkungan Daerah 
(Bapedalda) Jakarta has extended Inspection and Maintenance (IM) Programs for 
Private Vehicle, promulgated with SK Gubernur DKI Jakarta No. 95 tahun 2000. 
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This rule is meant to succeed "Clean Air Program" because reducing emission 
could be started from efficient vehicle's engine performance. 
 
According to support the implementation of IM Programs, extending a 
computerized integrated system is required. Development of this system is meant 
to input data, process data and represent output (post processor) in single user 
system interface. So, computerizing of the prototype software is a beginning to 
extent the whole system beside infrastructure preparations. The Prototype of the 
system is called ISVAQ-2. This prototype is an upgrade version of ISVAQ-1 that 
was developed in 2001. 
 
 
2 System Development 
 
ISVAQ-2 has been constructed as a couple systems that join between numerical 
and declarative entities. Numerical entity is the attribute of every domain, which 
has non-string value data types. Moreover, the entity could operate 
mathematically. The couple systems become important because the data is 
grouping on the domains, which represent logic and actual condition, which 
consist of two types of entities.  
 
The main goals for the development of ISVAQ-2-system were three folds. First, 
Bapedalda DKI Jakarta and related institutions should be able to get reliable and 
updated information on transport emission and also supporting data in each grid. 
The second one, Bapedalda DKI Jakarta and related institutions should be able to 
get reliable and updated information on vehicle emission testing data each period. 
And the last one, Bapedalda DKI should be able to evaluate traffic conditions 
related to degree of air quality index in each grid from time to time. 
 
Through meteorological mechanisms, emission is converted into ambient air 
quality. The worst conditions of these would perform in peak hour everyday in each 
road. Determination of the global urban air quality has to consider the differences 
about transportation activities of each part of the areas. Moreover, Jakarta is 
divided into parts related to the homogenous activity area and main road that 
cross the area. However, to simplify management aspects, such as regional 
authority, could be changed into closed administrative boundaries (Thomas et. al., 
1989). For detail information, it could be seen in figure 1. 
 
To attain further information, each grid is specified into road allocation, consist of 
length and load capacity of main road on it. This also includes traffic fluctuations 
on predicted peak hours. The counted vehicles are divided into four classifications, 
motorcycle (MC), light duty gasoline vehicle (LDGV), light duty diesel vehicle 
(LDDV) and high duty diesel vehicle (HDDV). These classifications related to 
emission factors that are used to calculate total emission. The calculated air 
pollution compounds, consist of NOx (Nitrogen oxides), Suspended Particulate 
Matter, SOx (Sulfur Oxides) and CO (Carbon Monoxide). 
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Figure 1. Jakarta in Grids (Segments) 
Note : 
Cengkareng - Kalideres (Grid 1) 
Grogol Petamburan - Palmerah (Grid 2) 
Kembangan - Kebon Jeruk (Grid 3) 
Tambora - Tamansari - Sawah Besar (Grid 4) 
Penjaringan - Pademangan (Grid 5) 
Tanjung Priok - Kelapa Gading - Koja (Grid 6) 
Cilincing (Grid 7) 
Gambir - Menteng (Grid 8) 
Tanah Abang (Grid 9) 
Kmyn-Cpk Putih-Johar Baru-Senen (Grid 10) 
Cakung (Grid 11) 
Pulogadung (Grid 12) 
Matraman (Grid 13) 
Duren Sawit (Grid 14) 
Jatinegara (Grid 15) 
Kramat Jati - Makasar (Grid 16) 
Pasar Rebo - Ciracas - Cipayung (Grid 17) 
Pasanggrahan (Grid 18) 
Kebayoran Lama (Grid 19) 
Cilandak - Kebayoran Baru (Grid 20) 
Setiabudi - Mampang Perapatan (Grid 21) 
Tebet - Pancoran (Grid 22) 
Pasar Minggu - Jagakarsa (Grid 23) 
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3 Method of Calculation and Implementation 
 
The calculation of air quality condition has many ways. There are two basic 
concepts that could apply to purpose analytical and numerical solution using 
Gauss equation (dispersion model) or box model. Dispersion model is commonly 
used to gain excellent calculation accuracy that is not showed by box model. But in 
some cases, dispersion model has difficulties in applying because of insufficient 
data and counting process. These difficulties, especially on insufficient data, are 
commonly happened in many district authorities (PEMDA), included Jakarta. 
Therefore, the box model, as a basic concept in calculating air quality is 
appropriate alternative. 
 
Air quality condition is calculated each grid using equation as follows: 
vjilkllkjlkji kEFVelLrVehE **]/[* ),(),()(),,(),,,( =  
..………………………………(1) 
mlkllk kMHArVol ** ),()(),( =  ……………………………………………………..(2) 
),(),,,(),,,( / lklkjilkji VolEC =  …………………………………………………………..(3) 
),,( LOSWrLifkv = ………………………………………………………………..(4) 
),,( Rufkm α= ……………………………………………………………………..(5) 
where: E = emission, Veh = vehicle, Lr = length of road, Vel = mean vehicle's 
velocity, EF = emission factor, Vol = grid volume, Ar = grid area, MH = mixing 
height, C = concentration,  kv = traffic constant, km = meteorological constant, Li = 
number of line, Wr = width of line, LOS = level of service, u = wind speed, α = wind 
direction, R = solar radiation, i = type of pollutant, j = type of vehicle, k = type of 
peak hour, l = grid. 
 
From equation (1) it can be seen, the emission of a compound by vehicles in each 
road can be computed for each type of peak hour.  Emission depends on vehicle 
traffics and the corresponding emission factor. Computation of ambient air quality 
based on total emission and meteorological condition, described by mixing height 
of each grid for each type of peak hour. This can be depicted from equation (2) and 
(3). 
 
The formulas indicate, there are no relation between air quality from grid to one 
another. This calls independent multiple-box models. Because of that, it would be 
necessary to measure all kind of data input in the same time frame condition 
(weekday, duration, etc). So, The results could be determined closely to actual 
conditions. 
 
Constructed Database in the system has been transformed into relational database 
to define connection of each component. All relation of components is connected 
through knowledge base system. This knowledge is based on logic and structural 
understanding between components, as depicted in figure 3 and 4. 
 
Air quality model and emission test domains build the database. Air quality 
domain is meant to count concentration of each compound by grid. There are four 
sub-domains related in air quality domain: Grid Information, Street Information, 
Traffic Information, and Local Meteorology. System query is needed to joins all data 
in each domain to develop data communication. 
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The other functions are to determine method of data searching and knowledge 
rules to meet user information about air quality. Data searching method is related 
to system query that communicate the joined domain. The higher level of field data 
in domain is priority to lookup as keyword variable. This meant field data is prior if 
spotted on every domain, as example (Figure 3) No_grid. 
 
Knowledge rules are adjusted from calculation methods that aggregate query 
system and searching system. Mechanism of knowledge rules could be described in 
figure 2. Meanwhile, emission test domain mechanism is only to manipulate data 
and search logic solution. Data manipulation is meant to add, delete, and view 
data in the domain as depicted in figure 4. Logic solution is based on common 
'bengkel' lookup components related to emission test fail. Failing test is indicated 
by over or lower compound from exhaust systems. 
 
At first, the system would be defined in three main sub-program, input data, 
analyzing data and output data. Those definitions are accorded to user interface 
requirements. Because of this, the system is suited to become more complex 
chaining. User interface is designed to support Bapedalda Jakarta and related 
institutions that are involved in urban air quality management especially from 
transportation. So, all components and instructions must be familiar to them. 
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Figure 2. System Query, Searching and Calculations in Air Quality Domain 
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Data Grid :
- No_Grid (PK)
- Jalan_Utama
- Tata_Guna_Lahan
- Luas_Grid
- Preview_Grid
Data Jalan :
- No_Grid
- Jalan_Utama
- Panjang_Jalan
- Jumlah_Ruas_Jalan
- Jenis_Jalan
Data On Road :
- No_Grid
- Waktu_Pantau (PK)
- Rerata_Kecepatan
- Motor_per_Waktu
- LDGV_per_Waktu
- LDDV_per_Waktu
- HDDV_per_Waktu
List Jenis_Kendaraan :
- Motor
- LDGV
- LDDV
- HDDV
RELATIONAL DATABASE AND PRIMARY KEY
Data Faktor Emisi per
Tahun_Mesin :
- Jenis_Kendaraan (L)
- CO
- HC-VOC
- NOx
- Partikulat
Data Meteorologi :
- No_Grid
- Kategori_Daerah (L)
- Kecepatan_Angin
- Waktu_Pantau
Available Data
List Kategori_Daerah :
- Urban
- Sub-Urban
- Rural
INPUT RAW DATA
Calculated Field per
Grid :
- Emisi_per_Pencemar
- Mixing_Height
- Kons_per_Pencemar
- Index_Tercemar
Baku Mutu Ambien :
- Tahun_Baku_Mutu
- CO
- HC-VOC
- NOx
- Partikulat
Query Hasil per Grid :
- No_Grid
- Tata_Guna_Lahan
- Jalan_Utama
- Waktu_Pantau
- Kons_per_Pencemar
Grafik Hasil per Grid :
Sumbu-x : Waktu
Sumbu-y1 : Vol Kend.
Sumbu-y2 : Konsentrasi
Sumbu-y3 : Index
Output Data
Grid Problems
Strenghtening Standards
Solution Recomendation
Note : PK (Primary Key-index), L (Listed)  
Figure 3. Database Relation to Represent Urban Air Quality
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Data Kendaraan :
- No_Pol
- No_Mesin (PK)
- Jenis_Kendaraan (L)
- Tahun_Mesin (PK)
- Bahan_Bakar
Data Uji Emisi :
- No_Pol
- No_Mesin
- CO
- HC-VOC
- NOx
- Partikulat
Baku Mutu Emisi :
- Tahun_Baku_Mutu
- CO
- HC-VOC
- NOx
- Partikulat
Persen Pengetatan
Baku Mutu Emisi
Calculated Field tiap
Kendaraan :
- Index_Over_Emisi
Query Hasil tiap
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Figure 4. Database Relation to Represent Vehicle's Problem Handling
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Most important of the system development is extending into computer system. This 
is remarkable to select the kind of format data and language that is used. ISVAQ-2 
is a prototype which is developed in Paradox-4 data type, using Borland Delphi 5 
(base on Pascal) as Integrator and to be communicated with Fortran90 and SQL by 
dynamic library link (DLL). The system is applied on a common personal computer 
now but only in stand-alone mode. The future requirement is to integrate the whole 
system into networks mode according to multi user, multi tasking and multi 
transaction data. 
 
START
Vehicle Test Output Menu Input Menu
OPTIONAL MENU
Emission
Test Input Ouput
Interface :
Map, Table,
Graph
Input Grid
Expert
System on
Vehicle
Problem
Handling Print/View
Calculation of
Grid
Concentration
 
 
Figure 5. The System (ISVAQ-1) Interface Flow 
 
It could be seen in SK Gubernur Jakarta No 95 tahun 2000, that one of important 
things to succeed "Clean Air Program" is vehicle emission test. This is meant to 
regulate emission standards on the source. The point of this program is to earn 
data from vehicle emission test periodically. Those data are used to recognize 
machine problems and solving (Bengkel Level) and also to review transportation 
and automotive policies (Government Sector). Additional Interface in the system is 
required to input data that would accommodate it. Relation data to represent 
vehicle's problem handling is seen in figure 4. Beside that, the system also 
supports to acknowledge and explore about SK Gubernur Jakarta No 95 tahun 
2000. This part of the system is to help users whenever they want to search 
components of the regulation by keyword method or content method. 
 
 
4 Conclusion 
 
ISVAQ-2 concerns on database management system (DBMS). The output of the 
system depends on the reliability of input data from surveys or laboratory tests. 
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Beside that, to attain all requirement, data must be worked the prerequisite 
analysis to meet the suitable format data. The main benefit of this system is to 
assess the policy scenarios related to transportation and environment impacts.  
 
ISVAQ-2 is a couple systems that would be able to integrate every component of 
domains and their relations. The characterization of relations between numerical 
and declarative entities becomes important in the systems. The relation has to 
facilitate an identification of data type and possibility of processing among 
domains.  Furthermore, their modules will stay simplifications of the more 
sophisticated systems used in Bapedalda Jakarta. According to detailed model and 
calculation method, which is used in the systems, the latter research is needed to 
propose km and kv as an appropriate constant. 
 
Moreover this system embodies much of the knowledge of the decision-makers. It is 
their Indonesian first tools to present the proper picture of their compartments and 
to gain necessary insights into their field.  A good cooperation between research 
institute and government as a user must therefore be built to cover urban air 
quality problem and solving entirely. 
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Abstract: Heat transfer by using water as a media has a very wide application in 
industries. Usually the efficiency for heating process is low. This is caused by the 
fact that the process goes on the stable condition. Based on the problem, it is 
important to create unstable condition, namely chaotic motion, during water 
heating process. Here was investigated the critical chaotic motion in water inside 
container heated from below. The width of the container is 1.3 unit length width 
varying the Rayleigh number (R). The indicators used are attractor shape, the 
Lyapunov Exponent Equivalent (LEE) and the state of the system. The results are 
that critical chaos occur at R=50.750 to R=80.000 and that a quasiperiodic 
condition was held on R=80.000 to R=200.000.  
Keywords: chaos, heat transfer 
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Abstract. As Malaysia becomes the largest exporter of palm oil in the world, there is a 
need to generate information, increase production, processing efficiency and expand 
uses of palm oil through the combination of some existing technologies such as data 
mining application.  This paper proposes the use of data mining technique 
incorporating induction decision tree algorithms in term of their performance as 
classifier to predict the profile of elite genotype of planting materials behavior in oil 
palm industry.  The data sets are studied and validated from previous physiological 
traits of germplasm planting material.  The clustering and classification performance of 
the induction decision tree is analyzed.  The results indicate that data mining 
algorithms are implemented as classifier for the oil palm germaplasm behavior-based 
problem.  In addition, the uncertainty inherent such classification and clustering 
decisions were examined with a limitation of sampling data set.  The output of this 
intelligent system can be highly beneficial to breeders in designing effective policies 
and decision making. 
 
1. INTRODUCTION  
The prediction of elite genotype oil palm in planting material is a difficult and complex 
problem since it depends on a large number of physiological traits: genotype x 
environment, vegetative traits and fresh fruit bunch index.  To provide the Malaysian 
oil palm industry novel planting material[1], we presents an application of data mining 
techniques[2] to improve and exploit the productivity of the oil palm from the 
production of high value products.  The main purpose of this paper is to establish an 
optimum data mining technique and use well-suited training algorithms for planting 
materials in oil palm industry in Malaysia.  Data mining [3] has widely been used, 
which is the process of extracting and discovering interesting knowledge in the form of 
pattern, association and significant structures from large amounts of data stored in 
databases, data warehouses or other information repositories.  Our research study is 
based on an explorative review on the concept of manual process and the scales for 
measuring features of palm tree and oil extraction in the selected plantation in 
Malaysia. We want to outline a methodology for extracting feature selection algorithm 
and demonstrate on planting material, where it has been used to improve the 
comprehensibility and accuracy.  The large genetic variability within collection is being 
evaluated and selected for novel traits are focused on oil yield, palm height, bunch 
index and vegetative traits.  The data collections are evaluated using decision tree 
induction to elicit useful information and the results of the research for rule extraction 
are analyzed on individual palm basis.  This is followed by a discussion of typical 
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issues during data mining process and some of the more successful algorithms in 
research work. We expected the experiment results reveal the production rules to show 
the most important feature in oil production. 
 
2. DATA MINING TECHNIQUE 
In this section, we describe the required existing features or parameters involved in 
predicting the elite genotype in oil palm.  We also discuss some method of clustering 
and classification technique to our research study before we build the model. Data 
Mining is still based on the conceptual principles of statistics including the traditional 
Exploratory Data Analysis (EDA) and modeling and it shares with them both some 
components of its general approaches and specific techniques. Decision Tree 
algorithms and associated techniques promise to resolve these problems by giving 
more transparent solutions with similar non-linear capabilities to those of Artificial 
Neural networks[4]. Here we will present decision tree as an appropriate machine 
intelligence technology for the oil palm industry applications.  Roiger[5] has shown that 
the best performing model in classification was decision tree techniques.   A 
successful application has been developed using statistical concepts and machine 
learning logic algorithms [6][7].  In our study, we found the data are not predefined as 
unsupervised learning. With this approaches, a training set can be applied based on 
similarity scheme defined by the clustering approach.  This is done to partition or 
segment the database into components that make more general view of the data.  We 
add another attribute to the data set to identify the class.  The algorithm used to 
generate this new attribute is also called labeling algorithm.  In our case, the rule 
production created to partition our database into several clusters.   
 
2.1 DECISION TREE-BASED CONCEPT 
 
The decision tree approach[8] is most useful of presenting a series of rules that lead to clustering 
problems.  Decision tree is easy to understand and successfully applied in real problems.  In addition, it is 
able to build models with datasets belong to numerical as well as categorical.  Decision Tree can be 
mapped to a set of induction rules.  Rule extraction is a method for deriving a set of rules to classify cases.  
Although decision trees produce a set of rules and generate a set of independent rules that do not forcing 
splits at each level, it may be able to find different and sometimes better patterns for classification.  The 
algorithm for building a decision tree uses the divide and conquers strategy to recursively partition the 
data to produce the tree.  Each successive step greedily chooses the best cut to partition the space into two 
parts in order to obtain purer regions.  A commonly used criterion for choosing the best cut is the 
information gain.  It is a standard method to select a test attribute in classical decision tree induction by 
choosing the attributes that yields the highest information gain.  In this subsection, we apply this 
information measure in the decision tree induction.   
1 for each attribute Ai ∈ { A1, A2, ……… Ad } of the data set D do 
2   for each value x of  Ai in D do 
3   Compute the information gain at x 
4 end 
5 Select the test or cut that gives the best information gain to partition the 
space. 
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We also present induction tree algorithm that generate a rule base from a set of input-
output.  Pruning is the process of removing leaves and branches to improve the 
performance of the decision tree when it moves from the training data.  The tree-
building algorithm makes the best split at the root node where there are the largest 
number of records and, hence, a lot of information. Each subsequent split has a 
smaller and less representative population with which to work. A systematic way of 
determining the rules that associate the inputs to the outputs is needed.  The 
information available to the extracting the rules include empirical input-output from 
the physical plant site and heuristic information from the experts.  Both types of 
information are useful and should complement one another in determining the rules.   
2.2 INFORMATION MEASURE  
The core problem of how to compute the information measure or entropy used in the 
induction trees is essential to construct the decision tree[9].  In addition, we consider 
rule bases derived from decision trees and present some heuristic strategies to prune 
them.  Before the tree induction partition has to be created for each attribute.  The 
partitions used as tests in the nodes of the induction tree.  To initialize these 
partitions, we create completely automatically based on a given data set, calculating 
the highest information gain for the given data set.  The definition of information gain 
is based on probability theory.   
 
 
The order in which attributes are chosen determines how complicated the tree is.  The 
entropy is used to determine the most informative attribute.  A measure of the 
information content of a message is the inverse of the probability of receiving the 
message.  The information content of a message should be related to the degree of 
surprise in receiving the message.  Messages with a high probability of arrival are not 
as informative as messages with low probability.   Probabilities are multiplied to get the 
probability of two or more things both or all happening.   
Given entropy as a measure of the impurity in a collection of training examples, we are 
able to measure of the effectiveness of an attribute in classifying the training data 
using information gain.   
             |Sv| 
             |S | 
Entropy =  Σ - pilog2pi 
Gain(S,A)  =   Entropy(S)   - ∑         Entropy(Sv) 
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By learning as building many-to-one mapping input and output.  Learning tries to 
reduce the information content of the inputs by mapping them to fewer outputs.  
Hence we try to minimize entropy.  The simplest mapping is to map everything to one 
output.  We can seek a trade-off between accuracy and simplicity. These patterns can 
become meaningless and sometimes harmful for prediction if you try to extend rules 
based on them to larger populations.  Since the tree is grown from the training data 
set, when it has reached full structure it usually suffers from over-fitting (i.e. it is 
"explaining" random elements of the training data that are not likely to be features of 
the larger population of data). This results in poor performance on real life data. 
Therefore, it has to be pruned using the validation data set and the user-specified cost 
complexity factor.  The tree is pruned to minimize the sum of the output variable 
variance in the validation data, taken a terminal node at a time, and the product of the 
cost complexity factor and the number of terminal nodes. If the cost complexity factor 
is specified as zero then pruning is simply finding the tree that performs best on 
validation data in terms of total terminal node variance. Larger values of the cost 
complexity factor result in smaller trees. The pruning is done such that the last grown 
node is chopped off first and so on.  Expected error EES pruning is considered when 
approximate expected errors assuming that we prune at a particular node.  
Approximate backed-up error from child assuming we did not prune.  If we consider 
expected error is less than backed-up error, a particular node is pruned.  If we prune a 
node, it becomes a leaf labeled as C.  We used the Laplace error estimate, based on the 
assumption that the distribution of probabilities that examples will belong to different 
classes is uniform.  
            
                                   EES  =    
 
 
S  is the set of examples in a node, k is the number of classes N examples in S,  n out 
of N examples in S belong to Class.  For a non-leaf node, we calculate the backed up 
error based on let the children of  Nodej ,   
 
  BackedUpError(Node) = ΣPi x Error( Nodei) 
 
The probabilities can be estimated by relative frequencies of attribute values in sets of 
examples that fall into child nodes.  Finally we are able to calculate the error to prune 
by selecting the minimum value. 
 
  Error(Node) = min (E(Node) , BackedUpError( Nodei)) 
 
 
2.4  RULE EXTRACTION  
 
We have to select the relevant inputs from a set of candidate inputs.  It is important to 
extract rules indicate output depends on a particular input. Often it is also important 
to know whether including an input improves the accuracy of the rules significantly.  
( N – n + k – 1 ) 
( N + k )
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There have been several methods proposed for the identification of a rule-based model 
from input-output data.  In this research, we used induction tree based to form 
clustering and classification[10] task to extract rules.  The induction tree approach 
provides framework for combining empirical knowledge in the form of input-output 
data with qualitative knowledge in the form of IF-THEN rules provided by a human 
expert.  The iterative algorithm attempts to find the subset from the candidate set that 
minimizes the prediction error.  The algorithm also includes pruning condition that 
assist in screening output irrelevant attributes.   
All unsupervised clustering techniques compute some measure of cluster quality.  A 
common technique is to calculate the summation of squared error differences between 
the instances of each cluster and their corresponding cluster centre.  Smaller values 
for sums of squared error differences indicate clusters of higher quality.  The 
evaluation method has at least two advantages. Euclidean method is used to measure 
the dissimilarities or distances between objects when forming the clusters.  These 
distances can be based on a single dimension or multiple dimensions.   
   distance(x,y) = { i (xi - yi)2 }½      
This method distance is suitable to our case whereby it usually computed from raw 
data, and not from standardized data. The distance between any two objects is not 
affected by the addition of new objects to the analysis, which may be outliers. However, 
the distances can be greatly affected by differences in scale among the dimensions 
from which the distances are computed. By implementing square the standard 
Euclidean distance in order to place progressively greater weight on objects that are 
further apart.  
We also address of implementing k-means cluster analysis or segmentation in this 
research.  It is suitable for use with very large datasets such as arise in data mining 
and survey analysis.  An exact assignment test assures that the algorithm must 
converge and mapping of complex cluster.  Clustering problems routinely occur in 
survey analysis and data mining where incomplete data and different types of variables 
can be presented.  A popular method of classification is k-means analysis, which 
partitions a set of cases into k clusters so as to minimize the “error” or sum of squared 
distances of the cases about the cluster means.  However, k-means analysis is usually 
only implemented with quantitative variables.   
 
3. EXPERIMENT 
 
The aim of the rule extraction process described to generate a valid set of prediction 
rules for elite genotype during progeny test in oil palm planting materials.  These rules 
will have accurately recognized particular patterns in the data that indicate an 
upcoming feature of the planting material.  The rule inference process starts by the 
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selection of the data related to the feature of interest.  We retrieve data sets from the 
previous recorded sheets and annual oil palm statistical reports.  The information 
retained physiological traits for almost 6 months period of time with 3340 records to 
create the data set to build predictive model. 
 
3.1 EXPERIMENT RESULT 
 
In the first experiment, we used k-means cluster analysis in SPSS software and ESX 
data miner[11] to generate cluster score using 7 attributes of physiological trait in the 
planting materials, such as: fruit type, petiole cross section, trunk diameter, height, 
frond production, total economic product as predictors in ESX data mining process.  
We test the same instances to find the significance value using SPSS software. As a 
result, we select the attribute with larger significance score.    
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
table 1 : statistical result of physiological trait using cluster analysis of SPSS and ESX 
data miner 
 
In table 1, we produce the result of physiological trait using cluster analysis of SPSS 
and ESX with 3 clusters generated. Concerning the output results, after each training 
session, we observed homogeneity of the difference clustering between SPSS and ESX.  
There is no reason to compare the accuracy of the results among the mentioned 
Attribute Name Clustering By SPSS 
 
Cluster By ESX 
  1 2 3 1 2 3 
Frond Production 24 24 24 23 23 33 
Petiole Cross 20 21 19 17 23 34 
Height 1 1 1 1 1 2 
Leaf Area 7 7 7 6 8 8 
Trunk Diameter 1 1 1 1 1 1 
Total Economic Product 28 43 15 25 32 43 
Fruit Type D T D D T T 
       
Instances 1482 606 1252 2052 760 528 
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method.  The only parameters that can establish which algorithm is more suitable 
remain the higher score.   The typicality values defined as the average similarity of an 
instance to all other members of its cluster.  Concerning the prediction further into the 
cluster analysis, we have obtained satisfactory results with extension of cluster 3.  
  
We repeat the process by adding extra 3 attributes to the existing physiological 
attributes to run on ESX data miner and SPSS.  The result of unsupervised mining 
ESX produces in table 2, which incorporates with statistical summary of the instances 
in the cluster.  The results obviously shown the different number of clusters generated 
by both tools.  In this section we report the results obtained by same induction 
decision tree approach to generate 2 clusters by the ESX.  The class resemblance score 
for both clusters higher than domain with 0.645 and 0.585 respectively, which is more 
than the domain resemblance score. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Attribute Name Cluster By SPSS 
 
Cluster By ESX 
 1 2 3 1 2 
Frond Production 24 24 24 24 24 
Petiole Cross 20 20 21 19 18 
Height 1 1 1 1 1 
Leaf Area 7 7 7 7 6 
Trunk Diameter 1 1 1 1 1 
Mesocarp To Fruit 47 70 71 45 71 
Shell To Fruit 39 17 16 42 17 
Kernel/Palm/Year 10 8 13 16 9 
Total Economic Product 22 24 43 21 29 
Fruit Type 1 2 2 1 2 
      
Instances 
2052 760 528 2130 1210 
Table 2: statistical summary of the instances in the cluster using cluster analysis and 
ESX data miner 
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But cluster quality score only shown 9% better than the other.  Comparing the result 
in the first experiment does not show much different in cluster generation, while in the 
second experiment, we are able to conclude that feature selection of vegetative trait 
performed better cluster interpretation.  The induction decision tree constructs the 
most relevant information content to grow and prune the unnecessary feature in the 
experiment.  Production rule generate by ESX data miner explained the result and can 
be easily understand by users. 
 
3.2 DISCUSSION AND FUTURE WORK  
 
In the research work, we attempt to apply decision tree approach to generate 
meaningful rules. A number of related issues are to be further studied.  When 
clustering is applied to real problem, we found some issues that need to be discussed, 
such there are some instances do not fall into any cluster.  Most of the experiments 
show that adding useless redundant attributes causes the performance of learning 
schemes to deteriorate.  To learn the whole process of fresh fruit bunch analysis is 
essential to recognize the important variables in order to construct models which 
describe patterns and relationships presented in data.  Collecting some useful data 
during the whole process would be contributed at effective prediction of genotype in oil 
palm planting material. The production rule in decision tree techniques work well 
when new data are provided.  By selecting suitable parameters for the model, the data 
are pre-processed by scaling and targets so they always fall with the mentioned range.  
In the studied cases, we found that the rules can be performed and some hidden 
instances able to elicit to explain the significance influence of the instances over the 
accuracy of the result.  Data imperfection might have been the result of noise, 
imprecise measurements, subjective evaluations, inadequate descriptive language or 
simply missing data.  As a result, the knowledge generally exhibits lower 
comprehensibility.  This outlier sometimes is meaningful to be used to interpret 
abnormal situation.  A domain expert still needed to interpret the exact meaning of 
some cluster as we realize that to determine the exact number of cluster is not an easy 
task.   
  
4. CONCLUSION 
 
Decision tree algorithms provide most popular methodologies for symbolic knowledge 
acquisition.  In the process of extracting patterns into cluster as well as predicting 
some unseen useful knowledge from large quantities of data, elicit some basic 
application of variables and describe behavior captured in the data are most important 
issues.    The use of decision tree induction methods turns to be useful for improving 
the insight into complex problem of genotype selection.  The nature of planting 
material where different factors influence the physiological and vegetative trait makes 
the problem very difficult.   
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Abstract. In this paper we discuss a glass velocity problem that appears in a 
mirror industry. There are several steps to process glasses into mirrors; such as 
cleaning, silvering and painting. For those processes the glasses move in a compact 
machine at the velocity of 4 m/minute, except for the painting process. In the 
painting area the glasses are accelerated until reaching the velocity about 80 
m/minute in the middle of the area, then decelerated to the velocity of 4 m/minute 
when leaving the painting area. In the middle of the painting area it is observed 
there is a small velocity variation; the glass velocities are in the interval of 78 to 81 
m/minute. This may affect a crash of two adjacent glasses at the end of the 
process, especially if the distance between the glasses is too small. In this paper we 
develop a mathematical model to obtain an optimum distance of two adjacent 
glasses before entering the painting area to avoid the crash. This leads to a non-
linear ordinary differential equation where the existence and uniqueness solution is 
guaranteed. The solution is computed numerically by using Runge-Kutta method. 
Key-words: Differential equation, modeling of production process, Runge-Kutta 
method 
 
1 Introduction 
 
This paper is motivated by a problem appearing in a mirror industry. There are 
several steps to process glasses into mirrors such as cleaning, silvering and 
painting. Cleaning process which uses water is the first process to clean the 
glasses before silvering. Silvering process is intended to give a thin layer of silver on 
the glasses. This layer creates an image of an object located before the mirror. The 
thin layer of paint outside is mainly to protect the layer of silver. 
 
All processes are carried out in a compact machine which consists of several part  
(areas) for specific processes. The glasses move at the velocity of 4 m/minute in all 
areas, except in the painting area. Observation shows that in the middle of the 
painting area the glass velocities may reach 80 m/minute. Moreover, it is also 
observed that there is a small velocity variation; the velocities are in the interval of 
78 to 81 m/minute. This velocity variation may create a crash of two adjacent 
glasses during and after the painting process if the distance between the glasses 
before entering the painting area is ‘too small’. If the distance is ‘too large’, 
however, it creates inefficiency. The industry is interested in obtaining the optimal 
distance. 
 
We focus on the position of two adjacent glasses while moving inside the machine 
as illustrated in Figure 1. We call glass 1 for the glass that moves in the front, and 
glass 2 for the other. Note that since their velocities depend on their positions, their 
distance may not the same all the time. The aim of the present paper is to develop 
a mathematical model in order to understand the process better. 
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Figure 1. Position of two adjacent glasses. 
 
2 Mathematical model, existence and uniqueness of 
the solution 
 
The position of a glass is defined by the position of its front part, and at time t it is 
denoted by )(txx = . While the glass is moving in the machine, its velocity is 
determined by its position, and in the area of  painting process it also depends on 
the time. Hence, x satisfies 
  ),( xtvx =

       (1) 
where 
dt
dxx =

 and the velocity function ),( xtv  is given by the velocity setting of 
the machine. 
 
We write the velocity ),()(),( txxfxtv ε+= , where the function f is the 
deterministic term refers to the average velocity at the position x. The function ε  is 
the small velocity variation in the painting area. It cannot be predicted, but its 
value vanishes outside the painting area. The function ε  is caused by the 
inaccuracy of the machine which is responsible for the crash of two adjacent glass 
in and after the painting area if their distance before entering the area is ‘too 
small’. 
 
Observation in industry shows that there is no immediate change of velocity before, 
inside and after the painting process, the velocity change is smooth. Hence, we may 
assume that we have a smooth function ),( xtv . This guarantees the existence and 
uniqueness of the solution for a given initial condition 00 )( xtx = . 
 
 Theorem 2.1. Let ))(,( txtv  be continuous in a domain D  of the tx-plane. Let 
))(,( txtvx  be continuous in D  and let ( )00 , xt  be a point of D . Then a solution 
)(tgx = , )|(| 0 htt <−  of the differential equation 
),( xtvx =

.     (1) 
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exists such that 00 )( xtg =  and, for x, [ ])(, tgt  each is in D . 
 
Theorem 2.2. Let ))(,( txtv  be continuous in a domain D  of the xy-plane. Let 
))(,( txtvx  be continuous in D  and let ( )00 , xt  be a point of D . Let )(1 tg  and 
)(2 tg  both be solutions of the differential equation ),( xtFx =

 for htt <− || 0 , 
with 00201 )()( xtgtg == . Then )()( 21 tgtg ≡  for htt <− || 0 . 
 
The proof of theorem 2.1 and 2.2 can easily be found in some standard books such 
as [3:473-483]. 
 
There is no complete information yet from industry about the velocity, except it is 4 
m/minute outside the painting area. At the middle of the painting area it varies 
from 77 to 81 m/minute, the average is 79 m/minute. One may consider the 
middle of the painting area as a reference of point, and approximates the velocity 
change linearly as reported by Cahyono & Kartono [2]. Suppose the length of the 
painting area is 2a, then )(xf  is given by 









≥
<≤+−−
<≤+−
−<
=
.                          ,4
0     ,79479
0       ,79479
                          ,4
)(
ax
axx
a
x-ax
a
ax
xf     (2) 
 
Writing the velocity deviation at the middle of painting area )(tmidmid ε=ε   the 
term ),( txε  satisfies 









≥
<≤ε+
ε
−
<≤−ε+
ε
<
=ε
.0                            ,0
0    ,
0       ,
                            ,0
),(
x
axx
a
xax
a
-ax
tx
mid
mid
mid
mid
   (3) 
An illustrative plot of this approximation is given in Figure 2. A glass experiences 
velocity as given by curve 1, while another glass does 2 and other glasses follow 
other curves. 
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Figure 2. Illustrative plot of a linear approximation to the velocity function. 
 
On substituting (2) and (3) into (1), the solution is given as follows. Assume that at 
0=t  the position of the glass at bax −−= 2 , where b is a constant. We write the 
solution in the form of 
 



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
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         ),(
         ),(
         ),(
          ),(
)(
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ttttx
ttttx
ttttx
tx       
where 
 battx −−= 24)(1          
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Note that this approximation give un-smooth velocity at the end points and the 
middle of the painting area. 
 
3 Approximation and simulation of the solution 
 
We have discussed a linear approximation for the velocity function in the previous 
section. In this section we approximate the velocity function by using a smooth 
function given by 
( ) ( )





>
≤≤−++−
−<
=
ax
axaaxax
ax
a
xf
,4
,4
,4
75)( 224 .   (4) 
The maximum velocity variation is given by 
( ) ( )






>
≤≤−+−
ε
−<
=ε
ax
axaaxax
a
ax
tx
,0
,
,0
),(max 224
0    (5) 
which is also a smooth function. An illustrative plot of this velocity function is 
given in Figure 3. The worst cases of the velocity variation result in the upper  and 
lower dotted curves. 
 
Solving (1) for f and ε given by (4) and (5) analytically is not easy. Hence, we solve 
them numerically using fourth order Runge-Kutta method. This method can easily 
be found in many elementary textbooks such as [1:314-323]. Consider set of 
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nodes of t Ntttt <<<<= m2100 , which is evenly spaced: nhttn += 0  for 
Nn ,,2,1,0 m= , and let ( )nn txx = . Runge-Kutta method gives the following 
 
),(1 nn xtvk =  
)
2
,
2
( 12 k
hxhtvk nn ++=  
)
2
,
2
( 23 k
hxhtvk nn ++=  
),( 34 hkxhtvk nn ++=  
]22[
6 43211
kkkkhxx nn ++++=+ . 
 
 
Figure 3. Illustrative plot of a smooth approximation to the velocity function. 
 
We are interested in avoiding the worst case to happen. Hence, we consider glass 1 
moves at the lowest velocity, then followed by glass 2 which moves at the highest 
velocity, see Figure 3. We solve (1) numerically for the two cases: ( )),(max)(),( txxfxtv ε−=  for 00 )( xtx =      
then ( )),(max)(),( txxfxtv ε+=  for ( )dlxtx +−= 00 )(     
where l is the length of the glasses and d is the distance of the glasses, i.e. the 
distance between the back part of the glass 1 and the front part of the glass 2. For 
the need of numerical simulation we use the parameters given in Table 1. Note that 
the length of the painting area is 2m. 
-a a 0 
Painting area 
x 
v Highest velocity 
Lowest velocity 
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Parameter Value 
a  1 m 
d  0.05 m 
h  0.03 minute 
l  1.5 m 
0x  -2 
0ε  2 m/minute 
 
Table 1. Parameters applied for numerical simulation. 
 
Figure 4 shows the distance between the glasses as a function of time. Before 
entering the painting area the distance is 5 cm. When the glass 1 already enters 
the painting area and leaving the glass still outside, the distance grows up to 1 m. 
However, when the glass 2 already enters the painting area, the distance become 
smaller and reaching the minimum at about 3 cm after both glasses leaving the 
painting area.  
 
 
Figure 4. The distance of two adjacent glasses for the worst case. 
 
4 Conclusion and recommendation 
 
We have developed a mathematical model for a production process in a mirror 
industry, which is a velocity problem in the painting area where often causes 
crashes of two adjacent glasses or inefficiency. The process leads to a non-linear 
ordinary differential equation, where the existence and uniqueness of the solution 
is guaranteed. 
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The main interest is on the worst case, and to avoid the crash of two adjacent 
glasses. Based on the information of the velocity outside and at the middle of the 
painting area, the glass velocity is approximated by a polynomial function of order 
four. We have solved the model numerically using fourth order Runge-Kutta 
method, and found that the distance between the glasses after leaving the painting 
area is smaller than before entering this area. The numerical simulation shows 
that the distance of 5 cm before entering the painting area does not result in the 
crash of two adjacent glasses. Applying in the real production process, however, we 
need more information about the glass velocity in the whole painting area. 
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Inverse Problems of Coal Gasification 
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Abstract: UCG is an alternative to conventional mining of coal. Recent CRIP 
(Controlled Retractable Injection Point) technology utilizes injection/production 
well pair in the selected site. Coal energy is recovered by igniting the coal remotely, 
partially combusting and gasifying coal by means of injected oxygen-steam-air 
mixtures through horizontal injection well. Product gases are evolved and produced 
through production well. The gases are cleaned and processed for a variety of end 
uses. The combustion and gasification of coal develops a cavity during UCG. The 
modeling of the geometrical evolution of a UCG cavity and the factors controlling its 
ultimate dimensions is a significant step towards understanding UCG process. 
Mathematical modeling of UCG processes at various stages is essential. For 
example, analysis of coal pyrolysis and drying history for various coal geometries, 
prediction of cavity growth and product composition, etc. Post UCG requires 
modeling of subsidence using the overburden and mechanical properties of 
overlying rocks. 
In this paper, we shall consider the problem of cavity growth process. Cavity 
consists of rubble, ash and void space left by the combustion/ gasification of coal. 
We have developed mathematical models for growth of cavity, which turns out to be 
Inverse problem in nature.  We have also made an attempt to solve this models. 
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Abstract. This study attempts to analyze Linear Programming with Cobb Douglas 
function in solve the use of economic resources owned by Local Transmigrates in 
South Sulawesi, formulate the optimum use of the resources producing crops. The 
level of resources used and the economic scale is analyzed by using Cobb Douglas 
function. Optimization of the use of resources by ratio ( jα ( *y ) jmicxp / ), 
optimization of crops by Linear Programming. The estimation result of the use of 
resources indicates a positive and very significant role on production in which the 
production scale is at the decreasing returns to scale. The optimum profit increases to 
801.95 %; 251.96 %; 455.84 %; and 346.67 % at the Transmigration Settlement Units 
of Lombok I; II; III; Bulukatoang; Timusu; and Pencong respectively.  
Key-words: Linear Programming, Cobb Douglas Function 
 
 
1. INTRODUCTION 
 
The application of this research in mathematics is to develop a solution, and if it’s 
possible, it can improve an optimum result from the level of a system tendency. 
Therefore, this operational research is considered that it can find an optimal and the 
best solution in an area of this operational research namely Linear Programming (LP) 
[3]. 
 
George B. Dantzig as a pioneer who develop Linear programming, to determine a 
method and to find the solution of the linear programming problems using many 
variables. The problem of the general application of Linear Programming is how to 
allocate the limited resources on the competitive activities in a good way [4]. 
 
Cobb Douglas function is a non-linier function which is widely used in determining the 
optimum level of production, the income level, the efficiency, etc. in this research Cobb 
Douglas function is used to determine the efficiency of the resource and to find out its 
correlation with Linear Programming. 
 
In this research, the Linear Programming is used to determine the optimum level of 
income of the local transmigrates in South Sulawesi namely the transmigration of 
settlement units (TSU) of  Lombok I, II, III, Timusu, Bulu katoang, and Pencong, where 
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each of them located in Sidrap, Maros, Soppeng, and Gowa regency. The income of 
local transmigrates in south sulawesi decreased because the resources owned by the 
local transmigrates is not optimum yet [1]. The second function is determining the 
efficient level of the usage of resources, such as : land, fertilizer, meds, seeds, tools, 
and labour by using The Cobb Douglas analysis to increase the income of local 
transmigrates on South Sulawesi, in this case planting pattern will be done by 
combining between crops (rice plants, corns, beans) and garden plants (cashew nuts, 
cocoas). 
 
The optimum income is the optimum results which is giving a maximum positive 
impact, furthermore sensitivity analysis (post optimal) is done if any changes occurs on 
the resource cost. 
 
 
2. LITERATUR REVIEW 
 
The correlation between input and output  
 
The technical correlation between input and output stated in a production function, 
this correlation is formulated with mathematics equation, namely y = f ( )nxxx ...,,, 21  
with y  as the output which is resulted from the input usage ( )nxxx ...,,, 21 . One of the 
algebra form of production function is The Cobb Douglas form. Production function is 
a requirement that an equal input (x) and output (y) correlation, so that we can find 
the first descendant 
x
y
∂
∂
, with several condition where adding an output cause the 
decrease of a result (
x
y
∂
∂
, negative) or the second descendant of production function 
gives a negative grade ⎟⎟⎠
⎞
⎜⎜⎝
⎛ <∂
∂ 02
2
ix
x
. So that a condition happen namely the increment 
input reasonably causing the decrease of  the increasing output, which means : 
                       
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
y
x
x
y i
i
= 1, [9]. 
 
The Cobb Douglas function stated as : 
 jy  = ∏
=
m
j
u
j
j
ij exa
1
0
α                (1) 
The marginal production of production factor * is : 
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                        nmniii
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∂
               (2) 
 
mi
j
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j
x
y
x
y
*
* )(α=∂
∂
                             (3) 
*y  is a geometric average production and mix*  is  a geometric average from the total of 
the production factor j. The using of this production factor would be efficient if the 
marginal production value equal with the production cost, then mathematic form can 
be written : 
 j
mi
j c
x
y
p =⎟⎟⎠
⎞
⎜⎜⎝
⎛
*
* )(α
               (4) 
With P is production cost per unit and jc is production factor cost per unit [2]. 
 
From the (4) equation can be re-written : 
 1
)(
*
*
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
jmi
j
c
p
x
yα
               (5) 
 
The Cobb Douglas Model based on the assumption of farming company scale 
(elasticity) with categories : 
a. if ∑ jα > 1, production scale will be on the increasing return to scale 
position 
b. if  ∑ jα  = 1, production scale will be on the constant return to scale 
position 
c. if  ∑ jα  < 1, production scale will be on the decreasing return to scale 
position 
 
 
The correlation of Cobb Douglas function with Linear Programming 
 
Frontier production function (FPF) is a production function which is used to measure 
how the production function compare with the frontier position located on the isoquant 
line [4]. 
 
The Cobb Douglas Function model : 
 0ayi =  ∑
=
m
j
u
iij ex j
1
α                (6) 
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The value of iy  can be found by logarithming the equation : 
 0lnln ayi = + ∑
=
m
j
ijj x
1
lnα + uieln  
or iy = ∑
=
m
j
ijj x
1
α + u                 (7) 
 
 
If the 7 (seventh) equation estimated with the frontier so u have to be minimized, so 
that minimizing u on condition that  ∑
=
∧ ×=
m
j
ijji ay
1
 , thereby  ii yy ≥
∧
, and 0≥ja ,, 
therefore this problems is a Linear programming problem with ja can be counted. 
 
By summing the perceived sample from the 7 (seventh) equation can also be re-written 
: 
∑
=
n
i
iy
1
= ∑
=
n
i 1
∑
=
m
j
ijj x
1
α - ∑
=
n
i
u
1
  and ∑
=
n
i
u
1
 = ∑
=
n
i 1
∑
=
m
j
ijj x
1
α - ∑
=
n
i
iy
1
              (8) 
Or minimizing  ∑
=
×
m
j
ijja
1
  with note ∑
=
×
m
j
ijja
1
iy≥ ,  [7] 
 
Thereby, generally the equation become : 
Minimizing : nmaaa ×++×+× ...2211  
Condition      : 11122111 ... yaaa mm ≥×++×+×  
    nnmmnn yaaa ≥×++×+× ...2211  
 
 
The Linear Programming Analysis 
 
The general form of Linear programming analysis 
Maximizing/minimizing Z = ∑
=
×
m
j
jjc
1
 
With boundary condition ∑∑
= =
≥=≤×
n
i
m
j
ijij ba
1 1
 
j× ≥ 0 
Proceedings of ICAM05 573
  
The Application of Cobb Douglas Function for Solving Linear Programming  
 i = 1, 2, 3, 4, ….. , 8 
  j = 1, 2, 3, 4, 5 
(c1 – c5)      = net earning from farming, rice plants, corns,          
cashew      nuts, beans, cocoas. ( )21 xx −      = the wide of pattern plant which wanted ( )jj aa 81 −   = the coefficient of resource that had been used 
( )81 bb −      = the limited economic resource (land, fertilizer, 
seeds, pesticide, tools, labour) 
  Z                 = the optimum opinion of local transmigrates 
 
 
The food crops 1x = rice plants (kg/Ha); 2x = Beans (kg/Ha); 3x = corns (kg/Ha);  
The plantation crops 4x = cashew nuts (kg/Ha); 5x = cocoas (kg/Ha)  
Compare with the other method, the using of linear programming is more efficient in 
the purpose of cost, capital, and the ability to analyze the result and using of data. 
 
The Linear programming analysis supported by five basic assumption which become 
the power of this analysis , namely : (1) Linearity; (2) proporsionality; (3) addictive; (4) 
divisibility; (5) determinism. [8] 
 
The utilized variable in this research is the labour who is measured by people days 
work (PDW), the wide of the land, fertilizer, seeds in Kg while equipments pesticide 
measured by nominal rupiahs value. 
 
Primer data through the field observation with the interviews at the local transmigrates 
farmer using a questionnaire. The election of responder is conducted proporsionally 
from 570 questionnaire spread over the transmigration settlements unit of local 
transmigration and obtained 268 questionnaire (268kk) namely 20 % from populations 
amount (1.348) which assumed representative. 
 
 
3.  SOLUTION 
 
The advantage from each farming like rice plants, cashew nuts, corns, beans, cocoas, 
is the target function coefficient and problem coefficient function, is obtained from the 
optimum usage of the resource which had been processed by the Cobb Douglas 
function, also the constraint boundary is also obtained from mean mount usage of rice 
plants resource, corns, beans, cashew nuts, and cocoas at the transmigration 
settlement units (TSU) in Lombok I, II, III. 
 
The analysis result of  Linear Programming (LP) by using the resource, such as : lands, 
urea fertilizer, TSP fertilizer, KCl fertilizer, pesticide, seeds, and labour in Lombok I, II, 
III.is obtained an advantage per Ha equal to Rp. 396.878,80. The (1) optimum result, a 
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profit was got to Rp. 1.369.009 from wide of corn farm 0,864 Ha and cashew nut farm 
0,136 Ha. The optimum profit at (1) condition increase to 244,95 % from the actual 
condition. Next, on the (2) optimal by paying attention the allowable increase object 
coefficient range (Al-OCR) namely the function coefficient of target changing from the 
quantifying of coefficients early with current increase as a maximum increase 
boundary, so that the maximum profit on (2) optimum is Rp. 3.579.642 which is 
obtained from the wide of corn farm 0,864 Ha and corns for the width of 0,136 Ha, this 
condition increase to 801,95 %. 
 
With the existence of the increasing input and output price, each of them 15 % on the 
(3) optimum condition showing a maximum profit equal to Rp. 1.574.361 obtained 
from the wide of corn farm 0,864 Ha and corns for the width of 0,136 Ha increase to 
296,9 %. From the three condition, the (2) optimum condition was the maximum profit 
of all. The same way can be done for the transmigration settlement unit Timusu, Bulu 
katoang, and Pencong, like shown on the table 1. 
 
From table 1, it can be seen for : (1)  the transmigration settlement unit Timusu; the 
analysis of Linear programming on actual condition, getting a maximum profit equal to 
Rp.290.884, on the (1) optimum condition the maximum profit is Rp. 1.398.166; the 
(2) optimum condition equal to Rp. 1.616.836 and the (3) optimum condition equal to 
Rp. 1.607.89. This maximum profit is increase, each of (360,66%; 455,84%; 452,76%) 
from the actual condition. And so do to the transmigration settlement unit of Bulu 
Katoang and Pencong. 
 
 
Table 1 : The recapitulation of analysis in order to make the farming of rice plants,     
corns, beans, cashew nuts, and cocoas in Local TSU optimum. 
 
Local 
TSU 
Optimum 
Condition Changes Optimum Solution 
*) OFV 
(Rp) 
**)  
PIL 
(%) 
Lombok 
I,II,III 
TSU 
(1) 
(2) 
 
(3) 
Actual condition 
Present condition 
Price increase on interval Al-
OCR 
Input and output price increase 
15 % 
 
0,864X2 + 0,136 X4 
 
0,864X2 + 0,136 X4 
 
0,864X2 + 0,136 X4 
396877 
1369009 
 
3579642 
 
1574361 
 
244,95 
 
801,95 
 
296,69 
Bulu 
Katoang 
TSU 
(1) 
(2) 
 
(3) 
Actual condition 
Present condition 
Price increase on interval Al-
OCR 
Input and output price increase 
15 % 
 
0,244X4+0,542X2+0,214X5 
 
0,244X4+0,542X2+0,214X5 
 
0,244X4+0,542X2+0,214X5 
483026 
1210836 
 
1700052 
 
1392461 
 
167,42 
 
251,96 
 
188,28 
Timusu 
TSU 
(1) 
(2) 
 
(3) 
Actual condition 
Present condition 
Price increase on interval Al-
OCR 
Input and output price increase 
15 % 
 
0,089X1+0,041X3+0,214X4 
 
0,089X1+0,041X3+0,214X4 
 
0,089X1+0,041X3+0,214X4 
290884 
1398166 
 
1616836 
 
1607891 
 
360,66 
 
455,84 
 
452,76 
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Pencong 
TSU 
(1) 
 
(2) 
 
(3) 
Actual condition 
Present condition 
Price increase on interval Al-
OCR 
Input and output price increase 
15 % 
 
0,778X1+0,055X2+0,294X3 
+0,138X5 
0,778X1+0,055X2+0,294X3 
+0,138X5 
0,778X1+0,055X2+0,294X3 
+0,138X5 
463140 
 
1220593 
 
2068687 
 
1403682 
 
 
163,55 
 
346,67 
 
203,08 
Source : Data Analysis 
OFV : Objective Function Value 
PIL   : The percentage of Increasing Level 
 
 
 
CONCLUSION 
 
The owned resource of the local transmigrates in South Sulawesi, hasn’t been 
optimally exploited, the governance area on each regency need to pay attention on the 
local transmigrates, because since the local transmigrates delivered to the governance 
area, seems like less pay attention, beside that we need to have some help from the 
governance in the case of fertilizer and medicines also the presentation of credit so that 
the local transmigrates  can’t go out from the location. 
 
The Cobb Douglas function can measure the real production function to the frontier, 
located on the isoquant line, and the income function is the Cobb Douglas function 
which is can be found by using the Linear Program.    
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PARALLEL PERFORMANCE OF EXPLICIT GROUP ITERATIVE
ALGORITHMS ON SMP MULTIPROCESSORS
M. Othmana, A.R. Abdullahb
a University Putra Malaysia, Malaysia
b University Kebangsaan Malaysia, Malaysia
Abstract. Recently, the modified explicit group method for solving 2D Poisson
problem was introduced and it was shown to be the most superior as compared
to the explicit decoupled group and standard explicit group methods. While the
parallel version of standard explicit group, explicit decoupled group and modi-
fied explicit group iterative algorithms were implemented successfully on Shared
Memory Multiprocessors computer system. In this paper, we will discusses the
performance of parallel explicit group algorithms and the results were compared
among the them in order to show their outstanding performances.
Key-words: Parallel Explicit Group Algorithms, Shared Memory Multiproces-
sors, Parallel Performance Evaluation
1 Introduction
The parallel point iterative algorithm which incorporates the full-sweep approach
for solving a large and sparse linear system has been implemented successfully,
see [2] and [3]. While the half-sweep approach was introduced by Abdullah [1] for
the derivation of the Explicit Decoupled Group (EDG) method. Since the EDG
method is explicit, it is suitable to be implemented in parallel on any parallel
computer. Consequently, the parallel standard Explicit Group (EG) and EDG
algorithms have been developed extensively by Evans et al. [5] and Yousif, et al.,
[10], respectively for solving 2D Poisson problem. In [7], the four points Modified
Explicit Group (MEG) method was proposed and the method is shown to be the
most superior as compared to the four points- EDG and EG algorithms. The
parallel version of four points MEG iterative algorithm was developed by Othman
et al., [9] for solving the same problem. All the parallel either point or group
iterative algorithms were implemented on shared memory multiprocessor (SMP).
2 The Shared Memory Multiprocessors
Based on Flynn taxonomy [6], the shared memory multiprocessor is in a class
of Multiple Instruction Multiple Data (MIMD) parallel computer and the basic
architecture of SMP parallel computer is shown in Figure 1. In this research, the
parallel computer consists of six tightly coupled processors, each a 32-bit Intel
Pentium processor with 64Kb cache. The main memory of 64 MB is shared by all
processors. The machine runs under the Dynix/ptx v2.1.0 operating system which
is UNIX system. In addition to all the usual UNIX facilities, Dynix/ptx provides
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MBUS DCC
Processors and cache memory Shared memory
Harddisk
TapeOnline RS-232
Line printer port
Slic bus
SCED
Internet
Console
BUSHigh speed interconnection bus
Figure 1: The basic architecture of SMP parallel computer.
capability of multiprocessing, employing all the CPUs available to support parallel
processing. The processors are shared by all the processes including operating
system and user processes. The Dynix/ptx C language is extended with parallel
features and augmented by parallel library routines. It is possible to reserve a
certain number of processors to be dedicated to a certain parallel program for
the duration of its execution. This makes performing parallel experiments easy.
Programming primitives for allocating shared memory, synchronization and timing
of parallel processes are provided. Parallel activities are initiated in a program by
creating child processes or tasks that execute independently but simultaneously
with the parent process. Each task is essentially a separately running program.
Communication among a group of cooperating parallel tasks was achieved through
shared memory.
3 Design and Implementation of Parallel Explicit
Group Algorithms
Assuming that the solution domain Ω is large with the mesh size n is an even
number. Let N is a number of four points group or task Ti for i = 1, 2, . . . , N
(in Figure 2, N = 16) which is greater than the number of processors, pj for
j = 1, 2, . . . , 6 i.e. N ≫ pj . Since all groups are identical, the data partitioning
approach is suitable in the implementation of the method and all the identical
tasks can be executed in parallel. Again, the static scheduling is employed in this
implementation.
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Figure 2: shows red black (RB) strategy for n = 18 and Ti ∀i = 1, 2, . . . , (⌊
n−1
4
⌋)2.
3.1 The Parallel MEG Algorithm
Let we consider all the tasks Ti, for all i = 1, 2, . . . , N with N = (⌊
n−1
4 ⌋)
2 are
assigned to available processors pj in RB (i.e. red (r) and black (b)) ordering
strategy, see Figure 2. By applying the following Eq. (see [7])


vi,j
vi+2,j
vi+2,j+2
vi,j+2

 = 124


7 2 1 2
2 7 2 1
1 2 7 2
2 1 2 7




Pi,j
Pi+2,j
Pi+2,j+2
Pi,j+2

 (1)
where Pi,j = vi−2,j + vi,j−2 − 4h
2fi,j , Pi+2,j = vi+4,j + vi+2,j−2 − 4h
2fi+2,j ,
Pi+2,j+2 = vi+4,j+2 + vi+2,j+4 − 4h
2fi+2,j+2 and Pi,j+2 = vi−2,j+2 + vi,j+2 −
4h2fi,j+2 to all tasks and thus will leads to a (2× 2) system of equations,
[
D U
UT D
] [
ur
ub
]
=
[
fr
fb
]
(2)
with the diagonal sub matric D in which their diagonal elements consist of sub
matric R0. While the diagonal sub matric U consists of the following sub matric


R1 R2
RT1 R1 R2
RT2 R
T
1 R1 R2
RT2 R
T
1 R2
RT2 R1 R2
RT2 R
T
1 R1 R2
RT2 R
T
1 R1
RT2 R
T
1


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with sub matrices R0, R1 and R2 consist of the following matrices


4 −1 −1
−1 4 −1
−1 4 −1
−1 −1 4

 ,


0
−1 0
0 −1
0

 and


0 0
0 0
−1 0
−1 0

 ,
respectively. By simplifying Eq. (2), we will have
[
D 0
UT D
] [
ur
ub
](k+1)
=
[
fr
fb
]
−
[
0 U
0 0
] [
ur
ub
](k)
. (3)
If the diagonal sub matric D−1 exist, we can evaluate Eq. (3) by first calculating
u(k+1)r = (1− ωe)u
(k)
r + ωeD
−1
[
fr − Uu
(k)
b
]
(4)
followed by
u
(k+1)
b = (1− ωe)u
(k)
b + ωeD
−1
[
fr − U
Tu(k+1)r
]
(5)
with the generated relaxation factor, ωe.
From Eq. (4) and Figure 2, it is clear that all the red tasks u
(k+1)
r (i.e. consists
of tasks T1, T2, . . . , TN
2
) are independent of each other and can be computed in
parallel. After u
(k+1)
r has been completed, all the black tasks (i.e. TN
2
+1, . . . , TN )
which represented as u
(k+1)
b or Eq. (5) can be calculated simultaneously using
the updated values of u
(k+1)
r since these calculations are independent. At the end
of each stage, a synchronization call m sync() is executed to ensure the updated
values are used in the subsequent iteration. Each processor independently iterate
on its own task Ti and check for its own local convergence.
If converge globally then the solution of the remaining points in Ω are evaluated
directly at once using the rotated and standard stencils with the width of
√
2h
and h, respectively. The direct evaluations are executed in parallel. Otherwise,
increased the number of iteration and repeat the iteration cycle.
3.2 The Parallel EDG Algorithm
Let we assigned all the tasks Tli, for all i = 1, 2, . . . , N with N = (⌊
n−1
4 ⌋)
2 to
available processors pj in horizontal zebra line (HZL) ordering strategy, see Figure
3. In this strategy, it consists of two stages, the first stage is l1 and l2, and the
second stage is l3 and l4. By applying the following Eq.
[
vi,j
vi+1,j+1
]
=
1
15
[
4 1
1 4
] [
vi−1,j−1 + vi+1,j−1 + vi−1,j+1 − 2h
2fi,j ,
vi,j+2 + vi+2,j + vi+2,j+2 − 2h
2fi+1,j+1,
]
(6)
or
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[
vi+1,j
vi,j+1
]
=
1
15
[
4 1
1 4
] [
vi,j−1 + vi+2,j−1 + vi+2,j+1 − 2h
2fi+1,j ,
vi−1,j+2 + vi−1,j + vi+1,j+2 − 2h
2fi,j+1
]
(7)
in turn to each stage of tasks with such strategy, and leads the following equation
l
l
l
l
1
2
3
4
0 1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
Figure 3: shows horizontal zebra line (HZL) strategy for n = 9 and Tli ∀i = 1, 2, . . . , (⌊
n−1
4
⌋)2.


Dl1 U
Dl2 V U
UT V T Dl3
UT Dl4




ul1
ul2
ul3
ul4

 =


fl1
fl2
fl3
fl4

 (8)
with sub matrices U , V and Dli for i = 1, 2, . . . , 4 consist of the following diagonal
sub matrices


R1 R1
R1 R1
R1 R1
R1

 ,


R1
R1 R1
R1 R1
R1 R1

 and


R0 R1
RT1 R0 R1
RT1 R0 R1
RT1 R0

 ,
respectively. While the sub matrices
R0 =
[
4 −1
−1 4
]
and R1 =
[
0
−1 0
]
.
Since there are two stages, Eq. (8) can be rewrite as the following form
[
Dˆ1 C
CT Dˆ2
] [
U1
U2
]
=
[
B1
B2
]
. (9)
By simplifying Eq. (9), this will leads to
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[
Dˆ1 0
CT Dˆ2
] [
U1
U2
](k+1)
=
[
B1
B2
]
−
[
0 C
0 0
] [
U1
U2
](k)
. (10)
The explicit solution of Eq. (10) can be de-coupled into the following equations
U
(k+1)
1 = (1− ωe)U
(k)
1 + ωeDˆ
−1
1
[
B1 − CU
(k)
2
]
(11)
and
U
(k+1)
2 = (1− ωe)U
(k)
2 + ωeDˆ
−1
2
[
B2 − C
TU
(k+1)
1
]
(12)
with the diagonal sub matrices Dˆ−11 and Dˆ
−1
2 exist.
Clearly, we can see that all the tasks in U
(k+1)
1 are independent of each other
and can be computed in parallel. After U
(k+1)
1 has been calculated, U
(k+1)
2 can be
calculated simultaneously using the updated values of U
(k+1)
1 since this calculation
is independent. However, the most recent values of U
(k+1)
1 are to be used in Eq.
(12), a synchronizing callm sync() has to be made before the calculation of U
(k+1)
2
starts. Each processor then checks for its local and global convergence criteria, the
same way as described in the previous algorithm. Once the global convergence is
achieved, the solution at the remaining tasks will be evaluated directly in parallel.
T T
T T
1 2
3 4
0 1 2 3 4 5 6 7 8 9
T5 T6
T7 T8
T9 T10
T11 T12
T13 T14
T15 T16
9
8
7
6
5
4
3
2
1
Figure 4: shows four color (4C) strategy for n = 9 and Ti ∀i = 1, 2, . . . , (⌊
n−1
2
⌋)2.
3.3 The Parallel Standard EG Algorithm
All the tasks Ti, for all i = 1, 2, 3, . . . , N with N = (⌊
n−1
2 ⌋)
2 are allocated to
the available processors pj in four colors strategy, see Figure 4. The 4C strat-
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egy, i.e. white (w), yellow (y), green (g) and red (r) consist of tasks groups
(T1, . . . , TN
4
), (TN
4
+1, . . . , TN
2
),(TN
2
+1, . . . , T 3N
4
) and (T 3N
4
+1, T 3N
4
+2, . . . , TN ), re-
spectively. Then, iterate all the tasks by using the following Eq.


4 −1 0 −1
−1 4 −1 0
0 −1 4 −1
−1 0 −1 4




vi,j
vi+1,j
vi+1,j+1
vi,j+1

 =


Qi,j
Qi+1,j
Qi+1,j+1
Qi,j+1

 (13)
where Qi,j , Qi+1,j+1, Qi+1,j and Qi,j+1 are equal to vi−1,j+vi,j−1−h
2fi,j , vi+2,j+
vi+1,j−1−h
2fi+1,j , vi+2,j+1+vi+1,j+2−h
2fi+1,j+1 and vi−1,j+1+vi,j+1−h
2fi,j+1,
respectively. Thus will leads to the following equation,


D E F
D FT ET
ET F D
FT E D




uw
uy
ug
ur

 =


fw
fy
fg
fr

 . (14)
with sub matrices D, E and F consist of the following sub matrices

R0
R0
R0
R0

 ,


R1
RT1 R1
R1
RT1 R1

 and


R2
R2
R2 R2
R2 R2

 ,
respectively. The element of sub matrices R0, R1 and R2 are the same as the
element of sub matrices in Eq. (2). If the diagonal sub matric D−1 exist, we can
evaluate Eq. (14) by first calculating
u
(k+1)
w = (1− ωe)u
(k)
w + ωeD
−1
[
fw − Eu
(k)
g − Fu
(k)
r
]
, (15)
followed by
u
(k+1)
y = (1− ωe)u
(k)
y + ωeD
−1
[
fy − F
Tu
(k)
g − ETu
(k)
r
]
, (16)
u
(k+1)
g = (1− ωe)u
(k)
g + ωeD
−1
[
fg − E
Tu
(k+1)
w − Fu
(k+1)
y
]
, (17)
and
u
(k+1)
r = (1− ωe)u
(k)
r + ωeD
−1
[
fr − F
Tu
(k+1)
w − Eu
(k+1)
y
]
. (18)
From Eqs. (15), (16), (17), (18) and Figure 4, it is clear that all the tasks are
independent of each other and can be computed in parallel. A group of tasks u
(k+1)
w
is allocated first to the available processors pj , then after all the calculations in a
group are completed, the synchronization call m sync() will take place to ensure
that the updated values of each points in the group are used in the subsequent
iteration. Then the second groups of tasks u
(k+1)
y is allocated to the available
processors pj followed by the third group u
(k+1)
g and finally the group u
(k+1)
r .
Each processor will checks for its local and global convergence, the same way as
described in the previous algorithm.
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4 Experimental Results
All the parallel algorithms described above were applied to a unit solution, Ω and
the model used was uxx + uyy = (x
2 + y2)exy subject to the Dirichlet boundary
conditions and satisfying the exact solution u(x, y) = exy, (x, y) ∈ ∂Ω. Through-
out the experiments, a tolerance ε = 10−10 in the local convergence test was used.
The optimal relaxation factor ω was used and the experiments were carried out
on the different sizes, n = 26, 50, 74 and 98.
Table 1: The iteration numbers and maximum errors of the parallel EG,
EDG and MEG algorithms when number of processor is one.
n Parallel Algo. Strategies ω Ite no. Max. error
EG 4C 1.72 72 4.63×10−6
26 EDG HZL 1.69 69 2.46×10−4
MEG RB 1.51 38 2.21×10−5
EG 4C 1.84 135 1.25×10−6
50 EDG HZL 1.83 129 6.64×10−5
MEG RB 1.71 72 5.28×10−6
EG 4C 1.89 201 5.75×10−7
74 EDG HZL 1.88 198 3.03×10−5
MEG RB 1.79 103 2.35×10−6
EG 4C 1.92 280 3.27×10−7
98 EDG HZL 1.91 265 1.72×10−5
MEG RB 1.84 139 1.32×10−6
Table 1 lists the strategies, ω, iteration numbers and maximum errors for all
the parallel algorithms. While results in Table 2 show the total execution time,
speedup and efficiency of all the parallel algorithms. The execution time and
temporal performance were plotted in Figures 5 and 6, respectively.
5 Conclusion
The results obtained in Table 2 and Figure 5 have shown that the parallel perfor-
mance of all the explicit group algorithms with their respective strategy produced
a very good performance. However, the parallel performance of MEG algorithm
with RB strategy regardless of the number of processors is the fastest among them.
In addition, the temporal performance of the parallel MEG algorithm is the best
as compared to the other two algorithms which showed the highest values, see Fig-
ure 6. While the results in Table 1 show the correctness of all the parallel explicit
group algorithms. In conclusion, the parallel MEG algorithm with the RB strat-
egy is the most superior among the family of parallel explicit group algorithms as
the size of mesh points getting larger.
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Table 2: The total execution time (Tet), speedup (Spe) and efficiency (Eff) for all the parallel
EG, EDG and MEG algorithms. Note: #p indicates no. processors
Parallel EG Algo. Parallel EDG Algo. Parallel MEG Algo.
n #p
Tet Spe Eff Tet Spe Eff. Tet Spe Eff
1 3.35 1.00 1.00 1.60 1.00 1.00 0.48 1.00 1.00
2 1.88 1.78 0.89 0.91 1.76 0.88 0.32 1.51 0.75
26 3 1.69 2.43 0.81 0.72 2.23 0.74 0.24 2.02 0.67
4 1.06 3.14 0.78 0.55 2.91 0.72 0.22 2.13 0.53
5 0.95 3.51 0.70 0.48 3.31 0.66 0.20 2.39 0.47
1 24.71 1.00 1.00 11.97 1.00 1.00 3.35 1.00 1.00
2 13.14 1.88 0.94 6.49 1.84 0.92 1.94 1.72 0.86
50 3 9.90 2.49 0.83 5.06 2.36 0.78 1.50 2.22 0.74
4 8.52 3.19 0.79 3.71 3.22 0.80 1.24 2.69 0.67
5 6.29 3.92 0.78 3.09 3.86 0.77 1.02 3.26 0.65
1 80.94 1.00 1.00 38.05 1.00 1.00 10.22 1.00 1.00
2 43.02 1.88 0.94 20.44 1.86 0.93 5.67 1.80 0.90
74 3 30.90 2.61 0.87 15.19 2.50 0.83 4.57 2.23 0.74
4 23.61 3.42 0.85 11.82 3.21 0.80 3.35 3.04 0.76
5 19.84 4.07 0.81 9.73 3.91 0.78 2.80 3.64 0.72
1 205.05 1.00 1.00 97.16 1.00 1.00 25.40 1.00 1.00
2 104.43 1.95 0.79 49.98 1.89 0.94 13.65 1.86 0.93
98 3 73.75 2.78 0.92 37.01 2.62 0.87 9.82 2.58 0.86
4 60.59 3.38 0.84 28.65 3.39 0.84 7.67 3.31 0.82
5 49.87 4.11 0.82 24.16 4.02 0.80 6.54 3.88 0.77
1 2 3 4 5
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Figure 5: Total execution time versus no. of processors when n = 98.
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Figure 6: Temporal performances of all the parallel algorithms when n = 98.
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Abstract. The Fowler-Nordheim emission from the n-type silicon with (100) 
orientation has received a lot of attention in recent years due to their promise as 
high frequency devices, sensors, and flat-panel displays. A theoretical study on the 
Fowler-Nordheim emission has been performed by considering the quantum effect 
of the nanometer-width quantum well in the silicon accumulation layer. The 
coupled Schrödinger-Poisson equation has been self-consistently solved in 
obtaining the potential profile of the quantum well, the electron-energy levels and 
wave functions in the quantum well. It has been found that there are five lowest 
sub-band states. The lifetimes, occupancies, and Fowler-Nordheim emission 
currents of the five lowest quasi-bound states have been calculated. 
Key-words: Accumulation layer, bound states, field emission, Fowler-Nordheim 
emission, quantum well, self-consistent solution, subsurface 
 
1 Introduction 
 
Field emission from silicon has received a lot of attention in recent years due to 
their promise as high frequency devices, sensors, and flat-panel displays [1]. Field 
emission was first introduced by Fowler and Nordheim [2] to explain electron 
emission from a metal surface into vacuum because of high electric field. Next, 
Stratton analyzed the field emission in a semiconductor-vacuum structure by 
considering the energy bands bending in the semiconductor, which does not exist 
in the metal-vacuum structure [3]. However, his work did not consider the 
quantum effect in the semiconductor. In the present article, we report a theoretical 
study on the Fowler-Nordheim emission from an n-type silicon (Si)-vacuum 
structure by considering the quantum effect that occurs in the silicon region. When 
a negative voltage is applied to the silicon, the energy bands of the silicon near the 
silicon-vacuum interface will be bent downward and an accumulation layer will be 
formed [4]. This accumulation layer then establishes a nanometer-width quantum 
well in which sub-band states are created. The electron lifetime, occupancy, and 
current density are then calculated.    
 
2 Theoretical model 
 
The potential profile of the n-type Si with (100) orientation-vacuum structure when 
a negative bias is applied to the silicon side (the accumulation case) is shown in 
Fig. 1. In the presence of an external uniform electric field F0 along z in vacuum 
region, the potential profile is written as 
⎩⎨
⎧
+∞<<−
≤<−∞=
,0for
0for)(
)(
0 zzqF
zzq
zV χ
ψ
    (1) 
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where is the potential to be obtained by solving the Schrödinger and Poisson 
equations self-consistently, q the electronic charge, and χ the electron affinity of 
silicon.  
)(zψ
 
 
Fig 1. Potential profile of the n-type Si(100)-vacuum structure  
 
The behavior of an electron in the system indicated in Fig. 1 is described by the 
time-independent Schrödinger equation 
)()()()(
2 2
2
*
2
zEzzV
dz
zd
m
Φ=Φ+Φ− h  .    (2) 
Here, is the reduced Planck constant, mh * the electron effective mass normal to 
the interface, E the electron energy, and  the electron wave function. The 
Schrödinger equation is then solved by employing the finite difference method with 
the boundary conditions of the wave function  [5] and the 
continuity condition of the wave function 
)(zΦ
0)()( =Φ=Φ RL zz
( ) ( ) +− =−=− Φ=Φ 01001s zz dzdmdzdm  [6], 
where ms and m0 are the electron effective masses in silicon and vacuum regions, 
respectively. 
 
The Poisson equation to be solved in obtaining the potential is )(zV
ε
ρ )(
2
2 z
dz
Vd −= ,       (3) 
where ε is the permittivity, in which  in vacuum region and  in silicon region. 
The charge density is given by 
0ε sε
∑ Φ−= nj jnD zNqqNz , 2)()(ρ  [7], where ND is the 
donor concentration and Njn the electron density of the level n and the valley j per 
unit area expressed as 
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+=
kT
EE
kT
m
nN jnFdjvjjn exp1ln2hπ .    (4) 
Here nvj is the valley degeneracy, mdj the density of state mass per valley parallel to 
the silicon surface, k the Boltzmann constant, and T the temperature. The Fermi 
level EF for a set of the sub-band energy levels Ejn is obtained from the surface 
electron density ∑== jns NqFN /00ε  [8]. 
590 Proceedings of ICAM05
  
Self-Consistent Modeling of Nanometer-Width Silicon Subsurface  
 
The finite difference method is also used to solve the Poisson equation with 
boundary conditions  and  [7], where is the surface 
potential and the continuity condition given by
sL qzV ψ=)( 0)( =RzV sψ( ) ( ) +− == = 000 zzs dzdVdzdV εε . 
 
The self-consistent calculation starts by solving Eq. (2) with the guess potential [8] 
 
[ ] ( ){ }
( )[ ]{ }⎩⎨
⎧
≤≤∞−−
≤≤−−−==
.21ln2
0exp)(
)()( 1
is
iDiss
zzforkTzqEkT
zzforLzzz
zqzV
ψψψψ (5) 
Here, ss KFE 0=  is the electric field at the silicon surface, Ks the dielectric 
constant of silicon,  the Debye length for the electron, { 2/12 )/( DsD NqkTL ε= }
)]2/(ln[)/2( kTEqLqkT sDs =ψ  the surface potential, and zi the intersection point 
determined from ( ) ( )[ ] ( ){ }DisDis LzkTqLzqkT −−= 2expexp])(2[ ψψ .   
 
The electron energy E and wave function  obtained from Eq. (2) are then 
substituted into the Poisson equation given by Eq. (3) to get a new potential V(z). 
The new potential is compared with the previous one, which is used by the 
Schrödinger equation in Eq. (2). This process is done repeatedly until convergent.  
)(zΦ
 
A quasi-bound electron existing in the quantum well has a finite lifetime before 
leaving the well and tunneling through the triangular barrier of the vacuum region. 
The lifetime of the quasi-bound states is expressed as [7] 
 
[ ]
)(
))((2
2/10
3
jn
z jnj
jn ET
dzzVEm
c∫ −=τ ,     (6) 
where m3j is the electron mass in the silicon region normal to the interface. The 
probability of an electron tunneling through the triangular barrier is given by { }∫ −−−= vz jnjn dzzqFEmET 0 2/102/120 )()2(2exp)( χh  [8], where and zv and zc are the two 
positions shown in Fig. 1. 
 
The Fowler-Nordheim emission current due to the quasi-bound states [j,n] is [10] 
jnjnjn NqJ τ= ,       (7) 
with the total current is . ∑= nj jnJJ ,
 
3 Calculated results and discussion 
 
In order to obtain the electron lifetime, occupancy level, and current density for the 
n-type Si(100) electron field emitter, the following parameters were used: T = 300 K, 
χ= 4.05 eV, ND= 1023 m-3. For silicon with the (100) orientation,  has the 
different values depend on the valley and the number of degeneracy as summarized 
in Table I [9].  
sim
 
Five lowest sub-band states (j,n), where j = L or H stands for lower L or twofold 
degenerated and higher H or fourfold degenerated valleys and n = 0,1 or 2 stands 
for energy level of each valley, were resulted from this simulation. It is found that 
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the order of the five sub-band energy levels is as follows: E(L,0), E(H,0), E(L,1), E(L,2), and 
E(H,1), in which E(L,0) is the lowest one.  
 
Table I. Parameters of Si(100) used in calculation 
(where m0 is the free electron mass) 
Valley j  Lower (L) Higher (H) 
Degeneracy nv 2 4 
Normal mass m3 0.916 m0 0.190 m0
m1 0.190 m0 0.190 m0Longitudinal mass 
m2 0.190 m0 0.916 m0
Density-of-states mass md 0.190 m0 0.417 m0
 
The occupancy of each sub-band state, which is defined as Njn/Ns and expressed in 
percent, for the five lowest sub-band states is described in Fig. 2. The occupancy is 
nearly dependent of the electric field. It is also found that most electrons (higher 
than 80%) occupy the lowest states of each valley, i.e. the states (L,0) and (H,0). 
The occupancy of the state (H,0) is higher than that of (L,0) because the degeneracy 
and density of states mass of the state (H,0) are higher than those of the state (L,0) 
as explained by Eq. (4) and Table I. 
 
 
Fig. 2. Occupancy of five lowest sub-band states. 
 
Figure 3 gives the lifetimes of the five quasi-bound states as a function of the 
external electric field. It is shown that the lifetimes of all states decreases as the 
electric field is increased. The state (L,0) with the lowest energy has the longest 
lifetime (around 10,000 times longer than the lifetimes of other states).  
 
The Fowler-Nordheim emission currents from each quasi-bound state was 
calculated by using Eq. (7) and the results plotted as a function of the electric field 
is shown in Fig. 4. The total current was mainly contributed by the current 
originating from the state (H,0). This can be easily explained by inspecting Eq. (7) 
along with Figs. 2 and 3. It is clearly seen that the emission current of each state is 
significantly determined by the lifetime. Since the lifetime of the state (L,0) is about 
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ten thousands times longer than that of the state (H,0), the current from the state 
(H,0) is about four orders in magnitude higher than that from the state (L,0). 
 
 
Fig. 3. Lifetimes of five lowest quasi-bound states.  
 
 
 
Fig. 4. Emission currents due to each state. 
 
4 Conclusion 
 
We studied theoretically the Fowler-Nordheim emission current of the n-type 
Si(100)-vacuum structure by considering the quantum effect in the Si 
accumulation layer. The potential profile of the nanometer-width quantum well in 
the Si accumulation layer was obtained by solving the coupled Schrödinger-Poisson 
equation self-consistently. Five lowest sub-band states were found in the quantum 
well. We calculated the lifetimes, occupancies, and Fowler-Nordheim emission 
currents of the quasi-bound states. It was found that the occupancy of the state 
(H,0) is higher than that of the state (L,0). The lifetime of the state (L,0) is the 
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longest as compared to those of other states. The current from the state (H,0) is the 
main contribution to the total Fowler-Nordheim emission current because the 
lifetime of the state (H,0) is shorter than that of the state (L,0). 
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Abstract: Stochastic processes has been applied in quantum mechanics, which 
originated by E. Nelson. It is fascinating to acknowledge that a conservative 
diffusion process based on Ito stochastic differential equation turns out to be 
identical to non-relativistic quantum mechanics. Moreover, stochastic quantum 
mechanics has been applied mostly for harmonic oscillator and quantum fields, 
but not for other conservative forces. Therefore this paper will discuss the role of 
stochastic quantum mechanics in explaining a stochastic particle which is 
subjected to a Coulumb force. This will obviously give interesting benefit in the 
understanding of stochastic processes in quantum mechanics.    
Keywords: Mathematical Physics, Quantum Mechanics 
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Abstract. This paper describes finite element based vibration fatigue analysis 
techniques that can be used to predict fatigue life using the narrow band frequency 
response approach. Such life prediction results are useful for improving the 
component design at very early stage. This approach is satisfactory for periodic 
loading but requires very large time records to accurately describe random loading 
processes.  The focus of this paper is to investigate the effects of nitrided and shot 
peening on the fatigue life of the components of free piston engine. The finite 
element modeling and frequency response analysis have been performed using 
finite element analysis software package MSC.PATRAN/ MSC.NASTRAN and the 
fatigue life prediction was carried out using MSC.FATIGUE software. Results 
indicate the great effects for all surface treatment. It is concluded that nitrided 
treatment condition has been found the highest lives. This significantly reduces 
time to market, improve product reliability and customer confidence consequences 
of premature produce failure. 
Keywords: Vibration fatigue, finite element, power spectral density function, 
frequency response, surface treatment. 
 
1 Introduction 
 
The principal surface treatments such as carburizing or carbonitriding, carried out 
on many mechanical components before their delivery, are aimed to differentiate 
the response of surface and core to external loading by changing the surface 
material properties and by introducing appropriate residual stress distribution in 
order to improve their fatigue and wear behaviour [1].  Among the different 
treatments that can be carried out to locally improve the material response and to 
modify the stress field, a combination of case hardening followed compared with 
other surface treatments, mainly because of the nitriding, shot peening 
improvement of the residual stress profile introduced by case hardening [2]-[3]. 
Shot peening after case hardening contributes to an improvement both of the 
microstructure and of the residual stress distribution. Usually residual stresses are 
introduced by shot peening because of the intense plastic deformation in the 
surface region [4], which distinguishes between plastic deformation induced by the 
Hertzian pressure responsible for the subsurface peak, and plastic deformation due 
to surface hammering which tends to localize the peak on the surface. Depending 
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on whether the plastic deformation takes place on or below the surface, a shift of 
the residual stress peaks can be observed with respect to the surface.  
 
Fatigue is an important parameter to be considered in the behaviour of 
components subjected to constant and variable amplitude loading [5]. Fatigue is of 
great concern for components subject to cyclic stresses, particularly where safety is 
paramount, for examples free piston linear generator engine components. It has 
long been recognized that fatigue cracks generally initiate from free surfaces and 
that performance is therefore reliant on the surface topology/integrity produced by 
surface finishing.  It was well known that, in service, many more components and 
structures fail by cyclic than by static loading. The failure by fracture depends on a 
large number of parameters and vary often develops from particular surface areas 
of engineering parts. Therefore, it is possible to improve the fatigue strength of 
fatigue parts by the application of suitable surface treatments.  In order to enhance 
the surface properties of today’s materials, producers of components are turning to 
different surface treatments. There are various methods have so far been employed 
in order to improve fatigue strength, including optimization of geometric design, 
stronger, materials and surface processing such as Nitriding, cold Rolled, shot 
peening etc [6].  
 
The surface treatments have been the most effective and widely used method of 
introducing compressive residual stresses into the surface of metals to improve 
fatigue performance [7]. The significance of nitrided, cold rolled and shot peened as 
on surface treatments have risen to even greater importance with the advancement 
of new analysis methods in metal physics and materials science over the past 
decades. Typical characteristics of nitrided and shot peened surfaces are 
compressive residual stresses and extremely high dislocation densities in near 
surface layers resulting from inhomogeneous plastic deformations. In some cases 
phase transformations occur, leading to additional surface hardening. These 
microstructural features are generally considered as the reason for inhibited crack 
initiation and propagation in components which are cyclically loaded [8].  
  
The objective of this paper was to study the influence of surface treatments on the 
high cycle fatigue of aluminum alloys vibrating cylinder block of a two-stroke free 
piston engine. However, these investigations are essential in order to understand 
the involved microstructural mechanisms of hardening or softening in the wake of 
service load. Numerical investigates ere performed to characterize completely the 
different induced effects before and after surface treatments. The numerical results 
were discussed and analysed.  
 
2 Theoretical Basis 
 
The equation of motion of a linear structural system is expressed in matrix format 
in equation (1). The system of time domain differential equations can be solved 
directly in the physical coordinate system. 
 [ ]{ } [ ]{ } [ ]{ } { })()()()( tptxKtxCtxM =++ &&&                   (1) 
 
where {x(t)} is a system displacement vector, [M], [C] and [K] are mass, damping and 
stiffness matrices, respectively, {p(t)}is an applied load vector. 
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When loads are in random in nature, a matrix of the loading power spectral density 
(PSD) functions [Sp(ω)] can be generated by employing Fourier transform of load 
vector {p(t)}. 
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where m is the number of input loads. The diagonal term Sii(ω) is the auto-
correlation function of load pi(t), and the off-diagonal term Sij(ω) is the cross- 
correlation function between loads pi(t) and  pj(t). from the properties of the cross 
PSDs, it can be shown that the multiple input PSD matrix [Sp(ω)] is a Hermitian 
matrix. 
 
The system of time domain differential equation of motion of the structure in 
equation (1), is then reduced to a system of frequency domain algebra equations 
 
( )[ ] ( )[ ] ( )[ ] ( )[ ] T nmmmpmnnnx HSHS ×××× = ωωωω       (3) 
 
where n  is the number of output response variables. The T denotes the transpose 
of a matrix. [H(ω)] is the transfer function matrix between the input loadings and 
output response variables. 
 
( )[ ] [ ] [ ] [ ]( ) 12 −++−= KCiMH ωωω                 (4) 
 
The response variables [Sp(ω)] such as displacement, acceleration and stress 
response in terms of PSD functions are obtained by solving the system of the linear 
algebra equations in equation (3). 
 
3 The Spectral Moments from PSD   
 
The stress power spectra density represents the frequency domain approach input 
into the fatigue [9]-[10]. This is a scalar function that describes how the power of 
the time signal is distributed among frequencies [11]. Mathematically this function 
can be obtained by using a Fourier Transform of the stress time history’s auto-
correlation function, and its area represents the signal’s standard deviation. It is 
clear that PSD is the most complete and concise representation of a random 
process. The statistical properties of a stationary ergodic process [12]-[15] can be 
computed from a single time history of sufficiently long period. The time average of 
a random variable x(t) is equal to the expected value of x(t), as defined as  
∫=
∞
∞−
dttxtxE )()]([                                                     (5) 
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The mean square value of x(t) is ∫=
∞
∞−
dttxtxE 22 )()]([  
Correlation function is a measure of the similarity between two random quantities 
in a time domain τ .For a single record x(t), the autocorrelation R(τ) of x(t) is the 
expected value of the product x(t) x(t+τ):  
∫ +=+=
∞
∞−
dttxtxtxtxER )()()]()([)( τττ                           (6) 
When τ = 0, the equation (6) definition reduces to the mean square value. 
)]([)( txE0R 2=  
For two random quantities x(t) and y(t), the cross correlation function is defined as 
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The autocorrelation and PSD functions are related by the Fourier Transform pair 
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As Sxx   is a real even valued function  
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By differentiating Rxx(τ) several times with respect to τ  
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The moments therefore, define how each of the processes x, x', x'', etc are elated to 
the other processes when τ =0, 
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or in terms of the one sided PSD G(f) 
( ) ( )nnxx
0
nn
xx
0
n 2mdffGf2dffS2f2 πππµ =∫=∫=
∞∞
)()()(             (16) 
where, ∫=
∞
0
xx
n
n dffGfm )(  
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A method for computing these moments is shown in Figure 1. 
 
It is important to note that µ1 and µ3 are zero, but m1 and m3 are not. Remember 
that µn is produced by integrating from -∞ and +∞, and mn is produced by 
integrating from 0 and +∞. Typically, we calculate m0, m1, m2, and m4. 
The most common spectral moment is µ0, which determine the variance of a PSD 
∫ ∫ ===∫==
∞ ∞∞
∞− 0 0 0xxxx
2
x0 mdffGdS2dS )()()( ωωωωσµ      (17) 
In this case µ0 and m0 are equal. The root mean square (rms) value of the zero 
mean process is given by 0m .  
 
 
Figure 1. Calculating moments from a PSD 
 
A more complicated example of the use of these moments considers the number of 
zero crossings in a stationary random and Gaussian (normal) process. Consider the 
2D probability function p(α, β) of x and x&  
 
p(α, β) ∆α ∆β ≈ Prob[α ≤ x(t) ≤α + ∆α  and β ≤ x& (t ) ≤ β + ∆β ]      (18) 
 
This probability represents the fraction of time that x is between α and ∆α, when 
the velocity x&  
is between β+∆β. If we define the time to cross one interval as ∆t. 
β
α∆∆ =t                                                  (19) 
From which we can obtain the expected total number of positive crossings of level 
                                       β∆βαβ∆
β∆α∆βα ),(),( p
t
p ≈                                   (20) 
As ∆β→ 0, the total expected number of passages per unit time through x(t) = α for 
all possible values of β is given by  
ββαβα dpE
0
),(][ ∫=
∞
                      (21) 
By setting α = 0, we get the required number of zero crossings per unit time 
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The 2D normal density function of x and x∼ is given by  
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The aij terms are the covariances or second moments of xi and xj. The aii terms are 
the variances of xi and xj. A  is the determinant of A and Aij is the cofactor of aij 
With a little effort, we get,  011 0Ra µ== )( ; 0aa 12112 === µ ; 222a µ=            (25) 
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If we set α = 0, then 2
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In a similar way, we can derive results for the number of peaks per unit time is 
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The irregularity factor γ is an important parameter that can be used to evaluate 
how concentrated near a central frequency the process is. So it can be used to 
determinate whether or not the process is narrow band or wide band. A narrow 
band process (γ→1) is characterized by only one predominant central frequency 
meaning that the number of peaks per second is very similar to the number of zero 
crossings of the signal. This assumption leads to the fact that the pdf of the fatigue 
cycles range is the same as the pdf of the peaks in the signal (Bendat theory). In 
this case fatigue life is easy to estimate. In contrast, the same property is not true 
for wide bend process (γ→0). Figure 2(a) shows different type of time histories and 
its corresponding PSD function. 
 
4 Probability Density Functions (pdf’s) 
 
The most convenient way, mathematically, of storing stress range histogram 
information is in the form of a probability density function (pdf) of stress ranges 
[11]-[12]. A typical representation of this function is shown in Figure 2(b). It is very 
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easy to transform from a stress range histogram to a pdf, or back. The bin widths 
used, and the total number of cycles recorded in the histogram are the only 
additional pieces of information required. To get a pdf from a rainflow histogram 
each bin in the rainflow count has to be multiplied by St×dS. where St is the total 
number of cycles in histogram; dS is the interval width. 
 
The probability of the stress range occurring between Si – dS/2 and Si + dS/2 is 
given by p(Si)dS.  
The actual counted number of cycles, ti SdSspn )(=  
The allowable number of cycles, bi S
kSN =)(  
Damage, [ ] ∫=∑= dSspSk
S
SN
nDE bt
i i
i )(
)(
                                                             (27) 
Failure occurs, D≥ 1.0. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           (a)                 (b) 
Figure 2. (a) Equivalent time histories and PSDs; (b) Probability density functions. 
 
In order to compute fatigue damage over the lifetime of the structure in seconds the 
form of materials S-N data must also be defined using the parameters k and b. In 
addition, the total number of cycles in time T must be determined from the number 
of peaks per seconds E[P]. If the damage caused in time T is greater than 1.0 then 
the structure is assumed to have failed or alternatively the fatigue life can be 
obtained by setting E[D] =1.0 and then finding the fatigue life T in seconds from the 
fatigue damage is given by equation (27) . 
 
5 Narrow Band Solution 
 
Bendat [11] presented the theoretical basis for the first of these of these frequency 
domain fatigue models, so called Narrow band solution. This expression was 
defined solely in terms of the spectral moments up to m4. However, the fact that 
this solution was suitable only for a specific class of response conditions was an 
unhelpful limitations for the practical engineer. The narrow band formula [9],[12] is 
given by the equation (28). 
d
P(Si
(a) Sine wave               (c ) Broad band process 
(b) Narrow band processes (d) White noise process 
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This is the first frequency domain method for predicting fatigue damage from PSDs 
and it assumes that the pdf of peaks is equal to the pdf of stress amplitudes. The 
narrow band solution was then obtained by substitutions the Rayleigh pdf of peaks 
with the pdf of stress ranges. The full equation is obtained by noting that St is 
equal to E[P].T, where T is the life of the structure in seconds.  The basis of the 
narrow band solution is shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 
Figure 3. The Basis of the narrow band solution 
 
6 Application of Linear Generator Engine Component 
 
A geometric model of the cylinder block of the free piston engine is considered in 
this study. First model is imported to finite element software and has created fine 
mesh using Tetra10 elements. The Pseudo-static and frequency response analyses 
are performed using MSC.NASTRAN finite element software. The frequency 
response analysis used a damping ratio of 5% of critical. The results of Pseudo-
static and frequency response finite element analysis at zero Hz i.e. the maximum 
principal stresses distribution of cylinder block are presented in Figures 4(a) and 
4(b) respectively. These two are almost identical. When plot higher frequencies, it 
will be seen a small divergence from the static cases. This is due to dynamic 
influences of the first mode shape. The maximum principal stresses of the cylinder 
block for 32 Hz is presented in Figures 5(a). From the results, maximum principal 
stresses of 56.1 MPa were obtained at node 50420 for 32 Hz.  The fatigue life 
contour result for the most critical locations for 32 Hz is shown in Figures 5(b) 
using the SAETRN loading histories [12]. The minimum life prediction is 109.44 
seconds for 32 Hz. Table 1 shows that the comparison between Pseudo-static and 
vibration fatigue analysis using narrow band frequency response method for 
different loading conditions and material AA6061-T6 is considered in this 
comparison.  This can be seen that the good agreement between the two 
approaches. The full set of comparison results for untreated polished cylinder block 
at critical location (node 49360) is given in Table 2 at different loading conditions. 
Narrow band solution is considered in this study. It can be seen that from the 
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Table 2 SAESUS loading condition has been found to give the highest lives for all 
materials while ASTM A-G loading conditions is given the lowest lives for all 
materials.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)                                                             (b) 
 
Figure 4. Maximum principal stresses distribution (a) linear static analysis;           
(b) frequency response analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     (a)            (b) 
Figure 5. (a) Maximum Principal stresses contour for 32 Hz; (b) Vibration fatigue 
life in log contour plotted for 32 Hz 
 
There are several types of loading histories were selected for the simulation from 
the SAE and ASTM profiles. Raw time loading histories are shown in Figure 6 and 
the corresponding PSD plot are also shown in Figure 7. The SAETRN, SAESUS, and 
SAEBKT in the figure mean the SAE’s load-time history obtained from the 
transmission, suspension, and bracket respectively. I-N, A-A, A-G, R-C, and 
TRANSP are the ASTM instrumentation & navigation typical fighter, ASTM air-to-
air typical fighter, ASTM air to ground typical fighter, ASTM composite mission 
typical fighter, and ASTM composite mission typical transport loading history, 
respectively [12].   
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Table 1 Predicted life in seconds between two approaches at critical location. 
 
Loading Conditions Pseudo-static Vibration 
SAETRN 1.14E8 2.10E7 
SAESUS 6.34E9 8.74E10 
SAEBKT 7.56E7 4.06E8 
ASTM I-N 3.02E9 2.30E8 
ASTM A-A 5.39E8 3.93E7 
ASTM A-G 2.72E9 8.23E6 
ASTM R-C 1.27E6 6.02E7 
ASTM TRANSP 1.15E7 2.27E9 
 
TABLE 2 Predicted life in seconds at weakest location (at node 49360) 
 
Predicted Life in seconds at critical location (node 49360)  Loading 
condition
s 
2014-
T6 
2024-
T86 
2219-
87 
5083-
87 
5454-
CF 
6061-
T6 
7075-
T6 7175-T73 
SAETRN 4.27E7 1.25E9 8.48E8 3.56E7 1.30E7 2.10E7 1.08E10 2.33E9 
SAESUS 5.01E10 
3.78E1
2 
3.36E1
1 
2.51E1
1 
9.24E1
0 
8.74E1
0 
9.51E1
2 
1.10E1
5 
SAEBKT 4.96E8 1.53E10 9.07E9 7.78E8 3.18E8 4.06E8 
1.59E1
1 
1.55E1
1 
ASTM I-N 2.64E8 8.02E9 4.66E9 4.52E8 1.86E8 2.30E8 8.52E10 
1.13E1
1 
ASTM A-
A 5.99E7 1.85E9 1.17E9 7.08E7 2.78E7 3.93E7 
1.76E1
0 7.71E9 
ASTM A-
G 1.66E7 4.87E8 3.29E8 1.40E7 5.11E6 8.23E6 4.21E9 9.26E8 
ASTM R-
C 3.19E7 9.66E8 6.29E8 3.19E7 1.21E7 6.02E7 8.78E9 2.65E9 
ASTM 
TRANSP 1.95E9 
4.99E1
0 
2.67E1
0 5.07E9 2.07E9 2.27E9 
5.92E1
1 
4.20E1
2 
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0 500 1000 1500-3.465 
6.993 Pressure(MPa) nae_trn
Secs
0 500 1000 1500 2000 2500-6.993 
2.415 Pressure(MPa) nae_sus
sec
0 1000 2000 3000 4000 5000 6000-6.993 
5.166 Pressure(MPa) nae_brk
0 50 100 150
-0.45 
6.3 Pressure(MPa) nae_i-n
0 100 200 300 400 500 600-1.54 
6.475 Pressure(MPa) nae_a-a
0 100 200 300 400-1.029 
5.523 Pressure(MPa) nae_a-g
0 100 200 300 400 500-1.54 
6.475 Pressure(MPa) nae_r-c
0 200 400 600 800 1000 1200-4.829 
7 Pressure(MPa) nae_transp
s
Screen 1
SAE standard transmission loading history
SAE standard suspenssion loading history
SAE standard bracket loading history
ASTM Instrumentation & Navigation typical fighter loading history
ASTM air to air, typical fighter loading history
ASTM air to ground, typical fighter loading history
ASTM composite mission, typical fighter loading history
ASTM compossite mission, typical transport loading history
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Figure 6. Different Time loading histories 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Power Spectral Densities (PSD) responses 
 
Now investigated the effect of surface treatments upon the fatigue life of 
component subjected to variable amplitude loading conditions. The material used 
in this study is AA6061-T6. Polished surface finish condition are also used in this 
study. The contributions of surface treatments on the fatigue lives at different 
loading conditions using narrow band frequency response method at critical 
location are summarized in Table 3. Surface treatments (nitriding, cold rolled, shot 
peening) that produce compressive residual surface stresses are useful. These 
treatments cause the maximum tensile stress to occur below the surface. The 
reverse is also true and tensile residual surface stresses are very detrimental and 
promotes corrosion fatigue. Surface treatments are also increase the endurance 
limit. Diffusion process such as nitriding is very beneficial for fatigue strength. This 
process has the combined effect of producing a higher strength material on the 
surface as well as causing volumetric changes which produce residual compressive 
surface stresses. There are several methods used to cold work the surface of a 
component to produce a residual compressive stress. The two most important are 
cold rolled and shot peening. Along with producing compressive residual stresses, 
these methods also work-harden the surface material. The great improvement in 
fatigue life is due primarily to the residual compressive stresses. In shot peening 
process, the surface of the component undergoes plastic deformation due to the hit 
of many hard shots. The fatigue life of the component is improved due to the 
development of compressive residual stresses and the increase of hardness near 
the surface.  The effect of surface treatment at different loading conditions for 
polished vibrating cylinder block is summarized in Table 3. It can be seen that the 
fatigue life for nitriding surface treatments is surprisingly increases than those 
other surface treatment processes. Figure 8 shows that the effect of different 
surface treatment processes for ASTM A-G loading conditions and polished 
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specimen. It is clearly shown that nitrided processes is surprisingly increases the 
fatigue life at critical location than other processes.  
Table 3 Effect of surface treatments at different loading conditions for polished 
components 
 
Predicted life in seconds for different surface treatment processes Loading 
Conditions Nitrided Cold Rolled Shot Peened Untreated 
SAETRN 4.52E10 8.81E8 6.40E7 2.10E7 
SAESUS 3.41E16 1.21E14 8.31E11 8.74E10 
SAEBKT 8.08E12 5.31E10 1.68E9 4.06E8 
ASTM I-N 6.35E12 3.68E10 1.01E9 2.30E8 
ASTM A-A 2.77E11 2.92E9 1.40E8 3.93E7 
ASTM A-G 1.84E10 3.51E8 2.52E7 8.23E6 
ASTM R-C 7.21E10 1.02E9 6.01E7 1.83E7 
ASTM TRANSP 2.40E14 9.55E11 1.33E10 2.27E9 
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Figure 8. Effect of different surface treatment processes for polished and ASTM 
A-G loading conditions. 
 
7 Conclusions 
 
The concept of spectral moments has been presented. A state of art of vibration 
fatigue techniques has been presented where the random loading and response are 
categorized using PSD functions. Narrow band frequency domain fatigue analysis 
has been applied to a typical cylinder block of new two-stroke free piston engine. 
From the results, it can be concluded that compressive mean stress loading 
conditions has been found to give the highest lives for all materials. According to 
the results, all surface treatment processes can be applied to increase the fatigue 
life of the aluminum alloys component. The surface residual compressive stress 
has the greatest effect on the fatigue life. It can also be concluded that the polished 
and nitriding combinations have been found the highest lives of the cylinder block. 
Surface treatment to produce compressive forces in the outer layers of the 
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component which will be cyclically loaded at stress raising locations. In addition, 
the vibration fatigue analysis can improve understanding of the system behaviors 
in terms of frequency characteristics of both structures and loads and their 
couplings. 
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Abstract: It is a fact that the timetable designing is a difficult process in 
educational institutions and it is too hard and so complex where there is the 
faculty is not working at the basis of fixed timings, courses are offered at different 
times periods in different days.  I have developed an algorithmi to design timetable 
using 6 variables as a(s, c, r, t, d). The proposition a(s, c, r, t, d) stats that Teacher 
a, teaches Subject s in class c in room r at time t on the day d. 
This algorithm has three phases.  
1. Build dynamic structure (matrix/table) for a class and mark Title and 
Captions. 
2. Select a perfect available teacher for the particular subject according to 
teacher’s expertise in the subject and according to his/her available time. 
3. The selected data arrange into the matrix according to time priority of 
teachers and availability of room. 
 
Key-words: Timetable designing, timetable scheduling, time management, an 
algorithm for timetable, optimization, event management. 
 
Introduction: 
Since the beginning of human civilization, time management and scheduling have 
always been an integral part of our society. In order to interact with people in a 
society, one has to meet at the same time and space. As the numbers of individuals 
and society becomes larger, in order to achieve some common goal, it becomes very 
important that individuals follow fixed and well define path (pattern) for maximum 
benefit. In educational institutions the timetable has a great importance and still 
done by using the manual process. The timetable designing is time consuming 
process and it takes effort. Due to clashes (limitations, constraints) the whole 
system is disturbed. It requires a lot of changes to obtain the desired timetable. 
Now the best way for arranging timetable is interactive computer programming that 
helps to manage by using a well-defined method. 
 
Problem Definition: 
1. Dynamic structure of Timetable with 6 variable constraints, which are 
teacher, subject, class, time, day and room. 
2. Select best teacher for the subject. 
3. More than n subject can not assign to any teacher. 
4. More than m periods (lecturers) can not assign to any teacher. 
5. Teacher can not give more than p lectures consecutively. 
6. Teacher can not give more than q lectures in a day. 
7. More than 1 subject can not assign to any class at the same time. 
8. Room must be sufficient for the number of students. 
9. Room assign for lectures and Lab assign for practical. 
10. Only one class conducted in a room at the same time. 
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Procedure: 
In manual work we perform our task according to set priorities and following rule 
and regulation.  There are different ways to perform a task. Timetable designing in 
educational institutes is very difficult process, when the faculty members are 
working as a visiting faculty members, when different courses are running at the 
same time, when there are different shifts are going on in different time frames. So 
it is very hard to manage manually because there are many clashes, restrictions 
and limitations (constraints). I have considered many aspect of timetable 
scheduling.  The development of algorithm is based on: First of all the organization 
of data. Secondly set the priorities and expertise. And in last some rules and steps 
are defined to complete the task. 
 
Algorithm has three phases.  
 
1. Build dynamic structure 
(matrix) for a class and mark 
Title and Captions. 
2. Select a perfect available 
teacher for the specific subject 
according to teacher’s 
expertise in the subject. 
4. Arrange into the matrix 
according to time priority of 
teachers and availability of 
room. 
 
By using the logical equivalencies and mathematical expression algorithms, 
extracts required data and put it into a new matrix [table] for further use and 
update others tables.  
 
Algorithm: 
1. Variables:  define here 
2. Select a class. 
3. Read: days, number of periods on a day, duration of the period, shift start 
& end timing, numbers of breaks. 
4. tab = days x  no_of _periods.  Construct a matrix timetable = day x pod and 
assign captions/titles. 
5. Read: subject in a class and credit hours. 
6. tch = Σ credit_hours_of_each_subject 
7. If tch > tab than stop [matrix timetable is not comfortable for timetable] 
and go to step 2 to select another class. 
8. Read: Shift timing, available teachers’ timings and teacher expertise in the 
subject. Select teachers for the class.  
9. Assign subjects to respective teachers according to their expertise in 
subject, 
a.  not more than 4 subjects for a teacher, and 
b.  not more than 1 subject in a class. 
i. If yes than go to Step 8 to select another teacher. 
Figure No. 1 
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Construct a matrix available_teacher_for_class for selected the class. 
Count time hours and sort it in ascending order by time field. 
10. Select a valid and avail room for class or Lab. 
11. Arrange subjects in matrix timetable according to available teacher, giving 
the preferences to the low time. 
a. Does not a teacher teach more than 2 classes consecutively and 
b.  Does not conduct more than 3 classes in a day? 
i. If yes change the day. Repeat step 10 
 And update the matrix teachers_timing and matrix Room. 
12. Repeat step 10 until the final form of timetable (Matrix timetable is filled 
according to credit hours). 
13. If the numbers of classes are completed then stop else go to step 2. 
 
Sequence flow [flowchart]: 
 
 
Figure No. 2 
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ID Course No. of 
periods 
No. of 
days 
Duration Shift-
start 
Shift-
End 
Number of 
Student 
 BCIT-1 5 5 45 9 12:30 50 
 BCIT-2 5 5 45 9 12:30 40 
 BCIT-3 5 5 45 9 12:30 25 
 BCIT-4 5 5 45 1 5 30 
 BBA-1 5 5 45 9 12:30 60 
 BBA-2 5 5 45 9 12:30 40 
 MBA-1 4 5 45 5 8:30 20 
 MBA-2 4 5 45 5 8:30 25 
 MBAE-3 4 3 90 1 5 20 
 MBAE-4 4 3 90 1 5 15 
Table No. 1 
Data Structure: 
Number of periods and time duration in a day, shift time and number of students. 
 
Mathematical Presentation of Table no. 1. 
Matrix A a x b 
A a, 1 = ID 
A a, 2 = Class Name 
A a, 3 = Numbers of Periods in a Day 
A a, 4 = Number of Days 
A a, 5 = Period Duration 
A a, 6 = Shift Start 
A a, 7 = Shift End 
A a, 8 = Number of Student in a Class 
 
 
 
 
 
 
 
 
 
 
 
 
Teachers’ Name and Exp
ID Teacher Name 
 Farooq Ahmed O
 Fazal Imran M
 Ahmed Masaud E
 Samuel Dass E
 Samreen Fatima C
 Farzana P
 Adnan M
Table
Teacher tim
 Time Slot Mod 
1: 8-9 1 
2: 9-10 1 
3: 10-11 1 
4: 11-12 1 
5: 12-13 1 
6: 13-14 1 
7: 14-15 1 
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ID  Course Days 
 BCIT-1 Mod 
 BCIT-1 Tue 
 BCIT-1 Wed 
 BCIT-1 Thu 
 BCIT-1 Fri 
 BCIT-2 Mod 
 BCIT-2 Tue 
 BCIT-2 Wed 
 BCIT-2 Thu 
Table No. 2 ertise in Subject 
Subject Expertise 
racle 1 
ultimedia 1 
lectronics 1 
conomics 1 
alculus 1 
robability 2 
ath I 1 
 No. 4 Subjects of courses 
ID Course Subject Subject 
Type 
Credit 
Hour 
 BCIT-1 English-I 0 3 
 BCIT-1 C language 0 3 
 BCIT-1 Electronics 0 3 
 BCIT-1 Calculus 0 3 
 BCIT-1 Lab1 1 2 
 BCIT-1 Islamyat 0 2 
 BCIT-2 English-II 0 3 
 BCIT-2 OOP 0 3 
 BCIT-2 Oracle 0 3 
 BCIT-2 Diff: Equ: 0 3 
 BCIT-2 Pak Studies 0 2 
 BCIT-3 JAVA 0 3 
 BCIT-3 Math I 0 3 
 BCIT-3 Probability 0 3 
 BCIT-3 Digital Logic 0 3 
 BCIT-3 Visual Basic 0 3 
Table No. 3 
Subject Type: 
0 for Lecture/Room. 
1 for Lab ing and schedule TT1 
Tue Wed Thu Fri Sat 
1 1 1 1 0 
1 1 1 1 0 
1 1 1 1 0 
1 1 1 1 0 
1 1 1 0 0 
1 1 1 0 0 
1 1 1 0 0 
Table No. 5 
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Mathematical Presentation of Table no. 5. 
 
Matrix TTi x j x k  
i = Number of Teachers, j = Time Slat, k = Day 
if i = 1, 
TT1, 1, 1 = 0, it means “Farooq Ahmed is not available on the time slot 8-9 on 
Monday” 
TT1, 1, 1 = 1, it means “Farooq Ahmed is available on the time slot 8-9 on Monday” 
TT1, 1, 1 = 2, it means “Farooq Ahmed is busy on the time slot 8-9 on Monday” 
 
Mathematical Presenta
 
Matrix R u x v x w  
u = room number, v = tim
R 1, 1, 1 = 1, it means “R
R 1, 1, 1 = 0, it means “R
 
 
 
 
 
 
 
 
 
 
 
 
A(S,C,R,T,D) 
A = Teacher, S = Subject
T =  Time, D = Day, R = 
 
The expression A(S,C,T,D
at Time T in Room R. 
 
Result: 
The purpose of algorithm
The algorithm was imple
design timetable of the e
 Tim
1: 8-
2: 9-
3: 10
4: 11
5: 12
6: 13
7: 14
 Time Slot 
1: 8-9 a(s
2: 9-10 a(s
3: 10-11 a(s
4: 11-12 a(s
5: 12-13 a(s
6: 13-14 a(s
7: 14-15 a(sRoom number 1 vacant or not 
e Slot Mod Tue Wed Thu Fri Sat 
9 1 1 1 1 1 0 
10 1 1 1 1 1 0 
-11 1 1 1 1 1 0 
-12 1 1 1 1 1 0 
-13 0 0 0 0 0 0 
-14 0 0 0 0 0 0 
-15 0 0 0 0 0 0 
Table No. 6tion of Table no. 5. 
e slot, w = day 
oom number is free at time 1 on Monday” 
oom number is not free at time 1 on Monday” 
, C = Class 
Room 
,R) state that the Teacher A teaches Subject S in class C 
 is to provide the best decision to the management. 
mented in a computer program at SiSTech (institute) to 
ight (8) running batches BCIT, BBA, MBA in three (3) 
Final timetable for a Selected Class 
Mod Tue Wed Thu Fri Sat 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) a(s, c, r, t, d) 
Table No. 7 
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different days.  The data was fed into the database in the form of total number of 
classes, available classrooms, subjects, credit hours, shifts’ time, available teachers 
and their expertise in subject.  The computer programs automatically assigned 
subjects to respective teachers according to their expertise and resolve the 
scheduling problems in very short time and produced satisfactory timetable. 
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AN ANALYTICAL STUDY OF NATURAL CONVECTION
IN THE INNER BOUNDARY-LAYER SUBJECT TO
OSCILLATING TEMPERATURE
R. Roslana, I. Hashimb, K. Ghazalic
a,c Universiti Malaysia Sabah, Kota Kinabalu, Malaysia
b Universiti Kebangsaan Malaysia, Bangi, Malaysia
Abstract. An analytical study of an oscillatory natural convection about an
infinite horizontal circular cylinder in an unbounded region of a Newtonian fluid
was considered for Prandtl number to be unity. The temperature of the cylinder
is oscillating with frequency ω about a mean temperature T∞, the temperature
of the ambient fluid. By using the method of matched asymptotic expansion, the
flow field was divided into two regions: an inner region adjacent to the cylinder
and an outer region far from the cylinder. However, only the inner region was
considered in this study. The separation technique between steady and unsteady
in the second-order terms of temperature and stream function that we proposed
were found to be directly leading to the desired result, thus simplifying the process
of the solution in the inner region.
Key-words: matched asymptotic expansion
1 Introduction
The analysis of heat transfer through a boundary-layer over a body of arbitrary
shape and surface temperature constitutes an important problem. However, there
is a very limited literature for the natural convection around a horizontal circular
cylinder when the temperature of the cylinder is oscillating harmonically. [2] was
the first to investigate analytically the problem of fluid and heat flows caused by an
oscillating temperature on the surface of the circular cylinder for various Prandtl
number P , while [1, 5] for the case P 6= 1 and [4] for the case P = 1.
It is postulated that, the method of separation of the steady and the unsteady
components of flow field presented by [1] from the governing equations can be
used without encountering many difficulties. Another approach is to disregard
separations on the governing equations as in the work by [2, 4]. Apart from sepa-
rating the temperature T and the stream function ψ from the governing equations,
another expansion approach is by separating the particular terms, i.e. the second-
order term in the expansions of T and ψ. The steady and unsteady parts of the
expansion, although without T , was proposed by [3] in the problem of oscillating
cylinder. For the case P = 1, [2, 1] found that the steady temperature and stream
function from the second-order term were generated at the outer edge of the inner
region. The boundary conditions for the steady temperature and velocity, how-
ever, are satisfied only on the surface, not at the outer edge of the inner layer.
However, for the case P = 1, [4] found that only the condition of the steady tem-
perature agreed previous studies, not for the steady velocity. Recently, [5] made
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some corrections to the conclusion of [1] for the insignificant of the second-order
approximation in the outer region.
2 Governing equations and boundary conditions
Consider an unsteady natural convection flow past around a circular cylinder of
radius a in a stationary fluid at a uniform and constant temperature T
′
∞. The
infinite cylinder is fixed with its axis horizontal, and so the problem is consid-
ered two-dimensional. Assume the temperature of the cylinder T
′
c oscillates har-
monically with a frequency ω, such that T
′
c = T
′
∞(1 + b cosωt
′), where b is the
non-dimensional amplitude in the temperature oscillations and t′ is the time. The
appropriate velocity scale in this problem is, Uc = (gβbT
′
∞)/ω, where g is the mag-
nitude of the acceleration due to gravity and β is the coefficient of the thermal
expansion of the fluid. It is further assumed that the Boussinesq approximation is
applicable. Now we take cylindrical polar coordinates (r′,θ) in which coordinate r′
is defined as the distance measured outwards from the origin of the cylinder with
the axis of the cylinder at r′ = 0 and θ is defined to be anticlockwise angle made
by the outward normal with the downward vertical from the origin of the cylinder
with θ = 0 in the direction of gravity. The non-dimensional governing equations
for P = 1 and the boundary conditions for all time for 0 ≤ θ < 2pi, can be written
as follows, see [1, 4, 5],
∂(∇2ψ)
∂t
− ²
r
∂(∇2ψ,ψ)
∂(r, θ)
= ²2γ∇4ψ + 1
r
∂(r cos θ, T )
∂(r, θ)
, (1)
∂T
∂t
− ²
r
∂(T, ψ)
∂(r, θ)
= ²2γ∇2T, (2)
ψ = 0, ∂ψ∂r = 0, T = cos t, at r = 1,
ψ → constant, ∂ψ∂r → 0, T → 0, as r →∞,
(3)
where ∇2 =
(
∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂θ2
)
. In the above equations the non-dimensional
variables are t = ωt′ the time, r = r′/a the radial distance, T = (T
′
c − T
′
∞)/bT
′
∞
the temperature, ψ the stream function which is related to the velocity com-
ponents (u,v)=(u′/Uc,v′/Uc) in the (r,θ) coordinates system by usual manner,
namely u = − 1r ∂ψ∂θ , v = ∂ψ∂r , while γ = νω/U2c and ² = Ucaω , where ν is the coef-
ficient of kinematic viscosity of the fluid. Here, the Prandtl number, P = νK = 1
and we can write γ in terms of Reynolds number and Strouhal number, in which
γ = 1²Rc =
S
Rc
where Rc = Uca/ν and ² = 1/S.
3 The Inner Boundary-layer Equations
Since the temperature is the first that govern the flow, the asymptotic expansion
for the stream function ψ and the temperature T in the inner region are assumed
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to be of the form,
T (i)(t, η, θ) = T (i)0 (t, η, θ) + ²[T
(i)s
1 (η, θ) + T
(i)u
1 (t, η, θ)]
+ ²2T (i)2 (t, η, θ) + h.o.t, (4)
ψ(i)(t, η, θ) = ²ψ(i)0 (t, η, θ) + ²
2[ψ(i)s1 (η, θ) + ψ
(i)u
1 (t, η, θ)]
+ ²3ψ(i)2 (t, η, θ) + h.o.t, (5)
where superscripts s and u denote the steady and unsteady parts, respectively and
the radial non-dimensional coordinate is stretched as follows:
η =
r − 1
²
√
2γ
. (6)
Substitution of expansions (5) and (4) into equations (1) and (2) results in the
following set of equations in the inner region,
∂2T
(i)
0
∂η2
= 2
∂T
(i)
0
∂t
, (7)
∂4ψ
(i)
0
∂η4
− 2∂
3ψ
(i)
0
∂t∂η2
= −2
√
2γsin θ
∂T
(i)
0
∂η
, (8)
∂2T
(i)u
1
∂η2
− 2P ∂T
(i)u
1
∂t
=
√
2
γ
[
∂(ψ(i)0 , T
(i)
0 )
∂(η, θ)
]u
−
√
2γ
∂T
(i)
0
∂η
, (9)
∂2T
(i)s
1
∂η2
=
√
2
γ
[
∂(ψ(i)0 , T
(i)
0 )
∂(η, θ)
]s
, (10)
∂4ψ
(i)u
1
∂η4
− 2∂
3ψ
(i)u
1
∂t∂η2
=
√
2
γ
[
∂(ψ(i)0 , ∂
2ψ
(i)
0 /∂η
2)
∂(η, θ)
]u
+ 2
√
2γ
(
∂2ψ
(i)
0
∂t∂η
− ∂
3ψ
(i)
0
∂η3
− sin θ∂T
(i)u
1
∂η
)
+ 4γcos θ
∂T
(i)
0
∂θ
, (11)
∂4ψ
(i)s
1
∂η4
=
√
2
γ
[
∂(ψ(i)0 , ∂
2ψ
(i)
0 /∂η
2)
∂(η, θ)
]s
− 2
√
2γsin θ
∂T
(i)s
1
∂η
, (12)
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where [ ]s and [ ]u denote respectively the steady and unsteady parts of the product.
Further, this set of equations needs to be solved subject to boundary conditions
(3). We observe that equations (7) and (8) produce an unsteady temperature and
stream function, equations (9) and (11) produce only an unsteady temperature
and stream function, while equations (10) and (12) produce only a steady temper-
ature and stream function and all the solutions depend on parameter γ.
4 Solution in the Inner Layer
Hence, on solving equations (7) and (8) subject to boundary conditions (3) we
have the unsteady solutions for the first-order temperature and stream function
in the inner region as follows,
T
(i)
0 = e
−η cos (t− η) , (13)
ψ
(i)
0 =
sin θ cos t
2
√
γ
2
{
e−η
(
cos η + [1 + 2η] sin η
) }
+
sin θ sin t
2
√
γ
2
{
e−η
(
sin η − [1 + 2η] cos η ) }
+
sin θ
2
√
γ
2
(
sin t− cos t ). (14)
Since our objective was to investigate the steady flow from the oscillating temper-
ature problem, the solution for equations (9) and (11) will be omitted. For the
steady second-order temperature and stream function in the inner region we should
rewrite, the terms cos2 t and sin2 t in the forms 1+cos 2t2 and
1−cos 2t
2 , respectively.
Further, all the terms cos t, cos 2t, sin t and sin 2t will be omitted, leaving only the
steady terms. Thus, from equations (10), (13), (14) and the trigonometric rules,
the solution for the steady second-order inner temperature T (i)s1 is given by
T
(i)s
1 = cos θ
{
1
4
e−η sin η +
1
8
e−2ηη +
1
4
e−2η − 1
4
}
+ ηB1 cos θ. (15)
As found by [2, 1, 4] the inner region solution T (i)s1 does not tend to zero as η →∞,
even if B1 is assumed to be zero. Hence the boundary condition at infinity cannot
be satisfied. From equation (15) we have,
lim
η→∞T
(i)s
1 = −
1
4
cos θ,
From equations (12), (14) and (15) the solution for the steady second-order stream
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function in the inner region is given by
ψ
(i)s
1 = −
sin 2θ
384
√
2γ
{
e−2η
(
33 + 42η + 12η2
)
+ 24ηe−η cos η
+C1η4 + C2η3 + C3η2 − 33
}
.
Hence, motivated by [1] for P 6= 1, if it is assumed that C1 = C2 = C3 = 0 when
η →∞ then we note that the steady velocity now tends to zero at the outer edge
of the inner layer, that is
lim
η→∞
∂ψ
(i)s
1
∂η
= 0.
However, this result contradicts the results of the previous research on oscilla-
tory cylinder and oscillatory natural convection about a circular cylinder as pre-
sented by [6] and [1, 2, 4], respectively. Further, this could be proved by applying
L’Hopital rule on the steady second-order tangential velocity from the solution by
[1, 4], i.e. for the case P 6= 1.
5 Conclusions
Motivated by the previous method proposed by [2, 1], we found that the first-order
solution of temperature and stream function in the inner region are the unsteady
term. While, the second-order temperature and stream function contain the steady
and unsteady terms. However, only the steady term from these two flow proper-
ties plays the important role for the flow in the outer region. Thus, compared to
the conventional method employed by [2, 4], which is no separation technique was
applied, the method we proposed proved to be much simpler. Further, compared
to the separation technique between steady and unsteady about the temperature
and stream function in the governing equations as employed by [1], we found that
the separation technique between steady and unsteady second-order terms of tem-
perature and stream function that we proposed is direct to the desire result, that
is the steady second-order term in the inner region and neglecting the unsteady
second-order term for temperature and stream function in the inner region.
We mentioned that the steady term are much more important compared to the
unsteady term for the temperature and stream function. As found by numerous
studies in the oscillating flows we found that these terms do not satisfy the bound-
ary conditions when far from the cylinder. The steady temperature and the steady
tangential velocity are persisted outside the thin layer and remains to be non-zero
at the outer edge of the inner layer. However, these results contradict to that the
the problem of natural convection in a Newtonian fluid when P = 1. We found
that, only the steady temperature does not satisfy the boundary conditions at the
outer edge of the inner region. While, this situation does not occur for the steady
tangential velocity. This is due to P = 1 as the inflection point for the problem of
a Newtonian fluid for the case of P 6= 1.
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ON LINEAR STABILITY ANALYSIS OF
BE´NARD-MARANGONI CONVECTION
IN A HORIZONTAL FLUID LAYER
M. N. Mohammed-Pauzi, I. Hashim
Universiti Kebangsaan Malaysia, Malaysia
Abstract. Linear stability theory is applied to the problem of the onset of steady
Be´nard-Marangoni convection in a horizontal layer of fluid heated from below
subject to a uniform vertical temperature gradient. The fluid layer is bounded
from below by a stress-free boundary kept at a fixed temperature and above by
a deformable free surface. The non-dimensional Rayleigh number and Marangoni
number are assumed to be linearly dependent. Stability diagrams are numerically
computed and the critical Rayleigh number and the critical wavenumber are also
obtained. In particular, we present a stability diagram showing regions for long-
wavelength instability modes and short-wavelength instability modes.
Key-words: Convection, capillarity, heat and mass transfer
1 Introduction
Thermal convection driven by either buoyancy (Be´nard) or thermocapillary (Ma-
rangoni) effects have been the subject of a great deal of theoretical and exper-
imental investigation since the pioneering theoretical works of Rayleigh [8] and
Pearson [5] respectively. In many real physical situations convection is driven
by a combination of both buoyancy and thermocapillary forces, and so Nield [4]
extended Pearson’s [5] theory to include buoyancy effects. Nield [4] studied the
onset of steady Be´nard-Marangoni convection in a horizontal layer of fluid with-
out free-surface deformation which is heated from below and subject to a vertical
temperature gradient. Nield [4] found that the instability mechanisms reinforce
each other. After an extensive numerical search Takashima [10] concluded that os-
cillatory Be´nard-Marangoni convection is not possible in a fluid layer heated from
below with a non-deformable free surface. Davis and Homsy [2] extended Nield’s
work [4] on steady convection to include a deformable free surface and found that
weak surface deformation can stabilise buoyancy-dominated convection and desta-
bilise thermocapillary-dominated convection.
In all the early work the effects of buoyancy and thermocapillary, represented by
the non-dimensional Rayleigh number R and Marangoni number M respectively,
were taken to be independent. However, in a typical physical experiment the con-
trol parameter is the temperature difference across the layer which appears linearly
in both R andM , and so recent work has focused on the case in whichM and R are
linearly dependent. Benguria and Depassier [1] investigated the onset of coupled
Be´nard-Marangoni convection in a planar layer heated from below numerically
and found that overstable convection is possible when thermocapillary effects are
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Figure 1: Sketch of problem geometry.
sufficiently strong and the free surface is sufficiently deformable. Independently
Pe´rez-Garc´ıa and Carneiro [6] also considered the same problem numerically and
found situations in which competition between a steady and an overstable and be-
tween two overstable modes is possible. The existence of a long-wavelength insta-
bility in thermocapillary-driven convection was predicted theoretically by Scriven
and Sternling [9] and was verified experimentally by VanHook et al. [11].
In this paper we use linear stability theory to investigate the onset of steady
Be´nard-Marangoni convection in a horizontal planar layer of fluid heated from be-
low with stress-free lower boundary. We extend the previous numerical results of
Benguria and Depassier [1] for steady Be´nard-Marangoni convection and, in par-
ticular, present a stability diagram showing regions for long-wavelength instability
modes and short-wavelength instability modes.
2 Problem formulation
We wish to examine the stability of a horizontal layer of quiescent fluid of thick-
ness d which is unbounded in the horizontal x- and y-directions. The fluid layer
is bounded below by a stress-free planar boundary maintained at a constant tem-
perature T1 and above by a free surface initially at temperature T2 and subject
to a uniform vertical temperature gradient (see Figure 1). The fluid is Newtonian
and incompressible with density
ρ = ρ0 [1− α(T − T2)] ,
where the constant ρ0 is the value ρ at T = T2 and α > 0 is the coefficient of
thermal volume expansion. The free surface is in contact with a passive gas at
constant pressure and constant temperature T∞ and has surface tension given by
the simple linear law
τ = τ0 − γ (T − T2) ,
where the constant τ0 is the value of τ in the undisturbed state and the constant
γ is positive for normal fluids.
In the reference state, the fluid is at rest with respect to the rotating axes and heat
propagates only by conduction. When motion sets in, the velocity v = (u, v, w),
624 Proceedings of ICAM05
  
On linear stability analysis of Be´nard-Marangoni convection
pressure p and temperature T fields obey the usual balance equations of mass,
momentum and energy,
∇ · v = 0, (1)
ρ0
(
∂
∂t
+ v · ∇
)
v = −∇p+ µ∇2v − ρgez, (2)
(
∂
∂t
+ v · ∇
)
T = κ∇2T, (3)
where g = (0, 0,−g) is the gravitational field, ez = (0, 0, 1) is a unit vector
in the z-direction, µ is the viscosity, κ is the thermal diffusivity and ∇2 =
∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2 is the Laplacian operator.
At the free surface we have the usual kinematic condition,
w = ηt + uηx + vηy, (4)
condition of continuity of the normal stress,
p− pa =
2µ
N
[uxη
2
x + (uy + vx)ηxηy − (uz + wx)ηx
+ vyη
2
y − (vz + wy)ηy + wz]−
τ
N
√
N
[ηxx + ηyy], (5)
and condition of continuity of the tangential stresses,
µ
N
[−2uxηx(1 + η
2
y) + (uy + vx){−ηy(1 + η
2
y) + ηyη
2
x}+ 2vyηxη
2
y
+ (uz + wx)(1 + η
2
y − η
2
x)− 2ηxηy(vz + wy) + 2wzηx]
= [τx − ηxηyτy + ηxτz], (6)
µ
√
N
[−ηx(vx + uy)− 2ηyvy + (vz + wy)(1− η
2
y)
− (wx + uz)ηxηy + 2wzηy] = [τy + ηyτz], (7)
where n = (−ηx,−ηy, 1)/N is the outward unit normal to the free surface, N =
(1+η2x+η
2
y)
1/2, and the subscripts x, y, z and t denote differentiation with respect
to the variables x, y, z and t respectively. The temperature obeys Newton’s law
of cooling,
−k
∂T
∂n
= h(T − T∞), (8)
where k and h are the thermal conductivity of the fluid and the heat transfer
coefficient between the free surface and the air, respectively. The lower planar
boundary is assumed to be isothermal and stress-free.
We shall investigate the linear stability of a basic state in which the fluid is at rest,
v = 0, the free surface is flat, η = 0, the temperature gradient across the layer is
Proceedings of ICAM05 625
  
M. N. Mohammed-Pauzi, I. Hashim,
uniform, T¯ = T1 −
∆T
d
z, and the pressure is hydrostatic,
p¯ = pa − ρ0g
[
1 +
α∆T
2d
z
]
z,
where ∆T = T1 − T2.
We non-dimensionalise the governing equations and boundary conditions (1)–(8)
using d, κ/d2, κ/d, ρ0νκ/d
2 and ∆T as appropriate scales for distance, time,
velocity, pressure and temperature respectively. The non-dimensional groups ap-
pearing in the problem are the Rayleigh number, R = gα∆Td3/νκ, the Marangoni
number, M = γ∆Td/ρ0κν, the Prandtl number, Pr = ν/κ, the capillary number,
Cr = ρ0νκ/τ0d, the Galileo number G = gd
3/ν2 and the Biot number, Bi = hd/k,
where, in addition to the parameters defined above, ν denotes the viscosity of the
fluid.
We investigate the linear stability of the basic state in the classical manner by
seeking perturbed solutions for any quantity Φ(x, y, z, t) in terms of normal modes
in the form
Φ(x, y, z, t) = Φ0(x, y, z) + φ(z)e
i(axx+ayy)est, (9)
where Φ0 is the value of Φ in the basic state, φ is the amplitude of the perturba-
tion, and a = (a2x+ a
2
y)
1/2 is the total horizontal wave number of the disturbance.
The temporal exponent s will, in general, be complex with a real part representing
the growth rate of the instability and an imaginary part representing its frequency.
Substituting (9) into the governing equations and neglecting second-order and
higher terms in the perturbed quantities, we obtain the corresponding linearised
equations involving only W (z), the z-dependent part of the z-component of the
perturbation to the velocity, and Θ(z), the perturbation to the temperature, re-
spectively,
(D2 − a2)
(
D2 − a2 −
s
Pr
)
W − a2RΘ = 0, (10)
(D2 − a2 − s)Θ +W = 0, (11)
subject to
sf −W = 0, (12)(
D2 − 3a2 −
s
Pr
)
DW − a2
(
PrG+
a2
Cr
)
f = 0, (13)
(D2 + a2)W + a2M(Θ− f) = 0, (14)
DΘ+Bi(Θ− f) = 0, (15)
evaluated on the undisturbed position of the upper free surface z = 1, and
W = 0, (16)
D2W = 0, (17)
Θ = 0, (18)
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evaluated on the stress-free lower planar boundary z = 0, where the operator
D = d/dz denotes differentiation with respect to the vertical coordinate z and
a2 = a2x + a
2
y is the total wave number in the horizontal x-y plane.
Note that the variables Θ and f can be calculated directly from equation (10) and
boundary condition (13) respectively. Eliminating Θ between equations (10) and
(11) then gives a single linear sixth-order ordinary differential equation for W ,
[
(D2 − a2)(D2 − a2 − s)
(
D2 − a2 −
s
Pr
)
+ a2R
]
W = 0. (19)
The Rayleigh number R and the Marangoni number M are related by M = ΓR
where Γ = γ/ρ0gαd
2. We shall investigate the case in which Γ is constant and
so R and M are linearly dependent. For large values of Γ, convection is mainly
thermocapillary-driven. While small Γ corresponds to buoyancy-dominated con-
vection.
3 Solution of Linearised Problem
Equations (10) and (11) together with the boundary conditions (12)–(18) con-
stitute a linear eigenvalue problem for the unknown temporal exponent s. The
general solution of equation (19) is
W (z) =
6∑
i=1
Aie
ξiz,
where ξ1, . . . , ξ6 are the six distinct roots of the sixth-order algebraic equation
(ξ2 − a2)(ξ2 − a2 − s)
(
ξ2 − a2 −
s
Pr
)
+ a2R = 0
and Ai (i = 1, . . . , 6) are arbitrary constants. Imposing boundary conditions (12),
(14) and (15)–(18), where expressions for Θ and f are obtained from equations
(10) and (13) respectively, yields a linear system of the form PA = 0, where
A = [A1, . . . , A6]T . In general, the 6×6 coefficient matrix P, whose entries depend
on a, R, s, G, Cr, Γ, Pr and Bi, is complex and may be rather complicated,
and so, in general, has to be calculated using a computer numerically. We use
a FORTRAN 77 program employing the NAG routine F03ADF and running on
a PC to evaluate the determinant of P using an LU factorization with partial
pivoting. A modification of the Powell [7] hybrid algorithm, which is a combination
of Newton’s method and the method of steepest descent, implemented using NAG
routine C05NBF is then used to find the eigenvalues of P by solving the two non-
linear equations obtained from the real and imaginary parts of the determinant of
P.
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Figure 2: Marginal curves for the onset of steady convection in the case Cr = 10
−3, G = 250,
Pr = 1 and Bi = 0 for several values of Γ.
4 Results and Discussions
The marginal stability curves in the (a,R) plane on which sr = 0 separate regions
of unstable modes with sr > 0 from those of stable modes with sr < 0. The
critical Rayleigh number for the onset of steady (s = 0) convection, denoted by
Rc, is the global minimum of R over a ≥ 0. We denote the corresponding critical
wavenumber by ac.
Benguria and Depassier [1] solved the problem in the special case when the free
surface is strongly deformable, i.e. Cr = ∞. However, this case is not physically
realistic. While in practice the value of Cr may be very small (for a 1 cm layer
of water open to air at 20o C we have Cr ∼ 10
−7) it will inevitably be non-zero.
All numerical calculations reported in this paper are done for the case Cr = 10
−3,
Pr = 1 and Bi = 0. The case when Bi = 0 is still representative since the value of
Bi for a thin layer with which we are concerned is at most 0.1 for most fluids and
such a small value of Bi does not affect appreciably the results for Bi = 0.
In Fig. 2 we plot some typical marginal curves for the onset of steady convection
in the case Cr = 10
−3, G = 250, Pr = 1 and Bi = 0 for several values of Γ. Clearly
the effect of increasing Γ is to shift the curves downwards. Numerically calculated
values of Rc and ac are plotted as functions of Γ in Fig. 3 in the case Cr = 10
−3,
Pr = 1, Bi = 0 and G = 250. Evidently Rc and ac are motonically decreasing
functions of Γ, suggesting that the fluid layer is destabilised as Γ increases.
Figure 4 shows examples of situations in which two different modes of instabilities
co-exist and convection setting in as long-wavelength modes for the case Cr =
10−3, Pr = 1, Bi = 0 and Γ = 1.8. In this case, competition between the two
modes (of different cell sizes) occurs when G ≈ 53.2. If G < 53.2, then convection
sets in at ac = 0. Whereas convection sets in at ac = O(1) when G > 53.2. The
Galileo number G seems to have very minute effect on this critical wavenumber
ac = O(1) as depicted in Fig. 4. Numerically calculated values of Gc at which two
different modes co-exist are plotted as an increasing function of Γ in Fig. 5 for
the case Cr = 10
−3, Pr = 1 and Bi = 0. The region below the curve corresponds
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Figure 3: Computed critical values (a) Rc and (b) ac as functions of Γ for the case Cr = 10
−3,
Pr = 1, Bi = 0 and G = 250.
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Figure 4: Marginal curves for the onset of steady convection in the case Cr = 10
−3, Pr = 1,
Bi = 0 and Γ = 1.8 for several values of G. The dots (•) mark the global minima.
to the case Rc occurring at ac = 0, i.e. long-wavelength modes; while the region
above the curve corresponds to the case Rc occurring at ac = O(1), i.e. short-
wavelength modes. Determining which modes are the dominant ones at the onset of
convection requires a non-linear analysis which we do not undertake in this paper.
The alternative possibility of the instability setting in via an oscillatory mode
similar to that found by Hashim [3] will constitute the subject of our subsequent
investigation.
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Figure 5: Computed critical values Gc plotted as a function of Γ at which two different modes
coexist in the case Cr = 10
−3, Pr = 1 and Bi = 0.
5 Conclusions
In this paper we used classical linear stability theory to investigate the onset
of Be´nard-Marangoni convection in a horizontal planar layer of fluid heated from
below in the case when R andM are linearly dependent. We obtained the marginal
stability curves for the onset of steady convection which extended the numerical
results of earlier authors. Determining the behaviour of the steady marginal curves
for long-wavelength disturbances is particularly important because these can be
the most unstable modes. We in particular presented the results of numerical
calculations which show examples of situations in which two different modes of
instabilities co-exist.
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Abstract. The equation of motion governs fluid flow is well known as the Navier-
Stokes equation. Most researches on fluid dynamics are mostly dedicated to obtain
the solutions of this equation with particular boundary conditions and approxi-
mations. We propose an alternative approach to deal with fluid dynamics without
solving the equation using the lagrangian. We attempt to develop a gauge invariant
lagrangian and reconstruct the Navier-Stokes equation through the Euler-Lagrange
equation. The lagrangian consists of gauge boson field Aµ with appropriate con-
tent describing the fluid dynamics, i.e. Aµ = (Φ,−~v). An example to apply it to
the interaction of fluid in a solitonic medium is also given.
Key-words: bosonic Lagrangian, gauge field, Navier-Stokes
1 Introduction
The fluid dynamics still remains as an unsolved problem. Mathematically, a fluid
flow is described by the Navier-Stokes (NS) equation [1]:
∂~v
∂t
+ (~v · ~O)~v = −1
ρ
~OP − µ~O2~v , (1)
where ~v is fluid velocity, P is pressure, ρ is density and µ is the coefficient of
viscosity.
In principle, the study of fluid dynamics is focused on solving the Navier-Stokes
equation with particular boundary conditions and / or some approximations de-
pend on the phenomenon under consideration. Mathematically it has been known
as the boundary value problem. The most difficult problem in fluid dynamics is
turbulence phenomenon. In the turbulence regime, the solution for the Navier-
Stoke equation has a lot of Fourier modes, such that the solution is untrackable
numerically or analytically. It is predicted that the strong turbulence has 1010
numerical operation [2]. This motivates us to look for another approach rather
than the conventional ones. This paper treats the fluid dynamics differently than
the conventional point of view as seen in some fluid dynamics textbooks. In this
approach, the fluid is described as a field of fluid buch. We use the gauge field
theory to construct a lagrangian describing fluid dynamics by borrowing the gauge
principle. The Navier-Stoke equation can be obtained from this Lagrangian as its
equation of motion through the Euler-Lagrange principles.
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2 Maxwell-like equation for ideal fluid
The abelian gauge theory U(1) is an electromagnetic theory that reproduces the
Maxwell equation. To build a lagrangian that is similar with the abelian gauge
theory, we should ’derive’ the Maxwell-like equation from the Navier-Stokes equa-
tion [3]. The result can be used as a clue to construct a lagrangianan for fluid that
satisfies gauge principle. Considering the Navier-Stokes equation Eq. (1) for an
ideal and incompressible fluid,
ρ
(
∂~v
∂t
+ (~v.~O)~v
)
= −~OP , (2)
~O · ~v = 0 . (3)
Using the identity ~v × (~O× ~v) = ~O( 12~v2)− (~v · ~O)~v, it can be rewritten as,
∂~v
∂t
+ ~O
(
1
2
~v2
)
− ~v × (~O× ~v) = −1
ρ
~OP , (4)
and then,
∂~v
∂t
= ~v × (~O× ~v)− ~O
(
1
2
~v2 +
P
ρ
)
. (5)
Putting the scalar potenstial Φ = 12~v
2 + Pρ , the vorticity ~ω = ~O×~v and the Lamb’s
vector ~l = ~ω × ~v, the equation becomes,
∂~v
∂t
= −~ω × ~v − ~OΦ
= −~l − ~OΦ . (6)
Imposing curl operation in Eq. (6) we obtain the vorticity equation as follow,
∂~ω
∂t
= −~O× (~ω × ~v) . (7)
In order to get the Maxwell-like equation for an ideal fluid, let us take divergence
operation for Eq. (6), that is
∂
∂t
(~O · ~v) = −~O ·~l − ~O2Φ
~O ·~l = −~O2Φ = ρ˜ . (8)
Here we have used the incompressible condition, while by definition the divergence
of vorticity is always zero, i.e. ~O · ~ω = 0. Imposing again curl operation, we have,
∂
∂t
(~O× ~v) = −~O×~l − ~O× (~OΦ) ,
∂~ω
∂t
= −~O×~l , (9)
~O×~l = −∂~ω
∂t
,
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using the identity ~O× (~O · φ) = 0.
Now, let us consider the definition of the Lamb’s vector ~l = ~ω × ~v. Taking the
derivative ∂/∂t in the definition we obtain,
∂~l
∂t
=
∂~ω
∂t
× ~v + ~ω ×
∂~v
∂t
. (10)
Substituting Eq. (6) and (7), we get,
~O× ~ω = α~j + α∂
~l
∂t
, (11)
where,
α =
1
~v2
, (12)
~j = −~v~O2Φ +
[
~O× (~v · ~ω)
]
~v + ~ω × ~O(Φ + ~v2) + 2
[
(~O× ~v) · ~O
]
~v . (13)
These results induce a series of equations,
~O ·~l = ρ˜ , (14)
~O×~l = −∂~ω
∂t
, (15)
~O · ~ω = 0 , (16)
~O× ~ω = α~j + α∂
~l
∂t
, (17)
that is clearly the Maxwell-like equation for fluids. If the fluid velocity is time inde-
pendent, then ~l = −~OΦ. This is the ”electrostatic” condition. We use these results
to develop gauge field theory approach for fluid dynamics in the next section.
3 Bosonic Lagrangian for Fluid
The correspondences of the electromagnetism and the ideal fluid can be written
as follow,
−→
B ↔ −→ω ,
−→
E ↔
−→
l , (18)
−→
A ↔
−→
~v ,
φ ↔ Φ ,
where
−→
B is the magnetic field,
−→
E is the electric field,
−→
A is the electromagnetics
vector, φ is a scalar function, −→ω is the fluid vorticity,
−→
l is the Lamb’s vector, ~v
is fluid velocity and Φ is the scalar potential. The same as the electromagnetics
field, we have a four vector Aµ = (φ, ~A) which can be interpreted as the four vector
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for fluid dynamics, Aµ = (Φ,−~v). In the electromagnetics field, the scalar and
vector potentials, φ and ~A, are auxiliary fields. On the other hand, in the fluid
dynamics the scalar potential Φ = 12~v
2 + V describes the kinetic energy of fluid,
while the vector potential ~v is fluid velocity. Similar to the electromagnetics field,
the lagrangian density has the form of [4, 5],
LNS = −
1
4
FµνF
µν + gJµA
µ , (19)
where,
Fµν ≡ ∂µAν − ∂νAµ . (20)
This Lagrangian obeys the gauge principles, i.e. it is invariant under a particular
local gauge transformation,
Aµ → A
′
µ ≡ e
−iθAµ , (21)
where θ = θ(x) is an arbitrary real constant. It is easy to show that the lagrangian
density in Eq. (19) is invariant under this transformation.
The equation of motion governed by this lagrangian can be derived using the
Euler-lagrange equation in term of Aµ,
∂ν
∂LNS
∂(∂νAµ)
−
∂LNS
∂Aµ
= 0 . (22)
After a straightforward calculation, we obtain,
∂ν(∂µAν − ∂
ν∂νAµ)− gJµ = 0 . (23)
Now integrating it over xν and considering only the non-trivial relation as ν 6= µ
gives,
∂0Ai − ∂iA0 = −g
∮
dx0Ji = g
∮
dxiJ0 . (24)
Since Ai = −~v, Ao = Φ, ∂o = ∂/∂t and ∂i = ~O. we have,
−
∂~v
∂t
− ~OΦ = −g ~˜J , (25)
where J˜i ≡
∮
dx0Ji = −
∮
dxiJ0. Concerning the scalar potential given by Φ =
1
2~v
2 + V , we obtain,
−
∂~v
∂t
−
1
2
~O |~v|2 − ~OV = −g ~˜J . (26)
Borrowing the identity 12 ~O |~v|
2
= (~v · ~O)~v + ~v × (~O× ~v), we get,
∂~v
∂t
+ (~v · ~O)~v = −~OV − ~v × ~ω − g ~˜J , (27)
where ~ω ≡ ~O× ~v is the vorticity. This result reproduces the general NS equation
with arbitrary conservative forces (~OV ). The potential V can be associated with
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some known forces, for example, P/ρ, (Gm)/r and η(~O · ~v). Here, P, ρ,G, ν + η
denote pressure, density, gravitational constant and viscosity as well.
From Eq. (23) we can write explicitly the expression for the 4-vector current as,
J0 = ρ =
1
g
~O ·
(
∂0 ~A− ~Oφ
)
, (28)
~J = −
1
g
~O×
(
~O× ~A
)
− ∂0
(
∂0 ~A− ~Oφ
)
, (29)
Taking the time derivative operation to Eq. (28) and divergence operation to Eq.
(29) we get,
∂ρ
∂t
=
1
g
[
∂2t (~O · ~A)− ~O2(∂tφ)
]
, (30)
~O · ~J = −1
g
~O ·
[
~O× (~O× ~A)
]
−
1
g
[
∂2t (~O · ~A)− ~O2(∂tφ)
]
, (31)
Using vector identity ~O · ~O× ~a = 0,
∂ρ
∂t
+ ~O · ~J = 0 , (32)
that is the continuity equation, or in the four-vector formalism it can be written
as ∂µJ
µ = 0.
4 Interaction between Soliton with Fluid
In this section we describe an idea to apply the theory described in the preceeding
section. We give an example on applying the theory to provide a consistent way for
the interaction between soliton and fluid system. Soliton is a pulse-like nonlinear
wave which forms a collision with similar pulse having unchanged shape and speed
[10]. The wave equations that exhibit soliton are the KdV equation, the Nonlinear
Schrodinger equation, the Sine-Gordon equation, Nonlinear Klein-Gordon equa-
tion, the Born-Infeld equation, the Burger equation and the Boussiness equation.
Considering the Nonlinear Klein-Gordon as follow:
∂2φ
∂t2
−
∂2φ
∂x2
−m2φ+
λ
3!
φ3 = 0 . (33)
The equation is a continuum version of that describes a propagation of molecular
vibration (vibron) in α−helical protein [9]. The vibration excitation in the α−helix
protein propagates from one group to the next because of the dipole-dipole inter-
action between the group. The wave is called the Davidov soliton [9]. Davydov
has shown that in α−helical protein soliton can be formed by coupling the prop-
agation of amide−I vibrations with longitudinal phonons along spines and that
such entities are responsible for mechanism of energy transfer in biological system
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[9]. If α−helical protein immersed in Bio-fluid, then the phenomenon can be de-
scribed by the interaction of soliton with fluid system. In standard technique in
fluid dynamics, the problem will be done by solving of the Navier-Stokes equation
and nonlinear Klein-Gordon simultaneously.
In our current approach the problem is treated as follow. First, let us rewrite Eq.
(33) into four vector formalism,
∂µ∂
µφ−m2φ+
λ
3
φ3 = 0 . (34)
Using the Euler-Lagrange equation, the lagrangian density is,
L =
1
2
(∂µφ)(∂
µφ) +
m2
2!
φ2 −
λ
4!
φ4 . (35)
In order to couple this lagrangian with the Navier-Stoke lagrangian in Eq. (??),
it is sufficient to replace the covariant derivative in Eq. (35) [5],
Dµφ = (∂µ + igAµ)φ . (36)
The covariant derivative is invariant under local gauge transformation[7]. Then
the interaction between soliton and fluid system obeys the lagrangian,
L = −
1
4
FµνF
µν +
1
2
(Dµφ)(D
µφ) +
m2
2
φ2 −
λ
4!
φ4 . (37)
One interesting case is when we consider a static condition, i.e. ∂tf = 0 with
f is an arbitrary functions. Substituting Aµ = (Φ,−~v) into Eq. (37) then the
Lagrange density becomes,
L = −
1
2
(∇× ~v)2 +
1
2
|(∇− ig~v)φ|2 +
m2
2!
φ2 −
λ
4!
φ4 . (38)
The lagrangian is nothing else similar with the Ginzburg-Landau free energy la-
grangian that is widely used in superconductor theory [8]. We have seen that the
phenomenon of α−helical protein immersed in fluid similar with quantum electro-
dynamics for boson particle, while for static case it is similar with the Ginzburg-
Landau model for superconductor.
In order to perform an explicit calculation, suppose we have one-dimensional ve-
locity in x direction ~v = (u(x), 0, 0) and φ = φ(x). Then the lagrangian in Eq.(38)
reads,
L =
1
2
φ2x −
1
2
g2u2φ2 +
m2
2!
φ2 −
λ
4!
φ4 . (39)
Substituting it into Euler-lagrangian equation we arrive at,
d2φ
dx2
− γ(x)φ +
λ
3!
φ3 = 0 , (40)
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Figure 1: Single soliton solution of the nonlinear Klein-Gordon equation.
where γ(x) = m2 − g2u(x)2. The equation is called the variable coefficient of
nonlinear Klein-Gordon equation.
Further, we can consider a special case when the fluid velocity is constant, u(x) =
U , to obtain
d2φ
dx2
− γφ+ αφ3 = 0 , (41)
with γ = m2 − g2U2 and α = λ/3!. To solve the equation, we can use a mathe-
matical trick as follows. First multiply it by dφ/dx,
dφ
dx
d2φ
dx2
− γφ
dφ
dx
+ αφ3
dφ
dx
= 0 , (42)
then integrating out over x and putting the integration constant as zero due to
integrable condition limx→±∞ φ = 0. Finally we obtain,
(
dφ
dx
)2
− γφ2 +
α
2
φ4 = 0 , (43)
and it can be rewritten further as,
∫
dφ
φ(δ2 − φ2)
1
2
=
∫ √
α
2
dx , (44)
where δ2 = 2γ/α. Integration of the left hand side and solving the equation for φ
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provide the result,
φ =
2δe−
√
α
2 δx
1 + e−2
√
α
2 δx
=
2δ
e
√
α
2 δx + e−
√
α
2 δx
=
δ
cosh(
√
α
2 δx)
0 = δsech(
√
α
2
δx) . (45)
Thus, the solution for a homogeneous nonlinear Klein - Gordon equation is,
φ(x) = Asech(Λx) , (46)
where A = (12γ)/λ and Λ = (12
√
3γ)/λ3/2. This result is depicted in Fig. 1. The
figure shows that the soliton propagation will be damped by fluid. This theory
also can be applied in turbulence phenomenon [3].
5 Conclusion
We have shown an analogy between electromagnetics field and fluid dynamics us-
ing the Maxwell-like equation for an ideal fluid. The results provide a clue that we
might be able to build a gauge invariant lagrangian density, the so-called Navier-
Stokes lagrangian in term of scalar and vector potentials Aµ. Then the Navier-
Stokes equation is obtained as its equation of motion through the Euler-lagrange
principle. The application of the theory is wide, for instance the interaction be-
tween Davydov soliton with fluid system that can be described by the lagrangian
density which is similar to quantum electrodynamics for boson particle. In the
static condition, the lagrangian density is similar with the Ginzburg-Landau la-
grangian. If the fluid flow is parallel with soliton propagation we also obtain the
variable coefficient Nonlinear Klein-Gordon equation. Single soliton solution has
been obtained in term of a second hyperbolic function. The result showed that
the present of fluid flow will give a damping in solitary wave propagation.
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Abstract: Magnetohydrodynamic flows are known to play important roles in 
various industrial and technological fields. One of the key aspects of such flows 
stems from the likely response of the boundary layer to externally applied forces 
due to gravity and magnetic field. In addition to these forces, the inclusion of 
radiation effects becomes essential in applications such as high temperature 
processing and space technology. In this paper, we have thus considered natural 
convection in an electrically conducting radiating fluid. The flow, in the presence of 
an externally applied magnetic field, is caused by the impulsive motion of an 
infinite vertical flat plate bounding the fluid. Under the Boussinesq approximation, 
the governing momentum and energy equations for natural convection, subject to 
isothermal or constant heat flux conditions at the boundary, have been solved 
analytically. The solutions have been obtained corresponding to the cases of 
magnetic field being fixed either relative to the fluid or to the boundary. In all 
situations considered in this work, the expressions for the temperature and velocity 
of the fluid have been obtained explicitly. There arises a number of nondimensional 
parameters, describing the physical processes considered, whose effects on the 
developing temperature and velocity profiles have been analysed in detail. 
Furthermore, the influence of the parameters on the shear stress at the moving 
vertical plate has also been discussed. 
Keyword: Mathematical physics,  natural convection 
 
 
 
 
 
 
 
 
 
 
 
 
Proceedings of ICAM05 641
  
An Analytic Solution of the Ordinary Differential 
Equation of Green’s Function for Transient Wave-
Body Interaction Problems 
 
 
Aries Sulisetyono 
 
 
Department of Naval Architecture and Shipbuilding Engineering, Institute 
Technology of Sepuluh Nopember (ITS), Kampus ITS Sukolilo Surabaya, Indonesia 
 
 
 
Abstract: It is well known that the principal difficulties in the prediction of floating 
body motion in the time domain are mainly due to, the evaluation of the memory 
part of Green’s function and the convolution integral of the boundary integral 
equation. Based on a differential approach of  the Green’s function by Clement 
[Journal of Engineering Mathematics,33,1998], this paper introduces an analytical 
approach to evaluate the memory part of time domain Green’s function as well as 
the convolution integral involved in the boundary integral equation. This solution 
can speed up the computational process and reduce the numerical error. Results of 
this approach are compared to those obtained by Runge-Kutta and Tabulation 
methods. 
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Statistic mechanical method is applied to theoretically prove that wave 
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Abstract. Differential and linear cryptanalysis are two of the most important
attacks to test the strength of block cipher. Several researches to increase the
security of block cipher are based on those cryptanalysis. The variant of the attack
grows quickly like higher order and truncated attack as the variant of differential
attack, and multiple approximation as variant of linear attack. Unfortunately, the
resistance to differential and linear attack don’t mean that the cipher is resistant
to all other attacks. For example, since AES is provable to resistance to these
attacks, researchers try to attack AES using algebraic attacks. The attack tries
to approximate S-Box with many equations and then simplify the equations and
then solve the equations to get keys. This paper will try to describe how to
strengthen cipher without reducing the implementation speed at various softwares
and hardwares .
Key-words: block cipher, differential, linear, cryptanalysis, S-Box
1 Introduction
Since Data Encryption Standard (DES) is used in the seventies, academic world
began to examine the strength of this block cipher. Many of cryptographers tried
to break DES and investigated its property. DES is designed to be fast in hard-
ware, so its performance in software is rather disappointed. DES uses many bits
permutation, so its performance is better in hardware than software. DES use
Feistel structure, so the encryption structure is same as the decryption structure,
except the order of subkey used. With Feistel structure, the security level of en-
cryption is same as decryption [1].
For two decades, no one can break DES algorithm practically in published arti-
cle with time which is shorter than brute force attack. However, the 56-bit key
size of DES is too short to face exhaustive key search. With dedicated hardware
costing about 1 million US$, a DES key can be recovered in about an hour[2].
On Tuesday[3], January 19, 1999, Distributed net break DES in 22 hours and 15
minutes with nearly 100,000 PCs on the internet.[4] proposed an FPGA implemen-
tation completing the attack DES in 12-15 hours, using hardware roughly worth
$3500. We can use triple DES to increase key size of DES, but this mode will slow
process of encryption and decryption three times. Therefore, in 1997 till 2001, the
process to replacement DES was conducted. The result was Rijndael algorithm
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became the winner in Advanced Encryption Standard (AES) contest. Rijndael
uses Substitution Permutation Network (SPN) rather than Feistel. Process of en-
cryption is not same as decryption, so the security level of them are also different.
SPN has high degree in parallelism rather than Feistel.
The organization of the remainder of the paper is as follows : Section 2 discuss
DES-like ciphers and their cryptanalysis. Section 3 describes AES-like ciphers and
their attacks. Section 4 describes the design of block cipher, and section 5 talks
about conclusion.
2 DES-like ciphers
For a full specification of DES, we refer reader to [6]. Let (G,+) be a finite Abelian
group, G’ a subgroup on G, so Fi : G→ G′ mappings and Ei : G′ → G. We define
an r-round DES-like cipher over G as follows [7]:
Given a plaintext p = (pL, pR) ∈ G′ x G′ and key k = (k1, k2, ..kr) ∈ Gr
Ciphertext c = (cL, cR) is computed in r iterative rounds. If input to first round
= xL(0) = pL and xR(0) = pR and i = 1,2,...r, then
xi = (xL(i), xR(i)) where
xL(i) = xR(i− 1) and
xR(i) = Fi(Ei(xR(i− 1))⊕ ki)⊕ xL(i− 1)
So cL = xR(r) and cR = xL(r)
2.1 Differential Cryptanalysis
Differential cryptanalysis is introduced by Biham and Shamir [9]. The charac-
teristic of t rounds χ = χ(ψ(0), ...ψ(t)) of a DES-like cipher has a sequence of
XOR input of each round ψ(i) = (ψL(i), ψR(i)) ∈ G′ x G′ where 0 ≤ i ≤ t and
ψL(i) = ψR(i− 1), i=1,2,...t
Given x, x∗ ∈ G′ x G′ and k = (k1, ..., kr) ∈ Gr, r ≥ t, χ holds for x and k if
x⊕ x∗ = ψ(0) and x(i)⊕ x∗(i) = ψ(i)
In the each round function there are some S-boxes. For any given ∆wi,∆wi+1 ∈
GF (2m), where wi is the m-bit input of S-Box and wi+1 is m-bit output, the dif-
ferential probabilities of sj − box : GF (2m)→ GF (2m) are defined as [8] :
Pdif [sj(wi)⊕ sj(wi ⊕∆wi) = ∆wi+1] =
#{wi∈GF (2m)|sj(wi)⊕sj(wi⊕∆wi)=∆wi+1}
2m
The probability of difference of input will give difference of output is the number
of that occurrence which is possible, divided by the number of all possible input
values. We can use characteristics [9]
0←− 0
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0←− ψ = 19600000hex
to break DES with probability of every two rounds are 1234 . And characteristics
probability of round 3 till 13 is ( 1234 )
6. We have to use trick in first round so that
we only use this probability to break 16 rounds of full DES.
To prove that security level of DES-like ciphers can against differential cryptanaly-
sis, at least, it must be ensured that there is no differential with a probability high
enough to enable succesfull attack [5]. Let G1 and G2 be finite Abelian groups. A
mapping F : G1 → G2 is called differentially δ-uniform if for all φ ∈ G1, φ 6= 0,
and ϕ ∈G2
|{x ∈ G1|F (x⊕ φ)⊕ F (x) = ϕ}| ≤ δ
We have to be sure that δ of each S-Box used in cipher as small as possible, so we
can believe that a block cipher is secure against differential attack. For example,
consider function F (x) = x2
k+1 and F (x) = x−1
Proposition 1 . Let F (x) = x2
k+1 in GF (2n) and let s = gcd(k, n). Then F is
differentially 2s-uniform.
Proof : Given φ, ϕ ∈ GF (2n),φ 6= 0 then
(x⊕ φ)2k+1 ⊕ x2k+1 = ϕ (1)
has either zero or at least two solutions. Let x1 and x2 be two different solutions,
then
(x1 ⊕ φ)2k+1 ⊕ x2
k+1
1 = (x2 ⊕ φ)2
k+1 ⊕ x2k+12
(x1 ⊕ φ)2k(x1 ⊕ φ)⊕ x2k1 x1 = (x2 ⊕ φ)2
k
(x2 ⊕ φ)⊕ x2k2 x2
x2
k
1 x1 ⊕ x2
k
1 φ⊕ x1φ2
k ⊕ φ2k+1 ⊕ x2k1 x1 = x2
k
2 x2 ⊕ x2
k
2 φ⊕ x2φ2
k ⊕ φ2k+1 ⊕ x2k2 x2
(x1 ⊕ x2)2kφ⊕ (x1 ⊕ x2)φ2k = 0
(x1 ⊕ x2)2k−1 = φ2k−1
Then x1 ⊕ x2 = φ(G\{0})
Where G is subfield of (GF2n) of order 2s. Therefore given one solution x0 of (1)
the set of all solutions is x0 ⊕ φG of cardinality 2s. This completes proof.
Proposition 2. F (x) = x−1,if x 6= 0 and F (x) = 0 if x = 0, is differentially
4-uniform in GF (2n)
Proof: At first we consider in (F,+). Given φ, ϕ ∈ F and φ 6= 0, then
(x+ φ)−1 + x−1 = ϕ (2)
If x 6= 0 and x 6= φ then with multiplication (2) with x(x + φ) at two sides will
result
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x+ (x+ φ) = xϕ(x+ φ)
ϕx2 + φϕx+ φ = 0 (3)
which has at most two solutions. If both x = 0 and x = φ are solution to (2) (we
define that 10 = 0 ), so φ =
1
ϕ . If this is a case, so (3) becomes
x2 + φx+ φ2 = 0 (4)
that give two more solutions to (2)
Now we consider special case in F = GF (2n) to solve (4). We rearrange (4)
becomes
(x2)2 = (φx⊕ φ2)2
x4 = φ2x2 ⊕ φ4
x4 ⊕ φ2(φx⊕ φ2) = φ4
x(x3 ⊕ φ3) = 0
which has only two solutions: x = 0 or φ if gcd(3, 2n − 1) = 1 or if n is odd. If n
is even, then 3 divides 2n − 1. If we set d = 13 (2n − 1), then there are two more
solutions, x = α1+d or x = α1+2d. If we use the function that has δ low enough
for S-boxes, then we can be sure that our cipher can against differential attack.
For example, Advanced Encryption Standard (AES) [11] uses inversion function
in GF (28), as well as Camellia that became one of the winner in NESSIE.
DES used S-Boxes that is hidden from public in its design. Several researchers try
to reveal the design of DES. Although DES apparently don’t use the known func-
tions have low differentially uniform mappings, however DES has strength enough
to against differential attack. But in academic world, attack that needs complex-
ity lower than exhaustive search is considered as a successful attack, although this
attack may not be practical. So, the differential attack of DES that needs about
247 chosen plaintext is considered as success.
2.2 Linear Cryptanalysis
Linear attack is proposed by Matsui [10]. For any given Γwi,Γwi+1 ∈ GF (2m),
where wi is the m-bit input of S-Box and wi+1 is m-bit output, Γwi is input
mask value, and Γwi+1 is output mask value, the linear probabilities of sj − box :
GF (2m)→ GF (2m) are defined as :
Plin[wi.Γwi = sj(wi).Γwi+1] =
#{wi∈GF (2m)|wi.Γwi=sj(wi).Γwi+1}−2m−1
2m
The linear attack leads to a new design criterion in cryptographic design : nonlin-
earity. Nonlinearity measures the a function (Hamming) distance to linear (affine)
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functions. It measures how well a function under consideration may be linearly ap-
proximated. Linear attack searches the best linear approximation, called effective
linear expression of an cipher. At the start, we have to find good approximations to
the nonlinear component of cipher (these are usually S-Boxes), and then we extend
these approximations to the round function and then to the other rounds of cipher.
Meier [12] defined nonlinearity of function f as Nf = min
i=0,1,2,...2n+1−1
d(f, ϑi) where
ϑ0, ϑ1, ....ϑ
n+1
2 − 1 denote all affine functions, so that the first half consists of lin-
ear functions ordered according to the relation ϑi = fαi for all i = 0,1,2,...,2
n − 1
and second half consists of the complements of the function in the first half. Or
ϑi = fαi for all i = 2
n, 2n + 1, ...2n+1 − 1
Lemma 1[13]. Let f, g be functions with truth table of the real-valued function
ζf , ζg, respectively. Then d(f, g) = 2n−1 − 12 〈ζf , ζg〉
Proof. Let Vn be the set of all n-tuples of elements of the field GF (2), d is ham-
ming distance, w is hamming weight and 〈f, g〉 is inner product of two functions.
We have
〈ζf , ζg〉 =
∑
x∈Vn
(−1)(f+g)(x)
= 2n − 2w(f + g)
since w(f+g)=d(f,g), the result follows.
Lemma 2 [14]. For any function f, its nonlinearity Nf satisfies the relation
Nf ≤ 2n−1 − 2n2−1
Proof. Let Hn =

l0
l1
...
l2n−1

denote the Sylvester-Hadamard matrix of order 2n where li denotes the i-th row
of Hn for i = 0, 1, ...2n − 1. Since Hn is a symmetric matrix, we has
ζf .Hn = (〈ζf , l0〉 , 〈ζf , l1〉 , ...... 〈ζf , l2n−1〉) (5)
and
(ζf .Hn)(ζf .Hn)T = Hn.HTn ζf .ζ
T
f = 2
nζf .ζ
T
f = 2
2n (6)
Computing the left hand side of (6) using (5) we get :
(ζf .Hn)(ζf .Hn)T =
2n−1∑
j=0
〈ζf , lj〉2
By combining these result, we obtain that
2n−1∑
j=0
〈ζf , lj〉2 = 22n (7)
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From (7), there exists a jk satisfying 0 ≤ jk ≤ 2n − 1 such that 〈ζf , ljk〉2 ≥ 2n.
So, 〈ζf , ljk〉 ≥ 2
n
2 or 〈ζf , ljk〉 ≤ −2
n
2
• If 〈ζf , ljk〉 ≥ 2
n
2 is true then by lemma 1, the distance between affine func-
tions ϑjk and a function f is d(f, ϑjk) 6 2n−1 − 2
n
2−1
• If 〈ζf , ljk〉 ≤ −2
n
2 holds, then 〈ζf ,−ljk〉 = 〈ζf , ljk+2n〉 > 2
n
2 where ljk + 2
n
= −ljk . And by lemma 1, d(f, ϑjk+2n) = d(f, ϑ¯jk) ≤ 2n−1 − 2
n
2−1
With jk, both 〈ζf , ljk〉 and 〈ζf ,−ljk〉 are the largest among all j’s for j=0,1,...,2n+1−
1. This makes that either d(f, ϑjk) or d(f, ϑ¯jk) is the smallest among all affine func-
tions ϑ0, ϑ1, ...ϑ2n+1−1. So Nf ≤ 2n−1 − 2n2−1
Matsui [15] describes an 2R linear attack on 16-round DES, using a 14-round linear
relation with probability 12 − 1, 19x2−21, require about 243 known plaintext and
ten active S-boxes, covering rounds 2 till 15 with success probability about 97,7%:
R2[7, 18, 24]⊕L15[7, 18, 24, 29]⊕R15[15] = K2[22]⊕K3[44]⊕K4[22]⊕K6[22]⊕K7[44]
⊕K8[22]⊕K10[22]⊕K11[44]⊕K12[22]⊕K14[22] (8)
DES designers had known about differential attack however they didn’t know
about linear attack, so linear attack can cryptanalyse DES more successful.
3 AES-Like Ciphers
Several proposals of strategies and methods to make block ciphers immune to
cryptanalysis, have been suggested by many researchers. One of the most famous
methods is wide trail strategy that is proposed by Daemen in his Doctoral thesis
[16]. This strategy is used in Rijndael Algorithm which is chosen as the winner of
Advanced Encryption Standard (AES). Before Rijndael, some algorithms such as
Shark, Square and BKSQ also used this strategy. After the success of Rijndael as
the winner of AES, several ciphers are design with this strategy, like Anubis and
Khazad. Crypton and Rijndael are derived from Square. Camellia (was selected
as a recommended cryptographic primitive by the EU NESSIE) and Aria use the
similar S-Box with Rijndael, that is inversion function in GF (28).
In the Wide Trail Strategy, the round transformation of a block cipher consists of
different invertible transformation, each with its own functionality. The first trans-
formation is nonlinear layer which is usually performed by S-Boxes. The second
is linear layer that ensures that after a few rounds, all the output bits depend on
all the input bits. This strategy proposed that we have to make transformations
are independent for each other, so the different components can be specified quite
independently from one another. The third layer is round key addition.
The AES-like Ciphers are designed to immune against conventional cryptanaly-
sis like differential, linear, truncated differential, square, related key, interpolation
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attack, and so forth. So, until now, it isn’t known how to attack them with con-
ventional attacks. These ciphers use simple algebraic expressions that have some
advantages and disadvantages. The advantages are that the cipher has component
with good properties that can against conventional attack, and the cipher can be
implemented easily and efficiently at various platforms. The disadvantage is the
cipher can be represented by simple algebraic expression. This fact motivates a
new attack that is called algebraic attack.
Due to the design criteria of Rijndael, it can be expressed with elegant equations
in several ways. Ferguson et al [18] derive a closed formula for Rijndael that can
bee seen as a generalization of continued fractions. Any byte of the intermediate
result after 5 rounds can be expressed as follows:
x = K +
∑ C1
K∗ +
∑ C2
K∗+
P C3
K∗+P C4
K∗+P C5
K∗+p∗∗
(9)
Here every K is a byte depending on several bytes of the expanded key, each Ci is
a known constant and each * is a known exponent. A fully expanded version of (9)
has 255 terms. The first equation would express the intermediate variables after 5
rounds as function of the plaintext bytes. The second equation would cover rounds
6-10 (For AES-128) by expressing the same intermediate variables as a function
of the ciphertext bytes. Combining both equations would result in an equation
with 226 unknowns. It is unknown what a practical algorithm to solve this type
of equations would look like.
Courtois and Pieprzyk [20] showed that Rijndael can be written as an overde-
fined system of multivariate quadratic equations (MQ). For 128-bit Rijndael, the
problem of recovering the secret key from one single plaintext can be written as a
system of 8000 quadratic equations with 1600 binary unknowns. Thus the security
of Rijndael requires that there are no efficient algorithms for solving such systems.
If these equations can be solved, it is a major revolution in cryptanalysis, that are
all classical attack require a number of plaintexts/ciphertexts that is very big.
Biryukov and Canniere[19] compare systems of multivariate polynomials, which
completely define several block ciphers. Because it isn’t known the most efficient
way of solving such systems of equation, they give criterion based on some intuitive
assumptions to construct systems of equations :
1. Minimize the total number of free terms (free monomials). In order to achieve
this, try to:
• Minimize the degree of the equations. This reduces the total number
of possible monomials
• Minimize the difference between the total number of terms and the total
number of equations.
650 Proceedings of ICAM05
  
Yusuf K., Adang S. A., M Sukrisno M., Iping S. S.,Sarwono S
2. Minimize the size of individual equations
Their results are shown at table 1. For Rijndael with 128 bits key, there are 3296
variables, 6296 equations, and 16096 terms that have to be solved to get the keys.
Until now it isn’t known how to solve this such equation.
Table 1: A Comparison of the complexities of the systems of equation in GF(2)
Khazad Misty1 Kasumi Camellia-128 Rijndael-128 Serpent-128
Variables 6464 3856 4264 3584 3296 16640
Linear eq. 1664 2008 2264 1920 1696 8320
Nonlinear eq 6000 1848 2000 4304 4600 9360
Equations 7664 3856 4264 6224 6296 17680
Linear terms 6464 3856 4264 3584 3296 16640
Quadratic terms 10800 6832 7952 11520 12800 13000
Terms 17264 10688 12216 15104 16096 29640
4 The Design of Block Cipher
In this section we will describe some components of block cipher that can against
cryptanalysis without lower performance in at various platform. Many of block
ciphers are considered immune to classical attack, but many of them have no
good performance enough when they are implemented at various platforms. For
example, IDEA, RC2, AES finalists and Blowfish. IDEA uses three incompatible
types of arithmetic operations and Blowfish use S-Box dependent-key. After a long
time, no attack can be done to IDEA and Blowfish in open literature. But IDEA
and Blowfish aren’t suitable to be implemented in 8-bit smartcard, because IDEA
uses 16-bit word for arithmetic operations and Blowfish needs huge memories to
be implemented.
4.1 Linear Component
Linear component is used to give avalanche effect of cipher. Daemen [16] defines
branch number to quantify the effect of an invertible linear mapping θ. If wh(a) is
Hamming weight of a, and this component can be bits or elements from GF (2n)
then
B(θ) = min
a6=0
(wh(a) + wh(θ(a)))
B gives a measure for the worst case diffusion. Note that wh(a) ≤ n, for every
choice of θ; if wh(a) = 1, this implies that B ≤ n + 1. We call an invertible linear
mapping for which B = n + 1 optimal. We can use MDS (Maximal Distance
Separable) codes to achieve this. A linear code C of length n, dimension k, and
with minimum distance d between the codewords is denoted as an (n,k,d)-code.
Codes with d = n - k + 1 are called MDS codes.
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Proposition 3[17]. Let C be a (2n,n,n+1)-code over the Galois field GF (2m).
Let Gm be the generator matrix of C in echelon form:
Gm = [InXnAnXn]
Then C defines an optimal invertible linear mapping γ:
γ : GF (2m)n → GF (2m)n : X → Y = A.X
Proof: First we show that B = n + 1. The definition of B gives :
B(γ) = min
X 6=0
(wh(X) + wh(γ(X)))
= min
X 6=0
(wh(X, γ(X)))
The minimum of the Hamming weights of the non-zero codewords is by definition
equal to d = n + 1. Then, to prove that γ is invertible, we consider that γ isn’t
invertible. So we have two vectors j, k such that j 6= k and γ(j) = γ(k). Since γ
is linear, then γ(j − k) = γ(j)− γ(k) = 0. And then
B = min
l 6=0
(wh(l) + wh(γ(l))) 6 wh(j − k) + wh(γ(j − k)) 6 n+ 0 < n+ 1
This is in contradiction with B = n + 1. So, γ is invertible. The branch number
of a diffusion layer is very important. The low diffusion of the DES is used by
Matsui[15] to construct a linear approximation of the cipher with high correlation.
4.2 Nonlinear Component
To get confusion, we can use inversion mapping in GF (2n) like S-Box which is used
in SHARK cipher. To against algebraic attack, we can add linear transformation
with different fields to this inversion function, such as Rijndael(S-Box in Rijndael
is composed of GF (2) and GF (28)). But, there is disadvantage with this design.
The S-Box in Rijndael isn’t involutional, so we must make two different algorithms
to encrypt and decrypt. To overcome this problem we can use involutional S-Box
in SPN cipher (Feistel don’t need invertible F function), like Khazad and Anu-
bis which have been submitted to NESSIE project [21]. Motivations behind such
extensive use of involutional components is twofold: efficient implementation and
equal security of encryption and decryption. But, involutional S-Box often cause
implementation inefficiently and resistance to classical attack become suboptimal.
By considering that there isn’t solution for algebraic attack for AES-like Ciphers,
I prefer using inversion mapping in GF (2n) to compose nonlinear component. We
can keep on using inversion function and linear transformation with different n,
which is located before and after inversion function like Camellia cipher, to make
implementation efficiently and resistance against classical attack (it is hoped that
this way can make cipher immune against algebraic attack), but we must use new
structure like in Aria Cipher (the future Korean national standard block-cipher)
to make involutional cipher [22]
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5 Conclusion
In this section we will conclude what we have discussed in section before :
• Linear and nonlinear component in block cipher have very important role to
against all attaks. Linear component have a function to achieve diffusion,
whereas nonlinear component have a function to give confusion.
• Rijndael is designed to against conventional attacks and to be implemented
at various software and hardware efficiently, flexible and easily. Therefore,
Rijndael only use simple components, however, these components cause Ri-
jndael easily to be represented in algebraic expression in several ways. Fur-
thermore, This fact make researches for constructing equations to define
Rijndael and solving the equations to get the keys. Even though there are
many researches in algebraic attack, at the time of writing this paper, no
shortcut attacks on Rijndael (AES) have been reported openly.
• It is a easy to make complicated Block Cipher to obtain secure cipher (this
type of cipher will run slowly at various platform and will be implemented
inefficiently), but it is more difficult to assess its security, and more difficult
to make cipher that can against every known attack and can be implemented
efficiently at various software and hardware.
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Abstract. We denote by (p, q)-graph G a graph with p vertices and
q edges. An edge-magic total labeling on a (p, q)-graph G is a bijection
λ : V (G)∪E(G)→ {1, 2, ..., p+ q} with the property that, for each edge
xy of G, λ(x)+λ(xy)+λ(y) = k, for a fixed positive integer k. Moreover,
λ is a super edge-magic total labeling if it has the property that the vertex
labels are the integers 1, 2, . . . , p the smallest possible labels. A (p, q)-
graph G is called edge-magic total (super edge-magic total) if there exists
an edge-magic (super edge-magic, respectively) total labeling of G. In
this paper, we study the properties of super edge-magic total graphs. We
give some further necessary conditions for such graphs. Based on this
condition we provide some theorems how to construct new super edge-
magic total graphs from the old. In particular, we construct the new
graph from two super edge-magic total graphs.
Key words and phrases: edge-magic total labeling, super edge-magic
total labeling, graph, dual labeling, the magic constant
1 Introduction
In this paper we consider finite undirected graphs without loops and
multiple edges. V (G) and E(G) stand for the vertex set and edge set
of graph G, respectively. We denote by K1,n−1 a star on n vertices. The
general references for graph-theoretic ideas can be seen in [8] and [14].
We denote by (p, q)-graph G a graph with p vertices and q edges. An
edge-magic total labeling on a (p, q)-graph G is a bijection λ : V (G) ∪
E(G) → {1, 2, ..., p + q} with the property that, for each edge xy of G,
λ(x) + λ(xy) + λ(y) = k, for a fixed positive integer k. Moreover, λ is
B Supported by Hibah Pekerti DP3M-DIKTI Indonesia, Contract Number:
337/P4T/DPPPM/HPTP/IV/2004
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a super edge-magic total labeling if it has the property that the vertex
labels are the integers 1, 2, . . . , p, the smallest possible labels.
A (p, q)-graph G is called edge-magic total (super edge-magic total) if
there exists an edge-magic (super edge-magic, respectively) total labeling
of G. We shall follow [13] to call λ(x) + λ(xy) + λ(y) the edge sum of xy,
and k the magic constant of the graph G. Edge-magic total graphs were
first discussed by Kotzig and Rosa [10] (under the name of graph with
magic valuation). Super edge-magic graphs were introduced by Enomoto
et al. [3].
A number of classification studies on edge-magic total (resp. super
edge-magic total) graphs has been intensively investigated. In [10] and
[7] it is proved that every cycle Cn and caterpillar are edge-magic total.
Kotzig and Rosa [11] show that no complete graph Kn with n > 6 is edge-
magic total and give some edge-magic total labeling for Kn, 3 ≤ n ≤ 6,
n 6= 4. Wallis et al. [13] showed that all paths Pn and all n-suns are
edge-magic total. In [15] and [16] are exhibited the relationships between
super edge-magic total labelings and other well studied classes of labelings
(harmonius, cordial, graceful and antimagic).
Some conjectures remain open, namely that all trees are edge-magic
total [10] (super edge-magic total [3]) and all wheels Wn are edge-magic
total if n 6≡ 3 (mod 4) [2]. Enomoto et al. [3] have checked (by a computer)
that their conjectures are true for all trees with less than or equal 16
vertices and wheelsWn for n ≤ 30. Philips et al. [17] showed that a wheel
Wn for n ≡ 0 or 1 (mod 4) is edge-magic total. Slamin et al. [18] proved
that for n ≡ 6 (mod 8), every wheel Wn has an edge-magic total labeling.
For disconnected graphs, in [10] there is proved that nP2 is super
edge-magic total if and only if n is odd. Kotzig [9] showed that if G is a
trichromatic graph and G is edge-magic total then a disjoint union of n (n
odd) identical copies of G is also edge-magic total. In particular, if G = P3
then graph nP3, for n odd, is edge-magic total. In [19] it is shown that
nP3 is super edge-magic total when n is odd. Yegnanarayanan [19] also
conjectured that for all n, nP3 has an edge-magic total labeling. Baskoro
and Ngurah [20] proved that nP3 is super edge-magic total for n even,
n ≥ 4.
Figueroa-Centeno et al. [4] showed that P3 ∪ nP2 is super edge-magic
total for every n ≥ 1; P2 ∪ Pn is super edge-magic total for every n ≥ 3;
mK1,n is super edge-magic total form odd and for every n ≥ 1; and graph
mPn is super edge-magic total for any m and for any odd n. The super
edge-magic total characterization of the nP3 ∪ kP2 and K1,m ∪K1,n can
be found in [21]. Recently, E.T. Baskoro et al. [1] and I W. Sudarsana et
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al. [2] gave some theorem how to construct new super edge-magic total
graphs from old ones. More comprehensive information on edge-magic
total and super edge-magic total graphs is given in [6].
In this paper, we study super edge-magic total labelings. We derive
more results how to contruct a new super edge-magic total labeling from
some old ones.
2 The Results
In this section, we give an expansion technique on super edge-magic total
graphs. The double star Sn,m is a graph formed from two stars K1,n−1
andK1,m−1 by joining two centers by an edge. Let Sn,m has the vertex-set
{u1, u2, ..., un, v1, v2, ..., vm} with the edge-set {u1ui : i = 2, ..., n}∪{v1vj :
j = 2, ...,m} ∪ {u1v1}.
2.1 Further Necessary Conditions
Let us start with a necessary and suﬃcient conditions for a graph of being
super edge-magic total in the following lemmas.
Lemma 1. [4] A (p, q)-graph G is super edge-magic total if and only if
there exists a bijective function f : V (G)→ {1, 2, ..., p} such that the set
S = {f(u)+f(v) : uv ∈ E(G)} consists of q consecutive integers. In such
a case, f extends to a super edge-magic total labeling of G with the magic
constant k = p+ q+ s, where s = min(S) and S = {k− (p+1), k− (p+
2), · · · , k − (p+ q)}.
Furthermore, in order to know what possible values of the magic con-
stant for graph G to be super edge-magic total, E.T. Baskoro et al. [1]
proved the following lemma.
Lemma 2. [1] Let a (p, q)-graph G be super edge-magic total. Then, the
magic constant k of G satisfies p+ q + 3 ≤ k ≤ 3p.
Corollary 1 If k is the magic constant of a tree with p vertices then
2p + 2 ≤ k ≤ 3p. Furthermore, the magic constant of a (p, q)-graph G
with c components ranges between 2p− c+ 3 to 3p.
Next, we introduce the property of edge-magic total labelings.
Lemma 3. Let a (p, q)-graph G be an edge-magic total. Let λ be an edge-
magic total labeling of G with the magic constant k. Let n ≥ 0. Then, the
labeling λ1 defined:
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λ1(x) = λ(x) + n, ∀x ∈ V (G), and
λ1(xy) = λ(xy) + n, ∀xy ∈ E(G)
has the magic constant k1 = k + 3n.
Proof. Let uv ∈ E(G). Then,
k1 = λ1(u) + λ1(uv) + λ1(v)
= λ(u) + n+ λ(uv) + n+ λ(v) + n
= λ(u) + λ(uv) + λ(v) + 3n
= k + 3n
ut
The labeling λ1 is called translation labeling of λ on G with distance
n. Moreover, λ1 is a translation super edge-magic total labeling if it is
obtained from the labeling λ is a super edge-magic total.
Lemma 4. Let n ≥ 0. A (p, q)-graph G is super edge-magic total if and
only if there exists a bijective function fn : V (G)→ {n+1, n+2, ..., n+p}
such that the set S = {fn(u)+fn(v) : uv ∈ E(G)} consists of q consecutive
integers. In such a case, fn extends to a translation super edge-magic total
labeling of G with the magic constant kn = p+q+n+s, where s = min(S)
and S = {k + 2n− (p+ 1), k + 2n− (p+ 2), · · · , k + 2n− (p+ q)}.
The proof, we can proceed analogously as in the proof lemma 1 (see
[4]).
2.2 Further Results of Expanding Super Edge Magic
Theorem 1 Let p ≥ 2. Let a (p,q)-graph G be a super edge-magic total
with the magic constant k and k ≥ 2p + 2. Let m be any positive inte-
ger and m ≤ 3p + 1 − k. Then a new graph, formed from G by adding
exactly m distinct vertices {x1, x2, ..., xm} adjacent to m couples vertices
{{z1, z2}1, {z2, z3}2, ..., {zm, zm+1}m} of G labeled by {{k − 2p − 1, k −
2p}, {k−2p, k−2p+1}, ..., {k−2p−2+m, k−2p−1+m}} respectively,
is super edge-magic total with the magic constant k1 = k + 3m.
Proof. By Lemma 1 there exists a vertex labeling λ on G such that S =
{k − (p + q), k − (p + q − 1), ..., k − (p + 1)}. Let {x1, x2, ..., xm} be the
new vertex. Let G1 be the new graph. In G1, define a vertex labeling in
the following way.
λ1(u) = λ(u) for u ∈ V (G),
λ1(xi) = p+ i for i = 1, 2, ...,m.
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Let S1 = {λ1(u) + λ1(v) : ∀uv ∈ E(G1)}. Clearly,
S1 = S ∪ {∪mi=1{xizi, xizi+1}}, where xizi are the new edges. So, we have
S1 = {k−(p+q), ..., k−(p+1)}∪{∪mi=1{k−(p+1)+2i−1, k−(p+1)+2i}}.
This implies that the new graph is super edge-magic total with the magic
constant k1 = k− (p+ q)+ p+m+ q+2m = k+3m (by Lemma 1). The
theorem holds only if the highest label of the vertex adjacent to xm is less
then or equal to p, namely k − 2p− 1 +m ≤ p. So, m ≤ 3p+ 1− k. ut
If the magic constant k of a (p, q)-graph G is exactly 2p+ 2, then m
can be equal to p− 1 (by Theorem 1). In this case, we add exactly p− 1
distinct vertices adjacent to p − 1 couples vertices of G. The resulting
graph has the magic constant k + 3p − 3. Thus, the following corollary
holds.
Corollary 2 Let a (p, q)-graph G be a super edge-magic total with the
magic constant k = 2p+ 2. Then a new graph, formed from G by adding
exactly p− 1 distinct vertices {x1, x2, ..., xp−1} adjacent to p− 1 couples
vertices {{z1, z2}1, {z2, z3}2, ..., {zp−1, zp}p−1} of G labeled by {{k − 2p−
1, k − 2p}, {k − 2p, k − 2p+ 1}, ..., {k − p− 3, k − p− 2}} respectively, is
super edge-magic total with the magic constant k1 = k + 3p− 3. ut
Theorem 2 Let (p1, q1)-graph G1 and (p2, q2)-graph G2 be two graph are
super edge-magic total with the magic constant k1 and k2. Let k1 ≥ 2p1+2.
The new graph G formed from G1 and G2 in the following way.
1. Joining the vertex x1 of G2 which has the smallest label to m distinct
vertices z1, z2, ..., zm of G1 labeled by k1−2p1−1, k1−2p1, ..., k1−2p1−2+m
respectively.
2. Joining the vertex zm of G1 to all vertices of G2 except x1.
If m = 3p1 + 2 − k1 and k2 = 2p2 + q2 + 1 then the graph G is super
edge-magic total with the magic constant k = 3p1 + 2p2 + q2 + 1.
Proof. By Lemma 1 there exists a vertex labeling λ1 on G1 such that
S1 = {k1 − (p1 + q1), k1 − (p1 + q1 − 1), · · · , k1 − (p1 + 1)}. By Lemma 4
there exists a vertex translation labeling of λ2 on G2 with distance p1 such
that S2 = {k2+2p1−(p2+q2), k2+2p1−(p2+q2−1), · · · , k2+2p1−(p2+1)}.
Define a vertex labeling λ : V (G)→ {1, 2, ..., p1, p1+1, ..., p1+ p2} in the
following way.
λ(z) = λ1(z) for z ∈ V (G1),
λ(x) = λ2(x) + p1 for x ∈ V (G2).
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Let S = {λ(z)+λ(x) : ∀zx ∈ E(G)}. Clearly, S = S1∪{λ(x1)+λ(zi) :
1 ≤ i ≤ m} ∪ {λ(zm) + λ(xi) : 2 ≤ i ≤ p2} ∪ S2, where x1zi, zmxi are the
new edges of G. Clearly, S = {k1−(p1+q1), · · · , k1−(p1+1)}∪{k1−(p1+
1)+1, · · · , k1−(p1+1)+m}∪{k1−(p1+1)+m+1, · · · , k1−(p1+1)+m+p2−
1}∪{k2+2p1− (p2+ q2), k2+2p1− (p2+ q2−1), · · · , k2+2p1− (p2+1)}.
Since m = 3p1 + 2 − k1 and k2 = 2p2 + q2 + 1, then it can be easily
verified that S = {k1 − (p1 + q1), · · · , k1 − (p1 + 1)} ∪ {k1 − (p1 + 1) +
1, · · · , 2p1+1)}∪{2p1+2, · · · , 2p1+p2}∪{2p1+p2+1, · · · , 2p1+p2+q2}.
By Lemma 1, G is super edge-magic total with the magic constant k =
k1 + 2p2 + q2 +m− 1 = 3p1 + 2p2 + q2 + 1. ut
If (p2, q2)-graphG2 is a star then the magic constant k2 can be equal to
3p2. Therefore, the magic constant of the new graph is equal to 3(p1+p2)
(by theorem 2).
Theorem 3 Let (p1, q1)-graph G1 and (p2, q2)-graph G2 be two graph are
super edge-magic total with the magic constant k1 and k2. Let k1 ≥ 2p1+2.
If k2 = 2p2 + q2 + k1 − 3p1 then the new graph, formed from G1 and G2
by joining all vertices of G2 to a vertex u0 of G1 labeled by k1 − 2p1 − 1,
is super edge-magic total with the magic constant k = 2p2 + q2 + k1.
Proof. By Lemma 1 there exists a vertex labeling λ1 on G1 such that
S1 = {k1 − (p1 + q1), k1 − (p1 + q1 − 1), · · · , k1 − (p1 + 1)}. By Lemma
4 there exists a vertex translation labeling of λ2 on G2 with distance p1
such that S2 = {k2 + 2p1 − (p2 + q2), k2 + 2p1 − (p2 + q2 − 1), · · · , k2 +
2p1 − (p2 + 1)}. Let G be the new graph formed from G1 and G2 by
joining all vertices of G2 to a vertex u0 of G1. Define a vertex labeling
λ : V (G)→ {1, 2, ..., p1, p1 + 1, ..., p1 + p2} in the following way.
λ(u) = λ1(u) for u ∈ V (G1),
λ(v) = λ2(v) + p1 for v ∈ V (G2).
Let S = {λ(u)+λ(v) : ∀uv ∈ E(G)}. Clearly, S = S1∪{λ(u0)+λ(vi) :
1 ≤ i ≤ p2}∪ S2, where u0vi are the edges connecting the graph G1 with
G2. Clearly, S = {k1 − (p1 + q1), · · · , k1 − (p1 + 1)} ∪ {k1 − (p1 + 1) +
1, · · · , k1−(p1+1)+p2}∪{k2+2p1−(p2+q2), k2+2p1−(p2+q2−1), · · · , k2+
2p1−(p2+1)}. Since k2 = 2p2+q2+k1−3p1, then it can be easily verified
that S = {k1−(p1+q1), · · · , k1−(p1+1)}∪{k1−(p1+1)+1, · · · , k1−(p1+
1)+p2}∪{k1−(p1+1)+p2+1, · · · , k1−(p1+1)+p2+q2}. By Lemma 1,
G is super edge-magic total with the magic constant k = 2p2+q2+k1. ut
Corollary 3 Let a (p1, q1)-graph G1 be a super edge-magic total with the
magic constant k1 and k1 ≥ 2p1 + 2. Let Tp2 be a tree on p2 vertices. If
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k2 = 3p2+k1−(3p1+1) then the new graph, formed from G1 and tree Tp2
by joining all vertices of Tp2 to a vertex u0 of G1 labeled by k1 − 2p1 − 1,
is super edge-magic total with the magic constant k = k1 + 3p2 − 1.
Recently, I W. Sudarsana et. al. [2] have showed that the new graph
is super edge-magic total with the magic constant k1 + 3p2 − 1 for the
graph (p2, p2)-graph G2 are trees, especially, path Pn and star K1,n−1.
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Abstract: For some appropriate values 2x)-(1=y  with [0,1)x∈ , the discrete 
version of a quite simple iterated function systems (IFS), which consists of two 
functions [0,1)[0,1):f,f 10 a  with 2 (y)f 0
y=  and 
2
1
2
(y)f1 += y , can be used to 
construct the standard binary Gray code by applying only a finite number of steps 
of the limit process that produces the corresponding attractor, usually a fractal, of 
the IFS. We generalize this procedure for a class of IFS’s consisting of m functions 
[0,1)[0,1):f,,f,f 1-m10 aK with m
j
m
y +=(y)f j , where 2≥m  and 1210 , m-,, , j K= . 
The resulting algorithm can be used to construct both the m-ary (standard) Gray 
codes G and the sequence of integers 1110
n-
n - mamaax +++= K  corresponding to 
the m-ary words 110 n-...aaax =  of G  simultaneously, i.e. it solves the index 
problem of the constructed m-ary Gray code as well.  
 
Keywords: m-ary Standard Gray codes, iterated function systems (IFS). 
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A NOVEL SOLUTION FOR EXHAUSTIVE SEARCH  
IN SPEECH CODING 
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Abstract. Code-Excited Linear Predictive (CELP) has been proven to be the 
promising coder for producing high quality speech at bit rate 4.8 kbps by vector 
quantizing the excitation sequence using a large stochastic codebook. Even though, 
a CELP coder must run a huge computational to find the optimal excitation vector 
(search exhaustively) because it uses a large stochastic codebook (e.g. 1024 as in 
4.8 kbps coding). The reduction of the computational load for the CELP coder has 
been done by using efficient codebook structure, but it still searches the optimal 
excitation vector exhaustively. Using Transformed Binary Pulse Excitation (TBPE) 
at the CELP coder significantly reduces the computational load because the 
optimal excitation vector can be generated by using a smaller codebook with an 
appropriate transformation matrix. 
Key-words: CELP, excitation vector, transformation matrix, search, binary pulse  
 
1 Introduction 
 
In the last two decades, there is an acceleration in speech coding evolution. Speech 
coders with near-toll quality are available right now for 4.8 kbps until 8 kbps. 
These low bit rate voice coders are required for future applications such as digital 
mobile radio telephony, mobile satellite links, and the emerging ISDN service. Voice 
with good quality for these low bit rate voice coders has become possible with the 
introduction of a new generation of speech coding techniques known as analysis-
by-synthesis predictive coding.  
 
The CELP coder has proven to be the most promising candidate for producing high 
quality speech at bit rates as low as 4.8 kbps, where bit reduction is achieved by 
vector quantizing the excitation using a large stochastic codebook. The CELP 
principle is based on the observation that the residual signal, after short-term and 
long-term prediction, is a noise-like signal and it is assumed, therefore, that the 
residual can be modeled by a zero-mean Gaussian with slowly-varying power 
spectrum. A large excitation codebook (usually 1024 entries) is used and the 
optimum innovation sequence is determined by exhaustively searching the 
codebook for the address (and the corresponding gain) which minimizes the mean-
squared weighted error criterion. 
 
The need to exhaustively search the CELP excitation codebook has resultedin a 
computationally demanding algorithm which, until recently, hindered the real time 
implementation of CELP systems. The CELP complexity has been reduced by using 
efficient codebook structures such as ternary codebooks, overlapping sparse 
codebooks, algebraic codebooks, and vector sum excitation. Despite the reduction 
in the complexity offered by the above mentioned efficient codebook structures, the 
exhaustive search of the excitation codebook has still to be performed. 
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This paper will describe a new approach for representing the stochastic excitation 
sequence, called Transformed Binary Pulse Excitation (TBPE) [1], which significantly 
reduces the excessive complexity associated with CELP coders. This paper will 
describe the coder structure and the excitation definition, before deriving an 
efficient excitation determination procedure which eliminates the need for the 
exhaustive search of an excitation codebook.  
 
2 CELP Coder Algorithm Description  
 
Like all vector quantization techniques, CELP coding is a frame-oriented technique 
that breaks a sampled input signal into blocks of samples (i.e., vectors) that are 
processed as one unit.  CELP coding is based on analysis-by-synthesis search 
procedures, perceptually weighted vector quantization (VQ), and linear prediction 
(LP). A 10th order LP filter is used to model the speech signal's short-term 
spectrum, or formant structure.  Long-term signal periodicity, or pitch, is modeled 
by an adaptive code book VQ.  The residual from the short-term LP and pitch VQ is 
vector quantized using a fixed stochastic code book.  The optimal scaled excitation 
vectors from the adaptive and stochastic code books are selected by minimizing a 
time varying, perceptually weighted distortion measure that improves subjective 
speech quality by exploiting masking properties of human hearing. 
 
The CELP coder's computational requirements are dominated by the two code book 
searches.  The computational complexity and speech quality of the coder depend 
upon the search sizes of the code books.  Any subset of either code book can be 
searched to fit processor constraints, at the expense of speech quality. 
 
Fed-Std-1016 [2] uses an 8 kHz sample rate and a 30 ms frame size with four 7.5 
ms sub frames.  CELP analysis consists of three basic functions:  1) short-term 
linear prediction, 2) long-term adaptive code book search, and 3) innovation 
stochastic code book search.  CELP synthesis consists of the corresponding three 
synthesis functions performed in reverse order with the optional addition of a 
fourth function, called a post filter, to enhance the output speech.  The transmitted 
CELP parameters are the stochastic code book index and gain, the adaptive code 
book index and gain, and 10 line spectral parameters (LSP).  The following 
description of our CELP coder represents only one of many possible 
implementations that would comply with Fed-Std-1016. 
 
3 CELP Receiver 
 
The CELP receiver is shown in Figure 1.  After achieving frame synchronization, the 
receiver decodes the CELP parameters, including forward error correction decoding,  
as specified in Fed-Std-1016.  Adaptive smoothing of and stability constraints upon 
the received CELP parameters are recommended to derive parameters suitable for 
driving the synthesizer.  The receiver synthesizes speech by a parallel gain-shape 
code excitation of a linear prediction filter.  The excitation is formed using a fixed 
stochastic code book and an adaptive code book.  The stochastic code book 
contains sparse, overlapping, ternary valued, pseudo randomly generated code 
words.  Both code books are overlapped and can be represented as linear arrays, 
where each 60 sample code word is extracted as a contiguous block of samples.  In 
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the stochastic code book, the code words overlap by a shift of –2 (each code word 
contains all but two samples of the previous code word and two new samples).  The 
adaptive code book has a shift of one sample or less between its code words.  The 
code words with shifts of less than one sample are interpolated and correspond to 
non integer pitch delays.  The linear prediction filter's excitation is formed by 
adding a stochastic code book vector, given by index is and scaled by gs, to an 
adaptive code book vector, given by index ia and scaled by ga.  The adaptive code 
book is then updated by this excitation for use in the following sub frame.  Thus, 
the adaptive code book contains a history of past excitation signals, and the delay 
indexes the code word containing the best block of excitation from the past for use 
in predicting the present.  The number of samples delayed in time is called the 
pitch delay; which corresponds to an adaptive code book index.  For delays less 
than the sub frame length, a full vector of previous excitation does not exist, so the 
short vector is replicated to the full vector length to form a code word.  Finally, an 
adaptive post filter may be added to enhance the synthetic output speech. 
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Figure 1.  CELP Receiver 
 
4 CELP Transmitter 
 
The CELP transmitter, shown in Figure 2, contains a replica of the receiver's 
synthesizer (minus the post filter) that, in the absence of channel errors, generates 
speech identical to the receiver's.  This approximation, s^ , is subtracted from the 
input speech and the difference is perceptually weighted.  This perceptually 
weighted error is then used to drive an analysis-by-synthesis (closed-loop) error 
minimization gain-shape VQ search procedure.  The search procedure finds the 
adaptive and stochastic code book indices and gains that minimize the perceptually 
weighted error.  The linear prediction filter can be determined by conventional 
open-loop short-term LP analysis techniques on the input speech.  The CELP 
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parameters, an alternating sync bit, and a future expansion bit are then encoded 
as specified by Fed-Std-1016 [2] for transmission. 
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Figure 2.  CELP Transmitter 
 
5 Transformed Binary Pulse Excitation Coder  
 
The Transformed Binary Pulse Excited LPC coder structure is shown in the block 
diagram of Figure 3. The synthesized speech s^ (n) is found by filtering the 
excitation signal v(n) through the pitch synthesis filter 1/P(z) and the LPC 
synthesis filter 1/A(z). The error between the original speech s(n) and the 
synthesized speech s^ (n) is then weighted by the perceptual weighting filter W(z) 
and the excitation signal is determined by minimizing the mean square of the 
weighted error eW(n). The LPC synthesis filter is an all-pole time-varying filter of 
the form :  
( ) ( ) ∑
=
−−
== p
i
i
i za
zA
zH
1
1
11  
where {ai} are the LPC parameters (short-term predictor coefficients) and p is the 
predictor order. The filter parameters are determined outside the analysis-by-
synthesis loop by minimizing the mean squared short-term prediction residual, and 
they are updated every 20-30 ms. Short-term prediction removes the correlation 
between successive speech samples, while pitch prediction removes the long-term 
correlation in the speech (corresponding to the pitch periodicity). Assuming one-tap 
long-term prediction (LTP), the pitch synthesis filter is given by : 
( ) ( ) α−−== zGzPzF .1
11  
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Figure 3. Transformed Binary Pulse Excitation Coder 
where G is the LTP gain and a is the LTP delay. Although the pitch synthesis filter 
parameters can be determined outside the closed optimization loop, a significant 
speech quality improvement is obtained when the long-term prediction parameters 
are determined inside the analysis-by-synthesis loop. The selection of the error 
weighting filter is perceptually motivated. Its role is to shape the spectrum of the 
quantization noise such that it is concentrated in the frequency regions where the 
speech has high energy (the formant regions), thereby masking the noise by the 
speeds signal. The error weighting filter is given by  : 
( ) ( )
∑
∑
=
−
=
−
−
−
=
⎟⎠
⎞⎜⎝
⎛= p
i
ii
i
p
i
i
i
za
za
zA
zAzW
1
1
1
1
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where γ is a fraction between 0 and 1 which determines the degree by which the 
error spectrum is de-emphasized in the format regions. A commonly used value of γ 
is 0.8. 
6 Excitation Definition 
 
In the TBPE approach, the excitation signal consists of a number of pseudo 
stochastic pulses with predefined pulse positions. In an excitation frame of length 
N, suppose that there are M nonzero pulses separated by D - 1 zeros, where M = N 
DIV D, and DIV denotes integer division. The excitation vector is given by : 
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δβ  
where δ(n) is the Kronecker delta, gi are the pulse amplitudes, mi are the pulse 
positions, and β is a scalar gain similar to that which appears in the CELP. As in 
the RPE approach, there are D sets of pulse positions given by : 
mi (k) = k + (i - 1)D 
 
where D is the pulse spacing, and k is the position of the first pulse. In RPE coders, 
the optimum pulse amplitudes and first pulse position are determined by 
minimizing the mean-squared weighted error between the original and synthesized 
speech, and this requires solving a set of M x M equations D times. Further, the 
pulse amplitudes in RPE are each quantized with 3 bits after scaling by the 
maximum pulse, or the rm9 value of the pulses, which is quantized with 5 or 6 
bits. The large number of bits needed to quantize the pulse amplitudes in RPE 
makes it difficult to achieve high quality speech below 9.8 kbps. In TBPE approach, 
the pulses are pseudo-stochastic random variables, similar to the CELP concept, 
and they are quantized only with one bit per pulse, in addition to the scaling gain 
β. 
 
The pulse amplitudes gi, i= l,..., M, are not obtained from a large stochastic 
codebook as in the CELP approach. Instead, they are determined by the 
transformation of a binary vector. That is : 
g = A b 
where b is an M x 1 binary vector with elements -1 or 1, A is an M x M 
transformation matrix, and g is the excitation vector containing the pulse 
amplitudes. The vector b could be one of 2M possible binary patterns, which means 
2M different excitation vectors can be obtained using the transformation in 
Equation (6). Thus, this transformation is equivalent to a 2M sized codebook with 
the need to only store an M x M matrix. The equivalent of smaller codebook sizes 
can be obtained by setting some of the binary pulses to fixed values, or by omitting 
some of the columns of the matrix A. If the hypothetic codebook size is to be 
reduced by a factor m, either m pulses in the binary vector are made fixed (say -1), 
or m columns are omitted from the matrix A resulting into an M x Q transformation 
matrix and Q x 1 binary vector, where Q = M - m. On the other hand, the equivalent 
of larger codebooks is obtained by utilizing several transformation matrices. Using 
m different transformation matrices is equivalent to a book of size 2M+m. 
 
For the special case where the transformation matrix is equal to the identity 
matrix I, the excitation pulses are binary with values -1 or 1. In this case the 
excitation vectors can be viewed as 2M points regularly distributed over the surface 
of a sphere in N-dimensional space. When the matrix A is orthogonal (i.e. AT A = 
I), the transformation results into a vector containing Gaussian random variables. 
Generating binary pulses at random and examining the distribution of the pulses 
gi resulting from the orthogonal transformation reveals that the variables gi follow 
a Gaussian distribution with zero mean and unit variance. Applying an orthogonal 
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transformation to the binary vectors rotates the vectors without changing their 
distribution in the N-dimensional space. Both identity and orthogonal 
transformations exhibited similar performances. 
 
7 Coder Performance 
The TBPE coder was evaluated at different bit rates in the range from 4.8 to 8 
kbps. Good communications quality speech was obtained at 4.8 kbps and near-toll 
quality speech was obtained at 8 kbps.  
Codebook Population SEGSNR (dB) 
Gaussian 14.03 
Sparse 14.06 
Ternary 13.81 
Overlapping sparse 14.09 
Binary regular pulses 13.71 
Transformed pulses 13.85 
Table 1. SEGSNR SEGSNR for the TBPE and different CELP approaches. 
Table 1 shows a comparison between the segmental SNRs of the TBPE and 
different CELP approaches at 7.8 kbps. The 20 ms speech frame is divided into 5 
sub frames of 32 samples length. For the CELP approaches a 9-bit stochastic 
codebook was used with the gain quantized with 5 bits (4 bits for the magnitude 
and 1 for the sign), and with the index and gain jointly optimized [3]. In case of 
TBPE, 8 binary pulses are used (decimation factor of 4) with the first pulse position 
quantized with 2 bits and the gain with 4 bits (the BPE gain is always positive as 
the sign information is carried by the pulses themselves). It is clear from the SNR 
figures in Table 1 that the objective quality of TBPE is very close to CELP. In fact, 
subjective listening tests did not show any difference in speech quality in either 
case. When the excitation vectors were not transformed (binary regular pulses), 
there was slight degradation in speech quality compared to the transformed case. 
 
8 Summary 
 
The TBPE coder has several advantages over the CELP. The main advantage is the 
significant reduction in the computational complexity. As shown in previous 
sections, the search of an excitation codebook of size 2M is reduced to searching a 
local book of size M+ 1. In case of untransformed vectors, it requires about M2 + M 
instructions and for the next M vectors in the local codebook, about M (M+3) 
instructions are needed to update the term.  
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Abstract. This paper describes the application of recursive least squares (RLS) 
linear regression algorithm in the development of analog scales weight 
measurement interface module for Community Health Centers (CHCs). The main 
function of such module is to transfer the weight measurement data of pregnant 
mothers and children under five years from existing analog mother and child scales 
to a PC. This interface module consists of both hardware and software modules. 
The hardware module converts and transfers weight measurement data from 
analog scales to the PC. We use a shift potentiometer sensor for a weight sensor 
placed in mechanical part of modified analog scales. The sensor converts spring 
deflection from the analog scale to resistance value due to weight difference. Then 
the hardware module converts the resistance value into digital pulses and transfers 
them to the PC. The C-based software modules record, process, calibrate and 
present the data. In the PC software module, an identification method using RLS 
linear regression algorithm is applied to model the weight measurement system. 
The relationship between inputted reference weight values and the measured 
periods of the digital pulses yields linear regression constants. Weight values in kg 
will be obtained based on the linear regression equation from the constants, 
measured periods of the digital pulses, and the inputted linear regression order 
(from 1st to 4th order). A number of simulations and clinical experiments have been 
completed in our laboratory and three different CHCs. The results show that by 
using the 4th order RLS linear regression, non-linearity of the sensor can be 
optimized and the minimum error of measurement is obtained. By implementing 
the RLS linear regression algorithm, the interface module is capable of transferring 
the weight measurement data from various types of analog scales and shift 
potentiometer sensors. 
Key-words: recursive least squares, linear regression, identification, weight 
measurement interface 
 
1 Introduction 
 
Community Health Centre (CHC) or Puskesmas has an important role in delivering 
health care to community in Indonesia. Lack of facilities and ineffective of 
coordination, administration, data recording and reporting systems are some major 
problems in CHC. In order to improve the quality of community health care in 
Indonesia, our biomedical engineering laboratory has continuously developed an 
internet-based community telemedicine system [4]. A CHC equipped with PC-based 
medical workstation(s) and telecommunication interface, will be able to send or 
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receive medical information quickly and precisely to/from referral hospitals, health 
offices or another Community Health Centers.  
In general, Indonesia has relatively high percentage of both mother mortality rate 
(MMR) and children mortality rate (CMR), among ASEAN countries. By 
implementing the internet-based telemedicine system for CHC, it is expected that 
in the long run, both MMR and CMR could be reduced through improving the 
quality of mother and child health care. One of the important physiological 
parameters that have to be measured to monitor the condition of pregnant mother, 
fetus and to evaluate nutrient of children under five is body weight. In our 
laboratory, a low cost microcontroller-based analog scales weight measurement 
interface modules has been developed. The main function of this interface module 
is to transfer the weight measurement data of pregnant mothers and children 
under five years from existing analog mother and child scales to a PC. Block 
diagram of analog scales weight measurement interface module is shown in figure 
1. The interface module consists of both hardware and software modules. The main 
function of hardware module is to convert and transfer the weight measurement 
data from analog scales (both mother and child scales). Shift potentiometer sensor 
is used as a weight sensor placed in mechanical part of modified analog mother 
and child scales. The sensor converts spring deflection from the analog scale to 
resistance value due to the weight difference.  Then the hardware module converts 
the resistance value into digital pulses and transfers them to the PC. The C-based 
software modules record, process and store the data and will be integrated with 
mother and child database software (in PC) developed using web-based 
programming. In the PC software module, an identification method using recursive 
least squares (RLS) linear regression algorithm is applied to model the weight 
measurement system in accordance with the types and specifications of the analog 
scales and the shift potentiometer sensors. The weight value in kg will be resulted 
based on linear regression equation. Further discussion about the application and 
implementation of the RLS linear regression algorithm in the development of analog 
scales weight measurement interface module will be describe in this paper. 
 
Figure 1 Block diagram of analog scales weight measurement interface modules 
The weight measurement data can be recorded automatically, stored in PC, 
evaluated, further processed, or can be sent to other medical stations (different 
Community Health Centres, referral hospitals, and health offices). The required 
minimum PC specifications are as follows: Pentium III – 500MHz processor, 128 
MB memory, 20 GB Hard disk, and joystick or serial interface port. 
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2 Methods 
 
This part will briefly describe the identification method using RLS linear regression 
algorithm which is applied to model the weight measurement system. The basic 
principles of the system identification methods is to find the relationships, if any, 
that exist in a set of variables when at least one is random or unknown, being 
subject to random (unknown) fluctuations and possible measurement errors. In 
regression, typically one of the variables, often called the response or dependent 
variable, is particular interest and is denoted by y. The other variables φ1, φ2,…..φp, 
usually called explanatory, or independent variables, or regressors, are primarily 
used to predict or explain the behavior of y [1]. A linear regression analysis is based 
on the model:    
                                                                             (1) )()()( tetty T += θφ
where additive errors e are used and where is an n-dimensional vector and θ 
is parameter estimate. 
)(tTφ
 In matrix notation we obtain the estimation model for linear 
regression is: 
                                                                             (2) eY NN +Φ=Μ θ:
By using least squares estimation, the sum of the squared errors between the 
model output and the observations can be minimized. The least squares solution 
(optimal parameter estimate) is:   
N
T
NN
T
N YΦΦΦ= −1)(θˆ                                                (3) 
Least squares method is not suitable for modeling the weight measurement system. 
A lot of inputted data sets and a large matrix order are required for obtaining a 
good estimation results and it can be difficult to organize. Therefore we applied 
recursive least squares identification algorithm as follows: 
                                       kkkkk P εφθθ += −1ˆˆ
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where is the parameter estimate, regressor φkθˆ
P
k,  is the prediction error and the 
matrix , which are all evaluated at time = 1,2,3,… With this algorithm only 
few data need to be stored and the solution can be updated.  
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3 Implementation 
 
The analog scales weight interface module has the following technical 
specifications: using AT89S52 microcontroller: 8 bit, 8kB EEPROM and serial 
interface port, to be used with both mother and child scales, shift potentiometer 
type sensor is required (attached to a moving part of the analog scales), 0 – 120 kg 
measurement range (for mother) and 0 – 20 kg (for children), ~0.08 kg accuracy 
range (for mother) or ~0.01 kg (for children). Pulse generator circuits transfer and 
convert weight measurement data from both mother and child analog scales. These 
circuits convert resistance value into digital pulses. Then microcontroller circuit 
records, processes and sends the weight measurement data to PC via the serial 
port. There are two different types of software modules, namely: the microcontroller 
software and software for the PC. The microcontroller software module calculates 
the periods of the digital pulses by using microcontroller timer and sends the 
results to the PC.  
 
The RLS linear regression algorithm is applied in PC software module using Turbo 
C software. The analog scales weight measurement interface module completed 
with PC software module which consists of 2 two main units, i.e.: RLS linear 
regression constants determination unit and weight measurement unit. The 
function of RLS linear regression constants determination unit is to identify the 
weight measurement system in accordance with the types and specifications of the 
analog scale and the shift potentiometer sensor. The RLS algorithm is applied in 
this software unit by implementing the equation (4). It is realized in form of a 
function in C-based programming which is developed from several sub-functions. 
The application file (.exe) size of the RLS linear regression constants determination 
unit that consists of the implemented RLS function is 53 kB. We have to run this 
application software as an initialization step for each type of analog scale and the 
shift potentiometer.  
According to the equation (4) the linear regression constants ( ) will be resulted 
from relation between inputted reference weight values ( ) and periods of digital 
pulses calculated and sent by the microcontroller to the PC (φ
kθˆ
ky
kθˆ
k ). Where k = 1, 2, …, 
to the length of inputted data set ( ,φky k). The solution can be updated as we 
add a new data set input. The number of the resulted linear regression constant is 
in proportion to the inputted linear regression order. The resulted constants are 
stored in a text file, namely constants.txt. 
 
After the constants.txt file is yielded, the weight measurement process can be done.  
The weight value will be obtained by using the weight measurement software unit 
based on the linear regression model (equation 1). This unit is also completed with 
calibration function, to calibrate the sensor at 0 kg. The application file (.exe) size 
of the weight measurement unit is 39 kB. The weight value will be resulted based 
on the following model (equation (6)).  
 
Weight = ( -∆ )n  + ( - )n-1 +… ……….………..(6) pφ p 1θ pφ p∆ 2θ 1+nθ
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where  is linear regression constant,  n is  linear regression order ,  is period of 
digital pulse value (ticks), and  is  periods of digital pulses shift resulted from 
calibration process (ticks).  
θ pφ
p∆
 
4 Simulation and Experimental Results 
 
A number of simulations, laboratory experiments as well as clinical experiments 
have been completed in our laboratory and in three different Community Health 
Centres (CHCs). A series of simulation tests have been conducted by using 
MATLAB 6.1 software to find the best RLS order. The results show that the best 
RLS order for both analog mother and child scales is the 4th order (figure 2 and 3). 
By using the 4th order RLS linear regression, non-linearity of the sensor could be 
optimized. 
 
     
 
Figure 2 RLS simulation results using the 1st – 4th RLS order analog mother scale 
weight measurement interface module 
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Figure 3 RLS simulation results using the 1st – 4th RLS order analog child scale 
weight measurement interface module 
 
The measurement tests have been done in our laboratory. First, we run the RLS 
linear regression constants determination software unit to obtain the linear 
regression constants by inputting the reference (real) weight values (kg) and RLS 
order. Then the constants will be resulted and stored in a text file. Afterward we do 
the measurement process by weighing a number of loads using the weight 
measurement software unit for both of analog mother and child scales.  
 
The weight value will be presented and can be stored in a text file, namely 
weight.txt. From the results we calculated the weight measurement error. The 
experimental results from several samples of weight measurement data are listed in 
Table 1 for analog mother scale and Table 2 for analog child scale.  
 
The measurement results show that by using the 4th order RLS linear regression, 
the minimum error of measurement is obtained. It is relevant to the MATLAB 
simulation results.  
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Table 1 Weight Measurement Test Results of Analog Mother Scale Interface Module 
 
RLS Order 
  1st order RLS    2nd order RLS 
Reference 
weight 
value (kg) 
Weight value 
on the scale 
(kg) Weight  (kg) Error  Weight  (kg) Error  
0 0 4.694 - 2.544 - 
4.75 4.75 6.138 0.292211 4.084 0.140210526
12.5 12.5 10.633 0.14936 10.145 0.1884
17.1 17.1 14.886 0.129474 12.905 0.245321637
26.3 26.3 25.591 0.026958 25.321 0.037224335
39.9 39.9 37.182 0.06812 38.891 0.025288221
56 56 53.058 0.052536 56.308 0.0055
63.6 55.3 63.284 0.004969 63.755 0.002437
66.7 66.5 66.345 0.002331 66.47 0.000451
75 75 74.575 0.005667 76.119 0.01492
119.5 119.5 122.537 0.025414 116.851 0.22167
RLS Order 
  3rd order RLS    4th order RLS Reference 
weight (kg) 
Weight value 
on the scale 
(kg) Weight  (kg) Error  Weight  (kg) Error  
0 0 1.582 - 0.591 - 
4.75 4.75 4.537 0.044842105 4.393 0.075157895
12.5 12.5 9.564 0.23488 12.132 0.02944
17.1 17.1 13.603 0.204502924 17.286 0.010877193
26.3 26.3 24.788 0.057490494 27.743 0.05486692
39.9 39.9 40.52 0.015538847 40.729 0.020776942
56 56 56.828 0.014785714 56.091 0.001625
63.6 55.3 64.584 0.015471698 62.252 0.021194969
66.7 66.5 66.864 0.002458771 66.578 0.001829085
75 75 75.337 0.004493333 75.093 0.00124
119.5 119.5 119.946 0.003732218 119.986 0.004066946
 
 
Clinical experiments have also been done in three different Community Health 
Centres (Dago, Salam and Moch. Ramdhan CHCs) by measuring body weight of 
pregnant mothers and children under five years. The weight measurement data of 
the patients (pregnant mothers and children) are successfully recorded 
automatically in the PC in form of text (.txt) file.    
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Table 2 Weight Measurement Test Results of Analog Child Scale Interface Module 
 
RLS Order 
  1st order RLS    2nd order RLS 
Reference 
weight 
value  
(kg) 
Weight value 
on the scale 
(kg) Weight  (kg) Error  
Weight  
(kg) Error  
0 0 2.659 - 1.161 - 
2.5 2.5 3.336 0.3344 2.397 0.0412
3.8 3.8 3.886 0.022631579 3.422 0.09947368
4.75 4.75 4.244 0.106526316 4.086 0.13978947
6 6 4.658 0.223666667 4.849 0.19183333
7.8 7.8 4.658 0.316666667 5.816 0.25435897
11 11 8.713 0.207909091 12.125 0.10227273
13.4 13.4 12.587 0.060671642 14.405 0.075
17.1 17.1 17.553 0.026491228 17.944 0.04935673
18 18 18.986 0.054777778 18.281 0.01561111
20 20 22.107 0.10535 18.353 0.08235
RLS Order 
  3rd order RLS    4th order RLS 
Reference 
weight (kg) 
Weight value 
on the scale 
(kg) Weight  (kg) Error  
Weight  
(kg) Error  
0 0 0.275 - -0.018 - 
2.5 2.5 2.411 0.0356 2.459 0.0164
3.8 3.8 3.768 0.0084211 3.984 0.0484211
4.75 4.75 4.684 0.0138947 4.867 0.0246316
6 6 5.701 0.0498333 6.021 0.0035
7.8 7.8 7.05 0.0961538 7.464 0.0430769
11 11 11.625 0.0568182 11.286 0.026
13.4 13.4 14.149 0.0558955 13.48 0.0059701
17.1 17.1 16.546 0.0323977 17.155 0.0032164
18 18 17.682 0.0176667 18.148 0.0082222
20 20 21.033 0.05165 19.762 0.0119
 
5 Conclusions  
 
Based on the simulation, laboratory and clinical experimental results, we can 
derive the following conclusions: 
- An identification method using recursive least squares (RLS) linear 
regression algorithm is applied in PC software of analog weight measurement 
interface module to model the weight measurement system in accordance 
with the types and specifications of the analog scales and the shift 
potentiometer sensors. We do the identification process by finding the 
relationship between inputted reference weight values and periods of digital 
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pulses measured and sent by microcontroller to the PC. The weight values in 
kg are successfully resulted based on the modified linear regression model 
(equation 6).   
- By implementing the algorithm, the interface module is capable of 
transferring the weight measurement data from various types of analog 
scales and shift potentiometer sensors. 
- The MATLAB simulation, measurement and clinical experimental results 
show that by using the 4th order RLS linear regression, non-linearity of the 
sensor can be optimized and the minimum error of measurement is obtained. 
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NASH EQUILIBRIUM OF TWO PLAYER LINEAR 
QUADRATIC DYNAMIC GAME DISCRETE SYSTEM  
 
Salmaha, Ari Suparwantoa, Solikhatuna 
 
 a Universitas Gadjah Mada, Yogyakarta, Indonesia  
 
Abstract. In this paper open loop Nash equilibrium of the linear quadratic dynamic 
game discrete system is considered. With Hamilton method optimal Nash solution 
is derived. Generalized difference Riccati equation is studied for finite time 
problem. Then the relationship between the existence of solution of the pair of 
generalized Riccati differential equation and optimal Nash equilibrium solution is 
studied. 
Key-words: linear quadratic, dynamic game, discrete, Nash equilibrium  
 
1 Introduction 
 
In this paper we study open-loop discrete dynamic game. Strategy in open-loop 
game here is based on the assumptions that the parties act non cooperatively and 
that they have information on the model only its present state and the model 
structure. 
 
For the continous game, the problem were studied in [1] and [2]. For discrete case, 
using Hamilton method the existence and uniqueness of optimal Nash equilibrium 
are studied in [1]. In paper [2], the relationship between the existence of 
generalized differential Riccati equation solution and optimal Nash solution of 
dynamic game in finite planning horizon for continous game are studied. 
Assimptotic behaviour of difference Riccati equation for discrete game with infinite 
planning horizon were studied in [3].  
 
In this paper discrete game with finite planning horizon is studied. The relationship 
between the existences of generalized differential Riccati equation solution and 
optimal Nash solution is considered. 
 
Two player linear quadratic discrete dynamic game with the players giving control 
to the system 
 02211 )0(),()()()1( xxkubkubkAxkx =++=+ ,          (1.1) 
With .10,21,)(,)( −≤≤≤≤ℜ∈ℜ∈ Nkikukx irin  
The two players minimizing objective function in the Nash sense in the form 
[ ]−
=
+++=
1
0
21221111111 )()()()()()(2
1)()(
2
1 N
k
TTT
N
T kuRkukuRkukxQkxNxKNxJ ,         
         1.2) 
[ ]−
=
+++=
1
0
22221211222 )()()()()()(2
1)()(
2
1 N
k
TTT
N
T kuRkukuRkukxQkxNxKNxJ ,
                    (1.3) 
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With all matrices are symmetric, further more Q1 , Q2 and K1N ,K2Ni semi positive 
definite and R11 ,R12 ,R21 ,R22  positive definite.  
 
It has been shown in [1] that the necessary conditions for an open loop Nash 
equilibrium for the game satisfy (1.1), (1.2) and (1.3) are 
 )1()( 111111 +−= − kBRku Tψ , )1()( 221222 +−= − kBRku Tψ ,  
with 2,1),( =ikiψ satisfy  
 )1()()( ++= kAkxQk iTii ψψ ,            (1.4) 
 10,21),()( −≤≤≤≤= NkiNxKN iNiψ . 
 
The generelized differential Riccati equation will be derived, following [3]. Suppose 
that 
 10,21),()()( −≤≤≤≤= NkikxkKk iiψ .          (1.5) 
Then (1) can be rewritten as 
 [ ] )1()1()1()( 2211 +++++= kxkKSkKSIkAx ,          (1.6) 
With 0)0( xx =  and 10,21,1 −≤≤≤≤= − NkiBRBS Tiiiii . If 
[ ])1()1( 2211 ++++ kKSkKSI  invertible, from (1.4), (1.5), and (1.6) we can 
derive the generelized differential Riccati equations 
 
[ ] NT KNKAkKSkKSIkKAQkK 1112211111 )(,)1()1()1()( =++++++= − , 
                 (1.7) 
 
[ ] NT KNKAkKSkKSIkKAQkK 2212211222 )(,)1()1()1()( =++++++= − . 
                 (1.8) 
As has been stated in [3] if A invertible from (1.4), (1.6) we have 
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If the initial value is given the sequence 1),(
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1 ≥

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






mm
x
ψ
ψ , is uniquely 
determined. Note that we also have relationship  
)(~)1()1()(~ mxKmNxKmNm iNiNii =−+=−+=ψψ , 
or  
)(~)(~ mxKm iNi =ψ . 
  
 
2 Relationship of solvability of Riccati difference 
equation and Nash solution for fixed point in time  
 
The theorem below is discussed about the relationship between the existence of the 
solution of couple Riccati difference equation  (1.7), (1.8) and Nash equilibrium 
solution for two player discrete game for fixed point in time case. 
 
Denoting TTTT ))m(~),m(~),m(x~( 21 ψψ  by )(~ my , we can rewrite (1.9) in the form 
)m(y~M)m(y~ Na=+1                                                          (2.1) 
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Then 
TT ),,x~()(y~P 000 0=  and T),,()N(y~Q 000= , 
So we have ( )TTxNyQyP 00~)(~)0(~ 0=+ . From discrete system theory we have 
)0(~)(~ yMNy NNa= , therefore 
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or, if NaM  is invertible, 
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yMQMP NNNN aa .            (2.2) 
From (2.1) and (2.2) we have the following proposition: 
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Proposition 1: The two-player linear –quadratic difference game has a unique open 
loop Nash equilibrium for every initial state iff (2.1) and (2.2) is uniquely solvable for 
every 0x
~ , provided the inverses in (2.2) exist. 
 
Let  
( )










=
−
333231
232221
131211
WWW
WWW
WWW
M NNa ,             (2.3) 
and  
( )










=
3
2
1
)0(~
z
z
z
yM NNa ,               (2.4) 
By defining the following notation : 
NN K)N(WK)N(W)N(W)N(H 21311211 ++= , 
we can derive the following theorem. 
 
Theorem 1: The two-player linear –quadratic difference game has a unique open 
loop Nash equilibrium for every initial state iff )N(H  is invertible. 
 
Proof. From (2.2) and (2.3), we have 
.zKz
,zKz
,x~z)N(H
N
N
123
112
01
=
=
=
 
If  )N(H  is invertible, we have immediately from the equations above that (2.1) 
with (2.2) is uniquely solvable for every 0x
~ . Conversely, if (2.1) with (2.2) has a 
unique solution for every 0x
~ , then by taking TT ),,(x~,,),,(x~ 1001 00  == , 
we have )N(H  is invertible. 
 
3 Relationship of solvability of Riccati difference 
equation and Nash solution for fixed time interval  
 
Theorem 1 only discussed about local existence of Nash equilibrium for fixed point 
in time. Theorem 2 below will state that the existence of an equilibrium strategy for 
every point in time during some fixed time interval ],0[ N  is equivalent to the 
existence of a solution to the couple Riccati difference equation (1.7), (1.8) on this 
interval. 
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Theorem 2: The three statements below are equivalent. 
(1). For all [ ]1,0 km ∈  there exist a unique open-loop Nash equilibrium for the two  
      player linear quadratic differential game. 
(2). Matrix )(mH  is invertible for all [ ]1,0 km ∈ . 
(3). The set of Riccati differential equation (1.7), (1.8) has a solution on [ ]1,0 k . 
 
Proof.  From equation  (2.1) and from Theorem 1, H(N) is invertible therefore we 
have 
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2
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= . 
From discrete system theory we have 0
~)(~ yMmy mNa= , then 
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From the notation introduce above we have  
 ( ) )(00
2
1
)( mNH
K
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I
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N
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
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
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
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−
. 
Therefore from (3.1) we get ( ) 01 ~)()(00)(~ xNHmNHImx −−= . From 
Theorem 1, )( mNH −  invertible, therefore )(~)(~)( 101 mxmNHxNH −= −− . 
Substitute to (3.1), (3.2) we can expressed 
 )(~)()()(~ 111 mxmNHmNGm −−= −ψ , 
 )(~)()()(~ 122 mxmNHmNGm −−= −ψ , 
For some 21 ,GG . Denote  
 )()()( 111 mKmNHmNG =−− − , 
686 Proceedings of ICAM05
  
SALMAH, ARI SUPARWANTO AND SOLIKHATUN  
 )()()( 212 mKmNHmNG =−− − , 
We can write 
 )(~)()(~ 11 mxmKm =ψ ,              (3.4) 
 )(~)()(~ 22 mxmKm =ψ .              (3.5) 
Then from (1.4) we have 
 )(~)1(~)1(~ mAmxQm iTii ψψ ++=+ .            (3.6) 
From (1.6) we have 
 [ ] )1(~)()()(~ 2211 +++= mxmKSmKSImxA                        (3.7) 
Substitute (3.4), (3.5) and (3.7) to (3.6) we get 
 )(~)()1(~)1(~ mxmKAmxQm iTii ++=+ψ , 
or
[ ] )1(~)()()()1(~)1(~)1( 12211 +++++=++ − mxAmKSmKSImKAmxQmxmK iTii , 
i=1,2. Then we get Riccati equation (1.7), (1.8). 
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A GENERALIZED INTEGRATION FORMULA FOR
DISCRETE - TIME SIMULATION BASED ON
PIECEWISE POLYNOMIAL SIGNAL APPROXIMATION
Bambang Sridadia
a Indonesian Aerospace (IAe), Bandung, Indonesia
Abstract. Signal and system in the real world can be considered to be continuous-
time one defined on the time-axis. On the other hand, in practice, a discrete-time
model simulating a continuous-time system has been successfully applied to many
applications, e.g. real-time discrete-time flight simulation, by using digital com-
puter. Numerical integration is important stage in the simulation of dynamical
system. In this paper, a fluency tunable integration technique is derived. It is
revealed that the fluency integration method includes and generalizes the conven-
tional one, i.e. Euler’s and Trapezoidal-like integration methods. The tunable
parameters m (order of fluency approximation) and h (sampling interval) can be
choosen adaptivelly according with smoothness property (continuously differen-
tiable) of signal s(t) we deal with. Thus, this concept provides a better gener-
alized family of integration formula of the relationship between the discrete-time
and continuous-time signal.
Key-words: discrete-time simulation, numerical method, signal and system, ap-
proximation theory, B-spline function.
1 Introduction
Signal and system in the real world can be considered to be continuous-time one
defined on the time-axis. On the other hand, in practice, a discrete-time model
simulating a continuous-time system has been successfully applied to many appli-
cations, e.g. real-time discrete-time flight simulation, by using digital computer.
Consequently, there must be a fundamental theory to relate mathematically the
discrete-time signal and system to the original continuous-time one.
On the other hand, structures, communication systems, control systems, design
of aircraft, and the design of chemical plants are a few of the areas where the
simulation of system with very different type of signal and concepts of numeri-
cal integration have been produced. Numerical integration is important stage in
the simulation of system. Figure 1 shows the example of numerical integration
role in the discrete-time system simulation process. Structural dynamicists have
developed special numerical integration formulas for integrating their stiff differ-
ential equations. Controls analysts have produced such formulas based solely on
frequency-domain considerations. And special single-step real-time numerical in-
tegration formulas have been developed by simulation scientists.
However, one of the problems in constructing this kind of integration theory, which
relates a continuous-time system with a discrete-time one, is what kind of signal
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 	Simulation Start
?
Initial Condition of Aircraft Position
and Attitude at t0 : x(ti) = x(t0)
?
Aircraft Input Signal at ti : u(ti)
?
Computation of Aircraft Engine Propulsion, Aerodynamic and
Flight Control, and Landing Gear System Models at ti
?
Computation of Total Aircraft Forces and
Moments at ti : F (ti) and M(ti)
?
Computation of Aircraft Equation of Motion
at ti : x˙(ti) = f(x(ti), u(ti), ti)
?
Integration of Aircraft Equation of Motion at ti :
x(ti) =
tiR
t0
x˙(t) dt =
tiR
t0
f(x(t), u(t), t) dt
?
Display of Aircraft Position and
Attitude at ti : x(ti)
?```````
       
   
   
 
```
```
` Sim. Continue ?
Yes
No
6
i = i+ 1
ﬀ
?
 	Simulation End
Figure 1: Numerical integration role in the discrete - time system simulation process.
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space is to be assumed. This integration formulation has a problem that the
signal space to which the continuous-time signal belongs is not mathematically
defined. We first have to define the signal space. Then we have a mathematically
strict relationship between the continuous-time signal and the discrete-time sig-
nal. The relationship gives us a discrete-time integration model approximating a
continuous-time one with a clear meaning.
We will be basically concerned with two types of integration : the definite and
indefinite integrals. The definite integral for the continuous-time differential equa-
tion [1] [2]
dx(t)
dt
= f(x(t), u(t), t) = s(t) (1)
is given by
x(b) = x(a) +
∫ b
a
s(t) dt (2)
while the indefinite integral is defined by
x(t) = x(a) +
∫ t
a
s(τ) dτ (3)
Some take the position that the definite integral computes a single number which
is the area under the curve of a bounded signal and that the indefinite integral
performs an antiderivative operation on the integrand, thus generating a sequence
of numbers that are values of the antiderivative signal.
In the classical development of the numerical integration, numerical integration
formulas from the sampled-data viewpoint are derived by : 1. Synthesizing a
discrete-time approximation to continuous-time integration, 2. Writing the dif-
ference equation that descibes the discrete-time system. The difference equation
is the numerical integration formula. For example, the difference equations that
describe discrete approximation of continuous integration are Euler’s integration
formula, which describes the process of sampling the continuous integration of a
zero-order reconstructed integrand
xk = xk−1 + hx˙k−1 (4)
and trapezoidal integration formula
xk = xk−1 +
h
2
(x˙k + x˙k−1) (5)
In this paper, we shall derive a generalized integration method by assuming that
the signal s(t) is the m order fluency signal. The organization of this paper is as
follows. In Section 2, the signal space composed of fluency signals is prepared. In
Section 3, the integration of a continuous-time signal by assuming a fluency signal
is discussed. Finally, Section 4 gives some examples of a integration formulation
for m = 1, 2 and 3.
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2 Notation and Mathematical Preliminaries
This section prepares some notation and definition of signal spaces composed of
fluency signals.
The fluency signal [4] of order m is an (m-2)-times continuously differentiable
piecewise polynomial of degree m-1, and it is identical with a staircase or polyg-
onal signal when its order is 1 or 2, respectivelly. A fluency signal approaches a
band-limited signal when its order approaches infinity as its smoothness increases
in proportion to its order.
The totality of continuous-time signals is considered to be in the Hilbert space
(and called finite-energy signal space)
L2(R) := {f |
∫ ∞
−∞
|f(t)|2dt < +∞} (6)
with the inner product
(f, g)L2 :=
∫ ∞
−∞
f(t) g(t)dt (7)
where R denotes the field of real numbers.
Then we consider a signal space composed of fluency signals as a subspace of
L2(R). We can define the signal space composed of fluency signals of order m (for
m = 1, 2, ...) as follows
mS := [m[s]ψk(t)]
∞
k=−∞ (8)
where we call mS the fluency signal space of order m. The basis {m[s]ψk(t)}∞k=−∞
is a fluency sampling basis, which is defined as
m
[s]ψk(t) :=
∞∑
`=−∞
mβ(`− k) m[b]ψ`(t) for k = 0,±1,±2, ... (9)
Here {m[b]ψ`(t)}∞`=−∞ is a B-spline basis of order m defined by [4]
m
[b]ψ`(t) :=
∫ ∞
−∞
(
sin(pifh)
pifh
)m expj2pi(t−(`+
m
2 )h)f df for ` = 0,±1,±2, ... (10)
and {mβ(k)}∞k=−∞ is defined by
mβ(k) := h
∫ 1
2h
− 12h
m
f B(f) exp
j2pifkh df (11)
m
f B(f) :=
h∑∞
p=−∞[
sin(pi(fh−p))
pi(fh−p) ]
m
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The B-spline basis can be represented in the form of a piecewise polynomial of
degree m-1 as follows
m
[b]ψ`(t) =
m
hm−1
m∑
p=0
(−1)p(t− (`+ p)h)m−1+
p!(m− p)! (12)
which is (m− 2)-times continuously differentiable over the t-axis, where
(t− a)m−1+ = (t− a)m−1, (t > a)0, (t ≤ a)
A B-spline signal m[b]ψ`(t) satisfies the following elementary properties:
(a) a time-limited (locally supported) property
m
[b]ψ`(t) = 0, t /∈ (`h, (`+m)h) (13)
(b) a shifting property
m
[b]ψ`(t+ kh) =
m
[b]ψ`−k(t) (14)
(c) symmetry property
m
[b]ψ`(−t) = m[b]ψ−m−`(t) or m[b]ψ`(h− t) = m[b]ψ−m+1−`(t) (15)
The fluency sampling basis satisfies
s(t) =
∞∑
k=−∞
sk
m
[s]ψk(t) (16)
for any signal s(t) ∈ mS, where sk = s(tk)(tk = kh+(mh/2)), is a sampling value.
We call a signal s(t), formed with a fluency sampling basis with the appropriate
order m, the fluency signal. The waveform of fluency signal s(t) and the sampling
basis are shown in [3].
However, the fluency sampling basis is not given explicitly. The B-spline basis
shall be used as a medium to investigate it, which is given by
s(t) =
∞∑
`=−∞
w`
m
[b]ψ`(t) (17)
where m[b]ψ`(t) means the B-spline basis and w` is the B-spline coefficient.
Let m[s]ϕ denote the mapping which transforms a continuous-time signal s(t) into its
corresponding discrete-time one sk, and m[b]ϕ denotes the mapping that transforms
s(t) into w`. Then m[s]ϕ is a linear bijection on
mS onto l2, and m[b]ϕ is a linear
bijection on mS onto l2. In order to represent the relation between m[s]ϕ and
m
[b]ϕ,
the coordinate transform operator from m[s]ϕ to
m
[b]ϕ shall be defined as follows
mB := m[b]ϕ
m
[s]ϕ
−1 (18)
Mutual relations between m[s]ϕ,
m
[b]ϕ and
mB are discussed in [5].
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3 Integration of a Continuous - Time Signal by
Assuming Fluency Signals
In this section, the integration process by assuming s(t) the m order fluency signal
to obtain a generalized formulation is discused.
Consider the given sk sample value of continuous - time differential equation
s(t) =
dx(t)
dt
= f(x(t), u(t), t) (19)
The problem is to find xk, the value of x(t) at t = kh
xk =
kh∫
−∞
s(t) dt (20)
In the present method, the signal s(t) is fluency signal interpolating the vector of
the discrete-time sequence sk by using the m-order fluency sampling basis m[s]ψk(t),
i.e.
s(t) =
∞∑
k=−∞
sk
m
[s]ψk(t) where s(.) ∈ mS, for m = 1, 2, 3, ... (21)
For exact computation, because of the time-limitted (locally supported) property
of the B-spline signal, m[s]ψk(t) can be replaced by the B-spline basis
m
[b]ψ`(t) with
the algorithm that has been proposed by [5]. We can then denote s(t) in the form
s(t) =
∞∑
`=−∞
w`
m
[b]ψ`(t) (22)
where w` is the B-spline coefficient sequence.
The following is detail of fluency integration process. We can rewrite (20) as
follows.
xk =
kh∫
−∞
s(t) dt
=
(k−1)h∫
−∞
s(t)dt +
kh∫
(k−1)h
s(t) dt
= xk−1 +
kh∫
(k−1)h
s(t) dt (23)
where s(t) is fluency function of order m, can be represented in the form of B-
spline bases of order m defined by (22) and then reordering, we obtain the second
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term of Equation (23)
kh∫
(k−1)h
s(t) dt =
kh∫
(k−1)h
∞∑
`=−∞
w`
m
[b]ψ`(t) dt
=
∞∑
`=−∞
w`
kh∫
(k−1)
m
[b]ψ`(t) dt (24)
Using time - limited (locally supported) property of B - spline signal, then we can
rewrite
kh∫
(k−1)h
s(t) dt =
b−h
h∑
`=
a−(m−1)h
h
w`
kh∫
(k−1)h
m
[b]ψ`(t) dt (25)
Integration part of Equation (25) can be computed using Equation (12) which is
representation of B-spline bases of order m in the form of piecewise polynomials
of order m as follows
m
[b]I` =
kh∫
(k−1)h
m
[b]ψ`(t) dt
=
kh∫
(k−1)h
m
hm−1
m∑
p=0
(−1)p(t− (`+ p)h)m−1+
p!(m− p)! dt
=
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
kh∫
(k−1)h
(t− (`+ p)h)m−1+ dt
=
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
kh∫
(k−1)h
(t− α)m−1+ dt for α = (`+ p)h
=
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
(t− α)m+
m
∣∣∣kh
(k−1)h
(26)
Hence, we obtain the integration formula, as follows
m
h Int(t) :

xk = xk−1 +
k−1∑
`=k−m
w`
m
[b]I`
m
[b]I` =
m
hm−1
m∑
p=0
(−1)p
p!(m−p)!
kh∫
(k−1)h
(t− α)m−1+ dt
for α = (`+ p)h
(27)
That is mh Int(t) a fluency integration technique with tunable parameters m (order
of fluency approximation) and h (sampling interval) can be choosen according with
Proceedings of ICAM05 695
  
Bambang Sridadi
smoothness property (continuously differentiable) of signal s(t) we deal with. The
algorithm of fluency integration techniques which can be used for the discrete-time
system simulation is decribed in the following Figure 2.
Each fluency integrator mh Int(t) may have many values of h and m. Aircraft
flight-training simulators are an example of simulations where different nominal
flight conditions can require different values of sampling rate h and order of fluency
approximation m for each flight condition (e.g., flaps up or down, landing gear up
or down, and high and low Mach number). The h and m for each condition are
selected by repeating the fluency tuning procedure. These h and m are stored
and used in the simulation when the appropriate condition has been reached (e.g.,
when a flap handle has been put in the down position, a gear handle is placed in
the up position, or Mach > 0.5 etc.). A slow-varying input signal (e.g., cruise con-
dition of aircraft) will be simulated at slow sampling rate (high h) or low order of
fluency approximation (low m), while a input signal with a high-frequency content
(e.g., maneuvering, landing or tracking condition of aircraft) should be simulated
at a high sampling rate (low h) or high order of fluency approximation (high m).
The fluency tunable integration is obtained by selecting the appropriate order
m within a given tolerance of the approximation error incurred in assuming the
signal, according to the characteristics of the signal of the continuous-time system
we are dealing with. Thus, this concept provides a better generalized family of
integration formula of the relationship between the discrete-time and continuous-
time signal.
4 Examples for Order of Fluency Approximation
m = 1, 2 and 3
An example of empirical m selection for the integration formulation will be dis-
cused here. In the case of order of fluency approximation m = 1, i.e. s(t) is a
staircase signal, then from (27) the integration result is as follows
xk =
kh∫
−∞
s(t) dt
=
(k−1)h∫
−∞
s(t)dt +
kh∫
(k−1)h
s(t) dt
= xk−1 + δx
= xk−1 +
k−1∑
`=k−m
w`
m
[b]I`
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Start
?
Given : sk sample value of s(t) =
dx(t)
dt
= f(x(t), u(t), t)
?
Find : xk =
khR
−∞
s(t) dt value of x(t) at t = kh
?
Assumption : s(t) =
∞P
k=−∞
sk
m
[s]ψk(t) =
∞P
`=−∞
w`
m
[b]ψ`(t)
fluency signal of order m
?
Initial values : h (sampling interval), m (order of fluency approximation),
k = 0 (initial discete-time value), x0 (initial x(t) value)
?
Transform sample value sk to B-spline coefficient w` : w` =
mB sk
?
Loop
k = k + 1
?
?
a = (k − 1)h and b = kh
?
Compute : B-spline integration function m[b]I` =
bR
a
m
[b]ψ`(t) dt
for ` from a−(m−1)h
h
to ( b−h
h
)
?
?
Compute :
bR
a
(t− α)m−1+ dt =
(t−α)m+
m
b
a
for b > α , α = (`+ p)h and p from 0 to m
Compute : δx =
bR
a
s(t) dt =
b−h
h
=k−1P
`=
a−(m−1)h
h
=k−m
w`
m
[b]I`
?
Compute : xk = xk−1 + δx
End
Figure 2: Algorithm of fluency integration techniques for the discrete - time system simulation.
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= xk−1 +
k−1∑
`=k−m
w`
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
kh∫
(k−1)h
(t− α)m−1+ dt for α = (`+ p)h
= xk−1 + wk−1
1∑
p=0
(−1)p
p!(1− p)!
kh∫
(k−1)h
(t− (k − 1 + p)h)0+ dt
= xk−1 + wk−1
 (−1)00!1!
kh∫
(k−1)h
(t− (k − 1)h)0+ dt +
(−1)1
1!0!
kh∫
(k−1)h
(t− kh)0+ dt

= xk−1 + wk−1
kh∫
(k−1)h
1 dt
= xk−1 + wk−1 (kh− (k − 1)h)
= xk−1 + hwk−1 (28)
This formulation is identical with formula of Euler’s integration method or first
order Runge-Kutta method with wk−1 equal to sample value of sk−1.
If signal s(t) is a polygonal signal, then from (27) with order of fluency approxi-
mation m = 2 the integration result becomes
xk =
kh∫
−∞
s(t) dt
=
(k−1)h∫
−∞
s(t)dt +
kh∫
(k−1)h
s(t) dt
= xk−1 + δx
= xk−1 +
k−1∑
`=k−m
w`
m
[b]I`
= xk−1 +
k−1∑
`=k−m
w`
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
kh∫
(k−1)h
(t− α)m−1+ dt for α = (`+ p)h
= xk−1 +
wk−2 2
h
2∑
p=0
(−1)p
p!(2− p)!
kh∫
(k−1)h
(t− (k − 2 + p)h)1+ dt
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+ wk−1
2
h
2∑
p=0
(−1)p
p!(2− p)!
kh∫
(k−1)h
(t− (k − 1 + p)h)1+ dt

= xk−1 + wk−2
2
h
h2
4
+ wk−1
2
h
h2
4
= xk−1 +
h
2
(wk−2 + wk−1) (29)
This formula is like trapezoidal integration method or closed Newton-Cotes inte-
gration method with wk−1 equal to sample value of sk−1 and wk equal to sample
value of sk, respectivelly. In this example, the formulation is more flexible because
a polygonal signal generally better approximates the continuous-time signal.
In the case of s(t) is a quadratic spline signal with order of fluency approximation
m = 3, then the integration result is as follows
xk =
kh∫
−∞
s(t) dt
=
(k−1)h∫
−∞
s(t)dt +
kh∫
(k−1)h
s(t) dt
= xk−1 + δx
= xk−1 +
k−1∑
`=k−m
w`
m
[b]I`
= xk−1 +
k−1∑
`=k−m
w`
m
hm−1
m∑
p=0
(−1)p
p!(m− p)!
kh∫
(k−1)h
(t− α)m−1+ dt for α = (`+ p)h
= xk−1 +
k−1∑
`=k−3
w`
3
h3−1
3∑
p=0
(−1)p
p!(3− p)!
kh∫
(k−1)h
(t− α)3−1+ dt for α = (`+ p)h
= xk−1 +
wk−3 3
h2
3∑
p=0
(−1)p
p!(3− p)!
kh∫
(k−1)h
(t− (k − 3 + p)h)2+ dt
+ wk−2
3
h2
3∑
p=0
(−1)p
p!(3− p)!
kh∫
(k−1)h
(t− (k − 2 + p)h)2+ dt
+ wk−1
3
h2
3∑
p=0
(−1)p
p!(3− p)!
kh∫
(k−1)h
(t− (k − 1 + p)h)2+ dt

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Table 1: A series of integration formulation for the discrete - time system simula-
tion.
Continuous-time signals Continuous-time integrations
s(t) ∈ L2(R) Given : s(t) = dx(t)dt = f(x(t), u(t), t)
Find : x(kh) =
kh∫
−∞
s(t) dt
Order Assumptions Discrete-time integrations
1 s(t) ∈ 1S xk = xk−1 + hwk−1
2 s(t) ∈ 2S xk = xk−1 + h2 (wk−2 + wk−1)
3 s(t) ∈ 3S xk = xk−1 + h6 (wk−3 + 4wk−2 + wk−1)
· · · · · · · · ·
m s(t) ∈ mS mh Int(t) : xk = xk−1 +
k−1∑
`=k−m
w`
m
[b]I`, where
m
[b]I` =
m
hm−1
m∑
p=0
(−1)p
p!(m−p)!
kh∫
(k−1)h
(t− α)m−1+ dt
for α = (`+ p)h
= xk−1 + wk−3
3
h2
h3
18
+ wk−2
3
h2
4h3
18
+ wk−1
3
h2
h3
18
= xk−1 +
h
6
(wk−3 + 4wk−2 + wk−1) (30)
This example presents the advantage of the present series of integration formula-
tion. This is formula of third order fluency integration method with wk−2, wk−1
and wk are B-spline coefficients computed from sample value of s(t). The continuous-
time signal is naturally modelled as a smooth function. The Table 1 shows the
effectiveness of this fluency integration method. It is evident that the series
of formulation includes and generalizes the conventional one, i.e. Euler’s and
Trapezoidal-like integration methods.
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5 Conclusions
In this paper, a fluency tunable integration technique is derived. From the formu-
lation, it is revealed that the fluency integration method includes and generalizes
the conventional one, i.e. Euler’s and Trapezoidal-like integration methods. The
tunable parameters m (order of fluency approximation) and h (sampling interval)
can be choosen adaptivelly according with smoothness property (continuously dif-
ferentiable) of signal s(t) we deal with. Thus, this concept provides a better
generalized family of integration formula of the relationship between the discrete-
time and continuous-time signal.
Because the discrete signal (wk) is the B - spline coefficient computed from sampled
value signal (sk), such computation time leads to some problems in the real - time
integration application. These problems are left for further investigation in the
near future. Also, further interesting research is to apply this method to the real -
time discrete - time system field, for example real - time digital flight simulation.
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SUBHARMONIC RESONANCE
OF A NONLINEAR SECOND ORDER EQUATION
Hartono
State University of Yogyakarta, Yogyakarta, Indonesia
Abstract. Rain-wind induced vibrations of stay cables of cable-stayed bridges
can be modeled as a simple oscillator. The rain drops that hit the cables generate
a rivulet on the surface of the cable hence changes the cross section of the cable.
During the motion of the cable the position of rivulet may vary periodically. By
using a quasi-steady approach to model the aerodynamic forces one arrives at a
nonlinear second order equation.
Subharmonic resonance evaluated at this equation and the saddle node bifurcation
occurred when the amplitude of the movement of the rivulet was varied.
Key-words: subharmonic resonance, oscillator
1 Introduction
As known that the vibration of stay cables of cable-stayed bridges can induced by
rain-wind. This phenomena was studied experimentally by Hikami and Shiraishi
[3] in a wind tunnel. Additional experimental work has been done by Matsumoto
a.o. [4]. As has been observed on scale models in wind-tunnels the raindrops
that hit the inclined stay cable generate one or more rivulets on the surface of
the cable. The presence of flowing water on the cable changes the cross section of
the cable as experienced by the wind field. Accordingly the pressure distribution
on the cable with respect to the direction of the (uniform) wind flow may became
asymmetric, resulting in a lift force perpendicular to direction of the wind velocity.
The case with water rivulets can also be characterized by the presence of the ridge
of water with the difference that this water ridge is not fixed to the surface of
the cable. As long as the water ridge is present, it may be blown or shaken off.
It is implying that one may assume that the position of the ridge varies in time.
This is a conclusion in the paper by Ruscheweyh [6], where it is remarked that the
rhythmic movement of the water rivulets, cable and aerodynamic force seem to be
the key point for understanding the phenomenon.
The main resonance in the second order linear equation occur when the frequency
of external force is equal to the natural frequency of the system. This implying that
the solution become unbounded. In case the equation is nonlinear for instance the
Duffing equation the main resonance lead to the jump phenomenon (see [5],pp.7-
9). Another characteristic of nonlinear system is the secondary resonance or the
subharmonic resonance i.e. the frequency of the external force is the multiplication
of the natural frequency of the system, for example the frequency of the external
force is twice of the natural frequency of the system as will be discussed in this
paper.
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Figure 1: Cross-section of the cylinder-spring system, fluid flow with respect to the cylinder and
wind forces on the cylinder
2 THE MODEL EQUATION FOR RAIN-WIND
INDUCEDVIBRATIONS OF A PROTOTYPE
OSCILLATOR
The modeling principles we use are closely related to the quasi-steady approach
as give in [1]. We consider a rigid cylinder with uniform cross-section supported
by springs in a uniform rain-wind flow directed perpendicular to the axis of the
cylinder. The oscillator is constructed in such a way that only vertical (one degree
of freedom) oscillations are possible. The basic cross-section of the cylinder is
circular, however on the surface of the cylinder there is a ridge able to carry out
small amplitude oscillations. To model the rain-wind forces on the cylinder a
quasi-steady approach is used; the type of oscillations which can be studied on
the respective assumptions are known as galloping. A more detailed description of
the quasi-steady approach can be found in [7]. The basic assumption of the quasi-
steady approach is that at each moment in the dynamic situation the rain-wind
force can be taken equal to the steady force exerted on the cylinder in static state.
In the dynamic situation one should take into account that the flow-induced forces
are based on the instantaneous flow velocity which is equal to the vector sum of
flow velocity and the time varying vertical flow velocity induced by the (vertical)
motion of the cylinder.
The steady rain-wind forces can be measured in a wind-tunnel and are expressed in
the form of non-dimensional aerodynamic coefficients which depend on the angle
of attack α. This angle, an essential variable for the description of the dynamics
of the oscillator, is defined as the angle between the resultant flow velocity and
an axis of reference fixed to the cylinder; measured positive in clockwise direction.
The system we will study in more detail is sketched in fig 1.
The horizontal wind velocity is U and as the cylinder is supposed to move in
the positive y direction, there is a virtual vertical wind velocity −y˙. The drag
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force D is indicated in the direction of the resultant wind-velocity Ur, whereas the
lift force L is perpendicular to D in anti clockwise direction. The ridge on the
cylinder bold indicated in fig 1. is able to carry out small amplitude oscillations.
The aerodynamic force Fy in vertical direction can easily be derived from fig 1. :
Fy = −D sinφ− L cosφ (1)
where φ is the angle between Ur and U , positive in clockwise direction, with
|φ| ≤ π/2.
The drag and lift force are given by the empirical relations:
D =
1
2
ρ d l U2r CD(α) (2)
L =
1
2
ρ d l U2r CL(α)
where ρ is the density of air, d the diameter of the cylinder, l the length of the
cylinder, CD(α) and CL(α) are the drag and lift coefficient curves respectively,
determined by measurements in a wind-tunnel.
From fig 1. it follows that :
sinφ = y˙/Ur (3)
cosφ = U/Ur
α = αs + arctan(y˙/U)
The equation of motion of the oscillator readily becomes :
my¨ + cy y˙ + kyy = Fy, (4)
where m is the mass of the cylinder, cy > 0 the structural damping coefficient of
the oscillator, ky > 0 the spring constant.
By using (2) and (3) we obtain for Fy:
Fy = −
1
2
ρ d l
√
U2 + y˙2 (CD(α)y˙ + CL(α)U) (5)
Setting ω2y = ky/m, τ = ωyt and z = ωyy/U equation (4) becomes:
z¨ + 2βz˙ + z = −K
√
1 + z˙2 (CD(α)z˙ + CL(α)) (6)
α = αs + arctan(z˙)
where 2β = cy/mωy and K = ρ d lU/2mωy are non-dimensional parameters, and
z˙ now stands for differentiation with respect to τ .
We study the case where the drag and lift coefficient curve can be approximated
by a constant and a cubic polynomial respectively:
CD(α) = CDo (7)
CL(α) = CL1(α− αo) + CL3(α− αo)
3,
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where CDo , CL1 and CL3 are real parameters with CDo > 0 and for the interesting
cases CL1 < 0 and CL3 > 0. By using α = αs + arctan z˙ we obtain for CL(α):
CL(α) = CL1(αs − αo + arctan z˙) + CL3(αs − αo + arctan z˙)
3 (8)
The cases that αs = αo and αs 6= αo where αs and αo are (time independent)
parameters have been studied in [1]. Here we study the case that the position of
the (water) ridge varies with time:
αs − αo = f(t) = f(τ/ωy) (9)
Substitution of (8) and (9) in (6) and expanding the right hand side with respect
to z˙ in the neighborhood of z˙ = 0 yields:
z¨ + z = −K[CL1f(t) + CL3f
3(t) + (10)
(CDo + CL1 + 2β/K + 3CL3f
2(t)) z˙ +
(
1
2
CL1f(t) +
1
2
CL3f
3(t) + 3CL3f(t)) z˙
2 +
(
1
6
CL1 + CL3 +
1
2
CDo +
1
2
CL3f
2(t)) z˙3] + 0(z˙4)
This derivation can also be found on [2]. If the order z˙4 and more greater are
neglected yield a cubical nonlinear second order equation.
2.1 The subharmonic resonance of a second order nonlinear
equation
One may assume that the time varying position of the ridge has a similar character
as the motion of the cable i.e. if the cable oscillates harmonically then one may
expect that the water ridge moves accordingly. Furthermore, one can also assume
that the frequency oscillation of the water ridge is twice the frequency of the motion
of the cable. So in this case one can put f(t) = A cosωt = A cos( ω
ωy
τ) = A cosΩτ
where Ω = ω
ωy
with
f2(t) =
1
2
A2(1 + cos 2Ωτ),
f3(t) =
3
4
A3(cosΩτ +
1
3
cos 3Ωτ)
and Ω = 2 + ǫη where |ǫ| ≪ 1. By setting (2 + ǫη)τ = θ (10) becomes:
z¨ +
1
4
z = −K[A2 cos θ +A3 cos 3θ + (11)
1
2
(Ao +A1 cos 2θ) z˙ − (
1
4
ǫη/K)z +
(A4 cos θ +
1
2
A3 cos 3θ z˙
2 +
2(A5 +
1
6
A1 cos 2θ) z˙
3]
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where
Ao = CDo + CL1 + 2β/K +
3
2
CL3A
2,
A1 =
3
2
CL3A
2,
A2 = CL1A+
3
4
CL3A
3,
A3 =
1
4
CL3A
3,
A4 =
1
2
CL1A+ 3CL3A+
3
8
CL3A
3,
A5 =
1
6
CL1 + CL3 +
1
2
CDo +
1
4
CL3A
2,
and a dot now stands for differentiation with respect to θ. This situation is called
the subharmonic resonance of the second order cubical nonlinear equation.
The affect of A (the amplitude of the movement of the water ridge) to the system
can be observed by setting A varies and where the other parameters are given the
following numerical values: CDo = 0.5, CL1 = −6.0, β/K = 2.0, and CL3 = 2.0.
By application of transformation :
z = y1 cos(
1
2
θ) + 2y2 sin(
1
2
θ), (12)
z˙ = −
1
2
y1 sin(
1
2
θ) + y2 cos(
1
2
θ),
after first order averaging one obtain:
˙¯
1y =
K
8
y¯1[(F −Gy¯
2
1 − 4Hy¯
2
2 ]−
1
2
ǫηy¯2, (13)
˙¯
2y =
K
8
y¯2[(F −Hy¯
2
1 − 4Gy¯
2
2 ] +
1
8
ǫηy¯1,
where
F = 3− 6A2, G =
15
8
+
7
8
A2 and H =
15
8
+
3
8
A2.
In case η = 0 and 0 < A < 12
√
2, the system (13) have 9 critical points that are
(0, 0), (±
√
F
G
, 0), (0,±
1
2
√
F
G
), (±
√
F
G+H
,±
1
2
√
F
G+H
).
Further, the Jacobian of the system (13) is :
K
8


F − 3Gy¯21 − 4Hy¯
2
2 −8Hy¯1y¯2
−2Hy¯1y¯2 F −Hy¯
2
1 − 12Gy¯
2
2

 .
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Figure 2: 2a. Relation curve between A and y¯1 . Vertical axis is A and horizontal axis is y¯1. 2b.
Relation curve between A and y¯2.
The linearization around these critical points yields that the origin is a unstable
node because the Jacobian matrix evaluated in the origin have two real positive
eigenvalues. The next four are saddle, because the Jacobian evaluated at these
points have one real positive and one real negative eigenvalue. Then the rest are
stable node, because the Jacobian evaluated at these points have two real negative
eigenvalues.
In case η = 0 and A ≥ 12
√
2, the system (13) only have one stable node critical
point that is the origin. The node stability of the origin due to the right hand side
of the system (13) are definitely negative.
Finally, one can conclude that in case η = 0 the system (13) bifurcate at A = 12
√
2
and the bifurcation is saddle node bifurcation because the saddle point and the
node points are collapse. The diagram bifurcation is depicted in Figure 2.a and
2.b. These figure are plotted by using the software Maple and the calculation base
on the Gro¨bner bases algorithm as shown in the following illustration.
Suppose that
p1 =
K
8
y¯1(F −Gy¯
2
1 − 4Hy¯
2
2), (14)
p2 =
K
8
y¯2(F −Hy¯
2
1 − 4Gy¯
2
2)
and I is an ideal generated by {p1, p2}. By using the Gro¨bner bases algorithm in
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software Maple, one found another bases of I i.e. {q1, q2, q3, q4} where
q1 = 225y¯
5
1 + 180y¯
5
1A
2 + 35y¯51A
4 + 876y¯31A
2 − 540y¯31 + (15)
408y¯31A
4 + 1152y¯1A
4 − 1152y¯1A
2 + 228y¯1,
q2 = 5y¯2y¯
3
1A
2 + 24y¯1y¯2A
2 + 15y¯2y¯
3
1 − 12y¯1y¯2,
q3 = 48y¯1A
2 − 24y¯1 + 15y¯
3
1 + 7y¯
3
1A
2 + 60y¯1y¯
2
2 + 12y¯1y¯
2
2A
2,
q4 = 48y¯2A
2 − 24y¯2 + 60y¯
3
2 + 28y¯
3
2A
2 + 15y¯21 y¯2 + 3y¯
2
1 y¯2A
2.
Furthermore, the system p1 = 0, p2 = 0 is equivalent to the system q1 = 0, q2 =
0, q3 = 0, q4 = 0. The polynomial q1 is a polynomial in A and y¯1, in other words
q1 only depends on A and y¯1. The relation curve between A and y¯1 can be found
by using the command implicit-plot at software Maple, that is the implicit-plot of
q1 = 0 and the result is depicted in Figure 2.a. Similarly one can found the Figure
2.b. If one make a horizontal line in Figure 2.a as well as in Figure 2.b, then the
line will cross the curve at five points for value of A between 0 and 12
√
2 and the
line will cross the curve at one point for the value of A is greater than or equal to
1
2
√
2.
To analyzing the effect of the detuning one can setting A fixed and keep the η as
a parameter. So the number of critical points only depends on parameter η. For
instance A = 0.1 the relation between η and y¯1 depicted in fig. 3a. The number of
critical points of equation (13) indicate by the number of intersection point between
the curve in fig. 3a with the horizontal line. For instance η = 0.0005 there exist
9 critical points because the horizontal line η = 0.0005 crossing the curve at nine
points, but for η = 0.0015 only one critical point i.e. the origin. This situation
implying that there exist a bifurcation for value of η between 0.0005 and 0.0015.
3 Concluding and Remarks
The vibration of a stay cables of cable stayed bridges can be modeled as a simple
oscillator and yielding a model equation of a nonlinear second order. The ampli-
tude of movement of the water ridge on the cable make important role on this
phenomenon. When the frequency oscillation of the water ridge is almost twice
of the natural frequency of the cable (subharmonic resonance) and when the am-
plitude of the movement of the water ridge (A) is varied, then the saddle node
bifurcation occur i.e. at value of A equal to 12
√
2. Similarly, the saddle node bi-
furcation also occur when the detuning parameter (η) is varied and the amplitude
of the movement of the water ridge keep fixed.
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Analytical Study of Chaotic Solution of 
Autoparametric System with Parametric Excitation 
 
 
S. Fatimah 
 
 
Mathematics dept. of UPI, Bandung, Indonesia 
 
 
Abstract: We analytically study the existence of chaotic dynamics on 
Autoparametric System with parametric excitation. The method of averaging is 
used to yield a set of autonomous equation of the approximation to the response of 
the system. We use a global perturbation method developed by Kovacic and 
Wiggins to analyze the parameter range for which a Shilnikov type Homoclinic orbit 
exists. This orbit gives rise to a well-described chaotic dynamics. 
Keywords: Dynamical system 
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A Strongly Nonlinear Fractional Rayleigh Oscillator 
 
 
S. B. Waluya 
 
 
UNNES, Semarang, Indonesia 
 
 
Abstract: In this paper a Strongly Nonlinear Fractional Rayleigh Oscillator will be 
studied. It will be shown that the recently developed perturbation method based on 
integrating factors can be used to approximate first integrals. Not only 
approximations of first integrals will be given, but it will also be shown how in a 
rather efficient way the existence and stability of time-periodic solutions can be 
obtained from these approximations. In particular the Strongly Nonlinear 
Fractional Rayleigh Oscillator equation 
3
122 )1( XXXXX &&&& −=++ εµα  
will be studied in detail. 
 
Keywords: Strongly Nonlinear, Fractional Rayleigh Oscillator, Perturbation 
Method, First Integral 
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Analysis of a Class of a Nonlinear Mathieu Equation 
with an Application to Flow Induced Vibrations 
 
 
H. Lumbantobing 
 
 
Institute of Research, University of Cenderawasih, Jayapura-Papua, Indonesia 
 
 
 
Abstract: This paper is concerned with an analysis of a nonlinear Mathieu 
equation with an application to flow induced vibrations. The nonlinear Mathieu 
equation can be interpreted as a model of equation of an oscillator with a 
parametric excitation and a nonlinear perturbation. Assuming the parametric 
excitation and the nonlinear perturbation are small then we can apply an averaging 
method to analyze the system’s dynamic behaviour. Criteria for the stability of 
trivial solution, the existence and the stability of various nontrivial (periodic) 
solutions and their bifurcations are given. We apply some results obtained to a 
model describing aeroelastic oscillations of a structure with one degree of freedom. 
Keywords: Mathieu equation, aeroelasticity, nonlinear oscillation, averaging 
method, bifurcation. 
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Free-Surface Flow Caused by a Source 
 
 
L.H. Wiryanto 
 
 
Department of Mathematics, Institut Teknologi Bandung, Indonesia 
 
 
Abstract: A flow caused by a line source is considered in a channel of finite depth. 
The source is placed at the bottom of the channel, and it produces a free surface 
with a cusp pointing to the source. We assume that the fluid is inviscid and 
incompressible, and the flow is irrotational so that the flow can be expressed as a 
boundary value problem of potential function from Laplace equation. Numerical 
solutions of this problem are computed by an integral equation method, 
constructed by transforming the flow domain conformally and introducing a 
hodograph variable. The numerical procedure is then used to observe the 
relationship between the nondimensional parameter Froude number F , based on 
the downstream flow, and the distance ay  of the separation point of the cusp. 
When ∞→F  we obtain the limiting solution with 363.0=ay . 
Keywords: Free-surface flow, line source, integral equation method, hodograph 
variable 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Proceedings of ICAM05 713
  
ENVIRONMENTAL IMPACT MODELING OF SEAWATER 
DESALINATION PLANTS IN THE RED SEA 
 
Anton Purnamaa, H.H. Al-Barwania, Ronald Smithb 
 
a Sultan Qaboos University, Sultanate of Oman  
b Loughborough University, United Kingdom 
 
 
Abstract. With limited and depleting natural resources of groundwater, 
desalinating seawater can supplement some of the critically lacking amounts of 
water needed for sustainability in Saudi Arabia. If desalination plants were to 
operate along the coasts of the arid climate Red Sea, the additional loss of water 
and the continuous disposal of brine waste due to the plant’s water production 
would then increase the salinity. A mathematical model is presented to calculate 
the impact of desalination plants on the salinity within a semi-enclosed sea of 
simple geometry. Due to the exponential sensitivity to the plant’s location and its 
water production rate, the impact of desalination plants at the northern Red Sea is 
found to be more severe. 
Key-words: Hypersaline, mathematical model, Red Sea, seawater desalination 
 
1 Introduction 
 
The Red Sea plays an essential role in providing Saudi Arabia with water produced 
by desalination of seawater to meet the kingdom’s continuously growing demands 
for water as the consequences of its rapid industrial development and population 
growth [2,11]. As drought conditions worsen, almost all the existing underground 
water resources have been developed and are being exploited at an unsustainable 
rate. In fact, the excessive mining of the groundwater resources are being 
accompanied by increased urban industrial and agricultural pollution. To avert the 
real threat to resource sustainability, Saudi Arabia is steeping up efforts to boost 
long-term availability by building seawater desalination plants. Once a desalination 
plant is built, its daily water production capacity will subsequently be increased in 
line with the projected demands. 
 
By 2006, the daily total production capacity of seawater desalination plants in 
Saudi Arabia will grow to 5.65 million m3 of water. Some of these plants are located 
on the coast of the Arabian Gulf, and as shown in Fig.1, the majority of the plants 
are on the coast of the Red Sea [2]. The total water produced by the desalination 
plants in the Red Sea was estimated at 2.65 million m3 of water per day [10]. The 
largest plants are Shuaiba with a capacity of 1.1 million m3 of water per day and 
Jeddah with 0.4 million m3 for supplying water to the two most populated cities of 
Jeddah and Makkah. 
 
Seawater desalination processes also produce reject brine, highly concentrated salt 
water (up to factors of 2.5) to be disposed of into the Red Sea [1,10]. Assuming a 
60% recovery rate of a desalination plant, the total volume of brine waste is 
continuously being discharged in excess of 1.76 million m3 per day.  
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Fig. 1. Desalination plants of Saudi Arabia in the Red Sea. 
 
The Red Sea is a part of the World Rift system separating the African continent 
from Arabia [8]. It is a long narrow basin, almost in a straight line, a distance of 
2000 km with widths ranging from 145 km to 306 km, and eventually constricted 
to 26 km at the southern end in the Strait of Bab el Mandab (Fig. 1). The bottom 
topography is wedge shaped with large depths in the center of the basin. The 
deepest part of more than 2000 m has been recorded at the central Red Sea, but 
the average depth of the Red Sea is only 490 m. The area of the Red Sea is about 
450000 km2. 
 
The exchange of water between the Red Sea and the Gulf of Aden occurs at the 
Strait of Bab el Mandab. There is no surface water run off because no rivers enter 
the Red Sea [5,11]. The rainfall over the Red Sea and its coasts is extremely small. 
Moisture exchange and solar heating across the air-sea interface is enhanced by 
the extremely arid nature of the bordering lands. The annual mean net evaporation 
(minus precipitation) is estimated at 2 m/yr [8], thus generating high salinity with 
the increase of surface salinity observed from north to south [3,5,8] and, in 
particular, surface salinity of more than 40 ppt observed at its northern end.  
 
The semi-enclosed Red Sea is the most saline body of water in the world’s oceans 
and is environmentally very fragile; therefore any further loss of water by 
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desalination plants and the returned discharge of brine waste would make the Red 
Sea become hypersaline. To assess the impact of seawater desalination on the 
salinity, a mathematical model is developed. Using a simple channel geometry 
representation of the semi-enclosed marginal sea, the model shows that seawater 
desalination at the northern Red Sea would deteriously change the salinity. 
Although the current production capacity of desalination plants are safely in the 
linear regime, special attention should be given in the long-term water planning as 
the impact depends exponentially on the plant’s location and its volumetric rate of 
seawater extraction.  
 
2 Solution of the model’s equations 
 
Due to lack of data and other physical properties, the scales of variability and 
many aspects of the currents in the Red Sea are still poorly understood [3,5,14]. 
The exchange of water through the Strait of Bab el Mandab [9,12] is not yet well 
measured. Thus, to develop a mathematical model, it is necessary to make many 
simplifying assumptions. We model the Red Sea as a semi-enclosed sea joining to 
the Gulf of Aden at  with salinity . Lx = Ls
 
The equation of mass flux of water is a balance between the incoming tidally 
averaged current U  through the cross-sectional area ( )x ( )xA  with continuous 
depletion by evaporation at the rate µ  and the seawater intake and brine waste 
discharges from a desalination plant located at ax = : 
( ) ( axQrBAU
dx
d −−−= δµ ) , 
 
where  is the channel width,  the rate of the plant’s water production and ( )xB rQ
δ  is the Dirac delta function. The plant’s recovery ratio is typically r . On 
integrating, we obtain  
6.0≤
( )
( )
.
,
0,
0
0



<≤−−
<≤−
=
∫
∫
x
x
LxadzzBQr
axdzzB
AU
µ
µ
                            (1) 
 
The surface salinity in the Red Sea increases roughly with distance from the Strait 
of Bab el Mandab [3,8], so a one-dimensional advection-diffusion approach can be 
adopted [6,7]: 
( ) ( axsQ
dx
dsAD
dx
dAUs
dx
d −=

− δ ) ,                                   (2) 
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where  is the tidally averaged shear-dispersion coefficient. Note that if 
seawater of salinity  is removed at the volumetric rate , then the discharge rate 
of brine waste from the plant is 
( )xD
s Q
( )Qr−1  with salt concentration ( )rs −1 .  
 
On integrating (2) and substituting for  from (1), then matching the salinity to 
 at , we finally obtain the logarithm of relative salinity 
AU
Ls Lx =
( ) ( ) ,0,1ln
0
ax
AD
dzQrdppB
AD
dz
s
s L
a
zL
xL
<≤++



=


 ∫∫∫ µ            (3)                       
and 
( ) ( ) LxaQrdppB
AD
dz
s
s zL
xL
<≤



++=


 ∫∫ ,1ln
0
µ .            (4) 
 
Thus, the salinity increase due to seawater desalination *sss −=∆  can be 
evaluated from 
( )
( )
,
,11exp
0,11exp
*







<≤−



+
<≤−


 +
=∆
∫
∫
Lxa
AD
dzQr
ax
AD
dzQr
s
s
L
x
L
a
                               (5) 
 
where  is the salinity for the case without seawater desalination. The increase is 
exponentially dependent on the seawater intake rate  and the location of the 
plant 
*s
Q
ax = . Therefore, as illustrated in Fig. 3, it is more substantial the further 
the desalination plant is from the open sea Lx = .   
 
3 The impact on the salinity of the Red Sea waters 
 
Along the Red Sea, the channel depth and width vary markedly. Thus, unless we 
can approximate the variations by simple functions, the solutions will have to be 
evaluated numerically. We model channel geometry of the semi-enclosed sea with 
 and  [13]. The channel depth profile is specified as the 
topographic surface  
( ) LBxB = ( ) LHxH 2=
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2
1
2 


+−=
LL B
y
H
z
. 
 
As shown in Fig. 2, the channel is of constant width and of parabolic cross-
sections. 
 
 
Fig. 2. Simple channel geometry of constant width with parabolic cross-sections. 
 
To illustrate how a seawater desalination plant operated along its coast would 
change the salinity distribution within the semi-enclosed sea, we also need to 
model the longitudinal dispersion coefficient . Assuming that the water 
exchange with the open sea at 
D
Lx =  is the main source of water for the semi-
enclosed sea, we have 
( ) ( ) ( )∫=
x
L dzzBUxUxA
0
, 
 
where  is the tidally averaged value of the rate of change of water depth. Next, 
as the vertical shear dispersion dominates [8,14],  is proportionally to  [4], 
so that  
LU
D UH
( ) ( ) ( )∫=
x
L dzzB
xB
UxD
0
α
. 
 
The model parameter LUα  can be estimated numerically from measurements of 
surface salinity in the Red Sea. Therefore, in the case without seawater 
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desalination, by taking the observed surface salinity  at , the 
mathematical model is “scaled” to the Red Sea. By putting 
*s
0
*xx =
=Q  in (4), we have  
225 500=L
=µ
* Lx
37
)Qr+1
( ) ( )∫=
L
xL
L zH
dz
ss
U
*
*ln
µα .                                         (6) 
 
The typical values relevant to the Red Sea are =LB  km,  m, 
 km and the annual mean evaporation rate 
H
22000=L  m/yr. Using 
 ppt as the value of salinity at the central Red Sea 40* =s 5.0=  
(approximating the location of the Shuaiba and Jeddah desalination plants) and 
the salinity at the Strait of Bab el Mandab =Ls ppt [9,12], (6) gives ( ) 312.0ln4 * ≈= LLL ssHUL αµ . The other parameters related to the 
seawater desalination plant are 6.0=r  and the Shuaiba and Jeddah plants’ total 
annual water production rate 5475.0* ≈rQ  km3/yr. Hence, 
( ) 3* 1062.1 −×≈LBLQr µ* 1 +=q . 
 
 
Fig. 3. Logarithm of relative salinity due to a desalination plant with . *50qq =
 
Thus, from (3) and (4), for a desalination plant with ( LBLq µ=  located 
at ax = , the logarithm of the relative salinity in the Red Sea is given by 
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L
a
L
x
a
Lq
L
x
s
s
L
<≤

 

+−≈



0,ln1156.0ln , 
and  
1,ln1156.0ln <≤

 

+−≈



L
x
L
a
x
Lq
L
x
s
s
L
. 
 
Fig. 3 plots the logarithm of relative salinity with *50qq =  at two plant locations 
of 2.0=La
0=a
 and . For comparison, the hypersaline condition without 
seawater desalination is shown by the dotted curve, and a plant at the head of the 
Red Sea  by the dashed curve. Note that from (5), the salinity increase is also 
due to both the plant’s water production rate and its location. 
5.0
 
 
Fig. 4. The Red Sea salinity increase due to seawater desalination at 5.0=La . 
 
The salinity increase (5) due to a desalination plant at 5.0=La  in the Red Sea 
with  ppt is shown in Fig. 4. The impact of a plant with the production 
rate  is corresponding to the salinity increase of 0.07 ppt, and if the 
plant’s capacity is increased further to 
40* =s
*10qq =
*50qq = , the salinity increase is 0.35 ppt. 
The dashed curve represents the salinity increase due to a desalination plant 
located at La
*25q
 with the production rate . Therefore, for the production rate of 
 and by relocating the plant towards the head of the Red Sea to 
q
q =
25.0=La , the impact is the salinity increase of 0.35 ppt. 
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4 Conclusions 
 
A desalination plant’s reliability and service availability are essential to sustain and 
allow the continuing long-term socio-economic development in Saudi Arabia. By 
2010, the domestic and industrial water demand is expected to double to more 
than 10 million m3 per day [2,11]. Regrettably, as desalinated water is 
indispensably required at any cost, the potential impacts on the salinity of the Red 
Sea waters have so far been ignored. Lessons from the exploitation of the 
groundwater resources, which are not only consuming the natural resources but 
also contaminating them, should have been learned so that meeting the water 
demands by seawater desalination should not necessarily be at the expense of the 
Red Sea’s fragile environment.  
 
Due to its semi-enclosed nature and arid climate, in order to minimize the impact 
of the desalination plants on the hypersaline Red Sea, care should be taken to 
determine which of the desalination plants production rates to be increased. Higher 
seawater salinity also reduces the desalination plant’s recovery ratio, and hence 
increases the cost of desalinated water.  
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Abstract. This paper presents the simulation of gas flow during the scavenging 
processes in a linear combustion engine incorporating combustion chamber and 
kickback chamber. The computation is performed using a finite volume method 
incorporating the Navier-Stokes equation and analyzed transiently in the moving 
mesh for three-dimensional model. During the compression and expansion stroke, 
the mesh moves due to the piston displacement. The results of the analysis are the 
distribution of velocity and pressure in the inlet port, scavenging, intake ports, 
combustion chamber and exhaust port. 
Key-words: free piston, Navier-Stokes equation, finite volume method, moving 
mesh  
 
1 Introduction 
 
Linear internal combustion engines may find application in the generation of 
electrical power using linear motion. The operation of this engine is distinct from 
that of a conventional slider-crank mechanism engine, insofar as the motion of the 
two horizontally opposed pistons is not externally constrained [1]. This technology 
is advantageous because it is mechanically simpler and allows for a great deal 
more freedom in defining a piston motion profile, enabling the use of novel 
combustion regimes [2].  
 
In the two-stroke engine design, the inlet frequency of gases introduced and 
expelled during each cycle is a major factor. The inlet and exhaust gases are 
moving at speeds designed to cause pressure waves. To achieve this operating 
cycle, a fresh charge of the gas must be supplied to the engine cylinder at a high 
enough pressure to displace the burned gases from the previous cycle. The 
combined intake and exhaust process that clears the cylinder of burned gases and 
fills it with a fresh mixture is called scavenging. The waves assist the filling of the 
scavenging and the extraction of the waste gases. The exhaust system is tuned to 
assist in this filling and extraction process [3]. Poor in-cylinder mixing due to 
ineffective fuel delivery is believed to be problematic in the engine [4]. 
 
Computational Fluid Dynamic (CFD) of in-cylinder flows in internal combustion 
engines is demanding both in terms of physical modeling and geometrical mesh 
handling. From the modeling standpoint, the physical phenomena of interest span 
a wide spectrum. At the low end of requirements, compressible turbulent flow of a 
Newtonian fluid is simulated (cold-flow simulation) and the model may then be 
successively extended to include heat transfer, combustion, chemical kinetics, 
modeling of fuel sprays, which includes spray injection, automation, turbulence 
dispersion, drop breakup and collision and the interphase exchange of mass, 
momentum and energy [5]. 
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From the geometrical point of view, the two-stroke free linear engine analysis is 
similarly complex. A two-stroke internal combustion engine is a 3-D geometry of 
complex shape and contains a moving piston. In order to accommodate the motion 
of engine components, computational mesh undergoes both geometrical (mesh 
motion) and topological changes. And in order to perform a successful flow 
simulation in an internal combustion engine, the range of models listed above 
needs to take into account the effects of mesh motion and topological changes. 
 
CFD provides the methods for numerical simulation of fluid flows. In spite of the 
fact that CFD analysis is regularly used in some areas of engineering, it is still not 
a widely accepted design tool. The complexity of flow regimes in, for example, 
internal combustion engines, in such that an accurate and predictive simulation 
becomes very expensive in term of time and computer resources.  In order to 
simulate the features of the flow well, complicated models and accurate solution 
are needed [6]. 
 
This study examines the velocities of gases in the scavenging processes that 
include inlet, intake ports, exhaust port, and outlet, and also the combustion 
chamber of the two-stroke linear engine transiently. Three-dimensional models of 
combustion chambers incorporated with scavenging are developed. Moving mesh 
are considered to compute the flow transiently in the chambers and ports. The 
calculations are performed for 3-D using Star-CD software. 
 
2 Model 
 
The linear engine considered in this study is depicted as in Figure 1, and the 3-D 
models of its combustion chamber incorporate with the scavenging ports, is 
depicted as in Figure 2. The modeling strategy used in this study is referred from 
[7]. The gas is assumed gasoline, initially at the room temperature and pressure.  
 
 Combustion 
Chamber Magnet  Coil 
Kickback 
Chamber 
Spark 
Plug 
Exhaust      
Inlet 
 
Figure 1 Linear generator engine model. 
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3 Flow field 
 
The mass and momentum conservation equations (the Navier-Stokes equations) for 
general incompressible and compressible fluid flows are, in Cartesian tensor 
notation [8]: 
 
 
∂ρ
∂t
+
∂
∂xj
(ρuj) = sm
 (1) 
 
∂ρui
∂t
+
∂
∂xj
(ρujui − τij) = −
∂p
∂xi
+ si
 (2) 
where t is time, xi is Cartesian coordinate (i = 1, 2, 3), ui is absolute fluid velocity 
component in direction xi, p is piezometric pressure = mms xgp 0ρ−  where ps is 
static pressure, 0ρ  is reference density, the gm are gravitational acceleration 
components and the xm are coordinates relative to a datum where 0ρ  is defined, ρ 
is density, τij are stress components, sm is mass source, and si are momentum 
source components. 
 
 
4 Finite volume method 
 
The differential equations governing the conservation of mass, momentum and 
energy within the fluid are discretised by the finite volume method (FVM). Consider 
a general coordinate-free form of conservation equation [8]: 
 
∂
∂t
(ρφ) + div(ρuφ− Γφgradφ) = sφ
 (3) 
 
 
Figure 2 The 3-D model of combustion chamber, intake port and exhaust port. 
Combustion Chamber 
Outlet 
Inlet 
Intake ports
Exhaust port 
Head of piston 
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where u is the fluid velocity vector, φ stands for any of the dependent variables, and 
Γφ, sφ are the associated diffusion and source coefficients, which can be deduced 
from the parent equations. 
An exact form of equation (3) valid for an arbitrary time-varying volume V 
bounded by moving closed surface S can be written as 
 
d
dt
Z
V
ρφdV +
Z
S
(ρurφ− Γφgradφ) · dS =
Z
V
sφdV
 (4) 
where S is the surface vector and ur is now the relative velocity between the fluid 
(u) and the surface S(uc). If V and S are, respectively, taken to be volume Vp and 
discrete faces Sj (j = 1, Nf) of computational cell, equation (4) becomes 
 
d
dt
Z
Vp
ρφdV| {z }
T1
+
X
j
Z
S
(ρurφ− Γφgradφ) · dS| {z }
T2
=
Z
V
sφdV| {z }
T3  (5) 
 
The first term, T1 of Equation (5) is discretised as 
 
T1 ≈
(ρφV )nP − (ρφV )oP
δt  (6) 
where the superscripts o and n refer to old and new time levels, respectively, 
separated by an interval δt. The second term of Equation (5) is split into the 
separate contributions Cj and Dj due to convection and diffusion, respectively, and 
each is expressed in terms of average values over cell faces, denoted by ( )j: 
 
T2 ≈
X
j
(ρurφ · S)j −
X
j
(Γφgradφ · dS)j
 (7) 
 
≈
X
j
(ρur · S)j φj −
X
j
Γφ,j f lj(φN − φP ) +
n
gradφ · S− f ljgradφ · dPN
o
j
 
where N and P are cell-centered nodes. 
 
The third term of equation (5) can be written in the general quasi-linear form 
 PssT φ213 +≈  (8) 
 
 
5 Moving mesh 
 
Mesh design in problems with a moving mesh and changing cell connectivity is 
dominated by need to keep the dynamic part of the grid simple so that they can be 
easily changed during the transient run. The formulation of mesh motion in such 
problems is divided into two conceptual steps. The first deals with connectivity 
changes, cell removal, addition, and reconnection. The second step is to specify the 
grid vertex positions as a function of time by supplying a set grid manipulation 
commands to be executed at each time step. 
 
The mesh of the model is depicted as in Figure 2 and 3. The initial mesh contains 
all cells to be used in the analysis. Figure 2 shows that there are some cells of 
combustion chamber region and cells of scavenging chamber region. These cells 
are grouped into some layers and are deactivated in order to get the current mesh 
in the transient analysis. When cells are added, they are still deemed to be 
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connected to the neighbours they had at the time of their removal. In case any part 
of the solution domain become separated from the rest of the flow field during a 
transient run, the cell material type in that domain is to be changed. 
 
There are 20 cell layers in the cylinder region and 20 cell layers in the scavenging 
chamber region. The events are defined so that one layer is deactivated at every 
event, corresponding to the piston movement between top and bottom death 
center. Similarly, the events for reactivating the cell layers are developed, 
corresponding to the piston movement between bottom and top death center. 
Figure 3 shows the deactivated cells in the scavenging chamber. 
 
 
6 Material properties and boundary conditions 
 
The materials of the fluids are a mixture of air and gasoline. The mixture is filled in 
to the inlet ports. In this paper the effect of chemical reaction is not considered. 
The mixture is considered just as gas. 
 
There are two types of boundary condition applied to this problem, attachment and 
pressure. The attachment boundaries belonging to the intake and exhaust ports 
are collected and temporarily assigned to a region, and the attachment boundaries 
belonging to the cylinder are assigned to another region. At the inlet and outlet 
regions with respect to intake and exhaust ports, respectively, the boundary 
conditions are pressures. The placement of the boundaries can be seen in the 
Figure 4. According to the problem, the inlet pressure of 500kPa and 100kPa are 
applied to the boundary condition at the inlet and outlet ports, respectively. 
 
 
7 Results and discussion 
 
Figures 5 (a) and (b) show the velocities distribution inside the engine at the piston 
position of 2.5mm from bottom dead center in the compression cycle. The gases 
from the inlet port flow to the scavenging chamber and to the intake port. Gases 
from the scavenging chamber flow also to the other intake ports and come into the 
combustion chamber with different directions. 
 
Figure 3 Moving mesh using activating and deactivating of cell layers 
Deactivated cells 
Activated cells Overlapping cells 
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Figure 5 (a) Velocities distribution inside the engine, and  
(b) Clip view the engine. 
 
Figures 6(a) shows the velocities distribution at time 0.00033 seconds in the 
combustion chamber region, and the piston positions are after the start of 
compression. At this time, the faster flows occur in the intake ports. But after that, 
the Figures 6 (b) and (c) show that the higher velocities occur in the exhaust ports, 
until the outlet to the exhaust port is closed. The Figures 6 (b), (c) and (d) show 
that the gas flow in combustion chamber almost go toward the bottom side of the 
cylinders. These phenomena occur because of the flows from the intake ports. 
There are turbulences in the upper-middle regions of cylinders. 
 
 
 
Figure 4 Boundary conditions of the problem 
Outlet 
pressure 
Inlet 
pressure 
Match 
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(a)   (b)   (c) 
 
(d)   (e)   (f) 
Figure 6 Flow distributions for flat piston crown 
 
 
 
(a)  (b)  (c)  (d)  (e) 
Figure 7 Flow distributions at the cross-sectional clip for flat piston crown 
Figures 6 show how and where the turbulences occur. From those figures, it is 
known that the gases flow from piston side, go toward bottom side of the cylinders, 
and then make a rotation in the cup regions near cylinder heads, and back to the 
cylinders. It can be possible in the cylinder using flat piston crown that fresh gases 
come from the inlets move through exhaust port before burning. 
 
Conclusions 
 
It can be concluded that the gas flow problems in the scavenging of two stroke 
linear engine can be analyzed using Finite Volume Method. The fresh mixture 
gases from the intake ports flow in to the combustion chamber. The burnt gases 
flow from the combustion chamber to the exhaust port. 
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Abstract. Wastewater treatment performance in facultative pond could be analyzed 
by evaluating its hydrodynamics. Hydrodynamics study could be done by 
mathematical model which is built from 2 (two) government equations, momentum 
and continuity equations, integrated by using finite difference method of semi 
implicit Crank-Nicolson. The results of hydrodynamics simulation, which is built 
from mathematical model, show that flow rate influences pond hydrodynamics. The 
higher influent flow rate cause flow distribution at the whole part of the pond and 
the higher water velocity, so dead zone will be reduced. If hydrodynamics 
performance is better, the treatment performance of facultative pond will be better. 
Key-words: hydrodynamics, mathematical model, facultative pond, flow rate  
 
1 Introduction 
 
Facultative pond as a part of stabilization pond system has been used to treat 
domestic wastewater from the small communities, as long as wide area is available. 
The system is chosen because it is simple to operate and maintain, and the cost is 
low too. Unfortunately, design criteria for facultative pond has not available yet. Its 
design and built are based on experience and expertise of the designer. 
Environmental and weather factors that affect the system are very complex, so 
biological process and physical phenomena inside it have been known yet. 
Therefore, there are many cases of inefficient operation, like dead zone or short-
circuiting (Wood et.al.; 1995). Good mixing ensures a more uniform distribution of 
BOD, dissolved oxygen, bacteria and algae and hence a better degree of waste 
stabilization. (hamzeh ramadan) 
 
One of the facultative ponds that operate is Bojongsoang WWTP, which is located 
in Bojongsoang and Bojongsari villages. To date, the performance of WWTP is not 
quite satisfactory. There are a number of possible things that may cause the less 
effectiveness of the WWTP. One of the possibilities is that the hydraulic 
characteristics of the pond is not properly met the criterion such as the existence 
of dead zone or eddy current. Therefore, a study on hydraulic characteristics of the 
pond is necessary. 
 
Evaluation of hydraulic characteristic on the water body could be done directly by 
using tracer study (Dorego & Leduc, 1996), (Torres et.al., 1997), (Torres et.al., 
1999), (Torres et.al., 2000) or by computational simulation using mathematical 
model |(Wood et.al., 1995), (Agunwamba, 1992), (Wood et.al., 1998). Since the 
pond is very wide, tracer study on it need many time and cost. So, the 
mathematical model is an alternative tool to evaluate the pond hydrodynamics. At 
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this research, mathematical model is built from governing equations consist of two 
hydrodynamics equations, continuity and momentum equations, which are solved 
by using finite difference numerical method of semi implicit (Crank-Nicolson).  
 
Both of these equations are derived by mass conservation and momentum at 
control volume three dimension integrated to depth to obtain two dimension 
equation at x and y direction (horizontal to depth) (Pradiko, 2002). 
 
1.1  Continuity Equation 
 
Continuity law for unsteady water can be derived by conservation laws of mass in 
one space between two sections with a very small distance as a control volume. 
Continuity equation can be obtained by approximating mass enters and exits from 
a control volume. The existing phenomenon is presented in the following figure 1 
(Pradiko, 2002). 
 
Figure 1 describes space control volume along ∆x to continuity equation of water, 
where (Pradiko, 2002): 
U = average velocity flow in axis of the abscis direction in the middle of internodes 
(m/sec) 
H = water depth (m) 
ζ  = water elevation (m) 
ρ  = mass density flow in the middle of internodes (kg/m3) 
q  = input flow enter per set of width along ∆x density mass assumed equal to water 
mass density (m2/sec). 
 
Hence input conservation laws of mass in control volume (Pradiko, 2002): 
 
"Rate of water mass which flows into control volume – rate of water mass flows out 
of control volume = rate of increasing of volume in control volume space"  
 ( ) ( ) ( ) x
t
xqx
x
UHUHx
x
UHUH x ∆∂
∂=∂+⎟⎠
⎞⎜⎝
⎛ ∆
∂
∂+−⎟⎠
⎞⎜⎝
⎛ ∆
∂
∂− ρζρρρρρ
22
           [1] 
   ( ) ( )
xqx
UH
t
ρρρζ =∂
∂+∂
∂              [2] 
 
Because water is assumed to be incompressible, ρ was constant, so that equation 
[2] can be written (Pradiko, 2002): 
 ( ) xqx
UH
t
=∂
∂+∂
∂ζ
              [3] 
 
If derived of equation is conducted for the y direction, hence the equation becomes 
(Pradiko, 2002): ( )
yqy
VH
t
=∂
∂+∂
∂ζ
            [4] 
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Figure 1.  Control Volume of Continuity Calculation 
 
 
If equation [3] and [4] combined, then they can be applied for both direction, x and 
y direction (Pradiko, 2002): 
 
( ) ( ) q
y
VH
x
UH
t
=∂
∂+∂
∂+∂
∂ζ
              [5] 
 
Where q represents input stream enter per set of width along ∆x and ∆y, or q=Q/A, 
so that equation [5] turns into (Pradiko, 2002): 
 
( ) ( )
A
Q
y
VH
x
UH
t
=∂
∂+∂
∂+∂
∂ζ
             [6] 
 
 where 
Q = water flow rate (m3/sec) 
 A =section area (m2) 
 
1.2 Momentum Equation 
Equation of water motion (momentum) is based on Newton second’s law, which 
takes into account both acceleration (a) and force per mass unit (F/m) at one 
particular object. Newton second’s law states the amount of working external force 
equals to the rate of changing of linear momentum, that is (Pradiko, 2002): 
  
( )∑ +==⋅=
dt
dmU
dt
dUm
dt
mUdamF XX             [7] 
 
Where : 
Fx = resultant force in x direction 
ax = acceleration (dU/dt) 
m = object mass or fluids 
U = velocity of x direction 
ρUH-δ(ρUH)/δx·∆x/2 ρUH ρUH+δ(ρUH)/δx·∆x/2 
δ(ρH)/δt·∆t 
∆x/2 ∆x/2 
q 
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Because force works in a steady volume and not having change of specific mass 
(density), hence the rate of mass to time is assumed zero or dm/dt=0. Equation [7] 
will become (Pradiko, 2002): 
 ∑ = dt
dUmFX             [8] 
 
Because velocity of U represents space and time function, U=U(x,y,t), hence 
derivation equation of velocity of U completely is (Pradiko, 2002): 
 
dt
dy
y
U
dt
dx
x
U
t
U
dt
dU
∂
∂+∂
∂+∂
∂=            [9] 
 
If dx/dt is U and dy/dt is V, hence equation [9] becomes (Pradiko, 2002): 
y
UV
x
UU
t
U
dt
dU
∂
∂+∂
∂+∂
∂=  [10] 
 
Therefore, equation (8) will become (Pradiko, 2002): 
 ∑ ⎥⎦
⎤⎢⎣
⎡
∂
∂+∂
∂+∂
∂=
y
UV
x
UU
t
UmFX            [11] 
 
Newton second’s law is used to determine the rate of external forces which have an 
effect to mass, which in this case is water mass in control volume. The forces per 
mass unit are :   
a. Hydrostatic pressure force 
Hydrostatic pressure force is the force that exists because of gravity force. In 
this case is water mass in control space, which pressing water below so that 
water volume weight will resist the water motion. Hydrostatic pressure force 
can be defined by equation : 
      
x
gHFh ∂
∂−= ζ             [12] 
g represents  the constant of gravity rate. 
Negative sign indicates that the force is resisting water motion in control space 
(Pradiko, 2002). 
 
b. Friction force to bottom 
Friction force to bottom represents force that happens because of an object 
mass. In this case is water mass in control space, which presses bottom part of 
control space so this bottom part performs a reaction in the form of friction 
force. Friction force to this bottom can be defined in the following equation : 
    ( ) 2/1222 VUHrUFg +−=             [13] 
r represents friction parameter to bottom. 
Negative sign indicates that force has the character to resist water motion in 
control space (Pradiko, 2002). 
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c. Turbulent diffusion force 
Turbulent diffusion force is happened because of the existence of molecular 
flow or turbulent. Molecule flow or molecular diffusion causes transfer of 
particles from a place with higher concentration to the place with lower 
concentration. Turbulent diffusion force can be defined with following 
equation: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂=
2
2
2
2
y
U
x
UAF Hd             [14] 
AH represents coefficient of eddy turbulence (Pradiko, 2002). 
 
d. Surface wind pressure force 
Wind is one of the main source of energy to water dynamics. Energy transfer of 
wind to water surface will cause stream and wave. In a deep water, influence of 
wind only have an effect until a certain point of depth which is called the depth 
of Ekman. In general, velocity level of stream due to wind is around 2-3% from 
its wind velocity. Pressurized surface wind force can be defined with following 
equation : 
    ( ) 2/122 yxa WWxWF += λ             [15] 
λ represents coefficient of pressurized surface wind (Yustiani, 2000). 
 
By including forces per mass unit above hence equation [11] turns into (Yustiani, 
2000): 
    
y
UV
x
UU
t
UFFFF ghad ∂
∂+∂
∂+∂
∂=−−+            [16] 
 
 Thereby momentum equation in x direction is (Yustiani, 2000): 
 ( ) ( ) 2/1222/122 2
2
2
2
2 yx
WWxWy
U
x
U
HAVUH
rU
x
gH
y
UV
x
UU
t
U ++⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂+
∂
∂=++∂
∂+∂
∂+∂
∂+∂
∂ λζ          [17] 
 
By applying the same forces in ordinate direction, momentum equation in y 
direction will be obtained by the following (Yustiani, 2000): 
 ( ) ( ) 2/1222/122 2
2
2
2
2 yx WWyWy
V
x
V
HAVUH
rV
y
gH
y
VV
x
VU
t
V ++⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂+
∂
∂=++∂
∂+∂
∂+∂
∂+∂
∂ λζ          [18] 
 
where : 
U  = velocity in x direction integrated to depth (m/sec) 
V  = velocity in y direction integrated to depth (m/sec) 
ζ  = relative elevation to certain reference (m) 
H  = distance from ground until certain reference (m) 
Q  = debit (m3/sec) 
A  = section area (m2) 
Wx = wind pressure component in x direction (m/sec) 
Wy = wind pressure component in y direction (m/sec) 
g  = gravity constant (9,80 m/sec2) 
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AH = diffusion coefficient of turbulent horizontal (m2/sec) = 0.001 
r  = parameter of bottom friction = 0,035 
λ  = surface wind friction coefficient = 0,00005 
 
 
2 Research Metodhology 
 
2.1 Governing Equations 
 
The governing equations are the hydrodynamics equations consist of two 
equations; those are momentum equation (equation [17] and [18]) and continuity 
equation (equation [6]). Numerical method to solve the governing equations is semi-
implicit Crank-Nicolson finite difference method. From continuity equation, the 
water level on next iteration time will be obtained, while from momentum equation, 
the water velocity in x and y direction on next iteration time will be obtained. 
 
2.2 Model Discretization 
 
The area of reviewed facultative pond is 74.000 m2 with average depth of 2 m. In 
building the model, the pond is divided into grids with the area of 2,5x2,5 m2, so 
that in its entirety there are 146x161 grids. 
 
2.3 Model Application 
 
The model can be applied to simulate the water velocity of facultative pond. 
Simulation is run in variation water flow rate (0,08, 0,25, and 0,7 m3/sec), in 
condition of West wind velocity is constant, 10 m/sec. From simulation, facultative 
pond hydraulics characteristics can be obtained. 
 
3 Results And Discussions 
 
3.1 Solving of Governing Equation 
 
Through solution of continuity equation (equation [6]) and momentum equations 
(equation [17] and [18]) by using finite difference method of Crank-Nicolson, we can 
obtain : 
 
Continuity equation : 
A
Q
y
VH
x
UH
t
=∂
∂+∂
∂+∂
∂ζ      
     (1)       (2)       (3)     (4) 
 
Numerical solution : 
 Term (1) : 
tt
n
ji
n
ji
∆
−=∂
∂ + ,1, ζζζ  
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Does time 
iteration finish? 
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Start 
Determine of dt & 
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Is numerical 
model stable? 
Initialise of elevation & 
velocity 
Time iteration 
start 
Space 
iteration start 
Calculation of velocity u  
Calculation of water level 
Simulation 
results is stored 
No 
Does space 
iteration finish? 
Finish 
Model  is 
unstable 
No 
No 
Yes 
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Calculation of dt 
Calculation of velocity v  
Figure 2.  Programming Flowchart 
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 Term (2) : 1
2
,1,1* S
x
UU
H
x
UH
n
ji
n
ji =∆
−=∂
∂ −+  
Term (3) : 2
2
1,1,* S
y
VV
H
y
VH
n
ji
n
ji =∆
−=∂
∂ −+  
where : 
2
,1,1,,*
n
jiji
n
jiji hhH ++
+++= ζζ  
Term (4) : 3, S
yx
Q
A
Q nji =∆×∆=  
 
If terms (1), (2), (3), and (4) are combined, the equation will become: 
)321(,
1
, SSSt
n
ji
n
ji −+∆−=+ ζζ            [19] 
 
The above equation works when there is flow enters (inlet). On the contrary, when 
there are flow exits (outlet), the equation will become: 
)321(,
1
, SSSt
n
ji
n
ji ++∆−=+ ζζ             [20] 
 
When there is no stream entering and exiting (Q=0), the equation becomes: 
)21(,
1
, SSt
n
ji
n
ji +∆−=+ ζζ               [21] 
 
Momentum equation of x direction 
( ) ( ) ⎥⎦
⎤⎢⎣
⎡
∂
∂+∂
∂++=++∂
∂+∂
∂+∂
∂+∂
∂
2
2
2
2
2/1222/122
2 y
U
x
UAWWWVU
H
rU
x
gH
y
UV
x
UU
t
U
HyxXλζ   
  (1)      (2)       (3)         (4)               (5)                      (6)                       (7) 
 
Numerical solution : 
Term (1)  : 
t
UU
t
U nji
n
ji
∆
−=∂
∂ + ,1,  
Term (2)  : 
X
n
ji
n
jin
ji Ax
UU
U
x
UU =⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆
−=∂
∂ −+
2
,1,1
,
 
Term (3)  : X
n
ji
n
ji B
y
UU
V
y
UV =⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆
−=∂
∂ −+
2
1,1,*  
where : 
4
1,1,11,,*
n
ji
n
ji
n
ji
n
ji VVVVV −++−
+++=  
XXX BASv +=  
Term (4)  : X
n
ji
n
ji
x Spx
gH
x
gH =⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆
−=∂
∂ + ,,1* ζζζ  
where : 
2
,1,1,,*
n
jiji
n
jiji
x
hh
H ++
+++= ζζ  
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Term (5)  : ( ) ( ) ( ) ( )[ ] 1,2/12*2,2*
1
,2/122
2
+
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=+=+ n jiXn ji
x
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ji USkVU
H
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H
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where : ( ) ( ) ( )[ ] 2/12*2,2* VUHrSk n jixX +=  
Term (6)  : ( ) XyxX SwWWW =+ 2/122λ  
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If terms (1), (2), (3), (4), (5), (6), and (7) are combined, the equation above will 
becomes:  
XX
n
jiXXX
n
ji
n
ji SfSwUSkSpSv
t
UU +=+++∆
− ++ 1
,
,
1
,          [22] 
tSftSwtUSktSptSvUU XX
n
jiXXX
n
ji
n
ji ∆+∆=∆+∆+∆+− ++ 1,,1,          [23] 
( ) ( )XXXXn jiXn ji SfSwSpSvtUtSkU −−+∆−=∆++ ,1, 1          [24] 
 
Therefore the numerical solution for momentum equation of x direction is: 
( )[ ] XXXXXn jin ji RSfSwSpSvtUU −−+∆−=+ ,1,           [25] 
where : 
tSk
R
X
X ∆+= 1
1  
 
Momentum equation of y direction 
( ) ( ) ⎥⎦
⎤⎢⎣
⎡
∂
∂+∂
∂++=++∂
∂+∂
∂+∂
∂+∂
∂
2
2
2
2
2/1222/122
2 y
V
x
VAWWWVU
H
rV
y
gH
y
VV
x
VU
t
V
HyxXyλζ
  (1)      (2)       (3)         (4)               (5)                       (6)                            (7) 
 
Numerical solution : 
Term (1) : 
t
VV
t
V nji
n
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∆
−=∂
∂ + ,1,  
Term (2) : 
Y
n
ji
n
ji A
x
VV
U
x
VU =⎟⎟⎠
⎞
⎜⎜⎝
⎛
∆
−=∂
∂ −+
2
,1,1*  
where  : 
4
1,11,,1,*
n
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n
ji
n
ji
n
ji UUUUU +−+−
+++=  
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Term (3) : Y
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If terms (1), (2), (3), (4), (5), (6), and (7) are combined, the equation will become: 
yy
n
jiyyy
n
ji
n
ji SfSwVSkSpSv
t
VV +=+++∆
− ++ 1
,
,
1
,          [26] 
tSftSwtVSktSptSvVV YY
n
jiYYY
n
ji
n
ji ∆+∆=∆+∆+∆+− ++ 1,,1,         [27] 
( ) ( )YYYYnjiYnji SfSwSpSvtVtSkV −−+∆−=∆++ ,1, 1         [28] 
 
Therefore the numerical solution for momentum equation of y direction is: ( )[ ] YYYYYnjinji RSfSwSpSvtVV −−+∆−=+ ,1,          [29] 
where : 
tSk
R
Y
Y ∆+= 1
1  
 
3.2 Simulation Results  
 
Figure 3, 4, and 5 show simulation results at variation influent flow rate. Figure 3 
shows simulation at minimum flow rate (0,08 m3/sec), while Figure 4 and 5 are at 
average (0,25 m3/sec) and maximum (0,7 m3/sec) flow rate, respectively. Arrow 
signs inside the pond indicate the water flow; the velocity height is indicated by 
arrow length, while the direction of arrow indicates the flow direction. 
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It can be seen in Figure 3 that the water velocity at the pond center is very small, 
since the arrow signs are small or even invisible. It means the dead zone exists at 
the pond center. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Flow pattern at flow rate of 0,08 m3/sec 
 
 
Figure 4 shows that the dead zone still exists at the pond center, but at the smaller 
area, since many arrows at the pond center become visible. It can be seen either 
that the arrow length increases, so the water velocity on the whole part of the pond 
are higher than at minimum flow rate. Therefore, the higher influent flow rate, the 
higher water velocity on the pond. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Flow pattern at flow rate of 0,25 m3/sec 
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It can be seen in Figure 5 that water flows distributed evenly throughout the whole 
part of the pond, since there is no invisible arrow. Therefore, the dead zone 
becomes reduce, as the influent flow rate is higher. In short, the higher influent 
flow rate, the better hydraulic performance of the pond. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Flow pattern at flow rate of 0,7 m3/sec 
 
 
4  Conclusions 
 
Two-dimensional hydrodynamics model is developed from governing equations that 
solved by numerical method. The governing equations conceived of 2 (two) 
hydrodynamics equations; continuity and momentum equations, can be solved by 
semi implicit Crank-Nicolson finite difference method. The hydrodynamics model 
can be applied to simulate water flow on the facultative pond.  
 
Simulation results show that the dead zone exists at the pond center. When the 
influent flow rate is higher, water velocity become higher. At the maximum flow 
rate (0,7 m3/sec), water flow is distributed evenly throughout the whole part of the 
pond. In other words, the dead zone is reduced since the influent flow rate is the 
highest. Therefore, the higher influent debit can improve hydraulics performance of 
the pond. Since then, the treatment performance is expected to be better.  
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Abstract: We consider the Hamiltonian KdV-model for internal waves in the two-
layer fluid, that was derived by Grimshaw & S.R. Pudjaprasetya in 1998. Different 
from the KdV internal waves that are common in literatures, this Hamiltonian KdV 
holds for two-layer fluid system, where the upper and bottom parts are bounded by 
rigid boundaries. This KdV equation has a Hamiltonian structure, and it is written 
explicitly in interface deviation variable, with coefficients that are depend explicitly 
on the depth and density of each layer. Here, we will apply this Hamiltonian KdV to 
oceanic internal waves. This is possible because, in studying internal wave, we 
often neglect the deviation on the sea surface. Mathematically speaking, this is the 
same with having rigid boundary for the upper part. In fact, this Hamiltonian KdV 
holds when the upper and bottom boundaries does not change in time. 
When the upper and bottom boundaries are flat, the Hamiltonian KdV has a 
solitary wave solution, a wave that is travelling undisturbed in shape with constant 
velocity. The amplitude, wavelength and velocity of the internal solitary wave 
depend explicitly on the depth and density of each layer. Therefore, estimation of 
internal solitary wave in Lombok Strait using this Hamiltonian KdV is possible. 
Fluid density stratification data in Lombok Strait is used here, and will be 
approximated by two-layer fluid by making use of a solution of the corresponding 
eigenvalue problem, that are known in the literature. Further, we consider the SAR 
image of Lombok Strait that contains bright and dark bands, as a signature of the 
presence of solitary internal waves. From the intensity plot of that SAR image, the 
wavelength of the solitary wave can be estimated. Hence, the amplitude and 
velocity dan be estimated as well. 
Keywords: Hamiltonian KdV, two-layer approximation, internal solitary waves. 
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FREE SURFACE FLUID FLOWS INDUCED BY A 
SUBMERGED SINK IN A THREE-LAYER FLUID UNDER 
THE EFFECT OF SURFACE TENSION  
 
Basuki Widodo 
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Abstract. Over the last 20 years the selective withdrawal of fluid from a reservoir has 
received a great deal of attention, see for example [1]. Another example of selective 
withdrawal of fluid is in the application of withdrawing, through a pump, pollution 
which occurs in rivers, channels and lakes. This matter attracts us to investigate it. 
We therefore develop a mathematical model of the fluid flow which is induced by a 
submerged sink in a three-layer fluid. In our mathematical model, the sink of fluid is 
located on the vertical axis, the body force which is involved is surface tension. 
Further, a boundary integral technique has been implemented to solve that problem. 
From the numerical results obtained in this investigation, when the effect of surface 
tension is included we conclude that it plays a very important role in the determination 
of the free surface fluid flow profile even at very small values of the Weber number. 
Keywords: Submerged sink, boundary integral technique, surface tension, Weber 
number 
 
1. Introduction 
Over the last two decades the selective fluid withdrawal from a reservoir has received a 
great deal of attention, see for example [1]. One of the reasons for this wide range of 
applications is because of its use as a management technique for the supply of water 
with the desired water quality properties. Another example of the selective withdrawal 
of the fluid is in the removal through a pump of pollution that occurs in rivers, 
channels and lakes. In this situation, the pollution sources may come from an 
industrial cesspool, domestic waste, agriculture waste, etc. Further, the pollution may 
be in the form of a waste that endangers mankind, for example oil spillage on water 
that may be on a river, lake or ocean. 
Further, some previous investigators, e.g. [2], [3] and [4], have considered the problem 
of the free surface fluid flow which is induced by a submerged line sink or source 
beneath a cusped free surface. [2] used a spectral method and a conformal mapping to 
obtain solutions for a submerged line source or sink in a fluid of infinite depth. This 
approach has subsequently proved very successful in a wide variety of free surface 
fluid flow problems in which surface waves are absent, see for example [5]. The 
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problem investigated by [2] has been further developed by other researchers who have 
been concerned with the presence of a bottom surface. In the three-layer configuration 
with the fluid flow steady, ideal and irrotational, the situation when there are cusp 
points on both free surfaces was considered by [6]. They found that solutions exist for 
values of the Froude numbers greater than unity. 
In this paper we develop a mathematical model of fluid withdrawal through a 
submerged line sink from a three-layer fluid under the effects of both gravity and 
surface tension at infinite Froude numbers when fluid is withdrawn from the 
geometrical situation which consists of three homogeneous layers of fluid of different 
densities separated by two free surfaces. The fluids of lighter and heavier densities 
occupying the upper and lower regions, respectively. In our mathematical model we 
assume that the sink of fluid is located on the vertical axis where this axis is 
perpendicular to the horizontal x-axis. 
 
2. Problem Formulation 
The problem of fluid withdrawal through a submerged line sink from a three-layer 
fluid, incorporating the effects of surface tension at infinite Froude numbers, is 
considered. Each of three layers of fluid has a different constant density, i.e. ( )ρ3ρ2ρ 1ρ3 andρ2,ρ1 << . The light and heavy fluids occupy semi-infinite regions of 
space and are separated by an infinite strips of fluid of height H and density ρ2  in the 
middle layer, see Figure 1(a). A source of volume flowrate 2Q is now taken place at the 
point S. We assume that on both free surfaces that cusp points occur vertically above 
and vertically below the point S, at the points A and C, respectively. The flow is 
assumed to be incompressible, irrotational, inviscid and steady to move under the 
effect of surface tension. In this fluid only the square of the fluid velocity is involved in 
the governing equation and therefore the solutions are insensitive to the direction in 
which the fluid flows along their free surfaces. Consequently, the direction of potential 
flow may be reversed and the results for a submerged line sink may be obtained from 
the solution for a submerged line source simply by changing the sign. We therefore 
consider the fluid flow due to a source. 
Further, a coordinate system Z = X + iY is introduced with the X axis along the 
undisturbed lower free surface and The Y axis through the source S. In Figure 1(a), HS, 
HA and HC are the heights of the source and cusp points A and C, respectively, above 
the undisturbed level of the lower free surface. Far from the source, the fluid flow in 
the middle layer of fluid is uniform and has speed U∞ away from the source. The 
complex velocity potential is defined by iΨΦW += , where Φ is the velocity potential 
and Ψ is the stream function. Without any loss of generality we choose Φ=0 at the 
point A, Ψ=0 on the lower free surface SCD′, and Ψ=UH on the upper free surface SAD, 
see Figure 1(a). 
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Figure 1: (a) and (b) show a schematic diagram of the physical plane and the non-
dimensional physical z-plane, whilst (c) and (d) show the complex velocity potential ω-
plane and the transformed t-plane, respectively. 
 
We further implement a non-dimensional coordinate system z = x  + iy = (X + iY)/H, 
and Figure 1(b) shows the flow in the physical z-plane, where hA =  HA/H,  hS =  HS/H 
and hC =  HC/H. The complex velocity potential may be non-dimensional form as ( )/UHiΨΦiψφω +=+= , and the strip in Figure 1(c) represents the flow in the ω-
plane where all speeds are now non-dimensional form with respect to U∞. 
We now apply Bernoulli’s equation on the upper free surface AD to obtain the non-
dimensional fluid speed, namely, 
( ) ( )ds1/dθ1We122Fr1/y1121u1 −−+=                 (1) 
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where U/U1u1 ∞= , /HY1y1= and /HS1s1= . The Froude number and Weber number 
on the upper free surface far from the source are denoted by Hg1/UFr1 ∞= and 
Hρ1U
2/T1We1 ∞= , respectively, where ( ) ρ2/ρ1ρ2gg1 −= , T1  is the surface tension 
coefficient of the upper free surface and s1  is the non-dimensional of the upper free 
surface length. Whereas, on the lower free surface, CD′, Bernoulli’s equation produces 
a non-dimensional fluid velocity in the form  
( ) ( )ds2/dθ2We222Fr2/y2121u 2 −−+=      (2) 
where U/U2u 2 ∞= , /HY2y2 = and /HS2s2 = . The Froude number and Weber 
number on the lower free surface far from the source are denoted by 
Hg 2/UFr2 ∞= and Hρ2U 2/T2We2 ∞= , respectively, where ( ) ρ2/ρ2ρ3gg 2 −= , 
T2  is the surface tension coefficient of the lower free surface and the non-dimensional 
lower free surface length is denoted by s2 . 
We next consider the complex velocity which is related to the complex potential by 
dz / dω . We therefore have the identities namely, 
e-iθu  dz / dω =              (3) 
in which u is the non-dimensional fluid speed at some point in the flow field and θ 
represents the angle that the streamline makes with the positive x-axis at that point. 
To solve the problem of the free surface fluid flows induced by a submerged line source 
under the effect of surface tension, we apply the Riemann-Hilbert’s technique, namely, 
iτ  θ
dz
dωln iΩ +=⎟⎠
⎞⎜⎝
⎛=                          (4) 
in which τ = ln u, and τ, dω/dz and Ω are analytical functions in the strip of the ω-
plane, see figures 1(b) and 1(c). In the Riemann-Hilbert’s technique, all calculations are 
based on a upper half plane of the t-plane and therefore the infinite strip in the 
complex ω-plane is transformed onto the upper half-plane of the auxiliary transformed 
t-plane by using the mapping function, see figure 1(d), namely  
eπωt =                          (5) 
Futher, we obtain a Riemann-Hilbert mixed boundary-value problem, see [7] and the 
boundary condition on the real η axis of the t-plane are as follow: 
( ) ( ) ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−+==Ωℑ
1
1
12
1
1
1 2
12
1ln
2
1.
ds
dWe
Fr
ym θηητη ,     1−<η     (6) 
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( ) ( )
2
. 1
πηθη ==Ωℜe                            ,01 <<− η      (7) 
( ) ( )
2
. 2
πηθη −==Ωℜe                           Ct<<η0      (8) 
( ) ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+==Ωℑ
2
2
12
2
2
2 2
2
1ln
2
1.
ds
dWe
Fr
ym θηητη              Ct>η       (9) 
On the free surface at infinity, i.e. far away from the source, the non-dimensional 
speed u = 1 and the free surface become a horizontal line. Therefore, 
( ) ( ) ( ) 0limlimlim =+=Ω ∞→∞→∞→ titt ttt τθ                                    (10) 
By referring to the general solution of the Riemann-Hilbert problem, see [7], we obtain 
the solution of Ω in the form  
( ) ( )( ) ( )( )( )( )
( )( )( ) ( )( )( )
( )
( )( )( ) ,1
1
1
21
1
2
1
1
2
0
0
1
1
1
⎥⎥⎦
⎤
−−+−
−−+−−−++
⎢⎢⎣
⎡
−−+
−+=Ω
∫
∫∫
∫
∞
−
−
∞−
C
C
t C
t
CC
C
C
d
tt
d
tt
d
tt
d
tt
ttt
t
ηηηη
ητ
ηηηη
πηηηη
π
ηηηη
ητ
π
          (11) 
Where X(t) = ( )( )Cttt −+1  is a particular solution for the homogeneous solution of 
Ω(t) when its real part, ℜe(Ω), and the imaginary part, ℑm(Ω), are equal to zero on the 
real axis η. When t approaches the real axis η from the upper half plane, the value of 
X(t) on the real axis η is given by 
( ) ( )( )CtX −+=+ ηηη 1                           ,1−<η             (12) 
( ) ( )( )ηηη −+−=+ CtiX 1                   ,1 Ct<<− η         (13) 
( ) ( )( )CtX −+−=+ ηηη 1                         Ct>η              (14) 
 
The exact solution of the free surface fluid flow induced by a submerged source or sink 
in a three-layer problem can be obtain when the Froude numbers are infinite and the 
Weber numbers are zero. In fact, when Fr1 and Fr2 are infinite the speeds on both of 
the free surface are equal to unity and therefore τ = 0. Equation (11) then becomes 
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( ) ( )( ) ( )( )( ) ( )( )( ) ,1
1
21
1
2
1
0
0
1
⎥⎥⎦
⎤
−−+−⎢
⎢
⎣
⎡
−−+
−+=Ω ∫∫
−
Ct
CC
C d
tt
d
tt
ttt
t ηηηη
πηηηη
π
π (15) 
where tC is an unknown parameter which has to be determined using the boundary 
condition at infinity. 
 Using the condition at infinity, equation (10) yields 
( )( ) ( )( ) 01
1
1
1
0
0
1
=−+−−+ ∫∫−
Ct
CC
d
t
d
t
ηηηηηη                        (16)  
or 
0
1
1
sin 1 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
−−
C
C
t
t
                                                (17)   
Hence, 
tC = 1, namely,            0=Cφ            and          CA φφ =                 (18) 
Therefore, the flow field should be symmetrical about the horizontal plane which 
passes through the source and this implies hS = 0.5. We now obtain the angle that the 
case surface make with the horizontal by taking the principal value of expression (15) 
on the intervals -∞ < η< -1 and  1< η< ∞, namely 
( ) ⎟⎟⎠
⎞⎜⎜⎝
⎛−= − ηηθ
1sin 1             -∞ < η< -1 and  1< η< ∞.        (19) 
Equation (3) may now be written in the form 
ηηπηη
ω θθ d
u
ed
ud
dedz ii .11==                                        (20) 
And this may be integrated, subject to the condition that on the upper free surface AD, 
z → ∞ + I, as η→ -∞, to give 
( ) ⎟⎠⎞⎜⎝⎛ ++⎟⎠⎞⎜⎝⎛ −−−−−−−= πππηηηηηη 111ln11 22
32
iz              (21) 
And on the lower free surface CD‘,z → ∞ + I, as η→ ∞, to give 
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( ) ⎟⎠⎞⎜⎝⎛ ++⎟⎠⎞⎜⎝⎛ −−−−+−−= πππηηηηηη 111ln11 22
32
iz                (22) 
The position of the cusp points A and C are now given by 
6817.01 =−= π
π
Ah      and         3183.0
1 == πch                 (23) 
We now consider the nonlinear solutions for 1 < Fr1, Fr2 < ∞ and this case no analytical 
solution can be obtained. Therefore, we may obtain numerical solution by the 
interactive technique. First, we develop a numerical interactive technique to obtain the 
velocity potential at the point C and the profile of the free surface, and then we may 
determine the position of the cusp point A and C and the sink S. In the nonlinear 
integral equation (11), we let t be in the upper half-plane and then take the limit as t 
approaches the real axis η, together with the Cauchy principle value. Further, the real 
and imaginary parts of Ω(t) can be separated as follows. The real part, θ(t), is the angle 
the free surface makes with the horizontal x-axis which for the upper free surface AD 
which is expressed by 
( ) ( )( ) ( )( )( )( )
( )
( )( )
( )( )
( )( )( )
( )( )( ) 1,1
1
2
1
1
2
1
11
1
0
0
1
2
1
1
1
−<<−∞⎥⎥⎦
⎤
−−+−
⎢⎢⎣
⎡
−−+
−++
⎥⎥⎦
⎤
−+−⎢
⎢
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⎡
−−+
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∫
∫
∫∫
−
∞−
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d
tt
ttt
d
t
d
tt
ttt
t
C
C
t
C
C
C
t CC
C
ηηηη
π
ηηηη
π
π
ηηη
ητηηηη
ητ
πθ
 (24) 
Equation (24) comprises of the Cauchy Principle Value and a finite integral. Therefore, 
the finite integral in equation (24) can be solved by using analytical solution, namely, 
( )( )
( )( )( )
( )( )
( )( )( ) ηηηη
ηηηη
π
π
d
tt
ttt
d
tt
ttt
C
C
t
C
C
t
C
C
∫
∫
−−+
−−−
=−−+
−−−
0
0
1
1
2
1
1
1
2
1
   ,           -∞ < t< -1   (25) 
Further, the integral 
( )( )( )∫ −−+ ttdC ηηη
η
1
                                              (26) 
Can be solve in the form of 
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∫ **
*
Xx
dx
                                                         (27) 
Where X* = a + bx* + cx* is a 2 degree polynomial. By using the substitution 
X* = η  - t                                                      (28) 
We may obtain 
X* = -x*2 + x* (-2t + tC – 1) + (t +1)(tC - t)                   (29) 
And hence 
A = (t+1)(tC-t),   b = -2t + tC – 1   and c = 1                           (30) 
If -∞ < t < -1 and  1< 0 so that 
∫ **
*
Xx
dx
= ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
+
−
−
acbx
abx
a 4
2sin1
2*
*
1                              (31) 
or 
∫ **
*
Xx
dx
  = ( )( )Cttt −+1
1
                                               (32) 
( )( ) ( )( )
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η
η
         
Therefore 
( )( )( ) ( )( )C
T
C ttttt
dc
−+=−−+∫ 1110 ηηη
η
                        (33) 
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( ) ( ) ( )( )
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and 
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( )( )( ) ( )( )CC ttttt
d
−+=−−+∫− 1
1
1
0
1 ηηη
η
                        (34) 
( )( ) ( )( )
( ) ( ) ( )( )
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Further, 
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Therefore, the angle on the upper free surface AD, θ1(t), can be expressed as 
( ) ( )( ) ( )( )( )( )
( )
( )( )( )
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( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
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     -∞ < t< -1      (36) 
And for the lower free surface CD‘ is given by 
( ) ( )( ) ( )( )( )( )
( )
( )( )( )
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( )( )( )⎢⎢⎣
⎡
−−+
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( )( )( ) ⎥⎦
⎤
−−+− ∫ ηηηηπ dtt
tc
C0 1
1
2
            tC < t < ∞       (37) 
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Equation (37) also caries a Cauchy Principle Value integral and a finite integral and 
hence we may use an analytical solution to solve that finite integral by the following 
method: 
( )( )
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tC < t < ∞      (38) 
Further, by applying expressions (26), (27), (28), and (29), we obtain an expression 
similar with expression (30). If  t > tC then a > 0 and hence we obtain expression 
similar with expression (31) and (32). Therefore, the angle on the lower free surface 
CD‘is given by 
( ) ( )( ) ( )( )( )( )
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( )( )( )
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⎜⎜⎝
⎛
+
−−+⎥⎥⎦
⎤
−−++
⎢⎢⎣
⎡
−−+−
−+=
∫
∫
∞
−
∞−
1
21
arcsin
1
1
1
2
1
1
2
C
CC
tc C
C
C
tt
ttt
d
tt
d
tt
ttt
t
ηηηγ
ητ
ηηηη
ητ
πθ
  ,  tC < t < ∞    (39) 
Whereas the imaginary part, τ (t), is the logarithm of the non-dimensional fluid speed 
on AC, which given by 
ηηηη
ητ
πτ dtt
ttt
tut
C
c
⎢⎢⎣
⎡
−−+−
−+== ∫−∞1 1 )()()1( )()()1()(ln)(  
 ∫∞ ⎥⎦⎤−−++ Ct C dtt ηηηη
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)()()1(
)(2  
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−−+−
−++ ∫−01 )()()1(2)()1( ttdttt CC ηηη
ηπ
π  
 C
t
C
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dC <<−⎥⎦
⎤
−−++ ∫ 1)()()1(2 0 ηηη ηπ     (40) 
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For the non-dimension fluid speed on AS, expression (40) can be used but -1 < t < 0. It 
therefore can be expressed by 
πτ
)()1(
)(ln)(
ttt
tut c
−+==    
 ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−++−−+− ∫ ∫−∞− ∞1 21 )()()1( )()()()1( )( ct cc dttdtt ηηηη
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−−++ ∫ tttdCt C ηηη
ηπ
    (41) 
Further, in expression (40), every integral does not contain a singularity point and 
hence the Cauchy principal value integral is not included. Further, from expression 
(40) we may find the speed on AS where -1 < t < 0 and the speed on SC where 0 < t < 
tc. For obtaining the non-dimensional fluid speed on AS, we solve the integrals 
01
)()()1(2
)()1( 0
1
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−+ ∫ tttdttt Ct CC ηηη
ηπ
π    (43) 
For solving the integral (42), we use equation (28) to solve the integral in the forms of 
(26) and (27). We therefore obtain solutions in the same manner as we did for equation 
(29) and (30). Further, if -1< t < 0 then a > 0 so that  
⎟⎟⎠
⎞
⎜⎜⎝
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Whereas, for the integral (43) we obtain 
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Further, if we sum equations (46) with (47), we obtain 
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Therefore, the non-dimensional fluid speed on AS can be expressed by 
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Further, for non-dimensional fluid speed on CS can be expressed by 
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Expression (50) looks similar to the expression (41) and hence we solve that expression 
using similar techniques. Therefore, expression (50) can be expressed in a similar way 
as for the expression (49) where ctt <<0  or it can be expressed by 
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Further, on the free surface profiles at infinity, i.e. Far away from the source, the non-
dimensional fluid speed the horizontal line is zero. In this case, the boundary condition 
is given by 
0)(lim0)(lim0)(lim ===Ω ∞→∞→∞→ ttort ttt θτ  (52) 
Further, on the upper free surface, i.e. 1Γ , at infinity the angle that the free surface 
makes with the horizontal is given by 
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This expression can be written in the form  
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Further, the second term on the left hand side of equation (54) can be solved using the 
following method: 
We solve 
∫ −+ ))(1( )( ηη η ct
d
 (55) 
in the form of  
∫ ∗∗Xdx  (56) 
Where .2∗∗∗ ++= cxbxaX by using the substitution η=∗x  then  
.)1())(1( 2 ccc ttxxxtxX +−+−=−+= ∗∗∗∗∗  (57) 
and hence we may obtain  
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Further, equation (49) can be written in the form 
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Therefore we have  
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And 
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Further, if we subtract equation (61) from equation (62) then we obtain 
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Therefore equation (54) can be expressed by 
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Whereas 2Γ  can be expressed by 
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Further expression (65) can be written in the form 
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Further, expression (66) can be using the same technique as employed for expression 
(60), (61), (62) and (63). Therefore, expression (66) can be given by 
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When s, the distance measured along the free surface is taken as the 
independent variable, and on using equation (5), we obtain the expression 
dssusd )()(πηη =  (68) 
Along both the vertical line AC and the free surfaces we have 
)()( su
ds
sd =φ  (69) 
And we also have the identities  
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)(cos)( s
ds
sdx θ=  (70) 
)(sin)( s
ds
sdx θ=  (71) 
Further, in the physical plane we may write expressions (36) and (39) as follows: 
On the upper free surface: 
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On the lower free surface: 
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 (73) 
In which )(,)( ct cc φπφ=  is non-dimensional velocity potential at the point C, and on 
, )(1 )(,
sel πφη −=Γ  and  )()( sest πφ−= , whilst on )(2 )(, sel πφη −=Γ  and  )()( sest πφ−=  
The velocity potential on both the upper and lower free surface are given by 
∫= MA lus )()( 11φ   on  1Γ  (74) 
and 
222 )()( Γ+= ∫ ondllus NCcφφ  (75) 
respectively, and the coordinates of the upper surface are given by 
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,)(sin)( 11 dllhsy
M
A
A ∫+= θ  (76) 
,)(cos)( 11 dllsx
M
A∫= θ  (77) 
Whilst the profile of the lower free surface is expressed by 
,)(sin)( 22 dllhsy
N
C
A ∫+= θ  (78) 
,)(cos)( 22 dllsx
N
C∫= θ  (79) 
In which hA and hc are given, subject to the condition that y1(s) →1 as s→∞ and y2(s) 
→0 as s→∞. In addition, the direction of all the linear integrations along the upper and 
lower free surface is along the direction of the fluid velocity. If the coordinate of the 
source may be expressed by 
,)()( )( CSonlldehsh
S
C
l
C φτ∫ −+=  (80) 
or 
,)()( )( ASonlldehsh
S
A
l
A φτ∫ −+=  (81) 
 
3. The Iterative Procedure 
In each computation of the numerical scheme the value of  
2121
and,, eerr WWFF  were 
fixed, the velocity potential at the point C and the profile of free surfaces were obtain 
through the following iterative procedure: 
(a) Assume the initial profiles of the free surfaces 1Γ  and 2Γ . 
(b) Use expressions (1) and (2) to evaluate the speed on the upper free surface, i.e. 
)(01 su , and on the lower free surface, i.e. )(
0
2 su , respectively. 
(c) Assume the velocity potential at the point C, Cφ  is its root. In our calculations 
the Newton_Raphson method was used to find the root of equation (64) in 
addition to obtain the velocity potentials on the upper, i.e. )(01 sφ , upper and 
lower free surface, i.e. )(02 sφ . 
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(d) Insert )(and)(),(),( 02
0
1
0
2
0
1 sssusu φφ  into the right hand side of equation (72) to 
obtain the angle )(01 sφ  on the upper free surface AM, and equation (73) to 
obtain the angle )(02 sφ  on the lower free surface CN. 
(e) From expressions (76), (77), (78) and  (79) the new approximate free surface 
profile are determined. 
These value of ),(and)(),(),(),( sysxsssu φθ  are then used as new approximation and 
the iterative procedure from step (b) to step (e) is respected until the numerical 
procedure has converged when successive value at any point are smaller than 10-6. 
After obtaining the upper and lower free surface then the positions of the source can be 
obtain by using either expression (80) or (81). 
 
4. Numerical Results and Discussion 
The variation of the free surface profiles when surface tension applies, i.e. We1 = We2 = 
We = 0, 0.001, 0.002 and 0.003, and there is no surface tension, i.e. We1 = We2 = We = 
0 and on the upper free surface when the velocity potential value, φC = 0 are shown in 
Figure 2. The non-dimensional height of the cusp point A, hA, above the horizontal x-
axis gradually decreases as the Weber number increases. However, the non-
dimensional height of the cusp point C, hC, increases as the Weber number increases. 
The respective values of hA are 0.6817, 0.6803, 0.6790 and 0.6778, whereas, those of 
hC are 0.3183, 0.3197, 0.3210 and 0.3222, for We = 0, 0.001, 0.002 and 0.003, 
respectively. The non-dimensional height of the sink, hS, is fixed although the Weber 
number increases, i.e. hS = 0.5, from symmetry about y = 0.5, the bottom surface 
behaves in exactly the same manner as does the top surface. As expected, we observe 
that as the Weber number increases the free surface profiles become less curved due to 
the effects of the surface tension.  
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Figure 2: The variation of the free surface profile on the upper side when We1 = We2 = 
We = 0, 0.001, 0.002 and 0.003 when the Froude numbers are infinite, the velocity 
potential at the cusp point C is φC = 0 and the free surface lengths are TL = 3.0. 
 
Figure 3 shows the variation that the free surface makes with the horizontal on the 
upper surface when there is surface tension, i.e. We1 = We2 = We = 0, 0.001, 0.002 and 
0.003, and no surface tension, i.e. We1 = We2 = We = 0, the Froude numbers are 
infinite, the velocity potential at the cusp point C is φC = 0 and the free surface lengths 
are TL = 3.0. From this figure it can be seen for We ≥ 0.003 that the flow becomes 
unstable and the effects of capillary waves have been detected.  
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Figure 3: The variation that the free surface makes with the horizontal on the upper side 
when We1 = We2 = We = 0, 0.001, 0.002 and 0.003, the Froude numbers are infinite, the 
velocity potential at the cusp point C is φC = 0 and the free surface lengths are TL = 3.0. 
 
5. Conclusion 
 
A two-dimensional, steady, inviscid, incompressible and irrotational withdrawal of fluid 
through a submerged line sink from a three-layer fluid under the effect of surface 
tension at infinite Froude numbers problem has been considered using boundary 
integral technique. From the numerical results obtained in this investigation we 
conclude that when the Froude numbers are infinite we obtained that the surface 
tension plays a very important role in the determination of the free surface profiles, 
even at very small values of the Weber numbers.  
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A BEM FOR A CLASS OF ELLIPTIC BVPs OF
FUNCTIONALLY GRADED MATERIALS
Mohammad Ivan Azis
Hasanuddin University, Makassar, Indonesia
Abstract. A Boundary Element Method (BEM) is derived for obtaining solu-
tions to a class of elliptic boundary value problems (BVPs) of functionally graded,
anisotropic media. Some particular examples are considered to illustrate the ap-
plication of the BEM.
Key-words: Boundary Element Method, Elliptic BVP, Functionally Graded Ma-
terials
1 Introduction
Whereas the boundary element method (BEM) provides an effective numerical
procedure for the solution of elliptic boundary value problems for homogeneous
media the same is not generally true for inhomogeneous media. In recent years
some progress has been made in using the method to solve problems for inhomo-
geneous isotropic materials (see for example Clements [5], Cheng [3, 4], Rangogni
[9], Shaw [10], Gipson, Ortiz and Shaw [8] and Ang, Kusuma and Clements [1]). In
the case of anisotropic inhomogeneous media there are few published studies. An
elliptic equation which is relevant for a certain class of problems for anisotropic
inhomogeneous media has been considered by Clements and Rogers [7]. They
obtained a boundary integral equation for the case when the coefficients in the
equation depend on one spatial variable only. Specifically the equation considered
by Clements and Rogers [7] takes the form
∂
∂xi
[
λij(x2)
∂φ(x1, x2)
∂xj
]
= 0,
where the coefficients λij depend on x2 only and the repeated summation conven-
tion (summing from 1 to 2) is employed.
This chapter is concerned with obtaining boundary integral equations for the so-
lution of boundary value problems governed by equations of the form
∂
∂xi
[
λij(x1, x2)
∂φ(x1, x2)
∂xj
]
= 0. (1)
Equations of this type govern the behavior of a wide class of boundary value prob-
lems of both isotropic and anisotropic inhomogeneous media. Antiplane strain in
elastostatics and plane thermostatics for anisotropic inhomogeneous materials are
two areas for which the governing equation is of the type (1).
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Several techniques will be considered for obtaining boundary integral equations
for the solution of (1). For each technique it is necessary to place some constraint
on the class of coefficients λij for which the solution obtained is valid. Some
numerical examples are considered to illustrate the application of the boundary
integral equations. The analysis of this chapter is purely formal; the main aim
being to construct effective boundary element methods for classes of equations
which fall within the type (1).
2 The boundary value problem
Referred to a Cartesian frame Ox1x2 a solution to (1) is sought which is valid in
a region Ω in R2 with boundary ∂Ω which consists of a finite number of piece-
wise smooth closed curves. On ∂Ω1 the dependent variable φ(x) (x = (x1, x2)) is
specified and on ∂Ω2
P (x) = λij (∂φ/∂xj)ni (2)
is specified where ∂Ω = ∂Ω1 ∪ ∂Ω2 and n = (n1, n2) denotes the outward pointing
normal to ∂Ω.
For all points in Ω the matrix of coefficients [λij ] is a real symmetric positive def-
inite matrix so that throughout Ω equation (1) is a second order elliptic partial
differential equation. Further, the coefficients λij are required to be twice differ-
entiable functions of the two independent variables x1 and x2.
The method of solution will be to obtain boundary integral equations from which
numerical values of the dependent variables φ and P may be obtained for all
points in Ω. The analysis here is specially relevant to an anisotropic medium but
it equally applies to isotropic media. For isotropy, the coefficients in (1) take the
form λ11 = λ22 and λ12 = 0 and use of these equations in the following analysis
immediately yields the corresponding results for an isotropic material.
3 Reduction to a constant coefficient equation
The coefficients λij are required to take the form
λij(x) = λ
(0)
ij g(x) (3)
where the λ(0)ij are constants and g is a differentiable function of x. Use of (3) in
(1) yields
λ
(0)
ij
∂
∂xi
(
g
∂φ
∂xj
)
= 0. (4)
Let
ψ(x) = g1/2(x) φ(x) (5)
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so that (4) may be written in the form
λ
(0)
ij
∂
∂xi
[
g
∂
(
g−1/2ψ
)
∂xj
]
= 0. (6)
That is
λ
(0)
ij
[(
1
4
g−3/2
∂g
∂xi
∂g
∂xj
− 1
2
g−1/2
∂2g
∂xi∂xj
)
ψ + g1/2
∂2ψ
∂xi∂xj
]
= 0. (7)
Use of the identity
∂2g1/2
∂xi∂xj
= −1
4
g−3/2
∂g
∂xi
∂g
∂xj
+
1
2
g−1/2
∂2g
∂xi∂xj
permits (7) to be written in the form
g1/2λ
(0)
ij
∂2ψ
∂xi∂xj
− ψλ(0)ij
∂2g1/2
∂xi∂xj
= 0. (8)
It follows that if g is such that
λ
(0)
ij
∂2g1/2
∂xi∂xj
+ kg1/2 = 0, (9)
then the transformation (5) carries the variable coefficients equation (4) to the
constant coefficients equation
λ
(0)
ij
∂2ψ
∂xi∂xj
+ kψ = 0. (10)
where k is a constant.
Also, substitution of (3) and (5) into (2) gives
P = −P [g]ψ + P [ψ]g1/2 (11)
where
P [g](x) = λ(0)ij
∂g1/2
∂xj
ni, (12)
P [ψ](x) = λ(0)ij
∂ψ
∂xj
ni. (13)
A boundary integral equation for the solution of (10) is given in Clements [6] in
the form
η(x0) ψ(x0) =
∫
∂Ω
[
Γ(x,x0) ψ(x)− Φ(x,x0) P [ψ](x)
]
ds(x) (14)
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where x0 = (a, b), η = 0 if (a, b) /∈ Ω ∪ ∂Ω, η = 1 if (a, b) ∈ Ω, η = 12 if (a, b) ∈ ∂Ω
and ∂Ω has a continuously turning tangent at (a, b).
The so called fundamental solution Φ in (14) is any solution of the equation
λ
(0)
ij
∂2Φ
∂xi∂xj
+ kΦ = δ(x− x0)
and the Γ is given by
Γ(x,x0) = λ
(0)
ij
∂Φ(x,x0)
∂xj
ni,
where δ is the Dirac delta function. For two-dimensional problems Φ and Γ are
given by
Φ(x,x0) =

K
2pi lnR, if k = 0,
ıK
4 H
(2)
0 (ωR), if k > 0,−K
2pi K0(ωR), if k < 0,
Γ(x,x0) =

K
2pi
1
Rλ
(0)
ij
∂R
∂xj
ni, if k = 0,
−ıKω
4 H
(2)
1 (ωR)λ
(0)
ij
∂R
∂xj
ni, if k > 0,
Kω
2pi K1(ωR)λ
(0)
ij
∂R
∂xj
ni, if k < 0,
(15)
where
K = τ¨ /ζ
ω =
√
|k|/ζ
ζ = [λ(0)11 + λ
(0)
12 (τ + τ) + λ
(0)
22 ττ ]/2
R =
√
(x˙1 − a˙)2 + (x˙2 − b˙)2
x˙1 = x1 + τ˙x2
a˙ = a+ τ˙ b
x˙2 = τ¨x2
b˙ = τ¨ b
where τ˙ and τ¨ are respectively the real and the positive imaginary parts of the
complex root τ of the quadratic
λ
(0)
11 + 2λ
(0)
12 τ + λ
(0)
22 τ
2 = 0,
and H(2)0 , H
(2)
1 denote the Hankel function of second kind and order zero and
order one respectively. K0, K1 denote the modified Bessel function of order zero
and order one respectively, ı represents the square root of minus one and the bar
denotes the complex conjugate.
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The derivatives ∂R/∂xj needed for the calculation of the Γ in (15) are given by
∂R
∂x1
=
1
R
(x˙1 − a˙),
∂R
∂x2
= τ˙
[
1
R
(x˙1 − a˙)
]
+ τ¨
[
1
R
(x˙2 − b˙)
]
.
Use of (5) and (11) in (14) yields
η(x0) g1/2(x0) φ(x0) =
∫
∂Ω
{[
g1/2(x) Γ(x,x0)− P [g](x) Φ(x,x0)
]
φ(x) −[
g−1/2(x) Φ(x,x0)
]
P (x)
}
ds(x). (16)
This equation provides a boundary integral equation for determining φ and P at
all points of Ω.
The analysis of the section requires that the coefficients λij are of the form (3)
with g satisfying (9). This condition on g allows for considerable choice in the
coefficients. For example, when k = 0, g can assume a number of multiparameter
forms with the parameters being employed to fit λij to numerical data for the
coefficients. Possible multiparameter forms include
g(x) = (α0 + α1x1 + α2x2)
2
, (17)
g(x) =
[<{α0 + α1z + α2z2 + . . .+ αnzn}]2 , (18)
where the αi are constants, < denotes the real part of a complex number and
z = x1+τx2. More generally, the square of the real part of any analytical function
of the complex variable z can serve as a possible form for g. For the case when
k 6= 0 some possible multiparameter forms of g are
g(x) = [A cos(αmxm)]
2 with λ(0)ij αiαj = k, (19)
g(x) = [A exp(αmxm)]
2 with λ(0)ij αiαj = −k, (20)
where A, αm are real constants.
4 A perturbation method
The boundary element procedure described in the previous section provides an
effective numerical method for determining φ when g satisfies (9). In this section
a procedure is obtained for the case when λij is perturbed about λ
(0)
ij g.
The coefficient λij is taken in the form
λij(x) = λ
(0)
ij g(x) + ² λ
(1)
ij (x), (21)
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where ² is a small parameter and λ(1)ij is a differentiable function of x. Substitution
of (21) into (1) and use of (5) gives
λ
(0)
ij
∂
∂xi
[
g
∂
∂xj
(
g−1/2ψ
)]
= −² ∂
∂xi
(
λ
(1)
ij
∂φ
∂xj
)
. (22)
Use of the analysis used to derive (10) from (6) for the left hand side and a
simplification on the right hand side of (22) yields
λ
(0)
ij
∂2ψ
∂xi∂xj
+ kψ = −²g−1/2
(
λ
(1)
ij
∂2φ
∂xi∂xj
+
∂λ
(1)
ij
∂xi
∂φ
∂xj
)
(23)
where g satisfies (9).
A solution to equation (23) is sought in the form
ψ(x) =
∞∑
r=0
²r ψ(r)(x). (24)
From (5) and (24) we may write φ in a series form
φ(x) =
∞∑
r=0
²r φ(r)(x), (25)
where φ(r) corresponds to ψ(r) according to
ψ(r) = g1/2 φ(r) for r = 0, 1, . . . .
Substitution of (24) into (23), equating coefficients of powers of ², yields
λ
(0)
ij
∂2ψ(r)
∂xi∂xj
+ kψ(r) = h(r) for r = 0, 1, . . . , (26)
where
h(0)(x) = 0,
h(r)(x) = −g−1/2
(
λ
(1)
ij
∂2φ(r−1)
∂xi∂xj
+
∂λ
(1)
ij
∂xi
∂φ(r−1)
∂xj
)
for r = 1, 2, . . . .
(27)
The integral equation for (26) is
η(x0) ψ(r)(x0) =
∫
∂Ω
[
Γ(x,x0) ψ
(r)(x)− Φ(x,x0) P [ψ
(r)](x)
]
ds(x) +∫
Ω
h(r)(x) Φ(x,x0) dS(x) for r = 0, 1, . . . , (28)
where
P [ψ
(r)] = λ(0)ij (∂ψ
(r)/∂xj)ni.
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We also have
P [ψ
(r)] = g1/2P (r) + φ(r)P [g] for r = 0, 1, . . . ,
where
P (r)(x) = λ(0)ij
∂φ(r)
∂xj
ni
and P [g] is given in (12).
Thus the integral equation (28) may be written in the form
η(x0) g1/2(x0) φ(r)(x0) =
∫
∂Ω
{[
g1/2(x) Γ(x,x0)− P [g](x) Φ(x,x0)
]
φ(r)(x) −[
g1/2(x) Φ(x,x0)
]
P (r)(x)
}
ds(x) +∫
Ω
h(r)(x) Φ(x,x0) dS(x). (29)
Now, the corresponding value of P may be written as
P = gP (0) +
∞∑
r=1
²r
[
gP (r) +G(r)
]
, (30)
where
G(r)(x) = λ(1)ij
∂φ(r−1)
∂xi
nj . (31)
To satisfy the boundary conditions in Section 2 it is required that
φ(0) = φ on ∂Ω1,
P (0) = g−1P on ∂Ω2,
where φ takes on its specified value on ∂Ω1 and P takes on its specified value on
∂Ω2. It then follows from (25) and (30) that for r = 1, 2, . . .
φ(r) = 0 on ∂Ω1,
P (r) = −g−1G(r) on ∂Ω2.
The integral equation (29) may now be used to find the numerical values of the
unknowns on the boundary ∂Ω and the numerical values of φ(r) and derivatives
in the domain Ω for r = 0, 1, . . .. At each stage in using (29) to determine φ(r),
the G(r) occuring in the boundary condition P (r) = −g−1G(r) on ∂Ω2 may be
obtained from (31) which is evaluated from the previous iteration. Equations (25)
and (30) then provide the values of φ in the domain Ω and P on the boundary
∂Ω.
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5 Further reduction to constant coefficients
The analysis of this chapter has so far been concerned with coefficients which fall
within the general class given by (21). The following analysis seeks to consider the
case when the coefficients λij(x) are not all proportional to the same function of
x and thus fall outside the general class given by (21).
Attention will be restricted to anisotropic materials for which the material has
symmetry properties which lead to the coefficient λ12 being zero. In this case
equation (1) becomes
∂
∂x1
[
λ11(x1, x2)
∂φ
∂x1
]
+
∂
∂x2
[
λ22(x1, x2)
∂φ
∂x2
]
= 0. (32)
It will be further assumed that the coefficients λ11 and λ22 have variable separable
forms so that they can be written in the form
λ11(x1, x2) = X1(x1)Y1(x2), (33)
λ22(x1, x2) = X2(x1)Y2(x2). (34)
Substitution of (33) and (34) into (32) yields
1
X2(x1)
∂
∂x1
[
X1(x1)
∂φ
∂x1
]
+
1
Y1(x2)
∂
∂x2
[
Y2(x2)
∂φ
∂x2
]
= 0.
The new independent variables
ξ1 =
∫ (
X2(x1)
X1(x1)
)1/2
dx1, ξ2 =
∫ (
Y1(x2)
Y2(x2)
)1/2
dx2 (35)
now provide
1
M(ξ1)
∂
∂ξ1
[
M(ξ1)
∂φ
∂ξ1
]
+
1
N(ξ2)
∂
∂ξ2
[
N(ξ2)
∂φ
∂ξ2
]
= 0, (36)
where
M = (X2X1)
1/2
, N = (Y2Y1)
1/2
. (37)
A new dependent variable ψ is now introduced according to
φ =M−1/2N−1/2ψ. (38)
Use of (38) in (36) yields
∇2ψ −
[(
M−1/2N−1/2
)
∇2
(
M1/2N1/2
)]
ψ = 0, (39)
where
∇2 ≡ ∂2/∂ξ12 + ∂2/∂ξ22.
If
∇2
(
M1/2N1/2
)
= 0, (40)
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then from (39) ψ satisfies Laplace’s equation
∇2ψ = 0.
Since M is a function of ξ1 only and N is a function of ξ2 only (40) then M and
N must adopt the forms
M(ξ1) = (αξ1 + β)
2
, N(ξ2) = (γξ2 + δ)
2
where α, β, γ and δ are constants.
The boundary integral equations for ψ in the new frame Oξ1ξ2 may be obtained
from (11)–(14) with λ(0)11 = λ
(0)
22 = 1, λ
(0)
12 = 0. Specifically the equation for ψ is
η(ξ0) ψ(ξ0) =
∫
∂Ωξ
[
Γ(ξ, ξ0) ψ(ξ)− Φ(ξ, ξ0) P [ψ](ξ)
]
ds(ξ)
where Φ and Γ are given by (15) with k = 0 and the region Ωξ with boundary
∂Ωξ denoting the domain and boundary under consideration referred to the Oξ1ξ2
frame.
The boundary integral equation for φ is given by
η(ξ0) g
1/2(ξ0) φ(ξ0) =
∫
∂Ωξ
{[
g1/2(ξ) Γ(ξ, ξ0)− P [g](ξ) Φ(ξ, ξ0)
]
φ(ξ) −[
g−1/2(ξ) Φ(ξ, ξ0)
]
P (ξ)
}
ds(ξ) (41)
where
g(ξ) =M(ξ1)N(ξ2).
6 Numerical results
In this section some particular boundary value problems are solved numerically by
employing the integral equations obtained in Sections 3, 4 and 5. In implementing
this method to obtain numerical results standard boundary element procedure is
employed (see for example Clements [6]).
Problem 2.1 Consider the boundary value problem governed by (1) for an inho-
mogeneous material of geometry as given in Figure 1 with coefficients[
λ′ij
]
=
[
(1 + 2α′2x
′
2)
2 + 0.1β sin(pix′2) 0
0 2(1 + 2α′2x
′
2)
2 + 0.2β sin(pix′2)
]
(42)
where λ′ij = λij/λ̂, λ̂ is a reference coefficient, x
′
i = xi/l (i = 1, 2), l is a reference
length, α′2 = α2l, α2 is given in (17) and β is a dimensionless constant. The
boundary conditions are (see Figure 1)
φ′ = 0, on AB,
P ′ = 0, on BC and AD,
P ′ = 1, on CD
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φ = 0
P = 0
P = P̂
P = 0x1
x2
B(l, 0)
C(l, l)D(0, l)
A(0, 0)
Figure 1: The geometry for Problem 2.1
where φ′ = φ/φ̂, P ′ = P/P̂ , φ̂ is a reference value of φ and P̂ = λ̂ φ̂/l is a reference
value of P .
The coefficients (42) may be written in the form (21) with
² = 0.1,
g = (1 + 2α′2x
′
2)
2,[
λ
′(0)
ij
]
=
[
1 0
0 2
]
,[
λ
′(1)
ij
]
=
[
β sin(pix′2) 0
0 2β sin(pix′2)
] (43)
where λ′(m)ij = λ
(m)
ij /λ̂ for m = 0, 1.
When β = 0 the exact solution to the problem is
φ′ = x′2/[2(1 + 2α
′
2x
′
2)]
with σi = λij(∂φ/∂xj) given by
σ′1 = 0 and σ
′
2 = 1
where σ′i = σi/P̂ .
Table 1 and Table 2 show the numerical and analytical results for the solutions
φ′ and P ′ when α′2 = 1, β = 0, 1, 2, 3. For β = 0 it is observed from Table 1
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and Table 2 that the numerical solutions for φ′ and P ′ converge to the analytical
solutions as the number of segments increases. For β 6= 0 an analytical solution
to the problem does not exist (DNE) and it is apparent from Table 1 and Table
2 that the numerical solutions also converge as the number of segments increases.
Furthermore, it should be noted that the values of φ′ in Table 1 decrease as the
parameter β increases. This is to be expected as the value of P ′ is kept constant
then an increase in the value of the coefficients λ′ij resulted from an increase in
the values of β will cause a decrease in the value of φ. However, the values of P ′
in Table 2 increase as the value of β increases. This is also to be expected as by
the definition P ′ = λ′ij(∂φ
′/∂x′i)nj , so that if the coefficients λ
′
ij increase then the
value of P ′ will also increases.
For the case β 6= 0 the numerical solutions for φ′ and P ′ are taken in the se-
ries forms (25) and (30) respectively. The series solutions are approximated
by taking the first two terms of each series, that is φ′ ≈ φ′(0) + ²φ′(1) and
P ′ ≈ gP ′(0) + ²(gP ′(1) +G′(1)) where G′(1) = G(1)/P̂ .
The domain integral in (29) is evaluated by dividing the domain into 15×15 equal
square cells and the integrand is assumed to be constant, taking on its value at
the mid point of each cell. The function h(1) in (27) for this particular problem is
given by
h(1)(x) = −g−1/2
(
−2g−1/2λ(1)ij
∂g1/2
∂xi
+
∂λ
(1)
ij
∂xi
)
∂φ(0)
∂xj
which is derived from the equation
λ
(0)
ij
∂2ψ(0)
∂xi∂xj
= 0.
Thus we only need the value of the derivative ∂φ
(0)
∂xj
of the first iteration solution
to find the value of the function h(1)(x).
Problem 2.2 Consider a problem governed by an equation of the type (32) for a
medium of geometry as shown in Figure 2 with the coefficients of the forms (33)
and (34). Specifically the problem is governed by
∂
∂x1
[
λ11(x1, x2)
∂φ
∂x1
]
+
∂
∂x2
[
λ22(x1, x2)
∂φ
∂x2
]
= 0
with coefficients
λ′11(x1, x2) = (1 + 2x
′
1)
3/2(2 + 3x′2)
2
λ′22(x1, x2) = (1 + 2x
′
1)
1/2(2 + 3x′2)
2.
The boundary conditions are (see Figure 2)
φ′ = 1/2 on AB,
φ′ = 1/(2 + 3x′2) on BC,
φ′ = 1/5 on CD,
φ′ = 1/(2 + 3x′2) on AD.
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Table 1: Solution φ′ to Problem 2.1, when α′2 = 1
Position φ′ BEM φ′ BEM φ′ BEM φ′
(x′1, x
′
2) 80 segments 160 segments 320 segments Analytical
β = 0
(1.0,0.1) 0.0390 0.0404 0.0411 0.0416
(1.0,0.3) 0.0909 0.0924 0.0931 0.0937
(1.0,0.5) 0.1219 0.1235 0.1243 0.1250
(1.0,0.7) 0.1425 0.1442 0.1450 0.1458
(1.0,0.9) 0.1573 0.1590 0.1599 0.1607
β = 1
(1.0,0.1) 0.0385 0.0399 0.0406 DNE
(1.0,0.3) 0.0890 0.0904 0.0912 DNE
(1.0,0.5) 0.1191 0.1207 0.1215 DNE
(1.0,0.7) 0.1393 0.1410 0.1418 DNE
(1.0,0.9) 0.1539 0.1557 0.1565 DNE
β = 2
(1.0,0.1) 0.0380 0.0396 0.0402 DNE
(1.0,0.3) 0.0871 0.0886 0.0893 DNE
(1.0,0.5) 0.1163 0.1179 0.1186 DNE
(1.0,0.7) 0.1361 0.1378 0.1386 DNE
(1.0,0.9) 0.1506 0.1523 0.1531 DNE
β = 3
(1.0,0.1) 0.0376 0.0391 0.0397 DNE
(1.0,0.3) 0.0852 0.0866 0.0873 DNE
(1.0,0.5) 0.1135 0.1151 0.1158 DNE
(1.0,0.7) 0.1329 0.1346 0.1353 DNE
(1.0,0.9) 0.1472 0.1490 0.1498 DNE
For this particular problem the coefficients λ11 and λ22 are of the type (33) and
(34) with
X ′1(x1) = (1 + 2x
′
1)
3/2, Y ′1(x2) = (2 + 3x
′
2)
2,
X ′2(x1) = (1 + 2x
′
1)
1/2, Y ′2(x2) = (2 + 3x
′
2)
2,
where X ′1 = X1/X̂1, X
′
2 = X2/X̂2, Y
′
1 = Y1X̂1/λ̂, Y
′
2 = Y2X̂2/λ̂, X̂1, X̂2 are
reference values of X1 and X2 respectively. Thus from (35) and (37)
M ′ = 1 + 2x′1 = ξ
′
1
2
, N ′ = (2 + 3x′2)
2 = (2 + 3ξ′2)
2,
where, M ′ = M/M̂ , M̂ = (X̂1X̂2)1/2, N ′ = N/N̂ , N̂ = λ̂/(X̂1X̂2), ξ′i = ξi/ξ̂ (for
i = 1, 2), ξ̂ = (X̂1X̂2)1/2l. The M ′ and N ′ satisfy equation (40). It follows from
(38) that the transformation
φ′ = M ′−1/2N ′−1/2ψ′
= ξ′1
−1(2 + 3ξ′2)
−1ψ′
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Table 2: Solution P ′ to Problem 2.1 when α′2 = 1
Position P ′ BEM P ′ BEM P ′ BEM P ′
(x′1, x
′
2) 80 segments 160 segments 320 segments Analytical
β = 0
(0.1,0.0) -0.9779 -0.9912 -0.9958 -1.0
(0.3,0.0) -0.9829 -0.9918 -0.9960 -1.0
(0.5,0.0) -0.9830 -0.9915 -0.9960 -1.0
(0.7,0.0) -0.9829 -0.9918 -0.9960 -1.0
(0.9,0.0) -0.9779 -0.9912 -0.9958 -1.0
β = 1
(0.1,0.0) -0.9763 -0.9922 -0.9986 DNE
(0.3,0.0) -0.9814 -0.9928 -0.9988 DNE
(0.5,0.0) -0.9815 -0.9925 -0.9988 DNE
(0.7,0.0) -0.9814 -0.9928 -0.9988 DNE
(0.9,0.0) -0.9763 -0.9922 -0.9986 DNE
β = 2
(0.1,0.0) -0.9749 -0.9932 -1.0014 DNE
(0.3,0.0) -0.9800 -0.9938 -1.0016 DNE
(0.5,0.0) -0.9801 -0.9936 -1.0016 DNE
(0.7,0.0) -0.9800 -0.9938 -1.0016 DNE
(0.9,0.0) -0.9749 -0.9932 -1.0014 DNE
β = 3
(0.1,0.0) -0.9734 -0.9942 -1.0042 DNE
(0.3,0.0) -0.9785 -0.9949 -1.0044 DNE
(0.5,0.0) -0.9786 -0.9946 -1.0044 DNE
(0.7,0.0) -0.9785 -0.9949 -1.0044 DNE
(0.9,0.0) -0.9734 -0.9942 -1.0042 DNE
where ψ′ = ψ/(φ̂λ̂1/2), transforms the original partial differential equation to
∇2ψ′ = 0
where ∇2 ≡ ∂2/∂ξ′12 + ∂2/∂ξ′22.
Table 3 shows a comparison between BEM results obtained using equation (41)
and analytical results for some interior points. The analytical solution to this
problem is φ′ = 1/(2 + 3x′2).
Problem 2.3 Consider the known analytical solution to (1)
φ′ =
sinβ′x′2
cos(α′1x
′
1 + α
′
2x
′
2)
(44)
where α′i = αil (i = 1, 2), αi is given in (19) and β
′ is a dimensionless constant,
to a problem for an inhomogeneous material occupying the region of a unit square
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x1
x2
B(l, 0)
C(l, l)D(0, l)
A(0, 0) φ′ = 1/2
φ′ = 1/(2 + 3x′2)
φ′ = 1/5
φ′ = 1/(2 + 3x′2)
Figure 2: The boundary conditions for Problem 2.2
depicted in Figure 3. The coefficients of the material vary with position in the
square according to[
λ′ij
]
=
[
cos2(α′1x
′
1 + α
′
2x
′
2) 0.5 cos
2(α′1x
′
1 + α
′
2x
′
2)
0.5 cos2(α′1x
′
1 + α
′
2x
′
2) 0.5 cos
2(α′1x
′
1 + α
′
2x
′
2)
]
. (45)
The boundary conditions are (see Figure 3)
P ′, as may be obtained from (44), on AB, BC and CD,
φ′, as given by (44), on AD.
The coefficients (45) may be written in the form (3) with[
λ
′(0)
ij
]
=
[
1 0.5
0.5 0.5
]
,
g(x) = cos2(α′1x
′
1 + α
′
2x
′
2).
Thus, g(x) takes the form (19) with A = 1. The parameters k′ (k′ = kl2/λ̂) and
α′1 are chosen to be 0.5 and the parameter α
′
2 is required to satisfy the condition
in (19) (λ
′(0)
ij α
′
iα
′
j = k
′). Specifically, α′2 satisfies
α′2 =
1
λ
′(0)
22
[
−λ′(0)12 α′1 +
√
λ
′(0)
12
2
α′1
2 − λ′(0)22
(
λ
′(0)
11 α
′
1
2 − k′
)]
.
The parameter β′ is defined as β′ =
√
k′/λ
′(0)
22 .
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Table 3: Numerical and analytical results for Problem 2.2
Position φ′ BEM φ′ BEM φ′ BEM φ′
(x′1, x
′
2) 8 segments 16 segments 32 segments Analytical
(0.9,0.4) 0.285323 0.313721 0.312487 0.312500
(0.2,0.1) 0.431316 0.434713 0.434756 0.434783
(0.6,0.3) 0.344864 0.344839 0.344834 0.344828
(0.8,0.9) 0.207950 0.212652 0.212752 0.212766
(0.4,0.6) 0.263112 0.263144 0.263153 0.263158
(0.9,0.2) 0.396525 0.381003 0.384669 0.384615
(0.5,0.1) 0.433516 0.434958 0.434778 0.434783
(0.3,0.8) 0.226931 0.227248 0.227264 0.227273
(0.9,0.9) 0.185691 0.213604 0.212776 0.212766
Table 4 shows a comparison between the BEM and the analytical solutions. The
BEM solutions converge to the analytical solutions as the number of segments
increases.
Problem 2.4 Consider the known analytical solution to (1)
φ′ =
expβ′x′2
exp(α′1x
′
1 + α
′
2x
′
2)
(46)
where α′i = αil (i = 1, 2), αi is given in (20) and β
′ is a dimensionless constant,
for a problem which is associated with an inhomogeneous material as shown in
Figure 3 with coefficients[
λ′ij
]
=
[
exp[2(α′1x
′
1 + α
′
2x
′
2)] 0.5 exp[2(α
′
1x
′
1 + α
′
2x
′
2)]
0.5 exp[2(α′1x
′
1 + α
′
2x
′
2)] 0.5 exp[2(α
′
1x
′
1 + α
′
2x
′
2)]
]
. (47)
The boundary conditions are (see Figure 3)
P ′, as may be obtained from (46), on AB, BC and CD,
φ′, as given by (46), on AD.
The coefficients (47) may be written in the form (3) with[
λ
′(0)
ij
]
=
[
1 0.5
0.5 0.5
]
,
g(x) = exp[2(α′1x
′
1 + α
′
2x
′
2)],
so that g(x) takes the form (20) with A = 1. The parameters k′ and α′1 are
chosen to be -0.5 and the parameter α′2 is required to satisfy the condition in (20)
(λ
′(0)
ij α
′
iα
′
j = −k′). Specifically, α′2 satisfies
α′2 =
1
λ
′(0)
22
[
−λ′(0)12 α′1 +
√
λ
′(0)
12
2
α′1
2 − λ′(0)22
(
λ
′(0)
11 α
′
1
2 + k′
)]
.
Proceedings of ICAM05 781
  
Mohammad Ivan Azis
-
6
x1
x2
B(l, 0)
C(l, l)D(0, l)
A(0, 0) P given
φ given
P given
P given
Figure 3: The boundary conditions for Problem 2.3 and Problem 2.4
The parameter β′ is defined as β′ =
√
−k′/λ′(0)22 .
Again, Table 5 shows that the BEM solutions converge to the analytical solutions
as the number of segments increases.
Problem 2.5 Consider the problem governed by (1) with coefficients
[λij ] =
[
exp(−αx2) 0
0 exp(−αx2)
]
where α is a constant, with boundary conditions (see Figure 4)
x1 = −(L+D), 0 ≤ x2 ≤ ∞, f = 0,
−(L+D) ≤ x1 ≤ −L, x2 = 0, f = 0,
−L ≤ x1 ≤ L, x2 = 0, f = −f1,
L ≤ x1 ≤ L+D, x2 = 0, f = 0,
x1 = L+D, 0 ≤ x2 ≤ ∞, f = 0,
−(L+D) ≤ x1 ≤ L+D, x2 =∞, f = αφ,
where L and D are constants,
f = un1 + vn2
u = −∂φ/∂x1
v = αφ− ∂φ/∂x2
and f1 is a constant value of f .
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Table 4: BEM and analytical solutions for Problem 2.3
Position BEM Analytical
(x′1, x
′
2) φ
′ ∂φ′/∂x′1 ∂φ
′/∂x′2 φ
′ ∂φ′/∂x′1 ∂φ
′/∂x′2
40 segments
(0.3,0.5) 0.5064 0.0953 0.9886 0.5073 0.0877 0.9928
(0.5,0.5) 0.5290 0.1322 1.0475 0.5282 0.1221 1.0562
(0.7,0.5) 0.5596 0.1752 1.1274 0.5566 0.1642 1.1391
(0.9,0.5) 0.6031 0.3528 1.1864 0.5946 0.2182 1.2482
(0.5,0.1) 0.1107 0.0307 1.0296 0.1041 0.0153 1.0485
(0.5,0.3) 0.3190 0.0725 1.0488 0.3157 0.0594 1.0642
(0.5,0.7) 0.7362 0.2103 1.0199 0.7366 0.2042 1.0240
(0.5,0.9) 0.9350 0.3116 0.9500 0.9361 0.3063 0.9671
80 segments
(0.3,0.5) 0.5068 0.0913 0.9912 0.5073 0.0877 0.9928
(0.5,0.5) 0.5285 0.1267 1.0526 0.5282 0.1221 1.0562
(0.7,0.5) 0.5580 0.1693 1.1340 0.5566 0.1642 1.1391
(0.9,0.5) 0.5968 0.2119 1.2446 0.5946 0.2182 1.2482
(0.5,0.1) 0.1072 0.0231 1.0389 0.1041 0.0153 1.0485
(0.5,0.3) 0.3171 0.0658 1.0571 0.3157 0.0594 1.0642
(0.5,0.7) 0.7364 0.2073 1.0223 0.7366 0.2042 1.0240
(0.5,0.9) 0.9357 0.3088 0.9659 0.9361 0.3063 0.9671
160 segments
(0.3,0.5) 0.5071 0.0896 0.9921 0.5073 0.0877 0.9928
(0.5,0.5) 0.5284 0.1244 1.0545 0.5282 0.1221 1.0562
(0.7,0.5) 0.5573 0.1668 1.1365 0.5566 0.1642 1.1391
(0.9,0.5) 0.5959 0.2207 1.2448 0.5946 0.2182 1.2482
(0.5,0.1) 0.1057 0.0195 1.0433 0.1041 0.0153 1.0485
(0.5,0.3) 0.3165 0.0628 1.0606 0.3157 0.0594 1.0642
(0.5,0.7) 0.7366 0.2059 1.0232 0.7366 0.2042 1.0240
(0.5,0.9) 0.9359 0.3077 0.9663 0.9361 0.3063 0.9671
The governing equation (1) for this particular problem may be written as
∂2φ
∂x21
+
∂2φ
∂x22
− α ∂φ
∂x2
= 0. (48)
Defining the dimensionless variables
X = αx12 , Z =
αx2
2 , θ =
piφ
f1L
,
X0 = αL2 , X1 =
αD
2 ,
U = 2piuf1αL = − ∂θ∂X , V = 2pivf1αL = 2θ − ∂θ∂Z ,
F = Un1 + V n2 = piff1X0
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Table 5: BEM and analytical solutions for Problem 2.4
Position BEM Analytical
(x′1, x
′
2) φ
′ ∂φ′/∂x′1 ∂φ
′/∂x′2 φ
′ ∂φ′/∂x′1 ∂φ
′/∂x′2
40 segments
(0.3,0.5) 0.9631 0.4751 -0.3487 0.9675 0.4838 -0.3541
(0.5,0.5) 1.0637 0.5305 -0.3921 1.0693 0.5346 -0.3914
(0.7,0.5) 1.1755 0.5886 -0.4356 1.1817 0.5909 -0.4325
(0.9,0.5) 1.3064 0.8583 -0.4897 1.3060 0.6530 -0.4780
(0.5,0.1) 1.2329 0.6192 -0.4397 1.2379 0.6189 -0.4531
(0.5,0.3) 1.1454 0.5717 -0.4240 1.1505 0.5752 -0.4211
(0.5,0.7) 0.9883 0.4909 -0.3646 0.9938 0.4969 -0.3638
(0.5,0.9) 0.9172 0.4580 -0.3572 0.9236 0.4618 -0.3381
80 segments
(0.3,0.5) 0.9655 0.4807 -0.3550 0.9675 0.4838 -0.3541
(0.5,0.5) 1.0666 0.5321 -0.3914 1.0693 0.5346 -0.3914
(0.7,0.5) 1.1786 0.5889 -0.4330 1.1817 0.5909 -0.4325
(0.9,0.5) 1.3023 0.6306 -0.4774 1.3060 0.6530 -0.4780
(0.5,0.1) 1.2353 0.6183 -0.4536 1.2379 0.6189 -0.4531
(0.5,0.3) 1.1479 0.5732 -0.4214 1.1505 0.5752 -0.4211
(0.5,0.7) 0.9911 0.4949 -0.3648 0.9938 0.4969 -0.3638
(0.5,0.9) 0.9207 0.4590 -0.3391 0.9236 0.4618 -0.3381
160 segments
(0.3,0.5) 0.9665 0.4822 -0.3542 0.9675 0.4838 -0.3541
(0.5,0.5) 1.0679 0.5333 -0.3911 1.0693 0.5346 -0.3914
(0.7,0.5) 1.1801 0.5897 -0.4324 1.1817 0.5909 -0.4325
(0.9,0.5) 1.3042 0.6520 -0.4782 1.3060 0.6530 -0.4780
(0.5,0.1) 1.2364 0.6191 -0.4537 1.2379 0.6189 -0.4531
(0.5,0.3) 1.1490 0.5740 -0.4204 1.1505 0.5752 -0.4211
(0.5,0.7) 0.9924 0.4958 -0.3641 0.9938 0.4969 -0.3638
(0.5,0.9) 0.9222 0.4604 -0.3387 0.9236 0.4618 -0.3381
the equation (48) may be written as
∂2θ
∂X2
+
∂2θ
∂Z2
= 2
∂θ
∂Z
(49)
and the corresponding boundary conditions (see Figure 5) are
X = −(X0 +X1), 0 ≤ Z ≤ ∞, F = 0,
−(X0 +X1) ≤ X ≤ −X0, Z = 0, F = 0,
−X0 ≤ X ≤ X0, Z = 0, F = −pi/X0,
X0 ≤ X ≤ X0 +X1, Z = 0, F = 0,
X = X0 +X1, 0 ≤ Z ≤ ∞, F = 0,
−(X0 +X1) ≤ X ≤ X0 +X1, Z =∞, F = 2θ.
Using a standard mathematical tool, Batu [2] derived an analytical solution to
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ﬀx1
x2
f = −f1f = 0 f = 0
L+D −(L+D)L −L
f = 0f = 0
x2 =∞, f = αφ
Figure 4: Boundary conditions for Problem 2.5
this problem as follows
θ =
pi
2(X0 +X1)
+ 2
∞∑
n=1
In
n
sin
(
npiX0
X0 +X1
)
cos
(
npiX
X0 +X1
)
U =
2pi
X0 +X1
∞∑
n=1
In sin
(
npiX0
X0 +X1
)
sin
(
npiX
X0 +X1
)
(50)
V =
pi
X0 +X1
+ 2
∞∑
n=1
In
n
1 +
[(
npi
x0 +X1
)2
+ 1
]1/2
sin
(
npiX0
X0 +X1
)
cos
(
npiX
X0 +X1
)
where
In =
exp
{
Z −
[(
npiZ
X0+X1
)2
+ Z2
]1/2}
X0
{
1 +
[(
npi
X0+X1
)2
+ 1
]} .
We resolve this problem using the integral equation method. For this purpose we
take the transformation
θ = exp(Z) ψ. (51)
Proceedings of ICAM05 785
  
Mohammad Ivan Azis
? ?
ﬀX
Z
F = −pi/X0F = 0 F = 0
X0 +X1 −(X0 +X1)X0 −X0
F = 0F = 0
Z =∞, F = 2θ
Figure 5: Boundary conditions of dimensionless variables for Problem 2.5
Substitution of (51) into (49) gives
∂2ψ
∂X2
+
∂2ψ
∂Z2
− ψ = 0 (52)
and
U = − exp(Z) ∂ψ∂X
V = exp(Z)
(
ψ − ∂ψ∂Z
)
F = exp(Z)
(
ψn2 − P [ψ]
)
where P [ψ] is given by (13). Equation (52) is a particular form of the constant
coefficient equation (10) with k = −1 for the isotropic case (λ(0)11 = λ(0)22 = 1,
λ
(0)
12 = λ
(0)
21 = 0). Therefore the boundary integral equation (14) may be used to
find the solution of (52).
The corresponding boundary conditions, after the transformation (51), to be used
in the integral equation method are (see Figure 6)
X = −(X0 +X1), 0 ≤ Z ≤ ∞, P [ψ] = 0,
−(X0 +X1) ≤ X ≤ −X0, Z = 0, P [ψ] = −ψ,
−X0 ≤ X ≤ X0, Z = 0, P [ψ] = pi/X0 − ψ,
X0 ≤ X ≤ X0 +X1, Z = 0, P [ψ] = −ψ,
X = X0 +X1, 0 ≤ Z ≤ ∞, P [ψ] = 0,
−(X0 +X1) ≤ X ≤ X0 +X1, Z =∞, P [ψ] = −ψ.
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Z
P [ψ] = pi/X0 − ψ
P [ψ] = −ψ P [ψ] = −ψ
X0 +X1 −(X0 +X1)X0 −X0
P [ψ] = 0P [ψ] = 0
Z =∞, P [ψ] = −ψ
Figure 6: Boundary conditions for Problem 2.5 after the transformation (51)
Table 6 shows a comparison between the numerical and analytical solutions for
the cases when X0 = 0.1, X1 = 0.4 and X0 = 0.25, X1 = 0.25. The values of
the analytical solution are calculated by summing 100 first terms of the series
solution (50). Whereas, when solving the problem using the integral equation
method the boundary is divided into 600 segments of equal length. For the case
when X0 = 0.1, X1 = 0.4, 200 segments are taken along each of the sides X =
−(X0 + X1), 0 ≤ Z ≤ 2 and X = X0 + X1, 0 ≤ Z ≤ 2, 40 segments along each
of the sides −(X0 +X1) ≤ X ≤ −X0, Z = 0 and X0 ≤ X ≤ X0 +X1, Z = 0, 20
segments along the side −X0 ≤ X ≤ X0, Z = 0 and 100 segments along the side
−(X0 + X1) ≤ X ≤ X0 + X1, Z = 2. For the case when X0 = 0.25, X1 = 0.25,
200 segments are taken along each of the sides X = −(X0 +X1), 0 ≤ Z ≤ 2 and
X = X0 + X1, 0 ≤ Z ≤ 2, 25 segments along each of the sides −(X0 + X1) ≤
X ≤ −X0, Z = 0 and X0 ≤ X ≤ X0 + X1, Z = 0, 50 segments along the side
−X0 ≤ X ≤ X0, Z = 0 and 100 segments along the side −(X0 + X1) ≤ X ≤
X0+X1, Z = 2. Moving down deeper than Z = 2 in the positive Z direction does
not give more accurate results. It is observed from Table 6 that the numerical and
the analytical solutions agree very well.
Problem 2.6 Consider Problem 2.5 again but with a different geometry of domain
as for Problem 2.5. Referring to Figure 5, the section of straight line joining the
points (X,Z) = (−X0, 0) and (X,Z) = (X0, 0) for Problem 2.5 is replaced by
an arc of a circle. The circle is centered at point (0,−
√
r2 −X20 ) with radius
r and positive values of Z. The value of the radius varies from r/X0 = 1.0,
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Table 6: Numerical and analytical solutions for Problem 2.5
Position Numerical Analytical
(X,Z) θ U V θ U V
Case : X0 = 0.1, X1 = 0.4
(.12,.08) 3.8494 9.2415 10.6176 3.8503 9.2754 10.6159
(.10,.09) 3.9849 8.0108 12.5756 3.9864 8.0419 12.5863
(.095,.1) 3.9757 7.0597 12.6935 3.9773 7.0863 12.7061
(.09,.11) 3.9611 6.2012 12.7113 3.9627 6.2239 12.7249
(.08,.12) 3.9689 5.2154 12.9674 3.9706 5.2342 12.9830
(.05,.13) 4.0411 3.2408 13.9517 4.0432 3.2524 13.9722
(.02,.14) 4.0479 1.2320 14.1372 4.0500 1.2363 14.1587
(.22,.05) 2.9706 6.6776 2.6034 2.9694 6.6800 2.5871
(.23,.06) 2.9388 6.1196 2.7832 2.9377 6.1225 2.7691
(.25,.12) 2.9753 4.5764 4.1086 2.9747 4.5814 4.1005
(.27,.20) 3.0111 3.0423 4.9654 3.0108 3.0467 4.9613
Case : X0 = 0.25, X1 = 0.25
(.25,.12) 3.1416 3.9222 6.2830 3.1416 3.9316 6.2832
(.27,.20) 3.0936 2.3817 5.9111 3.0935 2.3866 5.9103
(.30,.30) 3.0740 1.3042 5.7791 3.0739 1.3066 5.7781
(.35,.37) 3.0537 .7571 5.6343 3.0536 .7585 5.6332
(.40,.42) 3.0493 .4200 5.6032 3.0491 .4207 5.6020
(.45,.44) 3.0441 .1982 5.5662 3.0440 .1985 5.5650
(.48,.46) 3.0503 .0723 5.6114 3.0501 .0724 5.6102
(.05,.30) 3.3477 .4121 7.7959 3.3481 .4129 7.7987
(.05,.35) 3.2993 .3185 7.4427 3.2996 .3191 7.4449
(.05,.40) 3.2623 .2450 7.1711 3.2625 .2454 7.1727
(.05,.45) 3.2339 .1879 6.9627 3.2341 .1883 6.9640
r/X0 = 1.9, r/X0 = 2.8 to r/X0 = 3.7. In particular the bigger the value of the
radius the flatter the arc of the circle will be. The geometry of the problem, after
the transformation (51), is shown in Figure 7.
Table 7 and Table 8 show the results for the case when X0 = 0.1, X1 = 0.4. It is
observed from Table 7 and Table 8 that as the value of the radius r/X0 gets bigger
the results converge to the corresponding results in Table 6 for Problem 2.5. Also,
Table 9 and Table 10 show the results for the case when X0 = 0.25, X1 = 0.25.
Again, Table 9 and Table 10 show that as the value of the radius r/X0 gets bigger
the results converge to the corresponding results in Table 6 for Problem 2.5.
7 Conclusion
Some boundary element methods are obtained for a class of two dimensional elliptic
boundary value problems for inhomogeneous media. The methods can be applied
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ﬀX
Z
P [ψ] = e−Zpi/X0 + ψn2
P [ψ] = −ψ P [ψ] = −ψ
X0 +X1 −(X0 +X1)X0 −X0
P [ψ] = 0P [ψ] = 0
Z =∞, P [ψ] = −ψ
Figure 7: Boundary conditions for Problem 2.6 after the transformation (51)
to a variety of problems in such areas as antiplane strain in elastostatics and plane
thermostatic problems for inhomogeneous anisotropic materials.
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Table 8: Numerical solutions for Problem 2.6 when X0 = 0.1, X1 = 0.4
Position r/X0 = 1.90 r/X0 = 1.00
(X,Z) θ U V θ U V
(.12,.08) 4.0450 10.0323 10.7655 5.9880 15.9985 14.3009
(.10,.09) 4.1990 8.9225 13.0049 6.2618 15.1858 18.2600
(.095,.1) 4.1936 7.8970 13.2449 6.2720 13.6085 19.1142
(.09,.11) 4.1814 6.9531 13.3532 6.2674 12.0663 19.6678
(.08,.12) 4.1937 5.8773 13.7244 6.3032 10.3320 20.6598
(.05,.13) 4.2789 3.7078 14.9651 6.4685 6.7509 23.3835
(.02,.14) 4.2895 1.4145 15.2503 6.4991 2.5942 24.1945
(.22,.05) 3.1132 6.9305 2.6306 4.5814 9.9127 3.5122
(.23,.06) 3.0813 6.3671 2.8289 4.5404 9.1683 3.8380
(.25,.12) 3.1250 4.8103 4.2451 4.6254 7.1175 6.0149
(.27,.20) 3.1665 3.2216 5.1836 4.7024 4.8616 7.5498
Table 9: Numerical solutions for Problem 2.6 when X0 = 0.25, X1 = 0.25
Position r/X0 = 3.70 r/X0 = 2.80
(X,Z) θ U V θ U V
(.25,.12) 3.1706 4.0655 6.2047 3.1983 4.1376 6.2173
(.27,.20) 3.1273 2.4714 5.9227 3.1564 2.5163 5.9601
(.30,.30) 3.1095 1.3547 5.8225 3.1391 1.3798 5.8701
(.35,.37) 3.0891 .7858 5.6816 3.1185 .8003 5.7296
(.40,.42) 3.0847 .4360 5.6523 3.1141 .4441 5.7007
(.45,.44) 3.0794 .2057 5.6148 3.1087 .2095 5.6628
(.48,.46) 3.0858 .0751 5.6619 3.1153 .0765 5.7108
(.05,.30) 3.3978 .4410 7.9592 3.4341 .4534 8.0601
(.05,.35) 3.3468 .3386 7.5834 3.3819 .3475 7.6744
(.05,.40) 3.3078 .2593 7.2957 3.3420 .2657 7.3795
(.05,.45) 3.2780 .1983 7.0758 3.3115 .2030 7.1543
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Table 10: Numerical solutions for Problem 2.6 when X0 = 0.25, X1 = 0.25
Position r/X0 = 1.90 r/X0 = 1.00
(X,Z) θ U V θ U V
(.25,.12) 3.2865 4.3290 6.2955 4.9370 7.5490 9.1075
(.27,.20) 3.2469 2.6352 6.0942 4.8672 4.2778 9.2419
(.30,.30) 3.2306 1.4460 6.0246 4.8283 2.2297 9.0721
(.35,.37) 3.2094 .8383 5.8837 4.7916 1.2771 8.8077
(.40,.42) 3.2049 .4652 5.8553 4.7832 .7054 8.7482
(.45,.44) 3.1993 .2196 5.8162 4.7744 .3329 8.6834
(.48,.46) 3.2062 .0803 5.8667 4.7845 .1216 8.7584
(.05,.30) 3.5424 .4837 8.3476 5.2590 .4769 12.1521
(.05,.35) 3.4871 .3693 7.9373 5.1859 .4332 11.6690
(.05,.40) 3.4449 .2816 7.6246 5.1284 .3592 11.2708
(.05,.45) 3.4127 .2147 7.3863 5.0836 .2868 10.9533
792 Proceedings of ICAM05
  
Computation of Analysis Discrimination And 
Classification In Separating Two Classes Of Objects 
 
 
Entin Hartini 
 
 
P2TIK, BATAN, Serpong, Indonesia 
 
 
Abstract: Discrimination and classification are multivariate techniques concerned 
with separating distinct set of objects and with allocating new objects to previously 
defined groups. Allocation or classification rule are usually developed from learning  
samples. Measured characteristics of randomly selected objects known to come 
from each of the two populations are examined for differences. A good classification 
procedure should result in few misclassifications. The chances or probabilities of 
misclassification and  expected cost of  misclassification  (ECM) should be small. 
The estimated minimum ECM rule for two normal populations is tantamount to 
creating two univariate populations for the equal costs and equal priors 
discriminant function by taking appropriate linear combinations from two 
populations and then assigning a new observation to population 1 or otherwise. In 
sum for two populations, the maximum relative separation that can be obtained by 
considering linier combinations of the multivariate observations is equal to the 
sample squared distance between the two means. This is can be used in certain 
situations, to test whether two populations means differ significantly. A test for 
differences in mean vectors  used an F- distribution. 
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Abstract. This paper discusses the application of the Half-Sweep Arithmetic Mean 
(HSAM) method by using the half-sweep linear finite element approximation 
equation based on the Galerkin scheme to solve one-dimensional Poisson’s 
equation. Formulations of the full-sweep and half-sweep linear finite element 
approaches are also derived. Some numerical experiments are conducted to show 
that the Half-Sweep Arithmetic Mean (HSAM) method is superior to the Full-Sweep 
method. 
Key-words: Half-Sweep Iterative, Arithmetic Mean Algorithm, Galerkin finite 
element scheme, Poisson’s equation 
 
1 Introduction 
 
By using numerical techniques, there are many methods can be used by 
researchers to gain approximate solutions such as the finite difference, finite 
element, finite volume and boundary element methods. Those methods are one of 
the most efficient approximate techniques to solve any partial differential equation, 
which describes a certain problem in science and engineering.  
 
Apart of those methods, the findings on the concept of the half-sweep iterative 
method and the two-stage iterative methods are definitely important in solving any 
system of linear equations. For instance, the half-sweep iteration is motivated by 
Abdullah [1] via the Explicit Decoupled Group (EDG) iterative method to solve two-
dimensional Poisson’s equations. Further discussions of the half-sweep iterative 
method, especially its applications on block iterative methods, are also reviewed, 
see in [2], [4], [14]. Secondly two-stage iterative methods are one of the efficient 
iterative methods in solving any system of linear equations. There are many two-
stage iterative methods can be considered such as the Alternating Group Explicit 
(AGE) [3], the Iterative Alternating Decomposition Explicit (IADE) [7], the Reduced 
Iterative Alternating Decomposition Explicit (RIADE) [8], the Half-Sweep Iterative 
Alternating Decomposition Explicit (HSIADE) [9], the Quarter-Sweep Iterative 
Alternating Decomposition Explicit (QSIADE) [10], and the Arithmetic Mean (AM) 
[6] methods. In 2004, the standard AM method, however, has been modified in [11] 
by combining the concept of the half-sweep iteration and then called as the Half-
Sweep Arithmetic Mean (HSAM) method. Moreover the effectiveness of the HSAM 
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method using the fourth-order standard finite difference approximation equation 
has also been shown in [12].  
 
In this paper, we discuss the application of the Half-Sweep Arithmetic Mean 
(HSAM) method by using the half-sweep linear finite element approximation 
equation based on the Galerkin scheme to solve one-dimensional Poisson’s 
equation. To show the efficiency of the HSAM method, let us consider one-
dimensional Poisson’s equation defined as 
 00),( bxaxfdx
Ud
2
2
≤≤=−   (1) 
subject to the boundary conditions 
 1000 )(,)( β=β= bUaU   
and β0, β1, and )(xf  are constants and a continuous function, respectively.  
 
To facilitate in formulating the full- and half-sweep linear finite element 
approximation equations for problem (1), we shall restrict our discussion onto 
uniform node points only as shown in Figure 1. Let assume the solution domain (1) 
can be uniformly divided into 2,2 ≥= pm p  subinterval, which its distance, x∆  
defined as Equation (2) 
 
( )
1,00 −==−=∆ mnh
m
abx   (2) 
 
a). 
 
b). 
Figure 1.  a). and b) show the distribution of uniform node points for the full- and 
half-sweep cases respectively. 
 
Based on Figure 2, we need to build linear finite element networks in order to 
facilitate us to derive and implement in terms of the development of computational 
algorithms. The figure has shown that the linear finite element networks consist of 
two different sizes, which their element lengths are h and 2h respectively. However 
each element involves two node points only of type  . For that reason, the 
implementation of the full- and half-sweep iterative algorithms will be applied onto 
the node points of the same type until the iterative convergence fixed is achieved. 
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Then other approximate solutions at remain points (points of the different type) are 
computed directly as discussed in [1], [2], [4], and [14]. 
 
a). 
 
b). 
                                          
           Figure 2.  The networks of linear elements with their length (a) h and (b) 2h. 
 
2 Formulation of the Half-Sweep Galerkin finite 
element approximation 
 
As mentioned the previous section, we study the application of the Half-Sweep 
Arithmetic Mean (HSAM) method by using the half-sweep linear finite element 
approximation equation based on the Galerkin scheme to solve one-dimensional 
Poisson’s equation. By considering all node points of type    only, the general 
approximation of the function, ( )xU in the form of interpolation function for an 
arbitrary linear element 2,1, =pe ph  is given by  
 ( ) ( ) ( ) .2,1,21~ =+= +⎥⎦
⎤⎢⎣
⎡
pUxNUxNxU pi
ph
i
phphe
  (3) 
where, 
 ii xxh −= +1 ,  ( ) ( ) 2,1, =−= kbxph
a
xN k
kph
k  , ⎥⎦
⎤⎢⎣
⎡−=⎥⎦
⎤⎢⎣
⎡
1
1
2
1
a
a  ,  ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡ +
i
pi
x
x
b
b
2
1 .        
 
 
a). 
 
b). 
 
      Figure 3. a). and b). show the definition of the hat function, ( )xR phj  at the 
solution domain for the full- and half-sweep cases at m = 8.  
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To define the approximation of the functions, ( )xU  and ( )xf  for the entire domain, 
both functions will be approximated for the full- and half-sweep cases in the 
following form (Vichnevetsky [13]) 
 ( ) ( )∑==
m
pppj
j
ph
j UxRxU
2,1,0~
  (4) 
and 
 ( ) ( )∑==
m
pppj
j
ph
j fxRxf
2,1,0~
  (5) 
 
for p = 1, 2. Equation (4) is an approximate solution for problem (1). In this paper,  
we shall consider the Galerkin finite element scheme to derive the full- and half-
sweep linear finite element approximation equations for the problem. Thus, the 
choice of the weighted function, ( ) ( )xRxW phjj =  is based on a set of the functions ( ){ }mppjxR phj ,...,2,1,0= , which form the approximation solution (4). Actually, each 
element of the function set is a first order piecewise polynomial functions. As a 
result, the definition for each hat function, ( ),xR phj  mppj ,...,2,1,0=  can be easily 
shown in Table 1.  
 
Table 1. Definition of the hat function, ( )xR phj  in term of the shape function,  
( ) 2,1, =kxN phk  for p = 1, 2, 4 in case of the networks of six linear 
elements.  
 
Element 
(subinterval) 
ph
pR0  
ph
pR1  
ph
pR2  
ph
pR3  
ph
pR4  
ph
pR5  
ph
pR6  
ph
pe1  
phN1  
phN2  
0 0 0 0 0 
ph
pe2  
0 phN1  
phN2  
0 0 0 0 
ph
pe3  
0 0 phN1  
phN2  
0 0 0 
ph
pe4  
0 0 0 phN1  
phN2  
0 0 
ph
pe5  
0 0 0 0 phN1  
phN2  
0 
ph
pe6  
0 0 0 0 0 phN1  
phN2  
  
 
Let consider the Galerkin residual method [5] is defined as  
 mkdxxExRD k
,,2,1,0,0)()( L==∫   (6) 
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where )()(
2
2
xf
dx
UdxE +=  is a residual function. By applying the differential 
formulate for the multiplication of two functions and substituting the boundary 
conditions into problem (1), Equation (6) can be rewritten as 
 mkFdxx
U
x
R
x
UxR k
b
a
k
b
a
k ,,2,1,0,)( L==∂
∂
∂
∂−⎥⎦
⎤⎢⎣
⎡
∂
∂ ∫   (7) 
where, 
 ∫=
b
a
kk dxxfxRF )()(    
Beside this, the differential, ( )xU
~
 towards x is given by  
  Udx
dR 
dx
Ud m
k
k
k∑
=
=
0
~
  (8) 
By substituting Equation (8) into Equation (7), we can easily show the full- and 
half-sweep linear Galerkin finite element approximation equations  generally stated 
in the following equation, see Vichnevetsky [13], Lewis and Ward [5] for the case,  p 
= 1, which refers to the Full-Sweep iteration. 
 pmppibUUU ipiipi −==−+− +− ,...,2,1,2   (9) 
where 
 
( ) ( )piipii fffphb +− ++= 46
2
   
The value of p, which corresponds to 1 and 2, represents the full- and half-sweep 
cases respectively.  
 
To facilitate in developing a two-stage iterative method in the next section, we 
rewrite Equation (9) in a matrix form generally stated as  
 ~~
bUA =   (10) 
where, 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
−−
−−
−
=
p
p
mxp
p
m
A
21
121
121
12
OOO  
  [ ]Tpmppp UUUUU −= L321
~
, 
  [ ]Tmpmpp UbbbUbb ++= −L2100
~
. 
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3 Formulation of the HSAM method 
 
In this section, we shall derive the formulation of the FSAM and HSAM schemes. 
As explained in previous section, the FSAM or HSAM method is one of two-stage 
iterative methods. It means that the iterative process for both methods involves two 
levels of virtual time such as ( )1
~
U  and ( )2
~
U . To derive the formulation of HSAM and 
FSAM methods, let assume the symmetry coefficient matrix, A in Equation (10) 
needs to be decomposed into 
 TDLA ++=     (11) 
where L, D and T are lower triangular, diagonal and upper triangular  matrices 
respectively. Generally, the scheme for both AM methods is given in [7], [11], [12] 
as follows 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ⎟⎠
⎞⎜⎝
⎛ +=
+−−=+
+−−=+
+ 2
~
1
~
1
~
~~
2
~
~~
1
~
2
1
)1()(
)1()(
UUU
frUrLDrUrTD
frUrTDrUrLD
k
k
k
      (12) 
where r and 
( )k
~
U  represent as an acceleration parameter and an unknown vector at 
the kth iteration respectively. By implementing some computer programs, we 
practically need to choose one optimal value of r, where its number of iterations is 
the smallest. The values of matrices L, D and T can be computed by using Equation 
(11). Then the general algorithm for FSAM and HSAM schemes in Equation (12) 
may be described in Algorithm I, see in [11],  [12]. 
 
The FSAM and HSAM algorithms are explicitly performed by using all equations at 
level (1) and level (2) alternatively until the specified convergence criterion is 
satisfied. Then the Full-Sweep Gauss-Seidel (FGS) method acts as the control of 
comparison of numerical results. 
 
Algorithm I.     FSAM and HSAM schemes 
 
i) at  level  (1) 
 
a. Set ,.c,.b,.a 010102 −←−←←  
b. Set ,rc,rbv),r(aw ←←−← λ1  
c. For  pm,,p,p,pi −= L321 ,   
Calculate  
( )( )( )⎪⎪⎩
⎪⎪⎨
⎧
+−−
−=+−
=+−
←
−+
−
+
others,arfUvUwU
pmi,arfUwU
pi,arfvUwU
U
i
)(
i
)k(
i
)k(
i
i
)(
i
)k(
i
i
)k(
i
)k(
i
)(
i
1
11
1
1
1
1
1
λ
λ   
ii) at level (2) 
 
d. For 12 ,,pm,pmi L−−= ,   
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  Calculate  
( )( )( )⎪⎪⎩
⎪⎪⎨
⎧
+−−
−=+−
=+−
←
−+
−
+
others,arfUvUwU
pmi,arfUwU
pi,arfvUwU
U
i
)k(
i
)(
i
)k(
i
i
)k(
i
)k(
i
i
)(
i
)k(
i
)(
i
1
2
1
1
2
1
2
1
λ
λ   
e. For pm,,p,p,pi −= L321 ,   
  Calculate  ( ))(i)(i)k(i UUU 211 21 +←+   
 
4 Numerical experiments 
 
To study the efficiency of the HSAM scheme by using the half-sweep linear finite 
element approximation equation (9) based on the Galerkin scheme, there are three 
items will be considered in comparison such as the number of iterations, execution 
time and maximum absolute error. Some numerical experiments were conducted in 
solving the following Poisson’s equation 
 ]1,0[),3sin(92
2
∈=− xx
dx
Ud
  (13) 
Then boundary conditions and the exact solution of the problem (13) were defined  
by 
 ,x),xsin()x(U 103 ≤≤=   (14) 
 
All results of numerical experiments, obtained from implementation of the GS, 
FSAM and HSAM methods, have been recorded in Table 2. In the implementation 
mentioned above, the convergence test considered the tolerance error 1010−=ε . 
Figures 4 and 5 show number of iterations and the execution time versus mesh 
size respectively. 
 
 
Figure 4.   Number of iterations versus mesh size of the FSAM and HSAM methods. 
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Figure 5. The execution time (seconds) versus mesh size of the FSAM and HSAM 
methods. 
 
Table 2.  Comparison of a number of iterations, the execution time 
(seconds) and maximum errors for the iterative methods. 
 
No. of Iterations 
Mesh size Methods 
(r optimum) 128 256 512 1024 2048 
FGS 25950 94591 341534 1218827 4286118 
FSAM  1429 2816 5467 10579 20383 
HSAM  720 1429 2816 5467 10579 
Execution time (Seconds) 
Mesh size Methods 
(r optimum) 128 256 512 1024 2048 
FGS 0.26 1.89 13.31 91.89 664.72 
FSAM  0.04 0.16 0.62 2.37 8.90 
HSAM  0.02 0.04 0.16 0.63 2.31 
Maximum Absolute Errors 
Mesh size Methods 
(r optimum) 128 256 512 1024 2048 
FGS 4.2609e-5 1.1275e-5 5.3082e-6 1.1287e-5 4.2663e-5 
FSAM  4.2451e-5 1.0627e-5 2.6844e-6 7.2707e-7 2.9438e-7 
HSAM  1.6973e-4 4.2451e-5 1.0627e-5 2.6844e-6 7.2707e-7 
 
5 Conclusion 
 
In the previous section, it has shown that the full- and half-sweep linear finite 
element approximation equations based on the Galerkin scheme can be easily 
represented in the general form as shown in Equation (9). Through numerical  
results collected in Table 2, it seem that a number of iterations and the execution 
time for the HSAM have declined approximately 48.10 – 49.61% and 50.00 – 
75.00% respectively as compared with the FSAM method, see in Figures 4 and 5. 
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Overall, it shows that the HSAM method is superior to the FSAM method in terms 
of a number of iterations and the execution time. This is because the 
computational complexity of the HSAM method is 50% less than the FSAM method. 
In terms of the accuracy, the approximate solutions of the HSAM method by using  
the half-sweep linear element approximation equation is in good agreement. 
Actually, it seems that the above conclusion of  the efficiency of the HSAM 
method is obviously the same to the results obtained by using finite 
difference methods, see in [11], [12]. 
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Abstract: Data assimilation method is an estimation method which is combination 
between dynamical model with data measurement. There are two step what we 
must in data assimilation, the first is parameter identification and the second is 
variable estimation. 
Data assimilation method has been applied in various problem such as 
meteorology, hydrology, air pollution and others. Here we applied data assimilation 
method to estimate the distribution of ground water pollution. The ground water 
pollution flow, for non reactive dissolved substance, can be write as advection - 
dispersion equation 
t
C
y
Cv
x
Cv
y
CD
x
CD yxyx ∂
∂=∂
∂−∂
∂−∂
∂+∂
∂
2
2
2
2
 
with boundary condition ( )( )
( )( )
( )( ) 0,0,,
0,,0,0
0,0,00,,
0
≥=∞∞
≥=
≥≥=
ttC
tCtC
yxyxC
 
where x  is the distance from the injection point. 
In previous research we have done parameter identification, so that here just  
estimate the pollution concentrate. To get the pollution concentrate estimation, we 
must derive the mathematical model, discretize respect to time and space, applied 
into data assimilation algorithm by making computer program, make some 
simulation and finally analyze the result simulation. 
 
Keyword: data assimilation, ground water pollution, concentrate distribution 
estimation 
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Abstract. The common problem found in acoustic is direct problem, in which for 
this type of problem, the acoustic source parameters are known and the acoustic 
pressure surrounding the source is sought. Another type of problem one may pose 
is such that the acoustic field pressures are known and the acoustic parameters 
are to be determined; this kind of problem is called an inverse problem.  
 This paper presents a solution of an inverse problem involving 
axisymmetric source in full space. The solution uses Boundary Element Method 
(BEM). The advantage of using the Boundary Element Method is the reduction of 
the dimension of the problem being solved, wherein three-dimensional problem is 
solved using two-dimensional treatment. For axisymmetric sources, the dimension 
of the problem can be further reduced and one deals only with one-dimensional 
computation. 
 In this paper Generalized Cross Validation (GCV) used to choice a 
parameter of regularization, this technique is used to correct the computational 
error. Test cases show that, the solution using regularization yields better result 
than the solution without regularization. The sources being evaluated include a 
radiating dome and a radiating cylinder respectively.  
Key words: Inverse, BEM, Axisymmetric, SVD, GCV   
 
1 Introduction 
 
There are many problems in acoustics solved using the Boundary Element Method 
(BEM). In direct problem the pressure or normal velocity or the relation between 
them on the surface of vibrating object is used to determine the acoustic pressure 
at any field point [1-2]. 
 
In inverse problem the acoustics information at the acoustic field is known, and 
the acoustic information at the source is desired. The acoustic parameters at the 
source, such as acoustic pressure or impedance on the surface is to be determined 
[3].  
 
For axisymmetric sources, the surface integral appearing in the calculation is 
reduced to a line integral. By taking advantage of the axisymmetric property of the 
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body in question, the modeling is simplified in that only the generator of the body 
needs to be discretized [4-5] 
Kim and Ih [6] used interior BEM to determine the normal velocity and surface 
pressure of half-scaled automotive cabin. The difficulty arose was the  ill-
conditioned problem during the inversion caused by the singularity of the transfer 
matrix. They used regularization methods to stabilize the reconstructed field.  
 
Combined Helmholtz Integral Equation Formulation (CHIEF) method was used to 
overcome the ill-conditioned nature of the surface matrix equation at certain 
characteristic frequencies [7]. In this method, CHIEF points were used to produce 
additional equations to obtain a unique solution. 
 
Singular Value Decomposition (SVD) was employed to determined the number and 
location of the CHIEF points as proposed by Juhl [8-9].  
 
P.A. Nelson [10], E.G. Williams [11] and Neumaier [15] proposed a technique for 
"regularizing" the solution of ill-posed inverse problems which, seems to be likely to 
occur more often than not when dealing with acoustic radiation.  
 
The Generalized Cross Validation technique were developed for use primarily in 
statistical problems [12] and has been applied successfully in image processing 
[13] and in acoustic [10, 14] but not applied to problems with axisymmetric bodies. 
 
2 Full Space Axisymmetric Boundary Element 
Method Formulation 
 
The direct boundary element method is based on the Helmholtz integral equation 
[1,2]. The axisymmetric body in a full space is illustrated in Figure 1. 
 
 
 
 
 
 
 
 
Figure 1. An axisymmetric body in a full space 
 
Where Q is any point on S and P may be on V, S, or V' (the region inside the body 
bounded by (S), R ≡ |P-Q|, n is the unit normal on S directed away from the 
acoustic domain, vn and ps, are the surface normal velocity and sound pressure on 
S. C(P) is a coefficient. The value of C(P) depends on the location of point P. C(P) 
has the value 4π for P∈V, the value 2π for P∈S provided there is a unique tangent 
to S at such a P, and the value 0 for P∈V'. For P at an edge or corner of S, C(P) has 
the value [1-2]: 
 
                         (1) 
 ∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+=
S
QdS
QPRv
PC )(
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v
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The expression of C(P) in Eq. (1) is valid for all P for arbitrary nonsmooth S.  
For axisymmetric body, a cylindrical coordinate system may be used (4,5), that is 
 
  (2) 
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in which φ is the total scalar velocity potential satisfying the Helmholtz differential 
equation ∇2 φ + k2 φ = 0, k is the wave number ω/c of the time harmonic waves 
present in the region V exterior to the surface S of an arbitrary body, ω is the 
circular frequency and c is the speed of sound, while φ I   is the incoming wave.  
 
It can be shown that evaluations of KA(P,Q), KB(P,Q) and C(P) can performed partly 
numerically and partly analytically in terms of elliptic integrals. Equation (2) is the 
BEM formulation for axisymmetric bodies in a full space.  
 
3 An Inverse Solution Formulation 
 
The numerical implementation of Eq. (2) includes cases where P is on the surface S 
and P outside of S. For P on the surface, Eq. (2) can be written in matrix form: 
 
                                         [A]Φ = [B] Φ' +  ΦIS                                               (3) 
 
where [A] and [B] are NxN matrices, the element of vectors Φ, Φ', and ΦIS are values 
of φ, φ', and -4πφI on the surface. For P outside S (field point in V) the same 
procedure can be followed to obtain a matrix form of  Eq. (2): 
 
                                      [C]Φ + [D]Φ' = ΦF  +  ΦIF                                         (4)
  
where [C] and [D] are NFxN matrices, with NF is the total number of field points, 
the element of vectors ΦF  and  ΦIF  are the value of 4πφ and -4πφ I on each field 
point. Eq. (3) and (4) are used in solving inverse problem, wherein ΦIS, ΦF and ΦIF  
are known while Φ and Φ' are to be solved.  
 
In the direct BEM, either p (or φ ) or φ ' or the relation between them is known. 
Therefore by using Eq. (3), φ can be determined when φ ' is known or vice versa. In 
the inverse BEM, no boundary condition is known, so there are more unknowns 
(2N) than the equations (N) in Eq. (3). To fully specify the problem, at least N more 
equations are needed, which are given by Eq. (4) with NF ≥ N. 
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To calculate φ and φ ', rewrite Eq. (3) as 
 
        Φ = [A]-1[B] Φ' + [A]-1ΦIS                      (5) 
 
Substituting Eq. (5) into Eq. (4) yields 
 
   ( [C][A]-1[B] + [D] ) Φ' = ΦF + ΦIF + [C][A]-1 ΦIS                     (6) 
 
which can be rewritten as 
 
     [G] Φ' = Y                           (7) 
 
where Y is the right-hand side vector. Since the field points pressure and the 
incoming wave are known, vector Y can be determined. Then, Φ' and Φ can be 
found by solving Eqs. (7) and (5). 
 
The solution of Eq. (5) may have a large error due to the ill-conditioned nature of 
matrices [A] and [B] at certain characteristic frequencies. One way to overcome this 
problem is by using CHIEF method. In CHIEF method, additional CHIEF points in 
V' are used to produce overdetermined equations to obtain an accurate inversion 
[7,8]. 
 
To determine the number and location of the CHIEF point, a simple method 
proposed by Juhl can be used. He used SVD of matrix [A], which is defined as 
[6,7,8] 
 
[A] = [U][ Σ][V]T               (8) 
 
where [U] and [V] are unitary matrices, satisfying the condition 
 
        [U][U]T = [U]T[U] = [I]                (9) 
        [V][V]T = [V]T[V] = [I]              (10) 
 
with [.]T indicates a conjugate transpose matrix,  
[ ]
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=Σ
0
0
1
O
O
rσ
σ
                   (11) 
 
in which σr is called the singular value of [A], and r is the rank of [A]. If [A] is 
singular then one or several of σi are zero, so that r < N. Juhl [7] pointed out that 
the number of CHIEF points needed to obtain good inversion equals the rank 
deficiency of [A], that is N-r.  
 
The pseudo inverse of [A], denoted as [A]+, can be calculated using the relation [A]+ 
= [V][Σ]+[U]T, with 
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i σ
σσ                         (12) 
 
where [Σ]+ is the pseudo inverse of [Σ]. 
 
4 Landweber Iteration 
 
In many applications of linear algebra, the need arises to find a good 
approximation  Φ' to a vector Φ' ∈ Rn satisfying an approximate equation  [G] Φ' ≈ Y 
with ill-conditioned or singular [G] ∈ Rmxn, given Y ∈ Rm. 
 
Usually, Y is a result of measurements the field points pressure contaminated by 
small error (noise), the measurement field pressures can be rewritten as [14] 
 
     Y= [G] Φ' + e             [13] 
 
One can estimate the reconstructed velocity as 
 
 Φ' = [GHG]-1 GH Y          [14a] 
     Φ' = [U] diag[σi]-1 [V]T Y          [14b] 
 
[G] is assumed to be known from the model. The vector  Φ' = [G]+ Y is to be found, 
where [G]+ = [U][Ξ]+[V]T is called pseudo inverse of [G].  
 
By substituting Eq. [13] into [14a], the reconstruction error can be expressed as 
 
    Φ' -  Φ' = L e             [15] 
where 
 
   L ≡ [GHG]-1 GH             [16] 
 
The surface velocity in Eq. [6] and [7] can be estimated from the measured field 
pressure data by using the inverse iteration as 
 
    Φ' j+1 = Φ' j + β GH [ Y- G Φ' j]          [17a] 
            = β GH Y + [In - β GH G] Φ' j         [17b] 
 
where Φ' j denotes the estimated source velocity at the jth step, In is the identity 
matrix with rank n, and β is a convergence parameter. Because Eq. (17b) can be 
considered as a geometric series, the necessary and sufficient condition for 
convergence as the iteration number j is increased is given by 
 
   |1-βσi2|<1,    for i=1,2,...,n            [18] 
 
If inverse of G is obtainable, the limit value of this geometric series for j→∞ is 
equivalent to the pseudo-inverse solution as 
 
Φ' ∞  = [GHG]-1 GH Y.            [19] 
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From this, it can be stated that the direct pseudo-inverse solution can be obtained 
by increasing the number of iterations sufficiently. However, if measurement errors 
are involved, the reconstruction error does not converge to a minimum value even if 
the number of iterations is infinitely increased, because the measurement errors 
can be amplified by nonradiating wave components during the backward 
reconstruction. Consequently, the iteration process should be terminated after 
some finite number of iterations chosen to achieve the minimum reconstruction 
error. It is particularly noteworthy that the high-order modes with small singular 
values possess a slower convergence rate than the lower modes, because the 
convergence rate depends on the geometric ratio of Eq. (17b). In other words, 
termination of the iteration process provides the low-pass filtering of the 
reconstruction field. 
 
The direct implementation of the iterative filtering method can be written as 
     Φ' j  = β ∑
=
j
i 0
[I-βGHG]i GH Y          [20a] 
           = β ∑
=
j
i 0
Uσ[I-βσ2]i VH Y          [20b] 
           = U diag[(1-(1-βσi2)j+1)/σi]VH Y         [20c] 
 
By comparing Eq. [20c] with Eq. [14b], the wave-vector filter matrix Fj can be 
defined as 
 
         Φ' j = U Fj diag[σi)-1 VH Y            [21] 
 
where 
 
Fj = diag [1-(1-βσi2)j+1)            [22] 
 
All the components of the filter matrix should be less than or equal to one. 
Divergence in the reconstruction field due to very small singular values can be 
suppressed by the filter. One can determine the optimal number of iterations that 
yields the minimum MSE. 
 
5 Generalized Cross-Validation 
 
When G is rank deficient or becomes increasingly ill-conditioned, this choice is 
impossible or increasingly useless. We may improve the condition of  GHG by 
modifying it. The simplest way to achieve this is by adding a small multiple of the 
identity. With this replacement, the formula [14a] turns into 
 
        Φ' = [GHG +  nλI ]-1 GH Y            [23] 
 
Generalized cross-validation offers a way to estimate appropriate values of 
parameters λ from the data. It is important since it does not require knowledge of 
the noise variance. The GCV estimate of λ in the ridge estimate Eq. [23] is the 
minimizer of V(λ) given by 
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      [24] 
 
 
 
where 
 
        A(λ) = G(GHG +  nλI ]-1 GH            [25] 
 
Tr(.) denotes the trace of a matrix. Nhat Nguyen, Peyman Milanfar, Gene Golub [13] 
have used GCV for image restoration and resolution enhancement. 
 
6 Test Cases 
 
The axisymmetric source can be built from generator body as shown in Figure 2 for 
a radiating dome (radius a = 0.08m, 4 elements, 9 nodes) and a radiating cylinder 
(radius a = 0.04m, height t = 0.08m, 8 elements, 17 nodes) can be shown in Figure 
3. The source can be discretised into a number of elements, which are assumed to 
radiate as point sources, and the sound field was measured.     
 
 
 
 
Figure 2. (a) Generator body (b) Axisymmetric source of a radiating dome 
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Figure 3. (a) Generator body (b) Axisymmetric source of a radiating cylinder 
  
Figure 4. shows all of the field point distributions have the distance from the 
surface equal to 0.01m for radiating dome and 0.02m for radiating cylinder.  
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
 
Figure 4. Fields point are distributed on the surface of imaginary space  
(a) dome (b) cylinder 
 
The direct BEM calculation gives the surface pressure data. The prescribed surface 
data are referred to as the original data. Then the pressures at the selected field 
points are calculated using direct BEM. These pressures are then used as the given 
information to be employed in the present inverse formulation. Using this 
information as the input data, the present formulation calculates back the surface 
data. The results with regularization are compared with the result without 
regularization and the original data. Figure 5. shows the pressure graphic for 
dome. Figure 6. shows the original data, Figure 7. is the reconstruction without 
regularization and Figure 8. shows the reconstruction with regularization (β 
=0.0086 and l=964). 
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Figure 5. The pressure dome source 
 
 
 
 
 
 
 
 
 
Figure 6. The original pressure data 
 
 
 
 
 
 
 
 
 
Figure 7. The reconstruction without regularization  
 
 
 
 
 
 
 
 
 
Figure 8. The reconstruction with regularization (β =0.0086 and l=964). 
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Figure 9. shows the pressure graphic for cylinder. Figure 10. shows the original 
data, Figure 11. is the reconstruction without regularization and Figure 12. shows 
the reconstruction with regularization (β =0.0086 and l=964). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. The pressure cylinder source 
 
 
 
 
 
 
 
 
Figure 10. The original pressure data 
 
 
 
 
 
 
  
 
Figure 11. The reconstruction without regularization 
The Pressure Cylinder Source
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Figure 12. The reconstruction with regularization (β =0.0086 and l=964). 
 
7 Conclusion 
 
Inverse problems in acoustics may be solved with inverse BEM formulation using 
Singular Value Decomposition (SVD). Test cases were conducted dome and 
cylindrical geometry. The result obtained shows a good agreement with the 
available analytical values and apriorily known quantities. The Landweber iteration 
and Generalized Cross-Validation (GCV) can minimize error in the magnitude of the 
velocity potential.  
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EMERGENCE OF COMPLEX-VALUED  
SIGNAL PROCESSING 
 
Andriyan Bayu Suksmono 
Institut Teknologi Bandung, Indonesia  
 
Abstract. This paper is a review on complex-valued signal processing, a class of 
new emerging signal processing techniques. This paradigm is based on a fact that 
various kinds of signals are naturally represented as (an N-dimensional) complex 
numbers, such as images acquired by coherent imaging (InSAR/Interferometric 
Synthetic Aperture Radar and MRI/Magnetic Resonance Imaging), and various 
digital modulation schemes. Most of current algorithms in signal/image processing 
consider only the magnitude (real-valued amplitude) and disregard the phase. In 
many cases, the later contains richer information. Recent research on various 
kinds of complex-valued neural network, which is mainly driven by the invention of 
Widrow’s complex LMS algorithm, shows the advantages of using complex signal 
representation and consistent used of complex-valued algorithm. The discovery of 
CMRF (Complex-valued Markov Random Field) signifies a milestone in this 
emerging field. This paper will explain this paradigm-shift and provides various 
signal processing examples.  
 
Key-words: complex signal representation, quadrature demodulation, signal 
processing, complex-valued neural network, CMRF, InSAR, MRI, LMS algorithm 
 
1 Introduction 
 
In the daily life, signals—including the two-dimensional one called image, are 
represented as a real number. Only in a few occasions, such as when the signal is 
Fourier transformed (FT), complex representation (real-imaginary or magnitude-
phase) is needed. In many cases, the importance of phase information has been 
hidden. How important is the phase actually?  
 
Oppenheim and Lim conducted a simple experiment [1], which is repeated and 
simplified here. Consider two different images, the “cameraman” shown in Fig.1 (a) 
and “rice” in Fig.1 (b). They are then Fourier-transformed, so that four arrays 
corresponding to the magnitude and phase of each images are obtained. Let f be 
the first image and g represent the second one, while F |F|F and G|G|G are 
their corresponding FT. First, discard the magnitude of the first image. Then 
reconstruct the image by inverse FT 
 
( )11ˆ jf FT e = F (1) 
 
The result is displayed in Fig.1(c). Second, combine the amplitude of F with the 
phase of G and then reconstruct a “combined” image 
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( )12ˆ jf FT e = GF (2) 
 
The result is displayed in Fig.1 (d). Observation on the reconstructed images shows 
that, even when the magnitude is unknown, phase information can still be used to 
reconstruct the image, although with a lower quality. On the other hand, the 
second reconstructed image shows the opposite case with the magnitude. 
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Fig.1 Demonstration of the important of phase information: (a) “cameraman”, (b) “rice”, 
(c) “cameraman” without magnitude information and (d) “cameraman” magnitude 
combined with “rice” phase.  
Actually, there are more kinds of complex-valued signals than just a Fourier 
transformed ones. In fact, some imaging devices-such as MRI (Magnetic Resonance 
Imaging) and InSAR (Interferometric Synthetic Aperture Radar), communication 
devices such as quadrature demodulators, provides complex-valued signals. And it 
is very reasonable to state that the proper way to manipulate these signals is by 
complex-valued processing algorithm. The purpose of this paper is to review 
development of such algorithms, accompanied with comparisons to their real-
valued counterparts when applicable. 
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The rest of the paper is organized as follows. Section 2 describes various kinds of 
complex-valued signals and its generation. Various complex-valued processing 
algorithms are explained in Section 3. The paper is concluded in Section 4. 
 
2 Complex Signals and Its Generation 
 
An electronic component responsible for generating complex-valued data is the IQ 
(Inphase-Quadrature) demodulator shown as a block diagram in Fig.2. It is a part 
of an electronic imaging system (MRI, InSAR, and GPR-the Ground Penetrating 
Radar) and communication devices. The input of this device is a modulated signal 
coming from a sensor, such as antennas or microphones, which is a mixture of 
information and a carrier wave. The signal is then split into two branches; the first 
one is demodulated by multiplying with a locally generated sinusoid whose 
frequency equal to the carrier, while the other one is multiplied by a /2-shifted 
sinusoid, i.e. a cosine signal. After a low-pass filtering process (LPF), two signals 
called the inphase (I) and quadrature (Q) are obtained. In a digital processing, both 
of them are then converted to a digital format by an ADC (Analog to Digital 
Converter). The output of this demodulator is  expressed as 
 
j= +Z I Q (3)  
 
where , 1j =  is the imaginary number. 
 
Fig. 2 Block diagram of a quadrature demodulator. Output of this circuit can be 
expressed as a complex number Z = I + jQ
In an imaging system, magnitude part of the signal has a direct meaning, i.e. it is 
similar to the image captured by human eyes. Therefore, most of image processing 
algorithm on photographic image can be applied here, but some assumptions on 
noise behavior should be taken into account. In coherent imaging systems, such as 
InSAR, the noise is multiplicative instead of additive one. On the other hand, phase 
image has no immediate meaning by merely observing it directly. In the InSAR, it 
corresponds to terrain elevation, while in the MRI, it corresponds to water-fat 
distribution, temperature or bio-fluid flows.  
/2
LPF
LPF
I
Q
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Two kinds of complex-valued image examples are presented here. Fig.3 displays (a) 
a magnitude and (b) a phase of an InSAR image around Mt. Fuji, Japan, captured 
by JERS-1 imaging satellite. While Fig.4 is MRI images of a human head section, 
with (a) the magnitude and (b) the phase. In both of these cases, fringes are found 
to appear in the phase images, which is wrapping effects caused by arctan usage in 
phase retrieval. In this case, phase unwrapping (PU) is an important process to 
obtain an unwrapped phase image, to get a valid interpretation about the image.  
 
(a)     (b) 
Fig.3  Complex  InSAR images of Mt. Fuji: (a) magnitude and (b) phase image  
(a)     (b) 
Fig. 4 Complex  MRI images of a head section: (a) magnitude and (b) phase image 
 
3 Processing the Complex Signals 
 
Signal processing assumes a particular underlying model of the signal. The most 
popular one is the statistical model. In the first discussion, a two dimensional 
signals-- the image, is considered. Array of number representing an image is also 
called field. Since a meaningful image does not totally random, a “structural’ 
model, such as Markov Random Field (MRF), is introduced. According to the MRF 
model, although a point in a field is random, there is a certain degree of 
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relationship between a pixel and its neighbor expressed as parameters. Since most 
of images are real numbers, it will be named as the real-valued MRF. This concept 
is extended to image whose pixel contains both magnitude and phase and it is 
called complex-valued MRF (CMRF). In the second part, processing algorithm of 
complex-valued signals captured by an array is discussed.  
 
3.1 MRF and CMRF Model for Images 
 
In an MRF, a site (pixel position) is denoted by s, while its intensity (grey scale) 
value is denoted by xs. The colour of a pixel corresponds to its brightness. Let a 
finite rectangular M×N lattice L represents an image. A G-levels colouring of lattice L
denoted by xs is a function assigning the site-s in L to the set of {0, 1, …, G-1}. 
Subset of sites t
Ns are called neighbours of site s if the conditional probability of 
the colour xs depends only on the sites t
Ns, i.e.,  
 
( ) ( );,...,,,...,, 1121 stsNMsss NtxxPxxxxxxP 
=×+ (4) 
 
Markov random field (MRF) is defined such that the field has a joint probability 
density on the set of all possible colourings xs for all sites-s of the lattice L subject 
to the conditions of: positivity, Markovianity and homogeneity. 
 
According to the Ising model, the probability value is determined by the pixel’s 
energy EI(xs) and environment’s temperature T. The energy depends on the 
neighbourhood configuration, order of the model and interaction strength between 
sites. The probability of a site-s, whose intensity is xs, with a neighbourhood-t is 
expressed as: 
 
( )
( )
T
xE
s
sI
e
Z
xP

=
1 (5) 
 ( ) 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 sNt
tsstIsssI xxxxE  (6) 
 
where Z is the partition function for normalization, s and Ist are MRF model 
parameters, and Ns is the neighborhood set of site-s. The model parameter Ist is 
the interaction strength between sites s and t, while s corresponds to the strength 
of external field. These parameters can be determined by least square method.  
 
The complex-valued MRF (CMRF) model can also be constructed in a similar 
fashion. Instead of the real-valued pixel sx , CMRF uses the complex-valued one sz .
The energy of the CMRF is defined as  
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CMRF parameters st that corresponds to Ist in equation (6) generally have 
complex values. Based on MSE metric, the estimated value of (non-causal) CMRF 
parameters st and variance 2 are:  
 
1
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
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
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where 
1 1 12 12
...
T
s s s s sz z z z    + + + + = Q (10) 
 
Qs is neighborhood vector and ()* and  mean the complex-conjugate transpose and 
estimated value, respectively. A 5th order neighborhood Ns has been considered.  
 
3.2 Adaptive Complex-Amplitude Classifier for InSAR Images 
 
As a first complex-valued algorithm example, an adaptive texture classification 
system that deals with the height and the reflectance is presented. Combination of 
reflectance--the magnitude of the image, and height--the phase image, yields a 
complex-valued image. The system generates and processes slope-direction-
insensitive complex-amplitude texture features. It consists of two-stage 
preprocessor and a self-organizing map (SOM) neural network.  
 
First, an input complex-amplitude image is decomposed into small blocks of a size 
L×L. Each image block is locally unwrapped so that the data is converted into 
amplitude and height information. The unwrapped data is fed to the feature 
extractor. The extractor calculates stochastic characteristics of the block to 
generate a feature vector (complex mean and covariances).  
 
The generated feature vectors are fed to the SOM. The SOM yields adaptive 
templates (references) for classification. After a set of templates has been 
generated, each feature vector is fed again to the SOM to be classified into one of 
the classes represented by the templates. Accordingly the image is segmented 
depending on the statistical characteristics of the local complex-amplitude data. 
The feature parameter vector that is insensitive to the slope is constructed as 
 
K’  [M, K(0,0),K’(0,1),K’(1,0),K’(1,1)]          (11) 
 
where 
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By using this feature, the InSAR image is assumed to be a 2nd order (causal) CMRF. 
By using a 16×16 block size and 16 classes, the results are displayed in Fig.5.   
 
(a)     (b) 
Fig. 5 Classification result: (a) using magnitude only and (b) magnitude-phase 
 
Figure 5(a) is the classification result when the phase information is omitted. This 
is the conventional way to classify images using only amplitude (intensity) 
information. The lake is classified into a single class completely. However the 
mountain region contains so many classes that one cannot find a mountain-
shaped cluster. 
 
Figure 5 (b) shows the classification result obtained when complex-amplitude 
representation is used. In this case, the lake is classified perfectly. Moreover, the 
mountain is covered almost by a single class so that a mountain shape can be 
observed clearly. In the south direction of the lake (Lake Yamanaka), one can also 
find a cluster. Actually, it is low mountains (e.g. Mt. Ohora), which does not appear 
in conventional classification result (Fig.5 (a)). Accordingly, the lake and the 
mountains are segmented successfully by the complex-amplitude scheme. 
 
3.3. Adaptive Phase Filtering and InSAR Image Restoration 
The second application of complex-valued algorithm to be discussed in this Section 
is the adaptive residue-noise filtering of InSAR images. In an InSAR image, each 
pixel at a certain location of the amplitude image is associated with its counterpart 
in the phase image. They are both combined to yield a complex-valued image. 
During the restoration process, the complex-valued image is divided into small 
windows where stationary statistical condition is assumedly be satisfied, which is 
64×64 in this study.  
In each window, residues; which appear in the presence of phase noise, are 
detected and it as well as its neighbors is marked. The CMRF parameter is 
estimated by choosing the unmarked area whenever possible, or one can use them 
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anyway if the image is greatly corrupted. Then restoration algorithm is applied. 
Two filtering methods are proposed: the steepest descent and the Monte Carlo 
Metropolis method.  
3.3.1. CMRF Filtering by Steepest Descent Method 
 
After the parameters are estimated, the value of marked pixels are updated by 
using steepest-descent method as follows 
 
( ) ( ) ( )kzkzkz sss  +=+ µ1 (15) 
( ) ( ) ( ) ( )kkkzkz sss Q*ˆ= (16) 
 
where µ is the learning rate (0<µ<1). This algorithm decreases the energy 
exponentially. The process is repeated by feeding the estimation output of the 
network to the input recurrently, until a certain amount of residues number is 
achieved. 
 
(a) 
(i) (ii)      (iii) (#res=540) 
(b) 
(i)                   (ii)         (iii) (#res=242) 
(c) 
(i)             (ii) (#res=157) 
(d) 
(i)                     (ii)         (iii) (#res=63) 
 
Fig.6 Performance comparison of the complex-valued method with the Lee and G-W 
filters: (a) Unfiltered ((i) amplitude, (ii) phase, (iii) residue map); (b) Lee filtered: (i) 
coherence, (ii) phase, (iii) residue map; (c) G-W filtered: ( (i) phase, (ii) residue map; and 
(d) Complex- valued method:  (i) amplitude, (ii) phase, (iii) residue map. 
 
In the experiment, an InSAR-unfiltered image is used. The performance is 
compared with standard Lee filter’s and the Goldstein-Werner (G-W) filter. Figure 6 
(a) shows the unfiltered original image: (i) amplitude, (ii) phase and (iii) residue 
map. Before the processing, 540 residues are detected. Firstly, the Lee filter is 
applied to the original image. The result is depicted in Fig. 6(b): (i) coherence map, 
(ii) filtered phase, and (iii) residue map. It is found that the residue number is 
reduced to 242. Secondly, the G-W filter is applied. The result is shown in Fig. 6(c): 
(i) phase image and (ii) residue map. The residue is reduced to 157 after a strong 
filtering (by setting filter’s parameter =1). At last, the complex-valued method is 
applied. The result is depicted in Fig. 6(d): (i) amplitude, (ii) phase and (iii) residue 
map. It is found that the residue number has been reduced to 63. 
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It is observed that the proposed method not only reduce the residue more than 
others, but also give a better phase image result as follows. In the middle area of 
the Lee-filtered image, a smearing effect that joins fringes together and erases some 
detail of objects is observed. The similar behaviour is also found in the G-W 
filtered: the smearing effect occurs in the left and right parts of the image. In 
contrast, the propose method gives a lower smearing effect to the fringe, so that the 
detail is more preserved. 
 
3.3.2. CMRF Filtering by Monte Carlo Metropolis Algorithm 
 
A measure of the distance between a current pixel values sz with the estimated one 
szˆ ; i.e. the error energy; is defined as 
 
( )
( )
2
2
ˆ
2
1
sss zzT
zE =

(17) 
 



sNt
tsts zzˆ (18) 
 
In this method, the estimation criterion is the minimum mean square error (MMSE) 
evaluated to the entire complex-valued image in an M×N block, that is to say, it has 
to minimize the following function: 
 




×
=
Ls
ss zzNM
E 2 ˆ
1
(19) 
 
The restoration process is achieved by decreasing the energy function (19) by using 
the Monte Carlo Metropolis (MM) algorithm. In the process, a corrupted pixel is 
randomly chosen and updated by adding (or subtracting) a small (complex) random 
value. If the update brings the system to a lower energy state, then it is accepted. 
But if the energy increases, it is accepted it some probability. The procedure is 
iterated until a certain convergence level is achieved. In the cycle of the restoration 
algorithm, some residues are eliminated due to combination of –1 and +1 residues 
or it disappears by itself. 
 
In the experiment, simulated complex-valued image is used. The phase image 
represents a wrapped linear slope in vertical direction. Homogeneous amplitude 
(unity) is assumed. An area in the complex image is then multiplied by zero mean 
complex Gaussian multiplicative noise (variance=0.5). The effect of complex 
multiplicative noise is multiplicative in the amplitude, while additive in the phase. 
 
Fig. 7(a) shows the simulated phase with noise (left part) and its corresponding 
residue distribution (right part). The number of detected residue is 115. The MM 
algorithm is applied, where the initial chosen temperature T0 = 0.26 and final 
temperature Tfinal = 0.00026. The detected current temperature Tcurrent=0.11, is 
equal to the estimated variance ( ( )T2ˆ ). The system is evolved for 7500 cycles. The 
restored phase image is displayed in Fig.7 (b). For a comparison, a restoration/ 
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filtering result using complex boxcar filter—a mere averaging in complex domain, is 
provided in Fig. 7 (c). 
 
(a) 
(b) 
(c) 
 
Fig.7 Simulated Phase (left part) 
and its corresponding residue 
distribution (right part):  (a) original 
simulated phase degraded by noise 
(residue=115) (b) restoration by the 
proposed method (residue=0), and 
(c) restoration by complex boxcar 
method (residue=4). 
(a) 
 
(b) 
 
Fig.8 Curves of energy (a) and phase error (b) as 
a function of iteration number. 
 
It is observed that the result of the MM algorithm is better than the boxcar filter. 
Because of the averaging process in the boxcar filter, an area that contains noise is 
smeared out such that important fringe detail is lost as it is observed in Fig.7 (c). 
On the other hand, the complex-valued method restores the fringe detail as well as 
slopes in the corrupted areas (Fig. 7(b)). Additionally, while boxcar method reduces 
the residues from 115 to 4, the complex-valued method eliminates all the residues. 
 
Figure 8 displays the evolution of energy (a) and phase error (b). The phase error is 
calculated as the averaged absolute value of the phase difference between the 
estimated phase image and the original noiseless image. It is observed that the 
energy as well as the phase error decreases monotonically. In both of the curves, a 
high fluctuation in the initial iterations occurs and it fades away afterwards.  
 
3.4 Beamforming By a Complex-Valued Neural Network 
 
In this Section, neuro-beamforming by an intelligent complex-valued algorithm is 
explained. Beamforming is a capability of a sensor-array to direct its spatial 
response to a certain direction. The response means both transmission and 
reception, but in this discussion, the later is assumed. Beamforming capability is 
important in various engineering and scientific applications, such as, to increase 
channel capacity in communication through spatial multiplexing. 
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Fig. 9. Diagram block of the CVNN-based intelligent beamforming system based on 
Widrow’s two-mode adaptation. During mode-I, the processor is connected to the 
sensors array, while in mode-II it is connected to pilot (teacher) signal. 
 
It is assumed that the signal is narrowband and a quadrature scheme is used; 
therefore a complex signal is received by the sensor array. Widrow’s 2-mode 
adaptation is adopted here, as displayed in Fig.9. Each element--the sensor, 
receives transmitted waves from the vicinity, with different delay (and noise) 
according to sensor’s position in the array. The array should receive waves from 
given directions, and to reject interferences from another ones. The adaptation is 
performed by a complex-valued multilayer perceptron (CVMLP).  
 
In the CVMLP, let Lxx ...1 denote the network input, MLvv ...11  denote the weight of the 
hidden layer, NMww ...11 denote the weight in output layer, Nyy ...1 are the output of 
the hidden layer and Nzz ...1 are the network output. During the learning process, 
the weights are updated by using CVBPA (Complex-Valued Back Propagation 
Algorithm) as follows: 
 
Output units: 
kj
old
kj
new
kj www  += (20) 
 ( ) ( ) jkkkkj yOfztw "=  (21) 
Hidden units: 
 
ji
old
ji
new
ji vvv  += (22) 
 ( )"= k kjkjiji wHfxv # (23) 
( )kkk zt =# (24) 
 
where  is the learning speed, tk is the target signal, f’ is the derivative of the 
activation function, and the bar above variables (or functions) indicates complex 
conjugate operation. 
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Fig.10 shows learning process during a neuro-beamforming session: (a) 
comparison between the output and reference---both are real parts, and (b) error 
decays of both real and imaginary parts, showing that the CVMLP works properly. 
Next, the performance of the neuro-beamformer is compared with CLMS (Complex-
Valued Least Mean Square) algorithm with exact matrix method as a reference. 
Note that this exact solution cannot be obtained in the real situation. 
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Fig.10  Learning process of in the intelligent beam pointing by CVNN. The array adapts 
incoming signal from DOA +15o: (a) Comparison between the output and the reference 
signals showing adaptation of the waveform. (b) Shows that both of the real and 
imaginary parts of the errors are decreasing during the adaptation process.  
 
The simulation beamforming result is displayed in Fig.11: (a) initial array 
beampattern, (b) array pattern obtained by exact matrix method used as reference, 
(c) beampattern by CLMS method and (d) beampattern after CVNN method. It is 
obvious that the CVNN perform better than the CLMS. 
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Fig.11:( (a) initial array beampattern, (b) pattern obtained by exact matrix method, (c) 
beampattern by CLMS method, and (d) beampattern after CVNN method. 
 
4 Conclusions 
 
Various application of complex-valued signal processing has been discussed: 
InSAR image segmentation, complex-valued image denoising, and intelligent 
beamforming. The advantages of using the complex-valued algorithm are also 
shown. 
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Abstract. Studies on well placement consist of time series observations from 
several spatial locations.  A correlated production time series are best considered 
as components of some vector stochastic process whose specification includes not 
only the serial dependence of each component but also the interdependent between 
component series.   For example, in a reservoir performance study, the 
measurements might include production volume of two or three nearest wells, 
porosity, permeability and reservoir geometry. This paper proposes a space time 
approach t0 the problem of well placement optimization. A class of vector time 
series models is introduced to describe relationship among several wells 
production and proposes a simulation approach to forecast the performance of a 
new well.  After an introduction of vector process, least squares parameter 
estimation procedures are discussed.  Some useful notions such as spatial weight, 
time lag, and spatial lag are introduced. An empirical study is presented and some 
descriptions of production simulation is investigated.   
 Key-words: space-time models, least squares 
 
 
1. Introduction 
Optimal prediction of the location of new wells is a multidimensional problem that 
depends on fluid flow, reservoir geometry and economic criteria.  The ideal 
procedure is the evaluation of well productivity which location is changed in each 
simulation.  The approach would provide more reliable results, but demands 
computational efforts.  Jatibarang volcanic oil reservoir is very complex having 
heterogeneities in horizontal and verical directions. These heterogeneities have to 
be taking into account in order to make reliable forecasts of future performance of 
a new well.  Production strategy becomes more complex when horizontal wells are 
considered due to their interaction with reservoir. Aanonsen et al [1] proposed a 
method to optimized well locations based on expected reservoir performance. Oil 
production is used as a measure of reservoir response. Let R denote the reservoir 
response (e.g. oil production).  The objective was to optimize the expected value for 
R.  Regression and kriging were used to reduce the number of simulation run.  
Nakajima and Schiozer [4] propose quality map approach to guide horizontal well 
placement.  The cumulative oil production of a well placed at a certain location is 
chose as the objective of the optimization process. Flow rate, viscosity, formation 
factor, oil density, oil mobility are the significant factors that affect well location.  
Pfeifer and Deutsch [6] illustrate the space-time modeling approach for Boston 
arrest data from the 14 areas and 72 periods. The forecasting model for the 
number of arrests was ( ) ( ) ( ) ( ) ( )ttW.t.tZtZ ε+−ε+−ε−=−− 109218121 .  The 
forecasting of space time process was investigated by Giagomini and Granger [3].  
Improved forecasting performance can be obtained by imposing spatial correlation. 
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A space time models for climate systems was proposed for assessing the 
consistency of numerical models with field observation [7].  The application of the 
forecasting methodology can be used for short-term prediction  on  time direction. 
This study proposes a hybrid of vector time series process and spatial simulation 
to forecast, in spatial direction, the production profile of a new well. The space-time 
parameters were used as a measure of well performance.  
   
 
2. Vector time series 
Consider N interrelated well response time series ( ){ }T,,1t,N,,1i,t,sZ i KK ==  with 
( ) ∞<2i t,sZ E .  If all ( )t,sZ i  were multivariate normal, then the distributional 
properties completely determined by the means ( )t,sµ  and covariance ( )ht,tij +Γ  
 ( ) ( )t,sEZt,s ii =µ    ( ) ( ) ( )( ) ( ) ( )( )[ ]ht,sht,sZt,st,sZEht,t jjiiij +µ−+µ−=+Γ  
 
Even when the observations are nonnormal, the means and covariance specify the 
second-order properties, the covariance measure the dependence between different 
spatial series and the dependence within the same series.  When dealing with N 
interrelated series , it is more convenient to use vector notation 
 
( ) ( ) ( )( )tN1 t,sZ,,t,sZt K=Z , ( ) ( )tEt Zµ = ,
( ) ( ) ( )( ) ( ) ( )( )[ ] ( )( )N
1j,iss
t ht,ththtttEht,t
ji =+Γ=+−+−=+ µZµZΓ  
 
A particularly important role is played by the class of stationary vector process.  
The series ( ){ }K1,0t,t =Z  is to be stationary if  ( ) ( )htt, and t +Γµ  are independent of 
t.  A stationary series will be denoted by ( ) ( )( )h,,t ΓµZ .  The simplest vector time 
series is white noise.  The N-vector series ( )tε  is said to be white noise with mean 0 
and covariance Σ , ( ) ( )Σ0ε ,iid~t , if and only if ( )tε  is stationary with mean 0 and 
covariance Σ . Vector white noise is used as a building block from which can be 
constructed a variety of vector time series.  The linear process is those of form 
 
( ) ( ) ( ) ( )Σ0εεψZ ,iid~t,jtt
j
j∑
∞
−∞=
−= , ( ) ∑∞
−∞= −
=
j
t
jhjh ΣψψΓ  
 
The Vector process ( )1VARN  process for a system of N wells is given by  
 ( ) ( ) ( ) ( ) ( )Σ0εεΦZZ ,iid~t,t1tt +−=  
 
and can be expressed as vector ( )∞NMA  
 
( ) ( )∑∞
=
−=
0j
j jtt εΦZ  
 
provided all the eigenvalues of Φ  are less than 1 in absolute value; i.e 
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0B ≠− ΦI for all CB∈  such that 1B ≤ .  The VAR models represent all 
correlations and cross-correlation within and between the N time series. The vector 
autoregressive process for N = 3 wells located at 321 s,s,s , ( )1VAR3  , is given by 
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or 
 ( ) ( ) ( )t1tt εΦZZ +−=  
 
 
The ( )1VAR3  model implies that current flow depend not only on the previous flow 
but also on the nearest wells [9].  There is a feedback relationship between the 
three processes; current flow will also be influenced by the flow performance at the 
previous period. The estimation of the parameter of a stationary vector process 
plays an important part in describing and modeling the dependence structure 
between the components of the process.  Let ( )kΓ  be a covariance matrix for the 
vector ( )1ARN , note that ( ) ( ) 0tktE t =− εZ for k=1,2,… 
 
( ) ( ) ( ) ( )( )( )⎪⎩⎪⎨
⎧
=
=+−==
K,2,1k0
0k1
tk-tEk kt
t
t
ΦΓ
ΣΦΓZZΓ  
 
For k = 1, the parameter Φ , and error covariance, Σ , can be determined by solving 
the Yule-Walker equations 
 
( ) ( )10 t ΓΦΓ = ⇔ ( ) ( )01 1t −ΓΓ=Φ  
 
( ) ( ) t00 ΦΦΓ−Γ=Σ  
 
 
 
 
The STARMA model represent an extension of univariate process into the spatial 
domain and has proven useful in modeling flow histories of spatially located 
process when the relative spatial locations of the wells in the system can be used 
to help explain the correlative structure [5].  Consider the ( )1N 1STAR  model 
 ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) K,2,1s,sttE,ttE,0tE
,t1t1tt
t2t
1110
==+σ==
+−φ+−φ=
0εZIεεε
εWZZZ
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where W is the NN×  matrix of spatial weights.  The ( )1N 1STAR  can be written as 
linear model 
 ( ) ( ) ( )( ) ( )t1t1tt εΦWZZZ +−−=  
 
where ( )t1110 φφ=Φ  and t=1,2,….,T.  The least squares estimate of Φ  is 
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where ( )sˆ klγ  is the space-time autocorrelation defined as  
 
( ) ( ) ( ) ( )∑
−
=
+−=γ
sT
1t
t
k sttsTN
1sˆ WZWZ tl  
 
 
In STAR models, the parameters are independent of spatial locations.  Ruchjana 
(2002) proposed a generalization of STAR with spatial varying parameters, denoted 
by GSTAR models.  The vector ( )1N 1GSTAR  process for a system of N wells is given 
by  
 ( ) ( ) ( ) ( )t1t1tt 1110 εWZΦZΦZ +−+−=  
 
where ( ) ( )( )N1011010 s,,sdiag φφ=Φ K   is the NN×  diagonal matrix of autoregressive 
parameters, and ( ) ( )( )N1111111 s,,sdiag φφ=Φ K  is the NN×  diagonal matrix of 
spatial  dependence parameters.  For N = 2 wells, ( )12 1GSTAR  can be written as 
 ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )⎩⎨
⎧
ε+−φ+φ=
ε+−φ+−φ=
t,s1t,sZst,sZst,sZ
t,s1t,sZs1t,sZst,sZ
2221012112
1211111101  
 
or  
 ( ) ( ) ( )t1tt εΦZZ +−=  
 
For N=3, and weight matrix  
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
4.6.
3.07.
4.6.0
W  
( )13 1GSTAR  is represented by 
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or  
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Alternatively ( )13 1GSTAR  can be expressed in  constrained ( )13VAR  as  
 
                                                       ( ) ( ) ( )ttt εZZ +Φ=                                           (1) 
 
 
The estimate of  Φ  is obtained by left-multiplying ( )1t −Z  on both sides of the 
transposed equation of (1) and then taking expectations 
 
( ) ( )10 t ΓΦΓ =  
 
3. Simulated annealing  
Kriging interpolation involves the generation of images of the reservoir properties 
and commonly used to visualize reservoir heterogeneities. The method is designed 
for stationary spatial process and a large number of experience data used for 
modeling spatial correlation. Therefore, kriging techniques not well suited for 
reproducing geological reservoir patterns where the number of data are very 
limited.  Simulated annealing (Deutsch, Journel, 1991) can reproduce reservoir 
attribute patterns, similar to those generated by other stochastic simulation 
methods, and developed in the area of optimization combinatorial problems. In the 
context of this paper, the components are the GSTAR   parameters.  The objective 
is to reproduce the pattern of spatial correlation of the model parameters based on 
experience production data modeled as GSTAR models. The essential components 
of simulated annealing are the objective function O, a procedure to update the 
objective function, a perturbation, and a procedure for reducing the system 
parameter.  The procedure is consist of the following steps: generate an initial 
image, establish a schedule for lowering the control parameters, perturb the image, 
compute a new objective function, and establish the acceptance probability 
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If the perturbation is accepted then update the image and reset the objective to 
newO .   The objective is to reproduce an image that honors correlation model, and 
the data values at known locations, i.e., a match of  realization correlation γ with 
correlation model elmodγ  
 
( ) ( )
( )∑ ⎥⎦
⎤⎢⎣
⎡
γ
γ−γ
h
2
elmod
elmod
h
hh  
 
4. Application 
The application proposes a combination of vector time series process and spatial 
simulation to forecast the GSTAR parameters of new well locations.  It is supposed 
that the experience wells locations are fixed, while the new well varied in the xy-
plane. Let s = (x, y) denotes the location of new well.  GSTAR and simulated 
annealing are used to describe production profile of a new well. Table 1 shows the 
parameters of GSTAR from three production wells. Table 2 shows the simulated 
annealing results on grids nynx 70107 =×=× of siz 
00020200100  ysizxsiz =×=× .  The initial spatial correlation was sph(a = 1700 , 
c = .0035) for 10φ  and sph(a = 1700, c = .0037).  The spatial image elmodγ  was 
obtained by minimizing the objective function 
 
( ) ( )
( )
2
h elmod
elmod
h
hh∑ ⎥⎦
⎤⎢⎣
⎡
γ
γ−γ  
 
The initial image is modified by swapping pairs of grids ji s,s  chosen at random. 
The patterns of simulated annealing were quite similar to the nearest to the 
experience wells.  The autoregressive parameters 10φ  exhibit fairly stable 
behaviour.  The spatial parameters 11φ  were of larger variation due to large 
variation in experience data.   
Assuming constant flowing pressure, the relationship between flow rate and time 
for producing wells is  
 
( ) ( )      1dttqtdq b+−= β  
 
where   and βb , 0 < b < 1 , are empirically determined constants.  Solutions to 
flow rate equations show the expected decline in flow rate as the production time 
increases.  Three declines curves have been identified based on the value of b.  The 
exponential decline curve corresponds to b = 0 has the solution 
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( ) ( ) teqtq β−= 0  
 
where q(0) is initial rate and β  is a factor that is determined from field data.  The 
hyperbolic decline curve corresponds to a value b in the range 0 < b < 1 has the 
the form 
 
( ) ( ) bb qtbtq −− += 0β  
 
The harmonic decline curve corresponds to b = 1 has the form 
 
( ) ( ) 11 0 −− += qtbtq β  
 
The exponential decline ( ) ( ) tqntqn β−= 0  ll  has the form ( ) εβ +−=− XXYY  for a straight line with slope β .  Cumulative production 
decline curve is the integral of the rate from the initial rate q(0) at t = 0 to the rate 
q at time t.  The cumulative production for the exponential decline rate is 
 
( ) ( ) ( )β
0 
t
0
qtqdttq −=∫  
 
The exponential decline factor is found from equation 
 ( )
( )0ln
1
q
tq
t
−=β  
 
 
 
 
Assuming constant flowing pressure and relationship of the cummulative 
production and decline rate, the optimization of well locations reduces to 
 ( )ssopt 11smax arg φ=  
 
The proposed solution for well placement problem is  ( )6,4sopt = . 
 
 
   
Table 1.  Input for simulated annealing, the GSTAR parameters ( ) ( )s,s 1110 φφ  from 
three well locations 
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( ) ( ) ( )
( )
( )
( ) 078.943.10,13
005.852.5,72
078.963.2,41
ssy,x Coordinates Well i11i10iii φφ
 
 
Table 2.   Simulated annealing of GSTAR parameters ( ) ( )s,s 1110 φφ , nx = 7, ny = 
10, gridsize = 70, xsiz = 100, ysiz = 200, blocksize = 20 000. The 10φ  parameters 
are smoother compared to the 11φ  parameters 
 
.929,.081 .949,.093 .918,.061 .877,.038 .907,.073 .945,.098 .944,.073 
.935,.093 .955,.106 .894,.045 .860,.022 .878,.058 .949,.108 .952,.083 
.936,.118 .958,.119 .875,.025 .852,.005 .870,.032 .955,.125 .957,.100 
.955,.114 .963,.125 .962,.006 .852,.005 .853,.016 .963,.125 .960,.110 
.956,.118 .963,.852 .963,.006 .852,.963 .854,.955 .963,.935 .961,.113 
.956,.117 .963,.125 .963,.006 .852,.005 .853,.011 .963,.886 .960,.113 
.953,.112 .963,.125 .853,.005 .852,.005 .852,.007 .961,.125 .958,.112 
.946,.108 .958,.123 .876,.026 .852,.005 .873,.025 .958,.119 .955,.104 
.939,.092 .956,.107 .901,.049 .865,.023 .889,.052 .954,.108 .951,.085 
.937,.079 .952,.098 .922,.067 .886,.034 .910,.072 .949,.097 .943,.075 
 
 
5. Summary 
This paper presents the spatial prediction of space-time models and its application 
in the determination of optimal well locations.  A GSTAR model was proposed as a 
model for oil production time series data.  The parameter was estimated using least 
squares approach.  The production profile of a new well was interpolated using 
simulated annealing technique.  
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COINTEGRATION AND CAUSALITY BETWEEN  
ECONOMIC VARIABLES AND ELECTRONIC OUTPUT  
 
Z. Arsad, Y. Y. Au, W. S. Tham 
 
Universiti Sains Malaysia, Penang, Malaysia 
 
Abstract. This paper investigates the short and long run dynamics between 
macroeconomic variables and electronic industry output in Malaysia during the 
period of 1991-2004. Therefore, this study attempts to look at factors affecting the 
performance of electronic industry. The methodology employed is the standard 
cointegration analysis and the vector error correction model. The findings of the 
study suggest that in the long-run macroeconomic variables such as money 
supplies M1, M2 and M3; interest rates on loan and deposit, foreign currency 
exchanges, consumer price index and industrial index share long run equilibrium 
with output of electronic industry. Therefore, government policies that take into 
account all these variables may be able to predict future performance of electronic 
industry in Malaysia. In the short run there is significant evidence for 
unidirectional causality from Japanese Yen, Singapore Dollars and M2 to the 
electronic output. In addition, average lending rate may also play a small role in 
the performance of electronic industry.  
Key-words: macroeconomic variables, unit root test, cointegration 
 
1 Introduction 
 
Electronic industry is the largest component of the overall manufacturing sector in 
Malaysia. In general, Malaysia is the main exporter of electronic products in the 
world. The identification of various factors that affect a certain industry is a major 
concern in theory and practice. This assessment is particularly relevant in the 
electronic sector, given the importance and size of this industry in Malaysia, as well 
as its relationship with other macroeconomic variables. 
 
During the period 1998-2004, the percentage of exported electronic components 
from the overall exported manufactured products has been consistently high, in 
the range of 65% to 70%. Over the past few years the electronic industry has 
experienced some drastic changes due to changes in economic environment, in 
particular the Asian Economic Crisis, the drastic fall of interest rates, the change of 
consumer demands and the evolution of high technology on the electronic 
products. In addition, the manufacturing sector has been one of the main targets of 
the Malaysian government for fiscal and monetary policy aimed at achieving low 
inflation and unemployment and also to be less dependent on the agricultural 
sector. 
 
It is widely known that economic environments have a profound effect on the 
growth of many industries including the electronic industry. History has also 
shown that performance of the electronic industry is closely linked to 
macroeconomic variables. There are many literature reviews on the effect of 
macroeconomic variables on industries. Studies on the effect of macroeconomic 
variables on various industries include [12] and [1] for the housing industry, [8] 
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and [3] for the Cotton, and Pulp and Paper industry respectively; and [2], [10] and 
[11] on the life insurance industry.    
 
Other than works on the life insurance industry as documented, for example, by 
[11], econometric studies on other industries in Malaysia are rather limited. 
Therefore, the goal of this paper is to empirically investigate the short- and long-
run relationship of macroeconomic variables on the total electronic output. Vector 
error correction model (VECM) and Granger-causality analysis are used to 
investigate the relationship. The remainder of the paper is organized as follows: 
Section 2 presents the methodology and empirical framework, Section 3 describes 
the data used, results of the analysis and discussion, while Section 4 provides 
some concluding remarks. 
 
2 Empirical Framework 
 
The empirical framework of this study is based on the standard methods of 
cointegration and vector autoregressions (VAR). The analysis begins with exploring 
the integration and cointegration properties of the variables before employing the 
unrestricted vector autoregression model. The results from cointegration test 
enable us to model short run dynamic interactions among the variables within the 
VAR system. If the variables are found to be non-stationary and non-cointegrated, 
the dynamic interactions among the variables are assessed according to the 
standard VAR model with variables expressed in first difference. Conversely, if the 
variables are found to be cointegrated, error correction models should be employed. 
 
Since the influential work of [9], it has been widely accepted that most 
macroeconomic variables are non-stationary or are integrated series. A variable is 
said to be integrated of order d (written as I(d)) if it requires differencing d times to 
achieve stationarity. Therefore, any variable that is integrated of order 1 or higher 
is non-stationary. The findings that the variables are individually non-stationary 
integrated of the same order is a necessary condition for establishing the presence 
of cointegration among the variables. A set of variables is said to be cointegrated if 
they are non-stationary integrated of the same order and yet their linear 
combination is stationary. The evidence for cointegration suggests that the 
variables cannot drift farther away from each other arbitrarily. Any deviations of a 
variable from the long run relationship will result in some variables adjusting to 
return back to the long run path. 
 
The order of integration of the series can be determined by conduction the 
Augmented Dickey-Fuller (ADF) unit root test. The ADF test make allowance for 
higher order correlation by assuming that the series follows an AR(p) process. The 
test is carried out based on the regression: 
∑ ++++=
= −−
p
i
tititt yyty
1
1210 ε∆βααα∆  
where  is the series under investigation. The regression with a drift and time 
trend is normally used to account the possibility of non-zero means and the 
presence of deterministic trend in the series. The null hypothesis for a unit root 
test can be written as: 
ty
 
Proceedings of ICAM05 841
  Cointegration and Causality between Economic Variables and Electronic Output 
0:H          vs.          0:H 2120 <= αα  
 
If the null hypothesis of unit roots is rejected, then the level of the series is said to 
be integrated of order one, I(1). The maximum lag length p required for serial 
correlation correction in the ADF regression is determined on the basis of evidence 
provided by Akaike Information Criterion (AIC).  
 
Having established that each of the series is non-stationary, analysis proceeds to 
examine whether there exists some long run equilibrium relationship between 
electronic industry products and variables of interests. A vector autoregressive 
approach (VAR-based) of [5,6] and [7] is used to test for cointegration. The 
technique uses maximum likelihood procedure to determine the number  of 
cointegrating vectors among a vector of time series, and derive a likelihood ratio 
test for the hypothesis that there is a given number of these cointegrating vectors. 
Consider a k-dimensional vector model: 
 
∑ ++=
= −
p
i
titit yy
1
0 εφφ  
and this equation can be rewritten into a vector error correction model (VECM) as 
follows: 
tktk
p
i
itit yyy υϑ∆κκ∆ ++∑+= −
−
= −
1
1
0    (1) 
 
where κ  is the short run dynamics that reflects the immediate response of the 
dependent variable to a change in explanatory variables. The matrix ϑ  represents 
the long run relationship between the variables. The number of cointegrating 
vectors is determined by the rank of the ϑ  matrix. The matrices tε  and tυ  are a 
vector of normal distributed error with zero mean and constant variance.  
 
Two types of likelihood ratio tests are applied to determine the number of 
cointegrating vectors, namely maximum eigenvalue and trace test statistics. The 
trace test is a likelihood ratio test for maximum r cointegrating vectors against the 
alternative equals to p, the number of variables: 
 ( )ik
ri
N λλ ˆ1ln
1
trace −∑−= +=  
 
where N is the number of observations and  are estimated eigenvalues of iλˆ ϑ  
matrix.  The maximum eigenvalue test has an identical null hypothesis as trace 
test, with the alternative hypothesis of (r+1): 
( )1max ˆ1ln +−−= rN λλ   
 
As noted by [4], if two series are individually I(1) and cointegrated, a causal 
relationship exist in at least direction. The authors suggest the use of VECM to 
examine the short run dynamic, long-run equilibrium and Granger causality 
relationship between variables. The Granger reparameterization of (1) leads to: 
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1−tε  is called the error correction term and is obtained from the cointegration 
equation (1) above. This term represents the response of the dependent variable for 
any departure from equilibrium. That is ϕ  measures the extent to which any 
disequilibrium at time (t-1) is compensated for at time t. The matrix iκ  (k x k)  is 
the short run adjustment coefficient and is used to investigate short run 
interactions between the variables. The null hypothesis of no causation from j-th 
explanatory variable to dependent variable i, i.e 021 =,1=== −p jjj κκκ K  can 
be investigated using an F-test. Failing to reject the null hypothesis implies that 
the j-th variable does not Granger cause the dependent variable.  
 
3 Data, Analysis and Results 
 
The data used in this paper are monthly Electronic Component produced (EC), 
Monetary Aggregates (M1, M2 and M3), Consumer Price Index (CPI), Index of 
Industrial Production (IPP), Interest Rates on Saving Deposits (DEP), Average 
Lending Rate (ALR), Exchange Rates of Singapore Dollars, British Pound Sterling 
and Japanese Yen (SGD, STL and YEN). The data was obtained from the Monthly 
Statistical Bulletin of Bank Negara Malaysia and Department of Statistics Malaysia. 
The data covers the period from January 1991 to June 2004, a total of 162 
observations. All the data series are expressed in logarithmic form for the analysis. 
 
The analysis and findings of ADF Unit Root test is presented in Table 1. Generally, 
the results indicate that most variables are non-stationary at level, both with and 
without trend, with the exception of electronic output (Log EC), monetary supply 
(Log M3) and consumer price index (Log CPI). However, all the series depict a 
stationary pattern after first-differencing. In other words, these variables are 
integrated of order 1 or I(1) and therefore we can proceed to the Johansen and 
Juselius cointegration test to investigate long run dynamic among the variables. 
 
Table 2 reports the Johansen and Juselius cointegration test statistics. As can be 
seen in the table, there are three cointegration vectors, at 1% significant level) 
between the electronic output (EC) and explanatory variables, suggesting the 
electronic output in Malaysia is cointegrated with Monetary aggregates, interest 
rates, Consumer and Industrial Indices and foreign currency exchanges. Therefore 
the results suggest a long run equilibrium between electronic output and the 
explanatory variables. 
 
Since all the variables are cointegrated, the vector error correction model can be 
established. The vector error correction model (VECM) approach allows us to 
distinguish between short run and long run dynamics between the variables. The 
estimated model is reported in Table 3. The result clearly shows significant 
negative error correction term at 5% level, implying that the dependent variable, 
Log EC, has the tendency to adjust to any deviations from long run equilibrium as 
represented by the cointegration relationship. The estimated coefficient of the error 
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term indicates that 48.3% of the system disequilibrium is corrected within a single 
month. 
 
 
Table 1. Results for ADF Unit Root test 
Variable Level First Difference 
  Without trend With trend Without trend With trend 
Log EC -0.0810  [2] -3.3555*[2] -14.1838*[1] -14.1640*[1] 
Log M1 -1.0764  [2] -2.2289 [2] -9.2604* [1] -9.2498* [1] 
Log M2 -2.7562  [2] -0.8336 [3] -7.4928* [1] -7.9406* [1] 
Log M3 -3.2782*[3] -1.0594 [3] -5.2795* [2] -6.2379* [2] 
Log DEP -0.4517  [2] -1.3744 [2] -8.7444* [1] -8.8494* [1] 
Log ALR -0.7049  [2] -2.1755 [3] -5.5421* [1] -5.9157* [1] 
Log CPI -3.2554*[1] -0.5013 [1] -7.6139* [1] -8.4072* [1] 
Log IPP -1.4704  [3] -2.6910 [3] -8.7592* [2] -8.7907* [2] 
Log SDG -1.4440  [3] -2.2027 [3] -5.7930* [2] -5.7926* [2] 
Log STL -0.7666  [1] -2.5256 [1] -8.3237* [1] -8.3978* [1] 
Log YEN -1.3470  [1] -2.8417 [3] -6.1686* [3] -6.1536* [3] 
Note: * indicates significance at 5% level, [ ] represents optimal lag 
 
 
Table 2. Johansen and Juselius Cointegration Test 
0H   Eigenvalue Trace-stats 
  0=r 0.4455 368.457** 
 1≤r  0.3306 274.710** 
 2≤r  0.2777 210.898** 
  3≤r 0.2541 159.180* 
 4≤r  0.1866 112.564 
  5≤r 0.1319 79.722 
  6≤r 0.1241 57.239 
Note: ** and * indicate rejection of null hypothesisat the 1% and 5% levels of significance 
 
 
The Granger causality test was carried out to investigate the short run dynamics 
between the variables. The p-values of the F-test in the final column of Table 3 
suggest that electronic output is Granger-caused by Monetary aggregate M2, 
Singapore Dollars and Japanese Yen. The p-value also provide little evidence that 
average lending rate may play a small role in influencing the output of electronic 
industry in Malaysia. 
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Table 3. Estimation of Error Correction Model and Granger Causality Test 
Variable Coefficient t-stats Lag p(F-stats) 
Constant 0.0254 1.471 - - 
Log EC -0.1089 -1.267 2 0.398 
Log M1 0.2253 0.821 4 0.403 
Log M2 2.1009 1.485 3 0.032 
Log M3 2.1340 2.732* 5 0.101 
Log DEP -0.0178 -0.116 4 0.670 
Log ALR 0.6053 1.518 5 0.061 
Log CPI -2.3640 -0.774 4 0.740 
Log IPP 0.0432 0.209 4 0.212 
Log SGD -0.3220 -0.486 3 0.034 
Log STL 0.1035 0.453 4 0.605 
Log YEN 0.2747 1.071 5 0.004 
ErrorCT -0.4830 -3.915* - - 
Note: * indicates significance at 5% level 
 
4 Conclusion 
 
This paper attempts to identify factors that influence the performance of electronic 
industry in Malaysia during the period 1991-2004. Both financial and economic 
variables are considered and their long- and short-run dynamics are investigated 
using cointegration techniques. Financial variables consist of interest rates on 
deposit account of commercial bank. Meanwhile, average lending rate, Monetary 
aggregates, consumer price index, industrial production index and foreign currency 
exchanges are the economic variables. 
 
The empirical results suggest significant long-run interaction between electronic 
output and both of the financial and economic variables. This suggests that these 
explanatory variables cannot drift too far apart and therefore may be considered to 
be dependent of each other. The finding from VECM model indicates a reasonably 
fast speed of adjustment for financial and economic variables to fully capture the 
shock in the output of electronic industry. The results of causality analysis indicate 
that the electronic output is influenced by money supply, Singapore Dollars, 
Japanese Yen and to a certain extent by the average lending rate. 
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Supperreplication Methods for Single-Asset
Barrier Options with Uncertain Volatility
Komang Dharmawan
Dept. of Mathematics, Udayana University, Bali, Indonesia
Abstract. The aim of this paper is to study single-asset barrier options, where the
volatility of the stocks is assumed to define an interval-valued bounded stochastic
process. The bounds on the volatility may represent, for instance, the extreme
values of the volatility of traded options. As the volatility is not known exactly,
the value of the option can not be determined. Nevertheless, it is possible to
calculate extreme values. We show that these values correspond to the best and the
worst case scenarios of the future volatility for short positions and long positions
in the portfolio of the options. Our main tools are the equivalence of the option
pricing, a certain stochastic control problem, and the resulting concept of super-
hedging. This concept has been well known for some time but never applied
to barrier options. Using rather standard arguments, we derive the Hamilton-
Jacobi-Bellman equation for the value function. Then we define the super price
and super-hedging strategy for the barrier options and show equivalence with the
control problem studied above. The superprice price can be found by solving
the nonlinear Hamilton-Jacobi-Equation studied above. It is called sometimes the
Black-Scholes-Barenblatt (BSB) equation. This is the Hamilton-Jacobi-Bellman
equation of the exit control problem. We include an example: pricing and hedging
of a single-asset barrier option and its numerical solution using the finite difference
method.
Key-words: Single-asset Barrier Option, Stochastic Volatility, Super-replication
Method, Stochastic Optimal Control, Hamilton-Jacobi-Bellman equation
1 Introduction
Barrier option have become increasingly popular in the financial markets as they
are less expensive compare to standard options like in Black and Scholes [3] and
they are also valuable tools for trading and hedging in many situations (see [4],
[16] or [26]). The pricing of barrier options is well understood when the volatility
is assumed to be constant. The closed-form solutions for down-and-out options
have been provided by Rich [23] and Rubinstein and Reiner [25].
The motivation of this work comes from the study of Mathematical Finance. In this
paper we describe the financial strategy (super-replicating strategy) that a trader
can follow in order to manage his/her model risk for barrier options. Suppose
that the trader precisely knows the model followed by the real market, and that
this model is given by a stochastic differential equation. Then she/he is able to
construct a strategy which perfectly hedges the option. This seems to be unrealistic
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for some reasons, for example: choice of the modelling stochastic processes, the
assumption of constant volatilities, etc.
When one has a rather precise information on the model of the market, then
one can take advantage of the robustness of formula of Black and Scholes type
( see El Karoui, Jeanblanc-Picque and Shreve [11] and Romagnoli and Vargiolu
[24]). When one has only a vague information on the model of the market, what
strategies that he/she can use to protect their positions? To answer this questions,
Avellaneda, Levy, and Paras [1] and Avellaneda and Paras [2], Romagnoli and
Vargiolu [24], Gozzi and Vargiolu [14] propose super-replication methods to solve
the problems.
In the case of barrier options or other options where the payoff function are non-
convex, the method proposed by El-Karoui, Jeanblanc-Picque, and Shreve [11],
is not applicable. This is due to the fact that the barrier option price may not
increase monotonically with volatility. Moreover, the value function of the option
is neither convex nor concave. To sell barrier options, one generally trades them
above their theoretical Black-Scholes price. Another method used to hedge and
price barrier options is by static hedging. This strategy does not involve continuous
re-balancing as in dynamic hedging. Such static hedging normally involves setting
up a portfolio at the beginning of the contract that is guaranteed to match the
payout of the options to be hedged(see Derman, Ergener, and Kani [8]).
In this paper, we analysis the robustness of European single-asset barrier options.
Our work is motivated by Avellaneda, Levy, and Paras [1] and Avellaneda and
Paras [2], Romagnoli and Vargiolu [24], Gozzi and Vargiolu [14], but we discuss
hedging strategy of a single-asset barrier option, an option governed by a one
dimensional diffusion process. We also assume that the volatility is not known,
so the market model is incomplete. This reflects that there are many choices for
derivatives asset prices that can exist in an uncertainty market. The source of the
uncertainty mainly comes from unpredictable volatility.
By assuming that the value function of the exit control problem v is continuous
with respect to time t and space of price x, and is regular enough to apply the
Ito formula, we show that the pair (v,∆) is a superstrategy, Theorem 3.5. Fur-
thermore, the exit control problem is a ‘bang-bang‘ solution, see Theorem 4.3.
By Lemma7.4 in [5], ∆t = ∂∂S v(t, St) is bounded. Therefore, choosing ∆ as a
superstrategy is valid and makes sense.
2 Uncertain Volatility
According to Arbitrage Pricing Theory, if the market presents no arbitrage oppor-
tunities, there exists a probability measure on future scenario such that the price
of any security is the expectation of its discounted cash-flows, Duffie [10]. Such a
probability is known as a martingale measure, Harisson and Pliska [15]. It is true
that pricing measure is often difficult to calculate precisely and there may exist
more than one measure which is consistent with a given market, Avellaneda, Levy,
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and Paras [1]. Based on this fact, it is useful to view incomplete markets as they
are reflecting the many choices for derivatives asset prices that can exist in an un-
certainty market. The source of the uncertainty mainly comes from unpredictable
volatility. Avellaneda, Levy, and Paras [1] and Avellaneda and Paras [2], assume
that the underlying asset St follows a diffusion process with non-constant interest
rate and volatility
dSt = rtStdt+ σtStdWt. (1)
The volatility function σt is known and fluctuates within an interval
0 < σmin ≤ σt ≤ σmax (2)
The volatility process (σt) that satisfies (1) induces a unique probability measure
Q = Qσt on the space of prices St. Let Σ denote the set of all measures that can
be induced within the constraint (2).
Now we define a contingent claim for the barrier option.
Definition 2.1. A price process {Vt; 0 ≤ t ≤ T} for the barrier option is any
adapted process satisfying
VT = h(ST )1{τ>T}
where h : R+ → [0,∞) is a given function and τ is the first hitting time of the
process St on the barrier H defined by
τ = inf{t > 0; St ≥ H},
where St is the solution of (1).
The payoff function h is not necessarily a convex function. It can be mixed between
convex or concave function.
Definition 2.2. The option price at time T − t with initial stock price St = x is
given by
v(t, x) = E
[
h(ST )1{τ>T} |St = x
]
, 0 ≤ t ≤ T
with terminal and boundary condition
v(T, x) = h(x), x < H
v(t, x) = 0, x ≥ H
Then, by Ito’s theorem, the problem can be converted into a nonlinear partial
differential equation (DPP), which is a version of the Black-Scholes-Barenblatt
(BSB) equation (see [19]), where EQ is the expectation operator with respect to
the measure Q and the dynamic price process (1).
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3 Stochastic Controls and replicating strategy
We assume that the volatilities are stochastic, but restricted to move within an
admissible interval Σ. In the real situation the agent does not know the true
volatilities, instead he uses another model, that is,
dSt = rtStdt+ γtStdWt.
to hedge the contingent claim, where γ ∈ Σ is a certain admissible volatility, St = x
is the initial condition. The volatility can be interpreted as a control to find the
worst or best case price of the single asset barrier option. In this model, there are
two sources of uncertainty, that is Wt and the volatility γ. Since the agent does
not know these two objects, he will estimate the fair price of the claim within the
interval price, which is known as the interval of admissible prices. The arbitrage
free price of the barrier option is given by
vγt = EQ
[
h(St,x,γT−t )1{τ>(T−t)}
]
.
Since we do not know yet whether our contingent claim is attainable or not. There-
fore, we expect that the arbitrage free price of the claim lies in the interval
v−(t, x) ≤ vγt ≤ v+(t, x), 0 ≤ t ≤ T,
where
v+(t, x) = sup
γ∈Σ
E
[
h(St,x,γT−t )1{τ>(T−t)}
]
and
v−(t, x) = inf
γ∈Σ
E
[
h(St,x,γT−t )1{τ>(T−t)}
]
.
Now we adopt the definition of a replicating strategy for unspecified volatilities
given in Touzi [28], Karatzas [18], or Frey [13].
Definition 3.1. A super-replicating price for a contingent claim h at time t is
given by
v¯(t, x) = inf {x ≥ 0 | ∀γ ∈ Σ ∃∆ admissible, such that
Xt,x,∆T ≥ h(St,x,γT−t )1{τ>(T−t)};P− a.e.,
}
.
This is the minimum price that the agent can accept in order to super-replicate the
claim. Any such process ∆, which may depend on γ, is called a super-replicating
strategy or superstrategy.
Definition 3.2. A sub-replicating price for the contingent claim h at time t is
given by
v(t, x) = sup {x ≥ 0 | ∀γ ∈ A(Σ) ∃∆ admissible, such that
Xt,x,∆T ≤ h(St,x,γT−t )1{τ>(T−t)};P− a.e.,
}
.
Any such process ∆, which may depend on γ, is called a sub-replicating strategy
or substrategy.
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Remark 3.3. Another version of super-replicating and sub-replicating strategy
is also given by El-Kouri et al. [11] or Romagnoli and Vargiolu [24](see also [28],
[17], and [7]. If v¯ = v = vt, then vt is the arbitrage free price of the contingent
claim h.
Theorem 3.4. The process
Xt,x,∆t ≡ Xt = sup
γ∈Σ
E
[
h(St,x,γT−t )1{τ>(T−t)}
]
is a supermartingale
Proof. The portfolio is self-financing, and Xt is bounded from below, hence by
Theorem 3.5 in Krylov [20], p.149, Xt is a supermartingale.
As we noticed in Definition 3.1 the super-replicating depends on the choice of
volatility process (γt). This choice can create arbitrage opportunities. Therefore,
v+t (respectively v
−
t ) may be considered as a stochastic control problem where
the lower bound and the upper bound of its solution can be interpreted as a
sub ‘arbitrage‘ price and super ‘arbitrage‘ price, respectively. Before we convert
our problem into a stochastic control problem in the HJB equation, the following
theorem gives an idea that with a super-replicating strategy, one can haveXt,x,∆T ≥
h(St,x,γT−t )1{τ>(T−t)}. This means the portfolio overhedges the contingent claim.
The following theorem is the significant result of this paper.
Theorem 3.5. Let v be a price process for a contingent claim and let ∆ be a
portfolio process. If v¯ is the super-hedging price as defined by Definition 3.1, then
there exists a pair (v,∆) such that
v¯(t, x) = v(t, x) = sup
γ∈Σ
E
[
h(St,x,γT−t )1{τ>(T−t)}
]
.
In particular,
v¯(T, x) ≥ h(St,x,γT−t )1{τ>(T−t)} a.s.
Proof. Take a super-replicating strategy ∆ associated with an upper hedging price
as defined in Definition 3.1. Then
Xx,∆,vT ≥ E(St,x,γT−t )1{τ>(T−t)}
for every admissible control γ, but by Proposition 4.4.2 in Krylov [20], Xx,∆T is a
supermartingale. This implies that
v¯(t, x) = Xx,∆t ≥ E
[
Xt,x,∆T |Ft
]
≥ E [h(St,x,γT−t )1{τ>(T−t)}] ∀γ admissible .
Hence, v¯(t, x) ≥ v(t, x).
To prove that v¯(t, x) ≤ v(t, x), we apply Ito’s formula to the process Sx,γτ∧T , giving
v(τ ∧ T, Sx,γτ∧T ) = v(t, x) +
∫ τ∧T
t
(
∂
∂t
v(r, St,x,γr ) +
∂2
∂x2
v(r, Sx,γr )
)
dr
+
∫ τ∧T
t
xγ
∂
∂x
v(r, St,x,γr )dWr.
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Taking expectation of both sides, we have
E(St,x,γT )1{τ>T} = v(t, x) + E
∫ τ∧T
t
(
∂
∂t
v(r, Sx,γr ) +
∂2
∂x2
v(r, Sx,γr )
)
dr.
Now we take the supremum of both sides, giving
v¯(t, x) ≤ v(t, x) + sup
γ∈Σ
E
∫ τ∧T
t
(
∂
∂t
v(r, Sr) +
∂2
∂x2
v(r, Sx,γr )
)
dr. (3)
Since the expectation in (3) is zero, we have
v¯(t, x) ≤ v(t, x).
Therefore,
v¯(t, x) = v(t, x) = sup
γ∈Σ
E
[
(St,x,γT−t )1{τ>(T−t)}
]
.
4 Pricing and Hedging
Let us consider a very common example of barrier option, that is the knock out
and up call of the European type. If 0 ≤ t ≤ T, St = x and the call has not
knocked out prior to time t, then the price process for this option is given by an
adapted process, {vt; 0 ≤ t ≤ T}, satisfying
vT = (ST −K)1{τ>T}.
Here K is the strike price of the option and τ is the first moment of time when
the process St hits the barrier H, defined by
τ = inf{t ≥ 0; St ≥ H}.
Assuming that P is already the risk neutral measure and 0 < K < H, the value of
the knock-out barrier option at time t with initial stock price x is given by
J(t, x;σ) = E
[
(St,x,σT−t −K)+1{τ>(T−t)}
]
, 0 ≤ t ≤ T. (4)
For a constant volatility, σt = σ, the explicit solution of (4) can be derived by the
method of reflection principle of Brownian motion, Rich [23]. One may refer to
Rich [23] for the closed form solution of (4). The value function (4) is also the
solution of partial differential equation
∂
∂t
v(t, x) +
1
2
σ2x2
∂2
∂x2
v(t, x) = 0, 0 ≤ t < T, 0 ≤ x < H (5)
with terminal and boundary conditions
v(T, x) = (x−K)+, 0 ≤ x < H (6)
v(t, x) = 0, x ≥ H, 0 ≤ t ≤ T. (7)
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Now assume that the true volatility is limited to move in a certain interval, i.e.
σt ∈ I = [σmin, σmax].
The assumption that (σt) is adapted to F makes it functional of the Brownian
paths {Wt, 0 ≤ t ≤ T}, so that it is dependent on the past of the Brownian
motion or stock price. This volatility can be interpreted as a control to find the
worst and the best case price of the barrier option. Since the seller does not know
the true volatility, he will estimate the fair price of the claim within an interval of
prices, which is known as the interval of admissible prices. Therefore, we expect
that the price of the claim lies in the interval
v−(t, St,x,σt ) ≤ vσt ≤ v+(t, St,x,σt ),
where
v−(t, St,x,σt ) = inf
σ∈I
E
[
(St,x,σT−t −K)+1{τ>(T−t)}
]
and
v+(t, St,x,σt ) = sup
σ∈I
E
[
(St,x,σT−t −K)+1{τ>(T−t)}
]
.
As already discussed in the previous section, in order to have superstrategy, we fix
the price vt of the option and the quantities ∆t of the risky asset St in the hedging
portfolio Xx,∆,vt as
vt = v(t, S
t,x,σ
t ), ∆t =
∂
∂x
v(t, St,x,σt ), 0 ≤ t ≤ τ ∧ T
where v is the solution of the HJB equation
∂
∂t
v(t, x) +
1
2
sup
σ∈I
σ2t x
2 ∂
2
∂x2
v(t, x) = 0, 0 ≤ t < T, 0 ≤ x < H (8)
with terminal and boundary conditions
v(T, x) = (x−K)+, 0 ≤ x < H (9)
v(t, x) = 0, x ≥ H, 0 ≤ t ≤ T. (10)
Therefore, the portfolio process satisfies
d(Xx,∆,vt ) = ∆tσS
t,x,σ
t dWt.
Initially, at t = 0, take
Xx,∆,v0 = v(0, S0).
Then
Xx,∆,vτ∧T = v(τ ∧ T, St,x,στ∧T )
with terminal and boundary conditions
v(T, x) = (x−K)+, if τ > T
v(t,H) = 0, if τ ≤ T.
Proceedings of ICAM05 853
  
Komang Dharmawan
Remark 4.1. In order to have delta hedging admissible, we have to impose the
condition (see Lemma 7.4 in [5])
E
∫ T
0
∆2tdt <∞.
Moreover, when
∆t =
∂
∂x
v(t, St,x,σt ), 0 ≤ t ≤ τ ∧ T,
then Xx,∆,vt is a supermartingale.
Theorem 4.2. Suppose that v is a solution of (8)-(10) for any convex payoff
function. Then v is not convex or concave in x for any t > 0.
Proof. We prove by contradiction. Suppose that v is convex or concave for all t and
x. Note that v is positive for x < H and v approaches zero when x→ H and x→ 0
for every fixed time t. Therefore, it must be concave. However, if t approaches T ,
v(T, x) = h(x) which is a convex function. This produces a contradiction.
Theorem 4.3. Let v be a solution of the HJB equation (8) with terminal condition
(9) and boundary condition (10), and define
σt(x) =

σmax if
∂2
∂x2
v(t, x) ≥ 0
σmin if
∂2
∂x2
v(t, x) ≤ 0.
Then σt is an optimal ‘bang-bang‘ control, v is the superprice and ∆ is the super-
strategy.
Proof. Since v is a unique solution of the HJB equation (8)-(10), then v is the
optimal price. Then, clearly σt is an optimal control, because HJB is computed
with supremum.
5 Practical Issues
The contingent claim h(x) = (x −K)+1{τ>T} is discontinuous at the barrier H.
This results in an unbounded delta hedging at the maturity of the barrier option.
The large delta hedging may cause instability in the hedging strategy (See figure 1).
The delta hedging becomes very negative near the barrier, ∆t = ∂∂xv(t, x)→ −∞
as t→ T .
If our portfolio consists of a non-risky asset invested in a money market and risky
assets in a stock, then in the case where the stock price does not cross the barrier,
the seller covers this short position with funds shares in the stock. If the stock
price hits the barrier and the option is knocked out, the hedging strategy is in
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Figure 1: The barrier option price given by (8)- (10) with K=20, H=23, σ = 0.20
the region where ∆t is large and negative. In this case, the seller covers his short
position with the money market.
To avoid the large delta being taken, one can put a constraint on the hedging
portfolio and then use this constraint to bound the super-replication strategy.
This approach has been suggested by Schmock, Shreve, and Wystup [26]. They
impose constraints on the delta and show that the cheapest super-replicating claim
that satisfies this constraint can be found as the solution of a dual problem of a
stochastic control problem. Another method to avoid instability in the hedging
strategy is proposed by Shreve [27], Chap.20, p.218. He imposes the boundary
condition
v(t, x) + αH
∂
∂x
v(t, x) = 0, x ≥ H, 0 ≤ t ≤ T,
instead of
v(t,H) = 0 x ≥ H, 0 ≤ t ≤ T
where α is a ‘tolerance parameter‘. This approach guarantees that the H∆t re-
mains bounded and the value of the portfolio is always sufficient to cover a hedging
error within αH∆t of the short position.
Proceedings of ICAM05 855
  
Komang Dharmawan
6 Numerical simulation
In this subsection, we consider a numerical example which illustrates the previous
discussion. In particular, we generate a Call and Up barrier option of European
type with strike price K =$20 and barrier H =$23. Since the true volatility is
not known, we expect the volatility to be moving within interval [σmin, σmax] =
[0.10, 0.20] and option expiration at T = 0.25 year. Then we use the HJB equation
(8)- (10) to calculate the superprice. We also assume that we initially can buy or
sell the option at the mid volatility, (σmax + σmin)/2. Here we report in Figure 2
the subprice and superprice barrier option computed using explicit schemes.
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Figure 2: The dotted lines represent the superprice and subprice of the barrier option computed
by (8)- (10) and the solid lines represent the extreme value of the option computed by the linear
equation (5)-(7).
Figure 2 illustrates a comparison between the extreme prices that are obtained
by pricing with a constant volatility, linear PDEs and those obtained from the
BSB equation. Since the extreme prices for options are obtained by using the two
extreme volatilities, one might believe that the extreme price for the portfolios
would be given by the Black-Scholes prices with some constant volatility σ in the
range σmin ≤ σ ≤ σmax. As shown in Figure 2, the theoretical price calculated by
the Black-Scholes formula is too low to enter into a delta-hedging strategy that
protects against the worst case situation. The superhedging strategy obtained
from the BSB equation would protect the hedger against the movement of the
volatilities within the band.
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The following figure shows superstrategy ∆ with 1-3 months to maturity, computed
using equation (4). It shows how delta of the portfolio superstrategy varies as the
option gets closer to maturity.
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Figure 3: Delta superstrategy computed from the superprice given in figure 2
7 Concluding Remark
Our results in this work can be summarized as follows.
• If v ∈ C2,1([0,∞)) then the Black-Scholes-Barenblatt (BSB) equation (8)-
(10) is easily derived from the dynamic programming principles via Ito’s
formula and there exists a unique solution in the classical sense.
• The value function v is not convex or concave for all x for each time t (see
Theorem 4.2). Therefore, the superprice is determined dynamically: it is
either the upper bound or the lower bound of the volatility matrix, according
to the convexity or concavity of the value function with respect to the stock
prices.
• The finite difference method with explicit schemes gives quite stable solutions
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Abstract. The double sampling control chart is aimed at improving the ability to 
detect any out-ofcontrol condition by observing the second sample without any 
interruption. This paper briefly discusses the advantage of double sampling 
procedures proposed Daudin (1990). Instead of minimizing the expected average 
sample size as in Daudin (1990), we propose an optimizing parameter estimation to 
maximize the power to detect a small shift of process' mean value. This 
optimization leads to a revised procedure of double sampling control chart. 
 
Keywords: Double Sampling Control Chart, Optimization, Power of Control Chart 
 
 
1. Introduction 
 
Statistical process control is a well-known method to understand the process 
variability and to improve the quality of process. Among the statistical process 
control tools, control chart is aimed at monitoring the process. A control chart is 
designed to identify variation in process, either as a result of unassignable causes, 
or as a result of assignable (or special) causes. In this respect, the standard 
Shewhart X  control chart has been widely used, but it is slow in detecting small 
shift. A number of alternatives have been proposed to improve the sensitivity of 
control chart, e.g. employing warning limits.  
 
Reynolds et al. (1988) proposed a variable sampling interval (VSI) control chart in 
accordance to an out-of-control warning or signal. If a signal occurs, next sampling 
is taken in a shorter sampling interval; otherwise it is reasonable to take a longer 
sampling interval. Costa (1992) proposed a variable sample size (VSS) control chart 
using the same idea of VSI. The double sampling procedure (DS) uses the same 
idea as in VSI and VSS, but the second sample is observed with zero time intervals. 
The double sampling (DS) control chart was firstly proposed by Croasdale (1974). 
Daudin, Duby and Trecourt (1990) and Daudin (1992) proposed DS control chart 
that utilizes the information from both samples at the second stage. Irianto and 
Shinozaki (1998) discussed both DS procedures and proposed the advantage of 
Daudin's procedure compared to Croasdale's. Instead of minimizing the expected 
sample size, Irianto and Shinozaki (1998) maximized the power to detect a small 
shift of mean value.  
 
860 Proceedings of ICAM05
  D. IRIANTO 
2. The DS Control Chart Procedure 
 
With DS control chart, the second sample will be observed only if the first sample 
is signaling a warning of deviation of the mean value. The procedures is described 
as follows (and is exhibited in Figure 1): 
1. Take a sample of size n1 , X i1 , i n= 1 2 1, , .L  from a population with mean value 
µ 0  and a known standard deviation σ .  
2. Calculate the sample mean X X ni
i
n
1 1 1
1
1=
=
∑ / .  
3. If ( ) / ( / )X n1 0 1− µ σ  is in I1 , the process is considered to be under control. 
4. If ( ) / ( / )X n1 0 1− µ σ  is in I3 , the process is considered to be out of control. 
5. If  ( ) / ( / )X n1 0 1− µ σ  is in I2 , take a second sample of size n2 , X i2 , 
i n= 1 2 2, , .L . 
6. Calculate the sample mean X X ni
i
n
2 2 2
1
2=
=
∑ / . 
7. Calculate the total sample mean X n X n X n n= + +( ) / ( )1 1 2 2 1 2 . 
8. If − < − < −L X
n
L1 0
1
1
µ
σ /  or Ln
X
L <−<
1
01
1
/σ
µ
 and if 
X
n n
L− + < −
µ
σ
0
1 2
2/
 or 
X
n n
L− + >
µ
σ
0
1 2
2/
, then the process is considered to be out of control, otherwise 
the process is considered to be under control. 
 
Let Z X n1 1 0 1= −( ) / ( / )µ σ  and Z X n n= − +( ) / ( / )µ σ0 1 2 , then the 
probabilities that the process is considered to be under control by the first sample 
and after taking the second sample can be formulated as P Z Ia1 1 1= ∈Pr[ ]  and 
P Z I Ia2 1 2 4= ∈ ∈Pr[ ] and Z  respectively, and the probability that process under 
control is P P Pa a a= +1 2 . We assume the characteristic of output of process follows 
a normal distribution N ( , )µ σ 2 . 
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Figure 1. The Double Sampling Control Chart. 
 
For a shift from the mean value δ µ µ σ= −( ) /0 , the probability that the process is 
considered to be under control becomes: 
P L n L na = + − − +Φ Φ[ ] [ ]1 1 1 1δ δ  
+ + − − − + −
∈
∫{ [ ] [ ]} ( )
*
Φ ΦcL rc z n n cL rc z n n z dz
z I
2 1 2 2 1 2
2
δ δ φ  
(1) 
where, φ( )⋅  and Φ( )⋅  are the density and cumulative distribution functions of 
standard normal distribution respectively, r n n= +1 2  , c r n= / 2  and 
I L n L n L n L n2 1 1 1 1 1 1
* [ , ) , ]= − + − + + +δ δ δ δ  (U . The average run length and 
the expected total sample size are given in equation (2) and (3), respectively: 
ARL = 1 1/ ( )− Pa , and (2) 
        n n Z I1 2 1 2+ ⋅ ∈Pr[ ] . (3) 
                                           
 
3. Optimising Control Limits 
 
There are five parameters required to specify the DS control charts, i.e. L1 , L2 , L , 
n1  and n2 . Daudin et al. (1990) suggested an optimization procedure as follows : 
                                       Min
n ,n ,L,L ,L1 2 1 2
    n n X I1 2 1 2 0+ ⋅ ∈ =Pr[ | ]µ µ                        (4) 
- L2  
L2
X
n n
−
+
µ
σ
0
1 2/
Out of control 
Out of control 
Under 
control ( I4 ) 
(Second sample) 
L  
- L  
- L1  
0 
X
n
1 0
1
− µ
σ /
 
Under 
control ( I1 ) 
Take second 
sample ( I 2 ) 
Take second 
sample ( I 2 ) 
Out of control ( I3 ) 
Out of control ( I3 ) 
(First sample) 
L1  
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Subject to:    
(i)  Pr[Out of Control | µ µ= 0 ] =α , that is  
     { }1 1 1− − −Φ Φ[ ] [ ]L L − − − − − =
∈
∫ { [ ] [ ]} ( )Φ ΦcL z n n cL z n n z dz
z I
2 1 2 2 1 2
2
φ α . 
(ii) Pr[Out of control | µ µ= 1 ] = β    (for a given intended shift δ µ µ= −1 0 ), that is 
      1 1 1 1 1− + − − +{ [ ] [ ]}Φ ΦL n L nδ δ  
        − + − − − + − =
∈
∫{ [ ] [ ]} ( )
*
Φ ΦcL rc z n n cL rc z n n z dz
z I
2 1 2 2 1 2
2
δ δ φ β . 
To find the solution, they proposed an algorithm as follows : 
(i) Determine n1  and n2 . 
(ii) For a given value of L  (suggested to be large, 4 or 5 times of standard 
deviation), both constraints are used to determine the values of L1  and L2 .  
(iii) Find the optimal composition of L1 , L2  and L  that minimize the objective 
function for all possible pairs of ( n1 , n2 ). 
 
The optimum result is given by the minimum size of ( n1 , n2 ). This optimization 
procedure is mainly motivated by the inspection cost. Differently, Irianto and 
Shinozaki (1998) considered the power to detect any deviation of the process' 
mean. It means that knowing the ARL of the chart is more important than cost 
consideration. Therefore the motivation is to maximize the power while setting 
sample sizes n1  and n2  so that the expected total sample size is fixed when µ µ= 0 .  
The optimization is formulated as follows: 
Max
L,L ,L1 2
1 1 1 1 1− + − − +{ [ ] [ ]}Φ ΦL n L nδ δ
 
− + − − − + −
∈
∫{ [ ] [ ]} ( )
*
Φ ΦcL rc z n n cL rc z n n z dz
z I
2 1 2 2 1 2
2
δ δ φ .           (5) 
Subject to:  
 (i)  E[total sample size | µ µ= 0 ] = n, that is 
        n n Z I n1 2 1 2 0+ ⋅ ∈ = =Pr[ | ]µ µ   ⇔   [ ]L Ln nn= +− −Φ Φ1 2 112 [ ] . 
 (ii)  Pr[Out of Control | µ µ= 0  ] =  α , that is 
       1 1 1− − −{ [ ] [ ]}Φ ΦL L − − − − − =
∈
∫{ [ ] [ ]} ( )
*
Φ ΦcL n n z cL n n z z dz
z I
2 1 2 2 1 2
2
  φ α  
From the first constraint, L  is expressed in terms of L1 , it reduces the number of 
parameter. Since the left hand of the second constraint is an increasing function of 
L2 , L2 is uniquely determined for fixed L1  and L . For a given value of L1 , the 
values of L  and L2  are uniquely determined. Since Φ Φ( ) ( ) ( ) / ( )L L n n n1 1 22= − −  
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and ( / ) ( )1 2 1− ≤ ≤α Φ L , then [ ] [ ]Φ Φ− − − −− − ≤ ≤ −1 2 2 1 1 21 112 12n nn n nnLα . This range of 
L1  is quite small if α is small.  
 
4. Numerical Results 
 
Usually, standard Shewhart chart is used as the basis for comparison. The 
Pa =Pr[Out of Control | µ µ= 1 ] and the average run length (ARL) of the standard 
Shewhart X  control chart (for n=5 and L=3) is shown in Table 1. The Pa =Pr[Out of 
Control | µ µ= 1 ] and  the average sample size of DS (as in equation 3) for some 
shift are presented in Table 2, whereα  is set at 0.0027 and sample sizes n n1 2= =4 
and n =5.  
 
Table 1. ARL and Pa  of  Shewhart Chart (for n =5 and L=3) 
Shift δ  Pa  ARL 
0 0.0027 370.4 
0.5 0.0064 155.2 
1 0.0228 43.9 
   
Table 2. Pa  and average sample size of DS Chart (for n n1 2= =4 and n=5) 
Limits Power 
L1  L  L2  δ =0.2 0.4 0.5 0.6 0.8 1 
1.15 3.8014 2.9924 0.0076 0.0303 0.055 0.094 0.2253 0.4229 
   Average sample size 
   5.1474 5.5496 5.814 6.099 6.6511 7.0693 
 
Clearly, the numerical result of the DS control chart gives better performance 
shown by higher power. Accordingly, the out of control signal occurs in a shorter 
interval than the standard Shewhart control chart, thus further action can be 
performed sooner. However, as shown in Table 2, it should be noted that the 
average sample size increases as the shift of process mean gets larger. In general, 
this average sample size affects the economic performance of control chart. 
 
5. Investigating Control Limits 
 
Table 5 shows control limits of DS charts for some pairs of n1  and n2  that give an 
expected sampling number n=5. This result shows that maximizing power leads to 
higher value of L1  and lower value of L2 . Based on the first constraint, the higher 
value of L1  is related to higher value of L, which is limited to L = ∞ . It means that 
L  is no longer necessary, and the double sampling control chart can be simplified 
as in Figure 2. The first sample is similar with one proposed by Croasdale (1974). 
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Table 5. Pa  and Average Sample Size of DS Chart for Some Pairs of Sample Sizes. 
DDS  L1  L  L2  Power Average sample size 
Charts    δ = 0.5 δ  = 1.0 δ = 0.5 δ  = 1.0 
n1 =4 0.671 3.0590 3.3435 0.0288 0.2273 5.3130 5.5341 
n2 =2 0.672 3.1589 3.1652 0.0329 0.2582 5.3207 5.5769 
n =5 0.673 3.3057 3.0720 0.0357 0.2766 5.3295 5.6314 
 0.674 3.6057 3.0149 0.0375 0.2882 5.3405 5.7143 
 0.67449 ∞ 2.9999 0.0379 0.2910 5.3492 5.8224 
n1 =4 0.963 3.0599 3.3813 0.0321 0.2696 5.5596 6.1212 
n2 =3 0.964 3.1360 3.2175 0.0373 0.3059 5.5683 6.1703 
n =5 0.965 3.2362 3.1218 0.0410 0.3292 5.5780 6.2289 
 0.966 3.3854 3.0557 0.0440 0.3459 5.5890 6.3039 
 0.967 3.7058 3.0087 0.0461 0.3577 5.6030 6.4200 
 0.96742 ∞ 2.9961 0.0467 0.3606 5.6127 6.5517 
n1 =4 1.275 3.0473 3.4577 0.0376 0.3467 5.9138 7.0941 
n2 =5 1.276 3.0969 3.2942 0.0446 0.3897 5.9234 7.1483 
n =5 1.277 3.1555 3.1924 0.0499 0.4175 5.9335 7.2087 
 1.278 3.2274 3.1184 0.0543 0.4378 5.9445 7.2776 
 1.279 3.3210 3.0605 0.0580 0.4536 5.9565 7.3591 
 1.280 3.4575 3.0135 0.0611 0.4662 5.9702 7.4614 
 1.281 3.7271 2.9754 0.0637 0.4762 5.9872 7.6119 
 1.28155 ∞ 2.9593 0.0647 0.4801 6.0020 7.8212 
n1 =4 1.376 3.0680 3.3660 0.0453 0.4115 6.0572 7.5478 
n2 =6 1.377 3.1140 3.2452 0.0517 0.4434 6.0672 7.6065 
n =5 1.378 3.1677 3.1602 0.0569 0.4657 6.0779 7.6716 
 1.379 3.2323 3.0945 0.0613 0.4826 6.0893 7.7448 
 1.380 3.3139 3.0412 0.0651 0.4960 6.1017 7.8298 
 1.381 3.4261 2.9966 0.0683 0.5069 6.1156 7.9329 
 1.382 3.6110 2.9590 0.0711 0.5158 6.1319 8.0709 
 1.38299 ∞ 2.9292 0.0733 0.5225 6.1567 8.3903 
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Figure 2. Revised DS control chart. 
 
6. Concluding Remarks 
 
Despite of the advantage of giving sooner signal of mean shift, the DS procedure 
needs a complicated calculation. Efficiency of the calculation is improved by 
changing the optimization problem (4) into (5). Since the value of L1  is limited by 
the first constraint, the optimization procedure is less complicated. In this paper, 
the numerical result shows that the optimum limits lead to L = ∞ . This revised 
control chart is simpler since it has lesser parameter. 
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Abstract. This paper describes existing methods and develops new methods for 
constructing confidence bands for survivor function of two parameters exponential 
distribution under double type-II censoring. Our results are built on extensions of 
previous work by [11] and Balakrishnan [1]. They use maximum likelihood 
estimator to construct interval estimation under double type-II censoring. The 
confidence bands are developed for survivor function using the confidence region 
about survivor function. We will use another method, known as the bootstrap 
percentile from [4]. This method gives shorter confidence bands compared to the 
traditional method.  
Key words: air pollutant, bootstrap percentile, confidence bands, double type-II, 
survivor function 
 
1. Introduction 
The survivor function or reliability function is a property of any random variable 
that maps a set of events, usually associated with mortality or failure of some 
system, onto time. It captures the probability that the system will survive beyond a 
specified time. The term reliability function is common in engineering while the 
term survivor function is used in a broader range of applications, including human 
mortality. 
The exponential distribution is often proposed as a model in life testing and 
reliability because of its simplicity and the ease with which estimates can be 
calculated. [2] deals with inference procedures for the one-parameter exponential 
model. Inference for the two-parameter exponential model has been studied by [9], 
[10], [12] and many others, based on complete samples and type-II censored data. 
In reliability studies, due to time limitations and/or other restrictions on data 
collection, several lifetimes of units put on test may not be observed. In addition, 
sometimes the lowest and/or highest few observations in a sample could be due to 
some negligence or some other extraordinary reasons. In such cases, it is 
convenient to remove those outlying observations. Type-II censored samples are 
considered here, whereby, in an ordered sample of size n , a known number of 
observations is missing at either end (single censoring) or both ends (double 
censoring). Doubly censored samples have been considered, by authors, like [1] 
and Raqab [11]. They used maximum likelihood estimator to construct interval 
estimation for survivor function of two parameters exponential distribution under 
double type-II censoring. Using the intervals estimation for survivor functions at 
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every lifetime develops confidence bands for survivor function. This band allows us 
to see the region in which the survivor function lies. 
Bootstrap method is a computer-based method for assigning measures of accuracy 
to statistical estimates, especially to calculate the confidence interval. The aim of 
using bootstrap method is to gain the best estimation from minimal data [5].  
[6] used bootstrap method to construct interval estimation for two parameters 
exponential distribution under double type-II censoring. In [7] bootstrap method 
was utilised to construct the interval estimation for survivor function for two 
parameters exponential distribution under double type-II censoring. In this paper 
the focus is to make comparison of the confidence bands for survivor function 
obtained by the conventional method and bootstrap percentile method. 
 
2. Methodology  
An example of real data is analysed to illustrate the procedure. The data is an air 
quality date extracted from the Malaysian Data Report 2000 obtained from the 
Department of Environment, Ministry of Science, Technology and Environment. 
The confidence band for the survivor function was first constructed by the 
traditional approach. From the bootstrap’s repeated samples, the convergence 
condition is determined. This will be fallowed by developing the confidence band for 
the survivor function. The S-Plus software was used in the development of the 
programme.    
 
3. Theory 
The actual survival time of an individual, t , can be regarded as the value of a 
variable T , which can take any non-negative value. The survivor function, ( )tS , is 
defined to be the probability that the survival time is greater than or equal to t , 
and so:  
 ( ) ( ) ( )tFtTPtS   1          −=≥= . (1) 
The survivor function can therefore be used to represent the probability that an 
individual survives from the time origin to some time beyond t  [3]. 
The essential element in lifetime data analysis is the presence of a 
nonnegative response, t , with appreciable dispersion and often with censoring. 
Due to sampling methods or the occurrence of some competing risk of removal 
from the study, several lifetimes of individuals may be censored. By censored data 
we mean that, in a potential sample of size n , a known number of observations is 
missing at either end (single censoring) or both ends (double censoring). The type of 
censoring just described is often called type-II censoring [8]. 
Suppose some initial observations are censored in addition to some final 
observations being censored. Out of the n  components put to test, suppose the 
experimenter fails to observe the first r and the last s , observations are then said 
to be double type II censoring. 
 .21 nnnn t  . . .  t  t :s−++ ≤≤≤ :: rr    (2) 
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Two Parameters Exponential Distribution 
The two parameters exponential distribution has probability density function [10]: 
 
 ( ) ., 0    0    ,   ;       exp 1 =  , ; >≥≥⎟⎠
⎞⎜⎝
⎛ −− θµµθ
µ
θθµ t
t tf  (3) 
 
Here µ  is the warranty time and θ  is the residual mean life. Once again, it is 
simple exercise to derive the maximum likelihood estimation of the θ  as [1]: 
 ⎟⎠
⎞⎜⎝
⎛ −θ+=µ + n
rn    t  n lnˆˆ 1:r ,  (4) 
 
( )
rsn
t rnt s  t   
sn
ri nrnsnni
−−
∑ −−+=θ
−
+= +−1 1ˆ ::: .    (5) 
 
The following quantities are independent, with exact sampling distributions: 
 
( ) 2
2
12 χθ
µ−+ ~  tn nr :   and   ( ) ( )( )2 22ˆ2 −−−χθ
θ−−
rsn~  
rsn
,  (6) 
 
where ( )( )2 22 −−−χ rsn  is the chi-squared distribution with ( )( )22 −−− rsn  degrees of 
freedom. It follows that the ratio of these quantities divided by the ratio of their 
degrees of freedom is a F  variable: 
 
( ) ( )
( )( )
( )( )
( ) ( )( ),ˆ
1
22
ˆ2
2
2
222
1:1
−−−θ−−
µ−−−−=−−−θ
θ−−
θ
µ−
rsn
nn F~ 
 rsn
trsnn    
rsn 
 rsn t n ,:    (7) 
 
with ( )( )222 −−− rsn,  degrees of freedom.  
 
 
A two-sided, equal-tail, ( )α−1  level confidence interval on µ  is constructed from 
the probability statement: 
 
 ( )( )
( )( )
( ) ( )( ) .1ˆ
1Pr 2122212222 α−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ≤θ−−
µ−−−−≤ α−−−−α−−−       F   rsn
trsnn  F rsnnrsn /;,:/;,   (8) 
 
The ( )α−1  confidence intervals for µ is:  
 
( ) ( )( )( )
( ) ( )( )( ) .ˆ1
ˆ
ˆˆ
1
ˆ
ˆ max
2222
min
2222 µ=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−
θ−−−µ≤µ≤µ=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−
θ−−−µ α−−−α−−−−
rsn n
F  rsn
     
rsn n
F  rsn
 rsnrsn /;,/;1,  
    (9) 
 
A confidence interval on θ similarly constructed from the probability statement: 
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 ( )( )
( )
( )( ) .1
ˆ2Pr 2 2/22
2
2/22 α−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ χ≤θ
θ−−≤χ α−−−−α−−−          rsn   ;1; rsnrsn  (10)  
 
The ( )α−1  confidence intervals for θ is:  
 
 
( )
( )( )
( )
( )( )
.ˆ
ˆ2ˆˆ2
max2
2/22
min2
2/122
θ=χ
θ−−≤θ≤θ=χ
θ−−
α−−−α−−−− ;; rsnrsn
 rsn          rsn  (11) 
 
Survivor function on two parameters exponential distribution is: 
 
 ( ) ( ) ( )( ) ( )( ).expexp1∫ ∫ θµ−−=θµ−−θ== ∞ ∞ −
t t
t     dt t      dt  tf    t S //   (12)     
 
The ( )α−1  confidence for survivor function is: 
 
 
( ) ( ) ( ) .  t      t  S    t  ⎟⎟⎠
⎞
⎜⎜⎝
⎛
θ
µ−−〈〈⎟⎟⎠
⎞
⎜⎜⎝
⎛
θ
µ−−
max
max
min
min
ˆ
ˆ
expˆ
ˆ
exp     (13) 
 
 
Bootstrap Percentile Method 
Bootstrap method is a computer-based method for assigning measures of accuracy 
to statistical estimates, especially to calculate the confidence interval. Bootstrap 
itself comes from the phrase “pull oneself up by one’s Bootstrap” which means to 
stand up by one’s own feet and do with minimal resources. The minimal resource 
is a minimum data, data that are free from certain assumption or data with no 
assumption at all about the population distribution. The aim of using bootstrap 
method is to gain the best estimation from minimal observation. The Bootstrap’s 
percentile procedures for the confidence bands for survivor function on two 
parameters exponential distribution under double type-II censoring are as follows: 
1. give an equal opportunity ( )rsn −−1  to every observation of type-II 
censoring, 
2. take ( )rsn −−  sample with replication, 
3. do step 2 until B times in order to get an “independent bootstrap 
replications”, ,ˆ,ˆ 21 ∗∗ ββ  B . . . ∗βˆ, , and search for convergence condition. 
Calculate: 
 
   ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
θ
µ−−= ∗
∗∗∗
b
bb
b t    tS exp    with ⎟⎠
⎞⎜⎝
⎛ −θ+=µ ∗∗+∗ n
rn    t  bb
n
b lnˆ
1:r
  and   
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( )
rsn
t rnt s  t
   
sn
ri
b
nr
b
nsn
b
nib
−−
∑ −−+=θ
−
+=
∗
+
∗
−
∗
∗ 1 1ˆ ::: , (14) 
4. define the confidence interval at the level ( )α−1  of the bootstrap percentile 
for survivor function of one and two parameters exponential distribution 
under double type-II censoring as: 
 
  ( ) ( ) ( ) ( )[ ]212 , / b/ b tS  tS α−∗α∗ , (15) 
5.  confidence bands for survivor function are developed using the intervals 
estimation for survivor functions at every lifetime.  
 
 
4. Results And Discussion  
The data presented in air pollutant (special case: carbon monoxide) data report 
2000 Malaysia from Department of Environment, Ministry of Science, Technology 
and Environment. The first 22 observations in a random sample of 28 lifetimes 
from carbon monoxide (ppm/part per million)) on 1st December 2000 are as follow: 
 
                      -     ,            -    ,           -     ,  0.1100,  0.4950,  0.5338, 
 0.6075,  
        0.6150,  0.7029,  0.7350,  0.7871,  0.8650,  0.8925,  0.8938, 
 0.9429,  0.9543,  0.9629,  1.0186,  1.0500,  1.0514,  1.0625, 
         1.2171,  2.3050,  2.8038,  2.9275,          -      ,           -    ,                -    
. 
 
These data are of double type-II censoring. Using Lilliefors test, the data are 
exponentially distributed. As an illustration we will use these data to construct 
confidence bands for the survivor function.  
 
Based on the two parameters exponential distribution under double type-II, the 
intervals estimation for survivor functions at every lifetime, are tabulated in Table 
1.  
 
Table 1. The floor (F) and ceiling (C) for survivor functions to every 
lifetime at the level of 99% and 95 % with traditional method and bootstrap 
percentile method 
Traditional method Bootstrap percentile method 
99% 95% 99% 95% 
Life 
time 
F C F C F C F C 
0.1100 0.58631 0.94449 0.69007 0.93471 0.89286 1.00000 0.89286 1.00000 
0.4950 0.37331 0.81770 0.46154 0.78915 0.54638 1.00000 0.57809 1.00000 
0.5338 0.35671 0.80591 0.44321 0.77580 0.51999 1.00000 0.55332 0.97144 
0.6075 0.32718 0.78398 0.41037 0.75107 0.47333 0.90161 0.50914 0.89286 
0.6150 0.32431 0.78178 0.40716 0.74860 0.46883 0.89286 0.50484 0.88509 
0.7029 0.29255 0.75647 0.37144 0.72022 0.41910 0.82269 0.45715 0.79586 
0.7350 0.28174 0.74743 0.35919 0.71012 0.40228 0.79941 0.44088 0.76524 
0.7871 0.26505 0.73300 0.34016 0.69404 0.37642 0.76298 0.41395 0.72364 
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0.8650 0.24191 0.71193 0.31357 0.67067 0.33921 0.70671 0.37316 0.67121 
0.8925 0.23423 0.70464 0.30469 0.66261 0.32555 0.68877 0.35955 0.65420 
0.8938 0.23388 0.70429 0.30428 0.66223 0.32501 0.68793 0.35901 0.65347 
0.9429 0.22079 0.69146 0.28906 0.64809 0.29753 0.65688 0.33429 0.62463 
0.9543 0.21786 0.68852 0.28564 0.64485 0.29205 0.65006 0.32938 0.61866 
0.9629 0.21567 0.68631 0.28309 0.64242 0.28681 0.64488 0.32566 0.61362 
1.0186 0.20204 0.67214 0.26708 0.62688 0.25797 0.61102 0.30017 0.58057 
1.0500 0.19473 0.66429 0.25846 0.61828 0.23951 0.59429 0.28761 0.56416 
1.0514 0.19442 0.66394 0.25809 0.61790 0.23904 0.59353 0.28712 0.56351 
1.0625 0.19190 0.66119 0.25511 0.61489 0.23442 0.58821 0.28321 0.55775 
1.2171 0.16008 0.62400 0.21706 0.57448 0.16171 0.51874 0.22914 0.48607 
2.3050 0.04470 0.41524 0.06966 0.35608 0.01097 0.24709 0.05386 0.22642 
2.8038 0.02491 0.34451 0.04137 0.28596 0.00324 0.18453 0.02610 0.16437 
2.9275 0.02155 0.32891 0.03635 0.27082 0.00240 0.17164 0.02171 0.15208 
Connecting the intervals estimation of every lifetime develops confidence bands for 
survivor function with traditional method and bootstrap percentile method.   
 
Comparison of Confidence Bands 
Figure 1 and 2 give the confidence bands for survivor function on two parameters 
exponential distribution under double type-II censoring using the traditional 
method and the bootstrap percentile method.  
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Figure 1.  Figure 2. 
99% Confidence bands for survivor function 95% Confidence bands for 
survivor function 
 
From these figures 1 and 2 with 99% and 95% respectively, the width of the 
confidence regions for the survivor function with bootstrap percentile are narrower 
compared to the traditional method. 
 
5. Conclusion 
Using the intervals estimation for survivor functions at every lifetime develops the 
confidence bands for survivor function. Bootstrap percentile method proved to be 
( )tS  ( )tS
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more potential in constructing confidence bands for survivor function on two 
parameters exponential distribution under double type-II censoring than the 
traditional method. Therefore, bootstrap method can be used as an alternative 
method in constructing confidence bands. 
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Abstract. Markov processes represent the simplest generalization of 
independent processes by permitting the outcome at any instant to  
depend only on the outcome that preceed it. A special kind of Markov 
process is a Markov chain. Both Markov chains and Markov processes 
can be discrete-time or continuous-time, depending on whether the 
time index set is discrete or continuous. The writer is mostly 
concerned with the state limiting behavior of genetic model, the 
behavior of various occupation times and their probability distribution 
are of special interest. in discrete-time Markov chain. The probability  
that a new cell has moved into state ek is given by the hypergeometric 
distribution. In another genetic model, the transition probability that 
the next generation has moved into state ek   (k genes of type A and N-
k genes of type B) from state ej is given by the binomial distribution.  
Key-words: Probability, Genetics 
1. Introduction 
Markov processes represent the simplest generalization of 
independent processes by permitting the outcome at any instant to 
depend only on the outcome that preceeds it and none before that. 
A special kind of Markov process is a Markov chain where the system 
can ocuppy a finite or countably infinite number of states e1, e2, ...., 
ej,  .... such that the future evolution of the process, once it is in a 
given state, depends only on the present state and not on how it 
arrived at the state. 
Both Markov chain and Markov processes can be discrete-time or 
continuous-time, depending on the time index set is discrete or 
continuous. In this case is mostly concerned with the transient and 
steady state limiting behavior of genetic model in discrete-time 
Markov chain. In addition, the behavior of various occupation time, 
first passage times, state occupancy times, and their probability 
distribution are of special interest.  
The probability that a new cell has moved into state ek is given by the 
hypergeometric distribution. In another genetic model, the transition 
probability that the next generation has moved into state ek from state 
ej is given by the binomial distribution. It will be interesting to study 
the limiting behavior of the population based on these models after 
several generations. 
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Markov processes are named after A. A. Markov (1856-1922), who 
introduced this concept for the discrete parameter systems with a 
finite number of states (1907). The theory for denumerable (countably 
infinite) chains was initiated by Kolmogorov (1936) followed by 
Doeblin (1937), Doob (1942), Levy (1951), and many others. 
2. Markov Process  
In a Markov process x(t), the past has no influence on the future if the 
present is specified. This means that if tn-1 < tn , then 
P[x(tn) ≤ xn | x(t), t  ≤ tn-1]  = P[x(tn) ≤ xn | x(tn-1)]        (1)  
 
From (1) it follows that if t1 < t2 < …… < tn, then 
 
        P[x(tn) ≤ xn | x(tn-1),  ….., x(t1) ]  = P[x(tn) ≤ xn | x(tn-1)]     (2) 
3. Transition probabilities 
In a discrete-time Markov chain {xn} with a finite or infinite set of 
states    e1, e2, …, ei , …, let xn = x(tn) represent the state of the system 
at t = tn.           If tn = nT, then for n ≥ m ≥ 0, the sequence xm → xm+1  
→ …xn, .... represents the evolution of the system. Let 
    pi(m) = P{xm = ei}             (3) 
represent the probability that at time t = tm the system occupies the 
state ei, and  
pij(m, n) ≅  P{xn = ej | xm = ei}          (4) 
The probability that the system goes into state ej at t = tn given that it 
was in state ei at t = tm. The numbers pij(m, n) represent the transition 
probabilities of the Markov chain from state ei at tm to ej at  tn. 
Equation (3) and (4) completely determine the system, since m < n < r, 
 P{xr = ei, xn = ej, xm = ek} 
= P{xr = ei | xn = ej} P{xn = ej | xm = ek } P{xm = ek} 
= pji(n,r) pkj(m,n) pk(m)        (5) 
4. Mixed type population of constant size 
Consider two-population type A and B each multiplying independently 
according to branching processes [xn] and [yn] given by 
xn+1 = ∑
=
nx
i
i
1
ξ   yn+1 = ∑
=
ny
j
j
1
η        (6) 
Let 
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P(ξ i = k) = ak ≥ 0  P(η j = k) = bk ≥ 0  k = 0, 1, 2, ...  (7) 
represents the respective progency distributions for single individuals 
in each population. Then 
   A(z) = ∑∞
=0k
k
k za   B(z) = ∑∞
=0k
k
k zb        (8) 
represent their respective moment generating functions. 
To compute the transition probabilities 
pjk = P{xn+1 = k | xn = j}       (9) 
We can use the conditional moment generating function  
∑∞
=0k
k
jk zp = ∑∞
=0k
kz  P {xn+1 = k | xn = j}≅ ]|[ 1 jxzE nxn =+   
=  ]|[
1
1 jxzE n
y
j
i =∑=  = jyzE }]{[ 1 = Pj(z)   (10) 
Thus the one-step transition probability pjk is given by the coefficient 
of zk in the expansion of Pj(z) is  
pjk = {Pj(z)}k       (11) 
 Ai(z) gives the generating function for the number of offspring of i 
individuals for the type-A population, that is, 
P{xn+1 = j | xn = i} =  {Ai(z)}j  (12) 
The two dimensional process evolves as a sequence of pairs of random 
variables (xn,yn) composed of the independent branching processes 
{xn} and {yn} so that 
P[xn+1 = j1, yn+1 = j2 | xn = i1, yn =i2] 
   = P{xn+1 = j1| xn = i1 } P{yn+1 = j2, yn = i2] 
   = 1
)}({ 1 j
i zA
2
)}({ 2 j
i zB     (13) 
Consider the special situation, where the combined population 
remains fixed over all generations. Thus 
xn + yn = N n = 0, 1, 2, ….              (14) 
 
In that case if {xn = i}, then necessarily {yn = N- i }, so that the one-step 
transition probability for the event {xn+1 = j} given {xn = i}; 
pij  = P{xn+1 = j | xn = i, xn + yn = xn+1 +  yn+1 = N} 
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  pij  = 
N
iNi zBzA ))()((
      (z))(B(z))(A j-N
i-N
j
i
−   i, j = 0,1, …., N             (15) 
Here we used equation (13) in simplifying the numerator, and the 
denominator expression follows, since moment generating function for 
the sum random variable 
  zn+1 = xn+1 + yn+1 =  ∑
=
nx
m
m
1
ξ +∑
=
ny
m
m
1
η     (16) 
under the condition xn = i, yn = N – i, is given by Ai(z)BN-i(z). 
5. Second order binomial model 
Suppose the individuals in either population A or B can have at most 
two progency with common probabilities (for iξ  or iη )  
P{ iξ = 0} = q2    P{ iξ = 1} = 2pq     P{ iξ = 2} = p2    (17)  
where   q = 1- p  0 < p < 1        
So that their common moment generating function is given by 
    A(z) = B(z) = ( q  + pz )2 
In this case, equation (15) reduces to 
Pij  = 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
N
N
jN
iN
j
i
2
)(22
  i,j = 0,1,……,N  (18) 
This coincides with the hypergeometric genetics model. 
6. Poisson population model 
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Suppose the two branching processes A and B follow independent 
Poisson progency distribution with mean values λ and µ respectively. 
Then,  
A(z) = e λ(z-1)    B(z) = e µ(z-1)  (19) 
and hence from (15) we obtain 
pij   = )!/])(([
))!/(])[()(!/)((
))((
)(
NiNie
jNiNejie
NiNi
jNiNji
µλ
µλ
ηλ
µλ
−+
−−
−+−
−−−−
 
  pij  =  
jNj
iNi
iN
iNi
i
j
N
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+⎟⎠
⎞⎜⎝
⎛
µλ
µ
µλ
λ
)(
)(
)(  (20) 
for  i , j  = 0, 1, 2. …, N  
This represents a binomial model. 
In the special case when λ = µ, equation (20) simplifies to 
pij = 
jNj
N
i
N
i
j
N −⎟⎠
⎞⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛⎟⎟⎠
⎞
⎜⎜⎝
⎛
1   i , j = 0, 1, …., N  (21) 
In addition, it coincides with the binomial sampling model in genetics 
model. 
7. Genetics 
Consider a population that is able to produce new offspring of like 
kind. For each member let pk, k = 0, 1, 2, ...... represent the 
probability of creating k new members. The direct descendents of the 
nth generation form the (n+1) generation. The members of each 
generation are independent of each other. Suppose xn represents the 
size of nth generation. It is clear that xn  depends only on xn-1 since  xn 
= ∑−
=
1
1
nx
i
iy , where yi represents the number of offspring of the i member 
of the (n-1) generation, and the manner in which the value of xn-1 was 
reached is of no consequence. Thus, xn represents a Markov chain. 
Suppose each cell of an organism contains two types of genes A and 
B, the total number of genes in each cell adds up to N. The cell is an 
state ej, j = 0, 1, 2,  …. , N, if it contains exatly j genes of type A and N 
– j genes of type B. Prior to cell division each gene duplicates itself so 
that the two new cells in the next generation each inherit N genes 
chosen at random from the pol of 2j genes of type A and 2N-2j genes 
of type B. The probability that a new cell has moved into state ek is 
given by the hypergeometric distribution 
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pjk  = 
⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛
N
N
kN
jN
k
j
2
222
      (22) 
 where j, k = 0, 1, ..., max(0, 2j – N) ≤ k ≤ min(2j, N)  
In another genetic model, let ej represent the present state as defined 
above so that the probability of selecting a gene of type A in the next 
generation is simply p = j/N. Suppose the N genes in he next 
generation are determined by random selection resulting from N 
Bernoulli trails with the A-gene probability equal to p. In that case, 
the transition probability that the next generation has moved into 
state ek ( k genes of type A and N-k genes of type B) from state ej is 
given by the binomial distribution with 
pjk = 
kNk
N
j
N
j
k
N
−
⎟⎠
⎞⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ 1   j, k = 0, 1, …., N     (23) 
It will be interesting to study the limiting behavior of the population 
based on these models after several generations. 
8. Conclusion 
Markov processes represent the simplest generalization of independent 
processes by permitting the outcome at any instant to depend only on 
the outcome that precedes it. A special kind of Markov process is a 
Markov chain. Genetics process can specify in a Markov chain, the 
probability that a new cell has moved from the cell of an organism 
contains two types of genes A and B was give by the hypergeometric 
distribution. In another genetic model, the transition probability that 
the next generation has moved into state ek  from state ej is given by 
the binomial distribution. We can study the characteristics of the 
population based on these models after several generations.                                                                   
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Abstract. In recent years, commodity markets have experienced significant growth, 
in terms of volumes of trades and financial instruments available to market 
participants. Commodity futures, swaps and options are routinely traded on 
exchanges as well as over-the counter. However, commodity option markets are not 
as developed yet as markets for financial options. Characteristic features of 
commodities present significant challenges for commodity option pricing and 
hedging. 
 
Although exchange-traded energy options are not very liquid, over-the-counter 
(OTC) energy options are becoming a common risk management tool. However, 
OTC options are exotic, non-European style contracts, designed to suit the needs of 
a particular customer. Hence, their pricing and hedging requires more 
sophisticated tools than standard option pricing models, such as Black-Scholes. 
 
Most options in energy markets are Asian-style, i.e. based on the average price of 
an underlying asset over a certain period. Basket options (for which the underlying 
value is a weighted sum of a number of assets) are also very common to energy 
markets, because portfolios of energy companies usually consist of more than one 
product. In both Asian and basket options, a sum or an average of asset prices play 
the key role.  
 
In this paper we give an overview of several methods for pricing and hedging Asian 
and basket options, and derive the corresponding greeks. We compare option 
prices and hedge costs obtained by these methods on the basis of simulations and 
historical prices from energy markets.  
Key-words: Asian option, basket option, hedging, the greeks. 
  
1 Introduction 
 
Since the introduction of Black and Scholes option pricing model, options have 
become one of the most popular financial instruments. While option markets in 
equity, foreign exchange or fixed income markets are very well developed, they are 
relatively new and not as widespread for commodities. In commodity, and in 
particular, energy markets, exchange-traded options are often illiquid. However, 
during the past ten years, OTC energy options are becoming a common risk 
management tool. 
 
Most OTC options in energy are exotic, non-European style contracts. These 
options are not standardized products, but tailor made instruments designed to 
suit risk management needs of particular customer (e.g. an oil producing company 
or an airline). This, and particular features of energy prices make energy options 
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pricing and hedging more involved, but also more interesting and challenging topic 
for researchers. 
 
The volatility of energy prices is very high (for example, the crude oil price volatility 
is always over 30 %), compared to volatilities of stocks or financial indices (which 
are mostly in the range 10 – 15 %).  Consequently, European-style options would 
be very expensive in energy markets. Market participants hence look for other 
types of options, which would be more attractive tools for hedging market risk. A 
typical exotic option which is very common in energy markets is an Asian option.  
It is cheaper than a European option, because its payoff is based on the average 
price of an underlying asset (e.g. oil futures contract) over a period of time. 
Moreover, most delivery contracts in energy are priced on the basis of an average 
price over a certain period. Companies are interested in hedging price risk in these 
contracts and hence, they perceive Asian options as a more attractive alternative to 
European options, better suited to their needs.   
 
Most energy companies have several products in their portfolio (e.g. crude oil, 
gasoline, natural gas), and are interested in managing the risk of the entire 
portfolio. So a basket option, whose underlying is the value of a portfolio of assets, 
is also a typical risk management tool in energy markets. 
 
The underlying of both Asian and basket options is an average price, for an Asian 
option it is the average price of a certain asset over a time period, and for a basket 
option it is a weighted average of prices on a number of different assets. So option 
pricing methods are similar for both types of options. 
  
A common model for an asset price process (a stock or index price, a price of a 
futures or forward contract) is the Geometric Brownian motion. This model 
assumes that the price distribution is log-normal. Most popular option price 
models (Black and Scholes (1973), Black (1975)) are heavily dependent on this 
assumption. However, sums (or averages) of log-normal random variables are not 
log-normal, which immediately makes option pricing and hedging for Asian and 
basket options much more complicated. In fact, there exists no closed form 
solution for the price of an Asian option, even under a simple assumption of log-
normality of an asset price.    
 
Wakeman and Turnbull (1991, [8) introduced a quick way to price Asian option, by 
simply assuming that arithmetic average of log-normally distributed random 
variables is also log-normally distributed, and matching the first two moments. 
Vorst (1992, [9)) offered an analytic approach that approximates the arithmetic 
average option by the geometric average option. Curran (1994, [2) introduced an 
arithmetic average option pricing model by conditioning on the geometric mean 
price. All three approaches are widely used in practice, and are incorporated in 
various option pricing software (e.g. FEA). However, neither of the above papers 
discusses the greeks, which are vital for option risk management.  Vorst (1992,(9)) 
the expression for hedge ratios, but neither derives it nor discusses it in detail.   
 
The situation is quite similar for basket options. Wakeman again offered the option 
pricing method based in the log-normal distribution approximation and Milevsky 
and Posner (1998, [6]) proposed reciprocal-gamma distribution approach for 
valuing basket option. But again, none of the papers discussed the greeks. 
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Developing the option hedging strategy is an important part of option pricing. For 
delta-hedging, the expression for the option’s delta is needed. Calculation of other 
greeks is also essential for risk monitoring and management of an option portfolio. 
Deriving the greeks is challenging for Asian and basket options because no closed-
form solution for the option price is available, and the best one can hope for is 
some form of approximation. This is probably the reason most papers on Asian or 
basket option do not discuss the greeks at all or such discussion is very limited. In 
this paper we shall derive all the greeks for various average price option pricing 
methods. We shall also compare option prices and hedge costs obtained by the 
methods mentioned above on the basis of simulations and for historical prices from 
energy markets.  
 
Most energy options are written on futures or forward contracts or on swaps and 
not on the physical commodity. Recall that, if the interest rate is constant, then 
futures and forward prices are equivalent. Also swaps can be reduced to futures, at 
least if expiry dates of swaps and the corresponding futures coincide. Hence, in 
this paper we only consider options on futures. Because futures contract does not 
require initial investment, under the risk-adjusted probability measure, futures 
price follows the Geometric Brownian Motion (GBM) with zero drift: ( ) ( )tdWTtFTtTtdF ,),(),( σ=                (1) 
where ( )TtF ,  is the futures price at time t  for expiry at time T , tt <0  is the 
current time, ),( Ttσ  is the futures price volatility, and ( )tW  is the Wiener 
process. Under this assumption, ( )TtF ,  is log-normally distributed with mean 
and variance given by 
  ( )( )( )TtFE ,log  = ( )( ) ( )00 ),(5.0,log ttTtTtF −− σ       
 (2) 
     ( )( )( )TtF ,lograv = ( )02),( ttTt −σ .   
 (3) 
    
Based on log-normal distribution property, we also have  
                         ( )( )TtFE ,  = ( )TtF ,0     
 (4) 
 
The expressions for the volatilities of the futures prices for different expiries 
TTt )),((σ  (the so-called term structure of volatilities) can be obtained from the spot 
price volatility, by assuming a certain spot price process and deriving the 
corresponding futures prices by means of risk-neutral valuation, using the fact 
that, under the risk-neutral probability measure, the futures price is the expected 
spot price. However, this is not the subject of this paper, and here we assume the 
futures price volatility to be given and fixed at the time of option’s issue. It can be 
estimated from historical futures prices or implied from liquidly traded options, if 
those are available.   
 
We shall also assume everywhere that the futures contract and the option written 
on it expire at the same date T (in reality, energy options expire a few days prior to 
the corresponding futures or forward contract). So everywhere we shall omit the 
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index T denoting the futures expiry date and denote F(t) the futures price, which is 
the asset price underlying the option, and σ  - its volatility.  
 
The paper is organized as follows. Section 2 of this paper discusses Asian option 
pricing by analytical approximation approaches (log-normal distribution 
approximation, Curran method and Vorst method). Also there we shall derive all 
the greeks. Section 3 discusses basket option pricing by the log-normal and 
reciprocal-gamma distribution approximation and the corresponding greeks. 
Section 4 compares the option prices and hedge costs obtained from various 
methods on the basis of simulations and for historical data from energy markets. 
Finally we present conclusions, comments and suggestions for future work in 
Section 5. Most calculations are presented in the Appendix.  
 
2 Asian Options 
 
Asian options are options whose payoffs are based on the average asset price over a 
period of time. The averaging period can start at the inception of the contract or at 
some later date. Here we will be concerned with arithmetic average strike option. 
This is the typical Asian option whose payoff depends on the arithmetic average 
price and the strike price. The payoff of this option is: ( )( )0,max XFpayoff A −= η , 
where X is the strike price, AF  is the arithmetic average of the futures price over 
period [ ]Tt ,0 , η =1 for call option and  η = -1 for put option. 
 
The payoff of a European option is based on the outright asset price, while the 
payoff of an Asian option is based on the average price over some period. Kemna 
and Vorst (1992,(9)) have shown that the volatility of geometric average price is by 
the factor 3  lower than the volatility of the asset price, when the averaging is 
done continuously. Since the Asian option can be thought of as a European option 
whose underlying value is the average asset price, we can rephrase this theoretical 
result in terms of volatilities behind Asian and European options: the “Asian” 
volatility (i.e. the one behind Asian option) is approximately by the factor 0.57 lower 
than the “European” volatility, i.e. the volatility behind the corresponding 
European option (on the same asset and with the same maturity). This theoretical 
result implies that the average price (i.e. Asian) option is cheaper than the 
European option. 
 
As we mentioned earlier, the closed form price formula doesn’t exist for options 
based on the arithmetic average, because the arithmetic average of log-normally 
distributed variables is not log-normally distributed. One way to derive some kind 
of closed form solution is to use an analytical approximation approach. We shall 
review here three analytical approximation methods: Vorst method, Wakeman 
method and Curran method.  
 
The hedging of Asian option should be considered in two cases: the averaging 
period starts today or at some later date (newly issued option), or the averaging 
period has already started (already issued option). In fact, the analysis for newly 
issued options can be extended for already issued options, so we shall consider 
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newly issued options first. We shall derive the greeks (delta, gamma, rho, theta and 
vega) for the Wakeman and Vorst methods.  Curran method does not allow for 
analytical expressions for greeks, but requires time-consuming numerical 
calculations, so greeks for Curran method will not be considered here. 
  
  
2.1. Vorst Method 
 
For Ttt ≤≤0 , the continuous form of geometric average of the futures price over 
interval [ ]Tt ,0   is defined as:  
                             ( ) ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= ∫
T
t
dF
tT
TG
0
.log1exp
0
ττ , 
where T is the maturity date. 
Assuming the futures price ( )tF follows GBM,  Kemna and Vorst (1992,[9]) have 
shown that the variable ( )TG  is also log-normally distributed with mean and 
variance 
  ( )( )( )TGE log = ( )( ) ( )( )00 ..5.0.5.0log tTtF −−+ σ ,   
         ( )( )( )TGraV log = ( )0
2
.
3
tT −σ . 
This implies that the volatility of geometric average of futures price  is equal to 
3
1
 
(0.57735) of  the volatility of futures price.   
 
Vorst approach approximates the value of the arithmetic average strike call by the 
geometric average strike call. The geometric average strike call price is the lower 
bound of the arithmetic average strike call price. The upper bound of that can be 
defined in terms of the arithmetic average strike call price and the expectations of 
arithmetic average and geometric average. Vorst approximation takes a value 
between the lower bound and the upper bound. 
 
Assume that 1−− ii tt = t∆ , ni ,...,2,1−  and the average period begins at mt   and 
ends up at nt =T , where T  denotes the maturity date. The option is valued at time 
0t . The discrete form of equations (2)-(4) are   
( )( )( )ktFE log = ( )( ) ( )020 ..2
1log tttF k −− σ ,  
  ( )( )( )ktFlograv = ( )02 . ttk −σ , 
     ( )( ) ( )0tFtFE k = ,   nmmk ,...,1, += . 
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Now we define the discrete form of geometric average as  
( )TG = ( )N n
mj
jtF∏
=
.  
Product of lognormal random variables is itself lognormal. Consequently, ( )TG  is 
also lognormal. It can be shown (see Appendix A) that the parameters of this 
distribution are 
M = ( )( )( )TGE log  = ( )( ) ( ) ( ){ }mm tTtttF −+−− 2102210log σ  , 
V = ( )( )( )TGlograv  = ( ) ( )⎭⎬
⎫
⎩⎨
⎧ −−+− mnm ttN
Ntt
6
)12(
0
2σ , 
( )( )TGE = VMe 21+ .  
 
The closed form formula of the geometric average strike call price is obtained by 
applying Black formula: 
Gc = ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+∆− 212
1
. ... dNXdNee
VMtrn  
where  1d = 
( )
V
VXe
VM
2
1loglog
.
2
1
+−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
 =
( )
V
VXM +− log
 
 2d = Vd −1 . 
  
The geometric average is always less than arithmetic average. Consequently ,  ( )( ) ( )( ) ( )( ) ( ) ( )TGTAXTGXTAXTG −+−≤−≤− 0,max0,max0,max
. 
Taking the expectation to the second inequality, we obtain 
( ) ( )( )( ) ( ) ( )( )( ) ( )( ) ( )( )( )TGETAEeXTGEeXTAEe tTrtTrtTr −+−≤− −−−−−−  )( 000 0,max0,max
 
It means 
 Gc ≤ Ac ≤ ( )( ) ( )( )( )TGETAEec tTrG  −+ −− )( 0 .  
In other words, we can say that : 
• Geometric average strike call price Gc  is lower bound of arithmetic average 
strike call  price Ac  
• ( )( ) ( )( )( )TGETAEec tTrG  −+ −− )( 0  is upper bound of arithmetic average 
strike call price Ac ,  
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where ( )( )TAE  = ( )⎟⎠
⎞⎜⎝
⎛ ∑
=
n
mk
kN tFE 1

 = ( )( )∑
=
n
mk
ktFEN
1
 = ( )0tF  
Vorst approach takes a value between lower bound and upper bound to 
approximate the call price, and the call price is 
Ac

= ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−− *2**12
1
..0 dNXdNee
VMtTr    
 (5) 
,where M = ( )( )( )TGE log = ( )( ) ( ) ( ){ }mm tTtttF −+−− 2102210log σ  
 V = ( )( ) ( )( )( )TGTGCov log,log = ( )02 ttm −σ + ( )mtTN
N −−
.6
)12.(2σ
 
( )( )TAE = ( )0tF  
( )( )TGE = VMe 21+  
 
 *X = ( )( ) ( )( )( )TGETAEX −−  
 
*
1d =
( )
V
VXM +− *log
 
 
*
2d = Vd −*1  
 
The value of Ac

is located between the lower bound Gc  and the upper bound ( )( ) ( )( )( )TGETAEec tTrG  −+ −− )( 0 . The error of approximation is   
AA cc − ≤ ( ) ( )( ) ( )( )( )TGETAEe tTr  −−− 0 . 
 
Call price valued at time t  is obtained by substituting 0t with t  in formula (5). The 
greeks are derived from the call price formula by taking the first and second 
derivatives. They are simplified as (see appendix B for details) :  
 ∆ =
( )
( ) ( ) ( )( ) ( )( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−+
−−
*
2
*
1
2
1
.. dNTGETAEdNe
tF
e VMtTr
. 
 Π = ( ) ( )( ) ( ) ( )( )+−+∆− *2*1.1 dNdNTGEtF  
  
 
( )
( ) ( )( ) ( ) ( )( )
( )
( ) ( ) ( )( )*. 2*2*2*12 dndNtFedndnTGEVtFe
tTrtTr
−+−
−−−−
. 
 ρ = ( ) ActT .−− . 
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Θ = cr . +
t
V
V
c
t
M
M
c AA
∂
∂
∂
∂+∂
∂
∂
∂
..

. 
 υ = σσ ∂
∂
∂
∂+∂
∂
∂
∂ V
V
cM
M
c AA

..  
where  
M
cA
∂
∂
= ( ) ( )( ) ( ) ( )( )*2*1.. dNdNTGEe tTr −−− ; 
V
cA
∂
∂
= ( )*2*)( .2.21 dnXVeMc
tTr
A
−−
+∂
∂
; 
t
M
∂
∂
= 2.
2
1 σ ; 
t
V
∂
∂
= 2σ− ; 
σ∂
∂M
= ( ) ( ){ }mm tTtt −+−− 21σ ; 
σ∂
∂V
= ( ) ( )⎭⎬
⎫
⎩⎨
⎧ −−+− mm tTN
Ntt
.6
)12(..2σ . 
 
2.2. Wakeman Method 
 
Wakeman approach is based on the assumption that arithmetic average of 
lognormal  random variables is also lognormal. Under this assumption, we can 
apply Black formula to value an Asian option by replacing the futures price 0F with 
1M  and the square of volatility 
2σ with ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
− 21
2
0
log1
M
M
tT
 ,where 1M  and 2M  
are the first and second central  moment of arithmetic average variable ( )TA . 
 
Taking the same assumptions and notations used in Vorst method, we assume 
that the averaging period starts at mt , ends up at nt =T  and the option is valued at 
time 0t . It can be shown (see appendix C) that  
1M = ( )0tF  
2M =
( ) ( )( ) ( )
( )( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−+−− ∆
∆−∆
∆
∆
−
1
1
21
1
.
.
1
.2
2
0
2
22
2
2
0
2
N
e
eee
eN
etF
t
tNt
tN
t
ttm
σ
σσ
σ
σ
σ
. 
Suppose that ( )TA is lognormally distributed with parameters η  and V . From 
lognormal distribution properties, we know that 
1M = ( )( )TAE = ⎟⎠
⎞⎜⎝
⎛ + V
2
1exp η  and 2M = ( )( )2TAE = ( )V22exp +η . 
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From those, we obtain 
 V = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
1
2log
M
M
.  
The closed form formula can be obtained by applying Black formula, replacing 0F  
with 1M  and σ  with *σ , where ( )2*σ = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
− 21
2
0
log1
M
M
tT
. The Asian call price 
at time 0t is  
( ) ( ) ( ){ }211 ..0 dNXdNMec tTr −= −−     
 (6) 
where: 
1+−= mnN  
1M = ( )0tF  
2M = ( )( )2TAE = ( )22212 21 MMN +   
21M = ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
∆
∆
−
1
1..
.
..
2
0 2
2
0
2
t
tN
tt
e
eetF m σ
σσ  
22M =
( ) ( ) ( )( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
− ∆
∆−
∆
∆
−
1
1
1
1
.
.
.1
.
.
2
0
2
2
2
2
0
2
N
e
ee
e
etF
t
tN
t
t
ttm
σ
σσ
σ
σ
 
( )2*σ = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
− 21
2
0
log1
M
M
tT
 
1d =
( ) ( ) ( ) ( )
0
*
0
2*
2
1
1 loglog
tT
tTXM
−
−+−
σ
σ
 
2d = 0
*
1 tTd −−σ  
( ).N is cumulative standard normal distribution function.  
 
By substituting 0t with t  in formula (6), we obtain the call price at time t . The 
greeks are derived by taking the first and second derivatives of call price formula. 
Assume the greeks are calculated at discrete times t = it  , where i = 1,...,2,1,0 −m  
(newly issued option in which the averaging period start at time mt ). They are 
simplified as follows (see Appendix D for details) 
 ∆ = ( ) ( )1dNe tTr −−  
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 Γ = ( ) ( ) ( ) tTtFdne
tTr
−
−−
*1 .
1.. σ . 
 Θ = ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂+ −−
t
ddnX
t
ddnMecr tTr 22111 .....  
ρ = ( )ctT .−−  
υ = ( ) ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂−−
σσ
2
2
1
1 ....
ddnXddntFe tTr , where 
t
d
∂
∂ 1 = ( ) ( ) −⎢⎢
⎢
⎣
⎡
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−−
− 23
2
1
22 loglog
2
1
M
M
X
tFσ ( ) ⎥⎥
⎥
⎦
⎤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ − 21
2
1
2log
4
1
M
M
 
t
d
∂
∂ 2 = ( ) ( ) +⎢⎢
⎢
⎣
⎡
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−−
− 23
2
1
22 loglog
2
1
M
M
X
tFσ ( ) ⎥⎥
⎥
⎦
⎤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ − 21
2
1
2log
4
1
M
M
 
2
1
M
d
∂
∂
=
( ) −⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎢⎣
⎡
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−−
− 2/3
2
1
2
2
2 loglog
2
1
M
M
X
tF
M
σ ⎥⎥⎦
⎤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ − 2/1
2
1
2
2
log
4
1
M
M
M
 
2
2
M
d
∂
∂
=
( ) +⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎢⎣
⎡
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−−
− 2/3
2
1
2
2
2 loglog
2
1
M
M
X
tF
M
σ ⎥⎥⎦
⎤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ − 2/1
2
1
2
2
log
4
1
M
M
M
 
U = te ∆.
2σ . 
σ∂
∂U
= tet ∆∆ .2...2 σσ = Ut...2 ∆σ  
*U = ( ) ( )[ ]imUimU
U im +−−−−
−−
1
1 2
1
 
**U = ( ) ( )[ ]111 3 −+−−−−
−
imUim
U
U im
 
21M =
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
∆
∆
∆−
1
1..
.
..
2
2
2
2
t
tN
tim
e
eeF σ
σ
σ =
( ) ( )1.
1
.2 −−
−
N
im
U
U
UF . 
22M =
( ) ( )( ) ( ) ( )
1
1.1
1
. 2112
−−−−−
−
−
+−
U
UNFU
U
UF imNim  
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U
M
∂
∂ 21 = ( ) ( ) ( ) ( )12*2 ..
1
.1.. −
−
−+−
N
im
N UN
U
UtFUUtF  
U
M
∂
∂ 22 = ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) *222
1
21**2 .1..1.
1
.1.. UNFUN
U
UtFUUtF N
im
N −−−−+−
−
−+
−  
U
M
∂
∂ 2 = ⎥⎦
⎤⎢⎣
⎡
∂
∂+∂
∂
U
M
U
M
N
2221
2 .2
1
 
σ∂
∂ 1d =
2
1
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
 
σ∂
∂ 2d =
2
2
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
. 
 
2.3. Curran Method 
 
If we assume that the futures price ( )itF  is lognormally distributed, then the two 
variables, ( )( )itFlog  and geometric average ( )Glog   are jointly normally 
distributed. Curran approach is based on the standard properties of the joint 
normal distribution. In particular, conditional on ( )Glog , the log-price 
( )( ) ( ) xGtF i =loglog  is normally distributed. Then the call price is derived from 
this conditional random variable. 
 
Assume that the averaging period starts at time mt  and ends up at time Ttn = . 
From Vorst method we obtained that ( )( )itFlog  and ( )( )TGlog  are normally 
distributed with parameters: 
 ( )( )( )itFE log = ( )( ) ).(log 0210 tttF i −− σ  
 
2
iσ = ( )( )jtFraV = )( 021 tti −σ  
Gµ =M = ( )( )( )TGE log  = ( )( ) ( ) ( ){ }mm tTtttF −+−− 2102210log σ   
2
Gσ = ( )( ) ( )( )( )TGTGCov log,log  = ( ) ( )⎭⎬
⎫
⎩⎨
⎧ −−+− mnm ttN
Ntt
6
)12(
0
2σ  
( )( )TAE  = ( )0tF  
 
Denote coefficient correlation between ( )( )itFlog and ( )TG  as iρ . Based on joint 
normal distribution property (see Appendix E), ( )( )itFlog , conditional on ( )( ) xTG =log , is normally distributed with mean and variance : 
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( )( ) ( )( )( )[ ]xTGtFE i =loglog ( ) ( )
G
i
iGi xttF σ
σρµσ ..)(.
2
1log 0
2
0 −+−−  
( )( ) ( )( )( )[ ]xTGtFVar i =loglog = ( ) 22 .1 ii σρ− . 
Using lognormal distribution property, we obtain  ( ) ( )( )[ ]xTGtFE i =log  
 
 = ( ) ( ) ( ) ⎥⎦⎤⎢⎣⎡ −+−+−− 22020 12121exp iiGiiGi xttF σρσσρµσ  
Consequently,  
( ) ( )[ ]xTGTAE =  = ( )( )∑
=
⎥⎦
⎤⎢⎣
⎡ −−
n
mi
ii
G
i
iGxFN
22
0 ...logexp.
1 σρσ
σρµ  
It can be shown (see appendix E) that the call price can be approximated in simple 
form as follows 
c  = ( ) +⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+
⎩⎨
⎧ ∑
=
− n
mi G
iGiGdtnr LBNF
N
e σ
ρσσµ log..
..1. 0
..  
( )
⎭⎬
⎫
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
G
G LBNX σ
µ log
.  
where  ( )xf is probability density function of ( )( )TGlog . 
Lower bound LB is given by 
LB = ( ) ( )( )[ ]XxTGTAEx ==minarg .  
It is clear that ( ) XTGLB << . 
LB can be calculated using a numerical method (e.g. Newton-Raphson method). 
 
2.4. Already Issued Option 
 
As we mention earlier, the analysis for newly issued options can be extended for 
already issued options. Suppose that the averaging period is [ ]Ttm ,  , where nt =T, 
and the option price will be valued at discrete time it , nim <≤ . In this case, the 
futures prices ( ) ( ) ( )
i
tFtFtF mm ,...,, 1+  have been already observed. Define 
  N = 1+−mn , 
*N = in −  
( )itB = ( )∑
=+−
i
mk
itFmi 1
1
 = ( )∑
=−
i
mk
itFNN *
1
 ,and  
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( ) ( )∑
+=−=
n
ik
ki tFin
TtD
1
1, = ( )∑
+=
n
ik
ktFN 1*
1
. 
It can be shown that  
( )TA = ( ) ( )TtD
N
NtB
N
NN
i ,
**
+− . 
Payoff of the call price is : 
        Pay off  = ( )( )0,max XTA −  
 = ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+− 0,,max
**
XTtD
N
NtB
N
NN
i  
= ( )( )0,,max ** XTtD
N
N
i − ,where  
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= itBN
NNX
N
NX
*
*
* . 
 
If  0* ≥X , the option value can be approximated using the method developed for 
newly issued option where the averaging period starts at 1+it  and the strike price is 
equal to *X . Afterwards, we have to multiply the result by
N
N *
.  
 
If *X < 0 , ( )( )0,max XTA − = ( )( )0,,max ** XTtD
N
N
i − . 
Call price c = ( )( )0,,.. *)..(* XTtDEe
N
N
i
tinr −∆−−   
         = ( )( )*)..(* ,.. XTtDEe
N
N
i
tinr −∆−−   
         = ( )( )[ ]*)..(* ,. XTtDEe
N
N
i
tinr −∆−−  , 
where ( )( )TtDE i , = ( )⎟⎠
⎞⎜⎝
⎛ ∑
+=
n
ik
ktFN
E
1
*
1
= ( )itF . 
 
Next, we shall derive the call price and the greeks using Vorst method in case of 
0* ≥X . Let us define  
G = ( )∏
+=
n
ik
ktF
1
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( )∑
+=
=
n
ik
itFN
A
1
*
1
= ( )TtD i , .  
We apply the call price formula for newly issued option, replacing N by *N and 
m with 1+i . The call price at time it , 1,...,2,1, −++= nmmmi   is  
c = ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−− *2**12
1*
.. dNKdNee
N
N VMtTr i ,  
where M = ( )( )GE log = ( )( ) ( ){ }1212*5.0log +−+∆− ii tTttF σ  
 V = ( ) ( )( )GGCov log,log = t∆.2σ + ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−+∆ +1*
*
2
.6
)12(
itTN
Ntσ , 
( )AE = ( )itF  
( )GE = VMe 21+  
( )itB = ( )∑
=+−
i
mk
ktFim 1
1
 
*X = ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −− itBN
NNX
N
N *
*  
*K = ( ) ( )( )GEAEX −−*  
 
*
1d =
( )
V
VKM +− *log
 
 
*
2d = Vd −*1  
 
By taking the first and second derivatives, we derive the greeks.. The greeks 
formulae at time it can be simplified as follows: 
 
 ∆ =
( )
( ) ( ) ( ) ( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−+
−−
*
2
*
1
2
1*
... dNGEAEdNe
tF
e
N
N VM
i
tTr i
 
 
 Π = ( ) ( ) ( ) ( )( )+−+∆− *2*1
*
..1 dNdNGE
N
N
tF i
 
  
 
( )
( ) ( ) ( ) ( )( )
( )
( ) ( ) ( )( )⎭⎬
⎫
⎩⎨
⎧ −+−
−−−−
*. 2
*
2
*
2
*
12
*
dndN
tF
edndnGE
VtF
e
N
N
i
tTr
i
tTr ii
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 ρ = ( )ctT i .−−  
Θ = cr . +
t
V
V
c
t
M
M
c
∂
∂
∂
∂+∂
∂
∂
∂ ..

 
 υ = σσ ∂
∂
∂
∂+∂
∂
∂
∂ V
V
cM
M
c ..

 
where  
M
c
∂
∂
= ( ) ( ) ( ) ( )( )*2*1* ... dNdNGEeNN itTr −−−  
 
V
c
∂
∂
= ( )
⎭⎬
⎫
⎩⎨
⎧ +∂
∂ −− *
2
*
)(*
.
2
.
2
1 dnX
V
e
M
c
N
N itTr
 
 
t
M
∂
∂
= 2.
2
1 σ ; 
t
V
∂
∂
= 2σ− . 
σ∂
∂M
= ( ){ }121 +−+∆− itTtσ ;  
σ∂
∂V
= ( )
⎭⎬
⎫
⎩⎨
⎧ −−+∆ +1*
*
.6
)12(..2 itTN
Ntσ . 
  
In case of *X < 0 ,  ( )( )0,, *XTtDE i − = ( )( )*, XTtDE i − = ( )( ) *, XTtDE i − .  
The call price at time it , 1,...,2,1, −++= nmmmi   is  
Ac

= ( ) ( )( )** KtFe
N
N
i
tTr i −−− ,  
where *K is defined in the same way as in case of 0* ≥X .   
 
 
Using the same notations used in the calculation for already issued options by  
Vorst method,  Wakeman method approximates the call price at time it , 
nim <≤ for 0* ≥X  by the following formula: 
( ) ( ) ( ){ }2*11* .. dNXdNMeNNc itTri −= −−  
where: 1M = ( )AE = ( )itF  
( )itB = ( )∑
=+−
i
mk
ktFim 1
1
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2M = ( )2AE = ( ) ( )22212* 2
1 MM
N
+   
21M = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
∆
∆
∆
1
1..
.
..
.2
2
2*
2
t
tN
t
i
e
eetF σ
σ
σ  
22M =
( ) ( )( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
− ∆
∆−
∆
∆
∆
1
1
1
1
. *
.
.1
.
.
.2
2
2*
2
2
2
N
e
ee
e
etF
t
tN
t
t
t
i
σ
σ
σ
σ
σ
 
( )2*σ = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
− 21
2log1
M
M
tT i
 
1d =
( ) ( ) ( ) ( )
i
i
tT
tTXM
−
−+−
*
2*
2
1
1 loglog
σ
σ
 
2d = itTd −− *1 σ  
 
 
The greeks formulas can be simplified as follows ( see appendix F for details): 
 
 ∆ = ( ) ( )1* . dNeN
N
itTr −−  
 
 Γ = ( ) ( ) ( ) ii
tTr
tTtF
dne
N
N
i
−
−−
*1
*
.
1.. σ . 
 
ρ = ( )ctT
N
N
i .
*
−−  
 Θ = ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂+ −−
t
ddnX
t
ddnMe
N
Ncr itTr 22
*1
11
*
......  
υ = ( ) ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂−−
σσ
2
2
*1
1
*
..... ddnXddntFe
N
N
i
tTr i , 
 where 
t
d
∂
∂ 1 = ( ) ( ) −⎢⎢
⎢
⎣
⎡
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−−
− 23
2
1
2
*
2 loglog
2
1
M
M
X
tF iσ ⎥⎥⎦
⎤
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ − 2/1
2
1
2
2
log
4
1
M
M
M
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U = te ∆.
2σ . 
σ∂
∂U
= tet ∆∆ .2...2 σσ = Ut...2 ∆σ  
*U = ( )21
1
−
−
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**U = ( )31
2
−
−
U
U
 
U
M
∂
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N
i UNU
UtFUUtF  
U
M
∂
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∂
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3 Basket Options 
 
A basket option is an option whose payoff depends on the value of a portfolio 
(basket) of underlying assets. Although the weight of underlying assets price in the 
basket can be negative (e.g portfolio of an oil company which buys crude oil and 
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sells gasoline), in this paper we only consider basket option with all weights being 
positive. We shall discuss two analytical approximation approaches for basket 
option valuation: the lognormal and reciprocal-gamma distribution approaches. 
 
For basket option with N assets, not only volatilities of asset prices but also 
correlations between assets play an important role. Also, when delta-hedging a 
basket option, we need to calculate exposures of the option to all the underlying 
assets. So we define delta (∆  ) as a vector of length N consisting of i∆ = ( )tF
c
i∂
∂
, 
i=1,2,…,N. Gamma ( )Γ  is defined as matrix ( )NxN , where ji ,Γ = ( ) ( )tFtF
c
ij ∂∂
∂
.
2
. 
Vega ( )ν  of a basket option measures the sensitivity of the call price with respect 
to volatility  ( )iν  and correlation ( )ji ,ρ . It is defined as a matrix ( )NxN , where 
ji ,ν =
i
c
σ∂
∂
 if ji = , and ji ,ν =
ji
c
,ρ∂
∂
if ji ≠ . 
 
3.1. Log-normal Distribution Approach 
 
This approach is introduced by Wakeman and is essentially the same as that for 
Asian options. It is again based on the assumption that the sum of lognormals is 
also lognormal.  We calculate the first two central moments of the basket at the 
maturity of the option in a risk-neutral world, and then we assume that the value 
of the basket is lognormally distributed at that time. The option can be regarded as 
an option on a futures contract, since we already assumed that all underlying 
assets are futures. It means Black model can be applied to calculate the option 
price. 
 
Suppose that there are N futures (assets) in the basket. Each asset price ( )tFi  
follows GBM with the volatility of asset i  denoted by iσ  and the log-expected 
return correlation between two different assets, indexed by i  and j ,  is denoted by 
ji,ρ . The basket value is given by:   
( )tB = ( )∑
=
N
i
ii tFa
1
. , 
where ia is weight of the asset i and ia ’s satisfy ∑
=
N
i
ia
1
=1. The first two central 
moments are : 
1M = ( )( )TBE = ( )⎟⎠
⎞⎜⎝
⎛∑
=
N
i
ii TFaE
1
.

= ( )( )TFEa iN
i
i

.
1
∑
=
 = ( )0
1
. tFa i
N
i
i∑
=
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2M = ( )( )2TBE = ( ) ( ) ( )( )0
1 1
...exp... tTtFtFaa jiijoj
N
j
N
i
oiji −∑∑
= =
σσρ  
 
Assume that the basket value ( )TB  is lognormally distributed with parameters µ  
and V . It means that  
1M = ( )( )TBE = ( )VM .5.0exp +  and 
2M = ( )( )2TBE = ( )VM .2.2exp + . 
It can be shown that  V = ( )( )( )TBraV log = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
1
2log
M
M
. 
Regarding this option as an option on futures contract, we can apply Black formula 
to value the call by substituting 0F with 1M  and ( )02 . tT −σ  with V .  The 
closed-form formula for the call price is : 
c = ( )( ) ( ) ( )[ ]2110 ...exp dNXdNMtTr −−− ,      
 (7) 
where  1d =
( )
V
VXM .5.0/log 1 +   
2d = Vd −1 . 
 
When the call price is valued at time t , formula (7) can be applied by substituting 
0t with t . By taking the first and the second derivatives of call price formula, the 
final expression of the greeks is simplified to (see appendix G for details)  
i∆ = ( )( ) ( ) ( ) ( ) ( ) ( ) ( )⎥⎦
⎤⎢⎣
⎡
∂
∂−∂
∂+∂
∂−−
tF
ddnX
tF
ddnMdN
tF
MtTr
iii
2
2
1
111
1 .....exp  
ji ,Γ = ( ) ( ) ( ) ( ) ( ) ( )
( )
( ) ( )
2
21
1 2 .
r T t
i
j j i j i
n dd V Ve a n d Xn d X
F t F t F t F t F t
− − ⎡ ⎤∂∂ ∂ ∂+ +⎢ ⎥∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
 
ρ = ( )( )ctTr .−− . 
Θ = ( )( ) ( )
t
VdnXtTrcr ∂
∂−−+ ...exp. 2 , since ( ) ( )211 .. dnXdnM = . 
( )( ) ( )
( )( ) ( )⎪⎪⎩
⎪⎪⎨
⎧
=∂
∂−−
≠∂
∂−−
=
jiVdnXtTr
jiVdnXtTr
v
i
ji
ji
,...exp
,...exp
2
,
2
,
σ
ρ
,  
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where  ( )tF
M
i∂
∂ 1 = ia          
( )tF
M
i∂
∂ 2 = ( ) ( ) ( )( )tTtFtFaa jijijiN
j
ji −∑
=
,
1
..exp...2 ρσσ     
( )tF
V
i∂
∂
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∂
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d
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∂−∂
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1 1
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2
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3.2. Reciprocal- Gamma Distribution Approach. 
 
This approach was introduced by Milevsky and Posner (1998, [6]). It is also 
moment matching approach, based on the assumption that the sum of lognormal 
random variables is reciprocal-gamma  distributed. This is based on the theoretical 
result stating that, if the number of lognormal random variables tends to infinity, 
the distribution of their sum tends to reciprocal Gamma distribution. Of course, in 
a typical application to basket options there are fewer than 10 assets in a basket, 
but Milevsky and Posner (1998, [7]) argue that reciprocal Gamma distribution still 
approximates the sum of lognormals better than any other distribution, e.g. 
another lognormal (as in Wakeman method). 
 
If random variable X is gamma distributed with parameters of α  and β  
( ( )βα ,Gamma ), then the probability density function of X is 
),,( βαxg = ( )αβ
β
α
β
Γ
⎟⎟⎠
⎞⎜⎜⎝
⎛ −−
.
.
1
/ xe x
, 0≥x , 0, >βα . 
 
A random variable Y, which is reciprocal-gamma distributed, is defined by the 
relationship of distribution functions between gamma and reciprocal-gamma : 
 ( ) ( )βαβα ,,/11,, yGyGR −= , 0>∀y , 0, >βα . 
 
Consequently, the probability density functions of those are related as: 
( ) ( )2 ,,/1,, y
ygxgR
βαβα = , 0≥x , 0, >βα    
 (8) 
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It can be shown that  
( ) ( )( ) ( )iYE ii −−−= αααβ ...21 1 , i=1,2,3,…     (9) 
 
Milevsky and Posner (1998, [6]) have shown that the distribution of the arithmetic 
average of stocks prices ( )∑
=
N
i
itSN 1
1
 converges to reciprocal gamma distribution 
when both ∞→N  and ∞→T , and 2
2
1σ<− qr . (It is assumed that the 
stock price ( )itS  follows GBM with the expected return µ  (in risk neutral world 
the expected return µ  is equal to the risk-free interest rate r ), the continuous 
dividend yield rate q , volatility σ  and time to maturity T). In practice, both  N  
and  T  are, of course, finite, and in fact, rather small. But Milevsky and Posner 
(1998, (7)) has shown that the reciprocal gamma distribution can approximate the 
sum of lognormals better than lognormal distribution in the Kolmogorov-Smirnov 
sense.  
 
Using the same notation as for lognormal distribution approach, we define 
H = ( )0
1
. tFa i
N
i
i∑
=
. If ( )TB  is divided byH  (we denote this ratio ( )TB* ), the basket 
value is normalized to have mean 1. We assume that ( )TB  is reciprocal gamma 
distributed. Consequently ( )TB*  is also reciprocal gamma distributed. Taking into 
account the first two central moments of ( )TB*  we have  
1M = ( )( )TBE * =1  
2M = ( )( )2* TBE = ( ) ⎟⎠⎞⎜⎝⎛ 221 TBHE  = ( ) ( ) ( )TtFtFaaH jiijj
N
j
N
i
iji ...exp....
1
0
1 1
02 σσρ∑∑
= =
. 
 
Suppose that ( )TB*  is reciprocal-gamma distributed with parameters α  and β . 
From eq. (9) we have  
( )( )TBE * = ( )1. 1−αβ   
( )( )2* TBE = ( )( )2112 −− ααβ . 
It means β=
1
1
−α . 
In term of 2M , the parameters α  and β  can be written as  
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  α =
1
1.2
2
2
−
−
M
M
 
β =
1
1
−α = 2
11
M
−  since β =
1
1
−α . 
 
Using the reciprocal gamma distribution with these parameters and using eq. (8),  
the call price formula is (see appendix H ) 
c = ( ) ( ) ( )[ ]βαβα ,,.,1,.)(exp 0 uGXuGHtTr −−−−    
 (10) 
Cumulative distribution function of Gamma distribution ( )dG  in the closed form 
formula plays the same role to cumulative normal distribution function ( )dN in 
Black’s formula for the call price. 
 
The call price valued at time t  can be calculated by substituting 0t with t  in eq. 
(10). The greeks are derived from the call price formula by taking the first and 
second derivatives of the call price. 
 
Parameters α  and β  are functions of  the random variable 2M , and 2M  in turn 
is a function of random variables ( )tFi , t  and parameters  iσ and ji ,ρ . 
Consequently, parameters α  and β  in the call price formula in eq.(10) are  also 
some functions of ( )tFi , t , iσ and ji,ρ . This implies that reciprocal-gamma 
approximation approach does not allow for analytical expression of the greeks, but 
requires numerical calculations. One alternative is to regard the parameters of α  
and β  as constants. Then we can derive the closed form formula for delta under 
this assumption: 
i∆ = ( )tF
c
i∂
∂
 
     =  ( ) ( ) 1, 1, ,
r T t
i
H H H H X He G g g
F t X X X X X
α β α β α β− − ⎡ ⎤∂ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + − −⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
 
     = ( ). . 1,r T t i
He a G
X
α β− − ⎛ ⎞−⎜ ⎟⎝ ⎠ , since ⎟⎠
⎞⎜⎝
⎛ − βα ,1.
X
HgH = ⎟⎠
⎞⎜⎝
⎛ βα ,.
X
HgX  
where ( )βα ,.,g  is the probability density function of Gamma distribution with 
parameters α  and β . 
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4 Simulation Study 
 
We compare approximation values for the arithmetic average call option price using 
three approaches described above, with the values obtained by the Monte Carlo 
simulations. Table 1 summarizes the results.  
 
In general, the prices obtained by all the methods (Monte Carlo, Wakeman, Curran 
and Vorst) are relatively close, but lognormal approximation values are closest to 
the values obtained by Monte Carlo. This table also shows that the geometric 
average price is indeed the lower bound for the call price, as the theoretical 
arguments imply. 
 
 
 
Table 1: Asian call option price 
Strike price 36 39 40 41 43 
Monte Carlo 5.0674 3.2112 2.7065 2.2667 1.5487 
Wakeman 4.9811 3.1383 2.6450 2.2106 1.5068 
Curran 4.9807 3.1381 2.6448 2.2105 1.5069 
Vorst  4.9794 3.1364 2.6429 2.2086 1.5049 
Geometric Average 4.9590 3.1212 2.6295 2.1968 1.4962 
Note: Fo=40; r=2.5 %; σ =35 %; t∆ =1/365 ( 1 year = 365 trading days); 
Averaging period :[75,100]; number of replication for MC = 10,000 
 
Option issuer needs to hedge the option and monitor his risk exposure. For this, 
the hedge ratio (i.e. the option’s delta) and other greeks are important. Performance 
of delta hedge is investigated by calculating the hedge cost of an option and the 
hedge error. Using price paths generated by Monte Carlo simulation we calculate 
hedge costs and hedge errors. Tables 2 and 3 summarize our results. 
 
 
Hedge error is defined as (hedge cost – call price) and % hedge error is defined as  
(total cost / call price)x100 %. Hedge errors are relatively low for all methods. It 
indicates that the delta hedging strategy performs well. Although total costs and 
hedge errors obtained by Wakeman method and Vorst method are relatively close, 
Wakeman method gives a better performance: its hedge errors are lower than those 
obtain by Vorst method. This conclusion is supported by histograms 1-6 and Table 
4. We generated 1000 price paths, and the distribution of hedge errors are  
represented by these histograms. For both methods the hedge errors are in the 
range 3.6-6 % and are approximately normally distributed.   
 
 
In an ideal world, hedging should be done continuously. In practice, hedging is 
done at discrete time intervals (e.g. daily). The hedge frequency affects the hedge 
error. The hedge error is smaller if the hedge frequency is higher. We can observe 
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the distribution of hedge error when the hedge frequency varies. Table 5 and 
histograms 7-12 present the results. In this case the hedge error is around 5 – 6 %.  
Hedge performance of both Wakeman and Vorst methods are relatively the same. 
Table 5 also shows that the hedge error tends to be smaller both in the mean and 
the standard deviation if the hedge frequency is higher.  Histograms  7-12 show 
that the hedge error is approximately normally distributed.    
 
 
How well the greeks are approximated can be checked plotting the greeks versus 
the underlying price (futures price). These plots are displayed in Figures 1-10. The 
behavior of all the greeks is very similar to those for European options. 
 
Table 2: In the money (A(T) > X) Table 3: Out of  the money  A(T) < X 
Method Wakeman Vorst 
Hedge cost 3.1625 3.1629 
Call price 3.1383 3.1364 
Hedge error 0.0242 0.0266 
 (0.77 %) (0.85 %)  
Method Wakeman Vorst 
Hedge cost 1.5644 1.5633 
Call price 1.5068 1.5049 
Hedge error 0.0577 0.0584 
 (3.83 %) 3.88 (%)  
Note:Fo=40; A(T)=42.36; X=39; 
T= 100 days; r=2.5 %; σ =35 % Note: Fo=40; A(T)=35.88; X=43 ; T= 100 days; r=2.5 %; σ =35 % 
 
Table 4: Distribution of hedge error 
strike price 36 40 43 
method Vorst Wakeman Vorst Wakeman Vorst Wakeman 
0.1822 0.1805 0.1352 0.1333 0.0916 0.0898 Mean 
3.66 % 3.62 % 5.12 % 5.04 % 6.09 % 5.96 % 
standard 
deviation 0.1992 0.1993 0.2267 0.2266 0.2468 0.2466 
Minimum -0.5581 -0.5609 -0.5439 -0.5470 -0.8019 -0.8052 
Maximum 1.3405 1.3375 0.9319 0.9283 1.3150 1.3111 
Note: Fo=40; r=2.5 %; σ =35 %; t∆ =1/365 (365 trading days in a year) 
Averaging period [75,100]; 
 
Table 5: Distribution of hedge error  for various hedge frequency 
hedge 
frequency 10 days 5 days 1 days 
Method Vorst  Wakeman Vorst  Wakeman Vorst  Wakeman 
call price 2.6429 2.645 2.6429 2.6450 2.6429 2.6450 
Mean 0.1491 5.64 % 
0.1471 
5.56 % 
0.1456 
5.51 % 
0.1436 
5.43 % 
0.1403 
5.31 % 
0.1383 
5.23 % 
standard 
deviation 0.9148 0.9148 0.5988 0.5988 0.2486 0.2486 
minimum -2.6398 -2.6412 -1.6288 -1.6305 -0.7236 -0.7264 
maximum 4.4303 4.4287 2.4658 2.4616 1.1578 1.1547 
Note: Fo=40; X=40; r=2.5 %; σ =35 %; t∆ =1/365 ( 1 year = 365 trading days). 
Averaging period: [75,100];Number of replication = 1000. 
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Histogram1: 
Wakeman method 
(X=36,OTM ) 
Histogram 2: 
Wakeman  method 
(X=40, ATM) 
Histogram 3: 
Wakeman method 
(X=43, ITM) 
   
Histogram 4: 
Vorst  method 
(X=36, OTM) 
Histogram 5: 
Vorst  method 
(X=40, ATM) 
Histogram 6: 
Vorst method 
(X=43, ITM) 
   
Histogram  7 : 
Wakeman method 
(10 days) 
Histogram 8: 
Wakeman method 
(5 days): 
Histogram 9: 
Wakeman method 
(1 day) 
   
Histogram 10: 
Vorst method  
(10 day) 
Histogram 11:  
              Vorst method 
(5 days) 
Histogram 12: 
Vorst method 
 (1 day) 
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Figure 1: 
Delta (Wakeman method) 
Figure 2: 
Delta (Vorst method) 
  
 
 
Figure 3: 
Gamma (Wakeman method) 
 
 
Figure 4: 
Gamma (Vorst method) 
  
 
Figure 5: 
Rho (Wakeman method) 
 
Figure 6: 
Rho (Vorst method) 
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Figure 7: 
Theta (Wakeman method) 
 
 
Figure 8: 
Theta (Vorst method) 
  
 
Figure 9: 
Vega (Wakeman method) 
 
Figure 10: 
Vega (Vorst method) 
 
  
 
We can also check approximation of the greeks using a relationship between theta 
and gamma (involving call price, futures price, interest rate and volatilities), derived 
from Ito’s lemma. This relationship is  
crF
F
c
t
dc ...
2
1 22
2
2
=∂
∂+∂ σ . 
In terms of gamma and theta, 
.....
2
1 22 crF =Γ+Θ σ  
To check whether this relationship holds for our approximated values, we calculate 
the discrepancy as: 
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 ⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ Γ+Θ−= 22 ...2
1. Fcrabsydiscrepanc σ  
If the model is correct, this theoretical relationship should hold exactly. Using the 
same paths used to calculate hedge costs and hedge error, we find that the 
discrepancy is zero for Wakeman method and is less than 0.009344 for Vorst 
method , when the calculation is done until 6 digits. It means that the theoretical 
relationship between theta and gamma is approximately satisfied by both methods. 
The values of the greeks obtained by both methods are very close as well.  These 
are shown in Table 6.  Still, the discrepancy obtained by Wakeman method is lower 
than that obtained by Vorst method. In other words , Wakeman method shows a 
better performance in terms of the greeks. 
 
 
Table 6: Greeks values  
Strike price 36 39 41 
Method Wakeman Vorst  Wakeman Vorst  Wakeman Vorst  
call price 4.9811 4.9794 3.1383 3.1364 2.2106 2.2086 
put price 1.0084 1.0067 2.1452 2.1432 3.2037 3.2017 
Delta 0.7572 0.7573 0.5889 0.5889 0.4711 0.4711 
Gamma 0.0459 0.0459 0.0577 0.0577 0.0592 0.0592 
Rho -1.3647 -1.3642 -0.8598 -0.8593 -0.6056 -0.6051 
Theta -4.3777 -4.3731 -5.5732 -5.6476 -5.7427 -5.7939 
Vega 5.8634 5.8474 7.3602 7.343 7.5508 7.5336 
Note:Fo=40; r=2.5 %; σ =35 %; t∆ =1/365; averaging period {75,100). 
 
 
Next, we performed the simulation study for basket options. Table 7 compares the 
call option prices on a basket consisting 4 assets obtained by the lognormal and 
reciprocal gamma distribution approaches and Monte Carlo simulation. We applied 
those methods to three data sets. The datasets are: 
The futures prices  : ( )01 tF =100; ( )02 tF =90; ( )03 tF =95; ( )04 tF =100; 
Volatilities       : 1σ =20 %; 2σ =25 %; 3σ =30 %; 4σ =25 %  per-annum. 
The weights  : 1a =20 %; 2a =15 %; 3a =25 %; 4a =40 %. 
The risk free interest rate ( )r  : 5 % per-annum. 
The time to expiry ( )T   :365 days (365 trading days per-year). 
Dataset 1: uncorrelated assets ( ji,ρ =0, ji ≠ , 4,3,2,1, =ji ). 
Dataset 2: the assets have high and positive correlation, the correlation matrix:  
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⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
190.070.075.0
90.0185.090.0
70.085.0180.0
75.090.080.01
  
Dataset 3: the assets have low and positive correlation, the correlation matrix:  
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
1040.0001.0035.0
040.01020.0050.0
001.0020.01100.0
035.0050.0100.01
  
The number of replication for Monte Carlo simulation method is 100x1000. It 
means we generate 1000 paths to obtain the call price, and this simulation is 
replicated 100 times. 
   
The discrepancies among the two methods are relatively small. It is around 1 cent 
when the call price is around 4 $ (datasets 1 and 3) and 10 cents when the call 
price is around 7.5 $. In general we can conclude that the accuracy of log-normal 
and reciprocal-gamma distribution approximation is the same. 
Table 7: Call price of basket option  
Method data set 1 data set 2 data set 3 
log-normal 3.9927 7.5793 4.1949 
Reciprocal-gamma 3.9877 7.4790 4.1872 
Monte Carlo 3.9956 (0.2289*) 
7.5556 
(0.4135*) 
4.1886 
(0.2409*) 
* standard deviation 
 
 
If the model works well, the hedge error should be small. Table 8,9 and 10 presents 
the numerical results came for a basket consisting of two assets (i.e. two kinds of 
futures). The parameters of this basket are  
The futures prices : ( )01 tF =95; ( )02 tF =105. 
Volatilities       : 1σ =20 %; 2σ =30 %  per-annum. 
The weights  : 1a =70 %; 2a =0.3 %. 
The risk free interest rate r : 5 % per-annum. 
The time to expiry T       :100 days (365 trading days per-year). 
We have three data sets with the different log-expected return correlation. 
Data set A: 2,1ρ =0 (uncorrelated assets) 
Data set B:  2,1ρ =0.9 (positive and highly correlated assets) 
Data set C: 2,1ρ =0.1 (positive and low correlated assets). 
For each data set we generate 3 different paths. 
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Table 8: Hedge errors of paths generated from dataset A 
Path A1 A2 A3 
method log-normal r-gamma log-normal r-gamma log-normal r-gamma 
hedge cost 3.4154 3.3855 2.8801 2.8958 2.5499 2.5357 
call price 2.5047 2.5085 2.5047 2.5085 2.5047 2.5085 
hedge error 0.9107 (36.36 %) 
0.8770 
(34.96 %) 
0.3754 
(14.99 %) 
0.3874 
(15.44 %) 
0.0452 
(1.81 %) 
0.0272 
(1.08 %) 
 
Table 9: Hedge errors  of paths generated from dataset B 
Path B1 B2 B3 
method log-normal r-gamma log-normal r-gamma log-normal r-gamma 
hedge cost 5.1751 5.1249 4.7077 4.7958 4.0175 4.0500 
call price 3.6964 3.6930 3.6964 3.6930 3.6964 3.6930 
hedge error 1.4787 (40.00 %) 
1.4319 
(38.77 %) 
1.0113 
(27.36 %) 
1.1028  
(29.86 %) 
0.3212 
(8.69 %) 
0.3570 
(9.67 %) 
 
Table 10: Hedge errors  of paths generated from dataset C 
Path C1 C2 C3 
method log-normal r-gamma log-normal r-gamma log-normal r-gamma 
hedge cost 2.7016 2.6842 3.2000 3.1852 4.1165 4.1844 
call price 2.5201 2.5238 2.5201 2.5238 2.5201 2.5238 
hedge error 0.1814 (7.20 %) 
0.1603 
(6.36 %) 
0.6799 
(26.98 %) 
0.6614 
(26.21 %) 
1.5964 
(63.34 %) 
1.6606 
(65.80 %( 
 
These tables show that the performances of both log-normal and reciprocal-gamma 
distribution approaches are approximately equal. It is difficult to conclude which 
method is better than another one because hedge errors of both are relatively the 
same. Interestingly, the range of hedge error is very wide. For instance, in Table 8 
we have three paths generated for each dataset. The hedge errors vary from 1 % 
through 36 %.  
 
The further investigation is done by replicating the paths from dataset A. We plot 
the empirical distribution of hedge errors from this collection of paths. The results 
are shown in Table 11 and histograms 13 and 14. The hedge errors vary from 0.02 
% to 83.68 % for reciprocal-gamma distribution approach, and in the range 0.04-
77.85 % for the lognormal approach. The means of hedge errors are also high for 
both, around 23-24 %. Moreover the distribution of hedge errors is not normal.   
Table 11: Distribution of hedge errors from dataset A 
Statistics log-normal (2.5047*) reciprocal-gamma (2.5085*) 
Distribution hedge cost hedge error  % hedge error hedge cost hedge error % hedge error 
Mean 3.0938 0.5891 24.01 3.0792 0.5707 23.47 
standard 
deviation 0.4530 0.4530 17.43 0.4819 0.4819 18.32 
Minimum 1.8654 -0.6393 0.04 1.9658 -0.5426 0.02 
Maximum 4.4545 1.9498 77.85 4.6075 2.0990 83.68 
*) call price 
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Histogram 13 
(log-normal distribution  approach) 
Histogram 14: 
(reciprocal gamma approach) 
  
We also investigate the hedge performance of model by observing the hedge errors 
versus hedge frequencies as well. The hedge error should be lower if the hedge 
frequency is higher. But Tables 12 and 13  fail to support this theoretical result. 
 
Table 12: 
  Simulation on path A3 using log-normal distribution approach 
Hedge frequency 1 day 3 days 5 days 10 days 15 days 
Hedge cost 2.5500 2.4112 2.5694 2.8054 2.8404 
call price 2.5047 2.5047 2.5047 2.5047 2.5047 
Hedge error 0.0453 (1.81 %) 
-0.0935 
(3.73 %) 
0.0647 
(2.58 %) 
0.3007 
(12.01 %) 
0.3357 
(13.40 %) 
 
Table 13: 
  Simulation on path A3 using reciprocal-gamma distribution  approach 
Hedge 
frequency 1 day 3 days 5 days 10 days 15 days 
Hedge cost 2.5357 2.3990 2.5578 2.7933 2.8251 
call price 2.5085 2.5085 2.5085 2.5085 2.5085 
Hedge error 0.0272 -0.1095 0.0493 0.2848 0.3166 
% hedge error 1.08 4.36 1.97 11.35 12.62 
 
Why does this happen? Let us look again at the results for the paths C1-C3. These 
paths, each of length 100 days, are generated by Monte Carlo simulation using the 
same parameters. When the correlation between the assets is estimated on the 
basis of all 100 days, the estimates are relatively close to the given correlation (path 
C1: 2,1ρ = 0.2069, path C2: 2,1ρ =0.2093, path C3: 2,1ρ =0.1944 and 2,1ρ =0.2 ). 
However, if we estimate the correlation on the basis of fewer days, the differences 
in estimated values are striking, as shown in Table 14. 
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Both methods assume the correlation between assets in the basket is constant and 
given. But Table 14 shows that empirical correlations do not satisfy this 
assumption, even when theoretical correlation is constant. The estimated 
correlations are rather erratic, and they change over the observation period. At 
glance we can see that the path C1 is the best in the sense that the estimated 
correlation values tend to be more constant and closer to the given correlation 
compared to paths C2 and C3. And the results also show the lowest hedge error 
obtained for the path C1, and much lower than those obtained for the paths C2 
and C3. This indicates that  the estimation of the correlation between asset prices 
plays crucial role in basket option pricing and hedging. To get a good performance 
from the model (e.g. hedge performance), the estimation of correlation should be 
accurate. Moreover the constant correlation  assumption over the averaging period 
should hold. 
 
Table 14:  
The evolution of the expected correlation values of paths generated from 
dataset C 
observation observed expected return correlation coeeficient 
period path C1 path C2 path C3 
the first 20 days 0.1246 0.4657 0.2386 
the first 40 days 0.1775 0.2923 0.0909 
the first 60 days 0.2485 0.1908 0.1675 
the first 80 days 0.2471 0.1988 0.1299 
the first 100 days 0.2069 0.2093 0.1944 
 
 
4 Conclusions and Further work 
 
Over-the-counter energy options, which are becoming increasingly popular, are 
mostly exotic, Asian style contracts. Basket options are also typical for energy 
markets, where portfolios usually consist of several energy products. The similarity 
between Asian and basket options is that their payoffs depend on the average price 
(or a sum of prices) of underlying assets. The main difficulty in valuing these 
options is the same: the average (or sum) of lognormal random variables is not 
lognormally distributed. Numerical or analytical approximation approaches are 
needed to price these options. 
 
In this paper we reviewed three analytical approximation approaches for Asian 
options: Wakeman, Vorst and Curran methods. We derived the greeks for Vorst 
and Wakeman methods and tested all the methods on a simulation study. All 
methods produce close results in terms of valuing Asian options. However, we 
recommend Wakeman method for pricing, hedging and calculation of greeks: the 
option prices are closest to those obtained by the Monte Carlo simulation, the 
method gives (approximate) closed-form solutions for the option prices and the 
greeks, and it produces the lowest hedge errors. The greeks for Asian options 
behave similarly to those for European options and the theoretical relationship 
between Theta and Gamma (derived from the Ito calculus) is approximately 
Proceedings of ICAM05 913
  
S.A.BOROVKOVA, F.J.PERMANA 
  
satisfied by both Wakeman and Vorst method. Again, the discrepancy in this 
relationship is lower for Wakeman method. 
 
Pricing and hedging basket option is complicated by the additional problem of 
correlations within the basket. Basket option with N correlated underlying assets 
involves N sources of uncertainty. Moreover, these are correlated with each others. 
The greatest risk in basket option pricing is the model risk, more precisely, the 
estimation of correlation coefficients between asset prices. Basket option can be 
significantly mispriced if the correlation coefficients are not specified correctly.   
 
We reviewed here two approaches for valuing basket options: the lognormal and the 
reciprocal-gamma distribution approximation. Both methods produce close results 
for option valuation. Delta hedging derived by both these methods is rather 
unreliable, except when the estimates of the correlation coefficients are accurate 
and the assumption of a constant correlation during the averaging period holds. 
Otherwise the hedge errors turn out to be very high, and also with high variance.  
 
A number of issues deserve further investigation. First, the Asian-basket option is 
also typical energy options. Combining an Asian option and a basket option pricing 
approaches to develop an Asian-basket option model is still a very challenging task.  
 
Second, it would be useful to develop a basket option model in which the portfolio 
weights can be negative. In practice, a portfolio of an energy oil company consist of 
long positions on a commodity, e.g. crude oil or natural gas, and short positions on 
a “product”, e.g. gasoline, or electricity. In such cases, basket options with possibly 
negative weights are needed to hedge market risk of such portfolios. Option pricing 
for such baskets can be developed by the shifted-log normal distribution 
approximation approach.  
 
Third issue also arises from our analysis of basket options, especially when 
considering real-life prices. In reality, the constant correlation assumption used in 
valuing a basket option is often unrealistic, since correlations between assets in a 
basket often change in time. To deal with this issue, the basket option pricing 
model with dynamic correlation should be developed.    
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A Mean and variance of the discrete form of 
Geometric Average 
 
The discrete form of geometric average is defined as 
 ( )TG = ( )N n
mk
ktF∏
=
,  
where 1+−= mnN . 
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     = ( )( )( )∑
=
n
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B The Greeks of Asian option using Vorst method 
 
For newly issued option (option valued at time t , 110 ,...,, −= mtttt ), Vorst formula 
for Asian call on futures based on arithmetic average  is  
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2d = Vd −*1  ( ).N  is standard normal distribution function. 
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C The first and second central moment of arithmetic 
average using Wakeman method 
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So,  we have 
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Now the second central moment 2M can be simplified as: 
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D The Greeks of Asian option using Wakeman 
method 
 
For newly issued option  (option is  valued at time t , 110 ,...,, −= mtttt ),  Wakeman 
formula for Asian call on futures based on arithmetic average  is  
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It can be shown that 2
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1 .. =
( ) ( )
tTF
dne tTr −
−−
*1 .
1.. σ . 
 
 
Θ =
dt
c∂
 
     = ( ) ( ) ( ){ } ( ) ( ) ( ){ }211211 ..... dNXdNMtedNXdNMer tTrtTr −∂
∂+− −−−−  
     = ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂+ −−
t
ddnX
t
ddnMecr tTr 22111 ..... . 
 
ρ =
dr
c∂
= ( ) ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−− +−− 212
1
... dNXdNeetT
VMtTr = ( )ctT .−−  
 
To simplify calculation of vega, we define: U = te ∆.
2σ . 
σ∂
∂U
= tet ∆∆ .2...2 σσ = Ut...2 ∆σ  
Since we want to calculate the greeks at time t = it , we can substitute ttm −  with ( ) tim ∆− . . 
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21M =
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
∆
∆
∆−
1
1..
.
..
2
2
2
2
t
tN
tim
e
eeF σ
σ
σ =
( ) ( )1.
1
.2 −−
−
N
im
U
U
UF . 
22M =
( ) ( )( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
− ∆
∆−
∆
∆
∆−
1
1
1
1
.
.
.1
.
.
2
2
2
2
2
2
N
e
ee
e
eF
t
tN
t
t
tim
σ
σ
σ
σ
σ
 
        =
( ) ( )( )
( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
−
−−
1
1
1
1
. 12 N
U
UU
U
UF Nim
 
       =
( ) ( )( ) ( ) ( )
1
1.1
1
. 2112
−−−−−
−
−
+−
U
UNFU
U
UF imNim . 
Define 
*U = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−∂
∂ −
1
)(
U
U
U
im
=
( ) ( )
( )2
)(1(
1
1
−
−−− −−−
U
UUUim imim
=
( ) ( )[ ]imUimU
U im +−−−−
−−
1
1 2
1
. 
**U = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−∂
∂ +−
2
)1(
1U
U
U
im
 
       =
( ) ( ) ( )
( )4
)1(2)(
1
1.2.11
−
−−−+− +−−
U
UUUUim imim
 
       = ( ) ( )[ ]111 3 −+−−−−
−
imUim
U
U im
. 
U
M
∂
∂ 21 = ( ) ( )12*2 ..
1
.1.. −
−
−+−
N
im
N UN
U
UFUUF . 
U
M
∂
∂ 22 = ( )( ) ( ) ( ) ( ) ( ) *222
1
21**2 .1..1.
1
.1.. UNFUN
U
UFUUF N
im
N −−−−+−
−
−+
− . 
U
M
∂
∂ 2 = ⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂
U
M
U
M
N
2221
2 .2
1
. 
2
1
M
d
∂
∂
=
( ) 3 12 22 2 2
* 2 2
2 1 2 1
1 1log log log
2 4
F t M M
M X M M M
σ
− −⎡ ⎤⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞ ⎛ ⎞− ⎪ ⎪ ⎪ ⎪⎢ ⎥− −⎜ ⎟⎨ ⎬ ⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥⎪ ⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎩ ⎭ ⎩ ⎭⎣ ⎦
. 
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2
M
d
∂
∂
=
( )
( ) ( )
3 1
2 2
2 2 2
2 2*
2 21 1
1 1log log log
2 4
F t M M
M X MM M
σ
− −⎡ ⎤⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞⎛ ⎞− ⎪ ⎪ ⎪ ⎪⎢ ⎥⎜ ⎟ ⎜ ⎟− +⎜ ⎟⎨ ⎬ ⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎪ ⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭ ⎩ ⎭⎢ ⎥⎣ ⎦
 
σ∂
∂ 1d =
2
1
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
. 
σ∂
∂ 2d =
2
2
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
. 
 
υ = σ∂
∂c
= ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂−−
σσ
2
2
1
1 ....
ddnXddnFe tTr . 
 
E Call price formula using Curran method 
( )( ) ( )( )TGtFCov j ,log = ( )( ) ( )( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=
n
mj
ji tFN
tFCov log1,log , 
 where 1+−= mnN . 
= ( )( ) ( )( )( )∑
=
i
mj
ji tFtFCovN
log,log.1 + 
( )( ) ( )( )( )∑
+=
n
ij
ji tFtFCovN 1
log,log.1  
= ( )∑
=
−
i
mj
j ttN 0
2σ
+ ( )∑
+=
−
n
ij
i ttN 1
0
2
.σ  
= ( ) ( ){ }tiintitmtm
N
∆−+∆++∆++∆ .......1..
2σ
 
= ( )( ) ( ){ }iniimmit −+++−∆ ..2.1.. 212σ  
= ( ) ( ){ }mmini
N
t −+++−∆ 112
.2
. 22σ  
 
Denote coefficient correlation between ( )( )itFlog and ( )TG  as iρ . It is defined as 
iρ = ( )( ) ( )( )( )
Gi
i TGtFCov
σσ .
log,log
 
The standard property of the joint normal distribution is if random variable X  is 
normally distributed with mean = Xµ  and variance = 2Xσ and random variable Y  
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is normally distributed with mean = Yµ  and variance = 2Yσ  and coefficient 
correlation between X and Y  is ρ , then X  conditioned on yY =  is normally 
distributed with  
mean  = ( )
Y
X
yX y σ
σρµµ ..−+  and variance = ( ) 22 .1 Xσρ− .  
Based on this property , ( )( )itFlog  conditional on ( )( ) xTG =log  will be normally 
distributed with mean and variance: 
( )( ) ( )( )( )[ ]xTGtFE i =loglog = ( ) ( )
G
i
iGi xttF σ
σρµσ ..)(.
2
1log 0
2
0 −+−−  
( )( ) ( )( )( )[ ]xTGtFVar i =loglog = ( ) 22 .1 ii σρ− . 
Using log-normal distribution property, we obtain  ( ) ( )( )[ ]xTGtFE i =log = 
( ) ( ) ( ) ⎥⎦⎤⎢⎣⎡ −+−+−− 22020 .1.21...21exp. iiGiiGi xttF σρσσρµσ . 
Consequently, 
( ) ( )[ ]xeTGTAE = = ( ) ( )( )[ ]xTGTAE =log  
= ( ) ( ) ( )∑
=
⎥⎦
⎤⎢⎣
⎡ −+−+−−
n
mi
ii
G
i
iGi xttFN
22
0
2
0 .1.2
1...
2
1exp.1 σρσ
σρµσ  
( ) ( )[ ]xTGTAE =  
= ( ) ( )( ) ( )∑
=
⎥⎦
⎤⎢⎣
⎡ −+−+−−
n
mi
ii
G
i
iGi xttFN
22
0
2
0 .1.2
1..log.
2
1exp.1 σρσ
σρµσ  
          = ( )( )∑
=
⎥⎦
⎤⎢⎣
⎡ −−
n
mi
ii
G
i
iGxFN
22
0 ...logexp.
1 σρσ
σρµ  
The call price is given by 
c = ( )( )[ ]0,max.. XTAEe tnr −∆−   
   = ( )( ) ( )[ ]( )xTGXTAEEe tnr =−∆− 0,max..   
   = ( )( ) ( )[ ] ( )∫ =−∆− Xtnr dxxfxTGXTAEe
0
.. ..0,max

+  
( )( ) ( )[ ] ( )∫∞∆− =−
X
tnr dxxfxTGXTAEe ..0,max..

 
where ( )xf is probability density function of ( )( )TGlog . 
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( )( ) ( )[ ] ( )∫ =−X dxxfxTGXTAE
0
..0,max
 ≥  
( ) ( )( )[ ] ( )∫ =−X dxxfxTGXTAE
0
..0,max

 
   = ( ) ( )( ) ( )∫ =−X
LB
dxxfxTGXTAE .. ,  
where LB = ( ) ( )( )[ ]XxTGTAEx ==minarg .  
It is clear that ( ) XTGLB << . 
 
( )( ) ( )[ ] ( )∫∞ =−
X
dxxfxTGXTAE ..0,max

= ( ) ( )( ) ( )∫∞ =−
X
dxxfxTGXTAE ..

,  
since ( ) ( )TATGK << . 
 
Approximation value of call is given as 
c = ( ) ( )( ) ( ) +
⎩⎨
⎧ =−∫− X
LB
dtnr dxxfxTGXTAEe .....

 
( ) ( )( ) ( )
⎭⎬
⎫=−∫∞
X
dxxfxTGXTAE ..

 
   = ( ) ( )( ) ( ) +
⎩⎨
⎧ =∫∞−
LB
dtnr dxxfxTGTAEe .....
 ( )
⎭⎬
⎫∫∞
LB
dxxfX .  
    =
( )∑
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+
⎩⎨
⎧ n
mi G
iGiGdtnr LBNF
N
e σ
ρσσµ log..
..1. 0
.. +
( )
⎭⎬
⎫
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
G
G LBNX σ
µ log
.  
 
since  
( ) ( )( ) ( )∫∞ =
LB
dxxfxTGTAE ..

= 
( ) ( )
2
2 2
0 2
log1 1 1exp log exp
2 22
n
Gi
G i i i
i m G GLB
x
F x dx
N x
µσµ ρ ρ σσ σπ
∞
=
⎛ ⎞− −⎛ ⎞ ⎜ ⎟− −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑∫
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=
( ) ( )( )
dxx
x
F
N LB G
iGiG
n
mi
.
.2
..log
exp
2
11
2
2
0 ∫∑ ∞
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ +−
σ
ρσσµ
π  
=
( )( )
( )
dz
z
F
N LB G
iGiG
n
mi
.
.2
..
exp
2
11
log
2
2
0 ∫∑
∞
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ +−
σ
ρσσµ
π  
=
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+∑
= G
iGiG
n
mi
LB
NF
N σ
ρσσµ log..
.1 0 , 
and ∫∞
X
dxxf ).( = ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
G
G LBN σ
µ log
. 
 
LB can be calculated using numerical method (e.g. Newton-Raphson method). 
 
 
F The Greeks of basket option using log-normal 
distribution approach 
 
To simplify vega calculation, we define: U = te ∆.
2σ . 
σ∂
∂U
= tet ∆∆ .2...2 σσ = Ut...2 ∆σ . 
Since we want to calculate the greeks at time t = it , we can substitute ttn −  with ( ) tin ∆− . . 
 
21M =
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
∆
∆−
∆
1
1..
.
..
.2
2
2
2
t
tin
t
e
eeF σ
σ
σ = ( )( )1.
1
.2 −−
−inU
U
UF  
22M =
( )( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
− ∆
∆−−
∆
∆
∆
1
1
1
1
. *
.
.1
.
.
.2
2
2
2
2
2
N
e
ee
e
eF
t
tin
t
t
t
σ
σ
σ
σ
σ
 
        =
( )( )
( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
−
−
−−
1
1
1
1
. *12 N
U
UU
U
UF in
 
       = ( ) ( )( ) ( ) 11.11. *212
22
−−−−−
−−
U
UNFU
U
UF in  
Define *U = ⎟⎠
⎞⎜⎝
⎛
−∂
∂
1U
U
U
= ( )21
1
−
−
U
. 
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In term of *U , we obtain 
**U = ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−∂
∂
2
2
1U
U
U
 = ( )31
2
−
−
U
U
 
U
M
∂
∂ 21 = ( ) ( )12*2 )..(
1
.1.. −−− −−+−
inin Uin
U
UFUUF  
U
M
∂
∂ 22 = ( )( ) ( ) ( ) ( ) ( ) **222
2
21**2 .1..1.
1
.1.. UNFUin
U
UFUUF inin −−−−−+−
−−−−  
U
M
∂
∂ 2 = ( ) ⎟⎠⎞⎜⎝⎛ ∂
∂+∂
∂
U
M
U
M
N
2221
2*
.21  
σ∂
∂ 1d =
2
1
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
 
σ∂
∂ 2d =
2
2
M
d
∂
∂
.
U
M
∂
∂ 2 . σ∂
∂U
 
υ = σ∂
∂c
= ( ) ( ) ( ) ⎭⎬
⎫
⎩⎨
⎧
∂
∂−∂
∂−−
σσ
2
2
*1
1
*
..... ddnXddnFe
N
N tTr . 
 
 
 
 
 
G The Greeks of basket option using log-normal 
approximation approach 
 
Call option price formula is c = ( )( ) ( ) ( )[ ]211 ..exp dNXdNMtTr −−−  , 
where  1M = ( )∑
=
N
i
ii tFa
1
. , 
2M = ( ) ( ) ( )( )tTtFtFaa jijijN
j
N
i
iji −∑∑
= =
,
1 1
..exp.... ρσσ , 
V = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
1
2log
M
M
,  
1d =
( ) ( )
V
VXM
2
1loglog 1 +−
 and 2d = Vd 2
1
1 − . 
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i∆ = ( )tF
c
i∂
∂
 
     = ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 21 1 1 2. . . . .
r T t
i i i
M d de N d M n d X n d
F t F t F t
− − ⎡ ⎤∂ ∂ ∂+ −⎢ ⎥∂ ∂ ∂⎢ ⎥⎣ ⎦
 
From definitions of 1M , 2M and V  we obtain  
( )tF
M
i∂
∂ 1 = ia         ……(C.1) 
( )tF
M
i∂
∂ 2 = ( ) ( ) ( )( )tTtFtFaa jijijiN
j
ji −∑
=
,
1
..exp...2 ρσσ    ……(C.2) 
( )tF
V
i∂
∂
=
( ) ( )
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
∂
∂−∂
∂
4
1
1
12
2
1
2
2
2
1
..2..
..
2
1
M
tF
MMMM
tF
M
M
M
V
ii  
           = ( ) ( ) ⎥⎦
⎤⎢⎣
⎡
∂
∂−∂
∂
2
1
1
2
21
..2..
.2
1 M
tF
MM
tF
M
VMM ii
   ……(C.3) 
( )tF
d
i∂
∂ 2 = ( ) ( )tF
V
tF
d
ii ∂
∂−∂
∂ 1  since 2d = Vd −1 .    ……(C.4) 
Using the definitions of 1d , 2d and the probability density function of standard 
normal distribution, we can show ( ) ( )211 .. dnXdnM = . Consequently, 
i∆ = ( ) ( ) ( ) ( ) ( ) ( )( ) 1 1 21 1 1 2. . . . .r T t i i i
M d de N d M n d X n d
F t F t F t
− − ⎡ ⎤∂ ∂ ∂+ −⎢ ⎥∂ ∂ ∂⎢ ⎥⎣ ⎦
 
     = ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 1 2. . . .
r T t
i i i i
M d d Ve N d M n d X n d
F t F t F t F t
− − ⎡ ⎤⎛ ⎞∂ ∂ ∂ ∂+ − −⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
 
     = ( ) ( ) ( ) ( ) ( )1 1 2. . .
r T t
i i
M Ve N d X n d
F t F t
− − ⎡ ⎤∂ ∂+⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦
. 
 
ji ,Γ = ( ) ( )tFtF
c
ij ∂∂
∂
.
2
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      = ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
tF
c
tF ij
  
       = ( ) ( ) ( ) ( ) ( ) ( )
( )
( ) ( )
2
21
1 2. . .
r T t
i
j j i j i
n dd V Ve a n d X n d X
F t F t F t F t F t
− − ⎡ ⎤∂∂ ∂ ∂+ +⎢ ⎥∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
. 
( )tF
V
i∂
∂
 is obtained from eq. (C.3) and in the following we derive ( )tF
d
j∂
∂ 1 , 
( ) ( )tFtF
V
ij ∂∂
∂
.
2
 and 
( )
( )tF
dn
i∂
∂ 2   
It is defined that  
1d =
( ) ( )
V
VXM
2
1loglog 1 +−
=
( ) V
V
XM
2
1/log 1 + .  
Then ( )tF
d
i∂
∂ 1 = ( )
( ) ( )
( )tF
V
VV
tF
VXMV
tF
M
M
i
ii
∂
∂+∂
∂−∂
∂
2
1
./log..1 1
1
1 ,  
where ( )tF
M
i∂
∂ 1   and ( )tF
V
i∂
∂
 is obtained from equations (C.1) and (C.3).  
     
 
( ) ( )tFtF
M
ij ∂∂
∂
.
2
2
= ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
tF
M
tF ij
2 = ( )( )tTaa jijiji −,..exp...2 ρσσ . 
 
Suppose that  
iw ,1 = ( ) ( ) 2112 ..2.. MtF
MM
tF
M
ii ∂
∂−∂
∂
 and  
2w = VMM ...2 21 .  
In terms of iw ,1  and 2w , ( )tF
V
i∂
∂
 in eq. (C.3) can be expressed as 
2
,1
w
w i
. Then  
( ) ( )tFtF
V
ij ∂∂
∂
.
2
= 
( ) ( )
2
2
2
,12
,1 ..
w
tF
www
tF
w
j
i
j
i
∂
∂−∂
∂
,  
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where ( )tF
w
j
i
∂
∂ ,1
= ( ) ( ) ( ) ( )tF
Ma
tFtF
MM
tF
Ma
j
i
iji
j ∂
∂−∂∂
∂+∂
∂ 222
1
2 ..2
.
..  and 
( ) ( ) ( ) ( )tF
VMM
tF
MVM
tF
MVM
tF
w
jjjj ∂
∂+∂
∂+∂
∂=∂
∂ ...2...2...2 2121122 . 
The probability density function of standard normal distribution defines  
( )2dn = ⎟⎠
⎞⎜⎝
⎛− 22.2
1exp.
2
1 dπ .  
Then 
( )
( )tF
dn
i∂
∂ 2 = ( ) ( )tF
ddnd
i∂
∂− 222 .. ,  
where ( )tF
d
i∂
∂ 2  is obtained from eq.(C.4). 
 
ρ =
r
c
∂
∂
= ( )( ) ( ) ( ) ( )1 1 2. . .r T tr T t e M N d X N d− − ⎡ ⎤− − −⎣ ⎦ = ( )( )ctTr .−− . 
 
Θ =
t
c
∂
∂
 
= ( ) ( ) ( )1 21 1 2. . . . .r T t d dr c e M n d X n dt t− −
∂ ∂⎡ ⎤+ −⎢ ⎥∂ ∂⎣ ⎦                        
= ( ) ( ) ( )1 11 1 2. . . .r T t d d Vr c e M n d X n dt t t− −
⎡ ⎤⎛ ⎞∂ ∂ ∂+ − −⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
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∂
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∂
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∂
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∂
∂
∂
∂ 2
2
.  
2M
V
∂
∂
=
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∂
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j
N
i
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= =
,
1 1
, ..exp....... ρσσσσρ . 
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Vega (ν ) is defined as a matrix (nxn) where
⎪⎪⎩
⎪⎪⎨
⎧
≠∂
∂
=∂
∂
=
jic
jic
ji
i
ji
,
,
,
,
ρ
σν . 
 
 
For ji ≠ : 
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∂
 
      = ( ) ( ) ( )1 21 1 2
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. . . .r T t
i j i j
d de M n d X n dρ ρ
− − ⎡ ⎤∂ ∂−⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦
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, , ,
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i j i j i j
d d Ve M n d Xn dρ ρ ρ
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H Call option price of basket option using reciprocal-
gamma distribution approach 
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Abstract. Investment in the stock and commodity market has become very crucial 
to many people in this era. Many investors and traders have been searching for the 
ultimate method for high profit investment. Technical analysis has make 
boundless contribution to the forecast of future price trends in the financial and 
commodity market. This would definitely help in the investment of investors and 
traders if the forecast were to be significant. Basic t-statistical test has been 
applied in this research to examine the significance of the signals generated by the 
respective technical indicators. The main objective of this project is to examine the 
significance of technical indicators like Moving Average and Relative Strength 
Index as a forecasting tool focusing on numerical evidence, using data from 
various companies and the Kuala Lumpur Composite Index with a period of 2 
decades. From the research, it is found that the technical indicators are reliable as 
a forecasting tool, but subjected to certain situation. Signals generated by the 
Moving Average are found to be reliable only for short term period. Relative 
Strength Index is found to be better for the forecasting of slightly longer periods. 
However, the signals generated by both technical indicators are found to be not 
significant when used in the forecast of long term period. The signals are also 
found to be less significant during the economic crisis period; Asian Economic 
Crisis and the World Economic Crisis.  
Key-words: Technical analysis, Technical indicators, Moving Average, Relative 
Strength Index, t-statistical test 
 
1 Introduction 
 
Technical analysis is known as a study of financial and commodity market actions. 
It is said to be one of the oldest form of financial analysis in the world with its 
history dating back to the Japanese rice traders trading on the Dojima Rice 
Exchange in Osaka as early as the 1600s. Charles H. Dow, founder of the Wall 
Street Journal, can be seen as the grandfather of most technical analysis. He 
wanted to visualize the development of the economy and thus, he developed the 
Dow Jones Index. He strongly believed that the stock market characterizes itself by 
persistent price movements. 
 
Analyst uses technical analysis to evaluate the price variations that occurs 
everyday. Graphical charts are used vastly in technical analysis. By using the 
method of assessing the past prices and market behaviors, technical analysis has 
become one of the most popular method of short term forecasting in the financial 
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and commodity markets. Technical analysis does not attempt to measure a 
security’s intrinsic value but instead uses charts to identify patterns that suggest 
future activity. In addition, technical analysis also includes the examination of the 
current emotional state of the relevant market in its continuous battle between fear 
and greed. 
 
Technical analysis is not a homogenous body of knowledge. There are many 
different technical indicators used in the assessment of the current financial and 
commodity market. In fact, different security companies use different trading rules 
formed by various technical indicators. Technical analysis is not a scientific way of 
analyzing the stock and commodity market. It has very little theory and little 
evidence as to how these indicators are generated. 
 
The role of technical analysis as a forecasting mechanism has increased 
tremendously over the years. Investors, traders and consumers have been using 
technical analysis in their daily investment task to ensure that the best investment 
is being made. Nevertheless, despite the rising popularity of technical analysis, 
many controversial discussions and debates has been raised over the years about 
the efficiency and reliability of technical analysis as a forecasting tool in the 
financial and commodity market.  
 
The ability of technical analysis in producing good forecasts has been investigated 
by [4]. The data used is the daily close of the Singapore Strait Times Index (STI) 
from 1 January 1974 to 31 December 1994 (21 years). Their paper has focused on 
the role of technical analysis in signaling the timing of stock market entry and exit. 
The full sample is divided into 3 sub-periods of 7 years each. Test statistics were 
used to test whether the buy and sell signals yield significantly positive return. To 
investigate on the significance of these indicators, the daily returns of the data are 
computed. 
 
Using this data, the results showed that the indicators can be used to generate 
significantly positive return. In other words, technical indicators can play a useful 
role in the timing of stock market entry and exits and thus enjoy substantial profit. 
From the results that technical indicators can play a useful role in the timing of 
stock market entry and exits. By applying the technical indicators, member firms of 
the Stock Exchange of Singapore (SES) may enjoy substantial profits. Therefore, it 
is not surprising that most member firms do have their own trading teams that rely 
heavily on technical analysis. 
 
In another research by [3], the results have indicated that making trading decisions 
based on moving average rules leads to significantly higher returns than the buy-
and-hold policy, even in the presence of transaction costs. In fact, shorter period 
moving averages give better returns than longer periods. Other studies on technical 
analysis include [1] and [2]. In contrast to [4] and [3], [2] found out that the Moving 
Average does not track well the buy-and –sell activities for both the Kuala Lumpur 
Composite Index and New York Dow Jones Industrial Average Index, giving rise to 
doubts about the efficacy of technical indicators. 
 
The capability and strength of the technical analysis in forecasting the trend of 
future price has been questioned by many people. Technical indicators are 
stimulated using the rising and falling from past prices only. Some technical 
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indicators are generated by very experienced analysts of the stock market. This has 
caused technical analysis to be very highly judgmental and very subjective to the 
interpretation of individual analyst. However, technical analysis is still one of the 
most well known tools used for short-term forecasting as there is strong evidence 
that simple forms of technical analysis contain significant forecasting power.  
 
In this paper, the main objective is to examine and testify if technical analysis is 
really rewarding in computing forecast of the future price trends. Specifically, 
appropriate statistical test shall be introduced to examine if the buy and sell 
signals generated by the respective technical indicators yield significantly positive 
return. Many economists have concluded through various analyses that different 
economic period that have occurred over the years affects various economic 
variables significantly. Hence, in addition to the investigation of the reliability of 
technical analysis, this working paper would also discuss if the respective technical 
indicators are applicable to different economic periods that have occurred over the 
years. 
 
This paper is organized as follows. The 2nd Section discusses 2 of the most popular 
technical indicators that have been widely used in the financial and commodity 
market. In the 3rd Section, the data and research procedures are discussed. The 4th 
Section discusses on some of the findings from the research, followed by some 
conclusion and comments in the final section. 
 
2 Technical Indicators 
 
There are numerous technical indicators used in technical analysis. Generally, 
technical indicators can be categorized into 2 groups, trend following indicators 
and counter-trend indicators. In this paper, only 2 technical indicators shall be 
discussed; Moving Average (MA) which is a trend following indicator and Relative 
Strength Index (RSI) which is a counter-trend indicator.  
 
Moving Average (MA) 
 
Moving average is one of the most well known methods used in technical analysis. 
All moving averages are lagging indicators, which is why they fit the category of 
trend following indicators. When prices are trending, moving averages work well. 
However, when prices are not trending, moving averages can give misleading 
signals. A buy signal is generated when the closing price rises above the MA and 
sell signal is generated when the closing price falls below the MA. 
 
There are a few types of moving averages. One of the simplest moving averages is 
known as the Simple Moving Average (SMA). SMA is formed by computing the 
average closing price of a security over N number of days. The mathematical form 
of SMA can be written as follow: 
 
∑=
+−=
t
Nti
iNt CN 1
,
1SMA  
                         121 ... +−+−− ++++= NtNttt CCCC  
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where SMA  is the simple N-day moving average for day t and is the closing 
price for period i. 
Nt, iC
 
 
Relative Strength Index (RSI) 
 
The relative strength index (RSI) is a momentum indicator that uses the net 
difference of closing prices for up days and down days. The value of RSI is 
expressed as an oscillator with a range from 0 to 100. The index set can be defined 
as . The up-closes and the down-closes are defined such that, }:{, tiptiI pt ≤≤−=
 
Ci – Ci-1     if     Ci > Ci-1 
0        otherwise 
Ui =  
 
 
Ci-1 – Ci     if     Ci-1 > Ci 
0        otherwise 
   Di = 
 
 
 
for any i  and  is the closing price for period i. The N-day SMA for the up-
closes and the down-closes are then computed and abbreviated as below:   
ptI ,∈ iC
 
=ptU ,  Average of Ui over It, p 
=ptD ,  Average of Di over It, p 
 
With that, the relative strength is calculated by using the formula as shown, 
 
pt
pt
pt
D
U
RS
,
,
, =  
 
Finally, the RSI at time t for period p is then defined as: 
 
pt
pt RS
RSI
,
, 1
100100 +−=  
 
In this research, the ‘touch’ method is being used when generating the respective 
buy and sell signals. Values above 70 indicate a stock is overbought and may be a 
sell candidate, while values below 30 indicate the stock is oversold and the price 
may rise. Values of about 50 often indicate areas of resistance in the corresponding 
stock. Readings of 100 imply that there are pure upward price movements while 
readings of 0 imply that there are pure downward price movements. Generally, the 
longer the time period used, the less frequent and more stable are the trading 
signals generated. Shorter time periods tend to generate more noise than longer 
periods. 
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3 Data and Research Procedures 
 
A total of 10 sets of company data of the daily closing price have been selected from 
the Main Board. These companies’ data are of different ranking, sectors and 
financial background. In addition, the data of KLCI shall be applied in this 
research as well. The time period of the data selected is from 1984 until 2004.  
 
In this research, the student-t test is used to test whether the buy and sell signals 
yield significantly positive return. Since the objective of this research is to testify 
the significance of technical analysis as a forecasting tool, different forecasting 
period has been tested for both MA and RSI; a forecast for 2 days ahead, a forecast 
for 21 days ahead and a forecast for 100 days ahead.  
 
The closing prices of these companies have been used to compute the daily 
returns, . For the purpose of the analysis on technical indicators, a slightly 
different method is used to calculate the return from the investment. For example, 
to calculate a buy return for an n day forecast using the m-day RSI, the natural 
logarithm of the difference of the first higher closing price after a buy signal is 
generated within the n days is calculated. If none of the following n days show a 
higher price than the price before, then it is assumed that the trader would sell on 
the nth day. A sell return is then generated using the same concept, only that it 
would be to calculate the natural logarithm of the difference of the first lower 
closing price after a sell signal is generated within the n days. Again, if none of the 
following n days show a lower price than the price before, then it is assumed that 
the trader would buy on the nth day. 
tr
 
Before applying the student-t test, a basic percentage analysis is used to get a 
general idea of the outcome that might be obtained. After the respective buy and 
sell signals have been generated, the buy and sell signals are then compared with 
the daily returns of the data. From a logical point of view, when a buy signal is 
generated, the return would be expected to be positive whereas when a sell signal 
is generated, the return would be expected to be negative. The signals generated 
are compared and the percentage of “true” and “false” is calculated, whereby “true” 
is denoted as the day with an expected return, and “false” is denoted as the day 
without an expected return. The percentage of the respective “true” and “false” are 
calculated using the formulae as shown: 
 
100
generated signals ofNumber 
signals  trueofNumber   true"" of % ×=  
 
100
generated signals ofNumber 
signals false ofNumber   false"" of % ×=  
 
In this research, the student t-test has been used to calculate the significance of 
the signals generated by the technical indicators. From a traders’ point of view, it 
would be logic to say that if one buys a share, a positive return is expected and if 
one sells its share then a negative return is expected. From the statement above, 
the hypotheses that would be tested is as follows: 
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r  
 where buy ,tr is the return for buy signals and sell ,tr  is the return for sell signals. 
 
 
The t-statistic value can be calculated with the formula as shown below: 
 
ns
rt t
/
µ−=  
 where: t is the statistic value 
   tr is the average return 
   s is the sample standard deviation   
   n is the number of observations 
 
 
The hypotheses are tested and the conclusions from the test can be summarized as 
follows: 
 
Table 1: Summary of tests 
Alternative hypothesis Reject the null hypothesis Accept the null hypothesis 
0>tr  αtt ≥  αtt <  
0<tr  αtt −≤  αtt −>  
0≠tr  2/2/ or   αα tttt ≥−≤  2/2/ αα ttt <<−  
  
From the results above, relevant conclusions can be drawn about the test based on 
the hypothesis. The t-statistics value has been tested at the level significance of 
5%.  Note that the data of the companies have been divided into different economic 
periods. This is with an interest of investigating if different economic periods show 
any significant differences in the results obtained. The 7 periods are shown as 
follow: 
 
Table 2: Economic Periods from 1973 to Present 
Economic Period Period Time Code Name 
Developing Period 1 Oct 1973 - 31 Dec 1990 Period 1 
Market Advancement 2 Jan 1991 - 5 Jan 1994 Period 2 
Stability Period 6 Jan 1994 - 24 Feb 1997 Period 3 
Asian Economic Crisis 25 Feb 1997 - 1 Sept 1998 Period 4 
1st Recovery Period 2 Sept 1998 - 26 Dec 2000 Period 5 
World Economic Crisis 2 Jan 2001 - 21 May 2002 Period 6 
2nd Recovery Period 22 May 2002 - Present Period 7 
 
4 Empirical Results 
 
The first analysis on both MA and RSI is conducted based on the return of the 
share for 2 days after a certain buy or sell signal is generated. In general, when a 
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certain share is bought, a positive return would be expected. Conversely, if a 
certain share is sold, then a negative return is to be expected. Based on the 
statement made above, the return calculated from the closing price is compared to 
the signals generated by the technical indicators.  
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Figure 1: Percentage of True False for 2 Days Ahead for MA 
 
From Figure 1, the percentages of the day 2 days after with the expected return for 
both buy and sell signals generated by the MA is roughly the same as the 
percentage without the expected returns when looking at both buy and sell signals.   
 
KLCI shows that the percentage of the second day with the expected return for 
both buy and sell signals are much higher compared to the rest of the companies. 
All the other 10 companies are showing, to a certain extent almost the same 
percentage for both true and false. However, for KLCI, the difference can be 
distinguished clearly. This could very much be due to the fact that KLCI is a 
combination of all these 10 companies, and also the remaining 90 companies in 
the main board, taking into account all the different sectors and different economic 
backgrounds of each company.  
 
The sell signals again show a higher percentage with the expected return 
comparably to the buy signals. One of the reasons could be that in the short run, 
investors would tend to sell immediately after the sell signal has been generated as 
prolonging the process would increase the loss of an investor. The signals 
generated are for the prediction of the short run price trend.  
 
Thus, when a sell signal is generated, the prices are liable to fall within the 2 days. 
An investor would be very much concerned that if the signal is true, the investor 
would then generate a loss if the share is not sold immediately. Buy signals 
generated are not that accurate because the investors would prefer to take safer 
steps when making a choice as to which share should be bought. Hence, investors 
would opt to wait and analyze the market until the situation is more convincing 
before making the move. This has once again proved that the majority of the 
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investors in Malaysia is somewhat less aggressive or is not prone to making high 
risk investments. 
 
Considering the fact that the percentage of the day with or without an expected 
return is calculated based on the return and the signals generated, hence, when all 
the investors have the same psychology as mentioned above, meaning selling the 
share immediately in the short run, then this would be reflected by the percentage 
of true in the plot above. This same analysis is conducted by using RSI as the 
technical indicator to generate buy and sell signals. Figure 2 shows the summary 
of the analysis.  
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Figure 2: Percentage of True False for 2 Days Ahead for RSI 
 
From Figure 2, it is definitely obvious that the percentage of both days without an 
expected return is higher than the percentage of both days with an expected 
return, including KLCI. This has again been a statement to infringe the trust on 
technical analysis as an accurate forecasting tool. Investors who followed the 
signals generated by the RSI would also eventually loss out.  
 
The percentage of a day with an expected return and another without an expected 
return is also fairly high. This is a sign of inconsistency in the signals, resulting in 
losses in the investments made. With both analyses carried out, it is only fair to 
say that both technical indicators are not accurate showing inconsistency in this 
signals generated. This would lead to losses in investments made by investors.  
 
The results have been alarmingly shocking as these two technical indicators have 
been widely used in the stock and commodity market. Many investors have been 
dependable on these technical indicators that it has been an essential tool in the 
investment industry. If it is known that technical indicators are not a good and 
accurate forecasting tool, will it still be appropriate to treat technical indicators, in 
this case, MA and RSI as an essential tool in making forecast  
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Figure 3 shows that the percentage of the day, for 21 days ahead, with an expected 
return is much higher than the percentage without an expected return. This is 
applicable to buy signals generated by the MA. As for sell signals, there is still a 
50-50 border if MA can be reliable in making the necessary forecast. 
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Figure 3: Percentage of True False for 21 Days Ahead for MA 
 
When referring to only the buy signals generated, the profit gained from the 
investment would be good as the percentage to get the expected return is much 
higher. Nevertheless, this is only seen for bigger companies but cannot be observed 
for small companies, such as those ranked 50 and above. In other words, bigger 
companies are more eligible in using MA as a forecasting tool and the profit gained 
is promising.  
 
Conceivably, when the signal generated by the MA is “buy”, thus an investor would 
follow the signal and buy the share. With that, a profit is gain from this action. 
Nevertheless, when the signal generated is “sell”, the investors would usually wait, 
using the “buy and hold” strategy, which does not always apply, and causing losses 
in the investment. When such a case happens, the percentage of the day without 
an expected return would generally be higher because the necessary action, which 
is selling the share, is not taken.   
 
Figure 4 displays the same analysis conducted using RSI as the technical 
indicator. From the plot, it is rather obvious that the percentage of the day without 
an expected return is much higher when compared relatively to the percentage of 
the day with an expected return for both buy and sell signals generated. This 
would one way or another cause loss to the investors’ investment if they were to 
follow the signals generated by the RSI. 
 
One of the reasons for RSI to show less reliability in forecasting could be due to the 
fact that RSI has generated lots of “no signal”. This is because the principal of RSI 
is to buy when it is below 30 and sell when the RSI index is above 70. Thus, values 
of RSI that falls in between 30 to 70 are considered as an area of no movements. 
There would then be no signals generated, causing investors to not know what to 
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do. Nevertheless, the forecasting performance of MA is definitely better than the 
RSI in all of the above 3 cases. 
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Figure 4: Percentage of True False for 21 Days Ahead for RSI  
 
Finally, the analysis for 100 days ahead is conducted to see if the results shown by 
the MA and RSI would have improved from the analysis of the 21 days ahead, 
considering the fact that now, the MA works somewhat better as the days ahead 
that is predicted increases, whereas the performance of the RSI deteriorates.  
 
From Figure 5, the buy signals generated are more accurate than the sell signals 
generated. This is almost alike to the results for the analysis for 21 days ahead. 
Nevertheless, the buy signals generated have a whole different pattern when 
compared to the analysis for 21 days ahead, in the sense that not only the smaller 
companies do not see the accuracy of the signals generated by the MA but TNB, 
being a big company does not see it as well.  
 
With an inconsistency in the results, perhaps it would be wise to take a step 
further in the analysis of the MA to ensure its reliability and accuracy in the 
prediction of the price trends in the future. However, it is found that the MA works 
well in predicting price trends which are further ahead, compared relatively to the 
prediction of price trends two days later. 
 
From Figure 6, RSI continues to show deterioration in its performance in the 
prediction of future price trends. This would definitely be a concerned as RSI is 
very widely used in the investments of the stock and commodity market. As seen in 
the results of the previous analysis, it is found that the percentage of the day with 
an expected return is still lower than the percentage of the day without an expected 
return. 
 
From this basic analysis, a more sophisticated and statistically related method 
shall be the main approach for the future analysis that will be discussed later. The 
statistical approach used would ensure that the results and signals generated by 
different technical indicators are tested statistically and a more concrete answer as 
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to whether technical analysis is rewarding to the stock and commodity market can 
be clarified. 
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Figure 5: Percentage of True False for 100 Days Ahead for MA 
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Figure 6: Percentage of True False for 100 Days Ahead for RSI 
 
 
Student t-test has been conducted on the 2-day Moving Average (MA) and 21-day 
MA to test the significance of this technical indicator. From the results, it is found 
that MA would be a good forecasting tool for 2 days MA, which in this case would 
be a shorter period of forecasting. Nevertheless, MA becomes less dependable when 
the period is lengthened, for instance, more than 21 days MA. The results of this 
analysis can be illustrated in the graphs and table shown on the following page. 
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Table 3 shows the results for the t-test analysis for the 2-day MA. From the results 
obtained, it can be clarified that the signs for both signals are accurate. In other 
words, the returns for buy signals are positive, and the returns for sell signals are 
negative. This strengthens the principle mentioned earlier. 
 
Table 3: t-statistic values for both buy and sell signals (2-day MA) 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy 8.055 8.905 7.082 4.492 6.346 5.259 6.670 
  sell -7.820 -6.466 -7.421 -5.790 -4.678 -5.200 -6.390 
BAT buy 6.313 6.500 7.515 4.610 6.843 5.401 7.715 
  sell -5.819 -5.428 -6.763 -4.984 -5.979 -4.530 -6.439 
Gamuda buy  5.728 4.031 4.137 4.804 5.321 6.767 
  sell  -3.326 -4.805 -5.071 -4.181 -4.195 -6.597 
IGB buy 9.244 7.682 7.905 4.858 5.566 3.575 7.163 
  sell -8.642 -6.204 -7.528 -5.408 -4.779 -3.572 -5.934 
IOI buy 11.175 8.294 7.236 5.257 6.641 5.219 6.737 
  sell -9.697 -5.687 -6.679 -5.598 -5.671 -4.425 -6.308 
MAS buy 7.370 5.062 5.592 3.216 4.155 2.944 4.341 
  sell -10.137 -6.412 -8.801 -7.067 -4.825 -4.757 -7.609 
Maybank buy 5.004 7.239 7.670 3.671 7.001 3.379 7.163 
  sell -4.839 -6.051 -7.352 -4.937 -5.277 -4.057 -6.563 
Proton buy   5.923 7.763 4.147 6.488 4.540 7.364 
  sell   -4.436 -6.305 -5.083 -5.376 -3.535 -6.242 
Public  buy 9.362 8.078 5.973 4.118 6.785 3.398 3.785 
Bank sell -8.719 -4.963 -5.698 -4.852 -5.285 -3.386 -2.865 
TNB buy   6.275 7.749 4.601 6.784 4.838 6.844 
  sell   -3.954 -8.102 -5.561 -4.646 -4.841 -6.578 
Jaya  buy 8.368 6.920 7.736 4.574 6.496 4.190 6.413 
Tiasa sell -8.228 -4.662 -6.428 -5.364 -5.255 -4.204 -5.319 
 
From the t-statistic values in Table 3, it is found that the values that have been 
calculated are within the critical area, indicating that the values are significant at 
the significant level of 5%. Considering the fact that the values are significant, the 
null hypotheses for both signals are rejected. The implication behind this 
statement would be that the MA is able to generate a positive return for both buy 
and sell signals. Traders would not lose out if they follow the signals generated 
from the MA.  
 
From Table 3, it can be seen that the t-statistic values are lower during the 
economic crisis period; Asian Economic Crisis and World Economic Crisis. This 
would be a sign indicating that traders have to be extra careful during economic 
crisis periods as it might be misleading, causing losses to the traders themselves. 
The less significance of the t-statistic values during the economic crisis period 
could be due to the unpredictable of the situation that might happen next. The 
economic crisis period can be denoted as the weakest period of all the economic 
periods. Hence, the prediction might not be accurate anymore as there could be 
many economic situations that might happen abruptly. Nevertheless, for all other 
periods, the t-statistic values are fairly high, showing a high significance in the t-
statistic values.  
 
The period of the MA is then lengthened to 21 days to test if the MA still works well 
as a forecasting tool. The results for this analysis are illustrated in Table 4. The 
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analysis for 21-day MA also shows that the signs for both buy and sell signals are 
reasonably accurate. This indicates that the returns for the buy signals are positive 
and the returns for the sell signals are negative. With that, this further strengthens 
the statement made earlier in this paper, indicating that when a buy signal is 
generated, a positive return would be expected, whereas when a sell signal is 
generated, a negative return would be expected.  
 
Table 4: t-statistic values for both buy and sell signals (21-day MA) 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy 1.827* 2.219 1.392* 1.050* 1.237* 1.081* 1.682* 
  sell -1.779* -1.365* -1.647* -1.201* -0.645* -1.176* -1.703* 
BAT buy 1.520* 1.752* 2.038 1.161* 1.854* 2.320 2.464 
  sell -1.921* -1.697* -2.133 -1.793* -1.584* -1.782* -2.618 
Gamuda buy   1.183* 0.971* 1.162* 1.034* 1.100* 2.128 
  sell   -0.421* -1.785* -1.187* -0.820* -1.191* -2.050 
IGB buy 2.484 2.160 1.833* 1.122* 1.450* 0.782* 1.947* 
  sell -2.246 -1.624* -1.905* -1.270* -1.144* -1.021* -1.680* 
IOI buy 2.732 2.466 1.523* 1.393* 1.611* 1.016* 2.031 
  sell -2.343 -1.344* -1.591* -1.398* -1.565* -0.916* -2.025 
MAS buy 1.921* 2.404 2.059 2.008 1.883* 1.225* 1.624* 
  sell -2.017 -1.544* -1.891* -1.803* -1.101* -1.091* -1.831* 
Maybank buy 0.723* 1.614* 2.531 1.177* 1.807* 0.701* 2.068 
  sell -0.886* -1.508* -2.695 -1.239* -1.221* -1.140* -2.318 
Proton buy   1.959* 2.020 1.252* 1.869* 1.188* 1.385* 
  sell   -1.327* -1.977 -1.268* -1.331* -1.038* -1.651* 
Public  buy 2.305 2.429 1.555* 1.213* 1.720* 0.838* 1.277* 
Bank sell -2.051 -1.161* -1.624 -1.092* -1.155* -1.252* -0.923* 
TNB buy   1.782* 1.845* 1.117* 1.782* 1.184* 1.523* 
  sell   -1.019* -1.942* -1.412* -1.293* -1.523* -1.524* 
Jaya  buy 2.199 1.884* 1.707* 0.944* 2.163 0.984* 2.125 
Tiasa sell -2.400 -1.027* -1.152* -1.326* -1.540* -0.880* -1.932* 
Numbers denoted with a (*) shows values which are not significant at 5% level 
 
In Table 4 most of the values are less than the critical value, signifying 
insignificance in the t-statistic values. From the table, it is found that MA is a fairly 
good forecasting tool when used during the developing period for all companies. 
The significance of the indicator decreases as it moves to a more recent period. 
Notice that the t-statistic values are not significant during the economic crisis 
period; Asian Economic Crisis and World Economic Crisis. This result has shown 
some similarity with the results for the 2-day MA. Traders and investors have to 
take extra safety steps when making their investment during the economic crisis 
period, as it is a very weak period and many economic situations might happen 
abruptly. 
 
The 21-day MA still shows some significant t-statistic values at the significant level 
of 5%. Hence, it is predicted that the forecasting of the price trends would only get 
worse as the number of days increases. The 21-day MA is further lengthened to 
100-day MA, equivalent to almost 3 months of working days and the result of the t-
test are as predicted.  
 
950 Proceedings of ICAM05
  C. J. Seow, L. M. Tai, Z. Arsad 
From the table above, the forecasting accuracy done by the MA has deteriorated, 
with only one significant value when tested at the significant level of 5% when 
compared to the 2-day MA. Furthermore, there are positive and negative signs 
which are accurate in the first two analyses are now found to be inaccurate in the 
100-day MA. Hence, it can be predicted that as the prediction period prolongs, the 
role of MA as a forecasting tool deteriorates. 
 
Table 5: t-statistic values for both buy and sell signals (100-day MA) 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy 0.372* 0.592* 0.116* -0.142* 0.218* 0.231* 0.250* 
  sell -0.194* 0.246* -0.102* -0.257* 0.077* -0.047* -0.130* 
BAT buy 0.451* 0.470* 0.696* 0.365* 0.355* 1.913* 0.923* 
  sell -0.457* -0.318* -0.915* -0.734* -0.010* -1.049* -2.174 
Gamuda buy   0.312* 0.203* 0.073* 0.343* 0.511* 0.505* 
  sell   -0.359* -0.486* -0.454* -0.171* -0.331* -0.441* 
IGB buy 1.130* 0.695* 0.640* 0.269* 0.737* 0.254* 0.495* 
  sell -0.903* -0.521* -0.740* -0.377* -0.466* -0.288* -0.283* 
IOI buy 0.761* 0.770* 0.481* 0.132* 0.212* 0.596* 0.480* 
  sell -0.679* -0.275* -0.761* -0.388* 0.000* -0.390* -0.523* 
MAS buy 0.451* 0.434* 0.464* 0.156* 0.589* 0.240* 0.307* 
  sell -0.535* -0.211* -0.482* -0.608* -0.351* -0.181* -0.397* 
Maybank buy 0.134* 0.486* 0.437* 0.051* 0.380* 0.156* 0.585* 
  sell -0.205* -0.408* -0.438* -0.397* 0.096* -0.297* -0.822* 
Proton buy  0.436* 0.658* 0.051* 0.700* 0.590* 0.456* 
  sell  -0.980* -0.597* -0.358* -0.259* -0.610* -0.522* 
Public  buy 0.598* 0.920* 0.171* 0.145* 0.646* 0.564* 0.438* 
Bank sell -0.578* -0.337* -0.278* -0.545* -0.622* -0.493* -0.523* 
TNB buy  0.688* 0.394* 0.451* 0.723* 0.200* 0.887* 
  sell  -0.298* -0.540* -0.692* -0.056* -0.339* -1.030* 
Jaya  buy 0.718* 0.854* 0.497* 0.712* 0.315* 0.400* 0.314* 
Tiasa sell -0.750* -0.399* -0.375* -0.449* -0.165* -0.181* -0.438* 
 
From the result shown in the table, the t-statistic values are less significant during 
the economic crisis period. This is yet again another proof signifying that the 
significance of the t-statistic values becomes less during this period. In the case of 
the 100-day MA, there is no particular pattern as to which company would have a 
higher insignificant value over another company.  
 
With similarity to the research conducted on the MA, simple analyses have been 
conducted on the Relative Strength Index (RSI) and the results have shown the RSI 
is not a significant price trend predictor when tested at the significant level of 5%. 
The result has been a shocked as many traders and investors have been using RSI 
to forecast future price trends. Therefore, further clarification should be made on 
the significance of this indicator. The t-test is again applied on the RSI and the 
results shall be discussed in the next sub sections. 
 
Three different types of trading rules are used for the forecasting of 2 days forward, 
5 days forward and 21 days forward. They are 14-Day RSI, 21-Day RSI and 100-
Day RSI. This is with the hope to examine the nature of RSI in different periods of 
forecasting, mainly short term forecasting and long term forecasting. 2 days 
forward can be denoted as a very short duration, using it to examine the sensitivity 
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of RSI. 5 days forward is chosen to test the forecasting ability of RSI in a trading 
week. Finally, 21 days forward is considered as a long term forecasting as it is a 
one month trading period. The trading rules are then tested to investigate which 
trading rules give better forecast.  
 
Notice that the significance for the 100 days forecast will not be tested. This is 
because, as the number of forecast days increases, there would bound to be a day 
where the price is higher than the price for that day for the generation of the buy 
return and there would bound to be another day where the price is lower than the 
price for that day for the generation of a sell return. Thus, it would not be 
beneficial to test the significance of 100 days forecast as the signals would have a 
high probability of being significant at the significant level of 5%. 
 
The first analysis is conducted on the forecast for 2 days ahead using all the 
possible trading rules; 14-day RSI, 21-day RSI and 100-day RSI. A 14-day RSI 
would indicate 14 days look back on the data. Similarly, the 21-day RSI would 
indicate 21 days look back and 100-day RSI would mean 100 days look back. The 
result of the 2 days forecast using the 14-day RSI trading rule is shown in Table 6. 
 
From the results in Table 6, the numbers written in red are the values which are 
not significant tested at the significant level of 5%. It is fairly obvious that only a 
handful of the values are significant at the significant level of 5%. This simply 
signifies that RSI is just not good in making very short period forecasting. 
 
Table 6: t-statistic values for 2 days forecast using 14-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy -2.542* 0.350* -2.568* -1.023* 1.089* -2.437* -2.566* 
  sell 1.873* 1.962 0.243* -1.031* 3.462* 0.183* 1.906* 
BAT buy -0.151* 0.085* 0.329* 1.508* 1.339* 0.268* 1.754* 
  sell 3.399 0.819* -1.061* -1.513* 0.000* -1.208* -1.164* 
Gamuda buy - 2.028 -0.453* -0.703* 2.420 0.006* -0.710* 
  sell - -0.055* -0.898* 0.335* 0.713* -1.178* -0.666* 
IGBS buy -0.473* 1.738 1.521* -0.543* -0.544* -0.360* 0.536* 
  sell 0.888* -0.205* -0.705* -2.396 0.873* -1.554* -0.095* 
IOI buy 0.128* 0.267* 0.855* -0.473* 0.540* 0.100* 0.604* 
  sell 0.951* 2.055* 0.786* 0.297* -0.849* 0.485* 1.132* 
MAS buy -0.616* -0.296* 2.867 -0.949* 0.562* 0.401* -1.394* 
  sell 0.891* 1.040* -0.820* -0.365* 0.156* 1.652* -0.228* 
Maybank buy -0.234* 0.135* -0.303* -0.227* - -1.850* 1.210* 
  sell 0.572* -0.544* -0.257* -1.348* 2.910* -1.056* -1.118* 
Proton buy - -0.110* 0.326* -1.226* -0.691* 1.843 -0.827* 
  sell - -0.716* -0.083* -0.905* 1.037* 0.633* -0.305* 
Public  buy 0.373* 0.276* 0.195* 1.048* 0.529* 1.575* 0.734* 
Bank sell 0.814* 1.899* -0.075* 0.022* 0.855* -0.559* 0.596* 
TNB buy - 0.680* 0.991* -0.913* 0.943* -0.515* -0.874* 
  sell - 0.494* -0.318* - 0.900* 0.239* -0.034* 
Jaya  buy 0.446* 0.190* 2.156 2.902 -1.335* 0.895* -2.079* 
Tiasa sell -0.281* 1.330* 4.214* -3.087 2.891* -2.451 -1.723 
 
Traders and investors would definitely lose out if they were to follow the signals 
generated by the RSI. In addition to the insignificance of the z-statistic values, the 
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signs of the values are also inaccurate. Thus, this has violated the statement made 
early denoting that if a buy signal is generated a positive return is expected and 
vice versa for the sell signal. The percentage of significant values for this analysis is 
only 8.84%, which is extremely low. Therefore, the RSI may not be used to forecast 
short term price movements. 
 
The analysis is then expanded using the 21-day RSI to forecast 2 days ahead. The 
result is found in Table 7. When the forecast of 2 days ahead is carried out using 
the 21-day RSI trading rule, the result is slightly worse than the previous analysis, 
where the forecast is carried out using the 14-day RSI. Only a handful of the value 
is found to be significant, denoting that the signs generated are not significant at 
the significant level of 5%. With comparison to the previous analysis, there are a 
number of conditions where signals are not generated.  
 
In Period 4, which is during the Asian Economic Crisis Period, only 5 sell signals 
are generated out of the grand total of 11. This is an illogical situation as during 
periods of recession, the prices tend to fall abruptly. However, the 21-day RSI did 
not give an indication to the traders and investors of this sudden fall, leading to 
future loses. With a longer look back period, the number with significant values 
decreases. The percentage of significant value is only 6.2%. 
 
Table 7: t-statistic values for 2 days forecast using 21-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy -0.683* 0.706* -0.187* 0.332* 1.126* -0.529* - 
  sell 0.847* 1.657* -0.480* - 1.365* -0.493* 0.392* 
BAT buy -0.170* 0.251* 1.785* 0.165* 1.675* - 0.097* 
  sell 2.553 0.108* -0.019* -2.332 -0.104* - -0.889* 
Gamuda buy - - -0.124* -0.206* 0.539* -0.067* 0.800* 
  sell - 0.428* -1.019* -0.977* 0.436* -1.236* -0.675* 
IGBS buy -0.151* - 3.856 0.000* 0.473* 0.000* 0.230* 
  sell 0.419* -0.802* 0.367* - 1.133* -2.692 -0.032* 
IOI buy -0.197* 0.317* 0.071* 1.438* 1.941 0.065* 1.981* 
  sell 0.579* 1.117* -0.380* -1.545* -2.421 0.245* 0.000* 
MAS buy -0.248* 0.683* - -0.724* - 1.667* -0.978* 
  sell 0.289* 0.410* - -1.666* -0.129* 0.917* -0.166* 
Maybank buy 0.078* 0.355* 2.140 -0.348* - -0.662* 0.629* 
  sell 0.325* -0.643* -1.542* - 0.986* - -0.822* 
Proton buy - 0.168* - -0.861* 0.000* - -0.149* 
  sell - -0.077* -0.835* - 1.001* 0.271* -0.338* 
Public  buy 0.396* - 0.287* 2.353 1.345* 0.385* 0.497* 
Bank sell -0.078* 1.579* -0.066* -0.643* 0.566* -0.916* 0.349* 
TNB buy - 0.228* 1.132* -0.087* 0.861* -0.376* -0.506* 
  sell - 0.245* -2.311 - 0.711* 0.100* 0.469* 
Jaya  buy -0.478* 0.033* 0.859* 0.319* -0.768* 0.595* -0.221* 
Tiasa sell 0.352* 1.016* 1.534* - 0.207* -0.299* 0.099* 
 
As the analysis is further carried out, the 100-day RSI is used to make forecast for 
2 days ahead. The result of the analysis is shown in Table 8. For this analysis, only 
a handful of signals are generated. This is very much substandard compared to the 
previous 2 analyses. No signals generated would indicate that there are just no tips 
or clue as to what a trader or investor should do. From the table, no signals were 
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generated during the economic crisis period and also the 1st Recovery Period. In 
other words, traders would not be able to do anything if they were to base their 
investments on the prediction from the RSI. 
 
Table 8: t-statistic values for 2 days forecast using 100-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
buy - - - - - - - KLCI 
  sell - 0.488* - - - - - 
buy - - - - - - - BAT 
  sell 1.169* - - - - - - 
buy - - - - - - - Gamuda 
  sell - - - - - - - 
buy - - - - - - - IGBS 
  sell 0.709* - - - - - - 
buy - - - - - - - IOI 
  sell - - - - - - - 
buy - - - - - - - MAS 
  sell - - - - - - - 
buy - - - - - - - Maybank 
  sell - - - - - - - 
buy - - - - - - - Proton 
  sell - - - - - - - 
buy - - - - - - - Public  
Bank sell - 0.259* 0.154* - - - 0.547* 
buy - - - - - - - TNB 
  sell - -1.033* - - - - - 
buy - - - - - - - Jaya  
Tiasa sell - 0.230* -2.121 - - - - 
.  
With reference to these 3 analyses, it would be logic and accurate to conclude that 
the RSI is not suitable in making very short period forecasting as the signals 
generated are not significant. The number of signals generated decreases as the 
number of look back days increases. It does not matter what trading rule is used. 
What matters is that the results for 2 days forecast are not significant at the 
significant level of 5%.  
 
It would be wise to check if the performance of the RSI would improve when a 
longer forecast period is used. Therefore, the analysis is carried out on the forecast 
for 21 days in advance, using again all the different trading rules available; 14-day 
RSI, 21-day RSI and 100-day RSI. Table 12 shows the result for the forecast of 21 
days ahead using the 14-day RSI. In this case, the results have been very 
promising compared to the previous 2 forecasts.  
 
From Table 9, it is found that more than more than half of the values are 
significant at the significant level of 5%, indicating that the signals generated are 
very much significant. Despite the significance in other periods, the RSI is still 
found to be less significant during the Asian Economic Crisis. Traders and 
investors will still face the same dilemma earlier. The only difference would be that 
there are signals generated. However, the dilemma would not be as big as before as 
traders and investors could take wiser moves and make smart and wise decisions 
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as to whether the investment should be made or not. From this analysis, the role of 
RSI as a forecasting tool seems promising. 
 
Table 9: t-statistic values for 21 days forecast using 14-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy -1.354* 2.051 1.732* -0.943* 3.559 -2.726* - 
  sell -3.458 -4.124 -3.668 -0.759* -3.762 -1.160* -1.783* 
BAT buy 0.075* 2.209 3.447 2.542 2.953 1.357* 2.579 
  sell -5.480 -4.433 -4.206 -2.162 -2.713 -1.570* -3.550 
Gamuda buy - - 0.126* 0.087* 2.106 0.212* 3.117 
  sell - -5.441 -2.160 -0.790* -7.104 -2.825 -3.680 
IGBS buy 0.612* 3.536 4.239 -0.028* 1.441* 0.326* 2.926 
  sell -2.804 -4.536 -2.936 -1.912* -4.430 -3.210 -4.203 
IOI buy 1.094* 1.611* 2.613 2.142 1.632* 0.444* 2.323 
  sell -3.484 -6.589 -3.237 -1.495* -5.017 -4.650 -3.799 
MAS buy 1.201* 1.325* 4.108 -1.127* 0.992* 2.307 -2.629 
  sell -3.783 -3.691 -2.392 -1.697* -3.710 -2.551 -0.354* 
Maybank buy -0.989* 0.293* 2.260 0.853* - -1.222* 3.856 
  sell -1.635* -2.596 -4.519 -1.435* -5.767 -0.800* -3.809 
Proton buy - -0.933* 2.785 1.211* 1.255* 5.110 -0.259* 
  sell - -6.044 -4.080 -1.292* -3.445 -5.871 -1.328* 
Public  buy 1.973 1.667* 2.244 2.645 4.229 3.390 0.969* 
Bank sell -4.054 -7.837 -3.806 -1.536* -5.150 -3.640 -2.122 
TNB buy - 1.568* 1.475* -0.249* 1.978 0.389* 0.171* 
  sell - -3.481 -3.235 - -6.031 -2.557 -2.489 
Jaya  buy 1.356* 1.203* -0.494* 3.924 -1.340* -0.324* 0.813* 
Tiasa sell -3.649 -6.043 -2.843 -0.649* -1.916* -2.202 -3.613 
 
The analysis is persisted using the 21-day MA. The result is displayed in Table 10. 
Comparing relatively to the analysis using the 14-day RSI, less signals are 
generated for the 21-day RSI. However, the number of significant values at the 
significant level of 5% is still roughly the same. With similarity to the previous 
analysis, period 4, which is the Asian Economic Crisis also, has less significant 
values compared to the other periods. Again, this indicates that traders have to be 
extra careful when making investment during this period. Unwanted losses can be 
generated during this period. 
 
In the earlier analyses, it is found that the 100-day RSI does not generate many 
signals. This has been true for both 2 days forecast and 5 days forecast. Signals 
that are not generated can cause uncertainties in the traders and investors 
decision making. Table 14 shows the result of the 21 days forecast using the 100-
day RSI.  
 
From the results shown in Table 11, it is again found that there are no signals 
generated for the 3 periods; Period 4, Period 5 and Period 6. Although only one 
value is not significant at the significant level of 5% out all the signals generated, 
but not being able to generate a signal would simply mean not able to tell a trader 
or investor what is the action they should take. This would mean that the traders 
would not be able to make any investment during these periods. 
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Table 10: t-statistic values for 21 days forecast using 21-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy -0.529* 1.963 2.896 2.091 3.631 2.079 - 
  sell -3.026* -3.127 -2.163 - -5.600 -2.621 -2.794 
BAT buy -0.243* 0.811* 1.992 0.165* 2.187 - 0.780* 
  sell -4.195 -4.223 -2.825 -2.332 -1.701* - -4.429 
Gamuda buy - - 0.119* 1.785* 1.347 0.107* 2.520 
  sell - -5.106 -2.000 -1.286* -6.354 -2.556 -2.581 
IGBS buy 0.899* - 3.250 -0.082* 1.262* 0.305* 2.001 
  sell -2.454 -4.481 -0.770* - -3.493 -2.507 -3.228 
IOI buy 1.033* 1.175* 1.645* 3.516 2.334 0.390* 3.550 
  sell -2.634 -5.388 -3.529 -1.739* -3.127 -4.043 -5.273 
MAS buy 3.038 1.992 - -0.804 - 2.225 -1.681* 
  sell -4.717 -3.974 - -1.022* -3.472 -2.590 -0.211* 
Maybank buy -0.209* 0.255* 2.596 0.144* - 0.679* 1.020* 
  sell -1.392* -2.128 -4.015 - -5.795 - -4.457 
Proton buy - 1.340* - 1.171* 1.706* - 3.869 
  sell - -4.136 -3.974 - -3.043 -6.190 -2.028 
Public  buy 2.932 - 1.199* 2.708 2.809 1.405* 0.542* 
Bank sell -4.472 -7.366 -2.110 -1.319* -4.738 -2.830 -1.717* 
TNB buy - 0.449* 2.279 -0.219* 2.134 0.178* 1.235* 
  sell - -3.303 -3.431 - -4.925 -1.055* -3.100 
Jaya  buy -0.080* 0.224* 0.500* 2.016 -1.454* 0.567* 1.468* 
Tiasa sell -1.830* -6.164 -3.047 - -1.457* -1.913* -3.054 
 
Table 11: t-statistic values for 21 days forecast using 100-day RSI 
    
Period 
1 
Period 
2 
Period 
3 
Period 
4 
Period 
5 
Period 
6 
Period 
7 
KLCI buy - - - - - - - 
  sell - -2.415 - - - - - 
BAT buy - - - - - - - 
  sell -4.225 - - - - - - 
Gamuda buy - - - - - - - 
  sell - - - - - - - 
IGBS buy - - - - - - - 
  sell -3.532 - - - - - - 
IOI buy - - - - - - - 
  sell - - - - - - - 
MAS buy - - - - - - - 
  sell - - - - - - - 
Maybank buy - - - - - - - 
  sell - - - - - - - 
Proton buy - - - - - - - 
  sell - - - - - - - 
Public  buy - - - - - - - 
Bank sell - -2.261 -1.701* - - - 
-
4.685 
TNB buy - - - - - - - 
  sell - -25.820 - - - - - 
Jaya  buy - - - - - - - 
Tiasa sell - -2.601 -2.598 - - - - 
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5 Conclusion 
 
Using the simple it is found that both indicators have shown a very low percentage 
of the forecast being accurate. This result has come as a shock as MA and RSI are 
the 2 most widely used technical indicators in the stock and commodity market. 
However, further statistical analysis has to be carried out in order to ensure the 
significance of this statement.  
 
Statistical analyses are then brought into the picture of this research. Statistical 
test has been used to analysis the significance of the technical indicators. The 
signals generated by the MA have now been found to be significant, but only for the 
forecast of short term periods; 2 days. The forecast for 21 days are less significant 
compared to the shorter period but the signals generated can still be used with 
special cautions. However, the MA is found to be not significant for the forecast of 
100 days ahead. The MA is also found to be less significant during the economic 
crisis periods; Asian Economic Crisis and World Economic Crisis. Thus, it can be 
concluded that the MA is suitable to forecast for short term periods but not for long 
term periods. 
 
As for the RSI, different trading rules are being applied; 14-day RSI, 21-day RSI 
and 100-day RSI. The main difference between the 3 trading rules is that 14-day 
RSI would have more signals generated whereas 100-day RSI would have the least 
signals generated. The signals generated by the RSI are found to be significant for 
the forecast of longer periods, which is 21 days ahead for all the 3 trading rules. 
For shorter periods, such as 2 days ahead, the signals are found to be not 
significant. From the analysis, the trading rule is not the main factor affecting the 
significance of the signals generated. It is the number of days of forecast that 
makes the difference. Thus, it is concluded that RSI is suitable for the forecast of 
longer periods. 
 
Therefore, base on this research, investors should be knowledgeable enough to 
understand the concept behind the MA and RSI. Investors and traders should be 
caution when making investments based on the signals generated. Different 
forecasting length and different economic periods have been proved to be a crucial 
point when making forecast of the future price trends. High profit investments can 
be made if investors were to analyze the market carefully before applying the MA 
and RSI. 
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Abstract. Regression tree method is extended to competing risks survival data.  
This extension inherits most of the optimal aspects of the classification and 
regression trees (CART) proposed by Breiman et al. (1].    Rather than fitting single 
smooth model into data, the method employs to fit a piecewise model that accounts 
for local variations.  Piecewise model can be viewed in the fashion of tree diagram, 
where the threshold points are considered as cutpoints. It is shown that trees are 
useful not only in summarizing information in covariates, but also in detecting 
treatment-covariates interactions.  On the basis of the survival model for competing 
risks, we formulate the approach of tree methodology.  The application of this 
method to contraceptive discontinuation data is presented. 
Key-words: Competing risks, Regression Trees, Survival analysis. 
 
1 Introduction 
 
The problem of the determination of functional relations between dependent 
variable(s) and independent variable(s) is commonly addressed by the regression 
analysis.  Beginning with the simple linear regression up to generalized linear 
regression, basically we fit one smooth equation for data.  This method had the 
shortcoming, namely one smooth equation that we fit possibly was not so fit for 
sub-data distributed on predictor space.  In other words, the one-equation-method 
doesn’t take into account the local variations on predictor space. 
 
Regression trees as in the case of piecewise regression fit the model by taking into 
account the local variations in predictor space through recursive partitioning.  But, 
those methods are different in the spirit of threshold determination.  Regression 
trees determined the threshold by outcome-oriented method.  By this means we 
hoped that model will be better in explaining the relationship between dependent 
and independent variable which is reflected with the small error. 
 
The regression trees procedure works on sub space of predictor variable, and it is 
really computer intensive.  The procedure works to find sub predictor space which 
the relation between independent and dependent variable was different with 
another sub predictor space. This was an extra work that must be carried out in 
order to get the model that as well as possible in explaining the relations between 
independent and dependent variable.  Fortunately, the advancement of computer 
technology was very supportive this requirement. 
 
Extension of tree techniques to competing risks data is motivated by classification 
issue associated with multiple endpoint survival data.  For example, clinical 
investigators design study to form prognostic rules.  Credit risk analysts collect 
account information to build up credit scoring criteria.  Frequently, in such studies 
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the outcomes of ultimate interest are competing causes of event, such as relapse or 
death, late payments or default.  Since tree based methods recursively partition the 
predictor space, they provide a descriptive method for exploratory data analysis. 
 
Recursive partitioning seems to provide a promising means for developing 
meaningful classification rules for survival data.  Considerable efforts have been 
dedicated to the single endpoint case in the literature.  The direct use of the CART 
procedure by defining appropriate error terms (see, for example [2], [3], [4]), was the 
major modifications made to CART by many researchers in an effort to overcome 
the difficulties naturally associated with failure times.  The properties of survival 
data also emerge the idea to construct the tree based on maximizing the between-
node separation [5], [6].  While the extension of regression tree to multivariate data 
problem, such as longitudinal [7], multiple binary [8], [9] and multivariate normal 
[10], still use classical CART directly, the extension for multivariate survival data 
adopted the between node separation approach.  Multivariate survival regression 
trees based on frailty model used splitting rule of maximum function of integrated 
log likelihood [11] and Wald statistic [12] are the recent research on this area.  A 
well-designed pruning algorithm analogous to the CART pruning algorithm was 
developed for trees grown by between node separation by LeBlanc and Crowley 
[13].  Growing trees by between node separation brought more flexibility and 
enlarged the scope of CART from an applied perspective.  Splitting data via a 
measure of difference between two groups remains an accessible tool for allowing 
researchers to enjoy all the favorable properties of tree techniques, especially when 
error terms are hard to define. 
 
This paper is concerned with the generalization of tree-based models to competing 
risks survival data.  In attempts to facilitate an extension of tree-based methods to 
competing risks survival data, more difficulties need to be circumvented either 
empirically or theoretically.   
 
The remainder of the paper is organized as follows.  Section 2 describes the 
competing risks regression model and its associated likelihood function.  Section 3 
presents the proposed tree method in detail.  Section 3.1 discusses the splitting 
statistic.  In Section 3.2 a likelihood-based pruning procedure is developed followed 
by the strategy for tree size selection.  Section 4 provides an illustration using the 
discontinuation contraceptive method data.  Other related issues are discussed in 
Section 5. 
 
2 The Competing Risks Regression Model 
 
Consider a typical setting for competing risks survival data, where the data under 
study consist of n independent observations { (Ti, δi, Xi), i=1,2,…,n}.  We assume 
that there are K potential failure times, Y1, Y2, …, YK, one for each risk.  We 
observes T = min(Y1,Y2,…,YK) and a variable δ = j if T=Yj for j = 1, 2, …, K, that tells 
the investigator which of the risks caused the event to occur. In this paper, we 
assumed all K risks are independent.  Suppose that we have p covariates X1, X2, …, 
Xp, which could be mixture of continuous, ordinal and categorical variables.   
 
The competing risks probabilities can be summarized by one of two parameters, 
the crude (or cause-specific) hazard rate or the cumulative incidence function.  The 
crude hazard rate for cause j is defined by  
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0
δλ    (1) 
This is the rate of occurrence of the jth failure cause in the presence of all causes of 
failure.  In the contraceptive discontinuation example, the crude-abandoning 
hazard rate is the rate at which women with contraceptive use are abandoning the 
method. 
 
The second parameter is the cumulative incidence function for the jth competing 
risks (see [14]).  This function is defined as the probability of the subject failing 
from cause j in the presence of all the competing risks.  It is a function of all K of 
the crude hazard rates.  The cumulative incidence function is defined by  
( ) ( ) ( ) ( )∫ ∫∑ ⎭⎬
⎫
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=
t u K
i
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0 0 1
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The cumulative incidence function is a subdistribution function, that is a 
nondecreasing function of time with Fj(∞) = P(δ=j).  In the contraceptive 
discontinuation example, the abandoning cumulative incidence function is the 
probability of a woman (who could abandon, switch or failure) abandoning prior to 
time t.   
 
The competing risks regression can be set up on crude hazard rates or cumulative 
incidence function.  In the crude hazard modeling, we regress the crude hazard in 
(1) through proportional hazards model [15], [16], [17].  This model assumes that 
the Yjs are independent across event types. We use this model for further analysis 
in this paper.  
 
Consider now inference on the relationship between crude hazard rate and 
regression vectors or function X.  Proportional hazards modeling in which the 
cause-specific hazard function at time t depends on X gives  ( ) ( ) ( ) Kjtt jj ,...,2,1    ,exp, 0 == jXβX λλ    (3) 
Note that both λ0j and the regression coefficient βj have been permitted to vary 
arbitrarily over the K failure types. 
 
Let we observe t1, t2, …, tn with type of risks δ1, δ2, …, δn ∈ {0, 1, 2, …, K}.  If Il(t) = 
I(tl ≥ t), where I is indicator function, then the method of partial likelihood gives  
( ) ( )
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The estimation of the βj’s can be conducted by applying maximum likelihood 
method of (4), which reveals K independent estimating equations.  This result 
shows that competing risks regression of (3) can be regarded as K independent 
regressions, one for each risk, with failure of type other than j is regarded as 
censored for jth estimating equation. 
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The competing risks regression based on cumulative incidence function is 
motivated by the fact that sometimes the estimates of crude hazard regression do 
not agree with impression drawn from plots of cumulative incidence function for 
each level of a risk factor (18].  Hence, it is reasonable to construct a regression 
model based on cumulative incidence function directly (18], [19], [20].   
 
3 Regression Trees for Competing Risks Data 
 
We look for a model that fits the data well in the form of classification, i.e. such its 
crude hazard function is represented by  ( ) ( ) ( ) ( ) ( )( ) KjxIxIxItst qsjj ,...,2,1    ,exp,, 210 =+++= q21X βββλλ K     (5) 
where λ0sj(t) represents the baseline hazard function of cause j for the individuals in 
stratum s; the Is denote ‘dummy’ variables, function of the predictor x, indicating 
membership to one of the classes other than the reference class [Ik(z) = 1 if the 
individual with predictor vector z is in class k and =0 otherwise].  The Is will be 
henceforth referred to as class indicator variables.  The βs are the log-relative 
hazards in comparing the specific class of interest to the reference class. 
 
Thus equation (5) represents q + 1 distinct classes: the reference class and q 
additional classes, the kth class being characterized by a hazard ratio, w.r.t. the 
reference class, constant in time and given by exp(βk).  Clearly this is simply a 
stratified Cox regression model with regressor given by class indicator variables. 
 
The idea of CART is adopted in the proposed tree procedure.  Its consist of three 
steps: the splitting rule for growing large tree method by partitioning the data 
recursively, a method to prune the large tree into a subtree sequence, and the 
right-sized tree determination. 
 
3.1 The Splitting Rule 
 
For each node the following crude hazard model with single dummy covariate is 
fitted: ( ) ( ) ( )( ) KjnicxItst iisjiij ,...,2,1  ;,...,2,1    ,exp,, 0 ==≤⋅= βλλ iX     (6) 
Indicator I(xi ≤ c) corresponds to split point c on continuous covariate x.  If the 
covariate is categorical, the indicator function for splitting should be I(xi ∈ A) for 
any subset A of its categories need to be considered.  The β  is the log-relative 
hazards between two sibling nodes. 
 
Let ( )cLRS  denotes the likelihood ratio statistic of model (6) for risk j which 
compares this model to the “null” model β=0 corresponding to cutpoint c.  The best 
cutpoint c* is defined as the cutpoint corresponding to the largest likelihood ratio 
statistic, namely ( ) ( )cLRS
Cc
c*LRS ∈= max , where C denote the set of all 
permissible cutpoints. 
 
The data are then partitioned into two daughter nodes according to the best 
cutpoint c* and the same splitting procedure is applied to either daughter node to 
split further.  This procedure is repeated till a minimum node size restriction or a 
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minimum event number of type j is reached.  The splitting procedure also naturally 
stops when the node become pure in the sense that all the responses share exactly 
the same covariate values.  This procedure leads to a large initial tree T0. 
 
3.2 The Pruning of Large Tree and the Right-size Tree 
 
The information content of a tree is defined as the sum of partial LRS of its terminal 
nodes.  To any tree of size q + 1 we associate a model given by equation (5) where 
the classes are its q + 1 terminal nodes.   
 
Given any two nested trees, the partial LRS comparing the largest to the smallest is 
a reasonable measure of the information addition corresponding to the pruning of 
the branch issuing from its internal node.  Therefore, we define the information 
content of a tree as the partial LRS comparing the tree to the trivial tree consisting 
of the root node alone.  The information loss of a tree with respect to the largest tree 
is simply the difference of the information contents. 
 
Model choice by minimum AIC will yield the right-size tree.  The AIC is defined by 
( ) ( ){ }parameterlAIC TT #ˆ2 −−=    (7) 
where ( )Tlˆ  is the log-likelihood of model (5) which is for tree T with q+1 terminal 
nodes. 
 
4 Example: Contraceptive discontinuation data 
 
To illustrate our approach we consider a sample of 6492 women drawn from the 
database of the Indonesian Demography and Health Survey (IDHS) 2002.  This is 
the national retrospective database consisting of data on time to contraceptive 
discontinuation.  All subjects are investigated on the history of last episode of 
contraceptive discontinuation.  We observed the length of time of the last 
contraception use, and we focus on three types of discontinuation in a “competing 
risks” framework.  The outcomes we consider are failure, contraceptive 
abandonment while in need of family planning, and switching to another 
contraceptive method.  A discontinuation is defined as a contraceptive failure if the 
woman reported that she became pregnant while using the method.  Thus, this 
definition includes both failures of the method itself and failure owing to incorrect 
or inconsistent use of the method.  Adoption of different method within one month 
of discontinuation is classified as a method switch, whereas continuation of 
nonuse for one month or more is classified as contraceptive abandonment.  Clearly, 
contraceptive failure is of interest because it leads directly to an unintended 
pregnancy.  Contraceptive abandonment is also important outcome to study 
because it leads to immediate risk of unintended pregnancy.  Method switching 
also may lead to an increased risk of unintended pregnancy if use of a modern 
method is discontinued in favor of a less effective, traditional method.  
Contraceptive failure is somewhat different from the other two outcomes in that it 
presumably is an unintentional event, whereas contraceptive abandonment and 
switching suggest some decision-making and choice on the part of the woman. 
 
We consider some covariates which suppose to be able to explain the rate of 
discontinuation.   The important one is the contraceptive method.  For this 
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analysis, contraceptive methods were grouped into three categories: pills and 
injectables, IUDs and implants, and other modern methods (mainly condoms).  
Traditional methods and sterilization were excluded from this study.  Pills and 
injectables were grouped together because they are both short-term hormonal 
methods.  IUDs and implants are longer-term reversible methods that require a 
health worker to remove them.  As such, they are fundamentally different from 
other reversible methods in that they require the user to be proactive to 
discontinue use and to have contact with the health system at the time of 
discontinuation. 
 
The other covariates are woman’s education (primary or lower, secondary, 
university), household economic status (1 – 7 scores), area of residence (urban, 
rural), age of the women at the start of the episode of use (years),  and religion 
(Islam, non-Islam). 
 
Table 1.  Descriptive statistics for variables considered in the model 
for contraceptive discontinuation 
 
       Percentage        Number   Means  Stdev 
       of Women       of Women 
 
Time to discontinuation (month) 
- failure     3.28    213    27.98     21.71 
- abandon   34.10  2214   33.05     21.89 
- switch    39.20  2545   23.81     20.44 
- censored   23.42  1520 
 
Age at start (year)      27.93       6.93 
  
Socioeconomic scores        2.29       1.73 
 
Residence 
- Rural (0)   55.3  3588        
- Urban (1)   44.7  2904        
 
Religion 
- Islam (0)   87.8  5701        
- Non-Islam (1)  12.2    791        
 
Education 
- ≤ Primary (0)  18.3  1187       
- Secondary (1)   54.5  3537       
- University (2)   27.2  1768       
 
Method 
- Pill/Injectables (0)  81.8   5309       
- IUD/implants (1)  16.3  1058       
- Others (2)     1.9    125        
 
 
Result of Kalbfleisch and Prentice [15] is presented for comparison (table 2).  
Analysis for discontinuation due to failure shows that Age, university education 
level and IUD/implants methods are statistically significant at level less than 1%.  
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The regression coefficient shows that the older have a lower risk to experience 
contraceptive failure, the university-educated-women have the higher risk of 
contraceptive failure and women with IUD/implants have lower risk than the other 
methods. 
 
Table 2. Analysis of time to failure of contraceptive methods with 
crude proportional hazards model 
 
Variable Coefficients Standard Wald Pr >           
  Error Chi-Square Chi-Square       
 
Age -0.056953 0.01136 25.15011    0.0001       
Socioeco -0.116885 0.04943   5.59254    0.0180       
Residence  0.218572 0.15492   1.99052    0.1583       
Religion  0.295574 0.20539   2.07107    0.1501       
Secondary  0.094530 0.20494   0.21277    0.6446       
University  0.768049 0.23313 10.85352    0.0010 
IUD/implant -1.544351 0.28897 28.56099    0.0001 
Other meth’s  0.532029 0.51397   1.07150    0.3006 
 
 
Next, we apply the proposed method to the data set.  Unlike the crude ordinary 
hazard proportional model which concern the quantity of covariate effects on time 
to discontinuation, our motivation question is “who is more likely to develop 
contraceptive discontinuation?”.  We are especially interested in identifying groups 
of women that have similar characteristics. 
 
We set the minimum node size to 400 observations or 20 failures.  Which one is 
reached first became the stopping rule.  Originally we obtained a tree with 7 
terminal nodes.  It is not surprising to see the first cut on Age followed by The 
University covariate as they are also the significant covariate on Table 2.   
 
Through the LRS strategy, a sequence of nested trees is obtained.  The right-size 
tree obtained by AIC minimum criteria consists of 3 terminal nodes refers to 3 
groups of women.  The first group is women whose age younger than 31.4 years 
with university education level.  The second group is younger-than-31.4 years-
women with secondary or lower education level.  The third group is the older-than-
31.4-years –women. 
 
By comparing result of table 2 and figure 1, we see that Age and University are the 
significant covariates on both results.  Even though, the IUD/implants is not the 
significant covariate on tree diagram, but the tree diagram shows the easier and 
more interpretable result.  The three terminal groups are sorted in descending 
order of hazard of failure as we go from left to right.  So, the younger women with 
university education level are the poorest group in terms of time to contraceptive 
failure rate, followed by younger and secondary or lower education level women, 
and the best group is the older-than-31.4-years-old-women.  This grouping is 
supported by the comparison of cumulative incidence function which show the 
probability of contraceptive failure among the three groups (see figure 2). 
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Figure 1.  Tree diagram for time to contraceptive failure (the circle-inside-
square node is node with pruned branch, fail and n denotes the 
number of failure and observations in a terminal node, 
respectively). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Comparison of Cumulative Incidence Function for 3 groups of 
women resulted by tree diagram. 
 
1
2
54
86 7
10
3
11
9
12 13
yes no
yes no
yes no yes no
yes no
yes no
Age ≤  31.4 ?
Educ = univ ?
Age ≤  26.83 ? Age ≤  26.58 ?
Age ≤  18.83 ?
Residence =
urban ?
fail: 33
n: 779
fail: 24
n: 505
fail: 22
n: 478
fail: 28
n: 651
fail: 41
n: 168
fail: 29
n: 978
fail: 36
n: 1933
0 20 40 60
0.
0
0.
1
0.
2
0.
3
0.
4
 
Time to contraceptive failure (month)
P
ro
ba
bi
lit
y 
of
 fa
ilu
re
4
5
3
Proceedings of ICAM05 967
  
Regression trees for competing risks survival data 
We also carried out the same analysis for the two others risks (abandoning and 
switching).  The tree diagram for these two risks enclosed in Appendix 1 and 2. 
 
5 Conclusion 
 
In brief, the crude hazard modeling through proportional hazards model and 
regression trees for competing risks survival data both appear useful in data 
exploration, and are somewhat complementary.  Usually the ordinary regression 
approach focuses on the examination of large numbers of model with main (linear) 
covariate effects and some two factor interactions.  Regression tree, on the other 
hand, is a clustering procedure which builds a tree from covariates.  The ordinary 
regression model seems better suited than regression trees to treat covariate effects 
which act broadly across the whole data.   
 
Regression tree is capable to uncover the unusual interaction effects that might be 
missed by the classical regression approach.  In terms of classification, regression 
trees is more directly and simply oriented toward this.   
 
The main emphasis of this paper has been on the flexibility of the tree-growing 
approach in the analysis competing risks data through crude hazard proportional 
model.  In the example show that regression tree is very useful to discriminate the 
group of women in terms of contraceptive failure rate. 
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A Tree diagram for time to Abandonment 
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B Tree diagram for time to Switching 
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BATCH PROCESSES, HOW TO MEASURE  A PROCESS 
CAPABILITY WITH A BETTER WAY: 
A CASE STUDY AT SOFT DRINK FACTORY 
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Surabaya, Indonesia. 
 
Abstract. Many products are manufactured in batches such as paint, soft drinks, 
adhesives, etc. The composition of a product such as soft drinks might be quite 
uniform throughout the batch. Thus only one observed value of a particular quality 
characteristic can be obtained. In this case, the sample size used for process 
control is n = 1; that is, the sample consists of an individual unit. In such 
situation, the control chart for individual units (IX & MR charts) is useful. The 
individual measurements on the IX chart are assumed to be uncorrelated. 
However, dependent or correlated measurements are fairly common in continuous 
operations such as brewing soft drinks. This study intends to search for ways how 
both potential and performance capabilities are measured in such situation. The 
data consists of a brix degree of a soft drink. The data were analyzed using the 
following steps: calculating the autocorrelation coefficient, reducing the data in 
such a way so that they become alternate-data, doing the EWMA transformation to 
get its residue, making an individual control chart, and measuring both potential 
and performance capabilities. The result of the research shows that a combination 
of the methods of alternate points and EWMA prediction was very efficient in 
measuring both potential and performance capabilities. The specialty of the 
research finding is the ability of the methods used in reducing the false alarm 
signals. 
Key-words: autocorrelation, potential capability, performance capability, alternate-
points, EWMA 
 
1 Introduction 
 
Many products are manufactured in batches such as paint, soft drinks, adhesives, 
etc. The composition of a product such as soft drinks might be quite uniform 
throughout the batch. Thus only one observed value of a particular quality 
characteristic can be obtained. In this case, the sample size used for process 
control is n = 1; that is, the sample consists of an individual unit. In such 
situation, the control chart for individual units (IX & MR charts) is useful [4, 11]. 
The control procedure uses the moving range of to successive observation to 
estimate the process variability. The moving range is defined as MRi | Xi - Xi-1 |. 
The chart for individuals can be interpreted much like an ordinary X  control 
chart.  A shift in the process average will result in either a point (or points) outside 
the control limits, or a pattern consisting of a run on one side of the center line. 
 
 The individual measurements on the IX chart are assumed to be uncorrelated [1, 
5, 8]. However, dependent or correlated measurements are fairly common in 
continuous operations such as brewing soft drinks. Even there are times when an 
assignable cause is known, but cannot be easily eliminated because it stems from 
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an integral part of the process. [10] recommended the use of alternate-points. In 
addition, [9] found the usefulness of exponential weighted moving average (EWMA) 
for forecasting when there is positive autocorrelation and the process average 
changes slowly.   
 
When a systematic time-related drift is present in a process, [5] recommended 
modeling the time series with one of the auto regressive, integrated, moving average 
(ARIMA) models. Once a reasonable model is established, future process 
measurements may be reliably predicted from the current and previous 
observations due to the auto correlated nature of data. When such a model fits the 
data well, differences between forecasted and actual measurements, called forecast 
errors or “residuals” should be relative small. In addition, a correctly specified 
model removes autocorrelation from the forecast error, leaving only random 
residuals, which may then be correctly monitored on an IX & MR chart. 
 
When the IX & MR chart for residuals indicates a good state of control, measuring 
process capability can be done. This research focuses on measuring potential 
capability and performance capability. Furthermore, the measuring process is 
based on the process recommended by [5]. 
 
 
2   Materials and Methods 
  
The data used in this paper is secondary data from a soft drink company. This data 
can be found in [3]. The data were taken from company “M” that produced 
carbonated soft drink. The observed characteristic was the brix level of the soft 
drink. Every measurement was the result of an examination of one bottle which 
was randomly taken every 30 minute production. So the sub-sample (n) =1. 
 
Data was statistically analyzed through the following steps: to make lag one plot 
measurements, to find out autocorrelation coefficient, to reduce the data to become 
alternate data, to do EWMA transformation and get the residual, to make 
individual control chart, and to measure potential and performance  capability. 
 
 
3 Finding and discussion 
 
The data of this paper is brix levels of soft drink from the factory. The data consists 
of 258 sub-samples, while the size of each sub-sample (n) is 1. Every sub-sample is 
taken with interval 30 minutes, the data is provided on appendix A (the data have 
been transformed to protect the secret of data). The factory determines LSL, USL 
and Target: 0.85, 1.15 and 1.00 respectively (they have been transformed, too).  
 
Because n = 1, statistical quality control uses Individual (IX) & Moving Range (MR) 
chart.  The control chart is shown in Figure 1. Notice that the process is apparently 
out-of-control but operating at an acceptable level because the whole points lay in 
USL and LSL limits. It would be of interest to know whether the out-of-control 
signals are indicating real problems or whether they are false alarm signals.  
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As shown in Figure 1, if the brix measurement taken at time t minus 1 is 
above the centerline, there is a strong likelihood the next measurement at time t 
will also be above the centerline. Likewise, when the measurement at t minus 1 is 
below the centerline, it is very probably the brix measurement for time period t is 
also below. 
Because there is little change from one brix measurement to the next, the 
moving ranges are relatively small, but display good control on the moving range 
chart. However, these small ranges cause MR  to also be small, resulting in very 
“tight” control limits for the IX chart. As the process average for brix gradually 
drifts up and down due to subtle changes in the blending process, a number of brix 
readings are push outside of these narrow control limits.  In this situation, any 
inherent drifts in the process average will dramatically increases the false alarm 
rate of Shewhart charts to the point of rendering them ineffective, and possibly 
even misleading.  In addition, the standard deviation estimated from this R  value 
is virtually worthless for estimating process capability [6].  
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Fig. 1   IX & MR chart for brix level  
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If  the cause of this drift is part of the process (as it often is in continuous process), 
or cannot be readily adjusted, the operator has an out-of-control signal he cannot 
correct,  leading to either the chart being ignored or the process being over 
adjusted. The cyclical drift of the process average also negates the usefulness of 
any Western Electric run rules, thus contributing even more interpretation 
difficulties.  
 
This charting problem is direct result of high autocorrelation, which is a measure 
of the degree to which individual measurement from a single process are related to 
each other [5]. Autocorrelation is occasionally referred to as serial correlation, as it 
occur at time series of measurements, like those produce in the processing 
industries.  Lack of independence in consecutive observations is typically detected 
in one of two ways: plotting the data on a scatter diagram and looking for a 
pattern, or calculating the simple autocorrelation and testing to determine if it is 
significant.  
 
With the first approach, the measurement at time t (labeled Xt-1 ) is considered the 
x coordinate, while the measurement at time t (labeled Xt) becomes the y 
coordinate for each point plotted on the scatter diagram. Xt-1 is often referred to in 
the statistical literature as the measurement for the “lag one” time period. If 
analysis of the scatter diagram reveals a pattern then a reasonable prediction of Xt 
can be made from Xt-1, implying that consecutive measurement are not 
independent.  If so, standard Shewhart control charts should not be chosen to 
monitor this process.  
 
In this research, the writer considered that the use of one cycle for measuring 
process capability is enough. This data is the first 73 measurements from appendix 
A presented in Table 1. The first column lists the measurement number in 
chronological order from the time period of 1 to 73, while the second column 
contains the actual brix measurements at time t, labeled as Xt. In the third column, 
the measurements of column two have been shifted down one row to become Xt-1, 
the lag one time period. Thus, for time period two, X2 equals 1.07 while the brix 
measurement for the lag one time period X2-1, or X1, is 1.09. 
 
Table 1   73 brix measurements displaying autocorrelation 
 
Time 
Period, 
t 
Y =  
Xt 
 
x = Xt-1 
 
Xt - X  
 
Xt-1 – X  
 
( Xt - X )x 
(Xt-1 - X ) 
(Xt - X )² 
 
1 1.09 _ 0.098356 _ _ 0.009674 
2 1.07 1.09 0.078356 0.098356 0.007707 0.00614 
3 1.10 1.07 0.108356 0.078356 0.00849 0.011741 
. . . . . . . 
. . . . . . . 
. . . . . . . 
73 0.94 0.96 -0.05164 -0.03164 0.001634 0.002667 
 Total 72.39       0.100082 0.129203 
 Average 0.9916           
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Each brix measurement, along with corresponding lag one time period 
measurement, is plotted as a point on the scatter diagram exhibited in Figure 2.  
 
Note that the scales on both axes are identical for an autocorrelation scatter 
diagram. Although data are collected over 73 time periods, there are only 72 points 
because the first measurement (at t = 1) has no corresponding lag one time period.  
 
Because the plot points are grouped in a fairly tight ellipsoid around the 45-degree 
line, the existence of positive autocorrelation is quite likely. Positive autocorrelation 
means there is a high probability that the current brix reading will be higher than 
average when the immediately previous reading is higher than average.  Negative 
autocorrelation is the reverse: there is a high probability Xt will be low given that 
Xt-1 was high. Positive autocorrelation may be due to the “inertia” of a process. The 
brix of soft drink cannot be instantaneously shifted higher or lower. 
 
                          
0.92
0.94
0.96
0.98
1
1.02
1.04
1.06
1.08
1.1
1.12
0.9 0.95 1 1.05 1.1 1.15
Lag One Brix Reading
C
ur
re
nt
 B
rix
 R
ea
di
ng
 
      Fig. 2    Scatter diagram revealing presence of autocorrelation. 
 
The presence of either positive or negative autocorrelation implies the process 
average is not stable, but moving. In many situations, this movement is inherent to 
the process, especially in the chemical and processing industries. If so, these drifts 
in the process average cannot be easily or quickly eliminated and must definitely 
be taken into consideration when conducting a capability study on this process. 
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Autocorrelation may be more precisely quantified by computing an estimate of ρ, 
the coefficient of autocorrelation. Its formula is given below, where t represents the 
lag period, while m is the number of time periods [2]. Thus, ρ1 measures the 
amount of correlation between the current measurement and the lag one time 
period measurement.  
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The estimate of ρ will always be between -1 and +1.  A negative ρ value implies 
negative autocorrelation, whereas a positive value indicates the presence of positive 
autocorrelation. Ρ values close to zero mean little autocorrelation is present. 
Autocorrelations begins creating problems for the calculation of meaningful control 
limits when ρ is greater than 0.6 [5]. For the data in Table 1, autocorrelation of the 
current measurement with the lag one measurement is estimated as 0.775.  
 
For an α of level 0.05, autocorrelation is significant if the absolute value of the 
estimate for ρ is greater than 1.96 divided by the square root  of m. In the brix in 
table 1, the ρ1 is estimated as 0.775, while the number of time period is 73. 
                  >= 775.0ˆ1ρ   229.0
73
96.12/ ==
m
Zα  
 
As 0.775 is substantially greater than 0.223, autocorrelation with the lag one time 
period is certainly significant at the α equal 0.05 level. Thus traditional control 
charts should not be chosen to monitor the brix level of this brewing soft drink 
because the brix measurements cannot be considered independent. For this 
reason, [10] recommended to make a control chart by plotting only alternate 
points, that is, every other point, so that the plotting points are independent. This 
research took alternate data, that is 1, 3, 5, … 71, so that it obtained 36 
measurements (points), as showed in table 2.  
 
Table 2   Alternate points from 73 consecutive 
measurement available are given in table 1. 
 
Sub-
sample 
Number 
 Brix 
 
Sub-
sample 
Number 
 Brix 
 
Sub-
sample 
Number 
 Brix 
 
Sub-
sample 
Number 
 Brix 
 
1 1.09 19 1.09 37 1.01 55 0.96 
3 1.10 21 1.07 39 0.99 57 0.94 
5 1.03 23 1.05 41 0.96 59 0.95 
7 1.01 25 1.03 43 0.95 61 0.95 
9 0.96 27 1.00 45 0.98 63 0.94 
11 0.95 29 1.00 47 0.96 65 0.98 
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13 0.98 31 1.00 49 0.99 67 0.95 
15 0.99 33 1.00 51 0.99 69 0.95 
17 0.98 35 1.01 53 0.97 71 0.95 
 
 
 Autocorrelation of these 36 measurements with the lag one measurement is 
estimated as 689.0ˆ =ρ . It is lower than the previous ρˆ ; however, it is still 
significant because of 327.0
36
96.1689.0ˆ 2/ ==>=
m
zαρ .   
Therefore, the processing should be continued with EWMA (exponentially weighted 
moving average) transformation. 
 
[9] have found exponentially weighted moving average (EWMA) useful for 
forecasting when there is positive autocorrelation and the process average changes 
slowly. The EWMA models predicts the measurement for time period t, tXˆ , by 
taking a weighted average of the previous measurement, 1−tX , and the forecast for 
1−tX , labeled 1ˆ −tX .  The formula is: 
                     
11
ˆ)1(ˆ −− −+= ttt XXX λλ  
 
The symbol λ is the weighting factor, which is a positive number less than 1. λ 
values close  to 1 give more weight to the most recent observation and less to 
previous ones, whereas values close to 0 weigh older observations more than 
current  ones. The precise λ for a particular process is frequently selected as the 
one which minimizes the sum of the squared residuals (the forecast error) or which 
has insignificant autocorrelation residual. 
 
The application of the EWMA model to 36 alternate measurements with λ equal to 
0.9 is presented in Table 3. 
 
Table 3 Application of the EWMA model to brix measurements. 
 
Actual 
Xt 
Forecast 
tXˆ  
Residual 
(Rest) 
( tXX ˆ− ) Rest-1  
sst ReRe −  
 
sst ReRe 1−−  
 
(5)x(6) 
 
 
(5)2 
 
 
(1) (2) (3) (4) (5) (6) (7) (8) 
1.09 0.99194 0.0980 _ 0.099332 _ _ 0.00986 
1.1 1.08 0.02 0.0980 0.021276 0.099332 0.00211 0.00045 
1.03 1.098 -0.068 0.02 -0.06672 0.021276 -0.0014 0.00445 
1.01 1.037 -0.027 -0.068 -0.02572 -0.06672 0.00171 0.00066 
0.96 1.013 -0.053 -0.027 -0.05172 -0.02572 0.00133 0.00267 
. . . . . . . . 
. . . . . . . . 
. . . . . . . . 
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0.95 0.95 0 -0.003 0.001276 -0.00172 -2.2E-06 
1.63E-
06 
  Total -0.0459       0.002514 0.04027 
  Average -0.0012           
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As 0.0624 is substantially less than 0.327, autocorrelation with the lag one time 
period is certainly not significant at the α equal 0.05 level. Because no significant 
autocorrelation exists between the residuals, these residuals can be used to make 
IX & MR chart. The IX & MR chart is shown in Figure 3. 
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An analysis of Figure 3 shows that there are out-of-control points on the IX chart 
at point 1 and 10 and out-of-control point on MR chart at point 9 and 10. These 
points (residuals) are discarded from the data (residuals) and the new IX & MR 
chart is computed with remaining residuals. After being revised twice, the result is 
shown in Figure 4.  
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             Fig. 4   IX & MR chart after being revised twice. 
 
Figure 4 shows that there is no out-of-control point on the IX & MR chart. This 
means that the process is stable. The result obtained from this chart is shown as 
follows: 
CL = -0.0056, UCL = 0.05274 and LCL = -0.06395 for IX chart; and MR = 0.02194 
for MR chart.  
 
Because the IX & MR chart of residual exhibits statistically controlled, the 
AUTOST .σˆ  is estimated from the average moving range of 0.02194,  
128.1
ˆ .
MR
AUTOST =σ = 0.01945 
 With a LSL of 1.15 and an USL of 0.85 for brix, potential capability,  
AUTOPC .  is estimated as: 
===
0.116702
3.0
ˆ6 .
.
AutoST
AUTOP
ToleranceC σ  2.570647. 
 
This reveals the process capability ( AUTOP.6σ ) is less then the tolerance (USL-LSL), 
is the most desirable case. A capability index of 1.33 is considered by most 
companies to be a de facto standard with even large values desired [4].  
 
From the forecasted brix levels exhibited in Table 3, Lµˆ and Hµˆ are found to be 
0.941 and 1.098, respectively. With the standard deviation estimated as 0.01945, 
the performance capability, AUTOPKC .ˆ , is estimated as: 
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As AUTOPKC .ˆ is less than 1.0, work must begin to either shrink AUTOST .σˆ  or 
diminish the amount of drifting in the process average. 
 
Figure 5 presents the IX and MR chart, normal probability plot, and capability plot 
for the residual.  
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           Fig. 5   Process capability sixpack for Residual. 
 
The AUTOST .σˆ  = 0.01945 obtained is used to set up IX & MR for the 73 brix 
levels in Table 1. The control chart is shown in Figure 6. 
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  Fig. 6 IX & MR for the 73 brix levels with AUTOST .σˆ = 0.01945 
 
If Figure 6 is compared to Figure B.3 in appendix B, there are differences in the 
number of points which are outside of the control limits. In figure 6 there are 10 
points, while in Figure B.3 there are 32 points. In other words, there are 22 false 
alarm signals reduced. 
 
 
4   Conclusion 
 
The result of the research shows that a combination of the methods of alternate-
points and EWMA prediction was very efficient in measuring both potential and 
performance capabilities. The potential capability index obtained in this research is 
2.57, is the most desirable case. Moreover, the performance capability index 
obtained is less than 1.0 (i.e. 0.89) which means work must begin to either shrink 
AUTOST .σˆ  or diminish the amount of drifting in the process average. Finally, this 
research finding reveals the ability of the methods used in reducing the false alarm 
signals. 
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Appendix 
 
A Brix levels of soft drink from the factory (the data 
have been transformed to protect the secret of 
data). 
 
Sub- 
sample 
Number 
  
Brix 
  
Sub- 
sample 
Number 
  
Brix 
  
Sub- 
sample 
Number 
  
Brix 
  
Sub- 
sample 
Number 
  
Brix 
  
Sub- 
sample 
Number 
  
Brix 
  
1 1.09 73 0.94 145 1 217 1.04 289 1 
2 1.07 74 1 146 0.98 218 1.03 290 0.9 
3 1.1 75 1 147 0.95 219 1.04 291 0.9 
4 1.07 76 1 148 0.93 220 1.03 292 1 
5 1.03 77 1.06 149 0.91 221 1.01 293 0.9 
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6 1.02 78 1.02 150 0.94 222 1.04 294 0.9 
7 1.01 79 1.02 151 0.95 223 1 295 1 
8 1 80 1.05 152 0.96 224 1.01 296 1 
9 0.96 81 1.05 153 0.95 225 1.05 297 1 
10 0.97 82 1.06 154 0.98 226 1.02 298 1 
11 0.95 83 1.01 155 0.95 227 1.03 299 0.9 
12 1.02 84 1.01 156 0.97 228 1.01 300 1 
13 0.98 85 0.99 157 1 229 1.03 301 1 
14 1.02 86 1 158 1 230 1.06 302 0.9 
15 0.99 87 1.01 159 1 231 1.02 303 0.9 
16 0.99 88 1.01 160 1 232 1.05 304 1 
17 0.98 89 1.02 161 1 233 1.05 305 1 
18 1.08 90 1 162 1 234 1.05 306 1 
19 1.09 91 1.05 163 1 235 0.96 307 1 
20 1.04 92 0.97 164 0.9 236 0.96 308 1 
21 1.07 93 1.01 165 0.9 237 0.98 309 1 
22 1.06 94 1.02 166 1 238 0.97 310 1 
23 1.05 95 0.95 167 1 239 0.97 311 0.9 
24 1.06 96 0.98 168 1 240 0.99 312 0.9 
25 1.03 97 0.95 169 1 241 0.98 313 0.93 
26 1.01 98 0.93 170 1 242 0.93 314 0.92 
27 1 99 0.97 171 1 243 0.93 315 0.96 
28 1.03 100 0.94 172 1 244 0.94 316 1.03 
29 1 101 0.85 173 1 245 0.95 317 1.02 
30 1.01 102 0.87 174 1 246 0.97 318 1.02 
31 1 103 0.91 175 1 247 0.98 319 0.99 
32 1 104 0.98 176 1 248 0.99 320 0.99 
33 1 105 0.93 177 1 249 0.99 321 1.03 
34 1 106 0.94 178 1.1 250 0.98 322 1 
35 1.01 107 0.94 179 1 251 0.86 323 1.02 
36 1.02 108 0.89 180 1.1 252 1.01 324 1.04 
37 1.01 109 0.92 181 1 253 1 325 0.96 
38 0.97 110 0.92 182 1.1 254 1.02 326 1.08 
39 0.99 111 0.95 183 1.1 255 1 327 1.08 
40 0.98 112 0.93 184 1 256 1.01 328 1.03 
41 0.96 113 0.95 185 1 257 1.03 329 0.9 
42 0.94 114 0.99 186 1 258 1.04 330 0.97 
43 0.95 115 0.95 187 1.1 259 1.05 331 1.08 
44 0.94 116 0.94 188 1.1 260 1.02 332 1.04 
45 0.98 117 0.95 189 1 261 1 333 1 
46 0.95 118 0.96 190 0.9 262 1 334 0.99 
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47 0.96 119 0.95 191 0.9 263 1 335 0.94 
48 0.95 120 0.99 192 0.9 264 1 336 0.98 
49 0.99 121 0.98 193 1 265 0.9 337 0.96 
50 0.98 122 1.01 194 1 266 1 338 0.98 
51 0.99 123 0.94 195 1 267 0.9 339 0.97 
52 0.97 124 0.95 196 1 268 1 340 1 
53 0.97 125 1.01 197 1 269 1 341 1 
54 0.97 126 0.98 198 1 270 1 342 1 
55 0.96 127 1 199 0.9 271 1 343 0.98 
56 0.95 128 1.01 200 0.9 272 1 344 0.98 
57 0.94 129 1.06 201 1 273 1 345 0.98 
58 0.95 130 1.03 202 1.1 274 1 346 1.03 
59 0.95 131 0.99 203 1.1 275 1 347 1.03 
60 0.97 132 0.99 204 1.1 276 1 348 1 
61 0.95 133 1.04 205 1 277 1 349 0.96 
62 0.96 134 1.05 206 1 278 1 350 0.95 
63 0.94 135 1.01 207 1 279 1 351 0.97 
64 0.95 136 0.99 208 1 280 1 352 0.94 
65 0.98 137 0.96 209 1.07 281 1 353 0.93 
66 0.95 138 0.98 210 1.07 282 1 354 0.91 
67 0.95 139 1 211 1.03 283 1 355 0.96 
68 0.97 140 0.99 212 1.03 284 1 356 0.96 
69 0.95 141 0.99 213 1.03 285 1 357 0.94 
70 0.96 142 1.02 214 1.04 286 1 358 1.01 
71 0.95 143 0.97 215 1.06 287 1   
72 0.96 144 0.99 216 1.08 288 1   
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B  IX & MR chart for the 73 brix levels in table 1 
without alternate points and EWMA 
transformation. 
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Fig. B.1  IX & MR chart for the 73 brix levels in table 1 
 
An analysis of Figure A shows that there are out-of-control points on the IX 
chart at point 1, 2, 3, 4, 5, 11, 18, 19, 20, 21, 22, 23, 24, 25, 28, 42, 43, 44, 46, 
48, 56, 57, 58, 59, 61, 63, 64, 66, 67, 69, 71, and  73 These points are discarded 
from the data and the new IX & MR chart is computed with remaining brix levels. 
After being revised fourth, the result is shown in Figure B. 
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Fig. B.2   IX & MR chart after being revised fourth. 
 
Because the IX & MR chart after being revised fourth exhibits statistically 
controlled, the AUTOST .σˆ  is estimated from the average moving range of 0.01367,  
128.1
ˆ .
MR
AUTOST =σ  = 0.012119  This AUTOST .σˆ  is used to set up IX & MR for the 73 
brix levels in Table 1. The control chart is shown in Figure B.3. 
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Fig. B.3  IX & MR for the 73 brix levels with AUTOST .σˆ = 0.012119 
 
An analysis of Figure C shows that there are 32 points are out side of the control 
limits. 
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ON THE STABILITY OF NEURAL
NETWORKS IN PERIODIC ENVIRONMENT
Sariyasa
IKIP Negeri Singaraja, Bali, Indonesia
Abstract. The dynamics of Hopfield-type neural networks subjected to periodic
external stimuli are investigated. Delays are incorporated in the networks and the
networks parameters are assumed to be periodic. The investigation is focused on
the dynamics of the networks in encoding external stimuli which vary periodically
with time and recalling the encoded patterns associated with the external stimuli.
In particular sufficient conditions for the exponential stability of the networks
toward encoded patterns associated with the external stimuli are established.
Key-words: Hopfield-type neural networks, time delays, exponential stability,
periodic environment
1 Introduction
Most of the theoretical studies on neural networks is predominantly concerned
with autonomous systems containing temporally uniform network parameters and
external input stimuli. A study dealing with time-varying stimuli or network pa-
rameters appears to be scarce; such studies are however important to understand
the dynamical characteristics of neuron behaviour in time-varying environments.
In studying neural networks, it is generally assumed that the environment within
which the network operates does not change with time or stationary. Frequently,
however, the environment of interest is non-stationary which means that the pa-
rameters of the information-bearing signals generated by the environment vary
with time [7]. Thus it is necessary to develop a model than can track the temporal
variations of the environment in which it operates.
It has been reported (see [3], [6], [4]) that assemblies of cells in the visual cor-
tex oscillate synchronously in response to external stimuli. Such a synchrony is a
manifestation of the encoding process of temporally varying external stimuli. In
[9] it is shown that a chaotic attractor can be converted to any one of a large
number of possible time periodic motions by the introduction of time dependent
perturbations to the network parameters. Thus it is worthwhile to consider time-
dependent parameters in the equations governing the dynamics of neurons.
Since delays are naturally present in biological neurons through synaptic transmis-
sions, finite conduction velocities along the axon, and neural processing of input
stimuli, we incorporate delays in the processing parts of the network’s architec-
tures.
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Applications of neural networks depend on the dynamics of the governing system
of neural networks. For instance in solving problems in parallel computation and
signal processing involving optimization one has to design models of neural net-
works possessing a unique equilibrium of temporally static or dynamic type so as
to avoid spurious behaviour related to local minima (see for instance [1], [5], [8]).
In applications, it is important to improve the rate of convergence to equilibrium
state of the network and hence to reduce the computation time. If the equilibrium
of the network is exponentially asymptotically stable, then the convergence is fast
for real time computation. Thus it is required to design a network that possesses
exponential stability.
We are interested in studying the effect of a temporally varying external stimuli on
the dynamics of the Hopfield-type neural networks; in particular we investigate the
dynamics of a neural network in encoding external stimuli which vary periodically
with time and recalling the encoded patterns associated with the external stimuli.
We will derive sufficient conditions for the existence (or encoding) of a globally
attractive (associative recall) periodic solution (or pattern) associated with a given
periodic external stimuli.
2 Existence and Exponential Stability of Periodic
Solutions
We consider the dynamics of the neural network in the following form:
dxi(t)
dt
= −ai(t)xi(t) +
n∑
j=1
bij(t) tanh
(
xj(t− τij)
)
+ fi(t), t > 0 (1)
in which τij ≥ 0 denotes delays, i ∈ I = {1, 2, . . . , n} and ai(·), bij(·), fi(·) denote
continuous real-valued functions defined on (−∞,∞) and are periodic with period
ω > 0 so that
ai(t+ ω) = ai(t), bij(t+ ω) = bij(t), fi(t+ ω) = fi(t), t ∈ R.
In (1), ai(·) denote quantitative measures of the neuronal dissipation or negative
feedback terms; bij(·) denotes the neuron gains, and fi(·) denote the periodic ex-
ternal stimuli.
The equation (1) is supplemented with an initial condition of the form
xi(s) = ϕi(s), s ∈ [−τ, 0], ϕi ∈ C[−τ, 0], τ = max
i,j∈I
{τij}
where C[−τ, 0] denotes the space of all continuous real-valued functions defined
on [−τ, 0] endowed with the supremum norm ‖ · ‖ defined by
‖xi(t)‖ = sup
s∈[−τ,0]
|xi(t+ s)|.
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The presence of the delays in the networks may affect the convergence rate. Ac-
cordingly, it is necessary to eliminate the effects of delay on the convergence rate.
Thus, in the following we derive sufficient conditions independent of the delay for
the exponential stability of solutions of (1).
Let xi(t) = xi(t, ϕi) and yi(t) = yi(t, ψi), t > 0 denote arbitrary solutions of (1)
corresponding to initial conditions ϕi = ϕi(s) and ψi = ψi(s) defined for s ∈ [−τ, 0]
respectively.
The following result establishes the exponential stability of the solutions of (1).
Theorem 2.1. Assume that the coefficients ai(·) and bij(·) are bounded and
continuous on (−∞,∞) such that
0 < inf
t∈R
ai(t) = ai >
n∑
j=1
b¯ji, i ∈ I (2)
where b¯ji = supt∈R |bij(t)|; suppose the time delay τij is a constant, τij ≥ 0. Then
solutions of the system (1) is exponentially stable in the sense that there exist
positive numbers M and r such that
n∑
i=1
‖xi(t)− yi(t)‖ ≤Me−rt
n∑
i=1
‖xi(0)− yi(0)‖, t > 0.
Proof. Consider the function gi : [0,∞)→ R defined by
gi(wi) = ai − wi −
n∑
j=1
b¯jie
wiτji , wi ≥ 0, i ∈ I. (3)
We have from (2) and (3) that
gi(0) = ai −
n∑
j=1
b¯ji > 0 for all i ∈ I.
Since gi(·) is continuous on [0,∞) and gi(wi) → −∞ as wi → ∞, there exists an
∗i ∈ [0,∞) such that
gi(∗i ) = ai − ∗i −
n∑
j=1
b¯jie
∗i τji = 0 for all i ∈ I.
By choosing  = mini∈I {∗i } we have
gi() = ai − −
n∑
j=1
b¯jie
∗i τji ≥ 0 for all i ∈ I. (4)
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Let xi(t) and yi(t) denote any two solutions of (1). Then we have from (1) that
d+
dt
|xi(t)− yi(t)| ≤ −ai|xi(t)− yi(t)|+
n∑
j=1
b¯ij |xj(t− τij)− yj(t− τij)|, t > 0.
Now we define
zi(t) = et|xi(t)− yi(t)| (5)
and construct Lyapunov functional V (t) as follows
V (t) =
n∑
i=1
zi(t) + n∑
j=1
b¯ije
τij
∫ t
t−τij
zj(s) ds
 , t > 0.
Note that V (t) > 0 for t > 0 and V (0) is finite. Calculating the upper right
derivative of V along the solutions of (1) we obtain
d+V
dt
≤
n∑
i=1
−(ai − )zi(t) + n∑
j=1
b¯ije
τijzj(t)

= −
n∑
i=1
ai − − n∑
j=1
b¯jie
τji
 zi(t), t > 0. (6)
By using (4) in (6) we have d
+V (t)
dt ≤ 0 for t > 0 and so V (t) ≤ V (0) for t > 0.
This implies that
n∑
i=1
zi(t) ≤
n∑
i=1
zi(0) + n∑
j=1
b¯ije
τij
∫ 0
−τij
zj(s) ds

=
n∑
i=1
zi(0) + n∑
j=1
b¯jie
τji
∫ 0
−τji
zi(s) ds
 , t > 0 (7)
Using (5) in (7) and noting that τ = maxi,j∈I {τij}, we derive
n∑
i=1
|xi(t)− yi(t)|et ≤
n∑
i=1
|xi(0)− yi(0)|+ n∑
j=1
b¯jie
τji
∫ 0
−τji
|xj(s)− yj(s)|es ds

≤
n∑
i=1
 sup
s∈[−τ,0]
|xi(s)− yi(s)|+
n∑
j=1
τ b¯jie
τ sup
s∈[−τ,0]
|xj(s)− yj(s)|

=
n∑
i=1
1 + n∑
j=1
τ b¯jie
τ
 ‖xi(0)− yi(0)‖. (8)
Proceedings of ICAM05 991
  
Stability of neural networks in periodic environment
Thus we obtain from (8),
n∑
i=1
|xi(t)− yi(t)| ≤ e−t
n∑
i=1
1 + n∑
j=1
τ b¯jie
τ
 ‖xi(0)− yi(0)‖, t > 0
from which we derive
n∑
i=1
‖xi(t)− yi(t)‖ = sup
s∈[t−τ,t]
|xi(s)− yi(s)| ≤ e−t
n∑
i=1
1 + n∑
j=1
τ b¯jie
τ
 ‖xi(0)− yi(0)‖
=Me−t
n∑
i=1
‖xi(0)− yi(0)‖, t > 0
(9)
where M = 1+
∑n
j=1 τ b¯jie
τ . Since M ≥ 1,  > 0, xi(t) and yi(t) for i ∈ I denote
arbitrary solutions of (1), the exponential stability of (1) follows from (9). This
completes the proof.
The following result establishes the existence of exponentially stable periodic solu-
tions. These periodic solutions represent the encoded neural pattern corresponding
to the periodic input stimuli denoted by fi.
Theorem 2.2. Assume that the hypotheses of Theorem 2.1 hold. Suppose that
ai(·), bij(·), and fi(·) are periodic with period ω > 0. Let τij ≥ 0 be a constant.
Then the system (1) has a periodic solution x∗i (t) with period ω which is expo-
nentially stable.
Proof. We only need to show the existence of the periodic solution x∗i (t). The
exponential stability will follow from Theorem 2.1. Let ai and b¯ji be as in Theorem
2.1. Then we have from (9) that
n∑
i=1
‖xi(t)− yi(t)‖ ≤Me−t
n∑
i=1
‖xi(0)− yi(0)‖, t > 0. (10)
Choose a positive integer m large enough such that
Me−mω = ρ < 1.
Then we have from (10) with t = mω that
n∑
i=1
‖xi(mω)− yi(mω)‖ ≤ ρ‖xi(0)− yi(0)‖.
Define a map T : C[−τ, 0] 7−→ C[−τ, 0] by the following
T (ϕi) = xi(ω, ϕi)
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where xi(ω, ϕi) denotes the solution in C[−τ, 0] of (1) corresponding to the initial
value ϕi ∈ C[−τ, 0]. Then we have from the uniqueness of solutions of (1) that
T 2(ϕi) = T (xi(ω, ϕi)) = xi(2ω, ϕi)
and in general,
Tm(ϕi) = xi(mω,ϕi).
It then follows from
‖Tm(ϕi)− Tm(ψi)‖ = ‖xi(mω,ϕi)− x(mω,ψi)‖
≤ ρ‖ϕi − ψi‖ < ‖ϕi − ψi‖
that the mapping Tm is a contraction on the Banach space C[−τ, 0] of continuous
functions since C[−τ, 0] is the space of continuous functions defined on a bounded
closed interval. By the contraction mapping principle (see for instance Coppel
[1965], p. 11], the mapping Tm has a fixed point say ϕ∗i such that
Tm(ϕ∗i ) = ϕ
∗
i .
Since
Tm(T (ϕ∗i )) = T (T
m(ϕ∗i )) = Tϕ
∗
i ,
it follows that
T (ϕ∗i ) = ϕ
∗
i or xi(ω, ϕ
∗
i ) = ϕ
∗
i .
Again from the uniqueness of solutions of (1), we obtain from xi(ω, ϕ∗i ) = ϕ
∗
i that
xi(t+ ω, ϕ∗i ) = xi(t, xi(ω, ϕ
∗
i ))
= xi(t, ϕ∗i ) for all t.
Thus xi(t, ϕ∗i ) is a periodic solution of (1) and the existence of a periodic solution
of (1) is established. The exponential stability follows from Theorem 2.1 and the
proof is complete.
3 Summary
Exponential stability of delayed Hopfield-type neural networks subjected to peri-
odic external stimuli has been studied. The network parameters are assumed to
be periodic. We have obtain sufficient conditions for the existence (or encoding) of
a globally attractive (associative recall) periodic solution (or pattern) associated
with a given periodic external stimuli.
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BARENBLATT’S SOLUTION: AN APPLICATION FOR 
DIFFUSION PROCESS OF AN IMPULSIVE SOURCE 
AND THE LIMITING CASE FOR NON-POROUS MEDIA 
  
H. Budimana, E. Cahyonoa 
 
a Universitas Haluoleo, Kendari, Indonesia  
 
Abstract. In this paper we discuss Barenblatt’s solution of a diffusion equation in 
porous media and fundamental solution of the heat equation. We observe that in 
the limiting case Barenblatt’s solution approaches fundamental solution. We 
exploit the sum of Barenblatt’s solution (SBS) to model the diffusion process of the 
liquid that is produced by an impulsive source of pollution. 
Key-words: heat equation, diffusion equation, Barenblatt’s solution, fundamental 
solution  
 
1 Introduction 
 
The paper is motivated by a problem appearing in chemical industry. Often, a 
network of pipes installed in the ground under the factory. Chemical liquid is 
transported from one industrial process to the other via the pipes. There is a 
possibility that the pipes leak the liquid to the surrounding area, and may pollute 
the ground water underneath the factory as illustrated in Figure 1. This can be 
indicated by the chemical concentration of the ground water, which is continuously 
monitored at several observation wells inside the complex of the factory. 
 
 
 
Figure 1. Illustrative plot of a pipe beneath the surface. 
 
It  is desirable to develop a method to find the source of pollution based on the 
historical  data collected from the observation wells. To do so we assume the 
chemical pollution diffuses in a two-dimensional uniform medium. Hence, the 
diffusion of the pollution is governed by the diffusion equation in porous media. 
This model uses the so-called Barenblatt’s solution. It exhibits singularity at the 
origin, interpreted as the source of mass (of pollution). The sum of Barenblatt’s 
solutions (SBS) to the diffusion equation in porous will be a candidate to develop 
such method. Its singular point, interpreted as the position where the pipe, 
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continually leaks some amount of chemical ‘mass’. This solution may provide a way 
to trace the source by formulating the issue into the so-called signaling problem. 
 
The focus of this paper is the sum of Barenblatt’s solution (SBS). We will exploit 
SBS to model the diffusion process of the liquid that is produced by an impulsive 
source of pollution. Moreover, we compare Barenblatt’s solution to the fundamental 
solution of diffusion equation  for nonporous media (heat equation). 
 
2 Diffusion equation, Barenblatt’s and fundamental 
solutions  
 
We consider mass transfer in one-dimensional space (ℜ ). We write the spatial 
variable in the form ℜ∈x , temporal variable .0>t  The state variable 
),( txuu =  represents mass density at the point x  and time t. The mass transfer 
in a one-dimensional non-porous medium satisfies the diffusion equation 
( )xxt uuKu ⋅∂= )( ,      (1) 
where K(u) is the diffusion rate of the medium. Equation (1) was first derived by 
Fourier, recent derivation is given in [2] and for the case of constant diffusion rate 
can be found in some standard textbook such as [5:510-512]. 
 
Consider a constant diffusion rate and all variables in the normalized form without 
writing the straightforward. Based on this restriction, equation (1) becomes 
xxt uu = .       (2) 
The fundamental solution of (2) given by 
),
4
exp(1),(
2
t
x
t
txu −=  for 0>t .    (3) 
Note that the fundamental solution exhibits singularity at the origin at 0=t . 
Interpreting the origin as the source of mass, it releases an amount of mass to the 
surrounding area. At 0=t  the released mass occupies a single point (the origin), 
causing the mass density infinite. 
 
On the other hand, the diffusion process in a porous medium in normalized form is 
given by (see [4]) ( )rxt uu 2∂= ,       (4) 
where r > 1 is a parameter related to the pore size. Writing (4) in the form of (2) we 
have ( )xrxt uruu ⋅∂= −1 .      (5) 
Hence, (4) is a special case of (1) for 1)( −= rruuK . Observe that for r approaches 
1, (4) tends to (2). It is natural to ask whether (4) has a solution that looks like (3), 
and approaches (3) as r approaches 1. 
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Equation (4) give a solution (see [4]) the so-called Barenblatt’s solution in the form 
1
1
1
2
2
1
1 )1(2
11),(
−






+






+ 

















+
−
−=
r
rr t
x
rr
rb
t
txu .     
where b is a constant, and the restriction on 
0
)1(2
1
1
2
2
>





+
−
−






+rt
x
rr
rb .     (6) 
The restriction is to guarantee the non-negative value of the state variable that 
represent the mass density. Solving (6) with respect to x gives 
11 xxx <<− .        
where 
( )
1
12 1
2
2
1
−
−
=
+
r
trbr
x
r
.      
Barenblatt’s solution also has singularity at the origin at 0=t . Hence we may 
apply the same interpretation as fundamental solution by considering the 
restriction. 
 
We now consider a modified Barenblatt’s solution in the form 
   
 or  for                                                          0
for  
)1(2
11
),(
11
11
1
1
1
2
2
1
1









≥−≤
<<−















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

+
−
−
=
−






+






+
xxxx
xxx
t
x
rr
rb
t
txu
r
rr
. 
Figure 2 shows plots of fundamental solution and modified Barenblatt’s solutions 
for various value of r. The plots are taken for b = 1 and at time t = 1. Observe that 
for r → 1 the Barenblatt’s solution close to the fundamental solution. 
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Figure 2. Fundamental and Barenblatt’s solutions for various value of r. 
 
On the other hand, the plot of Barenblatt’s solution for various time is given in 
Figure 3. Interpreting u as the mass density, and the origin is a source that 
releases an amount of mass in a single pulse, the mass diffusion is as follows. At 
the time close to zero, the mass density at the origin is very large but it quickly 
spread out to the surrounding area. 
 
 
 
Figure 3. Barenblatt’s solution for various time r=1.2. 
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3 The sum of Barenblatt’s solution (SBS) 
 
The discussion in this section will follow [1], but for more general case. We 
consider n-dimensional diffusion equation in porous. In normalized form it has the 
form 
0)( =∆− rt uu  in ),0( ∞ℜ xn      (7) 
where 0≥u  and 1>r  constant. Barenblatt’s solution of (6) is  
1
1
2
2
)
2
1(1),( −−−= r
t
x
r
rb
t
txu βα β      (8) 
where 
2)1( +−
=
rn
n
α  and 
2)1(
1
+−
=
rn
β .      
Note that the restriction on 0≥u  resulting in  
β−≤
β
)1(
2 22
r
brtx .      
 
Writing  
β−=
β
)1(
2 2
r
brtR ,       
we now define a modified Barenblatt’s solution in nℜ  of the form 
( ) ( )    
 for                                                          0
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)1(2
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tt
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n   
Observe that we have multiplied by na  and translate the time by nt . 
Suppose at 1tt =  the source (the origin) starts to release an amount of mass in a 
single pulse. Before it release another amount of mass at 2tt = , i.e. 21 ttt ≤< , 
the mass transport is governed by 
 ),(1 txu .        
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At 2tt =  the source releases an amount of mass again, and in the interval 
32 ttt ≤<  the mass transport satisfies 
),(),(),( 21 txutxutxu += .      
The first term of the right hand side represents the mass transport released by the 
source at 1tt = , and second term represents the mass transport released at 
2tt = . 
 
We now consider the condition that the source continually releases an amount of 
mass at ntt =  for Nn ,,2,1 m= . The associated mathematical expression of this 
condition is the sum of Barenblatt’s solutions given by 
 ∑
=
=
N
n
n txutxu
1
),(),(  for 1+≤< NN ttt .     
 
4 Conclusion and further research 
 
We have discussed Barenblatt’s solution of a diffusion equation in porous media. 
We have also investigated that in the limiting case Barenblatt’s solution 
approaches fundamental solution of heat equation. We propose the SBS to model 
the diffusion of mass impulsively released by a source in porous media. The SBS, 
however, continually exhibits singularity at the origin, i.e. when the source is 
releasing an amount of mass. 
 
The future research will be focused on the application of the SBS to trace the 
source of pollution underneath the surface. This will be dealt with signaling 
problem.  
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A QUASI-LINEAR DIFFUSIVITY APPROACH FOR 
DIFFUSION PROCESS OF LUMBER DRYING 
  
La Gubua, E. Cahyonoa 
 
a Universitas Haluoleo, Kendari, Indonesia  
 
Abstract. A good drying process is very much of interest of lumber and timber 
industries. The good process prevents the timbers from developing surface cracks 
and several other defects. Moisture Content (MC) of wood is an important aspects 
on wood drying. The drying process is described as an initial and boundary value 
problem. The MC is a function of spatial and temporal variables, and it is governed 
by a non-linear diffusion equation. In this paper the diffusion rate is approximated 
with a quasi-linear function. The solution is computed numerically by using a finite 
difference method. It is also shown that the solution is remarkably match with real 
data from industry. 
Key-words: diffusion equation, wood, wood and lumber drying, finite difference 
method.  
 
1 Introduction 
 
A good drying process is very much of the interest of lumber and timber industries. 
This process may prevent the lumber from developing surface cracks and several 
other defects. It may reduce lumber weight by a factor two or more, which means a 
reduced transportation cost. It increases the lumber strength; nails, screws and 
glue hold better, paint and finishes adhere well. Dry lumber is a better thermal 
insulator than the wet one (see [1]). 
 
The moisture content (MC) of lumber is an important aspect on lumber drying. MC 
of lumber is defined as the ratio of the mass of water contained in the lumber to 
the mass of the lumber without water. MC of some fresh log cut from a tree may be 
above 100%. Industries dry lumbers to have MC around 6% to 20%. 
 
To have good control on lumber drying, middle and large sizes timber industries 
dry lumber in ovens. The moisture content of the lumber before entering the oven 
varies around 50% to 70%.  In the drying process, the MC needs to be brought 
down to about 10%-15%. The drying process in the oven is done by controlling the 
Equilibrium Moisture Content (EMC), i.e. the air humidity in the oven. To make the 
process faster, the EMC should be lower, and vice versa. 
 
Drying process decreases the cross-sectional dimension of the lumber up to ten 
percent. Lumber which is dried too quickly, leaving the surface much drier than 
the inside, may develop cracks on the surface. If one surface is drier than the 
other, the lumber may bend. A good drying process should not develop these mal-
forms, except reducing dimension. Therefore a good process should dry the lumber 
evenly. Understanding this mechanism is extremely important to find an optimal 
drying time. 
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While drying process of the surface of lumber is directly controlled by setting the 
EMC, drying the inside part very much depends on the surface and also the type of 
lumber, hence is not easily controlled. This paper discusses modeling of the drying 
process of the inside part of the lumber due to the given EMC. It is intended to 
understand the process better. 
 
2 Mathematical model 
We consider a spatial variable nx ℜ∈ , and the temporal variable t > 0. A state 
variable representing the mass density (of water) at the point x inside a bounded 
domain (lumber) and time t is denoted by ),( txρ=ρ .  
( )ρ∇⋅•∇=
∂
ρ∂ K
t
.      (1) 
A derivation of equation (1) for the case K constant can be found in [6]. 
 
In the industrial application, what we mean lumber is actually a board, in which 
the length and the width are much larger than the thickness. In this case we may 
consider one-dimensional diffusion model with respect to the thickness. Industrial 
data suggests that the diffusive factor K is a function of ρ  as reported by Cahyono 
[2]. In this paper we attempt to develop a simple, non-linear model. We consider a 
diffusion equation in one dimension of the form 
( )ρ∂⋅ρ∂=
∂
ρ∂
xx Kt
)( .      (2) 
The initial condition is given by 
0ρ=ρ     in dx <<0  at 0=t ,  (3) 
where d is the thickness of the lumber, and at the boundary we have a Dirichlet-
type condition 
)(tf=ρ    on 0=x  and dx = ,  (4) 
which represent the conditioning of the EMC inside the oven. Note that in this 
paper we neglect the shrinkage of the lumber during the process. 
 
A simple example 
We discuss a simple example in normalized form, where the domain  is the interval 
]1,0[ . Consider the problem with a constant diffusivity and  boundary condition 
.1)( ≡tf  Hence we have an initial and boundary value problem  
xxt ρ=ρ    for 10 << x     
0=ρ     for 10 << x  and 0=t    
1=ρ     for 0=x  and 1=x .   
 
An analytical solution can be computed using separation of variables (see [3]), 
yielding 
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 ( )∑
∞
=
π−− π−
π−
=ρ
1
)12(  )12(sin
)12(
2),(
22
n
tn xne
n
tx .   
 
3 Quasi-linear approach to the diffusivity 
 
We are interested in approximating the model by using a simple non-linear model 
with continuous diffusion rate, K(u). This leads to a quasi-linear diffusivity, i.e. 
piece-wise linear K(u), see Figure 1. For this approximation we try to find the value 
of K(u) at a finite points and applying linear interpolation for intervals between 
those points. The choice of those points will be based on the comparison of the 
solution with the real data. 
 
 
Figure 1. Piece-wise approximation to K(u). 
 
4 Numerical solution and comparison with real data 
 
The blocks of lumber considered in industries have typical length and width that 
are much larger than the thickness. Hence, we may only consider one dimensional 
case, i.e. the thickness. The data is gathered from observation in lumber industry 
for durian wood (Durio zibethinus). The thickness of the lumber is d = 5 cm. The 
data consists of time, EMC and moisture content at the center of the lumber. Note 
that the measurement of MC at center of the lumber, however, includes its 
surrounding area, but small, about hundreds or thousands of the pore size of 
wood. Hence, the MC does not refer only at a single point, rather an average 
quantity in its neighborhood. This technique is known as Representative 
Elementary Volume (REV), see [4]. 
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EMC can be automatically controlled. It depends on the temperature and the 
humidity inside the oven. A software is applied to set the temperature and control 
fans, so to have the desired EMC. The data was recorded for the period of 4 days 
during the drying process. 
 
The numerical solution of the model (2) – (4) is computed using  finite difference 
method. This method have been widely discussed in standard books such as [5]. 
In our finite difference scheme, the interval [0,4] is divided into partitions. For the 
numerical computation we use  x∆ =0.1, and the time step 01.0=∆t . Let the 
approximate solution be denoted by 
j
iji Utx =ρ ),( . The finite difference method 
gives 
( ) ( )jijijijijiji UUUxtUKUU 1121 2)( +−+ +⋅−∆∆⋅+=     
where the diffusivity )( jiUK  is a quasi-linear (or piecewise linear) function. The 
value at several points are given in Table 1, and the value between in the interval of 
two adjacent points of  ρ  is approximated linearly through those points. 
 
Water Content (ρ ) Diffusivity ( )(ρK ) 
15 2.50 
20 3.00 
25 1.70 
30 1.10 
35 0.60 
40 0.60 
45 0.50 
50 0.45 
 
Table 1. The diffusion rate of the lumber approximated by a piecewise linear 
function. 
 
The EMC which acts as the boundary condition for the numerical scheme is 
computed as follows. Let kτ  is k-th data of time which corresponds to the k-th 
data of EMC, say EMC(k). The boundary condition at 000 =τ=t  is 
EMC(0)000 == NUU . At jtt =  and j > 0 there are two cases. The first, there is 
kτ  such that jk t=τ . Hence, we apply )EMC(0 kUU
j
N
j
== . The second, 
kjk t τ<<τ −1  for some 0≥k . The boundary condition is approximated by ( ) ( )
1
1
0
)EMC(-)1EMC(
−
−
τ−τ
⋅τ+−⋅−τ
==
kk
kjjkj
N
j ktktUU .   
Note that this approximation is just a linear interpolation of the EMC data. 
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Figure 2 shows MC of the numerical results and the real data and EMC from 
industry. The numerical solution gives a remarkable match with the real data. It 
shows a smoother process of drying, which is more desirable by the industries to 
improve their current methods of drying. 
 
 
 
Figure 2. Numerical result (dashed line), MC (solid line) and EMC (dashed-dotted 
line). 
 
5 Conclusion and further research 
 
We have developed a simple non-linear model for lumber drying. This leads to a 
piecewise quadratic diffusion equation; the diffusion rate is a quasi-linear function 
of the state variable. While we do not solve the model explicitly using analytical 
tools, we can solve it numerically. The numerical solution gives a remarkable 
match with industrial data. It shows a smoother process of drying, which is 
desirable by the industries to improve their current methods of drying. 
 
The model yields a diffusion rate function which is not smooth at finite points. The 
future research will be focused on looking for a smooth functions to approximate 
the diffusion rate. 
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MODELING OF DIFFUSION PROCESS IN NON-LINEAR 
MEDIA 
  
Mukhsara, E. Cahyonoa 
 
a Universitas Haluoleo, Kendari, Indonesia  
 
Abstract. In this paper we discuss a non-linear diffusion problem appearing in a 
wood or lumber drying. The moisture content (MC) of the lumber, which is a 
function of spatial and temporal variables, is governed by a diffusion equation. 
Observation in industries shows that the diffusion rate depends on the MC. Its 
mathematical expression, however, is still unknown. We propose a method to 
approximate the diffusion rate numerically based on a Steepest Decent Method 
(SDM). This method exploits measurements of MC in the center of the lumber, and 
the Equilibrium Moisture Content (EMC) which acts as the boundary condition of 
the drying process. 
Key-words: diffusion equation, wood, wood or  lumber drying,  steepest decent 
method 
 
1 Introduction 
 
Lumber drying is one of the most time- and energy-consuming in processing wood 
products. The anatomical structure of woods limits how rapidly water can move 
through and out of wood. In addition,  the sensitivity of the structure to stresses 
set up in drying limit the drying rate; rapid drying causes defects such as surface 
and internal checks, collapse, splits, and warp, see [1]. 
 
Drying time and susceptibility to many drying defects increase as a rate that is 
more than proportional to wood thickness. The variability of wood properties 
farther complicates drying. Its species has different properties and even within 
species, variability in drying rate and sensitivity to drying defects impose 
limitations on the development of standard drying procedures. The interactions of 
wood, water, heat and stress during drying are complex.  
 
The moisture content (MC) of lumber is an important aspect on lumber drying. MC 
of lumber is defined as the ratio of the mass of water contained in the lumber to 
the mass of the lumber without water. MC of some fresh log cut from a tree may be 
above 100%. 
 
Drying process is governed by a diffusion equation. Observation in industries 
shows that the diffusion rate is a function of the MC, in [2] it approximated by a 
step function. The mathematical or numerical expression of the diffusion rate, 
however, is still unknown. The purpose of this paper is to develop a method to 
determine the diffusion rate of the wood. The diffusion rate is responsible for the 
drying time of wood. Therefore it is important for finding optimal drying time. 
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2 Problem formulation 
 
We consider the drying process of a block of lumber. In industries it has typical 
length and width that are much larger than the thickness. Hence, we may assume 
the process occurs in one-dimensional medium with respect to the thickness.  
Without lost of generality, we assume the thickness is 2. Writing the MC as 
),( txuu = , inside the lumber u satisfies (see [2]) 
))(( uuKu xxt ∂∂= .                   (1) 
Measurements in industries usually provide EMC which acts as the boundary 
condition during the drying process 
 )(),1(),1( tftutu ==− ,                (2) 
MC (in the center of the lumber) 
 )(),0( thtu =                   (3) 
and the MC when the drying starts 
 Cxu =)0,(                   (4) 
which is the initial condition for process. The initial condition is desired to be 
constant. Based on (2) – (4) we would like to find K(u), such that (1) is satisfied. 
 
Solving this problem is very important for industries. This will help the industries 
to improve current methods of drying to obtain an efficient method which is fast 
but it does not create defects on the lumber. Having the analytical or numerical 
expressions of K(u) will help to set EMC in order to obtain the desired MC before 
the drying is implemented. 
 
3 Formulation of drying process 
 
The drying process is somewhat different from the discussion in the previous 
section. The boundary condition (2) acts as a control, so the solution to the 
equation (1) behaves in a desirable way. In this section we consider special case for 
constant K, namely D. Hence, (1) becomes 
xxt uDu = .                  (5) 
The boundary condition and the initial condition are given by (2) and (4), 
respectively. Note that  f(t) in (2) is assumed to be piecewise smooth. This case has 
been discussed in many standard books, e.g. [4,5]. 
 
To solve (5) for u(x, t) with the conditions given by (2) – (4), we will follow [4,5]. 
First we consider the case of homogeneous boundary conditions, i.e. 0)( ≡tf . 
The solution is sought in the form of a series of eigen functions of the 
homogeneous problem. Thus  
 ∑
∞
=
φ=
1
)()(),(
n
nn xtutxu .              (6) 
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where )(xnφ is normalized eigen functions of the Sturm-Liouville eigen value 
problem with the associated boundary conditions. Applying separation of variables, 
we have  
Dt
n netu
λ−
=)( .        
Note that (6) and the derivatives txxx uuu ,,  converge uniformly in the interval 
11 <<− x . 
 
To solve the original problem for nonzero f(t), we transform the problem to the 
homogeneous boundary condition by defining a new function. 
)]()([),(),(),(),( txBtAtxutxUtxutxv +−=−= ,              
where ),( txU  is obtained from the steady state solution. 
 
In order to solve the stated equation, we must have  
)](')('[ txBtADvv xxt +−=− ,                 
)]0()0([)0,( xBACxv +−= .                
The function A(t), B(t)  are chosen such that the linear function A(t)+x B(t) 
satisfies the non homogeneous boundary conditions (2). This requires that  
)()()()()( tftBtAtBtA =+=− .      
This results in 
 0)( ≡tA , and 
2
)()( tftB = .       
As for the homogeneous boundary conditions, we consider the trial solution in the 
form 
 ∑
∞
=
=
1
)()(),(
n
nn xtvtxv φ .       
Hence, the solution of the given problem is  
 ∑
∞
=
+=
1
)()(),(),(
n
nn xtvtxUtxu φ ,      
or 
∑
∞
=
φ+=
1
2
1 )()()(),(
n
nn xtvtxftxu .      
          
4 Numerical scheme for computing the diffusion rate 
 
In this part, we recall again the main problem discussed is section 2. To solve the 
problem we define a function F(K(u)) in the form  
( )uuKuuKF xxt ∂⋅∂−= )())(( .     
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We are looking for the diffusion rate K(u), such that the function F(K(u)) 
minimum.  
 
To solve this we will apply a steepest descent method as discussed in [3,6]. 
Suppose we are given a point kx . To find the next point 1kx + , we start at kx  
and move by an amount and the direction of )x( kf∇α− , where kα  is a positive 
scalar called the step size. The above procedure leads to the following iterative 
algorithm 
 )x(xx kk1k Fk∇α−=+ .         
Observe that the method of steepest descent moves in orthogonal steps, as stated 
in the following theorem. 
Theorem 3.1. If { }∞
=0x k
k  is a steepest descent sequence for a given function 
ℜ→ℜnF : , then for each k the vector kk xx 1 −+  is orthogonal to the vector  
12 xx ++ − kk . 
Proof of theorem 3.1 detailed in [3].   
 
The above theorem 3.1 implies that )x( kF∇  is parallel to the tangent plane to the 
level set { })(xx)( 1k+=FF  at 1kx + . Note that as each new point is generated by 
the steepest descent algorithm, the corresponding value of the function F 
decreases in value. 
Theorem 3.2. If { }∞
=0x k
k is the steepest descent sequence for ℜ→ℜnF : and if 
0)x( ≠∇ kF  then )x()x( k1k FF <+ .       
Proof of theorem 3.2 detailed in [3].   
 
In the theorem 3.2, we used the assumption that 0)x( ≠∇ kF  to prove that the 
algorithm possesses a descent property, that is  )x()x( k1k FF <+  if 
0)x( ≠∇ kF , if for some k , we have 0)x( =∇ kF , then the point kx  satisfies the 
First-Order Necessary Condition (FONC). In this case k1k xx =+ , we can use the 
theorem 3.2 as the basis for a stopping (termination) criterion for the algorithm. 
 
The condition 0)x( 1 =∇ +kF , however is not directly suitable as a practical 
stopping criterion, since the numerical computation of the gradient will rarely be 
identically equal to zero. A practical stopping criterion is to check if the norm 
Proceedings of ICAM05 1011
  
Modeling of diffusion process in non-linear media 
)x( kF∇  of the gradient is less than a prescribed value, in which case we stop. 
Alternatively, we may compute the absolute difference )x()x( k1k FF −+  
between objective function values for every two successive iterate and if the 
difference is less than a prescribed value then we stop. 
          
5 Conclusion and future research 
 
We have discussed a problem of determining the diffusion rate of lumber drying 
which depends on the MC. This leads to a non-linear diffusion equation. We 
propose a method to compute the diffusion rate by exploiting data that is available 
from industries. The data consists of MC (the value of the state variable) in the 
center of the lumber, the initial MC (the initial condition) and the EMC (the 
boundary condition). The future research will be focused on the implementation of 
the proposed method. 
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  Unsteady Viscous Incompressible Flow In A Porous Annulus 
Subject To Slip At The Inner Surface 
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Abstract: A fully developed, axisymmetric, pulsatile motion of an incompressible Newtonian fluid, 
under the action of an oscillatory pressure gradient, has been considered in this work. The flow is 
assumed to take place in the annular space between two coaxial circular cylinders, the outer one 
a porous cylinder of uniform permeability and the inner one a naturally permeable tube. There 
arises a coupled flow, which has been analysed by solving the Navier-Stokes equations in the free 
space region and the Darcy’s equation in the porous region, together with the Beavers-Joseph slip 
condition at the free fluid-porous medium interface. Using an appropriate set of similarity 
variables, the governing partial differential equations have been transformed to a system of 
nonlinear ordinary differential equations. The solution of the resulting system, together with 
appropriate boundary conditions, has been obtained, for a special case, by a perturbation 
approach. It has been assumed that both the frequency of pulsation and the suction parameter 
are small (<< 1). The variation of velocity profiles and pressure drop has been illustrated in a 
number of cases of interest. Some preliminary results using a numerical method to solve the 
system will also be presented. 
 
Keywords: Mathematical Physics; Porous Media 
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Boundary Layer Flow over a Stretching Sheet in a 
Porous Medium Filled with a Micropolar Fluid 
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1) Department of Mathematics, Universiti Teknologi Malaysia, 81310 Johor Bahru, 
Johor, Malaysia 
2) Faculty of Mathematics, University of Cluj, Romania 
 
 
Abstract: The forced convection boundary layer flow over a stretching sheet in a 
porous medium filled with an incompressible micropolar fluid is investigated. The 
governing boundary layer equations are transformed into a numerically equivalent 
system of nonlinear ordinary differential equations. The resulting equations are 
solved numerically using the implicit finite-difference scheme known as Keller-box 
method. The flow pattern depends on two non-dimensional parameters and a 
material parameter ∆. A comparison between the numerical solution and the 
analytical solution when ∆ = 0 (Newtonian fluid) is presented with the results being 
shown in a table. 
 
Keyword: boundary layer, stretching sheet, porous medium, micropolar fluid, 
numerical results 
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THE CHANGE OF WOOD DIMENSION DEPENDING ON 
THE MOISTURE CONTENT: A CRITICAL STEP ON 
MODELING OF LUMBER DRYING 
  
E. Cahyonoa 
 
a Universitas Haluoleo, Kendari, Indonesia  
 
Abstract. In this paper a model for wood or lumber drying is proposed, based on 
the diffusion process of the moisture content (MC) of the lumber. The length and 
width of the lumber are considered to be much larger than its thickness, hence we 
consider only diffusive process in the direction of the thickness, and therefore we 
apply a one-dimensional diffusion equation. The improvement to the current model 
is on taking into account the change of wood dimension during the process. A 
numerical scheme based on a finite difference method is proposed. It is also proved 
that for fixed media and a constant diffusion rate, the model is the standard 
diffusion equation. 
Key-words: diffusion equation, wood, wood and lumber drying, finite difference 
method. 
 
1 Introduction 
 
For various reasons, a good drying process is very much of the interest of lumber 
and timber industries. A good drying process may prevent the lumber from 
developing surface cracks and several other defects. It may reduce lumber weight 
by a factor two or more, which means a reduced transportation cost. It increases 
the lumber strength; nails, screws and glue hold better, paint and finishes adhere 
well. Dry lumber is a better thermal insulator than the wet one [1]. 
 
The moisture content (MC) of lumber is an important aspect on lumber drying. MC 
of lumber is defined as the ratio of the mass of water contained in the lumber to 
the mass of the lumber without water. MC of some fresh log cut from a tree may be 
above 100%. 
 
Middle and large sizes timber industries dry lumber in ovens. The moisture content 
of the lumber before entering the oven varies around 50% to 70%.  In the drying 
process, the MC needs to be brought down to about 10%-15%. The drying process 
in the oven is done by controlling the Equilibrium Moisture Content (EMC), i.e. the 
air humidity in the oven. To make the process faster, the EMC should be lower, 
and vice versa. 
 
The drying process starts from the surface of the lumber and goes to the inside. It 
decreases the cross-sectional dimension of the lumber up to ten percent. Lumber 
which is dried too quickly, leaving the surface much drier than the inside, may 
develop cracks on the surface. If one surface is drier than the other, the lumber 
may bend. A good drying process should not develop these mal-forms, except 
reducing dimension. This is illustrated in Figure 1. Therefore a good process 
should dry the lumber evenly. Understanding this mechanism is extremely 
important to find an optimal drying time. This paper focused on the developing a 
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model that taking into account the change of lumber dimension during the drying 
process which is responsible for the mal-forms of the lumbers. 
 
 
 
Figure 1. The change of wood dimension during the drying process. 
 
2 Mathematical model 
 
We consider ( ) ℜ×ℜ∈ nttq ),(  representing spatial and temporal variables, 
respectively. The state variable ( )ttq ),(ρ=ρ  stands for the moisture content at 
time t  and at the point )(tq . At  )(tq  the flux of the moisture content to the 
surrounding area, denoted by v , is assumed to be proportional to the gradient  of 
ρ with respect to q(t) plus ρ brought by the rate of motion of )(tq , see Figure 2. 
Hence, we have 
dt
dqKv ρ+ρ∇⋅=     (1) 
Note that in general K is not constant, but it may be a function of q(t) and ρ. 
 
We now consider a bounded set in nℜ , at time t  it is denoted by )(tΩ  and the 
boundary is by )(tΩ∂ . The total mass leaving the region is therefore the integral of 
the normal component (1) along the boundary 
∫
Ω
•




 ρ+ρ∇⋅
)(
 
t
dA
dt
dqK n .     
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Figure 2. Point displacement as a function of time. 
 
On the other hand, the total mass in )(tΩ  is the integral of the density over the 
region 
∫
Ω
ρ=
)(
 
t
dVm .      
The decrease of mass in )(tΩ  is given by 
∫∫
ΩΩ
ρ+
∂
ρ∂
=
∂
∂
)(')(
  
 t tt
dVdV
t
m
.    
Assuming the mass conserved, the decrease of mass in )(tΩ  is equal to the mass 
leaving the boundary. Hence, we have 
∫∫∫
ΩΩΩ∂
ρ+
∂
ρ∂
=•




 ρ+ρ∇⋅
)(')()(
  
 t
 
ttt
dVdVdA
dt
dqK n . (2) 
Applying Gauss Divergence Theorem, (2) can be written in the form 
( ) ∫∫∫
ΩΩ∂Ω
ρ−•ρ=




 ρ∇⋅∇−
∂
ρ∂
)(')()(
  
t t ttt
dVdA
d
dqdVK n . (3) 
 
Observe that the presence of the right hand side of (3) is due to the change in the 
dimension during the diffusion process. If there is no change of the dimension 
during the process, 0)( Ω=Ω t  and xtq =)(  are hold. Therefore, we have 
0/ =dtdq  and 0)(' =Ω t . In this case the right hand side of (3) is vanished. This 
results in 
( ) 0
 t
0
=




 ρ∇⋅∇−
∂
ρ∂
∫
Ω
dVK .    (4) 
 
)(tq
)( ttq ∆+
0 
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Assuming the integrand is sufficiently smooth and (4) are satisfied for any region 
0Ω  in 
nℜ , it gives the well-known diffusion equation 
( )ρ∇⋅∇=
∂
ρ∂ K
t
.    (5) 
A simpler derivation of (5) for the case K constant can easily be found in standard 
textbooks, e.g. [6]. Observation in industries, however, shows that K is a function 
of ρ, see [2]. In this case, equation (5) is more general than diffusion equation for 
porous media discussed in [4].  
 
Note: 
In industrial applications, the measurement of MC at the point )(tq  includes its 
surrounding area, but small, about hundreds or thousands of the pore size of 
wood. Hence, the state variable does not refer only at a single point, rather an 
average quantity in the neighborhood of )(tq . This technique is known as 
Representative Elementary Volume (REV), see [5]. 
 
3 One-dimensional case 
 
Lumbers considered in industries have typical length and width that are much 
larger than the thickness. Hence, the diffusion may be assumed as a one-
dimensional process with respect to the thickness. Equation (3), therefore, becomes 
 
( ) ( )( ) ∫∫ ρ−




⋅ρ−
⋅ρ
=




 ρ∂⋅∂−
∂
ρ∂
)(')(
 
)('),(
)('),(
 t tIII
II
tI
qq dqtatta
tbttb
dqK . (5) 
 
We have used notation )](),([)( tbtatI II=  for any interval along the thickness of 
the lumber. We will also use )(1 tq  and )(2 tq  to denote the end points of the 
lumber thickness at time t. Without lost of generality, at t = 0 we consider 
1)0(1 −=q  and 1)0(2 =q . The function  )(1 tq  and )(2 tq  may be recorded 
from the drying process in industry. 
 
During the drying process, the boundary condition is given by the EMC which is a 
function of time. Hence, we have 
 
( ) ( ) )(),(),( 21 tfttqttq =ρ=ρ .   (6) 
 
On the other hand, t = 0 the MC of the lumber should be homogeneous which 
results in the initial condition 
 
( ) 10, =ρ q , for 11 <<− q .    (7) 
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A simple example 
We discuss a simple example in normalized form, where the domain  is the interval 
]1,0[ . Consider the problem with a constant diffusivity and  boundary condition 
.1)( ≡tf  Hence we have an initial and boundary value problem  
 xxt ρ=ρ    for 10 << x     
 1=ρ     for 10 << x  and 0=t    
 0=ρ     for 0=x  and 1=x .   
 
An analytical solution can be computed using separation of variables, yielding 
 ( )∑
∞
=
π−− π−
π−
=ρ
1
)12(  )12(sin
)12(
2),(
22
n
tn xne
n
tx .   
This equation can be interpreted as the dynamics of the MC inside the lumber, see 
[3]. 
 
4 Proposed numerical scheme 
 
To solve (1) for the given boundary and initial conditions (6) and (7) we propose a 
method as follows. First, we rewrite (5) in the form 
( )( ) ( )( ) 




⋅ρ−
⋅ρ
+ρ∂⋅∂=








ρ
∂
ρ∂
∫∫ )('),(
)('),(
 
 t
)()(
tatta
tbttb
dqKdq
II
II
tI
qq
tI
. (8) 
 
Divide interval [ ])(),( 21 tqtq  into M partitions which are evenly spaced with nodes 
)()( 22101 tqaaaatq M =<<<<= m . The width of the partitions is )(th . 
Note that )(taa mm =  a function of time for Mm ,,2,1 = . Instead of working 
on any interval in [ ])(),( 21 tqtq , rather we work on the interval 
[ ]1, += mmm aaI . We also write nmnm ata =)( , nn hth =)( , ( ) nmnnm ta ρ=ρ ,  
and ( ) nmnm KK =ρ . The time step is written in the form tnttn ∆⋅+= 0 . 
 
Assuming that the value of constant in each interval, we have the following 
approximation; 
( )
t
dq
n
m
n
mn
m
I m
∆
ρ−ρ
=ρ
∂
∂
=










ρ
∂
∂ +
∫
1
 t
 
 t
 ,     
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( )( )







 ρ−ρ
−







 ρ−ρ
=ρ∂⋅∂ −++∫ n
n
m
n
mn
mn
n
m
n
mn
m
I
qq
h
K
h
KdqK
m
11
1   
and 
( )
( )
n
m
n
m
n
m
n
m
nmnnm
nmnnm qq
tatta
tatta
' ' 
)('),(
)('),(
11
11 ρ−ρ=





⋅ρ−
⋅ρ
++
++
.   
Applying this approximation leads to the numerical scheme to solve (8) in the form 












ρ−ρ+







 ρ−ρ
−







 ρ−ρ
∆
+ρ=ρ
++
−+
+
++
+
n
m
n
m
n
m
n
m
n
n
m
n
mn
mn
n
m
n
mn
m
nn
n
n
m
n
m
qq
h
K
h
K
h
t
h
h
' ' 
 
11
11
1
11
1 . (9) 
 
For the case of a constant diffusion rate and the diffusion process occurs in fixed 
media, we have hhh nn ≡=+1  and 0'' 1 ≡=+
n
m
n
m qq . This leads to the well-
known finite difference method for a standard diffusion equation  
[ ]nmnmnmnmnm Kh t 1121 2 −++ ρ+ρ−ρ∆+ρ=ρ ,     
which is widely discussed in many standard textbooks, e.g. [7]. 
 
5 Conclusion and further research 
 
We have developed a model for diffusion process of lumber drying by taking into 
account the shrinkage of the lumber thickness. This model leads to an integral 
equation that is more general than the (integral) equation which is the ‘primitive’ of 
the well-known diffusion equation. 
 
We have proposed a numerical scheme to solve the model based on a finite 
difference method. For the case of a constant diffusion rate and the diffusion 
process occurs in fixed media, the scheme is nothing else but the standard finite 
difference method for the standard diffusion equation. 
 
The future research will be focus on several topics. The first is on the comparisons 
the numerical results with real data recorded from industry. The second will be 
considering the point displacement directly depends on the state variable, as 
observed in industry. 
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Abstract: We report a numerical study of image reconstructions from Electrical 
Impedance Tomography. The reconstructions based on Levenberg-Marquardt 
Algorithms with a parameter choice rule. 
The algorithms which already shown to be monotonic for a class of non-linear 
inverse problems; is applied to EIT which happens to be falls into the same classes 
of the nonlinear inverse problems. We adopt an a-posteriori strategy in choosing 
the parameter within the algorithms which not yet investigated. 
Keywords : Inverse Problems, nonlinear ill-posed, Reconstruction Algorithms 
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Abstract. This paper presents a distributed lossless medical image compression 
using integer wavelet transform (IWT). We will investigate the capability of IWT in 
JPEG2000 coding standard to provide a scalable image coding and also we will 
compare the time required to conclude the process between distributed and non-
distributed system.  
A medical image usually has a large amount of data in order to get a high image 
quality which is crucial to support a right diagnosis; therefore we need to compress 
the data in order to lessen storage memory and bandwidth transmission.  
 
IWT is a reversible operation; the image can be fully reconstructed from the integer 
transform coefficients. In JPEG 2000 coding standard, IWT is used as the standard 
transformer, it can compress the image losslessly.  
 
IWT codes the image into several resolution layers. When the image is synthesized 
from its transform coefficients, each coefficient contributes only to a specific region 
in the reconstruction so hat we can choose only a specific significant area (Region 
of Interest, RoI).  
 
In this paper the system will be implemented in distributed and non-distributed 
client-image server architecture. On the first laboratory experiment, evaluation on 
the quality refinement on 32×32 to 256×256 pixels Rio on a non-distributed system 
shows that this scheme has considerably reduced the number of bytes transferred 
from server to client during one single image access period, while maintaining good 
image quality on user-defined medically-significant areas (Rio). And on the second 
laboratory experiment, evaluation on the required time to process a 1024x1024 
pixels image shows that the distributed system requires less processing time than 
the non-distributed one. 
Key-words: Lossless, medical image, scalable coding, integer wavelet transform,  
JPEG 2000, RoI. 
 
 
1 Introduction 
 
Wavelet transform is a tool for the analysis of transient, or time-varying, non-
stationary phenomena. It specifies the frequency content of f(t) as a function of t. 
The main idea is to select a mother wavelet, “a small” wave which has its energy 
concentrated in time, and use it to explore the properties of f(t) in an interval. The 
mother wavelet is then translated to another interval of t and used in the same 
way. Different resolutions of f(t) are explored by scaling the mother wavelet. 
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IWT transforms integer inputs sequences into integer output sequences of the 
same length, and it is perfect reconstruction in that the IWT is reversible, i.e. the 
original image can be recovered exactly. 
Focus of a medical analysis is commonly limited on a specific area of an image 
which is significant to the diagnosis, therefore a perfect reconstruction of digital 
medical image is actually crucial only on this part.  Quality-layered image 
representation provided by wavelet techniques in JPEG2000 image coding standard 
makes it possible to encode and decode a specific part of the image (RoI) in a better 
quality compared to the rest. 
Distributed system proposed in this paper is set up in clients-image server 
architecture which image data bank is put on the server-side and the encoding 
applications are put on several clients which work in parallel way in the middle of 
the system. End client-side application request images from server while providing 
supports for interactive RoI selection and carrying out determination of resolution 
layers which correspond to the RoI. The difference between the distributed and the 
non-distributed system is that there is no several clients in the middle of the non-
distributed system so that image data bank and encoding applications are put on 
the server side. 
 
 
2.   Methods  
 
2.1 Wavelets 
 
A wavelet is a “small wave”, which has its energy concentrated in time to give a tool 
for the analysis of transient, non-stationary, or time-varying phenomena. It is a 
mathematical concept to decompose a function )(tf into sets of other functions 
known as wavelet bases )(, tbaψ . 
 ( ) ( )∑=
t
baba tatf ,, ψ  
 
We need to use a suitable family of functions )(, tbaψ  in order to get an efficient 
representation of the signal f using only a few coefficients baa , . The wavelet bases 
)(, tbaψ  should match the features of the data we want to represent. 
 
In order to get the variable time-frequency resolution, we have to define  a mother 
wavelet or prototype function ψ (t). Basis functions , )(, tbaψ  are the scaled and 
translated version of the prototype. 
 
( )
b
at
a
tba
)(1
,
−= ψψ  
 
Here, a is the translating coefficient and b is the scaling coefficient.  
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Resembles with the Fourier Transform Theorem, we have the classic wavelet 
transform: 
 ( ) ( )∑=
ba
baba tatf
,
,, ψ  
 
or   ∫
∞
∞−
= )()( ,, ttfa baba ψ  
 
 
2.2  Multi Resolution Analysis 
 
MRA analyzes the signal at different frequencies with different resolutions.  
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Figure 1. Multiresolution analysis on wavelet transform 
  
 
 
The time and frequency resolution can not be arbitrary small, but according to the 
Heisenberg uncertainty principle: 
 
( ) ( ) π4
1≥∆∆ ft  
 
we can see that there is a tradeoff between time resolution and frequency 
resolution. At low frequencies, the frequency resolution is better but the time 
resolution is poorer and adversely at higher frequencies the time resolution gets 
better but the frequency resolution gets poorer.  
 
Wavelet transform of a signal is a multiresolution representation of that signal 
where the wavelets are the basis functions, which at each resolution level de-
correlate the signal. 
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2.3  Generating Wavelets Using Two-Channel 
Filterbanks 
 
 
Using a 2 channel filterbanks called synthesis, we can generate wavelet transform 
coefficients. 
 
 
 
 
 
 
Figure 2. N-level wavelet transform of one-dimensional signal 
 
 
In each decomposition level, we pass the signal through a lowpass filter (LPF) and a 
highpass filter (HPF), and then down sampling the output of each filter. Figure 2 
depicts N-level wavelet decomposition of one-dimensional signal and Figure 3 
depicts N-level wavelet reconstruction of a one-dimensional signal. 
 
 
 
Figure 3. N-level wavelet reconstruction of a one-dimensional signal 
 
For a two dimensional image, one level decomposition procedure consists of one 
dimensional image data filtering in the direction of row followed by one dimensional 
image data filtering in the direction of columns utilizing wavelet low pass and high 
pass analysis filter. Detailed wavelet decomposition diagram is shown in Figure 4.  
 
1026 Proceedings of ICAM05
  
Integer Wavelet Transform for Distributed Lossless Medical Image Compression 
Main information of each level is contained in its lowest level frequency subband 
image (LL); further addressed as approximation component. The three consecutive 
higher frequency subband images build up detail components; each contains 
horizontal detail (LH), vertical detail (HL), and diagonal detail (HH). Subsequent 
level subband images are generated by performing similar decomposition on 
approximation component of the previous decomposition level, such that 
approximation component of decomposition level d is a reduced resolution version 
of the original image, having width and height reduced by a factor of 2d. Complete 
image representation for every level is synthesized from its approximation 
component altogether with the three corresponding detail components. Varying the 
subband components taken into account in image synthesis process with regards 
to either their decomposition level or their spatial entities consequently will 
produce various representations of image quality and resolution.  
 
 
 
Figure 4. Wavelet decomposition diagram of a two-dimensional image. 
 
 
2.4  Perfect Reconstruction 
 
For signal analysis, a wavelet ( )tψ is considered to be a bandpass windows function 
that stops at least the zero frequency.  
( ) ( )∫∞
∞−
∧ == 00ψψ dtt  
 
This property enables the transform to annihilate the flat segments of analog signal 
to provide a better understanding of its details. 
 
If ( )tψ has vanishing moments of higher than order, meaning that 
∫
∞
∞−
= 0dtt tkψ    ,1,...0 −= mk  
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for some integer 2≥m , then even the “smooth polynomial” segments are annihilate 
and the wavelet transform can better reveal the details of the signal on each octave 
band by considering different scale a. 
 
In the construction of wavelet, we will use the multiscale structure of Multi 
Resolution Analysis (MRA). Suppose that that an MRA ( ){ }nV of 2L  is generated by 
some scaling function ( )tφ . Then if the integer translates of ( )tφ locally reproduce 
all polynomials of degree 1−≤ m  and if ( )tψ is constructed to be orthogonal of to all 
integer translates of ( )tφ , then in each octave band, the wavelets ( )ktn −2ψ are 
orthogonal to nV  
 
Any orthogonal wavelet ( )tψ provide an orthogonal basis 
( ){ }Zkjtkj ∈,:,ψ  
of the finite energy space 2L . Any signal ( ) 2Ltf ∈  has a Fourier representation 
( ) ∑ ∧=
kj
kjkj tdtf
,
,, )(ψ   
 
The general Fourier coefficients kjd ,
∧
of ( )tf  possess very significant time-frequency 
information of the signal ( )tf . For each Ζ∈kj, , the coefficient  
 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛==
∧
∞
∞−
∫ jjkjkj kfWdtttfd 2
1,
2
(,, ψψ  
 
 
is the value of the wavelet transform of ( )tf , with the orthogonal wavelet ( )tψ  itself 
as the analyzing wavelet, at the time-scale location  
 
. 
 
 
 
A plot of time-frequency location called Dyadic sampling grid is shown in Figure 5. 
 
 
     log a  
 
Figure 5. Dyadic sampling grid 
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Observe that although the wavelet transformation information of the signal ( )tf  
contained in the coefficient sequence ⎭⎬
⎫
⎩⎨
⎧ ∧
kjd , is only available on a very sparse set in 
the time-scale domain, this information is sufficient to determine the signal 
uniquely or give perfect reconstruction. It is to be noted that the analysis filter and 
synthesis filter are transposes as well as inverses of each other; the whole filter 
bank is orthogonal. When they are inverses, but not necessarily transposes, they 
are bi-orthogonal [1],[4]. In this experiment, bi-orthogonal reversible 5-3 filter is 
used. 
 
The coefficients of analysis and synthesis of 5/3 Daubechies filter are shown in 
Table 1 and Table 2. 
 
Table 1. Analysis Filter Coefficients 
 
 
 
Table 2. Synthesis Filter Coefficients 
 
 
 
2.5  Integer Wavelet Transform 
 
In many applications, especially in image processing, the input data consist of 
integer samples. But all of the wavelet coefficients are floating point values even 
though the input samples are integers because filter coefficients used in transform 
filters are mostly rational or real numbers. Integer data is very important and 
ANALYSIS FILTER COEFFICIENTS 
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useful for fast implementation of the discrete wavelet transform, particularly in 
hardware, due to its efficient storage and encoding.  
 
The principle of this transform is simple and illustrated here for one dimensional 
case. Given a data vector of N  integers ix , where 1,...,1,0 −= Ni , we define 
2/Nk =  and we compute the transform vector iy  by calculating the odd and even 
components of y  separately. The N/2 odd components 12 +iy  (where 1,...,1,0 −= ki ) 
are calculated as differences of the ix ’s. The become the detail (high frequency) 
transform coefficients. Each of the even components iy 2 is calculated as weighted 
average and becomes as low-frequency transform coefficients. 
 
Given an integer input sequence ix , its forward IWT will also be an integer 
sequence iy , which will be computed depending on whether the length N of the 
integer sequence is even or odd.  
 
The main feature of the particular IWT described here is the use of truncation 
which is denoted by “floor” symbols. It is used to produce integer transform 
coefficients iy and also integer reconstructed data items iz . 
 
If the signal length N  is even (i.e. kN 2= ), then integer transform coefficients 
iy and integer reconstructed data items iz  are computed in the following steps. 
 
⎛ ⎣ ⎦2/)( 22212 ++ +− iii xxx ,   2,...,1,0 −= ki  
=+12iy  ⎨ 
 ⎝ ii xx 212 −+ ,      1−= ki     
 
 
⎛ ⎣ ⎦2/122 ++ ii yx ,     0=i  
=iy2     ⎨               
 ⎝ ⎣ ⎦4/)( 12122 +− +− iii yyx ,   1,...,1,0 −= ki  
 
 
⎣ ⎦2/122 +− ii yy ,     0=i  
=iz2     ⎨ 
  ⎝ ⎣ ⎦4/)( 12122 +− +− iii yyy ,   1,...,2,1,0 −= ki      
 
 ⎛ ⎣ ⎦2/)( 22212 ++ ++ iii zzy ,   2,...,1,0 −= ki  
=+12iz  ⎨ 
   ⎝ ii zy 212 −+ ,        1−= ki  
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And if the signal length N  is odd (i.e. 12 −= kN ), then integer transform 
coefficients iy and integer reconstructed data items iz  are computed in the 
following steps. 
 
=+12iy  ⎣ ⎦2/)( 22212 ++ +− iii xxx ,   1,...,1,0 −= ki  
 
   
⎛ ⎣ ⎦2/122 ++ ii yx ,     0=i  
=iy2     ⎨ ⎣ ⎦4/)( 12122 +− +− iii yyx ,  1,...,1,0 −= ki  
 ⎝ ⎣ ⎦2/122 −+ ii yx   ,   ki =   
 
⎛ ⎣ ⎦2/122 +− ii yy ,     0=i  
=iz2     ⎨ ⎣ ⎦4/)( 12122 +− +− iii yyy ,   1,...,2,1,0 −= ki      
  ⎝ ⎣ ⎦2/122 +− ii yy       ki =  
 
=+12iz ⎣ ⎦2/)( 22212 ++ ++ iii zzy ,   1,...,1,0 −= ki  
 
 
Because of truncation, some information is lost when iy  are calculated. However 
truncation is also used in the calculation of iz , which restores the lost information. 
Thus, the equations above are true forward and inverse IWT that reconstruct the 
original data items exactly. 
 
 
2.6 Overview of the  JPEG2000 Coding Standard 
In this paper we will use the IWT on JPEG2000 , which is an image coding 
standard designed to incorporate compression of different type of images (bi-level, 
gray level, color, and multi component) with various imaging models (real time 
transmission, image library archival, limited buffer and bandwidth resources, etc).  
Some JPEG2000 features correspond to the application presented in this paper are 
as follow [6], [7]: 
 
 Lossless and lossy compression. 
JPEG2000 utilizes two types of   wavelet filter. Daubechies 9/7 floating point 
wavelet filter provides lossy compression due to floating point quantization 
errors, yet yields better compression ratio.  Biorthogonal 5/3 integer wavelet 
filter supports lossless compression at the cost of higher compression bit rate. 
Reversible transform with integer filter is used to produce a scalable bit stream 
which builds up scalable quality image representation. 
 Good performance on low compression bit rate.  
JPEG2000 demonstrates a significantly better low bit rate performance 
compared to existing compression method.  
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 Random codestream access and processing. 
JPEG2000 coding is conducted independently in the level of spatially non-
overlapping image parts called codeblocks.  Hence, every codeblock could be 
considered as autonomous smaller image which builds up the original image.  
Since spatial location information is self-contained in the codeblock, spatial 
random access and processing of JPEG2000 codestream is possible. 
 Progressive pixel accuracy and  resolution 
Multiresolution feature of discrete wavelet transform brings forth the possibility 
to reconstruct image in various level of resolution and in consequence various 
level of pixel accuracy. 
 
 
2.7  Distributed System 
 
Considering that a medical image has a huge amount of data we will make a 
parallel distributed process client-server network as shown on Figure--------.  
This scheme has a system manager on the server and a number of clients which 
may acts either as a distributed process client or an end-client. Distributed 
processor client receives encoding task from system manager and performs it in 
parallel way with the other similar positioned clients. End-client requests for an 
image, retrieves it in the compressed form, and reconstructs it for viewing.  
When an end-client request an image from the server, system manager in the 
server will divide the image into N tiles and distribute them to the N distributed 
processor clients. Each client will perform transformation  for each given tile, and 
then send the outputs to the end client. The end client will inverse transform and 
reconstruct the image. This scheme is expected to be able to shorten the 
computation time. 
 
 
 
 
 
 
Figure 6. Distributed system architecture. 
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3 EXPERIMENTS & DISCUSSION 
  
In the first experiment will evaluate the performance of IWT in compressing and 
decompressing a medical image progressively from lossy to lossless quality in a 
non-distributed system.  
The test image incorporated in the first experiment was a digitized x-ray thorax 
image, scanned at 96dpi vertical and horizontal resolution. The digitized image was 
represented as gray level (8 bit depth) bitmap image xrayA.bmp with the dimension 
of 2002x1915 pixels, shown in Figure 7. 
    
           
(a) 
                                             
 
(b) 
Figure 7. Result of the non distributed system (a).Original test image (left) and first 
resolution level reconstruction image with 128x128 RoI within red box(right), 
(b).Detailed view of RoI refinement from 1st to 5th level  
 
 
Table 3. Performance of RoI Quality Refinement: RoI PSNR Value 
RoI PSNR value of xrayA.jp2 
RoI PSNR(dB) value per Resolution Level RoI Size (pixels) 
1* 2 3 4 5 
32x32 30.343 32.917 33.85 35.939 Inf 
64x64 30.325 32.394 33.087 35.038 Inf 
128x128 30.427 32.998 33.645 35.423 Inf 
256x256 29.194 32.51 33.083 34.806 Inf 
2002x 1915 (full 
size) 27.211 32.339 32.888 34.242 Inf 
*Image general picture first retrieved by client  
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Table 4: Performance of RoI Quality Refinement : Retrieved Bytes Statistic  
Retrieved Bytes Statistics of xrayA.jp2 
Retrieved Bytes  per Resolution Level (kb)  RoI Size (pixels) 
2 3 4 5 
32x32 8.36 8.02 8.35 16.94 
64x64 8.36 8.02 8.35 16.94 
128x128 8.36 8.02 16.70 33.88 
256x256 8.36 8.02 33.39 76.22 
2002x 1915 
(full size) 23.81 94.81 405.98 1633.88 
 
 
Table 3 remarks the general increase of PSNR value from the lowest resolution  
level (lossy) to the highest resolution level (lossless).  PSNR level reaches infinity at 
the retrieval of the highest resolution level which  involves all resolution layers of 
compressed image.   
Number of bytes retrieved for every level of quality refinement is provided in Table 
4. It shows that the first until the fourth resolution level could be obtained by 
retrieving a small number of bytes. This scheme will less burden the limited 
bandwidth networks but still has the ability to provide good image quality on the 
end client-side.  
The objective of the second experiment is to compare the performance between the 
distributed and non-distributed system for distributed lossless medical image 
compression. The test image incorporated in the experiment was a gray level (8 bit 
depth) bitmap image with the dimension of 1024 x1024 pixels. 
 
In this evaluation scheme, image is encoded using lossless wavelet compression 
with decomposition level of 5. The fifth decomposition level subband images coded-
data is set as the first data transferred to the client in answer to client and end-
client side request. 
 
General picture in the client and end-client side is generated by reconstructing the 
given data and resizing the resulted image into original image resolution. Table 5. 
shows that the encoding time of distributed system is shorter than non-distributed 
system on the same level. The same with the decoding time, distributed system has 
shorter decoding time than non-distributed system. The encoding time of the 
distributed system is 88.30% on average, shorter than the distributed system, 
while the decoding time of the distributed system is 81.33% on average, shorter 
than the non-distributed system. 
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Table 5. Encoding Time 
 
ENCODING TIME (s) DECODING TIME (s) Level 
Distributed Non Distributed Distributed Non Distributed 
1 0.239 0.289 0.284 0.312 
2 0.237 0.278 0.242 0.319 
3 0.261 0.284 0.252 0.31 
4 0.262 0.291 0.254 0.328 
5 0.263 0.287 0.256 0.316 
 
 
 
 
Table 6. Achieved Bitrates 
 
ACHIEVED BITRATE (bpp) 
ENCODING DECODING Level 
Distributed Non Distributed Distributed Non Distributed 
1 3.22882845 3.4186478 3.2288285 3.4186478 
2 3.0109711 3.2060547 3.0109711 3.2060547 
3 2.9778137 3.1582642 2.965538 3.1582642 
4 2.9594345 3.1475983 2.9577179 3.1475983 
5 2.95895385 3.1467743 2.9589539 3.1467743 
 
 
 
 
 
Table 7. Downloaded Bytes 
 
DOWNLOADED BYTES 
ENCODING DECODING Level 
Distributed Non Distributed Distributed Non Distributed 
1 423209 448089 423209 448089 
2 394654 420224 394654 420224 
3 390308 413960 390308 413960 
4 387899 412562 387899 412562 
5 387836 412454 387836 412454 
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Table 6 shows that achieved bitrate of the distributed system is 94.14 % lower on 
average than non-distributed system and Table 7 shows that downloaded bytes of 
the distributed system is consequently has the same average number 94.14% 
shorter than the non-distributed system. 
 
 4  Conclusions 
 
The proposed scheme, IWT for distributed lossless medical image compression, will 
considerably reduce the number of transferred bytes during one access period, 
thus less-burdening the network while maintaining good image quality on 
medically-significant area. However, performance effectiveness of the scheme is 
very much dependent on RoI intensity characteristics and its codeblocks affiliation. 
Performing the JPEG2000 encoding tasks on the distributed system being 
developed may significantly be able to share the computation loads and to shorten 
the processing time while maintaining good image quality.   
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FOR MRI APPLICATION 
 
Dyah Ekashanti O. Dewi, Andriyan B. Suksmono, Tati Latifah R. Mengko 
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Abstract. We describe the development of Multigrid approach that can be used for 
solving Partial Differential Equation (PDE) problem of wrapped phase image for 
Magnetic Resonance Imaging (MRI) application. This paper proposes a modified 
Multigrid V-Cycle Phase Unwrapping (PU) which generates the solution in gradual 
manner by decomposing a complete Multigrid V-Cycle structure into small pieces 
of V-Cycle scheme and performing the solution based on the level of the structure. 
The wrapped phase is first transferred to the coarser grids iteratively generating 
approximation solution on each grid until it reaches the coarsest grid. Then, the 
approximation solutions are distributed to be solved partially producing the 
intermediate solutions in the finest grid. Progressive refinement is accomplished by 
superposing the unwrapped intermediate solutions from the subsequent stages 
immediately after each process is done. By utilizing this scheme, the absolute 
phase image is built progressively, allowing the users to quickly become conversant 
with the image before the PU process is fully completed. A preliminary evaluation 
on simulated as well as MRI complex raw data shows promising progressive results 
and feasibility to apply in a variety of MRI applications. 
Key-words: distributed, progressive, multigrid V-Cycle, phase image, phase 
unwrapping, MRI application  
 
1 Introduction 
 
In coherent imaging modalities, phase processing is essential. For instance, the 
phase part of MRI image is able to provide some physical properties of interests 
which are of use for MRI applications. However, the acquired phase is naturally 
bounded on (-π,π] producing ambiguity problem, called wrapped phase. Any values 
beyond this range will be wrapped back on itself to cause the sudden artificial 
phase jumps near boundaries [1]. Two-Dimensional PU is a computational method 
which estimates the unwrapped phase from its wrapped form in the principal value 
of modulo 2π. The principal value has to be unwrapped by eliminating, or at least, 
reducing the discontinuities. It can be stated mathematically in (1) as finding the 
estimated absolute phase from the given wrapped phase. 
πφφ 2).,(),(),( yxkyxyx wu +=                                  (1) 
 
where φu is the estimated absolute phase, φw is the principal value from the 
wrapped phase, and k(x,y) is the integer function [2].  
 
Nowadays, such technique has blossomed into many algorithms and been applied 
in a number of applications. Principally, the existing PU algorithms can be grouped 
into two main categories, Local PU and Global PU methods.  The Local PU (Path 
Following) unwraps the phase based on the integration path which connects the 
residues identified in the wrapped phase field and cuts, whereas the Global PU 
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(Minimum Norm) impresses on the solution by modeling the wrapped phase into 
PDE and solving it using numerical methods [2]. 
 
Multigrid is one of the Global PU which is expressed in term of recursion. It 
unwraps the phase by solving the PDE of the wrapped phase over a hierarchy of 
grids. The first practical Multigrid technique was pioneered by Brandt in 1973. 
Multigrid in PU is first proposed by Pritt [5] for InSAR. The implementation of such 
method to MRI application has been presented in [6] for water-fat separation. 
Furthermore, applying weighting value from the scaled magnitude data to the 
algorithm improves the PU performance [6]. The basic idea of progressive method 
in PU has also been initiated by [7] utilizing FFT in recursive manner as well as [8] 
which improves the Multigrid PU by reprocessing the residual error of the phase 
images. Additionally, [9] has introduced the preliminary evaluation on progressive 
Multigrid V-Cycle PU. Following the previous works, we can develop the distributed 
and progressive Multigrid V-Cycle PU. 
 
2 Multigrid Phase Unwrapping 
 
The use of Multigrid in PU is derived from least-squares PU problem. The least-
squares error notion is known formally as a minimum norm in the L2 sense. That 
is, the sum of the squared differences between the gradients of the solution and 
those of the measurement is minimized. It can be formulated as unweighted or 
weighted version [2]. 
 
2.1 Unweighted Least-Squares Phase Unwrapping 
 
As motivation for Global PU problem, the general unweighted Minimum Lp-Norm 
approach is presented. Let the wrapped phase w
ji,φ  and the adored unwrapped 
phase values u
ji ,φ  are sampled on a rectangular grid [2][5]. The row and column 
partial derivatives of the wrapped phase are defined by  
w
ji
w
ji
x
ji ,,1, φφ −=∆ +  , 1,...,0 −= Mi  , Nj ,...,0=                       (2) 
w
ji
w
ji
y
ji ,1,, φφ −=∆ +  , Mi ,...,0=  , 1,...,0 −= Nj                       (3) 
 
The value 2π is added or subtracted as necessary to ensure that they lie in the 
interval (-π,π]. The derivatives must be corrected at the grid boundaries using (4) to 
assure that the Gauss-Seidel relaxation converges to the correct solution.  
x
j
x
j ,1,0 ∆−=∆ ,  x jMx jM ,,1 ∆−=∆ + ,  yiyi 1,0, ∆−=∆ ,  y Niy Ni ,1, ∆−=∆ +             (4) 
 
The intermediate unwrapped function is utilized to minimize the discrete function  
∑∑∑∑
=
−
=
+
−
= =
+ ∆−−+∆−−==∈
M
i
pN
j
y
ji
u
ji
u
ji
M
i
pN
j
x
ji
u
ji
u
ji
pJ
0
1
0
,,1,
1
0 0
,,,1 φφφφ                  (5) 
 
The least-squares PU solves the discretized PDE problem with efficient 
mathematical methods. Additional constraints, such as smoothness, can be 
imposed through regularization methods. This technique is generally favored as 
they lead to linear equation where the resulting mathematics is tractable and 
amenable to efficient methods of solution [2]. For p = 2, we get the Least-Squares 
equation like so  
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,,1,
2
0
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0
,,,1
2
M
i
N
j
y
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u
ji
u
ji
M
i
N
j
x
ji
u
ji
u
ji φφφφ                     (6) 
 
Through differentiating (6) on u
ji ,φ  and setting the result equals to zero yield the 
linear equation, regarded as a discretized PDE ji ,
2 ρφ =∇  known as Poisson’s 
equation, where  2∇  is the phase Laplacian operator yyx ∂∂+∂∂ // 2  [5]. ( ) ( ) jiu jiu jiu jiu jiu jiu ji ,1,,1,,1,,1 22 ρφφφφφφ =+−++− −+−+                       (7) 
 
y
ji
y
ji
x
ji
x
jiji 1,,,1,, −− ∆−∆+∆−∆=ρ                                    (8) 
 
The classical method for solving such equation is called Gauss-Seidel relaxation.  
The unwrapped phase solution array u
ji ,φ  is set to be zero (or a predefined value) 
and performs the following updates iteratively until convergence.  
4/]))()()()([()1( ,1,1,,1,1, ji
u
ji
u
ji
u
ji
u
ji
u
ji nnnnn ρφφφφφ −+++=+ −+−+                (9) 
 
In this regard, n is the number of iteration. Yet, it is not practical due to its 
extremely slow convergence. Alternatively, Red-Black Gauss-Seidel yields better 
convergence result.  
 
2.2 Weighted Least-Squares Phase Unwrapping 
 
The unweighted version provides adverse results due to the disability of solving the 
residue problem. Therefore, weighted least-squares PU enhances the previous one. 
Such technique uses a set of weights (e.g, quality maps or masks) to avoid 
integrating through the residues, accommodates the residues in some fashion, 
isolates the regions of low signal-to-noise, or imposes other properties or 
preferences on the expected solution. When certain phase values are corrupted by 
the noise, aliasing, or other degradations, the phase values are zero-weighted to 
avoid affecting the PU process [2][5]. In practice, an array of weights 0 ≤ wi,j ≤ 1 is 
given to the phase data. The minimized weighted Least-Squares function becomes ( ) ( )∑∑ ∆−−+∆−−=∈ ++
ji
y
ji
w
ji
w
ji
ji
x
ji
w
ji
w
ji jiVjiU
,
2
,,1,
,
2
,,,1
2 ),(),( φφφφ                    (10) 
where 
      ( )2,2 ,1 ,min),( jiji wwjiU += ,     ( )2,2 1, ,min),( jiji wwjiV +=                     (11)  
 
The weighted Least-Squares solution to this problem yields the weighted Phase 
Laplacian, which is defined by 
ji
y
ji
y
ji
x
ji
x
ji cjiVjiVjiUjiU ,1,,,1, ),(),(),1(),( =∆−∆+∆−−∆ −−              (12) 
 
The classical Gauss-Seidel relaxation method for weighted PU is defined as follows 
)1,(),(),1(),(
)1,(),(),1(),( ,1,1,,1,1
, −++−+
−−++−+= −+−+
jiVjiVjiUjiU
cjiVjiVjiUjiU ji
u
ji
u
ji
u
ji
u
jiu
ji
φφφφφ           (13) 
 
Undesirably, the Gauss-Seidel relaxation converges too slowly in practical use.  
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2.3 Multigrid V-Cycle Phase Unwrapping 
 
Multigrid is a prime source of important advances in algorithmic efficiency, finding 
a rapidly increasing number of users. Multigrid offers the possibility of solving large 
classes of problems, especially the elliptic equation with non-constant coefficients 
with hardly any loss in efficiency, even nonlinear equations with comparable speed. 
It basically accelerates the convergence of classical Global PU by approximating the 
smooth part of the error on coarser grid and refining the non-smooth part with a 
small number of iterations on the fine grid. At this point, the classical error-
smoothing scheme, Gauss-Seidel relaxation, is applied iteratively to approximate 
the solution until some convergence criterion is satisfied [3][4]. The defect on 
coarse grid is defined by a fine-to-coarse transfer operator called Restriction 
operator. In this regard, we use Full Weighting operator as defined in (14) 
jijijijijijijijijiji fffffffffc 2,22,122,1212,212,212,1212,1212,1212,12, 4
1)(
8
1)(
16
1 ++++++++= +−+−+++−−+−− (14) 
The coarse-to-fine operator, known as Prolongation operator, transfers the 
intermediate solution into new finer grid by interpolating and adding the coarse-
grid correction. Bilinear Interpolation is one example of such operator. It is given by 
jiji cf ,2,2 =  
),(
2
1
),(
2
1
1,,12,2
,1,2,12
−−
−−
+=
+=
jijiji
jijiji
ccf
ccf      
)(
2
1
)(
2
1
1,,12,2
,1,2,12
++
++
+=
+=
jijiji
jijiji
ccf
ccf                           (15) 
)(
4
1
1,11,,1,12,12 ++++++ +++= jijijijiji ccccf  
 
Multigrid can be illustrated as a pyramid which represents the grid building with 
each grid is one-half the resolution of its predecessor. It is shown as follows 
 
 
 
Fig.1. Grid building in Multigrid PU 
 
The order in which the grids are visited is called multigrid cycle. Multigrid V-Cycle, 
which sweeps the grids based on V-alphabet like structure, is the simplest type of 
Multigrid schedule [2][3][4]. Generally speaking, the Multigrid V-Cycle PU transfers 
the wrapped phase to the next coarser grids by performing Gauss Seidel relaxation 
and restricting the residual error gradients until it reaches the coarsest grid. Then, 
the intermediate solution is transferred back to the finer grids. This recursive 
procedure is terminated once the finest grid is accomplished. In this regard, each 
prolonged grid is relaxed over again. The Multigrid V-Cycle PU schedule diagram is 
given in Figure 2. 
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Fig. 2. Multigrid V-Cycle PU schedule diagram 
 
2.4 Distributed and Progressive Multigrid V-Cycle Phase Unwrapping 
 
The proposed distributed and progressive Multigrid V-Cycle implements the 
Multigrid V-Cycle PU scheme by decomposing a complete V-Cycle order into small 
pieces of V-Cycle structure and performing the solution based on the level of the 
structure. Firstly, the wrapped phase is transferred to the coarser grid iteratively 
by means of restriction operator until the coarsest grid is obtained. The restriction 
process on each grid generates approximation solution. Then, the approximation 
solutions are distributed to be solved partially by employing the prolongation 
operator and Gauss-Seidel relaxation. Progressive refinement is accomplished by 
superposing the unwrapped intermediate solution from the subsequent distributed 
scheme immediately after the process is completed. The distributed and 
progressive Multigrid V-Cycle PU schedule diagram is depicted in Figure 3. 
 
 
 
Fig. 3. Distributed and Progressive Multigrid V-Cycle PU schedule diagram 
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R1-N block defines the Restriction process from finest to coarsest grid in iterative 
manner, whereas Pi blocks refer to the Multiple Prolongation processes from the 
coarser to finer grid in distributed fashion, where i is the level of the grid. The detail 
of each block can be shown in Figure 4 and Figure 5 respectively. 
 
 
 
Fig. 4. R1-N block diagram 
 
 
 
Fig. 5. Pi block diagram 
 
In detail, the distributed and progressive system divides the Multigrid V-Cycle 
procedure into multiple subsystems. The process is started by transferring the 
wrapped phase into the coarser grid by way of block R1-N. In the initial stage of 
Restriction process, the first residual error gradients are set to be the row and 
column partial derivatives of the wrapped phase, (i.e., xwxe 00 ∆=  and ywye 00 ∆= ), while 
the initial unwrapped phase is set to be zero ( 00 ≡uφ ). Then, the 1st intermediate 
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solution is performed by applying the P1 block. The process continues to apply the 
scheme in the following distributed blocks. Each Pi block immediately employs 
Gauss Seidel relaxation iteratively until the finest grid is attained. The 2nd solution 
is obtained by the second P2 result and added to the 1st solution subsequently. The 
next solutions are achieved in the same way as the preceding grids by superposing 
them to the previous solutions. At stage-N, the system yields an Nth solution uNφ  
and residual error gradients wxNe  and 
wy
Ne . By utilizing this scheme, the unwrapped 
phase information is gradually improved, yielding better ones at later time, while 
the residual error gradients are reduced in stages. Additionally, by incorporating 
computational strength of the distributed and progressive Multigrid V-Cycle PU, it 
is potential to realize a fast PU system for future real-time MRI application.  
 
3 Experimental Results and Discussion 
 
In the experiment we utilize simulated as well as actual MRI complex raw data. The 
simulated data is merely performed in unweighted Multigrid V-Cycle PU manner, 
while the MRI complex raw data is tested by means of weighted version.  
 
The images in Figure 6 and Figure 7 demonstrate the original, unwrapped, and 
rewrapped phase images of simulated data by using the multigrid V-Cycle PU and 
the proposed distributed and progressive Multigrid V-Cycle PU schemes. In this 
regard, the distributed and progressive test on simulated data decomposes the 
solution into 5 stages. The measurement of the estimated unwrapped phase images 
to the original one is defined by Peak Signal to Noise Ratio (PSNR) value. 
 
    
 a  b  c  d 
Fig. 6. Original Unwrapped (a) and Wrapped (b) images, Unwrapped (c) and 
Rewrapped (d) results of simulated data using Multigrid V-Cycle PU 
 
                          
 
                          
 1st solution  2nd solution  3rd solution  4th solution  5th solution  
 PSNR=17.2087 PSNR=18.8892 PSNR=20.4038 PSNR=21.4173 PSNR=21.5789 
 
Fig. 7. Unwrapped (Top) and Rewrapped (Bottom) simulated data results of the 
distributed and progressive Multigrid V-Cycle PU in each stage of solutions 
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By observing the images in Figure 6 and 7, we can infer that the proposed PU 
algorithm visually does a comparative job in unwrapping the simulated data in 
distributed fashion. It can be shown from the improved number of fringe lines on 
each stage of the rewrapped images. Yet, some occasional failures still exist in the 
discontinuous areas. From the quantitative measurement, the PSNR value of 
Multigrid V-Cycle PU test is 28.3660 dB, while the distributed and progressive 
method yields an increased number of PSNR value in stages, ranging from 17.2087 
dB to 21.5789 dB. Although these results are still far from the previous method, 
the proposed technique is capable of solving the solution in progressive way. 
 
The second experiment is performed using the MRI phase image. Figure 8 presents 
the original, unwrapped, and rewrapped MRI phase image solutions of Multigrid V-
Cycle PU, while Figure 9 displays the unwrapped and rewrapped results of the 
proposed distributed and progressive Multigrid V-Cycle PU which decomposes the 
solution into 6 stages. 
 
   
 a  b  c 
Fig. 8. Original Wrapped (a), Unwrapped (b) and Rewrapped (c) results 
of MRI phase image using Multigrid V-Cycle PU 
 
      
 
      
 1st solution  2nd solution  3rd solution  4th solution  5th solution  6th solution 
 
Fig. 9. Unwrapped (Top) and Rewrapped (Bottom) MRI phase results of the 
distributed and progressive Multigrid V-Cycle PU in each stage of solutions 
 
From the results above, it is shown that the proposed technique is capable of 
presenting the solution in distributed and progressive way. Nevertheless, the 
algorithm does not adequately solve the existing discontinuity problem in some 
noisy and inconsistent areas, such as in nose and eyes part of the object. 
 
4 Summary 
 
We have presented a distributed and progressive Multigrid V-Cycle PU method for 
simulated data as well as actual MRI phase images. A preliminary evaluation on 
simulated data as well as MRI complex raw data shows promising progressive 
improvements and feasibility to apply in MRI application. The increasing PSNR 
value of the proposed method results explains that by distributing the V-Cycle 
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scheme on PU, the progressive solution can be generated. The existing failures still 
calls for restoration of the algorithm. For further direction, the distributed and 
progressive Multigrid PU method can be developed for real-time MRI applications. 
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Analysis of a Non-Linear System by a New Technique
Based On the Continuation Method
S. Kadry
University of Technology of Belfort-Montbeliard, France
Abstract. The Continuation method is illustrated for the solution of non-linear
differential system. A proposed technique to get the best possible partition of [0, 1]
for this method. This technique searches for a set of { } [ ]1,0Îit  involving a
passage from 0 to 1 with minimum operations and acceptable solution.
Key words: Continuation method, Newton method, numerical analysis and non-
linear Partial Differential Equation.
1 Introduction
In this study, our objective is the analysis of the resolution of finite non-linear
algebraic systems. These systems are presented by the following shape:
0)( =uF                                                       (1)
Where, nn IRIRF ®:  is a non-linear function.
For nTn IRuuuu Î= ),...,,( 21 ,
nT
n IRuFuFuFuF Î= ))(),...,(),(()( 21  each of
the scalar functions ),(uFi  is non linear ( ).:)(
nn
i IRIRuF ®
Our goal is the setting up of efficient and powerful algorithms to solve (1) using the
Continuation method with a new technique of interval partition. The origin of the
non-linear discreet systems is varied. We are concerned by considered equations
that come from the discretization of continuous models of (ordinary or partial)
differential equations, met in the mechanical sciences [1] (ex:  bending of a beam,
membrane distortions, fluids out-flow, problems of potential...) and in several
domains of engineering.
Without loss of generality, we consider the non-linear Poisson equation [2, 7], (has
one or two dimensional space).
For W   opened on IR, search for )(,: W¶ÈW=W®W IRu , which verifies:
ïî
ï
í
ì
W¶=
W=+-
onu
inxguf
dx
ud
0
),()(2
2
(2)
IRIRf ®: , is generally a real function that has a real non-linear variable. The
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equation (2) models the bending of a beam.
2   Discretization of the problem
Let's consider the following problem: Being given a non-linear function f, with one
real variable. Find a U function two times continuously derivable on [0, 1] as:
ïî
ï
í
ì
Î==
<<=+-
IRuu
xxguxc
dx
ud
baba ,)1(,)0(
10)()(2
2
(3)
This mechanical situation problem is the one of bending the beam, stretched
according to its axis by a linear load strength g(x) and merely supported its ends.
Then the moment of bending non-linear f (u) in the point of x abscissa is solution of
the problem (3) with c(x) = f/EI(x), or E the Young module of the material, I(x) is the
principal moment of inactivity of the beam section at the x point.
Except for some rare cases, a formula that permits to get u(x) explicitly doesn't
exist for all xÎ [0,1]. It therefore requests to find a means to approach the values of
the problem solution (3) more accurately. A method to reach this goal consists in
finding a number of finite parameters },...,1/{ niui = , as either an approximation
of .,...,1),( nixu i =  We are interested in the method of finite differences.
3   Method of the finite differences
 let n is positive, put
1
1
+
=
n
h  or h is the step of discretization (supposed to be
uniform here); ihxi =  for }{,1,...,0 ixni +=  are the discretization nodes.
Besides, it’s possible to demonstrate that u is a regular function (for example u is
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class C4) that [8]:
                                                  (4)
To solve (3) numerically, based on (4), and calculate the values iu  (we
note )( ii xuu @ ) with ni ££1 , cautious to be approximately )( ixu  (after
replacing the formula with the differences (4) in (3)):
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                                                             (5)
The problem (5) is called approach problem (or discreet problem) gotten, by a
method of finite differences, by opposition to the problem (3) declares a continuous
problem. The vectorial shape of (5) is presented as follows:
Find ),(),...,( 101 ba === +n
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(6)
We, therefore, represent by (6) a non-linear system of n equations for the n
unknown ),...,( 1 nuu . Hence, to solve this system, it is necessary to linearize while
using one of the following iterative methods:  method of the successive
approximations, Newton’s method, Newton-cord and Shamanski’s methods [6].
These methods look for a linearization by a highly determined procedure. For
)()()(2)(
)()()(
2
2
11
2
2
22/12/1
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ud
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example, the use of Newton’s method is based on the following formula:
,...3,2,1,0),()]([ 11 =-= -+ juFuDFuu jjjj                                                  (7)
 by means of DF which is the Jacobian matrix (Jacobian). Therefore DF (u) of (6) =
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Which is a sparse matrix (three diagonals) dependent on the problem solution (6).
Consequently, to calculate 1+ju  from ju , it is done by solving the following system:
)())(( 1 nnnn uFuuuDF =- +
The algorithm of resolution proceeds as follows:
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{ }
{ }
{ }
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For such an iterative method (Newton’s method), it is normal to ask the following
questions:
1) Existence: Is the method well defined? )(1 juDF -  It exists at every iteration.
2) Convergence: The continuation { }ju  is its convergent in the way that
lim uu jj =¥®  where u verifies 0)( =uF ?
 For example, for the problem (5), we demonstrate the following:
Theorem 3.1. Let u be a solution of the system (5). Let .
)(
1
i
i
ni u
ufmazf ¶= ££  if c, h
and f verify the condition ,1,,2 niifhc ££">  then )(1 uDF - exists.
Proof. It is obvious that the matrix )(uDF  is symmetrical, )(uDF is also defined
positive. Indeed:
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With
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i xxxxh
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The outcome of this result is that if the initial condition 0u  of the iterative
algorithm is chosen close to u then )( 01 uDF - on hand. If the sequence of the
iterations { }ju exists in the region, then )(1 juDF -  exist.
In this concern, we can find more precise results on the convergence of Newton’s
method, for example in [2]:
Theorem 3.2. If F is continuously derivable two times in relation to the variables ju ,
,1 nj ££ and if u  is as )(uF =0 and if )(uDF  is then regular, the continuation
)( ju  defined by Newton’s method converges towards u when ¥®n  provided that
0u  is chosen sufficiently close to u.
 It appears therefore that the choice of 0u  sufficiently close to u is fundamental.
4   Method of Continuation
The above stated iterative methods give the solutions that converge locally toward
the solution a of 0)( =uF , so when the initial condition is chosen close to the
exact solution. The question of choosing the initial condition is asked therefore to
find an efficient method permitting to guarantee a perceptive choice. It is then the
method of Continuation that permits to introduce a precise approach proposes
forcing recognition to a parameter [ ]1,0Ît  and hence of 0=t , to make 1=t  to
the solution a  of )(uF . This method has been introduced by [3]. From that time, it
has been used by several authors Avila [4], [5, 6]. This last [6] introduces it in the
setting of the equations in the non-linear partial differential, while leaning on the
method of the topological degree of Leray-Schauder. This technique demonstrated
all its power in the analysis of the solutions existence of the non-linear PDE.
5   Principle of the Continuation method
The Continuation method consists of proposing the problem ,0)( =uF  in the
setting of a related problems parameterized by a variable [ ]1,0Ît .
Either
[ ]
),(),(
1,0:
utFut
IRIRF nn
®
®´
As nIRuuFuF Î"= ),(),1( .
1052 Proceedings of ICAM05
  
New Technique to solving Non-Linear System using Continuation Method
We also supposes that for 0=t , the problem 0),0( 0 =uF  admits a unique
solution 0u  , capable to be calculated by the use of a simple algorithm. The choice
of the initial condition for the answer calculation 1=t , depend undoubtedly on 0u .
So while following the related solutions 0),( =tutF , from 0=t , one can make
1=t  to the solution of 0)( =uF  under precise hypotheses on the related
functions (.,.).F  It is the principle of the Continuation method. Numerically, it
results by the successive research of the problem solutions,
mjatF jj <<= 0,0),(  with 1...0 210 =<<<<= mtttt , or { }it  is a
discretization of [ ]1,0 . The ultimate phase of this process is finite for 1=mt , giving
then, aam =  verifying: .0)(),1(),( === mmmm aFaFatF
Suppose the existence of the solution ja  (or of an approximation ja of ja )  as:
0),( =jj atF (or jjjj atF ee ,),( £  small). Search for the pair { }11, ++ jj at
with njjj IRatt Î£< ++ 11 ,1 , as 0),( 11 =++ jj atF . Conduct the resolution of the
non- linear system 0),( 11 =++ jj atF by a method of Newton type, Newton cord or
Shamanski getting the continuation therefore: { }11 ,...,2,1,0/ ++ = jkj kka  with
j
k
jj kaa j ,
0
1 =+  denoting the indication of the last applied iteration in the
approximation of .ja
Example 5.1. The equation of Poisson
Let the following equation of Poisson: gufu =+D- )(  is solved thus by a method
of Continuation. To the parameter [ ]1,0Ît , look for the solution tu  of the problem:
gutfu tt =+D- )( . The discretization of this model by the method of the finite
Elements gives then GutIfAu tt =+ )( , or A is the matrix of rigidity, )( tuIf  is
the diagonal matrix:
÷
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
ç
è
æ
)(0..0
0....
.....
....0
0..0)(
,
1,
nt
t
uf
uf
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When 0=t , the previous model is linearized to give 0u the solution of: GAu =0
resolute by an adequate linear solver. As indicated above, we pass from 00 =t
to 1=mt , by the resolution of n non-linear systems. The method performance is
going to be bound therefore to a reduction of the number of step m with minimum
iterations to every .,...,1, mjt j =
6   Method of Newton - Continuation
An application of Newton method to every step .,...,1, mjt j =  gives:
)1,().1,(
1,...,1;1,...,0
,
),,().,(
,,,1,
,0,100,1
,,,1,
kNkN
x
kNkN
jmjj
j
kj
j
kj
x
kjkj
xFxDFxx
Njmk
xxxx
txFtxDFxx
j
-=
-=-=
ïþ
ï
ý
ü
==
-=
+
+
+
with xDF  the Jacobean of F  in relation to x  and .1...0 10 =<<<= mttt
At this level, it would be necessary to study the Convergence and the choice of
the discretization of { }it .
7   Convergence
For the convergence of this method, we give two results that extract respectively
from [4, 3]:
Theorem 7.1. Let [ ] nn IRIRF ®´1,0: , suppose that xDF (the Jacobean of F in
relation to x nIRÎ ) exist and continuous on [ ] nIR´1,0 . Besides, 1-xDF  exists for
all [ ]1,0Ît . Then a discretization exists 1...0, 00 =<<<= mi tttt , and N-1
entire, 121 ,...,, -Nmmm  as \=¥® )1(lim
, xx KNk
Theorem 7.2. Let nn IRIRF ®:  a function continuously derivable in relation to
the components of the vector in IRn, suppose that DF (x) is regular for all nIRx Î
and that nx IRxDF Î"£
- b1  then the continuation method converges.
In [6], we demonstrate that in the case of Poisson non-linear equation, if the
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function (.)f  is monotony in the sense that ò
W
³W- 0))()(( 21 dufuf  the
hypotheses of these theorems are then well verified.
The two previous theorems demonstrate the existence of a discretization so { }it  at
[ ]1,0  for which we have convergence. It doesn't give a method to distribute the
{ }it  leading to the convergence of the Continuation method. In what follows,
we intend to approach this question.
8   Choosing the Discretization of { }it
The choice of the discretization { }it consists of estimating the step iii tt -= +1t  ,
for it  given, in order to achieve two main objectives:
- Minimize the number”n” of the discretization in the interval [0, 1].
- Reduce, to the minimum, the numbers of iterations, "" ik  necessary for the
convergence of the Newton method used to every discretization{ }it .
Let's note that it is demonstrated in [4], that if ii tt -+1 is sufficiently small, "" ik
to every step would be equal to 1.
These two criteria minimize the function to two variableså
=
n
i
ik
1
. The principle is to
have 1=ik  and to optimize the value of n. Let's consider then the case of non-
linear Poisson and continuous problem. Let )(),( utfuutF +D-= , we deduced
easily that )(),( ufutFt = , knowing that ( ),( utFt the derivative of F in relation to
t). Let's consider the approached solution iu  to the discretization it , c to
d 0),( @ii utF . This solution will be, according to the principle of the continuation
method, the 1st   iteration of the problem to the discretization 1+it  and let's try to
estimate ),( 1 ii utF + . We verify the following identity easily:
)()()()()(),( 111 iiiiiiiiiiii ufttuftuuftuutF -@++D-=+D-= +++ t
It gives:
)()(,( 11 iiiii ufttutF -= ++ (8)
suppose that for it , the choice of the initial condition
iu0 , is managed by the
condition
0
0
0
),1(
),(
tol
uF
utF ii
£  ( 0tol =given tolerance). So the equation (8) gives:
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0
0 )(
)(
tol
uf
uf ii £
t
, let
)(
)( 0
0 uf
uf
tol
i
i =t                                                                                         (9)
Then the determination of 0tol  becomes an indispensable step for the
implementation of the discretization descended from (9). We propose for it the
following algorithm:
9   Algorithm (Matlab)
function [u,i,k] = continuation(tol,tol0,F,DF,A,f,g,kmax)
% input:
%- tol is the precision of calculation to every t
%- tol0 is the precision asked in the choice of ti
%- F=F(t,u)=Au + tf - g = 0
%- DF is the Jacobean matrix in relation to u
% output:
%- u the solution of F(1,u) = 0
%- i the number of step
%- k the total number of iterations
%- kmax the maximal number of iterations
%- Resolution of F(0,u) = 0
u0 = A\g ;
t = min(1,t + tau);
i = i + 1;
[u,verif,ki] = newton(F,DF,t,u,tol,kmax);
tau = tol0*norm(f(u0)) / norm(f(u));
k = k + ki;
if (ki > 1)
tol0 = tol0/2;
end
if (i > 1)
i = i-1;
end
end
10   Applications
In this paragraph, we will validate the theories exposed to the previous paragraph.
We carry out numerical tests dividing in two parts:
1- Resolution of the equation of non-linear Poisson has one dimension. The
discrete system obtained by approach-finished differences is solved by the
method of Newton and the method of Continuation. The choice of initial
condition in this last method illustrates its importance.
2 - Study of the best possible partition of [0, 1] in continuation method. This
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study searches a set of { } [ ]1,0Îit  involving a passage from 0 to 1 with the
minimum operations.
Application 10.1. In this application we will solve the following non-linear
differential equation:
ïî
ï
í
ì
==
+=+- -
0)1()0(
2 )1(2
2
uu
ee
dx
ud xxu
where )1( xxu -=  is  an exact solution.
Figure1: method of Newton (case of convergence)
The figure 1 gives the solution of this model with a Discretization of 8 points of the
domain [0, 1], by using the method of Newton (  represent the initial solution, *
the approached solution, the continuous curve represents the exact solution).
  Initial condition
 * approached solution
   (after 6 iterations)
--- exact solution
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we notice that the method of Newton converges in this example, that is because the
initial condition is chosen well. On the other hand if this condition is far from the
exact solution (u0 = (-3.4, 9.75, 2.875, -37.5, 0.375, 2.5, -0.1038, -0.0331), the
method of Newton diverge (fig. 2).
Figure 2: method of Newton (case of divergence after 30 iterations)
* approached solution
   (after 30 iterations)
--- exact solution
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Figure 3: method of continuation
The figure 3 represents the solution while using the method of continuation with a
discretization of 24 points of the domain [0, 1], and a step of t=0.1 and k=1(number
of iterations for this step), immediately we notice the convergence of this method.
Application 10.2. In this test, we study the choice of the partition of the{ }it . On the
basis of the previous example, while using the method of continuation, but with a
step equals to
3
1
, i.e. we divide the interval [0, 1] into 3 parts, in this case we notice
that the final solution in t =1, with Ki=1(i=1, 2, 3) is not close to the exact solution
of figure 4, therefore the partition of them { }it  influences directly the solution. In
other words of the convergence, it is required to study it or to find the best
partition, the minimum of iterations for every step of the partition with, at the same
time, an acceptable solution (i.e. when ||Ucalculated-Uexact?  / ?Uexact?? tol)
 x
--- exact solution
* approached solution (t =1)
+   approached solution (t =0)
  approached solution (t =0.5)
x(1-x)
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Figure 4
For that, we will make two approaches:
First approach
If we apply the theorem of the choice of partitions stated in previous paragraph,
We get the following table:
Choice of
tol0
Number of
ti
?ki
(ki=1)
acceptable (a) or unacceptable (u)
solution
flops
0.01 261 261 a 60552
0.1 27 27 a 6264
0.5 6 6 a 1392
0.6 5 5 a 1160
0.7 1 1 u 928
….. 1 1 u ….
Therefore the optimal choice according to that approaches is gotten for
tol0=0.6(fixed for all partitions). Because it gives the best partition (n=5), with
ki=1(fix in this approach), and a minimum of flops with an acceptable solution.
Second approach
In this approach, tol0 is not anymore constant. We must apply the algorithm
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expressed previously, and the formula giving ?i according to tol0, f (ui) and f (u0). We
get the following table:
Choice of
?
Number of
ti
?ki(kivary) acceptable (a) or unacceptable(u)
solution
flops
0.01 8 16 a 3879
0.1 7 14 a 3363
0.5 5 10 a 2331
0.6 4 8 a 1815
0.7 1 1 u …
… 1 1 u ….
Therefore the optimal choice according to that approaches is gotten for tol0=0.6
because it gives the best partition (n=4*t), with k=8(fixed in this approach), and a
minimum of flops with an acceptable solution.
11   Conclusion
In this paper, our goal is to design efficient and powerful algorithms to solve a non-
linear differential system. The iterative methods (Newton, Newton-Raphson,
Shamanski…) give solutions that converge locally to the solution a of 0)( =uF ,
whenever the initial condition is chosen close to the exact solution. The question of
choosing the initial condition is asked therefore to find an efficient method
permitting to guarantee a perceptive choice. It is then the method of Continuation
which enables to introduce a rigorous approach that uses a parameter t in [0,1] to
force convergence. We proposed also a new technique for the partitioning of the
parameter set [0,1]. This technique has shown a great potential to analyze
existence of solutions of non-linear PDEs.
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Abstract. In this article we discuss the convergence on combination of search direction 
for the  Broyden and the steepest descent methods. In particular, we analyse the 
relation between superlinear convergence and the summability of ( ) *1 xx k −+ , and the 
relation between the two angles kθ and kυ  where kθ and kυ  denote respectively, the 
angle between ks  and kk sB and the angle between ks  and kg− .  
Keywords: Broyden-SD method, superlinearly convergent,  search direction 
combination, Hessian approximation.  
 
1. Introduction  
 
Consider the unconstrained optimization problem 
( )xfmin                                                             (1.1) 
where f is twice continuously differentiable function from nℜ  into ℜ . 
 
The Quasi-Newton methods are known to be among the most popular methods used to 
solve problem (1.1). The Quasi-Newton methods are an iterative method, whereby at 
the ( 1+k )th iteration, ( )1+kx  is obtained using the following equation 
  ( ) ( ) ( )kkkk dxx α+=+1                                                           (1.2) 
where ( )kd  denotes the search direction and kα  its stepsize. The search direction, ( )kd   
is calculated using  
  ( ) kkk gBd 1−−=                                                                  (1.3) 
The quantity ( )( )kk xfg ∇=  denotes the gradient of f at ( )kx  while kB is the Hessian 
approximation ( )( )kxf2∇  that fulfills the Quasi-Newton equation 
  kkk ysB =                                                                            (1.4) 
Observe that the step length in (1.2) may be obtained by taking ( )( )kdxf αα +≥0min . 
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Within the Quasi-Newton methods, the Broyden family of method forms a very 
important class. In the Broyden family, the Hessian approximation for the kB  update 
is generated using Broyden formula [1]. 
  ( ) TkkkkTkk
k
T
k
T
kk
kk
T
k
k
T
kkk
kk wwsBssy
yy
sBs
BssB
BB φ++−=+1                       (1.5) 
where ( ) ( )kkk xxs −= +1  , kkk ggy −= +1  and =kw
kk
T
k
kk
k
T
k
k
sBs
sB
sy
y − . In formula (1.5) kφ  is 
a parameter. 
According to Dennis and More [4], there are exist two update formulas which contained 
in the Broyden family namely, the BFGS update formula for 0=φ k and the DFP 
update formula for .1=kφ Consequently, (1.5) may be written as  
  ( ) DFPkkBFGSkkk BBB φφ +−= ++ 11 1                                               
     (1.6) 
We are making the assumption that the stepsize, kα  fulfills both Wolfe’s conditions, 
that, 
                         ( ) ( )( )≤+ kkk dxf α  ( )( ) ( ) ( )kTkkk dgxf αβ1+                                        (1.7)                           
                        ( ) ( )( ) ( )kTkkTkkk dgddxg 2βα ≥+                                                        (1.8) 
with 0 < <1β  2
1
and 121 << ββ . 
If we let ]1,0[∈kφ  then (1.5) is called the Broyden convex family. However, if 
]1,0[ σφ −∈k  for ]1,0(∈σ  then (1.5) is called the restricted Broyden family (Byrd, 
Nocedal dan Yuan,1987). 
Suppose that *x is a minimizer for f and let the Hessian matrix ( )*xG  for f at *x  be 
positive definite. Dennis and More [4] proved that if the stepsize is always taken to be 
kα = 1, either for the BFGS  update formula or the DFP update formula, and if it 
satisfies ( ) ∞<−∑∞
=
+
0
*1
k
k xx                                                                          (1.9) 
then ( ){ }kx  converges to *x at a superlinear rate. 
 
2. Combination of QN-SD Search Direction  
The QN-SD search direction is characterized by  
( )
kkkkk
k ggHd δη −−=                                                        (2.1) 
where parameters  η > 0 and δ > 0 respectively. 
The substitution of equation (2.1) into equation (1.2) produces 
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   ( ) ( ) kkk xx α+=+1 [ kkkkk ggH δη −− ]  
Then, we obtain the stepsize by using 
  ( )( )1
0,,
min +>
kxfηδα  = 
( ) [ ]( )kkkk ggHxf δηαηδα +−>0,,min  
with kα  satisfying for ( 1.7) and (1.8 ). 
 
Consequently we obtain, 
 
  ( ) ( ) ( )kkkkkkkk ggHxx **1 δηα −−+=+ .  
 
Details can be referred in [5]. 
 
 
3. Convergence Analysis 
 
By using QN-SD search direction combination, Mustafa et al [6] had proved that the 
Quasi-Newton method coverges globally at a superlinear rate. In what follows is a 
collection of assumptions and theorems that will be useful in our discussion on the 
Broyden-SD method. 
 
Definition 3.1  
The level set defined by ( ) ( )( ){ }0: xfxfxL ≤=  is bounded where ( )0x  is the initial point. 
 
Assumption 3.1 
[a] The objective function f is twice continuously differentiable. 
[b] The level set L is convex. Moreover, there exist positive constants 1c  and 2c  
satisfying  
  ( ) 2221 zczxGzzc T ≤≤  
for all nz ℜ∈ and Lx∈ , where ( )xG  is the Hessian matrix for f . 
 
Assumption 3.2 
The Hessian matrix is Lipschitz continuous at the point *x , which is exists a positive 
constant 3c satisfying  
  ( ) ( ) *3* xxcxGxG −≤−  
for all x in a neighborhood of *x . 
 
Theorem 3.1 (Global Convergence) 
Suppose that the Assumption 3.1 is satisfied. Then  
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  0lim =∞→ kk g . 
Proof: Refer [6]. 
 
Theorem 3.2 (Superlinear convergence) 
Suppose that the Assumption 3.2 is satisfied. Furthermore, suppose that 
( ){ } *xx k → and sequences { }kB  and { }kH  are bounded. If ( ) ( ) ( )kkk dxx +=+1  is 
satisfied for all sufficiently large k  and if  
  
( ) ( )[ ]
( ) 0lim
*
=−∞→ k
k
k
k d
dxGB
                                                          (3.1)  
then  
  
( )
( ) ( ) 0lim 1
*1
=−
−
+
+
∞→ kk
k
k xx
xx
                                                (3.2) 
By defining =ke  max ( ) ( ){ }**1 , xxxx kk −−+ , then the Assumption 3.1 together with 
Theorem 3.1 ensures that ( )kx  approaches *x . As a consequence, (1.9) is satisfied. 
This, in turn, strengthens superlinear convergence. 
 
Lemma 3.1 
 If  the Assumptions 3.1 and 3.2 are fulfilled, then exist a sequence of numbers { }kε  
with 
  
( )
k
k
kk
s
sxGy ε≤−
*
 and ∞<∑∞
=1k
kε  . 
Let the angle between ks and kk sB  and the angle between kd  and kg−  be denoted 
by kθ  and kυ respectively. Then define ks~ = ( ) ksxG 21* , ( ) kk yxGy 21*~ −=  and ( ) ( ) 21*21*~ −−= xGBxGB kk . Next, let kθ~ denote the angle between ks~ and kk sB ~~ . What is 
the relation between kθ and kθ~ ?  This question is answered in the lemma as follows. 
 
Lemma 3.2 
Suppose that Assumption 3.1 is fulfilled, then cos kθ 4c≥ cos kθ~ , 4c  being a positive 
constant. 
Proof: 
From the definition we obtain 
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cos kθ~
kkk
kk
T
k
sBs
sBs
~~~
~~~
= = ( ) ( ) kkk
kk
T
k
sBxGsxG
sBs
21*21* −
                                                      
          =  
( )( ) ( ) ( ) ( )⎥⎦⎤⎢⎣⎡ − kkTkkkTk
kk
T
k
sBxGsBsxGs
sBs
1**
                                (3.3)          
With Assumption 3.1 (b), it is clear that (3.3) can be written as 
  cos
kkk
kk
T
k
k
sBscc
sBs
'
~
33
≤θ  
                             ≤
4
1
c
cos kθ  
                   cos 4ck ≥θ cos kθ~                                                                  (3.4)
  
where '334 ccc =  is a positive constant.                                    
  
The following lemma provides a relation between kθ  and kυ . 
 
Lemma 3.3 
Suppose that the conditions in Assumption 3.1 are fulfilled. If cos 5ck ≥θ , then 
cos kυ 6c≥ cos kθ  with 5c  and 6c  being positive constants satisfying all sufficiently 
large k . 
Proof: 
We know that 
  ( ) ( )kkkTkkTk dBBgdg 1−−=−                                             (3.5) 
Using (2.1), we can obtain 
  ( ) TkkkTkkTk gBgd δη −−= −1  
so that 
  ( ) ( ) ( ) ( )kkTkkkTkkkkTk dBgBgdBd δη −−= −1                                     (3.6) 
The combination of (3.5) and (3.6) yield 
  ( ) ( ) ( )[ ]kkTkkkkTk
k
kT
k dBgdBddg δη +=−
1
 
               
( )
( )k
k
T
k
kT
k
dBd
dg−
 =
( )
( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡ + k
k
Tk
k
k
T
kk
k dBd
dBgδ
η 1
1
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                                ( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−≥
k
kk
k dc
g
5
11
δ
η   
                                
k
c
η
6≥                                                                   (3.7) 
Further from the definition, ( ) ( )kkkTk dgdg =− cos kυ  and 
( ) ( ) ( ) ( )k
k
kk
k
Tk dBddBd =  kos kθ  so  that (3.7) can be written as 
  ( )
k
k
k
kk
dB
g
θ
υ
cos
cos
 
k
c
η
6≥                                                        (3.8) 
Since ( ) kkkk gdB η≥ , upon combining with (3.8) and simplifying we obtain 
 6ckos
kos
k
k ≥θ
υ
 
As a result, Lemma 3.2 is proved.                                                                 
  
 
Lemma 3.4 
If { }ks  and { }ky satisfy the Lemma 3.1 then ( )[ ] 0lim * =−∞→ k kkk s
sxGB
 and 
sequences{ }kB  and{ }kH  are bounded. 
Thus, we can conclude from Theorem 3.1 and Lemma 3.4 that the resstricted Broyden-
SD  method converges superlinearly. 
 
4. Conclusion 
 
In this paper we determined the suitable values of η  and δ . By combination of QN-SD 
search direction we proved that the convergent is superlinear and the stepsize have to 
satisfy the Wolfe conditions [7]. 
Convergence analysis may also be discussed by means of the trace and the 
determinant of 1+kB  as suggested by Byrd, Nocedal dan Yuan [2] and Byrd and 
Nocedal [3]. By using a similar idea we shall create a modification of the Broyden-SD 
method in the future. 
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A MODIFIED LEARNING VECTOR QUANTIZATION 
WITH GENERATING UNIFORM RANDOM VARIATE 
FOR  TRAINING VECTOR ON SIGNATURE 
RECOGNITION 
 
Mohammad Isa Irawana 
 
   ITS, Surabaya, Indonesia  
 
 
Abstract. In this paper will be developed Learning Vector Quantization (LVQ) 
neural network on signature recognition. The purpose of this research is to reduce 
the number of computing done on learning phase and also recognition. The 
number of features will be proportional ever greater of the size the pattern input, so 
that time learning become longer. In principle, this method combine between 
statistical methods and neural network, what divided to become three phase that is 
preliminary stage, learning stage and recognition stage. We hope with this modified 
neural network when learning process and signature recognition become accurate 
and quicker. 
Key-words: modified LVQ, signature recognition, uniform random variate 
 
1. Introduction 
 
Pattern recognition has a long history within electrical engineering but has 
recently become much more widespread as the automated capture of signals and 
images has become cheaper. Many of the applications of neural network and 
statistics method are to classification, and so are within the field of pattern 
recognition. LVQ is well-known prototype based clustering method, which 
describes a cluster by a center and possibly some size and shape parameters. 
Closely related approaches are K-Means Clustering [4, 6] and Fuzzy Clustering [2, 
8]. Heidemann [7], proposed a new algorithm for vector quantization, the Activity 
Equalization Vector Quantization (AEV). It is based on the winner takes all rule 
with an additional supervision of the average node activities. Villman, et al.[10], 
combine approaches Generalized LVQ (LVQ) with the neighborhood oriented 
learning in the neural gas network (NG). They obtain a supervised version of the 
NG (SNG), that more robust than GLVQ.  Sabourin [9], use local granulometric size 
distribution for signature verification, that fundamental problem in the field of off-
line signature verification is the lack of a signature representation based on shape 
description and pertinent features. And so, Chalechale and Mertins [1], use a novel 
fast method for line segment extraction in Persian signature recognition. Basically, 
a lot of modified neural network used for classification and also pattern 
recognition, start from simplest method like Perceptron and LVQ until the more 
complex method like Backpropagation and Adaptive Resonance Theory  [ART). 
Generally, neural network for clustering and also recognition, sum of 
features or long of training vector as much (M X N) according to amount of pixel in 
pattern to be recognized. This matter will become problem if size of ever greater 
pattern, so that require sufficient time at learning process. In this paper, we 
propose modified LVQ, representing combination between statistical method and 
neural networks. First, sample taken away from some pattern to be recognized. 
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after that, threshold of image from the pattern into binary form. Length of training 
vector, (M x N) reduced to become (p x q) dividedly is region from the pattern. Sum 
of binary data from each region which is in the form of integer data. Here in after, 
generating Uniform random variate as much K to each, every pattern to be used as 
training and reference vector. It is clear will be described at section 3.  
 
2. Learning Vector Quantization (LVQ) 
 
Learning Vector Quantization (LVQ) is mainly influenced by the standard algorithm 
by Kohonen, that is a pattern classification method in which each output unit 
represents a particular class or category [3, 5]. Reference vector and also training 
vector can be in the form of data real, binary and also bipolar as weighted vector or 
features of pattern will be recognized.  
 
After training, an LVQ net classifies an input vector by assigning it to the same 
class as the output unit that has its weight vector (reference vector) closest to the 
input vector. The architecture of an LVQ neural net, shown in Figure 1. 
 
                                 Figure 1. LVQ neural network 
 
Algorithm from this network follow as : 
Step 0. Initialize reference vector, learning and rate. 
Step 1. While stopping condition is false, do steps 2-6. 
Step 2. For each training input vector x, do step 3-4. 
Step 3. Find J so that ||x – wJ|| is a minimum. 
 Step 4. Update wJ as follows : 
  If T = CJ, then 
                          wJ(new) = wJ(old) + a[x – wJ(old)] 
  if T ≠ CJ, then 
                          wJ(new) = wJ(old) – β[x – wJ(old)] 
Step 5. Reduce learning rate. 
Step 6. Test stopping condition: 
 The condition may specify a fixed number of iterations or learning rate 
reaching a sufficiently small value. 
 
The nomenclature as follows : 
x training vector (x1,…,xi, …, xn) 
T correct category for the training vector 
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wj weight vector for jth output unit (w1j, …, wij,…, wnj). 
Cj category represented by jth output unit. 
||x – wj|| Euclidean distance between input vector and weight vector for jth 
output unit. 
 
3. Modified LVQ 
 
Methodology from this modified LVQ divided to become 3 phase. Preliminary Stage 
more using statistic approach, that is to estimate parameter of Uniform 
distribution   from sample data to generate data to be used as training vector and 
reference at learning stage by LVQ. At recognition stage used Euclidian measure to 
look for the winner cluster. In general of this methodology is explained at Figure 2. 
 
                       Figure 2. Methodology of Modified LVQ 
 
Preliminary stage 
At this phase, first  is to take all taken by n sample from each object (pattern). And 
so from (M X N) the features pattern reduced  pattern dividedly become (p x q) 
features (region). As visible illustration of Figure 3. 
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Figure 3.  Ilustration : segmentation process 
 
Binary data result of the thresholding pattern at each region ranked among by 
following: 
 
∑∑
= =
=
pM
i
qN
j
ijk px
/
1
/
1
,                                                                                   (1) 
k = 1, 2,3 …, (p x q)        
 
which xk represent amount of pixel value at one particular region and pij pixel value 
from ith line and from jth column of jth  at one particular region. 
 Determination p and q values depend on complexity of pattern to be recognized. 
For example at recognition of letter, p and q values earn compared to smaller than 
signature recognition. 
  x represent vector with length (p x q) as features of a pattern. Assumedly is 
sample data have Uniform distribution, each n sample of the pattern anticipated by 
a parameter value α and β, representing value of minimum and maximum value of 
pixel [of] each region from each pattern sample: 
 
                          αk = min { xik }                                                                                       (2) 
and 
 βk = max { xik }                                                                                        (3) 
i = 1, 2, …n 
j = 1, 2, …, (pxq) 
αk represent parameter kth feature of α parameter. And so do for parameter βk  
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Next step, generating Uniform random variate x features from each, every 
pattern as much K runs by function  
 
function y=uni(a,b) 
y=rand(1)*(b-a)+a; 
 
If there are any as much S of pattern of reference hence there is as much ( K X S) 
training (reference) vector. Advantage from this method that is not require a lot of 
sample, because pattern awakened by random pursuant to distribution parameter  
Data of result of evocation which is in the form of data of integer, then transformed 
to binary form according to the following function : 
 
            



<
≥
γ
γ
k
k
k
x
x
x
,0
,1
   , k =1, 2, …, (pxq)                                                   (4) 
 
Value γ  is grand mean of pixel value from all evocation data : 
 
∑∑
= =
=
pq
i
m
j
ijx
npq 1 1
1
γ                                                                            (5) 
 
xij is value of pixel from ith  feature and jth data. 
 
Learning Stage 
At this phase is data of result of evocation which have transformed to binary data 
used by as much S as reference vector and as much ( K X ( S-1)) as training vector. 
Learning according to algorithm of LVQ to get new weighted (reference) vector. 
 
Recognition Stage 
The last phase is recognition stage used  Euclidean distance min ||x - wj||, which  
x* representing new features vector to be recognized after transformed to binary 
data. 
 
 
4. Experimental Planning 
 
Experiment will be done by off line at PC Intel Pentium IV 1.2 GHz , RAM 128 
MB by using MATLAB. Pattern to be recognized  in the form of signature. In 
researching into this will be tried to recognize as much 20 signature. Each pattern 
will be taken as much 10 sample, 3 pattern for evocation of data and 7 pattern for 
validation. Figure 4 representing example of pattern signature to be used in 
researching into this. 
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       Figure 4. Examples of signature pattern 
 
At phase of thresholding pattern, require to be done by detect boundary of 
each pattern. This is caused by size of signature pattern will tend to vary in each 
people even if have been provided by a place of the size which remain to. From 
result of simulation from preliminary research, really this method enough rely on, 
because from 5 kinds of pattern of each 4 attempt, about 85% recognized truly. 
There are two performances will be measured, that is validity of recognition and 
time executed. Others, performance of this method also will be compared by LVQ 
network, K-Means and Euclidian distance. 
We hope this modified LVQ is effective and efficient at signature 
recognition. From (M X N)  features  reduced  to become (p x q) features so that the 
very costly computing can be reduced to become %100x
MN
pq , equally the time 
execute will be minimized . Others, estimation of parameter of each feature done 
with statistic approach is so that expected more effective. 
 
5. Summary 
 
A modified learning for LVQ has been presented to signature recognition. The 
purpose of the modification is to reduce computing cost. It must be tested for 
several times of training and testing in order to know effectiveness of the method. 
We hope that we will finishing the computer program in order to test the method. 
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Shift 
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Abstract: Ergodic theory is the study of the qualitative properties of actions of 
groups on spaces. The space has some structure (e.g. the space is measure space, 
or a topological space, or a smooth manifold) and each element of the group acts as 
a transformation on the space and preserves the given structure (e.g. each element 
acts as a measure – preserving transformation, or continuous transformation, or a 
smooth transformation. If  T  is a measure – preserving transformation of a 
probability space, we have deduced from the ergodic theorem that T is ergodic if 
and only if  β∈∀ BA, , 
( )∑−
=
−
∞→ ∩
1
0
11lim
n
i
n
BATm
n
= ( ) ( )BmAm . 
In this paper, we will focus of our discussion about mixing in ergodic theory, 
especially about weak - mixing and strong - mixing.  Furthermore, we will analysis 
relation of ergodic with mixing and Markov shift. 
Keywords: transformation, measure, preserving, ergodic, mixing, Markov shift. 
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THE POTENTIAL DISTRIBUTION
MEASUREMENTS IN A LAYERED
TRANSVERSELY ISOTROPIC MEDIA WITH
LAYERS HAVING EXPONENTIALLY
VARYING CONDUCTIVITY
Sri Mardiyatia, Peg Foo Siewb
a University of Indonesia
b Curtin University of Technology, Western Australia
Abstract.The electrical potential due to a source point of current supplied at
the surface of a layered transversely isotropic media is discussed. A recurrence
relation is derived to calculate the potential distribution on the surface and on
the first layer. This relation is applicable to general cases in which layers have
exponentially varying conductivity. A finite element scheme is built to compute
the potential distribution on each node in a layered earth. The recurrence relation
is used to check the accuracy of the scheme against results obtainable using The
Chave’s algorithm.
Key-words: transversely isotropic, transverse conductivity, vertical conductiv-
ity, direct current, electrical potential, recurrence relation, finite element, infinite
element.
1 Introduction
In direct current resistivity studies, the electrical potential, φ, satisfies the par-
tial differential equation, ∇.(σ∇φ) = 0, where σ denotes the conductivity of the
medium. Many authors have investigated the forward problem of determining the
potential distribution in a layered isotropic media. Sri Niwas and Uphadhyay [10]
investigated a layered earth model with an anisotropic inhomogeneous transition
layer. Stoyer and Wait [11] analyzed a two-layer model, where the lower layer has
an exponentially varying conductivity. Sato and Sampaio [8] considered a half-
space whose resistivity varies as the power of an expression depending linearly on
depth. Banerjee et al [1] discussed a multilayered isotropic earth with one layer
having an exponentially varying conductivity. Kim and Lee [5] derived recurrence
relations for calculating the apparent resistivity of a multilayered isotropic earth
where the resistivity of each layer is exponentially varying. In many situations,
the medium may be transversely-isotropic, that is, the conductivity is the same
in all-horizontal directions but has a different value for vertical current flow. In
the present study, we consider a transversely isotropic medium, and a recurrence
relation is derived for transverse and vertical conductivity which are exponentially
varying in depth. The finite element scheme is built to compute a potential distri-
bution in every node on the domain. The recurrence relation is used to evaluate
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Hankel transforms which represent the potential distribution on the surface and
on the first layer. These Hankel transforms are calculated by using Chave’s algo-
rithm at a certain depth. The accuracy of the results obtained using our code is
compared with that obtainable using Chave’s algorithm [2].
2 Formulation of The Problem
Using the standard suffix notation, the electrical potential in an aeolotropic medium,
φ, satisfies the equation
σik
∂2φ
∂xi∂xk
= 0 i, k = 1, 2, 3
where repeated suffices indicate summation, σik is the electrical conductivity and
xi denotes the coordinate directions. For a transversely isotropic medium, the
above equation takes on a simpler form,
σl(
∂2φ
∂r2
+
1
r
∂φ
∂r
) +
∂
∂z
(σv
∂φ
∂z
) = 0 (1)
where axial symmetry is assumed. σl and σv are respectively, the transverse and
vertical conductivity, and the radial and vertical coordinates (r, z) are taken with
z increasing downwards from the ground surface. We will assume that both the
transverse and vertical conductivity are functions of z only. If a source point of
current is supplied at the rate of I amp at the origin of the coordinate system, the
conditions to be satisfied become:
1. The vertical component of the current density must be zero at ground surface
−σv(0)∂φ
∂z
(r, 0) =
I
2pi
δ(r)
r
2. The electrical potential must approximate zero at infinite distance
φ(r, z)→ 0 as z →∞ or r →∞
3. The electrical potential must be continuous at each of the boundary planes
in the earth
φk = φk+1, k=1,2,...,N-1
4. The vertical component of the current density must be continuous at each
of the boundary planes in the earth
σ(k)v (hk)
∂φk
∂z
= σ(k+1)v (hk)
∂φk+1
∂z
, k=1,2,...,N-1
where a subscript (k) or superscript (k) denote the property in the kth layer.
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3 Derivation of Solution for N-Layer Earth
The electrical potential in the transversely isotropic media satisfies the partial
differential equation (1) or :
[
∂2φ
∂r2
+
1
r
∂φ
∂r
] +
1
σl
∂σv
∂z
∂φ
∂z
+
σv
σl
∂2φ
∂z2
= 0.
By using separation of variables, the general solution to (1) is given by
φ(r, z) =
∫ ∞
0
A(λ)H(z, λ)J0(rλ)dλ (2)
where J0(rλ) is the Bessel function of order 0, H(z, λ) satisfies the following dif-
ferential equation
Hzz +
∂σv
∂z
1
σv
Hz − λ2 σl
σv
H = 0, (3)
and A(λ) is an arbitrary function of λ. If N -layer of transversely isotropic earth
is considered and the conductivity for kth layer is assumed:
σ
(k)
l = bke
(−ckz) and σ(k)v = ake
(−ckz)
where hk−1 < z < hk and ak, bk, ck are real constants, then a solution in kth layer
is named by φk = Rk(r) Hk(z) where Rk(r) is the Bessel function of order zero
and the function of Hk(z) satisfies equation (3). The general solution in each layer
is
φk(r, z) =
∫ ∞
0
[Ak(λ)e(K
+
k z) +Bk(λ)e(K
−
k z)]J0(λr)dλ
where
K+k =
ckak −
√
ak(akc2k + 4λ2bk)
2ak
and K−k =
ckak +
√
ak(akc2k + 4λ2bk)
2ak
and Ak, Bk are arbitrary functions of λ, that will be determined by boundary
conditions. Using the boundary condition (3), we arrive at
Ak(λ)e(K
+
k hk) +Bk(λ)e(K
−
k hk) = Ak+1(λ)e(K
+
k+1hk) +Bk+1(λ)e(K
−
k+1hk) (4)
and using the boundary condition (4), we get
σ(k)v [K
+
k Ak(λ)e
(K+k hk) +K−k Bk(λ)e
(K−k hk)] =
σ(k+1)v [K
+
k+1Ak+1(λ)e
(K+k+1hk) +K−k+1Bk+1(λ)e
(K−k+1hk)]
(5)
Dividing equation (4) by equation (5), we obtain
Ak(λ)e(K
+
k hk) +Bk(λ)e(K
−
k hk)
K+k Ak(λ)e
(K+k hk) +K−k Bk(λ)e
(K−k hk)
=
σ
(k)
v (hk)
σ
(k+1)
v (hk)
×
Ak+1(λ)e(K
+
k+1hk) +Bk+1(λ)e(K
−
k+1hk)
K+k+1Ak+1(λ)e
(K+k+1hk) +K−k+1Bk+1(λ)e
(K−k+1hk)
(6)
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Define a new function
Yk(λ) =
Ak(λ)e(K
+
k hk−1) +Bk(λ)e(K
−
k hk−1)
K+k Ak(λ)e
(K+k hk−1) +K−k Bk(λ)e
(K−k hk−1)
(7)
and named M = Ak(λ)Bk(λ) . If M is substituted into equation (7), then equation (7)
becomes:
Yk(λ) =
Me(K
+
k hk−1) + e(K
−
k hk−1)
K+k Me
(K+k hk−1) +K−k e
(K−k hk−1)
. (8)
By substituting equation (8) into equation (6), the next equation is obtained:
Me(K
+
k hk) + e(K
−
k hk)
K+k Me
(K+k hk) +K−k e
(K−k hk)
=
σ
(k)
v (hk)
σ
(k+1)
v (hk)
× Yk+1(λ). (9)
Using the equation (8) for M, we obtain
M = −e
(K−k hk−1)[1− Yk(λ)K−k ]
e(K
+
k hk−1)[1− Yk(λ)K+k ]
(10)
By substituting equation (10) into equation (9), we get
e(K
−
k hk) − e(K−k hk−1)e(K+k tk) [1−Yk(λ)K
−
k ]
[1−Yk(λ)K+k ]
K−k e
(K−k hk) −K+k e(K
−
k hk−1)e(K
+
k tk)
[1−Yk(λ)K−k ]
[1−Yk(λ)K+k ]
=
σ
(k)
v (hk)
σ
(k+1)
v (hk)
× Yk+1(λ) (11)
where tk = hk − hk−1. The left hand side of equation (11) is multiplied by
e(−K
−
k hk−1), and new parameters
T+ = e(K
+
k tk), T− = e(K
−
k tk), Ok =
σ
(k)
v (hk)
σ
(k+1)
v (hk)
are replaced, so the equation (11)becomes:
T− − T+ [1−Yk(λ)K
−
k ]
[1−Yk(λ)K+k ]
K−k T− −K+k T+ [1−Yk(λ)K
−
k ]
[1−Yk(λ)K+k ]
= Ok(Yk+1(λ)) (12)
The above equation is simplified, and the result becomes:
T−[1− Yk(λ)K+k ]− T+[1− Yk(λ)K−k ]
K−k T−[1− Yk(λ)K+k ]−K+k T+[1− Yk(λ)K−k ]
= OkYk+1(λ)
or
Yk(λ)[T+K−k − T−K+k +OkYk+1(λ)T−K−k K+k −OkYk+1(λ)T+K+k K−k ] =
T+ − T− +OkYk+1(λ)[T−K−k − T+K+k ]
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or
Yk(λ) =
(T+ − T−) +OkYk+1(λ)[T−K−k − T+K+k ]
[T+K−k − T−K+k ] +OkYk+1(λ)(2λ2 bkak )[T+ − T−]
. (13)
The above equation is a recursive relation between Yk and Yk+1. Using the bound-
ary condition (2), φk(r)(z) → 0 as z → ∞ then Ak(λ) must be zero on the
lowermost kth layer. From the equation (7), we obtain
Yk(λ) =
Bk(λ)e(K
−
k hk−1)
K−k Bk(λ)e
(K−k hk−1)
=
1
K−k
Using the recursive relation (13), we can find Yk(λ) for k = 1,2,...,N - 1. Since
our point of interest is to obtain an expression for potential φ1 at the ground
surface, we need to assume that the first layer is isotropic. So the transverse and
the vertical conductivity are same to a constant, those are c = 0, σl = b1 and
σv = b1. So, on the first layer, the differential equation becomes
∂2H
∂z2
− λ2 b1
a1
H = 0
and the solution of this differential equation is
H(z, λ) = c1e
(
√
b1
a1
λz) + c2e
(−
√
b1
a1
λz)
The potential on the first layer is
φ1(z, λ) =
∫ ∞
0
[A1(λ)e
(
√
b1
a1
λz) +B1(λ)e
(−
√
b1
a1
λz)]J0(λr)dλ (14)
Using the boundary condition (1), the following result is obtained:
−σ1v
∫ ∞
0
√
b1
a1
[A1(λ)−B1(λ)]λJ0(λr)dλ = I2pi
δ(r)
r
(15)
Inverting equation (15) by the Fourier Bessel integral (Watson 1958), we get
A1(λ)−B1(λ) = −I2pi√a1b1
.
Substituting B1(λ) into equation (14) the result is as follows:
φ1(z, λ) =
∫ ∞
0
A1(λ)[e
(
√
b1
a1
λz) + e−(
√
b1
a1
λz)]J0(λr)dλ
+
I
2pi
√
a1b1
∫ ∞
0
e
−(
√
b1
a1
λz)
J0(λr)dλ.
(16)
By substituting the Lipshitz integral∫ ∞
0
e(−λz)J0(λr)dλ =
1√
r2 + z2
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into equation (16) we arrive to the following result:
φ1(z, λ) =
1
2pi
√
a1b1
√
r2 + f2z2
+
∫ ∞
0
A1(λ)[e
(
√
b1
a1
λz) + e(−
√
b1
a1
λz)]J0(λr)dλ.
The first part of the right hand side of this equation is the normal potential created
by a source point of current in an anisotropy ground and the second part is the
distributing potential caused by subsurface layer. This solution is identical to the
solution in an isotropic medium. So the potential on the first layer (16) can be
represented as
φ1(z, λ) =
I
2pi
√
a1b1
∫ ∞
0
[e−(f1λz) + θ1(λ)[e(f1λz) + e(−f1λz)]]J0(λr)dλ (17)
where
θ1(λ) =
2piA1(λ)
√
a1b1
I
and the coefficient of anisotropy f1 =
√
b1
a1
. To evaluate the electrical potential at
the ground surface, we must compute the function θ1(λ) which can be derived by
using the boundary condition (3) and (4) at z = h1. From the boundary (3), we
get
I
2pi
√
a1b1
[e−(f1λh1) + θ1(λ)[e(f1λh1) + e(−f1λh1)]] = A2(λ)e(K
+
2 h1) +B2(λ)e(K
−
2 h1)
(18)
and from the boundary (4), we obtain
a1I
2pi
√
a1b1
[(−f1λ)e−(f1λh1) + θ1(λ)[(f1λ)e(f1λh1) − (f1λ)e(−f1λh1)]] =
σ(2)v (h1)[A2(λ)K
+
2 e
(K+2 h1) +B2(λ)K−2 e
(K−2 h1)]
(19)
Dividing equation (18) by equation (19) and using equation (7) yields
e−(f1λh1) + θ1(λ)[e(f1λh1) + e(−f1λh1)]
a1[(−f1λ)e−(f1λh1) + θ1(λ)[(f1λ)e(f1λh1) − (f1λ)e(−f1λh1)]] =
a1
σ
(2)
v (h1)
Y2(λ)
or
θ1(λ) =
[ a1
σ
(2)
v (h1)
Y2(λ)(−f1λ)− 1]
e2(f1λh1) + 1− a1
σ
(2)
v (h1)
Y2(λ)f1λ[e2(f1λh1) − 1] .
Finally the electrical potential at the ground surface is obtained by the following
equation
φ1(r, 0) =
I
2pi
√
a1b1
∫ ∞
0
[1 + 2θ1(λ)]J0(λr)dλ (20)
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4 The Finite Element Scheme
The boundary value problem, defined by equation (1) and 4 boundary conditions,
can only be solved analytically for certain special forms of conductivity profile.
We developed in this paper a general numerical technique capable of dealing with
any profile of conductivity utilizing finite and infinite elements. The variational
statement corresponding to the boundary value problem is to find φ(r, z) ∈ H10 (Ω)
such that∫
Ω
[σl
∂φ
∂r
∂w
∂r
+ σv
∂φ
∂z
∂w
∂z
]r dr dz =
−I
2pi
w(0, 0) ∀ w(r, z) ∈ H10 (Ω) (21)
where w(r,z) is a weight function and H10 (Ω) is given by
H10 = {v | v,
∂v
∂r
, are square integrable and v(r, z) = 0 on r =∞ and z =∞}.
To solve the above variational boundary value problem, we pose the problem in a
finite dimensional subspace and use the Galerkin method for the finite element de-
scritization. The computation domain is divided into two regions, Ωf = {(r, z)|0 ≤
r ≤ L and 0 ≤ z ≤ D} and ΩI = {(r, z)|r > L or z > D}. The finite element
mesh for Ωf is generated by mapping a nine-point isoparametric element to the
rz -plane using the following coordinate transformation
Te : r =
9∑
i=1
riψi and z =
9∑
i=1
ziψi
where
ψ1 =
1
4
(ξ2 − ξ)(η2 − η), ψ2 = 12(1− ξ
2)(η2 − η), ψ3 = 14(ξ
2 + ξ)(η2 − η),
ψ4 =
1
2
(ξ2 − ξ)(1− η2), ψ5 = (1− ξ2)(1− η2), ψ6 = 12(ξ
2 + ξ)(1− η2),
ψ7 =
1
4
(ξ2 − ξ)(η2 + η), ψ8 = 12(1− ξ
2)(η2 + η), ψ9 =
1
4
(ξ2 + ξ)(η2 + η).
For the region ΩI , the method as outlined in Zienkiewicz [12] is used for mapping
to the master infinite element with the following element shape functions
τ1 = (η2 − η)( −ξ1− ξ ), τ2 =
1
2
(η2 − η)(1 + ξ
1− ξ ), τ3 = 2(1− η
2)(
−ξ
1− ξ ),
τ4 = (1− η2)(1 + ξ1− ξ ), τ5 = (η
2 + η)(
−ξ
1− ξ ), τ6 =
1
2
(η2 + η)(
1 + ξ
1− ξ ).
Through the use of the Galerkin approximation and assembling process, the fol-
lowing system of equations can be obtained from equation (21)
Kα = F
where K = {Kij} is the system stiffness matrix, F = {Fi} is the load vector and
α = {φi} represents the nodal values of φ(r, z).
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r chave’s algorithm FE method relative error
1.5 0.025363487860 0.025389510009 0.001025968871
2 0.018517624010 0.018519459338 0.000099112499
2.5 0.014412195910 0.014411707393 0.000033896084
3 0.011677402880 0.011676382690 0.000087364460
3.5 0.009726177353 0.009724956001 0.000125573692
4 0.008264975152 0.008263657720 0.000159399390
4.5 0.007130705679 0.007129333054 0.000192494973
5 0.006225504125 0.006224093581 0.000226575065
5.5 0.005487082569 0.005485641530 0.000262623896
6 0.004873905636 0.004872437022 0.000301321796
6.5 0.004357208257 0.004355712758 0.000343224127
7 0.003916434506 0.003914911607 0.000388848326
7.5 0.003536500936 0.003534949437 0.000438710191
8 0.003206086300 0.003204504567 0.000493353220
8.5 0.002916524943 0.002914911035 0.000553366774
9 0.002661069135 0.002659420870 0.000619399541
9.5 0.002434384411 0.002432699391 0.000692174988
10 0.002232196355 0.002230471967 0.000772507309
Table 1: The potential at z = 0 on a 2-layer earth with σ(1)v = 3, σ
(1)
l = 5, h1 = 10
and σ(2)v = 2e(0.2z),σ
(2)
l = 3e
(0.2z)
5 The Model Test
2-layer and 3-layer media are chosen to validate the finite element scheme. From
the above discussion, the calculation of the electrical potential at the ground sur-
face and on the first layer for N -layer media need the calculation of Y2(λ) which
can be calculated by using the following equations:
• for 2-layer media:
Y2(λ) =
1
K−2
=
2a2
c2a2 +
√
a2(a2c22 + 4λ2b2)
• for 3-layer media:
Y3(λ) =
1
K−3
=
2a3
c3a3 +
√
a3(a3c23 + 4λ2b3)
and
Y2(λ) =
(T+ − T−) +O2Y3(λ)[K−2 T− −K+2 T+]
(K−2 T− −K+2 T+) +O2Y3(λ)(2λ2 b2a2 )[T+ − T−]
where
O2 =
σ
(2)
v (h2)
σ
(3)
v (h2)
, T+ = eK
+
2 t2 , T− = eK
−
2 t2 , t2 = h2 − h1
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r Chave’s algorithm FE Method relative error
1.5 0.004013168891 0.004012851343 0.000079126498
2 0.003897609657 0.003897322963 0.000073556365
2.5 0.003758759871 0.003758091295 0.000177871432
3 0.003602238209 0.003601524918 0.000198013279
3.5 0.003433527628 0.003432669250 0.000249998862
4 0.003257615340 0.003256751688 0.000265117858
4.5 0.003078780812 0.003077880234 0.000292511242
5 0.002900513310 0.002899628422 0.000305079793
5.5 0.002725524927 0.002724641609 0.000324090964
6 0.002555823056 0.002554954899 0.000339678053
6.5 0.002392812164 0.002391953520 0.000358843044
7 0.002237403452 0.002236553277 0.000379982877
7.5 0.002090118959 0.002089276538 0.000403049308
8 0.001951183447 0.001950343900 0.000430275790
8.5 0.001820601369 0.001819766571 0.000458528712
9 0.001698219058 0.001697384303 0.000491547304
9.5 0.001583773558 0.001582941975 0.000525064329
10 0.001476930101 0.001476098439 0.000563101801
Table 2: The potential at z = 5 on a 2-layer earth with σ(1)v = 3, σ
(1)
l = 5, h1 = 10
and σ(2)v = 2e(0.2z),σ
(2)
l = 3e
(0.2z)
and
K+2 =
c2a2 −
√
a2(a2c22 + 4λ2b2)
2a2
, K−2 =
c2a2 +
√
a2(a2c22 + 4λ2b2)
2a2
2-layer Media
Assume the conductivity is as follows:
• 1st-layer:
σ1v = 3, σ
1
l = 5, f1 =
√
5
3
and h1 = 10
• 2nd-layer:
σ2v = 2 e
0.2z and σ2l = 3 e
0.2z
To calculate the potential on the ground which satisfies equation (20) and potential
in the first layer which satisfies equation (17), we need to calculate:
Y2(λ) =
4
0.4 +
√
0.16 + 24λ2
=
10
1 +
√
1 + 150λ2
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r Chave’s algorithm FE Method relative error
1.5 0.002128299919 0.002127766406 0.000250675666
2 0.002088410560 0.002087870806 0.000258452055
2.5 0.002039082083 0.002038490575 0.000290085429
3 0.001981590985 0.001980990305 0.000303130164
3.5 0.001917315714 0.001916678142 0.000332533654
4 0.001847663968 0.001847021597 0.000347666573
4.5 0.001774009850 0.001773346660 0.000373836707
5 0.001697644327 0.001696981626 0.000390365043
5.5 0.001619740191 0.001619068938 0.000414420167
6 0.001541330851 0.001540663186 0.000433174357
6.5 0.001463301124 0.001462632083 0.000457213481
7 0.001386387462 0.001385722743 0.000479461203
7.5 0.001311185138 0.001310522213 0.000505592216
8 0.001238159952 0.001237500679 0.000532461900
8.5 0.001167662463 0.001167005762 0.000562406535
9 0.001099943240 0.001099288971 0.000594820693
9.5 0.001035168003 0.001034515889 0.000629959580
10 0.000973431920 0.000972780887 0.000668802190
Table 3: The potential at z = 7 on a 2-layer earth with σ(1)v = 3, σ
(1)
l = 5, h1 = 10
and σ(2)v = 2e(0.2z),σ
(2)
l = 3e
(0.2z)
and
θ1(λ) =
[1.5e−2Y2(λ)(−λ
√
5
3 )]− 1
e(20
√
5
3λ) + 1− [1.5e(−2)Y2(λ)(λ
√
5
3 )][e
20
√
5
3λ − 1]
Using the above result, the potential on the ground surface is represented by the
following equation:
φ(r, 0) =
1
2pi
√
15
∫ ∞
0
[1 + 2θ1(λ)]J0(λr)dλ
and the potential on the first layer is represented as follows:
φ1(z, r) =
1
2pi
√
15
∫ ∞
0
{e−(
√
5
3λz) + θ1(λ)[e(
√
5
3λz) + e(−
√
5
3λz)]}J0(λr)dλ
Using Chave’s algorithm, we calculate the integral
φ(z, r, λ) =
∫ ∞
0
f(λ) J0(λr) dλ
where
• For potential on the ground, z=0:
f(λ) =
1
2pi
√
15
[1 + 2θ1(λ)]
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r Chave’s algorithm FE Method relative error
2 0.019817109030 0.019958477944 0.007133679983
3 0.012967136090 0.012986659884 0.001505636546
4 0.009541257387 0.009548584984 0.000767990706
5 0.007484829391 0.007490866296 0.000806552118
6 0.006113004067 0.006118622723 0.000919131729
7 0.005132307695 0.005137652368 0.001041378132
8 0.004396034041 0.004401139217 0.001161314028
9 0.003822707608 0.003827578685 0.001274247863
10 0.003363467777 0.003368101422 0.001377639183
11 0.002987242635 0.002991633622 0.001469913073
12 0.002673335245 0.002677479031 0.001550043530
13 0.002407431278 0.002411324927 0.001617345856
14 0.002179317294 0.002182959824 0.001671408753
15 0.001981511695 0.001984904069 0.001712013110
16 0.001808409012 0.001811553999 0.001739090537
17 0.001655726282 0.001658628247 0.001752684022
18 0.001520134080 0.001522798739 0.001752910506
19 0.001399004218 0.001401438375 0.001739921130
20 0.001290233282 0.001292444570 0.001713866811
Table 4: The potential at z = 0 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
• for potential on the first layer:
f(λ) =
1
2pi
√
15
{e−(
√
5
3λz) + θ1(λ)[e(
√
5
3λz) + e(−
√
5
3λz)]}
The table 1,2 and 3 give the corresponding results for a 2-layer earth at three
different values of z. The maximum relative error is small with the largest being
about 0.001 for the case z=0.
3-layer Media
Assume the conductivity is as follows:
• 1st-layer:
σ1v = 3, σ
1
l = 5, f1 =
√
5
3
and h1 = 10
• 2nd-layer:
σ2v = 2 e
0.2z, σ2l = 3 e
0.2z and h2 = 20
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• 3rd-layer:
σ3v = e
0.2z and σ3l = 2 e
0.2z
The calculation of the potential on the ground which satisfies equation (20) and
potential in the first layer which satisfies equation (17), requires calculation of
θ1(λ) =
[ a1
σ
(2)
v (h1)
Y2(λ)(−f1λ)− 1]
e2(f1λh1) + 1− a1
σ
(2)
v (h1)
Y2(λ)f1λ[e2(f1λh1) − 1]
where
Y2(λ) =
(T+ − T−) +O2Y3(λ)[K−2 T− −K+2 T+]
(K−2 T− −K+2 T+) +O2Y3(λ)(2λ2 b2a2 )[T+ − T−]
.
r Chave’s algorithm FE Method relative error
2 0.016533760850 0.016601283072 0.004083899762
3 0.011852219960 0.011862504577 0.000867737608
4 0.009045275091 0.009051819829 0.000723553229
5 0.007224413149 0.007230335165 0.000819722776
6 0.005960267249 0.005965879258 0.000941570028
7 0.005035382721 0.005040748009 0.001065517419
8 0.004330795932 0.004335928592 0.001185153972
9 0.003776741366 0.003781640309 0.001297134891
10 0.003329869495 0.003334529081 0.001399329916
11 0.002961930709 0.002966344872 0.001490299211
12 0.002653774259 0.002657938196 0.001569062246
13 0.002391980847 0.002395891629 0.001634955399
14 0.002166879401 0.002170536185 0.001687580766
15 0.001971329913 0.001974733873 0.001726732790
16 0.001799949245 0.001803103399 0.001752357189
17 0.001648603295 0.001651512277 0.001764513033
18 0.001514064780 0.001516734585 0.001763336044
19 0.001393777114 0.001396214831 0.001749000594
20 0.001285688030 0.001287901575 0.001721681270
Table 5: The potential at z = 1 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
The value of Y2(λ) needs calculations in the following terms:
1.
Y3(λ) =
1
K−3
=
2
0.2 +
√
0.04 + 8λ2
=
10
1 +
√
1 + 200λ2
2.
K+2 = 0.1−
√
0.01 + 1.5λ2, K−2 = 0.1 +
√
0.01 + 1.5λ2
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3. If t2 = h2 − h1 = 10 then
T+ = e10K
+
2 = e(1−
√
1+150λ2), T− = e(10K
−
2 = e1+
√
1+150λ2)
4.
K+2 T
+ = (0.1−
√
0.01 + 1.5λ2)e(1−
√
1+150λ2)
5.
K+2 T
− = (0.1−
√
0.01 + 1.5λ2)e(1+
√
1+150λ2)
6.
K−2 T
+ = (0.1 +
√
0.01 + 1.5λ2)e(1−
√
1+150λ2)
7.
K−2 T
− = (0.1 +
√
0.01 + 1.5λ2)e(1+
√
1+150λ2)
8.
O2 =
σ
(2)
v (h2)
σ
(3)
v (h2)
= 2
r Chave’s algorithm FE Method relative error
2 0.005370739851 0.005378540567 0.001452447189
3 0.005060927218 0.005068178336 0.001432764726
4 0.004696535358 0.004703469314 0.001476398126
5 0.004314753319 0.004321459966 0.001554352359
6 0.003940966124 0.003947449443 0.001645109041
7 0.003589579382 0.003595812132 0.001736345498
8 0.003267096819 0.003273048483 0.001821698079
9 0.002975154842 0.002980801079 0.001897796014
10 0.002712740052 0.002718064316 0.001962688609
11 0.002477586760 0.002482579527 0.002015173426
12 0.002266977660 0.002271635266 0.002054544287
13 0.002078167234 0.002082490733 0.002080438441
14 0.001908584869 0.001912579136 0.002092789828
15 0.001755916857 0.001759589794 0.002091748812
16 0.001618125116 0.001621486974 0.002077625498
17 0.001493435166 0.001496497982 0.002050853006
18 0.001380311002 0.001383088114 0.002011946580
19 0.001277425945 0.001279931583 0.001961474174
20 0.001183633976 0.001185882933 0.001900044309
Table 6: The potential at z = 5 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
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r Chave’s algorithm FE Method relative error
2 0.003237517203 0.003247647720 0.003129100593
3 0.003147889343 0.003157744370 0.003130677710
4 0.003031568659 0.003041070222 0.003134206765
5 0.002895626413 0.002904712562 0.003137887180
6 0.002746984459 0.002755607237 0.003138997737
7 0.002591744913 0.002599868922 0.003134571215
8 0.002434860419 0.002442462075 0.003122008942
9 0.002280076361 0.002287143217 0.003099394442
10 0.002130041479 0.002136571215 0.003065544058
11 0.001986495491 0.001992494544 0.003019917753
12 0.001850471837 0.001855953824 0.002962480644
13 0.001722482048 0.001727466111 0.002893535527
14 0.001602668047 0.001607177370 0.002813635056
15 0.001490920709 0.001494981182 0.002723466765
16 0.001386968222 0.001390607331 0.002623786863
17 0.001290439877 0.001293685817 0.002515374841
18 0.001200910891 0.001203791889 0.002399010636
19 0.001117933150 0.001120476951 0.002275450012
20 0.001041055697 0.001043289205 0.002145426039
Table 7: The potential at z = 8 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
Using the above result, the potential on the ground surface is represented by the
following equation:
φ(r, 0) =
1
2pi
√
15
∫ ∞
0
[1 + 2θ1(λ)]J0(λr)dλ
and the potential on the first layer is:
φ1(z, r) =
1
2pi
√
15
∫ ∞
0
{e−(
√
5
3λz) + θ1(λ)[e(
√
5
3λz) + e(−
√
5
3λz)]}J0(λr)dλ
Using Chave’s algorithm, we calculate the integral
φ(z, r, λ) =
∫ ∞
0
f(λ) J0(λr) dλ
where
• For potential on the ground, z=0:
f(λ) =
1
2pi
√
15
[1 + 2θ1(λ)].
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r Chave’s algorithm FE Method relative error
2 0.003237517203 0.003247647720 0.003129100593
3 0.003147889343 0.003157744370 0.003130677710
4 0.003031568659 0.003041070222 0.003134206765
5 0.002895626413 0.002904712562 0.003137887180
6 0.002746984459 0.002755607237 0.003138997737
7 0.002591744913 0.002599868922 0.003134571215
8 0.002434860419 0.002442462075 0.003122008942
9 0.002280076361 0.002287143217 0.003099394442
10 0.002130041479 0.002136571215 0.003065544058
11 0.001986495491 0.001992494544 0.003019917753
12 0.001850471837 0.001855953824 0.002962480644
13 0.001722482048 0.001727466111 0.002893535527
14 0.001602668047 0.001607177370 0.002813635056
15 0.001490920709 0.001494981182 0.002723466765
16 0.001386968222 0.001390607331 0.002623786863
17 0.001290439877 0.001293685817 0.002515374841
18 0.001200910891 0.001203791889 0.002399010636
19 0.001117933150 0.001120476951 0.002275450012
20 0.001041055697 0.001043289205 0.002145426039
Table 8: The potential at z = 8 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
• for potential on the first layer:
f(λ) =
1
2pi
√
15
{e−(
√
5
3λz) + θ1(λ)[e(
√
5
3λz) + e(−
√
5
3λz)]}.
The table 4, 5, 6, 7, 8 and 9 show the comparison of the results from using the
finite element code with those obtained by using Chave’s algorithm for specific
value of z. For this model, the maximum relative error is about 0.007 for the case
z=0.
6 CONCLUSION
The model test for 2-layer and 3-layer media confirm the accuracy of the finite
element code. Although in most practical problems only the potential on the
surface of the earth is measurable, our scheme does give the potential at every node
in the computational domain. Further research will investigate the application
of the code to the inverse problem of determining various conductivity profiles
based on surface measurements and will derive the problem to obtain a general
representation of potential distribution on other layers.
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r Chave’s algorithm FE Method relative error
2 0.002531311711 0.002545344415 0.005543649144
3 0.002478340750 0.002491411962 0.005274178702
4 0.002407975586 0.002420493389 0.005198475879
5 0.002323409003 0.002335010669 0.004993380840
6 0.002228051776 0.002238869469 0.004855225142
7 0.002125233067 0.002135159622 0.004670807712
8 0.002017981960 0.002027085024 0.004510973924
9 0.001908898737 0.001917162948 0.004329308224
10 0.001800104711 0.001807583904 0.004154865522
11 0.001693249969 0.001699969788 0.003968592425
12 0.001589557193 0.001595569008 0.003782069010
13 0.001489883318 0.001495231957 0.003589971735
14 0.001394785902 0.001399521766 0.003395405699
15 0.001304586290 0.001308760639 0.003199749248
16 0.001219425291 0.001223086191 0.003002151937
17 0.001139309847 0.001142507827 0.002806944931
18 0.001064150762 0.001066930163 0.002611848903
19 0.000993792318 0.000996199730 0.002422450000
20 0.000928035016 0.000930110561 0.002236494599
Table 9: The potential at z = 10 on a 3-layer earth with conductivity σ(1)v = 3,
σ
(1)
l = 5, h1 = 10, σ
(2)
v = 2e(0.2z), σ
(2)
l = 3e
(0.2z), h2 = 20, σ
(3)
v = e(0.2z),
σ
(3)
l = 2e
(0.2z)
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TUNNELING TIME AND TRANSMISSION COEFFICIENT 
OF AN ELECTRON TUNNELING THROUGH A 
NANOMETER-THICK SQUARE BARRIER IN AN 
ANISOTROPIC HETEROSTRUCTURE 
 
Lilik Hasanah, Khairurrijal, Mikrajuddin, Toto Winata and Sukirno 
 
Institut Teknologi Bandung, Bandung, Indonesia 
 
Abstract. Analytical expressions of transmission coefficient and tunneling time of 
electrons incident on a heterostructure grown on an anisotropic material are 
derived by solving the effective-mass equation including off-diagonal effective-mass 
tensor elements. It is assumed that the direction of propagation of the electron 
makes an arbitrary angle with respect to the interfaces of the heterostructure and 
the effective mass of the electron is position dependent. The analytic expressions 
are applied to the Si(110)/Si0.7Ge0.3/Si(110) heterostructure, in which the SiGe 
barrier thickness is several nanometers. The calculated results shows that the 
transmission coefficient and the tunneling time are depend on the valley and it is 
not symmetric with the angle of incidence. 
Key-words: Anisotropic material, heterostructure, nanometer-thick barrier, 
transmission coefficient, tunneling time. 
 
1 Introduction 
 
The tunneling phenomenon through a potential barrier has been discussed for last 
half century and also is of present day interest in the study of charge transport in a 
heterostructure. Paranjape has studied tunneling time and transmission coefficient 
of an electron in an isotropic heterostructure with different effective masses [1]. 
Kim and Lee have derived the electron tunneling time, post-tunneling position and 
transmission coefficient in a heterostructure barrier grown on anisotropic materials 
including off-diagonal effective-mass tensor elements [2]. In this paper, we report a 
theoretical study on the direct tunneling time and transmission coefficient of an 
electron in a heterostructure with nanometer-thick barrier grown on an anisotropic 
material with electron propagation direction making an arbitrary angle with respect 
to the interfaces of the heterostructure. 
 
2 Theoretical model 
 
In order to study the behavior of an electron in an anisotropic heterostructure, we 
must solve the Schrödinger equation : 
)(Eψ)(Hψ rr = ,       (1) 
where 
)V()α(
o2m
1H rprTp += .      (2) 
is the Hamiltonian, mo is the mass of free electron, p is the momentum vector, 
(1/mo)α is the inverse effective-mass tensor and V(r) is the potential energy.  
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Figure 1 shows the potential profile in the normal direction (z direction) to the 
layer. The electron is incident from region I to potential barrier. The effective mass 
of the electron and potential are dependent only on the z direction. Φ is the 
potential barrier height due to band discontinuity of Si(110) and Si0.7Ge0.3 and d is 
the barrier width. The wave function of the effective-mass equation with the 
Hamiltonian of Eq. (1) is given as [2]: 
y))ykxx(i(kexpz))i(exp(z))ψ( +−= γϕr ,    (3) 
where 
zzα
yzαykxzαxk
γ
+=       (4) 
is the wave number parallel to the interface. By substituting Eq (2) into Eq (1) it is 
found that φ(z) satisfies the one dimensional Schrödinger-like equation: 
)()()(2
)(2
,2
2
zzEzzV
dz
zd
lzzom
ϕϕϕα =+− h     (5) 
where the subscript l in αzz,l denotes each region in Fig. 1. Energy in the z direction 
can be then written as  
{ }∑∈−= yx,ji, jkikijβo2m
2
EzE
h ,     (6) 
where 
∑∈= z}y,{x,ji, jkikij,1αo2m
2
E h ,     (7) 
zzα
zjαizα
ijαijβ −= ,      (8) 
and αij is the tensor elements associated with the inverse effective mass tensor. 
 
 
Fig 1. The model used in the numerical calculation 
 
The time-independent electron wave function in each region is : 
y)yikxx(ike
z)1(iγe)
z1ikBe
z1ikAe()(
+−−−+=Ψ zI    for z ≤ 0,     (9) 
y)yikxx(ike
z)2(iγ)e
z
0
(z)dz2k
De
z
0
(z)dz2k(Ce(z)2Ψ
+−−∫+∫−=  for 0 <z < d, (10) 
0
V0 
Si(110) Si0.7Ge0.3 Si(110) 
zd0
Φ = 216meV 
I II III
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y)yikxx(ike
z)1(iγe
z3ikFe(z)3Ψ
+−−=   for z ≥ d. (11) 
The incident wave Aexp(ik1z) has the wave number k1 expressed as  
2
1
Izz,α
1
2
zEo2m
1k ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=
h
,      (12) 
where E is smaller than the barrier height Φ. The wave numbers k2 and  k3 are 
given as follows 
2
1
jki)kij,2βy)(x,ji, ij,1
(β
zz,2α
12
1k
zz,2α
zz,1αΦ
zz,2α
1
2
02m
2k ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
∑∈ −−−= h
, (13) 
2
1
Izz,α
1
2
zEo2m
3k ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=
h
,      (14) 
with the continuity conditions of the wavefunction at z = 0 and z = d given by [2] : 
)0(z2ψ)0(zIψ
+==−= ,      (15a) 
−=
⎥⎦
⎤⎢⎣
⎡ ++
0zdz
1dψ
Izz,αdz
1dψ
Izy,αdz
1dψ
Izx,αom
1  
+=⎥
⎥
⎦
⎤
⎢⎢⎣
⎡ ++=
0zdz
2dψ
zz,2αdz
2dψ
zy,2αdz
2dψ
zx,2αom
1 ,  (15b) 
)d(z3ψ)d(z2ψ
+==−= ,     (15c) 
−=⎥
⎥
⎦
⎤
⎢⎢⎣
⎡ ++
dzdz
2dψ
zz,2αdz
2dψ
zy,2αdz
2dψ
zx,2αom
1  
+=⎥
⎥
⎦
⎤
⎢⎢⎣
⎡ ++=
dzdz
3dψ
zz,1αdz
3dψ
zy,1αdz
3dψ
zx,1αom
1 .  (15d) 
With these boundary conditions we obtain the transmission amplitude Ta as : 
)(iexpGaT φ= ,       (16)  
where  
2
1
))(2cosh2)(2sinh2(
212
uQuP
kk
G
+
= ,    (17) 
is the amplitude of Ta, 
)d2γ1(γd3k(u)tanhQ
P1tanφ −+−⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−=     (18) 
is the phase of Ta, 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−= 22k
Izz,α
zz,2α2
1k
zz,2α
Izz,αP ,     (19) 
2k12kQ = ,       (20) 
d2ku = .       (21) 
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The transmission coefficient is easily obtained from 
T =Ta*Ta.       (22) 
The direct tunneling time of an electron through the square barrier is [2]: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∂
∂= d
3k
)3φ(k
zz3α
1
3k
om
TT h ,     (23) 
Substituting Eq. (18) into Eq. (23), for energies lower than the potential barrier, we 
get 
 
.
.
)]2(
2sinh2)2(
2cosh22
2
14[2
2,
1,
2
2
12
)]2(
2sinh2)2(
2cosh22
2
14[2
)22sinh(
4
2
1,
2
2
2,
1,4
11
2,
1,2
2
2
1
1
3
⎪⎪
⎪
⎭
⎪⎪
⎪
⎬
⎫
+
−
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+
×
=
dkPdkkkk
P
zz
zzdkk
dkPdkkkk
dkk
zz
zz
zz
zzk
zz
zzkk
zzIk
om
tT
α
α
α
α
α
α
α
α
αh
  (24) 
 
3 Calculated results and discussion 
 
Referring to Fig. 1, a strained Si0.7Ge0.3 potential barrier (region II) is grown on Si 
(110) in region I or III. The width of the barrier is 50   Å and the band discontinuity 
is taken as 216 meV [2].  
 
There are four equivalent valleys in the conduction band of Si (110). The effective 
mass tensor elements of these four valleys are not the same. There are two groups 
of valleys in Si (110) and Si0.7Ge0.3. The inverse effective masses used in our 
example are related to the tensor elements αij in Table 1 [3]. 
 
Table I. Tensor elements (αij) used in the numerical calculation. 
Valley Region I, III Region II 
1 5.26      0           0 
0      3.14     2.12 
0      2.12     3.14 
5.91      0           0 
0      3.86     2.45 
0      2.45     3.86 
2 5.26      0           0 
0      3.14     -2.12 
0      -2.12     3.14 
5.91      0           0 
0      3.86     -2.45 
0      -2.45     3.86 
 
Figure 2 shows the chosen coordinate system. We take the position where the 
electron hits the barrier as the origin of the coordinate system. In the spherical 
coordinate system shown in Fig. 2, Eq. (7) becomes 
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⎭⎬
⎫⎟⎠
⎞+
⎜⎝
⎛ +
⎩⎨
⎧ ++×
=
ϕ
ϕϕϕ
ϕϕ
cosθcosθ2sin2kzx1α
sinθcosθ2sin2kyz1αsincosθ
2sin2kxy1α2
θ2cos2kzz1α
2sinθ2sin2kyyx1α
2cosθ2sin2kxx1α
o2m
2
E h
   (25) 
 
X
y
z
k
θ
φ
 
Fig.2. The coordinates used in the analysis. 
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Fig 3. The transmission coefficients for the angle of incident varying from -90o to 
90o with incident energies of 150 meV and 200 meV 
 
We calculate the transmission coefficient for the incident angle of k (the wave 
vector of incident electron) varying from -90o to 90o with incident energies of 150 
meV and 200 meV and the results are plotted in Fig. 3.  Although the incidence 
angles are θ and φ, but we fix φ to π/2 for simplicity. It can be seen that the 
transmission coefficient for the incident energy of 200 meV is higher than that for 
the incident energy of 150 meV. This is because electrons have energy high enough 
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to tunnel the barrier. For all valleys, the transmission coefficient is maximum not 
for normal incident but at the incident angle of about 10o.  This is due to fact that 
motions in the x and y directions are not independent of that in the z direction, but 
they are mutually coupled by the off-diagonal effective-mass tensor elements [4]. 
 
 
Fig 4. The tunneling time for the angle of incident varying from -90o to 90o with 
incident energies is 150 meV 
  
The tunneling time versus incident angle is given in Fig.4. We see that the 
tunneling time depends on the valley where the electron belongs and the incident 
angle of k. It is noteworthy that, in all valleys, the tunneling time is not symmetric 
with the change of sign of the incidence angle (θ→-θ), which confirms the 
anisotropy of the material. For the valley 1, the tunneling time has a primary peak 
at the angle θ of -60
o
 for the incident energy of 150 meV while the secondary peak 
occurs at the angle of about 0
o
 for the incident angle of 200 meV. For the valley 2, 
electron with the incident energy of 200 meV have the longest tunneling time at θ = 
0
o
. If the incident angle increases, the next peak of the tunneling time takes place 
at θ = 60
o
 for the energy of 150 meV. 
 
4 Conclusion 
 
We have derived analytical expressions of the direct tunneling time and 
transmission coefficient of an electron in a nanometer-thick square barrier grown 
on anisotropic materials under non-normal incidence. We included the effect of 
different effective masses at heterojunction interfaces. The boundary condition for 
an electron wave function (under the effective-mass approximation) at a 
heterostructure anisotropic junction is suggested and included in the calculation. 
The calculation is done with a Si0.7Ge0.3 potential barrier grown on Si (110). The 
calculation shows that the transmission coefficient and the tunneling time depend 
on the valley and it is not symmetric with the angle of incidence. 
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GQ-CONSISTENT
QUANTUM BOREL KINEMATICS
M.F. Rosyid
Gadjah Mada University, Yogyakarta Indonesia
Institute for Science (I-Es-Ye), Yogyakarta, Indonesia
Abstract. The structure of quantizable algebras in the sense of the −( 12 + iγ)-
densities geometric quantization is studied. The so-called GQ-consistent kinemat-
ical algebras are extracted from the algebras. A suitable formulation of quantum
Borel kinematics for symplectic manifolds with reducible polarizations is proposed.
It is refered to as GQ-consistent quantum Borel kinematics for the simplectic man-
ifolds. The formulation is tested by applying it to some examples of symplectic
manifolds with polarizations : cotangent bundles with the vertical polarizations,
cotangent bundles with polarizations induced from the vertical ones, cotangent
bundle like symplectic manifolds, and homogeneous spaces of exponential groups.
Key-words: Mathematical Physics, quantization, differential geometry
1 Introduction
In classical mechanics, the traditional phase space for a dynamical system is a
symplectic manifold (M,ω), i.e. a real differentiable manifold M equipped with a
closed non-degenerate differential 2-form ω on M . Consider a dynamical system
living on a configuration space1 Q. The natural phase space for such system is the
cotangent bundle T ∗Q together with smooth 2-form dθ, where θ is the canonical
1-form on T ∗Q. We see that for every configuration space Q there exists a natural
phase space associated to Q. But, does every phase space admits a natural config-
uration space? Let D be a smooth real distribution on T ∗Q whose fibre Dm over
m ∈ T ∗Q is defined by Dm = Tm(T ∗pr(m)Q), where pr : T ∗Q→ Q is the canonical
projection of T ∗Q onto Q. It is easy to show that the distribution D is Lagrangian
in the sense that D is of maximal rank so that dθ(X,Y ) vanishes for all sections
X,Y of D. Then the quotient space T ∗Q/D of all maximal integral manifolds of
D admits a differentiable structure such that T ∗Q/D is diffeomorph to the con-
figuration space Q. Therefore, the configuration space Q can be extracted from
the phase space T ∗Q by foliating it through the distribution D. However, such
mechanism of deriving the configuration space from a phase space does not work
in general as not every symplectic manifold admits a real distribution like D in
the above situation.
In the framework of geometric quantization of symplectic manifolds [8, 15, 16, 18]
there is a natural procedure generalizing the above mechanism of extracting con-
figuration spaces from phase spaces. The general procedure is called complex
1i.e. a real differentiable manifold whose points describe the posible positions of the system
under consideration.
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polarization. In the procedure, the role of D is played by a complex Lagrangian
distribution P [18, 15]. The configuration space yielded from a polarization of a
symplectic manifold is a real differentiable manifold and refered to as the general-
ized configuration space associated to the polarization. The generalized configura-
tion space associated to a polarization of a symplectic manifold M is of dimension
greater than or equal to 12dim(M), whereas in the case ofM = T
∗Q the dimension
of Q is equal to 12dim(T
∗Q).
Now it is posible that two symplectic manifolds which are not symplectomorphic2
admit polarizations leading to the same configuration space. In other word, for
every configuration space Q there is a family Spol(Q) of symplectic manifolds
with polarizations so that Q is the common generalized configuration space of
all elements of Spol(Q). Another interesting fact is that for the same symplectic
manifold, different polarizations yield different configuration spaces. On the quan-
tum level, it leads to equivalent representations only for certain phase spaces. For
instance, consider the space R6 with the canonical closed 2-form
∑3
i=1 dpi ∧ dqi,
where (p1, p2, p3, q1, q2, q3) is the natural coordinates on R6 : the so-called verti-
cal polarization on R6 leads to the position representation of quantum mechanics,
whereas the so-called horizontal polarization on R6 leads to momentum repre-
sentation of quantum mechanics. At this point it is clear that the phase space
description of a dynamical system is more essential than that of configuration
space.
The relation between Borel-quantization (BQ) [1, 2, 7] of smooth manifolds and
the geometric quantizations (GQ) of their cotangent bundles is studied concisely
in [11, 5, 9]. In [9] −( 12 + iγ)-densities, where γ a real number, are suggested in the
GQ of cotangent bundles. Still in the context of the relationship between BQ and
GQ, the implementation of −( 12+iγ)-densities in the geometric quantization of ar-
bitrary symplectic manifolds is mathematically justified in [13] and applied in [14].
In [14] I have shown that for every orientable smooth manifold Q there exists a
quantizable symplectic manifold (M,ω) with a real reducible polarization D so
that Q = M/D and the geometric −( 12 + iγ)-D-densities quantization of (M,ω)
leads to an elementary differentiable quantum Borel kinematics on Q. On the
other hand, given an arbitrary symplectic manifold (M ′, ω′) with (real) reducible
polarization P generally there does not exist an orientable smooth manifold Q′ so
that Q′ = M ′/(P ∩ P ∩ TM) and the geometric −( 12 + iγ)-P -densities quantiza-
tion of (M ′, ω′) yields elementary differentiable quantum Borel kinematics on Q′.
There is a certain class Kaso of symplectic manifolds with real polarizations P on
which the −( 12 + iγ)-P -densities quantization yields quantum Borel kinematics on
the generalized configuration spaces.
The class Kaso contains also the so-called cotangent bundle like symplectic man-
ifolds (see Sec. 6.2). In [14] it is also realized that the size of the leaves of a
2Two symplectic manifolds are said to be symplectomorphic if there exists a diffeomorphism
from one onto the other which preserves the symplectic structure
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cotangent bundle like symplectic manifold has no influence on the quantum Borel
kinematic resulted from the −( 12+iγ)-densities geometric quantization of the sym-
plectic manifold.
In the present work we are going to consider symplectic manifolds with complex
polarization. We suggest a formulation of differentiable quantum Borel kinematics
suitable for symplectic manifolds with complex polarizations which will be refered
to as GQ-consistent quantum Borel kinematics. Our starting point is the
fact [13] that the quantizability of an observable in the −( 12 + iγ)-P -densities
quantization depends only on the geometry of the symplectic manifold (M,ω, P )
under consideration, i.e. it does not depend for instance on the real number γ
which is nontopological in nature. Then we construct the so-called GQ-consistent
kinematical algebra out of a certain subset of the space of all quantizable func-
tions relative to the given polarization P . Furthermore a GQ-consistent quantum
Borel kinematics for the quantizable symplectic manifold (M,ω, P ) with complex
polarization is actually defined as the restriction of a quantum Borel kinematics of
the generalized configuration spaceM/D to a certain subset of the kinematical al-
gebra which is the image of GQ-consistent kinematical algebra under a partial Lie
homomorphism (see Definition 4.1 and Eq.(5)) into the kinematical algebra of the
generalized configuration space. The real quantum number γ will be inherited in
natural way from the restriction of the elementary quantum Borel-kinematics. It
can be shown that the formulation leads to quantum Borel kinematics on the gen-
eralized configuration space when it is applied to a symplectic manifold (M,ω, P )
contained in Kaso.
2 Borel Quantization
Let Q be a smooth manifold and Xc(Q) the set of all smooth complete vector fields
on Q. The kinematical algebra of Q is the set C∞(Q,R) × Xc(Q) equipped with
the bracket [(f,X), (g, Y )]s := (X(g) − Y (f), [X,Y ]). The kinematical algebra
of Q is therefore the semidirect sum C∞(Q,R) ⊕s Xc(Q) of the abelian algebra
C∞(Q,R) as the ideal and the partial Lie-algebra Xc(Q). In the sequel the kine-
matical algebra of Q will be denoted by S(Q)
Let Φ be a closed integral real 2-form on Q. An elementary differentiable Φ-
compactible quantum Borel kinematic is a quadruple (H,Q,P, θ∞) with
1. H = L2(η,< ·, · >, ν) for a hermitean line bundle (η,< ·, · >) over Q and a
smooth Borel measure ν auf Q ,
2. Q : C∞(Q,R)→ SA(H) a map from C∞(Q,R) into the set of all self-adjoint
operators in H. Q is given by Q(ζ)σ = ζσ for every ζ ∈ C∞(Q,R) and every
σ ∈ Dom(Q(ζ)) = {σ′ ∈ H| ∫
Q
|ζ(x)|2‖σ′‖2dν(x) <∞}.
3. ϑ∞ = Sec∞0 (η), where Sec
∞
0 (η) is the set of all compact supported smooth
sections of η.
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4. P : Xc(Q)→ SA(H) a map from Xc(Q) into SA(H) :
P(X)σ = −i5X σ + ( 12i + γ)[divν(X)]σ,
∀σ ∈ ϑ∞, ∀X ∈ Xc(Q), where 5 is a hermitean connection with curvature
iΦ und γ ∈ R is a real number.
Therefore, a quantum Borel-kinematics on Q is in a sense a representation of the
kinematical algebra S(Q). Note that the kinematical part of the theory depends
on the topology of the configuration space under consideration and on a nontopo-
logical part γ ∈ R as well.
The program is then completed by a compatible dynamics by making use of the
so-called generalized Ehrenfest-relation ([6, 11]).
It is easy to shows that the kinematical algebra S(Q) is partially Lie-isomorphic
to the subalgebra
Σ(T ∗Q) = {ζ ◦ pi + (ζi ◦ pi)pi : ζ, ζi ∈ C∞(Q,R) with ζi ∂
∂qi
∈ Xc(Q)}
of C∞(T ∗Q,R), where (p1, · · · , pn, q1 · · · , qn) is a (local) canonical coordinat sys-
tem on T ∗Q. The isomorphism is given by
ζ 7−→ qζ = ζ ◦ pi X 7−→ pX = θc(X),
for every (ζ,X) ∈ S(Q), where θc is the canonical symplectic potential and X is
the natural lift of X to T ∗Q.
3 Real Directions of A Complex Polarization and
Generalized Configuration Spaces
Let (V, ω) be a 2n-dimensional real symplectic vector space. A complex structure
J on V is said to be compatible with the symplectic structure ω whenever J as
an automorphism on V is canonic in the sense that ω(JX, JY ) = ω(X,Y ) for all
X,Y ∈ V . It is easy to show that
g(X,Y ) = 2ω(X, JY ), ∀X,Y ∈ V,
defines a nondegenerate symmetric bilinear form on V . Furthermore
< X,Y >J= g(X,Y ) + 2iω(X,Y )
defines a hermitean scalar product on V(J), where V(J) is the complex vector space
induced by the complex structure J . The complex structure J is said to be positiv
whenever g(X,X) > 0 for all X 6= 0 and g(0, 0) = 0.
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Through the maping
i : V 3 X 7→ 1
2
(X − iJX) ∈ V C
from V into V C the complex vector space V(J) could be identified with the La-
grange subspace PJ = {X − iJX} ⊂ V C. We have PJ ∩ PJ = 0. Conversely,
a complex Lagrange subspace P ⊂ V C with P ∩ P = 0 determines uniquely a
complex structure J ′ which is compatible with the symplectic structure ω so that
P = PJ′ . Therefore, a complex structure on (V, ω) is equivalent to a Lagrange
subspace P ⊂ V C with P ∩ P = 0. Let P be an arbitrary Lagrange subspace of
(V C, ω). The subspace DC = P ∩ P is isotropic and the coisotropic subspace EC
associated with DC is given by EC := (DC)⊥ = P + P .
It can be proved that V ′C := EC/DC is a symplectic vector space and P ′ = pr(P )
is Lagrange subspace of V ′C, where pr : EC → V ′C is the natural projection. Since
P ′∩P ′ = 0, the subspace P ′ determines a complex structure J ′ on V ′. By the use
of an appropriate canonical transformation J ′ can be brought to a form in which
the associated hermitean scalar product has the following matrix representation
diag(
r︷ ︸︸ ︷
1, ..., 1,
s︷ ︸︸ ︷
−1, ...,−1).
The number n − r − s, i.e. the dimension of D, is called the number of the real
directions in P . This measures the degree of the reality of P .
Now consider a symplectic manifold (M,ω) with a strong integrable complex polar-
ization P [18]. For every m ∈M , V ′C(m) := EC(m)/DC(m) is a symplectic vector
space and P ′(m) = pr(P (m)) a Lagrange subspace of V ′C with P ′(m)∩P ′(m) = 0,
where pr : EC(m) → V ′C is the natural projection. For every m ∈ M , the space
P ′(m) determines a complex structure J ′(m) on V ′C(m). Then, J ′(m) has a
natural form for all m ∈ M in which the hermitean scalar product < ·, · >J′ is
represented by the matrix Eq.(3).
The Typ of P is determined by the pair (r, s). When the real direction vanish, i.e.
r+ s = n, then one obtains P ∩ P = 0 and P is called Ka¨hlerian. When r = n, P
is said to be positive. If s = 0, P is said to be nonnegative. When r and s vanish
simultaneously, namely P = P , P is said to be real.
By the use of the polarization P , one extracts the generalized configuration space
from the symplectic manifold M . The number of the real direction determines
therefore the dimension of the generalized configuration space. The greater the
number, the ’smaller’ the space.
4 GQ-consistent Kinematical Algebras
Let (M,ω) be a quantizable symplectic manifold of dimension 2n and P a strong
integrable complex polarization so that 0 ≤ dim(D) ≤ n, where DC = P ∩P is the
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isotropic distribution associated with P . In the −( 12 + iγ)-P -densities quantiza-
tion, a funktion f ∈ C∞(M,R) is said to be quatizable if the Hamiltonian vector
field Xf generated by f preserves the polarization P in the sense that [Xf , P ] ⊆ P .
This is sufficient for Qiγ(f)WP,iγ ⊆WP,iγ , where WP,iγ and Qiγ(f) is the quan-
tization pre-Hilbert space and the quantization maping respectively [13].
Let FP (M,R) be the set of all real quantizable functions and F(M,R;D) ⊆
FP (M,R) a subset of FP (M,R) defined by
F(M,R;D) = {f ∈ FP (M,R)|[Xf , D] ⊆ D}.
F(M,R;D) is therefore the set of all quantizable functions preserving the distri-
bution D.
Proposition 4.1 Let Z be a vector field on M . The maping
piD∗Z :M/D 3 piD(m) 7→ piD∗|mZ ∈ TpiD(m)(M/D)
defines a smooth vector field on M/D if and only if Z preserves the distribution
D, i.e. [Z,D] ⊆ D. A quantizable function f belongs to F(M,R;D) if and only
if there exists a differentiable vector field X on M/D, so that Xf and X are
piD-related, i.e. piD∗Xf is a differentiable vector field on M/D.
Proof. Let g ∈ C∞(M/D,R) be an arbitrary smooth function on M/D. Then
there is a smooth function g˜ ∈ C∞(M,R) with g˜ = g ◦ piD. When Z preserves the
distribution D, namely [Z,D] ⊆ D, we have [Z, Y ](g˜) = 0 and Y (Z(g˜)) = 0 for
all Y ∈ D because Y ′(g˜) vanishes if Y ′ in D. Therefore Z(g˜) is constant on each
leaf of D. Then there is a function h ∈ C∞(M/D,R) so that Z(g˜) = h ◦ piD. For
every m ∈M , we have however
Z(g˜)(m) = Z(pi∗Dg)(m) = piD∗|mZ(g) = h ◦ piD(m).
This means that piD∗|m1Z = piD∗|m2Z for allm1,m2 ∈M with piD(m1) = piD(m2),
i.e. piD∗Z depends differentiably only on the leaves of the distribution D. Thus,
we have already shown that piD∗Z constitutes a smooth vector field on M/D.
When piD∗Z :M/D 3 piD(m) 7→ piD∗|mZ ∈ TpiD(m)(M/D) defines a differentiable
vector field on M/D, then piD∗Z(g) depends for every g ∈ C∞(M/D,R) only on
the leaves of D. It follows that
[piD∗Z(g)] ◦ piD = Z(g ◦ piD) = h ◦ piD
for a suitable function h ∈ C∞(M/D,R). Furthermore Z satisfies
Y (h ◦ piD) = Y (Z(g˜)) = 0
⇐⇒ [Z, Y ](g˜) = 0
⇐⇒ [Z, Y ] ∈ D,
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for any Y ∈ D. We obtain therefore [Z,D] ⊆ D.
The second statement of the proposition follows automatically from the first. 
Let X(M ;D) be the set of all vector fields on M preserving the distribution D.
Since for all X,Y ∈ X(M ;D) we have
[[X,Y ], Z] = −[[Y, Z], X]− [[Z,X], Y ] ∈ D, ∀Z ∈ D,
the set X(M ;D) forms a Lie subalgebra X(M ;D) of X(M). By using of the next
lemma, one can prove that the maping
piD∗ : X(M ;D)→ X(M/D)
is a Lie homomorphism, where X(M/D) is the Lie algebra of all smooth vector
fields on M/D.
Lemma 4.1 Let ϕ : M → N be a smooth maping of differentiable manifolds.
Furthermore, let X1, X2 and Y1, Y2 be vector fields on M and N respectively so
that Xi and Yi (i = 1, 2) are ϕ-related. Then [X1, X2] and [Y1, Y2] are also ϕ-
related, i.e. ϕ∗[X1, X2] = [ϕ∗X1, ϕ∗X2].
Proof. This is Theorem 7.9 of [4].
Now let XF (M ;D) denote the set of all Hamiltonian vector fields on M generated
by the functions in the set F(M,R;D),
XF (M ;D) = {Xh ∈ X(M)|h ∈ F(M,R;D)}.
Define then piDF∗ as the restriction of piD∗ to XF (M ;D),
piD
F
∗ : XF (M ;D)→ X(M/D).
The set XF (M ;D) is clearly a Lie subalgebra of X(M ;D) and piDF∗ is a Lie homo-
mophism, since [Xf , Xg] = X{f,g} ∈ XF (M ;D), where {·, ·} is the Poisson bracket
induced by the symplectic structure ω.
Next we introduce an equivalent relation ∼ in XF (M ;D) defined by
Xh ∼ Xf ⇐⇒ piD∗Xh = piD∗Xf .
However, this is equivalent to
Xh ∼ Xf ⇐⇒ Xh w Xf (Mod K(piDF∗ )),
where K(piDF∗ ) is the kernel of piDF∗ . Let X∼F (M ;D) denote the set of all equivalent
classes in XF (M ;D) relative to ∼ and [·, ·]∼ be defined as a bracket in X∼F (M ;D)
by
[[Xh], [Xg]]∼ = [[Xh′ , Xg′ ]], ∀[Xh], [Xg] ∈ X∼F (M ;D),
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where Xh′ and Xg′ is an arbitrary element of [Xh] and [Xg] respectively. The
bracket [·, ·]∼ is well defined, for it can be shown that [Xf , Xk] ∼ [Xh, Xg] for all
Xh, Xf ∈ [Xh] and Xg, Xk ∈ [Xg]. Therefore, the bracket [·, ·]∼ is a Lie bracket
and the pair (X∼F (M ;D), [·, ·]∼) is a Lie algebra.
Let X∼F,c(M ;D) be the subset of X
∼
F (M ;D) defined by
X∼F,c(M ;D) = {[Xf ] ∈ X∼F (M ;D)|piD∗[Xf ] ∈ Xc(M/D)},
where piD∗[Xf ] is defined as piD∗Xf ′ for arbitrary Xf ′ ∈ [Xf ] and Xc(M/D) the
set of all complete vector fields on M/D. Since Xc(M/D) is in general not a
Lie algebra, the set Xc(M/D) does not constitute a Lie algebra. It is clear that
piD∗X∼F,c(M ;D) ⊆ Xc(M/D). In general, however, the identity
piD∗X
∼
F,c(M ;D) = Xc(M/D) (1)
is not respected : whenever X ∈ Xc(M/D) with X = piD∗Y for an appropriate
vector field Y on M , then Y is not necessary a Hamiltonian vector field. There
exists, however, symplectic manifolds on which Eq.(1) is satisfied. We will consider
such manifolds later.
Proposition 4.2 The maping picD∗ : X
∼
F,c(M ;D) → Xc(M/D) which is defined
by picD∗[Xf ] = piD∗Xf ′ for arbitrary Xf ′ ∈ [Xf ] is an injective partial Lie homo-
morphism.
Proof. That the maping is injective is already clear from the definition.
(a) Let [Xf ] and [Xg] be two arbitrary elements of X∼F,c(M ;D) and α ∈ R a real
number so that [Xf ]+α[Xg] is also contained in X∼F,c(M ;D). Then it follows that
picD∗([Xf ] + α[Xg]) = pi
c
D∗[Xf ] + αpi
c
D∗[Xg] ∈ Xc(M/D),
where the linearity of piD∗ has been involved.
(b) Let [Xk] and [Xh] be two arbitrary elements of X∼F,c(M ;D) so that the element
[[Xk], [Xh]]∼ belongs also to the set X∼F,c(M ;D). According to the definition,
picD∗[Xk] = piD∗Xk′ is satisfied for every Xk′ ∈ [Xk] as well as picD∗[Xh] = piD∗Xh′
for every Xh′ ∈ [Xh]. By the use of Lemma 4.1 we have
[piD∗Xk′ , piD∗Xh′ ] = piD∗[Xk′ , Xh′ ].
This is equivalent to
[picD∗[Xk], pi
c
D∗[Xh]] = pi
c
D∗[[Xk′ , Xh′ ]].
From the definition of the bracket [·, ·]∼ in X∼F (M ;D) it follows then
[picD∗[Xk], pi
c
D∗[Xh]] = pi
c
D∗[[Xk], [Xh]]
∼ ∈ Xc(M/D).
The proof is therefore complete. 
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Define now X as the assignment
F(M,R;D) 3 f 7→ Xf ∈ XF (M ;D) (2)
and consider the kernel K(piFD∗) of the Lie homomorphism piFD∗ in XF (M ;D).
Further, let FK(M,R;D) be the inverse image of K(piFD∗) under the maping X. If
we denote with XK the restriction X|FK(M,R;D) of X to FK(M,R;D), then we
obtain the commutative diagram
FK(M,R;D)
F(M,R;D)
K(piFD∗).
XF (M ;D)
-
-
6 6
   
XK
X
i i
If g is contained in FK(M,R;D), then piFD∗Xg = 0. Therefore, for every m ∈ M ,
Xg(m) is a vector tangent to the leaf of D containing the point m. For every
X ∈ D, we have X(g) = 0, for (Xgyω)(X) + dg(X) = 0 is respected. This means,
g is constant on every leaf of D. Then, there exists uniquely a real smooth function
ζg ∈ C∞(M/D,R) so that g = ζg ◦ piD. However, the converse is in general not
correct : If g is contained in F(M,R;D) so that X(g) = 0 for every X ∈ D, then
[Xgyω](X) = −dg(X) = 0.
This is however equivalent to Xg ∈ E, where E is the coisotropic distribution
D⊥ associated to D [18]. The function g does not belong necessarily to the set
FK(M,R;D).
Remarks 4.1 Let C∞D (M,R) denote the set of all real smooth functions on M
which are constant on every leaf of D and P be real so that D = D⊥. Then one
have
FK(M,R;D) = C∞D (M,R).
Since, C∞D (M,R) is equal to
pi∗DC
∞(M/D,R) := {ζ ◦ piD ∈ C∞(M,R)|ζ ∈ C∞(M/D,R)},
it follows also that FK(M,R;D) = pi∗DC∞(M/D,R).
Now let Ξ denote the injection
FK(M,R;D) 3 g 7→ ζg ∈ C∞(M/D,R).
and define a linear operator L[Xf ] for every equivalent class [Xf ] ∈ X∼F,c(M ;D) on
the algebra FK(M,R;D) through
L[Xf ]g = Xf ′(g), ∀g ∈ FK(M,R;D)
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for arbitrary Xf ′ ∈ [Xf ]. The operators are well defined : if Xf ′ and Xf ′′ in [Xf ],
then for every g ∈ FK(M,R;D) we have
Xf ′(g) = Xf ′(ζg ◦ piD)
= piD∗Xf ′(ζg) ◦ piD
= piD∗Xf ′′(ζg) ◦ piD
= Xf ′′(g),
where the injection Ξ has been involved in the computation. For every [Xf ] ∈
X∼F,c(M ;D), L[Xf ] is therefore a derivation.
Furthermore, we build the semidirect sum
SGQ(M ;D) := FK(M,R;D)⊕s X∼F,c(M ;D) (3)
with Lie bracket [·, ·]s defined by
[(g1, [Xf1 ]), (g2, [Xf2 ])]
s = (L[Xf1 ]g2 − L[Xf2 ]g1, [[Xf1 ], [Xf2 ]]∼) (4)
for every [Xf1 ], [Xf2 ] ∈ X∼F,c(M ;D) with [[Xf1 ], [Xf2 ]]∼ ∈ X∼F,c(M ;D) and all
g1, g2 ∈ FK(M,R;D).
Definition 4.1 The pair (SGQ(M ;D), [·, ·]s) defined by Eq.(3) and Eq.(4) is called
GQ-consistent kinematical algebra in (M,ω, P ).
Define a maping, denoted by Ξ⊕spicD∗, from the GQ-consistent kinematical algebra
SGQ(M ;D) into the kinematical algebra S(M/D) = C∞(M/D,R) ⊕s Xc(M/D)
through
SGQ(M ;D) 3 (g, [Xf ]) 7→ (Ξ(g), picD∗[Xf ]) ∈ S(M/D). (5)
The maping Ξ⊕s picD∗ is clearly a partial Lie homomorphism.
Definition 4.2 The GQ-consistent kinematical algebra SGQ(M ;D) is said to be
almost complete whenever the maping Ξ ⊕s picD∗ is a partial Lie isomorphism.
Furthermore, SGQ(M ;D) is said to be complete if it is almost complete and
X∼F,c(M ;D) is equal to X
∼
F (M ;D).
5 GQ-consistent quantum Borel kinematics
Let Φ be a closed integral real 2-form on M/D and (H,Q,P, θ∞) an elementary
differentiable Φ-compactible quantum Borel kinematic on M/D.
Definition 5.1 The GQ-consistent quantum Borel kinematics subordi-
nated to (H,Q,P, θ∞) for the symplectic manifold with polarization (M,ω, P ) is
the quadruple (H,QGQ,PGQ, ϑ∞), where
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1. QGQ := Q|Ξ(FK(M,R;D)) : Ξ(FK(M,R;D)) → SA(H˜) constitutes the re-
striction of Q to the set Ξ(FK(M,R;D)), with
QGQ(Ξ(f))σ = Ξ(f)σ
on
Dom(QGQ(Ξ(f))) = {ψ ∈ H˜|
∫
M/D
|Ξ(f)(x)|2‖ψ‖2dν(x) <∞}
for every f ∈ FK(M,R;D), and
2. PGQ := P|picD∗(X∼F,c(M ;D)) : picD∗(X∼F,c(M ;D)) → SA(H˜) constitutes the
restriction of P to the set picD∗(X
∼
F,c(M ;D)) with
PGQ(picD∗[Xf ])σ = −i5picD∗[Xf ] σ + (
1
2i
+ γ)[divν(picD∗[Xf ])]σ,
∀σ ∈ θ∞, ∀[Xf ] ∈ X∼F,c(M ;D).
A GQ-consistent quantum Borel kinematics is said to be almost complete when-
ever the associated GQ-consistent kinematical algebra is almost complete. A GQ-
consistent quantum Borel kinematics is said to be complete whenever the associated
GQ-consistent kinematical algebra is complete.
The diagram Fig.1 describes the relation between ordinary quantum Borel kine-
matics and GQ-consistent quantum Borel kinematics.
Ξ(FK(M,R;D))⊕s picD∗(X∼F,c(M ;D))
FK(M,R;D)⊕s X∼F,c(M ;D)
C∞(M/D,R)⊕s Xc(M/D) SA(H˜)
?
  
?
-
HHHHHHHHHHHHHHj
i⊕s i
Ξ⊕s picD∗
Q⊕s P
QGQ ⊕s PGQ
Figure 1
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Definition 5.2 If (H,Q,P, ϑ∞) and (H′,Q′,P′, ϑ′∞) are two differentiable quan-
tum Borel kinematics on M/D which are equivalent, then the GQ-consistent quan-
tum Borel kinematics (H,QGQ,PGQ, ϑ∞) and (H′,Q′GQ,P′GQ, ϑ′
∞) are said to be
equivalent.
6 Examples and Applications
In this section we mention some examples and applications of the above proposed
formulation of quantum Borel kinematics for symplectic manifolds with polariza-
tions. We will show that the proposed formulation leads to the old one on applying
to the symplectic manifolds with polarizations on which the −( 12 + iγ)-densities
geometric quantization yields quantum Borel kinematics.
6.1 Cotangent Bundles
6.1.1 Cotangent Bundles with The Vertical Polarizations
In the geometric quantization of the cotangent bundle T ∗Q of an n-dimensional
smooth manifold Q with the vertical polarization Dv it is shown that the set
FDv (T ∗Q,R) of all quantizable function on T ∗Q is given by
FDv (T ∗Q,R) = {ξ + ζipi|ξ, ζi ∈ C∞(Q,R)},
where (pi, qi) are local canonical coordinates on T ∗Q. Since Dv is real with D =
Dv∩Dv = Dv, the set FDv (T ∗Q,R) equals the set F(T ∗Q,R;D) of all quantizable
functions preserving the distribution D. For every h = ξ + ζipi ∈ F(T ∗Q,R;D)
one has
Xh = ζi
∂
∂qi
− ( ∂ξ
∂qi
+
∂ζj
∂qi
pj)
∂
∂pi
.
Therefore, the set XF (T ∗Q;D) can be writen as
{ζi ∂
∂qi
− ( ∂ξ
∂qi
+
∂ζj
∂qi
pj)
∂
∂pi
∈ X(T ∗Q)|ξ, ζi ∈ C∞(Q,R)}.
Furthermore, we define an equivalent relation ≈ in F(T ∗Q,R;D) as
h ≈ f ⇐⇒ h− f ∈ C∞(Q,R),
for all f, h ∈ F(T ∗Q,R;D). It is clear that h ≈ f ⇐⇒ piD∗Xh = piD∗Xf . The
equivalent relation ≈ induces then the relation ∼ in XF (T ∗Q;D) :
Xh ∼ Xf ⇐⇒ h ≈ f, h, f ∈ F(T ∗Q,R;D).
Let X∼F (T
∗Q;D) = XF (T ∗Q;D)/ ∼ and
X∼F,c(T
∗Q;D) = {[Xf ] ∈ X∼F (T ∗Q;D)|piD∗[Xf ] ∈ Xc(Q)}.
We have
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Proposition 6.1 The GQ-consistent kinematical algebra SGQ(T ∗Q;D) of the co-
tangent bundle (T ∗Q,ω) with the vertical polarization Dv is partially Lie isomor-
phic to the kinematical algebra S(Q) = C∞(Q,R)⊕s Xc(Q) of Q.
Proof. It is clear that piD∗X∼F,c(T
∗Q;D) ⊆ Xc(Q). Therefore, it remains to show
that Xc(Q) ⊆ piD∗X∼F,c(T ∗Q;D). Let X = γi ∂∂qi ∈ Xc(Q) be a complete vector
field. Then, there exists a class [h] = [γ + γipi] ∈ F(T ∗Q,R;D)/ ≈ so that
[Xh] = [γi
∂
∂qi
− ( ∂γ
∂qi
+
∂γj
∂qi
pj)
∂
∂pi
] ∈ X∼F (T ∗Q;D).
The class belongs even to X∼F,c(T
∗Q;D) because piD∗[Xh] = γi ∂∂qi ∈ Xc(Q). Thus,
one obtains X = γi ∂∂qi ∈ piD∗X∼F,c(T ∗Q;D), i.e. Xc(Q) ⊆ piD∗X∼F,c(T ∗Q;D).
Since the algebra C∞D (T
∗Q,R) of all real smooth functions on T ∗Q which are con-
stant on every leaf of Dv is isomorphic to the algebra C∞(Q,R) of all real smooth
functions on Q, we may identify C∞D (T
∗Q,R) with C∞(Q,R). According to Re-
mark 4.1, we have then FK(T ∗Q,R;D) ∼= C∞(Q,R)∩F(T ∗Q,R;D) ∼= C∞(Q,R).
This is the end of the proof. 
The last proposition means, (T ∗Q,ω,Dv) admits elementay almost complete GQ-
consistent quantum Borel kinematics. Furthermore, when Q is compact, then
(T ∗Q,ω,Dv) admits elementary complete GQ-consistent quantum Borel kinemat-
ics.
Corollary 6.1 Every GQ-consistent quantum Borel kinematics for (T ∗Q,ω,Dv)
is an elementary differentiable quantum Borel kinematics on Q = T ∗Q/Dv.
6.1.2 Cotangent bundles with polarizations induced from the vertical
ones
Let ρ be a canonical transformation from (T ∗Q,ω) into itself. We can build a real
reducible polarization Dρ from the vertical polarization Dv according to
Dρ =
⋃
m∈T∗Q
{ρ∗Z ∈ Tm(T ∗Q)|Z ∈ Dv(ρ−1(m))}.
The transformation ρ : (T ∗Q,ω,Dv)→ (T ∗Q,ω,Dρ) is clearly a polarization pre-
serving symplectomorphism. The GQ-consistent kinematical algebra SGQ(T ∗Q;Dρ)
is almost complete and admits an almost complete GQ-consistent quantum Borel
kinematics. These facts follow directly from the results of the last subsection and
Lemma 6.1 below (the proof of which is not presented here).
Lemma 6.1 Let (Mi, ωi) (i = 1, 2) be symplectic manifolds with reducible polar-
izations Pi so that there is a polarization preserving symplectomorphism from M1
onto M2. Let Di denote the isotropic distributions associated to Pi (i = 1, 2). The
GQ-consistent kinematical algebra SGQ(M1;D1) is almost complete if and only if
the GQ-consistent kinematical algebra SGQ(M2;D2) is also almost complete.
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6.2 Cotangent Bundle Like Symplectic Manifolds
A cotangent bundle like symplectic manifold is a triple (M,ω,D), where (M,ω)
is a symplectic manifold and D a real reducible polarization of M so that the
leaves of D are convex3 and M → M/D admits a global section. The cotangent
bundle like symplectic manifold (M,ω,D) is called maximal if the leaves of D are
geodesically complete. A maximal cotangent bundle like symplectic manifold is
symplectomorphic to a cotangent bundle of a smooth manifold.
Also in this class of symplectic manifolds with polarizations we have
Proposition 6.2 Let (M,ω,D) be a cotangent bundle like symplectic manifold.
The GQ-consistent kinematical algebra SGQ(M ;D) is almost complete and the
symplectic manifold (M,ω,D) admits therefore almost complete GQ-consistent
quantum Borel kinematics.
Proof. The proof of the proposition follows immediately from the definition of
cotangent bundle like symplectic manifolds and Lemma 6.1 above. 
6.3 Homogeneous Spaces
A quantization procedure is a procedure to make a transition from the classical
description of a physical system to the quantum description of the same system. In
such procedure, the group of canonical transformations usually appears in quan-
tum phase space as an invariant group [8, 15, 10, 18]. This leads to an access to
quantum theory which bypasses the Hamiltonian mechanics. There, one does not
need any quantization instructions in order to change to quantum level of the same
system. Instead, one looks for an appropriate irreducible unitary representation
of the classical invariant group.
However, there are unclarities in this context. One of them is related to the exis-
tence of the classical system of a quantum system. There exists quantum systems,
e.g. elementary particles with spin, which have no classical counterparts. In order
to solve such problem, A.A. Kirillov, B. Kostant, and J.M. Souriau have tried
through the so-called orbit method for a certain Lie group G to find all classical
phase space in which the Lie group G appears as transitive invariant group. The
G-homogeneous classical phasen spaces are realised as the orbits of G in the dual
space G∗ of the Lie algebra G of G relative to the coadjoint representation of G in
G∗. It is remarkable that all classical G-homogeneous phase space arise essentially
in this way : every classical phase space with transitive invariant group G is a
cover of an orbit in G∗.
Let Ad∗ denote the coadjoint representation of G in G∗. This means,
< Ad∗gµ
′, X > = < µ′, Adg−1X >
3A leaf Λ of D is called convex if every two points of Λ can be connected precisely by a
geodesic.
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for every X ∈ G, g ∈ G and µ′ ∈ G∗. Let µ ∈ G∗ and Oµ = Ad∗Gµ be the coadjoint
orbit of G contains the point µ. If Oµ is identified with G/Gµ, where Gµ denotes
the isotropic group of µ in G, then Oµ is submanifold of G∗. For ν ∈ G∗ let
Bν : G × G → R be a antisymmetric bilinear form defined by
Bν(X,Y ) = < ν, [X,Y ] > .
Now define a symplectic form Bˆν : G/Gν × G/Gν → R on G/Gν through
(X + Gν , Y + Gν) 7→ Bν(X,Y ),
where Gν is the Lie algebra of Gν . For every ν′ ∈ Oµ let αν′ : G/Gν′ → Tν′Oµ be
an isomorphism of vector spaces defined by
αν′(X + Gν′)(f)(ν′) = d
dt
|t=0f(Ad∗exp(tX)ν′),
where f is cantained in C∞(Oµ,R).
Furthermore define a bilinear form ωOν′ : Tν′Oµ × Tν′Oµ → R through
ωOν′(αν′(X + Gν′), αν′(Y + Gν′)) = Bν′(X,Y ).
The maping Oµ 3 ν′ 7→ ωOν′ defines then a symplectic structure on Oµ ([10, 15]).
If JO : G → C∞(Oµ,R) denotes the linear maping defined by
X 7→ JO(X)(ν) = < ν,X >,
then (Oµ, ωO, JO) is a Hamiltonian G-space [10].
6.3.1 Real Polarizations of Coadjoint orbits
Let µ ∈ G∗ and H be a subalgebra G which is maximal isotropic relative to the
bilinear form Bµ and AdGµ-invariant
4. H is called real polarization in µ ([3]). Let
H0 be the analytical subgroup of G whose Lie algebra is H; therefore H = GµH0.
Then, H and H0 are closed subgroup of G, and H0 is the component of H con-
taining the identity.
For ν = Ad∗gµ ∈ Oµ, let Hν = AdgH, Hν = gHg−1 and Fν be the image of Hν/Gν
under the maping αν . Thus, Fµ = αµ(H/Gµ). If γ(g) : Oµ → Oµ denotes the
maping ν 7→ Ad∗gν, then we have γ(g)∗Fν = FAd∗gν . The maping F : ν 7→ Fν is a
G-invariant real polarization of the symplectic manifold (Oµ, ωO). The group H
defines therefore a fibering of the orbit Oµ ∼= G/Gµ over G/H with the projection
piF : ν′ = Ad∗gµ 7→ gH. The fibers are to H/Gµ ∼= Ad∗Hµ diffeomorphic. The fiber
Lν containing the point ν = Ad∗gµ is given by Lν = {Ad∗ghµ|h ∈ H}.
4i.e. AdgX is in H for every X ∈ H and every g ∈ Gµ.
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6.3.2 Quantum Borel Kinematics for Coadjoint Orbits of Exponential
Groups
Now we consider the case of an exponential, simply connected group. A group is
said to be exponential, whenever it is solvable and the exponential maping exp
reguler.
Since the polarization F is G-invariant, Ad∗g induces according to Section 5 of
[16] for every g ∈ G a diffeomorphism of Oµ/F into itself. Let ϕg denote the
diffeomorphism and X(Oµ) be the set of all smooth vector fields on Oµ. Define
X(Oµ;F ) and F(Oµ,R;F ) as
X(Oµ;F ) = {V ∈ F |[V, F ] ⊂ F}
and
F(Oµ,R;F ) = {f ∈ C∞(Oµ,R)|Vf ∈ X(Oµ;F )}
respectively. Furthermore, let F0(Oµ,R;F ) be the set of all real functions f con-
tained in C∞(Oµ,R), whose Hamiltonian vector fields are in F .
N.V. Pedersen ([12]) has obtained the following useful results. Suppose that Oµ
is of dimension 2n.
Lemma 6.2 There exists real functions q1, · · · , qn ∈ F0(Oµ,R;F ) and real func-
tions p1, · · · , pn ∈ F(Oµ,R;F ) so that (p1, · · · , pn, q1, · · · , qn) are global canonical
coordinates on (Oµ, ωO).
Let ϕ denote the global chart
ϕ : Oµ → O′µ ⊂ R2n
Ad∗gµ 7→ ϕ(Ad∗gµ) = (p1(Ad∗gµ), · · · , pn(Ad∗gµ), q1(Ad∗gµ), · · · , qn(Ad∗gµ)),
so that ϕi = pi (1 ≤ i ≤ n) and ϕi = qi (n+ 1 ≤ i ≤ 2n).
Lemma 6.3 Let q˜ : G/H → Rn be a maping from G/H into Rn defined by
q˜(gH) = (q1(Ad∗gµ), · · · , qn(Ad∗gµ)) and Ω the image G/H in Rn under the maping
q˜. Then, Ω is open in Rn and q˜ a global chart on G/H ∼= Oµ/F . Furthermore,
the set of all quantizable real functions is given by
F(Oµ,R;F ) = {ζ + ζipi|ζ, ζi ∈ C∞(Ω,R)}.
Proof. See lemma 3.2.1 and 3.2.2 in [12]. The last statement is a special case of
Lemma 3.2.1, where only real functions are regarded. 
Therefore, the diagram
Oµ ϕ−−−−→ O′µ
piF
y ypr2|O′µ
G/H ∼= Oµ/F −−−−→
q˜
Ω
(6)
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is commutative, where pr2 denotes the projection
R2n 3 (p1, · · · , pn, q1, · · · , qn) 7→ (q1, · · · , qn) ∈ Rn.
Proposition 6.3 With the same assumption of Lemma 6.3, (Oµ, ωO, F ) admits
an almost complete GQ-consistent quantum Borel kinematics.
Proof. Let XF (Oµ;F ) denote the image of F(Oµ,R;F ) under the maping Eq.(2).
From Lemma 6.2 and Lemma 6.3 we have
XF (Oµ;F ) = {Vζ,ζi = ζi ∂∂qi − (
∂ζ
∂qi
+
∂ζj
∂qi
pj)
∂
∂pi
|ζ, ζi ∈ C∞(Oµ/F,R)}.
Now, from diagram El.(6) it follows that
piF ∗Vζ,ζi = ζ
i ∂
∂qi
∈ X(Oµ/F ),
for every Vζ,ζi ∈ XF (Oµ;F ). It is to show that piF ∗X∼F,c(Oµ;F ) = Xc(Oµ/F ).
Since piF ∗X∼F,c(Oµ;F ) ⊂ Xc(Oµ/F ) (according to the definition), it remains to
point out that
Xc(Oµ/F ) ⊂ piF ∗X∼F,c(Oµ;F ).
The complete proof then proceed like the proof of Proposition 6.1. 
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Abstract. Fascinating harmonious relationship occurs between modern physics 
and probability concept. This occurrence is mainly generated by the statistical 
property of modern physics which gives continuous effort in describing microscopic 
phenomena. One of these microscopic phenomena, which became a trademark of 
an ontological problem in modern physics is the famous double slit experiment of 
electrons. Having a particle-wave aspect, electrons are emitted one by one into a 
double slit until they reach a screen which then can be observed. In this paper, a 
statistical interpretation of the double slit experiment has been develop. The idea of 
the aforementioned interpretation lies in the heart of some modified Gaussian dis-
tribution of particle which forms a pattern on the screen. The present paper will 
direct its point view towards the derivation of the density function of electron 
formed in the screen, which is the result of wave-particle combination of electrons.  
 
Key-words: double slit experiment, electrons, Gaussian density function, probabil-
ity, modern physics (optics) 
 
 
1 Introduction 
 
1.1 Background 
 
Applied probability theory has been widely recognized in the field of quantum phys-
ics. But not like common probability theory which deals with measurement on an 
ensemble of physical system or N  trials of it, on the contrary, quantum mechan-
ics exposes the probability of a state or position of a particle in one trial of position 
measurement. Despite the definition used is similar to that of  the usual Kolmo-
goroff’s axiom [2,5], quantum probability gives more exclusive interpretation to its 
definition.   
 
Using the wave mechanics developed by Schrödinger [3,4,10], we start off with the 
so called Schrödinger differential equation, stated in one dimension as: 
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( ) ( ) ( ) ( )t,xxV
x
t,x
mt
t,xi Ψ+∂
Ψ∂−=∂
Ψ∂
2
22
2
hh ,         (1) 
with h is the reduced Planck constant and m is the mass of the physical system. 
From equation (1), the state of a quantum system characterized by the potential ( )xV  is given by ( )t,xΨ , which gives all information concerning the physical sys-
tem under consideration. Especially for free particle, ( ) 0=xV , thus equation (1) 
can be modified as: 
 
( ) ( )
2
22
2 x
t,x
mt
t,xi ∂
Ψ∂−=∂
Ψ∂ hh .      (2) 
Now, here comes the probability interpretation. Max Born [4,10] postulated that ( )t,xΨ  has no physical interpretation unless it is squared and integrated over 
some region resulting the probability of the existence of the particle in some given 
area of dxx + , therefore: 
 
Definition 1: 
( ) dxt,x 2∫ Ψ =The probability of finding a particle in time t  in the region  
                          of dxx + .     (3) 
The form of  ( ) dxt,x 2Ψ  in equation (3) is usually known as the probability den-
sity of finding a particle in time t  over the area of dxx + .  
 
Equation (3) is the main link between quantum mechanics and probability theory. 
This postulate has stood the test of time, especially in its mathematical aspects. It 
is applicable to various physical system which gives good agreement with experi-
mental results.  
 
Quantum mechanics itself is a powerful tool to describe the behavior of the micro-
world. The application of quantum mechanics is almost inevitable in the rapid de-
velopment of today's technology, which range from outerspace observation until 
nano-structure technology. Interestingly though, in spite of its enormous applica-
bility, quantum mechanics is still lacking in its fundamental level. This is because 
various paradoxes have not yet been solved in a satisfactory manner. Most of para-
doxes of quantum mechanics stream out as questions about the completeness and 
the validity of its concept. In a certain way, quantum mechanics is a big house, 
with all its luxurious furniture, security and entertainment, but built above a very 
weak foundation.  
 
One of these paradoxes, which question the ontological notion of quantum me-
chanics lies in the heart of a thought experiment, viz. the double slit experiment of 
electrons, which eventually became a real experiment conducted by Giorgio Merli 
et.al. [5], and repeated by Tonomura et.al. [5] using advance device called electron 
biprism, yielding the same interference result.  
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1.2 A Brief Notion of the Double Slit Experiment of Electrons 
 
Actually, the double slit experiment was a real experiment conducted about two 
centuries ago by Thomas Young [6,8]. But now, this experiment has become one of 
the trademarks in quantum mechanics to support the complementarity principle 
put forward by the Copenhagen interpretation of quantum mechanics. 
 
Generally, the setting of a double slit experiment of electrons can be illustrated as 
observed in picture 1. In the picture, an electron source, a double slit screen and a 
luminous screen is placed parallel to each other. The source will emit electrons 
(continuously or one by one) in random area I, into the double slit screen, such 
that an interference phenomena occurs in random area II. Consequently, a certain 
pattern is observed in the luminous screen as a result of the interference between 
electrons which pass through slit I and slit II.    
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
Picture 1:  The double slit experiment set up using an electron source. 
 
In the original Young double slit experiment, the sun is used as a source. First, 
sunlight is directed into a single slit screen. Then, light which passes through the 
single slit screen can be considered as a new source of light, which then goes 
through a double slit screen, hence an interference pattern occurs on a screen. The 
interference pattern consists of bright and dark fringes of parallel bands. These 
parallel bright and dark fringes forms some sort of an intensity distribution. The 
similar pattern should also be present if the sun is substituted by an electron 
source, as shown in picture 1.  
 
Interference is the most fundamental nature of all wave phenomena. If one physical 
quantity exhibits interference, that quantity should have wave nature [8]. So, in the 
case above, light is a wave (more precisely, electromagnetic wave). Furthermore, 
because continuous emitting electrons shows interference, electrons also have 
wave nature. Now, here comes the quantum mechanics part. The experimental 
proof of de Broglie’s wave-particle duality hypothesis suggests that electron wave is 
not necessarily a common mechanical wave. According to Born [4,1,7,10], electrons 
are probability wave which assign a probability value to find an electron over a cer-
tain area. Following [1], this means that the probability of finding an electron 
electron source 
double slit screen luminous screen 
vacuum 
slit I 
slit II 
L D 
 0 
random area I random area II 
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within the bright bands (on the screen) is relatively high, and vice versa, the prob-
ability of finding an electron within the dark bands is relatively low. 
 
Here where things get more interesting. Consider the electron source is being 
weakened so that electrons are emitted one by one from the source. In this contin-
ued experiment, one electron is emitted from the source into the double slits and 
observed where the electron hits the screen. After a while, another electron is re-
leased from the source and observed where it hits the screen, and so on. If this ex-
periment proceeds in some finite interval of time, and it is known how many elec-
trons that has been released, then for a large number of electrons hitting the 
screen, an interference pattern will appear. This result is interesting because elec-
tron which is known as a particle with mass, turns out to produce interference pat-
tern, which is normally the property of wave. This result is absolutely different, if 
on the other hand, the source emits macroscopic objects such as balls or bullets. 
The result is obvious, no interference pattern occurs. The intensity distribution of 
balls or bullet which passes through two holes will be: 
  21 III += ,      (4)  
with I  is the total distribution of balls or bullets hitting the screen, 1I  is the total 
number of balls or bullets passing through the first hole, and 2I  is the total num-
ber of balls or bullets passing through the second hole. Equation (4) reveals no in-
terference factor between 1I  and 2I , thus agrees with the intensity distribution of 
macroscopic objects such as balls or bullets. If one of the slits (holes) is closed, 
then the intensity distribution of balls, bullets or electrons is identical. But once 
both slits are open, balls or bullets tends to show its classical particle property, 
whereas electrons tends to show its quantum property with the occurrence of an 
interference pattern.  
 
That is to say, intensity distribution occurs naturally from a double slit experi-
ment of waves, thus no probability aspects are present. Instead, for a double slit 
experiment of particles that exhibits interference phenomena, probability aspects 
occurs in its intensity distribution, which then leads to the probability theory of 
quantum mechanics. 
 
Therefore, this paper will discuss the intensity distribution of the double slit ex-
periment of electrons, which is emitted one by one from its source, using a certain 
Gaussian density distribution. This paper attempts to make a clearer view towards 
the Gaussian density distribution which governs the intensity patterns of the dou-
ble slit experiment of electrons. 
 
2 Gaussian Probability Density of a Free Electron in 
Random Area I 
 
As stated above, the discussion starts off from the 1-dimension Schrödinger differ-
ential equation of equation (1). In this case, we use the free particle scheme with ( ) 0=xV  in describing the electron movement.  
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An electron of mass em  which is emitted from a source with a speed of v , satisfies 
a Schrödinger equation of: 
 
( ) ( )
2
22 ,
2
,
x
tx
mt
txi
e ∂
Ψ∂−=∂
Ψ∂ hh . 
Using a variable separation method, ( ) ( ) ( )txtx ϕψ=Ψ , , the equation above can 
be solved analytically with Lx −=0  (referring to picture 1 as a set up of the dou-
ble slit experiment), yielding a wavefuction, viz.: 
 ( ) ( ) ( ) ( ) ( )[ ] hEtiLxikLxik eBeAetxtx −++− +==Ψ ϕψ, ,  (5) 
   
with 
2
1
2
2 ⎟⎠
⎞⎜⎝
⎛=
h
mEk  and 0≥E  is the energy of the electron. Now, ( )LxikAe +−  is 
interpreted as part of the wavefunction which is moving to the left, whereas 
( )LxikBe +  is the wavefunction moving to the opposite direction. Nevertheless, be-
cause the electron is moving to the right (according to picture 1), then the wave-
function moving to the right should be used, thus: 
( ) ( ) ( ) ( ) ( ) ( ) ⎥⎦⎤⎢⎣⎡ −+−+−+ ====Ψ hhh EtLxkiEtiLxikEtiLxik BeBeeBetxtx ϕψ, . (6) 
 
But, this kind of wavefunction cannot be normalized, viz.: 
( ) ( ) ∞→==−Ψ ∫∫ ∫ ∞+
∞−
∞+
∞−
∞+
∞−
⎥⎦
⎤⎢⎣
⎡ −+
dxBBdxBedxtLx
EtLxki
*
2
2,. h . 
So, following [1], in order to gain a normalized wavefunction for a moving free par-
ticle, a so called wavepacket must be introduced, that is: 
 ( ) ( ) ( )∫+∞
∞−
⎥⎦
⎤⎢⎣
⎡ −+=−Ψ h
EtLxki
BekdkAtLx ,, ,    (7) 
with ( )kA  is a Fourier transform [technically the exponential Fourier transform of 
( )tLx ,,−Ψ ]. ( )kA  can be filled with arbitrary function that satisfies equation (7). 
Not only that, ( )kA  must have the ability to localize an infinite wave and normalize 
it. In this case, a Gaussian wavepacket in k -space [1] is used to complete equation 
(7), which is: 
  ( ) ( )
2
0
2 ⎥⎦
⎤⎢⎣
⎡
∆
−−= k
kk
ekA ,     (8) 
where 0k  is the mean value and k∆  is the uncertainty value. But it has to be un-
derstood that equation (8) has nothing to do yet with the probability density of an  
electron. Equation (8) is used to complete equation (7) because of its natural bell-
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shaped curve. Gaussian function has the ability of damping a wave when x  is 
relatively far from its peak value, producing the desired condition of particle local-
ization. Not only that, a Gaussian function admits an uncertainty factor, viz. k∆ , 
which usually called the uncertainty value in quantum mechanics term. So substi-
tuting equation (8) into equation (7) yields: 
( )
( )
( ) ( )
( )
( ) ( )∫ ∫∞+
∞−
∞+
∞−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎥⎦
⎤⎢⎣
⎡ −++∆
−−⎥⎦
⎤⎢⎣
⎡ −+∆
−− ==−Ψ hh
EtLxki
k
kkEtLxki
k
kk
eBdkBeetLx
2
2
0
2
2
0
22,, . (9) 
Using some mathematical technique, a Gaussian wavepacket is gained in coordi-
nate representation as: 
 ( ) ( ) ( ) ( ) ( ) ⎥⎦⎤⎢⎣⎡ ∆+−⎭⎬⎫⎩⎨⎧ −+∆=−Ψ 220 212,, kLxEtLxkiekBtLx hπ ,  (10) 
where B  has to be determined by means of normalization, or 
 ( ) ( )∫+∞
∞−
=−Ψ−Ψ 1,,,, * dxtLxtLx .    (11) 
Inserting equation (10) into (11), and using again some mathematical procedure, 
finally, a normalized Gaussian function in coordinate representation is gained as: 
 ( ) ( ) ( ) ( ) ⎭⎬⎫⎩⎨⎧ ∆+−⎥⎦⎤⎢⎣⎡ −+⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ ∆=−Ψ
22
0 2
1
4
1,,
kLxEtLxki
ektLx h
π
.   (12) 
In quantum mechanics, equation (12) has no physical realization. Instead, invoking 
Definition 1, a physical interpretation of finding an electron over a region of 
dxx + is given by the probability density of: 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
.
,,,,,,
22
0
22
0
2
1
41
2
1
41
*2
dxek
ekdxtLxtLxdxtLx
kLxEtLxki
kLxEtLxki
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆
×⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=−Ψ−Ψ=−Ψ
⎭⎬
⎫
⎩⎨
⎧ ∆+−⎥⎦
⎤⎢⎣
⎡ −+−
⎭⎬
⎫
⎩⎨
⎧ ∆+−⎥⎦
⎤⎢⎣
⎡ −+
h
h
π
π
 
Thus, 
 ( ) ( )
( )
( ) dxe
k
dxtLx k
Lx
2
2
12
1
1,, ∆
+−
∆=−Ψ π ,   (13) 
or 
( ) ( )
( )
( ) dxe
k
dxtLx k
Lx
2
2
212
1
2
221
1,, ∆
+−
∆=−Ψ π .  (14) 
Equation (14) is the probability density function of an electron to be found some-
where in random area I, with  
• mean value =µ = L− ; 
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• variance = ( )22 21 k∆=σ ; and also 
• standard deviation = k∆= 21σ . 
Then, we have, 
 ( ) ( ) dxexf x 2
2
2
1
2
1 σ
µ
πσ
−−= .     (15) 
The support of equation (15) is ( )+∞∞−∈ ,x . Now, one thing which differentiate 
between Definition 1 and the usual Normal distribution density function is the 
notion of random variable. In the usual context, the support x  is related to some 
variable random X . But, in Definition 1, no variable random is mentioned what 
so ever. In fact, the support x  corresponds to the continuous position of the parti-
cle, which is not mentioned as a random variable. Therefore, the position of elec-
tron can be stated as [ ] ⎟⎠⎞⎜⎝⎛ ∆− 221,~ kLNx . The standard normal density func-
tion is: 
 ( ) dzezf z2
2
2
1 −= π ,      (16) 
with ( )Lxk
k
Lxxz +∆=∆
+=−= 2
21σ
µ
.    (17) 
     
Following [9] and referring also to Definition 1, a property of density function (16) 
can be stated as 99.7%, 95% and 32  of finding an electron lies in the interval of 
σµ 3± , σµ 2± , and σµ ± , respectively. Thus, the electron is maximally 
somewhere around σµσµ 33 +≤≤− x , or 
σσσµσµ 36332 maxmax ≈∆⇒=−−+≈∆ xx .  (18)  
with xLx +−=∆ .  
 
Likewise, 32  of finding the electron lies in the interval of σµ ± , thus 
σµσµ +≤≤− x , or  
σσσµσµ ≈∆⇒=−−+≈∆ xx 22 .   (19) 
Substitute 
k∆= 2
1σ  into (19), yields: 
 
2
1
2
1 ≈∆∆⇒∆≈∆ kxkx .     (20) 
Equation (20) is the minimum uncertainty of the Gaussian wavepacket between 
x∆  and k∆ . Thus, we have an uncertainty relation of 21≥∆∆ kx . 
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Moreover, using De Broglie's wavelength relation  v
m
k
vm
k ee ∆=∆⇒= hh , thus, 
 
em
vx h
2
1≈∆∆ ,      (21) 
which is the minimum uncertainty between x∆  and v∆ . Again, we have an un-
certainty relation of emvx 2h≥∆∆ . 
 
According to quantum mechanics, the wavepacket tends to spread all over space, 
that is [1]: 
 ( ) 2
1
10 ⎥⎦
⎤⎢⎣
⎡ +=∆=∆
T
ttxx .     (22) 
where ( )20vmT eh=  and ( )
0
0
vm
tx
e
h==∆ . Substituting equation (22) into 
equation (21), yields: 
 
T
t
vv
m
v
T
t
vm ee 222
11 0
2
1
0 +
=∆⇒≈∆⎥⎦
⎤⎢⎣
⎡ + hh .  (23) 
3 Derivation of Gaussian Intensity Distribution of 
the Double Slit Experiment of Electrons in Ran-
dom Area II 
 
Now, here what will happen in the second random area, which is the area between 
the double slit screen and the luminous screen. Each slit is considered as a new 
source of electron. Using equation (12), now with 00 =x , a normalized Gaussian 
wavepacket which goes through slit 1 can be stated as: 
( ) ( ) ( ) ⎭⎬⎫⎩⎨⎧ ∆−⎥⎦⎤⎢⎣⎡ −⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ ∆=Ψ
22
110 2
1
4
11 ,
kxEtxki
ektx h
π
 .  (24) 
Likewise, a normalized wavepacket which goes through slit 2 can be stated as: 
 ( ) ( ) ( ) ⎭⎬⎫⎩⎨⎧ ∆−⎥⎦⎤⎢⎣⎡ −⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ ∆=Ψ
22
220 2
1
4
12 ,
kxEtxki
ektx h
π
.  (25) 
Equation (24) and equation (25) are produced from the first Gaussian wavepacket 
which exist in random area I.  
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If the wavefunction (24) and (25) interfere coherently with each other, thus:  
( ) ( ) ( ) ( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=Ψ+Ψ=Ψ ∆−⎥⎦
⎤⎢⎣
⎡ −∆−⎥⎦
⎤⎢⎣
⎡ − 22202210 2
1
2
1
4
121 ,,
kxEtxkikxEtxki
tot ee
ktxtx hh
π
. 
        (26) 
Also, we have the complex conjugate of equation (26), which is: 
 
( ) ( ) ( ) ( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=Ψ+Ψ=Ψ ∆−⎥⎦
⎤⎢⎣
⎡ −−∆−⎥⎦
⎤⎢⎣
⎡ −− 22202210 2
1
2
1
4
121
* ,,
kxEtxkikxEtxki
tot ee
ktxtx hh
π
. 
        (27) 
From equation (26) and (27), the intensity of the interference between ( )tx ,1Ψ  and ( )tx ,2Ψ  can be gained as follows: 
( ) ( )
( ) ( )
( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +
×⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=
ΨΨ=Ψ=Ψ+Ψ=
∆−⎥⎦
⎤⎢⎣
⎡ −−∆−⎥⎦
⎤⎢⎣
⎡ −−
∆−⎥⎦
⎤⎢⎣
⎡ −∆−⎥⎦
⎤⎢⎣
⎡ −
2
220
2
210
2
220
2
210
2
1
2
1
2
1
2
1
2
1
*22
21 ,,
kxEtxkikxEtxki
kxEtxkikxEtxki
tottottot
ee
eek
txtxI
hh
hh
π
 
or 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) [ ]( ) .cos2 1202
1
2
1
2
1
2
2
2
1
2
22
2
22
1
2
2
2
1
2
120
2
2
2
1
2
12022
2
22
1
⎭⎬
⎫
⎩⎨
⎧ −++⎥⎦
⎤⎢⎣
⎡ ∆=
⎭⎬
⎫+
⎩⎨
⎧ ++⎥⎦
⎤⎢⎣
⎡ ∆=
+∆−∆−∆−
+∆−−+∆−−−∆−∆−
xxkeeek
eeeekI
xxkkxkx
xxkxxikxxkxxikkxkx
π
π
Thus, 
( ) ( ) ( ) ( )
( ) [ ]( )⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−++⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=
+
+∆−
120
2
1
2
1
2
1 cos22
2
2
1
2
2
2
12
2
2
1
2
xxk
e
eeekI
xx
xxxxk
π
.   (28) 
Equation (28) is the Gaussian density distribution function of two wavefunctions 
which interfere each other. There are two important factors observed from equation 
(28) which points out the wave and matter properties of an electron all at once. 
First, 
( ) ( )22221221 xxke +∆−  which shows the particle nature of the interference, and sec-
ond ( ) ( )[ ]⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−++
+ 120
2
1 cos22
2
2
1
2
2
2
1
xxk
e
ee
xx
xx
 which indicates the wave nature.  
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Next, it has to be understood also that the density function (28) comes from the 
Gaussian wavepacket (12) which confine 1x  and 2x  only over the maximum area 
of three times its standard deviation value, that is: 
.102.0,102.01
2
3,1
2
3
2
13,
2
133,3
3
21
3
21
2121
v
xx
vvm
xx
vm
k
xx
k
xx
ee ∆
×≤≤∆
×−⇒∆≤≤∆−⇒
∆≤≤∆−⇒≤≤−
−−hh
σσ
.   
         (29) 
For an example, take the speed of the electron used by Hitachi [11] in their “elec-
tron biprism” experiment of the double slit experiment, which is 40% the speed of 
light or 71012× m/s. Therefore, we would have: 
 12217
3
217
3
102,
1012
102.0,
1012
102.0 −−− ×≤⇒×
×≤≤×
×− xxxx . (30) 
From equation (30), 21 , xx  is in the order of 
1210− meter, which is a very small 
area.   
 
 
 
4 GAUSSIAN PROBABILITY DENSITY FUNCTION 
OF ELECTRON INTERFERENCE 
 
Equation (28) is a master design which will eventually produce the observed inter-
ference pattern on the luminous screen. The interference of two Gaussian wave-
function coming out of each slit, will interfere only in the interval which is given by 
equation (29). That is why, before reaching the real luminous screen, the two 
wavefunctions must interfere first, then it will show its particle property as a dot on 
the luminous screen. Now, the two wavefunctions will start to interfere if the dis-
tance between two electrons is about σ3 , which lies 99.7% of finding an electron. 
Then, we introduce a virtual screen, which is again not more than σ3  in length. 
This can be illustrated as follows: 
 
 
 
 
 
 
 
 
 
 
 
( )tx ,1Ψ  
d 
θ 
1x  
2x  
y 
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Picture 2: Interference of two Gaussian wavefunctions. 
 
Thus, from equation (28), 12 xx −  will be θsind , 
2
22
2 2
1 ⎟⎠
⎞⎜⎝
⎛ ++= dyDx  and 
2
22
1 2
1 ⎟⎠
⎞⎜⎝
⎛ −+= dyDx . θsin  can be stated in terms of y , that is: 
( )
2
2
2
2
2
1
2222
2
2
1
sin2
sinsin
ddxxx
dddxx
=+−⇒
−=−−
θ
θθ
      
 ( )222
2
2
2
1
2
212
2
2
sin
++
+=+−=⇒
yD
yd
dx
xxdθ  
Thus, [ ] ( )22
2
0120
21
2
2
1
dyD
dydkxxk
++
+=− .    (31) 
 
Now, let us simplify the 
( ) ( )
( )2221
2
2
2
1
2
1 xx
xx
e
ee
+
+
 term in equation (28). This term can be 
stated as: 
 ( )
ydyd
dyDdyD
dyDdyD
xx
xx
ee
e
ee
e
ee +=+=+ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +++⎟⎠
⎞⎜⎝
⎛ −+
⎟⎠
⎞⎜⎝
⎛ ++⎟⎠
⎞⎜⎝
⎛ −+
+ 2222
2
2
2
2
2
2
2
1
2
2
2
1
2
1
2
1
2
1
2
1
2
1
2
1 .  (32) 
Using power series expansion of each term in equation (32), yields: 
( ) ( ) ( ) ( ) ( ) ( ) ⎥⎦
⎤⎢⎣
⎡ +++++⎥⎦
⎤⎢⎣
⎡ +−+−=+− KK
!3!2
1
!3!2
1
3232 ydydydydydydee ydyd
         
( ) ( ) ( ) ( ) .2
!2
2
!6
2
!4
2
!2
22
0
2642
≈⎥⎦
⎤⎢⎣
⎡=++++= ∑∞
=i
i
i
ydydydyd K   (33) 
Equation (33) is valid for small value of yd , that is 10 <<< yd . For a localized 
particle, equation (33) is satisfied within Tt <  of equation (22).  
( )tx ,2Ψ  
D 
θsind  
virtual screen 
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So, by inserting equation (31) and (33) into equation (28), we gain 
( )
( )
( )
( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++
++⎥⎦
⎤⎢⎣
⎡ ∆=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++
++⎥⎥⎦
⎤
⎢⎢⎣
⎡ ∆=
⎟⎠
⎞⎜⎝
⎛ ++∆−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +++⎟⎠
⎞⎜⎝
⎛ −+∆−
22
2
0
2
1
22
2
1
22
2
0
2
1
2
1
2
1
2
1
21
2
2
1cos12
21
2
2
1cos22
2222
2
2
2
22
dyD
dydkek
dyD
dydkekI
dyDk
dyDdyDk
π
π
Because ( ) ( )zz 2cos212cos =+ , the above equation becomes:  
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⎟⎠
⎞⎜⎝
⎛ ++
+⎥⎦
⎤⎢⎣
⎡=Ψ=
⎟⎠
⎞⎜⎝
⎛ ++
−
2
2
2
0
2
4
1
2
1
2
2
14
2cos4
2
1 2
222
dyD
dydkeI
dyD
tot
σ
πσ , 
(34) 
with k∆= 21σ . Following the uncertainty relation of equation (20), D  and d  
are should be about σ , or 222 σ≈= dD .  Finally, the Gaussian density func-
tion of electron interference is 
( )[ ]
( )[ ] ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
++
+⎥⎦
⎤⎢⎣
⎡≈Ψ= −
220
22
1
2
212
21cos
2
12 2
2
σσ
σσπσ
σ
y
ykeI
y
tot . (35) 
 
Equation (35) is the modified Gaussian density function with 0=µ . An electron 
that has this distribution is written as ( ) ( )σσ ,0cos,0~ 22Ny . Equation (35) still 
contains its two parts which is different from the usual Gaussian density function 
of equation (15). First, the particle property, which is represented by ( )[ ] ( )[ ]22 2exp21 σπσ y−  and second, the wave property, which is represented 
by the cosines periodic function. For the usual Young double slit experiment, the 
first factor (particle nature) does not occur. This is because its derivation comes 
from a pure wave consideration.  
 
5 CONCLUSION 
 
From the discussion above, we have derived a Gaussian probability density func-
tion of electron in random area I as observed in equation (16), including also equa-
tion (17). Then a modified Gaussian density function of electron interference is 
formulated in random area II that can be observed in equation (35). The modified 
Gaussian density function occurs because there is an extra factor of 
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( ){ } ( )[ ]{ } ⎟⎠⎞⎜⎝⎛ ⎥⎦⎤⎢⎣⎡ +++ 22202 21221cos σσσσ yyk  which shows the source of 
interference in the double slit experiment of electrons.    
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ABSTRACT. We revisit the mathematical model of yellow fever which involves the 
interactions of two principal communities of hosts (humans) and vectors (aedes 
aegypti mosquitoes)[6]. We extend the model to a situation where immunisation is 
non – permanent. Using numerical technique, we evaluate S(t), R(t), I(t), N(t) and  
M(t) and show the immunisation and rate at which vaccine wanes have significant 
effects on the epidemic. 
 
INTRODUCTION 
 
We consider two interacting communities of hosts and vectors as in [1] where he 
host community is divided into three compartments of susceptible S(t), infected I(t), 
and recovered or immune R(t) while the vector community is partitioned into two 
compartments of susceptible N(t), and infective or virus carriers M(t) where t≥ 0 is 
the time. 
Effective biting interaction between S(t) and M(t) results in the movement of 
members from S(t) into I(t), while a similar interaction between I(t) and N(t) leads to 
the flow of  members of N(t) into M(t)[1]. 
Furthermore, the hosts are born into the system as susceptible as it takes about a 
year for a child to lose immunity after birth [6].    
Akinwande [1] carried out the stability analysis of the equilibrium state of this 
same model using a modified fashion of implicit function theorem . 
Unlike the paper considered, we assume that the effect/impact of the 
immunisation on the model particularly on the recovered population R(t) is not 
permanent( the immunisation wanes) . 
 
MODEL EQUATIONS 
 
The model equations are given as follows:  
 
.00000
222
222
11
1
111
)0(,)0(,)0(,)0(,)0(
5.......................................................................
4.....................................................))1((
3....................................................................)(
2.................................................................................
1............................................)()(
MMNNIIRRSS
NIMMM
NINMNN
MSII
ISRR
wRMSSRISS
=====
+−=′
−−−+=′
+++−=′
++−=′
+−+−++=′
αµθβ αµθβ
αααµ αγµ
αγµβ
δ  
 
The parameters are defined as follows:  
β1 = natural birthrate for hosts.   
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β2 = natural birthrate for vectors.      
µ1 = natural morality rate for hosts. 
µ2 = natural morality rate for vectors. 
α = recovery rate. 
α1= effective biting interaction rate between S(t) and M(t) compartments. 
α2= effective biting interaction rate between N(t) and I(t) compartments. 
αδ= death rate from interaction. 
θ = proportion of the offspring of M(t) that is infected vertically. 
γ = Immunisation rate. 
W = rate at which immunisation wanes 
 
 
METHOD OF SOLUTION. 
 
FINITE DIFFERENCE APPROXIMATION METHOD. 
 
We solve equations (1) – (5) numerically, 
 
wRMSSRISS +−+−++=′ 111 )()( αγµβ   implies 
 
wRMSSRIS
dt
dS +−+−++= 111 )()( αγµβ  
 
where  
h
SS
dt
dS ii −= +1      
(1 =∴ +iS
6........................................................))()( 1111 iiiiii ShwRMSSRIS ++−+−++ αγµβ  
likewise, 
10...............................................................................)(
9.............................................................)))1(((
8................................................................................))((
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2221
2221
111
11
iiiii
iiiii
iiii
iiiii
MhINMMM
NhINNMiNiN
IhMSII
RhISRR
++−=
+−−−+=
++++−=
+++−=
+
+
+
+
αµθβ αµθβ
αααµ αγµ δ
 
The class of population that determines the effect of both immunisation (γ) and the 
rate at which immunisation wanes (wR) is the Infected Population I(t). 
We now assume and vary parameters for different instances as follows: 
Assumptions:  
h =0.02, β1 = 0.8, β2 = 0.5, µ1 = 0.7, µ2 = 0.3, α = 0.4, α1= 0.65, α2= 0.5, αδ= 0.35,  
θ = 3.4. 
Case 1: 
 γ = 0, 1, 10 and w = 0. 
Case 2: 
γ = 0, 1, 10 and w = 0.8. 
Case 3: 
γ = 0, 1, 10 and w = 1.5. 
Case 4: 
γ = 10 and w = 0, 0.8 and 1.5 
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the result is shown in figures (1) – (4) 
 
 
Figure 1: 
The graphs of I0,0,I1,0,I10,0 against t 
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Figure 2: 
The graphs of I0,0.8,I1,0.8,I10,0.8 against t
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Figure 3: 
The graphs of I0,1.5,I1,1.5, II0,1.5 against t
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Figure 4: 
 
The graphs of I10,0,I10,0.8,I10,1.5 against t
0
5
10
15
20
25
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32 0.34 0.36 0.38 0.4
t
 I 1
0,
0,I
10
,0
.8
,I 1
0,
1.
5 
 I10,0
   I10,0.8
   I10,1.5
 
Proceedings of ICAM05 1137
  The effect of immunisation rate on a mathematical model of yellow fever epidemic  
 
DISCUSSION OF RESULTS 
In figure 1, when the rate at which immunisation wanes is zero (w = 0), 
and varying the values of immunisation rate (γ = 0, 1, and 10), we discover that the 
infected population I(t), reduces as the immunisation rate increases with time. 
While the number of susceptible S(t) and the vector compartment of the susceptible 
N(t) reduces as time increases with the recovered, R(t) and the virus carriers, M(t) 
increases with time. 
Figure 2, where the rate at which immunisation wanes is now a little 
greater than zero i.e. w = 0.8, we discover that we have the same outcome as in 
figure 1 but at a higher rate since he effect of the vaccine is no more permanent. 
While in figure 3, where the impact of rate at which immunisation wanes is 
now significant and precisely at 1.5, it gives just the same result as in figures 1 and 
2 but with an higher population of the infected. 
Figure 4 shows the effect of rate at which immunisation wanes on the 
model by keeping the immunisation rate constant (γ = 10) and varying w ( 0, 0.8 
and 1.5), we discover that the number of the infected I(t) increases as w increases. 
 
CONCLUSION 
We could see clearly from the figures that the infected population I(t) 
reduces as the immunisation rate increases, while the introduction of the rate at 
which the immunisation wanes retard the impact of the vaccine, the recovered R(t) 
increases with time as the immunisation rate increases while the susceptible S(t) 
reduces as the immunisation rate increases. 
Conclusively, the epidemic outbreak may be prevented by keeping the 
immunisation rate far greater than zero, and if the outbreak occur at all, a vaccine 
that would permanently cure it should be used i.e when w  = 0. 
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Abstract. An important factor in the dynamic transmission of HIV is the mo-
bility of the population. We formulate various stochastic models for the spread of
HIV in a heterosexual mobile population, under the assumptions of constant and
varying population sizes. We also derive deterministic and diffusion analogues for
these models, using a convenient rescaling technique, and analyze their stability
conditions and equilibrium behavior. We illustrate the dynamic behavior of the
models and their approximations via a range of numerical experiments.
Key-words: HIV/AIDS, Mobility, Multiple Patches, Epidemiology, Density De-
pendent Markov Process, Diffusion Approximation.
1 Introduction
One of the most urgent public-health problems in developing countries is the AIDS
(Acquired Immune Deficiency Syndrome) epidemic, caused by the Human Immun-
odeficiency Virus (HIV). Since the first cases of AIDS were identified in 1981, the
number of HIV infected people and AIDS deaths per year has continued to rise
rapidly. In 2004, some 40 million people were living with HIV, which has killed
over 20 million since 1981 and 3 million in 2003 alone [1]. The epidemic is not
homogeneous within geographical regions. Some countries are more affected than
others. Even at country level there are usually wide variations in infection levels
between different provinces, states or districts, and between urban and rural areas.
In reality, the national picture is made up of a series of epidemics with their own
characteristics and dynamics.
The dynamic transmission of HIV is quite complex and there is no other human
infection which has the same epidemiology characteristics with a similar mode
of transmission. For instance, the incubation period after infection with HIV is
known to be extremely long and is measured in years rather than days (such as in
the case of measles, for example). During this period the individuals stay healthy
and can unknowingly transmit the disease to others. In addition, although the
disease is known as a sexually-transmitted disease, it is also passed on from infected
mothers to their babies, and from sharing infected syringes, which is common
among injected drug users. All these factors have made it difficult to understand
how this epidemic spreads in the population. The growth of movement among
populations further increases the contact between individuals in different patches
and, consequently, it might trigger more epidemics. Thus, the migration of people
among subgroups has many significant consequences for the outcome of epidemic
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spread [20]. Indonesia in particular, as one of the most populous countries in the
world, with a high population mobitttttity among its regions [10], seems to have
a high risk for the spread of the epidemic [1]. The number of people infected with
HIV/AIDS in this country shows to increase sharply. The prevalence of HIV/AIDS
among provinces in this country varies widely.
Mathematical models based on the underlying transmission mechanism of HIV
might help the medical and scientific community understand better how the disease
spreads into the community. Even though the actual data needed for the models
might not be accurate or available, such modelling is still vital in investigating
how changes in the various assumptions and parameter values would effect the
course of the epidemic [11]. Therefore, by developing such mathematical models,
we can to some extend anticipate its spread in different populations and evaluate
the potential effectiveness of different approaches for bringing the epidemic under
control and help to devise effective strategies to minimize the destruction caused
by this epidemic.
Mathematical models for the spread of the HIV/AIDS epidemic have been ex-
tensively studied since the first cases were recognized in the late 80’s, considering
many different aspects; see for example [8, 5, 16, 17, 12, 21, 22]. However, this area
of study is still challenging, since so many different factors affect the transmission
of HIV. Most of the articles have focused on only a single population of constant
size, although some studies have stressed the importance of variable population
size in epidemic dynamics [9, 16, 8]. In addition, many models have only focused
on a single homosexual population [21], whereas in much of the world, hetero-
sexual contact is the predominant mode of transmission [1]. Finally, the spatial
aspect of the epidemic and, related with this, the mobility of the population, is
often ignored. All these assumptions might limit the application of such models
in describing the complex dynamics.
The purpose of this paper is to develop new mathematical models for the spread
of HIV that incorporate factors such as mobility, heterosexual transmission and
varying population size, which are crucial for countries such as Indonesia, with its
many distinct regions. The models will be stochastic in nature, as opposed to the
more common deterministic models. However, we will show that the more natural
stochastic approach can be approximated well with the traditional deterministic
approach, which can be analyzed in more detail, in particular with respect to their
equilibrium behavior. In addition we derive stochastic diffusion approximations,
which show that the original process around the equilibrium can be approximated
well via an Ornstein-Uhlenbeck process. Both the deterministic and diffusion
approximations are based on the theory of density dependent processes [13, 18].
Our models are mostly motivated by the work of [8] and [16]. Both [8] and [16]
formulate deterministic models of HIV spread in a heterogeneous population. They
consider the female and male subpopulations separately (i.e., individuals are well-
mixed only in their subpopulation) and assume that HIV transmission is possible
only through sexual contact between female and male. There are some differences
between these two models: [8] assumes that the rate of new recruits of susceptibles
(for both males and females) is constant, whereas in [16] this rate is assumed to be
proportional to the total population, which varies in time. In [8] only males choose
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partners from the female subpopulation. Thus, susceptible males and females
get the infection at a rate which is proportional to the size of the total female
population. On the other hand, [16] assumes that also females choose partners
from the male subpopulation. Therefore, susceptible males get infected relative
to the total female population and susceptible females get the infection relatively
to the total male population. Consequently, the models [8] and [16] have slightly
different formulations for the infection rate of susceptibles. Both [8] and [16] study
the situation under the assumption of a varying population.
The rest of the paper is organized as follows. In Section 2, we describe the various
stochastic models. We start with a single, constant (i.e., a closed system) or vary-
ing (i.e., an open system) population with a female and male subpopulation, and
then look at the case of a multiple-patch population, incorporating the mobility
of people. In Section 3, we present various results from Kurtz [13, 14] concerning
density dependent processes. In particular, we review under which conditions and
in what manner such a stochastic process converges to its deterministic and dif-
fusion counterpart. In Section 4 we will use the results from Section 3 to study
the dynamics of our stochastic models. Numerical experiments are presented in
Section 5. Finally, in Section 6, we summarize our findings and give direction for
future research.
2 Models
In this section we formulate various stochastic models for the spread of HIV in
both a single population and in multiple populations, under the assumption of
either a constant or varying population size.
2.1 Model with a Closed Single Population
We consider first a closed (constant) single heterosexual population of size N in
which all individuals, both females and males, are well mixed in the population.
We assume, as in [8] and [16], that a susceptible female gets infected only from
an infected male (via sexual contact) and, similarly, a susceptible male gets the
infection only from an infected female. A single female or male selects her/his
partner (of different sex) randomly from the whole population.
Let the random variables SF (t), IF (t), SM (t), IM (t), and A(t) represent the num-
ber of susceptible females, infected females, susceptible males, infected males, and
the number of AIDS cases at time t, respectively. We assume that a susceptible
female (male) will get infected from an infected male (female) at a rate that is
proportional to the fraction of infected males (females):
λF = β
IM (t)
N
(
λM = β
IF (t)
N
)
, (1)
where λF and λM are called the forces of infection (see also Remark 2.1). We
assume that all individuals, including AIDS people, die at a natural death rate
µ. In addition, AIDS people also die due to the disease, at rate δ. All deaths
are replaced (balanced) by births of susceptibles, at a proportion α for females
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and (1− α) for males. Thus, the birth rates for susceptible females and males are
BF = α (µN + δ A) and BM = (1 − α) (µN + δ A), respectively. The infected
individuals develop AIDS at rate γ. This situation can be viewed as a stochastic
Susceptible-Infected-Removed (SIR) model; see for example [2]. The scheme is
illustrated in Figure 1.
Females
People
AIDS
Males
InfectedSusceptible
Males
Susceptible Infected
Females
γ
µ µ
δ
µγ
µµ
λ
F
λ
M
B
F
B
M
Figure 1: The scheme of the model. Susceptible females (males) are infected by
infected males (females) via sexual contact only, indicated by the dashed lines.
Remark 2.1 (Force of Infection) The parameter β is defined in [8] as the
product of the contact rate κ per unit time and the probability p that a suc-
cessive number of contacts leads to infection. The constants κ and p are given as
follows: κ = 1
T
and p = 1− (1−h)cT , where T is the time interval between two
encounters with new partners, c is the average number of sexual contacts between
partners, and h is the probability that one sexual contact between a susceptible
and an infected individual leads to infection.
Consider the process (X(t), t ≥ 0), with
X(t) =
(
SF (t), IF (t), SM (t), IM (t)
)
,
which takes values in E ⊂ N4, where N is the set of positive integers (including
zero). We model (X(t), t ≥ 0) as a Continuous Time Markov Chain (CTMC)
(see, e.g., [19]), where the transition rates are chosen according to the description
above. Thus, we assume that given the whole history X(s), s ≤ t, a future state of
the system, X(t+∆t), depends only on the current state X(t). In the formulation
of the model we can ignore A(t), since the population size, N = SF (t) + IF (t) +
SM (t) + IM (t) + A(t), is constant for all t. If one is interested in the number of
AIDS cases, one can find it from A(t) = N − SF (t)− IF (t)− SM (t)− IM (t).
Transition Rates
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We now have a closer look at the transition rates of the CTMC (X(t), t ≥ 0).
In a small time interval ∆t we assume that one of the following events occurs:
(1) a new susceptible female enters the group of single females, (2) a susceptible
female gets infected, (3) a susceptible female dies, (4) an infected female is removed
(develops AIDS or dies), (5) a new susceptible male enters the group of males, (6)
a susceptible male becomes infected, (7) a susceptible male dies, or (8) an infected
male is removed (due to AIDS or natural death). The other possible events are
ignored.
Suppose that the system at time t is in state k = (sF , iF , sM , iM ), k ∈ E. The
transition scheme of the process is described in Figure 2 (ignoring boundary ef-
fects).
(8)
(1)
(2) (3)
(4)
(5)
(6)(7)
k− e3
k
k + e3
k− e3 + e4
k− e4
k− e2
k− e1k− e1 + e2
k + e1
Figure 2: The transition scheme from state k to other states, where ei represents
the i−th unit row vector in N4.
Thus, in any small time interval of length ∆t the process jumps from state k to
k+ l with probability qk,k+l∆t, where the rates qk,k+l follow from the formulation
above, and are given by
qk,k+l =


α (µN + δ A), l = e1,
β iM
N
sF , l = −e1 + e2,
µ sF , l = −e1,
(µ+ γ) iF , l = −e2,
(1− α) (µN + δ A), l = e3,
β iF
N
sM , l = −e3 + e4,
µ sM , l = −e3,
(µ+ γ) iM , l = −e4,
0, otherwise.
(2)
Note that the process (X(t), t ≥ 0) has an absorbing state 0, and once the process
reaches a state where no infection is present (i.e., IF (t) = IM (t) = 0), it will
remain infection free forever, and will eventually end up in 0.
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2.2 Model with an Open Single Population
In this model, we consider a population size N(t) which varies with time. We have
now a slightly different interpretation for the population size. In the constant
population case, we include AIDS people in the total population, which makes
it possible to formulate the situation as a type of SIR model. With a varying
population size, both the female and male subpopulation are simply divided into
two groups of susceptibles and infectives, as in the case of the standard SI model.
We no longer explicitly consider AIDS people as a part of the population, that is,
N(t) = SF (t)+ IF (t)+SM (t)+ IM (t). However, if one is interested in the number
of AIDS cases at time t, A(t), one can find it from the number of infectives who
eventually develop AIDS, that is, A(t) =
∫ t
0 γ(IF (s) + IM (s))ds. We assume as in
[8] that the number of new susceptibles of both females and males arrive into the
system at a constant rate BF = BM = B (that is, according to a Poisson process
with rate B). Thus, the transition scheme is similar to the previous model, but
the transition rates of the process are given as follows:
qk,k+l =


B, l = e1,
β
iM (t)
N(t) sF (t), l = −e1 + e2,
µ sF (t), l = −e1,
(µ+ γ) iF (t), l = −e2,
B, l = e3,
β
iF (t)
N(t) sM (t), l = −e3 + e4,
µ sM (t), l = −e3,
(µ+ γ) iM (t), l = −e4,
0, otherwise,
(3)
Similar to the previous case, this process has an absorbing state 0, and once the
process reaches the state with no infected individuals, it will remain infection free
and will eventually go to 0.
2.3 Multiple Patch Models with Varying Population Size
In order to incorporate mobility effects, we consider individuals residing in many
patches or regions. The population sizes of the patches need not be equal and may
vary with time. Individuals may get the infection or transmit the disease during
their visit to other patches. People might visit the same patches several times
and spend a varying length of time in the visited patches. Suppose vrj denotes
the immigration rate of individuals from patch Rr to Rj . The following diagram
illustrates the mobility of people among patches.
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v1i vji
vkj
v21
v2i
v1k
vkivi2
vi1
R
k
R
j
R2
R
i
R1
Figure 3: The scheme for the mobility of people among patches. The size of a
circle corresponding to the total population size in that patch.
We formulate two types of model, assuming that each patch (as in the previous
model for a single population) contains a female and a male subpopulation. In the
first type of model, we assume that individuals do not actually leave their home
patches but that there is an infection force from other patches. In the second
type of model, we assume that individuals do leave their home patches and spend
a considerable amount of time in the visited patches before they return. They
might emigrate and stay permanently in a visited patch. We call the first model
the model with a force of infection and the second model the model with actual
mobility. We consider both constant and varying population sizes.
In both models there are K patches and each patch contains a female and male
subpopulation. Let S
(r)
F (t), I
(r)
F (t), S
(r)
M (t), I
(r)
M (t) represent the number of suscep-
tible (infected) females and the number of susceptible (infected) males at time
t ≥ 0 in patch r, r = 1, . . . ,K, respectively. Define a CTMC (X(t), t ≥ 0) with
X(t) =
(
S
(1)
F (t), I
(1)
F (t), S
(1)
M (t), I
(1)
M (t), . . . , S
(r)
F (t), I
(r)
F (t), S
(r)
M (t), I
(r)
M (t), . . . ,
S
(K)
M (t), I
(K)
F (t), S
(K)
M (t), I
(K)
M (t)
)
.
The state of this process is a 4K−dimensional row vector with elements in N, that
is, the state is an element of N4K .
Model with a Force of Infection
To formulate the first model, let βrj denote the infection rate of susceptibles in
patch r by infected individuals from patch j and βr = βrr the infection rate within
patch r. Then, the transition rates for this situation (r = 1, 2, . . . ,K) are given as
follows: For a constant population size
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qk,k+l =


α (µN (r) + δ A(r)), l = e4r−3,
∑K
j=1 βrj
s
(r)
F
N(r)
i
(j)
M , l = −e4r−3 + e4r−2,
µ s
(r)
F , l = −e4r−3,
(µ+ γ) i
(r)
F , l = −e4r−2,
(1− α) (µN (r) + δ A(r)), l = e4r−1,
∑K
j=1 βrj
s
(r)
M
N(r)
i
(j)
F , l = −e4r−1 + e4r,
µ s
(r)
M , l = −e4r−1,
(µ+ γ) i
(r)
M , l = −e4r,
0, otherwise,
(4)
with a constant N (r) = S
(r)
F (t) + I
(r)
F (t) + S
(r)
M (t) + I
(r)
M (t) + A
(r)(t), and em the
m−th unit vector in N4K . For the case of varying population size
qk,k+l =


B, l = e4r−3,
∑K
j=1 βrj
s
(r)
F
N(r)
i
(j)
M , l = −e4r−3 + e4r−2,
µ s
(r)
F , l = −e4r−3,
(µ+ γ) i
(r)
F , l = −e4r−2,
B, l = e4r−1,
∑K
j=1 βrj
s
(r)
M
N(r)
i
(j)
F , l = −e4r−1 + e4r,
µ s
(r)
M , l = −e4r−1,
(µ+ γ) i
(r)
M , l = −e4r,
0, otherwise,
(5)
with a varying size N (r)(t) = S
(r)
F (t) + I
(r)
F (t) + S
(r)
M (t) + I
(r)
M (t). Note that with
these notations, if there is only one patch (r, j = 1), the transition rates have the
same form as those in the previous models for an open and closed single population.
Model with Actual Mobility
In this model, we assume that people physically visit other patches. During their
visit the infected individuals can transmit the disease to the susceptibles in the
visited patches, and susceptibles visiting a patch might get the infection from an
infected individuals in a visited patch. This situation is modelled by considering
people moving from one patch to another without any forces of infection from
outside of patch; however we do have a force of infection within patch. The force
of infection within a patch may differ from patch to patch. We consider for this
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situation a varying population size only, since it is more realistic. The transition
rates of the process are given by
qk,k+l =


B, l = e4r−3,
βi
s
(r)
F
N(r)
i
(r)
M , l = −e4r−3 + e4r−2,
µ s
(r)
F , l = −e4r−3,
ρrj
U(r)
N(r)
s
(r)
F , l = −e4r−3 + e4j−3,
ρrj
U(r)
N(r)
i
(r)
F , l = −e4r−2 + e4j−2,
(µ+ γ) i
(r)
F , l = −e4r−2,
B, l = e4r−1,
βi
s
(r)
M
N(r)
i
(r)
F , l = −e4r−1 + e4r,
µ sM , l = −e4r−1,
ρrj
U(r)
N(r)
s
(r)
M , l = −e4r−1 + e4j−1,
ρrj
U(r)
N(r)
i
(r)
M , l = −e4r + e4j ,
(µ+ γ) iM , l = −e4r,
0, otherwise.
(6)
3 Density Dependence and Diffusion Approxima-
tion
To study the dynamic behavior of the stochastic models formulated previously,
we present some results developed by Kurtz [13, 14]. These results also justify to
some extent the use of deterministic models, which is quite common in modelling
the epidemic spread, whereas the real situation is in fact a random processes.
Definition 3.1 A one-parameter family of CTMCs (X(N)(t), t ≥ 0) with state
space E ⊂ Zd and transition rates (qij) is called density dependent if there exists
a continuous function f(x, l) : Rd × Zd → R, such that
qk,k+l = Nf
( k
N
, l
)
, l 6= 0 and k, l ∈ Zd.
Suppose (X(t) = X(N), t ≥ 0) is a density dependent process (from now on we drop
the superscriptN). By rescaling withN we obtain another a CTMC (XN (t), t ≥ 0)
called the density process. Thus,
XN (t) =
1
N
X(t).
It turns out that under certain mild conditions (XN (t)) converges to a determin-
istic process that is the solution of a system of first order ODEs that is governed
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by the following function F :
F (x) =
∑
l∈Zd
l f(x, l). (7)
Theorem 3.1 (Deterministic Approximation). Suppose that there exists (1)
an open set E ⊂ Rd where the function f(x, l) is bounded for each l and (2) the
function F is Lipschitz continuous on E. Then, for every trajectory (x(τ, x0), τ ≥
0) satisfying the following system of ODEs
d
dτ
x(τ, x0) = F (x(τ, x0)),
x(0, x0) = x0, x(τ, x0) ∈ E 0 ≤ τ ≤ t,
limN→∞XN (0) = x0 implies for every δ > 0,
lim
N→∞
P
(
sup
τ≤t
∣∣∣XN (τ) − x(τ, x0)
∣∣∣ > δ) = 0, for every t ≥ 0.
The proof is given in [13].
Theorem 3.1 implies that the process (XN (t)) can be approximated to first order
by a deterministic process, for large N . If the density process (XN (t)) is initially
closed to x0, it will tend to stay closed to the trajectory (x(τ, x0), τ ≤ t) in some
appropriate time-interval, subject to small random oscillations about the path.
It is even possible to describe the behavior of the random fluctuations of the density
process (XN (t), t ≥ 0) around its deterministic approximation. This is done via
a diffusion approximation, which is governed by two d × d matrices G = G(x) =
(gij(x)) and H = H(x) = (hij(x)) defined by
gij(x) =
d∑
i=1
d∑
j=1
li ljf(x, l), where l = (l1, . . . , ld) ∈ Z
d,
and
hjk(x) =
∂Fj(x)
∂xk
.
Note that H(x) is simply the Jacobian matrix of F (x).
Theorem 3.2 (Diffusion Approximation). Suppose F (x) is bounded and Lip-
schitz continuous on E. Suppose G(x) is also bounded and uniformly continuous
on E. Suppose that
lim
N→∞
√
N
(
XN(0)− x0
)
= z.
Then, as N →∞, the family of processes (ZN (t), t ≥ 0), defined by
ZN (t) =
√
N
(
XN(t)− x(t, x0)
)
, 0 ≤ t ≤ s,
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converges weakly in D[0, t] to a Gaussian diffusion (Z(t), t ≥ 0) with initial value
Z(0) = z and with characteristic function E eiθ·Z(t) ≡ ψ(t, θ) that satisfies
∂ψ
∂t
(t, θ) = −
1
2
d∑
j=1
d∑
k=1
θj θk gjk(x(t, x0))ψ(t, θ)+
d∑
j=1
d∑
k=1
θj hjk(x(t, x0))
∂ψ
∂θk
(t, θ).
(8)
Only in special cases can one obtain an explicit expression for the characteris-
tic function. However, using (8) one can easily determine the mean vector and
covariance matrix of Z(t). In particular, the mean vector of Z(t) is given by
µ = EZ(t) =M(t) z, (9)
where M(t) = e
∫
t
0
Hs ds, that is, the unique solution to
dM(t)
dt
= H(t)M(t), with M(0) = I. (10)
On the other hand, the covariance matrix of Z(t), say Σ(t), is given by
Σ(t) =M(t)
(∫ t
0
M(s)−1G(x(s, x0))
(
M(s)−1
)T
ds
)
M(t)T , (11)
which is the unique solution to
dΣ(t)
dt
= H(t)Σ(t) + Σ(t)H(t)T +G(x(t, x0)), with Σ0 = Σ(0) = 0. (12)
If XN(0) and x0 are chosen to be equal to an equilibrium point x
∗ of the ODE
system in Theorem 3.1, one can be far more precise in specifying the approximating
diffusion. Namely, in that case (Z(t)) is an Ornstein-Uhlenbeck (OU) process (i.e.,
a stationary, Gaussian, and Markovian process), with local drift matrix H(x∗) and
local covariance matrix G = G(x∗). In particular, Z(t) has a Gaussian/normal
distribution with zero mean and a covariance matrix Σ which is given by the
solution of (12) with dΣt
dt
= 0, see [4]. It follows that XN (t) has an approximate
Gaussian distribution with
Var(XN (t)) ≈
1
N
Σ, (13)
and the mean, obtained by setting z =
√
N(XN (0)− x0), is given by
EXN (t) ≈ x
∗. (14)
Therefore, we can approximate the equilibrium distribution of the process (X(t), t ≥
0) by a multivariate normal distribution with mean vector µ = N X∗2 and covari-
ance matrix NΣ. For more general results density dependent processes and theo-
rems we refer to [18] and [3], and the discussion of the diffusion approach and its
application in epidemic models can be found, for example, in [6, 7].
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4 Analysis
In this section we analyze the stochastic models formulated in Section 2 by using
the results in Section 3, and predict their dynamic behavior via their deterministic
and diffusion counterparts.
4.1 Closed Single Population
To study the behavior of (X(t), t ≥ 0) with the transition rates qk,k+l as given
in (2), we show that it is a density-dependent Markov process, parameterized by
the population size N . By scaling with N , we obtain a scaled Markov process
(XN (t), t ≥ 0) with XN (t) =
1
N
X(t) = 1
N
(SF (t), IF (t), SM (t), IM (t)). Define the
function f as follows
f(x, l) =


α (µ+ δ z), if l = e1,
β y2 x1, if l = −e1 + e2,
µ x1, if l = −e1,
(µ+ γ)x2, if l = −e2,
(1− α) (µ+ δ z), if l = e3,
β x2 y1, if l = −e3 + e4,
µ y1, if l = −e3,
(µ+ γ) y2, if l = −e4,
0, otherwise,
(15)
with x = k
N
= (x1, x2, y1, y2) and z = 1−(x1+x2+y1+y2). Then, one can check
that qk,k+l = N f(x, l). Therefore, (X(t), t ≥ 0) is, by Definition 3.1, a density
dependent process. The corresponding function F is derived from (15) and (7):
F (x) =


α (µ+ δ z)− β y2 x1 − µx1,
β y2 x1 − (µ+ γ)x2
(1− α) (µ+ δ z)− β x2 y1 − µ y1
β x2 y1 − (µ+ γ) y2

 . (16)
The function F is Lipschitz continuous. So, the dynamic behavior of the process
(XN (t), t ≥ 0), see Theorem 3.1, can be approximated by a system of first order
ODEs
x′(t) = F (x), (17)
as N −→∞.
Equilibria and Their Stability
From now on we assume for simplicity that α = 12 (i.e., the ratio of females and
males entering the population is 50:50). Solving F (X) = 0 in (16) gives three
equilibrium points, two of which fall in the positive quadrant: the disease-free
equilibrium and the positive endemic equilibrium. Let X∗ = (x∗1, x
∗
2, y
∗
1 , y
∗
2) de-
note a generic equilibrium of the system (17).
1150 Proceedings of ICAM05
  
Stochastic Models for the Spread of HIV in a Mobile Heterosexual Population
Disease-free Equilibrium
The disease-free equilibrium is given by
X∗1 = (x
∗
1 =
1
2
, x∗2 = 0, y
∗
1 =
1
2
, y∗2 = 0). (18)
In the absence of the disease (x2 = y2 = 0), the fraction of susceptibles of both
females and males will reach a constant number: x1 = x
∗
1 =
1
2 and y1 = y
∗
1 =
1
2 ,
respectively. We are interested in whether in the early epidemic spread (after a
few infected people are present) the number of infectives will grow or die out. The
following result sheds some light onto this. Here, the basic quantity R0 serves the
same role as the basic reproduction rate in epidemiology.
Theorem 4.1 Let R0 =
β
2(µ+γ) . The disease-free equilibrium X
∗
1 in (18) is locally
asymptotically stable if R0 < 1 and unstable if R0 > 1.
Proof . The Jacobian matrix of (16) is given by
H(x) =


− δ2 − β y2 − µ −
δ
2 −
δ
2 −
δ
2 − β x1
β y2 −(µ+ γ) 0 β x1
− δ2 −
δ
2 − β y1 −
δ
2 − β x2 − µ −
δ
2
0 β y1 β x2 −(µ+ γ)

 . (19)
Evaluating (19) at X∗1 yields
H(X∗1 ) =


− δ2 − µ −
δ
2 −
δ
2 −
1
2 (δ + β)
0 −(µ+ γ) 0 β2
− δ2 −
1
2 (δ + β) −
δ
2 − µ −
δ
2
0 β2 0 −(µ+ γ)

 . (20)
If the real parts of all the eigenvalues of this matrix are negative, then the disease-
free steady-state is locally asymptotically stable. The matrix (20) has four eigen-
values
r1 = −µ, r2 = −(µ+ δ), r3 = −(µ+ γ)−
β
2
, r4 = −(µ+ γ) +
β
2
. (21)
Therefore, the stability of this equilibrium is determined by the last eigenvalue
r4, since the other eigenvalues are always negative for the non-negative param-
eters β, γ, µ, δ. Thus, the disease-free equilibrium is stable if and only if r4 =
−(µ+ γ) + β2 < 0 (R0 < 1) and it is unstable if and only if r4 = −(µ+ γ) +
β
2 > 0
(R0 > 1). 
Positive Endemic Equilibrium
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The endemic equilibrium is given by
X∗2 = (x
∗
1 = ρ, x
∗
2 = η, y
∗
1 = ρ, y
∗
2 = η), (22)
where η = (1 − 2ρ)∆ = (1 − 1
R0
)∆, with ρ = µ+γ
β
= 12R0 and ∆ =
µ+δ
2(µ+γ+δ) .
It is clear from (22) that the system (17) has a positive-endemic equilibrium if
and only if (1 − 2ρ) > 0 (or equivalently R0 > 1). The Jacobian matrix for the
positive-endemic equilibrium is
H(X∗2 ) =


− δ2 − β η − µ −β η −
δ
2 0
− δ2 −βρ 0
β
2
− δ2 0 −
δ
2 − β η − µ β η
0 β2 0 −βρ

 . (23)
This matrix has four eigenvalues
r1 =
1
2
(
B1 +
√
Θ1
)
, r3 =
1
2
(
B2 +
√
Θ2
)
,
r2 =
1
2
(
B1 −
√
Θ1
)
, r4 =
1
2
(
B2 −
√
Θ2
)
,
where
B1 = −β η − µ− 2 β ρ,
B2 = −β η − µ− δ,
Θ1 = 4 β
2∆2ρ2 − 4 β2∆2ρ− 4 β∆ ρ µ+ β2∆2 + 2 β∆µ+ µ2 − 4µβ ρ+ 4 β2ρ2,
Θ2 = 4 β
2∆2ρ2 − 4 β∆ ρ µ− 4 β2∆2ρ+ 4 δ β∆ ρ+ µ2 + 2 β∆µ+ 2 δ µ+ β2∆2
−2 δ β∆+ δ2 − 4 β2∆ ρ+ 8 β2∆ ρ2.
If R0 > 1 (or 2ρ < 1), it follows that B1, B2 < 0. Therefore, Re(r2) and Re(r4) are
always negative. We need to show that for some β, µ, γ, δ > 0, Re(r1) and Re(r3)
are also negative. If Θ1 ≤ 0 and Θ2 ≤ 0, Re(r1) = B1 < 0 and Re(r3) = B2 < 0.
Now, suppose that Θ1 > 0 and Θ2 > 0. Let C1 = −B1 > 0 and let C2 = −B2.
Then, we obtain
Θ1 − C
2
1 = −8µβ ρ+ 4 β
2∆ ρ (2ρ− 1) < 0. (24)
and
Θ2 − C
2
2 = 4 δ β∆ (2 ρ− 1) + 4 β
2∆ ρ (2 ρ− 1) < 0. (25)
¿From (24), we have Θ1 − C21 < 0 ⇐⇒ 0 < Θ1 < C
2
1 ⇐⇒ 0 <
√
Θ1 < C1.
Thus, −C1 +
√
Θ1 = B1 +
√
Θ1 < 0, which implies Re(r1) < 0. From (25),
we have Θ2 − C22 < 0 ⇐⇒ 0 < Θ2 < C
2
2 ⇐⇒ 0 <
√
Θ2 < C2. Thus,
−C2 +
√
Θ2 = B2 +
√
Θ2 < 0, which implies Re(r3) < 0. We summarize these
findings in the following theorem.
Theorem 4.2 The endemic equilibrium X∗2 exists iff R0 > 1, and it is locally
asymptotically stable.
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Diffusion Approximation
The approximating OU process (Z(t), t ≥ 0) around the equilibrium point X∗2 has
local drift matrix H(X∗2 ) in (23), and local covariance matrix G(X
∗
2 ), defined in
Theorem 3.2, as follows
G(X∗2 ) =


g11 g12 0 0
g21 g22 0 0
0 0 g33 g34
0 0 g43 g44

 , (26)
where
g11 =
1
2
(µ+ δ A) + β x∗1 y
∗
2 + µx
∗
1,
g12 = g21 = β x
∗
1 y
∗
2 ,
g22 = β x
∗
1 y
∗
2 + (µ+ γ)x
∗
2,
g33 =
1
2
(µ+ δ A) + β x∗2 y
∗
1 + µ y
∗
1 ,
g34 = g43 = β x
∗
2 y
∗
1 ,
g44 = β x
∗
2 y
∗
1 + (µ+ γ) y
∗
2 .
Therefore, we can approximate the equilibrium distribution of the process (X(t), t ≥
0) by a multivariate normal distribution, see (14) and (13), with mean µ = N X∗2
and covariance matrix NΣ.
4.2 Open Single Population
To derive a deterministic analogue, as in the previous model, we show that the
process (X(t), t ≥ 0) with the transition rates qk,k+l as given in (3) is a density-
dependent Markov process parameterized by V = 2B
µ
. We will see shortly that this
constant corresponds to the total population size in the disease-free equilibrium.
Define x = k
V
= (x1(t), x2(t), y1(t), y2(t)). Then, we can write
qk,k+l = V f(x, l),
where f(x, l) is given by
f(x, l) =


µ
2 , l = e1,
β y2
v
x1, l = −e1 + e2,
µ x1, l = −e1,
(µ+ γ)x2, l = −e2,
µ
2 , l = e3,
β x2
v
y1, l = −e3 + e4,
µ y1, l = −e3,
(µ+ γ) y2, l = −e4,
0, otherwise,
(27)
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with v = x1 + x2 + y1 + y2. Therefore, the process (X(t), t ≥ 0)) is a density
dependent Markov process. As the parameter V −→ ∞, by Theorem 3.1, the
dynamic behavior of the scaled Markov process (XV (t), t ≥ 0) can be approximated
by a system of first order ODEs x′ = F (x), with F (x) defined as follows:
F (x) =


µ
2 − β
y2
v
x1 − µx1
β y2
v
x1 − (µ+ γ)x2
µ
2 − β
x2
v
y1 − µ y1
β x2
v
y1 − (µ+ γ) y2

 . (28)
Again, we examine the dynamic behavior of the deterministic model around its
equilibrium points.
Equilibrium Points and Analysis
This system also has two equilibrium points: the disease-free and the endemic
equilibrium. As in the previous model, the disease-free equilibrium is
X∗1 =
(
x∗1 =
1
2
, x∗2 = 0, y
∗
1 =
1
2
, y∗2 = 0
)
. (29)
The Jacobian matrix of (28) is in the form
H(X∗1 ) =


Λ− µ Λ−Θ Λ Ψ+ Λ
−Λ −Λ +Θ− µ− γ Ψ− Λ −Λ
Λ Λ−Θ −Ψ+ Λ− µ Λ
−Λ −Λ +Θ Ψ− Λ −Λ− µ− γ

 , (30)
with Λ = β y1 x2
v2
, Θ = β y1
v
, and Ψ = β x2
v
. Evaluated at the disease-free equilib-
rium (29), we obtain
H(X∗1 ) =


−µ −β2 0 0
0 β2 − µ− γ 0 0
0 −β2 −µ 0
0 β2 0 −µ− γ

 . (31)
This matrix (31) has four eigenvalues (two of which are equal)
r1 = r2 = −µ, r3 =
1
2
β − µ− γ, and r4 = −µ− γ. (32)
Thus, the stability of this equilibrium is determined by r3, since the other eigen-
values are always negative for the non-negative parameters β, γ, µ, δ. Hence, the
disease-free equilibrium is stable if and only if 12β − µ− γ < 0 (R0 =
β
2(µ+γ) < 1)
and it is unstable if and only if r3 =
1
2β − µ− γ > 0 (R0 > 1).
Next, we analyze the endemic equilibrium. The endemic equilibrium is of the form
X∗2 =
(
x∗1 = ξ1, x
∗
2 = ξ2, y
∗
1 = ξ1, y
∗
2 = ξ2
)
, (33)
1154 Proceedings of ICAM05
  
Stochastic Models for the Spread of HIV in a Mobile Heterosexual Population
where ξ1 =
µ
β−2 γ , ξ2 =
µβ (1−2ρ)
2 ρ β (β−2 γ) and ρ =
µ+γ
β
. So, a positive endemic equi-
librium occurs if (1 − 2 ρ) > 0, that is, R0 > 1. The Jacobian matrix evaluated
around this positive endemic equilibrium X∗2 has four eigenvalues:
r1 = −µ, r2 = −µ− γ, r3 =
1
4 β
(
B +
√
Θ
)
, r4 =
1
4 β
(
B −
√
Θ
)
, (34)
with
B = β (2 γ − β),
Θ = 36 γ2 β2 − 12 β3 γ + β4 − 64µγ2β − 32µ2 γ β + 48µγ β2
−32 γ3β + 16µ2β2 − 8µβ3.
Since R0 > 1⇔ β > 2 (µ+ γ) > 2 γ, we have B < 0. Let C = −B > 0, then
Θ − C2 = 32 γ2β2 − 8 β3γ − 64µγ2β − 32µ2γ β
+48µγ β2 − 32 γ3β + 16µ2β2 − 8µβ3
= 8µβ2 (2 γ + 2µ− β)− 8 γ β (2 γ + 2µ− β)2 . (35)
Since R0 > 1, that is, 2(µ+γ)−β < 0 (for a positive-endemic equilibrium), where
Θ − C2 < 0. Therefore, −C +
√
Θ = B +
√
Θ < 0, which implies Re(r3) < 0. We
summarize these results in the following theorem.
Theorem 4.3 The disease-free equilibrium X∗1 (29) is locally asymptotically stable
if R0 < 1 and unstable if R0 > 1. A stable positive endemic equilibrium X
∗
2 (5)
exists iff R0 > 1.
Thus both the open and closed population models, under the assumption of both
constant and variable population size, have the same stability conditions: the
disease-free equilibrium is stable if R0 < 1, otherwise, it is unstable, and the
endemic equilibrium occurs when R0 > 1 and it is stable. The differences are only
in the size of the endemic equilibrium and the eigenvalues of the corresponding
Jacobian matrix.
4.3 Multiple Patch Models
To study the dynamic behaviour of the multiple patch models presented in Section
2, we also apply the deterministic and diffusion approach as in the case of a single
population. We construct a density Markov process by scaling with a certain pa-
rameter, and derive a deterministic model to approximate the scaled process. The
deterministic analogues of those two multiple patch models are given next.
Model with a Force of Infection
For the multiple patch model with constant population size; if all patches have
equal size N , we can use this parameter as a scale factor for all random variables
in the process. However, for the case where the patches have unequal size, all
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random variables are scaled by the total population size N =
∑K
r=1N
(r) and we
define an extra constant c(r) = N
N(r)
for each r. Thus, one can obtain qk,k+l =
N f(x, l), r = 1, . . . ,K where f is given as follows
f(x, l) =


α
(
µ
c(r)
+ δ z(r)
)
, l = e4r−3,
∑K
j=1 βrj c
(r) x
(r)
1 y
(j)
2 , l = −e4r−3 + e4r−2,
µ x
(r)
1 , l = −e4r−3,
(µ+ γ)x
(r)
2 , l = −e4r−2,
(1 − α)
(
µ
c(r)
+ δ z(r)
)
, l = e4r−1,
∑K
j=1 βrj c
(r) y
(r)
1 x
(j)
2 , l = −e4r−1 + e4r,
µ s
(r)
M , l = −e4r−1,
(µ+ γ) y
(r)
2 , l = −e4r,
0, otherwise,
(36)
with z(r) = 1−
(
x
(r)
1 + x
(r)
2 + y
(r)
1 + y
(r)
2
)
.
As N −→ ∞, we can apply again the results of Kurtz and derive the following
deterministic analogue, for the process with transition rates (4):
dx
(r)
1
dt
= α
( µ
c(r)
+ δ z(r)
)
−
K∑
j=1
βrj c
(r) x
(r)
1 y
(j)
2 − µx
(r)
1 ,
dx
(r)
2
dt
=
K∑
j=1
βrj c
(r) x
(r)
1 y
(j)
2 − (µ+ γ)x
(r)
2 ,
dy
(r)
1
dt
= (1− α)
( µ
c(r)
+ δ z(r)
)
−
K∑
j=1
βrj c
(r) y
(r)
1 x
(j)
2 − µ y
(r)
1 ,
dy
(r)
2
dt
=
K∑
j=1
βrj c
(r) y
(r)
1 x
(j)
2 − (µ+ γ) y
(r)
2 ,
with z(r) = 1
c(r)
−
(
x
(r)
1 + x
(r)
2 + y
(r)
1 + y
(r)
2
)
.
For the case of varying population case, the ODEs version of the stochastic model
is derived by parameterizing each random variables of the process (X(t), t ≥ 0),
with the transition rates (5), with a parameter V = 2B
µ
(as in the single varying
population model). The deterministic system is given by the following equations:
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dx
(r)
1
dt
=
µ
2
−
K∑
j=1
βrj
x
(r)
1
n(r)
y
(j)
2 − µx
(r)
1 ,
dx
(r)
2
dt
=
K∑
j=1
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2 ,
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K∑
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x
(j)
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(r)
1 ,
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(r)
2
dt
=
K∑
j=1
βrj
y
(r)
1
n(r)
x
(j)
2 − (µ+ γ) y
(r)
2 ,
with n(r) = x
(r)
1 + x
(r)
2 + y
(r)
1 + y
(r)
2 .
Model with Actual Mobility
As explained previously that for the model with actual mobility we only consider
the case under a varying population size. The ODE analogue of this model is
given, after scaling the process (X(t), t ≥ 0) (with transition rates in (6)) with
V = 2B
µ
, by the following system:
dx
(r)
1
dt
=
µ
2
− βr
x
(r)
1
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1 +
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2 +
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u(r)
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2 ,
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(r)
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=
µ
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x
(r)
2 − µ y
(r)
1 +
K∑
j=1
ρrj
u(j)
n(j)
y
(j)
1 −
u(r)
n(r)
y
(r)
1 ,
dy
(r)
2
dt
= βr
y
(r)
1
n(r)
x
(r)
2 − (µ+ γ) y
(r)
2 +
K∑
j=1
ρrj
u(j)
n(j)
y
(j)
2 −
u(r)
n(r)
y
(r)
2 ,
where n(r) = x
(r)
1 + x
(r)
2 + y
(r)
1 + y
(r)
2 .
Here, we have not proved analytically the existence and the stability of their
equilibrium points. However, we consider the endemic equilibria numerically and
use them to derive the diffusion counterparts.
5 Numerical Experiments and Discussion
In this section we illustrate the behavior of the various population models and their
deterministic and diffusion approximations via a number of numerical experiments.
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The following parameters are the same in each experiment: The natural death rate
is µ = 0.02 (which corresponds to the life expectancy 50 years), the death rate due
to AIDS is δ = 0.05 (which means a life expectancy for AIDS people of only 20
years), and the removal rate is γ = 0.08 (which corresponds to a 12 year infectious
period of HIV before AIDS sets in). We always assume α = 12 , which implies a
50 : 50 ratio of females and males in the recruitment of new susceptibles. The
other parameter settings are explained in each individual experiment.
5.1 Models for a Single Population
In these experiments the important parameter is β, since it determines the stability
of the disease-free equilibrium (see Section 4 for the threshold condition assuming
the parameters µ and γ are fixed). The numerical results in Figure 4, for the
deterministic model with a constant single population, illustrate how crucial the
parameter β is.
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(a) Bifurcation diagram. The
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(c) The dynamics of the number
of infected males.
Figure 4: (a). The stability of the disease-free equilibrium, and the birth of the
endemic equilibrium as the parameter β varies. (b) and (c) illustrate how the
disease-free equilibrium of the deterministic model behaves for three different val-
ues of β, ( 0.5(R0 > 1); 0.2(R0 = 1); 0.1(R0 < 1) ).
It can be seen from the two logarithmic plots in Figure 4(b) and 4(c) that when
R0 is below the threshold (R0 < 1) the proportion of infectives of both females
and males, after a few infectives are introduced in the population, returns to no
infection, but it grows away from the disease-free equilibrium if R0 is above the
threshold (R0 > 1).
The value of the parameter β can be set by using the formula in Remark 2.1.
For the purpose of our numerical study, we choose the parameter β = 0.5 so that
R0 > 1 which results in a positive endemic equilibrium. We then look at how the
stochastic processes converge to their deterministic and diffusion approximation
around the equilibrium.
Model with a Closed Single Population
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For the numerical experiments, we apply the parameter settings above and use the
following initial values: 50, 000 susceptible females and 50, 000 susceptible males,
100 infected males, no infected females, and no AIDS cases. So, the total popula-
tion size, N = 100100.
Figure 5 describes the dynamic behaviour in the male subpopulation (similar re-
sults hold for the female subpopulation).
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(a) The number of male infectives
versus time.
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Figure 5: Stochastic and Deterministic Model for Male Subpopulation.
We can see that the stochastic process remains close to the trajectory of its deter-
ministic analogue during a finite time interval. We should note that the process
will eventually leave the trajectory and be absorbed in the disease-free equilibrium.
The following histograms describe the empirical distribution of the number of
infectives based on a simulation of the CTMC with transition rates (2) around the
equilibrium point of the deterministic process.
(a) The distribution of the number of
the infected females.
(b) The distribution of the number of
the infected males.
Figure 6: Equilibrium distributions around the endemic equilibrium.
These numerical results illustrate that the “stationary” distribution of the process
can be approximated by a normal distribution. The empirical means and standard
deviations for the number of infected females (males) are 14010 and 127.1 (14031
and 132), respectively. ¿From the diffusion approximation, the exact form of
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the mean µ = N X∗2 and covariance matrix N Σ of X(t) can be calculated from
Equations (9) and (11), which numerically can be found to be
µ = (20020, 14014, 20020, 14014),
and
N Σ = N


0.2933721451 −0.08025078370 0.04948499776 −0.1197492163
−0.08025078370 0.1685788924 −0.1197492163 0.08475444096
0.04948499776 −0.1197492163 0.2933721451 −0.08025078370
−0.1197492163 0.08475444096 −0.08025078370 0.1685788924


.
The means and standard deviations obtained from the diffusion approximation
for the number of infected females (males), which are 14014 and 129.9 for both
females and males, are close to the experiment results.
To illustrate the accuracy of this diffusion approximation, we plot the dynamic
behavior of the male subpopulation around the equilibrium point, together with
its diffusion analogue, see Figure 7.
(a) The p.d.f of male population cor-
responding to the diffusion approxima-
tion.
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Figure 7: The stochastic model and its deterministic and diffusion analogues for
a constant population size for male subpopulation.
We see that the equilibrium distribution of infectives around the endemic equilib-
rium is closely approximated by a two-dimensional Gaussian distribution derived
from the diffusion process.
Model with an Open Single Population
In this experiments we use the same parameters as in the model with a single
closed (constant) population. In addition, we set B = 1000. The following figure
illustrates that the stochastic process for an open single population converges to
its deterministic counterpart.
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Figure 8: Stochastic and Deterministic Model for the Female Subpopulation.
From the diffusion approximation, the mean and covariance of the process (X(t), t ≥
0) can be approximated by using Equations (14) and (13). The Gaussian distribu-
tion derived from the diffusion process (with V = 100, 000) has the mean vector
µ = V X∗2 = (5882, 8823, 5882, 8823),
and the covariance matrix V Σ, with
Σ =


0.08565685893 −0.001747475767 0.01428207858 −0.02308460238
−0.001747475767 0.08496559914 −0.02308460237 0.02484510713
0.01428207858 −0.02308460237 0.08565685893 −0.001747475777
−0.02308460238 0.02484510713 −0.001747475777 0.08496559913


.
The following figures illustrate the accuracy of the diffusion approach in approxi-
mating the distribution of susceptibles and infectives around the equilibrium point.
(a) The p.d.f of female population cor-
responding to the diffusion approxima-
tion.
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Figure 9: The stochastic model and its deterministic and diffusion analogue for
varying population size for the female subpopulation.
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5.2 Multiple Patch Models
In these numerical experiments, we carry out the simulations withM = 10 patches,
in all multiple patch models. We set the initial values to 50,000 susceptibles fe-
males and 50,000 susceptibles males for each patch. The infected people — set to
be 100 infected males — are assumed to be initially concentrated only in patch 1.
Thus, initially no infected individuals are present in other patches. All parameters
(except β) have the same values as specified previously.
Models with Force of Infection
In this model, we assumed that within-patch mixing is stronger (and often con-
siderably stronger) than between-patch mixing, and hence that the between-patch
transmission parameters βrj (for r 6= j) are small compared to the within-patch
transmission parameters βr (or βrr), see [15]. In addition, the force of infection
from the patch where the infection is initially concentrated to the other patches
is assumed to be stronger than the forces among other patches. We might con-
sider this patch, for example, as a big city where people from other small cities
come visit more often. With these assumptions, we set the values of β as follows:
βr = 0.5, β1j = 0.5, j = 1, . . . , 10, and βrj = 0.01, r = 2, . . . , 10, j = 1, . . . , 10.
The following numerical results (see Figure 10) describe the dynamic behavior of
the process and its deterministic analogue in patch 1 for the female subpopulation.
This behaviour is similar to that in other patches, for each subpopulation.
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Figure 10: Stochastic and Deterministic Model.
We conclude that the stochastic process in the multiple patch model, at least from
the numerical evidence, converges to its deterministic version.
To obtain the diffusion approximation, we evaluate the equilibrium points by solv-
ing the deterministic counterparts numerically. Then, we determine numerically
the mean vectors and the covariance matrices around these equilibrium for their
multivariate Gaussian distribution. These results can be seen in Table 1 and Table
2 for the case of constant population sizes and varying population sizes, respec-
tively.
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Table 1: Means and standard deviations of the Diffusion approximation; for the
closed population model.
Patches Infected Females Infected Males
µ σ µ σ
1 15666 126 15666 129
2-10 18667 129 18667 129
Table 2: Means and standard deviations of the diffusion approximation; for the
open population model.
Patches Infected Females Infected Males
µ σ µ σ
1 9080 91.0 9080 91.0
2-10 9550 93.4 9550 93.4
These calculation are in close agreement with the empirical means and standard
deviations obtained by simulating the stochastic process and collecting data after
equilibrium has been reached. We summarize in Table 3 and Table 4 the sample
means and sample standard deviations obtained from a Monte Carlo simulation
for a closed and open multiple population, respectively, with the force of infection.
Table 3: Sample means and standard deviations for the model of a constant pop-
ulation size.
Patches Infected Females Infected Males
µ˜ σ˜ µ˜ σ˜
1 15665 126 15660 126
2 18675 129 18661 127
3 18668 126 18665 126
4 18669 126 18659 133
5 18670 131 18661 130
6 18658 128 18660 139
7 18661 122 18665 132
8 18672 131 18673 132
9 18673 125 18659 132
10 18668 134 18669 128
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Table 4: Sample means and standard deviations for the model of a varying popu-
lation size.
Patches Infected Females Infected Males
µ˜ σ˜ µ˜ σ˜
1 9085.1 91.2 9076.0 91.2
2 9559.7 90.7 9554.6 94.3
3 9554.1 96.2 9554.0 89.0
4 9552.2 91.7 9550.1 95.6
5 9552.6 90.1 9547.3 91.8
6 9561.1 91.1 9547.4 91.9
7 9554.3 92.2 9551.2 95.3
8 9551.6 89.4 9545.9 93.8
9 9546.1 94.8 9544.1 93.6
10 9553.1 93.2 9553.8 86.9
Model with Actual Mobility
For the model with actual mobility, we assume that the forces of infection within a
patch are the same for all patches, which is set at βi = 0.5. The initial numbers of
susceptibles and infective in each patch are as in the model with force of infection.
Here, we assume that the number of people leaving their home patches is equal for
all patches (ur = 10) and they will visit other patches with the same probability.
The mean vector and standard deviation of the multivariate Gaussian distribution
corresponding to the diffusion approximation are obtained in the same way as
before and the corresponding mean vector and standard deviation of the stochas-
tic models are presented in Table 5 and Table 6, respectively. Again there is
close agreement with the sample means and variances obtained by Monte Carlo
simulation.
Table 5: Means and standard deviations of Multivariate Gaussian distribution.
Patches Infected Females Infected Males
µ σ µ σ
1-10 8824 92.19 8824 92.19
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Table 6: Sample means and sample standard deviations from numerical experi-
ments.
Patches Infected Females Infected Males
µ˜ σ˜ µ˜ σ˜
1 8809.4 93.34 8782.0 95.01
2 8823.6 95.84 8795.9 90.79
3 8813.5 93.62 8802.5 91.72
4 8817.0 96.04 8827.5 93.34
5 8835.8 95.63 8822.3 97.57
6 8824.5 93.92 8834.1 92.97
7 8811.5 89.68 8820.4 89.19
8 8830.8 98.32 8821.9 98.94
9 8824.7 96.90 8835.8 98.94
10 8838.4 86.97 8807.3 84.99
Thus, the deterministic and diffusion approach can be applied to study the dy-
namic behavior of the stochastic multiple patch model with the actual mobility.
6 Conclusion and Future Research
The dynamic behavior of the stochastic models for the spread of HIV presented in
this paper are well approximated by their deterministic and diffusion counterparts.
We find the same threshold conditions R0 = 1 for a disease-free equilibrium in the
case of both an open and closed single population. As R0 > 1 (above threshold),
this equilibrium loses its stability and a stable endemic state occurs. The numerical
results also indicate that there exists a positive-stable endemic equilibrium in the
multiple patch models, although we have not proved this analytically. Although
the stochastic models presented in this paper are perhaps too simple to describe
the actual spread of HIV, they provide some clues how e.g., more realistic models
can be formulated. Moreover, for future research, it should be feasible to use the
deterministic and diffusion approaches to study more complex stochastic models
of HIV/AIDS spread; for example, stochastic models in a mobile heterogeneous
population, classified according to age and sexual behavior, or (since the disease is
primarily a sexually transmitted disease) models that include partnership pattern
formation. Another possible direction for future research is to consider how control
strategies may be devised. For example, to find a strategy that provides the
greatest reduction in the endemic level of the disease for a given cost, or to find the
cheapest strategy that guarantees a upper level of prevalence of HIV in all patches.
Finally, taking into account the available statistical data and control strategies into
the models will further improve our understanding how the disease spread into the
heterogenous population. However, as many factors of consideration are included
in the models, the complexity of the models increases.
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Epidemiological Model for the Spread of Anti-Malarial 
Resistance and Its Economics Aspect 
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Abstract: The spread of anti-malarial resistance is making malaria control 
increasingly difficult. Mathematical models for the transmission dynamics of 
resistant and sensitive strains of the parasite can be used as a tool to help to 
understand the factors that influence the spread of anti-malarial resistance, and 
they can help in thinking the strategic steps to control the spread of resistance.  
Now it can be found that malaria parasite resistant to chloroquine. With increasing 
the resistance, attention has begun to be pressed in treatment strategies by using 
some new drugs such as sulfadoxine-pyrimethamine (SP), and artemisinin-based 
combination treatments (ACT). Although there are strong theoretical arguments in 
favor of switching to ACT, the validity of these arguments in the economics aspects 
has not been previously analyzed. 
This paper presents an epidemiological framework to investigate the spread of anti-
malarial resistance. Several mathematical models, based on Macdonald-Ross 
model of malaria transmission, enable to examine the processes and parameters 
that influenced in the spread of resistance and also can be used to examine the 
optimal treatment strategies. 
In the simplest model, the resistance does not spread if the fraction of infected 
individuals treated is less than a threshold value. The threshold value is 
determined by the rates of infection and level of anti-malarial effectiveness. Using 
the developing of this model, it can be showed that in the appropriate level of 
treatment, the treatment strategy by using ACT early needs less cost than by SP in 
a few time and then replaced with ACT. 
 
Keywords: malaria epidemiological model, spread of resistance, ACT, SP, treatment 
strategy 
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THE EFFECT OF A DIAGNOSIS MECHANISM  
ON SARS EPIDEMIC 
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Abstract. In this paper, we discuss the effect of a diagnosis mechanism for SARS 
epidemic. First, we derive the mathematical model of SARS epidemic with and 
without diagnosis mechanism, and then from that model, a Basic Reproduction 
Ratio Number (R0) is obtained using the next generation operator approach. By 
comparing the dynamics of the two models, we will see that diagnosis mechanism 
has large effects in SARS epidemic.    
Key-words: Basic Reproduction Ratio Number, epidemic, equilibrium, SEIJR,       
SARS. 
 
1 Introduction 
 
SARS is a respiratory disease caused by coronavirus (SARS-CoV). The first case of 
SARS happened in Guangdong Province, China in November 2002. The virus has 
the ability to spread rapidly on global scale. But, although there is a very rapid 
increase in the number of SARS, it has not known yet how the virus is transmitted. 
There was some hypothesis about the mode of transmission that is: the virus 
transmitted by droplet, airborne transmission or person-to-person contact. [4]. If 
an individual lives in a population with patient of active SARS then the possibility 
to be infected is very high. 
 
The transmission of SARS disease is not only a threat to a local region where SARS 
disease occurs but also to international community since it spreads rapidly. If 
there is no immediate action, the disease will be transmitted to numerous numbers 
of other people, for example a 26-year old airport worker; have transmitted the 
disease to 112 people [4]. Another negative impact of SARS disease to the country 
is on tourism and economic side where people from other countries will avoid 
traveling to the epidemic region; hence it will reduce the state income.     
 
To control the SARS epidemic, two diagnosis mechanisms can be conducted: 
isolation and quarantine. Both of mechanisms have the same aim, dissociating the 
patient with his community in order to prevent the transmission per contact. The 
difference between those two mechanisms is on the object. Isolation is emphasized 
on infected individuals and has the symptom; while quarantine is emphasized on 
infected individuals but have no symptom yet. These mechanisms are expected to 
help government reducing the number of SARS cases and hopefully reducing 
deaths as a result of SARS. 
  
In this paper, we will discuss about the effect of diagnosis mechanism on SARS 
epidemic. In the next section we will derive a mathematical model of SARS 
epidemic with a diagnosis mechanism, and from the model we will derive the basic 
reproduction ratio number (R0) and finally to see the effect of the diagnosis 
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mechanism we will compare the model with a model of SARS epidemic without 
diagnosis mechanism.  
 
2 Modeling 
 
In this section, we will formulate a mathematical model for SARS epidemic, in this 
formulation we are modifying a model derived by G. Chowell et a.l [2].  We 
introduce 6 classes of individuals in a population: high-risk susceptible (S1), low 
risk susceptible (S2), infected individuals but not yet infectious or exposed (E), 
infectious (I), recovery (R) and diagnosed (J). The total population is denoted by N.   
 
We assumed that: the size of population is affected only from death and birth; 
every infectious and diagnosed individual has the same probability to spread SARS 
to susceptible individuals; the number of natural birth is the same constant for 
classes S1 and S2; recovery individuals cannot acquire a new infection from 
infectious individuals; an infectious individuals can be a diagnosed individual after 
experiencing the diagnosis mechanism; if the diagnosed individuals are handled 
well, they might not become an infectious one but a recovery individuals.   
 
If Λ is the constant recruitment rate, β  is the transmission rate, p is the reduction 
in risk of SARS infection for S2, q is the relative measure of infectiousness for class 
E, l is the relative infectiousness after isolation , k is the rate of an exposed 
individuals become an infectious individuals, α is the rate of progression from 
infective to diagnosed per day, 1γ is the rate at which infectious individuals recover 
per day, 2γ is the rate at which diagnosed individuals recover per day, µ is the 
natural death rate and δ is the SARS-induced mortality per day. 
 
Hence, the SARS transmission can be described completely as the following figure: 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Compartment Diagram of SARS transmission with a diagnosis 
mechanism  
S1 
E
S2
I
R
J
Λ
1µS
µE
1
I + qE +lJβS
N
2
I + qE +lJβpS
N
Λ
µS2
kE
1γ I
αI 2γ J
µR
( )δµ+ J
( )µ+δ I
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From Figure 1, the SARS transmission with a diagnosis mechanism can be 
modeled mathematically by the following autonomous nonlinear system of 
differential equations:  
                                   
1 1 1
2 2 2
1 2
1
1 2
2
( ) ( )
( )
( )
Λ
Λ
d I + qE +lJS = - β S - µ S
dt N
d I + qE +lJS = - β S p - µ S
dt N
d I + qE +lJE = β S + pS - µ+k E
dt N
d I = kE - γ +α +δ + µ I
dt
d R =γ I +γ J - µ R
dt
d J = α I - γ +δ + µ J
dt
           (2.1) 
 
Next, we will present the derivation of basic reproduction ratio number (R0) from 
system (2.1) using the next generation operator approach [4]  
 
3 Basic Reproduction Ratio Number (R0) 
 
To understanding the dynamic of SARS transmission, we can use a number known 
as a basic reproduction ratio number (R0) to determine the stability of the 
equilibria. R0 is defined as the average number of secondary cases produced by a 
“typical” infected (assumed infectious) individual during his/her entire life as 
infectious (infectious period) when introduced in a population of susceptibles. [1] 
 
Most of the epidemiological models have two equilibria: disease free equilibrium 
and endemic equilibrium. If R0 > 1, an epidemic occur and if there is no treatment 
the will be an endemic, or mathematicaly we say that the endemic equilibrium is 
asymptotically stable. On the contrary, if R0 < 1, the epidemic cannot occur and for 
a long period of time there will be a free disease situation. Or mathematically we 
say that disease free equilibrium is asymptotically stable. 
 
Using the next generation operator approach we divide the population into three 
classes, that  is  
1 2( , , ), ( ), ( , )X = S S R Y = E Z = I J  
where X denotes the number of susceptibles, recovered and non infectious 
individuals, Y denotes the number of infected individuals who do not transmit the 
disease and Z denotes the number of infectious individuals that has the ability of 
transmitting the disease. 
 
Hence the system (2.1) can be written as follows:  
1 1 1 2 1 1
( ) ( )S S
I + qE +lJf X, Y, Z = f S , S , E, I, J, R = βS - µS
N
 
2 2 1 2 2 2
( ) ( )S S
I + qE + lJf X, Y, Z = f S , S , E, I, J, R = βpS - µS
N
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1 2 1 2( ) ( )R Rf X, Y, Z = f S , S , E, I, J, R = γ I + γ J - µR  
1 2 1 2( ) ( ) ( ) ( )
I + qE + lJg X, Y, Z = g S , S , E, I, J, R = β S + pS - µ + k E
N
 
1 2 1( ) ( ) ( )I Ih X, Y, Z = h S , S , E, I, J, R = kE - α+ µ + γ +δ I  
1 2 2( ) = ( ) ( )J Jh X, Y, Z h S , S , E, I, J, R = αI - γ + µ +δ J  
  
Using the steps on the method (see [3] for details), we obtain the formula of basic 
reproduction ratio number (R0) for SARS epidemic with a diagnosis mechanism. 
 
0
2 1
(1 )
( )[(2( ) (1 ))( ) (1 )]
kβ lα + pR =
γ +δ + µ k +µ - β q + p α+ γ +δ+ µ - kβ + p
              (3.1) 
  
From the formula (3,1), it can be seen that there are some factors that have large 
effect on SARS epidemic which can be controlled, they are the effectiveness of 
diagnosis mechanism to reduce the number of SARS cases, the rate of infection 
and the SARS-induced mortality. If the diagnosis mechanism (l) is more effective 
then it is likely that the possibility to be recovered is higher. Also, the smaller the 
rate of infection (k, β ), the less number of SARS cases happen. 
 
4 Simulations 
 
From the system (2.1), we obtained two equilibrium points: disease free equilibrium 
and endemic equilibrium. Since the system is nonlinear, we use linearization 
around each equilibrium. If E = I = J = 0 then the following disease free equilibrium 
is obtained 
           0U = 1 2
Λ Λ( , , , 0, 0, 0) , , 0, 0, 0, 0∗ ∗ ∗
⎛ ⎞⎜ ⎟⎝ ⎠
S S R =
µ µ
            
and if E≠0, I ≠0, J≠0, we will obtain endemic equilibrium 1U  = 1 2( , , , , , )∗ ∗ ∗ ∗ ∗ ∗S S E I J R  
where each value of 1 2, , , , ,
∗ ∗ ∗ ∗ ∗ ∗S S E I J R is in [3]. Since for endemic equilibrium has a 
very complicated form, we will analyze its stability using simulation for given 
parameter values.  
 
Jacobian Matrix for the system (2.1) is  
( ) ( ) ( ) ( )
1 1 1
2 2 2
1 2 1 2 1 2
1
2
1 2
( ) 0 0
( )0 0
( ) ( ) 0
0 0 0 0
0 0 0 0
0 0 0
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ⎜ ⎟∂ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠
β K+qE+lJ -βS q -βS -S βl- - µ
N N N N
β K+qE+lJ -βS pq -βS p -βS lp- - µ
N N N N
f β S + pS q -β S + pS β S + pS lβ K+qE+lJ βp K+qE+lJ= - µ- kx N N N N N
k -α - γ - µ -δ
α - µ - γ -δ
γ γ µ
x
             (3.2)
                     
and for disease free equilibrium 0U = 1 2
Λ Λ( , , , 0, 0, 0) , , 0, 0, 0, 0
⎛ ⎞⎜ ⎟⎝ ⎠
• • •
S S R =
µ µ
, we obtained 
the following Jacobian matrix            
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1
2
1 2
Λ0 0
Λ Λ0 0
Λ Λ Λ Λ Λ Λ
0 0 0
0 0 0 0
0 0 0 0
0 0 0
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
- βq -βq -Λ βq-µ
µN µN µN
- βpq -βpq - βl- µ
µN µN µN
B = -β + p q -β + p -β + p l
µ µ µ µ µ µ
- µ - k
N N N
k - α - γ - µ - δ
α - γ - µ - δ
γ γ - µ
 
 
Characteristics equation of the matrix is 
( )2 1
Λ Λ
( ) ( )( ) 0
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
3
+ p
µ µ
µ + λ λ+ γ + µ +δ λ+ µ +δ+α+ γ λ+ β + µ + k =
N
,   
and the roots are 1 2 2 3 1 4
Λ Λ
( ), ( ), 
+ p
µ µλ = -µ, λ = - γ + µ +δ λ = - µ +δ+α+ γ λ = -β - µ - k
N
 
Since all eigenvalues of B have negative real part then 0U  = 
Λ Λ, , 0, 0, 0, 0
⎛ ⎞⎜ ⎟⎝ ⎠µ µ
 is 
asymptotically stable, that is for a long period of time the only individuals left is 
susceptible.  
 
For the following values of parameter: 
1
Λ 20; 0.1; 0.1; 0.15; 0.05;
0.167; 0.0001; 0.0016; = 0.125; 0.3; 0.2;2
= p = q = β= l =
α= µ = δ= γ k = γ =
 
 
we obtained 0 = 0.13 < 1R . Hence, disease free equilibrium 0U =  (2000, 2000,  0, 0,  0, 0)  
is asymptotically stable. Using MAPLE software, the graphs of 1 2( ), ( ),S t S t ( ), ( ),E t I t  
 ( )R t  and ( )J t   are obtained with initial values:  
1 2(0) = 2000, (0) = 1000, (0) = 0,S S E  (0) = 1000,I (0) = 0,R  (0) = 800J  
       
  
 
 
 
 
 
 
 
 
   
        
      Figure 2.  The graph of S1 vs time             Figure 3. The graph of S2 vs time 
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        Figure 4. The graph of E  vs time              Figure 5. The graph of I   vs t              
 
 
 
 
 
         Figure 6. The graph J of vs t                     Figure 7. The graph of R vs time 
From Figure 2 and 3, it can be seen that at first, the number of high risk 
susceptible individuals decreasing, it is probably because of the contact with the 
infected individuals, and then continue increasing until a long period of time to the 
equilibrium value. From Figure 4 – figure 7, it is shown that the number of infected 
individuals (E, I, and J) continue decreasing and disappear after a long period of 
time while the number of recovery individuals at first increasing because of the 
decreasing of number infected individuals and then after a long period of time 
continue decreasing, this is probably because of natural death. 
  
Next, for given parameter values for 0 1R <  and 0 1,R > we will analyze the stability of 
endemic equilibrium. 
 
Case 1: 0 < 1R  
Given parameter values as follows:  
1 2
0.15; 0.1; =0.05; 4000000; 0.0001; 0.3;
0.125; 0.2; 0.167; =0.0016; =0.1;
β= q= l N= µ= k=
γ = γ = α= δ  p
Using the formula (3.1), we obtained 0 = 0.13 < 1R . If those parameter values above 
are substituted to Jacobian matrix (3.2) then we get a characteristic equation:                
 
I(t
)
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( 0.2932478226)( 0.2012069457)( 0009778747247)
( 0.0006000000623)( 0.00035404165992)( 0.0009728301097)=0−
λ+ λ+ λ+
λ+ λ+ λ
               (3.3) 
 
From (3.3) we have the following eigenvalues: 
 
Since λ6 is positive, then the endemic equilibrium 1U = 1 2( , , , , , )∗ ∗ ∗ ∗ ∗ ∗S S E I J R is not 
stable.  
 
Case 2: 0 > 1R  
Given parameter values as follows: 
  
1 2
0.75; 0.1; 0.8; 4000000; 0.0001; 0.75;
0.125; 0.2; 0.3; 0.0016; 0.1;
β= q= l= N = µ= k=
γ = γ = α= δ=  p =
 
 
Using the formula (3.1), we obtained = 1.78 > 10R . If those parameter values above 
are substituted to Jacobian matrix (3.2) then we get a characteristic equation:  
             
0.9999999997( 0.4259380046)( 0.2010076511)( 0.0003410883103)
( 0.0003400886408)( 0.0003087256892)( 0.0004160978019)=0+
λ+ λ+ λ+
λ+ λ+ λ
               (3.4) 
 
From (3.4) we have the following eigenvalues: 
1 2 3
4 5 6
= - 0.4259380046 =- 0.2010076511 =- 0.0003410883103
=- 0.0003400886408 =-0.0003087256892 = - 0.00004160978019
λ λ λ
λ λ λ
 
Hence, the endemic equilibrium 1U  = 1 2( , , , , , )
∗ ∗ ∗ ∗ ∗ ∗S S E I J R  is asymptotically stable.  
 
To plot the solutions for case 2, we takeΛ = 20 , hence we get the endemic 
equilibrium, 1U = (2000.58, 3000.67, 11000.23, 12.04, 53.89, 2600.77) . This equilibrium is 
asymptotically stable.  Using MAPLE software, the graphs of 1 2( ), ( ),S t S t ( ), ( ),E t I t  
 ( )R t  and ( )J t  are obtained with initial values:  
1 2(0) = 8000, (0) = 6000, (0) = 0, (0) = 1, (0) = 0S S E I R  and (0) = 0J  
 
         
 
 
 
           
 Figure 8. The graph of S1 vs time              Figure 9. The graph of S2  vs time  
 
1 2 3
4 5 6
= - 0.2932478226 =- 0.2012069457 =- 0.0009778747247
=- 0.006000000623 =-0.0035404165992 = 0.0009728301097
λ λ λ
λ λ λ
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    Figure 10. The graph of E  vs time                    Figure 11. The graph of I vs time          
                
     
 
 
 
 
    Figure  12. The graph of J  vs time                  Figure 13. The graph of R vs time            
 
From Figure 8 – Figure 11, it can be seen that after reaching a certain value, the 
number of high risk susceptible individuals (S1) and low risk susceptible 
individuals (S2) will decrease to a constant values for a long period of time, this is 
because the increasing number of exposed individuals (E) (Figure 10). While the 
number of infectious individuals (I) at first decreases as a result of death, but since   
0 1,>R  then the number of infectious still increasing and keep continue to the 
equilibrium after a long period of time. (Figure 11). 
The number of diagnosed individuals (J) can be seen from Figure 10. It increases 
until reach a constant for a long period of time because many infectious individuals 
are handled well by diagnosis mechanism. As a result, recovery individuals keep 
increasing after a long period of time (Figure 13). 
  
To see the effect of a diagnosis mechanism, next we will compare the model (2.1) 
with model of SARS epidemic without diagnosis mechanism. First we derived the 
model without diagnosis mechanism and then obtained the basic reproduction 
ratio number for the system. 
 
The following is the compartment diagram for the system without diagnosis 
mechanism 
 
 
 
 
 
I(t
)
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Figure 14. Compartment diagram of SARS transmission without diagnosis  
    mechanism 
 
 
From the diagram above, we obtained the following mathematical model of SARS 
transmission without a diagnosis mechanism. 
                            
1 1 1
2 2 2
1 2
1
1
( ) ( )
( )
d I + qES = - β S - µ S
dt N
d I + qES = - β S p - µ S
dt N
d I + qEE = β S + pS - µ +k E
dt N
d I = kE - γ +δ + µ I
dt
d R =γ I - µ R
dt
Λ
Λ
                           (3.5) 
Similarly with the section before, we can get the formula of basic reproduction ratio 
number 0( )R  of SARS epidemic model without a diagnosis mechanism that is: 
0
1
(1 ) 1
(1 ) 2( ) ( + + )
kβ + pR
-βq + p + µ + k γ δ µ
⎛ ⎞= ⎜ ⎟⎝ ⎠
 
 
 
In the next section, we will compare the simulation between the model with 
diagnosis mechanism and a model without a diagnosis mechanism in order to see 
the effect of the mechanism: isolation and quarantine. 
 
       
          1µS  
                        
    Λ  
    
                 1
I + qEβS
N
           
 
kE      1γ I  
 
    µE      
(µ +δ)I                   µR  
     2
I + qEβpS
N
                             
    Λ  
                 
        
    2µS  
     
S1 
 E 
S2 
I R 
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5 Comparison system with and without a diagnosis 
mechanism 
 
Using the same parameter values, we will compare the graph of each individual for 
disease free equilibrium. The graphs are from Figure 15 – Figure 19.  
 
 
 
 
   
   Figure 15.  (a) The graph of S1 vs time (days) with a diagnosis mechanism 
                     (b) The graph of S1 vs time (days) without a diagnosis mechanism  
 
 
 
 
 
 
 
 
 
 
 
 
   Figure 16.  (a) The graph of S2 vs time (days) with a diagnosis mechanism 
                     (b) The graph of S2 vs time (days) without a diagnosis mechanism 
 
 
 
 
 
   
  
   Figure 17.  (a) The graph of E vs time (days) with a diagnosis mechanism 
                     (b) The graph of E vs time (days) without a diagnosis mechanism  
 
              
(a)                                              (b) 
        
 
 
(a)      (b) 
          
 
 
(a)                                                          (b) 
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   Figure 18.  (a) The graph of I vs time (days) with a diagnosis mechanism 
                     (b) The graph of I vs time (days) without a diagnosis mechanism 
 
 
 
 
 
 
 
 
 
    Figure 19.  (a) The graph of I vs time (days) with a diagnosis mechanism 
                     (b) The graph of I vs time (days) without a diagnosis mechanism 
 
From the figures above, we can see the differences between the dynamics of SARS 
epidemic between model with (a) and without (b) diagnosis mechanism. It can be 
seen that the diagnosis mechanism has large effects on SARS epidemic. For 
example in Figure 15, the increasing number of low-risk susceptible in Figure 15(b) 
is lower than the number of low-risk susceptible in Figure 15(a). This is because of 
the intensive handling through diagnosis mechanism. It also can be seen that it 
needs more time for high-risk susceptible in Figure 15(b) to go to stable condition 
than the high-risk susceptible in Figure 15(a). It is a result of mechanism where it 
makes the time for cure is faster. 
 
Similar for other classes of individuals, we can say that the diagnosis mechanism 
is reducing the time of cure and also quicken the time to go to stable condition. 
 
For endemic equilibrium, using the same parameter values on preceding section, 
we obtained the following plots of the solutions. 
 
 
 
 
 
 
            
(a)                                                       (b) 
   
(a)                                        (b) 
I(t I(t
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   Figure 20.  (a) The graph of S1 vs time (days) with a diagnosis mechanism 
                     (b) The graph of S1 vs time (days) without a diagnosis mechanism  
 
 
 
 
 
 
   Figure 21.  (a) The graph of S2 vs time (days) with a diagnosis mechanism 
                     (b) The graph of S2 vs time (days) without a diagnosis mechanism  
 
 
 
 
 
 
 
 
 
 
   Figure 22.  (a) The graph of E vs time (days) with a diagnosis mechanism 
                     (b) The graph of E vs time (days) without a diagnosis mechanism  
 
 
 
 
 
       
(a)                                                    (b) 
 
 (a)                                              (b) 
      
(a)                                               (b) 
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   Figure 23.  (a) The graph of I vs time (days) with a diagnosis mechanism 
                     (b) The graph of I vs time (days) without a diagnosis mechanism  
 
 
 
 
 
 
 
 
 
 
 
 
 
   Figure 24.  (a) The graph of R vs time (days) with a diagnosis mechanism 
                     (b) The graph of R vs time (days) without a diagnosis mechanism  
 
 
From Figure 20 – Figure 24 above, we can see the differences between the system 
with and without a diagnosis mechanism. The diagnosis mechanism make the 
transmission of SARS disease slower, so the number of susceptible in the system 
with diagnosis is more than the number of susceptible in the system without 
diagnosis, hence the number of exposed in the system with diagnosis is less than 
the number of exposed in the system without diagnosis (Figure 20 – Figure 22).  
Since the isolation mechanism prevents person-to-person contact, the number of 
infectious is less than if the mechanism is not conducted and finally it makes the 
number or recovery higher (Figure 23- Figure 24). 
 
6 Conclusions 
 
The diagnosis mechanism has large effects on the transmission of SARS disease in 
a population. It can be seen from the simulation, that the diagnosis mechanism is 
effective and efficient in order to reduce the transmission of the virus and also 
making the time of healing faster. 
 
     
(a)                                                   (b) 
 
(a)                                            (b) 
I(t I(t
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  MATHEMATICAL MODEL OF SKIN COLOUR
FOR FACE DETECTION
Setiawan Hadia, Adang Suwandib, Iping Suprianab, Farid Wazdib
a Universitas Padjadjaran, Bandung, Indonesia
b Institut Teknologi Bandung, Indonesia
Abstract. Skin colour in digital image is important element that is very useful
for preprocessing task in skin-based automatic image detection. In this paper, skin
colour was investigated and its representation in several colour spaces has been
explored. A mathematical model for the representation has been developed and
successfully implemented for automatic single frontal face detection conjuncted
with mathematics morphological and segmentation image processing ﬁlters and
simple 4-neigbourhood image measurement algorithm. The experiment has been
conducted based from our proposed method using face database images that have
been collected from several sources, such as standard FERET Colour face database
and local native face database.
Key-words: Skin, color, face, detection
1 Introduction
Skin colour is an important element in detecting image that contain skin or skin-
like region. Skin colour can be used to detect faces [5, 8, 9] or hands [13, 28], in
dynamic images as well as in still images. Skin colour has also been used to detect
images of naked people for Internet content altering [3, 6, 7]. In the ﬁeld of health
and disease, skin colour can also be used to analyse medical images. For example,
the ability to segment an image using skin colour can aid in the diagnosis of skin
cancer [17].
Skin becomes an interesting feature in the ﬁeld of image detection especially in
face detection due to (1) it covers most of the face image area, (2) skin of dif-
ferent people appears to vary over a wide range, however the diﬀer is much less
in colour (chromaticity) than brightness [18]. In the computational perspective,
detection of skin area in digital image are more practical and easy to implement.
In addition, skin color chromaticity distribution from diﬀerent ethnic groups lie in
the same Gaussian distribution [12]. In our research, skin model is investigated
in three colour spaces, rg space, HSB space and YCbCr space, and represented in
histogram and skin colour distribution.
Skin colour detection will give result of skin region and skin-like region. False
detection of skin-like colour region can degrade the performance of skin colour
detection. To cover this problem, skin colour detection must be followed with
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other detection techniques. In our approach, skin color detection in three colour
spaces was conducted and compared using skin detector that has been created
semi-manually based on the statistical skin model that has been developed from
the previous step. The result of skin color detection is followed with two morpho-
logical ﬁlters, those are erosion, for thinning the image and removing the noise
with salt and pepper technique, and dilation, for compacting the binary image
representation.
In the following pages, we will describe skin color distribution in the explored color
spaces. Description about colour in digital images can be read in [4], meanwhile
elaboration of colour spaces and their comparison can be found in detail in [27].
2 Skin Colour Distribution
A color histogram is a distribution of colors in the color space and has long been
used by the computer vision community in image understanding. For example,
analysis of color histogram has been a key tool in applying physics-based models
to computer vision. It has been shown that color histograms are stable object
representations unaﬀected by occlusion and changes in view, and that they can
be used to diﬀerentiate among a large number of objects. In the mid-1980s, it
was recognized that the color histogram for a single in homogeneous surface with
highlights will have a planar distribution in color space. It has since been shown
that the colors do not fall randomly in a plane, but form clusters at speciﬁc points.
It has been further observed that (1) human skin colors cluster in a small region in
a color space; (2) human skin colors diﬀer more in intensity than in colors, and (3)
under a certain lighting condition, a skin- color distribution can be characterized
by a multivariate normal distribution in the normalized color space [25]. The
ﬁgure 1 shows a face image and the skin color distribution in the RGB, HSI and
YCbCr colour spaces.
3 Mathematical Model of Skin Colour
Literature research [6, 20, 12] shown that there are three approaches of skin colour
modelling, those are empirical approach, statistical approach and adaptive ap-
proach. A simple empirical approach to colour modelling in general is to use
a representative sample of pixels for some target colour to generate a histogram
in the selected colour space. A threshold is then selected. Any pixel belonging
to a histogram region above that threshold is then classiﬁed as being the target
colour. The main disadvantages of the histogram approach, when compared to
the statistical approach, are that the resulting model is not as compact, and clas-
sifying pixels is more computationally demanding [13]. In addition, the size of the
sampling bins used to create the histogram aﬀects the performance of the model.
The main advantages of the histogram approach are that it is relatively simple
to implement, can be applied to non-Gaussian distributions, and does not require
detailed knowledge of the skin colour distribution. In the statistical models,
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Figure 1: Sample image and its skin colour distribution in colour spaces
the normalised rg colour space and various hue and saturation based colour spaces
result in a skin colour distribution that, is well modelled with a bivariate Gaussian
distribution [19, 25, 23]. There is contradiction about the best statistical model to
use for skin colour. Most researchers use a single distribution, while some [24, 26]
claim that a single multivariate distribution is inadequate, and a Gaussian mix-
ture model is more appropriate. Other researchers use a Gaussian mixture model,
yet observe that a single Gaussian distribution is often adequate [14, 15]. Some
researchers have used adaptive skin colour models to overcome the limitations
between ﬁxed and statistical colour models. Jordao et al. [8] used the variance of
the skin colour distribution in the HSV colour space to detect regions in an image
as being skin coloured based on the variance of colour within the region. Yang and
Waibel [22] used a statistical model in the normalised rg colour space, and allowed
the model parameters to adapt from one frame to the next in a video sequence.
Raja, McKenna, and Gong [15] used an adaptive Gaussian mixture model that
modiﬁed the model parameters from frame to frame by resampling a window of
the image, while ignoring frames that were too diﬀerent to the current model.
Similarly, Rowley [16] used a Gaussian model in the normalised rg colour space
that resampled areas around the centre of the face to adapt the model parameters
from frame to frame.
In our approach, skin color is modelled using mean and covariance of chrominant
color. If we use normalize rg space, then the value of r and g are calculated.
If HSB, h element and s element are considered. Similar with that, Cb and Cr
components are used for modelling skin colour in YCbCr colour space.
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3.1 Mean chromaticity calculation
In the HSB colour space, hue ranges from [0 . . . 1), and wraps around so that 0
≡ 1. The mean hue is therefore not calculated in the usual way. First, the hue
is mapped onto the range [0 . . . 2π) radians, and then treated as a point on the
unit circle in polar coordinates. Hence, it is represented by the polar coordinates
(θ, 1), where θ = 2πh, and h is the hue. This point is then converted into Cartesian
coordinates, so that for every hue, there is a Cartesian point (x, y) where x = cos(θ)
and y = sin(θ). The mean x and y values for the sample of n pixels are then
calculated in the usual way:
x =
1
n
n∑
i=1
xi y =
1
n
n∑
i=1
yi. (1)
The mean (x, y) location is then used to derive an angle in polar coordinates which
is then mapped onto the range [0..2π), by adding or subtracting multiples of 2π as
necessary, and then mapped onto the range [0, 1) by dividing by 2π. Saturation
ranges from [0..1], and does not wrap around, so the mean saturation is calculated
in the usual way. The calculation of the angle θ, mean hue ans saturation are
θ = arctan(
y
x
) h =
θ
2π
s =
1
n
n∑
i=1
si (2)
For calculations in the normalised rg colour space, the chromaticity is deﬁned as
(r, g) instead of (h, s), and the mean chromaticity is calculated in the usual way:
r =
1
n
n∑
i=1
ri g =
1
n
n∑
i=1
gi (3)
3.2 Covariance chromaticity calculation
After calculating the mean chromaticity, the covariance matrix is calculated, with
the additional constraint that the distance from any hue to the mean hue cannot
exceed 0.5. This takes into account the fact that hue wraps around and conse-
quently the maximum distance between any hue and the mean hue is 0.5. For a
sample containing n pixels, the covariance matrix for chromaticity is
C =
[
Chh Chs
Chs Css
]
(4)
where
Chh =
1
n
n∑
i=1
∆hi∆hi Chs =
1
n
n∑
i=1
∆hi∆si Css =
1
n
n∑
i=1
∆si∆si (5)
and the distances to the mean hue and saturation is deﬁned as
∆hi =
⎧⎨
⎩
hi − h iﬀ |(hi − h)| < 0.5,
hi − h + 1 iﬀ (hi − h) ≤ −0.5,
hi − h− 1 iﬀ (hi − h) ≥ 0.5
(6)
Proceedings of ICAM05 1187
  
MATHEMATICAL MODEL OF SKIN COLOUR FOR FACE DETECTION
and
∆si = si − s. (7)
Chromaticity is deﬁned as (r, g) for the normalised rg colour space instead of (h, s).
The covariance matrix is calculated in the same way as for the HSB colour space
by substituting r for h, g for s, r for h, and g for s. The absolute value of h is not
constrained when using the normalised rg colour space because this space does not
wrap around.
3.3 Measuring Distance from the Population
The Mahalanobis distance metric D can be used to measure the distance between
a point and a population of points in a way that is sensitive to changes in the
variance along the principal axes of the distribution for the population. It is
deﬁned [10] as
D(p) =
√
(p− m)T C−1(p− m) (8)
where p = (h, s) is the chromaticity of the pixel being classiﬁed, m = (h, s) is
the mean chromaticity for the population and C−1 the inverse of the covariance
matrix of chromaticity for the population.
As stated earlier, the covariance matrix is
C =
[
Chh Chs
Chs Css
]
(9)
If (ChhCss − ChsChs) = 0 (which in practise is usually the case), the covariance
matrix is invertible, and the invers [2] is
C−1 =
1
ChhCss − ChsChs
[
Css −Chs
−Chs Chh
]
(10)
This calculation is the same for the rg colour space using the appropriate chro-
maticity values and covariance matrix.
4 Face Detection
Face detection can be considered as part of face recognition implementation. Lit-
erature shows many researches have been conducted in face detection area that
have been reported in survey papers [11, 21]. Skin colour has been used in research
as a preprocessing step in face detection. Many methods have been developed and
reported in the literature that use skin colour to detect skin and skin-like region
in digital image.
Our approach in skin detection has been implemented in three colour spaces,
normalized rg, HSB and YCbCr colour spaces. Figure 2 shows the schematic
approach of our proposed face detection based on the skin colour representation.
1188 Proceedings of ICAM05
  
Setiawan Hadi, Adang Suwandi A., Iping Supriana S., Farid Wazdi
Skin model
generation
Skin colour
distribution in
chrominant space
Input Image
Detection (Image
Matching)
Detection result
Training Images
Figure 2: Face Detection Scheme
4.1 Generating skin colour model
To generate skin colour model, mean chromaticity of each training image was
calculated for every colour space. Combination of all mean chromaticities for
every colour space was calculated using formula 11 and assumed as a general skin
model.
Mk =
n∑
i=1
1
δi
Ti (11)
Mk =
1
δ1
T1 +
1
δ2
T2 + · · ·+ 1
δn−1
Tn−1 +
1
δn
Tn (12)
Mk is skin model-k, meanwhile Ti is tripixel RGB of skin image-i (training image).
δi is parameter is interval between 1 and n. If
∑
δi = n the process is averaging.
The amout of training image is presented by n.
Images that will be used as training images are segmented and cropped semi-
manually. Figure 3 and ﬁgure 4 illustrated sample images before segmentation
and the result of segmentation. Figure 5 show combined images of segmented
images and their statistical measurement characteristics (mean chromaticities) and
visualization in histogram.
Figure 6 shows distribution of skin color in an image for every colour space. It is
clearly seen that skin cluster is located in a small area or region (the white small
region) of the whole skin distribution (the black large region).
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Figure 3: Sample images BEFORE segmentation
Figure 4: Sample images AFTER segmentation
Figure 5: Mean Chromaticities
Figure 6: Skin Colour Distribution in Color Spaces
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4.2 Improved skin-based face detection
Our proposed algorithm is based on the skin colour representation of face images.
However, this method is insuﬃcient due to pixel that is false detected and supposed
as skin pixel but it is not part of the skin. In addition, our focus is on the face
detection, so the skin pixels that are detected but not part of face, has to be
eliminated. Our basic detection algorithm is
Pskin(i, j) = Pskin(i, j) ∈ DMk ∀ P (i, j) ∧ ∀ Rn (13)
where Pskin(i, j) is probability of pixel P as skin pixel if included in distribution
skin model DMk for every colour spaces R
n.
To localize face-only image, two morphological ﬁlters are utilized. First, Erosion
ﬁlter, which is mainly used to remove skin-like detected pixels that can be con-
sidered as noise. After image is cleaned, we have to compact the image, by ﬁlling
the holes in image using dilation ﬁlter. The result of this implementation of two
ﬁlters are image that has clear and compact representation. Detail description on
mathematical foundation and its practical implementation of these ﬁlters can be
found a lot in literatures. After face can be localized, a 4-neighbourhood ellipse
generator algorithm is implemented to mark the face region. Figure 7 shows step
by step our proposed face detection.
Figure 7: Proposed face detection, step by step
5 Result of experiment
Experiment has been conducted using several face databases that have been col-
lected in various ways. FDB-08 is obtained oﬃcially from FERET face database
NIST which consists of two DVD-ROM (10 Gigabytes); for this research we just
use small number of pictures. FDB-02 was created using 3.3 megapixels digital
camera Minolta S304, consists of single photograph of academic and administra-
tive staﬀs of Mathematics Department UNPAD. FDB-07 is set of face images
which have been taken from extension student candidates of UNPAD using Fuji
3.3 megapixels MPIX digital camera. Other database sets have been collected from
various multimedia resources and internet. Table 1 shows the detail speciﬁcation
of databases used in the experiment.
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Table 1: Face Databases
Group Image Size Number of images Graphic Type Colour Bits
FDB-01 640x480 754 JPEG 24
FDB-02 1280x960 70 JPEG 24
FDB-03 Vary 285 JPEG 24
FDB-04 Vary 150 JPG, GIF 24, 8, 7
FDB-05 Vary 123 JPG, GIF 24, 8, 4
FDB-06 Vary 32 JPG, GIF 24, 8
FDB-07 140x160 2475 JPG, GIF 24
FDB-08 512x768 114 PPM 24
Table 2: Result of Experiment
Dataset rg space HSB space YCbCr spaceIns Outs %Acc Ins Outs %Acc Ins Outs %Acc
FDB-01 103 521 17 127 503 20 160 513 24
FDB-02 52 18 74 48 22 69 57 13 81
FDB-03 149 114 57 135 128 51 153 110 58
FDB-04 103 46 69 95 54 64 92 57 62
FDB-05 72 50 59 67 55 55 74 48 61
FDB-06 21 5 81 21 5 81 18 8 69
FDB-07 1371 1021 57 1135 1221 48 1376 897 61
FDB-08 59 55 52 64 50 56 68 46 60
The goal of this experiment is to measure the detection performance of our pro-
posed face detection algorithm. In this report, we use simple qualitative perfor-
mance measurement by using human-eye visual examination. The referenced skin
model was generated from FDB-02 face database (see ﬁgure 7). We deﬁne the
result into two categories, (i) the target face is in ellipse and (ii) target face is
outside the ellipse. The result can be shown in table 2. In advance measurement,
a face detection system system makes two types of errors [1]: (i) mistaking mea-
surement of non face region which is detected as face (called false match or false
accept), and (ii) mistaking in measurement of a face region which is not detected
as face (called false non-match or false reject). There is a trade-oﬀ between false
match rate (FMR) and false non-match rate (FNMR) in every face detection sys-
tem. In fact, both FMR and FNMR are functions of the system threshold t ; if t
is decreased to make the system more tolerant to input variations and noise, then
FMR increases. On the other hand, if t is raised to make the system more secure,
then FNMR increases accordingly. The system performance at all the operating
points (thresholds, t) can be depicted in the form of a Receiver Operating Char-
acteristic (ROC) curve.
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6 Concluding Remarks
We have presented the theoretical background of mathematical skin colour mod-
elling and its practical implementation in the area of face detection. The proposed
approach utilizes of a skin-color detector to detect the skin region, as the ﬁrst step
(initial) detection. To localize the face region, morphological ﬁlters, erosion and
dilation, are used, conjuncted with 4-neigbourhood ellipse generation algorithm.
Experiment has been performed in three colour spaces using more than 1 Giga-
bytes data of face databases.
It is shown that the result was not very accurate in general. This problem arised
due to the use of only one skin model (from FDB-02) which perhaps not appro-
priate for other face database sets. Nonetheless, the future research will involve
the use of other techniques to enhance and assist in face localization and also to
perform face tracking such as: detection of symmetricity and skewness of faces(by
using feature point detection), multiple face detection (using clustering), general
skin detector generation , non frontal face detection, advance measurement of face
detection accuracy using ROC curve, interactive detection of face(s), 3D genera-
tion of detected face(s), and other enhancement.
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A SIMULATION STUDY FOR ESTIMATION OF
TORQUES AND BODY SEGMENT PARAMETERS
FROM BIOMECHANIC DISPLACEMENT DATA
USING OPTIMAL CONTROL
S. Munzira, L.S. Jenningsa, M.T. Kohb
a School of Maths and Stats, The University of Western Australia
b National Institute of Education, Singapore
Abstract. This work is a preliminary simulation study of the use of dynamic op-
timization for biomechanical systems to simultaneously obtain joint torques and
body segment parameters, while smoothing kinematic raw data of biomechanic
subjects obtained from film or video. Angular displacement data is generated
through forward integration, by intuitively assigning an appropriate set of torques
to segments over a time horizon. The raw data smoothing approach is imple-
mented in the form of an additional inequality constraint similar to the splines
smoothing. The formulation is tested on a two segment rigid body with the as-
sumption that the mass is uniformly distributed as a rod. The simulation results
show the formulation capabilities and weaknesses in computing torques and body
segment parameters from noisy simulated data.
Key-words: biomechanics, optimal control, dynamic optimization, BSP estima-
tion.
1 Introduction
The study of biomechanical system dynamics consists of research to obtain an
accurate model of biomechanical systems and to find appropriate torques or forces
that reproduce motions of a biomechanic subject. The latter part of the study
usually uses inverse dynamics or dynamic optimization as the tool to compute
torques or forces that produce the angular coordinates of each body segment that
is relatively close to kinematic data. Inverse dynamics tends to produce noisy
resultant joint moment (RJM) estimates due to inherent systematic and random
errors associated with displacement-time data obtained from film or video [6].
The displacement data usually consists of the real signal and low amplitude-high
frequency noise, which, for arguements sake, can be assumed to have a mathemat-
ical form as sinusoidal term A sinωt with a small A and a large ω value. This noise
term does not give significant differences to the measured displacement data since
the amplitude is assumed to be small. However, the amplitude ωA of its deriva-
tive is very large for a sufficiently large value of ω, and this becomes larger for the
higher derivatives. Hence, this noise gives very significant change to the velocity
and acceleration values which are used to compute torques or forces. Therefore,
several techniques for kinematic raw data smoothing have been proposed to solve
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this problem. As mentioned in [13], among the most famous methods are: But-
terworth digital filter [10, 14], cubic spline [7, 11], quintic spline [15], and Fourier
series [1].
On the other hand, dynamic optimization/optimal control method may include
estimation of forces and torques of each body segment with the cost function in
the form of minimize the jerk or maximize the smoothness [8]. Therefore, the noisy
RJM estimates could be avoided through several mechanism in the objective or
constraints of the optimal control problem. This approach does not require a split
between kinematic data smoothing, velocity and acceleration computation, and
RJM estimates. Instead, these could be done simultaneously within the optimal
control computation.
The research using optimal control becomes more interesting and challenging be-
cause most of biomechanic optimal control problem also need to estimate body
segment parameters (BSP) whose values may not be accurately known. Usually
these parameters are assumed to be known and fixed prior to the computation of
the optimal control problems. The practical process of body parameter estimation
alone is a complex process, involving approximated volume computation of each
segment and segment density estimation using sophisticated equipment. There are
several techniques to estimate the BSP as a separate process prior to the torque or
force estimation using optimal control. For instance, in [8], mass, center of mass,
and moment of inertia for each body segment are assumed as for an adult male
using a regression equation from literature [16, 12]. In [6] BSP were obtained from
elliptical zone mathematical modeling technique due to [4], which uses total body
mass (TBM) as the basis for BSP estimation.
All available techniques for BSP estimation are subject to error, because of the
existence of variation in BSP based on race, sex, body type and age. The error in
BSP may lead to a significant change in biomechanic dynamic analysis. Pearsall
and Costigan [9] examined the effect of BSP error on gait analysis results, and
found that comparisons between six different predictive formulae led to a 40 per-
cent difference in mass and inertia predictions. They also stated that the need for
accurate BSP values is greatest in movements involving high accelerations or in
open chain movements.
This work is aimed as a preliminary study of using dynamic optimization for biome-
chanical systems to simultaneously obtain joint torques and BSP, while smoothing
kinematic raw data of biomechanic subjects obtained from film or video. This
work is different from the previous work [6] where the ‘closeness‘ of the motion
and smoothed kinematic data is treated as the objective of the optimization. Here
this closeness is between the motion and kinematic raw data, and is treated as
inequality constraints where the measurement of closeness of fit could be decided.
The smoothing approach is similar to the cubic and quintic splines presented in
[2]. In this way, not only the torques or forces which reproduce similar motion can
be estimated, also smaller or smoother torques reproducing similar motion can be
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estimated in the case where degrees of freedom exist.
Here, this approach is applied to a two segment rigid body where the ‘exact‘
historical data for torques is given and historical angular displacement data is
generated through forward integrations of the multibody dynamic equations. The
angular displacement data is then transformed into distal end coordinates of the
first and second segment, and this data is then rounded to create small amplitude-
high frequency noise in (x, y) data. The inequality constraints for the optimization
are the coordinate differences between this ‘noisy‘ data and the actual distal end
coordinate produced by the optimal control computation (integrating the ode from
initial condition).
2 Problem Formulation
Given the {(ti, xˆji , yˆji ); i = 1, . . . , N} as the 2-D displacement data of the j-th body
segment obtained from video or film, the purpose is to find accurate torques and
BSP that reproduce a smoothed motion close to the time-space history of the
joints. This closeness is represented as the inequality constraints:
hj =
N∑
i=1
(
xji − xˆji
σi
)2
+
(
yji − yˆji
σi
)2
− S ≤ 0,
where σi is the standard error in xˆ
j
i and yˆ
j
i , assumed known. This is used in time
series spline smoothing. For an n segment biomechanical model, being an open
chain, j ∈ {1, . . . ,m}, where m = n + 1 for the free-flight case, and m = n for
the case of one fixed contact at the proximal end of segment one. The parameter
S controls the overall balance between smoothing and closeness of fit. The values
of (xji , y
j
i ) are obtained as the result of translational and rotational motion of the
whole segmented body. The augmented equation of motion for 2-D segmented
bodies resulting from the translational and rotational equation of motion with one
contact at the proximal end of segment one is given by
Q(θ)α = Tτ +Dcn+ (DcEDs −DsEDc)ω2.
where ω = θ˙, α = ω˙
Q = J +DsEDs +DcEDc,
and
E = LtDmL,
J = diag(I1, I2, . . . , In), Dc = diag(cos θ1, cos θ2, . . . , cos θn),
Dm = diag(m1,m2, . . . ,mn), Ds = diag(sin θ1, sin θ2, . . . , sin θn).
Here L is a lower triangular matrix with i-th row representing the distance of the
CoM (center of mass) of the i-th segment to the proximal end of the first segment.
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The complete derivation of the model is found in [5], where the modification for
free flight can be found also.
The optimal control statement for this problem can be written in the following
form:
minimizeτ ,z : G˜(τ ,z) =
∫ 1
0
((τ 1)2 + (τ 2)2)dt. (1)
subject to the equations of motion for an n segmented body in state space form
θ˙ = ωQ(θ,z)ω˙ = f(θ,ω, τ ,z),
with initial condition
θ(0) = θ0,ω(0) = ω0.
subject to the inequality constraints for closeness of fit:
hj =
N∑
i=1
(
xji − xˆji
σi
)2
+
(
yji − yˆji
σi
)2
− S ≤ 0, (2)
for j ∈ {1, . . . , n}.
The objective of the optimization in (1) is to minimize the magnitude of both joint
torques, and this is usually related to the cost/energy of the motion. Objectives of
the optimization for this kind of problem can be set up in many ways depending on
the necessity. For instance, since most of biomechanic subjects moves in a smooth
motion, the objective could be chosen as minimizing the change of angular acceler-
ation. It is also possible to set the objective as smoothing torque or the derivative
of torque. In [3] this is implemented through first order or second order regular-
ization. In fact, by choosing the later form of objective, the process of kinematics
data smoothing to obtain accurate and smooth angular velocity and acceleration
and then using inverse dynamics to obtain accurate and smooth torque has been
unified into a single computation process. There is also the possibility of choosing
zero objective, if the purpose is just to find a feasible torque for a specific motion.
The system parameters z represent the BSP, such as: moment of inertia, mass,
length to center of mass, and length of all segments of the rigid body. These pa-
rameters are to be estimated within reasonable upper and lower limits. In a real
case, the anthropometric estimated BSP values could be used as the initial value
of this parameter, with the expectation that the optimization could overcome its
inaccuracy.
Integration of the equation of motion produces the value of θi, angular position
vector, of each segment at every sample time i where i ∈ {1, . . . , N}. The value of
xji and y
j
i are obtained from
xji =
j∑
k=1
lk cos θki , y
j
i =
j∑
k=1
lk sin θki ,
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where lk is the length of segment k and θki is the angular position of segment
k at the i-th sample time. This result is substituted into inequality (2) for the
constraints evaluation.
With proper choice of the value of S, the inequality constraints (2) function as
smoothing the computed data to the closest feasible value to the noisy historical
data over all sampling times. This could be achieved if the optimization choose
accurate value of BSP and torques which contribute to the evaluation of the posi-
tion coordinate of distal end of each segment. However, too small value of S (for
example less than N) may lead to infeasibility for the optimization routine via the
constraints (2). On the other hand if the value of S is too big, the solution may
be oversmoothed, allowing computed BSP and torques to not represent the actual
biomechanic subject motion. Since these inequality constraints (2) involve each
i-th sampling time, this requires the multiple characteristic time implementation
(details can be found in [3]) in these constraints. In the case of uniform sam-
pling time, this could simplify the constraint implementation in the optimization
software.
3 Results and Discussion
To investigate the effectiveness of the simultaneous kinematic data smoothing and
BSP estimation using dynamic optimization, the formulation is tested on a two
segment rigid body. The data is generated using MISER3.3 for two segments of
mass 1 and 0.5 kgs, length 1 and 0.5 metres repectively, with the assumption that
mass is uniformly distributed along the segment (center of mass 0.5 and 0.25 from
proximal end of each segment). The initial position of the segment is horizontally
straight with initial angular position θ1(0) = θ2(0) = 0. The generated torques are
carefully chosen to prevent body segments from falling rapidly due to gravitation.
The generated data which is in the form of angular displacement is transformed
into coordinates of the distal end of body segments. This is in order that data
resemble the real data that is obtained using video or camera, where the motion
of a kinematic subject is captured through limited indication marks pasted at the
distal/proximal end of each body segment. In addition, the noise should also be
imposed on this data to make it more realisticly represent the actual digitised data
and this could be done by rounding the data to a certain digit of significance. This
noisy data represent the xˆji or yˆ
j
i in inequality constraint (2).
As the total mass M of a biomechanic subject is usually known, an additional
equality constraint for the total mass can easily be formulated as:
n∑
i=1
mi −M = 0 (3)
At the beginning, the problem was computed using only two constraints (2) and
(3). However, the result was not convincing although the solution obtained in the
optimization is a regular point. The solution indicates that the moment of inertia
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of the first segment always hit the upper bound on this parameter, even though the
upper bound has been set unrealisticly large. Similarly, the center of mass for the
second segment also hit the lower bound even though it is set as close as possible
to zero. This condition should be avoided, because if the solution of the parameter
value is within the bounds, then the active constraints at the solution should be
only the total mass equation and the smoothing constraints. This motivates the
consideration for other possible constraints to prevent BSP bounds from becoming
active.
The first idea is to put constraints between the individual masses and the moment
of inertia of each segment as these are proportional. However, this constraint
depends on mass distribution on each segment. Two extreme cases are; the case
where all the mass is located in balance at each end of the segment which gives the
maximum value for moment of inertia (mL2/4) and the case where all the mass is
located at the center of mass which give the lower bound value of zero. The case
of uniform mass distribution is in the middle of the two. Assuming uniform mass
distribution, the following constraints are added
12Ii −miL2i = 0, i = 1, 2, . . . , n (4)
The radius to the center of mass and length are related by mass distribution too.
With all the mass at the center of mass, the radius can be anything from zero
to L. On the other hand, if all the mass is located at the two ends, the amounts
of mass at each end determine exactly the position of r. With a uniform mass
distribution, the center of mass is exactly at L/2 and this could be represented in
constraints as
2ri − Li = 0, i = 1, 2, . . . , n (5)
This means that the value of ri will depend on Li, whose values are determined
from the quadratic inequality constraints. The value of I is determined from the
sum of masses constraint. This gives the optimal control an additional interesting
work to accurately distribute the mass and the torques to each segment. As for
the real case, the distribution of mass in each body segment becomes another chal-
lenging formulation. After introducing all constraints in the optimization, the two
segment problem has two inequality constraints and five equality constraints (all 7
constraints). Hence, for an n segment problem, the overall number of constraints
is 3n+1, with n inequality constraints and 2n+1 equality constraints. Constraints
(3)-(5) represent 2n+ 1 equality constraints on 4n parameters.
The results of optimal control computation for this complete formulation are shown
in Figures 1-3. Figure 1 shows a comparison between the generated torque (as-
sumed as the actual torques) and torques computed via optimal control. As ex-
pected, the torques for the second joint follow the actual torques closely since they
are uniquely determined by the quadratic inequality constraint of the distal end of
the second segment. However, the computed torques of the first joint are further
from the actual torques because they are not only determined by the inequality
constraint to be satisfied, but also depend on the computed torques on the second
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Figure 1: Graph of comparison between smoothed and generated torques for 21
control parameters
link. Since the magnitude of the torque for the first segment is significantly larger
than for the second segment, the optimization does not seem to do much work to
minimize the torque for the second segment. Indeed, the figure show that the min-
imization is only done for the first torque and it let the second torque vary within
relatively smaller amplitude than the first torque. All of this result is obtained
using 21 piece-wise linear control for each control variable. In simulation, it is also
found that much better torques representation of generated torque could be ob-
tained by setting control derivative continuity exactly the same for both torques(7
parameter piece-wise linear control), as shown in Figure 2.
Figure 3 shows that the optimization has computed torques and BSP which pro-
duces the motion that is close to the ’real’ generated data. The smoothed distal
end coordinate of both segment one and two fluctuates with small amplitude and
low frequency near the real coordinate from generated data. With all constraints
active at the solution of the optimization (including the inequality constraints)
and none of the BSP parameter at their bounds, this state that the optimization
has found a regular point that smooths the motion with the current setting of σ2S.
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Figure 2: Graph of comparison between smoothed and generated torques for 7
control parameters
Table 1: Comparison of body segment parameters
First Segment Second Segment
BSP Actual Computed Actual Computed
Mass 1 0.9209 0.5 0.579087
Segment length 1 1 0.5 0.499722
Center of mass 0.5 0.500034 0.25 0.249861
Moment of inertia 0.08333 0.0767532 0.0104125 0.0120509
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Figure 3: Graph of distal end coordinate difference between smoothed and gener-
ated data
1204 Proceedings of ICAM05
  
S. Munzir, L.S. Jennings and M.T. Koh
This parameter is set as 0.000045 for the first segment and 0.000145 for the second
segment. The bigger value has to be assigned to the second segment inequality
constraint since it probably carry inherently the deviation (error) of the first seg-
ment in the left hand side of the constraint. This tendency has been obtained
during running of the problem, where small decrease for the S value of the 2nd
segment inequality constraints lead to infeasibility of this constraint. Increasing
either one or both of the S parameter values can lead to a solution which allows
the smoothed data to more deviate from the generated data and, if the increase is
too large, the BSP could hit their upper or lower bounds.
The difference between actual and computed length and center of mass of both
first and second segment is relatively small as shown in Table (1). However, this
is not the case for mass and moment of inertia. Mass of the first segment is sig-
nificantly smaller than the actual value because the optimization tend to choose
smaller torques at the cost of smaller mass and also moment of inertia. As the
result, because of the total mass constraint, it decrease significantly the mass of
the second segment. This happened because the magnitude of the torques on the
first segment is significantly larger than the second one.
Introducing noise to data was done through rounding to an accuracy of 0.005. This
created data with the maximum standard deviation between rounded and gener-
ated data σ of 0.0025. With 100 data points, this gives the maximum acceptable
σ2S is 0.000625 (assuming that S = N). To make the optimal control reasonably
smooth the noisy-rounded data while choosing acceptable BSP, the value of σ2S
should be slightly smaller than 0.000625.
From the active constraints we should be able to work out whether there is any
degeneracy between minimizing torques and the body parameter constraints. Since
the Jacobian of all active constraints (including body parameter constraints) is of
full rank (without rank deficiency) at the solution, it show that the solution is
a non-degenerate solution. At the moment the restriction on body parameters
bears no relation to the physics of the human body or of a robot. However for
the real experiment, this formulation may become an interesting phenomena to be
explored.
4 Conclusion
From the simulation result, it is shown that the problem of simultaneous estimation
of BSP together with torques that reproduce a biomechanic subject motion is an
under-determined constrained problem unless additional constraints on BSP are
added. It mean that, without additional BSP constraints, the optimization has
the flexibility to choose different kinds of mass distribution for each segment. This
provide a very significant clue to the implementation of this method to the real
biomechanic systems, where the formulation of BSP constraints become necessary
and yet challenging. It is also found that the objective function has a significant
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influence on the BSP selected in the optimization, especially the selected mass and
moment of inertia.
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REALISTIC  MATHEMATICS  EDUCATION  (RME) 
IN THE SUB-TOPIC OF DECIDING AN INVERSE 
FUNCTION 
(THE REVERSIBLE JOURNEY METHOD)  
 
SUDARMOYO, S.Pd. 
SMA Negeri 2 Kuningan, Indonesia 
 
Abstract. Realistic  Mathematics  Education  (RME)  in The Sub-Topic of Deciding An 
Inverse Function (The Reversible Journey Method) is an innovation in education that 
interlinks a function as journey to go and an inverse function as a journey to come back. 
The thinking framework can be simplified through this sketch : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
According to the writer’s experience in SMA Negeri 2 Kuningan, The result of 
applying Realistic  Mathematics  Education  (RME) in The Sub-Topic of Deciding An 
Inverse Function (The Reversible Journey Method) are as follows : (1) The teaching process 
proceeds more interactive, students are active and feel the teaching approach is more 
realistic. (2) Students feel that deciding an inverse function by “The Reversible Journey 
Method” is easier and faster. (3) Students’ success in deciding an inverse function by “The 
Reversible Journey Method” is good. 
1. INTRODUCTION 
1.1.  BACKGROUND 
Curriculum of 2004 (Competency Based Curriculum) has been valid nationally since 2004 
– 2005 academic year. But in fact, the process in mathematics education in school is still  
using the conventional approach (Active theacher and passive student). 
Some mathematicians think that the active and realistic mathematics educations are the 
requarements for the effective education. According to Prof. Hans Freudenthal’s that was 
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quoted by Zulkardi (2000), the basic phylosopies of realistic mathematics education are : 
(1) mathematics is a human activity, and (2) mathematics should be interlinked with 
someting real for the students.  
Therefore, the writer intends to share his experience and create the active and realistic 
mathematics educations, especially in the sub-topic of “deciding the inverse function 
formula” that is the mathematics material for class XI in the second semester. The title of 
this article is REALISTIC MATHEMATICS EDUCATION IN THE SUB-TOPIC OF 
DECIDING AN INVERSE FUNCTION (THE REVERSIBLE JOURNEY METHOD). 
1.2.  PURPOSE 
The purposes of writing this article are : (1) to give the contribution of thinking 
(sharing experience) with SMA Mathematics teachers in choosing the alternative of the 
realistic mathematics education, especially in the sub-topic of deciding the general 
formula of an inverse function, (2) to persuade SMA Mathematics theachers for having an 
innovation for the realistic mathematics education, and (3) to take part in mini-
symposium that is held by International Conference on Applied Mathematics (ICAM ‘O5) 
ITB. 
1.3. TARGET  
Through this articles, it is hoped that it can give the concrete illustration for the SMA 
Mathematics theacher about the steps of the realistic mathematics education, especially 
in the sub-topic of deciding the general formula of an inverse function. 
1.4. SCOPE 
This article, explains about : 
1. The definition of an inverse function. 
2. The explanation of sense of an inverse function. 
3. Deciding the general formula of an inverse function using the ordinary method. 
4. Deciding the general formula of an inverse function using the reversible journey 
method. 
5. The limitation in deciding an inverse function using the reversible journey method. 
6. The advantages of deciding an inverse function using the reversible journey method. 
 
2. MAIN PROBLEMS 
2.1. SENSE OF AN INVERSE FUNCTION 
2.1.1. The Definition of An Inverse Function   
a. If a function BAf →:  is stated by }and),{(: BbAabaf ∈∈ , the inverse of f  
function is ABf →− :1  will be decided by }and),{(: AaBbabf ∈∈ . 
b. A function BAf →:  has the inverse function ABf →− :1  that is a function, if 
only  f  function is a bijective function. 
c. The inverse of a function is not always a function. If the inverse of a function is a 
function, so the inverse will be called an inverse function. 
2.1.2. The Explanation of The Definition of An Inverse Function 
Look at the f  function with the formula 43)( += xxf  with the result that 
104)2(3)2( =+=f . Therefore, that f  function maps 2 to 10 (picture 1). How if we know 
the result, in the case above the result is 10, how do we decide the input? If there is a 
function that maps its f(x) return to x, it will be called inverse function (picture 2). 
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The problem is how to decide the formula of )(1 xf −  if the formula of )(xf  function 
has been known. 
2.2. DECIDING THE GENERAL FORMULA OF AN INVERSE 
FUNCTION. 
To decide the inverse of a function can be done by using same kinds of method. In 
this case, it will be explained deeply how to decide the inverse of a function using the 
reversible journey method. However, as the comparison, the first will be explained how to 
decide the inverse of a function using the ordinary method. 
2.2.1. Deciding The Inverse Function Using The Ordinary Method 
If f  and f -1 are function that are inverse one another, it means that 
xyfyxf =⇔= − )()( 1   (Picture.3).  
 
Deciding the inverse function formula using the ordinary method can be done by the 
steps as follows : 
a) Step 1 :  think that yxf =)( . 
b) Step 2 : state “ x  in y ”, the form of it is )(1 yf − . 
c) Step 3: substitute y  in )(1 yf −  with x  to get )(1 xf −  that is the inverse of 
)(xf . 
☺ Example 1. 
Decide the inverse of this function : 63)( −= xxf  
☺ Answer  : 
 
x  
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So, the inverse of 63)( −= xxf  is 
3
6)(1 +=− xxf . 
2.2.2. Deciding The Inverse Function Using The Reversible Journey 
Method 
To decide the inverse of a function using the reversible journey method, look  at picture 4 
below :  
 
 
 
 
 
 
                
 
 
 
 
 
 
 
 
From picture 4, it can be explained that )(1 xf −  can be got by doing the operation 
that is reversible with )(xf . This is called deciding the inverse using the reversible 
journey method.  
a).  Deciding The General Formula of The Inverse of A Linear Function 
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☺ Example 2. 
Decide the inverse of this function : 74)( += xxf  
☺ Answer :  
     74)( += xxf                   
4
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b).  Deciding The Inverse of A Square Function. 
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☺ Example 3. 
Decide the inverse of these functions :  
( i ) 5)3(7)( 2 −+= xxf  
( ii) 32)( 2 −+= xxxf  
(iii) 25164)( 2 +−= xxxf  
 
☺ Answer :  
( i ) ( ) 537)( 2 −+= xxf       3
7
5)(1 −+±=− xxf  
 
 
 
 
 
 
( ii) 32)( 2 −+= xxxf  
      ( ) 41)( 2 −+= xxf        14)(1 −+±=− xxf  
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c).  Deciding The Inverse of A Rational Function  
If      n baxxf +=)(     so 
a
bxxf
n −=− )(1  
 
 
 
 
      
☺ Example  4. 
Decide the inverse of these functions :  
( i ) 3 52)( −= xxf  
( ii) 5
7
43)( −= xxf  
☺ Answer :  
( i ) 3 52)( −= xxf            
2
5)(
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1 +=− xxf  
 
 
 
 
 
 
( ii) 5
7
43)( −= xxf                            
3
47)(
5
1 +=− xxf  
 
 
 
d).  Deciding The Inverse Function In Exponent Function  
 
If   
qpxaxf +=)(             so ( )
p
qxxf
a −=− log)(1  
  
 
 
 
☺ Example 5. 
Decide the inverse of these functions :  
( i ) 325)( −= xxf  
( ii) 
5
42)(
3 −=
x
xf  
☺ Answer :  
( i ) 325)( −= xxf   ( )
2
3log)(
5
1 +=− xxf  
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    x p     np      : p 
    +q     oo      -q 
xa log      pn      xa
    x 2     np      : 2 
    + 3     oo      - 3
xlog5      pn     x5   
    x 5     n\      : 5 
    -1     oq      +1
xlog2      pp      x2
    x 3     qo      : 3 
    +7     \n      -7 
 
( ii) 
5
42)(
3 −=
x
xf   
3
)45log()(
2
1 +=− xxf  
 
 
 
e). Deciding The Inverse Function In Logarithm Function  
  If )log()( qpxxf a +=                               so 
p
qaxf
x −=− )(1  
 
 
   
☺ Example 6. 
Decide the inverse of these functions :  
( i ) )32log()( 5 += xxf  
( ii) 7)15log(.3)( 2 +−= xxf  
☺ Answer : 
( i ) )32log()( 5 += xxf                  
2
35)(1 −=−
x
xf  
 
 
( ii) 7)15log(.3)( 2 +−= xxf                                
5
12)(
3
7
1 +=
−
−
x
xf  
 
 
 
f).  Exercise 
Decide the inverse of these functions : 
1). 36)( += xxf  2). 2)( 31 −= xxf  
3).  3)1(2)( 2 ++= xxf  4). 5)2()( 231 +−= xxf  
5). 64)( 2 ++= xxxf  6). 764)( 2 +−= xxxf  
7). 32)( 24
1 −+= xxxf  8). 5 23)( += xxf  
9). ( )3134)( −= xxf  10). 
6
32)( += xxf  
11). 3
5
4
)23()( += xxf  12). 5213)( += xxf  
F 
U 
N 
C 
T 
I 
O 
N 
I 
N 
V 
E 
R 
S 
E
F 
U 
N 
C 
T 
I 
O 
N 
I 
N 
V 
E 
R 
S 
E
 
F 
U 
N 
C 
T 
I 
O 
N 
 
I 
N 
V 
E 
R 
S 
E
  x 3 nq       : 3 
  x2  op      xlog2  
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13). 
3
65)(
42 −=
+x
xf  14). 
5
23)(
2)52( +=
−x
xf  
15). )65log()( 2 −= xxf  16).  53 12log)( −= xxf  
17). ( ) 4)32log(3)( 5 −−= xxf  18).  ( ) 75)4log(4)( 23 +−+= xxf  
 
2.3. THE LIMITEDNESS IN DECIDING AN INVERSE FUNCTION 
USING THE REVERSIBLE JOURNEY METHOD 
    The limitedness in deciding the inverse of a function using the reversible journey 
method is that it cannot be used for deciding the inverse formula of 
qpx
baxxf +
+=)(  
(rational function). So that, it is suggested to use the ordinary method in deciding the 
general function of 
qpx
baxxf +
+=)( . By using the ordinary method, we can get the general 
inverse function of 
qpx
baxxf +
+=)( , it is 
apx
bqxxf −
+−=− )(1 . 
 
 
2.4. THE ADVANTAGES OF DECIDING AN INVERSE FUNCTION 
USING THE REVERSIBLE JOURNEY METHOD 
According to the writer’s experience in trying to teach how to decide the inverse 
function using the reversible journey method in class XI second semester in SMAN 2 
Kuningan, the advantages are :  
1. The process of mathematics education run more interractive, the students are active 
and feel that the teaching approach is more realistic. 
2. The students feel that deciding the inverse of a function using the reversible journey 
method is easier and faster. 
3. The students’ succes in deciding the inverse of a function using the reversible journey 
method is good. More than 75 % of students can decide the invers of the function 
that are equivalent with the exercise in this article using the reversible journey 
method. So, the process of mathematics education is more effective. 
3. CLOSING 
3.1. CONCLUSIONS 
According to the explanation in chapter II, we can get the conclussion, as follows :  
2. Deciding an inverse of a function using the reversible journey method can be one of 
the alternatives in creating the active and the realistic education, so that it will be 
more effective.  
3. It is suggested to use the ordinary method because of the limittedness in deciding 
the inverse of a function using the reversible journey method for deciding the inverse 
formula of 
qpx
baxxf +
+=)(  (rational function) 
4. The advantages of deciding the inverse of a function using the reversible journey 
method : (1)  The process of education run  more interactively, the students are 
active, and feel that the teaching approach is more realistic; (2) Students feel that 
deciding the invers of a function using the reversible journey method is easier and 
faster, and (3) The students’ miscarriage of studying increases.  
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3.2. SUGGESTIONS 
According to the explanation in chapter II and the conclussion above, the writer would 
like to suggest as follows : 
1. In deciding the inverse of a function using the reversible journey method, it is 
suggested to the SMA Mathematics teachers to deliver the explanation using the 
following order : (1) give the Definition of  Inverse Function; (2) explain the sense of an 
invers function; (3) decide the inverse function using the ordinary method; (4) decide 
the inverse function using the reversible journey method; (5) explain the limitedness; 
and (6) explain the  advantages. 
2. Mathematics teacher, is better to act as the facilitator and make the condition in 
studying mathematics is active and realistic so that the process of education can be 
more effective. 
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Abstract. Most of Indonesian mathematics teachers use expository method in teaching 
mathematics and depends on books. Their students are passive receivers, they listen to 
teacher’s explanation/demonstration, practice some exercise, and take evaluation/ 
examination. As a result, student have no enough chance to express their original idea, 
use mathematics to solve daily problems, discus with his tablemates, show his genuine 
result in his class, and think alternatively. Situation of instructional as preceding 
mention have to change continuously and gradually. One of the good alternative to 
make mathematics instructional more effective and useful is Realistic Mathematics 
Education (RME).   
To change instructional approach from traditional tends to RME, we have to improve 
quality and knowledge of teacher and provide appropriate teaching material. The main 
programs of RME implementation are (1) teachers and materials preparation, (2) 
collaboration between teachers and lectures, and (3) exchange experience among 
participants.   Based on the experience, it needs at least one year to make teacher 
understand about RME principles. Basically, teacher faces many obstacles in the first 
half year and the longer it takes the better the result.   
Keywords: RME, instructional approach 
 
1. Why do we need RME?  
Suyono (1996), in Dian Armanto (2002), found the weakness of teachers due to 
teachers’ competency in pedagogical aspect. The weakness are teachers (1) have low 
ability in using variety of teaching methods, (2) teach the basic skills only for 
answering test (teaching for test), and (3) teach using conventional methods with less 
of considering the logical and critical thinking. Generally, this result agrees with the 
ultimate experience below.  
In the middle of July 2005, forties elementary school teacher from Grobrogan District 
of Middle Java visit Mathematics Education of Yogyakarta State University and all of 
them never hear RME before. Through discussion, the conclusion was the orientation 
of many elementary mathematics teachers is as follows.  
(1) Teacher tends to act their students as an object instead of subject in instructional 
mathematics process. Student is a passive receiver.  
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(2) Teachers have very strong authority in developing mathematics students. In that 
case, there is a less of developing student idea. Student only imitates teacher’s 
strategy and they rarely use different way because of fear factors.     
(3) Teacher orientation in instructional process is subject mater (subject oriented).  
(4)  Teacher opinion in teaching mathematics is student is as an empty bottle where 
teacher can pour his knowledge.   
(5) Mathematics is only as a tool not as a human activity.        
The preceding problem due to the final goal of mathematics education is success in 
examination. On the other hand, Turmudi (2001) said learning is a process not result. 
To change the culture of teaching learning, we do need new paradigm of mathematics 
education, as like Realistic Mathematics Education (RME). In RME, students learn to 
understand contextual problems and solve them, develop communication skill, to 
exchange idea, to develop mathematical knowledge, and to formulate appropriate 
strategies.  R.K. Sembiring (2003) has wrote that these characteristics of RME are 
called Democratic Teaching and meet with democratic principle of Indonesia nation. 
Education that emphasizes student provides the controlled freedom. In that case, the 
student will get much learning experiences compare with if teacher arranges all 
student-learning routes in high discipline (Djohar, 1999). Since four years ago, RME 
have been tried out in limited elementary school. The main problem is how to 
disseminate and implement RME on broad scale.  This paper will not discuss/ 
overcome this very big challenge.  
Indonesia government, through Education Ministry, has launched the new 
mathematics curriculum since 2004. The curriculum is based on student competency 
and urges mathematics teacher to use environment context.  In RME, context becomes 
starting point in every mathematics lesson. Jan de Lange (1987) classified/categorized 
the context in three orders, i.e. (1) context involves mathematical operations, (2) 
context motivates student to organize idea, to find relevant mathematics, and to solve 
problem solving, and (3) context becomes a tool of introducing or developing 
mathematics model or concept.  
In order to gain the main aims of the 2004 curriculum, the conventional teaching and 
learning process that disregard process and students’ creativity needs to be changed to 
another approach where the teacher challenge the students with contextual 
mathematics problems and to another classroom culture that encourages and 
facilitates learning.   
Through using various role of context in teaching learning of mathematics with 
implementing RME in school, student can reach not only soft knowledge of 
mathematics but also mathematical literacy. The PISA (2003) defines that 
mathematical literacy is an individual’s capacity to identify and understand the role 
that mathematics plays in the world, to make well-founded judgments and to use and 
engage with mathematics in ways that meet the needs of that individual’s life as a 
constructive, concerned and reflective citizen.  
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2. Changing Instructional Approach 
Almost all of mathematics teacher in early grade of primary school is educated in old 
way or in traditional approach. This evidence causes obstacles in running new 
instructional approach, especially in RME. The obstacles relate to make general plan of 
lesson, look for meaningful and useful contexts, create manipulative teaching aids, 
open the instructional in class, encourage student to compose idea, accept alternative 
notion of pupils, understand informal mathematics language of students, and evaluate 
process and result of instructional activity. Prerequisite of RME implementation is as 
below.  
The main results of  Sutarto’s dissertation (2002) are the success of RME in Indonesia 
influenced by these aspect: (1) the provision of RME curriculum materials, (2) the 
implementation RME to mathematics instruction in micro scale (in class), (3) the 
change of teachers’ belief that teaching mathematics means guiding students to learn 
and doing mathematics, and (4) the change of students’ attitude from passive receiver 
to active learners who have ability in thinking mathematically and to do mathematics. 
From all aspects mentioned above, teacher position is strategic, prominent, and 
important to influence the successful of RME implementation. Therefore teachers 
should become agents of the innovation, they can make plan, organize system, prepare 
instructional aid, create manipulative tool, support and maintenance role of student in 
class, raise student creative idea, and evaluate process by them self. Gravemeijer 
(1994) divides the levels of teacher changing in three grades, i.e. (1) use of material, (2) 
educational activities, and (3) beliefs.   
For educational activities in teaching mathematics, there are five RME 
tenets/principles (Leen Streefland, 1990). These are  
(1) Constructions stimulated by concreteness 
(2) Developing mathematical tools to move from concreteness to abstraction. 
(3) Stimulating free productions and reflection. 
(4) Stimulating the social activity of learning by interaction. 
(5) Intertwining learning strands in order to get mathematical material structured.
  
As mention above, teacher is an important person.  These pictures illustrate some 
tenets of RME in introducing second concept for 2nd grade students, see figure 1. 
Teacher asks student to measure how long they can open his eyes without wink (figure 
2) and  use one hand to support weight books without fall down (figure 3), they learn 
by interaction in small group, and ask student to make a report (figure 4).         
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       Fig. 1. Starting Point with Daily Evidence          Fig. 2. Wink of His Eyes 
   
             
      Fig. 3. Learning by Interaction   Fig. 4. Student’s Report 
The activity using manual clock can be related or intertwined with some others 
concepts such as follows.  
(1) Circle and its properties 
(2) Number factor (of 60)  
(3) Conversion concept between minute and second 
(4) Basis notion (of 60)  
(5) Algebra operations 
(6) Fractional number 
The teaching learning activities above show that changing instructional approach begin 
move from traditional to RME. Furthermore, some teachers brave in taking his initiates 
not only depends on script. One of the teacher said “I try to understand content of 
teacher’s book, some time I do not follow all due do situation, facilities, student ability, 
and local context.”  For an example, he done mathematics lesson in open hall. He 
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asked 42 second grade students to make small circle where every small circle consist 
of exactly 4 pupils.  
Teacher: “How many small circle we have?” 
Student: (Counting) “ten” 
Teacher : “How many pupils are not in circle?  
Student : (Watching around) “two, sir!” 
Teacher : “It means, how many students are in circle?” 
Student : (Thinking) “Forty!” 
Teacher : “How do you get 40?” 
Student: “Because there are 10 circle and every circle consist of 4 pupils. 
Because of that 10 × 4 = 40.” 
Teacher: “Therefore, from 42 students we make circle. Every circle consists of 
exactly 4 students. How many small circle we have?” 
Student: “10.” 
The activity was actually very meaningful and useful. Students not only though 
mathematically but also doing a fun activity. But teachers did not explore meaningfully 
and effectively in order to get student’s genuine strategy/idea. Student’s answer were 
very formal mathematics, no students used his in-formal mathematics language. Some 
examples of advanced question that can be presented by teacher are as follows.  
(1) “Please you present how to get the answer, you can use anyway like drawing, 
adding, jumping in empty number line, or others.”  
(2) “If every circle consists of exactly 5 pupils, how many circles do you have and how 
many pupils are not in any circle?” 
(3) “If every circle consists of exactly 6 pupils, how many circles do you have and how 
many pupils are not in any circle?” 
(4) “All of you will go to festival by becak. The load of every becak is no more than 4 
pupils. How many becak you need?”  
In the teaching multiplication teacher used many context. Various contexts that were 
used by teacher in multiplication lesson can be seen in the picture 5, 6, 7, and 8.      
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 Fig. 5. Environment Context   Fig 6. Vendor Context 
 
  
       Fig. 7. Box Context              Fig. 8. Book Formation Context 
  
It indicates that teacher realizes and knows that student cannot trace many routes of 
learning mathematics from real world problem to mathematics world. There are a lot of 
student’s learning trajectories. One of the student’s routes is illustrated in figure 9 
(Turmudi, 2001).  Letter A means real world and B represents mathematics world. 
Frans Moerlands describes iceberg model in four stages: (1) mathematical world 
orientation, (2) model material, (3) building stones (number relation), and (4) formal 
notation.  
 
 
 
 
 
Figure 5. One Example of Student’s Learning Route in RME 
A
B
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In Indonesia, RME becomes an embryo of Pendidikan Matematika Realistik Indonesia 
(PMRI). The main programs of PMRI (RME) implementation are: 
(1) Teachers and materials preparation. Until 2005 years, it has been written seven 
PMRI (RME) books by scriptwriters from four different universities. The books are 
for 1st grade until 4th grade of elementary school. The books are as sources for all 
attached PMRI (RME) school. Futhermore, some teachers brave to create others 
activities and or others worksheets for their lesson.  
(2)   Collaboration between teachers and lectures in the forms (a) lecturers goes to 
class to observe and (b) meeting periodically among the teachers and lecturers to 
discuss the implementation of PMRI (RME) principles. Based on the experience, it 
needs at least one year to make teacher understand about RME principles, it 
depends on the teacher himself, the more active is the faster. Generally, almost all 
teachers face many obstacles in first half year and the longer it does the better the 
result..  
(3)   Exchange experience among participants that conducted by every university or 
Team of PMRI. The good slogan is “form teacher, by teacher, and for teacher.”  
 
3. Conclusion 
 RME is good approach in teaching learning of mathematics and can supports 
implementation of “Curriculum 2004.” Basically, teachers have ability to change from 
their traditional approach to RME. Among five tenets of RME, the most difficult 
principle is stimulating free production and the easiest one is stimulating social 
activity of learning by interaction. It needs at least one year to master all of the RME 
tenets.  
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Abstract: In this paper, the authors will evaluate the excellence of 
lecturers in teaching by using the fuzzy set decision making approach. 
The approach outlined here is based on the fuzzy sets theory with the 
objective of putting the data available on teaching evaluation scores to 
decide the most excellent faculty and department. The study employed 
a questionnaire which consists of five major constructs of teaching 
and learning for evaluating the teaching scores of lecturers. The 
questionnaires were distributed to students by general staff at the end 
of every semester for three consecutive semesters. Fuzzy decision 
making approach was used to analyze the data from one hundred and 
twenty three lecturers from a public university in the east coast of the 
Malaysian Peninsula. The evaluation procedures and the use of 
decision making approach pertaining to the fuzzy word ‘excellent’ will 
be discussed in this paper.  
 
1. Introduction 
 
In daily working environments, the superior always stresses the important of 
excellence in all aspect works tendering to produce the maximum productivity or 
working outputs. Every single worker stretches their effort to fulfil organisational 
objectives gearing toward excellence.  In spite of positive attributes derived from the 
fruits for an excellence works, the word of excellence is very hard to define and does 
not have clear boundaries. Some people would suggest excel in job might be measured 
in term of mass volume of productivity and for the others it is just a measurement of 
quality.  Still, the excellence would be varied in their definitions and measurements 
but undoubtedly it plays an enormous role in shaping organisations.  
 
Comes to narrow the excellence in the organisation of higher learning. Excellence 
appears to be one of the most commonly used words among modern higher education 
institution. There are many attributes governing the excellence at a university or 
institute of higher learning.  One of the much-talked issues recently was the quality of 
academic staff.  Academic staff must propel excellent in delivering knowledge and 
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information to students. They are expected not only to give their best in teaching but 
more importantly they must give a sense satisfaction to their main customers i.e. 
students. Centra (1993) provided a comprehensive list about the characteristics of 
excellent in teaching. These include good organisation of subject matter, effective 
communication and positive attitude toward students. These are among the very 
common attributes in determining excellent in teaching at a university. In view of 
laymen, these attributes are very clear in definition and understandable. Putting in a 
different perspective, what attributed to the excellence does not have a clear cut 
definition, vague and very subjective. Logically, this implied that the word excellence is 
also vague and very difficult to give in an exact definition. Despite the subjectivity of 
explaining excellence, there was a mathematical theory which can suits with the 
unclear boundaries and subjective in nature. The fuzzy sets theory was created in 
response to the need to have a mathematical measurement of excellence. Indeed, it 
was very fortunate that the fuzzy sets theory provides a framework that cope with 
uncertainty in language, that is, subjective uncertainty (Mukaidono, 2001) 
 
Zadeh (1965) attempted to provide a mathematical model that would better suits to 
these situations. Fuzzy set theory has become a branch of mathematics that 
generalises the concepts of sets to provide better tool for dealing with the sort of 
situations that looks fuzzy.  Zadeh (1965) proposed the idea of a fuzzy set A. A fuzzy 
set is one to which objects can belong to different degrees called grades of membership. 
Grade of membership represents the level of confidence that descriptions of words are 
true.  
 
A collection of objects (universe of discourse) U has a fuzzy set A described by a 
membership function µA that takes the value in interval [0, 1],  µA ∈ [0,1]. Thus, A 
can be represented as:  A → µA(u)/u, where u ∈  U . The degree to which u belongs to A 
is given by membership function µA. The range of membership function is [0, 1] and 
this degree of U shows its confidence level.  
 
If  µA(x) = 1, then x  is completely in the set A and if 0 < µA < 1, then x is in the set A 
with µA(x) as degree of memberships. If  µA(x) is nearer to 1, then the higher degree of 
membership element x in set A. Conversely, if µA(x) is nearer to 0, then the degree of 
membership of element x in set A is lower.  
 
It is always said that the formal mathematical knowledge comes from the very 
exactness of the science of mathematics. Hence, there is no possible space in 
mathematics for any lack of definition or vagueness. But the excellence of teaching 
that the lecturers possessed and assessed by the other parties is usually subjective, 
characterised by a different degree of depth of the excellence. This suggests the 
application of the fuzzy sets theory in measuring the excellence in teaching and could 
be very promising tool to search the highest degree of excellence. Therefore, the 
purpose of this study attempts to apply a fuzzy set decision making approach to 
measure the excellence of teaching in a public university.  
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2. Decision Making by Intersection of Fuzzy Goals and 
Constraints.  
 
Decision making is characterised by selection or choice from alternative which are 
available (Bojadziev, 1999). In the process of decision making, specified goal have to be 
attained and specified constraint have to be fulfilled. For the purpose of making 
decision, consider a simple model consisting of a goal described by a fuzzy set Ğ with 
membership function µĞ(x) and a constraint described by a fuzzy set Č with 
membership function µČ(x), where x is element of crisp set of alternatives Ăalt. By 
definition (Bellman and Zadeh, 1970) the decision is a fuzzy set Ď with membership 
function µĎ(x) expressed as intersection of Ğ and Č.  
 
 Ď = Ğ ∩  Č = { x. µĎ(x)/ x ∈  [ d1, d2].     µĎ(x) ∈ [0, h≤  1]   (2.1) 
 
It is a multiple decision resulting in selection the crisp set [ d1, d2] from the set 
alternatives Ăalt.: µĎ(x) indicates the degree to which any x ∈ [ d1, d2] belongs to the 
decision Ď. A schematic representation is shown on Fig. 1 when x ∈  Ăalt ⊂  R and Ğ 
and Č have monotone continuous membership functions.  
 
 
        µ 
 
 
     1   Č      Ğ 
 
 
    h 
 
 
    Ď 
 
 
 
    0  d1 x max              d2 
 x 
     
Fig.1: Fuzzy goal Ğ, constraint Č, decision Ď,  max decision x max. 
 
Using membership functions and operation intersection on fuzzy sets, formula (2.1) 
gives 
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 µĎ(x) = min(µĞ(x), µČ(x)),  x ∈  Ăalt       (2.2) 
 
The operation intersections is commutative, hence the goal and constraint in (2.1) can 
be formally interchanged, i.e. Ď = Ğ ∩  Č = Č ∩  Ď. According to Bojadzied (1999), in 
real situation, goal can be considered as constraint and vice-versa. Sometimes there is 
no need to specify the goal and constraint. It can simply be called as objectives or 
aspects of a problem.  
 
Usually the decision makers want to have crisp result, a value among the elements of 
set  
[ d1, d2] ⊂  Ăalt which best or adequately represents the fuzzy set Ď. That  requires 
defuzzification  of Ď. It is natural to adopt for that purpose the value x from the 
selected set [ d1, d2] with highest degree of membership in the set Ď. Such a value x 
maximises  µĎ(x) and is called maximising decision (Fig. 1) . It is expressed by  
 
 x max = {x/max µĎ(x)= max min (µĞ(x), µČ(x))}    (2.3) 
 
The process of decision making is shown as a block diagram on Fig.2. 
 
 
 
           = 
 
 
 
Fig. 2: Process of decision making by intersection 
 
Formulas (2.1) - (2.3) have been generalised for decision making model with many 
goals and constraints (Bellman and Zadeh, 1987). For n goals Ği  ,i = 1, …….n,   and m 
constraints, Čj  , j= 1,……….m, the decision is 
 
 Ď  = Ğ1  ∩  ………Ğn ∩  Č1  ∩……..∩ Čm,     
 (2.4) 
  
the membership function of Ď is 
 
 µĎ(x) = min (µĞ1(x),……… µĞm(x), µČ1(x),……. µČm(x)),    (2.5) 
  
and the maximising decision is given by  
 
 x max = {x/ µĎ(x) is max}       (2.6) 
 
A case study of evaluation of teaching at a university is presented by using the process 
of decision making in fuzzy environment. The decision process was adopted from Case 
Goal, Ğ 
Constraint, Č 
Alternatives, Ăalt 
Intersection, 
Ğ ∩  Č 
 
Fuzzy 
decision, 
Ď 
Maximising  
decision, 
 x max 
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Study 9 based on material in the book by Li and Yen (1995) on the evaluation of 
learning performance. 
 
3. Measuring the Excellence in Teaching: A Numerical 
Example 
 
An application of fuzzy decision making is sought to decide the highest degree of 
excellence in a case study of teaching evaluation at a small yet young university in the 
East Coast of Peninsular Malaysia.  As a newly established university, there were two 
main faculties in operating. In this study, a fuzzy decision making will be conducting to 
decide the better performer of excellence in teaching between two faculties. To avoid 
discriminations and prejudices, these two faculties were named as f1 and f2. In the 
faculty of f1, there were seven departments while the faculty of f2 was roofing five 
departments. Also, the decision will be made to decide the most excellent department 
in teaching at the faculty of f1 and f2.  
 
Scores of the evaluation of teaching were collected from a questionnaire. This 
questionnaire was distributed to students by general (non-academic) staff at the end of 
every semester for three consecutive semesters. The questionnaire focuses on five 
major constructs of teaching and learning categorized as,  
a_: Planning and preparation of teaching, 
b_: Lecture room/lab teaching, 
c_: Preparation of teaching resources,  
d_: Course evaluation system, and  
e_: Relationship between student-lecturer.  
 
Answers given by respondents were on a four-point scale (4=most agreeable to 1=least 
agreeable).  A total of 123 courses/lecturers were sampled and all the data were 
analysed using a fuzzy set decision making approach. Since this paper focuses on the 
methods of decision making hence details of five constructs were not to be elaborated. 
A total score for every construct was calculated by adding sub-scores of items before 
converted to percentages. The total score of every construct represents the excellence 
of samples in teaching. Excellence in teaching must be defined prior to the 
computation procedures.   
 
3.1 Definition of excellence in teaching 
 
Excellent in teaching was measured based on five constructs. Excellent is a linguistic 
label which described separately into two trapezoidal numbers. Excellent in constructs 
of a_, d_ and e_ (E a_d_e_)  is defined  as Fig. 3(a) while excellent in constructs of b_ 
and c_ (E b_c_) is defined as Fig. 3(b) using part of trapezoidal numbers on the 
universe [0, 100] of scores.  
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µ            µ 
 
  E a_d_e_     E b_c_ 
1            1 
 
 
                                                                                     
 
 
 
 
     x     
    x        80  95      100   80     90
     100 
  (a)       (b) 
 
Fig. 3 (a) Excellent in constructs of a_, d_ and e_ ,  Fig. 3 (b) Excellent in constructs of 
b_ and c_ 
 
Using the trapezoidal fuzzy numbers, the membership functions of excellent in 
constructs a_, d_, and e_ is defined as  
    
 
µ Ea_d_e_(x)  =   ⎪⎩
⎪⎨
⎧
≤≤
≤≤
≤≤
100   x   95for         1                
95  x  80for                      
80 x  0for          0                
15
80-x 
 …………………………(3.1) 
 
 
 
while trapezoidal number is defined on excellent in construct b_  and c_  by 
 
 
µ E b_c_(x)  =   ⎪⎩
⎪⎨
⎧
≤≤
≤≤
≤≤
100   x   90for         1                
90  x  80for                      
80 x  0for          0                
10
80-x 
 ………………………………..(3.2) 
 
These two definitions definitely offer a different grade of membership for every 
construct. For instance,   if total score in evaluation of teaching of a faculty is 85 in 
constructs a_ , d_, and e_, then it has grade of membership 0.33 in the set E a_d_e_ 
while the same score in construct b_ and c_ has grade of membership 0.50 in the set E 
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b_c_. Details of the computation procedures and results will be explained in the 
following section.   
 
3.2 Results and Computation Procedures. 
 
As stated in the first paragraph of this section, there are three decisions will be made. 
Computation procedures to reach the decisions will be presented in three sub-sub-
sections as follow.  
 
3.2.1 Which faculty has performed excellent in teaching better 
than the other?   
 
Total scores of five constructs in every faculty were converted into percentages.  The 
conversion must be made to conform to the definition of excellent (section 3.1). The 
total scores in every faculty presented on Table 1.  
 
Table 1: Total Scores in Five Constructs of Teaching at Faculty of f1 and f2. 
 
The set of alternatives is Aalt  = { f1, f2}.  
Substituting scores in constructs a_, d_ and e_ into (3.1) and those in constructs b_ 
and c_ into (3.2) gives the degree of excellence corresponding to the scores. They are 
shown in Table 2.  
 
Table 2: Degree of Excellent in Five Constructs of Teaching at Faculty of f1 and f2 
 
 
 
The degree of excellence attached to each faculty produce the fuzzy sets of excellence in 
five constructs of teaching evaluation.  
Excellent in a_  
Ğ1 = {(f1, 0.52), (f2, 0.88) 
Excellent in b_ 
Ğ2 = {(f1, 0.60), (f2, 0.79)} 
Excellent in c_ 
Ğ3 = {(f1, 0.59), (f2, 0.98)} 
Excellent in d_ 
Ğ4 = {(f1, 0.51), (f2, 0.71)} 
Constructs/ 
Faculty 
a_ b_ c_ d_ e_ 
f1 87.84 86.01 85.88 87.61 88.84 
f2 93.14 87.98 89.75 90.62 90.85 
Construct/ 
Faculty 
a_ b_ c_ d_ e_ 
f1 0.52 0.60 0.59 0.51 0.59 
f2 0.88 0.79 0.98 0.71 0.72 
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Excellent in e_ 
Ğ5 = {(f1, 0.59), (f2, 0.72)} 
 
The decision formula (2.4) gives 
 
 Ď  = Ğ1  ∩ Ğ2 ∩  Ğ3  ∩  Ğ4 ∩  Ğ5 ,   
      = {(f1, 0.51), (f2, 0.71)}. 
 
 
Hence the conclusion is that f2 i.e. faculty of f2 with the degree of membership o.71 in 
Ď is excellent in teaching better than f1.  
 
Similar computation procedures could be used to decide the best department at the 
faculty of f1 and f2. 
 
3.2.2 Which department at the faculty of f1 has performed the 
most excellent in teaching.   
 
Total scores of five constructs segregated to the seven departments denoted as s1, s2, 
s3, s4, s5, s6, s7 and converted to percentages as shown in Table 3.  
  
Table 3: Total Scores in Five Constructs of Teaching at Departments of f1  
 
Substituting scores in constructs a_, d_ and e_ into (3.1) and those in constructs b_ 
and c_ into (3.2) gives the degree of excellence corresponding to the scores. They are 
shown in Table 4.   
 
Table 4: Degree of Excellent in Five Constructs of Teaching at Departments of f1  
Construct/ 
Departments 
a_ b_ c_ d_ E_ 
s1 89.28 88.46 88.77 90.03 90.57 
s2 89.87 87.16 89.30 89.36 85.78 
s3 88.35 87.15 85.32 82.79 87.61 
s4 86.95 85.30 82.90 87.75 89.64 
s5 88.45 84.15 85.64 88.56 90.60 
s6 85.85 84.02 87.92 86.03 89.41 
s7 87.39 86.81 86.07 86.35 87.02 
Constructs/ 
Departments 
a_ b_ c_ d_ e_ 
s1 0.62 0.85 0.88 0.67 0.70 
s2 0.66 0.72 0.93 0.62 0.39 
s3 0.56 0.72 0.53 0.19 0.51 
s4 0.46 0.53 0.29 0.52 0.64 
s5 0.56 0.42 0.56 0.57 0.71 
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The decision formula (2.4) gives 
 
      = {(s1, 0.62), (s2, 0.39), (s3, 0.19), (s4, 0.29), (s5, 0.42), (s6, 0.39), (s7, 0.42)} 
  
Hence the conclusion is that s1 i.e. department of s1 with the degree of membership 
0.62 in Ď is the most excellent in teaching. 
 
3.2.3 Which department at the faculty of f2 has performed the 
most excellent in teaching.   
 
Total scores of five constructs in departments of m1, m2, m3, m4, m5 were formulated 
into percentages. The total scores of each department at faculty of f2 are presented in 
Table 5.  
 
Table 5: Total Scores in Five Constructs of Teaching at Departments of f2  
 
Substituting scores in constructs a_, d_ and e_ into (3.1) and those in constructs b_ 
and c_ into (3.2) gives the degree of excellence corresponding to the scores. They are 
shown in Table 6.   
 
Table 6: Degree of Excellent in Five Constructs of Teaching at Departments of f2  
 
The decision formula (2.4) gives 
 Ď = {( m1, 0.65), (m2, 0.55), (m3, 1), (m4, 0.59), (m5, 0.59)} 
 
s6 0.39 0.40 0.79 0.40 0.70 
s7 0.49 0.85 0.61 0.42 0.39 
Constructs/ 
departments 
a_ b_ c_ d_ e_ 
m1 90.91 86.45 89.85 91.28 90.78 
m2 92.66 85.48 86.01 89.83 88.27 
m3 96.66 93.49 94.03 95.06 95.37 
m4 92.80 86.87 90.02 88.90 90.68 
m5 92.78 89.16 91.07 88.92 90.75 
Constructs/ 
faculty 
a_ b_ c_ d_ e_ 
m1 0.73 0.65 0.98 0.75 0.72 
m2 0.84 0.55 0.60 0.66 0.55 
m3 1.00 1.00 1.00 1.00 1.00 
m4 0.85 0.69 1.00 0.59 0.71 
m5 0.85 0.92 1.00 0.59 0.72 
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Hence the conclusion is that m3 i.e. department of m3 with the degree of membership 1 
in Ď is the best score in teaching evaluation at the faculty of f2.  
 
4. Remarks and Conclusions 
 
Look at a glance of the final results that presented in this paper, one might think of 
other approaches which might easier rather simpler methods to decide the best 
performer. Normally in any decision involving integers, research people tend to find the 
mean scores and standard deviations. Value of mean as a central value of the whole 
data sometimes is not very accurate to reflect the distribution of data. This is especially 
more complex if each group of data carry a different weight and definition. This paper 
has shown an alternative method in finding the best performer. Limitations about the 
nature of a mean value and the unclear definition of excellence give a chance to fuzzy 
decision making approach to be applied in. Decisions do not only stopped at the 
highest degree of membership but also can be ranked accordingly. Ultimately, decision 
making in fuzzy environment offers an alternative mean to highlight the best among 
the rest.  Another good example of the fuzzy synthetic decision in assessing the 
performance of university teachers’ in Taiwan can be looked further from Ying and Ling 
(2002).    
 
From the computations of the previous section, it becomes evident that the use of fuzzy 
sets theory in decision making environment leads to useful numerical hierarchy which 
can give an effective indicator to the decision makers. It becomes also evident that the 
same method with appropriate goals and constraints could be used in many other 
decision making environments. An analogous application in selection for building 
construction can be retrieved from Novak (1989).   
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