Abstract
Introduction

23
The Singular Spectrum Analysis (SSA) technique is a nonparametric time series 24 analysis and forecasting technique which is transforming into an increasingly pop-25 ular method for noise reduction and forecasting. Whilst it is not the objective of 26 this paper to review all applications of SSA, we cite few of the recent articles as 27 evidence of the increasing popularity of SSA (see for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ). In brief, the 28 SSA technique seeks to decompose a time series to identify the trend, signal, har-29 monic components and noise, and thereafter reconstructs a new, filtered time series 30 which can be used for forecasting future data points [15] . In comparison to classical 31 time series models, the SSA technique has the advantage of not been bound by the 32 parametric assumptions of stationarity or normality [15] which are highly unlikely 33 to hold in the real world.
34
The interest of this paper lies in the evaluation and comparison between the two 35 were not optimal in terms of the selection of SSA choices, where the term choices 48 refers to the parameters of a given SSA model [18] .
49
In order to provide a more reliable comparison between the SSA forecasting 50 algorithms, this paper adopts the basic SSA-V and SSA-R models with optimal 51 choices [10, 20] , along with an application into forecasting 100 real time series. These The remainder of this paper is organized as follows. Section 2 describes the meth-59 odology underlying the SSA-R and SSA-V optimal forecasting algorithms whilst 60 Section 3 is dedicated towards introducing the real data sets used in this paper.
61
Section 4 reports the empirical results which includes the outcome from the sim-62 ulation study and results following the application to real data, with the paper 63 concluding in Section 5. 64 
Methodology
65
In this section we present the SSA-R and SSA-V optimal forecasting algorithms. In 66 doing so we mainly follow [10, 20] . 
where y i (i = 1, . . . , N ) creates the reconstructed series (noise reduced series) and 105 vector A = (α L−1 , . . . , α 1 ) is computed by:
2.2 SSA-V
107
Consider the following matrix
where V ▽ = [U ▽ 1 , ..., U ▽ r ]. Now consider the linear operator
where
Define vector Z i as follows:
where, X i 's are the reconstructed columns of the trajectory matrix after grouping of industries, which in turn improves the value of the output from this research.
152 Figure 1 illustrates a selection of the 100 real time series used in this study. Prior to
153
reporting the empirical results, we find it useful to describe certain characteristics
154
of the time series shown in Figure 1 to give the reader a better understanding of the 155 data used for real world applications. A007 is an asymmetric non-stationary time series which represents the labour pattern lying underneath. The time series in A038 is both asymmetric and non- 
179
In what follows, the empirical results are presented with a discussion on findings 180 from both a simulation study and application to real data.
181
Empirical Results
182
Metrics
183
A key highlight of the simulation study is the consideration given to a variety of 184 important factors in determining the true quality of a forecast from a given model.
185
Firstly, the forecast error has been considered using both the Root Mean Squared and DC prior to presenting the results from the Henon series simulation.
The DC criterion is summarised below, and in doing so we mainly follow [5] . In forecast is able to correctly predict the actual direction of change and 0 otherwise. . This means that when the RRMSE is less than 1, SSA-V outperforms SSA-R by 1-RRMSE percent and vice versa.
Application to Real Data
243
This section is dedicated towards reporting and analysing the out-of-sample fore-244 casting results relating to the 100 real data sets that were introduced to the reader 245 in Section 3. In analysing the application to real data, we rely on the RMSE,
246
RRMSE nd DC criterions. Whilst a detailed account of the out-of-sample RMSE
247
and RRMSE results can be found in Table 9 in the Appendix, we make use of a 248 concise summary presented in Table 3 to draw our conclusions.
249
Analysis based on statistically significant outcomes.
250
In line with good practice, we have applied the modified Diebold-Mariano (DM) test forecasts from SSA-V and SSA-R. We are of the view that it is factually incorrect 265 to suggest there exists no statistically significant difference between the forecasts 266 from these two approaches as such a conclusion does not appear to be justifiable 267 given the empirical work previously carried out in [16, 17] Note: Except for µ
, all other numbers appearing in this table represents the score. The score is defined as the umber of times SSA-V or SSA-R outperforms the alternate. Sig. represents the number of statistically significant scores. Shown in bold are the scores for the best performing model at the corresponding forecasting horizon.
The overall, general picture 
284
Inferences based on the RRMSE
285
The average RRMSE across 100 data sets show that in the short run (h = 1 step-286 ahead) SSA-V can provide forecasts which are on average 2% better than SSA-R,
287
and that in the long run (h = 12 steps-ahead) SSA-V continues to provide forecasts 288 which are on average 1% better than those provided by SSA-R. In the medium term
289
(h = 3 and 6 steps-ahead), we find that on average SSA-V can provide a forecast 290 which is 1% better than SSA-R at the horizon of three steps-ahead whilst there is 291 on average no difference between the forecasts from SSA-V and SSA-R at h = 6 292 steps-ahead. Therefore, based on the average RRMSE we are able to recommend steps-ahead whilst the h = 6 steps-ahead distribution appears to be more less close 303 to a normal distribution, confirming that there is on average likely to be no difference 304 between SSA-V and SSA-R at this forecasting horizon. The distribution of data and its impact on SSA-V and SSA-R
331
Discussed herewith is the impact of the distribution of data (i.e. normal or skewed)
332
on the out-of-sample forecasts attainable via both SSA-V and SSA-R. When the 333 data is normally distributed, it is clear that SSA-V is most likely to provide a 334 better forecast than SSA-R. This is evident as out of the 72 possible outcomes,
335
SSA-V forecasts turn out to be better than SSA-R forecasts 64% of the time. As 336 such, where data is normally distributed, SSA-V can be recommended to be the 337 most appropriate approach for obtaining out-of-sample forecasts. Where the data 338 is positively skewed, at horizons of 1, 3, and 12 steps-ahead, SSA-V is more likely 339 to provide better forecasts than SSA-R, whilst at h = 6 steps-ahead SSA-R is seen 340 outperforming SSA-V by 1 instance alone. Accordingly, it is safe to suggest that 341 at h = 6 steps-ahead, there is no real difference between using SSA-V or SSA-R 342
forecasts. As such when the data is positively skewed there is sufficient evidence to 343 suggest that using SSA-V is likely to be more appropriate. forecasting monthly data in the medium term (h = 3, 6 steps-ahead), we do not find 372 sufficient evidence to note that one approach is strictly better than the other.
373
Series length and its impact on SSA-V and SSA-R
374
The same anonymous referee suggested that we evaluate the impact of series length 375 on SSA-V and SSA-R forecasts. Table 3 presents a summary of this analysis. As 376 visible, it is clear that when the series length lies between 1-300, SSA-V is more 377 likely to provide better forecasts than SSA-R across all horizons. In fact, the results
378
show that SSA-V outperformed SSA-R 68% of the time at h = 1 step-ahead, 57%
379
of the time at h = 3 steps-ahead, 43% of the time at h = 6 steps-ahead, and 59%
380
of the time at h = 12 steps-ahead. However, interestingly, when the series length is 381 beyond 300, then we notice that SSA-R forecasts outperform SSA-V at all horizons 382 except h = 12 steps-ahead. As such, if the series length was the only criteria in 383 question, then we can suggest that users rely on SSA-V for forecasting across all 384 horizons when the series length falls between 1-300, and for long term forecasting 385 at h = 12 steps-ahead when the series length is greater than 300. Where the series 386 length is greater than 300, the most appropriate SSA forecasting approach for short 387 and medium term forecasts would be SSA-R.
388
Analysis based on the DC metric
389
In this section we seek to identify as to which forecasting approach provides the best 390 DC prediction under various scenarios. The detailed results are reported in Table 4 391 along with a concise summary at the bottom of the same earlier and also provide practitioners with an idea in relation to the possible DC 394 predictions one could expect from both SSA-V and SSA-R under varying conditions.
395
In general, based on Table 4 it is clear that both SSA-V and SSA-R are on av-396 erage able to provide satisfactory DC predictions which exceeds beyond 50% across 397 all horizons. Whilst there appears to be no major differences between the two ap- there is likely to be less variation in the SSA-V DC results in comparison to SSA-R.
403
This suggests that overall SSA-V produces comparatively more stable DC predic- method that is most likely to be best, then SSA-V would be the approach to select.
408
In summary, based on the analysis following applications to 100 real data sets,
409
we can determine the superiority of SSA-V forecasts over SSA-R forecasts in major- SSA-R, we report all SSA choices for all horizons in 
461
In contrast, the automated approach which is documented in [10] and used in this 462 paper enables one to overcome problems associated with the selection of SSA choices.
463
In brief, the automated approach considers the training set of a given time series and been increasingly applied in the recent past for forecasting applications [10, 20] .
483
The SSA choices reported in Table 5 are sensitive to the size of the training set.
484
Selecting a larger or smaller training set will provide a different combination of L 485 and r. Whilst in this paper we use the widely accepted two-thirds and one-third and SSA-R have chosen these as the optimal SSA choices for a particular horizon,
491
the out-of-sample forecast from these two approaches should produce similar results. 
Strengths and Weaknesses of SSA
493
Given that SSA is in the process of gaining popularity amongst time series analysts,
494
we find it pertinent to discuss the strengths and weakness of SSA. and an application to 100 real data sets have been used to determine the best 541 approach between SSA-R and SSA-V forecasts. In addition, this paper considers an 542 optimal SSA forecasting approach [10] to determine which SSA forecasting algorithm 543 is best for a given situation. This study considers the effect of the distribution (i.e.
544
normal or skewed) and stationarity of the data on SSA-V and SSA-R forecasts, in 545 addition to relying on loss functions, the direction of change criterion, and cumulative 546 distribution functions, to provide cogent conclusions.
547
The simulation study has clearly shown that when faced with chaotic time series we find evidence to conclude that in general one is more likely to find that SSA-V is and that the average SSA-V results for DC are more stable than the average SSA-R 571 results as seen via the coefficient of variation statistic.
572 Table 6 summarises the findings of this study in tabular format to help the reader 573 easily identify the conclusions. It is evident that our study has found overwhelm- which refers to cases when both approaches are equivalent, given that there is no 577 computational complexity gains to be made between SSA-V and SSA-R, based on 578 our previous discussions we can suggest the use of SSA-V to be more appropriate in 579 general. However, under such scenarios it is advisable that users also evaluate the 580 performance of SSA-R on their data for a complete picture. In contrast, if the series 581 length was the only criteria, then we notice that SSA-R is a better contender than
582
SSA-V for forecasting in the short and medium term when the series length exceeds 583 300.
584 Table 6 : Suggested SSA forecasting models for different criteria and forecasting horizons following a detailed analysis.
SSA-R SSA-R SSA-R SSA-V Note: 'In general' shows the forecasting approach reporting the highest score solely based on lowest RMSE, ignoring all other criteria. RRMSE looks at the average performance across all data sets taking into account the c.d.f related analysis. N is the length of the series.
In conclusion, we have successfully provided a statistically reliable answer to the 
