In this paper, a content-based image retrieval scheme using the singular value decomposition (SVD) is proposed where the feature vector was estimated from the selected significant components of a singular value decomposed image. The Eigen values of the decomposed image are divided into several numbers of groups and from each group we have constructed several Eigen images and subsequently, statistical values like mean, standard deviation and entropy are computed from those Eigen images. The constructed Eigen images are suitable to analyse the original image data in various image planes. This approach is applied to each colour components for formation of colourbased final feature vector. This approach is appropriate to reduce the overall processing cost in image retrieving process due to the consideration of significant image feature in SVD domain. The scheme is tested on a standard Corel image database and satisfactoryresults are achieved.
Introduction
The multimedia-based online applications like watching video streaming, chatting, e-learning, etc. are extensively popular among computer users due to the availability of advance internet technology, computers, smartphones and image capturing devices. The relevant multimedia data searching is a tedious task since the conventional information retrieval techniques are not appropriate to provide results based on the content of the multimedia data. Content-based image retrieval (CBIR) Ying et al. (2007) is one of the popular tools to search still or moving images from the image database based on the visual content of the query image. CBIR system has many applications in different areas like searching cultural heritage, education, home entertainment, art collections, crime prevention, in medical imaging, etc. From these areas, the volume of the digital image libraries is increasing day by day due to the enormous usages of image-based web applications. Therefore, the main challenges in designing of the CBIR system are that the available data of such kind of system are comparatively huge in size. So we need some suitable feature extraction techniques to extract the low-dimensional significant features from large dimensional visual data. The performance of the CBIR system is based on the several key points like image feature extraction of visual data, retrieval algorithm and selection of the appropriate similarity distance for searching final results. In general, CBIR system extracts the significant visual contents or statistics from images during retrieving relevant images from the image database.
Several CBIR Smeulders et al. (2000) ; Vailaya et al. (2001) schemes were developed for indexing and retrieving images from database based on the significant features like colour Shrivastava and Tyagi (2014) , texture Shi et al. (2007) and shape Krishnamoorthy and Devi (2013) ; Chahooki and Charkari (2012) . The straightforward image to image searching mechanism is not considered in CBIR. Such approach is not practically feasible to implement it in any real-time applications because image data are comparatively huge in size. So in CBIR, we require suitable feature extraction techniques from the image data so that meaningful and relevant images can be retrieved based on those extracted image features. Several colour feature-based CBIR schemes are found in literature since it is one of the most prominent low level features and it is also invariant to rotation, scaling and other spatial transformations on the images. Duan et al. (2011) proposed CBIR scheme for extracting colour features using histogram whereas Liu and Yang (2013) presented a colour difference histogram for extracting the colour features of the images. Colour momentsbased CBIR were suggested by Wang et al. (2013) . In colour-based CBIR schemes require low processing cost, but these are not perfect since sometimes two similar images may not be same due to improper illumination. Rao et al. (2011) incorporated colour feature with texture features in retrieving process where dynamic dominant colour technique is used for extracting colour feature and Motif co-occurrence matrix (MCM) and difference between pixels of scan pattern (DBPSP) were used for the texture features. Wang et al. (2011) also proposed a scheme for image retrieval based on colour, texture and shape features. The colour-based CBIR is the part of spatial domain-based system where the spatial features are much more sensitive with little bit distortion with content. So several image retrieval schemes are found in transform domain where the feature extraction in transform domain is much more robust against some little bit distortion with content and also it reduces the dimension of feature vector significantly. Murala et al. (2009) proposed a CBIR scheme in which features of the image are extracted using colour histogram and Gabor wavelet transform. Singha and Hemachandran (2012) proposed two CBIR schemes, where first scheme is purely based on colour histograms in spatial domain while the second scheme is based on wavelet domain. Zhong and Defée (2005) proposed a scheme of extracting features of images by using histograms of quantised DCT blocks. Tsai et al. (2006) proposed a scheme in which the texture features were extracted from the YUV colour model where luminance (Y) component was divided into four blocks and DCT transform applied on each block. Nezamabadi-Pour and Saryazdi (2005) developed a method in which each colour component (i.e., Y, Cb and Cr) of the YCbCr colour model is divided into fixed 8 × 8 blocks. DCT transform is applied to each block of colour components and feature vectors of all blocks are constructed. Chi-square distance between query object and target objects is used for similarity measurement. Malik and Baharudin (2013) proposed a method in which statistical texture features were extracted based on the quantised histogram using DCT transformation. They decomposed grey scale image into non-overlapping 8 × 8 blocks and constructed the histograms of DC coefficients, AC1, AC 2 and AC 3 coefficients individually. Alamin and Shamsuddin (2014) suggested a CBIR scheme in which colour image was converted in HSV colour space. SVD was applied to each colour component (i.e., H, S and V) block-wise and features are extracted from each block of the each colour component. Jhanwar et al. (2004) suggested a CBIR system where the texture features were extracted using a motif co-occurrence matrix (MCM). The whole image was divided into 2 × 2 pixel grids and each grid is replaced by a scan motif that minimises the local gradient while traversing the 2 × 2 grid forming a motif transformed image where MCM is the 3-D matrix whose (i, j, k) entry represents the probability of the motif i at distance k from motif j in the transformed image. They considered the probability of transformed image as an image feature. Mohamed et al. (2009) developed technique of feature extraction from the DCT domain of the image. The image was divided into 8 × 8 non-overlapping blocks and made a histogram of AC and DC coefficients and extract features from quantised histogram of 32 bins. Wang, B. (2011) proposed a CBIR scheme in which shape features were extracted with the help of Fourier descriptors and perimeter area function. The transformation tools like DCT and SVD had applied block-wise in several cases. If we work on the block level, the computational cost will be high. So in this paper our objective is to apply SVD on whole image to extract the significant components and those will be used in the retrieval process. We have divided SVD components into several groups and from each group, we have computed approximate image that is known as Eigen image. These Eigen images carry significant information in different image planes and suitable to analyse or approximate the image data in different image planes.
The rest of this paper is organised as follows: in Section 2, we have discussed the basics of CBIR, SVD and some statistical parameters. In Section 3, the proposed method is elaborated while the experimental results and performance analysis are discussed in Section 4. Finally, Section 5 concludes the paper.
Preliminaries
In this section, the working principle of CBIR and SVD is described in brief. Since, in the proposed scheme, we have computed several statistical values so a brief idea of each statistical parameters is presented.
Content-based image retrieval
In CBIR, indexing and retrieval of images are based on significantly visual features or statistics of images. So the major two components of CBIR are the formation of feature vector and perform similarity measurement between extracted feature vectors. In the feature extraction process, feature vector of the query image and feature vector database of database images is constructed by extracting the features of the images. The feature vector database is the collection of the feature vectors of the database images.
In similarity measurement, the distance between the feature vector of the query image and feature vector database of the database images is measured using some appropriate distance measures like Euclidean distance, Canberra distance, city block distance, etc. The schematic block diagram of the CBIR techniques is shown in Figure 1 where three basic steps are performed; in the first step, construction of feature database is done; in the second step, feature vector of query image is computed and in a last step similarity measure is performed between the query image and database images. The best results are obtained those having minimum similarity distance. 
Singular value decomposition
Singular value decomposition (SVD) Dey, N. et al. (2013 Dey, N. et al. ( , 2016 ) is used for decomposing matrix/image into three matrices/images. These matrices are carrying important information into a compact form. SVD has the three characteristics, i.e., scaling property, stability property and rotation invariance property, which characterise the geometric invariant features of the images. SVD is used in several fields like image feature extraction, image processing, data compression, pattern recognition, etc. In CBIR, it is used for extracting efficient features from the images. The main purpose of the SVD transform is to reduce the dimension of the feature vector of the image in such a way that the retrieval accuracy should be efficient. The mathematical formulation of the SVD for a rectangular image matrix A is given as:
where A is a matrix of size M × N, A ∈ R M ×N . U ∈ R N ×N and V ∈ R M ×M are the orthogonal matrices which are not unique to A and S is diagonal matrix which represents the singular values of the matrix. The singular values of matrix A are σ 1 ≥ σ 2 ≥ ... ≥ σ n appears in the descending order along with the diagonal of S. The singular values of matrix A are determined by the taking the square root of the Eigen values of AA T and A T A. Equation (1) can also be expressed as in the decomposed matrix form
The singular values are computed from the square root of the Eigen values along with the diagonal matrix S.
Statistical parameters
The performance of any CBIR techniques depends on the extraction of suitable features from the images. CBIR will give efficient and effective result if we consider more features of the images, but as a result overall computational cost will be high. So from a practical point of view, the dimension of the feature vector of the image should be selected appropriately so that the performance may not be affected impressively. Therefore, in CBIR, selection of the suitable dimension of the feature vector is challenging task. In this paper, some statistical features of the images have been measured. In some of the cases, the statistical features have produced significant results in the classification of the datasets. Some commonly used statistical parameters Gonzalez and Woods (2009) are described here. Suppose the intensity value of a matrix, A of dimension M × N is represented by f (x, y) then the mean (µ) can be defined as:
Mean is the measure of the average intensity of the image but it not a good estimator of an image data where the standard deviation is more efficient than mean. The standard deviation shows the contrast of an image effectively. The standard deviation (SD) is computed as follows:
Entropy is another statistical measure used to show the randomness of the intensity values of the input image. The entropy (H) can be obtained as:
Here p i represent the probability of i th intensity of an image. The entropy of a perfectly flat image is minimum where as an entropy is maximum for uniform image.
Proposed method
The proposed work starts with decomposition of a colour image into corresponding colour components. Then the SVD is applied on each colour components and subsequently based on singular values of the SVD for each colour channel, some significant Eigen images are computed. The constructed Eigen images are suitable to analyse any image data in various image planes.
Let the rank of the matrix A is ′ r ′ then diagonal of S can written as: σ 1 ≥ σ 2 ≥ ... ≥ σ r and an equation (1) also can be re-written as:
The sub-matrices have the dimensions u r ∈ R N ×r , v r ∈ R M ×r . Let A r ′ be reduced rank matrix of original matrix A which takes r' elements from equation (6); then
The aforementioned operation reduces the dimension of the original matrix. In general, the eigenvectors those having larger singular values are preserved and later the approximate image are reconstructed with those Eigen vectors along with singular values.Here σ i u i v i T is known as i th Eigen image. But all Eigen images do not carry same amount of information. The Eigen image constructed with high singular values is more significant than the Eigen image constructed with small singular values. So in this work, the selected significant r ′ number of singular values has been divided into p number of groups in such a way that the sum of the singular values of each group is nearly same. Each group contains the different number of singular values and accordingly we may construct the same number of Eigen images from that particular group. Then we have constructed an approximate image plane from each group where the approximate image is obtained by summing all Eigen images of that particular group. Figure 2 depicts such kinds of six approximate images of one of the gray scale image those are constructed from different groups of eigen values. After that, we have computed statistical values from the reconstructed approximate images of each group. As discussed earlier, the CBIR is developed into two major steps: feature extraction process and similarity measurement process. In the feature extraction process, the feature vectors of the query image and database images are constructed. In the similarity measurement process, suitable similarity metric is used for measuring distance between query image and database images. The block diagram of proposed CBIR model is shown in Figure 3 . The major algorithmic steps of the presented CBIR are as follows:
Algorithm 1: Feature Extraction
Begin
Step 1. Consider a RGB colour image as an input and decompose into its three colour channels, i.e., Red (R), Green (G) and Blue (B), respectively where each colour channel has L intensity levels.
Step 2. Apply SVD on each colour channel separately for extracting significant information.
Step 3. Select r ′ singular values from diagonal matrix of SVD of each colour channel; divide this vector of singular values into p number of groups in such a way that the sum of the singular values of each group is nearly same.
Step 4. Approximate images from each groups are constructed as
where j = 1, 2, ..., p and in i th group, the lower range and upper range are represented as LB j and U B j , respectively.
Step 5. Compute statistical parameters, i.e., mean (µ) , standard deviation (SD) and entropy (H) from each approximate images.
Step 6. From previous steps, collect all statistical parameters and compute feature vector is given
., p End
Algorithm 2: Proposed CBIR model
Begin
Step 1. Construct feature vectors for the query image and the database images using the feature extraction technique (using Algorithm 1).
Step 2. Compute the distance between feature vector of the query image and the feature vectors of the database images for the similarity measurement.
Step 3. Sort the distance in non-decreasing order and select top N images those having minimum distances. 
End

Experimental results and performance measurements
In this section, the simulation results are presented to evaluate the performance of the proposed image retrieval algorithm. Related computations have been performed using 'MATLABR2011b' on the platform Intel core i5 3.00 GHz Processor, 6 GB RAM with window 7, 32-bit operating system environment. The presented method is validated on the Corel image database [Li and Wang (2003) ], which is freely available in the internet for the researchers. The database contains 1000 images of 10 categories. Each category has 100 images of the similar type. These categories contain images with semantic name such as people, horse, mountain, elephant, building, bus, rose, food, beach and dinosaur.
In the presented method, the images are taken from the database one after another for extracting the features of the images to form feature vectors and stored these feature vectors in a database known as the feature database. Suitable distance measurement is used for similarity matching between the query image and database images on the basis of the computed feature vectors. In this paper, we have considered the Euclidean distance as similarity measurements and which is defined as:
where F (Q) and F (P ) are the feature vectors of the query image and the database image respectively and s is the dimension of the feature vectors. The performance of the CBIR can be measured by two metrics. One is called 'precision' and other is called 'recall'. As precision increases better result is obtained and decreases bad result is obtained. Recall is just opposite of precision as a result high recall gives bad result and low recall gives better result. These two accuracy measurement metrics are defined given below. Precision (P ), Recall (R) can be defined by the mathematically
where X is the total relevant images retrieved, Y is the total number of images retrieved and Z is the total relevant images available in the database. The precision and recall measures the accuracy of CBIR system in most of cases and these two values check the effectiveness of the system. However, these metrics cannot be considered as a complete accuracy of the effective retrieval of the images. Hence, single metric is defined by the combining them, which describe the accuracy of the image retrieval system. This single metric is the harmonic mean of the precision and recall and also known as F-score. This is defined as:
In the experiment, 100 Eigen values have been taken, since 100 Eigen values are sufficient to reconstruct an approximate image which is almost similar to the original image, these Eigen values are divided into p = 9 non-uniform groups. Each group contains most significant information of the image in which sum of the Eigen values of each group is same. The sequences of SVD components are constructed using these groups and subsequently statistical parameters are computed from them. These parameters are used for constructing the feature vector of image. We have computed three statistical values for query image and database images. In this way, the feature vectors of all database images and query image are constructed. The dimension of the feature vector is low due to SVD transformation tool. In this work, the dimension of the feature vector is 81 (i.e., due to the presence of three colour components, three statistical values and nine groups), which is very low as compare to the original size of the image. We have considered top 20 relevant images in the retrieval process those having the minimum Euclidean distance.
The performance of the proposed CBIR system is measured in terms of precision, recall and F-score. The precision, recall and F-score are depicted in Table 1 for top 20 retrieved images, respectively. We observed from the experiments that the dinosaur images give the 100% precision while building images give the worst precision that is 45%. Since building images, people images elephant images and beach images have not given the good result in term of accuracy because they contain more structural features. Some people images are also included in beach images so it is difficult for the scheme to classify the images between these two category images. Similarly, some of beach and building images have blue colour in common with each other. So that results are affected impressively. But buses, horses, flowers and mountains have average accuracy since images have not contained more structures, mixed up of other colours. The proposed method is also compared with other existing methods and the experiment results showed that the performance of proposed CBIR system in terms of precision is better than other developed methods. Table 2 where two existing methods Jhanwar et al. (2004) ; Rao et al. (2011) were developed in the spatial domain while others two existing methods Mohamed et al. (2009); Alamin and Shamsuddin (2014) were developed in the transform domain. Block level transformation tools were employed in devising the most of the transform domain-based CBIR techniques. In this paper, the proposed CBIR is suitable to design by employing SVD on entire colour planes instead of applying in block level. The top 20 retrieved images based on query images as the dinosaurs, buildings, foods, etc., shown in Figure 4 . At the top left corner of window, inside the rectangle is the query image. The dinosaur images gives the best result in terms of precision while building images gives the worst precision and food images gives the average precision which is 75%.
Table 2
Comparison of the proposed method with other existing methods in terms of average precision Jhanwar Aamer Rao Alamin Proposed SI No. Category et al. (2004 
Conclusion
The proposed system uses significant features of image based on singular value decomposition for retrieving similar images from the large image database. To increase the performance of the CBIR system, features are extracted from each colour component using SVD. The accuracy of proposed system is satisfactory in terms of precision recall and F-score. Since SVD is applied entire component of image rather than applying block-wise. Therefore, the dimension of the feature vector is much reduced than the size of the original image and also computational cost is low. The proposed method is also compared with some other existing methods and our experimental result has the higher average precision that other existing methods.
