ABSTRACT. The core of this article is the equality of the number of K-rational points with the signature of the trace form of a finite K-algebra over a real closed field K. The main tools are symmetric bilinear forms, hermitian forms, trace forms, generalized trace forms and their types and signatures. Further, we prove a criterion for the existence of K-rational points by using generalized trace forms. As an application we prove the Pederson-Roy-Szpirglas theorem about counting common real zeros of real polynomial equations. We also deduce this theorem as a special case of a similar classical theorem for real closed fields.
In Section 5, we compute the cardinality of the K-rational points of finite algebra over real closed field K. The main ingredient in this section is the Shape Lemma 5.3 which gives a very useful presentation of the radical ideal A ⊆ K[X 1 , . . . , X n ] from which one can read better information about the set of K-rational points V K (A) which reduces the problem one variable case. In Theorem 5.4 we relate type, signature and rank of a generalized trace forms on A = K[X 1 , . . . , X n ]/A with the number of points in V K (A) and in V K (A). Finally, we give a proof of theorem of Pederson-RoySzpirglas [11, Theorem 2.1] which was the main goal of the lecture delivered by the second author at the International Conference on Computational Mathematics held at Banasthali Vidyapeeth at Niwai (Rajasthan) in 2017. § 
Symmetric bilinear forms
In this section we collect basic results which are used in this article. Most of these results can be found in standard graduate text books, for instance see [13, Ch. V, §12] , [12, Ch. IX] or [7, Ch. 11] . However, for setting the notation, terminology and for the sake of completeness, we recall them in the format that they are used with sketchy proofs and leave the routine details for the reader to verify.
Definitions
Let V and W be vector spaces over an arbitrary field K. A function Φ : V ×W → K is called b i l i n e a r if Φ is K-linear in both the components, i. e. if for all a, a ∈ K and all x, x ∈ V , y, y ∈ W , we have :
(1) Φ(ax + a x , y) = a Φ(x, y) + a Φ(x , y) . (2) Φ(x, ay + a y ) = a Φ(x, y) + a Φ(x, y ) .
The set of bilinear functions V ×W → K is denoted by Mult K (V,W ) which is clearly a subspace of the K-vector space K V ×W . A bilinear function Φ : V × V → K is called a s y m m e t r i c b i l i n e a r f o r m o n V if for all x, y ∈ V , we have Φ(x, y) = Φ(y, x).
Gram's Matrix
Let V and W be finite dimensional K-vector spaces with bases x := {x i | i ∈ I}, and y := {y j | j ∈ J}, respectively. For the bilinear function Φ : V × W → K, from definition it follows immediately that : Φ is uniquely determined by the values Φ(x i , y j ), (i, j) ∈ I × J. Conversely, for arbitrary family c i j ∈ K, (i, j) ∈ I × J, there is a (unique) bilinear function Φ : V × W → K defined by Φ ∑ i∈I a i x i , ∑ j∈J b j y j := ∑ (i, j)∈I×J a i b j c i j . Therefore, the map
an isomorphism of K-vector spaces. For a bilinear function Φ : V ×W −→ K the I × J-matrix G x ; y (Φ) := Φ(x i , y j (i, j)∈I×J ∈ M I,J (K) is called the G r a m ' s m a t r i x 1 or the f u n d a m e n t a l m a t r i x of Φ with respect to the bases x and y. In the case V = W and x = y, we simply write G x (Φ). Further, in the case I = J, the determinant G Φ (x, y) := Det G x ; y (Φ) is called the G r a m ' s d e t e r m i n a n t with respect to the bases x and y. In the case V = W and x = y, we simply write G Φ (x). Let x = (x i ) i∈I , x = (x i ) i∈I be K-bases of V and y = (y i ) i∈I , y = (y i ) i∈I be K-bases of W . Let A = (a ri ) ∈ GL I (K) and B = (b s j ) ∈ GL J (K) be the transition matrices of the bases from x to x and from y to y , respectively. Then for a bilinear function Φ : V ×W −→ K, we have the t r a n sf o r m a t i o n f o r m u l a : G x ; y (Φ) = t A G y ; y (Φ) B . In particular, if V = W , then the above transformation formula has the form : G Φ (x) = t A G Φ (x ) A , where A ∈ GL I (K) is the transition matrix of the change of the basis (from the basis x to the basis x .) 2.3 Examples (a) ( S t a n d a r d f o r m s ) Let K be a field, and I, J be sets. The bilinear form on K (I) whose Fundamental matrix with respect to the standard basis is the unit matrix is called the s t a n d a r d f o r m on K (I) and is denoted by −, − . Therefore (a i ) , (b i (b) (N a t u r a l D u a l i t y ) Let V be an arbitrary vector space over a field K and let V * = Hom K (V, K) be the dual space of V . Then the evaluation map V ×V * −→ K, (x, f ) −→ x, f := f (x) , is a bilinear map V ×V * −→ K. This map is called the n a t u r a l d u a l i t y between V and V * . If V is finite dimensional with basis x i , i ∈ I, and if x * i , i ∈ I, the corresponding dual basis, then the fundamental matrix of the natural duality with respect to these bases is clearly the unit matrix E I .
Non-degeneracy and Complete Duality
An important motivation for the study of bilinear functions is the description of linear form through vectors. Let Φ : V × W −→ K be a bilinear function. Then for every y ∈ W , the map Φ(−, y) : V → K, x → Φ(x, y) , is a linear form on V and for every x ∈ V , then map Φ(x, −) : W → K, y → Φ(x, y) is a linear form W . Therefore we have the canonical maps : Φ 1 : W −→ V * and Φ 2 : V −→ W * . Both these maps Φ 1 and Φ 2 are linear and from Φ 1 or from Φ 2 , we can recover Φ : Φ(x, y) = Φ 1 (y) (x) = Φ 2 (x) (y) . Suppose that V and W are finite dimensional with bases x = (x i ) i∈I and y = (y j ) j∈J of V and W , respectively. The matrices of Φ 1 and Φ 2 with respect to bases x and y and their dual bases x * and y * are given by : M y x * (Φ 1 ) = G x ; y (Φ) , and M x y * (Φ 2 ) = t G x ; y (Φ) . Note that Φ 1 and Φ 2 have the same rank, since by taking transpose its rank is unaltered. In this situation, the common rank of the maps Φ 1 , Φ 2 is called the r a n k of the bilinear function Φ and is denoted by rank Φ. Therefore, rank Φ is the rank of the fundamental matrix of Φ with respect to arbitrary bases of V and W . The case when Φ 1 and Φ 2 are injective or bijective are important : 2.5 Definition Let Φ : V ×W −→ K be a bilinear function. We say that (1) Φ is n o n -d e g e n e r a t e if Φ 1 and Φ 2 are injective. ( 2) Φ defines a c o m p l e t e d u a l i t y (between V and W ) if Φ 1 and Φ 2 are bijective. Complete duality is possible only in the case when both vector spaces V and W are finite dimensional. Moreover, in the finite dimensional case we prove the following : 2.6 Theorem For a bilinear function Φ : V ×W −→ K, with V and W finite dimensional K-vector spaces, the following statements are equivalent : (i) Φ defines a complete duality.
(ii) Φ is non-degenerate. (iii) Dim K V = Dim K W , and one of the canonical maps Φ 1 und Φ 2 is injective. (iv) Dim K V = Dim K W , and for one (ans hence every) basis x = (x i ) i∈I of V and y = (y i ) i∈I of W the Fundamental matrix G x ; y (Φ) is invertible.
Proof The implications (i)⇒ (ii) , (iii)⇒ (iv) , (iv)⇒(v) and (v)⇒ (i) are clear by the above discussion. For the implication (ii)⇒ (iii) it remains to prove that Dim K V = Dim K W . From the injectivity of Φ 1 it follows Dim K W ≤ Dim K V * = Dim K V . Analogously, from the injectivity of Φ 2 , we have the inequality Dim K V ≤ Dim K W .
•
Example
For a finite dimensional vector space V the natural duality between V and V * is a complete duality, since its fundamental matrix with respect to dual bases is the unit matrix. In particular, in the case of finite dimensional V every linear form ϕ :
, where the vector x ∈ V is uniquely determined by ϕ ; therefore ϕ is the evaluation of the linear forms in V * at a vector x ∈ V (which is dependent on ϕ). If V is not finite dimensional, then the natural duality is non-degenerate but never complete. This means : for every x ∈ V , x = 0, there exists a linear form f ∈ V * with x, f = f (x) = 0. This follows from the pv2018-archiv.tex
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fact that x (also in the infinite dimensional case) can be extended to a basis V (one can then assign arbitrary given values to f on this basis) 2.8 Definition Let Φ : V ×W −→ K be a bilinear function.
(1) The vectors x ∈ V and y ∈ W are called o r t h o g o n a l or p e r p e n d i c u l a r to each other with respect to Φ if Φ(x, y) = 0. In this case we write x⊥y.
(2) Two subsets M ⊆ V and N ⊆ W are called o r t h o g o n a l if x⊥y for all x ∈ M and for all y ∈ N. In this case we write M⊥N. Futher, let M ⊥ := {y ∈ W | M⊥{y}} and
Obviously, M ⊥ and ⊥ N are K-subspaces of W and V , respectively.
2.9
Example ( G r a d i e n t o f a l i n e a r f o r m ) Let V and W be K-vector spaces. Suppose that a bilinear function Φ : V ×W −→ K defines a complete duality. Then since the canonical maps Φ 1 : W → V * and Φ 2 : V → W * are bijective. For every linear form f ∈ W * (resp. e ∈ V * ) there exists a unique vector x f ∈ V (res. y e ∈ W , such that f = Φ(x f , −) (resp. e = Φ(−, y e )). The vectors x f ∈ V (resp. y e ∈ W ) is called the g r a d i e n t of f (resp. e) with respect to Φ and is denoted by grad f (resp. grad e). The linear forms on W (resp. on V ) correspond to its respective gradients : It is f = Φ 2 (grad f ) and e = Φ 1 (grad e). Further, Ker f = {grad f } ⊥ and Ker e = ⊥ {grad e}.
2.10
Example ( O r t h o g o n a l d i r e c t s u m s ) Let V i , i ∈ I; W i , i ∈ I be two families of K-vector spaces and let Φ i : V i ×W i → K be a family of bilinear functions. Then the map
is a biinear function and its restrictions Φ |V i × W i = Φ i for all i ∈ I, where V i (resp. W i ) is considered canonically as subspace of i∈I V i (resp. i∈I W i ). Further, V i ⊥W j with respect to Φ for all i, j ∈ I, i = j. This bilinear function Φ is called the o r t h o g o n a l d i r e c t s u m of the family Φ i , i ∈ I and is denoted by i∈I Φ i . Conversely, if Φ : V × W → K is a bilinear function and V (resp. W ) is a direct sum of the K-subspaces V i , i ∈ I (resp. W i , i ∈ I) with V i ⊥ W j for all i, j ∈ I, i = j with respect to Φ, such that Φ(∑ i∈I v i , ∑ j∈I w j ) = ∑ i∈I Φ(v i , w i ) for v i ∈ V i , w j ∈ W j . Then we say that Φ is the orthogonal direct sum of the Φ i := Φ |V i ×W i , i ∈ I. In particular, if V = W and V i = W i , i ∈ I, then V is the o r t h o g o n a l d i r e c t s u m o f t h e s u b s p a c e s V i , i ∈ I, with respect to Φ and is denoted by V = i∈I V i .
2.11
Theorem Let V and W be finite dimensional K-vector spaces and Φ : V × W −→ K be a non-degenerate bilinear function. Then the maps V → V ⊥ and W → ⊥ W are anti-isomorphisms between the lattices of K-subspaces of V resp. of W which are inverses of each other.
Proof Obviously, both these maps are inclusion reversing. Further, for subspaces V ⊆ V and W ⊆ W , using Theorem 2.6 it is easy to check that :
Now, combining all these equalities, the assertion follows.
• 2.12 Perpendicularity relation Let V be a vector space over a field K and let Φ : V × V → K be a bilinear form on V . Then for a subset M ⊆ V , the subsets M ⊥ = {y ∈ V | M⊥{y}} and ⊥ M = {x ∈ V | {x}⊥M} are not equal in general, since the relation of perpendicularity is not symmetric. To remove this difference, we consider symmetric bilinear forms. For this note that Φ on V is symmetric if and only if Φ 1 = Φ 2 , where Φ 1 : V → V * and Φ 2 : V → V * are the canonical maps associated to Φ, see 2. 4 . Further, for a symmetric form Φ on V , the relation ⊥ on V is symmetric. In this case the subspace ⊥ V = V ⊥ = Ker Φ 1 = Ker Φ 2 is called the r a d i c a l of Φ and is also denoted by Rad (V, Φ) = Rad Φ.
i. e. x j = ∑ i∈I a i j x i , then the Gram's matrices G Φ (x) and G Φ (x ) are related by the rule :
In important cases a bilinear form Φ : V ×V → K is completely determined by its values on the d i a g o n a l ∆ V = (x, x) x ∈ V . More precisely : 2.15 Polarisation Theorem Let V be a vector space over the field K of characteristic = 2. Then for every symmetric bilinear form Φ : V × V → K on V , for all x, y ∈ V , we have :
. In particular, every symmetric bilinear form on V is determined uniquely by its values on the diagonal.
Proof Immediate from Φ(x ± y, x ± y) = Φ(x, x) ± 2 Φ(x, y) + Φ(y, y).
2.16
Corollary Let V be vector space over the field K of characteristic = 2. Then the symmetric bilinear form Φ : V ×V → K on V is the zero form if and only if Φ(x, x) = 0 for all x ∈ V .
Proof Immediate from the above the Polarisation Theorem 2.15.
• 2.17 Quadratic forms Let V be a vector space over the field K. The restriction of the bilinear form Φ :
is the Gram's matrix of Φ with respect to x, then the quadratic form associated to Φ is the (polynomial-) function
where a is the column vector t (a i ) i∈I ∈ K I . The set Q(V, K) of quadratic forms on V associated to bilinear forms on V forms a K-vector space which is isomorphic to the K-vector space
This follows from the fact that two homogeneous quadratic polynomials in 
, is a (symmetric) bilinear form on V . The quadratic form Q associated to a bilinear form Φ : V ×V → K is a generalized quadratic from in the above sense : in this case the symmetric bilinear from satisfying the above conditions (2) is nothing but the s y m m e t r i z a t i o n (x, y) → Φ(x, y) + Φ(y, x) of Φ. All generalized quadratic forms arise from bilinear forms. (Proof!). (c) If 2 ∈ K × and Q : V → K is a quadratic form on V, then the symmetric bilinear form Φ :
Q is associated to the symmetric bilinear form 1 2 Φ. Conversely, every symmetric bilinear form Φ on V is uniquely determined by the quadratic form associated to Φ, see the Polarisation Theorem 2. 15 .
of quadratic forms on V . With this isomorphism, if 2 ∈ K × , then one can identify the symmetric bilinear forms with the quadratic forms. Moreover, if x = {x 1 , . . . , x n } is a K-basis of V and if the quadratic form Q on V with respect to the basis x is identified with the homogeneous polynomial ∑ 1 ≤ i , j ≤ n b i j X i X j , then the corresponding symmetric bilinear form with respect to x is defined by the Gram's matrix (c i j ) ∈ M n (K), where c i j = c ji = 
where c > 0 denote the velocity of light which we normalise to c = 1. Then the light-cone is the set of points (t, a 1 , . . . , a n ) ∈ R n+1 = R × R n with a 2 1 + · · · + a 2 n = t 2 . In the case n = 3, by using a Cartesian coordinate system for the space-time (t, x) ∈ R × R 3 . Portions of the light cone corresponding to t > 0 are typically referred to as the "forward light cone", while the t < 0 portion is referred to as the "backward light cone". In the case n = 1, the light-cone is the double-line a
. Therefore the diagonals ∆ (along the anti-diagonal R(1, −1)) is mirrored line. The both lines of the light-cone, namely, ∆ = R(1, 1) and R(1, −1) , are self-perpendicular. In the case n = 2, the light-cone corresponding the Lorentz-form is the usual double-cone :
The finite dimensional non-isotropic subspaces W ⊆ V are characterized by the Lemma 2.20 below, which is also important for the proof of the Decomposition Theorem 2.24 of a symmetric bilinear form into the orthogonal direct sums, see Example 2.10 : 2.20 Lemma Let Φ : V ×V → K be a symmetric bilinear form on the K-vector space V and let W ⊆ V be a finite dimensional subspace of V . Then the following statements are equivalent:
be the linear map corresponding to Φ |W . Then (Φ |W ) 1 is injective, since its kernel is W ∩W ⊥ = 0 by (ii) and hence Φ |W is non-degenerate on U by Theorem 2.6. (iii)⇒(ii) is trivial. Finally, (i)⇒(iii) : Since the implication (i)⇒(ii) is already proved, to prove (iii), it is enough to prove that V = W +W ⊥ . Let z ∈ V . Now, since (already proved) (Φ |W ) 1 : W → W * is bijective, for the linear form W → K, x → Φ(x, z), there exists y ∈ W with Φ(x, z) = Φ(x, y) for every x ∈ W . Then z − y ∈ W ⊥ and z = y + (z − y) ∈ W +W ⊥ .
• The Lorentz group is an isotropy subgroup at the origin of the isometry group of Minkowski space-time. The Lorentz group is also closely related to the projective special linear group PSL(2, C) which is isomorphic to the Mbius group, the symmetry group of conformal geometry on the Riemann sphere. 
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2.22 Example ( C o n j u g a t e l i n e s ) Let Φ be a non-degenerate symmetric bilinear form on the two dimensional K-vector space V and let W = Kw, w = 0, be a line in V . Then W ⊥ is also a line in V and is called the c o n j u g a t e l i n e corresponding to W . We distinguish the following two cases : (1) w is not isotropic i. e. Φ(w, w) = 0. Then V =W W ⊥ , and every generating vector of W ⊥ is also not isotropic.
(2) w is isotropic, i. e. Φ(w, w) = 0. Then W = W ⊥ , and hence W is conjugate to itself.
If the form Φ is anisotropic, then two cases do not occur. If V is a real vector space and if V is oriented 3 , then corresponding to every generating vector w of W , there is a canonical vector w ⊥ which generates W ⊥ . In the case of the standard form −, − on R 2 , the conjugate line corresponding to Rw, w = (w 1 , w 2 ) = 0, is the perpendicular line R(w 2 , −w 1 ). More generally, if Φ is defined by the Gram's matrix Diag (1/a 2 , 1/b 2 ) , a, b > 0, with respect to the standard basis of R 2 . Then R(a 2 w 2 , −b 2 w 1 ) is the conjugate line corresponding to Rw. Note that the linear automorphism f : R 2 → R 2 defined by f (e 1 ) = ae 1 , f (e 2 ) = be 2 transforms the standard form to Φ, i. e. for all x, y ∈ R 2 , we have Φ f (x), f (y) = x, y . Therefore f maps conjugate lines with respect to the standard form to conjugate lines with respect to Φ and hence the conjugate pair of lines R(w 1 , w 2 ) , R(w 2 , −w 1 ) with respect to the standard form correspond to the conjugate pair of lines R(aw 1 , bw 2 ) , R(aw 2 , −bw 1 ) with respect to Φ.
For the formulation of the Decomposition Theorem 2.24, first we make the following definition : 2.23 Definition We say that a family of vectors x i , i ∈ I, in a K-vector space V with a symmetric bilinear Φ, is o r t h o g o n a l with respect to Φ if x i ⊥ x j for all i, j ∈ I with i = j. Moreover, if Φ(x i , x i ) = 1 for all i ∈ I, then the family x i , i ∈ I is called o r t h o n o r m a l with respect to Φ.
An orthogonal family of vectors x i , i ∈ I in V , such that Φ(x i , x i ) = 0, is linearly independent over K. For, if ∑ i a i x i = 0, then 0 = Φ(∑ i∈I a i x i , x j ) = ∑ i∈I a i Φ(x i , x j ) = a j Φ(x j , x j ) and so a j = 0 for all j ∈ I. In particular, an orthonormal family is linearly independent. Therefore an orthonormal generating system is a orthonormal basis. If x i , i ∈ I, is an orthogonal basis of V with respect to Φ, then V is the orthogonal direct sum of the 1-dimensional subspaces Kx i , i ∈ I. Moreover, if I is finite, then the Gram's matrix of Φ with respect to the basis x i , i ∈ I, is the diagonal matrix Diag(Φ(x i , x i )) i∈I .
Decomposition Theorem
Let Φ be a symmetric bilinear form on the finite dimensional vector space V over the field K of chaarateristic = 2. Then there exists an orthogonal basis for V with respect to Φ .
Proof By induction on n := Dim K V . The assertion is trivial if Dim K V ≤ 1. Now, assume that n := Dim K V ≥ 2 and Φ is not the zero form. Then by Corollary 2.16 there exists a non-isotropic vector x 1 ∈ V . Put W := Kx 1 . Therefore by Lemma 2.20 V = W W ⊥ is the orthogonal direct sum of W and by induction hypothesis there exists an orthogonal basis x 2 , . . . , x n of W ⊥ . Then x 1 , x 2 , . . . , x n is an orthogonal basis of V .
• For matrices one can formulate the above Decomposition Theorem 2.24 as follows : 2.25 Corollary Let K be a field of characteristic = 2 and C ∈ M I (K), I finite set, be a symmetric matrix. Then there exists an invertible matrix A ∈ GL I (K) such that t A C A is a diagonal matrix.
Remark ( G r a m -S c h m i d t o r t h o g o n a l i s a t i o n p r o c e s s )
In the following case the construction of an orthogonal basis is simple : Let x 1 , . . . , x n ∈ V be a basis of the K-vector space V such that the subspaces V m := Kx 1 + · · · + Kx m , m = 1, . . . , n, are not isotropic with respect to the symmetric bilinear form −, − : V ×V → K on V . We construct recursively an orthogonal basis
For this, put x 1 := x 1 and assume that x 1 , . . . , x m , m < n, are already constructed. Then x i , x j = δ i j c j with c j == 0, i, j = 1, . . . , m and for x m+1 := a 1 x 1 + · · · + a m x m + x m+1 , the conditions x m+1 , x j = 0 for j = 1, . . . , m are equivalent with the equations a j x j , x j + x m+1 , x j = 0 or with
This construction is called the G r a m -S c h m i d t o r t h o g o n a l i s a t i o n p r o c e s s.
The Decomposition Theorem 2.24 on the existence of orthogonal bases is the starting point for the classification of symmetric bilinear forms. For this we make the following definition : 2.27 Definition Let Φ and Ψ be two bilinear forms on the K-vector spaces V , resp. 
If there exists an isomorphism from (V, Φ) onto (W, Ψ), then (V, Φ) and (W, Ψ) or also the forms Φ and Ψ are called c o n g r u e n t. If
is an isomorphism of groups.
We explicitly note the following :
2.28 Theorem Let V and W be finite dimensional K-vector spaces with Dim K V = Dim K W and with bases x = (x i ) i∈I , resp. y = (y i ) i∈I . Let Φ and Ψ be bilinear forms on V resp. W with the Gram's matrices G Φ (x) and G Ψ (y) . Then the bijective K-linear map f : V → W , x j → ∑ i∈I a i j y i with the matrix A = (a i j ) ∈ GL I (K) is an isomorphism (V, Φ) → (W, Ψ) if and only if
In particular, the bilinear forms Φ and Ψ are congruent if and only if there exists A ∈ GL I (K) with
Proof The proof follows from the transformation formula in 2.2 and the definition of the compatibility of f with Φ and Ψ.
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Classification Problem
Recall that two square matrices C, C ∈ M I (K) are said to be c o ng r u e n t if there exists an invertible matrix A ∈ GL I (K) with C = t A C A . Therefore, two I × I-matrices describe the same bilinear form V ×V → K if they are congruent. The classification problem for the symmetric bilinear forms on finite dimensional K-vector spaces is by Theorem 2.28 is equivalent to the problem of finding a well arranged representative system for the classes of congruent matrices over K.
For example, by Decomposition Theorem 2.24 or by Corollary 2.25 : If K is a field of characteristic = 2, then every symmetric matrix C ∈ M I (K) is congruent to a diagonal matrix Diag (c i ) i∈I . Further, the form defined by the matrix C is congruent to the form
where e i , i ∈ I, is the standard basis of K I and hence also with the form ((a i ),
This form (and also every other form which is congruent this form) is denoted by [c i ] i∈I and for
In general, it is difficult to classify the forms [c i ] i∈I up to congruence. Obviously, the form [c i ] i∈I is congruent to the form [a 2 i c i ] i∈I , where a i ∈ K × , i ∈ I, since this is the transition of the basis e i , i ∈ I, to the basis a i e i , i ∈ I. Therefore, one can replace the elements c i by their images in the residue class group K × / 2 K × of K × modulo of the subgroup of quadratic-units in K. Therefore from the Decomposition Theorem 2.24 it follows that : 2.30 Theorem Let K be a field of characteristic = 2 with 2 K × = K × (for example, if K is algebraically closed, K = C). Then every symmetric bilinear form of rank r on an n-dimensional K-vector space V is congruent to the form [1, . . . , 1, 0, . . . , 0] where 1 occurs r times and 0 occurs n − r times. In particular, every non-degenerate symmetric bilinear form on an n-dimensional K-vector space V is congruent to the standard form [1,
Over a field K of characteristic = 2, in which every element is a square (for example, if K is algebraically closed, K = C), all symmetric matrices in M n (K) of equal rank are congruent : The diagonal matrices Diag (0, . . . , 0), Diag (1, 0, . . . , 0), . . . , Diag (1, . . . , 1) = E n form a complete representative system for the congruence classes of symmetric matrices over K. From Theorem 2.28 it follows directly the following description of the automorphisms of a symmetric biliner form on a finite dimensional K-vector space. 2.31 Theorem Let Φ be a symmetric bilinear form on a finite dimensional K-vector space V with basis x = (x i ) i∈I . Then an invertible linear operator f : V → V on V is an automorphism of (V, Φ) if and only if
is the matrix of f with respect to the basis x. 2.32 Discriminant of a symmetric bilinear form An important invariant of symmetric bilinear forms on a finite dimensional vector spaces is the discriminant. Let V be a finite dimensional K-vector space with the basis x = (x i ) i∈I , and Φ a symmetric bilinear form on V . The Gram's determinant G Φ (x) of the basis x is called the d i s c r i m i n a n t of the basis x with respect to Φ and is denoted by Discr Φ (x). If x = (x i ) i∈I , is another basis of V with the transition matrix A = (a i j ) ∈ GL I (K), i. e. with
The discriminant corresponding to different bases differ only by an element of the group 2 K × . Therefore the discriminant of the bases of V defines a well-defined residue class in the multiplicative residue class monoid K/ 2 K × . This is called the d i s c r i m i n a n t (or also the d e t e r m i n a n t) of the form Φ and is denoted by
, is a symmetric bilinear form on the K-vector space End K V of K-endomorphisms of V and is called the t r a c e f o r m on End K V . 2.34 Proposition Let V be a finite dimensional K-vector space. Then the trace form defines a complete duality on End K V .
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Proof Let x = (x i ) i∈I , be a basis of V and e rs , r, s ∈ I, be the basis of End K V with e rs (x j ) = δ s j x r . For the canonical homomorphism ρ := (tr) 1 : End K V → (End K V ) * corresponding to the trace form (see 2.4), we have ρ(e i j )(e rs ) = tr(e i j e rs ) = tr(δ jr e is ) = δ jr δ is and hence ρ(e i j ) = e * ji . Therefore ρ is an isomorphism.
• Obviously, the discriminant of the trace form on End K V is the signature of the permutation (i, j) → ( j, i) of I × I, and hence is equal to (−1) ( n 2 ) , n := card I = Dim K V . Analogous (to Proposition 2.34) assertion also hold for the matrix algebras M I (K).
, defines a symmetric bilinear form on A and is called the t r a c e f o r m of the Kalgebra A. It reflects many important properties of the K-algebra A. If A = End K V is the algebra of the endomorphisms of a finite dimensional K-vector space V , then the trace form on the K-algebra End K V is different from the above introduced trace form on the K-vector space End K V . Obviously, for every endomorphism f ∈ End K V : tr
Symmetric bilinear and Hermitian forms over real closed fields
In this section, we classify the symmetric and Hermitian forms on finite dimensional vector spaces over a real closed field and its algebraic closure, up to congruence, see Definition 2.27.
Preliminaries
In this subsection, we recall the concepts of (formally) real fields, ordered fields, strong topology and real closed fields and basic results concerning them. For details the reader is recommended to see [7, Ch. 11] . (a) Ordered fields A field K is called f o r m a l l y r e a l or just r e a l if for all a 1 , . . . , a n ∈ K, a 2 1 +· · ·+a 2 n = 0 implies a 1 = · · · = a n = 0. In 1927 Artin-Schreier proved that : A field K is real if and only if there is an order ≤ on K such that (K, ≤) is an ordered field. Now, let K be an arbitrary ordered field, i. e. K is a field with a total order ≤, which satisfies the usual rules of monotony for addition and multiplication. 
Addition, multiplication and inverse are continuous functions on K × K and K × = K \ {0}, respectively. It follows that polynomial functions and more general rational functions F/G in n variables are continuous K-valued functions on K n outside the
The product topology on K n transfers uniquely to every n-dimensional K-vector space by a K-linear isomorphism f : V → K n . Any other isomorphism g : V → K n defines the same topology, since g f −1 : K n → K n and (g f −1 ) −1 = f g −1 : K n → K n are continuous (polynomial) maps. Therefore, polynomial and rational functions are also defined on any finite dimensional vector space V by an isomorphism f : V → K n . This topology on V may be characterized as the smallest topology for which the K-linear functions V → K are continuous (with respect to the topology on K from above). This topology on V is called the s t r o n g t o p o l o g y on V (in contrast to the Zariski topology, which is weaker if V = 0). (e) Line Connected Subsets For two points x, y ∈ V the (closed) l i n e s e g m e n t [x, y] = [y, x] connecting x and y is the set 
Hermitian forms
In this subsection, we consider more general situation than Section 2 : Let K be a field with a (given) fixed involution σ : K → K, i. e. σ is an automorphism of the field K with σ 2 = id K (often σ is denoted by the conjugation notation :
(see the Footnote 4 ) In the case σ = id K , we assume that Char K = 2. The results on symmetric bilinear forms proved in Section 2 are then particular cases of the general results which are stated below. Their proofs are similar to the corresponding results proved in Section 2 and hence we omit their proofs. A function Φ : V × W → K is called s e s q u i l i n e a r if Φ is K-linear in the first component and Ks e m i l i n e a r or σ -s e m i l i n e a r in the second component, i. e. if for all a, a ∈ K and all x, x ∈ V , y, y ∈ W , we have : (1) Φ(ax + a x , y) = a Φ(x, y) + a Φ(x , y) . (2) Φ(x, ay + a y ) = a Φ(x, y) + a Φ(x, y ) . In particular, Φ(ax, y) = Φ(x, a y).
(a) Hermitian forms and Hermitian matrices 5 Let Φ : V ×V → K be a sesquilinear form on the K-vector space V . Then Φ is called h e r m i t i a n f o r m if for all x, y ∈ V , we have Φ(x, y) = Φ(y, x). If the involution σ of the field K is the identity id K , then the Hermitian forms of V are the symmetric bilinear forms 4 Over the field C of complex numbers, besides bilinear forms so-called sesquilinear forms play an important role. Already in the case, V = W = C, the distance of a point z from the origin is not given by the bilinear form (z, w) → z · w, but by using the map (z, w) → z ·w , namely, |z| = √ z z . Therefore it is beneficial to consider the concept of bilinear functions relative to given (fixed) involution σ : K → K (an automorphism of the field K with σ 2 = id K ) of the field K. For example, for arbitrary field id K : K → K is an involution. For K = R, besides identity id R , no other involution. For K = C, the complex conjugation σ = : C → C, z → z, is an involution of C. The complex conjugation is a special case of the c o n j u g a t i o n of a quadratic algebra A over an arbitrary field K : If 1, ω ∈ A is a K-basis of A with
It is easy to see that σ is an involution of the K-algebra A and σ = id A . There are many examples of this type, for example, If L is a field and σ ∈ Aut L is an involution of L with σ = id L , then L is a quadratic algebra over the fixed field K := L σ := {a ∈ L | σ (a) = a} and the given involution σ of L coincides with the conjugation of L over K, which is the only
A typical example of this type is the algebraic closure
, where i 2 = −1, of a real closed field K. See 3.1 (g). 5 Hermite, Charles (1822-1901) was a French mathematician who worked in number theory, quadratic forms, invariant theory, orthogonal polynomials, elliptic functions, and algebra. Independently from Jacobi, C. V ×V → K. In the case K = C and σ : C → C is the usual complex conjugation, then the Hermitian forms are called the c o m p l e x-H e r m i t i a n forms. If x = (x i ) i∈I is a basis of V , then Φ is Hermitian if and only if for the Gram's matrix
Further, if x = (x i ) i∈I is another basis of V with transition matrix A = (a i j ) ∈ GL I (K), i. e. x j = ∑ i∈I a i j x i , then the Gram's matrices G Φ (x) and G Φ (x ) are related by the rule : for all x ∈ V , i. e. Φ(x, x) ∈ K σ for all x ∈ V . In particular, a complex-sesquilinear form is Hermitian if and only if the values Φ(x, x), x ∈ V , are all real.
Proof We may assume σ = id K . Then for a ∈ K with a = a and for all x, y ∈ V , note that :
is a linear system of equations in Φ(x, y) and Φ(y, x) with the determinant of the coefficient matrix equal to a − a = 0. Now apply Cramer's rule to get :
• 
is the conjugation defined by by i → −i , see 3.1 (g) and Footnote No. 4 . Further, we denote by K either the field K with the involution id K , or the field C K with the involution : C K → C K . Note that the term "Hermitian " means symmetric if either We shall prove below that the numbers p and q are uniquely determined by Φ. Obviously, p + q = rank Φ. In particular, Φ is non-degenerate if and only if p + q = n. For characterization of invariants p and q the following concepts are useful : Note that Φ is indefinite if and only if Φ is not semi-definite, i. e. neither positive nor negative semi-definite. We use the term d e f i n i t e for "positive definite or negative definite". Further, V has an orthonormal basis with respect to Φ if and only if Φ is positive definite. Furthermore, definite forms are anisotropic. For the form Φ with the Gram's matrix E p,q n , we have :
Therefore, Φ is positive (respectively, negative) definite if and only p = n (respectively, q = n). Further, Φ is positive (respectively, negative) semi-definite if and only q = 0 (respectively, p = 0). Furthermore, Φ is indefinite if and only if p > 0 and q > 0. More generally, we have :
Sylvester's Law of Inertia
6 Let Φ be a Hermitian form on the finite dimensional K-vector space V and x 1 , . . . , x n , n := Dim K V be an (orthogonal) basis of V with respect to Φ and the Gram's matrix of Φ is the diagonal matrix of the form 
)
Then p is the maximum of the dimensions of subspaces of V on which Φ positive definite, and q the maximum of the dimensions of subspaces of V on which Φ is negative definite. -In particular, p and q do not depend on the special choice of the orthogonal basis x 1 , . . . , x n of V .
Proof Let p is the maximum of the dimensions of subspaces of V on which Φ positive definite. Since Φ is positive definite on the subspace Kx 1 + · · · + Kx p , it follows p ≤ p . Let W be an arbitrary subspace on which Φ is positive definite. Since Φ is negative semi-definite on U := Kx p+1 + · · · + Kx n , we have W ∩U = 0. Therefore, DimW ≤ n − DimU = p. Analogously one can prove the characterization of q.
The pair (p, q) as in the Sylvester's Law of Inertia 3.4 is called the t y p e of the form Φ.
The natural number p is called the (i n e r t i a -) i n d e x, the integer p − q is called the s i g n a t u r e and the natural number q is called the M o r s e -i n d e x of Φ. We denote the rank, signature and type of a Hermitian form Φ by rank Φ, sign Φ and type Φ, respectively.
The t y p e of a Hermitian matrix C ∈ M n (K) is by definition the type a form with C as the Gram's matrix with respect to an (arbitrary) K-basis of K n . The matrix analog of the Sylvester's Law of Inertia 3.4 is the following : 3.5 Corollary Let Φ be a Hermitian form on the n-dimensional K-vector space V . Let x 1 , . . . , x n be a K-basis of V and G Φ (x) = (Φ(x i , x j )) ∈ M n (K) be the Gram's matrix of Φ with respect to the basis x 1 , . . . , x n . Then Φ is of type (p, q) if and only if G Φ (x) is congruent to the matrix E p,q n , i. e. there exists an invertible matrix A ∈ GL n (K) such that G Φ (x) = t A · E p,q n · A . Two Hermitian matrices C, C ∈ M n (K) have the same type if and only if they are congruent. In particular, a Hermitian matrix C ∈ M n (K) have type (p, q) if and only if C is congruent to the matrix E p , q . A symmetric matrix C ∈ M n (K) is of type (p, q) if and only if it is congruent to the matrix E p,q n .
In the case K = K (real closed), one can choose 7 A ∈ GL + n (K). In the situation of Corollary 3.5, if Φ is non-degenerate, i. e. if p+q = n, then Det G Φ (x) = (−1) q | Det A| 2 , i. e. Sign (Det G Φ (x) = (−1) q . Therefore, the sign of the Gram's determinant Det G Φ (x) determines the parity of q. From this one can deduce the following useful criterion for the determination of the type : 6 Sylvester, James Joseph (1814-1897) was an English mathematician who made fundamental contributions to matrix theory, invariant theory, number theory, partition theory, and combinatorics. He played a leadership role in American mathematics in the later half of the 19th century as a professor at the Johns Hopkins University and in 1878 he founded the American Journal of Mathematics, the first mathematical journal in the United States. 7 Use the following observation : Let V be an oriented vector space over a real-closed field K of dimension n ∈ N * and Φ be a Hermitian form of type (p, q) on V . Then there exists an orientation of V represented by a basis x 1 , . . . , x n of V such that the Gram's matrix of Φ is equal to the matrix E p,q n .
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Hurwitz's Criterion
8 Let Φ be a Hermitian form on the n-dimensional K-vector space V . Let x 1 , . . . , x n be a basis of V and G Φ (x) = (Φ(x i , x j )) ∈ M n (K) be the Gram's matrix of Φ with respect to the basis x 1 , . . . , x n . Suppose that the principal minors
are all = 0. Then Φ is of type (n − q, q), where q is the number of sign changes in the sequence
Proof Recall that we say that in a sequence a 0 , . . . , a n of non-zero real numbers c h a n g e s t h e s i g n a t t h e i -t h p l a c e 9 if 0 ≤ i < n and a i a i+1 < 0.
Note that since D n = 0, Φ is non-degenerate. Let (p, q) = (n − q, q) be the type of Φ. We prove the assertion by induction on n. The case n = 0 is trivial (and so is the case n = 1). For the inductive step from n − 1 to n, by induction hypothesis, the type of Φ on V := Kx 1 + · · · + Kx n−1 is of type (n − 1 − q , q ), where q is the number of sign changes in the sequence D 0 , . . . , D n−1 . It follows q ≤ q ≤ q + 1, since by Sylvester's Law of Inertia 3.4 n − 1 − q ≤ n − q and q ≤ q. Now, since Sign D n−1 = (−1) q and Sign D n = (−1) q , the assertion follows.
The Criterion of Hurwitz yields the following lemma :
, 1 ≤ i, j ≤ n, be polynomials such that F i j = F j i . Let s ∈ K be such that the bilinear form defined by the symmetric matrix (F i j (s)) 1≤i, j≤n is non-degenerate, then there exists an ε > 0 such that the type of the symmetric matrices (F i j (t)) 1≤i, j≤n is the same for all t ∈] s − ε, s + ε [. In particular, "being of type (p, q)" is an open property for non-degenerate symmetric bilinear forms over K.
Proof Note that for t ∈ K, the principal minors D m (t) = (F i j (t)) 1≤i, j≤m , m = 1, . . . , n, of the symmetric matrix (F i j (t)) 1≤i, j≤n , are polynomial functions in t over K and hence (see 3.1 (c) ) D m (t), m = 1, . . . , n, are continuous functions in t. Therefore there exists ε > 0 such that D m (t) has the same sign as D m (s) for all t ∈] s − ε, s + ε [ and all m = 0, . . . , n. Now, the assertion follows from the Hurwitz's Criterion 3.6.
• 3.8 Remark If in Lemma 3.7 the Gramian matrix (F i j (s)) is degenerate of type (p, q), then for some ε > 0 the Gramian matrix (F i j (t)) is of type (p , q ) with p ≥ p, q ≥ q for all t ∈] s − ε, s + ε [.
Corollary
Let Φ be a Hermitian form on the n-dimensional K-vector space V and let x 1 , . . . , x n be an arbitrary basis of V . Let 8 Hurwitz, Adolf (1859-1919) was a German mathematician who worked on algebra, analysis and number theory. He was a doctoral student of Felix Klein finishing dissertation in 1881 on elliptic modular functions. He used Riemann surface theory to prove many basic results on algebraic curves, for instance Hurwitz's automorphism theorem. 9 For an arbitrary sequence of real numbers b 0 , . . . , b m by a c h a n g e o f s i g n s means a change of signs in the sequence obtained by removing the zeros from the original sequence.
(2) Replace Φ by −Φ and use (1).
• 3.10 Example Let v 1 , v 2 be a basis of the 2-dimensional K-vector space V . For the symmetric bilinear form 0) (1,1) (0,2) (1,1) (1,0) (0,1) (1,1) (1,0) (0,0) (0,1) .
Note that the case D 1 = 0, D 2 > 0 is not possible.
Example
, where x is the image of
Then the Gram's matrix
is a symmetric matrix with The type of a Hermitian form on a finite dimensional vector space V over C K can also be determined by using the eigenvalues of the Gram's matrix, see Theorem 3.13 below. The standard text book proof of this fact uses the Principal Axis Theorem. We give here a direct proof using the following interesting Lemma 3.12 :
In the following, as in 3.2 (d) , let K be a real closed field, C K = K[ i ] with i 2 = −1 be the algebraic closure of K and σ = :
Gram's matrix of −, − with respect to the standard basis of C n K is the unit matrix E n . Further, this form is positive definite. Let x 1 , . . . , x n be an orthonormal basis of C n K and A ∈ GL n (C K ) be the matrix whose columns are x 1 , . . . , x n . Since x i , x j = t x i x j = δ i j for all 1 ≤ i , j ≤ n, t A A = E n , i. e. A −1 = t A . Such a matrix A is called σ -u n i t a r y.
Lemma
With the notation as in 3.2 (d) . Let K be a real closed field and C K be the algebraic closure of K. Further, let f : V → V be a C K -linear operator on the n-dimensional C K -vector space V and −, − be a positive definite C K -Hermitian form on V . Then there exists an orthonormal basis x = (x 1 , . . . , x n ) of V such that the matrix M x x ( f ) of f with respect to x is an upper triangular matrix.
Proof First, we prove that there exists a basis y = (y 1 , . . . , y n ) of V such that the matrix M y y ( f ) of f with respect to the basis y is an upper triangular matrix. It is enough to prove that there exists a chain of f -invariant subspaces 0 = V 0 V 2 V 2 · · · V n−1 V n = V . We prove this by induction on n. For a proof, let z = (z 1 , . . . , z n ) be arbitrary C K -basis of V and M z z ( f ) be the matrix of f with respect to the basis z. Note that since C K is an algebraically closed field (see FTA), it follows that the characteristic polynomial
. In particular, there exists an eigenvector y 1 ∈ V , i. e. the subspace V 1 := Ky 1 is f -invariant. Now, apply induction hypothesis to the operator f : V /V 1 → V /V 1 induced by f to construct the chain of f -invariant subspaces 0
is a basis of V with the matrix M y y ( f ) of f with respect to the basis y is an upper triangular matrix. Then the basis obtained from the basis y by applying the Schmidt's orthonormalization process is also an upper triangular matrix.
• Now we prove the following important theorem :
Theorem
With the notation as in 3.2 (d) . Let K be a real closed field and C K be the algebraic closure of K. Further, let C ∈ M n (C K ) be a Hermitian matrix. Then all the eigenvalues of C are in K and C is of type (p, q) if p is the number of positive eigenvalues and q is the number of negative eigenvalues of C counted with their multiplicities in the characteristic polynomial of C.
Proof Let f : C n K → C n K be the operator defined by the matrix C (i. e. the matrix of f with respect to the standard basis of C n K is the matrix C). Use Lemma 3.12 to choose an orthonormal basis x = (x 1 , . . . , x n ) of C n K (with respect to the standard form on C n K ) such that the matrix D := M x x ( f ) of f is an upper triangular matrix. If A is the (unitary) matrix with columns x 1 , . . . , x n , i. e. A is the transition matrix from the standard basis e = (e 1 , . . . , e n ) to the basis x, then A −1 = t A and
e. D and C are congruent. Therefore, since C is Hermitian , D is also Hermitian. Further, since D is an upper triangular matrix, D is a diagonal matrix (with diagonal elements in K, see 3.2 (b) ). Now, since χ D = χ C , it follows that multiplicities of eigenvalues of C and D are same and hence C is also of type (p, q) .
• 3.14 Remark The proof of the above Theorem 3.13 shows that every Hermitian matrix in M n (C K ) is diagonalizable (even with respect to an orthonormal basis of C n K ).
Corollary
With the notation as in 3.2 (d). Let K be a real closed field and C K be the algebraic closure of K. Further, let C ∈ M n (C K ) be a Hermitian matrix and Further, let f = a 0 + a 1 X + · · · + a n−1 X n−1 + a n X n ∈ K[X], a n = 0 be a polynomial of degree n over a real closed field K. Let V + , (resp. V − ) denote the number of sign changes in the sequence a 0 , a 1 , . . . , a n−1 , a n (resp. in the sequence a 0 , −a 1 , . . . , (−1) n−1 a n−1 , a n ) . We now consider family of non-degenerate symmetric bilinear forms on n-dimensional vector space over a real closed field K and their Gram's matrices R(t) = (R i j (t)) 1≤i, j≤n , where R i j (t) = R i j (t 1 , . . . ,t N ) are rational functions on a subset U ⊆ K N . With this we prove the following important Rigidity Theorem. More precisely :
3.17 Rigidity Theorem for Quadratic Forms Let K be a real closed field, R i j , 1 ≤ i , j ≤ n, be rational functions on a line connected subset U ⊆ K N such that R i j = R ji for all 1 ≤ i , j ≤ n and
Then all the matrices R(t) ∈ M n (K), t ∈ U, have the same type (p, q), or equivalently, the same signature p − q.
Proof By 3.1 (f), it is enough to prove that the signature of R(t) is constant on a line segment L ⊆ U. To prove this, we parametrize the points on L by the unit interval [0, 1] ⊆ K and assume that R i j = F i j /G i j , 1 ≤ i , j ≤ n, be rational functions defined on [0, 1] and G i j do not vanish on any point in [0, 1] for all 1 ≤ i , j ≤ n. Further, by Intermediate Value Theorem 3.1 (g), the values of G := lcm {G i j | 1 ≤ i , j ≤ n} have the constant sign on [0, 1] which we may assume positive. 10 René Descartes (1596-1650) was a French philosopher, mathematician, and scientist. He is generally considered one of the most notable intellectual representatives of the Dutch Golden Age. Descartes' work, La Géométrie, is a technical work written for expert mathematicians published as an appendix to Discours de la méhode (1637). It includes application of algebra to geometry from which we now have Cartesian geometry (geometry with coordinates).
Then for every t ∈ [0, 1], the symmetric matrices R(t) and F i j 1≤i , j≤ n have the same type (p, q). Therefore the matrix F i j (0) 1 ≤ i , j ≤ n is congruent to a diagonal matrix Diag (a 1 , . . . , a p , b 1 , . . . , b q ) such that a i > 0; i = 1, . . . , p, b j < 0; j = 1, . . . , q and p + q = n. In particular, by Hurwitz's Criterion 3.6, the principal minors D m (t) := Det F i j (t) 1 ≤ i , j ≤ m are non-zero polynomials for all m = 0, . . . , n, and the sequence D 0 (0), D 1 (0), . . . , D m (0) has precisely q sign changes. Therefore, there are points 0 = t 0 < t 1 < · · · < t = 1 such that all D m (t) are = 0 on the intervals ]t i ,t i+1 [, i = 0, . . . , − 1. On each of these intervals, by Intermediate Value Theorem 3.1 (g), all minors D m (t) have the same sign and by Hurwitz's Criterion 3.6, the matrices F i j (t) 1 ≤ i , j ≤ n , t ∈ [0, 1], have the same type. Now, it follows from 3.1 (f) that the type is constant even on [0, 1].
• § 4 The Trace Form and its Generalizations 4.1 Preliminaries In this subsection, we recall the concepts from elementary commutative algebra for the sake of completeness. For details the reader is recommended to see [1] , [9] and [10] .
(a) Prime spectrum, Maximal spectrum and Radicals Let A be an arbitrary commutative ring (with unity). The set Spec A (resp. Spm A) of prime (resp. maximal) ideals in A is called the prime (resp. maximal) spectrum of A. Then Spm A ⊆ Spec A and a well-known theorem of Krull asserts that if A = 0 then Spm A = / 0. For example, Spm Z = { p | p ∈ P }, where P is the set of prime numbers and Spec Z = {0} ∪ Spm Z. The ring R is a field if and only if Spm A = {0}. The ring A is an integral domain if and only if {0} ∈ Spec A. For an ideal a in R , the ideal √ a := { f ∈ R | f r ∈ a for some integer r ≥ 1} is called the radical of a.
Therefore the radical of an ideal is a radical ideal. Prime ideals are radical ideals. An ideal a in Z is a radical ideal if and only if a = 0 or a is generated by a square-free integer. (b) The K-Spectrum and the K-rational of a K-algebra (see [10] ) Let K be a field. Then using the universal property of the polynomial algebra K[X 1 , . . . , X n ], the affine space K n can be identified with the set of K-algebra homomorphisms Hom K-alg (K[X 1 , . . . , X n ] , K) by identifying a = (a 1 , . . . , a n ) ∈ K n with the substitution homomorphism ξ a :
of the type m a for a unique a = (a 1 , . . . , a n ) ∈ K n ; the component a i is determined by the congruence X i ≡ a i mod m.
We have the identifications : 
Example
Let A be a finite K-algebra over an arbitrary field. Suppose that A has a p r i m i t i v e e l e m e n t x ∈ A, i. e. a generator of A as a K-algebra. . , π r of µ x are separable prime polynomials (equivalently, gcd (µ x , µ x ) = 1, where µ x is the derivative of µ x ), then A is a separable K-algebra. A primitive element of a finite K-algebra A is often called a r e s o l v e n t of A and its minimal polynomial a r e s o l v e n t p o l y n o m i a l (or a r e s o l v e n t e q u a t i o n) for A. Primitive Element Theorem : A finite separable algebra over an infinite field K has a resolvent. Sketch of a proof : There exists a finite field extension L | K such that all residue fields of the L-algebra
is separable over L (by Lemma 4.4 below), it is isomorphic to the product algebra L n , n := Dim L A (L) = Dim K A, and therefore has a primitive element. (Any n-tuple in L n with n pairwise distinct components is a primitive element !) Then the K-algebra A also has a primitive element, since K is infinite.
• A resolvent of a finite Galois field extension L | K (which exists by the Primitive Element Theorem) is called a G a l o i s r e s o l v e n t of L | K and its minimal polynomial is called a G a l o i s r e s o l v e n t p o l y n o m i a l of L | K.
4.3
The trace form Let A be a finite algebra over the field K. A classical tool for studying A is the t r a c e f o r m, which is the symmetric K-bilinear form tr : Proof If f ∈ n A , then g f ∈ n A for every g ∈ A. Therefore, multiplication by g f is a nilpotent operator on A and tr(g f ) = 0 and hence n A ⊆ A ⊥ . For the remaining assertions, it is enough to prove pv2018-archiv.tex that the trace form of a reduced finite K-algebra A = K 1 × · · · × K r is non-degenerate if and only if A is a separable K-algebra. Since tr A K = tr • Now, if K is a real closed field, then the characteristic of K is zero, and hence A red is always separable over K and A ⊥ = n A . The inclusion A ⊥ ⊆ n A may be deduced in this case in the following simple way : If f ∈ A ⊥ , then, in particular, tr A K ( f n ) = 0 for all n ∈ N * . Now, a well-known result in linear algebra states that in characteristic zero a linear operator f on a finite dimensional vector space V with tr( f n ) = 0 for all n ∈ N * (or at least for all n = 1, . . . , Dim K V ) is nilpotent.
From the Lemma 4.4, we get : 4.5 Corollary Let A be a finite separable algebra over an arbitrary field K. Then
Moreover, if K is an ordered field, then type tr
type tr
Now, we prove the following important and classical criterion for the existence of K-rational points for real closed fields.
Theorem
Let A be a finite commutative algebra over a real closed field K. Then
In particular, K is a residue class field of A if and only if sign tr A K = 0. Proof Since sign tr K K = 1 and by the formula above, it suffices to show that sign tr L K = 0 for every finite field extension L = K of K. To prove this, we consider for every x ∈ L, x = 0, the symmetric bilinear forms
is line connected and, by the Rigidity Theorem for Quadratic Forms 3.16, the signature sign Φ x is constant on L × . In particular, sign tr Thus, type tr 1) and sign tr 
The elements of the image of this map are called g e n e r a l i z e d t r a c e f o r m s on A. Note that, E A |K is also an A-module, called the d u a l i z i n g m o d u l e of A, with the scalar multiplication defined by (gα)( f ) = α( f g) for α ∈ E, g, f ∈ A. Therefore,
If, in addition, K is an ordered field then type Φ α = type Φ α and sign Φ α = sign Φ α . The bilinear form Φ α is non-degenerate on A.
In general, Φ α is non-degenerate if and only if f α = 0 for all f ∈ A {0}, that is, if Aα ⊆ E is a free A-submodule of rank one. Since Dim K E = Dim K A, even the equality Aα = E holds, i.e. α is an A-basis of E. A finite K-algebra is called a F r o b e n i u s a l g e b r a if it possesses such a K-linear form α for which Φ α is non-degenerate or, equivalently, if E ∼ = A as A-modules. For instance, A/A ⊥ α is a Frobenius algebra for every α ∈ E.
With these notions, we can formulate a partial generalization of Theorem 4.6 : Proof Note that, since K is a real closed field, the only possibility is L = C K = K [ i ] with i 2 = −1 and hence the assertion follows from Example 4.7 and Theorem 4.12.
• § 5 Counting rational points of 0-dimensional affine varieties
In this section we will apply generalized trace forms to count the rational points of 0-(Krull) dimensional affine varieties over real closed fields. Our method is a modern version of old results of Hermite and Sylvester who had used signatures of quadratic forms to count real zeros of polynomials in one variable, see [5] , [6] and [14] . We use elementary commutative algebra to treat multivariate versions of these problems.
Notation, Assumptions and Consequences
Throughout this section, we use the following notation and assumptions and their consequences : Let K be a real closed field and K := C K = K[ i ], i 2 = −1, be the algebraic closure of K (see 3.1 (g)), A ⊆ K[X 1 , . . . , X n ] an ideal in the polynomial ring K[X 1 , . . . , X n ] over K and let V K (A) := {a ∈ K n | F(a) = 0 for all F ∈ A}, (resp. V K (A) = {a ∈ K n | F(a) = 0 for all F ∈ A}) be the affine algebraic set in K n (resp. in We assume that the residue class algebra A := 
Since K is a real closed field, Char K = 0, in particular, K is infinite and hence by a linear change of coordinates (over K) (for instance, Y i = X i for all i = 1, . . . , n −1 and Y n = X n +∑ n−1 i=1 X i t i for suitable t ∈ K avoiding finitely many), we may assume that V K (A) is in g e n e r a l X n -p o s i t i o n, or the ideal A in g e n e r a l X n -p o s i t i o n (The intention is to separate all zeros in an algebraic closure of K by their last coordinate), i. e. :
5.1.a
The n-th coordinates a i n of the points a i = (a i1 , . . . , a i n ) ∈ K n , i = 1, . . . , m are all distinct.
Note that V K (A) = V K (A) ∩ K n is the set of K-rational points of V K (A) ∼ −→ K-Spec A K = Spm A K = Spec A K (the first equality follows from Hilbert's Nullstellensatz, see [9] or [4, Theorem 2.10, HNS 3] ) and V K (A) ∼ −→ K-Spec A ⊆ Spm A = Spec A, see 4.1 (b) . Further, since A and A K are reduced, the local components (see 4.1 (c) ) of A corresponding to the K-rational points a i ∈ V K (A), i = 1, . . . , r, are isomorphic to K and corresponding to m ∈ Spm A K-Spec A are isomorphic to K, but local components of A K corresponding to all the points a ∈ V K (A) are all isomorphic to K. Therefore the explicit structures of the K-algebra A and the K-algebra A K are determined by the algebra isomorphisms which are defined by the substitutions : For more accessible determination of the signature of the trace form tr A K , we need a nice basis of A over K. The following crucial key observation so-called Shape Lemma guarantees a distinguished generating set for a radical ideal A in K[X 1 , . . . , X n ].
5.2
Lemma ( S h a p e L e m m a ) Let K be an arbitrary infinite perfect field and let A ⊆ K[X 1 , . . . , X n ] be a 0-(Krull) dimensional radical ideal, i. e. the residue class K-algebra A = K[X 1 , . . . , X n ]/A is a finite dimensional K-vector space. With further notation and assumptions as in 5. 1 . There exist polynomials g 1 , . . . , g n−1 , g n ∈ K[T ] with g n = 0 square free of degree m, such that A is generated by X 1 − g 1 (X n ) , . . . , X n−1 − g n−1 (X n ), g n (X n ) . In particular, x = {1, x n , . . . , x m−1 n } is a K-basis of A, where x n is the image of X n in A.
Proof Let K be an algebraic closure of K. Since K is perfect K|K is a Galois extension with Galois group Gal(K|K). Let V K (A) := {a ∈ K n | F(a) = 0 for all F ∈ A}. Then V K (A) is finite by assumption on A and the projection map q : V K (A) → K, (a 1 , . . . , a n ) → a n , which is injective, (i. e. q separates points in V K (A) ) by assumption (see 5.1.a). The Galois group Gal (K|K) operates naturally on V K (A) : Gal (K|K) × V K (A) −→ V K (A), (σ , (a 1 , . . . , a n )) −→ (σ (a 1 ), . . . , σ (a n )). Obviously, the image q(V K (A)) =W 1 · · · W is the union of orbits of this operation and each orbit W ρ = V K (π ρ ) is the zero set of the irreducible polynomial π ρ ∈ K[T ], ρ = 1, . . . , , see [7] or [12, Ch. XI, §93, 93.2]. Therefore, since K is perfect, the polynomial g n := π 1 · · · π ∈ K[T ] is square free and q(V K (A)) = V K (g n ), deg g n = #V K (m) = m.
5.2.a
For all a n ∈ q(V K (A)), there exist polynomials g 1 , . . . , g n−1 ∈ K[T ] with deg g i < deg g = m such that (g 1 (a n ), . . . , g n−1 (a n ), a n ) is the unique point lying over a n .
To prove 5.2.a, let a n ∈ q(V K (A)) and (a 1 , . . . , a n−1 , a n ) be the unique point lying over a n . We pv2018-archiv.tex
