[1] In this paper we use a stochastic model to estimate annual net carbon exchange (NCE) from eddy covariance data taken from various sites. The stochastic model is comprised of a signal and a noise component. The signal component is characterized using a semiparametric model relating CO 2 flux to light, temperature and time fitted to the eddy covariance observations. The noise component is characterized from the resultant model residuals using empirical cumulative probability distributions. The estimates for NCE are then derived from multiple runs of the joint signal-noise model within a Monte Carlo framework. This model-based approach to estimating NCE is evaluated using synthetic data and found to give a reasonable partitioning of the signal and noise in these data. Building on this, we derive estimates of NCE from observed annual eddy covariance data sets for various sites. For the six sites analyzed, the noise to signal ratio for the annual NCE estimates lies between 5 and 17% highlighting the potential value of eddy covariance observations for this application.
Introduction
[2] The land surface plays an important role in determining the fate of carbon in the global carbon cycle, but our understanding of the functioning of the terrestrial biosphere at this scale is subject to considerable uncertainty, especially with respect to the impacts of climate change [Janssens et al., 2003] . One attempt to reduce this uncertainty is offered by the growing network of tower based observations of surface to atmosphere CO 2 exchange located in a broad spectrum of biomes [Baldocchi et al., 2001] . These eddy covariance measurements, in conjunction with carbon stock observations, are central to constraining the estimates for carbon sequestration by terrestrial ecosystems [Steffen et al., 1998; Papale and Valentini, 2003] . However, like all environmental time series data, eddy covariance net CO 2 flux observations can be characterized by significant levels of bias and noise which can impair their use. Therefore, knowing the makeup of eddy covariance CO 2 flux observations is important not only for the use of these valuable data for model identification, calibration and evaluation [Medlyn et al., 2005; Hollinger and Richardson, 2005] but, possibly more so, when integrating these flux data to derive the estimates of the daily, monthly and annual net carbon exchange (NCE) used in carbon inventory studies. This is because such integrations necessarily involve the summation of signal, bias and noise, the latter two having profound effects on the level of cumulative uncertainty attached to the final NCE estimate. Therefore, quantifying this uncertainty is important if inferences on NCE are to be made from these data.
[3] Bias in eddy covariance observations can occur under quiescent boundary layer conditions or due to unforeseen advective processes in the footprint area [Goulden et al., 1996; Moncrieff et al., 1996; Mahrt, 1998 ]. These effects are notoriously difficult to quantify (see Loescher et al. [2006] for a review) and in this paper we analyze eddy covariance data that have undergone the appropriate data rejection for these effects [e.g., Foken and Wichura, 1996; Mahrt, 1998; Papale et al., 2006] with no subsequent gapfilling. As a result, this paper is concerned solely with the random element of eddy covariance CO 2 flux observations and their effect on NCE estimation.
[4] So-called 'noise' in eddy covariance CO 2 flux observations has many sources [Goulden et al., 1996; Moncrieff et al., 1996; Mahrt, 1998; Hollinger and Richardson, 2005] . Firstly, the observations are of a complex ensemble of sources and sinks within the canopy whose underlying properties are both heterogeneous and stochastic [Oren et al., 2006] . Secondly, the turbulent exchange that connects the source-sink footprint region of a tower to the sensing platform on the tower is by definition stochastic. Thirdly, the ability of the sensing platform to measure this turbulent exchange is imperfect and subject to measurement error. Fourthly, the data preprocessing methodology that derives the flux estimates from the relevant measured variables is an imperfect (and potentially biased) approximation of the turbulent transfer it seeks to represent and hence is also subject to uncertainty. Any investigation into the effects of this aggregated noise on the derivation of NCE estimates from eddy covariance data relies in part on its characterization.
[5] There have been several ways advocated to characterize noise in eddy covariance CO 2 flux data. Hollinger et al. [2004] and Hollinger and Richardson [2005] differenced parallel measurements made by adjacent towers at the same site in order to eliminate the systematic component from flux data, assuming this to be identical in the two time series they analyzed. However, recently Oren et al. [2006] have attributed half of the variability in high temporal (halfhourly) resolution eddy covariance data to spatial heterogeneity in a 'uniform' pine forest. This suggests that a significant element of the system signal will be likely to be left in the difference of two adjacent tower measurement series. Hollinger and Richardson [2005] and Richardson et al. [2006] differenced successive draws of flux observations collected under 'similar' conditions at the same tower at the same time of the day, again as an attempt to eliminate the systematic signal leaving the noise. However, to get a large enough pool of data in each 'similar' condition bin required quite coarse grouping of data, which inevitably involved inclusion of signal in the noise estimates whilst also limiting the number of random draws possible before significant repeat draws were encountered. For both of these purely data-based methods the resulting noise series were found to be heteroskedastic with a variance being dependent on wind speed and, more importantly, the magnitude of the CO 2 flux itself, in line with the theoretical predictions of , Mann and Lenschow [1994] and Finkelstein and Sims [2001] . Based on these findings, Hollinger and Richardson [2005] and Richardson et al. [2006] approximated a parametric double exponential distribution for the noise probability density, although it was unclear from these studies to what extent the data were distributed in this way once the flux dependent variance had been accounted for.
[6] Apart from the study by Hagen et al. [2006] , who used binned model residuals as a pool from which they derived the uncertainties associated with their gap-filling estimates, it appears that model-based noise characterization has been somewhat overlooked. The reason for this is that the results are likely to be biased by the choice of the model . However, model-based noise characterization has been used in related areas such as hydrology [e.g., Sorooshian and Dracup, 1980] and climatology [e.g., Grieser and Schönwiese, 2001] and if found to be robust, a model-based approach could offer certain advantages. Firstly, it is not limited to sites where replicate tower observations have been made. Secondly, it does not rely on coarse grouping of observations with particular sets of boundary conditions but instead yields an estimate of the error for each observation. Thirdly, it is also important to appreciate that, at some stage in the derivation of NCE estimates from eddy covariance observations, use has to be made of some kind of model to supplement missing data. This last requirement suggests the need for sympathy between the methods for supplementing missing data and the subsequent derivation of the NCE estimates and their uncertainties, i.e. NCE estimation is necessarily a modeldata fusion exercise [Williams et al., 2005; Gove and Hollinger, 2006] . [7] In what follows we attempt to derive a model for annual data sets of half hourly eddy covariance net CO 2 flux observations in order to estimate annual NCE and quantify the propagation of uncertainty in these estimates. To do this, we fit a semiparametric model to eddy covariance data to approximate the signal component. Assuming the resultant model residuals to represent an approximation of the ag- gregated noise, we characterize the noise in the form of a second nonparametric stochastic model. We then use these two interdependent models to synthesise multiple eddy covariance observation runs and hence estimate the distribution of NCE. To evaluate our approach we make use of a synthetic eddy covariance data set where the signal and noise characteristics are known beforehand [Stauch and Jarvis, 2006] . Having evaluated the method we then apply it to six real annual data sets covering different biomes and climate regimes in order to infer annual NCE estimates with uncertainty for these systems.
Methods
[8] Non-gap-filled, half hourly eddy covariance observations of net CO 2 flux, y, are assumed to be comprised of a signal, x, and some noise, n, i.e. y = x + n. Two models, one for x and the other for n are estimated from the observations y and used to derive ensemble estimates ofŷ and hence annual NCE where the i'th annual estimate is given by
Signal Characterization
[9] The model we apply for x is a three-dimensional spline model which describes the simultaneous relationships between x and light, I, temperature, T, and time, t [Stauch and Jarvis, 2006] . All that is assumed about these relationships is that they are relatively smooth and hence their form can be described by semiparametric (Hermite) splines whose shape in relation to I, T and t is conditioned by optimizing the model outputx against the observations y through adjusting the spline node values within a four dimensional hypersurface, i.e. the spline node values are the flux parameters to be estimated. The dependency of y on I, T and t is simply obtained by sorting y with respect to the ascending magnitude of these three factors. Therefore, it is only the sorted indexing of I, T and t that is being used when fitting the spline hypersurface to y [Young, 1999; Jarvis et al., 2004; Stauch and Jarvis, 2006] . As a result, the spline hypersurface is analogous to a lookup table linking y to individual values of I, T and t [Stauch and Jarvis, 2006] other than, because the spline hypersurface is continuous, there is no course grouping of 'like' data into discrete bins, thereby avoiding the sampling issues this causes, but at the cost of having to employ a model. The reason for using this highly empirical approach is to attempt to minimize model dependent bias in the NCE estimates. The hypersurface model for x estimated from synthetic data (see later) is shown in Figure 1 for illustration.
[10] The optimization of the spline model for x involves minimizing the model prediction error e = y Àx using an iterative weighted nonlinear least squares approach that attempts to account for heteroskedasticity in n [Jarvis et al., 2004; Hollinger et al., 2004; Medlyn et al., 2005] (also see later). The weights are estimates of the flux dependent standard deviation of the model residuals e, i.e. s e (x). After each optimization, s e (x) is obtained for allx from a pool of 200 values of e taken in the neighborhood ofx. The prediction error is then divided by the updated series of s e (x) weights in the subsequent optimization step. This iterative optimization procedure converges on stable estimates for the model parameters and s e (x) within four iterations.
[11] The spline model estimatesx will be uncertain because the observations used to calibrate this model lack enough information to fully constrain the model's behavior. This is partly because of the corruption of the observation by noise and partly because of the inadequacy of the sampling of the relevant behavior by the observations. The dominant component of any sampling inadequacy effect is likely to be attributable to the occurrence of systematic gaps in the data set. The effects of sampling inadequacy on uncertainty in the spline model estimatesx should be relatively small when compared to the effects of observation noise. The reasons for this are twofold. Firstly, this is a data rich application where we have >12,000 observations to constrain between 80 and 90 spline nodes. Secondly, the estimation of the spline nodes involves sorting y out of temporal order, hence the effects of systematic gaps in y become less important providing they do not erode information needed to characterize the spline hypersurface unduly [Stauch and Jarvis, 2006] . As a result, uncertainty inx will be assumed to be equivalent to the noise characterisation considered next and only the optimum values ofx will be used from the spline model.
Noise Characterization
[12] Having optimizedx, in principle we could use the estimates of the s e (x) to characterize n. However, a degree of normality in e is assumed by the weighted nonlinear least squares optimization when deriving s e (x) and, in sympathy with the nonparametric spline model, we wish to avoid overconstraining the model for n. Therefore, providingx % x the model for n can be based on an offline nonparametric statistical characterization of e. As before, our characterisation of e assumes the statistical properties of n are depen- Figure 2 . An example empirical cumulative probability distribution for the model error e in the range forx of À0.75 to À0.15 (grey dots, N = 500). The black solid line is the linear interpolation used to provide the random draws ofn from this distribution.
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STAUCH ET AL.: ESTIMATION OF NET CARBON EXCHANGE dent on x Mann and Lenschow, 1994; Finkelstein and Sims, 2001; Hollinger and Richardson, 2005] and serially independent. A discrete cumulative probability distribution for e was derived by taking the sample of e corresponding to a range ofx and ranking this sample with respect to the magnitude ofx to derive an estimate of the discrete cumulative probability [Weibull, 1939; Kaplan and Meier, 1958 ] (see Figure 2 for an illustration). For each data set analysed, we chose a window width inx to subsample e which offered a pool size of, on average, 500 values of e. This was found to be a satisfactory compromise between, on the one hand, achieving robust estimates of the cumulative probability distribution and, on the other, accommodating changes in this distribution withx. An estimate of the equivalent continuous cumulative probability was obtained by linear interpolation of the discrete distribution. The continuous distribution is assumed to represent the statistical properties of n for the value ofx at the mid point of the range ofx used in its derivation. The final suit of continuous cumulative probability distributions of e was compiled by repeating this process for all values ofx. As well as characterizing n, this approach also accommodates systematic error inx in relation to the observations y because the value of e associated with the 50th percentile of the cumulative probability distribution is exactly the correction factor required to reconcilex to y given e = y Àx.
Monte Carlo Simulation for NCE Estimates
[13] Having characterisedx andn from the observed CO 2 flux y, the observations play no further role in the NCE estimation. Multiple (10 4 ) realisations of the stochastic modeln are used to produce multiple annual time series ofŷ and hence multiple annual NCE estimates using (1). For each run, the optimum values ofx are used to determine which cumulative probability distributions to draw values of n from. 10 4 realizations were found to be sufficient given that, beyond this, further realizations did not have a significant impact on the final distribution of the annual NCE estimates. 
Evaluation Using Synthetic and Real Data
[14] Our synthetic evaluation data set is generated by the soil-plant-atmosphere (SPA) model [Williams et al., 1996] calibrated for the Metolius Fluxnet site in Oregon (Ponderosa pine) for the year 2000 Anthoni et al., 2002] (see also for a test of SPA against ponderosa pine eddy covariance data). Following the analysis of Richardson et al. [2006] , we elected to simulate n as a normally distributed random variable with a variance s n 2 generated as the sum of 0.2x and 0.05u where u is wind speed. Similarly, a white noise series with a constant variance of 2% of the annual mean of I and 5% of the annual mean of T are added to these two input series to simulate input measurement error. These synthetic input and output data are shown in Figure 3 . Note that, throughout this manuscript, positive values of the net CO 2 exchange equate to terrestrial uptake. For reference, Stauch and Jarvis [2006] have demonstrated the performance of the three dimensional spline model for a range of synthetic data sets.
[15] Clearly, the aim of the methodology is to estimate NCE from real flux data. Therefore, we have chosen six different sites, i.e. four forests, a grassland and a crop site, to demonstrate the application. A summary of site characteristics with vegetation cover and climate conditions is given in Table 1 . Also, Table 1 lists the percentages of missing data in the data sets used for the estimation of the hypersurface. Again, the NCE estimation assumes the data to be unbiased and, therefore, any processing to address systematic bias in the CO 2 flux observations is assumed to have been performed by the relevant site investigators prior to our analysis. This is also identified in Table 1 .
Results and Discussion
[16] Optimizing the spline model forx against the synthetic SPA output y captures 98% of the variance in the SPA signal x [see also Stauch and Jarvis, 2006] meaning 2% remains within e. A comparison of the properties of the model residual series e with the synthetic noise n is given in Figures 4 and 5 . The grouped probability distributions for e and n are shown in Figure 4a . Note how the nonstationary variance for the underlying normal distributions results in the elevated tails for the grouped distribution and hence the appearance of a double exponential type distribution in Figure 4a . Figure 4b shows that accounting for the flux dependency of the variance transposes the distributions back to being more normal-like with properties that vary as a function ofx as expected. Figure 5 reveals e and n have similar properties in terms of mean and standard deviation for any given level of x other than for values ofx close to zero (see also Figure 4b ). This reflects an underestimate ofx asx ! zero, presumably resulting from an inadequate capture of the day-night transition in SPA. It must be stressed, however, that this small effect is compensated for when simulatingn because the cumulative probability function for this level ofx will have the appropriate offset in its 50 th percentile given it was characterized from the spline model error e.
[17] From Figure 5b we see that the variance of e slightly overestimates the variance of n over a range of values forx. This is not surprising given e includes the effects of the input noise processed through the spline model. Also, the effects of wind speed on n are not accounted for in the current noise characterization. However, the relatively close correspondence between the stochastic properties e and n in Figures 4 and 5 suggest that the characterization of n based on e is valid providing it is acknowledged that e is likely to yield a slight overestimate of the uncertainty in the NCE estimates. This is shown in Figure 6 which compares the 95 percentile NCE envelopes for the true and estimated cases. Note how the estimated envelope embraces the true envelope highlighting the lack of significant bias. Note also how the NCE envelope grows slightly faster in the estimated case because of the slight overestimation of the noise variance as discussed above. The inset figure in Figure 6 compares the year end NCE distributions again mirroring the various effects of the model based noise characterization discussed above. The range of accumulated carbon over the year is estimated to be 203.9 -213.4 gC m À2 compared to the simulated range of 205.6-212.9 gC m À2 (95% confidence intervals) resulting in a joint probability of 82%.
[18] Figure 7 gives examples of the probability distributions of e derived for different levels ofx for the six selected measurement sites, highlighting the range of noise distribution types apparent in real data when analyzed in this way. Figure 8 shows the mean and standard deviation of e for all 8b, 8e, and 8f) indicating that the pattern of spline model bias is not systematic across sites. The standard deviation of e increases with the magnitude ofx for all sites as expected, although again these patterns differ between sites; a fact that may give valuable insight into the influence of certain site characteristics such as surface roughness, wind patterns, topography and spatial heterogeneity on flux observations. One would also expect a higher relative uncertainty associated with nighttime eddy covariance observations due to reductions in the applicability of the eddy covariance methodology under low turbulence conditions . This does not appear to be borne out in the noise characteristics shown in Figure 8 where the standard deviation of the negative nocturnal net respiratory fluxes are no different to their daytime net photosynthetic flux counterparts. Why this is so is unclear, other than it suggests that the measurement protocol is not the dominant source of noise in eddy flux observations.
[19] Unlike for the synthetic data, most values for kurtosis for the real data sets are significantly greater than three suggesting greater than normal peakiness. Kurtosis also appeared to fall with increasing values ofx. Kurtosis values range from 2.4 to a maximum value of 57 with the majority of the distributions having kurtosis values of 5 -20. Although these distributions are largely not skewed (skewness values lie between À1.9 and 2.0), the apparently significant deviations from normality in the residuals for the real data (Figure 7 ) support the nonparametric approach applied here for noise characterization. This also highlights the difficulty of including the appropriate noise model within any global optimization to derivex andn. In addition, all residual series are significantly serially correlated. In the main, the autocorrelation is first order, with AR(1) coefficients ranging between 0.5 ± 0.01 (Bondville) and 0.8 ± 0.01 (Shidler) . This highlights some additional short term dependency in the data and probably reflects the fact that the system is driven by strongly autocorrelated inputs owing to the effects of the diurnal cycle. Such autocorrelation could, in principle, bias the time dimension of the node value estimates, although the time domain of the spline model describes only slow temporal changes of the order of weeks and hence is highly unlikely to be affected by half hourly autocorrelation in e. In the annual NCE estimation the autocorrelation is deemed to be of little concern and is lost when sorting the residuals with respect to the flux. As a result, this characteristic is not carried over into the NCE estimates.
[20] The propagation of the estimated uncertainty into the NCE estimates and the year end NCE distributions for each site are shown in Figure 9 and their 95% confidence intervals are given in Table 2 . Not surprisingly, the width of the confidence intervals are different for each site highlighting the site-specific nature of the noise pattern, not least due to the differing distribution and magnitude ofx across the year. Table 2 also lists annual NCE values published by the principle investigators of each site for comparison and Figure 9 shows the single, gap-filled Figure  8a and the annual cumulative error in Table 2 do not indicate any significant bias in e for the Hainich data analysis, which suggests some significant differences in the data preprocessing and/or the gap filling applied to these particular data here compared with the analysis of Knohl et al. [2003] [see Papale et al., 2006] .
[21] Provided the eddy covariance observations are not systematically biased, all six sites have been significant carbon sinks for the examined year with annual NCE estimates ranging from 118 -140 to 510 -537 gC m À2 yr
À1
. Clearly, the range of the uncertainty at the end of the flux summation period will heavily depend on the length of time the summation is performed over, but for the annual NCE estimates considered here it is interesting to see that, using the data as given, these estimates are relatively well defined highlighting the value of eddy covariance data for this application. This is especially true if we consider that the estimated ranges for annual NCE we have derived are likely to be an overestimate because of the model input uncertainty associated with the observations of I and T discussed earlier. The noise to signal ratio, or relative uncertainty, for the annual NCE estimates was between 5.2% for Hainich and 17.4% for Shidler (see Table 2 ). For comparison, Saleska et al. [2003] calculated an annual NCE relative uncertainty of 20 to 38% for tropical forest sites using a bootstrapping methodology of temporally binned eddy covariance observations taken at the same time . Cumulative NCE with 95% confidence bounds for the synthetic SPA data (dark grey) and the stochastic model estimate of this (light grey). The inset panel shows the year end distributions (aNCE: annual NCE) for these two series with the shaded area being the joint probability of 86%.
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STAUCH ET AL.: ESTIMATION OF NET CARBON EXCHANGE of day. However, unlike the modeling exercise presented here, they attributed this variance to the combination of gapfilling method and random error. In contrast, Morgenstern et al. [2004] derived an NCE relative uncertainty of 7 to 11% for eddy covariance observation from a Douglas-fir forest in the Pacific Northwest by assuming a constant random error of 10 mmol m À2 s À1 for each sample.
[22] As a check to ensure that additional uncertainty in the NCE estimates from the effects of sampling inadequacy on the spline model calibration was not being overlooked, a provisional Monte Carlo analysis was performed using only the estimated spline model node value covariance matrix to generate stochastic estimates ofx following the approach of Press et al. [1988] . Providing the effects of assuming normality when drawing from the covariance matrix do not prejudice the final NCE estimates unduly, this analysis should give an indication of the combined effects of both observation noise and sampling inadequacy on the NCE estimates. For all sites other than the Yatir forest, the envelope of uncertainty generated in this way was nearly identical to that generated by the noise model approach advocated here (see Table 2 ). This indicates that the spline model calibration does not suffer from the effects of sampling inadequacy in most cases. For Yatir forest how- ), indicating that sampling inadequacy has introduced additional uncertainty into the NCE estimates via the model calibration process. This is not especially surprising given the Yatir forest data set had the largest total of missing data (see Table 2 ) and most of this missing data was associated with a very large systematic gap occurring between day 125 and day 180. From Figure 9d we see that this introduces additional uncertainty into the NCE estimates from this time forward.
Conclusions
[23] Annual eddy covariance CO 2 flux time series contain a significant amount of noise. These data sets reflect just one realization of the associated stochastic processes for this Figure 9 . Cumulative NCE estimates with 95% confidence bounds for the selected real data examples. The solid black line in each case is constructed using a combination of the available data where possible in addition to one realization of the stochastic model for the gap-filling where required. In Figure 9d the darker envelope is the 95% confidence bound generated from the estimated spline model covariance matrix for these data. The inset panels show the year end distributions (aNCE: annual NCE). noise, leading to just one estimate of annual NCE and no information on the uncertainty of this estimate. Through characterizing the signal and noise components of these data in the form of suitable models, the multiple realizations required to construct the distribution of annual NCE estimates can be obtained. However, one of the penalties for using models in this operation is that additional uncertainty is entrained in the NCE estimation because of the effects of data sampling inadequacy on the model calibration exercise. Although the effects of data sampling inadequacy appear small for the spline model approach and data sets analysed here, this requires further investigation. For example, because the node values in the spline model are themselves CO 2 fluxes within the spline hypersurface, we predict that the effects of noise and sampling inadequacy on uncertainty inx should be additive. If this were so, it would greatly simplify any analysis of the relative contributions of these two factors on NCE estimation.
[24] From the synthetic case study we observed that, because of input uncertainties, it is difficult to exactly recreate the noise characteristics in the observations given the input uncertainties will always be processed through the model in a complex way. One could attempt to minimize input uncertainties in some way [e.g., Kavetski et al., 2002] ; however, for the synthetic case we considered it appears these distortions are not sufficient to abandon the modelbased methodology. Indeed, we would argue that, because of the need to assume some form of a model to supplement missing data in the first place, a model-based approach such as the one advocated here is a logical step when extracting NCE estimates from eddy covariance flux observations. Obviously, because our models are so heavily conditioned on the flux observations, the results are dependent on the accuracy of these measurements.
