Nowadays, in spite of disadvantages of turbulence closure models for RANS (Reynolds Averaged Navier-Stokes equations), they are at present the only tools available for the computation of complex turbulent flows of practical relevance. Their popularity comes from high efficiency in terms of accuracy and computational cost, which makes them widely used in commercial codes and related multidisciplinary applications. Hence, for modelling compressible flow, as a framework of complex inverse design optimisation tool, Navier-Stokes solver is implemented by using k-ω turbulence model in C++ environment. The governing equations in conservative form are deduced by using Favre averaging to filter local fluctuations. The code is based on structured, density based cell centred finite volume method. The convective terms are discretized by Roe approximated Riemann method. Central discretization is applied for diffusive terms. MUSCL approach is implemented for higher order spatial reconstruction with Mulder limiter for monotonicity preserving. Wilcox k-ω two equations turbulence model is implemented for turbulence modelling. The explicit system of the equations is solved by the 4 th order Runge-Kutta method. The numerical boundary conditions are based on the method of characteristics. The interest is mostly in high speed aeronautical applications with the possibility of extension for surface optimisation. Hence, the applied validational test cases are in transonic and supersonic flow regime: circular bump in the transonic channel and compression corner.
Introduction
The industrial developments must be more and more cost efficient. There are many engineering applications amongst them, in which the fluid dynamics play a significant role. However, the accurate prediction of the flow physics has always been a challenging problem. Generally, the product development process requires measurements, which are more cost and time consuming compared with numerical analyses and, in certain problems, can give results only for a limited number of situations, if it is possible to implement at all without any disturbances. On contrary, the virtual reality -beside the reduction of efforts turned to the measurements -has promising advances in modelling and visualizing freedom with causal economical advantages and without significant limitation on geometry, material, physics and boundary conditions. It has a wide range of possibilities for modelling and simulating hard, expensively or non reproducible phenomena. Moreover, in certain cases, it has also been allowed to complete approval process and preparing for homologating in industrial applications.
In CFD (Computational Fluid Dynamics) a great research effort has been devoted to the development of accurate and efficient numerical algorithms suitable for solving flows in the various Reynolds and Mach number regimes. The type of convection scheme to be used in a given application depends on the value of Reynolds number. On the other hand, the Mach number value dictates the type of algorithm to be utilized in the solution procedure. These algorithms can be classified into two groups: density-based methods and pressure-based methods, generally, the former is used for high Mach number flows (M>0.3), and the latter for low Mach number flows (M<0.3).
The pressure-based methods were originally developed to solve incompressible flows, adopting pressure as a primary variable. With this approach, the magnitude of the pressure gradient remains finite, irrespective of Mach number, rendering computation tractable throughout the entire spectrum of Mach number, hence circumventing the shortcomings of density-based methods [1] . The first implementation of pressure-based schemes for compressible flow is widely attributed to the early contribution of Harlow and Amsden based on a semi-implicit finite differ- [13] - [16] . This implementation is a TaylorGalerkin/Pressure-Correction scheme, suitable for both incompressible and compressible flow regimes. The problem here is to split the equation system into two parts: a part of convectiondiffusion type (discretized via a characteristic-Galerkin procedure) and one of self-adjoint type. With the CBS-scheme, one may solve both parts of the system in an explicit manner. Alternatively, one may use a semi-implicit scheme for the first part, allowing for much larger time-steps, and solve the second part implicitly, with its advantage of unconditional stability. The CBS procedure has been tested successfully on a number of scenarios, for example, transonic and supersonic flows, low Mach number flows with low and high viscosity and in addition, on shallow-water wave problems [23] .
The time-marching density-based schemes are employed widely in computational fluid dynamics for computation of steady and transient transonic, supersonic and hypersonic flows. In the subsonic regime, when the magnitude of the flow-velocity is small, in comparison with the acoustic wave-speed, dominance of convection terms within the time dependent equation system renders the system stiff and solvers converge slowly [17] . The time-marching procedures may suffer severe stability and accuracy restrictions and become inefficient for low Mach-number flow regimes. Here, for explicit schemes, the time-step must satisfy the Courant-Freidrichs-Lewy (CFL) conditions, where numerical stability considerations lead to small time-steps, due to the prevailing acoustic wave-speeds. On the other hand, implicit methods suffer from stiffness due to large disparity in the eigenvalues of the system. There, the condition number is high and eigenvalues may vary by orders of magnitude. As a consequence, the unpreconditioned algebraic system is illconditioned, rendering iterative solutions excessively time consuming. The effect of system stiffness on solution convergence is well known, for both explicit and implicit schemes [23] .
Numerical Method
Due to the high speed aeronautical applications, the density based method is preferred in the followings. The conservative form of the unsteady compressible Navier-Stokes Equations in 2 spatial dimensions without body forces and internal heat generation in a Cartesian coordinate system is given by (1).
in which the conservative variables and convective fluxes are given by (2).
The diffusive fluxes are described by (3).
Concerning the level of modelling, there are different approaches for fluid dynamics. Today's intensively developing CFD methods such as DNS (Direct Numerical Simulation) [18] and LES (Large Eddy Simulation) [19] for example are confined to low Reynolds number from purely computational consideration. They require a significant amount of computational time and memory comparing to the conventional flow solvers. On a physical standpoint, the two-equation closure modelling can be properly employed such as to capture the basic mechanisms related to turbulence and separation. Hence, k-ω turbulence model -originally developed by Wilcox in 1993 -is implemented after the Reynolds and Favre averaging, which are addressed to remove local uncertainty comes from turbulent fluctuation meanwhile the global effect of the turbulence is preserved [21] . The balance of turbulent kinetic energy is given by (4).
The transport equation of the specific dissipation rate of turbuPer. Pol. Transp. Eng. lent kinetic energy is described by (5).
The closure forms, empirical expressions, correlations and other related formulas are given by (6)- (19) .
in which
where 'a' is the sound speed,
Although mathematical rigour and elegance of the FEM (Finite Element Method) will remain responsible for a larger growth with respect to both FDM (Finite Difference Method) and FVM (Finite Volume Method), the finite volume discretization is applied in this paper, because it tries to combine the geometrical flexibilities of the finite element method with the discretization flexibility of the finite difference method. In order to pass from a continuous to a discrete form, the unknown in a general finite volume of the partitioned computational domain is defined as:
Roe's approximate Riemann solver is used to evaluate numerical flux functions (21) at the cell interfaces [22] . The Godunov based procedure is highly non-dissipative and more closely linked to the concept of characteristic transport. It is one of the most powerful linear Riemann solvers due to the particular advantage that it recognizes shock waves and transports all the characteristics precisely.
MUSCL (Monotone Upstream Schemes for Conservation Laws) approach is used for higher order spatial extension and MinMod limiter for monotonicity preserving:
where κ = 1 3,¯ i±
The final form of the discretized equations -in which the turbulence related terms are included -are given by (20) .
(23) The 4 th order Runge-Kutta method is used for time marching procedure:
= U k i j , where k = 1, 2, 3, 4 and α k = 1 4 − k + 1 .
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, where 
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deviation. In the reality, the high intensity shock wave develops at the same position and with the same form as in the result of computation at the identical boundary conditions. 
Conclusions
A new density-based viscous flow solver is developed and tested for compressible flow in C++ environment to be a base of the complex inverse design tool. The numerical code is based on structured, cell centered finite volume method. The governing equations in conservative form are deduced by using Favre averaging to filter local fluctuations. The convective terms are discretized by Roe approximated Riemann method. Central discretization is applied for diffusive terms. MUSCL approach is implemented for higher order spatial reconstruction with Mulder limiter for monotonicity preserving. Wilcox k-ω two equations turbulence model is used for turbulence modelling. The system of equation is solved by time accurate 4 th order Runge-Kutta method. The validation of the code has been completed for circular bump in the transonic channel and compression corner. The first test case is transonic channel over circular bump, in which the flow enters into the channel with Mach number 0.85 and a shockwave develops over the circular bump. The bump has 4.2 % maximum thickness. In the inlet plane the total pressure, total temperature, and flow angles are specified as physical boundary conditions. The static pressure corresponding an isentropic flow at Mach=0.85 is imposed at the outlet. Under these conditions the flow expands in the rear part of the bump up to a Mach number of about 1.2 and ends up into a week shock wave to allow the recovery of the free stream conditions. The results of FLUENT and own code are compared to each other. The Mach number iso-lines show reasonable deflections in Fig. 1 , the present method predicts the shockwave earlier. The shape of the geometry and the thickness of the boundary layer have a dominant effect on the location of the shockwave. Different numerical methods have different inherent mechanism to model boundary layer and shock wave -boundary layer interaction. The boundary layer seems to be thinner at the downstream of the circular bump in case of the commercial code compared to the own one. Hence, the shockwave triggered earlier in case of our model. In the second test case a ramp with 18 degrees slope angle is located in the flow channel. The air enters into a channel with Mach number 2.85. Before the ramp an oblique shockwave develops. The geometry and Mach number distribution can be found in Fig. 2 . The numerical results of the solver and the Schlieren photograph [20] are compared with each other without significant deviation. In the reality, the high intensity shock wave develops at the same position and with the same form as in the result of computation at the identical boundary conditions.
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