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Timing is everything: The link between chromosomal mobility  





Chromosomes are very dynamic structures that are constantly undergoing physical 
changes necessary for cell survival. Studies in yeast and metazoans have shown that 
chromosomal loci exhibit large-scale changes in mobility in response to DNA double-strand 
breaks (DSBs). If left unrepaired, DSBs can lead to disease and even cell death. One of the 
predominant cellular pathways utilized to repair DSBs is homologous recombination (HR). DSB 
repair via HR requires a homologous DNA template to recover the missing genetic information 
lost at the break site. Our lab proposes that increased chromosome mobility (ICM) facilitates 
recombination by helping a broken chromosome successfully find its homolog. In support of this 
view, ICM is under the genetic control of the HR machinery and requires activation of the DNA 
damage checkpoint response. However, there is currently no consensus on the precise functional 
role of ICM in HR.  
In Chapter 1, I describe in detail the known steps of DSB repair via the HR pathway, and 
discuss some of the important advancements made in the field of cell biology that has helped 
shape our understanding of HR. I highlight the use of in vivo cell imaging and fluorescently 
labeled DNA repair proteins during the study of HR. Additionally, I discuss some of the first 
studies that examined chromosome dynamics within the nucleus in live cells. Lastly, I describe 
  
the phenomenon of increased chromosome mobility and expand upon why it needs to be studied 
further. 
In Chapter 2, I present in detail our method for measuring the pairing of DNA loci during 
HR at a site-specific DSB in Saccharomyces cerevisiae. This method utilizes live cell imaging 
and a chromosome tagging system in diploid yeast to visualize homologous chromosomes during 
HR-mediated repair. Using this method, we demonstrate that in wild type (WT) cells, 
homologous chromosomes come together, repair and then move apart after repair is complete. 
Importantly, the kinetics we observe in the pairing of homologous chromosomes match the 
kinetics of site-specific DSB formation and the subsequent gene conversion of that site. 
In Chapter 3, I describe our study that elucidates the relationship between ICM and 
multiple HR steps. We find a tight temporal correlation between the recruitment of the 
recombination proteins, ICM, the physical pairing of homologous loci, and gene conversion. 
Importantly, we can shift the timing of ICM by altering the initiation of DNA end resection - an 
early step in the HR process. Our data highlight the importance of DNA end resection as a vital 
precursor to ICM and demonstrate a strong temporal linkage between ICM and HR. Taken 
together our data support the claim that ICM is essential to HR and mechanistically involved in 
the process of DNA repair. 
In Chapter 4, we explore chromosome mobility in response to different forms of DNA 
damage such as spontaneous DSBs, collapsed replication forks, and ionizing radiation (IR). We 
find that spontaneous DSBs and collapsed replication forks do not induce a change in 
chromosome mobility. However, exposure to ionizing radiation results in a robust increase in 
global chromosome mobility that is dependent on activation of the DNA damage checkpoint. 
  
Overall, these findings demonstrate how ICM is tightly regulated and highly dependent on the 
circumstances surrounding the formation of the DSB.  
Lastly, in Chapter 5, I summarize all of my findings and discuss how they relate to one 
another with respect to the linkage between ICM and HR. I also provide a perspective on future 
experiments needed to advance the field.
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“Though facts are inherently less satisfying than the intellectual conclusions drawn 
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Double-strand breaks and their repair via homologous recombination  
 
Living cells are constantly under threat from both exogenous and endogenous sources of DNA 
damage (Ciccia & Elledge, 2010). Examples of exogenous sources of DNA damage include 
ionizing radiation (IR), ultraviolet light (UV), and mutagenic chemicals. Examples of 
endogenous sources of DNA damage include reactive oxygen species (ROS), naturally occurring 
errors in DNA replication, and replication stress. Together, these various sources of damage can 
produce a wide range of different kinds of DNA lesions such as pyrimidine dimers, DNA single-
strand breaks (SSBs), DNA double strand breaks (DSBs), interstrand cross-links, specific base 
modifications, and base mismatches. These lesions, if not repaired properly, pose a serious threat 
to the cell as they can lead to the loss of genetic information, mutations, or cell death. (K. K. 
Khanna & Jackson, 2001; Rassool, 2003; Wyman & Kanaar, 2006). Thus, repairing DNA 
damage and maintaining the fidelity of the genome is of the utmost importance to the cell.  
Among the various forms of DNA lesions that can occur within a cell, DSBs are 
considered to be the most genotoxic (Agarwal, Tafel, & Kanaar, 2006; Wyman & Kanaar, 2006). 
A DSB occurs when there is a breakage in the phosphodiester backbone on both sides of a DNA 
duplex. Depending on how the DSB is generated, the ends of this break can either be blunt or 
contain single-strand DNA overhangs. In some cases, the broken DNA ends can simply be 
ligated back together through a Ku70/80 complex-dependent process called nonhomologous end-
joining (NHEJ); however, this method of repair can be error-prone and can result in the loss of 
genetic information (Rodgers & McVey, 2016). 
An alternative form of DSB repair involves the use of a homologous template to copy 
and faithfully restore missing genetic information. This method of DSB repair is called 
homologous recombination (HR). The process of HR is complex and has several steps that must 
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be precisely coordinated (Bernstein & Rothstein, 2009; Lisby & Rothstein, 2009). Figure 1-1 
outlines many of the key steps involved in HR, which are discussed below. Many of the proteins 
in the HR pathway are conserved amongst eukaryotes, and here we focus on the yeast proteins 
while we indicate the homologs in parentheses. 
Critical to HR is the MRX (MRN) complex, which is the first to sense and recognize a 
DSB (Lamarche, Orazio, & Weitzman, 2010; Lisby, Barlow, Burgess, & Rothstein, 2004; Shroff 
et al., 2004). The MRX (MRN) complex is comprised of the proteins Mre11, Rad50, and Xrs2 
(Nbs1) which assemble together with the stoichiometry of 2:2:1 (Usui et al., 1998). Mre11 is the 
nuclease subunit of the complex and can form protein dimers, which bind DNA ends (Williams 
et al., 2008). Rad50 is a flexible structural protein that can bind to Mre11 protein dimers and 
enable DNA tethering (Hopfner et al., 2002). Xrs2 (Nbs1) is a multifaceted protein that can not 
only bind Mre11 but also bind the ATM protein kinase homolog Tel1, and promote checkpoint 
activation (Usui, Ogawa, & Petrini, 2001). Both Mre11 and Rad50 are highly conserved across 
many species, with Xrs2 (Nbs1), showing conservation only within eukaryotes (Connelly & 
Leach, 2002). All members of the complex were isolated in yeast genetic screens identifying 
mutants that were both sensitive to ionizing radiation and displayed defects in meiotic 
recombination (Ajimura, Leem, & Ogawa, 1993; Chepurnaya, Kozhin, Peshekhonov, & 
Korolev, 1995; Nisson & Lawrence, 1986). The entire MRX complex appears to acts as a single 
functional unit, as loss of any of the three subunits results in a similar phenotype (Krogh & 
Symington, 2004). Null mutation of any of their vertebrate homologs of these proteins results in 
embryonic lethality or cell death (Luo et al., 1999; Tauchi et al., 2002; Yamaguchi-Iwai et al., 
1999). Therefore, studies surrounding the MRX complex have mainly been conducted in yeast or 
in vitro cell extracts.   
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After binding DNA at the site of a DSB, the MRX complex initiates a long series of 
interactions to complete repair (Lisby et al., 2004; Lisby & Rothstein, 2009). Once bound to the 
DSB, the MRX complex acts in conjunction with its co-factor Sae2 to begin the initial 
processing of the DNA end. In addition to this first step, the MRX complex also recruits other 
important proteins to the break site such as the Tel1 kinase (Nakada, Matsumoto, & Sugimoto, 
2003) and the exonucleases Exo1 and Dna2 (Shim et al., 2010). The Tel1 kinase activates the 
Ataxia-telangiectasia-mutated (ATM) signaling pathway as a part of the DNA damage response 
(DDR) network (Usui et al., 2001), while Exo1 and Dna2 perform extensive 5′–3′ resection 
(Mimitou & Symington, 2008; Zhu, Chung, Shim, Lee, & Ira, 2008). Exo1 acts independently 
during resection, whereas Dna2 works together with the RecQ helicase Sgs1 to both unwind and 
resect DNA (Xue et al., 2019). 
 DNA end resection is a crucial step in the HR pathway and generates long tracts of 3’ 
single-stranded DNA (ssDNA) overhangs, which then become a substrate for the binding of 
Replication Protein A (RPA). RPA prevents the ssDNA from interacting with itself to form 
secondary DNA structures such as DNA hairpins (San Filippo, Sung, & Klein, 2008). 
Additionally, RPA bound to ssDNA recruits the Mec1 kinase and activates the ataxia 
telangiectasia and Rad3-related (ATR) signaling pathway, another member of the DDR network 
(Zou & Elledge, 2003). RPA also facilitates the recruitment of Rad52, which, along with other 
members of the Rad52 epistasis group, displaces RPA with the filament-forming protein Rad51 
(Lisby & Rothstein, 2009). Rad51 is an ATP dependent strand exchange protein that forms a 
helical filament with ssDNA (Sung, 1994). The Rad51-DNA filament then invades segments of 
double-stranded DNA in search of homologous sequences (Ira & Haber, 2002).  
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Once a homologous segment of DNA is found, that DNA can then be used as a template 
for reparative DNA synthesis to restore the missing information lost on the broken chromosome. 
Template sequences can be found either on the sister chromatid or on the homologous 
chromosome (non-sister chromatid). In eukaryotic cells, DSBs are naturally induced during 
meiosis, and are repaired primarily via the homologous chromosome (Keeney, 2008; Schwacha 
& Kleckner, 1997). However, during the mitotic cell cycle, the sister chromatid is the preferred 
substrate for the repair of DSBs (Johnson & Jasin, 2001; Kadyk & Hartwell, 1992). If a sister 
chromatid is not available or is also damaged, HR will be forced to occur via the homologous 
chromosome or an ectopic site. 
 
Studying Chromosomal dynamics in yeast 
Over the past few decades, our understanding of the HR pathway and the dynamic movement of 
proteins during HR have advanced significantly via fluorescence microscopy. The application of 
green fluorescent protein (GFP) and time-lapse microscopy to visualize HR in live cells has been 
instrumental to progress in the field. By fluorescently tagging proteins known to be involved in 
genetic recombination, biologists have been able to learn a great deal about the behavior and 
coordination of those proteins within the cell (Lisby, Mortensen, & Rothstein, 2003; Lisby, 
Rothstein, & Mortensen, 2001).  
In addition to tagging individual HR proteins, methods were developed to allow 
visualization of specific chromosomal loci utilizing the tet and lac operator sequences from 
bacteria, which are condensed into long multiple tandem arrays and inserted into chromosomal 
sites (Michaelis, Ciosk, & Nasmyth, 1997; Robinett et al., 1996; Straight, Belmont, Robinett, & 
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Murray, 1996). TetO and lacO repressor proteins (TetR and LacI, respectively) tagged with 
fluorescent proteins bind their respective arrays and label that site.  
Another key development in the study of HR has been the introduction of specialized 
endonucleases that can induce DSBs at specific sites. The yeast mitochondrial intein-derived 
homing endonuclease, I-SceI (Colleaux, D'Auriol, Galibert, & Dujon, 1988) and the mating type 
switching HO endonuclease (Kostriken, Strathern, Klar, Hicks, & Heffron, 1983; Russell et al., 
1986) are the two most widely used proteins for inducing DSBs in HR studies (Haber, 2006; 
Kass & Jasin, 2010; Krogh & Symington, 2004; Wyman & Kanaar, 2006). Visualization of a 
chromosomal locus at an induced DSB allowed scientists to shed light on the choreography of 
protein recruitment during HR (Lisby et al., 2004; Lisby & Rothstein, 2009). These studies led to 
breakthroughs in the understanding of how various proteins are coordinated during the early 
steps of HR. However, the later steps of HR were yet to be explored.  
Similar technical breakthroughs foreshadowed the study of chromosome movement 
during HR. In 1997, the Sedat laboratory was the first to use GFP to tag a chromosomal locus in 
vivo and found that their movements were constrained (Marshall, Fung, & Sedat, 1997; Marshall, 
Straight, et al., 1997). Using multiple time-lapse trajectories captured for a given locus, they 
calculated the mean-squared displacement (MSD) of that locus and found that chromosomal 
movements were constrained (Gasser, 2002; Marshall, Fung, et al., 1997). The MSD calculation 
computes the average of all the displacements made in a single trajectory over a given period of 
time to extract key parameters about movement (Dion & Gasser, 2013; Kepten, Bronshtein, & 
Garini, 2013; Saxton & Jacobson, 1997). Displacement is plotted as amount of change in 
position at each time point (∆t). The shape of the resulting curve reveals information about how 
the tracked particle behaves, summarized in Figure 1-2. When the MSD curve increases linearly 
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with time, it indicates Brownian diffusion (Fig.1-2, blue, random motion). A curve that increases 
exponentially with time signifies superdiffusion (Fig.1-2, black, directed motion), while a curve 
that increases, but reaches a plateau, denotes subdiffusion (Fig.1-2, green, confined motion). 
Lastly, a radius of confinement (Rc), which defines the limited volume that the tracked particle 
can move within, can be calculated from the MSD curve (Marshall, Straight, et al., 1997). This 
metric can be used as a point of comparison when looking at the movement of a tracked locus 
within the cell nucleus. 
The movement of a locus can be further characterized using other calculations derived 
from the MSD data. For example, the MSD data can be graphed on a log-log scale resulting in a 
plot with a straight line. By fitting a line to the slope of this plot, a variable called the anomalous 
exponent (α) can be estimated, which reflects the character or mode of anomalous diffusion 
(Kepten et al., 2013; Mine-Hattab, Recamier, Izeddin, Rothstein, & Darzacq, 2017; Seeber, 
Hauer, & Gasser, 2018). When α values are equal to 1, pure Brownian motion or a random walk 
is indicated, α values < 1 define subdiffusive motion, and α values > 1 define superdiffusive or 
directed motion. These values are used to identify molecular crowding or other properties that 
can restrain particle movement and provide an alternative to the traditional MSD curve analysis. 
In addition to α, a number of other biophysical parameters can be extracted from the trajectory 
data of a tracked locus, including the diffusion coefficient, Dc, and effective spring coefficient, 
Kc. The Dc is approximated by the linear-weighted fit of the initial slope of the mean MSD curve 
and is used to describe the speed of the tracked particle (Ernst & Kohler, 2013). The Kc is 
defined in terms of polymer physics and indicates the degree of tethering or forces acting on a 
locus (Amitai, Toulouze, Dubrana, & Holcman, 2015; Bloom, 2008; Verdaasdonk et al., 2013).  
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The MSD analysis and the various parameters just described, have been used by many 
groups to understand chromosomal dynamics within the nucleus. For example, the Rc varies 
depending on where along a chromosomal arm a tracked locus is located. In yeast, chromosomal 
sites that are centromere–proximal yield smaller Rc values than sites located in the middle or end 
of the chromosome arm (Neumann et al., 2012; Verdaasdonk et al., 2013). The cell cycle phase 
also plays a role in changing the Rc value of chromosomal loci, whereby sites become more 
confined during S-phase and less confined during G1 (Heun, Laroche, Shimada, Furrer, & 
Gasser, 2001; Smith, Bryant, Joseph, & Rothstein, 2019). The loading of cohesin onto DNA 
during entry into S-phase is implicated to contribute to the lower confinement seen in S-phase 
(Dion, Kalck, Seeber, Schleker, & Gasser, 2013; Verdaasdonk et al., 2013). Additionally, 
tethering of the chromosomes to the nuclear envelope by centromeric attachments increases 
confinement (Strecker et al., 2016; Verdaasdonk et al., 2013). These studies have shown that 
chromosomes are ordered, mostly confined, and occupy distinct territories within the nucleus. 
However, the physical movements of chromosomes in response to DNA damage and during the 
HR repair process were still a topic warranting further investigation. 
 
The phenomenon of increased chromosome mobility 
Recently, much progress has been made towards understanding chromosomal dynamics during 
the repair of DSBs. It has been previously reported by two independent groups that yeast cells 
dramatically increase their chromosome mobility in response to DSBs (Dion, Kalck, Horigome, 
Towbin, & Gasser, 2012; Mine-Hattab & Rothstein, 2012). In yeast, this chromosomal response 
to DSBs occurs in two modes and is summarized in Figure 1-3. First, chromosomal loci that are 
in close proximity to a DSB, undergo a large expansion in movement allowing them to explore 
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40% of the nuclear volume (Mine-Hattab & Rothstein, 2012). This mode is called “local 
mobility” because it involves DNA near the break site. Secondly, undamaged chromosomes also 
respond to a DSB present elsewhere and increase their movements; however, this change is 
quantitatively smaller and the area explored is only 12% of the nuclear volume of the cell. This 
second mode is called “global mobility” because it affects the entire genome. To induce local 
mobility for investigation, researchers use site-specific endonucleases to create a DSB near a 
tagged chromosomal locus. To induce global mobility, ionizing radiation (IR) or DNA-damaging 
agents such as Zeocin are commonly used to create multiple random DSBs throughout the 
nucleus, which can occur on any chromosome and have a low probability of being on or near the 
tagged chromosomal locus. Thus, whether DSBs result from a site-specific endonuclease, 
ionizing radiation (IR), or Zeocin, they induce changes in chromosome movement (Dion et al., 
2012; Mine-Hattab & Rothstein, 2012).  
As a result of these findings, it has been proposed that ICM helps facilitate homology 
directed repair (HDR) by expanding the nuclear volume that is explored by the chromosomes 
(Mine-Hattab & Rothstein, 2013). This expansion in exploration in turn increases the probability 
that homologous chromosomes come in contact with one another, providing greater opportunity 
to undergo recombination. In support of this theory, it has been shown that mobility is tightly 
regulated and under the genetic control of many members of the HR pathway not just in yeast 
but across a variety of organisms. For example, in yeast, deletion of SAE2, a cofactor in the 
initiation of DNA end resection delays local mobility (Mine-Hattab & Rothstein, 2012). 
Similarly, in Drosophila, DSB movement requires the activities of CtIP and MRN for end 
processing (Chiolo et al., 2011) and in mammalian cell inhibition of MRN reduces the movement 
of DSBs (Schrank et al., 2018). Downstream of DNA end resection, deletion of the recombinase 
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RAD51 or the RAD54 ATPase in yeast ablates ICM (Dion et al., 2012; Mine-Hattab & Rothstein, 
2012) and in mammalian cells, RAD51 is required for the movements that occurs during 
telomere repair (Cho, Dilley, Lampson, & Greenberg, 2014). Activation of the DNA damage 
checkpoint through the Mec1 (ATR) kinase and phosphorylation of its target Rad9 (53BP1) are 
both required for local and global mobility in yeast (Dion et al., 2012; Smith, Bryant, & 
Rothstein, 2018; Strecker et al., 2016). Additionally, artificial activation of the checkpoint in the 
absence of DNA damage is sufficient to induce local and global mobility (Bonilla, Melo, & 
Toczyski, 2008; Dion et al., 2012; Seeber, Dion, & Gasser, 2013; Smith et al., 2018), while 
inhibition of the checkpoint blocks increased local and global mobility in both yeast and human 
cells (Becker, Durante, Taucher-Scholz, & Jakob, 2014; Smith et al., 2018). These findings 
highlight the interdependence of ICM on HR factors and the DNA damage response, suggesting 
a functional role for ICM in HR.  
Other cellular processes also affect chromosome mobility. For example, chromatin 
remodeling at sites of DNA damage has been implicated in chromosome mobility. The yeast 
INO80 nucleosome-remodeling complex is necessary for increased DSB movement (Amitai, 
Seeber, Gasser, & Holcman, 2017; Neumann et al., 2012; Strecker et al., 2016). Additionally, 
reductions in histone occupancy and nucleosome density result in increased chromatin 
movement and ectopic HR (Cheblal et al., 2020). The dynamics of actin and microtubules also 
play a role in chromosome mobility. However, there are differences observed across different 
organisms. For example, treatment of mouse embryonic fibroblasts with nocodazole, or other 
microtubule poisons such as taxol, decrease chromatin movement (Lottersberger, Karssemeijer, 
Dimitrova, & de Lange, 2015). Whereas in interphase yeast cells, treatment with nocodazole has 
the opposite effect and causes increased chromatin movements (Marshall, Straight, et al., 1997).  
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In mammalian cells, nuclear actin polymerization is required for the migration of a subset of 
DSBs into discrete sub-nuclear clusters (Schrank et al., 2018). In yeast, however, the role of actin 
in chromosome mobility is controversial. One report supports an active role for actin in mobility 
and the other proposes an indirect role (Amitai et al., 2017; Spichal et al., 2016). Nonetheless, it 
is clear that mobility is tightly regulated by cell and serves an important function with respect to 
HR.   
The proper control of HR is not only essential for the maintenance of genome stability, 
but is also important for the prevention of diseases such as cancer (Hoeijmakers, 2009; A. 
Khanna, 2015; Shimizu, Yoshida, Suda, & Minamino, 2014; Terabayashi & Hanada, 2018; Yao 
& Dai, 2014). In mammalian cells, either decreasing or increasing the rates of homologous 
recombination to abnormal levels can lead to tumor susceptibility (Luo et al., 2000; Snouwaert et 
al., 1999). Our lab believes that defects in chromosomal mobility can impinge on a cell’s ability 
to use homologous recombination to efficiently repair DSBs. Thus, by understanding the 
underlying mechanisms that regulate chromosomal mobility, we will provide insight into how 
HR normally occurs, specifically with regard to how a chromosome finds its homolog.  
As noted earlier, much of the DNA repair machinery is functionally conserved between 
yeast and humans. Therefore, information uncovered in yeast can ultimately be applied to 
humans and help prevent disease. By using the genetics and cell biology of yeast as our model 
system, we can learn more about the basic principles of chromosome mobility at a much faster 
pace. The work described in this thesis explores the relationship between chromosome mobility 
and HR. We uncover a critical link between DNA end resection and the initiation of ICM. 
Additionally, we provide evidence to support the claim that ICM is essential to HR and 
mechanistically involved in the process of DNA repair. 
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Figure 1-1. Repair of a DSB via NHEJ and HR. Major steps in the HR and NHEJ repair pathway 
in budding yeast. During repair via NHEJ, a DSB is recognized by the Ku complex (Ku70/ 
Ku80) and rejoins the broken ends together requiring minimal end processing (left side). During 
repair via HR, the DSB is recognized by the MRX (Mre11, Rad50, Xrs2) complex along with the 
cofactor Sae2 to initiate initial 5’ resection. The MRX complex then recruits the exonucleases 
Exo1 and Dna2 to the break site to perform extensive 5′–3′ resection. Exo1 acts independently 
during resection whereas Dna2 works together with the RecQ helicase Sgs1 (not shown) to both 
unwind and resect DNA. This DNA resection generates long tracks of 3’ single stranded DNA 
(ssDNA) overhangs that then become a substrate for the binding of Replication Protein A (RPA). 
Proteins involved in checkpoint signaling bind to RPA, such as the ATR homolog Mec1 and its 
DNA binding partnerDdc2 (not shown). Rad52, a recombination mediator, catalyzes the 
exchange of RPA for the recombinase Rad51, which forms filaments on ssDNA. These filaments 
invade dsDNA sequences to find homology, and form a D-Loop structure. Repair using a 






















Figure 1-2. MSD analysis. The mean square displacement (MSD) plots the average squared 
distance that a tracked particle travels over increasing time intervals (∆t). The shape of the 
resulting curve reveals information about how the tracked particle behaves. When a MSD curve 
increases linearly with time that behavior indicates Brownian-diffusion also called random 
motion (blue). However, a curve that increases exponentially with time signifies superdiffusion 
also called directed motion (black) while; a curve that increases but reaches a plateau denotes 
subdiffusion also called confined motion (green). Shown in the 3 panels on the left are examples 
of particles (dots) in matching colors displaying the 3 different kinds of motion indicated by the 












Figure 1-3. Local vs global mobility. 
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Figure 1-3. Local vs global mobility. In yeast, the chromosomal response to DSBs occurs in two 
modes summarized in the cartoon (not to scale). Depicted in the cartoon is a small budded yeast 
cell with the nucleus in light blue and a tagged chromosomal locus in red. The red dot signifies 
the locus while the line denotes its tracked movements. The dark blue dot represents a DSB as 
marked by a fluorescently tagged HR protein such as Rad52. In the absence of any DNA 
damage, chromosomes are confined and occupied distinct territories (left panel). After the 
induction of a site specific DSBs using an endonuclease (scissors), there is a large expansion in 
movement measured at a locus (“local mobility”, middle panel). On the other hand, after the 
induction of random DSBs using Ionizing radiation (lighting bolt) there is a smaller expansion of 
a locus not colocalized with the break (“global mobility”, right panel). Global mobility is defined 
as an increase in the movement of an undamaged locus in the context of damage elsewhere in the 
nucleus. Local mobility is defined as an increased in the movement of a locus in close proximity 




























CHAPTER 2:  
 
MEASURING CHROMOSOME PAIRING DURING  











This chapter is published in Methods in Molecular Biology (Joseph, Lee, Bryant, & 
Rothstein, 2021). The formatting has been modified for the purpose of this thesis. 
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Abstract 
The precise organization of the genome inside the cell nucleus is vital to many cell functions 
including gene expression, cell division, and DNA repair. Here we describe a method to measure 
pairing of DNA loci during homologous recombination (HR) at a site-specific double-strand 
break (DSB) in Saccharomyces cerevisiae. This method utilizes a chromosome tagging system in 
diploid yeast cells to visualize both the DNA at the break site and the homologous DNA that 
serves as a repair template. DNA repair products are confirmed in parallel by genomic blot. This 
visualization method provides insight into the physical contact that occurs between homologous 










The proper repair of DNA double-strand breaks (DSB) via homologous recombination (HR) 
requires many steps, some of which have been described enzymatically and cell biologically 
(Lisby & Rothstein, 2009; Symington, Rothstein, & Lisby, 2014). One aspect of this process that 
has remained poorly understood is the detailed mechanism of how a living cell coordinates the 
contact between the damaged DNA sequence and the undamaged homologous template. Studies 
in yeast, as well as in other model systems, have previously shown that chromosomes occupy 
defined territories within the nucleus. It has also been shown that chromosomal loci become 
more mobile and explore a larger nuclear volume in response to DSB formation (Mine-Hattab & 
Rothstein, 2012; Smith et al., 2018; Smith & Rothstein, 2017). This increase in nuclear 
exploration is regulated by the recombination machinery and the DNA damage checkpoint and is 
likely involved in the DNA homology search (Smith & Rothstein, 2017). Here, we describe a 
method developed by our laboratory using fluorescence microscopy to measure the pairing 
frequency between two homologous chromosomes after the induction of a site-specific DSB 
(Mine-Hattab & Rothstein, 2012). 
In our diploid yeast system, a multiple tandem array of the tet operator (tetO) is 
integrated at the URA3 locus on chromosome V and another tandem array of the lac operator 
(lacO) is integrated at the same site on the homolog. Constitutively expressed Tet repressor and 
Lac repressor proteins fused to fluorophores (TetR-RFP and YFP-LacI) bind to their respective 
arrays and visually label the two homologous loci for microscopy (Michaelis et al., 1997; 
Robinett et al., 1996). To produce a site-specific DNA break, an I-SceI cut site is inserted 4 kb 
from the tetO array. The I-SceI endonuclease has an 18-base recognition sequence 
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(TAGGGATAACAGGGTAAT) that does not have native cut sites in the yeast nuclear genome 
(Plessis, Perrin, Haber, & Dujon, 1992). I-SceI is expressed from a galactose-inducible promoter 
to generate a site-specific DSB only when cells are exposed to galactose. In addition, a Rad52-
CFP fusion protein acts as an indicator of DSB formation (Lisby et al., 2004; Lisby et al., 2001). 
Rad52 protein is found throughout the nucleus in undamaged cells and relocalizes to discrete 
repair foci at the sites of DNA damage. Thus in our system, Rad52-CFP foci co-localize with 
TetR-RFP foci when I-SceI is induced (Mine-Hattab & Rothstein, 2012). 
The timing of I-SceI cutting and repair by gene conversion in this system has been 
determined by genomic blot (Fig. 2-1) (Mine-Hattab & Rothstein, 2012). When cells are grown 
in galactose-containing medium, approximately 60% of the I-SceI sites are cut after 90 minutes 
of induction (Fig. 2-1B, D). Gene conversion events due to repair using the homologous 
chromosome as template are detected as I-SceI resistant bands as early as 120 minutes after DSB 
induction (Fig. 2-1C, D).  
This system of fluorescent markers enables the visualization of the 3-dimensional (3D) 
positions of genomic loci undergoing DNA repair. This positional information can then be used 
to calculate the distance between the homologous chromosomes during the repair process. The 
frequency of homolog pairing can be plotted for each time point after DSB induction and 
correlates to the repair kinetics observed by genomic blots. Comparisons of pairing efficiencies 
and repair kinetics between wild type and mutant strains provide insight into the genes and 




2.1 Equipment  
1. Leica DM5500B upright microscope (Leica Microsystems) illuminated with a 100W 
mercury arc lamp and equipped with a motorized stage or equivalent fluorescence 
microscope. 
2. 100x magnification oil-immersion objective (1.4 numerical aperture or higher – we prefer 
1.46). 
3. Hamamatsu Orca AG cooled digital CCD (charged-coupled device) or equivalent high-
sensitivity camera. 
4. High-efficiency filter cubes Chroma 41028, Chroma 31044v2 and Chroma 41002C for 
yellow (YFP), cyan (CFP) and red fluorescent protein (RFP), respectively. 
5. Volocity® software (Perkin-Elmer, Waltham, MA, USA) or equivalent software for image 
acquisition and analysis. 
6. Software for distance calculations (R, MATLAB® or Excel). 
7. Refrigerated orbital shaker with tube and flask holder for 23 ˚C incubations.  
8. Sterile 50-ml glass culture flask with lids. 
9. Spectrophotometer and cuvettes.  
10. 15-ml sterile glass culture tubes with closures. 
11. Benchtop high-speed microcentrifuge. 
12. 1.5-ml disposable centrifugation tubes. 
13. Glass slides and cover slips.  
14. Heat block for 1.5-ml disposable tubes. 
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15. Metal micro spatula. 
16. Bunsen burner. 
2.2 Solutions and Reagents 
1. YPD agar plates (1% yeast extract; 2% peptone; 2% glucose; 100 mg/L adenine; 2% agar).   
2. SC glycerol lactate liquid medium (Synthetic complete amino acid mixture (see note 1); 3% 
glycerol; 2% lactic acid; 0.05% glucose; 150 mg/L adenine; adjusted to pH 5.7 with 2N 
sodium hydroxide).  
3. SC glucose liquid medium (Synthetic complete amino acid mixture; 2% glucose; 150 mg/L 
adenine; adjusted to pH 5.7 with 1M HCl). 
4. 20% galactose in water (dissolve at room temperature, filter sterilize, store at room 
temperature). 
5. Coverslip sealant (equal volumes of bees wax, lanolin and Petroleum jelly). 
6. SC glucose + 1.4% low melting agarose aliquoted into separate 1.5-ml centrifugation tubes. 
7. Yeast strains: 
All strains are RAD5 derivatives of W303 (ade2-1 leu2-3,112 his3-11,15 ura3-1 can1-100 
trp1-1) (Thomas & Rothstein, 1989; Zhao, Muller, & Rothstein, 1998).  Only genotypic 
differences are noted below: 
(a) W9561-17A MATa ADE2 lys2::GAL-I-SceI ura3-1::3xURA3-tetOx112 I-SceI cut site TetR-
mRFP1 (Mine-Hattab & Rothstein, 2012) 
(b) U3145 MATα ura3-1::URA3-lacOx256 his3-11,15::HIS3-YFP-LacI-R197K RAD52-CFP 
lys2∆ TRP1 (Mine-Hattab & Rothstein, 2012) 
(c) U3301 MATa SPC110-RFP lys2∆ TRP1 (unpublished) 
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(d) W9387-5A MATα SPC110-YFP (unpublished) 
Methods 
3.1 Cell Cultivation and DSB Induction 
The protocol described in this section is based on our system using in vivo I-SceI cutting in 
diploid yeast cells. In this system, the DNA cutting and repair kinetics of the I-SceI cut site have 
already been characterized and provide a guide for the proper timing of DSB induction and 
image acquisition (Fig. 2-1) (Mine-Hattab & Rothstein, 2012). This section describes selection 
of the diploid strain and induction of I-SceI to produce a DSB. 
1. Cross haploid strains on YPD agar plates to create the desired diploid containing all 
necessary fluorophores (Materials 2.2, strains a and b). Incubate overnight at 30 ˚C. 
2. Replica plate the crossed strains to an appropriate double-selection medium and grow at 30 
°C overnight. 
3. Re-streak a diploid colony onto a second double-selection plate and grow at 30 °C overnight. 
4. Re-streak a diploid from the second selection onto YPD and grow overnight at 30 °C. 
5. Inoculate one or two diploid colonies from the YPD plate into 7 ml of SC glycerol lactate 
liquid medium in a sterile 15 ml culture tube and grow overnight at 23 °C with vigorous 
shaking at 200 rpm (see note 2). 
6. The following morning, dilute the culture into 7 ml of fresh SC glycerol lactate medium to an 
optical density at a 600 nm wavelength (OD600) of approximately 0.3. 
7. Grow at 23 °C with shaking for 2 to 3 hours or until the culture reaches approximately 0.5 
OD600 (see note 3). 
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8. Add galactose to the culture to a final concentration of 2% to start the DSB induction and 
continue growth at 23 °C. 
9. Remove 1 ml of the growing culture into a separate 1.5-ml centrifuge tube at each of the 
desired time points (see note 4). 
3.2 Sample Preparation 
For each of the collected time points of DSB induction, the cells are used immediately to prepare 
slides for image acquisition. We prefer this method because it allows the imaging of live cells 
and yields bright foci. As an alternative, cells can be fixed in paraformaldehyde as described 
elsewhere (Unal et al., 2008). The alternative method allows for storage of the samples before 
image acquisition at the cost of reduced fluorescence intensities.    
1. Pellet cells by centrifugation at 3400 g for 1 min.  
2. Wash the cell pellet in SC glucose medium to repress I-SceI expression.  
3. Pellet cells again.  
4. Remove the supernatant by pipetting. 
5. Resuspend the cell pellet in 100 μl of SC glucose (see note 5). 
6. Melt the 1.4% agarose solution on a 100 °C heat block.      
7. Apply 3 μl of suspended cells to the center of a glass slide. 
8. Take 3 μl of the melted agarose solution that has cooled to the touch and mix thoroughly with 
the cells on the glass slide, being careful not to create air bubbles (see note 6).  
9. Carefully place the coverslip on top of the agarose cell suspension on the glass slide.  
10. Allow the weight of the coverslip to evenly spread the agarose on the glass slide and wait 60 
to 90 seconds for the agarose to solidify completely. 
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11. Using a micro spatula, take a pea-sized amount of sealant and melt over a gas-lit Bunsen 
burner.  
12. Draw the tip of the spatula with melted wax along an edge of the cover slip to secure it to the 
glass slide. Secure at least 2 sides of the coverslip to stabilize it for microscopy. 
3.3 Image Acquisition   
Image acquisition is performed using an epifluorescence microscope equipped with a motorized 
stage and focus drive, a high sensitivity camera, and appropriate light sources and filters cubes. 
(see note 7). Additionally, an objective of 60X or greater magnification is required. In this 
section, we describe an imaging protocol that uses a Leica DM5500B upright microscope (Leica 
Microsystems) equipped with a 100x objective and motorized stage and filter cubes for RFP, 
YFP and CFP.  
1. Place the prepared glass slide onto the microscope stage. 
2. Add a drop of immersion oil on the coverslip and bring the cells into focus.   
3. Using the motorized stage, find a field of cells acceptable for imaging. Fields with 3 or more 
small budded S phase cells are preferable (Fig. 2-2A).  
4. Optically-sliced images spaced 300 nm apart in z are captured sequentially for each of the 
following channels: differential interference contrast (DIC), YFP, RFP and CFP. Take 15 
optical slices for each z-stack starting at the focal plane that has the most cells in focus (see 
note 8). 
5. Continue capturing images from different fields of cells for 30 minutes. Do not exceed the 
30-minute time window so that the data collected stays within the DSB induction time point 
(see note 9). Collect images for more than one hundred S phase cells at each time point. Due 
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to the 30-minute acquisition window, it is likely that multiple experiments are needed to 
image this number of cells. 
6. Repeat steps 1-5 for each time point of DSB induction. 
3.4 Image Analysis   
The ability to perform image enhancement, identify objects of interest (foci) and determine the 
centroid position of objects are the main software requirements for this section. We use 
Volocity® software from Perkin-Elmer for our image analysis. However, there are many other 
suitable software packages that have the same or similar functions. Bold ‘courier’ font is 
used in this section to denote Volocity® specific functions or terminology which may or may not 
be found under the same name in other software packages. 
1. Using the rectangle tool of Volocity® software, highlight individual S phase cells that 
contain a small-to medium-sized bud. Make sure the cells have a single nucleus with a single 
focus for each array and crop them (Fig. 2A). In Volocity® this action will create separate 
image files for each individual cell.  
2. At this stage, the cropped image files are deconvolved using the Volocity® iterative 
restoration tool to enhance the brightness of the foci (Fig. 2B-E) (see Note 10).   
3. For each individual S phase cell, use the find objects tool of Volocity® to locate the 
centroid position of the tetO array in the RFP channel and the lacO array in the YFP channel. 
We use a threshold setting of 10 standard deviations above background signal to prevent 
the inclusion of spurious foci. 
4. Use the measurements tab of Volocity® to create a measurement item containing 
the centroid position. For simplicity, we name the RFP and YFP channels by their 
 28 
corresponding array names (Fig. 2F and 2K).  
5. Export the above measurement items as a “.csv” file. The files are used to perform the 
distance calculations in a separate program such as R or MATLAB®. Scripting the distance 
calculations allows for comparison to a pairing threshold as described below. 
3.5 Determination of Pairing Threshold 
When measuring the distance between homologs in our system, there are two main sources of 
error; the first is in the localization precision of the microscope and the second is due to 
movement of the foci during image acquisition. Furthermore, the variances in the three different 
dimensions are different due to the mechanics of the microscope. To account for these errors and 
define a threshold for homolog pairing, a calibration experiment is performed in a diploid strain 
where the two homologous copies of the spindle pole body component Spc110, are tagged with 
YFP and RFP, respectively. This results in a cell with a focus on the nuclear periphery that is 
labeled in both of the fluorescent channels that are used to detect the two homologs. The mean of 
the distance between the Spc110 signals and the variance of the mean in each dimension 
separately is used to set a threshold for homolog pairing (pairing threshold).  
1. Cross haploid strains to create a diploid that contains both copies of Spc110 tagged with 
RFP and YFP, respectively (Materials 2.2 strains c and d).  
2. Grow and cultivate the cells as in steps 2-7 from section 3.1.  
3. Prepare the cells for imaging as in steps 1 and 4-12 of section 3.2.  
4. Acquire the images needed for further analysis as in steps 1-5 from section 3.3. Limit the 
analysis to small budded cells (early S phase) to ensure that there is only one spindle pole 
body per cell.  Images for more than one hundred cells should be acquired.  
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5. Analyze the image files and export the centroid information as in steps 1-5 of section 3.4.  
6. Using the exported x, y and z centroid positions of the Spc110 focus for each cell, calculate 
the distance between the centroid position in the RFP channel and that of the YFP channel 
in each dimension. Use the following equations:  
XSpc110_Distance = |XRFP – XYFP| 
YSpc110_Distance = |YRFP – YYFP| 
ZSpc110_Distance = |ZRFP – ZYFP| 
7. The mean difference observed in the x, y and z dimensions represent the error in the distance 
measurement between the RFP and YFP channels (see note 11).  
8. To maximize our recovery of true positives while minimizing the detection of false positives, 
we chose a range of 5 standard deviations within the mean distance observed in each 
dimension of step 7 as our pairing threshold (e.g., XPairing_Threshold = 
µXSpc111_Distance + 5"sigma"XSpc111_Distance). When this threshold is applied to the 
Spc110 data there is a 99% positive recovery rate. Additionally, when the same threshold is 
applied to untreated cells from section 3.1 there is only a 5% false recovery rate. 
3.6 Pairing Calculation 
After the pairing threshold has been determined, pairing behavior of the homologous 
chromosomes from the data collected in section 3.4 can be assessed (see note 12). 
1. Using data in the “.csv” files from step 5 of section 3.4, calculate the distance between the 
arrays in the x, y and z dimension for each cell. This calculation can be scripted in R or 
MATLAB®. Use the following equations:  
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XHomolog_Distance = |XtetO - XlacO| 
YHomolog_Distance = |YtetO - YlacO| 
ZHomolog_Distance = |ZtetO - ZlacO| 
2. A cell is considered to have its homologs paired when the distance between the tetO and 
lacO arrays in the x, y and z dimensions are all within the pairing threshold defined in section 
3.5. Use the following equations:  
Paired if all 3 conditions are met:   
 
XHomolog_Distance < XPairing_Threshold 
YHomolog_Distance < YPairing_Threshold 
ZHomolog_Distance < ZPairing_Threshold 
3. For easy visual comparisons, the percentage of paired cells at each time point are plotted on a 
graph with the time of DSB induction on the x-axis (Fig. 3) (see note 13).  
Notes 
1. We use a custom synthetic complete amino acid mixture as described in (Sherman, Fink, & 
Hicks, 1987) with 2x L-leucine. Commercial mixes are also available.  
2. Cells are grown at 23 °C to allow better folding of the fluorescently tagged proteins to 
improve focus detection (Lim, Kimata, Oka, Nomaguchi, & Kohno, 1995).  
3. It is necessary to have freshly growing, cycling cells for these experiments because the HR 
events studied here are limited to the S and G2 phases of the cell cycle. In addition, dilution 
from the overnight culture before exposing the cells to galactose provides a robust population 
of S and G2 phase cells for visualization.  
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4. Time points should be chosen based on the kinetics of the DSB system employed.  We base 
time points on the previously characterized kinetics of I-SceI cutting and repair (Fig. 1). 
Starting with an initial 90-minute induction, we assess pairing at 30- or 60-minute intervals 
for up to 7 hours. 
5. If the cell culture is at a concentration of approximately 2 x 107 cells/ml, pelleting a 1 ml 
aliquot and following our protocol will produce a slide with 15 to 25 cells per field. More 
concentrated cell suspensions can be made, but will make it difficult to distinguish individual 
S phase cells.   
6. The cells to be imaged are mixed with SC glucose medium containing 1.4% low melting 
agarose to create a uniform suspension of cells. Alternatively, the cell suspension can be 
deposited onto a flat bed of agarose. We prefer the former due to ease of preparation and 
more consistent results.   
7. The fluorophores used in our diploid strains are the red- and blue-shifted variants of GFP, 
YFP(10C) and CFP(W7), respectively (Heim & Tsien, 1996; Ormo et al., 1996), as well as 
the monomeric version of DsRed (mRFP1) (Campbell et al., 2002). The emission 
wavelengths used for detection are 535 nm, 480 nm and 620 nm for YFP, CFP and RFP, 
respectively. The full details of the strain construction can be found in (Lisby et al., 2003). 
These components can be adapted to fit other strain backgrounds.  
8. When taking optical slices for each z-stack, start at the focal plane that has the most cells in 
focus and set that plane to zero. 7 optical slices are then taken above and below that set point. 
This method helps ensure full coverage of the cell nucleus.  
9. Although the expression of the I-SceI endonuclease is repressed by addition of glucose at the 
wash step, residual I-SceI endonuclease activity may create DSBs during live cell imaging. 
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Therefore, care must be taken to limit the image acquisition to a specific window of time and 
remain consistent. Since we typically induce DSBs in 30-minute time increments, we adhere 
to a strict 30-minute image acquisition time.  
10. Only select cells with a visible focus for each array prior to deconvolution. In addition, for 
the deconvolution step, ensure that the correct point spread function (PSF) file is used for 
each fluorescent channel. This file will be unique to your specific microscope set up. Many 
image analysis packages come with instruction in their user manual on how to create a PSF 
file using standard fluorescent beads. We used the Volocity® software user manual available 
online. (http://cellularimaging.perkinelmer.com/pdfs/manuals/VolocityUserGuide.pdf). 
11. It is important to calculate the mean difference in distance for each dimension independently. 
For instance, there is often much more variation in the z dimension compared to x and y due 
to microscope optics and stage mechanics. Having a separate mean calculation for the z 
dimension accounts for its larger variance without impacting x and y.  
12. To calculate the percent pairing, we include all S phase cells, even those without a Rad52 
focus co-localizing with the tetO array. This inclusion accounts for cells that may have lost 
the Rad52 focus, but still have their homologs paired. 
13. We use Fisher’s exact proportion test to determine the statistical significance between 







Figure 2-1. Kinetics of DSB induction and gene conversion. 
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Figure 2-1. Kinetics of DSB induction and gene conversion. (A) Schematic of chromosome V 
homologous loci containing repressor-binding arrays, in which one homolog has an I-SceI cut 
site. Restriction sites (SgrAI and XmaI) for genomic blot analysis are indicated by S and X. 
Probe sites are labeled on both homologs. DNA cleavage by I-SceI produces a 7 kb DNA 
fragment whereas the uncut fragment is 8 kb. (B) Genomic blot showing the appearance of the I-
SceI-cut 7 kb band after galactose induction. (C) DNA samples shown in b are further treated 
with purified I-SceI enzyme in vitro to detect the I-SceI-resistant repair product due to gene 
conversion. (D) Quantification of cutting and repair products was performed using ImageJ and 
are reported as percent of total signal for each lane. Cut DNA (dotted line) is indicated by the 
amount of the 7 kb band from b, while the repair product (solid line) is calculated as the percent 
of the 8 kb band in c. Note that 30’ and 60’ time points are not shown in the blots. In addition, 







Figure 2-2. Cell imaging and analysis. 
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Figure 2-2. Cell imaging and analysis. (A) DIC wide field view of cells to be imaged using 
Volocity® software. The population is asynchronous and thus there is a mixture of G1 
(unbudded), S (small to medium bud) and G2/M (large budded with one to two nuclei) phase 
cells. The white arrow points to an S-phase cell that has been highlighted using Volocity®’s 
rectangle selection tool. The white scale bar is 13 µm. (B) The cropped cell from A is from an 
uninduced culture and shows the focus for the tetO array in red and the lacO array in yellow. 
There is no visible Rad52 focus in this cell and the two arrays are not co-localized. The same cell 
is shown in the (C) RFP, (D) YFP and (E) CFP channels, which were merged in b. (F) The 
centroid position of the arrays was determined using the find objects tool of Volocity® and then 
exported as a “.csv” file from the cell shown in b. (G) A cropped cell from an I-SceI induced 
culture. In this cell, there is a Rad52-CFP focus that co-localizes with the RFP focus of the tetO 
array, indicating the presence of a DSB. In addition, the tetO and lacO arrays are paired (i.e., 
RFP and YFP are co-localized). The same cell is shown in the (H) RFP, (I) YFP and (J) CFP 
channels, which were merged in g. The white scale bars in b-e and g-j are 1.6 µm. (K) As 
described in f, the centroid position of the arrays was determined and exported as a “.csv” file 
from the cell shown in g. The spreadsheet view of the relevant portion of the .csv file is shown in 





Figure 2-3. Quantification of homolog pairing. 
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Figure 2-3. Quantification of homolog pairing. The percentage of paired cells at each time point 
of the DSB induction is shown. As the time of DSB induction increases, there is an increase in 
the percentage of the cells that have their homologs paired, showing a peak at 150 minutes then 
decreasing at the later time points. The behavior of the homologs shown here match the observed 
timing of I-SceI repair from a similar population of cells shown in Figure 2-1. Thus, the 





































CHAPTER 3:  
 
Chromosomal mobility and homologous recombination  









Chromosomal mobility and homologous recombination are temporally linked 
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Abstract 
Homologous recombination (HR), one of the predominant cellular pathways utilized to repair 
DSBs, is correlated with changes in chromosome movement. However, the precise functional 
role of chromosome mobility in HR is controversial. Here, we examine diploid cells and find a 
tight temporal correlation between the recruitment of the recombination proteins, increased 
chromosome mobility, the physical pairing of homologous loci, and gene conversion. When 
chromosome mobility is delayed in an mre11∆ mutant, all of the subsequent recombination 
events are also delayed. Importantly, this delay is suppressed by the overexpression of the 
exonuclease Dna2, and is dependent on the formation of single-stranded DNA as measured by 
RPA and Rad51 focus formation. The simultaneous rescue of chromosome mobility and the 
downstream events demonstrates the strong temporal linkage between increased chromosome 
mobility and HR. Our results also highlight the key role of DNA end resection as an important 
precursor to increased chromosome mobility. Taken together, our data reveal that mobility is 




Living cells are constantly under threat by both exogenous and endogenous sources of DNA 
damage (Ciccia & Elledge, 2010). If left unrepaired, DNA damage has severe consequences 
including DNA mutation, unwanted genetic rearrangements, cancer predisposition, and even cell 
death (Rassool, 2003; Wyman & Kanaar, 2006). DNA double-strand breaks (DSB) are among 
the most genotoxic of the various forms of DNA lesions (Agarwal et al., 2006; Wyman & 
Kanaar, 2006). DSBs are especially problematic since their faithful repair requires an intact 
template to recover the missing genetic information and restore the broken DNA duplex. The 
homologous template can be found either in close proximity to the break site such as an adjacent 
sister chromatid or far away on the homologous chromosome. While the initial steps of HR are 
well characterized (Bernstein & Rothstein, 2009; Lisby et al., 2004), the precise mechanism of 
how a broken chromosome rapidly and efficiently finds its homolog in a crowded nucleus 
remains unclear. It has been proposed that increased movement of the broken chromosome 
within the nucleus is essential for the homology search that occurs during HR (Mine-Hattab & 
Rothstein, 2013). 
Multiple studies across a variety of organisms have shown that chromosomal loci 
undergo large-scale changes in movement in response to DSBs (Seeber & Gasser, 2017; Smith & 
Rothstein, 2017). In budding yeast chromosomal sites located close to a DSB expand their 
exploration of the surrounding nuclear space - a term we call increased chromosome mobility 
(ICM) (Dion et al., 2012; Mine-Hattab & Rothstein, 2012; Seeber et al., 2013). However, ICM is 
not unique to yeast. In human cells, DSB induction causes chromatin domains to move great 
distances and merge together into clusters (Aten et al., 2004; Aymard et al., 2017; Caron et al., 
2015). Additionally, chromosome termini undergo long-range movements during the repair of 
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DSBs at telomeres (Cho et al., 2014; Dimitrova, Chen, Spector, & de Lange, 2008; Lottersberger 
et al., 2015). In Drosophila, DSBs created in heterochromatic DNA are relocated to the nuclear 
periphery before repair is initiated (Amaral, Ryu, Li, & Chiolo, 2017; Chiolo et al., 2011). Taken 
together, these studies clearly demonstrate that DNA movement during the repair of DSBs is 
evolutionary conserved and has a mechanistic role in the cell. However, the purpose of this DNA 
movement has not been well defined especially for homology-directed repair.  
We propose that ICM facilitates recombination by helping a broken chromosome 
successfully find its homolog. ICM is under genetic control requiring a functional HR machinery 
and checkpoint response (Mine-Hattab & Rothstein, 2012; Smith et al., 2018). For example, 
deletion of the recombinase RAD51 in yeast completely abrogates increased chromosome 
mobility (Dion et al., 2012; Mine-Hattab & Rothstein, 2012) and in mammalian cells, RAD51 is 
required for the movement that occurs during the repair of telomeres (Cho et al., 2014). The 
DNA damage checkpoint kinase MEC1 is also required for chromosomal mobility in yeast (Dion 
et al., 2012) and its human homolog ATR is required for mobility in mammalian cells (Becker et 
al., 2014; Neumaier et al., 2012). Additionally, deletion or inhibition of factors that are involved 
in DNA end resection have been demonstrated to delay increased chromosome mobility in yeast 
(Mine-Hattab & Rothstein, 2012) and reduce DNA movements in mammalian cells (Schrank et 
al., 2018). Thus, there is a clear relationship between chromosome mobility and the HR pathway; 
however, the functional consequence of that relationship is still unknown.  
Currently, there is controversy over how chromosome mobility relates to HR repair. 
Studies in mammalian cells revel conflicting results, with some exhibiting large-scale 
movements of DSBs and others showing breaks to be mostly immobile (Dion & Gasser, 2013). 
Some studies in yeast report that chromosome mobility is not required for HR. Changes in the 
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centromeric or telomeric attachments of chromosomes have been proposed to drive chromosome 
movement and that increased chromosome mobility is not directly connected to HR (Lawrimore 
et al., 2017; Strecker et al., 2016). Other studies report that chromosome positioning within the 
nucleus is the most important factor for determining the success of HR repair (Lee et al., 2016). 
Notably, the yeast studies were performed in haploid cells and only examined ectopic 
recombination. Additionally, in contrast to yeast, in mammalian cells, non-homologous end 
joining (NHEJ) is often preferred over HR as the predominant method of DSB repair (Mahaney, 
Meek, & Lees-Miller, 2009; Manivasakam, Aubrecht, Sidhom, & Schiestl, 2001). DSBs that 
undergo repair via NHEJ have limited motion when compared to those undergoing HR and do 
not cluster together (Aymard et al., 2017; Roukos et al., 2013; Schrank et al., 2018; Soutoglou et 
al., 2007), thus possibly explaining the discrepancy observed in mammalian cells.   
As there is no clear consensus about the role that chromosome mobility plays in HR, we 
examine diploid yeast, where homology directed repair is preferred and a homologous 
chromosome is present as the repair template. We explore the relationship between increased 
chromosome mobility and its association with DNA repair by looking at the coordination of key 
HR events after the induction of a site-specific DSB. We find a tight temporal correlation 
between the recruitment of recombination proteins, increased mobility, the physical pairing of 
homologous loci, and gene conversion. Importantly, when mobility is delayed in a mutant 
genetic background, the timing between these events remains preserved. Furthermore, 
suppression of the delay in chromosome mobility rescues the timing of all the downstream 
events without altering their temporal relationship. These results support the hypothesis that 
increased chromosome mobility promotes the physical pairing of homologous loci and is 
essential for subsequent recombination.  
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Results  
Chromosome mobility is delayed in mre11∆ cells 
To explore the relationship between increased chromosome mobility (ICM) and its association 
with DNA repair, we examined chromosome mobility in the absence of the Mre11-Rad50-Xrs2 
(MRX) complex, one of the first responders to a DSB (Lisby et al., 2004; Lisby & Rothstein, 
2009). This complex plays a crucial role in DSB processing for homology-directed repair 
(Lamarche et al., 2010) and in the absence of the MRE11 gene, the complex does not form (Usui 
et al., 1998). To monitor increased chromosome mobility, we used a previously reported system 
to track the movements of a broken chromosome during the repair of a DSB (Mine-Hattab & 
Rothstein, 2012). Briefly, this system includes a chromosome tag, an inducible I-SceI cut site, a 
structural marker to identify movements of the nucleus, and a DNA repair marker for detecting 
DSBs (Fig. 3-1A). Small budded S-phase cells were selected that had either no visible Rad52 
focus (Fig. 3-1B, uninduced, top panel) or a Rad52 focus colocalizing with the tetO array 
adjacent to the cut site (Fig. 3-1B, DSB, bottom panel). The tetO array was then tracked in three 
dimensions, its displacement was measured every 20 seconds and the mean squared 
displacement (MSD) was plotted for the time intervals from 20 to 900 seconds (Fig. 3-1C). As 
shown previously, the MSD curve of a tracked chromosomal array can be used to calculate the 
radius of confinement Rc and make assessments about changes in chromosomal movements 
(Heun et al., 2001; Marshall, Straight, et al., 1997). Here we observe only two modes of 
movement either confinement (plateau) or linear motion. We interpret a change in mode to 
indicate increased chromosome mobility at the DSB site. 
 To test the role of the MRX complex in chromosome mobility, we compared mre11∆ and 
WT cells using the assay described above, both in the absence and presence of DSBs. In the 
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absence of DSBs, mre11∆ cells and WT cells behave similarly and display confined 
chromosome mobility with a radius of confinement of 500 nm (Fig. 3-1C, uninduced). In 
contrast, after 3 hours of DSB induction, WT cells exhibit increased chromosome mobility, while 
mre11∆ cells do not (Fig. 3-1C, 3 hr, post-DSB induction). It was previously shown that deletion 
of SAE2 (CtIP in humans), a co-factor of the MRX complex, exhibits delayed chromosome 
mobility compared to WT (Mine-Hattab & Rothstein, 2012). Therefore, we looked 4 hours after 
DSB induction and saw increased chromosome mobility in mre11∆ cells (Fig. 3-1C, 4 hr, post-
DSB induction). Thus, loss of the MRX complex delays, but does not completely abolish, 
mobility showing that it is important but not essential for increased chromosome mobility.   
 
DNA end-resection is delayed in mre11∆ cells 
We hypothesized that the delay in chromosome mobility we observe in mre11∆ cells is the result 
of a defect in DNA end resection. In the absence of the MRX complex, DNA end resection is 
slower and less efficient, but can still occur through the activity of the exonucleases Dna2-Sgs1 
and/or Exo1 (Cejka, 2015; Ivanov, Sugawara, White, Fabre, & Haber, 1994; Zhu et al., 2008). 
To test DNA end resection in mre11∆ cells, we used a qPCR assay, initially developed in 
haploids (Gnugge, Oh, & Symington, 2018; Zierhut & Diffley, 2008), to measure single-stranded 
DNA (ssDNA) at two DraI sites located either 0.3 kb or 4.0 kb away from the I-SceI cut site 
(Fig. 3-S1A). PCR primers that flank each DraI site are used to amplify the regions both before 
and after in vitro digestion with DraI. The amount of DraI-resistant DNA reflects the percent 
resection. We first performed the resection assay in haploid strains to avoid interference from 
sequences present on the homologous chromosome in a diploid. The percentage of cutting of the 
I-SceI site was nearly identical in WT and mre11∆ cells (Fig. 3-S1B); however, the percent 
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ssDNA at the 0.3 kb DraI site was significantly reduced in mre11∆ cells when compared to WT 
(Fig. 3-S1C). Additionally, at the 4.0 kb site, mre11∆ cells exhibited less ssDNA relative to WT 
(Fig. 3-S1D). As expected, the qPCR data shows direct physical evidence that haploid mre11∆ 
cells are defective in DNA end resection.  
Next, we examined our diploid strains to test if the resection kinetics we observed in 
haploids also occurs when a homologous chromosome is present. To access I-SceI cutting in a 
diploid, we designed primers that only amplify the I-SceI recognition sequence found exclusively 
on the tetO array-containing chromosome and not the homologous lacO chromosome (Fig. 3-2A, 
cut site, yellow). As observed in haploid cells, the percent cutting of the I-SceI site was the same 
in both WT and mre11∆ diploids (Fig. 3-2B). However, for WT diploids, ssDNA increases but 
then declines after 2 hours of DSB induction at the 0.3 kb DraI site (Fig. 3-2C, black line). 
Additionally, there is also a decline in ssDNA that occurs farther away from the break at the 4.0 
kb DraI site (Fig. 3-2D, black line). This decline in ssDNA at both sites is likely due to repair of 
the I-SceI cut site that occurs during the DSB induction and results in a decrease in end resection. 
For diploid mre11∆ cells, the increase in ssDNA at both DraI sites is delayed compared to WT, 
reaching a plateau at 3 hours (Fig. 3-2C,D, green lines). Thus, the mre11∆ defect in end resection 
holds true for diploid as well as haploids strains.   
 
Rad51 and Rfa1 protein recruitment to a DSB site are delayed in mre11∆ cells   
We next examined WT and mre11∆ cells for the recruitment of RPA and Rad51 (Fig. 3-3A), two 
important HR proteins that are known to play a role in increased chromosome mobility. RPA 
binds to ssDNA to provide a platform for the recruitment and activation of the Mec1 kinase (Zou 
& Elledge, 2003), a known activator of the DNA damage checkpoint and inducer of chromosome 
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mobility (Dion et al., 2012; Smith et al., 2018). Rad51 forms filaments on ssDNA and is 
essential for homology search (Dion et al., 2012; Mine-Hattab & Rothstein, 2012). The 
appearance of Rfa1 and Rad51 foci at an I-SceI induced break site in our diploid strains is 
delayed in mre11∆ cells compared to WT (Fig. 3-3B,C). Furthermore, in mre11∆, the percentage 
of cells with an Rfa1 or Rad51 focus colocalized to the tetO array remains low until 4 hours after 
DSB induction (Fig. 3-3B,C, green line). Importantly, that is the same time that increased 
chromosome mobility occurs in mre11∆ cells. Thus, our results show that, in the absence of the 
MRX complex, RPA and Rad51 protein accumulation at the DSB site is delayed simultaneously 
delaying increased chromosome mobility.  
 
Homolog pairing is delayed in mre11∆ cells 
Next, we examined the pairing of homologous chromosomes during HR. We employed a 
previously reported system to visualize real-time homolog pairing in living diploid yeast cells 
(Mine-Hattab & Rothstein, 2012). This system includes two homologous copies of chromosome 
V, which have different multiple tandem arrays inserted near the URA3 locus (Fig. 3-4A). The 
chromosomes are independently identified by the fluorescently tagged proteins that bind each 
array (TetR-RFP for the tetO array and LacI-YFP for the lacO array). An inducible I-SceI cut 
site is located 4 kb from the tetO array (Fig. 3-4A, yellow). Homolog pairing is monitored by 
measuring the distance between the TetR-RFP and LacI-YFP foci (Fig. 3-S2 and Methods). Two 
configurations are observed: unpaired, in which the homologous loci are far apart from each 
other (Fig. 3-4B, top panel), and paired, in which the homologous loci are co-localized (Fig. 3-
4B, bottom panel). 
WT cells were examined for pairing after induction of an I-SceI DSB. The percentage of 
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cells in the paired configuration increases throughout the course of DSB induction, peaks at 2.5 
hours, and subsequently decreases (Fig. 3-4C, black line). This behavior is consistent with the 
notion that the homologous loci physically pair to initiate repair and then separate after the 
process is complete. The pairing we observe is dependent on the Rad51 recombinase since, as 
expected, rad51∆ cells did not show increased homolog pairing after DSB induction (Fig. 3-4C, 
purple line). Next, we performed the same pairing assay in mre11∆ cells and observed no 
increase in pairing events at early timepoints after DSB induction (0 to 3 hours, Fig. 3-4C, green 
line). Pairing in these cells is delayed until 4 hours after DSB induction (Fig. 3-4C, green line).  
Importantly, this delay matches that observed for increased chromosome mobility and Rad51 
protein recruitment at the break site in mre11Δ cells post-DSB induction (Fig. 3-1C and Fig. 3-
3B,C).  
 
DSB repair via gene conversion is also delayed in mre11∆ cells.  
The next HR event we examined was gene conversion, which occurs after the physical pairing of 
the homologs (Mine-Hattab & Rothstein, 2012). In our diploid strains, gene conversion can be 
detected as the loss of the I-SceI cut site on the tetO-containing chromosome as a result of DSB 
repair from the lacO-containing chromosome (Fig. 3-5A). In both WT and mre11∆ cells, 
genomic blots reveal a 7 kb band, which indicates in vivo cutting of the I-SceI site (Fig. 3-5B, 
left panels). Quantitation of the blots shows that I-SceI cutting for WT and mre11∆ is the same 
during the first hour of DSB induction (Fig.3-5C, left panels). In WT cells, the percent cut DNA 
begins to decrease after 1 hour likely due to loss of the I-SceI site via gene conversion from the 
homolog. In mre11∆ cells, the percent cut DNA does not begin to decrease until 3 hours after 
DSB induction (Fig. 3-5C, left panels). To verify that the decrease in I-SceI cutting was indeed 
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due to gene conversion, the same samples from the left panel of Figure 5B were digested with 
purified I-SceI enzyme in vitro (Fig. 3-5B, right panels). In WT cells, a 8 kb I-SceI-resistant band 
is detected after 2 hours of DSB induction, whereas in mre11∆ cells that same gene conversion 
band appears 1.5 to 2 hour later (Fig. 3-5B,C, right panels).  
To rule out the possibility that the 8 kb I-SceI-resistant band is due to non-homologous 
end joining (NHEJ), we examined a mutant lacking Yku70, a member of the Yku70-Yku80 
complex, which is an essential component of NHEJ (Emerson & Bertuch, 2016; Mages, 
Feldmann, & Winnacker, 1996; Milne, Jin, Shannon, & Weaver, 1996; Ribes-Zamora, Mihalek, 
Lichtarge, & Bertuch, 2007). Both in vivo I-SceI cutting and the appearance of the 8 kb I-SceI-
resistant band were unaffected by Yku70 deletion, demonstrating that NHEJ plays no significant 
role in producing the gene conversion product detected in our assay (Fig. 3-S3). We also find 
that the appearance of the 8 kb I-SceI-resistant band is dependent on the Rad51 recombinase, 
further supporting the notion that the 8 kb band is the product of gene conversion. In summary, 
mre11∆ cells exhibit a delay in gene conversion that corresponds with the delay observed for 
homolog pairing and increased chromosome mobility. 
 
Overexpression of Dna2 suppresses the delay in HR events in mre11∆ cells 
Thus far, we have observed a temporal relationship between the recruitment of HR proteins, 
chromosome mobility, homolog pairing, and gene conversion. Next, we looked for a suppressor 
that affected the most upstream phenotype displayed by mre11∆ cells, the delay in DNA end 
resection, and asked whether it could concomitantly rescue downstream events. Since, 
overexpression of Exo1 suppresses mre11∆ g-ray sensitivity in haploid cells (Lewis, 
Karthikeyan, Westmoreland, & Resnick, 2002; Mimitou & Symington, 2010; Tsubouchi & 
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Ogawa, 2000), we examined whether its overexpression can rescue DNA end resection and the 
timing of gene conversion in mre11∆ cells. Although overexpression of Exo1 rescues g-ray 
sensitivity in both haploid and diploid mre11∆ cells (Fig. 3-S4), surprisingly, it does not rescue 
the mre11∆ delay in gene conversion (Fig. 3-6A).  
 Next, we overexpressed Dna2, another exonuclease that plays a role in end resection. 
Unlike Exo1, Dna2 overexpression does not rescue g-ray sensitivity of either haploid or diploid 
mre11∆ cells (Fig. 3-S4). However, its overexpression rescues the timing of repair as gene 
conversion products form approximately 1 hour earlier relative to the empty vector control (Fig. 
3-6A). In addition, overexpression of Dna2 significantly increases the amount of Rad51 
recruitment to the site of a DSB compared to the empty vector control (Fig. 3-6B). Since gene 
conversion and Rad51 recruitment were rescued by Dna2 overexpression, we next measured 
chromosome mobility in these strains. When Dna2 was overexpressed, increased chromosome 
mobility occurs after 3 hours of DSB induction, unlike the empty vector control strain where the 
broken chromosome remains confined (Fig. 3-6C).  
We hypothesized that the rescue we observed in mre11∆ cells upon Dna2 overexpression 
results from increased end resection. Thus, we used the same qPCR assay described above to 
measure end resection in mre11∆ cells when Dna2 is overexpressed. First, overexpression of 
Dna2 does not affect the timing of I-SceI cutting (Fig. 3-6D). Second, the delay in resection 
observed in mre11∆ cells is suppressed when Dna2 is overexpressed and increases 3-fold by 2.5 
hours when compared to empty vector (Fig. 3-6E). This increase in resection is similar to that 
seen in WT cells are compared to mre11∆ at 2.5 hours (Fig. 3-S1C,D). Taken together, these 
data demonstrate that the strong temporal linkage between DNA end resection, chromosome 
mobility, and gene conversion can shift either earlier or later, depending on the initial timing of 
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DNA end resection. These observations not only highlight the importance of ssDNA formation 
as a vital precursor to increased chromosome mobility but also support the hypothesis that 
mobility is mechanistically linked to HR. 
 
Discussion  
In this study, we explore the functional role of chromosome mobility in relation to HR. 
Mutations in genes involved in the DNA damage response, chromatin remodeling, and HR repair 
eliminate increased chromosome mobility and reduce DNA repair outcomes (Dion et al., 2012; 
Mine-Hattab & Rothstein, 2012; Seeber et al., 2013). However, it is not clear how much of the 
reduction in DNA repair can be attributed solely to the loss of chromosome mobility versus loss 
of recombination. To learn more about the functional role of chromosome mobility in HR, we 
examined WT and mutant diploid yeast cells and measured a variety of HR events at multiple 
timepoints after DSB induction. We find a tight temporal correlation between the appearance of 
the recombination proteins and increased chromosome mobility, with stereotypical timing of 
subsequent events such as the physical pairing of homologous loci and gene conversion. 
Importantly, we find that the relative temporal relationships between subsequent events 
persevere, even when the timing of an early event is shifted.  
We specifically compared WT cells to mre11∆ mutant cells, which are mainly defective 
in DNA end resection, an early step of HR (Symington, 2016). In mre11∆ cells, although the HR 
events examined occur in the same sequential order as in WT, and with similar relative timing, 
there is a significant delay in both the appearance of recombination proteins and increased 
chromosome mobility (Fig. 3-7A). This delay in mobility also delays homolog pairing and gene 
conversion, supporting the hypothesis that increased mobility is tightly coupled to HR. We 
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reasoned that if these HR events were truly temporally linked, then rescue of an early event in 
mre11∆ cells would shift the occurrence of downstream events to an earlier time. We find that 
overexpression of the Dna2 exonuclease not only rescues the timing of gene conversion, but also 
rescues the timing of both Rad51 focus appearance and increased chromosome mobility (Fig. 3-
6A-C, Fig. 3-7B). These observations clearly demonstrate that shifting the timing of an early 
event, such as DNA end resection, causes a concomitant shift in the downstream events of 
increased chromosome mobility and gene conversion, highlighting their strong temporal linkage. 
At first, we were puzzled by the fact that overexpression of another exonuclease involved 
in resection, Exo1, which can suppress mre11∆ g-ray sensitivity (Mazon, Mimitou, & 
Symington, 2010) (Fig. 3-S4), is unable to rescue the delayed timing of gene conversion in 
mre11∆ cells (Fig. 3-5A). We suspect that the difference we observe between Dna2 and Exo1 
overexpression is likely due to their differential interaction with the Ku complex (yKu70/80). 
When the Ku complex is bound to the ends of a DSB, it specifically suppresses Exo1 access, 
however, it is less effective at blocking the recruitment of Dna2 (Shim et al., 2010). In mre11∆ 
cells, where the MRX complex is absent, the Ku complex no longer competes with MRX for free 
DNA ends and blocks Exo1 entry, thus reducing resection (Symington & Gautier, 2011). 
Furthermore, deletion of yKu70 rescues DNA end resection in mre11∆ cells (Mimitou & 
Symington, 2010), predicting that a yKu70∆ would suppress the delayed gene conversion in 
mre11∆ cells. Unfortunately, we could not test this hypothesis since the yKu70∆ mre11∆ double 
mutant, while viable, grow too slowly to use in our HR assays. Nonetheless, our data indicate the 
importance of DNA end resection as a precursor for increased chromosome mobility.   
In a recent study, it was argued that increased chromosome mobility does not correlate 
with the efficiency of DNA end resection (Cheblal et al., 2020). The authors reasoned that since 
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yKu70∆ mutants have increased DNA end resection, but do not have elevated chromosome 
mobility after DSB induction, that mobility is not linked to resection. Additionally, they report 
that rad50∆ cells, which do not form the MRX complex and are deficient in end resection, have 
higher mobility than yKu70∆ cells. However, in their study, the timing of DSB induction for 
their mobility assay was not reported. As demonstrated here with mre11∆, and in our previous 
study with sae2∆ (Mine-Hattab & Rothstein, 2012), it is critical to know the time of DSB 
induction, since increased chromosome mobility, if delayed, would be missed if it were assessed 
too early. The reverse could also be true. For example, if increased chromosome mobility occurs 
faster in yKu70∆ cells, it would be missed if assessed too late. Further support for the importance 
of resection comes from studies in mammalian cells, where inhibiting the nuclease activity of 
MRX reduces end resection and substantially decreases DSB movements (Schrank et al., 2018). 
The authors suggest a positive feedback loop where resection enhances DSB movements and 
vice versa (Schrank et al., 2018). Although increased mobility is reduced or delayed in the 
absence of the MRX complex, it is still possible for mobility to occur at some later timepoint 
presumably when there has been sufficient end resection. If cells were examined at a late 
timepoint, this could also explain why the gasser group even saw elated mobility in rad50∆ cells 
when compared to yku70∆. Nevertheless, it is clear that DNA end resection plays an important 
role in the initiation of chromosome mobility and that formation of single-stranded DNA is a 
crucial intermediate.  
We present evidence indicating that increased chromosome mobility is mechanistically 
linked to HR; however, some groups have argued that increased chromosome mobility is not 
required for HR. One claims that chromosome positioning within the nucleus is more important 
for determining the success of HR repair than chromosome movement (Lee et al., 2016). They 
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used a sae2∆ mutant to “block” mobility; however, sae2∆, like mre11∆ shown here (Fig. 3-1B), 
only delays mobility and does not abrogate it (Mine-Hattab & Rothstein, 2012). Furthermore, in 
their assay for recombination, colony growth on a plate is measured 3-4 days removed from the 
initiation of the DSB. Thus, increased mobility could have occurred at any time during the 
colony growth. In another study, the authors claim that mobility is driven by changes in the 
centromeric attachments of chromosomes to the spindle pole body by the kinetochore protein, 
Cep3 (Strecker et al., 2016). They did not observe increased mobility in the absence of Cep3, 
while HR repair remained intact. However, they did not examine mobility at more than one 
timepoint after DSB induction and thus may not have captured increased mobility. In addition, 
like the previous study just described, the link between the initiation of repair and the assayed 
recombination events are days apart. Furthermore, Cep3 mutant cells were recently shown by a 
different group to exhibit increased chromosome mobility, supporting the notion that mobility is 
linked to repair (Cheblal et al., 2020). It is important to note, that in our study, we examine 
mobility and repair at time frames that are within hours not days of DSB initiation, allowing us 
to get much closer to the moments where changes in chromosome mobility likely play a role in 
HR. Finally, our studies are performed in diploid cells, where the homolog is always present, as 
opposed to studies in haploid cells, where HR is often measured between artificially constructed 
ectopic sites.  
Unanswered questions still remain surrounding the nature of the physical mechanism 
causing increased chromosome mobility after DSB formation. Given that the recombination 
protein Rad51 is essential for chromosome mobility (Smith & Rothstein, 2017), it has been 
proposed that the recruitment of Rad51 to resected DNA ends results in a stiff filament that 
allows the navigation of the broken DNA end through the densely packed chromatin in the 
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nucleus (Mine-Hattab et al., 2017). Other models propose that DNA damage results in changes 
in chromatin stiffness to promote increased chromosome mobility, which may result from 
checkpoint activation and chromatin remodeling (Hauer et al., 2017; Herbert et al., 2017; Seeber 
& Gasser, 2017). Our findings that DNA end resection is a vital precursor to increased 
chromosome mobility support both models, since ssDNA is required for both downstream 
checkpoint activation and Rad51 filament formation. Thus, these different models are not 
mutually exclusive and, in fact, may work in concert to produce changes in the dynamics of 




All strains are RAD5+ derivatives of W303 (see Table 3-1). 
Galactose induction  
For I-SceI cutting experiments, cells were grown overnight at 23 °C in 7 ml of SC glycerol 
lactate liquid medium in sterile 15 ml culture tubes.  The following morning, the cultures were 
diluted in 7 ml of fresh SC glycerol lactate medium to an optical density at a 600 nm wavelength 
(OD600) of approximately 0.3. Then the cultures were allowed to grow for 2 to 3 hours or until 
they reached approximately 0.5 OD600. To start the DSB induction, galactose was added to the 
cultures at a final concentration of 2%. Next, 1 ml of the growing cultures were removed and 
placed into a separate 1.5-ml centrifuge tube at each of the desired time points of DSB induction. 
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Cells were then prepared for microscopy.  
Microscopy 
For each of the collected time points of DSB induction, the cells were used immediately to 
prepare slides for image acquisition. Cells were pelleted by centrifugation and then washed in SC 
glucose medium to repress I-SceI expression. 3 μl of the resuspended cells were then mixed with 
3 μl of 1.4% melted agarose and placed on the center of a glass microscope slide. A glass 
coverslip was placed on top of the cell suspension and slide edges were sealed with melted wax. 
Image acquisition was performed using an epifluorescence microscope, the Leica DM5500B 
upright microscope (Leica Microsystems), illuminated with a 100W mercury arc lamp and 
captured with a Hamamatsu Orca AG cooled digital CCD (charged-coupled device). We used a 
100x objective and high-filter cubes for fluorophore imaging (Chroma 41028, Chroma 31044v2, 
and Chroma 41002C, for YFP, CFP, and RFP, respectively). The fluorophores used in our 
diploid strains are the red- and blue-shifted variants of GFP, YFP(10C) and CFP(W7), 
respectively (Heim & Tsien, 1996; Ormo et al., 1996), as well as the monomeric version of 
DsRed (mRFP1) (Campbell et al., 2002). The emission wavelengths used for detection are 535 
nm, 480 nm and 620 nm for YFP, CFP and RFP, respectively. 
Image analysis 
Image analysis was performed with Volocity software (Perkin-Elmer). Time-lapse images were 
identically deconvolved using the iteration deconvolution tool in the Volocity software for 
contrast enhancement. The find objects tool of the Volocity software was used to track the three-
dimensional (3D) positions of the tagged loci and identify the intensity-weighted mass center for 
each focus. A fluorescence intensity of 10 standard deviation above background was used as a 
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cut off for the lacO/LacI–YFP and tetO/TetR–RFP arrays. 
Chromosome mobility 
To measure chromosome mobility a mean square displacement (MSD) analysis (Gasser, 2002; 
Marshall, Straight, et al., 1997; Mine-Hattab & Rothstein, 2012) was used to track the change in 
displacement of a fluorescently tagged locus near the site of an inducible DSB. To calculate the 
MSD values time-lapse movies were taken of the cells and the 3D positions of the tetO array 
(RFP focus) and the spindle pole body (Spc110–YFP focus) were recorded every 10 seconds. To 
correct for the drift due to the motion of the nucleus inside the cell, the position of the tetO locus 
was subtracted from the position of the Spc110 focus using the equation (xtetO–xSpc110, ytetO –
ySpc110 , ztetO –zSpc110 ). We then measured the MSD of the translocations of the tetO locus using 
equation ti = < (xi+1 −xi)2 +(yi+1 −yi)2 +(zi+1 −zi)2 >. These values were the plotted over the change 
in time (Dt) .The radius of confinement (Rc) was then calculated by averaging the individual 
MSD plots for each cell in an experiment into a mean value, fitting the resultant curve, and 
taking ¾ of value the plateau of that curve.  
Homolog pairing  
The homolog pairing assay is described in Chapter 2. 
Genomic blots  
To quantify the amount of I-SceI cutting and I-SceI gene conversion after DSB induction, cells 
were grown overnight in 25 ml of SC glycerol lactate liquid medium (Synthetic complete amino 
acid mixture; 3% glycerol; 2% lactic acid; 0.05% glucose; 150 mg/L adenine; adjusted to pH 5.7 
with 2N sodium hydroxide) and re-diluted the next morning in 50 ml of the same medium for 3 
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hours until they reached an optical density at a 600 nm wavelength (OD600) of approximately 0.5. 
Then, galactose was added to a final concentration of 2% to induce a DSB at the I-SceI cut-site. 
After 0, 30, 90, 120, 150, 180, 240, and 300 min of DSB induction in galactose, 7 ml of the 
growing culture was sampled, and DNA was extracted. To quantify the amount of I-SceI cutting, 
5 μg of DNA from each time point was digested with SgrAI and XmaI to cut chromosomes V 
adjacent to the I-SceI cut-site and in the tetO array, respectively. Uncut chromosomes containing 
the tetO array produce an 8 kb fragment, whereas I-SceI-cut chromosomes produce a 7 kb and a 
1 kb fragment (Fig. 3-5A). To quantify the amount I-SceI gene conversion, 5 μg of DNA from 
the same extract was digested in parallel with XmaI, SgrAI, and purified I-SceI in vitro. Only 
tetO array containing chromosomes that have lost the I-SceI cut-site due to gene conversion 
repair off of the lacO array containing chromosome are I-SceI resistant and thus produce an 8 kb 
fragment. DNA was then loaded in a TBE + 0.4% agarose gel, ran overnight at 25 volts, 
transferred to a membrane, crosslinked, and labeled with a 1 kb radioactive probe in the GEA2 
gene. The probe is located between the I-SceI site and the tetO array (Fig. 3-5A). Primers for the 
1 kb probe can be found in Table 3-2. 
qPCR-based Resection Assay 
To measure resection by qPCR, we use an approach first described by Zierhut and Diffley (2008) 
later modified by the Symington lab (2018). In this approach genomic DNA sequences in the 
vicinity of an I-SceI cut site were chosen such that they contain a DraI restriction site and are 
located at various distances away from the resulting I-SceI-induced DSB (Fig. 3-2A). PCR 
primers were deigned to amply those sites. The DraI endonuclease can only digest DNA that is 
double stranded and DraI digestion prior to PCR will prevent amplification of those sites.  
However, if resection has occurred at the induced I-SceI DSB and has passed the DraI restriction 
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site, the site will become single stranded and resistant to DraI digestion, thus allowing PCR 
amplification to occur (Fig. 3-2A). The PCR amplification of digested genomic DNA with the 
DraI enzyme is compared to a mock digestion. An amplicon in the ADH1 gene is used as a 
control site to correct for differences in template concentrations. The qPCR assay is performed in 
a 384-well format using the Bio-Rad SsoAdvanced™ Universal SYBR© Green Mix on a Bio-
Rad CFX384™ Real-Time System. 
Plate assay for radiation sensitivity 
Haploid or diploid cells were grown in liquid SC-Leu medium to mid-log phase. The cultures 
were fivefold serially diluted and spotted onto solid YPD or YPGal plates. The plates were 
placed in a Gammacell-220 irradiator containing 60Co as the irradiation source and exposed to 
40, 100, or 200 Gy of g-irradiation. After irradiation, the plates were incubated for 2 days at 30°C 
before being imaged. WT or mre11∆ cells were transformed with a galactose-inducible 















Figure 3-1. Chromosome mobility is delayed in mre11∆ cells. 
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Figure 3-1. Chromosome mobility is delayed in mre11∆ cells. (A) Schematic of the strain used 
to exam chromosome mobility in diploid yeast cells. A multiple tandem array of the Tet-
Operator (tetO) is integrated adjacent to the URA3 locus on chromosome V. Constitutively 
expressed Tet-Repressor proteins fused to RFP (TetR-RFP) bind the tetO array (red) allowing its 
visualization for time lapse imaging by fluorescence microscopy. An I-SceI cut site (gold) is 
located 4 kb from the tetO array. To produce a site-specific DNA break, the I-SceI endonuclease 
(gold) is expressed after exposure to galactose. In addition, the strain contains a Rad52-CFP 
fusion protein (cyan), which accumulates at the I-SceI cut site and acts as an indicator of DSB 
formation. Spc110 (yellow), a structural component of the spindle pole body (Yoder, Pearson, 
Bloom, & Davis, 2003), is tagged with YFP and is used as a point of reference when tracking the 
movement of the array (yellow). (B) Images show deconvolved z-series projections for 
representative examples of an uninduced cell (no DSB, top) and a specific I-SceI-induced DSB 
(bottom). Each fluorescently tagged protein is indicated above the image (Scale bar = 2 microns). 
(C) MSD plot for the tetO array in WT cells (black) or mre11∆ cells (green). Cells that were 
untreated (left), induced for 3 hours (middle), or induced for 4 hours (right) of I-SceI DSB 
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Figure 3-2. DNA end-resection is delayed in mre11∆ cells. (A) Schematic of the diploid strain 
used to measure single-stranded DNA (ssDNA) via qPCR. DraI sites (blue line) are located 
either 0.3 kb or 4.0 kb away from the I-SceI cut site (yellow line). PCR primers that flank each 
DraI site (blue arrowheads) are used for amplification before and after in vitro digestion with 
DraI. The percent of DraI-resistant DNA reveals the amount of DNA resection at that site. 
Amplification of DNA from primers that flank the I-SceI site (yellow arrowheads) is used to 
measure I-SceI cutting. To measure I-SceI repair, primers were designed that only amplify the 
donor sequence present on the homologous chromosome (orange arrowheads). (B) Percentage of 
I-SceI cutting plotted vs. time of DSB induction. (C-D) Percentage of ssDNA present at the 0.3 
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Figure 3-3. Rfa1 and Rad51 protein recruitment to a DSB site are delayed in mre11∆ cells. (A) 
Diagram of DNA end resection showing the recruitment of RPA (orange) to ssDNA followed by 
the formation of Rad51 filaments (purple). (B - C) The percent of cells with an Rfa1-YFP (B) or 
Rad51-YFP (C) focus colocalizing with the I-SceI cut site after DSB induction are plotted. WT 
cells are shown in black (n= 1,358) and mre11∆ cells in green (n= 969). Error bars represent the 












Figure 3-4. Homolog pairing is delayed in mre11∆ cells. 
  
















































Figure 3-4. Homolog pairing is delayed in mre11∆ cells. (A) Schematic of the strain used to 
examine the pairing behavior of homologs. A multiple tandem array of the Lac-operator (lacO) 
is inserted on the chromosome V homolog at the same position as the tetO in the strain described 
in Figure 1. The two homologous loci are visualized by the binding of Tet and Lac repressor 
proteins fused to fluorophores (TetR-RFP and YFP-LacI). Homolog pairing is revealed by the 
co-localization of the red and yellow foci. (B) Images show deconvolved z-series projections for 
representative examples of a cell with homologs unpaired (top) and paired after an I-SceI-
induced DSB (bottom). Each fluorescently tagged protein is indicated above the image. The 
merged CFP, RFP and YFP images are shown overlaying the DIC image (Scale bar = 2 
microns). (C) The percent pairing of the homologs after DSB induction is plotted. Wild-type 
cells are shown in black (n= 1,559), mre11Δ in green (n=1,198), and rad51Δ in purple (n=1,058). 
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Figure 3-5. DSB repair via gene conversion is delayed in mre11∆ cells. (A) Schematic (not to 
scale) of chromosome V homologous loci containing repressor-binding arrays, in which one 
homolog has an I-SceI cut site. The location of the SgrAI and XmaI restriction sites, DNA probe, 
and the expected fragment sizes after digestion are also shown. After digestion with SgrAI and 
XmaI, in vivo cleavage by I-SceI produces a 7 kb DNA fragment. However, if the I-SceI site is 
repaired using the homologous lacO chromosome, an 8 kb I-SceI-resistant band is formed. (B) 
Genomic blots. The colored line indicates the genotype, WT (black) and mre11∆ (green). The 
blots on the left show the appearance of the 7 kb I-SceI-cut band (cut) after in vivo DSB 
induction at the I-SceI cut site. The blots on the right show the same DNA samples from the left 
but after in vitro digestion with purified I-SceI enzyme. The 8 kb I-SceI-resistant repair product 
results from gene conversion (GC). (C) Quantification of cutting and repair products was 
performed using ImageJ and are shown as the percent of total signal for each lane. The percent I-
SceI cutting and gene conversion were calculated using the equations above the graph for WT 
(black) and mre11∆ (green) cells. Error bars represent the standard deviation (SD) from 3 
biological replicates. Note that the 30’ and 60’ time points are shown in the graph are not shown 
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Figure 3-6. Overexpression of Dna2 suppresses the delay in HR events in mre11∆ cells. (A) 
Gene conversion as measured by genomic blot assay. Cells were transformed with a galactose-
inducible overexpression plasmid and assessed for gene conversion after I-SceI DSB induction. 
Percent gene conversion vs. time is plotted for WT + empty vector (dark blue), mre11∆ + empty 
vector (green), mre11∆ + Exo1 (brown), and mre11∆ + Dna2 (cyan) cells. Error bars represent 
the standard deviation (SD) from 3 biological replicate blots of 3 individual transformants. (B) 
Rad51 recruitment to the I-SceI cut site after DSB induction for mre11∆ + empty vector cells 
(green, N = 1,235) and mre11∆ + Dna2 cells (cyan, N = 830). (C) MSD plot for the URA3 locus 
in mre11∆ + empty vector (green) and in mre11∆ + Dna2 (cyan) cells. Cells were untreated (left) 
or induced for 4 hours (right) of I-SceI cutting. Error bars of MSD plots represent the 95% CI. 
(D) Percentage of I-SceI cutting (left) and percentage of ssDNA present at the 0.3 kb DraI sites 










Figure 3-7. Linkage of HR events after DSB induction. 
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Figure 3-7. Linkage of HR events after DSB induction. (A) Summary plots with the 
concordance of HR events examined in this study on the Y-axis and time of DSB induction on 
the X-axis. WT cells are shown in blue and mre11∆ cells in red. The color scale from light to 
dark represents the percent of each event measured. The time of DSB induction that results in the 
maximum measurement in each time series is set to 100%. Specifically, for homolog pairing, the 
5% background that occurs in the absence of recombination (Fig. 4, rad51∆) is subtracted from 
each timepoint. (B) Summary plots showing the various HR events for mre11∆ + empty vector 
in black and mre11∆ + Dna2 in green, as described in (A). The measurements used to create 

















Joseph et al., Fig. S2
0 21 3 4















0 21 3 4















0 21 3 4




















Figure 3-S1. DNA end-resection is delayed in haploid mre11∆ cells. (A) Schematic of the 
haploid strain used to measure single-stranded DNA (ssDNA) via qPCR. DraI sites (blue lines) 
are located either 0.3 kb or 4.0 kb away from the I-SceI cut site (yellow line). PCR primers that 
flank each DraI site (blue arrowheads) are used for amplification before and after in vitro 
digestion with DraI. The percent of DraI-resistant DNA reveals the amount of DNA resection at 
that site. Amplification of DNA from primers that flank the I-SceI site (yellow arrowheads) is 
used to measure I-SceI cutting. (B) Percentage of I-SceI cutting plotted vs. time of DSB 
induction. (C-D) Percentage of ssDNA present at the 0.3 kb and 4.0 kb DraI sites vs. time of 
DSB induction. In all graphs WT is shown in black and mre11∆ in green. Error bars represent 










Figure 3-S2. Determining the threshold for homolog pairing. 
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Figure 3-S2. Determining the threshold for homolog pairing. To properly define a threshold for 
homolog pairing and account for errors in microscope precision, we performed a calibration 
experiment. (A) Schematic of the strain used to determine the threshold for homolog pairing in 
diploid yeast cells. The two homologous copies of the spindle pole body component, Spc110, are 
tagged with YFP and RFP, respectively. The resulting cells display a single focus on the nuclear 
periphery labeled with the same two fluorescent tags used to detect the two homologs (Fig. 2). 
Ideally the distance between the centroid position of the red and yellow Spc110 foci should be 
zero if there is no error in measurement or image acquisition. (B) The measured distance 
between the centroid positions of the two foci in a given cell is plotted for the X, Y, and Z 
dimension. Each black dot represents one cell (n=266). The blue line represents the mean. (C) 
The mean distance between the two foci across all cells measured and the variance of the mean 
in each dimension is shown in the top panel. To maximize recovery of true positives while 
minimizing false positives, a range of 5 standard deviations within the mean distance observed in 
each dimension was chosen (~99% positive recovery rate). The threshold used for homolog 
pairing is shown in the bottom panel. Two foci are considered paired when the distance between 






Figure 3-S3. Gene conversion is dependent on the Rad51 recombinase and independent of 
NHEJ. 
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Figure 3-S3. Gene conversion is dependent on the Rad51 recombinase and independent of 
NHEJ. (A) Genomic blots. The colored line indicates the genotype, rad51∆ (purple) and yku70∆ 
(pink). The blots on the left show the appearance of the 7 kb I-SceI-cut band (cut) after in vivo 
DSB induction at the I-SceI cut site. The blots on the right show the same DNA samples from 
left but after in vitro digestion with purified I-SceI enzyme. The 8 kb I-SceI-resistant repair 
product results from gene conversion (GC). (B) Quantification of cutting and repair products was 
performed using ImageJ and are shown as the percent of total signal for each lane. The percent I-
SceI cutting and gene conversion were calculated for rad51∆ (purple) and yku70∆ (pink) as 

















Figure 3-S4. Overexpression of Exo1 suppresses mre11∆ g-ray sensitivity in both haploid and 
diploid cells. Spot assay to assess DNA damage sensitivity. Fivefold serial dilutions of haploid 
(top) and diploid (bottom) cells grown for 2 days after exposure to 40, 100, or 200 Gy of g-
irradiation. Cells are either WT or mre11∆ transformed with a 2-micron galactose-inducible 
overexpression plasmid (empty vector (EV), Exo1 or Dna2). Growth of the strains on YPD and 











Figure 3-S5. Map of the overexpression plasmids used in this study. (A) The DNA2 gene coding 
sequence was PCR-amplified from yeast genomic DNA and cloned by in vivo recombination 
with at the C and D adaptamer sequences into a Nrul digested plasmid to produce the plasmid 
pWJ2563. In vivo recombination places DNA2 downstream of a GAL110 promoter for galactose 
inducible expression. LEU2 is used as the selectable maker for the vector under the control of its 
native promoter. (B) The EXO1 gene was similarly cloned into the same vector as in (A) to 
produce the plasmid pWJ2620. The diagrams representing the plasmids were both created using 
Snap gene® software and are not to scale. Plasmids were verified using DNA sequencing and are 






























Table 1-1: Strains used in this study  
Strain 
name Genotype Source 
W9100-17D 
MATa ADE2 leu2-3,112 his3-11,15 ura3-1 can1-100 
TRP1 
Reid et al., 
2016 
  lys2 RAD5 MET15   
      
W9561-17A 









      
W5985-4D 
MATalpha ADE2 bar1::LEU2 TRP1 lys2∆ RAD5 RFA1-
YFP RAD5 This study  
      
W7352-15C 
MATalpha, ADE2, bar1::LEU2, TRP1, lys2∆, YFP-
RAD51 RAD5 This study  
      
W10043-6B MATa ADE2 mre11::KanMX trp1 LYS2 RAD5 This study 
     
W11192-8C 
MATalpha ADE2 lys2::GAL-I-SecI ura3::3xURA3-
tetOx112 I-SceI(ura3-1)  This study 
  
TetR-mRFP(iYGL119W) mre11::KanMX trp1 leu2-3,112 
his3-11,15 RFA1-8ala-YFP RAD5   
      
W11191-8A 
MATalpha ADE2 lys2::GAL-I-SecI ura3::3xURA3-
tetOx112 I-SceI(ura3-1)  This study 
  
TetR-mRFP(iYGL119W) mre11::KanMX trp1 leu2-3,112 
his3-11,15 YFP-RAD51 RAD5    
      
W9530-21C 









      
W3775-12C 
MATa ADE2 bar1::LEU2 trp1-1 LYS2 RFA1-8ala-YFP 
RAD5 
Lisby et al., 
2004 
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W8702-13C MATa YFP-RAD51 ADE2 trp1 LYS2 leu2 ura3 RAD5 This study 
     
U3145 
MATalpha ade2 leu2-3,112 ura3::URA3-lacOx256 TRP1 
lysD RAD52-CFP  
Mine-Hattab 
and 
  his3-11,15::YFP-LacI-197K-HIS3 RAD5  
Rothstein, 
2012 
      
W11027-
14B 
MATalpha ADE2 mre11::KanMX lys2:GAL-I_SceI 
ura3::3xURA3-tetOx112 I-SceI(ura3-1)  This study  
  
tetR-mRFP (iYGL119W) trp1 leu2-3,112 his3-11,15 
RAD5   
W11026-2D 
MATa ade2 mre11::KanMX 112ura3::URA3-LacOx256 
his3-11,15::YFP-LacI-197-HIS3  This study 
  RAD52-CFP lys2 trp1 RAD5   
W10060-
48D 
MATalpha mre11::KanMX ade2 leu2-3,112 
ura3::URA3-lacOx256 trp1 LYS2 RAD52-CFP  This study 
  his3-11,15::YFP-LacI-197K-HIS3 RAD5   
      
W10059-9C 
MATa mre11::KanMX ADE2 SPC110-YFP::HIS3 
ura3::3xURA3-tetOx112 I-SceI(ura3-1)  This study 
  TetR-mRFP1(iYGL119W) lys2::GAL-I-SceI trp1-1 RAD5   
      
W9387-20A 
MATa ADE leu2-3,112 LYS2 ura3-1 trp1-1 his3-
11,15::SPC110-YFP::HIS3 RAD5  
Mine-Hattab 
and 




MATalpha ADE2 lys2::GAL-I-SecI ura3::3xURA3-
tetOx112 I-SceI(ura3-1)  This study 
  
TetR-mRFP(iYGL119W) mre11::KanMX trp1 leu2-3,112 
his3-11,15 RAD5   
      
W11008-3A 
MATa ADE2 bar1::LEU2 ura3-1 LYS2 SPC110-
YFP::HIS3 trp1-1 RAD52-CFP  This study 
  mre11::KanMX RAD5   
U3199 
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U3197 








MATa ADE yKu70::KanMX ura3::URA3-tetOx112 I-
Sce1(ura3) TetR-mRFP  This study 
  lys2::GAL-I-SceI LEU2 TRP1 RAD5   
W11216-3D 
MATalpha ade2 ura3::URA3-lacOx256 yku70::KanMX 
lys2 TRP1 leu2-3,112  This study 
  his3-11,15::YFP-LacI-197K-HIS3 RAD52-CFP RAD5    
      
W11265-4D 
MATalpha ade2 ura3::3XURA3 tetOx112 I-SceI(ura3) 
tetR-mRFP lys2::Gal-I-SceI  This study 
  
mre11-H125N:URA3 bar1::LEU2 trp1 lys2 his3-11 
RAD52-CFP RAD5   
      
W11270-1B 
MATa ade2 mre11-H125N:URA3 leu2-3,112 
ura3::URA3-lacOx256 TRP1 lys2 This study 
  his3-11,15::YFP-LacI-197K-HIS3 RAD52-CFP RAD5   
      
W11004-9A 
MATalpha ADE2 lys2::GAL-I-SecI ura3::3xURA3-
tetOx112 I-SceI(ura3-1)  This study 
  
TetR-mRFP(iYGL119W) mre11::KanMX trp1 leu2-3,112 
his3-11,15 RAD5   
      
W11426-6A 
MATa ade2 leu2 ura3-1 yKu70::HIS3 mre11::KanMX 
LYS2 trp1 RAD5 Spc110-YFP  This study 
  Rad52-CFP     
     
W11102-4D 
MATa ade2-1 TRP1 LYS2 SPC110-YFP:HIS3 mre11-
H125N:URA3 RAD52-CFP This study 
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Table 3-2: Primers and plasmids  
Primer name Primer sequence 
ADH1 F 5'-GTTAAGGGCTGGAAGATCGG-3' 
ADH1 R 5'-GTTGGAAAGAACCGTCGTGG-3' 
Cut Site F 5'-GGAAGACAAACACTAGAAGTTG-3' 
Cut Site R 5'-CCTAAAACCTGCAGTTTCCTG-3' 
0.3kb F 5'-ACTACGCGGTTCATTGCGAG-3' 
0.3kB R 5'-ACGTAATATGTAGGTTGGTGTG-3' 
1.5kb F 5'-GATCCAAGCGTATGCTGATG-3' 
1.5kb R 5'-TAGGCCAAATATTCTAGTGGAG-3' 
4.0kb F 5'-AGTTACAGCAATGAAAGAGCAG-3' 
4.0kb R 5'-TCCAACGGCACCCATTGATG-3' 
Gea2 up 5'- TCGTCGACTCACCTTACGGAGA -3' 
Gea2_down 5'- GCGGATTCTGGTAAGGCCAAT -3 
  
Plasmid name Strain  
Dna2 Overexpression pWJ2563 






















Table 3-3: Summary of results  
Genotype Experiment  Time of DSB induction (min)  % measured  % of max 
WT I-SceI cutting 0 0 0 
WT I-SceI cutting 30 22 39 
WT I-SceI cutting 60 55 98 
WT I-SceI cutting 90 56 100 
WT I-SceI cutting 120 54 96 
WT I-SceI cutting 150 48 86 
WT I-SceI cutting 180 38 68 
WT I-SceI cutting 240 23 41 
WT I-SceI cutting 300 20 36 
WT I-SceI cutting 360 15 27 
WT I-SceI cutting 420 4 7 
WT Rfa1-foci 0 0 0 
WT Rfa1-foci 90 24 39 
WT Rfa1-foci 120 35 57 
WT Rfa1-foci 150 46 75 
WT Rfa1-foci 180 61 100 
WT Rfa1-foci 240 59 97 
WT Rfa1-foci 300 59 97 
WT Rad52-foci 0 0 0 
WT Rad52-foci 90 16 46 
WT Rad52-foci 120 27 77 
WT Rad52-foci 150 29 83 
WT Rad52-foci 180 35 100 
WT Rad52-foci 240 32 91 
WT Rad52-foci 300 24 69 
WT Rad51-foci 0 0 0 
WT Rad51-foci 90 9 17 
WT Rad51-foci 120 33 61 
WT Rad51-foci 150 40 74 
WT Rad51-foci 180 44 81 
WT Rad51-foci 240 54 100 
WT Rad51-foci 300 53 98 
WT Mobility  0 Confined 0 
WT Mobility  120 Linear 100 
WT Mobility  180 Linear 100 
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Genotype Experiment  Time of DSB induction (min)   % measured  % of max 
WT Homolog Pairing 90 4 19 
WT Homolog Pairing 120 19 90 
WT Homolog Pairing 150 21 100 
WT Homolog Pairing 180 17 81 
WT Homolog Pairing 240 13 62 
WT Homolog Pairing 300 7 33 
WT Repair (GC) 0 0 0 
WT Repair (GC) 30 0 0 
WT Repair (GC) 60 0 0 
WT Repair (GC) 90 2 4 
WT Repair (GC) 120 15 27 
WT Repair (GC) 150 32 58 
WT Repair (GC) 180 45 82 
WT Repair (GC) 240 48 87 
WT Repair (GC) 300 55 100 
WT Repair (GC) 360 45 82 
WT Repair (GC) 420 50 91 
mre11∆ I-SceI cutting 0 0 0 
mre11∆ I-SceI cutting 30 32 40 
mre11∆ I-SceI cutting 60 65 81 
mre11∆ I-SceI cutting 90 75 94 
mre11∆ I-SceI cutting 120 79 99 
mre11∆ I-SceI cutting 150 77 96 
mre11∆ I-SceI cutting 180 80 100 
mre11∆ I-SceI cutting 240 64 80 
mre11∆ I-SceI cutting 300 47 59 
mre11∆ I-SceI cutting 360 40 50 
mre11∆ I-SceI cutting 420 35 44 
mre11∆ Rfa1-foci 0 0 0 
mre11∆ Rfa1-foci 90 3 9 
mre11∆ Rfa1-foci 120 5 15 
mre11∆ Rfa1-foci 150 11 32 
mre11∆ Rfa1-foci 180 9 26 
mre11∆ Rfa1-foci 240 27 79 
mre11∆ Rfa1-foci 300 34 100 
mre11∆ Rad52-foci 90 7 23 
mre11∆ Rad52-foci 120 10 33 
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Genotype Experiment  Time of DSB induction % measured  % of max 
mre11∆ Rad52-foci 180 20 67 
mre11∆ Rad52-foci 240 28 93 
mre11∆ Rad52-foci 300 30 100 
mre11∆ Rad51-foci 0 0 0 
mre11∆ Rad51-foci 90 2 5 
mre11∆ Rad51-foci 120 5 12 
mre11∆ Rad51-foci 150 6 15 
mre11∆ Rad51-foci 180 8 20 
mre11∆ Rad51-foci 240 38 93 
mre11∆ Rad51-foci 300 41 100 
mre11∆ Mobility  0 Confined 0 
mre11∆ Mobility  180 Confined 0 
mre11∆ Mobility  240 Linear 100 
mre11∆ Homolog Pairing 0 3 15 
mre11∆ Homolog Pairing 90 3 15 
mre11∆ Homolog Pairing 120 5 25 
mre11∆ Homolog Pairing 150 2 10 
mre11∆ Homolog Pairing 180 6 30 
mre11∆ Homolog Pairing 240 15 75 
mre11∆ Homolog Pairing 300 20 100 
mre11∆ Repair (GC) 0 0 0 
mre11∆ Repair (GC) 30 0 0 
mre11∆ Repair (GC) 60 0 0 
mre11∆ Repair (GC) 90 0 0 
mre11∆ Repair (GC) 120 0 0 
mre11∆ Repair (GC) 150 0 0 
mre11∆ Repair (GC) 180 5 9 
mre11∆ Repair (GC) 240 20 37 
mre11∆ Repair (GC) 300 40 74 
mre11∆ Repair (GC) 360 50 93 
mre11∆ Repair (GC) 420 54 100 
 



















CHAPTER 4:  
 







Double-strand breaks (DSBs) can arise in the cell via many different sources. Not only can DSBs 
occur by accident through exposure to exogenous agents such as ionizing radiation (IR) or 
mutagenic chemicals, but they can also occur as a part of programmed recombination events 
such as mating-type switching, immunoglobulin diversification, and cell division through 
meiosis (Mehta & Haber, 2014). DSBs can even arise spontaneously during DNA replication 
when a replication forks encounters a barrier and collapses. Hence, DSBs can be classified based 
in part on how they occur in the cell and the nature of the resulting DNA break. For example, 
DSBs that form as a result of IR often have extensive base damage and “dirty” DNA ends 
consisting of phosphoglycolates and terminal nucleotides that cannot be easily ligated back 
together (Weinfeld & Soderlind, 1991). In contrast, DSBs that occur during mating-type 
switching in yeast are induced by a site-specific homothallic (HO) endonuclease, which generate 
“clean” DNA ends consisting of 4-base pair 3’-OH overhangs (Haber, 2012). This type of DNA 
end can be easily ligated back together or can be digested by exonuclease activity. DSBs that 
occur during DNA replication are often the result of a collapsed replication fork, which can be 
formed by conversion of a single-strand break (SSB) encountered by the leading strand into a 
one-sided DSB (Pfeiffer, Goedecke, & Obe, 2000). Additionally, if a replication fork becomes 
stalled, it can regress onto itself creating “chicken foot” structures, which produce a one-sided 
DSB when cleaved by resolvases (Mehta & Haber, 2014).  
Since the initial source of a DSB can vary, cells need to have different cellular responses 
for each type of DSB. An important response that is common to the processing of many types of 
DSBs is DNA end resection. A two-step mechanism exists where the MRX complex first binds 
the broken DNA end and, in conjunction with Sae2, makes an initial ssDNA nick away from the 
 94 
DSB via its endonuclease activity (Symington, 2016). The MRX complex then digests toward 
the DSB end through its 3’ to 5’ exonuclease activity producing a short 3’ ssDNA tail. This first 
step is critical in removing bound proteins from the DNA ends (such as SPO11 during meiosis) 
or removing “dirty” (more complex) DNA ends that do not have a free 5’ phosphate. In addition 
to its individual catalytic function in resection, the MRX complex physically recruits other more 
processive exonucleases such as Exo1 and Dna2 to the DNA end (Shim et al., 2010). This sets 
the stage for the second step of end processing where Exo1, and Dna2 in combination with the 
helicase Sgs1, act to create long segments of 3’ ssDNA tails. The resulting ssDNA then provides 
a platform for the recruitment of proteins that participate in next steps of DSB repair (Huertas, 
2010; Longhese, Bonetti, Manfrini, & Clerici, 2010; Mimitou & Symington, 2011).  
Another important cellular response that follows end resection is the activation of the 
DNA damage checkpoint. In yeast there are two main signaling pathways, each consisting of 
phosphoinositol-3-kinase-related kinase (PIKK) family member proteins that function as both 
damage sensors and signal transducers. The first is Tel1, the homolog of human ataxia 
telangiectasia mutated (ATM), and the second is Mec1, the homolog of human ataxia-
telangiectasia and Rad3-related (ATR). When a DSB is formed, it is recognized by the MRX 
complex, which then binds Tel1 through the subunit Xrs2 and activates the ATM signaling 
pathway (Nakada et al., 2003). DNA end resection creates ssDNA that becomes bound by 
replication protein A (RPA), which provides a platform for the binding of Mec1 through the 
checkpoint mediator Ddc2 (Zou & Elledge, 2003). The binding of RPA by Mec1 results in the 
activation of the ATR signaling pathway. The downstream consequences of DNA damage 
checkpoint activation through the Mec1 and Tel1 kinases are numerous but do overlap, sharing 
the same common themes. The specific core outputs of the two singling pathways include cell 
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cycle arrest, chromatin remodeling, histone modification, regulation of DNA end resection, and 
the phosphorylation of many proteins that promote DNA repair (Lanz, Dibitetto, & Smolka, 
2019). Interestingly, activation of the DNA damage checkpoint is both necessary and sufficient 
to trigger increased global chromosome mobility in response to DSBs (Smith et al., 2018). 
Global mobility is defined as an increase in the movement of an undamaged locus in the context 
of damage elsewhere in the nucleus. Another type of increased chromosome movement that 
occurs in response to DSBs is local mobility, defined by the large expansion of movement at the 
site of the break (Mine-Hattab & Rothstein, 2012). Local and global mobility are thought to 
work together to help a broken chromosome find its homolog (Mine-Hattab & Rothstein, 2013).  
Increased chromosome mobility occurs in response to DSBs arising from enzymatic 
cleavage using endonucleases such as I-SceI, AsiSI, or HO and external agents such as IR, 
Zeocin, and neocarzinostatin (NCS) (Dion et al., 2012; Mine-Hattab & Rothstein, 2012; Schrank 
et al., 2018; Seeber et al., 2013). However, only a handful of experiments have been performed 
that examine other forms of DNA damage for their effects on chromosome mobility. For 
example, single-strand breaks (SSBs) induced by bleomycin and spontaneous lesions in S-phase 
cells do not exhibit increased mobility (Dion et al., 2012; Dion et al., 2013). However, mutants 
that cause increased levels of spontaneous lesions such as mre11∆ or mutagenic agents such as 
methyl methane sulfonate (MMS) have not been fully examined for their effects on chromosome 
mobility. Since there are a variety of mechanisms that generate DSBs and the cellular response to 
those breaks may differ, it is important to study chromosome mobility in the context of different 
forms of DNA damage.  
Here we examine chromosome mobility in response to different forms of DNA damage 
such as spontaneous DSBs, collapsed replication forks, and IR exposure. We find that 
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spontaneous DSBs do not cause increased global mobility in WT or mre11∆ cells. In WT cells, 
treatment with the alkylating agent MMS, which results in stalled replication forks, also does not 
cause increased global mobility. However, when WT and mre11∆ cells are irradiated, the 
multiple DSBs created results in a robust increase in global chromosome mobility. Additionally, 
we show that treating the cells with the PI3K kinase inhibitor, caffeine, prior to IR exposure, can 
block this increased mobility. This result indicates that the DNA damage checkpoint is likely 
responsible for the increase in global mobility observed after IR exposure. We also show that 
RPA and Rad51 focus formation increases after IR induction in both WT and mre11∆ cells. In 
mre11∆ cells, DSBs induced by IR exposure create repair foci almost immediately, unlike the 
delay in repair focus formation seen after an I-SceI induced DSB. This difference in repair focus 
formation likely explains why increased global mobility occurs after IR in mre11∆ cells, while 
local mobility is delayed as shown in Chapter 3.  
 
Results  
Spontaneous DSBs do not elicit a change in chromosome mobility  
To test if spontaneous DSBs induce increased global chromosome mobility, we examined 
mre11∆ cells, which are known to have high level of genomic instability (C. Chen & Kolodner, 
1999; Myung, Datta, & Kolodner, 2001). We used the same strains described in Chapter 3 (Fig. 
3-1A) to study DSB formation via Rad52 foci appearance and monitor chromosome mobility by 
tracking a fluorescently tagged locus. We first assessed Rad52 focus formation and observed that 
even before inducing any type of DNA damage, mre11∆ cells contain many spontaneous Rad52 
foci. These foci are found throughout the nucleus, excluding the nucleolus, and did not co-
localize with the tetO array (Fig. 4-1A). The MRX complex plays a role in stabilizing replication 
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forks through aiding in the cohesion of sister chromatids (Bentsen et al., 2013; Tittel-Elmer, 
Alabert, Pasero, & Cobb, 2009). Thus, the loss of the MRX complex can cause elevated rates of 
stalled replication forks which can collapse and lead to an increase in the formation of 
spontaneous DSBs (Costanzo et al., 2001; Trenz, Smith, Smith, & Costanzo, 2006). In WT cells, 
we only observe 3% spontaneous Rad52 foci, while in the mre11∆ background they occur in 
35% of the cells (Fig. 4-1B). This observation is consistent with the notion that mre11∆ cells 
have a high rate of collapsed replication forks and spontaneous DSBs.  
To determine if these DSBs affect chromosome mobility, we next selected mre11∆ cells 
containing a single spontaneous Rad52 focus and tracked the nuclear positions of the tetO array 
in three dimensions for 10 minutes. The displacement of the tetO array was recorded every 10 
seconds and the MSD was plotted for the time intervals of 10 to 300 seconds. When compared to 
cells containing no Rad52 foci, the radius of confinement is the same indicating that there was no 
change in chromosome movement in response to the spontaneous DSB in mre11∆ cells (Fig. 4-
1D). We next examined spontaneous DSBs in WT cells to rule out any other effect of the mutant 
mre11∆ background. However, spontaneous DSBs are very rare in WT cells, occurring in less 
than 5% of the population (Fig. 4-1B). After collecting enough cells for the MSD analysis, we 
found that WT cells containing a spontaneous Rad52 focus displayed no change in chromosome 
mobility (Fig. 4-1C) like we observed in mre11∆ cells. Taken together these results show that 





Increased chromosome mobility does not occur in response to MMS-induced collapsed 
replication forks               
We assume that the spontaneous Rad52 foci we observe are predominantly the result of stalled 
replication forks that collapse. To directly test the effects of stalled replication forks on 
chromosome mobility we used methyl methane sulfonate (MMS), a DNA alkylating agent that is 
known to cause stalled replication forks. MMS causes stalled replication forks by modifying the 
DNA bases guanine  and adenine to 7-methylguanine and 3-methlyladenine, respectively, which 
creates bulky base mispairing that if left unrepaired blocks DNA replication (Beranek, 1990). 
When replication forks are blocked, DNA synthesis is halted, resulting in stalled replication 
forks that are prone to collapse.  
Thus, to test if collapsed replication forks induce increased chromosome mobility in our 
chromosome tracking system, we treated WT cells with MMS. Before examining chromosome 
mobility, we first looked at Rad52 foci formation in response to MMS treatment. We found a 10-
fold increase in cells containing Rad52 foci indicating that MMS treatment likely results in 
Rad52 bound at collapsed forks (Fig. 4-2A). Next, we selected cells containing a Rad52 focus 
after MMS treatment and tracked the nuclear positions of the tetO array in three dimensions for 
10 minutes to assess chromosome mobility (Fig.4-2B). When compared to untreated cells 
containing no Rad52 foci, the radius of confinement for MMS treated cells is almost the same. 
These results suggest that the there was no change in chromosome movement in response to 





Checkpoint dependent global mobility occurs in WT and mre11∆ cells after g-irradiation.  
We have previously shown that mre11∆ cells exhibit delayed local chromosome mobility due to 
delayed DNA end resection. However, IR-induced global mobility has not been tested in mre11∆ 
cells. We were curious to see if the mre11∆ defect in DNA end resection would also have an 
effect on global mobility. First, we measured global mobility in untreated WT cells containing no 
Rad52 foci. The tracked tetO array displayed a radius of confinement of 450 nm (Fig. 4-3A, 
black). To induce global mobility we exposed the cells to 40 Gy of g-irradiation, which in yeast 
is estimated to produce on average 4 DSBs per nucleus. After irradiation the tetO array displayed 
a higher radius of confinement of 600 nm, demonstrating the induction of global mobility (Fig. 
4-3A, green). 
Next, we exposed mre11∆ cells to 40 Gy g-irradiation and tracked the response of a 
tagged chromosomal locus (tetO) in cells containing a Rad52 focus. We observed two 
populations of cells that can be separated into two groups. In one group, there was an increase in 
chromosome mobility after exposure to 40 Gy similar to what we observed in WT cells (Fig. 4-
3B, black vs green). However, the second group of mre11∆ cells did not exhibit increased global 
mobility in response to 40 Gy (Fig. 4-3B, black vs blue). We believe that the first group consists 
of cells with newly generated DSBs from the IR exposure that become bound by Rad52, 
whereas, the second group consists of cells with spontaneous Rad52 foci resulting from 
collapsed forks which were present prior to the IR exposure similar to mre11∆ cells with 
spontaneous Rad52 foci (Fig. 4-1C).  
One key feature of the global mobility response is its dependence on the activation of the 
DNA damage checkpoint (Dion et al., 2012; Smith et al., 2018). We have shown that the 
checkpoint kinase inhibitor caffeine can block global mobility (Dion et al., 2012; Smith et al., 
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2018). To determine its effect on increased mobility in mre11∆ cells, we treated mre11∆ cells 
with caffeine prior to exposure to 40 Gy g-irradiation and tracked the nuclear positions of the 
tetO array. There was no difference in the radius of confinement of untreated cells and those 
treated with the combination of caffeine and IR (Fig. 4-3C and 4-3D, grey). Taken together these 
data indicate that the global mobility response can occur in mre11∆ cells and is dependent of the 
DNA damage checkpoint. 
 
RPA and Rad51 foci form immediately after g-irradiation in both WT and mre11∆ cells   
We have previously shown that ssDNA is a necessary precursor to increased chromosome 
mobility and that mre11∆ cells have a delayed local mobility response due to a defect in DNA 
end resection (Chapter 3). Thus, we were curious as to why mre11∆ cells, despite their defect in 
DNA end resection, had no delay in the global mobility response. To learn more about the 
difference between local and global mobility we assessed ssDNA formation after g-irradiation in 
both WT and mre11∆ cells. RPA is frequently used as a cytological marker for DNA end 
processing in vivo (Barlow, Lisby, & Rothstein, 2008; Gasior, Wong, Kora, Shinohara, & 
Bishop, 1998; Raderschall, Golub, & Haaf, 1999). Rfa1 is a component of the RPA complex, 
which binds ssDNA to protect it from nucleolytic degradation and prevent the formation of 
secondary DNA structures (H. Chen, Lisby, & Symington, 2013). Here we used Rfa1-YFP focus 
formation as a marker to identify newly formed ssDNA after g-irradiation. In Chapter 3, we 
measured only Rfa1 foci that co-localizes with a fluorescently tagged chromosomal locus (tetO 
array) located near an inducible DSB. This method allowed us to assess ssDNA generated by a 
site-specific endonuclease next to the tetO array. We tested Rfa1 focus formation after exposure 
to 40 Gy of g-irradiation in both WT and mre11∆ cells. We quantified the number of cells that 
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contain an Rfa1 focus that is not colocalized with the tetO array, but located elsewhere in the 
nucleus. 
Even before exposure to g-irradiation, we could detect Rfa1 foci in the nucleus in 31% of 
WT cells (Fig. 4-4A, back, untreated). This level is not surprising since RPA is known to 
associate with replication forks during DNA synthesis to help stabilize ssDNA and facilitate 
replication (Maga, Frouin, Spadari, & Hubscher, 2001; Melendy & Stillman, 1993). After 
exposure to g-irradiation, there was a 3-fold increase in the percentage of cells with a Rfa1 focus 
(Fig. 4-4A, black, 40 Gy), indicating that, as expected, exposure to g-irradiation creates new 
ssDNA through DNA damage processing. In mre11∆ cells, there was a higher background level 
of cells with a focus (70%) prior to g-irradiation (Fig. 4-4A, grey, untreated). This level is similar 
to the high levels of spontaneous Rad52 foci described earlier for mre11∆ cells and is likely due 
to an elevated rate of stalled replication forks (Fig. 4-1B). RPA is present at stalled replication 
forks and is a required precursor for the binding of Rad52 to DNA (R. Chen & Wold, 2014). 
Nonetheless, just like in WT cells, there was an increase in the percentage of mre11∆ cells with a 
Rfa1 focus after exposure to g-irradiation (Fig. 4-4A, gray, 40 Gy).  
Next, we looked at Rad51 focus formation, which is downstream of RPA in the HR 
pathway. Rad51 is a recombinase best known for its role in facilitating homology search and 
strand invasion during HR. Rad51 has previously been shown to be important for increased 
chromosome mobility both in yeast (Dion et al., 2012; Mine-Hattab & Rothstein, 2012) and in 
mammalian cells (Cho et al., 2014). We observed an increase in Rad51 focus formation in 
response to g-irradiation in both WT and mre11∆ cells (Fig. 4-4B). Similar to what we observed 
with Rfa1, there is a higher background level of Rad51 foci in untreated mre11∆ cells compared 
to WT cells. However, even in mre11∆ cells, there is still an increase in Rad51 foci after g-
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irradiation with almost 100% the cells having foci (Fig. 4-4B, grey, 40 Gy). Taken together these 
data demonstrate that new RPA and Rad51 foci form within the 20 minutes it takes to prepare 
the cells for imaging after exposure to g-irradiation. The formation of new RPA and Rad51 foci 
occurring so soon after exposure to g-irradiation can explain why the global mobility response 
occurs in mre11∆ cells.   
 
DSBs move differently depending on how they are generated 
Thus far, in all of our chromosome mobility experiments, we have assessed the movements of a 
tagged chromosomal locus (tetO array) in response to an induced DSBs that is either near that 
locus or present elsewhere in the nucleus. We can directly test how the different types of DSBs 
behave with regard to mobility in our strains by measuring the movements of the Rad52 focus 
that binds the DSB (Dion et al., 2012). We first examined the mobility of Rad52 foci that form in 
WT cells after g-irradiation. We selected WT cells containing a single Rad52 focus after 
exposure to 40 Gy g-irradiation and tracked the nuclear positions and observed linear motion of 
the focus, which at this time scale, showed no confinement (Fig. 4-5A). This behavior was 
similar to the local mobility response of the tetO array we observed in WT cells (Fig. 3-1B). We 
surmise that a Rad52 focus representing a g-irradiation-induced DSB would behave similar to the 
tetO array located in close proximity to an I-SceI induced DSB, since they are both in active 
homology search mode.  
Next, we looked at the mobility of the Rad52 foci in untreated mre11∆ cells. As 
demonstrated earlier, mre11∆ cells have high levels of spontaneous Rad52 foci and these foci do 
not induce increased chromosome mobility of the tetO array (Fig. 4-1D). When we tracked the 
mobility of the Rad52 focus in those same cells, we observed confined mobility (Fig. 4-5B).  It is 
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likely the case that as it pertains to mobility, these DSBs, arising in the context of a collapsed 
replication fork, are quite different from those created by g-irradiation. At a collapsed replication 
fork, it is reasonable for the cell to suppress large-scale movements to prevent the break site from 
inadvertently recombining with distant homologous template. In contrast, it would be more 
favorable for the cell to promote stability of the replication fork so that it can restart synthesis 
using the nearby DNA template. This view may explain why DSBs present at collapsed forks do 
not undergo increased chromosome mobility, whereas those created through g-irradiation do.  
 
Discussion       
In this study, we examined different forms of DNA damage for their effect on increased 
chromosome mobility in yeast. While past work on chromosome mobility has been performed 
using endonucleases such as I-SceI and HO as the primary method for inducing DSBs, here we 
utilized the DNA alkylating agent MMS to induce collapsed replication forks. Additionally, we 
exploited the phenotype of a mutant cell background that generates spontaneous DSBs in 
abundance. We found that in mre11∆ cells, where there are high rates of replication fork 
collapse, spontaneous DSBs do not elicit a change in chromosome mobility. However, when 
mre11∆ cells were irradiated with g-rays, multiple DSBs are created and there is a robust 
increase in global chromosome mobility that is dependent on activation of the DNA damage 
checkpoint. Likewise, in WT cells, induction of collapsed replication forks via treatment with 
MMS does not result in a mobility response, while exposure to g-irradiation induces global 
mobility in a checkpoint dependent manner. Lastly, we tracked Rad52 foci to directly examine 
the mobility of DSBs. In the context of g-irradiation, a Rad52 focus is highly mobile, whereas at 
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a collapsed replication fork, a Rad52 focus does not exhibit an increase in mobility. Taken 
together, the data presented here demonstrate how different types of DSBs behave differently 
with regard to changes in chromosome mobility. This work adds new insight and understanding 
to the role of chromosome mobility in DSB repair.   
Previous studies have implicated the DNA damage checkpoint, mediated through the 
protein kinase Mec1, to be essential for the global chromosome mobility response in yeast 
(Becker et al., 2014; Seeber et al., 2013; Smith et al., 2018). The data presented here not only 
reinforce this idea, but also demonstrate how different types of DNA damage interact with the 
mobility response. For example, stalled replication forks have been previously shown to recruit 
Mec1 (Cobb et al., 2005; Osborn & Elledge, 2003). However, here we did not see a change in 
the mobility of our tagged chromosomal locus (tetO array) when forks were stalled, indicating 
that either not enough Mec1 is recruited to elicit a mobility response or that mobility is 
suppressed in this specific situation. Perhaps increased chromosome mobility is suppressed at 
stalled or collapsed forks to prevent unwanted genetic recombination with a distant site and 
instead promote fork restart using the nearby template. Thus, it is possible that there is a precise 
threshold of checkpoint activation required for the global mobility response to a DSB, serving as 
an important means of regulation.  
The idea of a checkpoint activation threshold required for increased chromosome 
mobility was further supported by our experiments where we tracked the movements of the DSB 
itself via the Rad52 protein. Rad52 foci generated as a result of g-irradiation are more mobile 
than those generated at a collapsed replication fork (Fig. 4-5). One explanation for this difference 
could be the fact that g-irradiation creates not just one, but multiple DSBs in addition to ssDNA 
and single-strand gaps (Goodhead, Thacker, & Cox, 1993; Sutherland, Bennett, Sidorkina, & 
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Laval, 2000). A dose of 40 Gy of g-irradiation in yeast is estimated to produce on average 4 
DSBs per nucleus (Ma, Resnick, & Gordenin, 2008). In contrast, a collapsed replication fork 
may only represent one DSB in the cell and not be enough by itself to meet the threshold 
required for a global mobility response. One way to test this idea would be to increase or 
decrease the dosage of g-irradiation to determine if there is a threshold that produces larger or 
smaller changes in chromosome mobility. Alternatively, we could add multiple inducible cut-
sites to the yeast genome and test the effects of increasing the number of DSBs one at a time. 
This second approach is preferable since g-irradiation generates random breaks, whereas the 
inducible cut-sites can be precisely placed and controlled.  
We were surprised that in mre11∆ cells, unlike what we observed with local mobility, the 
global mobility response was not delayed. For local mobility in mre11∆ cells, it took 4 hours 
before there was a significant increase in Rfa1 foci after induction of a DSB with the I-SceI 
endonuclease compared to WT (Fig. 3-3). On the other hand, after mre11∆ cells were exposed to 
40 Gy g-irradiation, we observed no delay in the appearance of Rfa1 foci (Fig. 4-5). Rfa1, as a 
part of the RPA protein complex, is essential for recruiting the Mec1 kinase to activate the DNA 
damage checkpoint (Zou & Elledge, 2003). It is known that checkpoint activation is a driver of 
global mobility (Dion et al., 2012; Smith et al., 2018). Forty Gy of g-irradiation may produce foci 
sooner than cutting with I-SceI because all of the DNA damage produced by g-irradiation occurs 
at once. In addition, exposure to g-irradiation produces not just DSBs but single strand nicks and 
ssDNA (Goodhead et al., 1993; Sutherland et al., 2000), which may be processed faster in 
mre11∆ cells compared to a single I-SceI induced break. Additionally, checkpoint activation may 
occur without excess DNA end resection given that multiple DSBs simultaneously occur with g-
irradiation whereas I-SceI produces just one single DSB.  
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It is important to note that in our experiments, the precise nature of the Rad52 foci is not 
known. For example, in mre11∆ cells, the source of the spontaneous Rad52 foci is not known for 
certain. We assume they are the result of collapsed replication forks; however, it is possible that 
the foci represent unrepairable DSBs, protein aggregates, or something else entirely. 
Additionally, it is not clear when those breaks may have occurred. Perhaps they are newly 
formed DSBs or remnants of a DSB formed in a previous cell cycle that occurred hours before. 
To further explore these issues, it will be useful to track the Rad52 foci formed in WT cells after 
MMS treatment. In addition, other methods could be used to induce replication forks collapse 
such as treatment with the drugs Hydroxyurea (HU), which depletes the cells of dNTPs, stalls 
replication forks and results in their collapse (Osborn, Elledge, & Zou, 2002). Camptothecin 
(CPT) is another drug which induces collapsed fork via Topoisomerase I cleavage and interferes 
with the DNA replication process (Strumberg et al., 2000). Alternatively, we can devise a way to 
induce replication fork collapse at a specific location near a tagged locus. Here we unravel some 
of the differences in chromosome mobility that occur during the repair of various types of DNA 
damage. Overall, it is clear that the phenomenon of increased chromosome mobility is tightly 




g-irradiation exposure   
Liquid cultures of the indicated strains were grown overnight in an orbital shaker at 23°C. In the 
morning the next day, the cultures were diluted in fresh SC medium to an optical density at a 600 
nm wavelength (OD600) of approximately 0.3. The cultures were then allowed to grow for 2 to 3 
hours at 23°C or until the cultures reach approximately 0.5 OD600. Aliquots of the cultures were 
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then exposed to defined doses of irradiation using a Gamma cell-220 60Co irradiator (Atomic 
Energy of Canada). Forty Gy of g-irradiation required 8 minutes of exposure in the gamma cell, 
after which samples were immediately prepared for imaging. 
 
MMS treatment 
Cells were grown overnight in liquid culture and diluted the next day as previously described in 
Chapter 2. Once the culture reached a 0.5 OD600 then 0.1% MMS dissolved in DSMO was 
added. The culture was incubated for 1 hour at 23°C then washed with SC medium and prepared 
immediately for cell imaging.  
 
Caffeine Treatment  
Fresh 100 mM stock solutions of caffeine in sterile H2O were prepared for each experiment. 
Cells were grown overnight in liquid culture and diluted the next day as previously described. 
Once the culture reached a 0.5 OD600, caffeine was added to a 20 mM final concentration. The 
culture was incubated for 30 minutes at 23°C then irradiated and prepared	immediately	for	cell	
imaging. Both irradiation and cell imaging were performed in the presence of caffeine.  
 
Microscopy  
Microscopy was performed as previously described in Chapter 2.  
 
Image analysis  





Figure 4-1. Spontaneous DSBs do not elicit a change in chromosome mobility. 
  
























































Figure 4-1. Spontaneous DSBs do not elicit a change in chromosome mobility. (A) Images show 
a representative field of cells for the two strain backgrounds examined: WT (on top) and mre11Δ 
(bottom). The protein Rad52 is fluorescently tagged with CFP to mark the presence of DSBs 
within the cell nucleus.  Each channel is indicated above the image DIC (left) and CFP (right) 
and the genotype shown on the left (Scale bar = 2 microns). (B) The percent of cells containing a 
spontaneous Rad52-CFP focus under conditions of no treatment is plotted. Wild-type cells are 
shown in black (n= 221) and mre11Δ in grey (n= 358). (C) MSD plot for the tetO array in WT 
cells (left) or mre11∆ cells (right). S-phase cells were selected which either had no Rad52 focus 
shown in black (n= 12 WT and 9 mre11∆) or just one spontaneous Rad52 shown in blue that 
does not co-localize with the tetO array (n= 6 WT and 12 mre11∆). In WT, the radius of 
confinement is 450 nm for cells with no damage and 460 nm for cells with a spontaneous Rad52. 
In mre11∆, it is 410 nm for cells with no damage and 420 nm for cells with a spontaneous 













Figure 4-2. Increased chromosome mobility does not occur in response to MMS induced 
collapsed replication forks. 
  






































Figure 4-2. Increased chromosome mobility does not occur in response to MMS induced 
collapsed replication forks. WT cells were treated with 0.1% MMS for 1 hour in liquid medium. 
The cells were then prepared for microscopy and imaged as described in methods. (A) The 
percent of cells containing a Rad52 focus after treatment with MMS is plotted. Untreated cells 
are shown in black (n= 100) and MMS treated cells shown grey (n= 104). (C) MSD plot for the 
tetO array in WT cells after MMS treatment. WT S-phase cells were selected that were either 
untreated and had no Rad52 focus shown in black (N=12) or contained a single Rad52 focus 
after MMS treatment shown in purple (N=8). The radius of confinement is 450 nm for cells with 
no damage and 460 nm for cells with treated with MMS containing a Rad52 focus. Error bars of 

















Figure 4-3. Checkpoint dependent global mobility occurs in WT and mre11∆ cells after g-
irradiation. 
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Figure 4-3. Checkpoint dependent global mobility occurs in WT and mre11∆ cells after g-
irradiation. The strains from Chapter 3 (Fig. 3-1) were exposed to 40 Gy of g-irradiation and 
imaged immediately after to assess for changes in chromosome mobility. (A) MSD plot for the 
tetO array in WT cells. Untreated WT cells are shown in black (n=12) and display a radius of 
confinement of 420 nm. WT cells containing a single Rad52 focus after exposure to 40 Gy g-
irradiation are shown in green (n=10) and display an increase in chromosome mobility with a 
radius of confinement of 600 nm. (B) MSD plot for the tetO array in mre11∆ cells. Untreated 
mre11∆ cells are shown in black (n=9) and display a radius of confinement of 420 nm. After 
exposure to 40 Gy g-irradiation there are two populations of Rad52 focus containing cells 
present. Shown in blue (n=4) are mre11∆ cells with a radius of confinement of 420 nm and 
shown in green (n=8) are mre11∆ cells that have increased chromosome mobility with a radius 
of confinement of 680 nm. (C-D) WT (left panel, n= 11) and mre11∆ cells (right panel, n=8) 
were treated with 20 nM of caffeine for 30 minutes prior to exposure to 40 Gy g-irradiation. Both 
strains show confined mobility with a radius of confinement of 420 nm and 450 nm, 
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Figure 4-4. RPA and Rad51 foci form immediately after g-irradiation in both WT and mre11∆ 
cells. The strains described in Chapter 3 (Fig. S3-1) were exposed to 40 Gy of g-irradiation and 
imaged immediately after to access the formation of either Rfa1 (member of the RPA protein 
complex) or Rad51 foci. Both proteins are fluorescently tagged with YFP, Rfa1 at the C-
terminus and Rad51 at the N-terminus (see strain table). (A) The percentage of cells containing a 
Rfa1-YFP focus found anywhere within the nucleus is plotted both before and after exposure to 
40 Gy g-irradiation. WT cells are shown in black (n= 85 untreated and 107 exposed to g-
irradiation) and mre11Δ cells are shown in grey (n= 113 untreated and 112 exposed to g-
irradiation). (B) The percentage of cells containing a Rad51-YFP focus is plotted both before and 
after exposure to 40 Gy g-irradiation. WT cells are shown in black (n= 115 untreated and 148 















Figure 4-5. DSBs move differently depending on how they are generated. 
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Figure 4-5. DSBs move differently depending on how they are generated. The strains described 
in Chapter 3 (Fig. S3-1) were taken and assessed for the mobility of the Rad52 focus generated 
under two different conditions. (A)  MSD plot for Rad52 foci formed in WT cells after exposed 
to 40 Gy of g-irradiation (n=7). The motion of the Rad52 focus is unconfined at this time scale of 
300 seconds and displays active diffusion. (B) MSD plot for Rad52 foci formed spontaneously in 
mre11∆ cells (n=7). The motion of the Rad52 focus is constrained and displays a radius of 


























CHAPTER 5:  
 




SUMMARY AND FUTURE DIRECTIONS 
While many studies find that DSBs induce changes in chromatin movement, the connection 
between that movement and HR has not been made clear. By dissecting the HR process step by 
step and examining multiple events simultaneously in live cells, here we demonstrate a strong 
linkage between increased chromosome mobility and HR. In Chapter 3, we show that when 
chromosome mobility is delayed in an mre11∆ mutant, all of the subsequent recombination 
events are also delayed (Fig. 3-7A). Importantly, this delay is suppressed by the overexpression 
of the exonuclease Dna2, and is dependent on the formation of ssDNA via end resection (Fig. 3-
7B, Fig. 3-6). The simultaneous rescue of chromosome mobility and downstream events 
demonstrates the strong temporal linkage between increased chromosome mobility and HR.  
Ours results also highlight the key role of DNA end resection as an important precursor 
to both local and global chromosome mobility. In Chapter 3, local mobility was observed only 
after there was end resection and an increase in repair focus formation at the inducible break site. 
In mre11∆ cells, there was a defect in end resection (Fig. 3-2C,D) that resulted in delayed Rfa1 
and Rad51 focus formation (Fig. 3-3B,C) and delayed local mobility (Fig. 3-1C). However, in 
Chapter 4, where we used g-irradiation to induce DSBs, Rfa1 and Rad51 foci form almost 
immediately after a 40 Gy exposure (Fig. 4-4) and global mobility is induced (Fig. 4-3). We 
conclude that, in mre11∆ cells, after g-irradiation, multiple DSBs and segments of ssDNA are 
produced, which may be processed faster compared to a single I-SceI induced break. 
Additionally, checkpoint activation may occur without extensive DNA end resection given that 
multiple lesions simultaneously occur with g-irradiation, whereas I-SceI produces just one single 
DSB. 
An interesting result regarding DNA end resection was discovered when the Exo1 and 
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Dna2 exonucleases were overexpressed. Unlike Exo1 overexpression, the overexpression of 
Dna2 does not suppress mre11∆ g-ray sensitivity (Fig. 3-S6). This difference likely results from 
the way “dirty” vs “clean” DSB ends are processed. Radiation-induced DSBs often create ragged 
(dirty) DNA ends, which require more processing compared to nuclease-induced breaks, which 
leave behind a free 3′-hydroxyl group (clean) that is easier to process (Barlow et al., 2008; 
Westmoreland & Resnick, 2013). Specifically, after g-irradiation, the dirty ends are likely more 
readily accessible to Exo1, but not to Dna2. In the case of a clean DSB, Dna2 is the primary 
nuclease that initiates DNA resection (Paudyal, Li, Yan, Hunter, & You, 2017). Therefore, Dna2 
overexpression is more relevant in the processing of “clean” I-SceI-induced breaks, whereas 
Exo1 overexpression is important for the processing of “dirty” g-irradiation-induced breaks. To 
further explore the difference between Exo1 and Dna2, we will test nuclease- and helicase-dead 
mutants of Dna2 in diploids cells. We will perform a full comparison with Exo1 and assess the 
Dna2 mutants for changes in mobility, homolog pairing and repair. Additionally, we will test the 
overexpression of Exo1 and Dna2 in wild type cells to determine if the difference we observe 
between the two nucleases is also present under wild type conditions of DNA end processing.  
Another critical difference between the two nucleases is related to their interactions with 
nucleosomes. Resection by Exo1 is blocked by nucleosomes, whereas resection by Sgs1-Dna2 
can exert enough force to actively displace nucleosomes from its path of movement along DNA 
(Adkins, Niu, Sung, & Peterson, 2013; Xue et al., 2019). Thus, extensive processing by the 
Sgs1–Dna2 machinery may not require additional chromatin remodeling events. One 
downstream consequence of DNA damage checkpoint activation is histone removal and 
chromatin remodeling (Hauer et al., 2017; Seeber et al., 2013). In mre11∆ cells, after induction 
of a single DSB, there is likely not enough checkpoint activation to remove histones and allow 
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Exo1 to efficiently resect DNA. On the other hand, Dna2 does not require chromatin remodeling 
for efficient resection at a break site (Adkins et al., 2013). However, in mre11∆ cells, when 
multiple DSBs are induced using g-irradiation, checkpoint activation and histone removal is not 
limiting, thus allowing Exo1 to play a more active role in end processing. This model can be 
tested by looking at checkpoint activation in our system and determine its relationship with 
regard to end resection and the initiation of ICM.  
Additionally, it will be important to test the relationship between homolog pairing and 
gene conversion in mutants that have defects in checkpoint activation and do not undergo ICM, 
such as mec1∆ or rad9∆ (Dion et al., 2012; Longhese, Foiani, Muzi-Falconi, Lucchini, & 
Plevani, 1998; Smith et al., 2018; Vialard, Gilbert, Green, & Lowndes, 1998). We hypothesize 
that in the absence of ICM, homolog pairing and gene conversion would not occur, similar to 
that observed in rad51∆ cells. Such a result would further support a functional role of ICM in 
HR. However, since mec1∆ and rad9∆ are defective in checkpoint activation, there are many 
other cellular activities that would also be affected in those mutants, such as chromatin 
remodeling and histone eviction. Thus, we would not be able to rule out the contributions of 
other factors that are downstream of checkpoint activation.  
An important aspect of chromosome mobility that needs further exploration concerns the 
coordination between the two ends of a DSB during homolog search. Until now, only one side of 
the DSB has been examined during HR. Yet, it is possible to label both sides of the DSB as well 
as the homolog and determine how the two ends behave during HR. Do the two ends move 
together or independently of one another. If the ends move independently, is there a bias for 
which end interacts with the repair template first. Additionally, if one end interacts first, does the 
second end engage the repair template only after the first end pairs, as described by the “second 
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end capture” model (Sugiyama, Kantake, Wu, & Kowalczykowski, 2006; Szostak, Orr-Weaver, 
Rothstein, & Stahl, 1983)? Alternatively, does one end interact with the repair template, 
disengage, and then interact with the second end, as predicted in the synthesis-dependent strand-
annealing model? These interesting questions require more study.  
The characterization of how the two ends of a DSB move during HR will be crucial to 
further understanding the role mobility plays in this process. Here we provide data that not only 
reveals the temporal relationship between chromosome mobility and HR repair, but also supports 
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