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We consider a general model of unitary parameter estimation in presence of Markovian noise,
where the parameter to be estimated is associated with the Hamiltonian part of the dynamics.
In absence of noise, unitary parameter can be estimated with precision scaling as 1/T , where T
is the total probing time. We provide a simple algebraic condition involving solely the operators
appearing in the quantum Master equation, implying at most 1/
√
T scaling of precision under the
most general adaptive quantum estimation strategies. We also discuss the requirements a quantum
error-correction like protocol must satisfy in order to regain the 1/T precision scaling in case the
above mentioned algebraic condition is not satisfied. Furthermore, we apply the developed methods
to understand fundamental precision limits in atomic interferometry with many-body effects taken
into account, shedding new light on the performance of non-linear metrological models.
PACS numbers: 03.67a, 03.65Yz, 03.65.Ta, 06.20.-f, 42.50.Lc
I. INTRODUCTION
With rapid advancements in quantum optical exper-
imental techniques, the field of quantum metrology [1–
5] is entering the stage where ubiquitous quantum fea-
tures of light and matter are being harnessed to deliver
ultra-sensitive measuring devices for real-life applications
[6–12]. Along with experimental advances, theoretical
foundations for the field have been constantly developed.
From the first proposals of utilizing squeezed states in op-
tical interferometry [13], through identification of funda-
mental limits in decoherence-free metrology [14–16], gen-
eral methods have been developed allowing to take into
account the impact of realistic decoherence effects on the
performance of metrological protocols [17–24] including
the most general quantum adaptive strategies [25, 26].
Most of the available general methods is based on
the integrated form of the dynamics of a quantum sys-
tem represented mathematically as a quantum channel
[20, 22, 25]. This poses a serious difficulty when the
dynamics is provided in terms of a Master differential
equation. In this case obtaining the analytical form of
the integrated dynamics is often impossible. This fact
significantly limits the utility of the available methods
making it often necessary to resort to numerical calcu-
lations instead of a more insightful analytical analysis.
This deficiency has been successfully addressed in case
of single qubit dynamics, where the full description of
performance of the most general quantum metrological
protocols has been given [26]. In particular, it has been
shown that provided the noise is represented by a single
Pauli operator which is not proportional to the Hamil-
tonian itself, one can apply an error correction proce-
dure allowing to reach the Heisenberg-like, T 2, scaling
of Quantum Fisher Information (QFI), where T is the
total evolution time of the probe system. On the other
hand, for all other kind of Markovian noise processes the
optimal QFI is limited by a classical-like scaling bound
proportional to T and hence results in a standard 1/
√
T
scaling of precision.
This paper provides a general solution to the problem
of determining optimal performance of adaptive metro-
logical schemes in a unitary parameter estimation prob-
lem for arbitrary Markovian dynamics. We present an
explicit recipe that allows to obtain the formulas for the
behavior of QFI FQ in the optimal metrological proto-
col, based solely on the operators appearing explicitly in
the Master equation in the standard Gorini-Kossakowski-
Lindblad-Sudarshan [27] form, with no need to integrate
the dynamics whatsoever. The probe dynamics we con-
sider is given by
dρ
dt
= −iω[H, ρ] +
J∑
j=1
LjρL
†
j −
1
2
ρL†jLj −
1
2
L†jLjρ, (1)
where ω is the frequency-like parameter to be estimated
associated with the unitary dynamics generated by the
Hamiltonian H , while Lj are noise operators. In partic-
ular, we show that if
H ∈ S = span
R
{1 , LHj , iLAHj ,(L†jLj′)H, i(L†j′Lj)AH},
(2)
where H,AH denote the hermitian and the anti-hermitian
part of an operator, then the QFI scales at most lin-
early with T , and the coefficient for the bound can be
obtained from a solution of a simple semi-definite pro-
gram. When restricted to a single qubit problem, this
condition is equivalent to the one given in [26] requiring
the noise not to be a single-rank Pauli linearly indepen-
dent from the Hamiltonian. If the above linear depen-
dence condition is not satisfied we discuss the possibility
of implementing a “quantum error-correction”-like pro-
tocol that yields quadratic scaling of QFI in T . In the
qubit case this is always possible [26] using a scheme
based on preparing a maximally entangled state of the
2probe system and an equally dimensional ancilla. Here
we demonstrate that in higher dimensions this is in gen-
eral no longer the case, and this approach is not always
sufficient to overcome the effects of noise.
Further on we apply the newly developed quantitative
methods to determine fundamental precision bounds in
atomic metrological protocols involving many-body inter-
actions. This allows us in particular to derive for the first
time fundamental precision bounds on non-linear metro-
logical protocols in presence of decoherence. In absence
of decoherence it is known that in the case of the k-body
Hamiltonian non-linearity may help to improve the pre-
cision scaling of QFI to T 2N2k where N is the number
of atoms involved [28–36]. We show that in the case of
the k-body Hamiltonian and l-body noise the linear de-
pendence condition implies QFI to scale no better than
TN2k−l—a scaling formula identified in [37] but only for
GHZ states a and limited class of noise models. Apart
from determining the scaling character of the bounds, we
also provide explicit coefficients for the bounds in case of
linear and non-linear atomic interferometry in presence
of single and two-body losses. Note that we focus here on
unitary parameter estimation in presence of noise and do
not analyze the problem of estimating the noise param-
eter itself. This last problem, while interesting, does not
enjoy equally spectacular quantum gains thanks to the
use of entangled states as the unitary parameter estima-
tion case. Often a completely uncorrelated state proves
to be optimal, as for example in the problem of estimating
losses or dephasing strength, while in other cases entan-
glement between a single probe and a passive ancilla is
sufficient to reach optimality [38–42]
II. FORMULATION OF THE PROBLEM
Considering the Master equation given in Eq. (1), let
us denote by Eωt the integrated form of the dynamics so
that
ρωt = Eωt (ρ0) =
∑
j
Kωt,jρ0K
ω†
t,j (t), (3)
where Kωt,j are Kraus operators of the evolution.
The aim is to perform optimal estimation of ω param-
eter under the constraint of a fixed total evolution time
T under the most general adaptive quantum metrological
scheme as depicted in Fig. 1. Given the final state of the
protocol ̺ωT , the fundamental limitation on the precision
of estimating ω is given in terms of quantum Crame´r-Rao
bound:
∆ω ≥ 1√
FQ
, FQ = 2
∑
ab
|〈a| ˙̺ωT ||b〉|2
λa + λb
(4)
where FQ is QFI for unitary encoding, dot signifies
d
dω ,
while |a〉, λa are eigevectors and eigenvalues of ̺ωT . In
what follows we will use QFI as the figure of merit. Direct
maximization of QFI of the final state over all tunable
U1
FIG. 1. General adaptive quantum metrological scheme. To-
tal evolution time T is divided into a numberm of t-long steps
interleaved with general unitary controls. Collective measure-
ment performed in the end allows to regard this scheme as a
general adaptive protocol where measurement results at some
stage of the protocol influence the control actions applied at
later steps. This scheme may also mimic a parallel scheme
where m systems in an arbitrary initial entangled state state
are subject to evolution through m parallel channels Eωt for a
time t.
elements in the protocol, i.e. input state and controls is
a virtually impossible task unless a decoherence-free case
is considered where adaptiveness is useless [16].
Luckly, provided the integrated form of the dynamics
in the form of (3) is given, one can apply the methods
from [25, 26] that allow to obtain a universally valid up-
per bound on QFI valid for arbitrary adaptive strategy,
and hence a lower bound on uncertainty. The bound uti-
lizes the observation that given a quantum evolution in
the form of Kraus representation (3) one can consider
equivalent Kraus representation K˜t,j =
∑
j′ u
ω
jj′K
ω
t,j′
consisting of operators related by a unitary matrix with
the original ones, or written in a more concise notation
K˜ = uK, where K˜ = [K˜ωt,0, K˜
ω
t,1, . . . ]
T .
The bound on QFI for the m = T/t step adaptive pro-
tocol is then given in terms of minimization over different
Kraus representations and reads:
FQ ≤ 4 min
K˜ω ,x
{m‖α‖
+m(m− 1)‖β‖(x‖α‖+ ‖β‖+ 1/x)} ,
(5)
where
α := ˙˜K† ˙˜K, β := −i ˙˜K†K˜, (6)
‖.‖ is the operator norm and x is a positive real parame-
ter minimization over which helps to further tighten the
bound. The crucial element here is that the unitary ma-
trix u can explicitly depend on the estimated parameter
ω. Using the fact that u†u˙ = −ih for some hermitian
matrix h, one notes that this dependence enters the com-
putation of α and β via the substitution:
˙˜
K = K˙− ihK, K˜ = K. (7)
In the most general adaptive approach it is always ad-
vantageous to take the limit t→ 0 as in this case the use
3of adaptive gates potentially provides the greatest bene-
fits. Note that the limit is taken only in the duration of
the sensing map Eωt and it does not influence the dura-
tion of the intermediate unitary control gates. In fact in
our model we assume that the time needed to perform
control gates is not included in the total resource count
and hence the continuous limit t→ 0 does not affect the
control gates time. At the same time this limit allows us
to have arbitrary many control gates over the course of
the sensing process and hence results in the most general
adaptive strategy.
In order to keep this in mind, from now on we will
therefore replace t with dt. Taking this limit we may
now utilize known relations between noise operators Lj
and the corresponding Kraus operators Kj in order to
write an explicit Kraus representation for the dynamics
in the lowest order in dt:
K0 = 1 −
(
1
2
L
†
L+ iHω
)
dt+O(dt2), (8)
Kj = Lj
√
dt+O(dt
3
2 ) (j = 1, . . . , J) (9)
where L = [L1, L2, . . . ]
T . Note that Kraus operators’ in-
dex starts from 0 while the noise opeartors’ index starts
from 1. This approximation correctly recovers the dy-
namics in the linear order in dt and captures all the fea-
tures of Markovian evolution.
Because of the different dt scaling appearing in K0 and
Kj≥1 operators it will be convenient to introduce the
following structure of the matrix h:
h =


h00 h
†
h h

 . (10)
Minimization over different Kraus representations in (5)
amounts now to minimization over the matrix h and tak-
ing into account that we consider the limit dt→ 0 we get
FQ ≤ 4min
h,x
{
T ‖α‖dt−1
+T 2‖β‖dt−2(x‖α‖ + ‖β‖+ 1/x)} . (11)
The most interesting challenge posed be the above for-
mula is to determine the situation where FQ is limited by
a bound scaling linearly in T or where the bound scales as
T 2, in which case achieving the Heisenberg scaling may
be possible.
III. H ∈ S: T SCALING OF QFI
The bound will scale linearly in T if we are able to find
h which makes β = 0 + O(dt2) as well as α = α(1)dt +
O(dt2), since then by choosing x = 1/
√
dt we will get
FQ ≤ 4‖α(1)‖T (12)
in the limit dt→ 0. Let us write explicitly β in terms of
L, h, H in leading orders in dt:
β =Hdt+ h00(1 − L†Ldt)
+ (h†L+ L†h)
√
dt+ L†hLdt +O(dt
3
2 ).
(13)
Let us denote time expansion coefficients of h as follows:
h =
∑
k=0, 12 ,1,...
h(k)dtk. We now investigate the con-
dition β = 0 order by order in time. Making β = 0 in
orders O(dt0) and O(dt
1
2 ) implies that h
(0)
00 = h
( 12 )
00 = 0 as
well as h(0) = 0. The first non-trivial condition appears
in O(dt) order as this is the order where the Hamiltonian
H contributes and setting h = 0 is not enough to get
β(1) = 0. With the above substitutions we may write the
linear order coefficient of β:
β(1) = H + h
(1)
00 1 + h
†( 12 )L+ L†h(
1
2 ) + L†h(0)L. (14)
Taking into account that h is hermitian, this coefficient
can be made zero if and only if the Hamiltonian H ∈ S,
where subspace S is defined in (2). Analysing the next
order we get:
β(
3
2 ) = h
( 32 )
00 1 + h
(1)†
L+ L†h(1) + L†h(1/2)L. (15)
We see that none of the coefficients appearing here ap-
peared before when considering β(1) so we may put them
all equal zero guaranteeing that β = 0+O(t2), and prov-
ing the linear scaling of QFI.
In order to obtain a quantitative bound, as given in
Eq. (12), let us now focus on the operator α. Taking
into account that h
(0)
00 = h
( 12 )
00 = 0 as well as h
(0) = 0, the
first nontrivial order is linear in dt and the corresponding
coefficient reads:
α(1) =
(
h
( 12 )1 + h(0)L
)† (
h
( 12 )1 + h(0)L
)
. (16)
We now need to minimize the operator norm of the above
coefficient over h in order to get the tightest bound:
FQ ≤ 4T min
{h(1)00 ,h(
1
2
),h(0)}
‖α(1)‖,
subject to: β(1) = 0.
(17)
Only in some particular cases this can be done analyt-
ically. Fortunately, the above problem can be imple-
mented as a semi-definite program, as described explic-
itly in Appendix A. The implementation is similar to the
one presented in [22] for the Kraus operator formulation.
Since the bound (12) involves the operator norm it may
not be immediate to apply it in infinite dimensional cases
where the operators appearing in the Master equation are
unbounded. This is for example the case when dealing
with continuous variable systems. Following the original
derivation of the bound (5), however, one can refine it by
taking into account some properties of the state utilized
in the protocol. In particular it might be that the states
4we deal with are restricted to consist of finite number
of photons/atoms, or at least have the mean number of
particles fixed. It might also, be the case that by vari-
ous super-selection rules the whole Hilbert space is not
available and the bound can be tightened by analysing
the operator norm of α(1) separately in different super-
selection sectors. This will amount to calculation of op-
erator norms on subspaces. Moreover, provided sufficient
information on the time evolution of the probe state is
given, the bound may even be formulated as an integral
over interrogation time T of a time-dependent quantity.
Namely
FQ ≤ 4
∫ T
0
min 〈α(1)〉tdt, subject to: β(1) = 0, (18)
with 〈α(1)〉t = Trρtα(1) setting a limit on the gain in
QFI at a given instant of time, and ρt is the state of the
system at time t — see Appendix B for the details how
to tighten the bound in these cases.
In what follows, it will be convenient to assume that
the Master equation (1) is given in the so called canonical
form [43, 44], where all noise operators are traceless and
orthogonal TrLj = TrL
†
kLj = 0, see also C 1.
Let us now briefly comment on the single qubit case
discussed in [26]. Since Li operators in the canonical form
are traceless there can be written as complex combina-
tions of Pauli matrices. The condition required to get
a better than linear scaling of QFI discussed there was
that the noise is a single-rank Pauli linearly independent
from the Hamiltonian. Mathematically this means that
there is only one Lj ∝ σ~n 6∝ H . Note that if we had two
linearly independent Lj, they would lead to S being the
full space of 2× 2 hermitian matrices, thanks to the fact
that products L†jLj′ appear in the definition of S. More-
over, even with a single Li which is not proportional to a
hermitian matrix, we would have two linear independent
hermitian matrices from its hermitian and anti-hermitian
part and hence again the generated S would be equal to
the whole space of hermitian matrices. Consequently, in
the qubit case, the H ∈ S condition is equivalent to the
one discussed in [26].
IV. H /∈ S: POSSIBILITY OF T 2 SCALING OF
QFI
If H /∈ S and hence β(1) cannot be made zero then the
second term in the bound (11) will not vanish (due to
‖β‖2 scaling as dt2 and canceling with 1/dt2 term) and
will result in an upper bound scaling as T 2. This gives
hopes for the Heisenberg scaling of precision. Below we
discuss the possibility to construct an adaptive quantum
error correction inspired strategy that allows to achieve
a T 2 scaling of QFI and discuss some concrete examples.
Aside the probe system we allow for an additional an-
cillary system on which the evolution acts trivially. Let
̺ = |φ〉〈φ| denote the input probe-ancilla state. The
adaptive protocol we consider consists of intertwining of
infinitesimal-time probe evolution
Eωdt(̺) = ̺+
(
− iω[H, ̺] + L(̺)
)
dt+O(dt2), (19)
where L represents the noise part of the Master equation
(1), and the error correction map C applied after each
infinitesimal time step dt. Hence, the final state of the
probe and ancilla systems after the total evolution time
T , i.e. after T/dt applications of the evolution-correction
step, reads:
̺ωT = CωT (̺) = (C ◦ Eωdt)◦
T
dt (̺). (20)
Formally, in the above formula we should write Eωdt ⊗
I instead of Eωdt, as the map acts also on the ancillary
system in a trivial way. From now on, for simplicity
of notation, we will assume that whenever an operator
defined on the probe system alone acts on the extended
probe-ancilla system it should be understood as extended
in a trivial way.
To simplify the exposition we assume that estimation
of ω is made around ω0 = 0 point. Otherwise by means of
active control one can always compensate for the nonzero
rotation term −iω0[H, ρ] in the master equation—note
that in this case the error correction operation C may in
general depend on ω0. Since QFI depends on the state
and its first derivative at ω0, see Eq. (4), it is enough
to consider the first order expansion of the final state in
the estimated parameter ω: ̺ωT = ̺
0
T + ω ˙̺
0
T + O(ω
2).
The zeroth order ̺0T = C0T (̺) is simply the action on the
input state of the dynamics where the Hamiltonian part
is dropped, while the first order term
˙̺0T = −i
∫ T
0
C0T−t
([
H, C0t (̺)
])
dt (21)
involves terms of C0T where the Hamiltonian part of the
dynamics enters linearly at different times.
Our goal is to design a protocol that protects the
system from decoherence in a way that its QFI grows
quadratically in T and hence mimics the performance of
noiseless frequency estimation. First of all, we demand
that our protocol preserves the initial state in absence of
the unitary evolution ̺0t = C0t (̺) = |φ〉〈φ|. Furthermore,
let us define a decoherence-free qubit subspace HQ =
{|φ〉, |ξ〉}, spanned by the input state as well as an orthog-
onal state |ξ〉 such that C([H, |φ〉〈φ|]) = c(|ξ〉〈φ|−|φ〉〈ξ|),
c ∈ R. The error-correction step C projects the state af-
ter being acted on with H back onto the subspace HQ.
We also assume that c 6= 0 since otherwise the parameter
ω would not be imprinted on the state at all. This allows
us to simplify the the expression in Eq. (21)
˙̺0T = ic
∫ T
0
C0T−t
(
|φ〉〈ξ| − |ξ〉〈φ|
)
dt. (22)
In addition, we require that the control-assisted evolu-
tion C0T−t preserves the coherence |φ〉〈ξ|, which leads to
5˙̺0T = i c T
(|φ〉〈ξ|−|ξ〉〈φ|). Calculating QFI with eigenvec-
tors {|φ〉, |ξ〉} and λφ = 1 yields quadratic FQ = 4c2T 2 as
in the case of noiseless frequency estimation. Otherwise,
had the evolution damped the coherence term, resulting
in ||C0t
(
|φ〉〈ξ| − |ξ〉〈φ|
)
|| ≤ e−λt this would not be pos-
sible. Hence in summary, the requirement for the error
correction map C are the following:
(i) C
(|φ〉〈φ| + dtL(|φ〉〈φ|)) = |φ〉〈φ| +O(dt2) (23)
(ii) C
(|ξ〉〈φ| + dtL(|ξ〉〈φ|)) = |ξ〉〈φ| +O(dt2). (24)
In fact, the linearity and the trace preserving prop-
erties of C, together with the above conditions, imply
C
(|ξ〉〈ξ| + dtL(|ξ〉〈ξ|)) = |ξ〉〈ξ| +O(dt2). As a result, the
requirement for QFI to grow quadratically amounts to
the requirement of existence of a two-dimensional sub-
space protected from decoherence up to the linear order
in time. We may therefore utilize known results from ap-
proximate quantum error correction literature, which in
this case reduce to the standard error-correction relation
[45] for the set of error operators consisting of Li and the
identity operator [46]:
(a) 〈φ|H |ξ〉 6= 0, (25)
(b) 〈φ|L†kLj|ξ〉 = 〈φ|Lj |ξ〉 = 0, (26)
(c) 〈φ|L†kLj|φ〉 = 〈ξ|L†kLj |ξ〉, (27)
for all k and j, where (a) is an additional requirement
that needs to be satisfied in order to keep non-trivial
unitary evolution in the qubit subspace HQ. Step by
step derivation of the above conditions is provided in Ap-
pendix C 2.
Following the way the single-qubit error-correction
protocols were applied in quantum metrology [26, 47–49]
a natural choice for |φ〉 is the maximally entangled state
of probe+ancilla |φ〉 = 1√
d
∑
i |i〉 ⊗ |i〉. Recall that in
the canonical form of Master equation all L are traceless
and orthogonal TrLj = TrL
†
kLj = 0, see C 1. Hilbert-
Schmidt orthogonality of Lj is automatically transferred
to orthogonality of Lj |φ〉 vectors (where Lj should be in
fact understood here as Lj ⊗ 1 ). We then decompose
the Hamiltonian H = H⊥ +H‖ such that H‖ ∈ S while
nonzero H⊥ ∈ S⊥ is orthogonal to all operators in S.
If we now take |ξ〉 = H⊥|φ〉‖H⊥|φ〉‖ (note it is by construc-
tion orthogonal to |φ〉 as H⊥ is in particular orthogonal
to the identity operator), then one automatically satis-
fies the first two conditions. Condition (a) follows from
〈φ|H⊥H |φ〉 ∝ TrH⊥H 6= 0, while (b) follows from
〈φ|L†kLjH⊥|φ〉 ∝ TrH⊥L†kLj = 0,
〈φ|LjH⊥|φ〉 = 0,
(28)
as H⊥ is orthogonal to S with respect to the Hilbert-
Schmidt scalar product. For the qubit case [26] this con-
struction also guarantees condition c) to be satisfied, as
H /∈ S implies only one Li = L. Let |0〉, |1〉 be the
eigenbasis of H⊥: H⊥|i〉 = λ(−1)i|i〉 (H⊥ is orthogo-
nal to 1 and hence has ±λ eigenvalues). As a result
|ξ〉 ∝ H⊥|φ〉 ∝ (|0〉 ⊗ |0〉 − |1〉 ⊗ |1〉), and consequently:
〈φ|L†L|φ〉 = 〈ξ|L†L|ξ〉 = Tr(L†L)/2. In this case one
can state that Eq. (2) is an if and only if condition for
impossibility of getting QFI scaling quadratically with T .
In higher dimensions, however, an error-correction
scheme based on the use of the maximally entangled state
of system+ancilla will not work in general—see the Note
Added at the end of the Conclusions section with a ref-
erence to the paper [50], where a universal construction
of a quantum error-correction protocol satisfying all the
required conditions has been provided whenever H /∈ S.
This also, shows that the conditions which in our ap-
proach could be regarded as sufficient for quadratic scal-
ing are actually also necessary.
V. ATOMIC INTERFEROMETRY WITH ONE
AND TWO-BODY LOSSES
We will now demonstrate an application of the devel-
oped methods to provide bounds in atomic interferome-
try models where two-body effects can be placed both in
the noise part (two-body losses) or in the Hamiltonian
part (the non-linear metrology model).
Let us consider a Bose-Einstein Condensate (BEC) sys-
tem of two level atoms, where dynamics is described by
the following master equation:
dρ
dt
= −iω
[
H(k), ρ
]
+ L(1)(ρ) + L(2)(ρ), (29)
where
L(1)(ρ) =
2∑
i=1
γi
(
aiρa
†
i −
1
2
{
a†iai, ρ
})
, (30)
L(2)(ρ) =
2∑
i=1
γii
(
a2i ρa
†2
i −
1
2
{
a†2i a
2
i , ρ
})
+ γ12
(
a1a2ρa
†
1a
†
2 −
1
2
{
a†1a
†
2a1a2, ρ
})
,
(31)
represent one-body and two-body loss processes with re-
spective loss coefficients γi, γij and ai representing anihi-
lation operators removing an atom from the i-th mode.
The corresponding noise operators read: L
(1)
i =
√
γiai,
L
(2)
ij =
√
γijaiaj . We will consider two different Hamil-
tonians that are associated with the sensing part of the
dynamics
H(k=1) =
1
2
(a†1a1 − a†2a2), (32)
H(k=2) =
1
4
: (a†1a1 − a†2a2)2 :, (33)
which correspond to linear and non-linear metrological
scenarios. For the clarity of presentation, we have put
the normal ordering operation in the definition of H(2)
6in order to make sure that we take into account only
terms that appear due to interaction between two differ-
ent particles.
Let us start with the linear Hamiltonian case k = 1,
but keep both the single and two-body losses processes.
This kind of model is well tailored to analyze matrologi-
cal BEC experiments such as e.g. magnetometry experi-
ment using spin-squeezed BEC [10]. Let us calculate β(1)
according to Eq .(14):
β(1) =
1
2
(a†1a1−a†2a2)+h(1)00 1+
(∑
i
√
γih
( 12 )
i ai + h.c.
)
+
∑
ij
h
(0)
ij
√
γiγja
†
iaj + . . . . (34)
We now ask about the possibility of choosing entries of
h in a way to set the above quantity to zero. Note that
we have not written explicitly the noise operators related
to two-body losses. The reason for that is that operators
related to two-body losses appearing in the above equa-
tion would be of the form aiaj, a
†
iaj , a
†
ia
†
ja
′
ia
′
j and would
be linearly independent of the operators appearing in the
Hamiltonian part. Hence trying to set β(1) = 0 we need
to focus on one-body losses operators only. We are free
to put all coefficients of h in front of terms related with
two-body losses equal to zero. If we succeed in setting
β(1) = 0 using only one-body losses operators this will
also imply that two-body losses are irrelevant in trying
to assess the fundamental precision limit on frequency
estimation in this case. By inspecting Eq.(34) it is clear
that we can make β(1) = 0 by choosing h
(1)
00 = 0, h
( 12 )
i = 0,
h
(0)
11 = − 12γ−11 , h
(0)
22 =
1
2γ
−1
2 , h
(0)
12 = 0.
We should remember, however, that when deriving the
final bound using Eq. (16) we face the problem that oper-
ators appearing under the operator norm are unbounded
and hence the bound formally will be infinite and hence
useless. Physically this is due to the fact that we have
not set any constraints on the number of atoms we use in
the experiment. From now on we will assume we have N
atoms at our disposal and at every adaptive step we re-
place the lost atoms with fresh ones keeping the number
of atoms constant. We discuss this approach in detail in
Appendix B and argue that by doing so we do note lose
generality of our bounds. Thanks to this, we are able to
write a†1a1 + a
†
2a2 = N1 when calculating the operator
norm of α(1), remembering that in the end we operate in
a fixed particle number-subspace.
Let us now go back to Eq. (34). With fixed parti-
cle number constraint imposed, a†1a1, a
†
2a2 and 1 are
no longer independent operators. This gives us an ad-
ditional freedom in choosing coefficients of h in order
to keep β(1) = 0, namely we can take h
(1)
00 = −Nξ ,
h
(0)
11 = γ
−1
1 (ξ − 12 ), h
(0)
22 = γ
−1
2 (ξ +
1
2 ), with ξ being a
free parameter. The QFI bound can be now obtained by
minimizing ‖α‖ over ξ:
FQ ≤ T min
ξ
‖γ−11 (2ξ−1)2a†1a1+γ−12 (2ξ+1)2a†2a2‖. (35)
Operators a†1a1, a
†
2a2 commute and their common basis
is |n,N − n〉 (where n is the number of atoms in mode
1) hence in the above minimization we can replace a†1a1
with n and a†2a2 with N − n:
FQ ≤ T min
ξ
max
0≤n≤N
γ−11 (2ξ − 1)2n
+ γ−12 (2ξ + 1)
2(N − n).
(36)
The minimum is achieved for ξ that satisfies γ−11 (2ξ −
1)2 = γ−12 (2ξ + 1)
2 and reads:
FQ ≤ 4TN
(
√
γ1 +
√
γ2)2
. (37)
This bound indeed agrees with a known bound of N par-
ticle interferometry with losses [20, 22, 51, 52]
FQ ≤ 4T tN(√
1−η1
η1
+
√
1−η2
η2
)2 , (38)
where ηi = e
−γit after taking the limit t→ 0. Note, how-
ever, that the derivation presented in this paper did not
require any educated guess [20] nor numerically indicated
optimal form of Kraus representation [22], but resulted in
a purely algebraic analysis of the noise operators and the
Hamiltonian appearing in the Master equation. More-
over, when deriving the bound we could clearly see that
two-body losses do not have an impact on the bound.
We now move on to study the fundamental bounds in a
non-linear metrological model with k = 2, in which case
β(1) =
1
4
(a†21 a
2
1 + a
†2
2 a
2
2 − 2a†1a†2a1a2) + h(1)00 1
+ h
(0)
11,11γ11a
†2
1 a
2
1 + h
(0)
22,22γ22a
†2
2 a
2
2
+ h
(0)
12,12γ12a
†
1a2 † a1a2 + . . . ,
(39)
where we explicitly wrote only terms relevant for fur-
ther discussion. In particular, we can ignore the one-
body loss operators as they are linearly independent from
the Hamiltonian and hence will not contribute to the
bound. Similarly as in the linear case, we assume we
deal with N -atom states. Hence, we will utilize the fact
that (a†1a1 + a
†
2a2)
2 = N21 implying the following rela-
tion: a†21 a
2
1 + a
†2
2 a
2
2 + 2a
†
1a
†
2a1a2 = N(N − 1)1 , which
allows us to introduce again a free parameter ξ into coef-
ficients of h: h
(0)
11,11 =
1
4γ
−1
11 (ξ − 1), h(0)22,22 = 14γ−122 (ξ − 1),
h
(0)
12,12 =
1
2γ
−1
12 (ξ+1), h
(1)
00 = − 14ξN(N−1). Using Eq. (5)
we arrive at the following bound:
FQ ≤min
ξ
T
4
∥∥∥∥2γ−112 (ξ + 1)2N(N − 1)1
+ a†21 a
2
1
(
γ−111 (ξ − 1)2 − 2γ−112 (ξ + 1)2
)
+ a†22 a
2
2
(
γ−122 (ξ − 1)2 − 2γ−112 (ξ + 1)2
) ∥∥∥∥.
(40)
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and have common eigenbasis |n,N − n〉, we can write
the above bound explicitly replacing a†21 a
2
1 with n(n− 1)
and a†22 a
2
2 with (N − n)(N − n − 1). Calculating the
operator norm amounts now to maximization over n. In
case γ11 = γ22 the above problem has an explicit solution
which in the limit of large N reads:
FQ ≤ N
2T
γ12
{
2
(1+
√
λ)2
, λ ≥ 1
1
1+λ , λ < 1
. (41)
where λ = 2γ11/γ12. To the best of our knowledge this
is the first example of a fundamental bound in the non-
linear metrology model taking into account many-body
decoherence effects. Details of the above derivation as
well as the discussion of the case γ11 6= γ22 is presented
in Appendix D.
VI. QUANTUM METROLOGY WITH
GENERAL MANY-BODY INTERACTIONS
Let us now investigate what can be said in general con-
cerning the fundamental bounds in non-linear metrology
models with many-body interactions, without specifying
the actual form of the dynamics but just its non-linear
character and trying to identify the resulting character-
istic scaling of QFI.
Consider a system of N atoms, where the hamiltonian
part is a result of k − body interactions while the noise
part is of l − body type. To be more specific we consider
the dynamics of the form:
dρ
dt
= −iω
[∑
ν∈Υk
Hν , ρ
]
+ γ
∑
µ∈Υl,j
Lµ,jρL
†
µ,j −
1
2
ρL†µ,jLµ,j −
1
2
L†µ,jLµ,jρ,
(42)
where Υk = {(i1, . . . , ik)} represents all k element com-
binations of the N element set, and the operator index
ν ∈ Υk denotes particles that a given operator acts on.
We have also introduced a positive coefficient γ in order
to be able to discuss effects of rescaling the noise strength.
In what follows we will assume that k, l ≪ N . This is
a general scenario considered in the field of non-linear
metrology [28–36], but very often without the noise part.
Including the noise part in this form in the analysis is
extremely challenging and has only been analyzed for a
very specific noise models and only in case of input GHZ
states [37].
Clearly, plugging all operators directly into formulas
for α and β would make the problem intractable in case
of large N . We show that it is possible to apply our tools
effectively to the dynamics of n ≥ max (k, l), n ≪ N ,
atoms and from this analysis infer the final scaling for
the whole system of N atoms. Recall that while inves-
tigating the fundamental limits to adaptive schemes we
FIG. 2. Equivalent (up to linear order in t) representation of
the N particle dynamics in the form of a subsequent action of
the k-particle Hamiltonian H and l-particle noise L on all n
particle subsets of the total N particles (the circuit is given for
n = k = 3 ≥ l = 2). Since the number of applications of the
noise part is here enhanced by a factor χl ∝ Nn−l, we need to
rescale the noise coefficient in the above scheme to γ′ ∝ γ/χl
to preserve the equivalence. Similarly if n > k we would
need to rescale the frequency parameter to ω′ = ω/χk. This
representation allows to calculate the bound on QFI for the
whole dynamics by analysing the properties of an elementary
n-particle subchannel εω
′,γ′
t .
always consider the limit t → 0, and the only relevant
order of the dynamics we need to take into account is the
linear one. Hence, we may replace the original dynamics
as represented by (42) with a scheme where each n-tuple
of particles experiences the dynamics sequentially. By
a Trotter expansion argument this will introduce only
a O(t2) difference due to a potential lack of commuta-
tion of the operators acting on different subsets of par-
ticles, see Fig. 2. This represents the dynamics in terms
o elementary operations εω
′,γ′
t acting on n particles only,
which we refer to as subchannels. In the above scheme
the H-box denotes a free unitary evolution of k parti-
cles for a time t, while the L-box represent the noisy
part of the dynamics lasting also for a time t. In or-
der to keep the equivalence to the original problem we
need to rescale the noise coefficient γ′ = γ/χl, where
χl =
(
N
n
)(
n
l
)
/
(
N
l
) ∝ Nn−l. The rescaling is necessary
since the number of noisy gates applied is enhanced by a
factor of χl compared with the original dynamics. Sim-
ilarly, we need to modify the Hamiltonian evolution by
rescaling ω′ = ω/χk ∝ ωN−(n−k)—in the example of
Fig. (2) this is not necessary since k = n.
Let us assume that it is possible to find hε that makes
βε = 0 +O(t
2), where βε should be understood as β op-
erator corresponding to the elementary dynamics εω
′,γ′
t .
This again corresponds to the situation that the Hamil-
tonian H belongs to Sε which is constructed from noise
operators entering εω
′,γ′ according to Eq. (2). We can
now apply the bound (11) treating εω
′,γ′
t as the funda-
mental building block for the adaptive strategy and since
there are now
(
N
n
)
T/t such elementary blocks we arrive
at: FQ ≤ 4
(
N
n
)‖α(1)
εω′,γ′
‖T .
Let us inspect Eqs. (14,16) in order to understand the
impact of the rescaling factors χl, χk on the value of the
above bound. Rescaling of γ introduces an additional
1/
√
χl factor to all L operators. Taking additionally into
8account that the Hamiltonian is rescaled by 1/χk factor,
then according to (14) in order to satisfy β(1) = 0 con-
straint, h(0) needs to be rescaled by χl/χk while h
( 12 ) by√
χl/χk factors.
Together with (16) this implies that α(1) is rescaled by
χl/χ
2
k. Therefore we finally arrive at
FQ ≤ 4T ‖α(1)εω,γ‖
(
N
n
)
χl
χ2k
∝ TN2k−l. (43)
Note that the obtained scaling agrees with what we
have obtained in the models discussed in Sec. V. In that
case the situation where β(1) could be made zero corre-
sponded to either n = 1, k = 1, l = 1 or n = 2, k = 2, l =
2, and indeed we obtained respectively TN , and TN2
scalings. This shows that the general approach based on
splitting the complex multiparticle dynamics into small
subchannels involving only the number of particles re-
quired to model a given degree of nonlinearity is sufficient
to obtain a proper scaling of the precision bounds. This
general approach can also be utilized to obtain quanti-
tative bounds which will be the subject of a separate
publication [53].
The N2k−l scaling of QFI or equivalently N−(k−l/2)
scaling of parameter estimation precision has been also
observed in [37], for protocols based on utilizing GHZ
class of states and models where all H and Li operators
commute. Our approach proves the scaling for both the
most general class of states and adaptive strategies. Once
our bound can be derived (i.e. β(1) can be set to zero),
we can claim that in models considered in [37] indeed
the GHZ as well as product states provide the optimal
scaling. In the more general approach, however, where
arbitrary states and adaptive strategies are allowed, this
will not necessarily be the case.
To show both the power and simplicity of our ap-
proach, let us therefore consider the class of dynam-
ics, which we will refer to as non-linear metrology with
multi-particle dephasing, where Li and H commute as
considered in [37], and try to apply our methods to de-
rive general precision bounds in this case. Let us take
Hν = σ
ν1
z ⊗ · · · ⊗ σνkz and Lµ = σµ1z ⊗ · · · ⊗ σµlz . Let
us inspect the structure of the subspace S, see Eq. (2),
and invoke the representation of the dynamics in terms
of subchannels ε as depicted in Fig. 2 and ask for what k,
l we can satisfy the H ∈ Sε condition. The obvious case
is k = l when we simply consider n = k = l subchannels
in which case the operator H is proportional to the op-
erator L. Similarly we can show that H ∈ S if k = 2l,
since if we take n = k we can obtain H from products
of L acting on two separate subsets of l particles. More
generally, provided k is even and k ≤ 2l, we can consider
n = l+ k/2 particle subchannels and obtain H by multi-
plying L acting on two sets of l particles where (l− k/2)
of them overlap. This way the product of two σz on over-
lapping particles produce the identity and we can obtain
a 2l− 2(l− k/2) = k fold tensor product of σz acting on
the remaining particles.
In particular for non-linear metrology k = 2 and linear
dephasing l = 1 we automatically get FQ . TN
3 bound
while for two-body Hamiltonian k = 2 and nonlinear de-
phasing l = 2 we get FQ . TN
2, proving fundamental
character of the scaling obtained in [37]. However, if we
take k = 1 and l = 2, then according to our approach
H /∈ Sε—as we cannot obtain a single σz from products
of two or four σz that appear in the definition of Sε.
Note, that indeed in this case the subspace spanned by
|0〉⊗N ± |1〉⊗N is actually immune to decoherence as all
Li operators involve product of two σz acting on different
sites and therefore yield a trivial 1 factor when acting on
states from this subspace. Still the single body Hamilto-
nian acts nontrivially, and we get FQ ∝ T 2N2 showing
the possibility of better than linear scaling both in N
and in T and demonstrating that indeed in this case the
bound FQ . TN
2k−l ∝ T is invalid.
Let us also comment here on the issue of optimiza-
tion of quantum metrological protocols under the fixed
definite particle number or just the mean number of par-
ticles fixed. In linear metrology QFI scales quadratically
in the decoherence-free case and hence maximization of
QFI under fixed mean particle number may lead to sur-
prising conclusions of possibility of beating Heisenberg
scaling or even reaching arbitrary high values, see e.g.
[54]. This should be understood as deficiency of the QFI
figure of merit which in general provides only a lower
bound on achievable uncertainty via the Crame´r-Rao
bound whereas saturability of the bound requires more
detailed arguments [34, 55–57]. If decoherence makes
QFI scale linearly with the number of particles, though,
this issue becomes non-existent and one can replace fixed
particle numbers with mean particle numbers in the for-
mulas for the bounds [3, 23, 58]. In the non-linear mod-
els discussed above, even in presence of decoherence, the
bounds will in general scale super-linearly with particle
numbers and hence again the task of maximizing QFI
under the fixed mean particle number will be ill-posed
and as a result meaningful discussion of such problems
would require going beyond the QFI paradigm.
VII. CONCLUSIONS AND DISCUSSION
Throughout this work, we have assumed Markovian
semi-group dynamics. Validity of this approximation re-
quires in particular coarse graining of the evolution of
the system on time scales larger than the environmen-
tal characteristic relaxation time scales. Therefore the
,,continuous limit” t → 0, we have adopted while de-
riving our bounds, should be understood as the limit
of very short times, but still in the regime where the
Markovian approximation holds. Consequently, funda-
mental character of the bounds we derive, hinges upon
the assumption that one cannot operate on time scales
shorter than the ones characteristic for the Markovian
approximation. If this assumption is dropped one may
expect different time scalings of QFI, see e.g. [59–61].
9Still, combining the framework of the most general adap-
tive protocols with non-Markovian or even Markovian
non-semigroup dynamics, is a non-trivial task. In par-
ticular, focusing solely on the reduced system dynamics
may not be in general sufficient to describe the effects of
control operations acting on the system, and more infor-
mation on system+environment interaction may be re-
quired. Moreover, in such scenarios, one cannot a priori
justify the framework where the time used up by con-
trol operations is not relevant, as well as argue that a
model with infinitely many control operations is the op-
timal one. We feel that providing a general framework
to study the potential of adaptive quantum metrological
protocols in presence of non-Markovian noise goes be-
yond direct generalization of the methods of this paper
and leave this task for future research.
Another way of generalizing results of this work is
to assume the environment can be partially monitored,
which may open up completely new possibilities of fight-
ing decoherence. It is also interesting to study multipa-
rameter estimation scenarions were adaptiveness seems
to play some role already at the decoherence-free level
[62].
To conclude. We have provided a simple algebraic cri-
terion, Eq. (2), determining at most linear time scaling
of QFI in estimation of a unitary parameter under gen-
eral Markovian dynamics. Its high utility stems from the
fact that it deals directly with the Hamiltonian and noise
operators appearing in the Master equation and does not
require integration of the dynamics. We have shown how
the bounds can be derived in atomic interferometric mod-
els involving many-body interactions. In the qubit case
it has been shown that the condition (2) is sufficient and
necessary for fundamental linear time scaling of QFI. In
case of arbitrary dynamics in arbitrary dimension, how-
ever, it has only been proven to be a sufficient condition.
Whether it is also a necessary one remains an open ques-
tion.
Note added. After completion of this work, a paper
[50] appeared, where apart from independent derivation
of the results presented in Sec. III of our paper, an ex-
plicit construction of quantum error-correction protocol
has been provided yielding T 2 scaling of the QFI when-
ever condition (2) is not satisfied. As a result, this paper
answered the open problem stated above on whether the
condition (2) is indeed the if and only if condition for
impossibility of preserving the T 2 scaling of QFI via the
most general quantum protocols in the presence of noise
for systems of arbitrary dimension. Note also that our
conditions for an effective error correction protocol (25-
27) are equivalent to the ones provided in [50]. In par-
ticular by expressing projector ΠC from [50] using |φ〉,
|ξ〉 from Sec.IV of our paper as ΠC = |φ〉〈φ| + |ξ〉〈ξ|,
we see that their condition (15) is equivalent to ours
(26-27) while their condition (17) is equivalent to ours
(25)—on the one hand one can always find two states in
this subspace ΠC that are coupled by the Hamiltonian,
on the other if two states from the subspace are cou-
pled the action of the Hamiltonian is nontrivial. Finally,
let us briefly describe how the universal error correction
code of [50] appears in our language. The key idea is to
use the spectral decomposition of the part of the Hamil-
tonian perpendicular to the noise space H⊥ = P − Q,
where P and Q are orthogonal, positive semi-definite and
TrP = TrQ since H⊥ is traceless by construction. Next,
on the probe plus ancilla system define the corresponding
purifications states |p〉 and |q〉 satisfying
P = h⊥TrA|p〉〈p| and Q = h⊥TrA|q〉〈q|, (44)
where h⊥ > 0 since H⊥ is non-zero. Then the vir-
tual qubit states of Sec. IV can be defined as |φ〉 =
1√
2
(|p〉+ |q〉) and |ξ〉 = 1√
2
(|p〉 − |q〉).
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Appendix A: Calculating the bound via
semi-definite programming
Given the condition H ∈ S is satisfied, we know that
the scaling of QFI is bound to be linear in T . In order
to obtain the tightest bound of the form (12) we need
to minimize the operator norm of α(1) keeping the con-
straint β(1) = 0. First we construct a matrix A
A =
[ √
λ1 h(
1
2 )†1 + L†h(0)
h
( 12 )1 + h(0)L
√
λ1⊗J
]
. (A1)
Minimizing the operator norm ‖α(1)‖ is now equivalent
to minimizing λ subject to A ≥ 0 with the additional
constraint coming from the equation β(1) = 0. The QFI
bound can therefore be written as
FQ ≤ 4T min
{h(1)00 ,h(
1
2
),h(0)}
λ,
subject to: A ≥ 0, β(1) = 0.
(A2)
The problem of determining the bounds is now fully spec-
ified as a semi-definite program using only the operators
appearing in the Master equation.
Appendix B: Tightening the bound using physical
constraints
The bound in the form (11), which involves operator
norms, may in some cases be tightened by taking into ac-
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count additional physical constraints present in the con-
sidered problem.
1. Superselection rules
It is often the case in practice that the experimentalist
does not have access to operations that create coherence
between some sectors of a the total Hilbert space. For
example, in no photonic experiment one is able to create,
manipulate or detect coherence between sectors of differ-
ent total number of particles nt = a
†
1a1+ a
†
2a2+ ... in all
modes (including local oscillators). This is a consequence
of symmetries, like the time translation symmetry enforc-
ing energy conservation in the example with particles. It
is usually the case that the evolution, Eq. (1), does not
create such coherences either, unless the evolution is “ac-
tive” and describes the interaction of the system with a
source. This can be formalized by introducing a map
P(·) =
∑
k
Pk · Pk (B1)
with PkPj = δk,jPk, that projects the state of the sys-
tems onto sectors that are eigenspaces of the conserved
quantities labeled by k. Control operations and evolu-
tion are incoherent they commute with map P , implying
for instance that H is block diagonal P(H) = H .
Under such circumstances QFI of a state ρ might be
overestimating the extractable classical Fisher informa-
tion of the estimated parameter, as the information might
be, for example, encoded in the coherence between dif-
ferent sectors. To get a tight expression one then has
to explicitly account for the conservation law, by looking
on QFI of the incoherent state P(ρ). A similar treat-
ment can be done in our case. Since the projection map
P ◦P = P commutes with both the controls and the evo-
lution and has to be applied on the final state, we can
explicitly account for the conservation law by consider-
ing the process E˜ω(t) where the free evolution induced by
the master equation (1) is interjected with P after each
infinitesimal time step t
ρω(t0 + t) = E˜ω(t)
(
ρ(t0)
)
= P ◦ Eω(t) ◦ P
(
ρ(t0)
)
. (B2)
This composed channel E˜ω(dt) has a different set of Kraus
operators
K0;k = Pk − Pk
(
1
2
L
†
L+ iHω
)
Pkt+O(t
2), (B3)
Kj;kℓ = PkLjPℓ
√
t+O(t3/2). (B4)
But similarly as before we can get the condition for the
linearity of QFI as
β(1) = H +
∑
k
h
(1)
00;kPk + hk
†( 12 )PkLPk + PkL†Pkhk(
1
2 )
+
∑
k,ℓ
PkL
†h(0)kℓ PℓLPk. (B5)
Note that because H is block-diagonal, we set all the
entries of h leading to terms of the form Pk · Pℓ with
(k 6= ℓ) to zero. Hence, when the process in incoherent
as described by the map P QFI scales linearly if each
Hk = PkHPk satisfies
Hk ∈ span{Pk, (PkLjPk)H , i(PkLjPk)AH ,
(PkL
†
jPℓLiPk)
H , (PkL
†
jPℓLiPk)
AH} (B6)
for all ℓ, j and i.
Analogously, the minimization of the operator norm of
α(1) should be done for a block diagonal operator:
α(1) =
∑
kℓ
(
h
( 12 )
k Pk + h
(0)
kℓ PℓLPk
)†
×
(
h
( 12 )
k Pk + h
(0)
kℓ PℓLPk
)
.
(B7)
2. Restriction to a subspace
The most obvious situation, is when the system state
is restricted to live in a particular subspace of the Hilbert
space, and neither the Hamiltonian nor the noise opera-
tors Li, nor the active control operations move the state
out of it. In this case all operator norms appearing in (11)
as well as conditions on vanishing operators β should be
understood as restricted to this subspace. This is for
example the case, when we deal with atomic or optical
systems with fixed number of particles. Formally, let P
be the projection on the subspace. In all the formulas in-
volving β and α operators, we should simply replace all
H and Li by respectively PHP and PLiP . This situa-
tion can be viewed as a special case of the super-selection
rule situation when we leave only a projection on a single
subspace.
3. Fixing the number of particles in the protocol
involving losses
Let us consider the situation, where we start with a
state with a fixed number of particles which experiences
losses as in the case of models discussed in Sec. V. If we
start with an N atom state, then clearly due to losses we
will end up with a mixture of states with different atom
numbers. Recall, however, that we work in the most
general adaptive metrological scenario. We will therefore
assume that at each adaptive step we feed the system
back with the lost atoms and carry on the evolution with
an N -atom state. In practice this would amount to per-
forming a non-demolition measurement of the number of
remaining atoms, and then since every state of n < N
atoms can be isomorphically transcribed to the state of
N atoms we do not lose any parameter information that
was potentially present in the state as a result of earlier
dynamics. With this in mind, and recalling that adap-
tive steps in the most general strategy can be chosen to
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be infinitesimally small, we can think of this situation as
effectively an evolution with fixed number of particles.
4. Taking into account the state-time dependence
Let us consider the situation, where we have some ad-
ditional knowledge of the form of the state of the system
as it evolves in time under our protocol. Let us denote
the general error-correction assisted evolution by a CPTP
map Cωt . Let the initial state of the system plus ancilla
be ̺0 = |ψ0〉〈ψ0| then the state at time T is given by
̺ωT = CωT (̺0) =
∑
i
Ki|ψ0〉〈ψ0|K†i , (B8)
with some Kraus operators Ki. We assume here the
error-correction protocol does not depend on time, but
this is not crucial for the results that follows. QFI of any
such channel satisfies
FQ ≤ 4min
K˜
Tr
∑
i
˙˜Ki|ψ0〉〈ψ0| ˙˜K†i , (B9)
with the minimization over all Kraus representations of
the channel K˜ ≃ K. As we argued before the channel
can be decomposed into a product of infinitesimal chan-
nels CωT = ©m=T/dtn=1 Cωdt, so that a Kraus operator of the
global overall process Ki = Π
m
n=1Kin . So the derivative
K˙T/dt gives rise to a sum of m terms, with each term
having a derivative on an individual K˙in . This observa-
tion together with the trace preserving propeperty of Cωt
allows us to rewrite the rhs of Eq. (B9) as
4
∫
dt′Tr
∑
it′
˙˜Kit′Eω,t′(̺0) ˙˜K†it′
+ 4
∫
t′>t′′
dt′dt′′Tr
∑
it′
˙˜Kit′Cωt′−t′′
(∑
it′′
K˜it′′ Cωt′′(̺0) ˙˜Kit′′
)
K˜†it′
+ h.c. (B10)
Choosing the local Kraus representation K such the the
corresponding β(1) is set to zero at the order dt (if this
is possible) sets the two last terms to zero, and gives the
bound
FQ ≤ 4
∫ T
0
dtTr
(∑
it
˙˜K†it
˙˜Kit
)
Cωt (̺0). (B11)
The term in the paranthesis equals to α(1), so that we
just obtained a state dependent upper bound on QFI.
FQ ≤ 4
∫ T
0
dt min
K˜ s.t. β(1)=0
Trα(1)(t) ρt. (B12)
Note that this is in accordance with the general (state
independent) bound, as for any state ρ it is true that
Trα(1)ρ ≤ ‖α(1)‖. Moreover, if one knows some proper-
ties of the time evolution of the state ρt under the error-
correction assisted protocol, the bound in Eq. (B12) can
be much tighter than the generic one ‖α(1)‖T .
To give a specific example of utility of such a bound,
consider atomic interferometry in presence of single-
particle losses as discussed in Sec. V. While deriving the
bound, we assumed that lost atoms can be replaced with
new ones. One might consider, however, a more realistic
situation when this is not the case and the lost atoms
are not being replaced. For simplicity, let us assume that
losses are state independent γ1 = γ2 = γ. This means
that starting with a state of N atoms, after time t we will
have an average number of atoms equal to Ne−γt. Ap-
plying the time dependent bound, and using (37) (which
is also valid for incoherent mixtures of states with differ-
ent number of atoms, where the mean number is N), we
can therefore write:
FQ ≤
∫ t
0
dt′
Ne−γt
γ
=
N
γ2
(1− e−γT ), (B13)
which is in general tighter than FQ ≤ NT/γ.
Appendix C: Error-correction scheme
1. Canonical form of noise operators
If any of the noise operators Lj is not traceless, it can
be decomposed into Lj = λ1 + L¯j, with Tr1 L¯j = 0. Un-
der this substitution the Lindblad operator remain the
same (now denoted by L¯j) but an additional Hamiltonian
term −i
[
i
2 (λ
∗L¯j − λL¯†j), ρ
]
appears in the master equa-
tion, that can be compensated by control operations. In
addition, for any set of noise operators {Lj} it is always
possible to find an equivalent, i.e. giving rise to the same
dynamics, set {L¯j} of operators that are orthogonal [43]
under the Hilbert-Schmidt product. Hence, one can al-
ways put the noise operators in the form TrLj = 0 and
TrL†kLj = 0 for all j and k.
2. Derivation of error-correction conditions (25-27)
A general map C that maps the system from the big
Hilbert space H back onto a qubit subspace HQ, can be
written as
C(·) =
∑
ℓ
Rℓ ·R†ℓ , (C1)
with Rℓ = µℓ|φ〉〈Φℓ| + λℓ|ξ〉〈Ξℓ| satisfying 1H =∑
ℓR
†
ℓRℓ =
∑
ℓ
(|µℓ|2 |Φℓ〉〈Φℓ| + |λℓ|2 |Ξℓ〉〈Ξℓ|). For our
purpose it is natural to consider the case where the two
subspaces HΦ = span{|Φℓ〉} and HΞ = span{|Ξℓ〉} are
orthogonal, and the operator ΠΞ =
∑
ℓ |λℓ|2 |Ξℓ〉〈Ξℓ| and
ΠΦ = 1H − ΠΞ are orthogonal projectors. The map is
12
then fully specified by the projector ΠΞ and the operator
M =
∑
ℓ µℓλ
∗
ℓ |Ξℓ〉〈Φℓ|. Given that dim(HΞ) ≤ dim(HΦ),
it is possible to find a Kraus representation of the map C
for which the vectors λ∗ℓ |Ξℓ〉 are orthonormal, hence we
assume this in the following (the same holds for µ∗ℓ |Φℓ〉
in the case dim(HΞ) > dim(HΦ)). Recall that we require
from the error-correction scheme to preserve the qubit
subspace spanned by |φ〉 and |ξ〉 under the action of the
noise L. For the map C this implies
TrΠΞ
(|φ〉〈φ| + dtL(|φ〉〈φ|)) = 0 (C2)
TrΠΞ
(|ξ〉〈ξ| + dtL(|ξ〉〈ξ|)) = 1 (C3)
TrΠΞ
(|φ〉〈ξ|+ dtL(|φ〉〈ξ|)) = 0 (C4)
TrM
(|φ〉〈φ| + dtL(|φ〉〈φ|)) = 0 (C5)
TrM
(|ξ〉〈ξ| + dtL(|ξ〉〈ξ|)) = 0 (C6)
TrM
(|φ〉〈ξ|+ dtL(|φ〉〈ξ|)) = 1 (C7)
The first three equations imply that |φ〉 ∈ HΦ and
|ξ〉 ∈ HΞ, as well as Lk|φ〉 ∈ HΦ and Lk|ξ〉 ∈ HΞ for all
k. Eqs. (C5) and (C6) impose in addition 〈φ|L†LM |φ〉 =
〈ξ|ML†L|ξ〉 = 0. Finally, Eq. (C7) requires that
TrM |φ〉〈ξ| = 1, allowing to write M = |ξ〉〈φ| +M⊥, and
TrM
∑
k
Lk|φ〉〈ξ|L†k
− 1
2
(〈ξ|L†L|ξ〉 + 〈φ|L†L|φ〉) = 0. (C8)
This condition can be satisfied if and only if there is a
unitary U relating all the vectors Lk|φ〉 to Lk|ξ〉. In
which case setting M = U satisfies Eq. (C8). In turn
such a unitary exists if and only if one has
〈φ|L†kLj |φ〉 = 〈ξ|L†kLj |ξ〉 ∀ j, k, (C9)
i.e. the Gramm matrices for the two vector sets are the
same.
In summary, an error correction scheme that satisfies
all of the requirement above exists if and only if one can
find two states |φ〉 and |ξ〉 such that
(a) 〈φ|H |ξ〉 6= 0 (C10)
(b) 〈φ|L†kLj |ξ〉 = 〈φ|Lj |ξ〉 = 0 (C11)
(c) 〈φ|L†kLj |φ〉 = 〈ξ|L†kLj|ξ〉. (C12)
for all k and j. Where the condition (b) and (c) are
properties of error correction, while (a) has to be satisfied
in order to keep non-trivial unitary evolution in the qubit
subspace HQ.
Appendix D: Derivation of the fundamental
precision bound in non-linear metrology with
two-body losses
Starting from (40) and substituting a†21 a
2
1 with n(n−1)
and a†22 a
2
2 with (N − n)(N − n − 1), calculation of the
operator norm amounts to maximization over 0 ≤ n ≤ N .
The bound (40) can be therefore rewritten as
FQ ≤ min
ξ
max
n
T
4
[
(ξ − 1)2A+ (ξ + 1)2B] , (D1)
where
A =
n(n− 1)
γ11
+
(N − n)(N − n− 1)
γ22
,
B =
4(N − n)n
γ12
.
(D2)
Performing minimization over ξ, yields ξ = (A−B)/(A+
B) and consequently
FQ ≤ N
2T
γ12
max
0≤x≤1
[
1
4(1− x)x
+
1
γ12
γ11
(x − 1N )x ++ γ12γ22 (1− x)(1 − x− 1N )
]−1 (D3)
where we introduced x = n/N , 0 ≤ x ≤ 1. In case γ11 =
γ22 this maximization can be performed analytically and
results in
FQ ≤ N
2T
γ12


2(1−1/N)
(1+
√
λ)2
, λ ≥ 1− 2N
1
1+λ N
N−2
, λ < 1− 2N
, (D4)
where λ = 2γ11/γ12 and yields (41) in the N ≫ 1 limit.
In a general case γ11 6= γ22 the maximization over x can
be easily performed numerically.
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