We study distributions of realized variance (squared realized volatility) and squared implied volatility, as represented by VIX and VXO indices. We find that Generalized Beta distribution provide the best fits. These fits are much more accurate for realized variance than for squared VIX and VXO -possibly another indicator that the latter have deficiencies in predicting the former. We also show that there are noticeable differences between the distributions of the 1970-2017 realized variance and its 1990-2017 portion, for which VIX and VXO became available. This may be indicative of a feedback effect that implied volatility has on realized volatility. We also discuss the distribution of the difference between squared implied volatility and realized variance and show that, at the basic level, it is consistent with Pearson's correlations obtained from linear regression.
Introduction
Since the original volatility index (presently VXO) was introduced in 1990 by CBOE and then reintroduced in 2003 (presently VIX) the question of how well these indices predict future realized volatility (RV) remains of interest to researchers [1, 2, 3, 4] . In previous two articles [5, 6] we visually compared the probability density function of realized variance (RV 2 ) -squared RV -and squared implied volatility, as represented by VIX and VXO. We also studied the distribution of the ratio of RV 2 to V IX 2 and to V XO 2 , which provided additional insights relative to qualitative comparison and simple regression analysis. Here we address specifically the form of these distributions. We also investigate the distributions of V IX 2 − RV 2 and V XO 2 − RV 2 due to recent interest in looking at the time series of V IX − RV -see Fig. 1 -which is equivalent to the one shown in the Wall Street Journal [7] .
Realized variance (index) is defined as follows
where
are daily returns and S i is the reference (closing) price on day i. This is an annualized value, where 252 represents the number of trading days. Specifically for monthly returns n ≈ 21, 365/252 ≈ 30/21 ≈ 1.4. Since VIX and VXO are evaluated daily to forecast RV for the following month and are annualized to 365, to properly compare the distributions of RV 2 to V IX 2 and to V XO 2 , one should rescale the distribution of RV 2 with the ratio of the mean of V IX 2 and V XO 2 to that of RV 2 [5] , which is usually close to 1.4.
2
Since RV 2 is based on the sum of realized daily variances, the obvious questions for understanding its distribution are: what is the distribution of daily variances and what are the correlations between between them? Study of intraday returns, interpreted in terms of intraday jumps, [8] points to fat-tailed ∝ 1/x µ+1 distributions with 1 < µ < 2. Here, our own fitting of daily realized variance RV 2 seems to correspond to similarly tailed distributions of returns, that is ∝ 1/x µ 2 +1 with µ close to the values in [8] . However, none of the distributions used here -all based on continuous models of stochastic volatility -are a good fit to daily RV 2 . This is not surprising since all of continuous models are best suited for bell-shaped distributions. However, as is obvious form Fig. 2 it takes an addition of several days of daily RV 2 do develop the bell shape. Nonetheless, Generalized Beta Prime distribution (see below) provides "the best of the worst" fit to daily returns and is based on a non-mean-reverting stochastic volatility model [9] .
Had the realized variances been uncorrelated, the monthly realized variance would have been expected, by the generalized central limit theorem, to approach a stable distribution. However, Fig. 3 indicates otherwise, where the initial fast power-law drop-off of correlations is followed by a slow exponential decay with the time constant of about 120 days. Consequently, we are reduced to empirical fitting of the distribution function of RV 2 with heavy-tail distributions, including stable. We will concentrate specifically on monthly returns but Figure 2 shows that RV 2 quickly approaches its limiting form at n ≈ 5 − 7 -approximately the same number of days over which power law yields to exponential in Fig. 3 . This paper is organized as Follows. In Section 2 we identify the list of distributions used for fitting of the probability distribution functions (PDF) of RV 2 , V IX 2 and V XO 2 and discuss their role as steady-state distributions of stochastic differential processes. We use Maximum Likelihood Estimation (MLE) and obtain the list of fitting parameters using the Kolmogorov-Smirnov (KS) values to compare goodness of fits. We also examine the evolution of the power-law tail exponents -including a direct comparison of the tails -and KS values as a function of n in connection with Figs. 2 and 3. In Section 3, we examine the distributions of differences of V IX 2 with scaled RV 2 and V XO 2 with scaled RV 2 vis-a-vis simple correlation between the indices established by linear regression. Finally, in the Appendix we look at the distributions of RV, VIX and VXO and the corresponding difference distributions, which is done because market observers and researchers are more familiar with these indices.
We use 1970-2017 S&P 500 stock price data to calculate realized volatility and variance. Unless explicitly mentioned that we use the 1990-2017 subset of the data, the full set is used below. S(x; α, β, γ, δ)
GIGa(x; α, β, γ)
GGa(x; α, β, γ)
Γ(p+q) : beta function; Γ(α): gamma function.
Probability Distribution Functions of RV
As mentioned in the Introduction, we don't have analytical predictions for the distribution functions, barring the expectation that they will express fat tails. For empirical fitting we use the distributions collected in Table 1 : Generalized Beta Prime (GB2), Beta Prime (BP), Generalized Inverse Gamma (GIGa), Inverse Gamma (IGa), Generalized Gamma(GGa) and Gamma (Ga). Here, p, q, α and γ are shape parameters and β is a scale parameter. We also use Stable Distribution (S) [10] , S(x; α, β, γ, δ), but it does not, in general, reduce to a closed-form expression. For S, α and β are shape parameters, γ is a scale parameter and δ is a location parameter. Two right columns in Table 1 show the power-law exponents of the front end and of the tails respectively. GGa and Ga are included as distributions with short tails. Notice also that they are related to GIGa and IGa as distributions of the inverse variable.
It should be pointed out that all of these distributions are steady-state distributions of stochastic processes used to describe stochastic volatility. In particular, Ga, IGa and BP are the steady-state distributions of the mean-reverting Heston [11, 12] , multiplicative [13, 14] , and combined Heston-multiplicative [15] models respectively. GIGa [16, 17] , GGa and GB2 [9] are the steady states of non-mean-reverting stochastic processes. Namely, consider a stochastic differential equation.
where dW t is a Wiener process. Its steady-state distribution is [9] GB2(x; p, q, α, β) in Table 1 with
and
The steady-state distribution of (3) is GIGa for κ α = 0 and GGa for κ 2 = 0. For α = 1 we have meanreverting models which yield a BP steady-state distribution in general and IGa and Ga for κ 1 = 0 and κ 2 = 0 respectively.
Monthly Data
Fits of monthly data with the distributions from Table 1 are shown in Fig. 4 . Parameters of the distribution fits in Fig. 4 and their KS statistics are shown in Tables 2-5 . Smaller KS numbers correspond to better fits. For RV 2 , GB2, BP and GIGa fits are at or close to a 95% confidence level [18] . Obviously, GGa and Ga fit much worse than any of the fat-tailed distributions. Notice also that the power-law exponents of the front end of GB2 and BP are very large, indicating that the front end is highly suppressed. This explains why GIGa provide nearly as good a fit as GB2. Interestingly, the fits of V IX 2 and V XO 2 are not nearly as precise as RV 2 , which confirms that VIX and VXO are not a very good gauge for predicting RV. Fig. 4 , we observe that for GB2 fitting the front end (low volatilities) of the former is significantly more suppressed than for the latter, which, incidentally, is also true for V IX 2 relative to V XO 2 . The tail exponents, on the other hand, are much closer to each other. Fig. 2 shows that the distribution function of RV 2 develops rapidly with the number of days n at about n ≈ 5 − 7. Here, we take a more careful look at how the parameters of the distribution fits depend on n. Fig. 5 gives the n-dependence of KS statistics, which compares the goodness of fits. Fig. 6 , shows the n-dependence of power-law exponents. Fig. 7 compares tails of fitted distributions to the actual tail and its fit. The important observations are as follows:
Development of RV 2 Distribution as Function of Number of Days
• Gap between GIGa/IGa and GB2/BP KS decreases with n, as front exponents of the latter grows.
• Front exponents are negative for GB2/BP and GGa for daily RV 2 , reflecting the absence of bell shape.
• Unlike GIGa/IGa, for S and GB2/BP tail exponents saturate rapidly from smaller (fatter) daily RV 2 . ( + 1) GIGa Figure 6 : Power-law exponents, as per Table 1 as a function of n. 
Probability Distribution Functions of Differences
There is a simple relationship between correlation ρ between two time series a i and b i and their rms and rms of the distribution of the difference:
Of course, knowledge of the distribution functions of RV 2 , V IX 2 , V XO 2 and that of the difference of V IX 2 and V XO 2 with scaled RV 2 give you far richer information than simple extractions of correlation coefficient between the indices. Therefore, in this Section we study the distribution of the differences of V IX 2 and V XO 2 with RV 2 , where the latter is rescaled per the ratios in Table 6 (In other words, "V IX
. In addition to the stable distribution, S(x; α, β, γ, δ), discussed in Section 2, we use the three distributions listed in Table 7 : Normal (N) and two fat-tailed distributions -Generalized Student's t (GST) and the distribution generalized from the Tricomi Confluent Hypergeometric (GCHU) [15] ; the latter, to the best of our knowledge, has not been previously used in the literature for fitting purposes. For these functions, µ is a location parameter, σ is a scale parameter and ν, p and q are shape parameters. The results of fitting are shown in Fig. 8 and the parameters of the distributions and KS statistics derived from MLE fitting are collected in Tables 8 and 9 . Notice, that the location parameters for all are rather close to each other and that S, GST, and GCHU KS numbers are very close. In contrast, in Appendix we find that S fit is far more accurate than GST and GCHU for VIX-RV and VXO-RV. N (x; µ, σ) 
Conclusions
We set out to analyze the distribution function of realized variance. We found that it saturates rapidly to its final form after several days of adding daily realized variances. This saturation is quite remarkable in that the daily distribution, with a maximum at low variance and a fat tail with the exponent around 2, gives way to a bell-shaped distribution with strongly suppressed low variance and a fat tail with exponent around 3. The only explanation we can offer is the rapid initial drop-off of correlations of daily variances. We also found that for any number of added days, Generalized Beta Prime distribution would give the best fit. However, all the fitting distributions did poorly for daily realized variance, which is not bell-shaped and is possibly better described by jump models.
For monthly distributions, we found that squared VIX and VXO distributions are fitted considerably less accurately than the distribution of realized variance. This may be assign of misalignment between implied and realized variance. We also observe a noticeable difference between the 1970-2017 distribution and its 1990-2017 subset, which may indicate that the introduction of implied volatility index influenced future realized volatility. The front end (low volatilities) of all studied distributions is strongly suppressed.
We analyzed the dependence of the fitting parameters of the distribution of realized variance on the number of days over which the daily realized variances are added. We find that the Generalized Beta Prime achieved the fat-tail exponent saturation over about the same number of days as the saturation of the whole distribution. We also find that it very accurately describes the fat tails of the distribution of realized variance.
Finally, we studied the distribution of difference between squared implied volatility indices and scaled realized variance and found that it is fitted equally well by stable, generalized Student's-t and generalized Tricomi distributions. Among other information, this distribution allows to evaluate the correlation between implied and realized variances. Two peculiarities should be noted. First, in contrast to V IX 2 − RV 2 and V XO 2 − RV 2 , where S, GST and GCHU fitted equally well, here we find that S fit is more accurate for VIX-RV and VXO-RV, probably because of a greater skewness of the latter two. Second, BP fits are worse than IGa for RV but are better for RV 2 . Obviously, distributions of RV and RV 2 are not independent: under transformation x → x r , r > 0 we have GB2(x; p, q, α, β) → GB2(x; p, q, αr, β 1/r ) and GIGa(x; α, γ, β) → GIGa(x; α, γr, β 1/r ). With the values of parameters for RV, IGa transforms into GIGa which fits RV 2 distribution rather well, if not as the best GIGa fit, while neither BP nor GB2 with RV 2 parameters transforms into a GB2 that is close to BP. 
