Introduction
Just type a few keywords into the Google image search engine, and hundreds, sometimes thousands of pictures are suddenly available at your fingertips. As any Google user is aware, not all the images returned are related to the search. Rather, typically more than half look completely unrelated; moreover, the useful instances are not returned first -they are evenly mixed with unrelated images. This phenomenon is not difficult to explain: current Internet image search technology is based upon words, rather than image content -the filename of the image and text near the image on a web-page [4] . These criteria are effective at gathering quickly related images from the millions on the web, but the final outcome is far from perfect.
We conjecture that, even without improving the search engine per se, one might improve the situation by measuring 'visual consistency' amongst the images that are returned and re-ranking them on the basis of this consistency, so increasing the fraction of good images presented to the user within the first few web pages. This conjecture stems from the observation that the images that are related to the search typically are visually similar, while images that are unrelated to the search will typically look different from each other as well.
How might one measure 'visual consistency'? One approach is to regard this problem as one of probabilistic modeling and robust statistics. One might try and fit the data (the mix of images returned by Google) with a parametrized model which can accommodate the within-class variation in the requested category, for example the various shapes and labels of bottles, while rejecting the outliers (the irrelevant images). Learning a model of the category under these circumstances is an extremely challenging task. First of all: even objects within the same category do look quite different from each other. Moreover, there are the usual difficulties in learning from images such as lighting and viewpoint variations (scale, foreshortening) and partial occlusion. Thirdly, and most importantly, in the image search scenario the object is actually only present in a sub-set of the images, and this sub-set (and even its size) is unknown.
While methods exist to model object categories [9, 13, 15] , it is essential that the approach can learn from a contaminated training set with a minimal amount of supervision. We therefore use the method of Fergus et al. [10] , extending it to allow the parts to be heterogeneous, representing a region's appearance or geometry as appropriate. The model and its extensions are described in section 2. The model was first introduced by Burl et al. [5] . Weber et al. [23] then developed an EM-based algorithm for training the model on cluttered datasets with minimal supervision. In [10] a probabilistic representation for part appearance was developed; the model made scale invariant; and both appearance and shape learnt simultaneously.
Other approaches to this problem [7, 19] use properties of colour or texture histograms. While histogram approaches have been successful in Content Based Image Retrieval [2, 12, 21] , they are unsuitable for our task since the within-class returns vary widely in colour and texture.
We explore two scenarios: in the first the user is willing to spend a limited amount of time (e.g. 20-30 seconds) picking a handful of images of which they want more examples (a simple form of relevance feedback [20] ); in the second the user is impatient and there is no human intervention in the learning (i.e. it is completely unsupervised).
Since the model only uses visual information, a homonymous category (one that has multiple meanings, for example "chips" would return images of both "French fries" and "microchips") pose problems due to multiple visual appearances. Consequently we will only consider categories with one dominant meaning in this paper. The algorithm only requires images as its input, so can be used in conjunction with any existing search engine. In this paper we have chosen to use Google's image search.
The model
In this section we give an overview of our previously developed method [10] , together with the extension to heterogeneous parts.
An object model consists of a number of parts which are spatially arranged over the object. A part here may be a patch of pixels or a curve segment. In either case, a part is represented by its intrinsic description (appearance or geometry), its scale relative to the model, and its occlusion probability. The overall model shape is represented by the mutual position of the parts. The entire model is generative and probabilistic, so part description, scale, model shape and occlusion are all modeled by probability density functions, which are Gaussians.
The process of learning an object category is one of first detecting features with characteristic scales, and then estimating the parameters of the above densities from these features, such that the model gives a maximum-likelihood description of the training data. Recognition is performed on a query image by again first detecting features (and their scales), and then evaluating the features in a Bayesian manner, using the model parameters estimated in the learning.
Model structure overview
A model consists of ¦ parts and is specified by parameters § . Given¨detected features with locations
where the summation is over allocations,
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, of parts to features. Typically a model has 5-7 parts and there will be around thirty features of each type in an image.
Similarly it is assumed that non-object background images can be modeled by a likelihood of the same form with parameters (1) The model, at both the fitting and recognition stages, is scale invariant. Full details of the model and its fitting to training data using the EM algorithm are given in [10] , and essentially the same representations and estimation methods are used.
Heterogeneous parts
Existing approaches to recognition learn a model based on a single type of feature (e.g. image patches [3, 16] , texture regions [18] or Haar wavelets [22] ). However, the different visual nature of objects means that this is limiting. For some objects, like wine bottles, the essence of the object is captured far better with geometric information (the outline) rather than by patches of pixels. Of course, the reverse is true for many objects, like humans faces. Consequently, a flexible visual recognition system must have multiple feature types. The flexible nature of the constellation model makes this possible. As the description densities of each part are independent, each can use a different type of feature.
In this paper, only two types of features are included, although more can easily be added. The first consists of regions of pixels, this being the feature type used previously; the second consists of curve segments. Figure 1 illustrates these features on two typical images. These feature are complementary: one represents the appearance of object patches, the other represents the object geometry. 
Feature detection
Pixel patches. Kadir and Brady's interest operator [14] finds regions that are salient over both location and scale. It is based on measurements of the grey level histogram and entropy over the region. The operator detects a set of circular regions so that both position (the circle centre) and scale (the circle radius) are determined, along with a saliency score. The operator is largely invariant to scale changes and rotation of the image. For example, if the image is doubled in size then a corresponding set of regions will be detected (at twice the scale). Figure 1 (a) shows the output of the operator on a sample image.
Curve segments. Rather than only consider very local spatial arrangements of edge points (as in [1] ), extended edge chains are used, detected by the Canny edge operator [6] . The chains are then segmented into segments between bitangent points, i.e. points at which a line has two points of tangency with the curve. This decomposition is used for two reasons: first, bitangency is covariant with projective transformations. This means that for near planar curves the segmentation is invariant to viewpoint, an important requirement if the same, or similar, objects are imaged at different scales and orientations. Second, by segmenting curves using a bi-local property interesting segments can be found consistently despite imperfect edgel data.
Bitangent points are found on each chain using the method described in [17] . Since each pair of bitangent points defines a curve which is a sub-section of the chain, there may be multiple decompositions of the chain into curved sections as shown in fig-ure 1(b). In practice, many curve segments are straight lines (within a threshold for noise) and these are discarded as they are intrinsically less informative than curves. In addition, the entire chain is also used, so retaining convex curve portions.
Feature representation
The feature detectors gives patches and curves of interest within each image. In order to use them in our model their properties are parametrized to form % 5
where is the appearance of the regions within the image, and is the shape of the curves within each image.
Region representation. As in [10] , once the regions are identified, they are cropped from the image and rescaled to a smaller, 3 $ pixel patch. The dimensionality is then reduced using principal component analysis (PCA). In the learning stage, patches from all images are collected and PCA performed on them. Each patch's appearance is then a vector of the coordinates within the first principal components, so giving . Curve representation. Each curve is transformed to a canonical position using a similarity transformation such that it starts at the origin and ends at the point -again a Gaussian, the length of the curve and the radius of a patch region is taken as being the scale for a curve/patch.
Method
In this section the experimental implementation is described: the gathering of images, feature detection, model learning and ranking. The process will be demonstrated on the "bottles" category .
Image collection
For a given keyword, Google's image search 3 was used to download a set of images. Images outside a reasonable size range (between 100 and 600 pixels on the major axis) were discarded. A typical image search returned in the region of
usable images. A script was used to automate the procedure. For assessment purposes, the images returned were divided into i distinct groups (see fig. 2 ):
1. Good images: these are good examples of the keyword category, lacking major occlusion, although there may be a variety of viewpoints, scalings and orientations. 2. Intermediate images: these are in some way related to the keyword category, but are of lower quality than the good images. They may have extensive occlusion; substantial image noise; be a caricature or cartoon of the category; or the category is rather insignificant in the image, or some other fault. 3. Junk images: these are totally unrelated to the keyword category.
Additionally, a dataset consisting entirely of junk images was collected, by using the keyword "things". This background dataset is used in the unsupervised learning procedure.
The algorithm was evaluated on ten datasets gathered from Google: bottles, camel, cars, coca cola, horses, leopards, motorbike, mugs, tiger and zebra. It is worth noting that the inclusion or exclusion of an "s" to the keyword can make a big difference to the images returned. The datasets are detailed in Table 1 . In both approaches, the learning task takes the form of estimating the parameters § of the model discussed above. The goal is to find the parameters t § Q u w v which best explain the data © g from the chosen training images (be it q or the whole dataset), i.e. maximise the likelihood:
. For the part model used in the experiments, there are o Q k $ i parameters. In the supervised learning case, the use of only j training images is a compromise between the number the user can be expected to pick and the generalisation ability of the model. The model is learnt using the EM algorithm as described in [10] . Figure 3 shows a curve model and a patch model trained from the q manually selected images of bottles. Curve shape model
Patch shape model Re-ranking. Given the learnt model, the likelihood ratio (eqn. 1) for each image is computed. This likelihood ratio is then used to rank all the images in the dataset. Note that in the supervised case, the j images manually selected are excluded from the ranking.
Speed considerations.
If this algorithm is to be of practical value, it must be fast. Once images have been preprocessed, which can be done off-line, a model can be learnt from q images in around k p seconds and the images in the dataset re-ranked in k x seconds on a o Ghz processor.
Robust learning in the unsupervised case
We are attempting to learn a model from a dataset which contains valid data (the good images) but also outliers (the intermediate and junk images), a situation faced in the area of robust statistics. One approach would be to use all images for training and rely on the models' occlusion term to account for the small portion of valid data. However, this requires an accurate modelling of image clutter properties and reliable convergence during learning. An an alternative approach, we adapt a robust fitting algorithm, RANSAC [11] , to our needs. A large number of models are trained ( q $ ), each one using a set of randomly drawn images sufficient to train a model ( q in this case). The intuition is that at least one of these will be trained on a higher than average proportion of good images, so will be a good classifier. The challenge is to find a robust unsupervised scoring function that is highly correlated to the underlying classification performance. The model with the highest score is then picked as model to perform the re-ranking of the dataset.
Our novel scoring approach uses a second set of images, consisting entirely of irrelevant images, the aforementioned background dataset. Thus there are now two datasets: (a) the one to be ranked (consisting of a mixture of junk and good images) and (b) the background dataset. Each model evaluates the likelihood of images from both datasets and a differential ranking measure is computed between them. In this instance, we compute the area under a recall-precision curve (RPC) between the two datasets. In our experiments we found a good correlation between this measure and the ground truth RPC precision: the final model picked was consistently in the top 15% of models, as demonstrated in figs. 4 
(c) & (d).

Selection of feature type
For each dataset in both the supervised and unsupervised case, two different models are learnt: one using only patches and another using only curves. A decision must be made as to which model should give the final ranking that will be presented to the user. This is a challenging problem since the models exist in different spaces, so their likelihoods cannot be directly compared. Our solution is to compare the variance of the unsupervised models' scoring function. If a feature type is effective then a large variance is expected since a good model will score much better than a mediocre one. However, an inappropriate feature type will be unable to separate the data effectively, no matter which training images were used, meaning all scores will be similar.
Using this approach, the ratio of the variance of the RANSAC curve and patch models is compared to a threshold (fixed for all datasets) and a selection of feature type is made. This selection is then used for both the unsupervised and supervised learning cases. Figure 5 shows the first few re-ranked images of the bottles dataset, using the model chosen -in this case, curves. 
Results
Two series of experiments were performed: the first used the supervised learning method while the second was completely unsupervised. In both sets, the choice between curves and patches was made automatically. The results of the experiments are summarised in table 2.
Supervised learning
The results in table 2 show that the algorithm gives a marked improvement over the raw Google output in l of the q datasets. The evaluation is a stringent one, since the model must separate the good images from the intermediate and junk, rather than just separating the good from the junk. The curve features were used in instances, as compared to k for patches. While curves would be expected to be preferable for categories such as bottles, their marked superiority on the cars category, for example, is surprising. It can be explained by the large variation in viewpoint present in the images. No patch features could be found that were stable across all views, whereas long horizontal curves in close proximity were present, regardless of the viewpoint and these were used by the model, giving a good performance. Another example of curves being unexpectedly effective, is on the camel dataset, as shown in figure 6 . Here, the knobbly knees and legs of the camel are found consistently, regardless of viewpoint and clutter, so are used by the model to give a precision (at 15% recall) over twice that of the raw Google images. The failure to improve Google's output on i of the categories (horses, motorbikes and mugs), can be mainly attributed to an inability to obtain informative features on the object. It is worth noting that in these cases, either the raw Google performance was very good (mugs) or the portion of good images was very small ( 25%).
Unsupervised learning
In this approach, of the q cases were significantly better than the raw Google output. Many of them were only slightly worse than the supervised case, with the motorbike category actually superior. This category is shown in figure 7 .
In table 2, RANSAC-style learning is compared to learning directly from all images in the dataset. The proportion of junk images in the dataset determines which of the two approaches is superior: using all images is marginally better when the proportion is small, while the RANSAC approach is decisively better with a large proportion of junk.
Discussion and future work
Reranking Google images based on their similarity is a problem that is similar to classical visual object recognition. However, it is worth noting the significant differences. In the classical setting of visual recognition we are handed a clean training set consisting of carefully labelled 'positive' and 'negative' examples; we are then asked to test our algorithm on fresh data that was collected independently. In the present scenario the training set is not labelled, it contains a minority (20-50%) of 'good' examples, and a majority of either 'intermediate' or 'junk' examples. Moreover, after learning, our task is to sort the 'training' set, rather than work on fresh data.
Selecting amongst models composed of heterogeneous features is a difficult challenge in our setting. If we had the luxury of a clean labelled training set, then part of this could have been selected as a validation set and then used to select between allcurve and all-patch models. Indeed we could then have trained heterogeneous models where parts could be either curves or patches. However, the non-parametric RPC scoring methods developed here are not up to this task.
It is clear that the current features used are somewhat limited in that they capture only a small fraction of the information from each image. In some of the datasets (e.g. horses) the features did not pick out the distinctive information of the category at all, so the model had no signal to deal with and the algorithm failed as a consequence. By introducing a wider range of feature types (e.g. corners, texture) a wider range of datasets should be accessible to the algorithm.
Overall, we have shown that in the cases where the model's features (patches and curves) are suitable for the object class, then there is a marked improvement in the ranking. Thus we can conclude that the conjecture of the introduction is valid -visual consistency ranking is a viable visual category filter for these datasets.
There are a number of interesting issues in machine learning and machine vision that emerge from our experience: (a) Priors were not used in either of the learning scenarios. In Fei-Fei et al. [8] priors were incorporated into the learning process of the constellation model, enabling effective models to be trained from a few images. Applying these techniques should enhance the performance of our algorithm. (b) The 'supervised' case could be improved by using simultaneously the small labelled training data provided by the user, as well as the large unlabelled original dataset. Machine learning researchers are making progress on the problem of learning from 'partially labeled' data. We ought to benefit from that effort. 
