Let P n be the set of labelled planar graphs with n vertices. Denise, Vasconcellos and Welsh proved that jP n j n! 75:8 n+o(n) and Bender, Gao and Wormald proved that jP n j n! 26:1 n+o(n) . McDiarmid proved that almost all graphs in P n have at least 13=7n edges. In this paper, we show that jP n j n! 37:3 n+o(n) and that almost all graphs in P n have at most 2:56n edges. The proof relies on a result of Tutte on the number of plane triangulations, the above result of Bender, Gao and Wormald and the following result, which we also prove in this paper: every labelled planar graph G with n vertices and m edges is contained in at least "3 (3n?m)=2 labelled triangulations on n vertices, where " is an absolute constant. In other words, the number of triangulations of a planar graph is exponential in the number of edges which are needed to triangulate it. We also show that this bound on the number of triangulations is essentially best possible.
Introduction
Compared to the wealth of knowledge one has about random graphs in general, rather little is known about the likely properties of a random planar graph on n vertices not even the expected number of edges. Here we consider the uniform model: let P n be the set of labelled planar graphs with vertex set f1; : : :; ng. A random planar graph P n is chosen uniformly from P n . This should not be confused with a random planar map, since a planar map is de ned as a connected graph which is embedded in the plane (and may have multiple edges), whereas a planar graph may have several embeddings.
Random planar graphs were rst investigated by Denise, Vasconcellos and
Welsh 2]. They showed that n! 6 n+o(n) jP n j n! 75:8 n+o (n) , that the limiting probability that P n is connected is greater than zero and that the expected number of edges of P n is at least 3n=2. They also introduced a Markov chain whose stationary distribution is the uniform measure on P n . This Markov chain was investigated in much more detail by McDiarmid 5] , who showed that almost surely P n has at least 13n=7 edges and that the limiting probability that P n is connected is less than one. Using generating function techniques, Bender, Gao and Wormald 1] proved that the number of 2-connected graphs in P n is in fact n! n+o(n) , where 26:1876. Concerning upper bounds, in the nal section we will prove upper bounds for the number of graphs in P n with a given number of edges, which will immediately imply the following result. Theorem 1. jP n j n! 37:3 n+o(n) :
The upper bounds on the number of graphs in P n with a given number of edges will turn out to be an immediate consequence of a result of Tutte 6] on the number of planar triangulations and the following result, which states that the number of triangulations of every planar graph is exponential in the number of edges which are needed in order to triangulate the graph. We will prove this result in Section 3, where we will also see (Proposition 12) that the bound given in the theorem is essentially best possible for m 2n.
Theorem 2. Every labelled planar graph G with n vertices and m edges is contained in at least "3 (3n?m)=2
labelled triangulations on n vertices, where " is an absolute constant.
Combining our upper bounds with the result in 1] mentioned earlier, we will deduce the following result in the nal section. Given a class A of graphs and a property Q, we say that almost all graphs in A have Q if the proportion of graphs in A on n vertices which have Q tends to one as n ! 1. Theorem 3. Almost all graphs in P n have less than 2:56n edges.
In Section 4, using a di erent approach than the one in 1] (which has the advantage of being much simpler and constructive), we show that jP n j n! (10 p 2) n+o(n) . Moreover, using the same techniques, we also show that the number of 3-connected graphs in P n is at least n! 10 n+o(n) and use this to deduce that almost all 3-connected graphs in P n have at most 2:992n edges. We also obtain similar (but weaker) results for random unlabelled planar graphs.
2 De nitions and basic facts Given a face f, we denote its boundary by b(f). Moreover, if f is not the outer face, we say that the bounding cycle of f is the shortest cycle containing f in its interior and denote it by bc(f). Note that bc(f) b(f) and that we have equality if f is 2-connected. We say that a vertex x lies in f if x 2 b(f).
Given a face f, we treat the boundary of f as an ordered sequence of not For a set of labelled graphs A, denote by A u the set of distinct unlabelled graphs contained in A, each representing an isomorphism class of A. Denote by A n the set of those graphs in A with vertex set n] and by A n;m the set of those graphs in A n with exactly m edges.
Denote by P the set of all labelled planar graphs. We shall need a few classes of special planar graphs. De ne T := fG 2 P : jE(G)j = 3jV (G)j ? 6g : Thus T is the set of all maximal planar graphs. It is well known that in every embedding of a graph G 2 T all faces are bounded by triangles. Tutte 6] proved that jT u n j = n+o(n) ; where = 256 27 = 9:48:::
De ne C to be the set of all those plane graphs so that the boundary of the outer face is a Hamilton cyle (so in particular, the graphs in C are outerplanar) and where the vertices of this Hamilton cycle are labelled from 1 to jV (G)j in ascending order. Let T C be the set of those graphs in C where every inner face is a triangle. It is well known that the graphs in T C n are counted by the Catalan numbers. A proof of the following proposition can be found in Lov sz 4].
Proposition 4.
jT C n j = 1 n ? 1 2n ? 4 n ? 2 = 4 n+o(n) :
3 Triangulating a planar graph
The aim of this section is to prove Theorem 2. The basic idea is as follows.
Consider a plane graph G 2 P n;m . We would like to generate as many triangulations containing G as possible, and the easiest way would be to simply triangulate each (non-triangular) face independently. This may of course not always be possible, because two non-adjacent vertices which are connected in order to triangulate one face can then not be connected in any of the neighbouring faces. It turns out (see Proposition 6) that this approach does work for 3-connected planar graphs. However, in general, in order to generate many triangulations, we have to make use of the di erent embeddings that a planar graph may have. For instance, the graph in Figure 3 has only one triangulation when viewed as a plane graph but superexponentially many when viewed as a labelled planar graph. Before dealing with this, let us rst consider the 3-connected case. We say that a planar graph has the 1-face property if it has an embedding so that the intersection of the boundaries of two faces consists of either an edge, a vertex or is empty. Equivalently, if x and y lie on the boundary of some face f and are not adjacent, then they do not both also lie on the boundary of some other face f 0 .
Proposition 5. A 3-connected plane graph G has the 1-face property.
Proof. Suppose that G does not have the 1-face property. Then there exist vertices x and y which are contained in the boundaries of two faces f 1 and f 2 and where the edge xy (which may or may not be present in G) does not lie on the boundary of both faces. But this implies that there are two faces of G ? xy into which we can insert the edge xy and thus that G + xy does not have a unique embedding. By Whitney's theorem, G + xy cannot be 3-connected (and hence neither is G).
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We mention (but do not prove, as we will not make use of this) that the converse is also true: a 2-connected graph which has the 1-face property must be 3-connected. The above proposition implies that it is easy to prove Theorem 2 for 3-connected graphs. Proposition 6. Let G be a 3-connected plane graph in P n;m . Then the number of triangulations on n vertices which contain G is at least 2 3n?m?6 . Proof. Using Proposition 5, it is easy to see that the number of triangulations of G is equal to the product (over all faces) of the number of triangulations of each face. To calculate the product, rst note that the boundary of each face of G is a cycle, and so Proposition 4 implies that the number of triangulations of such a face f is equal to jT C`j, where`is the length of the bounding cycle of f. Using the formula for Catalan numbers given in Proposition 4, it is easy to show by induction that jT C`j 2`? 3 for any` 3. Now denote by`j the length of the boundary of the j-th face. Since every edge lies on the boundary of two faces, this gives us X`j = 2m;
where the sum is over all faces of G. 
Observe that for a rigid plane graph G we have that Add(G) = Ins(G). Moreover note that rigidity is not necessarily preserved when adding vertices and/or edges to a graph. On the other hand, every subdivision of a rigid graph is rigid, as this means nothing else than replacing edges by paths. In particular, every subdivision of a 3-connected graph is rigid. The following actually rather obvious proposition will turn out to be useful. Suppose we have two plane graphs and the rst one has an edge which the second one does not have and cannot have given its present embedding. If the second one is rigid, then this means that it will never be able to get it, and therefore there is no third planar graph containing both of the two graphs.
Proposition 7. Let In Lemma 9, which constitutes the core of the proof of Theorem 2, we x the embedding of H 0 + x + y, and then embed all other components in several ways into that face of H 0 +x+y which contains x and y . For every such embedding, we x the positions of the H i by inserting additional edges, so that the resulting graph is rigid as far as the relative positions of the H i are concerned. Finally we make sure that the graphs obtained in this way are not only distinct but also incomparable in other words, no matter how we later add more edges, the resulting graphs will continue to be distinct, so that in the end we really have the required number of distinct triangulations.
Lemma 9. Let G 2 P n;m be a 2-connected plane graph whose outer face f is a triangle. Let fx; yg be a cut-set which minimizes the cardinality of the external component H 0 . Suppose that G ? x ? y has k + 1 2 components. Set t := k if xy 2 G and t := k + 1 if xy 6 2 G.
Then there is a family of pairwise incomparable plane graphs G 1 ; : : :; G s whose outer face is still f, such that for all 1 i s, the embeddings of the G i and G are the same when restricted to V (H 0 ), G i 2 P n;m+t ; G G i ; G i ? x ? y is connected and s 3 t=2 . In the exceptional case where xy 2 f, we only require that (1) r (1) r (1) r (2) r (2) G ;h for (h) = 3
A ;h is 3-connected r (i?1)` (i) P (i) P(` (i) ; x) P(r (i) ; x) P(` (i) ; y) P(r (i) ; y) and for h > 0, we obtain B ;h from B ;0 by removing the edge r (h?1)` (h) and inserting the edge xy instead.
Observe that the vertices in B ;h which have degree at least 3 are exactly x; y;`0; r 0 ; : : :;`k; r k . Now obtain A ;h by successively contracting all paths between these vertices into edges. Alternatively, A ;h can also be obtained from a complete bipartite graph with classes fx; yg and f`0; r 0 ; : : :;`k; r k g by adding either a Hamilton cycle to the second class (if h = 0) or Hamilton paths to both classes (if h > 0). It is straightforward to check that A ;h is 3-connected, and hence B ;h is a subdivision of a 3-connected graph.
We now show that the B ;h are pairwise incomparable. By the construction of B ;h (in particular, since B ;h is rigid), it is clear that there is no edge r i`j 2 Ins(B ;h ) with i 6 = j. Thus, when considering B = B ;h and B 0 = B 0 ;h 0, it su ces to nd an edge r i`j 2 E(B) \ E(B 0 ) with i 6 = j in order to apply Proposition 7. If 6 = 0 , then k 2 and, recalling that (0) = 0 (0) = 0 and (k + 1) = 0 (k + 1) = 0, let i 1 be the smallest integer so that (i) 6 = 0 (i) and let j k be the largest integer so that (j) 6 = 0 (j). Note that i < j. Then r (i?1)` (i) ; r (j)` (j+1) 2 E(B)\E(B 0 ), unless they are removed from B before adding xy. But to Case 1 is that we need the edge xy to be present in all our graphs G ;h ; in other words, we require that 1 h k + 1, so that the total number of graphs is s := k!(k +1) when adding t := k edges to G (one edge less as before, because xy already exists in G). As our construction is a special case of the general construction for Case 1, it is clear that the graphs constructed in this way ful l all the requirements of the lemma.
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Observe that we can apply Lemma 9 iteratively, so that starting from a 2-connected graph G, we produce 3-connected graphs G i satisfying the above requirements (once there are no more vertex pairs x and y to which we can apply the lemma, this means we have arrived at a graph which is 3-connected). We then apply Proposition 6 to the 3-connected graphs. So the only remaining problem is that we need to get started if G is not 2-connected. Roughly speaking, we solve this problem by simply embedding loose blocks into faces of 3-connected components and xing them there.
Recall that a block of a graph G is a maximal 2-connected component. The following de nitions will be convenient. Given a rooted tree, we say that the children of a vertex v are those vertices which are adjacent to v and whose distance to the root is greater than that of v. Given a plane graph G, a triangulation tree of G is a rooted tree whose vertices correspond to plane graphs (with vertex set n]) containing G; whose root corresponds to G; whose leaves correspond to 3-connected graphs which are pairwise incomparable; for any vertex v of the tree, the graphs corresponding to the children of v all have the same number of edges and, nally, if a child has t more edges than its parent v, then v has at least 3 t=2 children unless it is an exceptional vertex, in which case it still has at least 3 (t?2)=2 children. Observe that in our de nition we require the leaves of the tree to be pairwise incomparable, however this is guaranteed via (3) if the children of each vertex are pairwise incomparable. Our aim will be to construct a triangulation tree of G with few exceptional vertices on any path from the root to a leaf.
Lemma 10. Consider a plane graph G 2 P n;m consisting of a 3-connected plane graph G 0 (whose outer face is a triangle) and a block H which has exactly one vertex x in common with G 0 . Then there is a triangulation tree of G with no exceptional vertices, unless x is contained in the boundary of the outer face of G and has degree at most six in G 0 , in which case the root of the tree may be exceptional. Proof. Suppose rst that x lies on the boundary of the outer face and has degree at most six. Let z be a vertex in H which is adjacent to x. Let y be a vertex on the boundary of the outer face which is adjacent to x and let v be a vertex which is not in the outer face but lies on the same face f as x and y in G 0 (such a v exists since x has degree at least three in G 0 ). Let G 0 1 be the graph obtained from G by inserting the edges zy and zv (thus H is embedded into f). Now apply Lemma 9 to G 0 1 . If the resulting graphs G 1 ; : : :; G s are not 3-connected, then we repeatedly apply Lemma 9 to those graphs and their children until we arrive at graphs which are 3-connected. We claim that these graphs then form the leaves of a triangulation tree of G 0 1 containing no exceptional vertices. In other words, we can never encounter the exceptional case Lemma 9 where the two cut-vertices lie in the outer face. This follows since G 0 is 3-connected and V (H)nfxg is connected to two distinct vertices of G 0 in G 0 1 . Thus we cannot separate the graph into several components by a cut consisting of exactly two vertices on the outer face. Since the vertices on the outer face are always the same, this proves the claim. We then obtain a triangulation tree of G by adding one more vertex (corresponding to G) and letting its only child be the vertex corresponding to G 0 1 . Since G 0 1 had two more edges than G, the root of this tree is an exceptional vertex. Hence an application of Lemma 9 to G i gives us graphs G 0 i1 ; : : :; G 0 is 0 and which contain G and which are incomparable. By repeatedly applying the Lemma 9 to the graphs G 0 ij obtained and their children, we will eventually obtain graphs G i1 ; : : :; G is which have the additional property of being 3-connected and which form the leaves of a triangulation tree of G i . As in the previous case, there are no exceptional vertices. (Consider two vertices w 1 We will now prove that for any j, G 1j is incomparable with G 2 (and thus with G 2j 0, for any j 0 ). For this, by applying Proposition 7 with e 0 = zy 2 , it su ces to show that zy 2 2 E(G 2 )\E(G 1j ) and zy 2 = 2 Ins(G 1j ). To see this, rst note that as G 0 is 3-connected and contains the outer face, in any of the above applications of Lemma 9, G 0 will be contained in the external component and thus the embeddings of G 1j when restricted to G 0 will be the same as that of G 2 when restricted to G 0 . Now consider the embedding of G 1j when restricted to G 0 + z. G 0 + z contains both zy 1 and zx, so z must be embedded into a face of G 0 containing both x and y 1 . Since G 0 contains no face which contains x and both of the y i , this means that zy 2 = 2 E(G 1j ) and zy 2 = 2 Ins(G 1j ) and thus the conditions of the proposition are satis ed.
Since xz 2 G, the G i have only one more edge than G and we thus obtain a triangulation tree of G (with no exceptional vertices) as follows. We form a single tree from the triangulation trees of the G i by adding a root vertex corresponding to G and letting its two children correspond to the G i . 2
We can now prove Theorem 2 for connected graphs.
Theorem 11. Every connected planar graph G 2 P n;m is contained in at least 3 (3n?m)=2 labelled triangulations, where is an absolute constant.
Proof. By inserting at most two edges into G, we can obtain a graph G 0 that has a block B which contains a triangle and which contains at least four vertices. Our aim is to construct a triangulation tree whose root corresponds to G 0 and whose vertices correspond to graphs obtained from repeated applications of Lemmas 9 and 10 (and so contain G 0 ). Fix an embedding of B so that the outer face is a triangle. If B is not 3-connected, we apply Lemma 9 to obtain a set of children of B. We then apply Lemma 9 to those children which are not 3-connected and continue in this way until we have obtained a triangulation tree of B whose root corresponds to B, where the remaining vertices correspond to descendants of B and whose leaves are B 1 ; : : :; B s , say. Note that we do not assume that the graphs corresponding to the leaves all have the same number of edges. Also on any path from the vertex to the root of this tree, the number of exceptional vertices is at most three they can only appear if we apply the lemma to a pair of vertices on the outer face and the vertices on the outer face are always the same.
If B = G 0 (i.e. G 0 was 2-connected), then we have a triangulation tree of G 0 . Now suppose that G 0 was not 2-connected and let H be a block of G 0 which has a vertex x in common with B (there will be exactly one such vertex in H). Now apply Lemma 10 to the graphs B i + H to obtain triangulation trees of B i + H. We merge these into a single triangulation tree of B H as follows: we start with the triangulation tree of B except that a vertex of the tree which corresponded to a graph F in the triangulation tree of B now corresponds to F + H. We then identify the roots of the triangulation trees of B i + H with the leaves B i of the tree of B. If B + H = G 0 , then again we have a triangulation tree of G 0 . If this is not the case, we take a new block H 0 and apply Lemma 10, until we have dealt with all the blocks of G 0 and thus obtained a triangulation tree of G 0 .
It is now easy to verify by backward induction on the distance from the root in the triangulation tree that each graph corresponding to a vertex of the tree is contained in the required number of triangulations. By Proposition 6, this is certainly true (with = 2 ?6 ) for the leaves of the tree because they are 3-connected. For the induction step, consider a vertex F 2 P n;m and suppose that its children all have m+t edges and are all contained in at least q triangulations. Then Lemmas 9 and 10 imply that the number of triangulations of F is at least q 3 t=2 (which is exactly what we are aiming for), unless we encountered the exceptional case of either of the lemmas, in which case we nd at least q 3 (t?2)=2 triangulations. But it is easily seen that on any path from a leaf to the root of the tree we can encounter the exceptional case of Lemma 9 at most three times when we build a triangulation tree of B. When we apply Lemma 10 to incorporate the other blocks, we can encounter the exceptional case (where x lies on the outer face and has degree at most six) at most 12 times altogether (since an application of the lemma increases the degree of the vertex x in the statement of the lemma by at least one and there are three vertices on the outer face, which are always the same ones). Since G 0 had at most two more edges than G, this proves the theorem (rather crudely) with = 3 ? (2=2+3+12 Finally, we claim that for any 0 i 6 = j < 2 k , any canonical triangulation T of G i is incomparable with G j . Indeed, since i 6 = j, there must be an`so that K`was inserted into t b (by adding an edge e b between v b and K`) in G j but not in G i . The claim now follows by applying Proposition 7 to e b , G j and T. Theorem 11 now shows that the number of triangulations of G 0 is at least Proposition 12. For any c with 2 c 3 and for all n 2 N, there is a graph G in P n 0 ;m , where n 0 = n + o(n) and m = cn + o(n), so that the number of triangulations on n 0 vertices which contain G is 3 (3n 0 ?m+o(n))=2 .
Proof. We construct G as follows. We begin with a square grid on n=2 + o(n) vertices together with an arbitrary triangulation of the outer face of the grid (the number of edges needed to triangulate the outer face is o(n)) to obtain a plane graph D. Since we are considering labelled plane graphs, we can speak of the top row of the grid, etc. in what follows. We now augment each square inside the grid by adding a single new vertex into each face of the square grid and connecting it to both the bottom left and the top right vertex of the face (in other words, an augmented square is a four-cycle where two opposite vertices are connected by an additional path of length two). The resulting graph has n + o(n) vertices, 2n + o(n) edges and n=2 + o(n) augmented squares. We obtain a graph G with m = cn+o(n) edges by selecting (c?2+o (1) 
4 Lower bounds
In this section, we rst give a lower bound on the number of plane graphs whose outer face is a Hamilton cycle whose vertices are ordered in a xed way. In Theorem 14, we then give a lower bound on the number of plane graphs in a certain subclass of these graphs. We then show how to combine these results to give constructive lower bounds on the number of labelled, unlabelled, 3-connected and 4-connected planar graphs.
Theorem 13. jC`j 5`+ o(`) :
In the proof of this result, it will be convenient to use the entropy function, which is de ned as H(x) := ?x log 2 x ? (1 ? x) log 2 (1 ? x) Here the rst inequality follows by observing that`i 3, the second one follows since Roughly speaking, our aim now is to obtain a large number of planar graphs using the graphs in C`and B(k; k) as building blocks. The main problem is that we have to be careful that our construction does not generate the same graph more than once. For simplicity, in what follows we assume that p n is a square.
The constructions are easily modi ed to the general case.
A -diagram D is a plane graph whose vertices lie on the points of a square p n p n grid and whose edges are lines which (obviously) intersect only in the endpoints of adjacent edges. We will also require that the lines representing the edges satisfy an additional condition ( ) which will be speci ed later. Before this, we will rst show that a large collection of certain -diagrams gives rise to many planar graphs. The family of all -diagrams on the p n p n grid is denoted by D n . We say that D is a -diagram of a graph G if G can be embedded as speci ed by D (here G may be either labelled or not) and say that G is the underlying graph of D.
A -embedding of G is a bijective function ' which assigns to every grid position a vertex of G so that this assignment of vertices can be extended to a -diagram of G. A function @' which assigns vertices only to border positions of the grid is called a border-embedding of G. A planar graph G is called -rigid if every border-embedding @' of G can be extended to at most one -embedding.
A -diagram is called -rigid if its underlying planar graph is -rigid.
Proposition 15. Let R D n be an arbitrary family of -rigid -diagrams and denote by G P n the set of the underlying labelled graphs. Then jGj n! 2 ?o(n) jRj:
In other words, a collection of -rigid -diagrams gives rise to roughly the same number of distinct planar graphs.
Proof. Consider the family G 0 of labelled graphs obtained from R as follows. For each element R of R we take the underlying (unlabelled) graph G and label it as follows. The border-vertices of G will be labelled in an arbitrary but xed way which will be the same for all R 2 R. The interior points will be labelled in every possible way. Thus we obtain a family G 0 of (n ?4( p n ?1))! graphs from each R. It remains to show that any two graphs G 1 and G 2 in G 0 are distinct.
So let R i be the element of R which gave rise to G i , and let ' i be the labelling of G i . Such a labelling assigns to every grid-point of R i a label from n] and can therefore be viewed as a -embedding of G i . Proof. For simplicity, we assume that n is a square (the construction easily carries over to the general case). We generate a family R of -rigid -diagrams as follows. First we insert all border edges and all at edges (since thediagrams in R will be generated by inserting further edges, this already implies that the resulting graphs will be 2-connected). Then for every odd level we choose an outerplanar graph from the set C 2 p n , while for every even level we choose a bipartite planar graph from the set B( p n; p n). Now we proceed as in the proof of Theorem 17 (but with B replaced by B 0 ) to obtain a family R of -rigid -diagrams with jRj 10 n+o(n) . By Proposition 15, these diagrams give rise to the required number of graphs. However, these need not necessarily be 3-connected. This can easily be remedied by connecting each vertex on the bottom row of the grid (i.e. whose y-coordinate is 1) to the vertex on the top row of the grid (i.e. whose y-coordinate is p n) which has the same x-coordinate. Clearly the resulting graphs are planar. Using the fact that each vertex has a neighbour either in the row above or below, it is also easily seen that they are 3-connected. Now consider the 4-connected case. The proof proceeds exactly as above except that we now build up our diagrams using the graphs in B 0 (k; k) instead of alternating them with those in C`as in the 3-connected case. Furthermore, to make the resulting graphs 4-connected, in addition to connecting the vertices on the bottom row of the grid with those on the top row as in the 3-connected case, we also add edges from the grid vertex (1; 1) to all the grid vertices whose
x-coordinate is equal to one and add edges from the grid vertex ( p n; p n) to all the grid vertices whose x-coordinate is p n.
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Instead of applying Proposition 15 to prove that the diagrams in the proof of Theorem 19 give rise to many distinct graphs, we could have also given an argument based on Whitney's theorem instead.
Upper bounds
In this section, we use the results of the previous sections to deduce upper bounds on the number of planar graphs (implying Theorem 1) and on their likely number of edges. For G 2 P n de ne (G) := jfH 2 T n : G Hgj:
and let (c; n) := min G2Pn;cn (G):
By the result (1) of Tutte, the number jT n j of labelled triangulations on n vertices is at most n! n+o(n) . This implies that jP n;cn j jT n j and thus has the following immediate consequence, which is a generalization of Theorem 1. Recall that H(x) denotes the entropy function as de ned in (5).
Theorem 20. For 0 c 3, jP n;cn j n! n+o(n) 2 3H (c=3)n 3 ?(3?c)n=2 :
In particular, jP n j n! 37:3 n+o(n) (the maximum is attained at c 1:902). Now we turn to the proof of Theorem 3, which stated that almost all graphs in P n have at most 2:56n edges. Recall that P 2 denotes the set of 2-connected planar graphs. In the proof, we will employ the bound jP n j jP Actually, if we restrict ourselves to 3-connected planar graphs, Proposition 6 implies that we can substitute 2 3n?6?cn instead of (c; n) into (6) to see that jP 3 n;cn j n! n+o(n) 2 (3H (c=3)?(3?c))n : However, this leads to no signi cant improvement of the bound in Theorem 22 and only yields jP 3 n j n! 32 n+o(n) , which is of course weaker than the bound implied by the one on 2-connected planar graphs in 1].
