Abstract. We associate to every matroid M a polynomial with integer coefficients, which we call the Kazhdan-Lusztig polynomial of M , in analogy with Kazhdan-Lusztig polynomials in representation theory. We conjecture that the coefficients are always non-negative, and we prove this conjecture for representable matroids by interpreting our polynomials as intersection cohomology Poincaré polynomials. We also introduce a q-deformation of the Möbius algebra of M , and use our polynomials to define a special basis for this deformation, analogous to the canonical basis of the Hecke algebra. We conjecture that the structure coefficients for multiplication in this special basis are non-negative, and we verify this conjecture in numerous examples.
Introduction
Our goal is to develop Kazhdan-Lusztig theory for matroids in analogy with the well-known theory for Coxeter groups. In order to make this analogy clear, we begin by summarizing the most relevant features of the usual theory.
Given a Coxeter group W along with a pair of elements y, w ∈ W , Kazhdan and Lusztig [KL79] associated a polynomial P x,y (t) ∈ Z[t], which is non-zero if and only if x ≤ y in the Bruhat order. This polynomial has a number of different interpretations:
• Combinatorics: There is a purely combinatorial recursive definition of P x,y (t) in terms of more elementary polynomials, called R-polynomials. See [Lus83, Proposition 2], as well as [BB05, §5.5] for a more recent account.
• Geometry: If W is a finite Weyl group, then P x,y (t) may be interpreted as the Poincaré polynomial of a stalk of the intersection cohomology sheaf on a Schubert variety in the associated flag variety [KL80] . The Schubert variety is determined by y, and the point at which one takes the stalk is determined by x. This proves that P x,y (t) has non-negative coefficients when W is a finite Weyl group. The non-negativity of the coefficients of P x,y (t) 1 Supported by NSF grant DMS-0950383. 2 Supported by the Simons Foundation and the Office of Naval Research.
constant term 1 appears as a Kazhdan-Lusztig polynomial associated to some symmetric group, while Kazhdan-Lusztig polynomials of matroids are far more restrictive (see Proposition 2.14).
The original work of Kazhdan and Lusztig begins with an algebraic question (How can we find a basis for the Hecke algebra with certain nice properties?), which led them to both the combinatorics and the geometry. In our work, we began with a geometric question (What is the intersection cohomology of the reciprocal plane?), which led us naturally to the combinatorics. The algebraic facet of our work is somewhat more speculative and ad hoc, representing an attempt to trace backward the route of Kazhdan and Lusztig. There is no known convolution product in the geometry of the reciprocal plane which would account for the q-deformed Möbius algebra E q (M ), as the convolution product on flag varieties produces the Hecke algebra. Unlike in the Coxeter setting, the Kazhdan-Lusztig basis of E q (M ) currently has no intrinsic definition, and the theory of this basis is far less satisfactory. For example, the basis is cellular, but in a trivial way: the cells are all one-dimensional. The identity is not an element of the basis. Remark 1.2. When W is a finite Weyl group, yet another important interpretation of P x,y (t) is that it records the multiplicity space of a simple module in a Verma module in the graded lift of Berstein-Gelfand-Gelfand category O [BB81, BK81] . The analogous goal for matroids would be a categorification of the q-deformed Möbius algebra E q (M ), or its regular representation. The Möbius algebra E(M ) is categorified by a monoidal category of "commuting" quiver representations [Bac79, Theorem 7 ], but we do not know how to modify this category to produce a categorification of E q (M ).
Having made these caveats, the observed phenomenon of positivity indicates that our KazhdanLusztig basis does hold interest. There are numerous other ways one could have used the KazhdanLusztig polynomials of a matroid as a change of basis matrix, but the corresponding bases do not have positive structure coefficients. As seen in Remark 4.8, positivity is a subtle question, and would fail if all the Kazhdan-Lusztig polynomials were trivial.
We now give a more detailed summary of the contents of the paper. Section 2 (Combinatorics) is dedicated to the combinatorial definition of P M (t) along with basic properties and examples. In addition to our conjecture that the coefficients of P M (t) are non-negative (Conjecture 2.3), we also conjecture that they form a log concave sequence (Conjecture 2.5). We explicitly compute the coefficients of t and t 2 in terms of the Whitney numbers of the lattice of flats of M (Propositions 2.12 and 2.16). We prove non-negativity of the linear coefficient (Proposition 2.14), and we show that non-negativity of the quadratic term would follow from the well-known "top-heavy conjecture" in matroid theory (Remark 2.17). We also give an explicit expression for the cubic coefficient (Proposition 2.18), but for this we find it necessary to refer to the Whitney numbers of smaller matroids. We prove a product formula for direct sums (Proposition 2.7), which eliminates the possibility of "cheap" counterexamples to Conjecture 2.3 (Remark 2.8).
We also study in detail the cases of uniform matroids and braid matroids. For uniform matroids, we provide an even more explicit computation of the polynomial up to the cubic term (Corollary 2.20). For the braid matroid M n corresponding to the complete graph on n vertices, we explain how to compute the coefficients of the Kazhdan-Lusztig polynomial using Stirling numbers. In an appendix, written jointly with Ben Young, we give tables of Kazhdan-Lusztig polynomials of uniform matroids and braid matroids of low rank. The polynomials that we see are unfamiliar; in particular, they do not appear to be related to any known matroid invariants. For both uniform matroids and braid matroids, we express the defining recursion in terms of a generating function identity (Propositions 2.21 and 2.26).
The purpose of Section 3 (Geometry) is to prove that, if M A is the matroid associated to a vector arrangement A over a finite field, then the Kazhdan-Lusztig polynomial of M A coincides with the ℓ-adicétale intersection cohomology Poincaré polynomial of the reciprocal plane X A (Theorem 3.10). The key ingredient to our proof is Theorem 3.3, which says that, in anétale neighborhood of any point, X A looks like the product of a vector space with a neighborhood of the cone point in the reciprocal plane of a certain smaller hyperplane arrangement. This improves upon a result of Sanyal, Sturmfels, and Vinzant [SSV13, Theorem 24], who prove the analogous statement on the level of tangent cones.
We conclude Section 3 with a digression in which we discuss a certain question of Li and Yong [LY11] . Given a point on a variety, they compare two polynomials: the local intersection cohomology Poincaré polynomial, and the numerator of the Hilbert series of the tangent cone. They are interested in the case of Schubert varieties, where the first polynomial is a Kazhdan-Lusztig polynomial. We consider the case of reciprocal planes, where the first polynomial is the KazhdanLusztig polynomial of a matroid and the second polynomial is the h-polynomial of the broken circuit complex of the same matroid.
Section 4 (Algebra) deals with the Möbius algebra of a matroid, which has a Z-basis given by flats with multiplication given by the join 5 operation: ε F ·ε G = ε F ∨G . We introduce a q-deformation of this algebra; that is, a commutative, associative, unital Z[q, q −1 ]-algebra with basis given by flats, such that specializing q to 1 recovers the original Möbius algebra (Proposition 4.1). Using KazhdanLusztig polynomials, we define a new basis whose relationship to the standard basis is analogous to the relationship between the canonical basis and standard basis for the Hecke algebra, and we conjecture that the structure coefficients for multiplication in the new basis lie in N[q] (Conjecture 4.2). We verify this conjecture for Boolean matroids (Proposition 4.5), for uniform matroids of rank at most 3 (Subsection 4.4), and for braid matroids of rank at most 3 (Subsection 4.5).
Acknowledgments: The authors would like to thank June Huh, Joseph Kung, Emmanuel Letellier, 5 In the literature, one usually sees the multiplication given by meet rather than join. However, these two products are isomorphic; indeed, both are isomorphic to the coordinatewise product [Sol67] . The join product will be more natural for our purposes.
Carl Mautner, Hal Schenck, Ben Webster, Ben Young, and Thomas Zaslavsky for their helpful contributions. The third author is grateful to the University of Oregon for its hospitality during the completion of this project.
Combinatorics
In this section we give a combinatorial definition of the Kazhdan-Lusztig polynomial of a matroid, we compute the first few coefficients, and we study the special cases of uniform matroids and braid matroids.
Definition
Let M be a matroid with no loops on a finite ground set I. Let L(M ) ⊂ 2 I denote the lattice of flats of M , ordered by inclusion, with minimum element ∅. Let µ be the Möbius function on L(M ), and let
Let M F be the matroid on I F consisting of subsets of I F whose union with F are independent in M , and let M F be the matroid on I F consisting of subsets of I F which are independent in M . We call the matroid M F the restriction of M at F , and M F the localization of M at F . (This terminology and notation comes from the corresponding constructions for arrangements; see Subsection 3.1.) We have rk M F = rk M − rk F and rk M F = rk F .
Lemma 2.1. For any matroid M of positive rank,
Proof. We have
The internal sum is equal to δ(E, G) [OT92, 2.38], thus our equation simplifies to
This is 0 unless rk M = 0.
The following is our first main result.
Theorem 2.2. There is a unique way to assign to each matroid M a polynomial P M (t) ∈ Z[t] such that the following conditions are satisfied:
The polynomial P M (t) will be called the Kazhdan-Lusztig polynomial of M . Our proof of Theorem 2.2 closely follows Lusztig's combinatorial proof of the existence of the usual KazhdanLusztig polynomials [Lus83, Proposition 2], which he attributes to Gabber.
Proof. Let M be a matroid of positive rank. We may assume inductively that P M ′ (t) has been defined for every matroid M ′ of rank strictly smaller than rk M ; in particular,
then item 3 says exactly that
It is clear that there can be at most one polynomial P M (t) of degree strictly less than 1 2 rk M satisfying this condition. The existence of such a polynomial is equivalent to the statement
We have
Since rk M G = rk G = 0, Lemma 2.1 says that the internal sum is zero for all G = ∅, so our equation
Conjecture 2.3. For any matroid M , the coefficients of the Kazhdan-Lusztig polynomial P M (t) are non-negative.
Remark 2.4. In Section 3, we will prove Conjecture 2.3 for representable matroids by providing a cohomological interpretation of the polynomial P M (t) (Theorem 3.10).
Based on our computer computations for uniform matroids and braid matroids (see appendix), along with Proposition 2.14 and Remark 2.15, we make the following additional conjecture. A sequence e 0 , . . . , e r is called log concave if, for all 1 < i < r, e i−1 e i+1 ≤ e 2 i . Note that a log concave sequence of non-negative integers with no internal zeroes is always unimodal.
Conjecture 2.5. For any matroid M , the coefficients of P M (t) form a log concave sequence with no internal zeroes. 
Direct sums
The following proposition says that the Kazhdan-Lusztig polynomial is multiplicative on direct sums.
Proposition 2.7. For any matroids M 1 and M 2 , P M 1 ⊕M 2 (t) = P M 1 (t)P M 2 (t).
Proof.
We proceed by induction. The statement is clear when rk M 1 = 0 or rk M 2 = 0. Now assume that the statement holds for M ′ 1 and M ′ 2 whenever rk M ′ 1 ≤ rk M 1 and rk M ′ 2 ≤ M 2 with at least one of the two inequalities being strict.
F 2 is the product of the two characteristic polynomials, and our inductive hypothesis tells us that the Kazhdan-Lusztig polynomial of (M 1 ) F 1 ⊕(M 2 ) F 2 is the product of the two Kazhdan-Lusztig polynomials, provided that F 1 = ∅ or F 2 = ∅. These two observations, along with the recursive definition of the Kazhdan-Lusztig polynomial, combine to tell us that
The left-hand side is concentrated in degree strictly greater than
, while the righthand side is concentrated in degree strictly less than 1 2 rk M 1 + 1 2 rk M 2 . This tells us that both sides must vanish, and the proposition is proved.
Remark 2.8. Proposition 2.7 rules out many potential counterexamples to Conjecture 2.3. That is, one cheap way to construct a non-representable matroid is to fix a prime p and let
where M 1 is representable only in characteristic p and M 2 is representable only in characteristic = p. Proposition 2.7 will tells that the Kazhdan-Lusztig polynomial of M 1 ⊕ M 2 is equal to the product of the Kazhdan-Lusztig polynomials of M 1 and M 2 , each of which has non-negative coefficients because M 1 and M 2 are both representable.
Remark 2.9. Proposition 2.7 is also consistent with Conjecture 2.5, since the convolution of two non-negative log concave sequences with no internal zeroes is again log concave with no internal zeroes [Koo06, Theorem 1]. Note that the corresponding statement would be false without the no internal zeroes hypothesis. 6 Corollary 2.10. If M is the Boolean matroid on any finite set, then P M (t) = 1.
Proof. The Boolean matroid on a set of cardinality n is isomorphic to the direct sum of n copies of the unique rank 1 matroid on a set of cardinality 1.
The first few coefficients
In this subsection we interpret the first few coefficients of P M (t) in terms of the doubly indexed Whitney numbers of M , introduced by Green and Zaslavsky [GZ83] .
Proposition 2.11. The constant term of P M (t) is equal to 1.
Proof. We proceed by induction on the rank of M . If rk M = 0, then P M (t) = 1 by definition. If rk M > 0, we consider the recursion
Since deg P M (t) < rk M , the left-hand side has no constant term, therefore we have
By our inductive hypothesis, we may assume that P M F (0) = 1 for all nonempty flats F , and we therefore need to show that 0 =
This follows from the fact that χ M F (0) = µ(∅, F ) and rk M > 0.
For all natural numbers i and j, let
We thank June Huh for pointing out this fact.
where ζ(E, F ) = 1 if E ≤ F and 0 otherwise. These are called doubly indexed Whitney numbers of the first and second kind, respectively. In the various propositions that follow, we let
Proof. We consider the defining recursion
and compute the coefficient of t rk M −1 on the right-hand side. The flat F = I contributes −W 0,1 , and each of the W 0,d−1 flats of rank d − 1 contributes 1.
Remark 2.13. If M is the matroid associated to a hyperplane arrangement, Proposition 2.12 says that the coefficient of t in P M (t) is equal to the number of lines in the lattice of flats minus the number of hyperplanes.
Proposition 2.14. The coefficient of t in P M (t) is always non-negative, and the following are equivalent:
Proof. Non-negativity of the linear term follows from Proposition 2.12 along with the hyperplane theorem [Aig87, 8.5.1 & §8.5], which also states that the linear term is zero if and only if L(M ) is modular. The first item obviously implies the second, so it remains only to show that P M (t) = 1 whenever L(M ) is modular.
We proceed by induction on d = rk M . The base case is trivial. Assume the statement holds for all matroids of rank smaller than d, and that L(M ) is modular. In particular, for any flat F , L(M F ) is also modular, so we may assume that P M F (t) = 1 for all F = ∅. Thus the defining recursion says that
and we need only show that the right-hand side is equal to t d − 1. Equivalently, we need to show
; that is, there exists an order-reversing and rank-reversing bijection between L(M ) and L(M ′ ). (This is simply the statement that the dual of L(M ) is again a geometric lattice, which follows from modularity.) This implies that
By Möbius inversion, this sum vanishes in all degrees less than d, and the coefficient of t d is equal to µ M ′ (I, I) = 1.
Remark 2.15. Note that the implication of (i) by (ii) in Proposition 2.14 provides evidence for the lack of internal zeroes in the sequence of coefficients of P M (t) (Conjecture 2.5).
Proposition 2.16. The coefficient of t 2 in P M (t) is equal to
Proof. We again consider the defining recursion, and this time we compute the coefficient of t rk M −2 on the right-hand side. The flat F = I contributes w 0,2 , each flat
Summing over all such flats, we obtain the final two terms
Remark 2.17. We have
and
thus the coefficient of t 2 is equal to
The non-negativity of each of the summands in the two sums follows from the hyperplane theorem. The statement that W 0,d−2 − W 0,2 is non-negative as long as d ≥ 4 is a long standing conjecture in matroid theory, called the "top-heavy conjecture"
The next proposition, whose proof we omit, indicates that we are not going to be able to keep this going for very long.
Proposition 2.18. The coefficient of t 3 in P M (t) is equal to
Uniform matroids
Given non-negative integers d and m, let M m,d be the uniform matroid of rank d on a set of cardinality m + d, and write
The values of (−1)
We can use Proposition 2.19 obtain explicit formulas for the first few coefficients. In general, the formula for c i m,d will be an signed sum of (i + 1)-nomial coefficients, each with m + d on top. We omit the proof of Corollary 2.20 because it is a straightforward application of the proposition. .
We can also express our recursion in terms of a generating function identity. Let
Proposition 2.21. We have
Proof. Our defining recursion tells us that
If we introduce new dummy indices e = d − i and f = d − k, we may rewrite this equation as
Next, we recall that
We will use this formula with r = m + e and x = −u, and then again with r = m + k and x = tu− u, to get
This completes the proof.
Braid matroids
Let M n be the braid matroid of rank n − 1; this is the matroid associated with the complete graph on n vertices, or with the braid arrangement (Example 3.2). The lattice L(M n ) is isomorphic to the lattice of set-theoretic partitions of the set [n]. Let P n (t) = P Mn (t). Values of P n (t) for n ≤ 20 appear in the appendix. For any partition λ of the number n, let
be the number of flats of type λ, where λ t denotes the transpose partition and ℓ(λ) is the number of parts of λ. For such a flat F , the localization (M n ) F is isomorphic to M λ 1 ⊕ · · · ⊕ M λ ℓ(λ) , and has characteristic polynomial
The restriction M F n is simply isomorphic to M ℓ(λ) . The Whitney numbers of the M n can be interpreted in terms of Stirling numbers of the first and second kind, respectively. By definition, s(n, k) := w 0,n−k and S(n, k) := W 0,n−k .
Lemma 2.22. For all i ≤ j, W i,j = S(n, n − i)S(n − i, n − j).
Proof. A flat of rank i corresponds to a partition of [n] into n − i blocks, and there are W 0,i = S(n, n − i) such flats. For each such flat, a flat of rank j lying above it corresponds to a partition of the set of blocks into n − j blocks, and there are S(n − i, n − j) such flats.
Corollary 2.23. The coefficient of t in P n (t) is equal to S(n, 2) − S(n, n − 1), and the coefficient of t 2 is equal to s(n, n − 2) − S(n, n − 1)S(n − 1, 2) + S(n, 3) + S(n, 4).
Proof. This follows from Proposition 2.12, Proposition 2.16, and Lemma 2.22, along with the observation that w 0,2 = s(n, n − 2).
Lemma 2.24. For any matroids M and M ′ ,
Proof. This follows from the fact that
The following proposition, which may be derived from Proposition 2.18, Lemma 2.22, and Lemma 2.24, expresses the cubic term of P n (t) in terms of Stirling numbers and binomial coefficients. More generally, since any restriction of a braid matroid is another braid matroid and any localization of a braid matroid is a direct sum of braid matroids, it would be possible to express every coefficient of P n (t) in terms of Stirling numbers and binomial coefficients.
Proposition 2.25. The coefficient of t 3 in P n(t) is equal to
+ 5S(n, 5) + 15S(n, 6).
Finally, we express the recursion for the polynomials P n (t) as a generating function identity, just as we did for uniform matroids. Let
For any partition ν (of any number), letν be the partition of |ν| + ℓ(ν) obtained by adding 1 to each of the parts of ν.
Proposition 2.26. We have
where the sum is over all partitions ν of any size.
(We adopt the convention that P 0 (t) = 0 so that the empty partition contributes nothing to the sum.) For any partition ν, letν k be the partition obtained by adding k new parts of size 1 toν. We will replace the sum over λ with a sum over ν and k, with λ =ν k . Note that we have
thus we can rewrite our equation as
Next, we observe that
Geometry
In this section we give a cohomological interpretation of the polynomial P M (t) whenever the matroid M is representable; this interpretation is analogous to the interpretation of Kazhdan-Lusztig polynomials associated to Weyl groups as local intersection cohomology groups of Schubert varieties [KL80] . In particular, we prove Conjecture 2.3 for representable matroids.
The reciprocal plane
Let k be a field. An arrangement A over k is a triple (I, V, a), where I is a finite set, V is a finite dimensional vector space over k, and a is a map from I to V * {0} such that the image of a spans V * . Let
this variety is called the complement of A. We have a natural inclusion of U A into k I whose i th coordinate is given by a(i). Consider the involution of (k × ) I obtained by inverting every coordinate, and let U Indeed, if we take the polynomials f c associated to vectors c of minimal support, we obtain a universal Gröbner basis for the kernel of ρ [PS06, Theorem 4]. Note that the kernel of ρ is a homogeneous ideal, thus inducing a grading on k[X A ]. Let M A be the matroid with ground set I consisting of subsets of I on which a is injective with linearly independent image. We say that A represents M A over k. Given a flat F , let I F = I F and I F = F . Let
and consider the natural maps
We define the restriction A F := (I F , V F , a F ) and the localization A F := (I F , V F , a F ). Then we have
For any subset F ⊂ A, let X A,F be the subvariety of X A ⊂ k I consisting of points whose i th coordinate vanishes if and only if i ∈ F . The following result is proved in [PS06, Proposition 5].
Proposition 3.1. The subvariety X A,F ⊂ X A is nonempty if and only if F is a flat, in which case it is isomorphic to U A F , and its closure is isomorphic to X A F .
Example 3.2. Let V = k n /k ∆ , and let A be the braid arrangement consisting of all linear functionals of the form x i − x j , where i < j. Flats of A correspond to set-theoretic partitions of [n]; the restrictions A F are smaller braid arrangements (with multiplicities), while the localizations A F are products of smaller braid arrangements.
The complement U A is the set of distinct ordered n-tuples of points in k up to simultaneous translation. In the closure of U A , distances between points may go to zero (that is, the points are allowed to collide). When they do, you see the complement of a restriction of A. In the closure of U −1 A , distances between points may go to infinity, which means that our set of n points may split into a disjoint union of smaller sets, each of which lives in a "far away" copy of k. When they do, you see the complement of a localization of A.
Local geometry of the reciprocal plane
For any flat F of A, let W A,F ⊂ X A be the open subvariety defined by the nonvanishing of u i for all i ∈ F . Equivalently, W A,F is the preimage of X A,F along the canonical projection π : X A → X A F given by setting the coordinates in I F to zero. The following theorem will be the main ingredient in our proof of Theorem 3.10, which gives a cohomological interpretation of the Kazhdan-Lusztig polynomial of a representable matroid. It says roughly that the reciprocal plane X A F associated to the restriction A F is an "étale slice" to the stratum X A,F ⊂ X A . Proof. Consider the natural projection from V to V F , and choose a splitting σ : V F → V of this projection. Let ι : X A,F → U A F be the isomorphism mentioned in Proposition 3.1. Concretely, X A,F and U A F are both subschemes of (k × ) F , and ι is given by inverting all of the coordinates. For all j ∈ I F , let
Here we regard u j ∈ k[u] I as a function on V ⊂ k I , so that σ * u j is a function on V F , and therefore on U A F ⊂ V F . Then ι * σ * u j is a function on X A,F , and b j is its pullback to W A,F . By construction of b j , we have i∈F c i u
for any dependency c of A. LetW A,F be the open subscheme of W A,F defined by the nonvanishing of 1−b j u j for all j ∈ I F .
Since u j vanishes at x for all j ∈ I F , we have x ∈W A,F . Recall that
For any dependency c, letc be the projection of c onto k I F . Thenc is a dependency for A F , and all dependencies for A F arise in this way, thus
We define the map
for all j ∈ I F . To show that this is well-defined, we must show that fc(u) maps to zero. Indeed, we have
Since f c (u) vanishes on X A , it vanishes onW A,F ⊂ X A , as well. Now consider the map Φ :W A,F → X A F × X A,F induced by ϕ on the first factor and given by π on the second factor. Since π(x) = x and u j vanishes on x for all j ∈ I F , we have Φ(x) = (0, x). The statement that Φ isétale at x is equivalent to the statement that Φ induces an isomorphism on tangent cones. Indeed, the tangent cone of X A F × X A,F at (0, x) is isomorphic to X A F × V F , and the same is true of the tangent cone of X A at x [SSV13, Theorem 24]. The fact that Φ induces an isomorphism follows from the fact that, for all i ∈ F , π * (u i ) = u i , and for all j ∈ I F , ϕ(u j ) = u j + O(u 2 j ).
Intersection cohomology
The purpose of this subsection is to introduce and prove Theorem 3.7. This is a slight reformulation of [PW07, 4.1], which was in turn based on the work in [KL80, §4] . See also [Let13, 3.3 .3] for a similar result, formulated in Hodge theoretic terms, with a slightly different set of hypotheses. Let X be a variety over a finite field F q . Fix a prime number ℓ not dividing q, and consider the ℓ-adicétale intersection cohomology group IH * (X; Q ℓ ) := H i−dim X (X; IC X ). Let Fr be the Frobenius automorphism of X, and let Fr i be the induced automorphism of IH i (X; Q ℓ ). We say that X is pure if the eigenvalues of Fr i all have absolute value equal to q i/2 . We say that X is chaste if IH i (X; Q ℓ ) = 0 for all odd i and Fr 2i acts by multiplication by
If X is chaste, then we define
Given a point x ∈ X, we will also be interested in the local intersection cohomology groups IH * x (X; Q ℓ ) := H i−dim X (IC X,x ). We say that X is pointwise pure or pointwise chaste at x if the analogous properties hold for the local intersection cohomology groups at x. If X is pointwise chaste at x, we define
We say that X is an affine cone if it is affine and its coordinate ring F q [X] admits a nonnegative grading with only scalars in degree zero. The cone point of X is the closed point defined by the vanishing of all functions of positive degree. If X is an affine cone with cone point x, then IH * (X; Q ℓ ) is canonically isomorphic to IH *
Proposition 3.4. If X is an affine cone of positive dimension, then X is pure and IH i (X; Q ℓ ) = 0
Proof. Let U ⊂ X be the complement of the cone point, and let
vanishes when i ≥ dim X, and it is equal to IH i (U ; Q ℓ ) when i < dim X.
By the Leray-Serre spectral sequence applied to the G m -bundle U → Z, combined with the hard Lefschetz theorem for IH * (Z; Q ℓ ), IH i (U ; Q ℓ ) is isomorphic to the space of primitive vectors in IH * (Z; Q ℓ ) for all i < dim X. Thus purity of X follows from purity of the projective variety Z.
Remark 3.5. Proposition 3.4 is well-known to experts; in particular, a version of the argument above can also be found in [BJ04, 4.2] and [dCM09, 3.1].
The following combinatorial lemma will be needed in the proof of Theorem 3.7; the statement and proof of this lemma were communicated to us by Ben Webster. Let k be a field of characteristic zero. For all positive integers m, n, s, consider the super power sum polynomial
where x = (x 1 , . . . , x m ) ∈ k m and y = (y 1 , . . . , y n ) ∈ k n . Lemma 3.6. Suppose that p m,n,s (x, y) = p m ′ ,n ′ ,s (x ′ , y ′ ) for all s ≥ 0, that x i = 0 = y i for all i, and that x i = y j and x ′ i = y ′ i for all i, j. Then m = m ′ , n = n ′ , and (x, y) may be taken to (x ′ , y ′ ) by an element of S m × S n .
Proof. Consider the rational function
A rational function over a field of characteristic zero is determined by its Taylor expansion at zero, thus the values of the super power sums determine the rational function f (z). By looking at zeros and poles of f (z) with multiplicity, they determine m, n, x (up to permutation), and y (up to permutation).
We say that a variety Y over F q has polynomial count if there exists a polynomial ν Y (t) ∈ Z[t] such that, for all s ≥ 1, |Y (F q s )| = ν(q s ). Let X be an affine cone, and let X = ⊔X β be a stratification such that X 0 is the only zero-dimensional stratum, consisting only of the cone point.
Theorem 3.7. Suppose that X β has polynomial count for all β, and that X X 0 is everywhere pointwise chaste with local intersection cohomology Poincaré polynomial P X,x (t) = P β (t) for all x ∈ X β . Then X is chaste (and therefore also pointwise chaste at the cone point), and
Proof. Consider the Frobenius automorphism Fr * c of IH * c (X; Q ℓ ), the compactly supported intersection cohomology group. By Poincaré duality [Con, 1.4.6.5], we have
By the Lefschetz formula [Con, §1.5.2], the right-hand side of Equation (2) is equal to the sum over all x ∈ X(F q s ) of the trace of the Frobenius action on H i−dim X (IC X,x ). If x ∈ X β for some β = 0, then x contributes P β (q s ) to this sum. If x is the cone point, then IH * x (X; Q ℓ ) ∼ = IH * (X; Q ℓ ), so x contributes tr (Fr * ) s . Thus we have
Let α 1 , · · · , α r be the eigenvalues of Fr * , with multiplicity. Write
so that the left-hand side of Equation (3) is equal to
On the other hand, the right-hand side is a polynomial in q s with integer coefficients, and therefore can be written in the form p m,n,s (x, y), where the entries of x and y are all non-negative powers of q and the powers that appear in x are distinct from the powers that appear in y. Assuming that dim X > 1, Proposition 3.4 tells us that the hypotheses of Lemma 3.6 are satisfied, thus each α i is equal to a power of q. Since we already know by Proposition 3.4 that X is pure, this implies that X is chaste, and Equation (3) becomes
Since this holds for all s, we may replace q s with the variable t. Moving P X (t) = P 0 (t) to the right-hand side, and noting that ν X 0 (t) = 1, we obtain the desired equality.
Cohomological interpretation of Kazhdan-Lusztig polynomials
We now combine the results of Subsections 3.1, 3.2, and 3.3 to give a cohomological interpretation of the polynomial P M A (t). Let A be an arrangement over a finite field F q , and let ℓ be a prime that does not divide q.
Lemma 3.8. For every flat F and every element x ∈ X A,F , IH *
Proof. By Theorem 3.3, we have anétale map from a neighborhood of x ∈ X A to a neighborhood of (0, x) ∈ X A F × X A,F . It follows that the local intersection cohomology of X A at x is isomorphic to the local intersection cohomology of X A F at the cone point times the local intersection cohomology of X A,F at x. By the contraction lemma [Spr84, Corollary 1], the local intersection cohomology of X A F at the cone point is isomorphic to the the global intersection cohomology of X A F . Since X A,F is smooth, the local intersection cohomology of X A,F is trivial.
Let χ A (t) = χ M A (t) be the characteristic polynomial of A. The variety U A is polynomial count with ν U A (t) = χ A (t) [OT92, 2.69]. For any arrangement A in V , let
Proposition 3.9. The reciprocal plane X A is chaste, and
Proof. We proceed by induction on the rank of A. If rk A = 0, the statement is trivial. Now assume that the proposition holds for all arrangements of smaller rank. In particular, this means that X A F is chaste for all nonempty flats F . By Lemma 3.8, this implies that X A is pointwise chaste away from the cone point, with P X A ,x (t) = P X A F (t) for all F nonempty and x ∈ X A,F . The statement then follows from Theorem 3.7.
As a consequence, we find that the intersection cohomology Poincaré polynomial of a reciprocal plane over a finite field coincides with the Kazhdan-Lusztig polynomial of the corresponding matroid.
Theorem 3.10. If A is an arrangement over a finite field, then P X A (t) = P M A (t).
Proof. This follows from Proposition 3.4, Theorem 3.9, and the uniqueness of Theorem 2.2.
Corollary 3.11. If a matroid M is representable, then P M (t) has non-negative coefficients.
Proof. If M is representable over some field, then it is representable over a finite field [Rad57, Theorems 4 & 6] , and the corollary follows from Theorem 3.10.
Let A be an arrangement over C. Theorem 3.10 says that we may interpret P M A (t) geometrically by choosing a representation of M A over a finite field and considering the ℓ-adicétale intersection cohomology of the resulting reciprocal plane. However, one might prefer to think about the topological intersection cohomology groups of X A (C). Let P X A (t) = i≥0 dim IH 2i (X A (C); C) t i .
Proposition 3.12. If A is an arrangement over C, then the topological intersection cohomology of X A (C) vanishes in odd degree, and P X A (t) = P M A (t). Furthermore, the topological analogue of Lemma 3.8 holds.
Proof. Choose a spreading out of X A and then base change to a finite field F q of sufficiently large characteristic. The fact that the topological intersection cohomology of X A (C) coincides with the graded dimension of the ℓ-adicétale intersection cohomology of X A (F q ) after tensoring with C follows from [BBD82, 6.1.9] (see also [Con, 1.4.8 .1]). The same goes for local intersection cohomology groups.
Remark 3.13. For A an arrangement over a finite field or C, the isomorphism class of the variety X A is not determined by the matroid M A . However, Theorem 3.10 and Proposition 3.12 imply that the intersection cohomology Poincaré polynomial P X A (t) is determined by M A .
Relation to the work of Li and Yong
Li and Yong [LY11] associate to any variety Y over a field k and any closed point p ∈ Y two polynomials: If A is an arrangement over k = F q or C, Y = X A , and p ∈ X A,F , then Lemma 3.8 and Theorem 3.10 (if k = F q ) or Proposition 3.12 (if k = C) tell us that Both properties studied by Li and Yong fail in general for X A ; for example, if M A F is the uniform matroid of rank d on a set of cardinality d + 1, we have
is a polynomial of degree less than d 2 with linear coefficient equal to
(Corollary 2.20). It would be interesting to determine whether there is a nice class of "covexillary matroids" for which h bc M (t) dominates P M (t).
Algebra
In this section we define a q-deformation of the Möbius algebra of a matroid, use Kazhdan-Lusztig polynomials to define a special basis for this algebra, and conjecture that the structure coefficients for this basis are non-negative. We then verify the conjecture for Boolean matroids, and for uniform matroids and braid matroids of rank at most 3.
The deformed Möbius algebra
Fix a matroid M . The Möbius algebra is defined to be the free abelian group
equipped with the multiplication ε F · ε G := ε F ∨G . We define a deformation
where crk I := rk M − rk I is the corank of I. The fact that we recover our original multiplication when q = 1 follows from the fact that H≥I≥F ∨G µ(I, H) = δ(H, F ∨ G).
Proposition 4.1. The Z[q, q −1 ]-algebra E q (M ) is commutative, associative, and unital, with unit equal to
Proof. Commutativity is immediate from the definition. For associativity, we note that
and therefore
This expression is clearly symmetric in F , G, and J, hence our product is associative.
For the statement about the unit, we observe that
The Kazhdan-Lusztig basis
We now define a new basis for E q (M ) in terms of the standard basis, using Kazhdan-Lusztig polynomials to define the matrix coefficients. The definition is analogous to that of the KazhdanLusztig basis for the Hecke algebra, and we therefore call our new basis the Kazhdan-Lusztig basis.
For all F ∈ L(M ), let
It is clear that
Consider the structure constants for multiplication in this basis. That is, for all F, G, H, define
We conjecture that this polynomial has non-negative coefficients.
Boolean matroids
In this subsection we will prove Conjecture 4.2 for Boolean matroids by producing an explicit formula for multiplication in the Kazhdan-Lusztig basis. We first need the following two lemmas.
We have where the last equality is an application of the binomial theorem.
Lemma 4.4. Fix subsets F ⊂ G ⊂ [n]. Then for any polynomials f (q) and g(q), we have
Proof. This is simply a reformulation of the binomial theorem. (1 + q) F ∆G (2q + q 2 ) |L F ∪G| q n−|J| (1 − q) |J L| (−q) |K J| x K .
By writing n − |J| = n − |K| + |K J|, we may rewrite our equation as
Applying Lemma 4.4 first to the sum over J and then to the sum over L, this becomes
Uniform matroids
In this subsection we give the multiplication table for E q (M ) in terms of the Kazhdan-Lusztig basis when M is a uniform matroid of rank at most 3. The rank 1 case is covered by Proposition 4.5 with n = 1.
Example 4.6. Let M be the uniform matroid of rank 2 on the ground set [n] = {1, . . . , n}. In this case, P M F G (t) = 1 for all F ≤ G (since rk M = 2), and we have the following multiplication table:
x {i} · x ∅ = q(1 + q)x {1} + 1 + nq + (n − 1)q 2 x [n]
x 2 ∅ = q 2 x ∅ + q(1 + q) i x {i} + 1 + nq + (n − 1) 2 q 2 x [n] .
Example 4.7. Let M be the uniform matroid of rank 3 on the ground set [n] . In this case, A Appendix (with Ben Young)
We include here computer generated computations of Kazhdan-Lusztig polynomials of uniform matroids and braid matroids of small rank. Individual Kazhdan-Lusztig polynomials are to be read vertically; for example, We see some interesting patterns in the tables. First, we find experimental evidence for Conjecture 2.5. Also, with the help of the On-Line Encyclopedia of Integer Sequences [Slo14] , we can find formulas for specific coefficients. For example, we observe that the leading coefficient of the Kazhdan-Lusztig polynomial of the uniform matroid M 1,2k−1 is equal to the Catalan number C k = 1 k+1 2k k , and the leading coefficient of the Kazhdan-Lusztig polynomial of the braid matroid M 2k is equal to (2k − 3)!! (2k − 1) (k−2) . The former statement, along with a combinatorial description of all coefficients of Kazhdan-Lusztig polynomials of uniform matroids, will be proved in a future paper.
