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Introduction
Depuis toujours, l’être humain est curieux, et c’est pour cela qu’il cherche sans sans cesseà progresser et améliorer la connaissance de ce qui l’entoure. Il utilise les cinq sens qu’il
possède afin de mieux comprendre son environnement. En particulier, la vision et la distinction
des couleurs visibles est longtemps restée un mystère. Dès l’antiquité, les êtres physiciens se
questionnaient sur l’origine de la vision. Est-ce l’œil qui envoie un flux vers les objets ? Est-ce
que l’œil reçoit des ondes d’une source extérieure ? Pourquoi perçoit-on les couleurs et d’où
viennent-elles ?
Au Xe siècle, l’opticien Ibn al-Haytham est le premier à émettre l’hypothèse que l’œil
ne joue qu’un rôle de récepteur. Il est aussi à l’origine du sténopé, appareil constitué d’une
boite noire comprenant un trou par lequel se focalisent les rayons lumineux incidents. Cela
permet de voir la représentation inversée d’un objet. Ce système est considéré comme l’an-
cêtre de l’appareil photo. Depuis, les progrès n’ont cessé de continuer afin de comprendre les
constituants de l’œil et de l’optique et d’essayer de reproduire des scènes visibles.
Concernant les couleurs perceptibles par l’œil, il a longtemps été considéré qu’elles consis-
taient en un mélange de lumière et d’ombre. En 1671, c’est Isaac Newton qui comprend que la
lumière blanche n’est autre que la somme des autres couleurs visible grâce au prisme [New72].
Ce dernier est un élément capable de décomposer la lumière blanche incidente pour en dis-
tinguer l’ensemble des couleurs visible du fait de l’indice de réfraction différent pour chaque
couleur.
En 1800, William Herschel découvre par hasard que le domaine visible n’est pas borné, et
qu’autour, il peut y avoir d’autres éléments non perceptibles par l’œil. En effet, en utilisant
un thermomètre le long du spectre donné par le prisme, il s’est aperçu qu’à chaque couleur,
était associée une température donnée, et que cette dernière augmentait continuellement du
violet au rouge. De plus, il se rendit compte que le maximum de température se situait après
cette couleur rouge, mettant ainsi en évidence les rayonnement infrarouges. Dès lors, l’intérêt
pour ce domaine inconnu auparavant et d’autres domaines non perceptibles par l’œil croit, et
l’année suivante (en 1801), Wilhelm Ritter mit en évidence les rayonnements ultraviolets.
La caractérisation de la lumière comme étant une onde électromagnétique est arrivée un
peu plus tard, grâce à Maxwell. Depuis, beaucoup d’autres découvertes se sont succédées afin
d’obtenir les capteurs d’images tels qu’ils sont connus aujourd’hui. Leurs applications sont
diverses et variées : de la vie quotidienne dans les smartphones, à l’astronomie, en passant
par l’imagerie médicale, militaire, dans le domaine de l’agriculture... Ils sont maintenant
indispensables et aident à mieux comprendre le monde qui nous entoure.
Toutes ces applications auront besoin d’un domaine optimale selon l’information recher-
chée. Par exemple, il peut s’agir d’une scène dans laquelle un individu est caché, ou dans
laquelle la nature de la végétation est importante ou encore juste une scène visible. Pour cela,
plusieurs types vont être utilisés.
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Figure 1 – Représentation d’une même scène du point de vue du domaine infrarouge (à
gauche) et visible (à droite).
La figure 1 montre par exemple une même scène prise dans les spectres visible (droite), et
infrarouge (gauche). Dans le premier cas à droite, l’information représente ce que l’on voit,
alors que dans le deuxième cas à gauche, c’est la détection de chaleur qui est représentée. Par
conséquent, le fond de la pièce n’est plus discernable, mais la personne prise en photo ainsi que
la silhouette des photographes sont visibles. Cela montre bien l’intérêt et la complémentarité
de ces deux technologies.
Un second exemple est celui de l’astronomie. La figure 2 représente une nébuleuse qui
constitue un nuage composé de gaz où se forment des étoiles.
Elle est appelée nébuleuse Amérique du Nord de par sa forme visible qu’il est possible
d’observer à gauche. Cependant, l’image infrarouge donnée à droite par le télescope Spitzer
permet d’observer encore plus d’étoiles et d’obtenir plus de détails et d’informations. Ceci
montre encore l’intérêt de la complémentarité des données venant de plusieurs domaines
spectraux.
Les travaux présentés dans cette thèse s’articulent autour d’une fluctuation qui peut être
gênante qui apparaît dans les imageurs visibles et infrarouges : il s’agit de pixels qui clignotent
au cours du temps. En effet, les imageurs sont composés de millions d’éléments appelés pixels
qui donnent chaque point de l’image. Par conséquent, l’information de l’image peut être
détériorée. Un film étant une succession d’images, ce problème induit un clignotement de
certains pixels non désiré, même si la scène n’est constituée que de noir. Ceci est d’autant
plus gênant lorsque l’on souhaite détecter des étoiles distantes : il peut y avoir une fausse
alarme.
Ce phénomène de pixels clignotants, appelés pixels RTS pour Random Telegraph Signal
(ou signal des télégraphistes en français), est aléatoire dans le temps, c’est-à-dire que la
fréquence de battement n’est pas stable. De plus, il se peut que les pixels oscillent entre
plusieurs niveaux de gris. Par conséquent, l’étude de ces fluctuations peut être intéressante,
d’autant plus qu’elle semble toucher tous les domaines du spectre électromagnétique.
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Figure 2 – Représentation d’une même scène du point de vue du domaine infrarouge (à
gauche) et visible (à droite).
Lorsque l’imageur est exposé à des radiations environnantes (spatiales, nucléaires...) ce
phénomène RTS s’amplifie. Cela est donc problématiques pour les applications demandant
une grande précision telles que l’astronomie par exemple. Mais cette particularité permet aussi
de détériorer l’imageur artificiellement au cours d’une irradiation contrôlée afin d’obtenir plus
de données statistiques et donc mieux analyser le phénomène.
L’objectif de ces travaux est de comprendre et caractériser ce phénomène afin de pouvoir
en connaître l’origine, mais aussi prévoir ou atténuer cette fluctuation. En effet, établir des
modèles permet de prédire le phénomène de façon concrète pour les futures applications, et
ainsi avoir une meilleure connaissance de cette dégradation. La caractérisation de ce signal
permet aussi de mieux appréhender la nature des défauts responsables. L’atténuation de la
fluctuation, correspondant à la réduction du nombre de pixels clignotants en agissant au
niveau du design par exemple, permet d’augmenter la qualité du détecteur.
Dans une première partie, les différents types de capteurs d’images et de pixels utilisés
seront définis. Cela permettra de comprendre comment ces systèmes fonctionnent et sont fa-
briqués. De plus, une introduction aux signaux RTS dans les différents éléments électroniques
sera établie afin d’avoir une vision globale sur la littérature et ce qui peut être observé dans
ce domaine. En effet, sous le nom RTS, se profilent plusieurs types de signaux.
Dans un deuxième chapitre, le phénomène de pixels clignotant et son origine seront plus
précisément définis. Cela permettra de mieux cerner et présenter la problématique de ce
travail. Les outils développés pour détecter et caractériser ces pixels gênants seront aussi
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présentés afin de clarifier les méthodes mises en œuvre dans ces travaux.
Dans un troisième temps, l’analyse des fluctuations sera effectuée dans la technologie
visible. C’est une technologie très couramment utilisée dans de nombreux domaines de la vie
quotidienne, et elle est mature. Les irradiations seront largement utilisées afin d’augmenter la
statistique de pixels RTS, car en sortie de fabrication, très peu de pixels clignotent. De plus,
il sera démontré que selon le type d’irradiation appliquée, les caractéristiques des signaux
RTS seront différentes. Ce chapitre permettra de mieux localiser les sources responsables des
fluctuations, mais aussi de les modéliser de façon statistiques afin de pouvoir prévoir l’impact
du phénomène sur les imageurs.
Dans un dernier chapitre, les fluctuations RTS seront analysées dans un matériau infra-
rouge bien particulier : l’InSb. C’est une technologie en cours de maturation mais qui est
assez stable et reproductible. Les principales caractéristiques seront extraites et comparées à
ce qui se trouve dans la littérature. Cela permettra de mieux prédire le mécanisme dans l’in-
frarouge, mais aussi d’évoquer l’universalité de ce problème dans tous les imageurs, quelque
soit le domaine de longueur d’onde visé.
Chapitre 1
Les capteurs d’images et le signal
des télégraphistes
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Les capteurs d’images sont généralement utilisés pour photographier une scène. Cepen-
dant, cette scène peut être de différente nature en fonction de ce que l’on veut regarder. Par
exemple, il est possible de vouloir juste enregistrer une image visible, ou bien capter des pré-
sences humaines dans un paysage grâce à la température corporelle (rayonnement infrarouge).
En effet, la chaleur dégagée pourra dans ce cas être représentée selon un code couleur visible,
et la détection d’individus cachés devient possible, comme c’est le cas pour les applications
de défense.
Ces deux exemples montrent l’intérêt de pouvoir accéder à plusieurs domaines du spectre
électromagnétique. Pour ce faire, plusieurs matériaux aux propriétés bien particulières sont
utilisés. Cependant, dans tous les cas, un signal parasite appelé signal des télégraphistes est
susceptible de venir perturber la performance de certains pixels. Cette fluctuation provient
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de défauts situés dans la maille cristalline du semiconducteur utilisé et à ses interfaces avec
les diélectriques.
Dans ce premier chapitre, l’accent sera porté sur les matériaux qui absorbent une gamme
de longueurs d’onde donnée. L’objectif est multiple : il s’agit tout d’abord d’introduire les
différentes technologies utilisées dans ces travaux et leurs intérêts, puis de définir les capteurs
d’images, leur fonctionnement, ainsi que le signal parasite appelé signal des télégraphistes du
courant d’obscurité induit par des défauts cristallins.
1.1 Différents matériaux utilisés selon la gamme de longueurs
d’onde visée
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Figure 1.1 – Spectre de rayonnement électromagnétique.
La lumière possède des caractéristiques bien particulières. En effet, il s’agit à la fois d’un
flux de photons qui se comporte comme un flux de particules, et d’une onde électromagnétique
capable de se propager dans le vide (en plus des milieux matériels). Par conséquent, l’onde
lumineuse possède une énergie donnée et se propage à une longueur d’onde donnée dans le
vide. Ces propriétés sont reliées par les relations suivantes :
E = h× ν = h× c
λ
et c = λ× ν (1.1)
avec :
— c la célérité de la lumière dans le vide ( 3× 108 m s−1)
— λ la longueur d’onde en m
— ν la fréquence en Hz
— E l’énergie en eV
— h la constante de Planck (6.63× 10−34 J s ou 4.14× 10−15 eV s)
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Selon l’énergie ou la longueur d’onde des photons incidents, l’œil sera capable de capter ou
non cette onde électromagnétique. L’ensemble des longueurs d’ondes détectées par l’œil est
appelé le spectre visible, correspondant à l’ensemble des couleurs que l’humain est susceptible
de voir.
La figure 1.1 représente le spectre électromagnétique sur une fenêtre plus large que le
simple domaine visible. La détection de rayons X ou UV est utilisée dans l’imagerie médicale
par exemple, car ils ne sont pas absorbés de la même façon pour les organes et les os. L’image
obtenue sera donc un dégradé de gris en fonction du flux de rayons récupéré et détecté par
l’imageur utilisé. La détection de rayonnements infrarouges permet la détection de chaleur et
est souvent utilisée dans le domaine de la défense. Elle peut aussi être utilisée dans le domaine
de l’astronomie, de la météo, ou de l’étude de la végétation(selon le type de végétation au sol,
les rayonnements infrarouges ne sont pas les mêmes). Ceci montre donc l’intérêt de détecter
des longueurs d’ondes non seulement du domaine visible, mais aussi de s’étendre aux domaines
du spectre électromagnétique.
1.1.2 Types de détecteurs et matériaux appropriés
De la même façon que l’œil, les matériaux utilisés ne peuvent pas détecter efficacement
toutes les longueurs d’onde, aussi la figure 1.2 [Pho10] présente ceux qui sont adaptés pour
chaque domaine visé.
Figure 1.2 – Matériaux priviligiés pour la gamme de longueur d’onde visée.
Il existe 2 types de détecteurs : les détecteurs thermiques et les détecteurs photoniques.
Ils sont détaillés dans les paragraphes suivants.
1.1.2.1 Les détecteurs thermiques
Les détecteurs thermiques se basent sur un changement de leur température lorsque qu’un
photon incident intervient. Un paramètre physique (résistance, dilatation, permittivité...) va
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alors varier en fonction de cette température, ce qui permet de mesurer le flux incident. Les
bolomètres par exemple sont des détecteurs résistifs, c’est-à-dire que c’est la résistance qui
va varier en fonction de la température et donc du flux. Comme montré sur la figure 1.2, ils
sont principalement utilisés pour la détection infrarouge, et leur principale qualité est qu’ils
peuvent opérer à température ambiante [WHK92].
1.1.2.2 Les détecteurs photoniques ou quantiques
Les détecteurs photoniques se basent généralement sur les semiconducteurs. Ce derniers
sont des matériaux qui ne sont ni isolants, ni conducteurs. La figure 1.3 représente l’aspect
énergétique de tels matériaux. Ils contiennent d’une part des électrons qui sont liés au réseau
cristallin, ils sont immobiles. Ils appartiennent alors à la bande dite « de valence ». Ces ma-
tériaux contiennent d’autre part des électrons libres qui sont dans un état excité, permettant
de faire circuler un courant. Ils appartiennent alors à la bande dite « de conduction ».
Figure 1.3 – Aspect énergétique de différents types de matériaux : isolants, semiconducteurs,
conducteurs. Eg correspond à la largeur de bande interdite (pour Gap en anglais).
Par conséquent, un matériau conducteur peut être représenté comme un chevauchement
entre ces deux bandes : aucune énergie est nécessaire pour faire passer un électron de la bande
de valence à celle de conduction, c’est-à-dire le libérer.
D’autre part, les matériaux isolants sont des matériaux dont les bandes sont séparées par
une bande interdite très large (typiquement Eg > 5 eV à température ambiante). Il faut donc
fournir énormément d’énergie pour arracher un électron à la bande de valence, il n’y a aucun
électron circulant dans la bande de conduction.
Enfin les matériaux semiconducteurs se situent entre les deux, c’est-à-dire que les deux
bandes sont séparées par une bande interdite plus faible que pour les isolants. Par conséquent,
une excitation thermique ou photonique d’amplitude au moins égale à Eg permet de faire
passer des électrons de la bande de valence à la bande de conduction. Ainsi, la bande de
conduction n’est pas dépourvue d’électrons, comme c’est le cas pour un isolant.
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Figure 1.4 – Absorption d’un photon dans un semiconducteur d’un point de vue spatial et
énergétique : passage d’un électron de la bande de valence à celle de conduction. Il y a alors
un électron libre dans la bande de conduction, laissant un emplacement vacant (appelé trou).
Ce trou libre se déplace indirectement dans la bande de valence grâce aux remplacements
successifs des électrons de valence (mais qui reste lié chimiquement). Les porteurs libres sont
représentés en rouge.
Dans le cas de l’imagerie, l’onde électromagnétique incidente représentée par un photon
possède une énergie donnée, qui peut être cédée à l’élément photosensible. Dans ce cas, si
l’énergie est supérieure à la bande interdite, un électron peut passer de la bande de valence
à celle de conduction par effet photo-électrique afin d’être collecté par la chaîne de lecture,
comme le montre la figure 1.4. C’est alors un vide d’électron, appelé trou, qui le remplace.
Selon son énergie (ou sa longueur d’onde), le photon est absorbé plus ou moins en pro-
fondeur dans le matériau. En effet, si l’énergie est à peine supérieure à la bande interdite,
la probabilité d’exciter un électron est plus faible et le photon a plus de chance d’aller en
profondeur (loi de Beer-Lambert-Bouguer [Bou29]). Au contraire, plus l’énergie est forte,
plus la profondeur de pénétration est faible, car la probabilité d’exciter un électron est forte.
Dans ce cas, les électrons libérés seront proches de la surface incidente généralement recou-
verte d’un diélectrique (anti-reflet ou couche de passivation), et donc auront plus de chance
d’être recombinés plutôt que d’être collectés en tant que signal. Par conséquent, il existe une
énergie maximale et donc une longueur d’onde minimale qui limite le domaine spectral de
fonctionnement des imageurs.
Tout ceci explique finalement que le domaine de sensibilité d’un matériau donné soit
différent d’un autre. Par exemple, il est d’environ 400 à 1000 nm pour le silicium [Vir12], de
tout l’infrarouge pour le HgCdTe en fonction de l’alliage, ou de 3 à 5 µm pour l’InSb [Rog02]
[Nor98].
Dans le spectre visible, les imageurs en silicium sont largement répandus puisque cette
technologie est mature et que c’est le procédé usuel d’intégration en microélectronique (tous
les composants tels que les transistors par exemple sont en silicium). Elle est aussi utilisée
dans la plupart des applications commerciales.
Dans le domaine de l’ultraviolet, pour de très faibles longueurs d’onde où le soleil n’émet
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plus sur Terre (ses rayonnements sont stoppés par la couche d’ozone), le silicium n’est pas
optimal car l’absorption se fait trop rapidement, et un matériau plus adapté sera notamment
l’AlGaN[SH13] ; [Lam+01]
Dans le domaine de l’infrarouge, il existe plusieurs types de détecteurs photoniques [Gué10] :
— Les QWIP (Quantum Well Infrared Photodetector) [GB99] ou les QDIP (Quantum
Dot Infrared Photodetector) [MR08] sont des photoconducteurs, c’est-à-dire qu’ils sont
basés sur un seul semiconducteur ou alliage (GaAs ou InP par exemple). Ces détec-
teurs à puits quantiques s’appuient sur les transitions intrabandes du semiconducteur.
La fabrication se réalise par une alternance de couches fines de différents alliages de
matériau II-V. La différence entre ce QWIP et le QDIP est que dans le cas du QDIP,
une dimension spatiale du puits quantique est rajoutée.
— Les super-réseaux sont des détecteurs basés sur la superposition de plusieurs couches
fines d’alliages tels que l’InAs et le GaSb [SM87]. Ils sont constitués de plusieurs
semiconducteurs dopés différemment.
— Le germanium dopé au gallium est utilisé dans l’infrarouge lointain [HHR79]
— Les détecteurs à base de jonction PN (définie par la suite) simple, tels que le HgCdTe,
InSb ou InGaAs sont très utilisés. Cependant, ils nécessitent souvent d’être refroidis
comme cela sera montré plus tard. Ces matériaux font partie de la catégorie III-V
(InSb, InGaAs) et II-VI (HgCdTe)
Dans ces travaux, l’étude sera plus précisément portée sur les photodétecteurs à base de
jonction PN sur le domaine du visible (avec l’utilisation du silicium) et de l’infrarouge (avec
des matériaux III-V ou II-VI).
Le silicium possède une bande interdite indirecte de 1.12 eV à température ambiante
[SN06], ce qui correspond à l’excitation minimale à fournir pour arracher un électron de la
bande de valence et l’envoyer dans celle de conduction. En effet, si l’excitation est inférieure
à cette valeur de bande interdite, le matériau est dit « transparent », car il n’y a pas d’ab-
sorption. Considérant une onde électromagnétique, il faudrait donc, d’après l’équation 1.1,
une longueur d’onde maximale de 1100 nm pour que la lumière soit absorbée et détectée, un
peu au delà du domaine du visible. Par conséquent, il est difficile d’accéder au spectre de
l’infrarouge avec du silicium.
Dans le cas de l’imagerie infrarouge, les matériaux utilisés ont une bande interdite très
étroite. Par exemple, l’InSb possède une bande interdite de 0.23 eV à 80K (et 0.17 eV à 300K),
soit une longueur d’onde maximale de coupure de 5.4 µm pour une onde électromagnétique à
80K, ce qui est adapté au domaine du MWIR. Le HgCdTe (aussi appelé MCT pour Mercure
Cadmnium Telluride) possède une bande interdite qui peut varier de 0 à 1.5 eV en fonction
des proportions en Cadmium (Cdx) et Mercure (Hg1-x) dans l’alliage effectué. Dans le cas
de l’InGaAs, la bande interdite est de 0.75 eV à température ambiante. Il est nécessaire de
refroidir l’InSb et le HgCdTe pour leur utilisation afin de diminuer les phénomènes parasites
tels que le courant d’obscurité qui sera défini plus tard.
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1.2 Du matériau à la photodiode
Une photodiode correspond à l’élément photosensible qui va récupérer l’information utile :
les photons incidents transmettent leur énergie à autant d’électrons par effet photo-électrique
(dans le cas idéal). Ainsi, il y a des électrons libres dans la bande de conduction et des trous
libres dans la bande de valence qui sont photo-générés et dont le nombre est proportionnel à
l’éclairement. Ensuite, ces charges mobiles (électrons ou trous selon le type de dopage de la
zone de collection de la photodiode) seront collectées par le nœud de lecture.
Le schéma d’une photodiode conventionnelle en silicium est donné en figure 1.5. Il montre
que la photodiode est un détecteur photovoltaïque principalement constitué d’une jonction
PN [SN06], c’est-à-dire de la jonction de deux éléments dopés différemment.
Figure 1.5 – Vue en coupe d’une photodiode conventionnelle CMOS. Les photons incidents
vont exciter des électrons par effet photo-électrique, laissant des électrons libres dans la bande
de conduction, et des trous libres dans celle de valence.
1.2.1 Dopage du matériau
Des impuretés peuvent être volontairement introduites dans le semiconducteur, on parle
alors de dopage. Dans le cas du silicium, le phosphore, l’arsenic ou le bore sont généralement
utilisés.
La figure 1.6 représente l’effet des deux types de dopages sur le silicium. Du côté gauche du
schéma, le matériau est dopé N. Cela est possible grâce à l’intégration d’atomes de phosphore
dans le réseau cristallin. Cet élément atomique possède cinq électrons de valence (contrai-
rement au silicium qui en a 4), et son insertion entraîne alors une non connexion d’une de
ses liaisons chimiques, et donc un électron libre automatiquement émis dans la bande de
conduction à température ambiante. Finalement, l’atome de phosphore sera ionisé positive-
ment, mais le matériau garde sa neutralité globale grâce à l’électron libre. Le phosphore est
donc un atome « donneur », et sa concentration sera notée ND (elle correspond aussi à la
densité d’électrons libres n dans le matériau à l’équilibre thermodynamique). De plus, avant
dopage, la concentration intrinsèque en porteurs libres, notée ni, vaut 1.5× 1010 cm−3 pour













































Figure 1.6 – Effet du dopage d’un matériau : du côté gauche, le silicium est dopé N et
le niveau de Fermi augmente avec le dopage, et du côté droit, le silicium est dopé P et le
niveau de Fermi diminue avec le dopage. L’exemple est donné pour le silicium, mais le même
raisonnement peut être porté pour les matériaux infrarouges.
le silicium à 300 K et 4.2× 109 cm−3 pour l’InSb à 80 K. A l’équilibre, cette concentration
suit la relation n × p = n2i . Par conséquent, dans le cas d’un dopage N, la concentration en




Le niveau de Fermi correspond au niveau d’énergie d’un état pour lequel la probabilité
d’être occupé par un électron est égale à celle d’être occupé par un trou et vaut 1/2. Dans le
cas du silicium intrinsèque (non dopé), ce niveau est situé au milieu de la bande interdite et
est généralement appelé niveau de Fermi intrinsèque Ei. Dans le cas du dopage N, beaucoup
d’électrons occupent la bande de conduction, donc le niveau de Fermi (EF) est plus élevé.
A l’inverse, du côté droit de la figure 1.6, le matériau est dopé P, c’est-à-dire que du bore,
qui possède trois électrons de valence, sera implanté dans le réseau cristallin. Par conséquent,
l’insertion de cet atome provoque un manque d’électron dans une des liaisons chimiques, et
donc un trou de valence, capable de se déplacer indirectement lorsqu’un électron de valence
échangera sa place avec lui. De la même façon que précédemment, l’atome de bore va être
ionisé et garder avec lui une charge négative fixe. Le bore est donc un atome « accepteur »,
et sa concentration sera notée NA (elle correspond aussi à la densité de trous p dans le




p << p. Dans ce cas, beaucoup de trous occupent la bande de valence, donc le niveau
de Fermi diminue.
Le dopage correspond finalement à une densité d’impuretés dans le matériau utilisé. Il
induit une variation du niveau de Fermi. Dans le cas du silicium, les dopages sont typiquement
de l’ordre de 1× 1015 cm−3 pour la zone P et de l’ordre de 1× 1017 cm−3 pour la zone N au
niveau de la jonction (en effet, le dopage n’est pas uniforme dans tout le matériau). Cette
différence de dopage permet un meilleur transfert de charges.
Dans le cas de matériaux III-V, le mécanisme repose sur le même principe, mais l’ar-
chitecture est différente puisqu’il s’agit d’un alliage. Dans le cas de l’InSb, il est constitué
d’antimoine (ayant 5 électrons de valence) et d’indium (ayant 3 électrons de valence) qui sont
en même proportion. Le dopage N se fait grâce à de l’implantation de Tellure (qui a 6 élec-
trons de valence) à la place de l’antimoine, et il est généralement de 1× 1015-1× 1016 cm−3.
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A l’inverse, le dopage P se fait avec du béryllium (qui a 2 électrons de valence) à la place de
l’indium, et il est généralement de 1× 1017-1× 1019 cm−3 pour le dopage P.
Dans le cas du HgCdTe [Bru15], il s’agit d’un alliage ternaire dont les proportions de
Cadmium fixent la largeur de la bande interdite (Eg = −0.302 + 1.93x − 0.81x2 + 0.832x3 +
5.35.104T(1−2x) [HSC82]). La structure de type Zinc-Blende est quasiment neutre. Le dopage
peut se faire de façon intrinsèque (formation de lacunes de mercure pour un dopage P) ou
extrinsèque (implantation d’arsenic si la zone de collection est la zone P, ou de cuivre ou d’or
si la zone de collection est la zone N pour le dopage P ; implantation d’indium ou de bore
pour le dopage N).
1.2.2 La jonction PN
Figure 1.7 – Jonction PN à l’équilibre thermodynamique.Au milieu des zones neutres, une
zone de charge d’espace de largeur Wp + Wn se forme.
La figure 1.7 représente la juxtaposition d’un matériau de type N et de type P (cela forme
une jonction PN). Tout d’abord, les porteurs majoritaires de chaque zone (i.e les électrons
dans la zone N et les trous dans la zone P) vont chercher à se recombiner au niveau de la
jonction. Cela crée alors une zone dépourvue de porteurs libres qui est généralement appelée
« zone de charge d’espace » (ZCE). Dans cette zone, un champ électrique est établi car les
dopants ionisés sont fixes et ne peuvent pas se recombiner de la même façon que les charges
libres. Par conséquent, une jonction PN est constituée de deux zones neutres avec au milieu
une zone où il règne un champ électrique. L’extension de cette zone de charge d’espace dans
chaque zone dépend directement du dopage et est telle que NA ×Wp = ND ×Wn, avec Wp
et Wn la largeur de la ZCE de chaque côté de la jonction.
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De plus, le niveau de Fermi n’étant pas situé au même niveau dans la bande interdite
de chaque côté de la jonction, il va y avoir une courbure de bande dans la zone de charge
d’espace car le niveau de Fermi doit être le même en tout point du semiconducteur à l’équilibre
thermodynamique. La hauteur de cette courbure est donnée par l’équation 1.2, ou ni est la
concentration de porteurs libres intrinsèque, NA (exprimée en cm−3) est la concentration de










Figure 1.8 – Jonction PN en polarisation inverse : les électrons sont attirés vers les forts
potentiels de la zone N et les trous vers les faibles potentiels de la zone P.
Lorsque cette jonction est polarisée en inverse, une polarisation positive est appliquée côté
N. Par conséquent, la ZCE s’étend car des porteurs libres se recombinent et la courbure de
bande s’accroît. Il est alors d’usage de définir des « quasi-niveaux de Fermi » EFN et EFP
qui correspondent aux niveaux de Fermi dans les zones neutres N et P.Les électrons photo-
générés dans la ZCE sont attirés vers la zone N car ils se dirigent vers les forts potentiels, et
les trous vers la zone P car ils se dirigent vers les faibles potentiels, ce qui évite que les paires
électrons/trous ne se recombinent. C’est comme cela que les porteurs photo-générés rejoignent
la zone où ils sont majoritaires, pour être stockés avant d’être collectés par le nœud de lecture.
Des équations et précisions concernant les phénomènes de transport seront présentés dans le
chapitre suivant.
La photodiode est donc une jonction PN permettant de convertir une onde électromagné-
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tique (lumineuse ou infrarouge) en charges afin d’obtenir un signal électrique. La polarisation
en inverse permet la collection de charges.
1.2.3 La photodiode pincée
Dans le cas du silicium, c’est généralement la zone N qui correspond à la zone de collection
car le substrat P est le plus répandu dans les procédés de fabrication. Il est aussi plus facile
de collecter des électrons qui y ont une meilleure mobilité que les trous, et cela induit un
meilleur transfert de charge.
La photodiode pincée ou enterrée, dite PPD (Pinned PhotoDiode)[FH+14] est représentée
en figure 1.9. Elle comprend une implantation dopé P qui est ajouté entre la zone N et
l’oxyde, afin d’avoir une meilleure isolation et ainsi supprimer totalement les interfaces Si/SiO2
en contact avec la zone dépeuplée de la PPD. Elle présente donc un très faible courant
d’obscurité (courant généré thermiquement en l’absence de photons), de l’ordre de quelques
e-/s à température ambiante. De plus, une grille de transfert est placée entre le nœud de
lecture et la photodiode afin de découpler l’intégration des charges et la lecture du signal et
ainsi pouvoir effectuer un double échantillonnage corrélé.
Figure 1.9 – Vues en coupe d’une photodiode pincée (PPD). Une implantation P ainsi
qu’une grille de transfert sont ajoutés afin de réduire le bruit et améliorer les performances
de la photodiode pour récupérer un signal de meilleure qualité.
Le fonctionnement de la PPD, décrit sur la figure 1.10 est le suivant : pendant un certain
temps appelé temps d’intégration, la grille est polarisée à tension basse (typiquement Vlotg ≈
−0.5V), ce qui permet de bien isoler la photodiode du circuit de lecture. Le signal lumineux
incident est alors absorbé par effet photo-électrique, ce qui introduit des électrons libres
dans la PPD. Après ce temps d’intégration, la grille de transfert est très fortement polarisée
(typiquement Vhitg ≈ 3.3V) afin de transférer les électrons stockés dans la photodiode vers le
nœud de lecture, puisqu’ils se dirigent préférentiellement vers les forts potentiels.
La quantité maximale d’électrons que pourra contenir la PPD dépend de sa taille et sera
définie comme la Full Well Capacity (FWC) [Pel15]. Au delà de cette valeur, la PPD sature
et le signal de sortie n’est plus proportionnel à l’éclairement (cette non proportionnalité peut
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Figure 1.10 – Principe de fonctionnement de la PPD. La grille de transfert est polarisée
différemment pendant le temps d’intégration ou le temps de transfert afin de stocker les
charges collectées ou de les amener vers le nœud de lecture.
aussi se produire lors de la saturation au niveau du circuit de lecture).
1.2.4 La photodiode en matériaux III-V
A l’inverse de la photodiode silicium utilisée dans ces travaux, la zone de collection n’est
pas forcément la zone N. Dans ce paragraphe, l’exemple montré sera donc celui inverse au
silicium, où la zone P va servir d’élément de collection, et la zone N servira de substrat











Figure 1.11 – Vue en coupe d’une photodiode en matériau III-V. Ici, le signal s’acquiert par
la collection de trous.
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La figure 1.11 représente une telle photodiode InSb. Il s’agit d’une jonction PN avec
un filtre anti-reflet hybridée sur un circuit de lecture. Une bille d’indium permet de faire les
contacts avec le circuit de lecture. La technologie P/N est régulièrement utilisée en infrarouge :
dans le cas du HgCdTe par exemple cela permet d’augmenter la température de fonctionne-
ment (la lacune de Mercure est moins présente du fait d’un dopage extrinsèque). Dans le cas
de l’InSb, le substrat est dopé N par croissance, et c’est la technologie actuellement la plus
maîtrisée et commercialisée. Le dopage P est implanté par atomes de Béryllium.
1.3 Architecture et fonctionnement d’un capteur d’images
Un capteur d’images est une matrice d’éléments photosensibles (correspondant aux pho-
todiodes) appelés pixels. Chacun de ces pixels collecte les charges créées grâce au flux incident
pendant un temps d’intégration donné. Ensuite, les charges sont transférées via un circuit de
lecture (simultanément ou non pour chaque pixel [Big+06][ED+09]) et un courant propor-
tionnel à l’éclairement reçu est récupéré. L’information est finalement acquise et il est possible
de la traiter pour reconstituer une image numérique.
Selon le matériau utilisé, l’acheminement des signaux dans le circuit de lecture est différent,
et c’est pourquoi cette partie présente l’architecture globale des pixels utilisés dans ces travaux.
1.3.1 Fonctionnement d’un imageur CMOS en silicium
Dans le cas du silicium, deux technologies s’affrontent : le Charge Coupled Device (CCD) et
le Complementarty Metal Oxyde Semiconductor (CMOS) Image Sensor (CIS). La principale
différence vient du fait que dans le premier cas, les charges de chaque pixel sont acheminées
jusqu’en sortie de la matrice avant d’être converties en tension, alors que dans le deuxième
cas, la conversion charges/tension s’opère à l’intérieur du pixel. Ces travaux de thèse se
concentrent sur la technologie CMOS qui est aujourd’hui la plus utilisée, alors que les CCD
sont abandonnés progressivement.
Deux types de pixels sont étudiés dans ces travaux : les pixels 3T (pour 3 transistors) et
les pixels 4T (pour 4 transistors). Dans le premier cas, c’est une photodiode conventionnelle
qui est utilisée, alors que dans le deuxième, c’est la photodiode pincée (la grille de transfert
constitue le quatrième transistor).
La figure 1.12 représente l’architecture globale d’un imageur CMOS composé de pixels
3T. Chaque pixel comprend :
— la photodiode
— un transistor de reset RST qui assure la réinitialisation du pixel entre 2 images
— un transistor suiveur SF (Source Follower) en régime saturé qui permet d’amplifier le
courant du nœud de lecture et isoler ce nœud de lecture du circuit suivant (adaptation
d’impédance).
— un transistor de sélection de colonne activé par le signal Sel Y qui autorise la lecture
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Figure 1.12 – Architecture globale d’un capteur d’images comprenant des pixels 3T, et
chronogramme associé.
du signal du pixel dont la ligne est aussi sélectionnée grâce au signal Sel X. Ces signaux
de commande sont fournis respectivement par les décodeurs colonne et ligne.
Le nœud de lecture correspond directement à la photodiode ; c’est là que les charges sont
stockées pendant le temps d’exposition aux photons appelé temps d’intégration. Après ce
temps, et lorsque les signaux de sélection du pixel donné (Sel X et Sel Y) sont actifs, le
signal collecté est transféré jusqu’à une capacité de stockage CS grâce à l’activation de la
commande SHS. Ensuite, c’est le signal de reset qui est actionné afin de réinitialiser le nœud
de lecture à un potentiel de référence. Ce signal de référence est par la suite acheminé jusqu’à
une capacité de stockage CR lorsque la commande SHR est activée. Enfin le signal de sortie
Vout correspond à la soustraction du signal lumineux à celui de référence. Cette différence est
proportionnelle à l’éclairement et est numérisée puis enregistrée pour obtenir l’image finale.
Le transistor en bas de colonne dans le circuit de lecture est assimilé à une source de
courant. Il est polarisé par la tension VLN et permet de garder un courant constant dans la
branche. Les transistors PMOS polarisés par VLP en sortie de circuit de lecture ont le même
rôle que le précédent et sont polarisés à la tension VLP. Ce sont des PMOS qui sont utilisés
afin d’optimiser la dynamique du capteur.
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Figure 1.13 – Architecture globale d’un capteur d’images comprenant des pixels 4T, et
chronogramme associé.
La figure 1.13 représente l’architecture globale d’un imageur CMOS composé de pixels 4T.
L’architecture du pixel est presque la même, seul un transistor de transfert a été rajouté afin
de séparer le nœud de collection des charges (en sortie de photodiode) et celui de lecture (en
sortie du reset). La chaîne de lecture reste identique. La grille de transfert est activée grâce à
un signal TG, ce qui modifie un peu le chronogramme de lecture du signal.
En effet, la différenciation des nœuds de collection et de lecture permet un double échan-
tillonnage corrélé (CDS : Correlated Double Sampling), c’est-à-dire que le signal collecté après
intégration et le signal de référence sont acquis avec pour seul intervalle le signal de TG, ils
sont donc sur une même trame. Cela permet de réduire fortement le bruit de recharge, qui
correspond au bruit généré par l’étape de reset. Par conséquent, les étapes de lecture d’un
pixel sélectionné grâce à Sel X et Sel Y sont les suivantes :
— après le temps d’intégration, le nœud de lecture est initialisé à la tension de référence
grâce à la commande RST.
— la tension de référence est stockée dans la capacité de stockage CR quand le signal
SHR est actif.
— le signal TG permet le transfert des charges collectées pendant le temps d’intégration
— ce signal utile est directement transféré à la capacité de stockage CS quand la com-
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mande SHS est actionnée.
— enfin, l’opération Vout = Vref −Vsig peut être réalisée.
En technologie CMOS, d’autres types de pixels existent et sont en cours de développement
tels que des pixels comprenant plus de 4 transistors [Vel+16] [Mey+11], mais ce n’est pas
l’objet de ces travaux.
1.3.2 Fonctionnement d’un imageur de technologie infrarouge
La figure 1.14 représente une matrice de pixels (ou FPA pour Focal Plane Array) en
technologie infrarouge. Le circuit intra-pixel peut être de plusieurs types : injection directe,
source-Follower per Detector (SFD) ou Capacitive Trans-Impedance Amplifier (CTIA) comme
explicité dans [Gue+14].
Le SFD [Fiè+11] s’apparente au pixel 3T, il est constitué d’une photodiode polarisée en
inverse, d’un reset, un transistor suiveur, et un transistor de lecture de ligne. Le circuit à
injection directe [YY09] comprend un transistor MOS en plus afin de découpler le nœud
de lecture de la photodiode, et une capacité variable qui permet d’être ajustée lorsque le
facteur de conversion charge-tension est fort. Le troisième type (CTIA) [Nag+04]contient un
amplificateur qui permet une polarisation de photodiode à faible impédance et une meilleure
efficacité d’injection. Cependant, cela induit plus de bruit électronique.
Figure 1.14 – Architecture globale d’un capteur d’images InSb
Dans ces travaux, le circuit intra-pixel utilisé est à injection directe car c’est celui qui a
le plus faible bruit électronique. Le circuit de lecture est réalisé en technologie CMOS.
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Les détecteurs infrarouges fonctionnent généralement à température cryogénique (environ
80K) afin de limiter le bruit thermique. Il est donc nécessaire de les refroidir. Pour cela, ils
sont placés dans des cryostats qui seront décrits plus loin dans le chapitre 4.
1.3.3 Les sources de bruit dans les imageurs
Il existe plusieurs types de bruit dans les imageurs, quelque soit le matériau utilisé. En
effet, chaque élément du circuit apporte sa contribution au bruit temporel, mais puisqu’il y
a un grand nombre de pixels, il apparaît aussi du bruit spatial lié à la non-uniformité du
procédé de fabrication.
1.3.3.1 Le bruit temporel dans les imageurs
Entre deux mêmes images prises à deux instants, il peut y avoir des différences dues au
bruit.
— Le bruit de grenaille (ou shot noise) est dû au fait que le flux de photons incidents (ou
les charges générées du courant d’obscurité) n’est pas totalement constant au cours du
temps. Ce bruit est aléatoire et suit un processus de Poisson.
— Le bruit de recharge (kTC) provient du bruit thermique du transistor de Reset. Ce
bruit disparaît dans les pixels 4T grâce au double échantillonnage corrélé. En effet,
dans ce cas là, la référence et le signal sont lus dans une même trame.
— Le bruit de lecture correspond à un bruit basse fréquence induit par des défauts élec-
triquement actifs dans le circuit de lecture. Par exemple, du bruit de scintillement
est visible au niveau du transistor suiveur lorsqu’un piège modifie la conductance du
canal, ce qui induit une fluctuation du signal utile.
— Le bruit de transfert de charges est visible dans les pixels 4T, lorsque des charges
peuvent être piégées/dépiégées à l’interface Si/SiO2 au niveau de la grille de transfert
ou de façon plus générale lorsque l’efficacité de transfert n’est pas parfaite.
1.3.3.2 Le bruit spatial dans les imageurs
Une image uniforme prise à un instant donné ne sera pas totalement homogène, car elle
provient d’une quantité importante de pixels dont les performances peuvent fluctuer à cause
de la variabilité des dispositifs semiconducteurs qui les composent. Il existe différents types
de bruit spatiaux.
— Le bruit spatial fixe (FPN pour Fixed Pattern Noise) implique le fait que tous les
composants de la matrice ne sont pas exactement identiques. Par conséquent il peut
y avoir des différences pixel à pixel. Grâce au double échantillonnage corrélé, ce bruit
disparaît au niveau pixel, mais est toujours présent en bas de colonne.
— La non uniformité du courant photonique (PRNU pour Photo Response Non Unifor-
mity) correspond au fait que les pixels peuvent avoir une réponse différente à la lumière
du fait d’une différence d’efficacité de collection ou de gain électrique.
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— La non uniformité du courant d’obscurité (DCNU pour Dark Current Non Unifor-
mity) correspond au fait que le courant d’obscurité (le nombre de charges générées
thermiquement) n’est pas le même pour tous les pixels.
1.4 Définition des défauts dans les semiconducteurs
La maille cristalline des matériaux n’est jamais parfaite. Lorsqu’elle est altérée, il est alors
possible de parler de défauts. Il en existe de plusieurs types et ils influent sur le fonctionnement
nominal du pixel. En effet, selon leur nature, ils peuvent provoquer une hausse des courants
parasites plus ou moins forte car certaines liaisons chimiques vont se retrouver incomplètes,
ce qui se traduit énergétiquement par un ou plusieurs niveaux d’énergie dans la bande inter-
dite. Ces derniers vont alors permettre la génération thermique de paires électrons/trous non
désirée. Cette partie va définir les défauts et expliquer la façon dont ils apparaissent.






































































































Figure 1.15 – Différents types de défauts élémentaires existent. Ici, la lacune, l’interstitiel et
le site de substitution sont montrés.
Il existe plusieurs types de défauts élémentaires [Sch06] [Arn11], qui sont représentés dans
la figure 1.15.
— La lacune qui correspond à un manque de noyau atomique sur un site cristallin, laissant
4 liaisons pendantes autour. Elle migre extrêmement vite et a tendance à s’unir avec
d’autres types de défauts ou des impuretés pour former un agrégat.
— L’interstitiel qui correspond à un noyau hors de son site cristallin. Il peut s’agir d’un
noyau de semiconducteur, dopant, ou étranger (oxygène par exemple).
— Le site substitutionnel qui correspond à un atome dopant ou étranger à la place d’un
atome de semiconducteur.
1.4. Définition des défauts dans les semiconducteurs 23
Lorsqu’il se crée une lacune, il se crée un interstitiel, et l’ensemble forme une paire de Frenkel.
Ces défauts peuvent être identifiés grâce à plusieurs techniques : la spectroscopie du cou-
rant d’obscurité [Bel16], la résonance paramagnétique électronique(EPR) (qui permet aussi de
déterminer les états de charge des défauts) ou la Deep Level Transient Spectroscopy (DLTS)
[Had12]. L’étude de recuits (c’est-à-dire la température à partir de laquelle le défaut s’anni-
hile) peut aussi permettre de confirmer l’identité du défaut considéré.
Figure 1.16 – Etats de charges de plusieurs défauts.[Mol99].
La figure 1.16 montre que les défauts (qu’ils soient ponctuels ou plus complexes) peuvent
adopter différents états de charges, comme c’est le cas pour la lacune qui en compte 5 différents
[Bou03]. Ces défauts peuvent être qualifiés de donneurs ou d’accepteurs. En effet, les donneurs
sont des défauts qui sont neutres lorsqu’ils sont chargés par un électron (i.e un électron dans le
niveau induit dans la bande interdite), alors que les accepteurs correspondent à des défauts qui
sont chargés négativement lorsqu’ils sont occupés par un électron [Mol99]. Aussi, la position
du niveau dans la bande interdite par rapport au niveau de Fermi indique si le défaut est
occupé ou non. Si un niveau donneur (respectivement accepteur) est au dessus du niveau
de Fermi, alors il est chargé positivement (respectivement neutre). A l’inverse, si un niveau
donneur (respectivement accepteur) est au dessous du niveau de Fermi, alors il est neutre
(respectivement chargé négativement). C’est pour cela que les signes (+/o/-) sont indiqués
sur la figure 1.16. De plus, un accepteur n’est pas forcément un piège à trou, ni un piège à
électrons, et il en va de même pour les donneurs, comme le montre le schéma.
L’interface entre l’oxyde et le silicium n’est pas parfaite, le Silicium étant cristallin et
le SiO2 étant amorphe. Il peut alors se créer des états d’interfaces, qui correspondent à des
défauts au niveau de cette jonction. Cela correspond à des centres pièges laissant des liaisons
pendantes par l’intermédiaire d’ions H+ [OM03]. A l’interface Si/SiO2, lors de la génération
de paires électrons/trous à cause d’un phénomène extérieur (irradiation par exemple), les
électrons sont attirés et évacués vers la grille, alors que les trous peuvent rester piégés à
l’interface, sils ne se recombinent pas avant. La création de tels états d’interfaces et charges
piégées sera précisée dans la partie suivante.
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1.4.1.2 Défauts complexes : agrégats
Les défauts simples peuvent se complexer. C’est le cas pour certains défauts tels que la
bilacune, le bi-interstitiel, la lacune-dopant qui sont couramment observés [GHM97].
La bilacune est l’assemblage de deux lacunes. Elle est notée V2 (diVacancy en anglais) et
il a été montré qu’elle peut être responsable d’une augmentation de la génération thermique
de l’ordre de 50 e-/s à température ambiante dans une PPD en silicium [Bel+17].
La lacune phosphore correspond à l’association d’une lacune et d’un atome de phosphore,
elle est notée généralement VP ou centre E [WC64]. Ce défaut provoque aussi une hausse de
génération thermique mais son niveau introduit dans la bande interdite n’est pas le même.
Selon son état de charge, la position du niveau d’énergie du défaut dans la bande interdite
peut varier. C’est le cas pour la bilacune [WC65] ; [Mol99], qui est en plus à la fois accepteur
et donneur (i.e amphotérique). Ce défaut peut aussi être métastable selon l’état de charge,
c’est-à-dire changer de configuration électronique au cours du temps, comme c’est le cas pour
la paire Fer-Aluminium [CB85].
D’autres défauts complexes existent dans la littérature [Bou12]. Il est plus difficile de les
identifier et les caractériser car leur comportement n’est pas toujours bien défini. C’est pour
cela que des simulations en dynamique moléculaires [Jay+17] peuvent s’avérer très utiles, afin
de mieux comprendre leur fonctionnement.
1.4.1.3 Dislocations
Les dislocations sont des défauts linéaires, c’est-à-dire qu’elles s’étendent sur une dimen-
sion du cristal. Il en existe 2 types : les dislocations coin et les dislocations vis. On peut en
créer en déformant le cristal : si la déformation est perpendiculaire à la dislocation, alors elle
est de type coin, et si elle est parallèle, elle est de type vis. Ces deux cas sont représentés sur
la figure 1.17.
Les dislocations ont des propriétés électriques particulières, et sont connues pour être des
centres recombinants [Far78].
Dans le cas de la technologie infrarouge, les dislocations sont récurrentes [BSA69] ; [Joh+92].
Une technique permet de les localiser et d’évaluer leur densité : la révélation de dislocations.
Elle permet de révéler des dislocations émergentes grâce à un processus chimique bien parti-
culier. Elle est couramment utilisée par les fabricants de substrats, afin d’évaluer la densité
de défauts, et a notamment été utilisée dans [Bru15] pour le cas du MCT.
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Figure 1.17 – Dislocation coin (à gauche) et dislocation vis (à droite). Les plans en violet
correspondent aux plans de dislocation et les flèches au sens de la déformation.
1.4.2 Création de défauts
Tous les cristaux contiennent des défauts. Certains sont même introduits volontairement
(impuretés afin de doper le matériau par exemple). Cependant, d’autres peuvent être crées
lors de la fabrication des détecteurs ou à cause d’une irradiation. Ce sont ces deux causes qui
vont être abordées par la suite.
1.4.2.1 Fabrication
Lors de l’élaboration des détecteurs, plusieurs étapes successives s’enchaînent. Dans le
cas de la fabrication d’une photodiode InSb décrite en figure 1.18, une couche de passivation
est d’abord déposée sur le substrat. Cette étape est un point clé de la création de défauts
non désirés, et sera développée plus précisément dans le chapitre 4. Ensuite, un masque de
résine permet de pouvoir introduire des ions Beryllium qui vont doper la structure dans le
volume. Une fois cette étape effectuée, l’ouverture de la passivation est possible grâce à la
gravure ionique réactive, autorisant ainsi la phase de métallisation (toujours avec un masque
de résine). Cela permet de former des contacts ohmiques. Ensuite, des billes d’Indium sont
posées afin de pouvoir hybrider sur le circuit de lecture réalisé en technologie CMOS. Enfin,
le substrat est aminci et une couche d’antireflet est déposée.
Contrairement au silicium, les photodiodes InSb sont de type P/N car l’implantation se
fait directement sur substrat pour des raisons de coût et de rendement.
Dans le cas du silicium, une couche d’épitaxie est déposée sur le substrat (dopé forte-
ment à 1× 1018 cm−3). Elle est dopée faiblement (1× 1015 cm−3) et uniformément. Ensuite,
l’implantation N se fait aussi avec des masques de résine de la même façon qu’avec l’InSb.
Lors du processus de fabrication, le matériau est soumis à beaucoup de contraintes pouvant
être à l’origine de la création de défauts [Plu09] :
















































Figure 1.18 – Fabrication d’un photodétecteur InSb. Différentes étapes se succèdent.
— L’ouverture des contacts avec du plasma, la passivation ou encore les stress mécaniques
que subit le semiconducteur peuvent être à l’origine de défauts.
— Le matériau peut aussi être contaminé par d’autres éléments tels que l’hydrogène,
l’or... cela induit des liaisons pendantes qui peuvent constituer des défauts.
— Lors de l’implantation du dopage, il peut aussi se créer des défauts à cause de la cassure
de certaines liaisons.
— Les interfaces oxyde/silicium peuvent aussi comprendre des défauts, principalement
des charges piégées ou des états d’interfaces, notamment à cause de la non continuité
du matériau. Le silicium est cristallin tandis que les oxydes sont amorphes, ce qui
implique que tous les atomes ne sont pas face à face à l’interface.
1.4.2.2 Irradiation des matériaux
Afin d’être utilisés dans des environnements hostiles tels que l’espace ou les sites d’ex-
périence scientifique (le nucléaire ou l’imagerie médicale), les imageurs doivent être robustes
aux radiations qui les entourent [Dry13]. Il en existe plusieurs types : les radiations ionisantes
[OM03] et non ionisantes [Mol99]. La figure 1.19 présente les effets de ces deux types.
Lorsque la particule incidente est chargée, elle va pouvoir ioniser le cristal, et par consé-
quent des électrons peuvent se libérer. Ces porteurs libres vont donc être collectés et cela
induit une augmentation du signal d’obscurité (i.e le signal collecté lorsqu’il n’y a pas de
photons incidents) qui peut être temporaire ou permanente. Cela correspond aux événements
singuliers [FCMG13]. De plus, la particule radiative peut aussi agir au niveau de l’interface
oxyde/silicium, soit en créant des états d’interfaces ou en générant des paires électrons/trous
(dans ce cas les électrons générés sont évacués vers la grille et les trous sont attirés vers
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Figure 1.19 – Impact de la particule radiative incidente. Deux types de phénomènes sont
possibles : les radiations ionisantes, et celles de déplacement.
l’interface Si/SiO2 s’il ne se recombinent pas en chemin) [OM03].
Lorsque la particule incidente possède une masse, elle peut percuter des noyaux atomiques
et ainsi les déplacer par choc élastiques et/ou inélastiques. La force du choc est liée à entre
autre à l’énergie de la particule. Par exemple, pour déplacer un atome de silicium, il faut au
moins 21 eV [Vir12]. Cependant, si la particule transmet de son énergie à l’atome déplacé et
que cet atome a une énergie conséquente, il peut impacter un autre atome, entraînant ainsi
une cascade de déplacements.
Le premier atome à être déplacé dans ce cas là est appelé PKA (Primary Knock on Atom).
Selon l’énergie cédée par la particule incidente, il pourra aussi impacter d’autres noyaux,































































Figure 1.20 – Différentes interactions possibles entre la particule incidente et le cristal.
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La dose ionisante totale (TID pour Total Ionizing Dose) est exprimée en Gray (ou en rad
avec 1 Gy = 100 rad) c’est-à-dire en J/kg. Elle dépend de la masse volumique du matériau
cible, et c’est pour cela qu’il faut le préciser (Gy(Si) ou Gy(SiO2) dans le cas des imageurs
CMOS). En considérant que la trajectoire est linéaire, la TID est quantifiée grâce au Linear
Energy Transfer (LET) telle que TID = Φ×LET. Φ correspond au flux de particules, c’est-à-
dire le nombre de particules intégré sur le temps d’irradiation par unité de surface, exprimé en
particules/cm2. Dans ces travaux, les particules utilisées sont des rayons X qui ont été générés
au CEA DAM. Dans le silicium, l’ionisation libère des électrons de la bande de valence qui
peuvent être collectés par la photodiode et cela induit une hausse de courant transitoire ou
permanente.
Figure 1.21 – Non Ionizing Energy Loss (NIEL) en fonction de l’énergie de la particule
incidente et de sa nature [PH09] .
La dose de déplacement (DDD) totale est exprimée généralement en MeV/g [Arn11][Vir12].
Elle cause des chocs nucléaires et coulombiens élastiques ou inélastiques selon leur énergie.
Elle est quantifiée grâce au NIEL (Non Ionizing Energy Loss) exprimé en MeV cm2/g qui dé-
pend de l’énergie et du type de la particule incidente, comme le montre la figure 1.21 [PH09].
De la même façon que pour la dose ionisante, DDD = Φ×NIEL. Les irradiations de hadron
réalisées dans ces travaux sont à base de neutrons et protons, et ont été réalisées à l’UCL
(Université catholique de Louvain la neuve). Les protons sont particulièrement intéressants :
ils sont à la fois ionisants (puisqu’ils sont chargés) et source de déplacement (puisqu’ils ont
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une masse).
Les effets ionisants et de déplacement impactent différemment les performances des cap-
teurs d’images. C’est pour cela qu’il va être intéressant d’étudier leur influence à part entière
sur le signal parasite qui sera étudié dans ces travaux.
1.5 Définition du signal des télégraphistes dans les capteurs
d’images
En traitement du signal, le signal des télégraphistes (ou Random Telegraph Signal (RTS))
est un processus aléatoire tel que :
N(t,τ) le nombre de transitions dans l’intervalle [t, t+ τ ] correspond à un processus de Poisson
X(t) =
{
A si N(0,t) est pair
−A si N(0,t) est impair
(1.3)
c’est-à-dire un signal oscillant entre deux valeurs discrètes et dont les transitions se font
aléatoirement selon un processus de Poisson [PP02].
Dans le cas de l’imagerie, plusieurs phénomènes RTS de ce type d’origine diverse peuvent
être observés. Les deux principales sources connues dans la littérature se situent au niveau
du transistor suiveur (SF), et de la photodiode. Les deux types de RTS proviennent de phé-
nomènes différents et présentent des caractéristiques qui permettent de les différencier. Dans
cette partie, une introduction du RTS source follower (SF-RTS) et du RTS photodiode (DC-
RTS) permettra de mieux comprendre et différencier les deux fluctuations.
1.5.1 Historique d’observation de signaux RTS en électronique
Les premiers signaux RTS dans les semiconducteurs ont été rapportés en 1954 par [Mac54].
Une analyse spectrale avait alors été menée. Depuis, les analyses physiques, mathématiques et
statistiques n’ont cessé de s’enchaîner afin d’en comprendre l’origine [Pog+96]. Ce signal para-
site a souvent été qualifié de burst noise [HWM70], pop corn noise [LJ69] ou random telegraph
noise (RTN) [UDK85]. La plupart de ces études portaient sur le transistor et généralement le
matériau utilisé était le silicium.
Par la suite, ces signaux ont été observés dans d’autres types de composants semiconduc-
teurs tels que les mémoires [RPL92] (temps de rafraîchissement variable). Certains livres ont
même déjà été dédiés à l’étude de ce genre de signaux RTS dans les matériaux semiconduc-
teurs [SC16] ; [KU89].
Dans les imageurs, des sources RTS au niveau des transistors ont été identifiées, mais
une autre contribution est apparue au niveau de la photodiode [SHK86] ; [HH93] dans les
capteurs CCD. Cette notion a ensuite été étendue aux SPAD (Single Photon Avalanche
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Diode)[Kar+10], aux imageurs CMOS 3T [BDM02] puis 4T [GVM11] et aux photodiodes
réalisées avec d’autres matériaux, comme en infrarouge par exemple avec l’InGaAs ou le
HgCdTe [Bru15] ; [Vir+13] ; [Pog+95].
1.5.2 Signal des télégraphistes dans les imageurs
1.5.2.1 Signal des télégraphistes au niveau du transistor suiveur (SF-RTS)
Il s’agit d’un phénomène qui a déjà fait l’objet de nombreuses études [Wan+06] [Ley+06]
[MGM09]. Il provient d’une variation discrète de la conductance du canal sous l’oxyde du
transistor. En effet, pour un transistor saturé, un canal d’électrons entre le drain et la source
est établi. Si un électron est capturé ou émis par un centre piège, alors la conductance du






















Figure 1.22 – Variation de la conductance dans le canal du transistor. A droite, un électron
est capturé par un centre piège, ce qui diminue la conductance dans le canal.
Si la surface du transistor est faible (<1 µm2), le nombre de pièges actifs est de l’ordre de
l’unité et le signal RTS est visible avec l’acquisition du courant de drain. En revanche, si le
transistor a une grande surface, il peut y avoir de nombreux pièges et du bruit 1/f (c’est-à-dire
la superposition de la contribution des centres pièges) est susceptible d’apparaître [TEG01]
[KU89].
Dans le cas de l’imagerie CMOS, ce phénomène subit le double échantillonnage corrélé
(CDS). En effet, si la conductance du canal varie entre l’activation des signaux SHS et SHR,
il y aura une variation du signal de sortie. Par conséquent, le SF-RTS sera visible lors de la
visualisation du courant de drain du transistor, mais ne le sera pas lors de l’acquisition du
signal de sortie du capteur.
La figure 1.23 représente le signal tel qu’il apparaît en sortie après CDS sur 5500 images
pour un temps d’intégration nul, et avec le signal de TG activé avant le signal RST afin de
s’affranchir de tout effet de la photodiode. Trois niveaux sont visibles, mais les oscillations
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sont bien trop fréquentes pour représenter clairement le phénomène RTS. Ces trois niveaux
proviennent de la combinaison des états du centre piège :
— soit le défaut(ou centre piège) est vide ou rempli pour l’activation des signaux SHR
SHS et il n’y a pas de variation de conductance du canal. Le signal Vout = Vref −Vsig
n’est pas perturbé, il est à son niveau « normal ».
— soit l’électron est émis ou capturé entre l’activation des signaux SHR et SHS entraînant
une variation de la conductance du canal du transistor, et le signal collecté Vout =
Vref −Vsig est finalement plus fort ou plus faible que celui « normal ».
Ici, le mécanisme en jeu est la capture/émission d’un seul porteur. Ceci est possible car le
piège est situé au niveau du canal, qui correspond à une zone qui comprend des porteurs libres.
Par conséquent le SF-RTS ne provient aucunement de la génération de paire électron/trou
qui correspond à l’émission simultanée d’un électron et d’un trou par le centre piège. Ce
phénomène peut finalement être modélisé par une résistance variable au cours du temps.
Le SF-RTS présente des caractéristiques particulières : les temps observés de capture et
d’émission d’électrons sont très faibles de l’ordre de la milliseconde à température ambiante.



































Figure 1.23 – Exemple de SF-RTS à 60°C : le comportement RTS n’est pas visible dans le
signal temporel de sortie après CDS, mais la mise en évidence de trois niveaux distincts est
possible. Cela correspond au changement de conductance du canal ou non entre les signaux
de commande SHR et SHS. L’histogramme à droite montre bien les trois niveaux distincts.
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1.5.2.2 Signal des télégraphistes au niveau de la photodiode (DC-RTS)
Ce mécanisme a commencé à être reporté et étudié dans les imageurs CCD (Charged Cou-
pled Device) au milieu des années 80 [SHK86] ; [Mar+89] ; [HH93]. Contrairement au SF-RTS,
il est directement visible dans le signal en sortie du capteur. Le DC-RTS (Dark Current Ran-
dom Telegrah Signal) est mesuré directement par l’acquisition d’un certain nombre d’images
prises régulièrement dans le noir sous des conditions identiques.
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Figure 1.24 – Exemple de DC-RTS à 22°C : les fluctuations sont visibles directement dans
le signal de sortie après CDS. Les traces RTS temporelles à plusieurs temps d’intégration ti
montrent qu’il y a une proportionnalité de l’amplitude du phénomène avec ce temps d’expo-
sition.
La figure 1.24 représente le signal temporel d’un pixel à plusieurs temps d’exposition
donnés. La première différence avec le SF-RTS est la forme du signal : ici, le phénomène est
clairement visible dès la sortie de la chaîne de lecture. De plus, le fait que le DC-RTS soit
proportionnel au temps d’intégration indique que son origine se situe dans la photodiode, et
non dans la chaîne de lecture, comme c’est le cas pour le SF-RTS. Enfin, les temps observables
entre transitions sont de l’ordre de la dizaine de secondes voire de la minute à température
ambiante.
Ce phénomène constitue un courant de fuite et peut finalement être modélisé par une
source de courant variable au cours du temps.
1.5.2.3 Récapitulatif
Le tableau 1.1 rassemble les principales caractéristiques des deux sortes de signaux des
télegraphistes observés dans les imageurs. Cela permet de pouvoir les différencier et d’être sûr
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Table 1.1 – Tableau récapitulatif montrant les principales différences entre le SF-RTS et le
DC-RTS.
SF-RTS DC-RTS
Mesure Niveau de charge (tension) atteint à lafin de l’échantillonnage
Différence de tension après intégration
sur la photodiode
Localisation Au niveau du canal du transistor suiveurin-pixel
Collecté au niveau de la
photodiode in-pixel (hors équilibre
avec jonction polarisée en inverse)
Type Fluctuation de la conductance du canal Fluctuation de la source de courantd’obscurité
Mécanisme Capture/émission de porteurs libres Objet de ces travaux
Caractéristiques
Signal
Ne dépend pas du temps d’intégration
Comportement métastable impossible
à observer en fonctionnement normal
(le signal de sortie ne reste jamais
plusieurs acquisitions sur le même niveau)
Très majoritairement des 3 niveaux (un
défaut génère 2 niveaux de conductance
dans le canal conduisant à 3 niveaux sur
le signal de sortie)
Si quelques multiniveaux existent, ils
peuvent probablement être expliqués par
la présence de plusieurs pièges dans le canal
Dépend du temps d’intégration
La variabilité est très clairement
visible sur le signal de sortie
Les multi-niveaux peuvent avoir deux
origines : centre réellement multi-niveaux
et présence de plusieurs centre bi-niveaux
dans le même pixel
Constantes de
temps à 22°C Très rapides (ms) De l’ordre de la minute
que ce qui est mesuré correspond bien à un phénomène de la photodiode (courant de fuite)
ou du transistor (changement de conductance). Ces deux phénomènes sont très différents, et
il est important de pouvoir les reconnaître sans les confondre.
D’une part, le SF-RTS correspond à une fluctuation du courant de drain du transistor
suiveur à cause d’un centre piège situé dans le canal, et qui capture puis émet un porteur.
D’autre part, le DC-RTS constitue un courant de fuite de la jonction PN, dont l’intensité
varie au cours du temps.
La figure 1.25 représente la modélisation et la localisation de chacune des deux sources
RTS : le DC-RTS peut être vu comme une source de courant (puisqu’il provient d’un centre
de génération de porteurs) variant de façon discrète au cours du temps, alors que le SF-RTS
est plutôt modélisé par une résistance (car la capture/émission d’un porteur va changer la
conductance du canal).
Dans la suite de ces travaux, seul le DC-RTS sera étudié plus précisément.








Figure 1.25 – Représentation d’un pixel avec la modélisation des sources de SF-RTS et
DC-RTS.
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Dans le chapitre précédent, une vue d’ensemble des concepts nécessaires à la compré-
hension de ces travaux de thèse a été abordée. Le problème général a été posé, et il faut
maintenant préciser le cœur du sujet. C’est pour cela que cette partie va permettre de faire
une étude plus théorique du courant d’obscurité induit par des défaut de Schokley Read Hall
(SRH), et de mieux comprendre les mécanismes régissant ce signal. Le rapport entre signal
des télégraphistes et courant d’obscurité sera aussi plus clairement abordé. De plus, certains
travaux antérieurs ont déjà abordé la détection de pixels RTS, mais ces outils ne suffisent plus
pour étudier plus en détails certaines caractéristiques, notamment sur les signaux présentant
plus de deux niveaux.
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L’objectif de ce chapitre est donc d’introduire plus précisément le courant d’obscurité puis
le phénomène RTS, en passant par le rôle des défauts cristallins, et de présenter les outils qui
vont permettre d’étudier ce signal parasite.
2.1 Définition du courant d’obscurité
Le courant total qui traverse la photodiode est la somme du courant photonique et du
courant d’obscurité.
Itot = Iphoto + Iobs (2.1)
où Iphoto est le courant proportionnel au flux de photons incidents, et Iobs le signal collecté
en l’absence de photons. Ce dernier est principalement dû à des défauts crées dans le réseau
cristallin de la photodiode. Ces défauts vont introduire des niveaux d’énergie dans la bande
interdite, permettant aux électrons de passer de la bande de valence à celle de conduction
plus facilement et en l’absence d’excitation photonique.
2.1.1 Courant d’obscurité : courant de génération SRH
La photodiode étant polarisée en inverse, la différence de barrière de potentiel au niveau
de la jonction PN est très forte, et les électrons de la zone P sont donc attirés vers la zone N
et les trous de la zone N vers la zone P. Intuitivement, dans la zone de charge d’espace, les
porteurs n’ont pas le temps de se recombiner et se séparent à cause du champ électrique, ce
qui induit que le mécanisme de recombinaison serait très peu probable en polarisation inverse,
et c’est qui va être montré dans cette partie.
Les défauts crées dans le réseau cristallin de la zone de charge d’espace, vont donc plus
facilement générer des paires électrons/trous, plutôt que d’en recombiner. Par souci de clarté,
le mécanisme sera généralement étudié dans le cas de la collection d’électrons, mais le raison-
nement peut aussi être transposé aux trous.
2.1.1.1 Théorie de Shockley Read Hall (SRH)
Capture et émission d’un électron Les charges collectées dans le courant d’obscurité
correspondent à des charges qui sont amenées dans la bande de conduction (ou de valence
suivant le type de dopage) par le biais d’un mécanisme différent de l’excitation d’un photon :
il s’agit du mécanisme SRH (Schockley-Read-Hall). [SN06][Bou12] [Sch06] [Gro+71].
La figure 2.1 représente les mécanismes de capture et d’émission de porteurs de charges
dans la théorie SRH : par le biais d’un défaut introduisant un niveau d’énergie dans la bande
interdite, les électrons peuvent interagir avec la bande de conduction, et les trous avec celle
de valence :
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— La capture d’un électron correspond au passage d’un électron de la bande de conduction
à un piège. De même, la capture d’un trou correspond au passage d’un trou de la bande
de valence au piège.
— L’émission d’un électron correspond au passage d’un électron du centre piège à la
bande de conduction. De même, l’émission d’un trou correspond au passage d’un trou
du centre piège à la bande de valence (ce dernier phénomène correspond en réalité au
passage d’un électron de valence au centre piège).
Le phénomène de capture-émission d’un électron représente l’interaction entre la bande de
conduction et le centre piège (1 seule bande intervient dans ce cas-là). De même pour la
capture-émission d’un trou avec la bande de valence. Inversement, les phénomènes de géné-
















Figure 2.1 – Mécanisme SRH : Capture ou émission d’un porteur de charge.
La combinaison des probabilités de ces actions élémentaires va permettre d’identifier la
nature du défaut :
— Un piège à électrons si la capture et l’émission d’électrons sont plus probables
— Un piège à trous si la capture et l’émission de trous sont plus probables
— Un centre de génération si l’émission d’électrons et de trous est plus probable
— Un centre de recombinaison si la capture d’électrons et de trous est plus probable
Les pièges à trous n’interagissent qu’avec la bande de valence et ne contribuent pas au
courant d’obscurité. Les centres de recombinaison ne contribuent pas au courant d’obscurité
car ils diminuent la concentration de porteurs libres dans le substrat, ils ne permettent donc
pas la génération d’électrons parasites. Les pièges à électrons interagissent avec la bande de
conduction mais ne « créent » pas de porteurs libres car ils vont émettre des électrons qui
auront été capturés auparavant à partir de la même bande.
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Par conséquent, seuls les centres de génération peuvent contribuer au courant d’obscurité
d’une photodiode dans la théorie SRH. Ils permettent l’émission simultanée d’un trou dans
la bande de valence et d’un électron dans la bande de conduction. Ce phénomène peut aussi
être vu comme le passage d’un électron de la bande de valence au niveau du centre et au
passage de ce même électron du centre à la bande de conduction. Par conséquent, le phéno-
mène de génération correspond au passage d’un électron de la bande de valence à celle de
conduction par l’intermédiaire d’un centre piège. En obscurité, des électrons pourront donc
bien être générés et ainsi collectés comme du signal d’obscurité (ou les trous dans le cas d’une
implantation P sur substrat N).
Phénomène de génération dans un semiconducteur D’après le paragraphe précédent,
seul le mécanisme de génération peut contribuer au courant d’obscurité parmi les mécanismes
SRH. C’est donc la ce phénomène qui est développée dans cette partie. Le cas le plus simple
est celui d’un semiconducteur comprenant un dopage donné.
Pour un centre piège constituant un niveau d’énergie Et dans la bande interdite, la pro-
babilité d’occupation d’un électron est donnée par la relation de Fermi-Dirac :






) = 1− fh(Et) (2.2)
avec
— EF le niveau de Fermi en eV
— fh(Et) la probabilité d’occupation du centre piège par un trou
Grâce à cette probabilité, il est possible d’en déduire le taux de capture d’un électron qui
dépend de la concentration en électron dans la bande de conduction :
τce = vthσnn(1− F ) (2.3)
avec
— n la concentration en électrons libres
— vth la vitesse thermique (≈ 1× 107 cm s−1)
— σn la section efficace de capture des électrons (≈ 1× 10−15 cm2)[SN06]








— ni la concentration intrinsèque en porteurs libres
— Ei le niveau de Fermi intrinsèque
Ce taux d’émission ne dépend pas du nombre de porteurs libres dans la bande de conduction.
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En effet, contrairement au taux de capture qui est plus fort lorsqu’il y a beaucoup d’électrons
dans la bande de conduction, l’émission se fait par le centre piège et n’a donc aucun lien avec
la bande de conduction.
Ces formules peuvent aussi être explicitées pour les trous. Le taux de capture d’un trou
est donné par :
τch = vthσppF (2.5)
avec
— p la concentration en trous libres
— σp la section efficace de capture des trous (≈ 10× 10−15 cm2)[SN06]






(1− F ) (2.6)
Finalement, le taux de génération correspond à ce qui est émis moins ce qui est capturé.
En régime permanent, on a alors :





















F − vthσnn(1− F ) (2.8)
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Par conséquent, il est possible d’en déduire que s’il y a extraction de porteurs ( (n×p < n2i ),
ce taux est positif. En revanche, s’il y a excès de porteurs (n× p > n2i ), le taux de génération
est négatif, et le phénomène inverse se produit : la recombinaison. On retrouve alors U = -G
le taux de recombinaison souvent donné dans la littérature [SN06] ; [Sch06].









































Le taux de génération net est alors positif, ce qui implique que c’est ce phénomène qui
domine dans ce cas. Pour obtenir le taux de génération total sur un volume donné, il faut
multiplier ce taux G par la densité de défauts Nt tel que :
Gtot = G×Nt (2.16)
2.1.1.2 Autres mécanismes
Deux autres mécanismes opposés et différents de la théorie de Shockley Read Hall peuvent
contribuer au courant d’obscurité :
— la recombinaison Auger [RAR00] [Hau83] [Hul71]
— l’ionisation par impact [TH83] [SN06]
Dans les deux cas, le mécanisme fait intervenir 3 porteurs, comme montré dans la figure 2.2.
Pour l’effet Auger, la recombinaison d’un électron et d’un trou se produit. L’énergie ainsi
libérée va être transmise à un troisième porteur. Par exemple, dans le cas d’un matériau de
type N, le troisième porteur est un électron de la bande de conduction qui va alors atteindre
un état excité (cas représenté dans la figure 2.2). dans le cas d’un matériau de type P, le
troisième porteur est un trou de la bande de valence.
A l’inverse, l’ionisation par impact (dite aussi génération Auger) va permettre la génération
d’une paire électron/trou grâce à l’énergie fournie par la désexcitation d’un troisième porteur.
Ce phénomène se produit généralement des zones fortement dopées et dans lesquelles résident
un fort champ électrique (< 100 kV cm−1) [TH83].

















Figure 2.2 – Représentation des effets Auger, et des effets SRH, en terme de génération et
recombinaison.
Ces deux mécanismes décrits ci-dessus sont représentés en figure 2.2, à côté des mécanismes
SRH.
Dans le cas d’un matériau en déficit de porteurs (n<ni et p<ni), les phénomènes de
recombinaison sont peu probables, donc la recombianaison Auger sera considérée comme
négligeable. L’ionisation par impact quant à elle se produit principalement pour de forts
champs électriques > 100 kV cm−1. Elle est souvent observée dans le cas de photodiodes à
avalanches, près de la tension de claquage. Cependant, dans le cadre de ces travaux, le champ
électrique est supposé faible (<10 kV cm−1), et ce mécanisme sera donc négligé par la suite.
Le phénomène de génération SRH sera donc le mécanisme privilégié et considéré comme étant
à l’origine du courant d’obscurité. Il sera décomposé en deux types par la suite : génération
SRH dans la zone dépeuplée, et génération SRH hors zone dépeuplée, comme présenté dans
[Gro+71].
2.1.1.3 Courant de génération dans la zone dépeuplée : courant de génération
Lorsqu’une jonction PN est à l’équilibre thermodynamique, la concentration de porteurs













— ni la concentration intrinsèque en porteurs libres
— Ei le niveau de Fermi intrinsèque
— EF le niveau de Fermi
Dans ce cas, partout dans le semiconducteur,
n× p = n2i (2.18)
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Lorsqu’une polarisation inverse est appliquée, la concentration en porteurs libres diminue
dans la zone de charge d’espace, et la relation donnée dans l’équation 2.18 n’est plus valable.
Par conséquent, il est nécessaire de définir des quasi-niveaux de Fermi virtuels afin d’obtenir
la concentration dans cette zone dépeuplée, car le niveau de Fermi n’est plus constant. Ils












avec EFn et EFp les quasi niveaux de Fermi.
L’écart entre les deux quasi-niveaux de Fermi ∆EF correspond à la polarisation aux bornes
de la jonction. Dans le cas de la polarisation inverse, il y a un déficit de porteurs et n×p < n2i .
Cela implique donc que EFn < EFp.
Dans la zone de charge d’espace, les densités de courant des porteurs sont relativement
constantes. Puisqu’elles sont proportionnelles aux gradients des quasi-niveaux de Fermi, et
que la largeur de la zone de charge d’espace est souvent faible devant la longueur de diffusion,
la variation des quasi-niveaux de Fermi est supposée nulle dans la ZCE [SN06]. Ils permettent
de calculer la concentrations de porteurs libres dans la ZCE. Hors de cette zone, les quasi-
niveaux de Fermi rejoignent les niveaux de Fermi des zones quasi-neutres.
Tout ceci est résumé sur la figure 2.3 avec les paramètres suivants :
— nN = 1× 1018 cm−3
— pP = 1× 1015 cm−3
— T = 300 K
— V = 1 V
Cette figure 2.3 représente la simulation des bandes d’énergies dans une jonction PN ainsi
que les concentrations des électrons et des trous.
Pour résumer, l’application d’une polarisation inverse aux bornes d’une jonction PN in-
duit une différence ∆EF entre les niveaux de Fermi des zones quasi-neutres. Par conséquent
la définition des quasi-niveaux de Fermi devient nécessaire afin de pouvoir calculer les concen-
trations de porteurs.
Concernant les taux de capture et d’émission, les mêmes formules que précédemment sont
applicables pour les connaître dans la ZCE avec les dopages n et p calculés grâce aux quasi
niveaux de Fermi. La figure 2.4 représente ces différents taux. Dans la zone de charge d’espace,
ce sont les taux d’émission qui dominent. En effet, cette zone étant dépourvue de porteurs
libres, il est plus difficile de les capturer . Le phénomène prédominant dans la zone de charge
d’espace est donc bien la génération de paires électrons/trous. Cette génération correspond
réellement au passage d’électrons de la bande de valence à celle de conduction par le biais
d’un niveau piège, puisque l’émission d’un trou vers la bande de valence représente le passage
d’un électron de la bande de valence à celle du niveau piège.
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Figure 2.3 – Diagramme d’énergie simulé d’une jonction polarisée en inverse et profil de
dopage. L’axe des abscisses représente la dimension dans le sens de la longueur de la jonction.
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Figure 2.4 – Simulation des taux de capture et d’émission des électrons et des trous dans une
jonction PN polarisée en inverse. L’axe coloré correspond au logarithme du taux de capture
ou d’émission.
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Finalement, comme cela avait été intuitivement avancé au début du chapitre, c’est bien
la génération qui domine dans une zone de charge d’espace en polarisation inverse.
2.1.1.4 Courant de génération hors de la zone dépeuplée : courant de diffusion
Le mécanisme de diffusion consiste à acheminer et collecter des porteurs venant des zones
quasi-neutres N et P. Les porteurs minoritaires générés dans ces zones peuvent diffuser jusqu’à
la zone de charge d’espace où ils sont collectés. Ce courant provient de défauts qui sont situés
soit aux interfaces avec les oxydes, soit au niveau du volume du semiconducteur.
Les simulations du paragraphe précédent montrent un aperçu des taux de capture et
d’émission en zone quasi-neutre. Il est possible de voir que la génération de porteurs est
toujours possibles via les défauts. En effet, le courant de diffusion dépend de la population
de défauts dans le semiconducteur. D’après l’équation de continuité en obscurité pour les








— x la distance à la zone de charge d’espace
— Dn la constante de diffusion des électrons (Dn = kTq µn , µn étant la mobilité des
électrons)
— np la concentration en électrons du côté P en fonction de l’éloignement à la zone de
charge d’espace




— τn la durée de vie des électrons (τn = 1σnvthNt , Nt étant la concentration en défauts)
Avec deux conditions aux limites telles que en bord de zone de charge d’espace, la concentra-



















Dnτn la longueur de diffusion. Sur la figure 2.3, les longueurs de diffusion
considérées hors de la ZCE sont Ln =
√
35.1 ∗ 2.10−7 cm côté P et Lp =
√
11.05 ∗ 1.10−8 cm
côté N.
Ainsi, le courant de diffusion côté P (qui correspond à l’acheminement des porteurs mi-
noritaires, dans cet exemple les électrons, vers la zone dépeuplée) qui est proportionnel à la
concentration en électrons, dépend bien de la quantité de défauts puisque dans τn se cache Nt.




, donc le courant de diffusion
dépendra de la température aussi.
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Finalement, le courant de diffusion peut aussi contribuer au courant d’obscurité mais le
mécanisme sous jacent reste la génération SRH d’un défaut.
2.1.2 Effets d’augmentation du courant d’obscurité
Le courant d’obscurité mesuré peut être plus fort que celui attendu par la théorie SRH.
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Figure 2.5 – Effets d’augmentation du courant d’obscurité : a)Effets de Poole-Frenkel et
tunnel assistés par phonon sous un fort champ électrique induisant l’inclinaison des bandes
b)Transfert de charge inter-centres entre deux défauts suffisamment proches pour s’influencer
c)Rétrécissement de la bande interdite due au fort niveau d’impuretés.
Par exemple, la présence d’un fort champ électrique (> 105 V cm−1) au niveau de défauts
peut induire des effets de Poole-Frenkel et des effets tunnel assistés par phonon[VCB79].
Ces effets interviennent du fait de l’inclinaison des bandes de valence et de conduction sous
l’influence du champ électrique, et sont schématisés en figure 2.5. Le premier mécanisme est
induit par le fait qu’une faible barrière de potentiel est présente, et qu’il est plus facile pour un
porteur de la franchir. Le second fait intervenir un phonon qui permet le transfert du porteur
du niveau piège à la bande ou inversement. Dans la littérature, ce phénomène d’augmentation
du champ électrique est appelé EFE pour Electric Field Enhancement.
Un autre effet susceptible d’augmenter le courant d’obscurité collecté est le transfert de
charges inter-centres (Inter Center Charge Transfer ou ICT). Si deux défauts ayant des ni-
veaux d’énergie différents dans la bande interdite sont assez proches pour s’influencer, alors
il est possible qu’un porteur puisse plus facilement accéder à la bande de conduction ou de
valence [Wat+96] en passant par les deux niveaux d’énergie des deux défauts. Cet effet est
représenté sur la figure 2.5.
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Un dernier mécanisme qui peut être à l’origine d’un accroissement du courant d’obscurité
est le rétrécissement de la bande interdite (Bandgap narrowing) [SDG76] ; [LT79]. Lorsque le
matériau contient énormément d’impuretés, la largeur de la bande interdite peut se rétrécir.
Par exemple, un rétrécissement d’environ 60 meV à 300K pour un dopage n supérieur à
1× 1019 cm−3 peut être observé [LT79]. Ainsi le phénomène de génération est plus aisé ,
puisque la barrière à franchir est plus faible, comme indiqué sur la figure 2.5.
2.1.3 Dépendance en température
Puisque le courant d’obscurité est un phénomène thermique, et comme les équations pré-
cédentes le montrent, la température joue une rôle crucial. En effet, la figure 2.6 représentant
le courant d’obscurité moyen sur une matrice de 500×500 pixels en fonction de 1/kT montre
un tendance exponentielle.



















Figure 2.6 – Tracé du courant d’obscurité moyen d’une matrice de 500x500 pixels en fonction
de l’inverse de la température. Une allure exponentielle est observable selon un tracé de type
Arrhénius.
La pente exponentielle est appelée énergie d’activation Ea. Ce terme provient de la ca-
ractérisation de l’évolution de la vitesse d’une réaction chimique avec la température par
Arrhénius en 1889 [LR91]. Depuis, il est utilisé régulièrement lorsqu’un paramètre physique
ou chimique dépend de la température. Elle correspond à la barrière d’énergie qui limite le
taux de génération. Ce dernier dépend de la température, comme le montre l’équation 2.15,
et ce taux est maximal lorsque Et = Ei = Ea, c’est à dire quand le centre piège est situé au
milieu de la bande interdite. Lorsque le centre piège s’éloigne du niveau de Fermi intrinsèque,
le phénomène limitant sera l’interaction avec la bande la plus éloignée. C’est ce qui va alors
limiter aussi le taux de génération, et c’est cette barrière d’énergie Ea qui correspondra à
l’énergie d’activation observée. Par conséquent, il est possible d’en déduire que cette énergie a
une valeur minimale théorique de 0.56 eV dans le cas d’un centre piège seul pour le silicium, en
considérant que σ et Eg sont constants avec la température dans l’équation 2.15. Cependant,
du fait que ces paramètres dépendent réellement de la température, l’énergie d’activation du
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courant d’obscurité est expérimentalement autour de 0.6 eV [GF66][Bel16].
Si l’énergie d’activation extraite a une valeur plus faible que le milieu de la bande interdite,
cela met en évidence des effets tels que ceux qui sont explicités dans la partie 2.1.2 : augmen-
tation du champ électrique,transfert de charges inter-centres ou encore rétrécissement local
de la bande interdite. Ces mécanismes facilitent la génération car ils rétrécissent la plus haute
barrière (et de ce fait diminue l’énergie d’activation qui correspond à la barrière à franchir
pour que les porteurs soient libérés).
Dans le cas d’un courant de diffusion, l’énergie d’activation est de l’ordre de la largeur de





semble pas dépendre du niveau d’énergie des défauts Et. Il est donc possible de différencier
un courant d’obscurité dominé par la génération ou la diffusion, grâce à son comportement
en température et à l’énergie d’activation.
Par exemple, sur la figure 2.6, l’énergie d’activation moyenne est de 0.61 eV, ce qui suggère
un phénomène de génération puisqu’elle est de l’ordre du milieu de la bande interdite.
Figure 2.7 – Spectre typique en DLTS [Lan74] : il est possible d’identifier la nature des
centres pièges.
Enfin, l’énergie d’activation du courant d’obscurité permet de connaître l’écart du centre
piège à la bande la plus éloignée (la plus grande barrière d’énergie à franchir), mais il n’est pas
possible à priori de savoir de quelle bande il s’agit. Pour cela, il est possible de se baser sur les
défauts ayant une signature donnée, ou bien d’utiliser la Deep Level Transient Spectroscopy.
Cette méthode donne plus d’informations sur la nature des centres pièges puisqu’elle permet
d’obtenir un spectre du taux d’émission d’un défaut donné en fonction de la température. Un
spectre typique est donné en figure 2.7.
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2.1.4 Conclusion
Finalement, les mécanismes agissant sur le signal d’obscurité sont résumés sur la figure 2.8.
La génération (émissions d’électrons et de trous) et la diffusion (acheminement des porteurs
libres de la zone quasi neutre à celle de charge d’espace) constituent ce signal. Des mécanismes
externes peuvent amplifier ce signal en réduisant les barrières d’énergies maximales permettant





Figure 2.8 – Résumé des différentes contributions au courant d’obscurité et phénomènes
d’amplification de ce signal.
Dans la suite, le mécanisme prépondérant qui est considéré comme origine du signal d’obs-
curité mesuré est le mécanisme de génération SRH. Il peut se produire dans la zone de charge
d’espace (courant de génération avec une énergie d’activation caractéristique de l’ordre du
milieu de la bande interdite) ou dans les zones quasi-neutres (courant de diffusion avec une
énergie d’activation caractéristique de l’ordre de la bande interdite).
Dans le domaine du visible, le phénomène RTS est détecté directement dans le courant
d’obscurité. Ces fluctuations sont donc assimilées à des variations du taux de génération total
(taux de génération intégré sur toute la zone sensible de la jonction) dans les jonctions PN
étudiées.
Dans le domaine infrarouge, la littérature est moins fournie. Des mesures seront donc
réalisées sous flux et sous obscurité afin de vérifier si le phénomène observé est lié au courant
photonique ou bien à celui d’obscurité.
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2.2 Signal des télégraphistes du courant d’obscurité
Dans le premier chapitre, une introduction au signal des télégraphistes a été réalisée. Cela
a permis de distinguer plusieurs sortes de RTS. Dans cette partie, le signal des télégraphistes
du courant d’obscurité (DC-RTS pour Dark Current Random Telegraph Signal) sera plus
précisément défini car c’est lui qui est étudié dans ces travaux. De plus, un état de l’art quant
aux explications possibles de ce courant de fuite [Abe+10] sera effectué.
2.2.1 Définition avancée des paramètres RTS




































Figure 2.9 – Signal RTS typique à 4 niveaux.
Le DC-RTS est un signal aléatoire variant temporellement entre plusieurs niveaux discrets
de courant d’obscurité. Il peut être caractérisé par ses paramètres principaux :
— le nombre de niveaux (i.e le nombre de niveaux de gris différents que le pixel présentera
au cours du temps)
— l(es) amplitude(s) de transition (i.e l’écart entre les différents niveaux de gris)
— les constantes de temps (i.e les temps moyens pendant lesquels les niveaux de gris sont
« stables »)
Ces définitions sont assez simples dans le cas de pixels bi-niveaux car il y a seulement 2
niveaux, donc une seule amplitude de transition et deux constantes de temps (une pour le
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niveau haut et l’autre pour le niveau bas).
Cependant, dans le cas de pixels multiniveaux, les définitions sont plus ambiguës et la
littérature n’est pas claire au sujet des paramètres caractéristiques. En effet, il y a plusieurs
amplitudes à considérer mais la définition des constantes de temps dans le cas de signaux
multiniveaux n’est pas précisément définie. La figure 2.9 illustre les définitions qui seront
proposées par la suite :
— Toutes les amplitudes qui apparaissent dans le signal seront considérées. Par exemple,
dans la figure 2.9, la transition directe du premier au dernier niveau n’apparaît jamais,
et par conséquent cette amplitude (qui correspond à celle crête à crête) ne sera pas
prise en compte. Au final dans ce signal, seulement trois amplitudes seront utilisées :
celle du premier au deuxième niveau, celle du deuxième au troisième niveau et celle du
troisième au quatrième niveau. Cette nouvelle définition permet toutefois de considérer
plusieurs amplitudes pour un même pixel, ce qui n’était pas le cas dans l’étude du DC-
RTS auparavant.
— Les constantes de temps seront définies comme le temps moyen passé dans un niveau
donné avant la transition vers un autre niveau donné. Dans la figure 2.9, les temps
passés dans le niveau 3 avant d’aller dans le niveau 2 (transition 3-2) sont différenciés
de ceux qui vont ensuite vers le niveau 4 (transition 3-4). De plus, les transitions
montantes et descendantes sont aussi séparées. Les constantes de temps sont ensuite
définies comme les moyennes de chaque temps passé dans un niveau donné avant une
transition donnée. Cette définition permet de considérer tous les types de transitions,
d’obtenir leur occurrence indépendamment les unes des autres.
— Les temps moyens passés dans chaque niveau sont différents de constantes de temps,
car il s’agit du temps moyen passé dans un niveau donné mais indifféremment de la
transition suivante. Par conséquent, en prenant en compte la figure 2.9, les temps
passés dans le niveau 3 avant d’aller dans le niveau 2 (transition 3-2) ne sont pas
différenciés pour le calcul des temps moyens.
Ces nouvelles définitions plus précises vont permettre de pouvoir tracer et exploiter de nou-
veaux histogrammes dans le cadre de l’étude de pixels RTS multi-niveaux.
2.2.2 Comportement en température des principaux paramètres
Puisque les signaux RTS correspondent à des phénomènes de génération thermique, les
principaux paramètres varient avec la température. Dans le cas d’un pixel à 2 niveaux RTS,
si le niveau bas en courant mesuré provient d’un niveau de courant permanent I0 et de la
génération du défaut responsable du RTS, alors il est possible d’écrire l’équation 2.22 :
Ibas = I0 + I1rts (2.22)
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De la même façon, le niveau haut de courant aurait toujours la même contribution des défauts
permanents I0 et une contribution plus forte du défaut RTS, d’où :
Ihaut = I0 + I2rts avec I1rts < I2rts (2.23)
Par conséquent, l’amplitude RTS est donnée par :
Arts = Ihaut − Ibas = I2rts − I1rts (2.24)
L’équation 2.24 ne dépend plus de la contribution des autres défauts qu’il peut y avoir
dans le pixel, elle se concentre principalement sur le centre RTS. De plus, l’énergie d’activation
qui sera déduite de cette amplitude ne concernera que ce centre. En effet, si I2rts >> I1rts,
l’énergie d’activation de l’amplitude RTS sera celle du courant Irts2. Si I2rts ≈ I1rts, l’énergie
d’activation de l’amplitude sera une moyenne des 2 contributions, ce qui donnera toujours
une information sur le centre à l’origine des fluctuations.
En revanche, si les seuls niveaux de courant haut et bas sont considérés, alors si I1rts << I0
ou I1rts ≈ I0, l’énergie d’activation donnée par le courant Ibas sera celle des autres défauts
permanents, et n’aura donc aucun intérêt dans ces travaux. Le même raisonnement peut
être porté pour I2rts. Finalement, l’étude des niveaux de courant haut et bas n’apporte une
information sur les centres RTS que si I1rts >> I0, ce qui n’est pas forcément le cas majoritaire.
C’est pour cela que les analyses en température de ces travaux se concentreront sur le
comportement des amplitudes et non pas sur celui des niveaux de courant.
2.2.3 Conjectures avancées pour l’explication du RTS
Le phénomène RTS ayant été défini et ses principales caractéristiques énoncées, les prin-
cipaux mécanismes abordés dans la littérature pour expliquer le RTS sont exposés dans cette
partie.
2.2.3.1 Modulation par capture/émission modulant un autre centre
Une première hypothèse avancée par [PCG01] ; [Bru15] concernant le phénomène RTS
pourrait être un centre de génération RTS modulé par un autre centre. Dans la littérature
[Bru15], le terme de centre de recombinaison peut être utilisé, mais dans ces travaux, il a
été justifié que c’est bien le phénomène de génération qui domine. Le taux de génération
observé dans cette hypothèse varierait selon ce deuxième centre de capture/émission, comme
le montre la figure 2.10.
Ce centre de capture/émission serait responsable de la variation de la barrière d’énergie
potentielle autour du centre de génération. Il agirait donc comme le modulateur du courant
issu du centre de génération. Dans cette hypothèse, les amplitudes représentent la différence
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Figure 2.10 – Modulation d’un centre de génération par un autre centre piège.
de taux de génération due à la variation de la barrière d’énergie du centre de génération.
Les énergies d’activation en amplitudes correspondent donc à cette différence de hauteur de
barrière. Les constantes de temps haut et bas représentent les temps de capture et d’émission
du centre modulant. Par conséquent, les énergies d’activation des constantes de temps donnent
des informations sur le niveau de ce centre dans la bande interdite du matériau considéré.
Enfin, le nombre de niveaux représente le nombre d’états de charges du centre modulant.
2.2.3.2 Modulation par capture/émission et génération d’un seul centre
Une seconde hypothèse, qui ressemble à la première, serait la variation du taux de généra-
tion d’un centre donné. Le saut de courant d’obscurité provient alors de la capture/émission
d’un porteur au niveau de ce même centre de génération, comme le montre la figure 2.11. Il
pourrait s’agir d’un agrégat capable de générer des porteurs, et d’en capturer.
Figure 2.11 – Modulation du taux de génération lors de la capture/émission d’un porteur
par ce même centre.
De la même façon que précédemment, les amplitudes, les niveaux, et les constantes de
temps correspondent à des rôles bien définis. Dans ce cas là, la barrière d’énergie induite par
la zone de capture/émission de porteurs agirait directement sur la globalité du centre RTS,
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puisque c’est le même centre qui serait à la fois centre générateur et centre modulant.
2.2.3.3 Centre de génération métastable
Une toute autre possibilité pour expliquer le RTS serait un centre de génération méta-
stable dont le taux de génération changerait lorsque sa configuration géométrique varierait
(réorientation atomique du centre générateur par exemple) [HH93]. Le changement de confi-
Figure 2.12 – Centre de génération métastable.
guration géométrique se ferait par l’intermédiaire de phonons, induisant une variation du
taux de génération globale du centre (cela peut provenir d’un changement de niveau dans
la bande interdite, mais aussi de la section efficace de capture par exemple, comme explicité
dans l’équation 2.15).
Dans ce cas là, les amplitudes correspondent toujours à la différence de taux de génération
du centre métastable et leur énergie d’activation représente une information sur le niveau
d’énergie dans la bande interdite du matériau. Les constantes de temps (comme définies
précédemment) correspondent aux temps moyens dans un configuration géométrique donnée,
et leurs énergies d’activation représentent alors les barrières d’énergie à franchir pour passer
d’une configuration à une autre.
2.2.4 Conclusion
Cette partie a permis de clarifier les définitions des différentes propriétés des signaux RTS.
La pertinence de l’étude de chacun de ces paramètres a été justifiée. Enfin, l’inventaire des
mécanismes possiblement responsables des fluctuations a été mis en évidence.
Dans ces travaux, des études statistiques vont être menées afin de déterminer les princi-
pales caractéristiques des centres RTS. L’analyse des niveaux, amplitudes et constantes de
temps permettront d’en savoir plus et de modéliser les comportements. L’ajout de l’étude
des énergies d’activation ouvrira la discussion sur le mécanisme qui semble le plus plausible
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pour être à l’origine de telles fluctuations en confrontant les résultats expérimentaux aux
conjectures présentées ici.
De plus, il a été montré [Vir+11] ; [Goi+11] que les signaux de type RTS (Random Te-
legraph Signal) ont des caractéristiques différentes en fonction du type d’irradiation : ils ne
comportent pas les mêmes propriétés statistiques. Dans le cas de pixels RTS induits par des
déplacements atomiques (défauts dans le volume de la photodiode), les amplitudes moyennes
des signaux sont dix fois plus fortes que celles induites par des effets ionisants (défauts à l’in-
terface Si/SiO2) à température ambiante. Par conséquent, il est intéressant d’étudier plusieurs
types d’irradiation, afin de pouvoir décorréler et mieux comprendre les influences. De plus,
les irradiations permettront aussi d’augmenter le nombre de pixels RTS et donc d’obtenir de
meilleures statistiques.
2.3 Outils et méthodes de détection
Afin de connaître la population de pixels RTS dans l’imageur étudié, il est nécessaire
d’utiliser un logiciel permettant de les détecter automatiquement. En effet, un imageur peut
contenir plus de 250 000 pixels, et il est donc non seulement impossible de pouvoir faire une
détection manuelle, mais l’automatisation permet aussi d’obtenir beaucoup de statistiques.
La méthode utilisée dans ces travaux est décrite dans [Goi+09]. Elle permet de détecter les
pixels RTS automatiquement, et de reconnaître le nombre de niveaux. Dans cette partie,
un inventaire des différentes méthodes possibles sera effectué, puis l’algorithme de détection
utilisé sera présenté, et enfin les post traitements qui ont été développés durant la thèse seront
discutés.
2.3.1 Méthodes de détection existantes dans la littérature
Les signaux RTS sont aléatoires. Il est donc pertinent d’étudier leur comportement de
façon statistique. L’avantage de l’utilisation des capteurs d’images est qu’il procure beaucoup
de stastistiques puisqu’il contient plusieurs milliers voire millions de pixels. Cependant, avec
autant d’éléments, il devient impossible de réaliser une simple détection visuelle des pixels
RTS [HH95]. C’est pour cela que des méthodes de détection automatiques ont vu le jour. Il
en existe un certain nombre et certaines ont déjà été raportées dans [Goi08] et [Bru15].
Depuis, d’autres méthodes ont été développées, et le tableau 2.1, qui se base sur [Goi08],
récapitule ces types de détection. La première colonne correspond aux différentes méthodes, la
seconde indique si la méthode permet de détecter les pixels RTS, puis si elle est automatique,
et enfin objective (i.e les mêmes critères sont utilisés quelque soit la mesure analysée). Pour
chaque méthode, il est aussi indiqué si la détection de pixels multiniveaux est faisable, et s’il
est possible d’en extraire la valeur de courant pour chacun des niveaux. Enfin, une dernière
colonne montre si les constantes de temps peuvent être extraites.
La détection par fixation de seuil est une méthode qui a été utilisée plusieurs fois dans la
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littérature[BDM02] ; [Nun+06] ; [DMO06]. Elle permet de détecter des pixels dont l’écart type
est supérieur à un certain seuil. Elle procure l’automatisation de la détection, mais le seuil est
souvent fixé différemment suivant les conditions de mesure. Par conséquent, il devient difficile
de comparer certains résultats, et la méthode ne peut pas être considérée comme objective.
La méthode des histogrammes est couramment utilisée [SHH04] ; [Koh+16] ; [Bru15]. Elle
consiste à tracer l’histogramme des valeurs de courant, et s’il comprend plusieurs maximas
(i.e plusieurs valeurs préférentielles) alors le pixel est détecté comme RTS. Cette méthode
est automatique, mais, elle est plus difficile à mettre en œuvre dans le cas de pixels RTS
multiniveaux. En effet, il est possible d’implémenter la reconnaissance de deux maxima, mais
il faudrait pouvoir en détecter préciséméent plus de deux pour pouvoir étudier des signaux
multiniveaux. C’est pour cela que la plupart des articles ou références qui utilisent cette
méthode se focalisent sur les RTS à seulement 2 niveaux.
La méthode de l’analyse des propriétés statistiques [YYJ00] ; [CZO09] ; [Bru15] n’est pas
vraiment une méthode de détection de pixels RTS, elle sert plutôt à traiter les signaux post-
détection. Elle se base sur un modèle markovien à deux états, et se focalise elle aussi surtout
sur l’étude des pixels biniveaux.
Tout comme la détection visuelle, la méthode NSP (pour Non Scattering Pattern) [KCS08]
est une méthode permettant l’analyse de pixels multiniveaux, mais la détection n’est pas
automatisée dans cette étude, c’est donc l’utilisateur qui doit déterminer les pixels RTS.
La détection par dérivée temporelle [Kol+03] développée dans le cadre de l’étude du
RTS transistor, peut être intéressante car les transitions sont repérées par des changements
soudains de tendances de la dérivée. Cependant, afin de détecter ces pics, il faut fixer un
seuil, ce qui rend cette méthode non objective (de la même façon que pour la détection par
fixation de seuil). De plus, avec un seul et même seuil fixé arbitrairement, la détection de
pixels multiniveaux n’est pas possible.
Enfin la détection par fronts montants ou descendants [ZT+98] consiste à détecter les sauts
de signal. Elle est adaptée au traitement d’un grand nombre de pixels automatiquement, et
permet l’étude de signaux multiniveaux [Goi+09] ; [Win+15] ; [Zhe+15]. C’est donc cette
méthode qui sera développée et utilisée par la suite dans ces travaux.













Visuelle oui non non oui oui oui
Seuil oui oui non non non non
Histogrammes oui oui oui non oui non
Statistique non non ? non oui oui
NSP oui non oui oui oui non
Dérivée temporelle oui oui non non non non
Fronts montants oui oui oui oui oui oui
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2.3.2 Méthode de détection de front montant
L’algorithme utilisé dans ces travaux [Goi+09] se base sur la détection de fronts montants
et descendants. Cette étape est possible grâce à la convolution du signal mesuré par un échelon
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Figure 2.13 – Convolution d’un signal avec un échelon contenant L = 4 coefficients. A gauche,
un signal type est représenté et ses valeurs en fonction du temps sont données en dessous.
L’échelon est lui aussi représenté. Enfin, le résultat est donné pour chaque convolution.
Cette étape de convolution est explicitée en figure 2.13 : Si le signal est globalement
constant, alors la symétrie de l’échelon donne un résultat nul, car il y a autant de -1 que de 1.
Cependant, s’il y a une variation dans le signal mesuré, le résultat de la convolution changera
au fur et à mesure que le filtre se déplace sur l’échantillon, donnant des signaux triangulaires.
Cela permet de détecter les transitions RTS.
De plus, la longueur de l’échelon (c’est-à-dire le nombre de coefficients) peut être réglée :
une grande longueur permettra d’atténuer le bruit (moyennage sur plus d’échantillons), mais
les amplitudes devront être très grandes pour dépasser le seuil de détection ou la durée des
niveau des niveaux RTS très grande, et il risque donc d’y avoir de la non-détection. De plus,
si le filtre est plus grand que le temps moyen entre deux transitions, il peut aussi y avoir
de la non-détection. Au contraire, une petite longueur rendra l’algorithme plus sensible aux
variations de bruits, mais de plus petites amplitudes pourront être détectées. Il faut donc un
compromis entre la tolérance en bruit et la probabilité de fausse alarme.
Dans cet algorithme, un seuil est aussi utilisé, mais il est variable en fonction du niveau
de bruit de chaque pixel. Par conséquent, il s’adapte à chaque cas de façon objective.
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L’algorithme de détection en entier est présenté en figure 2.14.
Le logiciel utilisé pour détecter les pixels RTS permet aussi d’obtenir pour chaque signal :
— le nombre de niveaux
— l’amplitude maximale, c’est-à-dire la plus grande amplitude de transition. Dans le cas
d’un pixel bi-niveaux, il n’y a qu’une seule amplitude, donc cela est simple. Dans le cas
d’un signal multiniveaux, seule l’amplitude maximale qui apparaît sera considérée. Elle
peut-être différente de l’amplitude crête-à-crête qui correspond à la différence entre le
niveau le plus haut et celui le plus bas. Cette amplitude maximale servira d’élément de
comparaison par la suite, mais une autre définition des amplitudes sera utilisée pour
l’étude de signaux multiniveaux.
— une constante de temps moyenne qui correspond au temps total de la mesure divisé
par le nombre de transitions, quelles qu’elles soient. Cette définition sera aussi modifiée
dans l’étude des signaux multiniveaux.
Le logiciel sera utilisé principalement pour la détection des pixels RTS, et de nouveaux
traitements adaptés aux signaux multiniveaux ont été développés lors de ces travaux. Les
éléments qui serviront de base pour les post-traitements seront donc :
— le nombre de niveaux
— la trace mesurée
— la trace idéale reconstituée
— les coordonnées
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Figure 2.14 – Algorigramme de la méthode de détec-
tion RTS utilisée dans ces travaux.
— Pour chaque pixel de la matrice,
l’écart type du signal total σ est
d’abord calculé. Ensuite, l’étape de
convolution est effectuée, et si le
signal obtenu a au moins une va-
leur supérieure σ, alors le pixel est
considéré RTS. Si ce n’est pas le
cas, le pixel n’est pas retenu et l’al-
gorithme passe à l’élément suivant.
— Si le pixel est considéré RTS, alors
le signal mesuré est découpé selon
les pics/transitions détectés, et de
nouveaux écarts type locaux σisont
déterminés. Une détection plus fine
est alors effectuée afin de pouvoir
détecter de plus petites transitions.
Enfin, la moyenne mi de chaque
segment de signal est effectuée, et
la reconstitution d’un signal idéal
est réalisée grâce à ces segments. Si
deux segments diffèrent de moins
de leur écarts type respectifs, ils
peuvent être associés au même ni-
veau.
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2.4 Principales fonctions développées pour l’analyse des pixels
RTS
Les programmes développés pendant ce travail de thèse permettent d’élargir les traite-
ments possibles et sont présentés dans cette partie. De plus, tous ont été étendus selon les
définitions données précédemment afin de pouvoir analyser les propriétés physiques des RTS
multiniveaux.
2.4.1 Histogrammes possibles
Une fois la population de pixels RTS détectée, il est important de savoir si le compor-
tement d’un signal est reproductible et généralisable. C’est pour cela qu’il est d’usage de
tracer des histogrammes, afin d’extraire des tendances généralisable, et ne pas regarder les
cas particulier. Cela est d’autant plus intéressant si l’on peut modéliser ces tendances.
2.4.1.1 Histogramme du nombre de niveaux
Le paramètre le plus aisé à étudier est le nombre de niveaux discrets. En effet, chaque
pixel détecté RTS par l’algorithme décrit précédemment a un nombre de niveaux donné. Par
conséquent, l’histogramme sera composé du nombre de niveaux en abscisses (avec un pas
de 1 puisque ce sont des nombres entiers) et du nombre de pixels ayant 2,3,4,... niveaux en
ordonnée. Un histogramme typique se présente comme donné sur la figure 2.15.
Cet histogramme permet de savoir s’il y a beaucoup de pixels RTS multiniveaux par
rapport au nombre de pixels biniveaux. Autrement dit, si le nombre de signaux ayant plus de
niveaux n’est pas négligeable, leur analyse devient importante.
2.4.1.2 Histogramme des amplitudes
Les histogrammes d’amplitudes sont couramment utilisés dans la littérature, et un modèle
empirique 2.26 a déjà été proposé afin de modéliser la courbe des amplitudes maximales dans
le cas d’un imageur ayant subi une dose de déplacement donnée [Goi15]. Ce modèle se présente










— B : bin de l’histogramme, i.e la largeur des intervalles
— Dd : la dose de déplacement en TeV/g
— Vdep : le volume dépeuplé en cm3
— KRTS : le nombre de centres RTS par cm2 et par unité de dose de déplacement
— ARTS : l’amplitude moyenne en e-/s
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Nombre de niveaux















Figure 2.15 – Exemple de l’allure d’un histogramme typique du nombre de niveaux.
Ce modèle a été légèrement modifié ici afin d’étendre sa validité sur une large gamme de tem-
pérature. L’amplitude moyenne est déterminée empiriquement aussi et donnée dans l’équation
2.27, sachant qu’à 23°C, elle est de 1200 e-/s [Vir12].






− 1273.15 + 23
))
(2.27)
L’histogramme typique est donné en figure 2.16. Il est composé de l’histogramme des
amplitudes maximales et du modèle empirique qui étaient réalisés avant ces travaux, mais
aussi de l’histogramme avec toutes les amplitudes qui apparaissent. Il est observable qu’il
y a plus de petites amplitudes qui sont prises en compte, ce qui est normal puisqu’elles se
rajoutent aux amplitudes maximales.
Le tracé de cet histogramme permet de prévoir les ordres de grandeur des amplitudes,
et donc d’anticiper l’impact des signaux RTS (s’il n’y a que des amplitudes faibles, l’erreur
commise lors de la calibration du détecteur sera faible aussi).
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Figure 2.16 – Exemple de l’allure d’un histogramme typique des amplitudes.
2.4.1.3 Histogramme des constantes de temps
Le paramètre le plus compliqué à étudier dans l’analyse des signaux RTS multiniveaux
est celui des constantes de temps : selon le type de centre RTS considéré (et son nombre de
niveaux), les constantes de temps moyennes ne sont pas les mêmes. Cette fonction permet
donc ici de tracer l’histogramme des constantes de temps avant une transition donnée, et la
largeur de l’intervalle en abscisse peut être réglée par l’utilisateur à la précision voulue. Les
histogrammes ont une allure typique représentée en figure 2.17.
Cet histogramme est intéressant car il permet d’apprécier les échelles de temps mises en
jeu dans le phénomène et de les comparer à la physique.
2.4.1.4 Histogramme des intervalles de temps passés dans chaque niveau
Il a été montré [HH93] que pour les pixels RTS bi-niveaux, les intervalles de temps haut et
bas suivaient un processus de Poisson. Dans ces travaux, une fonction permettant d’étudier
les temps moyens passés dans chaque palier a été crée et étendue aux pixels multi-niveaux.
Cependant, pour que cela soit le plus pertinent possible, il est nécessaire d’avoir plusieurs
dizaines de transitions dans la trace RTS pour obtenir une moyenne claire.
La fonction affiche la cartographie des pixels RTS qui est montrée sur la figure 2.18. Le code
couleur correspond à un critère donné : nbtransitions × amplitude./nbniveaux, c’est-à-dire que
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Figure 2.17 – Exemple d’un histogramme typique des constantes de temps en échelle semi-
logarithmique et en échelle logarithmique.
les pixels ayant beaucoup de transitions avec de grandes amplitudes par niveau tendront vers
le rouge. En sélectionnant les pixels de la cartographie qui paraissent intéressants, l’interface
développée permet d’obtenir leur traces et les différents histogrammes des intervalles donnés
à droite de la figure.
2.4.2 Probabilité de transitions
Dans le cas de pixels bi-niveaux, il n’y a qu’une seule possibilité de transition (vers le bas
quand on est en haut, et vers le haut quand on est en bas). Il y a donc autant de transitions
montantes que descendantes (à une transition près si le signal mesuré commencent et termine
par le même type de transition).
Dans le cas de signaux multi-niveaux, plusieurs transitions sont possibles à partir d’un
même niveau. C’est pour cela que la définition des constantes de temps a été affinée. De plus, il
parait pertinent de savoir quelles transitions se produisent le plus souvent et s’il apparaît une
tendance générale. Il sera montré dans le prochain chapitre la nécessité de cette fonctionnalité.
Les diagrammes de probabilité de transition se présentent sous forme de matrice ou tableau
comme montré en figure 2.19. Les probabilités peuvent être inscrites dans un tableau, ou la
sous forme d’échelle colorée. Les tirets indiquent que la transition d’un niveau à ce même
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Figure 2.18 – Cartographie des pixels RTS, et affichage de la fin de la fonction pour un pixel.
niveau n’a pas de sens.
Ces diagrammes seront analysés dans le chapitre suivant pour l’étude des transitions afin
de discriminer les différents types de centres RTS.
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Figure 2.19 – Exemple d’un diagramme de probabilité de transition pour un signal compor-
tant 5 niveaux. Il peut être représenté de 2 façons : sous forme d’une cartographie colorée ou
sous forme d’un tableau.
2.4.3 Comportement en température
La température joue un rôle clé dans l’étude des phénomènes de génération. Il est donc per-
tinent de pouvoir étudier les comportements des paramètres principaux en fonction de la tem-
pérature. Dans la littérature [HH93] ; [Vir+10] ; [BDM02] ; [RPL92] ; [RGR13] ; [Mar+13], cela
a été fait pour les amplitudes des pixels comportant 2 niveaux et parfois pour les constantes
de temps aussi. Des comportements exponentiels de ces paramètres ont été observés à chaque
fois et des énergies d’activation ont pu être extraites.
2.4.3.1 Extraction des énergies d’activation des amplitudes
Dans le cas de pixels bi-niveaux, il est possible d’obtenir l’amplitude RTS et son évolution
en température.
Dans le cas de centres RTS multiniveaux, cela est plus compliqué. L’expérience montre
qu’il est possible de perdre ou de gagner des niveaux en fonction de la température. En effet, le
bruit varie aussi en fonction de ce paramètre, et deux niveaux peuvent ne pas être discernables
en dessous d’une température donnée. Pour contourner ce problème, l’algorithme utilisé pour
traiter les amplitudes RTS ne prend en compte que les pixels qui sont détectés RTS à toutes les
températures, et qui gardent le même nombre de niveaux. Pour optimiser l’étude, à chaque
utilisation, il est préférable de ne garder qu’un seul type de centre (i.e ayant un nombre
de niveaux donné). L’algorithme permet de calculer les énergies d’activation pour chaque
amplitude, et d’en tracer les histogrammes. Le calcul consiste en une régression exponentielle.
D’abord, cela est fait pour chaque amplitude de chaque pixel. Mais une énergie d’activation
moyenne est aussi extraite pour chaque type d’amplitude ; elle correspond à la moyenne des
énergies d’activation ou bien à l’énergie d’activation de chaque amplitude moyenne.
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Figure 2.20 – Signal RTS d’un pixel à 3 niveaux pour plusieurs températures et extraction
de ses énergies d’activation en amplitude. Un zoom du signal est montré afin de mieux voir
l’évolution de l’amplitude (le signal total est montré en figure 2.23).
Des exemples types de courbes obtenues grâce à cet algorithme sont montrés en figure
2.20 et 2.21. Pour les pixels multiniveaux, les transitions prises en compte sont généralement
celles d’un niveau à celui adjacent (sauf dans le cas particulier des pixels 4 niveaux qui sera
étudié dans le chapitre 3).
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Figure 2.21 – Histogramme sur toute la population de pixels RTS.
Enfin, l’outil développé permet de tracer un histogramme 3D afin de pouvoir observer les
énergies d’activation d’amplitudes en fonction de leurs amplitudes associées à une température
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Figure 2.22 – Histogramme 3D montrant les amplitudes RTS par rapport à leurs énergies
d’activation à une température donnée.
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2.4.3.2 Extraction des énergies d’activation des constantes de temps
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Figure 2.23 – Signal RTS d’un pixel à 3 niveaux pour plusieurs températures et extraction
de ses énergies d’activation en temps. La trace totale est montrée afin de voir le phénomène
s’accélérer avec la température.
Les constantes de temps aussi varient en fonction de la température. Par conséquent, il
est aussi possible d’en extraire des énergies d’activation. Dans la littérature, il n’y a que très
peu d’informations et elles ne concernent que des centres biniveaux. L’algorithme développé
dans ces travaux permet de traiter l’évolution des constantes de temps en fonction de la
température. Comme pour le paragraphe précédent, les pixels considérés seront ceux détectés
RTS à toutes les températures de mesure, et qui gardent le même nombre de niveaux.
Les constantes de temps considérées sont celles d’un niveau donné à un niveau adjacent.
Les fonctionnalités sont les mêmes que précédemment : l’énergie d’activation est obtenue grâce
à la modélisation exponentielle. De le même façon, des histogrammes peuvent être tracés. Un
exemple de courbes types est donné sur les figures 2.23 et 2.24.
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Figure 2.24 – Histogramme sur toute la population de pixels RTS.
2.4.4 Recapitualtif
La figure 2.25 reprend les fonctionnalités qui ont permis d’améliorer les traitements des
pixels RTS, en particulier pour adapter les analyses aux signaux multiniveaux. Ces nouveaux
outils ont été présentés et vont être utilisés dans les chapitres suivants, ce qui permettra
d’analyser en profondeur les pixels multiniveaux.
Dans la suite de ce manuscrit, l’accent sera porté sur l’étude du phénomène RTS dans les
technologies CMOS d’une part, et infrarouge d’autre part. Une comparaison des comporte-
ments des deux technologies sera aussi réalisée.
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Figure 2.25 – Résumé des principales fonctions d’amélioration du traitement RTS.
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Dans les chapitres précédents, les définitions essentielles à la compréhension des ces tra-
vaux ont été clarifiées. Cela permet maintenant d’exposer les résultats et de développer des
discussions afin de mieux comprendre les mécanismes mis en jeu et la localisation des centres
RTS. Dans ce chapitre, l’accent sera porté sur le RTS dans les imageurs CMOS à base de
silicium. Il sera décomposé en cinq parties : la première définira les conditions de mesure,
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la seconde permettra d’avoir une estimation de la localisation des centres RTS dans la pho-
todiode en sortie de fabrication. La troisième section fera de même et sera complétée d’une
étude statistique à partir d’irradiations aux rayons X, puis la quatrième partie complétera
l’étude statistique grâce à l’irradiation aux neutrons. Enfin, la dernière section sera dédiée
aux irradiations aux protons.
3.1 Conditions de mesure
3.1.1 Banc de mesure utilisé
Le banc de mesure utilisé se compose de 4 parties représentées dans la figure 3.1 :
— une étuve permettant de maîtriser la température du détecteur à tout moment : elle
peut opérer à partir de -40°C et jusqu’à approximativement 100°C
— une carte de proximité permettant de connecter le détecteur (lui-même monté en boî-
tier) au reste du banc, et de régler les polarisations
— une carte FPGA permettant de contrôler et envoyer les signaux de commande. Des
boutons poussoirs permettent de régler le temps d’intégration et de pouvoir ajouter
un gain. Cela sera explicité dans le principe de la mesure.
— des alimentations permettant d’alimenter les cartes, et ainsi le détecteur.
capteur
signaux de commande





Figure 3.1 – Banc de mesure utilisé.
Le banc est aussi relié à l’ordinateur, afin de gérer le logiciel d’acquisition, et d’enregistrer
les images au fur et à mesure des acquisitions. Grâce à cela, il est possible d’effectuer des
manipulations dans des conditions stables et ce pendant de longues durées (plusieurs jours si
besoin). De plus, le détecteur est placé dans l’obscurité complète au sein de l’étuve hermétique
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à la lumière, elle-même située dans une salle noire. Le boitier est aussi fermé par un capot
opaque. Par conséquent, aucun photon ne peut atteindre l’imageur.
3.1.2 Principe de mesure
La mesure consiste en la prise d’images successives et de façon régulière. Le temps d’inté-
gration est réglé par des boutons poussoirs sur la carte FPGA. De plus, il est possible d’ajouter
un gain ; si le signal acquis est très faible et n’utilise pas la plage de numérisation entière, le
gain permet de multiplier ce signal afin de diminuer l’erreur de mesure (i.e. la contribution
du bruit de quantification), et d’optimiser cette plage.
Le principe de la mesure est le suivant : tout d’abord, un certain nombre d’images est pris
à un temps d’intégration minimal puis la moyenne en est extraite. Cela constitue une image
de référence. Ensuite, la prise d’images successives est effectuée, avec le temps d’intégration
voulu. Les images récupérées lors de l’acquisition sont des fichiers texte dont l’unité est l’ADU
(Analog to Digital Unit).
A la fin de la mesure, l’opération donnée dans l’équation 3.1 est effectuée pour chaque
image acquise et pour chaque pixel, afin d’obtenir des cartographies de courant d’obscurité.
Iobs =
∆V
NbADU ×G× CV F .
Vout(t1)− Vout(t0)
t1 − t0 (3.1)
avec
— ∆V la plage de tension utilisée(ici 2V)
— NbADU le nombre d’ADU dans la plage de tension (ici, il y a 14 bits donc 16383 ADU)
— G le gain éventuel pour optimiser les plages
— CVF le facteur de conversion charge/tension en V/e-
— t1 le temps d’intégration de mesure et t0 le temps d’intégration minimal
— Vout(t1) et Vout(t0) les signaux en sortie de capteur en ADU
3.1.3 Mesure en obscurité
Dans ce chapitre, seules des mesures en obscurité ont été réalisées. Afin de démontrer la
pertinence de ce choix, la figure 3.2 montre la réponse d’un pixel sous obscurité puis sous
flux de photons. Le mécanisme reste inchangé, les paramètres sont les mêmes. Les amplitudes
sont les mêmes et les constantes de temps aussi, les faibles différences dans le nombre de
transitions proviennent du fait que le signal est aléatoire et ne peut être exactement le même.
Cependant, le flux de photons introduit 2 différences majeures :
— un offset est observé puisque le flux de photons permet la création de paires élec-
trons/trous. Cela induit donc plus de charges collectées.
— du bruit supplémentaire est aussi ajouté. En effet, il s’agit du bruit photonique qui est
absent en obscurité.
Par conséquent, le RTS provient bien du courant d’obscurité, et le flux de photons cause
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Figure 3.2 – Comparaison de la trace d’un pixel sous obscurité puis sous flux.
une saturation plus rapide des pixels ainsi qu’une perte de précision sur l’analyse du RTS à
cause de l’ajout du bruit.
3.1.4 Imageurs utilisés et irradiations
Durant ces travaux, plusieurs types de capteurs d’images CMOS ont pu être utilisés. Pour
chaque sorte, plusieurs imageurs sont disponibles afin de pouvoir les irradier au besoin des
différentes analyses.
Tout d’abord, deux matrices de pixels 4T de taille 256x256 ont été analysées. Elles
contiennent respectivement 10 et 24 zones présentant des designs de photodiodes différents
(variation de longueur ou de forme de la grille de transfert par exemple). Cela permet d’étu-
dier l’influence des constituants de l’élément photo-sensible, puisque c’est de là que provient
le phénomène RTS. Plusieurs de ces imageurs ont été irradiés aux rayons X à des doses
différentes afin d’en analyser l’influence et les différentes contributions.
Ensuite, un imageur commercial de pixels 4T de technologie 0.18 µm et constitué de
512x512 pixels a été utilisé afin d’avoir un maximum de statistiques. Le volume dépeuplé
est d’environ 30 µm3, le CVF est de 13.5 µV/e-.Ce type de capteur a été irradié aux neutrons
et protons, à plusieurs doses différentes.
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3.2 Signal des télégraphistes en sortie de fabrication
En sortie d’usine, les photodiodes en silicium contiennent très peu de défauts. Ceux-ci sont
principalement introduits lors de la croissance de l’oxyde, et pour les observer, il faut alors
utiliser de fortes polarisations de grille afin d’élargir la zone dépeuplée dans le cas des pixels
4T. En effet, il sont connus pour induire des états d’interfaces aux frontières Si/SiO2 [Koo67].
C’est ici l’objet de cette étude : confirmer que les centres RTS avant irradiation proviennent
de l’oxyde et les localiser plus précisément grâce à la variation du design de la photodiode et
celle de la polarisation de la grille de transfert. Cependant, du fait du faible nombre de pixels
RTS, il sera impossible d’analyser le phénomène de façon statistique.
3.2.1 Influence de la polarisation de la grille de transfert VLOTG sur diffé-
rents types de design à 22°C : analyse qualitative
Comme expliqué dans le chapitre 1, la polarisation de la grille de transfert pendant l’in-
tégration va permettre de scanner son interface. En effet, une faible polarisation induit une
forte barrière de potentiel entre la photodiode et le nœud de lecture, tandis qu’une forte
polarisation réduit cette barrière, ce qui permet à la zone de charge d’espace de s’étendre
jusqu’aux interfaces.
Figure 3.3 – Schéma de la photodiode pincée avec une vue de dessus et une vue de côté.
La photodiode utilisée est représentée sur la figure 3.3. Dans cette partie, plusieurs para-
mètres vont varier tels que la longeur de photodiode ou les dimensions de la grille de transfert.
Deux implants P sont précisés : PPPD-TG entre la photodiode et la grille et PTG-SN entre la
grille et le noeud de lecture. Ils permettent l’optimisation du transfert de charges de la pho-
todiode au noeud de lecture. Des espaceurs sont aussi représentés autour de la grille. Il s’agit
d’oxydes qui permettent d’isoler la grille de transfert.
L’objectif ici est de localiser qualitativement les centres RTS dans la photodiode.
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3.2.1.1 Influence de la longueur de photodiode
La figure 3.4 représente la photodiode vue de dessus avec la variation de la longueur de la
photodiode, et le pourcentage de pixels RTS détectés pour chacune des trois zones en fonction
de la polarisation de grille.
Figure 3.4 – Pourcentage de pixels RTS en fonction de la polarisation de grille de transfert
pour plusieurs longueurs de photodiodes.
Plusieurs éléments intéressants peuvent être relevés :
— Lorsque VLOTG est négatif, c’est-à-dire que la grille de transfert est accumulée, il n’y
a pas de pixel RTS détecté. Cela implique qu’il n’y a pas de défauts RTS actifs dans
le volume de la photodiode.
— Il n’y a pas d’impact de la longueur de photodiode.
— Lorsque VLOTG augmente, un certain nombre de centres commencent à contribuer au
courant d’obscurité avec la zone de charge d’espace qui s’étend. Cela implique que les
centres RTS sont bien situés au niveau des interfaces.
Le fait qu’il n’y ait pas de RTS lorsque la grille de transfert est accumulée ne veut pas dire
que les centres RTS n’existent pas dans le pixel. Cela signifie juste qu’ils ne contribuent pas
au courant d’obscurité collecté puisqu’ils ne sont pas en zone dépeuplée. Par conséquent, les
centres RTS avant irradiation semblent se situer préférentiellement aux interfaces avec les
oxydes, au niveau de la grille de transfert.
3.2.1.2 Influence de la longueur de la grille de transfert
La figure 3.5 représente l’influence des longueurs de la grille de transfert. Dans un premier
temps, la longueur totale LTG de la grille sera variable, puis la longueur de l’implant PPPD-TG
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L1 sera modifiée.
Figure 3.5 – Pourcentage de pixels RTS en fonction de la polarisation de grille de transfert
pour plusieurs longueurs de la grille de transfert ou plusieurs longueurs d’implant.
De la même façon que précédemment, il n’y a pas de signaux RTS détectés avant que la
grille de transfert ne soit dépeuplée. De plus, lorsque la longueur de la grille change, l’implant
PTG-SN est étendu, mais la région PPPD-TG reste la même. Les courbes de la figure 3.5 montrent
qu’il ne semble y avoir aucune influence sur le pourcentage de pixels RTS détectés dans ce cas
là. Cependant, si la longueur de grille est la même, mais que cette fois-ci l’implant PPPD-TG
est étendu, alors un changement de comportement est observable : lorsque la grille de transfert
est dépeuplée, il y a un facteur deux dans le ratio entre les deux histogrammes. Ce facteur est
aussi celui entre les deux tailles d’implant. Par conséquent, cet implant a bien une influence
sur le phénomène RTS.
Ce résultat peut s’expliquer par le raisonnement illustré en figure 3.6. Les deux implants
PPPD-TG et PTG-SN induisent des niveaux de potentiel différents sous la grille. Puisque le
dopage du premier implant est plus fort que le deuxième, le potentiel au niveau de PPPD-TG
y est plus faible. Sachant que les électrons ont tendance à aller spontanément vers les forts
potentiels, ceux qui sont générés au niveau de l’implant PTG-SN vont se heurter à une barrière
s’ils souhaitent aller vers la photodiode. Par conséquent, ils sont collectés directement par le
nœud de lecture, et ne contribueront pas au courant d’obscurité observé. Les centres RTS
doivent donc exister partout sous la grille de transfert, mais seulement ceux qui sont au
niveau de l’implant PPPD-TG pourront atteindre la photodiode et jouer un rôle dans le courant
d’obscurité.










Figure 3.6 – Diagramme de potentiel de la photodiode. Les étoiles représentent deux centres
RTS : le premier va pouvoir participer au courant d’obscurité, mais la contribution du
deuxième au niveau de l’implant PTG-SN ne sera pas visible.
3.2.2 Modélisation analytique des différentes sources de RTS
Afin de pouvoir modéliser au mieux la contribution des différentes zones de la PPD, des
mesures complémentaires ont été réalisées à 60°C.
3.2.2.1 Différentes formes pour la gille de transfert
Le paragraphe précédent a montré que les centres RTS sont majoritairement situés au
niveau de la grille de transfert. Cependant, plusieurs interfaces peuvent entrer en jeu à ce
niveau-là : l’oxyde sous la grille, ou bien les contacts entre la grille et le Shallow Trench
Isolation (STI). Afin de savoir s’il y a une contribution de ces types d’interfaces, plusieurs
formes de design de pixels ont été étudiées et sont représentées en figure 3.7.
La première photodiode utilisée et celle de référence (Ref). La seconde (AnTG_STI)
contient une grille annulaire, c’est-à-dire que le nœud de lecture se trouve au milieu, la grille
l’entoure, et la PPD se trouve autour. La grille est étendue jusqu’au STI. Pour la troisième
photodiode, la grille est totalement annulaire et est isolée du STI. Par conséquent, si la
contribution provient seulement de l’interface avec le STI, il ne devrait pas y avoir de pixels
RTS dans ce cas là. De plus, si la contribution ne vient que de l’oxyde sous la grille, le nombre
de pixels RTS devrait être presque le même entre les deux dernières versions de photodiodes.
La figure 3.8 représente les différentes interfaces au niveau de la grille. Le tableau à droite
indique respectivement l’aire et la longueur de ces interfaces pour un pixel de chaque type.
De plus, le nombre de pixels RTS détecté pour chaque cas est aussi représenté à VLOTG =
0.2V. Tout d’abord, un bien plus grand nombre de pixels RTS est observé dans le cas du
modèle AnTG_STI. Par rapport à AnTG, cela indique qu’il y a bien une contribution du
STI, d’autant plus que le rapport des aires APTI (aire où se chevauchent l’implant PPPD-TG
et la grille de transfert) est de 1.7 alors que le rapport du nombre de pixels RTS est de
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Figure 3.7 – Différentes formes pour la grille de transfert. La première photodiode Ref
correspond à celle de référence. Les deux autres AnTG et AnTG_STI contiennent une grille
de transfert annulaire ayant ou non un contact avec le STI.
Figure 3.8 – A gauche : Vue en coupe de la photodiode montrant les interfaces APTI et
LSTI-PTI. A droite : Paramètres des interfaces pour les trois designs. APTI est la zone en
contact entre l’oxyde de grille et l’implant PPPD-TG, LSTI-PTI correspond à la longueur où le
STI, la grille de transfert, et l’implant PPPD-TG se chevauchent. Le nombre de pixels RTS est
donné pour VLOTG = 0.2 V.
80 Chapitre 3. Signal des télégraphistes dans le silicium
Table 3.1 – Modèle de prédiction des contributions des interfaces APTI et LSTI-PTI à VLOTG
= 0.2 V. Chaque zone comprend approximativement 6500 pixels. Les interfaces totales
pour chaque zone de pixels sont aussi données. Les contributions sont estimées à X1 =











Ref 7000 4600 42 40
AnTG 13000 0 59 55
AnTG_STI 21700 7200 115 140
2.5. Cependant, puisque le nombre de pixels RTS pour AnTG n’est pas nul, il y a aussi
certainement une contribution de l’oxyde de grille.
Par conséquent, il semble que les 2 contributions jouent un rôle, et il est alors possible de les
estimer grâce aux variations des paramètres de la photodiode. Dans l’hypothèse où le nombre
de pixels RTS est proportionnel aux interfaces, l’équation 3.2 représente la combinaison des
2 contributions, en considérant les aires et longueurs totales sur toute la population de pixels
de chaque type, d’où le facteur Nbpix.
NbRTS = X1 ×APTI ×Nbpix +X2 × LSTI−PTI ×Nbpix
avec X1 et X2 les contributions de chaque interfaces (3.2)
Les paramètres totaux ainsi que le modèle de prédiction sont résumés dans le tableau 3.1.
Le design de référence permet d’avoir une troisième information quant à la participation de
chaque interface. Il a donc été estimé que X1 = 0.0045 centres/µm2 et X2 = 0.0022 centres/µm.
Si l’on considère une profondeur dépeuplée sur les flancs du STI d’environ 0.3 µm sur chaque
type de photodiode, X2 peut être exprimé en terme de surface tel que X2 = 0.014 centres/µm2,
ce qui correspond à trois fois la concentration surfacique de défauts dans la zone APTI.
Finalement, l’influence de chaque interface peut être clarifiée voire estimée. Il est important
de préciser que les valeurs trouvées ici correspondent à des conditions de mesure bien précises :
60°C avec une polarisation de la grille de transfert de 0.2V. Cependant, les observations
qualitatives montrent que l’influence relative est la même pour chaque polarisation de grille.
La figure 3.9 résume les sources majoritaires participant au phénomène RTS. Elles sont situées
autour de la grille de transfert. Deux zones responsables ont été identifiées : celle sous la grille
(APTI ) et celle en contact avec l’oxyde STI (LSTI-PTI).
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Figure 3.9 – Vues en coupe de la photodiode de référence et localisation des sources RTS
majoritairement présentes. L’estimation de la population de centres RTS dans des conditions
de mesures particulières est aussi donnée.
3.3 Fluctuations induites par effets ionisants : Influence des
rayons X
Les rayons X déposent une dose ionisante. Les défauts ainsi crées se situent aussi au
niveau des oxydes (états d’interfaces et charges positives piégées) [OM03]. La même analyse
que précédemment sera donc portée afin de déterminer si les défauts induits par l’irradiation
se situent aux mêmes interfaces et sont de même nature. Les doses appliquées sur les imageurs
sont 300 rad, 3 krad, 10 krad, 50 krad, et 100 krad. Une étude statistique est aussi possible
car l’augmentation du nombre de pixels RTS est suffisante.
3.3.1 Influence de la polarisation de la grille de transfert VLOTG et de la
dose sur différents types de design
La partie précédente a montré qu’avant irradiation, les centres RTS sont principalement
localisés aux interfaces autour de la grille (oxyde de grille ou contact avec STI). La ques-
tion maintenant est de savoir si ceux qui sont crées par l’irradiation sont répartis dans les
mêmes proportions et aux mêmes endroits. Dans les courbes qui suivent, celles comportant
le marqueur ∗ correspondent aux courbes du design de référence.
3.3.1.1 Influence de la longueur de la photodiode
La figure 3.10 représente le pourcentage de pixels RTS détectés pour plusieurs longueurs
de PPD en fonction de la polarisation de la grille de transfert. Tout d’abord, quelque soit
la dose ou la polarisation VLOTG, la longueur de la photodiode n’a pas d’influence sur le
phénomène RTS.(Pour la petite photodiode, la courbe chute plus tôt que les autres mesures
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à haute dose, à cause de la dégradation du transfert de charges)[Riz+17].
Figure 3.10 – Pourcentage de pixels RTS pour plusieurs longueurs de la photodiode (LPPD
= 0.34 µm, 2 µm et 4 µm) en fonction de VLOTG et de la dose. Pour plus de lisibilité, l’échelle
semilogarithmique est utilisée.
A faible dose (< 3 krad) et lorsque la grille est accumulée (VLOTG < 0), il n’y a presque
aucun pixel RTS. De la même façon qu’avant irradiation, cela confirme que les centres RTS
ne sont pas localisés dans le bulk. Lorsque la grille est déplétée (0 < VLOTG < 0.7), le nombre
de pixels RTS augmente, toujours de la même manière qu’avant irradiation. Enfin, à partir
de 0.7 V, une diminution du pourcentage est constatée : la polarisation est tellement forte
que la majorité des charges générées par les centres RTS se dirigent directement vers le nœud
de lecture. Par conséquent, il n’y a plus de courant d’obscurité mesuré, donc plus de pixels
RTS détectés.
Lorsque la dose augmente (mais reste < 50 krad) la forme des courbes ne change pas.
Cependant, un offset commence à apparaître, c’est-à-dire qu’un nombre non nul de pixels RTS
est détecté, même lorsque la grille est accumulée. En effet, la dose ionisante induit le piègeage
de charges positives aux interfaces [Bar06], notamment sous l’espaceur [Goi+12][Riz+17]. Cela
provoque l’apparition d’une zone de charge d’espace locale sous l’espaceur et ceci quelque
soit la polarisation de la grille de transfert. Ce phénomène est montré sur la figure 3.11.
Pour une forte dose (>50 krad) cette hypothèse semble se confirmer et la contribution de
l’espaceur s’amplifie, allant jusqu’à masquer celles présentes avant. Les courbes s’aplanissent
et ne dépendent plus de VLOTG. Cette nouvelle source au niveau des espaceurs devient alors
prédominante.
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Figure 3.11 – Vue en coupe de la photodiode à forte irradiation. Des zones de charge d’espace
locales se forment à cause de charges positives piégées dans l’oxyde.
3.3.1.2 Influence des dimensions de la grille de transfert
Les figures 3.12 et 3.13 représentent les pourcentages de pixels RTS dans le cas de la
variation de la longueur ou largeur de la grille de transfert. En tout, 5 types de photodiodes
sont représentées (puisque celui de référence l’est dans les deux cas).
Figure 3.12 – Influence de la longueur de la grille de transfert (LTG = 0.7 µm, 1.4 µm et
2.1 µm) en fonction de VLOTG et de la dose. Pour plus de lisibilité, l’échelle semilogarithmique
est utilisée.
Les allures des courbes sont les mêmes que pour la figure 3.10 : à faible dose, il y a une
influence de la polarisation de la grille de transfert, contrairement à la forte dose. Cela suggère
encore que la nouvelle source provenant de la zone de charge d’espace locale sous l’espaceur
devient prédominante. De plus, il est observable que les dimensions de la grille ne semblent
pas influer sur la fluctuation RTS, lorsque la surface de l’implant PPPD-TG reste constante.
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Figure 3.13 – A gauche : Influence de la largeur de la grille de transfert (WTG = 5.27µm,
2.63 µm et 1.1 µm) en fonction de VLOTG et de la dose. Pour plus de lisibilité, l’échelle semi-
logarithmique est utilisée. A droite : Pourcentage de pixels RTS à VLOTG = 0.3V en fonction
de la largeur de grille à plusieurs TID.
De plus, il ne semble pas y avoir d’influence de la longueur de la photodiode. Les courbes
avec plusieurs longueurs se superposent quelque soit la dose ionisante. Cependant, concernant
la variation de la largeur de grille, il semble que ce soit moins direct. La courbe concernant
la plus grande largeur de grille décroit avant les autres. Cela est dû au fait que le courant
d’obscurité est plus facilement aspiré par le nœud de lecture pour de fortes polarisation. Mais
pour de faibles polarisations, entre 0 et 0.3 V, il semble bien qu’il puisse y avoir une hiérarchie
avec la largeur de grille pour de faibles irradiations (<10 krad). La figure 3.13 montre cet
effet à VLOTG = 0.3V. Cette influence a déjà été observée dans le cas non irradié, avec les
grilles annulaires. Par conséquent, pour de faibles irradiations, l’influence de l’oxyde sous la
grille joue aussi un rôle, comme les interfaces avec le STI (qui sont les mêmes quelque soit la
largeur de grille).
La figure 3.14 représente l’influence de la longueur de l’implant PPPD-TG en fonction
de la polarisation de grille et de l’irradiation. A faible dose et de la même façon qu’avant
l’exposition aux rayons X, il y a bien une influence de ce paramètre. Plus la dose augmente
(>3 krad), et moins cette contribution est visible. A très forte dose (>50 krad), il n’y a plus
cette différenciation. En effet, l’allure générale est la même que pour les autres designs : au
delà de 50 krad, la nouvelle contribution domine quelque soit la polarisation de la grille et
quelque soit le design de la grille de transfert. Par conséquent, l’influence de l’espaceur semble
à nouveau se confirmer.
De la même façon qu’avant irradiation, c’est la partie en contact avec l’implant PPPD-TG
qui joue un rôle dans les fluctuations RTS, d’où l’absence d’influence de LTG. A faible dose,
les oxydes sous la grille ainsi que les interfaces avec le STI ont de l’influence sur le phénomène
RTS observé. En augmentant encore la dose (>50 krad), la contribution de l’espaceur devient
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Figure 3.14 – Influence de la longueur de l’implant PPPD-TG en fonction de VLOTG et de la
dose.
prédominante, et c’est la même quelque soit la variation des dimensions de la grille de transfert
et de l’implant PPPD-TG. La figure 3.15 montre ces contributions. La partie suivante permettra
de confirmer ou non cette conjecture.
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Figure 3.15 – Variation des dimensions de la grille de transfert : le changement de la largeur
de grille ne modifie pas le contact avec le STI. Les différentes localisations possibles des centres
RTS actifs sont repérésentées en rouge pour la zone sous la grille, en bleu pour l’interface avec
le STI, et les charges piégées sont aussi dessinées.
3.3.1.3 Influence de la forme de la grille de transfert
Dans le but de déterminer la nature des interfaces qui jouent un rôle en fonction de
l’irradiation, la forme de la grille de transfert a été changée et analysée. Les photodiodes
utilisées sont celles qui sont schématisées en figure 3.7.
La figure 3.16 montre le pourcentage de pixels RTS détectés pour ces trois différents
designs et à deux doses d’irradiations données. Comme avant irradiation, il semble y avoir 2
contributions différentes à faible dose. En effet, la PPD AnTG contient des pixels RTS, ce qui
montre qu’il y a des centres RTS au niveau de l’oxyde de grille (car il n’y a pas de contact
avec le STI). De plus, il y a énormément de pixels RTS détectés pour le design AnTG_STI, ce
qui prouve aussi la contribution de l’interface avec le STI. Cette contribution semble toujours
être forte et complètement visible, même à plus forte irradiation.
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Figure 3.16 – Influence de la forme de la grille de transfert en fonction de VLOTG et de la
dose.
Finalement, il semble donc que sans irradiation ou à faible dose, les principales sources de
RTS soient l’oxyde de grille en contact avec l’implant PPPD-TG mais aussi le contact avec le
STI, toujours au niveau de la grille. A forte dose, une autre source apparaît du fait des charges
positives piégées aux interfaces qui induisent une zone de charge d’espace locale quelque soit la
polarisation de la grille. Ceci est résumé en figure 3.17, où une population de centres RTS est
schématisée en fonction de l’irradiation. La contribution active ou non selon leur localisation
et la polarisation de la grille est aussi montrée.
Figure 3.17 – Récapitulatif des localisations des centres RTS actifs ou inactifs en fonction
de la dose ionisante et de la polarisation de la grille de transfert.
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3.3.2 Analyse statistique à une polarisation de grille et une dose données
Le fait d’irradier les matrices et d’avoir plus de pixels RTS permet d’effectuer des analyses
statistiques (histogrammes de niveaux, amplitudes, constantes de temps...). Ici, le cas étudié
sera celui d’une matrice irradiée à 10 krad car c’est une dose où il y a assez de statistiques pour
conclure, mais elle n’est pas trop forte pour ne pas être pollué par l’influence des espaceurs.
La polarisation de grille choisie pour cette analyse est VLOTG = 0.5V, car c’est là qu’il y a
un maximum de pixels RTS détectés.
3.3.2.1 Étude des designs étudiés précédemment
La figure 3.18 montre les histogrammes d’amplitudes RTS pour chaque design étudié pré-
cédemment(il y en a 8). Toutes les distributions sont similaires, avec une allure exponentielle
et une même pente. Cela suggère que tous les centres RTS sont de même nature, quelque soit
le schéma de l’élément photosensible. Ces propriétés ont aussi été retrouvées sur 13 autres
designs de la matrice, et par conséquent le graphique de droite montre la distribution to-
tale sur toutes ces sortes de photodiodes (21 types en tout, soit environ 6400 pixels RTS
sur 21×5000 pixels en tout). L’allure exponentielle est toujours clairement observable, avec
une moyenne d’environ 90 e-/s. Ceci est cohérent avec la littérature pour des effets ioni-
sants [Vir+11][Mar+13] qui indique une valeur autour de 110 e-/s.
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Figure 3.18 – Histogramme des amplitudes RTS. A gauche, les distributions de chaque zone
étudiée précédemment sont tracées. A droite, la somme de toutes les zones similaires est
étudiées afin d’être plus pertinent.
De la même façon, les histogrammes de niveaux et de constantes de temps sont similaires
pour les 21 zones prises en compte. La figure 3.19 représente ces distributions en considérant
3.3. Fluctuations induites par effets ionisants : Influence des rayons X 89
tous ces 21 designs.
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Figure 3.19 – Histogrammes du nombre de niveaux (à gauche) et des constantes de temps
(à droite et pour les pixels RTS à 2 niveaux) en considérant 21 zones de la matrice. L’encart
représente le nombre de pixels ayant un nombre de défauts donné selon la loi théorique de
Poisson et de façon expérimentale.
Il est observable que la grande majorité des pixels ont 2 niveaux RTS. Si l’on considère
que les pixels sains sont dus à 0 défaut RTS, les pixels biniveaux sont dus à 1 centre RTS, et
que ceux à trois ou quatre niveaux sont dus à deux centres RTS, alors les données suivent un
processus de Poisson de paramètre λ = 0.1 défaut/pixel, comme le montre l’encart de la figure
3.19. Ceci est cohérent avec le fait que les RTS multiniveaux sont la somme de RTS biniveaux
dans le cas de la dose ionisante [Vir+11]. Par conséquent, l’accent sera porté par la suite sur
ce type de centre RTS à 2 niveaux. C’est pour cela que la distribution de constantes de temps
ne prend en compte que les RTS biniveaux. Cette dernière distribution est représentée pour
les constantes de temps dans les niveaux haut et bas. La même allure en ax est trouvé dans
les deux cas pour les grandes constantes de temps (avec a ≈ 22 000 s−1 dans ce cas là). De
plus, l’encart qui représente un zoom en échelle linéaire à faibles constantes de temps montre
un maximum observé autour de 50 s. Il est difficile de tirer une conclusion définitive quant à
l’existence d’un pic, il peut aussi s’agir d’une non détection des constantes de temps les plus
faibles.
Un autre outil de caractérisation des signaux RTS est celui des énergies d’activation. En
effet, comme indiqué précédemment, l’amplitude RTS est thermiquement activée, c’est-à-dire






L’encart de la figure 3.20 montre cet effet. Cette figure en elle-même représente l’histo-
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gramme des énergies d’activation qui ont été extraites sur toute la population de pixels RTS
à 2 niveaux. La valeur moyenne est de 0.6 ± 0.1 eV, non loin de ce qui a été observé dans
la littérature [GVM11] avec une valeur de 0.67 eV. Cette énergie d’activation correspond à
une valeur au milieu de la bande interdite, ce qui suggère un mécanisme de génération de
Schockley Read Hall.
Energie d'activation (eV)


























Figure 3.20 – Répartition des énergies d’activation en amplitude pour les pixels RTS à
deux niveaux entre 12°C et 27°C. L’encart représente les amplitudes moyennes à chaque
température afin de pouvoir extraire une énergie d’activation moyenne.







Cela permet de pouvoir extraire aussi des énergies d’activation pour les pixels RTS bi-
niveaux. la figure 3.21 représente cet effet. Les tendances semblent plutôt similaires, qu’il
s’agisse des constantes de temps hautes ou basses : le phénomène s’accélère lorsque la tempé-
rature augmente. En effet, le centre RTS (qu’il soit métastable ou modulé par un centre de
capture/émission) est de moins en moins stable.
Les énergies d’activation moyennes sont de l’ordre de 0.73 ± 0.4 eV pour la constante de
temps dans l’état bas et 0.69 ± 0.4 eV la constante de temps dans l’état haut. Les valeurs
sont un peu différentes, mais il est difficile de conclure puisque l’écart type est assez grand,
comme il est possible de le voir sur la figure.
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Figure 3.21 – Répartition des énergies d’activation en temps pour les pixels RTS à deux
niveaux entre 12°C et 27°C. L’encart représente les constantes de temps moyennes à chaque
température afin de pouvoir extraire une énergie d’activation moyenne.
3.3.2.2 Étude des designs ne comprenant pas d’implant PPPD-TG
La matrice étudiée ici comprend 24 zones avec 24 designs différents. 21 types de pixels ont
été discutés. Les trois derniers types ont une particularité : ils ne contiennent pas l’implant
PPPD-TG sous la grille de transfert. En effet, puisque les principales sources de RTS actives
se situent à ce niveau, il pourrait être intéressant de l’enlever. Cependant, cela se traduit par
une hausse du nombre de pixels RTS détectés (sur les 3 zones, i.e 3×5000 pixels, environ 2800
sont détectés RTS, alors que sur les 21 autres zones, il y en avait 5834).
La figure 3.22 représente l’histogramme des amplitudes RTS typiques et celui donné par
les 3 zones sans implant. La courbe rouge (sans implant PPPD-TG) montre que l’allure expo-
nentielle est toujours observable, bien qu’une courbure dans la pente est discernable , mais la
pente exponentielle est d’environ 400 e-/s. Cela est beaucoup plus fort que précédemment.
Afin d’observer ce phénomène plus précisément, l’évolution temporelle d’un pixel RTS est
donnée en figure 3.23 pour plusieurs polarisations de grille de transfert. Il est observé dans ce
cas-là que l’amplitude varie, et croit avec VLOTG. A droite de la figure, l’évolution de cette
amplitude est indiqué, et une tendance exponentielle est observée. La figure 3.24 représente
l’évolution des constantes de temps en fonction de VLOTG. Il ne semble pas y avoir d’influence
particulière.
La contribution du centre RTS pourrait s’amplifier au fur et à mesure qu’il pénètre dans
la zone de charge d’espace (qui s’élargit lorsque VLOTG augmente), mais dans ce cas là, il y
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Designs sans l'implant PPPD-TG
Figure 3.22 – Histogrammes des amplitudes RTS pour les pixels typiques étudiés précédem-
ment et pour ceux ne comportant pas l’implant PPPD-TG pour VLOTG = 0.5V. La moyenne
exponentielle est très différente et la courbe semble même s’arrondir.
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Figure 3.23 – A gauche : évolution temporelle d’un pixel RTS sans implant PPPD-TG. A
droite : évolution de l’amplitude RTS de ce même pixel.
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Figure 3.24 – Évolution des constantes de temps hautes et basses en fonction de VLOTG
pour ce même pixel .
aurait une polarisation où l’amplitude deviendrait constante, car le centre serait totalement
inclus dans la ZCE, ce qui n’est pas le cas. De plus, cela voudrait aussi dire que tous les centres
sont en bord de zone dépeuplée, ce qui est improbable. Le phénomène qui est donc suggéré,
serait celui de l’augmentation du courant d’obscurité induit par un fort champ électrique
(EFE pour Electric Field Enhancement)vu au paragraphe 2.1.2. En effet, lorsque l’implant
est retiré, le dopage sous la grille est plus faible, et cela entraîne un abaissement de la tension
de seuil de la grille. Ainsi, pour une polarisation de grille donnée, le potentiel à la surface est
beaucoup plus fort que dans le cas typique étudié précédemment.
Un autre élément en faveur de l’EFE est l’énergie d’activation des amplitudes. En effet,
comme pour la figure 3.20, la figure 3.25 représente l’histogramme des énergies d’activation
pour ces trois zones. La valeur moyenne est de 0.3 ± 0.25 eV, ce qui est symptomatique de
ce phénomène déjà présenté dans le chapitre2 (la faible précision vient du faible nombre de
pixels qui sont détectés RTS et à 2 niveaux à chaque température).
De ce fait, l’EFE semble être le mécanisme à l’origine de cette particularité. C’est pour
cela que de plus fortes amplitudes sont mesurées, et qu’il y a plus de pixels RTS que dans
les autres zones. Cela donne l’opportunité d’étudier l’influence du champ électrique sur les
défauts RTS. De façon plus pratique, l’implant PPPD-TG a donc son importance et ne peut
être enlevé, d’autant plus qu’il contribue aussi à l’amélioration des performances dans les
capteurs d’images, telles que le lag par exemple [Riz+17].
Afin de voir si les autres paramètres diffèrent au niveaux de ces pixels atypiques, la fi-
gure 3.26 représente les histogrammes de constantes de temps dans le cas de pixels bi-niveaux.
Ici, elles semblent avoir les mêmes caractéristiques que pour les designs typiques, avec une
allure en ax pour les fortes constantes de temps, et un pic à 50 s pour les faibles temps. Le
décalage des courbes vers le haut pour les courbes avec l’implant est du au nombre de pixels
RTS détecté plus important de façon absolue car il y a plus de zones considérées (3 sans
l’implant, et 21 avec).
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Figure 3.25 – Répartition des énergies d’activation pour les pixels RTS à deux niveaux entre
12°C et 27°C pour les 3 zones sans l’implant PPPD-TG. L’encart représente les amplitudes
moyennes à chaque température afin de pouvoir extraire une énergie d’activation moyenne.
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Figure 3.26 – Comparaison des histogrammes de constantes de temps pour les zones avec
ou sans implant PPPD-TG. Seuls les pixels biniveaux sont pris en compte.
De la même façon que pour la partie précédente, la figure 3.27 montre l’effet de la tempé-
rature sur les constantes de temps moyenne haute et basse.
La tendance est la même, et les valeurs trouvées sont de l’ordre de 0.72 eV pour les
constantes de temps à l’état bas et de 0.66 eV pour les constantes de temps à l’état haut.
Ces résultats sont similaires à ceux des pixels typiques étudiés ci-dessus. Par conséquent, cela
conforte l’hypothèse que les centres RTS sont de même nature dans tous les cas. Seules les
amplitudes changent à cause de l’augmentation du champ électrique, mais ce dernier semble
ne pas influer sur les constantes de temps.
3.3.3 Conclusion
Finalement, l’analyse des effets de la dose ionisante a permis de préciser les localisations
des centres RTS dans la photodiode :
— au niveau des oxydes sous la grille et de la frontière avec le STI sous la grille avant
irradiation ou à faible irradiation
— sous les espaceurs en recouvrement avec la PPD à forte irradiation (avec toujours une
influence du STI)
De plus, le tableau 3.2 reprend les différentes propriétés statistiques pour des centres RTS
induits par de la dose ionisante lors des 2 analyses précédentes. Pour les amplitudes, le champ
électrique a une grande influence, que ce soit en fonction de la polarisation, mais aussi de la
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Figure 3.27 – Répartition des énergies d’activation en temps pour les pixels RTS à deux
niveaux entre 12°C et 27°C. L’encart représente les constantes de temps moyennes à chaque
température afin de pouvoir extraire une énergie d’activation moyenne.
Table 3.2 – Récapitulatif des propriétés statistiques des 2 analyses
à VLOTG = 0.5V avec l’implant sans l’implant
amplitude moyenne (e-/s) 90 400
énergie d’activation en amplitude (eV) 0.6 0.3
constantes de temps (s) bas 2500 2050haut 2350 1750
énergie d’activation en temps (eV) bas 0.73 0.72haut 0.69 0.66
température. Pour les constantes de temps, les mêmes caractéristiques semblent se retrouver
dans les deux cas.
Ce dernier résultat démontre que le champ électrique n’a aucune influence sur la méta-
stabilité du défaut (qu’il soit du à la modulation par capture/émission, ou à un changement
de configuration). Cette conclusion permettra potentiellement d’identifier plus précisément
l’origine physique du RTS.
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3.4 Fluctuations induites par effets non ionisants : Influence
des neutrons
Dans [Vir12] ; [Goi+11] il a été montré que contrairement au effets ionisants, les déplace-
ments atomiques (induits par l’irradiation aux neutrons par exemple) créent des défauts RTS
situés dans le bulk, i.e le volume de la photodiode. Les caractéristiques de ces centres sont
différentes et c’est pourquoi il est intéressant de mener une étude, d’autant plus qu’avec les
outils développés pendant ces travaux, il est possible de prendre en compte les pixels RTS
multiniveaux.
Les résultats de cette partie proviennent d’un capteur d’images CMOS de 512x512 pixels
qui a été exposé à des neutrons de 22 MeV (à l’Université Catholique de Louvain (UCL) en
Belgique) pour une dose totale de 400 TeV/g. Les mesures ont été effectuées pour VLOTG
=-0.5 V.
3.4.1 Caractérisation des pixels RTS à une température donnée
Pour ce paragraphe, 50 000 images ont été acquises avec un temps d’intégration de 0.5s.
La température est de 22°C. En tout, il a été détecté 43784 pixels RTS, soit 17.5% de la
matrice (un fenêtrage de 500x500 pixels a été effectué pour éviter les effets de bord).
3.4.1.1 Étude globale
La figure 3.28 représente les histogrammes d’amplitudes (maximales ou totalité) obtenus
à partir des outils développés dans ces travaux et explicités dans la partie 2.4.1.2. Des allures
exponentielles sont observées dans les deux cas.
Concernant l’histogramme des amplitudes maximales, une pente exponentielle de 1100 e-/s
est extraite. Cela correspond à ce qui a été trouvé dans la littérature [Vir+11] ; [Goi+09] ;
[Vir+14] qui ont relevé 1200 e-/s à 23°C. Cependant, un pic est observé à faible amplitude.
Dans la littérature [Vir+11] ; [RGR13], cela a souvent été attribué à des centres RTS situés
au niveau des interfaces avec les oxydes, comme vu précédemment avec la dose ionisante.
Cependant, dans le cas des neutrons, la dose ionisante totale déposée serait alors de 5 rad,
d’après [Wit68], ce qui correspondrait à 8600 pixels RTS d’après [Vir+13]. Ce nombre est
plus faible que celui mesuré en considérant les pixels qui constituent le petit triangle à faible
amplitude (environ 12700 dans le cas de cette étude). De plus, ce pic à faible amplitude
devrait s’amplifier avec la variation de la polarisation de la grille de transfert, ce qui n’est pas
le cas (d’autant plus que pour cette mesure, le régime de la grille est accumulé, et qu’il ne
devrait pas atteindre les oxydes). Par conséquent, cela ne semble pas provenir de l’ionisation.
Une autre possibilité serait des centres RTS situés hors zone dépeuplée, et dont les électrons
seraient collectés par diffusion. Afin de conforter ou non cette hypothèse, l’énergie d’activation
des pixels concernés par ces petites amplitudes a été extraite, et elle a été trouvée de l’ordre
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Figure 3.28 – Histogrammes des amplitudes RTS. En rouge, seulement les amplitudes maxi-
males sont représentées. En bleu, toutes les amplitudes sont prises en compte. Dans les deux
cas, un comportement exponentiel est observé.
de 0.8 eV ± 0.3 eV, ce qui parait compatible avec l’hypothèse de centres RTS qui ne soient
pas au milieu de la bande interdite.
Concernant l’histogramme de toutes les amplitudes, une allure exponentielle est aussi
observée. Une pente exponentielle de 900 e-/s a pu être extraite. La valeur est plus faible
que pour les amplitudes maximales, car elle prend en compte plus d’amplitudes, qui sont
forcément plus petites car cela ne concerne plus seulement les amplitudes maximales.
La figure 3.29 représente l’histogramme du nombre de niveaux sur toute la population de
pixels RTS détectés. Une courbe décroissante est observable, avec un palier entre les pixels
comportant 3 niveaux et ceux en comportant 4. A la différence de la distribution observée
pour l’irradiation aux rayons X, cet histogramme ne suit pas un processus de Poisson. Il n’est
donc pas possible de dire que les pixels multiniveaux sont nécessairement la somme de pixels
biniveaux. Cela sera discuté dans la partie suivante.
Enfin, les histogrammes d’amplitudes en fonction du nombre de niveaux ne sont pas
représentés car ils sont similaires quelque soit le nombre de niveaux.
Le nombre de pixels ayant plus de 2 niveaux est conséquent et ne peut être négligée. C’est
pour cela que la partie suivante se focalisera sur ces pixels en particulier.
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Figure 3.29 – Histogrammes du nombre de niveaux à 22°C.
3.4.1.2 Analyse approfondie des pixels multiniveaux
Dans la littérature, les pixels RTS multiniveaux ne sont que très peu étudiés, d’autant
plus que les algorithmes de détection présentés dans la partie 2.3.1 sont souvent centrés sur
les pixels biniveaux. Un pixel multiniveaux peut être de plusieurs types : il peut comporter
un seul centre générant plusieurs niveaux, ou alors il peut être composé de plusieurs centres
qui générent 2 niveaux, ou la combinaison des 2. Dans ces travaux, il sera considéré que dans
un pixel, la probabilité pour que 2 centres RTS basculent en même temps ou qu’ils aient la
même amplitude est négligeable.
Pixels à 3 niveaux : centres multiniveaux D’après les hypothèses pré-établies, les
pixels ayant 3 niveaux sont très majoritairement des centres multiniveaux car s’il y avait
deux centres, la seule possibilité serait qu’ils ont la même amplitude pour ne générer que 3
niveaux. Ceci est improbable d’après les hypothèses définies ci-dessus.
Tout d’abord, il a été montré que pour un pixel RTS biniveaux donné, la distribution des
intervalles de temps suit un processus de Poisson (pour les temps haut ainsi que les temps
bas)[HH93][BDM02].Dans le cas de pixels multiniveaux, cela n’est pas clairement démontré.
La figure 3.30 représente cela, dans le cas d’un pixel à 3 niveaux : les 3 histogrammes
ont effectivement une allure exponentielle. Les moyennes exponentielles sont de 86 s pour le
niveau bas, 64 s pour celui du milieu et 66 s pour le niveau haut.
Cette allure suivant un processus de Poisson a été vérifiée sur un grand nombre de pixels
ayant assez de transitions. Par conséquent, cette notion peut être étendue aux pixels RTS
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Figure 3.30 – Histogrammes des intervalles de temps pour chaque niveau d’un pixel. La trace
RTS est représentée en bas à droite de la figure.
multiniveaux.
Le tableau 3.3 représente la probabilité moyenne de chaque transition possible sur toute
la population de pixels RTS à 3 niveaux. Il est clairement observable que les transitions
qui apparaissent le plus souvent sont celles d’un niveau à celui adjacent. Cette propriété
particulière pour des centres multiniveaux peut être aussi remarquée dans la figure 2.19 et
sera encore constatée par la suite.











(1) - 23.6 % 3.9 %
milieu
(2) 23.5 % - 22.6 %
haut
(3) 3.9 % 22.6 % -
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Pixels à 4 niveaux : 2 types de centres Le cas des pixels à 4 niveaux est plus complexe :
il peut s’agir d’un centre multiniveaux, ou bien de deux centres biniveaux.
center 1
center 2
t12 t12 t12 t12t11 t11 t11 t11
t21 t21 t21 t21t22 t22 t22
Figure 3.31 – Extraction théorique de la contribution de chaque centre RTS pour un pixel
RTS à 4 niveaux composée de 2 centres biniveaux. Gâce à cela, il est possible d’extraire les
temps caractéristiques pour chaque centre indépendant.
La figure 3.31 représente la décomposition de la contribution de chaque centre RTS dans
le cas de 2 éléments indépendants. Selon ce schéma, deux propriétés sont remarquables :
— puisque la probabilité d’avoir la même amplitude est très faible, deux amplitudes sont
discernables, et apparaissent 2 fois (la transition du premier au troisième niveau =
celle du deuxième au quatrième, et la transition du premier au deuxième = celle du
troisième au quatrième)
— puisque deux transitions ne peuvent avoir lieu au même moment, les transitions du
premier au quatrième niveau et du deuxième au troisième niveau sont peu probables.
Ce dernier argument va servir de base afin de voir s’il est possible de discriminer des défauts
multiniveaux (s’ils existent) des combinaisons de deux centres niveaux (s’il y en a).
La figure 3.32 représente le taux de probabilité de la transition du deuxième au troisième
niveau et inversement(T2−3 et T3−2) par rapport aux transitions T1−3 (et T1−3) et T2−4 (et
T4−2). Les transitions T1−2 et T3−4 ne sont pas utilisées car il sera observé plus tard qu’elles
sont très probables dans tous les cas. Il est alors observé deux pics distincts sur l’histogramme
3D. Cela induit donc que les deux types de pixels à 4 niveaux co-existent : certains pixels
RTS contiennent la combinaison de 2 centres biniveaux et d’autres sont composés d’un seul
centre générant les quatre niveaux.
Le critère de discrimination des pixels à 4 niveaux sera donc : un pixel RTS à 4 niveaux
sera considéré comme la somme de 2 biniveaux si :{
T1−3 + T3−1 > 0.9× (T2−3 + T3−2)
T2−4 + T4−2 > 0.9× (T2−3 + T3−2) (3.5)
La figure 3.33 permet finalement de visualiser les 2 types de signaux RTS :
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Figure 3.32 – Critère permettant de discriminer les pixels multiniveaux des pixels ayant la
combinaison de 2 biniveaux. La probabilité de transition entre le deuxième et le troisième
niveau est évaluée par rapport aux autres.
— le premier provient d’un centre multiniveaux. Les transitions semblent être majoritai-
rement d’un niveau à un niveau adjacent,comme c’était aussi le cas pour les centres à
3 niveaux.
— le second provient de la combinaison de 2 centres biniveaux. La contribution de chaque
centre est clairement visible, d’autant plus qu’il y a bien deux amplitudes qui appa-
raissent 2 fois, comme cela avait été abordé auparavant (alors que cette condition
n’apparaît pas dans le critère de discrimination des 2 types de comportement). Cela
permet donc d’illustrer la pertinence du critère.
Le tableau 3.4 montre la probabilité moyenne de chaque transition sur toute la population
de pixels RTS à 4 niveaux considérés comme étant la somme de deux centres biniveaux (en
tout 3195 pixels). Ces résultats sont donnés à partir de la mesure RTS à 2°C car c’est là
que les transitions sont le plus visibles puisque moins rapides. Il est clair que les transitions
attendues sont bien les plus probables, avec un facteur de 50 fois plus probables que les autres.
Le tableau 3.5 montre la probabilité moyenne de chaque transition sur toute la population
de pixels RTS à 4 niveaux considérés comme étant un seul centre (en tout 1845 pixels). Ces
résultats sont donnés à partir de la mesure RTS à 2°C. Le plus remarquable est que de la même
façon que pour les pixels à 3 niveaux, les transitions les plus probables sont celles d’un niveau
à un niveau adjacent. Cela semble donc être une caractéristique des centres multiniveaux :
par conséquent, le saut le plus aisé serait celui d’un niveau de courant d’obscurité à celui
adjacent, sans pour autant être celui le plus proche en énergie potentielle relative, comme il
sera montré par dans la partie suivante. Enfin, pour ces pixels là, seules les transitions d’un
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Figure 3.33 – Traces RTS de 2 pixels en fonction du temps : la première correspond à un
seul centre multiniveaux et la seconde à 2 centres biniveaux.
Table 3.4 – Probabilité de transition pour la population de pixels RTS 4 niveaux comprenant













(1) - 12.1 % 10.2 % 0.4 %
bas-milieu
(2) 12.0 % - 0.9 % 11.3 %
milieu-haut
(3) 10.3 % 0.9 % - 15.0 %
haut
(4) 0.4 % 11.2 % 15.2 % -
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Table 3.5 – Probabilité de transition pour la population de pixels RTS 4 niveaux comprenant













(1) - 13.0 % 2.8 % 0.3 %
bas-milieu
(2) 13.0 % - 15.6 % 3.2 %
milieu-haut
(3) 2.8 % 15.6 % - 15.1 %
haut
(4) 0.3 % 3.2 % 15.1 % -
niveau à un niveau adjacent seront considérées pour la suite de ces travaux.
Finalement, cette discrimination explique le palier dans la distribution du nombre de
niveaux représentée en figure 3.29 : le fait d’avoir deux types de populations RTS à 4 niveaux
distinctes rajoute une contribution supplémentaire à l’histogramme, contrairement aux pixels
3 niveaux qui eux ne constituent qu’un ensemble de centres multiniveaux.
Analyse de tous les pixels selon le nombre de niveaux La distribution des amplitudes
RTS est la même pour tous les types de centres, mais ce n’est pas le cas pour les constantes de
temps. La figure 3.34 représente l’histogramme des constantes de temps RTS, comme décrit
dans la partie 2.4.1.3. Les pixels sont séparés selon leur nombre de niveaux. La même allure
est constatée pour toutes les courbes à fortes constantes de temps, avec une tendance en 1τ .
Cependant, en zoomant sur les petites constantes de temps, le temps pour lequel il y a le
maximum de pixels n’est pas le même selon le nombre de niveaux considéré. En effet, il est de
150 s à 22°C pour les centres biniveaux, et de 70 s pour les pixels 3 niveaux. Ce phénomène
est aussi observable concernant les pixels RTS à 4 niveaux : l’histogramme de ceux qui sont la
somme de 2 biniveaux (les constantes de temps ici sont obtenues à partir de la déconvolution
des deux centres comme explicité en figure 3.31) comprend un pic à 150 s alors que celui des
centres multiniveaux (générant 4 niveaux) est de l’ordre de 70 s. Il semble donc en effet qu’il y
ait donc bien une différenciation dans les constantes de temps à 22°C entre les types de centre.
Dans l’hypothèse de défauts métastables, cela revient à dire que les défauts qui génèrent 2
niveaux sont plus « stables » (basculent moins souvent) que ceux qui sont multiniveaux.
3.4.2 Effet de la température sur les fluctuations RTS
Pour cette analyse, le même capteur a été utilisé, avec le même temps d’intégration et le
même nombre d’images. Des mesures ont été réalisées à 2°C, 7°C, 10°C, 12°C, 17°C, et 22°C.
En effet, le comportement des pixels RTS (amplitude et constantes de temps) en fonction de
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Figure 3.34 – Histogrammes des constantes de temps RTS. Le zoom correspond aux petites
constantes de temps, avec une ordonnée linéaire.
Table 3.6 – Energies d’activation extraites dans la littérature.
Irradiation énergie d’activation (eV)
[HH93] proton
amplitude : 0.57 ± 0.03
temps bas : 0.89 ± 0.1
temps haut : 0.87 ± 0.07
[Vir+10] neutron amplitude : 0.58
[BDM02] proton temps bas : 0.58temps haut : 0.61
[RPL92] on DRAM no irradiation temps bas : 0.87temps haut : 1.02
[RGR13] proton petite amplitude : 0.69 ± 0.02grande amplitude : 0.48 ± 0.03
[Mar+13] proton amplitude : 0.75
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la température est souvent étudié, car les défauts responsables du phénomène sont thermi-
quement activés. Cela permet d’obtenir des énergies d’activation, et par conséquent, plus de
caractéristiques concernant ces centres RTS. Le tableau 3.6 montre les valeurs qui ont été
trouvées dans la littérature. Ces dernières correspondent à l’étude de pixels RTS à 2 niveaux.
Dans cette partie, l’extension aux pixels RTS multiniveaux est effectuée.
3.4.2.1 Analyse en température des amplitudes RTS
Dans ce paragraphe, l’accent est porté sur les pixels RTS à 4 niveaux, car cela permet
d’avoir l’impact des deux types de centres (biniveaux et multiniveaux). En effet, l’ampli-
tude varie en fonction de la température de façon exponentielle comme déjà explicité dans
l’équation 3.3
La figure 3.35 représente l’amplitude moyenne de chaque transition d’un niveau à celui
adjacent an fonction de l’inverse de la température pour l’ensemble des pixels 4 niveaux
provenant de 2 centres biniveaux. Afin d’être le plus pertinent, seuls les pixels détectés de
cette sorte à toutes les températures sont pris en compte (ici, une population de 603 pixels
est considérée).































Figure 3.35 – Amplitude moyenne en fonction de l’inverse de la température pour les centres
biniveaux. Les niveaux sont numérotés de 1 (bas) à 4 (haut).
La contribution de chaque centre RTS est dissociée : les amplitudes 1-2 et 3-4 proviennent
du même centre, aussi il est normal que les 2 courbes soient superposées, ce qui donne une
seule énergie d’activation moyenne de 0.56 ± 0.07 eV. Les amplitudes 1-3 et 2-4 sont aussi les
mêmes puisqu’elles correspondent à la participation du deuxième centre, celui qui induit la
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plus grande amplitude des 2 (puisque par définition, le deuxième niveau est plus bas que le
troisième). L’énergie d’activation moyenne extraite dans ce cas 0.57 ± 0.05 eV. Le coefficient
de corrélation est de 0.9998.
Ces énergies d’activation sont similaires à celle qui a été trouvée pour les pixels présentant
2 niveaux (dans ce dernier cas, elle est de 0.57 eV). Par ailleurs, la figure 3.36 représente les
énergies d’activations en fonction de l’amplitude RTS à 22°C pour la population de pixels
biniveaux. Il y a bien une majorité de données autour de 0.6 eV. Cela correspond au milieu
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Figure 3.36 – Energie d’activation des amplitudes en fonction des amplitudes à 22°C pour
toute la population de pixels RTS à 2 niveaux.
La figure 3.37 représente l’amplitude moyenne de chaque transition d’un niveau à celui
adjacent an fonction de l’inverse de la température pour l’ensemble des pixels 4 niveaux
provenant de centres multiniveaux. Afin d’être le plus pertinent, seuls les pixels détectés de
cette sorte à toutes les températures sont pris en compte (ici, une population de 72 pixels est
considérée).
Ici, seules les transitions d’un niveau vers un niveau adjacent sont considérées, car il s’est
avéré que dans le cas de centres multiniveaux, ce sont les plus probables (cf tab. 3.5). Les
valeurs d’énergie d’activation sont de 0.53 ± 0.11 eV pour l’amplitude du premier au deuxième
niveau, 0.53 ± 0.12 eV pour l’amplitude du deuxième au troisième niveau et 0.52 ± 0.13 eV
pour l’amplitude du troisième au quatrième niveau. Les intervalles d’incertitudes sont plus
élevés car moins de pixels sont considérés. De plus, les valeurs moyennes sont similaires et un
peu en deçà du milieu de la bande interdite. Cela pourrait être dû à des effets d’augmentation
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Figure 3.37 – Amplitude moyenne en fonction de l’inverse de la température pour les centres
multiniveaux. Les niveaux sont numérotés de 1 (bas) à 4 (haut).
du taux de génération comme présentés dans la partie 2.1.2.
3.4.2.2 Analyse en température des constantes de temps RTS
Cette étude va d’abord se concentrer sur l’analyse des constantes de temps en fonction
de la température pour les pixels RTS biniveaux. Les transitions sont plus fréquentes avec la
température suivant une loi d’Arrhenius telle que décrite dans l’équation 3.4.
La figure 3.38 représente les constantes de temps moyennes dans la états haut et bas
en fonction de l’inverse de la température. Seuls les pixels détectés à 2 niveaux à chaque
température sont pris en compte (ici, il y en a 10152). Les énergies d’activation qui ont pu
être extraites sont de l’ordre de 0.77 ± 0.4 eV pour les temps bas et 0.72 ± 0.4 eV pour les
temps haut. Ces valeurs sont proches de celles trouvées dans la littérature [HH93] qui a relevé
des valeurs autours de 0.85 eV.
Cela correspond à 2 énergies un peu différentes, et la précision n’est pas assez bonne pour
dire s’il s’agit donc un saut en énergie ou si c’est juste dû à l’erreur commise lors des mesures
et calculs. Le saut entre l’état haut et l’état bas peut être représenté comme indiqué dans la
figure 3.39, où cette différence peut être vu comme un paramètre caractéristique de l’élément
déclencheur de la transition.
De plus, l’analyse des pixels multiniveaux peut aussi être intéressante afin de mieux com-
prendre le mécanisme en jeu. Pour cela , le choix s’est porté sur l’étude de pixels RTS à
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Figure 3.38 – Constantes de temps moyenne en fonction de l’inverse de la température pour


























Figure 3.39 – Saut d’énergie entre les états haut et bas
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4 paliers provenant de centres multiniveaux, car leurs amplitudes ont déjà été étudiées. Le
diagramme fourni précédemment pour les centres à 2 niveaux a donc été étendu aux centres
multiniveaux. Comme déjà avancé ci-dessus, seules les transitions d’un niveau à celui adja-
cent sont considérées, ce qui donne 24 possibilités de formes de diagrammes possibles. Ici, la
figure 3.40 représente 3 diagrammes différents.
Figure 3.40 – Diagrammes représentant les sauts d’énergies entre chaque niveau RTS pour
3 pixels différents. Chaque réponse temporelle à 2°C est représentée pour chaque pixel.
Dans chaque cas, plusieurs remarques peuvent être établies :
— en haut à gauche, les sauts en énergie correspondent aux niveaux, c’est-à-dire que le
niveau bas est celui qui a la plus faible énergie relativement aux autres. Cette tendance
est observée sur 22% des pixels RTS 4 niveaux multiniveaux.
— en haut à droite, le comportement est différent, ce qui montre que l’allure n’est pas
universelle pour tous les pixels multiniveaux. Cependant, il y a toujours une corrélation
entre les niveaux et les sauts. Cette tendance est observée sur 6% des pixels RTS 4
niveaux multiniveaux.
— en bas, il n’y a plus aucune corrélation entre niveau et saut d’énergie. Une des hy-
pothèse pour expliquer cela serait qu’il faudrait considérer d’autres transitions, car
cette étude ne prend en compte que les transitions d’un niveau à celui adjacent. Par
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conséquent, d’autres transitions pourraient être plus probables. En regardant la trace
du pixel à 2°C, il est observable que ce n’est pas le cas ici : les transitions d’un niveau
vers celui adjacent sont bien les plus probables. Cette tendance est observée sur 8%
des pixels RTS 4 niveaux multiniveaux.
Finalement, il semble qu’il n’y ait pas de lien universel entre le niveau de courant de chaque
palier et le saut d’énergie. De plus, les valeurs d’énergies d’activation qui ont pu être extraites
sont très éparses, contrairement à celles des amplitudes qui sont beaucoup plus concentrées
autour d’une valeur moyenne.
3.4.3 Discussion générale : caractérisation des centres RTS
Les résultats obtenus dans cette partie permettent de mieux caractériser les centres RTS,
notamment ceux présentant plus de 2 niveaux. En effet, ces analyses on montré qu’il existe
plusieurs types de centres : ceux qui ne génèrent que deux niveaux (centres biniveaux), et
ceux qui en générent plus (centres multiniveaux).
Les études concernant les amplitudes et les constantes de temps montrent qu’à 22°, les
caractéristiques sont un peu différentes. Comme le montre le tableau 3.7, ces paramètres
semblent un peu plus faibles pour les centres multiniveaux que pour les centres biniveaux.
Cependant, au sein d’une même catégorie les constantes de temps dans chaque palier sont du
même ordre de grandeur.
Concernant les énergies d’activation, les valeurs en amplitudes sont aussi plus faible de 0.04
eV en moyenne pour les centres multiniveaux, mais les valeurs en temps sont du même ordre
de grandeur. Le fait que les énergies en amplitude soient plus faible que le milieu de la bande
interdite (0.63 eV expérimentalement, comme explicité dans la partie 2.1.3) peut suggérer des
phénomènes d’augmentation de taux de génération 2.1.2, tels que l’augmentation du champ
électrique, le transfert de charge inter-centre, ou le rétrécissement de la bande interdite.
Aussi, ces résultats permettent de mieux comprendre et appréhender le mécanisme pou-
vant être à l’origine du RTS dans le silicium. Parmi les possibilités explicitées dans la partie
2.2.3, certaines vont paraître plus improbable que d’autres :
— La première conjecture est celle d’un centre de génération modulé par un autre centre
de capture/émission. Cependant, ce dernier doit être proche du centre de génération
pour pouvoir avoir une influence. Par conséquent, le piège doit se trouver en milieu
de zone dépeuplée. Dans ce cas là, et comme le montre la partie 2.1.1.3, le taux de
capture est très faible comparé à celui d’émission. Les constantes de temps devraient
alors être très différentes (puisqu’elles représenteraient ces temps moyens de capture
et d’émission), ce qui n’est pas le cas.
De plus, les centres multiniveaux seraient expliqués par plusieurs états de charge du
centre de capture/emission. Cependant, les énergies d’activation en amplitude des
centres multiniveaux sont les mêmes quelque soit l’amplitude considérée. Cela vou-
drait dire que les états de charges induiraient le même niveau d’énergie dans la bande
interdite, quelque soit l’état de charge du centre modulant. Cela parait donc incohérent
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Table 3.7 – Résumé des caractéristiques principales. Les niveaux sont numérotés de bas en
haut. τx−y représente le temps moyen passé dans le niveau x avant d’aller dans le niveau y.
2 niveaux RTS 3 niveaux RTS 4 niveaux RTS
centre biniveaux centremultiniveaux 2 centres biniveaux
centre
multiniveaux
nombre de pixels 10152 414 72 603
amplitude moyenne
à 22°C (e-/s) 1230 975 et 910 1200 970, 860 et 730
énergie d’activation
moyenne des amplitudes (eV) 0.57 ± 0.1 0.54 ± 0.2 0.56 ± 0.07 0.53 ± 0.1
constantes de temps














haut : 0.77 ± 0.4
bas : 0.72 ± 0.4
τ3−2 : 0.72 ± 0.4
τ2−3 : 0.70 ± 0.4
τ2−1 : 0.68 ± 0.4
τ1−2 : 0.74 ± 0.4
up : 0.82 ± 0.4
down : 0.75 ± 0.4
τ4−3 : 0.63 ± 0.3
τ3−4 : 0.72 ± 0.5
τ3−2 : 0.70 ± 0.3
τ2−3 : 0.77 ± 0.3
τ2−1 : 0.73 ± 0.4
τ1−2 : 0.79 ± 0.4
sur le fait que le centre modulé puisse générer différents taux de génération avec la
même contrainte.
Finalement cette conjecture parait difficilement plausible.
— La deuxième conjecture est celle d’un centre de génération modulé par lui-même. Le
problème concernant cette hypothèse est le fait que l’amplitude du phénomène RTS est
extrêmement grande, (de l’ordre de plus de 1000 e-/s), il est difficilement imaginable
qu’un porteur capturé puis émis (avec des constantes de temps de l’ordre de la minute
ou de l’heure) puisse faire varier autant le taux de génération du centre alors qu’il
est constamment traversé par des centaines d’électrons. Si l’état de charge du centre
modulait son taux de génération, cette modulation apparaîtrait 1000 fois par seconde
et les très rares occasions durant lesquelles un électron (ou un trou) serait capturé par
le centre ne serait pas visible. De plus, avec un taux de génération de l’ordre de 1000
e-/s (qui équivaut aussi à 1000 trous par seconde), tout électron ou trou capturé serait
ré-émis très rapidement alors que les constantes de temps RTS sont de l’ordre de la
minute, de l’heure ou même d’une journée.
— Enfin, la troisième conjecture est celle d’un centre métastable dont le taux de gé-
nération varierait lorsqu’il changerait de configuration géométrique. Dans ce cas, le
centre RTS pourrait changer de configuration géométrique (réarrangement atomique)
par l’intermédiaire d’un phonon ou d’un autre mécanisme, et ainsi ferait varier le taux
de génération.
Cette possibilité semble compatible avec toutes les observations expérimentales réali-
sées jusqu’à présent sur des imageurs CMOS ou CCD en silicium (par exemple le fait
que les constantes de temps des différents niveaux soient du même ordre de grandeur).
De plus les centres multi-niveaux deviennent explicables de par le nombre de reconfi-
gurations géométriques. L’énergie d’activation des amplitudes RTS étant la même, la
section efficace de capture dans l’équation 2.15 serait le paramètre clé pour faire varier


































Figure 3.41 – Diagramme de configuration type pour un centre présentant deux états méta-
stables.
le taux de génération.
Enfin, des simulations à l’échelle atomique [Jay+17] ont montré que de telles structures
(appelés flickers) capables de basculer d’une configuration à l’autre à température am-
biante peuvent exister dans la structure cristalline. Des diagrammes de configurations
représentant l’énergie potentielle à fournir pour passer d’un état à un autre (cette
énergie est représentée par les énergies d’activation de constantes de temps) sont donc
réalisables tels que montré en figure 3.41.
Finalement, cette partie a donc permis de mieux caractériser les centres RTS, qu’ils soient
biniveaux ou multiniveaux. Cela a aussi permis d’éclaircir les différentes conjectures plausibles
pour expliquer ce phénomène.
3.5 Fluctuations induites par effets ionisants et non ionisants :
Influence des protons
Cette partie permet de récapituler les effets ionisants et non-ionisants, et par conséquent
le lien entre les parties précédentes. En effet, l’irradiation aux protons participe aux deux
contributions ionisantes et non ionisantes. Cela va permettre de confirmer si les différences
constatées pour les paramètres (nombre de niveaux, amplitudes, constantes de temps) ont
bien lieu puisque la mesure se fait en une seule fois, donc pour les mêmes conditions. De plus,
l’influence de la polarisation de la grille de transfert pourrait permettre de mettre en avant
les effets ionisants.
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Les résultats de cette partie proviennent d’un capteur d’images CMOS de 512x512 pixels
qui a été exposé à des protons de 60 MeV (à l’Université Catholique de Louvain (UCL) en
Belgique) pour une dose totale de 400 TeV/g. Les mesures ont été effectuées par Christian
Walker dans le cadre d’un projet innovation-recherche. Les 20000 acquisitions ont été réalisées
avec un temps d’intégration de 1s, à 22°C, et pour VLOTG =-0.5, 0 et 0.5V.
3.5.1 Influence de la polarisation de grille de transfert
Tout d’abord, le nombre de pixels RTS est différent en fonction de la polarisation de la
grille : à -0.5 V, 36057 pixels sont détectés RTS, à 0 V, il y en a 46825 et à 0.5V, il y en a
54995. Cette différence parait normal, puisque la polarisation de grille joue sur l’activation
des centres RTS à l’interface Si/SiO2 produits pas la TID.
la figure 3.42 représente l’histogramme du nombre de niveaux détectés sur toute la po-
pulation de pixels RTS en fonction de la polarisation de grille.
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Figure 3.42 – Histogramme du nombre de niveaux en fonction de la polarisation de grille de
transfert en échelle semi-logarithmique et linéaire.
Les courbes paraissent similaires en fin de distribution. La différence majeure provient du
nombre de pixels à 2 niveaux , ce qui conforte l’idée que les pixels qui se rajoutent lorsque
la polarisation de grille augmente proviennent de la dose ionisante. En effet, il a été montré
[Vir+11] que les défauts induits par dose ionisante sont majoritairement à 2 niveaux, alors
que ceux induits par une forte dose de déplacement contiennent plus de pixels multiniveaux.
La figure 3.43 représente l’histogramme des amplitudes RTS sur toute la population de
pixels RTS en fonction de la polarisation de grille.
Les courbes sont semblables pour les grandes amplitudes, avec une pente autour de 1110
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Figure 3.43 – Histogramme des amplitudes RTS en fonction de la polarisation de grille de
transfert.
e-/s à 22°C. Cependant, elles sont en dessous du modèle par rapport à la dose de déplacement
(i.e il y a moins de pixels que prévu), certainement parce que les mesures ont été réalisées
un an après que les capteurs soient irradiés (i.e il y a eu un an de guérison à température
ambiante) [Rai+14]. De plus, à faible amplitude, il y a une différence entre les trois courbes :
plus VLOTG est grand, et plus il y a de faibles amplitudes. Cela conforte toujours dans l’idée
qu’en fonction de la polarisation, l’effet de la dose ionisante est plus ou moins visible, puisqu’il
a été montré (voir [Vir+11] et partie 3.3) que cette dose induit des amplitudes de l’ordre de
100 e-/s à température ambiante.
Enfin, la figure 3.44 représente l’histogramme des constantes de temps sur toute la po-
pulation de pixels RTS en fonction de la polarisation de grille.
La littérature ne contient pas énormément d’exemples de tels histogrammes. Les courbes
sont une fois de plus similaires en fonction de la polarisation de la grille de transfert, avec une
tendance en 1/x. Un zoom pour les faibles constantes de temps montre un grand pic autour
de 100s, et deux petits autres ruptures de pente autour de 50s et 150s sont perceptibles.
Finalement, l’analyse statistique des paramètres RTS pour l’imageur irradié aux protons
est en accord avec la littérature. De plus, grâce à l’influence de la polarisation de la grille
de transfert VLOTG, il semble possible de discriminer les pixels RTS provenant de la dose de
déplacement, et ceux provenant de la dose ionisante. En effet, lorsque VLOTG est négatif, la
grille est accumulée, la zone de charge d’espace reste confinée au volume dépeuplée, où se
situent les défauts dus à la dose de déplacement (DDD). Lorsque VLOTG est positif, la grille
est déplétée, la zone de charge d’espace s’élargit aux interfaces, où se situent les défauts dus
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Figure 3.44 – Histogramme des constantes de temps RTS en fonction de la polarisation de
grille de transfert.
à la dose ionisante (TID). C’est ce que confirme les résultats ci-dessus, avec les propriétés
statistiques de la TID qui apparaissent lorsque VLOTG augmente.
3.5.2 Influence de chaque contribution
Dans cette partie, la contribution en TID ou DDD est extraite grâce à la polarisation de
grille. En effet, les pixels qui sont détectés à toutes les polarisations sont considérés comme
provenant de la DDD et ceux qui n’apparaissent qu’à VLOTG = 0.5 V vont être assimilés
comme provenant de la TID. Le critère n’est pas parfait car si un pixel contient les deux
contributions, alors il sera considéré comme provenant de la dose de déplacement puisque
détecté dès les faibles VLOTG.
La figure 3.45 représente l’histogramme du nombre de niveaux RTS en fonction de la
contribution extraite (TID ou DDD).
Les pixels issus de la TID sont bien majoritairement à deux niveaux, comme cela avait
déjà été signalé ci-dessus.
De la même façon, la figure 3.46 représente l’histogramme des amplitudes RTS en fonction
de la contribution extraite (TID ou DDD). La pente observée pour la dose ionisante est autour
de 100 e-/s et est similaire à celle de la partie 3.3 ; celle de la dose de déplacement est aussi
semblable à celle trouvée dans la partie 3.4. Par conséquent, le critère de discrimination
utilisée pour distinguer l’effet de la TID à celui de la DDD semble correct.
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Figure 3.45 – Histogramme du nombre de niveaux en fonction de la contribution associée
(TID ou DDD).






















Figure 3.46 – Histogramme des amplitudes RTS en fonction de la contribution associée (TID
ou DDD). Les pentes à 90e-/s et 1110 e-/s sont aussi indiquées.
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Enfin, la dernière propriété statistique à étudier est celle des constantes de temps. La figure
3.47 représente les histogrammes de constantes de temps pour tous les types de transitions
et tous les niveaux. Il est observable que le premier pic qui était perceptible à 50 semble
provenir majoritairement de la dose ionisante. Cela est cohérent avec ce qui a été trouvé lors
de l’analyse des imageurs irradiés aux rayons X dans la partie 3.3. De plus, les deux autres
pics autour de 100s et 150s semblent plutôt dus à la dose de déplacement. Il a été montré
dans la partie 3.4, que pour des imageurs irradiés aux neutrons, deux types de constantes de
temps ont pu être extraites : celles dues aux centres biniveaux autour de 150s et celles dues
aux centres multiniveaux autours de 70s.



























Figure 3.47 – Histogramme des constantes de temps RTS en fonction de la contribution
associée (TID ou DDD).
Par conséquent, il est intéressant de distinguer les courbes par nombre de niveaux. La
figure 3.48 comprend les histogrammes de constantes de temps pour chaque contribution et
pour les centres biniveaux ou triniveaux (considérés comme multiniveaux). Seules les faibles
constantes de temps sont prises en compte par souci de clarté.
A 50s, le pic de la dose ionisante est toujours bien observable. Il semble qu’il y ait une
petite contribution aussi de la DDD. ceci peut être dû à des erreurs de discrimination ou
bien à des centres RTS provenant de la diffusion. En effet, dans la partie 3.4 concernant
l’irradiation aux neutrons, l’influence d’un tel phénomène a déjà été émise.
A 100 s le pic provient seulement des pixels triniveaux, ce qui est cohérent avec ce qui a
été trouvé trouvé précédemment. De plus, la contribution de la dose ionisante concernant les
triniveaux est totalement négligeable. La valeur de 100s est un peu différente de celle extraite
dans la partie 3.4, mais cela peut être dû à une erreur de précision dans l’histogramme
(intervalle de temps plus grand dans l’analyse des neutrons).
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Figure 3.48 – Histogramme des constantes de temps RTS en fonction de la contribution
associée (TID ou DDD) et du nombre de niveaux considéré.





amplitude moyenne à 22°C (e-/s) 90 1100 970
pic de constante de temps (s) 50 150 100
A 150s le pic est obtenu par les centres biniveaux induits par la DDD. Cela est aussi
cohérent avec la littérature et l’analyse ci-dessus. Le fait que plusieurs pics soient discernés
suggère que les pics observés ne sont pas dus à une non détection de plus faibles constantes
de temps.
3.5.3 Conclusion
Finalement, cette étude concernant un imageur irradié aux protons a permis de confirmer
les résultats statistiques qui ont été trouvés au cours de ce chapitre. En effet, l’influence de la
dose ionisante et de la dose de déplacement a pu être extraite au niveau d’un seul et même
imageur, à partir des mêmes mesures (donc les mêmes exactes conditions).
Le tableau 3.8 résume les principales caractéristiques pour chaque cas à température
ambiante.
Il pourrait être aussi pertinent de regarder l’évolution de ces contributions en températures
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ainsi que les énergies d’activation.
Ce chapitre a permis de mieux caractériser les signaux RTS dans les imageurs à base de
silicium. Cependant, ces fluctuations discrètes sont aussi observables dans d’autres matériaux,
tels que ceux utilisés dans l’infrarouge. Dans la littérature, des études existent pour le HgCdTe
et l’InGaAs [Vir+13] ; [Bru+14], mais il n’y a rien concernant l’InSb. Le chapitre suivant sera
donc dédié à l’analyse des signaux RTS dans ce matériau III-V.
3.6 Conclusion du chapitre et principaux résultats
Ce chapitre a permis de mettre en évidence de nouvelles caractéristiques des défauts RTS
du courant d’obscurité. Les principales conclusions qui ont pu être développées sont résumées
dans cette partie.
Caractérisation de centres RTS au niveau des oxydes Tout d’abord, les centres RTS
provenant des oxydes ont pu être plus précisément localisés. Avant irradiation ou à faible
irradiation, ils sont situés au niveau de l’oxyde sous la grille, et au niveau des interfaces avec
le STI mais dans tous les cas au niveau de l’implant PPPD-TG. Il peut y avoir des centres
RTS sous l’implant PTG-SN mais ceux-ci ne sont pas actifs, car les charges générées sont
directement collectées par le noeud de lecture. La contribution de chacune des deux sources
a pu être estimée avant irradiation, à une température et un VLOTG donnés.
A forte irradiation, une contribution s’ajoute : des charges positives sont piégées sous les
espaceurs, ce qui introduit une zone de charge d’espace locale, quelque soit la polarisation de
la grille de transfert. Cette nouvelle source devient prédominante dès 50 krad.
A une polarisation de la grille de transfert et une dose d’irradiation données, une analyse
statistique a été réalisée. Les amplitudes RTS sont distribuées de façon exponentielle, avec une
moyenne autour de 90 e-/s à 22°C. Les constantes de temps semblent être majoritairement
autour de 50 s. Des énergies d’activation ont été extraites, elles sont de l’ordre de 0.6 eV pour
les amplitudes RTS, et 0.73 eV pour les constantes de temps.
Le retrait de l’implant PPPD-TG a permis de caractériser les signaux RTS sous un fort
champ électrique : les amplitudes varient ainsi exponentiellement avec la polarisation de la
grille de transfert. Cependant, le champ électrique n’a pas d’influence sur la métastabilité du
défaut.
Caractérisation de centres RTS au niveau dans le volume Des centres RTS sont
introduits dans le volume lors d’une irradiation en dose de déplacement. Ces défauts ont été
caractérisé de façon plus précise dans ce chapitre. Tout d’abord, le nombre de pixels compre-
nant plus de deux niveaux n’est pas négligeable. C’est pour cela que l’étude s’est focalisée
sur les pixels multiniveaux. Il a été montré qu’il existe deux types de pixels multiniveaux :
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ceux qui ne comprennent qu’un défaut multiniveaux, et ceux qui sont la somme de plusieurs
défauts biniveaux. Dans le premier cas, il a été observé que les transitions qui sont les plus
probables sont celles d’un niveau à celui adjacent. Dans le deuxième cas, la contribution de
chaque défaut a pu être considérée indépendamment.
Les amplitudes RTS sont toujours distribuées de façon exponentielle avec une moyenne
de 1100 e-/s à 22°C. Les constantes de temps sont différentes selon le type de signal. Pour un
signal biniveaux, les constantes de temps sont majoritairement autour de 150 s alors que pour
les signaux multiniveaux, elles sont plutôt autour de 100 s. Les énergies d’activation sont de
l’ordre de 0.56 eV pour les amplitudes RTS, voire un peu moins pour les centres multiniveaux.
Les énergies d’activation des constantes de temps sont de l’ordre de 0.7 eV.
Cela a permis de discuter la nature des défauts RTS. L’hypothèse qui semble répondre à
tous les résultats observés jusqu’à maintenant est celle d’un défaut métastable qui change de
configuration géométrique de façon spontanée grâce à l’interaction avec des phonons. Dans ce
cas, l’énergie d’activation des amplitudes RTS donne une information sur le niveau d’énergie
dans la bande interdite, et les énergies d’activation des constantes de temps représentent
les barrières d’énergie potentielle à fournir pour passer d’un état à un autre. Les sections
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Les détecteurs infrarouges sont aussi impactés par le phénomène RTS. Cela a déjà fait
l’objet de plusieurs travaux [Koh+16] ; [Pog+95] ; [Bru+14] dans plusieurs matériaux. Cepen-
dant, quasiment aucune analyse statistique n’a encore été réalisée. L’objectif de ce chapitre
est tout d’abord d’analyser le signal RTS observé afin de le comparer à celui présent dans
les photodiodes en silicium, puis de réaliser une étude approfondie afin de mieux cerner les
caractéristiques principales. Pour cela, une première partie sera dédiée au courant d’obscurité
dans les imageurs infrarouges, puis une seconde décrira les principes de mesures, une troisième
partie analysera le signal collecté sous flux, et enfin une étude statistique sera effectuée.
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4.1 Courant d’obscurité dans les technologies infrarouges
Dans la littérature [SN06] ; [Sch06] ; [Gro+71], le semiconducteur de base est le silicium.
Les développements théoriques et schémas s’appuient généralement sur ce matériau. Cette
partie se focalise plus en détail sur le courant d’obscurité dans deux matériaux infrarouges :
le HgCdTe et l’InSb.
4.1.1 Courant d’obscurité dans le HgcdTe
La figure 4.1 représente la vue en coupe d’une photodiode sur substrat ZnCdTe. La zone
N est dopée avec de l’indium ou du bore. Le dopage P se fait par lacune de mercure, comme








Figure 4.1 – Schéma d’une vue en coupe d’une photodiode HgCdTe [Vir+13].
Le HgCdTe présente une bande interdite qui peut varier de 0 à 1.5 eV selon l’alliage utilisé.
Dans cette partie, qui se base sur [Rub+16] ; [Bel+08], deux types sont considérés : le MWIR
bleu et le MWIR rouge.
Dans le cas du MWIR bleu, la longueur d’onde d’utilisation est de 4.2 µm à 150K. la bande
interdite a une largeur d’environ 0.3 eV. Dans le deuxième cas, la longueur d’onde visée est
plutôt de 5.3 µm à 130K et la largeur de bande interdite est d’environ 0.23 eV.
La figure 4.2 représente le courant d’obscurité moyen mesuré dans les deux cas (donc pour
deux imageurs différents de taille 512x640 pixels) en fonction de l’inverse de la température.
De la même façon que pour le silicium, et comme indiqué dans la partie 2.1.3, l’allure
est exponentielle et il est possible d’en extraire une énergie d’activation. Dans le premier cas
(MWIR bleu) elle est de 0.31 eV, et dans le deuxième (MWIR rouge), elle est de 0.25 eV. Ces
valeurs sont comparables à la largeur de bande interdite. Cela suggère donc qu’un phénomène
de diffusion est prédominant. En effet, [Ten+08] a construit un modèle empirique (à partir
de l’expression de la bande interdite et de la loi d’Arrhénius) basé sur la prépondérance de
cet effet dans le courant de fuite de ce matériau, et cela a été encore vérifié [Rub+16] pour le
HgCdTe.
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MWIR bleu @ 4.2 um
MWIR rouge @ 5.3 um
y = 7e−4 exp(−0.25/kT)
y = 4e−3 exp(−0.31/kT)
Figure 4.2 – Courant d’obscurité moyen en fonction de l’inverse de la température : extraction
de l’énergie d’activation pour deux types d’alliages. Courbes d’après [Rub+16].
De plus, il n’y a pas d’oxyde. C’est le CdTe/ZnS qui est utilisé pour la passivation. Par
conséquent, il se peut que les défauts situés à l’interface isolant/semiconducteur ne participent
pas au courant d’obscurité s’ils induisent un niveau d’énergie qui n’est pas localisé dans la
bande interdite. De la même façon que dans les imageurs 4T en régime accumulé et non
irradiés, le semiconducteur est isolé grâce à l’implantation P, il est alors possible que la
composante prédominante du courant d’obscurité dans le HgCdTe soit la diffusion.
Par conséquent, il semble bien que dans les études liées au HgCdTe dans la gamme de
température [130,180]K correspondant aux températures de fonctionnement, le courant d’obs-
curité soit principalement dû à un mécanisme de diffusion.
4.1.2 Courant d’obscurité dans l’InGaAs
La figure 4.3 représente la vue en coupe d’une photodiode en InGaAs. Le dopage P est
à base de zinc. Cette photodiode permet de balayer de la fin du spectre visible jusqu’à au
domaine du SWIR [Rev+11]. En effet, la bande interdite de l’InP est de 1.3 eV (soit une
longueur d’onde de coupure de 960 nm), alors que pour l’alliage InGaAs la bande interdite
est de 0.73 eV (soit une longueur d’onde de coupure de 1.7 µm). Cette technologie a moins
besoin d’être refroidie que les autres matériaux infrarouges, ce qui en fait un excellent candidat
pour toutes les applications.
Dans la littérature, il a été montré que ce type de photodiode induit un courant d’obscurité,
qui est principalement dû à un mécanisme de diffusion [Boi+08][Rev+11] [Rou+12]. De la
même façon que pour le HgCdTe, le diélectrique qui compose la photodiode n’est pas constitué
d’un oxyde, et les interfaces ne semblent donc pas intervenir dans le courant d’obscurité.











Figure 4.3 – Schéma d’une vue en coupe d’une photodiode InGaAs [Vir+13].
4.1.3 Courant d’obscurité dans l’InSb
L’InSb présente une largeur de bande interdite de 0.23 eV. Une vue en coupe est donnée sur
la figure 1.11. Ce matériau présente un très fort courant d’obscurité du fait de son étroitesse
de bande interdite mais aussi d’une très forte mobilité des porteurs. Dans [Ten+08], il est
montré que le modèle empirique lié à la diffusion ne fonctionne plus vraiment. De plus, [HB84]
a analysé les différentes sources de courants d’obscurité, et il a montré qu’en polarisation
inverse, le courant prédominant dans ce matériau est celui de génération dans la zone de
charge d’espace.
La figure 4.4 représente le courant d’obscurité moyen mesuré sur une matrice 512x640
pixels en fonction de l’inverse de la température. L’allure est toujours exponentielle mais
l’énergie d’activation qui peut en être extraite est de l’ordre du milieu de la bande interdite.
Cela suggère donc un phénomène de génération dans la zone de charge d’espace dominé par
des défauts du milieu de la bande interdite.
Par conséquent, les caractéristiques du courant d’obscurité dans l’InSb semblent plus
similaires au silicium qu’au HgCdTe, d’autant plus que le diélectrique utilisé est aussi un
oxyde, comme dans le cas de pixel 3T. Il est donc pertinent d’étudier les fluctuations RTS
issues de ce matériau particulier pour comparer ses propriétés à la littérature et aux travaux
du chapitre 3. C’est ce dont traite la suite de ce chapitre dont l’objectif est de caractériser le
signal RTS issu de photodiodes InSb et de comparer à la littérature.
4.2 Conditions de mesures
4.2.1 Définition du corps noir
Afin d’envoyer un flux de photons dans le domaine de l’infrarouge, un corps noir [Kuh87]
est utilisé. Il s’agit d’un corps qui absorbe toute l’énergie fournie, sans la réfléchir ni la
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.a) y = 8.2e7 exp(−0.135/kT)
Figure 4.4 – Courant d’obscurité moyen en fonction de l’inverse de la température : extraction
de l’énergie d’activation.
transmettre, mais surtout, et la réémet sous forme d’un spectre électromagnétique continu
qui ne dépend que de sa température. L’exemple le plus simple est le soleil : sa température
de 5500 K donne un spectre électromagnétique dont les longueurs d’ondes les plus puissantes
sont celles du domaine visible. La radiance spectrale d’un corps noir (W m−2 sr−1 µm−1) est











— Lλ l’émittance spectrale (W m−2 sr−1 µm−1)
— kb la constante de Boltzmann (1.381× 10−23 J K−1 ou 8.617× 10−5 eV K−1)
— c la célérité de la lumière dans le vide ( 3× 108 m s−1)
— h la constante de Planck (6.63× 10−34 J s ou 4.14× 10−15 eV s)
La figure 4.5 représente le spectre électromagnétique émis pour deux corps noirs de tem-
pérature 5500 K (le soleil) et 300 K (corps noir habituellement utilisé pour les mesures de
ces travaux) selon la formule 4.1. Pour une température corps noir donnée, correspond une
longueur d’onde pour laquelle cette émittance est maximale. Cela se traduit par la loi de Wien
donnée dans l’équation 4.2.
λmaxT = 0.002898 (4.2)
La température corps noir utilisée dans les mesures de ces travaux est directement liée
au flux de photons émis. En effet, changer la température va déplacer le spectre et donc
faire varier le flux de photons émis dans la gamme de longueurs d’onde absorbée par l’InSb,
comme le montre la figure 4.6. Les températures corps noir sont généralement exprimées en
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T = 5500 K
T = 300 K
Figure 4.5 – Spectres électromagnétiques pour deux corps noirs de température 5500 K et
300 K. Les lignes pointillées délimitent le spectre visible.
°C afin de différencier de la température du composant qui est généralement cryogéniques
plus simplement données en Kelvin.




Lλdλ = σT 4 (4.3)
avec :
— P la puissance (W m−2)
— σ (5.67× 10−8 W m−2K-4)
4.2.2 Banc de mesure
Les conditions de mesure en technologie infrarouge sont différentes de celles rencontrées
pour le silicium. En effet, du fait d’une bande interdite très faible, les détecteurs infrarouges
sont refroidis et nécessitent généralement une température d’opération cryogénique (sauf pour
le HgCdTe qui avec certaines conditions (technologie p/n), peut opérer jusqu’à 150K). C’est
de l’azote liquide qui est utilisé pour descendre en température (des cryo-cooler ou pulse-tubes
peuvent aussi être employés). Par conséquent, il est difficile de maintenir ces températures très
longtemps puisqu’il faut alimenter régulièrement le cryostat pour maintenir la température,
et les mesures sont limitées en temps. Aussi, de faibles temps d’intégration (de l’ordre de la
dizaine de milliseconde) sont utilisés car les capacités d’intégration sont dimensionnées pour
avoir des fréquences de trame supérieur à 50Hz.







































Figure 4.6 – Spectres électromagnétiques pour plusieurs corps noirs entre 273 K et 313 K,
soit entre 0°C et 40°C. Les lignes pointillées délimitent le spectre de l’InSb, i.e de 3 à 5 µm.
Les mesures se font généralement sous flux, avec un corps noir afin d’être le plus repré-
sentatif du fonctionnement nominatif. La température d’utilisation est souvent de l’ordre de
la température ambiante (25°C). Cela ne correspond pas toujours à la température optimale
pour les matériaux étudiés. Cependant, puisque le spectre incident est continu, un flux plus
faible arrive au détecteur, simulant seulement une cible plus éloignée pour celui-ci.
L’imageur utilisé est donc placé dans un cryostat dont le schéma est donné en figure 4.8.
Ce dernier permet de faire le vide autour du détecteur afin qu’il soit ensuite exposé à la
température cryogénique (le capteur d’images ne peut pas survivre à une telle température
sans le vide, car l’air ambiant condenserait et gèlerait). Un corps noir est ensuite placé sous
ce cryostat qui dispose d’une fenêtre dont l’ouverture a été réglée. Les paramètres de mesure
sont chargés grâce à une interface logiciel, et les données sont récupérées sous forme de fichier
binaire.
4.3 Origine des sources RTS dans l’antimoniure d’indium
Cette partie sera consacrée à l’analyse de l’origine du signal des télégraphistes observé dans
l’antimoniure d’indium. En effet, il est important de savoir s’il s’agit bien d’un phénomène
provenant du courant d’obscurité ou non. Pour cela, l’influence du flux de photons incidents
sera étudiée, puis l’influence du temps d’intégration, et enfin, une cartographie des pixels RTS
de la matrice sera montrée pour comprendre qu’il ne s’agit pas d’un problème local, mais d’un
problème pouvant impacter n’importe quel pixel.
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Figure 4.8 – Schéma du cryostat de laboratoire utilisé pour le bon fonctionnement du FPA
(Focal Plane Array)
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4.3.1 Influence du flux de photons sur le phénomène RTS
Les mesures des performances des capteurs d’images infrarouges se font généralement
sous flux de photons (régi par la température corps noir). Il est donc intéressant de voir si ce
paramètre a une influence sur les phénomènes RTS qui sont observés.
Des mesures ont été réalisées à partir d’un détecteur comprenant 288x384 pixels à 3
températures corps noir différentes. Puisque le bruit moyen photonique augmente avec la
température, certaines amplitudes RTS, si elles ne changent pas, peuvent ne pas être détectées
lorsque le flux incident augmente. C’est pour cela que seuls les pixels détectés RTS à chaque
mesure sont considérés ; il y en a 22 en tout. La figure 4.9 représente les amplitudes RTS en
fonction de la température corps noir utilisée pendant la mesure. A droite, la trace typique
d’un pixel à chacun des ces flux est montrée. L’ordonnée est un axe arbitraire, et l’écart entre
les évolutions temporelles est lui aussi arbitraire.
Température corps noir (°C)




















































Figure 4.9 – Influence du flux de photons sur les amplitudes RTS. A droite, un exemple
de réponse d’un même pixel pour chaque température corps noir. L’écart vertical entre les
évolutions temporelles est arbitraire.
Le phénomène observé dans tous les cas montre que ni l’amplitude RTS, ni les constantes
de temps (la cadence est visible sur la trace temporelle) ne changent avec le flux de photons
incidents. Le signal collecté étant la somme d’un courant photonique et d’un courant d’obs-
curité comme il a été montré dans l’équation 2.1, il semble bien que le mécanisme ne soit
pas induit par le courant photonique mais bien par un mécanisme intrinsèque à la chaîne de
détection ou de lecture.
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4.3.2 Influence du temps d’intégration
Afin de déterminer si ce phénomène RTS provient bien de la photodiode, il faut étudier
le signal collecté en fonction du temps d’intégration. En effet, si le signal RTS provient de la
chaîne de lecture, il apparaît pendant cette phase de lecture qui est la même quelque soit le
temps d’intégration. Au contraire, si les fluctuations RTS proviennent de la photodiode, alors
elles seront proportionnelles à ce temps d’exposition puisque plus ce dernier est grand, plus
les défauts ont le temps de générer des porteurs de charge.
La figure 4.10 représente la valeur moyenne des amplitudes RTS pour plusieurs tempéra-
tures. Il y a bien une relation de proportionnalité. De plus, à droite, la trace RTS d’un même
pixel pour ces 4 temps d’intégration est montrée.
Temps d'intégration (ms)





































Figure 4.10 – Influence du temps d’intégration sur les amplitudes RTS. A droite, un exemple
de réponse d’un même pixel pour chaque temps d’intégration est montrée. L’écart vertical
entre les évolutions temporelles est arbitraire
Par conséquent, le mécanisme RTS observé dans ces mesures infrarouges semble bien
provenir de la même cause que pour les études précédentes du chapitre 3. Il s’agit de fluc-
tuations issues du courant de fuite de la photodiode. L’analyse des propriétés statistiques des
paramètres RTS par la suite vont permettre de mieux comprendre l’origine de ces centres
RTS.
4.3.3 Cartographie des pixels RTS
Maintenant que l’on sait que le phénomène provient bien de la photodiode, il est intéressant
de se demander si tous ces pixels RTS sont répartis uniformément dans la matrice, ou bien
ne concernent que certaines zones en particulier. La figure 4.11 représente une zone de la
matrice étudiée. La répartition des pixels RTS semble uniforme. Par conséquent, c’est tout le
détecteur est donc toute l’image obtenue qui est impactée.
Ceci justifie l’étude statistique qui va suivre. De plus, puisqu’il ne s’agit pas d’un phé-
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Figure 4.11 – Cartographie des pixels RTS sur une zone de la matrice étudiée.
nomène dû aux photons, l’analyse en obscurité apparaît plus pertinente pour étudier les
caractéristiques des signaux RTS.
4.4 Caractérisation des signaux RTS en obscurité dans l’InSb
4.4.1 Analyse des paramètres pour une température donnée
Les mesures des cette partie ont été effectuées à 81K sur une matrice de 512x640 pixels.
Cela permet d’obtenir assez de statistiques pour tracer les histogrammes des principaux pa-
ramètres.
La figure 4.12 représente l’histogramme normalisé du nombre de niveaux. De la même
façon que dans la partie 3.3, si l’on considère que les pixels sains ne possèdent pas de centre
RTS, les pixels biniveaux contiennent un défaut RTS, ceux qui ont 3 ou 4 niveaux ont deux
défauts RTS, alors l’histogramme obtenu (et montré dans l’encart de la figure 4.12) suit un
processus de Poisson de paramètre λ = 0.1 défaut/pixel. Il est observé que plus de 94% de
ces pixels ne contiennent que deux niveaux, aussi l’étude des pixels multiniveaux ne sera pas
nécessaire. De plus, cela est cohérent avec ce qui est observé dans le visible, où l’apparition
de pixels multiniveaux se fait surtout avec des irradiations en dose de déplacement.
Le second paramètre essentiel à la compréhension du mécanisme RTS est l’amplitude. La











































Figure 4.12 – Distribution de niveaux RTS à 81K.La plupart des pixels RTS sont biniveaux.
L’encart représente la proportion de pixels ayant un nombre de défauts RTS donné selon la
loi théorique de Poisson et de façon expérimentale.
figure 4.13 représente l’histogramme normalisé d’amplitudes RTS.
Une forme exponentielle est observée, de la même façon que pour les courbes obtenues
dans le visible. Cette propriété semble donc se retrouver dans chacun des matériaux utilisés,
et quelque soit la longueur d’onde visée.
Enfin, le troisième paramètre important est celui des constantes de temps. La figure 4.14
représente l’histogramme normalisé de ces constantes de temps RTS.
L’allure de la courbe est différente de celle observée dans le visible : il n’y a pas de tendance
en 1/x pour les grandes constantes de temps. Le comportement de la courbe semble plutôt
exponentielle. Cependant, le fait de n’avoir que 800 images pour la mesure implique qu’il
est difficile d’avoir de bonnes statistiques, car peu de transitions sont détectées lorsque les
signaux sont plus lents. Il est aussi possible de constater un maximum à faibles temps moyens
pour environ 15% de le population à approximativement 30 images. Ceci est comparable à
l’allure obtenue dans le cas du silicium, mais à des ordres de grandeur différents.
Finalement, cette partie a permis d’éclaircir les caractéristiques générales des pixels RTS
détectés dans l’antimoniure d’indium. Ce sont globalement les mêmes :
— la plupart de ces pixels RTS ont 2 niveaux
— la distribution des amplitudes a une allure exponentielle
— la distribution en constantes de temps semble exponentielle, avec une décroissance à
faibles constantes de temps qui peut être due au filtre. Il faudrait approfondir l’étude
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Figure 4.13 – Distribution normalisée d’amplitudes à 81K.










































Figure 4.14 – Distribution normalisée des constantes de temps à 81K. La courbe est donnée
en échelle logarithmique et en échelle linéaire.
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pour conclure.
4.4.2 Analyse du comportement en température des paramètres RTS
Dans cette partie, seuls les pixels RTS 2 niveaux et qui sont détectés à chaque température
sont considérés. De la même façon que dans le chapitre 3, les paramètres des signaux RTS
varient en fonction de la température. La gamme de température utilisée est de 8K (de 79K à
85K) car les paramètres varient assez rapidement en température, et la fenêtre d’observation
est limitée à cause de l’azote liquide.
4.4.2.1 Analyse de l’amplitude RTS
Dans le chapitre précédent et la littérature, il a été estimé que les amplitudes RTS aug-
mentent avec la température. L’énergie d’activation alors extraite était autour du milieu de
la bande interdit (sauf dans les cas particuliers d’observation de l’augmentation du champ
électrique).
Dans le cas de l’InSb, la figure 4.15 représente l’amplitude RTS moyenne en fonction de
l’inverse de la température. Seuls les pixels détectés à toutes les températures et qui ont à
chaque fois 2 niveaux sont pris en compte.
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act moy = 0.10 eV
Figure 4.15 – A gauche : Extraction de l’énergie d’activation : Amplitude moyenne en fonc-
tion de l’inverse de la température. A droite : Histogramme normalisé des valeurs d’énergie
d’activation sur toute la population de pixels RTS considérée.
Une allure exponentielle selon la loi d’Arrhenius donnée dans l’équation 3.3 est encore
observée, et l’énergie d’activation moyenne est autour de 0.10 eV, soit le milieu de la bande
interdite de l’InSb à 80K.
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De plus, afin de voir si cette valeur d’énergie d’activation est constatée dans sur la totalité
des pixels RTS considérés, la 4.15 à droite représente l’histogramme normalisé des énergies
d’activation en amplitudes recueillies. La tendance est gaussienne, centrée autour du milieu
de la valeur de la bande interdite.
4.4.2.2 Analyse des constantes de temps RTS
Tandis que l’occurrence d’une amplitude discrète suffit pour obtenir les propriétés ther-
miques des amplitudes, cela est plus compliqué dans le cadre des constantes de temps. En
effet, comme le phénomène est aléatoire, il faut plusieurs transitions et donc plusieurs inter-
valles de temps dans un niveau donné pour obtenir une constante de temps pertinente. Par
conséquent, il est nécessaire d’avoir un nombre suffisant de transitions pour être cohérent. De
plus, si le signal est très rapide par rapport à la cadence d’acquisitions, il devient alors difficile
pour le logiciel de détecter les transitions et extraire correctement les bons paramètres.
C’est pour cela que dans cette partie, les signaux sont concaténés sur 5 mesures successives
afin d’obtenir 4000 images. Cela permet d’avoir plus de transitions à considérer, et de ne pas
avoir à augmenter la cadence d’acquisition qui est déjà très grande au vue des constantes de
temps à 85K (4.16 à droite). Seuls les pixels détectés RTS à chacune des mesures, à chacune
des températures et ayant dans tous les cas 2 niveaux sont considérés par la suite.




















































Figure 4.16 – A gauche : Évolution temporelle d’un même pixel à différentes températures. A
droite : Extraction de l’énergie d’activation : Constantes de temps haute et basse en fonction
de l’inverse de la température.
La figure 4.16 à gauche représente le zoom d’un signal RTS d’un même pixel à chaque tem-
pérature. La fluctuation s’accélère avec l’augmentation de la température, comme cela avait
été remarqué précédemment. De plus, la trace à basse température montre des constantes de
temps assez grandes comparé à celles obtenues à 85K. Par conséquent, la détection automa-
tique ne convient plus vraiment dans ce cas là car la fréquence des transitions est trop élevée
à 85K.
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Le graphique de droite de la figure 4.16 indiquant les constantes de temps en fonction de
l’inverse de la température a donc été obtenu manuellement. Une loi d’Arrhenius peut aussi
être observée telle que donnée dans l’équation 3.4. Les énergies d’activation obtenues sont
approximativement de 0.11 eV dans les 2 cas. Elles sont similaires.
Du fait que les valeurs d’énergies d’activation sont obtenues manuellement, il ne pourra
pas y avoir d’histogramme d’énergies d’activation des constantes de temps sur la population
de pixels RTS. C’est pour cela qu’un autre exemple est donné sur la figure 4.17. Le même
comportement global est observé et les énergies d’activation sont de 0.13 eV pour le temps
dans l’état haut et 0.23 eV dans l’état bas.






















































Figure 4.17 – A gauche : Évolution temporelle d’un même pixel à différentes températures. A
droite : Extraction de l’énergie d’activation : Constantes de temps haute et basse en fonction
de l’inverse de la température.
Cela montre que les constantes de temps pour chaque état ne se conduisent pas toujours
de façon similaire, comme cela a aussi été montré dans le cas du silicium dans le chapitre 3.
Dans cette partie, il n’a pas été possible de réaliser d’analyse statistique réelle sur les
constantes de temps. Les résultats donnés ici sont ponctuels et ne peuvent pas être généralisés,
mais ils correspondent à ceux trouvés dans le précédent chapitre sur le silicium. Pour pouvoir
conclure de manière claire, il faudrait obtenir des mesures plus longues, sur une plus large
gamme de température et avec des temps d’intégration parfois plus courts afin d’être plus
pertinent dans le calcul des constantes de temps.
4.5 Discussion générale : Signal des télégraphistes dans les
technologies infrarouges
Les résultats de ce chapitre apportent plus de recul quant au signal des télégraphistes du
courant d’obscurité dans l’antimoniure d’indium. L’objectif de cette partie est maintenant de
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discuter la corrélation des signaux RTS observés dans le HgCdTe, l’InGaAs et l’InSb.
4.5.1 Résultats de la littérature dans le HgCdTe
Le RTS dans les photodiodes HgCdTe a déjà fait l’objet de travaux [Bru15]. Certaines
propriétés caractéristiques ont pu être extraites telles que les énergies d’activation.
Dans le cas du courant d’obscurité moyen, il a été montré que son énergie d’activation est
de l’ordre de grandeur de la bande interdite. Cela suggère donc que le mécanisme à l’origine
de la majorité du courant d’obscurité est le courant de diffusion, comme c’est le cas dans les
pixels 4T silicium non irradiés en régime d’accumulation.
Concernant les amplitudes RTS, les énergies d’activation sont de l’ordre de grandeur de la
moitié de la bande interdite (≈ Eg2 ). La figure 4.18 illustre cela dans le cas d’une technologie
P/N dont la bande interdite est de 0.2 eV (MWIR rouge comme dans la partie 4.1.1). C’est
aussi ce qui a été trouvé pour le silicium.

























Eact = 0.10 eV
Figure 4.18 – Amplitude RTS normalisée en fonction de l’inverse de la température : Ex-
traction de l’énergie d’activation dans le HgCdTe MWIR rouge.
Dans le cas des constantes de temps, les énergies d’activation n’ont pas de valeur particu-






Les travaux de [Bru15] suggèrent qu’un centre modulant et un centre générateur seraient
à l’origine du phénomène RTS (cas 1 dans la partie 2.2.3). En effet, si le courant collecté
est un courant provenant de la zone quasi-neutre, il devient alors plus probable qu’un défaut
puisse capturer et émettre (ce qui n’est pas le cas en zone dépeuplée) aux côtés d’un centre
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générateur afin de le moduler. Dans ce cas, l’énergie d’activation des amplitudes correspon-
drait à la différence de barrière de potentiel induite par l’état du défaut modulant, et l’énergie
d’activation en temps serait le temps de capture et d’émission de ce même défaut.
Cependant, le fait qu’un courant de diffusion domine le courant d’obscurité n’implique
pas que le centre RTS soit nécessairement situé dans une zone quasi-neutre. Si le centre res-
ponsable de la fluctuation se trouve en zone dépeuplée, alors il se peut qu’il prenne le dessus
puisque les amplitudes RTS sont extrêmement fortes, comme c’est le cas dans le silicium fai-
blement irradié aux neutrons par exemple. De plus, il est difficilement explicable que l’énergie
d’activation en amplitude soit toujours de l’ordre du milieu de la bande interdite. Afin de
pouvoir mieux conclure, il faudrait par exemple vérifier que le nombre de pixels RTS dépend
ou non de la taille du volume dépeuplé dans les photodiodes. Dans le cas du silicium, cela a
déjà été montré [Vir+11].
4.5.2 Résultats de la littérature dans l’InGaAs
Les signaux RTS ont déjà été reportés dans la littérature [Pog+95] ; [PG99] ; [Vir+13].
Dans cette partie, les résultats s’appuient sur [Vir+13].
Il a été montré que dans ce cas [Boi+08] ; [Rou+12], le courant prédominant dans le
courant d’obscurité semble celui de diffusion, puisqu’il n’y a pas d’oxyde.
La figure 4.19 représente la distribution des amplitude RTS à trois températures pour
un imageur irradié aux protons de 60 MeV. Une allure exponentielle est remarquable. la
pente exponentielle est variable selon la température. De plus, les protons induisant une
dose ionisante, par analogie au silicium, il devrait y avoir une rupture de pente aux faibles
amplitudes traduisant cette contribution. Elle n’est pas observée ici puisqu’il n’y a pas d’oxyde.
Par conséquent, l’absence de cette rupture confirme que l’oxyde joue un rôle clé dans les
phénomènes de courant d’obscurité.
De plus, les modélisations des trois courbes donnent les équations :




à 273 K (4.4)




à 283 K (4.5)




à 293 K (4.6)
Si ces équations sont en accord avec la relation 2.26, alors le préfacteur exponentiel mul-
tiplié par la pente exponentielle est une constante. C’est bien ce qui est retrouvé ici. Par
conséquent, il devrait être possible de se baser sur le même type de modèle dans ce matériau
infrarouge irradié.
Avec ces données, il est aussi possible de tracer l’amplitude moyenne en fonction de la
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Figure 4.19 – Histogramme des amplitudes RTS à trois températures[Vir+13]
















Figure 4.20 – Amplitudes RTS moyennes en fonction de la température et modélisation par
la loi d’Arrhénius.
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température afin d’extraire une énergie d’activation. La figure 4.20 représente cet effet. Une
loi d’Arrhénius est discernable est l’énergie d’activation extraite est de 0.44 eV. Cela est proche
de la valeur du milieu de bande interdite qui est de 0.73 eV. Il semble bien que cette valeur
en Eg2 soit universelle.
4.5.3 Résumé
Les travaux menés dans ce chapitre ont porté sur l’étude du RTS dans l’InSb et les
principales caractéristiques ont été extraites.
Contrairement au HgCdTe et à l’InGaAs, il a été montré que le courant dominant dans le
signal d’obscurité dans l’InSb est un courant de génération de porteurs dans la zone dépeuplée.
Ce cas est le même que pour un pixel CMOS 3T. Dans ces situations, la zone dépeuplée atteint
des oxydes qui contiennent des états d’interfaces et/ou des charges piégées. Le HgCdTe et
l’InGaAs ne contenant pas d’oxyde, cela justifie dans ce cas le courant de diffusion dominant.
Dans l’InSb, il a été reporté que la plupart des signaux RTS sont à deux niveaux et que
les amplitudes sont réparties selon une tendance exponentielle. Cela correspond à ce qui a été
démontré dans le silicium, mais aussi le HgCdTe et l’InGaAs [Vir+13]. Par conséquent, ces
propriétés semblent être universelles quelque soit le type de semiconducteur utilisé pour la
photodiode.
L’histogramme des constantes de temps (ou nombre d’images moyen entre transitions ici)
donne une allure un peu différente de celle exposée pour le silicium. Au fortes constantes de
temps, elle ressemble plus à une tendance exponentielle qu’en 1/x. Cependant, il y a quand
même un maximum aux faibles constantes de temps, mais le nombre d’images n’est pas
suffisant pour conclure clairement que l’allure en fin d’histogramme est réellement différente.
Les énergies d’activation en amplitudes sont de l’ordre du milieu de la bande interdite
(≈ Eg2 ). Cela est en accord avec ce qui a été trouvé dans le silicium, le HgCdTe, l’InGaAs
[Vir+13] et semble être universelle. Le courant dominant étant celui de génération, il s’agit
probablement d’un centre de génération similaire à celui qui est observé dans le silicium. Par
conséquent, l’hypothèse d’un défaut métastable parait être la plus plausible. Elle a déjà été
émise dans la littérature pour plusieurs matériaux [HH93] ; [Pog+95].
Les énergies d’activation en temps n’ont pu être extraites de façon générale, puisque les
constantes de temps ne sont pas assez précises. Il a cependant été exposé deux cas particuliers
dans lesquels les énergies d’activation en temps haut et bas sont similaires ou totalement
différentes.
De façon générale, les signaux RTS observés dans plusieurs matériaux infrarouges pro-
viennent tous de défauts localisés dans la photodiode et mesurés dans le courant d’obscurité.
Il semblent montrer les mêmes propriétés statistiques. Cela permet de discuter l’origine pos-
sible des centres RTS et qui semble commune à tous ces matériaux.
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Tout d’abord, l’énergie d’activation des amplitudes RTS est toujours de l’ordre de Eg2 .
Hors, la signature de la diffusion est de l’ordre de la largeur de bande interdite. Il est donc
peu probable que le centre RTS ne se situe dans la zone quasi-neutre. Par conséquent, même
si le courant de diffusion peut dominer sur celui de génération dans la zone dépeuplée dans
certains cas, ce n’est certainement pas ce phénomène de diffusion qui amène la contribution
du centre RTS.
De plus, les temps passés dans l’état haut et l’état bas sont généralement du même ordre de
grandeur. Hors, dans la zone de charge d’espace, les taux de capture et d’émission sont dispro-
portionnés, comme montré sur la figure 2.4. Cela implique que des centre de capture/émission
sont peu probablement à l’origine du RTS du courant d’obscurité.
Finalement, malgré des mécanismes à l’origine du courant d’obscurité différents, le phéno-
mène RTS observé sur les 3 semiconducteurs étudiés semblent provenir de la génération dans
la zone de charge d’espace. Par conséquent, la conjecture qui parait la plus plausible pour
être commune à tous les matériaux semble être celle du défaut métastable ayant plusieurs
configurations. Cette hypothèse a déjà été émise dans la littérature et semble répondre à tous
les résultats observés. Des mesures complémentaires seraient utiles afin de pouvoir conclure




L’imagerie est un domaine qui comprend énormément d’applications. Certaines d’entre
elles, telles que l’astronomie par exemple, demandent une grande précision et une stabilité
concernant les signaux réceptionnés. En effet, une étoile très lointaine peut se distinguer sur
un seul pixel et son signal lumineux peut être assez faible du fait de son éloignement. Pour ces
raisons, il faut donc que le détecteur soit extrêmement bien calibré et que les signaux autour
soient stables pour pouvoir la détecter correctement. Un signal instable induirait de la mau-
vaise détection (fausse alarme), et une mauvaise calibration pourrait causer la non distinction
du point lumineux. Le signal étudié dans cette thèse, appelé signal des télégraphistes (RTS),
peut être à l’origine de ces deux problèmes : ses fluctuations sont aléatoires et induisent une
mauvaise calibration, et les sauts d’amplitudes peuvent être extrêmement grands.
L’objectif a donc été de caractériser au mieux ce type de signal afin d’apporter des solutions
en terme de prédiction du phénomène, et de comprendre son origine pour arriver à l’atténuer.
Dans ces travaux, le signal des télégraphistes du courant d’obscurité a été étudié plus en
profondeur. Les principales caractéristiques telles que le nombre de niveaux, l’amplitude et les
constantes ont pu être extraites dans le cas de photodiodes en Silicium et InSb. Les résultats
ont pu être comparés à la littérature pour le Silicium, et cela n’avait jamais été reporté avant
dans l’InSb. Ceci permet d’élargir la base de données dans les différents matériaux, puisque
certaines caractéristiques dans d’autres semiconducteurs ont déjà été relevées (HgCdTe, In-
GaAs par exemple). Des modélisations empiriques ont pu être obtenues et étendues afin de
mieux prévoir le phénomène étudié.
Les principales caractéristiques des signaux étudiés ici et dans la littérature dans chacun
des matériaux sont résumées dans le tableau 4.1.
Dans tous les cas, des allures exponentielles sont observées pour la distribution des am-
plitudes RTS. Les moyennes extraites sont différentes selon le matériau, la température, ou
encore l’irradiation. L’allure de la distribution des constantes de temps n’est pas encore claire-
ment définies. De plus, des énergies d’activation de courant d’obscurité moyen, des amplitudes
RTS et des constantes de temps ont pu être calculées. Cela a permis de montrer que le courant
d’obscurité n’est pas toujours dominé par un courant de génération dans la zone dépeuplée :
les oxydes semblent jouer un rôle prédominant dans cet effet. Les énergies d’activation en am-
plitudes sont toujours de l’ordre du milieu de la bande interdite quelque soient les conditions
de mesure, et celle en constantes de temps ne sont pas toujours très accessible à cause de
faibles fenêtres de mesure pour les matériaux infrarouges.
Malgré un courant d’obscurité d’origine différente selon les matériaux et conditions de me-
sure, les caractéristiques de ces signaux semblent être communes à tous les semiconducteurs.
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Le plus universel des paramètres est l’énergie d’activation des amplitudes RTS. La valeur
obtenue est toujours proche du milieu de la bande interdite. Cela suggère que les centres RTS
sont des centres de génération situés dans la zone dépeuplée, même si le courant de fond du
photodétecteur n’est pas toujours originaire de cette zone. Le mécanisme le plus adapté à ces
observations serait un centre de génération métastable, qui changerait spontanément de confi-
guration par l’intermédiaire de phonons. Cette hypothèse a déjà été émise dans la littérature
[HH93] ; [Pog+95] ; [SHH04]. Aussi, il a d’ores et déjà été montré que de tels défauts peuvent
exister [Jay+17], ce qui renforce la pertinence de cette conjecture. La figure 4.21 représente
un diagramme de configuration obtenu par simulation à l’échelle atomique.
Figure 4.21 – Exemple de diagramme de configuration obtenu dans [Jay+17].
Ces travaux ont aussi permis de localiser plus précisément les centres RTS d’interface
Si/SiO2 induits en sortie de fabrication ou après irradiation aux rayons X plus précisément
dans la photodiode en Silicium. Il semble qu’ils soient majoritairement situés aux côtés de
la grille de transfert, en contact avec un implant particulier. Cela pourra permettre par la
suite d’améliorer la réalisation des photodiodes pour le RTS, mais au détriment d’autres
performances tels que le lag (mauvais transfert de charges d’une image sur l’autre).
Finalement, l’objectif de cette thèse qui a été de caractériser plus précisément les centres
RTS du courant d’obscurité a été atteint, car il est maintenant possible de dire qu’il s’agit d’un
phénomène intervenant dans la photodiode, quelque soit le matériau utilisé. De plus, on peut
maintenant mieux prédire le mécanisme, et tenter de trouver des solutions pour l’atténuer
dès la sortie de fabrication. L’analyse de signaux plus complexes a révélé qu’il peut y avoir
plusieurs structures, et que les pixels multiniveaux ne sont pas nécessairement la somme de
plusieurs centres générant deux niveaux.
Ces travaux de thèse pourraient permettre par la suite d’améliorer la qualité des imageurs
en s’affranchissant de ce signal parasite soit par le post-traitement, soit par le design. Les ana-
lyses dans le domaines infrarouges se sont avérées fructueuses, d’autant plus que l’infrarouge
est un domaine de plus en plus exploité dans diverses applications telles que le spatial. Par
exemple, surveiller l’évolution des mers et de la végétation depuis l’espace permet d’obtenir
du recul quant à l’avancée des phénomènes climatiques qui nous entourent actuellement.
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Résultats principaux
Chapitre 1 : Les capteurs d’images et le signal des télégraphistes
Ce chapitre a permis de définir le capteur d’images et son fonctionnement, ainsi que le
signal RTS dans les semiconducteurs.
— Un capteur d’images est composé d’une zone photosensible appelée photodiode, et d’un
circuit de lecture.
— La photodiode est principalement constituée d’une jonction PN, avec différents maté-
riaux selon la longueur d’onde visée.
— Derrière le mot RTS, il peut se cacher plusieurs significations. Chaque sorte de RTS
peut être différenciée grâce à certaines particularités. Dans ces travaux, c’est le signal
des télégraphistes du courant d’obscurité qui est observé.
Chapitre 2 : Signal des télégraphistes du courant d’obscurité et outils de
caractérisation
Ce chapitre a défini en profondeur le courant d’obscurité et les paramètres des signaux
observés. Il a également exposé les différents algorithmes utilisés au cours de ces travaux.
— Dans le Silicium à température ambiante et l’InSb à température cryogénique, le cou-
rant d’obscurité est dominé par un courant de génération de porteurs dans la zone de
charge d’espace.
— Les signaux RTS ont des caractéristiques différentes selon le nombre de niveaux ob-
servé : les amplitudes et les constantes de temps ont été clairement redéfinies afin de
traiter les pixels multiniveaux
— L’algorithme de détection des pixels RTS n’a pas été changé depuis [Goi+09]. Les
traitements post-détection ont eux été étendus à l’étude des pixels multiniveaux, et
d’autres fonctionnalités on été ajoutées.
Chapitre 3 : Signal des télégraphistes dans le Silicium
Ce chapitre explicite les résultats qui ont été trouvés pour la photodiode pincée à base de
Silicium.
— En sortie de fabrication, il y a peu de pixels RTS, et ils sont majoritairement localisés
près de la grille de transfert et aux interfaces avec le STI. L’implant PPPD-TG joue un
rôle crucial dans la contribution ou non des centres RTS. Cela a pu être quantifié pour
la première fois pour une température et une polarisation de grille donnée.
— Après irradiation aux rayons X, les centres RTS semblent être de même type qu’avant
irradiation. Ils sont localisés aux mêmes endroits jusqu’à une certaine dose (>50krad)
au dessus de laquelle la zone sous les espaceurs se dépeuple, induisant une plus grande
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contribution, et ce quelque soit la polarisation de la grille de transfert.
— Après irradiation aux rayons X (dose ionisante), les caractéristiques des signaux sont
similaires à celles trouvées dans la littérature. Les amplitudes moyennes sont de l’ordre
de 100 e-/s, et un pic de constantes de temps autour 50 s est observé. Les énergies
d’activation des amplitudes sont principalement de l’ordre du milieu de la bande in-
terdite. Il y a principalement des pixels RTS à 2 niveaux. Un effet d’augmentation du
champ électrique a pu être relevé dans le cas particulier de pixels ne comprenant pas
d’implant PPPD-TG.
— Après irradiation aux neutrons (dose de déplacement), les centres RTS sont majori-
tairement situés dans le volume de la photodiodes. Il y a un certain nombre de pixels
multiniveaux qui ont pu être analysés. La différenciation de deux types de signaux à
4 niveaux a pu être obtenue : ceux dus à la somme de deux centres biniveaux, et ceux
dus à un seul centre multiniveaux. Les principaux paramètres ont été extraits et sont
en accord avec la littérature, avec une amplitude moyenne de 1100 e-/s à température
ambiante, un pic de constantes de temps différent selon le type de centre (environ
90 s pour les multiniveaux et 120 s pour les biniveaux). Les énergies d’activation en
amplitudes sont de l’ordre du milieu de la bande interdite, et un modèle de chemin
réactionnel a pu être dressé avec les énergies des constantes de temps.
— Après irradiation aux protons (dose ionisante et dose de déplacement), la synthèse a
été obtenue : la contribution de la TID a été différenciée de celle de la DDD grâce à
la variation de la polarisation de la grille de transfert. Les caractéristiques de chacun
des types d’irradiation ont bien été retrouvées.
— L’hypothèse d’un défaut métastable est privilégiée ici.
Chapitre 4 : Signal des télégraphistes dans les matériaux infrarouges
Ce chapitre traite les résultats qui ont été trouvés pour la photodiode en InSb. Il re-
prend aussi la littérature dans laquelle de tels signaux parasites sont reportés dans d’autres
matériaux.
— Le signal d’obscurité dans l’InSb provient majoritairement d’un mécanisme de géné-
ration de porteurs dans la zone dépeuplée (des trous dans le cas de la technologie
P/N)
— Le signal d’obscurité dans l’InGaAs et le HgCdTe provient majoritairement d’un mé-
canisme de diffusion parce qu’ils ne contiennent pas d’oxyde.
— Le signal des télégraphistes observé provient d’un mécanisme du courant d’obscurité
dans la photodiode : l’amplitude varie en fonction du temps d’intégration, mais pas
avec le flux de photons incidents
— Les fluctuations comprennent généralement à 2 niveaux, et la distribution des ampli-
tudes donne toujours une allure exponentielle. Il est difficile de conclure quant aux
constantes de temps car il y a trop peu d’acquisitions dans une mesure.
— L’énergie d’activation en amplitudes est toujours de l’ordre de la moitié de la largeur
de bande interdite. Cette valeur paraît universelle quelque soit le matériau considéré.
Concernant les énergies d’activation en temps, elles sont différentes de celles en am-
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plitudes, mais aucune analyse statistique n’a pu être réalisée à cause de l’imprécision
des constantes de temps.
— Du fait d’un courant d’obscurité dominé par un courant de génération dans la zone
charge d’espace pour l’InSb, le mécanisme privilégié dans ce cas est aussi celui d’un
centre métastable.
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Perspectives
Ces travaux ont permis de répondre à certaines questions, mais aussi de mettre en évidence
des éléments à approfondir. C’est pour cela que dans cette partie, certains axes d’étude sont
développés, avec des exemples d’analyses qui pourraient être mis en œuvre.
Caractérisation statistique des signaux RTS
Les propriétés principales de ces signaux RTS ont été abordées, et certaines modélisations
proposées. Par exemple, un modèle empirique de la distribution des amplitudes dans le silicium
a été amélioré afin qu’il soit valable pour une large gamme de température. Cependant, bien
que dans cette étude l’allure exponentielle ait aussi été constatée dans d’autres matériaux (cf
chapitre 4), il n’y a pas de modélisation « universelle ». Il faudrait donc établir un modèle
dans les matériaux infrarouges, vérifier leur pertinence avec plusieurs mesures provenant de
plusieurs imageurs, et enfin essayer de corréler chaque modèle.
Dans le cas des constantes de temps, des maximas autour d’une valeur ont été observés,
mais il n’y a pas non plus de modèle pour prédire l’allure des distribution qui soit validé
dans ces matériaux. Par conséquent, un axe d’étude serait d’étudier plus particulièrement
les constantes de temps dans plusieurs situations, afin de dresser une allure générale dans
un matériau à une température donnée, puis de l’étendre si possible. Ce type de courbe
n’étant pas récurrent dans la littérature, il faudrait d’abord avoir plus de données sur d’autres
imageurs et dans d’autres conditions afin de valider ce qui est observé dans ces travaux. Il
faudrait aussi pouvoir acquérir plus d’images dans le domaine de l’infrarouge pour améliorer
la précisions sur la détermination des constantes de temps.
De plus, l’analyse portée sur l’irradiation aux protons peut être approfondie : dans ces
travaux, il manque l’analyse en température. Cela pourrait permettre de vérifier les différences
d’énergie d’activation en amplitude constatées avec la dose ionisante et celle non ionisante.
En effet, il devrait y avoir deux maxima : un vers 0.56 eV et un vers 0.6 eV. Aussi, l’analyse
des énergies d’activation observée en fonction de la polarisation de grille de transfert pourrait
s’avérer très intéressante.
A forte irradiation aux rayons X, il a été observé une autre source des RTS provenant des
espaceurs. Il serait intéressant de réaliser une étude statistique, afin d’obtenir les principales
caractéristiques. Intuitivement, il est possible de penser que les propriétés seront les mêmes car
les espaceurs induisent une dose dépeuplée locale, faisant contribuer des centres qui pouvaient
être là auparavant, mais inactifs. Ces centres RTS seraient donc possiblement de même nature.
L’étude en fonction de la polarisation de grille de transfert peut s’avérer utile car les centres
activés avec l’espaceur sont présents à chaque polarisation, mais pas ceux sous la grille. Par
conséquent, la distinction des deux catégories devrait être possible.
Dans le chapitre 3, il a été montré qu’un fort champ électrique induisait une augmentation
du taux de génération et changeait les propriétés statistiques des pixels RTS. Ce phénomène
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mérite d’être étudié plus en profondeur, notamment au sujet des constantes de temps.
Enfin, l’irradiation de matériaux infrarouges pourrait s’avérer fructueuse, car elle permet
de déterminer la nature des défauts crées et de réaliser des études statistiques avec un grand
nombre de pixels impactés. Les applications dans ce domaine d’étude sont diverses et variées.
Par exemple, dans l’imagerie nucléaire ou spatiale, les détecteurs sont confrontés aux radia-
tions, quelque soit le semiconducteur utilisé. L’exposition à différents types de doses pourrait
permettre de corréler plus précisément avec les effets observés dans le Silicium, et d’obtenir
plus de statistiques.
Seules les irradiations aux protons, neutrons et rayons X ont été traitées ici. Il est possible
d’imaginer d’autres irradiations d’autres doses et d’autres matériaux, et ainsi étendre les
modèles développés aux autres particules (par exemple carbone, ions lourds, électrons...).
Toutes ces propositions permettraient d’obtenir plus de recul sur la prédiction du phéno-
mène RTS de façon plus universelle, en s’appuyant sur une plus large gamme d’imageurs.
Spectroscopie des amplitudes RTS
Dans la littérature [Bel16], il a été montré qu’il est possible d’obtenir l’identification de
défauts particuliers grâce à des distributions de courant d’obscurité. En effet, en maîtrisant
l’irradiation subie par l’imageur (i.e en moyenne pas plus d’un défaut par pixel), et après
recuit (étape de réchauffement de l’imageur à partir de 160°C pendant un temps donné), il
est possible d’apercevoir des pics de courant d’obscurité, comme montré sur la figure 4.22 à
gauche. Ces pics correspondent à des pixels qui contiennent le même type de défaut avec un
taux de génération donné. Dans ce cas, il est possible d’identifier ces défauts et leur nombre
dans l’imageur. Le but serait d’obtenir le même type de graphique avec des distributions
d’amplitude RTS dont un exemple est montré sur la figure 4.22. Il faudrait pour cela réaliser
des mesures avec des imageurs irradiés de façon maîtrisée, et les recuire pour tenter d’obtenir
des informations plus précises.
Typiquement, l’irradiation avec des électrons de faible énergie (<10 MeV) permet d’obtenir
principalement des défauts ponctuels (pas de cascade) [Bel+17]. Cette étude renforcerait la
connaissance sur la structure des défauts RTS.
Analyse de plusieurs schémas de pixel
L’étude de plusieurs types de photodiodes pincées en Silicium a permis de mieux localiser
les centres RTS. Cependant, la contribution exacte de chaque zone sous la grille de transfert
n’a été extraite que dans une condition particulière : à VLOTG = 0.2 V et à 60°C. Avec plus de
recul, il devrait être possible d’analyser les contributions précises pour plus de polarisations
de grille de transfert, et plus de températures.
Dans le chapitre 3, il a été montré que l’influence de la largeur de grille de transfert
152 Conclusion
Figure 4.22 – A gauche : Exemple de distribution du courant d’obscurité utilisée dans la
spectroscopie [Bel16]. A droite : Distribution d’amplitudes RTS obtenue actuellement. Le but
serait d’obtenir ce premier type de courbe avec les amplitudes RTS.
est assez faible. D’autres réalisations de pixels permettraient de confirmer ou démentir les
conjectures établies. La variation de nouveaux paramètres non étudiés encore est aussi un
axe d’étude. Par exemple, on sait que les angles introduisent plus de champ électrique ou
de stress mécanique. Il pourrait être judicieux de modifier leur nombre pour voir l’influence
réelle sur le mécanisme RTS. De plus, le DC-RTS étant un courant de fuite de jonction, il
serait pertinent d’enlever la photodiode du pixel afin de voir si le mécanisme peut exister au
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Figure 4.23 – A gauche : Exemple d’un pixel 4T de référence. A droite : Pixel sans photo-
diode. Le noeud du reset est resté flottant.
Mener cette étude dans d’autres matériaux pourrait permettre de localiser plus clairement
les centres RTS du courant d’obscurité.
Ces différents éléments procureraient plus de recul quant à la connaissance des centres
RTS dans les photodiodes et les jonctions PN d’un point de vue plus global.
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Simulations à l’échelle atomique
Des simulations d’interaction atomique de l’échelle de la picoseconde à celle de l’heure
ont déjà été réalisées [Rai+17] ; [Jay+17]. Cela consiste à simuler les phénomènes qui se
produisent dans la maille cristalline du silicium à la suite d’interactions nucléaires. Pour cela,
des simulations Monte-Carlo [Rai+17] sont d’abord effectuées pour obtenir les propriétés du
premier atome percuté (PKA pour Primary Knock on Atom) dans la maille cristalline. Cela
dépend en partie de l’énergie et la nature de la particule incidente. Une fois ce PKA défini, les
calculs de dynamique moléculaire sont utilisés afin de comprendre la formation de la cascade
de défauts créée. On arrive alors à l’échelle de la nanoseconde après le premier choc. Ensuite,
afin de simuler le comportement des mécanismes jusqu’à l’échelle de la milliseconde voire de
la seconde, la méthode « kinectic-Activation Relaxation Technique » (k-ART) est utilisée. A
ce stade, les défauts atteignent une configuration plus stable qu’à leur création. Ces travaux
sont actuellement en cours de développement et utilisent des calculs ab-initio afin de pouvoir
extraire des énergies caractéristiques des défauts obtenus.
De plus, ces travaux ont montré que des défauts métastables qui basculent entre plusieurs
configurations peuvent exister, et des chemins réactionnels sont tracés, comme le montre la
figure 4.21. Il s’agit du même type de diagramme que celui construit dans ce travail de thèse.
Les ordres de grandeur de temps et d’énergie d’activation ne sont pas encore similaires, mais
de plus amples analyses devraient conduire à un recoupement total ou non des de ces deux
travaux
Analyse plus approfondie dans le domaine de l’infrarouge
Dans l’infrarouge, les perspectives d’études sont importantes, afin de mieux caractériser
le phénomène RTS.
Dans le cas du HgCdTe par exemple, le fait que le courant d’obscurité soit dominé par un
courant de diffusion n’induit pas nécessairement que le centre RTS provienne d’une zone quasi-
neutre. En effet, dans le cas du Silicium, il est aussi possible que le courant d’obscurité soit
principalement dû à la diffusion, mais l’amplitude générée est assez grande pour contribuer de
façon significative. Il faudrait donc, pour déterminer si le centre RTS provient bien de la zone
dépeuplée, avoir plusieurs designs de photodiodes ayant des volumes dépeuplés différents.
De plus, ils serait pertinent d’étudier plus précisément les constantes de temps. Il faudrait
pour cela effectuer des mesures sur une plus longue durée, afin d’obtenir un plus grand nombre
d’images.
L’irradiation de détecteurs avec plusieurs particules permettrait d’obtenir plus de statis-
tiques. En effet, la majorité des signaux RTS détectés sont à deux niveaux. L’analyse de pixels
multiniveaux dans d’autres matériaux autres que le silicium pourrait s’avérer très construc-
tive. Cela serait aussi représentatif de la réalité lorsque l’imageur est voué à une mission
spatiale par exemple, et permettrait donc d’améliorer la qualité des détecteurs.

Annexe A
Traces typiques de signaux RTS
Dans cette annexe, plusieurs traces RTS sont exposées afin de montrer les différents cas
qu’il peut y avoir. Ceci n’est pas exhaustif, mais cela permet d’avoir un aperçu de la variétés
des signaux RTS.
Les acquisitions utilisées ici sont celles qui ont été effectuées sur la matrice 4T 512x512
pixels irradiées au neutrons à 400 TeV/g.
A.1 Traces RTS à 2 niveaux
























Figure A.1 – Exemple d’une trace RTS à 2 niveaux ayant un niveau bas faible en courant.
Cette partie représente des traces pixels RTS ayant 2 niveaux. C’est le cas le plus typique,
et pourtant, il y a plusieurs sortes d’évolutions au cours du temps.
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Figure A.2 – Exemple d’une trace RTS à 2 niveaux dont le niveau bas est déjà très fort.























Figure A.3 – Exemple d’une trace RTS à 2 niveaux dont le temps passé dans le niveau bas
est supérieur au temps passé dans le niveau haut.
Les figures A.1 et A.2 montrent l’évolution temporelle de 2 pixels RTS. La première com-
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porte un courant d’obscurité de base extrêmement faible (plus faible que le courant d’obscurité
moyen sur toute la matrice qui est de 975 e-/s), tandis que la seconde en a un conséquent.
Dans le premier, il est possible d’imaginer un centre RTS sans autres défauts dans le pixel,
alors que dans le deuxième cas il peut y avoir d’autres défauts permanents qui contribuent
au courants d’obscurité. De plus, il n’est pas possible de savoir si le centre RTS génère du
courant d’obscurité lorsu’il est dans l’état bas. c’est pour cela que l’étude des amplitudes RTS
parait plus cohérente que l’étude des niveaux de courant.

























Figure A.4 – Exemple d’une trace RTS à 2 niveaux dont le temps passé dans le niveau bas
est inférieur au temps passé dans le niveau haut.
Les figures A.3 et A.4 montrent l’évolution temporelle de 2 pixels RTS qui ont des
constantes de temps très différentes. Dans le chapitre 3, il est montré que les constantes
de temps dans l’état bas sont tendance à être plus faibles que celles dan l’état haut à 22°C.
Cependant, ce n’est toujours le cas, comme cela est observable sur les figures A.3 et A.4.
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A.2 Traces RTS à 3 niveaux
Les pixels RTS à 3 niveaux sont moins récurrents que ceux à 2 niveaux. Néanmoins, ils
peuvent aussi avoir des comportements particuliers. La figure A.5 donne l’exemple d’une trace
assez "typique". Cependant, les amplitudes ne sont pas toujours du même ordre de grandeur,
comme le montre la figure A.6.






















Figure A.5 – Exemple d’une trace RTS à 3 niveaux.
Enfin, la figure A.7 montre un pixel RTS à 3 niveaux de très grande ampleur, avec un
niveau de courant bas très faible.
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Figure A.6 – Exemple d’une trace RTS à 3 niveaux dont les amplitudes du premier au
deuxième niveau et du deuxième au troisième niveau sont différentes.






















Figure A.7 – Exemple d’une trace RTS à 3 niveaux dont les amplitudes sont très grandes.
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A.3 Traces RTS à 4 niveaux
Cette partie se concentre sur les traces RTS à 4 niveaux. Dans le chapitre 3, il a été montré
qu’il existe 2 types de signaux : ceux dus à un centre multiniveaux, et ceux dus à deux centres
biniveaux.
La figure A.8 représente l’évolution temporelle d’un signal à 4 niveaux provenant d’un
centre multiniveaux. Il est clair que les transitions sont toujours d’un niveau à un autre
niveau adjacent et les amplitudes sont similaires.
























Figure A.8 – Exemple d’une trace RTS à 4 niveaux provenant d’un centre multiniveaux.
Les figures A.9, A.10 et A.11 représente les traces RTS des trois pixels issues de la somme
de deux centres biniveaux. Ces trois signaux sont témoins de la diversité de types de trace.
Dans le premier cas (figure A.9), le niveau de courant bas est très faible (plus faible que le
courant d’obscurité moyen sur toute la matrice qui est de 975 e-/s), ce qui laisse suggérer qu’il
n’y a pas d autres défauts dans le pixels et/ou que les centres RTS ne génèrent pas lorsqu’ils
sont dans l’état bas.
Dans le second cas (figure A.10), le niveau de courant bas est plus fort. L’influence de
chaque centre RTS est bien visible, car les amplitudes sont bien différentes.
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Figure A.9 – Exemple d’une trace RTS à 4 niveaux provenant de deux centres dont le niveau
bas est faible.




















Figure A.10 – Exemple d’une trace RTS à 4 niveaux provenant de deux centres.
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Dans le troisième cas (figure A.11), un des deux centres a une amplitude extrêmement
grande, ce qui rend la distinction des deux contributions encore plus aisée.

























Figure A.11 – Exemple d’une trace RTS à 4 niveaux provenant de deux centres ayant un
élément de grande amplitude.
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A.4 Traces RTS à 5 niveaux et plus
La figure A.12 représente un signal RTS comprenant 5 niveaux. Ce genre de signal ne
devrait être dû qu’à des pixels multiniveaux, puisque la combinaison de trois centres biniveaux
donnerait 8 niveaux, et la combinaison d’un centre multiniveaux avec un centre biniveaux
donne au moins 6 niveaux.





















Figure A.12 – Exemple d’une trace RTS à 5 niveaux.
Les transitions le plus probables sont celles d’un niveau à celui adjacent, ce qui laisse
présager en effet d’un unique centre multiniveaux.
La figure A.13 montre l’évolution temporelle d’un pixel présentant 6 niveaux. Dans ce
cas, ce ne sont pas les transitions adjacentes les plus probables. De plus, en regardant plus
précisément, il est possible de voir que les transitions ne sont pas anodines : pour chaque
montée en descente, il y a deux grandes amplitudes, et une plus petite. Par conséquent,
seulement quelques transitions sont possibles (seules 7 transitions apparaissent alors qu’il y a
théoriquement 15 possibilités). Cela suggère une combinaison de plusieurs centres : un centre
biniveaux et un centre multiniveaux de 3 états. CHaque transitions qui apparaît est entourée :
la plus petite amplitude est entourée en rouge, alors que la grande (qui doit soit représenter
le centre multiniveaux, soit une amplitude pour le biniveaux et une pour le multiniveaux) est
entourée en vert. Les signal n’est au final que la combinaison de ces 7 transitions.
164 Annexe A. Traces typiques de signaux RTS
























Figure A.13 – Exemple d’une trace RTS à 6 niveaux. Il semble qu’il y ait la contribution
d’un centre à 2 niveaux, et d’un centre à 3 niveaux.


























Figure A.14 – Exemple d’une trace RTS à 7 niveaux.
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La figure A.14 représente l’évolution temporelle à 7 niveaux d’un pixel. Tous les paliers
sont clairement observables. Les transitions les plus probables sont celles d’un niveau à celui
adjacent, laissant penser à un unique centre multiniveaux, de la même façon que pour les
pixels à 3 et 5 niveaux.
Finalement, cette partie suggère qu’il peut être possible de déterminer si les signaux pro-
viennent de plusieurs centres ou un seul centre même au delà de 4 niveaux. De plus, toutes les
traces représentées dans cette annexe montrent qu’il n’y a pas une seule situation universelle,
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Résumé — Le domaine de l’imagerie a toujours fait l’objet de curiosité, que ce soit
pour enregistrer une scène, ou voir au-delà des limites de l’œil humain grâce aux détecteurs
infrarouges. Ces deux types d’imagerie sont réalisés avec différents matériaux. Dans le domaine
du visible, c’est le silicium qui domine, car son absorbance spectrale correspond bien au spectre
visible et que ce matériau a été très étudié dans les dernières décennies. Dans le domaine
de l’infrarouge, plus particulièrement le MWIR (Middle Wave InfraRed), l’InSb est un bon
candidat car il s’agit d’un matériau très stable. Cependant, certaines contraintes telles qu’une
bande interdite étroite peuvent être limitantes et cela nécessite une température d’opération
cryogénique. Dans ces travaux, un signal parasite commun à ces deux matériaux est étudié : il
s’agit du signal des télégraphistes (RTS : Random telegraph Signal) du courant d’obscurité. Ce
phénomène provient d’un courant de fuite de l’élément photosensible du pixel (photodiode).
En effet, même dans le noir, certains pixels des imageurs vont avoir une réponse temporelle
qui va varier de façon discrète et aléatoire. Cela peut causer des problèmes de calibration, ou
de la mauvaise détection d’étoiles par exemple. Dans cette étude, deux axes principaux sont
étudiés : la caractérisation du signal pour pouvoir mieux l’appréhender, et la localisation des
sources à l’origine du RTS dans la photodiode afin d’essayer de l’atténuer.
Mots clés : Capteur d’images, CMOS, InSb, Signal des télégraphistes, photodiode,
irradiation, défauts, métastabilité, génération, courant d’obscurité
Abstract — Imaging has always been an interesting field, all the more so as it is now
possible to see further than human eyes in the infrared and ultraviolet spectra. For each field
of application, materials are more or less adapted : in order to capture visible light, Silicon
is a good candidate, because it has been widely studied, and is also used in our everyday
life. Concerning the infrared, more particularly the MWIR spectral band, InSb has proved
to be stable and reliable, even if it need to operate at cryogenic temperatures because of
a narrow bandgap.. In this work, a parasitic signal called Random Telegraph Signal (RTS)
which appears in both materials (and also others, such as HgCdTe or InGaAs) is analyzed.
This signal comes from the pixel photodiiode and corresponds to a discrete dark current
fluctuation with time, like blinking signals. This can cause detector calibration troubles, or
false star detection for example. This study aims at characterizing RTS and localize the exact
origin in the photodiode in order to be able to predict or mitigate the phenomenon.
Keywords : Image sensor, CMOS, InSb, Random Telegraph Signal, photodiode, irra-
diation, defects, métastability, generation, dark current
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