In this paper we introduce two methods for the construction of asymmetric multivariate copulas. The …rst is connected with products of copulas. The second approach generalises the Archimedean copulas. The resulting copulas are asymmetric and may have more than two parameters in contrast to most of the parametric families of copulas described in the literature. We study the properties of the proposed families of copulas such as the dependence of two components (Kendall's tau, tail dependence), marginal distributions and the generation of random variates.
Introduction
The aim of this paper is to construct multivariate families of asymmetric copulas. In the monographs by Nelsen (1999) and Joe (1997) the reader …nds detailed accounts of the theory as well as surveys of commonly used copulas. Most of these copulas belong to Archimedean families with one or two parameters. So these copulas have a limited variety of shapes. Several authors have indicated that it is an open problem to …nd appropriate families of multivariate copulas (dimension greater than 2) with a ‡exible number of parameters which may be greater than two. Suitable families of copulas are also needed for parametric and semiparametric estimation methods for multivariate densities and distribution functions. Alfonsi and Brigo (2005) describe a new construction method for asymmetric copulas based on periodic functions. A transformation method for two-dimensional copulas is discussed in Durrleman et al. (2000) . In the present paper we introduce two universal methods for developing parametric families of copulas. The …rst one is connected with products of copulas and was proposed in a special case by Khoudraji (1995) . The second approach generalises Archimedean families of copulas. The advantages of the families we propose are the following:
(i) The families are ‡exible in …tting data with a number of parameters which may be greater than two.
(ii) The one-dimensional and multivariate marginal distributions belong to the corresponding family of smaller dimension.
(iii) Methods are available for the generation of random variates.
(iv) The families are asymmetric and cover a wide range of dependencies.
The latter property is shown to hold for some speci…c families by means of the values of Kendall's tau. Moreover, in the present paper we study tail dependence properties of the proposed copulas and provide su¢ cient conditions for positive quadrant dependence in the case of product copulas.
Appropriate families of copulas can be used for …tting multivariate densities to datasets. The parametric estimation problem of copulas is discussed in several papers (see e.g. Genest et al. (1995) ). An e¢ cient estimation method for parametric classes of copula densities is introduced and investigated in Chen et al. (2006) . The asymptotic behaviour of two-stage estimation procedures is studied in Joe (2005) . A combination of kernel estimators for marginal densities and parametric estimators for the copula leads to the semiparametric estimators for multivariate densities examined in Liebscher (2005) .
The paper is organised as follows: Section 2 introduces a construction principle for copulas based on products. Section 3 deals with generalised Archimedean copulas.
The proofs are deferred to Section 4. 
Products of copulas
where C is the d-dimensional copula of X. Assuming the continuity of F 1 ; : : : ; F d , the copula C is uniquely determined. Concerning the de…nition and properties of copulas, we refer to the monograph by Nelsen (1999) .
The following theorem provides a construction principle for copulas having the form of a product of copulas. 
is also a copula.
In general C is obviously an asymmetric copula. In the special case of twodimensional copulas, two factors (k = 2) and power functions g ji , Khoudraji (1995) already considered this construction technique. We refer also to the discussion on these copulas in Genest et al. (1998) 
(iii) If there are at least two functions g j 1 i ; g j 2 i with 1 j 1 ; j 2 k which are not identically equal to 1, then g ji (x) > x holds for x 2 (0; 1); j = 1; : : : ; k.
Now we give four alternatives for functions g ji which are suitable for applications of Theorem 2.1:
for j = 1; : : : ; k, where ji 2 [0; 1] and P k j=1 ji = 1;
) ji for j = 1; : : : ; k, where P k j=1 ji = 1,
(1 e i v ) ji (1 e i ) ji for j = 1; : : : ; k, where
Here i 2 f1; : : : ; dg. The next example shows how to use the construction technique of Theorem 2.1.
is a copula, C 1 = C and C 2 is the independent copula. Applying Theorem 2.1 with g 1i (v) = v 1 i , we obtain C(u 1 ; : : : ; u d ) = C(u 1 1 1 ; : : : ; u
which is a copula for i 2 (0; 1).
The proof of Theorem 2.1 is based on the following lemma: 
:::;d , J i = fj 2 f1; : : : ; kg : g ji 6 1g.
As it is seen from Lemma 2.1, there is a simple procedure for the generation of random variates with product copula C when generation procedures for copulas C j are available. Let (U 
vectors having the distribution functions C 1 ; : : : ; C k , respectively. Then C is the joint distribution of the random vector (max j2J i fg
:::;d where J i is the set of indices j with g ji 6 1.
Properties of the proposed copulas
In the sequel we clarify under which conditions two-dimensional product copulas
ful…l conditions of positive dependence. A distribution function F has the TP 2 (totally positive of order 2) property if and only if
(see Joe (1997), p.23) . Suppose that (U; V ) is a random vector having distribution function C which is a two-dimensional copula. Then V is left tail decreasing in U if
then the product copula (1) with g ji as in Theorem 2.1 has also the TP 2 property.
(ii) If C 1 ; : : : ; C k are left tail decreasing in one component, then copula (1) is also left tail decreasing in this component.
(iii) Under the assumption of (i) or (ii), copula (1) is positive quadrant dependent,
If f is TP 2 , then the distribution is stochastically increasing and positive quadrant dependent. The dependence of two components can be described by Kendall's tau given by = 4
Moreover, the upper/lower tail dependence coe¢ cients are of interest:
Proposition 2.3 provides a nice property of product copulas:
Proposition 2.3. Let 0 ; U 0 and L0 be Kendall's tau and the upper/lower tail dependence coe¢ cient of the two-dimensional product copula (1). We denote Kendall's tau and the upper/lower tail dependence coe¢ cient of C j by j , U j and Lj In the following subsections we discuss more speci…c examples. To simplify the formulas, we use only few special functions g ji . The application of other functions g ji is analogous. We introduce Choosing an Archimedean copula as the starting point for the construction, it is not easy to …nd multivariate (d > 2) copula families approaching the lower Fréchet bound W for certain parameters. More precisely, by virtue of Corollary 4.6.3 by Nelsen (1999) , C holds true for Archimedean copulas with strict and completely monotonic generators ( means concordance ordering).
Clayton family
The multivariate version of the Clayton copula (sometimes called Cook-Johnson copula) reads as follows:
(see Clayton (1978) for the bivariate case, and Nelsen (1999) with Example 1, we obtain the family of copulas
which is an extension of family (2) Limiting cases of family (3): (a) case ! 0:
Moreover, we can consider the product of two Clayton copulas with di¤erent parameters. In view of Theorem 2.1 with g ji as in (I) or in (IV), we obtain other extensions:
: (5) Copulas (4) and (5) ; 1) in case of copula (5). Since the copula (2) has the TP 2 property, the distribution functions (3) to (5) have this property, too.
Limiting cases of family (4) 
Limiting cases of family (5) 
For families (3) to (5), the marginal distributions of dimension smaller than d belong also to the family (3) to (5), respectively. Studying the dependence structure of two components, we obtain the following results for Kendall's tau : (4) (5) The values of Kendall's tau were computed numerically using Maple. For example, it follows from the above tables that C (2) with d = 3 and parameters = 0:6; = 6; 1 = 0; 2 = 0:2; 3 = 0:9 has the marginal distributions C (2) (:; :; 1) and C (2) (:; 1; :) with = 0:6 and = 0:075, respectively, and is hence signi…cantly asymmetric. The following …gures show sectional views of the copula densities of families (4) and (5).
Although Kendall's tau is similar and parameters and are equal, the shape of the densities is signi…cantly di¤erent.
Insert Figures 1 and 2 here Therefore, the families (3) to (5) cover a large variety of dependencies.
The Gumbel family
The multivariate version of the Gumbel copula is de…ned by
(see Gumbel (1960) for the bivariate case, and Nelsen (1999) , p. 123 for the multivariate case) where the parameter is 2 [1; +1). An application of Theorem 2.1, with C 1 ; C 2 chosen to be Gumbel copulas and g ji as in (I), leads to the copula
Here, ; 2 [1; +1); 1 ; : : : ; d 2 (0; 1] are the parameters. The marginal distributions of dimension smaller than d belong also to the family (6). The copula (7) has the TP 2 property.
Limiting cases of family (7) 
Frank family
Here we consider the two-dimensional case where C 1 and C 2 are two Frank copulas with parameters ; 2 R. For g ji as in (I), the resulting copula is given by
) (see Frank (1978) , Nelsen (1986 ), Genest (1987 ) with parameters i 2 (0; 1); ; 2 R. For this copula family, we can …nd combinations of parameters such that C
approaches the lower Fréchet bound W .
Limiting cases: (a) case ! 1; 1 ; 2 ! 0:
Koehler-Symanowski family
Let us consider the Koehler-Symanowski copula
which is the copula of Koehler and Symanowski (1995) specialised to parameters with at most two indices. The parameters are given by 1 ; : : : ; d > 0; ij > 0 for i; j = 1 : : : d; i < j. By simple algebra,
where ij = ij = i+ for i 6 = j, ii = i = i+ . Note that P d j=1 ij = 1 for all i, and ij 0. Obviously, this copula is a product of an independent copula and Clayton copulas with parameters 1= ij according to C as in Theorem 2.1.
A generalisation of Archimedean copulas 3.1. Archimedean copulas
Archimedean copulas are widely used in applications. They are de…ned by C(u 1 ; : : : ; u d ) = ' 1 ('(u 1 ) + : : :
where ' : [0; 1] ! [0; +1) is a strictly decreasing function with lim t!0+ '(t) = +1,
0 for t 2 (0; 1); k = 1; : : : ; d, see Nelsen (1999) , p. 124. An equivalent characterisation of generators for Archimedean copulas may be found in McNeil and Nešlehová (2007) . Archimedean copulas are symmetric; i.e., C is constant for all permutations of the arguments. These copulas can be rewritten in the form
by means of a multiplicative generator ' : [0; 1] ! [0; 1], '(t) = exp( '(t)).
Generalisation
Let us replace the product '(u 1 ) : : : '(u d ) in formula (8) by an average of products (9), 1 (C(u)) is an average of products of functions h j1 ( (:)), which can be regarded as an expansion of 1 (C(:)). The more summands are used in applications the better the approximation of the transformed copula can be. Function C of (9) represents a generalisation of Archimedean copulas being asymmetric in general. In the sequel we provide conditions on functions and h jk ensuring C de…ned in (9) to be a copula. The following example shows that the copulas of the Frank family has the form (9) in the case m = 1.
Example 2: The multivariate copula of the Frank family is given by
(see Nelsen (1999), p.123) . This copula can be obtained from (9) by setting m = 1,
and (t) = 1 ln 1 (1 e )t .
Theorem 3.1 gives the main result of this section. 
Then C de…ned in (9) is an absolutely continuous copula.
Under the assumptions of Theorem 3.1, the multivariate marginal distribution functions of C can be written in the form of equation (9).
We can choose functions h jk as follows: (II) case m = 2:
with a k 2 (0; 1:59362];
(III) case m = 2:
with a k 2 ( 0:5; 1]. In theses case, k = 1; : : : ; d:
These functions h jk cover a wide range of shapes. The following Table 3 provides some proposals for functions ful…lling (0) = 0, (1) = 1 and (i) (u) 0 for all i 1. 
The …rst line of Table 2 gives the function corresponding to Frank copula. The property (i) (t) 0 for i 1 can be veri…ed using that t 7 ! t with > 0, t 7 ! e t with > 0 and t 7 ! e =t with > 0 are completely monotonic, and t 7 ! t 1= has a completely monotonic derivative for > 1. Furthermore, it can easily be seen that if 1 and g is a completely monotonic function on [0; 1), then all derivatives (including the function itself) of the functions x 7 ! g( x), x 7 ! g(1 1 x) are positive on [0; 1]. Thus all functions of the table can be used for applications of Theorem 3.1.
Example 3: Generalised Frank copula with h jk as in case (I):
where 2 (0; +1); k 2 [1; 2]; k = 1; :::; d:
With these settings and m = 2, we consider the function C given in (9). As explained above, we have (k) (u) 0 for k 1, and h 0 1k (v) > 0. Therefore by Theorem 3.1, C is a copula with parameters ; 1 ; : : : ; d . If k = 1 for all k except one, then the resulting C coincides with the usual Frank copula.
Limiting cases of Example 3: (a) case ! 0; j ! 1 for all j except one:
The algorithm from the paper by Marshall and Olkin (1988) for generating random vectors with a given Archimedean copula which can be found explicitly in Frees and Valdez (1998, p. 12) , is developed further in the next proposition. This statement provides a method for generating random variates with distribution (9). Finally, we consider the upper and lower tail dependence coe¢ cients in case d =
2. An extensive discussion on tail dependence coe¢ cients for Archimedean copulas can be found in Charpentier and Segers (2007) . Suppose that is continuously di¤erentiable on [0; 1]. Then we can derive
Obviously, lim t!1 0 0 (t) < +1 implies U = 0. Hence the copula of Example 3 has no upper tail dependence. Analogously,
In the following example, the copula is upper tail dependent.
(1 e ) 1 according to line 4
in Table 3 . Here we have lim t!1 0 0 (t) = +1. Then U = 2 2 lim
Proofs
Proof of Lemma 2.1: Observe that for u; v 2 [0; 1], v g ji (u) is equivalent to 
This identity implies the lemma. 
Each factor of the product determines a decreasing function in u. This leads to assertion b). Assertion c) is a consequence of Theorem 2.3 in Joe (1997) .
Proof of Proposition 2.3: Let j 2 f1; : : : ; kg be arbitrary. Obviously,
andC := C j (g j1 (:); g j2 (:)) is a distribution function. Let be the symbol for concordance ordering. Hence C C holds which implies ( C) (C) = (C j ), see Joe (1997), p. 37. Similar inequalities hold true for the tail dependence coe¢ cients.
Proof of Theorem 3.1: Observe that, by (10),
C(0; u 2 ; : : : ; u d ) = (0) = 0:
Next we show that @ d @u 1 @u 2 : : : @u d C(u) 0 for all u; i.e., the copula has a density.
Let~ (:) = (: =m). By induction, we can prove that In formula (11), a k (M 1 ; : : : ; M ) denotes an integer depending on k; ; M 1 ; : : : ; M .
Obviously, (11) is true for k = 1. Di¤erentiating the both sides of (11) w.r.t. u k+1 , the right hand side gets the form of the right hand side of (11) with k replaced by k + 1. Therefore, by induction, we obtain that (11) 
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