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Abstract—3D multi object generative models allow us to
synthesize a large range of novel 3D multi object scenes and
also identify objects, shapes, layouts and their positions. But
multi object scenes are difficult to create because of the dataset
being multimodal in nature. The conventional 3D generative
adversarial models are not efficient in generating multi object
scenes, they usually tend to generate either one object or generate
fuzzy results of multiple objects. Auto-encoder models have much
scope in feature extraction and representation learning using the
unsupervised paradigm in probabilistic spaces. We try to make
use of this property in our proposed model. In this paper we
propose a novel architecture using 3DConvNets trained with the
progressive training paradigm that has been able to generate
realistic high resolution 3D scenes of rooms, bedrooms, offices
etc. with various pieces of furniture and objects. We make use
of the adversarial auto-encoder along with the WGAN-GP loss
parameter in our discriminator loss function. Finally this new
approach to multi object scene generation has also been able to
generate more number of objects per scene.
Index Terms—GANs, 3D, progressive GANs, auto-encoder
I. INTRODUCTION
The use of Generative Adversarial Networks (GANs) [1] in
creating new images is a active research field nowadays. After
2D images, GANs can also be used in creating 3D models
[4, 5, 13, 15, 16, 17] whose applications are increasing and
are in great demand. In computer vision, feature detection
is an important aspect and there are various available neural
networks that do the same. Similarly, in case of 3D objects,
recognition of various objects including layouts and shapes is
important in various graphics fields.
In creating 3D scenes, it is challenging to create models
with fine details because earlier works like Van Kaick et al
[2] only considers skeletons of 3D objects into account and
looks realistic but fine details are thereby ignored. Due to
advancement in deep learning algorithms, and development of
large 3-D CAD datasets like Chang et al., 2015 [3], attempts
have been made in learning object representations inspired by
voxelized objects. New objects are synthesized based on data
and it is difficult to do the same due to high dimensionality
of 3D shapes and objects as compared to 2D images.
Deep Convolutional Neural Networks are highly efficient
in 3D object recognition which can be used fot generative
and discriminative purpose in GANs. In [4], single models
are generated using 3D GAN and probabilistic spaces. Object
structure with significant quality, sampling objects without
CAD model and improved 3D object recognition are advan-
tages of this approach over older ones. GANs in 3D object
generation provides various advantages like creating objects
from probabilistic latent space like uniform distribution or
Gaussian distribution, learning distinct features by unsuper-
vised methods instead of learning single feature representation.
In [5], object classification and shape modelling is feasible
by using voxel-based models. A significant improvement in the
state-of-art in various applications is observed due to training
of voxel based adversarial autoencoder and evaluating models
on the ModelNet benchmark which use 2DConvNets that are
pre-trained on the ImageNet [20, 21, 22] dataset.
In our approach, we have created a GAN in which layers are
increased progressively and is an improvement over [alpha].
Progressive Generative Adversarial Networks [beta] implies
that results in 2D images generated can be improved by in-
creasing the dimensions of the data step by step. This concept
is further expanded in 3D objects where results obtained are
better than previous models.
II. RELATED WORK
A. Generative Adversarial Networks
Generative Adversarial Networks (GAN) used in unsuper-
vised learning is used to generate new images based on input
dataset. GAN consists of a generator G and discriminator D.
The generative network learns mapping from latent space to
a certain data distribution and discriminator differentiates the
true data from the output obtained by the generator. The gener-
ators aim is to increase the error rate of the discriminator. Deep
neural network is used to train generator and discriminator. A
noise vector z is taken as input by generator which is taken
from prior distribution sample pz and its counterfeit sample
G(z) is used to fool the discriminator. An alternative of GAN
named Wasserstein GAN (WGAN) [6] measures Wasserstein
distance between the distribution of the generator and the real
distribution. The objective function of WGAN is given as:
min
G
max
D
Expd [D(x)]− Expz [D(G(z))] (1)
where the distribution of real data is pd.
The newly added GP term by Gulrajani et al. [7] is a critical
factor for the discriminator. Therefore, the new GAN objective
function is :
Exˆpxˆ [(∇xˆ‖xˆ‖ − 1)2] (2)
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where pxˆ is uniform sampling along straight lines among
sampled points pairs from pd and distribution of model pg . It
is noted that collapse of mode issue as compared to weight
clipping used in original WGAN and the training is stabilized
in WGAN-GP. Therefore, WGAN-GP is used in our proposed
model.
B. Progressive Growing of GANs
GAN network is trained in multiple cycles in progressive
GANs [9] .In first cycle, n convolution layers are added to
generate a low resolution output where noise vector z is
taken as input. Later, the discriminator is trained with the
output generated and the real dataset which is of the same
resolution. After the stabilization of training, slightly higher
resolution is considered by adding n more convolution layers
to the generator and discriminator. This procedure enables
model to learn features step by step rather than learning them
simultaneously. The output generated with low resolution is
more stable and by slowly increasing resolution produces
efficient results as compared to simple GAN.
The training weights are initialised with the weights N(0, 1)
for each layer at runtime are wˆi = wi/c where,
c =
(√
2
numberofinputs
)−1
(3)
The normalized features at every convolutional layers for the
generator are given by:
bx,y =
ax,y√
1
N
N−1∑
j=0
(ajx,y)2 + 
(4)
C. Auto-Encoding GANs for 3D Multi Object Scenes
Fully Convolutional Refined Auto-Encoding Generative Ad-
versarial Networks for 3D Multi Object Scenes [8] introduces
3D multi objects generation using GANs and SUNCG dataset
[10]. An adversarial auto-encoder [18] is combined with GANs
in this network. We use an adversarial auto-encoder in place
of a variational auto-encoder [19] because adversarial auto-
encoders have proven to be generate better results. A refiner
is used to refine the generated scenes. Efficient reconstruction
performance is obtained due to full convolution and refiner
smoothes the scenes giving them mor realistic look.
In our approach progressive approach is applied to this
network by increasing resolution of the data step by step hence
obtaining better results.
III. PROPOSED MODEL
Our model is a fully convolutional refined auto-encoding
progressive generative adversarial network. The network is
a combination of a adversarial auto-encoder with generative
adversarial networks. The WGAN loss of adversarial auto-
encoder is merged with the adversarial auto-encoder using a
discriminator as alphaGAN architectures [11]. Additionally the
generated scenes are refined by refiner a refiner as done in
[12]. We select the shape of the latent space to be 5x3x5x16.
Adversarial auto-encoder allows us to loosen the constraint of
Fig. 1: Our proposed architecture. The training samples are
passed through an auto encoder and the discriminator that will
learn to identify between real ad fake samples. The generator
starts from a noise sample Z and the generated samples are
passed through a refiner. The output of the refiner network is
passed through the disciminator to identify whether the given
sample is fake or real.
distributions and treat this distribution as implicit. Also gener-
ator is trained to fool discriminator by generative adversarial
network. As a result, this architecture enables reconstruction
and generation performance to improve. In addition, refiner
allows us to smooth the object shapes and put up shapes to
be more realistic visually.
A. Input Data
Contrary to the downscaled dataset used in [8] of size
(80×48×80) we use the original SUNCG dataset [10, 14] of
dimensions (240×144×240). Here we can see that the later is
27 times bigger than the scenes in the former dataset. We can
attribute this as a higher resolution as compared to the dataset
used in [8]. Just the way images are made of pixels, voxels are
analogous to volumetric displays. It is intuitive that a higher
number of voxels in a volumetric display correspond to a
higher resolution and thus holds more information. We have
eliminated trimming by camera angles and selected scenes that
have more than 200,000 voxels. As a result we are left with
a dataset of about 190,000 scenes from 10 classes (bedroom,
living room, kitchen, room, dining room, office, hall, child
room, storage, guest room) with 12 types of objects (empty,
ceiling, floor, wall, window, chair, bed, sofa, table, televisions,
furniture, miscellaneous objects).
B. Generator
The basic architecture of the generator in our proposed
model is very much similar to the one used in [8] as shown
in Fig. 2. The first layer of latent space is flattened. The
alteration is that the last layer has 12 channels with dimensions
(240×144×240×12) and is activated by the softmax function.
This generator network increments gradually starting with only
the first two layersa and after every two epochs the next layer is
added. The first layer is fully convolutional and all subsequent
layers are 3D convolutional layers with a stride of two voxels
and then batch normalization is performed followed by leaky
relu activation function. Fully convolution allows us to extract
features more specifically like semantic segmentation tasks. As
a result, fully convolution enables reconstruction performance
to improve.
Fig. 2: A representation of our generator network. The network starts with a noise vector Z and is reshaped into a tensor of
size (5×3×5×16) and then all the subsequent layers are fully convoluted and the end result is an output tensor having size
(240×144×240×12).
C. Encoder
We use an adversarial auto-encoder in our model.The archi-
tecture of the encoder is similar to that of the discriminator
network of [8]. The only alteration is that the last layer is
1x1x1 fully convolution.
D. Discriminator
The discriminator is the exact mirror replica of the generator
at each and every step of the training process. The discrimina-
tor takes in the outputs generated by generator or the original
dataset as it’s input. It is made up of 3D convolution layers
with reshaping done at the second last layer and the last layer
having only one output i.e. true or false. When the original data
is fed into the discriminator, it is trained to identify between
real and fake data and when the output from generator is fed
it discriminates whether the sample provided is real or fake
(true or false).
E. Refiner
The basic architecrure of refiner is similar to SimGAN [12]
which is composed with 4 Resnet blocks and 64 channels as
shown in Fig. 3.
Fig. 3: Architecture of the refiner network. Which is same as
that used in [8]
IV. ANALYSIS
A. Implementation and training
We use a cleaned SUNCG dataset with aproximately
190,000 scenes from various categories and rooms. The re-
construction loss of the network is given as:
Lrec =
class∑
n
wn(−γxlog(xrec)−
(1− γ)(1− x)log(1− xrec))
(5)
w represents the occupancy normalized weights with every
batch to weight the importance of small objects in the scenes.
γ is a hyperparameter which weights the relative significance
of false positives against false negatives.
The discriminator loss is given as:
LGAN (D) = −log(D(x))− log(1−D(xrec))
−log(1−D(xgen))− Exˆpxˆ [(∇xˆ‖xˆ‖ − 1)2]
(6)
The generator loss is given as:
LGAN (G) = −log(D(xrec))− log(D(xgen)) (7)
The optimization takes place as follows:
• Encoder
min
E
(LcGAN (E) + λLrec) (8)
• Generator and refiner
min
G
(λLrec + LGAN (G)) (9)
• Discriminnator
min
D
(LGAN (D)) (10)
where λ is the hyperparameter that weights the reconstruction
loss of the network.
The generator and discriminator are trained progressively
meaning that the networks start with 2 layers and these two
layers are trained until they reach stabilization and then a
new layer is added to both the networks. Our model achieves
stability in training each layer for 10 epochs.
B. Results
We trained our model for aproximately 1,800,000 iterations
in total with a batch size of 640 scenes selected at a random out
of the entire dataset. The model was trained for aproximately
60 epochs with 3000 iterations per epoch thus summing up to
1,800,000 iterations in total.
Our model was trained progressively starting with only the
first two layers and adding each layer after attaining stability.
Empirically the model achieved stability for each layer after
10-12 epochs.
One of the samples generated by our model is given below
Fig. 4: This 3D scene, a sample of generated by our model is
of dimensions 240×144×240 voxels.
(a) Generator loss.
(b) Discriminator loss.
Fig. 5: The plot of generator and discrimiator losses at the end
of 1,800,000 iterations (60 epochs).
(a) (b)
(c) (d)
(e) (f)
Fig. 6: The figures on the left are the ones generated by our
proposed model while the ones on the right are generated by
the model used in [8]. It is evident that our model preserves the
object conent inspite of generating higher resolution results.
Shown in Fig. 5 are the generator and discriminator losses
of our proposed model.
Fig. 6 shows a comparison of the generated samples of our
model with the samples of the model given in [8]:
V. CONCLUSION
From the above depicted results our model Auto-Encoding
Progressive GAN evidently produces better results than the
state of the art 3D-FCR-alphaGAN. Our model is more effec-
tive in producing high resolution 3D multi object scenes. Our
model also has been successfull in incorporating more number
of distinctively identifiable objects in the generated scenes. We
have demonstrated that progressive training of the generator
and discriminator networks yields sharp and good quality
high reolution 3D models. This has further applications in
AR/VR and in the animation, computer graphics and gaming
industries. The network accuracy is increased but it is equally
important to reduce computation time. The future work to
this includes increasing novelty in objects, increasing the
resolution and make the rendering more realistic and reducing
the training time. Microstructures and more intricate details
also need to be incorporated by reducing the voxel size.
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