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A NON-COMMUTATIVE GENERALIZATION OF
 LUKASIEWICZ RINGS
ALBERT KADJI, CELESTIN LELE, JEAN B. NGANOU
Abstract. The goal of the present article is to extend the study of com-
mutative rings whose ideals form an MV-algebra as carried out by Belluce
and Di Nola [1] to non-commutative rings. We study and characterize all
rings whose ideals form a pseudo MV-algebra, which shall be called here
generalized  Lukasiewicz rings. We obtain that these are (up to isomor-
phism) exactly the direct sums of unitary special primary rings.
Key words: MV-algebra,  Lukasiewicz ring, QF-ring, pseudo MV-algebra,
semi-ring, special primary ring, Dubrovin valuation ring, Brown-McCoy
radical, Jacobson radical.
1. Introduction
A ring R is said to be generated by central idempotents, if for every x ∈
R, there exists a central idempotent element e ∈ R such that ex = x.
The (two-sided) ideals of such a ring R form a residuated lattice A(R) :=
〈Id(R),∧,∨,⊙,→, , {0}, R〉, where
I ∧ J = I ∩ J, I ∨ J = I + J, I ⊙ J := I · J,
I → J := {x ∈ R : Ix ⊆ J}, I  J := {x ∈ R : xI ⊆ J}.
Of these rings, Belluce and Di Nola [1] investigated the commutative rings R
for which A(R) is an MV-algebra, which they called  Lukasiewicz rings. Recall
that MV-algebras, which constitute the algebraic counterpart of  Lukasiewicz
many value logic are categorically equivalent to Abelian ℓ-groups with strong
units [3]. An important non-commutative generalization of MV-algebra, known
as pseudo MV-algebra was introduced by Georgescu and Iorgulescu [8, 9].
These have been studied extensively (see for e.g., [2, 5, 6, 7]).
The natural question that arises is what happens if one drops the commu-
tativity assumption on  Lukasiewicz rings. One would expect the residuated
lattice A(R) above to become a pseudo MV-algebra. One embarks then on the
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study of generalized  Lukasiewicz rings (referred to in the article as GLRs, for
short), which are rings (both commutative and non-commutative) for which
A(R) is a pseudo MV-algebra.
The main goal of this work is to completely characterize the rings R for
which A(R) is a pseudo MV-algebra. From the onset, the requirements on
these rings appear to be very restrictive. However, it is quite remarkable that
this class includes some very important classes of rings such as left Artinian
chain rings, some special factors of Dubrovin valuation rings, and matrix rings
over  Lukasiewicz rings.
The paper is organized as follows. In section 2, we introduce and study
generalized  Lukasiewicz semi-rings, which comprised the  Lukasiewicz semi-
rings as studied in [1]. We show that these are dually equivalent to pseudo
MV-algebras. In section 3, we introduce and study the main properties of
generalized  Lukasiewicz rings. In particular, we show that they are closed
under finite direct products, quotients by ideals, and direct sums. In section
4, we prove a representation theorem for generalized  Lukasiewicz rings. We
obtain that (up to isomorphism), generalized  Lukasiewicz rings are direct sums
of unitary special primary rings.
In the paper, when the term ideal is used, it shall refer to two-sided ideal.
A pseudo-MV algebra can be defined as an algebra A = 〈A,⊕, −, ∼, 0, 1〉 of
type (2, 1, 1, 0, 0) such that the following axioms hold for all x, y, z ∈ A with
an additional operation x⊙ y = (y− ⊕ x−)∼
(A1) (x⊕ y)⊕ z = x⊕ (y ⊕ z);
(A2) x⊕ 0 = 0⊕ x = x;
(A3) x⊕ 1 = 1⊕ x = 1;
(A4) 1∼ = 0, 1− = 0;
(A5) (x− ⊕ y−)∼ = (x∼ ⊕ y∼)−;
(A6) x⊕ (x∼ ⊙ y) = y ⊕ (y∼ ⊙ x) = (x⊙ y−)⊕ y = (y ⊙ x−)⊕ x;
(A7) x⊙ (x− ⊕ y) = (x⊕ y∼)⊙ y;
(A8) (x−)
∼
= x.
Every pseudo MV-algebra has an underline distributive lattice structure,
where the order ≤ is defined by:
x ≤ y if and only if x− ⊕ y = 1.
Moreover, the infimum and supremum in this order are given by:
(i) x ∨ y = x⊕ (x∼ ⊙ y) = y ⊕ (y∼ ⊙ x) = (x⊙ y−)⊕ y = (y ⊙ x−)⊕ x,
(ii) x ∧ y = x⊙ (x− ⊕ y) = y ⊙ (y− ⊕ x) = (x⊕ y∼)⊙ y = (y ⊕ x∼)⊙ x.
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The prototype of pseudo MV-algebra can be constructed from an ℓ-group as
follows. LetG be an ℓ-group and u a positive element inG, then 〈Γ(G, u),⊕, −, ∼, 0, u〉,
where
Γ(G, u) := {x ∈ G : 0 ≤ x ≤ u},
x⊕ y := (x+ y) ∧ u, x∼ := −x+ u,
x⊙ y = (x− u+ y) ∨ 0, x− := u− x,
is a pseudo MV-algebra.
In fact, a remarkable result due to Dvurecˇenskij [6] asserts that every pseudo
MV-algebra is isomorphic to a pseudo MV-algebra of the form 〈Γ(G, u),⊕, −, ∼, 0, u〉.
Pseudo MV-algebras have a wealth of properties that will be used repeatedly
without any explicit citation. Most of the properties used can be found in
[2, 5, 6, 7].
2. Semi-rings and pseudo MV-algebras
In this section, we introduce generalized  Lukasiewicz semi-rings and study
their connections to pseudo MV-algebras.
Proposition 2.1. Let A = 〈A,⊕,⊙, −, ∼, 0, 1〉 be a pseudo MV-algebra and
S(A) := 〈A,+, ·, 0, 1〉. Then S(A) is an additively idempotent semi-ring sat-
isfying:
(i) x · y = 0 iff y ≤ x− iff x ≤ y∼;
(ii) x+ y = ((x∼ · y)∼ · x∼)− = (x∼ · (y · x−)∼)−;
(iii) (y∼ · x∼)− = (y− · x−)∼;
where x+ y = x ∨ y, x · y = x⊙ y, and x ≤ y iff x− ⊕ y = 1.
Proof. Follows easily from the main properties of pseudo MV-algebras. 
The construction above can be reversed as we will now proceed to justify.
Let S = 〈S,+, ·, 0, 1〉 be an additively idempotent semi-ring, i.e., x + x = x
for all x ∈ S.
Define the relation ≤ on S by x ≤ y if and only if x+ y = y.
S is called a generalized  Lukasiewicz semi-ring if there exists maps − : S → S
and ∼ : S → S satisfying for all x, y ∈ S:
(i) x · y = 0 iff y ≤ x− iff x ≤ y∼;
(ii) x+ y = ((x∼ · y)∼ · x∼)− = (x∼ · (y · x−)∼)−;
(iii) (y∼ · x∼)− = (y− · x−)∼.
Lemma 2.2. Let S = 〈S,+, ·,− ,∼ , 0, 1〉 be a generalized  Lukasiewicz semi-
ring and ≤ the relation defined above. Then each of the following properties
holds for every x, y ∈ S.
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(i) The relation ≤ is an order relation on S that is compatible with + and ·;
(ii) x∼ · x = x · x− = 0, 0∼ = 0− = 1 and 1∼ = 1− = 0.
(iii) x ≤ y implies y∼ ≤ x∼ and y− ≤ x−.
(iv) x−
∼
= x∼− = x.
(v) S is a lattice-ordered semi-ring, where x ∨ y = x + y and x ∧ y =
(x− + y−)
∼
= (x∼ + y∼)−.
(vi) (x− + y−)
∼
= (x∼ + y∼)−.
Proof. (i) ≤ is clearly reflexive and anti-symmetric. In addition, if x + y = y
and y + z = z, then x+ z = x+ y + z = y + z = z. Thus ≤ is transitive. The
compatibility of ≤ with + and · is also easy to verify.
For the rest of the properties, note that combining (ii) and (iii), one obtains
that the following property holds in any generalized  Lukasiewicz semi-ring.
(ii)′ x+ y = ((x∼ · y)− · x−)
∼
= (x− · (y · x−)
−
)
∼
.
(ii) Since x∼ ≤ x∼ and x− ≤ x−, then it follows from (i) of the definition of
a generalized  Lukasiewicz semi-ring that x∼ · x = x · x− = 0. In addition,
1∼ = 1∼ · 1 = 0 and 1− = 1 · 1− = 0. Also, 1 = 1 + 1 = ((1∼ · 1)∼ · 1∼)− =
((0 · 1)∼ · 0)− = (0∼ · 0)− = 0−. Similarly, it follows from (ii)′ that 0∼ = 1.
(iii) Suppose that x ≤ y, then by (i) above, x · y− ≤ y · y− = 0 and y∼ · x ≤
y∼ · y = 0. Hence, x · y− = y∼ · x = 0, and it follows from (i) of the definition
of the generalized  Lukasiewicz semi-ring that y∼ ≤ x∼ and y− ≤ x−.
(iv) x = x + x = ((x∼ · x)∼ · x∼)− = (0∼ · x∼)− = x∼−. Using (ii)′, a similar
verification shows that x = x−
∼
.
(v) It remains to show that with respect to the order ≤, x ∨ y = x + y and
x ∧ y = (x− + y−)∼ = (x∼ + y∼)−.
It is clear that x+ y is an upper bound of x and y. In addition, suppose that
x, y ≤ u, then x+ y ≤ u+ u = u. Hence, sup(x, y) = x+ y.
We also have x−, y− ≤ x− + y−, so (x− + y−)∼ ≤ x, y. In addition, suppose
that ℓ ≤ x, y, then x−, y− ≤ ℓ−, so x− + y− ≤ ℓ− + ℓ− = ℓ−. Thus, ℓ ≤ (x− +
y−)∼ and inf(x, y) = (x− + y−)∼. A similar argument shows that inf(x, y) =
(x∼ + y∼)−.
(vi) Clear from (v). 
Proposition 2.3. For every S = 〈S,+, ·,− ,∼ , 0, 1〉, a generalized  Lukasiewicz
semi-ring, define ⊕ and ⊙ by
x⊕ y = (y∼ · x∼)− and x⊙ y = x · y
Then, A(S) := 〈S,⊕,⊙, −, ∼, 0, 1〉 is a pseudo MV-algebra.
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Proof. Observe from Lemma 2.2 that x⊕ y = (y∼ · x∼)− = (y− · x−)∼.
(A1) x ⊕ (y ⊕ z) = x⊕ ((z∼ · y∼)−) = ((z∼ · y∼) · x∼)− = (z∼ · (y∼ · x∼))− =
(y∼ · x∼)− ⊕ z = (x⊕ y)⊕ z.
(A2), (A3), (A4): follow straight from Lemma 2.2.
(A5) Since x ⊕ y = (y∼ · x∼)− = (y− · x−)∼, it follows that (x− ⊕ y−)∼ =
(x∼ ⊕ y∼)− = y · x.
(A6) Note that from (ii) of the definition of generalized  Lukasiewicz semi-ring,
x+y = x⊕(x∼⊙y) = (y⊙x−)⊕x. The equalities to the remaining expressions
follow from the fact that + is commutative.
(A7) Note that (x + y)∼ = (x∼ · y)∼ · x∼ and by (ii)′ of the proof of Lemma
2.2, we also have (x+ y)− = x− · (y ·x−)−. Thus, x⊙ (x−⊕ y) = x · (y∼ ·x)− =
(x∼ + y∼)− = (x− + y−)∼ = (y− + x−)∼ = (y · x−)∼ · y = (x⊕ y∼) · y.
(A8) Clear from Lemma 2.2 (iv).

Le S be a generalized  Lukasiewicz semi-ring, an ideal of S is a non-empty
subset I closed under + and such that xy, yx ∈ I, whenever x ∈ I and y ∈ S.
Proposition 2.4. In a generalized  Lukasiewicz semi-ring S, the following are
equivalent:
a) I is and ideal of S;
b) I is a non-empty subset closed under + and whenever x ∈ I and y ≤ x,
then y ∈ I .
Proof. Assume that I is and ideal of S and let x ∈ I and y ∈ S with y ≤ x.
Then x · (y∼ · x)− ∈ I . But x · (y∼ · x)− = (x− + y−)∼ = y−∼ = y. Thus, we
obtain that y ∈ I.
Conversely , let x ∈ I and y ∈ S, we have to show that xy ∈ I and yx ∈ I.
Since 1 = y+1 , we have x = xy+ x = yx+ x. So xy ≤ x and yx ≤ x and we
obtain that xy ∈ I and yx ∈ I. 
Proposition 2.5. There is a natural duality between pseudo MV-algebras and
generalized  Lukasiewicz semi-rings.
Proof. One needs to prove that S(A(S)) and S are equal as generalized  Lukasiewicz
semi-rings; and A(S(A)) andA are equal as pseudo MV-algebras. Since the un-
derline sets remain unchanged and so do the operations: multiplication, −, and
∼, one only needs to check that the additions coincide. Starting with a general-
ized  Lukasiewicz semi-ring S = 〈S,+, ·,− ,∼ , 0, 1〉, define x⊕y = (y∼ · x∼)− and
x ⊙ y = x · y. One obtains a pseudo MV-algebra A(S) := 〈S,⊕,⊙, −, ∼, 0, 1〉,
which has a supremum given by x ∨ y = x ⊕ (x∼ ⊙ y) = y ⊕ (y∼ ⊙ x) =
(x⊙y−)⊕y = (y⊙x−)⊕x. Now, from this pseudo MV-algebra, one constructs
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the generalized  Lukasiewicz semi-ring S(A(S)) whose addition is defined as the
supremum. Therefore, one only needs to verify that x ∨ y = x + y, which is
clear from (ii) of the definition of a generalized  Lukasiewicz semi-ring. Now,
starting with a speudo MV-algebra A = 〈A,⊕,⊙, −, ∼, 0, 1〉, one construct a
generalized  Lukasiewicz semi-ring S(A) := 〈A,+, ·, 0, 1〉, where x+ y = x ∨ y,
the supremum of the pseudo MV-algebra and x · y = x ⊙ y. From this gen-
eralized  Lukasiewicz semi-ring, one gets a pseudo MV-algebra A(S(A)), with
x ⊕′ y = (y∼ ⊙ x∼)− = (y− ⊙ x−)∼. Therefore, one needs to check that
x ⊕′ y = x ⊕ y, that is x ⊕ y = (y∼ ⊙ x∼)−, which is a known property of
pseudo MV-algebras.

3. generalized  Lukasiewicz rings
For a ring R generated by central idempotents, let Sem(R) = 〈Id(R),+, ·, 0, R〉,
where Id(R) denotes the set of (two-sided) ideals of R. It is easily verified that
Sem(R) = 〈Id(R),+, ·, 0, R〉 is a semi-ring, where + and · are the sum and
product of ideals respectively. Define
−, ∼ : Id(R)→ Id(R) by I− = {x ∈ R : Ix = 0} and I∼ = {x ∈ R : xI = 0}
Proposition 3.1. Given any ring R and I, J ideals of R.
(i) I · J = 0 iff J ⊆ I− iff I ⊆ J∼.
(ii) I ⊆ J implies J− ⊆ I− and J∼ ⊆ I∼.
(iii) (I + J)− = I− ∩ J−; (I + J)∼ = I∼ ∩ J∼. I ⊆ I∼−, I ⊆ I−∼.
(iv) I + J ⊆ ((I∼ · J)∼ · I∼)− and I + J ⊆ (I∼ · (J · I−)∼)−.
(v) If R is generated by central idempotents, then R− = R∼ = 0.
Proof. Let I, J be ideals of R.
(i) Follows clearly from the definitions of ·,− ,∼.
(ii) Straightforward.
(iii) Since I, J ⊆ I + J , it follows that Ix, Jx ⊆ (I + J)x. Thus, (I + J)x = 0
implies Ix, Jx = 0 and (I + J)− ⊇ I− ∩ J−. In addition, if Ix = Jx = 0, then
(I + J)x = 0, so (I + J)− ⊆ I− ∩ J−. Hence, (I + J)− = I− ∩ J−.
Similarly, we show that (I + J)∼ = I∼ ∩ J∼. The inclusions I ⊆ (I∼)− and
I ⊆ I−∼ follow from the definitions.
(iv) Let u ∈ I∼, v ∈ (I∼ · J)∼ and y ∈ J , we have uy ∈ I∼ · J and 0 =
v(uy) = (vu)y and we obtain that vu ∈ J∼. So vu ∈ I∼ ∩ J∼ = (I + J)∼.
Since a typical element in (I∼ · J)∼ ·I∼ is a sum of elements of the type vu, we
obtain that (I∼ · J)∼ · I∼ ⊆ (I + J)∼ and conclude that I + J ⊆ (I + J)∼− ⊆
((I∼ · J)∼ · I∼)−. The proof that I + J ⊆ (I∼ · (J · I−)∼)− is similar to the
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above.
(v) Let x ∈ R−, then Rx = 0. But since R is generated by central idempotents,
there exists e ∈ R such that ex = x. Thus x ∈ Rx = 0 and x = 0. 
Definition 3.2. A ring R is called a generalized  Lukasiewicz ring (GLR) if it
is generated by central idempotents and for all ideals I, J of R,
(GLR-1) I + J = ((I∼ · J)∼ · I∼)− = (I∼ · (J · I−)∼)−;
(GLR-2) (J∼ · I∼)− = (J− · I−)∼.
Note that it follows from the definition that if R is a GLR, then Sem(R) is
generalized  Lukasiewicz semi-ring. Therefore, by Proposition 2.3, A(Sem(R))
is a pseudo MV-algebra, which for simplicity, will be denoted throughout the
rest of the paper by A(R). More specifically, A(R) = 〈Id(R),⊕,⊙,− ,∼ , 0, 1〉
is a pseudo MV-algebra, where
I ⊕ J = (J∼ · I∼)− = (J− · I−)
∼
,
I ⊙ J = I · J =
{∑
aibi : ai ∈ I, bi ∈ J
}
,
I− = {x ∈ R : Ix = 0}, I∼ = {x ∈ R : xI = 0},
0 = {0}, 1 = R.
We know that the underline lattice 〈Id(R),∨,∧, 0, 1〉 of A(R) is distributive,
where I ∨ J = ((I∼ · J)∼ · I∼)− = (I∼ · (J · I−)∼)− = I + J , I ∧ J = I ∩ J .
Moreover, 〈Id(R),∨,∧, 0, 1〉 is a complete lattice. The supremum is given by
the sum of ideals and the infimum by the intersection.
Since the operation ⊕ distributes over ∨ in any pseudo MV-algebra, then in
A(R) the following identity holds.
I ⊕ (J +K) = I ⊕ J + I ⊕K
We have the following crucial lemma.
Lemma 3.3. For every generalized  Lukasiewicz ring R the pseudo MV-algebra
A(R) is commutative, that is A(R) is an MV-algebra.
Proof. Note that as observed above, A(R) is a complete pseudo MV-algebra, by
[7, Proposition 6.4.14], A(R) is Archimedean. In addition, every Archimedean
pseudo MV-algebra is commutative [6, Theorem 4.2], that is an MV-algebra.
Therefore, A(R) is an MV-algebra. 
From Lemma 3.3, the following properties clearly hold in every generalized
 Lukasiewicz ring.
(AN) For every ideal I of R, I− = I∼, which we shall denote simply by I∗.
(CO) For all ideals I, J of R, I · J = J · I.
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(LR) For all ideals I, J of R, I + J = (I∗ · (I∗ · J)∗)∗
Indeed, it is also easy to see that a ring that is generated by central idempotents
and satisfying, (AN), (CO), (LR) is a GLR.
Proposition 3.4. A ring is a GLR if and only if it is generated by central
idempotents and satisfies, (AN), (CO), and (LR).
Since the identity x∗∗ = x holds in every MV-algebra, we have the following.
Proposition 3.5. For every ideal I of a generalized  Lukasiewicz ring R, I∗∗ =
I.
It follows that every GLR is a dual ring. Details on dual rings can be
found in [10, 13]. Note that commutative GLRs are exactly the  Lukasiewicz
rings as treated in [1]. In addition to these, we present an example of a non-
commutative GLR.
Example 3.6. Let R be any unitary  Lukasiewicz ring and n ≥ 1 be any
integer. Then the ring Mn(R) of n× n matrices over R is a GLR. To see this,
first we recall for any unitary ring R (see for e.g [14, Theorem 3.1]), the ideals
ofMn(R) are of the formMn(I), where I is an ideal of R. In addition, a simple
verification reveals the following axioms for any ring R.
Mn(I)
∼ =Mn(I
∼),Mn(I + J) = Mn(I) +Mn(J)
Mn(I)
− =Mn(I
−),Mn(I · J) = Mn(I) ·Mn(J)
It is therefore clear that if R is a unitary  Lukasiewicz ring (or even a unitary
GLR), that Mn(R) is generated by central idempotents (is indeed unitary)
and satisfies (AN), (CO), and (LR).
We would like to describe the relationship between ideals of R and those of
Sem(R), when R is a GLR. For the remainder of this section, R will denote
a GLR and S its associated semi-ring, that is S = Sem(R). Note that since
R is generated by central idempotents, for every x ∈ R, RxR := {
∑n
i=1 rixsi :
n ≥ 1, ri, si ∈ R} is the ideal of R generated by x.
For every ideal I of S, we define
S(I) := {J ∈ Id(R) : J ⊆ Rx1R+Rx2R+ ...+RxnR, for some x1, ..., xn ∈ I}
Then, by Proposition 2.4, it is straightforward that S(I) is an ideal of S and
S(I) =
{
n∑
i=1
JixiLi : n ≥ 1, Ji, Li ∈ Id(R), xi ∈ I
}
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Indeed, S(I) is the ideal of S generated by X := {RxR ∈ Id(R) : x ∈ I}.
One should also observe that if I is proper, so is S(I). Indeed, if R ∈ S(I),
then there are x1, x2, ..., xn ∈ I such that R ⊆ Rx1R+Rx2R+ ...+RxnR ⊆ I
and so I = R.
To reverse the construction above, we define S−1(I) := {x ∈ R : RxR ∈ I},
for each ideal I of S.
Proposition 3.7. (i)For each ideal I of S, S−1(I) is an ideal of R.
(ii) For each ideal I of S, S(S−1(I)) ⊆ I.
(iii) If I ⊆ J, then S−1(I) ⊆ S−1(J).
Proof. (i) Assume that I is an ideal of S and let I = S−1(I). Let x, y ∈ I, we
have RxR ∈ I and RyR ∈ I. Since I ∈ Id(S), we have RxR+RyR ∈ I. From
the fact that R(x + y)R ⊆ RxR + RyR, we deduce that R(x + y)R ∈ I and
x+ y ∈ I.
In addition, let x ∈ I and y ∈ R. Since I ∈ Id(S), RxR ∈ I and RyR ∈
Id(R), it follows that RxR · RyR ∈ I. From this and the fact that RxyR ⊆
RxR ·RyR, we have RxyR ∈ I as I is an ideal of S. That is xy ∈ I. A similar
argument shows that yx ∈ I. Thus, S−1(I) is an ideal of R.
(ii) Let J ∈ S(S−1(I)), then J ⊆ Rx1R + Rx2R + ... + RxnR, for some
x1, ..., xn ∈ S
−1(I). But xi ∈ S
−1(I) means that RxiR ∈ I and then, J ⊆
Rx1R +Rx2R + ... +RxnR ∈ I. Hence J ∈ I.
(iii) Clear. 
Proposition 3.8. For every ideal I of R, I = S−1(S(I)).
Proof. Assume that I is an ideal of R and x ∈ I. It is clear that RxR ∈ S(I)
and then x ∈ S−1(S(I)). Conversely, let x ∈ S−1(S(I)). Thus RxR ⊆ Rx1R+
Rx2R+ ...+RxnR, for some x1, ..., xn ∈ I. In particular, since each RxiR ⊆ I,
then x ∈ RxR ⊆ I, and x ∈ I. Thus, I = S−1(S(I)).

For the next result, FG(R) denotes the set of finitely generated ideals of R.
Proposition 3.9. For each ideal I of S,
(i) I ∩ FG(R) ⊆ S(S−1(I)).
(ii) If every ideal of I is finitely generated, then I = S(S−1(I)).
Proof. (i) Suppose J ∈ I and J = Rx1R + Rx2R + ... + RxnR, for some
x1, ..., xn ∈ J . Since RxiR ⊆ J for all i, and J ∈ I, which is an ideal of S, then
RxiR ∈ I for all i. That is xi ∈ S
−1(I) for all i, and J ∈ S(S−1(I)). Hence,
I ∩ FG(R) ⊆ S(S−1(I)) as needed.
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(ii) By assumption, I ⊆ FG(R), hence I = I ∩ FG(R) ⊆ S(S−1(I)). The
equality is obtained by combining the above with Proposition 3.7(ii). 
Note all ideals of Noetherian rings are finitely generated. Therefore, if R is
Noetherian, then I = S(S−1(I)). Thus, there is a one-to-one correspondence
between the ideals of R of those of S.
Given an ideal I of R, we consider the ring R/I. Then ideals of R/I are of
the form J/I := {x/I : x ∈ J} where J is an ideal of R such that I ⊆ J . For
ideals J,K of R such that I ⊆ J and I ⊆ K, we have J/I +K/I = (J +K)/I
and (J/I) · (K/I) = (J ·K)/I.
Proposition 3.10. Let R be any ring, and I, J be ideals of R such that I ⊆ J .
Then,
(i) I ⊆ (I∼ · J)− and I ⊆ (J · I−)∼.
(ii) (J/I)− = (I∼ · J)−/I and (J/I)∼ = (J · I−)∼/I.
(iii) If R is a GLR, then (J/I)∗ = (I∗ · J)∗/I.
Proof. (i) We have I∼ · J ⊆ I∼ and then I ⊆ I∼− ⊆ (I∼ · J)−.
Similarly, (J · I−)∼ ⊆ I− and then I ⊆ I−∼ ⊆ (J · I−)∼.
(ii)We have
(J/I)− = {x/I ∈ R/I : (y/I)(x/I) = 0 for all y ∈ J}
= {x/I ∈ R/I : yx ∈ I for all y ∈ J}
= {x/I ∈ R/I : Jx ⊆ I}
= {x/I ∈ R/I : I∼ · Jx ⊆ I∼ · I = 0}
= {x/I ∈ R/I : I∼ · Jx = 0}
= {x/I ∈ R/I : x ∈ (I∼ · J)−}
= (I∼ · J)−/I
A similar argument shows that (J/I)∼ = (J · I−)∼/I.
(iii) Since A(R) is a GLR, then the conclusion holds by (ii) and (AN). 
The next result shows that GLRs are closed under finite products, arbitrary
direct sums, and quotients.
Theorem 3.11. (1) Any finite direct product of GLRs is again a GLR.
(2) Any quotient of a GLR by a proper ideal is again a GLR.
(3) Any direct sum of GLRs is again a GLR.
Proof. First, it is clear that finite direct products, quotients, direct sums of
rings generated by central idempotents and rings generated by central idem-
potents.
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(1) Suppose that R =
∏n
i=1Ri, with each Ri a GLR, then A(Ri) is an MV-
algebra by Lemma 3.3. On the other hand, every ideal of R has the form
I =
∏n
i=1 Ii, where Ii is an ideal of Ri. Now, it is clear that (AN), (CO) hold,
and the proof of (LR) is the same as in [1].
(2) Suppose that R is a GLR and I is an ideal of R, then since R satisfies
(AN), (CO), it follows from Proposition 3.10 that R/I satisfies (AN), (CO).
The proof that R/I satisfies (LR) is the same as that of [1, Proposition 3.9]
given that (iii) of Proposition 3.10 holds.
(3) As above, this proof can be adapted from that of [1, Proposition 3.12]
using the conditions (AN), (CO), (LR). 
Remark 3.12. An infinite (direct) product of GLRs needs not be a GLR.
Indeed, consider R =
∏∞
n=1 F , where F is a field. We claim that R is not a
GLR. To see this, consider I = {(xn) : x2n = 0}, J = ⊕
∞
n=1F and K = {(xn) :
x2n+1 = 0}, which are all ideals of R. One can verify that
I∗ = K, (I + J)∗ = 0, (I∗ · J)∗ · I∗ = K
Thus, (I + J)∗ 6= (I∗ · J)∗ · I∗ and (LR) fails.
Proposition 3.13. (i) For all I, J,K ∈ Id(R),
I ∩ (J +K) = I ∩ J + I ∩K.
(ii) If {Ji}i∈T is a family of ideals of R, then
I +
⋂
i∈T
Ji =
⋂
i∈T
(I + Ji).
Proof. (i) Since 〈Id(R),∧,∨, 0, R〉 is a distributive lattice and ∧ = ∩,∨ = +,
we have I ∩ (J +K) = I ∧ (J ∨K) = (I ∧ J) ∨ (I ∧K) = (I ∩ J) + (I ∩K).
(ii) Let {Ji}i∈T be a family of ideals of R, since A(R) = 〈Id(R),⊕,
∗ , 0, 1〉 is
a complete MV-algebra, we have I +
⋂
i∈T Ji = I ∨
∧
i∈T Ji =
∧
i∈T (I ∨ Ji) =⋂
i∈T (I + Ji). 
Proposition 3.14. Prime ideals of GLRs are maximal.
Proof. Let R be a GLR. If P is a prime ideal of R, then R/P is a prime ring
(see for e.g., [14], observation following definition 10.15). Let J be a proper
ideal of R, P ⊆ J . Suppose that J 6= P . Since the left and right annihilators
of any nonzero ideal of a prime ring are zero, then (J/P )∼ = (J/P )− = 0. But,
since R/P is a GLR by Theorem 3.11(2), we conclude that J/P = ((J/P )∗)∗ =
0∗ = R/P . Hence, J = R and P is maximal. 
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Let R be a ring and M a subring (with or without a unity). For every ideal
I of R, let
I−M = {x ∈M : Ix = 0} and I∼M = {x ∈M : xI = 0}.
Observe that I−M = M ∩ I− and I∼M =M ∩ I∼.
Proposition 3.15. Let R be a GLR and M an ideal of R such that M∩M− =
0 and M ∩M∼ = 0. Then M is a GLR.
Proof. Since R satisfies (AN), then M− = M∼ = M∗. Thus, M ∩M∗ = 0,
which implies M +M∗ = M ∨M∗ = M ⊕M∗ = R. It follows that any ideal
of M is an ideal of R, i.e., Id(M) ⊆ Id(R).
Let x ∈ M , then as R is generated by central idempotents, there is e ∈ R
central idempotent such that ex = x. Since M +M∗ = R, there are m ∈ M ,
m′ ∈M∗ such thatm+m′ = e. Then, me+m′e = e2 = e, som+m′ = me+m′e.
Thus, m − me = m′ − m′e ∈ M ∩M∗ = 0 and it follows that me = m. A
similar argument shows that m = em. On the other hand, from m +m′ = e,
one gets m2 = me = m. Thus, m is idempotent in M , and clearly satisfies
mx = ex = x. To see that m is central in M , let a ∈ M . Then since e is
central in R, then ea = ae, that is (m+m′)a = a(m+m′). Hence, ma = am
and m is central in M . Therefore, M is generated by central idempotents.
In addition since Id(M) ⊆ Id(R), then M satisfies (AN) and (CO). Finally,
M satisfies (LR) and the proof of this is identical to the one given in [1,
Proposition 6.1]. Hence, M is a GLR as claimed. 
One should observe that since Id(M) ⊆ Id(R), the proof of (LR) shows that
in A(M) , I ⊕M J = I ⊕ J .
4. Representation of GLRs
The goal of this section is to find a representation of GLRs that would
generalize that of  Lukasiewicz rings obtained in [1, Theorem 7.7].
Recall that a ring R is called a special primary ring (SPIR) if R has a unique
maximal ideal M and every proper ideal in R is a power of M . By chain ring,
we mean a ring whose ideals are linearly ordered by inclusion.
We have the following class of GLRs.
Proposition 4.1. Every unitary special primary ring is a GLR.
Proof. R has a unique maximal ideal M , which is nilpotent. Therefore there
exists a natural number n such that Mn = 0 (we assume that n is the smallest
integer for which Mn = 0). It follows that for all 1 ≤ i < j ≤ n, M i 6=M j .
We prove that for every 1 ≤ k < n, Mk∼ = Mn−k. Note that Mn−k ·Mk =
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Mn = 0, so Mn−k ⊆ Mk∼. But since every ideal of R is a power of M , then
Mk∼ = M i where i ≤ n − k. In addition 0 = Mk∼ ·Mk = M i ·Mk = M i+k,
thus by the minimality of n, we may conclude that n ≤ i+ k. It follows that
n−k ≤ i, and i = n−k. Hence, Mk∼ =Mn−k as needed. A similar argument
shows that Mk− = Mn−k. In particular, I∼ = I− for all ideals of R, which is
(AN). In addition, it also follows that R satisfies (CO).
To prove (LR), let I = M i, J = M j with 1 ≤ i, j ≤ n. We consider cases.
Case 1: Suppose i ≤ j. If j = n, then J = 0 and the identity holds trivially. So,
assume that j < n, then I∼ = Mn−i and J∼ =Mn−j . Note that I+J = I, and
since n−i+j ≥ n, then I∗ ·J = 0. It follows easily that I+J = ((I∗ · J)∗ · I∗)
∗
.
Case 2: Suppose that j < i, then I + J = J . If i = n, then I = 0 and the
identities are obvious. Assume that i < n, then I∗ =Mn−i and I∗ ·J =Mn−i+j
(note that n− i+ j < n). Hence, (I∗ · J)∗ = M i−j , ((I∗ · J)∗) · I∗ = Mn−j , and
(((I∗ · J)∗) · I∗)∗ =M j = J = I + J .
This completes the proofs of (AN), (CO) and (LR). Thus, R is a GLR as
claimed. 
Proposition 4.2. Every unitary left Artinian ring whose left ideals are lin-
early ordered by inclusion is a GLR.
Proof. It is known that if R is left Artinian, then J(R) = B(R), where B(R) is
the Brown-McCoy radical of R (the intersection of maximal two-sided ideals of
R). Since the left ideals of R are linearly ordered, then R has a unique maximal
(left) ideal M . Hence J(R) = M , which is a nilpotent two-sided ideal of R
(see for e.g., [14, Theorem 4.12]), then there exists a natural number n such
that Mn = 0 (we assume that n is the smallest integer for which Mn = 0). It
follows that for all 1 ≤ i < j ≤ n, M i 6= M j . We shall prove that every ideal
of R is a power of M . Let I be a left ideal of R, and let k be the smallest
integer such that Mk ⊆ I. Then Mk−1 * I and since the left ideals of R
are linearly ordered, we conclude that Mk ⊆ I ( Mk−1. Now we consider,
the ring R/M which is semisimple (in fact simple), and since Mk−1/Mk is
an R/M-module, then Mk−1/Mk is semisimple. Thus Mk−1/Mk is a direct
sum of simple R/M-submodules. But, Mk−1/Mk is also a chain module (its
submodules are linearly ordered). Therefore, Mk−1/Mk is a simple R/M-
module. Since I/Mk is a proper R/M-submodule of Mk−1/Mk, it follows that
I =Mk. Therefore, every left ideal of R is a power of M . In particular, every
ideal of R is a power of M and R is a special primary ring. The conclusion
now follows from Proposition 4.1. 
One should observed that unitary special primary rings are quasi-Frobenius
rings (QF-rings).
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We have the following nice examples of unitary special primary rings.
Example 4.3. Let F be a field and let T = F [x]/〈xn〉, where n ≥ 1 is a fixed
integer. Then T is a  Lukasiewiecz ring (see [1, Ex. 3.5]). In fact T is a special
primary ring, and using the properties stated in Example 3.6, one can easily
verify that R = Mm(T ) is a unitary special primary ring for all integer m ≥ 1.
Example 4.4. Let D be a Noetherian Dubrovin valuation ring, then the left
ideals of D are known to be linearly ordered by inclusion (see for e.g., [15]).
Let M be the unique maximal (left) ideal of D and R = D/Mn, where n ≥ 1
is an integer. We claim that R is a special primary ring. That the left ideals of
R are linearly ordered by inclusion follows from the fact that the same is true
for D. In addition, J(R) = M/Mn, and from this it follows that J(R)n = 0
and J(R) is nilpotent. Finally R/J(R) ∼= D/M , which is semisimple (in fact
simple). Hence, by Hopkins-Levitzki Theorem, R is Artinian and it follows
from Proposition 4.2 that R is a GLR.
Proposition 4.5. Every proper ideal of a GLR is contained in a maximal
ideal.
Proof. Let I be a proper ideal of a generalized  Lukasiewicz ring R, then there
exists x ∈ R, with x /∈ I. Since R is generated by central idempotents, let r ∈
R be a central idempotent element such that xr = x. Then for every integer
n ≥ 1, xrn = x. Thus rn /∈ I for all integers n ≥ 1, that is I∩{rn : n ≥ 1} = ∅.
The family I of ideals of R containing I and disjoint with {rn : n ≥ 1} is an
inductive family under inclusion. By Zorn’s lemma, this family has a maximal
element P . We claim that P is a prime ideal of R. Clearly P is proper since
r /∈ P . In addition suppose that RaR · RbR ⊆ P and a /∈ P , b /∈ P . Then, by
the maximality of P , P +RaR and P +RbR are not members of I. But, since
both ideals contain I, then there exist n,m ≥ 1 such that rn ∈ P + RaR and
rm ∈ P +RbR. Thus, rm+n ∈ (P +RaR) · (P +RbR) = P +RaR ·RbR ⊆ P .
Hence, rm+n ∈ P , which is a contradiction since P ∈ I. Therefore, P is a
prime ideal of R that contains I and by Proposition 3.14, P is a maximal ideal
of R. 
Corollary 4.6. For every generalized  Lukasiewicz ring R, the pseudo MV-
algebra A(R) is complete and atomic.
Proof. First, we recall that the ideals of any ring form a complete lattice.
Suppose that R is a GLR, and let 0 6= I ∈ A(R), then I∗ 6= R and by
Proposition 4.5, there exists a maximal ideal M of R such that I∗ ⊆ M .
Thus, M∗ ⊆ I. Clearly, M∗ is an atom in A(R). 
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On should observe that if R is a GLR, then M 7→ M∗ is a one-to-one
correspondence between the maximal ideals of R and the atom of A(R).
Proposition 4.7. For every unitary generalized  Lukasiewicz ring R, the MV-
algebra A(R) is finite.
Proof. Let R be a unitary GLR. Then by Proposition 3.5, R is a dual ring
and by [10, Theorem 3.4], R/J (where J is the Jacobson radical of R) is
a semi-simple Artinian ring. By the classical Wedderburn-Artin Theorem,
R/J ∼= Mn1(D1)× · · · ×Mnr(Dr), for some integers n1, · · · , nr ≥ 1 and some
division rings D1, · · · , Dr. It follows that R/J has finitely many maximal
ideals. But R/J and R have the same number of maximal ideals. Therefore,
R has finitely many maximal ideals. Hence, by the observation above, the
complete and atomic MV-algebra A(R) has finitely many atoms. It follows
from [4, Corollary 6.8.3] that A(R) is a finite product of finite MV-chains.
Thus, A(R) is finite. 
Proposition 4.8. Let R be a GLR such that A(R) is a finite MV-chain, then
R is unitary.
Proof. We may assume that R is non-trivial since the result is clear if R is
the trivial ring. Since R is generated by central idempotents, then R contains
a non-zero central idempotent element e. Consider eR, which is a non-zero
idempotent ideal of R. That is, eR is a non-zero idempotent element in the
MV-chain A(R). But, the only non-zero idempotent (x⊙ x = x) in any finite
MV-chain is x = 1. Thus, eR = R and e becomes the unit of R. 
We shall now set up the ground to prove the representation theorem for
GLRs. Recall that for every generalized  Lukasiewicz ring R, A(R) is complete
and atomic. Therefore, by [4, Corollary 6.8.3], there exists a set X and integers
nx ≥ 1 such that A(R) ∼=
∏
x∈X  Lnx , where  Ln denotes the  Lukasiewicz chain
with n elements.. Let ϕ : A(R) → A :=
∏
x∈X  Lnx be an isomorphism. For
each x ∈ X , let ax ∈ A defined by ax(x) = 1 and ax(y) = 0 for all y 6= x. Let
Rx = ϕ
−1(ax), then since ϕ is a homomorphism, ϕ(R
∗
x) = a
∗
x. Note that in A,
ax ∨ a
∗
x = 1, ax ∧ a
∗
x = 0, a
2
x = ax for all x ∈ X and ax ∧ ay = 0 for x 6= y.
Thus, the following facts easily follow from the fact that ϕ is an isomorphism.
Fact 1 : Rx +R
∗
x = R for all x ∈ X ;
Fact 2 : Rx ∩ R
∗
x = 0 for all x ∈ X ;
Fact 3 : Rx ∩ Ry = 0 for all x 6= y;
Fact 4 : Rx is idempotent, i.e., R
2
x = Rx.
We will also need the following lemma, that provides the main building blocks
of GLRs.
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Lemma 4.9. For every x ∈ X,
1. The MV-algebras A(R/R∗x) and  Lnx are isomorphic.
2. R/R∗x is a unitary special primary ring.
3. Rx ∼= R/R
∗
x as rings. In particular, Rx is a unitary special primary
ring.
Proof. 1. Note that by [4, Proposition 6.4.3(i)], A/(a∗x]
∼= (ax] ∼=  Lnx . So,
it is enough to prove that A(R/R∗x)
∼= (ax]. But, one can verify that a 7→
(ϕ−1(a) +R∗x)/R
∗
x is an isomorphism from (ax]→ A(R/R
∗
x).
2. First, R/R∗ is a GLR by Proposition 3.11. Since A(R/R∗x)
∼=  Lnx , then
R/R∗x is unitary by Proposition 4.8 and has a unique maximal two-sided
ideal. More precisely, if ψ : A(R/R∗x) →  Lnx is an isomorphism, then Mx :=
ψ−1 ((nx − 2)/(nx − 1)) is the unique maximal two-sided ideal of R/R
∗
x. Now,
let I be an ideal of R/R∗x, then ψ(I) = kx/(nx − 1) or some 0 ≤ kx ≤ nx − 1.
But, since kx/(nx − 1) = ((nx − 2)/(nx − 1))
nx−kx−1, then I = Mnx−kx−1x .
Thus, R/R∗x is a special primary ring as claimed.
3. Consider ψ : Rx → R/R
∗
x, the composition of the inclusion Rx →֒ R fol-
lowed by the natural projection R → R/Rx. That is, ψ(t) = t + R
∗
x for all
t ∈ Rx. Then ψ is clearly a ring homomorphism and since Rx ∩ R
∗
x = 0, then
ψ is injective. In addition ψ is onto because Rx + R
∗
x = R. Thus, ψ is an
isomorphism as needed. 
Theorem 4.10. A ring R is a GLR if and only if R is isomorphic to a direct
sum of unitary special primary rings.
Proof. We know that any unitary special primary ring is a GLR (Proposition
4.1), and the direct sum of GLRs is again a GLR (Proposition 3.11(3)). It
remains to prove that every GLR is isomorphic to a direct sum of unitary
special primary rings. We shall prove that if R is a GLR, with the notations
above
R ∼=
⊕
x∈X
R/R∗x
Note that by Lemma 4.9, Rx is a unitary special primary ring for all x ∈ X .
Let R′ =
∑
x∈X Rx, be the ideals sum. Then R is an ideal of R. In addition
since, the identity a ∧
∨
i ai =
∨
i(a ∧ ai) holds in any MV-algebra, then
Ry ∩
∑
x 6=y Rx = 0. Therefore, the ideal sum is direct. We claim that R = R
′.
To see this, we show that R′∗ = 0. So, let t ∈ R′∗, then t ∈ R∗x for all x ∈ X .
Thus, RtR ⊆ R∗x and ϕ(RtR) ≤ a
∗
x for all x ∈ X . Hence, ϕ(RtR)(x) = 0 for
all x ∈ X . Whence, ϕ(RtR) = 0 and since ϕ is an isomorphism, RtR = 0 and
t = 0. Therefore, R = R′ and the isomorphism sought follows from Lemma
4.9. 
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As a consequence of Theorem 4.10, we can strengthen Proposition 4.8.
Corollary 4.11. Every GLR with finitely many ideals is isomorphic to a finite
direct product of unitary special primary rings. In particular, any such ring is
unitary.
5. Final remarks
MV-algebras have both commutative and non-commutative generalizations.
One popular commutative generalization of MV-algebra is the notion of BL-
algebra, that was introduced by Ha´jek [11]. Our future goal is to study com-
mutative rings R for which A(R) is a BL-algebra (BL-rings). These rings are
closely related to multiplication rings as studied by M. Griffin [12].
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