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Abstract
Let V be a finite dimensional Euclidean space. We classify finite subgroups of GO(V ) that admit grass-
mannian 4-designs. We also classify Zariski closed subgroups G of GO(V ) over which Sym2(V )/1G is
irreducible.
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1. Introduction
Let V = Rd be a d-dimensional Euclidean space. The notion of spherical t-designs in V
goes back to Delsarte, Goethals and Seidel [DGS], and has been studied intensively, in particular
in the framework of representation theory, cf. [B1,B2,B3,HP,LST]. Venkov [V] introduced the
class of strongly perfect lattices and clarified the connection between these lattices and spherical
4-designs. Many known lattices turn out to be strongly perfect. In particular, layers (sets of lattice
vectors of fixed length) of the Leech lattice Λ24 are spherical 11-designs. Let us say that a finite
subgroup G< GO(V ) admits t-designs if every G-orbit on non-zero vectors of V is a spherical
t-design. Thus the automorphism group 2 · Co1 of the Leech lattice admits 11-designs. In this
connection, Bannai [B3] raised the following question which still remains open:
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This paper is concerned with a generalization of the notion of antipodal spherical t-designs,
namely the concept of grassmannian t-designs, which has been introduced and studied by Ba-
choc, Bannai, Coulangeon, and Nebe [BCN,BBC]. Referring to [BCN] for the exact definition,
we just mention that these designs are finite sets of k-dimensional subspaces of V on which the
average of certain zonal functions vanishes. In particular, if k = 1 then grassmannian t-designs
are just antipodal spherical t-designs. By similarity, we say that a finite subgroup G < GO(V )
admits grassmannian 4-designs if every G-orbit on k-dimensional subspaces of V for any
k  dim(V )/2 (equivalently, for any k  2, cf. [BCN]) is a grassmannian 4-design. If G is such
a group and the representation of G on V can be realized over Q, then all G-invariant lattices
in V are k-extreme in the sense of Rankin for all k, i.e. they realize local maxima for the k-
density function that generalizes the density function of the associated sphere packings to the
grassmannian space; cf. [BCN].
Problem 1.2. Classify all the finite subgroups G of GO(V ) that admit grassmannian 4-designs.
It turns out that, unlike Question 1.1, Problem 1.2 can be completely solved. The aim of the
paper is to outline the solution of this problem.
Recall that a finite group G is said to be almost quasisimple if S G/Z(G) Aut(S) for a
finite non-abelian simple group S. In this case, the last term L := G(∞) of the derived series of
G is quasisimple (i.e. L = [L,L] and L/Z(L) is simple). Our strategy is to reduce first to the
cases where G either normalizes a certain extraspecial subgroup, or is almost quasisimple, then
next handle these two cases separately. If G is assumed to be quasisimple, then one can apply
the results of [LST,MM,MMT]. However, the almost quasisimple case cannot be reduced to the
quasisimple case (as evidenced by the case (C) of Theorem 1.3). Moreover, our approach handles
all Zariski closed subgroups of GO(V ), cf. Corollary 1.7 below. The main topic of the paper
is also closely related to [GT2], where (ordinary or modular) representations of finite groups
satisfying a somewhat stronger condition have been classified. Even though our condition on V is
in general weaker than the one considered in [GT2], one can still establish the crucial reduction to
the two cases, extraspecial and almost quasisimple. In fact, we will use some results from [GT2,
LST,MMT], and we will take this opportunity to correct an inaccuracy in [GT2], cf. Section 5.3
below. Along the way, we prove Theorems 1.4, 1.5, and 1.6, which are of independent interest.
The first main result of the paper is the following
Theorem 1.3. Let d = dim(V ) > 4 and assume that a finite subgroup G< GO(V ) admits grass-
mannian 4-designs. Then one of the following holds.
(A) (The extraspecial case): d = 2a and G= 21+2a+ ·H with H GO+2a(2). Furthermore, either(A1) H Ω+2a(2) (and G acts on a Barnes–Wall lattice), or
(A2) a is even and H  SUa(2), or
(A3) a = 4.
(B) (The quasisimple case): G is almost quasisimple and L :=G(∞) also admits grassmannian
4-designs. Furthermore, one of the following holds.
(B1) PSp2n(5)G 2 × PSp2n(5) and d = (5n + 1)/2 (Weil representations).
(B2) SU2n+1(3)G and d = (32n+1 + 1)/4 (Weil representations).
(B3) SU2n(2)G and d = (22n + 2)/3 (Weil representations).
(B4) d and G are as listed in Table 1.
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“Sporadic” examples of finite groups admitting grassmannian 4-designs
d G Comments
7 Sp6(2)G 2 × Sp6(2) E7-lattice
8 G ∈ {2A8,2A9,2S8} E8-lattice
8 G= 2 · Sp6(2)
8 Ω+8 (2)G 2 · GO+8 (2) E8-lattice
14 G2(3)G (2 ×G2(3)) · 2
22 McLG (2 ×McL) · 2
23 Co2 G 2 × Co2
23 Co3 G 2 × Co3
24 G= 2 · Co1 Leech lattice
52 2 · F4(2)G (2 · F4(2)) · 2
78 Fi22 G 2 × Fi22 · 2
133 HN G 2 × HN
248 ThG 2 × Th Thompson–Smith lattice
(C) (The non-quasisimple case): G is almost quasisimple, but L :=G(∞) does not admit grass-
mannian 4-designs. One of the following holds.
(C1) SL2(8) · 3G 2 × (SL2(8) · 3) and d = 7.
(C2) G= (2 × Sp4(4)) · 4 and d = 18.
Conversely, if a subgroup G< GO(V ) satisfies any of the conclusions listed above, except
possibly (A3), then G admits grassmannian 4-designs.
Observe that, in many of the cases where the representation of G on V is rational, we have
also indicated an integral lattice in V that is invariant under G. Also, since the list of groups
admitting grassmannian 4-designs in the case (A3) of Theorem 1.3 is quite long and not very
illuminating, we have omitted that list.
Lower bounds for the smallest degree d of non-trivial projective representations of finite
groups of Lie type in cross characteristic  were established by Landazuri, Seitz, and Zalesskii in
[LS,SZ]. These bounds have proved to be very useful in numerous applications. For a survey on
recent improvements on the Landazuri–Seitz–Zalesskii bounds see [T]. Altogether, these results
left only two cases—groups of type 2F4(q)′ and F4(q) with q even—where the error term in the
bounds is still of the magnitude 1/q of the actual value. In the case of the Ree groups 2F4(q)′,
the Landazuri–Seitz–Zalesskii bound is q4(q − 1)√q/2, whereas the smallest degree dC of non-
trivial projective complex representations is (q3+1)(q2−1)√q/2 [Lu]. In the case of F4(q) with
even q , the Landazuri–Seitz–Zalesskii bound is q7(q3 − 1)(q − 1)/2, whereas dC is (q3 − 1)2 ×
(q5 + q)/2 [Lu]. Our next theorems significantly improve on these gaps.
Theorem 1.4. Let G = 2F4(q)′ with q = 22a+1  2 and let V be any non-trivial projective
representation of G in characteristic not 2. Then
dim(V )
(
q4 + q3 + q)(q − 1)√q/2.
This new bound improves the Landazuri–Seitz–Zalesskii bound by a term of (q2 + 1)q ×
(q − 1)√q/2, and is best possible when q = 2. In general, the error term of this bound is at most
(q − 1)√q/2 (as can be seen by comparing to the smallest complex degree dC).
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The improved Landazuri–Seitz–Zalesskii bounds for d(G), and dC(G)
G Lower bound for d(G) dC(G)
SLn(q) q
n−q
q−1 − 1 q
n−q
q−1
Sp2n(q), 2  q (qn − 1)/2 (qn − 1)/2
Sp2n(q), 2 | q (q
n−1)(qn−q)
2(q+1)
(qn−1)(qn−q)
2(q+1)
SUn(q) [ q
n−1
q+1 ] [ q
n−1
q+1 ]
Spin+2n(q), q > 3
(qn−1)(qn−1+q)
q2−1 − 2
(qn−1)(qn−1+q)
q2−1
Spin+2n(q), q  3
(qn−1)(qn−1−1)
q2−1
(qn−1)(qn−1−1)
q2−1
Spin−2n(q)
(qn+1)(qn−1−q)
q2−1 − 1
(qn+1)(qn−1−q)
q2−1
Spin2n+1(q), q > 3 q
2n−1
q2−1 − 2
q2n−1
q2−1
Spin2n+1(q), q = 3 (q
n−1)(qn−q)
q2−1
(qn−1)(qn−q)
q2−1
2B2(q) (q − 1)
√
q/2 (q − 1)√q/2
2G2(q) q(q − 1) q2 − q + 1
G2(q), q ≡ 1 (mod 3) q3 q3 + 1
G2(q), q ≡ −1 (mod 3) q3 − 1 q3 − 1
G2(q), q ≡ 0 (mod 3) q4 + q2 q4 + q2 + 1
3D4(q) q5 − q3 + q − 1 q5 − q3 + q
2F4(q)′ (q4 + q3 + q)(q − 1)
√
q/2 (q3 + 1)(q2 − 1)√q/2
F4(q),2  q q8 + q4 − 2 q8 + q4 + 1
F4(q),2 | q q2(q3 − 1)(q6 − q3 + q2 − 1)/2 (q3 − 1)2(q5 + q)/2
2E6(q) (q5 + q)(q6 − q3 + 1)− 2 (q5 + q)(q6 − q3 + 1)
E6(q) (q5 + q)(q6 + q3 + 1)− 1 (q5 + q)(q6 + q3 + 1)
E7(q) qφ7φ12φ14 − 2 qφ7φ12φ14
E8(q) qφ24φ8φ12φ20φ24 − 3 qφ24φ8φ12φ20φ24
Theorem 1.5. Let G = F4(q) with q = 22a+1  2 and let V be any non-trivial, projective if
q > 2 and linear if q = 2, representation of G in characteristic not 2. Then
dim(V ) q2
(
q3 − 1)(q6 − q3 + q2 − 1)/2.
This new bound improves the Landazuri–Seitz–Zalesskii bound by a term of (q2 − 1)q2 ×
(q6 − 1)/2. The error term of this bound is at most q(q3 − 1)(q − 1)/2.
For the reader’s convenience, we have recorded the Landazuri–Seitz–Zalesskii bounds, to-
gether with all the latest improvements, in Table 2. In this table, G is assumed to be a finite
Lie-type group of simply connected type, and G is none of the following groups: SL2(q), SL3(q)
with q = 2,4, SL4(q) with q = 2,3, Sp4(2)′, SU4(q) with q = 2,3, Ω+8 (2), Ω7(3), G2(q) with
q = 3,4, 2B2(8), F4(2), 2E6(2). Information about irreducible representations of the groups in
this list can be found in [Atlas,JLPW]. Furthermore, φn stands for the nth cyclotomic polynomial
in q .
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a long-root subgroup of a finite group of Lie type has (non-zero) fixed points on any non-trivial
cross characteristic representation. For the sake of convenience, by a long-root subgroup we
actually mean the center of a root subgroup Uα as defined in [C] for a long root α.
Theorem 1.6. Let G be a finite group of Lie type, of simply connected type. Assume G is not of
types A1, 2A2, 2B2, 2G2, and B2. If Z is a long-root subgroup and V is a non-trivial irreducible
representation of G, then Z must have non-zero fixed points on V .
A similar result was known previously only in the case the long-root subgroup has prime
order, see [MMT]. Note that the statement is false for groups of type A1, respectively 2A2,
2B2, B2, and 2G2(q)—just consider the irreducible complex representations of degree q − 1,
respectively q(q − 1), (q − 1)√q/2, q(q − 1)2/2 for the first four types, and the irreducible
2-modular representation of degree q(q − 1) for the last type.
Theorem 1.3 and its proof yield the following consequence:
Corollary 1.7. Let d > 4 and let V = Cd be equipped with a non-degenerate symmetric bilinear
form. Then a Zariski closed subgroup GGO(V ) is irreducible on the quotient Sym2(V )/1G if
and only one of the following holds.
(i) G SO(V ).
(ii) d = 7 and GG2(C).
(iii) G is finite, and one of the conclusions (A), (B), (C) of Theorem 1.3 holds.
The methods used in this paper should also allow one to classify all Zariski closed subgroups
G of the symplectic group Sp(V )= Sp2n(C) with the property that ∧2(V )/1G is irreducible.
2. Basic reductions
The starting point of our analysis is the following criterion established by Bachoc, Coulan-
geon, and Nebe [BCN]:
Theorem 2.1. A finite group G< GO(V ) admits grassmannian 4-designs if and only if the G-
module Sym2(V )/1G is irreducible over R.
In fact, one can replace the irreducibility over R by absolute irreducibility, cf. [LST,
Lemma 2.12] (and the reason is that the GL(V )-module Sym2(V )⊗V⊗2 contains ∧2(Sym2(V ))
twice).
Corollary 2.2. Assume d > 2. Then G< GO(V ) admits grassmannian 4-designs if and only if
the module Sym2(V ⊗ C)/1G is absolutely irreducible.
From now on to the end of the section we will assume that d > 4 and a finite subgroup
G< GO(V ) admits grassmannian 4-designs and apply Corollary 2.2 to G. One might apply the
fundamental result of Aschbacher [A]. But in our case one can give a direct argument (which in
fact goes along the lines of the proof of Aschbacher’s Theorem).
Lemma 2.3. The G-module V is absolutely irreducible, primitive, and tensor indecomposable.
Furthermore, it cannot be tensor induced.
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two irreducible constituents, one being trivial and the other having codimension 1.
Assume that G is reducible on V : V =A⊕B as a G-module. Then Sym2(V )= Sym2(A)⊕
Sym2(B)⊕A⊗B has  3 constituents, a contradiction.
Next assume that G is imprimitive on V . Then V =⊕ni=1 Vi with G permuting the subspaces
Vi ’s transitively. It follows that Sym2(V ) is the sum of two G-submodules,
⊕n
i=1 Sym2(Vi) and⊕
1i<jn Vi ⊗ Vj , both of dimension at least 4, a contradiction.
Now assume that the G-module V is tensor decomposable. Then V =A⊗B as a G-module,
and so Sym2(V ) is the sum of two G-submodules Sym2(A) ⊗ Sym2(B) and ∧2(A) ⊗ ∧2(B),
both of dimension  2, again a contradiction.
Finally, assume that the G-module V is tensor induced. In this case, V = ⊗ni=1 Vi with
G permuting the subspaces Vi ’s transitively. Hence, Sym2(V ) contains the G-submodule⊗n
i=1 Sym2(Vi) which is neither of dimension 1 nor of codimension 1, a contradiction. 
Corollary 2.4. If H G and H  Z(G) then the H -module V is absolutely irreducible.
Proof. By Lemma 2.3, the G-module V is irreducible and primitive. Hence by Clifford’s theory,
the H -module V has only one isotypic component, i.e. V |H = eW with W an absolutely irre-
ducible H -module. Assume e > 1. Notice that dim(W) > 1 since H  Z(G). Again by Clifford’s
theory, there are projective G-representations A and B such that V A⊗B , dim(A)= dim(W)
and dim(B) = e. Viewing V , A, and B as ordinary representations of a universal covering Gˆ
of G, we see that the Gˆ-module V is tensor decomposable, contrary to Lemma 2.3. 
Lemma 2.5. Assume K¯ is a non-abelian minimal normal subgroup of G/Z(G). Then K¯ is in
fact the unique minimal normal subgroup of G/Z(G), K¯ is simple, and G is almost quasisimple.
Proof. Assume that M¯ is another minimal normal subgroup of G/Z(G). Consider the com-
plete inverse images M and K of M¯ and K¯ in G and set L := K(∞). Notice that M,L  G,
M,L  Z(G), [M,L]M ∩ L Z(L), and L is perfect. It is easy to check that in this situa-
tion [M,L] = 1. By Corollary 2.4, V |L is absolutely irreducible. But then by Schur’s Lemma,
M  Z(G), a contradiction.
Next we show that K¯ is simple. Write K¯ = S¯1 × · · · × S¯n, where S¯1  · · ·  S¯n are simple.
Let Si be the complete inverse image of S¯i in G and let Ri := S(∞)i . Since Ri is perfect and[Ri,Rj ] Z(G) for i = j , as above we can check that [Ri,Rj ] = 1 for i = j . Again by Corol-
lary 2.4, V |L is absolutely irreducible; furthermore, L=R1 ∗ · · · ∗Rn. Hence V = V1 ⊗· · ·⊗Vn,
where Vi is an irreducible Ri -module. Notice that G permutes the subgroups Ri ’s transitively,
whence G permutes the spaces Vi ’s transitively. Thus the G-module V is tensor induced if n > 1.
By Lemma 2.3, n= 1.
Clearly, G/Z(G) acts on K¯ , and CG/Z(G)(K¯) intersects K¯ trivially. But K¯ is a unique min-
imal normal subgroup of G/Z(G), hence CG/Z(G)(K¯) = 1. We conclude that K¯ G/Z(G) 
Aut(K¯), and so G is almost quasisimple. 
Lemma 2.6. Assume G/Z(G) does not have any non-abelian minimal normal subgroup. Then
d = 2a for some integer a  3, and EGNGO(V )(E), where E = 21+2a+ denotes the extraspe-
cial 2-group of order 21+2a and type +.
Proof. Clearly, G is not abelian, hence G/Z(G) must have some minimal normal subgroup E¯.
By the assumption, E¯ is elementary abelian. Let E denote the complete inverse image of E¯
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It follows that E′ = Z(G) has order 2. By Corollary 2.4, Z(E) Z(G), whence E′ = Z(E) and
E is nilpotent; in particular, E =O2(E)×O2′(E). The minimality of E¯ implies that O2′(E)= 1
and so E is a 2-group. Since E¯ is elementary abelian, Φ(E) = E′. Thus E is extraspecial of
order 21+2a for some integer a. Since E is an absolutely irreducible subgroup of GO(V ), d = 2a
and E has type +. 
Lemmas 2.5 and 2.6 show that we are either in the almost quasisimple case or in the extraspe-
cial case. These two cases will be handled in the subsequent sections.
3. The extraspecial case
Throughout this section, we assume that G< GO(V ) admits grassmannian 4-designs, d > 4,
and moreover the conclusion of Lemma 2.6 holds. Thus d = 2a , G=E ·H , with E = 21+2a+ and
H  I := GO+2a(2). Let W = F2a2 denote the natural quadratic space for I , with quadratic form
Q and bilinear form (·,·), and let P be the stabilizer in I of a singular vector v ∈W .
We can identify E/Z(E) with W . Furthermore, any v ∈ W defines a character λv :x →
(−1)(v,x¯) of E, where x¯ := xZ(E). Then it is straightforward to check that the E-module
Sym2(V ) affords the character 1E +∑0=v∈W,Q(v)=0 λv . Hence the conclusion of Corollary 2.2
is equivalent to the transitivity of H on the set Ω := {0 = v ∈ W,Q(v) = 0} of singular vectors
in W . In turn, the latter is equivalent to the equality I = HP . Such factorizations have been
studied by Liebeck, Praeger, and Saxl [LPS1,LPS2].
We aim to show that one of the conclusions (A1), (A2), or (A3) of Theorem 1.3 holds. Assume
that H  [I, I ] =Ω+2a(2) and that a > 4. Then we can apply the main corollary of [LPS2] to the
subgroup H of I , with I acting primitively on the set Ω . Also notice that |Ω| = d(d+1)/2−1 =
(2a − 1)(2a−1 + 1). It now follows that 2 | a and H  GUa(2) · 2. Set H1 := H ∩ [I, I ] =
H ∩ GUa(2). Since |Ω| is odd, H1 is also transitive on Ω . But H1 GUa(2), so H1 is transitive
on the set Ω1 of singular 1-spaces of Fa4, the natural module for GUa(2). Again applying the
main corollary of [LPS2] to the subgroup H1 of GUa(2), with GUa(2) acting primitively on the
set Ω1, we conclude that H1  SUa(2), i.e. conclusion (A2) of Theorem 1.3 holds.
If a = 4 then one gets extra possibilities for H : H ∩ [I, I ] can be embedded in Sp6(2), A9, or
(3 × SU4(2)) : 2.
4. Proofs of Theorems 1.4, 1.5, and 1.6
Proof of Theorem 1.4. 1) The case q = 2 can be done directly using [Atlas] and [JLPW], so we
will assume that q  8. Let V be any non-trivial irreducible representation of G in characteristic
not 2, and let Z be a long-root subgroup of G. There is a parabolic subgroup P =QL of G, with
|Q| = q10, Z(Q) = Z, L = R × H , where R  2B2(q) and H  Cq−1, cf. [FS,LS]. Moreover,
Q′ =Φ(Q) has order q5, and one can identify Q′/Z with the standard 4-dimensional R-module
N over Fq . As in [GMST], we can write V |P = CV (Q′) ⊕ [Q′,CV (Z)] ⊕ [Z,V ]. It is shown
in [LS] that [Z,V ] is the direct sum M1 ⊕ · · · ⊕Mk of k = q4(q − 1) isotypic Q′-components,
which are transitively permuted by QH . Let ϕ, respectively ψ , denote the Brauer character of
the G-module V , respectively the P -module [Z,V ]. The linear characters afforded by [Z,V ]|Q′
are exactly the ones that restrict non-trivially to Z. In other words, if ρX denotes the regular
character of a finite group X, then ψ |Q′ = dim(M1) · (ρQ′ − ρQ′/Z). Fix 1 = t ∈ Z. Then it is
easy to see that ψ(t)= −ψ(1)/(q − 1). Since dim(V ) > 1, ψ(1) > 0.
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ϕ(t)=ψ(t)+ dim(CV (Q′)
)= −ψ(1)/(q − 1)+ dim(CV (Q′)
)
< dim
(
CV (Q
′)
)
.
Notice that we can choose a G-conjugate Z1 of Z inside Q′ \ Z. (In fact, for the subsequent
arguments we choose Z1 :=Ω1(Us12 ) in the notation of [FS].) Hence
ϕ(t1)=ψ(t1)+ dim
(
CV (Q
′)
)= dim(CV (Q′)
)
for a G-conjugate t1 ∈ Z1 of t , a contradiction. In particular, CV (Z) = 0.
3) By way of contradiction, assume that
dim(V ) < q4(q − 1)(q/2)1/2 + q(q2 + 1)(q − 1)(q/2)1/2.
As shown in [LS], dim(Mi)  (q/2)1/2, hence in fact dim(Mi) = (q/2)1/2, and ψ(t) =
−q4(q/2)1/2, ψ(t1)= 0. Let τ denote the Brauer character of the P -module [Q′,CV (Z)]. Since
ϕ(t)= ϕ(t1), it follows that
τ(t)− τ(t1)= q4(q/2)1/2. (1)
We have chosen Z1 = Ω1(Us12 ), so it is fixed pointwise by a Sylow 2-subgroup of R, cf. [FS].
It is well known that R acts on the non-zero elements of N , respectively of N∗, with two orbits,
of length (q2 + 1)(q − 1) and q(q2 + 1)(q − 1). Since the Sylow 2-subgroups have index (q2 +
1)(q − 1) in R, it follows that tR1 has size (q2 + 1)(q − 1) and in fact it consists of the non-trivial
elements of q2 + 1 R-conjugates of Z1. Let (·,·) denote the natural R-invariant alternating form
on N . We will identify Q′/Z with N . Then for each x ∈N we can define the linear character
λx :y → (−1)TrFq /F2 ((x,y)).
From the above discussion, it follows that R has two orbits on the non-trivial linear characters of
Q′/Z, namely Δ1 consisting of λx with x ∈ tR1 and Δ2 consisting of the rest. We claim that
∑
λ∈Δ1
λ(t1)= −q2 + q − 1,
∑
λ∈Δ2
λ(t1)= q2 − q. (2)
Indeed, assume that s and t1 are orthogonal in N for some s ∈ tR1 \Z1. Since the action of R on
the q2 + 1 R-conjugates of Z1 is doubly transitive, we conclude that (s, t1) = 0 for all elements
s ∈ tR1 \Z1. Clearly, (s, t1)= 0 also holds for s ∈ Z1. Thus any two elements in tR1 are orthogonal
to each other, which is impossible as |tR1 | = (q2 + 1)(q − 1) > q2. Consequently, (s, t1) = 0 for
all s ∈ tR1 \Z1. It follows that
∑
λ∈Δ1 λ(t1)= (q − 1)− q2, as stated.
Now we can write τ |Q′ = b∑λ∈Δ1 + c
∑
λ∈Δ2 for some non-negative integers b, c. By (2),
τ(t1)= b
(−q2 + q − 1)+ c(q2 − q).
Obviously,
τ(1)= τ(t)= b(q2 + 1)(q − 1)+ cq(q2 + 1)(q − 1)
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b + cq  b + c(q − 1)= q(q/2)1/2. Therefore,
τ(1)= (b + cq)(q2 + 1)(q − 1) q(q2 + 1)(q − 1)(q/2)1/2,
yielding
dim(V )ψ(1)+ τ(1) q4(q − 1)(q/2)1/2 + q(q2 + 1)(q − 1)(q/2)1/2,
a contradiction. Theorem 1.4 has been proved. 
Proof of Theorem 1.5. 1) It is well known that G has an outer automorphism say γ which
interchanges the long-root subgroups and the short-root subgroups of G. Consider the extension
G˜ of G by γ . Let W be any non-trivial irreducible representation of G in characteristic not 2,
and let V be a simple quotient of the G˜-module IndG˜G(W). Let Z be a short-root subgroup of G.
There is a parabolic subgroup P = QL of G, with |Q| = q15, Z(P ′) = Z, L = R × H , where
R  Ω7(q) and H  Cq−1, cf. [CKS]. Furthermore, K := Z(Q) is an elementary abelian 2-
group of order q7, and one can identify K with the natural 7-dimensional R-module over Fq .
More precisely, R acts on K as a group of Fq -linear transformations preserving a quadratic form
with radical Z, and H acts linearly on K . This action of L on K is compatible with the action
of L1 on Q1 := O2(P1), where P1 is the stabilizer of a 1-space when Sp8(q) acts on its natural
module F8q . Hence, as shown in [GT1, §5], L acts on the set of non-trivial linear characters of
K with 3 orbits: Ω1 of length q6 − 1 (which consists of the non-trivial linear characters that are
trivial at Z), and Ωε2 of length q3(q3 + ε)(q − 1)/2 with ε = ±. On the other hand, L acts on
the non-trivial elements of K with 3 orbits, Z \ {1} of length q − 1, Δ of length q6 − 1 (which
consists of the non-zero singular vectors of K , denoted by [A,0] in [GT1, §5]), and K \ Δ of
length (q6 − 1)(q − 1). We will fix a short-root element s ∈ Z. By [CKS, Proposition (4.5)], we
can also fix a long-root element t ∈Δ. Consider the K-characters
ω1 :=
∑
λ∈Ω1
λ, ω+2 :=
∑
λ∈Ω+2
λ, ω−2 :=
∑
λ∈Ω−2
λ.
Then
ω1(s)= q6 − 1, ω+2 (s)= −q3
(
q3 + 1)/2, ω−2 (s)= −q3
(
q3 − 1)/2. (3)
Using [GT1, Corollary 7.3] and [GT1, Proposition 7.4], one can show that
ω1(t)= −1, ω+2 (t)= q3(q − 1)/2, ω−2 (t)= −q3(q − 1)/2. (4)
2) As in [GMST], we can write V |P = CV (K)⊕[K,CV (Z)]⊕ [Z,V ]. Let ϕ, respectively ψ
and τ , denote the Brauer character of the G˜-module V , respectively the P -modules [Z,V ] and
[K,CV (Z)]. It is shown in [LS] that every λ ∈ Ωε2 gives rise to an irreducible representation of
Q of degree q4 that affords the K-character q4λ. Thus there exist non-negative integers a, b, c
such that
τ |K = cω1, ψ |K = q4
(
aω+ + bω−).2 2
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ϕ(s)= c(q6 − 1)− q7(a(q3 + 1)+ b(q3 − 1))/2 + dim(CV (K)
)
,
ϕ(t)= −c + q7(a(q − 1)− b(q − 1))/2 + dim(CV (K)
)
.
Since s and t are conjugate in G˜, it follows that
c = q2(a(q2 + 1)+ b(q2 − 1))/2.
On the other hand, dim(V )ψ(1)+ τ(1)= q4(aω+2 (1)+ bω−2 (1))+ cω1(1), so we get
dim(V ) a
(
q7
(
q3 + 1)(q − 1)+ q2(q6 − 1)(q2 + 1))/2
+ b(q7(q3 − 1)(q − 1)+ q2(q6 − 1)(q2 − 1))/2
 (a + b)q2(q3 − 1)(q6 − q3 + q2 − 1)/2.
Notice that G  G˜ and W is a simple submodule of V |G. Hence, V |G = W1 ⊕ · · · ⊕ Wm is
the direct sum of say m simple G-modules, each having dimension dim(W) = dim(V )/m. In
particular, we are done if a + bm.
3) Now assume that a+b <m. For each i = 1, . . . ,m we can find non-negative integers ai, bi
such that [Z,Wi] affords the K-character aiω+2 + biω−2 . Since
∑m
i=1(ai + bi) = a + b < m,
there must be some j such that aj = bj = 0. It now follows that [Z,Wj ] = 0. In this case, Z
acts trivially on Wj . But G is simple and Wj is irreducible, so dim(Wj ) = 1 and dim(W) = 1,
a contradiction. Theorem 1.5 has been proved. 
Proof of Theorem 1.6. Let Z be a long-root subgroup in G and let q denote its order. The
statement is obvious if V is a representation in the defining characteristic, so we may assume
that V is an absolutely irreducible representation in cross characteristic.
1) First we consider the case of G = SL3(q). We can embed Z in an elementary abelian
subgroup Q of order q2, which is the unipotent radical of a parabolic subgroup P = QL. Since
the Levi subgroup L acts transitively on the non-trivial linear characters of Q, all of them must
be afforded by V , and among them we can find one which is trivial at Z.
2) Next assume G= SUn(q) with n 4. Embed Z as the center of the unipotent radical Q of
the parabolic subgroup of G which is the stabilizer of a singular 1-space in the natural module
Fn
q2
for G. Assume the contrary: CV (Z)= 0. Then clearly CV (Q)= CV (Z), and so by [GMST,
Corollary 12.4], V must be a Weil representation. But since n  4, one can readily check that
CV (Z) = 0 for any Weil representation (in fact, dim(CV (Z)) equals (qn−2 − (−1)n)/(q + 1) or
(qn−2 + (−1)nq)/(q + 1)).
3) Assume G = Sp6(q) with q odd. Embed Z as the center of the unipotent radical Q of the
parabolic subgroup of G which is the stabilizer P = QL of a singular 1-space in the natural
module F6q for G. Assume the contrary: CV (Z) = 0. Then for Ω := Spec(Z,V ) one can write
V |P ′ =⊕λ∈Ω Eλ ⊗ Xλ with Eλ an irreducible P ′-module of dimension q2 which affords the
Z-character q2λ, and Xλ an L′-module inflated to P ′. Notice that L′  Sp4(q) contains a G-
conjugate Z1 of Z. Fix a λ ∈ Ω . It is known that NL(Z1) has two orbits on the non-trivial
linear characters of Z, Ω+ and Ω−, both of size (q − 1)/2; furthermore, Eλ|Z1 affords the
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{1Z1} ∪ Ω+. Since CV (Z1) = 0, Spec(Z1,Xλ)  1Z1 . Hence Xλ must have a non-trivial L′-
composition factor. Consider any such composition factor Y . If Spec(Z1, Y ) contains both Ω+
and Ω−, then clearly Spec(Z1,Eλ ⊗Xλ) contains 1Z1 , a contradiction. So Spec(Z1, Y ) cannot
contain both Ω+ and Ω−, whence Y is a Weil representation by [GMST, Theorem 2.2]. But then
Spec(Z1, Y )  1Z1 , a contradiction.
4) Assume G = Sp6(q) with q even. Consider a standard subgroup H = Sp4(q) of G, and
embed Z in the subgroup Z2 = O2(P ), where P is the stabilizer of a totally singular 2-space in
the natural module F4q for H . We will use the notation and some calculations in the proof of [GT1,
Proposition 4.1]. In particular, all non-trivial elements of Z belong to the H -conjugacy class A2.
Assume the contrary: CV (Z)= 0. Notice that P has three orbits, denoted by Ω1, Ω+2 , and Ω−2 in
the proof of [GT1, Proposition 4.1], on the non-trivial linear characters of Z2. Moreover, the first
two orbits both contain characters which are trivial on Z. It follows that V |Z2 can afford only Z2-
characters from the third orbit Ω−2 . In the language of [GT1], this means that V |H has a certain
property denoted by (W−2 ). By [GT1, Corollary 3.5], the same is true for the G-module V .
Hence, by Theorem 1.2 and Lemma 4.3 of [GT1], V is a so-called unitary-Weil representation.
The values of the Brauer characters of unitary-Weil representations at long-root elements are
calculated in [GT1, Corollary 7.3]. From this one can check that CV (Z) = 0, a contradiction.
5) Now assume G is one of the groups listed in Theorem 1.6. By the proof of Theorem 1.4 we
may assume G is not of type 2F4(q)′, and by 2) we may assume G is not of type 2An. Assume
for the moment that G is not of type G2(q) and 3D4(q). Then we can always choose a long-root
subgroup of G to be a long-root subgroup of a standard subgroup of type A2 or C3 of G, whence
the statement follows from 1) and 3), 4).
Next assume that G = G2(q) with 3  q or G = 3D4(q). Then we can choose Z to be the
center of the unipotent radical Q of a certain parabolic subgroup of G, in such a way that Q \Z
contains a G-conjugate Z1 of Z, cf. [LS]. Assume CV (Z) = 0. Then, since Q is of extraspecial
type, ϕ(t) = −ϕ(1)/(q − 1) for any 1 = t ∈ Z, if ϕ is the Brauer character of V . Meanwhile,
ϕ vanishes on Q \Z, yielding a contradiction.
Finally, if G = G2(q) with 3 | q , then we choose a long-root subgroup of G to be a long-
root subgroup of a certain subgroup of type A2 of G, whence the statement follows from 1).
Theorem 1.6 has been proved. 
5. The almost quasisimple case
Throughout this section, we assume that G < GO(V ) admits grassmannian 4-designs,
d > 4, and moreover the conclusion of Lemma 2.5 holds. In this case, L := G(∞) is quasi-
simple, and S := L/Z(L) is simple. Our further analysis relies on the following upper bound on
the dimension of V , cf. also [MMT,GT2].
Lemma 5.1. Assume G has subgroups N , C with
(i) C N , N/C abelian, and
(ii) the C-module V is reducible over R.
Then d = dim(V ) < 3/2 + √2(G :N).
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B , and both Sym2(A), Sym2(B) contain 1C . So W := Sym2(V )/1G contains 1C . Since N/C is
abelian, W contains an 1-dimensional N -submodule U . But W is irreducible over G, so by the
Frobenius’ reciprocity, W is contained in IndGN(U). Hence, d(d + 1)/2 − 1  (G : N) and the
statement follows. (We have slightly increased the upper bound in the lemma to make sure that
it holds whenever d(d − 1)/2 − 2 (G :N), for a later use.) 
In the case N = C, the lemma also follows from the results of Bachoc, Bannai, and Coulan-
geon [BBC] on the sizes of designs in grassmannian spaces.
We will sometimes apply Lemma 5.1 to the situation where C := CG(Z), N := NG(Z), and
Z <G an abelian subgroup such that
V |Z affords at least two distinct linear characters α,β, with β = α. (5)
Clearly, (5) implies that the RC-module V is reducible. Another argument that we will use
frequently in dealing with “small” groups S involves using m := m(G/Z(G)) which is the largest
degree of complex irreducible representations of G/Z(G), and dC := dC(S) which is the smallest
degree of non-trivial projective complex representations of S. Clearly, dim(Sym2(V )/1G)m,
hence
dC  d  1 +
√
2m. (6)
For a later use, we have again increased the upper bound in (6) slightly to ensure that it holds
whenever d(d − 1)/2 − 2m.
5.1. Alternating groups
Here S = An, the alternating group on n 5 symbols.
First assume V is not a basic spin module (cf. [W] for this notion). Then we choose Z to be
generated by an inverse image of order 3 in G of a 3-cycle. By [W], (5) holds, and so Lemma 5.1
yields d <
√
2n(n− 1)(n− 2)/3. If n  12, then this upper bound implies by [J,KT,R], that
d = n − 1 and V is the heart of the natural permutation module. But in this case Sym2(V )/1G
cannot be irreducible by [MM]. The case n 11 can be checked directly using [Atlas].
Now we assume that V is a basic spin module. By Corollary 2.4, V |L is irreducible, hence
d = 2[(n−2)/2]. Here we can take Z to be generated by an inverse image of order 5 in G of a
5-cycle. Then (5) holds, and so Lemma 5.1 yields d < √n(n− 1)(n− 2)(n− 3)(n− 4)/10. It
follows that n 19 and d = 2a  28. Since dim(Sym2(V )/1G) divides |G|, we can exclude the
cases a = 5, 7 or 8. Assume a = 6. Then n = 14 or 15, but in this case, by restricting V to the
subgroup 2A13 of L we see that V is of type −, a contradiction. Assume a = 4; in particular
n = 10 or 11. But n = 11 as the basic spin modules of 2A11 are not of type +, and n = 10 as
Sym2(V )/1G is not irreducible in this case. If a = 3, then d = 8 and G ∈ {2A8,2S8,2A9}; this
is recorded in the conclusion (B4) of Theorem 1.3.
5.2. Sporadic groups
Let S be one of 26 sporadic simple groups.
P.H. Tiep / Journal of Algebra 306 (2006) 227–243 239If Out(S) = 1 then one can just appeal to [LST, Proposition 3.2]. Assume Out(S) > 1. For
example, let us consider the case S = McL; in particular, L = S. Then one can take Z = 〈t〉,
where t is an involution in S. Obviously, (5) holds for Z. Moreover, the S-conjugacy class of t is
Out(S)-stable, whence (G : NG(Z)) = (S : NS(Z)). Applying Lemma 5.1, we see that d  211.
Inspecting [Atlas], one arrives at the case d = 22 listed in Theorem 1.3. For another example,
consider the case S = J3. Then m 3876, hence d  88 by (6). Inspecting [Atlas], we see that
no example for V can arise. The remaining sporadic groups can be dealt with similarly.
5.3. Finite groups of Lie type
Now let S be a finite simple group of Lie type, and let Sˆ denote the finite group of Lie type
of simply connected type corresponding to S. As in [MMT] and [GT2], Z can be chosen to be a
long-root subgroup of Sˆ, and this choice is justified by the following:
Proposition 5.2. [MMT, Corollary 2.10] Let S be a finite simple group of Lie type and Z a
long-root subgroup of Sˆ. Then either (5) holds, or
S ∈ {PSL2(5), SU3(3), SU4(2)
}
.
If (5) holds for Z a long-root subgroup, we can set C := CZ(G)L(Z) and N := NZ(G)L(Z) =
NL(Z) · Z(G) (it is well known that in this case N/C is abelian) if Z is not cyclic, and C :=
CG(Z) and N :=NG(Z) if Z is cyclic (again N/C is abelian here). In order to estimate (G :N),
we will need
Lemma 5.3. [GT2, Lemmas 6.1, 7.2] Assume that S is a finite simple group of Lie type and
Z < Sˆ a long-root subgroup. Then (G :NZ(G)L(Z)) (Sˆ :NSˆ(Z)) · |Out(S)|. If in addition S is
not of types B2 or F4 if p = 2, or type G2 if p = 3, then (G :NG(Z))= (Sˆ :NSˆ(Z)).
One of the main results of [GT2] (Theorem 7.16) was to classify cross characteristic repre-
sentations V of finite groups of Lie type subject to certain conditions: namely, the heart of the
tensor square V ⊗ V ∗ if V is not self-dual, respectively both the hearts of the symmetric square
Sym2(V ) and the alternating square ∧2(V ) if V is self-dual, is required to be irreducible. To do
this, the pair of the subgroups N := NG(Z) and C := CG(Z) with Z a long-root subgroup of Sˆ
was used. Unfortunately, the argument overlooked the fact that N/C may fail to be abelian in this
situation and therefore it did not imply that d(d − 1)/2− 2 (G :N). Nevertheless, one still has
d(d − 1)/2 − 2 e := (Sˆ : N
Sˆ
(Z)) · |Out(S)|; in particular, d  3/2 + √2e. In this subsection
we will show that the resulting list of cross characteristic representations of G as listed in [GT2,
Theorem 7.16] is correct. In particular, we will assume that V is not a complex, but rather a cross
characteristic representation. This is the reason why we have slightly increased the upper bounds
on d in Lemma 5.1 and (6).
I. Non-generic case. First we consider the case where S = 2B2(q) is a Suzuki group. If
q  27, then m  m(S) · (G : SZ(G))  (q − 1)(q + √2q + 1) · log2 q (see e.g. [Bur]) and
d  (q − 1)√q/2, contrary to (6). If q = 32, then d  124, again contradicting (6). The case
q = 8 can be dealt with directly using [Atlas]. The case S = PSL2(q) with q  11 can be dealt
with similarly, using m (q + 1) logp q (if q = pf for a prime p) and d = (q − 1)/(2, q − 1).
A similar, but more involved, argument handles the case S = PSU3(q) with q  5.
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log3 q  5q/243 and so m
√
(G : Z(G)) < q4/6, contrary to (6). The case q = 27 can be dealt
with directly using [Atlas].
Assume S = F4(q) with 2 | q  4. Then by Proposition 5.2 and Lemmas 5.1, 5.3,
d < 3/2 +
√
4
(
Sˆ :N
Sˆ
(Z)
) · log2 q = 3/2 +
√(
4
(
q12 − 1)(q4 + 1) · log2 q
)
/(q − 1) < 2q8,
contrary to the bound d  q7(q3 − 1)(q − 1)/2. The case S = F4(2) can be dealt with directly
using [Atlas], which leads to the example d = 52 listed in Theorem 1.3 if we assume V to be a
complex representation.
Assume S =G2(q) with 3 | q  9. Then as above,
d < 3/2 +
√
4
(
Sˆ :N
Sˆ
(Z)
) · log3 q = 3/2 +
√(
4
(
q6 − 1) · log3 q
)
/(q − 1) < 2q3,
contrary to the bound d  q4 + q2 (cf. Table 2). Assume S = G2(3). Then m 1456, whence
d  55 by (6). According to [Atlas], we get d = 14, which is recorded in Theorem 1.3. (Note
that one can construct a subgroup (2 × G2(3)) · 2 inside GO14(R) which however does not fix
any integral lattice.)
Assume S = Sp4(q) with 2 | q  8. Then as above,
d < 3/2 +
√
4
(
Sˆ :N
Sˆ
(Z)
) · log2 q = 3/2 +
√(
4
(
q4 − 1) · log2 q
)
/(q − 1) < 2q2,
contrary to the bound d  q(q − 1)2/2. Assume S = Sp4(4). Then m 1020, whence d  46
by (6), and so d = 18 by the irreducibility condition. When d = 18, G = (2 × Sp4(4)) · 4, as
shown in [GT2, Proposition 7.3]. The case S = Sp4(2)′  A6 has already been treated above.
Assume S = PSp4(q) with q  5 being odd. If d  q(q − 1)2/2 we can argue similarly. By
[GMST, Theorem 2.2], it remains to consider only the case where V |L is a Weil module.
Assume S = 2E6(2) and V is a complex representation. Assume L= S or 2 · S. Then a long-
root element of S lifts to an involution t in 2 · S, whence the subgroup 〈t〉 also satisfies (5). Now
Lemma 5.1 implies d < 4000, whence d = 1938 or 2432 by [Lu]. In both cases, the dimensions
of the heart of the tensor square, respectively the symmetric square and the alternating square
of V does not divide |G|, a contradiction. Assume L = 3 · S or 6 · S. Then V is not self-dual.
Arguing as in [MMT, p. 391], we see that dim(V )  √6(G : CG(Z))+ 1 < 4877, which is a
contradiction by [Lu].
The cases S = PSLn(q) with (n, q) = (2,7), (2,8), (3,4), (4,3), PSUn(q) with (n, q) =
(3,3), (3,4), (4,2), (4,3), (6,2), Sp6(2), Ω+8 (2), G2(4), 2F4(2)′ can be handled directly using
[Atlas].
II. Generic case. Now we may assume that S is not isomorphic to any of the simple groups
considered either in Subsections 5.1, 5.2, or in the non-generic case above. In particular, S does
not have exceptional Schur multiplier (so L is a quotient of Sˆ). By Theorem 1.6, Lemma 5.1 and
[GT2, Proposition 3.10] can be applied to C = N := NG(Z), where Z is a long-root subgroup.
Hence the upper bound d(d − 1)/2 − 2 (G : N) claimed in [GT2, §7.2] is correct, and so all
the further arguments in the proof of [GT2, Theorem 7.16] are valid.
From now on, we return to our situation of complex representations V for which Sym2(V )/1G
is irreducible. Then, as we have just mentioned, one can apply Lemma 5.1 and get an upper
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using the classification of low-dimensional complex representations of finite groups of Lie type,
which is done by the author and Zalesskii [TZ1] for classical groups, and by Lübeck [Lu] for
exceptional groups.
First we assume that S = PSLn(q) with n  3. Then Lemma 5.1 yields d <√
2(qn − 1)(qn−1 − 1)/(q − 1)2, whereas dC = (qn − q)/(q − 1). This gives a contradiction
if q  3. Assume q = 2; in particular n 5. Then d = dC = 2n − 2 by [TZ1]. Now we can con-
sider another pair of subgroup C := [N,N ] and N := NG(Q), where Q is the unipotent radical
of the parabolic subgroup of type An−2 of G. Notice that the RC-module V is reducible and
(G :NG(Q))= 2n − 1. So Lemma 5.1 yields 2n − 2 = d <√2(2n − 1), a contradiction.
For all the remaining cases, using Lemma 5.1 one can appeal to the proof of [MMT, Theo-
rem 3.1] and conclude that either
(i) S = PSp2n(q), n 3, q = 3,5,7,9, and V |L is a Weil representation, or
(ii) S = PSp4(q), q  5 odd, and V |L is a Weil representation (this comes from a possibility
left over in the non-generic case), or
(iii) S = PSUn(q), n 5, q = 2,3, and V |L is a Weil representation.
(Notice that the argument given on [MMT, p. 390] for Ω±2n(2) also applies to GO±2n(2) as well.)
Assume S = PSp2n(q) with q odd and n  3. Then V |L is a Weil representation and d =
(qn ± 1)/2. If q ≡ 3 (mod 4) then V |L is not self-dual. So q ≡ 1 (mod 4), and d = (qn + 1)/2,
as the Weil representations of degree (qn − 1)/2 are of type −. If q = 9 then it is shown in [MT]
that the L-module Sym2(V )/1G is the sum of two irreducible constituents of distinct degrees.
Hence q = 5. This case can in fact occur by [MT], and SG 2×S as the outer automorphism
of S does not stabilize any Weil representation.
Assume S = PSp4(q) and q is odd. Since V |L is a Weil representation, one can check that
CV (Z) = 0, so the generic argument as in the case of PSp2n(q) with n 3 also applies and yields
q = 5.
Assume S = PSUn(2). Since V is of type +, 2 | n and d = (2n + 2)/3 by [LST, Proposi-
tion 3.3], and this is the case (B3) in Theorem 1.3.
Assume S = PSUn(3). If n is odd then d = (3n + 1)/4 by [LST, Proposition 3.3] since V is
of type +, and this is the case (B2) in Theorem 1.3. If n is even then d = (3n + 3)/4 by [LST,
Proposition 3.3], again because V is of type +. But in this case, the L-module Sym2(V )/1G
is the sum of two irreducible constituents of distinct degrees as shown in the proof of [LST,
Proposition 3.3], whence Sym2(V )/1G cannot be irreducible over G.
The proof of Theorem 1.3 is complete.
Proof of Corollary 1.7. Assume G is a Zariski closed subgroup of GO(V ) that acts irreducibly
on W := Sym2(V )/1G. If G is finite then we are done by Theorem 1.3. So assume the connected
component G◦ is of positive dimension and does not contain SO(V ). Notice that Lemma 2.3 and
Corollary 2.4 also apply to G. It follows that the unipotent radical of G◦ and the connected com-
ponent of Z(G◦) are trivial. Thus G◦ is semisimple. Also, V is irreducible over G◦. Let ω be the
high weight of the G◦-module V (when we fix a maximal torus in G◦). Then Sym2(V ) contains
a hight weight vector, of weight 2ω, and this vector is uniquely determined up to scalar. Since
G acts on V and G◦ G, G stabilize ω, and 2ω as well. Thus the irreducible G◦-module with
highest weight 2ω, call it M , is G-invariant. Clearly, M is a submodule of the G◦-module W .
But G is irreducible on W , hence it follows that W is a direct sum of say t copies of M . Since
242 P.H. Tiep / Journal of Algebra 306 (2006) 227–243the vector with weight 2ω is unique (up to scalar) in Sym2(V ), we conclude that t = 1. Thus
G◦ is irreducible on W . By the classical result of Dynkin [D], d = 7 and G◦ is of type G2,
whence G = G◦. Conversely, if d = 7 and G is a subgroup of type G2 of GO(V ), then the G-
module V is irreducible, with high weight ω1 (the fundamental weight corresponding to a short
root). In this case it is well known that Sym2(V )/1G is just the irreducible G-module with high
weight 2ω1. 
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