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In this thesis I present the research I have done during my PhD on the subject
of models of the transportation of mass. Mass transport processes are seen in a
variety of contexts and at a variety of scales, from the movement of people and
vehicles to the biochemical processes occurring in cells, and beyond.
In these kinds of process, there is a net flow of mass, such as cars or
proteins, from one place to another. In theoretical physics, no one has yet
been able to develop a general mathematical framework for studying systems
with this simple property, and so current research focuses on building specific
and somewhat abstract models for specific types on mass transport, with the
hope of learning how certain properties and behaviours could be responsible for
phenomena observed in nature.
In this spirit, this thesis examines the properties of three different models of
specific transport processes using a combination of mathematics and computer
simulations, with the aim of understanding the influence of specific features on
the observed results.
The first model I study is of a search process. It consists of a particle that
searches for a target by undergoing diffusion along a line and randomly going back
to the start. This type of model is particularly relevant for modelling the action
of proteins that search strands of DNA for specific binding sites. In particular,
I study how an imperfection in the recognition of the target influences the mean
time taken to locate it. I find that the imperfection increases the searching time
in an intuitive way.
The second model I study is a model of units of mass jumping between sites,
like stepping stones. When moving between sites, either every unit of mass on
the departure site except for one move to the next, or if there is only one unit
of mass on the site then just this mass moves to the next site. The aim is to see
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how a moving cluster was formed and what kinds of properties it has. Moving
clusters of mass are seen in many places, such as in the formation of raindrops
and in traffic jams in road networks. In this model I find that a certain kind of
jump rate between sites leads to the aggregation of a cluster of mass that travels
together with a very short tail of trailing mass, which helps to keep it moving.
Finally, the third model in this thesis describes an interface growing against
a membrane which itself is diffusing, movingly randomly towards and away from
the interface. This model is inspired by the growth of a mesh of filaments of a
protein called actin, which is found in motile cells. The mesh of filaments grows
towards the membrane, ratcheting it in a certain direction and allowing the whole
cell to move that way. I find that when the motion of the membrane is strongly
biased towards the interface it inhibits its growth and makes it smooth and flat.
Interestingly, I also find that with the right amount of bias in the membrane away
from the interface there is a maximum speed with which the interface pushes the





The transportation of mass is an inherently ‘non-equilibrium’ process, relying
on a current of mass between two or more locations. Life exists by necessity out
of equilibrium and non-equilibrium transport processes are seen at all levels in
living organisms, from DNA replication up to animal foraging. As such, biological
processes are ideal candidates for modelling using non-equilibrium stochastic
processes, but, unlike with equilibrium processes, there is as of yet no general
framework for their analysis. In the absence of such a framework we must study
specific models to learn more about the behaviours and bulk properties of systems
that are out of equilibrium.
In this work I present the analysis of three distinct models of non-equilibrium
mass transport processes. Each transport process is conceptually distinct but
all share close connections with each other through a set of fundamental non-
equilibrium models, which are outlined in Chapter 2. In this thesis I endeavour to
understand at a more fundamental level the role of stochasticity and fluctuations
in non-equilibrium transport processes.
In Chapter 3 I present a model of a diffusive search process with stochastic
resetting of the searcher’s position, and discuss the effects of an imperfection in
the interaction between the searcher and its target. Diffusive search process are
particularly relevant to the behaviour of searching proteins on strands of DNA,
as well as more diverse applications such as animal foraging and computational
search algorithms. The focus of this study was to calculate analytically the effects
of the imperfection on the survival probability and the mean time to absorption
at the target of the diffusive searcher. I find that the survival probability of
the searcher decreases exponentially with time, with a decay constant which
increases as the imperfection in the interaction decreases. This study also revealed
the importance of the ratio of two length scales to the search process: the
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characteristic displacement of the searcher due to diffusion between reset events,
and an effective attenuation depth related to the imperfection of the target.
The second model, presented in Chapter 4, is a spatially discrete mass
transport model of the same type as the well-known Zero-Range Process
(ZRP). This model predicts a phase transition into a state where there is a
macroscopically occupied ‘condensate’ site. This condensate is static in the
system, maintained by the balance of current of mass into and out of it. However
in many physical contexts, such as traffic jams, gravitational clustering and
droplet formation, the condensate is seen to be mobile rather than static. In this
study I present a zero-range model which exhibits a moving condensate phase and
analyse it’s mechanism of formation. I find that, for certain parameter values in
the mass ‘hopping’ rate effectively all of the mass forms a single site condensate
which propagates through the system followed closely by a short tail of small
masses. This short tail is found to be crucial for maintaining the condensate,
preventing it from falling apart.
Finally, in Chapter 5, I present a model of an interface growing against an
opposing, diffusive membrane. In lamellipodia in cells, the ratcheting effect of a
growing interface of actin filaments against a membrane, which undergoes some
thermal motion, allows the cell to extrude protrusions and move along a surface.
The interface grows by way of polymerisation of actin monomers onto actin
filaments which make up the structure that supports the interface. I model the
growth of this interface by the stochastic polymerisation of monomers using a
Kardar-Parisi-Zhang (KPZ) class interface against an obstructing wall that also
performs a random walk. I find three phases in the dynamics of the membrane
and interface as the bias in the membrane diffusion is varied from towards the
interface to away from the interface. In the smooth phase, the interface is tightly
bound to the wall and pushes it along at a velocity dependent on the membrane
bias. In the rough phase the interface reaches its maximal growth velocity and
pushes the membrane at this speed, independently of the membrane bias. The
interface is rough, bound to the membrane at a subextensive number of contact
points. Finally, in the unbound phase the membrane travels fast enough away
from the interface for the two to become uncoupled, and the interface grows as a
free KPZ interface.
In all of these models stochasticity and fluctuations in the properties of the
v
systems studied play important roles in the behaviours observed. We see modified
search times, strong condensation and a dramatic change in interfacial properties,





Except where otherwise stated, the research undertaken in this thesis was the
unaided work of the author. Where the work was done in collaboration with
others, a significant contribution was made by the author. This research has not






I would like to record my thanks to all those who have helped me in the course
of this thesis. In particular, the following:
My supervisors, Martin Evans and Richard Blythe, for their support and
guidance.
Jane Patterson, without whose administrative support this period of study would
not have passed by so smoothly.
The CM-CDT1 for funding my studies, as well as providing extra training, courses
and professional support. I would like to thank Christine Edwards and Julie
Massey, who have made the support that CM-CDT has provided so valuable to
me. I would also like to thank the EPSRC2 who have funded me through the
CM-DTC, and SUPA3, who have also provided training during this period.
Tim Bush, my office-mate from start to finish, who has kept me entertained and
informed.
Rachel Forshaw, for getting me through the process of writing this thesis.
The computing support staff of the School of Physics and Astronomy, for their
patience and support.
1The Scottish Doctoral Training Centre in Condensed Matter Physics
2Engineering and Physical Sciences Research Council









List of figures xvi
List of tables xxiv
1 Introduction 1
2 Concepts, Methods and Models 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Concepts and Methods . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Master Equations . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Phase Transitions and Universality . . . . . . . . . . . . . 9
2.2.3 Mean-Field Theories . . . . . . . . . . . . . . . . . . . . . 11
2.3 Random Walks and Diffusion . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Random Walks . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 First-Passage Properties . . . . . . . . . . . . . . . . . . . 19
2.4 The Asymmetric Simple Exclusion Process (ASEP) . . . . . . . . 23
2.4.1 Periodic Boundary Conditions . . . . . . . . . . . . . . . . 24
2.4.2 Open Boundary Conditions . . . . . . . . . . . . . . . . . 25
2.5 The Zero-Range Process (ZRP) . . . . . . . . . . . . . . . . . . . 29
2.5.1 Condensation . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Interfacial Growth . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.1 The Edwards-Wilkinson (EW) Equation . . . . . . . . . . 38
2.6.2 The Kardar-Parisi-Zhang (KPZ) Equation . . . . . . . . . 41
xii
CONTENTS
2.6.3 Connection to the ASEP . . . . . . . . . . . . . . . . . . . 44
3 Partial Absorption in a Diffusive Search Process 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.1 Background and Motivation . . . . . . . . . . . . . . . . . 48
3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Total Absorption . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Partial Absorption . . . . . . . . . . . . . . . . . . . . . . 52
3.2.3 Absorption and Boundary Conditions . . . . . . . . . . . . 54
3.2.4 Significant Dimensionless Quantities . . . . . . . . . . . . 55
3.3 Survival Probability Calculation . . . . . . . . . . . . . . . . . . . 56
3.3.1 Inverting the Laplace Transform . . . . . . . . . . . . . . . 58
3.4 Mean Time to Absorption . . . . . . . . . . . . . . . . . . . . . . 61
3.4.1 Minimisation of the MTA with respect to resetting rate r . 65
3.5 Many Independent Searchers . . . . . . . . . . . . . . . . . . . . . 67
3.5.1 Average Survival Probability of the Target . . . . . . . . . 68
3.5.2 Typical Survival Probability . . . . . . . . . . . . . . . . . 70
3.6 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . 75
4 A Moving Condensate in a Zero-Range Chipping Model 77
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.1 Background and Motivation . . . . . . . . . . . . . . . . . 78
4.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Numerical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.1 Identifying Phases . . . . . . . . . . . . . . . . . . . . . . 83
4.3.2 Strong Condensate Phase . . . . . . . . . . . . . . . . . . 84
4.3.3 Standard Condensate Phase . . . . . . . . . . . . . . . . . 87
4.4 Mean-Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.1 Master Equations . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.2 Failure of the Generating Function Technique . . . . . . . 89
4.4.3 Prediction of a Condensation Transition at ρc = 1 . . . . . 90
4.4.4 Special Case: b = 0 . . . . . . . . . . . . . . . . . . . . . . 93
4.5 Condensate Frame Mean Current Analysis . . . . . . . . . . . . . 96
4.5.1 Generalisation to any Real, Positive α . . . . . . . . . . . 100
4.6 Classification of the Strong Condensate Phase Transition . . . . . 104
4.6.1 Connection to the Driven Asymmetric Contact Process
(DACP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.6.2 Divergence in the approximate theory . . . . . . . . . . . . 109
4.7 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . 111
5 A Membrane-Interface Model for Lamellipodia Growth 115
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Membrane-Interface (MI) Model . . . . . . . . . . . . . . . . . . . 121
xiii
CONTENTS
5.3 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.3.1 Quantities of Interest . . . . . . . . . . . . . . . . . . . . . 123
5.4 Numerical Results and Discussion . . . . . . . . . . . . . . . . . . 125
5.4.1 Smooth Phase . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.2 Rough Phase . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.4.3 Transition Between the Smooth and Rough Phases . . . . 131
5.4.4 Unbound Phase . . . . . . . . . . . . . . . . . . . . . . . . 134
5.5 Simple Mean-Field Theory . . . . . . . . . . . . . . . . . . . . . . 135
5.5.1 Master Equation and Generating Function . . . . . . . . . 135
5.5.2 Predictions of Critical Values . . . . . . . . . . . . . . . . 137
5.5.3 Prediction for the Scaling of the Width . . . . . . . . . . . 138
5.6 The Importance of Jammed Regions of the Interface . . . . . . . . 142
5.6.1 A Simple Two-Random-Walker Model . . . . . . . . . . . 144
5.6.2 Prediction of Phases in the Mean Length l . . . . . . . . . 145
5.7 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . 149
6 Conclusions 155
A Concepts, Methods and Models 161
A.1 Relationship Between the Occupancy Distribution and the First-
Passage Probability . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.2 Bose-Einstein Condensation . . . . . . . . . . . . . . . . . . . . . 162
B Partial Absorption in a Diffusive Search Process 165
B.1 Equivalence of the Radiation Boundary Condition and the Sink
term. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B.2 MTA with a resetting position distribution P(x) . . . . . . . . . . 167
C Membrane-Interface Model 171







2.1 (Reproduced from [42]) Directed Percolation (DP) along bonds on
a rotated square lattice. A cluster is defined as a set of points an
bonds originating from a single source (shown in red). In what is
known as “1+1 dimensions”, the vertical direction can be thought
of as time instead of space. . . . . . . . . . . . . . . . . . . . . . . 13
2.2 (Reproduced from [42]) Schematic diagram of the contact process.
Active sites, those containing a particle, become inactive with rate
1, or make an adjacent inactive site active with rate λ/2. . . . . 14
2.3 A schematic diagram of the ASEP with periodic boundaries.
Particles hop forwards with rate p, but cannot hop onto a site
that is already occupied. . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 A schematic diagram of the ASEP with open boundaries. Particles
enter at the left with rate α, hop to adjacent sites with rate p, and
leave a the right with rate β. . . . . . . . . . . . . . . . . . . . . . 25
2.5 (Reproduced from [22]) The iterative density mapping in the
mean-field theory for the ASEP. Profiles A and B quickly iterate
close to the high-density fixed point ρ+. Profiles C and D begin
infinitesimally close to the low-density fixed point until close to the
right boundary, where they iterate away. . . . . . . . . . . . . . . 26
2.6 (Reproduced from [22]) The phase diagram for the ASEP pre-
dicted by the mean-field theory. The discontinuous-transition line
between the high-density (HD) and low-density phases (LD) is
indicated by the bold line. The transition between HD/LD and
the maximal current (MC) phase is continuous. . . . . . . . . . . 28
2.7 Schematic diagram of the ZRP. One particle from a site containing
n hops to the next site with rate u(n). . . . . . . . . . . . . . . . 29
2.8 Illustration of the correspondence between the ZRP, ASEP, and
KPZ interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.9 Schematic diagram of Ballistic Deposition (BD). New particles
dropped onto the surface stick to the first particle they come into
contact with. (Inspired by figure in Ref [12].) . . . . . . . . . . . . 36
xvi
LIST OF FIGURES
2.10 Schematic diagram showing the geometric relationship between
growth in the direction of the local normal of the surface normal
and the associated increase in height. (Inspired by illustration in
Ref [12].) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Schematic diagram of the system studied. The particle starts at z
and diffuses (diffusion constant D) along the x axis. With rate r it
stochastically resets to x0, and when it reaches the target location
xT (in this case 0) it is absorbed at a rate proportional to a. . . . 52
3.2 Sketch of the singularities of the function (3.3.17) in the complex
s plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Plot of the value of θ that minimises the MTA for a given φ0.
The value of θ at φ0 = 0, found numerically to be θ
∗ = 1.5936, is
indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65




is approximately linear for both small and large φ0 (See (3.4.22)
and (3.4.26)). Inset : expanded view of the crossover between the
two linear regimes (logarithmic axes). . . . . . . . . . . . . . . . 66
4.1 The elementary dynamical processes. (a) Hop: When a site
contains only one particle, this particle hops onto the next site
with rate u(1), leaving behind an empty site. (b) Backchip: When
a site contains n (3) particles, n − 1 (2) of these particles move
together with rate u(n) onto the next site and leave behind a single
particle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Plot of σ2 against both ρ and b, for L = 100 and 1000. There
is a significant change of state when b > 0.5, and also a gradual,
weaker change in state when b ≤ 0.5 as ρ is increased. . . . . . . . 83
4.3 Example occupancy distributions: (a) The fluid phase (ρ = 0.5,
L = 1000, and b = 0.25). The distribution decays as a stretched
exponential. (b) The standard condensate phase (ρ = 2.0, L =
1000, and b = 0.25). The distribution decays as a power law for
low occupancies, but exhibits a ‘bump’ caused by a condensate at
larger occupancies. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4 A sketch of the phase diagram suggested by the numerical mea-
surements of the occupancy distribution p(n). . . . . . . . . . . . 85
xvii
LIST OF FIGURES
4.5 Illustration of the strong condensate phase. (a) A typical con-
figuration sketched using data taken directly from a simulation
(L = 1000, N = 1000, b = 2.0 and α = 1.0). The columns
represent the mass occupying the site, with the exact size shown
above, and the direction of motion is indicated by the arrow.
(b) The average mass nk at a site k sites behind the condensate
(ρ = 1, 2, 5, 10, b = 2.0, α = 1.0). Almost all of the system’s mass
is in the condensate, with any remaining trailing closely behind. . 86
4.6 Plot of the occupancy distribution p(n) in the strong condensate
regime at a range of densities (b = 2.0, L = 1000, α = 1.0). The
points at and near n/N = 1 indicate the presence of a strong
condensate which contains effectively all of the system’s mass. . . 86
4.7 As the system size is increased, the position of the peak in the
probability distribution decreases logarithmically with L. This
means that the critical density ρc has L dependence of the form
ρc(L) ∼ ln(L). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.8 When a backchip occurs from a site with large occupancy, if the
average occupancy, or density ρ, ahead is: (a) less than 1 the
backchip will result in mass spreading out; (b) exactly 1 the mass
distribution is unchanged; (c) greater than 1 the backchip will
concentrate the mass. . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.9 Sketches of r(S) against S for: (left) ρ < 1; (centre) ρ = 1; (right)
ρ > 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.10 Plots of the occupancy distribution pk(n) at site k behind the
condensate (k = 1, 4, 6). To the distribution for k = 2 (large
blue +) we have fitted the function c(1 − a)an (red solid line) to
the middle of the tail, and (1 − a)an (green dashed line) to the
front of the tail. Above n ∼ 15 the data is too noisy to be fit to
reliably. (ρ = 0.5, L = 1000, b = 1.0, α = 1.0.) . . . . . . . . . . . 97
4.11 Using the boundary condition n̄(x = 0) = n0 = 1 we see
graphically that (a) if nc < n0 then as x increases, as we move
further away from the condensate, so too does n̄. It does so
indefinitely, resulting in an infinite mean occupancy infinitely far
from the condensate. (b) If nc > n0, then we see that as x increases,
n̄(x) decreases to 0. . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.12 A plot of bc(α) (red, solid). bc increases monotonically from bc(0) =
1/3 and asymptotically approaches bc = 1 (blue, dashed). . . . . . 102
4.13 Plots of σ2 against b (L = 1000). (a) With α = 0 all masses move
with the same rate and no transition is observed in b. (b) Using
the modified hop rate ulog(n) given in (4.5.23) we can probe bc(α)
as α↘ 0. A transition occurs when b is in between 0.3 and 0.4, in
good agreement with the prediction bc(α = 0) = 1/3 from (4.5.22). 103
xviii
LIST OF FIGURES
4.14 Plot of σ2 against b for (a) α = 2 (L = 500) and (b) α = 10
(L = 1000). The transition becomes less sharp as α is increased,
and takes place over a range of values of b which are greater than
the bc predicted by (4.5.22).The formula (4.5.22) predicts that
bc(α = 2) = 0.8185 and bc(α = 10) = 0.9995. (c) At α = 10
the transition becomes sharper as L is increased, which is evidence
that its gradual nature is a finite size effect. We can estimate
bc ∼ 1.6± 0.1 from the crossover of the curves. . . . . . . . . . . . 104
4.15 Plot of σ2 against b, for various L with ρ = 0.5. A transition is
seen to occur for all system sizes, with a clear crossover point in
the σ2-b curves at b = 0.5, which is indicative of the critical value
bc = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.16 Plot of σ2 against b, for various L with ρ = 0.5. We perform a
finite size scaling procedure on b, rescaling it to (b − bc)LX . The
choice of parameters for the best collapse of the data onto a single
curve is bc = 0.5 and X = 0.75. . . . . . . . . . . . . . . . . . . . 105
4.17 A plot of the mean occupancy at a site k behind the condensate
site, measured numerically. The decay length in the region 0 <
k < 500 can be seen to slowly increase as b↘ 0.5. . . . . . . . . . 106
4.18 The decay length λ(b) measured from the tails in Figure 4.17 fits
a power law in the scaling regime but flattens out as b ↘ 0.5.
Numerically, the system size only affects the b dependence of λ(b)
as b approaches 0.5. As L is increased λ(b) becomes closer to the
power law at b↘ 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.19 (Reproduced from [43]) A schematic diagram of the DACP. The
first site is always active. Active sites become inactive with rate 1,
or activate the site to their right with rate r. . . . . . . . . . . . . 108
4.20 Plots of n(x), and its gradient, from the mean-field theory of
Section 4.5 at different values of b. To see if it predicts a diverging
length scale, I measured the distance from the origin at which
the gradient of n(x) had the largest magnitude. We can see that
this distance continually increases as b ↘ bc ' 0.619692, and the
function diverges when b < bc. . . . . . . . . . . . . . . . . . . . . 110
4.21 By numerically integrating (4.5.13) we measure a length scale in
the tail to diverge logarithmically as b↘ bc. . . . . . . . . . . . . 110
4.22 A sketch of the phase diagram for our system. Above the value bc,
the system exhibits a strong condensate phase. Below bc and for
low densities the system exists in a fluid phase. Above a certain
value ρc, the system exhibits the characteristics of a standard
condensate phase, but this critical density diverges as L→∞. . . 111
xix
LIST OF FIGURES
5.1 (Reproduced from [161]) A: A Xenopus keratocyte cell, moving
in the upwards direction. The box highlights a section of the
leading lamellipodium, which is expanded and shown in B. B: An
image of the actin filaments in the leading lamellipodium. The
top surface of the filamentous region has some rough structure.
The arrangement of the filaments in the bulk appears disordered
and shows different characteristics at different distances from the
surface. C: An enlarged view of the box in B. At the surface the
arrangement of filament tips appears to lack order. . . . . . . . . 116
5.2 The leading edge of the messy network of actin filaments in the
lamellipodium is modelled using an interface, which grows up
against a diffusing, infinite, solid wall, which represents the cell
membrane. Absorption of an actin monomer by a filament is
represented by the growth of a single point on the interface towards
the membrane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3 (Reproduced from [136]) A schematic diagram of the Brownian
Ratchet, as presented in Ref [136]. A particle diffuses in one-
dimension with diffusion constant D, under the influence of an
external load force f . If the particle diffuses a distance δ or greater
away from the tip of the actin filament, there is space for an actin
monomer to be adsorbed, which occurs with rate α. With rate
β an actin monomer can desorb from the tip, which can occur
regardless of the position of the particle. . . . . . . . . . . . . . . 119
5.4 A diagram illustrating the MI model I study in this chapter. The
membrane steps away (towards) the interface with rate u (1− u).
Particles in the ASEP, representing the slopes in the interface, hop
to the right (left) with rate p (1− p). Any move that would cause
the interface to pass through the membrane is forbidden. . . . . . 122
5.5 A plot of y against u. Below u1 ' 0.62, one sees that y is small
and independent of the system size. In the rough phase, between
u1 ' 0.62 and u2 = 3/4 one sees that y depends on the system size.
One also sees additional structure becoming apparent at larger
system sizes. When u > u2, y does not reach a steady state value
as the membrane ‘escapes’ from the interface. . . . . . . . . . . . 126
5.6 A plot of W against u. Far below u1 ' 0.62, the width is very
narrow and independent of L, which indicates a smooth interface.
As we approach the rough phase, u1 < u < u2, the width develops
a dependence on L, and within the rough phase itself it enters the
KPZ scaling regime, with W ∼ L1/2. As expected, this scaling is
maintained above u2 = 3/4, where the interface is an unobstructed
KPZ interface as the membrane drifts away. . . . . . . . . . . . . 127
xx
LIST OF FIGURES
5.7 A plot C against u. In the smooth phase, u < u1, C scales linearly
with L, and so the density of contacts scales independently of L.
This is indicative of a smooth interface pushing up against the
membrane. In the rough phase C ∼ L0, and so the density of
contacts scales as 1/L. In this case, the interface still pushes up
against the membrane, but with a vanishing density of contacts. In
the rough phase, u > u2 = 3/4, the membrane escapes and there
are no contacts at all. . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.8 A plot of J against u. In the smooth phase, the current increases
almost linearly with u until it approaches u1. At u1 itself the
current saturates to its maximal value, 1/4. When u > u1, in both
the rough and unbound phases, the current does not change with
u as it is no longer reduced by interactions with the membrane,
but also can increase no further. . . . . . . . . . . . . . . . . . . . 129
5.9 A plot of vm against u. In the smooth phase and rough phases it
has the same functional form as the current, because the velocity
of the membrane is determined by the speed at which the interface
can push it forwards. The membrane velocity is measured to be
vm = 2J . The upper transition at u2 = 3/4 occurs when the
natural mean drift velocity of the membrane 2u−1 becomes greater
than the velocity 1/2 of the interface that is pushing it, and the
two parts decouple as the membrane drifts away. . . . . . . . . . . 130
5.10 We perform a finite-size scaling procedure on the widthW , plotting
W/Lα against (u − u1)Lχ. The best data collapse was found for
the parameters: α = 0.5, u1 = 0.62, and χ = 0.5. . . . . . . . . . . 131
5.11 Numerical measurements of the roughness exponent α as a function
of u show the expected behaviour at u ≥ 3/4 and at small u, but
unexpected behaviour around where I estimate the phase transition
between the smooth and rough phases to be, u1 ' 0.62. . . . . . . 132
5.12 A schematic diagram of the processes which occur in the simple
mean-field theory. A point on the interface lies a distance y
from the membrane. With rate 1/4 the interface grows two
steps towards the membrane, reducing y by 2. With rate u the
membrane steps away from the interface, increasing y by 1. With
rate (1− u)(1−P (0))L the membrane steps towards the interface,
reducing y by 1. Any process which would make y negative is
prohibited. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
xxi
LIST OF FIGURES
5.13 A visualisation of the underlying ASEP array for L = 256 over 500
time steps. Each row shows state of the ASEP at a single time step
with vacant sites in white, occupied sites in black, and occupied
sites where the particle cannot jump forward due to the effect of
the membrane in red. Left: u = 0.4. This is the smooth phase.
Regions of interface that are pinned to the membrane span the
entire system. Centre: u = 0.65. In the rough phase, there are
contiguous regions of interface pinned to the membrane that do not
span the entire length. Jammed regions are likely to reoccur in the
same or similar regions of the interface where they did previously.
Right: u = 0.8. In the unbound phase there is no interaction
between the membrane and interface. . . . . . . . . . . . . . . . . 143
5.14 Diagram of the Two Random Walker model. l can only increase
in size if m = 0, and can only decrease in size if m > 0. In
the ‘annealed’ case: l increases by 1 with probability λP ∗(0) and
decreases by 1 with probability (1− λ)(1− P ∗(0)), where P ∗ (0)
is the steady state probability that m = 0. . . . . . . . . . . . . . 144
5.15 (A) There is no P ∗(0), so m → ∞. Thus a steady state with
Q∗(0) = 1 and l̄ = 1 is reached. (B) A steady state is reached
with l̄ = ρ(1 − ρ)−1, with 0 < ρ < 1. ρ = λ(1 − 2µ)/(µ(1 − λ)).
This phase is bounded by µ = 1/2 from above and by µ = λ/(1+λ)
from below. (C) There is no steady state for Q∗(0), Q∗(m), and





2.1 The KPZ exponents in dimensions d = 1, 2, 3. d = 1: analytic






Calculating the exact dynamics of a microscopic system of many interacting
constituents is practically impossible. Even though the constituents obey the
laws of physics, solving the resulting equations of motion becomes prohibitively
difficult not just because of the sheer number of them, but because they are also
coupled together. The classic example of such a system is a gas. Around 20 litres
of a typical gas will contain ∼ 1023 constituent atoms or molecules. A computer
simulation of the dynamics of this many objects is infeasible, and solving 1023
coupled equations of motion is certainly a daunting task. A consequence of
this difficulty has been to give rise to alternative approaches in which one can
reduce the number of degrees of freedom to a more manageable size: equilibrium
thermodynamics and equilibrium statistical mechanics.
A system is in thermodynamic equilibrium when any exchanges of volume,
mass or heat with its environment are reversible, and it exhibits no net currents.
In the field of thermodynamics, one attempts to understand the macroscopic
properties of a system in thermodynamic equilibrium, such as the temperature,
volume and pressure, without concerning oneself with the microscopic details
[65]. In statistical mechanics one still attempts to understand the macroscopic
properties of a system, but by explicitly giving consideration to the microscopic
details of the system of interest, so that one can establish the link between micro-
and macroscopic properties. By considering the microscopic properties of the
system from a statistical point of view, one can often find ways to reduce the
large number of variables to just a few.
Practically, in statistical mechanics one studies the probability P (C) that a
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system will be found in the exact microscopic configuration, or microstate, C. In
equilibrium, it is well known that P (C) obeys the Boltzmann distribution (see
e.g. [8])
P (C) = exp(−E(C)/kBT )
Z
, (1.0.1)
where E(C) is the energy of microstate C, kB is Boltzmann’s constant, and T
is the temperature of the system. The factor Z is the normalisation constant,




P (C) . (1.0.2)
The partition function is an important quantity in equilibrium statistical mechan-
ics because from it all the macroscopic thermodynamic properties of a system
can be calculated through its connection with the free energy F = −kBT lnZ
(see e.g. [8,36,68,137]). It is because of the Boltzmann distribution and the link
between the partition function and the free energy that equilibrium statistical
mechanics provides a powerful, general framework for calculating the properties
of equilibrium systems.
In contrast to systems in thermodynamic equilibrium, systems which are
out of thermodynamic equilibrium exhibit net currents in their constituent
quantities, such as mass, energy, charge or particle number. Furthermore,
processes involving exchanges of these quantities are irreversible, which, in
thermodynamic terms, means that there is some energy dissipated in the process
which cannot be recovered. In statistical mechanics terms, irreversibility means
that the probability of making the transition from microstate A to microstate
B is not the same as from B to A. Broadly speaking there a two kinds of non-
equilibrium dynamics [106]. The first is when systems experience fluctuations
from an equilibrium state, or are in the process of relaxing to an equilibrium
state [114,134]. The second kind, and the subject of this work, are the dynamics
of a system which is driven out of and typically far from equilibrium.
It is clear that ‘transport’ naturally describes a process which is driven out
of equilibrium, where there exists a current of the constituent quantities being
transported between locations. A particularly rich physical setting for the study
of transport and non-equilibrium systems is in biology: life exists inherently out of
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equilibrium, as living creatures and cells are constantly moving mass and energy
from one place to another, and any organism in thermodynamic equilibrium is
dead [153]. In the context of microbiology, for example, filaments of proteins,
called microtubules, act as tracks upon which motor proteins called kinesins and
dyneins travel carrying organelles from one region of the cell to another [32]. Also,
in the process of filopodial growth in a variety of organisms the ‘building blocks’
are transported to the growing region from elsewhere in the cell [54,159,160,177],
and in the synthesis of DNA and RNA, specific enzymes travel along a DNA
template, sequentially building the new DNA or RNA molecule [113].
The powerful, general framework for calculation offered by equilibrium statis-
tical mechanics unfortunately does not yet exist for systems out of equilibrium.
A consequence of this is that one must develop a new model for each system
of interest, from which one can try to learn about things like the influence of
the microscopic dynamics on the bulk phase behaviours. As such there is a
long tradition of biological modelling [77], including for the specific processes
listed above [17, 38, 54, 113, 159, 160, 177]. The usefulness and applicability of
non-equilibrium transport models are not limited to biological contexts, and they
have been applied extensively to more traditional and general studies of traffic
flow [37,151].
The need to define and study individual models in non-equilibrium statistical
mechanics motivates the work in this thesis. I study a set of three distinct models
with three distinct motivations, all of which display a conceptually different kind
of transport, that additionally demonstrate both how varied and how closely
connected different non-equilibrium models can be. A unifying theme across all
of the research in this thesis is the endeavour to understand at a more fundamental
level the role of stochasticity and fluctuations in the dynamics of these different
systems.
The term stochasticity refers to the inherent ‘randomness’ in the behaviour of
the particles or agents or whatever are the active constituents of the process. A
simple example of this is the Poisson ‘hop’ or ‘jump’ rates in driven particle models
such as the Zero Range Process (ZRP) or the Asymmetric Simple Exclusion
Process (ASEP), which will be outlined in Chapter 2. In the context of this work,
fluctuations are deviations from the mean of typical behaviours of the system.
An example of the role fluctuations can play in the dynamics of a system also
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comes from the ZRP. Under the right conditions, the ZRP exhibits a condensate
phase where a finite fraction of the entire mass of the system occupies a single
site. This condensate is static and maintained by the balance of mass current
into and out of it from adjacent sites. If there is a large enough fluctuation in
this current, then the condensate can dissolve and reform somewhere else in the
system [75].
The first of these three models that I study, presented in Chapter 3, is a
one-dimensional, continuous- space and time search process, where a searcher is
‘transported’ to a target. The dynamics of the searcher are diffusive and, as such,
its average behaviour is strongly influenced by fluctuations. My primary focus
here is to investigate the effect that a degree of imperfection, or stochasticity, in
the interaction with or absorption by the target has on the effectiveness of the
search process. This kind of search model is of interest in a variety of contexts,
such as animal foraging [13], regulatory protein interactions with DNA [17],
computer search algorithms [124], and searching for one’s keys [57, 58], in all
of which one would expect an imperfection in the searcher-target interaction to
be of physical significance.
In Chapter 4 I turn my attention to the role of the ‘hopping’ rate in a
spatially-discrete model of driven, interacting particles that is strongly related
to the ZRP, the archetypal model of this type [56]. Specifically I am interested
in the effect that this hopping rate, combined with the dynamical rules, has
on the existence of the dynamic condensate phase. This is a phase in which
a finite but significant fraction of the mass becomes localised and the region
into which this fraction of the mass is localised moves through the system. The
model is motivated by the desire to understand what processes will permit or
destabilise a moving condensate phase, and by what mechanisms they occur.
There is already a broad literature of work (e.g. [85, 86, 110, 116, 172]) studying
the existence of moving condensate phases with very different dynamical origins,
which are different again to the origin of the condensation effect that I present
in this chapter. Studies of these various condensate phases may prove useful
in understanding the phenomena of dynamic condensation, or aggregation, in a
broad variety of physical contexts (e.g. [63,89,112,157]).
Finally, in Chapter 5 I study a growing interface which ‘ratchets’ a diffusing
wall (the “membrane”), which was conceived as a very simple model for the
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growth of the lamellipodium in a cell [139], a flat mesh of actin filaments which
play a key role in cell motility. In the absence of the membrane, the structure and
dynamics of the interfacial part of this spatially-discrete model would put it in
the Kardar-Parisi-Zhang (KPZ) class of interfaces. Thus I have two motivations
for studying this model. From a biological perspective, it is interesting to
learn whether this membrane-interface (MI) model exhibits ratcheting properties
similar to more established Brownian ratchets that been have studied in order
to explain the observed motility of cells [88,122,123,136,179]. From a statistical
physics point of view, it is of great interest to learn how the properties, in
particular the scaling, of what would be a KPZ interface is affected by the presence
of a diffusing wall, which is a problem that to my knowledge has not yet been
investigated.
Next, in Chapter 2, I will briefly discuss some of the key concepts and methods
used in statistical physics, and how they are used when studying non-equilibrium
systems. Then I will discuss some of the paradigmatic non-equilibrium transport
models which are most relevant to this work. I will begin by discussing random
walks and diffusion, which are very simple models for stochastic transport,
but become particularly relevant in the context of search processes when one
considers their first-passage properties. I will then go on to review three of the
most important models of non-equilibrium processes, the ASEP, ZRP and KPZ






Concepts, Methods and Models
2.1 Introduction
In this thesis I present three distinct models of non-equilibrium transport
processes with different backgrounds and motivations. Even so, there are some
concepts and methods that are common to more than one. In all three models I
study master equations that describe the dynamics of the systems, and in Chapter
4 and Chapter 5 I also use mean-field master equations to investigate the phase
behaviour observed numerically. For this reason I first briefly introduce these
concepts and methods before they are put into practice in later chapters.
A significant difference between the three models studied in this thesis is their
context, and the fundamental models that they are based on. Therefore, in this
chapter, I will also introduce these different models and will find that, rather
than being distinct and unrelated, there are strong connections between each. I
will begin with diffusion and random walks, which are fundamental models of
transport processes. In particular, I will introduce the first-passage properties of
these processes, which are of particular relevance to the search process studied in
Chapter 3. Then I will briefly review the Asymmetric Simple Exclusion Process
(ASEP), a simple multi-particle, driven diffusive system that is conceptually
linked to the random walk. I will follow this with an introduction to the Zero-
Range Process (ZRP), another driven diffusive system that is closely linked to the
ASEP, and which forms the basis of the model in Chapter 4. The final topic of this
chapter will be models of interfacial growth, which are important in the context
of the Membrane-Interface model presented in Chapter 5. I focus particularly
7
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on the Kardar-Parisi-Zhang (KPZ) class of growing, non-equilibrium interfaces,
which also have a strong connection to the ASEP. Furthermore, the KPZ equation
that provides a continuum description of such interfaces is a non-linear diffusion
equation with an additional stochastic term, which links nicely back to diffusive
processes, the first model to be discussed.
2.2 Concepts and Methods
We now proceed to discuss some of the key concepts and methods from statistical
physics which are used in this thesis, particularly in Chapter 4 and Chapter 5.
These are very general and well known, and covered in a wide range of texts, but
the main sources I use here are [19, 65,80,132,137,178].
2.2.1 Master Equations
Despite the lack of a general framework for calculating thermodynamic properties
of non-equilibrium systems, there are still some general methods which one can
hope will yield some useful results. One such technique, that is used extensively






[P (C ′, t)ω(C ′ → C)− P (C, t)ω(C → C ′)] , (2.2.1)
of the probability distribution P (C, t) for being in the microstate C at time t. This
equation describes the rate of change of the probability of being in microstate C
in terms of the probability current
∑
C′ P (C ′, t)ω(C ′ → C) into state C from all
other configurations C ′ and the probability current
∑
C′ P (C, t)ω(C → C ′) out of
state C into other configurations C ′, where ω(C → C ′) is the rate at which the
system makes the transition from state C to C ′. This equation still holds for
systems in equilibrium, but because all processes are reversible the probability of
the transition from C to C ′ and its reverse must be equal. Thus in equilibrium we
have the condition
P (C ′, t)ω(C ′ → C) = P (C, t)ω(C → C ′) , (2.2.2)
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known as detailed balance [22, 52, 132], and ∂P (C, t)/∂t = 0 at all times t. In
systems out of equilibrium one can still have a non-equilibrium steady state
(NESS) where, although the individual transitions between two states are not
reversible, the net probability current into a state is zero. In this case the left
hand side of (2.2.1) is 0, yielding an equation of the form∑
C′
[P (C ′, t)ω(C ′ → C)− P (C, t)ω(C → C ′)] = 0 , (2.2.3)
which one can hope to solve for the steady state distribution P (C).
2.2.2 Phase Transitions and Universality
In equilibrium systems, a phase transition between states occurs when there is
a singularity in one or more of the derivatives of the free energy of the system,
a thermodynamic potential which describes the amount of energy in the system
available for work [65]. At a phase transition, as one changes a property of
the system, for example temperature, one typically sees a sharp change in its
properties and the system reconfigures itself from one phase to the other. Broadly
speaking, there are two types of phase transition [19,178]. The first is a first-order
phase transition, where there is a discontinuity in the first derivative of the free
energy, for example the magnetic moment, a property commonly referred to as
the order parameter. The second type is called a continuous phase transition1
is one in which the order parameter is continuous but there is a divergence in
the second derivative at the transition, or ‘critical’, point. There is no sharp
jump in the order parameter in this case, but it is instead characterised by a
diverging susceptibility and correlation length, as well as a power law decay in
the correlation function, as one approaches the critical point [178].
The key feature of the continuous transition is that one or more of the
thermodynamic properties of the system is singular at the transition. If, for
instance, one has the temperature T as the control parameter then, as T






1historically also known as a ‘second-order’ phase transition, a name which has more recently
been deemed unsatisfactory [178]
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where the exponent x is different for each. These exponents x are called the
‘critical exponents’ of the model. For example, in a simple model magnet with no
applied field one finds that as one approaches the critical point the specific heat

















Another example is a fluid system where again, near TC , the specific heat (at
constant volume) CV , isothermal compressibility κT , and the correlation length
ξ also diverge with T − TC with critical exponents α, γ, ν. Importantly, these
critical exponents and TC are different across systems, but what is particularly
interesting is that the value of TC depends strongly on the details of the system
in question, whereas the values of the exponents α, γ and ν depend only on a
few of its fundamental properties. For models with short-range interactions, for
example, these fundamental properties are the dimensionality of space and the
symmetry of the order parameter [178]. It is this generic property of critical
exponents which makes them the defining feature of what are called “universality
classes”: classes of models which have different microscopic details but the same
underlying fundamental features, which mean that they show the same ‘critical
behaviour’ near the critical point, whatever it may be. This is a useful concept,
because it allows us to more easily understand the behaviour of complicated,
difficult-to-solve systems once their universality class has been identified.
In equilibrium, many universality classes are well known and describe a variety
of systems. For instance, the Ising Model is a simple model for a magnet
(see e.g. [8, 132, 178]), and the Edwards-Wilkinson (EW) equation describes a
fluctuating interface in equilibrium [12, 50]. For systems out of equilibrium one
can also find universality classes for different models, despite the general lack
of a free energy function. For example, Directed Percolation (DP) is a simple
lattice model which exhibits a transition between active and inactive phases. It
has an absorbing state, meaning it does not satisfy detailed balance and is a
non-equilibrium model. It is found that the transition between the inactive and
active phases is continuous and characterised by critical exponents, making it one
of the fundamental universality classes of non-equilibrium models [80]. Another
well known non-equilibrium universality class is the KPZ universality class in 1+1
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dimensions (space + time) which describes an interface whose growth is driven
in one direction. The KPZ equation is very similar to the EW equation but has
an additional non-linear growth term that breaks the symmetry in the growth
direction and introduces lateral growth, growth in the direction along the length
of the interface, which is not described by the EW equation. In the KPZ class,
instead of describing the scaling of an order parameter at a phase transition,
the universal exponents describe how the width of an interface scales with the
system size and how long it takes for the width to saturate to its steady state
value [12,41,101].
Although we broadly describe phase transitions as being either first-order
or continuous, there are examples which are not exclusively either and show
characteristics of both. These phase transitions are known variously as mixed-
order or hybrid transitions. For instance, in a model of avalanche collapse of giant
clusters in complex networks [14] it is found that below the transition into a phase
with a giant cluster there is no precursor for its formation as more vertices are
added, and thus the transition is first-order. However, above the transition, upon
removal of vertices, the sizes of the avalanches which destroy the giant cluster
diverge as the critical point is approached, and thus from above the transition is
continuous. This transition is mixed-order in that above and below the critical
point the nature of the phase transition is different. A different kind of mixed-
order transition is seen in a spin model with long-range interactions [10,11]. At the
phase transition the order parameter, the magnetisation, jumps discontinuously
between 0 and ±1, while the correlation length between the spins diverges
continuously. In contrast to Ref [14], in this case the characteristics of first-
order and continuous transitions are seen simultaneously at the phase transition,
rather than being seen separately on either side.
2.2.3 Mean-Field Theories
When developing a theory for a system of interest it is often too difficult to specify
all the interactions between each constituent element and then make any useful
analytic progress. A long established alternative technique is to develop what’s
known as a mean-field theory [137]. Generally speaking, a mean-field theory seeks
reduce the complexity of the theory by using average or statistical descriptions
11
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of some or all of the interactions.
For equilibrium models, one way to do this is to find an approximation for
the free energy in terms of a certain order parameter, and then minimise the
free energy with respect to this order parameter in order to find the equilibrium
steady state. One can also analyse the derivatives of the free energy with respect
to this order parameter in order to learn about the existence and nature of phase
transitions that the system may exhibit. A well known example of this approach
is the general theory of phase transitions developed by Landau in 1936 [107,137],
where he uses the hypothesis that near a critical point one can expand the free
energy in terms of powers of the order parameter. Then one can minimise this
function to find the equilibrium value of the order parameter.
The key approximation in this and many other mean-field theories is that
there are no correlations, or at least no long-range correlations, between the
constituent elements. Even when out of equilibrium, when one cannot always
find a free energy-like quantity, it is still possible to develop mean-field theories
with this kind of approximation. One such example is the mean-field theory for
the DP universality class, which can be used to predict the critical exponents at
the inactive-to-active phase transition.
Directed Percolation
The DP model was originally presented in the mathematics literature primarily as
a model for liquid flow through random, porous media, but also more generally as
a model for a variety of processes such as disease spreading and electron mobility
[33]. On a rotated lattice of sites, these sites can be connected by bonds between
nearest neighbour sites, and starting from some original active site, bonds can
be created to other sites only in one direction (Figure 2.1). For example, one
can imagine that under gravity water entering a porous rock would only flow
downwards. This can also be thought of as a process in 1+1 dimensions: one
spatial and one temporal direction. The spatial direction corresponds to the
width of the system along which the sites are distributed. The temporal direction
corresponds to the vertical direction. One now considers the ‘water’ to be flowing
downwards at a uniform velocity, activating a certain number of sites after time t.
There is also a special state, the absorbing state, where no sites are active at a time
step and thus no further sites will be active, which makes this a non-equilibrium
12
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Figure 2.1: (Reproduced from [42]) Directed Percolation (DP) along bonds on a
rotated square lattice. A cluster is defined as a set of points an bonds originating
from a single source (shown in red). In what is known as “1+1 dimensions”, the
vertical direction can be thought of as time instead of space.
model [80].
In this model, the control parameter is the probability p that a bond from an
active site to a site at the next time step exists, and the order parameter is the
percolation probability P∞, the probability that there will be at least one active
site as t → ∞. There is a phase transition in P∞ at the numerically measured
critical value pc = 0.644700185(5) [96]. When p ≤ pc, P∞ = 0, meaning that
the activity dies out and the system reaches the absorbing state. When p > pc,
P∞ has some finite, non-zero value and there is an active phase. This phase
transition is continuous, and certain properties diverge as p→ pc, allowing us to
define critical exponents to characterise the transition. These properties are: ρ,
the density of active sites; ξ‖ the typical length of the cluster of active sites in the
time direction; and ξ⊥, the typical width of a cluster of active sites in the spatial
direction. They are conventionally defined
ρ ∼ |p− pc|β , ξ‖ ∼ |p− pc|−ν‖ , ξ⊥ ∼ |p− pc|−ν⊥ . (2.2.5)
To date, no one has been able to analytically calculate the DP universality class
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Figure 2.2: (Reproduced from [42]) Schematic diagram of the contact process.
Active sites, those containing a particle, become inactive with rate 1, or make an
adjacent inactive site active with rate λ/2.
exponents β, ν‖ and ν⊥, although they have been numerically measured to be
β = 0.276486(8) , ν‖ = 1.733847(6) , ν⊥ = 1.096854(4) , (2.2.6)
in one dimension [96].
Contact Process
It is for this reason that constructing a mean-field equation is useful, as it can
help us to predict what the critical exponents are analytically. The DP mean-
field theory is easiest motivated from the context of the contact process, another
model which is part of the DP universality class [80]. In one dimension, the
contact process consists of a row of sites which are either active, labelled “1”
here, or inactive, labelled “0”, that evolves continuously in time. Starting with a
single active site, there are three processes which can occur:
1→ 0 with rate 1
10→ 11 with rate λ/2
01→ 11 with rate λ/2 . (2.2.7)
Explicitly, these represent two processes: an active site becomes inactive with rate
1; and an active site activates an adjacent inactive site with rate λ/2. Depending
on the choice λ there is a critical value λc, analogous to pc, that separates an
active phase, where there is a finite density of active sites as t → ∞, and an
inactive phase, where the system reaches the absorbing state with no active sites.
Just as with the DP model described above, the cluster of active sites has the
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same three properties ρ ∼ |λ− λc|β, ξ‖ ∼ |λ− λc|−ν‖ , and ξ⊥ ∼ |λ− λc|−ν⊥ .
To see how the mean field theory is motivated we can begin by writing down









〈(1− τi)τi+1〉 , (2.2.8)
where
τi =
1 if site i is active0 if site i is inactive , (2.2.9)
and the terms on the right hand side are contributions from each of the processes
listed in (2.2.7). This equation is difficult to solve because it has terms containing
two-point correlations, such as 〈τi−1(1−τi)〉, for which the master equation would
involve 3-point correlation functions and so on. It is for this reason that we make
our mean-field approximation,
〈τi−1τi〉 = 〈τi−1〉〈τi〉 , (2.2.10)
in which we are asserting that there are no spatial correlations between the









(1− ρi)ρi+1 . (2.2.11)
This is still difficult to analyse, so one can make a further approximation that the
activity is homogeneous across the system, and there is no i dependence. Thus
∂ρ
∂t
= (λ− 1)ρ− λρ2 . (2.2.12)
It’s easy to see from this that there are two steady state values
ρ =
0 , λ < 1λ−1
λ
, λ > 1
, (2.2.13)
with a critical value λc = 1.
Using (2.2.12) and (2.2.13) we can begin to extract the scaling exponents. For
λ > λc we see that ρ ∼ (λ− λc), and so this simple mean-field predicts βMF = 1.
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Also, when λ < λc both terms of (2.2.12) are negative and so the large t behaviour
is ρ(t) ∼ exp(−t/ξ‖) ∼ exp(−|λ − λc|t), and so we see that ξ‖ ∼ |λ − λc|−1 and
νMF‖ = 1 [80].
To use the mean-field theory to estimate the spatial scaling exponent ν⊥, one











and substituting this into (2.2.8), one finds the master equation (2.2.12) is
modified by an additional diffusive term:
∂ρ
∂t





From the analysis of the Gaussian distribution, the root mean square distance L
spanned by a diffusive process in one-dimension scales with time t as L ∼ t1/z with
z = 2. By comparing how they scale with |λ− λc|, one can see that ξ⊥ ∼ ξ
ν⊥/ν‖
‖ .
Then one can identify L with ξ⊥ and t with ξ‖ to see that z = ν‖/ν⊥. Because
the diffusion term is the only one contributing spatial correlations we must also
have z = 2, and thus ν‖ = 2ν⊥. So finally, we have found the mean-field scaling
exponents for DP in one-dimension:






Comparing the the numerically calculated exponents in (2.2.6) we see that the
mean-field predictions (2.2.16) are not very accurate, but this is not surprising
given the level of approximation used in developing the theory. In higher spatial
dimensions however correlations between sites become weaker and in fact the
mean-field critical exponents are exact in four dimensions and above [80]. Also,
improved mean-field theories have been developed, such as one which analyses







, ν⊥ = 1 . (2.2.17)
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2.3 Random Walks and Diffusion
Many processes are encountered or observed at a level which makes their dynamics
seem random, even though the underlying processes are not necessarily so. For
example, observed through a microscope, a pollen grain in water seems to follow
a random trajectory, known as Brownian motion, without obvious cause (see
e.g. [69, 93]). For such a process, although we may know the origin of the
randomness, we can model the behaviour at the level of the random trajectory
itself. Depending on the nature of the process, we can build appropriate models
by approximating the observed behaviour with a random walk or diffusion, two
of the fundamental models for stochastic transport processes, which are actually
equivalent in the appropriate limits. A feature of these processes that we are
particularly interested in is the first-passage probability F (x, t), the probability
that the process reached x for the first time at time t, the associated survival
probability, S(x, t), and Mean First Passage Time, T (x). The ability to measure
first passage statistics is a useful tool for both characterising and optimising
search processes. The standard text for these concepts is Ref [144], which we
shall follow throughout this section.
2.3.1 Random Walks
A random walker exists of a discrete space of sites and takes what are variously
known as ‘hops’, ‘steps’ or ‘jumps’ between adjacent sites at discrete time steps
[69, 144, 145, 173]. For simplicity, we will consider here a random walk on a
one-dimensional lattice, but generalisations to higher dimensions and different
geometries are possible(see e.g. [126,145]).
As this is stochastic process, what one is interested in knowing is the
probability P (n, τ) that after τ (time) steps, the walker occupies site n. For
a random walk where the walker steps from n → n + 1 with probability p, and
from n → n − 1 with probability q = 1 − p, the evolution of the occupation
probability can be described by the simple master equation [144]
P (n, τ + 1) = pP (n− 1, τ) + qP (n+ 1, τ) . (2.3.1)
The first term on the right-hand side represents the probability that the walker
was at n − 1 at the previous time step and hopped on to n at this time step,
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and the second represents same same process but in the opposite direction, from
n+ 1. By noticing that the number of steps taken in one direction is binomially
distributed, one can find [145]
















Furthermore, by using Stirling’s approximation ln(x!) ' x lnx−x, for large x, one
finds [144] that at large times the occupancy probability approaches the Gaussian
distribution:









One can also study discrete space random walks in continuous time [144]. In
this case, the hops the random walker makes from n→ n±1 are a Poisson process
with rate w±. By defining the continuous time t = τδt, one can Taylor expand
the left hand side of (2.3.1) to first order in δt,
P (n, τ + 1) ' P (n, t) + ∂P (n, τ)
∂t
δt+O(δt) , (2.3.4)
to find the continuous time master equation
∂P (n, τ)
∂t
= w+P (n− 1, t) + w−P (n+ 1, t)− w0P (n, t) , (2.3.5)
where w+ = p/δt and w− = q/δt are the hopping rates in the ± direction, and
w0 = 1/δt is the total hopping rate. It can be shown that, in the appropriate
limit, the solution for P (n, t) is also the Gaussian distribution [144].
2.3.2 Diffusion
Diffusion is the fundamental description of transport in continuous time and
space, and is equivalent to a random walk in the appropriate limits. A direct link
to the random walk can be made clear by further Taylor expansion of (2.3.1) in
the spatial coordinate. Writing x = nδx, and keeping the definition t = τδt, we
expand to first order in δt and second order in δx to find
P (x, t) +
∂P (x, t)
∂t










2.3. Random Walks and Diffusion










where v = (p− q)δx/δt is the velocity, and D = δx2/2δt is the diffusion constant
[144]. The first term on the right-hand side is the advective term, represents a
drift at constant velocity v in the positive x direction. The second term is the
diffusive term. This causes a broadening and flattening of the distribution, with
diffusion constant D. In the case p = q = 1/2, then v = 0 and we are left simply
with the diffusion equation.
To arrive at this continuum limit, the expansion was taken with δx, δt → 0,
such that δx2/δt remains finite. A problem is that v/D diverges as 1/δx, which
means that the advective term dominates the dynamics ahead of the diffusive
term, and the flattening effect becomes insignificant. For the diffusion effect to
be significant one requires that p − q ∝ δx, thus allowing the diffusion to occur
at an appreciable rate relative to the advection.
The standard method of solution of (2.3.7) is to use the Fourier transform
P (k, t) of P (x, t) to simplify the equation. Once a solution for P (k, t) has been
found this can be inverted and integrated directly, after completing the square in
the exponent, to find the Gaussian distribution solution











In many situations one is not just interested in the probability that a quantity
has a certain value at some time, but also the first time said value was reached.
For instance, a particle might undergo diffusion until the first time it reaches an
absorbing boundary, or the first time a stock price reaches a certain value may
trigger a decision on the part of a buyer or seller.
The first-passage probability F (x, t|x0) describes the probability that the
random walker or diffusing particle reached position x for the first time at time
t, given that it started at x0. In this section we will choose x0 = 0 and simplify
the notation to F (x, t). Although conceptually the first-passage probability is a
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simple idea, its explicit connection to the occupation probability P (x, t) is not
obvious. One can derive the relationship as by first finding P (x, t) in terms of
F (x, t) and then inverting the expression, as described in Ref [144] and outlined
in Appendix A.1.
In the context of search processes however it is more useful to study the
survival probability S(x, t) of the process. This is the probability that the location
x has not been visited up to time t, and is related to the first-passage probability
by




F (x, t′)dt′ , (2.3.9)
or
F (x, t) = −∂S(x, t)
∂t
, (2.3.10)
with S(x, 0) = 1.
Another related quantity is the Mean First Passage Time (MFPT), T (x). This
describes the mean time it takes for the random walker or diffusing particle to
first visit x, and is of particular interest in processes where some quantity is being
transported to a binding or an absorption site. Furthermore, in search processes
this is normally the quantity one wants to minimise, with respect to some control
parameter, in order to optimise the search.




t F (x, t) dt , (2.3.11)
but can also be expressed in terms of the survival probability. One can use the
relationship (2.3.10) between F and S to write







which one can then integrate by parts to find
T (x) = −[tS(x, t)]∞0 +
∫ ∞
0
S(x, t) dt . (2.3.13)
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If one then assumes that t→∞ and S(x, t)→ 0 faster than 1/t, one can integrate




S(x, t) dt . (2.3.14)




S(x, t)e−st dt , (2.3.15)
we see that
T (x) = S̃(x, 0) , (2.3.16)
the Laplace transform of S(x, t) with s = 0. This is a useful connection to make
because the Laplace transform can be used to obtain the (temporal) moments of
S(x, t).
As an example we will now briefly overview the first passage properties of a
diffusive particle which starts at x0 > 0 and is absorbed at the boundary x = 0.







with the absorbing boundary condition
P (0, t) = 0 , (2.3.18)
which models the absorption at the boundary by enforcing zero probability
density there. The solution to this equation [144], by the method of images,
is

















Now the probability F (0, t) of first-passage to the absorbing boundary at x = 0
at time t is simply the probability flux into the boundary at time t:
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t . t−3/2 , (2.3.21)
which diverges. Next, we compute the survival probability S(0, t), the probability
that the particle has not been absorbed. From (2.3.9),



































where the substitution u2 = x20/4Dt
′ was used. When t→∞, erf(t−1/2)→ t−1/2
(see e.g. [24]), and so we have found that the survival probability decays to 0
as t → ∞. This means that the particle will eventually be absorbed at the
origin, but the MFPT (2.3.21) diverges, meaning that the mean time it takes
to do so is infinite! The implications of this result for a one-dimensional search
process is that diffusion, or a random walk, alone is not a very good strategy for
locating a target, because of the diverging MFPT. This has helped motivate the
development of more advanced strategies (see e.g. [13,57–59,119,125,135]) which
go beyond purely diffusive motion.
The first-passage properties of a diffusive process actually vary with dimension





, d < 2
1
ln t
, d = 2
t1−d/2 , d > 2
(2.3.23)
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and




, d < 2
1
t ln2 t
, d = 2
t−d/2 , d > 2
, (2.3.24)
and so a diffusive particle only returns to the origin when d ≤ 2.
2.4 The Asymmetric Simple Exclusion Process
(ASEP)
Diffusion and the random walk, as described above, are single particle descriptions
of a transport process. It is often of interest however to build models of transport
processes with many particles. One such model, conceptually similar to the
random walk and described as a ‘driven diffusive system’, is the Asymmetric
Simple Exclusion Process (ASEP) [22,52].
The ASEP, also sometimes also known as the Totally Asymmetric Simple
Exclusion Process (TASEP), is a very simple model of non-equilibrium transport
that is widely accepted to be “a fundamental model of non-equilibrium statistical
physics” [22]. The model describes a one-dimensional lattice of ‘hard-core’
particles that undergo biased diffusion and spatially exclude each other, which is
the simplest interaction that can be introduced into a model of this type. The
model was first proposed in 1968 by MacDonald and Gibbs [113] as a model for
the synthesis of proteins, DNA and RNA in a process called biopolymerisation.
In the transcription process of RNA, for example, RNA polymerase binds to a
piece of DNA and takes sequential steps along its length, synthesising new RNA
as it goes. Typically, there are many such enzymes on the DNA strand at once,
which causes traffic because RNA polymerase molecules cannot pass through each
other, just as is the case with the exclusion interaction (see e.g. [4]).
The model itself is simple to define. There is a one-dimensional lattice of L
sites containing N particles. If there is a vacant site ahead, a particle can ‘hop’
onto this site from its current site with Poisson rate p, for which p = 1 can be
chosen without loss of generality. The dynamics occur in continuous time, so
there is a probability pdt that a particle which is able to hop forwards will do in
an infinitesimal interval of time dt. If the site ahead is occupied then the particle
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must wait for it to become vacant once more before it can move to it.
There are two distinct types of boundary condition which can applied to
complete the model. The first is a periodic boundary condition. In this case
there is a fixed density of particles, all travelling in the same direction around
a ring of discrete sites. The second boundary condition is an open boundary
condition. In this case, particles enter the system at the first site with rate α and
travel towards the final site, where they leave the system with rate β.
2.4.1 Periodic Boundary Conditions
It is relatively straightforward to find the steady state of the ASEP with periodic
boundary conditions in which there is a uniform current of particles [22]. For a












Ji between sites i and i+1 is the hopping rate p = 1 multiplied by the probability
of there being a particle at site i and a vacancy at site i+ 1. This probability is






the probability of a single configuration given above. Thus, one finds










The fact that the current between each pair of adjacent sites is equal tells us that
J is the steady state current. Furthermore, by taking the thermodynamic limit,
where N,L→∞ with the density ρ = N/L remaining finite, one finds the steady
state current takes the form
J = ρ(1− ρ) . (2.4.2)
pp p
LL-11 2L 1
Figure 2.3: A schematic diagram of the ASEP with periodic boundaries. Particles
hop forwards with rate p, but cannot hop onto a site that is already occupied.
24
2.4. The Asymmetric Simple Exclusion Process (ASEP)
From this expression it is straightforward to calculate the maximum current
Jmax = 1/4 that the ASEP with periodic boundaries can exhibit, which occurs
when the density of particles ρ = 1/2.
2.4.2 Open Boundary Conditions
pα β
LL-11 2
Figure 2.4: A schematic diagram of the ASEP with open boundaries. Particles
enter at the left with rate α, hop to adjacent sites with rate p, and leave a the
right with rate β.
Analysis of the ASEP with open boundaries is not as simple as with periodic
boundaries. The entry and exit rates α and β are equivalent to having an extra
site 0 with density α and another site L+ 1 with density 1− β, with α, β < 1.
The key features of the phase diagram can be extracted from a simple mean-
field theory [22, 44] which assumes that the steady state probability distribution
has a factorised form






1 if site i is occupied0 otherwise (2.4.4)
and the density of particles at site i is ρi = 〈τi〉, the mean occupancy τi. The
function
µi(τ) =
ρi if τ = 11− ρi if τ = 0 (2.4.5)
simply gives the probability that the site i is occupied (µi(1)) or not (µi(0)).
Higher order correlations are neglected in this approximate theory, meaning that
we use the mean-field approximation 〈τiτj〉 = 〈τi〉〈τj〉 = ρiρj, in a similar way as
was used in the DP mean-field theory described in Section 2.2.3.
One can use this factorised distribution to write down a master equation for
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the density ρi at site i. The transition into a state where i is occupied requires
a configuration with τi−1 = 1 and τi = 0. Similarly, a transition out of a state
where i is occupied require τi = 1 and τi+1 = 0. This means we can write
∂ρi
∂t
= µi−1(1)µi(0)− µi(0)µi+1(1) = ρi−1(1− ρi)− ρi(1− ρi+1) , (2.4.6)
where the contributions from the occupancies of the other sites not involved in
the transition have been ‘integrated out’. In the steady state the currents into
and out of a site must be balanced, so we can see from this equation that we have
a mean-field current
J = ρi(1− ρi+1) . (2.4.7)





relating the densities at adjacent sites that can be used to obtain and understand
the phase diagram for the model.










When J < 1/4, these fixed points are real, ρ+ being stable and ρ− unstable, and
lead to the existence of two phases: high density and low density.
Figure 2.5: (Reproduced from [22]) The iterative density mapping in the mean-
field theory for the ASEP. Profiles A and B quickly iterate close to the high-
density fixed point ρ+. Profiles C and D begin infinitesimally close to the low-
density fixed point until close to the right boundary, where they iterate away.
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In the high density phase, densities close to ρ+ are iteratively mapped
according to (2.4.8) arbitrarily close to ρ+. As a result, the bulk density of
particles in the system is approximately ρ+. The exit rate β is equivalent to having
a boundary site ρL+1 = 1− β and so ρ+ = 1− β. The bulk current J = ρ(1− ρ)
and therefore because the bulk density is approximately ρ+, J = β(1− β). Also,
from (2.4.9), J = ρ+ρ−. This means that ρ− = β and, because ρ− < ρ+, we find
that β < 1/2 in this phase. Furthermore, the entry rate α is equivalent to having
a boundary site with ρ0 = α and, because the density started in the region near
ρ+, we find that α > ρ− = β. This means that we see the high density phase
when β < 1/2 and α > β.
A similar argument follows for the low density phase. In this case the bulk
density is ρ− = α, and so the current is J = α(1 − α) in the bulk. This means
that this time ρ+ = 1 − α and the condition ρ+ > ρ− tells us that α < 1/2.
Furthermore, because ρL+1 < ρ+ we find that 1−β < 1−α, and so β > α. Thus
the low density phase exists when α < 1/2, β > α.
There is also a third phase, when J > 1/4, called the maximal current phase.
There are no fixed points in (2.4.8) in this case, but by analysis of the density







in the bulk. In the maximal
current phase it has been shown [70] that the relaxation time τ to the steady
state scales like τ ∼ L3/2, with dynamic exponent z = 3/2. This is the same
dynamic exponent as is seen in the KPZ equation for non-equilibrium surface
growth (Section 2.6.2) and highlights the connection between the two, as will be
discussed in Section 2.6.3. This same dynamic exponent z = 3/2 has also been
found in the ASEP with periodic boundaries [47].
The three phases can be also be extracted by applying a phenomenological
theory of kinematic waves, first developed in order to study traffic flow [112].
Without going into details (see [22]), what this theory tells us is that the phases
can be described in terms of the dynamics of a shock front, a discontinuous
boundary between a region of high and low density. In the low density phase,
when α < 1/2 and α < β, this shock front propagates towards the right boundary,
and thus the region of lower density α propagates from the left boundary into the
bulk. In the high density phase, the opposite happens and the shock propagates
to the left boundary, causing the bulk to have density 1−β. When α = β < 1/2,
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Figure 2.6: (Reproduced from [22]) The phase diagram for the ASEP predicted
by the mean-field theory. The discontinuous-transition line between the high-
density (HD) and low-density phases (LD) is indicated by the bold line. The
transition between HD/LD and the maximal current (MC) phase is continuous.
the system is in the coexistence phase and the shock front is stationary somewhere
in the bulk, with density α < 1/2 to the left and density 1−β > 1/2 to the right.
Beyond this phenomenological analysis, in the stochastic model what actually
happens is that the shock front performs a random walk, or diffuses, through the
bulk and its average position is stationary [22].
In fact the ASEP can be solved exactly by analysis of matrix product states
[46], and it can also be shown that it exhibits two different kinds of phase
transition [52]. From the low- and high-density phases the transition to the
maximal current phase is continuous, with a discontinuity in the second derivative
of the current. The transition between the low- and high-density phases however
is discontinuous. In this case the current is continuous but there is a discontinuity
in both the bulk density of the current and the first derivative.
There are also some interesting generalisations of the ASEP which have been
studied in detail. For instance, in the Partially Asymmetric Exclusion Process
(PASEP) particles hop to the right with rate p but can also hop to the left with
rate q (see e.g. [23, 71, 148, 149]). There have also been studies of the ASEP
with second class particles, which have exhibited shocks in the particle density
and long-range correlations in the positions of the second-class particles [45, 48].
Similarly the density profile and phase diagram of the ASEP on a ring with a
single defect particle have been calculated [150]. Furthermore, in studies with a
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single defect particle [94, 95] and with equal densities of two species of particle
[6, 7] the phenomenon of spatial condensation of particles is observed. Spatial
condensation is a key feature of the model discussed next in Section 2.5.





Figure 2.7: Schematic diagram of the ZRP. One particle from a site containing n
hops to the next site with rate u(n).
The Zero-Range Process (ZRP) is a model of transport of discrete mass units
in discrete space and continuous time [55,56], which is closely related to the ASEP.
Like the ASEP, single mass units, or particles, ‘hop’ between sites. Unlike the
ASEP, there is no exclusion between particles, meaning there is no limit to how
many particles are allowed to be on any one site at any one time, and particles
hop with a Poisson rate u(nl), which depends only on the occupancy nl of the site
l that is being hopped from. The simplest ZRP set-up is on a one-dimensional,
periodic lattice of L sites and N particles, with particle density ρ = N/L, where
the particles are only allowed to hop in one direction.
One motivation for studying the ZRP is its mapping onto the ASEP [56] in
one-dimension. In this mapping, the sites in the ZRP are identified as particles
in the ASEP, and the number of particles on a site in the ZRP represents the
number of vacant sites between the corresponding ASEP particle and the next.
The ZRP can then be used to study the ASEP with the condition that the hop
rates are no longer constant, but depend on the gaps between one particle and
the next. This type of formalism has found applications in various contexts,
such as in the bus route model [133], a two-species driven system which describes
the jamming of ‘sticky’ particles or gelling fluid, and another two-species driven
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diffusive system where the ZRP hopping is analogous to the current through
domains of particles [53]. It has also been used to find a general criterion for phase
separation in driven, density conserving, one-dimensional driven systems [100].
An important and useful property of the ZRP, which makes it amenable
to analysis, is that the steady state probability distribution P ({nl}) of the




















which plays the same role as an equilibrium canonical partition function, and is







, n > 0 , f(0) = 1 . (2.5.3)
This form of f(n) can be found by substituting P ({nl}) from (2.5.1) into the






which can be iterated to find (2.5.3), where f(0) = 1 can be chosen without loss
of generality.
2.5.1 Condensation
Another interesting property of the Zero-Range Process is that under certain
conditions it exhibits a transition to a phase with real space condensation, where
a single site contains a finite fraction of the total number of particles in the
thermodynamic limit [55, 56]. Condensation phenomena are of broad interest as
they are seen in a wide range of contexts, such as economic models [34], traffic
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flow [37,102,111,133], and complex networks [5, 104].
In the ZRP, the existence of a condensate depends on the behaviour of
the function f(n), the details of which depend on the exact choice of u(n).
Condensation in the ZRP also has some similarities to Bose-Einstein (BE)
condensation, which we briefly review in Appendix A.2. However, in the ZRP
condensation takes place over spatially equivalent sites and there is no site
selection preference, whereas BE condensation occurs in state space, and the
ground state is always selected. Another important difference is that there is no
grand-canonical condensation in the ZRP [56].
The nature of the condensation transition can be revealed from analysis of























where F ′(z) = ∂F/∂z.
The right hand side of (2.5.8) can be shown to be an increasing function of
z, so as one increases z, one increases the average density ρ. However, the sum






is the maximum average density which can be specified by a choice of z. If ρc
is infinite then there is always a solution for z for any density ρ. If, however, ρc
is finite then for ρ > ρc there is no solution, and the excess L(ρ − ρc) particles
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form a condensate. Thus, the existence of a condensation transition depends on
whether or not ρc is finite or infinite.
This condition can be used to find a condition on the hop rate u(n) which
would allow for condensation. F (β) converges, so the convergence of ρc depends
on the convergence of the sum βF ′(β) =
∑∞
m=0mβ
mf(m); if this quantity
converges then ρc has a finite value and we have a condensate. We can use











By the ratio test (see e.g. [24]), for βF ′(β) to converge we require that in the
limit n → ∞ the ratio (2.5.10) is greater than 1, which is satisfied if it decays















which tells us that we have condensation as long as u(n) decays slower than








then we find that a condensation transition occurs when 0 < α < 1, and for b > 2





can be found exactly [75, 76].
The condensate phase has been studied extensively and it has been found
to have many interesting properties. At lower occupancies n the occupancy
distribution p(n) scales like a power law p(n) ∼ n−γ, but at higher occupancies
the distribution exhibits a Gaussian ‘bump’, representing the contribution to
p(n) from the condensate [115]. The area under the Gaussian bump representing
the condensate is 1/L, which indicates that the condensate occupies a single
site, but it has also been proved rigorously that this is the case [76]. When
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Figure 2.8: Illustration of the correspondence between the ZRP, ASEP, and KPZ
interface.
one is at the critical density itself, p(n) ∼ n−γ with no additional condensate
piece, and in the fluid phase, below the critical density p(n) decays exponentially,
p(n) ∼ exp(−n/n∗). Starting from a homogeneous initial distribution of
particles, the steady state condensate phase is reached via a non-trivial process
of coarsening [133]. In the steady state itself the condensate is essentially
static, but after residing at the same point in space for a long period it can
dissolve due to a large fluctuation and reform somewhere else [75]. As will
be discussed further in Chapter 4, many variations of the ZRP have been
developed and studied which exhibit a condensate phase which is not static
but moves through the system. This movement can happen in many ways, for
example diffusively [110,116,117,140,141], with a ‘slinky-like’ motion [85–87], or
ballistically [62,172,174].
In the next section, Section 2.6, we discuss stochastic modelling of interfacial
growth. A non-equilibrium, growing interface appears to be a very different kind
of transport process to the ZRP but, as will be discused in Section 2.6.3, the
dynamics of a growing interface can also be linked to the ASEP (Figure 2.8).
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2.6 Interfacial Growth
The growth of an interface is a dynamic process which appears in a variety of
contexts, and the physical shape of an interface, whether between two materials
or encapsulating one, can have interesting properties. Interfaces are seen, for
example, when: soaking up a liquid with a porous material, like tea with kitchen
towel; on a piece of paper, burnt at the edges; in the surfaces created by
molecular beam epitaxy; at the edges of a bacterial colony, growing outwards
from a Petri dish. All of these can show a familiar, rough surface or interface.
It is of great interest the classify and understand the shapes and properties of
such structures, once formed and during the dynamic processes of formation and
continued growth. We will now introduce some of the theory behind interfacial
growth, with particular focus on the Edwards-Wilkinson (EW) equation and the
Kardar-Parisi-Zhang (KPZ) equation. A good text on the subject, from which
we draw on extensively in this section, is Ref [12], and two comprehensive reviews
can be found in Ref [79] and Ref [105].
Two important properties of interfaces that can be measured and analysed
are their mean heights and their widths. A one-dimensional interface is one
which has only one spatial dimension in its domain x and has a height h(x, t)
above the surface at x which evolves in time, t. In general, though, one can
have a higher dimensional interface with height h(~r, t) above some point ~r on a
higher-dimensional surface. For simplicity, we will discuss only one-dimensional
interfaces and, furthermore, we will discuss interfaces in terms of a set of heights




h(l, t) . (2.6.1)
The rate of change of the mean height could describe the rate of deposition of
atoms, or the rate at which a bacterial colony is growing outwards. Perhaps a
more interesting measure, the width W (t) of an interface is simply the root mean
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The width characterises the roughness of an interface. A very smooth interface
will have very small fluctuations from the mean height along its length, and thus
the width will be small. An interface with a large width is one where the root
mean square variations in height from the mean height are large, and as such the
interface is rough.
The strategy for classifying different kinds of interface that we will discuss
here is to study the scaling of the interface properties. In this way, no matter
what the microscopic physical details are, one can look at the generic fundamental
properties of different interfaces and try and group them into universality classes,
within which all the members exhibit the same scalings of certain properties. In
particular, we will discuss the scaling of the width, with respect to time t and the
interface size, or length, L. Understanding how an interface’s morphology scales
with a certain length scale, in this case the interface length L, is an important
idea. If one where to look at the side of a snow capped mountain range from close
up, its surface might look very smooth. At a distance however, it would probably
look very jagged and rough. It’s clear then that describing the roughness of an
interface only makes sense if one gives due consideration to length scales [12].
A simple model for the growth of a non-equilibrium interface is the Ballistic
Deposition (BD) model, which had early applications as a model for the
sedimentation volume of colloids (e.g. [171]) and has since been studied in the
context of surface scaling properties [9,64,99]. In one-dimension, there is a (flat)
lattice of L sites, onto which a particle is dropped from above. The site above
which the particle is dropped is chosen at random and the particle travels in a
straight line downwards. The particle either sticks to the first particle it makes
contact with, whether sticking to another at its side or by coming down to rest on
the highest particle on the site it has been released above (see Figure 2.9). The
height at site l is then measured to the highest point in the column of particles
above it, even though the column may contain some gaps where there are no
particles.
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Figure 2.9: Schematic diagram of Ballistic Deposition (BD). New particles
dropped onto the surface stick to the first particle they come into contact with.
(Inspired by figure in Ref [12].)
Typically, when one plots the time evolution of the width of the growing
surface from an initially smooth state, one sees the growth profile is characterised
by two regions. In the first, the width grows as a power of time, like
W (L, t) ∼ tβ , (2.6.3)
where β is known as the growth exponent. Then the second region is seen after
some crossover time, tc, where the width saturates to its (time-independent)
saturation value
Ws ∼ Lα , (2.6.4)
where α is known as the roughness exponent. There is typically also a third
exponent, z, known as the dynamic exponent which characterises the crossover
time
tc ∼ Lz . (2.6.5)
After collecting data from different system sizes L, one can perform a collapse
of this data to learn more about the functional form of the width W . First,
by plotting W (L, t)/Ws(L), one will see that all the interface data saturates at
the same value. Similarly, by plotting W (L, t) against the rescaled time t/tc(L)
one will see that the data sets saturate at the same rescaled crossover time.
By performing both scaling procedures together, we find that the data sets will
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collapse onto each other, and have the functional form
W (L, t) ∼ Lαf(t/Lz) , (2.6.6)
where the scaling function f(u) behaves like
f(u) ∼
uβ , u 1const. , u 1 (2.6.7)
The expression (2.6.6) is commonly known as the Family-Vicsek scaling relation
and it describes the finite size scaling of an interface [64].
One can also find a scaling law for this scaling function (2.6.6) that relates
the three exponents α, β and z, which are not independent, by considering
the crossover time tc. Approaching tc from earlier times, W (L, tc) ∼ tβc , but
approaching from later times W (L, tc) ∼ Lα. Because W is continuous, these
expressions must be equivalent. Thus, using tc ∼ Lz,






In fact, this scaling law holds for any system which has the scaling relation (2.6.6),
not just the BD model. For the BD model, numerical simulations [9, 120] have
been used to measure the exponents to be
α = 0.47± 0.02 , β = 0.33± 0.006 . (2.6.10)
The L dependence of the saturation width and the crossover time is called
a finite size effect and has its origins in the correlations between the heights
along the interface. One can define a correlation length ξ, the characteristic
distance along the interface over which the heights are correlated. As the interface
grows, ξ grows with time, but it cannot grow indefinitely because there can be
no correlations over length scales greater than L. At tc itself, tc ∼ ξz, because
ξ ∼ L, and so ξ(tc) ∼ t1/zc . This relationship actually holds for t < tc [12] and
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thus
ξ ∼
t1/z , t tcL , t tc . (2.6.11)
2.6.1 The Edwards-Wilkinson (EW) Equation
To attempt to calculate the scaling exponents α and β analytically, one can
attempt to write down a stochastic growth equation to describe the evolution of
the height in the form
∂h(x, t)
∂t
= G(h, x, t) + η(x, t) , (2.6.12)
where G(h, x, t) is a general function which includes derivatives of h(x, t) and
η(x, t) is the white noise term, which has the properties
〈η(x, t)〉 = 0 , 〈η(x, t)η(x′, t′)〉 = 2Dδ(x− x′)δ(t− t′) , (2.6.13)
meaning its average contribution to the rate of change of the height is zero, and
it is uncorrelated in space and time.
The simplest such equation which is used to describe a growing interface is






+ η(x, t) , (2.6.14)
which is presented here in one-dimension, but can be generalised to higher
dimensions. The term ν ∂
2h(x,t)
∂t2
has the effect of smoothing the interface and
so ν is often referred to as the surface tension. It is important to note that this
term smooths the interface by ‘redistributing’ the height while leaving the mean
height unchanged. This means that the EW equation describes an equilibrium









= 0 , (2.6.15)
because 〈η(x, t)〉 = 0 and with periodic boundary conditions the integral of the
surface tension term is also zero on average.
Although this equation describes an equilibrium interface, starting from flat
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initial conditions it still displays similar scaling features to the BD model. At
early times the width W ∼ tβ and it eventually saturates to Ws ∼ Lα.
An object which has some inherent randomness in its shape can exhibit
statistical similarities in its shape at different length scales. Such shapes are
described as being self-affine, which means that upon the application of some
anisotropic rescaling of its dimensions its shape remains statistically the same, or
invariant [12]. We can apply this description to a random interface described by
the EW equation. By rescaling x by some scaling factor b, such that
x→ bx , (2.6.16)
and by rescaling the height as
h→ bαh , (2.6.17)
one should find that the new, rescaled interface is statistically indistinguishable
from the original. Furthermore, to compare the dynamics of the rescaled interface
with the original we must also rescale time
t→ bzt . (2.6.18)






+ b−α−(1−z)/2η(x, t) . (2.6.19)
The rescaling of the derivatives is clear, but the rescaling of the noise term η
comes from a rescaling of the correlation function
〈η(bx, bzt)η(bx′, bzt′)〉 = 1
bz+1
〈η(x, t)η(x′, t′)〉 , (2.6.20)





and assumed that η rescales like the square root of (2.6.20). By demanding that
the rescaled interface be statistically identical to the original, the EW equation
must by invariant under this transformation of variables. Thus, there should be
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no dependence on the choice of scaling factor b in (2.6.19), meaning that each
exponent of b should be equal to zero. This leads to two equations
z − 2 = 0 , α + (1− z)
2
= 0 , (2.6.21)
from which we can calculate the scaling exponents







These are the results for the one-dimensional EW equation, but the procedure
above can be generalised to any dimension d [12] to find







In fact, the exact solution to (2.6.14) can be found using Fourier transforms
in both space and time [131] to find










u1/2 u→ 0const. u→∞ , (2.6.25)
from which the same scaling exponents (2.6.23) can be calculated.
These scaling exponents (2.6.23) characterise the EW universality class of
equilibrium interfaces, but comparing these to the measured BD scaling exponents
(2.6.10) we can see that the EW model does not accurately predict the growth
exponent β, and so BD is not in this universality class. One key aspect of the
BD model that the EW equation does not capture is its non-equilibrium property
which comes from the “sticking” effect, where particles adhere to the first part of
the surface they encounter, whether or not it is the top of the column they are
falling towards. A feature that is modelled by the sticking is the effect of lateral
growth, where the interface grows in the direction of the local normal.
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2.6.2 The Kardar-Parisi-Zhang (KPZ) Equation
This insight that the lateral growth is significant was presented by Kardar, Parisi
and Zhang in the paper describing their formulation of the eponymous Kardar-
Parisi-Zhang (KPZ) equation [101]. For growth which occurs in the direction
of the local normal of the surface with velocity v, the distance grown in an
infinitesimal time step δt is vδt. This distance forms a right-angled triangle with
hypotenuse δh, the distance grown in the ‘height-direction’, and the remaining
side of length vδt(∂h/∂x). Using the Pythagorean theorem, one can write down

















When |∂h/∂x|  1 this can be expanded to find
∂h(x, t)
∂t







This tells us that to capture the non-equilibrium effect of lateral growth, one
must include a non-linear term (∂h/∂x)2 in the growth equation (2.6.14). This













+ η(x, t) , (2.6.28)
where λ/2 is the conventional constant prefactor. The non-linear term makes
the equation describe non-equilibrium growth because it breaks the symmetry in
the h direction. This means that the growth equation is now no longer invariant









is now non-zero (unless the interface is flat).
Calculating the scaling exponents predicted by the KPZ equation cannot be
done using the same technique as given above for the EW equation because in this
case the constants ν, λ and D do not renormalise independently of each other.
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Figure 2.10: Schematic diagram showing the geometric relationship between
growth in the direction of the local normal of the surface normal and the
associated increase in height. (Inspired by illustration in Ref [12].)
In fact, no one has yet been able to calculate the KPZ exponents exactly
in dimensions d > 1, and only numerical measurements exist [3, 12]. In one
dimension however, one can calculate the exponents by approaching the problem
from multiple angles.
The first step is to notice that the height in the KPZ equation maps to the










v = −∂h(x, t)
∂x
, (2.6.31)










Because there is a direct mapping, the scaling exponents for the burgers equation













This derivative should remain invariant under rescaling, which gives us the
relationship
α + z = 2 . (2.6.34)
To find another relationship between the exponents, we first consider the
scaling relationship
bαh(x) ∼ h(bx) (2.6.35)
which is described by (2.6.16) and (2.6.17). A consequence of scale invariance is
that
∆h(∆x) ∼ (∆x)α , (2.6.36)
where ∆h(∆x) ≡ |h(x2) − h(x1)| and ∆xα ≡ |x2 − x1|α. That is, the height
difference between to points scales as a power α of the separation distance. Now,
consider a random walk which moves upwards or downwards with probability
p = 1/2 at every time step t. This is one of the simplest self-affine random
structures, and as such obeys the scaling relationship (2.6.35) [12]. As discussed
in Section 2.3, the probability of being at position y after t steps (for large y, t)
is










From this equation, one can calculate the standard deviation
〈(y(t2)− y(t1))2〉1/2 ∼ |t2 − t1|1/2 . (2.6.38)
Now, consider mapping the time coordinate t onto the interface length coordinate
x, and the space coordinate y onto the interface height coordinate h. One can
see then that generically,
〈∆h2〉1/2 ∼ (∆x)1/2 , (2.6.39)
which implies that α = 1/2 for any interface which is invariant under the rescaling
(2.6.35). This scaling relation is obeyed by the EW equation, and the random
walk prediction for α agrees with that calculated in (2.6.23). Furthermore,






for the KPZ in one-dimension.
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for the KPZ in one-dimension. There are other methods for calculating the
exponents in one-dimension which agree with this result [26, 154] and in d = 2
compare well with numerical measurements made for higher dimensions [3] (see
Table 2.1).
d α β z
1 1/2 1/3 3/2
2 0.38 0.24 1.58
3 0.30 0.18 1.66
Table 2.1: The KPZ exponents in dimensions d = 1, 2, 3. d = 1: analytic results
[12]. d = 2, 3: numerical results [3].
2.6.3 Connection to the ASEP
The KPZ interface actually has a strong connection to the ASEP described in
Section 2.4. There is a direct mapping [52, 105, 120] between the occupancy τi
of site i in the ASEP and the slope between sites i and i + 1 in a discrete KPZ
interface:
hi+1 − hi = 1− 2τi . (2.6.42)
In this representation a site i in the ASEP which is occupied by a particle (τi = 1)
represents a downwards slope, hi+1−hi = −1, in the interface between site i and
site i + 1, and a vacancy in the ASEP represents an upwards slope in the same
way. A particle hop from site i−1 to site i in the ASEP corresponds to the slope
between sites i− 1 and i switching from down to up, and the slope between sites
i and i+ 1 switching from up to down. Thus, when an ASEP particle hops from
i − 1 to i, the interface height hi increases by 2. This means that the rate at
which hi increases is twice the current through ASEP bond i → i + 1, and the
average interfacial growth velocity is
v = 2J . (2.6.43)
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For an interface with periodic boundaries, the total number of up slopes must be
the same as the total number of down slopes, which is equivalent to having an
ASEP on a ring with particle density ρ = 1/2. The current in the ASEP on a
ring is J = ρ(1 − ρ), and so we can immediately see that the interfacial growth
rate is 1/2.
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Chapter 3
Partial Absorption in a Diffusive
Search Process
3.1 Introduction
Diffusion is a simple example of a transport process and is a natural choice for
the mechanism to underlie a search process, where, from a starting location, a
searcher is transported to the target it is searching for. In this chapter I present a
simple model for such a process. As a strategy for locating an absorbing boundary
(the ‘target’), a particle (the ‘searcher’) undergoes diffusive motion on the real
line and stochastically ‘resets’ its position to an arbitrary, but uniquely defined,
position.
This model was studied in detail in [57–59] for a system with a ‘totally
absorbing’ target, in the context, for instance, of a strategy one might employ to
find one’s keys. If your keys are not in the usual location, as a strategy to find
them you might ‘diffuse’ around the room, house, office, or wherever you might
be, occasionally returning to the usual key location if unsuccessful to start the
process again. I extend this model to the case where the target is only ‘partially’
absorbing. What this means is not that some fraction of a single searcher gets
absorbed, but rather that upon reaching the target there is a probability that it is
absorbed, and if it is not it continues its motion. This modification of the original
model is easy to motivate in the context of searcher-target relationships where
the mutual detection is imperfect. In the example with keys, this may represent
the chance that you did not notice your keys when they were right in front of you.
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The results of this chapter have been published in Ref [175].
3.1.1 Background and Motivation
In dimensions d ≤ 2 a diffusing (point) particle is certain to return to its origin
eventually, but the mean time it takes for this to happen diverges [144], because
of the contributions to the mean of trajectories which take the particle infinitely
far away. Therefore, a purely diffusive search strategy will be impractical, even
if it theoretically guarantees success. Better search strategies typically involve
a mixture of local steps and long-range moves [13]. In defining these strategies,
the local part of the search is often taken to be a diffusive process, whereas the
long-range moves can take more varied forms, such as being drawn from some
Lévy distribution [135] or being the stochastic process of ‘resetting’ the search to
some preferred position [57, 58, 119, 125]. A search process can then be modelled
as a random walker that also incorporates one or more of these long-range moves,
and is absorbed by the target when it arrives at the target’s position.
Search processes can also involve ‘many-body’ effects, such as there being
many searchers, many targets, or both. Systems of this type have been studied for
many years in the reaction kinetics literature [28–30, 169], focusing in particular
on large numbers of two species of particles, which react and/or annihilate upon
contact, as well studies of systems of many diffusing particles and many static
or mobile traps [2, 108, 164] . In the general search process context there has
also been interest in systems with many targets and a single searcher [21,31] and
many searchers and a single target [20, 59].
One simplification inherent in this description is that absorption occurs
instantaneously: the searcher instantaneously interacts with the target upon
contact. Of course real searches are less reliable and other factors come into
play. For example, human or animal error may occur in foraging or searching
for a face in a crowd, or there may be stochasticity in the biochemical binding
reaction of a protein searching for a target promoter site on a length of DNA [156].
In the context of chemical reactions, ionic recombination processes take a finite
time during which the two reactants will have the opportunity to move away
from each other [147]. Furthermore, in certain situations the target itself may
switch stochastically between states that are visible or invisible to the searcher,
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for example a fleeing prey hiding from a predator, or a binding site that switches
from being available to unavailable through external factors.
As such, in this chapter I investigate the effect of stochastic or ‘partial’
absorption of a searcher at the target, particularly in the context of the model
of diffusion with resetting presented in [57, 58]. I calculate the Mean Time to
Absorption (MTA) of a searcher at the target, and investigate the robustness
of the results of [57, 58] to partial absorption. I find that generally for high
absorption rate the changes are small, so that the results are indeed robust to
the previous work. However, the changes in some properties are more significant
than others. For example the MTA differs from the Mean First Passage Time
(MFPT), the mean time to absorption at a totally absorbing boundary, by an
additive constant whereas the survival probability of the target decays with time
exponentially with a rate that depends on the absorption rate.
3.2 Model
The model search process that I study, an extension of the model described
in [57,58], and illustrated in Figure 3.1, is a diffusive particle with initial position
z, which stochastically resets its position to a predetermined, uniquely defined
location x0. At the origin, x = 0, is the target that the particle is searching
for. To better understand the construction of the model I will first briefly review
the dynamics in the case where the absorption at the boundary is is perfect,
called ‘total absorption’. Then I will present the model, where I introduce the
feature that the boundary is imperfectly or ‘partially’ absorbing. The difference in
the absorption properties at the boundary (target) is specified by the boundary
conditions, which I will discuss in Section 3.2.3. An interesting feature of the
model is the emergence of dimensionless quantities that relate the dynamical
processes to each other. These will appear naturally later in the calculations, but
for convenience will be presented first in Section 3.2.4.
3.2.1 Total Absorption
In the process with total absorption [57] the diffusive searcher is instantly
absorbed upon contact with the target without fail, and stochastically resets
its position to its initial position x0. The master equation for the probability
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− rp(x, t|x0) + rδ(x− x0) , (3.2.1)
with initial condition p(x, 0|x0) = δ(x − x0). On the right hand side of this
equation, the first term represents the diffusive motion of the particle, with
diffusion constant D. The second term represents loss of probability density
from all space x which is a consequence of the particle stochastically resetting its
position to x0 with rate r, and the final term represents the gain of probability
density at x0 as a consequence of this resetting. To impose the effects of total
absorption at the boundary, at x = 0, one uses an absorbing boundary condition
p(0, t|x0) = 0 . (3.2.2)
Setting aside this boundary condition for the moment, it is straightforward












and 1/α0 is the typical distance diffused between reset events.
To calculate the Mean First Passage Time (MFPT), the mean time it takes
for the particle to be absorbed at the boundary, one first calculates the particle’s
survival probability, q(x0, t). This is the probability that, up to time t, a
particle which began at x0 has not been absorbed. The master equation for
this probability is derived as follows [57].
Considering the survival probability q(z, t + ∆t) at time t + ∆t of a particle
which originated at z, the history of the particle is split into two intervals: [0,∆t]
and [∆t, t + ∆t]. There are two possible events which can occur in the first
interval: either the particle resets its position to x0 with probability r∆t, or it
diffuses to a new position z + ε with probability 1 − r∆t. In the first case, the
particle’s survival probability at the end of the second interval will simply be
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and at the end of the second interval the survival probability will be∫
dεP (ε)q(z + ε, t) . (3.2.6)
Thus the total survival probability at t+ ∆t is
q(z, t+ ∆t) = r∆t q(x0, t) + (1− r∆t)
∫
dεP (ε)q(z + ε, t) . (3.2.7)
From this one can write
q(z, t+ ∆t)− q(z, t)
∆t
= rq(x0, t)− r
∫





dεP (ε)(q(z + ε, t)− q(z, t)) . (3.2.8)
The Gaussian distribution for ε means that
〈ε〉 = 0
〈ε2〉 = 2D∆t , (3.2.9)
which can be used after expanding q(x+ ε, t) in terms of ε to find
q(z, t+ ∆t)− q(z, t)
∆t










− rq(z, t) + rq(x0, t) (3.2.11)
is obtained.
The absorption at the origin gives rise to the boundary condition q(0, t) = 0,
which ensures that the particle does not survive if it meets the origin. Similarly,
one has the initial condition q(z, 0) = 1 which says that initially, the particle has
not been absorbed by the target. It is important to note that these conditions
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are incompatible if z = 0. One must assume that the particle’s initial position
doesn’t coincide with the target location for the analysis to be meaningful.
From this master equation, and the initial and boundary conditions, one




[1− e−α0|z|] . (3.2.12)
This MFPT has an intuitive dependence on the resetting rate r. First, when
r → 0, T (z) diverges. This is just a reduction to the purely diffusive searcher, for
which T (z) is known to diverge owing to the possible diffusive trajectories which
take the searcher infinitely far from the target. Secondly, T (z) diverges as r →∞
as well. In this case, the particle is effectively pinned to the resetting position as
the characteristic distance diffused between resets, 1/α0, goes to 0. Finally, T (z)




= 1− eθ∗ . (3.2.13)







Figure 3.1: Schematic diagram of the system studied. The particle starts at z
and diffuses (diffusion constant D) along the x axis. With rate r it stochastically
resets to x0, and when it reaches the target location xT (in this case 0) it is
absorbed at a rate proportional to a.
3.2.2 Partial Absorption
We now return to the definition of the model (Figure 3.1). Just as in the
model described above and in [57, 58] the searcher is a diffusive particle which
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stochastically resets its position, except now the particle might not be absorbed
on arrival at the target at the origin. The probability density, p(x, t|z), of the
particle being at position x at time t after having started from initial position z







− rp(x, t|z) + rδ(x− x0)− ap(0, t)δ(x) . (3.2.15)
This final so-called sink term represents the partial absorption process at the
origin, and is used instead of a boundary condition. The particle is absorbed
with rate aδ(z), where the constant a has dimensions of velocity and we refer
to it as the absorption velocity. It can be shown [163, 176] that a sink term of









p(0, t) . (3.2.16)
As I will discuss, a radiating boundary absorbs only part of the probability or
particle flux and reflects the remainder, and so naturally describes a partially
absorbing boundary.
In principle the diffusion equation can be solved with the radiation boundary
condition by using the appropriate Green function, but it may be that this Green
function is difficult to find, and so it may be more convenient to use a sink term
instead. In general terms, a sink term represents the loss of probability density
from a region of space as a consequence of absorption, attenuation, or some other
similarly natured process.
To see the equivalence between the radiation boundary condition and the
sink term explicitly refer to Ref [163,176] and to Appendix B where I present the
calculation. What one finds is that a sink term of the form
−aδ(x)p(x, t) (3.2.17)
in a master equation of the form of (3.2.15) is equivalent to the radiation boundary
condition (3.2.16).
In order to learn about the processes of searching for and finding the target,
I study the survival probability q(z, t) of a diffusive searcher (particle) after time
t given that it started at position z. This is the probability that the searcher
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has not found, or been absorbed by, the target. It is convenient to work with







− rq(z, t) + rq(x0, t)− aq(0, t)δ(z) . (3.2.18)
Again, this is the same master equation as (3.2.11), except with the additional
sink term in lieu of the boundary condition. I will proceed in my calculations
with this equation, using the sink term in the master equation instead of applying
a boundary condition to the solution.
3.2.3 Absorption and Boundary Conditions
Before presenting the calculations with this model, I first elucidate the nature
the boundary condition. The most commonly studied boundary condition in the
diffusive process literature is the totally absorbing boundary condition wherein,
once the particle meets the boundary, it is certain that the particle is absorbed
and leaves the system instantaneously. The totally absorbing boundary condition
is therefore defined in terms of the probability density p(x, t) of the particle at
the boundary xB as
p(xB, t) = 0 . (3.2.19)
To describe a system which includes a ‘reflecting wall’, it is natural to use
what is commonly referred to as the reflecting boundary condition. Here, because
all particles which try to reach the boundary location are reflected back away
from the boundary, the net flux into the boundary site is zero. This means that





= 0 . (3.2.20)
In the reaction kinetics literature a partial reaction is often modelled by a
so-called radiation boundary condition where the probability density flux into the
target site is proportional to the probability density at the target site [16,144,147].
A radiating boundary exhibits properties of both an absorbing boundary, where
the probability density at the boundary or target site xB is 0, and a reflecting








= kp(xB, t) . (3.2.21)
The constant k is a parameter which characterises the boundary. In the limit
k → 0, the reflecting boundary condition is recovered. In the limit k → ∞, the
totally absorbing boundary is recovered. As can be seen in Appendix B.1, for






as given in (3.2.16).
3.2.4 Significant Dimensionless Quantities
Throughout the following calculations two dimensionless variables, with straight-
forward physical interpretations, will repeatedly be present.










where we have used the definition of the length scale 1/α0 =
√
D/r, the typical
distance diffused between reset events, as given in (3.2.4). The length D/a is
equivalent to the attenuation length in a composite medium [144]. The composite
medium is used to model the the propagation of light in turbid media such as
concentrated suspensions or human tissues [173]. In this medium there is a
boundary at x = 0, in the region x > 0 particles can undergo free diffusion,
and for x < 0 the density of particles is attenuated [16]. It can be shown for
this system that the probability density within the attenuating region decreases
linearly to 0 at the depth x = −D/a = −l, hence we refer to l as the attenuation
depth. This furnishes a physical interpretation of the characteristic length scale
D/a, and thus the dimensionless variable φ0 represents the ratio of these two
length scales. In all the results the dynamics of the totally absorbing system
are only modified in terms of this ratio and not the absolute strength of the
imperfection which has been introduced to the target.
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The second, providing a notion of distance in the system, is
θ = α0|x0| . (3.2.24)
This quantity measures the ratio of the characteristic diffusion length 1/α0 to the
distance of the resetting position x0 from the target, which is the origin in this
case.
3.3 Survival Probability Calculation
To solve the master equation (3.2.18) for the survival probability with partial
absorption we perform the Laplace Transform on the variable t. We define the




q(z, t)e−stdt , (3.3.1)
and use this definition with the initial condition q(z, 0) = 1 to take the Laplace




− (r + s)q̃(z, s) = −1− rq̃(x0, s) + aq̃(0, s)δ(z) . (3.3.2)




− (r + s)q̃(z, s) = 0 , (3.3.3)
which yields
q̃(z, s) = Aeαz +Be−αz , (3.3.4)
where






and α(0) = α0 as defined in (3.2.4). From the full equation (3.3.2), for z 6= 0, we
find the particular solution
q̃(z, s) = Aeαz +Be−αz +




3.3. Survival Probability Calculation
We require that our solution be finite in the limits z → ±∞, which implies
separate solutions q̃+(z, s) and q̃−(z, s) for the regions where z is greater than
and less than zero respectively. Using the required continuity at z = 0 to find
that A = B, we obtain the result
q̃±(z, s) = Ae
∓αz +
1 + rq̃(x0, s)
r + s
. (3.3.7)
Now we can use the discontinuity in the derivative which comes from the delta
function in (3.2.18) to find A. We integrate (3.3.2) with respect to z over a small







= −2ε(1 + rq̃(x0, s)) + aq̃(0, s) . (3.3.8)





= −2αAe−αε . (3.3.9)










1 + rq̃(x0, s)
r + s
. (3.3.11)




1 + rq̃(x0, s)
r + s
. (3.3.12)
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Thus, we have derived the form Laplace transform of the survival probability. As
will be discussed in Section 3.4, q̃(z, s) is used to determine the Mean Time to
Absorption of the searcher by the target, as well as being a route to calculating
q(z, t) itself.
3.3.1 Inverting the Laplace Transform
To find the full solution for the survival probability q(z, t) one would need to
invert (3.3.17). This is generally difficult to do, so instead we examine the long
time behaviour only, which simplifies the inversion. As illustrated in Fig. 3.2,
the analytic structure of this function in the complex s plane is a branch point
s = −r, which comes from the square root of r + s in α, and a simple pole at
s = s0 which satisfies
s0(1 + 2φ(s0)) + re
−α(s0)|x0| = 0 , (3.3.18)
where
−r < s0 ≤ 0 . (3.3.19)
We can look for solutions in the t→∞ limit by noting that for large t the sum
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Figure 3.2: Sketch of the singularities of the function (3.3.17) in the complex s
plane.
of the residues will be dominated by the pole with the largest (most positive) real
part, which in this case is s0. Thus, in the large time limit, the residue from s0






q̃(z, s)estds , (3.3.20)
(where c > Re(s0) is some real constant) for this function. For convenience we
consider the case where the initial position coincides with the resetting position,
z = x0, which is the initial position for all the dynamics following the first
resetting event. In this case






For further convenience, we make a change of variable
s = r(u− 1) . (3.3.22)
Under this substitution
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and equation (3.3.18) becomes
(u0 − 1)(2φ0
√
u0 + 1) + exp (−θ
√
u0) = 0 , (3.3.26)
where we have used θ = α0x0 as defined in (3.2.24). Now we can write
q(x0, t) ' er(u0−1)t lim
u→u0
[
(u− u0)(1 + 2φ0u1/2 − e−θu
1/2
)
(u− 1)(1 + 2φ0u1/2) + e−θu1/2
]
. (3.3.27)
















0 )ε+O(ε2) , (3.3.29)
and the denominator as

























u0) = (u0 − 1)(2φ0
√
u0 + 1) (3.3.31)
from (3.3.26), we see that the order ε0 term in the denominator is 0. Thus we
have
q(x0, t) ' er(u0−1)t lim
ε→0
 (1 + 2φ0u1/20 − e−θu1/20 )ε+O(ε2)(
1 + 2φ0u
1/2
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0 + 1)(u0 − 1)] + [2u
1/2
0 + θ(u0 − 1)]
. (3.3.33)
This solution is somewhat unwieldy, but the important point to note is that the
survival probability decays exponentially and the rate of decay increases with
absorption velocity a. That is, as a is increased, u0 decreases, and (u0 − 1)
becomes more negative. If one expands to leading order in 1/a one finds
u0 ' u∗ +
4u∗(1− u∗)




where u∗ is the solution of






= 0 . (3.3.35)
This is the equation for the poles of q̃(z, s), as given in (3.3.18) and (3.3.26), once
the limit a → ∞ has been taken, and is the same expression as was obtained in
the study of the totally absorbing case [57, 58]. As such, in the limit a → ∞ we
recover the same decay rate s∗ = r(u∗ − 1) as was found for total absorption.
3.4 Mean Time to Absorption
Intuitively, the survival probability at a time t+ ∆t is the survival probability at
t less the probability that the searcher was absorbed at time t. Thus, the survival
probability q(t+ ∆t, z) at time t+ ∆t can be expressed as
q(t+ ∆t, z) = q(z, t)− F (t)∆t , (3.4.1)
where F (t) is the probability that the searcher is absorbed for the first time
at time t, known as the first-passage probability. By expanding about ∆t and
neglecting terms of O(∆t2), one finds that
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Therefore, we can write the Mean Time to Absorption (MTA) T (z) of a particle














q(z, t)dt = q̃(z, s = 0) . (3.4.4)
In our analysis we are considering the mean first time to absorption of the
searcher by the target, not just the mean first time to coincidence (the MFPT) as
in the case where the absorption is perfect. This means that it is possible for the
searcher to pass through the target site without interacting with it. Even so, the
MTA as defined above in (3.4.4) is still the appropriate measure of this process.
Using equation (3.3.17) and the definition in equation (3.4.4) we can write down















2φ0 + 1− e−α0|z|
]
, (3.4.7)
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from (3.2.12), we see that the effect of partial absorption is to increase the mean
time to absorption through the additive second term in (3.4.8), which is inversely
proportional to the absorption velocity a. In the limit a → ∞ (φ0 → 0) this
term goes to 0 and so we see that the first term in (3.4.8) is simply the total
absorption result (3.4.9), the mean time to first incidence with the target. Now if
we consider the case where x0 = 0, meaning that the searcher starts at and resets





This quantity can be interpreted as the mean time it takes for the searcher to be
absorbed by the target, given that it started at the target’s location. Furthermore,











where 1/α0 is again the typical distance diffused between resetting events. From
this we see that the mean time to be absorbed by the target starting from the
target’s location is controlled by the competition between how far the particle
can diffuse away before being reset to the target and the velocity at which it is
absorbed.
Another way to try to understand the additional contribution to the MTA
that comes from the partial absorption property, which provides a more general
interpretation, is to consider a more general problem involving a resetting
distribution P(x) [57]. In this case, the particle resets with rate r to a random
position drawn from the distribution P(x). The resetting term rq(x0, t) in the
backward master equation (3.2.18) becomes r
∫
dxP(x)q(x, t) and so, for the






− rq(z, t) + r
∫
P(x)q(x, t)dx− aq(0, t)δ(z) . (3.4.12)
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The calculation of the mean time to absorption is a straightforward generalisation
















where, similarly to (3.2.3), p∗(x) is the stationary distribution of the diffusive
process with resetting to a position drawn from P(x′) but without any absorption













(3.4.13) tells us that the effect of partial absorption is to increase the mean time
to absorption by an additional term proportional to 1/a.
In the limit a → ∞, φ0 → 0, and this expression becomes identical to the
expression to the Mean First Passage Time (MFPT) found in the total absorption
case [57, 58]. If the particle starts at the target site, then we have




and we keep the second term of (3.4.13) only. The mean time it takes for the
searcher to get absorbed at the origin is inversely proportional to a, which takes
into account the ‘strength’ of the absorption, and is also inversely proportional
to p∗(0), which takes into account how resetting events, dictated by r and P(x),
and diffusion take it away from the target again.
It is clear then that the MTA, (3.4.8) or (3.4.13), can be interpreted as the
sum of two timescales: the first is the mean time to the first meeting of the
positions of the searcher and target, when the searcher had an arbitrary starting
position z, and the second is the mean time to absorption given that the searcher
started at the target.
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Figure 3.3: Plot of the value of θ that minimises the MTA for a given φ0. The
value of θ at φ0 = 0, found numerically to be θ
∗ = 1.5936, is indicated.
3.4.1 Minimisation of the MTA with respect to resetting
rate r
When developing search strategy it is often important to optimise it in some
way, for example to locate a target in the quickest time or to find the greatest
number of targets within a certain time. In this search process, we are interested
in finding the choice of r which minimises T (z), as given in (3.4.8). The resetting
process is the perturbation away from pure diffusion which improves the search,
and so it is natural to ask what the best way to implement it is.




e−θ = 1 + φ0 −
θ
2
− φ0θ , (3.4.17)
where the dimensionless quantities φ0 and θ are defined in (3.2.23) and (3.2.24)
respectively. The solutions of (3.4.17) are shown in Fig. 3.3. In the following
we analyse the solution of (3.4.17) in the regimes a  α0D and a  α0D
corresponding to strong and weak absorption.
First, when the absorption is strong, a α0D (φ0  1) and (3.4.17) reduces
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is approximately linear for both small and large φ0 (See (3.4.22) and (3.4.26)).
Inset : expanded view of the crossover between the two linear regimes (logarithmic
axes).
to the transcendental equation (3.2.13) found in the study of total absorption [58]:
θ∗
2
= 1− e−θ∗ . (3.4.18)
We then find that, to second order in φ0,



















Then, by substituting (3.4.19) into (3.4.20) and Taylor expanding, it can be shown
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To study the weak absorption regime, a  α0D, φ0  1, we first rewrite
(3.4.17) as
1− θ = 1
φ0
(




Then we can see that because φ0  1, then left hand side of (3.4.23) must be a
power series





+ . . . . (3.4.24)
and θ → 1+. By Taylor expanding the exponential and equating orders of φ0 in
(3.4.23), explicitly we find that to first order in 1/φ0




We can then substitute this back into (3.4.20) an perform some more Taylor
expansions to find that the minimised MTA is, to leading order in 1/φ0,




We plot T ∗ as a function of φ0 in Fig. 3.4. Whether the imperfection in the
target is weak or strong, the imperfection increases the minimum MTA and does
so linearly with φ0. Again this fits with our intuition that the imperfection in the
absorption at the target increases the MTA.
3.5 Many Independent Searchers
We now consider a ‘many-body’ search process. In particular we are interested in
the situation where there are many searchers searching for a single target, which
is of particular interest in the study of biological processes such as the search for
specific sequences of DNA by binding proteins [27,156].
We study the multi-particle version of the search process with a single
immobile target at the origin and many searchers which are initially uniformly
distributed on the line with density ρ. The searchers are independent of each
other and the position of each searcher evolves stochastically starting at its own
initial position to which it resets.
The survival probability of the target, Ps(t), is simply the probability that
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q(zi, t) , (3.5.1)
where the survival probability of the ith particle q(zi, t) is the survival probability
in the single searcher problem [58]. The initial position of each particle is taken
to be its resetting position:
zi = x0,i ≡ xi . (3.5.2)
The positions xi are independent and distributed uniformly within the box
[−L/2, L/2]. The average probability P avs (t) = 〈Ps(t)〉x and the typical
probability P typs (t) = exp[〈lnPs(t)〉x], where 〈·〉x denotes averages over xi’s. In
random additive processes the average of the random variable and its typical or
most probable value exhibit the same behaviour. For multiplicative processes
(where a product of random variables is considered such as is described here),
there exist extreme events which, although exponentially rare, are exponentially
different from the typical value of the product [143]. Thus, for multiplicative
processes, it is important to consider both average and typical values.
As a simple example consider rolling two fair, 6-sided dice. The quantity A
is the sum of the totals shown, and the quantity B is the product. The typical,
or most probable, value for A obtained is 7, but also, if one calculates the mean
value of A one finds that it is also 7, so the typical and mean values of A are the
same. For B however, one can calculate that its mean value is 12, and its typical
value is approximately 8.96. Although it’s just as likely to roll two ones as it is
two sixes, the difference in the values of B produced by these two results is large,
and so the distribution of possible values is skewed towards the lower values.
3.5.1 Average Survival Probability of the Target
First we calculate the average survival probability of the target, P avs (t), given by







dx[1− q(x, t)] . (3.5.4)
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As we are interested in the thermodynamic limit, we takeN,L→∞ while keeping
the density of searchers ρ = N/L fixed. We also exploit the fact that the survival
probability is symmetric in x about the target, meaning q(x, t) = q(−x, t). Under
these conditions, we find that












dx[1− q(x, t)] . (3.5.6)































s(2φ+ 1) + re−αx
]
. (3.5.10)











In principle this may be inverted to find P avs (t). Rather than present the formula
which takes the form of a double convolution it is more instructive to examine
the effect of partial absorption on asymptotic behaviour directly from (3.5.11).
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First, for convenience, we write
φ(s) = k(r + s)
1













− ln s+ ln r − ln[2k
√
r + 1] +O(s)
)
. (3.5.13)






= ln t+ γ , (3.5.14)
where γ = 0.577 (to three significant figures) is Euler’s constant, we find then
that for long times
P av(t) ∼ exp [−2ρ (ln rt+ γ − ln (2φ0 + 1))] . (3.5.15)
Thus the effect of partial absorption is to change the asymptotic decay of the
average survival probability by a multiplicative factor (1 + 2φ0)
2ρ. As we expect,
this multiplicative factor increases P av(t), meaning that on average the target
survives longer, but what is interesting is that at large t, there is no effect from the
imperfection on its time dependence, suggesting that the dominant contributions
from partial absorption on P av(t) take effect at early times. This may be because
relatively unlikely instances of the target being found very quickly by a searcher
have a very strong influence on P av(t) because it is a multiplicative process.
3.5.2 Typical Survival Probability
Now we turn our attention to the typical survival probability of the target, P typs (t),
which can be expressed as
P typs (t) = exp
N∑
i=1





dx ln q(x, t)
]
. (3.5.16)
We found in (3.3.33) that in the long time limit,
q(x0, t) ∼ e−|s0|t , (3.5.17)
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which we can use to write∫ ∞
0




where the constant comes from the constant factors multiplying q(x0, t) which
are not important. When we exponentiate this, the constant part becomes a
constant multiplying factor in P typ(t) that is still not important. We can now





We can calculate the integral I using the following procedure. To begin, we














2φ0(1− σ)1/2 + 1
)
= exp(−θ(1− σ)1/2) (3.5.22)
from (3.3.18) and
0 ≤ σ < 1 (3.5.23)
from (3.3.19). We also note here that
θ = − 1
(1− σ)1/2
[
ln(σ) + ln(2φ0(1− σ)1/2 + 1)
]
. (3.5.24)








dσ σ(θ) . (3.5.25)
From (3.5.22), the upper limit of the integral, σ∞, must satisfy
σ∞(2φ0(1− σ∞)1/2 + 1) = 0 . (3.5.26)
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The solution which satisfies this and (3.5.23) for all φ0 is
σ∞ = 0 . (3.5.27)
Similarly, the lower limit σ0 satisfies
σ0(2φ0(1− σ0)1/2 + 1) = 1 , (3.5.28)
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so the first term of (3.5.32) cancels the first term of (3.5.33). This means that,















We make one more change of variable before computing the integral, which is
σ = 1− y2 . (3.5.36)












y20 = 1− σ0 . (3.5.38)






dy [ln(1− y) + ln(1 + y)] , (3.5.39)






dy ln(2φ0y + 1) . (3.5.40)




















[(2φ0 + 1) ln (2φ0 + 1)− (2y0φ0 + 1) ln (2φ0y0 + 1)− 2φ0 (1− y0)] .
(3.5.42)
To compare with the previous results [57, 58] for total absorption, we are
interested in looking at the leading order dependence on a, and therefore φ0,
of P typ ∼ exp(−2(I0 + I1)ρt) for a weakly imperfect target, which has large
absorption velocity a (φ0  1). First, we find the leading order dependence on
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φ0 of y0:








' 4φ20 . (3.5.43)










































to leading order in φ0, for φ0  1. In this limit, from (3.5.45) and (3.5.46), the
correction to the total absorption decay rate is linear in φ0:












The decay rate becomes smaller as the absorption velocity a is decreased (φ0
increased) and the absorption at the target becomes ‘less perfect’. The result
is intuitive: it tells us that as the absorption at the target weakens, its survival
probability over time decays more slowly, because the target is less likely to react
with a searcher.
The fact that the target imperfection affects the rate of decay of P typ(t) at
large times indicates that its effect is still felt significantly on a typical searcher
trajectory at long times. In contrast, there no effect on the time dependence of
the average survival probability of the target P av(t) at large times. This suggests
that there are relatively rare trajectories involving interactions between the target
and searchers at short times which are strongly influenced by the imperfection at
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the target. These could be events such as the searchers which start closest to the
target finding it relatively quickly, before the contributions to the overall search
process from searchers which begin far away become significant.
For completeness, we present the full result





























which shows the all the corrections to the decay rate from φ0.
3.6 Discussion and Conclusions
In this chapter I have studied the dynamics of a diffusive searcher in a system
with a partially absorbing target, as defined in (3.2.15), which gives a more
realistic description of many, varied search processes. This study has revealed
some straightforward, significant and intuitive consequences for the dynamics as
a direct result of imperfection in the absorption at the target.
We see from Section 3.3, and equations (3.3.33) and (3.3.34) in particular, that
the survival probability of the searcher (or target) decreases exponentially with
time, with a decay rate which increases as the absorption constant a increases.
As the target comes closer to being perfectly absorbing, the survival probability
decays much faster with time.
The study of the MTA in Section 3.4 has revealed that the mean time to
absorption is increased by an additive term 1/ap∗(0) (see (3.4.13)). As a decreases
and the target is made more ‘imperfect’ the mean time to absorption increases,
as expected. The MTA is also increased by reducing p∗(0), whether by changing
the diffusion constant D, the resetting rate r, or the resetting distribution P(x).
For multiplicative processes, such as the many searcher problem analysed
in Section 3.5, the distinction between typical and average probabilities becomes
significant. This is emphasised by the difference in the form of effects of imperfect
absorption on the typical and average survival probabilities of the target in the
many searcher system. We see from Section 3.5.1 that P av(t) is modified by
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multiplicative factor (1 + 2φ0)
2ρ, whereas in Section 3.5.2 it is the decay rate of
P typ(t) which is decreased by factor proportional to 1/a.
An important quantity that has emerged from this this work is the dimen-
sionless ratio φ0 = α0D/a. This quantity is a ratio of length scales characteristic
to the system: the length scale 1/α0 =
√
D/r has already been established as
the characteristic displacement of the searcher due to diffusion between reset
events [57]; the length D/a is the attenuation depth in the composite medium
discussed in [144] and Section 3.2.4. The dimensionless variable φ0 represents
the ratio of these two length scales, and in all the results the dynamics are only
modified in terms of this ratio and not the absolute strength of the imperfection
that has been introduced to the target. This is clear evidence that it is the
competition between resetting and the absorption that controls the dynamics of
the system.
The effect of resetting is not just of interest in the study of search processes.
Its effect on a growing interface has been shown to have the effect of creating
non-Gaussian fluctuations in its heights. In particular the widths of interfaces
which experience stochastic resetting no longer scale with the system size, but
instead with the resetting rate r as r → 0 [78]. The phenomenon of the resetting
of an interface is of particular interest in biochemistry and medicine. Stochastic
cell division, such as in bacteria or tumours, creates cell colonies bound by a
rough interface. Upon application of chemicals, the colonies can be suddenly
reduced in size, ‘resetting’ their bounding interface to some earlier less developed
configuration.
Resetting has also been studied in a spatially discrete, one-dimensional model
of coagulation and diffusion [49]. In this study, resetting is shown to result
in modified non-equilibrium steady states. Furthermore, it is found that the
influence of resetting on the behaviour is more significant at larger length scales,
whereas the behaviour without resetting dominates at smaller length scales.
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A Moving Condensate in a
Zero-Range Chipping Model
4.1 Introduction
In this chapter I present a minimal mass-transport model in the spirit of the
Zero-Range Process (ZRP), but which allows large-mass hopping events. My
primary interest is in the study of a phenomenon called condensation, where a
finite fraction of the total mass becomes localised, and in particular how a moving
condensate phase can be maintained.
The defining feature in this model is the incorporation of a ‘backchip’
move where all of the mass bar a single unit move together to the next
site. Understanding this process, in the context of earlier similar studies (e.g.
[85,86,110,116,172]), is important for building a broader understanding of what
kinds of processes and conditions create or destabilise a moving condensate
phase, which itself is relevant to the study of collective behaviour such as flock
formation [168].
I find that the model exhibits a moving condensate phase with a distinctive
mechanism of formation and maintenance. The moving condensate is a strong
condensate, in the sense that the fraction of the total particles in the condensate
tends to one in the large system size limit, which travels through the system
followed by a tail of low occupancy sites that collectively comprise of a vanishing
fraction of the mass.
As I show, the dynamics of the mass within this tail is responsible for
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maintaining the structure of the condensate. Using numerical simulations, I
find that above a critical value for a rate parameter, b, and at all densities, a
strong condensate forms. Numerically I am able to classify the transition as
being of mixed order, exhibiting features of both first and second order phase
transitions. I further provide an approximate theory of the mechanism which
gives a reasonable prediction for the critical value, and also discuss the behaviour
of the system below this critical rate.
In this chapter I present results that have been published in [174]. In addition
to these, I also present a mean-field theory analysis in Section 4.4.
4.1.1 Background and Motivation
In non-equilibrium statistical physics, condensation is used as a general term to
describe the localisation of a finite fraction of some quantity, typically mass, in
a wide variety of fundamental models of dynamical processes. These include the
flow of wealth [34], traffic flow [37, 102, 111, 133], and the formation of hubs in
complex networks [5,104]. The archetypal model of this class is the ZRP [55,56],
as described in Section 2.5.
In this model single units of mass hop between sites at a rate which is a
function only of the total mass on the site they are leaving. Furthermore the ZRP
satisfies the conditions required for the steady state to factorise, which simplifies
the analysis of its condensate phase [60,61,115]. As discussed in Section 2.5, with
an appropriate choice of the hopping rate u(n) there exists a static condensate
phase in which a finite fraction of the total mass of the system occupies a single
site. For the case u(n) = 1 + b/nα the transition has been extensively studied.
When α = 1, a condensation transition occurs when b > bc = 2 and the particle
density ρ > ρc = 1/(b− 2). For ρ < ρc, the system is in a fluid phase where the
mass is evenly distributed across sites, and for α < 1 a condensation transition
occurs for all b [55].
There are certain cases in which the nature of the condensate phase is different
from the ‘standard’ condensation described above. For example: the fraction of
the total system mass in the condensate can be equal to 1, creating a strong
condensate [97, 98]; the condensed phase can exhibit a subextensive number
of smaller mesocondensates [155] or an extensive number of finite-sized quasi-
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condensates [167]. Also, it should be noted that the existence of a condensate
phase is not unique to models based on the ZRP or with factorised steady states.
For example, a non-Markovian simple exclusion process has been shown to exhibit
an immobile condensate phase [39].
In all these examples, the condensates are static: they reside at the same
point in space for a long period until dissolving through a large fluctuation and
reforming elsewhere [75]. However, in physical settings moving condensates or
aggregates are often observed, for example in traffic jams [112], gravitational
clustering [157], sedimentation [89] and droplet formation [63], and some
understanding of these has been gained. In the study of traffic flow [112], for
instance, the authors study the mechanism by which a high-density traffic phase
travels along a low-density road and see that it is maintained by a steady current
of cars into and out of the high-density region, which moves slower than the
average traffic speed. In general, however, moving condensates are less well
understood than the static variety and it is unclear what the physical mechanisms
that will maintain the condensate are.
In this chapter I investigate conditions under which a condensate may
maintain its order as it moves through the system. To understand why this
is a pertinent question I first review how condensates move in a variety of simple
model systems related to the ZRP.
Majumdar, Krishnamurthy and Barma [116] introduced a chipping model in
which all the mass from a site can move, or ‘diffuse’, to an adjacent site, or a single
unit of mass can ‘chip’ off from the departure site and hop to an adjacent site.
For symmetric diffusion of the mass, a condensed phase was observed. However
for asymmetric diffusion, which leads to a condensate that moves on average, a
careful analysis revealed that, although a condensate is still observed on a finite
system [117], the critical density at which the condensation transition occurs
diverges in the thermodynamic limit [141]. This is because the chipping process
(in one-dimension) dissipates clusters faster than the diffusion process creates
them [140]. However subsequent work on a chipping model with a chipping rate
of the classical zero-range type, u(n) = 1+b/n, suggests that a condensate may be
possible for large enough b with the critical value bc somewhere close to two [110].
Also, Hirschberg et al. have investigated what kinds of dynamical processes
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will permit a moving condensate phase using variants of the ZRP with non-
Markovian hopping rates [85, 86] and with hopping rates affected by spatial
correlations [87]. Both models exhibit a condensate phase which drifts with
a finite, non-vanishing velocity. In the former, temporal correlations between
departure and arrival sites allow the formation of a condensate over two adjacent
sites, which then moves with a ‘slinky’-like motion through the system, where the
mass is ‘poured’ sequentially from one site to the next. In the latter, the effect of
spatial correlations is that the condensate also moves with a slinky-like motion,
but with certain differences in the details depending on the values of certain
hopping parameters. Condensate motion of a similar slinky nature has also been
observed in a totally asymmetric model [62, 172] in which the hopping rate is
a monotonically increasing function of the mass at both departure and arrival
sites. The condensation in this model is found to be “explosive” in as much as
the condensate moves with a superextensive velocity and forms instantaneously
in an infinite system.
Taken together these studies pose the intriguing question that I pursue here:
What are the key dynamical processes that permit a moving condensate phase,
and which processes will destabilise the phase?
To motivate the specific features of the model let us first consider the limit
of zero chipping rate in the models of [110, 117]. In the absence of any chipping,
the dynamics is simply diffusion combined with irreversible aggregation. The
stationary state of this process on a finite system comprises a single condensate
containing all the system’s mass. The work of [140, 141] has shown that the
condensate is unstable to the effect of single particles chipping away from an
aggregate with rate u = 1 + b/n, where n is the number of particles contained
within the aggregate, unless b is greater than a critical value bc > 0. Therefore it
is of interest to consider what other perturbations may destabilise the condensate
exhibited in diffusion with irreversible aggregation.
4.2 Model
In this model, the specific perturbation we consider is as follows: when the
aggregate moves forward it leaves one unit of mass behind (Figure 4.1). We







Figure 4.1: The elementary dynamical processes. (a) Hop: When a site contains
only one particle, this particle hops onto the next site with rate u(1), leaving
behind an empty site. (b) Backchip: When a site contains n (3) particles, n− 1
(2) of these particles move together with rate u(n) onto the next site and leave
behind a single particle.
that hop, as an aggregate, from one site to the next. We retain the zero-
range feature that the rate of movement u(n) only depends on the number of
particles within the aggregate, and we are particularly interested in the large N ,
L behaviour where the density ρ = N/L is fixed.
In the case where the site has occupancy n > 1, a ‘backchip’ takes place: n−1
of the particles move to the next site, and leave behind a single particle (Figure
4.1(b)). This occurs with rate with rate u(n) given by




where n is the total number of particles on the departure site. With this form,
larger values of the rate parameter b bias the dynamics towards faster hopping
from sites occupied by fewer particles, causing larger groups of mass to move
slowly in comparison.
The dynamical rule must of course be modified when there is just single unit
of mass at a site, when n = 1. This single particle moves to the next site and
leaves behind an empty site (Figure 4.1(a)) with rate u(1).
The choice of hop rates allows us to compare the model to the standard
formulation of the ZRP where only a single particle can hop at a time. This type
of hop is often referred to as a ‘chip’, as in [116,117,140,141], and is in some sense
symmetric to the definition of a backchip. The name ‘chip’ can be conceptually
understood in the context of a single mass unit chipping off from a site with
large occupancy. We study the case where α = 1, as it can be shown exactly
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that with the hop rate given in (4.2.1) and α = 1 the standard ZRP undergoes a
condensation transition at ρc = 1/(b− 2) for b > 2 [56].
4.3 Numerical Analysis
I implemented Monte Carlo simulations of the system on a one-dimensional
periodic lattice, using a continuous time Monte Carlo algorithm [25, 132]. The
simulations were run until equilibrated, and measurements were taken over many
regular temporally separated intervals. These were then averaged over to obtain
the numerical results. I then used two methods to try to identify and characterise
any phases observed.
The first was to look at plots of the measured occupancy distribution of
system, p(n/N), which is the probability that any given site holds a fraction
n/N of the total number of particles, or mass, N . In the ZRP there is a clear
difference in this distribution between the fluid and condensate phases. In the
fluid phase, one finds that this distribution decays exponentially [56]. In the
condensate phase, the distribution decays as a power law for small n/N , but then







where ρc is the critical density, and the density of mass in the background fluid
(the sites which do not hold the condensate) [56].




(n2 − n2) , (4.3.2)
such that
0 ≤ σ2 < 1 , (4.3.3)
making it comparable across data sets from numerical simulations of different
system sizes L and densities ρ. To get a conceptual understanding of what
different kinds phenomena different values of σ2 represent, consider two possible
example states. The first is one where all the mass is distributed homogeneously
throughout the system. In this case, the variance σ2 would be close to 0, if not 0,
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Figure 4.2: Plot of σ2 against both ρ and b, for L = 100 and 1000. There is a
significant change of state when b > 0.5, and also a gradual, weaker change in
state when b ≤ 0.5 as ρ is increased.
because the occupancy distribution will be sharply peaked about a single value
of n/N . The second, is the case where all of the mass is on a single site. In this
case, there are two peaks at opposite ends of the distribution. The empty sites
contribute P (n/N = 0) ∼ 1− 1/L to the distribution, and the single site with all
of the mass contributes P (n/N = 1) ∼ 1/L. In this case, σ2 = 1 − 1/L, which
tends to 1 as L→∞. So we see that the measure σ2 tells us whether the system
is highly ordered (σ2 → 1) or very disordered (σ2 → 0).
4.3.1 Identifying Phases
Using the measure σ2, and by inspecting the occupancy distributions, we begin
to understand the different phases exhibited by this system. First, by looking at
heat plots of σ2 as a function of both ρ and b in Figure 4.2 we see a transition
in the b direction between a phase with small σ2 to one with large σ2. This
means that for small b we see a homogeneous phase, which gradually becomes
less homogeneous as ρ is increased, and for b greater than some critical value bc
we see a highly ordered phase. To understand this phase further, we can look at
the occupancy distribution and compare it to the distributions seen in the ZRP.
Well into the ordered phase, b = 2, Figure 4.6, we see that the distribution has
two striking features: sharp peaks at n/N = 0 and 1. In fact, P (0) ∼ 1−1/L and
P (1) ∼ 1/L. This tells us that we have a strong condensate, where essentially all
of the mass occupies a single site.
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Figure 4.3: Example occupancy distributions: (a) The fluid phase (ρ = 0.5,
L = 1000, and b = 0.25). The distribution decays as a stretched exponential.
(b) The standard condensate phase (ρ = 2.0, L = 1000, and b = 0.25). The
distribution decays as a power law for low occupancies, but exhibits a ‘bump’
caused by a condensate at larger occupancies.
Looking at the occupancy distribution also hints at what happens to the
system as the density is varied. At small values of ρ, where σ2 is close to 0,
the distribution is similar to the fluid phase seen in the ZRP, and decays as a
stretched exponential (Figure 4.3(a)). As ρ is increased, one sees the emergence
of a peak in the distribution which indicates the existence of a condensate. One
also sees that the distribution decays as a power law at low occupancies, instead
of an exponential or a stretched exponential.
Now, we can sketch a simple phase diagram for the system, Figure 4.4. From
this starting point, we will investigate the nature of the phases and transitions in
greater depth.
4.3.2 Strong Condensate Phase
From the simulations we see that, above a critical value of b, the system exhibits a
strong condensate, where almost all the mass occupies a single site, which moves
through the system. This is immediately followed by a short tail of sites with
very low occupancy, leaving all other sites empty (Figure 4.5). This behaviour
can also be seen from a plot of the site occupancy distribution (Figure 4.6), which
is strongly peaked at n/N = 1, indicating that we have a strong condensate. It















Figure 4.4: A sketch of the phase diagram suggested by the numerical
measurements of the occupancy distribution p(n).
Mechanism of Maintenance of the Strong Condensate
The maintenance of the structure of the strong condensate phase can be
attributed to the dynamics of this tail of mass which trails directly behind the
condensate itself. Since a larger hopping rate b biases the rate function u(n)
towards hops from sites with a low occupancy n, these hops will occur much
more frequently than from those sites with large n. When the condensate hops, it
leaves behind a site of occupancy 1. A single unit of mass has the largest possible
hop rate, and thus it seems plausible that it is much more likely for the single
mass unit immediately behind the condensate to recombine with it than it is for
the condensate to hop again and away from the mass it left behind. In this way,
it appears that the strong condensation is a consequence of the condensate being
unable to escape from the tail of mass trailing behind. As such, the structure
of a very strongly occupied condensate and its very short tail of a few masses is
maintained as they move through the system. We provide further evidence for
this intuitive picture of strong condensation within a theoretical treatment below.
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Figure 4.5: Illustration of the strong condensate phase. (a) A typical
configuration sketched using data taken directly from a simulation (L = 1000,
N = 1000, b = 2.0 and α = 1.0). The columns represent the mass occupying the
site, with the exact size shown above, and the direction of motion is indicated
by the arrow. (b) The average mass nk at a site k sites behind the condensate
(ρ = 1, 2, 5, 10, b = 2.0, α = 1.0). Almost all of the system’s mass is in the


























Figure 4.6: Plot of the occupancy distribution p(n) in the strong condensate
regime at a range of densities (b = 2.0, L = 1000, α = 1.0). The points at
and near n/N = 1 indicate the presence of a strong condensate which contains
effectively all of the system’s mass.
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Figure 4.7: As the system size is increased, the position of the peak in the
probability distribution decreases logarithmically with L. This means that the
critical density ρc has L dependence of the form ρc(L) ∼ ln(L).
4.3.3 Standard Condensate Phase
When b < bc we find a transition from a homogeneous fluid phase when ρ . 1
to a ‘standard’ condensate phase. From the heat plots in Figure 4.2 one might
guess that this transition takes place in the range ρ = 1 − 2, and as will be
discussed in Section 4.4.3 the mean-field theory suggests a transition takes place at
ρc = 1. Although this phase quantitatively and qualitatively looks like a standard
condensate, numerical analysis shows that the transition density ρc diverges as
ln(L), in a similar way to that observed for biased hopping rates in [140]. This
can be seen from Figure 4.7 where we have analysed the size of the position of
the peak, npeak, in the distribution of the standard condensate phase. If the fluid






= (1− ρc(L)/ρ) . (4.3.4)
Measurements of the value of npeak(L) (Figure 4.7) show that npeak(L) ∝ − ln(L),
and thus that ρc ∝ ln(L).
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4.4 Mean-Field Theory
In an attempt to learn more about the phase diagram we find numerically, we
formulate a mean-field theory for the occupancy distribution p(n, t) based on the
dynamics of the system. The theory is ‘mean-field’ in the sense that we disregard
any spatial structure in the system, but, as we will see, the spatial structure and
the resulting spatial correlations are important features of the dynamics, and the
theory is somewhat limited without them.
A standard procedure to learn more about a probability distribution is
to define a generating function for the distribution p(n, t), which can provide
accessible route to the moments of the distribution, or even an expression for
the distribution p(n, t) itself. However, we will fail to learn anything from the
generating function because we find it to be part of an infinite hierarchy of
equations that we cannot solve. Nevertheless, analysis of the second moment of
the mass distribution using the mean-field master equations allows us to predict
a condensation transition in ρ at ρc = 1, and we are able to gain some insight
into the consequences of the choice of dynamics as a result. We are also able
to analyse the case where all hopping rates are equal (b = 0) and find that the
mean-field theory still predicts ρc = 1, confirming that the choice of dynamics
has direct influence on the ρ phase transition.
4.4.1 Master Equations
We begin by writing three master equations: for p(0, t), p(1, t) and p(n > 1, t).
As a consequence of the modification to the dynamic rule when the number of




= p(1, t)u(1)− p(0, t)v , (4.4.1)
dp(1, t)
dt
= p(0, t)p(2, t)u(2) +
[
p(0, t)u(1)− 2u(1)− v
]
p(1, t) + v , (4.4.2)
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and, for n > 1,
dp(n, t)
dt
= −[u(n)+v]p(n, t)+p(1, t)u(1)p(n−1, t)+
n+1∑
m=2
p(n−m+1, t)p(m, t)u(m) ,
(4.4.3)




p(m, t)u(m) . (4.4.4)
The terms on the right hand side of these equations represent the flow of
probability into and out of the state given in the time derivative. Contributions
typically look, for example, like
+p(n− 1, t)p(1, t)u(1) , (4.4.5)
which represents flow into p(n, t) caused by a single particle hopping with rate
u(1) into a site with occupancy n− 1, or
−p(n, t)u(n) , (4.4.6)
which represents flow out of p(n, t) caused by particle hopping out of a site with
occupancy n. In the equations above, the raw contributions of these types have
been rearranged into simpler forms.
4.4.2 Failure of the Generating Function Technique




znp(n, t) , (4.4.7)
in order to learn more about the probability distribution p(n, t). From the master
equations (4.4.2) and (4.4.3), we can write an equation for Q(z, t),
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which, after much algebra, can be expressed as
dQ(z, t)
dt
= −vQ(z, t)−R1(z, t) +
[










p(0, t) +Q(z, t)
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and Q(z, t) = R0(z, t).
















p(n, t)p(m, t)u(m)u(n+m− 1)izn+m−1
+
[
v − u(1)p(1, t)
]
u(1)iz − vRi(z, t)−Ri+1(z, t) . (4.4.11)
What we see is that ∂Ri/∂t depends on Ri+1(z, t), and so we have an infinite
hierarchy of equations, which we were unable to solve. Thus, we must take a
different approach than the generating function approach in order to learn more
about the observed phases.
4.4.3 Prediction of a Condensation Transition at ρc = 1
Instead of continuing with the generating function, we can study the time







of the distribution p(n, t). The zeroth moment n0 is 1, because the distribution
is normalised, and the first moment n = ρ, the density. Thus, the time derivative




n2p(n, t) . (4.4.13)
Again, using our maser equations (4.4.1), (4.4.2), and (4.4.3), we can write
d
dt













n2p(n−m+ 1, t)p(m, t)u(m) . (4.4.14)




p(n, t)u(n)ni , (4.4.15)
where w0 = v, we can simplify (4.4.14) to
d
dt
n2 = u(1)p(1, t)[−2 + n2 + 2n+ 1− 2n+ 2− n2 + 2n− 1]
+ v[1− n2 + n2 − 2n+ 1]
+ w2 − w2 + 2w1(n− 1) . (4.4.16)
Then by cancelling terms and rewriting n as ρ we get the result
d
dt
n2 = 2[ρu(1)p(1, t) + (w1 − v)(ρ− 1)] . (4.4.17)
This equation gives us some information about the effect of ρ on the dynamics of
n2, and thus the variance σ2.
To understand what this is it is helpful to define the mean particle current
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between sites as
J = p(1)u(1) +
∑
n=2
(n− 1)p(n, t)u(n) = J1 + J2 . (4.4.18)
The term
J1 = p(1, t)u(1) (4.4.19)





(n− 1)p(n, t)u(n) (4.4.20)
represents the contribution to J from hops of n−1 particles out of sites occupied
by n particles. J1 and J2 are always positive, because we have restricted the
particles to move in only one direction. Now, noting that
w1 − v =
∞∑
n=1
(n− 1)p(n, t)u(n) , (4.4.21)
we can rewrite (4.4.17) as
d
dt
n2 = 2[ρJ1 + (ρ− 1)J2] . (4.4.22)
When ρ < 1, the current of mass hopping from sites with more than one particle
reduce the rate of change of n2 and when ρ > 1 the larger mass hops will increase
the rate of change of n2. This is a direct consequence of the different dynamical
rules for n = 1 and n > 1.
When a single particle hops from a site with occupancy 1 either the variance
of the distribution remains the same, because there was an empty site ahead, or it
increases, because the site ahead was not empty, and the mass from two sites has
been concentrated onto one. In a backchip mass hops from a site with more than
one unit of mass and exactly one unit is left behind. However, on the site ahead
there will be on average ρ units of mass. If ρ > 1, this process will concentrate
more of the mass onto a single site; if ρ < 1, then this process spreads the mass
out across two sites; and if ρ = 1 then, on average, this process will have no effect
on the variance of the mass distribution (see Figure 4.8).









Figure 4.8: When a backchip occurs from a site with large occupancy, if the
average occupancy, or density ρ, ahead is: (a) less than 1 the backchip will result
in mass spreading out; (b) exactly 1 the mass distribution is unchanged; (c)
greater than 1 the backchip will concentrate the mass.






which clearly cannot be satisfied if ρ > 1, because J2, J1 > 0, regardless of
the choice of u(n). This means that there is no steady state when ρ > 1 and,
combined with our analysis of d
dt
n2, tells us that in this case the mass in the
system accumulates indefinitely and condenses onto a subset of the sites.
4.4.4 Special Case: b = 0
An interesting question is whether the condensation transition still exists when
b = 0, where the backchips and single particle hops occur at the same rate. In
this case the hop rate u(n) = 1 and is independent of the occupancy of the site
being hopped from. If the phase transition were to exist in this case then it would
be evidence that its existence is a consequence of the dynamics alone, and not
the form of the hop rate.
Using the explicit form of the hop rate u(n) = 1 + b/n and setting b = 0, we
find
J1 = p(1) (4.4.24)
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(np(n)− p(n)) = (ρ− 1)− (1− p(1)− p(0)) , (4.4.25)
where p(n) is the steady state probability of an occupancy n. Using (4.4.1), the





and, from the definition of v (4.4.4),
v = 1− p(0) = S , (4.4.27)
where S is the probability that a site is occupied, meaning that
p(1) = p(0)(1− p(0)) . (4.4.28)
Now, the steady state relationship between J1,2 and ρ becomes
0 = p(0)(1− p(0))ρ+ (ρ− 1)(ρ− (1− p(0)))
= (1− S)Sρ+ (ρ− 1)(ρ− S)S , (4.4.29)
which can be rearranged to find
S2 − ρ−1S + (1− ρ) = 0 . (4.4.30)
We can use this equation to find solutions for S for different ranges of ρ, with the
condition that S lies in the interval [0, 1] because it is a probability, hoping to see
evidence of a change of state in the dependence of S on ρ. To do this we define





= 2S − ρ−1 , (4.4.32)
and sketch this function for different values ρ to find solutions S(ρ) for the various
cases (see Fig. 4.9).












Figure 4.9: Sketches of r(S) against S for: (left) ρ < 1; (centre) ρ = 1; (right)
ρ > 1.
positive to negative, crossing the axis once. This means that r(S) has a single root
at Sc(ρ) in the interval (0, 1), and thus predicts that the occupation probability
S = Sc when ρ < 1. When ρ = 1, we find simply that r(S) = S(S − 1), which
has two roots: Sc = 0 or 1. This suggests a change in the dynamics at ρ = 1, but
it is not clear exactly what the nature of this change is. Sc = 0 implies that none
of the sites are occupied, and could indicate that all of the mass has condensed
onto a single site. However, Sc = 1 indicates that every site is occupied, and
because the density ρ = 1 this would mean that all sites contain on average 1
particle, which is a very homogeneous state. When ρ > 1, r(s) < 0 at both
S = 1 and 0, so we see there are no solutions in the interval [0, 1]. This suggests a
transition to a state which is no longer satisfactorily described by the mean-field
equations. One could infer from this that perhaps spatial correlations perform a
more important role at densities greater than 1, something not taken into account
by the mean-field theory.
So, interestingly, when b = 0, the mean-field theory does suggest a transition
as the density is increased across the critical value ρc. This prediction does not
quite match up to the measured ρc, as detailed in Section 4.3.3, where the critical
density ρc(L) actually diverges weakly with the system size L, and this is likely
to be because of the important role correlations play in the dynamics.
We have already seen that when b > bc the system enters into a highly ordered
state with strong spatial correlations. Even when b = 0, one could argue that
one expects the local density of particles to be ≤ 1 behind any multiply-occupied
sites due to the single unit of mass that remains after a hop, which would be an
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example of the kind of spatial correlation one might to expect to influence the
dynamics. In the next section we present an improved theory that takes into
account some of the spatial structure of the condensed phase.
4.5 Condensate Frame Mean Current Analysis
As is seen from the numerics, the system exhibits a coherent moving structure
comprising of a condensate and its tail (Figure 4.5). This is evidence that the
occupancies of sites near the condensate are significantly correlated and suggests
that the simple Mean-Field Theory from Section 4.4 is therefore unlikely to be
able to accurately describe the transition into this highly ordered state as b is
increased.
We now construct an approximate theory that does take into account some of
the spatial structure of the condensate phase, which we find allows us to estimate
the critical value bc ' 0.62 at which the transition to a strong condensate occurs.
In doing so, we make two main assumptions. First, working in the frame of
reference of the condensate by labelling sites k = 1, 2, 3, . . . according to how far
behind the condensate they are, we assume that almost all of the mass occupies
site k = 0. In other words, we assume that a strong condensate has formed.
Second, we allow the probability distribution for the number of particles n on each
site k to take a different form, pk(n), on each site but, for the sake of analytical
progress, we assume that the occupancies on different sites are uncorrelated.
We distinguish between the dynamics of particles in the tail, and of the
condensate itself. When mass is transferred in the tail (either by a single
particle hop, or by a backchip), it moves in the negative k direction, towards
the condensate, from k + 1→ k. This leads to a mass current Jk due to hopping
from site k to k − 1 given by
Jk = u(1)pk(1) +
∞∑
n=1
(n− 1)u(n)pk(n) . (4.5.1)
Meanwhile, the condensate hops with rate ' 1 since its mass is of order N and
we consider the limit of large N . In the frame of reference of the condensate, this
causes the whole tail to shift its position which is accounted for by relabelling the
indices k → k + 1. Consequently, the total average current arriving at site k in
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Figure 4.10: Plots of the occupancy distribution pk(n) at site k behind the
condensate (k = 1, 4, 6). To the distribution for k = 2 (large blue +) we have
fitted the function c(1−a)an (red solid line) to the middle of the tail, and (1−a)an
(green dashed line) to the front of the tail. Above n ∼ 15 the data is too noisy
to be fit to reliably. (ρ = 0.5, L = 1000, b = 1.0, α = 1.0.)
the positive k direction i.e. from site k − 1 to k is
Kk−1 = nk−1 − Jk . (4.5.2)
By continuity, the mean occupancy of site k changes with time as
d
dt
nk = Kk−1 −Kk . (4.5.3)
In the steady state d
dt
nk = 0, so we find Kk = K for all sites k, which means that
(4.5.2) becomes
K = nk−1 − Jk . (4.5.4)
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Inserting the explicit form (4.2.1) for u(n) (with α = 1) into (4.5.1) we obtain
Jk = (1 + b)pk(1) +
∞∑
n=1
(n− 1)(1 + bn−1)pk(n)
= (1 + b)pk(1) +
∞∑
n=1















that is, an average of 1/n over the part of the distribution where n ≥ 0.
To proceed we must also determine an appropriate form for pk(n). We have
performed some numerical analysis of pk(n) in the sites immediately preceding
the condensate to allow us to make the appropriate choice. As shown in Figure
4.10, we find that it is not easy to fit a simple function to the distribution pk(n),
but to make progress we assume
pk(n) = (1− ak)ank , (4.5.7)
a geometric distribution, which describes the mass in different parts of the tail
of the condensate reasonably well (Figure 4.10). This is much easier to work
with analytically than other possible assumed distributions as it has the useful
property that the parameter ak can be expressed in terms of the mean occupancy
nk at site k as ak = nk/(1 + nk). This allows us to express the current (4.5.5)
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Inserting these expressions into (4.5.5), we find





− b ln(nk + 1)
(nk + 1)
. (4.5.11)
Next, we make the continuum approximation k → x in (4.5.4) by Taylor















The boundary condition is n0 = 1 which comes from the fact that every time
the condensate hops it leaves one particle behind. In the continuum limit, this
boundary condition becomes n(0) = 1.
(a) (b)
Figure 4.11: Using the boundary condition n̄(x = 0) = n0 = 1 we see graphically
that (a) if nc < n0 then as x increases, as we move further away from the
condensate, so too does n̄. It does so indefinitely, resulting in an infinite mean
occupancy infinitely far from the condensate. (b) If nc > n0, then we see that as
x increases, n̄(x) decreases to 0.
For the case of the strong condensate, there is no mass at x → ∞ which
means that K = 0 and therefore that ∂n
∂x
= f(n). The form of f(n) is illustrated
in Figure 4.11. We note the limits f(0) = 0 and f(n) → 1 − b for n → ∞.
We also observe that there is an unstable fixed point at nc, the non-zero root of
f(n̄), at which dn̄
dx
= 0. As illustrated in Figure 4.11, the value of nc relative to
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the boundary condition n0 = 1 will iteratively determine the values of n̄(x) at
successively larger x.
If nc < n0 (Figure 4.11(a)) then
dn̄
dx
> 0 for all n̄ > nc. This means that n̄
will increase indefinitely as x increases, resulting in an infinite mean occupancy
far from the condensate. This contradicts the assumption that there is no mass
as x→∞ and therefore we discard this solution as unphysical.
If nc > n0 (Figure 4.11(b)) then the gradient of n̄ is negative, and it remains
negative up to the stable fixed point at n̄ = 0. This means that successively
further from the condensate n̄ decreases continuously to 0. This is the physical
solution. The consistency condition for this solution gives us a condition for the
existence of the strong condensate: nc > n0 = 1. This can be translated into a
condition on b by using the fact that f(nc) = 0. Substituting n = n0 = 1 into
(4.5.13) and setting the resulting expression to zero, we find an equation for the









= 0 , (4.5.14)
such that we have a strong condensate for b > bc. From this, we find
bc =
1
3− 2 ln 2
' 0.62 . (4.5.15)
This prediction for bc agrees fairly well with the numerical results displayed
in Figure 4.15 and Figure 4.16. In that figure the sample variance σ2 =∑
i (ni/N − ρ)2 of the occupancy per particle n/N is plotted against b and shown
to increase sharply from σ ' 0 to σ ' 1 at a value of b ' 0.5. This corresponds
to the transition from the fluid, in which the mass is evenly distributed and the
sample variance is small, to the strong condensate phase in which the sample
variance approaches 1. This transition point appears to be independent of ρ and
sharpens as the system size increases.
4.5.1 Generalisation to any Real, Positive α
In the ZRP, the transition to the condensate phase was found with the generic
hop rate u(n) = 1 + b/nα (see (4.2.1)) only for α ≤ 1. In the model here, we
find that the transition to a strong condensate phase is present for all α > 0. We
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can repeat the previous calculation, which had α = 1, with α > 0 to find and
expression for bc(α).
First, similarly to (4.5.5), we find


















Again, we assume a geometric distribution pk(n) = (1−ak)ank , as given by (4.5.7),
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Figure 4.12: A plot of bc(α) (red, solid). bc increases monotonically from bc(0) =
1/3 and asymptotically approaches bc = 1 (blue, dashed).
By making the same continuum approximation as before (4.5.12) we obtain



















Finally, using the boundary condition n(0) = 1 and the constraint on the stable
















which is increases monotonically from bc(0) =
1
3
and is bounded from above by 1
(Figure 4.12).
It is important to note that (4.5.22) holds for α > 0 and the point α = 0
is singular, because for α > 0 the condensate moves with rate 1 whereas for
α = 0 all masses, including any condensate, move with rate 1 + b. Thus at
α = 0 the mechanism for the maintenance of a moving condensate is no longer
valid, as there is no reason small masses would tend to catch up to large masses
ahead. This is confirmed by the simulation results, shown in Figure 4.13(a), for
α = 0. Measuring the variance of the mass distribution we see no evidence of a
condensate forming above a certain value of b.
On the other hand, we can probe the validity of (4.5.22) as α ↘ 0 by
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(a) (b)
Figure 4.13: Plots of σ2 against b (L = 1000). (a) With α = 0 all masses move
with the same rate and no transition is observed in b. (b) Using the modified
hop rate ulog(n) given in (4.5.23) we can probe bc(α) as α ↘ 0. A transition
occurs when b is in between 0.3 and 0.4, in good agreement with the prediction
bc(α = 0) = 1/3 from (4.5.22).
simulating the dynamics with the modified hop rate




As lnn increases more slowly than any power of n we can consider (4.5.23) as
approximating the limit of an arbitrarily small, positive choice of α. The results
from the simulations with ulog(n) presented in Figure 4.13(b) show that there is
a transition to the strong condensate phase in the region b ∼ 0.3 − 0.4, which
gives us yet more confidence in the analytic result (4.5.22).
We have also performed simulations at α values larger than 1 (Figure 4.14).
We find that the transition becomes more gradual for larger values of α, and
occurs over a region of values of b which are larger than the value of bc predicted
by (4.5.22). By studying various system sizes (Figure 4.14(c)) we see that evidence
that the gradual nature of the transition is a finite size effect, as it becomes more
sharp when we increase the system size. The hop rate u(1) = 1 + b for all α,
but for large α the hop rate from sites with low occupancies (greater than 1) is
reduced significantly. This has the effect of suppressing the existence of single
occupancy sites because single units of mass always catch up with a site ahead
of mass greater than one, in the same way that the condensate is maintained.
We note that although the prediction for bc seems to agree well with simulations
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(a) (b)
(c)
Figure 4.14: Plot of σ2 against b for (a) α = 2 (L = 500) and (b) α = 10
(L = 1000). The transition becomes less sharp as α is increased, and takes place
over a range of values of b which are greater than the bc predicted by (4.5.22).The
formula (4.5.22) predicts that bc(α = 2) = 0.8185 and bc(α = 10) = 0.9995. (c)
At α = 10 the transition becomes sharper as L is increased, which is evidence
that its gradual nature is a finite size effect. We can estimate bc ∼ 1.6± 0.1 from
the crossover of the curves.
for α = 0 and α = 1, for larger α, bc appears to overshoot the asymptote bc = 1
predicted by the approximate theory.
4.6 Classification of the Strong Condensate Phase
Transition
To learn more about the critical value bc and the nature of the transition we
analyse data from different system sizes L at the same density ρ = 0.5. First,
by studying a plot of the order parameter σ against b for this data in Figure
4.15, we see the transition occurs over a similar range of b for all system sizes
L. Furthermore, the transition sharpens with increasing system size and there
is a stable intersection of the curves at b = 0.5. This strongly suggests that in
the thermodynamic limit the transition would be discontinuous in σ at bc = 0.5.
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Figure 4.15: Plot of σ2 against b, for various L with ρ = 0.5. A transition is seen
to occur for all system sizes, with a clear crossover point in the σ2-b curves at
b = 0.5, which is indicative of the critical value bc = 0.5.
Figure 4.16: Plot of σ2 against b, for various L with ρ = 0.5. We perform a finite
size scaling procedure on b, rescaling it to (b− bc)LX . The choice of parameters
for the best collapse of the data onto a single curve is bc = 0.5 and X = 0.75.
Our confidence in the measurement of bc is reinforced by the result of applying a
finite size scaling procedure to the same data, as shown in Figure 4.16. We plot
the order parameter σ against a rescaled hop rate parameter b
′
= LX(b− bc) and,
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through the choice of bc and X, find the best data collapse when bc = 0.5, and
the scaling exponent X = 0.75.
In future we could learn try to learn more about the transition by analysing





where 〈ni〉 is the i-th moment of the occupancy n. A more sophisticated estimate
for the critical value of bc could be obtained by measuring the crossover of U4
plotted against b at different system sizes L.
Figure 4.17: A plot of the mean occupancy at a site k behind the condensate site,
measured numerically. The decay length in the region 0 < k < 500 can be seen
to slowly increase as b↘ 0.5.
Looking at the distribution of mass at a site k behind the condensate (Figure
4.17) one can see that there is a decay length associated with the average shape
of the tail of mass behind, which increases as b↘ 0.5. To better understand how
this decay length changes as the b approaches the (numerical) critical value bc
from above, we fit an exponential distribution to the tail at different values of b,
and then plot the dependence of the fitted decay length λ on b.
As shown in Figure 4.18 the decay length λ appears to diverge like a power
law with exponent ν ' 1.69 as b ↘ 0.5 before beginning to flatten off as b− 0.5
becomes very small. We attribute this flattening off effect to the finite system size:
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Figure 4.18: The decay length λ(b) measured from the tails in Figure 4.17 fits
a power law in the scaling regime but flattens out as b ↘ 0.5. Numerically, the
system size only affects the b dependence of λ(b) as b approaches 0.5. As L is
increased λ(b) becomes closer to the power law at b↘ 0.5 .
in Figure 4.17 it is clear that as b↘ 0.5 the tails develop some additional structure
far from the condensate (in the region 500 < k < 1000), and in Figure 4.18 the
data points move closer to the power law fit as the system size is increased in such
a way that we expect the infinite system would show the power law divergence
without the flattening out effect.
A diverging length scale of this nature is a characteristic of continuous phase
transitions, seemingly at odds with the early evidence for the transition being
first-order in nature. The resolution is to conclude that the phase transition
here exhibits the characteristics of a mixed order or hybrid phase transition.
Transitions of this nature are not unprecedented, for example, in [10, 11] mixed
order transitions in long range lattice models are considered. In another example
a phase transition in the size of the giant viable cluster of a multiplex network,
is shown to be discontinuous in the order parameter but also to exhibit critical
behaviour above the critical point [14]. This asymmetry is attributed to the
specifics of the dynamics, which only provide a mechanism for critical behaviour
above the critical point and not below.
I speculate that the mixed order transition in the present work may also be
107
Chapter 4. A Moving Condensate in a Zero-Range Chipping Model
attributed to the difference in mechanisms above and below the transition: from
above, the transition is brought about by the divergence of a length scale in a
coherent structure, namely the tail; from below we see no coherent structures
until the condensate itself is formed.
4.6.1 Connection to the Driven Asymmetric Contact
Process (DACP)
Another interesting observation is that the critical exponent here is measured to
be approximately 1.69, which is similar to the value ν‖ = 1.7338 (see (2.2.6) in
Section 2.2.3) of the numerically measured critical exponent associated with the
temporal correlation length in directed percolation (DP) [80]. Similarities can be
seen between the dynamics of the mass in the tail in the frame of reference of the
condensate and the dynamics of the driven asymmetric contact process (DACP)
which exhibits a phase transition in the DP universality class, specifically with
the temporal exponent measured at 1.7(2) [43].
Figure 4.19: (Reproduced from [43]) A schematic diagram of the DACP. The first
site is always active. Active sites become inactive with rate 1, or activate the site
to their right with rate r.
Similarly to Directed Percolation, described in Section 2.2.3, the DACP is
a one-dimensional lattice model of active and inactive sites, as shown in Figure
4.19. The first site, at the left end of the lattice, is kept active throughout. Active
sites can either become inactive with rate 1, or they can activate the site to their
right with rate r.
If one considers the dynamics of the system in the frame of the strong
condensate, one can identify dynamical similarities. The condensate is similar
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to the always-active boundary site, ‘activating’ the next site along, by putting
some mass that itself can hop on it, at a constant rate. Sites further and
further away become activated as the condensate makes successive moves.
The backchip process generates new singly-occupied sites which themselves can
become ‘inactive’ by recombining with other occupied sites, leaving a vacant site
behind.
Interestingly the mapping between the two is not exact, even though there is
some similarity in the temporal exponent. It may be of interest to investigate
the similarities and differences between the models and the consequences for the
exponents in greater depth in the future.
4.6.2 Divergence in the approximate theory
To see whether the approximate theory of section Section 4.5 also captures the
existence of a mixed order transition I numerically integrated (4.5.13) in order
to measure how a length scale in the profile of the solution for n(x) changes as
b↘ bc. To do this, I measured the distance from x = 0 to the point at which the
gradient dn(x)/dx had the greatest magnitude, as this was the most prominent,
well-defined feature of n(x).
In contrast to the results from simulation (Figure 4.18), we find (Figure 4.21)







The divergence is still indicative of a mixed-order transition, but it points to one
which has a weakly diverging length scale.
This can also be seen in the approximate theory by studying the mass in the
tail very close to the condensate. By considering ε = b−bc  1 and η = n0− n̄ =
1− n̄ 1 we can make a Taylor expansion of f(n̄, b) given in (4.5.13), to find






1− bc ln 2
4
, and f(1, bc) = 0 . (4.6.4)
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Figure 4.20: Plots of n(x), and its gradient, from the mean-field theory of
Section 4.5 at different values of b. To see if it predicts a diverging length
scale, I measured the distance from the origin at which the gradient of n(x)
had the largest magnitude. We can see that this distance continually increases
as b↘ bc ' 0.619692, and the function diverges when b < bc.
Figure 4.21: By numerically integrating (4.5.13) we measure a length scale in the
tail to diverge logarithmically as b↘ bc.
















Figure 4.22: A sketch of the phase diagram for our system. Above the value bc,
the system exhibits a strong condensate phase. Below bc and for low densities the
system exists in a fluid phase. Above a certain value ρc, the system exhibits the
characteristics of a standard condensate phase, but this critical density diverges
as L→∞.




ε(eBx − 1) . (4.6.6)
A characteristic length scale λ can then be defined by the value of x at which η
reaches some arbitrary finite value, yielding A
B





So we see that as ε ↘ Bη
A
, the characteristic length scale λ diverges slowly as a
logarithm.
4.7 Discussion and Conclusions
The hopping dynamics with the ‘backchip’ processes that I have studied in this
chapter give rise to a system with an interesting phase diagram in terms of the
hop rate b and the particle density ρ, which is shown in Figure 4.22. For hop
rates greater than a critical value bc ' 0.62, and at all densities ρ, one sees a
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strong condensate phase. Below bc, there is a fluid phase. When the density is
higher than a critical value ρc, evidence of a condensate phase, similar to that
seen in the ZRP, is observed. However, I show that the critical density ρc actually
diverges with the system size L, and so in the infinite system, one would see only
the two phases: strong condensate and fluid.
The key feature is a strong condensate phase in which the condensate and
its short tail of trailing particles move together through the system. This phase
is present at all densities ρ when the parameter b in the hopping rate u(n) =
1 + b/nα is greater than a critical value bc, which appears to be independent of
the density. Numerically I have measured bc = 0.5 for the case α = 1, which is
is in fairly good agreement with the value bc ' 0.62 found using the condensate
frame analysis of section 4. I classify the transition as being mixed order as
it exhibits a discontinuity in the order parameter σ2, which is indicative of a
1st order phase transition, as well as a diverging length scale, in this case the
decay length of the tail of the condensate, which is a characteristic of a 2nd order
transition.
The results also show a number of additional interesting features of the
condensate phase. First, the condensate and its tail comprise a coherent object
that moves throughout the system, and the stability of the condensate lies in the
dynamics of the vanishingly small fraction of particles in the tail. Once a few
particles are left behind through backchipping they quickly rejoin the condensate.
This picture is substantiated by the theory of section 4 which demonstrates that
the tail of a moving strong condensate necessarily decays quickly to zero for b
greater than a critical value bc. Second, by extending the analysis to values of
α 6= 1 in (4.2.1), I find that the strong condensation phenomenon is generically
present for any α > 0. As illustrated in Figure 4.12 the function bc(α) increases
monotonically from bc(0) = 1/3 and asymptotically approaches 1 as α → ∞.
We recall that in the standard ZRP, condensation is present only for α < 1.
Simulation results confirm the existence of the strong condensate for α > 1,
although the approximate theory appears to underestimate the transition point.
Below the critical bc, we see behaviour more reminiscent of the standard ZRP,
in which there is an apparent transition from a fluid phase at low density, to a
standard condensate phase above a critical value of ρ. However we see numerically
that this critical value ρc ∼ ln(L) as L → ∞, in a similar way to that observed
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in [140]. Here, the condensate is not a true feature of the system in the large
L limit, but rather a finite size effect. This suggests that systems in which
aggregates diffuse and chip, the most relevant quantity in determining whether
condensation occurs is the rate of decay of the chip rate with the aggregate size.
Interestingly, I also find that a simple mean-field theory, which neglects
spatial structure, predicts that the dynamical rules (a single particle hops from
a singly occupied site and all but one of the particles hop from a multiply
occupied site) alone are enough to induce a transition between a homogeneous
and inhomogeneous state, as the density is increased. In fact, the upper bound
of 1 on the critical density in this case is entirely a consequence of the fact that
a single unit of mass is left behind, when a large mass hops. The importance of
the amount of mass left behind also plays in important role in the condensate
frame analysis of currents in the tail. The boundary condition n(0) = 1 is a direct
consequence of the fact that a single unit remains after a hop, which in turn is
directly determines the value of bc
To understand the role of the mass left behind and the interaction between
these dynamical processes better, it would be interesting to study a generalisation
of this model where n− a particles hop in unison for n > a and a single particle
hops for n ≤ a. We have shown here that in the case a = 1 a strong condensate
forms and travels through the system, with its structure maintained by the effects
of hops from its tail. On the other hand the case a = N yields the ZRP, where
only one particle may hop at a time and a condensation occurs for sufficiently
large choice of b, but with a static condensate. It would then be interesting to
ask how a should scale with N for one to observe a moving, as opposed to static,
condensate and at what speed it would travel.
113
Chapter 4. A Moving Condensate in a Zero-Range Chipping Model
114
Chapter 5
A Membrane-Interface Model for
Lamellipodia Growth
5.1 Introduction
Directional motility is a fundamental and ubiquitous cellular process, the origin
of which can be dated to more than 1 billion years ago [139]. The lamellipodium is
a cytoskeletal network of filaments of polymeric actin, a multifunctional protein
molecule found in almost all eukaryotic cells, which plays a crucial role in cell
motility. Polymerisation at the ‘front’ and depolymerisation at the rear of
the filament causes it to ‘treadmill’ in the forward direction, and as many of
these filaments treadmill towards the cell membrane their leading edge pushes it
forwards and as such the whole cell can move.
It has been found that this kind of motility is actually an autonomous property
of the leading lamellipodium [51, 170] and in this chapter I present a simple
membrane-interface (MI) model for this motile structure without any cellular
details. The model, which will be described in detail in Section 5.2, essentially
consists of a rigid wall, representing the cell membrane or boundary, which
diffuses in one-dimension in the presence of a one-dimensional growing interface,
representing the edge of the lamellipodium.
From the point of view of statistical physics, my primary interest is how the
characteristics of the growing interface are modified through the interaction with
a diffusing wall. The characteristic I give most attention to is the scaling of
the interface width, which one can compare with the EW and KPZ universality
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A
B C
Figure 5.1: (Reproduced from [161]) A: A Xenopus keratocyte cell, moving in
the upwards direction. The box highlights a section of the leading lamellipodium,
which is expanded and shown in B. B: An image of the actin filaments in the
leading lamellipodium. The top surface of the filamentous region has some rough
structure. The arrangement of the filaments in the bulk appears disordered and
shows different characteristics at different distances from the surface. C: An
enlarged view of the box in B. At the surface the arrangement of filament tips
appears to lack order.
classes described in Section 2.6. In particular I investigate how its properties
are affected by different biases in the diffusion of the wall, which are directly
comparable to the effect of forces at the cell membrane. A bias in the diffusion
of the cell membrane towards the interface represents a load force, for example
a surface tension, on the membrane which is of particular interest in studies of
cell motility. I also look at bias away from the membrane. This is comparable to
the effect of pulling the cell membrane away from the body of the cell, which is a
less well studied phenomenon. From a biophysical perspective I am interested to
learn how the applied force, or the bias in this model, affects the velocity of the
membrane.
The construction of the MI model is motivated by observations and mea-
surements of the physical structure of the lamellipodium itself (see Figure 5.1).
The lamellipodium in motile cells is a thin, flat protrusion, 0.1-0.2 µm deep,
116
5.1. Introduction
consisting of a high density of filaments of polymeric actin, with 100/µm of the
leading edge [1]. Actin itself is the most abundant protein in most eukaryotic
cells, and in the lamellipodium the filaments it forms are double helical and,
importantly, molecularly polarised. The globular actin subunits have what are
known as their ‘barbed’ and ‘pointed’ ends, from which polymerisation and
growth is favoured at the barbed end and depolymerisation is favoured at the
pointed end [139]. In the cell, these polymeric actin filaments are found to orient
themselves with the barbed ends pointed outwards, towards the cell membrane
[158]. In the lamellipodium the filaments form a dense array of short, branched
filaments [161, 162] that are not uniformly perpendicular to the cell membrane
but instead are distributed over a range of angles, typically around 35◦ to the
normal of the leading edge [118]. This dense structure with cross-linking between
different filaments gives the lamellipodium sufficient mechanical strength such
that polymerisation pushes the leading edge forward rather than the filament
backwards.
These are the structural properties of the lamellipodium that provide the basis
for the core features of the model. The lamellipodium is essentially flat and grows
in one dimension and so I construct a one-dimensional model. The asymmetry in
the filaments and their polymerisation properties forms the basis for directional
growth in the interface, and surface tension at the membrane, an important
factor in lamellipodium motility [142], combined with thermal fluctuations leads
us model it as wall which undergoes a biased random walk.
I choose to model the growth of the lamellipodium with just an interface
rather than trying to represent its internal structure because of the wide array
of complicated features of its interior (see Figure 5.2). For instance, a new
filament can branch off from an existing filament starting from some way down
its length [130, 162] and capping proteins bind to the barbed ends, preventing
further association or dissociation of subunits [40] (with a half time of about 1
s [152]). Also further away from the leading edge are filaments which are observed
to be longer and unbranched, as opposed to the short branched filaments seen
nearer [158]. As the cells moves, existing short branched filaments which are
left behind are ‘remodelled’ to be longer and unbranched, and the dissociated
monomers recycled for further growth [139]. My view is that all of this complex
internal structure only becomes relevant for cell motility in the effect it has on the
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membrane
interface
Figure 5.2: The leading edge of the messy network of actin filaments in the
lamellipodium is modelled using an interface, which grows up against a diffusing,
infinite, solid wall, which represents the cell membrane. Absorption of an actin
monomer by a filament is represented by the growth of a single point on the
interface towards the membrane.
structure of the leading edge of the lamellipodium, which is the part that ratchets
the membrane to cause motility, and so I assume that the structure of the edge
can be described by a generic interface of the type discussed in Section 2.6. As
an aside, to my knowledge no one has yet measured the structural properties
of the leading edge of the lamellipodium, as shown in Figure 5.1, and it would
be of great interest to learn whether it shares properties with the KPZ or DP
universality classes, or with a different or new class altogether.
The ratcheting mechanism for motility was first proposed by Peskin et al. in
an effective model for the mechanism by which a single actin filament can push
against a membrane, known as the Brownian Ratchet [136] (Figure 5.3). In this
model the filament polymerises towards the membrane, but once it comes closer
than the length of a single monomer, no further polymerisation can occur until
the membrane diffuses far enough away that there is enough space for another
monomer to join on. Importantly, it also showed that the ratcheting effect exists
when there is a load force on the membrane against the direction of motion, the
sort of which is caused by the surface tension at the membrane of the cell.
This model, the first to show how Brownian motion could be ‘rectified’ to
generate unidirectional, propulsive forces, spawned a great deal of further research
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Figure 5.3: (Reproduced from [136]) A schematic diagram of the Brownian
Ratchet, as presented in Ref [136]. A particle diffuses in one-dimension with
diffusion constant D, under the influence of an external load force f . If the
particle diffuses a distance δ or greater away from the tip of the actin filament,
there is space for an actin monomer to be adsorbed, which occurs with rate α.
With rate β an actin monomer can desorb from the tip, which can occur regardless
of the position of the particle.
into Brownian Ratchet models for propulsive forces. The model has subsequently
been built upon to include thermal fluctuations in the filament itself, to try to
better account for experimental measurements of cell motility [122, 123], and
also to include effect of attachment or ‘tethering’ between the filament and the
diffusive object it ratchets [123,179].
As discussed above, in the specific case of lamellipodia the cell membrane is
not pushed by a single filament of actin, but by many. The ratcheting properties
of many filaments pushing against a single diffusing obstacle has been studied
by Hohlfeld and Geissler [88]. In this study the authors numerically measure
the ratcheting velocity of a varied number of filaments against a biased diffusive
membrane. They find that the ratcheting velocity is increased by having a larger
number of pushing filaments and from their analytic theories show that the effect
of correlations between filaments near the the lead filament play an important
part in the dynamics.
The MI model is not the first to study the dynamics of an interface in the
presence of a solid wall. In the context of studies of non-equilibrium wetting the
dynamics of a growing KPZ type interface against a flat infinite surface, often
referred to as the ‘substrate’, have been studied [82–84]. These models show
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transitions between pinned and growing phases, where in the former the interface
on average stays close to the substrate and in the latter it moves away from it. In
a non-equilibrium wetting model with long range interactions it is found that for
a certain choice of the long range interaction the transition between the phases
actually belongs to the DP universality class [72, 74]. These studies and Ref [73]
also feature non-equilibrium wetting in the presence of a moving substrate. This
substrate moves towards the interface with a constant velocity, and there is no
exclusion. Instead of being impeded by the interface, the wall pushes any local
parts of the interface it meets upwards and away from it. By decreasing the
velocity of the substrate they see a phase transition from a pinned to depinned
phase, as long as the substrate attraction parameter is small enough. The unique
features of the MI model are first that the substrate, or membrane, undergoes a
random walk moving it closer to or further from the interface, and second that
the interaction between the substrate and the interface is an exclusion interaction,
meaning that the motion of either can be impeded by the presence of the other.
The control parameter I focus on is the measure of bias u of the random
walk of the membrane, which can take values between 0 and 1 inclusive. The
membrane is totally biased towards the interface when u = 0, meaning it can
only move towards it. When u = 1, the opposite is true and the membrane
can only move away from the interface. There is no bias in the motion of the
interface when u = 0.5, which is equivalent to the scenario where there is no
load force. The results of the numerical simulations show three distinct phases
in the structure of the interface and the velocity of the membrane. The first
phase, which I call the smooth phase, occurs when the bias u < u1 ' 0.62. In
this phase, the interface is is narrow (hence ‘smooth’) and essentially bound to
the membrane across its width. The interface pushes the membrane at a velocity
which is approximately linear in the bias u: as u increases, so too does the
membrane velocity. In the rough phase, where u1 < u < u2 = 3/4, the interface is
rough, with the same roughness exponent 1/2 as the KPZ class of interfaces. In
this phase, the membrane and the interface are bound over a very small region,
independent of the interface size. The interface still pushes the membrane, but in
this regime the interface has reached its maximum velocity so increasing u has no
effect on the velocity of the membrane. Finally, when u > 3/4 the membrane’s
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natural drift velocity becomes greater than the velocity of the interface, and the
two structures decouple. I call this the unbound phase, in which the interface
behaves like a normal KPZ interface.
The research presented in this section was conducted in collaboration with
Martin Evans and Richard Blythe, but has not yet been published. In particular,
I performed the numerical analysis and developed the two random walker model
of Section 5.6.1, and we worked collaboratively on the remainder of the analysis.
5.2 Membrane-Interface (MI) Model
The MI model consists of two key components, the membrane and the interface,
which move independently in a discretised 2 dimensional space, and neither
component can pass through the other. The x direction is parallel to the length of
the membrane and perpendicular to its direction of motion, and conversely the y
direction is parallel to the direction of motion of the membrane and perpendicular
to its length.
The membrane is a solid wall which spans the entire width of the space in the x
direction. It undergoes a random walk, in steps of 1 unit, in the y direction, where
with probability u it takes a step away from the interface, and with probability
1− u it takes a step towards it. The membrane and the interface are allowed to
touch, but no part of the interface is allowed to pass through the membrane. A
step by the membrane towards the interface which would cause this to occur is
forbidden.
The interface is composed of L individual segments, connected to each other
at their ends, which extend 1 unit in the x direction and 1 unit up or down in
the y direction. The interface is periodic, so the plane in which it moves has
a total width L in the x direction. There are L points which lie in between
the segments, and the i-th point is found at a distance yi from the membrane.
The mutual exclusion of the membrane and interface means that all values of
yi ≥ 0; negative values could only exist if the interface had passed through the
membrane, and so are forbidden. When yi = 0, the membrane and interface are
in contact at point i.
As shown in Figure 5.4, the segments of the interface can be represented by
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Figure 5.4: A diagram illustrating the MI model I study in this chapter. The
membrane steps away (towards) the interface with rate u (1−u). Particles in the
ASEP, representing the slopes in the interface, hop to the right (left) with rate p
(1− p). Any move that would cause the interface to pass through the membrane
is forbidden.
an asymmetric exclusion process (ASEP): each segment corresponds to a site in
the ASEP; a segment which, ‘reading’ in the positive x direction, goes towards
the membrane is represented by a vacant site in the underlying ASEP, and a
segment which goes away from the membrane is represented by a site occupied
by a particle. Particles in the underlying ASEP can hop to a vacant adjacent site
with probability p in the positive x direction and with probability 1 − p in the
negative x direction. Adsorption and desorption of monomers at the interface is
represented by particle hops: when a particle hops in the positive x direction,
a ‘down-up’ pair of segments become an ‘up-down’ pair of segments, and the
point on the interface at which the two segments has moved 2 units towards
the membrane. Such hops which would make yi negative are forbidden by the
exclusion rule. Similarly, when a particle hops in the negative x direction, an
‘up-down’ pair of segments becomes a ‘down-up’ pair, and the point connecting
the two has moved two steps away from the membrane.
5.3 Numerical Methods
To investigate the properties of the MI model, I performed Monte Carlo
simulations of the dynamics. I set p = 1, which means that the interface can only
122
5.3. Numerical Methods
grow towards the membrane, and cannot pull away from it of its own accord.
I simulated an ASEP with the additional constraints on the particle movement
which comes from the exclusion between the membrane and interface, from which
I made measurements of the quantities of interest at different values of u, the
membrane bias.
Practically this was done using an array of integers with values 0 or 1,
representing vacant or occupied ASEP sites respectively, and by tracking a single
separation distance, y0, which is the separation between the membrane and the
interface at the first point of the interface. To allow periodic boundaries to be
implemented, the lengths L of interfaces simulated must be multiples of 2, because
it takes at least two steps for a section of the interface to return to its original
height. For this reason I simulated interfaces of size 2λ, and I chose the values
of λ to be the integers from 8 to 13 inclusive, giving us a data from system sizes
ranging from 256 to 8192.
In total there are N = L/2 particles being simulated. With probability 1/(N+
1) an event in which the membrane attempts a move was generated, and with
probabilityN/(N+1) an event in which a particle attempts a move was generated.
This is done to model the scenario where the rate of diffusion of the interface is
equivalent to the rate of absorption of monomers at the interface. One Monte
Carlo time step was defined as having elapsed after the occurrence of N + 1
attempted events.
I simulated the dynamics on a number of copies of a configuration which was
initially flat with the membrane and interface in contact, and with the same
parameter values. These simulations were allowed to equilibrate, after which the
measured variables were averaged across the simulations and over time. This was
done over a range of system sizes, and for values of u regularly incremented from
0 to 1 in steps ∆u = 0.01.
5.3.1 Quantities of Interest
When quantifying the behaviour and properties of the interface over the range of
u we are interested in measuring a number of different quantities.
The first of these is the mean separation y between the interface and the
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The sum over i is a sum across every point on the interface, which must be done
each time we wish to take a measurement of y. In general, this quantity is time
dependent, but we assume that the interface equilibrates and reaches a steady
state, within which y should remain constant. The measurement of y is important
because the membrane and interface can move independently, so there is reason
to expect that the steady state value may depend in some way on the membrane
bias u.
In the context of interfaces, it is always of interest to measure the width, W ,






(y2i − y2) . (5.3.2)
Aside from the mean interface position or height, the width is one of the simplest
and most revealing measures of the spatial structure of the interface, which can
give us information about whether the interface is smooth or rough. Furthermore,
by measuring the width in relation to the system size L, we can quantify just how
rough or smooth the interface is. For a normal KPZ interface, the width scales
with L1/2 in the steady state. It is interesting to measure what effect a diffusive
obstacle, which would obstruct the growth of the interface, would have on the
steady-state width in this case.
Another interesting quantity to measure is the number of contacts, C, which
is measured directly from simulations. This quantity is interesting as a measure
of binding between the membrane and the interface, and bears some relation to
the width of the interface too. For instance, if all points of the interface are
in contact with the membrane, then the interface will have the minimum width
possible. However, it is not so easy to draw any conclusions about the width, or
the structure, of the interface when C is small or zero.
Perhaps of most relevance to cell motility is the velocity vm of the membrane
itself. The membrane represents the cell membrane, and the average velocity at
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which it moves is a good proxy for the velocity of the cell itself, so long as the
membrane moves with the lamellipodium. In the simulations, the velocity of the
membrane is measured directly from the number of steps taken by the membrane
in the positive and negative y directions, and again averaged over the systems
and time.
Finally, we also measure the current in the underlying ASEP, which allows us
to quantify the growth rate of the interface. By defining the indicator function
τi =
0 , if site vacant1 , if site occupied , (5.3.3)










where 〈.〉 signifies an average over ensembles [52]. The quantity τi(1 − τi+1)
measures the existence of a particle which has a vacant site ahead it can hop
into, which is the only local configuration of two sites which will contribute to
the current of particles. However, to measure the current in the interface here
correctly, we must make the additional modification that we ignore contributions
to the current from particles that would normally be able to hop, but are actually
impeded by the exclusion interaction with the membrane.
5.4 Numerical Results and Discussion
The numerical measurements of the quantities of interest show 3 distinct phases
of the MI model across the range of the membrane bias parameter u. The first of
these phases occurs when u . 0.62. This is a smooth phase, where the interface
is tightly bound to the membrane, and its width is small and independent of the
system size. The second phase occurs in the region 0.62 . u ≤ 3/4. This is a
rough phase, where the width of the interface scales with L1/2 just as for a ZRP
interface free from any obstacles, but the interface is still bound to the membrane.
What is particularly interesting about this phase is that the current of adsorption
of monomers in the interface, the ASEP current, has saturated at its maximal
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value, and no longer increases with u. However, the velocity of the membrane
also saturates; the interface and membrane move together as a coherent object
with a velocity that is no longer dependent on u because the interface is pushing
at its maximal velocity. Finally, when u > 3/4 the system enters the unbound
phase. In this phase, the natural average velocity of the membrane, 2u − 1, is
great enough that it escapes from the interface and moves ballistically away. The
interface is left behind on its own and is, in this case, simply the standard KPZ






























Figure 5.5: A plot of y against u. Below u1 ' 0.62, one sees that y is small
and independent of the system size. In the rough phase, between u1 ' 0.62 and
u2 = 3/4 one sees that y depends on the system size. One also sees additional
structure becoming apparent at larger system sizes. When u > u2, y does not
reach a steady state value as the membrane ‘escapes’ from the interface.
5.4.1 Smooth Phase
In the smooth phase, the interface stays very close to the membrane, as can be
seen in Figure 5.5. Over a wide range of u, the mean separation y between the
interface and the membrane is of order 1, independent of the system size. Even
approaching the rough phase, the mean separation only reaches sizes of order
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Figure 5.6: A plot of W against u. Far below u1 ' 0.62, the width is very narrow
and independent of L, which indicates a smooth interface. As we approach the
rough phase, u1 < u < u2, the width develops a dependence on L, and within the
rough phase itself it enters the KPZ scaling regime, with W ∼ L1/2. As expected,
this scaling is maintained above u2 = 3/4, where the interface is an unobstructed
KPZ interface as the membrane drifts away.
10 for the largest systems measured. From measurements of W and C we can
see that it is not just the mean position of the interface that stays close to the
membrane, but the whole interface. From Figure 5.7 we see that in the smooth
phase the interface has approximately L/2 points of contact with the membrane,
and from Figure 5.6 we see that the width W is of order 1 throughout the phase.
Because p = 1, the interface always wants to grow towards the membrane,
and thus the flow of current is inhibited only by the membrane blocking growth
at the interface. When u = 0 the system is jammed and the current is 0, as the
membrane can never move away from the interface to create space for it to grow.
For very small u however, current can flow, albeit very slowly. In contrast to
the spatial properties W , C and y which remain approximately the same order
of magnitude throughout the phase, the current J (Figure 5.8) and membrane
velocity vm (Figure 5.9) are seen to increase by 1 to 2 orders of magnitude across
the smooth phase, until the maximal current is reached. What we are seeing is
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Figure 5.7: A plot C against u. In the smooth phase, u < u1, C scales linearly
with L, and so the density of contacts scales independently of L. This is indicative
of a smooth interface pushing up against the membrane. In the rough phase
C ∼ L0, and so the density of contacts scales as 1/L. In this case, the interface
still pushes up against the membrane, but with a vanishing density of contacts. In
the rough phase, u > u2 = 3/4, the membrane escapes and there are no contacts
at all.
that the interface is having to push the membrane, which is impossible for u = 0,
but gets easier as the membrane bias u away from the interface is increased. This
keeps the interface close the the membrane, and its width narrow. The longer
the interface has to wait for the membrane to move away, the more time there is
for the trailing interface sites to ‘catch-up’.
The maximal current Jmax reached at the upper limit of the smooth phase is
simply the maximal current of the ASEP (see e.g. Ref [22] and Section 2.4):
Jmax = ρ(1− ρ) . (5.4.1)
For an interface with periodic boundaries, what goes up must come down, and so
there must be an equal number of upward slopes and downwards slopes. In the
underlying ASEP, this corresponds to a particle density of exactly 1/2. Thus, we
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Figure 5.8: A plot of J against u. In the smooth phase, the current increases
almost linearly with u until it approaches u1. At u1 itself the current saturates
to its maximal value, 1/4. When u > u1, in both the rough and unbound phases,
the current does not change with u as it is no longer reduced by interactions with






which is confirmed by Figure 5.8.
5.4.2 Rough Phase
As J saturates to Jmax we enter the rough phase. Here we see that further
increases in u no longer increase the membrane velocity. This is because the
interface cannot grow any faster than it is doing in this phase, and so is pushing
the membrane as fast as is possible. Further increases in u will have no effect
until the membrane’s natural average velocity 2u − 1 becomes greater than the
velocity of the interface.
The value of u at which the current saturates is a good indicator for the critical
value u1 of the transition between the rough and smooth phases. However, we
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Figure 5.9: A plot of vm against u. In the smooth phase and rough phases it has
the same functional form as the current, because the velocity of the membrane
is determined by the speed at which the interface can push it forwards. The
membrane velocity is measured to be vm = 2J . The upper transition at u2 = 3/4
occurs when the natural mean drift velocity of the membrane 2u − 1 becomes
greater than the velocity 1/2 of the interface that is pushing it, and the two parts
decouple as the membrane drifts away.
can see from Figure 5.8 that it is significantly influenced by the system size.
Nevertheless, a value of u1 ' 0.62 is a reasonable estimate based on the J data,
and agrees well with the prediction drawn from analysis of the width, as we will
discuss in Section 5.4.3.
From the spatial measurements, we see a very significant change in the
structural properties of the interface in the rough phase. First, we call it the rough
phase because the width of the interface now scales with system size, specifically
as L1/2 (see Figure 5.6 and Figure 5.10). This exponent 1/2 is the same roughness
exponent found in the KPZ interface universality class. We also also see that in
this phase the number of contacts with the interface, C, becomes independent of
the system size L, and thus as L→∞ is a vanishing fraction of L.
What we see then is that in the rough phase we have a KPZ interface with an
infinitesimal fraction of points of contact with the membrane, which pushes the
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membrane at its maximal growth velocity.
5.4.3 Transition Between the Smooth and Rough Phases





















Figure 5.10: We perform a finite-size scaling procedure on the width W , plotting
W/Lα against (u− u1)Lχ. The best data collapse was found for the parameters:
α = 0.5, u1 = 0.62, and χ = 0.5.
The nature and critical value of the transition from the smooth phase to
the rough phase are not immediately obvious from the plots of the numerical
measures. Certainly we can see that there is a change in the scaling behaviours
of the spatial properties W , y and C from one to the other, but any quantitative
statements about the transition are difficult to make just by eye. To obtain
an estimate u1 ' 0.62 and α ' 0.5 I analysed the width with a simple finite-
size scaling procedure, but further analysis of how the exponent α varies with
u revealed a weakness in this estimate and points to the need for some further
numerical analysis.
To analyse the phase transition I used a finite-size scaling procedure (see
e.g. [67, 90–92, 128, 129]), in the same way as was performed in Section 4.6, on
the width data measured from simulation (Figure 5.10). This procedure tells us
that the transition is discontinuous in the width, as it provides evidence that as
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Figure 5.11: Numerical measurements of the roughness exponent α as a function
of u show the expected behaviour at u ≥ 3/4 and at small u, but unexpected
behaviour around where I estimate the phase transition between the smooth and
rough phases to be, u1 ' 0.62.
L → ∞ it exhibits a discontinuity, and that at the transition the width has the
functional form
W ∼ Lαf((u− u1)Lχ) . (5.4.3)
The best collapse was obtained for parameters
α ' 0.5 , χ ' 0.5 , u1 ' 0.62 . (5.4.4)
The result α ' 0.5 is significant because it puts the rough phase interface in the
same universality class as the KPZ interface. This procedure has also allowed us
to measure u1 ' 0.62.
Actually, the scaling at the u1 transition is not so straightforward. Although
a reasonable fit was found for the parameters in (5.4.4), by using a more
sophisticated fitting algorithm [90, 121] I found that fits could be obtained at
some other parameter values which were quantitatively just as reasonable, for
instance with α ' 0.3 and u1 ' 0.58.
To investigate this further I performed a linear regression on the data for
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ln(W (u, L)) against ln(L), to investigate the proposition that actually near the
transition that there is some u dependence in the roughness exponent α, such
that
W ∼ Lα(u) . (5.4.5)
What I find, as shown in Figure 5.11, is that close to and inside the rough phase
there is an interesting dependence of the roughness exponent α on u. When
u > u2 = 3/4 we see α ' 1/2, independently of the value of u, as is expected of a
KPZ interface. At small u we see that α ' 0 independently of u, also as we expect
in the smooth phase. In between however α shows a strong functional dependence
on u. From u ' 0.3 it increases super-linearly from 0 to approximately 0.6 at
u ' 0.60− 0.64, and then it decreases down to 1/2 at u = 3/4. The peak in this
plot does suggest a significant change in the phase behaviour at u ' 0.60− 0.64,
which at least corroborates the initial identification of a phase transition in this
region. What the implications of this are for whether this is a first-order transition
or not are as of yet unclear.
The analysis of this observation has not yet progressed any further than as
presented here, but it is certainly an interesting avenue to pursue. Speculatively,
one might suggest that there are sub-phases of the rough phase that require
further analysis. What is also clear from this plot is that more numerical analysis
would be useful. A greater range of system sizes simulated would help the
analysis, but also more careful simulation of the rough phase, which has significant
error bars in Figure 5.11, would help to improve our understanding of the nature
of this phase.
The finite size scaling procedure used to analyse the width would indicate the
the transition in the width between the rough and smooth phases is first-order,
but the difficulty in performing that procedure makes it difficult to be confident in
drawing this conclusion. In the current the transition between the two phases is
continuous, with a possible discontinuity in one of its derivatives. It may actually
be possible then that the transition is of mixed order, as is seen in Ref [10, 11],
but further analysis is required.
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5.4.4 Unbound Phase
The unbound phase is relatively straightforward to understand, as it exhibits
a decoupling between the (biased) diffusive membrane and the growing KPZ
interface. The transition to the the unbound phase occurs at a value u2 where
the natural drift velocity of the membrane becomes greater than the maximal
interface velocity.
The interface velocity vi is simply
vi = monomer size ∗ current = 2J , (5.4.6)
and (with the result (5.4.2)) its maximal value is







The natural average membrane velocity is simply
vn = u− (1− u) = 2u− 1 . (5.4.8)
The membrane will be able to escape from the interface when vn > vi,max which
can be used to find a condition on u:






and thus we have found the upper critical value, u2 = 3/4.
This is exactly what we see in the simulations. When u > 3/4 the contact
count C becomes exactly zero, and the membrane velocity switches to the
functional form vm = 2u − 1, the membrane’s natural average velocity. The
mean separation y between the membrane and the interface does not reach a
steady state, as the membrane continually gets further and further away from
the interface. The width is now simply the width of the KPZ interface, which
scales as L1/2
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5.5 Simple Mean-Field Theory
To try to learn more about the three phases observed in the simulations, and to
try and estimate the critical values of u, we developed a simple mean-field theory
to describe the probability that a piece of the interface chosen at random lies at
a distance y from the membrane. This theory does predict three phases in u,
and provides estimates for the critical values u1 and u2, but incorrectly predicts a
scaling of the width in the rough phase of W ∼ L1, which is significantly different
to W ∼ L1/2 which we measure, and which is normally seen in random walk and
diffusive processes (see Chapter 2).








Figure 5.12: A schematic diagram of the processes which occur in the simple
mean-field theory. A point on the interface lies a distance y from the membrane.
With rate 1/4 the interface grows two steps towards the membrane, reducing y
by 2. With rate u the membrane steps away from the interface, increasing y by 1.
With rate (1−u)(1−P (0))L the membrane steps towards the interface, reducing
y by 1. Any process which would make y negative is prohibited.
The mean-field theory describes the probability P (y) that a point on the
interface is a distance y from the membrane, and is described by the master
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= uP (y − 1)1y>0 +
1
4
P (y + 2) + (1− u)[1− P (0)]LP (y + 1)
− uP (y)− 1
4
P (y)1y>1 − (1− u)[1− P (0)]LP (y)1y>0 . (5.5.1)
On the top row, we have the gain terms, and on the bottom the loss. The function
1X = 1 if the condition X is met, or 0 otherwise. The first and fourth terms,
preceded by a factor u, represent the effect of the membrane moving away from
the interface. In the first term the indicator 1y>0 accounts for the fact that after
the membrane moves upwards, this point of the interface cannot be a distance
y = 0 away, because it would previously have had to have distance y = −1, which
is impossible. The second and fifth term are preceded by a factor 1/4. This is
the maximal current of the ASEP, and these terms represent individual monomer
growth events in the interface. In the fifth term, the factor 1y>1 accounts for the
fact that if y ≤ 1 then a growth event in the interface at this point would make y
negative, and is prohibited. Finally the third and sixth terms represent the effect
of the membrane moving downwards towards the interface. The factor [1−P (0)]L
represents the influence of the remainder of the interface: the membrane cannot
move down towards the interface if any other part of the interface is touching
the membrane. The sixth term also contains a factor 1y>0, which prevents the
membrane from moving downwards if y = 0.




zyP (y) , (5.5.2)
and in the steady state, with ∂P (y)/∂t = 0 we find that the master equation
(5.5.1) becomes












− (a+ b+ 1)G(z) + P (0) + bP (0) + zP (1) , (5.5.3)
where we have defined
a = 4u , b = 4(1− u) . (5.5.4)
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This can be rearranged to give
G(z)[az3−(a+b+1)z2 +bz+1] = (z−z3)P (1)+(1+bz−z2−bz2)P (0) , (5.5.5)
from which one can factorise out (1− z), and then rearrange to obtain
G(z) =
P (1)(1 + z)z + P (0)(1 + (1 + b)z)
1 + (b+ 1)z − az2
. (5.5.6)




P (y) = 1 , (5.5.7)
from which we find an equation relating P (0) and P (1):
2P (1) + (1 + b)P (0) = 2 + b− a . (5.5.8)
5.5.2 Predictions of Critical Values
The normalisation condition allows us to make simple predictions for the critical
values of u, u1 and u2. First, notice that for the distribution to be normalised
the condition
2 + b− a > 0 (5.5.9)
must be satisfied. If it is not satisfied for some set of parameter values, then there
is no steady state at those values.






In this case, remembering that b = 4(1− u)(1− P (0))L, b→ 0 as L→∞ and so
the condition (5.5.9) becomes










, which is what we see in
the smooth phase, exists only when u < 1/2. Thus we have predicted the lower
critical value u1 = 1/2.
Next we can ask what happens when u ≥ 1/2. In this case b must be finite
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for this to be true. In the
infinite system size limit, L → ∞, P (0) → 0 and we find b → 4(1 − u). In this
case the condition (5.5.9) becomes
2 + 4− 4u− 4u > 0 ,
u < 3/4 . (5.5.11)
This means that, for u ≥ 3/4 no steady steady state is possible, and thus we have
an estimate for the upper critical exponent u2 = 3/4, which is in agreement with
the simulations and the result (5.4.9).
In general, for a finite system, we see that for finite b we require
P (0) = − ln c
L
, (5.5.12)
where c is independent of L, but not u. This scaling of P (0) is what we see in
Figure 5.7 for the measured contact count C. The average contact count C is





In Figure 5.7 we see in the rough phase that C ∼ L0, and so P (0) ∼ L−1.
5.5.3 Prediction for the Scaling of the Width
Now, we proceed to see what this theory predicts for the width of the interface, by
analysing the generating function G(z). To begin, we notice that the denominator
of G(z) is quadratic in z, and thus G(z) can be written as
G(z) =
P (1)z2 + (P (1) + (1 + b)P (0))z + P (0)
−a(z − z−)(z − z+)
. (5.5.14)
Because
|z−| < |z+| (5.5.15)
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at large n, but because
z− < 0 (5.5.17)
this means that the distribution would oscillate between positive and negative
values as n is increased. Negative values are obviously unphysical, so the term
(z − z−) in the denominator must be cancelled by the numerator. Thus,
P (1)(1 + z)z + P (0)(1 + (1 + b)z) = −a(Az +B)(z − z−) , (5.5.18)
and we obtain another condition which relates P (0) and P (1):
P (1)(1 + z−)z− + P (0)(1 + (1 + b)z−) = 0 . (5.5.19)





Comparing the numerator of this equation with that of (5.5.14), we find
P (1)z2+(P (1)+(1+b)P (0))z+P (0) = −aAz2+(az−A−aB)z+az−B . (5.5.21)
We can then read off
P (0) = −aA , A = −1
a
P (0) = z+z−P (0) , (5.5.22)
P (1) = − B
z+
, B = −z+P (0) , (5.5.23)
and another condition for P (0) and P (1):
−a(B − Az−) = P (1) + (1 + b)P (0) . (5.5.24)
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The generating function can be written


























Substituting in from (5.5.22) and (5.5.23) we find








Thus, using the definition of G(z) we can read off
P (y) =
P (0)− z+z−P (1)
zy+
, (5.5.27)
for y > 0. Self-consistently,
P (1) =














, y > 0 , (5.5.30)
and the generating function













We can now use this generating function to calculate the mean separation, y,
and then the width, W , and use the resulting expressions to analyse the scaling
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+ y − y2 . (5.5.37)























The L dependence of this expression comes from the L dependence of P (0).





= − ln c
L
, where
c is a constant. To calculate the L scaling of W , we must first find the leading
order L scaling of z± and y. The calculation of the leading order dependence on
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L of all of these quantities involves a long sequence of Taylor expansions, which
is outlined in Appendix C.1. For brevity, we skip to the result
W ∼ L , (5.5.40)
and so this theory predicts that the width W scales linearly with the system
size L. This result, although not accurate according to the simulations, is not
surprising. In the mean-field theory, adjacent sites on the interface may only differ
in height by one unit; a condition known as “restricted solid-on-solid” (RSOS)
[12,103]. This mean-field theory contains no such condition, and so it allows large
fluctuations in the width across its length, which would explain the prediction for
the width to scale as linearly with L, rather than with
√
L as we might expect.
In the next section I present another theoretical approach which has given
us some insight into the mechanisms behind the phase behaviour observed
numerically, but has not yielded any predictions for critical values or scaling
exponents.
5.6 The Importance of Jammed Regions of the
Interface
An interesting feature of this system which is difficult to see from the properties
I measured numerically is the occurrence of contiguous regions of the interface
which are jammed, or pinned, against the membrane. The existence of this
phenomenon is made clear by visualisations of the state of the ASEP which
underlies the interface at successive time steps (Figure 5.13). Furthermore, these
visualisations reveal that there are strong temporal correlations between where in
the interface these jammed regions occur. This indicates another reason why the
simple mean-field theory failed to fully describe the key features of the system:
it did not capture the effects of these strong temporal and spatial correlations.
The difference in the nature of these jammed region of interface seem to be a
key distinguishing feature of the three phases we see. In the unbound phase we
expect no restrictions on the growth of the interface and indeed we see no regions
of interface which are stuck against the membrane. In the smooth phase, most if
not all points of the interface are jammed against the interface, and the length of
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Figure 5.13: A visualisation of the underlying ASEP array for L = 256 over 500
time steps. Each row shows state of the ASEP at a single time step with vacant
sites in white, occupied sites in black, and occupied sites where the particle cannot
jump forward due to the effect of the membrane in red. Left: u = 0.4. This is
the smooth phase. Regions of interface that are pinned to the membrane span
the entire system. Centre: u = 0.65. In the rough phase, there are contiguous
regions of interface pinned to the membrane that do not span the entire length.
Jammed regions are likely to reoccur in the same or similar regions of the interface
where they did previously. Right: u = 0.8. In the unbound phase there is no
interaction between the membrane and interface.
the jammed regions are of order system size L. Finally, in the rough phase, the
jammed regions seen are finite in length, but do not span the entire system.
Based on these observations, I have developed a simple model describing the
length of a jammed region of the interface in order to try and understand the
existence of the phases in the MI model. This model has been successful in
demonstrating that three phases similar to those observed in the simulations can
be described through the simple dynamics of a jammed region of interface alone.
Unfortunately I have not been able to use this model to extract predictions for
the critical values or the nature of the phase transition.
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5.6.1 A Simple Two-Random-Walker Model
The model is motivated as follows. When the interface comes into contact with
the membrane, there will be one or more jammed interface points resulting in a
vacant-occupied site pair in the ASEP, where the particle is stuck regardless of
whether the site ahead is free. Subsequent particle hops either side of this pair
of sites create new interface sites which are pinned against the membrane, and
so a region of jammed sites grows outwards from the original contact point. The
growth of a jammed region in this way can only happen if there are any contact
points at all, and so as soon as the membrane steps away the interface is free to





Figure 5.14: Diagram of the Two Random Walker model. l can only increase in
size if m = 0, and can only decrease in size if m > 0. In the ‘annealed’ case:
l increases by 1 with probability λP ∗(0) and decreases by 1 with probability
(1− λ)(1− P ∗(0)), where P ∗ (0) is the steady state probability that m = 0.
To capture this behaviour we define the model such that it consists of two
random walkers, each on a half-infinite lattice of sites, as shown in Figure 5.14.
One represents the distance of the membrane from the interface, and has position
m. When m = 0, the membrane and the interface are in contact. The other
walker represents the length of a region of jammed sites, and has position l. The
particle m hops to the right, increasing in value, with rate µ, and hops to the left,
decreasing in value, with rate 1 − µ. Similarly, the particle l hops to the right,
increasing in value, with rate λ, and hops to the left, decreasing in value, with
rate 1 − λ. Neither particle can reach negative sites. The coupling between the
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membrane-interface separation, m, and the length of a jammed region l, exists
in the following rule: l can only increase when m = 0, and can only decrease
when m > 0. To simplify the analysis we weaken this condition: l increases with
probability λP ∗(0) and decreases with probability (1−λ)(1−P ∗(0)), where P ∗(0)
is the steady state probability that m = 0.
A particularly appealing feature of this model is that when the membrane
moves away from the interface, when m > 0, the length of the jammed region is
not immediately forgotten, and l is not immediately reset to 0. This allows the
model to capture an element of the memory of the length of the jammed interface
region seen in the MI simulations.
5.6.2 Prediction of Phases in the Mean Length l
By defining P (m, t) as the probability that the distance from the membrane to
the interface is m at time t, and Q(l, t) as the probability that the jammed region
of interface has length l at time t, we can write down master equations for both.
For m > 0
∂P (m, t)
∂t
= µP (m− 1, t)− [µ+ (1− µ)]P (m, t) + (1− µ)P (m+ 1, t) , (5.6.1)
and for m = 0
∂P (0, t)
∂t
= (1− µ)P (1, t)− µ(0)P (0, t) . (5.6.2)
For l > 0
∂Q(l, t)
∂t
= λP ∗(0)Q(l − 1, t)
− [λP ∗(0) + (1− λ)(1− P ∗(0))]Q(l, t)
+ (1− λ)(1− P ∗(0))Q(l + 1, t) , (5.6.3)
and for l = 0:
∂Q(0, t)
∂t
= (1− λ)(1− P ∗(0))Q(1, t)− λP ∗(0)Q(0, t) . (5.6.4)






= 0 . (5.6.5)
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We first consider the dynamics of the distance m, which is independent of the












P ∗(m− 1) . (5.6.7)






P ∗(0) . (5.6.8)






















For 0 ≤ r < 1:
P ∗(0) = 1− r , (5.6.11)





and from the steady state condition
0 < P ∗(0) ≤ 1 , (5.6.13)
we find that
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Unsurprisingly, when µ ≥ 1/2, m drifts to away to infinity and there is no steady
state.
Now that we have found an expression for P ∗(0) in terms of m, we can analyse
the jammed length l. By substituting λP ∗(0) for µ and (1 − λ)(1 − P ∗(0)) for




(1− λ)(1− P ∗(0))
)l
Q∗(0) . (5.6.15)
Just as with P ∗(0), we can fix Q∗(0) by requiring P ∗(m) to be normalised. This
gives us




(1− λ)(1− P ∗(0))
, (5.6.17)
for 0 ≤ ρ < 1. When ρ ≥ 1 there is no steady state Q∗(l). We can also rewrite





To see if we can gain some insight into the phases observed in the simulations,













It is clear that ρ < 1 is required for l to be finite, and ρ > 1 is unphysical.
Already, we can see that when P ∗(0) = 0, and λ 6= 0, then ρ = 0 regardless of
the value of λ. This occurs when µ ≥ 1/2 and describes the situation where the
membrane drifts away, and l = 0 in the steady state.
To understand what happens when µ < 1/2, we make the substitution for ρ
147
Chapter 5. A Membrane-Interface Model for Lamellipodia Growth
to and find that
l =
λ(1− 2µ)
µ(1− λ)− λ(1− 2µ)
. (5.6.20)
For a steady state in l to exist, the following relationship must be satisfied:
0 ≤ ρ < 1 , (5.6.21)
which leads to the condition
0 ≤ λ
1 + λ
< µ . (5.6.22)
This tells us that when µ < 1/2 there are two cases. The first, in the region where
this condition is satisfied, describes the situation where m stays close enough to
0 for l to reach a finite steady state value ρ/(1− ρ). When this condition is not
satisfied, Q∗(0) has no steady state value, and therefore neither does Q∗(l), and
l diverges as the jammed region increases in size indefinitely.
These three phases are shown in the phase diagram Figure 5.15. The steady
state with l = 0 is region A; the steady state with l = ρ/(1− ρ) is region B; and
the regime with no steady state for l is region C.
This result has as nice correspondence to the numerical results. We can
identify the parameter µ with the interface bias u, and λ is, in some way which
we have not been able to make clear, related to the interface growth probability,
p. For a fixed value of p, and thus a fixed value of λ, we see that as µ, or u, is
increased from 0, the system passes through 3 phases (Figure 5.15). The first (C)
is one with a jammed region of interface which spans its entire length; the smooth
phase. The second (B) is a region with a jammed length of interface which is
finite in size, similar to the jammed regions seen in the rough phase. Finally,
increasing µ further, we cross into a phase (A) where the membrane escapes and
there are no jammed regions in the interface.
Although we have not been able to use this model to predict the critical values
of u or to categorise the nature of the transitions, we have managed to gain some
useful insight into the behaviour we observe. The rate at which the interface
grows, related to λ, and the rate at which the membrane moves away from the
interface are competing processes which determine how much time the interface
spends in contact with the membrane. More importantly they determine how
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Figure 5.15: (A) There is no P ∗(0), so m → ∞. Thus a steady state with
Q∗(0) = 1 and l̄ = 1 is reached. (B) A steady state is reached with l̄ = ρ(1−ρ)−1,
with 0 < ρ < 1. ρ = λ(1 − 2µ)/(µ(1 − λ)). This phase is bounded by µ = 1/2
from above and by µ = λ/(1 + λ) from below. (C) There is no steady state for
Q∗(0), Q∗(m), and thus l̄→∞.
much a contiguous region of contacts between the interface and the membrane can
grow before the membrane moves away, and how likely that structure will persist
until contact with the membrane returns. We have observed such a structure in
the simulations (Figure 5.13), and this model highlights the importance of the
dynamics of this structure in characterising the phase of the system.
5.7 Discussion and Conclusions
In summary, the MI model of an interface growing towards a diffusing wall, the
membrane, has revealed an interesting set of phases observed as the bias of the
diffusion of the wall is varied. I have shown that when u < u1 ' 0.62 the system
is in the smooth phase, where the interface has a very narrow width and is in
contact with the membrane at a number of points proportional to the size of
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the interface. In this phase, the velocity of the membrane is determined by the
velocity at which the interface grows due to the effect of the interface pushing
the membrane.
This continues on into the rough phase, when u1 < u < u2 = 3/4, where
the membrane velocity is still determined by the speed at which the interface
pushes it at. Interestingly, the interface has reached its maximal velocity in this
phase, which is greater than the natural drift velocity 2u−1 of the membrane, so
increasing u has no effect on the velocity of the membrane. We also see that the
interface in this regime is rough, its width having roughness exponent 1/2, and
has a subextensive number of contacts with the membrane. We have seen from
visualisations of the underlying ASEP array that in this phase the parts of the
interface in contact with the membrane are typically localised and contiguous,
indicating that there are strong correlations in the distances from the membrane
of the interface points closest to it.
As u is increased further, the drift velocity of the membrane becomes greater
than the velocity of the interface once u > u2 = 3/4. At this point the membrane
‘escapes’: the membrane and the interface decouple, with the membrane drifting
away and the interface evolving as an unobstructed KPZ interface.
It is clear that the fluctuations in the height, the width, play an important
role in the phases observed, alongside the dynamics of the membrane. When
the membrane is in contact with a smooth interface, it inhibits growth of large
portions of the interface. Then, when the membrane makes an excursion away
from the interface, the interface can grow unhindered and its width can increase.
Once the membrane returns to a wide interface, it can only inhibit further growth
of the highest interface points, and so with an increased width growth within the
interface is inhibited less by the membrane. The membrane bias parameter u
then controls how often the membrane inhibits the roughening of the interface
by controlling how much time the the two are in contact with each other.
The simple mean-field theory has given predictions of u1 = 0.5 and u2 =
3/4 which compare well with the numerical results. These predictions rely on
observations of how much of the interface is in contact with the membrane, which
tells us that this property of the system, namely C, plays an important role in the
phase behaviour. The failure of this theory to correctly predict the right roughness
of the interface in the rough phase tells us that the correlations between sites play
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an important role, similarly to [88], and are crucial to understanding the phase
behaviour of the system.
The importance of these correlations was revealed by the visualisations of
which regions of the interface were jammed against the membrane (Figure 5.13).
We developed a simple model based on two random walkers which describes how
these jammed regions may grow or shrink when their growth is stochastically
switched on and off by the effect of the diffusing membrane. The fact that this
model showed three phases tells us that the amount by which these jammed
regions are allowed to grow, determined by the interaction with the membrane,
may be the key dynamical process influencing the structure of the observed
smooth and rough bound phases.
An interesting result of the research in the context of Brownian ratchets is
velocity profile that I have measured numerically. Just like in previous ratcheting
models [88, 136], we have seen that there is a steady ratcheting velocity under
the equivalent of a constant load force (u < 1/2), but more interesting is the
velocity we see in the rough phase. In the rough phase, the ratcheting velocity,
the velocity vm of the membrane, no longer depends on the load force (membrane
bias). Furthermore, we see that a steady state ratcheting velocity can be achieved
under a pulling force (u > 1/2). To my knowledge, neither of these effects
have been reported in the literature so far, and it may be that experimentally
measuring the motility of a cell under a pulling force would yield some interesting
results.
My view that the leading edge of the lamellipodium can be described by a KPZ
interface is purely speculative. It would be very interesting to see whether the
experimentally measured characteristics of the leading edge of the lamellipodium
do indeed correspond to those of a KPZ interface or a different class altogether.
There are still questions addressed in this research that remain unanswered,
particularly around the nature of the smooth and rough phase, possibly rough
phases, and the associated phase transitions. Moving forwards in this research
there are two clear avenues that can be taken.
The first is to obtain more numerical data, and data of a higher quality,
particularly in and around the rough phase. Certainly with more sophisticated
algorithms, and more system sizes, one could learn more about the roughness
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exponent α and its dependence on u, as shown in Figure 5.11. Also, as made
clear in Section 5.6, there seems to be an important role for the localised regions
of contacts between the interface and the membrane. It would be useful to make
more varied measurements of the spatial properties of these jammed regions, such
as their lengths and how many of these regions there are, as well as giving some
consideration to measuring the temporal properties of these regions, in particular
their persistence and recurrence times.
The second avenue to explore would be to develop a more sophisticated theory
to describe the dynamics. The natural next step is to try and introduce the
RSOS constraint into the existing mean-field theory, to try and predict the correct
scaling properties of the width. One way to do this, would be to use the transfer
matrix formalism in a similar way as has been done in Ref [82–84,109]. This is an
approach that we have attempted, but have found problematic so far. By using
the form for P (y), given in (5.5.30), as the statistical weight for height y above
the membrane at each point on the interface, one can use the transfer matrix to
select only interfacial configurations with height differences of 1 between adjacent
sites. In attempting this procedure we noticed that, upon including the full array
of L sites in the theory described in Section 5.5, the simple ‘single-site’ mean-field
master equation (5.5.1) is no longer correct, and requires modification in order
to be consistent and physical. As of yet, we have not been able to solve the for
the generating function which satisfies this master equation.
It is also worth noting previous theoretical approaches to analysing ratcheting
dynamics, that may provide inspiration for possible theoretical descriptions of the
MI model. In the original study of the Brownian ratchet a diffusion equation with
non-local moves, similar to the ‘resetting’ in the model presented in Chapter 3,
was solved to find the ratcheting velocity [136]. Also, in the study of the many-
filament ratchet in Ref [88] it was found that specification of the statistics of
the leading filament separately from the bulk filaments was necessary to obtain
analytic predictions that agreed well with simulations.
In future work it may be of interest to consider in detail the effect that
reducing the value of p less than 1 would have on the dynamics. This is easy to
motivate from a biophysics point of view: in the lamellipodium both adsorption
and desorption occur at the barbed ends of filaments, meaning they can shrink
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as well as grow [139]. One could then ask questions about how the velocity of the
membrane is effected, and perhaps whether there is an optimal pair of values for
p and u which maximise the velocity of the bound interface and membrane.
One could also take further steps towards trying to compare more accurately
how the growth in the MI model compares with growth seen in the lamellipodium.
Appropriate values for the parameters p and u could be estimated to match the
monomer adsorption and desorption rates of the actin monomers and the load
forces or surface tensions measured in experiment. Furthermore, one would have
to adapt the relative probabilities at which membrane and interface events are
selected. In the implementation of the MI model a membrane event happened
with probability 1/(N + 1) and an interface event happened with probability
N/(N + 1), which represents the case where the adsorption rate similar to the
rate of diffusion. Experimental measurements for actin polymerisation rates [138]
combined with reasonable estimates for the diffusion constant of the membrane
[136] suggest that at the leading edge of the lamellipodium the membrane diffusion
rate is much greater than that of actin adsorption. The appropriate modification
to the event selection probabilities would be to select a membrane event with
probability γ/(γ + N) and an interface event with probability N/(γ + N), with
γ ∼ O(N) or greater.
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In this thesis I have studied three distinct non-equilibrium mass transport models,
with a view to understanding the role that stochasticity and fluctuations play in
the dynamics of each. Despite the significant differences in the model definitions,
for instance whether they are defined in discrete or continuous time and space,
or whether they describe the dynamics of a single agent, many agents, or both,
there are deep connections at the fundamental level between the processes seen
in each. The studies of these different models have yielded sometime surprising
results and given us some interesting insights.
The study of the effect of partial absorption (Chapter 3) at the target of a
diffusive searcher which stochastically resets its position has shown this effect to
be quite intuitive. The Mean Time to absorption (MTA) of the searcher increases
with the amount of imperfection of the absorption and the temporal decay rate
of the survival probability decreases with the amount of imperfection. Both of
these results are fully consistent with our expectation that imperfect absorption
at the target will increase the duration of the search. The results also showed
that the consequence of partial absorption was an additive increase to the MTA
with perfect absorption in such away that it is clear that the MTA is simply the
sum of the mean time taken to the first incidence of the target’s and searcher’s
positions and the mean time taken to be absorbed after this occurs.
The study of the Zero-Range Process (ZRP)-like mass transport model
(Chapter 4) revealed the existence of a very interesting strong condensate phase.
Above a critical hopping parameter bc ' 0.62, which is independent of the mass
density, a moving strong condensate exists at all densities. This condensate is
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‘strong’ in that it contains a fraction of the total system mass that tends to 1
in the limit of infinite system size. What is particularly interesting about the
mechanism that maintains this moving condensate is that it is a consequence
of the dynamics of the subextensive fraction of mass that follows the condensate
around in its ‘tail’. As long as these small units of mass hop fast enough relative to
the condensate they can keep replenishing it while it sheds mass as it moves. From
the mean-field analysis of the mass current in the tail of the condensate we found
that the boundary condition that plays a crucial role in determining the value of
bc is actually directly related to the hopping mechanism we employ through the
single unit of mass left behind. This leads us to speculate that the amount of mass
left behind in the ‘backchip’ moves is the key feature influencing the dynamics
and the value of bc. Another interesting insight gained from the analysis of
the tail currents was that, in the frame of the condensate, there seems to be a
similarity between the tail dynamics and the dynamics of the Driven Asymmetric
Contact Process (DACP) and thus the Directed Percolation (DP) universality
class. Further evidence for this connection was seen from the divergence of the
decay length in the tail. This decay length was measured to diverge with exponent
' 1.69, not much different to the temporal exponent measured at 1.7(2) in the
DACP and the DP exponent ν‖ = 1.7338. The divergence of this decay length
at the transition is also interesting because we also measure a discontinuity in
the order parameter at the transition, indicating that the transition is actually
mixed-order, rather than first-order or continuous.
From the membrane-interface (MI) model (Chapter 5) we have found that
the presence of the diffusing wall, the ‘membrane’, has had some surprising
consequences for the growing interface. We see that, upon varying the bias
in the random walk of the membrane, there are three distinct phases that the
system is found in. When the bias u > u2 = 3/4 we see that the membrane and
interface decouple and in this unbound phase the interface grows like a Kardar-
Parisi-Zhang (KPZ) interface. This transition value of u2 = 3/4 was confirmed
by the simple mean-field theory, as well as being easy to predict from simple
physical arguments: once u ≥ 3/4 the membrane’s average velocity is greater
than that of the interface, and they separate. The smooth phase, seen when u
is small is conceptually easy to understand. The bias in the membrane keeps
it pressed up against the interface, and the interface pushes it along against its
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preferred direction of motion. All parts of the interface push up close to the
membrane, and so its width is smooth. In the rough phase, between the smooth
and unbound phases the dynamics are very interesting, but difficult to analyse.
In this phase we see that the number of contacts between the membrane and
interface scales as 1/L and the roughness exponent of the width is approximately
1/2. The numerical analysis of the transition value u1 ' 0.62 has been difficult.
Finite-size scaling has not been as reliable as in Chapter 4 and we have actually
found numerically that the roughness exponent has an unexpected functional
dependence on u. The theoretical analysis of this transition has also been difficult
due to the important role played by spatial and temporal correlations across the
interface and in the regions in contact with the membrane. Possibly the best
indicator for the transition into the rough phase is the saturation of the interface
current J and the membrane velocity vm at u ' 0.6. There is still evidence
of system size dependence of this value however, and it may be possible that
in the L → ∞ limit that the saturation occurs somewhere closer to u = 0.5.
The saturation of the velocity in the rough phase however is one of the most
interesting properties of this system. In this phase the interface cannot push any
faster, but upon increasing u the velocity of the membrane is not great enough
for it to escape the influence of the interface until u = u2 = 3/4.
The research into the MI model is clearly not concluded. There are
still unanswered questions surrounding the smooth to rough transition. More
sophisticated numerical simulation would hopefully allow us to identify the critical
value u1 conclusively, but also give us an understanding of the nature of the phase
transition. There is some indication from the analysis of the width that it is
discontinuous between the smooth and rough phases, which would indicate the
existence of a first-order transition. However, the current and membrane velocity
change continuously from an increasing function of u to a constant saturation
value and it is possible that the gradient of the current is discontinuous at this
point, which would indicate a continuous transition. There is also some evidence
of a diverging length scale in the length of the contiguous, ‘jammed’, regions of
contacts between the membrane and interface. It would be useful in future to
obtain numerical data specifically for analysing the properties of this feature, as




An avenue that has not been explored as fully as I would have liked is how
well the MI model performs as a Brownian ratchet, and as a model specifically
for motility of the lamellipodium. Although I have measured the membrane
velocity, I have not yet been able to perform a detailed comparison between what
I measure and what is seen in earlier Brownian ratchet models. One seemingly
unique feature we have is the presence of a region of velocity which is independent
of the applied force. Furthermore, a significant difference between the ratchet here
and the many filament ratchet of Ref [88] is that we see little or no dependence
of the membrane velocity on the system size.
Another speculative observation from the MI model is that the dynamics of the
so-called jammed regions of the interface which are in contact with the membrane
could be thought of as having behaviour similar to that of a contact process, and
maybe points to the smooth-to-rough transition being part of the DP universality
class. While the membrane is touching the interface, interface points that are
adjacent to points of contact with the membrane can be ‘activated’ and become
contact points themselves. This could be viewed as a contact process where active
sites, the contact points, activate adjacent sites and make them contact points
too. This kind of idea lends itself naturally to the continuous phase transition
that I speculate that we see between the rough and smooth phases, although it
may just as likely be that this phase transition belongs to a class unrelated to
the DP class.
This is of course highly speculative, but the analogy to a contact process that
can be made in both the moving condensate phase transition and the smooth-to-
rough MI transition does at least highlight some phenomenological connections
between the two models. It may also be that there is a connection between the MI
model and the search process with resetting that was studied in Chapter 3. With
a change of frame of reference, the steps taken by the membrane could instead be
seen as the interface ‘resetting’ its position one unit backwards or forwards, while
preserving its shape. Although this may not be quite the same thing as resetting,
the features common to both are a diffusive process combined with a non-local
move, or jump. The resetting of an interface has been studied in Ref [78], but
in that case the profile was reset to a smooth, flat configuration. It may be of
interest to analyse how the height of a growing interface is affected by local moves
which preserve its shape.
158
In terms of general understanding that I have gained from the research
presented here, there are two things that stand out. The first is the potentially
important effects that a subextensive part of the system can have on the whole.
For instance, in Chapter 4 it was the effect of the vanishing fraction of total mass
that was found in the tail of the moving condensate that was responsible for its
maintenance. Also, in the rough phase of the MI model the number of contacts
between the membrane and the interface scales as 1/L, but it is only these few
contacts which are interacting with the membrane, while the rest of the interface
grows seemingly unaware of it.
The second is the the difference ways that boundary conditions play a role in
the dynamics of these transport processes. In Chapter 3, the boundary condition
specified the level of interaction between the target and the searcher, whereas
in Chapter 5 the boundary condition in the analysis of the condensate tail was
responsible for determining the value of the critical value bc. These boundary
conditions were also used to model two very different properties of the system.
In the search process, the boundary condition specified a special property of a
single point in the search space, whereas in the condensate analysis the boundary
condition described a property of the behaviour all all the mass units in the
system.
Finally, I think there are some interesting questions that arise as a follow on
to all three models I have presented here. From the search process, it would
be interesting to see how partial absorption affects a search strategy when the
location of the target is less well defined. It is certainly true that normally a
searcher at best only knows where a target is likely to be. One might guess that
if the interaction between searcher and target is imperfect in some way, then a
good search strategy would require the searcher to sample certain locations from
the target distribution more often, whereas if the interaction is perfect, a single
pass of each possible target location would suffice.
From the considerations of the effect of the boundary condition on the
predicted value of bc, it is natural to ask what happens when the boundary
condition is different. This would correspond to a ‘backchip’ which leaves more
than one unit of mass behind. So, generally one could ask what happens in
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a system where single mass units hop when n ≤ a, and n − a particles hop
when n > a. Furthermore, if a is increased to the total particle number N ,
then this model is equivalent to the ZRP again. Given that the ZRP exhibits
a static condensate whereas our backchip model exhibits a moving condensate,
what happens in between?
The last of the models, the MI model, actually provides a rare opportunity
to ask some experimental questions. To a statistical physicist, perhaps the
most interesting question would be whether the interfacial properties of the
lamellipodium could actually be measured. If so, would it be part of the KPZ
class? Or perhaps the DP class, which has historically lacked experimental
realisation [81], only gaining such as recently as 2007 [165,166]. Another possible
experimental question to ask would be how the motility of cells and their leading
lamellipodia are affected by a pulling force. This type of force corresponds to




Concepts, Methods and Models
A.1 Relationship Between the Occupancy Dis-
tribution and the First-Passage Probability
As discussed in Section 2.3.3, the explicit connection between the first-passage
probability F (x, t|x0) and the occupation probability P (x, t|x0) for a random
walker or diffusive particle is not obvious. In the following I outline a simple
derivation of this connection.
First, we can say that for a random walk originating at x0 to be at x at time
step t, it must have reached x for the first time at an earlier time t′, and then
returned to x after t − t′ additional steps. Although initially this may not seem
to correctly correspond to how me imagine this process to occur, if one considers
the case t′ = t then this describes the case where the walk first reaches x at t,
which may be the the process one had in mind. We can express this as
P (x, t|x0) = δx,x0δt,0 +
∑
t′≤t
F (x, t′|x0)P (x, t− t′|x) , (A.1.1)
where the term of Kronecker deltas, δx,x0δt,0, accounts for the initial condition
x = x0. In the second term, the factor P (x, t − t′|x) represents the probability
that, after reaching x at t′, the random walk will be found at this position again
after a further t − t′ steps. A factor F (x, t − t′|x) is not used because the walk
is allowed to return any number of times in the intervening period. To solve this
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equation, we define the generating functions
P (x, z|x0) =
∞∑
t=0
ztP (x, t|x0) , F (x, z|x0) =
∞∑
t=0
ztF (x, t|x0) , (A.1.2)














G(t′)zτH(τ) = G(z)H(z) , (A.1.3)
and rearrange to find
P (x, z|x0) = δx,0 + F (x, z|x0)P (0, z|x0) . (A.1.4)
From this, we see that




, x 6= 0
1− 1
P (x0, z|x0)
, x = 0
. (A.1.5)
From this expression, one could in theory perform the inverse transform to find
F (x, t|x0), or simply use it directly to calculate the moments of the first-passage
time (see e.g. [66,127]).
A.2 Bose-Einstein Condensation
Condensation in the Zero-Range Process, as discussed in Section 2.5.1, has some
similarities to the phenomenon of Bose-Einstein (BE) condensation (see e.g. [8,
42, 56, 137]), a phase transition seen at low temperatures in a Bose gas. A Bose
gas is a defined to be a gas of non-interacting, indistinguishable, bosonic particles,
which we couple to a reservoir of particles and energy. Here we present a brief
review of BE condensation and draw attention to connections between it and
ZRP condensation.
A key property of the Bose gas is that the grand canonical partition Z function
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can be written as a product of single particle partition functions Zi of the quantum








1− z exp(−εi/kBT )
, (A.2.2)
where T is the temperature, kB is Boltzmann’s constant, and z is the fugacity,
which controls the mean number of particles, and is related to the chemical
potential by z = exp(µ/kBT ). From Zi we can find the Bose-Einstein distribution













The value of N is fixed by our choice of the fugacity z, which is a feature that
plays a key role in the condensation transition in the ZRP. Also central to the
ZRP condensation transition is the product form of Z, described in (A.2.1), which











allowing us to express the mean number of particles N in the gas as the sum of the






z−1 exp(ε/kBT )− 1
dε , (A.2.6)
using the density of states g(ε) (in 3D), which at low T can be written
g(ε) ∼ ε1/2 = Dε1/2 , (A.2.7)
where D is some constant, the details of which are unimportant. By solving
(A.2.6) we can find µ(N, T ) or z(N, t) which gives the average number of particle
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N at temperature T .
For low energy states, the average occupancy must still be positive, and so
z−1 − 1 > 0, which is satisfied only if µ < 0. Now, as one lowers T , to keep N
fixed, µ↗ 0. At some temperature, Tc, µ = 0. By evaluating the integral (A.2.6)










is a constant1. At temperatures below Tc however, we cannot solve (A.2.6) to
find µ(N, T ) ≤ 0 which would give us the right N . The resolution is to consider
the occupancy of the ground state n0 with energy ε0 = 0. In the integral (A.2.6)
g(0) = 0 and so when T > Tc this state is not occupied and contributes nothing
to N . When T < Tc, there is a maximum number of particles Nc = D(kBTc)
3/2I0
that the energy states above the ground state can support, and so the remaining
particles must go into the ground state. This is the phenomenon that we describe
as “condensation”, which happens in a very similar way in the ZRP.
For completeness, one can calculate the occupancy of the ground state. When
T < Tc,






which, using (A.2.8), can be written as















1Explicitly, I0 = ζ(3/2)Γ(3/2) ≈ 2.31516, where ζ(s) is the Riemann zeta function and Γ(s)
is the gamma function.
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Partial Absorption in a Diffusive
Search Process
B.1 Equivalence of the Radiation Boundary Con-
dition and the Sink term.
In Section 3.2.3 we state without proof that the so-called radiation boundary








p(xB, t) , (B.1.1)
is equivalent to the sink term
−aδ(x− xB)p(x, t) (B.1.2)






− rp(x, t|z) + rδ(x− x0)− ap(0, t)δ(x) , (B.1.3)
which is given in (3.2.15). We now proceed to show this equivalence, using a
procedure which closely follows that in [176].
We begin by considering an absorbing region of width 2xB centered at the
origin of the real line, at the boundaries of which an incident diffusive particle
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is absorbed with rate a. The master equation for the probability density of the






− aδ(xB − |x|)p(x, t) . (B.1.4)













p(x, t)dx . (B.1.6)






and perform the necessary integrals on (B.1.4) to obtain
∂n(t)
∂t
































p(±xB, t) , (B.1.11)
which is as the radiation boundary condition quoted above. Thus we have shown
that a sink term of the form
−aδ(x− xB)p(x, t) (B.1.12)
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in a master equation of the form of (3.2.15) is equivalent to the boundary condition
(3.2.16).
B.2 MTA with a resetting position distribution
P(x)
Here we present the calculation of the MTA in the case where the searcher is reset
to a position drawn from the general distribution P(x), which was discussed in
Section 3.4.
In this case, the particle resets with rate r to a random position drawn from the
distribution P(x). The resetting term rq(x0, t) in the backward master equation
(3.2.18) becomes r
∫
dxP(x)q(x, t) and so, for the survival probability q(z, t), the






− rq(z, t) + r
∫
P(x)q(x, t)dx− aq(0, t)δ(z) . (B.2.1)
The calculation of the MTA is a straightforward generalisation of that presented
in Section 3.4 with resetting to a single poisition x0. The Laplace transformation




− (r + s)q̃(z, s) = −1− r
∫





− (r + s)q̃(z, s) = −1− rq̃(x0, s) + aq̃(0, s)δ(z) . (B.2.3)
as given in (3.3.2) we see that the expression is the same, except in the second term
q̃(x0, s) has been replaced with an integral over a dummy variable x. Therefore
we can make a direct substitution into the previous solution to find
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and, by setting s = 0,







P(x)T (x)dx . (B.2.5)















P(x)T (x)dx , (B.2.7)


















































The stationary distribution p∗(x) of the diffusive process with resetting but
















Now we can use (B.2.13) to find F , given by (B.2.10), and then F and (B.2.8) to
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the result quoted in (3.4.13).
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In Section 5.5.3 we presented the finding that the width W scaled linearly with
system size L, i.e. W ∼ L. In this section we present the calculation that shows
this, which is essentially just a sequence of Taylor expansions.
The calculation begins with the expression







for the width from (5.5.39). To learn what scaling the width has, to leading order
in L, we must first find the leading order L scaling of z± and y. In the bound





= − ln c
L





tells us that P (1) ∝ P (0) and so, using the result from (5.5.8) that
2P (1) + (1 + b)P (0) = 2 + b− a , (C.1.3)
we find that
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Using this and a = 4u we can then write
1 + b = 4u− 1 + d
L
, (C.1.5)
where d = − ln c is a constant. To proceed we will first calculate the scaling of
z± and then y before combining these results to find W .
Using (C.1.5) we find
z± =
(1 + b)± [(1 + b)2 + 4a]1/2
2a
z± =























































































































We can then write



























where κ is the coefficient of the order L−2 term in the expansion of z+, which we
have not calculated explicitly.
















































or, neglecting terms O(1/L) and smaller,
ȳ
L















































and so ȳ scales linearly with L.
We now proceed to calculate the scaling of the width W , which as definied in
(C.1.1). To simplify the calculation, discarding O(1/L2) terms from (C.1.14), we
173
Appendix A. Membrane-Interface Model
write















Also, from (C.1.7), we can write




using (C.1.9). As given in (C.1.12), we already have an expression for z+ − 1 up
to order L−2. Thus we can write














− Y (L+ γ)
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D(2− Y D) +
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So, to leading order in L,
W '
√
Y (2− Y D)
D
L . (C.1.22)
Thus, we have found that this model predicts that W scales linearly with L.
For completenes, we can caluculate the prefactor using earlier definitions.
From the definition (C.1.17) of Y we have

















Next, by simplifying using (C.1.9), we find





(1− 2u) , (C.1.24)
and by substituting D in explicitly we find that this prefactor
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