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Abstract. The expansion axiom of matroids requires only the existence of some
kind of independent sets, not the uniqueness of them. This causes that the base
families of some matroids can be reduced while the unions of the base families
of these matroids remain unchanged. In this paper, we define unique expansion
matroids in which the expansion axiom has some extent uniqueness; we define
union minimal matroids in which the base families have some extent minimality.
Some properties of them and the relationship between them are studied. First,
we propose the concepts of secondary base and forming base family. Secondly,
we propose the concept of unique expansion matroid, and prove that a matroid
is a unique expansion matroid if and only if its forming base family is a parti-
tion. Thirdly, we propose the concept of union minimal matroid, and prove that
unique expansion matroids are union minimal matroids. Finally, we extend the
concept of unique expansion matroid to unique exchange matroid and prove that
both unique expansion matroids and their dual matroids are unique exchange ma-
troids.
Keywords. Base; Forming base family; Unique expansion matroid; Union mini-
mal matroid; Unique partition matroid; Unique exchange matroid.
1 Introduction
Matroids were introduced by Whitney [9] in 1935 to try to capture abstractly the
essence of dependence. Since then, it has been recognized that matroids arise natu-
rally in combinatorial optimization. Matroids have been applied to diverse fields such
as algorithm design [1], combinatorial optimization [4]. Recently, matroids have been
combined with rough sets [2,6,7,8,10].
There are several ways to define a matroid, and independent set axiom is one of
them. It presents three properties of independent set, and the third one is called expan-
sion axiom. It indicates that if there exist two independent sets whose cardinalities are
not equal and the independent set whose cardinality is smaller is not a subset of the
other, there exists some other independent set of which the independent set whose car-
dinality is smaller is a proper subset. Generally, such independent sets are more than
one, for the expansion axiom does not require that such independent set is unique. This
causes that the base families of some matroids can be reduced while the unions of the
base families of these matroids remain unchanged.
In this paper, we define unique expansion matroids in which the expansion axiom
has some extent uniqueness; we define union minimal matroids in which the base fami-
lies have some extent minimality. Some properties of them and the relationship between
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them are studied. First, we propose the concepts of secondary base and forming base
family, and study some properties of forming base families in detail. Secondly, we pro-
pose the concept of unique expansion matroid. The expression of the base families of
this type of matroids is presented. We prove that a matroid is a unique expansion ma-
troid if and only if its forming base family is a partition. Thirdly, we propose the concept
of unique partition matroid. We prove that a matroid is a unique expansion matroid if
and only if it is a unique partition matroid. Fourthly, we propose the concepts of union
minimal matroid and intersection minimal matroid. That union minimal matroid and
intersection minimal matroid are dual is proved. We prove that unique expansion ma-
troids are union minimal matroids. Finally, we extend the concept of unique expansion
matroid to unique exchange matroid and prove that both unique expansion matroids and
their dual matroids are unique exchange matroids.
The remainder of this paper is organized as follows. In Section 2, we review the
relevant concepts. In Section 3, we give the concepts of secondary base, forming base
family, unique expansion matroid and unique partition matroid. Then we study the prop-
erties of them and the relationship between them. In Section 4, we give the concepts of
union minimal matroid and intersection minimal matroid. Then we prove that unique
expansion matroids are union minimal matroids. In Section 5, we extend the concept
of unique expansion matroid to unique exchange matroid and prove that both unique
expansion matroids and their dual matroids are unique exchange matroids. Section 6
presents conclusions.
2 Preliminaries
For a better understanding to this paper, in this section, the concepts of covering
and partition and some basic knowledge of matroids are introduced. In this paper, we
denote ∪X∈SX by ∪S, where S is a set family.
Definition 1. (Covering) Let E be a universe of discourse and C be a family of subsets
of E. If ∅ /∈ C and ∪C = E, C is called a covering of E. Every element of C is called
a covering block.
In the following discussion, unless stated to the contrary, the universe of discourse
E is considered to be finite and nonempty. If it is demanded that any two blocks of a
covering have no common elements, we obtain the concept of partition.
Definition 2. (Partition) Let E be a universe of discourse and P be a family of subsets
of E. P is called a partition of E if the following conditions hold: (1) ∅ /∈ P; (2)
∪P = E; (3) for any K,L ∈ P, K ∩ L = ∅. Every element of P is called a partition
block.
It is obvious a partition of E is certainly a covering of E. So the concept of covering
is an extension of the concept of partition. Some operational symbols in set theory will
be used in this paper. We introduce the definitions of them as follows.
Definition 3. ( [3]) Let E be a set and A a family of subsets of E. Three operators are
defined as follows:
Low(A) = {X ⊆ E|∃A(A ∈ A ∧X ⊆ A)},
Max(A) = {X ∈ A|∀Y (Y ∈ A ∧X ⊆ Y → X = Y )},
Com(A) = {X ⊆ E|E −X ∈ A}.
There are several ways to define matroids, and the following is one of them.
Definition 4. (Matroid [3]) A matroid M is an ordered pair (E, I), where E is a finite
set, I is a collection of subsets of E and I satisfies the following three properties:
(I1) ∅ ∈ I;
(I2) if I ∈ I and I ′ ⊆ I , I ′ ∈ I;
(I3) if I1, I2 ∈ I and |I1| < |I2|, there exists e ∈ I2 − I1 such that I1 ∪ {e} ∈ I.
Every element of I is called an independent set of matroid M . Matroid M is usually
denoted as M(E, I). Sometimes, I in M(E, I) is denoted as I(M); E in M(E, I) is
denoted as E(M).
Definition 5. (Base [3]) Let M(E, I) be a matroid. Max(I) is denoted as B(M) and
called the base family of M(E, I). Any B ∈ B(M) is called a base of M(E, I).
The following proposition indicates that all the bases have the same cardinality.
Proposition 1. ( [3]) Let M be a matroid and B1, B2 ∈ B(M). Then |B1| = |B2|.
By the above proposition, we give the following definition.
Definition 6. Let M be a matroid and B ∈ B(M). |B| is denoted as r(M) and called
the rank of M .
For the commutativity of bases, we have the following two theorems.
Theorem 1. ( [3]) Let E be a finite and nonempty set and B ⊆ 2E . Then there exists a
matroid M(E, I) such that B = B(M) iff B satisfies the following two properties:
(B1) B 6= ∅;
(B2) if B1, B2 ∈ B and x ∈ B1−B2, there exists y ∈ B2−B1 such that (B1−{x})∪
{y} ∈ B.
Theorem 2. ( [3]) Let M(E, I) be a matroid, B1, B2 ∈ B(M) and x ∈ B1 − B2.
Then there exists y ∈ B2 −B1 such that (B2 − {y}) ∪ {x} ∈ B.
For Com(B(M)), we have the following theorem.
Theorem 3. ( [3]) Let M(E, I) be a matroid. Then (E,Low(Com(B(M)))) is a ma-
troid.
According to the above theorem, we introduce the concept of dual matroid.
Definition 7. (Dual matroid [3]) Let M(E, I) be a matroid. (E,Low(Com(B(M))))
is denoted as M∗ and called the dual matroid of M .
Sometimes, we denote I(M∗) and B(M∗) as I∗(M) and B∗(M), respectively.
3 Unique expansion matroid
In this section, we propose the concepts of secondary base, forming base family,
unique expansion matroid and unique partition matroid. Then we study their properties
and the relationship between them.
3.1 Secondary base and forming base family
Secondary bases are a type of independent sets. We give its definition as follows.
Definition 8. (Secondary base) Let M be a matroid and r(M) > 0. {A ∈ I(M)||A| =
r(M) − 1} is denoted as s(M) and called the secondary base family of M . Any A ∈
s(M) is called a secondary base of M .
We propose an operator on matroids.
Definition 9. Let M(E, I) be a matroid. An operator KM : 2E → 2E is defined by:
for any X ⊆ E, KM (X) = {a ∈ E|r(X ∪ {a}) = r(X) + 1}.
It is obvious X ∩ KM (X) = ∅. By the above definition, we give the concept of
forming base family.
Definition 10. (Forming base family) Let M be a matroid and r(M) > 0. The forming
base family of M is defined by: F (M) = {KM (X)|X ∈ s(M)}.
Given a base of a matroid M , we obtain a subset of F (M).
Definition 11. Let M be a matroid, r(M) > 0 and B ∈ B(M). The forming base
family of M with respect of B is defined by: FM (B) = {KM (X)|X ∈ s(M) ∧ X ⊆
B}.
It is obvious FM (B) ⊆ F (M). The forming base family with respect of a base has
the following property.
Proposition 2. |FM (B)| = r(M).
For proving the above proposition, we firstly prove the following simple lemma.
Lemma 1. If r(M) = 1, FM (B) = {∪B(M)}.
Proof. By r(M) = 1, we have that FM (B) = {KM (X)|X ∈ s(M) ∧ X ⊆ B} =
{KM (∅)} = {∪B(M)}. 
The proof of Proposition 2 is presented as follows.
Proof. If r(M) = 1, by Lemma 1, this proposition follows. If r(M) > 1, we let
B = {b1, b2, · · · , bt}, where t > 1. For any 1 ≤ i < j ≤ t, we have that bi ∈
KM (B − {bi}) − KM (B − {bj}). Thus KM (B − {bi}) 6= KM (B − {bj}). Then
|FM (B)| = |{KM(B − {b1}),KM (B − {b2}), · · · ,KM (B − {bt})}| = r(M). 
By Proposition 2, we have the following corollary.
Corollary 1. |F (M)| ≥ r(M).
Proof. It follows form FM (B) ⊆ F (M) and Proposition 2. 
The cardinality of the forming base family of a matroid can be greater than the rank
of the matroid, as well as equal to the rank of the matroid. To illustrate this, let us see
an example.
Example 1. Let E = {1, 2, 3}, B1 = {{1, 2}, {1, 3}} and M1 = (E,Low(B1)). Then
M1 is a matroid and QM1 = {{1}, {2, 3}}. So |QM1 | = 2 = r(M1). Let B2 =
{{1, 2}, {1, 3}, {2, 3}} and M2 = (E,Low(B2)). Then M2 is a matroid and QM2 =
{{1, 2}, {1, 3}, {2, 3}}. So |QM2 | = 3 > 2 = r(M2).
Based on this, it is a natural issue that under what conditions the cardinality of the
forming base family of a matroid is equal to the rank of the matroid. With the discussion
getting further, we will give a necessary and sufficient condition for this issue. Now we
continue to discuss the properties of forming base families.
Proposition 3. ∪F (M) = ∪B(M).
Proof. For any g ∈ ∪F (M), we know that there exists some A ∈ s(M) such that
g ∈ KM (A). Hence {g} ∪ A ∈ B(M). Thus g ∈ ∪B(M), hence ∪F (M) ⊆ ∪B(M).
For any h ∈ ∪B(M), we know that there exists some B ∈ B(M) such that h ∈ B. Let
A = B − {h}. It is obvious A ∈ s(M) and h ∈ KM (A). Thus h ∈ ∪F (M), therefore
∪B(M) ⊆ ∪F (M). So ∪F (M) = ∪B(M). 
To illustrate the above proposition, let us see an example.
Example 2. Let E = {1, 2, 3}, B = {{1, 2}, {1, 3}, {2, 3}} and M = (E,Low(B)).
Then M is a matroid and F (M) = {{1, 2}, {1, 3}, {2, 3}}. ∪F (M) is a covering on
∪B(M), not a partition.
Based on this, it is a natural issue that under what conditions a forming base family
is a partition. To address this issue, we need to propose the concept of unique expansion
matroid. On the other hand, there is a more general result than that in Proposition 3.
Proposition 4. For any B ∈ B(M), ∪FM (B) = ∪B(M).
For proving the above proposition, we firstly prove the following lemma, which
indicates that for any element b ∈ B, there exists only one element K ∈ FM (B) such
that b ∈ K .
Lemma 2. Let b ∈ B ∈ B(M). Then |{K ∈ FM (B)|b ∈ K}| = 1.
Proof. If r(M) = 1, by Lemma 1, this proposition follows. If r(M) > 1, we let
B = {b, b2, · · · , bt}, where t > 1. It is obvious FM (B) = {KM (B − {b}),KM(B −
{b2}), · · · ,KM (B − {bt})} and b ∈ KM (B − {b}). For any 2 ≤ j ≤ t, we have that
b /∈ KM (B − {bj}). Thus |{K ∈ FM (B)|b ∈ K}| = 1. 
The proof of Proposition 4 is presented as follows.
Proof. By FM (B) ⊆ F (M) and Proposition 3, we have that ∪FM (B) ⊆ ∪B(M).
By Lemma 2, we know that B ⊆ ∪FM (B). For any d ∈ ∪B(M) − B, we know that
there exists some D ∈ B(M) such that d ∈ D. Thus d ∈ D − B. By Theorem 2,
we know that there exists some b ∈ B − D such that (B − {b}) ∪ {d} ∈ B(M).
Hence d ∈ KM (B − {b}). Since KM (B − {b}) ∈ FM (B), d ∈ ∪FM (B). Hence
∪B(M) ⊆ ∪FM (B). Therefore ∪FM (B) = ∪B(M). 
3.2 Unique expansion matroid
By the definition of matroids, for any secondary base and any base, there exists at
least one element of the base which does not belong to the secondary base such that the
union of the secondary base and this element is a base. Of course, there may exist more
than one element of the base which satisfies the conditions. Below is an example.
Example 3. Let E = {1, 2, 3}, B = {{1, 2}, {1, 3}, {2, 3}} and M = (E,Low(B)).
Then M is a matroid. Let I2 = {2, 3} and I1 = {1}. It is obvious 2 ∈ I2 − I1,
3 ∈ I2 − I1, (I1 ∪ {2}) ∈ I(M) and (I1 ∪ {3}) ∈ I(M).
For any secondary base and any base, if there exists just one element of the base
which satisfies the above conditions, we obtain a special type of matroids.
Definition 12. (Unique expansion matroid) Let M be a matroid. For any B ∈ B(M)
and any A ∈ s(M), if by e1 ∈ B, e2 ∈ B, A ∪ {e1} ∈ B(M) and A ∪ {e2} ∈ B(M),
we obtain that e1 = e2, M is called a unique expansion matroid.
To illustrate this concept, let us see an example.
Example 4. Let E = {1, 2, 3}, B = {{1, 2}, {1, 3}} and M = (E,Low(B)). Then M
is a unique expansion matroid.
With the concept of unique expansion matroid, we can answer the question that
under what conditions a forming base family is a partition.
Theorem 4. F (M) is a partition on ∪B(M) iff M is a unique expansion matroid.
Proof. (⇒): We use the proof by contradiction. Suppose that M is not a unique expan-
sion matroid. Then there exists some A ∈ s(M) and some B ∈ B(M) such that there
exists some e1 ∈ B and some e2 ∈ B, where e1 6= e2, such that A∪{e1} ∈ B(M) and
A ∪ {e2} ∈ B(M). It is obvious {e1, e2} ∈ I(M). By (I3) of Definition 4, we know
that there exists some D ⊂ A, where |D| = |A| − 1, such that D ∪ {e1, e2} ∈ B(M).
Let A − D = {a}, A1 = D ∪ {e1} and A2 = D ∪ {e2}. Then a ∈ KM (A1) and
a ∈ KM (A2). Hence a ∈ KM (A1) ∩ KM (A2). Since e2 ∈ KM (A1) − KM (A2),
KM (A1) 6= KM (A2). Therefore F (M) is not a partition.
(⇐): By Proposition 3, we know that F (M) is a covering on ∪B(M). So we need
to prove only that for any KM (A1),KM (A2) ∈ F (M), if KM (A1) ∩ KM (A2) 6=
∅, KM (A1) = KM (A2). If A1 = A2, the conclusion is obviously true. Below we
suppose that A1 6= A2. Let a ∈ KM (A1) ∩ KM (A2). Then {a} ∪ A1 ∈ B(M) and
{a} ∪ A2 ∈ B(M). For any b ∈ KM (A1), we will prove that b ∈ KM (A2). If b = a,
the conclusion is obviously true. Below we suppose b 6= a. We claim that b /∈ A2.
Otherwise, suppose b ∈ A2. Then b ∈ A2∪{a}. Since a ∈ A2∪{a}, A1∪{b} ∈ B(M)
and A1 ∪ {a} ∈ B(M), by M is a unique expansion matroid, we have that b = a. It
is contradictory. Thus b /∈ A2 ∪ {a}, therefore b ∈ (A1 ∪ {b}) − (A2 ∪ {a}). By
Theorem 2, we know that there exists some g ∈ (A2 ∪ {a}) − (A1 ∪ {b}) such that
((A2 ∪ {a})− {g}) ∪ {b} ∈ B(M). We claim that g = a. Otherwise, suppose g 6= a.
We have that a ∈ ((A2 ∪ {a}) − {g}) ∪ {b}. Since b ∈ ((A2 ∪ {a}) − {g}) ∪ {b},
A1∪{b} ∈ B(M) and A1∪{a} ∈ B(M), by M is a unique expansion matroid, we have
that b = a. It is contradictory. Thus g = a. Hence ((A2∪{a})−{g})∪{b} = A2∪{b},
thus b ∈ KM (A2). Therefore KM (A1) ⊆ KM (A2). Similarly, KM (A2) ⊆ KM (A1).
So KM (A1) = KM (A2). Then F (M) is a partition on ∪B(M). 
The following proposition presents a property of the bases of unique expansion
matroids.
Proposition 5. Let M be a unique expansion matroid. For any B ∈ B(M) and any
D ∈ F (M), |B ∩D| = 1.
Proof. Let D = KM (A), where A ∈ s(M). By (I3) of Definition 4, there exists some
g ∈ B−A such that A∪{g} ∈ B(M). Hence g ∈ KM (A), thus g ∈ B ∩KM (A). For
any h ∈ B ∩KM (A), we have that h ∈ B and A ∪ {h} ∈ B(M). Since M is a unique
expansion matroid, g = h. Then B ∩KM (A) = {g}. Hence |B ∩D| = 1. 
Now we can answer the question that under what conditions the cardinality of the
forming base family of a matroid is equal to the rank of the matroid.
Theorem 5. |F (M)| = r(M) iff M is a unique expansion matroid.
Proof. (⇒): By Theorem 4, we need to prove only that F (M) is a partition on ∪B(M).
By Proposition 3, we know that F (M) is a covering on ∪B(M). We use the proof
by contradiction. Suppose F (M) is not a partition on ∪B(M). Then there exist some
Kp,Kq ∈ F (M), where Kp 6= Kq, such that Kp∩Kq 6= ∅. Suppose b ∈ Kp∩Kq . It is
obvious there exists some B ∈ B(M) such that b ∈ B. By Lemma 2 and Proposition 2,
we know that |F (M)| ≥ |{Kp,Kq} ∪ FM (B)| ≥ r(M) + 1. It is contradictory.
(⇐): Let B ∈ B(M) and F (M) = {D1, D2, · · · , Dt}. By Proposition 5, we know
that for any 1 ≤ i ≤ t, it follows that |B∩Di| = 1. Let {di} = B∩Di. By Theorem 4,
we know that F (M) is a partition on ∪B(M). Hence for any 1 ≤ i < j ≤ t, di 6= dj .
Thus |F (M)| ≤ r(M). Suppose |F (M)| < r(M). Since B ⊆ ∪B(M) = ∪F (M),
there exists some F ∈ F (M) such that |B ∩ F | > 1. It is contradictory. Hence
|F (M)| = r(M). 
The following proposition gives a sufficient condition for a subset of E(M) to be a
base of a unique expansion matroid M .
Proposition 6. Let M be a unique expansion matroid, B ⊆ ∪B(M) and for any D ∈
F (M), it follows that |B ∩D| = 1. Then B ∈ B(M).
Proof. By Theorem 5, we know that |F (M)| = r(M). Let r(M) = t and F (M) =
{P1, P2, · · · , Pt}. Again letB∩Pi = {bi}, where 1 ≤ i ≤ t. HenceB = {b1, b2, · · · , bt
}. Let 1 ≤ s ≤ t−1. We claim that if {b1, b2, · · · , bs} ∈ I(M), {b1, b2, · · · , bs, bs+1} ∈
I(M). It is obvious there exists some Bs ∈ B(M) such that {b1, b2, · · · , bs} ⊆ Bs.
By Proposition 5, we know that |Bs ∩ Ps+1| = 1. Let Bs ∩ Ps+1 = {d}. Since
d ∈ KM (Bs−{d}) ∈ F (M), d ∈ Ps+1 and thatF (M) is a partition,KM (Bs−{d}) =
Ps+1. By bs+1 ∈ Ps+1, we have that bs+1 ∈ KM (Bs − {d}). Hence (Bs − {d}) ∪
{bs+1} ∈ B(M). Since {b1, b2, · · · , bs, bs+1} ⊆ (Bs−{d})∪{bs+1}, {b1, b2, · · · , bs,
bs+1} ∈ I(M). By b1 ∈ B ⊆ ∪B(M), we have that {b1} ∈ I(M). Thus {b1, b2} ∈
I(M). We know that this procedure can carry on until {b1, b2, · · · , bt} ∈ I(M). By
r(M) = t, we have that {b1, b2, · · · , bt} ∈ B(M). 
By Proposition 5 and Proposition 6, we obtain a necessary and sufficient condition
for a subset of E(M) to be a base of a unique expansion matroid M .
Proposition 7. Let M be a unique expansion matroid. Then B ∈ B(M) iff B ⊆
∪B(M) and for any D ∈ F (M), it follows that |B ∩D| = 1.
By the above proposition, we give a relationship between the base family and the
forming base family of a unique expansion matroid. It indicates that any base of a
unique expansion matroid can be obtained by selecting one and only one element from
every block of F (M).
Proposition 8. LetM be a unique expansion matroid andF (M) = {K1,K2, · · · ,Kt}.
Then B(M) = {{b1, b2, · · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}.
Proof. By Theorem 4, we know that F (M) is a partition on∪B(M). Let H = {{b1, b2,
· · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}. For any B ∈ B(M) and any Ki ∈ F (M), by Proposi-
tion 7, we know that |B∩Ki| = 1. Let {bi} = B∩Ki. We have that {b1, b2, · · · , bt} ⊆
B. Suppose B − {b1, b2, · · · , bt} 6= ∅. Then |B| > t. By Proposition 3, we have that
B ⊆ ∪F (M). Then there exists some Kj ∈ F (M) such that |B ∩ Kj | > 1. It is
contradictory. Hence B = {b1, b2, · · · , bt}, thus B ∈ H , therefore B(M) ⊆ H . For
any {b1, b2, · · · , bt} ∈ H , by Proposition 3, we have that {b1, b2, · · · , bt} ⊆ ∪B(M).
For any Ki ∈ F (M), it is obvious |{b1, b2, · · · , bt} ∩ Ki| = 1. By Proposition 7,
we know that {b1, b2, · · · , bt} ∈ B(M). Thus H ⊆ B(M). Hence B(M) = H . Then
B(M) = {{b1, b2, · · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}. 
Unique expansion matroids are defined by certain properties, not by specific struc-
tures. We want to know whether or not there exist some existing matroids which are
unique expansion matroids. In the following subsection, we will answer this question.
3.3 Unique partition matroid
After the concept of matroid was proposed, many types of matroids were con-
structed. Partition matroids introduced in [5,6] are one type of them. In this subsection,
we firstly introduce the concept of partition matroid and give a necessary and sufficient
condition for a subset of E(M) to be a base of a partition matroid M . Then we focus on
studying a special type of partition matroids. Finally, it is shown that this special type
of partition matroids and unique expansion matroids are the same.
Proposition 9. ( [5,6]) Let E be a finite set and P = {P1, P2, · · · , Pm} be a partition
on E. Let k1, · · · , km be a group of nonnegative integers, which satisfy ki ≤ |Pi|. Let
I(P ; k1, · · · , km) = {X ⊆ E||X∩Pi| ≤ ki, 1 ≤ i ≤ m}. Then (E, I(P ; k1, · · · , km))
is a matroid.
By the above proposition, we introduce the following definition.
Definition 13. (Partition matroid) Matroid (E, I(P ; k1, · · · , km)) is denoted as M(P ;
k1, · · · , km) and called a partition matroid.
The following proposition gives a necessary and sufficient condition for a subset of
E(M) to be a base of a partition matroid M .
Proposition 10. B ∈ B(M(P ; k1, · · · , km)) iff B ⊆ ∪P and for any Pi ∈ P , it
follows that |B ∩ Pi| = ki.
Proof. (⇒): It is obvious B ⊆ ∪P . Suppose there exists some Pi ∈ P such that
|B ∩ Pi| 6= ki. Then |B ∩ Pi| > ki or |B ∩ Pi| < ki. If |B ∩ Pi| > ki, then B /∈
I(M(P ; k1, · · · , km)). It is contradictory. If |B ∩ Pi| < ki, then for any b ∈ Pi − B,
|(B ∪ {b}) ∩ Pj | ≤ kj , where 1 ≤ j ≤ m. Thus B ∪ {b} ∈ I(M(P ; k1, · · · , km)). It
is contradictory.
(⇐): By Proposition 9, we know that B ∈ I(M(P ; k1, · · · , km)). For any d ∈
E − B, without loss of generality, we suppose d ∈ Pl ∈ P . Since |B ∩ Pl| = kl,
then |(B ∪ {d}) ∩ Pl| = kl + 1. Hence B ∪ {d} /∈ I(M(P ; k1, · · · , km)). Therefore
B ∈ B(M(P ; k1, · · · , km)). 
Now we consider a special type of partition matroids.
Proposition 11. Let E be a finite set, P a partition on ∪P and ∪P ⊆ E. Let IP =
{X ⊆ ∪P ||X ∩D| ≤ 1, D ∈ P}. Then (E, IP ) is a matroid.
Proof. Let P = {D1, D2, · · · , Dt}, Dt+1 = E − ∪P and Q = P ∪ {Dt+1}. Let
ki = 1, where 1 ≤ i ≤ t and kt+1 = 0. Then Q is a partition on E and {X ⊆
∪P ||X ∩ Di| ≤ 1, 1 ≤ i ≤ t} = {X ⊆ E||X ∩ Di| ≤ ki, 1 ≤ i ≤ t + 1}. Hence
(E, IP ) = M(Q; k1, · · · , kt+1). 
Definition 14. (Unique partition matroid) Matroid (E, IP ) is denoted as ME(P ) and
called a unique partition matroid.
By Proposition 10, we have the following proposition.
Proposition 12. B ∈ B(ME(P )) iff B ⊆ ∪P and for any K ∈ P , it follows that
|B ∩K| = 1.
Proof. It is obvious B ∈ B(ME(P )) iff B ∈ B(M∪P (P )). Again by Proposition 10,
this proposition has been proved. 
By contrast, we have a necessary and sufficient condition for a subset of E to be a
base of the dual matroid of a unique partition matroid ME(P ).
Proposition 13. B ∈ B∗(ME(P )) iff E − ∪P ⊆ B ⊆ E and for any K ∈ P , it
follows that |K −B| = 1.
Proof. (⇒): By B ∈ B∗(ME(P )), we have that E −B ⊆ B(ME(P )). Thus E −B ⊆
∪P , hence E − ∪P ⊆ B. It is obvious B ⊆ E. Therefore E − ∪P ⊆ B ⊆ E. For
any K ∈ P , by Proposition 12, we have that |K − B| = |(E ∩ K) − (B ∩ K)| =
|(E −B) ∩K| = 1.
(⇐): By E − ∪P ⊆ B ⊆ E, we have that E −B ⊆ ∪P . For any K ∈ P , we have
that |(E − B) ∩K| = |(E ∩K)− (B ∩K)| = |K − B| = 1. By Proposition 12, we
have that E −B ∈ B(ME(P )). Then B ∈ B∗(ME(P )). 
Now we give the expression of the base family of a unique partition matroid. It
indicates that any base of a unique partition matroid can be obtained by selecting one
and only one element from every block of the given partition.
Proposition 14. Let P = {D1, D2, · · · , Dt} be a partition on∪P . ThenB(ME(P )) =
{{b1, b2, · · · , bt}|bi ∈ Di, 1 ≤ i ≤ t}.
Proof. Let W = {{b1, b2, · · · , bt}|bi ∈ Di, 1 ≤ i ≤ t}. For any B ∈ B(ME(P )) and
any Di ∈ P , where 1 ≤ i ≤ t, by Proposition 12, we have that |B ∩Di| = 1. Suppose
B∩Di = {bi}. Then {b1, b2, · · · , bt} ⊆ B. Suppose B−{b1, b2, · · · , bt} 6= ∅ and a ∈
B−{b1, b2, · · · , bt}. By Proposition 12, we know that B ⊆ ∪P . Then there exists some
Dj ∈ P such that a ∈ Dj . Thus a ∈ B ∩ Dj , hence a = bj . It is contradictory. Thus
B = {b1, b2, · · · , bt}, therefore B(ME(P )) ⊆ W . For any {c1, c2, · · · , ct} ∈ W , it is
obvious {c1, c2, · · · , ct} ⊆ ∪P and for any Di ∈ P , |{c1, c2, · · · , ct} ∩ Di| = 1. By
Proposition 12, we have that {c1, c2, · · · , ct} ∈ B(ME(P )). Hence W ⊆ B(ME(P )),
thus B(ME(P )) = W = {{b1, b2, · · · , bt}|bi ∈ Di, 1 ≤ i ≤ t}. 
By the above proposition, we obtain the following corollary.
Corollary 2. ∪B(ME(P )) = ∪P .
By Proposition 14, we can prove that the forming base family of a unique partition
matroid is just the partition which induces the matroid.
Theorem 6. Q(ME(P )) = P .
Proof. Let P = {D1, D2, · · · , Dt}. For any V ∈ Q(ME(P )), we know that there
exists some A ∈ FME(P ) such that V = KM (A). By Proposition 14, we know that
there exists some j, where 1 ≤ j ≤ t, such that A = {bi1 , bi2 , · · · , bit−1}, where
{i1, i2, · · · , it−1} = {1, 2, · · · , t} − {j} and for any is ∈ {i1, i2, · · · , it−1}, it follows
that bis ∈ Dis . Again by Proposition 14, we know that V = KM (A) = Dj . Hence
V ∈ P , therefore Q(ME(P )) ⊆ P . For any Dj ∈ P , where 1 ≤ j ≤ t, we know that
Dj = KME(P )({bi1 , bi2 , · · · , bit−1}), where {i1, i2, · · · , it−1} = {1, 2, · · · , t} − {j}
and for any is ∈ {i1, i2, · · · , it−1}, it follows that bis ∈ Dis . Hence Dj ∈ Q(ME(P )),
therefore P ⊆ Q(ME(P )). Then Q(ME(P )) = P . 
Now we can answer the question that whether or not there exist some existing ma-
troids which are unique expansion matroids.
Theorem 7. M is a unique expansion matroid iff M is a unique partition matroid.
Proof. (⇒): By Theorem 4, we know that F (M) is a partition on ∪B(M). For any
B ∈ B(M), by Proposition 8, we know that B ⊆ ∪F (M) and for any D ∈ F (M), it
follows that |B ∩D| = 1. Then for any X ∈ I(M), we have that X ⊆ ∪F (M) and for
any D ∈ F (M), it follows that |X ∩D| ≤ 1. Thus I(M) = {X ⊆ ∪F (M)||X ∩D| ≤
1, D ∈ F (M)}, therefore M is a unique partition matroid.
(⇐): It follows from Theorem 6 and Theorem 4. 
4 Union minimal matroid
In this section, we propose the concepts of union minimal matroid and intersection
minimal matroid, which are collectively called minimal matroid. We will prove that
these two types of minimal matroids are dual and unique expansion matroids are union
minimal matroids. For a given matroid, if we remove some bases from the base family
and keep the union of the base family of the matroid unchanged, can the remainder be
the base family of another matroid? The following example indicates sometimes it can,
and sometimes it can not.
Example 5. Let E = {1, 2, 3},B1 = {{1, 2}, {1, 3}, {2, 3}}andM1 = (E,Low(B1)).
ThenM1 is a matroid. Remove {2, 3} from {{1, 2}, {1, 3}, {2, 3}},we obtain {{1, 2}, {
1, 3}}. Let B2 = {{1, 2}, {1, 3}} and M2 = (E,Low(B2)). Then M2 is still a matroid
and ∪B1 = ∪B2. But remove any base from B(M2), the remainder is not the base
family of any matroid M which satisfies ∪B(M) = ∪B(M2).
Based on this, we propose the following concept.
Definition 15. (Union minimal matroid) Let M(E, I) be a matroid. For any matroid
M1(E, I1), if by ∪B(M1) = ∪B(M) and B(M1) ⊆ B(M), we obtain that B(M1) =
B(M), M is called a union minimal matroid.
The following proposition presents a property of the isomorphism of union minimal
matroids.
Proposition 15. There exist two matroids M1(E, I1) and M2(E, I2), which satisfy
that both M1 and M2 are union minimal matroids, ∪B(M1) = ∪B(M2) and r(M1) =
r(M2), but M1 and M2 are not isomorphic.
Proof. We need only to give an example which satisfies the hypothesis given in this
proposition. LetE = {1, 2, 3, 4, 5},I1 = Low{{1, 2}, {1, 3}, {1, 4}},I2 = Low{{1, 3
}, {1, 4}, {2, 3}, {2, 4}}, M1 = (E, I1) and M2 = (E, I2). Then both M1 and M2
are union minimal matroids. It is obvious ∪B(M1) = {1, 2, 3, 4} = ∪B(M2) and
r(M1) = 2 = r(M2). But by ∩B(M1) = {1} and ∩B(M2) = ∅, we know that M1 and
M2 are not isomorphic. 
By contrast, we propose the following concept.
Definition 16. (Intersection minimal matroid) Let M(E, I) be a matroid. For any ma-
troid M1(E, I1), if by ∩B(M1) = ∩B(M) and B(M1) ⊆ B(M), we obtain that
B(M1) = B(M), M is called an intersection minimal matroid.
The following proposition presents a property of the isomorphism of intersection
minimal matroids.
Proposition 16. There exist two matroids M1(E, I1) and M2(E, I2), which satisfy
that both M1 and M2 are intersection union minimal matroids, ∩B(M1) = ∩B(M2)
and r(M1) = r(M2), but M1 and M2 are not isomorphic.
Proof. We need only to give an example which satisfies the hypothesis given in this
proposition. LetE = {1, 2, 3, 4, 5},I1 = Low{{2, 3}, {2, 4}, {3, 4}},I2 = Low{{1, 3
}, {1, 4}, {2, 3}, {2, 4}},M1 = (E, I1) and M2 = (E, I2). Then both M1 and M2 are
intersection minimal matroids. It is obvious ∩B(M1) = ∩B(M2) = ∅ and r(M1) =
2 = r(M2). But by ∪B(M1) = {2, 3, 4} and ∪B(M2) = {1, 2, 3, 4}, we know that M1
and M2 are not isomorphic. 
The following theorem presents the relationship between union minimal matroids
and intersection minimal matroids.
Theorem 8. M(E, I) is a union minimal matroid iff M∗ is an intersection minimal
matroid.
Proof. For any B ∈ B(M), denote E −B as B∗. Since B ∈ B(M)⇔ B∗ ∈ B(M∗),
then ∪B(M1) = ∪B(M)
⇔ ∪Bi∈B(M1)Bi = ∪B∈B(M)B
⇔ E − ∪Bi∈B(M1)Bi = E − ∪B∈B(M)B
⇔ ∩Bi∈B(M1)(E −Bi) = ∩B∈B(M)(E −B)
⇔ ∩Bi∈B(M1)(B
∗
i ) = ∩B∈B(M)B
∗
⇔ ∩B∗
i
∈B(M∗
1
)(B
∗
i ) = ∩B∗∈B(M∗)B
∗
⇔ ∩B(M∗1 ) = ∩B(M
∗) and
B(M1) ⊆ B(M)
⇔ ∀Bi(Bi ∈ B(M1)→ Bi ∈ B(M))
⇔ ∀Bi(B∗i ∈ B(M
∗
1 )→ B
∗
i ∈ B(M
∗))
⇔ ∀B∗i (B
∗
i ∈ B(M
∗
1 )→ B
∗
i ∈ B(M
∗))
⇔ B(M∗1 ) ⊆ B(M
∗) and
B(M1) = B(M)⇔ B(M
∗
1 ) = B(M
∗). Therefore
M is a union minimal matroid
⇔ ∀M1(E, I1)((∪B(M1) = ∪B(M) ∧ B(M1) ⊆ B(M))→ (B(M1) = B(M)))
⇔ ∀M1(E, I1)((∩B(M∗1 ) = ∩B(M
∗) ∧ B(M∗1 ) ⊆ B(M)
∗)→ (B(M∗1 ) = B(M
∗)))
⇔ ∀M∗1 ((∩B(M
∗
1 ) = ∩B(M
∗) ∧ B(M∗1 ) ⊆ B(M)
∗)→ (B(M∗1 ) = B(M
∗)))
⇔M∗ is an intersection minimal matroid. 
In Propositions 7 and 8 or Propositions 12 and 14, we see that if a matroid is a unique
expansion matroid or a unique partition matroid, there exists such an expression of the
base family and such a property for the base family. The following theorem indicates
that the expression and the property are equivalent.
Theorem 9. Let M(E, I) be a matroid and P = {K1,K2, · · · ,Kt} is a partition
on ∪B(M). Then for any B ∈ B(M) and any Ki ∈ P , |B ∩ Ki| = 1 iff B(M) =
{{b1, b2, · · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}.
Proof. (⇒): We will firstly prove that r(M) = t. For any B ∈ B(M), we know that
B ⊆ ∪P . If r(M) < t, there exists some Ki ∈ P such that |B ∩ Ki| = 0. This
is a contradiction to the hypothesis. If r(M) > t, there exists some Kj ∈ P such
that |B ∩ Kj| ≥ 2. This is a contradiction to the hypothesis. Thus r(M) = t. Let
H = {{b1, b2, · · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}. For any B ∈ B(M) and any Ki ∈ P ,
we let {bi} = B ∩ Ki. Thus {b1, b2, · · · , bt} ⊆ B. By r(M) = t, we have that
B = {b1, b2, · · · , bt}. Thus B ∈ H . Therefore B(M) ⊆ H . Below we will prove that
H ⊆ B(M). For any {a1, a2, · · · , at} ∈ H , where ai ∈ Ki and 1 ≤ i ≤ t, since
a1 ∈ ∪B(M), there exists some B ∈ B(M) such that a1 ∈ B. Since B(M) ⊆ H ,
B = {a1, d2, · · · , dt}, where di ∈ Ki and 2 ≤ i ≤ t. Let |{di ∈ B|di 6= ai, 2 ≤ i ≤
t}| = v. We use induction on v. If v = 1, without loss of generality, suppose {di ∈
B|di 6= ai, 2 ≤ i ≤ t} = {d2}. Since a2 ∈ ∪B(M), there exists some D ∈ B(M)
such that a2 ∈ D. Hence a2 ∈ D − B. By Theorem 2, we know that there exists some
g ∈ B − D such that (B − {g}) ∪ {a2} ∈ B(M). We claim that g = d2. Otherwise
we have that {a2, d2} ⊆ (B − {g}) ∪ {a2}. Hence |((B − {g}) ∪ {a2}) ∩K2| ≥ 2.
This is a contradiction to the hypothesis. Hence (B − {g})∪ {a2} = {a1, a2, · · · , at}.
Therefore {a1, a2, · · · , at} ∈ B(M). Assume that {a1, a2, · · · , at} ∈ B(M) if |{di ∈
B|di 6= ai, 2 ≤ i ≤ t}| = v − 1. Now we suppose |{di ∈ B|di 6= ai, 2 ≤ i ≤ t}| = v.
Without loss of generality, suppose d2 ∈ {di ∈ B|di 6= ai, 2 ≤ i ≤ t}. We know that
there exists some D ∈ B(M) such that a2 ∈ D. Hence a2 ∈ D − B. By Theorem 2,
we know that there exists some g ∈ B − D such that (B − {g}) ∪ {a2} ∈ B(M).
We claim that g = d2. Otherwise we have that {a2, d2} ⊆ (B − {g}) ∪ {a2}. Hence
|((B−{g})∪{a2})∩K2| ≥ 2. This is a contradiction to the hypothesis. Let B1 = (B−
{g})∪{a2} = {a1, a2, · · · , dt}. Then |{di ∈ B1|di 6= ai, 2 ≤ i ≤ t}| = v− 1. By the
assumption of induction, we have that {a1, a2, · · · , at} ∈ B(M). Hence H ⊆ B(M).
So B(M) = H , therefore B(M) = {{b1, b2, · · · , bt}|bi ∈ Ki, 1 ≤ i ≤ t}.
(⇐): It follows obviously. 
In order to indicate the above theorem from another perspective, we propose a new
concept.
Definition 17. (Combination number of a partition) Let P be a partition on∪P . ∏K∈P
|K| is denoted as Co(P ) and called the combination number of P .
By Theorem 9 and the above definition, we have the following corollary.
Corollary 3. Let M be a matroid. If there exists a partition P on ∪B(M) such that for
any B ∈ B(M) and any K ∈ P , that |B ∩K| = 1 follows, |B(M)| = Co(P ).
Suppose that there exist two partitions which both satisfy the conditions given in
Theorem 9. The following proposition indicates that they are equal.
Proposition 17. Let M be a matroid and P and Q be two partitions on ∪B(M). Let
P and Q satisfy that for any B ∈ B(M), any K ∈ P and any L ∈ Q, it follows that
|B ∩K| = 1 and |B ∩ L| = 1. Then P = Q.
Proof. We use the proof by contradiction. Suppose P 6= Q. Then there exists some
a ∈ ∪B(M), K ∈ P and L ∈ Q such that a ∈ K ∩ L and K 6= L. Then K − L 6= ∅
or L − K 6= ∅. Without loss of generality, suppose K − L 6= ∅. Let b ∈ K − L. By
a ∈ L, b /∈ L and Theorem 9, we know that there exists some B ∈ B(M) such that
{a, b} ⊆ B. Thus |B ∩K| ≥ 2. This is contradictory. 
The following theorem gives a relationship between unique expansion matroids and
union minimal matroids.
Theorem 10. If M is a unique expansion matroid, M is a union minimal matroid.
Proof. For any B ∈ B(M) and any K ∈ F (M), by Proposition 7, we know that
|B ∩ K| = 1. Let M1(E, I1) be a matroid which satisfies B(M1) ⊆ B(M) and
∪B(M1) = ∪B(M). By Proposition 3, we know that ∪F (M) = ∪B(M) = ∪B(M1).
Since B(M1) ⊆ B(M), for any D ∈ B(M1), we have that D ∈ B(M). Hence
for any K ∈ F (M), we have that |D ∩ K| = 1. By Corollary 3, we know that
|B(M1)| = Co(F (M)) = |B(M)|. Since B(M) is a finite set, B(M1) = B(M).
Therefore M is a union minimal matroids. 
Since unique partition matroids and unique expansion matroids are the same, unique
partition matroids are union minimal matroids.
5 Unique exchange matroid
In this section, we extend the concept of unique expansion matroid to unique ex-
change matroid and prove that both unique expansion matroids and their dual matroids
are unique exchange matroids. Let us see an example.
Example 6. Let E = {1, 2, 3, 4, 5},B = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {1, 2, 5}, {1, 4,
5}} and M = (E,Low(B)). Then M is a matroid. Let B1 = {1, 2, 3}, B2 = {1, 4, 5},
x = 3, y1 = 4 and y2 = 5. It is obvious x ∈ B1 − B2, y1 ∈ B2 − B1, y2 ∈ B2 − B1,
(B1−{x})∪{y1} ∈ B(M) and (B1−{x})∪{y2} ∈ B(M). Then the y which satisfies
y ∈ B2 −B1 and (B1 − {x}) ∪ {y} ∈ B(M) is not unique.
If we require that such exchange of elements is unique, we obtain a special type of
matroids.
Definition 18. (Unique exchange matroid) Let M be a matroid. For any B1 ∈ B(M)
and any B2 ∈ B(M), if by x ∈ B1 −B2, y1 ∈ B2 −B1, y2 ∈ B2−B1, (B1 −{x})∪
{y1} ∈ B(M) and (B1 − {x}) ∪ {y2} ∈ B(M), we obtain y1 = y2, M is called a
unique exchange matroid.
There is a simple relationship between unique expansion matroids and unique ex-
change matroids.
Proposition 18. If M is a unique expansion matroid, M is a unique exchange matroid.
Proof. For any B1 ∈ B(M) and any B2 ∈ B(M), by x ∈ B1 − B2, y1 ∈ B2 − B1
and y2 ∈ B2 − B1, we have that B1 − {x} ∈ s(M), y1 ∈ B2 and y2 ∈ B2. Then by
(B1 − {x})∪ {y1} ∈ B(M) and (B1 −{x})∪ {y2} ∈ B(M), we obtain that y1 = y2.
Thus M is a unique exchange matroid. 
The converse of the above proposition is not true. Let us see an example.
Example 7. Let E = {1, 2, 3, 4},B = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}}andM = (E,Low
(B)). Then M ∈ Bu. But by 3 ∈ {1, 3, 4} ∈ B(M), 4 ∈ {1, 3, 4} ∈ B(M),
{1, 2} ∈ s(M), {1, 2, 3} ∈ B(M) and {1, 2, 4} ∈ B, we know that M /∈ Sb.
The following proposition gives a relationship between the dual matroids of unique
expansion matroids and unique exchange matroids.
Theorem 11. If M is a unique expansion matroid, M∗ is a unique exchange matroid.
Proof. By Theorem 7, we know that there exists some partition P which satisfies ∪P ⊆
E(M) and M = ME(M)(P ). Let B1, B2 ∈ B(M∗) and x ∈ B1 − B2. Let y1 ∈
B2 − B1 and (B1 − {x}) ∪ {y1} ∈ B(M∗). It is obvious y1 6= x. By Proposition 13,
we know that E(M) − ∪P ⊆ B2. We claim that x ∈ ∪P . Otherwise, x ∈ B2. It is
contradictory. Then there exists one and only one block of P , say D, such that x ∈ D.
By Proposition 13, we know that |D − B1| = 1. We claim that y1 ∈ D. Otherwise,
suppose y1 /∈ D. Then |D − ((B1 − {x}) ∪ {y1})| = |D − B1| + 1 = 2. It is
contradictory. By y1 ∈ D − B1 and |D − B1| = 1, we know that {y1} = D − B1.
Similarly, if y2 ∈ B2−B1 and (B1−{x})∪{y2} ∈ B(M∗), {y2} = D−B1. Therefore
y1 = y2. Thus M∗ is a unique exchange matroid. 
The following example indicates that the converse of the above proposition is not
true.
Example 8. Let E = {1, 2, 3, 4},B = {{1, 2}, {1, 3}, {1, 4}} and M = (E,Low(B)).
Then M is a unique exchange matroid, but M∗ is not a unique expansion matroid.
6 Conclusions
From the viewpoint of the expansion uniqueness of the independent sets of matroids,
this paper defined unique expansion matroids. From the viewpoint of the minimality of
the base families of matroids, this paper defined union minimal matroids. Some prop-
erties of these two types of matroids were given. We proved that unique expansion
matroids are union minimal matroids. In addition, we extend the concept of unique
expansion matroid to unique exchange matroid. All of these open up a new point for
understanding matroids.
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