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[1] Many numerical strategies have been specifically developed for chemistry-transport
models. Since no exact solutions are available for 3-D real problems, there are only few
insights to choose between alternative numerical schemes and approximations, or to
estimate the performance discrepancy between two approaches. However it is possible to
assess the importance of numerical approximations through the comparison of different
strategies. We estimated the impact of several numerical schemes for advection, diffusion
and stiff chemistry. We also addressed operator splitting with different methods and
operator orders. The study is performed with a gas-phase Eulerian model from the
modeling platform Polyphemus. It is applied to ozone forecasts mainly over Europe, with
focus on a few key species: ozone, nitric oxide, nitrogen dioxide, sulfur dioxide and
hydroxy radical. The outcome is a ranking of the most sensitive numerical choices. It
stresses the prominent impact of the advection scheme and of the splitting time step.
Citation: Mallet, V., A. Pourchet, D. Que´lo, and B. Sportisse (2007), Investigation of some numerical issues in a chemistry-transport
model: Gas-phase simulations, J. Geophys. Res., 112, D15301, doi:10.1029/2006JD008373.
1. Introduction
[2] Air Pollution Modeling is based on the so-called
chemistry-transport models (CTMs in the sequel [Seinfeld
and Pandis, 1998; Jacobson, 2005]). These three-dimensional
models solve the Reaction-Diffusion-Advection Partial
Differential Equations that describe the time and space
evolution of reactive trace species in the atmosphere. They
are now widely used for many applications: process study
(in order to investigate a given physical process), environ-
mental forecast (similar to weather forecast), impact studies
(long-term runs in order to evaluate the impact of different
scenarios for emissions), inverse modeling of key parame-
ters (on the basis of the coupling between observational data
and model outputs), and so on.
[3] These models are characterized by their large dimen-
sion. Up to hundreds of species have to be taken into
account in current comprehensive gas-phase mechanisms
(such as Gery et al. [1989] and Stockwell et al. [1997]). The
dimension may be larger for models describing aerosols
(particulate matter).
[4] Another key feature of these models is the wide range
of spatial scales and timescales. Many processes occur at
microphysical scales (of magnitude 1 micrometer; for in-
stance, mass transfer) while the characteristic size of grid
cells is of magnitude 10 km (or even 100 km) for regional/
continental modeling. The range of timescales, especially
for chemical reactions, is also wide: from milliseconds for
reactive species (radicals) to days or months for more stable
species.
[5] As a result of these features, the numerical simulation
associated to such models is recognized to be quite difficult.
We refer for instance to the monograph by Zlatev [1995], to
Sportisse [2007] or to the primary article by McRae et al.
[1982]. The difficulties include many ‘‘classical topics’’ of
numerical analysis, including the following: (1) numerical
advection schemes are applied to flows with strong gra-
dients (near point sources), and the issue related to numer-
ical diffusion is therefore usually underlined; (2) for many
reasons (detailed below), the processes are usually split
(operator splitting) and appropriate algorithms have to be
used to minimize splitting errors; and (3) (operator splitting)
the wide range of chemical timescales implies the stiffness
of the resulting ordinary differential equations, and implicit
(or at least tailored) algorithms have to be used with a CPU/
accuracy tradeoff to be optimized. These issues have often
been addressed in the literature since the early 80s. We first
refer to the review by Verwer et al. [2002] and to many
related works [e.g., Verwer et al., 1999; Sandu et al., 1997b,
1997a] for stiff solvers and [Lanser and Verwer, 1999;
Sportisse, 2000] for operator splitting.
[6] Most of these works have been performed in simpli-
fied cases, that is to say with simplified gas-phase mecha-
nisms, or in 0-D or 1-D applications. A key point for 3-D
atmospheric models is however the large amount of uncer-
tainties in the input data and in the physical parameter-
izations. These complicated models appear to be highly
‘‘stable’’: this is not so easy for a change in numerical
schemes to drastically modify the outputs of some target
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species such as ozone (a usual concern in gas-phase
models).
[7] The key question for a modeler is to know if there is
really, among many available algorithms, a ‘‘numerical
issue’’: is there an impact of different numerical strategies
in 3-D real cases? Of course, this cannot be answered
outside the context of global uncertainties associated to
models (including the uncertainties related to data, physical
parameterizations and numerics). We refer for instance to
Russell and Dennis [2000] and Mallet and Sportisse
[2006a] for a deeper investigation of these points.
[8] The objective of this paper is to briefly review the
numerical issues listed above and to try to answer this
question. We do not propose new algorithms (apart from
specific points) but we perform a comprehensive numerical
study of these topics with a real 3-D application (air quality
modeling mainly over Europe). Even if the tests are made
with a specific model, one can expect that the conclusions
obtained with our modeling platform can be extended to
most of the CTMs.
[9] The focus of this paper is on gas-phase models. The
extension to aerosol models is a rather different issue
because the numerical simulation of the General Dynamics
Equation for aerosol implies other processes with specific
numerical behaviors. Moreover, the numerical simulation of
aerosols is mainly driven by a coarse discretization (due to
the involved computation costs). The extension to aerosol
modeling will be the subject of a follower of this paper.
[10] This paper is organized as follows. We briefly
describe the chemistry-transport models in section 2. We
use the Polyphemus platform [Mallet et al., 2007] to
perform the tests. This platform is representative of state-
of-the-science numerical tools (used for operational purpo-
ses). We also describe the case study: mainly air pollution
over Europe for a few days in summer 2001. An evaluation
of numerical performance is also described, especially in
term of CPU time. We address some issues related to
splitting in section 3, to stiffness in section 4 (with a focus
on positivity), to advection and diffusion in section 5.
[11] For the sake of clarity, we have omitted many
numerical tests and have only reported the most significant
results. In particular, the main results obtained for the
regional case (over northern France, in 1998) are briefly
summarized in conclusion. The complete study related to
this article is given by Pourchet et al. [2005].
2. Background and Setup
2.1. Atmospheric Dispersion
[12] The time and space evolution of atmospheric trace
species is given by the reactive-dispersion equation [e.g.,
Seinfeld and Pandis, 1998]. For the air concentration ci of
species Xi (the species are labeled by i), the evolution is
governed by
@ci
@t
þ div V x; tð Þcið Þ ¼ div rKr ci
r
 
þ ci c;T x; tð Þ; tð Þ þ Si x; tð Þ:
ð1Þ
x 2 R3 and t stand for the space and time coordinates,
respectively. Notice that the CTMs are usually based on off-
line coupling with meteorological models. The equations
require meteorological inputs that may be (1) either direct
outputs of meteorological models, such as the wind velocity
V, the temperature T or the air density r, or (2) parameterized
fields such as the eddy diffusivity matrix K, estimated from
raw meteorological outputs.
[13] Si(x, t) represents the volume emissions of species i.
The chemical production/loss ci for species i is given by a
chemical mechanism as a function of kinetic rates and
concentrations. The kinetic rates are functions of tempera-
ture for thermal reactions and of the actinic flux for
photolytic reactions. A key feature is the time dependence
of photolysis rates characterized by strong gradients at
sunrise and sunset.
[14] Other processes are often added to source terms:
scavenging processes (rainout or washout) are usually
described by a loss term Li(x, t)ci, where Li is a param-
eterized coefficient.
[15] Boundary conditions (in practice, flux conditions)
have to be given at the top of the domain and at ground. At
ground, since the vertical wind velocity is zero, they are
rKr ci
r
 n ¼ Ei x; tð Þ  vdepi x; tð Þci; ð2Þ
where n is the upward unitary vector, Ei the surface
emissions and vi
dep the dry deposition velocity, given as a
parameterization based on meteorological data and land use
cover.
2.2. Numerical Platform
[16] The numerical solution is computed by the Polyphe-
mus platform [Mallet et al., 2007]. Polyphemus is a state-
of-the-science modeling platform for air quality, that is used
both for research projects and operational applications. It is
mainly based on (1) a library for atmospheric parameter-
izations and preprocessing of meteorological fields, Atmo-
Data [Mallet and Sportisse, 2005b], which computes the
physical parameters that appear in the dispersion equation;
(2) a set of chemistry-transport models (CTMs in the
sequel), including Polair3D [Boutahar et al., 2004] which
is used for this work (we assume a CTM is basically a
numerical solver for the dispersion equation); and (3) a
postprocessing tool, AtmoPy, in order to perform model-to-
data or model-to-model comparisons, and to compute
statistics. Polyphemus is also intended to be used with
high-level functionalities, such as sensitivity analysis of
model outputs with respect to inputs [Mallet and Sportisse,
2005a], ensemble forecast (multimodels configuration
[Mallet and Sportisse, 2006b]) and data assimilation
(coupling between model outputs and observational
data [Que´lo et al., 2005]). A key tool for part of these
functionalities is the adjoint model of Polair3D [Mallet and
Sportisse, 2004]. The reference configuration of Polair3D
used for this work is described thereafter.
[17] The chemical mechanism is RACM [Stockwell et al.,
1997], with 72 gas-phase species. The time step is 600 s.
The reference splitting method is a source splitting method
with boundary conditions taken into account in the diffu-
sion. ROS2 (second-order Rosenbrock method) is the
scheme for the time integration of chemical kinetics and
diffusion; it is solved with g = 1 +
ﬃﬃﬃ
2
p
/2 (refer to section 4)
and a time step of 600 s. The advection scheme is a third-
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order Direct Space Time scheme with a Sweby-type flux
limiter (section 5). Besides, the advection is solved without
directional splitting. Finally, the diffusion is solved with an
horizontal diffusion coefficient KH set to 10000 m
2 s1
(5 m2 s1 at regional scale).
2.3. Case Studies
[18] We consider two case studies related to air pollution
modeling (photochemistry):
[19] 1. The first is a continental application over Europe
([40.25N, 10.25W] 
 [56.75N, 22.25E]). The domain is
divided into 65 grid cells along x (longitude, grid resolution
of 0.5), 33 grid cells along y (latitude, grid resolution of
0.5) and 5 grid cells along z, up to 3000 m. This resolution
is rather coarse, which is the case in many real applications
with CTMs. The time step is set to 600 s which is a usual
value for many CTMs.
[20] 2. The second is a regional application over Lille
(northern France). The domain is divided into 42 grid cells
along x (grid resolution of 0.014), 44 grid cells along y
(grid resolution of 0.009) and 9 grid cells along z, up to
2780 m. The time step is set to 600 s.
[21] At continental scale, the lateral boundary conditions
come from a global model (Mozart 2 [Horowitz et al.,
2003]). At regional scale, the lateral boundary conditions
are generated by simulations at continental scale with
Polair3D.
[22] Unless notified, simulations are performed over
seven days. Initial conditions are extracted from a simula-
tion (with the reference configuration) run over several days
before the starting date. Transient phases are then avoided.
[23] The results are detailed only for the continental scale.
The most significant numerical tests for the regional case
are briefly summarized in conclusion.
2.4. CPU Performances
[24] Numerical choices have an impact on the accuracy,
the stability and also on the code CPU performances. In the
reference simulation at continental scale, Polair3D requires
about 5 min of CPU time on a Pentium IV (3 Ghz) with
Intel Fortan Compiler.
[25] For the continental study, the distribution of most
costs (a few functions are excluded such as initialization
functions) is the following one: 58.6% of the time is spent
in chemistry, 15.2% in advection and 22% in diffusion
(Table 1). Chemistry has the largest contribution for CPU
due to the computation of the kinetic rates (power and
exponential functions) and due to linear algebra (linear
systems are solved with a LU method).
[26] For the regional study, 10.2% of the time is spent in
chemistry, 83.8% in advection and 4.8% in diffusion. The
advection appears to be the prominent process. This comes
from the Courant-Friedrichs-Lewy condition (CFL) VDt/
Dx  1 which implies small sub-time-steps (since the grid
cells are smaller than for the continental case) in the
advection integration. Enforcing the CFL condition
requires to perform up to 30 subcycles. Note that the
subcycling never occurs at continental scale where the
time step (600 s) is small enough.
[27] A large part of the CPU time is devoted to the
computation of the numerical flux (52%). Regarding the
high CPU time spent in advection, one can wonder whether
the advection scheme is well suited. Notice that a significant
speed-up can be obtained with other advection schemes,
such as a scheme without flux limiter and a basic upwind
scheme (see section 5 for details and the study of accuracy),
as indicated in Table 2.
2.5. Procedure for Model-to-Model Comparisons
[28] In order to evaluate the impact of numerics, we
have chosen to perform model-to-model comparisons. We
do not include comparisons against observations. As other
CTMs, our model is tuned with the observations so that a
better numerical scheme may deteriorate the performances.
On the contrary, a worse scheme can compensate for errors
elsewhere. In addition, many numerical changes only have
a slight impact (much lower than CTMs errors and
uncertainties).
[29] We assess thereafter, for each process, the spread in
the results due to several numerical choices. A sensitivity
analysis is performed to identify the numerical choices that
have a strong impact on the results, and those with a minor
impact on the computed fields. If strong differences are
found between two schemes, the most accurate scheme (the
scheme of highest order, for instance) is advocated. If only
minor changes arise, the numerical approximation with the
lowest computational cost is advocated. We only pay
attention to ground-level concentrations because this is
where concentrations are usually needed. In addition, spe-
cific problems arise at ground level due to boundary
conditions (emissions, deposition velocities).
[30] Let A = (Ah,i,j)h,i,j and B = (Bh,i,j)h,i,j be the results of
simulations A et B, where h is the temporal index, and i and
j label the spatial position. The average over space and time
of A is A.
Table 1. Distribution of CPU Time for the Continental and
Regional Cases (Reference Configuration)
Process Continental Case Regional Case
Chemistry 58.6% 10.2%
Including kinetic rates 16.3%
Including LU decomposition 16.8%
Advection 15.2% 83.8%
Including flux limiting 9.3% 52.2%
Diffusion 22% 4.8%
Including vertical diffusion 8.6% 2.1%
Table 2. Comparison Between CPU Times Needed for Advection With Different Numerical Schemesa
Upwind Scheme Third Order Without Flux Limiter Third Order With Flux Limiter
Ratio to the reference CPU time 0.74 0.94 1.00
CPU time for advection 74.8% 82.4% 83.8%
CPU time for flux computation 34.6% 48.2% 52.2%
aSee section 5 for further details. The ratio (first line) is computed with respect to the CPU time of the reference case (third-order scheme with flux
limiter).
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[31] The analysis is mostly based on the time evolution of
means and standard deviations of concentrations. Another
comparison is done with the analysis of all differences
between the two simulations. By assuming that an error
below 5% can be neglected, a number is derived in order to
measure the ‘‘distance’’ between two simulations:
a A;Bð Þ ¼ card h; i; jð Þ=jDh;i;jj < 5%
 
card h; i; jð Þf g ;
with Dh;i;j ¼ Ah;i;j  Bh;i;j1
2
Aþ B  ;
ð3Þ
where card is the cardinal of a set (number of elements). The
amount of relative error below 5%, a(A, B), is referred as the
agreement coefficient. If the agreement coefficient is 100%,
the conclusion is that the two simulations are very close.
D is referred as the distance between the two simulations.
This distance could have been normalized with temporal
averages instead of spatiotemporal averages (A and B).
We checked that the conclusions remain the same in both
cases.
[32] An accurate illustration of the differences is the
relative frequency distribution D of D. It can also be
referred as its density and it satisfies
8d 8h > 0Z
d;dþh½ 
D d0ð Þdd0 ¼ card h; i; jð Þ=Dh;i;j 2 d; d þ h½ 
 
card h; i; jð Þf g
ð4Þ
[33] In practice h should be large enough to smooth out
D. In the sequel, many figures show the relative frequency
distribution D (for instance, Figure 2) so that the integral of
D over the abscissa range is 0.99.
[34] The following pollutants are studied: ozone (O3; the
most studied gas-phase pollutant in photochemistry), nitric
oxide (NO; localized near high emission sources), nitrogen
dioxide (NO2), sulfur dioxide (SO2; important for particu-
late matter and for given emitting sectors) and the hydroxy
radical (HO; a key species for the oxidizing power of
atmosphere and a species with a very small timescale).
[35] The same accuracy cannot be reached for all species,
because of their spatial distribution (strong gradients, e.g.,
for NO) and their characteristic timescale (much smaller
than the numerical time step, e.g., for HO). It is expected
that O3 and SO2 are not strongly affected by a numerical
change, notably owing to their quite homogeneous spatial
distribution. Nitric oxide NO is mainly located near emis-
sion sources: it is hard to simulate such a species at
continental scale. Hydroxy radical is also hard to compute
because of its very high reactivity. Nitrogen dioxide NO2 is
intermediate.
[36] To summarize, one can expect that if a numerical
change does not affect HO and NO, this change has no
impact. If NO2 concentrations are modified, the numerical
change is not negligible. Finally, if concentrations of O3 and
SO2 are significantly modified, the system is sensitive to the
numerical change.
[37] In the following sections, we first briefly summarize
the background and the algorithms and then discuss the
results of the numerical tests applied to the continental case
study.
3. Splitting Methods
3.1. Background
[38] Operator splitting methods are then commonly
advocated in this context [McRae et al., 1982; Carmichael
et al., 1996; Verwer et al., 2002; Sportisse, 2000]. The
dispersion equation is then viewed as a sequence of three
main processes:
[39] 1. The first process is advection:
@ci
@t
¼ div V x; tð Þcið Þ: ð5Þ
[40] 2. The second process is turbulent diffusion:
@ci
@t
¼ div rKr ci
r
 
: ð6Þ
[41] 3. The third process includes chemical reactions and
source terms:
@ci
@t
¼ ci c;T x; tð Þ; tð Þ þ Si x; tð Þ: ð7Þ
[42] These processes include appropriate boundary con-
ditions, when required. In practice, ground boundary con-
ditions (equation (2)) are integrated with diffusion, and, in
advection, zero inflow and outflow fluxes are assumed at
ground.
[43] The classical methods and the corresponding numer-
ical analysis are usually given in the linear case:
dc
dt
¼ Acþ Bc; c 0ð Þ ¼ cn: ð8Þ
[44] A and B are two linear operators. The concentration
cn is current value of the solution at time tn = nDt where Dt
is the so-called splitting time step. The splitting algorithm
computes an estimation cn+1 of the solution c at time tn+1 =
tn + Dt.
3.1.1. First-Order Methods
[45] The simplest splitting method is, of course, as
follows:
[46] 1. The first step is to integrate operator A:
dc*
dt
¼ Ac* over 0;Dt½ ; c* 0ð Þ ¼ cn: ð9Þ
[47] 2. The second step is to integrate operator B:
dc**
dt
¼ Bc** over 0;Dt½ ; c** 0ð Þ ¼ c* Dtð Þ: ð10Þ
[48] We write c*(Dt) = L[0,Dt]
A (cn) and c**(Dt) =
L[0,Dt]
B (c*(Dt)). The approximation of c(Dt) is then cn+1 =
L[0,Dt]
B L[0,Dt]
A (cn).
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[49] The classical analysis for this method is based on
asymptotic expansions with respect to the splitting time step
Dt supposed to be small. We have then a first-order method
unless A and B are commuting operators (in this case the
splitting error is 0 since the exponential operators com-
mute). The extension of such an analysis to the nonlinear
case may be performed by using the notion of Lie derivative
[e.g., Lanser and Verwer, 1999].
3.1.2. Second-Order Methods
[50] Strang [1968] has proposed to symmetrize the pre-
vious method with the following three steps: (1) The first
step is to integrate A over [0, Dt
2
] from cn; (2) the second step
is to integrate B over [0, Dt]; and (3) the third step is to
integrate A over [Dt
2
,Dt]. The approximation of c(Dt) is then
cn+1 = L[Dt/2,Dt]
A L[0,Dt]
B L[0,Dt/2]
A (cn).
[51] This is a second-order method unless operators
commute. We refer to Sportisse [2000] for the analysis of
order reduction and the investigation of the optimal
sequence in the stiff case (when one operator is chemical
kinetics, for instance).
3.1.3. Internal Splitting
[52] A different approach is to perform the splitting
process at the level of linear algebra. This is sometimes
referred as internal splitting [see, e.g., Verwer et al., 1996a].
[53] Let us use an implicit method (for instance Backward
Euler) in order to compute the solution of equation (8):
(I  (A + B)Dt)cn+1 = cn.
[54] The key idea of internal splitting is then to propose an
approximate factorization of the matrix to be inverted. For
instance, if we choose I  (A + B)Dt ’ (I  ADt)(I  BDt),
this leads to the sequential integration of (I ADt)c* = cn and
(I  BDt)c** = c*. A similar method has been proposed in
another context for Navier-Stokes equations [Perot, 1993]
where splitting methods are interpreted as approached LU
factorizations of matrices.
3.1.4. Source Splitting Methods
[55] In order to avoid the transient phases introduced by
operator splitting methods (due to the change of initial
conditions for each step [see Sportisse, 2000]) alternative
methods have been proposed by Sun [1996] (no time
splitting) and by Knoth and Wolke [1994] (source splitting).
[56] The key idea is to avoid this change of initial
conditions by adding artificial terms. Let us assume that B
is a stiff operator (chemical kinetics). In order to avoid a
transient phase during the integration of B, a slight modi-
fication of the first-order method is recommended (with the
sequence A–B):
[57] 1. The first step is to integrate operator A, c*(Dt) =
L[0,Dt]
A (cn).
[58] 2. The second step is to integrate operator B with a
complementary source term
dc**
dt
¼ Bc** þ c
*
Dtð Þ  cn
Dt
on 0;Dt½ ;with c** 0ð Þ ¼ cn:
ð11Þ
[59] Notice that the initial condition for the second step
has not been modified. A classical analysis of this method
proves that this a first-order method. The key point is that
transient phases have been eliminated [Sportisse, 2000]. A
stability analysis of this algorithm coupled with Rosenbrock
methods is given by Verwer et al. [1999]. Even if there is a
lack of A(a) stability, this algorithm appears to be stable in
practice. It also has many common points with implicit-
explicit methods [Ahmad and Berzins, 1997; Ascher et al.,
1995; Berzins and Ware, 1996; Frank et al., 1997; Verwer et
al., 1996a; Knoth and Wolke, 1998; Wolke and Knoth, 2000;
Knoth and Wolke, 1999].
3.1.5. Splitting of Boundary Conditions
[60] The key point is to choose the process in which the
boundary conditions are taken into account. As a reference,
Polair3D solves the ground boundary conditions (equation
(2)) with diffusion. The model relies on a finite-volume
framework for spatial discretization (which is usually the
case for CTMs): the model computes cell-averaged values.
In this framework, the boundary conditions may be included
as sources for chemistry.
3.2. Numerical Tests
3.2.1. Sequence of Processes Within the Splitting
[61] In the reference simulation, the splitting sequence is:
advection, diffusion and then chemistry (ADC). This se-
quence is chosen so as to put the stiffest operator at the end,
as advocated by Sportisse [2000]. Ground boundary con-
ditions (emissions and deposition velocities) are integrated
with diffusion.
[62] The tests show that the key point is the position (in
the sequence) of chemistry with respect to diffusion. Sim-
ulations in which chemistry is integrated after diffusion
(ADC, DCA and DAC) compute (almost) the same con-
centrations. In the same way, simulations in which diffusion
is integrated after chemistry (ACD, CDA and CAD) deliver
very similar results. These results are illustrated in Figure 1.
[63] A finer analysis shows slight differences between the
simulations in which chemistry and diffusion are kept in the
same order (see Figure 2). Nevertheless, when chemistry
and diffusion are switched, the agreement between the
simulations clearly decreases (see Figure 3). The key point
therefore lies in the relative position (in the sequence) of
chemistry and diffusion, as shown by Sportisse [2000].
3.2.2. Boundary Conditions
[64] Ground boundary conditions are included in diffu-
sion. The sensitivity to the chemistry/diffusion sequence
may come from these boundary conditions. Figure 4 shows
that this is not the main reason. With ground boundary
conditions moved to chemistry, the differences are not as
high as previously, except for ozone. Meanwhile ozone
concentrations are not strongly modified. As a conclusion,
the impact of this choice about the ground boundary
conditions is not negligible but it does not explain the
impact of the splitting sequence.
3.2.3. Splitting Method
[65] The use of the method described in section 3.1.2 has
a slight impact on concentrations, as shown in Figure 5.
[66] The impact of a change from first-order splitting to
internal splitting (section 3.1.3) is still low for ozone and
sulfur dioxide. Other species show differences, but lower
than in the previous tests. Results are summarized in
Figure 6.
[67] As for the impact of source splitting (section 3.1.4),
concentrations are slightly modified (Figure 7). Neverthe-
less, this method improves the stability of the integration.
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Without source splitting, instabilities occur with large time
steps such as 1800 s.
3.2.4. Splitting Time Step
[68] The choice of the splitting time step (also referred as
time step) is crucial because the overall computational time
is roughly proportional to it. CTMs use time steps higher
than the time scales of many chemical reactions. Moreover,
Figure 2. Splitting ADC versus DCA: relative frequency distribution of the distance D and agreement
coefficients for the five species. Nonnegligible differences are observed, but the impact remains small.
Figure 1. Time evolution of mean concentrations for several splitting sequences. Simulations in which
chemistry is before diffusion compute the same concentrations. On the contrary, the simulation ACD
shows differences.
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Figure 4. Simulations with ground boundary conditions included in diffusion versus in chemistry:
relative frequency distribution of the distance D (see equation (3)) and agreement coefficients for the five
species. Ozone is not strongly modified while other species are affected.
Figure 3. Splitting ADC versus ACD: relative frequency distribution of the distance D and agreement
coefficients for the five species. Ozone and sulfur dioxide are slightly modified, while the other species
are sensitive to the numerical choice.
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there are advection schemes without a CFL restriction
[Hundsdorfer and Spee, 1995; Frolkovicˇ, 2002; Lin and
Rood, 1996; Restelli et al., 2006]. Time steps may therefore
vary in a wide range, maybe up to 1 hour (which is still
reasonable for the underlying dynamics).
[69] We have used time steps of 30 s, 60 s, 100 s, 200 s,
300 s, 600 s, 900 s, 1200 s and 1800 s. All results are
similar up to 600 s. With time steps above 600 s, the results
show noteworthy differences (see Figure 8).
3.2.5. Conclusion
Figure 6. First-order splitting versus internal splitting: relative frequency distribution of the distance D
and agreement coefficients for the five species. There is a low impact.
Figure 5. First-order splitting versus second-order splitting: relative frequency distribution of the
distance D and agreement coefficients for the five species. Ozone and sulfur dioxide are barely modified;
other species are sensitive to the numerical approximation.
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[70] The splitting time step (up to 600 s) and the scheme
order do not make much of a difference. Using a first-order
method with a splitting time step of 600 s is then a good
compromise between CPU requirements and accuracy.
Source splitting should be used to improve the stability
(without additional CPU costs).
[71] The sequence of processes reveals an impact of the
position of chemistry and diffusion in the sequence; chem-
istry should end the sequence.
Figure 7. First-order splitting versus source splitting: relative frequency distribution of the distance D
and agreement coefficients for the five species. There is a very low impact.
Figure 8. Time evolution of the spatial mean of concentrations computed with three time steps (30 s,
600 s and 1800 s). The simulation with 1800 s shows significant differences.
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[72] The impact of boundary conditions integrated with
chemistry (instead of diffusion) remains limited.
4. Integration of Chemical Kinetics
4.1. Background
[73] The time integration of chemical kinetics is usually a
key step for gas-phase CTMs. The reasons are twofold:
[74] 1. Many species are included in comprehensive
chemical mechanisms (72 species in the case of the RACM
mechanism used in Polyphemus [Stockwell et al., 1997]).
This leads to high-dimensional models with the related
difficulties.
[75] 2. The wide range of chemical timescales implies the
numerical stiffness of the ODEs [Verwer et al., 1996b;
Verwer, 1994; Verwer and Simpson, 1995; Sandu et al.,
1996, 1997b].
[76] The classical issues of stiff ODEs therefore have to be
dealt with: (1) implicit methods instead of explicit ones in
order not to be constrained by stringent stability conditions
and (2) positivity of concentrations, especially to keep the
stability property for chemical kinetics. If the positivity is not
satisfied, clipping is applied: the negative concentrations are
set to zero. This is widely used (even if this leads to mass
addition). An alternative approach is the use of tailored
solvers (such as Preussner and Brand [1981]). We also refer
to Sandu [2001] for an appropriate algorithm.
[77] Among many candidates, the Rosenbrock methods
(Verwer et al. [1999] for gas-phase mechanisms and Djouad
et al. [2002] for multiphase models) have appeared to have
good skills. For the evolution equation,
dc
dt
¼ f c; tð Þ; c 0ð Þ ¼ c0; ð12Þ
the second-order Rosenbrock method (ROS2) reads
cnþ1 ¼ cn þ 3k1 þ k2ð ÞDt
2
; ð13Þ
where
1 gDt Jð Þk1 ¼ f tn; cnð Þ;
1 gDt Jð Þk2 ¼ f tnþ1; cn þDtk1ð Þ  2k1: ð14Þ
J is an approximation of the Jacobian matrix @f/@c. The
parameter g is equal to 1 +
ﬃﬃﬃ
2
p
/2 to ensure stability (L-
stability, see below).
[78] In this section, we focus on the positivity of the
concentration. A key point is related to sunset and sunrise.
Usually, the linear(ized) system with f (c) = lc (l > 0) is
studied. In order to reproduce sunset or sunrise, we intro-
duce a parameter b such that f (c, tn) = lc and f (c, tn+1) =
blc: b > 1 for sunrise and b < 1 for sunset.
[79] One easily gets the stability function in this case:
R lð Þ ¼ 2g
2  3þ bð Þ g þ bð Þl2 þ 4g  1 bð Þlþ 2
2 1þ glð Þ2 : ð15Þ
[80] Oneway to get the L-stability (i.e., liml!+1R(l) = 0)
is to take g(b) as the root of the second-order algebraic
equation 2 g2  (3 + b) g + b = 0. Since (3 + b)2  8b > 0,
there are two roots: g±(b) = (3 + b ±
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  2b þ 9
p
)/4.
[81] Note that, in the autonomous case (i.e., b = 1), g+ =
1 +
ﬃﬃﬃ
2
p
/2, which is the reference value. With g+(b), the
stability function becomes
R lð Þ ¼
2þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  2b þ 9
p
 
lþ 2
2 1þ gþlð Þ2 : ð16Þ
[82] Since l is positive, we have R(l)  0, and the
scheme is therefore positive. In practice, g+(b) is computed
by calculating the Jacobian matrix at time tn+1 with the same
concentrations but with updated photolysis rates. The esti-
mation of g+(b) is then given by the highest ratio of the
diagonal values between tn and tn+1.
4.2. Numerical Tests
4.2.1. Influence of Dt
[83] The chemistry may have its own time step (subcy-
cling within the splitting sequence). We have tried different
time steps for the chemistry, i.e., 30 s, 60 s, 100 s, 200 s,
300 s and 600 s. No impact is found.
4.2.2. Clipping
[84] First a diagnosis of clipped values is necessary to
check whether this may be an issue. The mass added to the
system is shown in Table 3 with the ratio of clipped
concentrations and mean concentrations. A few species
(among the 72 species of the chemical mechanism) are
associated with significant ratios. We refer to Stockwell et
al. [1997] for the nomenclature of species. Nevertheless,
strong corrections may appear at sunrise and sunset, when
the system is highly nonautonomous (because of photolysis
rates). Table 4 shows the maximum ratio between clipped
concentrations and mean concentrations. There are very
high ratios.
Table 3. Ratios Between Mean Clipped Concentrations (Absolute
Value) and Mean Concentrationsa
Species Ratio, % Species Ratio, % Species Ratio, %
NO3 1.01 N2O5 0.53 ETHP 0.52
OLND 0.52 OLNN 0.48 APIP 0.26
KETP 0.22 ETEP 0.06 HNO4 0.03
HC3P 0.02 XO2 0.02 XYLP 0.02
HC5P 0.02 HC8P 0.02 TOLP 0.02
OLTP 0.01 OLIP 0.01 ISOP 0.01
aOnly species with a ratio above 0.005% are included.
Table 4. Ratios Between Maximum Clipped Concentrations
(Absolute Value) and Mean Concentrationsa
Species Ratio Species Ratio Species Ratio
ETHP 121.39 APIP 95.49 KETP 60.00
NO3 15.58 OLND 13.53 ETEP 11.76
N2O5 7.00 HC3P 6.04 XO2 4.54
OLNN 4.42 XYLP 4.09 TOLP 3.48
HC5P 3.36 HC8P 3.29 OLTP 2.12
OLIP 2.06 HNO4 1.39 CSLP 1.29
ISOP 0.70 PHO 0.70 MO2 0.22
aOnly species with a ratio above 0.1 are included. Ratios are not in
percent.
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4.2.3. Influence of g
[85] Highly clipped concentrations appear at sunrise,
when photolysis rates increase (b > 1, section 4.1). In this
case, g > 1 +
ﬃﬃﬃ
2
p
/2. Indeed, higher values of g decrease
clipped concentrations, as shown in Figure 9. Meanwhile the
impact on the concentrations is low (see Figure 10). Higher
values are however not advocated since it may lead to
instabilities. For instance, with g = 5, the simulation is
unstable. In addition, since the changes are negligible for
the main species (O3, SO2, even NO2), the new value of g
does not bring much improvements to the simulation results.
[86] With g = g+(b), the results are not improved
(Figure 11). The approximation of b (maximum ratio of
the values on the diagonals of Jacobian matrices) is
probably too coarse.
4.2.4. Conclusion
[87] Concentrations are mainly clipped at sunrise, when the
system is nonautonomous because of increasing photolysis
rates. Nevertheless clipped concentrations remain low, except
in a few cases. As for the value of g, the classical choice seems
to be a good compromise which ensures stability.
5. Advection and Diffusion
5.1. Background
[88] There are many issues related to advection, including
(1) mass conservation and (2) numerical diffusion, which is
a crucial point, especially for accidental releases in a clean
atmosphere (strong gradients near the sources).
[89] For the sake of clarity, we only present the algo-
rithms for the monodimensional case:
@c
@t
þ @ ucð Þ
@x
¼ 0; ð17Þ
where u is the wind velocity. Let Dt be the time step and Dx
the grid size. We define tn = nDt and xi1/2 = (i  1/2)Dx.
Let ci
n be the numerical value of c at tn in the cell [xi  1/2,
xi + 1/2]. The conservative form of the numerical scheme is
cnþ1i ¼ cni þ Fni1=2  Fniþ1=2; ð18Þ
with Fi  1/2
n the numerical flux at xi  1/2.
[90] The key focus of this section is to investigate if high-
order schemes and flux limiters are required. Three algo-
rithms are then compared: (1) the upwind scheme (positive
but diffusive),
Fiþ1=2 ¼
niþ1=2 ci if uiþ1=2  0
niþ1=2 ciþ1 if uiþ1=2 < 0 ;

ð19Þ
(2) a third-order scheme without flux limiter (little diffusive,
but not positive [Spee, 1998]),
Fiþ1=2 ¼
niþ1=2 ci þ d0 niþ1=2
 
ciþ1  cið Þ þ d1 niþ1=2
 
ci  ci1ð Þ
 
if uiþ1=2  0
niþ1=2 ciþ1 þ d0 niþ1=2
 
ci  ciþ1ð Þ þ d1 niþ1=2
 
ciþ1  ciþ2ð Þ
 
if uiþ1=2 < 0
;
(
ð20Þ
Figure 9. Time evolution of mean clipped concentrations for five species from Tables 3 and 4. The
reference simulation (g = 1 +
ﬃﬃﬃ
2
p
/2) is compared to the simulation with g set to 4. The remaining hours
have the same behavior. This indicates that g = 4 is favorable at sunrise.
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Figure 10. Reference simulation (g = 1 +
ﬃﬃﬃ
2
p
/2) versus simulation with g set to 4: relative frequency
distribution of the distance D and agreement coefficients for the five species. The impact is low.
Figure 11. Time evolution of mean clipped concentrations for five species from Tables 3 and 4. The
reference simulation (g = 1 +
ﬃﬃﬃ
2
p
/2) is compared to the simulation with g ’ g+(b). Only the first 30 hours
are shown; the remaining hours have the same behavior.
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Figure 12. Third-order scheme with flux limiter versus upwind scheme: relative frequency distribution
of the distance D and agreement coefficients for the five species.
Figure 13. Third-order scheme with flux limiter versus third-order scheme without flux limiter: relative
frequency distribution of the distance D and agreement coefficients for the five species.
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and (3) the same third-order scheme, with a Sweby-type
flux limiter (intermediate [Verwer et al., 2002]), which is the
reference scheme of Polair3D,
Fiþ1=2 ¼
niþ1=2 ci þ y niþ1=2; qi
 
ciþ1  cið Þ
 
if uiþ1=2  0
niþ1=2 ciþ1 þ y niþ1=2;
1
qiþ1
 
ci  ciþ1ð Þ
 
if uiþ1=2 < 0
;
8><
>:
ð21Þ
where ui+1/2 ’ u(xi+1/2, tn) and ni+1/2 = jui+1/2jDtDx is the CFL
number. The limiter function is
y n; qð Þ ¼ max 0;min 1; d0 nð Þ þ d1 nð Þq; 1 n
n
q
  
; ð22Þ
with
d0 nð Þ ¼ 1
6
2 nð Þ 1 nð Þ; d1 nð Þ ¼ 1
6
1 n2 ; qi ¼ ci  ci1
ciþ1  ci :
ð23Þ
For this scheme, the CFL condition is ni+1/2  1.
5.2. Numerical Test
[91] A strong impact of the advection scheme is found.
The first-order upwind scheme is so diffusive that its
agreement coefficient with the reference simulation (third-
order scheme with flux limiter) falls to 66% for ozone.
Figure 12 illustrates the results.
Table 5. Summary of Agreement Coefficients for the Main Tests of the Continental Casea
Comparison O3 SO2 NO NO2 HO
Dt = 600 s/Dt = 1800 s 58.5 90.9 51.4 69.7 55.0
Reference/first order for advection 66.0 70.4 81.5 68.9 81.0
Kh = 10 000 m
2 s1/Kh = 50 000 m
2 s1 80.0 81.9 18.4 65.7 83.9
Reference/third order for advection 90.2 41.1 40.9 79.7 91.8
Boundary conditions in diffusion/boundary conditions in chemistry 97.0 88.2 80.4 84.9 80.7
Kh = 10 000 m
2 s1/Kh = 0 m
2 s1 97.9 84.2 90.7 85.4 94.5
Dt = 600 s/Dt = 30 s 97.9 96.8 85.1 91.2 74.0
Reference/second-order splitting 98.5 96.3 78.8 89.0 81.7
ADC/ACD 99.6 98.9 10.4 61.4 68.3
Reference/g+ 99.7 100.0 94.6 97.7 97.9
ADC/DCA 99.9 93.1 86.4 88.0 74.8
Reference/internal splitting 99.9 98.8 89.5 91.0 73.5
Reference/g = 4 100.0 100.0 83.4 97.1 67.0
Reference/source splitting 100.0 100.0 93.9 90.7 77.8
aThe comparisons are ranked according to their ozone agreement coefficients.
Figure 14. Time evolution of spatial standard deviations, with Kh = 0, Kh = 10,000 m
2 s1 and Kh =
50,000 m2 s1.
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[92] There are less differences between the reference
scheme and the third-order scheme (without flux limiter),
but the impact is still high. Figure 13 shows the results.
[93] It is therefore advocated to use the third-order
scheme with flux limiting.
5.3. Impact of Horizontal Diffusion
[94] The horizontal diffusion coefficient is not a well
known physical parameter. It is sometimes set to zero
because the advection scheme introduces numerical diffu-
sion. In order to assess the impact of the coefficient, three
simulations are performed with the following horizontal
diffusion coefficients: Kh = 0 m
2 s1, Kh = 10,000 m
2 s1
and Kh = 50,000 m
2 s1.
[95] Spatial means of output concentrations are not affected
by the coefficient. As expected, maxima and (spatial) standard
deviations are clearly modified when Kh = 50,000 m
2 s1 and
somewhat modified for Kh = 10,000 m
2 s1. Figure 14 shows
the impacts on the standard deviation.
6. Conclusion
[96] In this article we have investigated some numerical
issues for chemistry-transport models with the use of the
Polyphemus platform and model-to-model comparisons.
Table 5 gathers the main results. One can conclude that
the time step should not be increased above 600 s, that the
choice of the advection scheme is a key point, that the
horizontal diffusion coefficient may have a strong impact
for high horizontal diffusions. Issues related to operator
splitting are less prominent.
[97] The results obtained at continental scale cannot be
directly transposed to the regional case (see Table 6). For
instance, the time step has better to be small enough to
avoid splitting errors.
[98] Further conclusions should take into account the
purpose of the simulations. The model species are not
sensitive to the same numerical choices. For a given species,
the impact may be high on the maxima but not on averaged
concentrations. Previous conclusions are mainly drawn for
hourly ozone concentrations.
[99] Numerical schemes are source of errors and therefore
of uncertainties. Nevertheless, this uncertainty should be
compared to the uncertainty due to coarse input data or due
to physical parameterizations. For instance, Mallet and
Sportisse [2006a] show that the relative uncertainty on
ozone concentrations is higher than 16% (relative standard
deviation), which is clearly above the impact of numerical
schemes.
[100] Future work will be devoted to the extension to
multiphase models (aerosols). Moreover configurations
with high resolutions should be studied as well since the
CTMs resolutions should increase in the following years.
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