This paper presents a set of acoustic feature pre-processing techniques that are applied to improving automatic speech recognition (ASR) performance on noisy speech recognition tasks. The principal contribution of this paper is an approach for cepstrum-domain feature compensation in ASR which is motivated by techniques for decomposing speech and noise that were originally developed for noisy speech enhancement. This approach is applied in combination with other feature compensation algorithms to compensating ASR features obtained from a mel-filterbank cepstrum coefficient front-end. Performance comparisons are made with respect to the application of the minimum mean squared error log spectral amplitude (MMSE-LSA) estimator based speech enhancement algorithm prior to feature analysis. An experimental study is presented where the feature compensation approaches described in the paper are found to greatly reduce ASR word error rate compared to uncompensated features under environmental and channel mismatched conditions.
is represented as a noisy speech magnitude spectrum multiplied by a frequency dependent spectral gain function that is derived from the estimate of noise spectrum, signal-to-noise ratio (SNR), and speech absence probability. As a result, the estimated log spectrum of clean speech becomes a sum of the log spectra of noisy speech and the gain function. By converting these log spectra into cepstra, it turns out to be that estimated noise and clean speech can be considered to be additive in the cepstrum domain.
Wiener filtering is another approach that decomposes the noisy speech cepstrum into estimates of clean speech cepstrum and noise cepstrum [7] . It has also been used for compensating HMM parameters under additive noise conditions [7] . The signal power spectrum for the Wiener filter for each state in the HMM model was obtained by converting the cepstrum mean variables into power spectrum, and the noise power spectrum was estimated during nonspeech periods. This method used the same noise power spectrum for adapting all the cepstrum mean vectors under stationary noise assumption, and thus the cepstrum decomposition was performed in a state level. On the other hand, our proposed approach performs frame level decomposition of noisy speech cepstrum and compensates for additive noise in the cepstrum domain. In any case, Wiener filtering can be incorporated into our cepstrum decomposition framework, which will be described in Section III.
Furthermore, the cepstrum decomposition technique can be extended into a low complexity robust algorithm for implementing parallel model combination (PMC) [3] . As with all PMC implementations, the algorithm combines separately estimated speech and noise HMMs to obtain a single HMM model that describes the noise corrupted cepstrum observation vectors. However, there is a fundamental problem associated with PMC, which is the highly nonlinear interaction of speech and noise in the cepstrum domain. Traditional approaches to PMC require a great deal of computational complexity to convert to a linear spectral representation where simple additive models of speech and noise interaction can be assumed for combining speech and background model distributions. Although the techniques such as in [8] - [11] have been proposed for reducing the complexity of PMC, they all were developed on the basis of converting the cepstrum to the linear spectrum domains with approximation. Instead, by applying our cepstrum decomposition technique to the PMC framework, corrupted HMM models can be obtained by adding the means and variances of clean HMMs and those of estimated noise HMMs. While the cepstrum decomposition technique has the application to model compensation, this paper will consider the technique from only a feature compensation point of view.
Following this introduction, we briefly review the speech enhancement algorithm used in this work and describe the speech enhancement based front-end in Section II. In Section III, we propose a cepstrum-domain acoustic feature compensation technique that decomposes noisy speech cepstrum into enhanced speech and noise cepstrum from the speech enhancement algorithm. It will be also shown that this approach can be applied in combination with other feature compensation techniques to further improve speech recognition performance under noise and channel mismatched conditions. In Section IV, we evaluate the performance of our proposed method on several recognition tasks. Finally, we conclude our findings in Section V.
II. SPEECH ENHANCEMENT BASED FRONT-END
In this section, we review a speech enhancement algorithm based on MMSE-LSA and discuss the problem of configuring the algorithm to serve as a preprocessing stage to feature estimation for ASR in noisy environments.
The speech enhancement algorithm shown in Fig. 1 operates in the frequency domain. A nonlinear frequency dependent gain function is applied to the spectral components of the noisy speech signal in an attempt to obtain estimates of spectral components of corresponding clean speech. A modified MMSE-LSA estimation criterion with a soft-decision based modification for taking into account the speech presence is used to derive the gain function [5] . We briefly describe the algorithm in this section to motivate its use as a cepstrum-domain feature compensation method.
Let , , and be the Fourier expansions of clean speech , additive noise , and noisy speech respectively. The objective of the MMSE-LSA is to find the estimator that minimizes the distortion measure for a given noisy observation spectrum . The modified MMSE-LSA gives an estimate of clean speech spectrum, , that has the form (1) where is the gain modification function and is the gain function [5] .
is applied to take into account the probability of the speech presence in the frequency , and it is referred to as soft-decision modification of the optimal estimator. The is derived in [5] as
, and .
is called the a posteriori SNR, is called the a priori SNR, and is the priori probability that there is no speech presence in frequency . In addition, the and denote the power spectral densities (psds) of speech and noise signals respectively. By using these definitions, is given by
where is a likelihood ratio between speech presence and speech absence in frequency and defined by (4) In (3), provides more improvement in reducing noise than alone in (1) . In other words, at the frequency bin of a speech frame because in this frequency bin. Thus, that is the soft-decision modification to goes to 1. This means that for the speech regions does not have any effect on the speech enhancement. On the other hand, further increases the amount of noise reduction in the regions of speech absence because due to and . In this work, was estimated from the procedure in [5] .
In addition to estimating , the estimation of the noise psd, , is a very delicate component of the enhancement system of (1) and (2), especially for nonstationary noise conditions. We use a spectral minimum tracking approach for estimating and [12] , [13] . In contrast to voice activity detection oriented approaches, the minimum tracking method does not require explicit thresholds for identifying speech and noise-only intervals. The method determines the minimum of the short-time psd estimate within a finite window length and assumes that the bias compensated minimum is the noise psd of the analysis frame. This approach works very well in real communication environments where the channel conditions are slowly varying with respect to the analysis frame length [14] .
Equation (2) also shows that the amount of noise reduction is determined by how aggressively the a priori SNR is applied. The amount of noise reduction can be reduced by overestimating and increased by underestimating . An aggressive scheme reduces the amount of noise. However, it may be harmful for ASR because it distorts the feature vectors in speech regions. There are no unique optimum parameter settings because these parameters are also dependent on the characteristics of input noise and the efficiency of the noise psd estimation. It has been found that a more aggressive scheme is optimal for car noise signals but a less aggressive scheme is optimal for clean and babble noise signals [6] . The settings we have chosen in this work are somewhat biased to car noise signals. Also, all the parameters needed when estimating are set by optimizing subjective speech quality in simulated noisy environments with SNR ranging from 15 dB to 20 dB. 1 Use of this speech enhancement algorithm as a preprocessor to feature extraction will be referred to in Section IV as the speech enhancement based front-end (SE). The use of the spectral gain function as part of a cepstrum compensation method is described in Section III.
III. CEPSTRUM-DOMAIN FEATURE COMPENSATION
This section consists of four subsections. In Section III-A, we propose a cepstrum-domain feature compensation method referred to as cepstrum subtraction method (CSM). Then, we describe how the proposed method can be applied in the context of existing speech enhancement frameworks such as spectral subtraction and Wiener filtering in Section III-B. Next, the properties of the cepstrum subtraction method as an example of a class of techniques applied in the cepstrum domain to reduce the effects of cepstrum variability are investigated and discussed in Section III-C. Finally, in Section III-D we describe how the proposed method can be extended under both acoustic noise and channel mismatched conditions.
A. Cepstrum Subtraction Method
The speech enhancement algorithm works by multiplying the frequency dependent gain function, , by the noisy magnitude spectrum as described in (1) . In other words, an estimate of clean speech spectrum, , is obtained by multiplying the frequency dependent gain function, , by the noisy speech spectrum, , and it is defined as (5) Fig. 1 describes how the speech enhancement algorithm can be represented as a nonlinear filter whose frequency response is defined by . By applying the inverse Fourier transform to both sides of (5), we obtain the enhanced signal, , as (6) where is the time domain signal corresponding to , is noisy speech and is additive noise. Assuming that the enhanced speech signal is an estimate of the clean speech signal, the cepstrum for clean speech, is approximated as (7) This equation implies that the noisy speech cepstrum, , can be decomposed into a linear combination of the estimated clean speech cepstrum, and noise cepstrum, . We call this approach cepstrum subtraction method (CSM). Hence, by exploiting several well-behaved noise estimation algorithms that were described in Section II we are able to obtain a linear decomposition of speech and noise in the noisy speech cepstrum domain. We can construct a noise-robust front-end as shown in Fig. 2 . In the figure, the speech enhancement algorithm acts as a generator of a nonlinear filter from the noisy speech. After that, the noise mel-filterbank cepstrum coefficients (MFCCs) are obtained by applying an inverse discrete cosine transform (IDCT) to the transfer function of the nonlinear filter. The MFCCs corresponding to the noisy speech are obtained from a conventional filterbank analysis that is described in Section IV-A. Finally, we add the noisy speech cepstrum and the estimate of the noise cepstrum to obtain an estimate of the clean speech MFCC. The computation of and is performed at the same frame rate as the conventional filterbank analysis.
B. Relationship to Other Enhancement Techniques
While CSM was derived by assuming that the MMSE-LSA speech enhancement algorithm performs the filtering operation described in Fig. 2 , CSM can also be explained in the context of other speech enhancement techniques such as spectral subtraction and Wiener filtering. In this subsection, we will show how to estimate noise cepstrum by defining the gain functions in spectral subtraction and Wiener filtering.
By using the notation of Section II, a typical spectral subtraction method [2] can be expressed as 2 (8) where
is an SNR for a frequency , is a scaling factor for controlling the amount of noise reduction, is the noise magnitude spectrum which could be obtained from noise-only frames, and is a noise estimation function that can be designed in several ways such as [16] and , where is a sigmoid function whose ranges are tailored by predefined minimum and maximum SNRs [17] . In order to prevent the enhanced speech spectrum, , from being negative, the minimum value of the enhanced spectrum is set to , where is an empirically derived parameter describing the dynamic range of the noise spectrum. By dividing both sides of (8) by , the transfer function of the nonlinear filter for the spectral subtraction method is given by (9) where is the a posteriori SNR and is noise psd as used in Section II. As a result, the cepstrum associated with the spectral subtraction of (8) can be obtained from . The Wiener filter for reducing additive noise is expressed as [7] , [18] (10) 2 Spectral subtraction can be realized either in the spectral magnitude domain (b = 1) or in the power spectrum domain (b = 2).
By using the notation of Section II, the above equation can be rewritten by (11) The gain function of the Wiener filter only depends on the priori SNR,
. The noise cepstrum can be obtained by applying a filterbank analysis to instead of .
C. Properties of CSM
The CSM realized with the noise estimation based on minimum statistics has two major advantages over traditional acoustic noise compensation approaches. The first is its ability to make a soft-decision about whether a given frequency bin within an input frame corresponds to speech or noise. This allows the method to continually update noise spectral estimates in those regions of the spectrum where speech energy is low, but not update estimates of the noise spectrum for frequency bins corresponding to spectral peaks where the noise signal is masked by speech. This is seen to be important when compared to common implementation of cepstrum mean subtraction (CMS) which is used to compensate for linear channel distortions. Most implementations of CMS estimate separate cepstrum averages in speech and noise regions by performing a hard classification of input frames into speech and noise frames [19] , [20] . The algorithm in Section II provides a more principled approach for this decomposition. The second advantage of CSM is that it provides estimates of that are updated for each analysis frame. As a result, there is no need to introduce the algorithmic delay associated with buffering observation frames that is typically required for CMS.
In order to illustrate the effects of CSM and SE in the cepstrum domain when applied to compensating for noise corrupted speech, a mel-cepstral distance (MCD) was computed. This distance is plotted for an example speech waveform in Fig. 3 . Fig. 3 (a) and (b) are the clean speech waveform and the waveform corrupted by car noise at 10 dB SNR for a digit string "34 126" spoken by a male, which are obtained from the TI digit database [21] and the noisy TI digit database [22] . The MCD was defined by (12) where was the constant for matching the distance value and the dB value, and for when and were the -th MFCC vector components obtained from clean speech and noisy speech respectively. The scale factor of 0.1 was introduced to reproduce the weighting applied to energy in speech recognition. From the figure, it is clear that SE and CSM have visibly reduced MCD with respect to the baseline uncompensated front-end. This is true for all but the first 200 ms of the utterance in Fig. 3 because the speech enhancement algorithm needs those initial frames to track the noise statistics. 
D. Combination of Feature and Channel Compensation
It is often the case that, in addition to environmental acoustic noise, there also exists linear channel distortion which may be caused by transducer mismatch. In this case, a more accurate model of the speech corruption process would be given by (13) where refers to an impulse response associated with channel distortion, and and are environmental acoustic noise and additive channel noise respectively. The right-hand side of (13) is decomposed into two components: signal-dependent component, , and noise component,
. The speech enhancement algorithm in Section II was designed to remove the noise component. Following the same notation as used in (6), the enhanced speech obtained after applying the signal distortion model given in (13) can be written as (14) where is the estimated signal of and denotes the time-domain nonlinear frequency dependent gain function described in Section III-A. Similarly, from (7) , the cepstrum for the channel corrupted clean speech can be written as (15) where and are the noisy speech cepstrum and the noise cepstrum corresponding to and respectively. However, the estimated clean cepstrum, , of (15) has the channel distortion which is convolved with actual clean speech. To obtain the clean speech cepstrum, from the channel corrupted speech cepstrum, , an estimate of the cepstrum domain representation for channel distortion, , is needed. A good approximate estimate of this distortion can be obtained by a long-term average [23] , , which is simply subtracted from the channel corrupted cepstrum (16) Fig. 4 shows the procedure of applying CSM and CMS together for compensating acoustic noise and channel mismatch and compare the cepstrum-domain functions with the signal-domain ones. In other words, corresponding to is obtained from (15) and thus the compensated cepstrum, is finally obtained from CMS of (16).
IV. SPEECH RECOGNITION EXPERIMENTS
In this section, we evaluated the ASR performance of SE and CSM on two connected digit tasks as defined by the Aurora 2 database [22] and a subset of the Aurora 3 database [24] , and will discuss their performances in Sections IV-B and IV-C, respectively. We begin this section by explaining our baseline front-end. 
A. Baseline Front-End
In order to extract MFCCs, speech signals were blocked into speech segments of 20 ms with a frame rate of 100 Hz. A Hamming window was applied to each speech segment and a 512point FFT was computed over the windowed speech segment. A preemphasis filter with a factor of 0.95 was applied in the frequency domain. A set of 24 filterbank log-magnitudes were obtained by applying a set of triangular weighting functions over a 4 kHz bandwidth in the spectral magnitude domain. The characteristics of these filterbanks were similar but not identical to those used in [25] . An IDCT was applied to obtain 13 MFCCs. First and second difference MFCCs were also computed over five and three frame windows respectively.
B. Performance on Noisy TI Digits Database: Simulated Adverse Environment Case
In this subsection, we performed three ASR experiments on the Aurora 2 database. Basically, the standard procedure that has been specified by the Aurora group for standardizing a distributed speech recognition (DSR) front-end has been used. First, we followed the procedures for HMM training under the clean condition and for recognizing digits by using the HTK software tools [22] and the results are discussed in Section IV-B1. Second, we repeated the first experiment under the multicondition training as discussed in Section IV-B2. Third, in Section IV-B3, SE and CSM were evaluated in a highly mismatched training-testing condition. Speaker-independent HMMs were trained with the telephone-line speech data and tested on the Aurora 2 database.
The database prepared by the Aurora DSR working group was used for the experiments in this subsection and more detailed information on the database is described in [22] , [26] . The training set for the clean-condition training consisted of 8,440 digit strings taken from the training part of the TIDIGITS database. On the other hand, for the multicondition training, the 8440 digit strings were first divided into 20 groups with 422 strings and one of four different noises (suburban train, babble, car, and exhibition noise) was mixed to each group at SNRs of 20, 15, 10, and 5 dB. Consequently, the number of digit strings was also 8440 for training HMM under multicondition training.
As the testing set in both clean-condition training and multicondition training, 4004 digit strings were selected from the test part of TIDIGITS and divided into four groups with 1001 strings each. There were three sets in the test database to simulate matched acoustic condition, mismatched acoustic condition, and mismatched channel condition for the multicondition training experiment. The first set, Set A, consisted of 28 028 strings obtained by adding four kinds of acoustic noises at seven different SNRs such as clean, 20, 15, 10, 5, 0, and 5 dB. In this case, the noise types were the same that used for making the training set of multicondition training. The second set, Set B, was constructed by the similar way to Set A except that different kinds of noises such as restaurant, street, airport and train station were used. The third set, Set C, was created to simulate a mismatched channel condition by applying the modified intermediate response system (IRS) filter [27] that simulates the characteristic of narrowband telephone terminal devices to the clean digit string before adding two kinds of noises, where the two noises were suburban train and street. There were total 70 070 utterances in the test set with 10 010 digit strings being assigned to the same SNR condition.
1) Clean-Condition Training: In this and the following sections, each word was modeled by a simple left-to-right 16-state three-mixture whole word HMM. In addition, a three-state sixmixture silence model and a one-state six-mixture pause model were used to model the beginning and ending of each digit string and the between-word pause respectively. Table I shows the word error rates (WERs) obtained by using the baseline front-end and acoustic feature compensated front-ends under clean-condition training, where WERs were averaged between 0 dB and 20 dB SNR as suggested by the Aurora group in [22] . All the acoustic feature compensation methods were applied before HMM training and ASR evaluation. In the table, Set A and B refer to noise conditions and Set C refers to noise and channel mismatched conditions. The first column of the table shows the WERs of the baseline front-end, and the next two columns correspond to the WERs after applying SE and CSM. SE and CSM reduced WERs by more than 30% compared to the baseline front-end. 3 When applying SE to the training data set under clean condition, SE generated MFCCs that were more distorted than MFCCs generated using CSM. Thus, HMM parameters trained using SE were more corrupted than those parameters trained using CSM. This explains why CSM had lower WER than SE. The last three columns of Table I display ASR WER when CMS is applied by itself and in combination with SE and CSM. It is important to note that the reduction in WER for the condition was significantly greater than for the condition. SE might change the characteristics of the speech spectrum while removing additive noise. Therefore, except for the variability associated with additive noise, the cepstral variability relating to the channel and transducer mismatch could be transformed into more complex variability. For example, linear channel distortion convolved to speech signals might be considered as nonlinear channel distortion after applying SE. Therefore, CMS combined with SE could not compensate effectively for the cepstral variability. On the other hand, CSM did not try to change the characteristic of noisy speech, and so could yield better performance than . Next, we compare the detailed WERs for each front-end with respect to both SNR and noise type. Tables II, III, and IV show WERs of the baseline front-end, the CSM compensated front-end, and the compensated front-end, respectively. Comparing the results of Table II and those of  Table III , CSM reduced average WER for all SNRs except for the clean condition. CSM achieved the greatest WER reduction of 57% under the car noise condition. However, CSM increased WER under the subway noise condition at SNRs above 10 dB in Set A and Set C. This is because the long-term spectrum of subway noise signal is similar to the spectrum of voiced speech, which makes the speech enhancement algorithm underestimate noise cepstrum. This problem can be alleviated by applying . As shown in Table IV , achieved significant WER reduction in the channel mismatched condition (Set C) and in particular it improved the performance under the subway noise condition. It was also shown from the first row of the table that reduced WER in clean condition compared to the baseline. For clean speech signals, the variation of noise cepstra obtained by CSM was very small. Thus, the estimated noise cepstra could be interpreted as being a cepstral domain representation of a fixed linear channel. On the other hand, slightly increased WER under the car noise condition at SNRs ranging from 10 to 20 dB compared to CSM. This result represents a particular problem for combining CSM and CMS at these SNRs for the car noise condition. This is because the speech enhancement algorithm used for CSM had already been optimized for these same conditions as mentioned in Section II.
2) Multicondition Training: Table V shows the average WERs obtained using the baseline front-end and feature compensated front-ends for noisy speech. Also, WER reduction rates relative to the WER of the baseline front-end were shown in the fifth row of the table. In this multicondition training, Set A, B, and C refer to matched noise condition, mismatched noise condition, and mismatched noise and channel condition respectively. The first three columns in the tables show that the speech enhancement algorithm reduced the WERs in noisy environments. It can also be shown that SE outperforms CSM when the techniques were applied without any explicit mechanism for compensation with respect to linear channel distortion.
The last three columns of Table V observations that can be made from these results. First, CMS, when applied to the baseline front-end, significantly reduced WER by 20%. We also investigated the effect of each front-end under different noise types and SNRs. It was found that CMS improved the recognition performance for all noise types and SNRs with respect to the baseline performance. This is because most of the noises were reasonably stationary. Using SE and CSM with CMS gave 9% and 13% reductions in WER compared to those using SE and CSM independently respectively. Second, it was found that provided slightly more consistent performance increases across different noise types than . Finally, it was found that outperformed other methods under conditions of linear channel mismatch, which was caused by the same reason described in Section IV-B1.
Table s VI-VIII show the detailed WERs of the baseline, CSM, and respectively. Similar to the clean-condition training in Section IV-B1, significant improvement over the baseline was achieved by CSM for the car noise condition, where the average WER was reduced by 33%. Comparing the results of Tables VII and VIII, gave the largest improvement on the channel mismatched conditions of Set C among all the noise types. It should be noted from the first row of the tables that CSM reduced WER even for the clean condition. These results show that CSM produces well-trained HMMs by compensating for background noise in noisy speech.
3) Mismatched Transducer Condition: In this condition, each digit was modeled by a set of left-to-right continuous density HMMs [23] . We used a total of 274 context-dependent subword models, which were trained by maximum likelihood estimation. Subword models contained a head-body-tail structure. The head and tail models were represented with three states, and the body models were represented with four states. Each state had eight Gaussian mixtures. Silence was modeled by a single state with 32 Gaussian mixtures. As a result, the recognition system had 274 subword HMMs, 831 states, and 6672 mixtures. The training set consisted of 9766 digit strings recorded over the public switched telephone network (PSTN). Table IX shows the WERs of several front-ends. Similar to the results shown in Table V , SE and CSM provided much better performance than the baseline. When no CMS was used, SE performed better than CSM. However, CSM was significantly better than SE when CMS was applied. Importantly, reduced a WER by 33.9%, which was much higher than the WER reduction obtained for the multicondition training shown in Table V . This is because one of the dominant sources of variabilities between training and testing conditions was transducer variability, which can be interpreted as channel distortion. The training database was recorded by using a vast array of transducers through the PSTN, but the testing database was not. All the test data sets in Table IX can be considered to include significant channel distortion, while the Set C in Table V only has a single simulated channel mismatch. As we mentioned in the previous section, could greatly improve the performance under channel distortion condition.
C. Performance on SpeechDat-Car Database: Real Adverse Environment Case
While the Aurora 2 database was developed to simulate acoustic noise environments by artificially adding acoustic noises to clean TIDIGITS, the Aurora 3 database was recorded by driving a car to reflect a real acoustic noise environment. Here, we used the Finnish SpeechDat-Car database that is one subset of the Aurora 3 database, and also followed the standard procedure defined by [29] .
Finnish digit strings were recorded equally with using a closetalking (CT) microphone and a hands-free (HF) microphone. There were largely three conditions: quiet, low noise, and high noise. Quiet condition means that a car was completely stopped or was idling. Low noise was the condition that a car was driven at a speed of 40-60 km/h with/without window open. High noise has the high speed driving condition of 100-120 km/h sometimes with music on. The database was divided for the simulation of three different training-testing conditions such as well-matched (WM), medium-mismatch (MM), and high-mismatch (HM). Table X shows the number of digit strings and digits for training and testing ASR in each condition. In the WM condition, the training and testing were done with all the driving conditions recorded by both CT and HF microphones. In the MM condition, the training was done with the HF microphone data in the quiet and low noise conditions, and the ASR was tested with the HF microphone data recorded in the high noise condition. On the other hand, for the HM condition, CT microphone data were used for training, but the testing was done with the HF microphone data. In other words, the MM condition simulates an acoustic noise environment due to the different driving speed and music. On the contrary, the HM condition mainly simulates the effect of different transducer. Table XI shows the WERs of the baseline front-end and acoustic feature compensated front-ends. As we expected, WER of the WM condition was the smallest among the conditions while the HM condition gave the worst performance in ASR. By applying speech enhancement directly to speech signal, WER under the HM condition was reduced by 40%, but SE increased WER by 30% under the MM condition. This is because SE increased many insertion errors for the music sound. The WER in SE due to insertions was 28.6%, while the insertion errors occupied only 18.3% of the WER for the baseline front-end. Similarly, CSM did not improve the ASR Table XI show the WERs for the front-ends combined with CMS. Likewise the results shown in Tables I, V, and IX, gave the best performance under the HM condition because the condition includes a transducer mismatch between CT and HF microphones. However, induced many insertion errors compared to the baseline front-end so it yielded large WER under the MM condition than the baseline. Consequently, Table XI shows that CSM gave a better ASR performance than SE in any acoustic noise and different transducer conditions, and the best performance was achieved by combined CSM and CMS.
V. CONCLUSION
A procedure for performing cepstrum based feature compensation for noise corrupted speech has been presented. The procedure is based on techniques for decomposing speech and noise that were originally developed for noisy speech enhancement. An experimental study performed on the Aurora 2 database and a subset of the Aurora 3 database demonstrated several important results. First, both the application of SE as a noise preprocessing approach and CSM as a cepstrum compensation approach resulted in significant reduction in ASR WER over the baseline MFCC front-end except for the medium mismatched condition of the Aurora 3 database. Second, application of standard energy and cepstrum mean normalization procedures further reduced WERs under noise conditions. Finally, it was found when speech was corrupted by a combination of linear channel (or different transducer) and additive acoustic distortions, the combination of CSM and CMS resulted in the largest performance improvements among all the algorithms considered in this work.
