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I. INTRODUCTION 
Les notions techniques tvoqukes dans cette introduction, bien que 
d’usage courant, seront redkfinies dans les paragraphes suivants. 
1. Nous considkrons des systkmes hyperboliques de lois de conser- 
vation du premier ordre: 
Id, +.f(uL = 0, u(x, t) E R”, 5 E IF?, t E (0, T), 
4x, 0) = 4x1, 
(1.1) 
XER 
oti la condition initiale a( .) est au moins mesurable et horde. De tels 
systemes modklisent des problkmes de mtcanique, de biologie, de 
chromatographie, etc. 11 est connu que (1.1) poslde alors beaucoup de 
solutions saris signification physique, et qu’il faut introduire une condition, 
dite condition d’entropie, pour sklectionner “la bonne” solution. En l’ab- 
sence de renseignement pricis sur la rkgularitk de celle-ci, nous adopterons 
la condition la plus g&rale, qui s’kcrit: 
UELrn(4?T)3 Qr=Rx(O, T1, et 
du), + $(u), G 0 dans QT, 
pour toute entropie convexe cp de flux *, 
u(x, 0) = a(x). 
(1.2) 
L’inkgaliti: diffkrentielle ci-dessus s’entend au sens des distributions de QT. 
Elle contient l’tgalitk (1.1). De plus, t ---t u(., t) est continue sur (0, T), A 
valeur dans L”(R) faible-ttoile. ce qui donne un sens i la condition 
initiale. 
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Now dirons qu’un domaine 9 de l’espace des &tats R” est invariant pour 
ce systeme si, pour toute solution faible entropique U(X, t) (i.e., solution de 
(1.2)), Phypothese 
a(x) E 9%, VXER 
entraine 
2. Une forme plus faible de la notion d’invariance est obtenue au 
moyen des theoremes d’existence pour le probleme de Cauchy (1.2 j. 
Decrivons, par exemple, la methode d’approximation par viscositi. 
Le systeme suivant est parabolique pour E E R, E > 0, 
21: + ,f(z& = &zlE,, dans Qs, 
(1.3) 
zP(.Y, 0) = U(.Y) sur R. 
11 posstde une solution locale en temps, reguliere, qui sera globale 
pourvu qu’on puisse prevenir l’explosion des composantes de u. Soit alors 
un domaine convexe du plan, dont les hyperplans d’appuis N(uO) en 
u0 E ii9 sont stables par (8f/du)(rl, j (Vzc,, E ZF). La thiorie de Chueh- 
Conley-Smoller [ 11 entraine que 9 est invariant par le systems (1.3). Si de 
plus 9 est borne, il cn decoule uric estimation de 11” en norme L”, et la 
solution est globale. 
Admettons maintenant que le passage a la limite quand E + 0 dans (1.3) 
soit licite. Alors 1* = lim ZP est une solution de ( 1.1 ), qui reste dans 9. En 
fait, on a clairement 
qui donne (1.2), par passage a la limite sous des hypotheses raisonnabIes. 
La conclusion de cette procedure est la suivante. Si u(x, t) est la solution 
de (1.2), on espire que 11 est la limite d’une sous-suite de la suite u” des 
solutions de (1.3). Lorsque c’est le cas, et si a(. j prend ses valeurs dans 9 
comme ci-dessus, u(., j prendra aussi ces valeurs dans 9. 
3. On s’aperqoit immediatement que ce raisonnement n’est pas 
satisfaisant. D’abord, la convergence de u’, ou dune suite extraite, quand 
E ---f 0, n’a Cte demontree que dans trbs peu de cas: 
* Les systtmes 2 x 2 a champs caracteristiques vraiment non 
lineaires, avec quelques variantes, par Di Perna [2], en suivant l’idee de 
Tartar [3] qui applique sa theorie de la compacitit par compensation. 
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* Les systemes pour lesquels la variation totale des invariants de 
Riemann decroit au tours du temps, par l’auteur [4]. Voir aussi, utilisant 
le schema de Godunov, Temple [S]. 
* Le cas scalaire II= 1; Kruzkov [6], Tartar [3]. 
Ensuite, m&me lorsque cette convergence st prouvee, il faudrait disposer 
dun theoreme d’unicite dans la m$me classe (L” ou L” n III’) pour 
pouvoir conclure qu’une solution de (1.2) est la limite de u”. Or aucun 
rtsultat de ce type n’existe a l’heure actuelle, sauf en ce qui concerne le 
probleme de Riemann (Schatzman [7] j, ou le cas scalaire (Kruzkov [6]). 
En attendant des progres quant a la theorie de l’existence t de l’unicite 
au probleme de Cauchy (1.2) cet article presente une methode g&n&ale 
pour demontrer l’invariance d’un domaine 9 en utilisant directement les 
inegalites (1.2). 
Plus precisiment, ( 1.2) entraine, sous des hypotheses d’integrabilite 
convenables, que si cp est une entropie convexe 
Supposons alors que cp soit positive, et soit 9 = cp ‘(0). Si a(.) prend ses 
valeurs dans 9, l’inegalite (1.5) entraine que 
I 
fX - + zx 
q(u(x, t)) d,x d 
~ LT. J 
0 d-x = 0, t > 0, 
-2.z 
et comme cp est positive, il vient 
c’est-a-dire u(x, t) E 9. Ce qui est bien le resultat d’invariance cherche. 
4. Precisons la condition d’inttgrabilite tvoqute ci-dessus. En 
integrant par partie (1.2) avec une function test OL E 9(R), 0 < OL, d 1, 
on obtient (en tenant compte de cp 0 a = 0): 
s L + l eL(x) cp(U(x, t)) dt d J’s $(u(x, t)) Ok(x) d,r dt. (1.6) -L--l Q7 
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Mais Supp 0: est inclus dans [-L - 1, L + l]. D’autre part, y &ant nuY 
sur $9, $ est constant sur 9 (si ce domaine est connexe), et on peut choisir 
I/I = 0 sur 9. Le membre de droite de (1.6) converge done vers zero si par 
exemple 
d(u(x, t), 53) ---f 0 
quand 1x1 --t + m, uniformement par rapport a t. Ce qui revient a supposer 
une forme faible d’invariance “a l’infini” de 9. Cette propriete est 
clairement veriiiie si a(.~) est constant pour x > x + don&, et constant pour 
x < s -~ en raison de l’hyperbolicite du systeme et du fait que u(.x, t) est 
borne. u(x, t) sera constant pour x > x + + ct, et aussi pour x < x _ - ct. 
Noter enfin que le membre de gauche de (1.6) converge vers 
5 T z cp( u(.v, t )) dt car 0 est positive, et que L -+ OL est croissante. 
5. Le premier resultat d’invariance de (1.2). apparait dans un 
travail recent de Dafermos [S]. Celui-ci considire le systeme dune corde 
tlastique. La vitesse I/ et l’allongement id satisfont les equations (en coor- 
don&es Lagrangiennes): 
0, = G(14 j,. o’>O, 
u”(U) 
__ > 0. 
14 
(1.7) 
Dafermos applique ( 1.4) a une infinite d’entropies convexes cp,, et passe a la 
limite quand n --f +OG pour obtenir l’invariance de 9 pour les solutions 
approchees 11’. En rialite, son analyse peut &tre faite directement sur (1.2) 
pour fournir l’invariance de 9 par les solutions faibles entropiques. Ce 
travail a motive mes recherches, et j’en remercie son auteur. 
Dans le m&me temps et indtpendamment, Ventisel’ [ 131 a obtenu par la 
m&me methode que Dafermos une estimation de (p, u) dans L” pour le 
systeme de la dynamique des gaz isentropiques avec une perturbation 
parabolique (p > 0) 
Les estimations obtenues concernent Max /u/ et Max p. ou Min p, selon 
que :‘> 3 OLL que 7 < 3. 
6. La famille des domaines auxquels s’applique notre etude est 
essentiellement la meme que celle de Chueh-Conley-SmolIer en raisons des 
deux remarques uivantes: 
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pranzi&enzent, $3 = q,‘(O) = cp -‘([w -) et cp est convexe. I1 s’ensuit que 9 
est convexe. 
deuxitmement, (cp, $) est solution dun systeme hyperbolique lineaire 
&p i-y- a* --=-. au &4 SU (1.8) 
Comme (cp, @) sent nulles dans 9, et cp est strictement positive hors de 
63, il s’ennuit que les hyperplans d’appui H(u, j sont, pour u0 E @, carac- 
tiristiques, c’est-d-dire stables par (Jf/Su)(uO). 
Ces deux conditions sont done necessaires. Elles sont en fait suftisantes, 
comme nous le montrerons dam la suite de l’article. Pour cela, nous 
construirons une entropie q associee 1 $33. Cette construction est la seule 
difticultt rielle de cette methode: on doit resoudre un probleme de Goursat 
pour (1.8), et s’assurer de la convexite de cp. En raison de la technicite de 
cette demonstration, nous ne presenterons que deux cas. Le premier est 
elementaire et intervient par exemple en chromatographie; nous donnerons 
explicitement cp. Le second sera le systeme de l’elasticite non lintaire avec 
a”(u)/u > 0, qui presente toutes les difficultes qui peuvent se poser dans un 
tel probleme. En effet, les domaines 9 candidats a l’invariance presente des 
angles dans lesquels le rayon de courbure du bord tend vers + ec. C’est-a- 
dire que si I’on supprimait l’un des &es de cet angle pour prolonger 53, la 
convexite ne serait pas priservee, et l’invariance ne serait plus possible. 
Prtcisons enfin que les domaines decrits ci-dessus sont les seuls dont I’in- 
variance peut etre esperte, sauf si I’un des champs caracteristiques est 
lineairement digentre. En effet, l’invariance doit d’abord Ctre satisfaite en 
ce qui concerne la resolution du probleme de Riemann. Ceci entraine, 
d’apres Hoff [9], que la convexite du bord de 3 est tournee vers I’interieur 
lorsque les champs caracteristiques sont vraiment non lineaires, et que le 
bord de .$3 est caracteristique. 
Si on voulait completer cette etude lorsque l’un des champs est 
lineairement degenere, il faudrait decider d’imposer l’inegalitt (1.2) pour 
une classe plus large d’entropie, en s’inspirant de ce qui est effectivement 
verifii par la solution du probltme de Riemann. Par exemple, pour le 
systeme 
(1.9) 
on pourrait admettre que pour toute fonction f(o), 0 = Arctan a/u, on ait 
(rf(W, + MU, 4 CO@)),= 0, (1.10) 
olj y= {u*+g)l,*. 
DOMAINES INVARIANTS 51 
En ce qui concerne les intgalitts, il faudrait admettre celles concernant 
les entropies convexes par rapport A Y, c’est-A-dire vtrifiant 
Dans ce cas, on obtiendrait l’invariance des domaines, non convexes, 
difinis par 
7. Signalons que pour n 3 3, le systkme (1.8) est surdttermint et 
qu’il n’admet pas de surface caractkristique en g&&al. Une condition 
ntcessaire pour qu’une telle surface existe est qu’un champ I(u) de vecteurs 
propres B gauche de 8f/ih vk-ifie 
(rot I)(r-, s) = 0 si I.r=I.s=O. (1.11) 
D’aprk D. Hoff, il n’y a done pas en g&n&al de domaine invariant si 
II > 3. Celi explique qu’on ne trouvera dans la suite de cet article que des 
systkmes 2 x 2. 
Par contre, pour 17 = 1, tout intervalle [a, b] est invariant. Pour ie mon- 
trer, il suffit d’utiliser l’entropie q(u) = Max(a - II, 0, u - 6). 
II. UN CAS GL~MENTAIRE 
On ktudie dans ce paragraphe les systtmes introduits par Temple [lo], 
et dont le problkme de Cauchy a itt rksolu par l’auteur [4] et Temple [5]. 
Si II = 2. ces systkmes ont ceux dont les caracttristiques de (1.8) sont des 
droites du plan de phase R2. En particulier, ce sont A la fois les courbes de 
ditente et les courbes de choc. 
1. Soit 
u,+ h(~4, t'j.=o, 
u,+g(u, 2'),=0. 
un tel systkme. et d une telle droite, d’kquation 
uu+bv+c=0, (a, b) # (0,O). 
(2.1) 
Puisqu’elle est afine, la fonction qn(u, u) = au + bo + c est une entropie de 
(2.1), dont le flux est $ = ah + bg + 11, 1’ Ctant une constante arbitraire. 
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Ecrivons que d est caracteristique, c’est-a-dire que sa normale (a, b) est 
un vecteur propre a gauche de f’(u, ZI) 
a2h, - b2g,, + ab(g,. --A,) = 0 sur d. 
En d’autres termes, 
(a g-b k> (ah+bgj=O sur d. (2.2) 
L’operateur a(ii/&) - b(Sj&j est une derivation tangentielle le long de 3, 
de sorte que (2.2) Cquivaut a 
ah + bg est constant suf L3. (2.3) 
On peut done choisir la constante 11 pour que $ soit nul sur d. Comme d 
est caracteristique, et que cp et * sont nuls sur d, on conclut que 1~1 est 
encore une entropie, de flux $ sgn(cp). 
De m&me, cp + = +( JrpJ + cp) est aussi une entropie. 
Ces entropies sont convexes, et nulles sur un demi-plan 
azr + bc + c 2 0. 
On a done prouvt 
TH~OR~ME 2.1. Si ,rl est une droite du plan de phase R”, caractdristique 
pour (1.X), alors rhacun des demi-plans sPparPs par d est un domaine 
intlariam pour Ie systkme (1.2 j. 
2. Les demi-plans ne sont pas vraiment interessants pour l’etude 
du probleme de Cauchy car ils ne sont pas born&. Cependant, l’intersec- 
tion de plusieurs d’entre eux peut-etre un domaine borne. Soit done 9 I’in- 
tersection de demi-plans invariants {rc,; 1 < i< m}. Soient 
des entropies convexes positives telles que 
7l; = cp,: l(O). 
Alors 
est une entropie convexe positive, avec 9 = cp -r(O). L’invariance de 9 se 
demontre done bien B l’aide dune seule entropie. 
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3. Si 9 est en fait l’intersection dune famille quelconque de demi- 
plans invariants (7~~; A E I>, on parvient a construire une entropie relative a 
9 en intigrant convenablement sur I la famille (cpi. ; A E 11. 
Le systeme suivant en est un bon exemple. 11 fut cite pour la premiere 
fois dans [ 111 
(2.3) 
Les caracttristiques de (1.S) pour ce systeme sont les tangentes a la 
parabole f d’tquation t” + 4~4 =O. L’interieur B de cette parabole 
(r2 + 424 6 0) est done l’intersection dun continuum de demi-plans 
invariants. On peut prouver l’invariance de 98 a l’aide dune seule entropic 
convexe positive, dtfinie par 
cp(u, v) = { (.u’ + 4u) + ) =. 
Signalons cependant que (2.3) n’est hyperbolique que pour L?’ + 4u > 0: 
A? est le domaine d’ellipticiti. 
4. Un second exemple est fourni par la chromatographie [ 121 
(2.4) 
oil k E 10, 1[ est une constante. 
Le flux u/( 1 + u + v) s’annule lorsque l’entropie 24 s’annule. Le droite 
J tl4- J - 0’ est done caracttristique pour (IS), et le domaine 1~ > O> est 
invariant. De m&me pour (L: 3 0 1. Et l’invariance du quadrant {ZJ > 0, 
D 3 01 se prouve a l’aide dune seule entropie: II+ + ~7 +. Ce domaine est 
celui des &tats admissibles en chromatographie, puisque 
u L’ 1 
1 +u+u’ l+u+P l+&+t 
sont des concentrations [12]. 
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111. LE SYSTkE DE L’kLASTICITk 
I. Ce systeme mod&e une corde parfaitement lastique, dont les 
points sont astreints a se d&placer sur la droite reelle. En coordonntes 
lagrangiennes, la vitesse U(X, t) et I’allongement 24(x, t) satisfont 
L4, - v, = 0, 
~7, - 0jL4 j, = 0. 
La fonction de tension 0 est impaire, de classe +Z2, et verifie 
cf( u) 3 2 > 0, vzr E Ft. 
Le flux non liniaire est done 
2. Les notions suivantes sont bien connues pour les systemes 
hyperboliques non lineaires, et pour celui de l’elaticite en particulier. 
Notons 1 <p les deux valeurs propres de la matrice 
Df= 
0 
-d(Lf) 
A = -a(u), p=a(u), n(u)=&&x. 
Les invariants de Riemann sont les fonctions ~(zA, L’) et z(u, v) solutions de 
Dw(Df- 11, j = 0, Dz(DJ‘- p12) = 0. 
Nous choisirons 
11: = v + &4(u), z=v-$4(u), A(u)=2 -U 
! 
a(s) ds. 
0 
Rappelons que les solutions regulieres de (8) satisfont a 
w, + All’, = 0, z, + pz, = 0. 
La fonction A est un diffeomorphisme de [w. On peut done detinir une 
fonction reguliere b(.) par la formule 
b(w- 2) = a(u). 
Clairement, b est impaire et b 3 a. 
De plus, I’application (u, a) ---f (IV, z) est un changement de variables de 
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R’ dans Iw”. Une entropie cp(u, v), associee a un flux $(u, u) est une solution 
du systeme 
Cela s’exprime en fonction des coordonntes (w. z) par 
En eliminant I/I, cela revient a 
2i)(,v-r)q ,,.= +b’(~t’-z)(gD,--,,,)=O. (3.1) 
Remarquons que si cp(w, z) est une entropie, alors les trois fonctions 
cp(z, ul), cp(~’ + c, z + c) et cp( -w, -z) sont aussi des entropies. 
3. Un domaine invariant 2? doit etre limit& [9] par des morceaux 
de courbes d’equation w = constante ou z = constante. De plus, LS doit etre 
convexe, de sorte que sur chaque morceaux de courbe, a”(u) doit rester de 
signe constant. Une etude simple montre done que si 22 est borne, il doit 
etre defini par les inegalitts 
Lest-A-dire 
De plus, on doit avoir 
GO si 
d’(U) 
R - Sd 24 6 0, 
30 si O<u<S-R. 
Enfin s’il existe une famille de domaines invariants born&, 
arbitrairement grands, on en deduit que cr doit verifier 
ud’( 24) 2 0 sur [w. 
Nous imposerons par la suite une hypothese ltgerement plus forte pour 
ne pas compliquer a l’exces la demonstration 
ud(2ij >o si u#O et o”‘(O)>O. (3.2) 
Dans ce paragraphe, nous allons montrer que ces domaines, candidats a 
l’invariance. sont effectivement invariants 
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TH~OR~ME 3.1. Sous I’l~~~pothPse (3.2), il existe une entropie cpR’S de (&), 
positive convexe, telle que 
cpR.S(U,v)=OOR+51A(U)I duds-;lA(u)(. 
COROLLAIRE. Sous I’hypothLse (3.2 j, les domaines d&is par 
oli R et S sont deux constantes rPeIles, sont invariants pour les solutions 
faibles de (&‘j. 
Enfin, le corollaire 3.3 et le theortme d’existence dans la classe L” de Di 
Perna [2] entrainent que les solutions faibles maximales de (8) sont des 
solutions globales en temps. 
Bien entendu, tous ces resultats seraient tvidents si, en plus du thtoreme 
de R. Di Perna, on avait un thtoreme d’unicitt. Mais ce n’est pas le cas 
actuellement. 
4. La demonstration du theoreme 3.1 est longue et technique. Les 
calculs &ant plus simples dans le systeme de coordonnees (II!, z), voyons 
d’abord comment exprimer la convexite (par rapport a u et u) dans ce 
systime. Si cp est de classe ‘+Z” par morceaux, q est convexe si, et seulement 
si 
est positive. Or 
Ainsi, 
d,=,~,,d,,+z,a,=b(~,,.-C7,), 
a, = w, ii,,. -5 z, d_ = d,,. + a-. 
cpuu =b2(vw,,. +cpx - 2v,,,.,) + zbb’(cp,,. - cpz). 
Mais si cp est une entropie l’equation (3.1 j entraine que 
vu, = b’(cpw,, + cpzz + %,,.z). 
Ainsi, designant les quantites cpIy,,. -t cp,\,_ et v),,,~ + cp__ par B et C, on a 
42%dL, + hPuL’+ II29 L’L, = B(bt + s)’ + C(bS - ~1)~. 
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Finalement, si cp est une entropie de classe @ par morceaux, ~(tl, v) est 
convexe, si et seulement si 
cp ,1,11 + cp II‘z 3 0 et cp,,,, + cp;: 3 0. (3.3) 
Remnrque. Ce qu’on appelle une ionction de classe %” par morceaux est 
une fonction de classe V-119 dont les dttrivkes secondes sont continues par 
morceaux. 
5. La fonction b ne s’annulant pas, il est classique que i’kquation 
(3.1) posskde une et une seule solution rCguli&re vkifiant (probleme de 
Goursat i 
cp(0, z) = 0, cp( \I’, 0) E $~~2. 
Notons C la courbe d’kquation IV = 0. Le long de Z. on a bien sur cpI E 0, 
et done d’aprk (3.1) 
2b( -z) cp,,,(O, zj - b’( -I) cp,JO, z) = 0. 
(Test-Q-dire 
b( -2) cp,,.(O, z)‘= constante = b(0) rp,,,(O, O)‘=O 
On a done 
Cp,,.=(pr50 le long de Z. 
DCrivant par rapport B z. nous obtenons aussi 
cp,c, = cp__ s 0 sur .Z 
Or d’aprts ( 3.1): 
2by? ,,,,,,I + b’&,,, - (p ,,,,,,j + b”(cp, - so:,.) = 0 
I1 reste done, sur C. 
2bcp..,,., - b’cp,,.,,. = 0, 
(3.4) 
OU 
q,,.,,.(O, z) b( -,)I” = constante = ~,,.,,.(O, 0) b(O)“2 
= b(0)“‘2. 
Finalement, 
cp ,,,= cp_= 0, cp ,,.,, =,/b(Oj:;b(-zj sur Z. (3.5) 
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En particulier, 
cp ,1’\,’ + cp ,,.: > 0 sur Z. 
On s’inttresse maintenant au signe de la quantitk C= y,; + cp 
s’annule sur Z. On a 
Sur Z, on a done d’aprks (3.5) 
CL,.(O~ z) = 2b3Q( -zj 
b’( -z) b(O)“‘, 
Et si z < 0, alors b’( -z) > 0 en vertu de (3.2). Ainsi, 
CJO, z) > 0 pour 17 < 0. 
Cependant, CJO, 0 j = C,(O, 0) = 0. Pour hdier le signe de C(H; 2) au 
voisinage de I’origine, on est done conduit 1 calculer les dkrivkes secondes 
de C en (0,O). On a kvidemment C,,(O, 0) = 0. Puis 
(3.7) 
(3.6) 
qui 
c ,I’, L, = d,,. 
( 
$ (VJW,,. - cp,,) 
> 
= ; ‘wPA+~ (&.,, -%I 11,. 
( 1 
Comme b’(0) = 0, il vient avec (3.5) 
C,,.,,(O, 0) =; (0). 
De m&me, 
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En vertu de (3.2), on a y = (V/26)(0) > 0. La matrice D’C(0, 0), kgale ti 
( J.$ 77) est done non dlg&rCe. Le lemme de Morse entraine alors que le 
lieu des zhros de C est dtcrit, au voisinage de l’origine. par deux courbes 
d’kquations respectives 
z = g(n, j, g’(0) = 0: 
z = h(w), h’(0) = 2. 
La premike de ces courbes est connue; c’est la courbe triviale Z d’aprts 
(3.5). Ainsi, pour w> 0 et w + /=I assez petit, C(w, Z) est strictement positif 
si et seulement si Z( h(w). En particulier, il existe 0 < k < 5 et E > 0 tels que: 
(w>O, IV > kz, #I+ (z! <E)=cp,.,+qJ;_>O. (3.8) 
6. On note maintenant 
cpO(c”, ~j= 
i 
cp(lV, zj si II’ 3 0 
o 
sinon. 
Comme q = (p,, = cp= 0 le long de Z‘, ‘p” est encore une solution de (3.1): 
c’est-&dire une entropie, de classe V* par morceaux. D’aprh (3.5 j, (3.6), 
(3.7), et (3.8), il existe une fonction X(Z) > 0 croissante, telle que 
On pose alors 
O( IV, 2) = cpO(u’, z) + qO(-‘, II’). 
C’est encore une entropie de classe C* par morceaux, nulle sur l’ensemble 
{II’ d 0, -? 6 0 ] et vkrifiant 
0 > 0, 0 ,,,,,, + 0 ,,,_ > 0, o,,.; $ o,, > 0 (3.10) 
pour 0 < I\‘, kz < w < a(z) et pour 0 < -7, kw <z < a(~,). 
Lorsque $2’ > 0 et z > 0, on a simplement 
O(w, z) = (p(w, z) + cp(z, w) Ef t(w, zj. 
Or, d’aprks (3.5) 
D’r(0, O)= : y . ( > 
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On a done T,, .,,, + T,,,., > 0, T ,,,= + T== > 0 au voisinage de I’origine. 
Finalement: 
LEMME 3.4. II esiste un ooisinage fermk @ du quadrant (w < 0, z < 0}, et 
une entropie O(w, z) de classe %Y’ par morceaux, tels que: 
(i) O=O pour w<O, z<O, 
(ii) 0 > 0, 0 ,,,, ~ + 0 ,,,_ > 0, O,,.; + O,, > 0 sur ‘ill, ( w < 0, -7 d 0 >. 
7. Soit S un nombre rlel >O, et R, le compact {(w, Z) E IR’; 
-s< w, z d S>. On dkfinit un voisinage compact de R, par 
“?l~=((S,S)+4Y)n((-S,-S)-Ja). 
Ce voisinage contient un domaine Qs,, maximal, et on note 
I(S) = S, -S> 0. La fonction I(.) est clairement dkcroissante. On pose 
alors 
OS( II’, z) = O( 11’ - s, z - S) + 8( - 11’ ~- s, -z - S). 
C’est encore une entropie, de classe %“ par morceaux. et qui vkrifie 
OS=0 sur Q, 
OS > 0, o;l‘,,. + o;, > 0, eyr + o,s, > 0 sur Q2,,,,,R,. 
(3.12) 
On dkfinit enfin une suite croissante S, par la rkcurrence 
S,=S+l(S), S,,+,=S,+I(S,). 
Soit S la limite de cette suite. Si S est fini, on a I(S,) 2 I(S) > 0 pour tout 
n, de sorte que lim,, j m S, = +cc, ce qui contredit I’hypothtse. Finalement, 
lim S,,= +icj. (3.13) 
II - x 
8. On construit par rtcurrence une suite d’entropies @’ de classe 
V2 par morceaux qui vkifient 
(i) cp”=Os, 
(ii) cp”= (p”+l sur R,, 
(iii) cp” > 0, cp!!! + cp::., > 0, cp::.z + @!= > 0 sur R,,L’\Q,. 
Pour cel& supposant cp” connue, on pose 
40 ” + 1 = q” + a,, @St, 
oti a,, est un nombre r&e1 qu’il faut choisir convenablement. D’apres le 
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lemme 3.4, (p”+ ’ veritie (ii), et satisfait (iii) pourvu que a,, > 0 soit pris 
assez grand. 
La suite cp” ainsi detinie est stationnaire sur tout compact, en vertu de 
(ii j. Elle converge done vers une fonction @ telle que 
(jj=cp” sur 52,,, k&t E Ni. 
Cette fonction est done une entropie de classe %’ par morceaux. D’apres 
(iii) et (3.13), elle verifie 
(;?,o, rpw + CTW, >0, rj?ipi,,_ f $=, > 0 sur iw”, .R,. 
9. Dans Ie plan de phase, de coordonnees (II, 27 j, (p est une entropic 
positive convexe, et 
Cela prouve ie theoreme 3.1 lorsque R = -S. Far translations fe 
thtoreme est vrai pour tout R d S. C.Q.F.D. 
10. Dans le cas general dun systeme (1. l), strictement hyperboli- 
que, on pourrait utiliser le meme pro&de de construction pourvu qu’on 
dispose dune famille croissante de domaines convexes compacts Q2,, 
dependant continliment de S>O, et dont le bord est reunion finie d’art de 
courbes de detentes 11‘ ou z = contante. Sous ces hypothkses, on montrerait 
done I’existence d’entropies positives convexes (ps telles que 
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