The Moderate Deviations Principle (MDP) is well-understood for sums of independent random variables, worse understood for stationary random sequences, and scantily understood for random fields. Here it is established for splittable random fields integrated against test functions.
Definition, and main result formulated
The definition of a splittable random field, used in [2] and [3] , is geared toward integrals B X t dt of the random field (X t ) t∈R d over boxes B ⊂ R d rather than more general integrals ϕ(t)X t dt with a test function ϕ : R d → R. In order to examine integrals with test functions, here we introduce a new definition of a splittable random field.
We still do not need random variables X t ; instead, by a random field on R d we mean a random locally finite signed Borel measure (LFSBM) on R d , denoted (if only for convenience) by B → B X t dt where B runs over bounded Borel measurable subsets of R d . The set of all such measures (LFSBMs) is a standard measurable space; its σ-field is generated by the functions µ → f dµ where f runs over all compactly supported continuous functions R d → R (or, equivalently, all bounded Borel functions with bounded support; or only indicator functions of boxes). Accordingly, a random LFSBM is a measurable map from a given probability space to the space of LFSBMs; for convenience we say "random field" instead of "random LFSBM".
1 Sometimes we specify d or/and Ω, saying "random field on R d ", or "random field on R d
and Ω", or "random field on Ω". The notions "independent" and "identically distributed" for such random fields are interpreted naturally. Note that independence makes sense only for random fields on the same Ω. In contrast, identically distributed random fields may live on different Ω (but the same R d ).
Definition.
A split of a random field X (on R d and Ω) is a triple of random fields X 0 , X − , X + (all the three on R d and the sameΩ possibly different from Ω) such that the two random fields X − , X + are (mutually) independent and the four random fields X, X 0 , X − , X + are identically distributed.
Informally, a split is useful when its leak, defined below, is small. Ultimately we are interested in stationary (that is, shift-invariant in distribution) random fields, but for now we waive stationary, getting in exchange a useful property, see Item 1 in the numbered list below.
The variation of a LFSBM is a locally finite Borel measure (positive, not signed). Thus, the variance of a random field is a random locally finite Borel measure; we denote it B → B |X t | dt.
We'll define the notion "splittable random field" satisfying the following.
In the case k = d we say that X is C-splittable. (c) If X is C-splittable for some C ∈ (0, ∞), then we say that X is splittable.
1.5 Theorem ("linear response"). For every splittable stationary random field X on R d there exists a number (evidently unique) σ X ∈ [0, ∞) such that for every continuous compactly supported function ϕ : 
Corollary (moderate deviations)
. For X and ϕ as above, if ϕ σ X = 0, then
1.7 Corollary. For X and ϕ as above, if ϕ σ X = 0, then the distribution of r
Basic observations
Notions of (1, k)-splittability and (C, k)-splittability are used in this section only (for induction in k). Further, in Sections 3-5, we use only splittability and C-splittability, and need only corollaries (rather than lemmas and propositions) from this section.
is a split of a random field X, then (ϕX 0 , ϕX − , ϕX + ) is a split of the random field ϕX = (ϕ(t)X t ) t∈R d .
(b) If Y is the leak of the split (X 0 , X − , X + ), then ϕY is the leak of the split (ϕX 0 , ϕX − , ϕX + ). (c) If Y is a leak for X, then ϕY is a leak for ϕX. 
Proof of Prop. 2.1. Induction in
is a permutation of (1, . . . , k), and s ∈ R d , then
Given a random field X on R d and a homeomorphism α :
that preserves Lebesgue measure, we introduce the random field
Borel measurable B ⊂ R d . We need only coordinate permutations and shifts; that is, homeomorphisms α of the form α(p, s) :
. . , d} is a permutation, and s ∈ R d . These α(p, s) are a group of transformations. We denote by S k (for k ∈ {1, . . . , d}) the subgroup of all permutations p such that p(k
whenever p(1) = 1 and s 1 = 0. 
Proof. Having a split (X
We have to check 1.3(c) for X • α(p, s). Given i ∈ {1, . . . , k} and r ∈ R, we note that
We take r ′ = r + s i ′ and get
i,r + r), and similarly
, which shows that δ satisfies the condition of Lemma 2.6. Lemma 2.6 applied to δ and the leakỸ forX = X • β i ′ ,r ′ provides a leak
Case k = 1. The permutation p is necessarily trivial; α(p, s) is the shift by s; r ′ = r + s 1 ; δ is the shift by (0, s 2 , . . . , s d ); Y =Ỹ ; and finally
. . , d} (since this relation holds for α(p, s), γ k , β i,r and β i ′ ,r ′ ) we conclude that ε is of the form α(p ′ , s ′ ) with
Proof.
. This is not evident because of the unit cube used in Def. 1.3(a); but see Prop. 4.7. Moreover, (
. However, these facts will not be used here.
is a split of
Proof. Let X be a (1, k)-splittable random field on R d , and k < d, and ℓ ∈ {1, . .
By Lemma 2.12(b), for each ℓ ∈ {1, . . . , d − k},
. . , k} and r ∈ R; we consider the random field X (ℓ) :
by the induction hypothesis, provided that k > 1; and
Proof. Lemma 2.14 for
This fact generalizes readily, as follows.
. We apply to Y Corollary 2.15 with k = d − 1 (and C = 1). 2.19 Proposition. Let X be a C-splittable random field on
a box, and r > 0. Then there exist random variables U, V, W, Z (on some probability space) and a C-splittable random field Y on R d−1 such that U, V are (mutually) independent, W + Z = U + V , and
(here "∼" means "distributed as") 
We take a split (X 0 , X − , X + ) of X whose leak isỸ , and introduce
X t dt, W ∼ [−r,r) X t dt, and E exp |Z| ≤ 2, and E Z = 0.
In the proof: Y is just a random variable RỸ t dt, and E exp R |Ỹ t | dt ≤ 2; Z = Y ; |Z| ≤ R |Ỹ t | dt; thus E exp |Z| ≤ 2. Informally, f (λ; r 1 , . . . , r d ) is intended to be an upper bound on the cumulant generating function
for a class of random fields (X t ) t∈R d . Invariance (in distribution) under permutations (of coordinates t 1 , . . . , t d ) and shifts, not required of a random field, is required of the class of random fields, which motivates the first condition on f :
The second condition on f ("duplication inequality") is more complicated; for its motivation see Prop. 4.3:
Here is the third (last) condition on f ; for its motivation see Prop. 4.7:
More formally, for each d ∈ {0, 1, 2, . . . } we introduce condition A d as follows. For d = 0 condition A d is the conjunction of (3.1), (3.2) and (3.3) (for the given d). And condition A 0 is just
3.5 Theorem. If f satisfies condition A d for all d, then for each d there exists 
Proposition. For each
It is possible to translate nearly all calculations in [2] from the language of f B (λ) used there into the language of f (λ; r 1 , . . . , r d ) used here. Alternatively, we define f B (λ) in our terms:
We rewrite Lemma 2.4 of [2] in our terms and prove it in our framework. For simplicity we formulate it as a duplication inequality for the first coordinate, but it generalizes readily to k-th coordinate (k = 1, . . . , d) due to (3.1). 
; r 2 , . . . , r d ; it suffices to prove that f (−µ; r 2 , . . . , r d )
; it remains to rewrite the latter in terms of λ.
This lemma is the only property of f B (λ) used in the proof of [2, Prop. 2.6]. The same proof applies to f B (λ) defined by (3.7), which gives Prop. 3.9 below. Similarly to [2, p. 5] we denote for convenience
for all v ∈ (0, ∞) . defined by (3.7) ), the following holds for all n 1 , . . . , n d ∈ {0, 1, 2. . .
. , n 1 , . . . , n d satisfying
where ∆ =
We define for convenience, as in [2, Sect. 2], Proof. We take C large enough according to Prop. 3.9a. Condition (3.3) gives ε > 0 such that ε 2 f (λ; r 1 , . . . , r d ) ≤ λ 2 whenever r 1 , . . . , r d ∈ [C, 2C] and |λ| ≤ ε. We take δ = ε, a = max 1,
Taking into account that f (λ; 2
, we apply Prop. 3.9a to
Toward proving Prop. 3.11 Lemma. For all p ∈ (1, ∞),
Proof. Given r 1 , . . . , r d ∈ [C 3.10 , ∞) such that r 1 . . . r d = 2v, we assume that max(r 1 , . . . , r d ) = r 1 (WLOG, due to (3.1)) and apply Lemma 3.8 to
. Also,
This lemma is the only property of f v (λ) used in [2] when proving Corollaries 3.3, 3.4, 3.5, Lemmas 3.9, 3.11, 3.13, 3.14, 3.16 and ultimately Prop. 3.6 (C 1 there is C d−1 here; C 2 there is C 3.10 here; and (3.1) there is ensured by Prop. 3.10 here), which gives the following remake of [2, Prop. 3.6].
3.12 Proposition. There exists C ∈ (1, ∞) such that for every λ ∈ R,
Denoting this C by C d we get condition B d , thus deduced from A d and B d−1 . This completes the proof of Prop. 3.6 and Theorem 3.5.
Upper bounds, applied
We define for d ∈ {1, 2, . . . }
where the supremum is taken over all 1-splittable random fields X on R d ; and for d = 0,
for |λ| ≤ 1, +∞ for |λ| > 1, Condition (3.1) is satisfied due to Corollary 2.9. 4.4 Lemma. For all random variables X, Y and all p ∈ (1, ∞),
(In the lower bound we interpret ∞ − ∞ as −∞.)
Proof. By the Hölder inequality,
the upper bound follows. We apply the upper bound to
the lower bound follows. 
4.8 Lemma. The function ϕ is increasing.
4.9 Lemma. For arbitrary r 2 , . . . , r d ∈ (0, ∞) the function ψ : r → ϕ(r, r 2 , . . . , r d ) satisfies ψ(r + s) ≤ ψ(r) + ψ(s) /2 for all r, s ∈ (0, ∞).
f (2λ; r, r 2 , . . . , r d ) + f (2λ; s, r 2 , . . . , r d ) ; supremum in X gives f (λ; r + s, r 2 , . . . , r d ) ≤ Proof. We'll prove that the function ψ (introduced in Lemma 4.9) is constant; this is sufficient due to (3.1). For every r ∈ (0, ∞), first, ψ(s) ≤ ψ(r) for all s ∈ (0, r] by Lemma 4.8; second, ψ(s) ≤ ψ(r) for all s ∈ (0, 2r] by Lemma 4.9; and so on; ψ(s) ≤ ψ(r) for all s ∈ (0, ∞) and all r ∈ (0, ∞). Proof. By Lemma 4.10 it is sufficient to prove that ϕ(1, . . . , 1) = 0. By
We apply (4.6), taking into account that E [0,1] d X t dt = 0 by 1.3(b) and 
Applying (4.13
X t dt (and taking supremum in X) we get, for arbitrary ε > 0,
that is,
Due to Lemma 4.11, for arbitrary r 1 , . . . , r d there exists ε > 0 such that f (±ε; r 1 , . . . , r d ) ≤ log 5 4
, and therefore (4.14) holds. In order to obtain a single ε for all r 1 , . . . , r d ∈ [ We take ε such that
We summarize. Proof. Combine theorems 3.5 and 4.15.
Proving the main result
The term "splittable" is defined both here and in [2] , and the definitions are nonequivalent. In order to avoid ambiguity, below we use either "C-splittable" (defined here by Def. 1.4(b) and undefined in [2] ) or "uniformly split- 
Proof.
1 Clearly, ( X − , X + , X 0 ) is a split ofX. Its leak Z on the given strip is defined (in [2, p. 2]) by ≥ 1) we need splits ofX (indexed by k ∈ {1, . . . , d} and r ∈ R) whose leaks (as defined there) are members of the family (Ŷ ) Y ∈Spl C (d−1) ; this is sufficient, since this family is uniformly splittable by the induction hypothesis.
WLOG, k = 1 (the first coordinate) since, first, Spl C (d) and Spl C (d − 1) are permutation invariant (by Corollary 2.9), and second, in [2] , the class of all centered random fields is permutation invariant, and leaks on different coordinates turn into one another under coordinate permutations. Likewise, WLOG, s = 0 (use shift invariance).
Lemma 2.17 (in combination with Remark 2.18) gives a leak Y for X such that for all a < 0, b > 0 the random field U on R 
