Theoretical work in the field of interfacial segregation is mainly focused on the Gibbsian approach that uses the dividing surface construct. In this article a continuum approach to the problem of interfacial segregation in multicomponent hydrostatically compressed alloys is developed and the segregation at homophase and heterophase interfaces is considered on common grounds. The Gibbs adsorption theorem is derived in the framework of an isoperimetric problem, and a comparison is made with the dividing surface construct approach. The interfacial segregation is calculated for the case of a linear thermodynamic system where it is found to vanish at a heterophase interface and have a critical dependence on the temperature and composition at a homophase interface. The physical driving force for the interfacial segregation is discussed.
I. INTRODUCTION
The theoretical understanding of interfacial structure plays an important role in physics and biology and eventually will help us to control the physical and mechanical properties of new complex materials. A crucial aspect of such materials is the interface between different phases or different variants of the same phase, which often exist at a very high number density (ϳ10 18 cm Ϫ3 ) that develops during processing. A high number of cells that constitute our tissues make the properties of cell boundaries-that is, cell membranes-of great interest for biological science and applications of biological materials.
There are two distinctly different classes of internal boundaries encountered in materials: homophase boundaries ͑HMB's͒, which separate two bulk pieces of the same phase and same composition-e.g., grain, antiphase, twin boundaries-and heterophase boundaries ͑HTB's͒, which separate dissimilar phases of different crystalline symmetry or different composition. HTB's, in its turn, may be divided into two different classes: isomorphous HTB's between phases of the same crystalline structure, but significantly different composition ͑they occur commonly via spinodal decomposition͒, and polymorphous HTB's. The latter may appear as a result of different first-order phase transformations in materials: crystallization, ordering, martensitic, etc.
The contiguous phases are characterized by different densities of the species comprising the material, with a fraction of a minority species adsorbed at internal interfaces. In physics and materials science this effect is denoted segregation when there is a preferential accumulation of one species over the others. Arguably, Gibbs 1 was the first to discuss importance of segregation for materials. In chemistry and biology the same phenomenon is known as adsorption and is defined usually as ''the tendency to concentration at a surface of any substance...by which the surface tension tends to be diminished. '' 2 Interfacial segregation is important for nucleation and coarsening processes because it determines the interfacial energy. Interfacial segregation slows down the growth rate of the solid phase from the melt and antiphase domain coarsening after ordering transformation, because the adsorbed layer has to move with the advancing interface. Equilibrium segregation determines the mechanical strength of materials in service. A few experimental attempts have been made to measure the interfacial segregation at HTB's. Dragia, Wynblatt, and Bauer 3 studied segregation at an isomorphous HTB separating silver-rich and copper-rich phases in a Ag-Cu-Au alloy. The distribution of gold in the direction normal to the interface was determined by scanning Auger electron spectroscopy. Shashkov, Muller, and Seidman 4 measured the interfacial excess of solute at ceramic/metal heterophase interfaces for the MgO/Cu ͑Ag͒ and CdO/Ag ͑Au͒ systems using atom-probe field-ion microscopy. Another reason for studying this subject is the emergence of computer simulation results. Technological importance and deep theoretical interest have attracted several research groups to the problem of the theoretical modeling and computer simulation of microstructural evolution. In the simulation results interfacial segregation was observed, the role of different materials properties on interfacial segregation, however, has not been elucidated.
Interfacial segregation was first described by Gibbs 1 in his treatise on heterophase equilibrium. He viewed an interface as a transition layer and introduced a dividing surface to describe the adsorption at this layer. There are four different approaches to the problem of interfacial segregation.
͑1͒ In the thermodynamic limit the number of particles of species N i →ϱ and volume of the system V→ϱ, while the particle density i ϭN i /V is a constant. The conditions of phase equilibria require equality of temperature T, pressure P, and chemical potentials i in all the bulk phases, while interfaces do not make a contribution to the thermodynamic functions of the system. ͑2͒ In the capillary limit one assumes that the two phases are homogeneous up to a geometrical dividing surface, whose position lies somewhere between the homogeneous phases. 5 The conditions of phase equilibria are the same as in the thermodynamic limit ͑if the interface is flat͒. The interfacial contribution is characterized by a single quantity, called the surface energy or surface tension . The surface energy is the excess of an appropriate thermodynamic potential in the material, due to the presence of an interface between two contiguous phases. One may define the surface entropy as Ϫ(d/dT) equil and the number of particles on the interface, n is ϭϪ(d/d i ) equil , where the differentiation is carried out along an equilibrium curve. In the capillary approximation, however, the latter is set equal to zero by definition, together with the volume of the interface: V s ϭ0.
͑3͒ To find the relationship between the surface energy and mass quantities associated with an interface, Gibbs introduced the concept of a dividing surface ͑GDS͒ as a concentrator of all heterogeneities in the system. The GDS is used to determine the values of excess properties such as the surface energy, surface entropy, and surface content of different species ͑for practical details, see Refs. 1 and 6͒. The position of the GDS is only vaguely determined within the transition layer, but all essential quantities ͑measurables͒ must be independent of its position-relative quantities. The mass quantities of HTB's calculated on the basis of the concept of the dividing surface depend on the position of that surface because the equilibrium densities of species are not equal in adjacent phases. The definition of the surface energy, however, lacks this problem because the grand potential is equal in both bulk phases at equilibrium. Gibbs identified the relationship between the bulk and surface thermodynamic quantities, such as pressure, chemical potential, and surface entropy, as the cause of this conundrum and suggested to place the dividing surface so that the mass quantity of one species vanishes. The latter eliminates superficial degree of freedom of an interface at the expense of the introduction of the quantities that are difficult to measure.
3,4 The awkwardness of the Gibbsian excess was thoroughly studied by Cahn, 7 who substituted the GDS with a layer thick enough to encompass the entire heterogeneous region and extended into homogeneous phases. The precise locations of the bounds of this layer do not matter as long as there is no influence from the interface. The excess quantities were studied utilizing mathematical properties of determinants. Later Sutton and Balluffi 8 discussed this approach in a clear pedagogical manner. Voorhees and Johnson 9 included the coherency strain effect into the Gibbsian formulation.
͑4͒ Gibbs was also the first to introduce continuum ideas into the theory of interfaces. According to Gibbs, the interface is perceived as a layer with a certain thickness and rapid variations of properties. A similar view on the interface prevails in biology: ''There is not merely a boundary surface between two phases ͑as the older colloid chemistry supposed͒ but a boundary layer, which itself constitutes a third phase, or interphase, and which part of the surface energy has gone to the making of.'' 2 Gibbs did not, however, advance this method very far because of a lack of an appropriate formalism at the time. Quantitative development of the continuum method originates from a seminal paper by van der Waals, 10 where he commenced a systematic study of heterogeneities in thermodynamic systems. Later, Landau 11 considered small heterogeneities of an order parameter in a crystal near the Curie point during x-ray scattering and introduced the square-gradient approximation for the orderparameter variation. Ginzburg and Landau 12 introduced spatial variations of an order parameter in the framework of a phenomenological theory of superconductivity. Cahn and Hilliard 13 considered an expansion of the free energy with respect to the concentration gradients and derived essentially the same square-gradient approximation for the concentration portion of the free energy. They also performed a continuum analysis of interfaces in binary fluids after an isomorphous transformation and analyzed the temperature dependence of the surface tension. Recently, Freed and co-workers 14 treated phase separation in compressible and incompressible polymer blends using a Flory-Huggins meanfield free energy. Interfacial segregation, however, was not considered in these studies.
Krzanowski and Allen 15 studied theoretically and numerically solute segregation to antiphase boundaries in ordered Fe-Al alloys and its effects on domain coarsening kinetics, using the continuum diffuse-interface approach of Ref. 13 . They calculated the concentration profiles and estimated the segregation quantities, using the Bragg-Williams model for the free energy of an ordered alloy, and compared the results with experiments on coarsening kinetics. Dragia and Wynblatt 16 developed a continuum model to study equilibrium segregation at isomorphous HTB's in multicomponent systems. They applied the model to a planar interface in the fcc Cu-Ag-Au system in the framework of a nearestneighbor, ternary regular solution. The interfacial segregation was calculated as a function of temperature, bulk composition, and interface orientation. Recently, Huang and Olvera de la Cruz 17 numerically simulated spinodal decomposition of ternary polymer blends using the continuum approach of Ref. 13 . They observed and measured interfacial segregation of the minority component at different compositions and materials parameters. Later, this work was extended to ternary metallic alloys. 18 The purpose of this article is to develop a consistent continuum approach to the problem of segregation at homophase and heterophase interfaces. The Gibbs adsorption theorem is rigorously derived in the framework of a continuum approach and a comparison is made with the dividing surface construct. There is a substantial body of research devoted to segregation at grain HMB's and isomorphous HTB's. The main thrust of the present treatment concerns interfaces that appear as a result of polymorphous, solid-liquid, or ordering transformations in multicomponent hydrostatically compressed materials. The polymorphous HTB's, to the best knowledge of the author, are considered for the first time. Segregation at grain HMB's and isomorphous HTB's may also be treated by the approach developed here if appropriate parameters that characterize such interfaces are introduced. To account for possible symmetry changes in the system, we use a Landau expansion of the coarse-grained free energy, which requires the introduction of order parameters. The continuum method is a vibrant field where recent progress helps to provide general formulation of equilibrium and dynamic principles and consistently apply them to very different phenomena.
II. EQUILIBRIUM SEGREGATION IN HYDROSTATICALY COMPRESSED MULTICOMPONENT SYSTEMS

A. Conditions of equilibrium
The first step in any theoretical description of a thermodynamic system is the selection of a set of independent vari-ables that specify the system. Fundamental differences between the initial ͑␣͒ and final ͑␤͒ phases after a phase transformation are in their symmetries: solid-to-liquid, fccto-bcc, austenite-to-martensite, or an order-disorder transition. According to the Landau theory, 19 a phase transition may be characterized by one or more coarse-grained continuous variables l , commonly called order parameters, which take on specified values in the ␣ and ␤ phases. The order parameters of a transition define internal degrees of freedom of an interface and are analogous to geometrical degrees of freedom for a grain boundary in the sense that at equilibrium both relax unconditionally. Another set of thermodynamic variables that change during a phase transformation are the densities of n different components 1 , 2 , 3 ,..., n , which specify the overall composition of an alloy. Thus the thermodynamic potentials of a material become continuous functions of these variables: ⌽ϭ⌽( l , i ). In the framework of Landau theory, an isomorphous transformation, such as spinodal decomposition, is represented by a path, the initial and final points of which are characterized by the same values of the order parameters, but different values of densities.
The presence of precipitates of a second phase or different variants of the same phase and concomitantly the appearance of interfaces makes our system inhomogeneous; that is, there appear gradients of the independent variables, for example, densities and order parameters. This affects the thermodynamic potentials in two ways. First, they become functionals over the entire system: ⌽ϭ͐ d 3 x. Second, the density of the thermodynamic potential becomes a function of the gradients of the thermodynamic variables as well as variables themselves.
We consider an isolated thermodynamic system, which is enclosed by a wall that is impermeable with respect to the exchange of energy, matter, or volume-that is, a microcanonical ensemble. For simplicity, we consider a scalar order parameter . In the framework of the continuum approach, the constraints of the closed system are as follows:
The order parameter is free of the constraints associated with other thermodynamic variables, such as density or energy. The integration in Eqs. ͑1͒-͑3͒ is carried out over the entire system. The variational principle of thermodynamics requires that the entropy S of a closed system at equilibrium reach a maximum:
In view of prior arguments regarding thermodynamic functions of heterogeneous systems, we consider the internal energy ê and entropy ŝ densities of our system in the form
where the e,i j 's and s,i j 's are symmetric matrices of the gradient energy and entropy coefficients, respectively, and Einstein summation over the repeated indices is implied. The cross terms have been retained, because they may be of the same order of magnitude as the diagonal ones. 16 The derivation of the equilibrium conditions is not entirely original and is given here for the purposes of completeness. The variational problem ͑1͒-͑6͒ is called an isoperimetric problem in the calculus of variations 20 and was utilized for the case of a one-component system in Ref. 21 . Lagrange's method of undetermined multipliers for an isoperimetric problem requires maximization of another functional without any restrictions, that is,
Here ⌬ signifies a variation with free ends, 20 the quantity is the inverse temperature ͑for example, see Ref. 21͒, and i is the negative of the chemical potential of the species over temperature. Therefore, the condition of equilibrium for our isolated system, Eq. ͑7͒, is equivalent to that of an open system at fixed temperature and chemical potentials
Here ⍀ is the grand canonical potential of the whole system and is the density of the latter. It is advantageous to introduce the free energy density of a heterogeneous system:
where the i j is the symmetric matrix of the gradient free energy coefficients. Then equilibrium in the heterogeneous system may be expressed by the Euler-Lagrange equations as follows:
•ٌ 2 ϭ‫ץ‬ f ,
Here and in the following ‫ץ‬ u means a partial derivative of with respect to u, while other variables are held constant.
The free variations of the independent variables on the walls of the closed system yield the boundary conditions:
Comparison of Eqs. ͑11͒ and ͑12͒ shows that the spatial derivatives of all independent variables vanish in the bulk phases.
B. Surface energy
The surface energy is the excess per unit area of the appropriate thermodynamic potential as compared to the bulk. The appropriate thermodynamic potential must be equal in both phases. This requirement caused Gibbs to select the grand canonical potential for the definition of the surface energy. Thus the expression for the surface energy is
͑13͒
where P(T, i ) is the hydrostatic pressure and A is the surface area of the interface.
In the present article we are studying a flat interface. So the thermodynamic variables (, i ) should be considered as functions of one spatial variable, for example, x, only. Even a slightly curved interface corresponds to an almost onedimensional ͑1D͒ distribution of continuum variables. The 1D nature of an interface allows us to integrate the equilibrium system, Eqs. ͑11͒, once and find the first integral in the form
͑14͒
Applying the first integral, Eq. ͑14͒, to the homogeneous phases, the constant of integration is identified as the negative of the hydrostatic pressure P:
The prime reason for the existence of an interface is the difference in the value of the order parameter in the two phases: ␣ ␤ . As for the densities of species in ␣ and ␤ phases, two distinctly different possibilities exist. The first one is realized when all i␣ ϭ i␤ , so that f ␣ ϭ f ␤ ͓see Eq. ͑15͔͒; this corresponds to a HMB. The second one is realized when i ( i␤ Ϫ i␣ ) 0 so that f ␣ f ␤ ; this corresponds to a HTB. In the latter case there must be at least one species such that i␣ i␤ . Substituting Eq. ͑14͒ into Eq. ͑13͒, we obtain that the surface energy of a flat interface may be expressed as follows:
͑16͒
The integration in Eq. ͑16͒ covers not only the region of heterogeneity in the material-that is, the interface-but extends over the contiguous bulk phases ␣ and ␤ also. The question of the equilibrium fractions of the phases ␣ and ␤ is beyond the scope of this treatment and is not considered in this article. The boundaries of integration from x ␣ to x ␤ are, therefore, equivalent to being from Ϫϱ to ϩϱ. Note that although the bulk phases are included in the integration, the expressions in Eq. ͑16͒ do not diverge because the integrands vanish in both bulk phases. Hence the surface energy is not an extensive quantity, i.e., not proportional to the volume of the system.
C. Gibbs adsorption equation
At this point we ask the question, what are the appropriate variables for the surface energy ? The entropy of a closed system is a function of E, V, and N i . Through a Legendre transformation the grand canonical potential becomes a function of T,P, and i , and the surface energy in fact is ϭ͑T, P, i ͒. ͑17͒
A transformation from extensive to intensive variables corresponds to conversion from a closed system of two bulk phases, with a separating interface between them, to an open system containing an interface, which is free to exchange energy and matter with the two contiguous bulk phases at equilibrium with each other. Hence the expression for the surface energy of an interface, Eq. ͑17͒, is independent of the global conditions on the system and is the same for an open system where temperature and chemical potentials are set. Thus an interface may be considered as an open system immersed in a thermal bath between two equilibrium bulk phases. Hart 22 and later Cahn 23 reached the same conclusion, analyzing the equilibrium of grain boundaries from a thermodynamic point of view.
The best way to understand how depends on its variables is to write down its perfect differential. Considering the surface energy as a function of nϩ2 variables (T, P, i ), Eq. ͑17͒, although not all of them are independent, the perfect differential of may be written as follows:
To calculate the first term, we differentiate separately the first and second expressions in Eq. ͑16͒ with respect to T, use the rules of differentiation with respect to a parameter, and take into account the conditions of equilibrium ͑11͒; see Appendix A. Then we obtain
Analogously, differentiating both expressions in Eq. ͑16͒ with respect to P and i and using Eqs. ͑1͒ and ͑2͒, we obtain the following expression for the partial derivatives of the surface energy:
The partial derivatives in Eqs. ͑19͒ do not represent excess quantities, because they are either exactly or almost proportional to the linear dimension of the total system, V/A. This leads us to a conundrum that the partial derivatives of the surface energy are proportional to the linear dimension of the system, while the surface energy itself is not. Gibbs noticed this conundrum and, in order to fix it, introduced the so-called GDS, somewhere in the region of heterogeneity ͑for practical details, see Refs. 1 and 6͒. Then by writing the Gibbs-Duhem relation for the ␣ and ␤ phases on opposite sides of the GDS, subtracting the sum of these equations from Eq. ͑18͒, and taking into account that V ␣ ϩV ␤ ϭV, one arrives at the Gibbs adsorption equation, which expresses the perfect differential of through the surface excess quantities ⌫'s. However, Gibbs 1 realized that the ⌫'s depend on the position of the GDS. A possible way to remove this unphysical degree of freedom would be to choose a GDS such that the excess of a particular component vanishes on it.
The same conundrum may be solved using a more physical argument. As was noticed by Gibbs 1 and discussed by Cahn, 7 not all nϩ2 variables (T, P, i ) in fact are independent. Indeed, as can be seen from the analysis of equilibrium, Eqs. ͑12͒ and ͑15͒, the bulk phases are characterized by 3n ϩ4 parameters ͕ ␣ , i␣ ,T, P, i , ␤ , i␤ ͖ subject to 2nϩ4 equilibrium constraints. This proves that only n variables out of the set (T, P, i ) are independent. This argument is, of course, totally equivalent to Gibbs' phase rule, which for the variance of the system yields ϭnϩ2Ϫr, where r is the number of phases at equilibrium. The same rule, which is commonly applied to HTB's, works as well for HMB's if one recognizes that rϭ1 for an HMB because it separates pieces of the same phase. Hence the condition of equilibrium represents a (nϩ2Ϫr)-dimensional hypersurface in (nϩ2)-dimensional hyperspace.
In order to derive the Gibbs adsorption equation in the continuum formulation, one needs to express the perfect differential of with respect to independent variables only. Let us choose the first species for HTB's such that 1␣ 1␤ , which, according to the analysis above, can always be done. Then ͑T, l , lϭ2,...,n͒ may be taken as independent variables and the Gibbs adsorption equation takes the form
mϭ2,...,lϪ1,lϩ1,...,n.
Here and in the following D u (v,w) is the partial derivative of with respect to u along the equilibrium hypersurface in the direction v, wϭconst. P and 1 are functions of the independent variables on this hypersurface, therefore yielding ͑see Appendix B͒
͑22͒
The quantities in square brackets may be called interfacial jumps and ␦ quantities-normalized:
The interfacial jump of entropy, e.g., is the latent heat divided by the equilibrium temperature. Equations ͑20͒-͑22͒ express the Gibbs adsorption theorem in the continuum limit and are the main result of this section. The quantities ⌫ s (1) and ⌫ l (1) represent small differences between two large quantities and, in the spirit of Gibbs, 1 are called the relative surface entropy and relative adsorption of component l with respect to the component 1. One can see directly from Eqs. ͑21͒ and ͑22͒ that the relative surface entropy and adsorptions are independent of the size of the system because the integrands in both expressions vanish at both limits: ␣ and ␤. These quantities have been derived without any references to the GDS construct and, hence, are completely independent of the latter. Notice that for HMB's the surface entropy and adsorption take on absolute values independent of the component 1.
To study the properties of the relative adsorption at HTB's, Eq. ͑22͒, one may introduce the average density of a species: i ϵN i /Vϭ͐ ␣ ␤ i dx/͐ ␣ ␤ dx. Then Eqs. ͑22͒ and ͑23͒ yield the relation
from which ⌫ l (1) appears to be proportional to the linear dimension of the total system, V/A. In fact, when finitesystem-size effects are taken into account ͑e.g., see Ref. 24͒, one finds that ␦ i ϭ͑transformation fraction͒ϩconstϫA/V. Hence, in reality, ⌫ l (1) are independent of the size; that is, they are intensive quantities, which makes them the proper excess quantities.
It is also instructive to study special cases when the relative adsorptions ⌫ l (1) vanish. One may introduce the mole fraction c i and the total density of a mixture:
For a binary mixture, 2 ϭc and 1 ϭ(1Ϫc). If ϭconst, that is, ͓͔ϭ0, then ␦ 2 ϭ␦ 1 and ⌫ 2
(1) vanishes.
Also, if ␦ 2 ϭ␦c ␦, then ␦ 2 ϭ␦ 1 and ⌫ 2
(1) vanishes again. In Sec. III A we consider HTB's in a ''linear'' thermodynamic system, which is a more interesting case of the vanishing relative adsorptions ⌫ l (1) .
III. LINEAR THERMODYNAMIC SYSTEM
Diffusional phase transformations in materials are accompanied by changes of densities of species, which cause, in general, changes of chemical potentials of the components and pressure in the system. As an example, we shall take such a multicomponent system where chemical potentials and pressure depend linearly on densities in both phases. Such a relationship is pertinent to Hooke's law in the theory of elasticity, which justifies the term ''linear thermodynamic system.'' The free energy of a linear system is represented as follows:
Here M i j is a symmetric nonsingular matrix of temperature independent binary-interaction coefficients. The increment ⌬ f reflects symmetries of the system and defines the type of transition, e.g., continuous or first order. It is taken here in the form
For a first-order phase transition, which gives rise to HTB's, zϭ1, while for a continuous transition, which entails HMB's, zϭ0. The coefficients a, ϭ‫ץ‬ T f , d i ϭ‫ץ‬ f are taken as temperature and composition independent, and T z is some characteristic temperature, which depends on the type of a transition and may be zero. The entropy in the linear system is expressed as follows:
A thermodynamic system described by such free energy allows for different specific volumes of ␣ and ␤ phases of different symmetries and compositions-that is, transformation shrinkage. The diagonal elements of the matrix M i j include the quadratic terms of the entropy of mixing, while the off-diagonal elements represent the binary interactions between the species. What is definitely absent, however, from the free energy, Eqs. ͑26͒ and ͑27͒, is the contribution of the ternary and higher-order interactions of the components. Thus the linear thermodynamic system is equivalent to the regular solution model for not very small densities of the components and not very large differences of the latter in ␣ and ␤ phases. The equilibrium equations ͑11a͒ and ͑11b͒ for a linear thermodynamic system take the form of the system of linear equations for and i :
Equation ͑29͒ has the following homogeneous solutions:
which show that the degree of ordering in the states ͑ϩ͒ and ͑Ϫ͒ depends on their compositions. The full solution of the system of equations ͑29͒ and ͑30͒ is complicated due to strong nonlinearity in the equation for the order parameter and a coupling to the linear equations for densities. It may be obtained numerically using ideas of the bifurcation theory: see Refs. 14 -17. Such solutions are of practical interest because the equilibrium density distribution may be compared with the experimental measurements or numerical simulations.
A. Segregation at a heterophase boundary
HTB's appear after a first-order phase transition when ␣ and ␤ phases on opposite sides of the interface have different symmetries and compositions i . Such a transition is modeled by the increment ⌬ n f , Eq. ͑27͒, with zϭ1. The disordered ␣ phase corresponds to ␣ ϭ Ϫ ϭ0, ordered ␤ phase to ␤ ϭ ϩ ϭ1ϩͱ1Ϫh, and ( Ϫ , iϪ ), Eq. ͑31b͒, represent an order parameter and densities, respectively, of the transition state between the ␣ and ␤ phases. The densities of components are
͑32͒
For the normalized densities, Eqs. ͑32͒ yield
͑33͒
Substituting Eqs. ͑32͒ or ͑33͒ into Eq. ͑22͒, we obtain an expression for relative segregation in the linear system:
This expression is easily integrable and, as follows from the boundary conditions,
The ''null result,'' Eq. ͑35͒, demonstrates clearly that interfacial segregation at HTB's is essentially a nonlinear phenomenon. In Sec. IV we discuss possible sources of nonlinearities in a thermodynamic system that lead to nonvanishing interfacial segregation. The Gibbs adsorption theorem in the case of the linear system takes the form
To find the relative surface entropy of HTB's we represent expression ͑28͒ as follows:
Then substitution of Eqs. ͑6͒ and ͑37͒ into Eq. ͑21͒ yields
If the gradient entropy coefficients ( s, , s,i j ) vanish, the relative surface entropy is zero and the surface energy is independent of temperature and chemical potentials-that, is a constant.
B. Segregation at a homophase boundary
The same free energy, Eqs. ͑26͒ and ͑27͒, describes HMB's that appear after continuous transitions if zϭ0. In this case on both sides of the boundary are opposite variants of the same phase. Equations ͑31͒ show that ␣ ϭ Ϫ ϭϪͱϪh, ␤ ϭ ϩ ϭϩͱ(Ϫh), and the order parameter value 0 ϭ0 corresponds to the transition state between ␣ and ␤ phases. Such a free energy possesses a compositiondependent critical temperature, defined as follows:
For the densities of the ␣ ͑or ␤͒ phase, Eqs. ͑30͒ and ͑31͒ yield
Then adsorption of the component j at HMB's can be found from Eqs. ͑22͒, ͑30͒, and ͑40͒:
͑41͒
The second integral in Eq. ͑41͒ is easily integrable and vanishes due to boundary conditions: cf. Eq. ͑34͒. The first integral does not vanish and, in general, should be calculated numerically using the numeric solution of the system of equations ͑29͒ and ͑30͒. It can be, however, estimated analytically in the case when the coefficients M i j and i j are small. In this case, Eqs. ͑14͒ and ͑30͒ yield
and the first term in Eq. ͑41͒ can be integrated to yield an expression for the adsorption:
͑43͒
To find the surface entropy we first express the entropy of the ␣ phase from Eqs. ͑28͒ and ͑30͒:
Then we substitute Eqs. ͑6͒, ͑28͒, and ͑44͒ into Eq. ͑21͒. Finally, using Eq. ͑42͒ for the system where the gradient entropy coefficients ( s, , s,i j ) vanish ͓cf. Eq. ͑38͔͒, we arrive at an expression for the surface entropy of HMB's:
͑45͒
The temperature dependence of the surface entropy, Eq. ͑45͒, is readily verified in a one-component system where the Gibbs adsorption equation ͑20͒ entails the correct critical exponent for the surface energy in the mean-field approximation ϰ(T C ϪT)
; see Refs. 13 and 26. The temperature and composition dependence of the adsorption, Eq. ͑43͒, may be verified against numerical calculations of Ref. 15 where the concentration profiles at equilibrium antiphase boundaries in ordered Fe-Al alloys were calculated, using the Bragg-Williams model for the free energy. Although the authors could have computed the adsorption ⌫ Fe , Eq. ͑22͒, they chose to estimate the number of excess Fe atoms adsorbed per unit area of the boundary by a more complicated quantity Q. We shall compare Q with ⌫ Fe , Eq. ͑43͒, using the Bragg-Williams critical temperature, adjusted to the appropriate portion of the Fe-Al phase diagram: T C (c)ϭc(1Ϫc)ϫ5200 K, where c is the mole fraction of iron: cf. Eqs. ͑25͒ and ͑39͒. The quantities Q and ⌫ Fe at different temperatures and compositions, normalized to their values at ͑Tϭ860 K, cϭ0.76͒, are shown in Table I with the left number in each cell representing Q from Ref. 15 and the right one ⌫ Fe calculated by Eq. ͑43͒. Given the fact that the quantity Q is not exactly the adsorption ⌫ Fe , the general agreement ͑not worse than 7%͒ should be considered satisfactory. Thus, the numerical calculations 15 support the critical temperature-composition dependence of ⌫ j , Eq. ͑43͒.
IV. DISCUSSION
In this paper the self-consistent continuum approach to the problem of interfacial segregation in multicomponent alloys is developed. The Gibbs adsorption theorem, Eqs. ͑20͒-͑22͒, has been derived rigorously under the assumptions of Landau-Ginzburg-Cahn-Hilliard theory [11] [12] [13] 19 and without any reference to the Gibbsian dividing surface construct. The assumptions of a single order parameter and hydrostatic compression were taken only for simplicity. The continuum method, presented in this article, has several advantages compared to the dividing surface construct 1 and Cahn's treatment. 7 First, it does not employ a GDS, the position of which is unknown. Second, the condition of equilibrium within the continuum approach is determined by the variational principle, which acts everywhere in the system, and there is no need for treating the bulk and surface separately. Third, this method allows one to find the entire distribution of segregating species near an interface, which may be compared with experimental observations. The latter may help one find parameters of the Landau expansion, Eq. ͑27͒, which can be used later for multiple purposes, e.g., structural evolution modeling. There is a particular benefit in using a continuum approach for coherent systems, because the continuity of strain across the interface warrants coherency without any additional constraints. There have been considered interfaces that appear after different transitions in materials, and a clear distinction between the case of homophase and heterophase boundaries was made. The expressions derived for the relative surface entropy, Eq. ͑21͒, and adsorption, Eq. ͑22͒, which hold for heterophase and homophase boundaries as well, are the new contribution and represent continuum extensions of the Gibbsian approach. 1, 6 In order to calculate the surface entropy and adsorption, one has to resolve the equilibrium equations ͑11͒ with the boundary conditions ͑12͒ first. Although this can always be done numerically, there is a significant benefit in obtaining these quantities analytically, though for a simplified system.
One example of such a resolvable system where the free energy is a function of densities of order not higher than second 25 is considered in this paper. The interesting finding of this research is the vanishing of the relative adsorption at a heterophase interface in such linear systems. We would like to emphasize that just the simple presence of minority component atoms at an interface does not comprise adsorption. It is the deviation of the total mass of this species at the interface from a certain amount, prescribed by contiguous bulk phases, that constitutes the interfacial segregation. The linear and quadratic terms in the free energy expansion do not affect the latter because binary interactions do not break parity between the components. Interestingly, adsorption at a homophase boundary in the same linear system does not vanish and may be calculated analytically ͓see Eq. ͑43͔͒. Notice that in the latter case the adsorption of components takes an absolute ͑not relative͒ value due to the symmetry of contiguous phases.
While a linear thermodynamic system is a reasonable approximation of real materials, nonlinear chemical and elastic interactions are always present in the latter. The most important sources of nonlinearities, hence interfacial segregation, are the entropy of mixing, nonlinear elastic interactions, e.g., nonlinear dependence of the lattice parameter on concentration, and the misfit dislocations at an interface. A more detailed study, which will be published elsewhere, 27 shows that the magnitude of the relative adsorption is proportional to the negative of the coefficient of the cubic term in the free energy expansion.
This result may be compared with the theoretical study of Dregia and Wunblatt 16 on interfacial segregation in ternary metallic alloys and the simulations of Huang and Olvera de la Cruz 17 on spinodal decomposition in ternary polymer blends. The regular solution model free energy used in these papers may be juxtaposed with the free energy in the current study, Eqs. ͑26͒ and ͑27͒, if one eliminates the density of the component B, B , through the incompressibility constraint, A ϩ B ϩ C ϭ1, and takes the density of the majority component A as an order parameter. Then the null result of Sec. III A means that the adsorption of C relative to A, ⌫ C (A) , should be independent of the interaction coefficients of the regular solution free energy. The expansion of the entropy of mixing ͑nonlinear portion of the free energy of a ternary mixture͒ appears as follows:
where ⌬ϭ( C Ϫ C )/ C and C is the overall concentration of the minority component C. Then, according to our analysis in Ref. 27 , the adsorption of C relative to A should be proportional to the overall concentration of the minority component C:
which was observed in Refs. 16 and 17. The more complicated critical dependence of the relative adsorption on the overall density, C , comes from the normalization of ⌫ C
with respect to the interfacial thickness which, according to Eqs. ͑20͒-͑22͒, is inconsistent with the Gibbs adsorption equation and has been avoided in the present study. In conclusion, we have derived continuum expressions for the surface entropy and adsorption, which allow connecting these quantities to basic thermodynamic and mechanical properties of the system. A theoretical description of the interfacial segregation may be of practical importance in the analysis of the physical ͑not only numerical͒ experiments. Comparison of the relative surface entropy and adsorptions with experimental measurements may give information about the nonlinear elastic and chemical moduli of materials, which would be difficult to measure otherwise.
