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Abstract: Accurate and speedy detection of COVID-19 is essential to curb the spread of the disease and avoid overwhelming the health
care system. COVID-19 detection using X-ray images is commonly practiced at medical centers; however, it requires the intervention
of medical professionals trained in diagnosing and interpreting medical imagining. In this paper, we employ deep transfer learning
models to detect COVID-19 on a dataset of over 20,000 X-ray images. Our results on 5 pretrained models (VGG19, InceptionV3,
MobileNetV2, DenseNet121, and ResNet101V2) show high performance of 99% without image augmentation, and 93% when image
augmentation is used.
Keywords: COVID-19, Deep learning, Transfer learning, Image augmentation, X-ray images

1 Introduction
The COVID-19 pandemic has claimed the lives of
millions and continues to have a devastating effect on the
global population’s health and well-being. Therefore,
advancing the technology of screening and detecting
COVID-19 is critically essential for immediate treatment
as well as mitigating and combating the disease. Reverse
transcriptase-polymerase chain reaction (RT-PCR) testing
remains the gold standard; however, it is time consuming
and needs to be conducted in medical laboratories by
trained professionals [1]. Furthermore, early studies have
shown that RT-PCR has a relatively poor sensitivity [2]
and a highly false positive rate [3].
An alternative screening method used for COVID-19
screening is radiography examination. In radiography
screening, chest radiography imaging (e.g., chest X-ray
(CXR) or computed tomography (CT) imaging) is
conducted and analyzed by radiologists to look for visual
characteristics associated with COVID-19. Radiography
screening has shown quite promising results [4].
Nonetheless, successful screening of radiography imaging
requires medical professionals specializing in diagnosing
∗ Corresponding

and interpreting medical imagining. Furthermore,
acquiring chest X-rays in conventional rooms may spread
the disease to medical staff, and uninfected patients
through droplet-contaminated surfaces [5]. Therefore, it is
recommended that COVID-19 screening is carried out in
a dedicated radiology room or that the room is disinfected
after each use.
Convolutional neural network (CNN) is a class of
deep learning that has attracted lots of attention due to its
remarkable success in computer vision and image
analysis [6]. It has significantly improved the accuracy of
image recognition and classification tasks and has
become an integral part of medical diagnosis [7]. Transfer
learning has remarkably facilitated deep learning to
overcome the lack of large datasets that had been
previously necessary for an effective deep learning model.
With transfer learning, pretrained CNNs can be exploited
to generalize to new tasks.
This research is motivated by the urgent need to
advance the technology of screening and detecting
COVID-19, the increasingly available open source
radiography image datasets, and the advent of artificial
intelligence systems. We aim to utilize deep convolutional
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neural network models to detect COVID-19 from chest
X-ray (CXR) images.

2 Related Work
Since the outbreak of COVID-19, extensive research has
been devoted to advancing the technology of screening
and detecting infected patients via radiography imaging
[8]. Early studies have shown that patients infected with
COVID-19 are likely to present abnormalities in chest
radiography images [4,9,10]. Another research concludes
that chest CT has a high sensitivity for diagnosing
COVID-19, and it may be considered a primary tool for
the current COVID-19 detection in epidemic areas [8].
Huang et al. [4] identify that 98% of all patients (41
patients) involved in their study present bilateral
abnormalities in chest CT images, and Guan et al. [4]
identify that 86.2% of COVID-19 positive cases (975
patients) in their study present abnormal results in CXR
and CT images The most common patterns on chest CT
were ground-glass opacity (56.4%) and patchy bilateral
shadowing (51.8%).
Several artificial intelligence systems based for
detecting patients infected with COVID-19 via
radiography imaging have been proposed, and results
have shown quite promising accuracy [11,12]. Most
studies have focused on exploring deep convolutional
neural networks, given their overall successes in a variety
of computer vision tasks. Zhan et al. have proposed a
CNN model that can detect 96% of COVID-19 cases [13].
The dataset used in their experiments is small (less than
1500 images).
Wang et al. [14] have introduced COVID-Net, a deep
convolutional neural network design tailored for detecting
COVID-19 cases from CXR images that is open source
and available to the general public. They have also
introduced COVIDx, an open access benchmark dataset
that contains 13,975 CXR images across 13,870 patient
cases. Recently, three convolutional neural network
models (ResNet50, InceptionV3, and ResNetV2) have
been compared for detecting coronavirus pneumonia
infected patients using chest CXR radiographs [15]. They
report 98% accuracy on the pretrained ResNet50 model.
Transfer learning has been utilized in several recent
studies for COVID-19 screening. DenseNet-121 has been
employed on ChestX-ray8 dataset of 108,948 lung
disease images [16]. It achieves AUROC of 0.973 when
discriminating COVID-19 cases against mixed
pneumonia and normal cases. Ioannis et al. [17] employ a
transfer learning approach using AlexNet and GoogLeNet
for classifying a dataset of 1427 X-ray images containing
224 COVID-19, 700 Bacterial Pneumonia, and 504
Normal X-ray images. Their best best-performing
classifier had an AUC of 0.99.
In a recent effort [18], Chowdhury et al. have
achieved a remarkable accuracy result of 99.7%. They
have conducted experiments on many pretrained CNNs
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such as ResNet18, InceptionV3, CheXNet, and VGG19.
Experiments included two versus three class settings and
with and without data augmentation. The dataset that they
have collected contains a mixture of 423 COVID-19,
1485 viral pneumonia, and 1579 normal chest X-ray
images. They have constantly been updating the dataset
which they have made publicly available, and it is used in
our experiments.

3 Visualizing X-ray Images
COVID-19 screening through radiology imaging has been
in practice since the pandemic’s beginning, mainly due to
the readily available radiological imaging at medical
centers. However, successful screening requires the
intervention of medical specialists, and it remains difficult
for radiologists to distinguish COVID-19 from other viral
pneumonia because they have similar symptoms.
Chest X-rays of mild cases or early-stage disease may
be normal, but patients with moderate to severe symptoms
are likely to have features associated with pneumonia.
Common features associated with COVID-19 include a
reticular
pattern,
ground-glass
opacities,
and
consolidations, with rounded morphology and a confluent
or patchy multifocal distribution. The distribution is
usually bilateral and peripheral, predominating in the
lower fields [19]. Fig. 1 shows an example of normal
X-ray Fig. 1 (a) and COVID-19 infected X-ray Fig. 1 (b)
that exhibits hazy gray areas indicating that the air spaces
becoming partially filled with fluid or pus.
To interpret how the visual features associated with
COVID-19 activate class discrimination in classification,
we employ Grad-CAM [20] visualization. Grad-CAM
uses class-specific gradient information to localize
important regions and produces discriminative
visualizations for the class of interest. It helps users
establish appropriate trust in CNN predictions [21]. Fig 2
shows Grad-CAM visualizations of the X-ray images
presented in Fig. 1. The figure emphasizes the area of
interest to our model at the time of classification which
helps to interpret the result. For instance Fig. 1 (b)
highlights COVID-19 feature associated with lungs filled
with gas.

4 Transfer Learning
Deep learning techniques are often described as data
hungry techniques due to their dependence on the
availability of extensive data. Compared to traditional
machine learning, deep learning requires a large amount
of data to learn latent patterns [22]. Nowadays, the
amount of data generated and collected is growing at
unprecedented levels, facilitating deep learning.
Nonetheless, in some domains, such as medical imaging,
the collection of high quality data is laborious and
extremely difficult.
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Fig. 1: X-ray images of (a) normal and (b) COVID-19 infected
patient exhibits common features such as ground-glass opacities
in lower fields

Fig. 2: Grad-CAM visualizations of (a) normal and (b) COVID19 infected X-rays. High intensity visuals reflect areas of interest
to the model

Transfer learning can enable learning when
insufficient data is all that we have. It allows models
trained in one setting to generalize to another setting [23].
Fig. 3 shows X-ray images are being fed to a pretrained
CNN with nontrainable weights. The CNN weights must
not be updated, so the previously learned patterns are not
lost. The output of the pretrained CNN is then fed to a
newly constructed fully connected NN that suits the new
task. In contrast, the fully connected NN weights must be
trainable, so it can learn to classify the new task.
Many famous and proven effective pretrained CNN,
such as VGG, Inception, and ResNet are trained on more
than a million images and 1000 classes of the ImageNet
dataset (https://www.image-net.org/). These CNNs
facilitate transfer learning because they are trained on a
large corpus of images and require the model to classify a
relatively large number of classes. They require the model
to efficiently extract features from a broad range of image

classes to perform well on the problem and generalize on
unseen images.

5 Image Augmentation
Image augmentation is yet another technique that can
tackle the insufficient data issue. It introduces minor
alterations to the dataset to trick the model into thinking
that new images are introduced. Image augmentation is
encouraged in the medical imaging domain because it
generates several variants of an X-ray image that
realistically mimic variations in image acquisition
collected in radiography.
Another advantage of image augmentation is that the
model sees no image more than once as new alternations
are generated in each epoch. This dramatically helps
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Fig. 3: Transfer learning with pretrained CNN that feeds new fully connected CNN

reduce overfitting because the model cannot overfit all the
samples and is forced to generalize.
Fig. 4 shows a sample of 3 images that are generated
from the original image Fig. 4 (a). The images present a
rotated by 10 degrees image Fig. 4 (b), horizontally flipped
image Fig. 4 (c), and width shifted image Fig. 4 (d). In this
example, one image has produced three more images that
will be seen by the model as new images.

6 Dataset
The dataset used in our experiments has been collected by
a team of researchers from Qatar University, Doha, Qatar,
and the University of Dhaka, Bangladesh, along with their
collaborators from Pakistan and Malaysia in collaboration
with medical doctors, and is publicly available on Kaggle
[24]. The dataset consists of 3,616 COVID-19 positive
cases, 10,192 Normal, 6,012 Lung Opacity, and 1,345
Viral Pneumonia images. An earlier release of a smaller
dataset has been used in the team’s publications [18,25].
In our experiments, the dataset is split 70% for
training, 20% for validation, and 10% for testing. The
images contain three color channels and have been
resized to 150x150x3.

7 Experiment Results
Our experiments are conducted using Keras deep learning
framework. Keras provides out of the box support for
pretrained models with configurable API to fine tune the
models, for instance, freezing the layers of the pretrained
model during training. For training, we have used batch
size 64 and enabled Early Stopping to prevent overfitting.
Early Stopping is set to monitor validation loss with
patience set to 3.
Image augmentation in Keras provides a wide range
of arguments that can be widely adjusted to alter the
images. We have experimented with many of those
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Table 1: Image augmentation arguments used in experiments
Argument

Value

Rotation range

10

Width shift range

0.1

Height shift range

0.1

Shear range

0.1

Zoom range

0.1

Horizontal flip

True

Fill mode

nearest

arguments and chosen a few that are well suited for
medical imaging. Table 1 shows the arguments and their
respective values used in our experiments.
There are over 30 pretrained models available in
Keras, and we have selected VGG19, InceptionV3,
MobileNetV2, DenseNet121, and ResNet101V2 because
of their high reported accuracy and fast training. During
training, the pretrained CNN weights are frozen, and the
output is fed to a fully connected network with 256
neurons and an output layer of 4 neurons (2 neurons in
two-class experiments).
Table 2 shows the results of our experiments with and
without image augmentation. The results report model
accuracy and precision, recall and fi-score of COVID-19
class. When training is done without image augmentation,
all models achieve above 93% accuracy, with
ResNet101V2 outperforming others and achieving 99.6%
accuracy. However, when image augmentation is used,
there is a noticeable degradation in performance, with
ResNet101V2 reaching 93.1% accuracy. The lower
performance is attributed to the nature of image
alterations that is generated in image augmentation,
which does not suit medical images. For instance, rotating
or scaling a full field X-ray image would generate images
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that are not typically acquired by scanning equipment.
For example, Fig 4 (b) shows a rotated image generated
by data augmentation; however, in practice, such an
image would be rejected if it were acquired by scanning
equipment at a medical facility. Furthermore, another
factor that has negatively affected performance with
image augmentation is that the training was Early
Stopped with fewer than 30 epochs due to increased
validation loss. The increased validation loss suggests that
the model suffers from overfitting; therefore, a larger
dataset is needed to improve performance.

1827

Fig. 4: Example of image augmentation. (a) original image, (b)
image rotated, (c) image horizontally flipped, and (d) image
shifted

We have further conducted experiments on two-class
classification: COVID versus Non-COVID. The dataset
consists of 3,616 COVID-19 cases and 17,549
non-COVID-19 cases (Normal, Lung Opacity, and Viral
Pneumonia). Table 3 reports our experiment results which
show
that
MobileNetV2,
DenseNet121,
and
ResNet101V2 achieve above 99% accuracy when
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Table 2: Experiment results with and without image augmentation on four classes (COVID-19, Normal, Lung Opacity, and Viral
Pneumonia)
Scheme

Model

Accuracy

Precision

Recall

F1-score

Without augmentation

VGG19

0.939

0.96

0.95

0.96

InceptionV3

0.952

0.95

0.95

0.94

MobileNetV2

0.992

0.99

0.99

0.99

DenseNet121

0.9881

0.98

0.97

0.97

ResNet101V2

0.996

0.99

0.99

0.99

VGG19

0.857

0.94

0.67

0.78

InceptionV3

0.8751

0.78

0.87

0.81

MobileNetV2

0.915

0.91

0.90

0.91

DenseNet121

0.883

0.97

0.69

0.81

ResNet101V2

0.931

0.98

0.88

0.93

With augmentation

Table 3: Experiment results with and without image augmentation on two classes (COVID-19 and non-COVID-19)
Scheme

Model

Accuracy

Precision

Recall

F1-score

Without augmentation

VGG19

0.938

0.95

0.67

0.78

InceptionV3

0.972

0.97

0.97

0.97

MobileNetV2

0.998

0.99

0.99

0.99

DenseNet121

0.995

0.99

0.99

0.99

ResNet101V2

0.998

0.99

0.99

0.99

VGG19

0.923

0.95

0.58

0.72

InceptionV3

0.910

0.69

0.91

0.78

MobileNetV2

0.964

0.97

0.91

0.89

DenseNet121

0.947

0.95

0.73

0.82

ResNet101V2

0.970

0.98

0.84

0.91

With augmentation

classification is done without image augmentation. The
results show a slight degradation in performance when
image augmentation is used with ResNet101V2
outperforming other classifiers. Compared to the
four-class classification reported in table 2, the accuracy
is slightly better, especially when augmentation is used.
Nonetheless, f1-score results worsen because of the
imbalanced dataset.

8 Conclusion and Future Work
Lately, COVID-19 detection using radiography images
has received extensive attention and achieved remarkable
results. In this effort, we have employed deep transfer
learning to detect COVID-19 on a dataset containing over
20,000 X-ray images. Our results show robust
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performance that reaches 99% accuracy for ResNet101V2
pretrained model. This study has conducted experiments
on a publicly available radiology dataset of over 20,000
images. In the future, we intend to expand our
experiments by collecting more and larger datasets. Large
datasets would help overcome the overfitting problem;
however, it would pose other challenges such as data
preprocessing and integration.
Additionally, we have experimented with 5 pretrained
models, and we plan to expand our experiments to include
several others and conduct a comprehensive comparative
analysis of their performance. Furthermore, we plan to
investigate further the impact of image augmentation on
X-ray image classification. For instance, in this study, we
have employed a handful of data augmentation
arguments; however, many more arguments deserve to be
explored, such as brightness range and fill mode.
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