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Summary
Geophysical methods are essential for exploration and monitoring of subsurface formations,
e.g. in carbon dioxide sequestration or enhanced geothermal energy. One of the keys to their
successful application is the knowledge of how the measured physical quantities are related to
the desired reservoir parameters. The work presented in this thesis shows that the presence
of carbon dioxide (CO2) in pore space gives rise to multiple processes all of which contribute
to the electrical rock conductivity variation. Basically, three mechanisms take place: (1) CO2
partially replaces the pore water, which is equivalent to a decrease in water saturation. (2)
CO2 chemically interacts with the pore water by dissolution and dissociation. These processes
change both the chemical composition and the pH of the pore filling fluid. (3) The low-pH
environment can give rise to mineral dissolution and/or precipitation processes and changes
the properties of the grain-water interface.
Investigations on the pore water phase show that the reactive nature of CO2 in all physical
states significantly acts on the electrical conductivity of saline pore waters. The physico-
chemical interaction appears in different manifestations depending mainly on the pore water
composition (salinity, ion types) but also on both temperature and pressure. The complex
behaviour includes a low- and a high-salinity regime originating from the conductivity incre-
asing effect of CO2 dissociation, which is opposed by the conductivity decreasing effect of
reduced ion activity caused by the enhanced mutual impediment of all solutes. These results
are fundamental since the properties of the water phase significantly act on all conduction
mechanisms in porous media. In order to predict the variation of pore water conductivity,
both a semi-analytical formulation and an empirical relationship for correcting the pore water
conductivity, which depends on salinity, pressure and temperature, are derived.
The central part of the laboratory experiments covers the spectral complex conductivity of
water-bearing sand during exposure to and flow-through by CO2 at pressures up to 30MPa
and temperatures up to 80°C. It is shown that the impact of CO2 on the real part of con-
ductivity of a clean quartz sand is dominated by the low- and high-salinity regime of the
pore water. The obtained data further show that chemical interaction causes a reduction of
interface conductivity, which could be related to the low pH in the acidic environment. This
effect is described by a correction term, which is a constant value as a first approximation.
When the impact of CO2 is taken into account, a correct reconstruction of fluid saturation
from electrical measurements is possible. In addition, changes of the inner surface area, which
are related to mineral dissolution or precipitation processes, can be quantified.
Both the knowledge gained from the laboratory experiments and a new workflow for the
description and incorporation of geological geometry models enable realistic finite element
simulations. Those were conducted for three different electromagnetic methods applied in the
geological scenario of a fictitious carbon dioxide sequestration site. The results show that elec-
tromagnetic methods can play an important role in monitoring CO2 sequestration. Compared
to other geophysical methods, electromagnetic techniques are generally very sensitive to pore
fluids. The proper configuration of sources and receivers for a suitable electromagnetic method
that generates the appropriate current systems is essential.
Its reactive nature causes CO2 to interact with a water-bearing porous rock in a much
more complex manner than non-reactive gases. Without knowledge of the specific interac-
tions between CO2 and rock, a determination of saturation and, consequently, a successful
monitoring are possible only to a limited extend. The presented work provides fundamental
laboratory investigations for the understanding of the electrical properties of rocks when the
reactive gas CO2 enters the rock-water system. All laboratory results are put in the context
of potential monitoring applications. The transfer from petrophysical investigations to the
planning of an operational monitoring design by means of close-to-reality 3D FE simulations
is accomplished.
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11 Introduction
1.1 Motivation of this work
Our societies face demanding tasks arising from the growing energy requirements and the
resource scarcity on the one hand and environmental pollution and climate change on the
other hand. We have to meet these global challenges in times of both social and political
change. Geosciences contribute to tackling these challenges by development, implementation
and support of technologies related to the Earth system. Such technologies regarding energy
demand include the exploration of new resources but also seasonal interim storage (e.g. of
natural gas or hydrogen) and technologies for production improvement (e.g. enhanced oil
recovery by injecting carbon dioxide). To an increasing extend, efforts come into focus for
the reduction of greenhouse gas emissions e.g. by storing carbon dioxide in deep formations
for geological time spans or by implementing new energy resources, such as deep geothermal
energy. Besides technical issues, all these technologies require a reliable and cost-effective
monitoring of both the target reservoirs and the near-surface area, first and foremost, to
ensure the safety of population, environment and operation but also to enhance transparency
and - building on this - public acceptance.
Due to their non-invasive nature, geophysical methods are inevitable when it comes to explo-
ring and monitoring the subsurface. Depending on the considered technology, the monitoring
tasks involve e.g. the early detection of unwanted migration or leakage of gas and formati-
on water, the quantification of fluid saturation in pore space or the mapping of hydraulic
pathways. Geoelectric and electromagnetic techniques – summarized under the term ’electro-
magnetic methods’ – are especially well suited for these purposes due to their exceptional
sensitivity to the pore-filling fluids.
This work is set up in the context of a decision-oriented, electromagnetic monitoring tech-
nology for the management of geohydraulic and geochemical processes related to the presence
of carbon dioxide within a reservoir. Such processes are of importance, first of all, for carbon
dioxide sequestration in saline aquifers but also bear relevance, e.g., for enhanced oil recovery
technologies by injecting carbon dioxide, or other situations, where carbon dioxide interacts
with earth materials. Establishing a monitoring procedure requires basic knowledge about
the desired reservoir parameters and processes and their petrophysical manifestation in the
quantities measured by the electromagnetic methods.
In a second step, this information is required to perform conclusive simulations and derive
an advantageous monitoring design. Finally, the reservoir parameters need to be robustly re-
constructed from the measured physical quantities during operation and the temporal changes
of subsequent measurements need to be related to changes in the reservoir characteristics. It is
the task of petrophysical investigations to reveal these relationships and to provide models for
the direct and reliable derivation of reservoir characteristics from geophysical measurements.
The presented work consequently focuses on fundamental laboratory investigations, which
are concerned with the impact of carbon-dioxide-related processes on the electrical rock pro-
perties. Petrophysical models are derived for the consideration of the effects of carbon dioxide
on both the pore water phase and the three-phase system system of carbon dioxide, pore
water and rock matrix. The knowledge from the laboratory investigations is applied to three-
dimensional finite element simulations of a fictitious carbon dioxide underground storage sce-
nario in order to evaluate the potential of different electromagnetic methods for monitoring a
carbon dioxide injection.
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Fig. 1.1: General workflow for a decision-oriented monitoring with electromagnetic methods. Steps, which
are considered within this work for a monitoring of carbon dioxide sequestration, are marked in orange (dark
orange: main thesis, light orange: supplements in the appendices to this work).
1.2 Electromagnetic monitoring
Tackling the challenging task of deploying electromagnetic methods for application in a
decision-oriented monitoring scheme requires the cooperation of theoretical developments,
laboratory measurements, computational methods and field surveys (Fig. 1.1). The capability
of an electromagnetic monitoring is the determination of the reservoir state and the detection
of changes over time in a non-invasive manner. This may be carried out by means of a direct
processing of time-lapse field data or by applying inversion techniques to the field-data sets
and interpreting the resulting spatial and temporal parameter distributions.
Such analyses can only be reliable when the field data is of high quality and sensitive to
both the spatial characteristics of the target formation and the parameter changes caused by
the monitored process. Therefore, an optimal and focused experimental design is essential for
a successful monitoring. In order to achieve a quick and successful implementation, an advan-
tageous experimental design may be derived from realistic, site-specific numerical simulations
of the electromagnetic fields. This includes three-dimensional (3D) simulations, which reflect
both the real geology and realistic petrophysical properties.
Care must be taken in obtaining the petrophysical properties. Adequate knowledge of how
measured physical quantities relate to the desired reservoir parameters and about the proces-
ses causing potentially observable parameter changes may be gained from laboratory inves-
tigations. Petrophysical models reflect the observations from the laboratory and make them
applicable in the numerical simulations. Furthermore, they enable a robust interpretation of
field data later on. To integrate geological information and results from preceding studies as
geometry in the 3D simulations, advanced geometry modelling and robust meshing strategies
are required. During operation, an adaptation of the used models and geometric constraints
with the help of field data is desirable. The workflow from Fig. 1.1 then becomes an iterati-
ve scheme. In this manner, both the monitoring capabilities in terms of robustness, forecast
accuracy and the site-specific characteristics of the petrophysical models improve over time.
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1.3 Carbon dioxide sequestration
Carbon dioxide sequestration (CCS, short for carbon capture and storage) is considered to
be one of the possible bridging technologies, which may help to reduce the global greenhouse
gas emissions until renewable energy sources are able to replace conventional power plants at
a significant scale (e.g. IPCC, 2005, 2014). The geological storage of carbon dioxide (CO2) is
the final step of a chain of technologies, which is required for CCS. First of all, the CO2 has
to be captured and cleaned at the site, where it is produced, usually a power plant (cf. Fig.
1.2). The CO2 is then compressed and transported with trucks and ships (during pilot stage)
or pipelines (during operation), respectively, to the injection point.
The CO2 is pressed into the pore space of the target formation via a borehole and parti-
ally replaces the pore water. Sealing caprock formations keep the free CO2-phase within the
reservoir (cf. Fig. 1.2). CO2 sequestration becomes feasible at approximately 800m depth or
more since CO2 enters the supercritical state at this depth. In its supercritical state CO2 is
dense enough to be stored efficiently (though still lighter than the formation brine) and at
the same time sufficiently low viscous to enter the formation easily.
When CO2 is injected in a porous formation, several trapping mechanisms contribute to
the storage of the CO2 at different time scales (Fig. 1.3):
1. Structural trapping
2. Solubility trapping
3. Residual trapping
4. Mineral trapping
The majority of the CO2 is physically stored within the pore space, meaning it forms a free,
coherent and therefore mobile phase (structural trapping). This CO2 is held within the reser-
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Fig. 1.3: Trapping Mechanisms and their contribution to CO2 storage at different time scales (after IPCC,
2005; Hitchon, 1996). Trapping mechanisms, which are addressed within this work, are marked in orange.
voir by the sealing caprock. A fraction of the CO2 is dissolved in the formation brine and is
consequently bound to the formation water (solubility trapping). When dissolution reduces
the extend of the free CO2 phase the retreating interconnected phase leaves immobile and
trapped CO2 bubbles behind (residual trapping), which are slowly diminished by dissolution.
Finally, the CO2 may react with the mineral matrix or components from the formation brine
and precipitate as insoluble minerals (mineral trapping). This most sustainable trapping me-
chanism is the long-term aim of CO2 storage as CO2 is than bound within the subsurface for
geological time scales. However, during injection and for several decades after injection the
other trapping mechanisms dominate.
Monitoring, therefore, is required at all stages of operation of a CO2 storage site: during
exploration, implementation and operation and also after completion as part of the aftercare.
Different geophysical methods can contribute to the reservoir monitoring. For example, seismic
methods (represented in Fig. 1.2 by the seismic-vibrator truck) can detect the extent of the
zone within the reservoir, which is affected by the injection (e.g. Chadwick et al., 2009).
Interferometric synthetic aperture radar techniques (represented by the satellite) are able to
monitor the surface deformation due to an injection and thereby reconstruct the distribution
of overpressure in the subsurface (e.g. Onuma and Ohkawa, 2009).
Due to their high sensitivity to the pore-filling fluids, electromagnetic methods, which are
the subject of this work, are an important complementary part of the monitoring portfolio as
well (e.g. Kiessling et al., 2010; Girard et al., 2011; Vilamajó et al., 2013). Various methods
and configurations are possible including surface, borehole-to-surface and borehole-to-borehole
techniques (Fig. 1.2). Which method should be preferred, depends on the site and injection
characteristics such as geological structure and initial petrophysical properties, target depth,
injected amount of CO2, available observation boreholes and many more.
1.4 Electromagnetic methods
Manifold electromagnetic methods exist, which allow for exploring the electrical and dielectri-
cal properties of the earth’s interior at various spatial scales and in time or frequency domain.
Numerous configurations and experimental designs range from laboratory measurements to
soundings of the lower mantle (e.g. Olhoeft, 1985; Kelbert et al., 2009). Nevertheless, all
electromagnetic techniques are based on the measurement of one or more components of the
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electric and/or magnetic field. Within this work, the electromagnetic methods of transient
electromagnetics (TEM), controlled source electromagnetics (CSEM), direct current resisti-
vity measurements (DC) and spectral induced polarization (SIP) are considered. Their basic
mathematical formulations and interrelation are introduced in the following, therefore.
The general behaviour of electromagnetic fields is described by Maxwell’s equations (Max-
well, 1881; Nabighian, 1989),
∇× e(t) = −∂b(t)
∂t
(1.1)
∇× h(t) = jtot(t) (1.2)
∇ · d(t) = ρe (1.3)
∇ · b(t) = 0 (1.4)
which are formulated in time domain here. Vectorial quantities are in bold font, the use of
lower case letters for the vector fields refers to time domain. Thereby, e is the electric field,
b the magnetic induction, h the magnetic field and d the electric displacement. ρe refers to
electric charge density and jtot denotes total current density:
jtot(t) = jcon(t) +
∂d(t)
∂t
+ je (1.5)
where jcon refers to ohmic conduction, ∂d∂t refers to the displacement current, and j
e is an
external source current density. The electromagnetic fields are related by a set of constitutive
relations, which furthermore introduce the properties of matter to the governing Eqs 1.1 –
1.4:
b = µˆ∗h (1.6)
d = ˆ∗e (1.7)
jcon = σˆ
∗e (1.8)
where µˆ∗ denotes magnetic permeability, ˆ∗ is dielectric permittivity and σˆ∗ is electrical con-
ductivity. Generally, all three properties are tensors and depend e.g. on pressure, temperature
and the electromagnetic fields themselves. Furthermore, they are complex (denoted by the
asterisk) and frequency-dependent (Olhoeft, 1979). In this work, linear and isotropic media
are considered. Permeability, permittivity and conductivity are consequently scalar quantities,
which do not depend on direction or strength of the electromagnetic fields.
An electromagnetic method, which operates in time domain, is the transient electromagnetic
method (TEM). A strong, direct current in the transmitter – usually a large cable loop at
the surface – is switched off at a known point in time t0. The following break-down of the
electromagnetic field induces an eddy current system in the subsurface, which propagates
downwards and decays over time. The governing equation for TEM may be derived by first
applying the curl operator to Eq. 1.1 and subsequently utilizing the constitutive relation 1.6:
∇× (∇× e) = −µˆ∗∇×
(
∂h
∂t
)
. (1.9)
Given that the electromagnetic fields are piecewise continuous functions and their first and
second derivatives are continuous as well, one may write (e.g. Ward and Hohmann, 2006):
∇× (∇× e) + µˆ∗ ∂
∂t
(∇× h) = 0 . (1.10)
6 1 Introduction
The curl of the magnetic field may be replaced by jtot in accordance with Eq. 1.2. Since TEM
is considered to operate within the diffusive limit, displacement currents may be neglected
(∂d∂t = 0). Furthermore, the constitutive relation 1.6 may be used, finally yielding the governing
equation for the TEM method (e.g. Ward and Hohmann, 2006; Afanasjew et al., 2013):
∇× ( 1
µˆ∗
∇× e) + σˆ∗∂e
∂t
= −∂j
e
∂t
. (1.11)
Several electromagnetic methods operate with a harmonic alternating current of distinct
frequencies. To describe the behaviour of the electromagnetic fields in these cases, a Fourier
transformation is applied to Eqs 1.1 – 1.4 yielding Maxwell’s equations in the frequency
domain. The electromagnetic fields e, d, h and b than show a harmonic time dependence
eiωt. Here ω denotes angular frequency, which relates to the frequency f by ω = 2pi ·f and i
is the imaginary unit with
√
i = −1:
∇×E(ω) = −iωB(ω) (1.12)
∇×H(ω) = Jtot(ω) (1.13)
∇ ·D(ω) = ρe (1.14)
∇ ·B(ω) = 0 (1.15)
with
Jtot(ω) = Jcon(ω) + iωD(ω) + J
e (1.16)
and the constitutive relations
B(ω) = µˆ∗H(ω) (1.17)
D(ω) = ˆ∗E(ω) (1.18)
Jcon(ω) = σˆ
∗E(ω) . (1.19)
The notation of the electromagnetic fields in upper case letters refer to frequency domain
here. The material properties may now be frequency dependent as well. One frequency domain
method is controlled source electromagnetics (CSEM), which often uses a horizontal electric
dipole at the surface as electromagnetic source. The governing equation for the CSEM method
derives from Maxwell’s equations in frequency domain in analogy to that for TEM. The curl
operator is applied to Eq. 1.12 and the constitutive relation 1.17 is introduced:
∇× (∇×E) + iωµˆ∗ (∇×H) = 0 . (1.20)
The curl of the magnetic field is replaced with the help of Eq. 1.13 and the constitutive
relations 1.18 and 1.19 are applied. As the result one gets the governing equation for CSEM
(e.g. Ward and Hohmann, 2006):
∇× ( 1
µˆ∗
∇×E) + (iωσˆ∗ − ω2ˆ∗)E = −iωJe . (1.21)
When the operating frequency is reduced and approaches zero (ω → 0), the direct current
resistivity method (DC), which operates by injection of a current into the ground, is descri-
bed by the equations above. For ω = 0 Eq. 1.12 describes the electric field to be curl free.
Consequently, E may be described as a potential field with the electric potential φ:
E = −∇φ . (1.22)
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Fig. 1.4: Schematic, double-logarithmic representation of eﬀective conductivity σ∗. The magnitude of all
contributions heavily depends on the material considered. A single relaxation of the Cole-Cole type is assumed
for σˆ∗ (Cole and Cole, 1942; Keller, 2006; Schön, 2015).
Taking the divergence of Eq. 1.13 and considering that the divergence of the curl vanishes
yields the equation of continuity for the current density Jtot:
∇ · Jtot = 0 . (1.23)
Introducing the constitutive relation 1.19 (the displacement current vanishes due to ω = 0)
and considering the divergence of a point current source yields the governing equation for the
DC method (e.g. Telford et al., 1990; Weißﬂog et al., 2012):
−∇ · (σˆ∗∇φ) = Iδ(x− x0) (1.24)
where I denotes the strength of the current source located at x0 and x is the vector of
location. For most electromagnetic computations and applications the complex and dispersive
nature of the material properties is neglected or avoided by arbitrary deﬁnitions (Keller, 2006),
although it is present in all natural media and may cause interpretation diﬃculties when
neglected (e.g. Wait and Debroux, 1984; Flis et al., 1989). μˆ∗ is considered as real in this work
and usually set equal to the magnetic permeability of free space μ = μ0 = 4π·10−7 Vs (Am)-1
(Nabighian, 1989).
Generally, conductivity and permittivity have to be considered as complex functions, which
depend on the angular frequency (Olhoeft, 1979):
ˆ∗(ω) = ˆ′(ω)− iˆ′′(ω) (1.25)
σˆ∗(ω) = σˆ′(ω) + iσˆ′′(ω) . (1.26)
Primed parameters refer to the real part and double primed parameters refer to the imagi-
nary part of the complex quantity. Considering Eq. 1.16 away from external sources (Je = 0)
and applying the constitutive relations 1.18 and 1.19 gives:
Jtot(ω) = σˆ
∗E+ iωˆ∗E . (1.27)
Generally, the real (i.e. in-phase) part (σˆ∗E) of Eq. 1.27 is the conduction component of
total current density, whereas the imaginary (i.e. quadrature) part (iωˆ∗E) is associated to
its displacement component. However, if we consider the complex nature of permittivity and
conductivity, Eq. 1.27 extends to
Jtot(ω) =
(
(σˆ′ + ωˆ′′) + i(σˆ′′ + ωˆ′)
)
E . (1.28)
8 1 Introduction
E
mineral grain
non-conducting
phase
ion migration
in the free
electrolyte
electrical double
layer
ion accumulation
at pore throat
Fig. 1.5: Conduction mechanisms in a water-bearing sand (based on Schön, 2015).
Both conductivity and permittivity contribute with a loss (real part) and a polarization
(imaginary part) component to the transfer function between current density and electric
ﬁeld. This transfer function is measured by the spectral induced polarization method (SIP),
where an alternating current of distinct frequencies is injected and amplitude and phase shift
of the resulting electric ﬁeld are measured. Since it is not possible to diﬀerentiate between
the contributions from σˆ∗ and ˆ∗ the dielectric permittivity is included in the deﬁnition of
eﬀective conductivity σ∗, which describes the whole transfer function, therefore (e.g. Olhoeft,
1979; Nabighian, 1989):
Jtot(ω) = σ
∗E = (σ′ + iσ′′)E (1.29)
with
σ′ = σˆ′ + ωˆ′′ (1.30)
σ′′ = σˆ′′ + ωˆ′ . (1.31)
In exactly the same manner conductivity may be absorbed into eﬀective permittivity ∗:
Jtot(ω) = iω
∗E = iω(′ − i′′)E . (1.32)
Both formulations are equivalent to one another. The composite transfer function σ∗ is
schematically shown in Fig. 1.4. Which formulation is used depends on the considered mea-
surement technique. Conductivity and permittivity are related via
σ∗ = iω∗ (1.33)
Calculations and measurements presented in this work are based on the formulations for
eﬀective conductivity σ∗. Besides the notation using the real and imaginary part σ′ and σ′′, re-
spectively, we can describe the complex σ∗ also by means of magnitude |σ∗| =√(σ′)2 + (σ′′)2
and phase angle tan(ϕ) = σ
′′
σ′ . Complex conductivity is related to complex resistivity ρ
∗ by
the reciprocal.
1.5 Electric conduction in water-bearing rocks
The following considerations concentrate on eﬀective conductivity σ∗, which is shortly called
’conductivity’ from now on, and assume the contribution from ˆ∗ to be insigniﬁcant. In the
low frequency range, which is relevant for the SIP method and also for electromagnetics in
1.5 Electric conduction in water-bearing rocks 9
O O
siloxane
group
Si Si S
Si Si
Si Si S
O O O O
O O O O
physisorbed
water
O
H
O
H
silanol
group
O OH H
Na
+1
Na
+1
Cl
-1
sorbed ions
OO
-1 -1
O
HH
+1
Si Si Si Si Si Si Si Si S
Si Si Si Si Si Si Si Si Si
Si Si Si Si Si Si Si Si S
O O O O O O O O O O O O O O O O O
O O O O O O O O O O O O O O O O O
H OH
O O
O
Si
O
H H
H
H
O
H
Na Na Na
+1 +1 +1
Cl Cl Cl
-1 -1 -1
chemisorbed
water
di
ﬀ
us
e
la
ye
r
St
er
n
la
ye
r
qu
ar
tz
su
rf
ac
e
dry quartz wet quartz
Fig. 1.6: Structure of the electrical double layer (EDL) (based on Schön, 2015; Duval et al., 2002; Revil and
Glover, 1997; Leroy et al., 2008).
the diﬀusive limit, the electrical conductivity of a water-bearing sand, which representatively
serves as rock matrix in this work, originates from the superposition of two basic conductivity
contributions: electrolytic conductivity σel and interface conductivity σ∗if (e.g. Vinegar and
Waxman, 1984; Schön, 2015):
σ∗(ω) = σel + σ∗if(ω) . (1.34)
Electrolytic conduction takes place in the free and interconnected pore water phase (cf.
Fig. 1.5). When an electric ﬁeld is present, the charged ions of the pore-ﬁlling electrolyte
migrate through the free aqueous phase in accordance with their charge. The nature of this
conductivity contribution is purely ohmic. Therefore, it does not depend on frequency and
is real-valued. Electrolytic conductivity is the largest conductivity contribution in most cases
and it is directly proportional to the electrical conductivity of the pore water σw. This most
fundamental relationship is typically described by the well-known Archie’s law (Archie, 1942):
σel =
1
F
σw (1.35)
where F = 1/Φm is the formation factor with porosity Φ and cementation exponent m. The
second conductivity component in Eq. 1.34, the interface conductivity σ∗if, originates from the
speciﬁc micro-structure of the silica surface (cf. Fig. 1.6). E.g. the surface of a completely
dry quartz crystal is covered by siloxane groups (left in Fig. 1.6). When in contact with
water, these groups break up and associate with the polar water molecules, either strongly
and forming electrically neutral silanol groups (>SiOH, chemisorption) or loosely by means of
hydrogen bonds (physisorption). In reality, this type of neutral quartz surface is uneven (cf.
central part of the silica surface in Fig. 1.6; Duval et al., 2002). With a certain probability,
which is governed by the equilibrium constants of the protonation/deprotonation reactions at
the surface, the proton at a surface site is detached, causing a local negative charge (>SiO-
sites in Fig. 1.6). On the other hand, sites with a proton excess exist, which bear a positive
charge (>SiOH2+). Depending on the charge, these groups give rise to the sorption of either
cations or anions to the surface (Stern layer). Most sites are covered by neutral surface groups
(70% or more, Duval et al., 2002). How large the fraction of negatively and positively charged
sites is, respectively, mainly depends on the pH of the pore water. At a pH of 2.5 and larger a
negative net surface charge is formed on the quartz surface, at lower pH a positive net charge
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arises (e.g. Duval et al., 2002). The point of zero net surface charge is called isoelectric point.
Further away from the quartz surface the mobility of ions with the charge, which is opposite
to the surface charge, is still reduced (diffuse layer). This constellation of separated charges
is called electrical double layer (EDL).
In addition to the ohmic conduction, the EDL acts as a lossy capacitor when an electric
field is applied to the porous medium. Ion migration is impeded within the EDL and this
causes ions to be blocked at narrow pore throats. Consequently, ions accumulate at the pore
throats giving rise to a polarization (cf. Fig. 1.5). Additionally, the hopping of single protons,
ions or clusters of protons/ions along the quartz surface due to the external electric field may
contribute to electric conduction (e.g. Jonscher, 1977; Dissado and Hill, 1984; Skold et al.,
2011). These polarization processes contribute to σ∗ with the complex-valued and frequency-
dependent interface conductivity:
σ∗if(ω) = σ
′
if(ω) + iσ
′′
if(ω) (1.36)
Multiple factors influence both electrolytical and interface conductivity. Partial water sa-
turation has a strong impact as it reduces the amount of conductive electrolyte in pore space
(e.g. Archie, 1942; Vinegar and Waxman, 1984). Salinity and composition of the pore water
influence both pore water conductivity and the properties of the EDL (e.g. Archie, 1942; Wa-
xman and Smits, 1968; Revil and Skold, 2011; Weller and Slater, 2012; Weller et al., 2015).
As the pH controls the nature of the surface charge of the quartz surface, it has an impact on
the measurable interface conductivity as well (e.g. Skold et al., 2011).
1.6 Structure of this work
The common thread running through this work is the monitoring workflow introduced in Fig.
1.1. The thesis is written in a cumulative manner, thereby addressing several aspects of the
generalized approach for the special case of carbon dioxide sequestration. Six publications
contribute to the presented thesis, which cover fundamental laboratory investigations on the
impact of CO2 on the electrical rock properties, derive conceptual and predictive models for the
electrical parameters of reservoir rocks and include the findings of these basic considerations in
finite element simulations of several electromagnetic methods in order to access their potential
for the monitoring of CO2 storage.
The main part of the thesis consists of four chapters concerned with CO2 and CO2 storage in
the narrower sense, each of which is based on one publication. In Chapter 2, the main factors
influencing the electrical rock properties when CO2 is involved are identified with a basic
laboratory study. Based on measurements of the real part of conductivity, the superposition
of partial saturation on the one hand and chemical interaction on the other hand is shown
and the conceptual model for the impact of CO2 on electrical conductivity is formulated.
Furthermore, an adaptation of Archie’s law is given to account for the effect of CO2 dissolution
and dissociation, which is valid for a restricted pressure, temperature and salinity range.
The content of this chapter has been published in ’Geophysical Prospecting’ under the title
’The impact of CO2 on the electrical properties of water bearing porous media – laboratory
experiments with respect to carbon capture and storage’ by J.H. Börner, V. Herdegen, J.-U.
Repke and K. Spitzer in 2013.
It becomes clear from this first study that the superposition of several processes can only
be understood when the complexity of the system is reduced and the influence of chemical
interaction on the bulk fluid phase is investigated in isolation. Consequently, in Chapter 3
the influence of CO2 on pore water conductivity at thermodynamic equilibrium is studied in
detail by means of electrical measurements on fluid samples for a wide range of pressures,
temperatures and salinities covering conditions from approximately 200m to 3000m depth.
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Based on the laboratory data set, a semi-analytical model for the pore water conductivity
with CO2 is derived. A purely empirical equation, which is a direct extension of the adapta-
tion from the Chapter 2, is developed as well in order to make the results easily applicable.
The associated publication titled ’The electrical conductivity of CO2–bearing pore waters at
elevated pressure and temperature: a laboratory study and its implications in CO2 storage
monitoring and leakage detection’ by J.H. Börner, V. Herdegen, J.-U. Repke and K. Spitzer
has been published in the ’Geophysical Journal International’ in 2015.
Knowing about the behaviour of the fluid phase then allows to access the whole three-phase
system of CO2, pore water and rock matrix. The experiments presented in Chapter 4 are
concerned with measurements of the spectral complex electric conductivity during dynamic
drainage experiments again covering conditions, which are representative of approximately
200m to 3000m depth. The experiments show the different effects of CO2 on both the re-
al and the imaginary part of conductivity and the consequences of the varying pore water
conductivity on different conduction mechanisms. Based on the data, the impact of chemical
interaction on the imaginary part of conductivity is quantified and included in the overall
model conception. The SIP measurements potentially allow for the monitoring of both pore
water saturation and mineral precipitation or dissolution processes. The chapter’s content may
be found in ’Spectral induced polarization of the three-phase system CO2–brine–sand under
reservoir conditions’ by J.H. Börner, V. Herdegen, J.-U. Repke and K. Spitzer, a manuscript
which has been submitted to the ’Geophysical Journal International’.
Knowledge and models from the laboratory investigations covered by the Chapters 2 to 4
are finally used to carry out 3D simulations for three electromagnetic methods and a fictitious
CO2 sequestration scenario. The simulation study in Chapter 5 consideres the geology of an
actual site and demonstrates the methodology of performing 3D DC, CSEM and borehole-
based TEM finite element simulations directly using the geological model of the area. The
methods are evaluated with respect to their capabilities of detecting an injected CO2 plume.
The results have been published in 2015 as ’Multi-method virtual electromagnetic experiments
for developing suitable monitoring designs: A fictitious CO2 sequestration scenario in Northern
Germany’ by J.H. Börner, F. Wang, J. Weißflog, M. Bär, I. Görz and K. Spitzer in ’Geophysical
Prospecting’.
The simulations presented in Chapter 5 require techniques for the utilization of pre-existing
3D geology models as geometry. Several ways to include such models directly for FE simu-
lations have been developed and tested. The results of this supporting work are included
as Appendix A to this thesis and are equivalent to the publication ’Workflows for genera-
ting tetrahedral meshes for finite element simulations on complex geological structures’ by B.
Zehner, J.H. Börner, I. Görz and K. Spitzer in ’Computers & Geosciences’ from 2015.
Both the methodology presented in Chapter 5 and the techniques introduced in Appendix
A are not restricted to carbon dioxide sequestration. The considerations for a monitoring
with geoelectric and electromagnetic methods are universal and may be transferred to other
geotechnologies. To demonstrate this, the methodology of the virtual experiment has been
applied to a potential enhanced fracture system for deep geothermal energy. This work may
be found in the Appendix B to this thesis and in the publication ’Electromagnetic methods
for exploration and monitoring of enhanced geothermal systems – A virtual experiment’ by
J.H. Börner, M. Bär and K. Spitzer in ’Geothermics’, 2015.
Detailed information on the publications is given at the beginning of each chapter. Supple-
mentary material concerning different aspects of the thesis’ main part is given in Appendix C.
For information on the contributions to the publications see also Appendix D. The references
for all chapters and appendices are subsumed in the bibliography to this thesis. An overview
of the symbols used in each part of the thesis is prefixed to every chapter.
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Publication I:
The impact of CO2 on the electrical properties of water bearing porous media
– laboratory experiments with respect to carbon capture and storage
J.H. Börner*, V. Herdegen+, J.-U. Repke+, K. Spitzer*
* Institute of Geophysics and Geoinformatics, TU Bergakademie Freiberg
+ Institute of Thermal, Environmental and Natural Products Process Engineering,
TU Bergakademie Freiberg
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Glossary
A activity
af shape coefficient
C concentration
c molality
cp pressure coefficient
D diffusion coefficient
d gas density, grain diameter
dm median grain diameter
F formation factor
f fugacity
Fc Faraday’s constant
K equilibrium constant
k hydraulic permeability
m cementation exponent (Archie, 1942)
M mass fraction
n saturation exponent (Archie, 1942)
P percentile of grain size distribution
p pressure
R universal gas constant
SO inner surface area
Sw water saturation
T temperature
t time
ts saturation threshold
z charge number
∆σ conductivity contrast
η viscosity
ρs grain density
σ electrical rock conductivity
σw pore water conductivity
Φ porosity
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Abstract
We conducted a detailed experimental investigation of the effect of CO2 injection on the
electrical conductivity of water bearing porous media, needed for an improved geophysical
monitoring of CO2 storage reservoirs. Therefore, we developed an experimental set-up that
allows to investigate electrical characteristics of the injection process as well as the impact of
dissolved CO2 on pore water conductivity. We found that a gaseous, fluid and supercritical
pure CO2 phase bears no relevant conductivity at pressures up to 13 MPa and temperatures
up to 50°C. When CO2 dissolves in pore water, pressure-dependent dissociation processes can
double the pore water conductivity, that can be used in leakage detection. This is quantified
by an adaptation of Archie’s law. The empirical adaptation and the experimental data are
confirmed by a combined geochemical-geoelectrical modelling. Furthermore, water-saturated
sand samples were investigated while CO2 displaced the pore water at pressures up to 13 MPa
and temperatures up to 40°C. A decrease in electrical conductivity by a factor of up to 33
was measured, corresponding to a residual water saturation of 14–19%. Qualitatively, a de-
crease was also demonstrated under supercritical conditions. As an integrative interpretation,
a conceptual model of electrical rock properties during CO2 sequestration is presented.
2.1 Introduction
The knowledge of petrophysical parameters and their contrasts is crucial to reliably monitoring
CO2 underground storage processes. The electrical conductivity turns out to be a sensitive
indicator for a resistive gaseous or supercritical CO2 phase replacing a conductive pore fluid
in a porous medium like a saline sandstone aquifer. Electromagnetics can be a major comple-
mentary technique to seismic monitoring. While seismic methods can detect gas, they provide
only limited quantitative information, whereas electromagnetic methods are good at predic-
ting gas saturation (Lumley, 2010). Although our numerical simulation and interpretation
techniques to perform electromagnetic monitoring are becoming increasingly sophisticated
(Rücker et al., 2006; Börner et al., 2008; Afanasjew et al., 2010), detailed information on the
influence of supercritical CO2 on the electrical conductivity of a formation is not sufficiently
advanced yet.
It is known that besides the capture of the free CO2 phase in the pore space by sealing
cap rocks and geological traps (structural trapping), other trapping mechanisms contribute
to the CO2 storage as well (see Fig. 2.1). Small drops of CO2 can be immobilized in the pore
space (residual CO2 trapping), the CO2 dissolves in the pore water (solubility trapping) and
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Fig. 2.1: Contributions of different trapping mechanisms to the storage of CO2 in deep aquifers up to 10000
years after the injection stopped, after IPCC (2005), based on Hitchon (1996)
16 2 Electrical phenomena during CO2 – rock interaction
minerals can precipitate, hopefully binding CO2 for geological time scales (mineral trapping)
(IPCC 2005, based on Hitchon 1996). Therefore, the storage security should increase over
time (IPCC, 2005).
Fig. 2.1 shows that mineral trapping plays a minor role in the first 100 years after the
injection. We therefore concentrate our study on physical storage (structural and residual
CO2 trapping) and solubility trapping. Hence in this paper, the storage of CO2 in aquifers by
physical and solubility-related means is referred to as CO2 sequestration.
For simulation studies and the interpretation of geoelectrical monitoring data, it has been
assumed that the sequestration of supercritical carbon dioxide can be described using Archie’s
law (Archie, 1942), which implies the petrophysical model consists of an insulating rock matrix
and a pore space filled with conductive water and an insulating gas phase (Eq. 2.11). This
leads to decreased bulk conductivity if the gas reduces the water saturation in the pore space
and no interactions between the phases or changes in the electrical behaviour of any of the
phases are taken into account.
Archie’s law is well proven, comfortably applicable and, therefore, a powerful approach to
relating the properties of porous media with geoelectrical measurements. However, by the
means of Fig. 2.1, only structural and residual CO2 trapping might be describable with Ar-
chie’s law since it does not take into account that CO2 is a reactive gas. Therefore, a systematic
investigation of the impact of CO2 on the electrical properties is necessary before applying
existing empirical formulas. This is essential because the solubility trapping significantly con-
tributes to CO2 storage. Furthermore, CO2 is generally injected being in a supercritical state,
which, in addition, changes the physical and chemical behaviour of CO2.
We therefore presume that the presence of a CO2 phase gives rise to a complex network of
physical and chemical processes that all contribute to changing the bulk conductivity (Börner
et al., 2010). In this paper, we describe laboratory experiments that we carried out in order
to identify those processes that significantly influence the electrical conductivity of a porous
medium containing CO2. Thus, the interaction between water and the CO2 phase as well as
the impact of a CO2 injection on the electrical properties of sand samples studied.
The result of our research work is a laboratory data set leading to a conceptual representa-
tion of how the electrical conductivity is composed in a system of rock matrix, pore water and
CO2. Based on our data and confirmed by numerical modelling results, we derive a formula
that allows us to quantify the impact of dissolution on the bulk conductivity. The observations
and interpretations are merged into a conceptual model of the most relevant physico-chemical
processes contributing to bulk conductivity.
2.2 Theory
2.2.1 Carbon dioxide at a supercritical state
CO2 occurs as a colourless, odourless gas with a density of 1.976 kg m−3 at 0°C and 0.1013
MPa (Lemmon et al., 2011). When CO2 is stored underground, pressure and temperature
increase with depth. At depths greater than approximately 800 m, pressure and temperature
are generally sufficiently high to turn CO2 into its supercritical state (Marini, 2007). The
critical point is reached at a temperature of 30.98°C and a pressure of 7.377 MPa (see Fig.
2.2, Span and Wagner 1996). In the supercritical state CO2 shows peculiar physical and
chemical properties.
Supercritical carbon dioxide (scCO2) shows a fluid-like density, which allows for storing
great amounts of initially gaseous CO2 (Fig. 2.3a). Moreover, scCO2 has a gas-like viscosity,
that enhances its intrusion into the pore space of the storage formation (Fig. 2.3b).
Besides these changes in physical properties, the chemical behaviour of scCO2 differs stron-
gly from its gaseous phase. scCO2 acts as a strong solvent for many substances (e.g. Raveen-
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Fig. 2.2: Phase diagram of CO2, after Span and Wagner (1996).
dran et al., 2005). Moreover, it is known that the sorption of CO2 in polymeric materials, such
as polytetrafluoroethylene (PTFE), polyethylene (PE), polyethylene terephthalate (PET) or
polymethylmethacrylate (PMMA) can take place notably at elevated pressures (Rompf, 1996).
Since these prevalent materials are part of the measuring cell used for flow experiments in
this study, unaccounted interactions with some cell components may occur. These effects are
negligible at undercritical conditions.
2.2.2 Solubility and dissociation of CO2 in water
The chemical properties of the binary system of CO2 and water have been widely studied.
One of the commonly used approaches is the calculation of solubilities according to Duan and
Sun (2003) and Duan et al. (2006). It is based on balancing chemical potentials (Denbigh,
1981) and considers the fugacity f rather than pressure in order to take into account CO2
being a highly non-ideal gas at elevated pressures and temperatures.
Fig. 2.4 shows the general behaviour of CO2 solubility. As pressure builds up, CO2 incre-
asingly dissolves into water. This effect is diminished with rising temperature. An increasing
water salinity lowers the CO2 solubility as well (e.g., Takenouchi and Kennedy, 1965; Gehrig,
1980; Rumpf et al., 1994).
When CO2 dissolves in water, uncharged aqueous complexes are formed (e.g., Li and Duan,
2007). A fraction of this CO2(aq) reacts to form carbonic acid H2CO3:
CO2(aq) + H2O −−⇀↽− H2CO3 . (2.1)
The carbonic acid is unstable and dissociates in two steps into protons, hydrocarbonate
and carbonate ions:
H2CO3 −−⇀↽− H+ + HCO −3 (2.2)
HCO −3 −−⇀↽− H+ + CO 2−3 . (2.3)
These electrically charged species occur in addition to the H+ and OH– ions of the self
dissociation of water and anions and cations of dissolved salts. Usually Eqs 2.1 and 2.2 are
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Fig. 2.3: Density and viscosity of CO2 as a function of pressure for several temperatures, after Span and
Wagner (1996).
joined as
CO2(aq) +H2O −−⇀↽− H+ +HCO −3 . (2.4)
The concentrations of the charged species at chemical equilibrium are governed by the
equilibrium constants K1 and K2 (referring to the Eqs 2.4 and 2.3), respectively. K1 and K2
are deﬁned as
K1 =
AH+AHCO−3
ACO2AH2O
(2.5)
K2 =
AH+ACO2−3
AHCO−3
. (2.6)
with dimensionless activities Ai of chemical species i. The activity of a solution’s solvent
(in this case H2O) is related to fugacity via
AH2O =
fH2O
f0H2O
, (2.7)
where f0H2O is the fugacity of the pure solvent (Pitzer, 1995). The supply of charged species
due to dissociation processes changes with K1 and K2. Both numbers are depending on
pressure, temperature and salinity (e.g. Li and Duan, 2007).
2.2.3 Electrical conductivity of aqueous solutions
Each charged chemical species i in an aqueous solution is assigned a diﬀusion coeﬃcient
Di and an electrical conductivity σw,i. Both quantities are related by the following formula
(Robinson and Stokes, 1965):
σw,i =
z2F 2c
RT
DiCi , (2.8)
where Di is in m2s-1, the ion concentration Ci is in molm-3 and the conductivity is in
physical units of Sm-1. Furthermore, z denotes the species’ charge number, R is the universal
gas constant, T absolute temperature and Fc Faraday’s constant.
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(2006).
The solution conductivity σw containing k charged species arises from summing up the
individual conductivities:
σw =
k∑
i=1
[σw,i] . (2.9)
The conductivities σw,i and ion concentrations are, however, not independent from each
other. With increasing concentration the ions start to interact, so that we cannot work with
the concentration alone. An electrochemical activity coefficient can be introduced that corrects
the concentration for the interaction effects. This approach is for example implemented in the
hydrogeochemical modelling tool PHREEQC (Appelo, 2011). A change in the species content
of the pore water should manifest in a varying pore water conductivity. Therefore, chemical
processes on the pore scale do influence bulk conductivity significantly.
2.2.4 Electrical conductivity of water bearing porous media
In water bearing porous media the electric conduction mechanisms can be classified into
electrolytic and interfacial conduction. The bulk conductivity σ can be written as the sum of
the electrolytic conductivity σel and the interface conductivity σin:
σ = σel + σin . (2.10)
The interface conductivity is present in all porous media but most important for rocks with
considerable clay content at low electrolyte conductivities. Since clean sands are used in the
experiments described later on, we confine this chapter to the electrolytic part of the electrical
conductivity.
Information about pore water conductivity σw and water saturation Sw - which may vary
both spatially and temporally - can be transformed into electrical conductivity using em-
pirical conductivity models. Archie’s law for partially saturated porous media describes the
electrolytic conductivity σel for clean sands and sandstones whose pore space contains water
and air (Archie, 1942):
σel =
Snw
F
σw (2.11)
with the formation factor
F =
1
Φm
,
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Tab. 2.1: Chemical composition and baseline water conductivity σbasew of the fluids used for the dissociation
experiments.
Fluid A Fluid B Fluid C
NaCl in mol L-1 6.4×10−4 5.7×10−3 6.2×10−2
CaCO3 in mmol L-1 1×10−1 1×10−1 1×10−1
pH 8.4 ± 0.25 8.4 ± 0.25 8.4 ± 0.25
σbasew in S m-1 at 25°C 1.9×10−2 7.8×10−2 7.0×10−1
represented geological situation clean fresh-water aquifer average unpolluted aquifer moderately saline aquifer
where Φ denotes the connected porosity. Archie’s empirical parameters m and n strongly
depend on the formation characteristics. As mentioned above, Archie’s law only applies when
gas and water phases do not interact, i.e. when the pore water conductivity does not change
unnoticed. We expect that in the presence of reactive gases such as, e.g., carbon dioxide or
sulphur dioxide (SO2), these requirements are not fulfilled anymore and the applicability of
the model has to be investigated critically.
2.3 Materials and methods
In the following we describe the materials, apparatus and experimental procedures relevant
for the experiments in this study. Using the described set-up an experimental agenda was
realised, which covers three types of experiments:
1. Dissociation experiments aiming at the electrical impact of dissolving and reacting CO2
and dissociating H2CO3. These are static, no-flow experiments using water and CO2
only.
2. Dynamic flow experiments simulating the injection process to tackle the impact of CO2
displacing the pore water in a porous medium.
3. Experiments with both static and dynamic periods to investigate the occurrence of
dissociation in the system of porous matrix, pore water and CO2.
In advance, however, the electrical properties of pure CO2 were tested to evaluate the
common assumption that CO2 can be treated as an electrical insulator. For all experiments
described in this study, 99.5% pure CO2 was used. This corresponds to the standard of tech-
nical purity in Germany. In order to determine the electrical conductivity of pure CO2, the
empty measuring cell with a permeable bottom was inserted into the autoclave (Figs 2.5 and
2.6, Fig. 2.7 right). Together with the open bypass (Fig. 2.5) and the here unsealed PTFE-
base, the permeable bottom ensured an equal pressure throughout the interior of the autoclave
and allowed the CO2 to circulate freely. The autoclave was filled with CO2 in a gaseous, liquid
and supercritical state, respectively. The experiments showed that the electrical conductivi-
ty of the pure CO2 phase is below the threshold of detectability of the current equipment.
For pressures up to 13 MPa and temperatures up to 50°C the conductivity is smaller than
9.6× 10−7 S m-1. Therefore, pure carbon dioxide can be treated as an insulator in geoscientific
applications.
The effect of dissociating CO2 on pore water conductivity is investigated in static expe-
riments using water samples of varying baseline conductivity σbasew . For this study, we used
three different fluids (see Table 2.1) resembling several possible geological baseline situations.
Fluid A is a low saline water of fresh-water quality that exemplarily stands for a clean shallow
aquifer usable for drinking water supply. Fluid B represents a still unpolluted but more saline
aquifer. Fluid C resembles moderately saline pore water that might be found in potential
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Tab. 2.2: Characteristics of the sand used for the flow experiments. Permeability was calculated from Eq.
2.12 and the errors are due to the porosity range. The inner surface area was calculated according to Eq. 2.13
and the errors result from a possible variation of the shape coefficient af.
Archie parameters
m 1.5 ± 0.08
n 1.9 ± 0.19
Grain size distribution
dm in mm 0.21
P10 in mm 0.16
P90 in mm 0.34
af 8.5
ρs in kg m-3 2650
inner surface area SO in m2 kg-1 15.1 ± 1.5
porosity Φ 0.36 ... 0.39
hydraulic permeability k in m2 5.3×10−12± 0.9×10−12
storage reservoirs. At operational CO2 storage sites, where scCO2 is injected in depths up to
4000 m, much higher salinities and baseline conductivities have to be expected.
For all flow experiments a clay-free, fine to medium quartz sand was used. We have perfor-
med tests, where the conductivity of the sand-fluid system was monitored over 5 h at ambient
pressure and temperature. These tests proved that the sand is free of soluble compounds
that could possibly infect the pore water conductivity. The characteristics of the sand used in
the experiments are given in Table 2.2. From the porosities and the grain size distribution a
hydraulic permeability according to Berg (1970) can be estimated:
k = 5.03× 10−18Φ5.1d2me−1.385(log2(P90)−log2(P10)) , (2.12)
where k is the permeability in m2, Φ the porosity in per cent, dm the median grain diameter
in mm. P90 and P10 are the 90% and 10% percentiles of the grain size distribution in mm. An
estimate of the inner surface area SO can also be obtained from the grain size distribution
(e.g. v. Engelhardt, 1960):
SO =
af
ρs
N∑
i=1
Mi
di
(2.13)
where SO is in m2 kg-1, ρs is the grain density in kg m-3, Mi are the (dimensionless) mass
fractions, di are the grain diameters in m and N is the number of granulometric categories.
The dimensionless shape coefficient af is 6 for spherical grains and above 12 for laminated or
spicular grains.
Since sands and sandstones are similar in terms of, e.g., mineral content, grain distribution,
and pore space geometry, their electrical properties underlie identical physical mechanisms
and can therefore be described by a common petrophysical model (Schön, 1996). Hence, a
sand sample is a representative substitute for a sandstone if a homogeneous flow through the
sample is ensured. To directly relate experimental results to electrical phenomena, a constant
sample geometry has to be ensured, which, in this study, was achieved by our apparatus.
Sufficient homogeneity of the sample may be ensured by stirring and manual compression
during sample preparation. Using a clean and pure quartz sand offers the unique opportunity
to isolate the effects related to the interaction of the fluid and gaseous phase within the
pore space. Geochemical reactions and electrochemical surface effects are minimized. This
will allow us to draw generalised conclusions, since effects caused by site or even core sample
specific mineralogy or formation water composition are excluded. To avoid compaction of the
sand sample and displacement within the sample during the filling procedure, the bypass
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recording, TR - temperature recording, F - ﬂow indicating, Vi valve).
valve (V2) is opened, but closed later on before applying the CO2 ﬂow. Generally, the CO2
ﬂow through the sample is suﬃciently slow to avoid any grain displacements during the ﬂow-
through. However, when the CO2 density becomes large - i.e., when the CO2 is in supercritical
state - ﬂow channels can occur, which strongly decrease the water replacement eﬃciency. Such
’worm holes’ reduce the achievable conductivity contrast but they do not change the electrical
processes and relationships.
To simulate the sequestration process in a static and dynamic way including its phase
interactions on the laboratory scale an experimental set-up was developed and implemented.
The central element of the experimental set-up, outlined in the procedural ﬂow chart in
Fig. 2.5, is a measuring cell inserted into an autoclave allowing for monitoring the electrical
conductivity of the sample contained in the cell at pressures up to 40 MPa and temperatures
up to 80°C (Fig. 2.6). Fluid or unconsolidated water bearing sediment samples can be inserted
into the cell (Fig. 2.7). The autoclave is ﬁlled with a CO2 atmosphere at a given pressure by
a pumping system and a pressure regulating valve to maintain constant pressure conditions.
The autoclave is kept at constant temperature by an outer heating shell.
The measuring cell itself contains water of diﬀerent conductivities for the static experiments
or water-saturated sand for the dynamic experiments. The glass case of the cell is fastened
at a PTFE base. The geoelectrical measurement is carried out using stainless steel electrodes
arranged in a four electrode conﬁguration at the constant current window of a 0.2 Hz square
wave signal. The internal impedance of the voltage measurement during resistance determi-
nation is 10 MΩ and the accuracy of the conductivity measurement is 2.2%. The apparatus
was calibrated and tested to ensure reliable measurements.
Besides the electrical conductivity, pressure and temperature conditions are monitored per-
manently by sensors inside the autoclave (see Fig. 2.5 for more details). The whole system is
under hydrostatic pressure. Therefore, the replacement of pore contents does not result in any
structural change of the porous matrix like, e.g., compression. Since we are only concerned
with electrical properties this is of great advantage, because we can directly relate changes
in the sample conductivity to the pore content. In the static solubility experiments, a sealed
glass bottom is embedded to achieve a constant sample of the water-salt-solution during the
test. The described glass bottom is exchangeable and replaced by a permeable ﬁlter plate in
the dynamic ﬂow experiments, so the pore water is allowed to leave the cell. The ﬁneness
of the ﬁlter plate both retards the sand in the test cell and prevents the pore water from
draining as long as no pressure gradient exceeding gravity is applied. To avoid a hydraulic
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Fig. 2.6: Draft of the autoclave with the measuring cell used for our dissociation experiments and flow
experiments.
short-circuiting by the CO2, both the PTFE-base and the glass case are properly sealed by
O-ring seals (Fig. 2.6).
The dissociation was studied by inserting a water sample of known conductivity σbasew and
salt content into the measuring cell with the sealed glass bottom and exposing it to different
CO2 pressure p and temperature T regimes. Throughout the CO2-filling procedure and the
subsequent experiment, the bypass-valve (V2 in Fig. 2.5) is opened and the valve to the
expansion module (V3) closed. The electrical conductivity of the water was measured and
recorded every five minutes. The system CO2-water was kept in each p-T -condition until the
conductivity reached stable equilibrium σeqw , generally, after 12 to 24 h (see Fig. 2.8). Then
the next p-T -combination was applied. At the end of the test series, the pressure regulating
valve (V1) was shut and controlled depressurizing was set by a 2-stage expansion module (Fig.
2.5). Repeated tests proved the significance of the measurements. The results are shown to
be independent of the sequence of p-T -conditions. So far, we investigated the equilibrium for
three different salinities and pressures up to 8 MPa at 25°C, which comes close to the critical
point.
With the knowledge about the impact of dissociation on pore water conductivity the dyna-
mic flow experiments were carried out. A fully water-saturated sand sample was incorporated
into the autoclave in the measuring cell. The measuring cell is equipped with the permeable
filter plate bottom indicated in Fig. 2.6. The desired pressure level was established by filling
the autoclave with CO2. The constant conductivity during the pressure built-up proves the
sample to remain unchanged (see Fig. 2.9). The expansion module (F in Fig. 2.5) enforces a
constant CO2 mass flow through the sample that gradually displaces the pore water in the
sand sample. During this process, the electrical conductivity of the sand sample is recorded
with a sampling interval of 10 s. The pressure releasing procedure at the end is similar to the
one in the static experiments. Pressures up to 13 MPa were applied at temperatures up to
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Fig. 2.7: Draft of the measuring cell used for our dissociation experiments (left, closed bottom) and flow
experiments (right, permeable cell bottom). The geoelectrical measurement is realized by four band electrodes.
40°C. One flow experiment took 2–6 h. Fresh sand and pore water were employed for every
flow experiment. An overview of the flow experiments is given in Table 2.4.
The effects of dissociation and displacement of the fluid phase within a pore space are
linked by experiments with both dynamic and static periods. To qualitatively examine the
interaction of pore water and CO2 within a pore space a sample of the sand used for the flow
experiments was fully saturated with water (σbasew = 0.33 S m-1 at 25°C) and inserted into
the measuring cell. The permeable cell bottom was used again and a CO2 atmosphere at 5
MPa and 30°C was applied. The CO2 mass flow was enforced to drive out approximately half
of the pore water and to fill the remaining pore space with a free CO2 phase. Then the flow
was stopped. The pressure and temperature were kept constant. After 3.8 h the CO2 flow was
resumed. For the data and the experimental procedure see Fig. 2.10.
2.4 Results
2.4.1 Dissociation experiments
The electrical conductivity of electrolytic solutions strongly depends on temperature. Small
temperature variations are removed from the time series of electrical conductivity from the
dissociation experiments by applying an a posteriori temperature correction according to
Worthington et al. (1990). An example of a corrected time series and the denotations used
further on are shown in Fig. 2.8.
Fig. 2.8 demonstrates that, based on the corrected time series, the equilibrium water con-
ductivity σeqw can be derived. To compare the equilibrium water conductivities for different
fluids, the conductivity contrast ∆σ is calculated. The conductivity contrast is the ratio bet-
ween the equilibrium conductivity σeqw and the corresponding baseline water conductivity
σbasew .
The conductivity contrast equals 1 if no change occurs during the experiment. It is greater
than 1 for a conductivity increase and between 0–1 for a conductivity decrease. For example,
a conductivity contrast of 2.0 refers to doubling the water conductivity due to dissociation
processes. For each combination of pressure p, temperature T and σbasew one contrast can be
calculated.
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Fig. 2.8: Typical time series of temperature-corrected conductivity from a dissociation experiment with Fluid
A (Table 2.1) at 4 MPa and 25°C. Normal conditions are deﬁned as 25°C and 0.101325 MPa.
The derived conductivity contrasts for all three ﬂuids are plotted versus pressure in Fig.
2.11. The low saline Fluid A shows a strong dependence on the pressure. A steep increase at
lower pressures (up to 4 MPa) is followed by a moderate ascent at higher pressures (up to 8
MPa). Fluid B behaves similarly but its contrast levels out at lower values. The conductivity
contrast converges asymptotically towards a maximum, which is particularly obvious for Fluid
B. The interpretation of the behaviour of Fluid C is not as clear due to the sparsity of the
data and the ﬂat curve.
The observed behaviour is consistent with the theory of the electrical conductivity of elec-
trolytic solutions. With increasing concentration of charge bearing species the solution con-
ductivity is limited by pressure, temperature and the involved chemical species (Robinson and
Stokes, 1965). Therefore, we conclude that the conductivity contrast relates to CO2 dissol-
ving into the water sample, partially reacting to carbonic acid that dissociates into additional
charge bearing ions.
The contrasts that are achieved are surprisingly high given that only a fractional amount
of the dissolved CO2 dissociates into charge bearing species. The magnitude of the change
in pore water conductivity shows the necessity of incorporating the dissociation eﬀect σdis
into the petrophysical model being used for the interpretation of operational ﬁeld data. If
the dissociation dependence of pore water conductivity is neglected, this might lead to falsely
calculated water saturations, since the baseline water conductivity σbasew will probably be
measured from pore water samples taken from the undisturbed aquifer before the injection
(for a demonstration of this eﬀect see the section ’Phase interaction in pore space’).
The data presented here suggest an adapted formulation of Archie’s law accounting for the
change in pore water conductivity due to a pressure rise1
σel + σdis = Φ
mSnwσw
(
1 + ts
(
1− exp
[
-cp
(
p
po
)]))
(2.14)
1For further information on the empirical formulations for σnormw see Appendix C.1.
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Fig. 2.9: Time series of pressure, temperature and electrical conductivity for experiment 1 (see Table 2.4).
where ts is a saturation threshold and cp a pressure coeﬃcient - both are dimensionless.
When pressure p is given in MPa, po equals 1 MPa. Iterative, error-constrained least squares
ﬁtting2 of our data results in the values of the saturation threshold and the pressure coeﬃcient
for the used ﬂuids (see Table 2.3). The mathematical structure of the adaptation is motivated
by the general characteristics of a process moving towards equilibrium. The correlation bet-
ween the data and the empirical formulation is very good for Fluids A and B. More data are
required to reliably determine cp and ts for Fluid C, which manifests in the low correlation
coeﬃcient for Fluid C.
The distribution of the saturation thresholds ts compared to the baseline water conductivity
σbasew implies a direct proportionality between the logarithms of both quantities:
log(ts) ∝ log(σbasew ) .
This shows that the dissociation eﬀect rapidly loses inﬂuence with increasing baseline con-
ductivity. Therefore, we presume that it can be neglected for highly saline aquifers. Further
experiments will enable us to incorporate the temperature and salinity dependence of the
dissociation eﬀect into Eq. 2.14.
The pressure and salinity dependence of the conductivity contrast shown in the data and
empirical formulation in Fig. 2.11 was cross-checked and conﬁrmed with a combined geoche-
mical and geoelectrical numerical modelling. We used the freely available software PHREE-
QC, which is able to perform speciation and batch reaction calculations and to calculate
the equilibria between gaseous and liquid phases (Parkhurst and Appelo, 1999). Since 2008,
PHREEQC is also able to calculate the electrical conductivity of a solution based on the ap-
proach that is sketched earlier in the theory chapter (Appelo, 2011). Several adaptations had
to be performed to make the simulation work for high pressures, temperatures and salinities,
since PHREEQC is designed for hydrogeochemical applications (atmospheric pressure and
moderate temperatures).
To simulate a dissociation experiment as described above, a batch calculation of the equili-
brium between an aqueous solution and the CO2 phase at a certain pressure and temperature
is performed. First, an initial solution is created according to Table 2.1 and the charge balan-
ce is adjusted. To account for potentially high ionic strengths, the Pitzer model for activity
coeﬃcients is used (Pitzer, 1995). The electrical conductivity of the initial solution is used
2See also Appendix C.3.
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Fig. 2.10: Inﬂuence of dissolution and dissociation on bulk conductivity. Top: pressure and temperature.
Bottom: Conductivity data from an experiment at 5 MPa and 30°C (not temperature-corrected).
as σbasew for the calculation of the conductivity contrast. The simulated σbasew refers to the
measured value (Table 2.1) within an error of ± 3% of the tabled values.
This initial solution is equilibrated with a CO2 phase. We have to account for CO2 being
a real gas and therefore work with the fugacity fCO2 rather than pressure. We calculate the
fugacity coeﬃcient, a function of pressure and temperature, using the approach presented
by Duan et al. (2006). For increasing pressure, the gas solubility is known to be incorrectly
calculated by PHREEQC. We therefore constrain the solubility with the values calculated
according to the approach of Duan et al. (2006), which is known to be in good agreement
with measured solubilities from the literature (e.g. Wiebe and Gaddy, 1940; Takenouchi and
Kennedy, 1965).
The dissociation constants in Eqs 2.5 and 2.6, which rule the dissociation equilibrium, are
pressure, temperature and salinity dependent. We calculate them by combining the approaches
given by Li and Duan (2007) and Millero et al. (2007), and provide them to PHREEQC. After
the PHREEQC calculation is ﬁnished, the electrical conductivity of the resulting solution is
used as σeqw for the contrast calculation.
The results of the combined geochemical-geoelectrical simulations are plotted in Fig. 2.11
(dark grey curves). The modelling conﬁrms both the general characteristics of the relationship
between pressure and conductivity contrast and ﬁts quantitatively very well to our data.
Deviations from the data occur well within the error bars of the data and should therefore
not be interpreted. The modelling results and the empirical adaption 2.14 also agree well
within the error bars. Both show the same mathematical dependence, which conﬁrms the
characteristics of the empirical adaption. Since the simulations are completely independent
Tab. 2.3: Saturation threshold ts and pressure coeﬃcient cp from Eq. 2.14 for the three ﬂuids used for the
dissociation experiments. The values are derived from an iterative, error constrained least squares ﬁtting.
Fluid A Fluid B Fluid C
ts from lab data 0.96 0.22 0.04
cp from lab data 0.43 0.65 0.94
correlation coeﬃcient r 0.99 0.98 0.58
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from the experiments, they fortify the reliability of the experimental data and show that the
process of dissolution and dissociation of CO2 is able to cause the change in water conductivity.
2.4.2 Flow experiments
The ﬂow experiments were carried out with CO2 in both gaseous and supercritical state (Table
2.4). In all cases CO2 penetrated the pore space and displaced considerable amounts of water
resulting in a decrease of the electrical conductivity σ of the sample. A typical time series of
sample conductivity resulting from the ﬂow experiments is shown in Fig. 2.9.
At the beginning of the experiment, the sample is fully water-saturated and has the initial
conductivity σ0 (see Fig. 2.9 for denotations). When the pressure is built up and the CO2 ﬂow
is enforced, the pore water is driven out of the sample volume causing a continuous decrease
of conductivity with time. After a few hours, no signiﬁcant further conductivity reduction
takes place and the CO2 mass ﬂow is stopped therefore.
The pressure release at the end of the experiment inﬂuences the sample conductivity be-
cause an additional mass ﬂow can occur and the expansion cools the system. In order to
determine the conductivity reduction, we pick the minimal sample conductivity σmin after
the perfusion and before the pressure release. The ratio between σmin and σ0 provides the
achieved conductivity contrast in the same manner as for the dissociation experiments.
After an experiment the residual water saturation Sresw of the sample can be determined
by relating the weight of the sample to its initial weight. This is carried out by weighing the
measuring cell with the incorporated sample outside of the autoclave. Since only water can
leave the measuring cell the sample’s weight loss equals the loss of pore water. Provided that
the sample geometry is constant throughout the experiment, the residual water saturation
can be calculated.
The experiments with undercritical CO2 (experiments 1 and 2 in Table 2.4) achieved con-
trasts of 0.04 and 0.03, which corresponds to a reduction of the sample conductivity by a factor
of 27 and 33, respectively, at pressures up to 5 MPa. Residual water saturations of 14–19%
were determined. These contrasts are very high compared for example with the expectation
of a factor of 5 by Newmark et al. (2001).
We assume that the low density and viscosity of gaseous CO2 (cf. Fig. 2.2) allows for an
easy intrusion into the sample displacing pore water eﬃciently and establishing a homogeneous
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Tab. 2.4: Design and reference parameters of the flow experiments (gas: gaseous, sc: supercritical). For
denotations see also Fig. 2.9.
no. (1) (2) (3) (4)
pressure level p in MPa 2 5 10 10
temperature T in °C 25 33 40 37
CO2 state during flow gas gas sc sc
porosity 0.38 0.36 0.37 0.39
formation factor F 4.3 4.6 4.4 4.2
σbasew in S m-1 at 25°C 0.12 0.32 0.56 1.11
init. water saturation S0w 1.0 1.0 1.0 1.0
res. water saturation Sresw 0.14 0.19 0.89 0.70
σ0 in S m-1 at T 2.8×10−2 8.0×10−2 1.7×10−1 3.3×10−1
σmin in S m-1 at T 1.1×10−3 2.4×10−3 1.1×10−1 1.9×10−1
contrast σmin
σ0
0.04 0.03 0.65 0.57
flow. It seems that the gaseous properties dominate the system also near the critical point.
Even more important is that the polymeric components of the experimental set-up are not
negatively affected by the presence of undercritical CO2.
The change in chemical properties of CO2 beyond the critical point becomes evident for
elevated pressures and temperatures. The contrasts achieved in the experiments (3) and (4)
prove that conductivity reduction also takes place under supercritical conditions. However,
the high density and increased viscosity of the scCO2 complicate the course of the experiment
(Fig. 2.3). Especially the high density makes it difficult to ensure a homogeneous flow through
the sample. Macroscopic flow channels can occur, which act as short circuits for the CO2 flow.
This effect limited the contrasts achieved in the experiments (3) and (4). Furthermore, the
equipment might strongly be affected by the chemically reactive scCO2 due to the sorption
of CO2 into the PTFE components. This causes the PTFE to expand its volume by 8% at
10 MPa and 35°C (Rompf, 1996). Since glass and steel are not affected, leakages can occur,
which was not the case in the experiments presented here.
From the flow experiments we conclude that high conductivity contrasts can be achieved in
shallow injection tests and in highly porous reservoirs at greater depth as well. The transition
to the supercritical state seems to have a strong impact on the behaviour of the system matrix
– CO2 – pore water and we have to expect lower conductivity contrasts. More experiments
are needed to reliably quantify the conductivity contrast at supercritical conditions.
We also investigated whether the dissociation effects influence the electrical conductivity of
the water bearing porous medium. During the flow experiments the CO2 and the pore water
are in contact. Dissolution should therefore take place and the pore water conductivity σw
should change, resulting in an increased sample conductivity σ. This is, however, not the fact.
The residual water saturations from the flow experiments can be consistently related to the
conductivity after the experiment σmin using Archie’s law and the temperature-corrected ba-
seline water conductivity σbasew . No adaption due to dissociation is necessary. The explanation
for this observation is the time range of the experiments which is simply too short for a signi-
ficant dissociation. This strongly reduces the impact of the dissociation effect demonstrated
in the previous dissociation experiments. When CO2 dissolves into the pore water during the
flow experiment it is driven out of the sample volume shortly afterwards.
2.4.3 Phase interaction in pore space
To show the interfering effects of dissociation and displacement of the fluid phase within a
pore space, experiments with both dynamic and static periods were carried out. The results
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Fig. 2.12: Conductivity data from Fig. 2.10, temperature-corrected and interpreted using Eq. 2.11 for σbasew
= 0.33 S m-1.
show that the influence of dissolution and dissociation on pore water conductivity can easily
be measured in bulk conductivity as well (Fig. 2.10, top). In the first part of the data section
the conductivity reduction due to the water loss is visible. When the perfusion stops after 0.5
h and static conditions rule, the chemical processes can take place inside the sample. With
ongoing time and dissolution the sample conductivity rises by a factor of 1.52 at t = 3.8 h
although no fluid motion and displacement takes place. This contrast is remarkable since σw
changes but only half of the pore space contains water. Only when the CO2 flow recommences
does the conductivity decrease again since more pore water is driven out. Since both the
pore water and the CO2 phase are coherent phases throughout all stages of the experiment,
possible relaxation or coalescence processes are considered to be negligible.
The complications that can arise from these interactions become obvious when we try to
interpret the conductivity data of Fig. 2.10 in terms of water saturation Sw. Fig. 2.12 shows the
apparent water saturation Sapw calculated using Archie’s law (Eq. 2.11) and the temperature
corrected water conductivity σbasew . The resulting curve shows an implausible rise of water
saturation by about 20% between 0.5–4 h. A rising saturation implies that additional water
is supposed to enter the pore space. This is, however, not possible because the pressure
gradient during the flow experiment only allows the drainage of the cell. The drained water
is transported immediately through the large cavity below the measuring cell into the outlet.
The high contrast dissociation effect on conductivity becomes evident in a time range that
is much shorter than that of the dissociation experiments. We suspect that the accelerated
impact on bulk conductivity is due to the immensely larger interaction surface between CO2
and the water phase in the pore space that arises from the preceding two-phase flow.
2.5 Discussion and outlook
Dissociation and flow experiments consider two different aspects of the complex process of
CO2 sequestration. According to our measurements and observations there are two processes
causing changes:
1. A change in water saturation by CO2 displacing the pore water and leading to a re-
duction of the electrolytic conductivity σel by reducing the water saturation Sw (cf. Eq.
2.11).
2. A change in pore water conductivity due to dissociation processes leading to an in-
crease in electrolytic conductivity. Since this increase occurs simultaneously with and
independently from the conductivity reduction due to the reduced water saturation, we
2.5 Discussion and outlook 31

	

	
	

	

	




 
	

			

		

		


	
		
	


	
	
	



		
	

 ! 


"
"

		





	



		



		


	
		
	


	
	
	



	


	
	


	
		



		

	







	
	






	








Fig. 2.13: CO2 replacing pore water on the pore scale. Schematic representation of the physico-chemical
processes contributing to the change in bulk conductivity due to the presence of a CO2 phase in the pore
space.
denote it as dissociation conductivity σdis (cf. Eq. 2.14). It is quantiﬁed by the presented
adaption of Archie’s law.
So far our experimental study is conﬁned only to the electrolytic contribution to the formati-
on conductivity. Since the sample material is an ideal and clean sand, non-ohmic contributions
to rock conductivity are negligible. It is possible, however, that interfacial conduction signi-
ﬁcantly contributes to the bulk formation conductivity in real formation reservoirs because
the interface conductivity σin is present in all porous media and even a small clay content can
give rise to signiﬁcant interface conductivity. Many chemical processes act on a long storage
time scale and cannot be seen in our short-term ﬂow experiments described here.
Furthermore, recent scanning electron microscope (SEM) pictures show that mineral reac-
tions such as precipitation and dissolution tend to increase the inner surface area SO of CO2
storage rocks (Wigand et al., 2008; Stroink et al., 2009). Since SO linearly contributes to the
interface conductivity (e.g. Waxman and Smits, 1968; Waxman and Thomas, 1974; Schön,
1996) the roughened inner surface should lead to an increase in rock conductivity. As an ana-
logy to σdis from Eq. 2.14, we denote this additional interfacial conductivity contribution as
σro.
To systematize and visualize both the observations made in the described experimental
study and interpretations and deductions based on this study, we present a conceptual model
of the chemical and physical processes taking place on the pore scale that signiﬁcantly inﬂuence
the bulk conductivity (Fig. 2.13). The network of electrolytic conductivity σel, dissociation
conductivity σdis, interface conductivity σin and roughness conductivity σro responds to the
intrusion of a CO2 phase, which can be visualized using an enhanced parallel conductor
model (Fig. 2.14). The conductivity contributions react diﬀerently to the reduction of the
water saturation (see Eq. 2.11). σin and σro are less inﬂuenced by the reduction of the water
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Fig. 2.14: Parallel conductor model of the system rock matrix / pore water/ CO2, based on Schön (1996).
The values of the contributions (absolute and relative to one another) depend on water saturation, σbasew ,
pressure, temperature, salinity and pH.
saturation than the electrolytic components. Consequently, when large amounts of CO2 are
stored in the pore space leaving behind a small amount of water, the interfacial contributions
will begin to dominate the bulk conductivity.
Besides the water saturation, the baseline pore water conductivity σbasew has an impact on all
conductivity contributions. Pressure, temperature and, e.g., pH will also influence the conduc-
tivity contributions. Different contributions are affected differently. Since the conductivities
are imagined to work in parallel, the additional σdis or σro might have a negligible impact on
the rock conductivity, if the electrolytic conductivity σel is very high. This is corroborated
by the results of the dissociation experiments (Fig. 2.11) in which higher saline fluids show
smaller changes in their electrical properties than lower saline fluids.
In general all four conductivity contributions will occur in a sequestration formation. De-
pending on the remaining water saturation and the baseline water conductivity either con-
ductivity contribution might dominate the system or be negligible. We expect that the high
brine conductivities in large depths will mask the dissolution effect, which will therefore be
hard to measure with common electromagnetic methods. A reliable monitoring and quanti-
tative data interpretation has to take this network into account. Otherwise, significant errors
in balancing the phase content in the sequestration reservoir would be the consequence. The
results of our dissociation experiments provide the basis for a leakage detection technique.
The plume of CO2-rich groundwater becomes highly conductive due to CO2 migrating into
the aquifer through a leaking fracture. It thus can easily and cost-effectively be found and
monitored with surface geoelectrical and electromagnetic methods.
2.6 Conclusions
We have shown that the presence of CO2 in the pore space gives rise to a complex network
of processes all of which contribute to the contrast in bulk conductivity being relevant to
geoelectrical and electromagnetic methods. The dominating reduction of bulk conductivity by
CO2 replacing the conductive pore water is damped by dissolution and probably also surface
effects. Calculations, experimental data and numerical modelling results show the importance
of working with these additions to the bulk conductivity in order to enable an exact and
reliable balancing of the stored amount of CO2. A new and easy-to-apply adaptation to
Archie’s law allows to account for dissociation effects in the interpretation of electromagnetic
monitoring data.
The flow experiments demonstrate the possibility of monitoring an extending CO2 phase
in the sequestration formation. The contrast caused by the CO2 is sufficiently high to be
detected by electromagnetic methods. Electromagnetic monitoring data and inversion results
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are of particular value for the operation of CO2 sequestration sites since the electrical rock
properties are sensitive to saturations. This consequently allows for a quantitative balancing
of the pore contents.
Further laboratory experiments will aim at quantifying the influence of pressure, tempera-
ture and salinity on the dissociation and roughness conductivity. The impact of the changing
pH of the pore water due to H2CO3 acidifying the solution on electrical properties also needs
to be investigated. Finally, the conductivity reduction due to the CO2 phase especially under
supercritical conditions will need to be studied in more detail in order to reliably predict
conductivity contrasts during CO2 sequestration.
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Glossary
a activity
å distance of closest approach
b molality
c concentration
d density
D diffusion coefficient
e elementary charge
Fc Faraday’s constant
g interaction parameter
h interaction parameter
I true ionic strength
K equilibrium constant
m cementation exponent (Archie, 1942)
M molar mass
n saturation exponent (Archie, 1942)
NA Avogadro constant
p pressure
q empirical parameter
R universal gas constant
S saturation
T temperature
z charge number
α degree of dissociation
γ activity coefficient
 permittivity
κ reciprocal of the Debye length
Λ limiting molar conductivity
ρw electrical pore water resistivity
σ electrical rock conductivity
σw pore water conductivity
σnormw conductivity contrast
Φ porosity
3.1 Introduction 37
Summary
The electrical rock conductivity is a sensitive indicator for carbon dioxide (CO2) injection and
migration processes. For a reliable balancing of the free CO2 in pore space with petrophysical
models such as Archie’s law or for the detection of migrating CO2, detailed knowledge of
the pore water conductivity during interaction with CO2 is essential but not available yet.
Contrary to common assumptions, pore water conductivity cannot be assumed constant since
CO2 is a reactive gas, that dissolves into the pore water in large amounts and provides
additional charge carriers due to the dissociation of carbonic acid. We consequently carried
out systematic laboratory experiments to quantify and analyse the changes in saline pore
water conductivity caused by CO2 at thermodynamic equilibrium. Electrical conductivity is
measured on pore water samples for pressures up to 30MPa and temperatures up to 80°C.
The parameter range covers the gaseous, liquid and supercritical state of the CO2 involved.
Pore water salinities from 0.006 up to 57.27 g L-1 sodium chloride were investigated as well
as selective other ion species. At the same time, the carbon dioxide concentration in the salt
solution was determined by a wet-chemical procedure. A two-regime behaviour appears: for
small salinities, we observe an increase of up to more than factor 3 in the electrical pore
water conductivity, which strongly depends on the solution salinity (low salinity regime).
This is an expected behaviour, since the additional ions originating from the dissociation of
carbonic acid positively contribute to the solution conductivity. However, when increasing
salinities are considered this effect is completely diminished. For highly saline solutions the
increased mutual impeding causes the mobility of all ions to decrease, which may result in a
significant reduction of conductivity by up to 15 per cent despite the added CO2 (high salinity
regime). We present the data set covering the pressure, temperature, salinity and ion species
dependence of the CO2 effect. Furthermore, the observations are analysed and predicted with
a semi-analytical formulation for the electrical pore water conductivity taking into account
the species’ interactions. For the applicability of our results in practice of exploration and
monitoring, we additionally provide a purely empirical formulation to compute the impact
of CO2 on pore water conductivity at equilibrium which only requires the input of pressure,
temperature, and salinity information.
3.1 Introduction
The electrical conductivity of porous rocks has long been of great interest in geophysical re-
search and exploration. It has been acknowledged that electrical rock properties give access
to reservoir properties as well as the processes in pore space due to their sensitivity to con-
ductive pore fluids (Archie, 1942). The resulting impact of the presence of non-conducting
fluids such as oil or natural gas, which reduce the fraction of conducting saline pore water, is
widely used in hydrocarbon exploration and has been subject to numerous petrophysical stu-
dies and models (e.g. Archie, 1942; Waxman and Smits, 1968; Vinegar and Waxman, 1984).
The models turned out to be valid for rock matrix / pore water / air systems as well and are
applied to date in deep exploration as well as in investigations of the vadose zone (e.g. Binley
et al., 2002; Dell’Aversana et al., 2011). Archie’s law has been extended to cover multiple rock
types, pore space geometries and phases of varying conductivity, respectively (e.g. Glover,
2010; Müller-Huber et al., 2015).
All approaches have in common that during observation no interaction between the fluid
phases is assumed. For example, Archie’s law states for the electrical conductivity σ of clay-free
porous rocks:
σ = SnwΦ
mσw (3.1)
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Here, Sw denotes pore water saturation, Φ is porosity, n is the saturation exponent, and
m is the cementation exponent (see also Table 3.1). The electrical conductivity of the pore
water σw hereby depends on the concentration of dissolved salts csalt and temperature T :
σw = f(csalt, T ) . (3.2)
However, when a reactive gas such as carbon dioxide (CO2) enters the pore space of a
formerly undisturbed two-phase system of mineral matrix and pore water, this assumption
can definitely not be maintained (Fig. 3.1). It is well known that carbon dioxide sequestration
gives rise to many geochemical processes, which change fluids and grain surfaces (e.g. Wigand
et al., 2008; Kummerow and Spangenberg, 2011; Börner et al., 2013). Due to the sensitivity
to pore fluids, geoelectrical techniques have been applied for the monitoring of CO2 storage
formations (e.g. Kiessling et al., 2010; Vilamajó et al., 2013). Indeed, a free CO2 phase acts
as an electrical insulator, but when in contact with an aqueous phase it dissolves in it in large
amounts and changes its properties. Consequently additional quantities like pressure p and
the dissolved CO2 influence the pore water conductivity:
σw = f(csalt, T, p, cCO2) . (3.3)
These effects have been reported by Börner et al. (2013) and an empirical adaptation of
Archie’s law has been proposed to consider the dissolved CO2. However, the formulation is
restricted, for example, to pressures up to 9MPa and 25°C. This former study motivated a sys-
tematic investigation of the impact of CO2 on pore water as a separate phase in order to cover
a wide range of depths and geological environments and to reveal the relevant phenomena.
Carbon dioxide capture and storage (CCS) is one field of application for the results of
the presented study. CO2 reaches the supercritical state at about 800m depth making CCS
feasible below (IPCC, 2005). Operational sites utilize reservoirs ranging from little below
800m (e.g. Sleipner, Norway) down to 2000m and more (e.g. Otway, Australia). Besides
structural trapping mechanisms, which may be covered with Archie’s law, the trapping by
dissolution in the formation water is a central part of the geotechnology (Hitchon, 1996).
Geophysical methods are widely used and developed as monitoring techniques for both the
storage reservoirs and the near-surface areas for leakage detection. Consequently, knowledge
about the pore water conductivity is essential, when the saturation of a free CO2 phase in
a reservoir is supposed to be estimated with petrophysical models or when potential leakage
areas are monitored.
We therefore present an extensive laboratory study of the electrical conductivity of salt
solutions with CO2 in equilibrium at numerous pressures (1–30MPa), temperatures (8–80°C)
and salinities (0.006–57.27 g L-1). The selected temperature and pressure levels, ion species and
salinities cover all states of aggregation of CO2 (except solid state) and represent different
geological environments down to 3000m depth (estimated with a geothermal gradient of
3K/100m and water column pressure as pore pressure). The salinity of pore waters in natural
environments varies strongly. Low salinities of 0.05–0.2 g L-1 may be found in clean fresh water
aquifers (Kunkel et al., 2002), whereas salinity generally increases with depth due to increased
solubility at elevated pressure (e.g. Möller et al., 1997; Meju, 2002). Salinity may easily exceed
seawater salinity (approximately 30 gL-1) at great depths (e.g. Yardley et al., 2011). The
investigated conditions contain implications for a wide variety of applications, therefore:
1. Low pressures, temperatures and salinities may be found in shallow aquifers, which
might be monitored for leakage detection.
2. High pressures, temperatures and salinities may be found in deep aquifers, which might
host a CO2 storage.
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CO2
CO2−3
HCO−3
Fig. 3.1: Schematic molecular representation of a CO2-bearing pore water. The pore water (grey) contains
cations (red) and anions (green) of dissociated salts and additional charged and neutral species originating
from CO2 dissolution and partial dissociation (purple).
Apart from the conductivity increasing behaviour at low salinities reported by Börner et al.
(2013), we observe a significant decrease of conductivity at high salinities. Hence, we differen-
tiate between a low- and a high-salinity regime. We deduce a semi-analytical model for the
conductivity change, which explains and predicts our observations. In order to make our re-
sults easy to use, we additionally provide a purely empirical formulation, which solely requires
the input of pressure, temperature and salinity.
3.2 Theory
3.2.1 Dissolution and dissociation of CO2
CO2 is a colourless, odourless, nontoxic but asphyxiant substance, which is gaseous at normal
conditions (25°C, 0.1MPa). CO2 reaches the supercritical state at moderate conditions of
30.98°C and 7.377MPa (see phase diagram in Fig. 3.2; Span and Wagner, 1996). At super-
critical state, which is reached at approximately 800m depth below the earth’s surface, the
fluid-like density and gas-like viscosity of CO2 facilitate the geotechnology of carbon dioxide
storage (IPCC, 2005; Marini, 2007).
The amount of CO2, which is dissolved in a pore water with known sodium chloride (NaCl)
content at thermodynamic equilibrium, is a function of pressure p, temperature T and salinity
bNaCl:
bCO2 = f(p, T, bNaCl) , (3.4)
where bi denotes molality and is in mol kg-1. In this study, the solubility bCO2 is computed
with the approach presented by Duan et al. (2006) and cross-checked by chemical analysis.
Fig. 3.3 shows the pressure dependent solubility of CO2 in pure water for several temperatures.
At low temperatures, a sharp bend is evident at the phase change from gaseous to liquid state.
For most of the following considerations, it is convenient to formulate in terms of concen-
tration rather than molality. Molality, which includes reference to the mass of solvent, may be
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Tab. 3.1: Overview of all quantities, parameters and constants used in this study in alphabetical order.
Symbol Explanation Unit
a Activity g L-1
å Distance of closest approach m
b Molality mol kg-1
c Concentration gL-1
d Density kgL-1
D Diffusion coefficient m2 s-1
e Elementary charge C
Fc Faraday’s constant Cmol-1
g Interaction parameter (Eqs 3.23 and 3.24) L g-1
h Interaction parameter (Eqs 3.23 and 3.24) L2g-2
I True ionic strength mol L-1
K Equilibrium constant g L-1
m Cementation exponent (Archie, 1942) −
M Molar mass gmol-1
n Saturation exponent (Archie, 1942) −
NA Avogadro constant mol-1
p Pressure MPa
q Empirical parameter (Eq. 3.25) varying
R Universal gas constant Jmol-1K-1
S Saturation −
T Ttemperature K or °C
z Charge number −
α Degree of dissociation −
γ Activity coefficient −
 Permittivity Fm-1
κ Reciprocal of the Debye length m-1
Λ Limiting molar conductivity SLm-1g-1
ρw Electrical pore water resistivity Ωm
σ Electrical rock conductivity Sm-1
σw Pore water conductivity Sm-1
σnormw Conductivity contrast −
Φ Porosity −
transformed into concentration c, which is formulated with reference to the solution volume
by
ci(p, T, b1...n) = biMi
d(p, T, b1...n)
1 +
n∑
j=1
(0.001 · bjMj)
, (3.5)
where ci is in g L-1, Mi is the molar mass of solute i, d is the density of the solution in
kgL-1, Mj is the molar mass of solute j in gmol-1 and n is the number of solutes. Note that ci
depends on the molality of all other compounds and on both temperature and pressure (due
to the p and T dependence of the solution density d). Duan et al. (2008) provide a model for
the density of the ternary system CO2–NaCl–H2O, which was used for the computation of
solution densities in this study. In order to keep comparability, all initial solution properties
are documented at ambient pressure and 25°C.
The dissolved CO2(aq) (cCO2) forms uncharged aqueous complexes (e.g. Li and Duan, 2007).
A fraction of this CO2(aq) reacts with the pore water to form carbonic acid H2CO3. The carbo-
nic acid is unstable and dissociates in two steps into protons, hydrocarbonate and carbonate
ions (Fig. 3.1). Consequently, the summarized dissociation equations read:
CO2(aq) + H2O
K1−−⇀↽− H+ + HCO −3 (3.6)
HCO −3
K2−−⇀↽− H+ + CO 2−3 . (3.7)
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Fig. 3.2: Phase diagram of CO2 after Span and Wagner (1996) and overview of pressure and temperature
conditions investigated in the study here (red dots). Note, that numerous p–T conditions were accessed for
multiple salinities and/or salt species.
These electrically charged species occur in addition to the H+ and OH– ions of the self
dissociation of water and anions and cations of dissolved salts.
The concentrations of the charged species at chemical equilibrium are governed by the
equilibrium constants K1 and K2 (in g L-1, referring to the Eqs 3.6 and 3.7), respectively,
which are also pressure, temperature and salinity dependent:
K1,K2 = f(p, T, cNaCl) . (3.8)
We calculate them by combining the approaches given by Li and Duan (2007) and Millero
et al. (2007) (see also Börner et al., 2013). K1 exceeds K2 by several orders of magnitude.
Therefore, we can restrict our considerations to the first stage of dissociation. With the help
of the dissociation constant we can calculate the dimensionless degree of dissociation α, which
describes the fraction of the dissolved CO2 actually forming charge carriers and lies between
0 (no dissociation) and 1 (fully dissociated). We do this by applying Ostwald’s dilution law
(e.g. Robinson and Stokes, 2002). The dilution law is valid up to approximately 0.01 mol kg-1.
Inaccuracies might be caused by this simplified approach when high concentrations are con-
sidered. For weak acids - such as the carbonic acid - and small degrees of dissociation α 1,
Ostwald’s law reads:
α =
√
K1
cCO2
(3.9)
Fig. 3.4 shows the degree of dissociation of carbonic acid in 0.058 (i.e. 0.001mol kg-1, straight
line) and 57.27 gL-1 NaCl (i.e. 1mol kg-1, dashed line) solutions versus pressure at 15 (cyan)
and 80°C (red). The diagram demonstrates the generally very low degree of dissociation. α
is largest for low pressures, high salinities and high temperatures and shows a characteristic
change in trend above approximately 5MPa. Based on the concentration of dissolved carbon
dioxide cCO2 and the degree of dissociation, the concentrations of the dissociated carbon
dioxide cCO2(dis) and of the remaining, electrically neutral carbon dioxide cCO2(aq) can be derived
as
cCO2(dis) =αcCO2 (3.10)
cCO2(aq) =(1− α)cCO2 (3.11)
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Fig. 3.3: Solubility of carbon dioxide in pure water at thermodynamic equilibrium in terms of both concen-
tration (left axis) and molality (right axis) after Duan et al. (2006) for several temperatures. The sharp bend
at subcritical temperatures is caused by the phase transition from gaseous to liquid state (cf. Fig. 3.2).
3.2.2 Electrical conductivity of aqueous solutions
The contribution σw,i, which a charged chemical species i makes to the conductivity of an
aqueous solution (the pore water) at infinite dilution is described by the Nernst-Einstein
relation (e.g. Robinson and Stokes, 2002):
σw,i =
z2i F
2
c
RTMi
Dici , (3.12)
where Di denotes the diffusion coefficient, zi the species’ charge number, R the universal gas
constant, T absolute temperature and Fc Faraday’s constant. The species and environment-
dependent quantities are subsumed as limiting molar conductivity Λi, which bears the unit
S Lm-1 g-1. Therefore,
σw,i = Λici . (3.13)
The limiting molar conductivity determines the electrical conductivity at infinite dilution
and is a temperature-dependent constant. For example, ΛNaCl is 0.216 SLm-1 g-1 at 25°C. The
electrical conductivity of the aqueous solution σw is the sum of all contributions:
σw =
k∑
i=1
[Λici] . (3.14)
Due to the large amount of NaCl and CO2 dissolved in the saline solution, the latter cannot
be assumed to be infinitely diluted any more. The ions interfere with one another and their
ability to contribute to the electrolytical conductivity decreases. The activity ai of a chemical
species is the effective concentration of that species and is defined as:
ai = γici , (3.15)
where γi is the dimensionless activity coefficient. For ideal and infinitely diluted solutions
γi equals 1. Theoretically, each ion in an aqueous solution has an activity of its own. Since
single-species activities cannot be measured, it is useful to work with the average activity of a
chemical compound(e.g. Hamann and Vielstich, 1998). Now we can express Eq. 3.14 in terms
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Fig. 3.4: Degree of dissociation of carbonic acid according to Eq. 3.9 for two salinities at two temperatures.
The sharp bend at 15°C is caused by the phase transition from gaseous to liquid state (cf. Fig. 3.2).
of activities:
σw =
k∑
i=1
[Λiai] =
k∑
i=1
[Λiγici] . (3.16)
The classic Debye-Hückel-theory deduced the average activity coefficient of a diluted soluti-
on of compound i (Debye, 1923; Debye and Hückel, 1923a,b). For readability reasons, activity
coefficients, which are basically exponential functions (γi = e−x with x being a function of
many dependencies), are usually given in their logarithmized form (ln(γi) = −x):
ln(γi) = −|z+z-| e
2NA
2RT
κ
1 + åκ
(3.17)
Here, z+ and z- are the charge numbers of the cation and anion originating from the dis-
sociation of compound i, e is the elementary electric charge, NA is the Avogadro constant
and  is solution permittivity. å in Eq. 3.17 is the so called ’distance of closest approach’,
which represents the radius of the ion cloud (Helgeson, 1969; Hamann and Vielstich, 1998).
In accordance with Helgeson (1969) it is set to be 4.2×10−10 m in this case. The parameter κ
is the reciprocal of the Debye length and is in units of m-1, therefore:
κ =
√
8pie2N2A
1000RT
I , (3.18)
where I is the true ionic strength, which is defined as:
I =
1
2
n∑
j=1
αjcjz
2
j
Mj
(3.19)
with n being the number of ion species. For example, a pure NaCl solution contains Na+
and Cl– ions, therefore n=2. Consequently, I bears the unit mol L-1. For fully dissociated
(α=1) 1:1-electrolytes (such as NaCl), I equals the solution’s molar concentration. Numerous
extensions and adaptations of the Debye-Hückel activity coefficient have been developed to
account for the highly individual and complicated behaviour of chemical species at high ionic
strengths (e.g. Guggenheim and Turgeon, 1955; Davies, 1962; Bromley, 1973; Pitzer, 1991).
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Fig. 3.5: Properties of aqueous NaCl solutions: electrical conductivity (blue line, based on data from Hamann
and Vielstich 1998); activity coefficient γoNaCl derived from Eq. 3.16 (green line, ΛNaCl = 0.216 SLm
-1 g-1 at
25°C). Blue circles denote the conductivity of the NaCl solutions for the supposed cocentrations used in this
study (cf. Table 3.2). The errorbars show the threefold standard deviation of initial solution conductivity
(determined by repeated manufacturing).
Building on the presented theoretical considerations the experimental details of the conduc-
ted measurements are explained in the following section. First, the sample pore waters and
their properties are introduced, than the experimental set-up and procedures are described.
3.3 Material and methods
3.3.1 Salt solutions and CO2
For all experiments presented in this study, the initial solutions were set up in terms of
molality bi due to the simple procedure. A distinct amount of salt was weighed out and
added to a known mass of deionised water. Since the dependence of pore water conductivity
σw on concentration is well known for sodium chloride (cf. Fig. 3.5), the solution properties
could be cross-checked by measuring conductivity in the case of NaCl. The properties of pure
NaCl solutions known from the literature (e.g. Hamann and Vielstich, 1998) are plotted in
Fig. 3.5, where the straight blue line represents the solution conductivity. The limiting molar
conductivity is also well documented (ΛNaCl = 0.216 SLm-1 g-1 at 25°C). Consequently, we can
calculate the activity coefficient of pure NaCl solutions γoNaCl with Eq. 3.16 (see green line in
Fig. 3.5).
The NaCl solutions used in this study and their measured conductivities are plotted in Fig.
3.5, as well (blue circles). The solutions set up for our experiments coincide very well with the
supposed properties. At very low concentrations the observed variation is large. This is due
to the very small mass of salt, which has to be weighed out (cf. Table 3.2). Results at this
concentration have to be interpreted with great care, therefore.
To exemplarily evaluate the influence of the ion species on conductivity, potassium chloride
(KCl), magnesium sulfate (MgSO4) and magnesium chloride (MgCl2) solutions were investi-
gated, as well (cf. Table 3.2). All aqueous solutions were exposed to 99.5 per cent pure CO2
at different pressures and temperatures.
3.3.2 Experimental set-up
All experiments presented in this study were carried out with an experimental set-up outlined
in Fig. 3.6. The apparatus is based on the set-up of Börner et al. (2013). A hot air cabinet
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Tab. 3.2: Properties of the salt solutions used in this study (see also Fig. 3.5). bi denotes molality, ci concen-
tration, σow conductivity and ρow = 1σow electrical resistivity.
bi ci σ
o
w at 25°C ρow at 25°C
Salt [mol kg-1] [g L-1] [Sm-1] [Ωm]
NaCl 0.0001 0.006 0.0017 585
NaCl 0.001 0.058 0.0123 81.5
NaCl 0.003 0.175 0.0368 27.2
NaCl 0.01 0.582 0.1155 8.66
NaCl 0.1 5.817 1.0639 0.94
NaCl 1 57.27 8.7999 0.11
KCl 0.01 0.746 0.1415 7.07
MgSO4 0.01 1.204 0.1455 6.87
MgCl2 0.01 0.952 0.2208 4.53
and a two-staged feed pressure regulation has been added to improve the stability of the
operating conditions and the accuracy of the conductivity measurements. Additionally, it
contains a sampling system to provide concentration measurements of dissolved CO2 with a
wet chemical analysis method.
The autoclave is capable to produce maximum pressures of 40MPa at a maximum tempe-
rature of 80°C. The core of the experimental set-up is the measuring cell of ca. 0.75 L volume
placed inside of the autoclave shown in Fig. 3.7. The main challenge for the design of the cell
is to withstand temperature and CO2 exposure during the experiments.
Therefore, the measuring cell completely consists of glass and all electrodes are made of pla-
tinum to avoid any electrochemical reaction with the brines on the material surface throughout
the course of the experiment. Six wire rings 0.5mm in diameter serve as potential electrodes.
Wire mesh current electrodes were placed at the top and bottom of the measuring cell. To
ensure electrical contact of the current mesh at the top, a polytetrafluoroethylene (PTFE)
mount is installed also attaching a PTFE coated resistance thermometer Pt 100 (accuracy:
±0.16°C at 5°C and ±0.31°C at 80°C) and a thin plastic sample capillary. The pressure is
measured with an accuray of ±0.1MPa in the operating range (corresponds to 0.25 per cent
of the measuring span). To insure that the electrical measurement remains unperturbed by
the fluid sampling process an excess pore water volume is provided. The inevitable holes in
the glass for the electrode cables were closed by a suitable two component adhesive.
For the concentration measurement, a 1mL sample of CO2 saturated brine can be extracted
from the autoclave through the capillary during operation. The CO2 dissolved in the sample
is determined later on by precipitation in a barium hydroxide solution and back titration.
3.3.3 Experimental procedure
For the electrical conductivity determination at equilibrium state, the measuring cell (cf.
Fig. 3.7) is filled with a brine solution, for example, a sodium chloride solution of known
temperature, salinity, and conductivity σow until the upper current electrode is fully covered by
approximately 2 cm of the solution. This excess fluid allows for sampling during the experiment
without influencing the measured solution conductivity.
Temperature, pressure and conductivity are indicated and monitored throughout the whole
experiment. Vertical conductivity gradients relating to concentration gradients may be deter-
mined by measuring the electric potential difference at different locations along the sample.
For diffusion-dominated equilibration, this allows for following the dissolution speed or the
transport resistance of the CO2 into the brine solution over the cell height. It turned out that
density gradients originating from CO2 dissolution (CO2–rich pore water is denser than CO2–
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Fig. 3.6: Scheme of the laboratory set-up used for the experiments.
free pore water) or small temperature variations give rise to a very efficient free convection
within the sample. Due to the convection-dominated equilibration no concentration gradients
have been observed.
After closing the autoclave, the different pressure levels are adjusted by a CO2 pump and
a two-staged pressure regulating valve (see Fig. 3.8). The autoclave is placed in a hot air
cabinet to reach and maintain the set temperature during the experiment in a small range
of fluctuation. To reach equilibrium solubility of CO2 in and equilibrium conductivity of the
specific brine solution, the operating conditions are applied to the system for several hours,
even up to days at low salinities and temperatures (see Fig. 3.8). At the end of the experiment,
the pressure inside of the autoclave was reduced in a controlled manner.
3.3.4 Experimental agenda
Several aspects were systematically investigated in detail using the setup described above (cf.
red circles in Fig. 3.2 for investigated pressure/temperature combinations):
1. Pressure dependence of conductivity: a strong dependence on pressure has to be expected
due to the dependence of CO2 solubility on pressure (cf. Fig. 3.3) and former observations
from Börner et al. (2013). Therefore, the conductivity of all aqueous solutions has been
investigated at numerous pressure levels starting with 1MPa up to 30MPa at constant
temperature and salinity.
2. Temperature dependence of conductivity: besides the strong temperature dependence of
brine solutions, which may easily be compensated (see e.g. Worthington et al., 1990), an
additional temperature dependence has to be expected due to the reduced CO2 solubility
at elevated temperatures (cf. Fig. 3.3). This effect cannot be eliminated computationally
by a temperature correction. Consequently, we investigated one aqueous solution at four
temperatures ranging from 8 to 80°C. All other solutions were tested at two temperatures
(15 and 80°C).
3. Salinity dependence of conductivity: the salinity of the initial solution strongly influences
the impact of CO2 on conductivity (see Börner et al., 2013) and is a basic ingredient
for the solution conductivity (cf. Eq. 3.12). Based on the results from Börner et al.
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Fig. 3.7: The autoclave with the measuring cell (left) and the glass cell with the electrodes indicated (right).
PTFE is short for polytetrafluoroethylene.
(2013) we investigated sodium chloride solutions with salinities ranging from 0.006 gL-1
to 57.27 g L-1 (equivalent to 0.0001 – 1mol kg-1).
4. Ion species dependence of conductivity: the interaction between aqueous species may
be highly individual. We therefore tested the response of 0.01mol kg-1 solutions of se-
veral salts (NaCl, KCl, MgSO4, MgCl2) at 15°C, since these conditions appeared most
indicative in the case of sodium chloride. The investigated ion species exhibit different
cation and anion species and different charge numbers of the cations and anions.
Overall the resulting data set covers 148 equilibrium conditions for 135 pressure–temperature–
salinity–species combinations. To check reliability and precision, several experiments have
been repeated yielding maximum deviations of 3 per cent in pore water conductivity. The ob-
served slight variations in the equilibrium conductivities may originate from small differences
in the environmental conditions or small variations in the initial solution salinity (which is
especially sensitive at very low concentrations).
The independence of the equilibrium conductivity from the experimental procedure was
tested by comparing the results with experiments where the solution was equilibrated after a
pressure decrease rather than a pressure increase. In this case, dissolved CO2 obviously has to
outgas from the solution rather than dissolve to reach equilibrium at constant temperature.
For this testing, no hysteresis behavior was observed – the equilibrium conductivities match
within 1.9 per cent.
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Fig. 3.8: 85-hour example sequence of monitoring the conductivity σw for a 0.058 gL-1 (0.001mol kg-1) NaCl
solution at 15°C covering two pressure levels p1 and p2 (blue line, lower subplot). The corresponding pressure
(magenta line) and temperature (cyan line) series are plotted in the top subplot. The pressure levels at 1MPa
(p1) and 2MPa (p2) are indicated. The normalized conductivity at pressure level pi may be obtained from
σnormw (pi) =
σw(pi)
σow
(cf. Eq. 3.22).
3.4 Results
3.4.1 Laboratory data set
The resulting data set is plotted in Fig. 3.9. The conductivity contrast σnormw is plotted for
several salinities (one salinity per subfigure) and temperatures (from 8°C in blue to 80°C in
red) versus pressure. The data at a (supposed) salinity of 0.006 gL-1 is not plotted, since a
reliable determination of the salt content was not possible (cf. Fig. 3.5). Mainly depending on
salinity, two regimes and a transition zone may be distinguished:
• For small salinities (below 0.6 g L-1) we observe an increase in the electrical pore water
conductivity for all temperatures when pressure increases (see subplots a and b in Fig.
3.9), which generally agrees with the behaviour of CO2 solubility (cf. Fig. 3.3). This
is the expected behaviour, since the additional ions originating from the dissociation
of carbonic acid contribute to the solution conductivity. An additional conductivity
contribution appears due to the new charged species in the solution (cf. Eq. 3.14).
Pore water conductivity may increase by more than factor 3 for low salinities and low
temperatures. We call this behaviour the ’low-salinity regime’.
• When slightly higher salinities are considered this effect is diminished (Fig. 3.9 c at
80°C). This is still the expected behaviour, since the contribution of CO2 has a smaller
impact on the total solution conductivity when the initial pore water conductivity is
higher. This transition between the two regimes occurs – depending on temperature –
around 0.6 g L-1 NaCl.
• For solutions with high NaCl content of 5.8 g L-1 or higher, the data set reveals an
unexpected behavior. No conductivity increase may be observed (subplots d and e in
Fig. 3.9). The effect is even overcompensated and we observe a conductivity decrease
by up to 15 per cent. This is smaller than the maximum effect in the low salinity regime
but still significant. We call this the ’high-salinity regime’.
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Fig. 3.9: Measured conductivity contrast due to CO2 dissolution and dissociation for five salinities (dots
denote data, colours denote temperature) versus pressure. 3 per cent error bars are plotted in black. Straight
lines represent the model prediction (cf. Section 3.4.2). The sharp bend at subcritical temperatures is caused
by the phase transition from gaseous to liquid state (cf. Figs 3.2 and 3.4 and Eq. 3.10).
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Our high-salinity regime data are in good agreement with observations from Fleury and De-
schamps (2008), who carried out injection experiments with porous alumina ceramics and
CO2–bearing NaCl solutions (not at thermodynamic equilibrium) at high salt concentrations
ranging from 20–160 gL-1. This means, that solution conductivity decreases although additio-
nal ions are provided and a new conductivity contribution is generated. The explanation for
this behaviour is that – depending on salinity and the environmental conditions – either the
additional conductivity contribution from dissociated CO2 or the growing limitations for the
mobility of the salt component dominate the solution conductivity. To explain our observati-
ons in more detail we present a semi-analytical model in the following section, which is based
on Eq. 3.16.
Since the concentration around 0.58 g L-1 NaCl (0.01mol kg-1) at 15°C is in the transition
between the low- and high-salinity regime it is most sensitive to the presence of both processes.
To check whether the two regimes exist for salts with e.g. bivalent and or complex ions as well,
potassium chloride, magnesium sulfate and magnesium chloride solutions were investigated
at a molality of 0.01mol kg-1 and at 15°C (cf. Table 3.2). The results for all salts are plotted
together with the data for sodium chloride already shown in Fig. 3.10. It becomes obvious that
the general behaviour of a conductivity increase at low pressures changing into a conductivity
decrease at high pressures is present for all salt species. KCl and NaCl show almost identical
effects. Also the salts forming bivalent ions behave in a similar manner. Although the model
derived in the following section is valid only for NaCl solutions, analogue formulations can
probably be found for other salts and salt mixtures.
3.4.2 Model of the electrical pore water conductivity
A model approach for the electrical conductivity of a NaCl solution with CO2 in thermody-
namic equilibrium is now derived to explain and predict the observed two-regime behaviour.
The model is based on Eq. 3.16 and consideres two conductivity contributions (k = 2), one
originating from NaCl and one originating from CO2. We therefore express the electrical
conductivity of a NaCl solution bearing dissolved and dissociated CO2 as
σw = ΛNaClγNaClcNaCl + ΛCO2γCO2cCO2(dis) (3.20)
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Tab. 3.3: Parameters of the final model derived by least-squares inversion. See also Eqs 3.22 – 3.24.
Parameter Value
ΛCO2 6.285× 10−1 ·
(
T
To
−242.6
55.59
)
SLm-1g-1 a
g12 2.933× 10−2 ·
(
1− 7× 10−4 p
po
)
Lg-1 b
g21 2.623× 10−4 Lg-1
h12 1.066× 10−5 L2 g-2
h21 2.065× 10−3 L2 g-2
a With To=1K
b With po=1bar
with molar conductivities ΛNaCl and ΛCO2 and activity coefficients γNaCl and γCO2 . The
activity coefficients γNaCl and γCO2 should not be interpreted as activity coefficients in the
narrower chemical sense of the word. All processes contributing to the impediment of con-
duction are joined in these quantities. As described in Section 3.2.1 we solely consider the
first stage of dissociation. CO2 acts with a single conductivity contribution, therefore. Note
that, while bNaCl is constant throughout one experiment, the concentration cNaCl is pressure
and temperature dependent (cf. Eq. 3.5).
At the beginning of each experiment no CO2 is dissolved in the saline solution (cCO2 =
cCO2(dis) = 0). The conductivity of the initial solution σ
o
w may therefore be written as
σow = ΛNaClγ
o
NaClcNaCl (3.21)
where γoNaCl is the activity coefficient of the pure NaCl solution. The molar conductivity
of NaCl at infinite dilution ΛNaCl equals to 0.216 SLm-1g-1 at 25°C (Hamann and Vielstich,
1998). We assume that NaCl is fully dissociated (αNaCl = 1, cNaCl = cNaCl(dis)). We obtain
the normalized electrical conductivity σnormw , which is equivalent to the conductivity contrast
measured in the experiments (see Fig. 3.8), of a pore water influenced by dissolving and
dissociating CO2 by dividing Eq. 3.20 by Eq. 3.21:
σnormw =
σw
σow
=
(
ΛNaClγNaClcNaCl + ΛCO2γCO2cCO2(dis)
)
ΛNaClγoNaClcNaCl
(3.22)
Several quantities in this formulation are known, such as cNaCl, ΛNaCl and γoNaCl (cf. Fig.
3.3). Others may be computed with models from the literature, such as α and cCO2 and
therefore also cCO2(dis) (cf. Eq. 3.10 and Section 3.2.1). Remaining unknowns are ΛCO2 with its
temperature dependence and the activity coefficients γNaCl and γCO2 .
Many authors have investigated activity coefficients in mixed electrolyte solutions. Based
on the principles developed by Harned (1962), which where adapted, refined and enhanced
by many authors (e.g. Badarayani and Kumar, 2001; Robinson and Stokes, 2002), we choose
the following formulation for the activity coefficients (again in the logarithmized form):
ln(γNaCl) =ln(γoNaCl)− g12cCO2 − h12c2CO2 (3.23)
ln(γCO2) =ln(γ
o
CO2
)− g21cNaCl − h21c2NaCl . (3.24)
Hereby, the activity coefficient of component i is built from γoi (the activity coefficient
of a solution containing i only) and additional terms describing the influence of the other
component on the activity coefficient of i. The interaction parameters g12, g21, h12 and h21
are unknown. It is also important to point out that all dissolved CO2 (cCO2) contributes to
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Fig. 3.11: Deviation between measured data and prediction from the semi-analytical model (cf. Eqs 3.22,
3.23 and 3.24). The red line in the boxplot refers to the median. The upper and lower boundary of the blue
box relate to the 25 per cent and 75 per cent quartile, respectively. 90 per cent of the data lay within the
range of the black whiskers. Larger deviations are marked by red crosses.
γNaCl, not only the dissociated portion cCO2(dis) . This is in accordance with observations from
the literature, that also neutral molecules such as the solvent itself or not dissociated gases
interact with the charged species and may influence their activity (e.g. Hamann and Vielstich,
1998). We use the Debye-Hückel activity coefficient to describe γoCO2 (cf. Eq. 3.17). Note that
the ionic strength I in this case only includes the species of the first stage of the dissociation
of CO2 (cf. Eq. 3.6). The dielectric permittivity  depends on temperature and is computed
with the model from Fernández et al. (1995). The pressure dependence of  is negligible in
the pressure and temperature range considered in this study (Uematsu and Franck, 1980).
The remaining unknowns are determined by a regularized, iterative least-squares fitting3
(see Table 3.3). A data weighting is included. The data for 0.058, 0.582 and 57.27 gL-1 were
included in the inversion. This comes up to approximately 75 per cent of the whole data set.
The remaining 25 per cent of the data (0.006, 0.175 and 5.817 gL-1) served as control group.
In analogy to Worthington et al. (1990) the temperature dependence of ΛCO2 is assumed to
be linear with an unknown proportionality factor. Based on the observations a slight linear
dependence on pressure is introduced for g12, which is not part of the inversion and might be
due to the assumptions of Ostwald’s law (Eq. 3.9) being violated at high salinities.
The resulting model predictions are plotted as continuous lines in the subplots of Fig. 3.9.
The model predictions generally agree very well with the whole data set. The low- and high-
salinity regimes are covered and also the complex transition is represented correctly. For our
data set, the linear temperature dependence appears to be sufficient. The deviation between
predicted and measured data is addressed in Fig. 3.11. The left subplot of Fig. 3.11 shows the
percentage deviation of predicted from measured data. Colors denote salinity. The right-hand
side subplot contains a boxplot of these deviations. These plots show that 50 per cent of the
whole data set are explained with a deviation between −2.3 per cent and 1.3 per cent by our
model (see extension of the blue box in Fig. 3.11, right). At the same time 90 per cent of the
data set are explained with a deviation between −8.9 per cent and 5.2 per cent (see extension
of the whiskers in Fig. 3.11, right). Large deviations mainly occur at very low salinities (cf.
blue circles in Fig. 3.11). This is due to the unreliable salinity assignment.
3See also Appendix C.3.
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Tab. 3.4: Parameters of the empirical representation of conductivity contrast (cf. Eq. 3.25).
Parameter Value
q1 2.65× 10−1 gL-1
q2 −5.49× 10−4 gL-1K-1
q3 1.23× 10−3 gL-1MPa-1
q4 3.24× 100 MPa-1
q5 −7.74× 10−3 K-1MPa-1
q6 5.18× 10−1
q7 −1.25× 10−3 K-1
q8 3.28× 10−1 MPa-1
3.4.3 Application on pore water conductivity
The model described in the former section predicts our data very well and helps to understand
the fundamental processes, which lead to the two-regime behaviour of conductivity. However,
the application of the developed model requires the computation of many physico-chemical
quantities and their dependence on pressure, temperature and salinity. This effort might not be
feasible for the integration of our results into simulation studies or for monitoring applications.
Therefore, we additionally provide a purely empirical formulation for the conductivity contrast
σnormw , which allows to predict the in situ impact of CO2 based on the presented data with
information on formation salinity, temperature and pore pressure only4:
σnormw = 1 +
q1 + q2T + q3p
cNaCl
(1− exp [−(q4 + q5T )p])
− (q6 + q7T ) (1− exp [−q8p]) . (3.25)
The salinity cNaCl is in g L-1, temperature is in K and pressure is in MPa. The parameters qi
are purely empirical and bear no distinct physical or chemical meaning. The general structure
of this formulation includes two competing processes, which move towards an equilibrium for
high pressures, and is based on the empirical adaptation of Archie’s law given by Börner et al.
(2013).
The parameters qi are derived by an iterative least-squares inversion of the whole data set
(except for the 0.006 gL-1 data). Their values are documented in Table 3.4. In analogy to the
semi-analytical model we address the prediction quality of the empirical representation in Fig.
3.12. The empirical model explains our data even better than the physico-chemical one (Eq.
3.22). For 50 per cent of the data the prediction deviates within a range of −1.8 per cent to
2.1 per cent from the observations (see extension of the blue box in Fig. 3.12, right), for 94
per cent of the data the prediction lies within −4.5 per cent to 5.6 per cent (see extension of
the whiskers in Fig. 3.11, right). For the same reasons, which have been discussed before, the
prediction is worst for the very low salinity data.
3.5 Discussion
The findings of the presented laboratory investigation have several implications for both syn-
thetic studies and practical geophysics. First of all, they might have to be considered during
monitoring of a CO2 injection in deep saline aquifers (Börner et al., 2015b). When electroma-
gnetic methods are applied to monitor the CO2 content (SCO2 = 1− Sw; see Eq. 3.1) in the
pore space of a storage formation, changes in rock conductivity are associated with changes in
water saturation, e.g., by exploiting Archie’s law (see Eq. 3.1; Archie, 1942, holds for clay-free
4For further information on the empirical formulations for σnormw see Appendix C.1.
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Fig. 3.12: Deviation between measured data and the prediction from the empirical formulation (cf. Eq. 3.25).
The red line in the boxplot refers to the median. The upper and lower boundary of the blue box relate to the
25 per cent and 75 per cent quartile, respectively. 94 per cent of the data lay within the range of the black
whiskers. Larger deviations are marked by red crosses.
reservoirs). The effect of CO2 dissolution on this balancing and its dependence on pressure
and pore water salinity is demonstrated in Fig. 3.13 for a formation with a true CO2 content
of SCO2 = 0.3 and a saturation exponent equal to 2 at 15°C and 80°C. Figs 3.13 (a) and
3.13 (b) show the according normalized pore water conductivity (Eq. 3.22) and Figs 3.13 (c)
and 3.13 (d) show the percentage difference between the apparent CO2 content S
app
CO2 (where
the change of σw has not been accounted for) and the true CO2 content. In Figs 3.13 (c) and
3.13 (d) blue colors refer to an underestimation and red colors to an overestimation of CO2
content.
Potential storage formations are usually located at considerable depth, where pore water
salinity is high. For most CO2 storage sites, the high-salinity regime has to be assumed,
therefore. Consequently, when the conductivity decreasing impact of CO2 on the pore water
is not taken into account, the interpretation of changes in rock conductivity will yield an
overestimated CO2 saturation (see red colors in Figs 3.13 (c) and (d)). This systematic error
might result in an erroneous balancing of the free CO2 within the reservoir.
Another focus of monitoring applications is the safety of shallow ground water resources,
which are essential for drinking water supply. A robust and effective surveillance of laterally
wide spread areas may be realized with geophysical techniques. CO2 migration into shallow
ground water bodies would result in plumes of CO2 loaded ground water. How such a plume
appears in time-lapse electrical measurements strongly depends on the ion content of the
ground water. Our study shows, that for clean fresh water aquifers the low salinity regime
applies and a conductive anomaly may be expected. However, the transition towards the high
salinity regime already starts at rather moderate salinities (cf. Fig. 3.9 c). When the aquifer’s
salinity is in that range, a very complex anomaly may be caused by the migrating CO2. Small
local or temporal changes in temperature, pressure, salinity or leakage rate can change the
anomaly from a conductive to a resistive nature. As a worst case scenario, also a complete
masking of the CO2 leakage is possible. The environmental conditions and chemical properties
of the target aquifer have to be investigated most carefully before an electrical monitoring is
installed, therefore.
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(a) 3D plot of conductivity contrast due to CO2 dis-
solution and dissociation according to Eqs 3.22 – 3.24
vs. pressure and salinity at 15°C.
0
10
20
30 1.0
0.1
0.01
0.001
0.95
0.9
1.1
1.25
1.5
1.75
2
2.5
1.5
2.0
2.5
3.0
0.8
1.0
bNa
Cl
[m
ol/
kg]p [MPa]
σ
n
o
rm
w
[
]
(b) 3D plot of conductivity contrast due to CO2 dis-
solution and dissociation according to Eqs 3.22 – 3.24
vs. pressure and salinity at 80°C.
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Fig. 3.13: 3D Plots of conductivity contrast (top) and potential balancing error (bottom) for demonstration
of the necessity to take CO2 dissolution and dissociation into account. The true CO2 saturation SCO2 is 0.3
and the saturation exponent n is 2. The plane where no impact occurs (σnormw = 1 in the top figures and
(SappCO2 − SCO2)/SCO2 = 0 per cent in the bottom figures) is shown in transparent grey.
3.6 Conclusions
Our laboratory study shows that the reactive nature of CO2 in all physical states significantly
acts on the electrical conductivity of an aqueous salt solution. The physico-chemical interac-
tion appears in different manifestations depending mainly on the salinity of the solution but
also on temperature and pressure. It could be shown that the complex behaviour including a
low- and high-salinity regime originates in the conductivity increasing effect of CO2 dissocia-
tion, which is opposed by the conductivity decreasing effect of reduced ion activity caused by
the enhanced mutual impediment of all solutes.
We derive a semi-analytical formulation to predict these effects. To enable the implementa-
tion of our results in practice, we also provide an empirical relationship for the impact of CO2
on pore water conductivity, which only requires the knowledge of temperature, pressure and
salinity. Our findings are in accordance with the results from former studies. Though most
of the experiments were carried out using NaCl solutions, exemplary series of measurements
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with other salts indicate that a qualitatively comparable behaviour may be expected for other
salt solutes as well.
Applications of our results are the reliable interpretation of electrical rock conductivity in
terms of CO2 saturation and a detailed understanding of the complex electrical anomalies,
which might occur during leakage detection. Further investigations should aim at testing
mixed electrolytes containing several salt components. This is important, since mixtures do
not necessarily act in the same way as single electrolytes. The interaction between the different
salt ion species adds new degrees of freedom to the activity of all components. Furthermore,
the knowledge about the interaction between the mobile phases now allows more detailed and
specific investigations of the process of injection of CO2 into water bearing porous media.
A study on the spectral electrical properties of the three-phase system rock matrix/pore
water/CO2 at elevated pressure and temperature will follow the presented survey.
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Glossary
B magnetic induction in frequency domain
b molality
c concentration
D electric displacement in frequency domain
DS cation mobility in Stern layer
d0 grain diameter
E electric field in frequency domain
e elementary charge
F formation factor (Archie, 1942)
f frequency
H magnetic field in frequency domain
i imaginary unit
J current density
K equilibrium constant
k saturation exponent of interface conductivity
l proportionality factor of interface conductivity
m cementation exponent (Archie, 1942), mass
n saturation exponent (Archie, 1942)
p pressure
pH pH-value
Sm specific surface area (with regard to mass)
Spor specific surface area (with regard to pore volume)
Sw saturation
T temperature
X change in inner surface area
β cation mobility
Γ total density of exchange sites
γ activity coefficient
 permittivity
Λ limiting molar conductivity
µ magnetic permeability
ν chargeability
ρ electrical resistivity
ρe electric charge density
ΣH+ proton contribution to the imaginary part of conductivity
σ electrical conductivity
σw pore water conductivity
σnormw CO2 correction factor for pore water conductivity
σifw CO2 correction factor for interface conductivity
τ relaxation time
φ phase angle
Φ porosity
ω angular frequency
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Abstract
The spectral complex conductivity of a water-bearing sand during interaction with carbon di-
oxide (CO2) is influenced by multiple, simultaneous processes. These processes include partial
saturation due to the replacement of conductive pore water with CO2 and chemical inter-
action of the reactive CO2 with the bulk fluid and the grain-water interface. We present a
laboratory study on the spectral complex conductivity of water-bearing sands during exposure
to and flow-through by CO2. Conductivity spectra were measured successfully at pressures
up to 30MPa and 80°C during active flow and at steady-state conditions concentrating on
the frequency range between 0.0014 and 100Hz. The frequency range between 0.1 and 100Hz
turned out to be most indicative for potential monitoring applications.
The presented data show that the impact of CO2 on the electrolytic conductivity may be
covered by an extension, which depends on salinity, pressure and temperature and has been
derived from earlier investigations of the pore-water phase. The new data covering the three-
phase system CO2-brine-sand further show that chemical interaction causes a reduction of
interface conductivity by almost 20 per cent, which could be related to the low pH-value in
the acidic environment due to CO2 dissolution and dissociation.
The quantification of the total CO2 effect may be used as a correction during monitoring
of a sequestration in terms of saturation. We show that this leads to a correct reconstruction
of fluid saturation from electrical measurements. In addition, an indicator for changes of
the inner surface area, which is related to mineral dissolution or precipitation processes,
can be computed from the imaginary part of conductivity. The low frequency range between
0.0014 and 0.1Hz shows additional characteristics, which deviate from the behaviour at higher
frequencies. A Debye decomposition approach is applied to isolate the feature dominating the
data at low frequencies.
We conclude from our study that electrical conductivity is not only a highly sensitive
indicator for CO2 saturation in pore space. When it is measured in its full spectral and
complex form it contains additional information on the chemical state of the system, which
holds the potential of getting access to both saturation and interface properties with one
monitoring method.
4.1 Introduction
Electrical conductivity is known to be highly sensitive to changes in the pore filling of a
rock and, consequently, electromagnetic methods are a promising approach for a non-invasive
monitoring of geotechnologies such as carbon dioxide (CO2) sequestration but also deep geo-
thermal energy. The key of every electromagnetic monitoring is the knowledge of how the
measured physical quantities relate to the desired reservoir parameters (e.g. porosity, gas sa-
turation, pore water composition, hydraulic permeability, mineral dissolution/precipitation
processes). It is the task of petrophysical investigations to reveal these relationships and to
provide models for the direct and robust derivation of reservoir characteristics from geophy-
sical measurements.
The first and most fundamental petrophysical relationship between reservoir properties and
electrical measurements is Archie’s law, which describes the electrolytic conduction with a di-
rect proportionality between electrical conductivity and the conductivity of the pore-filling
fluid (Archie, 1942). Especially at low salinities or significant clay content, a second conduc-
tion mechanism has been observed, which is not covered by Archie’s law. This conduction is
associated with the grain-water interface and additionally contributes to rock conductivity
(Waxman and Smits, 1968; Rink and Schopper, 1974). E.g., Vinegar and Waxman (1984)
showed, that interface conductivity in shaly sands has a polarization component as well and
the electrical rock conductivity is, therefore, a complex and frequency-dependent quantity.
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Numerous studies have investigated the impact of different parameters on electrolytic and
interface conductivity. Theoretical and experimental contributions are concerned with the
origins and dependencies of polarization in porous media (e.g. Dissado and Hill, 1984; Olhoeft,
1985; Börner and Schön, 1991; Revil and Glover, 1997; Weller et al., 2010). The factor which
most strongly influences rock conductivity is water saturation (Archie, 1942; Vinegar and
Waxman, 1984). Salinity is an important factor as well since the ion content of naturally
occurring pore fluids varies strongly (Revil and Skold, 2011; Weller and Slater, 2012; Weller
et al., 2015). Interface conductivity is also known to be influenced by the pH of the pore water
since the proton supply changes the properties of the interface layer (Skold et al., 2011).
Other studies extend the focus to the full frequency dependence of complex conductivity.
Vinegar and Waxman (1984) show data for the frequency range between 1 and 1 kHz. Olhoeft
(1985) presents spectra for different rock types and frequencies ranging from 1e-3 to 1e6Hz.
More recent studies show data for wide frequency ranges and address the derivation of pore
space characteristics from SIP (e.g. Leroy et al., 2008; Nordsiek and Weller, 2008). Measure-
ments at different pressure levels were presented by Zisser et al. (2010) for frequencies above
1 kHz.
The presence of a reactive gas such as CO2 in pore space gives rise to several processes, which
change multiple system parameters at the same time. Basically, CO2 acts on the electrical
rock conductivity in three ways (Börner et al., 2013):
1. CO2 partially replaces the pore water and consequently reduces the water saturation.
2. CO2 chemically interacts with the pore water by dissolution and dissociation.
3. CO2 interacts with the grain surfaces by mineral dissolution and/or precipitation.
Although the partial saturation dominates the overall conductivity, the chemical interactions
are important to understand and to quantify when electrical measurements are used as moni-
toring methods. The impact of CO2 dissolution and dissociation on pore water conductivity
has been shown to be a superposition of an increased ion supply on the one hand and a decre-
ased ion mobility on the other hand (Börner et al., 2015a). This effect has to be expected to
act on both electrolytic and interface conductivity. Since CO2 is an acidifying agent an effect
caused by the low-pH environment is also probable.
All existing investigations are restricted to the real part of conductivity so far. Limited
information is available about the effect of chemical interaction on interface conductivity.
Measurements on sandstone cores before and after treatment with supercritical CO2 for the
frequency range between 400 and 1e6Hz by Nover et al. (2013) indicate that complex con-
ductivity is sensitive to changes caused by CO2. To our knowledge no measurements exist for
the complex conductivity under in-situ conditions and the influence of CO2. However, such
data are important to evaluate the possibilities for electromagnetic monitoring techniques.
It remains to motivate why we investigate the sand-brine-CO2 system with measurements
of the spectral complex conductivity. Measuring complex conductivity provides information
on both electrolytic and interface conductivity and therefore holds the potential to reveal
more details about the CO2 - rock interaction then the basic direct-current measurement.
E.g., besides the water saturation, which should be recovered by an electrical monitoring, we
can additionally get access to the chemical interaction between CO2 and the mineral matrix
due to the sensitivity of interface conduction to the properties of the grain-water-interface.
We consequently present a laboratory study of the spectral complex electrical conductivity
of sand samples containing pore waters of varying salinity representing reservoir conditions
down to 3000 depth. Static conditions and drainage by an active CO2 flow are investigated
at different pressures, temperatures and pore water salinities. Thereby, we are concerned to
address how stable complex conductivity may be measured under the challenging conditions,
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how the chemical interaction manifests itself in changes of the complex conductivity, and how
measurements of complex conductivity under reservoir conditions may be utilized to monitor
both fluid saturation and alterations of the grain-water interface.
4.2 Theory
4.2.1 Frequency-dependent complex conductivity
Measurements of the frequency-dependent complex conductivity, also known as spectral indu-
ced polarization (SIP), use a harmonic alternating current of distinct frequencies. The formu-
lations for SIP are consequently derived from Maxwell’s equations in the frequency domain
(Nabighian, 1989)
∇×E(ω) = −iωB(ω) (4.1)
∇×H(ω) = Jtot(ω) (4.2)
∇ ·D(ω) = ρe (4.3)
∇ ·B(ω) = 0 , (4.4)
where E is the electric field, B the magnetic induction, H the magnetic field, and D
the electric displacement. ω denotes angular frequency, which relates to the frequency f by
ω = 2pif , and i is the imaginary unit. ρe refers to the electric charge density and Jtot denotes
the total current density. Following Eq. 4.2, Jtot is
Jtot(ω) = Jcon(ω) + iωD(ω) , (4.5)
where Jcon refers to ohmic conduction and iωD(ω) refers to the displacement component of
Jtot. Within isotropic and linear media the electromagnetic quantities are connected through
the constitutive relations
B(ω) = µH(ω) (4.6)
D(ω) = ˆ∗E(ω) (4.7)
Jcon(ω) = σˆ
∗E(ω) , (4.8)
where µ is the magnetic permeability, which is not relevant for this study. ˆ∗ and σˆ∗ denote
dielectric permittivity and electrical conductivity, respectively. Both are complex functions
(denoted with asterisk), which depend on the angular frequency (e.g. Olhoeft, 1979):
ˆ∗(ω) = ˆ′(ω)− iˆ′′(ω) (4.9)
σˆ∗(ω) = σˆ′(ω) + iσˆ′′(ω) . (4.10)
Primed parameters refer to the real part and double primed parameters refer to the imagi-
nary part of the complex quantity. The constitutive relations 4.7 and 4.8 may be utilized so
4.5 becomes
Jtot(ω) = σˆ
∗E + iωˆ∗E (4.11)
Generally, the real (i.e. in-phase) part of Eq. 4.11 is the conduction component of the
total current density, whereas the imaginary (i.e. quadrature) part is associated with its
displacement component. If we consider the complex nature of permittivity and conductivity,
Eq. 4.11 extends to
Jtot(ω) = ((σˆ
′ + ωˆ′′) + i(σˆ′′ + ωˆ′))E . (4.12)
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When general earth media are considered, dielectric permittivity can be included in the
definition of effective conductivity σ∗, therefore (Nabighian, 1989)
Jtot(ω) = σ
∗E = (σ′ + iσ′′)E . (4.13)
In the exact same manner conductivity could be absorbed into permittivity. Both formu-
lations are equivalent to one another. Effective conductivity and effective permittivity are
related via
σ∗ = iω∗ . (4.14)
Calculations and measurements presented in this work are based on the formulations for
effective conductivity σ∗, which may be considered as the transfer function between the applied
current density and the measured electric field. σ∗ contains information about both conduction
and polarization processes. Due to the low conductivity and multiple conduction mechanisms
within real rocks it is not possible to separate the contributions although the contribution
from σˆ∗ will dominate at low frequencies (Olhoeft, 1979). σ∗ relates to the magnitude |σ∗|
and the phase angle ϕ, thus
σ∗(ω) = |σ∗| eiϕ (4.15)
with |σ∗| = √(σ′)2 + (σ′′)2 and tan(ϕ) = σ′′/σ′. Complex conductivity is related to complex
resistivity by ρ∗ = 1/σ∗.
4.2.2 σ∗ of water-bearing clean sands
Full saturation
Numerous mechanisms contribute to σ∗ in a clean, water-saturated siliceous porous medium.
In the frequency range from 1mHz to 1 kHz, which is the focus of this study, the effective
conductivity may be described by (modified from Vinegar and Waxman, 1984):
σ∗(ω) = σel + σ∗if(ω) + σ
∗
hf(ω) , (4.16)
where σel denotes electrolytic conduction, σ∗if is interface conduction, and σ
∗
hf includes high
frequency effects.
Electrolytic conduction σel takes place in the free and interconnected pore water phase.
This is a purely ohmic and therefore real and frequency-independent conduction caused by
the migration of ions in an electric field. It is directly proportional to the electric conductivity
of the pore water σw and typically described by Archie’s law (Archie, 1942):
σel(T, c) =
1
F
σw(T, c) = Φ
mσw(T, c) (4.17)
where F = 1/Φm is the formation factor, Φ is porosity and m is the cementation exponent,
respectively. Since σw depends on temperature T and the concentration c of dissociated salts,
σel depends on T and c as well.
Interface conduction σ∗if occurs at the grain - water boundary. Caused by the specific struc-
ture of the silica surface, an interface layer (described by electrical double (EDL) or triple layer
models) is formed (e.g. Rink and Schopper, 1974; Sharma and Yen, 1984; Revil and Glover,
1997; Duval et al., 2002; Leroy et al., 2008). The silica surface develops a negative surface
charge when in contact with water. To balance this surface charge cations from the electrolyte
accumulate at the interface. When an electric field is applied the layer of reduced cation mo-
bility causes a cation barrier at the pore throats. This diffusion-controlled polarization adds
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a frequency-dependent real and imaginary part to conductivity:
σ∗if(ω, T, c) = σ
′
if(ω, T, c) + iσ
′′
if(ω, T, c) (4.18)
Just like σel, σ∗if shows dependencies on temperature and salinity although in a much weaker
form. σ′if and σ
′′
if are widely considered to be linearly related, since they originate from the
same mechanism (Börner, 1992; Revil and Skold, 2011; Weller and Slater, 2012):
σ′′if = lσ
′
if (4.19)
where l is considered salinity-independent and varies between approximately 0.01 and 0.15
depending on the rock type. In addition to the increasing relevance of the contribution from ˆ∗
(cf. Eqs 4.9 and 4.12) strong conductivity contributions may appear at high frequencies, which
originate from different polarization and electronic coupling mechanisms (e.g. Wagner, 1914;
Olhoeft, 1985; Leroy et al., 2008). These effects are summarized in σ∗hf. Since we investigate
the very low frequency range we do not consider σ∗hf in the following but concentrate on σel and
σif. Consequently, the imaginary part of any measured effective conductivity solely contains
contributions originating from σ∗if:
σ′′(ω, T, c) = σ′′if(ω, T, c) . (4.20)
As long as the pore space geometry remains the same, σel and σif do not depend on pressure.
A slight pressure dependence is included in c due to the compressibility of the fluid.
Partial saturation
Both real and imaginary part of conductivity depend on saturation (Vinegar and Waxman,
1984). Since electrolytic conduction is a volume effect it is affected the strongest by a reduction
of water saturation. The dependence is given by Archie (1942) and is introduced in Eq. 4.17
σel(T, c, Sw) =
1
F
Snwσw , (4.21)
where Sw refers to water saturation and n is the saturation exponent. The interface con-
ductivity σ∗if also depends on saturation although less dominantly than the electrolytic contri-
bution (e.g. Waxman and Smits, 1968; Vinegar and Waxman, 1984; Ulrich and Slater, 2004;
Breede et al., 2012):
σ∗if(T, c, Sw) = S
k
wσ
∗
if,Sw=1 . (4.22)
Here, σ∗if,Sw=1 is the interface conductivity at full saturation and k denotes the true satura-
tion exponent of the imaginary part of conductivity. Note that k < n. Usually, k is determined
by evaluating σ′′ (see e.g. Vinegar and Waxman, 1984; Ulrich and Slater, 2004). Applying the
same saturation exponent to both σ′if and σ
′′
if is not necessarily correct but proved to be a
working assumption (Vinegar and Waxman, 1984).
So far, no dependence on frequency is included in the formulations. Eqs 4.21 and 4.22 are
supposed to be valid in the approximate frequency range from 1 - 1 kHz (Vinegar andWaxman,
1984). Few full spectra have been published for partially saturated sands. The general decrease
of σ′′ with decreasing saturation is mostly found for the whole frequency range (Ulrich and
Slater, 2004). Some exceptions at low frequencies are documented, where σ′′ increases at high
saturation and then decreases as drainage proceeds (Breede et al., 2012).
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connate interface water
free pore water
free CO2
(no flow)
free CO2
(during flow)
grain EDL
Stern
layerdiffuse layer
1
A free CO2 phase partly replaces the
pore water. The phase distribution in
pore space varies between active flow
and no-flow conditions and depends on
pore space characteristics, wettability
and interfacial tension.
2 CO2 dissolves in the pore water andforms uncharged aqueous complexes.
3
A small portion of the dissolved CO2
reacts to carbonic acid and dissociates
in a two-stage dissociation. Additional
charge carriers are formed.
4 The dissociation of carbonic acid cau-ses a decrease in pH.
5
In case of a reactive rock matrix mi-
neral dissolution and / or precipitati-
on can cause a roughening of the grain
surfaces.
6
The changed ion content and pH of the
pore water influence the properties of
the electrical double layer (EDL) for-
ming at the grain-water interface.
Fig. 4.1: Schematic representation of the processes acting on the electrical properties of a water-bearing
porous medium during exposure to carbon dioxide. EDL is short for electric double layer.
Salinity and pH
For the electrolytic conductivity, changes in salinity and pH are reflected in pore water con-
ductivity σw and are therefore already included in Eqs 4.17 and 4.21. The salinity dependence
of σ′if is very difficult to determine experimentally due to the dominating σel at high salinities.
Usually it is assumed to be directly proportional to σ′′if (Revil and Skold, 2011).
Numerous publications deal with the behaviour of σ′′if at varying salinity. Generally, an
increase in salinity (and therefore in σw) results in a change in surface speciation and a
reduced thickness of the electrical double layer (Debye and Hückel, 1923a; Schön, 1996; Revil
and Glover, 1997; Schön, 2011). Due to the capacitive nature of the EDL this effect increases
the capacitance of the interface layer, which causes an overall increase of σ′′if. Since this increase
is much weaker than the strong increase of σw with increasing salinity, the phase shift decreases
with increasing salinity (cf. Eq. 4.15 and definitions there).
The increase of σ′′if with salinity has widely been observed experimentally and described by
both empirical and mechanistic models (Waxman and Smits, 1968; Revil and Glover, 1997;
Revil and Skold, 2011; Weller and Slater, 2012). For NaCl solutions Revil and Skold (2011)
derived the following equation based on considerations regarding the occurrence of surface
species on the quartz - electrolyte interface, which has been extended by Skold et al. (2011):
σ′′if =
(
F − 1
2doF
)(
eβΓKcNaCl
10-pH +KcNaCl
+ ΣH+
)
(4.23)
where F is the formation factor, e is the elementary charge, β is the cation mobility in the
pore water, Γ is the total density of exchange sites at the grain surface and do is the grain
diameter. Furthermore, K denotes the equilibrium constant for the sorption of the cations to
the quartz surface, cNaCl is the concentration of the electrolyte and pH denotes the pH-value
of the pore water. The extension ΣH+ describes a proton conduction mechanism, which seems
to become important at low salinities and low pH (Skold et al., 2011). Following Weller and
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Slater (2012), Eq. 4.23 is generally equivalent to the simplified formulation
σ′′if = as
σw
10-pHbs + σw
+ cs , (4.24)
where as, bs and cs are either fitting parameters or directly relate to the geometry, mobility
and sorption properties from Eq. 4.23.
For numerous samples a decrease in σ′′if with increasing salinity has been observed at very
high salinities (σw > 1Sm-1). This decrease is associated with a decrease in ion mobility at
high salinities. An extension of the model in Eq. 4.23 has recently been suggested by Weller
et al. (2015).
Very few data and models are available for the impact of pH on σ′′if. It is known from
investigations of the surface speciation that the negative net surface charge, which is present
at neutral pH due to an excess of >SiO- groups at the silica surface, is diminished with
decreasing pH and is replaced by a positive net surface charge originating from the then
dominating >SiOH2+ groups (Duval et al., 2002). The isoelectric point, where the net charge
of the silica surface equals to zero, is approximately located at a pH of 2.5 for a quartz - NaCl
system (Skold et al., 2011). The decreased surface charge at low pH-values is supposed to
result in a decreased σ′′if as the EDL is weakened. First data presented by Skold et al. (2011)
confirms this model conception.
The model given in Eqs 4.23 and 4.24 includes a pH-dependence and is valid in this form
for pH-values ranging from 5 to 8 (Revil and Skold, 2011). The contribution from ΣH+ and
an additional contribution from the anions (ΣCl-) are required to explain data at very low pH
and below the isoelectric point. As already mentioned for the impact of partial saturation,
information on the frequency dependence of salinity and pH effects is rare or non-existent.
According to Weller and Slater (2012), the available relationships should hold for a moderate
frequency range around 1Hz due to the generally weak frequency dependence of sands and
sandstones.
Impact of CO2
A free CO2 phase is non-conducting as well as both colourless and odourless at normal conditi-
ons (25°C, 0.1MPa). It enters the supercritical state when the critical temperature of 30.98°C
and the critical pressure of 7.377MPa are exceeded (Fig. 4.7; Span and Wagner, 1996). These
conditions correspond to approximately 800m depth, where carbon dioxide storage conse-
quently becomes feasible (IPCC, 2005; Marini, 2007). In supercritical state, CO2 bears a high
density (731.7 kgm-3 at 30MPa and 80°C) whereas its viscosity is still gas-like (4.55e-5Pa s
at 30MPa and 80°C). Besides the specific density-viscosity combination, supercritical CO2
shows solvent properties and sorption affinity (e.g. Raveendran et al., 2005).
The strongest impact on σ∗ is caused by the free and non-conducting CO2 phase in pore
space (shown by Börner et al., 2013, for σ′, process 1 in Fig. 4.1). In the system of quartz,
water and CO2, water is the wetting, CO2 the non-wetting phase. However, with increasing
pressure and temperature the strength of the water-wettability decreases leaving the system
only weakly water-wet at supercritical conditions, which is supposed to have great impact
on storage efficiency (Sarmadivaleh et al., 2015). At the same time, the interfacial tension
between water and CO2 strongly decreases (Sarmadivaleh et al., 2015). Consequently, the
maximum CO2 saturation in pore space is expected to decrease with increasing pressure and
temperature.
In contrast to systems with air, oil or natural gas as non-conducting phase, CO2 massively
dissolves in the pore water and forms electrically neutral aqueous complexes (Li and Duan,
2007, process 2 in Fig. 4.1). How much CO2 dissolves in a specific pore water at thermodynamic
equilibrium depends on pressure, temperature and salinity (e.g. Duan et al., 2006). A small
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Fig. 4.2: Bulk fluid CO2 correction term σnormw and CO2 correction term for interface conductivity σnormif vs.
pore water salinity in terms of molality bNaCl at 5MPa and 25°C. σnormw has been computed with Eq. 4.28,
σnormif is predicted from Eq. 4.24 using the characteristics of the sand (cf. Table 4.1), σ
norm
w , and assuming an
initial pH of 6.5.
fraction of the dissolved CO2 forms carbonic acid (H2CO3), which dissociates due to its
instability in the following two-stage dissociation:
CO2(aq) + H2O −−⇀↽− H+ + HCO −3 (4.25)
HCO −3 −−⇀↽− H+ + CO 2−3 . (4.26)
This process adds charge carriers to the pore water (process 3 in Fig. 4.1). The formation
and dissociation of carbonic acid (Eqs 4.25 and 4.26) cause a decrease in pH of the pore water
(process 4 in Fig. 4.1). For the pressure and temperature range investigated experimentally in
the following (2 - 30MPa, 15 - 80°C) the software PHREEQC (Parkhurst and Appelo, 1999),
used with the approach described by Börner et al. (2013), predicts a pH ranging from 2.8 to
3.3, which is close to the isoelectric point (cf. Section 4.2.2). Experimental data measured with
Raman spectroscopy indicate, that pH-values predicted by geochemical modelling software are
too low, especially at high salinities (Schaef et al., 2003). We consequently assume, that the
experimental data presented in the following is fully in the range of negative net surface
charge.
The impact of dissolution and dissociation on pore water conductivity in the absence of a
silica matrix has been studied by Börner et al. (2015a) and may be described by an extension
of Eq. 4.21:
σel(p, T, cNaCl, cCO2, Sw) =
1
F
Snwσ
norm
w σw . (4.27)
The dimensionless σnormw characterizes the change in pore water conductivity due to CO2
dissolution and dissociation and depends on pressure, temperature and salinity cNaCl (red curve
in Fig. 4.2). Note that the amount of dissolved and dissociated CO2 (cCO2) is determined by
the pressure-temperature-salinity combination at the thermodynamic equilibrium. Depending
mainly on salinity, the dissolution and dissociation of CO2 either results in an increase in σw
due to the additional charge carriers provided to the solution (“low-salinity regime“, σnormw > 1)
or in a decrease of σw due to a decreased mobility of the soluted species (“high-salinity regime“,
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σnormw < 1). The contrast in σw caused by CO2 in thermodynamic equilibrium is given by:
σnormw (p, T, cNaCl) =
σw,CO2
σw
=
(ΛNaClγNaClcNaCl + ΛCO2,disγCO2,discCO2,dis)
ΛNaClγoNaClcNaCl
(4.28)
where σw,CO2 is the pore water conductivity with CO2, ΛNaCl and ΛCO2,dis denote the molar
conductivities at infinite dilution of NaCl and dissociated CO2, respectively. Furthermore,
cNaCl and cCO2,dis refer to the concentrations of NaCl and dissociated CO2. γNaCl and γCO2,dis
reflect the inter-species interactions (for details, see Börner et al., 2015a). Note that σnormw
fundamentally characterizes the change of the aqueous phase in the presence of CO2. σnormw
has to be expected to be present in interface conductivity as well due to the dependence of
σ∗if on σw (cf. Eq. 4.24).
As shown above, changes in pH and ion content have an impact on σ′′. Consequently,
changes in the imaginary part of conductivity have to be expected during the interaction with
CO2. No data is available for the impact of CO2 on σ∗if. By analogy with Eq. 4.27 an extension
of Eq. 4.22 may be postulated:
σ∗if(p, T, cNaCl, cCO2, Sw) = S
k
wσ
norm
if σ
∗
if,Sw=1 (4.29)
where σnormif reflects the impact of CO2 on the interface conductivity. σ
norm
if is dimensionless
and can generally depend on pressure, temperature, salinity, pH and mineral composition. Fig.
4.2 shows the expected behaviour of σnormif at 5MPa and 25°C (blue curve). The estimate is
based on Eq. 4.24, the characteristics of the sand used later on (cf. Table 4.1), and computed
pH-values. Note that σnormw (red curve) is included to adapt σw to the presence of CO2.
Fig. 4.2 clearly demonstrates that the decrease in pH due to CO2 is expected to dominate the
behaviour of σ′′. The influence of σnormw is reduced due to σw appearing in both numerator and
denominator. Consequently, although the specific slope of σnormif depends on the considered
rock, we expect σnormif to be generally smaller than one and to show no clear correlation with
σnormw .
The low pH environment can give rise to dissolution and precipitation reactions at the grain
surfaces (Wigand et al., 2008, processes 5 and 6 in Fig. 4.1). Such processes will generally
roughen the grain surfaces and thereby act on σ′′, which is directly related to the inner surface
area Spor (Börner and Schön, 1991; Weller and Slater, 2012). We can describe this effect by
σ∗if(p, T, cNaCl, cCO2, Sw) = S
k
wXσ
norm
if σ
∗
if,Sw=1 (4.30)
where the dimensionless X describes the change in inner surface area due to mineral disso-
lution and precipitation. X would be expected to be larger than one in case of a reactive rock
matrix since Spor increases. In the case of pure quartz sand, we do not expect any changes
of the inner surface area. X should therefore remain equal to one. In summary, we expect σ′
and σ′′ to act in accordance with the following relationships:
σ′ =
1
F
Snwσ
norm
w σw + S
k
wXσ
norm
if σ
′
if,Sw=1 (4.31)
σ′′ = SkwXσ
norm
if σ
′′
if,Sw=1 . (4.32)
The special challenge of the experiments presented later on is that all processes, effects
and dependencies described above occur simultaneously. The effects on SIP due to changes
in saturation, ion content and pH cannot be separated during the experimental injection.
Quantifying Sw and X would be the central aim of a monitoring with complex conductivity
measurements. This should be possible if the undisturbed rock properties and the CO2-effect
in terms of σnormw and σnormif are known.
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with Eqs 4.27 and 4.29 without CO2 (blue) and with CO2 presence (red). The properties from Table 4.1 were
used.
4.2.3 Debye decomposition
One way of accessing the frequency dependent conductivity in terms of pore space charac-
teristics is the Debye decomposition approach (Nordsiek and Weller, 2008). The complex
resistivity spectrum is represented by a series of Debye relaxations:
ρ∗(ω) =
1
σ∗(ω)
=
1
σ0
(
1−
∑
`
ν`
(
1− 1
1 + iωτ`
))
(4.33)
with a direct current conductivity σ0, relaxation time τ and chargeability ν. Each relaxation
time τ` contributes with a peak whose magnitude is controlled by ν` at a constant frequency
to the conductivity spectrum:
fpeak` =
1
2piτ`
. (4.34)
Nordsiek and Weller (2008) propose the total normalized chargeability
∑
νnorm and the
mean relaxation time τ¯ as indicative parameters to characterize a whole spectrum:∑
νnorm = σ0
∑
`
ν` (4.35)
τ¯ = exp
(∑
` (ν`lnτ`)∑
` ν`
)
(4.36)
Basically, the Debye decomposition is a transformation of the spectral data. The transfor-
mation helps to identify the dominant relaxation times, which can sometimes be related to
pore space characteristics. For example, Leroy et al. (2008) deduce for a theoretical porous
medium consisting of spherical grains of constant diameter d0:
τ0 =
d20
2DS
, (4.37)
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Tab. 4.1: Characteristics of the sand used for the experiments.5
grain and pore space properties
porosity Φ 0.41±0.05
median grain diameter 185.0µm
specific surface area
Sm
[1] 0.61±0.08m2g-1
Spor
[2] 2.3µm-1
median pore-throat diameter[3] 53.8µm
electrical properties
formation factor F 3.27±0.28
σ′if,Sw=1 at 25°C
[4] 7·10-4±2·10-4 Sm-1
σ′′if,Sw=1 at 25°C, 0.003M NaCl 3·10-5±1·10-5 Sm-1
n 1.866±0.08
k 0.62±0.07
[1] From repeated BET analysis.
[2] Spor =
1−Φ
Φ
dsSm with matrix density ds=2.65 g cm-3
[3] From mercury intrusion porosimetry.
[4] From separate multi-salinity measurements.
where DS is the cation mobility in the Stern layer. Empirical relationships between τ and∑
νnorm on the one hand and Spor and dominant pore throat diameters on the other hand are,
e.g., given by Scott and Barker (2005) for some sandstones. These relationships are usually
very individual for specific rocks or formations and difficult to generalize. Additionally, it is
known that dominant relaxations may also be caused by chemical reactions. Olhoeft (1985),
e.g., shows the impact of redox reactions on σ∗ as phase maxima.
Besides the pore space characteristics,
∑
νnorm also reflects saturation changes and the
chemical behaviour of CO2. In order to demonstrate this, Fig. 4.3 shows the theoretical de-
pendence of
∑
νnorm on water saturation when a single relaxation (` = 1) at f = fpeak is
considered. It is assumed that σ∗ acts in accordance with Eqs 4.27 and 4.29. The blue curve
shows the behaviour when no CO2 is present (σnormw = σnormif = 1). The red curve shows the
behaviour with CO2 assuming σnormif is constant and < 1. Note that due to the normalization
νnorm is independent from σw. From Fig. 4.3 we expect decreasing normalized chargeabilities
due to drainage. An additional offset may be expected when CO2 comes into play.
4.3 Materials and methods
4.3.1 Materials
A clean quartz sand served as unconsolidated rock matrix for all experiments presented in this
study because sand is the most controllable natural rock available. It is well determined in
terms of grain size, porosity, pore space geometry and mineral content. We therefore are able
to use homogeneous samples with repeatable properties. Selected characteristics of the sample
material are summarized in Table 4.1. The sample material is a natural clean quartz sand
which has experienced only moderate geological transport and displacement (see also Fig.
4.4a). It shows a typical narrow and monodisperse grain size distribution with a median grain
diameter of 185µm and a median pore throat diameter of ca. 54µm. The true saturation
exponent, the real part of the interface conductivity and the saturation exponent of the
5For details on the grain size distribution (Fig. C.1, left), the distribution of pore-throat diameters (Fig. C.1,
right), the multi-salinity measurements (Fig. C.2) and the determination of both the real and imaginary
part saturation exponents (Fig. C.3 and C.4, respectively) see Appendix C.2.
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Fig. 4.4: Secondary electron microscope (SEM) pictures of two quartz grains before (top) and after (bottom)
CO2 exposure. No changes in surface roughness occur. 6
imaginary part of conductivity have been derived independently at normal conditions without
CO2 influence. Measurements of the inner surface area of the sand before and after CO2
exposure match within the measurement uncertainties (Sm after exposure to supercritical
CO2 is 0.5±0.07m2 g-1, which corresponds to an Spor of 1.9µm-1). The visual assessment of
secondary electron microscope (SEM) images of the grain surfaces further proves that no
alteration of surface roughness takes place during the presented experiments, which would act
on σ′′ (cf. Fig. 4.1, Fig. 4.4). It can consequently be concluded that changes of σ′′ are due to
saturation changes or the reactive nature of CO2.
For all experiment dry, 99.5% pure CO2 was used. Sodium chloride solutions were set up
from deionized water and cross-checked with an independent conductivity measurement.
4.3.2 Experimental set-up
The experimental set-up shown in Fig. 4.5 was used for all experiments presented in this
study. The setup is based on the apparatus described by Börner et al. (2013) and Börner et al.
(2015a) and now equipped with a self-designed measuring cell for flow-through experiments
and simultaneous electrical measurement. A stable temperature is ensured by a hot air cabinet.
Pressure is controlled with a two-staged feed pressure regulation. The autoclave (Fig. 4.6,
right) can operate at maximum pressures of 40MPa and at a maximum temperature of 80°C.
Pressure may be measured and controlled at the inlet (top of the autoclave) and the outlet
(bottom right of the autoclave), thereby introducing a pressure gradient at arbitrary mean
pressure if required. The accuracy of the pressure measurement is ±0.1MPa in the operating
range (equals 0.25% of the measuring span).
The measuring cell is fixed tightly to the autoclave by means of a thread. The interface
between autoclave and measuring cell is sealed by an O-ring. Any CO2 flow is thereby forced to
pass through the sample holder. The measuring cell shown in Fig. 4.6 holds an unconsolidated
rock sample of ca. 0.42 L volume and is made of polyvinyl chloride (PVC). The cell consists
out of 8 segments. The bottom and top covers are permeable filter plates to allow for flow
through the sample. The cell bottom is furthermore equipped with a polytetrafluoroethylene
(PTFE) membrane, which prevents untimely drainage as it only becomes permeable when a
threshold pressure gradient is exceeded. Current for the measurements of the spectral complex
conductivity is supplied by platinized platinum wire mesh electrodes at the top and bottom of
6For additional SEM pictures see Appendix C.2.4.
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Fig. 4.5: Scheme of the laboratory set-up used for the experiments.
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Fig. 4.6: Photograph and schematic drawing of the measuring cell (left and center) and CAD drawing of the
autoclave (right) used for the experiments described in this study.
the measuring cell. The slits at the contact of neighbouring cell segments harbour six platinum
wire ring electrodes for voltage recording at different heights of the sample. A temperature
sensor (Pt 100, accuracy: ±0.16°C at 5°C and ±0.31°C at 80°C, see also Börner et al. 2015a)
is integrated in the cell wall at a height of 10.5 cm to measure temperature directly at the
sample without any disturbance of the sand bulk.
The main requirements and challenges for the design of the sample holder are to allow
for measurements of the spectral complex conductivity during two-phase flow and partial
saturation and at the same time to withstand pressure, pressure gradients, temperature and
CO2 exposure during the experiments and to ensure a uniform specific feed distribution. The
PVC material has been tested to be geometrically stable despite the occurring CO2 sorption.
Still the material requires time to release the sorped CO2 during depressurization and ages
gradually. Consequentely, the PVC components were completely replaced by identical replicas
two times during the study. To ensure the permanent contact of the potential electrodes to
the partially saturated sample the slits harbouring the electrodes (width = 0.2mm) were filled
with kaolinite saturated with the same solution as used as pore water.
72 4 Impact of CO2 on the conductivity of water-bearing rocks
Tab. 4.2: Overview of the flow experiments (1 - 15) and two static experiments without drainage (16,17)
carried out for this study. bNaCl denotes molality of NaCl, mtotal is the total mass of CO2 and N2, respectively,
pressed through the sample.
No. gas physical state p [MPa ] T [ °C ] bNaCl [mol kg-1 ] σw at 25°C [ Sm-1 ] Sres [ ] mtotal [ kg ]
1 CO2 gaseous 2 15 3.0e-3 3.59e-2 0.20 6.89
2 CO2 gaseous 2 15 3.0e-3 3.75e-2 0.17 5.36
3 CO2 gaseous 2 15 3.0e-3 3.73e-2 0.17 8.03
4 CO2 gaseous 2 15 1.0e-1 1.06e+0 0.17 9.72
5 CO2 gaseous 4 50 3.0e-3 3.70e-2 0.19 6.96
6 CO2 gaseous 4 50 3.0e-3 3.65e-2 n.m.[1] n.m.[1]
7 CO2 gaseous 5 25 3.0e-3 3.67e-2 0.15 9.68
8 CO2 gaseous 5 25 3.0e-3 3.67e-2 0.18 7.57
9 CO2 supercritical 12 40 1.0e-2 1.17e-1 0.44 7.83
10 CO2 supercritical 12 40 1.0e-2 1.17e-1 0.35 8.42
11 CO2 supercritical 18 60 1.0e-1 1.07e+0 0.24 8.49
12 CO2 supercritical 18 60 1.0e-1 1.07e+0 0.39 7.85
13 CO2 supercritical 25 80 1.0e+0 9.23e+0 0.22 8.49
14 CO2 supercritical 30 80 1.0e-1 1.06e+0 0.19 5.89
15 N2 supercritical 5 25 3.0e-3 3.67e-2 0.17 3.99
16 CO2 gaseous 4 15 1.0e-3 1.29e-2 - [2] 0
17 CO2 gaseous 4 15 1.0e-3 1.36e-2 - [2] 0
[1] not measured
[2] steady-state experiment, Sw= 1 throughout the whole experiment
The complex conductivity measurement was carried out with a SIP Fuchs III device (Radic
Research), which is generally capable to measure 25 frequencies between 1.4mHz and 20 kHz.
The measurement is carried out in terms of resistivity magnitude and phase shift, which are
translated into real and imaginary part of conductivity for interpretation (cf. Section 4.2.1).
For a pure water sample with σw=0.012 Sm-1, where no phase shift should occur, the measured
phase is below 0.45mrad.
4.3.3 Experimental procedure
The fully water saturated sample is produced by step-wise trickling the sand into the water
and compacting it by tapping on the side of the cell. This method has been identified as
advantageous for sands by Bairlein et al. (2014). Then the cell is fixed within the autoclave
and sealed against evaporation. Autoclave components and cell are adjusted to the experiment
temperature during the next 15 to 20 hours within the hot-air cabinet. Temperature and
conductivity are indicated and monitored from this point onwards throughout the whole
experiment including the depressurization afterwards.
When temperature reaches a constant level and the measured spectral complex conducti-
vity is stable, the evaporation cover lid is removed and the autoclave is closed. Pressure is
now monitored as well (see also Fig. 4.8a, top for an exemplary pressure, temperature and
cumulative CO2 mass sequence). Pressure is adjusted to the experiment pressure while the
bypass (Fig. 4.5) is open. By doing so, pressure rises uniformly on both sides of the cell and
flow is generally prevented. After pressure adjustment the bypass is closed.
Now, a CO2 mass flow is enforced though the sample by applying a pressure gradient and
consequently portions of the pore water are driven out through the bottom of the cell. The
pressure gradient is increased stepwise. During the first hour of flow a CO2 mass flow of ca.
25 gmin-1 is applied, during the second hour of 45 gmin-1 and in the final period of 70 gmin-1.
At the end of the experiment the autoclave is depressurized gradually over a time-span
of up to 50 hours. After opening the autoclave the remaining water content of the sample
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Fig. 4.7: Phase diagram of carbon dioxide after Span and Wagner (1996) and overview of flow experiments
and their pressure and temperature conditions (colored squares). Color denotes initial brine salinity. Note
that most pressure – temperature conditions were covered by repeated experiments (total number of flow
experiments is 15, see also Table 4.2).
is immediately measured with a moisture analyser at different heights within the sample.
Overall, one flow experiment took between two and five days.
Throughout the entire experiment the spectral complex conductivity is measured conti-
nuously. Due to the changing sample during flow, frequencies down to only 91mHz were
recorded. During periods without flow, lower frequencies down to 0.0014Hz were measured as
well.
4.3.4 Experimental agenda
An overview of all experiments carried out in this study is given in Table 4.2. One flow
experiment at 5MPa and 25°C has been carried out using nitrogen as streaming gas (see
experiment 15 in Table 4.2). This experiment serves as a reference since it provides data
for the case of an inert gas, which does not interact chemically with the pore water as car-
bon dioxide does. We then conducted 14 flow experiments with carbon dioxide. Pressure
ranged from 2MPa to 30MPa and temperature varied from 15°C to 80°C. At the same ti-
me salinities between 0.003mol kg-1 and 1mol kg-1 sodium chloride were used. The chosen
pressure-temperature-salinity combinations mimic the conditions at different depths within
the subsurface. Considering hydrostatic pressure and a standard geothermal gradient, our
experiments approximately cover the most important depth range between 200m and 3000m
(Fig. 4.7). Finally, two static experiments were carried out, where the sample was kept un-
der pressure and CO2 for several days in order to access the impact of CO2 on the fully
water-saturated sand (experiments 16 and 17 in Table 4.2).
The experiments were designed and conducted with respect to several aspects. Understan-
ding the behaviour of SIP at elevated pressure/temperature and during CO2 exposure allows
to evaluate the potential of complex conductivity measurements for geoelectrical monitoring
applications. We consequently address the following questions:
• What is the impact of the chemical interaction on interface conductivity and is it possible
to quantify the effect?
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• How accurate can saturation be derived from electrical measurements when chemical
interaction interfers?
• Do real and imaginary part of conductivity reflect different processes, do they provide
more detailed information about these processes and does this justify measuring them
during monitoring?
• How does the conductivity spectrum of a sand sample appear at pressures up to 30MPa,
at temperatures up to 80°C and the presence of a reactive gas?
• Which is the best frequency range for in-situ SIP in reactive environments regarding
stability and interpretability?
Following the questions formulated in this section, we present and interpret our data in the
next sections.
4.4 Results and discussion
4.4.1 Laboratory data set
Measurements of σ∗ for frequencies down to 0.0014Hz under pressure and exposure to CO2
were successfully carried out at multiple temperatures and salinities. Due to the rapidly chan-
ging sample properties during flow, measurements were restricted to the frequencies above
0.091Hz in the periods of active flow. The frequency range was extended during the flow
breaks.
Fig. 4.8 shows data of two flow-through experiments in terms of experimental conditions
(Fig. 4.8a top, for experiment 8), conductivity at 11.7Hz (Fig. 4.8a bottom) and spectra
for experiments 15 (with N2, Fig. 4.8b) and 8 (with CO2, Fig. 4.8c). Note that the data
for experiment 15 has been shifted slightly to achieve coinciding starting points for the flow
periods. Five characteristic stages of the experiments are marked by vertical colored lines. At
the initial state of the sample at the set temperature (dark blue), no pressure is applied to the
system and the sample is fully water saturated. The following three stages (light blue, green
and yellow) mark the flow interruptions after the periods of active flow (cf. Section 4.3.3).
Pressure is present at these stages, the sample is partially water saturated. The final stage
(red) represents the partially water saturated sample after pressure is released. In the bottom
Subfigures 4.8 b and 4.8 c the full spectra for the 5 stages are plotted using the same colors.
Experiment 15 with N2 at 5MPa, 25°C and 0.003M NaCl serves as reference in order to
distinguish between changes of σ∗ due to drainage on the one hand and chemical interaction on
the other hand. σ′ (gray circles in Fig. 4.8a) shows very stable conditions at full saturation.
The flow has the expected strong impact on σ′. The strongest drop in σ′ happens during
the first flow period (17 - 18.25 hours), which is also expected due to the easily drainable
sand. σ′ decreases further during the second and third flow period, though less prominently
than during the first period. This is also expected since drainage becomes less effective when
saturation is closer to the irreducible phase content (e.g. Busch et al., 1993; van Genuchten,
1980). During depressurization (25 to 44 hours) σ′ remains stable.
For the flow experiment with CO2 at identical p, T and cNaCl (experiment 8, black squares)
the initial and final conditions are very well comparable to the N2 case. The periods of flow are
equally long for both experiments, the residual water saturations are very similar and because
of that the initial and final conductivity coincide. During the period of elevated pressure (17 -
43 hours) σ′ for CO2 follows the same general characteristics as for N2. However, both curves
deviate significantly. In the case of CO2 the σ′ reduction during elevated pressure is less
pronounced. During pressure release (24 - 44 hours) σ′ experiences a further significant drop,
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in this time span. Error bars are plotted for σ′ and σ′′ but mostly they are smaller than the corresponding
marker.
10−3 10−2 10−1 100 101 102
10−3
10−2
f [Hz]
σ
′
[S
m
-1
]
10−3 10−2 10−1 100 101 102
10−6
10−5
10−4
f [Hz]
σ
′′
[S
m
-1
]
(b) experiment 15 (N2)
10−3 10−2 10−1 100 101 102
10−3
10−2
f [Hz]
σ
′
[S
m
-1
]
10−3 10−2 10−1 100 101 102
10−6
10−5
10−4
f [Hz]
σ
′′
[S
m
-1
]
(c) experiment 8 (CO2)
Fig. 4.8: Time series and full spectra for experiments 8 and 15 (cf. Table 4.2) at 5MPa, 25°C and with
0.003mol L-1 NaCl pore water. The spectra in Subfigures b and c and their colours correspond to the five
experimental stages marked by vertical coloured lines in Subfigure a.
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Fig. 4.9: Imaginary part of conductivity for additional cases with 0.003M NaCl (black: starting conditions of
experiment 16 with Sw=1; green: experiment 16 after 5.5 days under pressure; light gray: separat measurement
at normal conditions and Sw=0.11).
which cannot be associated with a change in saturation due to the technical implementation
of the pressure release. The conductivity after the experiment (stage 5, red) is the same for
both N2 and CO2.
In Fig. 4.8a the imaginary part for experiments 15 and 8 is given as well (gray diamonds
and black triangles, respectively). Generally σ′′ is small compared to σ′, which is a typical
observation for a clean, unconsolidated sediment. At the beginning of both experiments σ′′ is
stable. As expected from Eq. 4.22, σ′′ reacts to the drainage and the resulting partial saturation
with a decrease. Again, the largest decrease occurs during the first flow period. This decrease
is smaller than in the case of σ′, which generally is in accordance with the saturation exponent
for the imaginary part k being smaller than n (cf. Section 4.2.2). Compared to the N2 case,
σ′′ shows a much more significant drop during drainage. When the system is depressurized
(between stages 4 and 5) the imaginary part of conductivity is stable for N2 but reacts with
an increase in the case of CO2, which is the reverse behaviour compared to σ′ for CO2 (cf.
black squares in Fig. 4.8a). At stage 5 of both experiments the measured σ′′ coincide very
well again.
The frequency characteristics of σ′′ is shown in Figs 4.8b and 4.8c and for additional cases in
Fig. 4.9. The black curve in Fig. 4.9 shows σ′′ for the initial state of experiment 16 at normal
conditions and full saturation. The green curve refers to experiment 16 in the equilibrium
state after 5.5 days under pressure. The light gray curve is for a low saturation of 0.11 at
normal conditions (20°C, no pressure).
Comparing the spectra under pressure and CO2 and/or partial saturation with those at
normal conditions reveals an unusual behaviour. While the fully saturated cases (black and
dark blue, respectively) rapidly decrease towards approximately 1e-6 Sm-1 at 1mHz, the data
measured under pressure show significantly larger values (up to 1e-5 Sm-1) for a frequency
0.02Hz and lower. The effect is particularly pronounced in the case of the full saturation
with CO2 (Fig. 4.9, green), where another maximum appears at low frequencies. It seems to
be more dominant for CO2 than for N2. Usually, partial saturation mainly causes a shift in
magnitude of σ′′, which is similar for all frequencies (Ulrich and Slater, 2004, e.g.), although
one sample from Breede et al. (2012) at normal conditions shows a remotely similar effect at
low frequencies.
Due to the robust and consistent behaviour of the spectra in the range between 0.1 and
100Hz we concentrate on that range in the following. Since the frequency dependence in this
range is small we choose 11.7Hz as a reliable and representative frequency for the evaluation
of chemical interaction and saturations. In the following sections the impact of CO2 on both
electrolytic and interface conductivity is investigated. Based on that, the suitability of σ′ and
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Fig. 4.10: Impact of pressure release on σ′.
σ′′ for the estimation of water saturation from SIP measurements is evaluated. Finally, the
behaviour of σ′′ below 0.1Hz is discussed.
4.4.2 Quantification of chemical interaction
Electrolytic conductivity
The electrolytic conductivity σel dominates the real part of σ∗ and may consequently be
addressed by evaluating σ′. The difference between σ′ for the CO2 and σ′ for the N2 experiment
in Fig. 4.8 may be explained with the impact of CO2 on pore water conductivity. The 0.003M
NaCl solution, which served as pore water for both experiments reacts in accordance with the
low-salinity regime as expected from Eq. 4.28. This means the dissolution of CO2 results in
an increase of σw. This conductivity increasing effect dampens the σ′ reduction due to the
partial saturation.
To check whether all flow experiments act in accordance with the predicted σnormw , we
evaluate σ′ during depressurization at the end of the experiments. During pressure release
the CO2 degasses from the remaining pore water and the CO2-affected σw predominantly
approaches its initial value again. The pressure release is an indicator for the chemical impact
of CO2, therefore. Fig. 4.10 shows this effect for all experiments. The ratio of σ′ at stage 4
(σ′end,p, yellow in Fig. 4.8) and σ
′ at stage 5 (σ′end, red in Fig. 4.8) is plotted versus the σ
norm
w
predicted for each of the p/T/salinity conditions by Eq. 4.28. Colors denote salinity and the
gray areas show the two σw regimes. If the data points lie inside the gray areas the pressure
release recovers the predicted salinity regime.
The data coincides very well with the predicted behaviour. Experiments with low saline
waters (blue and cyan dots, σnormw > 1) react to the pressure release with a conductivity
reduction (σ′end,p/σ
′
end > 1). Experiments with highly saline water (yellow and red dots, σ
norm
w
< 1) react with a conductivity increase (σ′end,p/σ
′
end < 1). For comparison, the N2 experiment
does not react at all to the pressure release (open red circle, σ′end,p/σ
′
end = 1) since N2 is
an inert gas. From these observations we conclude that σnormw behaves as expected in the
sand-water-CO2 system and that Eq. 4.27 is valid.
Interface conductivity
Due to the advantage that interface conductivity alone contributes to the measured imaginary
part of conductivity we can access the impact of CO2 on σ∗if directly. In analogy to the
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Fig. 4.11: Impact of pressure release on σ′′.
approach for σel we evaluate the period of pressure release because according to Eq. 4.32 the
ratio σ′′end,p/σ
′′
end should yield a direct measure for σ
norm
if . The ratio is plotted vs. σ
norm
w in Fig.
4.11 in order to address a possible correlation with the bulk fluid effect described by σnormw .
The data basically shows the behaviour expected from the theoretical considerations in
Section 4.2.2. σnormif is smaller than one for all experiments. The two-regime behaviour, which
is present in σnormw , cannot be found for σnormif . We consequently attribute the drop in σ
′′ to
the change in pH due to the dissociation of carbonic acid. Starting with a neutral pH, the
presence of CO2 causes a drop in pH, which is similar for all pressure/temperature/salinity
conditions (cf. Section 4.2.2). As described in the theory section, a low pH causes a reduced
imaginary conductivity. Data presented by Skold et al. (2011) shows a ratio of approximately
0.55 between low and neutral pH σ′′ for fully saturated samples with 0.01M NaCl, which is
in a similar range as our observations.
From the data presented in Fig. 4.11 we deduce the following first quantification of the
impact of CO2 on the interface conductivity valid for our data set by averaging:
σnormif = 0.81± 0.11 . (4.38)
We use the given lump-sum value in the following considerations where it proves to be a
good overall estimate.
4.4.3 Application to time-lapse monitoring
At this point the chemical behaviour of CO2 and its impact on both σel and σ∗if are quan-
tified. Furthermore, the capabilities of monitoring the saturation according to Eqs 4.31 and
4.32 are evaluated. Measuring both σ′ and σ′′ allows for monitoring the following reservoir
characteristics:
1. The robust computation of fluid saturation Sw indicates the fate of the injected CO2 in
the target formation and enables a better balancing of the amount of stored CO2. Sw
may be computed from Eqs 4.31 and 4.32 with the help of Eq. 4.19 by:
Sw =
(
σ′ − 1l σ′′
1
F σ
norm
w σw
) 1
n
. (4.39)
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Fig. 4.12: Time-lapse reconstruction of Sw and X from the σ∗-data at 11.7Hz of experiment 8. The vertical
coloured lines refer to the five stages from Fig. 4.8a.
2. Monitoring the change of the inner surface area X provides an independent indicator
for mineral dissolution and precipitation processes. Based on the computation of Sw, X
may be derived from Eq. 4.32 by:
X =
σ′′
Skwσ
norm
if σ
′′
if,Sw=1
. (4.40)
In Eqs 4.39 and 4.40 σ′ and σ′′ are the measured data at each point in time of the moni-
toring and σ′′if,Sw=1 is the measured imaginary part of the fully water-saturated, undisturbed
formation. All other quantities required may be derived from independent baseline investi-
gations and are given in Table 4.1 for our sample material. The proportionality factor l of
our sand may be estimated from σ′if,Sw=1 and σ
′′
if,Sw=1 in Table 4.1 to be approximately equal
to 0.04±0.02 and cross-checked by applying Eq. 4.31 to the initial data of the experiment.
l=0.045 recovers the full saturation stage of experiment 8 and is used for the whole analysis.
The processing of the measured σ∗ in terms of Sw and X for experiment 8 is plotted in
Fig. 4.12. In order to demonstrate the effect of the chemical interaction both Sw and X are
computed without consideration of CO2 (σnormw = σnormif = 1, blank symbols) and with CO2
considered (black symbols). The 5 stages of the experiment are marked by the coloured lines
for orientation. Fluid saturation is known at the beginning of the experiment (full saturation)
and at the end (measured partial saturation). Both values are plotted in gray for comparison.
The analysis shows that saturation at the beginning and the end (dark blue and red stage)
are recovered very well by our approach. Including σnormw and σnormif during the period of
elevated pressure yields reasonable and well interpretable results. The final fluid saturation
is reached within small deviations after approximately 23 hours, which is in accordance with
the experimental procedure, whereas Sw is significantly overestimated when the CO2 effect
is neglected. At the same time X is stably around one throughout the whole experiment,
which is in accordance with the unaffected quartz surface. When the CO2 effect is neglected,
a reduction of the inner surface Spor (i.e. a smoothing of the mineral grains due to X < 1) is
recovered, which is unlikely.
The computed saturations are plotted for all experiments at stage 4 in Fig. 4.13 and com-
pared to the saturation measured after pressure release. Saturation is generally recovered well
for most experiments. The deviation between calculated and measured saturation is smaller
for subcritical conditions. The source of the deviations can be a slight variation of the sand
characteristics between the individual samples, inevitable uncertainties during the moisture
measurement and - especially at high pressures and temperature - the procedure of depres-
surization. Occasionally, pressure is released relatively fast due to technical requirements and
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Fig. 4.13: Measured fluid saturation vs. fluid saturation calculated from measurements of σ′ and σ′′ at stage
4 by means of Eq. 4.39.
some drying out of the sample can take place. In this case the measured saturation is lower
than the original saturation at the end of active flow. Usually pressure is released very slowly.
The whole procedure can take up to 2 days. In this time span the residual water might redis-
tribute according to capillary pressure, water might rise within the sample. In this case the
measured saturation in the sample center would be larger than the saturation under pressure.
Generally saturations are reconstructed satisfactorily, as long as the CO2 dissolution is taken
into account and the sample material is well known.
4.4.4 Low frequency characteristics
So far, we have concentrated on the frequency range between 0.1 and 100Hz and one repre-
sentative frequency of 11.7Hz, which describes the effects and quantifications for the whole
frequency range. The described effects and quantifications hold for this frequency range. In
order to assess the behaviour at frequencies below 0.1Hz, we apply a Debye decomposition to
our data (cf. Section 4.2.3). Our implementation of the Debye decomposition computes the
direct current conductivity and chargeabilities for a given logarithmic equidistant number of
relaxation times with an iterative least squares approach.7 Data weighting and a regulariza-
tion, which includes a penalty for the model norm and a smoothness constraint, are used.
For the decomposition presented here we include the data from 0.0014 - 200Hz and discreti-
ze τ with 3 relaxation times per decade ranging from 1e-5 s to 1e3 s. Since each relaxation
contributes to σ∗ in a whole frequency range (not only at fpeak), there is also sensitivity for
relaxation times with an fpeak outside of the data range.
The decompositions of six spectra are plotted in Fig. 4.14 for the relevant range of relaxati-
on times in terms of normalized chargeability. The fully saturated case without and with CO2
is given in the top row, partial saturation without CO2 in the central row, and cases with
partial saturation during and after exposure to CO2 are plotted in the bottom row. The total
normalized chargeability and mean relaxation time are given for all cases. The general beha-
viour of
∑
νnorm is as expected from Fig. 4.3.
∑
νnorm decreases with decreasing saturation.
Since σnormif is smaller than one, the presence of CO2 further reduces
∑
νnorm.
Looking now at the distribution of
∑
νnorm we can see that the general characteristics of
the spectra are well recovered by the decomposition. The flat spectra are represented by broad
7See also Appendix C.3.
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Fig. 4.14: Debye decompositions of selected spectra from Figs 4.8 and 4.9.
distributions of relaxation times. All spectra show a more or less dominant relaxation around
0.03 s. In the case of full saturation at normal conditions (black) this is the only feature of the
decomposition. According to Eq. 4.37 this τ might be related to a characteristic diameter of
approximately 12.5µm, which could loosely be associated with the surface roughness of the
quartz grains (cf. Fig. 4.4, Leroy et al., 2008).
A second feature at longer relaxation times appears for all spectra except the first one
(black), which also causes τ¯ to increase for all decompositions compared to the fully saturated
case at normal conditions. The dominant relaxation is most pronounced for full saturation
with CO2 (green), where the corresponding peak is clearly visible in the σ′′ spectrum (cf. Fig.
4.9). However, the feature is also robustly recovered for the other CO2 experiments. For partial
saturation without CO2 (dark and light gray) a similar feature is detected though broader
and located at shorter relaxation times. Applying Eq. 4.37 again, this feature would correlate
to a characteristic diameter of 270µm. Although this is roughly in the order of magnitude
as the mean grain diameter, we believe a connection to be very unlikely. If the correlation
existed, we would expect it to show up under normal conditions as well. We rather suspect an
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electrochemical process to cause this relaxation for the CO2 experiments, which might also be
connected with pressure itself, since the relaxation appears in a weakened form for N2 as well.
A more detailed interpretation, e.g. whether the effect is controlled by kinetics or diffusion
(cf. e.g. Olhoeft, 1985), requires further investigations.
4.5 Conclusions and outlook
In our laboratory study we show measurements of the spectral complex conductivity of water-
bearing sand during exposure to and flow-through by CO2. Conductivity spectra were mea-
sured successfully at pressures up to 30MPa and temperatures up to 80°C during active flow
and at stationary conditions. Spectra could stably be measured for the frequency range bet-
ween 0.0014 and 20 000Hz. The frequency range between 0.1 and 100Hz showed the highest
measurement precision and a very consistent behaviour and is consequently most indicative
for potential monitoring applications.
The spectral complex conductivity during interaction with CO2 is influenced by partial
saturation due to the replacement of conductive pore water with CO2 and by chemical in-
teraction of the reactive CO2 with the bulk fluid and the grain-water interface. We could
show that the impact of CO2 on the bulk fluid within the pore space is covered by the CO2-
correction σnormw from an earlier study, which depends on salinity, pressure and temperature.
The new data further shows that chemical interaction causes a reduction of interface conduc-
tivity, which could be related to the low pH in the acidic environment. We describe this effect
with the correction term σnormif , which is equal to 0.81±0.11 as a first approximation.
The quantification of the CO2 effect may then be used as a correction during saturation
monitoring. We have shown that, when the impact of CO2 is taken into account, a correct
reconstruction of fluid saturation from electrical measurements is possible. In addition, we
can get access to an indicator for changes of the inner surface area, which is related to mineral
dissolution or precipitation processes. Changes of the inner surface area may be relevant during
CO2 storage monitoring since they generally relate to changes of the hydraulic permeability.
The low frequency range between 0.0014 and 0.1Hz showed additional characteristics, which
deviate from the behaviour at higher frequencies. A Debye decomposition approach is applied
to isolate the feature dominating the data at low frequencies.
We conclude from our study that electrical conductivity is not only a highly sensitive
indicator for CO2 saturation in pore space. When it is measured in its full spectral and complex
form it contains much more information on the chemical state of the system, which holds the
potential of getting access to both saturation and surface properties with one monitoring
method. Our results may be included in simulation and field studies concerned with the
feasibility and the optimal design of geoelectric and electromagnetic monitoring methods
(e.g. Spitzer, 1998; Börner et al., 2015b). Future laboratory work at additional pressure and
temperature conditions is needed to reveal the dependence of σnormif on pressure, temperature
and salinity. The processes causing the behaviour at low frequencies should be investigated
more intensively. Investigating the influence of other reactive gases, such as e.g. SO2, as well
as experiments including a reactive rock matrix will enhance the general understanding.
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Glossary
A loop area
A stiffness matrix
b magnetic induction in time domain
bi magnetic induction component in time domain (i = x, y, z)
E electric field in frequency domain
Ei electric field component in frequency domain (i = x, y, z)
e electric field in time domain
I electric current
i imaginary unit
J electric current density in frequency domain
j electric current density in time domain
m magnetic dipole moment
m cementation exponent (Archie, 1942)
n normal vector
n saturation exponent (Archie, 1942), number of turns
S water saturation
t time
u vector of electric potential
x position vector
x, y, z spatial coordinates
 electric permittivity
µ magnetic permeability
ξ placeholder
ρ electrical resistivity
σ vector of conductivity
σ electrical conductivity
Φ porosity
φ electric potential
ω angular frequency
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Abstract
We present a numerical study for 3D time-lapse electromagnetic monitoring of a fictitious CO2
sequestration using the geometry of a real geological site and a suite of suitable electromagnetic
methods with different source/receiver configurations and different sensitivity patterns. All
available geological information is processed and directly implemented into the computational
domain, which is discretized by unstructured tetrahedral grids. We thus demonstrate the
performance capability of our numerical simulation techniques.
The scenario considers a CO2 injection in approximately 1100m depth. The expected chan-
ges in conductivity were inferred from preceding laboratory measurements. A resistive anoma-
ly is caused within the conductive brines of the undisturbed reservoir horizon. The resistive
nature of the anomaly is enhanced by the CO2 dissolution regime, which prevails in the high
salinity environment. Due to the physico-chemical properties of CO2, the affected portion of
the subsurface is laterally widespread but very thin.
We combine controlled-source electromagnetics, borehole transient electromagnetics, and
the direct-current resistivity method to perform a virtual experiment with the aim of scru-
tinizing a set of source/receiver configurations with respect to coverage, resolution and de-
tectability of the anomalous CO2 plume prior to the field survey. Our simulation studies are
carried out using the 3D codes developed in our working group. They are all based on linear
and higher order Lagrange and Nédélec finite-element formulations on unstructured grids,
providing the necessary flexibility with respect to the complex, real-world geometry. We pro-
vide different strategies for addressing the accuracy of numerical simulations in the case of
arbitrary structures.
The presented computations demonstrate the expected great advantage of positioning trans-
mitters or receivers close to the target. For direct-current geoelectrics, 50% change in electric
potential may be detected even at the Earth’s surface. Monitoring with inductive methods
is also promising. For a well-positioned surface transmitter, more than 10% difference in the
vertical electric field is predicted for a receiver located 200m above the target. Our boreho-
le transient electromagnetics results demonstrate that traditional transient electromagnetics
with a vertical magnetic dipole source is not well suited for monitoring a thin horizontal resis-
tive target. This is due to the mainly horizontal current system, which is induced by a vertical
magnetic dipole.
5.1 Introduction
Over the last decade, the geology of Germany has increasingly been documented using 3D
subsurface models. These 3D models describe the geometry and structure of geological bodies,
as well as hydrogeological, geothermal, and other resources. They contain all information about
an area of interest to the best of knowledge of geologists, geomathematicians, and scientists
from other disciplines. In this paper, we want to demonstrate how to utilize these models
without any bias originating, e.g., from simplification for simulating electromagnetic fields
in three dimensions with the aim of understanding the complex behaviour of the fields in a
real-world scenario and, finally, for designing experiments with sufficient resolution.
We call this approach virtual experiment because a geological unit is mapped onto the
virtual model in fidelity to reality and all known information, particularly concerning its
geometry and its electric conductivity. This requires powerful simulation algorithms because
natural geometries in general are arbitrary and complex. Simulations discretizing natural
environments using rectangular grids are generally unhandy because cell sizes become very
small only to catch up with the natural complexity, yet leaving significant artefacts due to the
inaccurate geometry. The impact of these geometric inaccuracies on the physical response is
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hard to quantify. Moreover, structured rectangular grids create long and thin blocks towards
the boundaries once the central part is refined, rendering the discretization inefficient.
We have therefore developed a suite of electromagnetic (EM) finite-element (FE) codes over
the recent years with a common building construction based on unstructured grids (see, e.g.,
Schwarzbach et al., 2011; Afanasjew et al., 2013; Weißflog et al., 2012). They are able to re-
produce natural geologic environments with a high degree of accuracy. The scope of this paper
now is to bring these methods together and perform a common virtual experiment to present
a workflow on how to describe arbitrary geometries and how to build a common architecture
for meshing the computational domain taking into account the individual requirements of
each method.8
It remains to explain why a suite of different methods is advantageous to using only one.
Each EM source creates an individual current density which, together with a receiver location,
yields a particular sensitivity distribution in space and, if applicable, in time and frequency.
Virtual experiments can help combine different EM methods in order to constructively su-
perpose their resolution properties. In complicated conductivity environments, however, it is
impossible to predict these sensitivity patterns. Therefore, one often cannot help performing
trial field surveys, which is expensive and time consuming and still might leave uncertainty
with respect to which configuration matches best. Virtual experiments allow for assessing the
resolution of a number of configurations leading to a most suitable line-up. On the other hand,
virtual experiments might also help evaluate certain geological assumptions by cross-checking
the physical response.
In the following, we first describe our test case, which comes from a fictitious carbon capture
and storage scenario in a typical North German geological environment. Besides a realistic
background resistivity model, knowledge about the impact of CO2 on the formation resisti-
vity is crucial. The subsequent time-varying in situ electric setting strongly depends on the
resulting resistivity contrast. Therefore, we include the findings of our recent laboratory work
in our scenario (Börner et al., 2013; Börner et al., 2015a). After outlining how to describe
the geologic model, we perform a virtual experiment using three different EM techniques: the
direct-current (DC) resistivity method, the controlled-source EM method in the frequency
domain (CSEM), and a borehole-based transient EM method in the time domain (BTEM).
We examine different configurations locating sources or receivers at the earth’s surface or
downhole, respectively. The use of at least one borehole is inevitable to enhance the sensiti-
vity at the target depth. In order to ensure reliable and stable numerical results, we perform
accuracy tests with different approaches for the three methods.
5.2 The test site
5.2.1 The typical geology of Lower Saxony/Germany and the CO2
sequestration scenario
Several requirements have to be fulfilled by a potential CO2 storage site. Besides a porous
and permeable rock formation with storage capacity, an unpermeable cap rock, usually clay
or claystone, is needed to avoid the buoyancy-driven escape of CO2. A trap structure like an
anticline or a fault trap is supposed to prevent a lateral migration of CO2. The depth of the
storage reservoir has to exceed 800m since CO2 becomes supercritical below this depth and
assumes advantageous properties like a high density and, at the same time, a low viscosity
(IPCC, 2005; Börner et al., 2013).
These conditions are normally realized in sedimentary basins like the Central European
basin. The Central European basin has accumulated 4000m – 8000m of sedimentary sequences
8The concept of virtual experiments is valid also for other geotechnologies. For an application to deep geo-
thermal energy see Appendix B.
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(a)
(b)
(c)
Fig. 5.1: Geological setting and 3D geology model of the virtual test site in Lower Saxony(Germany). a)
Geological cross section based on LBEG (2013) (CO2 cap (part of the Cretaceous) in red, injection well
in light blue, observation well in magenta). b) Top view of the anticlinal structure with the proposed CO2
injection. c) 3D view of the final geometry. Note that the Quarternary and parts of the Tertiary formations
are suppressed for visualization purposes. Formation colors refer to electrical resistivity ρrock.
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Fig. 5.2: Cross section through the CO2 cap along profile A–A’ (cf. Fig. 5.1). The injection well penetrates
the storage formation. To ensure the integrity of the sealing formations, the observation well ends above the
reservoir. Blue squares indicate the observation point in 900m depth and the locations of the current electrodes
for the DC resistivity method.
(Ziegler, 1982; Scheck-Wenderoth and Lamarche, 2005) and has evolved in several periods of
transgression and regression (Ziegler, 1982). Therefore, a variety of sedimentary rocks (sands
and sandstones) were deposited, which may serve as storage horizons, as well as clays and
claystones, that provide barriers for CO2 migration. The most important clay layer is more
than 10m thick and acts as a regional aquitard separating upper fresh water aquifers from
deep saline formations (Heunisch et al., 2007; Elbracht et al., 2010). Additionally, rocks of
salinar cycles were evaporated at the base of the sedimentary succession (Stille, 1932; Lotze,
1934; Fulda, 1937; Borchert, 1940). The rock salt formed pillows and diapir structures. The
surrounding host rocks were dragged upwards and consequently contain anticlinal structures
and faults. These anticlinal structures may serve as geological traps. Therefore, the geological
setting is generally suitable for CO2 sequestration.
For our virtual experiment, we choose an area from the German federal state of Lower
Saxony near the town of Weener at the Ems river. The geological data were taken from
the NIBIS map server of the geological survey of Niedersachsen (LBEG, 2013). The modelling
domain comprises a salt diapir and a sedimentary sequence of around 3500m thickness (cf. Fig.
5.1a). An anticlinal structure in the Cretaceous formation hosts the fictitious CO2 injection
in approximately 1100m depth (marked red in Fig. 5.1a; see also Table 5.1).
Besides the 1200-m-deep injection borehole, which is located at x = 150m and y = 350m,
we assume an observation borehole 250m away from the injection directly above the CO2 cap
(see Figs 5.1b and 5.2; x = –81m, y = 446m). An observation borehole decoupled from the
CO2 reservoir is advantageous because the destructive properties of supercritical CO2 and the
usual steel casing of the injection borehole may impede or even prohibit electromagnetic (EM)
measurements within the injection well. Fig. 5.2 shows a cross section through the modelled
CO2 cap (red) and the two boreholes (black lines). Note that the observation borehole is only
1000m deep in order to ensure the integrity of the sealing cap rock above the trapped CO2.
Although sealed observation boreholes penetrating the target formation have been reported,
the sealment is often done by steel casings (see, e.g., Kiessling et al., 2010), which are dis-
advantageous for EM monitoring. We therefore consider the conservative and more general
case of monitoring above the caprock. For the observation borehole, a blue square marks our
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Tab. 5.1: Reservoir characteristics and parameters of the simulated CO2 sequestration.
reservoir depth 1080 m
temperature in reservoir 43°C
pore pressure in reservoir 11 MPa
porosity 0.1
CO2 saturation in pore space 40%
mass of injected CO2 350 000 t
occupied rock volume 1.52×107 m3
chosen observation depth of 900m. No steel casing is considered in the simulations presented
in this study.
In some cases it might technically be feasible to plant electrodes for direct-current (DC)
geoelectrics behind the steel casing of the injection well (blue squares at 1050 and 1120m
depth in Fig. 5.2). Such a configuration is advantageous because it enhances the sensitivity
close to the reservoir (see, e.g., Kiessling et al. 2010 and Vilamajó et al. 2013).
The characteristics of the storage formation and the parameters of the simulated injection
are summarized in Table 5.1. We assume the storage of 350 000 t of CO2, which is moderately
large compared to active CO2 sequestration sites all over the world. The amount of stored
CO2 matches the rather shallow depth for the CO2 sequestration.
5.2.2 Petrophysical Setting
The realistic choice of petrophysical parameters for the simulation is of great importance for
virtual experiments. For the design of a real monitoring campaign, information from core
analyses, well logs and laboratory experiments should be combined to get a close-to-reality
background model of the electrical resistivity. Since our test case is fictitious, no core data
are available. Therefore, we have to rely on literature data for porosity and formation water
salinity for once (e.g. Schön, 1996). Due to the aim of incorporating all geological information
without any bias from simplification (cf. also Section 5.3) we have to characterize each geolo-
gical body by a constant specific electrical resistivity, which we obtain by applying Archie’s
law (Archie, 1942):
ρrock =
1
ΦmSn
ρfluid . (5.1)
It describes the direct proportionality of the electrical resistivity of a porous rock ρrock to the
electrical resistivity of the pore filling ρfluid. The proportionality factor depends on porosity
Φ, water saturation S, and the empirical factors m and n. We set m = 1.5, representative for
a slightly cemented pore space, and n = 2, the typical value for most rocks (Schön, 1996).
For our background resistivities, we consider the fully saturated case (S = 1). Literature
values confirm that the massive Zechstein salt may be considered as highly resistive. The final
background formation resistivities are documented in Table 5.2. The resistivities represent a
porosity decrease from 0.25 in the Upper Quarternary to 0.05 in the Triassic formation and,
at the same time, a decrease in fluid resistivity ρfluid from 14 Ωm (Quarternary) to 0.3 Ωm
(Triassic).
Now the impact of CO2 on this background model has to be considered. To capture this
impact realistically, laboratory experiments are compulsory. Extensive laboratory studies car-
ried out in our working group showed that the short-term change in electrical resistivity is
due to two major mechanisms (Börner et al., 2013):
• Resistive CO2 displaces conductive pore fluid, thus increasing the rock resistivity ρrock.
• CO2 dissolves in the pore water until thermodynamical equilibrium is reached, thereby
providing additional charge carriers and acting on the pore fluid resistivity ρfluid.
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Tab. 5.2: Formation resistivities for the model of Fig. 5.1. Note that the formation resistivities are reduced
by 25% within the fault to account for an increase in porosity within the fault zone.
Formation Resistivity ρ [Ωm]
Quarternary 90 – 110
Upper Tertiary 100
Lower Tertiary 70
CO2-filled reservoir 100
Cretaceous 15
Jurassic 10
Triassic 25
Zechstein salt 1000
The evolution of a free CO2 phase is the expected main effect within the storage reservoir. Its
influence on the formation resistivity may be estimated by adjusting the fluid saturation S in
Eq. 5.1, since the pure CO2 acts as an electric insulator (Börner et al., 2013). The maximum
fraction of CO2 in the reservoir rock depends on the porosity and permeability of the host rock
and on properties of the CO2 at the injection depth. Considering the parameters of our storage
horizon (cf. Table 5.1) and the experimental data from (Börner et al., 2013), we estimate a
CO2 saturation of 40% within the pore space. Together with the information about pressure,
temperature (both define CO2 density) and formation porosity, the rock volume affected by
the CO2 injection may now be estimated (see Table 5.1). Since the geometry of the anticlinal
trap structure is fixed, we can determine the shape of the CO2 cap (cf. Fig. 5.1b). The average
thickness of the CO2 cap is approximately 20m.
Although the free CO2 phase bears no relevant conductivity, CO2 cannot be treated as
an inert pore filling as it is assumed by the classic Archie law. As a reactive gas and acid-
forming substance, interactions between the CO2 and the formation brine have to be taken into
account. In the long term (i.e., decades to centuries after injection depending on storage rock
composition, cf. Hitchon, 1996), interaction between the fluids and the rock matrix becomes
relevant as well.
An empirical formulation to account for the pressure-dependent, resistivity-decreasing effect
of dissociating CO2 on low-salinity brines at room temperature is given by Börner et al. (2013).
However, in the scenario considered here, salinity and temperature exceed the range of validity
of this formulation. A recent laboratory study shows that the resistivity-decreasing effect of
the additional charges provided by dissociating CO2 is diminished and overcompensated by
inter-species interactions at high salinities (Börner et al., 2015a). For the study at hand, we
therefore have to apply an increase of the brine resistivity by 10%. Summarizing all these
considerations we end up with a formation resistivity of 100 Ωm for the CO2-filled reservoir
compared with 15 Ωm for the undisturbed Cretaceous formation (Table 5.2).
5.3 Incorporating and meshing 3D geology models9
For the FE analyses we need a tetrahedral tessellation of the computational domain, where all
desired geometrical entities are mapped on the unstructured grid. Neighboring subdomains
are distinguishable by varying element attributes, in our case the electrical resistivity. Geo-
logical data are usually too scarce and too irregularly distributed to be transformed into a
geologically reasonable 3D geometry in a straight-forward manner. We therefore apply the
workflow outlined in Fig. 5.3 to incorporate geological information in terms of geometry (see
also Zehner et al., 2015). If a geological setting is to be represented in 3D, the geologic horizons
9See also Appendix A.
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Fig. 5.3: Workflow for the incorporation of geological data as geometry for FE simulations on unstructured
tetrahedral grids.
have to be constructed first using a geomodeller software (in our case, the software Paradigm
GOCAD). This construction is a complex process, which requires advanced geometric model-
ling techniques, geological knowledge and experience. That is why 3D geologic modelling has
been in the focus of research in geoinformatics and geomathematics for many years now (e.g.,
Mallet, 1989a, 2002, 2008; Bennis et al., 1996; Wycisk et al., 2009; Caumon, 2010).
The result of our geomodeller software is a set of loose, triangulated surfaces, which represent
the geological interfaces. The triangulations may, however, be inconsistent at surface contacts,
which makes the final 3D meshing process impossible. We therefore process the triangulated
surfaces prior to generating a tetrahedral tessellation. The triangulations are transformed
into freeform surfaces using non-uniform rational B-splines (NURBS; De Casteljau, 1959),
where the parameters of the NURBS function are fitted to the pre-existing triangulation (or
alternatively to a set of point data). In practice, we perform this transformation in the course
of importing the surfaces into a computer-aided engineering software application (in our case,
the software ANSYS Workbench).
On the one hand, this additional transformation into freeform surfaces may be quite chal-
lenging, but on the other hand, it offers many advantages during the further procedure. The
geometry operations, which have to be performed to get ‘watertight’ (no voids, overlappings,
or intersections occur) bodies, are performed easily on the NURBS geometry. A volume of inte-
rest has to be defined. Computational subdomains are formed by applying Boolean operations.
Special constraints such as points and lines (e.g., sources and boreholes) may straightforwardly
be introduced at this stage.
Since the NURBS representations are described by continuous mathematical functions,
the 3D meshing is not restricted to the original surface triangulation and can be adapted
locally in a much better way. We may therefore get a high-quality tetrahedral mesh in a well
controllable meshing procedure. In addition, we may easily produce different meshes from
the same geometry, which meet the requirements of the different EM methods we want to
apply (cf. Table 5.3). The resulting meshes are exported to an ASCII format and subsequently
provided to our simulation software.
5.4 Finite-element simulation of electromagnetic fields
5.4.1 Direct-current resistivity modelling using the secondary field
approach
The direct-current (DC) resistivity method is based on injecting a stationary current system
into the subsurface generally using two electrodes galvanically coupled to the ground. The
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Tab. 5.3: Characteristics of the final meshes.
DC geoelectrics CSEM BTEM
model dimensions 8.5 x 10 x 8 km 50 x 50 x 15 km 40 x 40 x 15 km
air half-space – 40 km -
number of tetrahedrons 6 877 368 636 576 3 578 400
element type Lagrange Nédélec Nédélec
basis functions 1st order 2nd order 1st order
degrees of freedom (DoFs) 1 216 047 4 892 280 4 246 124
generated potential field is a function of the subsurface conductivity structure and is observed
at the earth’s surface or within boreholes using two potential electrodes.
The DC resistivity method has long been in the focus of onshore exploration and simulation
code development (Dey and Morrison, 1979; Rücker et al., 2006). We use our 3D DC resistivity
finite element code (Weißflog et al., 2012) to perform modelling studies for the given CO2
setting. DC resistivity modelling requires the discretization of the equation of continuity
−∇ · (σ∇φ) = Iδ(x− x0) , (5.2)
with φ as the electric potential, σ as the electric conductivity, and a point source of strength
I located at x0. The source term introduces a singularity in the potential response, which
significantly decreases the accuracy and the convergence rate of the finite element approxima-
tion. To avoid this, we apply a secondary field formulation (Coggon, 1971). The decomposition
of the total potential φ into primary (φp) and secondary potential (φs) yields the following
equation:
−∇ · (σ∇φs) = ∇ · (σs∇φp)
= ∇ · (σ − σ0)∇φp
= ∇ · (σ∇φp)−∇ · (σ0∇φp) , (5.3)
with an anomalous conductivity σs = σ − σ0. The discrete representation of Eq. 5.3 reads
A(σ)us = A(σ0 − σ)up , (5.4)
where the vectors up and us contain the total and secondary potentials and σ0 is a constant
vector of the same dimension as σ, and all entries are equal to σ0.
To build up the stiffness matrix A(σ), we first assemble a three-way tensor ∂A(σ)∂σ where the
i-th slice contains the derivative with respect to σi. Afterwards, we only have to multiply the
slices of this tensor by the vector of model parameters σ (or (σ0−σ) for the right-hand side)
to get the full stiffness matrix. Hence, there is no need to reassemble any matrix for multiple
sources.
The primary potential is analytically calculated for a homogeneous half-space:
up =
I
2piσ0||x− x0|| . (5.5)
The efficiency of the secondary field approach for regular grid refinements is shown by
Weißflog et al. (2012) in terms of an improved convergence rate.
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5.4.2 Modelling of controlled source electromagnetics in the frequency
domain
Controlled-source electromagnetics (CSEM) has long been recognized as a useful tool in di-
verse geophysical surveys equipped with different source-receiver geometries. Among them,
marine CSEM probably is the most popular and successful methodology (Eidesmo et al.,
2002). With the development of equipment as well as noise reduction strategies, the land-
based CSEM method has become a technique of interest, too (Streich et al., 2013). Analo-
gously to the marine CSEM method, an artificial electric dipole or line source can be utilized
to transmit signals in land-based applications. A 1D sensitivity study from Streich and Be-
cken (2011) has shown that the electric field is measurably influenced by the presence of a
thin resistive horizontal layer, which provides a theoretical basis for resistive reservoir moni-
toring and characterization on land. Various authors presented extensive feasability studies
for onshore applications of the CSEM method. For instance, Wirianto et al. (2010) used a
finite-volume code to monitor the time-lapse electromagnetic (EM) response underlying a
properly modified SEG/EAGE overthrust model. Girard et al. (2011) studied the time-lapse
CSEM responses for monitoring CO2 injection at the Ketzin CO2 pilot site. Zhdanov et al.
(2013) proposed a novel borehole-to-surface CSEM system for monitoring CO2 sequestration
in deep reservoirs. Based on a surface-to-borehole EM configuration, Colombo and McNeice
(2013) performed both forward simulations and inversion studies to assess the practicability
of waterflood monitoring. Vilamajó et al. (2013) reported their work on monitoring the CO2
storage at Hontomin (Burgos, Spain, by a deep EM source).
In our study, we employ a Nédélec FE code from Schwarzbach et al. (2011) to analyse the
potential CSEM monitoring possibility for the CO2 reservoir described in Section 5.2. In this
study, a unit electric dipole serves as a transmitter. The governing partial differential equation
in the frequency domain with harmonic time dependence e−iωt is formulated in terms of the
electric field E 10:
∇× µ−1∇×E − iω(σ − iω)E = iωJ in Ω , (5.6)
where J is the electric current density, µ is the magnetic permeability,  is the electric
permittivity, i is the imaginary unit, and ω denotes the angular frequency. The electric dipole
again introduces a singularity in the solution of the electric field so that, in its vicinity,
the electric field is difficult to simulate accurately. Just as for the DC resistivity method, a
secondary field approach is used here, too. The total electric field is divided into a primary
field Ep, which is based on a background model (σp, µp, p,J) and calculated in advance, and
a secondary field Es to be simulated:
∇× µ−1∇×Es − iω(σ − iω)Es =
∇× (µ−1p − µ−1)∇×Ep − iω((σp − σ)
− iω(p − ))Ep in Ω . (5.7)
Homogeneous Dirichlet boundary conditions are assigned to the outer boundaries. In addi-
tion to the electric field, the stability strategy of Schwarzbach (2009) was adopted to stabilize
the low frequency case.
10The variation in sign between Eqs 5.6 and 1.21 originates from the different definitions of harmonic time
dependence.
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5.4.3 Simulation of transient electromagnetics using Krylov subspace
methods and an exact boundary condition
Transient electromagnetics (TEM) operates in the time domain. At a given time t0, the DC
flowing through a cable loop or coil at the earth’s surface is switched off. After switch-off,
the EM field decays, producing downward-propagating eddy currents within the conductive
subsurface according to Faraday’s law of induction. The resulting transient field is observed
using magnetic sensors located at the earth’s surface or within boreholes. The spatial and
temporal behaviour of the transient field provides information about the distribution of the
electrical conductivity in the subsurface. The simulations are carried out with our 3D TEM
simulation software (Afanasjew et al., 2013). The code is written in MATLAB and solves the
curl-curl equation of the electric field describing the inductive response in the time domain
∇× (µ−1∇× e) + ∂tσe = −∂tje , (5.8)
where t is the time, e is the time-dependent electrical field, and je the electric source
current density. All other quantities are as described above. The measured voltage induced in
the receiver coil is proportional to the time derivative of the magnetic flux density b˙ which
can be calculated from the electrical field by
b˙ =
∂b
∂t
= −∇× e . (5.9)
On all boundaries except for the earth’s surface, the tangential component of the electrical
field is set to zero
n× e = 0 . (5.10)
At the earth’s surface, an exact boundary condition is implemented which avoids the dis-
cretization of the air half-space (Afanasjew et al., 2013; Goldman et al., 1986). With the help
of the exponential matrix function and Krylov subspace methods, the electrical field can be
calculated for a defined point in time using only one step. This allows for an efficient calcu-
lation of the transient spanning several decades in time (Eiermann and Ernst, 2006; Güttel,
2010). The magnetic field generated by the loop current can be approximated by the field of
a vertical magnetic dipole (VMD) with a dipole moment of
m = nIA , (5.11)
where I is the current, n is the number of turns, and A is the area enclosed by the loop.
5.4.4 Considerations regarding accuracy
Numerical simulations are always approximations of the true solution. Therefore, measures
have to be taken to show the reliability and accuracy of numerical results before interpretation.
Proven methods to do so are, e.g., the comparison with an analytical solution and convergence
tests (Franke-Börner, 2013).
For the virtual experiment considered here, both methods are unfortunately not directly
applicable. It is the nature of the complex model that no analytical solution exists. The
demanding geometry makes it difficult or even impossible to generate very coarse, good quality
meshes, which are necessary to produce a hierarchy of grids as required for convergence tests.
We therefore have to find alternative ways to get access to the quality of our numerical
solutions or, at least, to semi-quantitatively assess the correctness of the simulation results.
The numerical error consists of one part originating from the spatial discretization and ano-
ther part depending on the conductivity contrasts (Spitzer and Wurmstich, 1999). A simple
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test to check whether the spatial part of the error is acceptable is to assign only one conducti-
vity value to all cells of the mesh and compare the numerical solution with the analytical one
for the homogeneous half-space. From experience, we know that the additional error caused by
moderate resistivity contrasts, as it is the case here, is tolerable (see Spitzer and Wurmstich,
1999).
Still, the described test is helpful only when total field simulations are considered or the
secondary field approach includes structures deviating from the reference model. Whenever
the modelling domain for the secondary field is limited to the conductive half-space, there
are no secondary sources and the procedure would only yield the (exact) primary field of the
homogeneous half-space. In this case, the comparison would bear no meaning any more. In
our study, the latter applies to the DC resistivity method, for which we carry out a rather
crude convergence test described further below. The CSEM simulations also use the secondary
field approach; however, they include the air half-space so that the response is dominated
by the secondary sources produced in the air, particularly at the air-Earth interface, if a
homogeneous full space is considered as a reference background model. Hence, the comparison
with the analytical solution for the homogeneous half-space is feasible for CSEM. Finally, the
comparison with the analytical half-space solution is also reasonable for TEM because of the
total field approach being used.
Generally, there are analytical solutions for a number of different simple model geometries
which could serve as a reference (e.g., horizontally layered half-spaces or vertical contacts).
However, the mesh does not include any of those reference geometries. Enforcing the additional
structure would again increase the model complexity, which causes additional numerical costs
and restricted flexibility for all subsequent simulations.
In order to compare and evaluate the results from three different methods with different
characteristics, we define two general interpretation quantities for postprocessing. Absolute
changes are expressed in terms of
δ(ξ)ij = ξi − ξj , (5.12)
where ξi is related to ξj via the difference. ξ acts as a place holder here and can refer to any
quantity. For example, in this terminology, δ(b˙z)numana refers to the absolute deviation between
the numerically computed z-component of the time derivative of the magnetic flux density
and the corresponding analytical solution.
Relative changes are expressed in terms of a percent deviation
∆(ξ)ij =
ξi − ξj
ξj
× 100% , (5.13)
where the difference between ξi and ξj is additionally normalized by ξj . For example,
∆(φ)capbak describes the percentage change in the electric potential for two DC geoelectrics
responses with and without the CO2 cap, respectively. Note that, while ∆(ξ)ij is always in
percentage, δ(ξ)ij bears the unit of the particular ξ.
In order to keep the results of the different accuracy considerations comparable, Fig. 5.4 for
the DC resistivity method, Fig. 5.5 for CSEM, and Fig. 5.6 for BTEM are designed in a similar
manner. In each subplot a), the respective field quantities are shown along the observation
borehole depicted in Figs 5.1 and 5.2. Subplots b) show relative deviations of the quantities
from subplots a). In subplots c), the field values are plotted along a profile in the x-direction
at the observation depth of 900m (Fig. 5.4) and at the surface (Fig. 5.5), respectively, or as
a function of time for the observation point at z = 900m (Fig. 5.6). We have abstained from
depicting relative deviations for subplot c) because of the zero crossing both in Ez and in the
transient response.
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As explained above, the comparison with a homogeneous half-space is not feasible for the DC
resistivity method. Therefore, we get back to a convergence test, however, using a restricted
range of meshes. We generate four independent meshes, whose number of degrees of freedom
(DoFs) varies from approximately 30 000 (denoted by superscript S) to 1 200 000 (denoted by
superscript XL). All of them were built with a similar strategy and refinement around the
sources, but they are not directly nested. Loosely based on the procedure from Franke-Börner
(2013), we demonstrate how the numerical solution for the background situation (without the
CO2 cap) locally approaches the solution of the finest grid (φXL). Fig. 5.4a shows the electric
potential measured along the observation borehole (see Fig. 5.1) for the four grids S (blue), M
(magenta), L (green), XL (red), and a source position in the injection borehole at 1050 and
1120m depths as indicated in Fig. 5.2 (see the legend for the exact number of DoFs). Fig.
5.4b shows the corresponding relative deviations ∆(φ)numXL , num = S, M, L with respect to the
finest grid solution φXL. Obviously, φL (green line) matches the finest-grid solution φXL best
and a clear trend is visible. Altogether, the deviations are generally rather small for all grids.
Even for the coarsest one, the relative deviation does not exceed 7%. For completeness, Fig.
5.4c shows the good match for all grids along profile A–A’ at 900m depth.
Other than in the DC part, we use second-order finite elements for the calculation of the
CSEM responses, thereby achieving a high number of DoFs with fewer elements. Then, we
validate the mesh by checking against the semi-analytical solution of a homogeneous half-
space even though a secondary field approach is utilized. We assign a resistivity value of 8 Ωm
to the subsurface since this is the lowest resistivity value occurring in the geological model. It
serves as a worst case because a low resistivity causes a strong skin effect, which, in return,
requires a fine grid. The resistivity value of the air layer is set to be 109 Ωm. The reference
resistivity model for the primary field is a full space with a resistivity of 8 Ωm. Since the 3D
FE mesh is generally non-uniform, we carry out two experiments to examine the accuracy in
horizontal and vertical directions, respectively.
In the first experiment, a horizontal unit electric dipole (HED) is located at the air–Earth
contact at the drilling point of the observation well. The vertical component of the electric
field is measured along the observation borehole. In the second test, a HED at the air–Earth
surface moves along a profile while a receiver antenna is fixed at 900 m depth in the observation
borehole. A transmitting frequency of 1 Hz is employed for all the following tests and the later
case studies.
Both experiments are carried out exploiting the reciprocity principle to avoid placing sources
near the air–Earth interface. For the large conductivity contrast of eight orders of magnitude
and a source in close vicinity to it, the secondary sources would be very strong, yielding large
numerical errors. This would not be representative for the final simulations because, for the
3D geologic model, we use a two-layer reference model matching the air resistivity exactly,
thereby largely avoiding charge accumulations at the earth’s surface. To avoid confusion, we
describe the supposed field experiment in the following and not the numerical one carried out
by exchanging sources and receivers according to the reciprocity principle.
Case 1: In the first configuration, an x-directed HED (abbreviated as (1,0,0)) transmitting
at 1 Hz is located at (−3081 m, 446 m, 0.01 m) just below the air–Earth contact. Then
we consider the vertical component of the electric field Ez along the virtual observation
borehole at (x, y) = (−81 m, 446 m) (Fig. 5.5a, red diamonds, cf. also Figs 5.1 and 5.2) and
compare it with the analytical solution for a dipole located at (−3081 m, 446 m, 0.01 m)
(black line). In Fig. 5.5b the relative deviation between the two results is plotted, which stays
well below 0.5% except for the depth range close to the earth’s surface. This is the region
where large secondary charges are accumulated due to the large air-Earth resistivity contrast.
Another test for this configuration is to install a y-directed HED (0,1,0) at the same location
(−3081 m, 446 m, 0.01 m). For this orientation, the Ez-component within the borehole should
be zero. The blue line in Fig. 5.5a shows that that the numerically evaluated Ez-component
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Fig. 5.4: Evaluation of the numerical solution for the DC resistivity method. a) Electric potential along the
observation borehole from Fig. 5.1 for a set of four increasingly refined meshes S to XL (see legend). b) Relative
deviation with respect to the finest grid φXL. c) Electric potential along profile A–A’ for the set of meshes S
to XL at z = 900m.
Fig. 5.5: Evaluation of the numerical solution for CSEM using a homogeneous half-space. a) z-component of
the electric field along the observation borehole for an x-directed HED at the surface (red diamonds numerical,
black line analytical) and a y-directed HED at the surface (blue diamonds, supposed to be zero). b) Relative
deviation of Ez for x-directed HED. c) Ez at 900m depth in the observation borehole for an x-directed HED
moving parallel to the x-direction along y = 446m on the surface (green diamonds numerical, black line
analytical) and a y-directed HED (magenta diamonds, supposed to be zero).
Fig. 5.6: Evaluation of the numerical solution for BTEM. a) z-component of the time derivative of the
magnetic induction b˙z 5 ms after switch-off (red open diamonds) and 50 ms after switch-off (blue diamonds)
along the observation borehole. The analytical solution is indicated as a black line. b) Relative deviation
between numerical and analytical solution for a). c) Transient at a depth of 900m within the observation
borehole in terms of b˙z between 1ms and 100ms (green diamonds numerical, black line analytical). Note that
open green diamonds and dashed lines indicate negative values. A change of sign occurs at approximately
12ms.
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is actually two to four orders of magnitude smaller than the Ez-component for the x-directed
HED.
Case 2: Since the relative errors increase towards the surface, we carry out a second expe-
riment that focuses on the accuracy at the earth’s surface. Therefore, we move an x-directed
HED parallel to the x-axis from −4081 m to 3919 m at y = 446m. The receiver is fixed at
900 m depth within the observation borehole at (x, y) = (−81 m, 446 m) and we evaluate the
z-component of the electric field. This result may also be easily compared with its analytical
solution. Fig. 5.5c shows the result depicting the numerically computed Ez at the observation
depth of 900m (green diamonds). The black line represents the analytical solution. Apart
from the transmitter position right above the receiver, the maximum deviation is also below
0.5%. The magenta-colored line is again a cross-check for the vanishing Ez-component of a
y-directed HED. The numerical result is in average about three orders of magnitude smaller
than the one for the x-directed HED confirming the good quality of the simulation.
Note that the first numerical experiment uses a sequence of forward solutions where the
number of forward runs is equal to the number of receiver positions within the borehole. The
second experiment only uses one forward solution for all field evaluations.
For TEM, the analytical solution for the homogeneous half-space and a VMD at the earth’s
surface is available from Nabighian (1979). In Fig. 5.6 we show the numerically evaluated
magnetic field in terms of the time derivative of the z-component of the magnetic induction
b˙z for two distinct points in time (5ms and 50ms) along the observation borehole (subplot a).
They are tested against the analytical solution showing deviations below 6% for the early time
and below 2% for the late time (subplot b). Fig. 5.6c shows a complete transient at a depth of
900m within the observation borehole. Due to the total field approach and the idiosyncrasies
of the transient in terms of the change of sign and the rapidly decreasing field values, the
deviations for BTEM are slightly larger than those for the other methods. Nevertheless, we
are confident that all solutions are reliable and accurate enough to yield meaningful results
for the following discussion relating to the complete 3D model.
5.5 Results and Discussion
Time-lapse monitoring considers a number of discrete data sets collected at fixed locations
at different instants of time. Changing electromagnetic responses indicate changes of the sub-
surface conductivity structure in the sensitive region of a given source/receiver configuration.
Therefore, it is crucial to identify these regions or, in other words, find a suitable configura-
tion for a given, spatially confined change of conductivity (which reflects the process to be
observed). In this work, we compute the EM response for two assemblies of each method:
• the response of the whole 3D geometry before the CO2 injection (called background
response ξbak);
• the response after CO2 injection where the CO2 cap region is assigned an enlarged
resistivity (ξcap).
By interrelating both results of the computations, the information we gain is twofold: (i) It
reflects the temporal change of the reservoir to be monitored since the applied resistivity
changes are motivated by the time-lapse process; and (ii) it visualizes the general sensitivity
pattern of the CO2 cap in the complex 3D geologic setting. The sensitivity patterns (called
’impact patterns’ in the following sections because they only represent approximations of
the sensitivity) visualized in the following may help find the optimal drilling point for an
observation borehole since the observation should take place within the region of greatest
impact. When the monitoring is restricted to a pre-existing borehole and a free positioning
is therefore prevented, the surface source or receiver configuration can be adjusted with the
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Tab. 5.4: Investigated configurations.
DC geoelectrics CSEM BTEM
configuration borehole-to-surface surface-to-borehole surface-to-borehole
or borehole-to-borehole
source current electrodes x-oriented HED at VMD at
in injection borehole, (–3000m, –2000m, 0.05m) (1500m, –1000m, 0m)
1050m and 1200m depth (–3000m, –500m, 0.05m)
(–2000m, –2000m, 0.05m)
(–2000m, –500m, 0.05m)
transmitting frequency: 1 Hz
receiver on surface or downhole downhole downhole
evaluated quantity ξ total potential φ magnitude of z-component z-component of time derivative of
of electric field |Ez | magnetic flux density b˙z
investigated aspect influence of receiver depth influence of source position sensitive time range
help of further virtual experiments in such a way that the region of greatest impact coincides
with the existing borehole.
Electric potential, electric field and time derivative of magnetic induction, i.e. the quantities
underlying the evaluation in Figs 5.7 to 5.9, show a large dynamic range. Therefore absolute
and relative changes assume negative values and may not be logarithmized. Furthermore,
they are close to zero for large parts of the modelling domain where the CO2 injection has
almost no sensitivity. Therefore, we choose logarithmic color scales in the following section.
The scales are symmetric around zero (gray) and are assigned logarithmically spaced colors
on both sides of the sign change. By applying those color maps, we keep the sign information
and achieve a visual logarithmization at the same time. In this way, it is possible to asses
the characteristic sensitivity patterns and also small changes. Since the three investigated
methods have different characteristics, we draw attention towards different aspects of each
method.
5.5.1 Direct-current geoelectrics
Due to the uncomplicated instrumentation, DC geoelectrics offers the opportunity to install
electrodes in the injection borehole (cf. Fig. 5.2). This brings sensitivity very close to the
reservoir. The question is therefore whether the reservoir may be monitored using surface-to-
borehole configurations or borehole-to-borehole (cf. Table 5.4). In the virtual experiment, the
injected current is normalized to 1 A, which is easily scaled to any current used in the field.
The evaluated quantity is the total electric potential φ.
The results of the DC investigation in terms of δ(φ)capbak and ∆(φ)
cap
bak are plotted in Fig. 5.7
for horizontal slices at several depths and a vertical section along the profile A-A’. A very
strong impact of the CO2 injection may be traced up to the surface (top row of Fig. 5.7). There
is a large sensitive subsurface volume above the reservoir where the change in total potential
at a receiver reaches or even exceeds 50%. Concluding, borehole-to-surface and borehole-to-
borehole configuration are both promising. The high sensitivity of the DC configuration is
mainly due to the favorable transmitter placement close to the target reservoir.
Considering real instrumental noise levels, we assume an error of approximately 1% of the
measured voltage for the currently common resistivity meters and an operating temperature
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range of -20°C to 70°C. For a typical instrumentation, the resolution after stacking is given
by Knödel et al. (2005) to be about 1µV. Usual output currents range from 1mA to 10A
so that the output current of 1A being used in all our virtual DC resistivity studies is well
within that range. Therefore, the calculated voltages at the receiver locations on the order of
1mV would clearly be detectable.
5.5.2 Controlled-source electromagnetics
In the CSEM case, we aim at discussing the effect of different source positions on the electric
field sensitivity pattern due to the resistivity change, and we restrict ourselves to the surface-
to-borehole configuration. For demonstrating the influence of the HED position on the surface
(cf. Table 5.4) we choose a receiver depth of 900m. This is approximately 200m above the
CO2 cap. Due to the observation in a borehole, the z-component of the electric field |Ez| is
the natural choice as the measured quantity.
The impact of the CO2 injection is depicted in Fig. 5.8 in terms of δ(|Ez|)capbak and ∆(|Ez|)capbak.
We see that the fluid replacement within the reservoir is detected for all source positions in
the absolute and relative differences. The maximum contrast achieved is about ±10%. The
different sources illuminate the reservoir torch-like and cause slightly different patterns due
to their positions and the resulting current flow. Sources 3 and 4 (i.e., the two lower rows in
Fig. 5.8) have a smaller and more dissipated response. Due to the large and focused response,
we consider source 2 (second row in Fig. 5.8) as the best one.
The detectability of the change of EM fields depends on both environmental and instru-
mental noise. Since we measure the vertical electric field Ez in a borehole at 900m depth,
we assume the effect of the cultural noise to be insignificant. Therefore, we restrict ourselves
to comparing it roughly with the estimated instrumental noise, which depends on receiver
voltage noise, receiver length, and stacking bandwidth (Constable and Weiss, 2006; Wirianto
et al., 2010; Streich and Becken, 2011). For a receiver of 1m length, a receiver voltage noise of
10−9 V/
√
Hz (at 1 Hz; Hoversten et al., 2000) and a stacking bandwidth of 120 s (Constable
and Weiss, 2006) the instrumental noise is approximately 9.1× 10−11 Vm-1. For land CSEM
equipment, the electric source dipole moment is generally in the range of 103 to 104 Am (Co-
lombo and McNeice, 2013). Since our simulations were carried out using a unit dipole moment
of 1Am and the measured electric field at the receiver locations scales with the electric source
dipole moment, this estimation indicates that the stimulated maximal variation in the vertical
component of the electric field in our study is clearly measurable.
5.5.3 Borehole transient electromagnetics
We stick with the observation in 900m depth for BTEM as well and investigate how the
impact of the CO2 cap evolves in the time range of 1 ms–100 ms after switch-off of the
vertical magnetic dipole (VMD) source (cf. Table 5.4). We evaluate the z-component of b˙
because it usually receives the strongest signal.
Fig. 5.9 shows the simulation results in terms of δ(b˙z)
cap
bak for different observation times. We
restrict ourselves to the absolute difference and forbear from evaluating a relative difference
since Eq. 5.13 becomes meaningless around the change of sign in b˙. The observed response
pattern is complex and is caused by the enhanced diffusivity of the CO2 cap due to its larger
resistivity (cf. rows 1 and 2 in Fig. 5.9). At later times, the current system is hampered by the
underlying conductive Cretaceous formation. This contrast does not exist in the background
model. As a result, the sign of the dipole-shaped pattern switches (cf. rows 3 and 4 in Fig.
5.9).
Although an impact of the injection is clearly traceable over a wide time range, the absolute
difference is very small (cf. orders of magnitude in Fig. 5.6, right). Apart from the change
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Fig. 5.7: Impact pattern of the CO2 cap for DC geoelectrics at the earth’s surface (z = 0) in 900m and
1800m depths and for a vertical section along profile A–A’ (from top to bottom). The left-hand subplots show
δ(φ)capbak, the right-hand subplots show ∆(φ)
cap
bak (cf. Eqs 5.12, 5.13). The outline of the cap and the source
positions are marked in white. Note that the cap is located at approximately 1100m depth.
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Fig. 5.8: Impact pattern of the CO2 cap for CSEM in 900m depth for an x-oriented HED (f =1Hz) at four
source positions (from top to bottom). The left-hand subplots show δ(|Ez|)capbak, the right-hand subplots show
∆(|Ez|)capbak (cf. Eqs 5.12 and 5.13). The outline of the cap and the source positions are marked in white. Note
that the cap is located approximately 200m below the shown depth.
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of sign and very late times with weak signal, the relative change does not exceed 3%. A
reliable monitoring would hardly be possible with these small signals. They are in the range
of the numerical uncertainties (cf. Fig. 5.6). Since the mesh is the same for both simulations,
no additional discretization errors should arise. Computations with an independent mesh
confirmed shape and magnitude of the impact pattern (Fig. 5.9), and we are confident that
the shown results are reliable.
The borderline magnitude of the impact of the CO2 cap becomes even more obvious when
real data and noise levels are considered. McNeill (1994) states a general noise level of ap-
proximately 5×10−10 Vm-2 for the z-component of b˙. For environments strongly influenced
by cultural noise, Munkholm and Auken (1996) report a noise level of 10−9–10−8 Vm-2 at
1ms decaying towards later times approximately proportional to t−0.5 according to the be-
haviour of Gaussian noise. Since we may assume a very low noise environment when placing
the receiver at depth, these values given for surface–to–surface surveys are very conservative
estimates. Still, when we consider realistic large loop dipole moments (cf. Eq. 5.11) of 1×106
– 3×107 Am2, the observable changes are in the same order of magnitude as the noise. Alt-
hough changes of about 5% are considered measurable for high quality TEM data (Hördt
et al., 2000), the detection remains uncertain.
5.5.4 Comparison
The differences between the three investigated methods become obvious when the relative si-
gnals are plotted together for one virtual observation well (Fig. 5.10). The observation borehole
is located 250m away from the injection (see Fig. 5.1b and 5.2). Fig. 5.10 shows the relative
deviations in the electric potential φ (for DC), the z-component of the electric field |Ez| for
source 2 (for CSEM) and the z-component of the magnetic induction b˙z. In case of BTEM,
∆(b˙z)
cap
bak is plotted at 2.5 ms, a time well away from the sign change.
For the investigated configurations, the DC source position close to the target is clearly
superior to the source positions of the inductive methods. The significantly larger signal in
DC is due to the current electrodes placed close to the reservoir. Similar contrasts may be
expected for other electromagnetic methods when sources or receiver are positioned very close
to the target.
CSEM and BTEM are similar in their configuration with the source on the surface and
a receiver downhole. They also develop a comparable pattern in Fig. 5.10. Nevertheless, the
achievable contrast is much smaller for BTEM. This is caused by the different current sys-
tems, which both methods induce in the subsurface. The VMD in BTEM induces a basically
horizontal eddy-current system, whereas the HED generates a current system with a strong
vertical component. When the horizontal currents of BTEM reach the thin CO2 cap, they
can easily avoid the resistive region. The vertical current of the HED has to pass through the
reservoir and therefore bears more information about the cap.
This does not mean that the BTEM method is generally inappropriate for our monitoring
scenario. The VMD is simply not the optimal source for such a target geometry. Since CSEM
and BTEM are very close regarding their physical nature, we assume that TEM would also
yield good monitoring signals when a different source (e.g., the HED) is used or a different
target (e.g., a resistive vertical dike structure) is monitored. A monitoring campaign could
then benefit from the advantages of the BTEM method, e.g., the large frequency content of
the transient signal and the short measuring time.
Besides the noise levels, which have already been discussed in the former subsections, it is
also important to evaluate the results in terms of repeatability errors. The term ’repeatability
error’ denotes the effect that subsequent geophysical measurements at the same location
and with the same instrumentation never yield identical data. These errors are caused by
instrumentation peculiarities, re-localization uncertainties (e.g., due to GPS navigation or
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Fig. 5.9: Impact pattern of the CO2 cap for BTEM in 900m depth (left column) and along profile A–A’
(right column) for t = 1ms, 2.5ms, 10ms, and 25ms after VMD switch-off (from top to bottom). Colors show
δ(b˙z)
cap
bak (cf. Eq. 5.12). The outline of the cap and the source position are marked in white. Note that the cap
is located at a depth of approximately 1100m.
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Fig. 5.10: Percent deviations due to the CO2 cap ∆(ξ)capbak for all three methods along an assumed observation
well (cf. Fig. 5.1, center). The scale at the top refers to the DC resistivity method, the bottom scale refers to
CSEM and BTEM.
cable stretching for borehole measurements), and changes in the environmental conditions
(e.g., temperature). It is difficult to give general floors for repeatability errors. They are
method, site, and instrumentation specific. Values given in the literature vary widely. Wirianto
et al. (2010) work with a repeatability error for land CSEM of 1% in the electric field. A
variation of 4.7% for the apparent resistivity in radiomagnetotellurics is determined by Seher
and Tezkan (2007) with repeated measurements at one location. For a marine TEM scenario,
Ziolkowski et al. (2010) estimate the error in the impulse response caused by a misspositioning
of 1% to be approximately 5%. The error which is introduced by an unknown cable stretching
of 1m in our DC scenario may be estimated by error propagation to be approximately 1.7%.
From these considerations, a very rough estimate of the repeatability error floor may be
given with 5%. This shows again that the contrast for the DC resistivity method would clearly
be detectable and also CSEM yields an impact of detectable magnitude. The BTEM method
with a VMD once more proves to be inappropriately configured. Due to the individual nature
of the repeatability error, a generalization is difficult. The site-specific error floor should be
determined by repeated independent measurements of the background response to allow for
a statistic evaluation (as, e.g., done by Seher and Tezkan, 2007). Repeatability errors may be
reduced by installing a fixed instrumentation for time-lapse monitoring purposes.
Which of the shown methods and configurations appear most promising first of all depends
on the specific site considered. The local background resistivities, the borehole infrastructure,
and the casing material have to be considered. When the installation of electrodes within the
injection well is possible, DC geoelectrics may provide a robust and sensitive general trigger
for changes within the reservoir. The configuration for a complementary inductive monitoring
has to be chosen with great care since the response is much more focused than in the DC case.
However, this provides the opportunity for an additional, more distinct spatial information.
5.6 Conclusions
We have presented virtual experiments in terms of finite-element simulations for three diffe-
rent electromagnetic methods applied in a realistic geological scenario of a fictitious carbon
dioxide sequestration site. Such a study becomes possible through a new workflow for the de-
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scription and incorporation of geological geometry models, knowledge gained from laboratory
experiments regarding the influence of CO2 on the electrical rock properties, and advanced
simulation codes for the computation of electromagnetic fields in complicated 3D structures.
Whenever we deal with such complex scenarios, the evaluation of the accuracy of the numeri-
cal solutions is crucial. We showed different approaches on how to validate our computations
when no analytical solution is available.
Our results show that EM methods can play an important role in monitoring CO2 seque-
stration. EM is generally sensitive to pore fluids. However, we have to configure the right
arrangements of sources and receivers for a suitable EM method that generates the appro-
priate current systems. In our scenario, the integration of electrodes for DC measurements
within the injection well greatly enhances the detectability of a CO2 cap. Signals proceed up
to the earth’s surface.
Monitoring with inductive methods is also promising. However, our study demonstrates that
the sensitive subsurface volume, where the impact of the CO2 cap on the fields is sufficiently
large, is smaller so that the measurement configuration has to be chosen with great care.
Therefore, virtual experiments are a powerful tool to elicit an advantageous survey design. In
complex geological environments and when complicated geotechnologies are considered, it is
impossible to estimate the impact pattern without detailed simulations.
Future work should focus on the development of further techniques for the evaluation of
accuracy. One promising approach is goal-oriented error estimators (Oden and Prudhomme,
2001; Ren et al., 2013), which need to be included already in the meshing process. Also the
application of electromagnetic methods for monitoring a CO2 storage in practice holds further
challenges concerning a specific site (e.g., local noise, availability of and uncertainty in geology
models and resistivity data) and specific instrumentation (e.g., influence of steel casings and
repeatability issues). Virtual experiments may also be included in an iterative process for
improving a geological model. Due to their ability to detect high-sensitivity regions, they may
also help collect high quality field data sets, which are suitable for inversion.
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6.1 Relevance of the topic
Geophysical methods are essential for exploration and monitoring of the subsurface. One of the
keys to their successful application is the knowledge of how the measured physical quantities
are related to the desired reservoir parameters. Firstly, this information is required to perform
conclusive simulations and derive an advantageous monitoring design. Secondly, the reservoir
parameters need to be robustly reconstructed from the measured physical quantities and
finally, the temporal changes of subsequent measurements need to be related to changes in
the reservoir characteristics.
Its reactive nature causes CO2 to interact with a water-bearing porous rock in a much mo-
re complex manner than non-reactive gases such as e.g. N2 (Fig. 6.1). Consequently, without
knowledge of the specific interactions between CO2 and rock, a determination of saturation,
and hence a successful monitoring, is possible only to a limited extend. The presented work,
therefore, provides fundamental laboratory investigations for understanding the electrical pro-
perties of rocks when the reactive gas CO2 enters the rock-water system. All laboratory results
are put in the context of potential monitoring applications. The transfer from petrophysical
investigations to the planning of an operational monitoring design by means of close-to-reality
3D FE simulations is accomplished.
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Fig. 6.1: Schematic representation of the phases and processes acting on the electrical rock properties during
interaction between CO2 and water-bearing rocks. Processes, which are not addressed in this work, are marked
by dashed arrows.
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6.2 Model of electrical phenomena
The work presented in this thesis shows that the presence of CO2 in pore space gives rise to a
cascade of processes all of which contribute to the electrical rock conductivity variation (Fig.
6.1). Basically, three mechanisms take place:
1. CO2 partially replaces the pore water, which is equivalent to a decrease in water satu-
ration.
2. CO2 chemically interacts with the pore water by dissolution and dissociation. These
processes change both the chemical composition and the pH of the pore-filling fluid.
3. The low-pH environment can give rise to mineral dissolution and/or precipitation proces-
ses and changes the properties of the electrical double layer, thereby acting on interface
conduction.
The measured conductivity change may be interpreted as a superposition of these effects.
Whether the presence of CO2 appears as a conductive or a resistive anomaly depends on the
dominating process. Saturation reduction and dissolution at high salinity cause a decrease in
conductivity. On the other hand, dissolution at low salinity and the roughening of grain sur-
faces due to mineral dissolution/precipitation results in an increase in conductivity. Different
processes may act differently on different conduction mechanisms. The complexity of electric
conduction mechanisms and of the impact of CO2 at distinct reservoir conditions has to be
covered by the petrophysical model.
6.3 Interaction between CO2 and water phase
The laboratory results show that the reactive nature of CO2 in all physical states significant-
ly acts on the electrical conductivity of saline pore waters. The physico-chemical interaction
appears in different manifestations depending mainly on the pore water composition (salinity,
ion types) but also on both temperature and pressure. It could be shown that the complex
behaviour including a low- and a high-salinity regime originates from the conductivity incre-
asing effect of CO2 dissociation, which is opposed by the conductivity decreasing effect of
reduced ion activity caused by the enhanced mutual impediment of all solutes.
Both a semi-analytical formulation and an empirical relationship have been developed to
predict these effects with a correction factor for water conductivity σnormw , which depends
on salinity, pressure and temperature. Exemplary measurements with other salts indicate
that a comparable behaviour may be expected for other salt solutes as well. These results
are fundamental since the properties of the water phase significantly act on all conduction
mechanisms in water-bearing rocks.
6.4 Interaction between CO2 and rock
The central part of the laboratory experiments covers the spectral complex conductivity of
water-bearing sand during exposure to and flow-through by CO2. Conductivity spectra were
measured successfully at pressures up to 30MPa and temperatures up to 80°C during active
flow and at stationary conditions. The frequency range between 0.1 and 100Hz showed the
highest measurement precision and a very consistent behaviour and is consequently the most
indicative for potential monitoring applications.
It is shown that the impact of CO2 on the real part of conductivity is covered by the
correction factor σnormw for a clean quartz sand. The obtained data further show that chemical
interaction causes a reduction of interface conductivity, which could be related to the low pH
6.5 Integration of laboratory results in simulation studies 109
in the acidic environment. This effect is described by a second correction term σnormif , which
is a constant value as a first approximation.
The quantification of the CO2 effect may be used as corrections during saturation monito-
ring. When the impact of CO2 is taken into account a correct reconstruction of fluid saturation
from electrical measurements is possible. In addition, an indicator for changes of the inner
surface area, which is related to mineral dissolution or precipitation processes, may be com-
puted. Changes of the inner surface area may additionally be relevant during CO2 storage
monitoring since they generally relate to changes of the hydraulic permeability.
6.5 Integration of laboratory results in simulation studies
Both the knowledge gained from the laboratory experiments and a new workflow for the de-
scription and incorporation of geological geometry models enable finite element simulations.
Those were conducted for three different electromagnetic methods applied in a realistic geo-
logical scenario of a fictitious carbon dioxide sequestration site. For such complex scenarios,
the evaluation of the accuracy of the numerical solutions is crucial. Different approaches are
evaluated on how to validate the computations when no analytical solution is available.
The results show that electromagnetic methods can play an important role in monitoring
CO2 sequestration. Compared to other geophysical methods, electromagnetic techniques are
generally very sensitive to pore fluids. The right configuration of sources and receivers is
essential for a suitable electromagnetic method that generates the appropriate current systems.
In the considered scenario, the integration of electrodes for DC measurements within the
injection well greatly enhances the detectability of a CO2 cap. Signals proceed up to the
earth’s surface.
Monitoring with inductive methods is also promising. However, where the impact of the
CO2 cap on the fields is sufficiently large, the sensitive subsurface volume is smaller so that
the measurement configuration has to be chosen very carefully.
6.6 Implications for and transfer to other applications
Knowledge about the interaction between CO2 and water-bearing rocks is useful not only in
carbon dioxide sequestration. The impact of CO2 is also relevant for enhanced oil recovery
methods involving the injection of CO2 or, e.g., the investigation of natural CO2 leaks. The
consideration of the CO2-effect as correction factors in both the real and the imaginary part of
conductivity can serve as a model to investigate the impact of other gases on the electrical rock
properties. The presented thesis describes experimental procedures to quantify the correction
terms, which may be transferred to other gases and applications.
Furthermore, the presented concept of virtual experiments is a powerful tool to find an
advantageous survey design. In complex geological environments and when complicated geo-
technologies are considered, it is impossible to estimate the sensitive configuration without
detailed simulations. Both the methodology of the virtual experiments and the techniques for
the incorporation are not restricted to carbon dioxide sequestration. The considerations for
a monitoring by means of geoelectric and electromagnetic methods are universal and may be
transferred to other geotechnologies.
6.7 Outlook
The presented work provides a starting point for further investigations and developments.
Future laboratory work should consider the impact of CO2 on the conductivity of mixed
electrolytes containing several salt components. This would expand the present knowledge,
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since salt mixtures do not necessarily react in the same way, meaning with the same σnormw ,
as a single electrolyte with the same conductivity.
Additional measurements of the spectral complex conductivity at a wider range of pressure
and temperature conditions would help to determine the dependence of σnormif on pressure,
temperature and salinity. Especially the influence of pH should be investigated in more detail.
So far the experiments are restricted to CO2. Other reactive gases such as e.g. SO2 may
also be relevant in geoscientific applications. Further experiments could aim at adapting the
presented petrophysical models to other gases.
Another interesting and important step, which would add to both the general understanding
and the applicability of the results, would be the incorporation of a reactive rock matrix. In
natural reservoir rocks, a reaction of the mineral matrix has to be expected and should be
covered by the petrophysical model.
Future research on virtual experiments should also focus on the development of further
techniques for the evaluation of simulation accuracy. The application of electromagnetic me-
thods to the monitoring of a CO2 storage in practice holds further challenges as well. Virtual
experiments may likewise be included in an iterative process of improving a geological model.
Due to their ability to detect high-sensitivity regions, they may help to collect high quality
field data sets, which are suitable for inversion. Consequently, advanced inversion techniques
are required as well.
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Glossary
A loop area
b magnetic induction in time domain
e electric field in time domain
ei electric field component in time domain (i = x, y, z)
h magnetic field in time domain
I electric current
j electric current density in time domain
m magnetic dipole moment
n normal vector
n number of turns
t time
x, y, z spatial coordinates
µ magnetic permeability
σ electrical conductivity
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Abstract
Subsurface processing numerical simulations require accurate discretization of the modeling
domain such that the geological units are represented correctly. Unstructured tetrahedral
grids are particularly flexible in adapting to the shape of geo-bodies and are used in many
finite element codes. In order to generate a tetrahedral mesh on a 3D geological model, the
tetrahedrons have to belong completely to one geological unit and have to describe geological
boundaries by connected facets of tetrahedrons. This is especially complicated at the contact
points between several units and for irregular sharp-shaped bodies, especially in case of faulted
zones. This study develops, tests and validates three workflows to generate a good tetrahedral
mesh from a geological basis model. The tessellation of the model needs (i) to be of good
quality to guarantee a stable calculation, (ii) to include certain nodes to apply boundary
conditions for the numerical solution, and (iii) support local mesh refinement. As a test case
we use the simulation of a transient electromagnetic measurement above a salt diapir. We
can show that the suggested workflows lead to a tessellation of the structure on which the
simulation can be run robustly. All workflows show advantages and disadvantages with respect
to the workload, the control the user has over the resulting mesh and the skills in software
handling that are required.
A.1 Introduction
Modern methods for exploring mineral and energy resources and new techniques for under-
ground monitoring rely on numerical simulations of physical state variables like stress field,
heat flux or geothermal potential. Recent studies include simulations of fluid flow in oil or
groundwater reservoirs (Oladyshkin et al., 2007; Park et al., 2014; Wycisk et al., 2009), the
migration of CO2 at a sequestration site (Kempka et al., 2013), the temperature and heat flow
for planning heat exchanger systems (Kohl et al., 2003), stress and strain fields for localizing
potential flank instabilities in mountains (Apuani et al., 2013), seismic wavefields for optimi-
zing measurement parameters (Wang et al., 2011; Lambert et al., 2013), and simulations of
electromagnetic fields (Rücker et al., 2006; Schwarzbach et al., 2011).
The simulation results obtained are only meaningful if the geology of the studied region
is represented correctly. Therefore, successful exploration or monitoring requires a realistic
3D model of the underground geometry, integrating all available geodata. This has to be
constructed in special geomodeling software adapted to the peculiarities of geological data
like scarcity and uncertainty. Subsequently, other specialized software has to be used for
simulating the physical processes. This is generally done using, e.g., the finite element (FE),
finite volume or the finite difference (FD) methods. Therefore, a general workflow is needed
in order to perform a numerical simulation on a realistic model (Fig. A.1).
Initial geological data are often represented by points indicating the position of a geological
interface in a borehole and lines (points connected by segments) representing interfaces on a
seismic section or geological map. Geological discontinuities like horizons or faults are modeled
using the correlation and interpolation of data, while respecting constraints and geological
concepts (Caumon, 2010).
Fig. A.1: General workflow for running a FE simulation on a 3D subsurface model
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Geological models describe the geometry of the subsurface either by a boundary representa-
tion or by discrete cells. Boundary representations describe the spatial extent of a geo-object
only by its boundaries (Weiler, 1988; Mallet, 1989b; Duvinage et al., 1999). A coherent boun-
dary representation is achieved when the volume of the body is completely confined and
partitioned by surfaces without holes and overlaps. The surfaces can either be described by a
discrete data model like a triangulated surface or by a function like a spline (Mallet, 2002).
In a cell representation, the modeling volume is discretized with cells, each of which belongs
to one geological unit. To make a process simulation, a cell representation of the modelling
domain is needed. Depending on the method applied to solve the process equation numerically,
different cell types are used. Structured grids consist of hexahedral cells characterized by a
regular topology. They are often stored in a raster format and are represented by the number
of cells and the step width in each dimension. The simplest type, the rectangular hexahedral
grid, is used by FD codes in hydrogeology, such as Modflow (USGS) or Shemat (Clauser,
2003), or for seismic and resistivity modeling (Spitzer, 1995; Bohlen, 2002; Streich, 2009).
This grid type approximates geological discontinuities by staircase-like boundaries (Fetel,
2006; Bistacchi et al., 2007).
Furthermore hexahedral cells can be deformed in order to follow the horizon geometry
(Bennis et al., 1996) and in this form can be used for FD simulations (Chambers et al., 1999;
Lee et al., 2002; Kempka et al., 2013). One example is Schlumberger’s reservoir simulation
software Eclipse. However, Structured Grids (also called SGrids) become disconnected across
faults, which is a problem for many FD codes.
Unstructured grids consist of an irregular pattern of grid points with neither a pre-defined
topology nor fixed cell geometry. Unstructured cells can be described by a vector format,
giving the corner nodes of each cell, and by a topological model, describing the neighborhood
relations of the cells. The simplest type of unstructured grid is a tetrahedral mesh. It can
adapt to complicated geometries (Moyen, 2005; Muron, 2005), since the tetrahedrons can
represent sharp forms of geo-bodies. Each tetrahedron belongs to one geological unit only,
and geological surfaces coincide with connected facets of the tetrahedral mesh. Unstructured
tetrahedral meshes can be refined locally in order to achieve a good fit (Frank, 2006), are able
to describe even the most complex structural situations and are often used with FE based
software codes (Mallet, 2008).
In this study, we want to use a real-world geological model for the FE simulation of a
transient electromagnetic field, which could be used to optimize the monitoring design for the
leakage of dissolved carbon dioxide into shallow aquifers (Börner et al., 2013). The simulation
code used (Afanasjew et al., 2013) works on tetrahedral meshes.
However, the development of workflows allowing the geoscientist to construct an unstructu-
red mesh suitable for FE simulations hitherto lagged behind the different options for construc-
ting SGrids in commercial modeling packages. A workflow for the generation of unstructured
tetrahedral meshes on a complex geological model has to fulfill the following requirements:
1. Sufficient mesh quality for running a process simulation. The tetrahedrons should not
be too acute-angled, because numerical instabilities can occur. Therefore, the shape of
the tetrahedrons has to be checked and if necessary improved.
2. Incorporation of geometry for defining boundary conditions and constraints. The formu-
lation of boundary conditions for the numerical simulation often requires certain points
or lines to be part of the mesh. The workflow has to be able to add these objects as
constraints to the tessellation.
3. Local adaption. Local refinement of the mesh should be possible. In our example, the
mesh has to be refined in the vicinity of physical sources and receivers to avoid numerical
errors during the simulation.
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Fig. A.2: Boundary representation of a geological body as produced by Gocad and Skua. The triangle nodes
at the surface contacts are not identical; the resulting mesh is not continuous.
This paper aims to develop workflows for the generation of unstructured tetrahedral meshes
with complex geometry suitable for FE simulations. Since different modeling approaches ap-
plied to a specific geological situation or simulation can result in advantages or limitations,
we compare three different modeling concepts using the same data and process simulation.
In order to obtain a mesh suitable for the FE simulation of a geophysical measurement, we
combined and extended available geomodeling and meshing software. We provide a qualitative
comparison of the three workflows by focusing on the work effort, the quality of the mesh and
the control which the modeler has over it.
A.2 Generalized workflows
The geometry of the geological units in the research region can generally be modeled by
adopting different mathematical approaches and data structures. In this section we introduce
three approaches. One common way is to describe a boundary representation by discrete
polygonal meshes, e.g. triangular meshes (Mallet, 1989a; Kessler et al., 2004) as used in
Gocad® or GSI3D. Other modelling approaches use boundary representations described by
functions, mainly NURBS (De Casteljau, 1959) or fully volume-based descriptions (Mallet,
2004). Building on that, an appropriate method of volume meshing has to be applied.
A.2.1 Boundary representations using triangular meshes
This modeling approach describes geological discontinuities in terms of triangulated surfaces
(Tsurfs). Since the geological structure to be modeled from the data is not known a priori, an
initial plane surface is triangulated (Mallet, 1989a). The data points are defined as constraints
which the surface should respect. The surface can be fitted to the data by the discrete smooth
interpolation (DSI) algorithm (Mallet, 1989a) which minimizes the global roughness of the
surface, while taking into account the constraints like control points (constraints which are
respected in a least-square manner) or control nodes (constraints that have to be triangle
nodes of the surface with a fixed position). The local roughness of a surface is calculated
based on a topological model that qualifies the neighborhood of the triangle nodes such that
points with small Euclidean distance, but situated on opposite sides of a geological boundary,
like a fault, can be identified as being not connected. In order to include the resulting TSurfs in
a tetrahedral mesh, the triangulations must match at the contacts between different surfaces,
meaning that the triangle nodes and segments have to be identical at the surface’s contact
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Fig. A.3: 3D geometric model of the modeling area in Niedersachsen (Germany). Geological bodies with
realistic geometries have to be transformed into a tetrahedral mesh. Each geological unit is characterized by
a constant specific electrical resistivity.
lines (Fig. A.2). Only then is it possible to generate tetrahedrons completely belonging to one
geological unit, such that the geological boundaries are represented by connected facets of the
tetrahedral mesh.
However, it is often difficult to construct a suitable boundary representation because the
modeling tools geoscientists commonly use for this task generate and edit each surface in-
dependently of others, and the triangulations do not match at the surface’s contacts. The
meshing operation fails in these cases. Different approaches have been developed to overco-
me this problem by exporting the triangulated boundary model from the geomodeller to a
special meshing tool. Pellerin et al. (2011) developed an algorithm for the Graphite software
(ALICE, 2008) that re-meshes the boundary representation while recovering surface contacts
and corners and computing triangles which are connected along the surface contacts. Zehner
(2011) re-meshes the boundary representation in the Gmsh software (Geuzaine and Remacle,
2009) or generates a suitable boundary representation right from the start.
A.2.2 Boundary representations using NURBS
Another way of defining the boundary representation is to describe the surfaces by spline
functions. Non-Uniform Rational B-splines (NURBS) are a common choice. They are defined
by a B-spline basis function, control points determining the shape of the B-spline and knot
vectors defining where the control points affect the B-spline surface (De Casteljau, 1959). The
parameters of the NURBS function are fitted to a preexisting triangulation or set of point
data. Since the resulting boundary representations are described by continuous mathematical
functions, a tetrahedral tessellation is not restricted to the position and shape of triangles and
can be adapted much better locally. Modeling software applying NURBS is usually designed
for computer-aided engineering (CAE) purposes (e.g. ANSYS®; Abaqus FEA®; Catia®;
Rhinoceros®), but not for geological problems. However, the topology of technical objects
like car or machine parts is known and its geometry can be described by any desired number
of data. Geological data are usually too scarce and too irregularly distributed so that a
surface representation by NURBS fails or results in a geologically unreasonable geometry.
If a geological model is to be represented by NURBS, it has first to be constructed in a
geomodeller and then be exported to the CAE system prior to generating the tetrahedral
tessellation. Representation problems arise in the case of complex faulted models for which
a NURBS representation may generate hundreds of small NURBS surfaces depending of the
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Tab. A.1: Formation resistivities for the test case “Salt diapir in Niedersachsen“
Formation Resistivity ρ [Ωm]
Quarternary 90
Aquifer 110
Upper Tertiary 100
Lower Tertiary 60
Upper Cretaceous 15
Lower Cretaceous 12
Jurassic 10
Triassic 25
Zechstein salt 1000
number of fault compartments. This is the major drawback for this method. However, in the
case of a simple geological model, this approach is valid.
A.2.3 Fully-volume based modelling
A fully volume-based modeling approach was developed by Mallet (2004). It interpolates
available horizon data implicitly as iso-surfaces on a tetrahedral mesh while accounting for
discontinuities like faults.
This modeling methodology directly uses the digitized geological data and includes geolo-
gical information to obtain a geologically feasible model. A geological feature is assigned to
each data set attributing it as horizon, fault or intrusive body. First, the modeling domain
is filled with a tetrahedral mesh, and the fault network is interpolated such that each fault
consists of connected tetrahedron surfaces. This results in a consistent volumetric model with
each tetrahedron completely belonging to one fault block.
The position of stratigraphic horizons is interpolated on the tetrahedral mesh using implicit
functions. A stratigraphic column specifies the age sequence and the topological relationship of
all horizons. Using this information, the XYZ location of each point is transformed into paleo-
coordinates (UVt) of the depositional space. While the UV-coordinates indicate the position
of the point in the paleo-space, t represents the depositional time. This means that the vertical
axis of the UVt-transformed model is related to time and all deformations are reversed to the
undisturbed state of the depositional environment, such that horizons are parallel planes.
Paleo-geographic lines connect points of different deposition age deposited at the same UV
coordinates. The reverse UVt-transformation is performed to display the model in the actual
XYZ space, such that all horizon surfaces stay perpendicular to the paleo-geographic lines and
the roughness of the horizons is minimized. The horizon geometry is described as a property
value on the tetrahedral mesh and automatically extracted as 2D grid surfaces consisting of
regular rectangular cells. For more details see Mallet (2014).
The resulting models always consist of correct bodies. While the fault surfaces are repre-
sented by facets of the tetrahedrons, the horizon surfaces are not. Therefore, the model has
to be transferred into a boundary representation and to be re-meshed in order to prepare a
tessellation for FE simulation (Mallet, 2004). The U-V-t concept was developed by Mallet
(2008) in the geochron-model and has been implemented in the Gocad-Skua software.
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Fig. A.4: Workflow for generation of a tetrahedral mesh with the Skua structure and stratigraphy workflow
and the finite element mesh constructor.
A.3 Test case
A.3.1 Characteristic of the modeling domain
We use simulation of the transient electromagnetic method (TEM) in deformed sedimentary
sequences to test our workflows. The modeling area is situated in Niedersachsen (Germany)
and comprises an Upper Permian salt diapir, its Mesozoic sedimentary host rock, Tertiary
eroded sedimentary sequences and the Quaternary cover (Fig. A.3). The geological data was
taken from the NIBIS map server (LBEG, 2013). The modeling domain is 5 km deep and has
an area of 8.6 x 10 km.
Each geological unit represents one uniform volume with constant specific electric resistivi-
ties as input parameters for a TEM simulation. The resistivity is high in the upper part of the
model and decreases successively, since deep formation waters have an increasing salt content.
The solid salt body is an isolator with a high resistivity (Table A.1). The electromagnetic
source is located at one point at the groundsurface, while the receivers are placed in two
virtual boreholes at points with constant distance. Both source and receiver locations have to
be nodes of the tessellation. Since we apply a linear basis function for the TEM simulation,
we have to refine the mesh around the receivers in order to avoid evaluation errors with one
element.
A.3.2 Workflows in practice
3D geometry modeling of the subsurface is often performed using Paradigm®’s software Gocad
(Paradigm, 2011). It is well adapted to the peculiarities of geological data and bodies and has
a modular architecture which allows for extension by commercially available tools and self-
written C++ based plugins. As a first step we wanted to use Gocad’s standard functionality
to construct a tetrahedral mesh. However, we found many difficulties and problems during
our work:
• Automatic generation of a continuous boundary representation (Model3D) often failed.
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• Quality of a tetrahedral mesh created from a Model3D was often insufficient for FEM
simulation.
• No option to specify the source and measurement points as nodes of the tetrahedral
tessellation in the Gocad FE mesh constructor (FEMC).
• No local refinement possible in the FEMC.
Zehner (2011) introduced a workflow and implemented two plugins, the CompGeom and the
GocadExporters plugin, to interface Gocad with the open-source softwares Gmsh (Geuzaine
and Remacle, 2009) and TetGen (Si, 2011) to use external meshing technology that better
meets the needs for FE simulation. First, a framework of all surface outlines and contacts has
to be extracted from the original model, which is then re-sampled and exported to Gmsh. This
framework can also include lines representing objects necessary for later applying boundary
conditions for the simulation. Gmsh then creates a triangulation incorporating all nodes of the
framework that is read back to Gocad as TSurf. In this way, all surfaces have to be re-meshed
until a continuous boundary representation is obtained. Next, all surfaces of the model are
exported to a TetGen input file where duplicate vertices that share a point are merged. Points
and lines needed to specify boundary conditions for the simulation, but which do not belong
to a surface, are passed to TetGen in a separate file and included in the tessellation, so that
e.g. the vertices of a borehole path can be defined.
The model can be partitioned by internal surfaces that are recognized by TetGen, which
then assigns a number to each tetrahedron that indicates the partition it belongs to and
that can be used for setting material parameters for the simulation. The TetGen output can
be used as input for the simulation software or be imported back into Gocad®/Skua® for
quality control and further processing, such as interpolation of attributes onto the elements.
While the workflow generated promising models that can be refined locally and adapted to
geometrical constraints, the disadvantage was its high load of hand-crafted work within Gocad.
Therefore we tried to make use of Skua, which provides more automatic methods, and tested
the following three methodologies for model creation.
A.3.3 Workflow 1 – FE mesh with the Skua and the Gocad/Skua FE mesh
constructor (FEMC)
While the creation of a Model3D in Gocad is often a problem, it is much more stable within
Paradigm’s Skua software, which uses the fully volume-based modeling approach described
above. Therefore we use the Skua structure and stratigraphy workflow which starts with the
digitized geological data (Fig. A.4) and produces a tetrahedral mesh including the fault blocks
as connected tetrahedron facets, but not the horizons. In order to combine the faults and hori-
zons for the FE mesh, a Model3D has to be derived from the SKUA model. This Model3D can
be transformed into a tetrahedral mesh using the FEMC. This tool offers very few options for
user interaction: only the number of the tetrahedrons can be specified. The tetrahedral mesh
consists of parts representing the geological units: the vertices at the boundary of each part
are duplicated. Therefore, we used the GocadExporters plugin to delete duplicate vertices and
export a list of nodes, tetrahedrons and part IDs which can be imported into the simulation
software. The FEMC, in combination with Skua, generates an overall good mesh quality in
many cases. However, if for example a thin stratigraphic horizon is adjacent to a thick one,
tetrahedrons with very acute angles are generated. Further there is no way to make additional
geometry, such as lines and points, become part of the triangulation.
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Fig. A.5: Workflow for re-meshing the boundary representation with the CompGeom plugin in order to
improve the mesh quality and to add geometry (lines or points) that can later be used for setting the boundary
conditions of the simulation.
A.3.4 Workflow 2 – extending workflow 1 with Gmsh and TetGen
We use the CompGeom and the GocadExporters Plugin from Zehner (2011) to re-mesh the
resulting surfaces from workflow 1 if their quality is insufficient or additional geometry needs
to be incorporated on the boundary (Fig. A.5). Fortunately the FEMC generates a continuous
and topologically clean boundary representation of the model consisting of TSurf objects as
side-effect of the tessellation. These TSurfs can therefore be used as a basis. The resulting
boundary representation can then be tessellated with TetGen and additional geometry within
the volumes can be added.
A.3.5 Workflow 3 – FE mesh from Gocad surfaces with the Ansys
Workbench®
The workflow starts with a set of Gocad surfaces representing the geological interfaces (Fig.
A.2). The triangulation of those can be non-continuous at surface contacts and should nar-
rowly overlap one another to ensure successful geometry operations later on. The surfaces are
exported to a computer-aided engineering (CAE) software in stl-file format using the Gocad-
Exporters plug-in (Fig. A.6). During the import to the solid modeling environment of Ansys
(Ansys Workbench 14.5, 2014) the Gocad surface is converted into faceted surface objects,
where each triangle is one planar NURBS. After import and conversion, all facets are united
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Fig. A.6: Workflow for generating a tetrahedral mesh with Ansys Workbench.
in a single smooth NURBS surface, such that the mesh generator is not forced to include the
original triangulation in the FE mesh.
A volume of interest (VOI) has to be defined by a box slightly overlapping with the surfa-
ces. Then we generate the computational subdomains representing the geo-bodies by applying
Boolean operations. Special constraints, such as points and lines (available on faces) or addi-
tional faces (e.g. boreholes), may be introduced at this stage as additional geometry objects.
The NURBS boundary representation is passed to Ansys’s mesh generator. Material proper-
ties such as the electrical resistivity are assigned to the subdomains and sizing requirements
can be assigned to points, edges, faces and volumes. Element growth between entities with
different sizing conditions can be specified manually, while the automatic sizing may be con-
trolled by both the curvature of the geometry and the proximity of geometric entities. The
resulting mesh can be exported to several ASCII formats and subsequently imported to si-
mulation software.
A.4 Simulation of transient electromagnetic fields
The tetrahedral grid is used to simulate a transient-electromagnetic field using Nédélec ele-
ments, where the degrees of freedom solved for are defined along the edges of the tetrahedrons.
TEM is a geophysical method operating in the time domain. At a given time t0, the direct
current flowing through a cable loop or coil is switched off (Fig. A.7, right). As a consequence,
the electromagnetic field decays, producing downward-propagating eddy currents within the
conductive subsurface according to Faraday’s law (green electric field vector in Fig. A.7),
which is surrounded by a magnetic field at each point (red magnetic field vector in Fig. A.7).
The resulting transient field is observed using magnetic sensors located at the earth’s surface
or within boreholes. The characteristic of the transient field can be analyzed and interpreted,
providing information about the distribution of the electrical conductivity in the subsurface.
The ASCII files containing the tetrahedral meshes are loaded and transferred to the TEM
simulation software (Afanasjew et al., 2013). The code, written in Matlab, solves the curl-curl
equation of the electric field that describes the inductive response in the time domain.
146 A Utilization of 3D-geology models for finite element simulations
Fig. A.7: Principle of a transient electromagnetic measurement to be used for the electromagnetic simulations.
∇× (µ−1∇× e) + ∂tσe = −∂tje (A.1)
Here, e is the time-dependent electrical field, t the time, µ the magnetic permeability, and je
the electric source current density. The electrical conductivity of the rock σ is the reciprocal of
the electrical resistivity ρ. The measured voltage induced in the receiver coil is proportional to
the time derivative of the magnetic flux density b which can be calculated from the electrical
field by
b˙ =
∂b
∂t
= −∇× e (A.2)
On all boundaries except for the earth’s surface, the tangential component of the electrical
field is set to zero which gives
n× e = 0 (A.3)
At the earth’s surface, an exact boundary condition is implemented which avoids the dis-
cretization of the air half-space (Afanasjew et al., 2013; Goldman et al., 1986). The compu-
tational effort necessary to assemble the exact boundary condition directly depends on the
number of degrees of freedom at the earth’s surface.
The weak formulation of Eq. (1) is solved with the help of the exponential matrix function
and Krylov subspace methods, which enable us to calculate the electrical field for a defined
point in time using only one step. This allows efficient calculation of the transient spanning
several decades in time (Eiermann and Ernst, 2006; Güttel, 2010). The magnetic field genera-
ted by the loop current can be approximated by the field of a vertical magnetic dipole (VMD)
with a dipole moment of
m = nIA (A.4)
where I is the current, n the number of turns and A the area enclosed by the loop.
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Tab. A.2: Mesh statistics for the three tested meshes.
Skua FEMC Gmsh/ Tetgen Ansys
Workbench
Number of tetrahedrons 1 076 897 952 456 1 115 221
Degrees of freedom 1 275 137 1 144 962 1 326 591
Degrees of freedom at earth’s
surface
12 071 21 703 19 281
Refined at source and
boreholes
No Yes Yes
A.5 Results and Discussion
A.5.1 Mesh characteristics
We succeeded in building three meshes according to the three workflows described (Fig. A.8).
All three meshes are comparable regarding their number of tetrahedrons (Table A.2). The
Skua FEMC mesh is uniform throughout the whole modelling domain without refinement
in the source and receiver locations. The Gmsh/Tetgen and the Ansys meshes are refined
around the source and along the boreholes. While the TetGen mesh exhibits irregular and
narrow zones of very dense refinement around the source and the boreholes, the Ansys mesh
yields a half-spherical broad zone of medium refinement.
Different tessellations and local refinements lead to varying degrees of freedom at the earth’s
surface. Therefore the computational effort required to assemble the exact boundary condition
is different for the three meshes (see Table A.2).
A.5.2 Performance for a homogeneous half-space
To estimate the absolute accuracy achievable for the meshes, we checked them against the
solution for a homogeneous half-space (HHS). For a homogeneous half-space model, the electric
fields of a VMD after the shut-off are available as an analytical solution (Nabighian, 1979). In
the homogeneous case, the current system (and hence also the electric field) are symmetrical
at all times, which results in a vanishing z-component of the electric field (see Fig. A.7).
In Fig. A.9 the analytical solution for a 90 Ωm HHS is plotted with black lines along the
virtual borehole at x = 1000 m and y = 50 m 10 ms after the shut-off and the source located at
x = y = z = 0 m. The borehole is located in the first quadrant of the x-y-plane and the source
current flows clockwise. Therefore, the x-component of the electric field ex is negative whereas
the y-component ey is larger than zero. Both components show their maximum amplitude in
approximately 750 m depth, which corresponds to the focus of the current system at this
time.
The transient electric fields were computed for all meshes with resistivities set to 90 Ωm for
all tetrahedrons and the VMD again located in the center of the model on the earth’s surface
(green dot in Fig. A.8). Fig. A.8 (right) shows the x-component of the solution at an early
stage. The Gmsh/Tetgen and the Ansys mesh produce a dipol-shaped ex, which correlates
with the expected behavior (Fig. A.7). The coarse Skua FEMC mesh cannot image the dipol
structure.
The results are also shown along the virtual borehole in Fig. A.9 together with the analytical
solution. The Gmsh/Tetgen and the Ansys mesh are well able to reproduce the analytical
solution for the ex- and ey-component. The solutions have the correct shape, sign and the
absolute values are in the correct order of magnitude. The Gmsh/Tetgen solution is bumpier
than the Ansys solution, since it is coarser along the borehole and the plotted values originate
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Fig. A.8: Comparison of the tetrahedral meshes produced with the 3 workflows. Left side: section through
the model through the source and borehole region. Colors denote the unit resistivities. Right side: detail of
the source region, view from top, colors denote the x-component of the electric field 1e-5 s after switch off of
the VMD.
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Fig. A.9: Comparison of the solution for the electric field of the three meshes with the analytical solution for
a homogenous half-space, resistivity for the whole model is constant (90 Ωm). The plots show the solution for
the electric field components 10 ms after switching off the VMD, solid lines for e>0, dashed lines for e<0.
from the affected tetrahedron centers. Nevertheless, close to the earth’s surface the deviation
between the numerical solutions and the analytical formulation is smaller for the TetGen
mesh, possibly caused by the very dense refinement around the source (see Fig. A.8, right).
The Skua FEMC mesh completely fails to reproduce the analytical solution. The solution
values are wrong in terms of sign, shape and order of magnitude. Fig. A.8 (right) shows
the tessellation close to the source along with the numerical solution at a very early stage.
Obviously, the Skua FEMC mesh is not able to image the circular shape of the electric field.
The large element size does not allow for a correct solution. The acute-angled tetrahedrons
in this mesh may also reduce the accuracy of the solution.
All numerical solutions yield an un-physical z-component, which is caused by numerical
and discretization errors. For the Gmsh/Tetgen and the Ansys mesh, it is smaller than the
horizontal components by several orders of magnitude and therefore negligible. The Skua
FEMC solution has a z-component, which is in the same order of magnitude as ex and ey,
one further indication that the Skua FEMC mesh is inappropriate.
A.5.3 Results for the test case
Now the modelling subdomains are equipped with electrical resistivities according to Schön
(1996) and Archie (1942) (Table A.1). A quantitative validation of the numerical simulation
results is no longer possible, since no analytical solution exists and no TEM field data are
available at our test site. Therefore, the results were evaluated against each other and in
qualitative comparison to the homogeneous case discussed above.
The numerical solutions should show the same circular current system as in the homoge-
neous case but adapted to the formation resistivities. The z-component may be larger for the
inhomogeneous case since the electric field is deformed in the geological units with varying
resistivity. Additional numerical errors can be introduced by the heterogeneities in the model.
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Fig. A.10: solution for the scaled norm of the current density j 10 ms after switching off the VMD for the
three meshes.
In Fig. A.10 the numerical solution is plotted in terms of the current density j = σe. In
order to compare the shape of all the calculated current systems we plot j in a scaled and
normalized fashion. The clip in Fig. A.10 b and c shows a basically circular current system,
which is concentrated in the conductive horizons. In addition it is distorted according to the
Jurassic and Cretaceous formations, which are dragged upwards by the rising salt diapir. The
current system does not protrude into the salt diapir. The Skua FEMC solution shows a
different shape with a spherical zone of high current density directly below the source.
In direct analogy to Fig. A.9, the numerical solutions are plotted along the virtual borehole
in the first quadrant (Fig. A.11). The behavior of the solution of the Gmsh/Tetgen and the
Ansys meshes is qualitatively similar to the homogeneous case. We see a negative x- and a
positive y-component of the electric field. The z-component is larger than in the homogeneous
case but still small. The Skua FEMC solution deviates from the other two solutions by up to
two orders of magnitude and partially also by sign.
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Fig. A.11: Comparison of the solution for the electric field components produced by the three meshes 10 ms
after switching off the VMD, filled markers for e>0, empty markers for e<0.
The results from the Gmsh/Tetgen and the Ansys meshes show the expected behavior and
agree with one another. The current system is distorted due to the reluctance of the current
to enter the highly resistive salt diapir and to the pulled-up conductive formations. Small
deviations between the solutions may originate from the varying fineness of the volume meshes.
Differences between the two reliable solutions close to the surface show the same pattern as
the HHS solutions. We therefore conclude that they also originate from the differently refined
source regions.
The result from the Skua FEMC mesh differs strongly from the other solutions. The expec-
ted circular current system does not appear in the solution. On the contrary, a non-physical
zone of high current density forms directly below the VMD location. As already demonstrated
for the homogeneous half-space, no reliable solution may be derived with this mesh.
A.6 Conclusions
All three workflows successfully yielded a tessellation of the diapiric structure on which the
calculations could be robustly run (Fig. A.12). The simulated electromagnetic field, propaga-
ted in coincidence with the modeled geological structure, was concentrated in low resistivity
rock units and deformed and distorted due to the asymmetry of the modeling domain.
During this work, we found that all workflows have pros and cons (Table A.3). The Skua
FEMC workflow stands out by the low workload needed to generate the tetrahedral model,
but does not allow geometry to be included that is needed to set boundary conditions and
offers no shape correction for acute-angled and flat tetrahedrons. The Ansys workflow offers
the most comfortable control over the local net resolution. If several geophysical measurement
methods need to be simulated on the same model, the Ansys workflow is a good choice, since
the tessellation is obtained independently of the surface triangulation, which allows for a fast
generation of different meshes on the same geometry. However, using the Ansys workflow
requires a transformation of TSurfs into NURBS, which causes an interpolation error (in our
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models up to 10 m). If a very exact reproduction of the geometry is necessary, for example
in mines, workflow 2, involving Gmsh/TetGen, is preferable, since it respects exactly the
triangulation of the surfaces. It offers control over the mesh quality, an exact reproduction of
the surface geometry and the feasibility to include certain points or lines that are required
to set boundary conditions, but these adaptations cost man-hours. We think that each model
makes special demands on the mesh and users have to decide with respect to the desired
model which workflow is most suitable.
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Fig. A.12: Overall workflow for generation of tetrahedral meshes.
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Glossary
A loop area
A discrete curl-curl operator
b magnetic induction in time domain
bi magnetic induction component in time domain
e electric field in time domain
e electric field component in time domain
h magnetic field in time domain
I electric current
j electric current density in time domain
m magnetic dipole moment
m cementation exponent (Archie, 1942)
n normal vector
n saturation exponent (Archie, 1942), number of turns
S water saturation
t time
U voltage
µ magnetic permeability
Φ porosity
ρ electrical resistivity
σ electrical rock conductivity
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Abstract
We present the concept of virtual electromagnetic experiments, which aims at setting up and
optimizing the monitoring design for a potential stimulated geothermal energy reservoir. The
concept builds on existing 3D geologic models, which are processed, meshed, assigned realistic
electrical parameters and used for our finite element simulations on unstructured tetrahedral
grids. The available simulation codes are able to cope with the high degree of geometric
complexity in close-to-reality scenarios.
To demonstrate the procedure and the capabilities of our method, we show the model pre-
paration and the simulation results for the transient electromagnetic method in the context of
a prospective enhanced deep geothermal energy site at the fault ’Roter Kamm’ near Schnee-
berg in Saxony/eastern Germany. We show the changes in the measuring signal caused by
the stimulated fracture system in more than 5000 m depth for a range of electrical resistivity
contrasts, which represent different porosity, pore connectivity or fluid resistivity variations.
When a borehole receiver is advantageously placed at depth, percentage changes in the mea-
suring signal of 25% can be expected. Our study demonstrates, that the optimal positioning
of source and receiver is crucial for a successful monitoring and may only be achieved with
advanced simulation techniques.
B.1 Introduction
Electromagnetic methods are suitable for monitoring the subsurface in the context of geotech-
nological projects such as geothermal energy or CO2 sequestration (Streich et al. 2010; Börner
et al. 2013). Based on the principles of current flow and electromagnetic induction, numerous
methods are available to determine the electrical properties of the subsurface (see Fig. B.1).
Several studies have shown the capabilities of electromagnetic methods for the exploration,
structural and thermal characterisation of geothermal reservoirs (see the overviews given by
Meju, 2002; Spichak and Manzella, 2009). Recently enhanced geothermal systems and their
monitoring come into focus (e.g. Peacock et al., 2013).
In deep enhanced geothermal energy, there are several specific aspects to be considered
besides the mere spatial reconstruction of the subsurface. In addition to the structural mapping
of the potential geothermal reservoir, knowledge about the degree of fracturing, porosity,
water content and water composition is of great importance. The shape and the pore content
of the stimulated fracture system need to be described and its stability requires permanent
monitoring. For this purpose, electromagnetic methods are ideally suited because of their high
sensitivity to connected pore fluids. They are therefore an important addition to seismics. The
monitoring design highly depends on the particular method used and the site to be monitored
(e.g. Muñoz et al., 2010).
Other than inversion studies reported in the literature (see e.g. Árnason et al., 2010; Car-
bajal et al., 2012; Wamalwa and Serpa, 2013) the methodology we introduce in this study
helps to understand the complex and site-specific behaviour of electromagnetic fields in a 3D
geological environment. Therefore, our virtual EM experiments allow the evaluation of the
sensitivity pattern for an individual scenario and, consequently, facilitate the optimization of
the field setup prior to the actual field campaign. To achieve this and to obtain robust and
realistic results, the following three aspects have to be addressed (Börner and Spitzer, 2013):
• Is the geology represented sufficiently accurate in the 3D geologic model?
• Do we have adequate knowledge about the petrophysical parameters and the processes
causing the contrasts in conductivity?
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Fig. B.1: Electromagnetic (EM) methods come in a wide variety of different configurations: surface, borehole,
surface-to-borehole and cross-borehole methods generate different current and sensitivity patterns. The elec-
tromagnetic fields may be of natural origin (magnetotellurics MT) or generated by artificial sources. They are
quasi-static (DC resistivity) or time-dependent. The latter are processed either in the time domain (transient
electromagnetics TEM) or in the frequency domain (controlled-source electromagnetics CSEM). A virtual
experiment serves for identifying the appropriate EM method and a suitable experimental design for resolving
the desired target.
• Are the numerical simulation techniques sufficiently powerful to simulate the underlying
physics in complex spatial environments with acceptable accuracy?
In order to demonstrate the benefit of performing virtual experiments, we have chosen the
transient electromagnetic method applied to a prospective deep geothermal energy site near
Schneeberg in Saxony/Germany. Transient electromagnetic methods have already been used
for crustal characterisation in geothermal areas (see e.g. Strack et al., 1990). In the follo-
wing, we outline the procedure of how to set up the virtual scenario from describing and
incorporating the geologic model, to creating an appropriate mesh for the simulation and
assigning realistic resistivities, to finally run the simulation and interpret the results in terms
of feasibility.
B.2 Methods
B.2.1 Incorporating and meshing 3D geologic models
During the last decade several 3D geologic models of the subsurface of Germany have been
developed (GeoMol, 2014; ISONG, 2014; NIBIS, 2014). These models describe both the geo-
logical features and the potential hydrological and geothermal resources of Germany. They
are commonly developed and distributed in geomodeler software formats such as Paradigm
Gocad® or Paradigm Skua®(Paradigm, 2011).
In the geomodeler software, a geologic horizon (i.e., the boundary between two adjacent
geological features) is commonly represented as a triangulated 3D surface (see Fig. B.2). Such
triangulated surfaces are, however, problematic if the mesh employed for the simulation requi-
res local refinements in particular regions. Therefore, we export the horizons to a computer
aided engineering (CAE) tool using a plugin (e.g., Zehner, 2011) and subsequently trans-
form them into freeform representations using non-uniform rational B-splines (NURBS) (De
Casteljau, 1959). Then, each geological feature is turned into a 3D solid. All solids yield the
complete 3D geologic model which is finally handed over to a meshing operator (e.g. Schöberl,
1997; Si, 2013).
Our finalized mesh is an unstructured tetrahedral grid with a local refinement depending
on the geological features, the material characteristics and the chosen geophysical method.
Local refinements might be necessary at sources and receivers, which can be placed on the
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Fig. B.2: Generalized workflow for the incorporation of 3D geologic models into finite element simulations.
The tools used in this study are represented by their logograms.
surface or in boreholes. Electrical resistivities are then assigned to the tetrahedrons and the
mesh is passed on to the finite element software for geophysical simulation.
B.2.2 Electrical rock properties
The electrical resistivity of a water bearing porous medium ρrock can be described by Archie’s
law (Archie, 1942):
ρrock =
1
ΦmSn
ρwater (B.1)
It describes the direct proportionality of the electrical resistivity of a porous rock to the
electrical resistivity of the water content of the pore space ρwater. The proportionality factor
depends on the porosity Φ, the water saturation S, and the empirical factors m (cementation
exponent) and n (saturation exponent, for solid rocks m and n can be assumed to be close to
2).
Of course, Archie’s law is very general and the individual conditions should be inferred from
accompanying laboratory experiments or from analyzing drill cores.
B.2.3 Finite element simulation of transient electromagnetic fields
The virtual experiment presented here employs the transient electromagnetic method (TEM)
in the time domain. A direct current flows in a conductor loop at the surface and is switched
off at a defined time t0 (Fig. B.3). A mainly horizontal, ring-shaped eddy current system –
represented by the electric field e – is induced in the subsurface (red rings t0, t1 ... in Fig. B.3).
This current system spreads laterally and downwards with time and looses in magnitude. A
magnetic field h is associated with the current flow at all times (denoted green in Fig. B.3).
The magnetic field h is related to the magnetic flux density b via a constitutive relation:
b = µh (B.2)
Here, µ denotes the magnetic permeability and may be assumed to be a scalar value for this
study. The decay of the electromagnetic field is measured using a three-component receiver
located at the earth’s surface or in a borehole. The characteristic behavior of the transient
field contains information on the distribution of the electrical resistivity within the subsurface.
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Fig. B.3: Measuring principle of transient electromagnetics: At the time t0 = 0 the direct current in the
transmitter loop (red) is shut oﬀ and an eddy current system (t1, t2 ...) is induced in the subsurface.
We calculate the 3D transient electromagnetic ﬁeld using a Krylov subspace ﬁnite element
code developed by our group (Afanasjew et al., 2013). The code is written in Matlab® and
solves the curl-curl-equation for the electric ﬁeld on unstructured tetrahedral meshes in the
time domain:
∇× (μ−1∇× e) + ∂tσe = −∂tje (B.3)
Here e is the time-varying electric ﬁeld, σ is the electrical conductivity of rock, t is the
time, μ the magnetic permeability and je the source current density.
At all boundaries except for the earth’s surface, perfect conductor boundary conditions are
applied resulting in a vanishing tangential component of the electric ﬁeld n × e = 0 at the
subsurface boundaries. At the surface an exact boundary condition has been implemented
(Afanasjew et al., 2011, 2013; Goldman et al., 1986). This allows to omit the discretization of
the air halfspace, which results in a signiﬁcant reduction of the number of degrees of freedom.
The curl-curl operator is discretized using Nédélec elements (Nédélec, 1980). The semi-
discretized formulation of the curl-curl Eq. B.3 thus reads
− ∂te = Ae, (B.4)
where the matrix A is the discrete representation of the curl-curl operator. Eq. B.4 is an
ordinary diﬀerential equation, which has the solution e(t) = exp(At) with exp as the matrix
exponential function. The direct numerical evaluation of the matrix function is too expensive
because A is very large depending on the domain to be discretized. Therefore, A is projected
onto a low-dimensional rational Krylov subspace which is constructed using a rational Arnoldi
method (Saad, 1992). The arising numerical work is mostly related to solving large sparse
systems of linear equations. For this purpose, we have implemented a geometric multigrid
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Tab. B.1: Model dimensions and characteristics of the final mesh.
Computational domain 20 km x 20 km x 15 km
Stimulated fracture system 1 200 m x 500 m
Number of vertices 192 869
Number of tetrahedrons 1 127 263
Number of degrees of freedom 1 327 552
Number of degrees of freedom at the earth’s surface 14 374
method as a preconditioner in a conjugate gradient method. The electric field at any given
point in time is evaluated with only one step allowing for an efficient time sampling of the
transient electromagnetic signal. For details see Afanasjew et al. (2013).
The voltage induced in the receiver coil U is proportional to the time derivative of the
magnetic flux density b˙, which can be calculated from the electric field by Faraday’s law of
induction (see Fig. B.3, bottom)
U ∝ b˙ = ∂b
∂t
= −∇× e. (B.5)
The quantity evaluated later on to show the impact of the stimulated fault zone is the
absolute value of vector b˙:
|b˙| =
∣∣∣∣∣∣∣∣
b˙x
b˙y
b˙z
∣∣∣∣∣∣∣∣ =
√
(b˙x)2 + (b˙y)2 + (b˙z)2 (B.6)
The source field generated by the transmitter loop can be described by a vertical magnetic
dipole (VMD), whose dipole moment m reads
m = nIA. (B.7)
I is the current in the transmitter loop, n is the number of turns and A is the area that
is enclosed by the transmitter loop. A quantitative evaluation of the TEM field requires the
adaptation of the tetrahedral mesh not only to the geology but also to the particularities of
the electromagnetic method, i.e., a refinement around the source and receiver locations.
B.3 Geology and model
As an example for planning and optimizing a transient electromagnetic monitoring campaign
using virtual experiments we have chosen the potential deep geothermal energy site in the
German federal state of Saxony near the town of Schneeberg (see Fig. B.4, top; Reich 2013).
The Saxon State Office for Environment, Agriculture and Geology (LfULG) provided a 3D
geological model of the Schneeberg area. It includes granites of Aue-Schwarzenberg and Ei-
benstock and the overlying phyllites (Ordovician) and clay shales (Silurian).
This 3D model was transferred into a meshable geometry (Fig. B.4, bottom) as described in
Section B.2. The surfaces of the faults ’Roter Kamm’ and ’Schwerin’ were extruded to represent
100 m thick fracture zones. According to Kuschka (1989), this is geologically reasonable and
takes into account that resistivities are assigned to volumes. Fracture zones are regions of
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Fig. B.4: Map of the target area and three-dimensional representation of the meshed model. Top: Location of
the potential geothermal energy site in Germany and geologic map. The black frame indicates the surface of
our model depicted in the lower subplot (see line A-B for orientation). Bottom: Model domain and tetrahedral
mesh with local reﬁnements at the source, around the fracture system and along the borehole. The location
of the electromagnetic source (VMD, red), the stimulated fracture system at a depth of 5300 m (blue), and
the trajectory of a possible exploration borehole (green) are indicated.
enhanced electric conductivity due to their increased eﬀective porosity (cf. Eq. B.1). The
trajectory of the planned exploratory borehole was included in the model (green line in Fig.
B.4; boring site at x =–2206m, y =–2531m; landing point at x =–215m, y =–3925m,
z =5295m; Reich 2013) and ﬁnely meshed in its vicinity. The mesh is also reﬁned around the
electromagnetic source (VMD) being located at the surface.
A part of the ’Roter Kamm’ was separated to contain a stimulated fracture system being
located symmetrically around the landing point of the exploratory borehole at a depth of
about 5300 m. In accordance with the landing points of the planned production wells and for
simplicity, the fracture system is represented by an extruded ellipse with a semi-major axis of
600 m and a semi-minor axis of 250 m (LFULG, 2010).
The numerical simulation made it necessary to extend the computational domain to 20
km x 20 km at the surface and 15 km at depth (not shown in the ﬁgures) to ensure that
the boundary conditions do not aﬀect the numerical result in the inner target area. The
resulting tetrahedral mesh consists of roughly 193 000 nodes and approximately 1.13 million
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Tab. B.2: Formation resistivities.
Formation Resistivity ρ [Ωm]
Granite of Eibenstock 1000
Granite of Aue-Schwarzenberg 900
Fractured granite 450
Phyllite (Ordovician) 300
Clay shale (Silurian) 200
Fractured phyllite 150
Fractured clay shale 100
Stimulated zone 45
tetrahedrons (equivalent to 1.33 million degrees of freedom of the finite element simulation).
For all mesh characteristics see Table B.1.
Due to missing laboratory or drill core data, the electrical resistivities of the rocks were
estimated using literature values from Schön (1996) and Archie’s law (Eq. B.1). The parame-
ters for the granites, the deep part of the ’Roter Kamm’ and the stimulated fracture system
are of particular interest (see Table B.2). From a recent airborne electromagnetic survey close
to the study area we know, that the resistivity of the plutonic bodies in the area is around
1000Ωm (Siemon et al., 2014). The pore waters at such large depths are highly saline and,
therefore, have a very low electrical resistivity (cf. Möller et al., 1997; Meju, 2002). We use
ρwater = 0.61 Ωm. At the same time, undisturbed Granite possesses a low effective porosity,
which is estimated here to be about 2.5%, and a high cementation factor. We apply m = 1.97.
The mechanically stressed fault zones are characterized by an increased porosity. The increase
by only 1% applied in this study already causes the rock resistivity to be halved within the
fracture zone compared to the surrounding granite. For a hydraulically permeable stimulated
fracture system within the ’Roter Kamm’, we assume a porosity of about 12% leading to
a resistivity decreased by a factor of 10 compared to the undisturbed fault zone. This is a
rough estimate derived from permeability ranges taken from Kuschka (1989) and empirical
estimates of the correlation between permeability and porosity (cf. for example Schön, 1996;
Leary and Al-Kindy, 2002). In the simulations later on a range of stimulated fracture zone
properties is considered. Generally, an enlarged formation resistivity may also originate from
electrically connected graphite or metallic constituents. This is not to be expected for the
intrusive igneous rocks of the study area, but might be important elsewhere.
B.4 Results and discussion
B.4.1 Validation of the finite element simulation
For models as large as the one presented in this study it is a great challenge to assess the
accuracy of the numerical solution. The preferable way of checking the numerical solution of
an arbitrary model would be to perform convergence tests (Franke-Börner, 2013). However,
this technique requires a hierarchy of nested grids starting with a very coarse representation
of the geometry. For our complicated geometry, this is not achievable.
We therefore carry out a simple test to check whether the discretization error inferred from
the mesh is acceptable. For this purpose, we assign only one conductivity value to all cells of
the mesh and compare the numerical solution with the analytical one for the homogeneous
halfspace and a VMD at the earth’s surface (Nabighian, 1979). Since the numerical error
consists of one part originating from the spatial discretization and another part depending on
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Fig. B.5: Comparison between the analytical (black line) and two numerical solutions for a 300 Ωm homo-
geneous halfspace 3250 m away from the VMD. The numerical solutions are shown for a coarse mesh (blue
crosses, 23 344 DoF) and the fine mesh used for this study (red diamonds, 1 327 552 DoF). (a) in terms of
the tangential component of the electric field eΦ. (b) in terms of the absolute value of the time derivative of
magnetic flux density |b˙|. Relative deviations for the fine mesh are smaller than 5%.
the conductivity contrasts we can at least assure that the spatial part is neglectable (Spitzer
and Wurmstich, 1999). From experience we know that the discretization error caused by
moderate resistivity contrasts, as it is the case here, is low. More elaborate methods using
goal-oriented error estimators will be tested in the future (see, e.g., Ren et al. 2013). For the
simple approach used here, we choose a value of 300 Ωm for the halfspace because this is the
resistivity of the immediate vicinity of the source. This region is very important for the whole
transient process also at later times.
Fig. B.5 shows a transient for the homogeneous model 3250 m away from the source in the
relevant time range of t = 10−3−10−1 s. Subplot a shows tangential components of the electric
field, since the electric field is the direct result of the numerical simulation. At the observation
point, the electric field gains magnitude up to approximately t = 6 ms and decays rapidly
toward later times. This behaviour is caused by the eddy current system (cf. red rings in Fig.
B.3) advancing toward the observation point at early times, passing it (maximum in eΦ), and
propagating away from the point of observation at late times. Subplot b shows absolute values
of the time derivative of magnetic flux density derived from the electric fields (cf. Eqs B.5 and
B.6), since this is the quantity we want to interpret later on. The magnetic field (cf. green ring
in Fig. B.3), which is associated with the electric field also approaches, passes and leaves the
observation point. b as well as its time derivative b˙ experience a change of spatial orientation
resulting in a sign change of the transient response. This behaviour causes the complex shape
of |b˙| in Fig. B.5b (for details see e.g. Nabighian, 1989).
In order to demonstrate the severe impact of discretization quality on the accuracy of the
numerical solution, we show the solution for two meshes (blue crosses and red diamonds). Blue
crosses denote the solution of a very coarse grid (23 344 DoF) with an only moderate refinement
closed to the source. The deviation from the analytical solution is larger than 100% for many
time steps. The numerical solution for the fine mesh used in this study (red diamonds, cf.
Table B.1) nicely coincides with the analytical one (black lines) showing maximum deviations
of 5%. Minor deviations at early times are caused by the large gradient of the electromagnetic
fields in this time range (source effect, cf. Spitzer and Wurmstich, 1999), whereas at late times
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Fig. B.6: Scaled magnitude of the current density j 0.15 ms after switching off the current in the transmitter
coil. The downward migrating circular current system with a diameter of approximately 1 km is clearly visible.
The current system gets trapped in the conductive structures tracing the outline of the geologic model.
the Dirichlet boundary condition at the outer boundaries begins to influence the numerical
solution (boundary effect, cf. Spitzer and Wurmstich, 1999) The comparison shows, that these
deviations can be considered negligible in the relevant time range. We are therefore confident
that the moderate resistivity contrasts of maximum 1:20 for the final model representing the
geology will not have a major impact on the solution accuracy and that all shown solutions
are thus reliable.
B.4.2 Virtual transient electromagnetic experiment
The transient electromagnetic fields were calculated for two cases:
1. The entire system is undisturbed, i.e., no stimulation of the fracture system has occurred.
This case is represented by a homogeneous fault being assigned only one resistivity value.
This calculation provides the reference response.
2. The stimulation has occurred. A zone of enhanced permeability and, thus, increased
conductivity is created at a depth of 5300 m according to Section B.3 and Table B.2.
The responses of both cases are subtracted from each other and the result is expressed as a
relative deviation normalized by the reference response. The simulation with a stimulated zone
was carried out for 5 resistivity contrasts of the fracture system compared to the undisturbed
background. A resistivity decrease by factor 2 up to factor 100 was investigated, which re-
presents different porosity changes, fluid resistivity variations and/or changes in cementation.
Table B.3 summarizes the investigated scenarios and illustrates - by application of Archie’s
law (Eq. B.1) - possible reservoir characteristics, which would yield those resistivities.
As a rule of thumb, differences of the observed signal of more than 10% are clearly measu-
rable. In the literature percentage changes of 5% are considered measurable in TEM (Hördt
et al., 2000). Even smaller effects are expected to be detectable in controlled source electro-
magnetics (Wirianto et al., 2010). Since this normalized deviation is a function of space and
time it indicates regions and time ranges that are sensitive to the changes in the fracture
system induced by the stimulation process. The calculation result is the vector of the electric
field e in the entire computational domain. By applying Ohm’s law j = σe we obtain the
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Tab. B.3: Investigated scenarios for the electrical resistivity of the stimulated fault zone ρstimrock. A decrease
in formation resistivity may be achieved either by reduced pore water resistivity (first row), or by enhanced
porosity (second row) or by reduced cementation (third row). All effects may occur simultaneously. See also
Eq. B.1.
Decrease ρstimrock from 450Ωm
a to 225Ωm 112Ωm 45Ωm 15Ωm 4.5Ωm
(factor 2) (factor 4) (factor 10) (factor 30) (factor 100)
By decreasing ρwater from 0.61Ωma to 0.31Ωm 0.15Ωm 0.061Ωm 0.02Ωm 0.0061Ωm
Or by increasing Φ from 3.5%a to 5% 7% 12% 20% 36%
Or by decreasing m from 1.97a to 1.76 1.56 1.28 –b –b
aproperty of the undisturbed fault zone
bObserved cementation factors do not go below 1.3 (cf. for example Schön, 1996).
A
B
z
x y
exploration borehole
stimulated fault zone
1000m
Fig. B.7: 3D scheme of the two slices and one line used for visualization. Slice A (pink) lies within the fault
plane centrally cutting along the fractured zone (rotation about z-axis is 9°, rotation about y-axis is -21.3°).
Slice B (blue) is vertical, lies within the plane of the exploration borehole (green line) and cuts across the
stimulated zone (rotation about z-axis is -55°). The cross-sectional line (red) of the two slices is used for the
visualization of time dependance.
current density j. Furthermore, the application of the curl-operator on e yields the vector of
the negative time derivative of the magnetic flux density b˙ (see also Eq. B.5).
The evaluation of e and j allows the visualization of the calculated current system that is
induced in the subsurface (Fig. B.6). The consideration of b˙ allows quantitative conclusions
on the measuring signal at any point in the computational domain and whether the change
caused by the stimulated fracture system is sufficiently high, so that it may be detected by a
receiver at this point.
In the following section, the simulation results are shown in terms of two slices through
the modelling domain (see Fig. B.7). Slice A (pink plane in Fig. B.7) centrally cuts along
the fractured zone (rotation about z-axis is 9°, rotation about y-axis is -21.3°). Slice B (blue)
vertically cuts across the stimulated zone and lies within the plane of the exploration borehole
(green line, rotation about z-axis is -55°). Along the cross-sectional line (red) of the two slices
the time dependance of the percentage deviation is shown later on.
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Fig. B.8: Percentage change in the magnitude of the time derivative of the magnetic flux density |b˙| (cor-
responds to the percentage change in the measured voltage) caused by the stimulated fracture system for a
resistivity decrease by a factor of 10 at t = 2ms after switching off the current in the transmitter coil. The
’Roter Kamm’ fault plane (black line) and the trajectory of the exploration borehole (green) are indicated.
B.4.3 Discussion
The simulated current system at a fixed time of 0.15 ms is shown in Fig. B.6. One can
see the characteristic ring-shaped eddy current system that forms directly below the source.
Over time, this ring current propagates downwards and spreads out laterally slowing down
its velocity proportional to
√
t in the homogeneous case. At the same time its magnitude
drops exponentially with time. The spreading of the current system strongly depends on the
electrical resistivity of the rock. In the case here, the model is rather resistive causing a rapid
and effective downward migration of the current system with relatively low dissipation.
The measurable voltage at the location of a possible receiver is important for the experiment.
Fig. B.8 therefore shows the percentage change caused by the stimulated fracture system with
respect to the unperturbed reference model for a moderate resistivity decrease by factor 10
at t = 2ms. The modelling domain is clipped along the slices A and B (see Fig. B.7). The
percentage changes for all investigated resistivity contrasts along the slices A and B and as a
function of time are shown in Figs B.9 and B.10.
Approximately around 2 ms, the maximum of the current system (conf. Fig. B.6) passes the
fracture system indicating both a sufficiently high field strength and the maximum sensitivity
(cf. right-hand subplots in Figs B.9 and B.10). Therefore, the maximum gain of information is
roughly associated with this time window. At considerably earlier or later times, the influence
of the fracture system vanishes and the field magnitudes are too low to record. This holds for
all five scenarios.
For the time range of maximum detectability, a distinct region of positive sensitivities is
formed above the stimulated area in direction toward the source indicating an increase of the
measured field values of up to 25% (magenta colors), which is well within the range detectable
by common field equipment. Below the stimulated area in opposite direction of the source,
a significantly larger zone of negative sensitivities forms reaching even greater magnitudes of
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Fig. B.9: Impact pattern of the stimulated fault zone in terms of the percentage change in |b˙| for a resistivity
decrease by factor 2, 4 and 10, respectively (rows from top to bottom, cf. Table B.3). The left-hand subplots
show the results along slice A at t = 2ms, the center subplots along slice B at t = 2ms (cf. Fig. B.7). The
right-hand subplots show the time dependence of the percentage change along the slice intersection (red line
in Fig. B.7). The position of the stimulated zone (white) and the trajectory of the exploration borehole (green)
are marked.
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Fig. B.10: Impact pattern of the stimulated fault zone in terms of the percentage change in |b˙| for a resistivity
decrease by factor 30 and 100, respectively (rows from top to bottom, cf. Table B.3). The left-hand subplots
show the results along slice A at t = 2ms, the center subplots along slice B at t = 2ms (cf. Fig. B.7). The
right-hand subplots show the time dependence of the percentage change along the slice intersection line (red
line in Fig. B.7). The position of the stimulated zone is marked in white. The trajectory of the exploration
borehole is outlined in green.
-40% (greenish colors). Note that negative sensitivities go along with reduced ﬁeld values. The
impact of the stimulated zone is traceable in the transients for approximately one decade (see
Figs B.9 and B.10 between t = 1.0× 10−3 - 1.0× 10−2 s). For the indicated source position, a
receiver located below the stimulation zone within the fracture system ’Roter Kamm’ would
be particularly sensitive. Along the exploration borehole the simulation code only predicts
changes of ±10% close to the reservoir (cf. the position of the borehole marked in Figs B.9
and B.10). Receivers installed along the borehole are therefore positioned suboptimally. The
change at the earth’s surface does not exceed 0.3% for all ﬁve scenarios.
This shows that either the position of the VMD is not chosen optimally or the path of the
drilling (see Fig. B.4). With the aid of further calculations, the position of the source can be
optimized with respect to the borehole. The highest sensitivity would be generated when the
stimulated fracture system would be located between source and receiver. These results nicely
correlate with the sensitivity distributions of the DC resistivity method (conf. Spitzer 1998).
The parameter study for ﬁve resistivity scenarios (see Table B.3) demonstrates the inﬂuence
of the stimulated zone properties on detectability (Figs B.9 and B.10). When we compare
the results in Figs B.9 and B.10 it becomes obvious, that the achievable percentage change
directly depends on the resistivity contrast. The very small decrease by factor 2 (Fig. B.9,
top row) causes minor change in the measuring signal with -10% closely below the reservoir.
This scenario would not be detectable with the investigated set-up. The impact pattern of
the stimulated reservoir keeps its general shape but gains in spatial extend, temporal extend
and magnitude when the resistivity contrast gets stronger. For a resistivity decrease by factor
10 or higher (Fig. B.10) a strong impact is traceable for several hundreds of meters above
the reservoir and up to 1.5 km below the stimulated zone. The time range in the transient,
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in which the fractured zone would appear measurable, extends from a single time step (for
factor 2) to almost one decade (for factor 100).
B.5 Conclusions
Our studies show that electromagnetic methods can contribute to monitoring a stimulated
fracture zone for deep geothermal energy using a time-lapse technique. The presented simula-
tions on the basis of a realistic geological model with and without a stimulated fracture zone
predict a significant change of about 25% in a time range of up to one decade for the transient
electromagnetic measuring signal. It becomes clear that such a deep exploration target can be
resolved only by downhole receivers generating sensitivity at depth. The technical solution for
a deep-seated probe at depths of approximately 5000 m requires dewar-encapsulated boreho-
le equipment for the expected temperatures of > 150°C. This will allow operation times of
several hours which is sufficient to take down the probe to the specified depth. The actual
measuring time for a transient signal is, however, very short.
Realistic virtual experiments prove to be a cost-effective and powerful tool for planning
and optimizing exploration and monitoring surveys. We have shown, that an optimal source
location could be found for the scenario presented here. The methodology is applicable to most
scenarios, sites and geophysical methods. Therefore, our study also contains implications for
other geotechnologies like coal seam gas and shale gas fracking, where natural systems are
artificially enhanced. For the transfer to other geophysical methods we need simulation codes,
which offer the required geometric flexibility. We will therefore apply the method using our
finite element simulation codes for the DC resistivity method (Rücker et al., 2006; Weißflog
et al., 2012) and the controlled source electromagnetic method (Schwarzbach et al., 2011).
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C.1 Empirical formulations for σnormw
The impact of CO2 dissolution and dissociation on pore water conductivity is a central aspect
of this thesis. First experiments at relatively low salinities show the conductivity-increasing
effect of the chemical interaction processes (cf. Chapter 2). The correction term for pore water
conductivity is given in Chapter 2 as:
σnormw = 1 + ts (1− exp[−cpp/po]) (C.1)
with pressure p, reference pressure po and the empirical parameters ts and cp. The adaptation
is valid for pressures up to 9MPa and low salinities at 25°C. A more general formulation
is given in Chapter 3, which covers the full range of salinities between 1e-4 and 1mol kg-1,
pressures between 2 and 30MPa and temperatures between 8 and 80°C:
σnormw = 1 +
q1 + q2T + q3p
cNaCl
(1− exp [−(q4 + q5T )p])
− (q6 + q7T ) (1− exp [− q8 p]) . (C.2)
with temperature T , salinity cNaCl and the empirical parameters qi. This formulation contains
two main terms, the first one describes the conductivity increase due to CO2 dissolution
and dissociation, and the second one covers the conductivity decrease due to the decreased
mobility of the aqueous species. The first term dominates σnormw at low salinities. The second,
decreasing term gains in importance only at high salinities. For a negligible decreasing term,
Eqs C.1 and C.2 are equivalent with
ts =
q1 + q2T + q3p
cNaCl
(C.3)
cp = q4 + q5T . (C.4)
Since salinity is proportional to the initial solution conductivity as long as the activity
coefficient γoNaCl does not strongly deviate from 1 (cf. Eq. 3.21 and Fig. 3.5), the proportionality
from log(ts) to log(σow) at constant temperature, which is formulated in Chapter 2, is confirmed
by Eq. C.2.
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C.2 Characteristics of the sample material
In the following, the basic data of the sand used for the flow experiments in Chapter 4 are
documented (cf. Table 4.1). The figures are referenced by footnotes in the main part of the
thesis.
C.2.1 Grain size distribution and distribution of pore-throat diameters
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Fig. C.1: Grain size distribution (left) and distribution of pore throat diameters (right) for the sand used for
the experiments presented in Chapter 4. The pore throat diameters were determined from mercury porosimetry.
The median grain diameter and pore throat diameter from Table 4.1, respectively, are marked in red.
C.2.2 Complex conductivity at full saturation
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Fig. C.2: Multi-salinity data at 11.7Hz. σ′ data from an independent multi-salinity experiment are shown
as well as the σ′′ data from both the initial state of the flow experiments from Chapter 4 and separate
measurements. The black line shows Eq. 4.31 at full saturation (Sw=1) and without CO2 (σnormw =σnormif =X=1)
for F=3.27 and σ′if,Sw=1=7e-4 Sm
-1 (cf. Table 4.1). The solid gray curve represents Eq. 4.24 for pH=6.5, as=5e-
5, bs=1e5 Sm-1 and cs=1.5e-5 Sm-1. Applying the linear relationship between σ′′if and σ
′
if (Eq. 4.19) and taking
l=0.03 yields the estimate for σ′if represented by the dashed, gray line.
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C.2.3 Complex conductivity at partial saturation
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Fig. C.3: Determination of the saturation exponent for the real part of conductivity n (Archie, 1942) from
real part saturation index Ire vs. water saturation Sw. Ire is calculated from Ire = σ′Sw=1/σ′Sw<1 where σ
′
Sw=1
denotes the real part of conductivity at full saturation and σ′Sw<1 is the real part of conductivity at partial
saturation. Eq. 4.21 is assumed to be valid, which is an acceptable approximation at high salinities since
interface conductivity may be neglected. Highly saline water was used for the analysis (16.4 Sm-1, 21.1 Sm-1).
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Fig. C.4: Determination of the the saturation exponent for interface conductivity k (Vinegar and Wa-
xman, 1984) from imaginary part saturation index I im vs. water saturation Sw. I im is calculated from
I im = σ
′′
Sw=1/σ′′Sw<1 where σ
′′
Sw=1 denotes the imaginary part of conductivity at full saturation and σ
′′
Sw<1
is the imaginary part of conductivity at partial saturation. Eqs 4.19 and 4.22 are assumed to be valid.
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C.2.4 SEM pictures before and after CO2 exposure
The following figures show additional secondary electron micrographs (SEM) of the sand used
for the experimental study in Chapter 4 (cf. also Fig. 4.4). Unless stated otherwise, all grains
are quartz.
Sand sample 1: before CO2 exposure
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Overview: Framed grains are plotted in the following subfigures.
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Sand sample 2: after CO2 exposure
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Overview: Framed grains are plotted in the following subfigures.
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C.3 Parameter fitting procedure
A technique for adjusting the parameters of an arbitrary and non-linear model in order to fit
a set of data is required in several parts of this thesis. In Chapter 2 the parameters ts and cp in
Eq. 2.14 are determined automatically as well as the quantities ΛCO2, gij , hij and qi for both
the semi-analytical and the empirical model in Chapter 3 (Eqs 3.22 – 3.24, 3.25). The Debye
decomposition approach applied in Chapter 4 also requires the fitting of the chargeabilities
ν` and the conductivity σ0 (Eq. 4.33).
Since the considered models are non-linear but explicit functions, the forward calculation
does not require numerical simulation techniques but function evaluations only. Therefore, a
Gauss-Newton scheme using basic approaches is applied (Fig. C.5), which requires to solve
the system of normal equations in each iteration (e.g. Aster et al., 2005):
∆m = (G′CdG + λ(C′C))−1(G′Cd∆d) (C.5)
where ∆m is the vector of model updates, ∆d is the vector of data residuals and G is
the sensitivity or Jacobian matrix. Furthermore, C denotes the regularization matrix, λ is a
regularization parameter and Cd refers to the data weight matrix. The sensitivity matrix G
is the matrix of first derivatives with respect to the model parameters and is computed in
every iteration. This is carried out with the perturbation method in this work (e.g. Nocedal
and Wright, 2006). Each column i of G is calculated by:
Gi =
A(m + dmie)−A(m)
dmi
(C.6)
where A(...) denotes a forward calculation, m is the vector of model parameters, dmi is a small
perturbation of model parameter i and e is a unity vector of the same length as m, which
applys dmi on the i-th entry of m. G has as many columns as there are model parameters
and as many rows as data exist.
In some cases – especially for the Debye decomposition – a regularization is advantageous.
A regularization was implemented by introducing the term λ(C′C) in Eq. C.5. Here, the
regularization matrix C is build from two components C0 and C1 and has as many columns
as there are model parameters:
C =
[
κ0C0
κ1C1
]
(C.7)
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Fig. C.5: Flow chart of the least squares approach used for parameter fitting in Chapters 2, 3 and 4. RMS
denotes the root mean square, DRMS is the difference in RMS between two subsequent iterations. Termination
conditions for the inversion are either RMS falling below a predefined threshold (thres) or DRMS falling below
a given tolerance (tol). The inversion is also stopped if the maximum number of iterations is reached.
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Here, C0 is a unity matrix, which causes models with small model norms to be preferred.
C1 contains a difference operator, which causes the preferred resulting model to be smooth.
The parameters κ0 and κ1 weight the regularization components between one another. The
regularization parameter λ controls the general strength of the regularization.
The final important component in Eq. C.5 is the data weighting matrix Cd. The diagonal
matrix Cd controls the importance of each data for the inversion. E.g. in the case of the Debye
decomposition the order of magnitude of the real part of conductivity is much larger than that
of the imaginary part. This may be equalized by means of Cd. Furthermore, Cd can represent
the varying confidence level of the data.
The same approach was used throughout the whole thesis with varying models. Depending
on the characteristics of the model different regularization and weight settings needed to be
chosen.
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