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An aﬃne subspace is a closed linear subspace of L2(R) generated by an aﬃne system
{2 n2 ψ(2nt−) | ψ ∈ Φ, n,  ∈ Z} for some subset Φ ⊆ L2(R). Among aﬃne subspaces, those
that are reducing with respect to translation and dilation operators are well understood.
The existence of singly generated wavelet frames for each reducing subspace has long been
established, yet most aﬃne subspaces are not reducing. This naturally leads to the question
of whether every aﬃne subspace admits a singly generated Parseval wavelet frame. We
show that if an aﬃne subspace is singly generated (i.e., if Φ = {ψ}), then it admits a
Parseval wavelet frame with at most two generators. We provide some suﬃcient conditions
under which a singly generated aﬃne subspace admits a singly generated Parseval wavelet
frame. In particular, this is true whenever ψˆ = χE and {2 n2 ψ(2nt − ) | n,  ∈ Z} is a Bessel
sequence.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
As one of the natural extensions of the standard theory of wavelets for the entire space L2(R), the study of wavelets
for possible subspaces of L2(R) is an interesting topic in wavelet analysis. Clearly, in order to have a meaningful “wavelet
theory” for a subspace of L2(R), the subspace itself must necessarily be generated through an aﬃne unitary system in the
ﬁrst place, and we will call such subspaces “aﬃne.” The aﬃne subspaces that have been well investigated are the ones
that are reducing subspaces, namely the subspaces that are invariant under the (dyadic) dilations and (integral) translations
(cf. [5–8,13,16–18]). Much of the wavelet theory for the entire space L2(R) remains valid for reducing aﬃne subspaces.
For example, it is known [7,16] that every reducing subspace admits a single (even Shannon-type) orthonormal wavelet.
Furthermore, similarly to the L2(R) case, reducing subspaces also admit many interesting classes of wavelet frames that are
not orthonormal bases. However, except for the reducing case, very little is known about wavelet theory for general aﬃne
subspaces. This paper focuses on the problem of the existence of (Parseval) wavelet frames for general aﬃne subspaces that
are not necessarily reducing.
Before giving a detailed discussion on general aﬃne subspaces, we ﬁrst recall some basic terminologies and concepts. The
inception of frame theory can be traced back to the late 1940’s and early 1950’s. The introduction of frames was mainly for
the purpose of studying non-harmonic Fourier series and some of its applications [11]. During the last two decades, renewed
interest in frames as redundant “bases” mainly came from the rapid development of wavelet analysis, Gabor analysis and
some other applications where redundant representations are more appropriate than Riesz basis representations.
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A‖ f ‖2 
∑
n∈N
∣∣〈 f , fn〉∣∣2  B‖ f ‖2
holds for some positive constants A and B and every f ∈ H . The optimal values of the constants A and B are called the
lower frame bound and upper frame bound, respectively. A tight frame is a frame with equal frame bounds. When both
frame bounds are equal to 1, the frame is called a Parseval frame. A Bessel sequence for H refers to a sequence of vectors
{ fn}n∈N in H that satisﬁes at least the right-hand side of the frame inequality. The analysis operator Θ for a Bessel sequence
is deﬁned by
Θ( f ) =
∑
n∈N
〈 f , fn〉en, f ∈ H,
where {en}n∈N is the standard orthonormal basis for the sequence space 2(N). We say that two Bessel sequences { fn}n∈N
and {gn}n∈N are orthogonal or strongly disjoint if the range spaces of their analysis operators are orthogonal. Equivalently,
{ fn}n∈N and {gn}n∈N are orthogonal if and only if∑
n∈N
〈 f , fn〉gn = 0
for all f ∈ H . The concept of orthogonality for frame sequences was introduced and systematically studied independently by
R. Balan [2] and D. Han and D. Larson [12]. It has been extensively used in both the construction of frames for super-spaces
and the development of multi-frame (multi-wavelet) theory [1–4,9,10,14,15].
Let us turn to the Hilbert space L2(R). We will use T , D to denote the unitary translation and dilation operators on L2(R)
respectively, deﬁned by (T f )(t) = f (t − 1), (Df )(t) = √2 f (2t) for f ∈ L2(R). We usually call any collection of functions of
the form {DnT ϕ | ϕ ∈ Φ, n,  ∈ Z} an aﬃne system of functions where Φ is some subset of L2(R). Formally, an aﬃne subspace
generated by Φ is the closure in L2(R) of the linear span of {DnT ϕ | ϕ ∈ Φ, n,  ∈ Z}. Note that the set of generators Φ
need not be unique for an aﬃne subspace. Thus we say that an aﬃne subspace is singly (respectively, ﬁnitely) generated
whenever Φ can be chosen to contain a single element (respectively, ﬁnite number of elements). When an aﬃne system of
functions forms a frame for L2(R), it is called a wavelet frame for L2(R). Likewise, when X is a closed subspace of L2(R), if
an aﬃne system of functions is contained in X and forms a frame for X , then it is called a wavelet frame for X . In each case,
the set Φ is then called the set of generators for such a wavelet frame. Clearly, for a closed subspace X of L2(R) to have
a wavelet frame, X must necessarily be an aﬃne subspace. Tight wavelet frames and Parseval wavelet frames are deﬁned
similarly. If {DnT ψ}n,∈Z is an orthonormal basis for L2(R) (respectively, for some aﬃne subspace X ), then ψ is called
an (orthonormal) wavelet for L2(R) (respectively, X ). Lastly, ψ is called a wavelet Bessel function if {DnT ψ}n,∈Z is a Bessel
sequence for L2(R).
Aiming for some advantage in notational simplicity, we may equivalently deﬁne the notion of aﬃne subspace through
shift-invariant subspaces. Recall that a closed linear subspace M of L2(R) is shift invariant if f ∈ M implies T k f ∈ M for each
k ∈ Z. Given a subset Φ ⊆ L2(R), let S(Φ) = span{T k f | f ∈ Φ, k ∈ Z} be the shift-invariant subspace generated by Φ . Then
S(Φ) is called a principal shift-invariant (PSI) subspace (respectively, a ﬁnitely generated shift-invariant (FSI) subspace) when Φ
can be chosen to contain a single element (respectively, ﬁnite number of elements). Thus, an aﬃne subspace X is a closed
subspace of L2(R) which has the form
X = span{DnM | n ∈ Z},
where M is a shift-invariant subspace. The space M need not be unique. To be consistent with what has been deﬁned
earlier, we say that X is singly generated (respectively, k-generated) if M can be chosen to be a PSI subspace (respectively, an
FSI subspace with k generators).
Clearly, every aﬃne subspace is invariant under Dn for all n ∈ Z. However, an aﬃne subspace is not necessarily shift
invariant. A closed subspace X is called a reducing subspace (with respect to the dilation operator D and the translation
operator T ) if it is invariant under both Dn and T k for all n,k ∈ Z. Therefore an aﬃne subspace is reducing if and only if it
is shift invariant.
It is well known that X is a reducing subspace if and only if there exists a measurable subset E of R such that 2E = E





for f ∈ L1(R) ∩ L2(R) and then uniquely extended to f ∈ L2(R). There have been many studies of wavelet frames for
reducing subspaces. In particular, it is known that for any reducing aﬃne subspace X , there exists a function ψ ∈ X such that
{DnT ψ | n,  ∈ Z} is an orthonormal basis for X [8]. Moreover, every reducing subspace admits a multiresolution analysis
(MRA) orthonormal wavelet [8]. These results remain true in the setting of higher dimensions with arbitrary (expansive)
matrix dilations (cf. [6,7]).
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subspaces, it is not hard to deduce that a singly generated aﬃne subspace X = span{DnT ϕ | n,  ∈ Z} is reducing if and
only if X̂ = L2(E) with E =⋃ j∈Z 2 j(supp(ϕˆ)). Therefore, it is safe to say that at least “most” of the singly generated aﬃne
subspaces are non-reducing. Moreover, as Proposition 1.1 [5] below will show, there is an abundance of non-reducing aﬃne
subspaces which do not even contain any non-zero reducing subspaces. We will call such aﬃne subspaces purely non-
reducing. Before introducing this proposition, which is due to Dai et al. [5], we need some more terminology. We associate
to any ﬁxed measurable subset E of R the two mappings τE :R → {0} ∪ N ∪ {∞} and δE :R → {0} ∪ N ∪ {∞} given by
τE(x) =∑ j∈Z χE(x+ 2 jπ), δE (x) =∑ j∈Z χE (2 j x) for x ∈ R. Each of these two mappings naturally induces a partition of the
set E . In fact, if we let E(τ ;k) = {x ∈ E | τE(x) = k} for k ∈ N∪{∞}, then E is the disjoint union of the sets E(τ ;k). Likewise,
E is the disjoint union of the sets E(δ;k) = {x ∈ E | δE (x) = k} for k ∈ N ∪ {∞}.
Proposition 1.1. (See [5].) Let ψˆ = χE and let X be the aﬃne subspace generated by ψ . Then the following are true.
(i) ψ is a Bessel wavelet function if and only if there exists some N ∈ N such that both E(δ;k) and E(τ ;k) have measure zero for all
k ∈ N ∪ {∞} with k N.
(ii) Assume that ψ is a Bessel wavelet function. Then the maximal reducing subspace contained in X is the subspace M such that






E(δ;1) ∩ E(τ ;1)).
Using (ii) of Proposition 1.1, it is easy to produce various examples of aﬃne subspaces that do not contain any non-zero
reducing subspaces. In applications, it also could happen that the function (image or signal) subspaces in question are aﬃne
subspaces but non-reducing. In all such cases, the existing “wavelet theory” for reducing subspaces does not apply. This
motivates our study of the wavelet theory for general aﬃne subspaces. In this article, we are interested in the fundamental
question of whether every aﬃne subspace admits a “wavelet-type frame.” We will prove the following.
Theorem 1.2. Assume that X is a singly generated aﬃne subspace. Then there existψ1,ψ2 ∈ X such that {DnT ψi | n,  ∈ Z, i = 1,2}
is a Parseval frame for X.
Theorem 1.2 is one of the consequences of an orthogonal decomposition of the space X , where this decomposition relies
on the so-called “semi-orthogonalization” technique. Its proof, together with its analogous counterpart in the case of an
aﬃne subspace with k generators (Theorem 2.5), will be presented in the next section. We will devote the rest of the next
section to the question of when a singly generated aﬃne subspace admits a singly generated Parseval wavelet frame. Using
the decomposition mentioned above, we obtain the following corollary.
Corollary 1.3. Assume that X is a singly generated aﬃne subspace. If X is either reducing or purely non-reducing, then there exists
ϕ ∈ X such that {DnT ϕ | n,  ∈ Z} is a Parseval frame for X.
Corollary 1.4. Assume that X is an aﬃne subspace generated by a single function ψ . There exists ϕ ∈ X such that {DnT ϕ | n,  ∈ Z}
is a Parseval frame for X if either one of the following conditions is satisﬁed:
(i) 0 is an interior point of R \ supp(ψˆ), or
(ii) ψˆ = χE for some subset E of R and ψ is a Bessel wavelet function.
Several other suﬃcient conditions, together with relevant examples, will also be discussed in the next section.
2. Proof of the main results
In this section, unless otherwise stated, we always assume that the aﬃne subspace X is generated by a single function ψ ,
i.e., X = span{D jT kψ | j,k ∈ Z}. For each j ∈ Z, we deﬁne W j = span{D jT kψ | k ∈ Z}. It is obvious that W j = D jW0 for j ∈ Z
and that X = span{W j | j ∈ Z}. Note that either W0 ⊆ span{Wk | k > 0} or W0  span{Wk | k > 0} must be true. The ﬁrst
case is easily dealt with in Proposition 2.1 below. We then treat the second case in Lemmas 2.2–2.4.
For notational simplicity, we also deﬁne Y j = span{Wk | k > j} for j ∈ Z, and set Y :=⋂ j∈Z Y j . Let us make a few
observations concerning these subspaces. First of all, recall that for each j ∈ Z, we have W j = D jW0. Likewise for each
j ∈ Z,
Y j = span{Wk | k > j} = span
{
D jWk | k > 0
}= D j(span{Wk | k > 0})= D jY0.
Secondly, the sequence of subspaces {Y j} j∈Z is decreasing (when ordered according to set containment) and it is clear that⋃
Y j = span{Wk | k ∈ Z} = X .
j∈Z

































we see that Y =⋂ j∈Z Y j is a reducing subspace.
Now we treat the ﬁrst case.
Proposition 2.1. If W0 ⊆ span{Wk | k > 0}, then X is a reducing subspace. Hence there exists a function ϕ in X such that {DnT ϕ |
n,  ∈ Z} is an orthonormal basis for X.
Proof. It follows from W0 ⊆ span{Wk | k > 0} that W j = D jW0 ⊆ span{Wk | k > j} for j ∈ Z. In particular,
W−1 ⊆ span{Wk | k > −1} = span{Wk | k 0},
and so
W−2 ⊆ span{Wk | k−1} = span{Wk,W−1 | k 0} ⊆ span{Wk | k 0}.
A simple induction argument then shows that W j ⊆ span{Wk | k  0} for each integer j < 0. Hence span{Wk | k < 0} ⊆
span{Wk | k 0}. Therefore X = span{W j | j  0}. This implies that X is shift invariant, thus a reducing aﬃne subspace. The
remaining conclusions follow readily from this fact. 
For the second case, we will use the so called “semi-orthogonalization” technique to decompose X into an orthogonal
direct sum of two aﬃne subspaces with the property that each admits a wavelet frame. The decomposition process will rely
on the sequence of subspaces Y j = span{Wk | k > j} and the subspace Y deﬁned at the beginning of this section. In what
follows, we will use the notation PS to denote the orthogonal projection onto a closed subspace S . We treat the case of
W0  span{Wk | k > 0} in following three lemmas.
Lemma 2.2. Let W˜0 be the closure of PY⊥0 W0 . If W0  span{Wk | k > 0}, then W˜0 is a singly-generated non-zero shift-invariant
subspace.
Proof. From the assumption that W0  span{Wk | k > 0} = Y0, we clearly see that
W˜0 ⊇PY⊥0 W0 = {0}.
Furthermore, since Y0 is a shift-invariant subspace, the projection operator PY⊥0
must commute with the translation oper-
ator T . Hence, since W0 is a shift-invariant subspace with single generator ψ , W˜0 is also a shift-invariant subspace, with
single generator PY⊥0 ψ . 
Note that from the facts that W0  span{Wk | k > 0} = Y0 and W j = D jW0 for j ∈ Z, it follows that W j  span{Wk |
k > j} = Y j for j ∈ Z. So if we let W˜ j be the closure of PY⊥j W j , then W˜ j = {0}. Furthermore, for any g ∈ L
2(R) and each
j ∈ Z,
D j g ⊥ Y j ⇐⇒ g ⊥ Y0.
This implies that for each j ∈ Z, we have Y⊥j = D jY⊥0 which leads to the conclusion that PY⊥j = D
jPY⊥0 D
− j . Therefore




− j)D jW0 = D jPY⊥0 W0
and so we get W˜ j = D jW˜0.
In fact, we have proved the following.
Lemma 2.3. Let W˜ j be the closure of PY⊥j W j for j ∈ Z. If W0  span{Wk | k > 0}, then W˜ j is non-zero and W˜ j = D
jW˜0 for j ∈ Z.
Now we are ready to describe the details of a decomposition of the aﬃne subspace X .
Lemma 2.4. Let W˜ j be the closure of PY⊥W j for j ∈ Z. If W0  span{Wk | k > 0}, then the following are true.j
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(ii) The space Y0 = span{Wk | k > 0} is the orthogonal direct sum of the subspaces Y =⋂ j∈Z Y j and the W˜ j with j ∈ N.
(iii) The space B = X  Y0 is the direct sum of the W˜ j with j ∈ Z \ N.
Proof. (i) Observe that for each j ∈ Z, Y j is a subspace of X . So to reach the conclusion it suﬃces to check that W˜ j =
Y j−1  Y j for j ∈ Z, the orthogonal complement of Y j in Y j−1.
Indeed, for ﬁxed j ∈ Z, on the one hand, if f ∈ PY⊥j W j , then f ⊥ Y j . Also, the fact that W j ⊆ Y j−1 implies that f ∈
PY⊥j Y j−1. Hence there is a function g ∈ Y j−1, such that f =PY⊥j g . Consequently f = g −PY j g ∈ Y j−1. It then follows that
W˜ j ⊆ Y j−1  Y j .
On the other hand, if f ∈ Y j−1  Y j , then f ∈ Y j−1 = span{Wk | k j} and f ∈ Y⊥j . This implies that for any ε > 0, there
is a function g with ‖g‖ < ε and some functions h1 ∈ W j and h2 ∈ span{Wk | k > j} = Y j such that f = g + h1 + h2. Hence
f =PY⊥j f =PY⊥j g +PY⊥j h1. With PY⊥j h1 ∈PY⊥j W j , this shows that f ∈ W˜ j . Thus Y j−1  Y j ⊆ W˜ j .
(ii) In the proof of part (i), we have established the fact that W˜ j = Y j−1  Y j for j ∈ Z. We also know that {Y j} j∈Z is



























(iii) We ﬁrst consider PY⊥j W j =P(span{Wk |k> j})⊥W j . Observe that for each j ∈ Z \ N, PY⊥j W j is contained in
P(
span{Wk |k>0}
)⊥ span{Wk | k ∈ Z} =PY⊥0 X = X  Y0.
Thus W˜ j is a subspace of X  Y0 when j ∈ Z \ N, and therefore we have ⊕ j0 W˜ j ⊆ X  Y0. On the other hand, for any
f ∈ X  Y0, since X =⋃ j∈Z Y j and the sequence {Y j} is decreasing, there exists a sequence { fn}n∈N such that each fn is
a linear combination of some functions from ﬁnitely many Y j ’s with j  0 and ‖ fn − f ‖ → 0 as n → ∞. Recall that W˜ j =
Y j−1  Y j for j ∈ Z. It follows then fn ∈ (⊕ j0 W˜ j) for n ∈ N. Hence f ∈ (⊕ j0 W˜ j) and therefore X  Y0 ⊆⊕ j0 W˜ j .
This completes the proof. 
Let us note in passing that we can apply the same decomposition procedure to X even when W0 ⊆ span{Wk | k > 0},
albeit with trivial result. In fact, when W0 ⊆ span{Wk | k > 0}, we have W˜ j = {0} for each j ∈ Z and X = Y , which is a
reducing subspace.
Proof of Theorem 1.2. From Proposition 2.1 we know that X admits a Parseval frame {DnT ϕ | n,  ∈ Z} if W0 ⊆ span{Wk |
k > 0}. For the case of W0  span{Wk | k > 0}, we know from Lemma 2.4 that






where W˜0 is a singly-generated shift-invariant subspace, W˜ j = D jW˜0 for j ∈ Z, and Y is a reducing subspace. Let ψ1 ∈ W˜0
and ψ2 ∈ Y be such that {T ψ1 |  ∈ Z} is a Parseval frame for W˜0 and {DnT ψ2 | n,  ∈ Z} is a wavelet Parseval frame
for Y . By the orthogonality of the decomposition of X and the fact that W˜ j = D jW˜0 for j ∈ Z, we conclude that {DnT ψ1 |
n,  ∈ Z} ∪ {DnT ψ2 | n,  ∈ Z} is a Parseval frame for X . 
The proof of Theorem 1.2 also generalizes to aﬃne subspaces with k generators.
Theorem 2.5. If X is an aﬃne subspace with k generators, then there exist k + 1 functions ψi (1  i  k + 1) such that {DnT ψi |
n,  ∈ Z, i = 1,2, . . . ,k+ 1} is a Parseval frame for X. Moreover, if X is a purely non-reducing aﬃne subspace with k generators, then
X admits a Parseval wavelet frame with k generators.
For the rest of this section, we concentrate on the question of when a singly-generated aﬃne subspace admits a singly-
generated Parseval wavelet frame. Evidently, if the Y space associated with a given singly-generated aﬃne subspace X turns
out to be the zero space, then the said aﬃne subspace X admits a singly-generated Parseval wavelet frame. Corollary 1.3 is
an immediate consequence of the decomposition described in Lemma 2.4.
Proof of Corollary 1.3. We only need to consider the case when X is purely non-reducing. In this case, Y must be {0},
as it is a reducing subspace of the purely non-reducing X . It follows then from Lemma 2.4 that X =⊕ j∈Z W˜ j . Hence,
{DnT ϕ | n,  ∈ Z} is a wavelet Parseval frame for X , where ϕ ∈ W˜0 is such that {T ϕ |  ∈ Z} forms a Parseval frame
for W˜0. 
52 Q. Gu, D. Han / Appl. Comput. Harmon. Anal. 27 (2009) 47–54Later in this article, we will show that there are indeed singly-generated non-reducing aﬃne subspaces such that their
associated Y space is non-zero. Yet in many such cases, as described in Proposition 2.9 below, the singly-generated aﬃne
subspace under discussion still admits a singly-generated Parseval wavelet frame. While we are not able to determine
whether every singly-generated aﬃne subspace admits a singly-generated Parseval wavelet frame, in what follows we will
develop a few more suﬃcient conditions which guarantee that they do.
Corollary 1.4 collects a few simple conditions under which Y = {0} holds and consequently X admits a Parseval wavelet
frame with single generator. In preparation for a proof of this corollary, observe that whenever X is an aﬃne subspace
generated by ψ ∈ L2(R) with E = supp(ψˆ), it must be true that Ŵ0 ⊆ L2(E) and Ŵ j ⊆ L2(2 j E) for j ∈ Z. Consequently,
Ŷ j ⊆ L2(⋃k> j 2k E) for j ∈ Z and therefore Ŷ ⊆ L2(⋂ j∈Z⋃k> j 2k E). This implies that Y = {0} whenever ⋂ j∈Z⋃k> j 2k E has
measure zero. As a simple consequence of this observation, we see that Y = {0} holds whenever there exists N > 0 such
that E ∩ 2 j E has measure zero for all j  N . In order to take full advantage of the observation above, we will describe the





k E in the following lemma, from which Corollary 1.4 quickly follows. We say that a
subset B ⊆ R is a dyadic absorbing set in R if for any x ∈ R, there is always an N(x) ∈ N such that 2−kx ∈ B for all k > N(x).
For example, (−δ, δ) is a dyadic absorbing set for any δ > 0. For any given dyadic absorbing set B and any ﬁxed E ⊆ R, we
deﬁne a mapping δ˜E∩B :R → {0} ∪ N ∪ {∞} by δ˜E∩B(x) :=∑n∈N χE∩B(2−nx) for x ∈ R.
Lemma 2.6. Let B be a dyadic absorbing set. Then for any E ⊆ R, we have x ∈⋂ j∈Z⋃k> j 2k E if and only if δ˜E∩B(x) = ∞.
Proof. By deﬁnition of dyadic absorbing set, given x ∈ R, there is an N(x) ∈ N such that 2−kx ∈ B for all k > N(x). Now if





k E =⋂∞n=N(x)⋃n1>n 2n1 E , then for any n ∈ N with n N(x) there is n1 > n such that x ∈ 2n1 E ,
hence 2−n1x ∈ E ∩ B . This implies that δ˜E∩B (x) = ∞.
On the other hand, given x ∈ R, if δ˜E∩B(x) = ∞, then for each n ∈ N, there is an n1 ∈ N such that n1 > n and 2−n1x ∈
E ∩ B ⊆ E , therefore x ∈⋂∞n=1⋃n1>n 2n1 E =⋂ j∈Z⋃k> j 2k E . 
Proof of Corollary 1.4. Let E = supp(ψˆ). If condition (i) holds, by choosing a δ > 0 such that E ∩ (−δ, δ) = ∅, it is evident





k E has measure zero. When condition (ii) is satisﬁed, according to Proposition 1.1
there exists some N ∈ N such that E(δ;k) has measure zero for all k ∈ N ∪ {∞} with k  N . This implies that the function
δE(x) =∑ j∈Z χE (2 j x) is uniformly bounded. Note that with any dyadic absorbing set B ⊆ R, δ˜E∩B(x) δE (x) always holds.
Therefore δ˜E∩B(x) is ﬁnite for all x ∈ R. Consequently Lemma 2.6 implies that ⋂ j∈Z⋃k> j 2k E has measure zero. 
Let us further remark that according to Lemmas 3.11 and 3.13 in [19], evidently Y = {0} whenever the shift-invariant
subspace Y0 is ﬁnitely generated. Moreover, by mimicking part of the proof of Theorem 3.2 in [19], it can be shown that in
the case when X is generated by ψ , whenever there is a ϕ ∈ W˜0, such that {T kϕ | k ∈ Z} forms a Parseval frame for W˜0
and that for any ξ ∈⋃ j∈Z 2 j supp(ψˆ),∑
j∈Z
∣∣ϕˆ(2 jξ)∣∣2 = 1,
then Y must be the zero space. However, this can still be further strengthened. By using Lemma 2.4 and the fact that any
reducing subspace is of the form { f ∈ L2(R) | supp( fˆ ) ⊆ E} with some measurable E such that 2E = E , we can easily deduce
that in the case when X is generated by ψ , whenever there is a ϕ ∈ W˜0, such that for any ξ ∈⋃ j∈Z 2 j supp(ψˆ),∑
j∈Z
∣∣ϕˆ(2 jξ)∣∣2 > 0,
then Y must be the zero space. Let us mention in passing that when ϕ generates a Parseval wavelet frame for an aﬃne
subspace X ,
∑
j∈Z |ϕˆ(2 jξ)|2 ∈ {0,1} need not hold.
Example 2.7. Let E1 = [−4π,−3π) and E2 = [−3π,−2π)∪[π,2π). Deﬁne ϕ ∈ L2(R) by ϕˆ := χE1 + 1√2χE2 . It can be easily
checked that {T ϕ:  ∈ Z} is a Parseval frame for the shift-invariant subspace M generated by ϕ . Also, 2 j(E1 ∪ E2) and
2k(E1 ∪ E2) are disjoint for any pair of distinct integers j,k. Thus for such j,k, D jM and DkM are orthogonal to each other.
Consequently, {D jT kϕ | j,k ∈ Z} forms a Parseval frame for the aﬃne subspace X generated by ϕ . Yet ∑ j∈Z |ϕˆ(2 jξ)|2 /∈{0,1} when ξ ∈ [−3π,−2π) ∪ [π,2π).
In the remainder of this article, we will take a closer look at the special case when an aﬃne subspace X is generated
by some ψ such that ψˆ = χE with a measurable set E . In this case, if we use L2(T) to denote the collection of 2π -periodic
functions which are square integrable on any interval of length 2π , then for each j ∈ Z,
W j = span
{
D jT kψ | k ∈ Z}= { f ∈ L2(R) | fˆ = gχ2 j E , g(2 j ·) ∈ L2(T)}.
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⋃
l∈Z(2k E \ E + 2k · 2lπ). We will see that if ψˆ = χE and E satisﬁes condition A, then it is quite easy to describe PY⊥0 .
Lemma 2.8. Suppose ψ ∈ L2(R) is such that ψˆ = χE where E ⊆ R. If E satisﬁes condition A, then for any f ∈ W0 , there is a
unique pair of functions f1 ∈ W˜0 and f2 ∈ Y0 , such that f = f1 + f2 and fˆ 1 = fˆ χE\(⋃k>0 2k E) , fˆ 2 = fˆ χE∩(⋃k>0 2k E) . Consequently
P̂Y⊥0 f = fˆ χE\(⋃k>0 2k E) , P̂Y0 f = fˆ χE∩(⋃k>0 2k E) .
Proof. Let f1, f2 ∈ L2(R) be deﬁned as in Lemma 2.8. Then f = f1 + f2 since fˆ = fˆ 1 + fˆ 2. We also have f1 ⊥ Y0. We claim
that when E satisﬁes condition A, f2 ∈ Y0 always holds. The claim implies that f1 = f − f2 ∈ W0 + Y0 ⊆ Y−1. Consequently
f1 ∈ Y−1  Y0 = W˜0 and the rest of the conclusion follows.
To show the truth of the claim, let fˆ = gχE where g ∈ L2(T). It follows from deﬁnition of f2 that fˆ 2 = gχE∩(⋃k>0 2k E) .
We deﬁne F := supp( fˆ 2). Observe that since F ⊆ E ∩ (⋃k>0 2k E), F can always be partitioned into disjoint union of sets
Fk with Fk ⊆ E ∩ 2k E for k ∈ N. When E satisﬁes condition A, Fk ∩ (⋃l∈Z 2k E \ E + 2k · 2lπ) has measure zero for k ∈ N.
Consequently gχFk ∈ Ŵk for each k ∈ N and so fˆ 2 can be written as the sum of the mutually orthogonal functions gχFk .
Hence f2 ∈ Y0. 
The above lemma implies that ̂˜W 0 ⊆ L2(E \⋃k>0 2k E) whenever E satisﬁes condition A. Therefore, whenever ψˆ = χE
with some E ⊆ R satisfying condition A, we only need to consider the situation when E ⋃k>0 2k E , since otherwise Y is
the zero space. Note that for any dyadic absorbing set B , the set W := 2B \ B always satisﬁes the condition that 2kW and
2lW are disjoint for any pair of distinct j,k ∈ Z. If in addition, W + 2kπ and W + 2lπ are also disjoint for any distinct
j,k ∈ Z, then such a B will be called regular. Using this terminology, we immediately have the following proposition.
Proposition 2.9. Supposeψ ∈ L2(R) is such that ψˆ = χE where E ⊆ R. Assume that E satisﬁes condition A. If for some regular dyadic
absorbing set B with W := 2B \ B, E \⋃k>0 2k E is disjoint from⋃l∈Z F + 2lπ where F := {x ∈ W | δ˜E∩B(x) = ∞}, then the aﬃne
subspace X generated by ψ admits a single function Parseval frame wavelet.
Proof. Note that we only need to discuss the case of E 
⋃
k>0 2
k E . Recall that Ŷ ⊆ L2(⋂ j∈Z⋃k> j 2k E). Note that with F =
{x ∈ W | δ˜E∩B(x) = ∞}, for any pair of distinct integers j,k, we have (F +2kπ)∩ (F +2lπ) = ∅ and 2k F ∩2l F = ∅. Moreover,
Lemma 2.6 implies that
⋃





k E . Thus, by the characterization of reducing subspace mentioned in the
ﬁrst section, we may ﬁnd some F1 ⊆ F and deﬁne ψ1 ∈ L2(R) with ψˆ1 = χF1 , so that {DnT ψ1 | n,  ∈ Z} is Parseval
frame for Y . Now the assumption that E \⋃k>0 2k E is disjoint from ⋃l∈Z(F + 2lπ), together with the fact that ̂˜W 0 ⊆
L2(E \⋃k>0 2k E), implies that for any ψ2 ∈ W˜0 such that {DnT ψ2 | n,  ∈ Z} is a Parseval frame for ⊕ j∈Z W˜ j , the two
sequences {DnT ψ1 | n,  ∈ Z} and {DnT ψ2 | n,  ∈ Z} are always orthogonal to each other, i.e.,∑
n,∈Z
〈
f , DnT ψ1
〉
DnT ψ2 = 0, ∀ f ∈ L2(R).
Hence, according to Theorem 2.9 in [12], {DnT (ψ1 +ψ2) | n,  ∈ Z} is a Parseval frame for Y ⊕ (⊕ j∈Z W˜ j) = X . 
Proposition 2.9 suggests that there are many examples of sets E such that the induced aﬃne subspace X has a non-zero
Y space but X admits a singly-generated Parseval wavelet frame. It also hints at some algorithm of constructing such sets E .
In this article, we will only describe one class of E with simple speciﬁcations. This is done in the following corollary.
Corollary 2.10. Let E1 , E2 be disjoint subsets of R. Assume that E1 ⊆ 2nE1 for all n ∈ N and there is a δ > 0 such that the sets
(−δ, δ) \ (⋃ j∈Z 2 j E1) and⋃l∈Z E1 + 2lπ are disjoint. Further assume that for any pair of distinct integers j,k we have
2 j E1 ∩ 2k E2 = 2 j E2 ∩ 2k E2 = ∅,
and
(E1 + 2kπ) ∩ (E2 + 2lπ) = (E1 + 2kπ) ∩ (E1 + 2lπ) = ∅.
If ψ ∈ L2(R) satisﬁes ψˆ = χE1∪E2 , then the aﬃne subspace X generated by ψ admits a single function Parseval frame wavelet.
Proof. From the assumptions on E1, E2, we see that for each k ∈ N we have
2k E \ E = 2k(E1 ∪ E2) \ (E1 ∪ E2) = 2k(E1 ∪ E2) \ E1,
and
E ∩ 2k E = (E1 ∪ E2)∩ 2k(E1 ∪ E2) = E1.
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E \ 2−k E + 2lπ)∩ (E ∩ 2−k E)= ((E1 ∪ E2) \ 2−k E1 + 2lπ)∩ (2−k E1)= ∅.




2k E = (E1 ∪ E2) \
⋃
k>0










∪ E2 = E2.
Now let B = (⋃∞n=1 2−nE1) ∪ ((− δ2 , δ2 ) \ (⋃ j∈Z 2 j E1)). Then it is easy to check that B is a regular absorbing set and
F = {x ∈ W | δ˜E∩B(x) = ∞} = E1 \ (⋃∞n=1 2−nE1). By the assumptions on E1 and E2, we have that E \⋃k>0 2k E is disjoint
from
⋃
l∈Z F + 2lπ . The conclusion thus follows. 
We further note that in Corollary 2.10 above, the condition E \⋃k>0 2k E = E2 implies that ⊕̂ j∈Z W˜ j ⊆ L2(⋃k∈Z 2k E2).
Therefore Ŷ ⊆ L2(⋃k∈Z 2k E1). Furthermore, since it can be easily checked that χE1 is in fact contained in X̂ , we obtain that
Ŷ = ∅. The following is a concrete example of the case covered by Corollary 2.10.
Example 2.11. Let a be any number such that 0 < a  π6 . Set E1 = (−a,0), E2 = (π − a,π + a) ∪ (3π − a,3π + a) and
E = E1 ∪ E2. Deﬁne ψ ∈ L2(R) by ψˆ = χE1∪E2 . Then the aﬃne space X generated by ψ admits a single function Parseval
frame wavelet, yet the Y space associated with X is non-zero.
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