Recognition has become the challenging and interesting research topic in the last few years. The aim is to design a robust Face Recognition System under different environmental conditions like illumination, pose and occlusion. These are the three major challenges in Face Recognition which may hinder the Face Recognition system. By combining the three successful representations such as Gabor filters, CS-LBP and TLPP better performance can be achieved as compared to just considering them individually. CS-LBP is used for describing interest regions which have good tolerance to illumination and computational efficiency and TLPP is used to take the data directly in the form of tensors as input. Since the number of the combined feature sets are more only a few feature sets is selected to be trained by the Support Vector Machine classifier. A number of experiments are conducted using YouTube celebrity, McGill Face dataset and as well as the own collected sequence under different conditions such as illumination variations, different poses, occlusion including indoor and outdoor scenes. This approach provides better results compared to traditional approaches.
I. INTRODUCTION
Face Recognition has gained its importance in the biometric field for understanding and analysis of images during past few years. Another biometric method such as palm print, finger print and iris recognition has better recognition rates, but it requires observance during the recognition process. Face Recognition can be performed with a lesser degree of compliance. The Face Recognition provides the high degree of recognition accuracy, but accuracy decreases when there is a variation in illumination, pose and occlusion and there will be crowd environment in the video surveillance [1] . These challenging issues may change the appearance of the face image and hinder the correct recognition process. The major applications of Face Recognition include Face Identification, Access Control, Security, Image Database Investigation, General Identity Verification, and Surveillance [2] . Some of the holistic approaches for Face Recognition are based on gray scale images, and converting from gray scale image may lead to loss of information. So we propose Face Recognition system based on color images since they contain some additional biometric information. Most of the recognition systems use one type of feature. For Face Recognition, no single feature modality is rich enough to capture all the classification information present in the image. Finding and combining complementary feature sets has now become an active research in pattern recognition. Xiaoyang Tan et al. [3] proposed fusion of Gabor and LBP which provided efficient Face Recognition under uncontrolled lighting. Rajeshwari.J et al. [4] proposed fusion of Gabor and LPP which provided good results for occluded and non-occluded pixels. Gabor filters are reasonable models of the visual processing in visual cortex and are used to describe the local appearance of the human face [5] . Local Binary Patterns was first proposed by Ojala et al. [6] which efficiently summarizes the local structure of the images. Srinivasa Reddy et.al [7] obtained the texture features using Local Ternary Pattern(LTP) for recognition of the face. The centersymmetric local binary pattern(CS-LBP) [8] was proposed which has good tolerance to illumination changes and computational efficiency. Information fusion for visual recognition can occur either at feature level or at the decision level [9] . In feature-level methods, a single feature set is formed by combining several feature sets into single feature set that is used in the classifier, Projection Approach in Video In the first step of our proposed method, local features of the face region are obtained by convoluting the Gabor filters with the face image and face image is divided into the small regions by using the CS-LBP operator. The histogram is then finally generated for each of the regions and a global histogram is obtained and finally, features of both the methods are concatenated with TLPP Features. TLPP features mainly consider data as tensors of arbitrary order as input. Since the feature sets are more only first few feature sets are selected and given to Nonlinear Support Vector Machine classifier which is used for the training and classification. 
A. Fusing the Features of Gabor filter and CentreSymmetric LBP operator
According to the literature survey, it's clear that high recognition rate is still a challenging task in different conditions. With this motivation, in the present work we have combined the features of Gabor filter, CentricSymmetric LBP and TLPP approach. Gabor filter is used for obtaining the localized frequency information. Gabor filters provide excellent spatial and frequency information. Gabor filters, CS-LBP and TLPP combined together to provide a better performance than individually. They are complimentary in the sense that Gabor filters with different frequencies and orientation are used for accessing the useful features of the image and CS-LBP operator has very good tolerance to illumination and computational efficiency and is used for describing the interest regions. TLPP is also used for extracting the features which use the multi-linear approach. Since the number of fused features is more, only first few features are selected. The stages of processing are shown in Fig 2. Gabor feature extractor is used to find out the salient feature properties such as spatial localization, orientation selectivity and spatial frequency selectivity [11] . Gabor wavelets are suitable for image decomposition and representation for the derivation of local and discriminant features. Gabor wavelets are used for image analysis because of biological relevance and computational properties. Gabor features of an image are obtained by convolving the image with the Gabor filter of different scales and orientations. Let f(x, y) be the face image, its convolution with the Gabor filter (Z) is defined in Eq.
Two scales and two orientations are used. CenterSymmetric Local Binary Pattern (CS-LBP) combines the strength of both the SIFT and the LBP operator. The texture descriptor used in region description is the CS-LBP operator [12] . The gradient feature in SIFT method is used in the CS-LBP operator which has simpler description than the SIFT method. It is most robust to illumination changes. The LBP operator produces the long histograms which are very difficult to use in the region descriptor.
The neighborhood of 8 pixels is shown in Fig 3. CS-LBP operator produces 16 binary patterns for 8 neighbors because it does not compare with the center pixel but with the opposite pixels whereas the LBP produces the 256 different binary patterns which are given as follows: Tensor Locality preservative projection: LPP treats the object as vectored format. Image matrices have to be converted into the vectors which lead [13] to the high dimensional data but the tensor based algorithms directly treat the data as tensor and avoid problems of treating the data as vectors. Tensor LPP is the logical extension of the LPP in multi-linear mode. Tensor-LPP considers the data as tensors of arbitrary order as input and also allows the relationship between the dimensions of tensor representation to be efficiently characterized [14] . Given as an N data points , ,... from an unknown manifold M embedded in tensor space R1. In order to preserve the local topological structure of M and effectively capture the intrinsic geometry, TLPP finds the K optimal projections. We construct a neighbourhood graph G to represent the local geometric of M. The affinity matrix S= is defined based on the heat kernel as:
Where O (K, A i ) denotes the K nearest points of A i and t is positive constant.
B. SVM Classifier
SVM classifier is used for binary classification which separates the classes with maximum margin and selects one particular solution. SVM learning algorithm analyzes the data and recognizes the patterns from a given set of training examples and marks it with one of the two categories. SVM training builds a model that assigns new features to one of the two categories. Given with set of n points (vectors) ... and is a length of m and each belongs to one of the two classes either by +1 or -1. If the training set is ( , ), ( , ) …( , ) for all i ∈ Rm and ∈ +1, −1 classifier is learned f (x) = sign(w.x + b) such that { (4) Where = +1 represents the face and = −1 represents the non-face.
SVM will minimize the similarity between the classification hyper plane and the subspace of the solutions in class 1. With new dimension, it examines for the linear optimal searching hyper plane i.e. decision boundary separating the samples of one class from another. To find the optimal separating hyper plane SVM aims to maximize the margin, as given below.
III. EXPERIMENTS
A. Database
Two standard datasets i.e. YouTube Celebrity [15] , McGill Face [16] are used to evaluate the performance of the GCSTLPP as shown in Fig 4. There are only a few face occurrences in the standard dataset, so we have collected our own video sequences with increased people count and different variations of environmental conditions both indoor and outdoor. We have considered totally 16 video sequences and each video consists of person ranging from one to ten. We have tested our proposed method on 20 frames of each video. So totally we have 780 faces to be recognized from all the video sequences.
B. Comparative Study and Experimental Results
PCA [17] , LPP [18] , TLPP and OLPP [19] are holistic feature extraction methods and their performance depends on the training set which is sensitive to illumination and pose but the local feature extraction methods such as Gabor [20] and LBP [21] [22] are more robust to environmental conditions. But, LBP has not been used for describing the interesting regions. CS-LBP overcomes this problem with computational efficiency. To avoid losing the global information we have used TLPP which takes the data directly in the form of tensors. Thus fused features of Gabor, CS-LBP and TLPP have been used so that our proposed method GCSTLPP gives good tolerance to illumination changes, pose and occlusion. Figure 5 and 6 show successively Face Recognition of standard YouTube Celebrity, McGill Face and own dataset respectively. In Fig 5 and 6 , the first column shows input video frames, the second column shows results obtained by applying skin tone based method and the third column shows the result obtained for proposed method. In Fig 5, area. In Fig 7 shows comparative results of proposed method GCSTLPP for Face Recognition in comparison with the existing approaches. Our proposed method gives the good recognition rate when compared to other methods, since we are extracting both local and global features without losing any information as shown in Table 1 . 
IV. CONCLUSION
In this paper, a novel method for Face Recognition is implemented on both standard and own datasets. In contrast with the traditional approaches for Face Recognition, a new approach GCSTLPP is proposed. A fused feature set of Gabor, CSLBP and TLPP gives better performance rather than considering individually. Each of the feature sets has its own significance such as Gabor filter has excellent spatial and frequency information, CSLBP operator captures better gradient information and dimensionality reduction and TLPP treats data directly as tensors and avoids problems of treating the data as vectors. The experiments done on this proposed method provides good recognition rate compared to other existing approaches.
