In this paper, we propose a new classifier named kernel group sparse representation via structural and non-convex constraints (KGSRSN) for image recognition. The new approach integrates both group sparsity and structure locality in the kernel feature space and then penalties a non-convex function to the representation coefficients. On the one hand, by mapping the training samples into the kernel space, the so-called norm normalization problem will be naturally alleviated. On the other hand, an interval for the parameter of penalty function is provided to promote more sparsity without sacrificing the uniqueness of the solution and robustness of convex optimization. Our method is computationally efficient due to the utilization of the Alternating Direction Method of Multipliers (ADMM) and MajorizationMinimization (MM). Experimental results on three real-world benchmark datasets, i.e., AR face database, PIE face database and MNIST handwritten digits database, demonstrate that KGSRSN can achieve more discriminative sparse coefficients, and it outperforms many state-of-the-art approaches for classification with respect to both recognition rates and running time.
Introduction
Image Classification (IC) is a fundamental and quintessential task in pattern recognition and computer vision due to its broad applications in human-computer interaction and security monitoring. Exploration to improve upon the accuracy and efficiency of IC approaches has been a remarkable research focus. Deep learning, as one of the popular techniques, has achieved great success due to the facts that it is able to learn extremely powerful hierarchical nonlinear representations of the inputs [1] . However, deep learning based methods require massive training samples, which is difficult to fulfill in many practical applications and computational platforms. Alternatively, the methods via small number of training samples are usually adopted in many specific scenarios.
Recently, sparse representation (SR) has become a very active topic in signal processing and image classification community. So far, it has been successfully applied in many practical problems such as information evaluation [2] , feature extraction [3, 4] , visual tracking [5, 6] , etc. Under the assumption that natural image can be generally represented by structural primitives, SR-based classifier * Corresponding author.
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(SRC) [7] aims to reconstruct a query image using a small set of elements parsimoniously chosen out of an over-complete dictionary, and classifies the query image into the class which results the minimal reconstruction error. In addition, sparse constraints ( l 1 -norm) not only lead to the unique solution of representation coefficients, but also help to study the actual signal structure. Indeed, most signals admit decomposition over a reduced set of signals from the same class and that will benefit the subsequent classification task. SRC has shown its promise in IC problems and has received remarkable attention.
Some scholars inquired into the reasonability of sparse regularization for IC [8, 9] . Zhang et al. [8] argued that it was unnecessary to enforce sparsity constraint on linear regression problem, and asserted it was the collaboration mechanism that makes SRC outperform nearest neighbor based algorithms, such as NN, INNC [10] , etc. Correspondingly, they proposed a new classification scheme, namely collaborative representation classifier (CRC). CRC has significantly less computational cost than SRC but leads to very competitive classification results. Both of SRC and CRC follow a reasonable assumption that the subspaces of each objective are independent of each other. However, this assumption is not always held in general image distribution. This may lead to undesirable consequences that some query samples are represented by images from other subjects. To cope with this issue and introduce the essential structure information embedded in the dictionary, Majumdar et al. [11] proposed group sparse classification (GSC) that solves the regression problem in an group way. Under the assumption that the signals can be approximated by a union of a few subspaces, GSC selects certain groups to represent the test sample by using l 2,1 -norm regularization. Similarly, Huang et al. [12] also applied the group sparse coding to images classification, where each test sample is represented by the minimum number of blocks. Both the theoretical analysis and the experimental results have showed the promising performance of GSC, outperforming both SRC and CRC. More recently, it has been verified that the property of locality preservation is more important for a classifier [13, 14] . As a result, many regression-based works have been proposed, such as integrating the data locality into the constraints of l 1 -norm [15, 16] , l 2 -norm [17, 18] or group norm [19, 20] , for improvement. Moreover, Tang, et al. [21] pointed out that directly involving locality constraint in [19] may disrupt the group structure of sparse coefficients. They further proposed a weighted group sparse representation based on classification (WGSC) by involving the influence of the similarity between query sample and each class.
Despite the successful implementation of regression-based algorithms in IC, there still exist the following limitations: (a) As a result of the linear characteristics, they obtain weak classification result with uniform distribution properties, which is called norm normalization problem in this paper. (b) The rising challenge is to seek for feasible convex regularizations. However, it is well known that non-convex approaches may yield more compact solutions with a fixed residual energy. To deal with the first limitation, many attempts are to introduce different metric representations to fit the underlying structure of samples. Yang et al. [22] proposed a nuclear norm based matrix regression (NMR) for IC, which holds more structural information and performs better in the scenarios of block-corrupted samples. However, it still suffers from the norm normalization problem [23] . Some other works resort to kernel trick to convert linear algorithms into nonlinear forms, such as Kernel SRC (KSRC) [24, 25] , Kernel CRC (KCRC) [17] and Kernel GSC (KGSC) [13, 26, 27] . These approaches map the original data into a high-dimensional feature space by using a nonlinear kernel function, and then perform linear optimization in the feature space with the inner products. It has been proved that kernel trick can capture more nonlinear structure of the original data and its performance is better than the linear methods. For the second limitation, non-convex penalty functions are employed, such as the l p or l 2, p pseudo-norm with p < 1 [28] [29] [30] .
In this paper, group sparsity with data locality, kernel trick, and the non-convex regularization are further explored, and a joint regression-based approach, named kernel group sparse representation via structural and non-convex constraint (KGSRSN) is proposed. The advantage of integrating all these properties is that more structural information embedded in the dictionary can be captured and then a more discriminative representation can be achieved. Compared to the related works, this paper (1) Investigates the role of norm normalization step, illuminates the reason for better performance with unit l 2 -norm data, and solves this problem by the aid of kernel trick; (2) presents a formulation of the group sparse coding as a convex optimization problem though defined in terms of nonconvex constraint; (3) derives an efficient iterative approach, using the alternating direction method of multipliers (ADMM) and majorizationminimization (MM), which monotonically decreases the cost function.
The rest of this paper is organized as follows. The previous works are introduced in Section 2 . Section 3 explains the reasons why the kernel trick can improve classification performance and then presents our KGSRSN method. Section 4 reports the experiment results on two popular face datasets and the MNIST handwritten dataset. Our conclusions are given in Section 5 .
Related works
Suppose that we have c classes of subjects, and let X = [ X 1 , X 2 , . . . , X c ] ∈ R m ×n be the set of training samples, where n i is the total sample size and y ∈ R m represents a test sample.
All representation type algorithms have similar principle, i.e. they are premised on over-complete dictionary, all the training samples are distributed in certain subspace. In other words, the test sample y can be represented as a linear combination of X 
where means element-wise multiplication, η ∈ R n is the locality weights, ψ and Z are the transformation of the test sample and the training samples, respectively, f (|| θ|| p ) leads to the penalty function with a l p -norm constrained variable, and λ > 0 is a trade-off parameter. Empirically, a larger λ leads to a sparser solution. According to the variation of Z , η and p , (2) can be turned into different sparse representation algorithms. When (2) is minimized, we obtain the resulting coefficient vector θ * . Let δ i ( θ * ) be a vector whose only nonzero entries are associated with class i . Then the class label of y can be decided as k that gives the minimum reconstruction error, i.e., k = arg min
Linear representation classification
The classical SR-based approaches are developed with different setting of penalty functions f and norm constraints p , by utilizing ψ = y , Z = X directly and having no consideration of weights constraint ( η = 1 n ).
For f being the absolute function and p = 1, (2) turns to the classical SRC [7] . Its coding coefficients θ is sparse under l 1 -norm constraint and over-complete dictionary. Suppose the test sample y belongs to the i th subject, then all the coding coefficients will shrink to be zero except θ i .
For f being the square function and p = 2, then (2) becomes the classical CRC [8] . While the importance of sparsity is much emphasized in SRC, Zhang et, al. [8] argued that the success of SRC is attributed to collaborative mechanism rather than sparsity. Furthermore, CRC has significantly less complexity than SRC by using l 2 -minimization. It is noteworthy that CRC is not sparse since its coding coefficient will not tend to absolute zero.
SRC and CRC are all unsupervised learning algorithms, they ignore the label information during model establishment. GSC selects a few groups to represent the query sample by using l 2,1 -norm regularizer. Setting p = 2, 1 and still with the absolute function f , it uses l 1 -norm in inter-class samples while using l 2 -norm in intraclass samples. Previous studies indicate that the recognition rate of GSC is superior to that of SRC and CRC [12] , but its efficiency is inferior to the closed solution of CRC. 
2 ) (4) where η ij denotes the j th weights from the i th class, and σ is a scalar parameter.
The weighted extensions of SRC, CRC and GSC are weighted SRC (WSRC) [15, 16] , weighted CRC (WCRC) [17, 18] , and locality group sparse representation (LGSR) [19] , respectively. These approaches make the coding coefficient of remote samples shrink to zero while neighbor samples obtain larger coding coefficient, which means that they have the properties of locality and noise-resistance. In addition, WGSC [21] turns the regularization term of (2) to be c i =1 r i || η i θ i || 2 , which further include the weight factor r i for better holding the group structure.
Kernel representation classification
Kernel-based methods adopt the kernel trick to map the original data into a high-dimensional feature space by using an implicit nonlinear mapping function, and then perform linear processing in this high-dimensional space with inner products. Particularly, as for SRC, CRC, and GSC, their kernel versions hold the same regularization term but with y and X be implicitly mapped.
In the kernel space, ψ and Z are expressed as φ( y ) and ( X ) , respectively, where φ( · ) denotes the mapping function and represents its matrix form. Thus, (2) can be rewritten as (5) where the weight constraint is temporarily ignored, i.e. set η = 1 n . Since φ is unknown, (5) can be reformulated by some kernel functions as
where
There are some commonly used kernel functions, i.e., the linear kernel, polynomial kernel as well as the most frequently used Gaussian kernel that is defined as
where σ is a tunable parameter.
Integrating (7) and (4) into (2) can lead to kernel weighted version of SR-based approaches, such as Kernel WCRC (KWCRC) [17] . Literature [17] and [24] demonstrate that the performance of kernel weighted representation classification is superior to that of other representation type classification empirically.
Kernel group sparse representation classifier via structural and non-convex constraints
To improve the weighted group constraint and further enforce it in the kernel space, a new non-convex penalty function and the kernel trick is adopted to present a joint-sparsity SR-based method, namely kernel group sparse representation classifier via structural and non-convex constraints (KGSRSN). In KGSRSN, the locality metrics are measured in the kernel space, thus the nonlinear structure of input samples would be better explored. In this section, we first explain the relationship between data normalization and sample selection, and then present the kernel-based method to deal with the norm normalization problem. Second, we chose a specific non-convex constraint in parametric form, so that the complete objective function would be strictly convex. Finally, we derive the optimization algorithm according to the principle of ADMM and MM.
The norm normalization problem
In the practical IC problems, some normalization steps, such as mean normalization [31] or norm normalization [23] , always conducted in advance. These steps can regulate the distribution of input data and enhance the numerical stability of classifiers, but the consequence has not been analyzed in theory and empirically. By a concrete example, we investigate the impact of norm normalization on sparse representation algorithms in this section.
Consider the samples in Fig. 1 (a) as an example, where the dataset consists of 150 points from three classes. all of them are given by standard Gaussian distribution and without any normalization. We choose the red dot (1, 2) as the test sample and the others as training samples. From Fig. 1 (b) and 1 (c), it can be seen that the selected samples for representing the red dot mainly involves the ones from different classes, which indicates that the sparse representation has no discriminality in this case. We call this phenomenon as the norm normalization problem. The reason is that the data points in the data set may have different l 2 -norm (or l 1 -norm), so the sparse representation of one point may be inclined to select the data with larger l 2 -norm if possible. For this dataset, the l 2 -norm of round samples, square samples and star samples, respectively range from 0.433 to 17.668, 13.194 to 48.659 and 3.494 to 31.602. It is concluded that the l 2 -norm of square samples and star samples is significantly higher than that of round samples. Thus the sparse representation of the red dot may be inclined to select the square points and star points. In Fig. 1 (b) , the selected samples with nonzero coefficients of SRC are marked with one blue square and one blue star, not the right round data. It violates the basic idea of SRC that is to represent a query sample as an intra-class sparse linear combination of the training samples. For CRC and GSC, we choose the 15% largest elements of their representation coefficients for output, since they are not sparse in strict significance. Although the effective samples of CRC involve three different kinds of input data, the majority is the square and star points in Fig. 1 (c) . In Fig. 1 (d) , GSC eliminates square samples by group constraint, but the number of star points is still much more than that of round points. In Fig. 1 (e) , WSRC represents the query sample as an intra-class sparse linear combination of the training samples benefiting from the property of locality. However, the selected representation samples are relatively with larger l 2 -norms, the norm normalization problem still exists.
To illustrate the importance of l 2 -norm, we further take the two-dimensional case as an example. Suppose that there are two classes 6 ] which are normalized to have unit l 2 -norm and distributed on a unit sphere in Fig. 2 . Here x 1 is regarded as a test sample while the rest as training samples. Denote q 1 as the junction of the line linking x 2 to x 3 with the line linking x 1 to the origin, and denote b 1 as the Euclidean distance from q 1 to the origin. Similarly, denote q 2 as the junction of the line linking x 2 to x 4 with the line linking x 1 to the origin, and denote b 2 as the distance from q 2 to the origin. Assume that x 1 can be denoted as Fig. 2 , it can be observed that b 1 > b 2 , hence || θ|| 1 < θ || 1 , which makes SRC select x 2 and x 3 as the representation samples. In other words, when all samples have the same l 2 -norm, the linear representation of a test data will be declined to select neighbor points from the same class, which leads to the property of discriminability under the well-known assumption that intra-class samples always agglomerated closer than inter-class samples. Furthermore, triangle data in Fig. 2 are normalized to have unit l 1 -norm. It is obvious that this pretreatment can also regulate the structure of input data, but the output data all lie on one line [32] , which makes q 1 and q 2 overlap to a single point (the yellow star), i.e., b 1 = b 2 . Therefore, l 1 -norm has less discriminality than l 2 -norm.
The proposed method
For any data point x , we have || φ( x ) || 2 2 = k ( x , x ) = 1 from (7) , so the data point φ( x ) naturally have unit l 2 -norm. Since kernel trick can make the data points in high-dimensional feature space linearly separable, the kernel-based sparse representation of data can be a reasonable strategy to solve the norm normalization problem. From Fig. 1 (f) , we can see that KGSRSN obtains the accurate representation data that distributes around the test samples.
For the penalty function on the other hand, many works involved l p -norm regularizer for more compact representation. However, this non-convex constraint generally suffers from many numerical problems such as suboptimal local solutions, slow convergence rate, and some initialization issues. In this section, we introduce a new penalty function for more accurate data reconstruction, while maintaining convexity of the total cost function. For this purpose, the logarithmic penalty [33] ,
is adopted, where a > 0 is a scalar parameter. Integrate (2), (7) , and (8) into WGSC, the cost function of our KGSRSN is
where d i is locality metric, whose entry d ij measures the distance between y and training sample x ij in the kernel space as 29, 2018;15:41 ] r i is the group weight to indicate how well X i can represent y . A smaller r i denotes larger probability of y belonging to the i th class. By learning from the idea of LRC [34] , r i can be defined as
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is the kernel vector between y and the training samples from the i th class. Similar as (3) , the final decision rule can be formulated as
i.e., the class label of y is decided as the class which gives the minimum residual error in the kernel feature space.
Notice that the chosen kernel needs to satisfy k ( x , y ) = c for avoiding norm normalization problem, where c is a constant. This can be satisfied when it is an isotropic kernel k (
In this paper, we adopt the Gaussian kernel in our experiments.
Optimization algorithm
Although some well-known algorithms, such as Homotopy [35] and sparse projections [36] , have been deliberatively developed for SR-based approaches, they cannot be used directly for our method since it integrates both locality group sparsity and nonconvex penalty in the kernel space. We derive our optimization algorithm jointly under the framework of ADMM [37, 38] and MM [39, 40] . The former is efficient for most convex coding problems, and the later replaces some tough problems by simpler ones. 
To solve (13) , we first define the augmented Lagrangian function as
where μ is the Lagrange multiplier and ρ > 0 is a penalty parameter. Solving (14) is equivalent to tracing the solutions ( β * , z * , μ * ) of the saddle-point problem [38] :
With the computed (or initialized) vector z k and μ k , by applying the ADMM iterative scheme to (15) , the update of each variable goes as
Fixing z k and μ k , the subproblem for β k +1 can be rewritten as
where the constant terms have been omitted. The first-order optimality conditions of quadratic minimization problem (17) lead to
Fixing β k +1 and μ k , the update of z k +1 is given by minimizing the following subproblem:
Solving subproblem (19) is difficult due to the involving of group constraint and non-convex logarithmic penalty. We use the MM procedure to derive a method minimizing (19) . Firstly, Proposition 1 is presented to specify a majorizer of the logarithmic function. (20) is a majorizer of the logarithmic function except for v = 0, i.e.,
Proposition 1. The function q defined by
Proof. (21b) can be verified by a simple substitution. For (21a) , using Talors expansion, we get
for v 0 between v and x . Since a > 0, we have
which completes the proof.
From Proposition 1 , the total function
is a majorization surrogate function of subproblem (19) with C being a constant term independent of z . We then can obtain all z
. . , c, as follows:
The details of our KGSRSN are given in Algorithm 1 . 
Convergence and complexity analysis
The convergence properties of ADMM have been extensively studied [22, 37, 38] . Following the ideas of Ref. [38] , Proposition 2 holds under the assumption that the functions of (16a) and (16b) are closed, proper, and convex. (17) is strictly convex and with closed-form solution (18) , the remaining issue for us is to prove the convexity and convergence of subproblem (19) . Above all, we introduce Proposition 3 to assert the condition for convexity. (27) Proof. For any v ≥ 0, define function g : R → R with parameter a > 0 as (28) Since the logarithmic function f ( v ) is continuous and twice differentiable for v ≥ 0, the convexity of g can be ensured by a positive second derivative on v ≥ 0. This leads to the condition
Proposition 2 ( [38] ) . The ADMM iterates satisfy that
(1) Residual convergence. β k − z k → 0 as k → ∞ , i.e.,
Proposition 3. Subproblem (19) is strictly convex under the condition that
Moreover, since f (v ) = −a/ (1 + a v ) 2 , and the minimum secondorder derivative of f ( v ) resides in f (0) = −a, we can obtain that
Based on the convexity of x 2 , g ( x 2 ) is also strictly convex. By expanding and decomposing (19) into
we can see that it is a linear combination of g ( z i 2 ), a con-
, and a constant term C . Hence, (19) is strictly convex with condition (27) .
To analyze the convergence of z subproblem, we first characterize a δ strongly convexity of the surrogate function Q ( z , z k ) in (25) as Proposition 4 . Then by the important property shown in Lemma 1 [40] , we give convergence results for subproblem z as in Proposition 5 .
Proposition 4. The surrogate function Q
is convex, where δ > 0 .
The proof is omitted here since its derivation is very similar as the proof of Proposition 3 .
Lemma 1 [40] . Let J ( x ) : R n → R be a δ strongly convex function, and x * be the minimizer of J ( x ), then inequality 0 .
be the generated sequence by the inner loop of Algorithm 1 with any initial z 0 , then we have:
is monotonically non-increasing and convergent;
Proof. Recall Proposition 4 , the surrogate function Q ( z , z k ) is a δ strongly convex majorizer of J ( z ) at z k , and z k +1 is the global minimizer of Q ( z , z k ). Thus for any k ≥ 0 we can write:
which reveals the monotonically non-increasing property of se-
is bounded from below with zero, hence convergent.
Furthermore, (33) with z k substituting for z leads to (34) Summing the inequalities (34) over k , we then obtain (35) where J * is the limit of the convergent sequence
is a monotonically non-increasing sequence and δ > 0, the last term of (35) For the computational complexity of Algorithm 1 , it is clear to see that the main running time lies in updating β and z . Since ( ˜ K + ρI ) −1 can be computed in advance and cached offline, the complexity of performing (18) is O ( n 2 ). Besides, with the fact that eacch z i , i = 1 , . . . , c, can be updated in parallel as in (26) , then the complexity of z subproblem costs O ( i i cn i ). Therefore, the overall
) . In our experiments, KGSRSN always reaches the convergence condition (we set ε 1 = ε 2 = 1 e − 3 ) with i i ≤ 10 and i o ≤ 30.
Experimental analysis

Datasets and experimental settings
(1) Datasets . Three real-world benchmark datasets, i.e., MNIST handwritten digits database, AR and PIE face databases, are used for evaluation. For AR database, we use a subset [17] including 100 individuals for a total of 700 training and 700 testing images of 60 × 43 pixels. The PIE database contains 41368 face images collected from 68 subjects. In accordance with AR database, we select 700 training samples and 700 test samples at random in our experiments. For MNIST database, we randomly select 50 training images for each of the 10 digits from the training set and 70 from the test set. All images in PIE and MNIST are manually cropped to 28 × 28 pixels. (2) Form of input data . Our experiments are conducted on original gray-valued pixels and subspace projections. For the original pixels, each image is concatenated by its columns, and then all samples are arranged in a tandem array. For subspace projection samples, dimension reduction methods, including principal component analysis (PCA) and iterative nearest neighbors linear projections (INNLP) [10] , are used for feature extraction. We set the regularization parameter of INNLP to be 0.05 permanently. (3) Competing methods . The selected competing classifiers include linear algorithms SRC [7] , CRC [8] , and GSC [12] , weighted algorithms WSRC [16] , WCRC [17] , and WGSC [21] , kernel-based algorithms KSRC [24] , KCRC [17] , KGSC [27] , and KWCRC [17] . In addition, the performance of KGSRSN is also compared with other classical algorithms, including INNC [10] , NMR [22] and KINNC [10] . In the implementation, we adopt 5-fold cross validation to confirm optimal value of the regularization parameters. For arbitrary classification algorithms, we search λ from { 1 e − 6 , 1 e − 5 , . . . , 1 e 0 } , and select the highest average recognition rate as the ultimate model parameters in different feature dimension.
Without special declaration, in our method we set ρ= 1 and a = 0.9 ρ/( λ max( r i )).
The behavior of normalization and non-convex penalty
As described in Section 3.1 , different normalization of input data affects the performance of SR-based approaches. In this section, we take GSC and KGSRSN as examples to evaluate the recognition rate versus different norm normalization on MNIST, AR and PIE databases in Fig. 3 . PCA is used for feature extraction. Fig. 3 shows the recognition rate of GSC varies greatly with the change of norm normalization, where its gap reaches 2-6% under different subspace dimensions. Among them, GSC-l 2 reaches the highest recognition rate with l 2 -norm while GSC − none performs poorest. Besides, KGSRSN takes advantage of kernel trick to overcome the normalization problem described in Section 3.1 , so its recognition rate changes less (about 1%) under different datasets and different subspace dimensions. Overall, the experimental results in Fig. 3 . agree well with the theoretical analysis in Section 3.1 . In the following experiments, we adopt l 2 -norm normalization for better recognition rate of linear algorithms.
In Algorithm 1 , parameter a is used to determine the degree of non-convexity for the logarithmic penalty. With Proposition 3 , our experiments adopt a = τ ρ/ (λmax( r i )), τ ∈ { 0 . 1 , 0 . 2 , . . . , 0 . 9 } to ensure the overall convexity of the total cost function. Fig. 4 illustrates the role of parameter a . In Fig. 4 (a) , a specific parameter a closer to 0 makes the penalty function closer to the classical l 1 -norm constraint. On the other hand, a larger τ leads to a deeper degree of non-convexity. Fig. 4 (b) illustrates the recognition rate of our method versus various choice of τ in MNIST, AR, and PIE, respectively. We can see that the performance of KGSRSN improves with the increasing of τ to some extent. This empirically verifies the statement that more non-convex penalty leads to a more compact representation.
Recognition performance
In this section, we conduct classification on original input data and subspace data, respectively. The subspace dimension is set as l = {50, 100, 150, 200, 250, 300}. Tables 1-3 show the recognition  rates and corresponding dimension This is attributed to the group constraint with supervised l 2,1 -norm. Interestingly, the performance of the matrix-based method, NMR that is developed for block corruptions, is equally matched with CRC, since that its advantages cannot be taken in these Gaussian or Laplacian distributed data [23] . (4) The performance of linear representation methods can be further improved by locality metrics and kernelization. From Tables 1-3 , it can be seen that the recognition rates of weighted methods and kernel methods are mostly superior. Particularly, when the dimensionality of the data is reduced to 150 by INNLP in AR dataset, WSRC achieves 95.3% recognition rate, which outperforms all other competing algorithms. (5) By integrating all the merits of group constraint, locality metrics, nonlinear mapping, and non-convex penalty, KGSRSN obtains the highest recognition rates in most scenarios. It achieves 92.8%, 94.8%, 91.9% recognition rate in MNIST, AR, PIE, respectively. Notice that it may not lead to better performance in practical applications with parts of these properties. In AR database, many results from the kernel methods are poorer than those from the linear methods. KGSRSN achieves the appealing performance benefiting from the properties of group constraint and locality metrics in this situation. Similarly, the performance of the weighted methods in PIE database exhibit little improvements. However, our method still performs better with the properties of group constraint and nonlinear mapping.
To further improve the performance of our method, Fig. 5 exhibits two failed tests in AR database. From Fig. 5 (a) , we can see that both of these two samples are with exaggerated facial expressions, which makes them difficult to be accurately represented by their intra-class samples. In Fig. 5 (b) , it is clear that if we classify the query samples to the class with the largest coefficients, then both of these two tests will be correctly identified. In Fig. 5 (c) , the reconstructed residuals from the intra-class samples are very close to the minimum one. Thus, the failure also can be avoided by a majority vote from several SR-based methods. However, these tricks only work for some special samples, and cannot make an overall improvement. By introducing a learned convolutional neu- ral network [41] as a deep features extractor, we further improve the recognition rate of KGSRSN to 98.5% and 98.3% in AR and PIE, respectively. These results are close to or even better than the deep learning based methods such as DeepFace [42] . Since our method has more intuitive learning mechanisms and can be independently applied with limited sample size, it has wide application prospects.
Computation efficiency
In this section, several experiments are conducted to verify the efficiency of KGSRSN in comparison with six algorithms, i.e., SRC, GSC, WGSC, KSRC, KGSC and KWCRC. The programming platform is with Intel Core i5 CPU, 2.4 GHz dual-core processor, 4 GB RAM memory, 32 bits Win 7 operating system and MATLAB 2014. The average elapse time from 10 runs of recognizing one original input data for each algorithm is illustrated in Table 4 . We can observe that KWCRC is the most efficient one among all the competing methods due to the closed-form solution. KSRC, which achieves similar accuracy as KWCRC, consumes about 3-5 times more time than KWCRC for recognizing one query sample. The group constrained methods, including GSC, WGSC, KGSC, and our KGSRSN, also need iterative computations as SRC in implementation, so their computational efficiency is relatively lower than KWCRC. Our KGSRSN runs faster than the other group constrained methods. This is attributed to the newly proposed optimization algorithm, which not only consumes little costs in each update step, but also converges with few loops. Fig. 6 illustrates the convergence of KGSRSN using a randomly selected sample from MNIST database. For the outer loop i o , the objective values of our cost function (13) decrease to below 1e-3 (in log domain) within twenty iterations, and for the inner loop i i , the convergence condition can be satisfied in around 5-10 iterations. 
Conclusion
In this paper, a new kernel group sparse representation approach via structural and non-convex constraints (KGSRSN) is proposed for classification. Specifically, three appealing properties, i.e., data locality for holding more structural information, group constraint for penalizing inter-class representation, as well as kernelization for implicitly avoiding norm normalization problem, are incorporated into a unified cost function for better discrimination. Furthermore, we introduce a non-convex function with parametric forms to penalize the representation coefficients; and we ensure an interval for the parameter that leads to the convexity of the total cost function. Experiments are conducted on benchmark databases and the results verify KGSRSN outperforms many SR-based methods. Moreover, an iteratively update solution of the convex problem for KGSRSN is also presented, which can achieve the unique solution of the algorithm within 30 iterations. Experimental results also show that the efficiency of KGSRSN is superior to that of GSC and SRC.
