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specify rather than what he actually did specify. This may well be valuable for 
identifying errors in the detail of the specification, but might better be described as 
prototyping than as animation. 
The reference section covers broadly the same ground as the library descriptions 
in spivey’s reference manual, supplemented in some areas, particularly in relation 
to additions to the library which Dil!er has introduced for his own purposes. It does 
not provide any precise description of the syntax of 2, and for this reason alone 
fails to provide an adequate alternative to Spivey’s reference manual. If the reader 
is expected to have a copy of the reference manual to hand then it is difficult to 
see why the author has not provided just those supplementary definitions which are 
not to be found there. 
The appendices provide an account of the variable naming conventions con-- 
sistently applied throughout the book, answers to all of the exercises, and an 
annotated bibliography. 
It is regrettable that by trying to take more seriously the justification of formal 
specification languages by their suitability for formal reasoning, Diller has been 
drawn into an indefensible position. Whatever the intentions of those who have 
contributed to the development of 2, the language is not currently defined with the 
degree of precision necessary to support formal reasoning about specifications. 
Spivey’s 2 Reference Manual does not provide a complete account either of the 
static or the dynamic semantics of 2. His previous work, Understanding 2, provides 
a complete semantic account for only part of the language described in the reference 
manual and is clearly contradicted by the reference manual in various points of 
detail. Diller’s contribution does not improve the situation. To move from first-order 
predicate logic to many-sorted first-order predicate logic, even if his account of this 
system were complete, would be at best a neutral move so far as relevance to Z is 
concerned. Arguably it is misleading, because it introduces a notation (type assign- 
ments) which appears to be but is not the same as the superficially similar notations 
in Z (which are set membership constraints, not derivable in Z’s type inference 
system, and not decidable). 
W. JONES 
,’ ZCL Defence Systems 
Winnersh, Berkshire 
United Kingdom 
Zobar Manna and Richard Waldinger, me Logic01 Busis for Computer Programming, 
Vol. 2: Deduaiue Systems (Addison-Wesley, Wokingbam, United Kingdom, 1990), 
Price $30.55 (hardback), ISBN 0-201-18264. 
Deductive Systems is the companion to the authors’ first volume Deductive Reason- 
ing. In that earlier work, they set out to show the effectiveness of approaching data 
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structures systematically from their axioms, even if the reasoning is informal. In 
doing so they explored rigorously the theories of many of the structures important 
in Computer Science (numbers, sets, strings, trees. . . ). 
Deductive Systems complements-or even completes-Volume 1 in two ways. The 
first way is its Part 1, WeZZ-Founded Induction, which in 148 pages presents that 
principle as the general source from which the various specific inductionprinciples 
of Volume 1 sprang. But the second way, the main subject of Volume 2, 
is a framework within which the earlier informal reasoning can be made 
formal. 
The deductive system (singular) presented is based on proof tableaux, in which 
a proof is conducted by continuing to add formulae to a two-column table of 
assertions and goals until either true appears as a goal or faZse as an assertion; if 
either occurs, the proof has succeeded. Part 2 (96 pages) presents propositional 
tableaux, and the first 120 pages of Part 4 present predicate tableaux, drawing on 
Part 2 for support. 
In between is a spinoff: Part 3 (130 pages) is concerned solely with unification. 
In fact it is necessary for the transition from propositional to predicate deduction 
with tableaux, but even so the material is relatively self-contained, and unification 
is of interest in its own right. So this part is definitely a bonus. 
The tableaux work as follows. If the two columns of a tableau are q , . . l , aM 
(assertions) aqd yl, . . . , yN (goals), then its meaning is the semantic entailment 
l=((v*q A ’ l ’ h (v*)a,) * (@*)y, v l l ’ v (3*)yN) 
in which (V”) represents universal closure and (3*) existential closure. The entail- 
ment (and hence the tableau) may be with respect o a particular interpretation, or 
it may be intended universally. In any case, the tableau is valid if one of the (Y, 
is the proposition false in the intended interpretations; similarly it is valid if one 
of the ‘yn is the proposition true. Manipulation of the tableau proceeds with that 
aim. 
New assertions and goals are added to the tableau according to rules based on 
the formulae already there. (Neither assertions nor goals need ever be removed.) 
For example, the presence of an assertion (Y A cy’ allows both Q! and (Y’ to be added 
separately as new assertions. And a goal y--r’?’ allows y to be added as an assertion 
and y’ as a goal. Those are propositional rules, of course; for dealing with predicates 
proper there are skolemisation and resolution rules for adding asertions and goals. 
It is the latter that depends on unification. Here, for example, is a proof of the chestnut 
taken (slightly edited) from pages 488-490: 
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We begin with the initial goal 
Gl- if (=)(Vy)q(x, Y) 
then Wy)(Wq(x, Y) 
-_ a 
By the if-split rule, we obtain the new assertion and goal 
A29 (WWyMx, Y) 
G3. (Vy)@x)q(x, Y) 
By a quantifier-elimination rule applied to the outermost quantifier (3x) 
of assertion A2, we obtain 
I A4. (Vy)q(a, Y) I I 
Here we have replaced the variable x with the new skolem constant a. 
By the same rule applied to the outermost quantifier (Vy) of goal G3, 
we obtain 
I a. (Wdx, b) I 
Here we have replaced the variable y with the new skolem constant b. 
Now that the quantifier (V_v) of assertion A4 is no longer within 
the scope of any quantifier of universal force, we cari apply another 
quantifier-elimination rule to drop the quantifier, obtaining 
A6. da, Y) 
Applying the same rule to goal GS to drop the quantifier (3x), we obtain 
G7. 4(x, W 
We can then apply one of the resolution rules to assertion A6 and goal 
G7, taking the most-general unifier to be {x + a, y + b}, to obtain the 
final goal 
GS. true 
The book contains many other illustrative examples. 
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Concluding the volume are Chapter 12, Special Theories-with more examples 
still of tableau-based reasoning-and Chapter 13, Decidability and Completeness. It 
is pointed out in the latter that the tableau method is complete for universal validity. 
Together the two chapters nicely round off the enterprise. 
Overall the book may leave the impression that one could not ask for more: not 
only is “everything” there-an abundance of theories, examples, and a system of 
formal deduction-but it is organised with a remorseless care and uniformity that 
inspires confidence in the soundness of the structure and in the authors’ commitment 
to rigorous reasoning. 
A dissenting view, however, would be that one could well ask for less. There is 
the feeling that mechanical support is not only appropriate for the tableau style of 
reasoning, but essential. (And it is available, from a company mentioned in the 
preface.) Perhaps behind the scenes is the belief that for predicate calculation to 
be accessible to beginners, it should be within a framework that makes searching 
for the proof as painless as possible. Indeed, this material has been used not only 
with graduates and undergraduates but also computer pror’essionals from industry. 
But enjoying the search for a proof is only a part of being good at finding proofs; 
and it might not be related at all to the presentation of proofs, which is a part of 
our scientific discourse. The two steps 
mKvYMx, Y) 
iff (VY)(~XWYMX, Y) because y is not free 
hence (Vy)(Wq(x, Y) instantiating inner (Vy) to y, 
and then the deduction theorem, are the most convincing proof that I know of the 
example quoted earlier. Even if a tableau suggested such an approach, it might well 
not be the best way of presenting the result. 
The scope, presentation, accuracy, and rigour of this volume (and its companion) 
are exemplary. It has a wealth of examples, a good index, and a section containing 
references to other work. Whether one buys the tableau approach to deduction, 
however, is another matter: that is a concern that could well decide the suitability 
of this teaching approach to the foundations of computer science. 
Carroll MORGAN 
Programming Research Group 
Oxford University 
Oxford, United Kingdom 
Stephen Bpawep, Introduction to Parallel Programming (Academic Press, Troy, MO, 
USA, 1990), Price $39.95, ISBN 0-12-128470-O. 
To quote the back cover “ This text is the first practical introduction to the art and 
science of parallel programming. . . “, and certainly the emphasis is practical rather 
