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Abstract—Current model-free adaptive control (MFAC) 
can hardly deal with the time delay problem in multiple-
input multiple-output (MIMO) systems. To solve this 
problem, a novel model-free adaptive predictive control 
(MFAPC) method is proposed. Compared to the current 
MFAC, i) the proposed method is based on a kind of 
prediction model which derives from the equivalent-
dynamic-linearization model (EDLM) modified with 
stochastic disturbance; ii) the previous assumptions and 
applicable range of MFAPC are extended wider. The 
leading coefficient of the control input vector in system 
description is no more restricted in the diagonally dominant 
square matrix; iii) the performance analysis and the issue of 
how to choose the matrix λ are completed by an easy 
manner that is analyzing the function of the closed-loop 
poles, while both problems may not be realized by the 
previous contraction mapping method. 
Index Terms—time delay, multiple-input multiple-output, 
equivalent-dynamic-linearization model;  
I. INTRODUCTION 
The topic of MFAC has drawn considerable attention recently. 
The MFAC controllers are presented based on three kind of 
discrete-time EDLM. The partial-form EDLM and compact-
form EDLM with limited expressions can be incorporated into 
the full-form EDLM. Hence, we only discuss the full-form 
situation in this paper. The conception of model-free is under 
the claim that the controller design only relies on the I/O data 
of systems. The pseudo-gradient (PG) vector or pseudo-
Jacobian matrix (PJM) is online estimated and its components 
act as the coefficients of the EDLM and the controller. One 
merit of this kind of method is that the controller focuses on the 
discrete-time situation for it’s in line with the requirements of 
computer and has been tested in several experiments, such as: 
process control, motor control, power system and microgrids 
system [1]-[21]. 
However, fewer articles about MFAC have been discussed in 
multivariable systems. This mainly ascribes to the cross 
coupling among input variables and output variables and the 
fact that the matrix multiplication may not be commutative, the 
conclusions in SISO systems would not be directly extended to 
nontrivial MIMO systems and the time delay problem will be 
more difficult. In [22], the delay structure described by the non-
diagonal interactor matrix is necessary to be determined by a 
preliminary experiment. If it is not acquired and the time delays 
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are underestimated or overestimated, or time varying, the 
control performance may be poor and even cause the system 
unstable [23]. Furthermore, [24] representively has applied the 
interactor matrix in almost each adaptive control methods and 
a lot of pseudo exchange matrixes (PEM) are necessary for the 
GMVC and STC controllers’ design and performance analysis, 
however, this defectively lead to controller design more 
complex and application more difficult. Furthermore, a lot of 
literatures focus on decoupling controller and the decoupling 
effectiveness is relevant to the precision of modeling [25], [26]. 
In author’s opinion, the effect of decoupling controller may not 
always be better than that of directly designed controller in [24] 
when the estimated model is not sufficiently precise. Besides, 
the decupling control also requires and definitely results in the 
number of outputs equaling that of inputs. As a matter of fact, 
the number of control variables may be more than that of system 
outputs in reality, which helps to achieve a better performance. 
The notion of model-free presented for nonlinear system in 
[1]-[21] is not straightforward for operating engineers to 
understand appropriately and to master its essence. Rather than 
focus on any specific applications such as typical process 
control [20] which is more easily be achieved in reality than the 
simulations in this note and is not helpful for expressing the 
profound meaning and the truth, we only analyze this class of 
controller in linear deterministic finite-dimensional systems in 
simulations to exhibit its working principle more clearly, no 
matter what the controller aims to, known linear systems or 
unknown nonlinear systems. Since the fundamental tool of 
current MFAC is to describe the nonlinear system model by the 
EDLM at each time based on the theory of Taylor expansion. 
This inherently results in that the controller design is based on 
the linear model. Additionally, the adaptive nature to nonlinear 
system or uncertainty would be achieved by combining one 
online parameter estimation with any control law according to 
the certainty equivalence adaptive control [22], [23]. 
In the light of the discussion above and motivated by more 
easily implement the controller in industrial settings, we 
propose the MIMO-MFAPC which is on the basis of a new kind 
of prediction model which derives from full-form EDLM 
modified with stochastic disturbance (noise).  
The main contributions of this work are summarized as follows.  
1) A new kind of full-form of EDLM modified with stochastic 
disturbance is proposed and its poof is presented in Appendix. 
This process model can reflect the real plant more objectively 
for introducing the disturbance and that the coefficients of 
model are not restricted in square matrix. Furthermore, with 
aims to reduce the difficulties of controller design and 
performance analysis and most importantly to reduce the online 
estimation error caused by the parameters of noise in practical, 
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we reduce the parameters of noise into identity matrix by 
variable substitution [22], [23].  
2) We rewrite the EDLM into prediction model with N-step 
forward and then propose the MIMO-MFAC by optimizing the 
quadratic performance index. The control performance of 
MFAPC is superior to the current MFAC in MIMO system. The 
interactor matrix which contains the time delays between the 
input and output is unnecessary to be determined in the 
controller design process. The requirement is to set the 
prediction step N bigger than the maximum time delay among 
input variables and output variables, which naturally overcomes 
the time delay problem when the online estimated parameters 
of EDLM are able to reflect the system objectively, even the 
time delays are time varying. While the current MFAC is 
restricted by a very rigorous assumption that the leading 
coefficient of the control input vector in system description is 
imposed by a kind of special diagonally dominant square matrix. 
Additionally, any time delay might cause the invalidation of the 
current MFAC, even though all the parameters are settled with 
the true values when the controlled system is linear 
deterministic finite-dimensional in simulation. 
3) It is crucial to have a profound discussion, not only to supply 
with the guidelines for controller design and performance 
analysis, but also to figure out pitfalls and limitations of this 
kind of adaptive controller. These are essentially related to the 
success or failure of practical applications. i) A distinguish 
guide for choosing the key parameter matrix λ should be given 
by quantitative performance analysis, which is distinctive from 
the proved conclusion in [1]-[21] that λ should be big enough 
to guarantee the convergence tracking error. ii) The essence of 
“model-free” or “model-based” are discussed in the Remark 1, 
this may help us know why and how to implement the proposed 
method.  
The rest of the paper is organized as follows. In Section II, the 
EDLM modified with stochastic disturbance is presented for a 
class of discrete time MIMO nonlinear system. In Section III, 
the MFAPC design and its performance analysis are presented. 
In Section IV, the comparison results of simulations are 
presented to show the advantages of the proposed method and 
draw the discussion. Conclusion is given in Section V. At last, 
Appendix presents the proof of EDLM modified with stochastic 
disturbance. 
II. DESCRIPTION OF SYSTEM AND PREDICTION MODEL 
A. System Description 
The discrete-time MIMO nonlinear system is considered as: 
( 1) ( ( ), , ( ), ( ), , ( )
 , ( ), , ( )) ( 1)
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where  1( ) ( ), , ( )
T
mf ff  is an unnnown nonlinear 
vector-valued function, yn , un , vn ∈ Z are the orders of output 
vector ( )ky  , input vector ( )ku   and uncorrelated random 
sequence of zero mean disturbances vector ( )kv  of the system 
at time k. The dimensions of ( )ky  and ( )kv  are My and the 
dimension of ( )ku  is Mu. 
Assumption 1: The partial derivatives of ( )f  with respect 
to all variables are continuous. 
Assumption 2: System (1) satisfies generalized Lipschitz 
condition. 
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is a 
vector that contains output, control input and disturbance 
vectors within [ 1, ]uk L k  , [ 1, ]yk L k   and [ 1, ]vk L k  , 
respectively. The positive integers )1(y y yLL n  , 
)1(u u uL L n   and )1(v v vL L n   are the pseudo orders. 
Refer to [1], [2] for more explanations about above assumptions.  
Theorem 1: Assuming system (1) satisfying the above two 
assumptions, if ( ) 0k H , 1 y yL n  , 1 u uL n  ,
1 v vL n  , there must exist a pseudo-Jacobian matrix ( )
T
L k  
and (1) can be transformed into: 
( ) ( ) ( ) ( 1)1 TL kk k k      vy H   (3) 
where,  
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For simplifying the model (3), reducing the online estimation 
error which may be caused by the parameters of noise in 
practical and by not sacrificing the effect of estimation 
algorithm [22], we perform the variable substitution as 
1( 1) [ ( 1), , ( 1)] ( 1) ( )( )
T
LLy v Lvk w k w k k k k      w Vv   
 (4) 
Then (4) is rewritten as 
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 
  
 
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d  is assumed to represent the time delay 
matrix between the input and output (dij= the time delay 
between the j-th input and the i-th output) and ( )iw k  (i=1, ⋯, 
Ly) still denotes uncorrelated random sequence of zero mean 
disturbances with 
2 2( )iE w k     . 
B. Prediction Model 
We can rewrite (5) into (6). 
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Define 0
i A  and 0i C , 1, 2,i    for the following 
description. The finite N-step forward prediction model is given 
as (7). 
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Where, N denotes the predictive step length, ( )k i y  and 
( )k i u , ( )k i w  are the incremental form of predictive 
output, input and disturbance vectors of system in future time 
k+i (i=1,2,⋯ ,N ), respectively. Define ( )N kY , ( 1)N k Y , 
( )Y kΨ , ( )Y kΨ , ( )U kΨ , ( )U kΨ , ( )W kΨ , ( )W kΨ , ( )N kΨ  
( )N kΨ , ( )N kU  and ( )Nu kU  as follows:  
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
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  

  
  

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  
  
 
 
 
  
    
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I D I
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C D C D C D I
0 0 0
0 0
0


   
   
, 
1
( )
( )
( 1)
Nu
Nu Muu
k
k
k N

 
 
 
 
    
u
U
u
---------------------------------------------------------------------------------------------------------------------------------------------------------- 
where, 1iφ  represents the rows from ( 1) 1yi M   to yi M  
in ( )Y kΨ ; 2iφ  represents the rows from ( 1) 1yi M   to 
yi M  in ( )U kΨ , and ( )Uj kΨ  represents the columns from 
( 1) 1uj M   to uj M  in ( )U kΨ ; ( )Uj kΨ  represents the 
columns from ( 1) 1uj M   to uj M  in U ( )j kΨ ; 3iφ  
represents the rows from ( 1) 1yi M   to yi M  in ( )N kΨ ; 
4iφ  represents the rows from ( 1) 1yi M   to yi M  in 
( )W kΨ ; 
Then we can rewrite (7) as 
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( 1) ( ) ( ) ( ) ( 1)
 ( ) ( ) ( ) ( 1)
N Y Ly U Lu
N N W
k k Y k k k
k k k k
      
    
Y Ψ Ψ U
Ψ U Ψ W
  (8) 
Both sides of (8) are left multiplied by NΛ  and we obtain (9). 
( 1) ( ) ( ) ( ) ( ) ( 1)
 ( ) ( ) ( ) ( 1)
( ) ( ) ( ) ( ) ( 1)
 ( ) ( ) ( ) ( 1)
N N Y Ly N U Lu
N N N N W
Y Ly U Lu
N N W
k y k k k k k
k k k k
y k k k k k
k k k k
      
    
     
    
Y E Λ Ψ Y Λ Ψ U
Λ Ψ U Λ Ψ W
E Ψ Y Ψ U
Ψ U Ψ W
 (9) 
Define Nu as control step length. Given ( 1)k j   u 0  , 
uN j N  , (9) may be rewritten into  
( 1) ( ) ( ) ( ) ( ) ( 1)
 ( ) ( ) ( ) ( 1)
N Y Ly U Lu
Nu Nu W
k y k k k k k
k k k k
      
    
Y E Ψ Y Ψ U
Ψ U Ψ W
 (10) 
where ( )Nu kΨ  is defined as below. 
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III. MODEL-FREE ADAPTIVE PREDICTIVE CONTROL DESIGN 
AND PERFORMANCE ANALYSIS 
A. Design of MFAPC 
We choose the following index function. 
* *( 1) ( 1) ( 1) ( 1)
 ( ) ( )}
{
u u
T
N N N N
T
N N
k k k k
k
E
k
J            


 
Y Y Y Y
λ U U
  (11) 
Where, λ is the weighted matrix; 
* * *( 1) ( 1), , ( )
T
N k k k N     Y y y is the desired system 
output vector and * ( )k iy  is the desired output of system at 
time k + i (i=1,2,⋯, N ). 
Inspired by the process of [27]-[29], we substitute (10) into (11) 
and obtain the optimal solution of (11): 
1 *( ) [ ( ) ( ) ] ( )[( ( 1)
( )) ) ( ) ) ( 1)]
T T
Nu Nu Nu Nu N
Y Ly U Lu
k k k k k
y k k k k k
    
     （ （
U Ψ Ψ I Ψ Y
E Ψ Y Ψ U
 
 (12) 
which induces the minimum value of (11):  
   min ( ) ( 1) ( ) ( 1)W
T
WJ k kE k k 
  

 

Ψ W Ψ W  (13) 
Then the current input is given by 
( ) ( 1) ( )T Nuk k k   u u g U   (14) 
 where,  , , ,
T
 0 0g I . 
B. Stability Analysis 
This section provides the performance analysis of MFAPC. 
We define  
1
1( ) (( ))
Ly
Ly Ly zz k k
  Φ Φ  
1 1
1( ) ( ) ( )
Ly Lu
Lu Ly Ly Luz k k z
  
 
  Φ Φ
1
1 2[ , , , ] [ ( ) ( ) ] ( )
T T T T
N Nu Nu Nuk k k
  P P P P g Ψ Ψ I Ψ   (15) 
1 1 1 1 1
1( ) [ ( ), , ( )] ) [1, , , ]
T Ly T
N Yz z z k z z
        （F F F E Ψ  
 (16) 
1 1 1 1
1( ) [ ( ), , ( )] ) [ , , ]
T Lu T
N Uz z z k z z
      （H H H Ψ  
 (17) 
1 1 1
0 1( ) ( )
Ly T
Lyz z z z
       α α α α P F   (18) 
1 1 1 1 1
1( ) (1 ) ( )
Lu T
Luz z z z z z
            I β I β β I P H  
 (19) 
Where, 1 1
1( )
Lu
Luz z
    β β β ; 
1z  is the backward shift 
operator.  
Then (5) is rewritten as 
1 1( ) ( ) ( ) ( ) ( ) ( )1 1Ly Luk z k z k k
       y y u w    (20) 
Theorem 2: Assume 
(1) 
2
1
1
lim ( )
N
N
k
k
N 
  w  
(2) 
1rank ( ) uLu z L
     and 
1 1)( ) ( =LLu Luz z

I  . 
(3) By tuning N, Nu and λ, we can obtain the desired
T
P , 
1( )zα  and 1( )zβ which satisfy the following inequation: 
1 1 1 1 1 1( ) ( 1( ) ( ))     LLu Luz z z zz zz
            I β αI 0, 
 (21) 
Then (12) and (14) guarantee the stability of the system and 
that the following inequations (22) and (23) hold with 
probability one.  
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2
1
1
lim ( )
N
N
k
k
N 
  y   (22) 
2
1
1
lim ( )
N
N
k
k
N 
  u   (23) 
Proof: 
From (12) and (14)-(20), we have the following closed-loop 
system equations: 
1 1 1 1 1 1 1
1 * 1 1 1
( ) ( ) ( )
( 1) ( ) ( )
( ) ( )
( )
L
Lu Ly
L
Lu
T
N
z z z z k
z k z
z z
z k
z
z
 

      
   
     
    
 

 I β α y
P Y I β w
I
 
 (24) 
1 1 1 1 1 1 1
* 1
1
1
1
1 )
( ) ( )( ) ( ) ( )
( 1 )) ( () (
Ly Lu
Ly
T
N
z z z
z
z z z z k
k z kz
 

      
  


  
 
      
   
I β α u
P Y α w
I
I
 
 (25) 
Then we take the same procedure with [24] and [29]. 
According to the (1), (2) and (3) of Theorem 2 and the Lemma 
A. 1. 2 in [29], we can obtain (22) and (23) directly. The control 
system is BIBO stability.  
IV. SIMULATIONS 
Example 1: In this example, we suppose the offline model is 
established precisely for studying and making comparison 
between the MFAPC and MFAC. The model is given as the 
following linear system: 
1 2 31 ( ) ( ( ))( ) ) () ( 1) (k k k k k k k   y Φ y Φ u Φ u  (26) 
where, 1
1 1
( )
1 1
k
 
   
Φ , 2
1.3 0
( )
1 0
k
 
  
 
Φ , and 
3
0.7 0.5
( )
0.6 0.8
k
 
  
 
Φ . The minimum time delay between 
( )1k y  and ( )ku  is 
11 12
21 22
1 2
1 2
d d
d d
   
    
  
d . The desired 
output trajectories are 
*
1
*
2
( 1) 5sin( / 50) 2cos( / 20)
( 1) 2sin( / 50) 5cos( / 20)
y k k k
y k k k
 
 
  
  
  (27) 
The initial values are 1 1 2 2(1) (3) (1) (3) 0y y y y    , 
1 2(2) (2) 1y y  , 1 1 2(1) (2) (1) 1u u u   , 2 (2) 0u  , which 
are cited from [2]. The controller parameters are applied with
1yL  , 2uL  . And we choose 0.01MFAPC λ I , MFAC λ I , 
2N   and 2uN  .  
The outputs of system controlled by proposed MFAPC and 
current MFAC are shown in Fig. 1 and Fig. 2, respectively. The 
outputs of two controllers are shown in Fig. 3.  
From Fig. 1 and Fig.2, we can see that the tracking 
performance of system controlled by proposed MFAPC is very 
well. Since both controllers are essentially optimal solution of 
the index function and are seeking the optimal performance in 
control process. However, the static error is hard to be 
eliminated when the system is controlled by current MFAC and 
whatever the MFACλ  is. Since the existence of two time delays 
between 
2 ( )u k  and ( )1k y  causes the absence of 2 ( )u k . [24] 
imposes the interactor matrix in almost each adaptive control 
methods to solve this problem about the different delay-times 
among the inputs and outputs of the multivalve system. 
Unfortunately, the controller structure in [24] will be adjusted 
personally according to the interactor matrix when the time 
delays change.  
 
Figure. 1 Tracking performance of y1 
 
Figure. 2 Tracking performance of y2 
 
Fig. 3 Control inputs 
Fig. 4 shows that the tracking performance of y1(k) when there 
exists constant disturbance ( ) [5 10]Tk w  in the system (26). 
We can see that the static error is also eliminated by the inherent 
integrator in MFAPC [30]. 
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Figure. 4 Tracking performance of y1 
Example 1.2: In this example, all the settings are the same as 
Example 1.1, except 2yM  ， 3uM  ， 2
0 0 0
( )
0 0 0
k
 
  
 
Φ . 
3
0.7 0.5 0.4
( )
0.6 0.8 0.4
k
 
  
 
Φ .  
Fig. 5 and Fig. 6 show the tracking performance of the system 
controlled by both controllers. Fig. 7 shows control inputs of 
both. From Fig. 5 and Fig. 6, we can see that the outputs of 
system controlled by MFAC are zero. The reason is that the 
existing time delay 
2 2 2
2 2 2
 
  
 
d  in the system causes the 
absence of MFAC controller outputs.  
 
Figure. 5 Tracking performance of y1 
 
Figure. 6 Tracking performance of y2 
 
Fig. 7 Control inputs 
Example 1.3: In this example, we suppose the time delay of the 
system in Example 1.2 is unknown. We introduce the online 
projection algorithm [1] for further studying both controllers.  
All the settings are the same as Example 1.2. The parameters 
of projection identification method are assigned by 1.5   and
1   [2]. The initial value of PJM is assigned by
0ˆ
1 1 1 1 1 1 1 1 1
( ) ( ) ( 1ˆ ˆ ) 0.
1 1 1 1 1
1 2 3
1 1 1 1
T T T
L L L  
 
    
 
[31], 
which also implies that the time delay is not figured out.  
Fig. 8 and Fig. 9 show the tracking performance of the system 
controlled by both controllers. Fig. 10 shows the control inputs 
of both. Fig. 11 and Fig. 12 show the components of the 
estimated PJM of both, respectively.  
 
Figure. 8 Tracking performance of y1 
 
Figure. 9 Tracking performance of y2 
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Fig. 10 Control inputs 
 
Fig. 11 Estimated PJM of MFAPC 
 
Fig. 12 Estimated PJM of MFAC 
Interestingly, it is worth noting that Fig. 11 and Fig. 12 show 
the difference results about the estimated parameters in PJM 
when the system is controlled by both controller separately, 
though we applied with the same on-line identification method 
and parameters. The tracking performance of system controlled 
by MFAPC is terrible in the time of [1,200], since the estimated 
PJM parameters cannot reflect the system objectively. After the 
time of 300, the estimated parameters in PJM are relatively 
stable and the system is stable with the convergence of tracking 
error. However, the tracking performance is not better than that 
in Example 1. 2, since the established model is not enough 
precisely but expresses the system relative objectively by a set 
of estimated parameters after the time of 300. Without loss of 
generality, assuming the experimental system model is (26) 
with parameters in Example 1.3, we normally fix the parameters 
of controller with the roughly online estimated parameters in 
the time of 800 to have an acceptable performance in practice. 
Remark 1: The controller design is to seek the optimal solution 
of the cost function (11). If we choose 0λ , the control law 
will be the solution which induces the minimum of tracking 
error. And the static errors in following desired trajectory 
nk
( 1,2,n  ) will increase when the elements in λ  enlarge. 
Additionally, if the established model or the estimated 
parameters cannot reflect the real system objectively, the 
controller will not be the optimal solution.  
The essence of this nind of “model-free” method is “model-
based” method. The nature of online identification which 
introduces the adaptability is to reflect the real system more 
objectively or precisely. In many cases, the estimate 
effectiveness may not be guaranteed as easy as the theorem of 
the convergence of estimated parameters. When we pursuit the 
good performance in especially multivariable system, the first 
thing and the task of paramount importance is to establish the 
model as objective as possible.  
In other word, if the established model can reflect the real 
system very well and the Theorem 2 is satisfied, the tracking 
performance will be guaranteed. However, many elements may 
result in the on-line estimated parameters alleviating from the 
real system, which causes the fragileness of the system and 
divergence of the system output. On the contrary, the controller 
designed by the offline estimated parameters may have enough 
robustness to the modeling error and then guarantee the system 
stable in many circumstances. 
The object and principle of adaptability of the controller 
introduced by the online estimated algorithm are to reflect the 
actual model of the system more objectively rather than for the 
model-free. And this should be the guideline for this family of 
adaptive control method. Therefore, the most important task is 
to reflect the system objectively, whatever the online or offline 
estimation method is applied. If the online estimation method is 
failed to meet the above requirements, we may choose the 
offline parameters for the robustness, which may have the 
excellent performance as well, even though the offline 
estimated parameters converge to other new values.  
[22] has put forward several questions for the guidelines. If we 
have chosen the model structure which corresponds to or is big 
enough to incorporate the true system structure, i) Is the 
estimated parameters convergencing to the “true” system 
parameters? ii) How fast is the algorithm convergence? iii) 
What is the degree of algorithm robustness affecting various 
sources of errors?  
Besides, we should try to incorporate the prior knowledge as 
much as possible into the estimation algorithm, such as 
structural constraints, parameter values like the 
2 4( ) ( )k k  Φ Φ 0  in Example 2.2, feasible ranges of 
parameters, and so on.  
On second thought, if the chosen N is bigger than the 
maximum time-delay, Ly and Lu are big enough to incorporate 
the controlled system model, and the most important thing that 
we have a very excellent on-line estimated method to identify 
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the parameters precisely or objectively to reflect the time-
varying system. The proposed MFAPC might realize the 
model-free method for any unknown nonlinear system in theory. 
It naturally overcomes the time delay problem and is applied 
wider than the current MFAC. 
Remark 2: One implicit merit of the proposed controller is that 
the integrator part which is *( ( 1) ( ))T N k y k p Y E  is solely 
separated and the rest part of controller can be considered as the 
compensator of the system. If the controller design is 
inappropriate, the offline model is built inaccurate or the 
integral windup is required to be avoided, we may change 
integrator part into  


*
* *
( ( 1) ( ))
    ( ( 1) ( )) ( ( ) ( 1))
T
I N
P N N
k y k
k y k k y k
  
      
p K Y E
K Y E Y E
 (28) 
for changing the introduced parameter matrix PK  and IK  by 
experience of tuning PID to change the system output behavior. 
This is normally used as the last procedure or last resort. 
The above viewpoints are the lessons from the practical 
experiments. 
V. CONCLUSION 
We propose a novel MFAPC method based on a kind of 
prediction model which derives from the EDLM modified with 
stochastic disturbance. The proposed method naturally 
overcomes the time delay problem in MIMO system and can be 
applied wider than the current MFAC. The performance 
analysis and the issue of how to choose the matrix λ are finished 
by analyzing the function of the closed-loop poles rather than 
the previous contraction mapping method which may be invalid. 
Several simulations verify the effectiveness of the proposed 
method and induct the discussion about the essence of “model-
free” or “model-based”. 
VI. APPENDIX 
Proof of Theorem 2 
Proof: From (1), we can gain  
( 1)
( ( ), , ( 1), ( ) , ( ), ( ),
, ( 1), ( ), , ( ),
( ), , ( 1), ( ), , ( )) ( 1)
( ( 1), , ( ), ( ), , ( ), ( 1),
, ( ), ( ), , ( )
y y y
u u u
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Let  
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On the basis of Assumption 1 and Cauchy mean value theorem, 
(29) becomes 
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0 1vl L    denote the partial derivative of ( )f  with 
respect to the (i+1)-th vector, the (ny+2+j)-th vector and the 
(ny+nu+3+l)-th vector at some point within 
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respectively. 
We ponder that the equation (32) with the vector ( )kη  for 
each time k:  
( ) ( ) ( )Tk k k ψ η H   (32) 
Owing to ( ) 0k H , (32) must have at least one solution
* ( )kη . Let 
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 (33) 
(31) can be described as follows: 
( ) ( ) ( ) ( 1)1 TL kk k k      vy H   (34) 
We finished the proof of Theorem 1. 
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