A new robust technique is presented for automated identification of sunspots on full-disk white-light (WL) solar images obtained from SOHO/MDI instrument and Ca II K1 line images from the Meudon Observatory. Edge-detection methods are applied to find sunspot candidates followed by local thresholding using statistical properties of the region around sunspots. Possible initial oversegmentation of images is remedied with a median filter. The features are smoothed by using morphological closing operations and filled by applying watershed, followed by dilation operator to define regions of interest containing sunspots. A number of physical and geometrical parameters of detected sunspot features are extracted and stored in a relational database along with umbra-penumbra information in the form of pixel run-length data within a bounding rectangle. The detection results reveal very good agreement with the manual synoptic maps and a very high correlation (96%) with those produced manually by NOAA Observatory, USA.
INTRODUCTION
Sunspot identification and characterisation including location, lifetime, contrast, and so forth, are required for a quantitative study of the solar cycle. Sunspot studies also play an essential part in the modelling of the total solar irradiance during the solar cycle. As a component of solar active regions, sunspots and their behaviour are also used in the study of active region evolution and in the forecast of solar flare activity (Steinegger et al. [1] ).
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Manual sunspot catalogues in different formats are produced at various locations all over the world such as the Meudon Observatory, France, the Locarno Solar Observatory, Switzerland, the Mount Wilson Observatory, USA and many others. The Zurich relative sunspot numbers (or since 1981 sunspot index data (SIDC)), compiled from these manual catalogues, are used as a primary indicator of solar activity (Hoyt and Schatten [2, 3] and Temmer et al. [4] ).
With the substantial increase in the size of solar image data archives, the automated detection and verification of various features of interest is becoming increasingly important for, among other applications, data mining and the reliable forecast of solar activity and space weather. This imposes stringent requirements on the accuracy of the automate feature detection and verification procedures in comparison with the existing manual ones in order to create a fully automated solar feature catalogue.
A sunspot is a dark cooler part of the Sun's surface. It is cooler than the surrounding atmosphere because of the presence of a strong magnetic field that inhibits the transport of heat via convective motion in the Sun. The magnetic field is formed below the Sun's surface, and extends out into the solar corona. Sunspots are best observed in the visible continuous spectrum also known as "white light" (WL). Larger sunspots can also be observed in Ca II K1 absorption line images as well as in Hα and Ca II K3 absorption line images. Sunspots generally consist of two parts: a darker, often circular central umbra, and a lighter outer penumbra (see Figure 1 ).
In white-light and Ca II K1 line digital images sunspots can be characterised by the following two properties: they are considerably darker than the surrounding photosphere and they have well-defined borders, that is, the change in intensity from the quiet photosphere near the sunspot to the sunspot itself occurs over a distance no more than 2-4 arcseconds (or 1-2 pixels for the data used in this study). Most existing techniques for sunspot detection rely on these properties by using thresholding and/or edge-detection operators.
The first thresholding methods for the extraction of sunspot areas used an a priori estimated intensity threshold on white-light full-disk solar images [5, 6, 7] . Sunspots were defined as features with intensity 15% [6] or 8.5% [7, 8] below the quiet Sun background and sunspot areas were estimated by simply counting all pixels below these values. Similar methods were applied to high-resolution images of solar disk regions containing a sunspot or a group of sunspots using constant intensity boundaries for the umbrapenumbra and the penumbra-photosphere transitions at 59% and 85% of the photospheric intensity, respectively [8, 9] .
For digital solar images the thresholding methods were improved by using image histograms to help determine the threshold levels. Steinegger et al. [1] used the so-called difference histogram method to determine the intensity boundary between the penumbra and the photosphere that was defined for each individual spot. Another method, based on the cumulative sum of sunspot areas contained in the successive brightness bins of the histogram [10] , was applied to determine the umbral areas of sunspots observed in highresolution images capturing a fragment of the solar disk [10, 11] . A method using sunspot contrast and contiguity, and based on a region growing technique was developed and described by Preminger et al. in [12] .
There is also a Bayesian technique for active region and sunspot detection and labelling developed by Turmon et al. [13] that is rather computationally expensive. Moreover, the method is more oriented toward faculae detection and does not detect sunspot umbras. Although the algorithm performs well when trained appropriately, the training process itself can be rather difficult to arrange on images with different background variations corresponding to varying observing conditions.
Another approach to sunspot area measurements utilising edge-detection and boundary gradient intensity was suggested for high-resolution observations of individual sunspot groups, and/or non-full-disk segments by Győri [14] . The method is very accurate when applied to data with sufficiently high resolution. However, in its current form, this method is not suitable for the automated sunspot detection on full-disk images of the low and moderate resolutions that are available in most archives. Therefore, all the existing techniques described above in their original form are not suitable for the automatic detection and identification of sunspots on full-disk images, since their performance depends on the images with high resolution [14] and/or quality [12] that cannot be guaranteed for full-disk images.
In the current paper a new hybrid technique for automatic identification of sunspots on full-disk images using edge-detection is proposed, which is significantly improved by using image standardisation and enhancement procedures. The techniques presented are used for the detection of sunspots on white-light and Ca II K1 line full-disk images, extracting sunspot sizes, locations, umbra and penumbra areas and intensities with high accuracy restricted only by pixel resolution. The techniques can provide fast automated data processing online from ground-based and space-based instruments. The techniques applied for image preprocessing and sunspot detection on white-light and Ca II KI images are described in Section 2, the verification of detected features is presented in Section 3, and the conclusions are drawn in Section 4.
THE TECHNIQUE FOR SUNSPOT DETECTION

Observations and preprocessing techniques
Observations and their synchronisation
The following two sets of solar full-disk images, provided in the flexible image transport system (FITS) file format (http://fits.gsfc.nasa.gov/), were used for this study: the first was supplied by the Meudon Observatory, and the second was obtained from the MDI instrument aboard the SOHO satellite. Both sets cover the time period spanning April 1-30, 2002, and July 1-31, 2002, while the SOHO/MDI data were processed for the 8-year period from 1996-2003.
The Ca II K1 line spectroheliograms from Meudon provide images of the solar photosphere in the blue wing of the Ca II K 3934Å line, or K1 line taken at a given time T Ca of solar rotation. These data are acquired once a day on film by performing scans of the solar disk using an entrance slit. The film image is then digitised, providing a pixel size of about 2.3 arcseconds. The other set of data used, from the SOHO/MDI instrument, provides almost continuous observations of the Sun in the white-light continuum in the vicinity of the Ni I 6768Å line with a pixel size of about 2 arcseconds taken at the time T wl . Intensities of all pixels outside the solar disk in the SOHO/MDI WL images are set to zero.
These images were, in addition, complemented by magnetic field measurements from the line-of-sight (LOS) magnetograms captured by the same SOHO/MDI instrument at the moment T M , keeping the data consistent with the WL images. A magnetogram is an image obtained by an instrument, which can detect the strength and location of the magnetic fields from the Zeeman polarisation of the radiation in this field. In the magnetogram shown in Figure 2 , gray areas indicate low-magnetic-field regions, while black and white areas indicate regions where there are strong negative and positive magnetic fields, respectively.
For the determination of the magnetic field inside detected sunspot areas the white-light images and magnetograms were synchronised as follows. We rotate a solar magnetogram image to the time, T wl , and point of view corresponding to a WL image using standard IDL solarsoft libraries to allow pixel-by-pixel comparison of both images. Using sunspot detection results, defined on WL images, as masks applied to corresponding synchronised magnetograms allows us to extract pixel values from these areas in magnetic field units calibrated by the SOHO/MDI team (Scherrer et al. [15] ).
Preprocessing technique
The images from both data sets were preprocessed, with FITS file header information checked and amended where necessary using the techniques described by Zharkova et al. [16] . These techniques include limb fitting; removal of geometrical distortion; centre position and size standardisation.
The limb fitting method has three stages: (1) computing an initial approximation of the disk centre and radius; (2) using edge-detection to provide candidate points for fitting an ellipse using information from the initial estimate; (3) fitting an ellipse to the candidate limb points using a least squares approach to iteratively remove outlying points. The procedure starts by making an initial estimate of the solar centre and radius from image data thresholded at an intensity obtained from an analysis of the image histogram, then smoothes the result by using Gaussian smoothing kernel of size 5 × 5 that is recommended by the MDI team (Scherrer et al. [15] ) as the first stage of applying Canny edge-detection routine (Canny [17] ) to the original 12-bit data. Candidate edge points for the limb are selected using a radial histogram method based on the initial centre estimate and the chosen points fitted to a quadratic function by minimising the algebraic distance using singular value decomposition. The five parameters of the ellipse-fitting the limb are extracted from the quadratic function. These parameters are used to define an affine transformation that converts the image shape into a circle. Transformed images are generated using bilinear interpolation.
Often solar images require intensity renormalisation because of radial limb-darkening [18] caused by the radiation projection from the spherical atmosphere onto a flat solar image that increases the radiation's optical depth towards the limb and results in pixel darkening. This is achieved by fitting a background function to a set of radial sample points having median radial intensities. The median filtering of the radial intensity starts by transformation of a standardised solar disk onto a rectangular image using a Cartesian-to-polar coordinates transformation. The median value of each row is used to replace all the intensities in each row. The median transformation is a very effective way of removing artefacts often present in the images taken from ground-based observatories. However, the presence of nonradial illumination effects in an image such as stripes and lines caused by dust present at the spectral slit may cause larger than sunspot length variations of the background intensity along each row of fixed radius and then the median of the row is no longer an appropriate background estimate but would require a sophisticated segmentation procedure [16] . Such a segmentation procedure is not implemented yet, so these images are automatically disregarded by the software if such nonradial variations are too severe. By removing the limbdarkening, one obtains a "flat," sometimes called "contrast," image [12] of the solar photosphere using the procedure described in the first paragraph of Section 2.1.2 (see Zharkova et al. [16] ).
In order to compare the image quality in both data sets, we have used three basic statistical moments of the digital image data values taken from the image headers (SOHO/MDI) [15] or generated from images directly (Meudon). These include mean (formula (1)), variance (formula (2) , not plotted here), skewness (the lack of symmetry of pixel values towards the central pixel, formula (3)) and kurtosis (a measure of whether the data are peaked or flat relative to a normal distribution towards the central pixel, formula (4)) which were calculated for the full-disk pixel data x j , ( j = 1, N) as follows:
The results of the comparison between the Ca II K1 and MDI WL data sets for the period February-May 2002 are presented in Figure 3 The general quality of Meudon images is highly dependent on atmospheric conditions at the time of the observation. A number of instrumental artefacts which are difficult to eliminate, such as dust lines, are often present in these images, thus making image unsuitable for automated detection. Together, atmospheric conditions and instrumental artefacts produce the variations shown in Figures 3d, 3e , and 3f. The SOHO satellite data is not subject to clouds as is demonstrated in Figures 3a, 3b , and 3c, though there are dropouts from time to time due to spacecraft problems. Hence, the preprocessing for SOHO images consisted of limb-darkening removal only, while for Meudon images it included noise filtering with median and/or Gaussian filters. Hence, the preprocessed images containing quiet Sun pixels with darker and, possibly (for the images in Ca II K1 line) brighter features superimposed, which are suitable for sunspot detection.
For a full-disk solar image free of the limb-darkening, the quiet Sun intensity value is established from an image histogram as the intensity with the highest pixel count (see, e.g., Figures 4a and 4b) . Thus, in a manner similar to [1] , by analysing the histogram of the flat image, an average quiet Sun intensity, I QSun , can be determined.
Description of the technique
Automatic detection on the SOHO/MDI white-light images
The technique developed for the SOHO/MDI data relies on the good quality of the images evident from Figures 3a, 3b, and 3c. This allows a number of parameters, including threshold values as percentages of the quiet Sun intensity, to be set constant for the whole data set. Since sunspots are characterised by strong magnetic field, the synchronised magnetogram data is then used for sunspot verification by checking the magnetic flux at the identified feature location. Basic (binary) morphological operators such as dilation, closing, and watershed [19, 20] are used in our detection code. Binary morphological dilation, also known as Minkowski addition, is defined as
where A is the signal or image being operated on and B is called the "structuring element." This equation simply means that B is moved over A and the intersection of B reflected and translated with A is found. Dilation using disk structuring elements corresponds to isotropic swelling or expansion algorithms common to binary image processing. Binary morphological erosion, also known as Minkowski subtraction, is defined as
The equation simply means that erosion of A by B is the set of points x such that B translated by x is contained in A. When the structuring element contains the origin, erosion can be seen as a shrinking of the original image. Morphological closing is defined as dilation followed by erosion. Morphological closing is an idempotent operator. Closing an image with a disk structuring element eliminates small holes, fills gaps on the contours, and fuses narrow breaks and long, thin gulfs.
The morphological watershed operator segments images into watershed regions and their boundaries. Considering the gray scale image as a surface, each local minimum can be thought of as the point to which water falling on the surrounding region drains. The boundaries of the watersheds lie on the tops of the ridges. This operator labels each watershed region with a unique index, and sets the boundaries to zero. We apply the watershed operator provided in the IDL library by Research Systemic Inc. to binary image where it floods enclosed boundaries and thus is used in a filling algorithm. For a detailed discussion of mathematical morphology see the references within the text and numerous books on digital imaging.
The detection code is applied to a "flattened" full-disk SOHO/MDI continuum image, ∆ (Figure 5a) , with estimated quiet Sun intensity, I QSun (Figure 4b ), image size, solar disk centre pixel coordinates, disk radius, date of observation, and resolution (in arcseconds per pixel). Because of the Sun's rotation around its axis, a SOHO/MDI magnetogram, M, taken at the time T M , is synchronised to the continuum image time T WL via a spatial displacement of the pixels to the position they had at the time T WL in order to obtain the same point of view as those for the continuum.
The technique presented in the current paper uses edge detection with threshold applied on the gradient image. This technique is significantly less sensitive to noise than the global threshold since it uses the background intensity in the vicinity of a sunspot. We consider sunspots as connected features characterised by strong edges, lower than surrounding quiet Sun intensity, and strong magnetic field. Sunspot properties vary over the solar disk, so a two-stage procedure is adopted. First, sunspot candidate regions are defined. Second, these are analysed on the basis of their local properties to determine sunspot umbra and penumbra regions. This is followed by verification using magnetic information. A detailed description of the procedure is provided in the pseudocode presented in Algorithm 1.
Sunspot candidate regions are determined by combining two approaches: edge-detection and low-intensity-region detection (steps 1-3). First, we obtain a gradient gray-level image, ∆ p , from the original preprocessed image, ∆ (Figure 5a ) by applying Gaussian smoothing with a sliding window (5 × 5) followed by Sobel gradient operator (step 1). Then (step 2) we locate strong edges via iterative thresholding of the gradient image starting from initial threshold, T 0 , whose value is not critical but should be small. The threshold is applied followed by 5 × 5 median filter and the number of connected components N c and the ratio of the number of edge pixels to the total number of disk pixels R are determined. If the ratio is too large or the number of components is greater than 250, the threshold is incremented. The number 250 is based on the available recorded maximum number of sunspots which is around 170. 1 Since at this stage of the detection we are dealing with noise and the possibility of several features joined 1 The number varies depending on the observer.
into a single candidate region, this limit is increased 250 to ensure that no sunspots are excluded. The presence of noise and fine structures in the original flat image will contribute many low-gradient-value pixels resulting in just a few very large connected regions, if the threshold is too close to zero.
(1) Apply Gaussian smoothing with sliding window 5 × 5 followed by the Sobel operator to a copy of ∆. (6) Create an empty sunspot candidate map, B ∆ , a byte mask which will contain the detection results with pixels belonging to umbra marked as 2, penumbra as 1. (7) For every F i extract a cropped image containing F i and define T s and T u : (i) if |F i |≤5 pixels, assign the thresholds: for penumbra T s = 0.91I QSun ; for umbra 
, abs(B min (S i ))) < 100, then disregard S i as noise. (10) For each S i extract and store the following parameters: gravity centre coordinates (Carrington and projective), area, diameter, umbra size, number of umbras detected, maximum-minimum-mean photometric intensity (as related to flattened image), maximum-minimum magnetic flux, total magnetic flux, and total umbral flux.
Algorithm 1: The pseudocode describing the sunspot detection algorithm in SOHO/MDI white-light images.
Imposing an upper limit of 0.7 on the ratio of number of edge pixels to disk pixels excludes this situation. A lower value increment in the iterative thresholding loop ensures better accuracy, at the cost of computational time. Similarly, the original flat image is iteratively thresholded to define dark regions (step 3). The resulting binary image contains fragments of sunspot regions and noise. The two binary images are combined using the logical OR operator (Figure 5c ). The image will contain feature boundaries and blobs corresponding to the areas of high gradient and/or low intensity as well as the limb edge. After removing the limb boundary, a 7 × 7 morphological closure operator [19, 20] is applied to close incomplete boundaries. Closed boundaries are then filled by applying a filling algorithm, based on the IDL watershed function, [21] to the binary image. A 7 × 7 dilation operator is then applied to define the regions of interest which possibly contain sunspots (step 4, Figure 5d , regions masked in dark gray).
In the second stage of detection, these regions are uniquely labeled using blob colouring algorithm [22] (step 5) and individually analysed (steps 6-7, Figure 5e ). Penumbra and umbra boundaries are determined by thresholding at values T u and T s which are functions of the region's statistical properties and quiet Sun intensity defined in step 7. Practically, the formulae for determining T u and T s (step 7), including the quiet Sun intensity coefficients, 0.91, 0.93, 0.6, 0.55, are determined by applying the algorithm to a training set of about 200 SOHO/MDI WL images. Since smaller regions of interest (step 7(i)) carry less statistical intensity information, lower T s value reduces the probability of false identification. In order to apply this sunspot detection technique to data sets from other instruments, the values of the constants appearing in the formulas for T u and T s should be determined for each data set. As mentioned in the introduction, other authors [6, 7, 8, 9] apply global thresholds at the different values of 0.85 or 0.925 for T s and 0.59 for T u .
In the final stage of the algorithm (steps 8-9), we verify the resulting sunspot candidates by determining the maximum magnetic field within the candidate region (Figure 5f ). This information is extracted from synchronised magnetogram M, as described in step 9 when we can verify a sunspot candidate as a sunspot, if this magnetic field is higher than the magnetic field threshold. The latter is chosen to be equal to 100 Gauss, that is appropriate for smallest sunspots, or pores [18] , and is a factor 5 higher than the noise in magnetic field measurements by the MDI instrument [15] .
The method works particularly well for larger features. It also detects a number of smaller features (under 5 pixels) for which there is often not enough information in the continuum image to make a decision whether the detected feature corresponds to a true feature or an artefact (Figure 5e ). This detection is verified with great accuracy by using the magnetic field information, extracted from the synchronised magnetograms (Figure 5f ). By comparing Figures 5e and 5f we can see that the false detection (marked by a circle) between the two top and bottom sunspot groups has been remedied. Detected feature parameters are extracted and stored in the ASCII format in the final step 10. 
Technique modifications for Ca II K1 images
The technique described above can also be applied to Ca II K1 images with the following modifications. First, these images contain substantial noise and distortions owing to instrumental and atmospheric conditions, so their quality is much lower than the SOHO/MDI white-light data (see Figures 3d, 3e, and 3f). Hence, the threshold in step 7 (i.e., item 7 in the pseudocode) has to be set lower, that is, T s = max{0.91I QSun ; ( F i − 0.25 * ΞF i )} for penumbra and T u = max{0.55I QSun ; ( F i − ΞF i )}, for umbra, where ΞF i is the mean absolute deviation of the region of interest F i .
The examples of sunspot detection with this technique applied to a Ca II K1 image taken on 2/04/02 are presented in Figure 6 . First, the full-disk solar image is preprocessed (Figure 6a ) by correcting, if necessary, the shape of the disk to a circular one (via automated limb ellipsefitting) and by removing the limb-darkening as described in Section 2.1.2. Then Sobel edge-detection (similar results were also achieved with morphological gradient operation [19] defined as the result of subtracting an eroded version of the original image from a dilated version of the original image) is applied to the preprocessed image, followed by thresholding in order to detect strong edges (Figure 6b ). This over segments the image; and then a 5 × 5 median filter and an 8 × 8 morphological closing filter [19, 20] are applied to remove noise, to smooth the edges and to fill in small holes in edges. After removing the limb edge, the watershed transform [21] is applied to the thresholded binary image in order to fill-in closed sunspot boundaries. Regions of interest are defined, similar to the WL case, via morphological closure and dilation [19, 20] . Candidate sunspot features are then detected by local thresholding using threshold values in the previous paragraph. The candidate features' statistical properties such as size, principal component coefficients and eigenvalues, intensity mean, and mean absolute deviation are then used to aid the removal of false identifications such as the artefacts and lines, often present in the Meudon Observatory images (Figures 6d and  6e) .
It can be seen that on the Ca II K1 image shown in Figure 6 the technique performs as well as on the white-light data ( Figure 5 ). However, in many other Ca images the technique can still produce a relatively large number of false identifications for smaller features under 10 pixels where there is not enough statistical information to differentiate between the noise and sunspots. This raises the problem of verification of the detected features that is discussed below.
VERIFICATION AND ACCURACY
There are two possible means of verification. The first option assumes the existence of a tested well-established source of the target data that is used for a straightforward comparison with the automated detection results. In our case, such data would be the records (sunspot drawings) produced by a trained observer. However, the number (and geometry) of visible/detectable sunspots depend on the time (date) of observation (sunspot lifetime can be less than an hour), location of the observer, wavelength, and resolution (in case of digital imaging). Therefore, this method works best when the input data for both detection methods is the same. Otherwise, a number of differences can appear naturally when comparing the two methods.
The second option is comparing two different data sets describing the same sunspots from images taken on the same dates by different instruments, and extracting from each data set a carefully chosen invariant parameter (or set of parameters), such as sunspot area, and looking at its correlation. For our technique, both verification methods were applied and the outcome is presented below.
Verification with drawings and synoptic maps
The verification of the automated sunspot detection results started by comparison with the sunspot database produced manually at the Meudon Observatory and published as synoptic maps in ASCII format. The comparison is shown in Table 1 . The two cases presented in Table 1 correspond to two ways of accepting/rejecting detected features. In general, by considering feature size, shape (i.e., principal components), mean intensity, variance, quiet sun intensity, and proximity to other features, one can decide whether the result is likely to be a true feature. In Table 1 , case 1, we have included features with sizes over 5 pixels, mean intensities less than the quiet Sun's, mean absolute deviations exceeding 20 (which is about 5% of the quiet Sun intensity), principal component ratios less than 2.1. In case 2, we include practically all detected candidate features by setting the deviation and principal component ratio thresholds to 0.05.
The differences between the manual and automatic methods are expressed by calculating the false acceptance rate (FAR) (where we detect a feature and they do not) and the false rejection rate (FRR) (where they detect a feature and we do not). FAR and FRR were calculated for the available observations for the two different classifier settings described in the previous paragraph. The FAR is lowest for the classifier case 1 and does not exceed 8.8% of the total sunspot number detected on a day. By contrast, FRR is lowest for the classifier case 2 and does not exceed 15.2% of the total sunspot number.
The error rates in Table 1 are the consequences of several factors related to the image quality. First, different seeing conditions can adversely influence automated recognition results; for example, a cloud can obstruct a significant portion of the disk, thus greatly reducing the quality of that segment of the image, making it difficult to detect the finer details of that part of the solar photosphere. Second, some small (less than 5-8 pixels) dust lines and image artefacts can be virtually indistinguishable from smaller sunspots leading to false identifications.
Also, in order to interpret the data presented in Table 1 , the following points have to be clarified. Sunspot counting methods are different for different observatories. For example, a single large sunspot with one umbra is counted as a single feature at Meudon, but can be counted as 3 or more sunspots (depending on the sunspot group configuration) at the Locarno Observatory. Similarly, there are differences between the Meudon approach and our approach. For example, a large sunspot with several umbras is counted as one feature by us, but can be counted as several features by the Meudon observer. Furthermore, interpretation of sunspot data at Meudon is influenced by the knowledge of earlier data and can sometimes be revised in the light of the subsequent observations. Hence, for instance, on April 2, 2002 there are 20 sunspots detected at Meudon Observatory. The automated detection applied to the same image yielded 18 sunspots corresponding to 17 of the Meudon sunspots with one of the Meudon sunspots detected as two. Thus, in this case FAR is zero, and FRR is 3.
Currently, our automated detection approach is based on extracting all the available information from a single observation and storing this information digitally. Further analysis and classification of the archive data is in progress that will allow us to produce sunspot numbers identical to the existing spot counting techniques.
For the verification of sunspot detection on the SOHO/MDI images, which have better quality (see Figures  3a, 3b, and 3c) , less noise, and better time coverage (4 per day), we used the daily sunspot drawings produced manually since 1965 at the Locarno Observatory, Switzerland. 
Verification with the NOAA data set
Comparison of temporal variations of the daily sunspot areas extracted from the EGSO solar feature catalogue in 2003 presented in Figure 7b with those available as ASCII files obtained from the drawings of about 365 daily images obtained in 2003 at the US Air Force/NOAA (taken from National Observatory for Astronomy and Astrophysics National Geophysical Data Centre, US [25] ), revealed a correlation coefficient of 96% (Figure 7a ). This is a very high accuracy of detection that ensures a good quality of extracted parameters within the resolution limits defined by a particular instrument.
Further verification of sunspot detection in WL images can be obtained by comparing sunspot area statistics with solar activity index such as sunspot numbers. Sunspot numbers are generated manually from sunspot drawings [24] and are related to the number of sunspot groups. The first attempt to compare the sunspot area statistics detected by us with the sunspot numbers revealed a correlation of up to 86% (see Zharkov and Zharkova [26] ). For accurate comparison classification of sunspots into groups is required. Manually this is done using sunspot magnetic field polarity tags and the property that neighbouring sunspots with opposite magnetic field polarities are paired into groups. Implementation of the automated classification of sunspots into groups is the scope of a future paper. 
THE CONCLUSIONS
New improved techniques are presented for automated sunspot detection on full-disk solar images obtained in the Ca II K1 line from the Meudon Observatory (∼ 300 images) and in WL from the MDI instrument aboard the SOHO satellite (10 082 images). The technique applies automated image cleaning procedures for elimination of limb-darkening and noncircular image shape. Edge-detection methods and global thresholding methods are used to produce initial image segmentation. The resulting oversegmentation is remedied using a median filter followed by morphological closing operations to close boundaries. A watershed region filling operation, 7 × 7 morphological closing and dilation operators are used to define the regions of interest possibly containing sunspots. Each region is then examined separately and the values of thresholds used to define sunspot umbra and penumbra boundaries are determined as a function of the full-disk quiet Sun intensity value and statistical properties of the region (such as mean intensity, standard, deviation, and absolute mean deviation). The sunspots detected in WL are verified using the SOHO/MDI magnetogram data. A number of physical and geometrical parameters of sunspot features are extracted and stored in the relational database along with run-length encoded umbra and penumbra regions within the bounding rectangle for each sunspot. The database is accessible via web services and (http://solar.inf.brad.ac.uk) website.
In order to significantly reduce the errors contained in acceptance and rejection rate coefficients FARs and FRRs and validate the detection with the existing activity index [25] , the sunspot candidate classification into groups has to be implemented. This can be done by examining the adjacent observations, their magnetic polarity, and values, and that is, the scope of a forthcoming paper.
EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING
Special Issue on
Advances in Blind Source Separation
Call for Papers
Almost every multichannel measurement includes mixtures of signals from several underlying sources. While the structure of the mixing process may be known to some degree, other unknown parameters are necessary to demix the measured sensor data. The time courses of the source signals and/or their locations in the source space are often unknown a priori and can only be estimated by statistical means. In the analysis of such measurements, it is essential to separate the mixed signals before beginning postprocessing.
Blind source separation (BSS) techniques then allow separation of the source signals from the measured mixtures. Many BSS problems may be solved using independent component analysis (ICA) or alternative approaches such as sparse component analysis (SCA) or nonnegative matrix factorization (NMF), evolving from information theoretical assumptions that the underlying sources are mutually statistically independent, sparse, smooth, and/or nonnegative.
The aim of this special issue is to focus on recent developments in this expanding research area.
The special issue will focus on one hand on theoretical approaches for single-and multichannel BSS, evolving from information theory, and especially on nonlinear blind source separation methods, and on the other hand or their currently ever-widening range of applications such as brain imaging, image coding and processing, dereverberation in noisy environments, and so forth.
Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.mstracking.com/asp/, according to the following timetable: 
EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING
Special Issue on
Tracking in Video Sequences of Crowded Scenes Call for Papers
Object tracking in live video is an enabling technology that is in strong demand by large application sectors, such as video surveillance for security and behavior analysis, traffic monitoring, sports analysis for enhanced TV broadcasting and coaching, and human body tracking for human-computer interaction and movie special effects. Many techniques and systems have been developed and demonstrated for tracking objects in video sequences. The specific goal of this special issue is to provide a status report regarding the state of the art in object tracking in crowded scenes based on the video stream(s) of one or more cameras. The objects can be people, animals, cars, and so forth. The cameras can be fixed or moving. Moving cameras may pan, tilt, and zoom in ways that may or may not be communicated to the tracking system.
All papers submitted must address at least the following two issues:
• Processing of live video feeds For many applications in surveillance/security and TV sports broadcasting, the results of processing have value only if they can be provided to the end user within an applicationdefined delay. The submitted papers should present algorithms that are plausibly applicable to such incremental ("causal") processing of live video feeds, given suitable hardware.
• Handling of crowded scenes Crowded-scene situations range from relatively simple (e.g., players on a planar field in a soccer match) to very difficult (e.g., crowds on stairs in an airport or a train station). The central difficulties in crowded scenes arise from the constantly changing occlusions of any number of objects by any number of other objects.
Occlusions can be resolved to some degree using a single video stream. However, many situations of occlusion are more readily resolved by the simultaneous use of several cameras separated by wide baselines. In addition to resolving ambiguities, multiple cameras also ease the exploitation of 3D structure, which can be important for trajectory estimation or event detection. 
Call for Papers
Subspace-based techniques have been studied extensively over the past two decades and have proven to be very powerful for estimation and detection tasks in many signal processing and communications applications. Such techniques were initially investigated in the context of super-resolution parametric spectral analysis and the related problem of direction finding. During the past decade or so, new potential applications have emerged, and subspace methods have been proposed in several diverse fields such as smart antennas, sensor arrays, system identification, time delay estimation, blind channel estimation, image segmentation, speech enhancement, learning systems, and so forth. Subspace-based methods not only provide new insight into the problem under investigation but they also offer a good trade-off between achieved performance and computational complexity. In most cases they can be considered as low cost alternatives to computationally intensive maximum likelihood approaches.
The interest of the signal processing community in subspace-based schemes remains strong as is evident from the numerous articles and reports published in this area each year. Research efforts are currently focusing on the development of low-complexity adaptive implementations and their efficient use in applications, numerical stability, convergence analysis, and so forth.
The goal of this special issue is to present state-of-the-art subspace techniques for modern applications and to address theoretical and implementation issues concerning this useful methodology.
Topics of interest include (but are not limited to): 
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Special Issue on Image Perception Call for Papers
Perception is a complex process that involves brain activities at different levels. The availability of models for the representation and interpretation of the sensory information opens up new research avenues that cut across neuroscience, imaging, information engineering, and modern robotics. The goal of the multidisciplinary field of perceptual signal processing is to identify the features of the stimuli that determine their "perception," namely "a single unified awareness derived from sensory processes while a stimulus is present," and to derive associated computational models that can be generalized.
In the case of vision, the stimuli go through a complex analysis chain along the so-called "visual pathway," starting with the encoding by the photoreceptors in the retina (low-level processing) and ending with cognitive mechanisms (high-level processes) that depend on the task being performed.
Accordingly, low-level models are concerned with image "representation" and aim at emulating the way the visual stimulus is encoded by the early stages of the visual system as well as capturing the varying sensitivity to the features of the input stimuli; high-level models are related to image "interpretation" and allow to predict the performance of a human observer in a given predefined task.
A global model, accounting for both such bottom-up and top-down approaches, would enable the automatic interpretation of the visual stimuli based on both their low-level features and their semantic content.
Among the main image processing fields that would take advantage of such models are feature extraction, contentbased image description and retrieval, model-based coding, and the emergent domain of medical image perception.
The goal of this special issue is to provide original contributions in the field of image perception and modeling.
Topics of interest include (but are not limited to):
• Perceptually plausible mathematical bases for the representation of visual information (static and dynamic) • Modeling nonlinear processes (masking, facilitation) and their exploitation in the imaging field (compression, enhancement, and restoration)
• Beyond early vision: investigating the pertinence and potential of cognitive models (feature extraction, image quality) 
Call for Papers
The main focus of this special issue is on the application of digital signal processing techniques for music information retrieval (MIR). MIR is an emerging and exciting area of research that seeks to solve a wide variety of problems dealing with preserving, analyzing, indexing, searching, and accessing large collections of digitized music. There are also strong interests in this field of research from music libraries and the recording industry as they move towards digital music distribution. The demands from the general public for easy access to these music libraries challenge researchers to create tools and algorithms that are robust, small, and fast. Music is represented in either encoded audio waveforms (CD audio, MP3, etc.) or symbolic forms (musical score, MIDI, etc.). Audio representations, in particular, require robust signal processing techniques for many applications of MIR since meaningful descriptions need to be extracted from audio signals in which sounds from multiple instruments and vocals are often mixed together. Researchers in MIR are therefore developing a wide range of new methods based on statistical pattern recognition, classification, and machine learning techniques such as the Hidden Markov Model (HMM), maximum likelihood estimation, and Bayes estimation as well as digital signal processing techniques such as Fourier and Wavelet transforms, adaptive filtering, and source-filter models. New music interface and query systems leveraging such methods are also important for end users to benefit from MIR research.
Although research contributions on MIR have been published at various conferences in 1990s, the members of the MIR research community meet annually at the International Conference on Music Information Retrieval (ISMIR) since 2000.
• Automatic summarization (succinct representation of music) • Automatic transcription (audio to symbolic format conversion) • Music annotation (semantic analysis) • Music fingerprinting (unique identification of music) • Music interface • Music similarity metrics (comparison)
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Special Issue on
Visual Sensor Networks Call for Papers
Research into the design, development, and deployment of networked sensing devices for high-level inference and surveillance of the physical environment has grown tremendously in the last few years.
This trend has been motivated, in part, by recent technological advances in electronics, communication networking, and signal processing.
Sensor networks are commonly comprised of lightweight distributed sensor nodes such as low-cost video cameras. There is inherent redundancy in the number of nodes deployed and corresponding networking topology. Operation of the network requires autonomous peer-based collaboration amongst the nodes and intermediate data-centric processing amongst local sensors. The intermediate processing known as in-network processing is application-specific. Often, the sensors are untethered so that they must communicate wirelessly and be battery-powered. Initial focus was placed on the design of sensor networks in which scalar phenomena such as temperature, pressure, or humidity were measured.
It is envisioned that much societal use of sensor networks will also be based on employing content-rich vision-based sensors. The volume of data collected as well as the sophistication of the necessary in-network stream content processing provide a diverse set of challenges in comparison with generic scalar sensor network research.
Applications that will be facilitated through the development of visual sensor networking technology include automatic tracking, monitoring and signaling of intruders within a physical area, assisted living for the elderly or physically disabled, environmental monitoring, and command and control of unmanned vehicles.
Many current video-based surveillance systems have centralized architectures that collect all visual data at a central location for storage or real-time interpretation by a human operator. The use of distributed processing for automated event detection would significantly alleviate mundane or time-critical activities performed by human operators, and provide better network scalability. Thus, it is expected that video surveillance solutions of the future will successfully utilize visual sensor networking technologies.
Given that the field of visual sensor networking is still in its infancy, it is critical that researchers from the diverse disciplines including signal processing, communications, and electronics address the many challenges of this emerging field. This special issue aims to bring together a diverse set of research results that are essential for the development of robust and practical visual sensor networks.
Call for Papers
Filter banks for the application of subband coding of speech were introduced in the 1970s. Since then, filter banks and multirate systems have been studied extensively. There has been great success in applying multirate systems to many applications. The most notable of these applications include subband coding for audio, image, and video, signal analysis and representation using wavelets, subband denoising, and so forth. Different applications also call for different filter bank designs and the topic of designing one-dimensional and multidimentional filter banks for specific applications has been of great interest.
Recently there has been growing interest in applying multirate theories to the area of communication systems such as, transmultiplexers, filter bank transceivers, blind deconvolution, and precoded systems. There are strikingly many dualities and similarities between multirate systems and multicarrier communication systems. Many problems in multicarrier transmission can be solved by extending results from multirate systems and filter banks. This exciting research area is one that is of increasing importance.
The aim of this special issue is to bring forward recent developments on filter banks and the ever-expanding area of applications of multirate systems.
Source signal extraction from heterogeneous measurements has a wide range of applications in many scientific and technological fields, for example, telecommunications, speech and acoustic signal processing, and biomedical pattern analysis. Multiple signal reception through multisensor systems has become an effective means for signal extraction due to its superior performance over the monosensor mode. Despite the rapid progress made in multisensor-based techniques in the past few decades, they continue to evolve as key technologies in modern wireless communications and biomedical signal processing. This has led to an increased focus by the signal processing community on the advanced multisensorbased techniques which can offer robust high-quality signal extraction under realistic assumptions and with minimal computational complexity. However, many challenging tasks remain unresolved and merit further rigorous studies. Major efforts in developing advanced multisensor-based techniques may include high-quality signal extraction, realistic theoretical modeling of real-world problems, algorithm complexity reduction, and efficient real-time implementation.
The purpose of this special issue aims to present state-ofthe-art multisensor signal extraction techniques and applications. Contributions in theoretical study, performance analysis, complexity reduction, computational advances, and realworld applications are strongly encouraged.
• Multiantenna processing for radio signal extraction • Multimicrophone speech recognition and enhancement • Multisensor radar, sonar, navigation, and biomedical signal processing • Blind techniques for multisensor signal extraction • Computational advances in multisensor processing
With the general availability of 3D digitizers, scanners, and the technology innovation in 3D graphics and computational equipment, large collections of 3D graphical models can be readily built up for different applications (e.g., in CAD/CAM, games design, computer animations, manufacturing and molecular biology). For such large databases, the method whereby 3D models are sought merits careful consideration. The simple and efficient query-by-content approach has, up to now, been almost universally adopted in the literature. Any such method, however, must first deal with the proper positioning of the 3D models. The two prevalent-in-the-literature methods for the solution to this problem seek either
• Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or • Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.
The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometric features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR). Most existing CBIR systems using knowledge either annotate all the objects in the database (full annotation) or annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear "how much" annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.
Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the "best" representations and weights are fixed and they cannot effectively model high-level concepts and user's perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.
The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.
• 3D content-based search and retrieval methods (volume/surface-based) • Partial matching of 3D objects • Rotation invariant feature extraction methods for 3D objects Some modern applications require an extraordinary large amount of complexity in signal processing algorithms. For example, the 3rd generation of wireless cellular systems is expected to require 1000 times more complexity when compared to its 2nd generation predecessors, and future 3GPP standards will aim for even more number-crunching applications. Video and multimedia applications do not only drive the complexity to new peaks in wired and wireless systems but also in personal and home devices. Also in acoustics, modern hearing aids or algorithms for de-reverberation of rooms, blind source separation, and multichannel echo cancelation are complexity hungry. At the same time, the anticipated products also put on additional constraints like size and power consumption when mobile and thus battery powered. Furthermore, due to new developments in electroacoustic transducer design, it is possible to design very small and effective loudspeakers. Unfortunately, the linearity assumption does not hold any more for this kind of loudspeakers, leading to computationally demanding nonlinear cancelation and equalization algorithms. Since standard design techniques would either consume too much time or do not result in solutions satisfying all constraints, more efficient development techniques are required to speed up this crucial phase. In general, such developments are rather expensive due to the required extraordinary high complexity. Thus, de-risking of a future product based on rapid prototyping is often an alternative approach. However, since prototyping would delay the development, it often makes only sense when it is well embedded in the product design process. Rapid prototyping has thus evolved by applying new design techniques more suitable to support a quick time to market requirement.
This special issue focuses on new development methods for applications with high complexity in signal processing and on showing the improved design obtained by such methods. Examples of such methods are virtual prototyping, HW/SW partitioning, automatic design flows, float to fix conversions, automatic testing and verification, and power aware designs. Dr Tony Jones, President of the Institute of Acoustics, comments, "A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians."
NEWS RELEASE
Further information and an nomination form can be found on the Institute's website at www.ioa.org.uk.
A B Wood
Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.
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Judy Edrich
Publicity & Information Manager, Institute of Acoustics Tel: 01727 848195; E-mail: judy.edrich@ioa.org.uk
EDITORS NOTES
The Institute of Acoustics is the UK's professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels. The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multidisciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.
For more information please visit our site at www.ioa.org.uk.
HIGH-FIDELITY MULTICHANNEL AUDIO CODING
Dai Tracy Yang, Chris Kyriakakis, and C.-C. Jay Kuo T his invaluable monograph addresses the specific needs of audioengineering students and researchers who are either learning about the topic or using it as a reference book on multichannel audio compression. This book covers a wide range of knowledge on perceptual audio coding, from basic digital signal processing and data compression techniques to advanced audio coding standards and innovative coding tools. It is the only book available on the market that solely focuses on the principles of high-quality audio codec design for multichannel sound sources.
This book includes three parts. The first part covers the basic topics on audio compression, such as quantization, entropy coding, psychoacoustic model, and sound quality assessment. The second part of the book highlights the current most prevalent low-bit-rate high-performance audio coding standards-MPEG-4 audio. More space is given to the audio standards that are capable of supporting multichannel signals, that is, MPEG advanced audio coding (AAC), including the original MPEG-2 AAC technology, additional MPEG-4 toolsets, and the most recent aacPlus standard. The third part of this book introduces several innovative multichannel audio coding tools, which have been demonstrated to further improve the coding performance and expand the available functionalities of MPEG AAC, and is more suitable for graduate students and researchers in the advanced level. Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.
The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/ statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research. 
GENOMIC SIGNAL PROCESSING AND STATISTICS
Edited by: Edward R. Dougherty, Ilya Shmulevich, Jie Chen, and Z. Jane Wang
