Abstract. Among the Schrödinger operators with single-well potentials defined on (0, π) with transition point at π 2 , the gap between the first two eigenvalues of the Dirichlet problem is minimized when the potential is constant. This extends former results of Ashbaugh and Benguria with symmetric singlewell potentials. An analogous result is given for the Dirichlet problem of vibrating strings with single-barrier densities for the ratio of the first two eigenvalues.
Introduction
Consider the Dirichlet problem for the Schrödinger operator acting on (0, π): The point a is the transition point in both cases.
Ashbaugh and Benguria proved in [4] that if V is a symmetric single-well potential, then the first two eigenvalues of (1)-(2) satisfy
with equality if and only is V is constant. They formulated the conjecture that the hypothesis on the symmetry of V should be somehow eliminated, e.g. (3) should be true for (nonsymmetric) convex potentials. This conjecture was later proved by Lavine [10] . Our first goal is to investigate another natural way to remove symmetry. We show that (3) still holds for nonsymmetric single-well potentials if the transition point remains the midpoint: Remark 1.2. It is also proved in [4] that the reversed inequality of (3) holds for symmetric single-barrier potentials. However this result cannot be extended to any class of nonsymmetric single-barrier potentials with fixed transition point, including fixing it at the midpoint. Counterexamples are the stepfunctions mentioned at the end of the proof of Theorem 1.1.
Recently, M-J. Huang [7] gave the statements corresponding to the above results of [4] and of Lavine for the case of vibrating strings. More precisely, consider the Dirichlet problem
for the vibrating string; here the density function (x) is supposed to be positive. Huang proved that in the class of concave densities or symmetric single-barrier densities the first two eigenvalues of (4)-(5) satisfy
and in the class of symmetric single-well densities we have λ 2 λ 1 4. (7) In (6) resp. (7) equality occurs if and only if is constant. Here we can also drop the condition of symmetry: Finally we mention some papers related to these topics. In [2] Ashbaugh and Benguria proved (7) for the Dirichlet problem of Schrödinger operators with nonnegative potentials. Generalizations for other eigenvalue ratios (e.g.
λn λ1
n 2 ) are given in [3] . These results are then extended in [5] for general Sturm-Liouville operators; see also Y-L. Huang and Law [8] . Most of these results provide upper bounds for some eigenvalue ratios. Worse lower bounds for λ2 λ1 than (6) for a larger class of densities than in Theorem 1.2 above are given in [5] . For other lower estimates see Gentry and Banks [6] , Keller [9] and Mahar and Willner [11] . The first gap of eigenvalues for some symmetric double-well situations is investigated in Abramovich [1] .
The proofs of Theorems 1.1 and 1.3 consist of two parts. First we reduce the problem to the search of minimum among the stepfunction potentials (or densities), being constant in 0, π 2 and ( π 2 , π). In such cases the eigenfunctions can be expressed by trigonometric functions, so finding the minimum of λ 2 − λ 1 (or λ2 λ1 ) requires the study of nonlinear equations containing the tangent functions. This is given in Section 2, while in Section 3 we finish the proofs of Theorems 1.1 and 1.3. The use of trigonometric functions appears in several papers, e.g. in [8] , [3] , [11] , [9] , [5].
Solutions of trigonometric equations
In this part of the paper we prove some statements necessary for later purposes. In the proof of Theorem 1.1 we need
for real t and let m > 0. Then the first two real solutions of the equation
Proof.
Step 1. The function f (t) is strictly decreasing in the intervals (−∞, 4), (4, 16) and in general in 4n
2 , 4(n + 1) 2 , n 1. This follows from the formulae
The monotonity then implies that
Step 2. The functions t 1 (m) and t 2 (m) are strictly increasing functions of m > 0.
Indeed, if t(m) denotes any of the solutions of f
Step 3. We can suppose
Indeed, for m = 8 we have t 2 = 9, so m 8 implies t 2 9, whence t 2 − t 1 > 5 > 3. From m < 8 we get that t 2 < 9 and consequently f (t 2 ) > 0.
Step 4. The statement of Lemma 2.1 will follow from the estimates
since for m = 0 we have t 2 − t 1 = 3. To verify (10) we use the formula
Step 5. We show (12 ). We apply the formula (14) proves indeed (12 ).
Step 6. We prove (12) by showing that
Applying (13) again we get
This proves (15 ). To show (15) we again express cot
Analyzing the sign of the right-hand side of (16) 
With f (t 1 ) < 0 this implies (15). So (12), (12 ) and then (10) 
We have to show that the first two solutions t 1 , t 2 satisfy t 2 > 2t 1 if d > 1.
Step 1. 
so t 1 t 1 would lead to a contradiction: 
We solve the inequality on the right by applying the formulae tan(2α) =
From tan t 1 > 0 we finally get
Since t 1 > π 4 , the denominator on the left is negative and then the other denominator is also negative. Thus (18) means tan 2 t 1 < d 2 tan 2 t 1 which is of course valid. This proves by (17) the statement of Step 3.
Step 4. We recall some known properties of the eigenfunctions of the Dirichlet problem (1)-(2), given either in Lavine [10] or in classical monographs on eigenvalue problems. We norm the eigenfunctions y n such that y n (x) is positive for small x > 0 and 
Then the derivative of λ n with respect to t iṡ 
it belongs to A M if 0 t 1. Thus by the optimality of V 0 the derivative (λ 2 − λ 1) must be nonnegative at t = 0:
By (20) and (23) the product is nonpositive and its integral is nonnegative. This is possible only when V 1 = V 0 (except for the points x = 0, π 2 , π), i.e. the optimal V 0 must be a stepfunction with the only jump at 
Then (23) remains valid and just as above we can prove that V 1 = V 0 . Our second choice is
From the definition of x − and from (19) we obtain
This gives by the optimality of V 0 that
which is only possible when V 0 π 2 = 0 and M = V 0 (x + ), i.e. the optimal V 0 must be of the form V 2 . But this is impossible for large M . Indeed, the second eigenfunction of the potential V 2 can be expressed by
The only inner zero x 0 must lie between x − and x + , so on 0, 
, π , with some m 0. The two potentials have the same eigenvalues so we deal only with the first form of V 0 . In this case an eigenfunction corresponding to the eigenvalue λ can be expressed as 
The eigenvalues are the real solutions λ of (24); we allow cases when both sides are infinite. But Lemma 2.1 states that in this case λ 2 
Then for t = 0
Here y 1 (x, 0) = 
both sets being nonempty; see Huang [7] . On the other hand if 0 , 1 are singlebarrier densities and (x, t) = t 1 (x) + (1 − t) 0 (x), then the derivative of λ n in t iṡ
n (x, t)dx; (27) see Keller [9] or Huang [7] . Consequently, 
