In this paper, the multilinear normal distribution is introduced as an extension of the matrix-variate normal distribution. Basic properties such as marginal and conditional distributions, moments, and the characteristic function, are also presented. The estimation of parameters using a flip-flop algorithm is also briefly discussed.
Introduction
The matrix normal distribution, being an extension of the ordinary multivariate (vector-) normal distribution, can be regarded as a bilinear normal distribution -a distribution of a two-way (two-component) array, each component representing a vector of observations. The complexity of data, which has become a norm of the day for a variety of applied research arenas, requires a consideration of extension of the bilinear normal distribution. The present paper presents this extension, correspondingly named multilinear normal distribution (Kollo and von Rosen, 2005, Ch. 2), based on a parallel extension of bilinear matrices to multilinear tensors (Comon, 2009) . Although, the adjective multilinear have not yet found its way into the general statistical literature, one may trace the same or similar nomenclature with reference to the analysis of complicated data structures in different research paradigms, with a commonly used alternative expression being analysis of multiway data (Kroonberg, 2008, p 16) . Kroonberg (2008) also gives some useful references on multiway analysis, particularly based on tensor algebra; see also Coppi and Bolasco (1989) .
Although, at least theoretically, a relatively uncharted territory of research as compared to the multivariate normal distribution, some interesting and very useful applications of multilinear distribution can be found in the literature. Particularly, the emergence of complicated and enormous data sets in the recent decades has given serious impetus for such applied literature to flourish. As a byproduct, this has caused a huge amount of literature on the theory and applications of tensor in statistics.
One of the most important use of the multilinear normal distribution, and hence tensor analysis, is perhaps in magnetic resonance imaging (MRI). A nice work, particularly focusing on the need to go from matrix-variate to tensor-based multilinear normal distribution, is given in Basser and Pajevic (2003) . They genuinely argue why a vectorial treatment of a complex data set which actually needs a tensorial treatment and the application of multilinear normality, can lead to wrong or inefficient conclusions. For some more relevant work in the same direction, see Pajevic (2000, 2007) , Bihan et al (2001) , and the references cited therein, whereas a Bayesian perspective is given in Martín-Fernández et al. (2004) ; see also Hoff (2011) . Analysis of multilinear, particularly trilinear data, has a specific attraction in chemometrics and spectroscopy; see for example Leurgens and Ross (1992) , and Burdick (1995) . Other areas of application include signal processing (Kofidis and Regalia, 2001) , morphometry (Lepore et al, 2008) , geostatistics (Liu and Koike, 2007) , and statistical mechanics (Soize, 2007) , to mention a few. The extensive use of tensor variate analysis in these and other similar fields has generated a special tensorial nomenclature, for example diffusion tensor, dyadic tensor, stress and strain tensors etc (McCullagh, 1987) . Similarly, special tensorial decompositions, for example PARAFAC and Tucker decompositions (Kroonberg, 2008) have been developed; for a general comprehensive review of tensor decompositions and their various applications, see Comon (2001) , and Kolda and Bader (2007) .
The use of tensor, and its associated distributional structure, is even older, and with most frequent applications in the theory of linear models. Some classical treatises on tensors and multilinear algebra are Afrken and Weber (1995) , Northcott (1984) , Carmeli and Malin (2000) . For a comprehensive exposition of the use of tensors in statistics, see McCullagh (1987) . In another unique contribution, McCullagh had already introduced tensor notation in statistics with particular reference to the computation of polynomial cumulants (McCullagh, 1984) ; see also Kaplan (1952) , and Dauxois et al. (1994) . The decomposition of ANOVA models into the potential sources of variation is always an important task in the theory of linear models. A tensorial treatment of ANOVA decomposition is given in Takemura (1983) , whereas a study of multilinear skewness and kurtosis in linear models is given in Pukelsheim (1980) ; see also Drygas (1985) . Hext (1963) gives an interesting application in the theory of design of experiments, with particular emphasis on rock magnetism. This paper uncovers some very attractive features of theoretical and geometrical aspects of tensors, when considered from a statistical perspective. The geometrical consideration of tensors in statistics, sometimes even more important than pure theoretical treatment, owes basically to setting the multivariate normality on the Riemannian geometry (Skovgaard, 1984) . As the simplest case of geometrical structure of the parameter space of bivariate normal distribution, see Sato et al (1979) , which also uses tensor notation to simplify the complicated expressions. This paper formally introduces multilinear normal distribution, i.e. a normal distribution for the analysis of multiway data, and discusses some basic properties. The rest of the paper is organized as follows. Section 2 introduces the multilinear normal distribution, along with some notations which simplify the calculations that follow. In Section 3, some properties of the multilinear normal distribution, such as marginal and conditional distributions, moments, and characteristic function, are given. Section 4 presents an estimation procedure for the parameters of the distribution. Figure 1 shows the special case when k = 3. If p i = 1, 2 ≤ i ≤ k or 3 ≤ i ≤ k we have the special cases when the tensor equals a vector or a linear mapping.
Model
In order to perform explicit computations, the tensor has to be represented via coordinates. In this paper, the representation will mainly be in vector form. However, the representation of the tensor X : × k i=1 p i as a vec-
The box visualizes a three dimensional data set as a third order tensor.
tor can be done in several ways. If we look at the tensor space in Figure 1 this means that we can look upon the tensor from different directions.
Put e
, where p = (p 1 , . . . , p k ) and q = (q 1 , . . . , q l ), respectively, and ⊗ denotes the Kronecker product. To emphasize the dimension, we will write p k , or p(1 : k), instead of p. The vectors e i j : p i × 1 are the unit basis vectors, i.e., a p i -vector with 1 in the jth position, and 0 elsewhere; similarly for d Definition 2.1.
k , where I p is the index set
Note that, the tensor space in (i) is described using vectors, whereas in (ii) using matrices.
The univariate, multivariate, and matrix normal distributions are well known. We may observe that a matrix-variate normal distribution, X ∼ N p,n (µ, Σ, Ψ), can be defined as
Writing the basis vectors as a Kronecker product, i.e., e i d j → d j ⊗ e i , the vec-representation of the matrix normal distribution is obtained. This leads to the following extension of the matrix-variate normal distribution.
, and the elements of u ∈ T p are independent standard normally distributed. The square root Σ 1/2 can be any square root.
The dispersion matrix in Definition 2.2, Σ ∈ T p ⊗ , expanded in terms of its component matrices, can be written as
Relieving Definition 2.2 of its basis vectors, a coordinate-free (vectorspace) version of the multilinear normal distribution follows immediately as (see Wichura, 2006; Eaton, 2007) 
Using vector representation, x ∈ T p , we can conveniently write the pdf of a multilinear normal distribution extending the pdf of ordinary multivariate normal distribution.
Theorem 2.1. The density function of the multilinear normal distribution (Definition 2.2) is given as
where Σ is positive definite, x, µ ∈ T p , and
We close this section by giving some comments on a special matrix which will be used in Section 4. Definition 2.3. The matrix K s,r ∈ T p ⊗ is the tensor commutation operator, defined as an orthogonal matrix, satisfying
The tensor commutation operator operates on the same lines as the well known commutation matrix is used to interchange vectors in a Kronecker product of two vectors. Using the tensor commutation operator on the vector x ∈ T p , we write
The following two theorems about the properties of the tensor commutation operator follow directly from Definition 2.3, and from properties of the commutation matrix. 
Again, for notational convenience, we shall write
Properties of the MLN distribution
In this section, we establish some properties of the multilinear normal distribution. The proof of the following theorem is trivial. By appropriately choosing A in Theorem 3.1, several interesting special cases can be studied.
Marginal distributions
The matrix
facilitates the computation of several marginal distributions, represented as M r x ∼ N p m (M r µ, M r ΣM r ), where
w are known . The index set I t , by imparting restrictions on M r , through r 1 w and r 2 w , generates marginal distributions, M r x. In the sequel, we shall focus on the specific marginal distributions
where
and I s are given in (2). Following theorems specify certain independence conditions on the marginals. Proof: Because of normality independence holds if and only if (if r = 1 or r = k obvious modifications of the proof has to take place)
Since Σ i , i = 1, 2, . . . k, differ from zero, (7) Proof: If studying (7) the statement of the corollary is evident, i.e. for any matrices P i , Q i , i = 1, 2, (P 1 ⊗ P 2 )(Q 1 ⊗ Q 2 ) = 0 if and only if P i Q i = 0 for either i = 1 or i = 2.
Theorem 3.4. Let A ∈ T sp and B ∈ T tp . Then, Ax and Bx are independent if and only if AΣB = 0, i.e., if for some r, A r Σ r B r = 0.
Moments, characteristic function and cumulants
When comparing the multivariate normal distribution with the multilinear normal distribution, the difference lays in the structure of the parameter space generated by µ and Σ. The elements of both distributions are organized in vectors of non-repeated normal components. Thus, it is easy to imagine that moments for the multilinear normal distribution can be obtained from the multivariate ones. Indeed, the characteristic, as well as the cumulant generating functions for the multilinear normal distribution follow immediately from those of the multivariate normal distribution.
Theorem 3.5. Let x ∼ N p (µ, Σ), where x ∈ T p . The characteristic function of x equals
and the cumulant generating function
To compute moments, we need a suitable differential operator (matrix derivative). Let Y ∈ T pq be a function of X ∈ T rs , with their vectorized versions y and x, defined as y = 
Higher order derivatives may be defined recursively, i.e.
Applying (8) to ρ(t), and evaluating the derivatives at t = 0, we get
which on further differentiation, gives
Moreover, differentiating the cumulant generating function gives, similarly to the multivariate case, the above moments and that all cumulants of higher order than two equal 0.
Using the same differential operator directly on the pdf generates the Hermite polynomials, defined as
where f X (x) is given in (1) and H k (x, µ, Σ) are the Hermite polynomials. Clearly, for k = 0,
, where x ∈ T p . The Hermite polynomials H(x, µ, Σ) k = 0, 1, 2 are given by
One possible application of Hermite polynomials is in Edgeworth expansions.
Conditional distributions
Having the joint and marginal densities, we can compute the conditional densities. Define
Then, we have the following theorem.
be as defined in (3), (4), (9), and (10), respectively. Then, x •r l |x •r l has the same distributions as
where u ∼ N p (0, I p * ).
Proof: The conditional distribution has to be normal. Therefore, only the conditional mean and dispersion are computed. Since
which is identical to (12). The conditional dispersion equals
Inference
In the subsequent it is indicated how maximum likelihood estimators of the unknown parameters in the MLN can be obtained. The likelihood equations for the covariance matrices Σ 1 , . . . , Σ k of Σ 1:k will be derived. Moreover, to achieve a unique parametrization we set σ
ij , similar as in Srivastava et al. (2008) . Assume that there are n independent tensor observations X j : (1), with vector representations x j . From the joint likelihood function, one can easily see that µ will be estimated by averaging. Hence, in the subsequent computations, we assume µ = 0, without any loss of generality. Then, the likelihood function for Σ 1:k is given by
which can also be written as
For simplicity, we will omit "(1)" in the exponent and write the matrix as X
(1) j = X j . Now the trace in (14) can be rewritten as in Ohlson et al. (2010) ;
Hence, given Σ 3:k , we have n p * 3:k independent observations Y jl , j = 1, . . . , n, l = 1, . . . , p * 3:k , respectively. Under the condition σ (2) p 2 p 2 = 1, the likelihood equations for Σ 1 and Σ 2 follow from Srivastava et al. (2008) 
Rewriting (16), we have
Using the tensor commutation operator (Definition 2.3), we can also write the likelihood function as
and, for s = 2, r = 1, 2,
The trace in (20) equals
i.e., Σ 
means e 2,r 1:k with e ir removed. Hence, given Σ 2,r 2:k\r , we have n p * 2:k /p r = n p * 1:r−1 p * r+1:k independent observations. Again, since σ (r) prpr = 1, using the techniques in Srivastava et al. (2008) , we have the following likelihood equations for Σ 1 and Σ r . 
The following theorem can now be stated: 
where X Thus the proof is complete. The likelihood equations (26) and (27) are nested, for which no explicit solution exists. One way to solve these equations is to use the so called flip-flop algorithm Srivastava et al. (2008) . We may also note that by using the results of Srivastava et al. (2008) , the algorithm converges to a unique solution provided there is enough data, and σ 
