Using a sample of 35 university departments, this study relates aspects of research and teaching effectiveness in university departments to contextual and structural contingencies. Three contextual measures (paradigm development, student emphasis, resource availability) and two structural measures (academic control, bureaucratic control) serve as independent variables. The contextual variables are found to be better predictors of effectiveness than the structural variables.
Introduction
This study relates aspects of research and teaching effectiveness in university departments to contextual and structural contingencies. The study is part of a research programme attempting to apply the Aston concepts and measures (Pugh et al. 1963 (Pugh et al. , 1968 (Pugh et al. , 1969 to university organizations (Bresser 1979 (Bresser , 1984 . The research is one of the few attempts to relate measures of organizational effectiveness to structural and contextual variables based on the Aston methodology, and is the first attempt to explore such relationships in university organizations. Structural contingency theories suggest that organizational environments and structures can influence organizational effectiveness in significant and direct ways. In particular, they emphasize the need to match organizational designs . with internal and external environments (contexts) to encourage high levels of organizational effectiveness (Child 1974a (Child , 1977 . However, the empirical evidence supporting structural contingency theories is limited, with only weak and inconsistent relationships being found between measures of environments and structures, and between behaviours and structures (Gerwin 1981; Starbuck and Nystrom 1981) . Similarly, organizational environments and structures have only shown weak and inconsistent relationships with indicators of _._ organizational effectiveness (Child 1975; Pennings 1975) .
Researchers cite many reasons for this lack of findings. Some have emphasized the absence of a commonly agreed upon theoretical scheme leading, for example, to conceptual confusion with regard to the distinctions between external environments and organizational technologies (Pennings 1975 (Payne and Pugh 1976) , and the emphasis on cross-sectional studies has limited possibilities for causal inferences (Pugh and Hickson 1976; Starbuck 1981) . Child (1977) (Blackburn 1982) . Rather than assuming that similar contextual or structural dimensions and contingency relationships are relevant for all organizations (Pugh et al. 1968 (Pugh et al. , 1969 (1976) and Hinings et al. (1976) showed that different variables are needed to accurately describe specific organizational settings. Similarly, several investigations suggested that different structural profiles exist across different types of organizations (Blackburn 1982; Bresser 1984; Holdaway et al. 1975 ). Further, effectiveness criteria also vary across different types of organizations (Cameron 1978; Pennings 1975 i .
Effectiveness of University Organizations
Strasser et al. (1981) proposed a continuum of models for evaluating organizational effectiveness characterized on the one end by a pure goal model and on the other by a pure system model. Following the Aston framework (Pugh et al. 1963) , this study adopts a model close to the 'system' end of such a continuum. However, the specific effectiveness criteria are derived from the announced goals of the political groups involved in the reform of the German university system (Bresser 1979) . A wide variety of effectiveness criteria have been suggested for evaluating . universities (Cameron 1978; Gross 1968 ; Weick 1976 (Engels 1974; Maitre 1973) . Leftist professors, students, and politicians pressed the university to be more responsive to societal issues and problems, and they asked for democratized decision-making structures which would give each group (professors, assistants, students) one-third of the seats in all decision-making organs of the university (Schumm 1969) . In spite of this diversity, these political groups also shared some common goals. A consensus existed concerning a need to improve university capacities so that more research could be completed, and more people could obtain a university education (Mikat and Schelsky 1966; Engels 1974; Schumm 1969 (Child 1974b (1978) and Spiegel-Rosing (1975 According to Kuhn (1970) (1976) reported that high paradigm fields had comparatively few problems in acquiring research funds, presumably because the higher levels of consensus in such disciplines facilitated the evaluation of research proposals. Similarly, Bresser ( 1979 Bresser ( , 1984 demonstrated that departments in higher paradigm fields attracted more financial resources and technical support and they had to process fewer students than departments in lower paradigm fields. The level of paradigm development could also influence organizational structures. Lodahl and Gordon (1973b) and Beyer and Lodahl (1976) (Neumann 1977 (Bresser 1982 (Bresser 1979 (Bresser , 1984 (1979, 1984) . Bresser (1984) reported that the size variables are highly intercorrelated, and the student-faculty ratio, (Goodman 1962; Stroup 1966) . However, the empirical evidence is more equivocal. In several studies, positive relationships were found between size and research productivity (Hagstrom 1971; Blau 1973 (1976) and Bresser (1984) supports this broader conceptualization. (Goodman 1962; Stroup 1966) . Blau (1973) (Blau 1973) , no relationships are hypothesized between bureaucratic control and the research effectiveness measures (see Table 1 ). (Bresser 1984 their value in the present context may be questionable. For example, to cope with large student numbers and also to reduce surplus semesters, social science departments may lower graduation standards. This increases the graduatefaculty ratios but at the expense of educational quality (Heydebrand 1983 ). More evidence is needed before a positive relationship between student emphasis and the graduate-faculty ratio can be interpreted as desirable. Within physical science departments, the sabbatical-index and the graduatefaculty ratio show no significant relationships with any dimension of context or structure. Similar to the social sciences and equally unexpectedly, bureaucratic control is positively correlated with book publications. In contrast to our predictions, resource availability is associated with fewer article publications (r = -.57). When the variables constituting the student emphasis factor are examined, it becomes apparent that the number of students (r = -.52), the student-faculty ratio (r = -.72), and the percentage of non-lecture courses (r = -.67) are also significantly and negatively correlated with article publications. These relationships are concealed in Table 4 , where the correlation between the student emphasis factor and article publications is insignificant (r = .15).
This suggests that size, whether measured in terms of student enrolment or resource availability, lowers the standards for article publications which physical science departments adopt when recruiting faculty members. As in the social science departments, so too in the physical sciences, the habilitation-index is unexpectedly negatively correlated with resource availability. These unexpected results may reflect a peculiarity of the German university system during the 1970s. After the rapid expansion, many doctoral graduates decided to pursue a university career even as the available new faculty positions decreased because of governmental cutbacks (Bresser 1982; Dallinger et al. 1978) . As resource availability was reduced, more doctoral graduates may have decided that to continue their university careers, they needed to acquire additional qualifications by completing an habilitation. In line with expectations, student-emphasis is negatively correlated with the dissertation-index in the physical sciences. Also, resource availability is associated with longer study times as measured by average semesters and surplus semesters (r = .75, .79). Although Table 4 shows insignificant correlations between the student emphasis factor and average and surplus semesters, this is misleading. Three variables constituting the student emphasis factor (number of students, student-faculty ratio, percentage of non-lecture courses) also have significant positive relationships with average and surplus semesters. Consequently, it seems to be the size of the department which generates the longer graduation periods for physical science students. The positive correlations between the academic control factor and the two graduation period measures provide further support for this interpretation because the measures of specialization load highly on the academic control factor and are correlated with size. In contrast to our predictions, more bureaucratic physical science departments have more average semesters. Resource availability and the structural variables are related to the habilitation-index in the social sciences, and (with one exception) to average and surplus semesters in the physical sciences. Since resource availability also tends to be positively associated with academic and bureaucratic control, it may act as a mediating variable on structure-effectiveness correlations. To explore this, partial correlation coefficients are calculated controlling for resource availability. In the social sciences, the partial correlation between academic control and the habilitation-index becomes insignificant, whereas the partial correlation coefficient between bureaucratic control and the habilitation-index (r = .58) remains significant (p < .01). In the physical sciences, the partial coefficients between the structural variables and average and surplus semesters are all insignificant. These results suggest that the contextual dimensions may be better predictors of effectiveness than the structural dimensions. After separating out the effects of resource availability, academic control is not related to effectiveness in either subgroup; for bureaucratic control there are three significant correlations. In contrast, the contextual dimensions show nine significant correlations with effectiveness variables: three for student emphasis and six for resource availability. The hypothesized relationships between pairs of variables required an examination of correlation coefficients in the two subgroups to control for the mediating effects of paradigm development. While this approach provided a detailed account of variable interrelationships, it does not consider the relative importance of the independent variables in explaining effectiveness. To evaluate the relative predictive power of all the independent variables, including paradigm development, hierarchical multiple regressions are calculated for the total sample (Table 5) . The predictor variables enter the multiple regression equations in the following order: paradigm development is entered first because this contextual dimension has been hypothesized to influence other aspects of an organization's context as well as organizational structures (Bresser 1984; Gordon 1973a, 1973b) . Student emphasis and resource availability are entered in step two and three because they represent aspects of the context within which structures develop (Child 1975; Pugh et al. 1969 ). Academic control is entered in step four, assuming that it is a more important control mode in academic institutions than bureaucratic control (Bresser 1984 (Pugh et : al. 1968 (Pugh et : al. , 1969 (Blackburn 1982 (Bresser 1984) which reflect respectively the collegial and bureaucratic features of university organizations (Becker and Gordon 1966 (Lodahl and Gordon 1972) . The level of paradigm development has also helped explain differences in the organizational contexts and the structures of university departments (Bresser 1984; Gordon 1973a, 1973b (Bresser 1984 ; .
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