Geometry of block triangular matrices over a division ring  by Huang, Li-Ping & Cai, Yong-Yu
Linear Algebra and its Applications 416 (2006) 643–676
www.elsevier.com/locate/laa
Geometry of block triangular matrices
over a division ring
Li-Ping Huang a,∗, Yong-Yu Cai b
a School of Mathematics and Computing Science, Changsha University of Science and Technology,
Changsha 410076, China
b Department of Mathematics, Hunan University of Science and Technology, Xiangtan 411201, China
Received 6 July 2005; accepted 17 December 2005
Available online 7 February 2006
Submitted by C.-K. Li
Abstract
Let D be a division ring with D /= F2 and T(ni ,k) denote the set of k × k block triangular matrices over
D. Let ϕ be a bijective map from T(ni ,k) (k, n1, nk  2) to itself such that both ϕ and ϕ−1 preserve the
adjacency. By the method of maximal sets of rank one and affine geometry, we characterize ϕ and obtain the
fundamental theorem of the geometry on T(ni ,k). As a corollary, weakly block-additive adjacency preserving
bijective maps in both directions on T(ni ,k) are characterized. As applications of the fundamental theorem,
ring automorphisms or ring anti-automorphisms of T(ni ,k) are characterized, and Jordan automorphisms of
Jordan ring J (T(ni ,k)) are also characterized.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The study of the geometry of matrices was initiated by Hua [7–13], Hua’s work was continued
by many mathematicians, and more general results have been obtained. There are six types of
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geometry of matrices as yet, they are: geometry of rectangular matrices [12,13,18,25,23], geometry
of symmetric matrices [10,27,28,4], geometry of alternate matrices [22], geometry of Hermitian
matrices [29,30,15,19], geometry of skew-Hermitian matrices [16], block triangular matrices and
triangular matrices [2,3]. The fundamental theorems of geometry of matrices have been applied
to algebra and geometry [26,24,20]. Linear preserver problems (LPP) and additive preserver
problems (APP) are two active research areas in matrix and operator theory (cf. [1,6,21]). The
geometry of matrices has practical application in LPP or APP, some matrix rank-1-preserving
problems can be deduced immediately by the fundamental theorems of geometry of matrices.
Let D be a division ring, D∗ = D\{0}. Let F2 = {0, 1} be the finite field of two elements. Let
Dm×n be the set of all m × n matrices over D, and GLn(D) the set of all n × n invertible matrices
over D. For A = (aij ) ∈ Dn×n, let tA be the transpose matrix of A. If σ is a map from D to itself,
let Aσ = (aσij ). Let E(n)ij be the n × n matrix whose (i, j)-entry is 1 and all other entries are 0’s
(Eij for short), Ir be the r × r identity matrix. We adopt the convention that zeros in a matrix are
sometimes omitted, if it is clear from the context.
Let T(mi,ni ,k)(D) (T(mi,ni ,k) for short) be the set of all k × k (k  2) block triangular matrices
of the form
A11 A12 · · · A1k
0 A22 · · · A2k
...
...
.
.
.
...
0 0 · · · Akk
 , where Aij ∈ Dmi×nj , 1  i  j  k.
When mi = ni , i = 1, . . . , k, let T(ni ,ni ,k) = T(ni ,k).
ForA = (aij ) ∈ Dm×n, letA+ = Jn tAJm, whereJn = ∑ni=1 Ei,n+1−i ,Jm = ∑mi=1 Ei,m+1−i ,
i.e., A+ = (a′ij ) ∈ Dn×m, where a′ij = am+1−j,n+1−i . It is easy to see that (A+)+ = A, and
(A1 + A2)+ = A+1 + A+2 for all A1, A2 ∈ Dm×n. By k  2, we have
A11 A12 · · · A1k
0 A22 · · · A2k
...
...
.
.
.
...
0 0 · · · Akk

+
=

A+kk A
+
k−1,k · · · A+1k
0 A+k−1,k−1 · · · A+1,k−1
...
...
.
.
.
...
0 0 · · · A+11
 . (1.1)
Let ad(T1, T2) = rank(T1 − T2)whereT1, T2 ∈ T(ni ,k). Then ad(T1, T2) is called the arithmetic
distance between T1 and T2. Clearly, ad(T1, T2)  0; ad(T1, T2) = 0 if and only if T1 = T2;
ad(T1, T2) = ad(T2, T1); ad(T1, T3)  ad(T1, T2) + ad(T2, T3). When ad(T1, T2) = 1, T1 and T2
are said to be adjacent and denote by T1 ∼ T2. A bijective map ϕ from T(ni ,k) to itself is said
to be adjacency preserving bijective map if T1 ∼ T2 implies ϕ(T1) ∼ ϕ(T2). A bijective map ϕ
from T(ni ,k) to itself is said to be adjacency preserving bijective map in both directions on T(ni ,k)
if T1 ∼ T2 if and only if ϕ(T1) ∼ ϕ(T2). Clearly, ϕ is an adjacency preserving bijective map in
both directions on T(ni ,k) if and only if ϕ is a bijective map such that both ϕ and ϕ−1 preserve the
adjacency. If f, g are two maps from T(ni ,k) to itself, then we let
f ◦ g(X) = f (g(X)), X ∈ T(ni ,k).
For ni  1, i = 1, . . . , k, k  2, 1  r  k − 1, let
sr =
r∑
i=1
ni, dr =
k∑
i=r+1
ni, d0 = sk =
k∑
i=1
ni. (1.2)
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T(ni ,k) is also called the space of the geometry of k × k block triangular matrices and its
elements the points. The fundamental problem in the geometry of T(ni ,k) is to characterize the
group of motions of T(ni ,k) by as few geometrical invariants of the space T(ni ,k) as possible. Let us
list some typical examples of bijective maps of T(ni ,k) which preserve adjacency in both directions:
1. The set of all bijective maps
X −→ PXQ + T ∀X ∈ T(ni ,k), (1.3)
where P , Q, T ∈ T(ni ,k) and P , Q are invertible matrices.
2. The bijective map of the form
X −→ Xσ ∀X ∈ T(ni ,k), (1.4)
where σ is an automorphism σ of D.
3. When T(ni ,k) = T(nk−i+1,k), the bijective map of the form
X −→ (Xτ )+ ∀X ∈ T(ni ,k), (1.5)
where τ is an anti-automorphism of D.
4. Let 1  r  k − 1, k  2, Ar ∈ Dsr×dr be a fixed matrix. Define
ψ
(r)
Ar
(X) =
(
Xr Zr + XrArYr
0 Yr
)
∀X =
(
Xr Zr
0 Yr
)
∈ T(ni ,k), (1.6)
where Xr ∈ T(ni ,r), Yr ∈ T(nr+i ,k−r), Zr ∈ Dsr×dr . Clearly,
ψ
(r)
Ar
(X) = X + X
(
0 Ar
0 0
)
X ∀X ∈ T(ni ,k). (1.7)
The map ψ(r)Ar is an adjacency preserving bijective map in both directions on T(ni ,k). In fact,
it is clear that ψ(r)Ar is a bijective map on T(ni ,k). If X :=
(
Xr Zr
0 Yr
)
∼ X′ :=
(
X′r Z′r
0 Y ′r
)
, then
Xr = X′r or Yr = Y ′r . Assume that Xr = X′r , then
ψ
(r)
Ar
(X) − ψ(r)Ar (X′) =
(
0 Zr − Z′r + XrAr(Yr − Y ′r )
0 Yr − Y ′r
)
∼=
(
0 Zr − Z′r
0 Yr − Y ′r
)
,
thus ψ(r)Ar (X) ∼ ψ
(r)
Ar
(X′).
Operator ψ(r)Ar has some nice properties. Clearly, we have
(ψ
(r)
Ar
)−1 = ψ(r)−Ar , (1.8)
ψ
(r)
Ar
(0) = 0, ψ(r)Ar ◦ ψ
(r)
Br
= ψ(r)Ar+Br . (1.9)
If 1  r < t  k − 1, for any X ∈ T(ni ,k), Ar ∈ Dsr×dr , Bt ∈ Dst×dt , let Ar = (Ar1, Ar2),
Bt =
(
Bt1
Bt2
)
, and let
X =
(
Xr Zr
Yr
)
=
(
Xt Zt
Yt
)
,
where Zr = (Z1, Z2), Zt =
(
Z2
Y ′
)
, Xt =
(
Xr Z1
X′
)
, Yr =
(
X′ Y ′
Yt
)
. Then it is not hard to
see that
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ψ
(r)
Ar
◦ ψ(t)Bt (X) = ψ
(t)
Bt
◦ ψ(r)Ar (X) =
Xr Z1 + XrAr1X′ Cr0 X′ Y ′ + X′Bt2Yt
0 0 Yt
 ,
where Cr = Z2 + (XrBt1 + Z1Bt2)Yt + XrAr1(Y ′ + X′Bt2Yt ) + XrAr2Yt . Then we have
ψ
(r)
Ar
◦ ψ(t)Bt = ψ
(t)
Bt
◦ ψ(r)Ar , 1  r  t  k − 1. (1.10)
Let
P =
(
Pr P
′′
r
P ′r
)
, Q =
(
Qr Q
′′
r
Q′r
)
∈ T(ni ,k),
where Pr,Qr ∈ T(ni ,r), P ′r , Q′r ∈ T(nr+i ,k−r). Then it is easy to see that
ψ
(r)
Ar
(PXQ) = P(ψ(r)
QrArP ′r
(X))Q ∀ X ∈ T(ni ,k). (1.11)
It is clear that ψ(r)Ar is additive map on T(ni ,k) if and only if Ar = 0, i.e., ψ
(r)
Ar
= 1. We have the
following result.
Lemma 1.1. Let ψ = ψ(1)A1 ◦ ψ
(2)
A2
◦ · · · ◦ ψ(k−1)Ak−1 . Then ψ is an adjacency preserving bijective
map in both directions on T(ni ,k), and we have
(i) Let ψ((Xij )1ijk) = (Yij )1ijk, where Xij , Yij ∈ Dni×nj . Then Xii = Yii, i = 1,
. . . , k.
(ii) ψ
(
0 Z
0
)
=
(
0 Z
0
)
∀Z ∈ Dsr×dr−1 , r = 1, . . . , k, here, some bordering zeros may
be absent (when r = 1 or k).
(iii) ψ
({(
X 0
0
)
: X ∈ T(ni ,r)
})
=
{(
X 0
0
)
: X ∈ T(ni ,r)
}
, r = 1, . . . , k.
(iv) ψ
({(
0 0
Y
)
: Y ∈ T(nr+i ,k−r)
})
=
{(
0 0
Y
)
: Y ∈ T(nr+i ,k−r)
}
, r = 1, . . . , k − 1.
(v) Let 1  r  k − 1. For any X ∈ T(ni ,r), Y ∈ T(nr+i ,k−r), Z ∈ Dsr×dr , there exists a Z∗ ∈
Dsr×dr such that
ψ
(
X Z
Y
)
=
(
X
0
)
+
(
0 Z
Y
)
+
(
0 Z∗
0
)
.
When T(ni ,k) /= T(nk−i+1,k), the set of all bijective maps of the form (1.3), (1.4) and (1.6), forms
a group, called the group of motions on T(ni ,k). When T(ni ,k) = T(nk−i+1,k), the set of all bijective
maps of the form (1.3)–(1.6), forms a group, called the group of motions on T(ni ,k).
The purpose of the present paper is to discuss the geometry of block triangular matrices over
a division ring. Our method of research is distinct from [2], and our results are simpler than
[2]. By the method of maximal sets of rank 1 and affine geometry, we shall prove the following
fundamental theorem of the geometry of block triangular matrices over a division ring.
Fundamental Theorem 1.2. Let k, n1, nk be integers 2. Let D be a division ring with D /= F2,
and let ϕ be a bijective map from T(ni ,k)(D) to itself such that both ϕ and ϕ−1 preserve the
adjacency.
(i) If T(ni ,k) /= T(nk−i+1,k), then ϕ is of the form
L.-P. Huang, Y.-Y. Cai / Linear Algebra and its Applications 416 (2006) 643–676 647
ϕ(X) = P
(
ψ
(1)
A1
◦ ψ(2)A2 ◦ · · · ◦ ψ
(k−1)
Ak−1 (X)
)σ
Q + T0 ∀X ∈ T(ni ,k), (1.12)
whereP,Q,T0 ∈ T(ni ,k) are fixed, P andQare invertible, Aj ∈ Dsj×dj , j = 1, . . . , k − 1,
are fixed, σ is an automorphism of D.
(ii) If T(ni ,k) = T(nk−i+1,k), then besides (1.12), ϕ can also be of the form
ϕ(X) = P
[
(ψ
(1)
A1
◦ ψ(2)A2 ◦ · · · ◦ ψ
(k−1)
Ak−1 (X))
+]τ Q + T0 ∀X ∈ T(ni ,k), (1.13)
where P, Q, T0, Aj have the same meaning as (1.12), τ is an anti-automorphism of D.
Conversely, both maps (1.12) and (1.13) are bijective maps such that both ϕ and ϕ−1 preserve
the adjacency.
Remark 1.3. If k = 2, then maps (1.12) and (1.13) can be written as
ϕ
(
X11 X12
0 X22
)
= P
(
X11 X12 + X11AX22
0 X22
)σ
Q + T0, (1.14)
and
ϕ
(
X11 X12
0 X22
)
= P
(
X+22 (X12 + X11AX22)+
0 X+11
)τ
Q + T0, (1.15)
respectively.
Remark 1.4. When k, n1, nk  2, Fundamental Theorem 1.2 shows that the set of all adjacency
preserving bijective map in both directions on T(ni ,k) is the group of motions on T(ni ,k).
The present paper is organized as follows. In Section 2, as the applications of the Fundamen-
tal Theorem to algebra, the weakly block-additive adjacency preserving bijective maps in both
directions on T(ni ,k) are characterized, ring automorphisms or ring anti-automorphisms of T(ni ,k)
are characterized, and Jordan automorphisms of Jordan ring J (T(ni ,k)) are also characterized.
In Section 3, affine geometry structures on maximal sets of rank one in T(ni ,k) are studied. In
Section 4, we discuss the fundamental properties for the adjacency preserving bijective maps ϕ
in both directions on T(ni ,k) by affine geometry, prove that after a composite map of (1.3), (1.4)
and (1.5), ϕ preserves some maximal sets of rank one invariant. A result towards characterization
of adjacency preserving bijective maps in both directions on T(mi,ni ,r) are proved in Section 5. In
Section 6, the proof of the Fundamental Theorem 1.2 is given.
2. Applications of Fundamental Theorem
Now, we discuss the applications of Fundamental Theorem to algebra. For obtaining the simple
form of ϕ, we need other conditions. We consider the condition of weakly block-addition as
follows.
Definition 2.1. A map ϕ: T(ni ,k) → T(ni ,k) is said to be a weakly block-additive map on T(ni ,k) if
for any r , 1  r  k − 1,
ϕ
(
X Z
Y
)
= ϕ
(
X 0
0
)
+ ϕ
(
0 Z
Y
)
for all X ∈ T(ni ,r), Y ∈ T(nr+i ,k−r), Z ∈ Dsr×dr .
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Clearly, any additive map on T(ni ,k) is weakly block-additive. Any transformation of the form
(1.3) with T = ϕ(0) = 0, or (1.4), or (1.5) is weakly block-additive.
As a corollary of Fundamental Theorem 1.2, the weakly block-additive adjacency preserving
bijective map in both directions on T(ni ,k) are characterized as follows.
Theorem 2.2. Let n1, nk  2, D be a division ring with D /= F2. Let ϕ be a weakly block-additive
bijective map from T(ni ,k)(D) to itself such that both ϕ and ϕ−1 preserve the adjacency. Then,
when T(ni ,k) /= T(nk−i+1,k), ϕ is of the form
ϕ(X) = PXσQ ∀X ∈ T(ni ,k), (2.1)
where P, Q ∈ T(ni ,k) are invertible and σ is an automorphism of D. When T(ni ,k) = T(nk−i+1,k),
if there exists an anti-automorphism τ of D, then besides (2.1), ϕ can also be of the form
ϕ(X) = P(X+)τQ ∀X ∈ T(ni ,k), (2.2)
where P, Q have the same meaning as above.
Proof. By Fundamental Theorem 1.2 and ϕ(0) = 0, when T(ni ,k) /= T(nk−i+1,k), we have
ϕ(X) = P
(
ψ
(1)
A1
◦ ψ(2)A2 ◦ · · · ◦ ψ
(k−1)
Ak−1 (X)
)σ
Q ∀X ∈ T(ni ,k),
where P , Q, T0 ∈ T(ni ,k) are fixed, P and Q are invertible, Aj ∈ Dsj×dj , j = 1, . . . , k − 1, are
fixed, σ is an automorphism of D. Let
ψ = ψ(1)A1 ◦ ψ
(2)
A2
◦ · · · ◦ ψ(k−1)Ak−1 .
Since ϕ is weakly block-additive, ψ is also weakly block-additive.
Clearly, ψ
(
X11 0
0
)
=
(
X11 0
0
)
. Suppose that
ψ
(
Xr−1 0
0
)
=
(
Xr−1 0
0
)
∀Xr−1 ∈ T(ni ,r−1), 2  r  k − 1.
For any
Xr−1 X′r−1 00 Xrr 0
0 0 0
 ∈ T(ni ,r), where Xrr ∈ Dnr×nr , by (ii) of Lemma 1.1, we have
ψ
(
Xr 0
0
)
= ψ
(
Xr−1 0
0
)
+ ψ
(
X′r−1
Xrr
)
=
(
Xr 0
0
)
.
Letting r = k, then ψ(X) = X for all X ∈ T(ni ,k). Thus we have (2.1). When T(ni ,k) = T(nk−i+1,k),
similarly, besides (2.5), ϕ can also be of the form (2.2). 
Let A ∈ T(ni ,k). If A /= 0 and A2 = A, then A is called an idempotent matrix. Two matrices A1,
A2 ∈ T(ni ,k) are said to be orthogonal, if A1A2 = A2A1 = 0. An idempotent matrix A ∈ T(ni ,k)
is called primitive, if A cannot be written as a sum of two orthogonal idempotent matrices.
Lemma 2.3 [2]. Let A ∈ T(ni ,k). Then A is an idempotent matrix if and only if there exists an
invertible matrix P ∈ T(ni ,k) such that PAP−1 is diagonal idempotent matrix.
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By Lemma 2.3, it is easy to see that
Lemma 2.4. A ∈ T(ni ,k) is a primitive idempotent matrix if and only if A is an idempotent matrix
of rank 1.
By Lemma 3.3, it is easy to prove the following results (cf. Section 3.5 of [26]).
Lemma 2.5. A nonzero matrix A ∈ T(ni ,k) is of rank 1 if and only if there is a primitive idempotent
matrix E ∈ T(ni ,k) such that EA = A, and if and only if there is a primitive idempotent matrix
E′ ∈ T(ni ,k) such that AE′ = A.
Lemma 2.6 [2]. A nonzero matrix A ∈ T(ni ,k) is of rank 1 if and only if there is a primitive
idempotent matrix E ∈ T(ni ,k) such that
(I − E)A(I − E) = 0 and (A − EAE)2 = 0.
T(ni ,k)(D) is an associative ring with respect to the addition and multiplication of
matrices and is called the k × k block triangular matrix ring over D. Let  and ′ be two
rings with identity. A bijective map (resp. map) σ from to′ is called a ring semi-isomorphism
(resp. ring semi-homomorphism) if (a + b)σ = aσ + bσ , (aba)σ = aσ bσ aσ , 1σ = 1 for all a,
b ∈ .
Lemma 2.7 (Hua [14]). If ′ has no zero divisor then every ring semi-homomorphism from  to
′ is either a ring homomorphism or a ring anti-homomorphism.
As an application of Theorem 2.2, we have (cf. Section 3.5 of [26])
Theorem 2.8. Let k, n1, nk be integers  2, D be a division ring with D /= F2. Then we have
(i) If ϕ is a ring automorphism of T(ni ,k)(D), then ϕ is of the form
ϕ(X) = Q−1XσQ ∀X ∈ T(ni ,k), (2.3)
where σ is an automorphism of D, Q ∈ T(ni ,k) is invertible.
(ii) If ϕ is a ring anti-automorphism of T(ni ,k)(D), then T(ni ,k) = T(nk−i+1,k), and ϕ is of the
form
ϕ(X) = Q−1(X+)τQ ∀X ∈ T(ni ,k), (2.4)
where τ is an anti-automorphism of D.
Proof. Clearly, ϕ carries primitive idempotent matrices to primitive idempotent matrices. By
Lemma 2.5, ϕ and ϕ−1 carries matrices of rank 1 to matrices of rank 1. Since ϕ is additive, ϕ and
ϕ−1 preserve the adjacency of pairs of matrices. By Theorem 2.2 and ϕ(0) = 0, it is easy to see
that (i) and (ii) hold. 
Theorem 2.9. Let k, n1, nk be integers  2, D be a division ring with D /= F2. If ϕ is a ring
semi-automorphism of T(ni ,k)(D), then ϕ is a ring automorphism of the form (2.3) or a ring
anti-automorphism of the form (2.4).
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Proof (cf. [26]). For any X, Y ∈ T(ni ,k), we have ϕ(X + Y ) = ϕ(X) + ϕ(Y ), ϕ(XYX) = ϕ(X)
ϕ(Y )ϕ(X), ϕ(I) = I , ϕ(X2) = (ϕ(X))2. Thus ϕ(0) = 0, and ϕ carries idempotent matrices to
idempotent matrices. Moreover, we have
ϕ(XY + YX) = ϕ((X + Y )2 − X2 − Y 2) = ϕ(X)ϕ(Y ) + ϕ(Y )ϕ(X).
Let X be an idempotent matrix and XY = YX = 0. Then ϕ(XY + YX) = ϕ(X)ϕ(Y ) + ϕ(Y )
ϕ(X) = 0. It follows that 0 = ϕ(XYX) = ϕ(X)ϕ(Y )ϕ(X) = −ϕ(X)ϕ(Y ). Then ϕ(X)ϕ(Y ) =
ϕ(Y )ϕ(X) = 0. Therefore, ϕ carries orthogonal idempotent matrices to orthogonal idempotent
matrices. Then ϕ carries primitive idempotent matrices to primitive idempotent matrices. By
Lemma 2.6, ϕ and ϕ−1 carries matrices of rank 1 to matrices of rank 1. Since ϕ is additive, ϕ
and ϕ−1 preserve the adjacency of pairs of matrices. By Theorem 2.2 and ϕ(0) = 0, it is clear
that Theorem 2.9 holds. 
If char(R) /= 2, then T(ni ,k) is a Jordan ring with respect to the addition of matrices and the
symmetrized multiplication (A,B) → 12 (AB + BA). This Jordan ring is called the Jordan ring
on T(ni ,k) and is denoted by J (T(ni ,k)). A bijective map ϕ from J (T(ni ,k)) to itself is called a
Jordan automorphism of J (T(ni ,k)) if ϕ(X + Y ) = ϕ(X) + ϕ(Y ), and
ϕ
(
1
2 (AB + BA)
)
= 12 (ϕ(A)ϕ(B) + ϕ(B)ϕ(A)) ∀X, Y ∈ T(ni ,k). (2.5)
Theorem 2.10. Let k, n1, nk be integers 2, D be a division ring with char(D) /= 2. If ϕ is a Jor-
dan automorphism of Jordan ring J (T(ni ,k)), then ϕ is either a ring automorphism or a ring anti-
automorphism of the block triangular matrix ring T(ni ,k). Moreover, if T(ni ,k) /= T(nk−i+1,k), then
ϕ is a ring automorphism of the form (2.3); if T(ni ,k) = T(nk−i+1,k), then ϕ is a ring automorphism
of the form (2.3) or a ring anti-automorphism of the form (2.4).
Proof (cf. [26]). For any X, Y ∈ T(ni ,k), it is clear that
2(XYX) = (XY + YX)X + X(XY + YX) − (X2Y + YX2).
Take any X with ϕ(X) being invertible. Then ϕ2(X) = ϕ(X2) = ϕ(XIX) = ϕ(X)ϕ(I)ϕ(X)
implies that ϕ(I) = I . Thus, ϕ is a ring semi-automorphism of T(ni ,k)(D). Form Theorem 2.8 we
deduce immediately. 
3. Affine geometry structures on maximal sets
Definition 3.1. Let X and X′ be two distinct points in T(ni ,k)(D). They are said to be of distance
r , denoted by d(X,X′) = r , if r is the least positive integer for which there is a sequence of r + 1
points X0, X1, . . . , Xr ∈ T(ni ,k) with X0 = X and Xr = X′ such that Xi−1 and Xi are adjacent,
i = 1, 2, . . . , r . We define d(X,X) = 0.
Definition 3.2. A nonempty set M contained in T(ni ,k)(D) is said to be a maximal set of rank
1, if any two distinct points ofM are adjacent and there is no other point outsideM in T(ni ,k),
which is adjacent to each point ofM.
Let M+ = {X+ : X ∈M}. Clearly, if M is a maximal set of rank 1 in T(ni ,k), then M+ is
a maximal set of rank 1 in T(nk−i+1,k), and (M+)+ =M. For any maximal set of rank 1 M in
T(ni ,k), let
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PMQ + T = {PXQ + T : X ∈M},
where P , Q ∈ T(ni ,k)(D) are invertible, and T ∈ T(ni ,k).
Lemma 3.3. LetT ∈ T(ni ,k)(D), rank(T ) = r, n = n1 + · · · + nk.Then there exist two invertible
matrices P, Q ∈ T(ni ,k) such that PTQ =
∑r
i=1 Esi,ti ∈ T(ni ,k), where 1  s1 < · · · < sr  n,
si  ti , i = 1, . . . , r.
Propostion 3.4. Let X, X′ ∈ T(ni ,k)(D). Then d(X,X′) = ad(X,X′).
Proof. Let ad(X,X′) = rank(X − X′) = r > 0. By Lemma 3.3 there are invertible matrices P
and Q in T(ni ,k) such that X − X′ = P
(∑r
i=1 Esi,ti
)
Q, where 1  s1 < · · · < sr  n, si  ti ,
i = 1, . . . , r . Let Ri = P
(∑i
j=1 Esj ,tj
)
Q, X0 = X, Xi = X − Ri , i = 1, . . . , r . Then X′ =
Xr , and X0, . . . , Xr are points of T(ni ,k) such that Xi−1 and Xi are adjacent, i = 1, 2, . . . , r .
Hence d(X,X′)  r . Conversely, suppose that d(X,X′) = r ′. Then there exist r ′ + 1 points
X0, X1, . . . , Xr ′ in T(ni ,k) with X0 = X and Xr ′ = X′ such that Xi−1 and Xi are adjacent,
i = 1, 2, . . . , r ′. Note that X − X′ = ∑r ′i=1(Xi−1 − Xi), it follows that rank(X − X′) ∑r ′i=1
rank(Xi−1 − Xi) = r ′, i.e., r  d(X,X′). 
From Proposition 3.4 it is clear that
Corollary 3.5. Let D be a division ring, ϕ be a bijective map from T(ni ,k) to itself such that both
ϕ and ϕ−1 preserve the adjacency. Then ϕ preserves the arithmetic distance between any pair of
points of T(ni ,k), that is
ad(X, Y ) = ad(ϕ(X), ϕ(Y )) ∀X, Y ∈ T(ni ,k).
Let n = n1 + · · · + nk ,
M
(n)
i =

n∑
j=1
xjE
(n)
ij : xj ∈ D
 , N(n)j =
{
n∑
i=1
yiE
(n)
ij : yi ∈ D
}
,
i, j = 1, . . . , n, and let
Ri =M(n)i ∩ T(ni ,k), Cj =N(n)j ∩ T(ni ,k), i, j = 1, . . . , n. (3.1)
Lemma 3.6. Let n1, nk  2, n = n1 + · · · + nk. Then all Ri’s, Cj ’s, i, j = 1, . . . , n, are max-
imal sets of rank 1 in T(ni ,k)(D). When ni = nk−i+1, we have
R+i = Cn+1−i , i = 1, . . . , n. (3.2)
When n1 = 1, C1 = {xE11 : x ∈ D} is not maximal set of rank 1 in T(ni ,k). When nk = 1,
Rn = {xEnn : x ∈ D} is not maximal set of rank 1 in T(ni ,k).
Lemma 3.7. Let n = n1 + · · · + nk, P,Q ∈ GLn(D). If PTQ ∈ T(ni ,k) for all T ∈ T(ni ,k), then
P,Q ∈ T(ni ,k).
Propostion 3.8. Any maximal set of rank 1 in T(ni ,k)(D) can be carried under a transformation
of the form (1.3) into Rs or Ct , where 1  s  t  n, n = n1 + · · · + nk.
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Proof. Let M be a maximal set of rank 1 and X, X′ two distinct points in M. Then X ∼ X′.
By Lemma 3.3, there is a transformation of the form (1.3) which carries X into 0 and X′ to Est .
Without loss of generality, we assume that 0, Est ∈M. For any Y ∈M and Y /= 0, Est , we have
rank(Y ) = 1 and rank(Y − Est ) = 1. Thus, it is easy to see that Y is of the form
Y =
n∑
j=t
bjE
(n)
sj or
s∑
i=1
aiE
(n)
it .
Clearly,Rs ∩ Ct = {xEst : x ∈ D} is not a maximal set. IfM contains a point outsideRs ∩ Ct ,
say a point inRs \ Ct , since every pair of distinct points inM are adjacent, we must haveM = Rs .
Therefore,M = Rs or Ct . 
Corollary 3.9. Any maximal set of rank 1 in T(ni ,k) is of one of the following two forms:
PRsQ + T , PCtQ + T ,
where P, Q ∈ T(ni ,k) are invertible, T ∈ T(ni ,k), 1  s, t  n1 + · · · + nk.
By the proof of Proposition 3.8, we have
Corollary 3.10. Let T1 and T2 be two adjacent points in T(ni ,k), n1, nk  2. Then there are two
and only two maximal sets of rank 1 in T(ni ,k) containing T1 and T2.
Let AGl(n,D) (and AGr(n,D)) be the n-dimensional left affine space [26] (and right affine
space, respectively) over D. We have
Fundamental Theorem of Affine Geometry [26]. Let D and D′ be division rings, n and n′ be
integers 2. Let ϕ be a bijective map from An = AGl(n,D) or AGr(n,D) to A′n′ = AGl(n′,D′)
or AGr(n′,D′). Assume that ϕ carries lines onto lines. When n  3 and D = F2, assume further
that ϕ carries planes onto planes. Then n = n′ and D is isomorphic to D′ or anti-isomorphic to
D′. In the first case, An and A′n are either both left affine spaces or both right affine spaces. If
An = AGl(n,D) and A′n = AGl(n,D′), then ϕ is of the form
ϕ(x1, . . . , xn) = (x1, . . . , xn)σ T + (a1, . . . , an) ∀(x1, . . . , xn) ∈ D1×n;
if An = AGr(n,D) and A′n = AGr(n,D′), then ϕ is of the form
ϕt(x1, . . . , xn) = T [t(x1, . . . , xn)]σ + t(a1, . . . , an) ∀t(x1, . . . , xn) ∈ Dn×1;
in the above two formulas σ is an isomorphism from D to D′, T ∈ GLn(D′), and a1, . . . , an ∈ D′.
In the second case, An and A′n, one of them is a left affine space and the other one is a right affine
space. If An = AGl(n,D) and A′n = AGr(n,D′), then ϕ is of the form
ϕ(x1, . . . , xn) = T [t(x1, . . . , xn)]τ + t(a1, . . . , an) ∀(x1, . . . , xn) ∈ D1×n;
if An = AGr(n,D) and A′n = AGl(n,D′), then ϕ is of the form
ϕt(x1, . . . , xn) = (x1, . . . , xn)τ T + (a1, . . . , an) ∀t(x1, . . . , xn) ∈ Dn×1;
in the above two formulas τ is an anti-isomorphism fromD toD′,T ∈ GLn(D′), and a1, . . . , an ∈
D′.
In the proof of Theorem 1.2 we shall use the fundamental theorem of affine geometry. Thus,
we need to discuss the affine geometry structures on maximal sets of rank 1. Clearly, all Rs
L.-P. Huang, Y.-Y. Cai / Linear Algebra and its Applications 416 (2006) 643–676 653
(and Ct ) are finite dimensional left (right, respectively) linear spaces over D, thus we have
left (and right, respectively) affine space on Rs (and Ct ). We shall denote it by AG(Rs) (and
AG(Ct ), respectively). A bijective map ϕ between n-dimensional left or right affine geometries
over D is called an affine isomorphism if ϕ and ϕ−1 preserve the inclusion of flats; if such an
affine isomorphism exists, we say two n-dimensional left or right affine geometries over D are
affine isomorphic. Since any two finite dimensional left (right) affine spaces over D of the same
dimension are affine isomorphic (cf. Theorem 2.2 of [5]), AG(R1) and AGl(n,D) are affine
isomorphic, AG(Cn) and AGr(n,D) are affine isomorphic, etc.
The parametric equation of a line in AG(Rs) is
l = {xT + R : x ∈ D}, where T ,R ∈ Rs , T /= 0. (3.3)
The parametric equation of a line in AG(Ct ) is
l = {T x + R : x ∈ D}, where T ,R ∈ Ct , T /= 0. (3.4)
Propostion 3.11. Let M = Ri or Ci , 1  i  n, where n = n1 + · · · + nk, n1, nk  2. Then
l is a line of AG(M) if and only if l =M ∩M′, where M′ is a maximal set of rank 1 in
T(ni ,k),M
′ /=M, and |M ∩M′|  2.
Proof. Without loss of generality we assume thatM = R1. Suppose that l = {xT + R : x ∈ D}
is a line of AG(R1), where T , R ∈ R1, T /= 0. Let T =
(
T1
0
)
, where 0 /= T1 ∈ D1×n, hence
T = (tij ). Without loss of generality we assume that t11 /= 0. Then there exists a T2 ∈ D(n−1)×n
such that P = (T1
T2
) ∈ T(ni ,k) is an invertible matrix. LetM′ = C1P + R. Then it is easy to see
that l = R1 ∩M′ andM′ /=M.
Conversely, letM′ be a maximal set of rank 1,M′ /= R1, and |R1 ∩M′|  2. By Corollary
3.9, M′ is either PRsQ + R or PCtQ + R, where P , Q ∈ T(ni ,k) are invertible. Without loss
of generality we may assume that R ∈ R1. Suppose thatM′ = PRsQ + R. Since R1 = R1Q
we have R1 ∩M′ = (R1 ∩ PRs)Q + R. It is easy to check that R1 ∩ (PR1) = {0} or R1.
Hence M′ = R1 or R1 ∩M′ = {R}, a contradiction. Thus we must have M′ = PCtQ + R.
Then R1 ∩M′ = (R1 ∩ PCt )Q + R. It is easy to check that R1 ∩ PCt = {xE1t : x ∈ D}. Let
Q =
q1...
qn
, where qi ∈ D1×n, and let T =

qt
0
...
0
 ∈ R1. Then R1 ∩M′ = {xT + R : x ∈ D},
which is a line in AG(R1). 
Let ϕ be a bijective map from T(ni ,k) to itself such that both ϕ and ϕ−1 preserve the adjacency.
By Corollary 3.5, ϕ carries maximal sets of rank 1 to maximal sets of rank 1. Thus by Proposition
3.11, we have
Propostion 3.12. Let D be a division ring, n1, nk  2, ϕ be a bijective map from T(ni ,k)(D)
to itself such that both ϕ and ϕ−1 preserve the adjacency and ϕ(0) = 0. Let M = Ri (or Ci ,
respectively), 1  i  n, where n = n1 + · · · + nk, and let M′ = ϕ(M). If M′ = Rs (or Cs ,
respectively) for an s, 1  s  n, then ϕ induces a bijective map from AG(M) to AG(M′) which
carries lines into lines.
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4. Adjacency preserving bijective maps on T(ni,k)
Theorem 4.1. Let D be a division ring with D /= F2, ϕ be a bijective map from T(ni ,k)(D) to itself
such that both ϕ and ϕ−1 preserve the adjacency and ϕ(0) = 0, where n1, nk  2, n = ∑ni=1 ni.
Then there exist two invertible matrices P,Q ∈ T(ni ,k) and either
(i) an automorphism σ of D such that
ϕ(X) = PXσQ ∀X ∈ Ri or Ci , i = 1, . . . , n, (4.1)
or, in the case when T(ni ,k) = T(nk−i+1,k),
(ii) an anti-automorphism τ of D such that
ϕ(X) = P(X+)τQ ∀X ∈ Ri or Ci , i = 1, . . . , n. (4.2)
Proof. We introduce the sketch of proof as follows. First, by a map of the from (4.1) or (4.2)
and the fundamental theorem of affine geometry, we have ϕ(X) = X for all X ∈ R1. From this,
using the fundamental theorem of affine geometry again, we prove that ϕ is identity mapping on
Ri , Ci , i = 1, . . . , n1. Then we show that ϕ is identity mapping on Ri , Ci , i = 1, . . . , n1 + n2.
Finally, using the fact that ϕ is identity mapping on Ri , i = 1, . . . , n1 + · · · + nt , the affine
geometry implies that ϕ is identity mapping on Ci , i = 1, . . . , n1 + · · · + nt+1, and so on Ri ,
i = 1, . . . , n1 + · · · + nt+1. Take t = k − 1, we end the proof.
Step 1. Since ϕ(R1) is a maximal set of rank 1 containing 0, by Corollary 3.9, there exist two
invertible matrices P1, Q1 ∈ T(ni ,k) such that ϕ(R1) = P1RsQ1 or P1CtQ1. After subjecting ϕ
to the bijective map
ϕ(X) → P−11 ϕ(X)Q−11 ,
we can assume that ϕ(R1) = Rs or Ct . By Proposition 3.12 and Fundamental Theorem of Affine
Geometry, we have dim(AG(Rs)) = dim(AG(R1)) = n or dim(AG(Ct )) = n. Thus 1  s  n1
or n1 + · · · + nk−1 + 1  t  n. Without loss of generality, we assume that ϕ(R1) = R1 or Cn.
If ϕ(R1) = Cn, then ϕ induces a bijective map from AGl(n,D) to AGr(n,D), which carries
lines into lines. By Fundamental Theorem of Affine Geometry, D has an anti-automorphism τ .
We apply a transformation of the form
ϕ(X) −→ [(ϕ(X))τ−1 ]+ ∀X ∈ T(ni ,k), (4.3)
we have ϕ(R1) = R1. Thus we can assume that
ϕ(R1) = R1.
Let
ϕ
 n∑
j=1
x1jE
(n)
1j
 = n∑
j=1
x∗1jE
(n)
1j ∀x1j ∈ D.
Then ϕ induces a bijective map from AGl(n,D) to itself, which carries lines into lines. By
Proposition 3.12, Fundamental Theorem of Affine Geometry and ϕ(0) = 0, we have
(x∗11, x∗12, . . . , x∗1n) = (x11, x12, . . . , x1n)σ1T , (4.4)
where σ1 is an automorphism of D and T ∈ GLn(D). We shall prove that T ∈ T(ni ,k) as follows:
For 1  j  n, by Corollary 3.9, we can assume that ϕ(Cj ) = PjRtj Qj or PjCrj Qj , where
Pj , Qj ∈ T(ni ,k) are invertible. It is easy to see thatR1 ∩ (PjRtj Qj ) = (R1 ∩ (PjRtj ))Qj = {0}
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or R1. Since R1 ∩ Cj = {x1jE1j : x1j ∈ D}, we must have ϕ(Cj ) = PjCrj Qj = Crj Qj . Let
ψj = ϕ(X)Q−1j . Then ψj be a bijective map from T(ni ,k) to itself such that both ψj and ψ−1j
preserve the adjacency and ψj (0) = 0. Moreover, we have ψj (R1) = R1 and ψj (Cj ) = Crj .
By Fundamental Theorem of Affine Geometry and Proposition 3.12, we have dim(AG(Cj )) =
dim(AG(Crj )). Let st = n1 + · · · + nt , t = 1, . . . , k and s0 = 0. Then st−1 + 1  j  st if and
only if st−1 + 1  rj  st , t = 1, . . . , k. Thus, when st−1 + 1  j  st , by Qj ∈ T(ni ,k), we
can assume that the rj th row of Qj is q(j)rj = (0, . . . , 0, q(j)rj ,st−1+1, q
(j)
rj ,st−1+2, . . . , q
(j)
rj ,n). Then by
ϕ({x1jE1j : x1j ∈ D}) = ϕ(R1 ∩ Cj ) = (R1 ∩ Crj )Qj and (R1 ∩ Crj )Qj = {yjE1,rj : yj ∈
D}Qj , we have
ϕ({x1jE1j : x1j ∈ D}) = (R1 ∩ Crj )Qj =
{(
yjq
(j)
rj
0
)
: yj ∈ D
}
.
Therefore, for any st−1 + 1  j  st , t = 1, . . . , k, and x1j ∈ D, by (4.4), there exists a yj ∈ D
such that(
0, . . . , 0, yj q(j)rj ,st−1+1, yj q
(j)
rj ,st−1+2, . . . , yj q
(j)
rj ,n
)
= (0, . . . , 0, xσ11j , 0, . . . , 0)T . (4.5)
By (4.5), it is easy to see that T ∈ T(ni ,k).
Through the transformation ϕ(X) → (ϕ(X)T −1)σ−11 , we get
ϕ(X) = X ∀X ∈ R1. (4.6)
Clearly, both R1 and Cj are maximal sets of rank 1 containing 0 and E1j . By Corollary 3.10
and (4.6), we must have ϕ(Cj ) = Cj , j = 1, . . . , n. By ϕ(C1) = C1, assume that
ϕ
(
n1∑
i=1
xi1E
(n)
i1
)
=
n1∑
i=1
x∗i1E
(n)
i1 ∀xi1 ∈ D.
Then by Proposition 3.12 and Fundamental Theorem of Affine Geometry, we have
t(x∗11, x∗21, . . . , x∗n1,1) = P t(x11, x21, . . . , xn1,1)τ1 ,
where τ1 is an automorphism of D, P ∈ GLn1(D). Write P = (pij )n1×n1 . By (4.6), we obtain
that
t(x11, 0, . . . , 0) = P t(x11, 0, . . . , 0)τ1 .
Substituting x11 = 1 into the above equation, we obtain p11 = 1, p21 = · · · = pn1,1 = 0. Thus
x11 = (x11)τ1 for all x11 ∈ D, i.e. τ1 = idD . After the transformation
ϕ(X) →
(
P
In−n1
)−1
ϕ(X),
(4.6) is invariant and we have
ϕ(X) = X ∀X ∈ C1. (4.7)
For 1  i  n1,Ri is the maximal set of rank 1 containing 0 and Ei1. Thus by Corollary 3.10
and (4.7),
ϕ(Ri ) = Ri , i = 1, . . . , n1.
Thus, if we have the transformation of the form (4.3) which maps from T(ni ,k) to T(nk−i+1,k)
(when ϕ(R1) = Cn), by (3.2), we haveRi → Cn+1−i , i = 1, . . . , n1. ThenCn+1−i ⊂ T(nk−i+1,k),
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i = 1, . . . , n1. Thus we must haven1  nk . Consideringϕ−1, we have alsonk  n1, which implies
that n1 = nk .
Step 2. By ϕ(Ri ) = Ri , ϕ(Cj ) = Cj , i = 1, . . . , n1, j = 1, . . . , n, let
ϕ
 n∑
j=1
xijE
(n)
ij
 = n∑
j=1
x∗ijE
(n)
ij ∀xij ∈ D, i = 1 . . . , n1,
ϕ
(
n1∑
i=1
xijE
(n)
ij
)
=
n1∑
i=1
x∗ijE
(n)
ij ∀xij ∈ D, j = 1 . . . , n1.
Then by Proposition 3.12 and Fundamental Theorem of Affine Geometry, we have
(x∗i1, x∗i2, . . . , x∗in) = (xi1, xi2, . . . , xin)σiQi, i = 1, . . . , n1, (4.8)
t(x∗1j , x∗2j , . . . , x∗n1,j ) = Pj t(x1j , x2j , . . . , xn1,j )τj , j = 1, . . . , n1, (4.9)
where Qi ∈ GLn(D), Pj ∈ GLn1(D), σi and τj are automorphisms of D. By (4.6) and (4.7), we
have Q1 = In, P1 = In1 , and σ1 = τ1 = idD . Since Ri ∩ Cj = {xijEij : xij ∈ D}, we have
ϕ(xijEij ) = x∗ijEij , 1  i  n1, 1  j  n.
It follows that both Qi and Pj are diagonal matrices. Let
Qi = diag(qi1, qi2, . . . , qin),
Pj = diag(p1j , p2j , . . . , pn1,j ).
Comparing (4.8) and (4.9), we obtain
(xij )
σi qij = pij (xij )τj ∀xij ∈ D.
Substituting xij = 1 into the above equation, we obtain qij = pij . By σ1 = idD and q1j = 1,
j = 1, . . . , n, we have τj = idD and p1j = 1, j = 1, . . . , n. By τ1 = idD and pi1 = 1, we have
similarly σi = idD and qi1 = 1, i = 1, . . . , n1.
For any (xi1, . . . , xin) /= 0, 2  i  n1, since points ∑nj=1 xijE(n)1j and ∑nj=1 xijE(n)ij are
adjacent, by (4.6) and (4.8), (xi1, . . . , xin) and (xi1, . . . , xin)Qi are left linearly dependent, i.e.,
there exists a ci ∈ D∗ such that
(xi1, xi2, . . . , xin)Qi = ci(xi1, xi2, . . . , xin).
Substituting xi1 = · · · = xin = 1 into above equation, we obtain that qi1 = · · · = qin = ci . But
q11 = 1, hence Qi = In, i = 1, . . . , n1. Similarly, Pj = In1 , j = 1, . . . , n1. Therefore,
ϕ(X) = X ∀X ∈ Ri or Ci , i = 1, . . . , n1. (4.10)
Step 3. By ϕ(Cn1+1) = Cn1+1, we can assume that
ϕ
(
n1+n2∑
i=1
xi,n1+1E
(n)
i,n1+1
)
=
n1+n2∑
i=1
x∗i,n1+1E
(n)
i,n1+1 ∀xi,n1+1 ∈ D.
By Proposition 3.12, Fundamental Theorem of Affine Geometry and ϕ(0) = 0, we have
t(x∗1,n1+1, . . . , x
∗
n1+n2,n1+1) = Tn1+1t(x1,n1+1, . . . , xn1+n2,n1+1)τn1+1 , (4.11)
where τn1+1 is an automorphism of D, Tn1+1 ∈ GLn1+n2(D). By (4.10) and (4.11), we obtain
that
L.-P. Huang, Y.-Y. Cai / Linear Algebra and its Applications 416 (2006) 643–676 657
t(0, . . . , 0, xi,n1+1, 0, . . . , 0) = Tn1+1t(0, . . . , 0, xi,n1+1, 0, . . . , 0)τn1+1 ,
i = 1, . . . , n1. Substituting xi,n1+1 = 1 into the above equation, we have that τn1+1 = idD and
Tn1+1 is of the form
(
In1
0
B12
B22
)
. After subjecting ϕ to the bijective map
ϕ(X) →
(
Tn1+1 0
0 In−n1−n2
)−1
ϕ(X),
which preserves (4.10) invariant, we have
ϕ(X) = X ∀X ∈ Cn1+1. (4.12)
By (4.11) and Corollary 3.10, similarly, we have
ϕ(Rn1+i ) = Rn1+i , i = 1, . . . , n2. (4.13)
If we have the transformation of the form (4.3) (whenϕ(R1) = Cn), similarly, we have similarly
n2 = nk−1.
Let n1 + 1  j  n2. By ϕ(Cj ) = Cj , let
ϕ
(
n1+n2∑
i=1
xijE
(n)
ij
)
=
n1+n2∑
i=1
x∗ijE
(n)
ij ∀xij ∈ D, i = 1 . . . , n1 + n2.
Then by Fundamental Theorem of Affine Geometry, we have
t(x∗1j , . . . , x∗n1+n2,j ) = Pj t(x1j , . . . , xn1+n2,j )τj , j = n1 + 1, . . . , n1 + n2,
where Pj ∈ GLn1+n2(D), τj is an automorphism of D. By (4.12), we have Pn1+1 = In1+n2 , and
τn1+1 = idD . Similarly, we have
ϕ(xijEij ) = x∗ijEij , 1  i  n1 + n2, n1 + 1  j  n1 + n2.
It follows that Pj are diagonal matrices. Let Pj = diag(p1j , . . . , pn1+n2,j ). By (4.10), similarly,
we have p1j = . . . = pn1,j = 1 and τj = idD . For any t(y1j , . . . , yn1+n2,j ) /= 0, n1 + 2  j 
n1 + n2, since points ∑n1+n2i=1 yijE(n)i,n1+1 and ∑n1+n2i=1 yijE(n)ij are adjacent, (4.12) implies that
t(y1j , . . . , yn1+n2,j ) and Pj t(y1j , . . . , yn1+n2,j ) are right linearly dependent, i.e., there exists a
bj ∈ D∗ such that
Pj
t(x1j , . . . , xn1+n2,j ) = t(x1j , . . . , xn1+n2,j )bj .
Similarly, we have Pj = I , j = n1 + 1, . . . , n1 + n2. Therefore, we have
ϕ(X) = X ∀X ∈ Cj , j = n1 + 1, . . . , n1 + n2. (4.14)
By (4.13), we have ϕ(Ri ) = Ri , i = n1 + 1, . . . , n1 + n2. Let
ϕ
 n∑
j=n1+1
xn1+t,jE
(n)
n1+t,j
 = n∑
j=n1+1
x∗n1+t,jE
(n)
n1+t,j ∀xn1+t,j ∈ D,
t = 1, . . . , n2. By Fundamental Theorem of Affine Geometry, we have(
x∗n1+t,n1+1, x
∗
n1+t,n1+2, . . . , x
∗
n1+t,n
)
= (xn1+t,n1+1, xn1+t,n1+2, . . . , xn1+t,n)σn1+t Qn1+t ,
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where σn1+t is an automorphism of D, Qn1+t ∈ GLn−n1(D), t = 1, . . . , n2. By (4.14), we get
that
(0, . . . , 0, xn1+t,n1+j , 0, . . . , 0) = (0, . . . , 0, xn1+t,n1+j , 0, . . . , 0)σn1+t Qn1+t
for all j = 1, . . . , n2, t = 1, . . . , n2. Thus, it is easy to see that Qn1+t =
(
In2
0
∗
∗
)
and σn1+t =
idD , t = 1, . . . , n2. By ϕ(Cj ) = Cj , j = n1 + 1, . . . , n, and
Rn1+t ∩ Cj =
{
xn1+t,jE
(n)
n1+t,j : xn1+t,j ∈ D
}
,
it is clear that Qn1+t is a diagonal matrix. Hence
Qn1+t = diag
(
1, . . . , 1, d(t)n1+n2+1, . . . , d
(t)
n
)
.
Since
∑n
j=n1+1 E
(n)
1j ∼
∑n
j=n1+1 E
(n)
n1+t,j , we have
ϕ
 n∑
j=n1+1
E
(n)
1j
 ∼ ϕ
 n∑
j=n1+1
E
(n)
n1+t,j
 ,
i.e.,
n∑
j=n1+1
E
(n)
1j ∼
n2∑
j=n1+1
E
(n)
n1+t,j +
n∑
j=n1+n2+1
d
(t)
j E
(n)
n1+t,j ,
t = 1, . . . , n2. Hence (1, . . . , 1) and
(
1, . . . , 1, d(t)n1+n2+1, . . . , d
(t)
n
)
are left linearly dependent. It
follows that d(t)n1+n2+1 = · · · = d
(t)
n = 1. Then we have Qn1+t = In−n1 , and
ϕ(X) = X ∀X ∈ Ri , i = n1 + 1, . . . , n1 + n2. (4.15)
Then we have proved that
ϕ(X) = X ∀ X ∈ Ri , i = 1, . . . , n1 + n2. (4.16)
Continuing in this manner, we can prove similarly that
ϕ(X) = X ∀X ∈ Cj , j = n1 + · · · nt + 1, . . . , n1 + · · · + nt+1, (4.17)
ϕ(X) = X ∀X ∈ Ri , i = n1 + · · · nt + 1, . . . , n1 + · · · + nt+1, (4.18)
t = 2, . . . , k − 1. Then we have
ϕ(X) = X ∀X ∈ Ri or Ci , i = 1, . . . , n. (4.19)
Moreover, if we have the transformation of the form (4.3) (when ϕ(R1) = Cn), we must have
ni = nk−i+1, i.e., T(ni ,k) = T(nk−i+1,k).
Therefore, by a map of the form
ϕ(X) −→ P−1(ϕ(X))σ−11 Q−1
or
ϕ(X) −→ P−1((ϕ(X))τ−1)+Q−1
(when T(ni ,k) = T(nk−i+1,k)), where P,Q ∈ T(ni ,k) are invertible, we have (4.19).
The proof of Theorem 4.1 is complete. 
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5. Adjacency preserving maps on T(mi,ni,r)
A g-inverse of A ∈ Dm×n will be denoted by A− and understood as a matrix for which
AA−A = A. Let A ∈ Dm×n and rank(A) = r . Then there exist two invertible matrices P and Q
over D such that A = P
(
Ir
0
)
Q. It is easy to see that
A− =
{
Q−1
(
Ir X1
X2 X3
)
P−1 : X1 ∈ Dr×(m−r), (X2, X3) ∈ D(n−r)×m
}
.
Let Dn = D1×n, nD = Dn×1. Let αi ∈ Dn(nD), i = 1, . . . , r . Denote by 〈α1, . . . , αr 〉 the
submodule of the left (right) D-module Dn (nD) generated by α1, . . . , αr .
Lemma 5.1 (cf. [17]). Let A ∈ Dm×m, B ∈ Dn×n, C ∈ Dm×n. Then
rank(A,C) = rank(A) + rank((I − AA−)C),
rank
(
C
B
)
= rank(B) + rank(C(I − B−B)),
rank
(
A C
0 B
)
= rank(A) + rank(B) + rank[(I − AA−)C(I − B−B)],
where all g-inverses A− and B− are arbitrary but fixed.
Lemma 5.2. Let A ∈ Dm×m, B ∈ Dn×n, Z ∈ Dm×n. If rank(A,Z) = rank(A) and rank(Z
B
) =
rank(B), then there exists a matrix M ∈ Dm×n such that
Z = AMB. (5.1)
Proof. By Lemma 5.1, we have{
Z(I − B−B) = 0,
(I − AA−)Z = 0, (5.2)
where all g-inverses A− and B− are arbitrary but fixed. Clearly, we have Z = A(A−ZB−)B. Let
M = A−ZB−. Then Z = AMB. 
Theorem 5.3. Let r, m1, nr be integers, m1 and nr  2, s′r−1 = m1 + · · · + mr−1, sk = n1 +· · · + nk, k = 1, . . . , r − 1, s0 := 0. Let D be a division ring, and let ϕ be a bijective map from
T(mi,ni ,r) to itself such that both ϕ and ϕ−1 preserve the adjacency. If
ϕ
(
X Z
Y
)
=
(
X∗ Z∗
Y
)
, ϕ
(
X Z
0
)
=
(
X Z
0
)
, ϕ
(
0 Z
Y
)
=
(
0 Z
Y
)
for all X ∈ T(mi,ni ,r−1), Z ∈ Ds
′
r−1×nr , Y ∈ Dmr×nr , then there exists a fixed A ∈ Dsr−1×mr such
that
ϕ
(
X Z
Y
)
=
(
X Z + XAY
Y
)
(5.3)
for all X ∈ T(mi,ni ,r−1), Z ∈ Ds
′
r−1×nr , Y ∈ Dmr×nr .
Proof. Because of its length we first give a sketch of it. It follows from Lemma 5.2 and the fact
that ϕ preserves the arithmetic distance, that there exists a matrix A such that (5.3) holds. It is
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enough to check that A in (5.3) is unique for all X, Y and Z. First we prove that in the case, when
X and Y have only a nonzero column and a nonzero row, respectively, A does not depend on the
choice of X, Y and Z, from this we deduce that A is unique for all X, Y , and Z if X has only a
nonzero column. Finally, we can prove that A is unique for all X, Y and Z.
We give detailed proof of Theorem 5.3 as follows.
Step 1. For any X ∈ T(mi,ni ,r−1), Z ∈ Ds
′
r−1×nr , Y ∈ Dmr×nr , we have
ϕ
(
X Z
Y
)
=
(
X∗ Z∗
Y
)
,
where X∗ ∈ T(mi,ni ,r−1), Z∗ ∈ Ds
′
r−1×nr
. By
ad
((
X Z
Y
)
,
(
X Z
0
))
= rank(Y ),
we get that
rank
(
X∗ − X Z∗ − Z
0 Y
)
= rank(Y ).
Thus X∗ = X and
rank
(
Z∗ − Z
Y
)
= rank(Y ). (5.4)
Similarly, we have
rank(X,Z∗ − Z) = rank(X). (5.5)
By Lemma 5.2, there exists a matrix A such that
Z∗ = Z + XAY. (5.6)
Then we have proved that
ϕ
(
X Z
Y
)
=
(
X Z + XAY
Y
)
(5.7)
for all X ∈ T(mi,ni ,r−1), Z ∈ Ds
′
r−1×nr , Y ∈ Dmr×nr .
We prove that A in (5.7) does not depend on the choice of X, Y , and Z as follows.
For any fixed 0 /= x ∈ Ds′r−1×1, Z ∈ Ds′r−1×nr , by (5.7), we can assume that
ϕ
(0, x) Z(y
0
) =
(0, x) Z + xλyy(y
0
)  , (5.8)
where 0 /= y ∈ D1×nr , λy ∈ D.
Let y′ ∈ D1×nr such that y, y′ are left linearly independent. Then(0, x) Z(y
0
) ∼
(0, x) Z(y′
0
) ,
which implies that rank
(x(λyy−λy′y′)
y−y′
) = 1. Thus, we have λy = λy′ .
Let 0 /= y′′ ∈ D1×nr such that y, y′′ are left linearly dependent. Then we can assume that
y′′ = by, b ∈ D∗. Since y′ and y′′ are left linearly independent, by the result above, we have
λy′′ = λy′ = λy . Hence in (5.8), λy does not depend on the choice of y. Then we can write
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ϕ
(0, x) Z(y
0
) =
(0, x) Z + xλy(y
0
)  ∀y ∈ D1×n2 , (5.9)
where λ does not depend on the choice of y.
For any fixed Z ∈ Ds′r−1×nr , similarly, we can prove that λ does not depend on the choice of
x in (5.9). Then in (5.9), λ does not depend on the choice of x and y. We will prove that λ does
not depend on the choice of Z as follows.
For any Z′ ∈ Ds′r−1×nr and Z′ ∼ Z, by (5.9), we can assume that
ϕ
(0, x) Z′(y
0
) =
(0, x) Z′ + xλ′y(y
0
)  ∀x ∈ Ds′r−1×1, y ∈ D1×nr , (5.10)
where λ′ does not depend on the choice of x and y. By(0, x) Z(y
0
) ∼
(0, x) Z′(y
0
) ,
we have rank(Z − Z′ + x(λ − λ′)y) = 1 for all x ∈ Ds′r−1×1, y ∈ D1×nr . Since both λ and λ′
do not depends on the choice of x and y, it is easy to see that λ′ = λ. For any Z′′ ∈ Ds′r−1×nr , if
rank(Z − Z′′) = r > 0, then there exist r + 1 points Z0, Z1, . . . , Zr with Z0 = Z and Zr = Z′′
such that Zi−1 ∼ Zi , i = 1, . . . , r . Let
ϕ
(0, x) Zi(y
0
) =
(0, x) Zi + xλiy(y
0
)  ∀x ∈ Ds′r−1×1, y ∈ D1×nr , (5.11)
where λi does not depend on the choice of x and y. By the result above, we have λ = λ1,
λ1 = λ2, . . . , λr−1 = λr , thus λ = λr . Hence in (5.9), λ does not depend on the choice of Z too.
Then we have proved that there exists a fixed λ ∈ D such that
ϕ
(0, x) Z(y
0
) =
(0, x) Z + xλy(y
0
)  (5.12)
for all x ∈ Ds′r−1×1, y ∈ D1×nr , Z ∈ Ds′r−1×nr .
Similarly one can proved that there exists a fixed λi ∈ D such that
ϕ

(0, x) Z 0yi
0

 =

(0, x) Z + xλiyi 0yi
0

 (5.13)
for all x ∈ Ds′r−1×1, yi ∈ D1×nr , Z ∈ Ds′r−1×nr , i = 1, . . . , nr .
Step 2. Now we prove that for any 0 /= x ∈ Ds′r−1×1, Z ∈ Ds′r−1×nr , Y =
 y1...
ymr
 ∈ Dmr×nr ,
ϕ
(
(0, x) Z
0 Y
)
=
(
(0, x) Z +∑mri=1 xλiyi
0 Y
)
, (5.14)
where λi are determined by (5.13) and are fixed, i = 1, . . . , mr .
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Let Y have just m nonzero rows. We apply induction on m. When m = 0, 1, it is clear that
(5.14) holds. Assume that (5.14) holds for m − 1 (2  m  mr ). Let
Yj = t
(ty1, . . . , tyj−1, 0, tyj+1, . . . , tym, 0, . . . , 0) ∈ D1×nr , j = 1, . . . , m.
By induction hypothesis we have
ϕ
(
(0, x) Z
0 Yj
)
=
(
(0, x) Z +∑i /=j xλiyi
0 Yj
)
, j = 1, . . . , m. (5.15)
By (5.7), we can assume that
ϕ

(0, x) Z
y1
...
ym
0

 =

(0, x) Z +∑mi=1 xλ′iyi
y1
...
ym
0

 . (5.16)
Case 2.1. When dim(〈y1, . . . , ym〉)  2. Without loss of generality, we can assume that y1, y2
are left linearly independent, and yj /= 0, j = 1, . . . , m.
Since
(0, x) Z
y1
...
ym
0

 ∼
(
(0, x) Z
0 Yj
)
, j = 1, . . . , m
(5.15) and (5.16) imply that
rank
(
x
∑
i /=j (λ′i − λi)yi + xλ′j yj
yj
)
= rank
(
x
∑
i /=j (λ′i − λi)yi
yj
)
= 1, (5.17)
j = 1, . . . , m.
Let x = t(x1, . . . , xs′r−1), j = 1, 2. Then there exist b1k and b2k in D such that
m∑
i=2
xk(λ
′
i − λi)yi = b1ky1,
xk(λ
′
1 − λ1)y1 +
m∑
i=3
xk(λ
′
i − λi)yi = b2ky2,
(5.18)
k = 1, . . . , s′r−1. Thus we have[
xk(λ
′
1 − λ1) + b1k
]
y1 =
[
xk(λ
′
2 − λ2) + b2k
]
y2, k = 1, . . . , s′r−1.
Since y1, y2 are left linearly independent, we have
xk(λ
′
1 − λ1) + b1k = 0, xk(λ′2 − λ2) + b2k = 0, k = 1, . . . , s′r−1. (5.19)
By (5.18) and (5.19), we get that
m∑
i=1
xλ′iyi =
m∑
i=1
xλiyi . (5.20)
Thus we have proved (5.14).
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Case 2.2. When dim(〈y1, . . . , ym〉) = 1. Without loss of generality, we can assume that yi /= 0.
There exist a y′1 ∈ D1×nr such that
dim(〈y′1, y2, . . . , ym〉) = 2.
By Case 2.1, we have
ϕ

(0, x) Z
y′1
y2
...
ym
0


=

(0, x) Z + xλ1y′1 +
∑m
i=2 xλiyi
y′1
y2
...
ym
0


. (5.21)
Since 
(0, x) Z
y1
...
ym
0

 ∼

(0, x) Z
y′1
y2
...
ym
0


, (5.22)
(5.16) and (5.21) imply that
rank
(∑m
i=2 x(λ′i − λi)yi + xλ′1y1 − xλ1y′1
y1 − y′1
)
= rank
(∑m
i=1 x(λ′i − λi)yi
y1 − y′1
)
= 1.
(5.23)
Let x = t(x1, . . . , xs′r−1). Then there exists bk ∈ D such that
m∑
i=1
xk(λ
′
i − λi)yi = bk(y1 − y′1), k = 1, . . . , s′r−1.
By y′1 /∈ 〈y1, . . . , ym〉, we have bk = 0 and
m∑
i=1
xk(λ
′
i − λi)yi = 0, k = 1, . . . , s′r−1.
Thus, (5.20) also holds and we have (5.14).
Combining Cases 2.1 and 2.2, we have proved (5.14).
By (5.14), there exists a fixed Asr−1 = (λ1, . . . , λmr ) ∈ D1×mr such that
ϕ
(
(0, xsr−1) Z
Y
)
=
(
(0, xsr−1) Z + xsr−1Asr−1Y
Y
)
(5.24)
for all xsr−1 ∈ Ds
′
r−1×1, Y ∈ Dmr×nr , Z ∈ Ds′r−1×nr .
Similarly, for any fixed k with 1  k  r − 1, and any fixed j with sk−1 + 1  j  sk , there
exists a fixed Aj ∈ D1×mr such that
ϕ
(
(0, xj , 0) Z
0 Y
)
=
(
(0, xj , 0) Z + xjAjY
0 Y
)
(5.25)
for all xj ∈ Ds′k×1, Y ∈ Dmr×nr , Z ∈ Ds′r−1×nr .
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Step 3. Now, we prove
ϕ
(
X Z
0 Y
)
=
(
X Z +∑sr−1j=1 xjAjY
0 Y
)
(5.26)
for all X = (x1, . . . , xsr−1) ∈ T(mi,ni ,r−1), Y ∈ Dmr×nr , Z ∈ Ds
′
r−1×nr , where Aj is determined
by (5.25) and is fixed, j = 1, . . . , n.
By (5.7), we can assume that
ϕ
(
X Z
0 Y
)
=
(
X Z +∑sr−1j=1 xjA′j Y
0 Y
)
(5.27)
for all X = (x1, . . . , xsr−1) ∈ T(mi,ni ,r−1), Y ∈ Dmr×nr , Z ∈ Ds
′
r−1×nr , j = 1, . . . , n.
Let X have just n nonzero columns. We apply induction on n. When n = 0, 1, it is clear that
(5.26) holds. Assume that (5.26) holds for n − 1 (n  2). By induction hypothesis we have
ϕ
(
(x1, . . . , xj−1, 0, xj+1, . . . , xn, 0) Z
0 Y
)
=
(
(x1, . . . , xj−1, 0, xj+1, . . . , xn, 0) Z +∑nk /=j xkAkY
0 Y
)
for all (x1, . . . , xj−1, 0, xj+1, . . . , xn, 0) ∈ T(mi,ni ,r−1), Y ∈ Dmr×nr , and Z ∈ Ds
′
r−1×nr , where
xk /= 0, j = 1, . . . , n.
Since ϕ preserves the adjacency and(
(x1, . . . , xn, 0) Z
0 Y
)
∼
(
(x1, . . . , xj−1, 0, xj+1, . . . , xn, 0) Z
0 Y
)
,
we have(
(x1, . . . , xn, 0) Z +∑nj=1 xjA′j Y
0 Y
)
∼
(
(x1, . . . , xj−1, 0, xj+1, . . . , xn, 0) Z +∑nk /=j xkAkY
0 Y
)
,
j = 1, . . . , n. Thus
rank
xj , xjA′j Y + n∑
k=1
k /=j
xk(A
′
k − Ak)Y

= rank
(
xj ,
n∑
k=1
xk(A
′
k − Ak)Y
)
= 1.
Clearly, there exists a Bj ∈ D1×nr such that
xjBj =
n∑
k=1
xk(A
′
k − Ak)Y, j = 1, . . . , n. (5.28)
Case 3.1. When dim(〈x1, . . . , xn〉)  2. Without loss of generality, we can assume that x1, x2
are right linearly independent. Let j = 1, 2 in (5.28). Then
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x1B1 =
n∑
k=2
xk(A
′
k − Ak)Y,
x2B2 = x1(A′1 − A1)Y +
n∑
k=3
xk(A
′
k − Ak)Y.
(5.29)
It follows that
x1(B1 + A′1Y − A1Y ) = x2(B2 + A′2Y − A2Y ).
Since x1, x2 are right linearly independent, we must have
B1 + A′1Y − A1Y = 0, B2 + A′2Y − A2Y = 0. (5.30)
Then (5.29) and (5.30) imply that
n∑
k=1
xkA
′
kY =
n∑
k=1
xkAkY. (5.31)
Hence (5.26) holds.
Case 3.2. When dim(〈x1, . . . , xn〉) = 1. Similar to Case 2.2, we can prove that (5.26) also
holds.
Combining Cases 3.1 and 3.2, we have proved (5.26). Let
A =
 A1...
Asr−1
 ∈ Dsr−1×nr .
Then A is fixed, and we have (5.3). 
6. The proof of Fundamental Theorem 1.2
For Xij ∈ Dni×nj , 1  r  k − 1, let
Xr =
X11 · · · X1r. .
.
...
Xrr
 , Yr =
Xr+1,r+1 · · · Xr+1,k. .
.
...
Xkk
 ,
Zr =
X1,r+1 · · · X1k... ...
Xr,r+1 · · · Xrk
 , Kr+1 = (Xr+1,r+1, . . . , Xr+1,k).
Then X1 = X11, Yk = Kk = Xkk . Moreover, we have
T(ni ,k) =
{(
Xr Zr
Yr
)
: Xr ∈ T(ni ,r), Yr ∈ T(nr+i ,k−r), Zr ∈ Dsr×dr
}
, (6.1)
0 Zr−10 Kr
0 0
 =
0
X1r X1,r+1 · · · X1k... ... ...
Xrr Xr,r+1 · · · Xrk

0 0
 , (6.2)
(
Xr Zr
0 0
)
=
Xr−1 Zr−10 Kr
0 0
 , 2  r  k. (6.3)
Now, we prove Fundamental Theorem 1.2 as follows.
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Step 1. Let ϕ be a bijective map from T(ni ,k)(D) to itself such that both ϕ and ϕ−1 preserve the
adjacency. By Corollary 3.5, ϕ preserves the arithmetic distance. By Theorem 4.1, after subjecting
ϕ to the bijective map of the form
ϕ(X) → [P−1(ϕ(X) − ϕ(0))Q−1]σ−1 or
ϕ(X) → [(P−1(ϕ(X) − ϕ(0))Q−1)τ−1 ]+ (when T(ni ,k) = T(nk−i+1,k)),
where P , Q ∈ T(ni ,k) are invertible, σ is an automorphism of D, τ is an anti-automorphism of D,
we can assume that ϕ(0) = 0 and
ϕ(X) = X ∀X ∈ Ri or Ci , i = 1, . . . , sk. (6.4)
We shall prove that
ϕ
(
X11 Z1
0 Y1
)
=
(
X11 Z
∗
1
0 Y ∗1
)
(6.5)
for any X11 ∈ Dn1×n1 , Z1 ∈ Dn1×d1 , and any invertible Y1 ∈ T(ni+1,k−1). Moreover, Y ∗1 is also
invertible.
For any T =
(
X11 Z1
0 Y1
)
∈ T(ni ,k), let
ϕ
(
X11 Z1
0 Y1
)
=
(
X∗11 Z∗1
0 Y ∗1
)
,
where X∗11 ∈ T(n1,1), Y ∗1 ∈ T(ni+1,k−1). We write
X11 =
 x1...
xn1
 , Z1 =
 z1...
zn1
 , X∗11 =
 x
∗
1
...
x∗n1
 , Z∗1 =
 z
∗
1
...
z∗n1
 .
Case 1.1. Both X11 and Y1 are invertible. Since ϕ preserves arithmetic distance and ϕ(0) = 0,
X∗11 and Y ∗1 are invertible. By (6.4), we have
ϕ

(
x1 −∑n1i=2 λixi, z1 −∑n1i=2 λizi)
0
...
0
 =

(
x1 −∑n1i=2 λixi, z1 −∑n1i=2 λizi)
0
...
0

for all λi ∈ D. Since the arithmetic distance between
(
X11 Z1
0 Y1
)
and

(
x1 −∑n1i=2 λixi, z1 −∑n1i=2 λizi)
0
...
0

is sk − 1 for all λ2, . . . , λn1 ∈ D, the arithmetic distance between
(
X∗11 Z∗1
0 Y ∗1
)
and

(
x1 −∑n1i=2 λixi, z1 −∑n1i=2 λizi)
0
...
0

L.-P. Huang, Y.-Y. Cai / Linear Algebra and its Applications 416 (2006) 643–676 667
is also sk − 1 for all λ2, . . . , λn1 ∈ D. Since Y ∗1 is invertible, we have
rank

x∗1 − x1 +
∑n1
i=2 λixi
x∗2
...
x∗n1
 = n1 − 1 ∀λ2, . . . , λn1 ∈ D.
Thus, there exist µ(1)j ∈ D and µ(1)kj ∈ D, k, j = 2, . . . , n1, such that
x1 = x∗1 +
n1∑
j=2
µ
(1)
j x
∗
j ,
xk =
n1∑
j=2
µ
(1)
kj x
∗
j , k = 2, . . . , n1.
Since ϕ(T ) = T ∀T ∈ Ri , applying the same argument to the i-th row, i = 2, . . . , n1, we have
xi = x∗i +
∑
j /=i
µ
(i)
j x
∗
j ,
xk =
∑
j /=i
µ
(i)
kj x
∗
j , k = 1, . . . , n1, k /= i.
Eliminating x1, we have
x∗1 =
∑
j /=i
µ
(i)
1j x
∗
j −
n1∑
j=2
µ
(1)
j x
∗
j , i = 2, . . . , n1.
Recall that matrix X∗11 is invertible. It follows that x∗1 , . . . , x∗n1 are left linearly independent.
Thus µ(1)j = 0, j = 2, . . . , n1. It follows that x1 = x∗1 . Similarly xi = x∗i , i = 2, . . . , n1. Then
X11 = X∗11 and (6.5) holds.
Case 1.2. X11 is not invertible but Y1 is invertible. Let X11 = (xij ). If x11 /= 0, then for all
λ2, . . . , λn1 ∈ D∗, X˜11(λ) :=
∑n1
j=1 x1jE
(n1)
1j +
∑n1
i=2 λiE
(n1)
ii is invertible. By (6.5), we have
ϕ
(
X˜11(λ) Z1
0 Y1
)
=
(
X˜11(λ) Z
′
1
0 Y ′1
)
,
where Y ′1 is invertible. Since
(
X11
0
Z1
Y1
)
and
(
X˜11(λ)
0
Z1
Y1
)
are of the arithmetic distance less than
n1, we have
rank
(
X∗11 − X˜11(λ) Z∗1 − Z′1
0 Y ∗1 − Y ′1
)
< n1 ∀λ2, . . . , λn1 ∈ D∗. (6.6)
Hence rank(X∗ − X˜11(λ)) < n1 for all λ2, . . . , λn1 ∈ D∗. Clearly, there exist λ2, . . . , λn1 ∈ D∗
such that rank(X∗11 − X˜11(λ)) = n1 − 1. It follows that Y ∗1 = Y ′1, hence Y ∗1 is invertible. Let
X∗11 = (x∗ij ). By D /= F2 and (6.6), we must have x∗11 = x11.
If x11 = 0, then considering ϕ−1, we also have x∗11 = x11. Thus we always have x∗11 = x11.
Similarly, we can prove that x∗ij = xij for all i, j = 1, . . . , n1, i.e., X∗11 = X11.
Combining Cases 1.1 and 1.2, we have proved (6.5).
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Step 2. We are going to prove that
ϕ
X11 X12 Z12X22 Z22
Y2
 =
X11 X∗12 Z∗12X22 Z∗22
Y ∗2
 (6.7)
for any Xij ∈ Dni×nj , Zi2 ∈ Dni×d2 , i, j = 1, 2, and any invertible Y2 ∈ T(ni+2,k−2). Moreover,
Y ∗2 is invertible.
Case 2.1. If X22 and Y2 are invertible, we shall prove that (6.7) holds as follows. By (6.5), we
can assume that
ϕ
X11 X12 Z12X22 Z22
Y2
 =
X11 X∗12 Z∗12X∗22 Z∗22
Y ∗2
 ,
where X∗22 and Y ∗2 are invertible. We prove X∗22 = X22 as follows:
If n2 = 1 and all X11, X22, Y2 are invertible, then (6.4) implies that X∗22 = X22.
If n2  2, and all X11, X22, Y2 are invertible, let
X22 =
 x1...
xn2
 , Z22 =
 z1...
zn2
 , X∗22 =
 x
∗
1
...
x∗n2
 , Z∗22 =
 z
∗
1
...
z∗n2
 .
By (6.4), ϕ preserves
T1 :=

0 (
x1 −∑n2i=2 λixi, z1 −∑n2i=2 λizi)

invariant. SinceX11 X12 Z12X22 Z22
Y2

and T1 are of the arithmetic distance sk − 1,X11 X∗12 Z∗12X∗22 Z∗22
Y ∗2

and T1 are also of the arithmetic distance sk − 1. Since X11, X∗22 and Y ∗2 are invertible, we have
rank

x∗1 − x1 +
∑n2
i=2 λixi
x∗2
...
x∗n2
 = n2 − 1 ∀λ2, . . . , λn2 ∈ D.
Similar to the proof of Case 1.1, we can prove that X∗22 = X22.
If X22 and Y2 are invertible but X11 is not invertible, then there exists an X′11 such that both
X′11 and X11 − X′11 are invertible. By the result above, we can assume that
ϕ
X′11 X12 Z12X22 Z22
Y2
 =
X′11 X∗∗12 Z∗∗12X22 Z∗∗22
Y ∗∗2
 ,
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where Y ∗∗2 is invertible. Since
ad
X11 X12 Z12X22 Z22
Y2
 ,
X′11 X12 Z12X22 Z22
Y2
 = n1,
we have
ad
X11 X∗12 Z∗12X∗22 Z∗22
Y ∗2
 ,
X′11 X∗∗12 Z∗∗12X22 Z∗∗22
Y ∗∗2
 = n1.
It follows that X∗22 = X22 and Y ∗2 = Y ∗∗2 .
Thus we have proved that (6.7) holds for all X11 and all invertible matrices X22 and Y2.
Case 2.2. Now we assume only Y2 is invertible in (6.7), we shall prove that (6.7) also holds.
Let
ϕ
X11 X12 Z12X22 Z22
Y2
 =
X∗11 X∗12 Z∗12X∗22 Z∗22
Y ∗2
 .
We prove that X∗11 = X11, X∗22 = X22 and Y ∗2 is invertible as follows.
Let X22 = (xij ). If x11 /= 0, then for all λ2, . . . , λn2 ∈ D∗, X˜22(λ) :=
∑n2
j=1 x1jE
(n2)
1j
+∑n2i=2 λiE(n2)ii is invertible. By Case 2.1, we can assume that
ϕ
X11 X12 Z12X˜22(λ) Z22
Y2
 =
X11 X∗∗12 Z∗∗12X˜22(λ) Z∗∗22
Y ∗∗2
 ,
where Y ∗∗2 is invertible.
SinceX11 X12 Z12X22 Z22
Y2
 and
X11 X12 Z12X˜22(λ) Z22
Y2

are of the arithmetic distance < n2,X∗11 X∗12 Z∗12X∗22 Z∗22
Y ∗2
 and
X11 X∗∗12 Z∗∗12X˜22(λ) Z∗∗22
Y ∗∗2

are also of the arithmetic distance < n2. It follows that
rank
X∗11 − X11 X∗12 − X∗∗12 Z∗12 − Z∗∗12X∗22 − X˜22(λ) Z∗22 − Z∗∗22
Y ∗2 − Y ∗∗2
 < n2 (6.8)
for all λ2, . . . , λn2 ∈ D∗. Hence
rank(X∗22 − X˜22(λ)) < n2
for all λ2, . . . , λn2 ∈ D∗. Similar to the proof of Case 1.2, we can prove that X∗22 = X22. Clearly,
there are λ2, . . . , λn2 ∈ D∗ such that rank(X22 − X˜22) = n2 − 1. From (6.8) and X∗22 = X22 we
have X∗11 = X11 and Y ∗2 = Y ∗∗2 .
Therefore, we have proved (6.7).
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Step 3. Proceeding in the same way, for any Xk−1 ∈ T(ni ,k−1), Zk−1 ∈ Dsk−1×nk , and any
invertible Xkk ∈ Dnk×nk , we can prove similarly that
ϕ
(
Xk−1 Zk−1
Xkk
)
=
(
X∗k−1 Z∗k−1
X∗kk
)
,
where X∗kk is invertible and the diagonal blocks of X∗k−1 are X11, . . . , Xk−1,k−1. By (6.4) and the
method of proof in Case 1.1, we can prove similarly Xkk = X∗kk . Then we have
ϕ
(
Xk−1 Zk−1
Xkk
)
=
(
X∗k−1 Z∗k−1
Xkk
)
(6.9)
for any Xk−1 ∈ T(ni ,k−1), Zk−1 ∈ Dsk−1×nk , and any invertible Xkk ∈ Dnk×nk . Moreover, the
diagonal blocks of X∗k−1 are X11, . . . , Xk−1,k−1.
Using the method of proof in Step 1, we can prove similarly that
ϕ
(
X11 Z1
Y1
)
=
(
X11 Z
∗
1
Y ∗1
)
(6.10)
for all Y1 ∈ T(n1+i ,k−1), Z1 ∈ Dn1×d1 , and all invertible X11 ∈ Dn1×n1 . Moreover, the diagonal
blocks of Y ∗1 are X22, . . . , Xk,k .
If Xkk is not invertible, let
ϕ
(
Xk−1 Zk−1
Xkk
)
=
(
X∗k−1 Z∗k−1
X∗kk
)
.
Clearly, there exists an invertible matrix X′kk ∈ Dnk×nk such that X∗kk − X′11 is also invertible. By
(6.9), we can assume that
ϕ
(
Xk−1 Zk−1
X′kk
)
=
(
X′k−1 Z′k−1
X′kk
)
.
Moreover, the diagonal blocks of X′k−1 are X11, . . . , Xk−1,k−1.
Since(
Xk−1 Zk−1
Xkk
)
and
(
Xk−1 Zk−1
X′kk
)
are of the arithmetic distance nk , so(
X∗k−1 Z∗k−1
X∗kk
)
and
(
X′k−1 Z′k−1
X′kk
)
are of the arithmetic distance nk . It follows that X∗k−1 = X′k−1. Hence we obtain that
ϕ
(
Xk−1 Zk−1
Xkk
)
=
(
X∗k−1 Z∗k−1
X∗kk
)
(6.11)
for any Xk−1 ∈ T(ni ,k−1), Xkk ∈ Dnk×nk , Zk−1 ∈ Dsk−1×nk . Moreover, the diagonal blocks of
X∗k−1 are X11, . . . , Xk−1,k−1.
Similarly, we have
ϕ
(
X11 Z1
Y1
)
=
(
X∗11 Z∗1
Y ∗1
)
(6.12)
for all X11 ∈ Dn1×n1 , Y1 ∈ T(n1+i ,k−1), Z1 ∈ Dn1×d1 . Moreover, the diagonal blocks of Y ∗1 are
X22, . . . , Xk,k .
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Combining (6.11) and (6.12), we have
ϕ

X11 X12 · · · X1k
X22
.
.
.
...
.
.
. Xk−1,k
Xkk
 =

X11 X
∗
12 · · · X∗1k
X22
.
.
.
...
.
.
. X∗k−1,k
Xkk
 (6.13)
for all Xij ∈ Dni×nj , 1  i, j  k.
Step 4. By (6.13), if X11 is invertible, we have
ϕ

X11 X12 . . . X1k
0 . . . 0
.
.
.
...
0
 =

X11 X
∗
12 . . . X
∗
1k
0 . . . 0
.
.
.
...
0
 , (6.14)
where X∗1j ∈ Dn1×nj . If X11 is not invertible, then there exists an invertible matrix X′11 ∈ Dn1×n1
such that X11 − X′11 is also invertible. Thus, we can prove that (6.14) also holds. Thus, similar to
the proof of (6.5), we can prove that
ϕ

X11 X12 . . . X1k
0 . . . 0
.
.
.
...
0
 =

X11 X12 . . . X1k
0 . . . 0
.
.
.
...
0
 (6.15)
for all X1j ∈ Dn1×nj , j = 1, . . . , k.
If X22 is invertible, then(
X12 · · · X1k
X22 · · · X2k
)
and
(
X12 · · · X1k
)
are of the arithmetic distance n2, by (6.13), we have
ϕ
(
X12 · · · X1k
X22 · · · X2k
)
=
(
X∗12 · · · X∗1k
X22 · · · X∗2k
)
,
where X∗ij ∈ Dni×nj .
If X22 is not invertible, by (6.13) we can assume that
ϕ
X12 · · · X1kX22 · · · X2k
 =
0 X∗12 ∗X22 ∗
0∗
 .
There exists X′22 ∈ GLn2(D) such that X∗22 − X′22 is invertible. We can assume that
ϕ
(
X12 · · · X1k
X′22 · · · X2k
)
=
(
X∗∗12 · · · X∗∗1k
X′22 · · · X∗∗2k
)
.
Since(
X12 · · · X1k
X22 · · · X2k
)
and
(
X12 · · · X1k
X′22 · · · X2k
)
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are of the arithmetic distance n2,
ϕ
X12 · · · X1kX22 · · · X2k
 and (X∗∗12 · · · X∗∗1k
X′22 · · · X∗∗2k
)
are also of the arithmetic distance n2. Thus we get 0∗ = 0. Therefore, we have proved that
ϕ
(
X12 · · · X1k
X22 · · · X2k
)
=
(
X∗12 · · · X∗1k
X22 · · · X∗2k
)
(6.16)
for all Xij ∈ Dni×nj , where X∗ij ∈ Dni×nj , 1  i  2  j  k.
By (6.16) and (6.4), similar to the proof of (6.5), we can prove that
ϕ
(
X12 · · · X1k
X22 · · · X2k
)
=
(
X12 · · · X1k
X22 · · · X2k
)
(6.17)
for all Xij ∈ Dni×nj , 1  i  2  j  k.
Similarly, we can prove that
ϕ
0 Zr−10 Kr
0 0
 =
0 Zr−10 Kr
0 0
 ∀Zr−1 ∈ Dsr−1×dr−1 , Kr ∈ Dnr×dr−1 , (6.18)
r = 2, . . . , k.
Step 5. For any Xr =
(
Xr−1
0
∗
Xrr
)
∈ T(ni ,r), Zr ∈ Dsr×dr , by (6.13), let
ϕ
(
Xr Zr
0 0
)
=
(
X∗r Z∗r
0 0∗
)
:=
X∗r−1 Z∗r−10 K∗r
0 0∗
 , (6.19)
where X∗r =
(
X∗r−1
0
Z∗r−1
Xrr
)
∈ T(ni ,r), Z∗r ∈ Dsr×dr , 2  r  k − 1.
When Xr−1 is invertible,(
Xr Zr
0 0
)
and
0 Zr−10 Kr
0 0

are of the arithmetic distance sr−1. By (6.13), X∗r−1 is invertible. Then by (6.18), we have
rank
X∗r−1 Z∗r−1 − Zr−10 K∗r − Kr
0 0∗
 = sr−1. (6.20)
It follows that Kr = K∗r and 0∗ = 0. Hence we can assume that
ϕ
Xr−1 Zr−10 Kr
0 0
 =
X∗r−1 Z∗r−10 Kr
0 0
 , 2  r  k, (6.21)
for all Xr−1 ∈ T(ni ,r−1), Zr−1 ∈ Dsr−1×dr−1 , Kr ∈ Dnr×dr−1 , where X∗r−1 ∈ T(ni ,r−1), Z∗r−1 ∈
Dsr−1×dr−1 .
When Xr−1 is not invertible, there exists an invertible X′r−1 ∈ T(ni ,r−1) such that Xr−1 − X′r−1
is invertible. Then (6.21) implies that
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ϕ
X′r−1 Zr−10 Kr
0 0
 =
X′′r−1 Z′r−10 Kr
0 0
 .
By (6.13), Xr−1 and X∗r−1 have the same diagonal blocks, also, X′r−1 and X′′r−1 have the same
diagonal blocks. Thus the invertibility of Xr−1 − X′r−1 implies that X∗r−1 − X′′r−1 is invertible.
SinceXr−1 Zr−10 Kr
0 0
 and
X′r−1 Zr−10 Kr
0 0

are of the arithmetic distance sr−1, we have
rank
X∗r−1 − X′′r−1 Z∗r−1 − Z′r−10 K∗r − Kr
0 0∗
 = sr−1.
Then we have similarly Kr = K∗r and 0∗ = 0. Thus (6.21) also holds.
Let n′i = ni , i = 1, . . . , r − 1, n′r = dr−1. Then ϕ induces a bijective map from T(ni ,n′′i ,r) to
itself
ϕr :
(
Xr−1 Zr−1
0 Kr
)
−→
(
X∗r−1 Z∗r−1
0 Kr
)
(6.22)
for all Xr−1 ∈ T(ni ,r−1), Zr−1 ∈ Dsr−1×dr−1 , Kr ∈ Dnr×dr−1 , where X∗r−1 and Z∗r−1 are deter-
mined by (6.21).
Step 6. By (6.21), (6.13) and X1 = X11, we have
ϕ
X1 Z10 K2
0 0
 =
X1 Z∗10 K2
0 0
 (6.23)
for all X1 = X11 ∈ Dn1×n1 , Z1 ∈ Ds1×d1 , K2 ∈ Dn2×d1 . By (6.18) we have
ϕ
(
X1 Z1
0 0
)
=
(
X1 Z1
0 0
)
, ϕ
0 Z10 K2
0 0
 =
0 Z10 K2
0 0
 (6.24)
for all X1 ∈ Dn1×n1 , Z1 ∈ Ds1×d1 , K2 ∈ Dn2×d1 .
Let ϕ2 be defined by (6.22) when r = 2. Clearly,
ϕ2
(
X1 Z1
0
)
=
(
X1 Z1
0
)
and ϕ2
(
0 Z1
K2
)
=
(
0 Z1
K2
)
(6.25)
for all X1 = X11 ∈ T(n1,1), Z1 ∈ Ds1×d1 , K2 ∈ Dn2×d1 . By Theorem 5.3, there exists a fixed
A1 ∈ Ds1×n2 such that
ϕ2
(
X1 Z1
K2
)
=
(
X1 Z1 + X1A1K2
K2
)
(6.26)
for all X1 = X11 ∈ T(n1,1), Z1 ∈ Ds1×d1 ,K2 ∈ Dn2×d1 . Thus, (6.23) becomes
ϕ
X1 Z10 K2
0 0
 =
X1 Z1 + X1A1K20 K2
0 0
 (6.27)
for all X1 = X11 ∈ Dn1×n1 , Z1 ∈ Ds1×d1 , K2 ∈ Dn2×d1 .
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After subjecting ϕ to the bijective map of the form
ϕ → ψ(1)−A1 ◦ ϕ, (6.28)
which leaves (6.18) invariant, and Kr invariant in (6.21) for 2  r  k, we have
ϕ
X1 Z10 K2
0 0
 =
X1 Z10 K2
0 0
 . (6.29)
(6.29) can be written as
ϕ
(
X2 Z2
0 0
)
=
(
X2 Z2
0 0
)
(6.30)
for all X2 ∈ T(ni ,2), Z2 ∈ Ds2×d2 .
Assume that k  3. By (6.21), we can assume that
ϕ
X2 Z20 K3
0 0
 =
X∗2 Z∗20 K3
0 0
 (6.31)
for all X2 ∈ T(ni ,2), Z2 ∈ Ds2×d2 , K2 ∈ Dn3×d2 , where X∗2 ∈ T(ni ,2). By (6.18), we have
ϕ
0 Z20 K3
0 0
 =
0 Z20 K3
0 0
 ∀Z2 ∈ Ds2×d2 , K3 ∈ Dn3×d2 . (6.32)
Let ϕ3 be defined by (6.22) when r = 3. Clearly, ϕ3 and ϕ−13 preserve the adjacency. By (6.3),
(6.30) and (6.32), we have
ϕ3
(
X2 Z2
0
)
=
(
X2 Z2
0
)
and ϕ3
(
0 Z2
K3
)
=
(
0 Z2
K3
)
(6.33)
for allX2 ∈ T(ni ,2),Z2 ∈ Ds2×d2 ,K3 ∈ Dn3×d2 . By Theorem 5.3, there exists a fixedA2 ∈ Ds2×n3
such that
ϕ3
(
X2 Z2
K3
)
=
(
X2 Z2 + X2A2K3
K3
)
(6.34)
for all X2 ∈ T(ni ,2), Z2 ∈ Ds2×d2 , K3 ∈ Dn3×d2 . Thus, (6.31) becomes
ϕ
X2 Z20 K3
0 0
 =
X2 Z2 + X2A2K30 K3
0 0
 (6.35)
for all X2 ∈ T(ni ,2), Z2 ∈ Ds2×d2 , K3 ∈ Dn3×d2 .
Through the transformation
ϕ → ψ(2)−A2 ◦ ϕ, (6.36)
which leaves (6.18) invariant, and Kr invariant in (6.21) for 3  r  k (when k  3), we can
assume that
ϕ
X2 Z20 K3
0 0
 =
X2 Z20 K3
0 0
 (6.37)
for all X2 ∈ T(ni ,2), Z2 ∈ Ds2×d2 , K3 ∈ Dn3×d2 .
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Step 7. Proceeding in this way, after subjecting ϕ to the bijective map of the form
ϕ → ψ(k−2)−Ak−2 ◦ · · · ◦ ψ
(1)
−A1 ◦ ϕ, (6.38)
which leaves (6.18) and (6.21) invariant for r = k, we can assume that
ϕ
(
Xk−1 Zk−1
0
)
=
(
Xk−1 Zk−1
0
)
, (6.39)
ϕ
(
0 Zk−1
Xkk
)
=
(
0 Zk−1
Xkk
)
(6.40)
for all Xk−2 ∈ T(ni ,k−2), Zk−2 ∈ Dsk−2×dk−2 , Xkk ∈ Dnk×nk .
By (6.21), we have
ϕ
(
Xk−1 Zk−1
0 Xkk
)
=
(
X∗k−1 Z∗k−1
0 Xkk
)
(6.41)
for all Xk−1 ∈ T(ni ,k−1), Zk−1 ∈ Dsk−1×nk , Xkk ∈ Dnk×nk .
By Theorem 5.3, similarly, there exists a fixed Ak−1 ∈ Dsk−1×nk such that
ϕ
(
Xk−1 Zk−1
0 Xkk
)
=
(
Xk−1 Zk−1 + Xk−1Ak−1Xkk
0 Xkk
)
(6.42)
for all Xk−1 ∈ T(ni ,k−1), Zk−1 ∈ Dsk−1×nk , Xkk ∈ Dnk×nk . By the bijective map of the form
ϕ → ψ(k−1)−Ak−1 ◦ ϕ, (6.43)
we have
ϕ(X) = X ∀X ∈ T(ni ,k). (6.44)
Combining above, when T(ni ,k) /= T(nk−i+1,k), let
ψ(X) = ψ(k−1)−Ak−1 ◦ · · · ◦ ψ
(1)
−A1 ◦
[
P−1(ϕ(X) − ϕ(0))Q−1]σ−1 . (6.45)
Then we have
ψ(X) = X ∀X ∈ T(ni ,k). (6.46)
Thus, ϕ is of the form (1.12).
When T(ni ,k) = T(nk−i+1,k), besides (6.46), let
ψ ′(X) = ψ(k−1)−Ak−1 ◦ · · · ◦ ψ
(1)
−A1 ◦
[
(P−1(ϕ(X) − ϕ(0))Q−1)τ−1]+. (6.47)
Then we also have
ψ ′(X) = X ∀X ∈ T(ni ,k). (6.48)
Thus, ϕ is of the form (1.12) or (1.13).
The converse part of Fundamental Theorem 1.2 is trivial. 
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