2 Category of FRBSU Monoidal Categories and Crossed Modules by Aksoy, Selcan
ar
X
iv
:1
51
2.
06
98
1v
1 
 [m
ath
.C
T]
  2
2 D
ec
 20
15
2 Category of FRBSU Monoidal Categories and
Crossed Modules
SELCAN AKSOY
Giresun University, Giresun TURKEY
E-mail: selcan.aksoy@giresun.edu.tr
October 17, 2018
Abstract
In that paper, we prove that the collection of all FRBSU monoidal categories
and the collection of all crossed modules form a 2 category.
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1
1 Preliminaries
Throughout this paper, we are assuming that the symbol FRBSU monoidal category
indicates a finite, rigid, braided monoidal category whose unit object I is simple.
A category is small if the collection of all objects form a set. If A is an object in a
category A, then a subobject B of A is an object with a monomorphism B → A.
[Baki] An object A is simple in an abelian category A if for any injection B → A,
we get B = 0 or B ∼= A.
A cover for an object A in a category A is an object P with an epimorphism
f : P → A. This cover is projective if P is a projective object.
An object A in a category is of finite length if there exists a finite sequence of
monomorphisms 0 // An // An−1 // ... // A0 = A such that the cokernels of
these monomorphisms are simple objects.
A k linear abelian category is semisimple if every object is isomorphic to direct sum
of simple objects.
Lemma 1.0.1. [Schur′s Lemma] If k is an algebraically closed field of characteristic
zero, then End(X) = k whenever X is a simple object in an abelian k linear category
A.
Lemma 1.0.2. If X ∼= Y are nonzero simple objects in a k linear abelian category A
for k is a perfect field, then Hom(X, Y ) = 0.
Proof. Assume that A is a k linear abelian category and X , Y are nonzero simple
objects. Let f : X → Y is a nonzero morphism in A. Ker(f) ∼= 0 since X is simple
and f 6= 0, so that morphism is a monomorphism. As a result, X ∼= Y that is a
contradiction, hence f = 0.
A k linear abelian category A where k is a perfect field is finite if for all objects
X , Y in A, HomA(X, Y ) is finite dimensional vector space over k, all objects A ∈ A
has finite length, every simple object in A has a projective cover and that category has
finitely many isomorphism classes of simple objects.
For example V ecf (k) is a finite category, because HomV ecf (k)(V, W ) is isomorphic
to the vector space Mm×n(k) of m × n matrices in which the entries are elements of
the field k where dim(V ) = m and dim(W ) = n for given two finite dimensional vec-
tor spaces V and W . It is finite dimensional since Mm×n(k) is finite dimensional with
dimension m× n. The only simple object is k and every object is free in that category,
as a result every object is projective and k2 → k is a surjection for example.
2
1.1 Monoidal Category and Braiding
We use [JoRo] as a reference for the following definitions and example.
Definition 1.1.1. (A, ⊗, I, a, l, r) is a monoidal category if for all objects X , Y , Z
and W in A, the associativity pentagon and the unit triangle commute.
Here A is a category, ⊗ : A×A → A is a functor, I is a unit object in A, a is the
associativity constraint which is a family of natural isomorphisms
aXY Z : (X ⊗ Y )⊗ Z X ⊗ (Y ⊗ Z)
∼=
(1)
l is a left unit constraint which is a family of natural isomorphisms
lX : I ⊗X X
∼=
(2)
and r is a right unit constraint which is a family of natural isomorphisms
rX : X ⊗ I X.
∼=
(3)
Lemma 1.1.1. If (A, ⊗, I, a, l, r) is a monoidal category, then Aop is a monoidal
category.
Proof. We define the tensor product as X ⊗op Y = Y ⊗X and associativity constraint
aop as a family of natural isomorphisms
a
op
XY Z : (X ⊗
op Y )⊗op Z X ⊗op (Y ⊗op Z)
∼=
in Aop for all objects X , Y and Z in A. This is same as the family of natural
isomorphisms
Z ⊗ (Y ⊗X) (Z ⊗ Y )⊗X
∼=
in Aop which can be obtained by inverting the arrows
(Z ⊗ Y )⊗X Z ⊗ (Y ⊗X)
∼=
in A and as a result, we get aopXY Z = a
−1
ZY X for all objects X , Y and Z in A.
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Here, Iop = I. lop is a left unit constraint which is a family of natural isomorphisms
l
op
X : I ⊗
op X X
∼=
in Aop which is same as
l
op
X : X ⊗ I X
∼=
for all objects X in A. So, we take lopX = rX and l
op = r in A. Similarly, we can
take rop = l.
Also, we define a category Arev for a given monoidal category A in which the
objects and the arrows are the same as in A and the tensor product is defined as
X ⊗rev Y = Y ⊗X .
A strictly full subcategory B of a monoidal category A is monoidal if it contains the
unit object I in A and A⊗ B for all objects A and B in A.
(A, ⊗) is an additive monoidal category if A is an additive category and ⊗ is a
biadditive functor. It is abelian if A is an abelian category.
A monoidal category is strict if all a, l and r are identity arrows. For example, the
category of all k vector spaces V ec(k) is not a strict monoidal category for a given field
k. U ⊗ (V ⊗W ) 6= (U ⊗ V )⊗W in general for all vector spaces U, V, W in V ec(k),
even in V ecf(k), but we can obtain a family of natural isomorphisms of those products
as an associativity constraint.
Theorem 1.1.2. [MacLane] Every monoidal category is equivalent to a strict monoidal
category.
Definition 1.1.2. An object A is invertible in a category A if there exists an object
B in A such that A⊗B ∼= B ⊗A ∼= I for I is the unit object.
Remark 1.1.1. Invertible objects in a monoidal category A form a monoidal subcategory
of that category. If every simple object in A is invertible, then we say that the category
is pointed.
Definition 1.1.3. A braiding c for a monoidal category A is a natural family of iso-
morphisms cXY : X ⊗ Y
∼= // Y ⊗X for all objects X , Y in A such that two
hexagon diagrams commute in A.
Note 1.1.1. If A is a braided monoidal category, then Arev is a braided monoidal cate-
gory with the braiding crev that is a family of natural isomorphisms crevXY = cY X for all
objects X and Y in A. Similarly, Aop is a braided monoidal category with the braiding
cop that is a family of natural isomorphisms copXY = c
−1
XY for all objects X and Y in A.
Aop ≃ Arev in that situation.
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Definition 1.1.4. A monoidal category A with a braiding c is called symmetric if the
composition
X ⊗ Y
cXY // Y ⊗X
cYX // X ⊗ Y (4)
is idX⊗Y for all objects X , Y in A.
Example 1.1.1. The category of all k vector spaces V ec(k) is a braided, symmetric
monoidal category for a field k.
Proof. (cY X ◦ cXY )(x ⊗ y) = (cY X ◦ cXY )(xy) = cY X(yx) = xy = x ⊗ y for all objects
X and Y in V ec(k), for all elements x ∈ X, y ∈ Y . As a result, the composition is the
identity.
Example 1.1.2. Assume that G is an abelian group, k is a field, (f, h) is an abelian
3 cocycle on G with coefficients in k. That is, f : G × G × G → k is a normalized 3
cocycle such that
f(x, 0, y) = 0, (5)
f(x, y, z) + f(w, x+ y, z) + f(w, x, y) = f(w, x, y + z) + f(w + x, y, z) (6)
and h : G×G→ k is a function such that
f(y, z, x) + h(x, y + z) + f(x, y, z) = h(x, z) + f(y, x, z) + h(x, y), (7)
−f(z, x, y) + h(x+ y, z)− f(x, y, z) = h(x, z)− f(x, z, y) + h(y, z). (8)
LetA be a category such that the objects are families of kmodulesX = {Xg | g ∈ G}
and the arrow between two families X , Y is a family θ = {Xg1
θg1g2 // Yg2} where θg1g2
is a k module homomorphism for all g1 and g2 in G,
(X ⊗ Y )g = Σ
g1+g2=g
(Xg1 ⊗ Yg2) (9)
is the tensor product,
aXY Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z), (10)
aXY Z((x⊗ y)⊗ z) = f(g1, g2, g3)x⊗ (y ⊗ z) (11)
is the associativity constraint and
cXY : X ⊗ Y → Y ⊗X, (12)
c(x⊗ y) = h(g1, g2)y ⊗ x (13)
is the braiding for x ∈ Xg1 , y ∈ Yg2, z ∈ Zg3. So, this category is a braided monoidal
category.
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1.2 The Category of Monoidal Functors
The following materials are found in [JoRo].
Definition 1.2.1. For two monoidal categories A and B, assume that F : A // B
is a functor, γ is the family of natural isomorphisms
γXY : F(X)⊗ F(Y ) F(X ⊗ Y )
∼=
(14)
for all objects X , Y in A, ϕ : I
∼= // F(I) is an isomorphism for the unit object
I. Then, (F , γ, ϕ) is a monoidal functor if it satisfies compatible conditions.
Note 1.2.1. (F , γ, ϕ) is strict if γ and ϕ are identities.
Definition 1.2.2. A monoidal functor F : A → B between braided monoidal cate-
gories A and B is braided if the following diagram is commutative.
F(X)⊗ F(Y )
c

γ // F(X ⊗ Y )
F(c)

F(Y )⊗ F(X)
γ // F(Y ⊗X)
(15)
Definition 1.2.3. If F , G : A → B are two monoidal functors, then a map θ : F → G
is a natural transformation if the following two diagrams commute.
F(X)⊗F(Y )
θ(X)⊗θ(Y )

γ // F(X ⊗ Y )
θ(X⊗Y )

G(X)⊗ G(Y )
γ // G(X ⊗ Y )
I
ϕ
}}④④
④④
④④
④④
ϕ
!!❇
❇❇
❇❇
❇❇
❇
F(I)
θ(I) // G(I)
(16)
Proposition 1.2.1. The collection Hom(A, B) in which the objects are monoidal
functors F : A → B and morphisms are natural transformations between monoidal
functors for given monoidal categories A and B forms a category.
Lemma 1.2.2. Hom(A, A) is a monoidal category in which the tensor product is the
composition of functors for a given monoidal category A.
We denote the category of right exact monoidal functors by Homre(A, B), the
category of left exact monoidal functors by Homle(A, B) and the category of exact
monoidal functors by Home(A, B).
Remark 1.2.1. A monoidal functor (F , γ, ϕ) : (A, ⊗A) → (B, ⊗B) is a monoidal
equivalence if F : A → B is an equivalence of categories. In that situation, there
exists a monoidal functor (G, γ′, ϕ′) : B → A and isomorphism of monoidal functors
G ◦ F → idA, F ◦ G → idB.
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Proposition 1.2.3. [JoRo] If A is braided monoidal category, then we get a monoidal
equivalence A → Arev.
Proof. We define a monoidal functor F : A → Arev by sending an object A in A to
itself, γ as a family of natural isomorphisms γXY : X ⊗rev Y = Y ⊗ X → X ⊗ Y for
all objects X , Y in A and also ϕ = idI . We define γXY = crevXY . Then, we need to show
that the following diagram commutes in Arev.
(X ⊗rev Y )⊗rev Z
γ⊗revid

arev
XY Z //X ⊗rev (Y ⊗rev Z)
id⊗revγ

(X ⊗ Y )⊗rev Z
γ

X ⊗rev (Y ⊗ Z)
γ

(X ⊗ Y )⊗ Z aXY Z
// X ⊗ (Y ⊗ Z)
(17)
This diagram is same as the following diagram in A.
Z ⊗ (Y ⊗X)
idZ⊗cY X

a−1
ZY X // (Z ⊗ Y )⊗X
cZY ⊗idX

Z ⊗ (X ⊗ Y )
cZ(XY )

(Y ⊗ Z)⊗X
c(Y Z)X

(X ⊗ Y )⊗ Z aXY Z
// X ⊗ (Y ⊗ Z)
(18)
The first and third squares commute by definition and the middle one commutes by
using naturality of the braiding in the following diagram.
(Z ⊗ Y )⊗X (Y ⊗ Z)⊗X Y ⊗ (Z ⊗X) Y ⊗ (X ⊗ Z)
Z ⊗ (Y ⊗X) (Y ⊗X)⊗ Z
Z ⊗ (X ⊗ Y ) (X ⊗ Y )⊗ Z
(Z ⊗X)⊗ Y (X ⊗ Z)⊗ Y ) X ⊗ (Z ⊗ Y ) X ⊗ (Y ⊗ Z)
cZY ⊗ idX aY ZX idY ⊗ cZX
cZ(Y X)
cZ(XY )
cZX ⊗ idY aXZY idX ⊗ cZY
aZYX
idZ ⊗ cY X
a−1ZXY
a−1Y XZ
cY X ⊗ idZ
aXY Z
(19)
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As a result, that diagram commutes.
aXY Z ◦ cZ(XY ) ◦ (idZ ⊗ cY X) = aXY Z ◦ a
−1
XY Z ◦ (idX ⊗ cZY ) ◦ aXZY ◦ (c⊗ idY ) ◦ a
−1
ZXY ◦
(idZ ⊗ cY X) = (idX ⊗ cZY ) ◦ aXZY ◦ (c⊗ idY ) ◦ a
−1
ZXY ◦ (idZ ⊗ cY X).
c(Y Z)X ◦ (cZY ⊗ idX) ◦ a
−1
ZYX = aXY Z ◦ (cY X ⊗ idZ) ◦ a
−1
Y XZ ◦ (idY ⊗ cZX) ◦ aY ZX ◦
(cZY ⊗ idX) ◦ a
−1
ZYX .
These two equations are same by the commutativity of Diagram 19. As a result,
Diagram 17 commutes. The commutativity of other diagrams are easy to show, also it
is a braided monoidal functor. The reader can show that the conditions for equivalence
are satisfied.
A ≃ Aop as a corollary of this proposition.
1.3 Rigid Monoidal Categories
[Baki] An object Y in a monoidal category A is a right dual for a given object X in
A if there are morphisms evrX : Y ⊗X → I and coevrX : I → X ⊗ Y such that the
following compositions are the identities.
Y = Y ⊗ I Y ⊗X ⊗ Y I ⊗ Y = Y
idY ⊗ coevrX evrX ⊗ idY
(20)
X = I ⊗X X ⊗ Y ⊗X X ⊗ I = X
coevrX ⊗ idX idX ⊗ evrX
(21)
Similarly, an object Z is a left dual object for the object X in that category if there
are morphisms evlX : X ⊗ Z → I and coevlX : I → Z ⊗ X such that the following
compositions are the identities.
Z = I ⊗ Z Z ⊗X ⊗ Z Z ⊗ I = Z
coevlX ⊗ idZ idZ ⊗ evlX
(22)
X = X ⊗ I X ⊗ Z ⊗X I ⊗X = X
idX ⊗ coevlX evlX ⊗ idX
(23)
We denote the left dual with +X and the right dual with X+.
Lemma 1.3.1. A left dual +X and a right dual X+ in a monoidal category A is unique
up to a unique isomorphism.
Proof. See [Baki] for the proof.
Definition 1.3.1. A monoidal category is rigid if every object X in that category has
both a right and a left dual object.
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Example 1.3.1. The category of finite dimensional vector spaces V eck over a field k is
rigid. If that category is consisting of all k vector spaces without finiteness assumption,
then it is not rigid.
Proof. For a given finite dimensional k vector space V , the right and left dual object
for V is the dual space Homk(V, k) with the evaluation map
evrV : Homk(V, k)⊗ V → k, (f, v) 7→ f(v)
and the coevaluation map coevrV : k → V ⊗Homk(V, k) which is an embedding.
We may see that the following compositions are the identities.
V = k ⊗ V V ⊗Homk(V, k)⊗ V V ⊗ k = V
coevrV ⊗ idV idV ⊗ evrV
Homk(V, k)⊗ k Homk(V, k)⊗ V ⊗Homk(V, k) k ⊗Homk(V, k)
Homk(V, k) Homk(V, k)⊗ V ⊗Homk(V, k) Homk(V, k)
id⊗ coevrV evrV ⊗ id
id⊗ coevrV evrV ⊗ id
Similarly, we may show that the compositions 22 and 23 are the identities which
shows that Homk(V, k) is a left dual for the object V .
Second part follows since infinite dimensional spaces don’t have any coevaluation
map.
Remark 1.3.1. [Baki] Tensor product functor ⊗ : A×A → A is exact in each variable
in an abelian, rigid monoidal category A.
Lemma 1.3.2. If a monoidal category A is rigid, then Aop is rigid, too.
Proof. If X is an object in a rigid monoidal category A, then X has both a left and
a right dual objects +X and X+ which are unique up to a unique isomorphism by
Lemma 1.3.1 such that the following compositions are the identities by definition where
evrX : X+ ⊗ X → I, coevrX : I → X ⊗X+, evlX : X ⊗ +X → I and coevlX : I →
+X ⊗X are morphisms in A.
X+ = X+ ⊗ I X+ ⊗X ⊗X+ I ⊗X+ = X+
idX+ ⊗ coevrX evrX ⊗ idX+
X = I ⊗X X ⊗X+ ⊗X X ⊗ I = X
coevrZ ⊗ idX idX ⊗ evrX
+X = I ⊗ +X +X ⊗X ⊗ +X +X ⊗ I = +X
coevlX ⊗ id+X id+X ⊗ evlX
X = X ⊗ I X ⊗ +X ⊗X I ⊗X = X
idX ⊗ coevlX evlX ⊗ idX
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We know that evrX ⊗ idX+ ◦ idX+ ⊗ coevrX = idX+ in A by the first composition,
so (evrX ⊗ idX+ ◦ idX+ ⊗ coevrX)
op = (idX+)
op = idX+ . This implies that
(idX+ ⊗ coevrX)
op ◦ (evrX ⊗ idX+)
op = coevoprX ⊗
op idX+ ◦ idX+ ⊗
op ev
op
rX = idX+ .
As a result, the following composition is the identity of X+ in Aop
X+ = I ⊗X+ X+ ⊗X ⊗X+ X+ ⊗ I = X+
idX+ ⊗
op ev
op
rX coev
op
rX ⊗
op idX+
which is same as the following one
X+ = X+ ⊗op I X+ ⊗op X ⊗op X+ I ⊗op X+ = X+.
idX+ ⊗
op ev
op
rX coev
op
rX ⊗
op idX+
Also, we get an identity of X by the composition
X = X ⊗ I X ⊗X+ ⊗X I ⊗X = X
(idX ⊗ evrX)
op (coevrX ⊗ idX)
op
which is same as the following one
X = I ⊗op X X ⊗op X+ ⊗op X X ⊗op I = X.
ev
op
rX ⊗
op idX idX ⊗op coev
op
rX
These two identities show that X+ is right dual for X in Aop. By using same
technique, we may show that +X is left dual for X in Aop. Those are unique objects
in A by Lemma 1.3.1, so they are also unique in Aop as objects. This shows that Aop
is a rigid category.
Lemma 1.3.3. If I is a unit object in a rigid monoidal category A, then I+ = I.
Proof. The composition I // I+ // I is the identity by 21. Also, the other con-
dition is satisfied. It is easy to see that I satisfies the required conditions, too. Hence,
I = I+ by uniqueness of a right dual.
Lemma 1.3.4. [Baki] If a monoidal category A is rigid, then for all objects X and Y
in A, (X ⊗A Y )+ = Y + ⊗A X+.
Example 1.3.2. Assume that A and B are two monoidal categories and (F , γ, ϕ) is
a monoidal functor between those categories. If X is an object in A with a right dual
X+, then F(X+) is a right dual of F(X).
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Proof. We define the evaluation map as evrF(X) = F(evrX) ◦ γ that is shown with the
following diagram
evrF(X) : F(X
+)⊗ F(X)→ F(X+ ⊗X)→ F(I)
and the coevaluation map as coevrF(X) = γ
−1 ◦ F(coevrX) that is shown with the
following diagram
coevrF(X) : F(I)→ F(X ⊗X
+)→ F(X)⊗ F(X+)
by using γ. It is obvious that the following compositions are the identities since F
is a monoidal functor and X+ is a right dual for X .
F(X+) = F(X+)⊗ F(I) // F(X+)⊗F(X)⊗F(X+) // F(I)⊗F(X+) = F(X+)
F(X) = F(I)⊗F(X) // F(X)⊗F(X+)⊗F(X) // F(X)⊗F(I) = F(X)
As a result, F(X+) is a right dual for F(X).
Definition 1.3.2. A monoidal subcategory of a monoidal category A is a monoidal
category under the induced monoidal structure of A and it is a rigid monoidal subcat-
egory of a rigid monoidal category A if it contains X+ and +X whenever it contains
an object X .
Proposition 1.3.5. If A is a rigid monoidal category, then an object X in A is invert-
ible if and only if evrX : X
+ ⊗X → I and coevrX : I → X ⊗X
+ are isomorphisms.
In that situation, +X ∼= X+. If Y is another invertible object, then X⊗Y is invertible.
Proof. If the above maps are isomorphisms, then we get X+⊗X ∼= I ∼= X⊗X+, so X+
is the required object in the definition of an invertible object. Thus, X is invertible.
Similarly, we see that X+ is invertible.
Conversely, if X is invertible, then there exists an object Z such that X ⊗ Z ∼=
Z ⊗ X ∼= I, so we can use Z as a right dual, hence Z ∼= X+ by uniqueness of a right
dual. Then the above maps are isomorphisms. With the same idea, we may consider
Z ∼= +X by the isomorphism and we reverse the arrows if required and see Z is a left
dual. As a result, X+ ∼= +X .
Now, assume that X and Y are two invertible objects in the category. Then, X+⊗
X ∼= I ∼= X ⊗X+ and Y + ⊗ Y ∼= I ∼= Y ⊗ Y +. So, we get Y + ⊗X+ ⊗X ⊗ Y ∼= I ∼=
X ⊗ Y ⊗ Y + ⊗X+. This shows that Y + ⊗X+ is the inverse of X ⊗ Y .
Proposition 1.3.6. Assume that (F , γ, ϕ) and (G, γ′, ϕ′) are two monoidal functors
from A → B. If A and B are rigid monoidal categories, then every morphism of
monoidal functors from F to G is an isomorphism.
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1.4 Drinfeld Center of A Monoidal Category
Assume that A is a monoidal category. We denote the Drinfeld center of A by Z(A).
Objects in Z(A) are (Z, γZ) where Z is an object in A and γZ is a family of natural
isomorphisms γZX : Z ⊗X
∼ // X ⊗ Z for all objects X in A such that the
following diagrams commute.
Z ⊗ (X ⊗ Y )
(Z ⊗X)⊗ Y
(X ⊗ Z)⊗ Y X ⊗ (Z ⊗ Y )
X ⊗ (Y ⊗ Z)
(X ⊗ Y )⊗ Z
γZ(X⊗Y )
a
γZX ⊗ idY
a
idX ⊗ γZY
a
(24)
Z ⊗ I I ⊗ Z
Z
γZI
r l
(25)
A morphism f : (Z, γZ) → (W, γW ) in Z(A) is an arrow f : Z → W such that
the following diagram commutes.
Z ⊗X
f⊗idX

γZX // X ⊗ Z
idX⊗f

W ⊗X γWX
// X ⊗W
(26)
Lemma 1.4.1. Z(A) is a braided monoidal category.
Proof. (Z, γZ)⊗ (W, γW ) = (Z ⊗W, (γZ ⊗ idW ) ◦ (idZ ⊗ γW )) is a tensor product for
all objects Z and W in A and c(Z, γZ )(W, γW ) : (Z, γZ)⊗ (W, γW )→ (W, γW )⊗ (Z, γZ)
is a braiding which is same as
c : (Z ⊗W, (γZ ⊗ idW ) ◦ (idZ ⊗ γW ))→ (W ⊗ Z, (γW ⊗ idZ) ◦ (idW ⊗ γZ)).
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1.5 Module Categories
Definition 1.5.1. [Os] A category M is a left module category on a finite monoidal
category A if there exists an exact bifunctor
⊗lM : A×M→M, (X, M) 7→ X ⊗lMM (27)
for all objects X in A, M in M, associativity constraint alM consisting of asso-
ciativity isomorphisms aXYM : (X ⊗A Y ) ⊗lM M → X ⊗lM (Y ⊗lM M) and left unit
constraint lM which is a family of left unit isomorphisms lM : I ⊗lM M → M such
that for any X , Y , Z in A, M in M, the following diagrams commute.
((X ⊗A Y )⊗A Z)⊗lMM (X ⊗A (Y ⊗A Z))⊗lMM
(X ⊗A Y )⊗lM (Z ⊗lMM) X ⊗lM ((Y ⊗A Z)⊗lMM)
X ⊗lM (Y ⊗lM (Z ⊗lMM))
aXY Z ⊗lM idM
a(XY )ZM aX(Y Z)M
aXY (ZM) idX ⊗lM aY ZM
(28)
(X ⊗A I)⊗lMM X ⊗lM (I ⊗lMM)
X ⊗lMM
aXIM
rX ⊗lM idM idX ⊗lM lM
(29)
Definition 1.5.2. A categoryM is right module category on a finite monoidal category
A if there exists an exact bifunctor
⊗rM : M×A →M, (M, X) 7→M ⊗rM X
for all objects X ∈ A, M ∈ M, associativity constraint arM consisting of associa-
tivity isomorphisms aMXY : M ⊗rM (X ⊗A Y ) → (M ⊗rM X) ⊗rM Y and right unit
constraint rM which is a family of right unit isomorphisms rM : M ⊗rM I → M such
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that for any X , Y , Z in A, M in M, the following diagrams commute.
M ⊗rM ((X ⊗A Y )⊗A Z) M ⊗rM (X ⊗A (Y ⊗A Z))
(M ⊗rM X)⊗rM (Y ⊗A Z) (M ⊗rM (X ⊗A Y ))⊗rM Z
((M ⊗rM X)⊗rM Y )⊗rM Z
idM⊗rMaXY Z
aM(XY )Z aMX(Y Z)
a(MX)Y Z aMXY ⊗rM idZ
(30)
M ⊗rM (I ⊗A X) (M ⊗rM I)⊗rM X
M ⊗rM X
aMIX
idM ⊗rM lX rM ⊗rM idX
(31)
Proposition 1.5.1. For a left A module categoryM where A is a finite, rigid monoidal
category, Mop is a right A module category obtained from M by reversing the arrows.
Proof. We define the action as
⊗rMop : M
op ×A →Mop, (M, X) 7→M ⊗rMop X
for all objects M ∈Mop and for all objects X ∈ A where M⊗rMopX = X
+⊗lMM .
⊗rMop is an exact bifunctor since ⊗lM is an exact bifunctor.
Can we find an associativity constraint arMop consisting of associativity isomor-
phisms aMXY : M ⊗rMop (X⊗A Y )→ (M ⊗rMop X)⊗rMop Y for all objects X , Y in A,
M in M and a right unit constraint rMop which is a family of right unit isomorphisms
rM : M ⊗rMop I →M such that for any X , Y , Z in A, M in M, the Diagram 30 and
Diagram 31 commute?
M ⊗rMop (X ⊗A Y ) = (X ⊗A Y )
+ ⊗lMM = (Y
+ ⊗A X
+)⊗lMM by Lemma 1.3.4,
(M ⊗rMop X)⊗rMop Y = Y
+ ⊗lM (X
+ ⊗lMM).
We know that there is an isomorphism
aY +X+M : (Y
+ ⊗A X
+)⊗lMM → Y
+ ⊗lM (X
+ ⊗lMM)
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since M is a left A module category, so, we can take aMXY = aY +X+M .
M ⊗rMop I = I+ ⊗lMM and there is an isomorphism lM : I+ ⊗lMM →M , so we
get the family of right unit constraints rM = lM since I
+ = I. The reader can show
that the Diagram 30 and Diagram 31 commute.
Similarly, for a right A module categoryM,Mop is the category obtained fromM
by reversing the arrows which is a left A module category with X ×M = M ⊗ +X for
all objects M ∈ M, X ∈ A.
Lemma 1.5.2. Assume that A is a fusion category and M is a module category over
A. (Mop)op ≃M canonically as an A module category.
Lemma 1.5.3. Assume that A is a finite monoidal category and A is an algebra in A.
Then, the category of right A modules AA is a left A module category and the category
of left A modules AA is a right A module category.
Note 1.5.1. A tensor category A is a Z(A) module category with the action
Z(A)×A → A, ((Z, γ), X) 7→ Z ⊗X.
1.6 Indecomposable, Exact and Semisimple Module Category
Proposition 1.6.1. Assume thatM andN are module categories over a finite monoidal
category A. Then, the direct sum P =M⊕N of M and N is a module category over
A with ⊗P = ⊗M ⊕⊗N , aP = aM ⊕ aN , lP = lM ⊕ lN .
Definition 1.6.1. A module category P over a finite monoidal category A is indecom-
posable if M = 0 or N = 0 whenever P ≃M⊕N .
Definition 1.6.2. A module categoryM over a monoidal category A is exact if for all
projective objects P in A and all objects M inM, P ⊗M is a projective object inM.
Lemma 1.6.2. Every finite monoidal category A is an exact module category over
itself.
Example 1.6.1. Every object in an exact module categoryM over V ecf(k) is projec-
tive.
Proof. k is free, hence a projective object in V ecf(k), for all objects M in M, we have
M = k ⊗M that is projective. As a result, every object is projective in M.
Lemma 1.6.3. If M is a module category over a rigid monoidal category A, then for
all objects A ∈ A and projective objects P ∈M, A⊗ P is a projective object in M.
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Proof. Assume thatM is a module category over A given as above. Let A be an object
in A and P be projective in M. For all epimorhisms f : X → Y and morphisms
g : A⊗ P → Y in M, can we find a morphism k : A⊗ P → X such that g = k ◦ f .
HomM(X, Y ) ∼= HomM(
+A⊗X, +A⊗ Y ),
HomM(A⊗ P, Y ) ∼= HomM(P,
+A⊗ Y ),
HomM(A⊗ P, X) ∼= HomM(P,
+A⊗X).
We find an epimorphism f ′ : +A⊗X → +A⊗Y corresponding to f and a morphism
g′ : P → +A ⊗ Y corresponding to g. Since P is projective, then we get a morphism
k′ : P → +A⊗X such that g′ = f ′ ◦k′. After that, we get a morphism k : A⊗P → X
corresponding to k′ such that f ◦ k = g. As a result, A ⊗ P is a projective object in
M.
Lemma 1.6.4. If A is a finite semisimple monoidal category, then the unit object I is
projective in that category. Plus, all objects are projective in such a category.
Proof. We want to show that I is projective in A. Assume that we are given an epi-
morphism f : A→ B and a map g : I → B. Can we find a map h : I → A such that
f ◦ h = g?
A = ⊕iAi, I = ⊕jIj and B = ⊕kBk for simple objects Ai, Ij and Bk for all i, j, and
k. We can decompose f and g as f = ⊕ik fik and g = ⊕jk gjk where fik : Ai → Bk,
gjk : Ij → Bk are morphisms in A. By Proposition 1.0.2, we get fik = gjk = 0, so any
morphism Ij → Ai works, then we take h as the direct sum of those morphisms and
the result follows afterwards.
A = I ⊗ A for all objects A in A by left unit associativity. A is an exact left
module category over itself by Lemma 1.6.2. I is projective, thus I ⊗ A is projective
by exactness. Hence, every object is projective in A.
Corollary 1.6.1. If a module categoryM over a finite monoidal category A is semisim-
ple, then it is exact.
Proof. Assume thatM is a semisimple module category over a finite monoidal category
A. Any object in a semisimple category is projective, so M is exact.
Corollary 1.6.2. [EtOs] A module category M over a fusion category A is exact if
and only if it is semisimple.
Lemma 1.6.5. Assume that A is a finite, rigid monoidal category with simple unit
object I. Then, any exact module category M over A has enough projectives.
Proof. Assume that A is given as above andM is an exact left module category over A.
Then, we find a projective object P in A with an epimorphism P → I since A is a finite
category. Hence, for all objects M inM, we get an epimorphism P ⊗M → I⊗M ∼= M
in M. M is exact, so P ⊗M is projective by exactness. As a result, we see that M
has enough projectives and there exists a projective cover for every simple object in
M.
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1.7 The Category of Module Functors
Definition 1.7.1. [Os] Assume that M and N are two left module categories over a
finite monoidal category A. A module functor between them is a pair (F , f) where
F : M→N is a functor and f is a family of natural isomorphisms
fXM : F(X ⊗M)→ X ⊗ F(M) (32)
for all objects X in A and M in M such that for any X , Y in A, M in M, the
following diagrams are commutative.
F((X ⊗ Y )⊗M)
f(X⊗Y )M

F(aXY Z) // F(X ⊗ (Y ⊗M))
fX(Y⊗M) // X ⊗F(Y ⊗M)
idX⊗fY M

(X ⊗ Y )⊗ F(M) aXYF(M)
// X ⊗ (Y ⊗F(M))
(33)
F(I ⊗M)
F(lM ) &&▲▲
▲▲
▲▲
▲▲
▲▲
fIM // I ⊗ F(M)
lF(M)xxrrr
rr
rr
rr
r
F(M)
(34)
The collection of all module functors (F , f) : M → N between two module
categories M and N over a finite monoidal category A is denoted by HomA(M, N ).
Lemma 1.7.1. If (F , f) : M→ N and (G, g) : N → K are two module functors,
then (G ◦ F , e) : M→ K is a module functor where e = g ◦ G(f).
A morphism between (F , f) and (G, g) is a natural transformation h : F → G
such that for any X in A, M in M, the following diagram commutes.
F(X ⊗M)
fXM

h(X⊗M) // G(X ⊗M)
gXM

X ⊗ F(M)
idX⊗h(M) // X ⊗ G(M)
(35)
Lemma 1.7.2. HomA(M, N ) is a category of module functors (F , f) : M→N for
all module categories M and N over a given finite monoidal category A.
Two module categories M and N over a finite monoidal category A are equivalent
if there exist module functors (F , f) : M → N , (G, g) : N → M and natural
isomorphisms
h : idN → (F ◦ G), k : idM → (G ◦ F). (36)
We denote the full subcategory of HomA(M, N ) consisting of right exact A mod-
ule functors by HomreA (M, N ). Similarly, we use Hom
le
A(M, N ) to denote the full
subcategory of left exact A module functors and HomeA(M, N ) to denote the full
subcategory of exact A module functors.
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Theorem 1.7.3. [EtOs] Every additive module functor F : M → N between two
module categories M and N over an FRBSU monoidal category A is exact if M is
exact.
1.8 Bimodule Category and Some Properties
[DaNi] Assume that A and B are two finite monoidal categories. A category M is an
(A−B) bimodule category if it is a left A module category and right B module category
such that there exists a middle associativity constraint a consisting of a collection of
isomorphisms
aXMY : X ⊗ (M ⊗ Y )→ (X ⊗M)⊗ Y (37)
natural in X ∈ A, Y ∈ B, M ∈ M which satisfies the commutativity of two
pentagons.
Lemma 1.8.1. IfM is an (A−B) bimodule category, thenMop is a (B−A) bimodule
category.
Proof. Assume thatM is an (A−B) bimodule category. In that situation M is a left
A module category and a right B module category, soMop is a left B module category
and right A module category by Proposition 1.5.1.
We have an associativity constraint a consisting of a family of isomorphisms
aXMY : X ⊗ (M ⊗ Y )→ (X ⊗M)⊗ Y
natural in X ∈ A, Y ∈ B, M ∈ M as in 37 which satisfies the commutativity of
the required diagrams for all X, Y ∈ A, Z, W ∈ B and M ∈ M to be an (A − B)
bimodule. We need to define aop consisting of associativity constraints
a
op
XMY : X ⊗
op (M ⊗op Y )→ (X ⊗op M)⊗op Y. (38)
38 is obtained by reversing the morphism Y ⊗(M⊗X)→ (Y ⊗M)⊗X inM which
is same as aYMX . We can prove the compatibility conditions without no difficulty.
Lemma 1.8.2. Every finite, rigid monoidal category A is a bimodule category over
itself.
Proof. Assume that A is a finite, rigid monoidal category. We can take M = A. We
have a bifunctor F : A×A → A taking (X, Y ) to X ⊗ Y . F is exact in each variable
by Remark 1.3.1.
We can use the associativity constraint a and left unit constraint l in the definition
of a monoidal category. We can see that these satisfy the commutativity of the required
diagrams to be a left A module category. Similarly, it is a right A module category
with the same associativity constraint and right unit constraint r by the definition of a
monoidal category. Also, we use same associativity constraint and a middle associativity
constraint. These satisfy the compatibility conditions.
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Lemma 1.8.3. If A and B are finite monoidal categories, then every exact (A − B)
bimodule category M is finite.
Lemma 1.8.4. [DaNi] If A is a braided monoidal category, then any left A module
category M is an (A−A) bimodule category.
Remark 1.8.1. AA = AAI and AB = IAB.
Proof. Assume that M is an object in AA, so it is a left A module. M ⊗ I ∼= M , so
it is a right I module at the same time. As a result, it is an object in AAI. Same for
IAB.
Lemma 1.8.5. The category AAB consisting of (A − B) bimodules is an (A − A)
bimodule category.
Proof. Every (A−B) bimodule M is a left A module and a right B module in A that
satisfies the compatible conditions, so M is an object in AA and an object in AB. This
means that AAB is a subcategory of AA and a subcategory of AB. AA is a right
A module category and AB is left A module category. As a result, AAB is both a
left A and right A module category. We need to define an associativity constraint a
consisting of associativity isomorphisms as in 37 for all objects X , Y in A, M in AAB
that satisfies the required conditions.
We have two actions A × AAB → AAB taking (X, M) to X ⊗l(AB) M and
AAB ×A → AAB taking (M, Y ) to M ⊗r(AA) Y .
We know that X ⊗l(AB) M is a right B module and we may show that it is a left
A module which means that it is an (A − B) bimodule. Similarly, M ⊗r(AA) Y is an
(A−B) bimodule.
X ⊗l(AB) (M ⊗r(AA) Y )→ (X ⊗l(AB) M)⊗r(AA) Y is an isomorphism since M is an
object in A and the above actions are exactly same as the tensor product in A, we can
use the associativity constraint in A as a middle associativity constraint. It is obvious,
this gives the commutativity of the diagrams in the definition.
The following proposition and its proof is found in [DaNi] and we want to repeat
the proof here.
Proposition 1.8.6. The functor F : AAB → HomreA (AA, AB) taking M to −⊗AM
is an equivalence of categories for all algebras A and B in A for A is a finite monoidal
category.
Proof. We must show that
f : HomAAB(M, N)→ HomHomre
A
(AA, AB)(−⊗A M, −⊗AN)
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is an isomorphism and F is essentially surjective for all (A−B) bimodulesM and N .
We send each morphism M
a // N in the category of (A − B) bimodules to
a natural transformation −⊗A M
f(a) // −⊗A N in the category of module functors
HomreA (AA, AB). Here, −⊗AM, −⊗AN : AA→ AB are A module functors for all
(A−B) bimodules M and N in A.
To show that they are module functors, we show that K⊗AN = K⊗N is a right B
module in the category A at first for all right A modules K in A. We define the action
as a(K⊗N) = (K ⊗N)× B → (K ⊗N) by sending the pair ((k ⊗ n), b) to k ⊗ (n⊗ b)
for all elements k ∈ K, n ∈ N , b ∈ B. As a result, the following diagrams commute
since N is a right B module.
(K ⊗N)⊗B ⊗B
a(K⊗N)⊗id

id(K⊗N)⊗m // (K ⊗N)⊗ B
a(K⊗N)

(K ⊗N)⊗ B
a(K⊗N) // (K ⊗N)
(K ⊗N)⊗B
a(K⊗N) //K ⊗N
(K ⊗N)⊗ I
id⊗u
OO
l(K⊗N)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
We want to show that f is an injection. Let a, b : M → N be two (A−B) bimodule
homomorphisms and f(a) = f(b).
f(a), f(b) : −⊗AM → −⊗A N are natural transformations and for all objects K
in AA, we get f(a)(K) = f(b)(K) : K ⊗A M → K ⊗A N .
For all elements k in K and m in M , we have k⊗ a(m) = k⊗ b(m), so k⊗ (a(m)−
b(m)) = 0 and a(m) = b(m). This says that a = b. Surjectivity is clear. As a result f
is an isomorphism.
For all right exact A module functors G : AA → AB, can we find an (A − B)
bimodule M such that F(M) ∼= G? We take M = G(A). It is (A−B) bimodule.
Now we want to show the commutativity of the required diagram for the natural
isomorphism. For all morphism α : T → S in AA, we get the following commutative
diagram.
T ⊗A G(A)
∼=
ϕ
//
α⊗AG(A)

G(T )
G(α)

S ⊗A G(A)
∼=
θ
// G(S)
T ⊗A G(A) ∼= T ⊗A A ∼= T ∼= G(T ) since G(A) ∼= A and G(T ) ∼= T . Similarly, θ is
an isomorphism, so the diagram commutes.
As a result, we see that HomreA (AA, AB) is a finite category since the category
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AAB is finite.
Similarly, the functor AA → HomleA(AA, AB) takingM toHomAA(−, M) : AA→
AB is an equivalence of categories for all given algebrasA andB inA. So,HomleA(AA, AB)
is a finite category.
Lemma 1.8.7. HomreA (M, N ) is finite if M and N are exact module categories over
A and satisfies the required conditions in Proposition 2.0.13.
Proof. M ≃ AA and N ≃ AB for some algebras A and B in A. So, the category
HomreA (M, N ) is equivalent to the category AAB and AAB is finite.
Lemma 1.8.8. HomreA (M, M) is a monoidal category of endofunctors of M for M
is a left module category over a finite monoidal category A.
Proof. For given two module categories F , G : M → M, we define their tensor
product as the composition G ◦ F : M → M and the unit functor as the identity
of M which is I = idM : M → M. We get an associativity constraint a which is
a family of associative isomorphisms aFGH : (F ◦ G) ◦ H → F ◦ (G ◦ H), left and right
unit constraints satisfying the required compatibility conditions.
Proposition 1.8.9. The monoidal category HomreA (AA, AA) is strict and rigid. If
A = V ec(k), then it is not a rigid category.
Proof. The right and left duals are the right and left adjoint functors.
Theorem 1.8.10. If A is a multifusion category,M and N are module categories over
A, then the category HomreA (M, N ) is semisimple module category over Hom
re
A (M, M)
with action given by composition of functors. It is exact if M and N are exact module
categories over A.
Proof. We define the action as HomreA (M, M) × Hom
re
A (M, N ) → Hom
re
A (M, N )
with (F , G) 7→ G ◦ F .
1.9 The Center of A Bimodule Category
The center ZA(M) of an A bimodule categoryM is defined in [Gr] as below. Here, A
is a finite rigid, monoidal category whose unit object is simple.
The objects are (M, γM) where M is an object inM and γM is a family of natural
isomorphisms γMX : X⊗M → M⊗X which satisfy the commutativity of the following
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diagram where X, Y are objects in A and M is an object in M.
(X ⊗ Y )⊗M
a−1
XY M

γM(XY )//M ⊗ (X ⊗ Y )
a−1
MXY

X ⊗ (Y ⊗M)
X⊗γMY

(M ⊗X)⊗ Y
X ⊗ (M ⊗ Y )
a−1
XMY
// (X ⊗M)⊗ Y
γMX⊗Y
OO
(39)
A morphism between (M, γM) and (N, γN) in ZA(M) is a morphism f : M → N
in M satisfying the condition γN(X)(idX ⊗ f) = (f ⊗ idX)γM(X).
1.10 Definition of A Bicategory
The following definitions are found in [Le1] and [Le2] in detail.
A collection X consisting of the objects A, B, ... is a bicategory if the following
conditions are satisfied.
1. X(A, B) is a category whose objects are 1 arrows f : A → B, g : A → B, ...
and morphisms are 2 arrows γ : f ⇒ g, θ : f ⇒ g , ... as shown in the following
diagram.
A Bγ
f
g
2. FABC : X(B, C) × X(A, B) → X(A, C) is a functor taking the pairs (g, f) to
g ◦ f = gf and (θ, γ) to θ ⋆ γ. θ ⋆ γ is shown as in the following diagram.
A B C =γ θ
f
g
h
k
A Cθ ⋆ γ
h ◦ f
k ◦ g
3. FA : 1→ X(A, A) is a functor sending the object ⋆ in 1 to the arrow idA where
1 is a category with one object.
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4. aABCD : FABD ◦ (FBCD × 1)→ FACD ◦ (1× FABC)
X(C,D)× X(B,C)× X(A,B) X(B,D)× X(A,B)
X(C,D)× X(A,C) X(A, D)
aABCD
FBCD × 1
1×FABC
FACD
FABD
(40)
is a natural isomorphism. aABCD(f, g, h) : (fg)h
∼ // f(gh) are 2 arrows
for all 1 arrows f : C → D, g : B → C and h : A→ B such that the following
pentagon commutes for all 1 arrows f, g, h, k.
((fg)h)k (f(gh))k
(fg)(hk) f((gh)k)
f(g(hk))
a ⋆ idk
a a
idf ⋆ aa
(41)
5. rAB : FAAB ◦ (1× FA)→ G and lAB : FABB ◦ (FB × 1)→H
X(A,B)× X(A,A)
X(A,B) X(A,B)× 1
rAB
FAAB 1× FA
∼
G
X(B,B)× X(A,B)
X(A,B) 1× X(A,B)
lAB
FABB FB × 1
∼
H
(42)
are natural isomorphisms. rAB(f, ⋆) : f ◦ idA // f and lAB(⋆, f) : idB ◦ f // f
are 2 arrows for all 1 arrows f : A→ B such that the following triangle commutes.
(fidA)g
a //
r⋆idg ##●
●●
●●
●●
●●
f(idBg)
idf ⋆l{{✈✈
✈✈
✈✈
✈✈
✈
fg
(43)
Remark 1.10.1. If all natural isomorphisms a, r, l are identities such that (fg)h = f(gh),
1f = f = f1 and same conditions are true for the composition of 2 arrows, then X is
called a 2-category.
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2 Internal Hom of Two Objects in A Module Cat-
egory
In this section, we are assuming thatM is an exact module category over a finite, rigid
monoidal category A whose unit object I is simple and we are given objects M , N in
M.
Lemma 2.0.1. The functor HomM(−⊗M, N) : A → Set is left exact.
Proof. Assume that we have an exact sequence 0 → A → B → C → 0 for all objects
A, B and C in A. Then, the sequence A⊗M → B ⊗M → C ⊗M → 0 is exact since
−⊗M is an exact functor by 27. So, the sequence
0→ HomM(C ⊗M, N)→ HomM(B ⊗M, N)→ HomM(A⊗M, N)
is exact since HomM(−, N) is left exact controvariant functor by Example ??. This
proves the left exactness.
Definition 2.0.1. Internal hom of M and N is an object HomM(M, N) in A which
represents the functor HomM(−⊗M, N) : A → Set whenever it is representable.
This means that there exists a natural isomorphism between the functorsHomM(−⊗
M, N) and HomA(−, HomM(M, N)).
Lemma 2.0.2. The functor HomM(− ⊗M, N) : A → Set is exact if the internal
hom HomM(M, N) exists and projective in A.
Proof. HomM(X ⊗M, N) ∼= HomA(X, HomM(M, N)) for all objects X in A by
existence of representing object. We know that this functor is left exact controvariant
functor by Lemma 2.0.1. We want to show that it is right exact. For this, we need to
show that the controvariant functor HomA(−, HomM(M, N)) : A → Set is right ex-
act which means that the covariant functor HomAop(HomM(M, N), −) : A
op → Set
is right exact.
Assume that 0 // X
f // Y
g // Z // 0 is an exact sequence in Aop. We want
to show that the sequence
0 // HomAop(HomM(M, N), X)
F // HomAop(HomM(M, N), Y )
G // HomAop(HomM(M, N), Z) // 0
is exact in Set. We just need to show that G is an epimorphism since that sequence
is left exact. It is obvious since the internal hom is projective.
This functor is always exact if A is semisimple by Lemma 1.6.4.
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Lemma 2.0.3. HomM(X ⊗M, N) ∼= HomA(X, HomM(M, N)) canonically for all
objects X in A by definition since the functor HomM(−⊗M, N) is controvariant.
Lemma 2.0.4. HomM(M, X ⊗N) ∼= HomA(I, X ⊗HomM(M, N)) canonically for
all objects X in A.
Proof. For all morphisms M → X ⊗N in M, we find a morphism
X+ ⊗M → X+ ⊗X ⊗N → I ⊗N = N (44)
by using rigidity of A. Here, we use the evaluation map evrX : X+ ⊗X → I. So,
HomM(M, X ⊗N) ∼= HomM(X
+ ⊗M, N) ∼= HomA(X
+, HomM(M, N)). (45)
For all morphisms X+ → HomM(M, N), we get a morphism
I → X ⊗X+ → X ⊗HomM(M, N) (46)
by using the coevaluation map. As a result, we get an isomorphism
HomM(X
+, HomM(M, N))
∼= HomA(I, X ⊗HomM(M, N)). (47)
Lemma 2.0.5. HomM(X ⊗M, N) ∼= HomM(M, N)⊗X
+ canonically.
Proof. [Os] We have
HomA(K, HomM(M, N)⊗X
+) ∼= HomA(K ⊗X, HomM(M, N))
∼=
HomM((K⊗X)⊗M, N) ∼= HomM(K⊗(X⊗M), N) ∼= HomA(K, HomM(X⊗M, N))
for all K in M, so HomM(M, N)⊗X
+ ∼= HomM(X ⊗M, N) canonically.
Lemma 2.0.6. HomM(M, X ⊗N)
∼= X ⊗Hom(M, N) canonically.
Proof. See [Os].
Lemma 2.0.7. [EtOs] If we assume that A is a braided monoidal category, then
HomM(M, M) is an algebra for given object M in M if it exists as a representing
object of the functor HomM(−⊗M, M).
Proof. We need to define a multiplication morphism
m : HomM(M, M)⊗HomM(M, M)→ HomM(M, M)
and a unit morphism u : I → HomM(M, M) satisfying the required compatibility
conditions.
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[Os] finds a multiplication morphism m as below.
idHomM(M, M) is in HomA(HomM(M, M), HomM(M, M)) since HomM(M, M)
is an object in A.
HomA(HomM(M, M), HomM(M, M))
∼= HomM(HomM(M, M)⊗M, M)
by definition. So, we get a unique morphism f : HomM(M, M) ⊗ M → M
corresponding to idHomM(M, M). Using this morphism, we get a composition
HomM(M, M)⊗ (HomM(M, M)⊗M) HomM(M, M)⊗M M
id⊗ f f
This is same as the morphism (HomM(M, M)⊗HomM(M, M))⊗M →M since
HomM(M, M)⊗ (HomM(M, M)⊗M) ∼= (HomM(M, M)⊗HomM(M, M))⊗M.
This defines a multiplication morphism
HomM(M, M)⊗HomM(M, M)→ HomM(M, M) as shown in [Os].
This multiplication is associative since HomM(M, M) is an object in A and we
have the associativity constraint.
For the compatibility conditions, we need to show that the following diagrams com-
mute.
HomM(M, M)⊗HomM(M, M)⊗HomM(M, M)
HomM(M, M)⊗HomM(M, M) HomM(M, M)⊗HomM(M, M)
HomM(M, M)
m⊗ id id⊗m
m m
HomM(M, M)⊗HomM(M, M) HomM(M, M)
I ⊗HomM(M, M)
m
u⊗ id
l
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HomM(M, M)⊗HomM(M, M) HomM(M, M)
HomM(M, M)⊗ I
m
id⊗ u
r
We have the isomorphisms
HomA(HomM(M, M)⊗HomM(M, M), HomM(M, M))
∼=
HomM(HomM(M, M)⊗HomM(M, M)⊗M, M),
HomA(HomM(M, M), HomM(M, M))
∼= HomM(Hom(M, M)⊗M, M).
m is a morphism in the first hom set and id is a morphism in the second one.
Also, we have a composition of hom sets
HomA(A⊗A⊗ A, A⊗A)×HomA(A⊗A, A)→ HomA(A⊗ A⊗ A, A)
for A = HomM(M, M) taking (m ⊗ id, m) to m ◦ (m ⊗ id) and (id ⊗m, m) to
m ◦ (id ⊗m). We may prove that m ◦ (m⊗ id) = m ◦ (id ⊗m) for the commutativity
of the first diagram.
Now, we want to find a unit morphism u : I → HomM(M, M) satisfying the
commutativity of the required diagrams.
HomM(M, X⊗N) ∼= HomA(I, X⊗HomM(M, N)) for all objects X in A. Taking
X = I andM = N , we get an isomorphismHomM(M, M) ∼= HomA(I, HomM(M, M)).
So, for the identity morphism idM : M → M , we get a unique morphism u : I →
HomM(M, M).
We have an isomorphism
HomA(I ⊗HomM(M, M), HomM(M, M))
∼= HomM(I ⊗HomM(M, M)⊗M, M).
The diagram
HomM(M, M)⊗HomM(M, M) HomM(M, M)
I ⊗HomM(M, M)
m
u⊗ id
l
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corresponds to the diagram
HomM(M, M)⊗HomM(M, M)⊗M M
I ⊗HomM(M, M)⊗M
u⊗ id
And we get another diagram
M ⊗HomM(M, M)⊗M M
M ⊗HomM(M, M)⊗M
idM ⊗ id
Obviously, this diagram commutes. As a result, the first one commutes and we get
the result. We follow the similar way for the right associativity constraint.
Lemma 2.0.8. [Baki] (+A)+ = A for all objects A in a rigid monoidal category A.
Lemma 2.0.9. [EtOs] HomAA(M, M) = (M ⊗
+ M)+ = (+M)+ ⊗M+ =M ⊗M+ ∼=
M+ ⊗ M for all right A modules M in a left module category AA over an FRBSU
monoidal category A.
Lemma 2.0.10. HomM(M, N) is a right HomM(M, M) module in A.
Proof. We need to define a multiplication morphism
a : HomM(M, N)⊗HomM(M, M)→ HomM(M, N)
satisfying the commutativity of the following diagrams.
HomM(M, N)⊗HomM(M, M)⊗HomM(M, M)
HomM(M, N)⊗HomM(M, M) HomM(M, N)⊗HomM(M, M)
HomM(M, N)
id⊗m a⊗ id
a a
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HomM(M, N)⊗HomM(M, M) HomM(M, N)
HomM(M, N)⊗ I
a
id⊗ u
l
HomA(HomM(M, N)⊗HomM(M, M), HomM(M, N))
∼= HomM(HomM(M, N)⊗HomM(M, M)⊗M, N),
HomA(HomM(M, N), HomM(M, N))
∼= HomM(HomM(M, N)⊗M, N).
So the identity morphism idHomM(M, N) corresponds to a morphism
k : HomM(M, N)⊗M → N
and a corresponds to a composition
HomM(M, N)⊗HomM(M, M)⊗M → HomM(M, N)⊗M → N
which is k ◦ (idHomM(M, N) ⊗ f) and f is the morphism HomM(M, M)⊗M → M
that corresponds to idHomM(M, M).
It is easy to show that those diagrams commute.
Lemma 2.0.11. If A = HomM(M, M) is the algebra defined as above, then AA is an
exact left module category over A.
Proposition 2.0.12. [EtOs] The mapping HomM(M, −) : M → AA is an exact
module functor.
Proof. f is a family of natural isomorphisms fXN : HomM(M, X ⊗ N) → X ⊗
HomM(M, N) for all objects X in A, N in M such that for all X , Y in A, N in M,
the following diagrams commute.
HomM(M, (X ⊗ Y )⊗N)

// HomM(M, X ⊗ (Y ⊗N)) // X ⊗HomM(M, Y ⊗N)

(X ⊗ Y )⊗HomM(M, N) // X ⊗ (Y ⊗HomM(M, N))
HomM(M, I ⊗N)
F(l(M)) ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
// I ⊗HomM(M, N)
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
HomM(M, N)
Exactness comes from 1.7.3 and this proves the proposition.
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Theorem 2.0.13. [EtOs] Assume that M is an exact module category over a finite,
rigid monoidal category A such that the unit object in A is simple. Let Hom(M, M) =
A is the algebra defined as above. Assume further that there exists an object X ∈
A for all objects N ∈ M such that HomM(X ⊗ M, N) 6= 0. Then, the functor
HomM(M, −) : M→ AA is an equivalence of module categories.
Proof. We need to show that
HomM(N, K)→ HomAA(HomM(M, N), HomM(M, K))
is an isomorphism for all objects N and K in M and F is essentially surjective
for the equivalence. [Os] proves the isomorphism for all objects N of the form X ⊗M
and for all objects K in M first, then the author proves it for all objects N and K in
M by using the exactness of the functor HomM(M, −). After that, [Os] shows that
HomM(M, −) is essentially surjective.
We may apply similar way to prove the proposition. In [Os], the proposition is
given whenever the category is semisimple, hence exact means semisimple in such a
category. M is indecomposable module category there instead of the assumption for
M in here.
Example 2.0.1. V ecf(k) is an FRBSU monoidal category and it is an exact left module
category over itself with the tensor multiplication. Let A = HomV ecf (k)(M, M). A is
an algebra over k for a right A module M in V ecf(k). For all right A modules N in
V ecf (k), we get a surjection N ⊗M → N , hence M genetares V ecf(k) and as a result,
V ecf (k) ≃ V ecf (k)A by Theorem 2.0.13.
Lemma 2.0.14. The left module category AA for A = HomM(M, M) for some object
M in M is a finite category, hence M is a finite category.
3 Invertible Bimodule Categories
We use [Gr] and [EtNiOs] at most for the following information.
Lemma 3.0.15. Assume that M is an (A − B) bimodule category and N is a (B −
C) bimodule category for given finite, rigid monoidal categories A, B and C. Then,
HomreB (M
op, N ) is an (A− C) bimodule category. It is abelian. If A = B, M and N
are exact, then it is exact.
Proof. To prove that HomreB (M
op, N ) is an (A− C) bimodule category, we define the
left action of A on HomreB (M
op, N ) by
F : A×HomreB (M
op, N )→ HomreB (M
op, N ), (A, F)→ A⊗ F
for all objects A in A and right exact module functors F : Mop → N . Here, we
have (A ⊗ F)(M) = F(M ⊗ A) for all objects M in Mop. Mop is a right A module
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category, so M ⊗A is an object inMop. We need to show that F is a biexact bifunctor,
that is F(−, F) is exact for all right exact module functors F : Mop → N which
means that exact in the first variable and F(A, −) is exact for all objects A in A which
means that exact in the second variable.
To prove that F(−, F) is an exact functor, we need to show that
0→ A⊗F → B ⊗ F → C ⊗ F → 0
is an exact sequence of natural transformations of right exact module functors from
Mop to N whenever the sequence 0 → A → B → C → 0 is exact. That sequence of
natural transformations is a sequence of morphisms
0→ (A⊗ F)(M)→ (B ⊗F)(M)→ (C ⊗F)(M)→ 0 (48)
for all objects M in Mop which satisfies the compatibility conditions for all mor-
phisms M → N in Mop. This sequence is same as the sequence
0→ F(M ⊗ A)→ F(M ⊗ B)→ F(M ⊗ C)→ 0 (49)
by the above action. The sequence 0→ M ⊗ A→ M ⊗ B → M ⊗ C → 0 is exact
since the action is an exact functor by definition of module category. As a result, 49 is
an exact sequence by Lemma 1.7.3.
Assume that 0 → F → G → H → 0 is an exact sequence of module functors in
HomreB (M
op, N ). It is clear that the sequence 0→ A⊗ F → A⊗ G → A⊗H → 0 is
exact. As a result, F(A, −) is an exact functor.
How do we get an associativity constraint a consisting of a family of associativity
isomorphism aABF : (A ⊗ B) ⊗ F → A ⊗ (B ⊗ F) for all objects A, B in A, right
exact module functors F : Mop → N and a unit constraint l consisting of a family
of unit isomorphisms lF : I ⊗ F → F for the unit object I in A, module functor
F : Mop → N making the required diagrams commute.
For all objects A, B in A, module functors F : Mop → N , we get
((A⊗B)⊗F)(M) = F(M ⊗ (A⊗B)),
(A⊗ (B ⊗F))(M) = (B ⊗F)(M ⊗A) = F((M ⊗A)⊗B).
Mop is a right A module category, so M ⊗ (A ⊗ B) ∼= (M ⊗ A) ⊗ B). We get a
short exact sequence 0→ M ⊗ (A⊗ B) → (M ⊗ A)⊗ B → 0. F is exact by 1.7.3, so
the sequence 0 → F(M ⊗ (A ⊗ B)) → F((M ⊗ A) ⊗ B) → 0 is exact, hence we get
an isomorphism F(M ⊗ (A⊗ B)) ∼= F((M ⊗A)⊗B) and use this isomorphism as an
associativity constraint. Similarly, we define l.
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G : HomreB (M
op, N )×C → HomreB (M
op, N ) is the right action of C onHomreB (M
op, N )
with (F , C)→ F⊗C for all objects C in C and right exact module functors F : Mop →
N .
Here, F ⊗ C : Mop → N such that (F ⊗ C)(M) = F(M) ⊗ C for all objects M
in Mop. N is right C module category, so F(M)⊗ C is an object in N . We can show
that G is a biexact bifunctor in a similar way. After that we find a right associativity
constraint and a right unit constraint satisfying the required conditions.
Finally, we find a middle associativity constraint satisfying two commutative dia-
grams, hence the lemma is proved.
Corollary 3.0.1. If M is an (A− B) bimodule category, then
HomreB (M
op, B) ≃M ≃ HomreA (A
op, M) (50)
canonically as (A− B) bimodule categories.
Lemma 3.0.16. [Os] FM : A → HomreA (M, M) is a monoidal functor that takes
any object A in A to A ⊗lM − where A is a finite, braided monoidal category and M
is a left A module category.
Proof. First, we want to show that A ⊗ − is a right exact A module functor for all
objects A in A. The right exactness is clear by definition of module category.
Hom sets are vector spaces, because M is finite by Lemma 2.0.14. That functor is
k linear since all functions f : HomM(A, B) → HomM(A ⊗ −, B ⊗ −) are linear
maps for all objects A and B in M.
For the functors F1, F2 : A → B, k1, k2 ∈ k, we get f(k1F1 + k2F2) = F
where ((k1 + k2)A)⊗−
F // ((k1 + k2)B)⊗− is a natural transformation. This nat-
ural transformation is same as
(k1(A⊗−)→ k1(B ⊗−)) + (k2(A⊗−)→ k2(B ⊗−))
which is same as k1f(F1) + k2f(F2).
For all objects B in A and for all objects M in M, we obtain
fBM = aBAM ◦ cAB ◦ a
−1
ABM : A⊗ (B ⊗M)
// B ⊗ (A⊗M)
by using associativity constraint and the braiding as in the following diagram.
A⊗ (B ⊗M)
∼=
a−1
ABM
// (A⊗ B)⊗M
∼=
cAB
// (B ⊗ A)⊗M
∼=
aBAM
// B ⊗ (A⊗M) .
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It is easy to see that the compatibility conditions are satisfied, hence it is a module
functor.
Now, we want to prove that the assignment FM : A → HomreA (M, M) taking
any object A in A to a right exact module functor F(A) : M → M defined by
F(A)(M) = A⊗M for all objects M in M is a monoidal functor.
There exists a natural transformation γAB : FM(A) ◦ FM(B)→ FM(A⊗B).
(FM(A) ◦ FM(B))(M) = FM(A)(B ⊗M) = A⊗ (B ⊗M) and FM(A⊗ B)(M) =
(A⊗B)⊗M for all M in M.
We have an isomorphism a−1 : A⊗ (B ⊗M)→ (A⊗B)⊗M . This says that
a−1 : (FM(A) ◦ FM(B))(M)→ FM(A⊗B)(M)
is an isomorphism for all M in M, so γAB is a natural isomorphism.
Also I → FM(I) = I ⊗M is an isomorphism by left unit constraint. We may show
that the diagrams commute. So, we get the result.
Definition 3.0.2. An (A−B) bimodule category M for A and B are finite monoidal
categories is invertible if the monoidal functors B → HomreA (M, M) taking all objects
B in B to −⊗ B and A → HomreB (M
op, Mop) = HomB(M, M) taking all objects A
in A to A⊗− are equivalences as bimodule categories.
The following proposition is found in [EtNiOs] for fusion categories.
Proposition 3.0.17. An (A− B) bimodule category M for given finite monoidal cat-
egories A and B is invertible if and only if for all objects A in A and B in B, the
monoidal functor
R : Brev → HomreA (M, M), R(B)(M) = M ⊗ B
is an equivalence of (B −B) bimodule categories if and only if the monoidal functor
L : A → HomreB (M, M), L(A)(M) = A⊗M
is an equivalence of (A−A) bimodule categories.
Proof. If M is invertible, then B ≃ HomreA (M, M) as (B − B) bimodule categories.
So, Brev ≃ HomreA (M, M).
Similarly, A ≃ HomreB (M
op, Mop) = HomreB (M, M) as (B − B) bimodule cate-
gories.
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Conversely, if R is an equivalence, then Brev ≃ HomreA (M, M) as (B−B) bimodule
categories, so B ≃ HomreA (M, M) and if L is an equivalence, then
A ≃ HomreB (M, M) = Hom
re
B (M
op, Mop)
as (A−A) bimodule categories. If R and L are equivalences, thenM is invertible.
See [EtNiOs] for the rest of the proof.
Note 3.0.1. If A is a finite braided monoidal category and M is an invertible left A
module category such that M ≃ AA, then M is an (A− A) bimodule category with
right action given by M ⊗rM A = A⊗lMM for all objects A in A and M in M.
Remark 3.0.2. If A is a finite braided monoidal category, M is an invertible (A− A)
bimodule category and A is an object in A, then we obtain two monoidal equivalences
R : Arev → HomreA (M, M), R(A)(M) = M ⊗ A
L : A → HomreA (M, M), L(A)(M) = A⊗M
by Proposition 3.0.17 for all objects M in M.
Corollary 3.0.2. [EtNiOs] Assume that the left module category M over a fusion
category A is invertible. Then, it is indecomposable left module category over A.
Proof. Let A be a fusion category and M be decomposable module category over A
under the given conditions. Then, M ≃ P ⊕ Q for indecomposable module cate-
gories P and Q over A and A = ⊕
i
Ai for simple objects Ai in A for all objects A
in A since A is a semisimple monoidal category. The monoidal functor L : A →
HomreB (M, M), L(A)(M) = A⊗M between monoidal categories is an equivalence for
all objects A in A and for all objects M in M under these conditions.
A⊗M = (⊕
i
Ai)⊗lMM ≃ (⊕
i
Ai)⊗lM (P ⊕Q) = ((⊕
i
Ai)⊗lP P )⊕ ((⊕
i
Ai)⊗lQ Q)
= (⊕
i
(Ai ⊗lP P )⊕ (⊕
i
(Ai ⊗lQ Q)) for all objects P in P and Q in Q.
However, ⊕
i
(Ai ⊗lP P ) ⊕ ⊕
i
(Ai ⊗lQ Q) is an object in P ⊕ Q. This means that
⊕
i
(Ai ⊗lP P ) is an object in P and ⊕
i
(Ai ⊗lQ Q) is an object in Q. So, P = ⊕
i
(Ai ⊗P)
and Q = ⊕
i
(Ai⊗Q). This is a contradiction since P and Q are indecomposable module
categories over A. As a result, M is indecomposable.
4 2-Category of FRBSU Monoidal Categories
Lemma 4.0.18. The composition of two monoidal functors is again a monoidal functor.
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Proof. There exists a functor Hom(B, C) × Hom(A, B) → Hom(A, C) taking any
pair (F , G) to F ◦ G for given monoidal functors (F , β, ϕ1) : B → C in Hom(B, C)
and (G, ψ, ϕ2) : A → B in Hom(A, B).
β is a family of natural isomorphisms βXY : F(X) ⊗ F(Y ) → F(X ⊗ Y ) for all
objects X , Y in B and ψ is a family of natural isomorphisms ψAB : G(A) ⊗ G(B) →
G(A⊗ B) for all objects A and B in A.
We want to show that F ◦ G is a monoidal category. We define γ as a family of
natural isomorphisms γAB = F(ψAB) ◦ βG(A)G(B) for all objects A and B in A as in the
following diagram.
F(G(A))⊗ F(G(B)) F(G(A)⊗ G(B)) F(G(A⊗B))
(F ◦ G)(A)⊗ (F ◦ G)(B) F(G(A)⊗ G(B)) (F ◦ G)(A⊗B)
βG(A)G(B) F(ψAB)
βG(A)G(B) F(ψAB)
I ∼= G(I), so I ∼= F(I) ∼= (F ◦ G)(I) for the unit object I in A. It is easy to prove
the commutativity of the required diagrams.
If we have natural transformations θ1 : F1 ⇒ F2 in Hom(B, C) and θ2 : G1 ⇒ G2
in Hom(A, B), then the composition is again a natural transformation. This gives a
morphism inHom(A, C) corresponding to the pair (θ1, θ2) inHom(B, C)×Hom(A, B).
Proposition 4.0.19. The collection of all FRBSU monoidal categories forms a 2-
categoryMCT in which 1 arrows are braided monoidal functors of those categories and
2 arrows are natural isomorphisms between those monoidal functors.
Proof. X =MCT . Objects are FRBSU monoidal categories.
MCT (A, B) is a category in which 1 arrows are braided monoidal functors K : A →
B and 2 arrows are natural isomorphisms θ : K ⇒ L for all monoidal functors
K, L : A → B. We show 2 arrows as in the following diagram.
A Bθ
K
L
FABC : MCT (B, C) ×MCT (A, B) → MCT (A, C) is a functor taking the pair
(L, K) to L ◦ K and the pair (θ, γ) to θ ⋆ γ by Lemma 4.0.18.
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FA : 1→MCT (A, A) is a functor sending the object ⋆ in 1 to 1 arrow idA : A →
A.
aABCD : FABD ◦ (FBCD × 1)→ FACD ◦ (1×FABC)
MCT (C, D)×MCT (B, C)×MCT (A, B) MCT (B, D)×MCT (A, B)
MCT (C, D)×MCT (A, C) MCT (A, D)
aABCD
FBCD × 1
1× FABC
FACD
FABD
is a natural isomorphism.
(FABD ◦ (FBCD × 1))(K, L, M) = FABD(K ◦ L, M) = (K ◦ L) ◦M,
(FACD ◦ (1× FABC))(K, L, M) = FACD(K, L ◦M) = K ◦ (L ◦M)
for all 1 arrows K, L, M. (K ◦ L) ◦M = K ◦ (L ◦M) and aABCD(K, L, M) =
idK◦L◦M.
For all morphisms α : (K1, L1, M1)→ (K2, L2, M2) in
MCT (C, D)×MCT (B, C)×MCT (A, B),
the following diagram
(K1 ◦ L1) ◦M1 (K2 ◦ L2) ◦M2
K1 ◦ (L1 ◦M1) K2 ◦ (L2 ◦M2)
(FABD ◦ (FBCD × 1))(α)
aABCD(K1, L1, M1)
(FACD ◦ (1× FABC))(α)
aABCD(K2, L2, M2)
commutes. As a result aABCD(K, L, M) is a natural isomorphism for all 1 arrows
K, L and M. Similarly, we show r and l are natural isomorphisms. Hence, MCT is a
2-category.
5 CrossedModules and Morphisms Of CrossedMod-
ules
A crossed module C = [N
hC //M ] is a pair of groups (M, N) such that M acts on
N by M × N → N taking (m, n) to mn and hC : N → M is a group homomorphism
satisfying the conditions hC(
mn) = mhC(n)m
−1 and hC(n)n′ = nn′n−1 for all n, n′ ∈ N
and m ∈M .
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5.1 Strict Morphisms and Butterflies Between Crossed Mod-
ules
We use [No] and [AlNo] as references here.
Definition 5.1.1. For given crossed modules C1 = [N1
hC1 //M1] and C2 = [N2
hC2 //M2] ,
a strict morphism F = (f1, f2) between them is a pair of group homomorphisms
f1 : M1 → M2 and f2 : N1 → N2 such that hC2 ◦ f2 = f1 ◦ hC1 and f2(
mn) =f1(m) f2(n)
for all n ∈ N1 and m ∈M1. We show that morphism by the following diagram.
N1 N2
M1 M2
f2
hC1 hC2
f1 (51)
Definition 5.1.2. The strict morphism in Diagram 51 is an equivalence of crossed
modules if π2(C1) ∼= π2(C2) and π1(C1) ∼= π1(C2).
Definition 5.1.3. The commutative diagram of group homomorphisms
N1
f
  ❇
❇❇
❇❇
❇❇
❇
hC1

N2
k
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
hC2

E
t   ❇
❇❇
❇❇
❇❇
❇
g~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
M1 M2
(52)
is a butterfly between two crossed modules C1 = [N1
hC1 //M1] and C2 = [N2
hC2 //M2]
if it satisfies the following axioms.
1. Both diagonal sequences are complexes,
2. The NE-SW sequence is a group extension,
3. k(t(x)n2) = xk(n2)x
−1 and f(g(x)n1) = xf(n1)x
−1 for all x ∈ E, n1 ∈ N1, n2 ∈ N2.
We denote the above butterfly with (E, t, g, k, f). Also, we can denote that
butterfly by P : C1 → C2 for crossed modules C1 and C2.
Definition 5.1.4. A butterfly is reversible(equivalence) if both of the diagonals are
extensions, that is a butterfly such that the NW-SE sequence is short exact. It is
splittable if there exists a splitting homomorphism s : M1 → E such that g ◦ s = idM1
which is same as the condition that the NE-SW sequence is a split extension.
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The inverse of the butterfly in Diagram 52 is shown as in the following diagram
which is a butterfly.
N2
k
  ❇
❇❇
❇❇
❇❇
❇
hC2

N1
f
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
hC1

E
g   ❇
❇❇
❇❇
❇❇
❇
t~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
M2 M1
(53)
Proposition 5.1.1. Every split butterfly corresponds to a unique strict morphism
(f1, f2) between two crossed modules.
Proof. Assume that (f1, f2) is a strict morphism as in Diagram 51. We get a commu-
tative diagram
N1
f
$$❏❏
❏❏
❏❏
❏❏
❏❏
hC1

N2
k
zzttt
tt
tt
tt
t
hC2

N2 ⋉M1
t $$❏
❏❏
❏❏
❏❏
❏❏
❏
g
zzttt
tt
tt
tt
t
M1 M2
(54)
which means that the NE-SW sequence is a split extension in that butterfly, that is
E = N2 ⋉M1 with the product law (n1, m1).(n2, m2) = (n1.
f1(m1)n2, m1.m2) for all
m1, m2 ∈M1 and n1, n2 ∈ N2.
Here, we define g as a projection, k(n) = (idN2 , 1)(n) = (n, 1) for all n ∈ N2,
f(n) = (f2(n
−1), h1(n)) for all n ∈ N1 and t(n, m) = h2(n).f1(m) for all n ∈ N2 and
m ∈M1.
Conversely, if we are given a split butterfly as in Diagram 54, we can find a canonical
splitting homomorphism s : M1 → N2 ⋉M1 taking m to (1, m) for all m ∈ M1. We
define f1 = t ◦ s. f2 can be defined from the equation s ◦ h1 = f.(k ◦ f2). We can see
that those group homomorphisms satisfy the required conditions.
5.2 Strict Morphisms and 2-Category of Crossed Modules
Lemma 5.2.1. [No] The collection XM consisting of crossed modules forms a category
whose morphisms are strict morphisms of crossed modules as defined in 51.
Definition 5.2.1. A pointed natural transformation PNT : G⇒ F between two strict
morphisms F = (f1, f2) and G = (g1, g2) for the crossed modules C1 = [N1
hC1 //M1]
and C2 = [N2
hC2 //M2] is a crossed homomorphism γ : M1 → N2 such that for all
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a, a′ ∈M1,
γ(aa′) = (f1(a
′)γ(a)).γ(a′) (55)
and the following conditions are satisfied.
1. g1(a) = f1(a)hC2(γ(a
−1)) for all a ∈M1
2. g2(b) = f2(b)γ(hC1(b
−1)) for all b ∈ N1
Remark 5.2.1. A pointed natural transformation PNT : G ⇒ F between the crossed
modules C1 = [N1
hC1 //M1] and C2 = [N2
hC2 //M2] that is a crossed homomorphism
γ : M1 → N2 is an isomorphism if there exists a pointed natural transformation
PNT ′ : F ⇒ G which is a crossed homomorphism γ′ : M1 → N2 defined by γ
′(m) =
γ−1(m) for all m ∈M1.
Lemma 5.2.2. There exists a 2-category XM whose objects are crossed modules, 1
arrows are strict morphisms between those crossed modules and 2 arrows are pointed
natural transformations between those strict morphisms such that the pointed natu-
ral transformations PNT : G ⇒ G are the trivial pointed natural transformations
where G is a strict morphism between any crossed modules C1 = [N1
hC1 //M1] and
C2 = [N2
hC2 //M2] in XM.
Proof. We take X = XM. First, we need to show that XM(C1, C2) is a cate-
gory whose objects are 1 arrows and morphisms are 2 arrows for the crossed modules
C1 = [N1
hC1 //M1] and C2 = [N2
hC2 //M2] in XM.
The identity morphism is the trivial pointed natural transformation.
We define the composition of two pointed natural transformations PNT1 : G⇒ F
which is a crossed homomorphism γ1 and PNT2 : F ⇒ E which is a crossed homo-
morphism γ2 between the strict morphisms as γ = γ2.γ1 : M1 → N2. For all elements
a, a′ in M1, we get
γ(a.a′) = γ2(a.a
′).γ1(a.a
′) = (e1(a
′)γ2(a))γ2(a
′).(f1(a
′)γ1(a))γ1(a
′)
= (e1(a
′)γ2(a))γ2(a
′)(e1(a
′)hC2(γ2((a
′)−1))γ1(a))γ1(a
′) since f1(a
′) = e1(a
′)hC2(γ2((a
′)−1))
= (e1(a
′)γ2(a))γ2(a
′)(e1(a
′)γ2((a
′)−1)γ1(a)γ2(a
′))γ1(a
′) since
hC2(γ2((a
′)−1))γ1(a) = γ2((a
′)−1).γ1(a).γ2(a
′) by definition of crossed module
= (e1(a
′)γ2(a)).γ2(a
′).(e1(a
′)γ2((a
′)−1)).(e1(a
′)γ1(a)).(
e1(a′)γ2(a
′)).γ1(a
′)
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= (e1(a
′)γ2(a)).γ2(a
′).(e1(a
′)γ2((a
′)−1)).γ2(a
′).γ2((a
′)−1).(e1(a
′)γ1(a)).(
e1(a′)γ2(a
′)).γ1(a
′)
= (e1(a
′)γ2(a)).γ2(a
′).γ2((a
′)−1.a′).γ2((a
′)−1).(e1(a
′)γ1(a)).(
e1(a′)γ2(a
′)).γ2(a
′).γ2((a
′)−1).γ1(a
′)
= (e1(a
′)γ2(a)).(
e1(a′)γ1(a)).γ2(a
′a′).γ2((a
′)−1).γ1(a
′)
= (e1(a
′)γ2(a).γ1(a)).γ2(a
′).γ1(a
′)
= (e1(a
′)γ(a)).γ(a′).
g1(a) = f1(a).hC2(γ1(a
−1)) since PNT1 : G⇒ F is a pointed natural transformation
which is a crossed homomorphism γ1 and f1(a) = e1(a).hC2(γ2(a
−1)) since PNT2 : F ⇒
E is a pointed natural transformation which is a crossed homomorphism γ2. Hence,
g1(a) = e1(a).hC2(γ2(a
−1)).hC2(γ1(a
−1)) = e1(a).hC2((γ2.γ1)(a
−1)) = e1(a).hC2(γ(a
−1)
as desired. Similarly, we may show the other part. As a result, γ is a crossed ho-
momorphism and gives a pointed natural transformation PNT3 : G⇒ E.
It is clear that the composition is associative.
For all pointed natural transformations PNT : G⇒ F , the crossed homomorphism
γ and id : F ⇒ F , the composition id ⋆ PNT : G ⇒ F is equal to PNT . Similarly,
we show the other part.
As a result, XM(C1, C2) is a category.
The mapping FC1C2C3 : XM(C2, C3) × XM(C1, C2) → XM(C1, C3) is a func-
tor. We send each pair (G, F ) to G ◦ F where G = (g1, g2), F = (f1, f2) and
G ◦ F = (g1 ◦ f1, g2 ◦ f2) are strict morphims between the corresponding crossed mod-
ules.
We send each pair of pointed natural transformations PNT2 : E ⇒ K which is
a crossed homomorphism γ2 and PNT1 : G ⇒ F which is a crossed homomorphism
γ1 to their composition PNT3 : E ◦ G ⇒ K ◦ F . Here, G = (g1, g2), F = (f1, f2),
E = (e1, e2) and K = (k1, k2) are strict morphisms. We need to define a crossed
homomorphism γ3.
We take γ3 = (k2 ◦ γ1).(γ2 ◦ g1) and see it satisfies the required conditions to be a
crossed homomorphism. We draw the following diagrams to see the relation between
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the strict morphisms.
C1 C2 C3 =γ1 γ2
G = (g1, g2)
F = (f1, f2)
E = (e1, e2)
K = (k1, k2)
C1 C3γ3
E ◦G = (e1 ◦ g1, e2 ◦ g2)
K ◦ F = (k1 ◦ f1, k2 ◦ f2)
We also draw the following diagrams to understand the group homomorphisms bet-
ter.
N1
M1 M2
N2 N3
M3
hC1
g2
f2
g1
f1
hC2
e2
k2
e1
k1
hC3 ⇒γ1 γ2
N1
M1 M3
N3
hC1
e2 ◦ g2
k2 ◦ f2
e1 ◦ g1
k1 ◦ f1
hC3γ3
For all a, a′ ∈ M1, b ∈ N1 and c ∈ N2, d, d′ ∈ M2, we get the following equalities
by definition of γ1 and γ2.
1. γ1(a.a
′) = (f1(a
′)γ1(a)).γ1(a
′)
2. g1(a) = f1(a).hC2(γ1(a
−1))
3. g2(b) = f2(b).γ1(hC1(b
−1))
4. γ2(d.d
′) = (k1(d
′)γ2(d)).γ2(d
′)
5. e1(d) = k1(d).hC3(γ2(d
−1))
6. e2(c) = k2(c).γ2(hC2(c
−1))
For all a′ ∈M1, we have
(k1 ◦ g1)(a
′) = k1(f1(a
′).hC2(γ1((a
′)−1))) = (k1 ◦ f1)(a
′).(k1 ◦ hC2)(γ1((a
′)−1)), (56)
((k1◦f1)(a
′)(k2 ◦ γ1)((a
′)−1)) = k2(
f1(a′)γ1((a
′)−1)) (57)
= k2((
f1(a′)γ1((a
′)−1)).γ1(a
′).γ1((a
′)−1)) (58)
= k2((a
′)−1.a′.γ1((a
′)−1)) = (k2 ◦ γ1)((a
′)−1). (59)
For all a, a′ ∈M1, we have
γ3(a.a
′) = (k2 ◦ γ1)(a.a′).(γ2 ◦ g1)(a.a′) = k2((f1(a
′)γ1(a)).γ1(a
′)).γ2(g1(a).g1(a
′)) by 1
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= k2(
f1(a′)γ1(a)).k2(γ1(a
′)).((k1◦g1)(a
′)(γ2 ◦ g1)(a)).(γ2 ◦ g1)(a′) by 4
= k2(
f1(a′)γ1(a)).k2(γ1(a
′)).((k1◦f1)(a
′).k1(hC2 (γ1((a
′)−1)))(γ2 ◦ g1)(a)).(γ2 ◦ g1)(a′) by 56
= k2(
f1(a′)γ1(a)).k2(γ1(a
′)).((k1◦f1)(a
′).(hC3(k2◦γ1)((a
′)−1))(γ2◦g1)(a)).(γ2◦g1)(a′) since K
is a strict morphism
= k2(
f1(a′)γ1(a)).k2(γ1(a
′)).((k1◦f1)(a
′)(k2 ◦ γ1)((a′)−1).(γ2 ◦ g1)(a).(k2 ◦ γ1)(a′)).(γ2 ◦
g1)(a
′) by definition of C3
= k2(
f1(a′)γ1(a)).k2(γ1(a
′)).((k1◦f1)(a
′)(k2 ◦ γ1)((a′)−1)).((k1◦f1)(a
′)(γ2 ◦ g1)(a)).
((k1◦f1)(a
′)(k2 ◦ γ1)(a′)).(γ2 ◦ g1)(a′)
= ((k1◦f1)(a
′)(k2 ◦ γ1)(a)).k2(γ1(a′)).((k1◦f1)(a
′)(k2 ◦ γ1)((a′)−1)).((k1◦f1)(a
′)(γ2 ◦ g1)(a)).
((k1◦f1)(a
′)(k2 ◦ γ1)(a
′)).(γ2 ◦ g1)(a
′) since K is a strict morphism
= ((k1◦f1)(a
′)(k2 ◦ γ1)(a)).k2(γ1(a′)).(k2 ◦ γ1)((a′)−1).((k1◦f1)(a
′)(γ2 ◦ g1)(a)).
((k1◦f1)(a
′)(k2 ◦ γ1)(a′)).(γ2 ◦ g1)(a′) by 59
= ((k1◦f1)(a
′)(k2 ◦ γ1)(a)).(
(k1◦f1)(a′)(γ2 ◦ g1)(a)).(
(k1◦f1)(a′)(k2 ◦ γ1)(a
′)).(γ2 ◦ g1)(a
′)
= ((k1◦f1)(a
′)(k2 ◦ γ1)(a)).((k1◦f1)(a
′)(γ2 ◦ g1)(a)).(k2 ◦ γ1)(a′).(γ2 ◦ g1)(a′) by 59
= ((k1◦f1)(a
′)(k2 ◦ γ1)(a).(γ2 ◦ g1)(a)).(k2 ◦ γ1)(a′).(γ2 ◦ g1)(a′)
= ((k1◦f1)(a
′)((k2 ◦ γ1).(γ2 ◦ g1))(a)).((k2 ◦ γ1).(γ2 ◦ g1))(a′)
= ((k1◦f1)(a
′)γ3(a)).γ3(a
′) as required.
The other conditions are satisfied.
For a crossed homomorphism C = [N
hC //M ] , the mapping FC : 1→ XM(C, C)
is a functor taking the element ⋆ in 1 to idh = (id, id) and morphisms ⋆ → ⋆ to a
trivial pointed natural transformation PNT : (id, id)⇒ (id, id).
XM(C3, C4)× XM(C2, C3)× XM(C1, C2) XM(C2, C4)× XM(C1, C2)
XM(C3, C4)× XM(C1, C3) XM(C1, C4)
aC1C2C3C4
FC2C3C4 × 1
1× FC1C2C3 FC1C3C4
FC1C2C4
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aC1C2C3C4(F, G, H) : (F ◦ G) ◦ H ⇒ F ◦ (G ◦ H) is a trivial pointed natural
transformation and (F ◦ G) ◦H = F ◦ (G ◦H) for all strict morphisms F , G and H .
aC1C2C3C4(F, G, H) is the identity morphism by assumption, hence it is an isomorphism
and the required diagram is commutative. As a result, aC1C2C3C4 is a natural isomor-
phism.
We show the other conditions in a similar way and see XM is a 2-category.
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