Abstract-Spectral unmixing is an important task in hyperspectral data exploitation. It amounts to estimating the abundance of pure spectral constituents (endmembers) in each (possibly mixed) observation collected by the imaging instrument. In recent years, several endmember extraction algorithms (EEAs) have been proposed for automated endmember extraction from hyperspectral data sets. Traditionally, EEAs extract/select only one single standard endmember spectrum for each of the presented endmember classes or scene components. The use of fixed endmember spectra, however, is a simplification since in many cases the conditions of the scene components are spatially and temporally variable. As a result, variation in endmember spectral signatures is not always accounted for and, hence, spectral unmixing can lead to poor accuracy of the estimated endmember fractions. Here, we address this issue by developing a simple strategy to adapt available EEAs to select multiple endmembers (or bundles) per scene component. We run the EEAs in randomly selected subsets of the original hyperspectral image, and group the extracted samples of pure materials in a bundle using a clustering technique. The output is a spectral library of pure materials, extracted automatically from the input scene. The proposed technique is applied to several common EEAs and combined with an endmember variability reduction technique for unmixing purposes. Experiments with both simulated and real hyperspectral data sets indicate that the proposed strategy can significantly improve fractional abundance estimations by accounting for endmember variability in the original hyperspectral data.
lected in natural environments are invariably a mixture of the signatures of the various materials found within the spatial extent of the ground instantaneous field of view (GIFOV) of the imaging instrument [2] . A classic technique for spectral unmixing is linear SMA [2] , which involves two steps: (i) identifying the unique signatures of the pure ground components or endmembers, i.e., endmember extraction [3] , [4] ; and (ii) estimating the proportions of different endmembers for each pixel by model inversion, i.e., abundance estimation [5] . This model assumes that the collected spectra at the spectrometer can be expressed in the form of a linear combination of endmembers weighted by their corresponding abundances. Let us assume that the spectral signature collected by an imaging spectrometer with bands is denoted by , where denotes the set of real numbers in which the spectral response at sensor channels is included. Under the linear mixture model assumption, can be modeled using the following expression: (1) where denotes the spectral response of endmember , is a scalar value designating the fractional abundance of the endmember at , is the total number of endmembers, and is a noise vector. Two physical constraints are generally imposed into the model described in (1) , these are the abundance non-negativity constraint (ANC), i.e.,
, and the abundance sum-to-one constraint (ASC), i.e.,
. As indicated in [5] , a fully constrained estimate can be obtained in least-squares sense by solving the optimization problem in (1) with the ASC and ANC constraints. Such fully constrained linear spectral unmixing estimate is generally referred to in the literature by the acronym FCLSU [6] . Commonly used inversion techniques for solving (1) are Gramm-Schmidt orthogonalization [7] , maximum-likelihood [8] or least squares regression analysis [6] , [9] . The latter solution is adopted in this study.
Recent research efforts in the spectral unmixing community have strongly focused on the development and optimization of algorithms for (semi)automated endmember extraction. Endmembers can also be extracted from field or laboratory spectra [10] , but these spectra are rarely acquired under the same conditions as the remotely sensed data. Therefore, many classic endmember extraction algorithms (EEAs) focus on the automated selection of endmembers directly from the image data. Techniques in this category include the pixel purity index (PPI) [11] , N-FINDR [12] , iterative error analysis (IEA) [13] , unsupervised fully constrained least squares (UFCLS) [6] , optical real-time adaptive spectral identification system (ORASIS) [14] , convex cone analysis (CCA) [15] , vertex component analysis (VCA) [16] , and an orthogonal subspace projection (OSP) technique in [17] , among many others [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . Other endmember determination techniques have been developed without assuming the presence of pure signatures in the input data. These methods aim at generating virtual endmembers [35] (not necessarily present in the set comprised by input data samples) by finding the simplex with minimum volume that encompasses all observations [36] [37] [38] [39] [40] [41] . However, the generation of such virtual signatures may not be easily associated with physical components in the scene.
Image endmembers have the advantage of being collected at the same scale and under the same environmental conditions as the remotely sensed data and can, thus, be more easily associated with spectral components in the image scene [3] . However, a critical note on classic EEAs is that they usually fail to cope with the severe effects of intra-and inter-class endmember variability [42] . Traditionally, EEAs extract image-wide endmember spectra. This implies that only one single standard endmember spectrum is defined for each of the presented endmember classes or scene components. The standard endmember spectra are subsequently assigned to each image pixel, and sub-pixel cover fractions are calculated. The use of fixed endmember spectra, however, is a simplification since in many cases the conditions of the scene components are spatially and temporally variable. The resulting variation in endmember spectral signatures is not accounted for and, hence, unmixing can lead to poor accuracy of the estimated endmember fractions. This problem is referred to as the endmember variability problem and has been identified as one of the most profound sources of error in cover fraction estimates provided by linear SMA [42] .
Solutions to overcome endmember variability have been presented in recent literature (see [42] and references therein). Multiple endmember spectral mixture analysis (MESMA) [43] and AutoMCU [44] are generally adopted endmember variability reduction techniques showing systematic and significant improvements in cover fraction estimates over traditional linear SMA techniques [45] . Yet, the premise of these endmember variability reduction techniques is the availability of a spectral library which should contain representative instances of all endmembers present within the scene. In other words, the library should allow modelling the spectral variability of the endmembers. Such extended spectral libraries are commonly built from field measurements, mainly because the aforementioned EEAs are bound to extract a fixed number of endmembers which is given by the use of a single endmember per pure class. In an operational setting, these libraries of field measurements may not be available, thus introducing limitations in the operational applicability of endmember variability reduction techniques.
To address this problem, in this work we propose a simple strategy for adapting available EEAs (currently providing a single spectrum per endmember class) in order to select multiple endmembers (or bundles) per scene component. This idea is not new, as previous work [46] , [47] already highlighted this need more than a decade ago. Unfortunately, the message and the presented techniques have not been generally adapted, and the discussion on this dual endmember extraction-variability concept quickly lost attention. As a result, one of our goals in this paper is to direct the attention of the community to the advantages that can be gained by adding variability to already existing EEAs. To demonstrate the added value of mutually addressing endmember extraction and endmember variability in linear SMA, a conceptually straightforward technique to derive endmember bundles from an image scene is presented and discussed. This technique is applied to a set of widely used automated EEAs and combined with a common endmember variability reduction technique providing abundance estimates for each scene component, i.e., the well-known MESMA approach originally developed in [43] . The integration of these concepts gives a new unmixing chain for linear SMA addressing endmember variability, which is quantitatively evaluated in this work using both simulated and real hyperspectral data sets.
II. METHODOLOGY

A. Geometric Interpretation of the Mixture Problem
Equivalent to the mathematical description in (1), the linear mixed-pixel problem can also be approached from a geometrical point of view [11] , [12] . The pixels of a (hyper)spectral image cube can be cast as a scattering of points in an -dimensional Euclidean space, where is the number of spectral bands. Each spectral band is one axis of the space and every pixel in the image has a point associated with it. The data cloud can be enclosed by a simplex whose vertices are the endmembers or most purest pixels in the image. Cover fractions are determined by the position of spectra within the simplex and can be considered relative coordinates in a new reference system determined by the endmembers. This geometrical interpretation of the mixed-pixel problem is demonstrated in Fig. 1 for a simple mixture model represented in a three-dimensional space, using four endmembers to create the simplex. Many of the endmember extraction algorithms described in the next subsection can be interpreted using this simple geometric representation of the mixture problem.
B. Automated Endmember Extraction
Five EEAs are considered in this work to automatically extract endmember spectra from hyperspectral imagery. All these well known methods have in common that only a single pixel (spectrum) is extracted to represent each pure material present in the image, under the assumption of the presence of pure pixels in the scene: 1) N-FINDR [12] : This algorithm looks for the set of pixels with the largest possible volume by inflating a simplex inside the data. The procedure begins with a random initial selection of pixels. Every pixel in the image must be evaluated in order to refine the estimate of endmembers, looking for the set of pixels that maximizes the volume of the simplex defined by selected endmembers. The corresponding volume is calculated for every pixel in each endmember position by replacing that endmember and finding the resulting volume. If the replacement results in an increase of volume, the pixel replaces the endmember. This procedure is repeated until there are no more endmember replacements. 2) OSP [17] : This algorithm starts by selecting the pixel vector with maximum length in the scene as the first endmember, then it looks for the pixel vector with the maximum absolute projection in the space orthogonal to the space linearly spanned by the initial pixel, and labels that pixel as the second endmember. A third endmember is found by applying an orthogonal subspace projector to the original image [17] , where the signature that has the maximum orthogonal projection in the space orthogonal to the space linearly spanned by the first two endmembers. This procedure is repeated until the desired number of endmembers, , is found. 3) VCA [16] : This algorithm also makes use of the concept of orthogonal subspace projections. However, as opposed to the OSP algorithm described above, the VCA exploits the fact that the endmembers are the vertices of a simplex, and that the affine transformation of a simplex is also a simplex [16] . As a result, VCA models the data using a positive cone, whose projection onto a properly chosen hyperplane is another simplex whose vertices are the final endmembers. After projecting the data onto the selected hyperplane, VCA projects all image pixels to a random direction and uses the pixel with the largest projection as the first endmember. The other endmembers are identified in sequence by iteratively projecting the data onto a direction orthogonal to the subspace spanned by the endmembers already determined. The new endmember is then selected as the pixel corresponding to the extreme projection, and the procedure is repeated until a set of endmembers is found. 4) UFCLS [6] : This algorithm takes advantage of the FCLSU method in [5] to find a set of endmembers in an iterative fashion. It first finds the pixel vector with the maximum length in the hyperspectral image and selects it as the first endmember. It then assumes that all other pixels in the image scene are pure pixels made up of the initial endmember with 100% abundance. Of course, this is not generally true, and thus it subsequently finds a pixel that has the largest least squares error from the initial pixel and selects it as the second endmember. The same procedure is repeated until a set of endmembers is found. 5) IEA [13] : As in the case of UFCLS, this algorithm performs a series of fully constrained unmixing operations, each time selecting as endmembers the pixels that minimize the remaining error in the unmixed image. An initial vector (usually the mean spectrum of the data) is chosen to start the process. FCLSU is then applied in using this vector as endmember, and the error image, formed by the errors remaining at each pixel after the unmixing operation, is calculated. The user then selects a desired number of endmembers , a number of pixels , and an angle value . The parameter is the number of pixels with the largest number of errors, selected from the error image. The spectral vector corresponding to the pixel with the single largest error is found. A subset consisting of all those pixels that fall within an angle of the maximum error vector is then calculated, and these pixels are averaged to produce the new endmember vector. This process is continued until endmembers have been selected. In this work, we use a special case of the IEA algorithm in which the final spectra obtained by the algorithm are not derived as averaged values of a set of pixels but as real pixels in the data instead, i.e., we set and . The reason is that all other EEAs derive image pixels as endmembers and we would like to have a fair inter-comparison of methods. Therefore, the only difference between the UFCLS algorithm and our version of the IEA algorithm is the starting value that each algorithm uses. While the UFCLS selects the pixel vector with the maximum length as the initial target pixel, the IEA algorithm selects the mean spectrum of the data to start its searching process.
C. Proposed Endmember Bundle Extraction
A straightforward approach to introduce endmember variability in EEAs is presented in Fig. 2 , which diagrammatically summarizes the different steps involved in our proposed unmixing chain. The idea is to run the EEAs in randomly selected subsets of the original hyperspectral image. Sampling with or without replacement can be considered for the generation of subsets. Our main assumption for adopting this random strategy in the selection of pixel vectors is that one can approximate the statistics of the original image with a smaller percentage of image pixels [26] . This means that, if a reasonable number of pure pixels are available for each endmember in the scene, the pure pixels will also be present in the image subsets generated by random sampling. Obviously, the validity of this assumption depends upon the size of the image, the number of endmembers present in the scene, and how the subsets are generated. In principle, if they are indeed present, distinct pure pixels could be found in each subset of the image using an EEA such as those described in Section II-B. For each run, a unique set of endmembers is extracted by the considered EEA. Once all image subsets have been analyzed a spectral library of extracted endmembers is generated. The library is now a set of spectra from the different ground components, that needs to be ordered. By using a -means clustering algorithm, with the Euclidean distance as similarity measure [48] , the spectral library is divided into separate endmember bundles for each ground component. Once the endmember bundles are obtained, they are used as input to MESMA. Candidate endmembers are randomly selected from the extracted bundles and the FCLSU iterated each time using another combination of candidate endmembers. The minimum Fig. 2 . Block diagram illustrating the proposed methodology for automatic extraction of endmember bundles and unmixing: the image is first subdivided in a number of subsets, whose pixels are randomly selected from the image (i) and the EEA is applied on each subset (ii); endmember bundles are constructed using a clustering algorithm (iii); the bundles are implemented in MESMA providing a sub-pixel cover distribution map (iv).
RMSE criterion is then used to provide the sub-pixel cover fraction estimates. It is worth noticing that, when sampling without replacement is used to generate the subsets (each pixel is assigned to a unique subset), the computational burden of the endmember extraction process is not increased.
D. Abundance Estimation
Two different strategies have been considered in this work to solve (1) in order to derive the endmember fractional abundances: 1) FCLSU [5] : This approach corresponds to the fully constrained, least-squares unmixing technique which imposes the ASC and ANC constraints for abundance estimation using fixed endmembers. 2) MESMA [43] : This approach allows endmembers to vary on a per-pixel basis and thereby allows to cope with the effects of intra-and inter-class endmember variability in spectral unmixing. The MESMA procedure can be described as follows (i) FCLSU is run in iterative fashion; (ii) Each run different endmember combinations, randomly selected from a spectral library, are used to decompose each pixel; (iii) The model with the best fit, i.e., with the lowest root mean square error (RMSE) [3] in the reconstruction of the original pixel, is adopted. MESMA requires as input for each ground component or endmember an extensive library of field, laboratory, and/or image spectra.
III. SIMULATED IMAGE EXPERIMENTS
In this section we evaluate the proposed unmixing chain based on automated extraction of image-based endmember bundles using simulated hyperspectral data. The simulated data provides perfect reference or ground-truth data, allowing a thorough validation of the proposed methodology in a fully controlled analysis scenario.
A. Data
A simulated image scene with spectral range of 400-2500 nm, spectral resolution of 1 nm and image size of 500 pixels was compiled from 150 in situ measurements of bare soil (sandy texture, gravimetric moisture content ranging between 0 and 15%), citrus trees (Citrus sinensis, 9-year old with tree height of 3 m and canopy width of 3 m) and weed canopy (Echium sp. L.) spectra. The spectra were measured in a citrus orchard field near Wellington, South Africa, using a full-range FieldSpec JR spectroradiometer with a 25 foreoptic (Analytic Spectral Devices, Boulder, CO, USA). More details on the field measurements can be found in [49] . Using these measurements, mixed spectra were generated according to (1) . Endmember combinations and subpixel cover fractions were randomly assigned to each pixel. A flat 1% reflectance spectrum was used as a surrogate for shading and shadowing effects. Random noise was added to simulate contributions from ambient and instrumental sources. White Gaussian noise was added using a standard normal distribution of randomly generated numbers, i.e. (2) where is the reflectance at the -th wavelength or spectral band, is a randomly generated number from a normal distribution with a mean of zero and a standard deviation of one [3] , and is the assumed reflectance for the spectrum. For the simulations, we consider a 50:1 SNR for each band as the ratio of the 50% (i.e., ) signal level to the standard deviation of the noise. This results in a noise standard deviation that is roughly proportional to the average signal, a phenomenon often observed in radiometric data [50] . For each endmember, except for shadow, approximately 10% pure pixels (i.e., 100% fraction cover) were added to the scene. No additional pure shadow pixels were included because we believe that, given the relatively coarse spatial resolution of current operational hyperspectral sensors (i.e., Fig. 3 . The minimum, mean and maximum spectra of the reference endmember bundles used as input for generating the simulated orchard scene.
in the order of magnitude of at least a few meters) and the structural design of a fruit orchard, pure shadow pixels are sparse in an operational setting [51] .
B. Experiments
The accuracy of the proposed MESMA-based unmixing chain in Fig. 2 was compared to the traditional FCLSU approach (i.e., no endmember bundles) using the simulated data described in the previous subsection. Both unmixing chains are further cross-referenced to a 'best case solution' in which the endmember spectra are directly extracted from the spectral libraries of field measurements used as input in the image simulation (i.e., reference or ground truth). The minimum, mean and maximum spectra of the reference endmember bundles is shown in Fig. 3 . The RMSE between the original and the reconstructed hyperspectral scene, the abundance error ( [21] ), the coefficient of determination ( [45] ), the slope, and the intercept of the estimated versus real (i.e., ground truth) cover fractions in a scatterplot were used to evaluate the performance of the considered unmixing chains.
Before presenting the unmixing results, we first briefly discuss on how to deal with shadow effects when implementing EEAs. In our experiment, the endmembers of interest are: (i) citrus canopy, (ii) weed canopy, (iii) bare soil and (iv) shadow. Accordingly, the EEAs should be run to detect endmembers. However, when doing so we observed that the OSP and VCA approaches were not able to extract a shadow endmember. Instead, an additional soil spectrum was selected as the fourth endmember candidate. This situation is graphically illustrated in Fig. 4 , which shows the endmembers extracted by the different EEAs with the fourth endmember marked in bold. The reason why OSP and VCA did not extract the shadow endmember as the fourth endmember (as it was the case with the other tested methods) is likely due to the fact that no pure shadow pixels were present in the scene and the endmember searching strategy adopted by these algorithms did not properly separate the shadow endmembers from the previously identified endmembers, particularly, due to the high presence of noise that can be observed in the simulated data, as indicated by the spectral plots in Fig. 4 . In order to address this issue, we decided to run both OSP and VCA to detect endmembers and manually added a shadow endmember. This is traditionally done by modeling the shadow as a flat 1% reflectance spectrum [52] , [53] . The performance of the different unmixing chains as applied on the simulated citrus orchard scene is reported in Table I . The reference chain shows a 'best case scenario' in which the endmembers are directly extracted from the spectral libraries used as input in the image simulation (see Fig. 3 ). In the FCLSU approach only the average spectrum of each endmember bundle is used, while the MESMA approach iteratively searches through the entire library as such, accounting for endmember variability. Results clearly demonstrate the relevance of addressing endmember variability. MESMA visibly outperforms the traditional FCLSU . Overall, the best accuracy among EEAs was observed for the OSP . The most significant improvements were obtained for the two vegetation endmembers (i.e., weed and crop; , ). As indicated by Table I , by introducing endmember bundles through MESMA, the high spectral similarity between the weed and citrus canopies can be modeled more effectively, resulting in improved abundance estimates.It should be noted that in our analysis we used EEAs which provided different endmembers for different runs (as it is the case with N-FINDR and VCA, which start from a random initial condition), and also EEAs which start from a fixed initial condition (i.e., the brightest pixel in the image in the case of OSP and UFCLS, or the median spectrum of the data in the case of IEA). For those algorithms with a random initial condition (N-FINDR and VCA) we experimentally observed that the variations in RMSE for different runs are very small as the algorithms provide endmembers which are spectrally very similar across different runs and, hence, the variations in RMSE due to different initialization conditions are negligible.
Although the accuracy of the EEA-driven unmixing chains did not equal that of the reference case, on average the differences were very small . This again illustrates the potential of using automated EEAs for unmixing purposes. The residual difference in unmixing accuracy can be partly explained by the reduced SNR associated with the image-based endmembers [3] , but in our context it is mainly due to the fact that the extracted endmembers deviate from the real endmember means used in the reference scenario [53] . This is illustrated in Fig. 5 , in which the endmembers automatically extracted by different EEAs are cross-referenced to the ground-truth endmembers. In this scenario, IEA produces a higher average RMSE compared to the other techniques which can explain its lower overall unmixing accuracy in Table I .
At this point, it is important to emphasize that the properties of the extracted endmember bundles were not only dependent upon the EEA applied but also by the size and number of image subsets used in the analysis. To analyze this relevant aspect, the average deviation (in percentage) between the (mean and standard deviation of the) reference and extracted endmember bundles, plotted against the size (i.e., expressed as the percentage of the total image size) and the number of image subsets is shown in Fig. 6 . For the citrus orchard scene, the optimum is obtained with ten subsets each 10% of the total image size. As shown by Fig. 6 , the use of too few subsets or subsets that are too big in size (e.g., 50% of the total image size) results in an incomplete modeling of endmember variability. Quite opposite, the use of too many subsets or subsets that are too small (e.g., 5% of total image size) reduces the correlation between extracted and reference endmember bundles. The EEAs select the 'purest' pixel(s) for each subset. As a result, the smaller the subset, the higher the risk that no pure pixel is present, and that mixed pixels are selected as endmembers instead. This is demonstrated in Fig. 7 , which shows the endmember bundles extracted by OSP for different subset sizes. Results for the 5% subset size reveal the selection of endmembers that are not in the reference endmember bundle. This is particularly true for the weed and soil endmembers. Results for the 50% subset size, on the other hand, show endmember bundles that do not incorporate enough spectral variability. The best agreement between extracted and refer- ence bundles in our experiments was obtained for a 10% subset size. Finally, the trend in accuracy of the OSP-MESMA unmixing chain for ten subsets of increasing size is provided in Fig. 8 . Notwithstanding the fact that result verifies the assumption that the highest accuracies were obtained for a subset size of 10%, improvements of the MESMA approach over the traditional FCLSU approach were also observed for the other subset sizes (i.e., 3, 5, 20 and 50) . Similar conclusions could be drawn for all EEAs. These results suggest the relevance of introducing endmember bundles in automated endmember extraction.
IV. REAL IMAGE EXPERIMENTS
While the simulations conducted in the previous section are ideally suited to test the proposed methodological concept, real hyperspectral datasets are used in this section in order to allow for a demonstration of the operational potential of the proposed approach. We consider two different case studies showing the potential of the proposed methodology in two different analysis scenarios: (a) invasive species mapping in Hawaiian rainforests, and (b) mineral mapping in the Cuprite mining district, Nevada.
A. Invasive Species Mapping in Hawaiian Rainforests
In this case study, we evaluated the ability of the proposed unmixing chain to monitor the spread of invasive plant species in a montane rainforest area of the Hawaii Volcanoes National Park, Island of Hawaii. The forests are mainly characterized by a patchy mosaic of two common overstory species, i.e., native Hawaiian Metrosideros polymorpha and the invasive, N-fixing Myrica faya. An Earth Observing-1 Hyperion satellite image collected on August 15, 2005 was used for this analysis, and a set of field observations of species location (average uncertainty of 2 meters) was available for the scene. Based on the field observations, spectrally 'pure' image pixels could be identified and used to reconstruct reference endmember bundles for each tree species (see Fig. 10 ). Further analyses focused on a 30 90-pixel subset. The field observations contained within this region of interest were not used to construct the endmember bundles, allowing them to act as an independent validation set.
The Hyperion image (30-meter spatial resolution; 220 spectral bands covering the spectral range 400-2500 nm) was atmospherically corrected using the ACORN-4 model (Imspec, Palmdale, CA, USA). A de-striping algorithm was applied to correct for miscalibration between cross track detectors [54] . Due to its low SNR, the SWIR2 (2000-2500 nm) spectral region, as well as the major water-vapor absorption band centered around 1400 nm were excluded [53] , leaving 118 spectral bands available for further analysis. After atmospheric correction and image georegistration, the different FCLSU and MESMA unmixing chains were applied as to provide invasive species maps. The endmember bundles extracted using the different EEAs were compared to the reference endmember bundles. Unmixing accuracy was further evaluated using the RMSE between the original and the reconstructed hyperspectral scene, while field observations of tree locations within the region of interest were used to evaluate the ability of the different approaches in successfully detecting patches of invasive species. The left panel of Fig. 9 shows the average deviation (in percentage) between the extracted and the reference bundles, plotted against the number of image subsets. The center and right panel respectively show the EEA specific trends for the mean and standard deviation. Overall, the optimum was reached for 30 subsets (as opposed to 10 for the simulated scene, as displayed in Fig. 6 ) and an image subset size of 10%. As shown by Fig. 9 , VCA systematically showed higher accuracies as compared to the other techniques, while the opposite was true for IEA. The optimal performance of VCA in extracting proper endmember bundles could further be illustrated by Fig. 10 . This figure shows the 95% confidence interval of the reference endmember bundles (dotted lines) and the endmember bundles as extracted by VCA (left panels) and N-FINDR (right panels) for 30 subsets of a 10% image size (solid lines). Whereas the endmember bundles extracted by N-FINDR slightly over-and underestimate the SWIR reflectance of Myrica Faya and Metrosideros Polymorpha respectively, an overall better accordance between the extracted and the reference bundles could be observed for VCA.
Subsequently, the endmember bundles extracted by VCA were used as input for MESMA to conform the proposed unmixing chain in this particular case study. The benefits of introducing endmember variability in unmixing are quantitatively demonstrated in Fig. 11 . In this figure, the unmixing accuracy of (i) the 'best case scenario' with the reference endmember bundles as input in MESMA (left panels), (ii) the traditional VCA approach with FCLSU (middle panels), and (iii) the MESMA approach with the VCA extracted endmember bundles (30 subsets, subset size of 10%; right panels) are compared. The top panels show a significant decrease in RMSE for the MESMA approaches as compared to the traditional VCA-FCLSU approach. The bottom panels demonstrate the improved efficiency of the MESMA approach to detect patches of invasive species. The pixels with a cover fraction value of 75% for the Myrica faya endmember are highlighted and cross-referenced to field observations of the invasive species (black crosses in Fig. 11 ). The increased accuracy of the endmember bundle approach translates itself in a significant reduction in false negative (FN) observations (estimated as 20% for MESMA with reference spectra, as 33% for MESMA Fig. 7 . Mean and 95% confidence intervals of the endmember bundles extracted by OSP (grey) and the reference endmember bundles (dotted lines). Results are shown for ten subsets of different sizes (expressed as the percentage of the total image size). The top row corresponds to the citrus canopy, the middle row corresponds to the weed canopy, and the bottom row corresponds to the bare soil.
with VCA endmembers, and as 60% for FCLSU with VCA endmembers). Overall, it was observed that traditional EEAs result in a significant underestimation of Myrica faya cover. As such, the invasive species patch, highlighted with a black circle in Fig. 11 could not be detected by the traditional VCA approach with FCLSU. When endmember variability was introduced in the VCA approach through image subsetting and MESMA, the invasive species patch could be detected successfully (see bottom right panel in Fig. 11) .
B. Mineral Mapping in the Cuprite Mining District, Nevada
To evaluate the effectiveness of the endmember bundle extraction technique in a different analysis scenario with a high number of endmembers, a 1997 Airborne Visible-Nearinfrared Imaging Spectrometer (AVIRIS) image of Cuprite, Nevada USA (224 spectral bands between 0. 4-2.5 , full width at half maximum of 10 nm, spatial resolution of 20 meters) was used. This scene has been widely used to validate the performance of endmember extraction algorithms [55] . After exclusion of the major atmospheric water vapor absorption regions, 192 spectral bands remained available for analysis. As in previous studies [56] , the accuracy of the different FCLSU and MESMA unmixing chains was evaluated based on the RMSE between the original and the reconstructed hyperspectral scene. In all cases, the number of endmembers to be extracted was set to after the consensus reached between two of the most popular methods for estimating the number of endmembers in hyperspectral data: virtual dimensionality [57] and HySime [58] . In this experiment, no reference endmember bundles were available for the Cuprite data. Fig. 12 and Fig. 13 show the 14 endmember bundles as extracted by, respectively, the VCA and N-FINDR subsetting approach with ten subsets of a 10% image size (i.e., with identical computational complexity). As shown by both figures, nicely delineated and unique spectral bundles can be identified which strongly suggests the potential of endmember bundle extraction in complex scenes. Similar results (not reported here for space considerations) were observed for the other EEAs. Implementing these endmember bundles in MESMA resulted in a significant increase in modeling accuracy, expressed using RMSE as the baseline metric, Fig. 8 . RMSE, and for the OSP-MESMA approach plotted against different image subset sizes. The indicated benchmarks are (i) the MESMA approach with the reference endmember bundles (Fig. 3) as input (MESMA-reference) and (ii) the traditional OSP approach, not incorporating endmember bundles (OSP-FCLSU). as compared to the traditional FCLSU approach. In Fig. 14 this aspect is demonstrated using VCA but again we emphasize that similar results were obtained for the other tested EEAs.
To conclude this section, we emphasize that the computational complexity for the EEAs considered in this study can be found in the literature [17] , [12] , [16] . For the proposed endmember bundles approach, the computational complexity is approximately given by the product of the computational com- plexity of each base EEA algorithm, times the number of image subsets, times the size of each subset. Note, for instance, that by using 10 image subsets, each of size 10% of the image, no virtual increase in the computational load is expected. The processing time for random sampling of the image, and the -means clustering applied to relatively small bundle sets (when compared to the size of the scene) is of little practical concern.
V. CONCLUSIONS AND FUTURE RESEARCH LINES
The value of sub-pixel cover maps provided by linear SMA has been widely acknowledged and, together with others, we are convinced that spectral unmixing has the potential of becoming a mainstream image processing protocol in many operational remote sensing applications. However, the pertinent lack of synergy between existing solutions for the different steps of the unmixing chain (i.e., endmember extraction and abundance estimation) currently still prevents fully exploring the operational potential of SMA:
• On the one hand, currently available automated EEAs fail to cope with the effect of intra-and inter-class endmember variability. As opposed to endmembers taken from field or laboratory spectra, image endmembers can be used without any calibration. However, by defining image-wide endmember spectra the EEAs do not account for spatial or temporal variability in spectral endmembers. Hence, unmixing can lead to suboptimal accuracies when estimating endmember fractions.
• On the other hand, a number of solutions are already available to effectively account for endmember variability and thus significantly improve the accuracy of the sub-pixel abundance estimations. These techniques, however, require the availability of large spectral libraries of endmember constituents accounting for each plausible endmember condition present in the scene. In an operational setting, these libraries are seldom available. Here we have addressed these issues and developed an integrated solution that intends to bridge the existing gap which currently prevents available EEAs to perform appropriately in the presence of endmember variability. The proposed technique, which simply extracts endmembers from image subsets in an iterative fashion, has shown great promise when combined with MESMA, i.e., the most widely applied endmember variability reduction technique. The extracted endmember bundles showed significant resemblance to the reference endmember bundles, while systematically improving abundance estimates by incorporating endmember variability in the unmixing process. These observations have been verified in this work using both simulated and real hyperspectral datasets. Despite the encouraging results obtained, we acknowledge the need for further research. In this study endmember clusters were derived from the spectral library of candidate endmembers that were automatically selected from the image data by an EEA. To define the clusters a -means clustering was performed. As it concerned a proof of concept study, the popular Euclidean distance was used as the similarity measure. Although the current results clearly demonstrate the added value of combining traditional EEAs and clustering to implement endmember variability into spectral unmixing, additional research is required to evaluate whether endmember bundle reconstruction can benefit from implementing other similarity measures in the -means algorithm (e.g., spectral angle mapper, associated with changes in the spectral shape rather than changes in the amplitude). We further assumed that each subset contained pure pixels of each endmember class. The validity of this assumption not only depends upon the fact that a reasonable number of pure pixels should be available for each endmember in the scene, but also on the size and number of image subsets used in the endmember bundles extraction algorithm. Additional research is needed to identify which and how these parameters influence the equilibrium between image subsetting and the properties of the extracted endmember bundles. A possible refinement of the proposed methodology would be to first estimate the number of endmembers present in each specific subset, and then apply the endmember extraction accordingly. For this purpose, techniques such as virtual dimensionality [57] and HySime [58] can be used. Moreover, if pure pixels are not available in the image subsets, algorithms that do not assume the presence of pure pixels [36] [37] [38] [39] [40] [41] could be also considered in this framework. Further, no consistency was observed with regard to the most optimal EEA. In other words, the optimal EEA changed depending upon the considered scenario. Also in this area additional research is required. Future research should also focus on improving the computational efficiency of the proposed unmixing chain. This can be done by taking advantage of the parallel nature of the proposed framework, which can be efficiently implemented in latest-generation high performance computing platforms such as graphical processing units. As far as it concerns the endmember variability reduction techniques, MESMA was used as a prototype, yet, alternative techniques to address endmember variability, such as AutoMCU [44] , stable zone unmixing [53] or a recently developed Fisher discriminant null space approach [59] , should be tested in combination with the endmember bundle extraction approach presented in this study. His research interests are the design of processing tools for hyperspectral remote sensing with a specific focus on Spectral Mixture Analysis and its application in precision farming and forest ecology.
