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Abstract
Models with intractable likelihood functions arise in areas including network analysis
and spatial statistics, especially those involving Gibbs random fields. Posterior parameter es-
timation in these settings is termed a doubly-intractable problem because both the likelihood
function and the posterior distribution are intractable. The comparison of Bayesian models is
often based on the statistical evidence, the integral of the un-normalised posterior distribution
over the model parameters which is rarely available in closed form. For doubly-intractable
models, estimating the evidence adds another layer of difficulty. Consequently, the selec-
tion of the model that best describes an observed network among a collection of exponential
random graph models for network analysis is a daunting task. Pseudolikelihoods offer a
tractable approximation to the likelihood but should be treated with caution because they can
lead to an unreasonable inference. This paper specifies a method to adjust pseudolikelihoods
in order to obtain a reasonable, yet tractable, approximation to the likelihood. This allows
implementation of widely used computational methods for evidence estimation and pursuit
of Bayesian model selection of exponential random graph models for the analysis of social
networks. Empirical comparisons to existing methods show that our procedure yields similar
evidence estimates, but at a lower computational cost.
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1 Introduction
Bayesian inference for models that are characterized by an intractable likelihood function has
received considerable attention by the statistical community, notably the class of Gibbs random
fields (GRFs). Popular examples include the autologistic model (Besag, 1972), used to model
the spatial distribution of binary random variables defined on a lattice or grid and the exponential
random graph model (ERGM) for social network analysis (Robins et al., 2007). Despite their
popularity, posterior parameter estimation for GRFs presents considerable difficulties because
the normalising constant z(θ) of the likelihood density
f (y | θ) =
q(y | θ)
z(θ)
(1)
is typically intractable for all but trivially small graphs. The posterior distribution defined as
pi(θ | y) =
f (y | θ)p(θ)
pi(y)
=
f (y | θ)p(θ)∫
Θ f (y | θ)p(θ) dθ
(2)
is termed doubly-intractable because of the intractability of the normalising term of the likelihood
model within the posterior and the intractability of the posterior normalising term.
Bayesian model comparison is often achieved by estimating the Bayes factor (Kass and Raftery,
1995), which relies upon the marginal likelihood or model evidence, pi(y), of each of the com-
peting models. However, for many models of interest with intractable likelihoods such as GRFs,
estimation of the marginal likelihood adds another layer of difficulty. This paper addresses this
problem in the context of Bayesian model comparison of exponential random graph models.
Related work by Friel (2013) and Everitt et al. (2017) has the same objective as our study,
namely to estimate the evidence in the presence of an intractable likelihood normalising constant.
Contrary to our method, their proposed algorithms rely heavily on repeated simulations from the
likelihood. Friel (2013) devised a "population" version of the exchange algorithm (Møller et al.,
2006), however for evidence estimation, it is limited to models with a small number of parame-
ters. Everitt et al. (2017) describe an importance sampling approach for estimating the evidence,
which is promising for low-dimensional models. However, when moving to higher dimensional
settings their approach makes use of a particle filter to estimate the evidence, which is naturally
more computationally demanding.
Motivated by overcoming the intractability of the likelihood in (1), a natural approach is to
use composite likelihoods as a plug-in for the true likelihood (Varin et al., 2011). The pseu-
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dolikelihood (Besag, 1975) is an antecedent of composite likelihoods and was developed in the
context of ERGMs by Strauss and Ikeda (1990). Building on the work of Stoehr and Friel (2015),
Bouranis et al. (2017) proposed an alternative approach to Bayesian inference for ERGMs. The
replacement of the true likelihood with the pseudolikelihood approximation in Bayes formula
yields what is termed a pseudo-posterior distribution, a tractable Bayesian model from which it
is straightforward to sample. Bayesian inference based on the pseudolikelihood can be problem-
atic however, as in some cases the posterior mean estimates are biased and the posterior variances
are typically underestimated. Bouranis et al. (2017) developed an approach to allow for correc-
tion of a sample from the pseudo-posterior distribution so that it is approximately distributed
from the target posterior distribution.
Type Full adj. Mode−Curv. adj. Pseudo True
−160
−155
−150
−145
−140
0.0 0.2 0.4 0.6 0.8
Theta
Lo
g 
lik
e
lih
oo
d
−160
−155
−150
−145
−140
0.0 0.2 0.4 0.6 0.8
Theta
Lo
g 
lik
e
lih
oo
d
−160
−155
−150
−145
−140
0.0 0.2 0.4 0.6 0.8
Theta
Lo
g 
lik
e
lih
oo
d
Figure 1: A graphical representation of the steps involved in the adjustment of the log-
pseudolikelihood. A mode and curvature-adjusted log-pseudolikelihood (red curve) stems from
the unadjusted log-pseudolikelihood (green curve). The magnitude adjustment ensures equality
with the true log-likelihood (black curve) at the mode.
While parameter inference based on the adjusted pseudo-posterior distribution yields rea-
sonable results (Bouranis et al., 2017), evidence estimation using this correction procedure is
inefficient, a point which is explained in Section 5. Based on this observation, we consider in
this paper adjusting the pseudolikelihood directly, as opposed to the pseudo-posterior, and the
likelihood function in the model evidence is replaced with this fully adjusted pseudolikelihood.
These adjustments involve a correction of the mode, the curvature and the magnitude at the
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mode of the pseudolikelihood function, as outlined in Figure 1. The crucial point is that this
adjusted pseudolikelihood function renders the corresponding posterior distribution amendable
to standard evidence estimation methods from the Bayesian toolbox. A non-exhaustive list of
such methods includes Chib’s method (Chib, 1995) and its extension (Chib and Jeliazkov, 2001),
importance sampling (Liu, 2001), annealed importance sampling (Neal, 2001), bridge sampling
(Meng and Wong, 1996) and path sampling/thermodynamic integration (Gelman and Meng, 1998;
Lartillot and Phillipe, 2006; Friel and Pettitt, 2008; Calderhead and Girolami, 2009), among oth-
ers. The tractability of the fully adjusted pseudolikelihood allows for evidence estimation with
such methods, thereby allowing Bayesian model selection of exponential random graph models.
The method also applies to more general Boltzmann distributions, used in statistical physics.
The outline of the paper is as follows. Section 2 introduces the reader to the concept of
Bayesian model comparison. A basic description of exponential random graph models is pro-
vided in Section 3. In Section 4 we discuss how to perform the adjustments of the pseudolike-
lihood for ERGMs with the goal to obtain an approximation of the marginal likelihood and in
Section 5 we derive an approximation to the Bayes factor. In Section 6, we assess the efficiency
of the marginal likelihood approximation with a Potts model example for spatial analysis (Potts,
1952), where the size of the lattice allows for exact estimation of the marginal likelihood. De-
tailed ERG model selection experiments are presented in Section 7. We conclude the paper in
Section 8 with final remarks and recommendations to practitioners based on accuracy of evidence
and Bayes factor estimates and computational speed. The Bergm package for R (Caimo and Friel,
2014) implements the methodology in this paper. It is available on the CRAN package repository
at http://cran.r-project.org/web/packages/Bergm.
2 Overview of Bayesian model selection
Consider the countable model set M = {M1,M2,M3, . . .}. The data y are assumed to have
been generated by one of the models in that set. Bayesian model selection aims at calculating
the posterior model probability for model Mm, pi(Mm | y), where it may be of interest to obtain
a-posteriori a single most probable model or a subset of likely models.
We associate each model Mm with a parameter vector θm. The prior beliefs for each model are
expressed through a prior distribution p(Mm) (∑m∈M p(Mm) = 1) and for the parameters within
each model through p(θm | Mm). These specifications allow Bayesian inference to proceed by
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examining the posterior distribution
pi(θm,Mm | y) ∝ f (y | θm,Mm)p(θm |Mm)p(Mm).
The within-model posterior appears as pi(θm | y,Mm) ∝ f (y | θm,Mm)p(θm | Mm). The constant
of proportionality, termed the marginal likelihood or evidence, for model Mm is expressed by
pi(y | Mm) =
∫
Θm
f (y | θm,Mm)p(θm | Mm) dθm,
assuming a prior distribution for θm that leads to a marginal likelihood which is finite. Precise
estimation of the above integral is challenging as it involves a high-dimensional integration over
a usually complicated and highly variable function, so in most cases the model evidence is not
analytically tractable. Knowledge of the evidence is required to deduce the posterior model
probability
pi(Mm | y) =
pi(y | Mm)p(Mm)
∑ j∈M pi(y | M j)p(M j)
using Bayes theorem. The probability pi(Mm | y) is treated as a measure of uncertainty for model
Mm. Comparison of two competing models in the Bayesian setting is performed through the
Bayes factor,
BFm,m′ =
pi(y | Mm)
pi(y | Mm′)
. (3)
which provides evidence in favour of model Mm compared with model Mm′ . The larger BFm,m′
is, the greater the evidence in favor of Mm compared to Mm′ . A comprehensive review of Bayes
factors is presented by Kass and Raftery (1995).
In this paper we are concerned with approaches based solely on within-model simulation,
where the posterior distribution within model Mm is examined separately for each m. Recent
reviews comparing popular methods based on MCMC sampling can be found in Friel and Wyse
(2012) as well as in Ardia et al. (2012).
3 Exponential random graph models
Consider the set of all possible graphs on n nodes (actors), Y . A n× n random adjacency
matrix Y on n nodes and a set of edges (relationships) describes the connectivity pattern of a
graph that represents the network data. A realisation of Y is denoted with y and the presence or
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absence of an edge (directed or undirected) between the pair of nodes (i, j) is coded as
yi j =
1, if (i, j) are connected,0, otherwise.
An edge connecting a node to itself is not permitted so yii = 0.
Exponential random graph models represent a general class of models for specifying the prob-
ability distribution for a set of random graphs or networks based on exponential-family theory
(Wasserman and Pattison, 1996). Local structures in the form of meaningful subgraphs model
the global structure of the network. ERGMs model directly the network using the likelihood
function
f (y | θ) =
q(y | θ)
z(θ)
=
exp
{
θ⊤s(y)
}
∑y∈Y exp
{
θ⊤s(y)
} , θ⊤s(y) = d∑
j=1
θ js j(y), (4)
where q(y | θ) is the un-normalised likelihood, s : Y → Rd are sufficient statistics based on the
adjacency matrix and θ ∈ Θ ⊆ Rd is the vector of model parameters (Hunter and Handcock,
2006; Snijders et al., 2006). Our focus lies on ERG models that are edge-dependent, and whose
likelihood is intractable.
The evaluation of z(θ) is feasible for only trivially small graphs as this sum involves 2(
n
2) terms
for undirected graphs. Recent studies on the inference of ERGMs with the Bayesian approach
include Koskinen (2004), Caimo and Friel (2011), Wang and Atchade (2014), Caimo and Mira
(2015), Thiemichen et al. (2016) and Bouranis et al. (2017). Bayesian model selection for ex-
ponential random graph models has been explored by Caimo and Friel (2013), Friel (2013),
Thiemichen et al. (2016) and Everitt et al. (2017).
A reparameterization of (4) can express the distribution of the Bernoulli variable Yi j under the
conditional form
logit
{
p(yi j = 1 | y−i j,θ)
}
= θ⊤δs(y)i j,
where δs(y)i j = s(y
+
i j)− s(y
−
i j) denotes the vector of change statistics. The vector is associated
with the dyad yi j corresponding to a particular pair of nodes (i, j) and represents the change
in the vector of network sufficient statistics when yi j is toggled from a 0 (no edge, y
−
i j) to a 1
(edge, y+i j), holding the rest of the network, y−i j = y\{yi j}, fixed. The pseudolikelihood method,
developed by Besag (1977) and applied to social networks by Strauss and Ikeda (1990), defines
an approximation of the full joint distribution in (4) as the product of the full conditionals for
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individual observations/ dyads:
fPL(y | θ) = ∏
i 6= j
i< j
p(yi j | y−i j,θ) = ∏
i 6= j
i< j
p(yi j = 1 | y−i j,θ)
yi j
{1− p(yi j = 1 | y−i j,θ)}yi j−1
,
where y−i j denotes y\{yi j}. The condition i< j holds for undirected graphs.
4 Adjusting the pseudolikelihood
Analytical or computational intractability of the likelihood function poses a major challenge
to Bayesian inference, as well as to all likelihood-based inferential approaches. A natural strat-
egy to deal with such model intractability is to substitute the full likelihood with a surrogate
composite likelihood (Lindsay, 1988; Varin et al., 2011), that shares similar properties with the
full likelihood. The pseudolikelihood (Besag, 1975, 1977) is a special case of the composite
likelihood and can serve as a proxy to the full likelihood when the assumption of conditional
independence of the variables is reasonable.
This assumption is usually unrealistic, though. The drawback of the pseudolikelihood is that
it ignores strong dependencies in the data and can, therefore, lead to a biased estimation. We
propose to perform adjustments on the pseudolikelihood to obtain a reasonable approximation to
the likelihood.
Adjustments to composite likelihood functions have been previously suggested by Ribatet et al.
(2012). Following the proposals of Stoehr and Friel (2015) and Bouranis et al. (2017) for GRFs,
we initially adjust the pseudolikelihood itself by matching its first two moments with the first two
moments of the likelihood through a model-specific invertible and differentiable mapping
g :
Θ → Θθ 7→ θˆMPLE +W (θ− θˆMLE), (5)
which depends on the maximum likelihood estimate, θˆMLE , the maximum pseudolikelihood esti-
mate, θˆMPLE , and a transformation matrixW . Themode and curvature-adjusted pseudolikelihood
is defined as the function y 7→ fPL(y | g(θ)).
Figure 1 displays a difference in magnitude from f (y | θ); a magnitude adjustment of the
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mode and curvature-adjusted pseudolikelihood results in the fully adjusted pseudolikelihood
f˜ (y | θ) =C · fPL(y | g(θ)) , (6)
for some constant C > 0. The remainder of this section provides guidelines for estimatingC and
obtaining the mapping g through the estimations of θˆMPLE , θˆMLE , andW .
4.1 Mode adjustment
Empirical analysis by Stoehr and Friel (2015) and Bouranis et al. (2017) showed that the
Bayesian estimators resulting from using the pseudolikelihood function as a plug-in for the true
likelihood function are biased and their variance can be underestimated. It is, therefore, natural
to consider a correction of the mode of the pseudolikelihood approximation.
Paramount to the approach is the ability to estimate the maxima of the likelihood and the
pseudolikelihood,
θˆMLE = argmax
θ
log f (y | θ), (7)
θˆMPLE = argmax
θ
log fPL(y | θ).
While the MPLE is fast and straightforward to obtain because of the closed form of the pseudo-
likelihood, care is needed when estimating theMLE for ERGMs. We considered theMonte Carlo
MaximumLikelihood Estimation (MC-MLE) procedure proposed by Geyer and Thompson (1992).
Alternative procedures exist, see Hunter and Handcock (2006).
4.2 Curvature adjustment
Composite likelihoods have been previously shown to modify the correlation between the
variables (Stoehr and Friel, 2015). The mapping in (5) ensures that the adjusted pseudolikelihood
and the full likelihood have the same mode and aims to recover the overall geometry of the
distribution (Figure 1). We choose the transformation matrixW that satisfies
∇2θ log f (y | θ)|θˆMLE=W
⊤∇2θ log fPL(y | θ)|θˆMPLEW, (8)
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so that the gradient and the Hessian of the log-likelihood and log f˜ (y | θ) are the same. It is
possible to estimate the gradient and the Hessian of the log-likelihood using the following two
identities:
∇θ log f (y | θ) = s(y)−
z′(θ)
z(θ)
= s(y)−
∑s(y)exp
{
θ⊤s(y)
}
∑exp
{
θ⊤s(y)
}
= s(y)−Ey|θ [s(y)] ,
and
∇2θ log f (y | θ) = ∇θ
[
−
z′(θ)
z(θ)
]
=−
z′′(θ)z(θ)− z′(θ)z′(θ)
z2(θ)
=−
{
Ey|θ
[
s2(y)
]
−
[
Ey|θ [s(y)]
]2}
=−Vy|θ [s(y)] ,
where Vy|θ [s(y)] denotes the covariance matrix of s(y) with respect to f (y | θ). The presence of
the normalising term renders exact evaluation of Ey|θ [s(y)] and Vy|θ [s(y)] intractable. We resort
to Monte Carlo sampling from f (y | θ) in order to estimate these.
The Hessian matrices at the maximum of their respective function are negative definite ma-
trices and therefore admit a Cholesky decomposition,
−∇2θ log f (y | θ)|θˆMLE = N
⊤N
−∇2θ log fPL(y | θ)|θˆMPLE =M
⊤M, (9)
where M and N are upper triangular matrices with strictly positive diagonal entries. By straight-
forward algebra, combining (8) and (9) yieldsW =M−1N.
4.3 Magnitude adjustment
The magnitude adjustment aims to scale the mode and curvature-adjusted pseudolikelihood
to the appropriate magnitude by performing a linear transformation of the vertical axis. The
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constantC in (6) is defined so that f˜ (y | θˆMLE) = f (y | θˆMLE), which implies
C =
q(y | θˆMLE) · z
−1(θˆMLE)
fPL(y | g(θˆMLE))
. (10)
Since z(θˆMLE) is intractable, we unbiasedly estimate C by replacing the normalising constant
with an estimator which we now describe, following Friel (2013). We introduce an auxiliary
variable t ∈ [0,1] discretised as 0= t0 < t1 < .. . < tL = 1 and consider the distributions
f (y | t jθ) =
q(y | t jθ)
z(t jθ)
=
exp{(t jθ)
⊤s(y)}
∑y∈Y exp{(t jθ)
⊤s(y)}
, j ∈ {0, . . . ,L}.
An estimate of z(θˆMLE) can be obtained using
z(θˆMLE)
z(0)
=
z(tLθˆMLE)
z(t0θˆMLE)
=
L−1
∏
j=0
z(t j+1θˆMLE)
z(t jθˆMLE)
, (11)
where z(0) = 2(
n
2) for undirected graphs and n is the number of nodes. Note that in the case of a
Potts/autologistic model, z(0) = 2N , where N is the size of the lattice.
Importance sampling is used to estimate the ratios of normalising constants in (11). We take
the un-normalised likelihood q(y | t jθ) as an importance distribution for the "target" distribution
f (y | t jθ), noting that
z(t j+1θˆMLE)
z(t jθˆMLE)
= E
y|t jθˆMLE
[
q(y | t j+1θˆMLE)
q(y | t jθˆMLE))
]
.
An unbiased importance sampling estimate of this expectation can be obtained by simulating
multiple draws y
( j)
1 , . . . ,y
( j)
K ∼ f (y | t jθˆMLE), yielding
̂z(t j+1θˆMLE)
z(t jθˆMLE)
=
1
K
K
∑
k=1
q(y
( j)
k | t j+1θˆMLE)
q(y
( j)
k | t jθˆMLE)
.
Increasing the number of temperatures L and the number of simulated graphs will lead to a more
precise estimate of z(θˆMLE) and will necessarily increase the computational burden. However,
as we shortly illustrate, however, this does not add significantly to the overall computational cost
of the adjustment procedure. We note that estimation of z(θˆMLE) is performed once upfront for
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each competing model. The estimate ofC is
Cˆ =
q(y | θˆMLE) · zˆ
−1(θˆMLE)
fPL(y | g(θˆMLE))
,
where zˆ(θˆMLE) follows from (11).
We note that estimators similar to (11) could be obtained using annealed importance sam-
pling (Neal, 2001) or a sequential Monte Carlo algorithm (Del Moral et al., 2006). Indeed, these
approaches do not require independent simulations from the likelihood for different temperatures
and may therefore provide greater accuracy per computational cost and could be considered as al-
ternatives. However, depending on the implementation of those methods, the resulting estimator
may be biased.
5 Approximation of the Bayes factor
Replacing the likelihood with the unadjusted pseudolikelihood approximation in Bayes for-
mula yields the within-model pseudo-posterior distribution
piPL(θm | y,Mm) =
fPL(y | θm,Mm)p(θm | Mm)
piPL(y |Mm)
=
fPL(y | θm,Mm)p(θm | Mm)∫
Θm
fPL(y | θm,Mm)p(θm | Mm) dθm
. (12)
In analogy to (3), the Bayes factor based on the unadjusted pseudolikelihood approximation is
BFPLmm′ =
piPL(y |Mm)
piPL(y |Mm′)
=
∫
Θm
fPL(y | θm,Mm)p(θm | Mm) dθm∫
Θm′
fPL(y | θm′ ,Mm′)p(θm′ | Mm′) dθm′
.
A naive implementation of the pseudolikelihood or any other higher-order composite likelihood
is likely to give misleading marginal likelihood estimates, as we illustrate in Section 6. Having
completed the adjustment steps, we propose to approximate the within-model posterior distribu-
tion by
pi(θ | y,Mm) =
f˜ (y | θm,Mm)p(θm |Mm)
pi(y |Mm)
=
f˜ (y | θm,Mm)p(θm | Mm)∫
Θm
f˜ (y | θm,Mm)p(θm | Mm) dθm
, (13)
Working with (13) we can now approximate (3) by
B˜Fmm′ =
pi(y | Mm)
pi(y |Mm′)
=
∫
Θm
f˜ (y | θm,Mm)p(θm | Mm) dθm∫
Θm′
f˜ (y | θm′,Mm′)p(θm′ | Mm′) dθm′
.
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The aforementioned framework offers one possibility in the Bayesian setting to obtain an ap-
proximation to the within-model posterior distribution. Another possibility has been explored
by Bouranis et al. (2017), whose ERGM experiments showed that estimation with the pseudo-
posterior distribution is biased. The authors presented an algorithm to draw an approximate
sample from the intractable posterior distribution pi(θ | y).
Their suggested approach first samples from the pseudo-posterior distribution (12). Then an
invertible and differentiable mapping φ : Θ → Θ is considered to transform the entire sample
{θi}
T
i=1 so that it is a sample from an approximation of the posterior distribution, whose density
is
pˆi(θ | y,Mm) = piPL(φ
−1(θ) | y,Mm) ·
∣∣∣∣∂φ−1(θ)∂θ
∣∣∣∣ .
Following this approach and applying a change of variables, the model evidence pi(y | Mm) is
approximated by
pˆi(y | Mm) =
∫
Θ
piPL(φ
−1(θ),y | Mm)
∣∣∣∣∂φ−1(θ)∂θ
∣∣∣∣ dθ = piPL(y | Mm)
and it follows that there is no gain from the transformation of the pseudo-posterior distribution
when the aim is to obtain a reasonable approximation of the marginal likelihood. As such, while
the correction algorithm of Bouranis et al. (2017) is appropriate for conducting Bayesian infer-
ence on the model parameters, it is not suitable for model selection.
6 Potts simulation study
The Isingmodel has been a popular approach to modeling spatial binary data y= {y1, . . . ,yN}∈
{−1;1}N on a lattice of size N = υ× ν, where υ and ν are the number of rows (height) and
columns (width) of the lattice, respectively. A lattice with N nodes has 2N possible realizations;
the normalising constant z(θ) in (1) is a summation over all of the realizations and it becomes
analytically unknown for moderate sized graphs. The autologistic model (Besag, 1972) extends
the Ising model to allow for unequal abundances of each state value, while the Potts model (Potts,
1952) allows each lattice point to take one of S≥ 2 possible values/states.
In this example we investigate the efficiency of the approximation to the marginal likelihood
when the likelihood is replaced by f˜ (y | θm,Mm), with a small dataset for which we can carry
out exact computations. 30 realizations from an isotropic 2-state Potts model with interaction
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parameter θ = 0.4 defined on a lattice of size 15× 15 were exactly sampled via Friel and Rue
(2007) and Stoehr et al. (2016). The sufficient statistic for the Potts model is the number of
corresponding neighbors in the graph
s(y) = ∑
j<i
∑
j∼i
1{yi = y j},
where the notation j ∼ i denotes that node j is a neighbor of node i. We assume that the
lattice points have been indexed from top to bottom in each column and that columns are or-
dered from left to right. For a first-order neighborhood model an interior point yi has neighbors
{yi−υ,yi−1,yi+1,yi+υ}; nodes situated at the boundary of the grid have less than four neighbors
(Figure 2).
Figure 2: Example of a first-order neighborhood graph. The closest neighbors of the node in red
are represented by nodes in blue.
The model under consideration is expressed as
pi(θ | y) ∝ z(θ)−1 exp
{
θ⊤s(y)
}
p(θ), (14)
where a diffuse Gaussian prior distribution, N (0,25), was assumed.
The size of the simulated lattices allows for accurate estimates of the evidence as follows: the
normalising constant z(θ) can be calculated exactly with a recursive forward-backward algorithm
(Reeves and Pettitt, 2004; Friel and Rue, 2007), which can then be plugged into the right hand
side of (14). Numerical integration (using the trapezoidal rule) of the right hand side over a grid
of {θi}
M
i=1 values gives an accurate estimate of pi(y):
pˆi(y) =
M
∑
i=2
(θi−θi−1)
2
[
q(y | θi)p(θi)
z(θi)
+
q(y | θi−1)p(θi−1)
z(θi−1)
]
.
This serves as a ground truth against which to compare with the corresponding estimates of
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the model evidence under the fully adjusted pseudolikelihood, detailed in Section 4. To reduce
discretisation error we considered a sequence of length 5,000 over the interval [0, 0.8], covering
the effective range of values that θ can take. The same numerical integration can be used to
estimate the evidence based on the (corrected) pseudo-posterior distribution.
In the case of the Potts model the pseudolikelihood comprises the product of full-conditional
distributions of each yi,
fPL(y | θ) =
N
∏
i=1
f (yi | y−i,θ),
where y−i denotes y\{yi}. For a lattice of size N the denominator of the pseudo-likelihood will
take 2N ≪ 2N calculations to evaluate, providing a significant improvement when compared to
the full likelihood. When θ = 0, the pseudolikelihood function is identical to the true likelihood.
In this example we estimated (11) using a ladder of 100 equally spaced path points and sam-
pling 1500 graph statistics at each of them. The algorithm took 1.5 min to estimate the intractable
normalising constant for each dataset. This setup has been empirically shown to be sufficiently
accurate in this example, where the estimate of the intractable normalising constant at the mode
agrees with the respective estimate using the recursive forward-backward algorithm.
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Figure 3: Estimates of the approximate log-evidence based on the adjusted pseudolikelihood and
the unadjusted pseudolikelihood against the true value of the log-evidence for 30 datasets (left
panel). Blue points correspond to logpiPL(y) and red points correspond to logpi(y). Right panel:
normalised posterior density for a dataset with strong dependence structure and log-evidence
estimates (logpiPL(y), logpi(y)) = (−125.46,−142.25). This shows that p˜i(θ | y), based on the
adjusted pseudolikelihood, is very similar to the true posterior distribution.
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In order to assess the accuracy of the approximation to the marginal likelihood based on the
fully adjusted pseudolikelihood, in Figure 3 we present a scatterplot of the true value of logpi(y)
against logpiPL(y) and log p˜i(y) for a range of scenarios with different dependence structures. For
datasets with strong dependence structure, the unadjusted pseudolikelihood is inefficient and it
should be avoided for model comparisons.
On the contrary, an approximation based on the fully adjusted pseudolikelihood gives excel-
lent performance irrespectively of the dependence structure and is virtually an exact estimate to
the true evidence. We note that when we are able to calculate z(θˆMLE) exactly using the recursive
forward-backward algorithm we have almost exact agreement between logpi(y) and log p˜i(y).
7 Applications
The intractability of the ERG likelihood function leads to a doubly-intractable posterior dis-
tribution. Due to the intractable normalizing constant of the likelihood function, the estimation
of the evidence is added with another layer of difficulty. Our tractable approximation to the like-
lihood yields an approximated posterior distribution, making it possible to use existing evidence
estimation techniques in the presence of intractable multi-dimensional integrals (see Section 1).
Such within-model strategies focus on the (approximated) posterior distribution for each com-
peting model Mm separately, with the aim to estimate their model evidence. For illustration pur-
poses, we considered three kinds of strategies that are based on MCMC simulation: Chib and
Jeliazkov’s one block Metropolis-Hastings method, thermodynamic integration (TI) and Step-
pingstone sampling. Below is a brief overview of these and a more detailed presentation is avail-
able at the Supplementary material. Algorithm 1 summarises the steps involved in estimating the
evidence pi(y |Mm) for each model.
• One block Metropolis: equation (2) is rearranged with respect to the marginal likelihood.
Assuming a tractable likelihood, estimation of the marginal likelihood requires an estimate
of the posterior ordinate pi(θ | y), which can be found at a high-density point θ∗ in the
support of the target posterior distribution for estimation efficiency. The method is used
in the case where the parameter vector θ can be updated in a single block and has been
generalised to situations where the parameter vector is updated in full-conditional blocks
(Chib and Jeliazkov, 2001).
• Power posteriors and controlled thermodynamic integration (CTI): a path sampling
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type method and an application of the thermodynamic integration (TI) technique from sta-
tistical physics (Friel and Pettitt, 2008). The power posterior distribution is defined to be
proportional to the product of the prior and the likelihood raised to a power t where t ∈ [0,1]
so that pit(θ | y) ∝ f (y | θ)
t p(θ). The inverse temperature t ∈ [0,1] has the effect of tem-
pering the likelihood. A sample is drawn from the power posterior distribution and it is
used to estimate the intractable evidence. An improvement on the variance of the evidence
estimator can be achieved through the use of control variates (Oates et al., 2016).
• Stepping stones sampler: uses the idea of powered posteriors, treating them as a series
of intermediate distributions between the prior and the posterior. The corresponding nor-
malising constant of the power posterior is z(y | t) =
∫
θ f (y | θ)
t p(θ) dθ. An estimate of
the evidence, z(y | tm = 1) is given by the product of k = 0, . . . ,m−1 ratios of consecutive
normalising constants, rk = z(y | tk+1)/z(y | tk), see Xie et al. (2011).
Algorithm 1 Within-model search framework for evidence estimation
1: for m in M = {M1,M2,M3, . . .} do
Adjustment phase to obtain pi
2: Estimate θˆMLE,m and θˆMPLE,m using (7).
3: EstimateWm based on (8).
4: Construct gm(θm) = θˆMPLE,m+Wm(θm− θˆMLE,m) to obtain fPL(y | gm(θm),Mm).
5: Perform a magnitude adjustment based on (10) to estimateC and, therefore, obtain
f˜ (y | θm,Mm) =C · fPL(y | gm(θm),Mm).
Evidence estimation for pi
6: Employ a within-model strategy to estimate p˜i(y | Mm).
7: end for
Computation in this paper was carried out with the statistical environment R (R Core Team,
2017) on a laptop computer with an Intel ®CoreTM i7-4500U CPU (1.80GHz) and 16GB RAM.
Throughout the analysis of the network data we assumed a diffuse Multivariate Gaussian prior
distribution for the model parameters, M V N (0d,100× Id), where 0d is the null vector and Id is
the identity matrix of size equal to the number of model dimensions, d, unless stated otherwise.
7.1 Benchmark algorithms
Comparisons are provided against the auto-reversible jump (Auto-RJ) exchange (Caimo and Friel,
2013) and the population exchange (Friel, 2013).
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• The Auto-RJ is a trans-dimensional MCMC algorithm. The algorithm consists of two
steps: the first (offline) step is used to sample from the posterior distribution of each com-
peting model using the exchange algorithm (Caimo and Friel, 2011) and then to approxi-
mate the estimated posterior by Gaussian distributions determined by the first moments of
each sample. The second (online) step of the algorithm makes use of the Gaussian pos-
terior proposal estimated in the offline step as within-model proposals for the reversible
jump-MCMC computation. Note that the Auto-RJ exchange requires draws from the like-
lihood. Since it is not possible to draw exactly from it, an auxiliary Markov chain from the
tie-no-tie (TNT) sampler (Hunter et al., 2008) is used to return a draw that is approximately
distributed under the true likelihood, in place of exact simulation.
• In Friel (2013), the Author proposes an efficient way to estimate the evidence based on the
identity
pi(y) =
q(y | θ∗)
z(θ∗)
p(θ∗)
pi(θ∗ | y)
, (15)
which holds for all θ∗ ∈Θ. Of course z(θ∗) and pi(θ∗ | y) are unknown. Friel (2013) devises
the "population" version of the exchange algorithm that yields draws, {θ(i)}, from the pos-
terior distribution by transitioning from the prior (see Supplementary material). Additional
auxiliary draws at each iteration of the MCMC scheme with the TNT sampler are used to
give an estimate of the intractable normalising constant, zˆ(θ(i)), at each of these points. A
kernel density approximation of the posterior, p̂i(θ | y), is also found using these points.
The estimator of pi(y) is obtained by averaging different estimated values of pi(y) replacing
the unknown quantities in (15) by the estimated ones zˆ(θ(i)) and pi(θ | y), for a number of
draws of the posterior that are close to posterior mean.
Both applications to social networks involve comparisons against the Auto-RJ and the pop-
ulation exchange algorithms. The main weakness of the population exchange method is that it
relies on (i) extensive simulations from the likelihood, increasing the computational burden and
(ii) kernel density estimation of the target posterior distribution, which makes it impractical for
use when the parameter space is high-dimensional. The application to the adolescent friendship
network serves as an example where model comparisons based on unadjusted pseudolikelihoods
are misleading, as opposed to comparisons based on fully adjusted pseudolikelihoods.
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7.2 Gaussian random walk updates
The low-dimensional parameter space of the models considered in this paper allow to sample
the target posterior distribution in one block. With the exemption of the auto-reversible jump
exchange algorithm, all the other methods considered in this paper employed a random walk
Metropolis strategy with a multivariate Gaussian proposal distribution.
A proposal distribution with a variance-covariance matrix in the form Σλ = λ
2Id(B0+C
−1)−1
was assumed (Chib and Jeliazkov, 2001; Martin et al., 2011), to account for possible correlations
between the model parameters. Here, λ ∈ R+ denotes the Metropolis tuning scalar parameter
and B0 is the prior precision. There are two options regarding the choice of the precision matrix
C−1: (i) it is the same as the negative Hessian −HPL(θˆMPLE) = −∇
2
θ log fPL(y | θ)|θˆMPLE when
inference is based on the unadjusted pseudolikelihood or (ii) it is the same as the negative Hessian
−∇2θ log f (y | θ)|θˆMLE when inference is based on the adjusted pseudolikelihood.
The adjusted pseudo-posteriorMCMC algorithm and the population exchange algorithmwere
tuned using the sample covariance matrix of the likelihood at the MLE from option (ii). Here B0
plays the role of regularising the Hessian. This strategy assumes that the Hessian is invertible.
Obviously, a bad choice of the covariance matrix Σλ will have an effect on posterior inference;
a short MCMC run helped us decide on a value of the Metropolis tuning parameter in order to
reach a reasonable mixing rate of around 25% (Rosenthal and Roberts, 2001).
As regards the sampling algorithms based on tempered likelihoods, the parameters at all
temperatures were updated jointly with Gaussian random walk proposals. It would be desirable
to scale those proposals within different temperatures; it is appropriate to have wider proposals at
lower temperatures so that the algorithm can explore the posterior support more effectively. When
updating the parameter vector θ j in temperature t j, Friel and Wyse (2012) chose a proposal from
a Gaussian distribution which was centered at θ j and with standard deviation (t
ατp)
−1/2, where
τp is the proposal precision at temperature t = 1. For their logistic regression example they chose
a value of α such that the variability of the proposal near zero temperature would equal that of
the prior. In the case of power posteriors, this was α = log(τ/τp)/log(t1). This scaling led to
reasonable acceptance rates in our experiments.
7.3 Karate club network
The Zachary’s Karate Club network data, displayed in Figure 4, represents a social network of
friendships between 34 members of a karate club at a US university in the 1970. Three competing
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models were proposed by Caimo and Friel (2014) to fit the data in the presence of degeneracy:
M1: q1(y | θ1) = exp{θ11s1(y)+θ12v(y,φv)}
M2: q2(y | θ2) = exp{θ21s1(y)+θ22u(y,φu)}
M3: q3(y | θ3) = exp{θ31s1(y)+θ32v(y,φv)+θ33u(y,φu)},
where s1(y) = ∑i< j yi j is the number of edges. The other model terms are defined below.
Figure 4: Zachary’s Karate Club graph.
Shared Partnership: Let EPk(y), called the edgewise shared partnership statistic, denote the
number of connected pairs with exactly k common neighbours. EPk(y) is a function of the trian-
gle counts and as such, it is equivalent to modeling the high-order transitivities. The distribution
of edgewise shared partnership can be modeled as a function of a single parameter by placing
decreasing weights on the higher transitivities, leading to the geometrically weighted edgewise
shared partnership (GWESP) statistic. GWESP is defined by:
v(y,φv) = e
φv
n−2
∑
k=1
{
1−
(
1− e−φv
)k}
EPk(y) .
Geometrically Weighted Degree: Let the degree count, Dk(y), denote the number of pairs that
have exactly k common neighbours. The number of stars is a function of the degrees, therefore
Dk(y) is equivalent to modeling the k-star statistic. The geometrically weighted degree (GWD)
statistic enables to model all degree distributions as a function of single parameter by placing
decreasing weights on the higher degrees. GWD is defined by:
u(y,φu) = e
φu
n−1
∑
k=1
{
1−
(
1− e−φu
)k}
Dk(y) .
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The scale parameters (φv,φu) specify the decreasing rates of weights placed on the higher order
terms, are treated as constants and are set to (φv ,φu) = (0.2 ,0.8). The main focus of this example
will lie on the comparison between M1 and Model M3. Table 2 makes clear that there is positive
evidence in favor of M1 over Model M3, implying that the effect captured by the geometrically
weighted degree network statistic does not enhance the observed network.
Thirty independent MCMC experiments with the Auto-RJ exchange algorithm were run,
where each simulation consisted of 500,000 iterations, discarding the initial 50,000 as part of
the burn-in. The auxiliary chain consisted of 300,000 iterations. Following arguments presented
in Everitt (2012), the approximate exchange algorithm (Caimo and Friel, 2011) that the Auto-RJ
is using converges to the target distribution as the number of auxiliary draws tends to infinity.
There are 561 possible ties in the Karate Club network and so 300,000 auxiliary iterations should
ensure that the long auxiliary MCMC run from the TNT sampler returns a draw that is approxi-
mately distributed under the true likelihood.
The Auto-RJ experiments yielded an average value of BF13 = 13.177 and between-model
acceptance rate B˜ = 5.5%. The low acceptance rate for the jump proposals suggests that the
proposal distributions are not a good fit to each posterior model. As a result, the chain is mixing
poorly and each model is not visited with the correct frequency. This, in turn, has an effect on
the Bayes factor estimate.
The population exchange algorithm was implemented with 50 chains for 10,000 overall it-
erations after a burn-in period of 1,000 iterations, where 5,000 auxiliary iterations were used to
generate an approximate draw of a network from the likelihood. A further 500 draws were used
for the importance sampling estimate of the ratio of normalising constants between successive
temperatures. We considered a temperature schedule ti = (i/50)
5, i = 0, . . .50. The closest 500
MCMC draws to the posterior mean of θ were used to estimate pi(y).
Chib & Jeliazkov’s method drew a sample of 1,000,000 from the (corrected) pseudo-posterior
distribution for estimating the evidence. The corresponding MCMC sampler was tuned appropri-
ately, following the guidelines at Section 7.2 to obtain an overall acceptance rate of 20-25%.
For the tempering schemes we used a temperature ladder with 101 rungs, ti = (i/100)
5, i =
0, . . .100. Within each temperature ti, 30,000 samples were collected from the corresponding
stationary distribution, after a burn-in period of 5,000 iterations. This extended run increased
considerably the computational expense but aided towards the reduction of estimation bias (see
Friel et al. (2014) for general recommendations on the number of rungs and the length of the
MCMC run at each temperature ti). We note that the additional computation related to the control
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variates is a negligible fraction of the total computational cost.
The importance sampling algorithm for estimating the intractable normalising constant was
carried out using 500 path points. For each point the TNT sampler was run for 5,000 iterations,
followed by an extra 75,000 iterations thinned by a factor of 50, yielding 1500 networks. The
adjustment algorithm took 3 min for each of the two models (Table 1). The overall time spent on
the adjustments of the pseudolikelihood is accounted for in Table 2.
Table 1: Zachary karate club - CPU time in minutes for each adjustment phase.
Model Mode Curvature Magnitude Total
M1 0.336 0.002 2.688 3.026
M3 0.417 0.002 2.874 3.293
Results, shown in Table 2, demonstrate that the magnitude and direction of the Bayes factor
estimates with the adjusted pseudolikelihood agree with the Auto-RJ results. In fact, working
with the unadjusted pseudolikelhood in this example gives Bayes factor estimates of similar order
of magnitude, but it is not recommended to work with such an approximation as we cannot be
sure about its quality beforehand for a given dataset.
Additionally, there is good agreement with the evidence estimates from the population ex-
change MCMC run. Our procedure gets very accurate estimates of the true Bayes factor, but in a
fraction of the time, which renders it a more appealing option.
Table 2: Zachary karate club - Average and standard deviation values of log-marginal likelihood,
Bayes factor estimates and CPU time in minutes from thirty independent experiments, based on
the unadjusted and the fully adjusted pseudolikelihood function. The CPU time corresponds to
the total computational time required to apply an algorithm to both models of interest.
Adjustment Method logpi(y |M1) logpi(y | M3) BF13 CPU
(a) No Chib & Jeliazkov -217.197 (0.01) -219.842 (0.01) 14.088 (0.04) 14.20
Stepping stones -216.805 (0.23) -219.520 (0.26) 15.809 (4.71) 46.17
Power posteriors - TI -216.798 (0.24) -219.523 (0.27) 16.041 (5.01) 46.17
Power posteriors - CTI -217.077 (0.05) -219.726 (0.04) 14.173 (0.81) 46.17
(b) Yes Chib & Jeliazkov -219.007 (0.01) -221.766 (0.01) 15.776 (0.06) 20.79
Stepping stones -218.765 (0.15) -221.524 (0.20) 16.192 (3.79) 57.90
Power posteriors - TI -218.763 (0.16) -221.525 (0.21) 16.302 (4.00) 57.90
Power posteriors - CTI -218.967 (0.02) -221.716 (0.02) 15.631 (0.42) 57.90
Population exchange -218.954 (0.02) -221.703 (0.02) 15.629 (0.35) 1749.60
Auto-RJ - - 13.177 (0.24) 4777.86
Chib and Jeliazkov’s one-block approach comes at a lower computational cost compared
to TI. The Power posterior-related estimates are based on the improved trapezium rule (S.4).
The potential gains made when estimating the evidence using power posteriors by correcting the
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numerical integration error have been illustrated previously (Friel et al., 2014). As regards the
controlled thermodynamic integral estimate, the results are additionally based on a zero variance
(ZV) control variates polynomial P(θ) of dimension 2 (see Supplementary material).
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Figure 5: Zachary karate club - Boxplots of estimated Bayes factors over thirty independent
experiments. SS denotes the Stepping stones approach. PP-TI refers to the power posterior
approach under the second-order quadrature method and PP-CTI refers to the power posterior
approach under the second-order quadrature method and a controlled thermodynamic integral
with a zero variance control variates polynomial P(θ) of dimension 2.
There is very small discrepancy between the Stepping stone estimators and the Power poste-
rior estimators based on second-order quadrature under the long temperature ladder. CTI (degree
2) achieves a massive variance reduction in the estimator variance. We see that this variance
reduction transfers to estimates of the Bayes factor themselves, where the standard deviation
of the CTI estimators (degree 2) is approximately 10× lower compared to estimators based on
TI. Figure 5 displays that the CTI estimators (degree 2) are close to the Chib and Jeliazkov’s
estimators.
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7.4 Teenage Friends and Lifestyle Study
The adolescent friendship network is a subset of a friendship network collected in the "Teenage
Friends and Lifestyle Study" (Pearson and Michell, 2000). The study records a network of friend-
ships and substance use for a cohort of students in a secondary school in Glasgow, Scotland. Here
we used an excerpt of 50 adolescent girls; the resulting network, displayed in Figure 6, consists
of 50 nodes and 39 edges. There are four covariates associated with each node: Drug usage,
Smoking status, Alcohol usage and Sport activity.
Following Caimo and Friel (2014), we restrict our attention to three node covariates: Drug
usage, Sport activity, and Smoking status. We focus on the transitivity effect (expressed by
the GWESP statistics with φv = log2), the degree heterogeneity (expressed by the GWD statis-
tics with φu = 0.8) and the relationship between drug consumption and smoking (denoted by
s4(y,x) = nodematch(c("smoke","drugs"))).
The homophily effect counts the number of edges for which two nodes share the same co-
variate value. When multiple relationships are studied, the "nodematch" statistic (Morris et al.,
2008) counts only those on which all the covariate values match. We compare two models:
M1: q1(y | θ1) = exp{θ11s1(y)+θ12v(y,φv)+θ13u(y,φu)}
M2: q2(y | θ2) = exp{θ21s1(y)+θ22v(y,φv)+θ23u(y,φu)+θ24s4(y,x)},
where s1(y) = ∑i< j yi j is the number of edges.
Since the network is sparse, Caimo and Friel (2014) incorporated this prior knowledge by
setting the parameter value for the edges statistic equal to −1 and set the Multivariate Gaussian
prior covariance matrix of each model to be a diagonal matrix with every entry equal to 5.
The Auto-RJ was again used as a reference. The simulation was run for 400,000 iterations
(equating to 50 hours of CPU time), discarding the initial 50,000 as part of the burn-in, and the
auxiliary chain consisted of 200,000 iterations. The average Bayes factor (and standard deviation)
based on thirty independent MCMC experiments was BF21 = 1.186 (0.015).
This value shows slightly positive evidence in favor of M2 (but is rather close to one), re-
vealing that the transitivity effect and the geometrically weighted degree distribution can explain
the complexity of the observed network data, being important features of the graph and that the
observed network is enhanced by the homophily effect of drug usage and smoking. Similarly to
Section 7.3, the Auto-RJ suffers from low acceptance rates for the jump proposals: the between-
model acceptance rate was equal to B˜= 8.2%.
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Figure 6: 50 girls from the Teenage Friends and Lifestyle Study dataset.
For the population exchange algorithmwe considered a temperature schedule ti=(i/100)
5, i=
0, . . .100, with 10,000 overall iterations after a burn-in period of 1,000 iterations. Each simula-
tion consisted of an auxiliary MCMC run of length 5,000 as a proxy for an exact sampler from
the likelihood and a further 500 draws were used for the importance sampling estimate of the
ratio of normalising constants between successive temperatures. The closest 500 MCMC draws
to the posterior mean of θ were used to estimate pi(y). This setting gave results which agree with
our method, but came at a high computational cost (Table 4).
In terms of estimating the intractable normalising constant for each model based on impor-
tance sampling in our method, we used the same setting as in Section 7.3. In this example the
adjustment algorithm took 5.5 min for each of the two models (Table 3). The overall time spent
on the adjustments of the pseudolikelihood is accounted for in Table 4.
Table 3: Teenage Friends and Lifestyle - CPU time in minutes for each adjustment phase.
Model Mode Curvature Magnitude Total
M1 0.291 0.002 5.204 5.497
M2 0.297 0.002 5.094 5.393
With the Chib & Jeliazkov’s method 1,000,000 MCMC updates from the (corrected) pseudo-
posterior distribution were run. Regarding the TI-related schemes, we ran 30,000 Metropolis-
Hastings updates for each temperature, after a burn-in period of 5,000 iterations, while the tem-
pering scale was partitioned as ti = (i/100)
5, i = 0, . . .100. In total, 3,030,000 iterations were
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used to estimate the evidence for each model.
For this example we observe that the Bayes factor estimates based on the adjusted pseudo-
likelihood agree with the Auto-RJ results (Table 4). There is also a good agreement between the
Stepping stone estimators and the Power posterior estimators before applying the ZV scheme. In
general, all estimators exhibit internal consistency; a 20-fold reduction in the evidence estimator
variance is observed when applying the ZV control variates scheme.
Table 4: Teenage Friends and Lifestyle - Average and standard deviation values of log-marginal
likelihood, Bayes factor estimates and CPU time in minutes from thirty independent experiments,
based on the unadjusted and the fully adjusted pseudolikelihood function. The CPU time corre-
sponds to the total computational time required to apply an algorithm to both models of interest.
Adjustment Method logpi(y |M1) logpi(y |M2) BF21 CPU
(a) No Chib & Jeliazkov -152.010 (0.01) -153.153 (0.01) 0.319 (0.01) 18.75
Stepping stones -152.204 (0.14) -153.316 (0.20) 0.340 (0.09) 52.41
Power posteriors - TI -152.206 (0.15) -153.312 (0.21) 0.343 (0.09) 52.41
Power posteriors - CTI -152.215 (0.01) -153.362 (0.01) 0.318 (0.01) 52.41
(b) Yes Chib & Jeliazkov -233.740 (0.01) -233.621 (0.01) 1.127 (0.01) 28.13
Stepping stones -233.965 (0.12) -233.801 (0.20) 1.212 (0.28) 67.44
Power posteriors - TI -233.967 (0.12) -233.797 (0.20) 1.221 (0.29) 67.44
Power posteriors - CTI -233.975 (0.01) -233.847 (0.01) 1.137 (0.02) 67.44
Population exchange -233.934 (0.01) -233.807 (0.01) 1.135 (0.02) 7026.06
Auto-RJ - - 1.186 (0.02) 2977.08
The Teenage Friends and Lifestyle Study network offers a scenario where any model compar-
isons based on the unadjusted pseudolikelihood are quite misleading, as the Bayes factor based
on the unadjusted pseudolikelihood is < 1, while the Bayes factor based on the adjusted pseudo-
likelihood is > 1. There is a striking difference between the unadjusted pseudolikelihood-based
estimates of the evidence and those estimates based on the fully adjusted pseudolikelihood. All
Bayes factor estimates slightly favour M1, which is in contrast with the Auto-RJ results and the
results based on fully adjusted pseudolikelihoods. Therefore, we can conclude that the benefits of
conducting model selection for this network based on the unadjusted pseudolikelihood approx-
imation are reduced. All in all, we highly recommend approximation of the evidence with the
fully adjusted pseudolikelihood, which comes at a negligible computational cost.
8 Discussion
In this paper we have presented a novel approach to marginal likelihood estimation of models
with intractable normalising constants, which we applied to the challenging setting of exponen-
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tial random graph models for social network analysis. We approximated a doubly-intractable
posterior distribution with an intractable likelihood by a "standard" singly intractable posterior
distribution with a tractable likelihood approximation. Our methodology is highly compatible
with a plethora of evidence estimation techniques from the Bayesian toolbox.
Our experiments suggest that the one-block Metropolis-Hastings approach yields marginal
likelihood estimators with low variability. It comes at a low computational cost and is suitable
because it requires no further tuning of the MCMC algorithm and the low-dimensional parameter
spaces in our experiments allow the parameter vector to be updated in a single block. For higher-
dimensional MCMC problems, though, multi-blockMetropolis-within-Gibbs updating strategies
will be more suitable (Chib and Jeliazkov, 2001). The Power posteriors algorithm can come
at a higher computational cost, depending on the inverse temperature scheme. We suggest the
use of the improved trapezoidal scheme of Friel et al. (2014) and the control variate technique
(Oates et al., 2016) to vastly improve the statistical efficiency of the evidence estimate. The
Stepping stones estimators suffer from high variability.
We note that our approach avoids the heavy computational burden of repeated likelihood
simulations, as in Friel (2013) and Everitt et al. (2017). Here the likelihood simulations are per-
formed only once for each competing model. The empirical results presented above suggest that
our approach gives similar estimates of the Bayes factor to the computationally intensive popula-
tion exchange algorithm, but at a fraction of the time. Simulation procedures for approximating a
solution to the likelihood equation are more challenging when larger datasets are considered, but
any simulation approach with increased dependence on likelihood simulations will be infeasible
under these conditions. Our work should offer a more scalable approach.
Overall, the reasonable computational effort that needs to be put when working with our
likelihood approximation extends the applicability of the proposed approach to other complex
models like Gaussian Markov random fields and autologistic models; it will be particularly inter-
esting to implement our proposed framework to large grids and networks with hundreds of nodes
or models with many parameters.
SUPPLEMENTARY MATERIAL
Evidence estimation strategies: Detailed presentation of the strategies used in this paper for
estimating the marginal likelihood, based on MCMC simulation. (.pdf file)
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R code: R programs that can be used to replicate the Potts model study and exponential random
graph example in Section 7 of this article. Please see the file README.txt contained
within the accompanying zip file for more details.
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