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Abstract
One of the emerging problems facing populated urban areas represents high level
of the air pollution. Current monitoring approaches assume processing of pollution
data in a centralised manner, however due to external factors (e.g. current atmo-
spheric conditions) the air pollution level can have fast fluctuations inside a street
which might lead to disparity of the pollution levels in neighbouring streets. This
thesis proposes a decentralised monitoring framework that enables harvesting of the
pollution data, its processing, and dissemination of early warnings to the Static
Monitoring Units (SMU) when the onsets of hazardous air pollution concentration
are detected at the street (micro-scale) level. The proposed air pollution monitoring
framework relies on a Vehicular Sensor Network infrastructure where vehicles have
limited on-board resources, such as processing, battery power and storage. Three
aspects of the micro-scale air pollution monitoring have been investigated.
The Decentralised data Dissemination and Harvesting (DDH) is a single-hop
dissemination mechanism which enables the nodes to decide whether they should
harvest the data based on their current position and movement direction. This mech-
anism identifies the streets that nodes need to monitor by comparing the amount of
stored pollution data with the one harvested from other nodes in the network.
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The Decentralised Data Fusion (DDF) algorithm is developed to fuse the de-
layed pollution data that arrives from other nodes in the network. The algorithm
uses the Delayed State Information Filter to refine sensor measurements and applies
an interpolation technique to interpolate the missing data in the time gaps which
occur as a consequence of receiving delayed data. The proposed algorithm augments
the pollution data history at the slight cost of data accuracy.
The Decentralised Dissemination of Warnings (DDW) is a beaconless, multi-
hop dissemination mechanism designed to relay early warnings to the SMUs. Mobile
nodes calculate the time interval (waiting time) that they need to wait before they
rebroadcast the warning message. The waiting time is calculated by taking into
account the distance between sending and receiving nodes, and nodes’ distances
to the SMUs. The DDW mechanism ensures that high number of non-duplicated
warnings is received at the collection points (SMUs).
The proposed framework enables efficient utilisation of node’s on-board re-
sources in terms of transmitting and processing activity, and data storage. It re-
duces the number of mobile nodes required for monitoring purposes without losing
the volume of the relevant collected pollution data. Using uncontrolled mobile nodes
and their mobility, the framework enables reporting the hazardous pollution levels
in near real-time.
v
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Chapter 1
Introduction
1.1 Motivation and Background
One of the biggest problems facing populated urban areas is high level of air pollu-
tion. The air pollution has various sources which can be categorised as stationary,
natural and mobile [1]. Factories and power plants represent stationary pollution
sources, a windblown dust is an example of a natural pollution source, whilst ve-
hicles inside an urban area represent mobile pollution sources. According to [2],
vehicle transportation is one of the main pollution sources and its emissions con-
tribute to 75% of the overall carbon monoxide (CO) and 47% of nitrogen oxides
(NOx) emissions in the United Kingdom.
High levels of the air pollution have a negative impact on the environment
and human health causing respiratory or cardiovascular problems. According to
the World Health Organization (WHO), around 1.4 billion people living in urban
areas are exposed to air pollution levels which are beyond recommended air quality
guidelines [3]. Therefore, it is important for local authorities to monitor the air
quality in urban areas, detect the areas with unacceptably high pollution levels
and make this information available to the enforcement bodies and to the public.
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In the United Kingdom, the Department for Environment, Food and Rural Affairs
(DEFRA) provides the information about the air quality and air pollution levels
[4]. It defines the Daily Air Quality Index (DAQI) that describes the air pollution
levels, for example on an hourly basis, based on the pollution data collected from a
number of monitoring stations across the United Kingdom.
Air pollution monitoring approach in urban areas commonly relies on a lim-
ited number of fixed monitoring stations, where the distances between these stations
can reach several kilometres. These monitoring stations are then used by local au-
thorities to provide daily information about the environment, which is available to
the public via Internet [5]. Usually these stations are installed at very crowded
locations, e.g. intersections and main roads, that represent potential areas of a haz-
ardous pollution level occurrence caused by the industrial and heavy transportation
emission sources. Due to external factors, such as atmospheric conditions (e.g. wind
flow, humidity) and streets geometry (e.g. street width and length, building con-
figuration) the pollution level can fluctuate widely inside a street, which can lead
to the presence of different pollution levels in the spatially neighbouring streets [6].
Hence, to capture the changes of various pollutants and explore the causes of the
pollution, a monitoring solution needs to provide a temporal granularity of pollution
data higher than one hour [2].
Having in mind that a pollution level deviates in both space and time, caus-
ing the places with hazardous pollution levels to change, it is necessary to expand a
monitoring area and achieve higher spatio-temporal monitoring resolution [5]. Thus,
a pollution monitoring solution based only on the deployment of fixed monitoring
stations cannot provide tracking of fast pollution level fluctuations on streets located
between these stations [5], [7]. In order to expand monitoring area more fixed mon-
itoring stations could be deployed, but the practical feasibility of such monitoring
approach is complex and would induce high overall costs.
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1.2 Environmental Monitoring Approaches
Environmental monitoring has been the focus of significant attention in the research
community and can be specialised in various areas of concern, such as habitat mon-
itoring, forest monitoring, climate monitoring [8]. The environmental monitoring
systems are usually based on wireless sensor network, robotic network or Unmanned
Aerial Vehicles (UAVs), that have the task to monitor environmental boundaries of
various natural phenomena such as temperature, pressure, humidity. In the con-
text of the environmental monitoring, it is relevant to identify the environmental
boundary (contour) that can be defined as a separator of two regions in which the
values of natural phenomena are greater or lower than some defined threshold [9].
Detecting a chemical gas concentration above allowed threshold, fire spreading in a
forest, or detecting an oil spill in the ocean are examples of that boundary. Works
in the field of detecting, estimating and tracking environmental boundaries can be
found in [10]-[13].
Most of such works are based on mobile nodes with controlled mobility that
collaborate and use path planning algorithms to detect and track a boundary. For
example, work in [10] presents a solution based on UAVs for decentralised monitoring
and tracking of large forest fires. In this work, the UAVs cooperative control is
presented to accurately monitor a fire propagation, where UAVs can plan and adjust
their movement depending on the detected fire perimeter. Work in [11] presents
another example of collaborative node-based solution for boundary estimation and
tracking of a pollutant spill in the lake. In this work the authors introduce two
mobility strategies for the nodes, namely a converge phase and a coverage phase.
The first phase defines how mobile nodes reach the observed boundary, whereas a
latter phase deals with the task of surrounding of the boundary and its tracking
as it moves. Authors in [12] assume that a boundary that has been tracked by the
mobile nodes can be approximated with an ellipse, whereas in work [13] the aim is
to optimally approximate the tracked boundary with a polygon.
24
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Due to several reasons, we find the aforementioned environmental boundary
tracking proposals unsuitable for monitoring of air pollution levels in an urban area.
Firstly, boundary tracking proposals presented in [10]-[13] require sensing infras-
tructure such as mobile nodes that are used exclusively for monitoring purposes. In
such a case, dedicated mobile nodes that would have a task to perform air pollution
monitoring on a street level would need to be controlled by a central unit. Also,
using dedicated mobile nodes does not represent a cost effective monitoring solution
since it would require large number of dedicated nodes in order to monitor a large
area. However, a more practical monitoring solution would be based on using the
existing transportation infrastructure, such as buses, cars or bicycles that would
have a role as monitoring mobile nodes. Using these nodes it would be possible
to achieve air pollution monitoring on a street level where pollution can drastically
fluctuate. Works in [10], [11] and [13] assume controlled movement of mobile nodes
in order to track the boundary. Additionally, works presented in [10]-[13] do not
mention the presence of obstacles, allowing the nodes to freely move in any direc-
tion. However, in an urban area mobile nodes such as vehicles (cars,buses,bicycles)
on the road cannot move freely in any direction since their movement is constrained
by the roads, and the existence of obstacles affect their communication. Also, au-
thors in [13] assume that the tracked phenomenon can be represented as a static
boundary, which cannot be assumed in case of tracking the air pollution in an urban
environment.
1.3 Urban Pollution Monitoring Approaches
Air pollution monitoring in urban areas has recently gained considerable interest
by the research community. The Section 1.3.1 and Section 1.3.2 present a number
of experimental projects that have been developed for urban pollution monitoring
applications.
25
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1.3.1 Wireless Sensor Network Monitoring Approaches
Wireless Sensor Networks were originally designed for military monitoring purposes
and later were widely used for many other monitoring applications, such as for
example, healthcare monitoring, environmental monitoring, agriculture and habitat
monitoring. A WSN system generally consists of a large number of low-cost sensor
nodes that are spatially distributed to collect the data from the environment. These
sensor nodes have short communication range, constrained processing capabilities,
limited battery life time and storage resources. The data gathered by the sensor
nodes is forwarded to the sink node where it is accessible to the end user. Using
a WSN for pollution monitoring purposes represents a more cost effective solution
compared to the traditional fixed station-based monitoring approach, since deploying
WSN sensor nodes is less expensive than deploying fixed monitoring stations. One
step closer to achieve fine-grained pollution monitoring in urban areas is by using
WSNs, and hence this section presents WSN-based approaches for the air pollution
monitoring.
Authors in [14] present a micro-scale air quality monitoring system using
WSNs, consisted of a front-end monitoring platform and a control centre. In the
front-end monitoring platform, the static sensor nodes send the data to the gateway,
where it is stored together with meteorological data. Using the existing GSM net-
work, the gateway transmits the collected data to the control centre which is then
available to the public. The testbed consists of a gateway and nine static nodes with
sensors that measure carbon monoxide (CO) placed on lamp posts surrounding the
heavy-traffic roundabout which collect air pollution and meteorological data every
ten minutes. The data at the control centre is refreshed every hour and enables the
users to send queries to get the information about the pollution. The same authors
expanded their work on monitoring a wider area which covers a couple of streets and
intersections. Work in [15] presents an architecture for the air pollution detection in
African cities that have limited Internet connectivity. The proposed low cost moni-
toring solution is based on a Wireless Mesh Network of Sensors (WMNS) consisted
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of fixed sensors and mobile sensors placed on the vehicles.
Work in [16] introduces a CitySense, an urban-scale wireless networking testbed,
which is currently under development. The proposed monitoring solution is planned
to be composed of PCs equipped with communication radio and sensors that will
be mounted on streetlights and buildings throughout Cambridge area. The testbed
also includes wireline gateway nodes that represent intermediaries between wireless
network and the Internet, and back-end servers. Work in [17] introduces an air pol-
lution monitoring system based on a geo-sensor network, a sensor network control
system and an air pollution monitoring system. A sensor network control system
controls the operation of a geo-sensor network and defines sensors’ sampling interval
change, while the air pollution monitoring system is based on the context model. A
context model defines an air pollution status on specific areas and provides alarm
messages about a hazardous pollution levels.
1.3.2 Mobile Sensor Network Monitoring Approaches
Another way to perform the air pollution monitoring is by using a mobile sensing
approach where sensors are embedded into the mobile units such as vehicles or mo-
bile phones. An example of such monitoring paradigm is the community sensing,
popularly called crowd-sourcing or participatory sensing. Here, public community
actively participates in obtaining sensor measurements and contributes to the com-
mon goal, e.g. pollution data collection [18]. An example of such sensing network is
a Vehicular Sensor Network (VSN) where vehicles (cars, buses or bicycles) equipped
with on-board units consisted of processing, storage, battery, communication and
sensing capabilities, exchange pollution data with other vehicles in the network
which is sent to the central server for further processing [19]. Using VSN for air
pollution monitoring purposes can provide a finer spatio-temporal resolution of the
pollution data than the WSN or fixed station-based monitoring solutions. This sec-
tion presents some of the air pollution monitoring solutions in urban environments
that are based on mobile sensing approach.
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Authors in [18] introduce the NoiseTube platform for monitoring the noise
levels in an urban area. This is a low-cost approach which involves engaging a
public community to perform sensing task using their mobile phones as noise sensors.
The prototype of this platform is a mobile application that needs to be installed
on the participant mobile phone, and a server that has a task to aggregate and
analyse collected measurements from the phones. Additionally, processed noise data
is visualised and provided to the public in the form of noise maps. Authors of
[20] introduce the Mobile Air Quality Monitoring Network (MAQUMON) system
composed of cars equipped with sensors and GPS, and a central server. Sensor node
measurements tagged with a time stamp and a location are sent to the server which
performs data processing and makes the air quality data available on the SensorMap
portal.
Work in [3] introduces a HazeWatch project, a low-cost system for the air pol-
lution monitoring based on a participatory sensing concept in an urban area. It is
composed of private vehicles equipped with sensors that measure the air pollution
concentration, and a mobile phone application for tagging and uploading sensor mea-
surements to a central server using 3G network. At the central server interpolation
techniques are applied to produce the spatio-temporal pollution points after which
a visualisation is performed in the form of a pollution map. Work in [21] presents an
approach for fine-grained air quality monitoring in real-time using vehicle sensing
approach. Here, two types of sensing models are defined to collect the data. The
first sensing model is deployed on the public transportation network (buses), and
the second model refers to the social community-based sensing and private vehicles.
Both sensing models measure the concentration of pollutants which is then sent to
the cloud server using a cellular network for further processing and producing a
pollution map.
Authors in [22] propose the air pollution monitoring concept using mobile
sensor network based on public transport vehicles (buses). Public transport vehicles
are equipped with sensors that measure the level of carbon dioxide (CO2) pollution
together with GPS coordinates on their routes. The communication is based on a
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Delay Tolerant Network (DTN) approach (carry and forward) which assumes that
buses store measurements until they reach intermediate nodes (Wi-Fi access points).
The collected measurements from intermediate nodes are then forwarded to the final
destination (central unit) for further processing and data visualisation. Authors in
[23] present an OpenSense project that addresses community-driven sensing of the
environment, such as the air pollution monitoring in an urban area. This type of
sensing involves participation of people or vehicles (public buses) equipped with
sensors and static monitoring stations that perform environmental monitoring in an
urban area.
Authors in [5] propose a Mobile Discovery Net (MoDisNet) project based on
Wireless Sensor Network and Grid computing technology for the purposes of air pol-
lution monitoring in urban environments. Here, a monitoring system infrastructure
is composed of the vehicles equipped with sensors, called the Mobile Sensor Nodes
(MSN), and a stationary sub-network composed of the Static Sensor Nodes (SSN)
deployed on the roadsides. MSNs collect pollution measurements and send it to the
SSNs that cooperate with the e-Science Grid architecture. The role of the e-Science
Grid framework is to perform tasks of data storage, processing, its analysis and min-
ing of the sensor data. Work in [24] proposes a solution for micro-climate monitoring
using Vehicular Sensor Network. Here, vehicles with uncontrolled mobility, such as
taxis, are equipped with sensors that collect the pollution data which is periodi-
cally sent in the form of reports to a central server. These reports are sent as short
messages via GSM network. The authors address two network-related challenges of
urban pollution monitoring. The first challenge is finding the optimal periodicity of
the reporting, so the required quality of monitoring can be accomplished with less
communication overhead. The second challenge refers to exploring an opportunistic
communication among vehicles to reduce the number of sent messages.
Work in [25] presents the Aeroflex, a bike for monitoring the air quality in an
urban areas. The bike is equipped with a set of sensors, data storage, data transmis-
sion unit (e.g. sending sensor measurements to the back-end server), functions that
support data pre-processing (e.g. filtering out incorrect measurements, applying
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interpolation technique on GPS data in case GPS signal is lost during monitoring,
spatially aggregating measurements for each traversed road segment). As a rationale
for choosing a bike as a mobile measurement unit, the authors highlight its flexi-
ble mobility to collect pollution data, without emitting exhaust gases like cars and
buses. Work in [26] introduces the Copenhagen Wheel, an environmental sensing
project, where bicycles in Copenhagen are used for pollution monitoring across an
urban area. Here, a rider’s smartphone is connected with sensors mounted on the
bicycle using a Bluetooth technology. The collected data is available not only to
a rider, but can also be transmitted to a server where the data is made available
for other users. Similarly, work in [27] presents a smart e-bike monitoring system,
called SEMS, that uses electrically-assisted bikes (e-bikes) equipped with sensors
that collect the real-time data in an urban environment. While acquiring the data,
riders can view it and share it on the social media with the public. Work in [27]
addresses the e-bike’s framework design aspects, such as its hardware and software
characteristics.
1.4 Challenges of the Existing Monitoring
Approaches
Even though Wireless Sensor Network monitoring approaches yield better spatial
coverage and data resolution when compared to traditional fixed monitoring stations,
it might also present limitation when required to produce a fine-grained pollution
data on a per street (micro-scale) basis. For example, works in [15] and [16] as-
sume that WSNs are used for monitoring of limited areas, whereas works in [14] and
[17] use WSN to monitor specific locations in urban areas, such as for example the
heavy-traffic location or remote places. Thus, in order to cover an entire urban area
and enable the pollution micro-scale monitoring, fixed sensors should be installed
inside every street, which still requires considerable investment in the infrastructure.
Additionally, some of the WSN-based monitoring approaches assume the data pro-
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cessed in a centralised manner is available to the public after certain period of time,
which could bring a limitation in obtaining a near real-time information about the
monitored pollution. For example, work in [14] assumes that the control centre re-
freshes the pollution data every hour, whereas work in [15] provides an information
about the pollution levels on a daily basis.
One of the major benefits of using VSN for the pollution monitoring is its cost-
effectiveness as it allows using the existing vehicles for sensing purposes. Deploying
a large number of such vehicles in an urban area with diverse mobility patterns
could provide a detailed insight of the air quality in vast urban areas [20], and
enable monitoring of some locations that otherwise could not be monitored with
the fixed sensors. In case the vehicles are cars or buses, it is assumed that their
on-board units are powered by the vehicles’ batteries [28], so there are no major
limitations in terms of processing capabilities, battery and storage. However, some
of their downsides include additional exhaustion of polluting gases in the air, their
mobility can be constrained by a road configuration or in a case of buses, they can
have the predefined routes. Alternatively, using the public bicycles as a mean of
transportation is a growing trend in the populated urban areas, which can also be
used for urban pollution monitoring. Unlike cars or buses, bicycles would have con-
strained resources such as processing capability, battery, storage. However, bicycles
are environment-friendly as they do not pollute the environment with exhaust gases
like that is the case with cars and buses, and are more flexible in terms of mobil-
ity as they can move not only on the roads, but also at the locations available to
pedestrians.
Some of the works based on Vehicular Sensor Network such as [3], [18], [21],
[24], [26] and [27] use cellular networks for the transmission of the pollution data to
the central server. However, using cellular network for pollution data transmission
could induce high operational costs that are required for the cellular connectivity
(SIM cards and data plans). Works presented in [5], [20], [22] and [23] assume the
vehicles collect and carry the pollution data to the access points (e.g. Wi-Fi, Static
Sensor Nodes) where it is transferred to the central server. In these works, the
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vehicles do not analyse the collected data to identify alarming levels of the pollution
while they are on the move, and instead they have a role of carriers of the pollution
data which is later processed in a centralised manner. However, in order to identify
hazardous pollution levels in near real-time, it is desirable to have an access to the
pollution data and to perform its analysis on the fly. According to [21], the access
to such pollution data is still limited. Hence, there is a clear need to investigate a
concept of decentralised pollution monitoring in which the vehicles with on-board
units would be able to analyse the collected pollution data and to detect dangerous
pollution levels in near real-time. The work in [22] assumes that buses equipped
with sensors are moving in a controlled mobility fashion with a predefined fixed
routes. In order to achieve monitoring of large urban areas, the controlled mobility
of the vehicles would limit the spatial resolution of the collected pollution data.
Thus, to obtain a higher spatial resolution of the pollution data, it is desirable that
VSN monitoring solution is based on vehicles with more flexible movement like, for
example public bicycles.
In contrast to the works presented in [3], [18], [20]-[24] where vehicles with on-
board units or mobile phones with sensors collect sensor measurements, the work
in [25] assumes that vehicle such as bicycle performs pre-processing of the sen-
sor measurements. Even though the work in [25] assumes pre-processing of sensor
measurements, it does not use these measurements to analyse the evolution of the
pollution level over time. Instead, the collected measurements are spatially aggre-
gated (calculating mean and median) for each traversed road segment. In order to
achieve decentralised monitoring using bicycles with on-board units, it is necessary
to have accurate pollution data which can be analysed to reveal variations of the
pollution levels in near real-time. The sensor measurements could be additionally
refined using some advanced techniques, such as for example filters, which is not
present in work [25]. Filters have a task to produce estimates of the monitored pol-
lution concentration that tend to be more accurate than the sensor measurements
taken by devices of different accuracy levels. Also, additional advantage of using
filters is that they can be used for predicting the state of the observed phenomenon
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(e.g. pollution level) in case there is a lack of sensor measurements. These predicted
values of the observed phenomenon can be further analysed to gain additional knowl-
edge about that phenomenon (e.g. trend analysis of the pollution level). Finally,
the work presented in [25] assumes using cumbersome hardware equipment which is
composed of the back-pack that stores netbook computer, batteries and the rest of
the proposed equipment, which could make driver’s ride difficult.
1.5 Aims and Objectives of the Thesis
The aim of this thesis is to research and develop a framework for decentralised
pollution monitoring at the street (micro-scale) level in an urban area. In order to
accomplish the aforementioned aim, the following objectives have been identified:
• To design a data dissemination and harvesting mechanism that enables collec-
tion of a pollution data in a decentralised manner.
• To design a data fusion algorithm that enables mobile nodes to fuse the pol-
lution data that arrives delayed from other nodes in the network.
• To develop a dissemination mechanism that enables delivery of early warnings
to the collection points in the network, called Static Monitoring Units.
1.6 Contributions
The contributions of the thesis are presented in the following chapters:
• A novel single-hop Decentralised data Dissemination and Harvesting (DDH)
mechanism [29] is presented that enables mobile nodes to collect the pollu-
tion data and share it with other nodes in the network. In the proposed
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DDH mechanism, each mobile node makes decision whether received pollu-
tion data should be harvested or not based on the node’s current position and
its movement direction. The data harvesting mechanism enables reduction of
the node’s on-board processing load. Also, the DDH mechanism enables the
nodes to decide whether they should monitor the specific street segments by
comparing the amount of stored pollution data with the one harvested from
other nodes. The aforementioned comparison of the pollution data provides
reduction in the number of nodes which actively participate in decentralised
pollution monitoring, without affecting the volume of collected data for the
monitored street segments. The DDH mechanism also provides low utilisa-
tion of the node’s on-board database as well as reduced dissemination of the
redundant data in the network.
• A Decentralised Data Fusion (DDF) algorithm [30] is introduced which allows
fusing the data that arrives delayed from other nodes in the network. It
uses the Delayed State Information Filter to refine sensor measurements and
enables an insight into the detailed variations of pollution level changes over
time by storing the pollution data history. The proposed algorithm applies an
interpolation technique to interpolate the missing pollution values in the time
gaps which can occur as a consequence of receiving delayed data. The DDF
algorithm contributes to the enhancement of the on-board data analysis, and
enables each mobile node to maintain an autonomous perception about the
evolution of the pollution levels. The DDF algorithm expands the estimated
pollution data set at the cost of a slight decrease in the data accuracy.
• A Decentralised Dissemination of Warning (DDW) multi-hop mechanism [31]
is presented which ensures that early warnings generated by the mobile nodes
in the network are sent to the Static Monitoring Units (SMUs) which serve
as collectors of these early warnings. The DDW is a beaconless dissemina-
tion mechanism in which mobile nodes calculate a waiting time before they
rebroadcast the warning message. In order to calculate the waiting time, the
receiving node observes the distance from the sending node, and the distances
34
Chapter 1. Introduction
of receiving and sending nodes to the SMUs. The proposed mechanism en-
sures that the SMUs collect high number of non-duplicated warnings, while
minimising the number of duplicated warning messages disseminated in the
network.
1.7 Structure of the Thesis
The thesis is organised into five chapters:
In Chapter 2 a Decentralised data Dissemination and Harvesting (DDH) mech-
anism for collecting the pollution data in urban areas is presented. In this chapter,
different wireless ad-hoc networks are described and the structure of the proposed
monitoring framework is introduced. This chapter presents related work in the area
of data dissemination and harvesting for urban environments, and urban simulation
scenario used in the decentralised pollution monitoring approach. The novel DDH
mechanism is assessed using simulations with different number of mobile nodes in
the network and is evaluated in terms of the utilisation of the node’s resources.
In Chapter 3 a Decentralised Data Fusion (DDF) algorithm that enables mo-
bile nodes to fuse the pollution data which arrives from other nodes in the network
is introduced. In this chapter, different multi-sensor data fusion systems, as well
as the challenges related to these systems are presented. This chapter also presents
related work in the area of data fusion in decentralised systems. The proposed DDF
algorithm is assessed using simulations with different number of mobile nodes in
the network and is evaluated in terms of collected pollution data set and the data
accuracy.
In Chapter 4 the Decentralised Dissemination of early Warnings (DDW) mech-
anism that enables delivery of early warnings to the Static Monitoring Units is pre-
sented. This chapter presents existing multi-hop dissemination protocols for sending
emergency data inside an urban area, and the on-line analysis module for generating
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early warnings is described. The proposed DDW mechanism is evaluated using a
set of simulations in terms of the amount of the collected warnings at the Static
Monitoring Units and the utilisation of the node’s resources.
In Chapter 5 conclusions of the thesis are summarised and the future work is
proposed.
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Data Dissemination and
Harvesting in Urban Areas
2.1 Introduction
In order to realise the envisioned decentralised air pollution monitoring scheme using
a Vehicular Sensor Network (VSN), it is necessary that the mobile nodes are able
to exchange and collect pollution data from other nodes in the network. In this
way the mobile nodes could gather detailed insight into the pollution level over
time for the monitored street segments. Since cars and buses exhaust pollutant
gases into the air, the choice of vehicles such as bicycles is preferred to enable
more environment-friendly monitoring since bicycles do not additionally pollute the
urban environment. A suitable infrastructure for such pollution monitoring concept
in an urban environment could be public bicycle hire schemes that are becoming
available in large cities. These schemes allow public to rent bicycles and move
freely in an urban area. Thus, an air pollution monitoring scheme based on bicycles
would utilise their mobility for the collection of pollution data. However, the main
restriction of using bicycles for environmental monitoring is that they would have
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limited on-board resources as they are not equipped with high capacity batteries
such as cars and buses. In order to enable the harvesting of pollution data using
mobile nodes with constrained resources, the data collection should be performed
such that on-board resources are utilised in an efficient manner.
In this chapter we propose a Decentralised data Dissemination and Harvest-
ing (DDH) mechanism that keeps node’s on-board processing activity at a low level
and minimises the dissemination of redundant pollution data in the network. Addi-
tionally, the DDH mechanism provides low number of mobile nodes for monitoring
purposes without degrading the monitoring quality in terms of the amount and
spatial coverage of the collected pollution data.
Section 2.2 presents related work in the area of the data dissemination and
harvesting based on the Vehicular Sensor Network (VSN) and Vehicular Ad-Hoc
Network (VANET). Section 2.3 introduces Wireless Ad-Hoc Networks (WSN). Sec-
tion 2.4 presents the structure of the proposed framework for the micro-scale pol-
lution monitoring. In Section 2.5 the proposed Decentralised Data Dissemination
and Harvesting mechanism for micro-scale pollution monitoring in an urban area is
presented. The urban simulation scenario used to assess the proposed monitoring
framework is described in Section 2.6. Section 2.7 describes the simulation param-
eters. The aforementioned section also evaluates the proposed mechanism using
simulations, and it discusses the observed performance metrics. Finally, the main
findings of this chapter are summarised in Section 2.8.
2.2 Related Work
Vehicular networking represents a promising technology that can be used for a wide
range of applications in urban environments, such as: safety applications (e.g. colli-
sion avoidance), alert dissemination applications (informing vehicles about some de-
tected dangerous situation), traffic congestion management applications and urban
sensing applications (e.g. exchanging weather information between the vehicles).
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Depending on the VANETs and VSNs applications, specific dissemination pro-
tocols are designed. Depending on whether the vehicles in the network are allowed
to forward (rebroadcast) the received messages or not, the dissemination protocols
are classified into single-hop and multi-hop protocols [32]. In the multi-hop broad-
casting protocol, when a vehicle detects an event (e.g. accident on the road) it
sends a message to its neighbours which forward it further to inform more vehi-
cles about the situation on the road. In case of a single-hop broadcasting protocol,
when a vehicle receives a message it stores a message in the database and does
not perform rebroadcasting. An example of the application in which a single-hop
broadcasting protocol can be used is traffic congestion management where vehicles
periodically send their state information (e.g. position, velocity) so the receiving
vehicles can calculate the levels of traffic congestion in their neighbourhood. In
this section we present and discuss relevant work in dissemination and harvesting
protocols for sensing applications in urban environments. A broader review of the
existing dissemination protocols for VANETs can be found in [33] and [34].
Authors in [35] present the decentralised dissemination and harvesting solu-
tion for proactive urban monitoring using a VSN. Here, private vehicles (nodes)
sense events in an urban area, autonomously process the sensed data, store it and
periodically obtain short summary chunks. These summary chunks are then aggre-
gated in summaries and diffused in the network. Special vehicles (agents) roam
in the network and harvest the disseminated data from the nodes by sending the
harvest request messages. The nodes send their responses to the agents which reply
with acknowledgements upon the reception of the nodes’ summaries. Unlike in [35],
where the dissemination and harvesting is performed with two different types of
vehicles, the proposed DDH mechanism merges harvesting and dissemination roles
within a single vehicle (mobile node). In order to accomplish the harvesting task,
the agents in the work [35] send queries every three seconds, and send back an ac-
knowledgement upon receiving the data from the nodes. This frequent querying and
acknowledging contributes to an increase of the communication load in the network.
In contrast, the DDH mechanism enables each vehicle to disseminate the data using
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a single-hop broadcasting and simultaneously perform data harvesting when they
reach an intersection area or in the street segments.
Authors in work [36] presented To-and-Fro (TaF) scheme for localised data
dissemination in an urban environment. This scheme is based on an opportunistic
VSN where the message that needs to be disseminated is forwarded to the vehicles
coming from the opposite direction. To determine the relative direction between the
vehicles, the authors model the vehicle’s movement with the normalised movement
vector. The direction between two vehicles is determined by observing the angle be-
tween their normalised movement vectors and by comparing it with the predefined
angle threshold. The main downside of the work in [36] is that the vehicles make
harvesting decisions based on sender’s movement direction without considering the
content of the received message. This could potentially cause that vehicles do not re-
ceive some relevant pollution data stored in the message broadcasted by the vehicles
moving in the non-opposite direction. In contrast, in the proposed DDH mechanism
the vehicles make their harvesting decisions based on the vehicle’s movement di-
rection relative to the street segment identification stored in the received message.
For example, in case of the DDH mechanism, if the receiving and sending vehicles
have the same movement direction but are positioned in different street segments
the receiving vehicle harvests the message, which is not the case with TaF as the
messages coming from the vehicles moving in non-opposite direction are discarded.
The DDH mechanism enables the vehicle to collect the pollution data for the street
segment it is approaching to, as there is a possibility that the vehicle will enter it in
the near future. In this way, in case the vehicle enters the street segment, it will be
able to augment the amount of the collected pollution data for that street segment.
In [37] the authors present TrafficInfo, a single-hop broadcasting protocol for
dissemination of real-time traffic information in VANETs. Here, upon leaving the
road segments the vehicles periodically broadcast the traffic information in the form
of reports. By exchanging these reports vehicles become aware about the traffic sit-
uation on the road, so they can change their routes to avoid congestion. Each report
is composed of the road segment identification, vehicle’s travel time for that road
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segment and the timestamp showing when the report was produced. When a report
is received, the vehicle updates the estimated travel time for that road segment by
calculating the weighted average of the current estimated travel time and the travel
time received within the report. According to TrafficInfo, the vehicles select the set
of reports that need to be disseminated to other vehicles in the network. For each
report demand and supply factors are calculated and used to prioritise the reports
that need to be disseminated. The demand factor represents the relevance of the
report to the vehicle’s route planning, whereas the supply factor depicts how many
vehicles in the network already have that report. Despite the TraficInfo [37] is a
single-hop dissemination protocol for urban environments as the DDH mechanism,
it is specifically designed for exchange of travel-time reports. In TraficInfo, the ve-
hicles harvest the data by using the weighted average to calculate and update the
estimated travel time for a road segment stored in a database. This way of pro-
cessing the stored data makes TraficInfo unsuitable for the considered air pollution
monitoring application, as vehicles in the DDH mechanism exchange different type
of data that are processed using Delayed State Information Filter.
Authors in [38] propose a Collision Ratio Control Protocol (CRCP) for acqui-
sition of the local traffic information using inter-vehicle communication with queries.
Here, vehicles measure the traffic information such as speed, road identification and
movement direction that needs to be broadcasted, and CRCP proposes an algorithm
for deciding the time interval when the aforementioned data should be disseminated.
The algorithm is based on detecting the number of packet collisions such that a col-
lision ratio is kept at the target level, regardless of the vehicle density. CRCP also
proposes three methods for selecting the data that needs to be disseminated, where
one of them includes the queries for the traffic information about distant locations.
The protocol assumes the vehicles can send queries within disseminated messages
to request data about distant locations. Additionally, if there are no vehicles in the
vicinity of the vehicle which relays queries or responses, this vehicle continues the
message dissemination for certain period of time. Such data harvesting approach
with queries could induce additional communication traffic in the network, which is
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not desirable for the considered monitoring scenario based on vehicles with limited
on-board resources. Also, sending queries as a part of the dissemination process (e.g.
requesting the pollution data for far away street segments) would not guarantee the
delivery of requested data. In contrast, the DDH mechanism does not require queries
to accomplish data harvesting in the network, instead vehicles perform dissemina-
tion and harvesting of data using single-hop communication with their neighbours.
Furthermore, in contrast to the proposed pollution monitoring approach which is
designed for vehicles with limited on-board resources, the authors in [35]-[38] assume
that the protocols are deployed on vehicles such as cars that do not have on-board
resource constraints.
Authors in [39] present ZebraNet, a system designed for monitoring of ani-
mals across large areas. It is composed of nodes (zebras) equipped with collars that
disseminate the sensed data in the peer-to-peer manner, and dedicated mobile unit
that has a task to harvest the disseminated data. In this work, two dissemina-
tion protocols are presented. The first one is flooding protocol in which the nodes
exchange all the stored data with their neighbours, or they send the data to the
mobile unit if it is in their communication range. The second protocol is based
on considering the likelihood of a node being in the communication range of the
mobile unit. This is done by assigning each node a hierarchy level based on how
many times node successfully transmitted the data to the mobile unit. Each time
the node is in communication range of the mobile unit, the node sends the stored
data to the unit and a hierarchy level increases. However, if the node is not in the
communication range of the mobile unit, then the node requests the hierarchy levels
of its neighbours to decide to which of its neighbours needs to broadcast the data.
The data is disseminated to the node which has the highest hierarchy level since it
is assumed that it has the highest probability to encounter the mobile unit in the
future.
Similarly as in [35], dissemination and harvesting of data in ZebraNet is per-
formed with different mobile entities, whereas in the proposed DDH mechanism each
node in the network is able to perform both data broadcasting and its harvesting.
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The first proposed dissemination protocol in ZebraNet, the flooding technique, could
potentially cause spreading of duplicated data in the network, that could lead to
unnecessary nodes’ resources utilisation. Unlike in flooding, the DDH mechanism
analyses the received data to decide what data needs to be processed and stored in
the node’s database, which will reduce the proliferation of duplicated data in the net-
work. The second proposed dissemination protocol in ZebraNet assumes that when
the nodes are not in a communication range of a mobile unit, they need to obtain
the hierarchy levels of their neighbours to identify the nodes they will send the data,
which could induce additional communication in the network. Also, the authors
in [39] did not specify what happens in case there are more nodes in the network
with the same hierarchy levels. In such case, it can happen that more neighbouring
nodes decide to disseminate their stored data to the same nodes, which could lead
to increased broadcasting activity and spreading of duplicated data in the network.
2.3 Mobile Ad-Hoc Networks
Mobile Ad-Hoc Network (MANET) shown in Figure 2.1 represents a wireless self-
configuring, infrastructureless network. It is composed of wirelessly connected mo-
bile nodes that can be flexibly deployed in any type of an area (e.g. battlefields,
forests). In MANETs each node has a role of a router, and in the case a direct com-
munication link between two nodes is not available a message that needs to be sent
is passed on to intermediate nodes, making a hop by hop message dissemination.
Vehicular Ad-Hoc Network (VANET) in an urban setting scenario shown in
Figure 2.2 represents a special type of MANET. In VANETs, the mobile nodes are
vehicles equipped with on-board units (OBU) that are composed of the following
components: processor, memory, Global Positioning System (GPS), wireless com-
munication module and battery. VANETs have emerged as an important research
area as they can offer state of the art technology to applications emerging in urban
and highway environments. For example, VANETs can be used for development of
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Figure 2.1: A Mobile Ad-Hoc Network (MANET).
applications such as dissemination of safety information in traffic, collision avoid-
ance, traffic congestion management, distributed surveillance, entertainment and
advertising applications. For these purposes a Dedicated Short-Range Communica-
tion (DSRC) set of standards, described in Appendix A, was adopted which enables
two types of communication: Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I). V2V communication enables the vehicles in each other communication range
to exchange the data, whereas V2I communication allows the vehicles to communi-
cate with the Roadside Unit (RSU).
Even though VANETs are a sub-category of MANETs, there are a number
of features that distinguish these two types of networks. Unlike in MANETs, the
vehicles in VANETs are characterised by high mobility that is constrained with
the urban area configuration, such as streets, intersections and traffic lights. Also,
VANETs are usually consisted of a large number of vehicles that can be moving fast
inside an urban area that leads to very dynamic network topology, which is not the
case with MANETs. Additionally, the presence of many obstacles inside an urban
area (e.g. building blocks, trees) makes the communication between the vehicles
much more challenging than in MANETs. Therefore, due to the aforementioned
differences between these types of networks, traditional ad-hoc protocols designed
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Figure 2.2: A Vehicular Ad-Hoc Network (VANET) in an urban environment.
for MANETs are not appropriate for use in VANETs applications [40].
VANETs can also be used in urban monitoring applications by attaching the
sensors to measure the presence of natural phenomenon, such as air pollution or
noise. Such VANETs are called Vehicular Sensor Networks (VSNs) and represent a
new concept of monitoring the physical world in urban areas [41]. In VSNs, vehicle’s
on-board unit consists of processor, memory, GPS, wireless communication module,
battery and a sensor, as shown in Figure 2.3.
Figure 2.3: Hardware architecture of the on-board (OBU) unit.
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2.4 The Monitoring Framework Structure
This section presents the structure of the proposed framework for micro-scale air pol-
lution monitoring in urban areas. We assume that the proposed monitoring frame-
work can be implemented into the on-board units of mobile nodes. The framework
is presented in Figure 2.4 and is composed of the following parts:
• Delayed State Information Filter (DSIF) - Section 2.4.4.
• Database - Section 2.4.6.
• Decentralised Data Harvesting (DDH) dissemination mechanism - Section 2.5.
• Decentralised Data Fusion (DDF) algorithm - Section 3.4.
• On-board Analysis Module - Section 4.3.
• Decentralised Dissemination of Warnings (DDW) mechanism - Section 4.4.
Figure 2.4: The structure of the proposed micro-scale monitoring framework.
The components of the proposed monitoring framework such as the DSIF, the
Database and the DDH dissemination mechanism are described in this chapter.
The DDF algorithm is presented in Chapter 3, while the On-board Analysis Module
and the DDW mechanism are presented in Chapter 4.
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2.4.1 Recursive Bayesian Estimation
Multi-sensor data fusion is the process of integrating data coming from multiple sen-
sors in order to obtain a more accurate representation of the observed phenomenon
than the data coming from individual sensors. A data fusion process represents a
challenging task due to various reasons, for example the diversity of different sensor
technologies, sensor imperfections and features of the application environments [42].
As stated in [42], sensor data imperfections can be represented through its uncer-
tainty where data contains noise that makes it deviate from its actual (original)
value. The probabilistic fusion is carried out using a Bayesian inference approach,
where the data uncertainty is expressed by the posterior probability distribution.
[42].
Suppose there are two dependent random variables A and B, where the vari-
able A has a known value a. A posterior probability on B conditioned by the variable
A can be calculated based on Bayes rule as following:
p(B | A = a) = p(a | B) · p(B)
p(a) (2.1)
p(B | A = a): The posterior probability on B after incorporating the known a.
p(B): The prior probability on B represents an initial knowledge about variable B
before learning a.
p(a | B): The probability of observing a given B (a likelihood function).
p(a): The marginal likelihood for normalisation of the posterior distribution.
Recursive Bayesian estimation is used to estimate the unknown probability
density function over time for a defined system state (x) using incoming measure-
ments (z). The state of the system x is defined as unobserved (hidden) Markov
process, while the measurements z represent observed state of a Hidden Markov
model (HMM). This means the future state depends only on the current state and
it is independent of the history of the previous states. The current measurement z
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only depends on the current state, meaning that it is independent from the previous
measurements and states. The Bayesian network showing the relations between the
states and measurements over time is presented in Figure 2.5. Let us suppose the
Figure 2.5: The representation of Bayesian Network of the Hidden Markov Model [43].
posterior probability distribution of the state x for the time instance t− 1 is known.
Calculating the prior probability distribution for the time instance t is performed
as follows:
p
(
x(t)|z(1 : t−1)
)
=
∫
p
(
x(t)|x(t−1), z(1 : t−1)
)
·p
(
x(t−1)|z(1 : t−1)
)
dx(t−1)
(2.2)
p
(
x(t)|z(1 : t− 1)
)
: The prior probability distribution of the state x at the time
instance t given all sensor measurements z up to the time instance t-1.
p
(
x(t)|x(t− 1), z(1 : t− 1)
)
= p
(
x(t)|x(t− 1)
)
: The probability distributed
assumed for observed state x at the time instance t given the state x at the time
instance t− 1.
p
(
x(t− 1)|z(1 : t− 1)
)
: The posterior probability distribution of the state x for
the time instance t-1.
When the sensor measurement becomes available for the time instance t, the gained
posterior probability distribution of the state is calculated according to:
p
(
x(t) | z(t), z(1 : t− 1)
)
=
p
(
z(t) | x(t), z(1 : t− 1)
)
· p
(
x(t) | z(1 : t− 1)
)
p
(
z(t) | z(1 : t− 1)
) (2.3)
z(t): The measurement obtained at the time instance t.
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p
(
x(t) | z(t), z(1 : t− 1)
)
= p
(
x(t) | z(1 : t)
)
: The posterior probability
distribution of the state x at the time instance t conditioned on all measurements
gathered up to the time instance t-1 and the measurement for the time instance t.
p
(
z(t) | z(1 : t− 1)
)
: The normalisation constant independent of the observed
state and can be represented as
∫
p
(
z(t)|x(t)
)
· p
(
x(t)|z(1 : t− 1)
)
dx(t).
p
(
z(t) | x(t), z(1 : t− 1)
)
= p
(
z(t)|x(t)
)
: The likelihood probability of the
measurement.
Normalisation constant and the prior probability distribution contain integrals
that cannot be analytically evaluated, but the analytic solution of the Bayesian es-
timation can be calculated if some assumptions are made. For example, the well-
known Kalman Filter (KF) and its inverse covariance form (Information Filter)
enable recursive state estimation in the case of a linear dynamic system and if
measurement and process noises are represented as Gaussian noises. The Extended
Kalman Filter and Unscented Kalman Filter enable recursive state estimation in the
case of a non-linear system and if measurement and process noises are represented
as Gaussian noises. In the case of non-linear system, with measurement and pro-
cess noises represented by non-Gaussian noises, Particle Filters provide an adequate
solution for recursive state estimation [42].
2.4.2 The State and Observation Models
The state that needs to be estimated for the purposes of the air pollution monitoring
is described as follows:
x(t) = (con spd)T (2.4)
con: The pollution concentration value.
spd: The rate of change of the pollution concentration.
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Let us suppose the model of the state that needs to be estimated can be described
according to the state evolution (transition) equation:
x(t) = F (t) · x(t− 1) + q(t) (2.5)
x(t): The state of the system that needs to be estimated for the time instance t.
F (t): The state transition model for the time instance t.
q(t) ∼ N(0, Q(t)): Process noise represented by a zero mean Gaussian distribution
with covariance Q(t). It models the external factors such as the current weather
conditions and surrounding environment that affect the movement of the observed
state x(t).
We describe the observed state motion model as a discrete version of the contin-
uous white-noise acceleration (the second-order kinematic) model. The reason is
because we assume that pollution dynamic can be modelled with second-order kine-
matic model on the short time interval between two sampled sensor’s measurements.
According to this model in discrete time [44], F (t) and Q(t) can be described as:
F (t) =
1 ∆Ts
0 1
 (2.6)
∆Ts: The time interval between two sampled sensor’s measurements.
Q(t) =
∆T 3s3 ∆T 2s2
∆T 2s
2 ∆Ts
 · σ2q (2.7)
σq: The standard deviation of the process noise.
The observation (measurement) model is represented according to the following
equation:
z(t) = H(t) · x(t) + r(t) (2.8)
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z(t): The sensor measurement for the time instance t.
H(t): The measurement model for the time instance t.
r(t) ∼ N(0, R(t)): Measurement noise represented by a zero mean Gaussian
distribution with covariance Rt.
The measurement model relates the observed state to the sensor measurement for
the time instance t. Since the sensor is measuring pollution concentration, the
measurement model is represented as follows:
H(t) = [1 0] (2.9)
The measurement noise can be calculated from sensor accuracy which represents
the degree of closeness of the sensor’s measurements to the actual values, and is
measured using the standard deviation. The covariance of the measurement noise
is defined as:
R(t) = σ2r (2.10)
σr: The standard deviation of the measurement noise.
2.4.3 Information Filter
The Information Filter (IF) represents an inverse covariance form of the Kalman
Filter [45]. The Kalman Filter represents the observed state x(t) with the state
estimate xˆ(t) = E[x(t)] and the error covariance matrix P (t) = E[(x(t)−xˆ(t))(x(t)−
xˆ(t))T ]. In case of the Information Filter the observed state x(t) is represented with
the information vector yˆ(t), and the information matrix Y (t), which are calculated
according to the following equations:
Y (t) = P−1(t) (2.11)
yˆ(t) = P (t)−1 · xˆ(t) (2.12)
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The Kalman Filter works in a two-step process: prediction and update. At the
prediction step, the state estimate in the current time instance is calculated using
the state estimate from the previous time instance. At the update step, the state
estimate in the current time instance is refined with the sensor measurements for
the current time instance. According to [46], the prediction step of the Information
Filter for the time instance t can be derived from the equations of the Kalman Filter.
Thus, the information vector and information matrix in the prediction step for the
time instance t are defined respectively as:
yˆ(t | t− 1) = Y (t | t− 1) · F (t) · Y −1(t− 1 | t− 1) · yˆ(t− 1 | t− 1) (2.13)
Y (t | t− 1) = [F (t) · Y −1(t− 1 | t− 1) · F T (t) +Q(t)]−1 (2.14)
yˆ(t | t− 1): The information vector for the time instance t given the information
up to the time instance t-1.
Y (t | t− 1): The information matrix for the time instance t given the information
up to the time instance t-1.
When a sensor measurement for the time instance t becomes available the update
step is performed, and the information vector and the information matrix are defined
as [46]:
yˆ(t | t) = yˆ(t | t− 1) +HT (t) ·R−1(t) · z(t)︸ ︷︷ ︸
i(t)
(2.15)
Y (t | t) = Y (t | t− 1) +HT (t) ·R−1(t) ·H(t)︸ ︷︷ ︸
I(t)
(2.16)
z(t): The sensor measurement z for the time instance t.
yˆ(t | t): The information vector for the time instance t given all the information up
to the time instance t.
Y (t | t): The information matrix for the time instance t given all the information
up to the time instance t.
i(t): The information state contribution from an observation z(t).
52
Chapter 2. Data Dissemination and Harvesting in Urban Areas
I(t): The information matrix associated with the observation z(t).
One of the most important characteristics of the Information Filter is its sim-
plified update step which makes it suitable for use in multi-sensor environments.
For example, suppose that a number of sensors produce measurements at the time
instance t:
zsn(t) = Hsn(t) · xˆ(t) + vsn(t) (2.17)
sn = {1, ..., Nsn}: Here Nsn is a total number of sensors in a multi-sensor
environment.
zsn(t): The sensor measurement of the sn-th sensor for the time instance t.
Hsn(t): The measurement model of the sn-th sensor for the time instance t.
vsn(t): The measurement noise of the sn-th sensor for the time instance t.
Then, the information contributions from all the sensors can be summed up at the
update step to produce an updated information vector and matrix, respectively as:
yˆ(t | t) = yˆ(t | t− 1) +
Nsn∑
sn=1
HTsn(t) ·R−1sn (t) · zsn(t) (2.18)
Y (t | t) = Y (t | t− 1) +
Nsn∑
sn=1
HTsn(t) ·R−1sn (t) ·Hsn(t) (2.19)
Rsn(t): The measurement covariance of the sn-th sensor for the time instance t.
2.4.4 Delayed State Information Filter
Assessing the pollution level change over time would not be possible if the mobile
node is only aware of the current state of the pollution concentration level. Hence,
in this thesis, we assume the mobile nodes are equipped with a special form of
the Information Filter, called the Delayed State Information Filter (DSIF), which
enables storing the information of the past states in the form of the information
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matrix and information state vector [47]. The DSIF enables the mobile nodes to
store the history of the pollution concentration which could be analysed in near
real-time in order to detect the onset of harmful pollution level episodes.
The prediction step of the information matrix and information vector for the
time instance t are given by the following equations, respectively [46]:
Y (t | t− 1) =
0 0
0 Y (t− 1 | t− 1)
+
 Q−1(t) −Q−1(t) · F (t)
−F T (t) ·Q−1(t) F T (t) ·Q−1(t) · F (t)

=
 Q−1(t) −Q−1(t) · F (t)
−F T (t) ·Q−1(t) Y (t− 1 | t− 1) + F T (t) ·Q−1(t) · F (t)

(2.20)
yˆ(t | t− 1) =
 0
yˆ(t− 1 | t− 1)
 (2.21)
Y (t | t− 1): The information matrix for the time instance t given the information
up to the time instance t-1. In order to calculate Y (t | t− 1) it is assumed that the
information matrix Y (t− 1 | t− 1) for the time instance t-1 given the information
up to the time instance t-1 is known.
yˆ(t | t− 1): The information vector for the time instance t given the information
up to the time instance t-1. In order to calculate yˆ(t | t− 1) it is assumed that the
information vector yˆ(t− 1 | t− 1) for the time instance t-1 given the information
up to the time instance t-1 is known.
The main feature of the prediction step is the augmentation of the information
matrix and the information vector over time. The augmentation procedure of the
information matrix results in creating a block tridiagonal and symmetric structure
of the information matrix which does not deviate in time [47]. Figure 2.6 shows the
structure of the information matrix and the information state vector over time.
When the sensor measurement z(t) for time instance t is received, the update
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Figure 2.6: The structure of the information matrix and the information state vector
over time [47].
step of the information matrix and the information vector is performed according
to the following equations:
Y (t | t) = Y (t | t− 1) +
HT (t) ·R−1(t) ·H(t) 0
0 0
 (2.22)
yˆ(t | t) = yˆ(t | t− 1) +
HT (t) ·R−1(t) · z(t)
0
 (2.23)
Y (t | t): The information matrix for the time instance t given the information up
to the time instance t.
yˆ(t | t): The information vector for the time instance t given the information up to
the time instance t.
To simplify notation, in the coming text we will refer to the variables from the
update step xˆ(t | t), P (t | t), yˆ(t | t) and Y (t | t) as xˆ(t), P (t), yˆ(t) and Y (t),
respectively.
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2.4.5 Using the Delayed State Information Filter for the
Pollution Monitoring
Let us assume that a mobile node is moving inside a street segment k, where k ∈ j
where j = {1, .., S}, and S is the total number of street segments in an urban area.
Let us also assume that the on-board sensor measures the concentration of nitro-
gen oxide in the air with the sampling period ∆Ts that represents the time interval
between two consecutive measurements. When a sensor produces a measurement
inside a street segment it is passed to the Delay State Information Filter (DSIF)
that refines the measurement and produces the information vector and information
matrix for that time instance. This pair of the information vector and the informa-
tion matrix is stored inside the DSIF for each time instance t. The history of the
pollution data (trajectory) defined as the set of aforementioned pairs is represented
as θkm =
{(
yˆkm(t), Ykm(t)
)}
, where m = {1, ..,M} and M is the total number of
the trajectories stored inside a filter for the street segment k. The set of these tra-
jectories is defined as Θk = {θkm} and its use will be explained in Section 2.5 and
Section 3.4.
2.4.6 Database
Database represents the mobile node’s storage and it is structured based on the
following fields (Figure 2.7):
Figure 2.7: The representation of the mobile node’s database structure.
• Street Segment ID (k):
Street Segment ID shows the identification of the street segment k for which
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the node stores trajectories and other parameters (proximity, presence and
current coverage) and it is represented as an integer (2 bytes). The number
of street segments for which the data is stored in the node’s database is K,
which depends on the number of street segments the node traversed and the
data received from other nodes in the network. For example, in our simulation
the maximum value of K is 12.
• Trajectory Storage (Γk and Gk):
Mobile node stores the pollution concentration estimates in its database since
they are necessary as an input for the on-board analysis module (Section 4.3).
The pollution concentration estimates are calculated by applying the equation
xˆ(t) = yˆ(t) · Y −1(t) (refer to equations 2.11 and 2.12) to each pair of the
information matrix and the information vector stored inside DSIF (refer to
Section 2.4.5). After the estimates are calculated as xˆkm(t) = yˆkm(t) · Y −1km (t)
they form a set defined as γkm =
{
xˆkm(t)
}
which is another representation
of the history of pollution data (trajectory). The set of such trajectories is
defined as Γk = {γkm}, where m = {1, ..,M} and M is the total number of the
trajectories stored inside a database for the street segment k. The memory
allocation inside a trajectory storage dedicated for each time instance is 6
bytes, where 4 bytes are used for storing the value of pollution data and 2
bytes for storing the time instance. When mobile node receives trajectories
from other nodes in the network, the estimates in the trajectory storage are
updated based on the update of the DSIF content, as described in Chapter 3.
Trajectory storage stores the set of gathered trajectories for the street segment
k, Γk = {γkm}, as well as time intervals (further called time gaps) gkb for which
pollution data is not available. The set of these time gaps is defined as Gk =
{gkb}, where b = {1, ..., B} and B is the total number of all stored time gaps
for the street segment k. Figure 2.8 shows an example of trajectory storage
for the street segment k. It stores two trajectories Γk = {γk1, γk2} and the one
time gap Gk = {gk1}. A mobile node harvested the first trajectory (γk1) from
another node in the network before it entered the street segment k, whereas
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the second trajectory (γk2) was created while mobile node was traversing the
street segment k. As shown in Figure 2.8, xˆk1(tinit1) and xˆk2(tinit2) represent
the first pollution concentration estimates inside the trajectories γk1 and γk2
in the initial time instances tinit1 and tinit2, respectively. Further, xˆk1(tlast1)
and xˆk2(tlast2) represent the last pollution concentration estimates inside the
trajectories γk1 and γk2 in the last time instances tlast1 and tlast2, respectively.
For every stored trajectory, a trajectory interval (lkm) is defined as a time
interval between the initial and the last time instances.
Figure 2.8: An example of the trajectory storage composed of one time gap and a set of
two trajectories for the street segment k.
• Proximity (δk):
The proximity parameter (δk) describes a node’s current direction relative to
the street segment k, and it is represented as an integer (2 bytes). In the
proposed monitoring approach it is assumed that a node is equipped with
the digital map, as discussed in Appendix C, which is used to obtain the
coordinates of the street segment. For each time instance, a mobile node
memorises its current coordinates and the coordinates from the previous time
instance. In order to calculate the proximity parameter for a street segment
k, a node calculates Euclidean distances from the memorised own coordinates
and the street segment coordinates. These distances are compared to define
whether a node is moving away from that street segment or not. When the
node is moving away from the street segment k this parameter has a value 0,
and in case a node is moving towards the street segment k, this parameter is
58
Chapter 2. Data Dissemination and Harvesting in Urban Areas
1.
• Presence (pk):
The presence parameter (pk) describes if the node traversed the street segment
k or not, and it is represented as an integer (2 bytes). This parameter can
have two values: 0 means the node did not traverse the street segment k, and
1 means the node did traverse the street segment k.
• Current Coverage (αk):
The current coverage parameter (αk) defines the total length of all merged
trajectories for the street segment k stored inside a trajectory storage. It
shows the span of time for which pollution data has been gathered and it is
represented as float (4 bytes).
2.4.7 Wave Short Message
Besides obtaining sensor measurements on its own, a mobile node can also receive
messages from other nodes in the network. According to the used IEEE 802.11p
communication standard described in Appendix A, mobile nodes exchange Wave
Short Messages (WSMs). The WSM is composed of the WSM Header fields neces-
sary for the operation of the used communication protocol, and the WSM Data field
which is defined depending on the type of application. As shown in Figure 2.9, the
WSM Data field in the proposed monitoring framework stores one of the following
types of data: harvesting or warning data. Therefore, the messages exchanged be-
tween mobile nodes can be classified as either harvesting or warning messages. The
former messages are sent via the proposed DDH mechanism (Section 2.5), while the
latter ones are sent via the proposed DDW mechanism (Section 4.4), or as an output
of the node’s on-board analysis module (Section 4.3).
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Figure 2.9: A structure of the harvesting message and the warning message.
2.5 The Proposed Decentralised Data
Dissemination and Harvesting Mechanism
In order to accomplish a decentralised micro-scale pollution monitoring using mobile
nodes in an urban environment a primary challenge is to design a suitable mechanism
for a pollution data collection from mobile nodes in the network. Such mechanism
would enable mobile nodes to gather a history of the pollution data that can be
further used for the on-board data analysis. Since we assume the mobile nodes have
limited resources, processing all received pollution data from other nodes could lead
to unnecessary processing of the pollution data that might not be relevant, as well
as to unnecessary utilisation of the node’s resources. Therefore, in this section
we present the Decentralised data Dissemination and Harvesting (DDH) [29], a
single-hop dissemination mechanism that enables mobile nodes to decide whether to
harvest the received pollution data based on their current position and movement
direction. It also allows the nodes to select the street segments they need to continue
monitoring by comparing the amount of stored pollution data with the amount of
data harvested by other nodes.
Mobile nodes disseminate harvesting messages once they leave the street seg-
ments, in the first upcoming intersection. Broadcasting in the intersections con-
tributes to longer communication range due to the least amount of surrounding
obstacles inside an urban area as messages can propagate in multiple directions.
Suppose mobile node d enters the street segment k, where k ∈ j, j = {1, ..., S} and
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S is the total number of the street segments in an urban area. In our simulation
scenario the value of S i set to 144. As stated in Section 2.4.5, node periodically
samples the level of nitrogen oxide (NO) pollution in the air and refines sensor mea-
surements using the DSIF while traversing the street segment k. When mobile node
d leaves the street segment k it broadcasts the harvesting message that is composed
of two parts M1 and M2, as shown in Figure 2.10. The first part of the harvesting
Figure 2.10: The structure of the harvesting message, where cnt d = {1, ..,Kd} and Kd
represents the number of street segments for which the data has been stored in the
database of the node d.
message (M1) is composed of the street segment identification that node last tra-
versed (kd) and the set of trajectories stored for that street segment (Θdk). The M1
is analysed whenever node receives the harvesting message from other node in the
network.
The second part of the harvesting message (M2) stores the following param-
eters for each monitored street segment inside the node’s database: street segment
ID (kdcnt d), proximity (δdcnt d) and current coverage (αdcnt d). This part of the mes-
sage is analysed with a period ∆Tharv while nodes are traversing the street segment.
The number of triples (street segment ID, proximity, current coverage) contained in
the second part of the harvesting message M2 corresponds to the number of street
segments monitored by the mobile node. Exchanging these parameters enables re-
ceiving nodes to be aware of how street segments are monitored by the neighbouring
nodes in terms of the amount of collected pollution data (current coverage). Ac-
cording to the standard used (Appendix A), the maximum allowed payload of the
WSM Data field inside the WSM message is 4095 bytes. Based on the structure of
the harvesting message shown in Figure 2.10, the average size of WSM Data field of
the harvesting message sent by the nodes is 2424 bytes and 2774 bytes in case the
number of mobile nodes in the network is 100 and 200, respectively.
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In order to discuss the data harvesting of the proposed DDH mechanism shown
in Algorithm 2.1, let us assume mobile node h is in the communication range of node
d and that it received the harvesting message sent by node d. The receiving node h
unpacks and analyses the first part of the harvesting message (M1), as shown in Alg.
2.1 lines 1-5. The node h takes kd (Alg. 2.1 line 1) and calculates the proximity
parameter (described in Section 2.4.6) for that street segment δhk (Alg. 2.1 line
Algorithm 2.1 DDH mechanism
1: get kd from M1
2: calculate δhk for kd
3: if (δhk==0) then discard Θdk
4: else fuse Θdk and Θhk, or store Θdk
5: end if
6: for cnt d=1 to Kd do
7: for cnt h=1 to Kh do
8: if (kdcnt d==khcnt h) then
9: if (δdcnt d==1) and (δhcnt h==1) then
10: if (αhcnt h < αdcnt d) then
11: delete khcnt h, Γhcnt h, Ghcnt h, δhcnt h, αhcnt h, phcnt h, Θhcnt h
12: end if
13: end if
14: end if
15: end for
16: end for
17: for cnt h=1 to Kh do
18: if (phcnt h==0) then
19: if (δhcnt h==0) then
20: delete khcnt h, Γhcnt h, Ghcnt h, δhcnt h, αhcnt h, phcnt h, Θhcnt h
21: end if
22: end if
23: end for
2). Calculating this parameter enables the node to make decision whether it should
process the harvested pollution data or not. In case the node is moving away from
62
Chapter 2. Data Dissemination and Harvesting in Urban Areas
the street segment for which it received the data (δhk is equal to 0), mobile node h
is not interested in monitoring this street segment. The node h discards Θdk stored
in M1 as this street segment is less likely to be traversed by the node in the near
future as it is moving away from that street segment (Alg. 2.1 line 3). Otherwise,
if the node h is approaching the street segment (δhk is equal to 1) it harvests Θdk
since there is a possibility it will enter that street segment. If the node h already
possesses some trajectories about that street segment (Θhk), the node fuses them
with the received trajectories from Θdk in case they overlap in time. Otherwise, if
trajectories are separated in time, or the node h did not have any stored trajectory
in its database, it stores the received trajectories Θdk (Alg. 2.1 line 4). In case node
h enters the street segment k in the future, the proposed harvesting mechanism
enables the node to augment the stored history of the pollution data in its database
with the trajectory it created while traversing the street segment.
The node h then unpacks and analyses the second part of the harvesting
message (M2), as shown in Alg. 2.1 lines 6-16. It compares the content of M2
with the content of its database by searching for a match of the street segment
identification kdcnt d and khcnt h (Alg. 2.1 line 8). Here, kdcnt d represents a street
segment identification stored inside the second part M2 of the harvesting message
sent by the node d, and cnt d = {1, .., Kd} whereKd is the number of street segments
for which the data has been stored in the message. Further, khcnt h represents a street
segment identification stored inside the database of the node h, where cnt h =
{1, .., Kh} and Kh is the number of street segments for which the data has been
stored in the node’s database. If the match is found, the node h calculates the
proximity parameter (δhcnt h) and the current coverage parameter (αhcnt h) for that
street segment. If proximity parameters stored in M2 (δdcnt d) and the one in the
node’s database (δhcnt h) are equal to 1 (Alg. 2.1 line 9), the node h checks the values
of the current coverage parameters to determine if it has more pollution data about
that street segment than the sending node d. If the value of the current coverage
parameter stored in the node’s database (αhcnt h) is lower than the value of the current
coverage parameter stored in M2 (αdcnt d), as shown in Alg. 2.1 line 10, the receiving
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node h stops monitoring this street segment. This means that the node h deletes all
the data for that street segment stored in its database (khcnt h, Γhcnt h, Ghcnt h, δhcnt h,
αhcnt h, phcnt h) and in the DSIF (Θhcnt h) because the sending node d collected more
data about that street segment than the node h (Alg. 2.1 line 11).
Upon the analysis of the received harvesting message, mobile node h continues
to analyse its database content, as shown in Alg. 2.1 lines 17-23. The analysis is
done for the street segments which were not traversed by node h (the presence
parameter phcnt h is 0), as shown in Alg. 2.1 line 18. For these street segments, node
h checks the stored proximity parameter δhcnt h and if it is 0 (Alg. 2.1 line 19), the
node concludes that the stored data in its database was received in the past from
some other node in the network. Since the node h is moving away from that street
segment, it deletes all the stored data for that street segment stored in its database
and in the DSIF, as shown in Alg. 2.1 line 20. In the case proximity parameter
δhcnt h is 1 the node decides not to delete the stored pollution data since there is a
possibility that it might enter this street segment in the future.
2.5.1 Example Scenarios of DDH Mechanism
In this section we present example scenarios when one node disseminates harvesting
message in an intersection and neighbouring mobile nodes receive the message after
which they trigger the DDH mechanism. This is shown in Figure 2.11 and Figure
2.12 for the case in which the nodes trigger the mechanism at time instance t =
num ·∆Tharv, where num ∈ N.
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Figure 2.11: An example scenario when the mobile nodes perform the DDH mechanism.
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Figure 2.12: An example scenario when the mobile nodes perform the DDH mechanism.
66
Chapter 2. Data Dissemination and Harvesting in Urban Areas
2.6 Simulation Scenario
The proposed micro-scale monitoring solution is tested in an urban environment with
a set of simulations using VEINS simulator (Appendix B). The urban area is based
on the Manhattan grid road network of 4 km2 in size and 2x2 km in dimensions. The
network consists of 64 blocks with a total number of street segments S set to 144,
where each of the segments is 250 m long and has a unique identifier j = {1, .., S}.
Figure 2.13 shows the urban network scenario, as well as an example of a street
segment. In order to make the radio propagation environment as realistic as possible,
building blocks are simulated and are shown with grey rectangles in Figure 2.13a.
Also, the simulation includes a traffic light system at each intersection in order to
simulate a realistic traffic mobility in an urban area, as shown in Figure 2.13b.
(a) (b)
Figure 2.13: Manhattan network (a), an example of a street segment
scenario [48] (b).
Each mobile in the network is assigned a unique randomly generated route.
The routes are created by randomly generated pairs of source and destination street
segments of the route, specifying the minimum distance in meters between these
street segments and generating the path that connects the source and destination
street segment. This is done using the script randomRoutes.sh which is provided in
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VANET Car Mobility Manager (VACaMobil) for the OMNeT++ simulator [49]. For
each simulation run the new set of routes for the mobile nodes is generated using the
aforementioned approach. The generated routes are long enough to enable mobile
nodes to stay in the network for the entire duration of the simulation.
The parameters of the nodes such as speed, acceleration, deceleration, dimen-
sions and the minimum gap between the moving nodes are adjusted to simulate the
real bicycle specifications according to [50]. We assume that apart from bicycles
there are also vehicles such as cars present in an urban area which is why we assume
the bicycles are moving slowly with the maximum speed limited to 2 m/s. Mobile
nodes use Stefan Krauss microsimulation car following model [51], and using this
model the bicycles are simulated as a slow moving vehicles as the microsimulation
mobility model for bicycles in SUMO simulator is not yet available and is still under
development [48]. We use the IEEE 802.11p standard for vehicular communications.
The transmission power of the mobile nodes in the network is set to 10 mW (10 dBm)
according to one of the device classes defined in the IEEE 802.11p standard [52].
The practical implementation of the proposed monitoring framework is highlighted
in Appendix C. Since we use the nodes with limited resources, the sampling period
of the sensor (∆Ts) is set to 10 seconds as a compromise between the node’s re-
source utilisation and the granularity of the sampled pollution data. Sampling the
pollution data more frequently would provide more detailed insight into the pollu-
tion concentration but would require higher utilisation of node’s resources, such as
processing and storage. The process noise variance is set to 0.01 ppb2/s3 as in [53].
The measure of sensor accuracy is usually available in the technical specifications
of sensors, and it describes the relationship between the measured value and the
true observed value. For example in [54], the sensor for measuring NO pollutant has
defined accuracy ± 10% of sensor reading. By observing the pollution data used
in our simulations and the aforementioned value for sensor accuracy, we assign the
measurement noise variance to 1 ppb2 for one group of the nodes and 1.2 ppb2 for the
rest of the mobile nodes, as the sensor measurements produced in this case satisfy
the defined accuracy of ± 10%. It should be noted that the process and measure-
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ment noise covariance matrices in reality might change over time. However, in the
literature the authors mostly assume those values are constant in order to keep the
complexity of the simulation lower [55]. We also assume that both measurement
and process noise have the constant covariance matrices.
2.6.1 Pollution data
For the simulations, nitrogen oxide pollution data provided by the authors of [5] is
used, where the authors simulated a sensor grid of 140 sensors over an urban area,
as shown with red circles in Figure 2.14. Readings of sensors from the sensor grid in
[5] are assigned to the street segments of the proposed Manhattan scenario as shown
on Figure 2.14. This figure also shows an example of the pollution level over time
assigned to one of the street segments. As the total number of street segments in
the proposed network is 144, we randomly choose four sensors in the grid to reuse
their readings and assign them to four remaining street segments in the Manhattan
network.
Figure 2.14: Mapping pollution data from [5] into the proposed simulation network
scenario.
The values of the NO pollution data provided by the authors [5] are recorded on a
one minute interval and cover the period of 30 minutes. In our simulation setup, we
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observe the pollution level on a per second basis, and therefore to each 60 seconds
interval we assign one pollution value from [5]. In order to emulate weather effects
(e.g.,wind, atmospheric turbulence) on the observed pollution level, we use Matlab
function randn to generate random numbers, normally distributed with mean 0 ppb
and variance 0.05 ppb2. Figure 2.15 shows the entire pollution data over time for all
street segments in the network, whereas Figure 2.16 and Figure 2.17 present more
detailed example of the pollution level over time for two street segments k and v
where k, v ∈ j = {1, .., S} where S is the total number of street segments in the
network.
Figure 2.15: Pollution levels over time for all street segments in the network.
In the proposed framework the mobile nodes sample the pollution data while
traversing the street segment with the sampling period ∆Ts set to 10 seconds, as
shown in Figure 2.18. The duration of the simulation is set to 30 minutes. Results
in Chapter 2, Chapter 3 and Chapter 4 represent an average of 20 simulation runs
within 90 % confidence interval (refer to Appendix D).
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Figure 2.16: Pollution level over time for street segment k.
Figure 2.17: Pollution level over time for street segment v.
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Figure 2.18: Description of the sampling procedure.
2.7 Evaluation of the Proposed Approach
2.7.1 Simulation Parameters
This section gives an overview of the simulation parameters used in the evaluation of
the proposed DDH mechanism. We perform three sets of simulations with different
number of mobile nodes in the network, 50, 100 and 200. The mobile nodes arrive in
the network following an exponential distribution with averaged inter-arrival time
set to 3 seconds. When the mobile nodes are inside a street segment the DDH
harvesting mechanism is triggered with the period ∆Tharv set to 60 seconds.
In order to perform the evaluation of the proposed DDH mechanism a com-
parison is done with the dissemination protocols Mobeyes [35] and TaF [36]. These
protocols are selected for comparison because they are designed for data dissemina-
tion in urban scenarios and do not require nodes to send queries nor to exchange
beacons. We compared the proposed DDH mechanism with Mobeyes diffusion pro-
tocol since it is designed for urban monitoring applications. We selected the TaF
scheme for comparison as it can be used by mobile nodes to harvest the message
about some local event (e.g. air pollution measurements) which occurred in their
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nearby vicinity. We adapted the diffusion protocol from Mobeyes such that mobile
nodes transmit the message that contains the pollution data about two street seg-
ments that are last traversed by the mobile nodes. TaF scheme is adapted such
that mobile nodes broadcast a message that contains the pollution data of the last
traversed street segment.
2.7.2 Performance Metrics
In order to evaluate the proposed DDH mechanism, we define the following metrics:
• Processing load (PL):
This metric shows the averaged number of trajectories processed per mobile
node during its time spent in simulation:
PL =
1
N
·
N∑
i=1
S∑
j=1
cntθij (2.24)
N : The total number of mobile nodes in the network.
i: Identification of the mobile node, where i = {1, ..., N}.
S: The total number of street segments in the network.
j: Identification of the street segment in the network, where j = {1, ..., S}.
cntθij : The number of processed trajectories for the street segment j by the
mobile node i.
The Processing load metric shows how many trajectories are processed by the
mobile node in the network. Processed trajectories are the ones that have
been harvested by the DDH mechanism, after analysing the first part of the
harvesting message M1 and processed by the DDF algorithm. Since the pro-
posed urban pollution monitoring is based on nodes with limited resources this
metric should be as low as possible. Processing lower number of trajectories
would contribute to less battery consumption.
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• Data redundancy (DR):
This metric represents the averaged number of duplicated (redundant) trajec-
tories received by the mobile node from other nodes in the network. These
trajectories refer to the same time interval and to the same street segment as
the trajectories stored by the receiving node:
DR =
1
N
·
N∑
i=1
S∑
j=1
cntθ˜ij (2.25)
cntθ˜ij : The number of a duplicated trajectories for street segment j received
by mobile node i.
The Data redundancy metric gives an insight about the quantity of the du-
plicated trajectories disseminated in the network. It is desirable to maintain
this metric as low as possible since the node would then utilise its on-board
resources, such as processing activity and battery, less.
• Maximum coverage (MC):
This metric presents the averaged value of the maximum current coverage
parameter per street segment which can be collected by any node w in the
network:
MC =
1
S
·
S∑
j=1
(αwj )max (2.26)
(αwj )max: The maximum current coverage parameter for a street segment j
obtained by any node w in the network, where w ∈ {1, ..., N}. This
maximum current coverage node w could obtain on its own if it traversed the
street segment j and by collecting the pollution data from other nodes in the
network.
The Maximum coverage reflects how much of the pollution data can be gath-
ered in the decentralised way by the mobile nodes. Thus, this metric should
be as high as possible.
• Total coverage length (TC):
This metric shows the averaged value of the length of the total coverage ob-
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tained per street segment. A total coverage of a street segment represents
merged trajectories from mobile nodes which monitored that street segment:
TC =
1
S
·
S∑
j=1
TCj (2.27)
TCj: The total coverage length of the street segment j.
The Total coverage length metric reflects how much time a street segment
has been monitored during a simulation. Having higher values of this metric
provides a better insight into the pollution level over time, therefore it should
be as high as possible.
• Nodes participation in monitoring (NP ):
This metric shows the averaged ratio of a total coverage length of the street
segment and the number of participating nodes per street segment. The par-
ticipating nodes are those that have collected trajectories about the street
segment:
NP =
1
S
·
S∑
j=1
(
TCj
NPj
)
(2.28)
TCj: The total coverage length of the street segment j.
NPj: The number of participating mobile nodes for the street segment j.
In order to achieve efficient utilisation of the nodes the number of participating
nodes should be as low as possible. This means that it is desirable to have
higher values for the Nodes participation in monitoring metric.
• Utilisation of the node’s database (DU):
This metric defines utilisation of the node’s database by showing the average
value of the total lengths of stored trajectories by the node:
DU =
1
N
·
N∑
i=1
S∑
j=1
αij (2.29)
αij: The current coverage parameter for a street segment j obtained by the
mobile node i.
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Since this metric shows the utilisation of the node’s database it is desirable
that this metric is as low as possible.
2.7.3 Simulation Results
Here we present the evaluation of the proposed DDH mechanism, Mobeyes diffu-
sion protocol and the TaF data dissemination scheme in terms of the previously
introduced performance metrics.
Figure 2.19 and Figure 2.20 present the Processing load (PL) and the Data
redundancy (DR) metrics, respectively. The results show that the DDH mecha-
Figure 2.19: The Processing load (PL) metric evaluation.
nism processes a lower number of trajectories without affecting the overall amount
of collected pollution data. Also, the DDH mechanism produces a lower number of
duplicated trajectories during data dissemination. The reason why the DDH mecha-
nism outperforms Mobeyes and TaF in terms of PL is because it considers the content
of received harvesting messages prior to processing them (M1 part of the harvesting
message). According to the DDH mechanism, the nodes decide whether to process
or reject trajectories stored inside received messages. As a result, the nodes do not
process trajectories that refer to the street segment from which they are moving
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Figure 2.20: The Data redundancy (DR) metric evaluation.
away, which also contributes to the lower DR metric. The nodes in Mobeyes and
the DDH mechanism disseminate messages only in intersections, therefore produc-
ing the same amount of communication load, whereas the nodes in TaF broadcast
more as they periodically disseminate messages while they are moving.
The next performance metric we observe is the Maximum coverage (MC),
shown in Figure 2.21. It can be seen that Mobeyes achieves the highest MC which is
expected as it disseminates the largest volume of data in the network (pollution data
about two street segments). The proposed DDH mechanism achieves slightly lower
MC value than Mobeyes, which could be a consequence of a nodes’ possible decision
to stop monitoring some street segments. Thus, having a lower MC performance by
the DDH mechanism comes as a trade-off to the reduction of PL and DR metrics.
However, the DDH mechanism performs better than TaF dissemination scheme in
terms of the MC metric even though the nodes in TaF have more frequent broad-
casting activity than the nodes in the DDH mechanism. The reason why TaF has
lower MC than the DDH mechanism could be because nodes in TaF do not process
the data that comes from the nodes moving in the same direction.
Figure 2.22 presents the results of Nodes participation in monitoring (NP )
metric and it can be concluded that the proposed DDH mechanism outperforms
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Figure 2.21: Evaluation of the Maximum coverage (MC) metric.
Mobeyes and TaF. The reason of such performance of the DDH mechanism is that
Figure 2.22: Evaluation of the Nodes participation in monitoring (NP ) metric.
the mobile nodes compare the amount of stored pollution data in their databases
with the ones harvested from other nodes. As a result, the nodes can delete the
stored data for those street segments they decided to stop monitoring, causing less
mobile nodes to participate in pollution monitoring. As Mobeyes and TaF use
more nodes for monitoring the street segments this can lead to unnecessary nodes’
utilisation and proliferation of the redundant data in the network.
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Even though the nodes in the DDH mechanism delete some of the data from
their databases, this does not negatively affect the volume of the gathered data per
monitored street segment, as shown in the Total coverage length (TC) metric (Figure
2.23). It can be seen from Figure 2.22 and Figure 2.23 that the DDH mechanism
with the smaller number of nodes which participate in monitoring achieves similar
value of the TC metric as Mobeyes and TaF.
Figure 2.23: Evaluation of the Total coverage length (TC) metric.
The evaluation of the Utilisation of the node’s database (DU) metric is shown in
Figure 2.24. It can be seen that when the number of nodes increases from 50 to 200,
the node’s database consumption increases around 50% in case of the DDH mech-
anism, whereas for Mobeyes and TaF this increase is significantly higher (around
150%). This shows how the DDH mechanism better utilises node’s database than
Mobeyes and TaF, which is important when the pollution monitoring is performed
with nodes that have limited on-board resources.
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Figure 2.24: The evaluation of the Utilisation of the node’s database (DU ) metric.
2.8 Summary
This chapter proposed a Decentralised Data Dissemination and Harvesting (DDH)
mechanism that enables mobile nodes to interchange pollution data with other nodes
in an urban environment. It is a single-hop dissemination mechanism in which
nodes harvest the received data depending on their current position and movement
direction. The nodes can self-decide whether to continue or stop monitoring a street
segment by comparing their locally stored pollution data with the data from received
harvesting messages.
The DDH mechanism is tested in an urban scenario with different number of
mobile nodes in the network. Simulation results showed the mechanism outperforms
Mobeyes and TaF protocols in terms of better utilisation of the nodes’ resources,
such as reduced processing load and dissemination of less duplicated data in the
network. The DDH mechanism enables that with less participating mobile nodes
it is possible to collect the same amount of the pollution data for monitored street
segments as in the case with Mobeyes and TaF protocols.
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Data Fusion in Decentralised
Systems
3.1 Introduction
In order to accomplish decentralised micro-scale air pollution monitoring mobile
nodes interchange the data with other nodes in the network, thus it is necessary to
provide them the ability to fuse the gathered pollution data which can arrive to the
node delayed in time. The nodes are not be able to collect data continuously for one
street segment which leads to the presence of time intervals (time gaps) for which
there is no data collected (missing data problem). Solving the missing pollution data
problem for these time gaps will enable the mobile nodes to have a better insight
into the pollution level dynamics on a per street segment basis. This is particularly
important as the pollution levels can fluctuate widely on a street segment [6].
This chapter proposes a Decentralised Data Fusion (DDF) algorithm for ur-
ban micro-scale pollution monitoring applications. The proposed DDF algorithm
represents a modification of the work presented in [47], enabling fusion of the pol-
lution data that arrives in an asynchronous way from other nodes in the network
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and estimation of the missing pollution values in time gaps. The Decentralised Data
Fusion algorithm uses the Delayed State Information Filter (DSIF) to refine sensor
measurements by producing pollution level estimates and applies an interpolation
technique to interpolate the missing pollution data in time gaps. The proposed al-
gorithm augments the pollution data history at the cost of a slight decrease of its
accuracy.
Section 3.2 presents related work in the area of data fusion for the multi-sensor
systems. Section 3.3 introduces the concept of multi-sensor data fusion systems as
well as their main challenges. In Section 3.4, the proposed Decentralised Data
Fusion algorithm for urban micro-scale monitoring application is presented. Section
3.5 describes the used simulation parameters, evaluates the proposed Decentralised
Data Fusion algorithm and the used interpolation technique in terms of observed
metrics. Section 3.6 summarises the main findings of this chapter.
3.2 Related Work
Fusing the data gathered from heterogeneous sensors represents one of the main
challenges in a multi-sensor system. Since our proposed monitoring framework is
based on using the inverse form of Kalman Filter that keeps track about past states
(Delayed State Information Filter), we address the data fusion problem using prob-
ability theory. Addressing data fusion can be done using other fusion methods, such
as for example, possibility theory, Dempster – Shafer evidence theory [42]. However,
as stated in work [42], the possibility theory has not been thoroughly understood
and commonly used by the data fusion community. Even though Dempster – Shafer
evidence theory has been recognised as a promising data fusion method, it induces
the problem of high computational complexity. Therefore, this section reviews some
of the current probabilistic data fusion solutions designed for multi-sensor environ-
ments.
The work in [56] presents a decentralised data fusion solution for the track-
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ing and Simultaneous Localisation and Mapping (SLAM) problem using a team of
Unmanned Aerial Vehicles (UAVs). It assumes a fully connected multi-sensor en-
vironment where UAVs represent local fusion centres which are equipped with an
Information Filter, and a channel filter which is used for overcoming the problem of
common information. This decentralised implementation of the Information Filter
enables each UAV to have a final state estimation as the one obtained in case of
centralised data fusion system. Authors in [57] introduce the concept of delayed-
state decentralised data fusion (DS-DDF) to support a dynamic node tracking and
localisation which does not impose constrains in terms of network topology. Each
mobile node keeps the history of past states in the form of a joint state vector
represented with the information state vector and the information matrix. Mobile
nodes estimate their own states (locations) and also measure the ranges (distances)
to other nodes in the network (range measurements). These range measurements
are exchanged between the nodes in the network together with the node’s own-state
estimates.
The work in [56] assumes the mobile nodes in the network are fully connected
which makes it unsuitable for use in the proposed urban monitoring approach. The
reason is the mobile nodes in VSNs can communicate only with their current neigh-
bours and not with all the nodes in the network, as they communicate in a V2V
manner. In [56] each UAV produces final state estimation as the one that would
be obtained in centralised data fusion system which would not be possible in case
of mobile nodes in the considered pollution monitoring approach. Unlike in [56]
where each UAV is equipped with the Information Filter that does not store the
estimates of the past states, the proposed DDF algorithm is based on the Delayed
State Information Filter that stores the past state estimates, enabling mobile nodes
to collect the history of the pollution data. Collected pollution data represents a
foundation for decentralised pollution monitoring approach since it is used for anal-
ysis to reveal the onsets of hazardous pollution levels changes. Also, the work in
[56] uses channel filters to solve the common information problem in a fully con-
nected decentralised network. However, these filters are not applicable for solving
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the aforementioned problem in a decentralised data fusion system based on arbitrary
connected network topology. Thus, in order to cope with the common information
problem in the proposed monitoring approach, the DDF algorithm uses the covari-
ance intersection algorithm. Even though the work in [57] is not constrained by
network topology it assumes that the data sent by a mobile node can reach every
node in the network by exploiting the presence of intermediary nodes. However,
the presence of intermediary nodes cannot be guaranteed in case of VSNs since the
communication between mobile nodes is affected by their unpredictable mobility.
Thus, in a VSN environment the data sent by a mobile node reaches only the nodes
in its communication range. Although work in [57] is based on keeping the history
of the past states, it does not address the missing data problem. The problem of
missing data is addressed in the proposed DDF algorithm by using an interpolation
technique which enables the mobile nodes to have a better insight into evolution of
the pollution level over time.
The work in [47] introduces a solution designed for the cooperative perception
in a single target tracking scenario that fuses the data coming from heterogeneous
sensors (cameras, wireless sensors). It is tested in a disaster management scenario
where the target can move in both open-field and in an indoor area. The proposed
data fusion solution uses the Delayed State Information Filter to keep information
about the past states of the target (delayed-states) in the form of a trajectory, and it
is able to cope with data that can arrive out of order due to latency in the network.
The received trajectories are first synchronised in time by applying marginalisa-
tion (removing) of the past states and performing the prediction of the new states.
Then, the covariance intersection algorithm is used to deal with a common infor-
mation problem and to perform fusion of trajectories. Using this decentralised data
fusion solution, the authors proposed a people tracking application in an urban en-
vironment [58]. Here, the tracking is performed using WSN, camera network and a
mobile robot that are integrated in a decentralised manner and the communication is
established using Wi-Fi and 3G. Switching between these communication networks
can cause occasional communication breakdowns lasting up to several seconds which
84
Chapter 3. Data Fusion in Decentralised Systems
can cause delayed data and missing data problem.
As a part of the data fusion solution proposed in works [47] and [58], some
information about past states is discarded (marginalised) when the trajectories are
synchronised in time. However, performing the marginalisation of the past states
in the proposed monitoring approach could prevent mobile nodes to detect the haz-
ardous pollution levels as some information about the pollution could be lost. The
DDF algorithm represents a modification of the work in [47] and it does not include
the marginalisation of the states which enables a mobile node to store longer his-
tory of the pollution data than in the case when marginalisation is applied. Even
though the works [47] and [58] cope with the fusion of data that arrives to the fusion
centre with short time delays, the aforementioned works address only the case when
exchanged sets of histories of the states (trajectories) overlap in time. However, in
case of urban monitoring approach based on mobile infrastructure, data that arrives
to the fusion centre could be delayed up to several minutes which could cause the
presence of time gaps in which pollution data is missing. Unlike the works in [47]
and [58], the DDF algorithm enables estimating the missing pollution values in the
time gaps. This contributes to the augmentation of the collected pollution data that
can later be used by the on-board analysis module.
Apart from the previously presented works, the problem of fusing the out-
of-sequence estimates has been addressed in [59]-[61]. These works were originally
designed for distributed data fusion systems where sensor nodes produce estimates
that are sent to a central node which performs a fusion of the incoming estimates.
For example, the authors in [59] introduce a fusion algorithm that deals with the one
time step lag out-of-sequence estimates problem in case of multi-sensor distributed
fusion. The authors address the problem by using an optimal recursive weighted
fusion algorithm at the fusion centre. Work in [60] extends the work proposed in [62]
for solving the out-of-sequence measurement problem to address the out-of-sequence
estimate (track) problem in a multi-sensor systems. Here, each sensor node sends
the latest update of the state together with the corresponding covariance matrix
which come delayed to the central node. For the distributed tracking purposes, the
85
Chapter 3. Data Fusion in Decentralised Systems
work in [61] presents the asynchronous track-to-track fusion algorithm with partial
information feedback. It is designed for a system in which sensors have different
(asynchronous) sampling rates and produce local tracks (estimates). The authors
assume that local estimates can arrive both with and without a delay to the fusion
centre. After the fusion of estimates is performed at the fusion centre, the centre
sends the fused estimates back to the sensor that is synchronised with the fusion
centre (partial information feedback).
The works presented in [59]-[61] deal with the out-of-sequence estimate prob-
lem, but have some constraints which make them unsuitable for use in the proposed
decentralised system with arbitrary network topology. Firstly, unlike in [61], in the
proposed monitoring approach the existence of the partial information feedback can-
not be guaranteed due to mobility of the nodes. This is because when a mobile node
broadcasts the data the nodes that are intended to receive the fused data might move
out of the communication range of the sending node. Secondly, in [59]-[61] each time
a sensor produces the estimate, it sends it to the central node. Broadcasting the
estimate for each time instance would produce frequent data transmission which is
not the case in the proposed monitoring approach where nodes transmit the set of
pollution data estimates only once, when they reach intersection area. Lastly, the
work in [59] copes with the problem of fusing the estimates that are delayed only one
time step interval and does not address larger delays which occur as a consequence
of nodes unpredictable mobility. In contrast to the work in [59], the proposed DDF
algorithm provides the fusion of data which arrives to the fusion centre with delays
greater than one time step interval. Also, the DDF algorithm addresses the problem
of missing data that occurs when data arrives to the fusion centre with large delays,
which is not considered in works [59]-[61].
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3.3 Multi-sensor Data Fusion Systems
Multi-sensor data fusion solutions combine the data from different sensors to create
a unified picture of the observed phenomenon [42]. Data fusion systems are widely
used in numerous applications, such as target tracking [47], SLAM applications [63],
navigation [64], battlefield surveillance [65]. Depending on the defined architecture,
the multi-sensor data fusion systems can be classified into: centralised, hierarchical
(distributed) and decentralised systems [46].
In the centralised data fusion system, shown in Figure 3.1, sensor nodes scat-
tered in different locations send the obtained measurements to a central node that
performs data fusion to create a global picture about the observed phenomenon.
The drawback of this type of data fusion system is that the outage of the central
node causes the entire system to become non operational. Additionally, the cen-
tral node needs to process large amounts of received data which could cause a high
computational burden [66].
Figure 3.1: A centralised multi-sensor data fusion system [67].
A hierarchical (distributed) data fusion system, shown in Figure 3.2, repre-
sents a more flexible data fusion approach. Here, sensor nodes usually process the
measurements to produce local estimates which are sent further up the hierarchy
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to intermediate nodes that perform a fusion of multiple estimates. Then the fused
estimates are sent to a central node for the final fusion in order to create a global
picture of the tracked phenomenon. This type of data fusion system overcomes some
Figure 3.2: A hierarchical multi-sensor data fusion system [66].
of the limitations present in a centralised data fusion system such as for example,
reducing computational load on a central node. However, as the data collection
structure is still hierarchical, the outage of a central node causes a breakdown of the
intermediate nodes, as well as an entire system [66].
Figure 3.3 presents the decentralised data fusion system where the fusion is
performed locally on every sensor node that acts as a fusion centre [66]. The sensor
nodes process their measurements and produce estimates that are then shared with
other nodes in the network [47]. The nodes do not have a global knowledge of the
network topology and are only aware of their nearest neighbouring sensor nodes.
Thus, the communication between the sensor nodes is available on a node-to-node
basis [66]. Also, the multiplicity of sensor nodes provides robustness in case of a
node’s outage and the overall performance of a system is not compromised. In
this thesis, the proposed air pollution micro-scale monitoring approach based on
Vehicular Sensor Network represents the decentralised data fusion system.
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Figure 3.3: A decentralised multi-sensor data fusion system [66].
3.3.1 Challenges in Decentralised Data Fusion Systems
Some of the main challenges in data fusion systems are fusion of estimates that can
arrive out-of-sequence to the fusion centre, as well as the fusion of correlated data
[42].
Data correlation represents an important and common issue in multi-sensor
decentralised data fusion systems. The existence of correlation between estimates
of the same observed state could be caused, for example if the same set of sensor
measurements arrive to the fusion centre via multiple paths, or when estimates that
are already shared between the nodes are used in the fusion process more than
once [67]. Thus, before estimates are fused it is necessary to remove the correlation
between them (common information) [47].
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In a decentralised multi-sensor systems, the solution for the common infor-
mation problem depends on the defined system topology that can be either fully
connected, tree or arbitrary connected [66]. For example, in case of fully connected
decentralised data fusion systems each sensor node possesses a channel filter [68].
As stated in [66], due to the presence of various communication paths between the
nodes in an arbitrary connected decentralised data fusion system, removal of com-
mon information represents a complex task and cannot be solved using channel
filters. This is because these filters are used to remove redundant data prior to the
fusion when there is only one communication path established between the mobile
nodes. In order to deal with the problem of correlated data in an arbitrary net-
work topology some of the existing data fusion algorithms should be implemented.
The work [69] introduces some of the existing data fusion algorithms, such as for
example Convex Combination, Bar-Shalom/Campo state vector combination, Co-
variance Intersection (CI). Since the covariance intersection algorithm is one of the
most widely used algorithms that deal with the common information problem when
no assumptions can be made a priori about the network topology [42], we use it as
part of the proposed DDF algorithm. The CI fusion algorithm yields a consistent
estimate when fusing the estimates among which the correlation is not known [70].
In order to present how the CI algorithm works, let us assume that two sensor
nodes q and p refine their measurements and produce estimates xˆq(t), xˆp(t) and
covariance Pq(t), Pp(t) that need to be fused at the time instance t in order to yield
a new estimate xˆci(t) with covariance Pci(t). As stated in work [70], the covariance
matrices Pq(t) and Pp(t) have a geometric interpretation as ellipses. The intersection
of Pq(t) and Pp(t) is represented by the convex combination of the covariances, and
the CI algorithm is represented according to the following equations:
P−1ci (t) = ω · P−1q (t) + (1− ω) · P−1p (t) (3.1)
xˆci(t) · P−1ci (t) = ω · xˆq(t) · P−1q (t) + (1− ω) · xˆp(t) · P−1p (t) (3.2)
ω: The parameter between 0 and 1, whose value is chosen to minimise the
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determinant of Pci.
The CI algorithm assures that the updated covariance Pci(t), computed from a
convex combination, always lies within intersection of Pq(t) and Pp(t), and must
be consistent even when the cross-correlation matrix Pqp is unknown [70]. The
mathematical proof, which explains that CI fusion algorithm yields a consistent
estimate in case the fusion is performed under an unknown correlation between two
estimates, can be found in [70]. The previous equations (3.1) and (3.2) can be
written in the inverse covariance (information) form using the equations (2.11) and
(2.12), respectively, as:
Yci(t) = ω · Yq(t) + (1− ω) · Yp(t), (3.3)
yˆci(t) = ω · yˆq(t) + (1− ω) · yˆp(t), (3.4)
where:
yˆci(t): The information vector after applying CI algorithm at the time instance t.
Yci(t): The information matrix after applying CI algorithm at the time instance t.
yˆq(t): The information vector of the sensor node q at the time instance t.
Yq(t): The information matrix of the sensor node q at the time instance t.
yˆp(t): The information vector of the sensor node p at the time instance t.
Yp(t): The information matrix of the sensor node p at the time instance t.
Apart from the common information problem, another challenge in data fusion
systems is the out-of-sequence data problem [42] that arises when data from other
nodes in the network arrives delayed and disordered to the fusion centre. The delay
can refer to a different number of time step lags, where a step lag represents a time
interval between two consecutive time instances. If the data for the time instance
t-1 arrives to the fusion centre at the time instance t it is referred to as a single-lag
out-of-sequence data problem, whereas if the number of time step lags is higher
the problem is called a multi-lag out-of-sequence data problem. The causes of this
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problem can be various, such as for example, different propagation times from data
sources [42]. Depending on the type of data that arrives to the fusion centre, sensor
measurements or estimates, the problem can be classified as: the Out-of-Sequence
Measurements (OOSM) or the Out-of-Sequence Estimates (OOSE) problem. A
vast amount of research has been done in OOSM area as stated in [42], whereas
the OOSE problem has received considerably less research attention [60]. Since the
proposed pollution monitoring approach represents a decentralised fusion system for
an arbitrary network topology, this chapter addresses the problem of fusing delayed
estimates arriving from other nodes to the fusion centre.
3.4 The Proposed Decentralised Data Fusion
Algorithm
The proposed air pollution monitoring approach represents an arbitrary connected
decentralised data fusion system where every mobile node has the role of a fusion
centre. Nodes collect the pollution data on their own and by exchanging harvesting
messages with other nodes in the network. As a consequence of nodes’ mobility the
pollution data can arrive delayed in time at the fusion centre. Depending on the
delay interval, the received pollution data can overlap in time with the pollution
data stored by the receiving node, or the data can be separated in time causing
a presence of time interval (time gap) for which pollution data values are missing.
In order to enable a mobile node to gain an insight into detailed variations of the
pollution level changes over time, it is necessary to develop a solution that overcomes
the problem of missing pollution data. If a node is aware of the evolution of the
pollution level it can detect the increase of pollution levels occurring in near real-
time and raise early warnings at the onsets of these hazardous pollution episodes.
Therefore, in this section we present a Decentralised Data Fusion (DDF) algorithm
[30] for micro-scale monitoring purposes that fuses the pollution data received from
mobile nodes in the network. The DDF algorithm is based on the Delayed State
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Information Filter (DSIF) and an interpolation technique. The DDF algorithm is
performed periodically every ∆Tharv, and before harvesting message is disseminated.
Let us suppose that mobile node d leaves street segment k and broadcasts the
harvesting message in the first upcoming intersection. Mobile node h receives this
harvesting message (Figure 2.10, Section 2.5) and checks whether the DDF algorithm
should be triggered by unpacking and analysing the first part of the received message
(M1). This part of the message contains the identification of the last traversed street
segment k by node d (kd) and the set of trajectories Θdk, where Θdk = {θdkmd}, where
md = {1, ..,Md} and Md is the total number of stored trajectories for the street
segment k obtained by node d. Here, the trajectory θdkmd represents a set of pairs
of the information vector and the information matrix stored over time for the street
segment k. The node h reads the street segment identification (kd) sent by the node
d, and searches its database to check whether there is any data available about that
street segment. If the mobile node h does not have any pollution data about the
street segment kd, it stores Θdk.
However, in the case that the node h already possesses pollution data for
the street segment kd in its database, the node compares the received trajectories
Θdk with the stored trajectories for that street segment Θhk = {θhkmh}, where mh =
{1, ..,Mh} and Mh is the total number of stored trajectories for that street segment.
The stored and received trajectories from Θhk and Θdk are compared by observing
their trajectory intervals. If the trajectory interval of the received trajectory is
contained within the trajectory interval of the stored trajectory, the node h discards
the received trajectory. The node h does that since it already has a knowledge about
the pollution level for that period of time. Discarding such trajectories enables a
node to reduce the utilisation of its on-board resources, such as processing activity
and battery power. In contrast, if the trajectory interval of the received trajectory
is not completely contained within trajectory interval of the stored one, this means
it is either overlapped or completely separated in time from the stored trajectory.
In such cases the receiving node h triggers the DDF algorithm, shown in Figure 3.4.
The work of DDF algorithm is described for an example when Θhk and Θdk contain
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Figure 3.4: The flowchart of the proposed DDF algorithm.
only one trajectory for the street segment k, θhk1 and θdk1, respectively. The trajectory
interval of the received trajectory θdk1 is bounded by its initial time tdinit1 and the last
time tdlast1, whereas the interval of the stored trajectory θhk1 is bounded by thinit1 and
thlast1.
The case when stored trajectory θhk1 and received trajectory θdk1 are separated
in time is shown in Figure 3.5. According to the DDF algorithm, the node h performs
the following steps: Interpolation, Initial Time Alignment, Last Time Alignment and
Trajectory Matching and Covariance Intersection. Otherwise, if stored trajectory θhk1
and received trajectory θdk1 are overlapped in time as shown in Figure 3.6, based on
the DDF algorithm, the node h performs the following steps: Initial Time Alignment,
Last Time Alignment, Trajectory Matching and Covariance Intersection.
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Figure 3.5: An example of received and stored trajectories completely separated in time.
Figure 3.6: A case when received and stored trajectories are overlapped in time.
Initial Time Alignment
This step aligns the initial time thinit1 of the stored trajectory θhk1 with the initial
time tdinit1 of the received trajectory θdk1. As shown in Figure 3.5 and Figure 3.6,
this is done by using the more recent initial time of the two trajectories, in this case
thinit1, and determining the time steps up to the time instance closest to the later
initial time, in this case tdinit1. The newly created time instances are depicted by the
red ’x’ marks on the stored trajectory θhk1 in Figure 3.5 and Figure 3.6. The time
step closest to tdinit1 becomes the new initial time of the stored trajectory which is
now called th
init′1. In this time instance, the information matrix and the information
vector are initialised with zero, as the Information Filter can consider complete
uncertainty [47]. In the newly created time instances, the DSIF performs prediction
as shown with dashed arrows in Figure 3.5 and Figure 3.6, while the predicted values
are depicted as yellow circles on the stored trajectory θhk1.
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Last Time Alignment
After the initial times of the trajectories are aligned, the alignment of their last times
thlast1 and tdlast1 is performed. As shown in Figure 3.5 and Figure 3.6, in this step the
DSIF performs prediction for the trajectory with the later last time value, in this
case tdlast1, until the time step closest to the more recent last time is reached, in this
case thlast1. This is shown in Figure 3.5 and Figure 3.6 with the dashed arrows on the
received trajectory θdk1. The time step closest to thlast1 becomes the new last time of
the received trajectory which is called td
last′1. The predicted values are depicted as
yellow circles on the received trajectory θdk1 in Figure 3.5 and Figure 3.6.
Interpolation
This step calculates the missing pollution values in the time interval (time gap) that
separates two trajectories in order to provide a mobile node better insight into the
pollution level changes over time. The aforementioned time interval is described by
its length (lg), and as shown in Figure 3.5 it is bounded by the time instances tdlast1
and thinit1. Interpolation step is performed if the length of the time gap is smaller
or equal to a pre-set allowed length of the time gap lg, which is defined in coming
Section 3.5.1. The case when the length of the observed time gap is greater than lg
means that the trajectories are widely separated in time and the interpolation is not
performed, thus the node h stores the received trajectory. However, if the length of
the time gap is smaller or equal than lg, the DDF algorithm uses the interpolation
technique to calculate the missing pollution data values.
Evaluation of different interpolation techniques is presented in Section 3.5.1
where the Quadratic Polynomial (QP) interpolation technique is selected to be a
part of the DDF algorithm. The Quadratic Polynomial interpolation technique
assumes that three points (t0, f(t0)), (t1, f(t1)) and (t2, f(t2)) are known. The time
instances t0, t1 and t2 are defined as: t0 < tdlast1, where t0 refers to the time instance
previous to tdlast1, t1 = tdlast1 and t2 = thinit1. In these time instances, the known
96
Chapter 3. Data Fusion in Decentralised Systems
values of pollution concentration from the trajectories θdk1 and θhk1 are expressed as:
f(t0)=xˆ(t0), f(t1)=xˆ(t1) and f(t2)=xˆ(t2). The newly created pollution value f(t)
for the time instance t in the time gap is calculated according to the QP interpolation
technique as follows [72]:
f(t) = xˆ(t0) +
(xˆ(t1)− xˆ(t0))
(t1 − t0) · (t− t0) +
(xˆ(t2)− xˆ(t1))
(t2 − t1) −
(xˆ(t1)− xˆ(t0))
(t1 − t0)
(t2 − t0) · (t− t0) · (t− t1)
(3.5)
After the missing pollution values f(t) in the time gap are estimated they are added
to the predictions of the delayed trajectory, in this case the received trajectory θdk1,
as shown by the downward arrows in Figure 3.5.
Trajectory Matching and Covariance Intersection
In this step, adopted from the work in [47], firstly the closest time instances of
the two augmented trajectories are matched. The trajectory matching, presented
with dashed arrows in Figure 3.7, is shown for the case when the trajectories are
separated in time. It should be noted that in the case the trajectories are overlapped
in time, the trajectory matching procedure remains the same. Secondly, in order to
fuse the two trajectories and to overcome the problem of the common information
the covariance intersection algorithm is applied. The CI algorithm is applied in case
when trajectories are overlapped in time, as well as in case when they are separated
in time. We use the same value for ω parameter (ω=0.6) inside the CI algorithm as
the authors of [47].
Figure 3.7: Trajectory Matching and Covariance Intersection step in case of separated
trajectories in time.
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3.4.1 Example Scenarios of DDF Algorithm
In this section we present example scenarios when one node disseminates harvesting
message in an intersection and the neighbouring mobile node receives the message
and applies the DDF algorithm. It should be noted that the DDF algorithm pro-
cesses only the first part of the harvesting message (M1) as it fusses the history of
pollution data (trajectories) stored in M1. Figure 3.8 shows an example of a sce-
nario when trajectories created by sending and receiving nodes overlap in time, while
Figure 3.9 depicts an example of a scenario when the aforementioned trajectories
are separated in time.
Figure 3.8: An example scenario when mobile nodes perform the DDF algorithm.
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Figure 3.9: An example scenario when mobile nodes perform the DDF algorithm.
3.5 Evaluation of the Proposed Approach
3.5.1 Evaluation of Interpolation Techniques
The evaluation of interpolation techniques is performed on a single street segment
scenario. The two nodes d and h exchange their created trajectories upon travers-
ing the street segment k, and they trigger the DDF algorithm upon receiving the
trajectory from other node. In order to provide a benchmark for estimates within
trajectory obtained by the mobile nodes, we implemented a hypothetical fixed sen-
sor node f inside the street segment k which also estimates the NO pollution level.
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The estimates created by a mobile node are compared with the estimates from the
fixed sensor node f by calculating the Mean Normalised Absolute Error (MNAE)
for the street segment k:
MNAEk =
1
n
·
n∑
e=1
(
xˆfkme(t)− xˆkme(t)
xˆfkme(t)
)
(3.6)
n: The overall number of estimates inside the trajectory created by a mobile node.
xˆkme(t): An estimate e from the trajectory m (m=1) in the time instance t,
obtained by a mobile node for the street segment j.
xˆfkme(t): An estimate e of the fixed sensor node f for the time instance t and the
street segment k.
In simulation the bicycles have a role of the mobile nodes in the network, we
set the nodes’ speed to 2 m/s since they would need around 2 minutes to traverse the
street segment k which is 250 m long. Therefore, we choose the values for the allowed
time gap length (lg) that are both shorter and longer than 2 minutes, such as 1.5, 3
and 6 minutes. Using NO pollution data provided by the authors in [5], we define
different types of pollution level change by observing the pollution values bounding
the time gap with allowed lg. Since in the given NO pollution data, the maximum
difference of the pollution values bounding the time gap for all possible cases of the
allowed lg is approximately 60 ppb (parts per billion), we observe changes of pollution
level below or equal 20 ppb, greater than 20 ppb and less than 40 ppb, and greater
or equal 40 ppb. Thus, a slow fluctuating pollution is defined when the change of the
pollution level is below or equal 20 ppb, in case the pollution level change is greater
than 20 ppb and less than 40 ppb it is classified as a medium fluctuating pollution.
Finally, when the pollution level change is greater or equal 40 ppb, it is defined as
fast fluctuating pollution. The following interpolation techniques are evaluated in
order to select the one to be used inside the DDF algorithm: Linear (LIN), Single
Exponential Smoothing (SES), Moving Average (MA), K Nearest Neighbour (KNN),
Univariate Nearest Neighbour (UNN) and Quadratic Polynomial (QP). Figures 3.10,
3.11 and 3.12 present a comparison of different interpolation techniques for slow,
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medium and fast pollution fluctuation, respectively.
From the results it can be seen that for the smallest lg the UNN interpola-
tion technique has the lowest MNAE value in all the cases of the pollution level
fluctuation. The reason why UNN gives the lowest MNAE error is because there
are no rapid changes of the pollution level for the smallest lg. Thus, as that is the
Figure 3.10: Comparison of the interpolation techniques in case of slow fluctuating pol-
lution level.
case with UNN interpolation technique, the pollution endpoints of the time gap are
enough to be observed for estimating missing pollution values. The performance of
the interpolation technique does not only depend on the amount of pollution data
that needs to be interpolated, it also depends on frequent changes of the pollution
data in the observed time gap. When the length of the time gap increases to 3 and
6 minutes, the values of the pollution can change more than that is the case with
the values of the pollution when the time gap lg is 1.5 minutes. As seen from the
results, in case when time gap lg is 3 and 6 minutes, QP interpolation technique
has the lowest MNAE value for all three cases of pollution level fluctuations. This
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is because interpolating polynomial provides more accurate estimated values that
follow the characteristics of pollution level patterns when the polynomial is of a
higher order (QP has interpolating polynomial of second degree). Therefore, QP
interpolation technique is selected to be a part of the proposed DDF algorithm.
Figure 3.11: Comparison of the interpolation techniques in case of medium fluctuating
pollution level.
3.5.2 Simulation Parameters
This section gives an overview of the simulation parameters used in the evaluation of
the DDF algorithm. The evaluation of the algorithm is done by simulating an urban
scenario with 100 and 200 mobile nodes in the network. The mobile nodes arrive in
the network following an exponential distribution with averaged inter-arrival time
set to 3 seconds. The evaluation of the DDF algorithm is performed for time gap lg
values of 1.5, 3 and 6 minutes. The performance of the algorithm is compared with
the sensor measurements from [5] that are assigned to every street segment.
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Figure 3.12: Comparison of the interpolation techniques in case of fast fluctuating pollu-
tion level.
3.5.3 Performance Metrics
In order to evaluate the proposed DDF algorithm, we define the following metrics:
• The gain of estimated pollution data set per street segment in case
of fusing both overlapped and separated trajectories (∆TCj):
Total coverage per street segment represents merged trajectories collected by
mobile nodes that participated in monitoring the street segment. In order to
evaluate the increase of estimated pollution data set per street segment for
different values of time gap lg, we observe the difference in performance of the
DDF algorithm in the case when the DDF algorithm fuses both overlapped and
separated trajectories, and in the case when the DDF fuses only overlapped
trajectories. For each street segment j, where j = {1, .., S} and S is the total
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number of street segments in the network, we define ∆TCj as:
∆TCj =
TC
lg
j − TCno lgj
TC
no lg
j
· 100 (3.7)
TC
lg
j : The total coverage length per street segment j when the DDF
algorithm performs fusion of both overlapped and separated trajectories.
TC
no lg
j : The total coverage length per street segment j when the DDF
algorithm fuses only overlapped trajectories.
As this metric shows how much the estimated pollution data set can be aug-
mented by fusing both overlapped and separated trajectories it should be as
high as possible.
• Mean Normalised Absolute Error per street segment (MNAEj):
This metric shows the averaged MNAE per street segment which is calculated
by comparing the estimates inside the total coverage for the street segment j
with the pollution values from [5]:
MNAEj =
1
S
·
S∑
j=1
 1
NTC
·
NTC∑
g=1
(
NOjg(t)− xˆTCjmg(t)
NOjg(t)
)
· 100
 (3.8)
NTC : The overall number of estimates inside the total coverage for the street
segment j.
xˆTCjmg(t): The estimate inside the trajectory m at the time instance t of the
total coverage for the street segment j.
NOjg(t): The value of nitrogen oxide pollutant [5] for the street segment j at
the time instance t from which the estimate xˆTCjmg(t) is subtracted. The
pollution data from [5] is used as a benchmark in order to validate the
accuracy of the calculated estimates from the total coverage.
As this metric shows the error of the estimated pollution data obtained by the
DDF algorithm it should be as low as possible.
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3.5.4 Simulation Results
In this section we present the performance evaluation of the proposed DDF algorithm
in terms of the previously defined metrics.
The ∆TCj metric is calculated for each street segment in the network. The
number of street segments for various ∆TCj when mobile node population in the
network is 100 and 200 is shown in Figure 3.13 and Figure 3.14, respectively. The
performance of ∆TCj metric is tested for different allowed time gap lengths (lg).
From Figure 3.13 and Figure 3.14 it can be seen that regardless of the number of
nodes in the network increasing the allowed time gap length (lg) results in higher
Figure 3.13: The number of street segments for various ∆TCj in case the number of nodes
in the network is 100.
∆TCj for some street segments. This is because when lg increases the nodes are able
to interpolate more missing pollution values, fuse more trajectories and therefore
augment the history of pollution data, causing ∆TCj to increase. When the number
of mobile nodes is 100 and 200, some street segments are traversed only by one
node during a simulation period and thus it is not possible to obtain the increase
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Figure 3.14: The number of street segments for various ∆TCj in case the number of nodes
in the network is 200.
of estimated pollution data (∆TCj) for those street segments. Hence, the number
of street segments for which the increase of estimated pollution data (∆TCj) is
achieved can be lower than the total number of street segments S in an urban area.
For example, as shown in Figure 3.14, in case lg is 1.5 minutes there are 140 street
segments for which ∆TCj is obtained, which is less than the total number of street
segments in the network (S is set to 144).
Obtaining the increased total coverage per street segment using the DDF algo-
rithm should not significantly degrade the accuracy of obtained estimated pollution
data. Therefore, in Figure 3.15 we examine the average MNAE value per street seg-
ment. This figure shows that MNAE value increases with the time gap length since
larger lg results in greater estimation uncertainty as more missing pollution values
need to be interpolated. However, as can be seen from Figure 3.15 the increase of
the time gap lg does not cause MNAE error drastically to rise in case when number
of mobile nodes in the network is 100 or 200. For example, in case the number
of nodes is 100 and when lg is increased from 1.5 minutes to 3 minutes, MNAE
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Figure 3.15: Evaluation of the MNAEj metric when the number of nodes in the network
is 100 and 200.
value rises around 10%. Similarly, when lg is increased from 3 minutes to 6 minutes,
MNAE value rises around 9.5%. As a consequence of lg increase the nodes will inter-
polate more missing values between the trajectories and therefore broadcast longer
trajectories in the network. This causes more frequent occurrence of overlapped
trajectories which are received by the mobile nodes, reducing the need to perform
interpolation. The reason why MNAE value is higher when number of nodes is 200
relative to the case when there is 100 nodes in the network can be because more
trajectories are created and exchanged between the nodes in the network, which
causes the presence of more time gap occurrences that eventually contributes to the
increase of MNAE value.
3.6 Summary
This chapter presents a Decentralised Data Fusion (DDF) algorithm for micro-scale
air pollution monitoring in an urban environment. The DDF algorithm enables mo-
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bile nodes to fuse delayed pollution data received from other nodes in the network.
The DDF algorithm uses the Delayed State Information Filter to create a pollu-
tion data history and applies an interpolation technique to overcome the problem
of missing pollution data. The proposed DDF algorithm enables mobile nodes to
augment the gathered pollution data set that is used for on-board analysis of the
pollution levels. This is especially important in order to detect the onset of high
pollution levels in near real-time.
The proposed algorithm is assessed via a set of simulations with different
number of mobile nodes in the network. The simulation results show the DDF
algorithm is able to augment the spatial and temporal estimated pollution data set
at the cost of a slight decrease in the pollution data accuracy.
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Dissemination of Warnings for
Monitoring Applications
4.1 Introduction
Most of the current air pollution monitoring approaches are based on fixed moni-
toring stations, deployment of fixed Wireless Sensor Network or Vehicular Sensor
Networks. These existing monitoring approaches rely on sensing nodes (fixed, mo-
bile) that have the task to collect pollution data which is then processed at a central
server. In such case, it could happen that the time elapsed between the collection
of the pollution data and its processing might be too long to detect the onsets of
unacceptable hazardous pollution level episodes in near real-time. For example,
in centralised VSN monitoring approach vehicles might need to wait some time to
reach and transmit the collected pollution data to wireless access points that are
connected with the central server. As an alternative to the centralised pollution
monitoring, the proposed decentralised monitoring approach enables mobile nodes
not only to collect the pollution data, but also to perform on-board data analysis
and generate early warnings about the hazardous pollution levels in near real-time.
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In this chapter we propose a Decentralised Data Warning (DDW) multi-hop
dissemination mechanism that relays early warnings to the nearby Static Monitor-
ing Units (SMUs). The proposed dissemination mechanism aims at increasing the
number of non-duplicated warnings that reach the SMUs in the network. Also, the
DDW mechanism reduces node’s transmission activity of the warning messages, and
hence minimises the number of duplicated warning messages in the network.
Section 4.2 presents related work in the area of emergency data dissemination
in an urban scenarios using VANETs and VSNs. Section 4.3 presents the on-line
analysis module used in the proposed monitoring framework. In Section 4.4 the
proposed Decentralised Data Warning dissemination mechanism for urban micro-
scale air pollution monitoring is presented. Section 4.5 describes the used simulation
parameters, evaluates the proposed dissemination mechanism using simulations and
discusses the mechanism’s performance in terms of observed metrics. Finally, Section
4.6 summarises the main findings of this chapter.
4.2 Related Work
Multi-hop dissemination protocols in VANETs are commonly used for sending emer-
gency messages to alert vehicles about dangerous events in their nearby vicinity, such
as for example in safety applications, but they can also be used for environmental
monitoring applications as in [73].
The basic multi-hop broadcasting protocol is flooding in which vehicles that
receive an emergency message immediately rebroadcast it to other vehicles in the
network. Such approach does not scale well due to the excessive amount of broad-
casted messages, especially under dense traffic conditions on the roads. In such
scenarios, many vehicles can broadcast at the same time which can cause the col-
lision of the packets, known as the broadcast storm problem. Thus, to avoid the
aforementioned problem the reduction of the number of vehicles that rebroadcast
the messages without compromising their dissemination is desirable. In multi-hop
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protocols each vehicle determines whether it is allowed to rebroadcast (forward)
the received message or it should refrain from rebroadcasting [32]. According to
the technique used to determine whether a vehicle should rebroadcast a message
or not, the multi-hop protocols can be classified as: beacon-based, counter-based,
time-based, distance-based, topology-based and probabilistic-based.
In beacon-based dissemination protocols [32], vehicles periodically exchange
beacons, the messages that contain the information such as vehicle’s speed or posi-
tion. The receiving vehicle creates a neighbour list based on the information from
received beacons which is used to enhance vehicle’s knowledge about other vehicles
in its close neighbourhood. Based on the content of the neighbour list the vehicles
decide whether to rebroadcast the message or not. In the counter-based dissemi-
nation protocols [32], a counter exists which keeps track of the number of times a
message has been received. A vehicle rebroadcasts a message if the counter value
is lower than a predefined threshold value. In the time-based dissemination pro-
tocols [74], vehicles that receive a message calculate the waiting time they need to
wait before rebroadcasting the message. This time can be set as a fixed time in-
terval or it can be calculated based on a certain criteria where the vehicle with the
shortest waiting time will rebroadcast the message. In the case of distance-based
dissemination protocols [32], a distance between the sending and receiving vehicles
is used as a parameter to determine the vehicle that will rebroadcast the message.
In these protocols, the vehicles which are furthest away from the sending vehicle are
usually selected as message forwarders. In the topology-based dissemination proto-
cols [32], the topology of an urban environment (e.g. road topology) and vehicles’
position within an urban area are used to select the vehicle that will rebroadcast
the message. For example, the vehicles which are positioned at the suitable loca-
tions (e.g. an intersection area) are the ones that perform message forwarding. In
the probabilistic-based dissemination protocols [33], the receiving vehicles rebroad-
cast the message with a predetermined probability, or the vehicle calculates the
rebroadcast probability each time it receives a new message. The probability can be
calculated based on the parameters that are available to the receiving vehicle, such
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as for example distances between the vehicles in the network.
Depending whether sending or receiving vehicle makes a decision about the
vehicle that needs to next forward the message, dissemination protocols can be
classified as: sender-oriented and receiver-oriented protocols [75]. In the sender-
oriented protocols the sending vehicle specifies who is the message forwarder, while
in receiver-oriented protocols the receiving vehicles compete with each other to de-
termine the message forwarder. It is also important to highlight the type of envi-
ronment that needs to be taken into account prior to designing the dissemination
protocols (highway or urban scenario). As stated in work [76], the dissemination
protocols designed for highway scenarios could not be directly used in urban envi-
ronments. The reason is because a highway scenario is a free space environment
without any obstacles and the dissemination protocols designed for this type of en-
vironment do not take into account the impact of buildings on the wireless signal
propagation. Taking into account the presence of obstacles (e.g. buildings, trees)
in an urban environment is necessary as they can interfere with signal propagation.
Also, vehicles do not change movement direction on the highway, whereas in urban
environment the vehicles’ movement direction is often changed due to the presence
of intersections, street structure, traffic density on the streets, which make message
dissemination in urban areas much more challenging. The dissemination protocols
can also be specifically designed to support two types of VANET communication,
V2V and V2I. Dissemination protocols designed for V2V communication assume
that vehicles communicate with each other. In case of V2I communication there are
Roadside Units (RSUs) that also participate in the message dissemination together
with the vehicles in the network. Taking into account the aforementioned classifica-
tion of multi-hop protocols, the proposed DDW mechanism is defined as a time-based
receiver-oriented protocol, designed for V2V communication. The remainder of this
section introduces the related work in the area of multi-hop dissemination protocols
designed for V2V communication in VSNs and VANETs in urban environments.
Authors in [76] introduce a message dissemination scheme for a well-connected
and disconnected network scenarios based on a beacon exchange between the vehicles
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that is used to create the neighbour list. Based on this list, the vehicle calculates
an angle for all of its neighbours relative to the distance from the sending vehicle.
The absolute values of the minimum and maximum angles are then summarised
and compared to the defined constant value. If the sum of these angles is smaller
than that constant value, the receiving vehicle is selected as a boundary vehicle
and it is assigned the Store-Carry-Forward (SCF) task. In such case, the vehicle
waits until the new neighbour vehicle appears in its neighbour list and rebroadcasts
the message. In case the vehicle is not assigned a SCF task, it calculates the time
interval it needs to wait (a waiting time) in order to rebroadcast the message.
In [77] the authors introduce a broadcasting protocol for safety applications
based on calculating a waiting time before rebroadcasting messages. The vehicle
creates the neighbour list based on beacon exchange between other vehicles. The
vehicles calculate the waiting time to rebroadcast a message based on the number
of their neighbours and distances to the sending vehicle. When a dynamically ad-
justed waiting time expires, and if in the meantime a vehicle did not receive the
same message again, the vehicle performs message rebroadcasting. Work in [78] in-
troduces real-time adaptive dissemination system (RTAD) where vehicles exchange
beacons which are used for maintaining the neighbour list and estimation of the ve-
hicle density. In RTAD each vehicle automatically chooses the dissemination scheme
that is most suitable for message dissemination by selecting one of the dissemina-
tion schemes presented in [79]-[81]. In order to choose an optimal dissemination
scheme, RTAD accounts for the previously estimated vehicle density and the road
map topology.
Unlike the works in [76]-[78], the proposed DDW mechanism does not assume
that vehicles need to exchange periodic beacons in order to accomplish the message
dissemination. In the DDW mechanism, the nodes use solely the information which
is stored inside the received warning messages to calculate the time interval (wait-
ing time) before messages are rebroadcasted. Even though beacons exchange can
provide information about vehicles’ surroundings to calculate the waiting time, they
also cause additional communication load. This communication load can lead to
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congestion on the communication channel and loss of broadcasted messages which
is not desirable when vehicles have limited resources, and when warning messages
need to be promptly propagated.
Authors in [80] introduce a warning dissemination scheme that is based on the
vehicles’ knowledge of their GPS coordinates and road map information. When a
vehicle receives a warning message for the first time it will rebroadcast the message
if the distance between the sending and the receiving vehicle is greater than the
predefined threshold value, or the vehicles are positioned in different street segments.
Also, the receiving vehicle can rebroadcast the message in case it is positioned in
the same street segment as sending vehicle, but the receiving vehicle is closer to
the centre of an intersection than the sending vehicle. Finally, in case a receiving
vehicle is further away from the centre of an intersection than the sending vehicle,
it triggers a waiting time and after this time expires the vehicle rebroadcasts the
message.
Work presented in [82] presents a beaconless broadcast message delivery mech-
anism for safety applications in an urban environment. In the proposed solution each
vehicle in the network calculates three types of waiting timers: forwarding timer,
rebroadcast timer (RT) and intersection rebroadcast timer (IRT). The forwarding
timer is triggered by the vehicle when it receives a message for the first time. Upon
expiration of the forwarding timer and broadcasting the message, RT and IRT timers
can be triggered depending on the vehicle’s position in an urban area. In case the
vehicle is in the intersection, RT and IRT timers are set to the same value. If the
vehicle is approaching the intersection and if the intersection is in vehicle’s trans-
mission range, IRT and the RT are triggered, whereas in all other cases only RT is
triggered. Upon RT and IRT timers expiration, the message is rebroadcasted and
the timers are re-set until the maximum number of message rebroadcasting times
is reached. If the message is received before forwarding timer and RT timer expire,
the aforementioned timers are cancelled. The IRT timer is only cancelled when the
message has been rebroadcasted by the vehicle in the intersection, or by vehicles in
everyone of the branches of the intersection.
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The proposed DDW mechanism and the work in [80] present dissemination
protocols that do not assume broadcasting of warning messages based on beacon
exchange between the vehicles in the network. In decentralised pollution monitor-
ing applications the aim is to detect and alarm local authorities about high pollution
levels in near real-time. Therefore, the vehicles should not wait to reach the prede-
fined locations to rebroadcast the message as that would cause additional delay in
message dissemination. In contrast to [80] where vehicles rebroadcast the messages
only when they are positioned at specific locations on the road, the vehicles in the
DDW mechanism, after the waiting time expires, rebroadcast the warning message
regardless of their position on the streets. This contributes to dissemination of the
warning messages in near real-time. The work introduced in [82] also does not rely
on periodic beacon exchange, however one of the conditions for cancellation of the
IRT timer is quite strict. In case the IRT timer is not cancelled, more nodes would
rebroadcast the same message which would produce proliferation of the duplicated
data in the network. As stated earlier, the IRT timer can be cancelled when a ve-
hicle receives the messages broadcasted from the vehicles which are positioned on
every street segment that constitute the intersection. However, meeting this condi-
tion is challenging as it depends on the vehicles’ density and their mobility on the
roads. Unlike the timer cancellation proposed in [82], cancellation of waiting time
in the DDW mechanism is less demanding and it occurs when the vehicle receives
the warning message more than once.
Work in [73] proposes a Back off-based Per-hop Forwarding (BPF) beaconless
data gathering protocol for sensing applications in VANETs. The BPF protocol is
designed for gathering up-to-date data about an urban area, for example parameters
that refer to traffic or pollution conditions, where data from the mobile nodes is de-
livered to the static destination node. In BPF, mobile nodes in the network leverage
the position of the destination node and when they receive the message for the first
time, nodes calculate the time they need to wait before they are allowed to rebroad-
cast the message. The aforementioned time is calculated using the knowledge about
the distances from the final destination node to the sending and receiving nodes.
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The same authors expanded their work from [73] and introduced the Urban Data
Collector (UDC) protocol [75] where they propose three dissemination mechanisms,
called basic, weak and strong, to decrease the number of nodes that rebroadcast
the message in the network. In [75], the basic dissemination mechanism is based on
discarding the message if it is received more than once during the interval of the wait
time. In case of the weak and strong dissemination mechanisms, after the wait time
expires, mobile nodes forward the message with the calculated probability according
to the used dissemination mechanism. In [83] the authors present an adaptive and
decentralised (AID) dissemination approach for urban environments which does not
rely on exchanging beacons between vehicles in the network. It operates by assign-
ing a random time slot each time a vehicle receives a warning message for the first
time. The number of times the message is received until the expiration of the time
slot is counted by the vehicle, and the time intervals between the reception of the
messages are stored. The vehicle makes a rebroadcasting decision by observing the
ratio of a time slot and a number of times the message is received, and comparing
the aforementioned ratio with the stored time intervals between receptions of that
message. The work presented in [74] proposes DRIVE, a beaconless data dissemina-
tion protocol for VANETs in which the vehicle’s communication area is divided into
four quadrants. Each quadrant has a defined area (sweet spot) in which the vehicles
have the best position to perform the message rebroadcasting. In order to determine
whether the receiving vehicle is positioned within the sweet spot area of the sending
vehicle, a receiving vehicle calculates the angle relative to the sending vehicle. Based
on that, it assigns the corresponding waiting time for message rebroadcasting. In
order to calculate the waiting time, receiving vehicle observes the ratio of its own
distance from the sending vehicle and a communication range, and adds a random
number to the aforementioned ratio depending on its position relative to the sweet
spot area of the sending vehicle.
To calculate a waiting time for message rebroadcasting, the dissemination
protocols proposed in [73] and [75] consider only the distance between the vehicles
and the final static destination node. However, when the number of vehicles on the
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road is high the values of waiting times could be very similar and could result in
disseminating duplicated data in the network. The proposed DDW mechanism, not
only considers the distance between the vehicles and the Static Monitoring Units, but
also considers the distance between the sending and receiving vehicles. Observing
this distance is important for the message dissemination because messages sent by
the receiving vehicles that are further away from a sending vehicle will propagate
longer distances than in case they are sent by the vehicles closer to the sending vehicle
[32]. The work in [83] uses randomly generated value for a time slot which is assigned
to the vehicle when it receives the message for the first time. However, assigning the
time slot in this way disregards the position of the receiving vehicle relative to the
sending vehicle which can result in message being rebroadcasted by the vehicle that
is positioned nearby the sending vehicle. This can cause the message to propagate
shorter distance than in case it is rebroadcasted by the receiving vehicle that is
further away from the sending vehicle. Even though the work in [74] considers the
distance between the sending and the receiving vehicles to calculate different waiting
times larger values of the waiting times are assigned to the vehicles further away
from the sending vehicle, regardless of their position inside a communication range
of the sending vehicle. In contrast to [74], in the proposed DDW mechanism a time
coefficient is assigned to the receiving vehicle depending on the vehicle’s position
inside a communication range of the sending vehicle. This time coefficient results in
shorter values of the waiting times to be assigned to the vehicles further away from
the sending vehicle which contributes to longer message propagation.
4.3 On-board Analysis Module
The on-board analysis module enables mobile nodes to detect hazardous pollution
levels by analysing the content of the trajectory storage (Γk and Gk) for every
stored street segment in the node database. Mobile nodes perform on-board analysis
periodically with the period of ∆Twar, and in case dangerous pollution levels are
detected nodes generate early warnings which are packed inside a warning message.
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The content of the trajectory storage is analysed using the on-board analysis
module which is composed of the following steps:
• Trajectory classification: Each trajectory γkm in Γk = {γkm} from the
trajectory storage is classified using the defined classification method.
• Generating early warnings: The content of the trajectory storage (Γk and
Gk) is analysed in order to generate early warnings if necessary.
Trajectory classification
Data classification represents a two-step process, composed of the learning step and
the classification step, as shown in Figure 4.1.
(a) (b)
Figure 4.1: The learning step (a), the classification step (b) of the data
classification procedure [84].
In the learning step (Figure 4.1a) the main aim is to build a classification model
by applying a learning (classification) algorithm on the available training data set. A
training data set represents a collection of records, where every record is composed of
a set of attributes that describe the record, and a class label which is used to associate
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the record to the predefined class. We use a decision tree classification method with
the Iterative Dichotomiser 3 (ID3) [85] algorithm to build a classification model
that builds a decision tree from an available training data set with the known set of
classes C. We calculate entropy of the current data set S according to:
Entropy(S) =
∑
c∈C
−pc · log2(pc) (4.1)
Entropy(S): Entropy of the current data set S.
pc: The ratio of the number of elements in a class c (c ∈ C) and the number of
elements in the set S.
Based on the attributes Att, the data set S is divided into subsets, and for every
attribute entropy is calculated as:
Entropy(S,Att) =
∑
x∈X
px · Entropy(x) (4.2)
Entropy(S,Att): Entropy of the attribute Att.
x: The subset of class values for which the attribute Att has a value v.
X: The subset formed after the data set S has been split by attribute Att.
px: The ratio of the number of elements in x and the number of elements in the set
S.
Entropy(x): Entropy of the subset x calculated by applying the equation (4.1).
Finally, the information gain is calculated for every attribute Att in the training
data set. The information gain shows the difference of entropy from before to after
the data set S has been divided into subsets that refer to each attribute Att. For
an attribute Att, the information gain Gain(S,Att) is calculated as follows:
Gain(S,Att) = Entropy(S)− Entropy(S,Att) (4.3)
The attribute with the highest information gain is then selected to split the data
set S into the subsets based on the values of that attribute. If all records from the
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subset belong to the same class, the ID3 algorithm for this subset is not performed
since the entropy of the subset is equal to zero. However, if a subset contains
different classes then the ID3 algorithm is performed on this subset considering only
the remaining attributes from the data set S. Based on the previously described
process, the classification model in the form of a decision tree is constructed and
can be represented as a set of IF-THEN classification rules. Once the classification
model is constructed, it is used in the classification step to predict a class label of a
new incoming record, as shown in Figure 4.1b.
In the proposed monitoring framework, a trajectory that needs to be classified
is represented with a record consisting of the following attributes that describe the
features of an analysed trajectory: initial value, last value and pollution variation value.
The initial value and last value attributes describe the first estimate xˆkm(tinit)
and last estimate xˆkm(tlast) of the trajectory, respectively. The third attribute,
pollution variation value, considers the ratio of the pollution level between the first
and last estimates of the trajectory.
We consider the nitrogen oxide (NO) pollution data set from [5] used in this
thesis, and observe the range of pollution values in this set to define the aforemen-
tioned attributes. We introduce thresholds in order to classify NO pollution level
as low, medium or high. Since NO pollutant is not commonly measured by the
government agencies, as seen in [86] and in [87], we observe the allowed nitrogen
dioxide (NO2) concentration values, since NO and NO2 belong to the same group of
nitrogen oxides gases (NOx). We consider NO2 values averaged on an hourly basis,
defined for European cities [86], as shown in Figure 4.2. As seen from Figure 4.2,
there are five pollution band, where in each of them Clow and Chigh represent the
lower and upper values of the band, respectively. It should be noted that in [86]
NO2 values are expressed in µg/m3, whereas NO2 values in Figure 4.2 are expressed
in ppb (1 ppb=1.88 µg/m3). By observing Clow and Chigh values from Figure 4.2, we
are motivated to define NO pollution thresholds of 60 ppb and 120 ppb for classify-
ing the pollution levels in the used pollution data set. If the value of the pollution
from the observed data set is smaller than or equal to 60 ppb it is considered as a
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low pollution level. In case the pollution value is between 60 ppb and 120 ppb the
pollution level is defined as medium, and if it is greater than or equal to 120 ppb it is
defined as high pollution level. By observing the value of the first and last estimate
of the trajectory relative to the defined pollution level thresholds, we introduce the
initial value and the last value attributes (Figure 4.3).
Figure 4.2: The Clow and Chigh boundaries for NO2 pollutant and defined pollution
categories.
Figure 4.3: The description of the attributes initial value and last value.
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As shown in Figure 4.3, these attributes can have the following values: low,
medium or high. Since we consider that the threshold for hazardous pollution level
denoted as high (120 ppb) is twice as large as the low pollution level (60 ppb), we
choose the coefficients 1.5 and 2 for defining the pollution variation value attribute.
As shown in Figure 4.4, this attribute can have the following values: slow, fast or
critical.
Figure 4.4: The description of the pollution variation value attribute.
In order to construct a decision tree using the ID3 algorithm we assume that
the used training data set is available to the local authorities from previously col-
lected data using the same monitoring framework. Figure 4.5 shows an example of
the used training data set based on which the decision tree is constructed, as shown
in Figure 4.6a. This decision tree is represented as a set of IF-THEN rules (Figure
4.6b) which are used to classify every trajectory (record) stored inside the trajectory
storage. The classification of the trajectory is done by assigning it a predefined class
label colour from a training data set which can have one of the following values:
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green, yellow or red. We assume that each mobile node has embedded IF-THEN
rules that need to be used inside the on-board analysis module.
Figure 4.5: An example of the available training set.
As can be seen from Figure 4.6, the most important attribute in order to clas-
sify the trajectory is the last value attribute. When this attribute has a value
low or high, the ID3 algorithm assigns a trajectory class label without further
analysing if the pollution level increased or decreased inside a trajectory interval.
However, in case the last value attribute has a value medium, then the attribute
pollution variation value is observed in order to classify the trajectory. Since the
size of the collected training data set affects the classification accuracy of the de-
veloped decision tree [88], augmenting the training data set with new data would
contribute to constructing a more accurate decision tree.
123
Chapter 4. Dissemination of Warnings for Monitoring Applications
(a)
(b)
Figure 4.6: A decision tree obtained with the ID3 algorithm (a),
IF-THEN rules for the classification step (b).
Generating early warnings
Let us suppose that the content of the trajectory storage (Γk = {γk1, γk2} and
Gk = {gk1, gk2}) for the street segment k is analysed in the time instance Tcur
(Figure 4.7). As a result of the trajectory classification step, the trajectories γk1
and γk2 are classified as yellow and red, respectively. The content of the trajectory
storage is represented as a sequence of elements (colours and time gaps), as shown
in Figure 4.8.
Figure 4.7: An example of the trajectory storage content.
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Figure 4.8: An example of the on-board analysis.
In order to generate early warnings, the elements of the aforementioned se-
quence are analysed according to the procedure shown in Figure 4.9. The parameter
thrgap of the on-board analysis procedure is set to 120 seconds. We assume this value
for thrgap since that is approximate amount of time for which the node collected the
pollution data while traversing a street segment. This procedure starts by taking
two consecutive input elements, marked as sinput1 and sinput2 and generates the out-
put element sout. As shown in Figure 4.8, in case of applying this procedure for the
first time the input elements are the first two elements of the sequence. After the
first iteration, the generated output element sout is then used as the input element
sinput1 in the next iteration of the procedure, while the next element of the sequence
is used as a second input element sinput2. This procedure is recursively repeated
until all the elements in the sequence are analysed.
Finally, when all elements are analysed and if the colour of the output element
sout is red, the early warning for the street segment is generated and it is labelled with
the street segment identification (k) for which it refers to. After the content of the
trajectory storage is analysed for every stored street segment in the node’s database,
the generated early warnings represented as street segment IDs, together with the
node’s coordinates and the timestamp Tcur are packed inside the Warning Data field
of the warning message. These warning messages are then disseminated using the
DDW mechanism (Section 4.4) to the collection points (Static Monitoring Units).
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Figure 4.9: Analysis of the elements in the sequence.
4.4 The Proposed Decentralised Dissemination
of Warnings Mechanism
In order to identify the hazardous pollution levels on a per street level, mobile
nodes in the proposed monitoring scheme perform on-board analysis of the collected
pollution data. As a result of such analysis, once the onsets of the harmful pollution
levels are detected, the nodes generate warnings which are sent to the nearest Static
Monitoring Unit (SMU). SMU is a wireless node that has a task to collect the
warnings from the mobile nodes once they enter the SMU’s communication range.
This section presents the Decentralised Dissemination of Warnings (DDW) [31]
multi-hop mechanism for micro-scale monitoring applications in urban environments
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which does not require exchanging of periodic beacons between mobile nodes in the
network. The DDW mechanism is designed for mobile nodes with limited resources
which are aware of the geographical position of the SMUs in the network (each
node stores coordinates of the SMUs in the network). It is a time-based mechanism
in which the receiving node calculates the waiting time before rebroadcasting the
warning message. In order to calculate the waiting time in the DDW mechanism, a
part of the work presented in [73] is adopted and further extended in the proposed
mechanism with the additional parameters. These parameters are distances between
sending and receiving nodes, and a time coefficient which is assigned to the receiving
node based on its position relative to the sending node.
The mobile nodes periodically perform the on-board analysis of gathered pol-
lution data, every ∆Twar, as described in Section 4.3. Generated early warnings are
then encapsulated within the warning messages which are relayed by the nodes in
the network to the SMUs. The warning message, shown in Figure 4.10, is composed
of the WSM Header defined by the IEEE 802.11p communication standard, and
the Warning Data that includes the following: coordinates of the mobile node that
broadcasts the warning message, the time instance in which the warning message
is created (Tcur), and the warnings represented as identifications of the street seg-
ments from the node’s database for which these warnings are generated. Apart from
generating the warning messages, mobile nodes can also forward the warning mes-
sages received from other nodes in the network. In case nodes receive the warning
message from other nodes in the network, they calculate time intervals (tw) they
need to wait before rebroadcasting the warning messages. These time intervals are
calculated according to the DDW mechanism.
Figure 4.10: A structure of the warning message.
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Let us assume that mobile node h receives a warning message from mobile
node d, where upon reception of the warning message node h triggers the DDW
mechanism shown in Algorithm 4.1. When node h receives the warning message
for the first time it calculates the waiting time tw which represents the interval the
node needs to wait before it rebroadcasts the received warning message. The waiting
time tw (Alg. 4.1 line 11) is calculated using the following parameters: distances of
the receiving and the sending node to the nearest SMU (duh and dud), the distance
between the sending node d and the receiving node h (Ddh), the communication
range (R) and the time coefficient (tc).
Algorithm 4.1 DDW mechanism
1: if (warning message received first time == TRUE) then
2: calculate duh =
√
(xu − xh)2 + (yu − yh)2 where u = {1, .., NSMU}
3: calculate dud =
√
(xu − xd)2 + (yu − yd)2
4: find dmin = min(Dd ∪Dh) where Dd = {dud}, Dh = {duh}
5: find u for which dmin = min(Dd ∪Dh)
6: calculate Ddh =
√
(xd − xh)2 + (yd − yh)2
7: if
(
Ddh <
R
5
)
then tc = 2
8: else if
((
Ddh ≥ R5 ) and (Ddh <
3R
5
))
then tc = 1.5
9: else if
(
Ddh ≥ 3R5
)
then tc = 1
10: end if
11: calculate tw =
duh − dud +R
2R +
(
1− Ddh
R
)
· tc, where u is defined in line 5
12: when tw expires, rebroadcast the warning message
13: else if (tw active == TRUE) then
14: cancel scheduled tw and discard the warning message
15: else discard the warning message
16: end if
The rationale for taking into account duh and dud as in [73] when calculating
the waiting time is because the nodes closer to the SMU are more likely to perform
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rebroadcasting of the warning message since they will have shorter waiting time than
the nodes which are further away from the SMU. The aforementioned distances are
contained within the first part of the waiting time equation
(
duh − dud +R
2R
)
. In
order to enable the communication between the sending and receiving nodes the
distance between them must be smaller than the value of the communication range
R. This means that the difference of the nodes’ distances to the SMU can be within
the range −R ≤ duh− dud ≤ R. In the case the receiving node is closer to the SMU
than the sending node, the difference of the nodes’ distances to the SMU, duh− dud,
would be a negative number that can reach the value of −R. Otherwise, when the
receiving node is further away from the SMU than the sending node, the duh − dud
can reach the value of R. Thus, setting the denominator to the value of 2R makes
the first part of the waiting time equation to have a value in the range [0, 1] seconds.
However, as the number of mobile nodes on the streets can be very high,
the differences between duh and dud distances can be negligible, and if the waiting
times were based only on these distances the waiting times values could also be
very similar for the nearby mobile nodes on the street. This could result in nodes’
increased broadcasting activity and dissemination of duplicated warning messages
in the network. Thus, to avoid such scenario, we also observe additional parameters
Ddh and tc for calculating the waiting time, which are contained within the second
part of the waiting time equation
((
1−Ddh
R
)
·tc
)
. We note that taking into account
only the ratio of Ddh and R would mean that the receiving nodes further away from
the sending node would have a higher value of the ratio than the receiving nodes
closer to the sending node. Thus, to avoid such case the ratio is subtracted from
the value of one
(
1− Ddh
R
)
. The idea of calculating the waiting time based on the
algebraic expression
(
1− Ddh
R
)
has been already explored in the past, for example
as in work [89]. In the proposed DDW mechanism, the aforementioned algebraic
expression is multiplied with the time coefficient tc (later discussed in this section)
that is assigned based on the receiving node’s distance relative to the sending node.
The second part of the waiting time equation can have a value in the range [0, 2]
seconds, which depends on the distance between Ddh and the value of tc parameter.
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Since nodes in the DDW mechanism are equipped with the GPS and a digital
map of an urban area, they leverage their own coordinates and the coordinates of
each of the SMUs in the network in order to calculate the Euclidean distances to the
SMUs. This distance contributes to faster message propagation to the SMU since
it represents the shortest communication path the message needs to propagate in
order to reach the SMU. When the node h receives a message for the first time (Alg.
4.1, line 1), it calculates the Euclidean distances between its current position and
each of the SMUs, duh (Alg. 4.1, line 2). Here, u = {1, .., NSMU} and NSMU is the
number of SMUs in the network. From the received warning message, the node h
takes coordinates of the sending node and calculates the sending node’s Euclidean
distances to each of the SMUs, dud (Alg. 4.1, line 3). From the previously calculated
distances dud and duh, the node h finds the minimum distance and uses it to identify
the closest SMU (Alg. 4.1 lines 4-5).
The next parameter that needs to be calculated is the Euclidean distance Ddh
between the receiving node h and the sending node d (Alg. 4.1 line 6). In order
to better differentiate between the values of the nodes’ waiting times in highly pop-
ulated street segments, we categorise the receiving nodes based on their position
within a sending node’s communication range. The categories are defined by ob-
serving Ddh relative to the communication range R, and as an example we define
them as: nearby (Ddh < R/5), medium distant (R/5 ≤ Ddh < 3R/5) and far away
(Ddh ≥ 3R/5), as shown in Alg. 4.1 lines 7-10. Depending on whether the receiving
node is defined as nearby, medium distant or far away node, the time coefficient
parameter tc is assigned, as shown in Figure 4.11. This parameter has the lowest
value when the receiving node is defined as a far away node which enables the warn-
ing message to propagate longer distance than in case it is rebroadcasted by the
node defined as a nearby node. Finally, the receiving node h calculates the wait-
ing time according to the formula shown in Alg. 4.1 line 11, and when tw expires
the node h rebroadcasts the warning message (Alg. 4.1 line 12). The value of the
waiting time calculated by the mobile node cannot be longer than couple of seconds.
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Figure 4.11: The time coefficient (tc) values.
Each node stores a list of received warning messages for certain time period,
and in our simulation we assume that nodes keep this list during their time spent
in the simulation. In case the mobile node h receives the warning message more
than once, it checks whether there is an active waiting time for that message, and
if so, it discards the received message (Alg. 4.1 lines 13-14). In this way the node
h interprets that the warning message has been forwarded by some other node in
the network. Finally, in case the received message has been already rebroadcasted
in the past, the message is discarded (Alg. 4.1 line 15).
4.4.1 Example Scenarios of DDW Mechanism
In this section we present an example scenario, shown in Figure 4.12, where one
node disseminates warning message which is received by the neighbouring mobile
nodes that calculate the waiting time according to the DDW mechanism in order to
rebroadcast the message.
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Figure 4.12: An example scenario when mobile nodes perform the DDW mechanism.
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4.5 Evaluation of the Proposed Approach
4.5.1 Simulation Parameters
In this section we discuss simulation parameters used for the evaluation of the DDW
mechanism. Two simulation scenarios of an urban environment with different num-
ber of mobile nodes in the network, 100 and 200, are used to analyse the performance
of the proposed mechanism. The mobile nodes arrive in the network following an
exponential distribution with averaged inter-arrival time set to 1 second. Figure
4.13 depicts spatial distribution of average number of mobile nodes traversing street
segments for different number of nodes in the network. When the number of mobile
nodes in the network is 100 and 200, the average number of nodes traversing a street
segment per simulation run is 9 and 15, respectively, whereas the average number
of street segments that were traversed by the nodes per simulation run is 130 and
144, respectively. The communication range R is set to 250 m, and nodes perform
the on-board analysis with the period ∆Twar set to 30 seconds. Apart from the
mobile nodes in the network there are also three Static Monitoring Units (SMUs)
that collect the warning messages from mobile nodes in the network. Figure 4.14
depicts the positions of the SMUs inside the Manhattan network.
The evaluation of the proposed DDW dissemination mechanism is performed
by comparing it with the multi-hop dissemination protocols: BPF [73], DRIVE
[74], UDC with the weak dissemination mechanism (hereafter referred to as UDC-
weak) [75] and AID [83]. We selected these dissemination protocols because they are
designed for urban environments and, like the DDW mechanism, are not based on
exchange of the beacons between the mobile nodes. We adapted these dissemination
protocols to enable each node to send multiple warning messages for the purposes of
the micro-scale pollution monitoring. The nodes in all simulations of the evaluated
dissemination protocols use the DDH mechanism to collect the pollution data, as
well as the DDF algorithm to fuse the received pollution data. Also, we assume
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(a) (b)
Figure 4.13: The spatial distribution of the average number of mobile
nodes per street segment when number of nodes in the network is 100
(a) and when it is 200 (b).
Figure 4.14: Position of the Static Monitoring Units inside the Manhattan network.
the mobile nodes monitor the same pollution data and use the same on-board anal-
ysis module to generate warnings, whereas the dissemination of warning messages
depends on the deployed dissemination protocol.
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4.5.2 Performance Metrics
In order to evaluate the proposed dissemination mechanism, the following perfor-
mance metrics are defined:
• Monitoring capability (Mcap):
This metric represents the ratio of the non-duplicated warnings Nrec received
by the SMUs, and the number of all warnings generated by the mobile nodes
in the network Ngen:
Mcap =
Nrec
Ngen
· 100 (4.4)
Nrec: The number of warnings excluding the warnings’ duplicates gathered
by the SMUs, where Nrec = |Wrec|.
Wrec: The set of warnings excluding the warnings’ duplicates gathered by the
SMUs, where Wrec =
⋃
uWu.
Wu: The set of received warnings at the SMU u, where u = {1, ..., NSMU)
and NSMU is the total number of SMUs in the network.
Ngen: The number of all generated warnings by the mobile nodes in the
network, where Ngen = |Wgen|.
Wgen: The set of all generated warnings by the mobile nodes in the network,
where Wgen =
⋃
iWgeni.
Wgeni: The set of generated warnings by the mobile node i, where
i = {1, ..., N) and N is the total number of mobile nodes in the network.
The Monitoring capability metric should be as high as possible since it reflects
how many generated early warnings actually reached the SMUs. Having more
collected warnings enables better insight into the spatio-temporal distribution
of the monitored pollution level.
• Warning collection (WC):
This metric shows the ratio of the number of non-duplicated warnings Nrec
received by the SMUs and the number of all warnings received by the SMUs
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(including duplicates) Nall rec:
WC =
Nrec
Nall rec
· 100 (4.5)
Nrec: The number of warnings excluding the warnings’ duplicates gathered
by the SMUs, where Nrec = |Wrec|.
Wrec: The set of warnings excluding the warnings’ duplicates gathered by the
SMUs, where Wrec =
⋃
uWu.
Wu: The set of received warnings at the SMU u, where u = {1, ..., NSMU)
and NSMU is the total number of SMUs in the network.
Nall rec: The number of all received warnings, including warnings’ duplicates,
where Nall rec = |Wall rec|.
Wall rec: The set of all received warnings, including warnings’ duplicates,
gathered by the SMUs, where Wall rec =
∑
uWu.
The Warning collection metric should be as high as possible because higher
values indicate the dissemination protocol provides less duplicated warnings
collected at the SMUs. It is desirable that duplicated warning messages are
carried by less number of mobile nodes in order to efficiently utilise node’s
resources (e.g. storage).
• Transmitting activity (TA):
This metric represents the average number of the warning messages transmit-
ted per mobile node in the network:
TA =
1
N
·
N∑
i=1
TAi (4.6)
TAi : The number of warning messages transmitted by the mobile node i.
N : A number of mobile nodes in the network.
The Transmitting activity metric should be as low as possible since it is as-
sumed that in the proposed monitoring approach mobile nodes have limited
on-board resources.
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• Duplicated warning messages (DW ):
This metric shows the average number of duplicated warning messages received
by the mobile node in the network:
DW =
1
N
·
N∑
i=1
DWi (4.7)
DWi : The number of duplicated warning messages received by the mobile
node i.
The Duplicated warning messages metric should be as low as possible since
the mobile nodes have constrained on-board resources.
In order to evaluate the proposed framework for micro-scale air pollution monitoring
in urban areas, we define the following metric:
• Hit ratio (HR):
We observe the pollution data set from [5] and define an actual warning when
the pollution level is greater than or equal to the threshold for hazardous
pollution levels (introduced in Section 4.3) for at least some time interval
Iact war. To evaluate how many actual warnings are reported by the warnings
generated by the mobile nodes, we define HR metric as:
HR =
Ngen true
Nactual
· 100 (4.8)
Nactual: The number of all actual warnings in the observed pollution data set.
Ngen true: The number of generated warnings by the mobile nodes that report
the actual warnings, where Ngen true = |Wgen true|. The actual warning is
considered reported when the generated warning refers to the time instance
that is within the time interval of the actual warning.
Wgen true: The set of generated warnings by the mobile nodes that report the
actual warnings, where Wgen true ⊆ Wgen.
Wgen: The set of all generated warnings by the mobile nodes in the network,
where Wgen =
⋃
iWgeni.
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Wgeni: The set of generated warnings by the mobile node i, where
i = {1, ..., N) and N is the total number of mobile nodes in the network.
The Hit ratio metric should be as high as possible since it shows how much
actual hazardous pollution levels have been detected by the proposed decen-
tralised monitoring framework. Note that this metric is only observed for the
proposed monitoring framework since it is based on evaluating the number of
generated warnings by the mobile nodes; and therefore, does not evaluate the
dissemination capability of the protocols.
4.5.3 Simulation Results
We evaluate the proposed DDW mechanism and compare its performance with other
dissemination protocols based on the previously defined metrics.
The first metric that we observe is the Mcap metric, shown in Figure 4.15.
It can be seen that the DDW mechanism provides higher percentage of generated
warnings that reached the SMUs than other dissemination protocols. This enables
the SMUs to have a better insight into the spatio-temporal distribution of hazardous
pollution levels in the simulated network. As shown in Figure 4.15, when number
of mobile nodes is 100 the Mcap metric for the proposed DDW mechanism is 11%
grater than in case of BPF protocol. Furthermore, the Mcap metric of the DDW
mechanism is 23% higher than in case the BPF protocol when the number of mobile
nodes increases to 200. The DDW mechanism has higher Mcap metric performance
than BPF protocol, because apart from the sending and receiving nodes’ distances
to the SMU the waiting time also depends on the distance between sending and
receiving nodes. This enables receiving nodes that are furthest from the sending
node and that are closest to the SMUs to have the shortest waiting times for message
rebroadcasting, which results in disseminating more generated warnings. However,
as other compared dissemination protocols, the DDW mechanism may not relay all
generated warnings to the SMUs in the network, as can be seen from Figure 4.15.
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The possible reason why the proposed mechanism and the compared dissemination
protocols do not deliver all the generated warning messages to the SMUs is because
when the message is broadcasted by the nodes there are no neighbouring nodes that
would receive those messages and further relay them to the SMUs. This situation
can be a consequence of nodes’ mobility, number of nodes in the network, presence of
obstacles such as building blocks that can obstruct the propagation of the messages.
Figure 4.15: Evaluation of the Monitoring capability (Mcap) metric.
The performance evaluation of the WC metric is depicted in Figure 4.16, and
shows that for different number of mobile nodes in the network the DDW mechanism
outperforms the rest of the observed dissemination protocols. This is because the
nodes in the DDW mechanism relay the highest number of non-duplicated messages
in the network that eventually reach SMUs. This might be due to the fact that the
nodes in the DDW mechanism have longer waiting times than in other dissemination
protocols. Therefore, in other protocols more nodes might broadcast at almost the
same time, which could cause dissemination of more duplicated warning messages
in the network. Even though the DRIVE protocol has the second largest value of
the WC metric, as shown in Figure 4.16, this protocol disseminates the least amount
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of generated warning messages (Mcap metric). For the case of BPF, UDC-weak and
AID protocols, the nodes’ transmission activity of warning messages is high which
results in low WC metric. This means that the aforementioned protocols produce a
high amount of redundant information that is disseminated in the network.
Figure 4.16: Evaluation of the Warning collection (WC) metric.
The Transmission activity (TA) metric is shown in Figure 4.17. It can be seen
that BPF has the highest TA, followed by UDC-weak, AID, DDW mechanism and
DRIVE. The reason why UDC-weak has lower TA than BPF is because the nodes
in UDC-weak after the waiting time expires rebroadcast the message depending on
the defined probability, which results in reduction of nodes’ transmitting activity.
As seen from Figure 4.17, AID has higher TA metric than DRIVE because the nodes
in AID can broadcast the warning messages that were already broadcasted by other
nodes in the network, which is not the case with nodes in DRIVE. According to
Figure 4.17, AID and DDW mechanism perform approximately the same in terms
of the TA metric, however the nodes in AID transmit and receive more duplicated
warning messages (DW metric) than the nodes in the DDW mechanism. This pro-
liferation of the duplicated messages in AID can be caused by enabling the receiving
nodes to rebroadcast the received message even though the message has been already
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Figure 4.17: Transmitting activity (TA) evaluation.
rebroadcasted by other nodes in the network, which is not the case with the nodes
in the DDW mechanism. Higher DW metric in AID results in having lower Mcap
metric when compared to the DDW mechanism. The nodes in the DDW mecha-
nism transmit more warning messages than the nodes in DRIVE, as shown in Figure
4.17, because nodes in the DDW mechanism disseminate more generated warnings
than the nodes in DRIVE. Therefore, the SMUs in case of the DDW mechanism
are able to collect more warnings excluding duplicates which contributes to better
performance of the Mcap metric. Even though DRIVE has the lowest TA metric, it
shows the weakest performance in terms of the Mcap metric.
The performance evaluation of the DW metric is depicted in Figure 4.18. It
can be seen that BPF, UDC-weak and AID have higher DW metric than DRIVE and
the DDW mechanism which comes as a consequence of nodes’ frequent transmission
activity that leads to dissemination of duplicated data in the network. Even though
the nodes in the DDW mechanism transmit more warning messages when compared
to the nodes in DRIVE, their performance in terms of the DW metric does not differ
significantly. For example, in case when number of mobile nodes in the network is
200, the DDW mechanism has slightly higher DW metric than DRIVE. However,
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Figure 4.18: Evaluation of the Duplicated warning messages (DW ) metric.
unlike DRIVE, the DDW mechanism shows it can better disseminate non-duplicated
warnings in the network which contributes to having better WC and Mcap metrics.
Finally, we observe the Hit ratio (HR) metric for the evaluation of the capabil-
ities of proposed pollution monitoring framework in terms of decentralised detection
of hazardous pollution levels. This metric is shown in Figure 4.19 for different popu-
lation of mobile nodes in the network, 100 and 200 and for different values of Iact war
that presents the interval of actual warning. Increasing the value of Iact war causes
the number of intervals during which the pollution is above the allowed threshold
to reduce, which leads to reduction of the number of actual warnings Nactual. Thus,
as Nactual is denominator in the HR metric equation (4.8) this metric increases with
an increase in the Iact war value. Low values of HR could come as a consequence of
absence of vehicles in the street segments when actual warning was present. This
metric could be improved by adding more mobile nodes to the network which would
contribute to increasing the number of traversed street segments in which actual
warnings could be detected. By observing HR metric and Mcap metric we can con-
clude that number of nodes should be larger than 200 in order to increase the
number of generated warnings collected by SMUs and to achieve better detection of
142
Chapter 4. Dissemination of Warnings for Monitoring Applications
Figure 4.19: Evaluation of the Hit ratio (HR) metric.
the hazardous pollution level in an urban area.
4.6 Summary
This chapter proposed a Decentralised Dissemination of Warnings (DDW) mech-
anism for the urban micro-scale pollution monitoring using VSN. The proposed
mechanism is a multi-hop, time-based mechanism which disseminates warning mes-
sages without the requirement for beacon exchange between the mobile nodes in the
network. Here, the receiving mobile nodes calculate a waiting time before rebroad-
casting the message by taking into consideration the distance from the sending node
and nodes’ distances to the SMUs.
Simulation results show that the proposed DDW mechanism achieves better
pollution monitoring performance when compared to the dissemination protocols
BPF, UDC-weak, AID and DRIVE in terms of the collected non-duplicated warnings
at the SMUs. The DDW mechanism also outperforms the aforementioned dissem-
ination protocols in terms of reducing the number of duplicated warning messages
143
Chapter 4. Dissemination of Warnings for Monitoring Applications
sent in the network and enables reduced transmitting activity of the nodes.
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Conclusions and Future Work
5.1 Summary and Conclusions
In this thesis the design of a decentralised framework for micro-scale air pollution
monitoring in an urban area is presented. The proposed monitoring approach relies
on a Vehicular Sensor Network infrastructure where the vehicles have limited on-
board resources. The monitoring framework harvests and processes the pollution
data in a decentralised manner, with the aim of early detecting the onsets of anoma-
lous pollution levels changes. The framework triggers early warnings and a specific
dissemination strategy assures they are delivered to the collection points (Static
Monitoring Units). The contributions of this thesis are summarised as follows:
• Chapter 2 presents a Decentralised data Dissemination and Harvesting (DDH)
mechanism [29] which enables the mobile nodes to collect and exchange the
pollution data with other nodes in the network. In the DDH mechanism
the dissemination of the pollution data is based on a single-hop broadcasting
technique where each node can decide whether to harvest the received pollu-
tion data or not based on its current position and movement direction. The
mechanism enables the nodes to identify the street segments that they should
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continue to monitor based on the comparison of the harvested pollution data
with the one stored in their databases. The proposed mechanism ensures re-
duction of number of participating mobile nodes used for the air pollution
monitoring without degrading the volume of the collected pollution data. The
DDH mechanism provides efficient utilisation of nodes’ resources by keeping
the processing load and the utilisation of database on a low level. Also, the
mechanism ensures less spreading of the redundant data through the network
which is favourable for the nodes with limited on-board resources.
• Chapter 3 presents a Decentralised Data Fusion (DDF) algorithm [30] designed
to enable the nodes to fuse delayed pollution data coming from other nodes in
the network. It is based on a Delayed State Information Filter (DSIF) which
processes all the acquired sensor measurements to capture the detailed vari-
ations of a pollution level changes over time. The DDF algorithm applies an
interpolation technique to estimate the missing pollution values in the time
gaps which contributes to the improvement of the on-board analysis of pol-
lution data. By using the proposed algorithm it is possible to augment the
collected pollution data set at negligible cost in its accuracy. The augmented
pollution data is then processed and analysed in order to detect the onset of
anomalous pollution level episodes.
• Chapter 4 presents a mechanism for Decentralised Dissemination of Warnings
(DDW) [31] designed to relay the warnings from mobile nodes to the Static
Monitoring Units. It is a beaconless, multi-hop dissemination mechanism that
allows mobile nodes to calculate a waiting time before they rebroadcast the
messages. In order to calculate the waiting time, the receiving node considers
its distance from the sending node, and distances from receiving and sending
nodes to the Static Monitoring Units. The proposed DDW mechanism in-
creases the number of non-duplicated warnings at the Static Monitoring Units,
while producing negligible increase of the node’s transmission activity. The
DDW mechanism reduces the amount of redundant data spread in the network
which is important as the mobile nodes have limited on-board resources.
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5.2 Future Work
Some of the challenges that are worth of the future investigation within the context
of the proposed micro-scale air pollution monitoring solution are:
• In this work an assumption is made that sensors performed sampling with a
fixed sampling period. The future research could be done in developing the
solution that enables the nodes to adapt their sampling rates based on the
dynamics of the monitored pollution level. Such solution should positively
affect the consumption of the node’s resources, such as battery power, pro-
cessing, storage and transmission without causing significant degradation of
the accuracy of the collected pollution data.
• In the presented monitoring framework the pollution dynamics has been pre-
sented using the second-order kinematic model, and the pollution level has
been tracked using the Delayed State Information Filter. Future research
could explore other models of pollution dynamic behaviour, as well as other
types of filters for pollution level tracking.
• Having in mind that external factors, such as the atmospheric turbulence and
wind contribute to the presence of pollution levels in spatially neighbouring
streets, the future work could explore possible correlation of pollution levels
in these streets. The knowledge about the correlation could be used by mobile
nodes to estimate the pollution levels in neighbouring streets using the col-
lected pollution data and Kriging interpolation method, which is often used
in developing air pollution maps.
• More advanced data processing techniques can be developed for the use in the
on-board analysis module of the proposed framework. The collected pollution
data could be processed to enable the on-line trend analysis and short term
forecasting of the rate of change of pollution levels. This would enable the
nodes to proactively send warnings about potential occurrence of high pollu-
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tion levels. The capabilities of the Delayed State Information Filter could be
investigated for the purposes of short-term forecasting of the rate of pollution
level change.
• Since the proposed monitoring framework assumes that nodes have fixed trans-
mission power, the future work could focus on development of message dissem-
ination mechanisms that would enable the nodes to dynamically adapt their
transmission power which could contribute to better utilisation of node’s on-
board resources. This could be achieved by enabling the node to leverage
the knowledge about its neighbours’ positions and classify the neighbouring
nodes as nearby, medium or far away based on their position within its com-
munication range. For example, in case the node does not have any far away
neighbouring nodes, it could broadcast the message with the reduced trans-
mission power.
• The future research could investigate how the proposed decentralised monitor-
ing could be improved to alarm local authorities about more actual hazardous
pollution levels occurring in an urban area. One of possible research directions
to do this is by introducing a group of mobile nodes with controlled mobility
that could be coordinated by the SMUs in the network. In this way the SMUs
could assign the routes to the group of mobile nodes that these nodes need
to traverse in order to obtain the necessary pollution data for specific street
segments.
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Appendix A
Standardisation
The Dedicated Short-Range Communication (DSRC) set of standards is designed
to enable V2V and V2I communication for development of applications in VANETs.
The initial motivation for the development of the DSRC standards was to enable
traffic safety applications, such as collision avoidance, that would allow vehicles
to periodically exchange the messages (beacons) that contain vehicle’s state infor-
mation such as its position or velocity. Exchanging this type of messages enables
the vehicles to be aware of their neighbourhood and use this information to avoid
the collisions with other vehicles. The DSRC standards are also designed to ac-
commodate the operation of any other kind of the application, for example traffic
congestion management, parking assistance, urban monitoring. Depending on the
location where the DSRC standards are used, US, Japan or Europe, different spec-
trum allocations are defined. In case of Europe, The European Telecommunications
Standards Institute (ETSI) uses spectrum between 5.875 and 5.905 GHz for the pur-
poses of safety applications, whereas the spectrum used for non-safety applications
is between 5.855 to 5.875 GHz. Also, ETSI reserved a spectrum between 5.905 to
5.925 GHz for the future Intelligent Transportation Systems (ITS) applications.
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The DSRC protocol stack is composed of the following layers: Physical layer
(PHY), Data Link layer which includes Medium Access Control (MAC), Network,
Transportation and Application layer. The overview of the DSRC protocol stack
is given in Figure A.1, while [52] presents an extensive description of this protocol
stack. As seen in Figure A.1, the IEEE 802.11p communication standard is used at
Figure A.1: An overview of the DSRC protocol stack [52].
the Physical and MAC layers of the DSRC protocol stack. The IEEE 802.11p [90]
standard is an amendment of the IEEE 802.11 communication standard specifically
adopted for the vehicular communication in an urban environment. The middle of
the DSRC protocol stack is reserved for the IEEE 1609 group of standards which
includes the following: 1609.2 standard for the security services, 1609.3 standard for
the network services and 1609.4 standard for the channel switching purposes. The
Network and Transportation layer of the DSRC protocol stack are consisted of two
parts. The first part is a WAVE (Wireless Access in the Vehicular Environments)
Short Message Protocol (WSMP) optimised for a non-routed data which belongs to
1609.3 standard. The second part refers to the Internet Protocol version 6 (IPv6)
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together with the Transmission Control Protocol (TCP) and User Datagram Proto-
col (UDP), which is optimised for routing messages. In our work we use the WSMP
protocol for the communication between the vehicles. The messages exchanged be-
tween the vehicles, called WAVE Short Messages (WSM) are sent using the WSMP
protocol. The upper layer of the DSRC protocol stack is reserved for the SAE J2735
Message Set Dictionary standard. The specification of other message norms, for
example a message transmission rate and power, are specified by the SAE J2945.1
standard [52].
A.1 The Structure of the Wave Short Message
The structure of the Wave Short Message (WSM) defined by the IEEE 802.11p
communication standard is shown in Figure A.2. The WSM is consisted of the
Figure A.2: The structure of the Wave Short Message (WSM) [52].
WSM Header fields necessary for the operation of the WSMP protocol and the
WSM Data field, [52]:
1. WSM Header:
• Version (1 byte): A mandatory field for WSMP version number.
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• Provider Service Identifier (PSID) (1-4 bytes): A mandatory field that
identifies to which service the WSM Data is associated to.
• Extension Fields (variable): These fields are optional and can include
Channel Number (3 bytes), Data Rate (3 bytes) and Transmit Power
Used (3 bytes).
• WSM Wave Element ID (1 byte): A mandatory field which indicates the
end of the extension fields and indicates the WSM Data field format.
• Length (2 bytes): A mandatory field depicts the end of WSM Header,
which has a value equal to the number of bytes within the WSM Data
field.
2. WSM Data:
• This field includes the data used within the application and is determined
by the higher layers. According to the specification of the WSM, the
maximal WSM Data payload of a message is limited to 4095 bytes.
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Simulation Tools
For the evaluation of our work we use VEINS (Vehicle in Network Simulation) [91]
simulation framework that performs simulating of the Vehicular Ad-Hoc Networks.
It couples the well-known network simulator OMNET++ (Objective Modular Net-
work Testbed in C++) [92] and the road traffic simulator SUMO (Simulation of
Urban MObility), [48].
OMNET++ is a C++ based discrete event simulator used for modelling of the
communication networks. A screenshot of the OMNET++ user interface is shown
in Figure B.1. Besides OMNET++ there are other available network simulators
such as Network Simulator (NS) 2 and 3, Qualnet and OPnet [93]. Here, we present
some of the reasons why we choose OMNET++ as a simulation tool: it offers three
tools for debugging and tracing purposes that are easy to handle with, it enables
Graphical User Interface support (GUI) for a user, it supports various protocols
and models, the simulation library is based on C++ programming language. The
comparison of OMNET++ and other network simulators, as well as some advantages
of using OMNET++ relative to other simulation tools is presented in [94]. The
microscopic road traffic simulator SUMO is used to perform traffic simulation in
VEINS, and it allows specifying microsimulation model and mobility parameters
of every vehicle, such as a vehicle type (e.g. cars,bicycles), the vehicle’s speed
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Figure B.1: A screenshot of the OMNET++ (Veins) user interface [92].
and acceleration. SUMO also enables importing any kind of a road map, it allows
implementing various traffic rules (e.g. right-of-way rule, traffic lights), induction
loops, simulating pedestrians’ existence, allows modelling buildings’ layout. This
extensive set of features that SUMO offers allows designing the simulation urban
environment to be as realistic as possible. A screenshot of SUMO user interface is
shown in Figure B.2.
Figure B.2: A screenshot of SUMO user interface [48].
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Practical Implementation of
Proposed Monitoring Framework
There are several low cost single-board computers commercially available at afford-
able price which can be used for practical implementation of the proposed moni-
toring framework. Examples of such computers are Raspberry Pi [95], Intel Edison
[96], Arduino [97] and Samsung Artik [98]. These single-board computers are based
on a single circuit board equipped with processor, memory and ports for the In-
put/Output (I/O) devices, and support various operating systems. For example,
as an on-board unit in the proposed monitoring framework the latest version of
Raspberry Pi 3 Model B can be used (Figure C.1), as it has has better processing
specifications than the previous Raspberry Pi versions.
Raspberry Pi 3 Model B is composed of the following hardware and software
components necessary for implementation of the proposed framework:
• Processor: It performs processing of the data and runs the applications
loaded into the operating system. Raspberry Pi 3 Model B has a Quad Core
1.2GHz processor [95].
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Figure C.1: Raspberry Pi 3 Model B [95].
• Memory: Raspberry Pi 3 Model B also contains 1GB RAM internal memory
as well as Micro SD (Secure Digital) port [95]. This port is reserved for the
memory cards that are used for the operating system, data storage and digital
map of the monitored urban area. The size of the digital map depends on
the size of monitored urban area, and for example, in case of London the map
could take up to couple of hundreds of megabytes of memory.
• GPS sensor (I/O device): GPS sensor represents a receiver equipped with
antennas that communicate with the satellite navigation system in order to
obtain the information of the mobile node’s position inside an urban area. GPS
system is widely used for localisation services in public applications, such as for
example in GPS-enabled smartphones, where coordinates are provided with
accuracy smaller than 5 m, according to [99].
• Wireless Communication Module (I/O device): Represents a transceiver
that enables the communication between the mobile nodes (bicycles), and mo-
bile nodes and collection points (Static Monitoring Units) according to the
standard.
• Sensor (I/O device): Low cost sensors used for measuring various pollu-
tants in the air such as CO, CO2, NO2 represent an emerging technology that
is commercially available to the public. Depending on the design and the
171
Appendix C. Practical Implementation of Proposed Monitoring
Framework
specifications some of the available sensors are Alpasense [100], Winsen [101].
• Battery (I/O device): As conventional bicycles do not have a battery, this
means they do not have power source available [102]. There is a wide range
of portable power banks (batteries) that can be plugged into Raspberry Pi
computer, which act as power sources while bicycles are on the move. In
case the bicycles are parked at the docking stations these batteries could be
re-charged.
• Operating System: Some of the operating systems supported by the Rasp-
berry Pi 3 Model B are Linux and Windows 10 IoT Core [95]. The proposed
framework can be implemented as an application in the operating system.
The proposed decentralised monitoring system could be set up in an urban
areas that already have bicycle hire schemes available to the public. For example
London has more than 13,000 bicycles and more than 800 docking stations. These
bicycles could be transformed into the sensing nodes by safely mounting Raspberry
Pi 3 Model B with sensors and battery onto the bicycles. Docking stations could be
used as static monitoring units that collect the warnings disseminated by bicycles
and could also be used as charging points for bicycles. Finally, in order to provide
information about hazardous pollution levels in near real-time to the public a web
platform could be developed that visualises the urban areas with alarmingly high
pollution levels.
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Simulation results
We present the results of the simulations with the corresponding confidence intervals.
In order to show the results within 90 % confidence interval we choose the number
of repetitions of each simulation setting to be 20. To calculate the aforementioned
interval we use the t-distribution, with the degree of freedom (df) of 19. The results
represent average values of 20 simulation runs in case of different number of mobile
nodes in the network (N).
Protocols
PL, N=50 PL, N=100 PL, N=200
Average value
[trajectories]
Lower bound
[trajectories]
Upper bound
[trajectories]
Average value
[trajectories]
Lower bound
[trajectories]
Upper bound
[trajectories]
Average value
[trajectories]
Lower bound
[trajectories]
Upper bound
[trajectories]
Mobeyes 134.277 129.7194405 138.8345595 242.337 235.9315249 248.7424751 354.14075 345.1639347 363.1175653
TaF 61.936 59.42769 64.44431 121.853 117.5952022 126.1107978 230.46275 224.1345172 236.7909828
DDH 30.735 29.57977063 31.89022937 56.059 54.57272895 57.54527105 87.00075 84.87969749 89.12180251
Table D.1: Confidence interval of PL metric.
Protocols
DR, N=50 DR, N=100 DR, N=200
Average
value
[trajectories]
Lower
bound
[trajectories]
Upper
bound
[trajectories]
Average
value
[trajectories]
Lower
bound
[trajectories]
Upper
bound
[trajectories]
Average
value
[trajectories]
Lower
bound
[trajectories]
Upper
bound
[trajectories]
Mobeyes 41.698 38.9180405 44.4779595 98.2805 93.50878394 103.0522161 159.61095 153.632701 165.589199
TaF 15.013 13.60260072 16.42339928 41.447 38.94716633 43.94683367 100.927 96.32533853 105.5286615
DDH 3.942 3.438633239 4.445366761 10.7105 9.927360058 11.49363994 18.62725 17.8648588 19.3896412
Table D.2: Confidence interval of DR metric.
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Protocols
MC , N=50 MC , N=100 MC , N=200
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Mobeyes 5.386908587 5.087546883 5.686270292 8.137194769 7.878427596 8.395961941 11.73638137 11.53218171 11.94058103
TaF 4.56051559 4.383965921 4.737065259 6.914483693 6.751878092 7.077089293 10.41293249 10.15415175 10.67171324
DDH 4.762978769 4.509540278 5.016417259 7.176460815 6.93150979 7.421411839 10.52755982 10.29413816 10.76098147
Table D.3: Confidence interval of MC metric.
Protocols
NP , N=50 NP , N=100 NP , N=200
Average
value
[min/nodes]
Lower
bound
[min/nodes]
Upper
bound
[min/nodes]
Average
value
[min/nodes]
Lower
bound
[min/nodes]
Upper
bound
[min/nodes]
Average
value
[min/nodes]
Lower
bound
[min/nodes]
Upper
bound
[min/nodes]
Mobeyes 0.601927608 0.570816918 0.633038298 0.442836094 0.412847872 0.472824316 0.307358764 0.274657203 0.340060325
TaF 0.849328439 0.828141155 0.870515723 0.630108546 0.581375264 0.678841828 0.431709703 0.398982942 0.464436464
DDH 2.615547802 2.501676128 2.729419475 3.144912472 2.945119594 3.344705349 3.125144349 2.983742578 3.26654612
Table D.4: Confidence interval of NP metric.
Protocols
TC , N=50 TC , N=100 TC , N=200
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Mobeyes 6.042823266 5.840410051 6.24523648 8.879352639 8.676670188 9.08203509 12.31065761 12.12511016 12.49620506
TaF 6.012965972 5.804948021 6.220983923 8.809570606 8.595014617 9.024126595 12.19908403 12.00569397 12.39247409
DDH 5.963127781 5.739925226 6.186330337 8.727343852 8.472461441 8.982226263 12.06979439 11.85493685 12.28465194
Table D.5: Confidence interval of TC metric.
Protocols
DU , N=50 DU , N=100 DU , N=200
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Average
value [min]
Lower
bound [min]
Upper
bound [min]
Mobeyes 158.6563167 154.9795307 162.3331026 248.5950333 243.8172045 253.3728622 365.6891958 360.09376 371.2846317
TaF 90.1181 87.77463337 92.46156663 142.5127667 139.1841197 145.8414136 231.8101583 227.8753641 235.7449526
DDH 32.69713333 31.50337311 33.89089356 34.92539167 33.55946739 36.29131594 49.81314167 48.33964686 51.28663647
Table D.6: Confidence interval of DU metric.
Time gap threshold [min]
MNAEj, N=100 MNAEj, N=200
Average value [%] Lower bound [%] Upper bound [%] Average value [%] Lower bound [%] Upper bound [%]
1.5 0.018966707 0.018445338 0.019488076 0.02363939 0.023390973 0.023887807
3 0.021166738 0.020523115 0.021810362 0.027218714 0.026814361 0.027623067
6 0.023156278 0.022456454 0.023856101 0.029623816 0.029092388 0.030155243
Table D.7: Confidence interval of MNAEj metric.
Time gap threshold [min]
Averaged ∆TCj per street segment, N=100 Averaged ∆TCj per street segment, N=200
Average value [%] Lower bound [%] Upper bound [%] Average value [%] Lower bound [%] Upper bound [%]
1.5 1.791240089 1.641588146 1.940892032 2.478717742 2.377043581 2.580391904
3 4.021771085 3.682764392 4.360777778 5.907977765 5.573612992 6.242342537
6 5.764958962 5.299568921 6.230349003 8.342866686 7.860445503 8.825287869
Table D.8: Confidence interval of averaged ∆TCj per street segment.
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Protocols
Mcap, N=100 Mcap, N=200
Average value [%] Lower bound [%] Upper bound [%] Average value [%] Lower bound [%] Upper bound [%]
BPF 27.9521799 26.01930199 29.88505781 35.72302079 34.86811504 36.57792655
UDC-weak 27.87173532 25.90812433 29.83534631 35.28810165 34.4052053 36.17099799
AID 26.16877985 24.43349524 27.90406445 35.6758852 34.63317501 36.7185954
DRIVE 21.89344805 20.46460717 23.32228892 26.79663497 26.10337012 27.48989981
DDW 30.61395067 28.39420956 32.83369178 43.1314429 41.98415395 44.27873186
Table D.9: Confidence interval of Mcap metric.
Protocols
WC , N=100 WC , N=200
Average value [%] Lower bound [%] Upper bound [%] Average value [%] Lower bound [%] Upper bound [%]
BPF 51.21422488 45.6857798 56.74266995 39.38701996 38.41835504 40.35568489
UDC-weak 48.5405341 46.1463604 50.93470781 39.59808946 38.66141206 40.53476687
AID 80.62549194 79.55564618 81.69533769 73.84752424 72.98491683 74.71013165
DRIVE 88.15143851 82.64924416 93.65363286 80.46758318 79.64371032 81.29145604
DDW 91.649361 90.77448062 92.52424138 85.23695149 84.31731309 86.1565899
Table D.10: Confidence interval of WC metric.
Protocols
TA, N=100 TA, N=200
Average value [pkt/node] Lower bound [pkt/node] Upper bound [pkt/node] Average value [pkt/node] Lower bound [pkt/node] Upper bound [pkt/node]
BPF 71.1525 68.2047305 74.1002695 127.03375 123.8317886 130.2357114
UDC-weak 61.8095 59.15605033 64.46294967 108.759 106.3039351 111.2140649
AID 51.32 48.30277493 54.33722507 93.72725 90.80565764 96.64884236
DRIVE 42.2895 40.18047901 44.39852099 68.326 66.09736798 70.55463202
DDW 45.7315 42.91658105 48.54641895 83.00725 80.17757 85.83693
Table D.11: Confidence interval of TA metric.
Protocols
DW , N=100 DW , N=200
Average value [pkt/node] Lower bound [pkt/node] Upper bound [pkt/node] Average value [pkt/node] Lower bound [pkt/node] Upper bound [pkt/node]
BPF 381.2325 342.40458 420.06042 1069.56475 1033.930017 1105.199483
UDC-weak 333.0005 297.3845075 368.6164925 921.48425 891.2538345 951.7146655
AID 196.721 179.2330717 214.2089283 589.842 569.2176963 610.4663037
DRIVE 150.4165 138.1888452 162.6441548 405.12725 391.5491205 418.7053795
DDW 145.1685 132.482947 157.854053 422.427 407.4053252 437.4486748
Table D.12: Confidence interval of DW metric.
Interval [min]
HR, N=100 HR, N=200
Average value [%] Lower bound [%] Upper bound [%] Average value [%] Lower bound [%] Upper bound [%]
1 11.94719471 11.2549747 12.63941471 24.88448845 24.15396381 25.61501309
3 28.69565217 26.96530519 30.42599916 52.97101449 51.2040511 54.73797789
5 36.04651163 33.33346167 38.75956159 66.04651163 63.35076747 68.74225578
Table D.13: Confidence interval of HR metric.
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