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Abstract: The purpose of this research is to develop a novel approach to benchmark smart community
health centers in order to achieve continuous improvement of service quality. Three methods are presented:
the fuzzy DEMATEL method is used to determine the criteria weights, the fuzzy ELECTRE III method
is employed to obtain the ranking of smart community health centers, and IPA (Importance-Performance
Analysis) is employed to formulate improvement strategies. The proposed approach clearly identifies
the strengths and weakness of each smart community health center by ranking its performance with
respect to a system of five service quality criteria. In addition, IPA is able to develop the most effective
improvement strategies for each smart community health center. The proposed approach was applied to
five smart community health centers in Beijing and service strengths and weakness are discussed. The
proposed approach has three notable advantages. First, the novel approach can address ambiguity and
uncertainty in the process of decision making. Second, interdependent relationships among the evaluation
criteria are analyzed by the fuzzy DEMATEL method, so that the weights obtained are more in line with
reality. Third, the fuzzy ELECTRE III method considers non-compensatory behavior for service quality
comparisons among smart community health centers. The novel fuzzy-based approach presented in this
paper is a powerful and highly effective tool to benchmark smart community health centers and develop
successful improvement strategies of service quality.
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ABSTRACT Computed tomography is an important technique for non-destructive analysis of an object’s
internal structure, relevant for scientific studies, medical applications, and industry. Pressing challenges
emerging in the field of tomographic imaging include speeding up reconstruction, reducing the time
required to obtain the X-ray projections, and reducing the radiation dose imparted to the object. In this
paper, we introduce a model of a monitored reconstruction process, in which the acquiring of projections
is interspersed with image reconstruction. This model allows to examine the tomographic reconstruction
process as an anytime algorithm and consider a problem of finding the optimal stopping point, corresponding
to the required number of X-ray projections for the currently scanned object.
We outline the theoretical framework for the monitored reconstruction, propose ways of constructing
stopping rules for various reconstruction quality metrics and provide their experimental evaluation. Due
to stopping at different times for different objects, the proposed approach allows to achieve a higher mean
reconstruction quality for a given mean number of X-ray projections. Conversely, fewer projections on
average are used to achieve the same mean reconstruction quality.
INDEX TERMS Anytime algorithms, computed tomography, dose reduction, monitored reconstruction,
optimal stopping, x-ray tomography.
I. INTRODUCTION
A. COMPUTED TOMOGRAPHY AND ITS APPLICATIONS
Computed tomography (CT) is a powerful non-destructive
technique for constructing detailed images of internal object
areas [1]. The target object is probed with X-rays at different
angles. The tomographic projections are collected relying on
the property of X-rays attenuation as they traverse the matter.
Attenuation is the reduction of the intensity of an X-ray
beam, which is used to create an image. The attenuation
may be caused by absorption or by deflection (scattering) of
photons from the beam and can be affected by beam energy
and the atomic number of the absorber [2].
Computed tomography has important applications in such
fields as industry, physics, chemistry [3], biology [4],
medicine, and others. Analysis of a three-dimensional inter-
nal structure of objects is required for the study of multi-
material components [5], for characterization of object’s
properties [6], or to analyze nanostructures [7], [8]. More
problem-specific applications include archaeology, where
computed tomography is used for the analysis of precious
artifacts [9], or to read historical manuscripts which could
not be manually handled [10]. Increased international trade
requires automatization of cargo inspection, which could be
performed using tomographic analysis [11], and there are
studies of CT application for airport luggage inspection sys-
tems [12]. Medical CT scanning is widely used to diagnose
muscle and bone disorders, to pinpoint the location of tu-
mours, and to monitor the effectiveness of certain treatments.
Active studies continue to improve both the technical side
and the diagnostic side of the medical CT applications [13].
Along with the development of techniques and protocols
for the study of stationary objects, another actively devel-
oped direction is the study of dynamic objects, or the so-
called 4D-tomography [14]. 4D reconstruction techniques in
a medical field allows studying the organs which are in con-
tinuous motion, such as lungs [15], [16] and heart [17]–[19].
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FIGURE 1. Computed tomography applications in reference to the restrictions
on time and radiation dose.
Industrial applications of 4D tomography include monitoring
of the development of porous networks [20], cracking dam-
age [21], local fluid flow [22], and more [23].
An important issue of the CT applications is the time
required to obtain X-ray projections and to perform the
image reconstruction. It is particularly relevant in the medical
field, both for diagnostic purposes and for more advanced
applications such as guiding surgical operations [24]. Recon-
struction speed requirement is also present in the industry, for
such applications as quality control on assembly lines [25].
Another important issue of computed tomography is radia-
tion exposure, since only a small class of studied objects has
radiation resistance. The decrease of imparted dose during
tomographic scanning is of great importance, particularly
in the medical field [26], [27]. Different applications of
computed tomography grouped by the time and radiation
exposure requirements are presented in Figure 1.
B. MINIMIZING THE DOSE
The amount of X-ray radiation which is absorbed during the
imaging process contributes to the object’s radiation dose.
In spite of there being an understood need to reduce the
absorbed radiation dose, within an ALARA concept (As
Low as Reasonably Achievable) discussed on a multidis-
ciplinary conference in 2001 [28], there is no consensus
regarding how the dose should be expressed and measured.
Multiple approaches are used to describe the CT-delivered
dose, the most relevant being absorbed dose, effective dose,
background equivalent radiation time [29], and CT dose
index (CTDI) [30]. The absorbed dose is the energy absorbed
per unit of mass and it is measured in grays (Gy). The unit
of measurement for the whole-body radiation dose (called
the “effective dose”) is the millisievert (mSv). Medical doc-
tors use the “effective dose” when they talk about the risk
of radiation exposure of the entire body, as it takes into
account how sensitive different tissues are to the radiation.
The effective dose allows a rough comparison of different
CT scenarios and scanning techniques, but it provides only
an approximate estimate of the true risk. For more precise
risk estimation, the organ dose is the preferred figure. Organ
doses can be calculated or measured using anthropomorphic
phantoms [31]. In [32] authors consider ALARA on a local
level to be met using the lowest possible exposure with the
available equipment and software while maintaining diagnos-
tic interpretability.
The radiation dose depends on a large number of fac-
tors [30]. The most important are the number of projection
angles, the X-ray tube current and voltage, the size of the
object, the axial scan range, the scan pitch (the degree of
overlap between adjacent CT slices), scanning time and the
specific design of the tomograph. Requirements to the new
generation of tomography scanners are defined by advanced
measurement protocols that prevent reproductive and apop-
totic death of cells after radiation injury.
Along with the optimization of set-ups based on the use of
a gantry [2], scanners are created with a controlled collection
of projections with an arbitrary angle. This is implemented in
two main ways: either X-ray beams are registered by multiple
source-detector pairs for data acquisition [33] or the X-ray
source-point is swept electronically [34]. It is always the
case that the relative noise in CT images will increase as the
radiation dose decreases, which means that there will always
be a trade-off between the need for low-noise images and
the desire to achieve low doses of radiation [35]. If the tube
current and voltage are fixed, it is possible to decrease the
radiation dose by decreasing the exposure time or decreasing
the number of projection angles.
Overall, new optimized protocols and procedures are put
in place, based both on the new generation of tomographic
scanners and on adaptive iterative reconstruction software,
in an effort to reduce the mean imparted dose. However, the
quality of the reconstructed images given the same protocol
could be different for different objects. And if all objects (e.g.
all medical patients) are scanned using the same protocol,
then some will absorb an optimal radiation dose (that is, in
relation to the required reconstruction quality), some – in
excess, and some will get a dose which is insufficient to
produce an acceptable reconstruction and will have to be
subjected to a re-scan with a modified setting.
C. RECONSTRUCTION AS AN ANYTIME ALGORITHM
In this paper, we propose to look at the CT scanning pro-
cedure as an anytime algorithm. Anytime algorithms as a
way of thinking about algorithms with quantifiable goals
are useful when the cost of computation (whether in terms
of time or other quantities) is comparable, or at least rel-
evant, in relation to the cost of error. Intelligent systems
such as decision support systems [36] and computer vision
systems [37]–[39] use the model of anytime algorithms to
represent and manage the trade-off between the quality of the
result and the time required to obtain it. If the tomographic
procedure is not broken down into separate stages scanning
and reconstruction, the tomographic scanning cost can be
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either expressed in terms of time required to collect the
projections, or in terms of radiation dose delivered to the
object. If the reconstruction process is monitored during the
process of obtaining projections, the decision to stop the
scanning process may be made when the sufficient recon-
structed image quality is achieved. We call this approach a
monitored reconstruction.
The goal of this paper is to build a model of the monitored
reconstruction process and evaluate its feasibility, advan-
tages, and disadvantages.
The rest of the paper is organized as follows. Section II
contains a theoretical framework for the monitored recon-
struction process, formulation of the main hypotheses and
optimization tasks, and construction of the stopping rules.
Section III presents an experimental evaluation of the pro-
cess and shows the advantages of monitored reconstruction
with different stopping time for different objects. Section IV
presents the discussion of the obtained results.
II. FRAMEWORK
The desired properties of anytime algorithms are formulated
and categorized in [40], and one of the most important ones
is monotonicity, which requires the quality of the result to be
a non-decreasing function of time (computational cost) and
input quality. Putting aside the input quality, if we consider
partial reconstruction in the tomographic imaging process,
each based on a limited number of currently acquired pro-
jections, it is natural to expect the reconstruction results to
“improve” over time. Thus, we can consider such imaging
process as an anytime algorithm. Let us define such process
as a monitored reconstruction process. In this section, we
describe a model of such a process and analyze its properties.
A. PROJECTIONS AND PARTIAL RECONSTRUCTION
Let us assume that the physical properties of the tomography
setup are fixed, including the protocol for acquiring projec-
tions, dimensions, resolution, etc. Given a fixed experimental
setup consider a sequential tomographic imaging process of
an object θ ∈ Θ (the imaging target). During the process,
we observe a sequence of projections X = (X1, X2, ...)
according to a fixed experimental protocol. Each Xi can be
viewed as a random vector dependent on θ, which has a
sample space χ and encodes both the projection and the angle
with which this projection is acquired.
Given a sequence of projections (x1, x2, ... , xn) ∈ χ
n a
tomographic reconstruction can be performed, thus obtaining
a reconstruction result Rn(x1, x2, ... , xn). For the purposes
of the constructed anytime algorithm model we will assume
that the reconstruction Rn(x1, ... , xn) is performed after
each projection Xn = xn is acquired. The final goal is to
obtain a reconstruction result with the lowest value of the
reconstruction error ǫ(Rn(x1, ... , xn), θ), which is defined
for any object θ ∈ Θ and all possible reconstruction results.
In terms of anytime algorithms by defining an error function ǫ
it is stated that the algorithm has the property of measurable
quality [40]. However this does not necessarily mean that
it has recognizable quality – the precise value of the cur-
rent reconstruction error ǫ(Rn(x1, ... , xn), θ) might not be
possible to determine at run time. The assumed property of
monotonicity implies that the value of ǫ(Rn(x1, ... , xn), θ)
decreases over time (that is, as n increases).
Considering the differences in the quality of partial recon-
structions implies that the acquired projections also have a
cost. The need to balance the error of the currently avail-
able reconstruction result and the cost of obtaining it brings
forward the problem of optimal stopping – determining the
moment when the acquisition of projections should stop and
the current reconstruction result should be considered final.
It is important that if given a fixed error function ǫ
and a fixed experimental setup the speed of the error
value ǫ(Rn(x1, ... , xn), θ) has the same decrease speed for
all θ ∈ Θ, the stopping rules are not required at all – the
number of projections required to reach a certain level of
error would be the same. Thus, to even consider stopping
rules which would allow stopping at different process stages,
depending on the collected projections and tomographical
reconstruction results, we need to put forward the following
hypothesis:
Hypothesis 1 (H1) The decrease speed of the error
value ǫ(Rn(x1, ... , xn), θ) depends on the object θ.
B. PROJECTION COST AND STOPPING RULES
The notation used in this subsection roughly follows the
works [41], [42] which contain a comprehensive description
of optimal stopping problems formalization.
To reflect the cost of acquired projections, whether in terms
of time or dosage, and the cost of computation required to
perform partial reconstructions, a sequence of real-valued
cost functions is defined: c = (c0, c1(x1), c2(x1, x2), ...).
Each cost function cn has a domain χ
n and denotes the total
cost of acquiring projections X1 = x1, ... , Xn = xn and ob-
taining a reconstruction result Rn(x1, ... , xn), relative to the
cost of the reconstruction error. We will assume that the cost
of taking no observations at all is zero (i.e. c0 = 0), taking
additional observations always costs a non-negative amount,
i.e. cn(x1, ... , xn) < cn+1(x1, ... , xn, xn+1), and the cost
does not converge to any finite limit, i.e. cn(x1, ... , xn) → ∞
with n → ∞. The total loss Ln(x1, ... , xn) of acquiring n
projections and takingRn(x1, ... , xn) as the final reconstruc-
tion result is a sum of the reconstruction error and the cost of
obtained observations:
Ln(x1, ... , xn) =
= ǫ(Rn(x1, ... , xn), θ) + cn(x1, ... , xn). (1)
A stopping rule is defined as a sequence of func-
tions φ = (φ0, φ1(x1), φ2(x1, x2), ...) with φn having a do-
main χn and 0 ≤ φn(x1, ... , xn) ≤ 1 for all n. The value
of φn(x1, ... , xn) represents the conditional probability of
stopping given that n projections has been acquired and
X1 = x1, ... , Xn = xn. The value φ0 is constant and repre-
sents the probability of acquiring no projections. With a given
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FIGURE 2. Monitored tomographic reconstruction scheme.
stopping rule φ a random variable N can be defined, which
represents the random stopping time. Stopping rule φ and
random stopping time N are related as follows:
φn(x1, ... , xn) =
= P (N = n | N ≥ n,X1 = x1, ... , Xn = xn) . (2)
The probability mass function of N given the obtained
observations X1 = x1, X2 = x2, ... is denoted as
ψ = (ψ0, ψ1(x1), ... , ψ∞(x1, x2, ...)), where
ψn(x1, ... , xn) = P(N = n | X1 = x1, ... , Xn = xn),
ψ∞(x1, x2, ...) = P(N = ∞|X1 = x1, X2 = x2, ...).
(3)
The stopping time probability mass functionsψ are related
to the stopping rule φ as follows:
ψ0 = φ0,
ψn(x1, ... , xn) =




(1− φi(x1, ... , xi)),




ψn(x1, ... , xn).
(4)
The stopping problem involves choosing a stopping rule φ
which would minimize the expected loss V (φ), which can be
expressed as follows:





ψn(X1, ... , Xn)Ln(X1, ... , Xn)
)
, (5)
where the “= ∞” indicates the summation over values of n
from 0 to ∞, including ∞. In terms of the random stopping
time N the expected loss can be expressed as follows:
V (φ) = E(LN (X1, ... , XN )). (6)
The solution to the stopping problem (6) defines the
time when the monitored reconstruction process should be
stopped, i.e. when the reconstructed image quality is suffi-
cient with respect to the expended cost.
The introduction of stopping rules concludes the full
model of the monitored tomographic reconstruction process.
The scheme of the constructed model is presented in Figure 2.
For the sake of clarity in the subsequent sections let us treat
Ln, Rn, cn as synonyms of Ln(x1, ... , xn), Rn(x1, ... , xn),
and cn(x1, ... , xn) respectively.
C. FROM ANYTIME TO ANYDOSE
By incorporating the time required to acquire the projec-
tions x1, ... , xn and the time required to produce a recon-
struction Rn using some fixed reconstruction algorithm into
the cost functions cn we obtain a model of the tomographic
imaging process as an anytime algorithm in its general sense.
By solving the stopping problem we can reach the required
level of the reconstruction error (in terms of the function ǫ)
in the shortest time on average, and, conversely, obtain on
average the lowest reconstruction error given the same mea-
surement time.
Within the scope of anytime algorithms, the cost func-
tions cn are mostly associated with measurement time, which
in our case includes the time required to collect the projec-
tions and to reconstruct the image. If an integral reconstruc-
tion technique, such as FBP (Filtered Back Projection) [43],
is used, then the reconstruction time and projection collection
time could be considered commensurable, and the monitored
reconstruction process with FBP may be regarded as an
anytime algorithm, capable of delivering improved recon-
struction results over time, and with the ability of stopping
the process when the result becomes satisfactory.
Integral reconstruction techniques produce poor recon-
struction results if only a small amount of projections is avail-
able, or if the projections have low contrast and poor signal-
to-noise ratio. Algebraic techniques [44] have an advantage
in this regard, but they have a significantly higher computa-
tional complexity [45]. Algebraic methods are iterative and
the computational time for a single iteration is comparable
with FBP. Monitored reconstruction process with algebraic
methods is possible if the algorithms are modified such that
the iterations are resumed from the previous state taking into
account the newly acquired projections.
An interesting special case presents itself if we disregard
the time required to acquire the projections and to perform
reconstruction, and focus instead on the radiation dose alone.
In this case, the process can be viewed as an “anydose”
algorithm, where the optimal stopping problems deals with
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joint optimization of the reconstruction quality and radiation
dose required to obtain it. In the simplest case if each pro-
jection imparts a fixed dose c > 0 and the exposure between
projections is negligible, the cost functions can be defined as
follows:
cn(x1, ... , xn) = n · c. (7)
The stopping problem (6) with the observation cost func-
tion (7) is to choose a stopping rule which would allow
reaching the desired reconstruction quality with the minimal
average number of acquired projections, i.e. the minimal
imparted dose.
D. ERROR METRICS
Given a fixed experimental setup in order to consider the
optimal stopping problem (6) we need to define the recon-
struction error function ǫ(Rn, θ) for an arbitrary object θ.
The reconstruction error is usually defined either in terms
of the similarity between the reconstructed image and the
ground truth (i.e. the “ideal” reconstruction result R∗(θ)) or
in terms of the reconstructed image quality and suitability
for further analysis. A multitude of approaches exists with
many task-oriented variations [46]. Some of the methods
of describing the reconstructed image quality include the
analysis of its spatial resolution, noise level, or characteristic
reconstruction artifacts [47]. Some image quality metrics
try to mimic the human perception and either predict the
perceived image quality or perceived similarity between two
images. his category includes such metrics as SSIM [48],
ISSIM [49], DVQ [50] and others. Each of these metrics
estimate in one way or another the expressiveness of object
features in the image.
When we are focusing on the anytime and “anydose”
aspects of the imaging process, regardless of how the recon-
struction error is defined, it always has two distinct compo-
nents. The first component is related to the scanning setup,
the properties of the object, settings of the emitter and the
detector, and the algorithm which is used to reconstruct an
image using the collected projections. The second component
is related to the number of used projections – the fewer
projections are used, the higher the error value would be. The
monitored reconstruction process does not change the factors
which influence the first component: the scanning protocol
is fixed, as well as the reconstruction algorithm. However,
different solutions for the stopping problem (6) will lead to a
different number of projections used for different objects.
Let us consider a partial reconstruction result Rn which
was obtained during the monitored tomographic reconstruc-
tion process, and which has low quality, i.e. there are artifacts
which render the image useless for further analysis, such as
medical diagnostics. Does that mean that the process should
continue, and more projections should be acquired for the
image to improve? Or does that mean that the process should
be stopped, and some other experimental parameters need to
be changed? To answer these questions one has to consider
not the absolute image quality, but rather how much the
image would change if more projections are obtained.
With that in mind, in the scope of this paper, we will
analyze how well the partial reconstruction results Rn esti-
mate the “ideal” reconstruction result R∗(θ), in terms of the
absolute and relative estimation errors. We considered three
simple error functions, all of them based on an ℓ2 norm in the
space of reconstruction results, interpreted as single-channel
images with real-valued pixels:
1) RSRE: root square reconstruction error, or an absolute
error in terms of the ℓ2 norm:
RSRE(Rn, θ) = ‖Rn −R
∗(θ)‖2; (8)
2) NRSRE: a normalized version of RSRE, or a relative






3) S-RSRE: a normalization of RSRE in relation to the






While the comparison of reconstructed images using
RSRE error (8) is the most straightforward way, employing
various normalization might be beneficial for the analysis of
the effects of image artifacts and noise. The most natural
normalization NRSRE (9) is defined in relation to the ℓ2 of
the target image [51]. The downside of this normalization
presents itself when the normalization parameter ‖R∗(θ)‖2
needs to be estimated at a given process stage with a limited
number of acquired measurements, as the currently obtained
projections cannot be used to calculate the ℓ2 norm of the
target image, and some prediction algorithms need to be in-
volved (see subsection II-E). For this reason we also consider
a second type of normalization (10) based on the Radon
invariant – the sum of all pixel values of the reconstructed
image [52]. This value corresponds to the sum of signal val-
ues in each projection, independent from the angle, barring
the noise. Thus the value of S(R∗(θ)) can be estimated on
any stage of the process using the available projections.
In a traditional tomographical imaging process the number
of projections which would be taken before the reconstruc-
tion is known in advance. In the monitored reconstruction
case, we can also assume that the capturing protocol defines
a natural stopping point at the stage n = T , where all pro-
jections are acquired. Thus the last reconstruction result RT
is the one obtainable with all projections scheduled in the
experiment. In order to analyze the specific impact of the
stopping rules, our goal is to measure the error component
which is related to the number of used projections. To achieve
that, we can regard the last reconstruction result RT instead
of the ground truth for the stopping problem. This would
mean that if our error function value reaches zero, the ob-
tained reconstruction result is as good as it can get with a
given measurement protocol.
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E. SOLVING THE STOPPING PROBLEM
If we assume that there is a stage n = T where the process
must stop regardless of the obtained result, the problem (6)
can be described as a finite horizon stopping problem.
For finite horizon stopping problems with known distribu-
tions of X1, X2, ... and known functions Ln (1), the general
approach for finding an optimal stopping rule is backwards
induction [42], [53]. A special case of the optimal stopping
problems are monotone stopping problems [42], [54], for
which the backwards induction approach leads to a formula-
tion of a family of optimal stopping rules denoted as k-stage
look-ahead rules [42].
For brevity let us denote as En(·) the conditional expecta-
tion E(·|X1 = x1, ... , Xn = xn) of a random variable given
that the first n observations are taken. Let An denote the
event {Ln ≤ En(Ln+1)}. The optimal stopping problem is
defined as monotone if ∀n ≥ 0 : An ⊂ An+1, in other words,
if at some stage n the loss function is not higher than the
expected loss at the next stage, then this will be true for all fu-
ture stages as well. In the terminology of anytime algorithms,
the corresponding, though stronger, requirement is one of
diminishing returns, which assumes that the improvement
in quality is largest at the early stages of the process and
diminishes over time [40].
Using backwards induction it can be proven that for the




n ≥ 0 : Ln ≤ En(Ln+1)
}
. (11)
The rule N1−sla (11) stops at the earliest stage when the
current loss becomes less or equal to the expected loss at
the next stage. It is called a “1-stage look-ahead” rule, or a
“myopic” rule. With the loss function (1) the myopic rule
takes the following form:
N1−sla = min
{




For the case of monotone stopping problems where the
error term of the loss function (1) is expressed as a dis-
tance ρ from an obtained result to the ground truth, i.e.
ǫ(Rn, θ) = ρ(Rn, R
∗(θ)), in the paper [37] an approxima-
tion of the myopic rule (11) is proposed. Instead of estimating
the difference between the current error and the expected
error at the next stage it is proposed to estimate the expected
distance between the current result to the result which would
be obtained on the next stage. By means of triangle inequal-
ity, the left-hand side of the inequality in (12) is bounded by
this value. Thus, an alternative stopping rule is obtained:
N∆ = min
{




As an approach for solving the optimal stopping prob-
lem (6) with an error term in the loss function Ln (1)
expressed as an approximation error RSRE (8) of the ground
truth image R∗(θ) by the partial reconstruction result Rn
let us use a variant of the stopping rule N∆ (13) under the
following assumption:
Hypothesis 2 (H2) The distances between two consecutive
tomographical reconstruction results in terms of the ℓ2 metric
decrease over time.
Using triangle inequality it can be shown that under the
hypothesis H2 at the stage when the stopping conditions
for the rule (13) are satisfied, the stopping problem be-
comes monotone starting from this stage and it is optimal
to stop [37]. The rule (13) then takes the following form:
NRSRE∆ = min
{




In the cases of NRSRE (9) and S-RSRE (10) the stopping
rule (14) can be used under the same hypothesis H2, however,
the expression on the right hand side of the inequality needs
to be multiplied by ‖R∗(θ)‖2 and S(R
∗(θ)) respectively.
Since from the perspective of a stopping rule the best approx-
imation of the ground truth is the reconstruction result RT
on the last stage, the stopping rules for the error functions
NRSRE (9) and S-RSRE (10) can be expressed as follows:
NNRSRE∆ = min
{
n ≥ 0 : En(‖Rn −Rn+1‖2) ≤





n ≥ 0 : En(‖Rn −Rn+1‖2) ≤
≤ S(RT ) · (En(cn+1)− cn)
}
. (16)
F. IMPLEMENTING THE STOPPING RULES
In the monitored reconstruction process on each stage n we
acquire an additional projection (or several projections) and
obtain a partial reconstruction result Rn. In order to apply
the stopping rules constructed in the previous subsection, the
following values need to be estimated:
1) The expected distance En(‖Rn−Rn+1‖2) between the
current reconstruction result and the next one.
2) The expected value En(cn+1) of the cost function on
the next stage of the process.
3) For implementation of the stopping rule (15),
the ℓ2-norm of the last reconstruction result ‖RT ‖2.
4) For implementation of the stopping rule (16), the value
of the Radon invariant S(RT ), which can be calculated
by analyzing the obtained projections x1, x2, ... , xn.
The method of modelling of the next result introduced
in [37] is not applicable for the case of tomography (as the
assumption of the next projection xn+1 having the same
value as one of the previously acquired will lead to the same
reconstruction result), thus in order to estimate the expected
distance En(‖Rn − Rn+1‖2) other methods should be used,
such as methods of time series forecasting. We used the most
basic estimation method where the target expected distance
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FIGURE 3. Reconstruction results for the evaluated objects. Values are given in px−1, without normalization to the pixel size of the detector.
is assumed to be close to the distance between the two most
recently obtained results:
En(‖Rn −Rn+1‖2) ≈ ‖Rn−1 −Rn‖2. (17)
The method of estimating the expected cost function on
the next stage inevitably depends on the cost structure. In the
performed experiments we assumed the “anydose” algorithm
model: each batch of acquired projections imparts a fixed
dose c > 0, the exposure between projections is negligible,
the time required to perform reconstruction is disregarded,
and the cost function is proportional to the number of ac-
quired projections (7). In this model, the difference between
the expected cost function value on the next process stage and
the current cost function simply equals the constant c:
En(cn+1)− cn = c. (18)
In order to implement the stopping rule NNRSRE∆ (15)
we assumed the following dependence model between the





The model parameters a0, a1, and a2 of the regres-
sion (19) were determined at each stage n using the observed
norms ‖R1‖2, ‖R2‖2, ... , ‖Rn‖2 of the available reconstruc-
tion results in the following way: we used a ternary search
through the values of a1 on the outer level, then with a fixed
value of a1 the values of a0 and a2 were determined using a
simple linear least squares fitting. Using the found parameters
on each stage we extrapolated the value of ‖RT ‖2.
Finally, to implement the stopping rule NS-RSRE∆ (16)
the Radon invariant S(RT ) needs to be estimated.
Its value does not differ significantly from the val-
ues S(R1), S(R2), ... , S(Rn) and from the sums of elements
in each projection S(x1), S(x2), ... , S(xn). To reduce the









With the established framework we can now proceed to
test our hypotheses and evaluate the monitored tomographic
reconstruction process.
III. EXPERIMENTAL EVALUATION
In this section we present the monitored reconstruction model
evaluation on tomographic data obtained using laboratory
microtomography setup in FSRC “Crystallography and pho-
tonics” of the Russian academy of sciences [55].
The experimental section is organized as follows: sub-
section III-A provides information about the evaluated ob-
jects, their 2D sections, and the tomographic measurement
parameters, subsection III-B is dedicated to the evaluation
of partial reconstruction errors and testing hypotheses H1
and H2, and subsection III-C contains the evaluation results
for the implemented stopping rules.
A. EVALUATED OBJECTS
For experimental evaluation of the monitored tomographic
reconstruction model described in Section II we used five 2D
sections of different objects, obtained using the same labora-
tory X-ray tomography setup. Description of the evaluated
objects, their sections, and published works related to the
published imaging data, is presented in Table 1.
In the published materials the sinograms are obtained
using the same X-ray laboratory microtomography setup
developed in FSRC “Crystallography and Photonics” RAS,
with a high voltage source GE ISOVOLT 3003, X-ray tube
with molybdenum anode and XIMEA-xiRay 11Mpix X-
ray detector with pixel size 9µm. There were no absorp-
tion filters between the X-ray source and the object. All
tomographic projections of all samples were obtained with
20mA current and 40kV voltage setting. The experimental
characteristics which differed between the objects are listed
in Table 2. For all object sections, only the central square
regions with size 1024 × 1024 px were evaluated. Recon-
struction was performed using FBP method implemented
in scikit-image 0.16.2 [56]. Reconstructed images for the
evaluated 2D sections are presented in Figure 3.
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... ... ... ... ...
FIGURE 4. Examples of partial reconstructions for each object, with 20, 60, and 100 randomly drawn projections, with full reconstruction results given at the bottom
for reference. Values are given in px−1, without normalization to the pixel size of the detector.
TABLE 1. Objects used in the performed experiments
Object code Description
PG-CA Human pineal gland, section with visible calcification [57]
PG-EM Human pineal gland, section without calcification [57]
GB Gerbil bone section [58]
HT Human tooth section with lead filling [55]
PM Polylactide matrix section [59]
TABLE 2. Differences in experimental characteristics for different objects
Characteristic PG-CA PG-EM GB HT PM
Emitter-object dist. 1.3m 1.3m 1.2m 1.2m 1.2m
Object-detector dist. 0.02m 0.02m 0.05m 0.05m 0.05m
Exposition 10s 10s 5s 5s 2.5s
Num. of projections 400 400 400 400 2000
Angular step 0.5° 0.5° 0.5° 0.5° 0.1°
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FIGURE 5. Convergence of the partial reconstruction results Rn to the last result RT in terms of the error functions RSRE (8), NRSRE (9), and S-RSRE (10).
TABLE 3. Error function values for the partial reconstruction results of the evaluated objects with 50, 150, 250, and 350 projection angles.
Object
code
RSRE (8) NRSRE (9) S-RSRE (10)
50 ang. 150 ang. 250 ang. 350 ang. 50 ang. 150 ang. 250 ang. 350 ang. 50 ang. 150 ang. 250 ang. 350 ang.
PG-CA 1.1240 0.5309 0.3023 0.0807 0.9175 0.4334 0.2468 0.0658 0.0017 0.0008 0.0005 0.0001
PG-EM 0.8594 0.4094 0.2287 0.0580 1.8198 0.8669 0.4844 0.1229 0.0035 0.0017 0.0009 0.0002
GB 1.5421 0.7257 0.4168 0.1101 0.9922 0.4670 0.2682 0.0709 0.0040 0.0019 0.0011 0.0003
HT 1.7632 0.8143 0.4529 0.1178 0.6263 0.2892 0.1609 0.0419 0.0015 0.0007 0.0004 0.0001
PM 0.5955 0.2858 0.1609 0.0405 2.0225 0.9705 0.5463 0.1375 0.0070 0.0034 0.0019 0.0005
B. EVALUATING PARTIAL RECONSTRUCTIONS
For each object we selected 360 projections in the angular
range [0°, 180°) with the angular step of 0.5°, sampled at
random without repetitions. The sequence of projections is
constructed once for each evaluated object and is used in all
further experiments with this object. Partial reconstructions
were performed after adding five projections at a time from
the sampled sequence. The random projection collection
protocol allows to demonstrate the monitored reconstruction
effects more clearly, while still remaining realistic. For ex-
ample, such a sampling protocol could be supported with
electron beam computed tomography (EBCT) set-ups [60].
After taking the next five projection the partial reconstruc-
tion was performed using the FBP method. Examples of
partial reconstructions are presented in Figure 4.
In order to measure the effectiveness of the constructed
stopping rules in a monitored reconstruction process setting
we regarded the last reconstruction results RT (presented in
Figure 3), obtained using 360 projections, as the ground truth
images for each object. Thus, the zero value of each evaluated
error function corresponds to the full reconstruction, the best
possible with a given measurement protocol.
Figure 5 illustrates the convergence of the partial recon-
struction results to the last reconstruction result RT if the
functions RSRE (8), NRSRE (9), and S-RSRE (10) are
used to represent the error function ǫ(Rn, θ). It is clear
that for each error function the convergence speed is dif-
ferent for different objects, the grouping of the objects by
the convergence speed is different for each error function,
and no grouping corresponds to the specific experimental
characteristics presented in Table 2. This data supports the
hypothesis H1, that the decrease speed of the error depends
on the object, at least for the error functions evaluated in
5 50 100 150 200 250 300 360




































FIGURE 6. ℓ2-distances between consecutive partial reconstruction results
as the number of acquired projections increases.
TABLE 4. ℓ2-distances between partial reconstruction result and the
reconstruction result on the next stage (each stage adds 5 projection angles).
Object
code
Number of projection angles
50 100 150 200 250 300 350
PG-CA 0.3689 0.1864 0.1282 0.0922 0.0785 0.0618 0.0602
PG-EM 0.3039 0.1454 0.0954 0.0719 0.0574 0.0473 0.0412
GB 0.4897 0.2552 0.1674 0.1427 0.1028 0.0895 0.0778
HT 0.6188 0.2864 0.1953 0.1448 0.1095 0.0944 0.0815
PM 0.1954 0.1000 0.0665 0.0510 0.0404 0.0340 0.0287
the scope of this paper. Error function values for the partial
reconstruction results, corresponding to the plots in Figure 5
are presented in Table 3.
To check the hypothesis H2, which is necessary to apply
the stopping rules (14), (15), and (16), derived in subsec-
tion II-E, we need to confirm that the ℓ2-distances between
consecutive partial reconstruction results decrease as the
number of acquired projections increases. The plotted dis-
tances between the consecutive reconstruction results for all
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FIGURE 7. Expected performance profiles of the constructed stopping rules
for the three evaluated error functions. Lower is better.
objects are presented in Figure 6, the corresponding distance
values are presented in Table 4. We can observe a general
decreasing trend in support of the hypothesis H2, although
some discrepancies are present for object “HT”, mostly when
fewer projection angles are considered.
After the examination of the partial reconstruction results,
we can proceed to evaluate the constructed stopping rules.
C. EVALUATING THE STOPPING RULES
The application of the stopping rules to the process of mon-
itored tomographic reconstruction should allow achieving
lower mean error level given a fixed mean number of ac-
quired projections, or, respectively, the lower mean number
of projections for the same mean error level. In order to
evaluate and visualize that, it is convenient to analyze the
expected performance profiles [40] of the stopping rules.
Such performance profiles are obtained by plotting the mean
error level (in our case it is expressed in terms of the error
function ǫ(Rn, θ) value averaged throughout the analyzed
objects) of the partial reconstruction results against the mean
number of projections acquired before the stopping condition
is met, while varying the cost parameter c.
To provide a reference, in the same axes we can plot the
mean error level achieved by reconstructing the objects with
a fixed number of acquired projections. Such performance
profile gives us a baseline stopping method – the one which
always stops at a fixed stage, i.e. after a fixed pre-defined
number of projections is acquired.
The expected performance profiles of the constructed stop-
ping rules, alongside the baseline methods which stops at
a fixed stage, are presented in Figure 7. Each point of the
baseline plots is obtained by fixing the number of acquired
projections and calculating the mean error function value
for the reconstruction results of all objects. Each point of
the stopping rule performance profile is obtained in a dif-
ferent way: with a fixed value of the observation cost c the
monitored reconstruction was performed for each object, and
the coordinates of the point were calculated by taking the
mean number of acquired projections (averaged throughout
the analyzed objects), and the corresponding mean error level
achieved at stopping time.
Consider points A, B, and C on Figure 7a (corresponding
to the experiment with RSRE error function (8)). Point A
corresponds to the mean RSRE error level of 0.2627 which
is achieved if for all objects we acquired and processed
exactly 275 projection angles. Point B corresponds to the
monitored reconstruction with the stopping rule NRSRE∆ (14)
and observation cost value c = 0.0684. According to this
stopping rule, the process stopped at different stages for
different objects – namely, it stopped after 285 projections
for the object “PG-CA”, after 220 projections for “PG-EM”,
after 155 projections for the object “PM”, and it never
stopped for the objects “GB” and “HT” (which is to say that it
stopped after 360 projections were obtained). As a result, the
mean RSRE error level amounted to 0.1583. If all objects
were to stop at the same stage, 325 projections had to be
processed in order to achieve the same mean error level –
on the baseline plot it corresponds to point C.
The coordinates of points A, B, and C presented on each
subplot of Figure 7 along with the number of acquired pro-
jections and the reconstruction error level at stopping time for
each object are presented in Table 5. Reconstruction results
which correspond to the point B are presented in Figure 8.
It is evident that the performance profiles for the con-
structed stopping rules are positioned below the profiles of
the baseline method for all evaluated error functions, which
means that the stopping rules allow to achieve lower mean er-
ror levels with the same mean number of acquired projections
(i.e. the same mean imparted dose) and, conversely, allow
to obtain the reconstruction result with the same mean error
level by taking fewer projections on average.
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Mean error level: 0.1583
PG-CA PG-EM GB HT PM
0 0.005 0.01 0 0.001 0.002 0 0.005 0.01 0 0.0125 0.025 0 0.0005 0.001
285 projections 220 projections 360 projections 360 projections 155 projections
Error: 0.2530 Error: 0.0000 Error: 0.2723 Error: 0.2782 Error: 0.0000
Error: 0.7624·10-3 Error: 0.3851·10-3 Error: 0.0000 Error: 0.7507·10-3 Error: 0.0000
Full reconstructions
Mean number of projections: 276
Error: 0.2382 Error: 0.2757 Error: 0.0000 Error: 0.0000 Error: 0.2778
Mean error level: 0.1607Mean number of projections: 274
245 projections 360 projections 245 projections 160 projections 360 projections
Mean error level: 0.3796·10-3Mean number of projections: 270





Gerbil bone Human tooth with 
lead filling
Polylactide matrix
a) RSRE (8) error function and               (14) stopping rule, observation cost value c = 0.0684
b) NRSRE (9) error function and                 (15) stopping rule, observation cost value c = 0.0672
c) S-RSRE (10) error function and                 (16) stopping rule, observation cost value c = 0.1794·10-4
FIGURE 8. Reconstruction results achieved at stopping time for all objects, corresponding to the point B in Figure 7, for the three evaluated error functions and
their corresponding stopping rules. Full reconstructions are given at the bottom for reference.
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TABLE 5. Number of acquired projections and the error levels at stopping
time for each object, corresponding to points A, B, and C in Figure 7.





Point A Point B Point C
Angles Error Angles Error Angles Error
PG-CA 275 0.2556 285 0.2382 325 0.1534
PG-EM 275 0.1909 220 0.2757 325 0.1120
GB 275 0.3416 360 0.0000 325 0.1984
HT 275 0.3911 360 0.0000 325 0.2418
PM 275 0.1342 155 0.2778 325 0.0794
Mean 275 0.2627 276 0.1583 325 0.1570





Point A Point B Point C
Angles Error Angles Error Angles Error
PG-CA 275 0.2086 245 0.2530 330 0.1176
PG-EM 275 0.4042 360 0.0000 330 0.2185
GB 275 0.2198 245 0.2723 330 0.1182
HT 275 0.1389 160 0.2782 330 0.0757
PM 275 0.4558 360 0.0000 330 0.2472
Mean 275 0.2855 274 0.1607 330 0.1554
c) S-RSRE (10) error function and NS-RSRE
∆
(16) stopping rule
Error levels are multiplied by 1000
Object
code
Point A Point B Point C
Angles Error Angles Error Angles Error
PG-CA 270 0.3939 160 0.7624 335 0.1912
PG-EM 270 0.8170 335 0.3851 335 0.3851
GB 270 0.9545 360 0.0000 335 0.4477
HT 270 0.3383 135 0.7507 335 0.1586
PM 270 1.6543 360 0.0000 335 0.7794
Mean 270 0.8316 270 0.3796 335 0.3924
TABLE 6. Achieved mean values of error functions with restricted mean
number of acquired projections. Lower is better.





Limitation to the mean number of projection angles
≤ 50 ≤ 100 ≤ 150 ≤ 200 ≤ 250 ≤ 300 ≤ 350
Baseline 1.177 0.771 0.553 0.421 0.312 0.211 0.081
NRSRE
∆
1.153 0.739 0.544 0.399 0.259 0.128 0.024





Limitation to the mean number of projection angles
≤ 50 ≤ 100 ≤ 150 ≤ 200 ≤ 250 ≤ 300 ≤ 350
Baseline 1.276 0.832 0.605 0.458 0.341 0.229 0.088
NNRSRE
∆
1.228 0.797 0.582 0.449 0.206 0.138 0.025
c) S-RSRE (10) error function and NS-RSRE
∆
(16) stopping rule
Error levels are multiplied by 1000
Stopping
method
Limitation to the mean number of projection angles
≤ 50 ≤ 100 ≤ 150 ≤ 200 ≤ 250 ≤ 300 ≤ 350
Baseline 3.543 2.309 1.684 1.276 0.951 0.635 0.244
NS-RSRE
∆
3.367 2.162 1.504 0.893 0.595 0.226 0.087
In order to rule out the possibility that the observed effect
depends on the random draw of projections, we repeated
the experiment 25 times with different random projection
orders. Color-filled areas in Figure 7 correspond to the areas
occupied by the performance profiles obtained with different
experimental runs. It can be seen that the actual random pro-
jections order does not significantly influence the respective
positions of the performance profiles.
Table 6 shows the achieved mean error level (in terms
of the evaluated error functions) at stopping time, using the
constructed stopping methods, and with a restriction to the
mean number of acquired projections, which corresponds
to a restricted mean dose. The mean error values presented
in Table 6 correspond to points of the stopping method’s
performance profile which yield the closest mean number
of acquired projections without exceeding the limitation. It
can be observed, that the application of the stopping rule
allows to achieve lower mean reconstruction error levels than
the baseline for each evaluated error function and for each
restriction level.
The selection of the error function for the reconstruction
result may depend significantly on the practical applica-
tion and setup. As it was shown in subsection II-E, the
construction of the stopping rule requires for the structure
of the error function to be known, and if other quality
metrics are used, the appropriate stopping rules should be
specifically constructed for them. However, for some qual-
ity metrics, the stopping rules derived in this paper could
provide good results without modification. For example,
if the structural similarity metric SSIM [48] is used, the
stopping rule NRSRE∆ (14) outperforms stopping at a fixed
stage (see Figure 9 and Table 7), presumably due to a
correlation between SSIM and RSRE (8) on the analyzed
dataset. As with Figure 7, the color-filled areas in Figure 9
correspond to the areas occupied by the performance profiles
obtained with 25 experimental runs with different random
order of projections. For calculation of SSIM metric we used
its implementation in scikit-image 0.16.2 [56] with default
parameters and data range length of 1.0 for reconstructed
images with floating-point data type.
IV. DISCUSSION
For the evaluation of a monitored tomographic reconstruction
process in an “anydose” model, we used five sinograms of
object sections, collected with the laboratory X-ray tomog-
raphy set-up in a parallel scheme. Partial reconstructions
were performed in stages, where on each stage five new
random projections were drawn from the sinogram and were
used to update the reconstructed image. Figure 5 illustrates
the dynamics of the reconstruction error level, calculated
in three different ways, with regards to the process stage.
Since the main experimental parameters (projections collec-
tion protocol, tube current, anode type, detector, etc.) were
the same, the differences in the error level curves signify
the dependence of the dynamic error behaviour on inherent
properties of the probed object.
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FIGURE 9. Expected performance profile of the stopping rule NRSRE
∆
with
SSIM quality metric [48] for the evaluated objects. Higher is better.
TABLE 7. Achieved mean values of SSIM quality metric with restricted mean
number of projections using the stopping rule NRSRE
∆
. Higher is better.
Stopping
method
Limitation to the mean number of projections
≤ 50 ≤ 100 ≤ 150 ≤ 200 ≤ 250 ≤ 300 ≤ 350
Baseline 0.9929 0.9968 0.9984 0.9991 0.9995 0.9998 1.0000
NRSRE
∆
0.9944 0.9977 0.9988 0.9994 0.9998 0.9999 1.0000
It is worth to note that the ordering of plots in Figure 5
by the speed of the error decrease given a fixed experimental
setup and error function is interesting in itself, as it suggests a
method of objects classification by some inherent properties.
The identification of properties of probed objects which influ-
ence the rate of error decrease and investigating the ways of
using this information to enhance the reconstruction quality
or speed could be a subject for future studies with a larger
dataset of sample objects.
Figure 6 shows the decrease of ℓ2-distances between con-
secutive partial reconstruction results from stage to stage.
This decrease (referred to in the hypothesis H2) is required
in order for the constructed stopping rules to be consistent:
since these distances are thresholded in the stopping rules,
their decrease guarantees that if the stopping condition is
met, it will be met at the future stages as well (and thus it is
reasonable to stop at the current stage). Deviations from the
decreasing trend will impact the stopping rules as follows:
minor discrepancies, which lead to the observed distance
being higher than expected, such as the ones seen for the
object “HT” in Figure 6, may lead to a delayed stopping.
However, if the measured distance will deviate in the other
direction (i.e. will be lower than expected), it could lead
to preliminary stopping before the desired reconstruction
quality is reached. This could be mitigated by increasing the
number of projections added at each stage of the process.
Figure 7 illustrates the averaged experimental profiles of
two types: reconstruction with stopping at a fixed stage (that
is, after a fixed number of projections is collected), and with
stopping using the constructed rules (14)–(16). The presented
results confirm that the monitored reconstruction approach in
an “anydose” model allows to reduce the mean reconstruction
error with a given mean number of analyzed projections.
The primary goal of this paper was to demonstrate the con-
cept of a monitored reconstruction and an impact of applying
stopping rules to the tomographic imaging process. For this
reason the experiments in Section III were conducted on 2D
sections. However, the monitored reconstruction framework
presented in Section II is applicable for a full 3D recon-
struction as well, and the evaluation of stopping rules for 3D
reconstruction should be a subject of future work. Moreover,
even the results in 2D could be relevant for practical appli-
cations, as it might be feasible to make a stopping decision
for 3D reconstruction by analyzing partial reconstructions of
one or several central sections [52].
In order to demonstrate the effect of the stopping rules,
which allow to dynamically adjust the number of used
projections, in the performed experiments we used the full
reconstruction results as the ground truth. The usage of actual
ground truth for the objects, which could be achieved in
simulation studies or physical phantom studies, would help
to account for both components of the true error (the one
related to the reconstruction algorithm and measurement
parameters, and the one related to the number of used projec-
tions), however the stopping rules only influence the second
component. Essentially, the full reconstruction results are
the ground truth for the stopping problem, as the “good”
reconstruction result might not even be achievable due to the
problems with the scanning protocol, or measurement con-
figuration. With a traditional tomographic scanning process
such problems would be detected only after all projections
were collected, and the object was imparted with a full
dose, whereas the monitored reconstruction should be able
to detect that the current partial reconstruction result will not
become any better, and stop the process before all projections
are collected. Thus, the stopping rules should be designed to
terminate the process when the partial reconstructions stop
significantly changing, i.e. when their become close to the
“final” reconstruction result. Nevertheless, for implementing
the monitored reconstruction process in a practical setting,
additional research should be performed with regards to the
absolute impact of the two error components.
One of the limitations of the monitored reconstruction
approach is the dependence on the protocol for acquiring
projections, as it is required for the partial reconstructions to
produce meaningful results, improving over time according
to a selected metric function. The random projections sam-
pling evaluated in Section III conforms to this requirement,
but may constrain the practical implementation. In the scope
of future work it is planned to evaluate different sampling
protocols, such as uniform sampling with variable angular
offset, and perform a comparison of approaches with dif-
ferent protocols, e.g. monitored reconstruction with random
sampling against a regular reconstruction with a fixed number
of uniformly drawn projections.
A major disadvantage of the monitored reconstruction
process is the need to perform partial reconstructions in
order to estimate the change of the error level on the next
stage and implement the stopping rule. For an “anydose”
model the extra computational cost associated with partial
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reconstructions is less relevant, as the main target of such
model is the reduction of the number of X-ray projections,
however it is relevant if scanning time or reconstruction time
is an important factor contributing to the observation cost
function (1). While for integral reconstruction methods such
as FBP the partial reconstructions could be updated after
obtaining new projection angles, in order to achieve the same
for the iterative methods, some special techniques should be
designed and implemented.
V. CONCLUSION
In this paper, we introduced a monitored reconstruction
process, a novel approach to the tomographic reconstruction
which allows to consider it as an anytime algorithm. In
a monitored reconstruction process, partial reconstruction
results are generated after several projections are obtained,
and based on the differences between the consequent partial
reconstruction results, the stopping decision is made. It was
shown that stopping rules can be constructed which would
allow to achieve lower mean reconstruction error level given
the same mean number of collected projections, and vice
versa, the same mean reconstruction error could be obtained
using fewer projections on average, due to stopping at differ-
ent times for different scanned objects.
As future work we plan to expand the number of used
reconstruction error metrics, to include analysis of local ge-
ometric properties, boundaries, and spatial anisotropy, eval-
uate different projection collection protocols to broaden the
potential scope of usage, and explore the modifications to the
tomographic reconstruction algorithms necessary to speed up
the partial reconstruction results generation.
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