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At room temperature, the quantum contribution to the kinetic energy of a water
molecule exceeds the classical contribution by an order of magnitude. The quan-
tum kinetic energy (QKE) of a water molecule is modulated by its local chemical
environment and leads to uneven partitioning of isotopes between different phases
in thermal equilibrium, which would not occur if the nuclei behaved classically. In
this work, we use ab initio path integral simulations to show that QKEs of the
water molecules and the equilibrium isotope fractionation ratios of the oxygen and
hydrogen isotopes are sensitive probes of the hydrogen bonding structures in aque-
ous ionic solutions. In particular, we demonstrate how the QKE of water molecules
in path integral simulations can be decomposed into translational, rotational and
vibrational degrees of freedom, and use them to determine the impact of solvation
on different molecular motions. By analyzing the QKEs and isotope fractiona-
tion ratios, we show how the addition of the Na+, Cl− and HPO2−4 ions perturbs
the competition between quantum effects in liquid water and impacts their local
solvation structures.
I. INTRODUCTION
At thermal equilibrium, isotopes of an element can partition differently between two
phases of matter or chemical environments. This phenomenon is known as isotope frac-
tionation and has found uses in many fields, such as in geochemistry to characterize ma-
terial circulation on the earth’s surface,1,2 and in biochemistry to assess hydrogen bond
strengths.3–8 The isotope fractionation ratio of an element, 103 lnα, is directly related to
the change in quantum kinetic energy (QKE) of the isotopes upon going from one phase
to another.9 Since the kinetic energies of classical particles are independent of their local
environment, equilibrium fractionation arises entirely from the quantum mechanical nature
of the nuclei.
The fractionation of hydrogen (H) and oxygen (16O) and their heavier isotopes, deu-
terium (D) and 18O, between liquid water and its vapor are of particular interest. These
processes occur as part of the evaporation-condensation equilibrium between the ocean and
the atmosphere and have been utilized to track the temperature in geological history.1,2
Since there are essentially no interactions between water molecules in the gas phase, the
liquid-vapor fractionation ratio probes the changes in their QKEs in the presence of inter-
molecular interactions, in particular hydrogen bonds, in the condensed phase. For example,
the H/D liquid-vapor fractionation ratio has been shown to result from a delicate balance
between two competing quantum effects.10–17 While nuclear quantum effects (NQEs) allow
the protons to delocalize along the hydrogen bonds in liquid water, thus decreasing the frac-
tionation ratio, the protons become more confined in the orthogonal directions, giving rise
a)Electronic mail: lwang@chem.rutgers.edu
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2to the opposite effect.12,14,17 At 300 K, these two effects almost perfectly cancel each other
and hence the net influence of NQEs is small on many properties of liquid water.10–13,17,18
From a series of experiments, it has been well established that adding salts to liquid
water alters its hydrogen and oxygen fractionation ratios and the impact strongly depends
on the nature of the cations and anions.1,19–21 For example, the 16O/18O fractionation
ratio of water increases in the presence of structure-breaking ions and decreases with the
structure-making ones.22 As such, the isotope fractionation ratios of aqueous solutions can
be used to probe the solvation environment of ions, which is of fundamental importance
in chemistry, geochemistry and biology.1,23–25 While classical molecular simulations and ab
initio molecular dynamics (AIMD) simulations are powerful tools to explore the structure
and dynamics of aqueous ionic solutions,24–34 they treat the nuclei as classical particles and
hence cannot correctly describe the isotope fractionation processes. Path integral molecular
dynamics (PIMD) simulations allow NQEs to be exactly included in the calculation of
static equilibrium properties, such as QKEs and fractionation ratios, on a given potential
energy surface.35–37 Recent studies have combined path integral simulations and empirical
fixed charge force fields to assess how NQEs affect the hydrogen bond and water exchange
dynamics around monatomic alkali and halide ions,38,39 the kinetic energy changes they
engender in the water molecules around them,39,40 and the effect of these changes on the
fractionation ratios and infrared absorption spectra of the aqueous solutions.40
In this work, we perform ab initio path integral molecular dynamics (AI-PIMD) simu-
lations, which provide a quantum mechanical description of both the electrons and nuclei,
of liquid water and aqueous solutions containing the monatomic Na+ and Cl− ions and
the polyatomic HPO2−4 ion. Using these simulations, we demonstrate how the QKE of
water molecules obtained from path integral simiulations can be decomposed in terms of
their translational, rotational and vibrational degrees of freedom (DOFs). We then use
this decomposition to examine the competing quantum effects in liquid water and aqueous
ionic solutions, and show that the equilibrium isotope fractionation ratios of the oxygen
and hydrogen isotopes are sensitive probes of the local hydrogen bonding environment and
ion-water interactions.
II. THEORETICAL METHODS
In this section, we first summarize the methods used to compute the hydrogen and oxygen
fractionation ratios between liquid water and its vapor from PIMD simulations (Sec. II A). In
Sec. II B, we show how the QKE of a water molecule obtained from a path integral simulation
can be decomposed into components that correspond to its molecular motions. This analysis
allows for a transparent interpretation of the kinetic energy differences observed in the
solvated species, as presented in Sec. IV, which lead to isotope fractionation in aqueous
ionic solutions.
A. Calculating the liquid-vapor fractionation ratio
The H/D fractionation ratio, 103 lnα(D) between the liquid (l) and vapor (v) phases
arises from the isotope exchange equilibrium,
H2O (l)+HOD (v) HOD (l)+H2O (v).
Similarly, we refer to the 16O/17O and 16O/18O fractionation ratios as 103 lnα(17O) and
103 lnα(18O), respectively, and they correspond to the following equilibria,
H2
16O (l)+H2
17O (v) H2
17O (l)+H2
16O (v),
H2
16O (l)+H2
18O (v) H2
18O (l)+H2
16O (v).
3The fractionation ratios, 103 lnα(j), are proportional to the free energy difference17
103 lnα(j) = −103(∆Alj −∆Avj )/kBT, (1)
where kB is the Boltzmann constant and T is the temperature. ∆A
l
j and ∆A
v
j are the
changes in the free energy upon converting the element j from its lighter isotope (H or 16O)
to the heavier isotope (D, 17O or 18O) in the liquid and vapor phases, respectively. In turn,
these free energy changes are related to the QKEs of the atoms in each phase,9,14
∆Aij = −
∫ m′j
mj
〈T ij (µ)〉
µ
dµ. (2)
Here mj and m
′
j are the masses of the lighter and heavier isotopes of element j, respectively.
〈T ij (µ)〉 is the average QKE of an isotope of mass µ in the phase i.
The average QKE in Eq. 2 can be computed using PIMD simulations, which exactly
include NQEs for static equilibrium properties of systems of distinguishable particles by
exploiting the isomorphism between a quantum mechanical system and a classical system
of ring polymers.35–37,41 If a quantum mechanical system contains N particles with the set
of masses {mj}, the ring polymer Hamiltonian in the PIMD simulation is35,37
HP (p,q) =
P∑
k=1
 N∑
j=1
|p(k)j |2
2mj
+
1
2
mjω
2
P (q
(k)
j − q(k−1)j )2

+
P∑
k=1
V (qk). (3)
Here each particle is represented by P ring polymer beads, and cyclic boundary conditions,
k + P ≡ k, are implied. q(k)j and p(k)j are the position and momentum of the kth bead of
particle j, respectively. ωP = PkBT/~, and V(qk) is the potential energy of the system.
From PIMD simulations, the average kinetic energy of the jth particle can be obtained using
the centroid virial estimator,42,43
〈Tj〉 =
〈
3
2
kBT +
1
2P
P∑
k=1
(q
(k)
j − q¯j) ·
∂V (qk)
∂q
(k)
j
〉
, (4)
where q¯j =
∑P
k=1 q
(k)
j /P is the centroid position of the ring polymer representing particle
j.
B. Molecular decomposition of the quantum kinetic energy
The QKE of a molecule can be decomposed into elements that correspond to the transla-
tional, rotational and vibrational DOFs. To perform the decomposition, one first constructs
the molecular kinetic energy tensor
〈Tiαjβ〉 =
〈
kBT
2
δiα,jβ +
1
4P
P∑
k=1
[√
mi
mj
(q
(k)
iα − q¯iα)
∂V
∂q
(k)
jβ
+
√
mj
mi
(q
(k)
jβ − q¯jβ)
∂V
∂q
(k)
iα
]〉
. (5)
Here i and j index the atoms in the molecule, while α and β correspond to the x, y and z
components of their coordinates. Hence, q
(k)
iα is the coordinate of the k
th ring polymer bead
of atom i in the α direction. For example, in the case of a water molecule, i and j represent
4the O and H atoms and q
(3)
11 is the coordinate of the 3
rd ring polymer bead of the O atom in
the x direction. When i = j and α = β, Equation 5 reduces to the centroid virial estimator
of a single particle in one direction.
To apply Eq. 5, one must consider that molecules are able to rotate in the liquid. There-
fore, the average kinetic energy matrix 〈Tiαjβ〉 is only physically meaningful if each molecule
is aligned to a common reference frame. The molecular decomposition of the QKE can then
be achieved by diagonalizing the resulting kinetic energy matrix, and the eigenvectors give
the direction of the molecular motion and the eigenvalues are the corresponding QKE com-
ponents.
For example, when describing water in the liquid and vapor phases, we used a reference
frame that positioned the water molecule on the x–y plane, the O atom on the x-axis and
the geometric center of the molecules on the origin, as depicted in the inset of Fig. 1. We
aligned each water molecule with the reference molecule using the Kabsch algorithm44 and
calculated its Tiαjβ from Eq. 5. The average kinetic energy tensor 〈Tiαjβ〉, a 9×9 matrix,
was obtained by averaging over all water molecules in all snapshots from the AI-PIMD
simulations. We then diagonalized this matrix to obtain the QKE values corresponding to
the translational, rotational and vibrational DOFs of the water molecules in the two phases.
III. SIMULATION METHODS
AIMD and AI-PIMD simulations were performed for liquid water, water vapor and aque-
ous solutions containing Na+, Cl− or HPO2−4 . The simulations were carried out in the
canonical ensemble at 300 K using a time step of 0.5 fs. The total simulation lengths were
50 ps for liquid water and the aqueous ionic solutions, and 250 ps for gaseous water. We
used the i-PI program45,46 for the path integral evolution, and the QuickStep module in
the CP2K package47 to generate the electronic potential energy surface. Each atom was
represented by 6 ring polymer beads using the path integral generalized Langevin equation
method.48 The electronic structure of the systems was evaluated using the BLYP exchange
correlation functional49,50 and the Goedecker-Teter-Hutter pseudopotentials.51 The double-
zeta split-valence basis set was used with a cutoff of 300 Ry to represent the charge density.
For the gas-phase simulation, a water molecule was placed in a cubic box of length 10 A˚, and
the Martyna-Tuckerman Poisson solver was applied.52 Liquid simulations were performed
with periodic boundary conditions. The simulations of liquid water contained 64 water
molecules in a cubic box of length 12.42 A˚. The aqueous solutions contained 1 ion (Na+,
Cl− or HPO2−4 ) and 128 water molecules in a cubic box with a length of 15.65 A˚.
From the AI-PIMD simulations we calculated the oxygen and hydrogen fractionation ra-
tios using the thermodynamic free energy perturbation (TD-FEP) path integral estimator.9
This allowed us to obtain ∆AlD, ∆A
l
17O, ∆A
l
18O, ∆A
v
17O and ∆A
v
18O in Equation 2 from a
single PIMD simulation of the most abundant isotopes. To compute ∆AvD with the required
accuracy, we performed separate simulations of H2O and HOD in the gas phase and inte-
grated Equation 2 by using a quasi-harmonic approximation that assumes 〈T vD(µ)〉 ∝ 1/
√
µ.
To decompose the fractionation ratios according to the hydrogen bond environment, we de-
fined that O–H...O′ was hydrogen bonded if the oxygen-oyxgen distance dOO′ < 3.5 A˚ and
the angle θHOO′ < 30
o.53 The radial distribution functions (RDFs) in Fig. 3 were obtained
from the centroid of the ring polymer beads representing the relevant atoms. Accordingly,
we determined the hydration layers for Table IV and Fig. 5 using the distance between the
centroids of the ions and water. To validate the simulations, we also computed the RDFs
from the AIMD and AI-PIMD simulations (by averaging over the beads of the ring polymers
which are the physical observable). The first peak in the Na-O RDFs of the Na+ solution
occurred at a distance of 2.42 and 2.38 A˚ from the AI-PIMD and AIMD simulations, re-
spectively, which are in good agreement with the experimental value of 2.38 A˚.54 The first
peak of the RDFs of the Cl− solution appeared at a Cl-H distance of 2.13 and 2.18 A˚ from
AI-PIMD and AIMD simulations, respectively, consistent with the experimental value of
2.22 A˚.55
5As an alternative to using PIMD simulations, one can approximate the fractionation
ratios from AIMD simulations, which treat the nuclei classically, using the ~2-expansion
method. This method includes the quantum corrections to the classical partition function
and energy up to order ~2.56–59 In the ~2-expansion method, the difference between the
quantum and classical free energies of an atom j is57
A−AC =
〈
~2β2
24mj
(
∂V
∂qj
)2〉
+O(~4). (6)
Using this equation, one can obtain the ~2-expansion approximations to the H/D fraction-
ation ratio as
103 lnα(D) ≈ 103 ~2β324
(
1
mH
− 1mD
)(〈(
∂V l
∂qH
)2〉
−
〈(
∂V v
∂qH
)2〉)
. (7)
Here − ∂V l∂qH and − ∂V
v
∂qH
can be recognized as the forces on the H atom in the liquid and vapor
phases of H2O, respectively. One should note that when the nuclei are treated classically,
as in AIMD simulations, the average force experienced by a particle in a simulation of a
given phase is independent of its mass and hence,〈(
∂V
∂qH
)2〉
=
〈(
∂V
∂qD
)2〉
. (8)
IV. RESULTS AND DISCUSSIONS
In the following, we first consider NQEs in pure water and utilize the molecular decom-
position method introduced in Sec. II B to demonstrate the competition between quantum
effects. We then show how the hydrogen bonding configurations in liquid water can be ana-
lyzed using the oxygen and hydrogen fractionation ratios. Next, we elucidate the influence
of ions on these quantum mechanical quantities in aqueous ionic solutions.
A. Quantum kinetic energy and isotope fractionation in liquid water
Fig. 1 shows the results obtained from applying the QKE decomposition method to water
molecules in the gas and liquid phases. If the nuclei were classical, the equipartition theorem
dictates that each DOF of a water molecule would contribute 12kBT to the total kinetic
energy, which is equal to 12.9 meV at 300 K. As shown in Fig. 1, QKEs in the translational,
rotational and vibrational DOFs can differ significantly from the classical predictions.
In the gas phase, the translational QKEs of water are identical to the classical value
and those associated with the molecular rotations deviate by less than 0.01%. However, the
average QKEs in the vibrational modes are 3.7 to 8.6-fold larger than 12kBT , demonstrating
the quantum mechanical nature of these high-frequency bending (Vb) and anti-symmetric
(Va) and symmetric (Vs) stretching modes.
Unlike the classical kinetic energy, QKEs of a particle are sensitive to its chemical envi-
ronment, as they increase when the particle is confined along a particular DOF. In liquid
water, the formation of hydrogen bonds allows the protons to be more delocalized along
the O–H stretching DOFs. Accordingly, the QKEs in Va and Vs are both reduced by over
14 meV as compared to the corresponding values in the gas phase. This leads to a total
reduction of 30.9 meV (1.2kBT ), as shown in Fig. 1. However, compared with gaseous wa-
ter, the hydrogen bonding interactions and tight packing in the liquid also hinder the free
rotation, bending and translation of the molecules and increase the QKEs in these DOFs
by a total amount of 38.8 meV (1.5kBT ). From these two competing effects, we observe a
net increase of 7.9 meV (0.3kBT ) in the QKE upon moving from gaseous water to liquid
6FIG. 1. Decomposition of the average QKE of the water molecules in the liquid and gas phases.
T , R and V stand for translation, rotation and vibration of a water molecule, respectively. x, y
and z are the directions of molecular motions, and the coordinate system is shown in the inset
with z pointing out of the paper plane. Vb, Va and Vs correspond to bending and asymmetric
and symmetric stretching DOFs, respectively. The horizontal line represents the classical kinetic
energy of 1
2
kBT , which is 12.9 meV at 300 K.
TABLE I. 16O/17O and 16O/18O fractionation ratios calculated from AI-PIMD simulations. The
experimental values are also listed.66 The error bars of the calculated fractionation values are ±0.10.
AI-PIMD Experiment
103 lnα(17O) 6.38 4.95 ± 0.02
103 lnα(18O) 12.07 9.36 ± 0.02
103 lnα(17O)/103 lnα(18O) 0.529 0.529 ± 0.001
water. This 80% cancellation in QKEs between different DOFs also demonstrates the prin-
ciple of competing quantum effects, which has been extensively studied in hydrogen bonded
systems.10–17,60–62
Equilibrium isotope fractionation ratios effectively report the differences in the QKE
between the isotopes of an element.1,9,12,17,63,64 Considering that the relative abundance
of 16O and its heavier isotopes 17O and 18O are important tracers of the Earth hydro-
logical cycle,65,66 we calculated the liquid-vapor fractionation ratios 103 lnα(17O) and
103 lnα(18O). As shown in Table I, 103 lnα(17O) and 103 lnα(18O) obtained from both
simulations and experiments66 are positive, indicating that the heavier isotopes 17O and
18O are preferentially found in the liquid phase, whereas 16O favors the vapor phase. This
is consistent with the experimental observation that the lighter isotopes prefer to reside in
the gas phase in the evaporation and precipitation process under equilibrium conditions.1
In addition, we computed the ratio 103 lnα(17O)/103 lnα(18O), which is widely used to
evaluate the triple-isotope systems,65–67 and found it to be in quantitative agreement with
the experimental value.65,66
FIG. 2. Most abundant hydrogen bonding configurations of a water molecule from our AI-PIMD
simulations. Red and white represent the O and H atom, respectively, and the dotted lines are their
hydrogen bonds with surrounding water molecules. The configurations contain (a) 1 hydrogen bond
donor and 1 acceptor, (b) 1 hydrogen bond donor and 2 acceptors, (c) 2 hydrogen bond donors
and 1 acceptor and (d) 2 hydrogen bond donors and 2 acceptors.
From Table I, our AI-PIMD simulations using the BLYP functional overestimate the
7values of 103 lnα(17O) and 103 lnα(18O) as compared to those measured in experiments.66
To elucidate the origin of the overestimation, we identified the four main hydrogen bonding
configurations from the AI-PIMD simulations of liquid water (Fig. 2), and decomposed the
103 lnα(18O) value of water based on its hydrogen bonding environment. When an O atom
accepts a hydrogen bond from a nearby water molecule, it becomes more confined and the
zero-point energy associated with the lighter isotope 16O increases more prominently than
that of the heavier isotope 18O, making 16O more energetically favorable to reside in the gas
phase. Accordingly, increasing the number of hydrogen bond acceptors in a water molecule
is accompanied by an increase in the fractionation ratio, as shown in Table II. Similarly, the
O atom in a water molecule is confined in the direction of the hydrogen bond when the O–H
group serves as a donor, and hence water molecules with larger number of hydrogen bond
donors have increased 103 lnα(18O) values. As a result, Table II suggest that the predicted
103 lnα(18O) is too high because the BLYP functional tends to overstructure liquid water
by forming too many tetrahedral hydrogen bonds,17,68,69 and the same conclusion holds
for the 16O/17O fractionation process. From our previous studies of liquid water, this
structuring of the hydrogen bond network and overestimation of the fractionation ratios
can be partially alleviated by incorporating exact exchange and dispersion corrections.14
Therefore, the liquid-vapor fractionation ratios of the oxygen isotopes are sensitive probes of
the hydrogen bond environment in liquid water, and can be used to assess the performance
of a density functional to correctly describe the hydrogen bonds.
TABLE II. Probabilities of observing the hydrogen bonding configurations from AI-PIMD simu-
lations of liquid water and the corresponding decomposition of 103 lnα(18O).
Donor Acceptor Probability 103 lnα(18O)
1 1 1.0% 8.9
1 2 4.2% 10.6
2 1 7.4% 11.3
2 2 87.2% 12.3
We now consider whether the free energy changes in the liquid-vapor isotope fractionation
equilibrium can be correctly captured by applying a quantum correction to AIMD simula-
tions, which treat the nuclei classically.56–58 The ~2-expansion method has previously been
used to calculate the isotope fractionation of hydrogen and oxygen isotopes in liquid water
from classical molecular dynamics simulations.59 By applying the ~2-expansion to our AIMD
simulations of water in the liquid and gas phases, we find 103 lnα(D) and 103 lnα(18O) are
-983 and -14, respectively, at 300 K. They disagree quantitatively and qualitatively with
the experimental values (73 and 9.36, respectively66,70) and the AI-PIMD results (62 and
12.07, respectively). In particular, this approximation leads to the incorrect prediction that
lighter isotopes H and 16O are preferred in the liquid, while the heavier isotopes D and 18O
are preferred in the gas phase.
To understand the errors in the ~2-expansion approximation, we decompose the 103 lnα(D)
value predicted by the ~2-expansion method into contributions from three orthogonal di-
rections: one along the O–H bond, one in the plane of the water molecule and orthogonal
to the O–H direction, and one perpendicular to the molecular plane. As shown in Table
III, when compared to the predictions from AI-PIMD simulations, which exactly include
NQEs, the ~2-expansion method overestimates the O–H stretch contribution by almost 5
fold. This is mainly due to the fact that the stretch DOF has large vibrational frequencies
and hence is highly quantum mechanical in nature, which is beyond the region of applica-
bility of the expansion. In contrast, the two orthogonal modes have lower frequencies and
can be well modeled using the ~2-expansion approximation. Because of the overestimation
of the O–H contribution, the ~2-expansion method does not correctly capture the balance
of the competing quantum effects, leading to spuriously inverted fractionation.
8TABLE III. 103 lnα(D) calculated from AIMD simulations and the ~2-expansion method, and from
AI-PIMD simulations using the TD-FEP method.14 The total 103 lnα(D) values are decomposed
into contributions from three orthogonal directions: along the O–H bond direction (O–H), in the
plane of the water molecule (in plane) and perpendicular to the molecular plane (out of plane).
~2-expansion AI-PIMD
O–H -1393 -292
In plane 119 104
Out of plane 291 250
Total -983 62
B. Nuclear quantum effects in aqueous ionic solutions
The presence of salts can facilitate or disrupt the hydrogen bond networks in liquid water.
To examine how ions alter the liquid-vapor isotope fractionation equilibrium of water, we
performed AI-PIMD simulations of aqueous solutions that contain 0.43 M of Na+, Cl− or
HPO2−4 , and found the H/D fractionation ratios to be 61, 57 and 50, respectively. Compared
to a 103 lnα(D) value of 62 for pure water,14 in all 3 cases, the addition of ions reduces the
fractionation ratio and makes the heavier isotope D less likely to reside in the liquid phase.
Since it has been proposed that the isotope salt effects arise mainly from the different
hydration conditions around the ions,22,70,71 we calculated the RDFs between the ions
and water (Fig. 3) and examined the QKEs of the hydrogen atoms in the first and second
hydration shells of the cation and anions. Since the anions Cl− and HPO2−4 receive hydrogen
bonds from the H atoms in water, we defined their first (second) coordination shell using
the first (second) minimum in the RDF between the anion atoms (Cl or P) and the solvent
H atoms. As shown in Fig. 3a, this gives the ion-H distances of 2.94 and 5.33 A˚ for Cl−,
and 3.42 and 4.86 A˚ for HPO2−4 for their first and second hydration layers, respectively. For
Na+, we consider the first- and second-shell water molecules as those within the first (3.15
A˚) and second minima (5.28 A˚) of the Na–O RDF, as demonstrated in Fig. 3b. Accordingly,
its first- and second-shell hydrogens are the H atoms that belong to these molecules. From
the AI-PIMD simulations, we find an average of 10, 5 and 8 first shell hydrogens around
Na+, Cl− and HPO2−4 , respectively. In addition, there are an average of 30, 40 and 22
second shell hydrogens for the 3 ions, respectively.
FIG. 3. Radial distribution functions between (a) Cl− and HPO2−4 with the water H’s, and (b)
Na+ and the water O’s from AI-PIMD simulations.
To evaluate the effects of the ions, we computed the differences of the average QKE
between the H atoms in the first and second shells of an ion and those in pure water (pw),
∆T1 = 〈T 〉1 − 〈T 〉pw and ∆T2 = 〈T 〉2 − 〈T 〉pw. As shown in Table IV, the presence of
an ion significantly alters the QKEs of the solvent molecules in its close proximity. Na+
leads to a positive ∆T1 of 0.7 meV, whereas Cl
− and HPO2−4 decrease the average QKEs
of the first shell hydrogens with ∆T1 of -2.5 meV and -3.1 meV, respectively. Therefore,
the impact of an ion on a nearby H atom’s QKE is comparable to the effect of going from
9the liquid to the vapor phase, which reduces the QKE of the hydrogens by 2.7 meV. As the
ion-water distance increases, the behavior of the H atoms approach those in pure water and
the magnitude of ∆T2 in all 3 cases are below 0.7 meV.
Next, we examine how the ions change the H/D fractionation ratio between liquid and
gaseous water. For this purpose, we write 103 lnα(D) in terms of the average QKE of the H
atoms in the liquid and vapor phases, 〈T lH〉 and 〈T vH〉, using a quasi-harmonic approximation.
Assuming that 〈T lD(µ)〉 and 〈T vD(µ)〉 both scale as 1/
√
µ,9 we can simplify Eq. 2 to obtain64
103 lnα(D) =
2000
(
1−
√
mH
mD
)
(〈T lH〉 − 〈T vH〉)
kBT
. (9)
Here mH and mD are the masses of H and D atoms, respectively. To validate this approx-
imation, we apply Eq. 9 to pure water and aqueous ionic solutions containing Na+, Cl−
and HPO2−4 and obtain their 10
3 lnα(D) of 61, 59, 55 and 49, respectively. They are in
good agreement with the values of 62, 61, 57 and 50, respectively, as calculated using the
TD-FEP method.
TABLE IV. Changes in QKEs and H/D fractionation ratios of the first- and second-shell hydrogens
around the ions as compared to those in pure water. In pure water, 〈T 〉pw is 148.3 meV14 and
103 lnαpw calculated from the quasi-harmonic approximation is 61.
Ion ∆T1 (meV) ∆T2 (meV) ∆10
3 lnα1 ∆10
3 lnα2
Na+ +0.7 -0.4 +17 -8
Cl− -2.5 -0.4 -56 -10
HPO2−4 -3.1 -0.7 -69 -15
From Eq. 9, we use ∆T1 and ∆T2 to compute fractionation ratios of the H atoms in
the ions’ hydration layers relative to those in pure water, ∆103 lnα1 = 10
3 lnα1(D) −
103 lnαpw(D) and ∆10
3 lnα2 = 10
3 lnα2(D)− 103 lnαpw(D). These ∆103 lnα describe the
isotope exchange equilibrium between the hydration layers of the ions and bulk water in
the aqueous ionic solutions,
H2O (hydr)+HOD(bulk) HOD (hydr)+H2O (bulk)
As shown in Table IV, hydrogens in the first coordination shell of Na+ have increased
QKEs (∆T1 =+0.7 meV) and accordingly their ∆10
3 lnα1 is +17. This suggests that the
heavier D atoms are more likely to reside in the vicinity of the cation, whereas the H atoms
prefer to be in the bulk of the solution. In contrast, both Cl− and HPO2−4 reduce the
QKEs of the first shell hydrogens and result in negative ∆103 lnα1 values of -56 and -69,
respectively. Going beyond the first coordination shell, ∆103 lnα2 of all the cations and
anions are negative, indicating that H, rather than D, is favored in the second hydration
layers of these ions.
Since the ions exert the strongest impact on the first layer hydrogen atoms, one can
combine the ∆103 lnα1 values of a cation and an anion and their average coordination
numbers to calculate the H/D fractionation ratio of a salt solution relative to that of pure
water,
∆103 lnα = 103 lnα(D)soln − 103 lnα(D)pw
= xcation1 [∆10
3 lnαcation1 ] + x
anion
1 [∆10
3 lnαanion1 ].
(10)
Here xcation1 and x
anion
1 are the mole fractions of the first-shell hydrogens around the cation
and anion, respectively. In pure water, xcation1 = x
anion
1 = 0 and hence ∆10
3 lnα is 0.
As an example of applying Eq. 10, we consider a 0.2 M NaCl solution. As there are 10
and 5 first shell hydrogens around Na+ and Cl−, respectively, xcation1 is 0.036 and x
anion
1
is 0.018. From Eq. 10, ∆103 lnα is -0.40, in good agreement with the experimental value
of -0.42 at 300 K.21 Using Eq. 10, we compute ∆103 lnα for the NaCl solution and find
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that it follows an almost linear relation with the salt concentration (in M) with a slope
of 1.73. As demonstrated in Fig. 4, the predictions from Eq. 10 are in good agreement
with the experimental measurements, which have a slope of 2.11 with respect to the salt
concentration.21 As such, Eq. 10 provides a simple and physically transparent way to predict
how salts change the H/D fractionation ratio in aqueous solutions based purely on the first
solvation shell information, which can effectively explain the experimental observations and
guide the design of new experiments to examine the salt effects on the equilibrium isotope
distributions between the liquid and vapor phases.
FIG. 4. ∆103 lnα predicted from Eq. 10 and from experiment21 for different concentrations of the
NaCl solution at 300 K.
To further analyze how the ions impact the QKE of the surrounding water molecules,
we defined a water molecule to be in an ion’s first (second) hydration layers if at least one
of the H atoms belong to its first (second) coordination shell. We then decomposed the
average QKEs of these hydration water into the translational, rotational and vibrational
DOFs using the procedure introduced in Sec. II B, and present the results in Fig. 5 after
subtracting the corresponding QKE values for pure liquid water. In the first hydration layer
of Na+, the water molecules are aligned with their O atoms facing the cation. The hydrogen
bond network of these water molecules is disrupted, with an average of 2.9 hydrogen bonds
per molecule as compared to that of 3.9 in pure water. As shown in Fig. 5a, this pertur-
bation to the hydrogen bonds makes the O–H bonds in water more confined, enhancing
the QKEs associated with their stretching and bending modes. Correspondingly, it also
allows the water molecules to rotate and translate more freely, reducing the corresponding
QKE elements as compared to those in pure water. These two competing quantum effects
largely cancel each other, with the overall QKE of the first layer water molecule increasing
by 1.3 meV around the Na+ ion. This observation is consistent with the positive values of
∆T1 and ∆10
3 lnα1 for the first-shell H atoms in Table IV. From Fig. 5b, Na
+ has a much
smaller influence on its second hydration layer, although it slightly enhances the hydrogen
bonding structure of water and gives an average of 3.94 hydrogen bonds per molecule. As
a result, the overall QKE of the second layer water molecules decreases by 0.7 meV, and
both ∆T2 and ∆10
3 lnα2 become negative (Table IV).
The Cl− ion forms weaker hydrogen bonds with water than those between water
molecules. As demonstrated in Fig. 5a, this makes the water molecules more confined
in the stretch and bending DOFs and increases their QKE elements. It also facilitates
the rotation and translation of the solvent and reduces their corresponding QKEs. The
net effect of Cl− is a reduction of the average QKE of the first layer water by 4.2 meV as
compared to pure water. Comparing Figs. 5a and b, the influence of Cl− on the second
hydration layer mimics that for the first layer, although the overall change in the average
QKE decreases by 71%. Accordingly, ∆T2 and ∆10
3 lnα2 have much smaller magnitude
than ∆T1 and ∆10
3 lnα1, respectively, as shown in Table IV.
Compared to the monatomic ions, HPO2−4 possesses a higher charge and is capable of
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FIG. 5. Decomposition of the average QKEs of water molecules in the (a) first and (b) second
hydration layers of Na+, Cl− and HPO2−4 , with the values for pure water subtracted from each
component. The horizontal lines are the total change in QKE in the (a) first and (b) second
solvation shells for the three ions.
forming directional hydrogen bonds with the solvent. As such, its hydration layer exhibits
different behavior compared to the other ions, as shown in Figs. 5a and b. The O–H
stretches in the first layer water facilitate the hydrogen bonding interactions between the
solvent and the O atoms in HPO2−4 , referred to as OHP , which allow the proton to be
quantum mechanically delocalized along the hydrogen bond and become less confined. From
Fig. 5a, QKEs in the stretch DOFs of these water molecules are significantly reduced as
compared to pure water. The rotational DOFs counteract this effect by weakening the
water-ion hydrogen bonds and increasing the corresponding QKE elements. Cancellation
of the competing quantum effects leads to an overall decrease of the QKE of the water
molecules by 2.8 meV as compared to those in pure water. Around the large anion HPO2−4 ,
NQEs act to strengthen the O–H· · ·OHP hydrogen bond to such a degree that the 103 lnα1
value of its first-shell hydrogens becomes -8 (Table IV). This means that H, rather than the
heavier isotope D, is favored in the vicinity of the anion. As shown in Fig. 5b, as compared
to the monatomic ions, the influence of HPO2−4 extends further into its second solvation
layer mainly because the O–H group in the anion is capable of forming hydrogen bonds
with these second layer water molecules and disturbs the water-water interactions.
This analysis demonstrates that the QKEs and H/D fractionation ratios provides highly
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sensitive probes to the ion effects in aqueous solutions. From Table IV and Fig. 5, all 3
types of ions have the strongest impact on their first hydration layers. In their vicinity,
Na+ perturbs the water structure by not participating in hydrogen bonding interactions,
leading to positive ∆T1 and ∆10
3 lnα1. While the anions both result in negative ∆T1 and
∆103 lnα1 values, they interact differently with their first hydration layers. Compared to
water-water interactions, Cl− forms weaker hydrogen bonds with water and reduces their
QKEs in the rotational and translational DOFs, whereas HPO2−4 has stronger hydrogen
bonds with water and decreases their QKE contributions in the vibrational DOFs. As the
ion-water distances increase, the solvents are less influenced and ∆T2 and ∆10
3 lnα2 of
all the ions become negative, giving an overall decrease in the H/D fractionation ratios as
compared to pure water.
V. CONCLUSIONS
In this work, we have performed AI-PIMD simulations to evaluate the QKEs and isotope
fractionation of liquid water and aqueous ionic solutions. By decomposing the total QKE
of a water molecule into elements that are associated with the translational, rotational
and vibrational DOFs, we are able to demonstrate how the competing quantum effects are
modulated by the the condensed phase environment and the ion-water interactions. Our
decomposition results could potentially be validated by deep inelastic neutron scattering
experiments, which have previously been used to measure the momentum distribution and
kinetic energy of atoms in liquids and solids.13,72–74 However, at present these experiments
yield information on the kinetic energy anisotropy that is affected by relatively large error
bars, so it would not be possible to discriminate the small changes induced by the presence
of ions. In addition to the QKEs, We show that the equilibrium isotope fractionation ratios
are sensitive probes of the hydrogen bonding environment in liquid water and aqueous
solutions. By considering the contributions to the H/D fractionation ratios from solvent
molecules in the first solvation shell of the ions, we provide an efficient way to predict the
fractionation ratio for a solution of a given concentration, which can be directly compared
to the experimental measurements of the equilibrium isotope distributions.
It is well known that NQEs play crucial roles in determining the structure and dynam-
ics of hydrogen bonded systems.1,13,17,39,60,63,68,75–86 From analyzing the QKEs and H/D
fractionation ratios, both of which arise purely from the quantum mechanical nature of the
nuclei, we have uncovered the impact of the three ions on the hydrogen bond network of wa-
ter. Within the first hydration layer, the cationic Na+ simply breaks the water structures,
while the anionic Cl− and HPO2−4 form hydrogen bonding interactions with the surround-
ing solvent molecules with different strengths. As the water molecules reside further away
from the ions, their properties become more similar to the bulk, and in all cases, addition of
ions shifts the balance of competing quantum effects. Here we use the BLYP density func-
tional in the AI-PIMD simulations for the purpose of setting up a framework for simulating
and analyzing aqueous ionic solutions. While the simulations provide reasonably good pre-
dictions of the isotope fractionation ratios as compared to the experimental values, these
results could be further improved by using higher tier meta and hybrid exchange correlation
functionals that have recently been shown to perform well when used in conjunction with
path integral simulations.18,61,64,87 The ability to perform AI-PIMD simulations, which ex-
plicitly include both electronic and nuclear quantum effects, allows a detailed understanding
of the hydrogen bonding structures and thermodynamic properties of solvated ions, which
are of crucial importance to the study of geological and biological systems.
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