Abstract: This study evaluates hydrodynamic prediction performance of the onedimensional wave, current and bed-evolution nearshore numerical model CSHORE in Duck, North Carolina spanning 10/1/2015 to 01/1/2017. Specifically, the cross-shore distribution model bias and root-mean-squared error of significant wave height at a cross-shore array of wave gauges are presented. The model-toobservation comparisons of the CSHORE-estimated nearshore currents from three current gauges are also shown. Comparisons for predicted wave runup are evaluated using a dune-mounted terrestrial lidar. The 15 month duration of modeled results allows for assessment of CSHORE hydrodynamic prediction performance during a variety of forcing conditions.
Introduction
Coastal flooding and erosion pose major hazards for low-lying coastal communities, particularly during extreme storm events (e.g., hurricanes) and in the context of rising sea levels. Quantifying these hazards requires an understanding of hydrodynamic processes, sediment transport mechanisms, and morphologic changes within the surf and swash zones. Numerous tools of varying complexity exist to simulate nearshore hydrodynamics and morphologic changes. For example, simple, parameterized empirical runup equations (e.g., Stockdon et al. 2006 ) have been widely used to constrain the frequency and type of coastal foredune impacts (e.g., Sallenger 2000) . Other tools have been developed specifically to assess surf zone wave transformation (Thornton and Guza 1983) , shoreline changes (Yates et al. 2009 ), sandbar dynamics (Plant et al. 1999) , and storm-induced dune erosion magnitudes (Palmsten and Holman 2012) . Process-based numerical models, such as CSHORE (Johnson et al. 2012) have also been developed which include feedbacks between hydrodynamics and morphology in order to simulate nearshore bathymetric evolution for engineering timescales (hours to years). However, accurate prediction of morphologic changes in the surf requires adequate model skill at simulating complex wave and current processes and their influence on driving sediment transport gradients. Improving understanding and predictive capabilities of these processes is key to adequately assessing vulnerability of economically important coastal regions and infrastructure in these locations (e.g., houses, roads) to both flooding and erosion. This study aims to make an incremental step forward towards improved understanding of these processes by performing a detailed investigation of numerical model skill of surf zone hydrodynamic processes.
This study specifically evaluates the hydrodynamic predictions of CSHORE over a 15 month period (Oct. 2015 to Jan 2017) at the Coastal and Hydraulics Laboratory's Field Research Facility (CHL FRF; Duck, NC). The CHL FRF is the ideal place for the integration of coastal numerical models with observational data because of the wide range of robust measurements (hydrodynamic, morphology) that span multiple decades. These detailed data allow a means to specifically quantify numerical model error/uncertainty and improve understanding of complex morphodynamic processes (e.g., Bak et al., 2019) . The Coastal Model Test Bed (CMTB) is an environment specifically developed to accomplish this purpose with a focus on implementing nearshore community models in near-real time and assessing operational model skill (Bak et al. 2017; Young et al. 2019) . In this study, model simulations using 1D CSHORE are compared to field measurements at the CHL FRF that cover a wide-range of offshore wave and water level conditions. Here we specifically examine model skill at simulating wave transformation across the surf zone, mean alongshore and cross-shore flows, and wave runup.
Datasets and Methods

CHL FRF Data
The CHL FRF has collected various data in the nearshore for more than 35 years. Data collected at the FRF relevant to nearshore models include: barometric pressure, wind direction/speed, nearshore currents, wave spectra (Hanson et al. 2009 ), wave transformation (Brodie et al. 2015) , water level, Argus imagery (Holman and Stanley 2007) , wave runup, topographic changes (O'Dea et al. 2019) , and bathymetry (Forte et al. 2017) . The FRF's cross-shore hydrodynamic array includes point measurements span the surf zone and the inner shelf. These data are accompanied by an extensive bathymetric survey record from 1980 to the present. The bathymetric surveys generally consist of monthly cross-shore transects of beach topography and nearshore bathymetry spaced approximately 50 m apart in the alongshore that spans ~1km stretch of coast. A local coordinate system is defined for the facility with the y-axis oriented alongshore (18.2º counter clockwise from true north) and the origin located at the southern edge of the property (36.1776º N and 75.7497º W) . For this analysis we use a subset of the available datasets (Table 1 and Figure 1 ). See Bak et al. 2017 for a complete overview of the data available at the FRF. Table 1 .
Numerical Modeling
CSHORE Model Overview
The phase-averaged time-steady CSHORE model was formulated to predict nearshore hydrodynamics and morphological evolution. The combined wave and current model operates under the assumption of longshore uniformity and includes the effects of irregular wave breaking, wave roller contributions, and quadratic bottom shear stress for random waves. The depth-averaged energy, momentum, and continuity equations are solved which allow for the predictions of wave height, water level, wave-induced steady currents, and wave runup excursion. For a more detailed description of CSHORE see Johnson et al. 2012 .
Model Setup
CSHORE requires input for the local bathymetry and offshore wave and water level timeseries. Water level is taken from the measurements at the end of the pier, while wave conditions are taken from measurements at the 8m array ( Figure 1 ). Wind input is neglected due to the small computational domain. The boundary condition wave height (H s ), wave angle (θ), water level (WL), and mean wave period (T m ) for the duration of the model runs (1 October 2015 to 1 January 2017) are displayed in Figure 3 . The period had 17 events where the wave height exceeded 2 m.
The input bathymetry data used in the CSHORE model runs are obtained from measurements that are gridded and smoothed (L x = 20, L y =100m) then splined to a background grid (Plant et al. 2002 (Plant et al. , 2009 Young et al. 2018 ). The model is run for a single cross-shore transect that is co-located with the FRF cross-shore array (y = 951 m; yellow line in Figure 1 ). For this study, a fixed bed condition (non-evolving bed) is used to focus on the evaluation of model hydrodynamics; morphologic changes are turned off in these model simulations. However, the model bathymetry is updated for each time period where field-collected bathymetry was measured. The bathymetry was updated 20 times during the 15 month study time period.
The model was run every hour where wave, water level, and bathymetry inputs were available for this 15 month period. For all of these simulations, model defaults were used except that the depth limited wave breaker coefficient (γ) was set to 0.8, a wave friction factor of 0.007 was used, and the runup calculations used a swash depth of 1 cm. Model outputs of wave heights, currents, and wave runup are stored for each model time-step for comparison to field observations. 
Model Results
CSHORE predictions of the currents, wave heights, and wave runup are timematched to the corresponding observation data at the gauges in Table 1 . For the significant wave height, the cross-shore distribution of observation-to-model bias ( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅) and root-mean-squared error (RMSE) are examined. For currents and wave runup measurements, the modeled and observed values are directly compared. The observation-to-model bias and RMSE for those modelto-data comparisons are shown in Table 2 . Note that the 4.5 m AWAC was installed in November 2016 thus comparison data is limited for the modelled date range. 
Cross-Shore Wave Transformation
CSHORE generally underpredicts the significant wave height relative to the observations at the three offshore-most wave gauges (6m AWAC, 4.5m AWAC, 3.5m Aquadopp), with a positive observation-to-model bias of approximately 10 cm at the three gauges. However, CSHORE generally overpredicts the wave height at the four inshore-most wave gauges (200m, 150m, 125m, and 100m Paros), with a near-zero negative bias at the 200m Paros and increasingly more negative biases inshore of this location (-10 cm observation-to-model bias at the 100m Paros). These discrepancies may reflect deficiencies of using a linear wave model to characterize non-linear wave processes in the complex inner surf zone, but may also partially reflect artifacts in the measurement outputs since the type of wave gauge is not the same across surf zone (AWAC/Aquadopp to Paros). The significant wave height RMSE between the model and the observations at the three offshore wave gauges is approximately 20 cm. At the 200m Paros, the RMSE decreases to 18 cm and the RMSE increases with distance onshore at the subsequent three Paros gauges, exceeding 20 cm at the 100m Paros. Understanding the physical reason for these model to field differences will be the subject of future work. Table 1 .
Mean Currents
In CSHORE, which is a 1D depth-averaged model, mass flux due to waves or a roller near the surface are returned as seaward-directed current distributed over the water column. This model simulated, offshore directed undertow is depicted in the time-series shown in Figure 5 . The observational field datasets, however, show both shoreward and seaward directed cross-shore currents. This results in notable differences in both the direction and magnitude of currents between the field measurements and model predictions. This discrepancy may be, in part, due to violations of the longshore uniformity assumption in the model. Any significant variation of morphology in the longshore direction will naturally result in differences in wave breaking, setup, and ultimately setup pressure gradients further driving circulation. Additionally, winds are not included in this model implementation, which could alter the cross-shore currents. Furthermore, small cross-shore directed velocities are difficult to measure, especially in the presence of typically larger alongshore flow velocities. Slight errors in instrument orientation, compass measurements, or mis-calibration, can all result in a significant misinterpretation of the cross-shore velocities. The observation-to-model bias and RMSE values for cross-shore current are generally low in magnitude (< 1 cm/s and < 6 cm/s, respectively - Table 2 ). However, these errors represent a significant fraction of the typical cross-shore current. Alongshore flows are also simulated model CSHORE and are driven by radiation stress gradients. Alongshore simulated flows can be in either the positive or negative directions (Figure 6 ), dependent on the incident wave angle (Figure 3 ). There are periods where the magnitude and the direction between the observation and model predictions are in general agreement, although over the whole record there are significant errors in both direction and magnitude (RMSE > 20 cm/s for all gauges). CSHORE, in the present application, does not include surface stresses or pressure driven contributions to alongshore flows which could be a source of model to field differences. For instance, in shallow water the wind can apply considerable surface stress and dominate the momentum balance in low wave conditions. The observation-to-model bias in the alongshore current tends to decrease in magnitude with distance onshore (10 cm/s at the 6m AWAC, 9 cm/s at the 4.5m AWAC, and 4.5 cm/s at the 3.5m Aquadopp - Table 2 ), perhaps because the breaking wave forcing is more important in shallower water relative to the neglected source terms. An investigation of these sources of error is ongoing. 
Wave Runup
A 2% exceedance level of wave runup (R 2% ) values were estimated from raw lidar data (Brodie et al. 2015) using an automated algorithm. The algorithm results must be quality checked by a human for best results, which is a timeintensive process. Not all lidar data in the observations herein have been manually checked, so a filter was applied to remove obvious outliers. Any R 2% value where the absolute value of the lidar-observed R 2% exceeded 1.5 times the absolute value of the model R 2% runup were removed if the observed R 2% was greater than 3 m. Additionally, any R 2% value where the absolute value of the model R 2% exceeded 1.5 times the absolute value of the lidar-observed R 2% runup were removed if the model R 2% was greater than 3 m. The CSHORE modeled R 2% generally matches the observations well ( Figure 7 and Figure 8 ).
The observation-to-model bias for R 2% is 15.9 cm and the RMSE is 33.5 cm. 
Summary and Conclusions
This study documents a 15 month long series of model runs of the 1D nearshore model CSHORE, run within the automated CMTB framework. CSHORE was run in the fixed-bed mode from October 1 st 2015 to January 1 st 2017 in an effort to assess the accuracy of the modeled hydrodynamics over a wide range of offshore forcing conditions. Specifically, the model estimations of cross-shore and alongshore currents at three point locations in the surf zone and the wave runup at the shoreline were compared to observed data at the FRF. Transformation of wave heights across the surf zone were also assessed using a cross-shore array of seven wave gauges.
Overall, the CSHORE model tends to underpredict the significant wave height more in the offshore region of the domain and overpredict the wave height in the inner surf zone. Although there are periods where the field datasets indicate an onshore directed mean current, as a depth-and time-averaged model CSHORE only predicts a time-averaged offshore directed cross-shore current. During periods when the model and field datasets both indicate an offshore directed cross-shore current, the modeled offshore currents are generally smaller than the observed currents during these cases. The modeled alongshore currents generally agree with the observed current directions, although there are periods where these results differ. Finally, the modeled R 2% agrees well with the dune lidar observations overall.
Exploring the why there are differences between the field and model results for many time periods is the subject of ongoing work within the CMTB. Specifically, we aim to characterize if model/observation differences are due to violations of the model assumptions or if the comparisons with the data are a sign of other significant deficiencies. Addressing the source of these errors is key to improved morphologic predictions, as spatial gradients in these hydrodynamic processes are the key driver of morphology change.
