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Abstract
Path integral for the SU(2) spin system is reconsidered. We show that
the Nielsen-Rohrlich(NR) formula is equivalent to the spin coherent state ex-
pression so that the phase space in the NR formalism is not topologically
nontrivial. We also perform the WKB approximation in the NR formula and
find that it gives the exact result.
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1. Introduction
It is known that there are at least two path integral expressions for the SU(2) spin system:
one is the Nielsen-Rohrlich formula[1] and the other is expressed by a spin coherent
state[2, 3]. The kernel in the Nielsen-Rohrlich (NR) formula, when Hamiltonian is given
by H(t) = h(t)J3, with h(t) being an external magnetic field, is read as
K (ϕF , tF ;ϕI , tI) =
∞∑
n=−∞
lim
N→∞
∫ ∞
−∞
N−1∏
i=1
dϕi
2pi
∫ J+1/2−ε
−J−1/2+ε
N∏
j=1
dpj
2pi
(1.1)
× exp
[
i
N∑
k=1
(pk + J)∆ϕk −∆t
N∑
k=1
h(k) pj
]∣∣∣∣∣
ϕN=ϕF+2npi
ϕ0=ϕI
,
where ε is positively infinitesimal,
∆ϕj ≡ ϕj − ϕj−1 , (1.2)
and
∆t ≡ (tF − tI) /N . (1.3)
In this expression, because of the existence of infinite sum (and the integration range
of pj ’s, see the following for details), it is believed that the phase space is nontrivial:
“punctured sphere”.
On the other hand the same system is expressed by means of a spin coherent state:
the kernel is given as
K (ξF , tF ; ξI , tI) = lim
N→∞
∫ N−1∏
j=1
2J + 1
pi
dξ∗j dξj
(1 + |ξj|2)2
exp
[
J
N∑
k=1
{
2 log
1 + ξ∗kξk−1
1 + |ξk|2 (1.4)
−i∆th(k) 1− ξ
∗
kξk−1
1 + ξ∗kξk−1
}
+ log
(
1 + |ξN |2
)
− log
(
1 + |ξ0|2
) ]∣∣∣∣∣
ξN=ξF
ξ0=ξI
.
In this case there appears no infinite sum and the phase space is CP 1 ≃ S2: “sphere”.
Therefore these two formulae describing the same SU(2) spin system look very different.
We wish to know the origin of this difference, which is a main motivation in this paper.
Also as for the WKB approximation there seems a discrepancy: the former one gives
us a equation of motion {
ϕ˙ (t) = h(t) ,
p˙ (t) = 0 ,
(1.5)
which apparently does not meet the boundary condition, ϕ(T ) = ϕF and ϕ(0) = ϕI , so
that there seems no classical solution, while in the latter case the WKB approximation
yields the exact result[4]. Therefore it needs to study this issue, too.
The plan of this paper is as follows: in section 2 these two formulae are explicitly
constructed by use of coherent states. The next section 3 explains the origin of the
winding number in S1 case, which clarifies the nature of the “winding number” in the
NR formula. Then in section 4 we show an explicit connection of both formulae so that
the WKB-exactness should hold also in the NR formula, which is the subject of section
5. The final section 6 is devoted to discussion and some mathematical relations needed
for the proof of the WKB-exactness are shown in the appendix.
1
2. Path Integral Formulae for Spin
Hamiltonian is supposed as
H(t) = h3(t)J3 + h−(t)J+ + h+(t)J− , (2.1)
where J ’s are the generators of SU(2) satisfying
[J+, J−] = 2J3 , [J3, J±] = ±J± , (J± ≡ J1 ± iJ2) , (2.2)
and h’s are time dependent external fields with
h±(t) ≡ 1
2
(h1(t)± ih2(t)) . (2.3)
We adopt the spin J representation:
J2|m〉 = J (J + 1) |m〉 ;
(
J2 ≡ J12 + J22 + J32
)
,
J3|m〉 = (m− J) |m〉 ; (0 ≤ m ≤ 2J) ,
J+|m〉 =
√
(2J −m) (m+ 1)|m+ 1〉 ,
J−|m〉 =
√
m (2J −m+ 1)|m− 1〉 . (2.4)
First construct the NR formula[5]: to this end introduce the periodic coherent state,
|ϕ〉 ≡ 1√
2pi
2J∑
m=0
e−imϕ|m〉 , (2.5)
whose inner product is calculated to be
〈ϕ|ϕ′〉 = 1
2pi
2J∑
m=0
eim∆ϕ ; ∆ϕ ≡ ϕ− ϕ′ . (2.6)
For a later convenience, we introduce the following formula:
formula: for m0, m1 ∈ Z
m1∑
m=m0
eimϕf(m) =
∞∑
n=−∞
∫ m1+ε0
m0−ε0
dp eip(ϕ+2npi)f(p) ; (0 < ε0 < 1) . (2.7)
Prove this: inserting a trivial integral to the left hand side to find
m1∑
m=m0
eimϕf(m) =
∞∑
m=−∞
∫ m1+ε0
m0−ε0
dp δ(p−m) eimϕf(m)
=
∞∑
m=−∞
∫ m1+ε0
m0−ε0
dp δ(p−m) eipϕf(p) , (2.8)
where it should be noted that ε0 is needed to avoid the δ-function singularity at the upper
as well as the lower limit of the integration. Applying the relation
∞∑
m=−∞
δ(p−m) =
∞∑
n=−∞
ei2npip , (2.9)
2
we arrive at the right hand side, which completes the proof of (2.7).
Making use of the formula (2.7), that is, setting m1 = 2J and m0 = 0, we can rewrite
(2.6) to
〈ϕ|ϕ′〉 =
∞∑
n=−∞
∫ 2J+ε0
−ε0
dp
2pi
eip(∆ϕ+2npi)
p 7→p−J
=
∞∑
n=−∞
∫ λ−ε
−λ+ε
dp
2pi
ei(p+J)(∆ϕ+2npi) , (2.10)
where 0 < ε0 < 1 so that −1/2 < ε < 1/2 and
λ ≡ J + 1
2
. (2.11)
The resolution of unity holds:
∫ 2pi
0
dϕ|ϕ〉〈ϕ| = 1J ≡
2J∑
m=0
|m〉〈m| . (2.12)
The matrix elements of generators are calculated in a similar manner such that
〈ϕ|J3|ϕ′〉 =
∞∑
n=−∞
∫ λ−ε
−λ+ε
dp
2pi
ei(p+J)(∆ϕ+2npi)p ,
〈ϕ|J±|ϕ′〉 =
∞∑
n=−∞
∫ λ−ε
−λ+ε
dp
2pi
ei(p+J)(∆ϕ+2npi)e±i(ϕ+npi)
√
λ2 − p2 , (2.13)
where ϕ ≡ (ϕ + ϕ′)/2 and we have adopted universal ε(0 < ε < 1/2) to be able to have
the same integration range in all the matrix elements. Thus the matrix element of the
Hamiltonian (2.1) reads
〈ϕ|H(t) |ϕ′〉 =
∞∑
n=−∞
∫ λ−ε
−λ+ε
dp
2pi
ei(p+J)(∆ϕ+2npi)
×
[
h3(t) p+
√
λ2 − p2
{
h+(t) e
−iϕ−inpi + h−(t) e
iϕ+inpi
}]
. (2.14)
With these preliminaries the Feynman kernel,
K (ϕF , tF ;ϕI , tI) ≡ lim
N→∞
〈ϕF | (1− i∆tH(N)) · · · (1− i∆tH(1)) |ϕI〉 , (2.15)
where H(j) ≡ H(tj); tj ≡ tI + j∆t with ∆t being given in (1.3), can be expressed as
K (ϕF , tF ;ϕI , tI) = lim
N→∞
∫ 2pi
0
N−1∏
i=1
dϕi〈ϕN | (1−i∆tH(N)) |ϕN−1〉
×〈ϕN−1| (1−i∆tH(N−1)) |ϕN−2〉 · · · 〈ϕ1| (1−i∆tH(1)) |ϕ0〉
∣∣∣ϕN=ϕF
ϕ0=ϕI
= lim
N→∞
∫ 2pi
0
N−1∏
i=1
dϕi
N∏
j=1
〈ϕj | (1− i∆tH(j)) |ϕj−1〉
∣∣∣ϕN=ϕF
ϕ0=ϕI
3
= lim
N→∞
∫ 2pi
0
N−1∏
i=1
dϕi
∫ λ−ε
−λ+ε
N∏
j=1

dpj
2pi
∞∑
nj=−∞


× exp
[
i
N∑
k=1
{
(pk + J) (∆ϕk + 2nkpi)−∆t
{
h3(k) pk (2.16)
+
√
λ2− pk2
(
h+(k) e
−iϕk−inkpi+h−(k) e
iϕk+inkpi
)} ]∣∣∣∣∣
ϕN=ϕF
ϕ0=ϕI
,
with the help of the resolution of unity (2.12) and (2.14), where ∆ϕj are given in (1.2)
and ϕj is
ϕj ≡
ϕj + ϕj−1
2
, (2.17)
and O(∆t2) term has been dropped to the final line. Here a change of variables,


n′j =
j∑
k=1
nk ; (1 ≤ j ≤ N) ,
ϕ′j = ϕj + 2n
′
jpi ; (1 ≤ j ≤ N − 1) ,
(2.18)
leads us to
(2.16) = lim
N→∞
∞∑
nN=−∞
N−1∏
i=1
∞∑
ni=−∞
∫ 2(ni+1)pi
2nipi
dϕi
∫ λ−ε
−λ+ε
N∏
j=1
dpj
2pi
× exp
[
i
N∑
k=1
{
(pk + J)∆ϕk −∆t
{
h3(k) pk (2.19)
+
√
λ2− pk2
(
h+(k) e
−iϕk+h−(k) e
iϕk
) }}]∣∣∣∣∣
ϕN=ϕF+2nNpi
ϕ0=ϕI
,
where the primes have been dropped from ϕj and nj and the relation,
ϕj + njpi = ϕ
′
j − 2n′j−1pi ; e±i(ϕj+njpi) = e±iϕ
′
j , (2.20)
has been utilized. Writing
∞∑
nj=−∞
∫ 2(nj+1)pi
2njpi
dϕ =
∫ ∞
−∞
dϕ , (2.21)
we finally obtain
K (ϕF , tF ;ϕI , tI) =
∞∑
n=−∞
K(n) (ϕF , tF ;ϕI , tI) ,
K(n) (ϕF , tF ;ϕI , tI) ≡ lim
N→∞
∫ ∞
−∞
N−1∏
i=1
dϕi
∫ λ−ε
−λ+ε
N∏
j=1
dpj
2pi
exp
[
i
N∑
k=1
(pk + J)∆ϕk
−i∆t
N∑
k=1
{
h3(k) pk +
√
λ2 − pk2
(
h+(k) e
−iϕk + h−(k) e
iϕk
)}]∣∣∣∣∣
ϕN=ϕF+2npi
ϕ0=ϕI
4
= eiJ(ϕF−ϕI+2npi) lim
N→∞
∫ ∞
−∞
N−1∏
i=1
dϕi
∫ pi−δ
δ
N∏
j=1
λ sin θjdθj
2pi
(2.22)
× exp
[
iλ
N∑
k=1
{
cos θk∆ϕk−∆t
(
h3(k) cos θk + sin θk
(
h+(k) e
−iϕk + h−(k) e
iϕk
))}]
,
where we have introduced new variables by pj = λ cos θj with δ corresponding to ε.
This is the Nielsen-Rohrlich formula. In view of (2.22), they called the phase space as a
“punctured sphere” since we have a “winding number, n”, in terms of the infinite sum
and the integration domain of θ is (δ, pi − δ).
Next consider the same system in terms of a spin coherent state[2], defined by
|ξ) ≡ eξJ+|0〉 , |ξ〉 ≡ 1
(ξ|ξ)1/2 |ξ) , (ξ ∈ C) , (2.23)
or explicitly
|ξ〉 = 1
(1 + |ξ|2)J
2J∑
m=0
ξm
(
2J
m
)1/2
|m〉 . (2.24)
The inner product is
〈ξ|ξ′〉 = (1 + ξ
∗ξ′)2J
(1 + |ξ|2)J (1 + |ξ′|2)J , (2.25)
and the resolution of unity
2J + 1
pi
∫ dξ∗dξ
(1 + |ξ|2)2 |ξ〉〈ξ| ≡
∫
dµ (ξ, ξ∗) |ξ〉〈ξ| = 1J , (2.26)
is fulfilled, where dξ∗dξ ≡ dRe (ξ) dIm (ξ). The matrix elements of generators read
〈ξ|J3|ξ′〉 = −J 1− ξ
∗ξ′
1 + ξ∗ξ′
〈ξ|ξ′〉 ,
〈ξ|J+|ξ′〉 = J 2ξ
∗
1 + ξ∗ξ′
〈ξ|ξ′〉 ,
〈ξ|J−|ξ′〉 = J 2ξ
′
1 + ξ∗ξ′
〈ξ|ξ′〉 , (2.27)
giving
〈ξ|H(t) |ξ′〉 = 〈ξ|h3(t)J3 + h−(t) J+ + h+(t) J−|ξ′〉
= J
−h3(t) (1− ξ∗ξ′) + 2h−(t) ξ∗ + 2h+(t) ξ′
1 + ξ∗ξ′
〈ξ|ξ′〉 . (2.28)
The kernel in this case,
K(ξF , tF ; ξI , tI) ≡ lim
N→∞
〈ξF | (1− i∆tH(N)) · · · (1− i∆tH(1)) |ξI〉 , (2.29)
5
turns out to be
K (ξF , tF ; ξI , tI) = lim
N→∞
∫ N−1∏
i=1
dµ (ξi, ξ
∗
i ) 〈ξN | (1− i∆tH(N)) |ξN−1〉
×〈ξN−1| (1− i∆tH(N−1)) |ξN−2〉 · · · 〈ξ1| (1− i∆tH(1)) |ξ0〉
∣∣∣ξN=ξF
ξ0=ξI
= lim
N→∞
∫ N−1∏
i=1
dµ (ξi, ξ
∗
i ) exp
[
J
N∑
k=1
{
2 log
1 + ξ∗kξk−1
1 + |ξk|2
−i∆th3(k) (1− ξ
∗
kξk−1) + 2h−(k) ξ
∗
k + 2h+(k) ξk−1
1 + ξ∗kξk−1
}
+ log
(
1 + |ξN |2
)
− log
(
1 + |ξ0|2
) ]∣∣∣∣∣
ξN=ξF
ξ0=ξI
. (2.30)
In this case the phase space is CP 1, that is, there is no hole at all. (2.30) looks quite
different from (2.22).
3. Inspection of the “Winding Number”
The main difference of two formulae (2.22) and (2.30) is with or without the “winding
number”, so that in this section we discuss quantum mechanics on S1, where the nomen-
clature has first emerged, and compare that to SU(2).
Introduce canonical variables obeying
{p, φ} = −1 ; (−∞ < p, φ <∞) . (3.1)
In order to describe the mechanics on S1, φ is not a suitable coordinate since on S1 the
periodicity with respect to φ must be respected. Therefore consider W = eiφ and
{W, p} = iW . (3.2)
Quantum mechanically[6] thus [
pˆ, Wˆ
]
= Wˆ , (3.3)
where pˆ is self-adjoint, pˆ†= pˆ, and Wˆ is unitary, Wˆ †Wˆ =1. The representation is found
by assuming
pˆ|α〉 = α|α〉 , 〈α|α〉 = 1 ; (0 ≤ α < 1) , (3.4)
so that
pˆ|m;α〉 = (m+ α) |m;α〉 , |m;α〉 ≡ Wˆm|α〉 ; (m ∈ Z) , (3.5)
which can be recognized by the commutation relation and (3.4). Orthonormality
〈m;α|n;α〉 = δm,n , (3.6)
then the completeness,
∞∑
m=−∞
|m;α〉〈m;α| ≡ 1α , (3.7)
6
holds. Each α thus specifies different Hilbert space, that is, different ways of quantization
on S1. While a W -diagonal representation,
Wˆ |φ〉 = eiφ|φ〉 ; (0 ≤ φ < 2pi) , (3.8)
can be constructed in terms of |m;α〉 as
|φ〉 = 1√
2pi
∞∑
m=−∞
eimφ|m;α〉
(
≡ lim
ε→0
1√
2pi
∞∑
m=−∞
eimφ−|m|ε|m;α〉
)
, (3.9)
where regularization parameter ε is needed for the convergence of the infinite sum. (In
the following however we suppress it.) In view of (3.9) |φ〉 is also regarded as a periodic
coherent state similar to (2.5). The inner product,
〈φ|φ′〉 = 1
2pi
∞∑
m=−∞
eim(φ
′−φ) =
∞∑
n=−∞
δ(φ′ − φ+ 2pin) , (3.10)
and the resolution of unity (completeness in this case),
∫ 2pi
0
dφ|φ〉〈φ| = 1α , (3.11)
are easily convinced.
The Feynman kernel, when Hˆ = H(pˆ),
K (φF , tF ;φI , tI) = 〈φF |e−i(tF−tI )Hˆ |φI〉 = lim
N→∞
〈φF | (1− i∆tH(pˆ))N |φI〉 , (3.12)
becomes, by use of (3.7) and (3.11), with noting 〈φ|m;α〉 = e−imφ/√2pi, as
K (φF , tF ;φI , tI) = lim
N→∞
∞∑
mN=−∞
∫ 2pi
0
N−1∏
i=1

dφi
2pi
∞∑
mi=−∞


× exp
[
i
{
N∑
k=1
mk∆φk −∆tH (mk + α)
}] ∣∣∣∣∣
φN=φF
φ0=φI
= lim
N→∞
∞∑
mN=−∞
∫ 2pi
0
N−1∏
i=1

dφi ∞∑
ni=−∞

∫ ∞
−∞
N∏
j=1
dpj
2pi
(3.13)
× exp
[
i
N∑
k=1
{(pk − α) (∆φk + 2nkpi)−∆tH(pk)}
] ∣∣∣∣∣
φN=φF
φ0=φI
,
where use has been made of the formula (2.7) by putting m1 =∞, m0 = −∞ in the first
and of the shift pk → pk − α in the second expression. Now compare (3.13) with (2.16):
apart from the integration domain of pj’s (as well as the form of the Hamiltonian) the
dependence of φj and nj is identical. Therefore following the same procedure from (2.18)
to (2.20), we obtain
K (φF , tF ;φI , tI) =
∞∑
n=−∞
K(n) (φF , tF ;φI , tI)
7
K(n) (φF , tF ;φI , tI) ≡ lim
N→∞
e−iα(φF−φI+2npi)
∫ ∞
−∞
N−1∏
i=1
dφi
∫ ∞
−∞
N∏
j=1
dpj
2pi
× exp
[
i
N∑
k=1
{
pk∆φk −∆tH(pk)
}] ∣∣∣∣∣
φN=φF+2npi
φ0=φI
. (3.14)
When α = 0, K(n) is the usual Feynman kernel in a flat space except the boundary
condition, φF = φN + 2npi. Significance of that is easily recognized; since on S
1 there is
no distinction in n times around. The quantum amplitude can therefore be obtained by
summing up with respect to n. n is designated as the winding number.
In view of formulae, in S1 (3.14) and SU(2) cases (2.22), there seems no difference for
the appearance of the winding number, but we should note the integration domain of pj ’s:
in S1 case it stretches from−∞ to +∞ but in SU(2) case the range is bounded. According
to the formula (2.7) the boundedness of the p-integral does imply a finite rather than an
infinite sum. In (2.22) summation actually runs from 0 to 2J . Therefore the “winding
number” appeared in the SU(2) periodic coherent state expression is superficial so that
the phase space cannot be regarded as having a nontrivial topology.
As a final comment in this section, SU(2) algebra can be realized by means of (3.3)
such that
Jˆ3 = pˆ , Jˆ+ = Wˆ
√
λ2 − (pˆ+ 1/2)2 , Jˆ− =
√
λ2 − (pˆ+ 1/2)2Wˆ † . (3.15)
With this while utilizing the previous recipe we can also construct the NR formula[7].
4. Relationship between Two Formulae
We have recognized that the “winding number” in the NR formula (2.22) is superficial
and that topology is not nontrivial. The situation is thus similar to the formula under the
spin coherent state (2.30). Therefore it might be possible to bridge the both expressions.
From now on we assume that the external field is constant for brevity’s sake.
The trace of the kernel in the spin coherent state (2.30) reads as
Z ≡
∫
dµ (ξ, ξ∗)K (ξ, T ; ξ, 0) = tre−ihJ3T
= lim
N→∞
∫ N∏
i=1
dµ (ξi, ξ
∗
i ) exp
[
J
N∑
k=1
{
2 log
1 + ξ∗kξk−1
1 + |ξk|2 + i∆th
1 − ξ∗kξk−1
1 + ξ∗kξk−1
}]∣∣∣∣∣
ξN=ξ0
= eihJT lim
N→∞
∫ N∏
i=1
(2J + 1) dξ∗i dξi
pi (1 + |ξi|2)2
N∏
k=1
(
1 + e−i∆thξk
∗ξk−1
1 + |ξk|2
)2J ∣∣∣∣∣∣
ξN=ξ0
, (4.1)
where dµ(ξ, ξ∗) has been defined by (2.26) and H = hJ3; since Hamiltonian within the
trace can always be diagonalized by use of SU(2) transformation. By making a change
of variables
ξk 7→ ξke−ik∆th , (4.2)
(4.1) is reduced to a single integral such that
Z = eihJT
∫
dµ (ξ, ξ∗) 〈ξ|ξe−ihT 〉 , (4.3)
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yielding
Z =
sin ((J + 1/2)hT )
sin (hT/2)
, (4.4)
which is nothing but the SU(2) character formula.
While the trace of the kernel under the periodic coherent state (2.22) is written as
Z =
∞∑
n=−∞
Z(n) ,
Z(n) = ei2npiJ lim
N→∞
∫ 2(n+1)pi
2npi
dϕN
2pi
∫ ∞
−∞
N−1∏
i=1
dϕi
2pi
∫ pi
0
N∏
j=1
λ sin θjdθj
× exp
{
iλ
N∑
k=1
cos θk (∆ϕk − h∆t)
} ∣∣∣∣∣
ϕ0=ϕN−2npi
, (4.5)
where δ, that is, ε has been put zero as can be recognized from the derivation (2.10) and
(2.13). However the expression (4.5) can be cast into another form as follows: first recall
that the starting point was given by
Z = tre−ihJ3T = lim
N→∞
∫ 2pi
0
N∏
i=1
dϕi
N∏
j=1
〈ϕj| (1− ih∆tJ3) |ϕj−1〉
∣∣∣
ϕ0=ϕN
, (4.6)
where |ϕj〉 is the periodic coherent state (2.5). Instead of the resolution of unity (2.12),
we introduce
1J =
∫ ∞
0
(2J + 1) du
(1 + u)2
2J∑
m=0
(
2J
m
)
um
(1 + u)2J
|m〉〈m| , (4.7)
which can easily be convinced through the u-integral (giving the Beta function B(m +
1, 2J −m+ 1)). Use (4.7) to find
〈ϕj | (1− ih∆tJ3) |ϕj−1〉
=
∫ ∞
0
(2J + 1) duj
2pi (1 + uj)
2
2J∑
m=0
(
2J
m
)
umj
(1 + uj)
2J 〈ϕj| (1− ih∆tJ3) |m〉〈m|ϕj−1〉 . (4.8)
Performing the uj-integrals after the substitution of (4.8) into (4.6) (and utilizing the
formula (2.7)) we of course arrived at (4.5) again. However we keep the u-integral intact
and note the binomial formula to obtain
(4.8) =
∫ ∞
0
(2J + 1) duj
2pi (1 + uj)
2 e
ihJ∆t
(
1 + uje
i∆ϕj−ih∆t
1 + uj
)2J
, (4.9)
where we have used the second relation of (2.4) and 〈ϕj |m〉 = eimϕj/
√
2pi. Therefore
Z = eihJT lim
N→∞
∫ 2pi
0
N∏
i=1
dϕi
2pi
∫ ∞
0
N∏
j=1
(2J + 1) duj
(1 + uj)
2
N∏
k=1
(
1 + uke
−ih∆t+i∆ϕk
1 + uk
)2J ∣∣∣∣∣
ϕ0=ϕN
= eihJT lim
N→∞
∫ N∏
i=1
(2J + 1) dξi
∗dξi
pi (1 + |ξi|2)2
N∏
j=1
(
1 + ξj
∗ξj−1e
−ih∆t|ξj/ξj−1|
1 + |ξj|2
)2J ∣∣∣∣∣
ξ0=ξN
, (4.10)
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where use has been made of a change of variables
ξj =
√
uje
−iϕj , (4.11)
so that the boundary condition ϕ0 = ϕN has been replaced to ξ0 = ξN . Now the final
task is to show that (4.10) is equivalent to (4.1). To this end introduce
Kx(ξ, ξ
′; ∆t) ≡
(
1 + ξ∗ξ′e−ih∆t|ξ/ξ′|x
)2J
(1 + |ξ|2)J (1 + |ξ′|2)J , (4.12)
which satisfies the kernel property:∫
dµ (ξj, ξj
∗)Kx(ξj+1, ξj; ∆t)Kx(ξj, ξj−1; ∆t) = Kx(ξj+1, ξj−1; 2∆t) . (4.13)
Note that
(4.10) = eihJT lim
N→∞
∫ N∏
i=1
dµ (ξi, ξ
∗
i )
N∏
j=1
Kx=1(ξj, ξj−1; ∆t)
∣∣∣∣∣
ξ0=ξN
. (4.14)
We now show that the quantity,
Zx ≡ eihJT lim
N→∞
∫ N∏
i=1
dµ (ξi, ξ
∗
i )
N∏
j=1
Kx(ξj , ξj−1; ∆t)
∣∣∣∣∣
ξ0=ξN
. (4.15)
is independent of x and furthermore equal to Z (4.3); since by use of (4.13),
Zx = e
ihJT lim
N→∞
∫
dµ (ξN , ξN
∗)
(
1 + ξN
∗ξ0e
−ihN∆t |ξN/ξ0|x
)2J
(1 + |ξN |2)J (1 + |ξ0|2)J
∣∣∣∣∣∣∣
ξ0=ξN
= eihJT
∫
dµ (ξ, ξ∗)
(
1 + ξ∗ξe−ihT
)2J
(1 + |ξ|2)2J
= eihJT
∫
dµ (ξ, ξ∗) 〈ξ|ξeiT 〉 = Z = (4.3) , (4.16)
where use has been made of (2.25) in the final expression. Therefore (4.10), that is, (4.14)
is equivalent to (4.3). We thus confirm a connection of two formulae: the NR and the
spin coherent state.
5. The WKB Approximation
According to the observation of the foregoing section there exists equivalence between
the two formulae of NR (4.5) and of the spin coherent state (4.1). In the latter case,
it has been shown that the WKB approximation gives the exact result[4]. While in the
former case it seems impossible for the WKB approximation in terms of p and ϕ as was
mentioned in the introduction. Therefore we start with (4.5), that is, in terms of θ and
ϕ.
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The action is read as
S = λ
N∑
k=1
cos θk (∆ϕk − h∆t) , (5.1)
and the WKB approximation is realized when λ→∞. The stationary phase condition is
given by {
sin θj (∆ϕj − h∆t) = 0 ,
cos θj+1 − cos θj = 0 ; (θN+1 ≡ θ1) . (5.2)
As was mentioned in (1.5), ∆ϕj − h∆t = 0 cannot be accepted because of the boundary
condition, ϕ0 = ϕN − 2npi. Instead solutions,{
θj = 0 ,
θj = pi ,
(5.3)
with ϕ’s being arbitrary, can be adopted.
First we consider the θ = 0 case: by putting θj → xj/
√
λ, Z(n) (4.5) becomes
Z(n)(θ = 0) ≡ ei2npiJ lim
N→∞
∫ 2(n+1)pi
2npi
dϕN
2pi
∫ ∞
−∞
N−1∏
i=1
dϕi
2pi
×
N∏
j=1
[
eiλ(∆ϕj−h∆t)
∫ ∞
0
dxj xj
{
∞∑
mj=0
(−1)mj
(2mj + 1)!
x
2mj
j
λmj
}
e−i(∆ϕj−h∆t−iε)x
2
j
/2
× exp
{
iλ (∆ϕj − h∆t)
∞∑
mj=2
(−1)mj
(2mj + 1)!
x
2mj
j
λmj
}]∣∣∣∣∣
ϕ0=ϕN−2npi
, (5.4)
where expansions with respect to xj/
√
λ have been made and ε that will be put zero
finally has been introduced in order to assure the convergence of the Gaussian integral.
However in view of the integral (A.1), Z (4.5) does belong to the class; by regarding dx
and f(x) as dθj and cos θj respectively. That is, in (4.5) the WKB approximation gives
the exact result. To see this consider the leading term of (5.4):
Z
(n)
0 (θ = 0) ≡ ei2npiJ
∫ 2(n+1)pi
2npi
dϕN
2pi
∫ ∞
−∞
N−1∏
i=1
dϕi
2pi
×
N∏
j=1
{
eiλ(∆ϕj−h∆t)
∫ ∞
0
dxj xje
− i
2
(∆ϕj−h∆t−iε)x2j
}∣∣∣∣∣
ϕ0=ϕN−2npi
= ei2npi(J+λ)−iλhT lim
N→∞
∫ 2(n+1)pi
2npi
dϕN
2pi
∫ ∞
−∞
N−1∏
i=1
dϕi
2pi
×
N∏
j=1
1
i (∆ϕj − h∆t− iε)
∣∣∣∣∣
ϕ0=ϕN−2npi
. (5.5)
Taking account of
∫ ∞
−∞
dϕj
2pii
1
∆ϕj+1 −∆t− iε
1
∆ϕj −∆t− iε =
1
ϕj+1 − ϕj−1 − 2∆t− iε , (5.6)
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we can perform the ϕ-integral to find
Z
(n)
0 (θ = 0) = e
i2npi(J+λ)−iλhT
∫ 2(n+1)pi
2npi
dϕN
2pii
1
2npi − hT
=
ei2npi(J+λ)−iλhT
i (2npi − hT ) . (5.7)
In a similar manner, the contribution from θj = pi reads
Z
(n)
0 (θ = pi) = −
ei2npi(J−λ)+iλhT
i (2npi − hT ) . (5.8)
Thus the total contribution is
ZWKB =
∞∑
n=−∞
(
Z
(n)
0 (θ = 0) + Z
(n)
0 (θ = pi)
)
=
∞∑
n=−∞
{
ei2npi(J+λ)−iλhT
i (2npi − hT ) −
ei2npi(J−λ)+iλhT
i (2npi − hT )
}
=
sin ((J + 1/2)hT )
sin (hT/2)
, (5.9)
where use has been made of the formula
∞∑
n=−∞
ei2npiε
2npi + ϕ
=
ei(1/2−ε)ϕ
2 sin ϕ
2
; (0 < ε < 1) . (5.10)
(Note that in view of (2.11), J±λ = ±1/2+mod Z.) Of course this result (5.9) coincides
with the exact result (4.4).
6. Discussion
In this paper we have clarified the relationship between the Nielsen-Rohrlich and the
spin coherent state path integral formulae for spin SU(2). In spite of a discrepancy of
the appearance there is no difference between them. Therefore the first observation, by
Nielsen and Rohrlich, that the phase space of spin was given by a punctured sphere is
not correct. Consequently the WKB approximation to the Nielsen-Rohrlich formula has
been shown to give an exact result as was done for the formula under the spin coherent
state[4].
Our discussion was made upon the trace form of the kernel; (2.22) and (2.30). It
would be better to be able to make a connection between themselves. In other words, a
direct relationship could be confirmed if some change of variables, from (θj, ϕj) to (ξ
∗
j , ξj),
would be found. Classically
ξ = eiϕ tan
θ
2
, (6.1)
is a desired relation; since by putting ∆t→ 0 naively (and h = 0) in (2.30) the exponent
reads
− 2J ξ
∗ξ˙
1 + ξ∗ξ
, (6.2)
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which becomes by means of (6.1) as
− 2J ξ
∗ξ˙
1 + ξ∗ξ
= iJ cos θ ϕ˙+ total derivatives , (6.3)
which is nothing but the exponent of (2.22). However quantum mechanically the task
is tough since relations should be dictated in terms of difference instead of differential
form. Of course a connection could be found if a case would happen to be described by
canonical transformation[8], but apparently our case is not.
Although the topology of the NR formula is not the punctured sphere, the nomencla-
ture is still captivating in order to memorize the formula (2.22): with an infinite sum as
well as the integration domain being given δ ≤ θ ≤ pi − δ. Both formulae are equivalent
so that a suitable one should be chosen in a given situation.
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Appendix
A. Some WKB Exact Integral
In this appendix we show that in some integral the stationary phase (WKB) approximation
gives the exact result: consider
I =
∫ b
a
dxf ′ (x) e−igf(x) , (A.1)
with conditions,
f ′ (a) = f ′ (b) = 0 , f ′′ (a) 6= 0 , f ′′ (b) 6= 0 , g > 0 . (A.2)
The integral, of course, can trivially be performed to be
I =
1
ig
(
e−igf(a) − e−igf(b)
)
, (A.3)
whose result, however, can be obtained also from the WKB approximation when g →∞:
let us take the case x = a. Expand all quantities around x = a by putting
x = a+
y√
g
(A.4)
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to find
I 7→ I(x = a) ≡ e−igf(a)
∫ ∞
0
dy√
g
∞∑
m=0
1
(m+ 1)!
f (m+2) (a)
(
y√
g
)m+1
exp
(
− i
2
f ′′ε (a) y
2
)
× exp

−ig
∞∑
n=0
1
(n + 3)!
f (n+3) (a)
(
y√
g
)n+3
 , (A.5)
where f ′′ε (a) ≡ f ′′(a)− iε with ε assuring the convergence of the integral. The upper limit
of the integral has been set to infinity since that was given by
√
g(b− a). (A.5) is further
rewritten to
I(x = a) = e−igf(a)
∞∑
m=0
f (m+2)(a)
(m+ 1)!
∞∑
k=0
(−i)k
k!
k∏
i=1


∞∑
ni=1
f (ni+3)(a)
(ni + 3)!


×
(
1√
g
)m+2+k+∑k
i=1
ni ∫ ∞
0
dy ym+1+3k+
∑k
i=1
nie−if
′′
ε (a)y
2/2 . (A.6)
Utilize an identity
1 =
∞∑
N=2
δ
N,m+2+k+
∑k
i=1
ni
=
∞∑
N=2
∮
dz
2pii
zm+2+k−N+
∑k
i=1
ni , (A.7)
(noting that m+ 2 + k +
∑k
i=1 ni ≥ 2) to find
I(x = a) = e−igf(a)
∞∑
N=2
(
1√
g
)N ∮ dz
2pii
{
∞∑
m=0
f (m+2)(a)
(m+ 1)!
zm+1
}
∞∑
k=0
(−i)k
k!
×
k∏
ni=0


∞∑
ni=0
f (ni+3)(a)
(ni + 3)!
zni+1


∫ ∞
0
dy yN+2k−1e−if
′′
ε (a)y
2/2
= e−igf(a)
∞∑
N=2
(
1√
g
)N ∞∑
k=0
1
k!
∮
dz
2pii
z−Nf ′(z + a) (−ih(z))k
×
∫ ∞
0
dt
2
tN/2+k−1e−if
′′
ε (a)t/2 , (A.8)
where
h (z) ≡
∞∑
n=0
1
(n + 3)!
f (n+3) (a) zn+1
=
1
z2
{
f (z + a)− f (a)− 1
2
f ′′ (a) z2
}
, (A.9)
f ′(z + a) =
∞∑
m=0
f (m+2)(a)
(m+ 1)!
zm+1 , (A.10)
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and we have made a change of variables, y 7→ t = y2, in the final expression. Taking
account of ∫ ∞
0
dt tαe−βt =
Γ (α + 1)
βα+1
, (Reβ > 0) , (A.11)
we perform the t-integral to find
I(x = a) = e−igf(a)
∞∑
N=2
(
1√
g
)N ∞∑
k=0
1
k!
(−i)k 1
2
Γ
(
N
2
+ k
)
×
(
2
if ′′ (a)
)N/2+k ∮
dz
2pii
z−N {h (z)}k
{
z2h′ (z) + 2zh (z) + zf ′′ (a)
}
=
1
2
e−igf(a)
∞∑
N=2
(
1√
g
)N
(AN +BN) , (A.12)
where we have used (A.9) and
AN ≡
∞∑
k=0
(−i)k
k!
Γ
(
N
2
+ k
)(
2
if ′′ (a)
)N/2+k∮
dz
2pii
{h(z)}k
{
1
zN−2
h′(z)+
1
zN−1
2h(z)
}
,
BN ≡
∞∑
k=0
(−i)k
k!
Γ
(
N
2
+ k
)
f ′′(a)
(
2
if ′′ (a)
)N/2+k ∮
dz
2pii
1
zN−1
{h (z)}k . (A.13)
Noting that h(z) and h′(z) are regular at z = 0 and h(0) = 0, we obtain when N = 2
A2 = 0 , B2 =
2
i
. (A.14)
But when N ≥ 3,
AN =
∞∑
k=0
(−i)k
(
2
if ′′ (a)
)N/2+k
Γ(N/2 + k) (N + 2k)
(k + 1)! (N − 2)!
(
d
dz
)N−2
{h(z)}k+1
∣∣∣∣∣
z=0
= −2
i
∞∑
k=1
(−i)k
(
2
if ′′ (a)
)N/2+k−1
Γ(N/2 + k)
k! (N − 2)!
(
d
dz
)N−2
{h(z)}k
∣∣∣∣∣
z=0
, (A.15)
where use has been made of (N+2k)Γ(N/2+k) = 2Γ(N/2+k+1) and the shift k → k−1
to the final expression. And
BN =
∞∑
k=0
(−i)k Γ
(
N
2
+ k
)
f ′′(a)
(
2
if ′′ (a)
)N/2+k
1
k! (N − 2)!
(
d
dz
)N−2
{h(z)}k
∣∣∣∣∣
z=0
=
2
i
∞∑
k=1
(−i)k
(
2
if ′′ (a)
)N/2+k−1
Γ(N/2 + k)
k! (N − 2)!
(
d
dz
)N−2
{h(z)}k
∣∣∣∣∣
z=0
, (A.16)
where k = 0 term does not have any contribution so that the sum starts from k = 1 in
the final line. Apparently
AN +BN = 0 . (A.17)
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Thus there survives only the leading order yield
I(x = a) =
1
2
e−igf(a)
(
1√
g
)2
2
i
=
1
ig
e−igf(a) . (A.18)
In a similar manner, we find I(x = b) = −e−igf(b)/ig to obtain
IWKB ≡ I(x = a) + I(x = b) = 1
ig
(
e−igf(a) − e−igf(b)
)
= (A.3) . (A.19)
Therefore the leading order of the stationary phase approximation gives the exact result.
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