This paper considers data compression of binary error diused images. The original contribution is using nonlinear lters to decode error diused images to compress them in the grayscale domain; this gives better image quality than directly compressing the binary images. Our method is of low computational complexity and can work with any halftoning algorithm.
I Introduction
Data compression improves the eciency of transmission and storage of images. Similar to [16] , this paper considers an important binary source { halftoned (binary) images. Halftoning [20] is the process of rendering grayscale (continuous tone) images so that they can be printed or displayed on bi-level output devices. Pixels are assigned to either black or white to create the illusion of continuous shades of gray.
Despite the fact that the data rate of halftoned images is already reduced over the original rate (1 bit vs. 8 or more bits per pixel), large halftoned images still require that a large amount of data be transmitted to the printer. The ensuing delays can be lessened with data compression. As we will see in Section II, lossless compression ratios obtained on our error diused images are low, which leads us to investigate lossy compression.
Lossy compression is well suited to halftoned images because some of the compression error may be masked or hidden by the halftoning process. If one has the original grayscale image from which the halftoned image is generated, then good compression results may be possible by compressing the grayscale image before it is halftoned [16] . Better results can be obtained by jointly compressing and halftoning the image [12] .
Suppose that we wish to compress an error diused image, but we do not have access to the original grayscale image from which it was derived. An investigation of applying direct vector quantization (VQ) to error diused images (to be described in Section II) led to very poor image quality at our target bit rate of 0.25 bits per pixel (bpp). Therefore, as suggested by Limb [13] , we design a decoder to map the error diused image back to the grayscale domain. We then run a VQ in the grayscale domain where good compressed image quality can be obtained at low bit rates. After rehalftoning the coded grayscale image, we obtain a high quality error diused image at a bit rate less than 1 bit per pixel.
In Section II, we review error diusion, calculate lossless compression ratios on error diused images, and present results of direct VQ of error diused images. Section III provides the details of our halftone-to-grayscale decoder. The simulation results of our new compression method are presented in Section IV and we conclude in Section V. Throughout this paper, the training sequence used consists of ve images from the University of Southern California (USC) database, and the test image is the familiar \Lenna" which is not included in the training set.
II Compression of Error Diused Images in the Binary Domain
Error diusion [20, 7] is a halftoning process that yields high image quality. The error between the input grayscale pixel and its binary output is \diused" over an area of the image by adding to the input a weighted combination of output errors from pixels above and to the left of the input pixel. This new value is then compared to a xed threshold to make the black/white decision. We use the weights used by Floyd and Steinberg in their original error diusion work [7] in our simulations.
In early work, Chao applied lossless and lossy techniques to compress halftoned images [3] . We rst investigate lossless compression since it has the advantage that the original image can be perfectly recovered from the compressed data. The original 8-bit grayscale \Lenna" image is in Figure 1 . This image is halftoned with error diusion to 1 bpp in Figure 2 . We apply two lossless techniques to this image: UNIX compress which implements adaptive Ziv-Lempel coding [23, 21] and a simple rst order arithmetic code [18, 5] . These results are summarized in Table I . Clearly lossless compression can only provide very low compression ratios on this image. As an alternative, we investigate lossy techniques.
A simple approach to lossy compression of error diused images is to apply VQ directly to the binary data. We design a binary codebook by running the generalized Lloyd algorithm (GLA) [14] with the Hamming distortion criterion or equivalently, the mean-squared error. We rst error diuse the USC database and then design a size 16 codebook with a vector dimension 4 2 4 for a bit rate of 0.25 bpp. The error diused Lenna compressed to 0.25 bpp is in Figure 3 and clearly has very poor image quality. As shown in Figure 4 , the image quality was also low at 0.5 bpp (size 256 codebook).
III Nonlinear Decoder
Typically, much better image quality is obtained when compressing grayscale images than we obtained by directly compressing binary images. This may be due to the constraint of requiring binary output codewords from the GLA. We thus consider \decoding" error diused images so that they can be compressed in the grayscale domain. Given an error diused binary image, how can we obtain a reasonable version of the grayscale image from which it was generated?
Converting error diusion to grayscale is similar to designing a decoder in Sigma-Delta (61) modulation [9] , a technique for oversampled analog-to-digital conversion. Error diusion can be viewed as a form of two-dimensional 61 modulation [2] . Typically, to decode 61 output, the approximation to the continuous input is taken as the average of the binary output over an interval of the length of the oversampling ratio used to sample the input data. Further, humans perceive the illusion of continuous shades of gray via a local spatial average over an area of binary patterns in the halftoned image. These imply that the grayscale image can be reconstructed by applying a low pass lter to the halftoned image. However, conventional linear low pass ltering usually does not achieve subjectively pleasing and sharp reconstructed grayscale images [1] . Instead, we implement a simple nonlinear decoder for the error diused images based on a table lookup as suggested by Gersho [8] and Hein et al. [10] .
We wish to build the lookup table for the binary-to-grayscale correspondence between the input halftoned and output grayscale images. We do this using empirical data in a Monte Carlo approach that is similar to standard VQ design. First, we generate a binary training sequence by halftoning each training image in the grayscale training set. As depicted in Figure 5 , we use a 3 2 where b i is the binary value of pixel i. For each index (323 block), we calculate an output grayscale value for the central pixel of the block. From all occurrences of a given block in the binary training sequence, the output is simply the expected value of the center pixel g in the corresponding blocks in the grayscale training sequence [19] . A similar scheme based on a 3 2 3 block to reconstruct halftoned images was rst used by Netravali and Bowen on ordered dithered images [15] . Once the table has been built, we reconstruct the grayscale image from its halftoned version based on the binary-to-grayscale correspondence. Finally, we low pass lter the reconstructed grayscale image to smooth it.
The PSNR, dened as:
(X ij are the input pixels andX ij are the output pixels) between the original grayscale Lenna and the reconstructed grayscale Lenna with dierent mask and table sizes is listed in Table II . The quantities are surprisingly high given that the image input to the decoder is binary. Because the PSNR increases only slightly with table size while the computational complexity increases exponentially, we only present compression results for the 3 2 3 mask ( Figure 6 ). Compared to methods based on Projection onto Convex Sets as described in [1, 6, 22, 11] , this method is simple to understand and is of low computational complexity.
IV Compression of Error Diused Images in the Grayscale Domain
In this section, we apply predictive pruned tree-structured vector quantization (PTSVQ) [4, 17] to compress grayscale images reconstructed from error diusion. PTSVQ is a low complexity, variable rate technique that typically provides lower distortion than is given by standard full search VQ.
Complete details of the pruning algorithm can be found in [4] . We implement predictive PTSVQ with a fth order predictor as described in [17] . We rst form a residual training sequence as the dierence between an original training sequence and a training sequence of predicted images. Then we design a complete tree of depth 9 for a vector dimension of 16. Next, we prune the tree, select the pruned subtree for the target average bit rate of 0.25 bpp, and compress the test grayscale image decoded from error diusion in Figure 6 . We produce a compressed grayscale image at 0.264 bpp (not shown here). We apply error diusion to this image and produce a compressed error diused image which appears in Figure 7 . This image requires only 1 4 the storage space of the original error diused image. While there is some noticeable degradation in the area of the feathers of the hat, the overall quality is still very close to that of the original (Compare Figures 2 and 7) .
V Conclusion
Lossless compression of error diused images gave very low compression ratios and direct VQ of error diused images did not provide high quality compressed images. Therefore, we introduced a simple table-lookup method that can be interpreted as a nonlinear decoder to convert error diused images back to the grayscale domain. Good results are obtained at a 4 : 1 compression ratio using this decoding algorithm and predictive PTSVQ. The compressed image would be transmitted to the printer where it would be decompressed and rehalftoned. 
