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Abstract: Inertial measurement units are commonly used in a growing number of application
fields to track or capture motions of kinematic chains, such as human limbs, exoskeletons or
robotic actuators. A major challenge is the presence of magnetic disturbances that result in
unreliable magnetometer readings. Recent research revealed that this problem can be overcome
by exploitation of kinematic constraints. While typically each segment of the kinematic chain is
equipped with an IMU, a novel approach called sparse inertial motion tracking aims at infering
the complete motion states from measurements of a reduced set of sensors. In the present
contribution, we combine the magnetometer-free and the sparse approach for real-time motion
tracking of double-hinge joint systems with non-parallel joint axes. Analyzing the observability
of the system, we find a condition which assures that the relative orientations between all
segments are uniquely determined by a kinematic constraint, which contains only the gyroscope
readings. Furthermore, we propose a moving-horizon estimator and validate it in a simulation
study of three movements with different degrees of excitation. The results of this study confirm
all theoretical conjectures and demonstrate that magnetometer-free sparse inertial real-time
motion tracking is feasible under precise and simple excitation conditions.
Keywords: Observability, motion estimation, inertial sensors, sensor networks, moving horizon
estimation, kinematic constraints, nonlinear systems
1. INTRODUCTION
Inertial measurement units (IMUs) are used in several
application domains mainly for the purpose of localiza-
tion, motion capture and real-time motion tracking. The
object of interest often consists of multiple segments that
are connected by joints and form a kinematic chain, for
example human limbs or robot manipulators. Especially
in health applications, wearable IMUs are commonly used
nowadays (Wong et al., 2015; Buke et al., 2015).
Typically, one IMU is attached to each segment of the
kinematic chain (Kok et al., 2014; Miezal et al., 2016)
to be analyzed. However, hardware cost, unobtrusiveness
and donning time could be improved if the motion of all
segments could be captured or tracked without equipping
all segments with an IMU. This approach to use a reduced
number of sensors is known as sparse inertial motion
tracking. In von Marcard et al. (2017) only 6 IMUs are
used to capture arm, leg, trunk and head movements. They
use an offline optimization framework to fit sequences
of orientation and acceleration data to the pose of a
statistical body model. Another example is Huang et al.
(2018) where a deep neural network is used for real-time
estimation of the body pose from the measurements of,
again, only 6 IMUs. Both works use an extensive model to
overcome the ambiguity that multiple poses generate the
same sensor readings, but they do not provide an analysis
of the question under which circumstances or conditions
it is possible to uniquely determine the motion states.
Finally, both methods rely on magnetometer readings.
A major problem in inertial motion tracking is the pres-
ence of distortions and disturbances of the local mag-
netic field, which occur near ferro-magnetic material or
electronic devices and especially in indoor environments.
This means that, in any of the mentioned circumstances,
the heading information, i.e. the orientation around the
vertical axis, cannot be reliably inferred from the magne-
tometer readings. While the absolute heading of the entire
kinematic chain is often less relevant or simply known by
construction, the relative heading between the segments is
crucial for determining the pose of the kinematic chain as
well as relative motion parameters such as joint angles.
Researchers have proposed several approaches that infer
the missing relative heading information by exploiting
kinematic constraints in different types of joints and kine-
matic chains. In Laidig et al. (2017b) a quaternion-based
method is proposed to determine the joint angle of a
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hinge joint in real time. The approach does not rely on
magnetometer readings and is evaluated by simulation.
A similar method for the case of 2D-joints is proposed
and evaluated experimentally in Laidig et al. (2019). An
offline optimization-based approach to magnetometer-free
inertial motion capture is presented and used to estimate
the pose of the lower body in Kok et al. (2014). While
all authors agree that some minimum level of excitation
must be present or remaining near singular poses should
be avoided, none of these works provides precise conditions
that the movement must fulfill to assure that the motion
states can be determined uniquely from the measurements
and constraints.
Exploiting kinematic constraints to track the motion states
in real time typically requires a method for solving a
constrained optimization problem at runtime. A rather
powerful tool, which has not been used very frequently
for inertial motion tracking, is Moving Horizon Estimation
(MHE). MHE can be applied to non-linear systems, and
it can handle different kinds of constraints including state
constraints. In the past, MHE has been used successfully
to estimate the position, velocity and orientation of an
airplane from a global navigation satellite system receiver
and an IMU (Girrbach et al., 2017).
To the best of our knowledge there is no previous work that
achieves sparse and magnetometer-free inertial motion
tracking and no previous work that investigates conditions
on the motion that assure observability in magnetometer-
free or sparse inertial motion tracking. We consider double-
hinge joint systems with non-parallel axes, propose a state
space model and investigate conditions for observability
of the motion states given sparse gyroscope readings.
Furthermore, we propose a MHE method that solves the
online estimation problem. It is tested in a simulation
study for three motion scenarios with different levels of
excitation.
2. SYSTEM MODEL
2.1 Kinematic Model
Consider a kinematic chain consisting of three segments
(segment i, segment j and segment k) connected in series
by hinge joints. Let the middle segment of the chain be
segment j, which is connected to segment i via the joint
axis li and to segment k via the joint axis lk. Consider the
case in which the two joint axes li and lk are non-parallel.
Fig. 1 shows two examples of such a kinematic chain. Note
that the described structure could also be a part of a longer
kinematic chain.
An IMU is attached to each of the outer segments (segment
i and segment k). Without loss of generality, the coordinate
systems of the sensor and the corresponding segment are
assumed to be identical. There exist a number of methods
for aligning the coordinate system of a segment with the
coordinate system of the attached IMU, see e.g. Laidig
et al. (2017a); Taetz et al. (2016); Kok et al. (2014);
Olsson et al. (2019); Graurock et al. (2016). Henceforth
the coordinate system of the segment is referred to as
the b-frame (body-frame), e.g. the b-frame of segment i is
denoted by bi. The coordinates of the joint axes expressed
in the b-frames of the adjacent segments are denoted by
xr
yr
zr
xj
yj
zj
segment j
li
xk
yk
zk
segment k
lk
xi
yi
zi
segment i
Fig. 1. Two examples of a kinematic chain consisting of
three segments (i, j and k) connected in series by two
hinge joints with non-parallel joint axes li and lk.
lbii , l
bj
i , l
bj
k and l
bk
k . These parameters are considered to
be known. The motion of the kinematic chain is fully
determined by the translational motion of segment j in
some inertial reference frame, henceforth referred to as r-
frame, and by the rotations of the three segments with
respect to that same reference frame. In the following,
we let the translation be arbitrary and only consider the
rotational motion. The orientations of all three segments
are parametrized by rotation matrices Rrbi , R
r
bj
and Rrbk ,
but all arguments and results hold likewise for quaternion
representations.
Since the segments are connected by hinge joints, the
movement of the three segments is constrained. This can
be described by the following two constraints:
Rrbil
bi
i = R
r
bjl
bj
i , (1a)
Rrbjl
bj
k = R
r
bk
lbkk . (1b)
The constraints (1) can be interpreted in the following
way: The coordinates of the joint axis (expressed in their
corresponding b-frame) must be identical when they are
transformed into the same frame. Here they are both
transformed into the r-frame. Furthermore, it has been
shown that the following constraint can be exploited for
the case of 2D-joints (Laidig et al., 2017a):
ωri
ᵀ
(
Rrbil
bi
i ×Rrbklbkk
)
= ωrk
ᵀ
(
Rrbil
bi
i ×Rrbklbkk
)
︸ ︷︷ ︸
lr⊥
, (2)
where ωri and ω
r
k denote the angular velocities of segments
i and k, respectively, both expressed in the r-frame. The
constraint (2) describes that the projection of the angular
velocity onto the axis l⊥, which is perpendicular to both
joint axes, has to be equal for segment i and segment k.
Note that there are no limitations regarding the range
of motion of the joints which would lead to additional
constraints but would also be more restrictive.
2.2 Measurement Model
Consider only the gyroscope readings of the IMUs, i.e. the
measurements ybii,ω and y
bk
k,ω of the angular velocities ω
bi
i
and ωbkk of the segments i and k:
ybii,ω = ω
bi
i + b
bi
i,ω + e
bi
i,ω, (3a)
ybkk,ω = ω
bk
k + b
bk
k,ω + e
bk
k,ω. (3b)
The measurements are corrupted by a bias error bbω and
measurement noise ebω. For the theoretical analysis, the
sensors are considered to be ideal in the sense that bbω and
ebω are zero. In the simulation study, non-zero biases and
measurement noise will be considered.
3. OBSERVABILITY ANALYSIS
In this section, we investigate under which conditions on a
movement of the kinematic chain it is possible to uniquely
determine the orientations of the three segments given
the inertial measurements of the outer segments. To this
end, we describe the rotational motion of the system by a
state space model, introduce the concept of instantaneous
observability under partially unknown input and study
conditions that assure this property.
3.1 System Dynamics
We model the dynamics of the orientation of the three
segments as (Kok et al., 2017)
R˙rbi = R
r
bi
[
ybii,ω
]
×
, (4a)
R˙rbj = R
r
bj
[
y
bj
j,ω
]
×
, (4b)
R˙rbk = R
r
bk
[
ybkk,ω
]
×
. (4c)
Here,
[
ybω
]
× is a skew-symmetric matrix which represents
the cross product matrix of the angular velocity ybω. While
ybii,ω and y
bk
k,ω are known measurements, segment k is not
equipped with an IMU and y
bj
j,ω is thus unknown for all
time instances. The constraints (1) and (2) are formulated
as virtual system outputs
y1 = R
r
bil
bi
i −Rrbjl
bj
i , (5a)
y2 = R
r
bjl
bj
k −Rrbklbkk , (5b)
y3 =
(
Rrbiy
bi
i,ω −Rrbkybkk,ω
)ᵀ (
Rrbil
bi
i ×Rrbklbkk
)
, (5c)
all of which are known to be constantly zero.
3.2 Conditions on the movement of the kinematic chain
for observability of the orientations
In the literature, there exist different notions of observ-
ability for nonlinear systems. One that seems particu-
larly useful for our purpose is called local observability by
G. Besanc¸on (Besanc¸on, 2007). Here, the notion of local
means that it is possible to determine the states from the
measurements and inputs of an arbitrary small time frame.
On that basis we define an observability property called
instantaneous observability under partially unknown input.
Consider a general nonlinear system of the form
x˙ = f(x(t), u(t)),
[y1, y2, . . . , yp]
ᵀ
= y = h(x(t), u¯(t)),
(6)
where x ∈ Rn denotes the state vector and y ∈ Rp the
vector of the measurements. Futhermore, u ∈ Rm denotes
the vector of the inputs and u¯ the subset of u that contains
the known inputs. Given p orders N1, N2, . . . , Np ≥ 0 with
Nˆ :=
∑p
i=1 (Ni + 1), a time instant t and some known
input u¯(t), define the mapping Φu¯,N1,...,Np : Rn → RNˆ by
Φu¯,N1,...,Np (x(t)) :=

[y1(t), y˙1(t), . . . , y
(N1)
1 (t)]
ᵀ
[y2(t), y˙2(t), . . . , y
(N2)
2 (t)]
ᵀ
...
[yp(t), y˙p(t), . . . , y
(Np)
p (t)]
ᵀ
 , (7)
where y(N) denotes the N -th time-derivative of y and
all orders N1, N2, . . . , Np must be chosen such that the
mapping does not depend on any of the unknown inputs.
Definition 1. For a given known input u¯ at time t, the sys-
tem (6) is called instantaneously observable under partially
unknown input if there exist N1, N2, . . . , Np ≥ 0 such that
the mapping Φu¯,N1,...,Np (x(t)) is injective, i.e. there are
no two points in state space that yield the same vector of
output derivatives.
Note that this definition describes the ideal case in which
all states can be inferred. For magnetometer-free inertial
motion tracking, it is well known that the overall heading
of the entire kinematic chain cannot be determined, since
the horizontal axes of the inertial frame of reference point
into arbitrary directions. However, the magnetometer-
free motion tracking problem becomes well posed if the
orientation of one of the outer segments is assumed to
be known, which is equivalent to choosing a specific
reference frame. In that case, the task is to determine the
orientations of all remaining segments.
Theorem 2. The system (4), (5) is instantaneously observ-
able under partially unknown input for any time instant t
for which the following two conditions hold:
(1) The orientation of segment i or segment k is known.
(2) The angular velocity of segment j is neither parallel
to the axis l⊥ nor perpendicular to it.
The proof is given in Appendix A.
Note that the constraints (5), which serve as virtual
outputs of the system (4), do not contain the unknown
gyroscope measurements y
bj
j,ω of segment j.
Corollary 3. If we are only interested in the relative orien-
tations between all segments, we can choose any arbitrary
orientation for one of the outer segments and then apply
Theorem 2. This implies that, if none of the orientation
are known, then it is still possible to determine the relative
orientation between the three segments.
Remark 4. It follows from the proof that if the angular
velocity of segment j is constantly perpendicular to l⊥,
then all higher derivatives of the constraint (5c) are also
0. This represents a degenerate case that corresponds
to the degenerate case of Lemma 6, and the (relative)
orientations are not unique in the defined sense.
Remark 5. Note that all results hold independent of the
translational motion of the middle segment. Only the ro-
tational motion of the segments influences the considered
observability properties.
4. MHE FORMULATION
In the previous chapter we showed under which conditions
on the movement of the kinematic chain there exists
only one unique motion state that fulfills the constraints.
We now propose a MHE approach that can be used to
determine the motion states from the gyroscope readings
and the kinematic constraints.
The MHE implementation is based on the python-based
do-mpc framework (Lucia et al., 2017), which allows mod-
ularized implementation and testing support for optimal
control schemes based on Model Predictive Control ap-
proaches. Furthermore, the framework CasADi (Anders-
son et al., 2019) in combination with IPOPT (Wa¨chter and
Biegler, 2006) is used to solve the non-linear optimization
problem and as linear solver ma27 from HSL (HSL, 2007)
is used.
To obtain an efficient implementation of the MHE, unit
quaternions (denoted by q) are used to parametrize ori-
entations. The symbol ⊗ is used to denote the quaternion
multiplication. The transformation of a measurement o
from the body frame into the navigation frame is defined
in the following way:
or =
[
ob
]
qr
b
(t)
= qrb ⊗
[
0
ob
]
⊗ (qrb)? ,
where (q)
?
denotes the conjugate of a quaternion. Further-
more, the mapping from an angular velocity ω to a unit
quaternion q is defined by
q (ω) =
 cos(α2 )
ωˆ sin
(α
2
) , α = ‖ω‖2
Ts
, ωˆ =
ω
‖ω‖2
,
where Ts denotes the sample time.
Optimization Problem The optimization problem that
the MHE solves at every sampling instant is given by
argmin
x(ts:te),u(ts:te)
a(x(ts), u(ts)) +
te∑
t=ts
s(x(t), u(t))
subject to x (t+ 1) = f (x (t) , u (t)) ,∥∥qrbi (t)∥∥2 = 1,∥∥∥qrbj (t)∥∥∥
2
= 1,∥∥qrbk (t)∥∥2 = 1,
(8)
where t is an integer-valued time variable, ts denotes the
first time instance of the current time interval and te the
last one. We obtain the discrete-time dynamics described
by equation (9) if we apply Euler discretization to the
continuous-time dynamics (4) with unit quaternions as
orientation parameters (Kok et al., 2017).
f (x (t) , u (t)) =

qrbi(t)⊗ q
(
ybii,ω(t)
)
qrbj(t)⊗ q
(
y
bj
j,ω(t)
)
qrbk(t)⊗ q
(
ybkk,ω(t)
)
 (9)
The state vector x and the input vector u of the system
are
x =
[
qrbi
ᵀ qrbj
ᵀ qrbk
ᵀ]ᵀ
, (10a)
u =
[
ybii,ω
ᵀ
y
bj
j,ω
ᵀ
ybkk,ω
ᵀ]ᵀ
, (10b)
and the stage cost s and the arrival cost a are
s = c1(t)
ᵀWc1c1(t) + c2(t)
ᵀWc2c2(t) + wc3c
2
3
+
(
y
bi
i,ω(t)− y˜
bi
i,ω(t)
)ᵀ
W
y
bi
i,ω
(
y
bi
i,ω(t)− y˜
bi
i,ω(t)
)
+
(
y
bk
k,ω
(t)− y˜bk
k,ω
(t)
)ᵀ
W
y
bk
k,ω
(
y
bk
k,ω
(t)− y˜bk
k,ω
(t)
)
, (11a)
a = (x(ts)− xpre(ts))ᵀWa (x(ts)− xpre(ts)) , (11b)
where c1, c2 and c3 are the output constraints
c1(t) =
[
lbii
]
qr
bi
(t)
−
[
l
bj
i
]
qr
bj
(t)
, (12a)
c2(t) =
[
l
bj
k
]
qr
bj
(t)
−
[
lbkk
]
qr
bk
(t)
, (12b)
c3(t) =
([
ybii,ω(t)
]
qr
bi
(t)
−
[
ybkk,ω(t)
]
qr
bk
(t)
)ᵀ
([
lbii
]
qr
bi
(t)
×
[
lbkk
]
qr
bk
(t)
)
. (12c)
Furthermore, y˜ω denotes the sensor readings and xpre(ts)
the state estimate obtained by the previous MHE step at
time ts.
Parameters A sample time of Ts = 0.01 s is used, the
estimation horizon H = te − ts is 75 samples, and the
following weights are used:
Wc1 = 2.5 · 103I3, Wc2 = 2.5 · 103I3,
wc3 = 1.25 · 104, Wa = 2 · 103I12,
W
y
bi
i,ω
=
360
2pi
I3,Wybk
k,ω
=
360
2pi
I3,
(13)
where Im denotes the identity matrix of size m. The
weights and the estimation horizon were tuned via sim-
ulation analysis.
5. SIMULATION
We now use the proposed MHE to estimate the motion
states for different types of movements and investigate
whether the simulation results agree with the theoretical
results. For each movement we estimate the states in
two different modes: first with the knowledge of the true
orientation of segment i and then again without any a-
priori knowledge of any of the orientations. The first mode
(m1) aims at confirming Theorem 2, while the second
mode (m2) one aims at confirming Corollary 3.
5.1 Kinematic Chain and Measurements
We simulate three segments with a length of 4 cm where
the joint(s) are located at the end(s) of the segment. The
IMUs at segment i and segment k have a distance of 2 cm
to the corresponding joint axis and the coordinates of the
joint axes are:
lbii = [1 0 0]
ᵀ
, l
bj
i = [1 0 0]
ᵀ
lbkk = [1 0 0]
ᵀ
, l
bj
k =
[
1√
2
1√
2
0
]ᵀ (14)
The measurement noise of the sensors is set to
e
bi
i,ω ∼ N
(
0, 1
[ ◦
s
])
, e
bk
k,ω
∼ N
(
0, 1
[ ◦
s
])
, (15)
and we simulate a bias error of
bbii,ω = [0.2 −0.2 0.2]ᵀ
[◦
s
]
, (16a)
bbkk,ω = [0.2 0.2 −0.2]ᵀ
[◦
s
]
. (16b)
5.2 Definition of the Movements of the Kinematic Chain
Non-observable Movement (no-M): The segment j only
rotates around the joint axis l
bj
i and the position of
segment j changes arbitrarily. Segment i and segment k
rotate arbitrarily around their corresponding joint axis.
!
[/ =
s]
0
40
80 6!l?
6!l 6?
t [s]
0 5 10 15
!
[/ =
s]
-50
0
50 6!li
6!lk
Fig. 2. Angular velocities ω
bj
l⊥ , ω
bj
l6⊥ , ω
bi
li
and ωbklk projected
onto their corresponding axis for the non-observable
movement.
Fig. 2 shows the projections ω˘l⊥ , ω˘l 6⊥ , ω˘li and ω˘lk of
the angular velocities ω
bj
l⊥ , ω
bj
l 6⊥ , ω
bi
li
and ωbklk onto their
corresponding axis. Notice that ω˘l⊥ is constantly zero.
Minimal-observable Movement (mo-M): Segment j ro-
tates with constant angular velocity around the axis[
0
1
2
√
3
2
]ᵀ
which is non-parallel to all three axis li, lk
and l⊥. The position of segment j is constant just like the
joint angles between segment i and segment k.
!
[/ =
s]
0
40
80 6!l?
6!l 6?
t [s]
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s]
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Fig. 3. Angular velocities ω
bj
l⊥ , ω
bj
l6⊥ , ω
bi
li
and ωbklk pro-
jected onto their corresponding axis for the minimal-
observable movement.
Notice that ω˘l⊥ and ω˘l 6⊥ are non-zero for all time instances.
Random Movement (rd-M): The orientation and the
position of segment j change arbitrarily. Segment i and
segment k rotate arbitrarily around their corresponding
joint axis.
Notice that ω˘l⊥ and ω˘l6⊥ are non-zero for almost all time
instances.
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Fig. 4. Angular velocities ω
bj
l⊥ , ω
bj
l 6⊥ , ω
bi
li
and ωbklk projected
onto their corresponding axis for the random move-
ment.
5.3 Results
We compare the orientations estimated by the MHE to the
true known orientations of the segments. To quantify the
disagreement between a true and an estimated orientation,
we use a metric called angular distance defined in Hartley
et al. (2013). It quantifies the smallest angle by which an
orientation must be rotated to become identical to another
orientation. We determine this orientation error for the
relative orientation between segment i and j as well as for
the relative orientation between j and k, and we denote
these errors ϕjierr and ϕ
ki
err. If both errors are close to zero,
then all orientations are well estimated and observability
is confirmed in the sense of Theorem 2 and in the sense of
Corollary 3.
We determine both errors for all three motions (no-M,
mo-M, rd-M) and both estimation modes (m1, m2). As
expected, modes m1 and m2 yield equivalent results for
all motions. Therefore, we only present results for the
mode m2, in which none of the orientations is known
a-priori. Fig. 5 and Fig. 6 show the relative orientation
errors ϕjierr and ϕ
ki
err plotted over time. For the minimal-
'j
i j;e
rr
[/ ]
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mo-M
rd-M
t [s]
0 5 10 15
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i j;e
rr
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0
2
4
Fig. 5. Relative orientation error ϕjierr between the ori-
entation qrbi of segment i and the orientation q
r
bj
of
segment j.
observable and the random movement, the relative orien-
tation errors decrease rapidly to less than 4◦. This agrees
with Theorem 2, because for both movements the angular
velocities ω˘l⊥ and ω˘l6⊥ are non-zero for almost all time
instances, which implies that the relative orientations are
instantaneously observable under partially unknown input
for almost all time instances. For the non-observable move-
ment, the relative orientation errors remain as large as 45◦
and drift over time, i.e. the relative orientations qbibj and
qbibk do not converge to the true relative orientations. This
result is in agreement with Remark 4, because the angular
'k
i er
r[/
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]
0
2
4
Fig. 6. Relative orientation error ϕkierr between the orien-
tation qrbi of segment i and the orientation q
r
bk
of
segment k.
velocity ω˘l⊥ is constantly zero, which implies that the
relative orientations are not instantaneously observable
under partially unknown input.
6. CONCLUSION
We considered the task of inertial real-time motion track-
ing of kinematic joints and addressed two major chal-
lenges simultaneously: using a sparse sensor setup and
avoiding magnetometer readings. Nonlinear kinematic
joint constraints were exploited to overcome these chal-
lenges. While previous research on constraint-exploiting
approaches commonly states that “sufficient and persis-
tent excitation of the degrees of freedom of the joints” is
required, we thoroughly analyzed what this means. For
a double-hinge joint system, we proposed simple criteria
which assure that the rotational motion states are observ-
able from sparse and magnetometer-free inertial measure-
ments.
Furthermore, we proposed a moving-horizon estimation
approach that was validated in a simulation study for three
motions with different levels and qualities of excitation. All
simulation results were in agreement with the theoretical
conjectures. It was demonstrated that motions with strong
excitation of many degrees of freedom of a kinematic chain
might nevertheless lead to unobservable orientations, while
some motions that excite only very few degrees of freedom
might lead to instantaneous observability and to small esti-
mation errors even in the presence of bias and noise errors.
This emphasizes the value of precise observability condi-
tions over general demands for “sufficient excitation”.
All results apply likewise to joints with two rotational
degrees of freedom, such as the human elbow or ankle joint,
since they can be seen as double-hinge joints with short (or
even zero-length) middle segments. Future research will
aim at experimental validation and at transferring the new
approach to additional constraints and other joint types
and combinations.
Future work might focus on the observability analysis of
the case of parallel joint axes or different joint systems.
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Appendix A. PROOF OF THEOREM 2
The following lemma, which is based on Lerner (1978), will
be used in the proof.
Lemma 6. If v and w are two non-parallel vectors in R3,
then there exists only one unique orientation Rfg that
fulfills vf = Rfgv
g and wf = Rfgw
g. If v and w are parallel,
infinitely many such rotation matrices exist.
Proof. As a first step we show that there exist a mapping
(7) that does not contain the unknown input y
bj
j,ω. For
y1 and y2 we choose an order of zero and for y3 we also
consider it’s first derivative. The derivative of y3 yields
y˙3 =
d
dt
((
Rrbiy
bi
i,ω −Rrbky
bk
k,ω
)ᵀ (
Rrbi l
bi
i ×Rrbk l
bk
k
))
(A.1a)
=
(
Rrbi y˙
bi
i,ω −Rrbk y˙
bk
k,ω
)ᵀ (
Rrbi l
bi
i ×Rrbk l
bk
k
)
+
(
Rrbiy
bi
i,ω −Rrbky
bk
k,ω
)ᵀ(
Rrbi
[
y
bi
i,ω
]
× l
bi
i ×Rrbk l
bk
k
+Rrbi l
bi
i ×Rrbk
[
y
bk
k,ω
]
× l
bk
k
)
,
(A.1b)
which shows that the chosen mapping does not contain
the unknown input y
bj
j,ω.
Now we proof that the orientations Rrbi and R
r
bk
are
uniquely defined by the system of equations y3 = 0 and
y˙3 = 0 if the stated conditions in Theorem 2 are fulfilled.
Partition the angular velocities of segment i and segment k
into the angular velocity y
bj
j,ω of segment j and the change
of the corresponding joint angle ωbili /ω
bk
lk
:
ybii,ω = R
bi
bj
y
bj
j,ω + y
bi
i,ω −Rbibjy
bj
j,ω︸ ︷︷ ︸
ω
bi
li
, (A.2a)
ybkk,ω = R
bk
bj
y
bj
j,ω + y
bk
k,ω −Rbkbj y
bj
j,ω︸ ︷︷ ︸
ω
bk
lk
. (A.2b)
Further partition the angular velocity of segment j into the
portion ω
bj
l⊥ around the axis l⊥ and the residue ω
bj
l 6⊥
y
bj
j,ω =
ω
bj
l⊥︷ ︸︸ ︷
y
bj
j,ω
ᵀ
l
bj
⊥ l
bj
⊥ +y
bj
j,ω − ybjj,ω
ᵀ
l
bj
⊥ l
bj
⊥︸ ︷︷ ︸
ω
bj
l6⊥
, (A.3)
where l
bj
⊥ =
l
bj
i
×lbj
k∥∥∥lbji ×lbjk ∥∥∥
2
.
If we now apply the two partitionings (A.2) and (A.3) to
the constraint (5c) and cancel every portion of the angular
velocity which is perpendicular to the axis l⊥, we end up
with equation
y3 =
(
RrbiR
bi
bj
ω
bj
l⊥ −RrbkRbkbj ω
bj
l⊥︸ ︷︷ ︸
Ω
)ᵀ
lr⊥ = 0 (A.4)
The scalar product of two parallel vectors can only be zero
if one of the vectors is zero. The second argument of the
scalar product is by definition unequal to zero, hence Ω
must be zero to guarantee that y3 is zero.
y˙3 =
[
d
dt
Ω
]ᵀ
lr⊥ + Ω
ᵀ
[
d
dt
lr⊥
]
= 0 (A.5)
We conclude that y3 = y˙3 = 0 implies Ω =
d
dtΩ = 0.
The derivative of Ω yields:
d
dt
Ω =
d
dt
(
RrbiR
bi
bj
ω
bj
l⊥
−RrbkR
bk
bj
ω
bj
l⊥
)
(A.6a)
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=
(
Rrbi
[
y
bi
i,ω
]
×R
bi
bj
ω
bj
l⊥
+Rrbi
(
−
[
y
bi
i,ω
]
×R
bi
bj
+R
bi
bj
[
y
bj
j,ω
]
×
)
ω
bj
l⊥
)
−
(
Rrbk
[
y
bk
k,ω
]
×R
bk
bj
ω
bj
l⊥
+Rrbk
(
−
[
y
bk
k,ω
]
×R
bk
bj
+R
bk
bj
[
y
bj
j,ω
]
×
)
ω
bj
l⊥
)
(A.6c)
=
(
Rrbi
[
R
bi
bj
y
bj
j,ω + y
bi
i,ω −R
bi
bj
y
bj
j,ω
]
×
R
bi
bj
ω
bj
l⊥
+Rrbi
(
−
[
y
bi
i,ω
]
×R
bi
bj
+R
bi
bj
[
y
bj
j,ω
]
×
)
ω
bj
l⊥
)
−
(
Rrbk
[
R
bk
bj
y
bj
j,ω + y
bk
k,ω
−Rbk
bj
y
bj
j,ω
]
×
R
bk
bj
ω
bj
l⊥
+Rrbk
(
−
[
y
bk
k,ω
]
×R
bk
bj
+R
bk
bj
[
y
bj
j,ω
]
×
)
ω
bj
l⊥
)
(A.6d)
= RrbiR
bi
bj
[
ω
bj
l6⊥
]
×
ω
bj
l⊥
−RrbkR
bk
bj
[
ω
bj
l6⊥
]
×
ω
bj
l⊥
. (A.6e)
Here, we used the state dynamics (4) to advance from
(A.6b) to (A.6c), the partitioning (A.2) to advance from
(A.6c) to (A.6d) and the partitioning (A.3) to turn (A.6d)
into (A.6e).
Therefore, Ω = 0 and ddtΩ = 0 form the following system
of equations:
vbi︷ ︸︸ ︷
Rbibjω
bj
l⊥ =R
bi
bk
vbk︷ ︸︸ ︷
Rbkbj ω
bj
l⊥ (A.7a)
Rbibj
(
ω
bj
l 6⊥ × ω
bj
l⊥
)
︸ ︷︷ ︸
wbi
=Rbibk R
bk
bj
(
ω
bj
l 6⊥ × ω
bj
l⊥
)
︸ ︷︷ ︸
wbk
(A.7b)
Applying Lemma 6 to (A.7) allows us to state the
following. There exists only one unique orientation Rbibk
that fulfills (A.7) if the vectors v and w are linearly
independent. Hence the following two conditions need to
be fulfilled:
• The angular velocity ωbjl⊥ of segment j around the axis
l⊥ is unequal to zero.
• The residue ωbjl 6⊥ of the angular velocity of segment j
is unequal to zero.
Since every solution of y3 = y˙3 = 0 must be a solution
of (A.7), there exists only one unique relative orientation
Rbibk that fulfills y3 = y˙3 = 0 if the stated conditions are
fulfilled.
If additionally one of the orientations Rrbi and R
r
bk
is
known, the other can be determined using the relative
orientation Rbibk .
If the orientations of segment i and segment k are known
Lemma 6 can be applied to y1 = y2 = 0 to proof that
the orientation Rrbj is uniquely defined by the system of
equations y1 = 0 and y2 = 0.
Hence the mapping is injective. 2
