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A HIGHER RANK EULER SYSTEM FOR THE MULTIPLICATIVE GROUP
OVER A TOTALLY REAL FIELD
RYOTARO SAKAMOTO
Abstract. In this paper, we construct a higher rank Euler system for the multiplicative
group over a totally real field by using the Iwasawa main conjecture proved by Wiles. A key
ingredient of the construction is to generalize the notion of the characteristic ideal. Under
certain technical assumptions, we prove that all higher Fitting ideals of a certain p-ramified
Iwasawa module are described by analytic invariants canonically associated with Stickelberger
elements.
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1. Introduction
Euler systems were introduced by Kolyvagin in order to study the structure of Selmer groups
of elliptic curves. The theory of Euler systems has been playing a crucial role in studying the
arithmetic of global Galois representations. However, there are very few known examples of
Euler systems (see [18, 22, 23, 24, 32]).
1
2In the paper [29], Perrin-Riou introduced the notion of higher rank Euler systems. However, at
the present moment, we know an example of a higher rank Euler system only in the GL2×GL2-
case (see [9, 10, 11]). In this paper, we construct a higher rank Euler system for the multiplicative
group over a totally real field by using the classical Iwasawa main conjecture for totally real fields
proved by Wiles in [36].
Remark 1.1. The definition of higher rank Euler systems in this paper is not the same as the one
introduced by Perrin-Riou in [29]. Perrin-Riou used the exterior power in order to define higher
rank Euler systems, while we use the exterior bi-dual in this paper. Our definition of higher rank
Euler systems is a generalization of Perrin-Riou’s one and these definitions are essentially the
same in the rank 1 case (see [1, 3, 34]).
To explain the result we obtain in this article more precisely, we introduce some notations.
Let k be a totally real field with degree r := [k : Q] and
χ : Gk −→ Q×
a non-trivial finite order even character. Here, for a field k′, we write Gk′ for the absolute
Galois group of k′. Put L := k
ker(χ)
. Let p be an odd prime such that both the order of χ
and the class number of k are coprime to p. Fix a finite abelian p-extension K/k satisfying
Sram(K/k) ∩ (Sp(k) ∪ Sram(L/k)) = ∅. Here Sp(k) denotes the set of all primes of k above p
and, for an algebraic extension K ′/k, we write Sram(K ′/k) for the set of all primes of k at which
K ′/k is ramified. Fix an embedding Q −֒→ Qp and put
O := Zp[im(χ)] and T := O(1)⊗ χ−1.
We write MKL,∞ for the maximal p-ramified pro-p abelian extension of KL(µp∞). We note that
MKL,∞/k is a Galois extension. Since MKL,∞/KL(µp∞) is an abelian extension, the Galois
group Gal(KL(µp∞)/k) acts on the Galois group Gal(MKL,∞/KL(µp∞)). Furthermore, by
using this Galois action, we see that the module
XK := O ⊗Zp Gal(MKL,∞/KL(µp∞))
has an O[[Gal(KL(µp∞)/k)]]-module structure. Let k∞/k denote the cyclotomic Zp-extension.
Then we have the canonical isomorphism
Gal(KL(µp∞)/k)
∼−→ Gal(k∞K/k)×Gal(L(µp)/k)
since p ∤ [L : k]. Set
eχ :=
1
[L(µp) : k]
∑
σ∈Gal(L(µp)/k)
χ(σ)σ−1 =
1
[KL(µp∞) : k∞K]
∑
σ∈Gal(KL(µp∞)/k∞K)
χ(σ)σ−1.
By the above isomorphism, we see that the Iwasawa module
XχK := eχXK
is a ΛK := O[[Gal(k∞K/k)]]-module.
Suppose that
• H0(Gkp , T/mT ) = H2(Gkp , T/mT ) = 0 for each prime p ∈ Sp(k),
where m denotes the maximal ideal ofO. Then one can show that, for any finite abelian extension
K ′/k and prime p ∈ Sp(k),
H1(Gkp , T ⊗Zp Zp[Gal(K ′/k)]ι)
3is a free O[Gal(K ′/k)]-module of rank [kp : Qp] (see Corollary A.4). Here Zp[Gal(K ′/k)]ι is a
free Zp[Gal(K
′/k)]-module of rank 1 and the action of Zp[Gal(K ′/k)] is defined by
ι : Zp[Gal(K
′/k)] −→ Zp[Gal(K ′/k)];
∑
g∈Gal(K′/k)
agg 7→
∑
g∈Gal(K′/k)
agg
−1.
The action of Gk on Zp[Gal(K
′/k)]ι is induced by its Zp[Gal(K ′/k)]-action.
Fix an isomorphism
lim←−
K′
⊕
p|p
H1(Gkp , T ⊗Zp Zp[Gal(K ′/k)]ι) ∼−→ lim←−
K′
O[Gal(K ′/k)]r,
where K ′ runs over all the finite abelian extensions of k.
For each integer s ≥ 0, we denote by ESs(T ) the module of Euler systems of rank s for T (see
Definition 2.6). The above fixed isomorphism induces an injective ‘rank reduction’ homomor-
phism
ESr(T ) −֒→ ES0(T ).
Remark 1.2. A rank reduction homomorphism ESr(T ) −→ ESs(T ) (for 0 ≤ s ≤ r) was considered
firstly by Rubin in [31] and Perrin-Riou in [29]. After that, in the papers [4, 5, 6], Bu¨yu¨kboduk
developed a machinery for higher rank Euler systems by using the rank reduction homomorphism.
An Euler system of rank 0 is a collection of elements in group rings satisfying certain norm-
relations, and, philosophically, it should be related to p-adic L-functions. We actually show in
Lemma 3.5 that the collection of p-adic L-functions for the multiplicative group over totally real
fields is an Euler system of rank 0. Let Lχp ∈ ES0(T ) denote this Euler system.
Under this setting, the following is the main result of this paper.
Theorem 1.3 (Theorem 3.13). Suppose that
• H0(Gkp , T/mT ) = H2(Gkp , T/mT ) = 0 for each prime p of k above p, and
• the module Xχk is p-torsion-free.
Then there is a unique Euler system of rank r in ESr(T ) such that its image under the injection
ESr(T ) −֒→ ES0(T ) is Lχp .
Remark 1.4. When k = Q, Theorem 1.3 follows from the well-known relation between cyclotomic
units and Kubota–Leopoldt p-adic L-functions. In general, we expect that the higher rank
Euler system constructed in Theorem 1.3 gives us the conjectural Rubin–Stark units (up to
unit multiples). Under the Rubin–Stark conjecture, this expectation is equivalent to the certain
relation between the conjectural Rubin–Stark units and p-adic L-functions which has already
been considered by Bu¨yu¨kboduk in the papers [4, 5, 7].
A key ingredient of the proof of Theorem 1.3 is to generalize the notion of the characteristic
ideal. In order to define the characteristic ideal of a finitely generated torsion module over a
noetherian ring R, we need to impose that R is a normal ring since the definition relies on the
structure theorem for finitely generated modules over a normal ring. In this paper, by using an
exterior bi-dual instead of the structure theorem, we give a new definition of the characteristic
ideal. This new definition is applicable to a finitely generated module over any noetherian ring,
and we can compute the image of the injection ESr(T ) −֒→ ES0(T ) by using characteristic ideals
of certain Iwasawa modules. Furthermore, by using the classical Iwasawa main conjecture for
totally real fields proved by Wiles in [36], we show that the image contains the Euler system Lχp .
As an application of Theorem 1.3, by using the theory of higher rank Euler, Kolyvagin
and Stark systems (which have been developed by Rubin in [32], Mazur–Rubin in [25, 26],
Bu¨yu¨kboduk in [4, 5, 6, 8], the author in [33], Burns–Sano in [3], and Burns–Sano and the
4author in [1, 2]), we prove that all higher Fitting ideals of XχK are described by analytic invari-
ants canonically associated with Stickelberger elements. To be more precise, one can define an
increasing sequence {ΘiK,∞}i≥0 of ideals of the Iwasawa algebra ΛK = O[[Gal(k∞K/k)]]. The
ideals ΘiK,∞ are generated by some Kolyvagin derivative classes associated with Stickelberger
elements (see Definition 5.1).
Corollary 1.5 (Theorem 5.3). Suppose that
• the same assumptions as in Theorem 1.3 hold, and
• H2(kq, T/mT ) vanishes for each prime q ∈ Sram(K/k).
Then, for any integer i ≥ 0, we have
ΘiK,∞ = Fitt
i
ΛK (X
χ
K).
Remark 1.6. When K = k, Corollary 1.5 has already been proved by Kurihara in [19, 20]. Hence
Corollary 1.5 can be viewed as an equivariant generalization of Kurihara’s result. In the proof
of [20, Theorem 2.1], one of the most important steps is the construction of a certain system of
elements {κn,l}, and Kurihara proved that the system {κn,l} has some important and beautiful
properties.
To prove Corollary 1.5, we will also construct a similar system of elements {κσn,n,l} in § 5, and
prove that the system {κσn,n,l} has the same kind of properties as {κn,l} (see Proposition 5.6).
However, the construction of {κn,l} and that of {κσn,n,l} are completely different. In this paper,
we use Stark systems in order to construct the system {κσn,n,l}. It is assumed in [20] that nl is
well-ordered, while we do not need to impose any assumptions in the construction of the system
{κσn,n,l} and the proof of its properties.
We remark that the proof of the equality Θik,∞ = Fitt
i
Λ(X
χ
k ) is also different from that in [20].
In this paper, this equality is derived from the fact proved in [3, 33] that all higher Fitting ideals
of a Selmer group are controlled by Stark systems. This allows us to control all higher Fitting
ideals of the Iwasawa module XχK even in the equivariant case.
1.1. Notation. Let p be an odd prime. For a field k, we fix a separable closure k of k and
denote by Gk := Gal(k/k) the absolute Galois group of k.
For a commutative ring R and an R-module M , we write
M∗ := HomR(M,R)
for the R-dual of M . For any integer r ≥ 0, we define an r-th exterior bi-dual ⋂rRM of M to be⋂r
R
M :=
(∧r
R
(M∗)
)∗
.
Remark 1.7. If R is a reduced noetherian ring, then we have the canonical isomorphism{
x ∈ Q⊗R
∧r
R
M
∣∣∣ Φ(a) ∈ R for all Φ ∈∧r
R
M∗
} ∼−→⋂r
R
M.
Here Q denotes the total ring of fractions of R. This fact tells us that the notion of exterior
bi-dual
⋂r
RM is a generalization of the notion of Rubin-lattice.
For a profinite group G and a topological G-module M , let C•(G,M) denote the complex of
inhomogeneous continuous cochains of G with values in M . We also denote the object in the
derived category corresponding to the complex C•(G,M) by RΓ(G,M). For each integer i ≥ 0,
we write Hi(G,M) for its i-th cohomology group.
For any number field k, we denote by Sp(k) and S∞(k) the set of places of k above p and ∞,
respectively. For a finite set S of places of k containing S∞(k), we denote by kS the maximal
extension of k contained in k which is unramified outside S. Set
Gk,S := Gal(kS/k).
5For a prime q of k, we denote by kq the completion of k at q. For an algebraic extension K/k,
we denote by Sram(K/k) the set of primes at which K/k is ramified.
For an abelian extension K/k, we write
ι : Zp[[Gal(K/k)]] −→ Zp[[Gal(K/k)]]
for the involution induced by σ 7→ σ−1 for σ ∈ Gal(K/k). For a Zp[[Gal(K/k)]]-module M , we
set
M ι := M ⊗Zp[[Gal(K/k)]],ι Zp[[Gal(K/k)]].
In this paper, we regard Zp[[Gal(K/k)]]
ι as a Galois representation of Gk. The action of Gk on
Zp[[Gal(K/k)]]
ι is defined by its Zp[[Gal(K/k)]]-action.
1.2. Acknowledgments. The author would like to express his gratitude to his supervisor
Takeshi Tsuji for many helpful discussions. The author would also like to thank Bu¨yu¨kboduk
Kaˆzim, Masato Kurihara and Hiroki Matsui for helpful advice and comments. This work was
supported by the Program for Leading Graduate Schools, MEXT, Japan and JSPS KAKENHI
Grant Number 17J02456.
2. Higher rank Euler systems
In this section, we will recall the definition of a higher rank Euler system and define a char-
acteristic ideal for any finitely generated module over a noetherian ring.
First, let us introduce some notations and hypotheses. Let O be a complete discrete valuation
ring of mixed characteristic (0, p) with maximal ideal m. Let k be a number field. In this section,
we fix a finite set S of places of a number field k with S∞(k) ∪ Sp(k) ⊆ S and let T be a free
O-module of finite rank on which Gk,S acts continuously. We also fix a Zsp-extension k∞ ⊆ k of
k such that s ≥ 1 and no prime of k splits completely in k∞. We then put
Λ := O[[Gal(k∞/k)]] and T := T ⊗O O[[Gal(k∞/k)]]ι.
We take a pro-p abelian extension K ⊆ k of k such that
• Sram(K/k) ∩ S = ∅, and
• K contains the maximal p-subextension of the ray class field modulo q for all but finitely
many primes q of k.
We denote the set of finite extensions of k in K by Ω;
Ω := {K | k ⊆ K ⊆ K, [K : k] <∞}.
We also fix a non-empty subset Σ ⊆ Sp(k). For a field K ∈ Ω, we put
• SK := S ∪ Sram(K/k),
• ΛK := O[[Gal(k∞K/k)]],
• TK := T ⊗Zp Zp[[Gal(k∞K/k)]]ι, and
• H1Σ(TK) :=
⊕
p∈ΣH
1(Gkp ,TK).
For each field K ∈ Ω, we fix a ΛK-submodule H1f,Σ(TK) of H1Σ(TK). We take an integer r > 0.
In this section, we assume the following hypotheses:
(H.0) The class number of k is coprime to p.
(H.1) The module H0(Gkp , T/mT ) vanishes for any prime p ∈ Σ.
(H.2) For each field K ∈ Ω, the ΛK-module H1f,Σ(TK) is free of rank r and the canonical map
H1Σ(TK′) −→ H1Σ(TK) induces an isomorphism
ΛK ⊗ΛK′ H1f,Σ(TK′)
∼−→ H1f,Σ(TK)
for any field K ′ ∈ Ω with K ⊆ K ′.
(H.3) The direct sum of localization maps H1(Gk,SK ,TK) −→ H1Σ(TK) is injective.
6Definition 2.1. For each field K ∈ Ω, we set
H1f (Gk,SK ,TK) := ker
(
H1(Gk,SK ,TK) −→ H1Σ(TK)/H1f,Σ(TK)
)
.
Remark 2.2.
(i) Hypothesis (H.0) implies that, for any field K ∈ Ω, we have the canonical isomorphism
Gal(k∞K/k)
∼−→ Gal(k∞/k)×Gal(K/k).
Hence we obtain an isomorphism ΛK
∼−→ Λ[Gal(K/k)]. In this paper, by using this
isomorphism, we identify ΛK with Λ[Gal(K/k)].
(ii) For any ΛK-module M , we have the canonical isomorphism
HomΛ(M,Λ)
∼−→ HomΛK (M,ΛK);ϕ 7→
m 7→ ∑
g∈Gal(K/k)
ϕ(gm)g−1
 .
In particular, ExtiΛ(M,Λ)
∼= ExtiΛK (M,ΛK) for each integer i ≥ 0. Since Λ is a regular
local ring with residue field O/m, we have
ExtiΛK (O/m,ΛK) ∼= ExtiΛ(O/m,Λ) ∼=
{
0 if i < dim(Λ) = dim(ΛK),
O/m if i = dim(Λ) = dim(ΛK),
and we conclude that ΛK is Gorenstein since the residue field of ΛK is also O/m .
Definition 2.3. For a field K ∈ Ω, we define a ΛK-module Rf,Σ(TK) to be the cokernel of the
canonical homomorphism H1f (Gk,SK ,TK) −→ H1f,Σ(TK).
We note that, by the hypothesis (H.3), we have an exact sequence of ΛK-modules
0 −→ H1f (Gk,SK ,TK) −→ H1f,Σ(TK) −→ Rf,Σ(TK) −→ 0.(1)
Definition 2.4.
(i) Throughout this paper, we fix an arithmetic Frobenius element Frobq ∈ Gal(k/k) for
each prime q of k.
(ii) For each prime q 6∈ S of k, we define the Frobenius characteristic polynomial at q by
Pq(x) := det(1 − x · Frobq | T ) ∈ O[x].
(iii) For a field K ∈ Ω, take a ΛK-module MK . Suppose that {MK}K∈Ω is an inverse system
of Λ[[Gal(K/k)]]-modules with transition maps ψK′,K : MK′ −→MK for K ′,K ∈ Ω with
K ⊆ K ′. We then define a module ES({MK}K∈Ω) by
ES({MK}K∈Ω) :=
{
(mK)K∈Ω ∈
∏
K∈Ω
MK
∣∣∣∣∣ ψK′,K(mK′) =
(∏
q∈SK′\SK Pq(Frob
−1
q )
)
·mK
for any fields K ′,K ∈ Ω with K ⊆ K ′
}
.
(iv) We set E(T ) := ES({ΛK}K∈Ω).
Lemma 2.5. We have an inverse system {⋂rΛKH1(Gk,SK ,TK)}K∈Ω of O[[k∞K/k]]-modules,
where the transition maps are induced by the canonical maps TK′ −→ TK for fields K ′,K ∈ Ω
with K ⊆ K ′.
Proof. Let K ∈ Ω be a field. Take a field K ′ ∈ Ω containing K. Since no prime of k splits
completely in k∞ and SK ⊆ SK′ , we have
H1(Gk,SK′ ,TK) = H
1(Gk,SK ,TK)
(see [32, Corollary B.3.6]). By hypothesis (H.1), the complex RΓ(Gk,SK′ ,TK′) satisfies the
assumption in Corollary A.3. Hence RΓ(Gk,SK′ ,TK′) is a perfect complex of ΛK′-modules
7having perfect amplitude contained in [1, 2] by Corollary A.3. Since ΛK and ΛK′ are Gorenstein
by Remark 2.2 (ii), Lemma B.14 shows that we have the canonical homomorphism⋂r
ΛK′
H1(Gk,SK′ ,TK′) −→
⋂r
ΛK
H1(RΓ(Gk,SK′ ,TK′)⊗LΛK′ ΛK).
By Theorem A.2 (i), we have an isomorphism RΓ(Gk,SK′ ,TK′) ⊗LΛK′ ΛK
∼−→ RΓ(Gk,SK′ ,TK),
and hence
H1(RΓ(Gk,SK′ ,TK′)⊗LΛK′ ΛK)
∼−→ H1(Gk,SK′ ,TK) = H1(Gk,SK ,TK).

Let us recall the definition of higher rank Euler systems for T .
Definition 2.6. For an integer r ≥ 0, we define the module ESr(T ) of Euler systems of rank r
(for T ) by
ESr(T ) := ES
({⋂r
ΛK
H1(Gk,SK ,TK)
}
K∈Ω
)
.
Note that ES0(T ) = E(T ). Since the canonical map⋂r
ΛK
H1f (Gk,SK ,TK) −→
⋂r
ΛK
H1(Gk,SK ,TK)
is injective by Lemma C.1, we can also define
ESf,r(T ) := ESr(T ) ∩
∏
K∈Ω
⋂r
ΛK
H1f (Gk,SK ,TK).
Remark 2.7. The definition of the polynomial Pq(x) is the same as [25, Definition 1.2.2] and
slightly different from the one appeared in [32, Definition 2.1.1] and [1, §6.1]. However, one can
switch back between the two choices (see [32, §9.6] and [25, Remark 3.2.3]). Hence Lemma B.15
shows that the definition of higher rank Euler systems in this paper is essentially the same as
the one occurred in [1, Definition 6.4].
Next, let us generalize the notion of characteristic ideals.
Definition 2.8. Let R be a noetherian ring and M a finitely generated R-module. Take an
integer r > 0 and an exact sequence of R-modules
0 −→ N −→ Rr −→M −→ 0.
We define a characteristic ideal of M by
charR(M) := im
(⋂r
R
N −→
⋂r
R
Rr = R
)
.
We study basic properties of characteristic ideals in Appendix C. In particular, we show
in Appendix C that the ideal charR(M) is independent of the choice of the exact sequence
0 −→ N −→ Rr −→ M −→ 0 (Remark C.5) and that, when R is a normal ring, the ideal
charR(M) coincides with the usual one (Remark C.14).
Since, by Remark 2.2 (ii), the ring ΛK is Gorenstein for any field K ∈ Ω, the following
proposition follows from Theorem C.10.
Proposition 2.9. Let K ∈ Ω be a field and M a finitely generated ΛK-module. Then for any
ΛK-submodule N of M , we have
charΛK (M) ⊆ charΛK (N).
8Proposition 2.10. Assume Hypotheses (H.0) – (H.3). Let us fix an isomorphism
lim←−
K∈Ω
H1f,Σ(TK)
∼−→ Λ[[Gal(K/k)]]r.
Then it naturally induces an injective homomorphism of Λ[[Gal(K/k)]]-modules
ESf,r(T ) −֒→ E(T ).
Furthermore, we have
E(T ) ∩
∏
K∈Ω
charΛK (Rf,Σ(TK)) = im (ESf,r(T ) −֒→ E(T )) .
Proof. By the definition of E(T ), the fixed isomorphism
lim←−
K∈Ω
H1f,Σ(TK)
∼−→ Λ[[Gal(K/k)]]r
induces an isomorphism of Λ[[Gal(K/k)]]-modules
ES
({⋂r
ΛK
H1f,Σ(TK)
}
K∈Ω
)
∼−→ E(T ).
By the same argument as in the proof of Lemma 2.5, we obtain an inverse system{⋂r
ΛK
H1Σ(TK)
}
K∈Ω
,
and hence we get a Λ[[Gal(K/k)]]-module
ES
({⋂r
ΛK
H1Σ(TK)
}
K∈Ω
)
.
Thus we obtain a diagram
ESf,r(T ) _

E(T )
 _

ESr(T ) // ES
({⋂r
ΛK
H1Σ(TK)
}
K∈Ω
)
.
Furthermore, for each field K ∈ Ω, there is also a commutative diagram⋂r
ΛK
H1f (Gk,SK ,TK)

// ΛK
⋂r
ΛK
H1(Gk,SK ,TK) //
⋂r
ΛK
H1Σ(TK).
These diagrams show the existence of the canonical homomorphism ESf,r(T ) −→ E(T ), and the
injectivity follows from Hypothesis (H.3) and Lemma C.1. Since H1f,Σ(TK) is a free ΛK-module
of rank r by Hypothesis (H.2), the second assertion follows from the exact sequence (1) and the
definition of characteristic ideal. 
93. Higher rank Euler systems over totally real fields
In this section, we will prove the main theorem of this paper.
Throughout this section, let k be a totally real field with degree r and
χ : Gk −→ Q×
a non-trivial finite order even character. Let p be an odd prime, coprime to the class number of
k and the order of χ. We put
L := Q
ker(χ)
,O := Zp[im(χ)], S := S∞(k) ∪ Sp(k) ∪ Sram(L/k), and Σ := Sp(k).
Let
T := O(1)⊗ χ−1,
that is, T ∼= O as O-modules and the Galois group Gk,S acts on T via the character χcycχ−1,
where χcyc denotes the cyclotomic character of k. We write k∞/k for the cyclotomic Zp-extension
of k. We also set
Λ := O[[Gal(k∞/k)]] and T := T ⊗O O[[Gal(k∞/k)]]ι.
Let K denote the maximal pro-p abelian extension of k satisfying Sram(K/k) ∩ S = ∅. Let Ω,
ΛK , and TK be as in §2. Put
H1f,Σ(TK) := H
1
Σ(TK) :=
⊕
p∈Sp(k)
H1(Gkp ,TK).
In this setting, the injectivity of the direct sum of localization maps (the weak Leopoldt
conjecture for the multiplicative group) is proved by Iwasawa in [16]:
Proposition 3.1. For a field K ∈ Ω, the canonical homomorphism
H1(Gk,SK ,TK) −→ H1Σ(TK)
is injective, i.e., Hypothesis (H.3) is satisfied.
Proof. Let S˜K denote the set of primes of KL above SK . Then, by Shapiro’s lemma, we have
the following commutative diagram:
H1(Gk,SK ,TK) //

⊕
p∈Sp(k)H
1(Gkp ,TK)

H1(GKL,S˜K ,T
′) //
⊕
p∈Sp(KL)H
1(G(KL)p ,T
′)
Here T′ := O(1) ⊗O O[[Gal(k∞/k)]]ι and the vertical arrows are the restriction maps. The
inflation-restriction exact sequence and [32, Lemma B.3.2] show that both of the vertical arrows
are injective, and hence it suffices to prove that
H1(GKL,S˜K ,T
′) −→
⊕
p∈Sp(KL)
H1(G(KL)p ,T
′)
is injective.
We note that [32, Corollary B.3.6] implies
H1(GKL,S˜K ,T
′) = H1(GKL,Sp(KL)∪S∞(KL),T
′).
Hence, by the Poitou-Tate exact sequence, we have the exact sequence
H2(GKL,Sp(KL)∪S∞(KL), (T
′)∨(1))∨ −→ H1(GKL,S˜K ,T′) −→
⊕
p∈Sp(KL)
H1(G(KL)p ,T
′),
10
and the vanishing of H2(GKL,Sp(KL)∪S∞(KL), (T
′)∨(1)) follows from [28, Theorem 11.3.2(ii)]
since k∞/k is the cyclotomic Zp-extension. 
3.1. Stickelberger elements and Iwasawa main conjecture. We will recall the definition of
Stickelberger elements and prove that the collection of Stickelberger elements is an Euler system
of rank 0.
Let K ∈ Ω be a field and n ≥ 0 an integer. Let µpn denote the set of pn-th roots of unity in
Q and µp∞ :=
⋃
n>0 µpn . To simplify the notation, we set
GK,n := Gal(KL(µpn)/k) = Gal(K/k)×Gal(L/k)×Gal(k(µpn)/k).
We have the complex conjugate c ∈ Gal(L(µp)/k) = Gk,1 since L is a totally real field. For an
O[Gk,1]-module M , we have a decomposition
M = M c=1 ⊕M c=−1.
Here M c=±1 denotes the ±1-eigenspace with respect to the action of the complex conjugate
c ∈ Gk,1. Since p ∤ [L(µp) : k], we have a decomposition
M c=−1 =
⊕
ψ : odd
Mψ,
where ψ runs over all characters of Gk,1 satisfying ψ(c) = −1 and Mψ denotes the maximal
submodule of M on which Gk,1 acts via the character ψ. Let
ω : Gk,1 −→ Gal(k(µp)/k) −→ Z×p
denote the Teichmu¨llar character. We write M ♭ for the component obtained from M c=−1 by
removing Mω, that is,
M c=−1 = M ♭ ⊕Mω.
For an element x of M , we write x♭ for the component of x in M ♭.
Definition 3.2. Let ζKL,n,S(s, σ) denote the partial zeta function for σ ∈ GK,n:
ζKL,n,S(s, σ) :=
∑
(a,KL(µpn)/k)=σ
N(a)−s
where a runs over all integral ideals of k coprime to all the primes in SK such that the Artin
symbol (a,KL(µpn)/k) is equal to σ and N(a) is the norm of a.
It is well-known that the function ζKL,n,S(s, σ) is continued to a holomorphic function on
C \ {1}. We put
θKL,n,S :=
∑
σ∈GK,n
ζKL,n,S(0, σ)σ
−1
which is contained in Q[GK,n] (see [13]).
Proposition 3.3 ([35, Proposition IV.1.8]). Let K ′ ∈ Ω with K ⊆ K ′ and n′ an integer with
n ≤ n′. Then the image of θK′L,n′,S in Q[GK,n] is ∏
q∈SK′\SK
(1− Frob−1q )
 · θKL,n,S.
The elements {θ♭KL,n,S}n>0 are norm-coherent by Proposition 3.3. In addition, Deligne–Ribet
proved in [14] that the element θ♭KL,n,S is contained in Zp[GK,n]
♭. Hence one can define an
element
θ♭KL,∞,S := lim←−
n>0
θ♭KL,n,S ∈ Zp[[Gal(KL(µp∞)/k)]]♭.
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Let
Tw: Zp[[Gal(KL(µp∞)/k)]] −→ Zp[[Gal(KL(µp∞)/k)]]
denote the homomorphism induced by σ 7→ χcyc(σ)σ−1 for σ ∈ Gal(KL(µp∞)/k). We then get
an element
L˜χp,K := eχTw(θ
♭
KL,∞,S) ∈ ΛK ,
where
eχ :=
1
[L(µp) : k]
∑
σ∈Gal(L(µp)/k)
χ(σ)σ−1.
(Note that χ is an even character.)
Definition 3.4. For each prime q 6∈ S, we set
uq := χ(Frobq)
−1χcyc(Frobq)Frob−1q ∈ O[[Gal(kab/k)]]×.
For a field K ∈ Ω, we define a modified p-adic L-function Lχp,K ∈ ΛK to be
Lχp,K :=
 ∏
q∈Sram(K/k)
(−uq)
 · L˜χp,K .
Lemma 3.5. The system {Lχp,K}K∈Ω is contained in E(T ) = ES0(T ).
Proof. Let K,K ′ ∈ Ω with K ⊆ K ′. We note that the diagram
O[[Gal(K ′L(µp∞)/k)]] Tw //
π

O[[Gal(K ′L(µp∞)/k)]]
π

O[[Gal(KL(µp∞)/k)]] Tw // O[[Gal(KL(µp∞)/k)]]
commutes, where π denotes the canonical projection. Hence Proposition 3.3 shows
π(L˜χp,K′) = eχ(Tw(π(θ
♭
K′,∞,S)))
= eχ
Tw
( ∏
q∈SK′\SK
(1− Frob−1q )
)
· (θ♭K,∞,S)

= eχ
Tw( ∏
q∈SK′\SK
(1 − Frob−1q )
) · L˜χp,K
=
( ∏
q∈SK′\SK
(1− u−1q )
)
· L˜χp,K .
Since Pq(x) = 1− χ(Frobq)−1χcyc(Frobq)x by definition, we have
Pq(Frob
−1
q ) = 1− uq = −uq(1 − u−1q ).
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As SK′ \ SK = Sram(K ′) \ Sram(K), we conclude
π(Lχp,K′) =
( ∏
q∈Sram(K′/k)
(−uq)
)
· π(L˜χp,K′)
=
( ∏
q∈Sram(K′/k)
(−uq)
∏
q∈SK′\SK
(1− u−1q )
)
· L˜χp,K
=
( ∏
q∈Sram(K/k)
(−uq)
∏
q∈SK′\SK
Pq(Frob
−1
q )
)
· L˜χp,K
=
( ∏
q∈SK′\SK
Pq(Frob
−1
q )
)
· Lχp,K .

3.2. Iwasawa modules. In this section, we will introduce several Iwasawa modules and recall
their important properties. We will freely use the facts in Appendix A.2.
For a topological Zp-module M , let
M∨ := Homcont(M,Qp/Zp)
denote the Pontryagin dual of M .
Definition 3.6. For a field K ∈ Ω, we write MKL,∞ for the maximal p-ramified pro-p abelian
extension of KL(µp∞) and set
XχK := eχ
(O ⊗Zp Gal(MKL,∞/KL(µp∞))) .
We note that we have the canonical isomorphism
H1F∗str(k,T
∨
K(1))
∨ ∼= XχK
(see Example A.7 and Definition A.10 for the definition of H1F∗str(k,T
∨
K(1))).
Let q ∤ p be a prime of k. By [32, Corollary B.3.6], the subgroup of unramified cohomology
classes in H1(Gkq ,TK) coincides with H
1(Gkq ,TK). In particular, we have
H1Fstr(Gkq ,TK) = H
1
Fcan(Gkq ,TK) = H
1(Gkq ,TK).
Furthermore, Proposition 3.1 shows that H1Fstr(k,TK) vanishes. Hence applying Theorem A.11
with F1 = Fstr and F2 = Fcan, we obtain an exact sequence of ΛK-modules:
0 −→ H1(Gk,SK ,TK) −→ H1Σ(TK) −→ XχK −→ H1F∗can(k,T∨K(1))∨ −→ 0.(2)
Definition 3.7. We denote by MKL,S,∞ the maximal SK-ramified pro-p abelian extension of
KL(µp∞) and put
XχK,S := eχ
(O ⊗Zp Gal(MKL,S,∞/KL(µp∞))) .
We note that we have the canonical isomorphism
H1(Gk,SK ,T
∨
K(1))
∨ = H1F∗
SK
(k,T∨K(1))
∨ ∼= XχK,S .
Applying Theorem A.11 with F1 = FSK and F2 = Fstr, we get an exact sequence of ΛK-
modules:
0 −→
⊕
q∈SK\S
H1(Gkq ,TK) −→ XχK,S −→ XχK −→ 0.(3)
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Remark 3.8. If q ∈ Sram(L/k) \ Sp(k), then local duality shows that
H2(Gkq , T/mT )
∼= H0(Gkq , (T/mT )∨(1)) = 0.
Furthermore, since k(µp)/k is unramified at q, we also see H
0(Gkq , T/mT ) = 0. Hence local
Euler characteristic formula implies that H1(Gkq , T/mT ) vanishes. In particular, the module
H1(Gkq ,T) vanishes, and so
Xχk,S = X
χ
k
by the exact sequence (3).
Lemma 3.9. The µ-invariant of XχK,S vanishes, i.e., the module X
χ
K,S is p-torsion-free if and
only if the module H2(Gk,SK , (TK/pTK)
∨(1)) vanishes.
Proof. Since XχK,S is isomorphic to H
1(Gk,SK ,T
∨
K(1))
∨, we have an exact sequence of ΛK-
modules
0 −→ H2(Gk,SK ,T∨K(1))∨ ⊗Z Fp −→ H2(Gk,SK , (TK/pTK)∨(1))∨ −→ XχK,S [p] −→ 0.
By the Poitou–Tate exact sequence, we also have the exact sequence⊕
q∈SK
H0(Gkq ,TK) −→ H2(Gk,SK ,T∨K(1))∨ −→ H1(Gk,SK ,TK) −→
⊕
q∈SK
H1(Gkq ,TK).
[32, Lemma B.3.2] implies that the module H0(Gkq ,TK) vanishes for each prime q ∈ SK . Hence
Proposition 3.1 shows that H2(Gk,SK ,T
∨
K(1)) vanishes. Therefore, we obtain an isomorphism
H2(Gk,SK , (TK/pTK)
∨(1))∨ ∼−→ XχK,S [p],
which proves this lemma. 
By using Lemma 3.9, we obtain the following well-known proposition:
Proposition 3.10 ([17]). Let K ∈ Ω be a field. If the µ-invariant of Xχk vanishes, then so does
XχK,S.
Proof. By the Poitou–Tate exact sequence and [32, Lemma B.3.2], we have the following com-
mutative diagram with exact rows:
0 = H2(Gk,SK , (T/pT)
∨(1))∨ 

//

H1(Gk,SK ,T/pT) //

⊕
q∈SK H
1(Gkq ,T/pT)

H2(Gk,SK , (TK/pTK)
∨(1))∨ 

// H1(Gk,SK ,TK/pTK) //
⊕
q∈SK H
1(Gkq ,TK/pTK).
Let q ∈ SK be a prime and fix a prime qK of K above q. The inflation-restriction sequence and
[32, Lemma B.3.2] show
ker
(
H1(Gkq ,T/pT) −→ H1(GKqK ,T/pT)
)
= H1(Gal(KqK/kq), (T/pT)
GKqK ) = 0.
Hence the right vertical map in the diagram is injective. Furthermore, H2(Gk,SK , (T/pT)
∨(1))∨
vanishes by Lemma 3.9 and
H1(Gk,SK ,T/pT)
∼−→ H1(GK,SK ,T/pT)Gal(K/k) = H1(Gk,SK ,TK/pTK)Gal(K/k)
by the inflation-restriction exact sequence and [32, Lemma B.3.2]. Thus we conclude that
(H2(Gk,SK , (TK/pTK)
∨(1))∨)Gal(K/k) = 0,
which implies H2(Gk,SK , (TK/pTK)
∨(1)) = 0 by Nakayama’s lemma. Therefore, this proposition
follows from Lemmas 3.9. 
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Corollary 3.11. If the µ-invariant of Xχk vanishes, then, for a field K ∈ Ω, we have
Lχp,K ∈ charΛK (XχK).
Proof. By Proposition 3.10, the µ-invariant of XχK,S vanishes. In this case, Kurihara showed
Fitt0ΛK (X
χ
K,S) = L
χ
p,KΛK (see [19, Proposition 2.1]). Hence we conclude that
Lχp,K ∈ Fitt0ΛK (XχK,S) ⊆ Fitt0ΛK (XχK) ⊆ charΛK (XχK).

3.3. Higher rank Euler systems for the multiplicative group. In this subsection, we will
show the existence of a higher rank Euler system related to the (modified) Stickelberger elements
{Lχp,K}K∈Ω.
Recall that the prime p > 2 is coprime to the class number of k and the order of χ. Since
H1f,Σ(TK) = H
1
Σ(TK), by the exact sequence (2), we obtain an exact sequence of ΛK-modules:
0 −→ Rf,Σ(TK) −→ XχK −→ H1F∗can(k,T∨K(1))∨ −→ 0.(4)
Recall that m denotes the maximal ideal of O.
Lemma 3.12. Suppose that
H0(Gkp , T/mT ) = H
2(Gkp , T/mT ) = 0
for each prime p ∈ Sp(k). Then Hypotheses (H.0) – (H.3) are satisfied.
Proof. Since we assume that p is coprime to the class number of k and H0(Gkp , T/mT ) = 0 for
each prime p ∈ Sp(k), Hypotheses (H.0) and (H.1) are satisfied. Furthermore, we also assume
that, for any prime p ∈ Sp(k), the module H2(Gkp , T/mT ) vanishes, Corollary A.4 implies
Hypothesis (H.2). Hypothesis (H.3) follows from Proposition 3.1. 
Theorem 3.13. Let us fix an isomorphism lim←−K∈ΩH
1
Σ(TK)
∼−→ Λ[[Gal(K/k)]]r. Suppose that
• H0(Gkp , T/mT ) = H2(Gkp , T/mT ) = 0 for each prime p ∈ Sp(k), and
• the µ-invariant of Xχk vanishes.
Then there is a unique Euler system cDR = {cDRK }K∈Ω ∈ ESr(T ) of rank r such that the image
of cDR under the map ESr(T ) −֒→ E(T ) (defined in Proposition 2.10) is {Lχp,K}K∈Ω.
Remark 3.14. By using the Kummer duality and the Ferrero–Washington theorem (proved in
[15]), we see that the µ-invariant of Xχk vanishes if L/Q is an abelian extension. Furthermore,
by using the argument as the proof of Proposition 3.10, we also see that the µ-invariant of Xχk
vanishes if there is a subfield L′ ⊆ L such that L′/Q is an abelian extension and that L/L′ is a
Galois extension of p-power degree.
Proof. Let K ∈ Ω be a field. Note that
H1f (Gk,SK ,TK) = H
1(Gk,SK ,TK) and ESf,r(T ) = ESr(T ).
Since Rf,Σ(TK) is a submodule of X
χ
K by the exact sequence (4), Proposition 2.9 shows that
charΛK (X
χ
K) ⊆ charΛK (Rf,Σ(TK)).
Furthermore, Lemma 3.5 and Corollary 3.11 imply
{Lχp,K}K∈Ω ∈ E(T ) ∩
∏
K∈Ω
charΛK (X
χ
K) ⊆ E(T ) ∩
∏
K∈Ω
charΛK (Rf,Σ(TK)).
Thus, by Proposition 2.10 and Lemma 3.12, we have
{Lχp,K}K∈Ω ∈ E(T ) ∩
∏
K∈Ω
charΛK (Rf,Σ(TK)) = im (ESr(T ) −֒→ E(T )) .
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
4. Stark systems
In this section, we use the same notations as in §3. We will freely use the results in Appendix B.
Throughout this section, we fix a field K ∈ Ω and suppose that
• p is coprime to the class number of k and the order of χ,
• H0(Gkp , T/mT ) = H2(Gkp , T/mT ) = 0 for each prime p ∈ Sp(k), and
• H2(Gkq , T/mT ) = 0 for each prime q ∈ Sram(K/k).
Let n > 0 be an integer. For a field K ′ ∈ Ω, put
RK′,n := O/pnO[Gal(knK ′/k)] and TK′,n := T ⊗Zp Zp/pnZp[Gal(knK ′/k)]ι,
where kn denotes the n-th layler of the cyclotomic Zp-extension k∞/k. Note that RK′,n is a
zero-dimensional Gorenstein local ring.
By using the second assumption and Corollary A.4, for each prime p ∈ Sp(k), one can fix an
isomorphism
lim←−
K′∈Ω
H1(Gkp ,TK′)
∼−→ Λ[[Gal(K/k)]][kp : Qp],
which induces an isomorphism
lim←−
K′∈Ω
H1Σ(TK′)
∼−→ Λ[[Gal(K/k)]]r .
Remark 4.1. Let q ∈ Sram(K/k) be a prime. Since K/k is an abelian p-power degree extension
and q 6∈ Sp(k), we have
N(q) ≡ 1 (mod p).
Hence local duality and the vanishing of H2(Gkq , T/mT ) imply the vanishing of H
0(Gkq , T/mT ).
Thus, for any integer n > 0, local Euler characteristic formula shows
H1(Gkq , T/mT ) = 0.
By Remark 3.8, for a prime q ∈ Sram(L/k) \ Sp(k), we also have
H0(Gkq , T/mT ) = H
1(Gkq , T/mT ) = H
2(Gkq , T/mT ) = 0.
In particular, the exact sequence (3) shows that
XχK,S = X
χ
K .(5)
4.1. Review of the theory of Stark systems. In this subsection, we recall the definition of
Stark systems and some results proved in [1, 33].
We write H for the Hilbert class field of k. Note that p ∤ [H : k] since p is coprime to the class
number of k. Recall that L = k
ker(χ)
. Set q := #O/m and ℓK,n := lengthRK,n(RK,n). Let
Pn := PK,n := {q 6∈ SK | q splits completely in HKL(µqn+ℓK,n , (O×k )1/q
n+ℓK,n
)},
where (O×k )1/q
n+ℓK,n
:= {x ∈ k× | xqn+ℓK,n ∈ O×k }. We denote by Nn the set of square-free
products of primes in Pn. For a prime q ∈ Pn, let k(q) be the maximal p-extension inside the
ray class field modulo q. For an ideal n ∈ Nn we set
k(n) :=
∏
q|n
k(q) and K(n) := k(n)K.
We write ν(n) := #{q | n} for the number of prime divisors of n ∈ Nn.
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By definition, for a prime q ∈ Pn, the Frobenius element Frq acts trivially on TK,n. Hence
the module
H1f (Gkq , TK,n) := H
1(Gal(kurq /kq), TK,n) ⊆ H1(Gkq , TK,n)
is a free RK,n-module of rank 1 (see [25, Lemma 1.2.1(i)]). Here k
ur
q denotes the maximal
unramified extension of kq. Furthermore, [25, Lemma 1.2.3] implies that
H1/f (Gkq , TK,n) := H
1(Gkq , TK,n)/H
1
f (Gkq , TK,n)
is also free of rank 1.
Definition 4.2. Let n ∈ Nn be an ideal and F a Selmer structure on TK,n. We then define a
Selmer structure Fn on TK,n by the following data:
• S(Fn) := S(F) ∪ {q | n},
• we define a local condition at a prime q | n by
H1Fn(Gkq , TK,n) := H
1(Gkq , TK,n),
• we define a local condition at a prime q ∤ n by
H1Fn(Gkq , T ) := H
1
F(Gkq , T ).
Let F be a Selmer structure on TK,n. Then, for any ideals n,m ∈ Nn with n | m, we have a
cartesian diagram
H1Fn(k, TK,n)
  //

H1Fm(k, TK,n)
⊕
q|nH
1
/f (Gkq , TK,n)
  //
⊕
q|mH
1
/f (Gkq , TK,n).
(6)
Definition 4.3. For an ideal n ∈ Nn, we put
Wn :=
⊕
q|n
H1/f (Gkq , TK,n)
∗.
By Definition B.4, the cartesian diagram (6) induces a homomorphism
Φm,n :
⋂r′+ν(m)
RK,n
H1Fm(k, TK,n)⊗RK,n det(Wm) −→
⋂r′+ν(n)
RK,n
H1Fn(k, TK,n)⊗RK,n det(Wn)(7)
for any integer r′ ≥ 0.
Definition 4.4. Let r′ ≥ 0 be an integer. The module SSr′(TK,n,F) of Stark systems of rank
r′ is defined by the inverse limit with respect to Φm,n:
SSr′(TK,n,F) := lim←−
n∈Nn
⋂r′+ν(n)
RK,n
H1Fn(k, TK,n)⊗RK,n det(Wn).
Throughout this section, by fixing isomorphism det(Wn) ∼= RK,n, we identify the homomor-
phism (7) with
Φm,n :
⋂r′+ν(m)
RK,n
H1Fm(k, TK,n) −→
⋂r′+ν(n)
RK,n
H1Fn(k, TK,n),
and we regard
SSr′(TK,n,F) ⊆
∏
n∈Nn
⋂r′+ν(n)
RK,n
H1Fn(k, TK,n).
17
To simplify the notation, we put H1Σ(TK,n) :=
⊕
p∈Sp(k)H
1(Gkp , TK,n). We note that, by
Corollary A.4, the fixed isomorphism lim←−K∈ΩH
1
Σ(TK)
∼−→ Λ[[Gal(K/k)]]r induces an RK,n-
isomorphism
H1Σ(TK,n)
∼−→ RrK,n.
Let us explain that we have the canonical homomorphism
SSr(TK,n,Fcan) −→ SS0(TK,n,Fstr).(8)
Let n ∈ Nn be an ideal. By the definition of the Selmer structures Fstr and Fcan (see
Example A.7), we have an exact sequence of RK,n-modules
0 −→ H1Fnstr(k, TK,n) −→ H1Fncan(k, TK,n) −→ H1Σ(TK,n).
Hence, by using the fixed isomorphism H1Σ(TK,n)
∼−→ RrK,n and Definition B.4, we obtain a
homomorphism
ln :
⋂r+ν(n)
RK,n
H1Fncan(k, TK,n) −→
⋂ν(n)
RK,n
H1Fnstr(k, TK,n).
Lemma 4.5. Let n,m ∈ Nn be ideals with n | m. Then the diagram⋂r+ν(m)
RK,n
H1Fmcan(k, TK,n)
(−1)rν(m)lm
//
Φm,n

⋂ν(n)
RK,n
H1Fmstr(k, TK,n)
Φm,n
⋂r+ν(n)
RK,n
H1Fncan(k, TK,n)
(−1)rν(n)ln
//
⋂ν(n)
RK,n
H1Fnstr(k, TK,n)
commutes. Thus we obtain the canonical homomorphism
SSr(TK,n,Fcan) −→ SS0(TK,n,Fstr); (ǫn)n∈Nn 7→ ((−1)rν(n)ln(ǫn))n∈Nn .
Proof. We have the following commutative diagrams of RK,n-modules:
H1Fnstr(k, TK,n)
  //

H1Fmstr(k, TK,n)

  // H1Fmcan(k, TK,n)

W ∗n
  // W ∗m
  // W ∗m ⊕H1Σ(TK,n),
H1Fnstr(k, TK,n)
  //

H1Fncan(k, TK,n)

  // H1Fmcan(k, TK,n)

W ∗n
  // W ∗n ⊕H1Σ(TK,n) 

// W ∗m ⊕H1Σ(TK,n).
Since any square of the above two diagrams is cartesian, by Proposition B.5, we get a commutative
diagram⋂r+ν(m)
RK,n
H1Fmcan(k, TK,n)⊗RK,n det(Wm ⊕H1Σ(TK,n)∗) //

⋂ν(n)
RK,n
H1Fmstr(k, TK,n)⊗RK,n det(Wm)
⋂r+ν(n)
RK,n
H1Fncan(k, TK,n)⊗RK,n det(Wn ⊕H1Σ(TK,n)∗) //
⋂ν(n)
RK,n
H1Fnstr(k, TK,n)⊗RK,n det(Wn).
Hence this lemma follows from Definition B.4. 
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Proposition 4.6. Let n ∈ Nn be an ideal with H1(Fncan)∗(k, T
∨
K,n(1)) = 0. Then the RK,n-module
H1Fncan(k, TK,n) is free of rank r + ν(n) and the projection map
SSr(TK,n,Fcan) −→
⋂r+ν(n)
RK,n
H1Fncan(k, TK,n)
is an isomorphism. In particular, the RK,n-module SSr(TK,n,Fcan) is free of rank 1.
Proof. We put H∞ := H(µp∞ , (O×k )1/p
∞
). Here (O×k )1/p
∞
:=
⋃
n>0(O×k )1/p
n
.
Since this proposition follows from [33, Lemma 4.6 and Theorem 4.7] (see also [25, Theo-
rem 5.2.15] or [33, Example 3.20]), we only need to check that the following assumptions that
appeared in [33, §3 and §4] are satisfied:
(a) (T/mT )Gk = (T∨(1)[m])Gk = 0 and T/mT is an irreducible O/m[Gk]-module,
(b) There is a τ ∈ Gal(k/H∞) such that TK,n/(τ − 1)TK,n ∼= RK,n as RK,n-modules,
(c) H1(Gal(H∞KL/k), T/mT ) = H1(Gal(H∞KL/k), T∨(1)[m]) = 0,
(d) the Selmer structure Fcan is cartesian (see [33, Definition 3.8]).
Since χ is an even non-trivial character, we have χ 6= 1, ω. Here ω denotes the Teichmu¨llar
character. Hence Claim (a) is clear, and τ = 1 satisfies Claim (b).
Let us show Claim (c). Since p ∤ [L(µp) : k], we have
H1(Gal(H∞KL/k), T/mT ) = Hom(Gal(H∞KL/L(µp)),O/m⊗ ωχ−1)Gal(L(µp)/k).
Hence if H1(Gal(H∞KL/k), T/mT ) dose not vanish, there is an abelian extension N/L(µp) in
H∞KL such that
• N/k is a Galois extension,
• Gal(N/L(µp)) ∼= O/m as abelian groups, and
• Gal(L(µp)/k) acts on Gal(N/L(µp)) via the character ωχ−1.
Put A := HKL(µp∞). Since A/k is an abelian extension, the action of Gal(L(µp)/k) on
Gal(A/L(µp)) is trivial. The fact that ωχ
−1 is not trivial implies that
N ∩ A = L(µp).
Since AN/L(µp) is an abelian extension, the action of Gal(A/k) on Gal(AN/A) factors though
Gal(L(µp)/k). Hence we obtain an isomorphism of Gal(L(µp)/k)-modules
Gal(AN/A)
∼−→ Gal(N/L(µp)).
Let Q denote the maximal abelian extension of L(µp) in H∞KL. We note that Q/k is a Galois
extension and N ⊆ Q. Since Q/L(µp) is an abelian extension, Gal(L(µp)/k) acts canonically on
Gal(Q/A). Hence the canonical surjection
Gal(Q/A) −→ Gal(AN/A) ∼−→ Gal(N/L(µp))
is Gal(L(µp)/k)-equivariant. Kummer theory shows that Gal(L(µp)/k) acts on Gal(Q/A) via ω.
This contradicts the fact that ω 6= ωχ−1.
The similar argument shows that H1(Gal(H∞KL/k)/k, T∨(1)[m]) also vanishes.
Let us show Claim (d). By Remark 4.1, we only need to check that, for any prime p ∈ Sp(k),
the canonical mapH1(Gkp ,TK) −→ H1(Gkp , T/mT ) is surjective. Since we assume the vanishing
of H0(Gkp , T/mT ) and H
2(Gkp , T/mT ), this claim follows from Corollary A.4. 
We show in the proof of Proposition 4.6 that [33, Hypothesis 3.12] is satisfied. Furthermore,
T/mT and (T/mT )∨(1) have no nonzero isomorphic Zp[Gk]-subquotients. Hence the same argu-
ment as the proof of [25, Proposition 3.6.1] shows the following lemma:
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Lemma 4.7 ([25, Proposition 3.6.1]). Let m be an integer with n ≤ m. For any non-zero
elements c1, c2 ∈ H1(Gk, TK,n) and c3, c4 ∈ H1(Gk, T∨K,n(1)), there are infinitely many primes
q ∈ Pm such that, for any 1 ≤ i ≤ 4, the image of ci under the localization map at q is non-zero.
Remark 4.8. Let F be a Selmer structure on TK,n and m a integer with n ≤ m. By Lemma 4.7,
for any integer n ≤ m, there is an ideal n ∈ Nm such that
H1(Fn)∗(k, T
∨
K,n(1)) = ker
H1F∗(k, T∨K,n(1)) −→⊕
q|n
H1(Gkq , T
∨
K,n(1))
 = 0.
Let n ∈ Nn be an ideal with H1(Fnstr)∗(k, T
∨
K,n(1)) = 0. Applying Theorem A.11 with F1 = Fnstr
and F1 = Fncan, we get an exact sequence
0 −→ H1Fnstr(k, TK,n) −→ H1Fncan(k, TK,n) −→ H1Σ(TK,n) −→ 0.
Hence the following proposition is obtained from this exact sequence and Proposition 4.6.
Proposition 4.9. Let n ∈ Nn be an ideal with H1(Fnstr)∗(k, T
∨
K,n(1)) = 0. Then the RK,n-module
H1Fmstr(k, TK,n) is free of rank ν(m) and the projection map
SS0(TK,n,Fstr) −→
⋂ν(m)
RK,n
H1Fmstr(k, TK,n)
is an isomorphism. In particular, the RK,n-module SS0(TK,n,Fcan) is free of rank 1 and the
natural homomorphism
SSr(TK,n,Fcan) −→ SS0(TK,n,Fstr)
is an isomorphism.
Remark 4.10. Proposition 4.9 and [33, Lemma 4.6] show that the core rank χ(Fstr) of Fstr is 0
(see [33, Definition 3.19] for the definition of the core rank).
Definition 4.11. Let ǫ = (ǫn)n∈Nn ∈ SS0(TK,n,Fstr) be a system. For each n ∈ Nn, we regard
ǫn as an RK,n-homomorphism
ǫn :
∧ν(n)
RK,n
H1Fnstr(k, TK,n)
∗ −→ RK,n.
For an integer i ≥ 0, we define an ideal Ii(ǫ) ⊆ RK,n by
Ii(ǫ) :=
∑
n∈Nn, ν(n)=i
im(ǫn).
Remark 4.12. Let ǫ ∈ SS0(TK,n,Fstr) be a system.
(i) By [33, Theorem 4.10] or [1, Theorem 4.6(ii)], we have Ii(ǫ) ⊆ Ii+1(ǫ) for an integer
i ≥ 0, and hence
Ii(ǫ) =
∑
n∈Nn, ν(n)≤i
im(ǫn).
(ii) Let m ∈ Nn be an ideal such that H1Fmstr(k, TK,n) is free of rank ν(m). Then, for each
integer 0 ≤ i ≤ ν(m), we have
Ii(ǫ) =
∑
n|m, ν(n)=i
im(ǫn) =
∑
n|m, ν(n)≤i
im(ǫn)
(see the proof of [33, Theorem 4.10] or [1, Corollary 4.5]).
Take an ideal m ∈ Nn+1 such that
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• the RK,n-module H1Fmstr(k, TK,n) is free of rank ν(m) and the projection map
SS0(TK,n,Fstr) −→
⋂ν(m)
RK,n
H1Fmstr(k, TK,n)
is an isomorphism, and that
• the RK,n+1-module H1Fmstr(k, TK,n+1) is free of rank ν(m) and the projection map
SS0(TK,n+1,Fstr) −→
⋂ν(m)
RK,n+1
H1Fmstr(k, TK,n+1)
is an isomorphism.
Since the RK,n+1-module H
1
Fmstr(k, TK,n+1) is free of rank ν(m), the canonical homomorphism∧ν(m)
RK,n+1
H1Fmstr(k, TK,n+1) −→
⋂ν(m)
RK,n+1
H1Fmstr(k, TK,n+1)
is an isomorphism. Hence we obtain an RK,n+1-homomorphism⋂ν(m)
RK,n+1
H1Fmstr(k, TK,n+1) −→
⋂ν(m)
RK,n
H1Fmstr(k, TK,n),
which induces an RK,n+1-homomorphism
SS0(TK,n+1,Fstr) −→ SS0(TK,n,Fstr).
This homomorphism is independent of the choice of the ideal m ∈ Nn+1.
As in [33, §5], we define
SS0(TK ,Fstr) := lim←−
n>0
SS0(TK,n,Fstr).
For a system ǫ = (ǫn) ∈ SS0(TK ,Fstr) and an integer i ≥ 0, we also set
Ii(ǫ) := lim←−
n>0
Ii(ǫn) ⊆ ΛK .
We note that we have the canonical projection
prK : SS0(TK ,Fstr) −→ lim←−
n>0
⋂0
RK,n
H1str(Gk,SK , TK,n) = lim←−
n>0
RK,n = ΛK .
Remark 4.13. By definition, we have I0(ǫ) = prK(ǫ) · ΛK for a system ǫ ∈ SS0(TK ,Fstr).
Theorem 4.14 ([33, Theorems 5.4 and 5.6]).
(i) The ΛK-module SS0(TK ,Fstr) is free of rank 1.
(ii) If ǫ ∈ SS0(TK ,Fstr) is a basis, then we have
Ii(ǫ) = Fitt
i
ΛK (X
χ
K).
In particular, we have prK(ǫ) · ΛK = Fitt0ΛK (XχK).
4.2. Kolyvagin derivative homomorphism. Let n > 0 be an integer. In this subsection, we
recall the definition of the Kolyvagin derivative homomorphism
Dr′,n : ESr′(T ) −→
∏
n∈Nn
⋂r′
RK,n
H1(Gk,SK(n) , TK,n).
for an integer r′ ≥ 0. We note that SK(n) = SK ∪ {q | n} and
H1(Gk,SK(n) , TK,n) = H
1
Fncan(k, TK,n)
for an ideal n ∈ Nn.
21
Let c = (cK′)K′∈Ω ∈ E(T ) be an Euler system of rank 0. Set
Kn := knK and Kn(n) = k(n)Kn
for an ideal n ∈ Nn. We note that the field K(n) is contained in Ω and that there are canonical
identifications
Gal(Kn(q)/Kn) = Gal(kn(q)/kn) =: Gq and Gal(Kn(n)/Kn) =
∏
q|n
Gq.
Let q ∈ Pn be a prime of k. Since p is coprime to the class number of k and q ∤ p, the field
extension k(q)/k is cyclic, and hence Gq is cyclic. We fix a generator σq of Gq and denote by
Dq ∈ Z[Gq] the Kolyvagin’s derivative operator:
Dq :=
#Gq−1∑
i=0
iσiq.
We also set Dn :=
∏
q|nDq ∈ Z[Gal(Kn(n)/Kn)]. Let
πK(n),n : ΛK(n) −→ O/pnO[Gal(Kn(n)/k)] = RK,n[Gal(Kn(n)/Kn)]
be the canonical projection. Then it is well-known that Euler system relations imply
κ(c)K,n,n := πK(n),n(DncK(n)) ∈ RK,n[Gal(K(n)/K)]Gal(K(n)/K) ∼←− RK,n
(see, for example, [32, Lemma 4.4.2]).
Remark 4.15. Let In := ker(RK,n[Gal(Kn(n)/Kn)] −→ RK,n) denote the augmentation ideal.
The proof of [19, Lemma 4.4] shows that πK(n),n(cK(n)) ∈ Iν(n)n and
πK(n),n(cK(n)) ≡ (−1)ν(n)κ(c)K,n,n ·
∏
q|n
(σq − 1) mod Iν(n)+1n .
Hence one can regard (−1)ν(n)κ(c)K,n,n ∈ RK,n as the “leading coefficient” of πK(n),n(cK(n)).
Definition 4.16. Let S(n) denote the set of permutations of prime divisors of n. For a permu-
tation τ ∈ S(n), we set dτ =
∏
τ(q)=q q. By using an isomorphism Z/(#Gq) = Gq
∼−→ Iq/I2q ,
we get an element aτ,q ∈ Z/(#Gq) which corresponds to the element Pτ(q)(Frob−1τ(q)) for a prime
q | n/dτ . Then we define an element κ˜(c)n,n by
κ˜(c)K,n,n :=
∑
τ∈S(n)
sgn(τ)
∏
q| n
dτ
aτ,q
κ(c)K,n,dτ .
Definition 4.17. We call the map
D0,n : E(T ) −→
∏
n∈Nn
RK,n; c 7→ (κ˜(c)k,n,n)n∈Nn
a Kolyvagin derivative homomorphism.
Take a field K ′ ∈ Ω containing K. By Lemma B.14, we have the canonical homomorphism⋂r′
ΛK′
H1(Gk,SK′ ,TK′) −→
⋂r′
RK′,n
H1(Gk,SK′ , TK′,n).
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Furthermore, by [3, Proposition A.4], we have the canonical isomorphism(⋂r′
RK′,n
H1(Gk,SK′ , TK′,n)
)Gal(K′/K)
∼=
⋂r′
RK,n
H1(Gk,SK′ , TK′,n)
Gal(K′/K)
=
⋂r′
RK,n
H1(Gk,SK′ , TK,n).
Hence, in the same manner, one can also define a higher Kolyvagin derivative homomorphism
Dr′,n : ESr′(T ) −→
∏
n∈Nn
⋂r′
RK,n
H1Fncan(k, TK,n)
for any integer r′ ≥ 0 (see [3, §4.3] and [1, §§6.3 and 6.4] for the detail).
By using the localization map at p and the fixed isomorphism H1Σ(TK,n)
∼−→ RrK,n, we obtain
a homomorphism
H1Fncan(k, TK,n) −→ RrK,n
for each ideal n ∈ Nn. Hence by (11),this map induces a homomorphisim∏
n∈Nn
⋂r
RK,n
H1Fncan(k, TK,n) −→ RK,n.
Let ESr(T ) = ESf,r(T ) −֒→ E(T ) denote the homomorphism defined in Proposition 2.10. The
following proposition follows from the construction of the Kolyvagin derivative homomorphisms
D0,n and Dr,n.
Proposition 4.18. The following diagram commutes:
ESr(T )
Dr,n
//
 _

∏
n∈Nn
⋂r
RK,n
H1Fncan(k, TK,n)

E(T ) D0,n // ∏n∈Nn RK,n.
4.3. Regulator homomorphism. Let r′ ≥ 0 be an integer and F a Selmer structure on TK,n.
In this subsection, we recall the definition of regulator homomorphisms
Regr′ : SSr′(TK,n,F) −→
∏
n∈Nn
H1Fncan(k, TK,n)
defined in [3, 26], and construct a Stark system ǫDRK ∈ SS0(TK ,Fstr) from the p-adic L-functions
{Lχp,K′}K′∈Ω by using the higher rank Euler system cDR ∈ ESr(T ) constructed in Theorem 3.13.
Lemma 4.19 ([25, Lemmas 1.2.3 and 1.2.4]). Let q ∈ Pn. We set
H1tr(Gkq , TK,n) := ker
(
H1(Gkq , TK,n) −→ H1(Gk(q)q , TK,n)
)
,
where k(q)q is the closure of k(q) in kq. Put H
1
/tr(Gkq , TK,n) := H
1(Gkq , TK,n)/H
1
tr(Gkq , TK,n).
(i) The composite maps
H1tr(Gkq , TK,n) −→ H1(Gkq , TK,n) −→ H1/f (Gkq , TK,n)
and
H1f (Gkq , TK,n) −→ H1(Gkq , TK,n) −→ H1/tr(Gkq , TK,n)
are isomorphisms.
(ii) The Frobenius Frobq induces an isomorphism
H1f (Gkq , TK,n)
∼−→ TK,n.
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(iii) The fixed generator σq ∈ Gq induces an isomorphism
H1/f (Gkq , TK,n)
∼−→ TK,n.
We fix a basis e of TK . By using the isomorphisms in Lemma 4.19 and the fixed basis e of TK ,
we identify H1f (Gkq , TK,n), H
1
/f (Gkq , TK,n), H
1
tr(Gkq , TK,n), and H
1
/tr(Gkq , TK,n) with RK,n. We
note that these identifications are compatible with n, i.e., for ∗ ∈ {f, tr, /f, /tr}, the following
diagram commutes:
H1∗ (Gkq , TK,n)
= //

RK,n

H1∗ (Gkq , TK,n−1)
= // RK,n−1.
Definition 4.20. For an ideal n ∈ Nn and a prime q ∈ Pn with q | n, we put
ϕq : H
1
Fncan(k, TK,n) −→ H1/tr(Gkq , TK,n) = RK,n.
Definition 4.21. Let n ∈ Nn be an ideal and F a Selmer structure on TK,n. Then we define a
Selmer structure F(n) on TK,n by the following data:
• S(F(n)) := S(F) ∪ {q | n},
• we define a local condition at a prime q | n by
H1F(n)(Gkq , TK,n) := H
1
tr(Gkq , TK,n),
• we define a local condition at a prime q ∤ n by
H1F(n)(Gkq , T ) := H
1
F(Gkq , T ).
Remark 4.22. By [26, Proposition 14.3], for any integer m with n ≤ m and ideal n ∈ Nm, there
are infinitely many ideals m ∈ Nm with n | m such that H1Fstr(m)∗(k, (T/mT )∨(1)) vanishes.
Then, by [33, Corollary 3.21], the module H1Fstr(m)(k, T/mT ) also vanishes since the core rank
of χ(Fstr) is zero by Remark 4.10. By [33, Lemmas 3.13 and 3.14, and Corollary 3.18] (see also
[25, Lemma 3.5.3] and [1, § 3.2]), we see that
H1Fstr(m)(k, TK,n) = H
1
Fstr(m)∗(k, T
∨
K,n(1)) = 0.
Applying Theorem A.11 with F1 = Fstr(m) and F2 = Fmstr, we conclude that the homomorphism
H1Fmstr(k, TK,n)
⊕
q|m ϕq−−−−−−→
⊕
q|m
RK,n
is an isomorphism. Hence H1Fmstr(k, TK,n)
∗ is generated by the set {ϕq}q|m and, for any ideal
m′ | m and system ǫ ∈ SS0(TK,n,Fstr), the ideal im(ǫm′) is generated by the set
{ǫm′(∧q|nϕq) | ν(n) = ν(m′), n | m}.
We also note that, applying Theorem A.11 with F1 = Fstr(m) and F2 = FL(m), we see that
H1FL(m)(k, TK,n) is a free RK,n-module of rank 1 and H
1
FL(m)∗(k, T
∨
K,n(1)) vanishes.
Definition 4.23 ([25, Definition 3.1.3] and [3, Definition 4.1]). Let F be a Selmer structure on
TK,n and r
′ > 0 an integer. Let n ∈ Nn be an ideal and q a prime divisor of n. Then we have
two cartesian diagrams
H1Fq(n)(k, TK,n)

  // H1F(n)(k, TK,n)

0 // H1tr(Gkq , TK,n) = RK,n,
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H1Fq(n)(k, TK,n)

  // H1F(n/q)(k, TK,n)

0 // H1f (Gkq , TK,n) = RK,n.
Here we denote by H1Fq(n)(k, TK,n) the kernel of the map H
1
F(n)(k, TK,n) −→ H1tr(Gkq , TK,n).
Hence by Definition B.4, we obtain maps
ϕq :
⋂r′
RK,n
H1F(n)(k, TK,n) −→
⋂r′−1
RK,n
H1Fq(n)(k, TK,n)
and
divq :
⋂r′
RK,n
H1F(n/q)(k, TK,n) −→
⋂r′−1
RK,n
H1Fq(n)(k, TK,n).
We say that a family of elements {κn}n∈Nn ∈
∏
n∈Nn
⋂r′
RK,n
H1F(n)(k, TK,n) is a Kolyvagin
system of rank r′ if {κn}n∈Nn satisfies
ϕq(κn) = divq(κn/q)
for any ideal n ∈ Nn and prime divisor q of n. We denote by KSr′(TK,n,F) the module of
Kolyvagin systems of rank r′.
Let F be a Selmer structure on TK,n and r′ ≥ 0 an integer. By definition, we have the
following cartesian diagram
H1F(n)(k, TK,n)
  //

H1Fn(k, TK,n)
⊕
q|n ϕq

0 

//
⊕
q|nH
1
/tr(Gkq , TK,n) = R
ν(n)
K,n .
Hence by applying Definition B.4 to the above cartesian diagram, we see that the homomorphisms
{ϕq}q|n induce the following homomorphism defined by Φ 7→ (−1)ν(n)Φ(∧q|nϕq):
Regn :
⋂r′+ν(n)
RK,n
H1Fn(k, TK,n) −→
⋂r′
RK,n
H1F(n)(k, TK,n).
The regulator homomorphism Regr′ is defined by (ǫn)n∈Nn 7→ (Regn(ǫn))n∈Nn :
Regr′ : SSr′(TK,n,F) −→
∏
n∈Nn
⋂r′
RK,n
H1F(n)(k, TK,n).
Proposition 4.24 ([3, Proposition 4.3]). Let F be a Selmer structure. For an integer r′ > 0, the
image of the regulator homomorphism Regr′ : SSr′(TK,n,F) −→
∏
n∈Nn
⋂r′
RK,n
H1F(n)(k, TK,n) is
contained in KSr′(TK,n,F).
Lemma 4.25. The regulator homomorphism
Reg0 : SS0(TK,n,Fstr) −→
∏
n∈Nn
RK,n
is injective.
Proof. By Proposition 4.9 and Remark 4.22, one can take an ideal m ∈ Nn such that
• the projection SS0(TK,n,Fstr) −→
⋂ν(m)
RK,n
H1Fmstr(k, TK,n) is an isomorphism, and
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• the homomorphism
H1Fmstr(k, TK,n)
⊕
q|m ϕq−−−−−−→
⊕
q|m
RK,n
is an isomorphism.
Then we have a commutative diagram
SS0(TK,n,Fstr)
∼= //
Reg0

⋂ν(m)
RK,n
H1Fmstr(k, TK,n)
Regm
∏
n∈Nn RK,n
// RK,n.
Since
⊕
q|m ϕq : H
1
Fmstr(k, TK,n) −→
⊕
q|mRK,n is an isomorphism, the homomorphism Regm is
an isomorphism, and hence Reg0 is injective. 
Theorem 4.26 ([1, Theorem 5.2 (i)]). The regulator homomorphism
Regr : SS0(TK,n,Fcan) −→ KSr(TK,n,Fcan)
is an isomorphism.
Proof. This theorem follows from [1, Theorem 5.2 (i)], and hence we only need to check that
Hypotheses 3.2, 3.3 and 4.2 in [1] are satisfied. In the proof of Proposition 4.6, we prove that
Hypotheses 3.2 and 3.3 in [1] are satisfied. By Proposition 4.6, Hypotheses 4.2 is satisfied. 
When r′ = 1, the following theorem is proved by Mazur–Rubin in [25, Theorem 3.2.4]. When
r′ > 1, it is proved by Burns–Sano and the author in [1, Theorem 6.12].
Theorem 4.27. For any integer r′ > 0, the homomorphism Dr′,n induces a homomorphism
Dr′,n : ESr(T ) −→ KSr′(TK,n,Fcan).
By Proposition 4.18, we have the following commuative diagram:
ESr(T )
Dr,n
//
 _

KSr(TK,n,Fcan)

SSr(TK,n,Fcan)
Regr
∼=oo
∼=

E(T ) D0,n // ∏n∈Nn RK,n SS0(TK,n,Fstr).? _Reg0oo
(9)
To simplify the notation, we put Lχp := {Lχp,K′}K′∈Ω ∈ E(T ).
Proposition 4.28. Suppose that the same assumptions as in Theorem 3.13 hold. Then there is
a unique system
ǫDRK = (ǫ
DR
K,n)n>0 ∈ SS0(TK ,Fstr) = lim←−
n>0
SS0(TK,n,Fstr)
such that, for any integer n > 0,
Reg0(ǫ
DR
K,n) = D0,n(Lχp ),
that is,
ǫDRK,n,n(∧q|nϕq) = (−1)ν(n)κ˜(Lχp )K,n,n(10)
for any ideal n ∈ Nn. In particular, we have prK(ǫDRK ) = Lχp,K.
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Proof. Let cDR denote the Euler system of rank r constructed in Theorem 3.13 and n > 0 an
integer. By Theorems 4.26 and 4.27, there exists a unique system
ǫcan,n ∈ SSr(TK,n,Fcan)
such that the image of ǫcan,n under the regulator map Regr : SSr(TK,n,Fcan) −→ KSr(TK,n,Fcan)
is Dr,n(cDR). We define a system ǫDRK,n ∈ SS0(TK,n,Fstr) to be the image of ǫcan,n under the
isomorphism SSr(TK,n,Fcan) ∼−→ SS0(TK,n,Fstr). Then the relation Reg0(ǫDRK,n) = D0,n(Lχp )
follows from the commutative diagram (9).
Recall that the identification H1/tr(Gkq , TK,n) = RK,n is compatible with n. Hence the regula-
tor map Reg0 : SS0(TK,n,Fstr) −→
∏
n∈Nn RK,n is also compatible with n. Thus, by the defini-
tion of D0,n, it is easy to see that the set {ǫDRK,n}n>0 is an inverse system. Hence ǫDRK := (ǫDRK,n)n>0
is an element of lim←−n>0 SS0(TK,n,Fstr) = SS0(TK ,Fstr). 
Proposition 4.29. Suppose that the same assumptions as in Theorem 3.13 hold.
(i) The system ǫDRK constructed in Proposition 4.28 is a basis of SS0(TK ,Fstr).
(ii) For each integer i ≥ 0, we have
Ii(ǫ
DR
K ) = Fitt
i
ΛK (X
χ
K).
Proof. Theorem 4.14(i) shows that the ΛK-module SS0(TK ,Fstr) is free of rank 1. Let ǫK ∈
SS0(TK ,Fstr) be a basis. Then there is an element a ∈ ΛK such that ǫDRK = a · ǫK . Theo-
rem 4.14(ii) and Proposition 4.28 imply
a · Fitt0ΛK (XχK) = I0(ǫDRK ) = prK(ǫDRK ) · ΛK = Lχp,K · ΛK .
Since Fitt0ΛK (X
χ
K) = L
χ
p,K · ΛK by [19, Proposition 2.1] and (5), we have
aLχp,K · ΛK = Lχp,K · ΛK .
Hence we conclude that a is a unit, and ǫDRK is a basis. Claims (ii) follows from Claim (i) and
Theorem 4.14(ii). 
5. On the Fitting ideals of XχK
In this section, by using the system ǫDRK constructed in Proposition 4.29, we prove that all
higher Fitting ideals of XχK are described by analytic invariants canonically associated with
Stickelberger elements.
Throughout this section, we use the same notations as in §§3 and 4. Suppose that the odd
prime p is coprime to the class number of k and the order of χ. Fix a field K ∈ Ω.
Definition 5.1. For each integer i ≥ 0, we define an ideal ΘiK,n by
ΘiK,n := 〈κ˜(Lχp )K,n,n | ν(n) ≤ i, n ∈ Nn〉 = 〈κ(Lχp )K,n,n | ν(n) ≤ i, n ∈ Nn〉 ⊆ RK,n.
Since Nn+1 ⊆ Nn, one can define an ideal
ΘiK,∞ := lim←−
n>0
ΘiK,n ⊆ ΛK .
Remark 5.2.
(i) By Remark 4.15, the ideal ΘiK,n is generated by the leading coefficients of elements
{πK(n),n(Lχp,K(n))}n∈Nn , where
πK(n),n : ΛK(n) −→ RK,n[Gal(Kn(n)/Kn)]
is the canonical projection map.
(ii) We have Θ0K,∞ = L
χ
p,K · ΛK = Fitt0ΛK (XχK) by [19, Proposition 2.1].
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We give a proof of the following theorem in the next subsection. As we mentioned in Re-
mark 1.6, the following theorem is an equivariant generalization of the main theorem in [20].
Theorem 5.3. Assume that
• H0(Gkp , T/mT ) = H2(Gkp , T/mT ) = 0 for each prime p ∈ Sp(k), and
• H2(Gkq , T/mT ) = 0 for each prime q ∈ Sram(K/k),
• the µ-invariant of Xχk vanishes.
Then, for an integer i ≥ 0, we have
ΘiK,∞ = Fitt
i
ΛK (X
χ
K).
5.1. Proof of Theorem 5.3. In this subsection, suppose that the same assumptions as in
Theorem 5.3 hold. We fix an integer n > 0. Since
lim←−
n′>0
H1Fstr(k, TK,n′) = ker
(
H1(Gk,SK ,TK) −→ H1Σ(TK)
)
= 0
by Proposition 3.1 and H1Fstr(k, TK,n′) is finite for each integer n
′ > 0, one can take a se-
quence {ni}∞i=0 of positive integers such that n = n0 < n1 < n2 < · · · and a canonical map
H1Fstr(k, TK,ni+1) −→ H1Fstr(k, TK,ni) is zero.
Let End(Pni) denote the set of maps from Pni to Pni . Fix an integer i > 0 and take an ideal
n ∈ Nni and a prime q ∈ Pni with q ∤ n. For a map σ ∈ End(Pni), we set
ϕσn := ∧r|nϕσ(r) :
∧ν(n)
RK,n
H1(Gk, TK,n) −→ RK,n,
where the homomorphism ϕr is defined in Definition 4.20 and we fix an order on the set of prime
divisors of n.
Let
ǫDRK,ni = (ǫ
DR
K,ni,n)n∈Nni ∈ SS0(TK,ni ,Fstr)
be the system constructed in Proposition 4.28. Let
divq : H
1
/f (Gkq , TK,nj)
∼−→ RK,nj
denote the fixed isomorphism (see the paragraph after Lemma 4.19). We also denote by divq the
composite map
H1(Gk, TK,nj ) −→ H1/f (Gkq , TK,nj) ∼−→ RK,nj .
Recall that
ǫDRK,ni,n ∈
⋂ν(n)
RK,n
H1Fnstr(k, TK,ni)⊗ det(Wn).
Here Wn :=
⊕
q|nH
1
/f (Gkq , TK,ni)
∗.
Definition 5.4. We define an element ǫK,ni,n,q ∈
⋂ν(nq)
RK,n
H1Fnqstr (k, TK,ni) by
ǫDRK,ni,nq = ǫK,ni,n,q ⊗ (∧r|ndivr ∧ divq),
where, in order to define ∧r|ndivr, we use the same order on the set of prime divisors of n as
above. We also define an element ǫK,ni,n,1 ∈
⋂ν(n)
RK,n
H1Fnstr(k, TK,ni) by
ǫDRK,ni,n = ǫK,ni,n,1 ⊗ ∧r|ndivr.
We set
κσni,n,q := (−1)ν(n)ǫK,ni,n,q(ϕσn) ∈ H1Fnqstr (k, TK,ni).
Note that κσni,n,q is independent of the choice of the fixed order on the set of prime divisors of n.
We denote by κσnj ,n,q the image of κ
σ
ni,n,q in H
1
Fnqstr (k, TK,nj ) for 0 ≤ j ≤ i.
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Definition 5.5. We set
δσni,n := (−1)ν(n)ǫK,ni,n,1(ϕσn) ∈ RK,ni .
The following proposition follows from the construction of cohomology classes {κσnj ,n,q}.
Proposition 5.6. The elements {κσnj,n,q | n ∈ Nni , q ∈ Pni , q ∤ n, σ ∈ End(Pni)} satisfies the
following relations:
(i) divr(κ
σ
nj ,n,q) = ϕσ(r)(κ
σ
nj ,n/r,q
) for each prime r | n,
(ii) divq(κ
σ
nj ,n,q) = δ
σ
nj ,n,
(iii) ϕσ(r)(κ
σ
nj ,n,q) = 0 for each prime r | n,
(iv) ϕσ(q)(κ
σ
nj ,n,q) = −δσnj ,nq.
Remark 5.7. The key of the proof of [20, Theorem 2.1] is the construction of certain cohomology
classes which satisfy the same properties (i)–(iv) in Proposition 5.6 (see [20, §1]). However,
Kurihara’s construction is different from ours. We use a higher rank Euler system and a Stark
system in order to construct cohomology classes {κσnj,n,q}.
Proof. Let us show Claim (i). Since κσnj,n,q and κ
σ
nj ,n/r,q
are independent of the choice of the
fixed order on the set of prime divisors of n and of n/r, respectively, we may assume that
ϕσn = ϕσ(r) ∧ ϕσn/r. By the definition of Stark systems, we have Φnq,nq/r(ǫDRK,nj ,nq) = ǫDRK,nj ,nq/r
(see the paragraph after Definition 4.3 for the definition of Φnq,nq/r). Hence by Definition B.4,
we have
divr(ǫK,nj ,n,q) = ǫK,nj ,n/r,q,
which implies
divr(κ
σ
nj ,n,q) = (−1)ν(n)ǫK,nj ,n,q(ϕσn ∧ divr)
= divr(ǫK,nj ,n,q)(ϕσ(r) ∧ ϕσn/r)
= ǫK,nj ,n/r,q(ϕσ(r) ∧ ϕσn/r)
= (−1)ν(n/r)ǫK,nj ,n/r,q(ϕσn/r ∧ ϕσ(r))
= ϕσ(r)(κ
σ
nj ,n/r,q
).
Next, we will show Claim (ii). By the definition of Stark systems, we have divq(ǫ
DR
K,nj ,nq
) =
ǫDRK,nj ,n. Hence by Definition B.4, we have
divq(ǫK,nj ,n,q) = (−1)ν(n)ǫK,nj ,n,1,
which implies
divq(κ
σ
nj ,n,q) = (−1)ν(n)ǫK,nj ,n,q(ϕσn ∧ divq)
= divq(ǫK,nj ,nq)(ϕ
σ
n)
= (−1)ν(n)ǫK,nj ,n,1(ϕσn)
= δσnj ,n.
Claim (iii) follows from the fact that ϕσ(r) ∧ ϕσn vanishes for each prime divisor r | n.
By definition, the sign difference between ǫK,nj ,nq,1 and ǫK,nj ,n,q is the same as the one between
ϕσnq and ϕ
σ
n ∧ ϕσ(q). Since (−1)ν(n) × (−1)ν(nq) = −1, this fact implies Claim (iv). 
When the map σ is the identity map, put δni,n := δ
σ
ni,n for simplicity.
Lemma 5.8. We have
Ii(ǫ
DR
K,n) = 〈δσn,n | n ∈ Nni , ν(n) = i, σ ∈ End(Pni)〉.
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Proof. This lemma follows from Remark 4.22 and (10). 
Lemma 5.9 ([21, Lemma 6.9]). Let 0 < j ≤ i and c ∈ H1Fnstr(k, TK,nj ). If divr(c) = 0 for any
r | n, then c = 0 in H1Fnstr(k, TK,nj−1).
Proof. We have an exact sequence
0 −→ H1Fstr(k, TK,nj ) −→ H1Fnstr(k, TK,nj)
⊕q|ndivq−−−−−−→
⊕
q|n
RK,nj .
Hence c ∈ H1Fstr(k, TK,nj). Since H1Fstr(k, TK,nj ) −→ H1Fstr(k, TK,nj−1) is zero, we have c = 0 in
H1Fnstr(k, TK,nj−1). 
Lemma 5.10 ([21, Proposition 7.14]). Let r ∈ Pni be a prime with r ∤ nq and σ ∈ End(Pni).
Take a homomorphism f : H1(Gk, TK,n) −→ RK,n. Suppose that there is an element z ∈
H1Fqrstr(k, TK,ni) with divq(z) = 1. If ν(n) = i− 1, then we have
f(κσn,n,q) ≡ −divr(z)f(κσn,n,r) (mod Ii−1(ǫDRK,n)).
In particular, we have
δσn,nq ≡ divr(z)ϕσ(q)(κσn,n,r) (mod Ii−1(ǫDRK,n)).
Proof. The proof of this lemma is based on that of [21, Proposition 7.14]. For an ideal m | n, we
set j := ν(m) and
κ˜σni,m,q := −divr(z)κσni,m,r + δσni,mz +
∑
s|m
ϕσ(s)(z)κ
σ
ni,m/s,s
,
where s runs over the set of prime divisors of m. Let us show
κσni−1−j ,m,q = κ˜
σ
ni−1−j ,m,q
by induction on j ≤ i− 1. Since divq(z) = 1, Proposition 5.6 (ii) shows that
divq(κ˜
σ
ni,m,q) = δ
σ
ni,m = divq(κ
σ
ni,m,q),
divr(κ˜
σ
ni,m,q) = −divr(z)δσni,m + divr(z)δσni,m = 0 = divr(κσni,m,q).
Hence if j = 0, then m = 1, and this claim follows from Lemma 5.9.
Let us suppose that j > 0. Take a prime divisor s of m. Then Proposition 5.6 (i) and (ii)
implies
divs(κ˜
σ
ni,m,q) = −divr(z)divs(κσni,m,r) + ϕσ(s)(z)divs(κσni,m/s,s) +
∑
s′|m/s
ϕσ(s′)(z)divs(κ
σ
ni,m/s′,s′
)
= ϕσ(s)(−divr(z)κσni,m/s,r) + δσni,m/sϕσ(s)(z) +
∑
s′|m/s
ϕσ(s′)(z)ϕσ(s)(κ
σ
ni,m/ss′,s′
)
= ϕσ(s)(κ˜ni,m/s,q).
Hence, the induction hypothesis and Proposition 5.6 (i) show that
divs(κ˜
σ
ni−j ,m,q) = ϕσ(s)(κ˜
σ
ni−j ,m/s,q
) = ϕσ(s)(κ
σ
ni−j ,m/s,q
) = divs(κ
σ
ni−j ,m,q).
Thus, by Lemma 5.9, we conclude that κσni−1−j ,m,q = κ˜
σ
ni−1−j ,m,q.
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Take a homomorphism f : H1(Gk, TK,n) −→ RK,n. Since δσn,n and f(κσn,n/s,s) are contained
in Ii−1(ǫDRK,n) by definition, we have
f(κσn,n,q) = f(κ˜
σ
n,n,q)
= −divr(z)f(κσn,n,r) + δσn,nf(z)−
∑
s|n
ϕσ(s)(z)f(κ
σ
n,n/s,s)
≡ −divr(z)f(κσn,n,r) (mod Ii−1(ǫDRK,n)).

The following lemma is proved by Kurihara in [21].
Lemma 5.11 ([21, Proposition 9.3]). Let m ∈ Nn be an ideal, x ∈ H1Fmstr(k, TK,n), and q | m.
Then there are infinitely many primes r ∈ Pn with r ∤ m such that
• ϕσ(q)(x) ∈ RK,n · ϕr(x), and
• there is an element z ∈ H1Fqrstr(k, TK,n) with divq(z) = 1 and divr(z) ∈ R
×
K,n.
The following corollary follows from Lemmas 5.10 and 5.11.
Corollary 5.12. Let σ ∈ End(Pni) be a map and n ∈ Nni an ideal with ν(n) = i. Then there
are infinitely many primes r ∈ Pni such that
δσn,n ∈ RK,n · ϕr(κσn,n/q,r) + Ii−1(ǫDRK,n).
Proof of Theorem 5.3. Let n ∈ Nni be an ideal satisfying ν(n) = i. Take a map σ ∈ End(Pni).
Let us prove
δσn,n ∈ ΘiK,n + Ii−1(ǫDRK,n)
by induction on d := i−#{q | q is a prime divisor of n and σ(q) = q}.
If d = 0, then the claim follows from Lemma 5.8. Suppose that d > 0. Take a prime divisor q
of n satisfying σ(q) 6= q. By Corollary 5.12, there is a prime r ∈ Pni such that
δσn,n ∈ RK,n · ϕr(κσn,n/q,r) + Ii−1(ǫDRK,n).
We define a map σ′ ∈ End(Pni) to be σ′(r) = r and σ′(s) = σ(s) for s ∈ Pni \ {r}. Then
Proposition 5.6 (iv) shows
δσn,n ∈ RK,n · δσ
′
n,nr/q + Ii−1(ǫ
DR
K,n).
Since σ(q) 6= q and σ′(r) = r, we obtain
i−#{s | s is a prime divisor of nr/q and σ′(s) = s} = d− 1.
Hence applying the induction hypothesis for σ′ and nr/q, we have δσ
′
n,nr/q ∈ ΘiK,n + Ii−1(ǫDRK,n)
and hence δσn,n ∈ ΘiK,n + Ii−1(ǫDRK,n).
In particular, Lemma 5.8 shows Ii(ǫ
DR
K,n) = Θ
i
K,n + Ii−1(ǫ
DR
K,n) for any integer i > 0. Hence
Proposition 4.29 implies
FittiΛK (X
χ
K) = Ii(ǫ
DR
K ) = Θ
i
K,∞ + Ii−1(ǫ
DR
K ) = Θ
i
K,∞ + Fitt
i−1
ΛK
(XχK).
Since Fitt0ΛK (X
χ
K) ⊆ Θ1K,∞ by Remark 5.2(ii), we conclude that FittiΛK (XχK) = ΘiK,∞ for any
integer i > 0. 
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Appendix A. Notes on Galois cohomology
A.1. Remarks on continuous cochain complexes. The contents of this subsection are based
on [12, Appendix A].
Let R be a complete noetherian local ring with maximal ideal m, and k a number field. Fix a
finite set S of places of k satisfying S∞(k) ∪ Sp(k) ⊆ S. Let T be a free R-module of finite rank
on which Gk,S acts continuously; namely, the composite map
Gk,S −→ R[Gk,S ] −→ EndR(T )
is continuous. Let G be one of the profinite groups in {Gkp | p ∈ Sp(k)}∪ {Gk,S}. Note that the
pair (T,G) satisfies [30, Hypothesis A].
Definition A.1. Let A be a noetherian ring and M• a complex of A-modules.
(i) We say that M• is a perfect complex if M• is quasi-isomorphic to a bounded complex
P • of projective A-modules of finite type. Furthermore, we say that M• has perfect
amplitude contained in [a, b] if P i = 0 for every i < a and i > b.
(ii) We write D
[a,b]
perf (A) for the full subcategory consisting of perfect complexes having perfect
amplitude contained in [a, b] in the derived category of the abelian category of A-modules.
Theorem A.2 ([30, Theorem 1.4 (1) and Corollary 1.2]).
(i) For an ideal I of R, we have the canonical isomorphism
RΓ(G, T )⊗LR R/I ∼−→ RΓ(G, T/IT ).
(ii) We have RΓ(G, T ) ∈ D[0,2]perf (R).
Corollary A.3 ([12, Corollary A.5]). If H0(G, T/mT ) = 0, then we have RΓ(G, T ) ∈ D[1,2]perf (R).
Proof. By Theorem A.2(ii), there is a complex
P • = [ · · · −→ 0 −→ P 0 −→ P 1 −→ P 2 −→ 0 −→ · · · ]
of finitely generated free R-modules such that P • is quasi-isomorphic toRΓ(G, T ). The vanishing
of H0(G, T/mT ) implies (mi/mi+1 ⊗R T )G = 0. Hence the exact sequence
0 −→ mi/mi+1 −→ R/mi+1 −→ R/mi −→ 0
shows (T/miT )G = 0 for any integer i ≥ 1 and hence H0(P •) = TG = 0, which means that the
map P 0 −→ P 1 is injective. Thus it suffices to show that the cokernel
X := coker
(
P 0 −→ P 1)
is a projective R-module. Since R is a noetherian local ring, we only need to check
TorR1 (X,R/m) = 0
by the local criterion for flatness. Since P 1 is a flat R-module, we have
TorR1 (X,R/m) = ker
(
P 0 ⊗R R/m −→ P 1 ⊗R R/m
)
= H0(RΓ(G, T )⊗LR R/m).
By Theorem A.2(i), we conclude
TorR1 (X,R/m) = H
0(RΓ(G, T/mT )) = (T/mT )G = 0.

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Corollary A.4 ([12, Corollary A.7]). If H0(G, T/mT ) = H2(G, T/mT ) = 0, then the R-module
H1(G, T ) is free and, for any ideal J of R, the canonical homomorphism
H1(G, T )⊗R R/J −→ H1(G, T/JT )
is an isomorphism.
Proof. Since H2(G, T/mT ) = 0, by Theorem A.2(ii), the module H2(G, T/JT ) also vanishes
for any ideal J of R, and hence RΓ(G, T/JT ) ∈ D[1,1]parf (R/J) by Corollary A.3. In particular,
H1(G, T ) is free. The second assertion follows from Theorem A.2(i). 
A.2. Selmer structures. In this subsection, we recall the definition of Selmer structures. The
contents of this subsection are based on [25]. In this subsection, we assume that the residue field
of R is finite.
Definition A.5. A Selmer structure F on T is a collection of the following data:
• a finite set S(F) of places of k, including the set S,
• a choice of R-submodule H1F(Gkq , T ) ⊆ H1(Gkq , T ) for each q ∈ S(F).
Put
H1F(Gkq , T ) := H
1
f (Gkq , T ) := ker
(
H1(Gkq , T ) −→ H1(Iq, T )
)
for each prime q 6∈ S(F). Here kurq denotes the maximal unramified extension of kq and Iq :=
Gal(kq/k
ur
q ). We call H
1
F(Gkq , T ) the local condition of F at a prime q of k.
Remark A.6. Since p is an odd prime, we have H1(kv, T ) = 0 for any infinite place v of k. Thus
we ignore local condition at any infinite place of k.
Example A.7. Suppose that R is p-torsion-free.
(i) We define a canonical Selmer structure Fcan on T by the following data:
– S(Fcan) := S,
– we define a local condition at a prime q ∤ p by
H1Fcan(Gkq , T ) := ker
(
H1(Gkq , T ) −→ H1(Iq, T ⊗Zp Qp)
)
,
– we define a local condition at a prime p | p by
H1Fcan(Gkq , T ) := H
1(Gkq , T ).
(ii) We define a strict Selmer structure Fstr on T by the following data:
– S(Fstr) := S,
– we define a local condition at a prime q ∤ p by
H1Fstr(Gkq , T ) := ker
(
H1(Gkq , T ) −→ H1(Iq, T ⊗Zp Qp)
)
,
– we define a local condition at a prime p | p by
H1Fstr(Gkq , T ) := 0.
(iii) We define a Selmer structure FS on T by the following data:
– S(FS) := S,
– we define a local condition at a prime q ∈ S by
H1FS(Gkq , T ) := 0.
Remark A.8. Let F be a Selmer structure on T and R −→ R′ a surjective ring homomorphism.
Then F induces a Selmer structure on the R′-module T ⊗R R′, that we will denote by FR′ . If
there is no risk of confusion, then we write F instead of FR′ .
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Definition A.9. Let F be a Selmer structure on T . Set
H1/F (Gkq , T ) := H
1(Gkq , T )/H
1
F(Gkq , T )
for any prime q of k. We define the Selmer group H1F(k, T ) ⊆ H1(Gk,S(F), T ) associated with F
to be the kernel of the direct sum of localization maps:
H1F(k, T ) := ker
H1(Gk,S(F), T ) −→ ⊕
q∈S(F)
H1/F (Gkq , T )
 ,
where q runs through all the primes of k.
For a topological Zp-moduleM , letM
∨ := Homcont(M,Qp/Zp) denote the Pontryagin duality
of M . For any integer n > 0, let µpn denote the group of all p
n-th roots of unity. The Cartier
dual of T is defined by
T∨(1) := T∨ ⊗Zp lim←−
n
µpn = Homcont(T,Qp/Zp)⊗Zp lim←−
n
µpn .
Then we have the local Tate paring
〈 , 〉q : H1(Gkq , T )×H1(Gkq , T∨(1)) −→ Qp/Zp
for each prime q of k.
Definition A.10. Let F be a Selmer structure on T . Put
H1F∗(Gkq , T
∨(1)) := {x ∈ H1(Gkq , T∨(1)) | 〈y, x〉q = 0 for any y ∈ H1F(Gkq , T )}.
In this manner, the Selmer structure F on T gives rise to a Selmer structure F∗ on T∨(1). Hence
we obtain the dual Selmer group H1F∗(k, T
∨(1)) associated with F ;
H1F∗(k, T
∨(1)) := ker
H1(Gk,S(F), T∨(1)) −→ ⊕
q∈S(F)
H1/F∗(Gkq , T
∨(1))
 .
In this paper, we refer to the following theorem as global duality.
Theorem A.11 ([25, Theorem 2.3.4]). Let F1 and F2 be Selmer structures on T satisfying
H1F1(kq, T ) ⊆ H1F2(kq, T ) for any prime q of k,
Then we have the following exact sequence:
0 −→ H1F1(k, T ) −→ H1F2(k, T ) −→
⊕
q
H1F2(Gkq , T )/H
1
F1(Gkq , T )
−→ H1F∗1 (k, T
∨(1))∨ −→ H1F∗2 (k, T
∨(1))∨ −→ 0,
where q runs through all the primes of k which satisfies H1F1(Gkq , T ) 6= H1F2(Gkq , T ).
Appendix B. Exterior bi-dual
We fix a noetherian commutative ring R. For each R-module M we set
M∗ := HomR(M,R).
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B.1. Definition of the exterior bi-dual. Let M and N be R-modules, and r ≥ 0 an integer.
For a map ϕ : M −→ N , there exists a unique homomorphism of R-modules∧r+1
R
M −→ N ⊗R
∧r
R
M
with the property that
m1 ∧ · · · ∧mr+1 7→
r+1∑
i=1
(−1)i+1ϕ(mi)⊗m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr+1
for each subset {mi}1≤i≤r+1 ofM . We will also denote this map by ϕ. In particular, for integers
0 ≤ r ≤ s, we have the canonical homomorphism∧r
R
M∗ −→ HomR
(∧s
R
M,
∧s−r
R
M
)
; ϕ1 ∧ · · · ∧ ϕr 7→ ϕr ◦ · · · ◦ ϕ1.
Definition B.1. We define the r-th exterior bi-dual
⋂r
RM of M by⋂r
R
M :=
(∧r
R
M∗
)∗
.
Note that there is a canonical homomorphism
ξrM :
∧r
R
M −→
⋂r
R
M ; m 7→ (Φ 7→ Φ(m)),
which is neither injective nor surjective in general. However, ifM is a finitely generated projective
R-module, then ξrM is an isomorphism.
Definition B.2. For integers 0 ≤ r ≤ s and Φ ∈ ∧rRM∗, define an R-homomorphism⋂s
R
M −→
⋂s−r
R
M(11)
as the R-dual of the R-homomorphism∧s−r
R
M∗ −→
∧s
R
M∗; Ψ 7→ Φ ∧Ψ.
We denote the map (11) also by Φ.
One can check that the diagram ∧s
RM
Φ //
ξsM

∧s−r
R M
ξs−r
M
⋂s
RM
Φ //
⋂s−r
R M
is commutative.
B.2. Basic properties. In this subsection, suppose that
• R is a zero dimensional Gorenstein local ring.
Hence all free R-modules are injective by the definition of R. In particular, the functor (−)∗ =
HomR(−, R) is exact. Furthermore, Matlis duality tells us that the canonical map
ξ1M : M −→
⋂1
R
M
is an isomorphism for any finitely generated R-module M .
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Lemma B.3 ([33, Lemma 2.1]). Let F
h−→ M g−→ N −→ 0 be an exact sequence of R-
modules and r ≥ 0 an integer. If F is a free R-module of rank s ≤ r, then there is a unique
R-homomorphism
ϕ :
∧r−s
R
N ⊗R det(F ) −→
∧r
R
M
such that ϕ (∧r−sg(b)⊗ a) = (∧sh(a)) ∧ b for any a ∈ det(F ) and b ∈ ∧r−sR M .
For i ∈ {1, 2}, let Mi be an R-module and Fi a free R-module of rank si. Suppose that we
have the following cartesian diagram:
M1
  //

M2

F1
  // F2,
where the horizontal arrows are injective. The R-module F2/F1 is free of rank s2−s1 since F1 is an
injective R-module. Applying Lemma B.3 to the exact sequence (F2/F1)
∗ −→M∗2 −→M∗1 −→ 0,
we obtain an R-homomorphism
Φ˜:
⋂r
R
M2 ⊗R det((F2/F1)∗) −→
⋂r−s2+s1
R
M1
for any integer r ≥ s2 − s1.
Definition B.4 ([33, Definition 2.3]). For any cartesian diagram as above and an integer r ≥
s2 − s1, we have an R-homomorphism
Φ:
⋂r
R
M2 ⊗R det(F ∗2 ) ∼−→
⋂r
R
M2 ⊗R det((F2/F1)∗)⊗R det(F ∗1 )
−→
⋂r−s2+s1
R
M1 ⊗R det(F ∗1 ),
where the first map is induced by the isomorphism
det((F2/F1)
∗)⊗R det(F ∗1 ) ∼−→ det(F ∗2 ); a⊗ b −→ a ∧ b˜,
where b˜ is a lift of b in
∧s1
R F
∗
2 and the second map is induced by Φ˜.
Proposition B.5 ([33, Proposition 2.4]). Suppose that we have the following commutative dia-
gram of R-modules
M1
  //

M2

  // M3

F1
  // F2
  // F3
such that F1, F2, and F3 are free of finite rank and the two squares are cartesian. Let si =
rankR(Fi) and r ≥ s3 − s1. For i, j ∈ {1, 2, 3} with j < i, we denote by
Φij :
⋂r−s3+si
R
Mi ⊗R det(F ∗i ) −→
⋂r−s3+sj
R
Mj ⊗R det(F ∗j )
the map given by Definition B.4. Then we have
Φ31 = Φ21 ◦Φ32.
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B.3. Base change. In this subsection, we slightly generalize the results proved in [12, Appen-
dix B]. Recall that R is a noetherian commutative ring. LetM be a finitely generated R-module.
Definition B.6.
(i) The ring R is said to satisfy the condition (G1) if the local ring Rr is Gorenstein for any
prime r of R with ht(r) ≤ 1.
(ii) For an integer n ≥ 0, we say that the R-module M satisfies the Serre’s condition (Sn) if
the inequality depth(Mr) ≥ min{n, dimSupp(Mr)} holds for all prime ideal r of R. Here
Mr := Rr ⊗R M .
(iii) The R-module M is said to be 2-syzygy if there exists an exact sequence 0 −→ M −→
P 0 −→ P 1 of R-modules with P i projective.
Remark B.7. A noetherian ring satisfying the conditions (G1) and (S2) has the following char-
acterization (proved by Evans–Griffith and Matsui–Takahashi–Tsuchiya in [27]).
The noetherian ring R satisfies (G1) and (S2) if and only if, for any finitely generatedR-module
M , the following assertions are equivalent:
(i) M satisfies (S2);
(ii) M is 2-syzygy;
(iii) M is reflexive i.e., M −→M∗∗ is an isomorphism.
Remark B.8. Normal rings and Gorenstein rings satisfy (G1) and (S2).
Remark B.9. If R′ is a flat R-algebra, then we have the canonical isomorphism
R′ ⊗R
⋂r
R
M
∼−→
⋂r
R′
(R′ ⊗R M)
for any integer r ≥ 0. However, in general, there dose not exist a canonical homomorphism from
R′ ⊗R
⋂r
RM to
⋂r
R′(R
′ ⊗R M). We will show the existence of such a homomorphism if R and
R′ satisfy (G1) and (S2) (see Lemma B.14).
Definition B.10. We say that the finitely generated R-module M is pseudo-null if Mr vanishes
for any prime r of R with ht(r) ≤ 1. When dim(R) ≤ 1, the module M is pseudo-null if and only
if M = 0.
Lemma B.11. If R satisfies (S2) and M is a pseudo-null R-module, then we have
HomR(M,R) = Ext
1
R(M,R) = 0.
Proof. We may assume dim(R) > 1. Since R is a noetherian ring, there is a sequence of submod-
ules 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mn = M such that Mi+1/Mi is isomorphic to R/r for some prime
ideal r of R for each integer 0 ≤ i < n. Hence we may assume that M = R/r for some prime
ideal r of R. Since R/r is pseudo-null, we have ht(r) ≥ 2.
There is an exact sequence
0 −→ HomR(R/r, R) −→ R −→ HomR(r, R) −→ Ext1R(R/r, R) −→ 0.
The ring R has no embedded primes since R satisfies (S1). Let Q denote the total ring of fractions
of R. we have r ·Q = Q since ht(r) ≥ 2 and R has no embedded primes. Hence we conclude that
HomR(R/r, R) vanishes and there is a canonical identification
HomR(r, R) = {f ∈ Q | f · r ⊆ R}.
It suffices to show that
R = {f ∈ Q | f · r ⊆ R}.
Let f ∈ Q satisfying f · r ⊆ R. There is a regular element x ∈ R with y := xf ∈ R. Let us
show y ∈ xR. Let xR = ⋂ni=1 Ii be a minimal primary decomposition of xR. Since x is a regular
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element and R satisfies (S2), the ring R/xR satisfies (S1) and hence R/xR has no embedded
primes. This fact implies the prime ideal
√
Ii has height one. Since ht(r) ≥ 2, we have
y ∈ yR√Ii = yrR√Ii = xR√Ii ⊆ IiR√Ii .
As Ii is a
√
Ii-primary ideal, we see y ∈ Ii. Thus we conclude that y ∈
⋂n
i=1 Ii = xR. 
Lemma B.12. Let 0 −→ M −→ P 1 α−→ P 2 be an exact sequence of R-modules, where P 1 and
P 2 are free R-modules of finite rank. Put I = im(P 1 −→ P 2). If R satisfies (G1) and (S2), then
the canonical map ⋂r
R
M −→
⋂r
R
P 1
∼←−
∧r
R
P 1
induces an isomorphism ⋂r
R
M
∼−→ ker
(∧r
R
P 1
α−→ I ⊗R
∧r−1
R
P 1
)
.
for any integer r ≥ 1.
Remark B.13. When R is Gorenstein, this lemma has already been proved in [12, Lemma B.2].
Proof. Since P 2 is a projective R-module, we have an isomorphism
Ext1R(I, R)
∼−→ Ext2R(P 2/I,R).
Hence, since P 1 is a projective R-module, by taking R-duals to the exact sequence 0 −→M −→
P 1 −→ I −→ 0, we obtain an exact sequence of R-modules
0→ I∗ −→ (P 1)∗ −→M∗ −→ Ext2R(P 2/I,R) −→ 0.
Put Y := im
(
(P 1)∗ −→M∗). This exact sequence gives rise to the exact sequence
I∗ ⊗R
∧r−1
R
(P 1)∗ −→
∧r
R
(P 1)∗ −→
∧r
R
Y −→ 0.
Passing to R-duals once again and using the canonical identification
∧r
RP
1 =
⋂r
RP
1, we get an
exact sequence
0 −→
(∧r
R
Y
)∗
−→
∧r
R
P 1 −→
(
I∗ ⊗R
∧r−1
R
(P 1)∗
)∗
.
Since I is a submodule of P 2, the canonical map I −→ I∗∗ is injective, and hence we have the
commutative diagram ∧r
RP
1 α //

I ⊗R
∧r−1
R P
1
 _
(
I∗ ⊗R
∧r−1
R (P
1)∗
)∗
I∗∗ ⊗R
⋂r−1
R P
1,
∼=oo
where the bottom arrow is the composite map
I∗∗ ⊗R
⋂r−1
R
P 1 = HomR(I
∗, R)⊗R
⋂r−1
R
P 1
∼−→ HomR
(
I∗,
⋂r−1
R
P 1
)
=
(
I∗ ⊗R
∧r−1
R
(P 1)∗
)∗
.
Thus we conclude (∧r
R
Y
)∗
= ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
.
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We remark that Ext2R(P
2/I,R) is pseudo-null since R satisfies (G1). Hence the kernel and
cokernel of the homomorphism ∧r
R
Y −→
∧r
R
M∗
are also pseudo-null. By taking R-duals to the homomorphism
∧r
RY −→
∧r
RM
∗, Lemma B.11
shows that the map ⋂r
R
M
∼−→
(∧r
R
Y
)∗
is an isomorphism, which completes the proof. 
Lemma B.14. Let R −→ R′ be a ring homomorphism of noetherian rings satisfying (G1) and
(S2). Let C ∈
⋃
n>0D
[1,n]
perf (R). Then for any integer r ≥ 0, there is a canonical homomorphism⋂r
R
H1(C) −→
⋂r
R′
H1(C ⊗LR R′)
Proof. This lemma follows from Lemma B.12. 
Lemma B.15. Let J be a directed poset and {Rj}j∈J an inverse system of noetherian rings
satisfying (G1) and (S2). Set R := lim←−j∈J Rj and let
C = [ · · · −→ 0 −→ P 1 −→ P 2 −→ P 3 −→ · · · ] ∈
⋃
n>0
D
[1,n]
perf (R)
such that P i is a finitely generated projective R-module. If R is a noetherian ring satisfying (G1)
and (S2), then, for any integer r ≥ 0, the canonical maps⋂r
R
H1(C) −→
⋂r
Rj
H1(C ⊗LR Rj)
for j ∈ J induce an isomorphism⋂r
R
H1(C)
∼−→ lim←−
j∈J
⋂r
Rj
H1(C ⊗LR Rj).
Proof. For j ∈ J and i ∈ {1, 2}, put P ij := P i ⊗R Rj and Ij := im(P 1j −→ P 2j ). We also set
I := im(P 1 −→ P 2). Since P 1j is a free Rj-module, by Lemma B.12, we have
lim←−
j∈J
⋂r
R
H1(C ⊗LR Rj) = lim←−
j∈J
ker
(∧r
Rj
P 1j −→ Ij ⊗Rj
∧r−1
Rj
P 1j
)
= ker
(∧r
R
P 1 −→
(
lim←−
j∈J
Ij
)
⊗R
∧r−1
R
P 1
)
Since Ij is a submodule of P
2
j , the canonical map I −→ lim←−j∈J Ij is injective. This shows that
ker
(∧r
R
P 1 −→ I ⊗R
∧r−1
R
P 1
)
= ker
(∧r
R
P 1 −→
(
lim←−
j∈J
Ij
)
⊗R
∧r−1
R
P 1
)
and completes the proof by Lemma B.12. 
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Appendix C. Characteristic ideal
Let R be a noetherian ring and M a finitely generated R-module. We write Q for the total
ring of fractions of R.
Lemma C.1. Suppose that R satisfies (G0) and (S1). For an R-submodule N of M and an
integer r > 0, the canonical homomorphism⋂r
R
N −→
⋂r
R
M
is injective.
Proof. By taking R-duals to the tautological exact sequence 0→ N −→M −→M/N −→ 0, we
obtain an exact sequence of R-modules
0→ (M/N)∗ −→M∗ −→ N∗ −→ Ext1R(M/N,R).
Since R satisfies (G0) and (S1), the ring Q is Gorenstein with dim(Q) = 0. Hence the module
Q⊗R Ext1R(M/N,R) = Ext1Q(Q⊗R M/N,Q) vanishes, and we have a commutative diagram⋂r
RN
//

⋂r
RM

Q⊗R
⋂r
RN
  // Q⊗R
⋂r
RM.
As
⋂r
RN = (
∧r
RN
∗)∗, any R-regular element is
⋂r
RN -regular. Hence the left vertical arrow is
injective, which completes the proof. 
Remark C.2. When R satisfies (G0) and (S1), for an ideal I of R, the canonical homomorphism
I∗∗ −→ R∗∗ = R is injective by Lemma C.1. Therefore, in this case, one can regard I∗∗ as an
ideal of R and I as a submodule of I∗∗.
Definition C.3. Take an integer r > 0 and an exact sequence of R-modules
0 −→ N −→ Rr −→M −→ 0.
We then define the characteristic ideal charR(M) of M by
charR(M) := im
(⋂r
R
N −→
⋂r
R
Rr = R
)
.
Remark C.4. If R′ is a flat R-algebra, then we have charR(M)R′ = charR′(R′ ⊗R M).
Remark C.5. The ideal charR(M) is independent of the choice of the exact sequence 0 −→ N −→
Rr −→M −→ 0.
In fact, by Remark C.4, we may assume that R is a local noetherian ring. Then any free
resolution of M is isomorphic to the direct sum of the minimal free resolution of M and a trivial
complex. Hence it suffices to show that
im
(⋂r
R
N −→
⋂r
R
Rr = R
)
= im
(⋂r+s
R
(N ⊕Rs) −→
⋂r+s
R
Rr+s = R
)
.
The homomorphism (Rr+s)∗ = (Rr)∗⊕(Rs)∗ −→ N∗⊕(Rs)∗ = (N⊕Rs)∗ induces a commutative
diagram ∧r
R(R
r)∗ ⊗∧sR(Rs)∗ //
=

∧r
R(N)
∗ ⊗∧sR(Rs)∗ _
∧r+s
R (R
r+s)∗ //
∧r+s
R (N ⊕Rs)∗.
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By taking R-duals to this commutative diagram, we obtain the following commutative diagram:⋂r+s
R (N ⊕Rs) //

⋂r+s
R R
r+s
=
⋂r
RN ⊗
⋂s
RR
s //
⋂r
RR
r ⊗⋂sRRs.
Hence im (
⋂r
RN −→
⋂r
RR
r = R) = im
(⋂r+s
R (N ⊕Rs) −→
⋂r+s
R R
r+s = R
)
.
Example C.6. For an ideal I of R, we have charR(R/I) = im (I
∗∗ −→ R∗∗ = R).
Proposition C.7.
(i) We have Fitt0R(M) ⊆ charR(M).
(ii) If the projective dimension of M is at most 1, then Fitt0R(M) = charR(M).
Proof. Take an integer r > 0, an exact sequence of R-modules
0 −→ N −→ Rr −→M −→ 0,
and a surjection Rs −→ N . Then we have a commutative diagram∧r
RR
s //

∧r
RR
r = R
=
⋂r
RN
//
⋂r
RR
r = R.
Hence we conclude
Fitt0R(M) = im
(∧r
R
Rs −→
∧r
R
Rr = R
)
⊆ im
(⋂r
R
N −→
⋂r
R
Rr = R
)
= charR(M).
Furthermore, if the projective dimension of M is at most 1, then N is a projective R-module.
In this case, the canonical map
∧r
RR
s −→ ∧rRN = ⋂rRN is surjective, and hence Fitt0R(M) =
charR(M). 
Proposition C.8. If R is a zero dimensional Gorenstein ring, then we have
charR(M) = AnnR(M).
Proof. Take an integer r > 0 and an exact sequence of R-modules
0 −→ N −→ Rr −→M −→ 0.
Since the functor (−)∗ is exact, we have an exact sequence
M∗ ⊗R
∧r−1
R
(Rr)∗ −→
∧r
R
(Rr)∗ −→
∧r
R
N∗ −→ 0.
Note that M = M∗∗ by Matlis duality. By taking R-duals to this exact sequence, we obtain an
exact sequence
0 −→
⋂r
R
N −→ R −→
(
M∗ ⊗R
∧r−1
R
(Rr)∗
)∗
=M r.
The homomorphismR −→M r corresponds to the homomorphismRr −→M under the canonical
isomorphism HomR(R,M
r)
∼−→ HomR(Rr,M). Hence we conclude
charR(M) = AnnR (im(R −→M r)) = AnnR(M).

Remark C.9. In general, the characteristic ideal is not additive on the (split) short exact sequence
of finitely generated R-modules. We give two counter-examples.
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(i) Suppose that R is a zero dimensional Gorenstein ring. We then have
charR(R/I ⊕R/J) = I ∩ J
for any ideals I and J of R by Proposition C.8. Hence if IJ 6= I ∩ J , we have
charR(R/I ⊕R/J) 6= charR(R/I)charR(R/J).
(ii) Suppose that R is a noetherian local ring. Take a regular element r ∈ R and an ideal I
of R with r ∈ I. We then have an exact sequence of R-modules
0 −→ I/rR −→ R/rR −→ R/I −→ 0.
We note that charR(R/rR) = rR ∼= R since r is a regular element. Therefore, if we have
charR(R/I)charR(I/rR) = charR(R/rR) ∼= R,
the ideal charR(R/I) is invertible. Since an invertible ideal is projective, the ideal
charR(R/I) is principal. Hence we conclude that if charR(R/I) is not principal, then we
have
charR(R/rR) 6= charR(R/I)charR(I/rR).
We devote the rest of this appendix to proving the following important property of character-
istic ideals.
Theorem C.10. Let R be a noetherian ring satisfying (G1) and (S2). Let M be a finitely
generated R-module. Then for any R-submodule N of M , we have
charR(M) ⊆ charR(N).
Lemma C.11. Let R be a noetherian ring satisfying (G0) and (S1). LetM be a finitely generated
R-module. Then the homomorphisms
ξ1M∗ : M
∗ −→M∗∗∗ and (ξ1M )∗ : M∗∗∗ −→M∗
are isomorphisms.
Proof. The composite map
M∗
ξ1M∗−−−→M∗∗∗ (ξ
1
M )
∗
−−−−→M∗
is the identity map. Hence it suffices to prove that the homomorphism (ξ1M )
∗ : M∗∗∗ −→ M∗
is injective. To see this, we take an exact sequence Ra −→ Rb −→ M −→ 0 and set C :=
coker
(
M∗ −֒→ (Rb)∗). We then have the commutative diagram with exact rows:
Ra //

Rb //
∼=

M //

0
0 // C∗ // (Rb)∗∗ // M∗∗ // Ext1R(C,R) // 0,
and it induces an exact sequence of R-modules
M −→M∗∗ −→ Ext1R(C,R) −→ 0.
Since Q ⊗R Ext1R(C,R) = Ext1Q(Q ⊗R C,Q) = 0, the module Ext1R(C,R)∗ also vanishes. In
particular, the homomorphism (ξ1M )
∗ : M∗∗∗ −→M∗ is injective. 
Proposition C.12. Let R be a noetherian ring satisfying (G0) and (S1). Let M be a finitely
generated R-module. Then the characteristic ideal charR(M) is reflexive, that is, charR(M) =
charR(M)
∗∗.
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Proof. Take an exact sequence of R-modules
0 −→ N −→ Rr −→M −→ 0
with r > 0. Then Lemmas C.1 shows that we have the canonical isomorphism⋂r
R
N
∼−→ charR(M).
Hence this proposition follows from Lemma C.11. 
Lemma C.13. Let R be a noetherian ring satisfying (G0) and (S2). Let I and J be ideals of R.
If Ir ⊆ Jr for any prime r of R with ht(r) ≤ 1, then we have I∗∗ ⊆ J∗∗.
Proof. By assumption, the R-module (I + J)/J is pseudo-null. Hence (I + J)∗ −→ J∗ is an
isomorphism by Lemma B.11. This implies J∗∗ = (I + J)∗∗ ⊇ I∗∗. 
Remark C.14. Let R be a noetherian ring satisfying (G0) and (S2). By Proposition C.12 and
Lemma C.13, we see that the ideal charR(M) is determined by ideals charRr(Mr) for any primes
r of R with ht(r) ≤ 1. Hence one can easily show the following properties of characteristic ideals:
(i) If there is a pseudo-isomorphismM −→ N of finitely generated R-modules, then we have
charR(M) = charR(N).
(ii) When R is a normal ring, we have Fitt0R(M)
∗∗ = charR(M) for any finitely generated
R-module, and hence, in this case, the notion of the characteristic ideal coincides with
the usual one.
Proof of Theorem C.10. By Proposition C.12, the characteristic ideals charR(M) and charR(N)
are reflexive. Hence, by Lemma C.13 and the condition (G1), we may assume that R is a
Gorenstein local ring with dim(R) ≤ 1.
By the horseshoe lemma, a projective resolution of M can be built up inductively with the
n-th item in the resolution ofM equal to the direct sum of the n-th items in projective resolutions
of N and M/N . Hence one can take the following commutative diagram with exact lows:
0 // Y
β
//
 _

Rr // _

N // _

0
0 // X
α //

Rr+s //

M //

0
0 // X/Y // Rs // M/N // 0.
Here r is a positive integer and the homomorphism Rr −֒→ Rr+s is a split injection.
Since R is Gorenstein and dim(R) ≤ 1, the module Ext1R(X/Y,R) ∼−→ Ext2R(M/N,R) van-
ishes. Hence by taking R-duals to the above commutative diagram, we get exact sequences of
R-modules
0 // (R∗)s //

(R∗)r+s //
α∗

(R∗)r //
β∗

0
0 // (X/Y )∗

// X∗

// Y ∗

// 0
Ext1R(M/N,R) // Ext
1
R(M,R) // Ext
1
R(N,R) // 0.
43
We fix a basis ω ∈ ∧sR(R∗)s. We also denote by ω the images of ω in ∧sR(R∗)r+s and ∧sRX∗.
Then the homomorphism ∧r
R
(R∗)r+s −→
∧r+s
R
(R∗)r+s;x 7→ x ∧ ω
induces an R-isomorphism ∧r
R
(R∗)r ∼−→
∧r+s
R
(R∗)r+s.
We also have the composite map∧r
R
X∗ x 7→x∧ω−−−−−→
∧r+s
R
X∗ −→
(∧r+s
R
X∗
)∗∗
.(12)
The homomorphism Q ⊗R (R∗)s −→ Q ⊗R (X/Y )∗ is surjective since Q ⊗R Ext1R(M/N,R)
vanishes. Hence the composite map
(X/Y )∗ ⊗R
∧r−1
R
X∗ −→
∧r
R
X∗ −→ Q⊗R
∧r+s
R
X∗
is zero. The canonical homomorphism
(∧r+s
R X
∗
)∗∗
−→ Q ⊗R
∧r+s
R X
∗ is injective, and hence
the composite map
(X/Y )∗ ⊗R
∧r−1
R
X∗ −→
∧r
R
X∗ −→
(∧r+s
R
X∗
)∗∗
is also zero. Since the kernel of the surjection
∧r
RX
∗ −→ ∧rRY ∗ coincides with the image of
the homomorphism (X/Y )∗ ⊗R
∧r−1
R X
∗ −→ ∧rRX∗, the homomorphism (12) induces an R-
homomorphism ∧r
R
Y ∗ −→
(∧r+s
R
X∗
)∗∗
.
Hence, we have the following commutative diagram:
∧r
R(R
r)∗
∼=
''
∧rβ∗

∧r
R(R
∗)r+soooo x 7→x∧ω //
∧rα∗

∧r+s
R (R
∗)r+s
∧r+sα∗

∼= //
(∧r+s
R (R
∗)r+s
)∗∗
(∧r+sα∗)∗∗
∧r
RY
∗
77
∧r
RX
∗oooo x 7→x∧ω // ∧r+s
R X
∗ //
(∧r+s
R X
∗
)∗∗
.
Therefore, we obtain a commutative diagram
⋂r+s
R X
∩r+sα

(∧r+s
R X
∗
)∗∗∗(ξ1)∗
oo //
(∧r+sα∗)∗∗∗

⋂r
RY
∩r+sβ
⋂r+s
R R
r+s
(∧r+s
R (R
r+s)∗
)∗∗∗∼=oo ∼= // ⋂r
RR
r.
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By Lemma C.11, the homomorphism
(∧r+s
R X
∗
)∗∗∗
−→ ⋂r+sR X is an isomorphism, and hence
this commutative diagram shows that
charR(M) = im
(⋂r+s
R
X −→
⋂r+s
R
Rr+s = R
)
= im
((∧r+s
R
X∗
)∗∗∗
−→
(∧r+s
R
(Rr+s)∗
)∗∗∗
= R
)
⊆ im
(⋂r
R
Y −→
⋂r
R
Rr = R
)
= charR(N).

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