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1. Introduction
The seminal papers of Keller and Segel [7,8] have spawned a vast literature on their models of chemotaxis and on
related systems of equations. See for instance the survey papers of Horstmann [4,5] and the more recent work of Kozono
and Sugiyama [9], Corrias and Perthame [2], Blanchet, Dolbeault and Perthame [1], Hillen and Painter [3], and the numerous
authors cited in these papers (see also the book of Suzuki [14] and the book of Straughan [13]). Most of these papers
have dealt with problems in two dimensions, studying questions of existence, blow-up, and other qualitative properties of
solutions. Some of the papers on blow-up have derived upper bounds for the time of blow-up, but to our knowledge none
have derived the more important explicit lower bounds for the blow-up time.
In their study of a model of chemotaxis Jäger and Luckhaus [6] dealt with the questions of blow-up and global existence.
The speciﬁc equations they studied involved a population (concentration u) and a chemotactic agent (concentration v)
satisfying the following system of equations in a domain Ω:
∂u
∂t
= u − χ∇(u∇v)
0 = v + u − 1
⎫⎬
⎭ in Ω ×
(
0, t∗
)
, (1.1)
where t∗ is a possible blow-up time,  is the Laplace operator, ∇ the gradient operator, and χ a positive constant. Associ-
ated with the system were the boundary conditions
∂u
∂n
= ∂v
∂n
= 0 on Ω × (0, t∗), (1.2)
where ∂Ω denotes the boundary of Ω and ∂/∂n stands for the normal derivative on ∂Ω . In addition, u satisﬁes the initial
condition
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∫
Ω
(u0 − 1)dx = 0. (1.3)
It follows from the maximum principle that u  0 in Ω over the time interval of existence of u.
We should alert the reader to the fact that in Eqs. (2) and (3) of [6] there are misprints in that the minus sign after v
should be a plus sign.
In [6] it was shown that if χ is small enough a unique positive solution (u, v) exists for all time. Then for a circular
region in R2 if χ is large enough it is shown that the solution u will blow up at some ﬁnite time. Our main goal in this
paper is to derive for a convex region in R3 an explicit lower bound for t∗ in the case of blow-up. Few if any explicit
conditions or non-blow-up in R3 have appeared in the literature, so we here establish explicit conditions on χ and u0 that
will guarantee non-blow-up of solution. In this case we also obtain a bound for the asymptotic behavior of u and v .
Results for the sphere seem to indicate that when blow-up occurs, even though the mean values of u − 1 and v are
independent of time, the L2 integral of u will blow up. We expect this to be the case for more general regions, but to cover
other possibilities we derive our lower bound for the blow-up time in L2p for p  1. The arguments in the special case
p = 1 would have been simpler, but in any case the bound in this case is contained in our L2p result.
In Section 2 we consider the case of blow-up and derive a lower bound for the time of blow-up. In Section 3 we establish
explicit criteria which guarantee that the solution (u, v) remains bounded for all time. Finally we demonstrate that under
these conditions (u, v) actually decays exponentially in time.
2. Blow-up time
Assuming that the solution of (1.1)–(1.3) blows up in L2p at time t∗ , we now derive a lower bound for t∗ . The proof is
presented for Ω ⊂R3, but the two-dimensional case is simpler, so it will not be presented here. Let φ(t) be deﬁned for an
integer p  1 as
φ(t) =
∫
Ω
(u − 1)2p dx. (2.1)
Then
dφ
dt
= 2p
∫
Ω
(u − 1)2p−1[u − χ∇{(u − 1)∇v}− χv]dx
= −2p(2p − 1)
∫
Ω
(u − 1)2p−2|∇u|2 dx+ (2p − 1)χ
∫
Ω
(u − 1)2p+1 dx+ 2pχ
∫
Ω
(u − 1)2p dx. (2.2)
We next derive a bound for
∫
Ω
|u − 1|2p+1 dx in terms of the ﬁrst and last terms of (2.2). We start with
∫
Ω
|u − 1|2p+1 dx
[∫
Ω
(u − 1)2p dx
](p−1)/p[∫
Ω
|u − 1|3p dx
]1/p
. (2.3)
We now make use of an inequality (2.16) in Payne and Schaefer [11] which clearly holds for the absolute value of the
function on the left (2.16), i.e. for some function w
∫
Ω
|w|3 dx 1
33/4
[
3
2ρ0
∫
Ω
w2 dx+
(
d
ρ0 + 1
)(∫
Ω
w2 dx
)1/2(∫
Ω
|∇w|2 dx
)1/2]3/2
, (2.4)
where for some origin inside Ω
ρ0 = min
∂Ω
x · n, d2 = max
Ω
|x|2, (2.5)
n being the unit normal vector directed outward on ∂Ω . For w = (u−1)p in the last term of (2.3) we then obtain from (2.3)
and (2.4)
∫
Ω
|u − 1|2p+1 dx φ p−1p
{
21/2
33/4
(
3
2ρ0
)3/2
φ
3
2 +
(
d
ρ0 + 1
)3/2
φ
3
4
(∫
Ω
∣∣∇(u − 1)p∣∣2 dx
)3/4}1/p
, (2.6)
where we have used the fact that for positive a and b
(a + b)3/2  21/2(a3/2 + b3/2). (2.7)
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(a + b)1/p  a1/p + b1/p, (2.8)
we arrive at
∫
Ω
|u − 1|2p+1 dx φ p−1p
{(
21/2
33/4
)1/p( 3
2ρ0
)3/2p
φ
3
2p +
(
d
ρ0 + 1
)3/2p
φ
3
4p
(∫
Ω
∣∣∇(u − 1)p∣∣2 dx
)3/4p}
= Aφ 2p+12p + Bφ 4p−14p
(∫
Ω
∣∣∇(u − 1)p∣∣2 dx
)3/4p
, (2.9)
where
A = 3
3/4p
21/pρ3/2p0
, B = 2
1/2p
33/4p
(
d
ρ0
+ 1
)3/2p
. (2.10)
Inserting into (2.2) we have
dφ
dt
−2(2p − 1)
p
∫
Ω
∣∣∇(u − 1)p∣∣2 dx+ (2p − 1)χ
[
Aφ
2p+1
2p + Bφ 4p−14p
(∫
Ω
∣∣∇(u − 1)p∣∣2 dx
)3/4p]
+ 2pχφ. (2.11)
Next we observe that for an arbitrary positive constant ν
φ
4p−1
4p
(∫
Ω
∣∣∇(u − 1)p∣∣2 dx
)3/4p
 4p − 3
4pν3/(4p−3)
φ
4p−1
4p−3 + 3ν
4p
∫
Ω
∣∣∇(u − 1)p∣∣2 dx. (2.12)
Here we have used the inequality
apb1−p  pa + (1− p)b. (2.13)
It then follows that
dφ
dt
−(2p − 1)
(
2
p
− 3
4p
Bνχ
)∫
Ω
∣∣∇(u − 1)p∣∣2 dx
+ (2p − 1)Aχφ 2p+1p + (2p − 1)(4p − 3)Bχ
4pν3/(4p−3)
φ
4p−1
4p−3 + 2pχφ. (2.14)
Choosing
ν = 8
3Bχ
(2.15)
we arrive at
dφ
dt
 M1φ
2p+1
p + M2φ
4p−1
4p−3 + 2pχφ, (2.16)
where
M1 = (2p − 1)Aχ, M2 = (2p − 1)(4p − 3)B
4p[8/(3B)]3/(4p−3) χ
4p
4p−3 .
Rewriting we have
dφ
dt
 φ
(
M1φ
p+1
p + M2φ
2
4p−3 + 2pχ), (2.17)
or
t 
φ(t)∫
φ(0)
dη
η(M1η
p+1
p + M2η
2
4p−3 + 2pχ)
, (2.18)
and if φ(t) blows up at time t∗ then
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∞∫
φ(0)
dη
η(M1η
p+1
p + M2η
2
4p−3 + 2pχ)
, (2.19)
where
φ(0) =
∫
Ω
(u0 − 1)2p dx.
We remark that in the case p = 1 the integral is easily evaluated. We have established
Theorem 2.1. If φ(0) > 0 and u is a solution of (1.1)–(1.3) in a convex regionΩ which blows up in L2p at some time t∗ . Then t∗ satisﬁes
the lower bound (2.19).
Clearly v cannot blow up as long as u remains bounded.
3. Condition for non-blow-up
In this section we determine conditions which will imply that u does not blow up in L2. Referring to (2.11) we write for
p = 1 and
φ(t) =
∫
Ω
(u − 1)2 dx. (3.1)
Then
dφ
dt

(∫
Ω
|∇u|2 dx
)3/4{
−2
(∫
Ω
|∇u|2 dx
)1/4
+ B˜χφ 34
}
+ A˜χφ 32 + 2χφ, (3.2)
where
A˜ = 3
3/4
2(ρ0)3/2
, B˜ =
(
d
ρ0
+ 1
)3/2 21/2
33/4
. (3.3)
Since u − 1 has mean value zero it follows that∫
Ω
|∇u|2 dxμ
∫
Ω
(u − 1)2 dx, (3.4)
where μ is the ﬁrst non-zero eigenvalue for
ψ + μψ = 0 in Ω,
∂ψ
∂n
= 0 on ∂Ω. (3.5)
Lower bounds for μ may be found, for instance in [10,12]. From (3.2) we then have
dφ
dt

(∫
Ω
|∇u|2 dx
)3/4
φ
1
4
{−2μ 14 + B˜χφ 12 }+ A˜χφ 32 + 2χφ. (3.6)
Now let φ(0) and χ be such that
μ
3
4 φ(0)
[−2μ 14 + B˜χ[φ(0)] 12 ]+ A˜χ[φ(0)] 32 + 2χφ(0) < 0. (3.7)
It follows then that φ(t) is initially decreasing, which in turn insures that the right-hand side of (3.6) continues to decrease,
further insuring that φ(t) remains bounded. In fact
dφ
dt

{−2μ + 2χ + χ B˜μ 34 φ 12 + A˜χφ 12 }φ, (3.8)
and if
χ
[
B˜μ
3
4 + A˜][φ(0)] 12 < (2μ − 2χ − γ ) (3.9)
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dφ
dt
−γ φ, (3.10)
or
φ(t) φ(0)e−γ t . (3.11)
Suppose we now deﬁne
F (t) = 2μ − 2χ − χ[B˜μ 34 + A˜]{φ(0)e−γ t} 12 . (3.12)
Then we have
dφ
dt
−F (t)φ, (3.13)
or
φ(t) φ(0)e−
∫ t
0 F (η)dη, (3.14)
from which it follows that
φ(t) Ke−2(μ−χ)t (3.15)
for computable K .
Since v is deﬁned only up to an additive constant we may now choose the constant so that∫
Ω
v dx = 0. (3.16)
Then a bound for the Dirichlet integral of v may be found as follows:∫
Ω
|∇v|2 dx =
∫
Ω
v(u − 1)dx

(∫
Ω
v2 dx
)1/2(∫
Ω
(u − 1)2 dx
)1/2

(
1
μ
∫
Ω
|∇v|2 dx
)1/2(∫
Ω
(u − 1)2 dx
)1/2
(3.17)
which leads to∫
Ω
|∇v|2 dx 1
μ
φ(t), (3.18)
where μ is given by (3.5).
We have established the following theorem.
Theorem 3.1. Let u be a solution of (1.1)–(1.3) in a convex region Ω ⊂ R3 , then the function φ(t) deﬁned by (3.1) of (1.1) remains
bounded in L2 for all time provided (φ(0),χ) satisﬁes condition (3.7). Furthermore, if (φ(0),χ) satisﬁes (3.9), then φ(t) decays
exponentially in time as t → ∞. In either case the Dirichlet integral of v satisﬁes (3.18).
Clearly for χ suﬃciently small and φ(0) ﬁnite (3.7) will be satisﬁed. However, it is worth noting that u0 itself cannot be
arbitrarily small in L2 since
∫
Ω
u20 dx
(∫
Ω
uo dx
)2
|Ω|−1 = |Ω| (3.19)
using the fact that for all t∫
Ω
u dx = |Ω|, (3.20)
where |Ω| denotes the volume of Ω .
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