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DISSERTAÇÃO SUBMETIDA AO CORPO DOCENTE DO INSTITUTO
ALBERTO LUIZ COIMBRA DE PÓS-GRADUAÇÃO E PESQUISA DE
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completamente o sentido.
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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)
DETECTORES DE NOVIDADES E CLASSIFICADORES ESPECIALIZADOS
EM SISTEMAS DE SONAR PASSIVO
Victor Hugo da Silva Muniz
Agosto/2019
Orientador: João Baptista de Oliveira e Souza Filho
Programa: Engenharia Elétrica
Em submarinos, cabe aos operadores de sonar a tarefa de identificar e classificar
contatos de sonar passivo, de forma que posśıveis ameaças sejam detectadas. A au-
tomatização deste processo é extremamente relevante, visto que facilita o trabalho
do profissional desta área, ao exigir um menor esforço f́ısico e mental durante a vi-
gilância. A proposta deste estudo é investigar a eficiência de modelos especializados
na constituição de tal sistema, visando a derivar um mecanismo que detecte de forma
eficaz navios desconhecidos, bem como identifique corretamente os rótulos daqueles
conhecidos. Três ńıveis de especialização foram considerados: não-especializado, es-
pecializado por classes, e especializado por navios, assumindo as seguintes técnicas
para a construção do sistema: Análise de Componentes Principais (PCA), Análise
de Componentes Principais por Kernel (KPCA), Máquinas de Vetor-Suporte de
Uma Classe (OCSVM), Modelos de Mistura de Gaussianas (GMM), k-vizinhos mais
próximos (kNN), k-vizinhos mais próximos esparso (s-kNN) e Local Outlier Factor
(LOF). Experimentos conduzidos com dados reais adquiridos em uma raia acústica
mostraram um melhor desempenho dos modelos especializados em navios, que atin-
giram uma taxa de detecção de novidades de 83,4%, conjugada com uma taxa média
de reconhecimento de classes conhecidas de 90,5%. Em relação especificamente à
tarefa de classificação das classes conhecidas, 98,7% são corretamente rotuladas.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)
SPECIALIZED NOVELTY DETECTORS AND CLASSIFIERS IN PASSIVE
SONAR SYSTEMS
Victor Hugo da Silva Muniz
August/2019
Advisor: João Baptista de Oliveira e Souza Filho
Department: Electrical Engineering
In submarines, sonar operators have the task of identifying and classifying passive
sonar contacts, so that possible threats are detected. The automation of this process
is extremely relevant, since it facilitates the work of the professional of this area,
requiring less physical and mental efforts during the surveillance. The proposal of
this study is to investigate the efficiency of specialized models in the constitution of
such a system, aiming to derive a mechanism that effectively detects unknown ships,
as well as correctly identifies the labels of those already known. Three levels of spe-
cialization were considered: non-specialized, specialized in classes, and specialized
in ships, assuming the following techniques for the construction of the system: Prin-
cipal Component Analysis (PCA), Kernel Principal Component Analysis (KPCA),
One-Class Support-Vector Machines (OCSVM), Gaussian Mixture Models (GMM),
k-Nearest Neighbors (kNN), sparse k-Nearest Neighbors (s-kNN) and Local Out-
lier Factor (LOF). Experiments conducted with real data acquired on an acoustic
lane showed a better performance of the models specialized in ships, which reached
a novelty detection rate of 83.4%, conjugated with an average recognition rate of
known classes of 90.5%. Regarding specifically the task of classifying the known
classes, 98.7% are correctly labeled.
vii
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2.3 Sistema de Sonar Passivo. . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Exemplo que ilustra um conjunto de dados bidimensional arbitrário
X (a) projetado em um subespaço unidimensional, representado pela
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2.11 Técnica kNN para a constituição de um classificador. . . . . . . . . . 23
2.12 Exemplo ilustrando a diferença entre os conjuntos de treinamento
utilizados pelas técnicas kNN (a) e s-kNN (b). . . . . . . . . . . . . . 24
2.13 Ilustração do conceito de densidade local para k = 3. . . . . . . . . . 27
2.14 Cardinalidade de Nk para diferentes valores de k. . . . . . . . . . . . 27
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das medidas AUC considerando a técnica PCA. . . . . . . . . . . . . 53
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4.15 Diagrama de caixas da área sob a COD para diferentes topologias e
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4.18 Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando cada técnica (PCA, KPCA, OCSVM,
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4.22 TA médio para cada técnica (PCA, KPCA, OCSVM, GMM, kNN,
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Qj Quantitativo de navios da j-ésima classe conhecida, p. 42
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TA Acurácia média de acertos, p. 45
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conhecida, p. 42
TU Taxa média de detecção de novidades, p. 43
TUCj Taxa média de detecção da j-ésima classe desconhecida, p. 43
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Sistemas de sonar passivo representam o principal mecanismo de defesa de sub-
marinos, sendo utilizados para detectar o rúıdo emitido por outras embarcações ou
animais marinhos. De posse de caracteŕısticas tonais e espectrais deste sinal, os ope-
radores de sonar, treinados especialmente para esta tarefa, identificam a natureza
deste contato e avaliam se este representa alguma ameaça.
1.1 Motivação
Técnicas de Aprendizagem de Máquina, explorando dados representativos do pro-
blema, podem auxiliar o trabalho do operador de sonar, aliviando o esforço de
vigilância exigido no desempenho desta função.
Todavia, a obtenção de bases de dados envolvendo uma ampla variedade de
embarcações e cenários operativos é inviável, devido aos custos financeiros elevados
e às dificuldades operacionais associadas a esta tarefa, bem como pela natureza
sigilosa de tais informações.
Por esse motivo, sistemas automáticos de classificação (SAC) costumam ser gera-
dos a partir de uma base de dados contendo um número restrito de classes. Portanto,
é imprescind́ıvel dispor de ferramentas para a identificação daquelas classes não uti-
lizadas durante o seu desenvolvimento. Em outras palavras, além de o sistema
efetuar a classificação dos contatos, deve ser capaz de detectar novidades, alertando
o operador de sonar para a tomada das contramedidas necessárias.
1.2 Objetivos
Como objetivo principal, pretende-se desenvolver um sistema que realize a detecção
de novidades de forma eficiente, auxiliando o trabalho de decisão do operador de
sonar. Destaca-se que, neste caso, as novidades são contatos pertencentes a classes
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não contempladas durante o desenvolvimento do modelo.
Como objetivo secundário, o sistema também deve classificar corretamente os
contatos conhecidos, de forma que os identifique através de seus rótulos de classe.
1.3 Metodologia
O sistema de apoio à decisão criado utilizou detectores especializados em navios para
um reconhecimento de novidades mais eficaz, além de novos mecanismos para a fusão
destes detectores. Para a construção deste sistema, diferentes técnicas clássicas
foram avaliadas: Análise de Componentes Principais (PCA), Análise de Compo-
nentes Principais por Kernel (KPCA), Máquinas de Vetor-Suporte de Uma Classe
(OCSVM), Modelos de Mistura de Gaussianas (GMM), k-vizinhos mais próximos
(kNN) e Local Outlier Factor (LOF) [1]. Também foi proposta uma nova técnica
que introduz mecanismos de esparsidade no algoritmo kNN, intitulada aqui como
kNN esparso (s-kNN).
Ademais, ressalta-se que os ensaios executados utilizaram uma base de dados
constitúıda pelo rúıdo irradiado por navios reais em corridas de prova na raia acústica
da Marinha do Brasil, e contemplam um total de 28 navios pertencentes a 8 classes,
submetidos a diferentes condições operacionais.
1.4 Contribuições
A contribuição principal deste trabalho reside em avaliar, sobre a base de dados
em questão, se um maior ńıvel de especialização para a geração dos modelos leva
a um ganho na eficiência quanto à detecção de novidades. Adicionalmente, novas
topologias para a integração dos detectores são investigadas, bem como o impacto da
introdução de mecanismos de esparsidade visando à simplificação dos modelos. Em
śıntese, o sistema de apoio à decisão final permite um aux́ılio direto ao trabalho dos
operadores de sonar, uma vez que contempla a dupla função de detectar novidades
e identificar o rótulo de classes conhecidas, ao considerar um ńıvel de especialização
maior do que o empregado em trabalhos anteriores [2].
Em paralelo ao desenvolvimento desta Dissertação de Mestrado, três artigos ci-
ent́ıficos foram produzidos e submetidos a Simpósios e Congressos Nacionais em
2019, conforme detalhado no Apêndice A. O primeiro, aprovado no 14o Simpósio
Brasileiro de Automação Inteligente, trata da construção de detectores de novida-
des especializados em navios, integrados por diferentes topologias e baseados nas
técnicas PCA, GMM e kNN, que alcançou ganhos expressivos em relação a traba-
lhos anteriores.
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O segundo artigo foi submetido ao XVI Congresso Brasileiro de Inteligência
Computacional e está em fase de avaliação. Este também discute o desenvolvimento
de um detector de novidades utilizando o algoritmo kNN, porém comparando este
a outras técnicas, tais como o Nearest Neighbor density (NNd) [3] e o Local Outlier
Factor (LOF) [4].
O último artigo também foi submetido ao XVI Congresso Brasileiro de Inte-
ligência Computacional, e, assim como o anterior, também está em fase de avaliação.
Este investiga o problema da classificação de navios por meio de uma estratégia
hierárquica, constrúıda com o aux́ılio das técnicas clássicas: Random Forest (RF)
[5] e kNN.
1.5 Organização
O trabalho está organizado da forma descrita a seguir. O Caṕıtulo 2 apresenta alguns
prinćıpios relativos à operação do sonar passivo, revisita alguns trabalhos associados
e descreve os conceitos fundamentais e as técnicas utilizadas para o desenvolvimento
dos modelos. No Caṕıtulo 3 é descrita a metodologia adotada para a construção do
sistema proposto, explorando diferentes combinações de ńıveis de especialização e
topologias. Neste caṕıtulo são também discutidas algumas medidas de desempenho
de tal sistema, as quais servirão para a seleção dos hiperparâmetros e para a escolha
da melhor abordagem ao problema. No Caṕıtulo 4 é apresentada a base de dados
e são discutidos os resultados. Por fim, no Caṕıtulo 5, têm-se as conclusões e os
trabalhos futuros.
Após as referências bibliográficas, o Apêndice A apresenta uma breve descrição
dos artigos cient́ıficos desenvolvidos ao longo deste trabalho.
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Caṕıtulo 2
Automatização em Sonar Passivo
O Sonar, abreviação de SOund Navigation and Ranging, é uma tecnologia am-
plamente utilizada para a exploração e mapeamento do oceano, visto que as on-
das acústicas sofrem uma atenuação significativamente menos expressiva em meio
aquático do que as ondas de radar e de luz [6]. Ademais, é empregado em sistemas
de comunicação, no desenvolvimento de cartas náuticas, na busca por artefatos no
fundo do mar, e na identificação de animais marinhos, como cardumes, golfinhos
e baleias. No contexto militar, visa à descoberta de ameaças submarinas para a
navegação, tais como embarcações inimigas, minas e torpedos [7].
Existem dois grupos de sistemas de sonar: o ativo e o passivo. No caso ativo, o
sistema é formado por transdutores que emitem pulsos acústicos na água. Com isso,
um alvo por eles atingido produz um eco, isto é, reflexões de tais pulsos, os quais
são coletados e analisados para a extração de informações, em especial a distância
ao alvo. Esse processo está ilustrado na Figura 2.1, na qual o alvo em questão é um
navio.
Figura 2.1: Sistema de Sonar Ativo com operação monoestática.
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O sonar ativo pode ser classificado quanto à localização do emissor e do receptor
[8]. Quando estes se encontram juntos, o sonar realiza uma operação monoestática,
caso apresentado na Figura 2.1. Entretanto, quando o emissor e o receptor estão
separados a uma distância consideravelmente maior do que as distâncias entre o
emissor-alvo e o alvo-receptor, a operação é dita biestática, conforme ilustrado na
Figura 2.2.
Figura 2.2: Sistema de Sonar Ativo com operação biestática.
Na modalidade passiva, o sistema de sonar apenas detecta as ondas acústicas
que chegam aos hidrofones, portanto sem emitir qualquer sinal próprio. Assim, os
sensores sonoros apenas captam as vibrações emitidas pelo contato, as quais são
subsequentemente processadas visando à identificação da sua assinatura acústica.
Dessa forma, o sonar passivo assume um papel vantajoso em embarcações de caráter
militar que não podem ser descobertas, tais como os submarinos. A Figura 2.3 ilustra
tal dinâmica, na qual há um navio alvo a ser identificado através de seu rúıdo.
O rúıdo captado por um sistema de sonar passivo pode ser oriundo de múltiplas
fontes, entre elas: do sistema de propulsão do navio; de máquinas auxiliares, tais
como geradores, bombas e equipamentos de ar condicionado; da hélice, e da pas-
sagem do fluxo irregular de água pelo navio em movimento, o qual é chamado de
rúıdo hidrodinâmico [9].
A partir dos sinais recebidos e devidamente processados, operadores de sonar
treinados utilizam as ferramentas de análise LOFAR (LOw Frequency Analysis and
Recording), DEMON (DEModulation On Noise), e até a própria escuta de tais sinais
para a identificação dos contatos, realizada por meio de suas caracteŕısticas tonais
e espectrais [10].
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Figura 2.3: Sistema de Sonar Passivo.
2.1 Sistemas Automáticos de Classificação
Em operações militares, a atividade de classificação de posśıveis ameaças em sub-
marinos é nomeada como classificação de contatos, sendo realizada por meio da
aquisição e processamento de sinais de sonar passivo. Um número expressivo de
técnicas de Aprendizagem de Máquina vem sendo empregado para o desenvolvi-
mento de sistemas de apoio à decisão. No contexto abordado, os mecanismos citados
visam a auxiliar o operador de sonar, ao automatizar as tarefas de detecção e iden-
tificação dos contatos. Tal procedimento alivia o trabalho do profissional, visto que
reduz a necessidade de constante vigilângia humana, evitando um maior desgaste
f́ısico e mental do operador, o qual pode se dedicar mais intensivamente apenas a
situações de alto risco.
Dada a existência de inúmeras embarcações, cada qual possuindo uma assinatura
acústica própria, é plauśıvel que o sistema se depare com uma embarcação desco-
nhecida (ou novidade), isto é, que não faça parte do conjunto de caracteŕısticas
espectrais previamente conhecidas. Esta situação é comum, considerando-se ainda o
fato de que algumas embarcações têm natureza sigilosa. Portanto, é imprescind́ıvel
que o sistema gerado seja capaz de reconhecer novidades, assegurando que classi-
ficações errôneas não ocorram, as quais podem ter consequências graves.
As subseções seguintes sintetizam as principais abordagens utilizadas e os re-
sultados obtidos por alguns trabalhos da literatura, considerando, primeiramente, o
problema da classificação de contatos de sistemas de sonar passivo, para, em seguida,
abordar aqueles dedicados à detecção de novidades.
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2.1.1 Classificação Automática de Contatos
Os SAC vêm se mostrando bem sucedidos no aux́ılio ao processo de tomada de
decisão do operador de sonar. Neste cenário, redes neurais especialistas podem
ser empregadas para integrar tais sistemas. Em [11], foi proposto um sistema de
classificação baseado em um Perceptron Multicamadas de Classe Modular (CM-
MLP), o qual opera de forma flex́ıvel e em tempo real, alcançando uma acurácia de
84,4% de acertos de classificação. Tal análise foi baseada em sinais reais produzidos
por 34 navios pertencentes a 8 classes de contato.
Redes neurais convolucionais também foram investigadas para tratar o problema
de classificação [12], produzindo uma acurácia média de 95,5% para um conjunto de
teste formado por 25 navios pertencentes a 8 classes.
Outra abordagem explorada na literatura foi a técnica das Curvas Principais
(CP) [13], a qual se destaca por realizar uma expressiva redução de dimensionalidade
para dados não-lineares. Dois trabalhos que realizaram ensaios com a mesma base
de dados que esta Dissertação podem ser destacados: (i) em [14], foi desenvolvido
um SAC para sinais de sonar passivo constitúıdo por curvas principais hierárquicas.
Nesse sistema, de caráter especialista, cada classe foi representada por um banco
de curvas, e os eventos foram rotulados de acordo com a distância às curvas prin-
cipais integrantes deste banco, atingindo uma eficiência média de classificação da
ordem de 96,2%; (ii) Um classificador hierárquico baseado em CP foi proposto em
[15], alcançando uma acurácia média de 91,4% quanto à identificação de navios.
Neste sistema, primeiramente, é identificada a classe, de forma similar a [14]. Em
sequência, o navio mais provável é definido através do valor do ı́ndice de projeção
nesta curva, com base na avaliação dos critérios Limites Heuŕısticos, Limiares ótimos
e Classificação Fuzzy, com resultados equivalentes.
Com base nos resultados supracitados, observa-se que a criação de modelos
hierárquicos e especializados em classes estão associados a taxas de acertos de clas-
sificação expressivas, as quais podem ser ainda maiores caso ocorra uma maior es-
pecialização do sistema, dada diretamente no âmbito dos navios.
2.1.2 Detecção de Novidades
Dentro do contexto tratado, o problema da detecção de novidades se resume em
identificar a presença de embarcações desconhecidas através dos sinais provenientes
do sistema de sonar passivo. Cada embarcação apresenta uma assinatura acústica
caracteŕıstica, a qual deve permitir sua distinção em relação a outras existentes.
Portanto, o operador de sonar precisa ser alertado quando esta análise se depara
com um sinal diferente do habitual, isto é, uma novidade.
Um sistema de reconhecimento para classes desconhecidas foi desenvolvido por
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meio de componentes principais especializadas nas classes conhecidas em [16]. A
partir do rúıdo irradiado por 25 navios pertencentes a 8 classes distintas, dentre as
quais 4 classes foram tratadas como conhecidas, o sistema proposto apresentou uma
eficiência média de detecção de novidades de 62,9%, ao considerar uma detecção de
classes conhecidas de 70,0%.
Em [2], uma variedade de técnicas foi investigada para a constituição de um
sistema de detecção de novidades explorando uma topologia hierárquica, conside-
rando as seguintes técnicas: PCA, KPCA, kNN, GMM, CP e Análise Fatorial (FA).
No sistema em questão, foram desenvolvidos detectores classe-especialistas, os quais
foram avaliados em experimentos que utilizaram a mesma base de estudo deste
trabalho. Ao se utilizar 4 classes conhecidas e 4 classes desconhecidas, obteve-se
uma detecção de novidades de aproximadamente 80,0%, para 90,0% de detecção de
classes conhecidas, através da técnica kNN.
Máquinas de Vetor-Suporte de Uma Classe também foram aplicadas para lidar
com esta questão em [9]. Primeiramente, foi efetuado um pré-processamento para a
redução dimensional dos sinais envolvidos, seguida de um encapsulamento das classes
conhecidas através de um modelo OCSVM. As novidades assumidas eram os sinais
que não foram encapsulados por este modelo. Assumindo uma taxa de detecção de
novidades de 75,0%, obteve-se uma detecção de sinais conhecidos de 62,4%, consi-
derando uma base de dados constitúıda por 4 classes de embarcações. Destaca-se
que em seus experimentos foram avaliadas todas as combinações posśıveis de classes,
nas quais 3 foram tratadas como conhecidas, enquanto a restante assumida como
novidade.
2.2 Decomposição do Problema Multiclasse
Uma vez que o sistema de sonar passivo trabalha com o reconhecimento de múltiplas
classes de navios, deve-se buscar o tratamento mais adequado para abordar este
problema.
Em um problema em que se opera com M classes distintas, uma posśıvel abor-
dagem é considerar que todas as classes são tratadas conjuntamente, logo tanto a
extração dos atributos quanto a decisão caberão a um modelo único. Assim, dado
um conjunto com M classes, segundo esta proposta, um único modelo atribuirá um
dos M rótulos dispońıveis para um dado de entrada.
Entretanto, uma abordagem alternativa é aquela onde o problema supracitado
pode ser decomposto em uma série de problemas de classificação binária, em que
cada um deles terá associado um modelo de decisão constrúıdo segundo um deter-
minado algoritmo e com base em uma fração de dados representativa de 2 classes.
Dois métodos comuns para se realizar esta decomposição são o one-against-one (um-
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contra-um) e o one-against-all (um-contra-todos) [17].
No one-against-one, são criados subconjuntos de dados considerando todas as
combinações 2 a 2 posśıveis das M classes do problema original. Para cada uma das
M(M−1)/2 combinações posśıveis, é gerado um modelo de decisão. Assim, supondo
um problema com 4 classes (A, B, C, D), 6 problemas binários seriam gerados (A ×
B, A × C, A × D, B × C, B × D, C × D), e, portanto, 6 modelos seriam criados.
Já pelo método one-against-all, um problema multiclasse de M classes é decom-
posto em M problemas de duas classes, sendo o conjunto de treinamento do modelo
formado por exemplos de uma classe principal e por uma “superclasse” constitúıda
pelos exemplos das classes restantes. Neste caso, ao se considerar o mesmo problema
original com 4 classes (A, B, C, D), 4 problemas binários seriam gerados (A × BCD,
B × ACD, C × ABD, D × ABC), e, assim, 4 modelos seriam utilizados.
Uma outra alternativa consiste em decompor o problema multiclasse original
em M problemas de classe única, uma vertente nomeada de one-class classification
[18] [19]. Neste caso, assume-se um conjunto de treinamento do modelo constitúıdo
apenas por exemplos de uma única classe espećıfica por vez. Sob esta perspectiva, o
problema de 4 classes (A, B, C, D) seria tratado como 4 problemas de classe única
(A, B, C, D), e assim, 4 modelos de decisão seriam desenvolvidos. Esta alternativa
possui como diferencial das anteriores, o fato de que o sistema de classificação obtido
é escalável, dado que novas classes podem ser adicionadas ao problema sem qualquer
impacto ao conhecimento previamente adquirido. Contudo, seu desempenho tende
a ser inferior relativamente às outras abordagens, uma vez que os classificadores são
constrúıdos isoladamente, sem interação com qualquer outra classe. Esta abordagem
será aplicada para a construção dos detectores de novidades especializados, a serem
descritos na Seção 3.1.
2.3 Técnicas para a Detecção de Novidades
De modo generalizado, a detecção de novidades pode ser compreendida como a
tarefa de reconhecer se dados de teste diferem sob algum aspecto de dados que
estão dispońıveis durante o treinamento de um modelo [20]. Assim, um exemplo
não-contemplado no treinamento é testado via sua comparação com o modelo de
normalidade gerado para o treinamento, de forma que é produzido um escore de
dissimilaridade, o qual é comparado a um limiar de decisão. A partir do modelo,
classifica-se o exemplo testado como novidade se esta medida superar um dado li-
miar. Ressalta-se que o modelo de normalidade supracitado é desenvolvido com
base no conceito de one-class classification, isto é, o modelo explora apenas carac-
teŕısticas relativas à classe definida como conhecida, a qual deve ser distinguida de
qualquer outra classe indispońıvel na etapa de treinamento.
9
Ao longo das décadas, o número de técnicas propostas para a detecção de novida-
des na área de Aprendizagem de Máquina se mostrou crescente [20]. Neste trabalho
foram avaliadas as mais comuns, baseadas em estratégias variadas: reconstrução,
descrição do domı́nio, probabilidade e distância.
Na estratégia baseada em reconstrução, busca-se encontrar representações para
o conjunto de dados da classe conhecida. Assim, quando um dado desconhecido é
representado desta forma, este costuma apresentar um maior erro do que o obtido
para um dado supostamente pertencente às classes conhecidas. A PCA e a KPCA
são exemplos de métodos desta categoria ([21],[22]).
Entre métodos que consideram a descrição de domı́nio, o OCSVM se destaca
[23], utilizando funções discriminativas para delimitar uma fronteira do espaço que
defina uma região contendo a maior parte dos dados conhecidos. Assim, os dados
situados fora desta região são assumidos como novidades.
Para a abordagem que faz uso da probabilidade, caso do GMM [24], busca-se
estimar a função de densidade de probabilidade do conjunto definido pela classe
conhecida. Dessa forma, dados pertencentes a regiões de baixa densidade de proba-
bilidade tendem a ser classificados como novidades.
Por fim, a estratégia baseada em distâncias é aquela que faz uso de uma medida
da distância entre os dados. Para tal, convenciona-se que dados conhecidos tendem
a estar mais agrupados, logo estão mais próximos entre si do que exemplos não
presentes no treinamento do modelo. Algoritmos clássicos dentro desta categoria
são o LOF [25] e o kNN [26] - o qual também é muito utilizado em problemas de
classificação ([27], [28]).
A seguir, as técnicas supracitadas serão descritas de forma detalhada.
2.3.1 Análise de Componentes Principais
A PCA (Principal Component Analysis) é uma técnica de redução dimensional que
projeta dados de P dimensões em um subespaço ortogonal de dimensão L P [29].
Tais projeções definem novas variáveis descorrelacionadas e de máxima variância,
representando direções ótimas para a descrição dos dados, as quais levam a um
valor esperado mı́nimo do erro quadrático de reconstrução.
A Figura 2.4 exemplifica o conceito desta técnica para um conjunto de dados bi-
dimensional arbitrário X = {x | x = (x1, x2)}, que são projetados em um subespaço
unidimensional correspondente à direção de maior variância.
Considerando um vetor de atributos x ∈ RP com média zero; um inteiro
L  P , representando o quantitativo de componentes principais a expandir x, e
y = [y1 y2 ... yL]
T , y ∈ RL, são determinadas as L componentes lineares descorrela-
cionadas de x segundo:
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(a) Dados originais. (b) Dados projetados.
Figura 2.4: Exemplo que ilustra um conjunto de dados bidimensional arbitrário X
(a) projetado em um subespaço unidimensional, representado pela reta u, corres-
pondente à direção de maior variância dos dados (b).
yi = u
T
i x ∈ R, ui ∈ RP , i = 1, 2, ..., L, (2.1)
onde as direções ui são definidas de forma que a variância de yi seja maximizada,
impondo-se também as seguintes restrições:
uTi ui = 1, u
T
i uj = 0 se i 6= j, e Var(y1) ≥ Var(y2) ≥ ... ≥ Var(yL) > 0. (2.2)
Pode-se mostrar [29] que as L componentes principais de x (ui) podem ser calcu-
ladas a partir dos L autovetores de sua matriz de covariância Σx
.
= E[xxT ] associados
aos seus L maiores autovalores. Tais autovetores serão os vetores-coluna que consti-
tuem a matriz de transformação UL ∈ RP×L, tal que UL = [u1,u2, ...,uL], definindo
direções mutuamente ortogonais formadoras de uma base associada ao subespaço de





Quanto à reconstrução do vetor de atributos original, esta é definida por:
x̂ = ULyL. (2.4)
Assim, o erro quadrático de reconstrução do vetor de atributos (Figura 2.5), ou
distância ao subespaço associado a UL, pode ser expresso como a diferença entre a
sua magnitude original e a projetada, conforme se segue1:
1No desenvolvimento apresentado, considerar I como a matriz Identidade.
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− xTUL︸ ︷︷ ︸
yTL







= ‖x‖2 − yTLyL − yTLyL + yTLyL
= ‖x‖2 − yTLyL
= ‖x‖2 − ‖yL‖2.
(2.5)
Figura 2.5: Erro de reconstrução.
Portanto, o erro de reconstrução será zero quando a matriz de transformação UL
considerar L = P .
No contexto da detecção de novidades, o erro de reconstrução pode ser conside-
rado como um escore de dissimilaridade de um dado de teste em relação ao conjunto
que contempla a(s) classe(s) conhecida(s), visto que dados que pertençam a catego-
rias desconhecidas tendem a não ser bem representados no subespaço definido por
UL.
O Algoritmo 1 busca resumir essa abordagem em um pseudocódigo, considerando
xt ∈ RP como o exemplo de teste; Xtr ∈ RP×N , o conjunto de treinamento com N
exemplos conhecidos P -dimensionais; L ∈ N∗, o número de componentes PCA; e
1TN , um vetor-linha contendo N componentes iguais a 1.
Fundamental para a construção do detector de novidades por esta técnica, a
definição do parâmetro L está condicionada à proporção de variância explicada
(Vare), que pode ser expressa pela razão entre os somatórios dos L autovalores
considerados na expansão PCA pelo somatório de todos os P autovalores [29]:
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Algoritmo 1 Geração do escore de dissimilaridade baseado em PCA
1: função escore-dissimilaridade-pca(xt,Xtr, L)
2: Executar apenas uma vez ou quando Xtr ou L forem modificados:
3: x̄tr ← media(Xtr)
4: X̃tr ← Xtr − x̄tr1TN
5: UL ← PCA(X̃tr, L)
6: Executar sempre:
7: x̃t ← xt − x̄tr
8: yL ← UTLx̃t







× 100 (%), (2.6)
de forma que quando L = P , a variância explicada é de 100%, visto o erro de
reconstrução ser nulo.
2.3.2 Análise de Componentes Principais por Kernel
Ao passo em que a PCA é eficaz ao lidar com dados que descrevem problemas
lineares, representando-os em espaços de atributos de menor dimensão, a Análise de
Componentes Principais por Kernel (Kernel Principal Component Analysis, KPCA)
é capaz de tratar problemas envolvendo dados com descrições não-lineares, conforme
é ilustrado na Figura 2.6a [30]. Ao se considerar uma transformação não-linear φ
que mapeia, de forma impĺıcita, um ponto x ∈ RP em um espaço de alta dimensão
RM , nomeado espaço de caracteŕısticas F (feature space), possivelmente infinito,
obtém-se uma imagem φ(x) (Figura 2.6b). Em seguida, considera-se uma PCA
aplicada sobre os dados mapeados neste novo espaço, o qual definirá um modelo
com componentes principais não-lineares no espaço original.
Assim, considerando a existência de uma matriz de dados X = [x1,x2, ...,xN ] ∈
RP×N , é necessário assumir as imagens destes dados no espaço dos atributos, isto é,
{φ(xi)}Ni=1. Ademais, é conveniente que os dados mapeados estejam centralizados
neste novo espaço.







Logo, a matriz centralizada dos dados mapeados é definida por:
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(a) Dados no espaço original. (b) Dados projetados em F .
Figura 2.6: Ao realizar a PCA no espaço de caracteŕısticas, obtêm-se as componentes
principais, das quais a primeira é denotada pelo vetor u1. As linhas em azul no
espaço de caracteŕısticas representando dados com mesmos valores de projeção linear
sobre a primeira componente principal correspondem a projeções não-lineares no
espaço original. Adaptação da Figura 12.16 de (Bishop, 2016).
Φ̃
.
= [φ(x1)− φ̄︸ ︷︷ ︸
φ̃(x1)
, φ(x2)− φ̄︸ ︷︷ ︸
φ̃(x2)
, ..., φ(xN)− φ̄︸ ︷︷ ︸
φ̃(xN )
] ∈ RM×N . (2.8)
Por fim, as componentes principais em F podem ser extráıdas a partir dos au-







T ∈ RM×M . (2.9)
Considerando o desafio de tratar um problema M -dimensional, onde o valor
de M pode ser muito alto ou infinito, bem como os casos onde a função de mapea-
mento φ(x) é desconhecida, a KPCA permite a extração das componentes principais
não-lineares diretamente dos dados no espaço original, através da chamada matriz
de kernel K = [κ(xi,xj)] ∈ RN×N , explorando-se o truque de kernel [29]. Cada
elemento desta matriz corresponde a uma função de kernel, definida pelo produto
interno de pares de dados mapeados em F :
κ(xi,xj)
.
= φT (xi)φ(xj) ∈ R. (2.10)
Existem vários tipos de funções de kernel, porém neste trabalho a gaussiana -




Deve-se definir também o kernel centralizado:
κ̃(xi,xj)
.
= (φ(xi)− φ̄)T (φ(xj)− φ̄) ∈ R, (2.12)
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De forma matricial, a matriz de kernel centralizado K̃ = Φ̃T Φ̃ pode ser calculada
por [29]:
K̃ = JKJ ∈ RN×N , (2.14)
onde a matriz J é dada por:
J = I− 1
N
11T ∈ RN×N (2.15)
tendo o papel de matriz centralizadora, na qual I ∈ RN×N é a matriz identidade, e
1 ∈ RN é um vetor-coluna com elementos unitários.
Após a obtenção da matriz de kernel centralizado K̃, pode-se extrair os seus au-
tovetores (ui ∈ RN) e autovalores (λi ∈ R) normalizados. Destaca-se a necessidade
subsequente de normalizar os autovetores, de forma que ‖ui‖2 = λ−1i .
Por fim, para um dado de teste xt ∈ RP , sua i-ésima componente principal de
kernel é dada por:
yi = α
T
i [κ̃(x1,xt) κ̃(x2,xt) ... κ̃(xN ,xt)]
T , 1 ≤ i ≤ L N, (2.16)
onde αi = ui/λi, logo yL = [y1 y2 ... yL]
T .
De forma similar a PCA, o parâmetro L está relacionado à proporção de variância
explicada (Vare), dada pela razão entre os somatórios dos L autovalores considerados





× 100 (%), (2.17)
de forma que quando L = N , a variância explicada é de 100%.
O erro quadrático de reconstrução associado ao dado de teste também é obtido de
forma análoga ao da técnica PCA, porém, calculado de forma impĺıcita no espaço de
caracteŕısticas F , conforme a Eq. (2.18), na qual φ̃(xt) corresponde à centralização
do dado mapeado φ(xt), e φ̂(xt) é a suposta reconstrução do vetor φ(xt) neste mesmo
espaço.
‖e‖2 = ‖φ̃(xt)− φ̂(xt)‖2 = ‖φ̃(xt)‖2 − ‖yL‖2 (2.18)
O termo ‖φ̃(xt)‖2 pode ser computado através da Eq. (2.19), e simplificado ao
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O Algoritmo 2 sintetiza os procedimentos supracitados em um pseudocódigo, con-
siderando xt ∈ RP como o exemplo de teste; Xtr ∈ RP×N , o conjunto de treinamento
com N exemplos conhecidos P -dimensionais; L ∈ N∗, o número de componnentes
da expansão; e γ ∈ R, a largura do kernel utilizado na Eq. (2.11).
Algoritmo 2 Geração do escore de dissimilaridade baseado em KPCA
1: função escore-dissimilaridade-kpca(xt,Xtr, L, γ)
2: Executar apenas uma vez ou quando Xtr ou L forem modificados:
3: Obter a matriz de kernel K ∈ RN×N para Xtr pela Eq. (2.11).
4: Centralizar K com as Eqs. (2.14) e (2.15), resultando em K̃ ∈ RN×N .
5: Calcular os L autovetores ui ∈ RN de K̃, e normalizá-los, de forma que
‖ui‖2 = λ−1i .
6: Executar sempre:
7: Computar as L primeiras componentes principais de kernel yi ∈ R de xt
através da Eq. (2.16), gerando yL ∈ RL.
8: Computar o termo ‖φ̃(xt)‖2 através da Eq. (2.19) ou (2.20).
9: s← ‖φ̃(xt)‖2 − ‖yL‖2
10: devolve s
11: fim função
Em resumo, a detecção de novidades baseada na técnica KPCA também utiliza
o erro quadrático de reconstrução, porém no espaço das caracteŕısticas, como um
escore de dissimilaridade entre um dado de teste e o conjunto de dados conhecidos.
2.3.3 Máquinas de Vetor-Suporte de Uma Classe
Máquinas de Vetor-Suporte (Support-Vector Machines, SVM) são uma técnica para
a construção de regressores e classificadores que se utilizam de dados selecionados no
conjunto de treinamento para a constituição das funções de regressão/classificação
correspondentes, dáı o nome de vetores-suporte. Frequentemente, por meio do tru-
que de kernel, as SVM derivam uma superf́ıcie de decisão não-linear, utilizando uma
função de mapeamento não-linear impĺıcita do conjunto de dados de treinamento
em um espaço de maior dimensão. O objetivo desta transformação é que pontos de
classes distintas, os quais não poderiam ser separados em seu espaço original através
de uma superf́ıcie de decisão simples, tal como uma reta ou um hiperplano, passem
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a ser separáveis por um hiperplano neste novo espaço, conhecido como espaço de
caracteŕısticas F . Note que o mapeamento desta solução no espaço original usual-
mente gera uma curva ou superf́ıcie não-linear, permitindo melhores regressores e
classificadores.
A Figura 2.7a ilustra este processo, no qual as duas classes representadas pelos
ćırculos em azul e vermelho não são linearmente separáveis em R2. Após o mape-
amento em R3, os pontos podem ser separados de forma linear, conforme a Figura
2.7b.
(a) Superf́ıcie complexa em R2. (b) Hiperplano em R3.
Figura 2.7: Claramente, percebe-se que as duas classes passam a ser separáveis por
um hiperplano em R3, o qual corresponde a uma curva não-linear em R2.
Para o truque de kernel supracitado, será considerada a função de kernel do tipo
gaussiana (2.21), de forma similar ao descrito na KPCA. Entretanto, neste caso, o





A técnica OCSVM [31] é uma variante das técnicas de vetores-suporte. Tal
modelo usa um hiperplano com máxima distância da origem, no entanto que defina
um semi-espaço contendo a maior parte dos dados pertencentes à classe conhecida
no espaço F , conforme ilustrado na Figura 2.8.
Sejam os hiperplanos definidos por:
wTφ(x) = ±ρ , w ∈ F . (2.22)
Da teoria de SVM usual, a minimização de ‖w‖ leva a maximização de ρ. O
objetivo é obter w, tal que ‖wTφ(xi)‖ > ρ para a maior parte dos xi ∈ Xtr, que
definem o conjunto de treinamento. Porém, com o intuito de prevenir a ocorrência
de overfitting, visto que podem existir dados com rúıdo no conjunto de treinamento,
opta-se por inserir variáveis de folga ξi para permitir que alguns dados se acomodem
na região interior aos hiperplanos definidos pela Eq. (2.22), logo associados à região
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(a) Superf́ıcie complexa em R2. (b) Hiperplano em R3.
Figura 2.8: Exemplo contendo: (a) um conjunto de dados bidimensional arbitrário
X ; (b) os mesmos dados projetados em um espaço de maior dimensão.
definida por ‖wTφ(xi)‖ < ρ. A solução deste problema recai na minimização da









ξi − ρ , (2.23)
sujeita a:
wTφ(xi) ≥ ρ− ξi , ξi ≥ 0 , ρ ≥ 0, 1 ≤ i ≤ N. (2.24)
Destaca-se que quanto maior for o valor de ρ, maiores serão a região entre os
hiperplanos e o número de dados contidos nela, isto é, maior o erro de treinamento,
para uma direção espećıfica w. Já o parâmetro ν ∈ (0, 1] controla a influência do
somatório relativo às variáveis de folga na função objetivo, portanto está relacionado
à fração de dados na região ‖wTφ(xi)‖ < ρ.
Ao se utilizar os multiplicadores de Lagrange αi, βi ≥ 0 [32], introduz-se o La-
grangiano:
















Derivando-se a Eq. (2.25) com respeito às variáveis primais w, ξ, ρ e igualando












αi = 1. (2.27)
Convém definir que, na Eq. (2.26), todos os xi associados a αi > 0 são chamados
de vetores-suporte. Aplicando-se o truque de kernel, a expansão em vetores-suporte





Ao substituir as Eqs. (2.26) e (2.27) na Eq. (2.25), obtém-se o problema dual
expresso pela Eq. (2.29), o qual pode ser solucionado através do algoritmo de
minimização quadrática Sequential Minimal Optimization (SMO) [33], segundo o













αi = 1. (2.29)
Pode-se mostrar [32] que no ponto ótimo as duas primeiras restrições de desi-
gualdade presentes na Eq. (2.24) tornam-se igualdades, caso αi e βi sejam diferentes
de zero, ou seja, 0 < αi < 1/(νN). Portanto, para αi 6= 0 e seu xi associado, ρ
satisfaz:




O Algoritmo 3 exprime o cálculo do escore de dissimilaridade utilizado na de-
tecção de novidades, o qual é equivalente ao argumento da função definida por f(x).
Consideram-se xt ∈ RP um exemplo de teste; Xtr ∈ RP×N , o conjunto de treina-
mento contendo N exemplos conhecidos P -dimensionais; e os parâmetros Ks, ν e ξ
relativos ao algoritmo OCSVM.
2.3.4 Modelos de Mistura de Gaussianas
Os GMM (Gaussian Mixture Models) pertencem à categoria de modelos de variáveis
latentes, nos quais é assumido que as variáveis observadas são correlacionadas porque
são provenientes de uma “causa” comum desconhecida [1]. Mais especificamente,
eles consistem em um modelo probabiĺıstico que considera dados produzidos por um
conjunto de M distribuições base gaussianas multivariadas.
2Para z ≥ 0, temos sinal(z) = 1; e caso contrário, sinal(z) = -1.
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Algoritmo 3 Geração do escore de dissimilaridade baseado em OCSVM
1: função escore-dissimilaridade-ocsvm(xt,Xtr, Ks, ν, ξ)
2: Executar apenas uma vez ou quando Xtr, Ks, ν ou ξ forem modificados:
3: Aplicar SMO para solucionar o problema de minimização definido pela
Eq. (2.29) e obter α.




i=1 αiκ(xtri ,xt)− ρ
7: devolve s
8: fim função
Assim, o modelo assume a forma descrita na Eq. (2.31), a qual representa a
superposição de M densidades gaussianas N (x|µm,Σm), 1 ≤ m ≤M , as chamadas
componentes da mistura, cada uma com média µm ∈ RP e matriz de covariância
Σm ∈ RN×N . Neste caso, o vetor x ∈ RP é assumido como uma amostra proveniente











(x− µm)TΣ−1m (x− µm)). (2.32)
Ademais, os termos πm (0 ≤ πm ≤ 1) presentes na Eq. (2.31) representam os
coeficientes da mistura, sujeitos a:
M∑
m=1
πm = 1, (2.33)
e relacionados à probabilidade a priori de ocorrência de cada um dos elementos da
mistura. Na Figura 2.9 são ilustradas as curvas de ńıvel e a superf́ıcie correspondente
a um modelo de misturas contendo três componentes com diferentes valores de πm,
Σm e µm.
Observa-se que para se definir os parâmetros da distribuição de mistura de gaus-
sianas, é imprescind́ıvel obter os parâmetros πm, µm e Σm de cada componente.
Para solucionar este problema, utiliza-se o Algoritmo de Maximização da Esperança
(EM) [30], resumido no Algoritmo 4, no qual Xtr ∈ RP×N representa o conjunto de
treinamento com N exemplos conhecidos P -dimensionais; e M ∈ N∗, o número de
componentes da mistura.
Neste trabalho, assumiu-se que as distribuições compartilham as matrizes de co-
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(a) (b)
Figura 2.9: Adaptação da Figura 11.3 de (Murphy, 2012).
Algoritmo 4 Algoritmo EM para a obtenção dos parâmetros do GMM
1: função algoritmo-em(Xtr,M)
2: Inicializar aleatoriamente os parâmetros πm, µm e Σm.
3: enquanto não ocorrer a convergência dos parâmetros faça
4: para m ← 1 até M faça
5: para i ← 1 até N faça
6: rmi ← πmN (xi|µm,Σm)∑M
j=1 πjN (xi|µj ,Σj)
7: fim para
8: fim para




11: µm ← 1Nm
∑N
i=1 rmixi
12: Σm ← 1Nm
∑N
i=1 rmi(xi − µm)(xi − µm)T




variância, ou seja, Σm = Σ. Logo, simplificações podem ser efetuadas no Algoritmo
4, discutidas em [34].
Para lidar com a tarefa de detecção de novidades, após se construir um modelo de
misturas que contemple os dados conhecidos, pode-se utilizar o valor negativo do lo-
garitmo da verossimilhança deste modelo para um dado sinal de teste (− log p(xt|θ))
como representante do escore de dissimilaridade (Algoritmo 5). Por conseguinte,
quanto menor for o valor do escore, mais similar é o evento à classe conhecida.
2.3.5 k-vizinhos mais próximos
A técnica de aprendizagem dos k-vizinhos mais próximos é baseada em instâncias,
explorando a proximidade de um dado de teste com seus vizinhos mais próximos.
Tais vizinhos são identificados no conjunto de treinamento do modelo, correspon-
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Algoritmo 5 Geração do escore de dissimilaridade baseado em GMM
1: função escore-dissimilaridade-gmm(xt,Xtr,M)
2: Executar apenas uma vez ou quando Xtr ou M forem modificados:
3: [πm,µm,Σ]← EM(Xtr,M)
4: Executar sempre:





dendo, assim, à classe conhecida. Usualmente, tal proximidade é inferida por meio
da distância Euclidiana.
A Figura 2.11 ilustra tal procedimento. O conjunto de treinamento é represen-
tado pelos ćırculos em vermelho, enquanto os dados de teste consistem nos śımbolos
em azul.
(a) Dado de teste conhecido. (b) Dado de teste desconhecido.
Figura 2.10: Exemplo ilustrando a proximidade entre um conjunto de dados de
treino e um dado de teste pertencente a classe conhecida (a) ou não (b).
Com o intuito de aplicar esta técnica na tarefa de detecção de novidades, foi
assumido o valor da mediana da distância Euclidiana entre um dado e seus k-vizinhos
mais próximos como escore de dissimilaridade. Claramente, se tal distância for
baixa, tal evento é similar à classe conhecida; se a distância for alta, o evento é
dissimilar, representando, portanto, uma novidade. Ressalta-se que a opção pelo uso
da mediana é justificado pelo seu potencial em mitigar posśıveis efeitos de eventuais
outliers presentes no conjunto de treinamento [2].
O Algoritmo 6 sintetiza este procedimento em um pseudocódigo, considerando
xt ∈ RP como um exemplo de teste; Xtr ∈ RP×N , o conjunto de treinamento
contendo N exemplos conhecidos xtri ∈ RP ; e k ∈ N∗, o número de vizinhos.
A técnica kNN também é amplamente utilizada para a construção de sistemas de
classificação multiclasse. Para um dado sob avaliação, são identificados os k vizinhos
mais próximos, sendo considerado o rótulo mais frequente dentre tais vizinhos para
se definir o rótulo a ser atribúıdo pelo classificador. A Figura 2.11 ilustra este
processo, onde o indicador estrela sinaliza um dado arbitrário a ser classificado.
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Algoritmo 6 Geração do escore de dissimilaridade baseado em kNN
1: função escore-dissimilaridade-knn(xt,Xtr, k)
2: para i ← 1 até N faça
3: di ← ‖xt − xtri‖2
4: fim para
5: d← Armazenar os k menores valores de di.
6: s← Calcular a mediana do vetor d.
7: devolve s
8: fim função
Assumindo k = 4, claramente, o rótulo atribúıdo será Classe B.
Figura 2.11: Técnica kNN para a constituição de um classificador.
O pseudocódigo referente a este sistema de classificação é apresentado no Algo-
ritmo 7.
Algoritmo 7 Sistema de classificação baseado em kNN
1: função classificador-knn(xt,Xtr, k)
2: para i ← 1 até N faça
3: di ← ‖xt − xtri‖2
4: fim para
5: I ← Armazenar os ı́ndices i associados aos k menores valores de di.
6: r← Armazenar os rótulos de xtri , para i ∈ I.
7: r ← Calcular a moda do vetor r.
8: devolve r
9: fim função
2.3.6 k-vizinhos mais próximos esparso
O algoritmo kNN utiliza um conjunto de treinamento Xtr ∈ RP×N contendo N
observações, as quais devem ser comparadas com um dado de teste xt quanto ao
critério da distância Euclidiana. A ideia é obter um novo conjunto X
′
tr ∈ RP×Q,
em que Q  N , o qual reúna os dados mais relevantes de Xtr para esta tarefa, de
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forma que o custo computacional seja reduzido, sem prejúızo significativo à acurácia
do sistema. Destaca-se que esta abordagem esparsa do kNN, nomeada de s-kNN, é
uma proposta desta Dissertação.
A Figura 2.12 compara o kNN e o s-kNN em um problema hipotético. Nela, os
ćırculos em vermelho representam o conjunto de treinamento de cada modelo, en-
quanto o ćırculo em azul é o dado de teste. Na Figura 2.12a, todas as N observações
dispońıveis compõem o conjunto Xtr, enquanto na Figura 2.12b, N/2 observações
foram selecionadas para integrar este conjunto. Pode-se observar que o conjunto es-
parso realiza uma descrição da “fronteira” dos dados de forma razoavelmente similar
ao conjunto original. No entanto, assumindo k = 3, por exemplo, diferentes dados
são eleitos como os vizinhos mais próximos em cada técnica, implicando em um
valor de escore de dissimilaridade diferente quanto à detecção de novidades. Assim,
deve-se investigar o impacto da redução do quantitativo de amostras descritivas do
conjunto, referidas aqui como dicionário ou base representativa da classe Φ ∈ RN×P
[35], no desempenho do modelo.
(a) Xtr ∈ R2×20. (b) X
′
tr ∈ R2×10.
Figura 2.12: Exemplo ilustrando a diferença entre os conjuntos de treinamento
utilizados pelas técnicas kNN (a) e s-kNN (b).
A representação de um sinal em uma base espećıfica envolve definir um conjunto
de coeficientes de expansão (α). Seja um dicionário composto por N vetores de
norma unitária, referidos como átomos — φn ∈ RP — responsáveis pela definição
de um subespaço para a expansão do sinal, associado a Φ = [φ1 φ2 ... φN ].
Ao assumir um dicionário completo 3 e redundante 4, há várias formas de repre-





Neste contexto, torna-se interessante obter a melhor forma de compor esta repre-
sentação, que será alcançada quando o vetor de coeficientes for esparso5. Para isso,
3Quando os átomos do dicionário abrangem todo o espaço do sinal.
4Quando os átomos do dicionário formam um conjunto linearmente dependente.
5Visto que existem infinitas soluções, deseja-se aquela que envolve o menor número de átomos,
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deve-se minimizar a norma-zero6 de α (‖α‖0), ao passo que o erro de reconstrução
do sinal seja mı́nimo, isto é, E[x− x̂]→ 0.
A escolha dos átomos que constituem o dicionário pode ser efetuada pelo al-
goritmo Orthogonal Matching Pursuit7 (OMP) [35], o qual consiste em uma busca
iterativa através de passos na direção de ótimos locais. Partindo de um conjunto
vazio e α = 0, acrescenta-se um novo membro a este conjunto de forma que tal ação
maximize a redução do erro residual (r), definido como ‖e‖2, onde: e = x − x̂. Se
o valor deste erro for menor que um limiar ε arbitrário, o procedimento termina.
Seja I o conjunto que contém os ı́ndices das amostras de Xtr presentes no con-
junto de átomos escolhidos Φ. A seleção de um novo membro i será dada por:
i = arg max
i/∈I
| < xtri , r > |, para xtri ∈ Xtr. (2.35)
Pode-se mostrar [35] que a cada iteração, o reśıduo é ortogonal à aproximação do
vetor x fornecida pelo Φ atual. Com isso, o número de observações de Xtr que sejam
linearmente dependentes do reśıduo é reduzido, pois assim que uma delas é selecio-
nada para a constituição de Φ, as outras já estarão cobertas, logo não contribuirão
significamente para a redução do reśıduo, de forma que não serão selecionadas. O
reśıduo pode ser determinado pela ortogonalização de Gram-Schmidt [36].
Uma vez que o reśıduo deve ser reduzido a cada iteração k, pode-se reescrever o









Assim, o reśıduo é atualizado através da Eq. (2.38), e uma nova iteração ocorre
caso a norma Euclidiana do reśıduo seja superior a um limiar pré-determinado.
r(k) = r(k−1) −Φ(k)(ΦT(k)Φ(k))−1ΦT(k)r(k−1). (2.38)
O Algoritmo 8 apresenta as etapas descritas em pseudocódigo, considerando o
vetor-coluna x ∈ RP como o exemplo a ser representado; Xtr ∈ RP×N , o conjunto
de treinamento contendo N observações xtri ∈ RP candidatas a integrar o conjunto
Φ; e o limiar ε ∈ R que baliza o critério de parada. Na linha 9, I representa a matriz
identidade.
por simplicidade.
6A norma-zero de um vetor é dada pelo número total de componentes não-nulas.
7O algoritmo foi escolhido devido a sua simplicidade e bons resultados.
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Algoritmo 8 Seleção das amostras para o conjunto Φ através de OMP
1: função selecao-amostras-omp(x,Xtr, ε)
2: r = x, Φ = ∅ e I = ∅
3: enquanto (‖r‖2 ≥ ε) faça
4: i← maxi/∈I | < xtri , r > |
5: I ← I ∪ {i}
6: Φ← [Φ xtri ]




Suponha um conjunto X que contenha Z amostras xi (1 ≤ i ≤ Z). A técnica s-
kNN propõe que cada xi seja expandido individualmente considerando as amostras
do conjunto de treinamento Xtr como um conjunto de posśıveis membros de Φi,
através da técnica OMP. Por sua vez, a união dos Z conjuntos Φi forma o conjunto
Φ que será utilizado pelo algoritmo kNN. Em outras palavras, apenas as amostras
do conjunto de treinamento que nunca foram selecionadas serão descartadas do
conjunto final. Esta abordagem é diferente da usual, a qual é realizada em batelada
[38], porém se mostrou efetiva.
Para a detecção de novidades, neste caso, o escore de dissimilaridade será calcu-
lado conforme descrito no Algoritmo 6 da técnica kNN, tão somente substituindo o
conjunto de treinamento pelo conjunto esparso Φ.
2.3.7 Local Outlier Factor
A técnica LOF se baseia no conceito de densidade local, a qual é calculada através
da distância entre os dados [4]. O procedimento consiste em comparar a densidade
local de um dado de teste com as densidades locais de seus k-vizinhos mais próximos
pertencentes ao conjunto de treinamento, de forma que é gerado um valor de escore
que indica a chance de este dado ser espúrio (um outlier). Assim, quando tais densi-
dades são suficientemente distintas, trata-se o dado como uma novidade. Destaca-se
que a técnica opera em um âmbito local, visto que apenas uma vizinhança restrita
é levada em consideração nesta análise.
A Figura 2.13 exemplifica o conceito da densidade local de um dado. Nela, há
um conjunto de dados em vermelho agrupados, representando a classe conhecida,
e um dado de teste em azul simbolizando uma novidade. Ao considerar 3 vizinhos
mais próximos (k = 3), observa-se que o raio do ćırculo tracejado centrado no dado
de teste é maior do que aquele centrado em um dos dados conhecidos. Logo, a
densidade local do dado de teste é menor do que aquela associada ao dado em
vermelho.
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Figura 2.13: Ilustração do conceito de densidade local para k = 3.
Sejam: (i) dist(x,y) ∈ R a distância Euclidiana entre os dados x,y ∈ RP ;
(ii) distk(x) ∈ R a distância Euclidiana entre um dado x e o seu k-ésimo vizinho
(k ∈ N∗); (iii) Nk(x) o conjunto que contém todos os vizinhos com distância menor
ou igual a distk(x), cuja cardinalidade (#Nk(x)) pode ser maior do que o valor de
k. Tal situação ocorre quando existem vizinhos locais posicionados a uma mesma
distância de x, conforme ilustrado na Figura 2.14. Neste exemplo hipotético, o dado
no centro do conjunto apresenta a mesma distância: para o seu segundo e terceiro
vizinhos (Figura 2.14a); e para o seu quarto, quinto e sexto vizinhos (Figura 2.14b).
Desta forma, pela análise da Figura 2.14a, observa-se que para k = {2, 3}, #Nk = 3;
e quando k = {4, 5, 6}, #Nk = 6, segundo a Figura 2.14b.
(a) k = {2, 3}, #Nk = 3. (b) k = {4, 5, 6}, #Nk = 6.
Figura 2.14: Cardinalidade de Nk para diferentes valores de k.
De posse dos valores anteriores, pode-se calcular a distância de alcançabilidade
de x a partir de y, dada por:
dak(x,y) = max{distk(y), dist(x,y)}. (2.39)
A Figura 2.15 exemplifica os 2 casos que podem definir o valor da distância de
alcançabilidade, ao considerar k = 4: (i) distk(y) > dist(x,y) (Figura 2.15a); (ii)
dist(x,y) > distk(y) (Figura 2.15b).
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(a) dak(x,y) = distk(y) (b) dak(x,y) = dist(x,y)
Figura 2.15: Distância de alcançabilidade dak(x,y) para k = 4 em 2 casos hi-
potéticos.
Outro conceito fundamental é o da densidade local de alcançabilidade, expresso
pela Eq. (2.40), a qual indica o quão longe se deve percorrer, a partir de x, a
fim de alcançar o próximo dado ou o conjunto de dados. Assim, quanto maior
for a distância aos vizinhos próximos, mais esparsa é a região em que o dado está
localizado, logo menos densa. Tal valor é obtido através do inverso da média da







Por fim, pode-se obter o valor do escore LOFk(x) através da comparação das









Quanto mais próximo de 1 é o escore, mais similares são as densidades locais de x
e de seus vizinhos, sinalizando que o dado pertence à classe conhecida. Entretanto,
valores significativamente maiores que 1 indicam novidades. Dessa forma, assume-
se que essa medida será o escore de dissimilaridade necessário para o modelo de
detecção de novidades, sintetizado no Algoritmo 9. Considera-se xt ∈ RP como o
exemplo de teste; Xtr ∈ RP×N , o conjunto de treinamento contendo N exemplos
conhecidos xtri ∈ RP ; e k ∈ N∗, o número de vizinhos.
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Algoritmo 9 Geração do escore de dissimilaridade baseado em LOF
1: função escore-dissimilaridade-lof(xt,Xtr, k)
2: Executar apenas uma vez ou quando Xtr ou k forem modificados:
3: para i ← 1 até N faça
4: para j ← 1 até N faça
5: dist(xtri ,xtrj)← ‖xtri − xtrj‖2, para i 6= j.
6: fim para
7: [distk(xtri), Nk(xtri)]← Armazenar os k menores valores de dist(xtri ,Xtr)
e os exemplos de Xtr associados, desconsiderando o próprio xtri .
8: fim para
9: para i ← 1 até N faça
10: para j ← 1 até N faça












17: para i ← 1 até N faça
18: dist(xt,xtri)← ‖xt − xtri‖2
19: dak(xt,xtri)← max{distk(xtri), dist(xt,xtri)}
20: fim para




















O propósito deste caṕıtulo é descrever os principais conceitos relativos ao sistema
detector de novidades e ao classificador de contatos desenvolvidos. Inicialmente, a
questão da especialização dos detectores será discutida, bem como as ferramentas
para a sua integração. Em sequência, serão descritos os mecanismos e os indicadores
para a análise de desempenho de tais sistemas.
3.1 Nı́veis de Especialização
Ao se operar com múltiplas classes conhecidas, os detectores podem ser não-
especializados ou especializados. O primeiro enfoque trata os dados como um con-
junto único, desconsiderando qualquer informação sobre as diferentes classes presen-
tes no desenvolvimento dos modelos, enquanto o último se utiliza desta informação
para gerar modelos espećıficos para cada classe. Tal enfoque explorando a especia-
lização tem se mostrado promissor, conforme relatado em publicações recentes ([2],
[39], [40], [41] e [42]).
Suponha um modelo que busque separar os dados pertencentes às classes verme-
lha e azul, ilustrados na Figura 3.1. Observe que a classe vermelha é composta por
dados de 2 subclasses: ćırculo e triângulo. Para uma abordagem especializada em
classes, obtém-se o separador exibido na Figura 3.1a, que apresenta alguns erros de
classificação ao tentar encapsular todos os dados da classe vermelha. Entretanto,
ao se adotar um maior ńıvel de especialização, neste caso, uma abordagem especia-
lizada em subclasses, pode-se obter a separação apresentada na Figura 3.1b, a qual
é constitúıda por 2 separadores que encapsulam as subclasses vermelhas, isolando
totalmente a classe azul.
O aumento no ńıvel de especialização leva ao desenvolvimento de um maior
número de modelos, contribuindo para reduzir a heterogeneidade dos dados a serem
modelados. Desta forma, superf́ıcies de encapsulamento mais simples podem ser
adotadas. Ao se utilizar uma especialização pode-se ter vários modelos operando em
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(a) Modelo especializado em classes. (b) Modelo especializado em subclasses.
Figura 3.1: Observa-se a presença de erros de classificação no caso (a).
paralelo ou uma divisão do espaço de dados com a conseguinte atuação de modelos
especializados.
Os detectores de novidades aqui analisados consideraram três ńıveis de especia-
lização: Global, Especializado em Classes, e Especializado em Navios, os quais são
apresentados a seguir.
Para os exemplos descritos neste caṕıtulo, a interpretação dos rótulos utilizados
é a que se segue: a letra maiúscula designa a classe do navio, enquanto a combinação
de letra e número refere-se a um navio em particular. Portanto, o rótulo B2 se refere
ao navio 2 pertencente à classe B.
3.1.1 Global
O ńıvel Global (GL), também chamado de não-especializado, considera apenas um
único detector responsável por identificar se um contato é proveniente de uma dentre
todas as classes conhecidas. Em operação, este produz um escore de dissimilaridade
considerando uma dada técnica de detecção de novidades (discutidas na Seção 2.3)
entre o contato sob avaliação e uma “superclasse” formada por todas as classes
conhecidas. Se tal medida for igual ou superior a um determinado limiar, tal contato
é rotulado como novidade.
A Figura 3.2 ilustra um detector GL, o qual atua sobre 4 navios hipotéticos (A1,
A2, B1, B2) que formam uma “superclasse”. Neste caso, o detector trabalha com
diferentes navios de variadas classes, portanto, frequentemente heterogêneas. Com
isso, a sua eficiência tende a se degradar à medida em que se aumenta o número de
classes conhecidas consideradas.
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Figura 3.2: Detector Global ou não-especializado.
3.1.2 Especializado em Classes
O ńıvel Especializado em Classes (EC) é constitúıdo pela fusão de detectores classe-
especialistas, isto é, ele considera a existência de vários detectores, cada qual es-
pecializado em uma determinada classe. Como cada detector produz um escore de
dissimilaridade, é necessário que o sistema apresente uma estratégia para a inte-
gração das sáıdas dos modelos (a ser apresentada na Seção 3.2).
A Figura 3.3 exibe dois detectores EC, que atuam independentemente para as
classes hipotéticas (A, B). Aqui, a introdução da especialização reduz a heteroge-
neidade das informações com as quais os detectores devem lidar, portanto melhores
resultados de detecção são esperados.
Figura 3.3: Detectores Especializados em Classes.
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3.1.3 Especializado em Navios
O ńıvel Especializado em Navios (EN) é similar ao EC, embora considere modelos
navio-especialistas. Tal abordagem é originalmente proposta neste trabalho.
A Figura 3.4 mostra quatro detectores EN que atuam independentemente para os
navios hipotéticos (A1, A2, B1, B2). Espera-se que o maior ńıvel de especialização
leve a melhores resultados relativamente ao ńıvel EC, visto a maior homogeneidade
das subclasses consideradas, porém ao custo de um maior número de detectores
requeridos.
Figura 3.4: Detectores Especializados em Navios.
3.2 Topologias
Tradicionalmente, a sistemática exibida na Figura 3.5 é aquela mais utilizada para
a realização das tarefas de detecção de novidades (em vermelho) e de classificação
dos contatos (em azul), ou seja, tais sistemas operam de forma independente.
O sinal advindo do sistema de sonar passivo, já devidamente processado, pode
ativar um sistema de classificação, gerando um rótulo de classe rC ∈ {A,B, ...} ou
um rótulo de navio rN ∈ {A1, A2, ..., B1, ...}. Por outro lado, caso o sinal pré-
processado atue no detector de novidades, uma variável cont́ınua s é produzida no
bloco gerador do escore. Tal valor segue para um bloco decisor, que o compara com
um limiar interno λ e, por fim, gera a variável binária d ∈ {0, 1}, onde 0 indica um
sinal conhecido (s < λ); e 1, uma novidade (s ≥ λ).
Observa-se que a Topologia Tradicional é a única que permite uma classificação
e detecção de novidades simultânea quando se opera com o detector GL, visto que
o detector de novidades não é capaz de discernir as classes conhecidas entre si,
apenas o conjunto destas com relação às desconhecidas. Entretanto, ao se operar
com múltiplos detectores (EC ou EN), é posśıvel propor topologias, no esṕırito de
one-class classifiers [19], que realizam simultaneamente a detecção de novidades e
33
Figura 3.5: Topologia Tradicional.
a classificação, sendo a última um subproduto da primeira, conforme ficará mais
claro a seguir. Cabe destacar que este será o foco do trabalho, tendo em vista
que o desenvolvimento de classificadores com ou sem especialização em classes, se-
gundo metodologias tradicionais ou de decomposição do tipo um-contra-todos já foi
realizado em outros trabalhos ([11], [43], [44], [45], [46]).
Nesta linha, três propostas serão avaliadas para este problema: a Unânime, a
Competitiva e a Hierárquica, descritas a seguir.
3.2.1 Unânime
A Figura 3.6 exibe o diagrama em blocos da Topologia Unânime (UN). Em vermelho,
os blocos do sistema que são utilizados na tarefa de detecção de novidades; em azul,
os blocos designados para a classificação dos contatos.
Cada bloco gerador do escore produz uma variável cont́ınua si (1 ≤ i ≤ N)
relacionada à dissimilaridade entre o sinal de teste (xt) e a classe ou navio associados
ao detector. Tal variável alimenta o bloco decisor i, que possui um limiar interno
λi, e produz como sáıda a variável binária di = 1, se si ≥ λi; e di = 0, caso
contrário. Por fim, é considerado um E-lógico sobre todos os di’s. Logo, um contato
só é considerado novidade (d = 1) com a concordância unânime entre todos os
detectores (∀ i: di = 1); ao passo que um contato será conhecido (d = 0), se ao
menos um detector assim o definir (∃ i: di = 0).
A classificação do contato é de responsabilidade do bloco seletor, o qual elege
o ı́ndice i ∈ {1, 2, ..., N} correspondente ao valor mı́nimo de si dentre o conjunto
de escores S = {s1, s2, ..., sN}. Em seguida, a variável i é introduzida no bloco
interpretador para a geração do rótulo final de classe (rC) ou de navio (rN). Em
outras palavras, a função deste último bloco é interpretar a variável i em termos
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de um rótulo com significado real. Observa-se que os N blocos geradores de escore
participam destas duas tarefas.
Figura 3.6: Topologia Unânime.
3.2.2 Competitiva
O diagrama em blocos da Topologia Competitiva (CO) é apresentado na Figura 3.7.
Destacados em vermelho estão os blocos do sistema presentes na tarefa de detecção
de novidades; em azul, os blocos destinados à classificação dos contatos. Ressalta-se
a presença dos N geradores de escore e do bloco seletor nas duas tarefas.
Nesta topologia, o dado pré-processado é avaliado por todos os blocos geradores
de escore. Entretanto, há a presença do bloco seletor, contendo um mecanismo de
escolha que opta apenas pelo escore de menor dissimilaridade, portanto associado à
classe ou ao navio de maior verossimilhança com o dado sob avaliação. Por sequência,
esta sáıda si (1 ≤ i ≤ N) é aplicada ao bloco decisor i correspondente, o qual
apresenta um limiar interno λi. Quando si < λi, temos di = 0; e quando si ≥ λi,
temos di = 1. Consequentemente, a variável de decisão final será d = di.
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Neste caso, a classificação do contato é mais direta, visto que o bloco seletor
também está presente na etapa da detecção de novidades. De forma similar à To-
pologia UN, a variável discreta i pode ser aplicada no bloco interpretador para a
obtenção do rótulo de classe (rC) ou de navio (rN).
Figura 3.7: Topologia Competitiva.
Uma vantagem da utilização da Topologia CO é o menor número requerido
de comparações com limiares, dado a utilização de apenas um bloco decisor i do
sistema, ao passo que na Topologia UN, todos os N blocos decisores são requeridos
para se obter a decisão final. Ademais, a Topologia CO é menos senśıvel a regiões
de confusão entre as classes, quando comparada a Topologia UN por fazer uso de
descritores de classe mais espećıficos.
3.2.3 Hierárquica
A Figura 3.8 exibe o diagrama em blocos da Topologia Hierárquica (HI). Novamente,
a caixa em cor vermelha demarca os blocos que atuam na tarefa da detecção de
novidades e a caixa em cor azul, os blocos utilizados para a classificação de contatos.
Esta topologia opera em dois estágios. Inicialmente, o dado pré-processado é
submetido a um bloco seletor que, especialmente para esta arquitetura, consiste
em um sistema de classificação de alta-eficiência, cujo papel é rotular o dado como
oriundo de uma dentre as classes ou navios conhecidos através de uma variável
i (1 ≤ i ≤ N). Tal sistema consiste em um classificador multiclasse arbitrário,
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usualmente constitúıdo por um único modelo, de forma a considerar todas as clas-
ses/navios conhecidos simultaneamente, portanto inferindo melhor as fronteiras das
classes conhecidas, aspecto útil para aquelas de maior confusão.
Em seguida, apenas o par gerador do escore i e decisor i é selecionado para
produzir a sáıda do sistema. De forma similar às outras topologias, a sáıda si
gerada será comparada a um limiar interno λi presente no decisor i, de forma que
para si ≥ λi, temos di = 1; e caso contrário, di = 0. Claramente, a variável de
decisão final será dada por d = di.
Relativamente à classificação do contato, esta já é provida pelo bloco seletor,
logo a variável discreta i pode ser facilmente encaminhada ao bloco interpretador
para a rotulação do contato em classe (rC) ou navio (rN).
Figura 3.8: Topologia Hierárquica.
A Topologia HI possui como diferencial em relação às topologias anteriores o
fato de que a tarefa de classificação de contatos não é influenciada pelas sáıdas
dos geradores de escore existentes. Assim, o bloco seletor e os blocos geradores do
escore podem ser constrúıdos de forma independente, para, após, serem integrados
ao sistema. Ademais, como ocorre na Topologia CO, apenas um bloco decisor i é
utilizado para a decisão final. Note que caso o bloco seletor seja constrúıdo por one-
class classifiers, o sistema será classe-escalável [18], isto é, novas classes podem ser
adicionadas sem um posśıvel maior impacto no conhecimento previamente adquirido.
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3.3 Avaliação de Desempenho
A avaliação de desempenho é uma etapa imprescind́ıvel para a definição dos hiper-
parâmetros dos modelos e, por conseguinte, para sua comparação final quanto às
eficiências obtidas. Para isto, faz-se necessário definir métodos de reamostragem dos
dados e ı́ndices de desempenho adequados ao problema.
3.3.1 Métodos de Reamostragem
Dados do mundo real usualmente envolvem variáveis cuja distribuição é desconhe-
cida. Procedimento comum é buscar estimar o comportamento da distribuição ori-
ginal através de amostras desta população.
Ao se desenvolver um dado modelo, utilizam-se amostras para o treinamento e
subsequente avaliação. Portanto, um aspecto desejável é que o processo de amostra-
gem empregado para a geração de conjuntos de treinamento e avaliação resulte em
amostras que representem de forma eficaz a realidade, conforme ilustrado na Figura
3.9.
Figura 3.9: Representação do processo de amostragem.
Ao se efetuar repetidamente a retirada de amostras de um conjunto de exemplos
para se criar uma amostra destinada ao desenvolvimento de um modelo, realiza-se
o processo de reamostragem, o qual é fundamental para a obtenção de um modelo
final ajustado. O papel dos métodos de reamostragem é permitir tal análise sem a
necessidade de coletar novos dados.
A Validação Cruzada via k-fold é um método de reamostragem que gera resulta-
dos com menor viés1 quando comparado a outros métodos, como a divisão simples
em treino e teste. Sua abordagem consiste em particionar, de forma aleatória, o
conjunto de exemplos em k grupos ou folds, de tamanho aproximadamente igual.
Em sequência, o primeiro fold é tratado como o conjunto de teste do modelo que será
criado com base nos (k− 1) folds restantes, que definem o conjunto de treinamento
1Um viés elevado implica em um modelo com desempenho subestimado ou superestimado.
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[47]. Este processo é repetido k vezes, de forma que em cada uma das repetições,
o k-ésimo fold será reservado para o teste. O desempenho final é dado pela média
dos desempenhos de cada modelo, inferida nos folds de teste. A Figura 3.10 ilustra
o método para k = 10.
(a) O conjunto de exemplos é particionado em 10 folds.
(b) Na rodada #1, o primeiro fold é reservado para o conjunto de teste, enquanto os 9
folds restantes integram o conjunto de treinamento.
(c) Na rodada #2, o segundo fold é reservado para o conjunto de teste, enquanto os 9
folds restantes integram o conjunto de treinamento.
Figura 3.10: Ilustração do método Validação Cruzada via k-fold para k = 10 em
suas duas primeiras rodadas.
A definição de um valor adequado para k é importante, visto que está associado
a um compromisso viés-variância. Ao passo que k aumenta, a diferença entre o
conjunto de treino e o conjunto original diminui, de forma que o viés do modelo
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tende a decrescer. Uma escolha aconselhável para k é 5 ou 10, a qual ocasiona uma
variância modesta e um baixo viés [48].
Caso a divisão dos exemplos nos folds preserve a proporção previamente exis-
tente entre as categorias existentes no conjunto original, diz-se que o processo é
estratificado.
Para a definição dos melhores hiperparâmetros de cada modelo, é recomendável
a utilização de um conjunto de validação, que possua exemplos diferentes daqueles
presentes nos conjuntos de treinamento e teste. Desta forma, um modelo inicial
é gerado através do conjunto de treinamento para uma faixa de hiperparâmetros
(Figura 3.11a), e depois ajustado através do conjunto de validação (Figura 3.11b).
De posse dos melhores hiperparâmetros, pode-se gerar um novo modelo considerando
a união dos conjuntos de treinamento e validação — aqui chamado conjunto de
desenvolvimento (Figura 3.11c). Por fim, este novo modelo terá seu desempenho
final avaliado com o uso do conjunto de teste (Figura 3.11d).
(a) (b)
(c) (d)
Figura 3.11: Ilustração da dinâmica dos conjuntos de Treinamento, Validação e
Teste no processo de desenvolvimento e avaliação de um modelo.
A definição de quais exemplos integrarão cada um dos três conjuntos (treina-
mento, validação e teste) pode ser feita através do método de reamostragem k-fold
aninhado [49], como ilustrado na Figura 3.12. Segundo esta técnica, o conjunto
de exemplos é particionado, de forma estratificada, em k(1) folds em um primeiro
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(a) O conjunto de exemplos é particionado em k(1) = 10 folds.
(b) Na rodada #1 externa, o primeiro fold é reservado para o conjunto de teste, enquanto
os 9 folds restantes integram o conjunto de desenvolvimento.
(c) O conjunto de desenvolvimento é particionado em k(2) = 10 folds.
(d) Na rodada #1 interna, o primeiro fold é reservado para o conjunto de validação,
enquanto os 9 folds restantes integram o conjunto de treinamento.
Figura 3.12: Ilustração do método k-fold aninhado para k(1) = k(2) = 10.
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estágio (Figura 3.12a), dos quais um fold será reservado para o conjunto de teste,
totalizando k(1) posśıveis conjuntos de teste distintos. Na sequência, os k(1)−1 folds
restantes são unidos para gerar o conjunto de desenvolvimento (Figura 3.12b).
Em um segundo estágio, o conjunto de desenvolvimento é dividido, de forma es-
tratificada, em k(2) folds (Figura 3.12c), dos quais cada um deles será destinado para
um conjunto de validação, totalizando k(1) × k(2) conjuntos de validação posśıveis
no total. Por fim, os k(2) − 1 folds restantes irão definir um dos k(1) × k(2) conjun-
tos de treinamento (Figura 3.12d). Portanto, ao longo do processo, são produzidos
também k(1) × k(2) modelos.
3.3.2 Índices de Desempenho
É imprescind́ıvel a definição de ı́ndices de desempenho consistentes para o problema,
de forma que diferentes sistemas constrúıdos por meio de um conjunto de algoritmos
e variados hiperparâmetros possam ser comparados.
Para a detecção de novidades, serão consideradas: (i) a Taxa Média de Detecção
de Eventos Conhecidos; (ii) a Taxa Média de Detecção de Novidades; e (iii) a Área
sob a Curva de Operação do Detector. Por sua vez, para a classificação de classes
conhecidas será computada a Acurácia Média dos Acertos.
Taxa Média de Detecção de Eventos Conhecidos
Seja um conjunto de navios conhecidos KN = {K1N ,K2N , ...,KMN }, pelo qual K
j
N
é constitúıdo por subconjuntos de espectros associados aos navios conhecidos da
classe j (1 ≤ j ≤ M). Por sua vez, seja KjN = {KNj1 , KNj2 , ..., KNjQj
}, onde KNji
representa um conjunto de espectros associado ao i-ésimo navio conhecido da classe
j. A taxa de detecção do i-ésimo navio da classe j conhecida (TKNji










I(d(xl) = 0), 1 ≤ i ≤ Qj, (3.1)
onde: #KNji
representa a cardinalidade de KNji
e a função indicadora I(.) possui
sáıda 1, caso verdadeira a condição do seu argumento; e sáıda 0, caso contrário.
Destaca-se que esta condição está atrelada à sáıda d do sistema, definida na Seção
3.2.
Assumindo um conjunto de classes conhecidas KC dado por KC =








, 1 ≤ j ≤M. (3.2)
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Uma posśıvel medida global de desempenho é a taxa média de detecção de even-







a qual simplesmente corresponde à média dos valores de TKCj .
Taxa Média de Detecção de Novidades
Em relação ao reconhecimento dos navios desconhecidos, uma suposição prática para
viabilizar a avaliação do sistema de detecção de novidades é dispor de uma base de
dados UC formada por um conjunto de W classes, tal que UC = {U1C ,U2C , ...,UWC },
onde U jC responde pela j-ésima classe desconhecida (1 ≤ j ≤ W ). Assuma também
que cada U jC é formado por Rj navios, conforme: U
j
C = {UNj1 , UNj2 , ..., UNjRj
}, onde
UNji
representa o conjunto de espectros associado ao i-ésimo navio de classe j des-
conhecida. De forma similar à Eq. (3.1), é posśıvel definir uma taxa de detecção do











I(d(xl) = 1), 1 ≤ i ≤ Rj, (3.4)
onde #UNji
representa a cardinalidade de UNji
.
Por sua vez, considerando um conjunto de classes desconhecidas UC , a taxa de







, 1 ≤ j ≤ W. (3.5)








a qual equivale à média aritmética dos valores de TUCj .
Área sob a Curva de Operação do Detector
Na literatura, é comum a utilização de uma curva formada por variados pares de
taxas de verdadeiros positivos e falsos positivos, a chamada Receiver Operating Cha-
racteristic curve (curva ROC) [49], a qual é amplamente adotada para avaliar o
desempenho final de modelos no campo da Medicina, por exemplo.
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De forma similar, é posśıvel definir uma curva para a taxa de reconhecimento
de dados desconhecidos × conhecidos, isto é, TU e TK, aqui referida como Curva
de Operação do Detector (COD), considerando diferentes escolhas para os limiares
de detecção de novidades λi
2. Para tal, é posśıvel se considerar diferentes percen-
tis do escore de dissimilaridade obtido para os dados de validação conhecidos. Por
exemplo, para o detector GL, o percentil de 20% da variável de decisão definirá um
limiar λ associado a um valor de TK supostamente correspondente a 20%. Para os
detectores EC, são considerados os percentis do escore de dissimilaridade compu-
tados para os dados de validação de cada classe conhecida separadamente. Assim,
cada detector ECi apresentará uma taxa de reconhecimento da classe i teoricamente
igual ao percentil definido. De forma similar, para os detectores EN, consideram-se
os percentis do escore de dissimilaridade gerados para os dados de validação de cada
navio conhecido. Logo, cada detector ENi apresentará um valor de reconhecimento
do navio i pertencente a uma das classes conhecidas teoricamente igual ao percentil
definido, para um determinado valor de limiar λi.
Uma medida quantitativa da qualidade da COD é a AUC (area under the curve)
[49]. Um detector ideal apresentaria ambos TK e TU iguais a 100%, resultando em
uma AUC unitária. Quanto maior for o valor da AUC, maiores serão os valores de
TK associados a um mesmo TU , portanto mais eficaz será o detector. A Figura
3.13 ilustra três CODs genéricas em um problema arbitrário, cujos valores de AUC
são crescentes: A < B < C.


















Figura 3.13: Exemplo ilustrando três CODs em um problema arbitrário.
2Definidos na Seção 3.2
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Acurácia Média de Acertos
Seja o mesmo conjunto de navios conhecidos KN = {K1N ,K2N , ...,KMN } supracitado,
onde KjN = {KNj1 , KNj2 , ..., KNjQj
}. A taxa de acertos na classificação do i-ésimo
navio pertencente a j-ésima classe (TANji










I(rCl = yl), 1 ≤ i ≤ Qj, (3.7)
onde: #KNji
representa a cardinalidade de KNji
e a função indicadora I(.) possui
sáıda 1, caso a sáıda rCl produzida pelo sistema de classificação
3 seja igual ao rótulo
de classe real yl; e 0 em caso contrário.
Novamente, seja o conjunto de classes conhecidas dado por KC =








, 1 ≤ j ≤M. (3.8)








definida pela média aritmética simples dos valores de TACj .
3.4 Sintonia de Hiperparâmetros
No projeto dos detectores de novidades, faz-se necessária a definição dos hiper-
parâmetros de cada técnica considerada, os quais estão listados na Tabela 3.1.
Para a sintonia dos hiperparâmetros, neste trabalho é considerado o método
de reamostragem de Validação Cruzada via k-fold aninhado, para k = 10. Em
śıntese, pelo último processo, foram produzidos um total de 100 trios de conjuntos
de treinamento, validação e teste.
Para cada trio, foram gerados modelos com variados hiperparâmetros sobre o
conjunto de treinamento, os quais foram avaliados considerando o conjunto de va-
lidação, tendo a AUC como figura de mérito. O melhor hiperparâmetro foi definido
como aquele associado ao maior valor da AUC no conjunto de validação.
A escolha do hiperparâmetro ótimo também considerou testes estat́ısticos para
a produção de modelos parcimoniosos. Portanto, foi aplicado o teste de Friedman
3Definido na Seção 3.2.
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Tabela 3.1: Hiperparâmetros presentes em cada uma das técnicas.
PCA Variância explicada (Vare)
KPCA
Variância explicada (Vare)
Largura do kernel (γ)
GMM Número de distribuições base da mistura (m)
kNN Número de vizinhos mais próximos (k)
s-kNN
Limiar do critério de parada (ε)
Número de vizinhos mais próximos (k)
LOF Número de vizinhos mais próximos (k)
OCSVM
Largura do kernel (Ks)
Penalidade associada às variáveis de folga (ν)
(p < 0,05) para a detecção de diferenças estatisticamente significativas. Nos casos
onde esta premissa se mostrou verdadeira, considerou-se o teste de Nemenyi (α =
0,05) para averiguar entre quais pares de comparações tal diferença é significativa
[49]. Desta forma, se dois hiperparâmetros apresentam valores quanto à figura de
mérito estatisticamente similares, é escolhido o valor associado a um modelo mais
simples.
Para que o processo de modelagem do detector não dependesse da utilização das
classes desconhecidas, no caso dos detectores especializados, considera-se cada classe
ou navio, isoladamente, no processo de sintonia, bem como apenas os dados supos-
tamente conhecidos. Em resumo, hipoteticamente assumindo M classes conhecidas:
KC = {KC1 , KC2 , ..., KCM}, uma dada técnica e um valor de hiperparâmetro, foram
calculados valores para a AUC considerando variados pares de KCi e KCm , onde KCi
é suposta conhecida e KCm desconhecida, resultando em variados valores de AUC,
aqui denotados como AUCi,m, onde 1 ≤ i 6= m ≤M .








Para facilitar o entendimento, a Figura 3.14 ilustra as classes do conjunto de
validação que participarão do cálculo da AUCi,m. Para cada modelo constrúıdo
com a classe conhecida i presente no conjunto de treinamento, este procedimento
é executado M − 1 vezes, variando a classe m que será tratada como desconhecida
para esta análise.
De forma similar, o mesmo procedimento foi realizado para o enfoque especiali-
zado em navios, substituindo-se a análise de classes por uma análise de navios.
No caso do detector GL, cabe observar que não é posśıvel a sintonia dos hiper-
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Figura 3.14: Representação dos subconjuntos do conjunto de validação utilizados
para o cálculo da AUCi,m.
parâmetros por Validação Cruzada sem o uso das classes supostamente desconheci-
das. Logo o modelo será gerado diretamente sob o conjunto de desenvolvimento, sem
considerar o conjunto de validação, e avaliado para o conjunto de teste considerando




Este caṕıtulo sintetiza os experimentos realizados para a avaliação das diferentes
técnicas consideradas neste trabalho quanto às tarefas de detecção de novidades
e de classificação de contatos. Inicialmente, a base de dados utilizada e ambas
modalidades de particionamento, tanto para a definição de quais classes são conhe-
cidas, bem como aquelas supostamente desconhecidas, assim como relativamente à
formação dos conjuntos de treino, validação e teste são descritos. Em sequência,
os hiperparâmetros para as simulações são determinados considerando as diferentes
abordagens de construção dos detectores. Por fim, os resultados relativamente às
diferentes técnicas e arquiteturas são discutidos.
4.1 Base de Dados
Os experimentos utilizaram sinais gravados em ensaios controlados, realizados na
raia acústica da Marinha do Brasil, localizada em Arraial do Cabo. A base de
dados, a qual foi fornecida pelo Instituto de Pesquisas da Marinha (IPqM), é cons-
titúıda pelo áudio irradiado por 28 navios, pertencentes a 8 diferentes classes de
embarcações, em 263 corridas de prova.
Em cada corrida, o áudio emitido pelas embarcações foi captado por um hidrofone
localizado junto ao fundo da raia acústica. Em sequência, o sinal resultante foi
amostrado, pré-processado e normalizado, conforme esquema detalhado em [45],
visando a obter janelas espectrais de 557 pontos que cobrem a faixa de frequência
de interesse (0 a 3 kHz).
O conjunto resultante é constitúıdo por pares de janelas espectrais e seus res-
pectivos rótulos. Tal conjunto é formado por 8 classes de embarcações: WC =
{(xi, yi) | xi ∈ R557, yi ∈ {A, B, C, D, E, F, G, H}, i = 1, ..., 29277} ou, de forma
mais espećıfica, por 28 navios: WN = {(xi, yi) | xi ∈ R557, yi ∈ {A1, A2, A4, B1,
B2, B3, B5, C1, C2, C3, C4, C5, D1, D3, D4, E1, E2, E3, E4, F1, F2, F3, F4,
G1, G2, H1, H2, H5}, i = 1, ..., 29277}. A Tabela 4.1 sintetiza para cada classe:
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os navios existentes o número de corridas realizadas (NC) e o número de espectros
(NE) dispońıveis. Observa-se uma razoável variação de tais valores ao se comparar
diferentes classes.
Tabela 4.1: Distribuição do quantitativo de corridas (NC) e de espectros (NE) para
as diferentes classes e navios.





A2 4 504 B2 4 700
A4 7 737 B3 9 1224
B5 5 594
Total 22 2432 Total 26 3432




C2 10 1081 D1 13 1401
C3 6 799 D3 4 406
C4 6 705 D4 12 1265
C5 16 1700
Total 43 4797 Total 29 3072





E2 7 717 F2 8 857
E3 31 3505 F3 6 628
E4 7 391 F4 7 813
Total 66 7075 Total 27 2934





G2 11 1276 H2 9 975
H5 6 737
Total 19 2143 Total 31 3392
Cada espectro presente na base de dados consiste em uma linha do chamado
espectrograma, um gráfico que traça os valores de magnitude das componentes de
frequência do sinal na faixa considerada ao longo do tempo, neste problema corres-
pondente a uma janela temporal com duração de 186 ms. A Figura 4.1a apresenta
o espectrograma referente a uma corrida arbitrária do Navio A1, para a qual se
observa uma concentração de raias em uma faixa de baixa frequência até 1 kHz,
padrão similar ao observado para outra corrida (Figura 4.1b).
Ao se avaliar o espectrograma do Navio A2 (Figura 4.1c), embora também rela-
tivo a uma embarcação da classe A, constata-se uma concentração maior das raias
em frequências inferiores a 0,3 kHz, bem como de raias nas frequências de 0,8 e 1,2
kHz. Dessa forma, conclui-se que a análise especializada em navios pode beneficiar
as tarefas de detecção de novidades e classificação.
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Naturalmente, classes diferentes devem apresentar outras assinaturas espectrais
caracteŕısticas, tal como exibido na Figura 4.1d.




























(a) Corrida arbitrária do Navio A1.




























(b) Corrida arbitrária do Navio A1.































(c) Corrida arbitrária do Navio A2.






























(d) Corrida arbitrária do Navio B1.
Figura 4.1: Espectrogramas referentes a quatro cenários de operação.
4.2 Particionamento dos Dados
Relativamente à divisão da base de dados adotada para os experimentos, primeira-
mente, definem-se quantas e quais serão as classes reservadas para compor o grupo
de contatos conhecidos K1 e desconhecidos U2. Em sequência, tem-se a aplicação do
procedimento de Validação Cruzada, apenas em K, para a formação dos conjuntos
de treinamento, validação e teste, segundo o procedimento descrito na Seção 3.3.
A avaliação dos detectores considerou o particionamento da base de dados em:
(i) um grupo de contatos de classe conhecida KC = {(xi, yi) | xi ∈ R557, yi ∈ {B, C,
1Este grupo refere-se ao conjunto de exemplos, apresentado na Seção 3.3.1.
2Este grupo sempre será utilizado, em sua totalidade, nos conjuntos de teste.
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E, H}, i = 1, ..., 18696} e outro de navios conhecidos KN = {(xi, yi) | xi ∈ R557, yi ∈
{B1, B2, B3, B5, C1, C2, C3, C4, C5, E1, E2, E3, E4, H1, H2, H5}, i = 1, ..., 18696};
(ii) um grupo de contatos de classe desconhecida estratificados por classes UC =
{(xi, yi) | xi ∈ R557, yi ∈ {A, D, F, G}, i = 1, ..., 10581} ou estratificados por
navios UN = {(xi, yi) | xi ∈ R557, yi ∈ {A1, A2, A4, D1, D3, D4, F1, F2, F3, F4,
G1, G2}, i = 1, ..., 10581}.
A separação da base em 4 classes conhecidas e 4 classes desconhecidas foi ado-
tada por caráter de simetria. Ademais, a combinação escolhida para as classes que
compõem cada grupo foi aquela que apresentou a detecção mais cŕıtica, conforme
resultados de [45].
4.3 Hiperparâmetros escolhidos
O sistema de classificação presente na Topologia GL e na Topologia HI foi baseado,
de forma exclusiva, na técnica kNN, para uma maior simplicidade e face aos bons
resultados obtidos. Sua sintonia considerou valores de k = {1 ≤ k ≤ 10 | k ∈ N∗},
utilizando como figura de mérito: (i) a média dos acertos de classificação de cada
classe conhecida, para o enfoque EC; (ii) a média dos acertos de classificação de
cada navio conhecido, para o enfoque EN. O valor de k = 3 foi o melhor ao se
considerar o sistema que contempla os modelos especializados em classes; e k = 4,
para a abordagem especializada em navios. Por sua vez, as faixas de hiperparâmetros
avaliados para cada técnica de detecção de novidades são apresentados na Tabela 4.2.
Nas seções subsequentes, são apontados os valores selecionados para cada técnica,
topologia e ńıvel de especialização.
Tabela 4.2: Faixas de valores de hiperparâmetros investigados para cada técnica
adotada como geradora do escore de novidade.
Técnica Hiperparâmetro Valores investigados
PCA Vare (%)
10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65,
70, 75, 80, 85, 90, 95, 99
KPCA
Vare (%)
10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65,
70, 75, 80, 85, 90, 95, 99
γ 0,01, 0,1, 1
GMM m 1, 2, 3, 4, 5
kNN k 1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 40, 50
s-kNN
ε 0,3, 0,4, 0,5, 0,6, 0,7
k 1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 40, 50
LOF k 2, 3, 4, 5, 10, 15, 20, 25
OCSVM
Ks 10, 15, 20, 25, 30
ν 0,3, 0,5, 0,7
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4.4 Sistema Detector de Novidades
Ao se aplicar uma dentre as técnicas de detecção de novidades descritas na Seção
2.3 para a construção dos geradores de escore, obtiveram-se os resultados que serão
apresentados a seguir.
4.4.1 PCA
A Tabela 4.3 sintetiza o percentual de variância explicada selecionado pelo proce-
dimento de validação cruzada para a técnica PCA, considerando os três ńıveis de
especialização: Global, Classes, e Navios. É interessante observar uma razoável vari-
abilidade entre diferentes classes e navios. Adicionalmente, percebe-se que o enfoque
Global demanda um maior percentual de representatividade dos dados, conforme es-
perado, visto representar um conjunto de dados mais heterogêneo.





B 75 C 50 E 80 H 25
Especializado em Navios
B1 75 B3 75 C1 65 C3 45 C5 30 E2 75 E4 45 H4 40
B2 55 B5 60 C2 50 C4 45 E1 70 E3 70 H1 15 H5 35
Na Figura 4.2 é exibido o diagrama de caixa para valores da AUC associados a
diferentes combinações de topologia (UN, CO, HI) e especialização (GL, EC, EN).
Claramente, a especialização em navios produz um ganho significativo em relação à
especialização em classes. Adicionalmente, para a maioria dos cenários, as topologias
especializadas apresentam um resultado superior ao da topologia global.
O teste de hipóteses (χ2(6) = 58,9, p < 0,001) confirma um melhor desempenho
da abordagem EN nos três cenários. A Figura 4.3 apresenta o diagrama de diferença
cŕıtica [50] que auxilia na identificação visual da melhor dentre as abordagens trata-
das para o problema, neste caso, a EN-HI, sinalizada pelo valor do rank médio mais
próximo de 1. Ademais, o diagrama indica quais abordagens são estatisticamente
equivalentes3, através das ligações em vermelho. Os valores de rank médio estão
contidos na Tabela 4.4 e o valor de DC neste ensaio4 corresponde a 2,85.
3Caso o módulo da diferença entre dois valores de rank médio obtidos para abordagens distintas
não ultrapasse a diferença cŕıtica (DC = qα
√
k(k+1)
N ), estas são estatisticamente equivalentes.
4Para k = 7 (abordagens), N = 10 (conjuntos testados) e q0,05 = 2,949 (valor cŕıtico para o
teste de Nemenyi bi-caudal, conforme a Tabela 5a em [50]).
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Figura 4.2: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica PCA.
DC








Figura 4.3: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica PCA.
Tabela 4.4: Rank médio para as diferentes topologias e especializações considerando
a técnica PCA.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
7 5,9 3 5,1 1,8 4 1,2
Analisando em termos de p-valores, ao se considerar α = 0,05, a combinação EN-
HI é similar à EN-CO (p = 0,996), à EN-UN (p = 0,505), e à EC-HI (p = 0,058).
Dado que a EN-HI também apresenta a maior mediana da AUC (0,8746 — IIQ5 =
0,0073), esta será a escolhida.
5Intervalo Interquartil: calculado pela diferença entre o 3o quartil e o 1o quartil. É um indicador
da dispersão de dados.
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4.4.2 KPCA
Dada a necessidade da extração de autovetores de matrizes de dimensões elevadas,
da ordem do quantitativo de dados envolvidos, as quais impactam fortemente no
custo computacional, optou-se por realizar os experimentos por meio de uma su-
bamostragem dos conjuntos de treinamento, isto é, utilizando uma parcela menor
dos seus dados dispońıveis. Assim, para o enfoque Global foram selecionados ale-
atoriamente 10% das amostras, enquanto para o enfoque especializado por classes
considerou-se 20% das amostras6.
As Tabelas 4.5 e 4.6 indicam os valores de percentual de variância explicada
(Vare) e de largura do kernel (γ) escolhidos pelo procedimento de validação cruzada
para a técnica KPCA. De forma similar à PCA, observa-se que o enfoque Global
exige um maior percentual de representatividade dos dados. Quanto à largura do
kernel, o valor γ = 1 foi eleito o melhor para a maioria dos detectores especializados.





B 80 C 60 E 70 H 70
Especializado em Navios
B1 70 B3 70 C1 60 C3 75 C5 65 E2 80 E4 70 H4 75
B2 60 B5 65 C2 85 C4 70 E1 75 E3 65 H1 55 H5 30




B 0,01 C 1 E 1 H 1
Especializado em Navios
B1 1 B3 1 C1 1 C3 1 C5 1 E2 0,1 E4 1 H4 1
B2 0,1 B5 1 C2 1 C4 1 E1 1 E3 1 H1 1 H5 1
O diagrama de caixa para valores da AUC associados a diferentes combinações
de topologia e ńıvel de especialização é apresentado na Figura 4.4. Observa-se um
6Tais valores foram definidos por uma estratégia heuŕıstica, na qual, a partir da totalidade de
amostras contidas no conjunto de treinamento, buscou-se um percentual quantitativo com o qual
o algoritmo fosse capaz de lidar em um tempo viável (da ordem de 1h por simulação), para o
desenvolvimento deste trabalho. Esta questão pode ser aprofundada, mas foge do escopo atual.
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contraste entre os resultados obtidos ao se considerar a topologia CO com outras
abordagens. Tal fato é explicado pelos diferentes valores de γ utilizados nos de-
tectores, uma vez que este hiperparâmetro está diretamente associado ao escore de
dissimilaridade. Quanto menor o γ adotado, menor o escore resultante, logo o de-
tector especializado na classe ou navio modelado sob o menor γ tende a ser sempre
escolhido na topologia CO, acarretando uma ineficiência desta abordagem. Por sua
vez, as demais abordagens especializadas foram mais eficazes quando comparadas
ao caso Global.




















Figura 4.4: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica KPCA.
O teste de hipóteses (χ2(6) = 60, p < 0,001) resulta no diagrama de diferença
cŕıtica exibido na Figura 4.5, o qual indica que a combinação EN-HI é a melhor e
estatisticamente similar às EN-UN e EC-HI. Neste ensaio, DC = 2,85, e os valores
de rank médio são apresentados na Tabela 4.7.
Tabela 4.7: Rank médio para as diferentes topologias e especializações considerando
a técnica KPCA.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
5 4 2 7 6 3 1
Tratando-se de p-valores (α = 0,05), a combinação EN-HI é estatisticamente
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similar à EN-UN (p = 0,946), e à EC-HI (p = 0,370); porém, como apresenta a
maior mediana da AUC (0,9228 — IIQ = 0,0056), a EN-HI será a escolhida.
DC








Figura 4.5: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica KPCA.
4.4.3 OCSVM
Os experimentos para o enfoque Global demandaram uma subamostragem dos da-
dos, considerando apenas 50% das amostras7 dispońıveis no conjunto de treina-
mento.
As Tabelas 4.8 e 4.9 apresentam o par largura do kernel (Ks) e penalidade
associada às variáveis de folga (ν) selecionado por validação cruzada para a técnica
OCSVM. Os modelos especializados em navios exigiram maiores valores de Ks em
relação aos outros enfoques. Entretanto, quanto ao valor da penalidade, todos os
modelos elegeram ν = 0,3 como a melhor escolha, exceto em um dos casos (classe C
- modelo especializado em classes).




B 15 C 15 E 15 H 20
Especializado em Navios
B1 25 B3 20 C1 30 C3 30 C5 25 E2 30 E4 30 H4 30
B2 30 B5 30 C2 30 C4 30 E1 30 E3 25 H1 30 H5 30
Na Figura 4.6 é exposto o diagrama de caixa para valores de AUC associados
às diferentes combinações investigadas. Nitidamente, quanto maior é o ńıvel de
especialização, melhor o desempenho dos modelos. Adicionalmente, observa-se que
as topologias UN e CO apresentaram os mesmos resultados ao se considerar um
determinado enfoque especializado (EC ou EN).
7Valor definido por uma estratégia heuŕıstica, assim como no caso da KPCA.
56
Tabela 4.9: Penalidade associada às variáveis de folga (ν) para os detectores basea-




B 0,3 C 0,5 E 0,3 H 0,3
Especializado em Navios
B1 0,3 B3 0,3 C1 0,3 C3 0,3 C5 0,3 E2 0,3 E4 0,3 H4 0,3
B2 0,3 B5 0,3 C2 0,3 C4 0,3 E1 0,3 E3 0,3 H1 0,3 H5 0,3



















Figura 4.6: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica OCSVM.
As diferenças de desempenho dos métodos são confirmadas pelo teste de hipóteses
(χ2(6) = 60, p < 0,001). A Figura 4.7 ilustra o diagrama de diferença cŕıtica corres-
pondente, que sinaliza a combinação EN-HI como a melhor, porém estatisticamente
similar às EN-UN e EN-CO, ambas com o mesmo rank médio. A Tabela 4.10 exibe
os valores de rank médio, onde DC = 2,85.
Quanto aos p-valores (α = 0,05), a combinação EN-HI é semelhante às EN-UN












Figura 4.7: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica OCSVM.
Tabela 4.10: Rank médio para as diferentes topologias e especializações considerando
a técnica OCSVM.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
7 5,5 2,5 5,5 2,5 4 1
4.4.4 GMM
A quantidade de distribuições base (m) escolhida para os detectores GMM está
listada na Tabela 4.11, cujo maior valor aparece no enfoque Global. A especialização
em navios resultou em cenários com um número insuficiente de espectros (em número
menor que a dimensão dos dados), inviabilizando a derivação dos modelos pela forma
de GMM usual.
Tabela 4.11: Número de distribuições base da mistura Gaussiana (m) para os de-




B 4 C 4 E 4 H 3
A Figura 4.8 mostra o diagrama de caixa de valores da AUC para este cenário
de avaliação. Novamente, a topologia HI se destaca, haja vista a maior mediana da
AUC.
A confirmação do melhor resultado é obtida pelo teste de hipóteses (χ2(3) =
30, p < 0,001). O diagrama de diferença cŕıtica é apresentado na Figura 4.9, cons-
tatando a topologia HI como a melhor, porém estatisticamente similar à topologia
CO. Nestes ensaios8, DC = 1,48 e os valores de rank médio são resumidos na Tabela
4.12.
8Para k = 4 (abordagens), N = 10 (conjuntos testados) e q0,05 = 2,569 (valor cŕıtico para o
teste de Nemenyi bi-caudal conforme a Tabela 5 em [50]).
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Figura 4.8: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica GMM.
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Figura 4.9: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica GMM.
Tabela 4.12: Rank médio para as diferentes topologias e especializações considerando
a técnica GMM.
GL EC-UN EC-CO EC-HI
4 3 2 1
Assumindo α = 0,05, em termos de p-valores, as combinações EC-HI e EC-CO
(p = 0,3069) apresentaram resultados similares, porém com uma mediana da AUC
para EC-HI (0,8136 — IIQ = 0,0072) superior.
4.4.5 kNN
A Tabela 4.13 sumariza o número de vizinhos (k) selecionados para a técnica kNN,
considerando três ńıveis de especialização. Observa-se que a variabilidade dos hi-
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perparâmetos não é tão expressiva, exceto para alguns navios e classes.




B 1 C 2 E 2 H 10
Especializado em Navios
B1 1 B3 3 C1 1 C3 2 C5 15 E2 1 E4 4 H4 10
B2 1 B5 2 C2 2 C4 2 E1 1 E3 2 H1 4 H5 4
O diagrama de caixa para valores da AUC associados a diferentes simulações é
apresentado na Figura 4.10. Conforme esperado, a abordagem EN se destaca em
relação à GL e à EC, para a qual as topologias CO e HI se sobressaem com resultados
similares, porém com uma maior mediana associada à CO.


















Figura 4.10: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica kNN.
Testes estat́ısticos confirmam as diferenças de desempenho dos métodos (χ2(6) =
56,6, p < 0,001). O diagrama de diferença cŕıtica é apresentado na Figura 4.11,
sinalizando que a combinação EN-CO é a de melhor rank médio e estatisticamente
similar às EN-HI, EC-CO e EN-UN. Neste caso, DC = 2,85 e os valores de rank
médio estão listados na Tabela 4.14.
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Em termos de p-valores, assumindo α = 0,05, a combinação EN-CO é semelhante
à EN-HI (p = 0,999), à EC-CO (p = 0,575), bem como à EN-UN (p = 0,165), porém
apresenta maior mediana da AUC (0,9401 — IIQ = 0,0023).
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Figura 4.11: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica kNN.
Tabela 4.14: Rank médio para as diferentes topologias e especializações considerando
a técnica kNN.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
5,5 7 3,8 3,1 1,4 5,5 1,7
4.4.6 s-kNN
Primeiramente, cada amostra do conjunto de validação foi expandida individual-
mente considerando as amostras do conjunto de treinamento para gerar Φ, explo-
rando uma faixa de valores para o hiperparâmetro ε.
Um indicador relevante consiste no percentual médio de amostras do conjunto
de treinamento original presentes nos Φ utilizados, conforme o valor de ε adotado.
Tal informação é exibida na Figura 4.12. Observa-se que o intervalo para os valores
de ε considerados é bem representativo, visto que os conjuntos obtidos abrangem
cerca de 10% a 90% do conjunto de treinamento original.
Por sua vez, para cada um dos conjuntos Φ foi efetuado um kNN, elegendo-
se o melhor número k de vizinhos através do conjunto de validação. Contudo, a
avaliação dos conjuntos de teste neste caso é diferenciada. Como o conjunto de
desenvolvimento corresponde ao conjunto de treinamento, portanto é constitúıdo
apenas pelo Φ obtido, há um conjunto de teste para 10 diferentes conjuntos de
treinamento, totalizando 100 avaliações posśıveis. Para preservar a coerência com as
análises das outras técnicas, foi considerado, no entanto, o valor médio dos diferentes
modelos associados a uma mesma partição de teste. A Tabela 4.15 exibe os valores
da mediana da AUC para as combinações estudadas, de acordo com o valor de ε pré-
determinado. É interessante notar que mesmo com uma parcela significativamente
menor de amostras que o conjunto original, a técnica atinge resultados consideráveis.
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Figura 4.12: Percentual médio de amostras para os diferentes ńıveis de especia-
lização considerando a faixa de ε investigada para a técnica s-kNN.
Tabela 4.15: Mediana da AUC para as diferentes topologias e especializações consi-
derando a faixa de ε investigada para a técnica s-kNN.
ε = 0,7 ε = 0,6 ε = 0,5 ε = 0,4 ε = 0,3
GL 0,8490 0,8507 0,8820 0,9122 0,9272
EC-UN 0,8571 0,8589 0,8856 0,9149 0,9231
EN-UN 0,8520 0,8558 0,8927 0,9310 0,9337
EC-CO 0,8644 0,8661 0,8905 0,9249 0,9350
EN-CO 0,8729 0,8747 0,9030 0,9358 0,9395
EC-HI 0,8746 0,8766 0,8975 0,9229 0,9290
EN-HI 0,8916 0,8932 0,9121 0,9366 0,9386
Apesar de o valor ε = 0,3 gerar os melhores resultados, seleciona-se o ε = 0,4 para
a conseguinte análise, visto que os seus resultados são estatisticamente equivalentes
(p = 0,6184) pelo teste de hipóteses (χ2(4) = 40, p < 0,001). Ademais, este é mais
interessante por operar com menos amostras, no caso, cerca de 45% a 55%.
A Tabela 4.16 apresenta o número de vizinhos (k) utilizados para a técnica s-kNN
(ε = 0,4) em seus três ńıveis de especialização. Observa-se que os valores obtidos são
menores ou iguais aos encontrados para a técnica kNN original, conforme a Tabela
4.13.
O diagrama de caixa para valores da AUC associados às diferentes simulações
é apresentado na Figura 4.13. Conforme esperado, a abordagem EN se destaca em
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relação à GL e à EC. Neste cenário, a HI se sobressai com uma maior mediana.





B 1 C 1 E 1 H 10
Especializado em Navios
B1 1 B3 2 C1 1 C3 2 C5 10 E2 1 E4 4 H4 10
B2 2 B5 2 C2 2 C4 2 E1 1 E3 2 H1 4 H5 4



















Figura 4.13: Diagrama de caixa da área sob a COD para diferentes topologias e
especializações considerando a técnica s-kNN (ε = 0,4).
Os testes estat́ısticos relatam as diferenças de desempenho dos métodos (χ2(6) =
58,0, p < 0,001). O diagrama de diferença cŕıtica é apresentado na Figura 4.14,
indicando que a combinação EN-HI é a de melhor rank médio e estatisticamente
similar às EN-CO e EN-UN. Aqui, DC = 2,85 e os valores de rank médio estão
contidos na Tabela 4.17.
Quanto aos p-valores (α = 0,05), a combinação EN-HI é semelhante à EN-CO
(p = 0,982) e à EN-UN (p = 0,436); porém, como apresenta maior mediana da AUC
(0,9367 — IIQ = 0,0048), a EN-HI será a escolhida.
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Figura 4.14: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica s-kNN.
Tabela 4.17: Rank médio para as diferentes topologias e especializações considerando
a técnica s-kNN.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
6,7 6,3 3 4,2 1,9 4,8 1,1
4.4.7 LOF
A Tabela 4.18 reúne o número de vizinhos (k) utilizados para a técnica LOF em
seus três ńıveis de especialização, na qual há uma razoável variabilidade dos hiper-
parâmetos.




B 10 C 3 E 4 H 20
Especializado em Navios
B1 3 B3 10 C1 2 C3 10 C5 5 E2 4 E4 4 H4 4
B2 5 B5 4 C2 20 C4 10 E1 10 E3 3 H1 5 H5 20
A Figura 4.15 exibe o diagrama de caixa para valores da AUC relativos aos
diferentes experimentos. Observa-se que os enfoques que utilizam a Topologia HI se
sobressaem, em especial o EN.
As diferenças de desempenho dos métodos são confirmadas pelo teste de hipóteses
(χ2(6) = 58,3, p < 0,001). O diagrama de diferença cŕıtica é mostrado na Figura
4.16, relatando que a combinação EN-HI é estatisticamente igual às EC-HI, EC-CO
e EN-CO e possui o melhor rank médio. A Tabela 4.19 resume os valores de rank
médio, onde DC = 2,85.
Ao se considerar α = 0,05, quanto aos p-valores, a combinação EN-HI é seme-
lhante à EC-HI (p = 0,999), à EC-CO (p = 0,575) e à EN-CO (p = 0,058), contudo
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apresenta maior mediana da AUC (0,8879 — IIQ = 0,0092).




















Figura 4.15: Diagrama de caixas da área sob a COD para diferentes topologias e
especializações considerando a técnica LOF.
DC








Figura 4.16: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando a técnica LOF.
Tabela 4.19: Rank médio para as diferentes topologias e especializações considerando
a técnica LOF.
GL EC-UN EN-UN EC-CO EN-CO EC-HI EN-HI
5 5,9 7 3 4,1 1,7 1,3
4.4.8 Comparativo das Técnicas
A Figura 4.17 exibe o diagrama de caixa para valores da AUC associados às me-
lhores combinações de topologia e ńıvel de especialização associadas às técnicas
anteriores: EN-HI (PCA), EN-HI (KPCA), EN-HI (OCSVM), EC-HI (GMM),
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EN-CO (kNN), EN-HI (s-kNN) e EN-HI (LOF). O modelo de maior mediana da
AUC é o kNN (0,9401 — IIQ = 0,0023), com desempenho estatisticamente similar
(χ2(6) = 58,7, p < 0,001) ao s-kNN (p = 0,982) e à KPCA (p = 0,436).















Figura 4.17: Diagrama de caixa da área sob a COD para a melhor combinação de
topologia e especialização identificada para cada técnica (PCA, KPCA, OCSVM,
GMM, kNN, s-kNN e LOF).
O diagrama de diferença cŕıtica é apresentado na Figura 4.18, indicando que a
técnica kNN possui melhor rank médio, porém é estatisticamente similar às s-kNN
e KPCA. A Tabela 4.20 sintetiza os valores de rank médio, onde DC = 2,85.
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Figura 4.18: Diagrama de diferença cŕıtica obtido na comparação de ranks médios
das medidas AUC considerando cada técnica (PCA, KPCA, OCSVM, GMM, kNN,
s-kNN e LOF).
A seguir, na Figura 4.19, são exibidas CODs médias para cada técnica, cons-
titúıdas pela média das 10 curvas obtidas com os conjuntos de teste. Constata-se
que o s-kNN apresenta um desempenho tão bom quanto o kNN tradicional e supe-
rior ao das demais técnicas, com o benef́ıcio de utilizar menos amostras, logo com
uma redução do custo computacional da ordem de 50%, uma vez que é necessário
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um menor quantitativo de cálculos de distâncias Euclidianas no sistema detector.
Em contrapartida, o GMM apresenta o pior desempenho dentre as técnicas.
Tabela 4.20: Rank médio para a melhor topologia e especialização de cada técnica
(PCA, KPCA, OCSVM, GMM, kNN, s-kNN e LOF).
PCA KPCA OCSVM GMM kNN s-kNN LOF
5,7 3 5,3 7 1,1 1,9 4






















Figura 4.19: Considerando uma ordem crescente de AUC: GMM < PCA < OCSVM
< LOF < KPCA < s-kNN < kNN.
A Tabela 4.21 exibe alguns pares de TU e TK extráıdos da Figura 4.19, que
sintetizam pares de valores de TU e TK para os diferentes detectores.
4.5 Classificação de Classes de Contatos
Ao se operar com as topologias UN e CO, a classificação dos contatos é realizada
de forma idêntica, com base nos escores de dissimilaridade computados através das
técnicas de detecção de novidades. Assim, a Tabela 4.22 resume o valor médio
para TA obtida em cada técnica e ńıvel de especialização (EC ou EN) associado.
Destaca-se que a técnica KPCA apresenta um resultado insatisfatório, devido ao fato
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Tabela 4.21: TU e TK para a melhor topologia e especialização de cada técnica
(PCA, KPCA, OCSVM, GMM, kNN, s-kNN e LOF).
[TU — TK]
PCA [90,1% — 62,7%] [95,1% — 47,8%]
KPCA [90,0% — 76,2%] [95,0% — 62,7%]
OCSVM [87,5% — 68,1%] [94,7% — 48,9%]
GMM [90,0% — 48,0%] [95,0% — 32,6%]
kNN [90,1% — 83,4%] [95,0% — 70,5%]
s-kNN [90,2% — 81,8%] [95,0% — 68,7%]
LOF [90,0% — 66,6%] [95,0% — 52,7%]
de os valores de γ serem diferentes entre os modelos. Para contornar essa situação,
considerou-se a KPCA*, na qual foi fixado γ = 1 para todos os modelos.
Percebe-se que o maior ńıvel de especialização eleva os valores de TA, eviden-
ciando o fato de que os melhores resultados ficaram sob o domı́nio das técnicas
baseadas em distância: kNN, s-kNN e LOF.
Tabela 4.22: TA médio para cada técnica (PCA, KPCA, OCSVM, GMM, kNN,
s-kNN e LOF) de acordo com o ńıvel de especialização empregado (EC ou EN) para
as topologias UN/CO.
PCA KPCA KPCA* OCSVM GMM kNN s-kNN LOF
EC 58,7% 25,0% 76,9% 82,9% 89,0% 97,0% 95,6% 97,7%
EN 77,3% 33,7% 87,6% 90,1% - 97,7% 97,6% 97,8%
A classificação na Topologia HI ocorre de forma independente das técnicas de
detecção de novidades utilizadas nos geradores de escore. Assim, como no caso
Tradicional, foi considerado apenas o classificador que trata o problema como mul-
ticlasse usual, o qual atinge TA = 98,74% para modelos EC, e TA = 98,69% para
modelos EN.
4.6 Discussão
Uma vez que a classificação de contatos alcança os melhores resultados ao se utilizar
a topologia HI e considerando que a EN-CO no kNN é estatisticamente similar
à EN-HI, pode-se considerar a técnica kNN-EN-HI como a melhor, cuja COD é
exibida na Figura 4.20. Desta curva, alguns pares de valores de TU e TK podem
ser extráıdos: [95% — 69,6%]; [89,8% — 82,7%]; [83,4% — 90,5%], representando
diferentes compromissos de TU e TK.
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Figura 4.20: COD para a técnica kNN sob o enfoque EN-HI.
Ainda que uma comparação mais direta entre os resultados não seja posśıvel,
tendo em vista o uso de diferentes metodologias de avaliação, observa-se que a
especialização em navios atingiu melhores resultados que os descritos na literatura
para modelos especializados em classes, sintetizados na Tabela 4.23. Quanto à tarefa
de classificação de contatos conhecidos em rótulos de classe, o sistema final alcançou
uma acurácia média de acertos de 98,7%, também superior à descrita na literatura,
conforme apresentado na Tabela 4.24.
Tabela 4.23: Resultados descritos na literatura quanto à detecção de novidades.
Sistema proposto #KC #UC [TU — TK]
Componentes Principais [16] 4 4 [62,9% — 70,0%]
kNN [2] 4 4 [80,0% — 90,0%]
OCSVM [9] 3 1 [75,0% — 62,4%]
Tabela 4.24: Resultados descritos na literatura quanto à classificação de contatos
conhecidos em rótulos de classe.
Sistema proposto #Classes #Navios TA
CM-MLP [11] 8 34 84,4%
Redes Neurais convolucionais [12] 8 25 95,5%
Curvas Principais hierárquicas [14] 8 28 96,2%
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Caṕıtulo 5
Conclusões e Trabalhos Futuros
No âmbito militar, o sonar passivo é uma tecnologia primordial no sistema de de-
fesa dos submarinos, uma vez que atua na identificação de ameaças durante sua
operação. Através da captação e análise de rúıdos provenientes do meio externo,
na sua forma espectral, operadores de sonar treinados efetuam a complexa tarefa
de tomada de decisão a respeito da natureza de um dado contato. Prover estes
profissionais com sistemas automáticos de classificação pode reduzir o esforço f́ısico
e mental empregado na tarefa, além de agilizar o processo, o qual, naturalmente,
exige decisões rápidas.
Usualmente, os sistemas supracitados são desenvolvidos a partir do conhecimento
de um número restrito de classes de navios, permitindo que atuem na classificação
de contatos. Ademais, destaca-se a necessidade de mecanismos para a identificação
daquelas classes não utilizadas durante o seu desenvolvimento, isto é, detectar no-
vidades. Este trabalho se baseou num banco de dados fornecido pelo IPqM, con-
templando o rúıdo captado em 263 corridas de 28 navios pertencentes a 8 classes
adquiridas em raia acústica. Destas classes, optou-se pela investigação de um cenário
equilibrado com 4 classes tratadas como conhecidas, e outras 4 restantes como no-
vidades.
Com o intuito de obter ganhos na eficiência quanto à detecção de novidades,
o sistema de apoio à decisão se baseou na premissa “dividir para conquistar”, ao
gerar modelos especializados em navios (EN), cujo desempenho foi comparado a
modelos sem nenhuma especialização (GL) e com especialização por classes (EC),
já investigados na literatura.
Os enfoques especializados exigiram um mecanismo integrador das sáıdas de cada
modelo-especialista, consistindo na utilização de variadas topologias para a tarefa,
elencadas a seguir: (i) na Unânime (UN), o contato é uma novidade, se esta decisão
coincidir para todos os modelos; (ii) na Competitiva (CO), a decisão final sobre
o contato é tomada com base no modelo de maior verossimilhança ao dado; (iii)
pela Hierárquica (HI), é implantado um sistema prévio de classificação que levará
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o contato sob avaliação à análise por apenas um dos modelos de identificação de
novidades. Destaca-se que nestas três abordagens, (i) e (ii) classificam o contato
quanto a seu rótulo de classe com base nos modelos de detecção de novidades. Em
contrapartida, segundo a (iii), a classificação é independente do sistema detector.
Diferentes técnicas clássicas de Aprendizagem de Máquina foram empregadas
para a construção dos modelos, cujos prinćıpios se baseiam em: reconstrução (PCA
e KPCA), descrição do domı́nio (OCSVM), probabilidade (GMM) e distância (kNN
e LOF). Em especial, para o kNN foi proposta uma adaptação em seu algoritmo
que introduz mecanismos de esparsidade (s-kNN), visando a reduzir o quantitativo
de amostras utilizadas em sua operação.
A avaliação de desempenho dos modelos individuais e o conseguinte sistema com-
pleto, bem como a seleção dos hiperparâmetros, foi executada através da técnica de
reamostragem Validação Cruzada por 10-fold aninhado. Cada modelo foi constrúıdo
a partir de um conjunto de treinamento, e seus hiperparâmetros foram definidos
pelo conjunto de validação. Na maioria dos casos, reintegraram-se os conjuntos de
treinamento e validação em um único conjunto de desenvolvimento, avaliando-se o
desempenho final sob o conjunto de teste. Os ı́ndices de desempenho considerados
inclúıram a Taxa Média de Detecção de Eventos Conhecidos, a Taxa Média de De-
tecção de Novidades, a Área sob a Curva de Operação do Detector (constrúıda a
partir das duas Taxas anteriores) e a Acurácia Média de Acertos.
A especialização em navios se mostrou mais eficaz na maioria dos cenários de
avaliação, bem como a técnica de k-vizinhos mais próximos. O sistema alcançou uma
taxa de detecção de novidades de 83,4%, associada ao reconhecimento de 90,5% dos
sinais conhecidos. Quanto à tarefa de classificação das classes conhecidas, 98,7%
são corretamente rotuladas. Tais resultados foram obtidos para a técnica kNN sob
o enfoque EN, considerando a topologia HI.
Destaca-se ainda o desempenho da técnica s-kNN, que, utilizando cerca de 54,2%
das amostras originais para a construção dos modelos do sistema detector, atingiu
um resultado significativamente superior às outras técnicas, com exceção do kNN
tradicional, porém estatisticamente equivalente a este.
Como trabalhos futuros, pretende-se explorar novas técnicas para a construção
do sistema detector, bem como proceder à fusão de modelos utilizando técnicas
variadas. Ademais, convém aprimorar o s-kNN de forma que este opere em batelada,
e assim produza dicionários menos redundantes — logo, com um quantitativo menor
de amostras. Outra adição posśıvel é efetuar um pré-processamento nos dados via
PCA ou técnica similar, visando a diminuir o número de componentes de cada sinal,
o que reduziria o custo computacional associado à técnica kNN.
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78
