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1. Introduction
Let C[0,1] be the space of all real continuous functions on [0,1] and Ω(0,1) the class of nonnegative functions ϕ ∈
C[0,1] which are strictly positive on (0,1), and such that ϕ2 is concave.
If ϕ ∈ Ω(0,1) and s > 0 we deﬁne
I(ϕ, s) = {x ∈ (0,1): 0 x− sϕ(x) < x+ sϕ(x) 1},
I(ϕ) = {s > 0: I(ϕ, s) = ∅} and hϕ = (2ϕ(1/2))−1.
For ϕ ∈ Ω(0,1), f ∈ C[0,1] and h ∈ (0,hϕ ] the weighted second-order modulus is deﬁned by (Ditzian and Totik [3])
ω
ϕ
2 ( f ,h) = sup
0sh
sup
x∈I(ϕ,s)
∣∣ f (x− sϕ(x))− 2 f (x) + f (x+ sϕ(x))∣∣. (1)
The modulus (1) has been used to present estimates in approximation theory. Let us recall some of them. For n 1 and
f ∈ C[0,1], the Bernstein operator Bn is deﬁned by
Bn( f , x) =
n∑
k=0
(
n
k
)
xk(1− x)n−k f
(
k
n
)
, x ∈ [0,1].
In [2], Ditzian proved that for α ∈ [0,1/2] and ϕ(x) = (x(1 − x))α there exists a constant Cψ , such that, for f ∈ C[0,1]
and x ∈ (0,1),
∣∣ f (x) − Bn( f , x)∣∣ Cϕωϕ2
(
f ,
√
x(1− x)√
nϕ(x)
)
. (2)
This result uniﬁes the classical estimate for α = 0 (Strukov and Timan [10]) with the norm estimate for α = 1/2 (Ditzian
and Totik [3, p. 117]). In [4] Felten proved (2) holds if ϕ ∈ Ω(0,1). On the other hand, in [6] Gavrea et al. veriﬁed that
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(
f ,
1√
n
)
, (3)
for ϕ(x) = √x(1− x). This last estimate improved some others given in [1,5,7]. In fact the main result of [6] provides an
estimate for positive linear operators that preserve linear functions. The result was improved in [9]: if L :C[0,1] → C[0,1]
is a positive linear operator, f ∈ C[0,1], 0< h 1/2 and x ∈ (0,1), then
∣∣ f (x) − L( f , x)∣∣ ∣∣ f (x)∣∣∣∣1− L(e0, x)∣∣+ |L(e1 − x, x)|
hϕ(x)
ω
ϕ
1 ( f ,h) +
(
1+ 3
2
L((e1 − x)2, x)
(hϕ(x))2
)
ω
ϕ
2 ( f ,h),
where ϕ(x) = √x(1− x).
In this paper we generalize the results of [6]. In particular we prove the estimations given in [6] for general weights
ϕ ∈ Ω(0,1). This uniﬁed the results in [6] and the ones of Felten. We follow the method of proof presented in [6] and use
some ideas of [4]. As a by product, we show that for ϕ ∈ Ω(0,1), λ, t > 0 such that λt ∈ (0,1/2] and f ∈ C[0,1],
ω
ϕ
2 ( f , λt)
(
2+ 3λ2)ωϕ2 ( f , t).
2. Concave functions
First we collect some properties of concave functions.
Notice that if ϕ2 is concave, then ϕ is concave.
For ϕ ∈ Ω(0,1), h ∈ (0,hϕ] and x ∈ [0,1], deﬁne
Fϕ(x) = x+ hϕ(x) and Gϕ(x) = x− hϕ(x),
and denote
A(ϕ,h) = {x ∈ (0,1]: hϕ(x) < x}, ah = inf(A(ϕ,h)),
B(ϕ,h) = {x ∈ [0,1): hϕ(x) < 1− x} and bh = sup(B(ϕ,h)). (4)
It follows from Proposition 1 that A(ϕ,h) and B(ϕ,h) are intervals.
For a ∈ [0,1) and c ∈ (0,1] deﬁne
Mϕ(a, y) = ϕ(y)
y − a and Nϕ(c, z) =
ϕ(z)
c − z ,
where y ∈ (a,1] and z ∈ [0, c).
Proposition 1. Let ϕ : [0,1] →R be a concave positive function.
(i) If 0 a < 1, then the function Mϕ(a,◦) decreases on (a,1].
(ii) If 0< c  1, then Nϕ(c,◦) increases on [0, c). Moreover for 0 a < c  1,
max
{
ϕ(a),ϕ(c)
}
 2ϕ
(
(a + c)/2). (5)
(iii) The limits
lim
x→0
ϕ(x)
x
and lim
x→1
ϕ(x)
1− x
exist (ﬁnite or inﬁnite).
(iv) If c − a 2hϕ((a + c)/2) and a u < v  c, then v − u  2hϕ((u + v)/2).
Proof. Let us ﬁrst verify a general inequality. Fix three numbers 0 a1 < a2 < a3  1 and set τ = (a2 − a1)/(a3 − a1). Since
ϕ is concave and positive,
max
{
τϕ(a3), (1− τ )ϕ(a1)
}
 (1− τ )ϕ(a1) + τϕ(a3) ϕ
(
(1− τ )a1 + τa3
)= ϕ(a2).
Thus
ϕ(a1)
a3 − a1 
ϕ(a2)
a3 − a2 and
ϕ(a3)
a3 − a1 
ϕ(a2)
a2 − a1 . (6)
(i) It follows from the second inequality in (6) with a1 = a, that Mϕ(a,◦) decreases on (a,1].
(ii) It follows from the ﬁrst inequality in (6) with a3 = c, that Nϕ(c, y) increases on [0, c). Moreover, if we take a1 = a,
a3 = c and a2 = (a + c)/2 in (6) we obtain (5).
(iii) The assertions follow from (i) and (ii) by taking a = 0 and c = 1, respectively.
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2ϕ((u + v)/2)
v − u = Nϕ
(
v,
u + v
2
)
 Nϕ
(
v,
a + v
2
)
= Mϕ
(
a,
a + v
2
)
 Mϕ
(
a,
a + c
2
)
= 2ϕ((a + c)/2)
c − a 
1
h
. 
Proposition 2. Fix ϕ ∈ Ω(0,1) and h ∈ (0,hϕ].
(i) The function Fϕ is strictly increasing on [0,bh], Fϕ(bh) = 1 and for x ∈ [0,bh) ([bh,1]),
0 Fϕ(x) < 1
(
1 Fϕ(x)
)
. (7)
(ii) The function Gϕ is strictly increasing on [ah,1], Gϕ(ah) = 0 and for x ∈ (ah,1] ([0,ah]),
0< Gϕ(x) 1
(
Gϕ(x) 0
)
. (8)
(iii) For each a ∈ [hϕ(0),1] and b ∈ [0,1 − hϕ(1)], there exist unique points x ∈ [0,bh] and y ∈ [ah,1] such that Fϕ(x) = a and
Gϕ(y) = b.
(iv) If 0< s < h, then bh  bs.
Proof. Let us see that if 0 x< y  bh , then Fϕ(x) < Fϕ(y). Since B(ϕ,h) is an interval and x< bh , then x+ hϕ(x) < 1. Fix
α ∈ [0,1] such that y = αx+ (1− α)bh . Since ϕ is concave, we have
x+ hϕ(x) = α(x+ hϕ(x))+ (1− α)(x+ hϕ(x))<α(x+ hϕ(x))+ (1− α) = α(x+ hϕ(x))+ (1− α)(bh + hϕ(bh))
 αx+ (1− α)bh + hϕ
(
αx+ (1− α)bh
)= y + hϕ(y).
If bh < 1, it follows from the continuity of ϕ that 1− bh = hϕ(bh). If bh = 1, we obtain again the last equality. In fact,
lim
x→1
ϕ(x)
1− x 
1
h
.
Thus ϕ(bh) = 0. In any case Fϕ(bh) = 1. For x ∈ [0,bh), taking into account that Fϕ is increasing, Fϕ(x) < 1.
We have proved (i). The assertion (ii) follows analogously. For instance, if ah  x< y and x = αah + (1− α)y, then
x− hϕ(x) (1− α)(y − hϕ(y))+ α(ah − hϕ(ah))< y − hϕ(y).
In order to verify (iii), ﬁx a ∈ [hϕ(0),1]. Since Fϕ(0) = hϕ(0) a 1 = Fϕ(bh), and Fϕ is continuous and strictly increas-
ing, the equation Fϕ(x) = a has one and only one solution. The other assertion follows analogously.
(iv) If 0< s < h 1/2, since A(h) ⊂ A(s), then bh  bs . 
Deﬁnition 3. Fix ϕ ∈ Ω(0,1) and h ∈ (0,hϕ). For each x ∈ [0,bh], the increasing chain ({yn}, {zn}) associated to (x,h) is
deﬁned as follows. Let z0 = x, y1 = x + hϕ(x). If y1  1 − hϕ(1) the construction ends in y1. If y1 < 1 − hϕ(1), then
z1 ∈ (y1,1) is the unique solution of the equation y1 = z1 − hϕ(z1) (see (iii) in Proposition 2). For j  1, if z j > bh , the
construction ends in z j . If z j  bh , we deﬁne y j+1 = z j + hϕ(z j). If y j+1  1 − hϕ(1) the construction ends. If yn+1 <
1− hϕ(1), we deﬁne z j+1 as the unique solution of the equation y j+1 = z j+1 − hϕ(z j+1).
The greater integer q, such that yq is well deﬁned, is called the length of the chain (we will see bellow that q is a ﬁnite
number).
Similarly, for ah < x 1, we deﬁne the decreasing chain ({y∗n}, {z∗n}) associated to (x,h), such that z∗0 = x, y∗j = z∗j −hϕ(z∗j )
and z∗j+1 + hϕ(z∗j+1) = y∗j .
Proposition 4. Fix ϕ ∈ Ω(0,1) and h ∈ (0,hϕ) and let bh be given by (4). For x ∈ (0,bh) let ({yn}, {zn}) be the increasing chain
associated to (x,h).
(i) The set U (x,h) of all integers q, such that yq is deﬁned, is ﬁnite.
(ii) If p = maxU (x,h), then yp  1− hϕ(1) or yp < 1− hϕ(1) and bh < zp .
(iii) If t ∈ (y1,1] and z1 > bh, then
t − y1  2hϕ
(
t + y1
2
)
. (9)
The same estimate holds if z1  bh and t  y2 .
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(i) Suppose that U (x,h) is an inﬁnite set. Then, for all n > q, zn  bh . Thus
z j+q = yq+ j−1 + hϕ(z j+q) = z j−1+q + h
(
ϕ(z j−1+q) + ϕ(z j+q)
)
 zq + h
j∑
i=0
ϕ(zi+q) = zq + h
j∑
i=0
(1− zi+q) ϕ(zi+q)1− zi+q
 zq + h ϕ(zq)
1− zq
j∑
i=0
(1− zi+q) zq + h ϕ(zq)1− zq ( j + 1)(1− bh)
and we obtain a contradiction.
(ii) It follows from the deﬁnition of p.
(iii) Case 1. Assume z1 > bh . For s ∈ [y1,1] the function P (s) = 2hϕ((s + y1)/2) − s + y1 is concave. It is suﬃcient to
show that P (y1)  0 and P (1)  0. The ﬁrst assertion is evident. On the other hand, since bh < z1, taking into account
Proposition 2,
bh = 1+ Gϕ(bh)2 
1+ Gϕ(z1)
2
= 1+ y1
2
.
Since Nϕ(1,◦) is an increasing function
2ϕ((1+ y1)/2)
1− y1 = Nϕ
(
1,
1+ y1
2
)
 Nϕ(1,bh) = ϕ(bh)1− bh = h.
This proves P (1) 0.
Case 2. Assume that z1  bh and t < y2 (y2 is well deﬁned in this case). Since y1 < t  y2 and y2 − y1 = 2hϕ((y1 +
y2)/2), the estimate follows from (iii) in Proposition 1. 
3. Auxiliary results
If f : [0,1] →R, a, x, c ∈ [0,1] and a = b we denote
	( f ,a, x,b) = b − x
b − a f (a) +
x− a
b − a f (b) − f (x).
Proposition 5. Let ϕ ∈ Ω(0,1), 0 a < b 1, c = (a + b)/2 and x ∈ [a,b]. If f ∈ C[0,1], then
∣∣	( f ,a, c,b)∣∣ 1
2
ω
ϕ
2
(
f ,
b − a
2ϕ(c)
)
(10)
and
∣∣	( f ,a, x,b)∣∣ωϕ2
(
f ,
b − a
2ϕ(c)
)
. (11)
Proof. Set g(x) = 	( f ,a, x,b), x ∈ [0,1]. We get g(a) = g(b) = 0 and ωϕ2 (g, t) = ωϕ2 ( f , t). The ﬁrst assertion follows from
the identity
g(c) = −1
2
(
g(a) − 2g(c) + g(b)).
Let M be the supremum of |g(t)| for t ∈ [a,b]. Fix u ∈ (a,b) such that |g(u)| = M . We can assume g(u) > 0 and u  c.
Since (see Proposition 1)
2ϕ(c)
b − a = Nϕ(b, c) Nϕ(b,u) =
ϕ(u)
b − u ,
one has
M = g(u) = −g(b) + 2g(u) − g(2u − b) − M + g(2u − b)ωϕ2
(
g,
b − u
ϕ(u)
)
ωϕ2
(
g,
b − a
2ϕ((a + b)/2)
)
. 
Proposition 6. Fix ϕ ∈ Ω(0,1). Let h ∈ (0,hϕ) and x ∈ [ah,bh] be such that the increasing chain associated to (x,h) has length 1 and
y1 < 1− hϕ(1). If f ∈ C[0,1] and f (x− hϕ(x)) = 0 = f (x+ hϕ(x)), then for t ∈ [y1,1],
∣∣ f (t)∣∣
(
1
2
+ 3
2
(
t − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h).
The same estimation holds if y2 exists and t ∈ [y1, y2].
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z1 − x = h
(
ϕ(x) + ϕ(z1)
)
 2hϕ
(
x+ z1
2
)
, (12)
it follows from (iii) in Proposition 1, (10) and (11) that
∣∣ f (t)∣∣=
∣∣∣∣ t − xy1 − x	( f , x, y1, t) −
t − y1
y1 − x f (x)
∣∣∣∣
(
t − x
y1 − x +
1
2
t − y1
y1 − x
)
ω
ϕ
2 ( f ,h) =
(
−1
2
+ 3
2
t − x
y1 − x
)
ω
ϕ
2 ( f ,h)

(
1
2
+ 3
2
(
t − x
y1 − x
)2)
ω
ϕ
2 ( f ,h). (13)
Case 2. Assume z1 < t and x+ (4/3)hϕ(x) t . If we denote a = y1 − x, b = z1 − y1 and c = t − z1, the last condition can
be rewritten as 4a 3(a + b + c). Since ϕ2 is concave and Nϕ2(t,◦) is increasing,
ac = c
b
(
ab2
a + b +
ba2
a + b
)
 h2 c
b
ϕ2
(
a
a + b z1 +
b
a + b x
)
= h2 c
b
ϕ2(y1) h2
c
b
ϕ2(z1)
t − y1
t − z1 =
1
b
b2(b + c) = b(b + c). (14)
Therefore
4a2c  4ab(b + c) 3b(b + c)(a + b + c),
which is equivalent to the inequality
2
b + c
b
+ 3
2
b + c
a
 1
2
+ 3
2
(
1+ b + c
a
)2
.
Thus, taking into account (9), (12) and the identity
f (t) = t − y1
hϕ(z1)
	( f , y1, z1, t) − t − y1
hϕ(z1)
z1 − x
y1 − x	( f , x, y1, z1) −
t − y1
y1 − x f (x),
we obtain
∣∣ f (t)∣∣
(
t − y1
hϕ(z1)
+ t − y1
hϕ(z1)
z1 − x
y1 − x +
1
2
t − y1
y1 − x
)
ω
ϕ
2 ( f ,h) =
(
2
t − y1
z1 − y1 +
3
2
t − y1
y1 − x
)
ω
ϕ
2 ( f ,h)
=
(
2
b + c
b
+ 3
2
b + c
a
)
ω
ϕ
2 ( f ,h)
(
1
2
+ 3
2
(
t − x
y1 − x
)2)
ω
ϕ
2 ( f ,h).
Case 3. Assume z1 < t < x+ (4/3)hϕ(x). Let us ﬁrst prove the inequality
t < y1 + hϕ(y1). (15)
We assume a,b and c are deﬁned as in Case 2. Thus 3(b + c) < a.
Since bh < z1, from (7) we get y1 + 2hϕ(z1) = z1 + hϕ(z1) 1. Therefore t + y1  1+ y1  2(y1 + hϕ(z1)) = 2z1. That is
c = t − z1  z1 − y1 = b.
From this last inequality we obtain (see (14))
(t − y1)2 = (b + c)2 < 1
3
a(b + c) 2
3
ab 2
3
c
b
h2ϕ2(y1)
and this proves (15).
Since t  x+ (4/3)hϕ(x), we have x− hϕ(x) 2y1 − t = y1 − (t − y1) y1. Thus∣∣ f (t)∣∣= ∣∣ f (t) − 2 f (y1) + f (2y1 − t) + f (2y1 − t)∣∣ 2ωϕ2 ( f ,h)
and
2 1
2
+ 3
2
(
t − x
y1 − x
)2
.
Finally, we prove the last assertion. Assume y2 exists and t ∈ [y1, y2]. If t  z1 the proof follows as in Case 1. If z1 < t 
y2 and x + (4/3)hϕ(x) t , we can repeat the arguments of Case 2. Notice that y2 = y1 + 2hϕ(z1), thus |	( f , y1, z1, t)|
ω
ϕ
2 ( f ,h). Finally, if z1 < t < x+ (4/3)hϕ(x), we shall modify the proof of (15). In this case
t + y1  y1 + y2 = 2
(
y1 + hϕ(z1)
)= 2z1,
and the rest of the proof follows as in Case 3. 
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y1  1− hϕ(1). If f ∈ C[0,1] and f (x− hϕ(x)) = 0 = f (x+ hϕ(x)), then for t ∈ [x+ hϕ(x),1],
∣∣ f (t)∣∣
(
1
2
+ 3
2
(
t − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h).
Proof. Let us denote d = (x+ y1)/2.
Case 1. Assume bh  d. Notice that (y1 − x) 2(y1 − bh) and bh < y1. From (5), ϕ(bh)  2ϕ((1 + bh)/2) and it follows
from (iii) in Proposition 1 that t − bh  2hϕ((t + bh)/2. Then
∣∣ f (t)∣∣=
∣∣∣∣ t − bhy1 − bh 	( f ,bh, y1, t) −
t − y1
y1 − bh f (bh)
∣∣∣∣ 1y1 − bh (2t − bh − y1)ω
ϕ
2 ( f ,h) =
(
1+ 2 t − y1
y1 − bh
)
ω
ϕ
2 ( f ,h)

(
1+ 4 t − y1
y1 − x
)
ω
ϕ
2 ( f ,h) =
(
−3+ 4 t − x
y1 − x
)
ω
ϕ
2 ( f ,h)
(
1
2
+ 3
2
(
t − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h),
since for v ∈R, 3v2 − 8v + 7 0.
Case 2. Assume d < bh  y1. Since ϕ(x) 2ϕ(d) (see (5)) we have
t − d = t − hϕ(t) + hϕ(t) − d 1− hϕ(1) + hϕ(t) − d y1 + hϕ(t) − d = hϕ(x)
2
+ hϕ(t)
 h
(
ϕ(d) + ϕ(t)) 2hϕ((t + d)/2) (16)
and
1
y1 − d (t − d + t − y1) = 1+ 2
t − y1
y1 − d = 1+ 4
t − y1
y1 − x = −3+ 4
t − x
y1 − x .
Therefore
∣∣ f (t)∣∣
∣∣∣∣ t − dy1 − d	( f ,d, y1, t) −
t − y1
y1 − d f (d)
∣∣∣∣ 1y1 − d (2t − d − y1)ω
ϕ
2 ( f ,h),
and the estimate follows from the arguments given in Case 1.
Case 3. Assume y1 < bh and t  y1 + hϕ(y1). Since y1 + hϕ(y1) < 1 (see (7)),
1− hϕ(1) y1 < 1− hϕ(y1).
Thus ϕ(y1) < ϕ(1). Since ϕ is concave, ϕ(x) ϕ(y1). Therefore
y1 − hϕ(y1) x< y1  t  y1 + hϕ(y1),
and it follows from (iv) in Proposition 1 (with a = y1−hϕ(y1), b = y1+hϕ(y1), u = x and v = t) that t− x 2hϕ((x+ t)/2).
Moreover, from (11) we obtain
∣∣	( f , x, y1, t)∣∣ωϕ2 ( f ,h).
From the argument given above it follows
∣∣ f (t)∣∣=
∣∣∣∣ t − xy1 − x	( f , x, y1, t) −
t − y1
y1 − x f (x)
∣∣∣∣
(
t − x
y1 − x +
1
2
t − y1
y1 − x
)
ω
ϕ
2 ( f ,h) =
(
−1
2
+ 3
2
t − x
y1 − x
)
ω
ϕ
2 ( f ,h)

(
1
2
+ 3
2
(
t − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h),
since for v ∈R, 3v2 − 3v + 2 0.
Case 4. Finally, assume y1 < bh and y1 + hϕ(y1) < t . As in Case 3 we have ϕ(x) ϕ(y1). Thus
t − x
y1 − x 
y1 + hϕ(y1) − x
hϕ(x)
= 1+ ϕ(y1)
ϕ(x)
 2.
On the other hand, from (5) we have
t − y1 = t − hϕ(t) + hϕ(t) − y1  1− hϕ(1) + hϕ(t) − y1  y1 + hϕ(t) − y1 = hϕ(t) 2hϕ
(
t + y1
2
)
.
Since Nt(y1) Nt(x), by considering the identity
f (t) = t − y1 	( f , y1, y1 + hϕ(y1), t)+ t − y1
(
y1 + hϕ(y1) − x
	
(
f , x, y1, y1 + hϕ(y1)
)− hϕ(y1) f (x)
)
,hϕ(y1) hϕ(y1) y1 − x y1 − x
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∣∣ f (t)∣∣ t − y1
hϕ(y1)
(
1+ y1 + hϕ(y1) − x
y1 − x +
1
2
hϕ(y1)
y1 − x
)
ω
ϕ
2 ( f ,h) =
(
2
t − y1
hϕ(y1)
+ 3
2
t − y1
y1 − x
)
ω
ϕ
2 ( f ,h)

(
−3
2
+ 7
2
t − x
hϕ(x)
)
ω
ϕ
2 ( f ,h),
and the result follows because 3ν2 − 7ν + 4 0, for ν  2. 
Proposition 8. Fix ϕ ∈ Ω(0,1), h ∈ (0,hϕ), x ∈ [ah,bh] and t ∈ [0,1] such that 0 t  x−hϕ(x) or x+hϕ(x) t  1. If f ∈ C[0,1]
satisﬁes f (x− hϕ(x)) = 0 = f (x+ hϕ(x)), then
∣∣ f (t)∣∣
(
1
2
+ 3
2
(
t − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h). (17)
Proof. We consider x + hϕ(x)  t and present a proof by induction with respect to the length of the chains. That is, we
consider the sequence of propositions (Pn), where (Pn) states that, for any pair (x,h), ah  x  bh , with increasing chain
of length n, any f ∈ C[0,1] such that f (x − hϕ(x)) = 0 = f (x + hϕ(x)) and each t ∈ (x + hϕ(x),1], one has (17) (the case
t = x+ hϕ(x) is trivial).
Case n = 1. If ({yn}, {zn}) is the increasing chain of (x,h) and has length 1, then y1  1 − hϕ(1) or y1 < 1 − hϕ(1) and
bh < z1. In any case the estimate follows from Propositions 6 and 7.
Assume that (Pn) holds and ﬁx a pair (x,h) (ah  x bh) with increasing chain ({yn}, {zn}) of length n+1. If we eliminate
from the chain the points z0 and y1, we obtain the increasing chain associated to (z1,h) (with length n). Fix f ∈ C[0,1]
and t > x + hϕ(x). If y1 < t  z1 the estimate follows as in Case 1 in Proposition 6 (notice that in proving Case 1 in
Proposition 6 we only need that z1 is well deﬁned). Thus we assume t > z1. Let P be the polynomial of degree not greater
than 1 which interpolates f at y1 and y2 and deﬁne g = f − P . Notice that ωϕ2 ( f ,h) = ωϕ2 (g,h), g(y1) = g(y2) = 0 and
	( f , y1, y2, t) = 	(g, y1, y2, t). From the hypothesis of induction (for (z1,h)) we obtain
∣∣g(t)∣∣
(
1
2
+ 3
2
(
t − z1
z1 − y1
)2)
ω
ϕ
2 ( f ,h).
Taking into account the identity
f (y2) = y2 − y1
z1 − y1
(
	( f , y1, z1, y2) + z1 − x
y1 − x	( f , x, y1, z1) −
z1 − y1
y1 − x f (x)
)
and using (10), we obtain
∣∣ f (t)∣∣=
∣∣∣∣ t − y1y2 − y1 	( f , y1, y2, t) +
t − y1
y2 − y1 f (y2)
∣∣∣∣=
∣∣∣∣g(t) + t − y1y2 − y1 f (y2)
∣∣∣∣

∣∣g(t)∣∣+ t − y1
y2 − y1
y2 − y1
z1 − y1
(
1
2
+ z1 − x
y1 − x +
1
2
z1 − y1
y1 − x
)
ω
ϕ
2 ( f ,h)

(
1
2
+ 3
2
(
t − z1
z1 − y1
)2
+ 3 t − y1
y2 − y1
z1 − x
y1 − x
)
ω
ϕ
2 ( f ,h).
We ﬁnish the proof by showing that, for t ∈ (z1,1], Λ(t) 0, where
Λ(t) =
(
t − z1
z1 − y1
)2
−
(
t − x
y1 − x
)2
+ 2 t − y1
y2 − y1
z1 − x
y1 − x .
Since y2 − y1 = 2(z1 − y1),
Λ(t) =
(
t − z1
z1 − y1
)2
−
(
t − x
y1 − x
)2
+ t − y1
z1 − y1
z1 − x
y1 − x
= (t − y1)(z1 − x)
(z1 − y1)(y1 − x)
(
(t − y1)(2y1 − x− z1)
(z1 − y1)(y1 − x) − 2
)
+ t − y1
z1 − y1
z1 − x
y1 − x
= (t − y1)(z1 − x)
(z1 − y1)(y1 − x)
(
(t − y1)(2y1 − x− z1)
(z1 − y1)(y1 − x) − 1
)
.
Thus it is suﬃcient to show
(1− y1)(2y1 − x− z1) (z1 − y1)(y1 − x),
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(1− y1)
(
ϕ(x) − ϕ(z1)
)
 hϕ(x)ϕ(z1).
Since
(1− z1)ϕ2(x) (1− x)ϕ2(z1),
then
h = z1 − x
ϕ(x) + ϕ(z1) 
(1− x)ϕ(z1) − (1− z1)ϕ(x)
ϕ(x)ϕ(z1)
= 1− x
ϕ(x)
− 1− z1
ϕ(z1)
.
Therefore
(1− y1)ϕ(x) − ϕ(z1)
ϕ(x)ϕ(z1)
= 1− z1 + hϕ(z1)
ϕ(z1)
− 1− x− hϕ(x)
ϕ(x)
= 2h + 1− z1
ϕ(z1)
− 1− x
ϕ(x)
 h. 
4. Main results
In [3, Theorem 4.1.2] it was proved that if ϕ ∈ Ω(0,1), there exist constants Cϕ and t0 such that, if f ∈ C[0,1], n is a
positive integer and nt ∈ (0, t0], then
ω
ϕ
2 ( f ,nt) Cϕn
2ω
ϕ
2 ( f , t).
By Proposition 8 this inequality can be improved as follows.
Theorem 9. Fix ϕ ∈ Ω(0,1). If f ∈ C[0,1], λ is a positive real and λt ∈ (0,hϕ), then
ω
ϕ
2 ( f , λt)
(
2+ 3λ2)ωϕ2 ( f , t).
Proof. We can consider λ > 1. Fix a ∈ (0,1) and s ∈ (0, λt] such that ωϕ2 ( f , λt) = | f (a− sϕ(a))− 2 f (a)+ f (a+ sϕ(a))|. It is
suﬃcient to consider the case t < s. Let P be the polynomial of degree not greater than 1 which interpolates f at a− tϕ(a)
and a + tϕ(a) and set g = f − P . We have
ω
ϕ
2 ( f , λt) =
∣∣g(a − sϕ(a))− 2g(a) + g(a + sϕ(a))∣∣

∣∣g(a − sϕ(a))∣∣+ ∣∣g(a + sϕ(a))∣∣+ ∣∣g(a − tϕ(a))− 2g(a) + g(a + tϕ(a))∣∣

(
2+ 3
2
(
a − (a − sϕ(a))
tϕ(a)
)2
+ 3
2
(
a + sϕ(a) − a
tϕ(a)
)2)
ω
ϕ
2 ( f , t)
(
2+ 3λ2)ωϕ2 ( f , t). 
Theorem 10. Fix ϕ ∈ Ω(0,1). If f ∈ C[0,1] and 0 t1 < x< t2  1, then
∣∣	( f , t1, x, t2)∣∣
(
3
2
+ 3
2h2
(t2 − x)(x− t1)
ϕ2(x)
)
ω
ϕ
2 ( f ,h).
Proof. Deﬁne s, p and c by
x− t1 = shϕ(x), t2 − x = phϕ(x) and c = t1 + t2
2
.
We give a proof for 0< s p.
If s < 1 and
h <
t2 − t1
2ϕ(c)
, (18)
then p  1. In fact if p < 1, then s + p < 2 and [t1, t2] ⊂ [x− phϕ(x), x+ phϕ(x)]. It follows from (iii) in Proposition 1 that
(t2 − t1) 2hϕ(c). But this contradicts (18).
We will consider 3 cases.
Case 1. If (t2 − t1) 2hϕ(c), then (see (11))
∣∣	( f , t1, x, t2)∣∣ωϕ2
(
f ,
t2 − t1
2ϕ(c)
)
ωϕ2 ( f ,h).
Case 2. If (t2 − t1) > 2hϕ(c) and p  s 1, we can assume f (x−hϕ(x)) = f (x+hϕ(x)) = 0. It follows from Proposition 8
that
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(
1
2
+ 3
2
s2
)
ω
ϕ
2 ( f ,h) and
∣∣ f (t2)∣∣
(
1
2
+ 3
2
p2
)
ω
ϕ
2 ( f ,h).
Now
∣∣	( f , t1, x, t2)∣∣=
∣∣∣∣ ps + p f (t1) +
s
s + p f (t2) − f (x)
∣∣∣∣
(
1+ 3
2
ps2 + sp2
s + p
)
ω
ϕ
2 ( f ,h) =
(
1+ 3
2
ps
)
ω
ϕ
2 ( f ,h).
Case 3. (t2 − t1) > 2hϕ(c) and s < 1. We ﬁrst prove x− shϕ(x) < bh − hϕ(bh). In fact if x− shϕ(x) bh − hϕ(bh), since
bh − hϕ(bh) x− shϕ(x) = t1 < x< t2  1= bh + hϕ(bh),
it follows from (iii) in Proposition 3 (with u = t1, v = t2, c = 1 and a = bh −hϕ(bh)) that t2 − t1  2hϕ((t1 + t2)/2) = 2hϕ(c),
and we have a contradiction.
Since bh − hϕ(bh) 1− hϕ(1), there exists y such that t1 = y − hϕ(y). It is clear that x < y < bh . Now we can assume
f (y − hϕ(y)) = f (y + hϕ(y)) = 0. Since s < 1, then p  1 (see the remark at the beginning of the proof). Thus, if t2 
y + hϕ(y), it follows from (11)
∣∣ f (t2)∣∣ωϕ2 ( f ,h)
(
1
2
+ 3
2
p2
)
ω
ϕ
2 ( f ,h).
If t2 > y + hϕ(y) a similar estimate follows from Proposition 8. In fact
∣∣ f (t2)∣∣
(
1
2
+ 3
2
(
t2 − y
hϕ(y)
)2)
ω
ϕ
2 ( f ,h)
(
1
2
+ 3
2
(
t2 − x
hϕ(x)
)2)
ω
ϕ
2 ( f ,h),
because the function Nϕ(t2,◦) increases on [0, t2). Therefore
∣∣	( f , t1, x, t2)∣∣=
∣∣∣∣ ss + p f (t2) − f (x)
∣∣∣∣
(
1+ s
s + p
(
1
2
+ 3
2
p2
))
ω
ϕ
2 ( f ,h)
(
3
2
+ 3
2
sp
)
ω
ϕ
2 ( f ,h). 
As usually, we denote e0(t) = 1, e1(t) = t and e2(t) = t2. Thus, if L is a linear operator which reproduces linear functions,
then
L
(
(e1 − xe0)2, x
)= L(e2, x) − 2xL(e1, x) + x2 = L(e2, x) − x2.
Theorem 11. Fix ϕ ∈ Ω(0,1). Let L :C[0,1] → C[0,1] be a positive linear operator such that L(e0) = e0 and L(e1) = e1 . For f ∈
C[0,1] and x ∈ (0,1), one has
∣∣ f (x) − L( f , x)∣∣
(
3
2
+ 3
2(hϕ(x))2
(
L(e2, x) − x2
))
ω
ϕ
2 ( f ,h).
Proof. If we set
ψ(t) = 3
2
+ 3t
2
2ϕ2(x)
,
the result in Theorem 10 can be rewritten as
∣∣	( f , t1, x, t2)∣∣
(
t2 − x
t2 − t1 ψ
(
x− t1
h
)
+ x− t1
t2 − t1 ψ
(
t2 − x
h
))
ω
ϕ
2 ( f ,h).
Then, it follows from Corollary 1.1 of [8] that
∣∣ f (x) − L( f , x)∣∣ L
(
ψ
(∣∣∣∣ e1 − xe0h
∣∣∣∣
)
, x
)
ω
ϕ
2 ( f ,h) =
(
3
2
+ 3
2h2ϕ2(x)
L
(
(e1 − xe0)2, x
))
ω
ϕ
2 ( f ,h). 
Theorem 12. Fix ϕ ∈ Ω(0,1). For n 1, f ∈ C[0,1] and x ∈ (0,1) one has
∣∣ f (x) − Bn( f , x)∣∣ 3ωϕ2
(
f ,
√
x(1− x)√
nϕ(x)
)
,
where Bn is the Bernstein operator.
Proof. Recall that Bn((e1−xe0)2; x) = x(1−x)/n. Thus the result follows from Theorem 11 with h = √x(1− x)/(ϕ(x)√n). 
Remark 13. If ϕ(x) = (x(1− x))α , with α ∈ (0,1/2], then Theorem 12 holds.
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