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Introduction
The way that firms make choices about their approaches to technological innovation and the acquisition of knowledge needed in the innovation process has been studied intensively now for well over two decades, and one important stream of this literature utilizes the concept of technology strategy (see, e.g., Ford, 1988; Adler, 1989; Pavitt, 1990; Dodgson, 1991; Drejer, 1991) . Zahra (1996) , based on some prior work including Zahra & Covin (1993) , developed a construct for measuring technology strategy and explored the relationship between this measure, firm environment and firm performance. In doing so, he was particularly concerned to investigate how factors external to the firm affected its technology strategy and moderated this strategy's relationship with performance. The research on technology strategy has also informed work linking the categorization of firms with respect to their technology strategy profiles with the industries in which they operate, including the very well-known Pavitt taxonomy (Pavitt, 1984) . In a similar vein, Castellacci (2008) is interested in the way various dimensions (e.g. national, regional, sectoral, industrial) of a firm's industrial environment determine its technology strategy profile. In these streams of work, however, the internal factors affecting the firm's technology strategy remain unexplored. This omission can be seen as particularly important in view of the finding of Srholec and Verspagen (2012) that external factors such as industry and country account for a very small proportion of the variance among firms with respect to the patterns of their innovation-related activities (on the other hand, they do not evaluate directly the importance of observable internal factors).
Here, we will attempt to evaluate the relative weight of observable internal and external factors in determining technology strategies in the service sector. We have chosen to focus on the service sector because it is by far the largest sector in today's advanced economies but has traditionally been relatively under-researched, relative to manufacturing, in the literature on innovation, and innovation in the sector is relatively poorly understood (Miles, 2007; Leiponen, 2012) . Thus, while our primary concern is with the determinants of technology strategy, we also hope to make a contribution to the literature on innovation in the service sector.
We base our research on two editions of the Community Innovation Survey (CIS), those from 2004-2006 and 2008-2010 . While several previous studies that used CIS applied a methodology involving cluster analysis (Srholec and Verspagen 2013 , Szczygielski and Grabowski 2012 , we resort to various kinds of regression analysis. Although cluster analysis is a useful tool in exploratory studies, there can be problems with the interpretation of results. Moreover, our aim is to examine the determinants of technology strategies, and this might be difficult if the analysis is based on clusters. Although one can 6 investigate the determinants of cluster membership Verspagen 2012, Szczygielski and Grabowski 2012) , this is not the same as the determinants of strategy, unless one identifies strategies with clusters. However the latter depend on the dataset in question (e.g. CIS), so in a way the theoretical analysis becomes dependant on data availability. On the other hand, our choice of methodology is motivated by the desire to maintain a clear boundary between theory and empirics. The paper is organized as follows: In section 2 we consider the relevant theoretical issues and develop hypotheses. In section 3 we present our data and methodology. In section 4 we present our results, which we go on to discuss in section 5. Section 6 concludes.
Background and hypotheses

The components of technology strategy and their external determinants
The components of technology strategy according to Zahra (1996) include: We shall have more to say in section 3.1 about what is observable in CIS data in terms of these components of technology strategy.
The firm's external environment, including customers, competitors, suppliers, government, technological conditions, etc., has often been invoked in the literature as an explanation for the decisions of firms and their success. In strategic management the positioning school, which is rooted in the neoclassical analysis of firms and markets, has been particularly influential (Henry 2008) . It has been made popular by the famous works of Porter (1980). Porter's argument is, in short, that successful firms are those that operate in 'good' industries and/or those that have made the right decisions with respect to the positioning of their products relatively to those of the competitors. Admittedly, the internal operations of the firm are also considered, but only to the extent that they serve the general competitive strategy: there must be a 'strategic fit' between the two.
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In his 1996 article, evidently in the spirit of the positioning school, Zahra argues that the technology strategy will be co-determined by the competitive environment, in particular such aspects as its dynamism (with respect to technological development), hostility (i.e. intensity of rivalry) and heterogeneity (i.e. the amount of submarkets and niches).
The relationship between firm environment and its technology strategy, as hypothesized by Zahra, is demonstrated in Table 1 . They are largely confirmed by Zahra's empirical analysis based on a survey of a group of American firms. Zahra (1996) On the other hand, authors in evolutionary economics have sought to classify industries according to their technological characteristics. Note that taxonomic exercises can also be viewed as a way of looking for external determinants of firms' technological policies. According to this logic, firms are likely to follow the strategies implied by their respective industries (see also the literature on sectoral systems of innovation, reviewed in Malerba, 2005) .
The classic taxonomy by Pavitt (1984) developed further by Castellacci (2008) (Table 2) . He also verifies them using industry-level CIS data. However we know of no analogous firm-level work, and this study offers a firm-level verification.
1 As well as their structure in terms of the average firm size. Research on innovation in services has evolved from virtual neglect of the phenomenon, through a focus on technology adoption in service sectors and claims about the strong but distinctive innovation performance of service firms, to recent calls for a synthesis of theories of innovation in manufacturing and services (Szczygielski 2011) . Many studies indicate that in service firms, innovations in firm organization and marketing play a particularly important role 2 .
In particular, marketing innovations are important because of the character of service as a product that is, in most cases, produced in a direct co-operation with the customer, and because in many services sectors there is a limited room for technology-based competitive strategies. Organizational innovations are important for a related reason: given the 'low-tech' character of many service industries, firms tend to diversify their products or expand into upstream or downstream activities: both require changes in firm organization (Szczygielski, Grabowski 2012) . Similarly, in a recent CIS-based study, Clausen et al. (2012) 
Internal determinants of technology strategies
While the external environment obviously has an impact on firms' decisions and performance, one can also observe firms differing in these outcomes despite operating in seemingly similar conditions. Indeed, the need to explain the heterogeneity remarked upon by Marshall (1890 ( /1949 ( , cited in Laursen, 2012 , and which tends to fly in the face of neo-classical assumptions that there is only one efficient way to do things and all inefficient ways are competed out of existence, was one of the most important motivations for the contribution of Nelson and Winter (1982) and the development of evolutionary economics. This heterogeneity is in prominent display in the aforementioned finding of Srholec and Verspagen (2012) that industry and country are much less important than firm-specific factors in explaining the variance among firms with respect to the patterns of their innovation-related activities. On the other hand, they treat the unexplained heterogeneity as a black box and do not attempt to identify the factors behind it. This is to some extent done by Szczygielski and Grabowski (2012) , who analyze the determinants of firm membership in clusters defined by the innovation activities of the firms. These clusters correspond, in fact, to innovation strategies. In their analysis characteristics such as firm size and being a member of a group of firms are significant co-determinants of membership in the clusters; that is, they determine the firms' innovation strategies.
The resource-based school in strategic management argues that the firm is successful if it is able to create and sustain some unique capabilities, i.e. resources and competences that the competitors find hard to imitate. These can lead to lower unit costs, e.g. due to superb internal logistics systems, or to the firms' ability to develop unique and innovative products. More generally, the capabilities in question, rooted in the internal environment of a firm, and the way they are orchestrated by management and other internal actors, co-determine its position in the market together with the external factors considered in section 2.2 (Henry, 2008: 126) .
There is a large theoretical literature, most of it deriving from Schumpeter, on the relationship between technological innovation and firm size. According to the two main theories, either growth of the firm results from successful technological innovations, which allow it to acquire market share, or innovation is a very costly and capital-intensive process which larger firms are better able to afford. In either case, there should be a positive relationship between size and (successful) technological innovation. However, the empirical evidence for such a relationship between size and innovativeness or R&D intensity is not convincing (see the review of the relevant literature in Subodh 2002) . More specifically, with regard to the subject of technology strategy and its relationship to internal factors such as size and resources of the firm, Pavitt (1990:24) concluded that:
it is not useful for a firm's management to begin by asking whether its technology strategy should be leader or follower, broad or narrow front, product or process. These characteristics will be determined largely by the firm's size and the nature of its accumulated technological competences, which will jointly determine the range of potential technological and market opportunities that it might exploit. There is no easy and generalizable recipe for success. Sapprasert and Clausen (2012) find that firm age is an important explanatory factor for frequency and success of organizational innovation (with older firms more likely to attempt such innovation, but younger ones more likely to benefit from it). We are unable to observe firm age in our data, but size may, to some extent, proxy for age, since it is a common observation that young firms tend to either grow or exit the market (see, for example, Haltiwanger et al. 2010 ).
The governance or ownership structure of a firm (and particularly, in an emerging market or developing country context, the foreign or domestic ownership of the firm) is also of obvious relevance for all aspects of strategy, including technology strategy. However, the influence of foreign ownership may be ambiguous. On the one hand, in low-and middle-income countries, foreign investors can be expected to be more liberally endowed with financial resources than the average domestically owned company and have a stronger technological base in general.
However, we also know from the relevant literature that multinational companies tend to concentrate their R&D activity in their headquarters (see, e.g., Patel & Vega, 1999) 
Interactions between strategy variables
In addition to the effects of the characteristics of the firm and its environment on the components of its technology strategy, we are also likely to observe correlations between the various components of technology strategy themselves.
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The concepts of exploration and exploitation were introduced by March in his classic 1991 paper to characterize the learning strategies of firms, linking them to the firms' sources of competitive advantage. For March (1991: 71) , exploration "includes things captured by terms such as search, variation, risk taking, experimentation, play, flexibility, discovery, innovation", while exploitation "includes such things as refinement, choice, production, efficiency, selection, implementation, execution." Later elaborations of these ideas have identified exploration with radical innovations and exploitation with incremental innovations. For instance, Auh and Menguc (2005: 1653) state that "whereas exploration is concerned with challenging existing ideas with innovative and entrepreneurial concepts, exploitation is chiefly interested in refining and extending existing skills and capabilities."
This implicitly suggests that exploration and exploitation may be associated with preferences of firms for certain types of knowledge sources and certain types of innovation activities or strategies. It suggests, in particular, that exploitation may be linked to a substantial role of supply chain partners in providing knowledge, whereas exploration may be more strongly associated with external and in-house R&D activity.
Some researchers have tended to view exploration and exploitation as stages that firms go through in their life cycle, generally moving from radical innovation and exploratory strategies to incremental innovation and exploitative strategies (and sometimes back again), rather than as approaches that might be adopted simultaneously (see, for example, Rothaermel A recent study by Leiponen (2012) also utilizing CIS data (for Finland) focuses on measures of the breadth of firms' innovation strategies, including the number of different innovation objectives pursued and the number of types of sources of knowledge used in innovation-related activity. Breadth -one of the components of Zahra's technology strategy construct -is found to have important effects on the success of service firms' innovation efforts, with breadth of knowledge sources positively affecting innovation efforts but breadth of objectives having a negative effect (contrasted to the positive effect it has in manufacturing).
On the basis of the foregoing, we hypothesize the interrelationships between technology strategy variables to be as follows: 
Methodology and hypotheses
Data
We use the data on service firms . The same part of the CIS makes it possible to examine, to some extent, the content of technology portfolio (product or process innovations); innovations in organization and marketing are also relevant here. The question of technology forecasting is more problematic. If, following Zahra (1996) , we understand forecasting as the monitoring of current technological developments with an intention to use this information for anticipating or predicting where the market is going, the CIS data can tell us about monitoring, to some extent, by telling us if and to what extent the firm uses information from different sources in its innovation activity ('Highly important sources…'). However, this is an incomplete picture, as we do not know anything about the intention of this monitoring activity.
Finally, the breadth of technology portfolio cannot be identified using CIS data.
Methodology
Our work consists of the following stages. First, we define the strategy variables. Second we look at the determinants of technology strategies using both static and dynamic techniques.
Thirdly, we estimate jointly a system of equations for the strategic variables, to assess the correlations between them. Fourth, we see to what extent the differences in technology strategies can be explained by observable firm characteristics.
The process of defining strategy variables starts from a factor analysis applied to the CIS 'chapters' listed in Box 1 We consider both runs of the survey. Once it is confirmed that the factors extracted are stable over time, we propose simple indicators of the different aspects of technology strategy: ( 1 , … , ). Contrary to some previous works (e.g. Srholec and
Verspagen 2012, Clausen et. al 2011) our indicators are not factor scores but simple functions of the 'raw' CIS questions. This is to ensure a better comparability of the variables across time.
In the second step we look at the determinants of technology strategy. Different versions of the following equation are estimated:
where:
and all variables are binary variables: groupPL is equal 1 for firms which are members of a group of firms and the mother company is located in Poland, groupFDI equals 1 for group members with the mother company abroad; small indicates small firms (as opposed to medium and large ones cf. section 3.1), exporter -firms involved in exporting; and indF indA , , are industry dummies given by the two-digit NACE Rev-2 division:
indA Wholesale trade (46) indB Transport and post (49, 50, 51, 53) indC Storage (52) indD Telecommunication and simple ICT, 63, 581) indE Finance and insurance (64, 65, 66) indF KIBS (62, 71, 581) Note that this division is consistent with Castellacci: groups A, B and C are physical infrastructure services; group D and E are network infrastructure services; finally group F consists of knowledge-intensive business services.
Equation (1) (2), and vector Ξ contains error terms. Note that using 3SLS makes it possible to learn more about the joint distribution of strategic variables than would have been possible had we used e.g. simple correlation analysis.
Lastly, we examine to what extent the variation in technology strategy can be explained by firm characteristics. In doing so, we look to the work of Srholec and Verspagen (2012) , who performed a decomposition of variance of their 'innovation strategy' variables and concluded that a small portion of variance (up to 12%) can be explained by the variety in 2-digit NACE industries and countries (their dataset covers 13 countries). In terms of our model, Srholec and Verspagen attempted to explain the differences in technology strategies by looking at the external factors. We extend that methodology by adding internal factors: firm size and group membership. In addition, we add a dummy for public support for innovation, as some studies find this to be an important factor in innovation in Poland (Institute for Structural Research 2011).
We use a variance components model (see Goldstein, 2003) , where a chosen strategy of a firm is nested in industry, size, membership in a group and receipt of public support. A basic variance components model is given as follows: 
Results
Results of factor analysis and the definition of strategy variables
First, we apply factor analysis to the set of questions 'Varieties of Innovation Activities'. The results are presented in Table 7 and Table 8 in Annex 1. The pattern of correlation seems fairly similar for the two years. According to the results of the factor analysis, Internal R&D and Acquisition of external R&D have the highest correlations with the first factor for both years. On this basis we have constructed the variable 'R&D', which takes on a value of 1 for companies that have carried out internal R&D or acquired external R&D. In doing so we depart slightly from Zahra, for whom own R&D and that acquired from external sources are two different strategy variables.
However, as shown by our analysis, they are statistically indistinguishable in the CIS.
Turning to the correlations with the second factor, we define the variable 'Capacity Building', which takes on a value of 1 for firms that indicated having engaged in at least two of the following three activities: Acquisition of machinery, equipment and vehicles needed for innovation purposes, Acquisition of software for innovation, Training (internal or external) for innovative activities. This variable is not mentioned in Zahra's theory; however, its importance is suggested by the resource-based approach in strategy studies. Therefore we regard it as a measure describing an augmented version of the 'Technology portfolio' dimension of technology strategy.
In the same vein, we define the variables ORGMARKT_06 and ORGMARKT_08, which is a dummy equal to 1 for firms that introduced innovations in organization or marketing. Since the respective parts of the 2006 and 2008 CIS questionnaires are not fully comparable, the variable names contain the year of survey.
In the next step we consider the CIS chapter 'Aims of Innovation'. Again, the correlations for 2006 and 2008 look largely similar ( Table 9 and Table 10 in Annex 1). One factor loads strongly on the innovation activities aimed at improving the (widely defined) quality of production processes, while the other is correlated with aims related to a stronger position of the enterprise in the product market. Since the firms assess the importance of different aims using a 4-point To learn about the monitoring activities of firms, we analyze the question about highly important sources of information for innovation activities. These questions were also answered using a Likert scale. We use the results in Table 11 and It is worth stressing that the results of our factor analyses are not only stable over time. They are also largely consistent with the results of authors who performed similar exercises on other CIS-based datasets, such as Srholec and Verspagen (2013) , Clausen et al. (2012) and Szczygielski and Grabowski (2012) .
To complete the definition of strategy variables, we take one question directly from the questionnaire. The dummy variable RADICAL equals 1 if and only if the firm has introduced innovations that were new not only to the firm, but also to the market. We regard this variable as an indicator of Zahra's pioneer posture in the marketplace.
We are now ready to discuss the descriptive statistics. Starting with independent variables, their distribution is fairly stable over time, as Table 3 and Table 4 indicate. Smaller firms make up roughly one third of the sample. 16% of companies are Polish group members, 20% foreign group members and the rest are standalone firms. The breakdown by industry categories is fairly similar for both years. We observe a modest growth of the average intensity of product and process innovations (Table 6 ). The reliance on science as a source of information for innovations remained on a similar level between 2006 and 2008, and the same is true for the information from markets. 
The determinants of technology strategy
As we expected, industry is a significant determinant of technology strategy. The knowledgeintensive business services (group F) is indeed more likely to pioneer technologies than the base group A (Table 15) , but also to invest in R&D (Table 13 ) and monitor the science sector ( (Table 20) . On the other hand, the low-tech firms are less likely to build up their capabilities than high-tech firms (Table 14) which is quite unexpected, given the uncomplicated nature of this task.
Turning our attention to internal factors, they seem to influence the technology strategies in the way we predicted: smaller and standalone (i.e. resource-poorer) firms are less likely to pioneer technologies and to invest in R&D. As expected, foreign-owned firms are more likely to introduce radical innovations (in 2006, Table 15 ). However, contrary to expectations, they do not appear to have a significantly lower propensity to conduct R&D or contact the science sector for help in their innovation processes. Foreign-owned group members are less likely to invest in capacity building than Polish group members and even standalone firms (Table 14) . They are more likely to introduce innovations in marketing and organization than firms which are not group members, but the coefficient is lower than for the Polish firms-group members.
To sum up, hypothesis H1 is confirmed. Hypotheses; H2 and H3 are only partly confirmed, because, firms from high-tech industries (especially KIBS) are apparently more likely to introduce all kinds of innovations than ones from low-tech industries . Regarding our predictions about foreign-owned companies, hypothesis H5 is confirmed, while H6 is not.
The relationship between strategy variables
At this point we have to specify our methodology in more detail. The SLS method allows only continuous variables in the system. For MARKETS, PRODO and PROCO, we can take observable values of these variables. Though these variables are in fact discrete, the number of discrete values is large enough to treat these variables as continuous. In the case of variable SCIENCE we take observable values of this strategy for uncensored observations and truncated theoretical values for censored observations: 
The dimensions of technology strategies prove to be correlated, and three patterns stand out.
Firstly, in line with hypothesis H7, R&D efforts are closely related to pioneer posture and to monitoring the science sector (Table 21 and Table 22 ). This is consistent with prior results: for instance Srholec and Verspagen (2012) identify a factor they call 'Research', which correlates with the three strategic variables we consider here.
Secondly, a technology portfolio based on product innovations is likely to include also process innovations and a specific kind of monitoring (and possibly forecasting), consisting in the observation of product markets. This seems natural, because new products often require new production processes. Thirdly, a technology portfolio depending on capability building activities is also likely to include innovations in marketing and organization, suggesting bundling of lowtech innovations. Table 23 shows the results of the variance decomposition (6). In most cases internal factors contribute more to the variance than the external factor (industry). Although our result is not directly comparable to that of Srholec and Verspagen (2012) , it suggests that they might have been too pessimistic about the portion of the variance in technology strategies that can be explained by firm characteristics. The trick is to consider the internal factors of firm strategies (group membership and size) Note that for all the strategic variables (with the notable exception of SCIENCE and RADICAL), the internal factors are relatively more important in 2008 than in 2006.
Factors behind the technology strategy
Conclusions
With this paper we hope to have contributed to research on the technology strategy of the firm.
Based on previous theoretical work, we asked two principal questions: what are the elements of technology strategy and how is the choice of technology strategy determined by factors external and internal to the firm. To address these problems we analyzed data from two runs of the Community Innovation Survey for Polish service firms. As in many previous CIS-based empirical studies, we started from a factor analysis. However, instead of accepting the resulting factors as strategy dimensions, we proposed our own strategy variables, guided by the components of technology strategy proposed by Zahra (1996) as well as insights from the literature on service innovations. The resulting set of variables included pioneer posture, R&D efforts, technology portfolio variables (capacity building, innovations in organization and marketing, process-and product-orientation of innovations), monitoring the science sector and monitoring the markets. We identified the correlations between variables and assessed their determinants. To that end we looked both at the factors external to the firm (industry) and at the hitherto less stressed in the literature, internal factors (indicators of a firm's resource endowment: size and group membership). Including internal factors in the analysis increases substantially the explanatory power of our analysis. Our results suggest that technology strategies are determined by both kinds of variables, and the role of internal factors increases with the macroeconomic environment becoming less favourable. 
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Annex 1. Result tables: factor analysis
