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Abstract
Areal symmetricmatrix of order n has a full set of orthogonal eigenvectors.Themost used approach to compute the
spectrum of such matrices reduces ﬁrst the dense symmetric matrix into a symmetric structured one, i.e., tridiagonal
matrices or semiseparable matrices. This step is accomplished in O(n3) operations. Once the latter symmetric
structured matrix is available, its spectrum is computed in an iterative fashion by means of the QR method in O(n2)
operations.
In principle, the whole set of eigenvectors of the latter structured matrix can be computed by means of inverse
iteration in O(n2) operations.
The blemish in this approach is that the computed eigenvectors may not be numerically orthogonal if clusters are
present in the spectrum. To enforce orthogonality the Gram–Schmidt procedure is used, requiring O(n3) operations
in the worst case.
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In this paper a fast and stable method to compute the eigenvectors of tridiagonal and semiseparable matrices
which does not suffer from the loss of orthogonality due to the presence of clusters in the spectrum is presented.
The algorithm requires O(n2) ﬂoating point operations if clusters of small size are present in the spectrum.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A real symmetric matrix of order n has a full set of orthogonal eigenvectors. The most used approach
to compute the spectrum of such matrices reduces ﬁrst the dense symmetric matrix into a symmetric
tridiagonal one [7,9]. This step is accomplished inO(n3) operations. Once the latter symmetric tridiagonal
matrix is available, its spectrum is computed in an iterative fashion by means of the QR method in O(n2)
operations [7,9]. A similar approach has recently been introduced [12,13]. In the latter approach, the
role of tridiagonal matrices is played by semiseparable ones, resulting in an algorithm with the same
computational complexity [12]. The latter class of matrices shares with the class of symmetric tridiagonal
matrices the property that one step of the QR method implicitly shifted can be accomplished in O(n)
operations [13] by applying O(n) Givens transformations.3
In principle, the whole set of eigenvectors of the latter matrices can be computed by means of inverse
iteration in O(n2) operations. The blemish in this approach is that the computed eigenvectors may not be
numerically orthogonal if clusters are present in the spectrum.To enforce orthogonality theGram–Schmidt
procedure is used, requiring O(n3) operations in the worst case [3,14].
In this paper, we describe a numerical method to compute the set of the eigenvectors numerically
orthogonal. The method requires O(n2) ﬂoating point operations if few clusters of small size are present
in the spectrum. The method is based on the fact that the orthogonal matrices generated by one step of
the QR method applied to symmetric tridiagonal matrices and symmetric semiseparable ones, are highly
structured. For instance, if the matrix is symmetric tridiagonal, the orthogonal matrix generated by one
step of the QR method is a upper Hessenberg semiseparable one. Therefore, the product of the latter
matrices by a vector can be accomplished in O(n) ﬂoating point operations, where n is the size of the
involved matrix.
Recently, an efﬁcient O(n2) algorithm to compute the eigendecomposition of symmetric tridiagonal
matrices, based on the Q–D algorithm, has been introduced in [2,5,6,10]. A different approach for the
same problem has been described in [1], based on the Rayleigh quotient iteration combined with the
inverse iteration, with an efﬁcient choice of the initial vectors.
The paper is organized as follows. In Section 2 the implicitly shifted QR method is shortly described
together with the way to compute the eigenvectors. In Section 3 a fast procedure to compute and reﬁne
an eigenvector corresponding to a simple eigenvalue is described. The treatment of numerically multiple
eigenvalues and the corresponding eigenvectors is handled in Section 4 followed by some numerical
examples and the conclusions.
3 One step of the implicitly shifted QR method is implemented with n − 1 Givens rotations if the matrix is symmetric
tridiagonal, with 2(n − 1) Givens rotations if the matrix is symmetric semiseparable.
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2. QR method for symmetric tridiagonal and semiseparable matrices
The implicitly shifted QR method is a powerful tool for computing the eigenvalues of matrices. It can
be efﬁciently implemented for the class of symmetric semiseparable matrices and the class of symmetric
tridiagonal ones, and each iteration can be accomplished in O(n) operations by means of 2(n − 1) and
n−1 Givens similarity transformations, respectively [7,9,13]. The nice feature of the QR method applied
to the latter classes of matrices is that the generated matrices belong to the same classes of matrices.
For the sake of simplicity, in this paper we consider only the implicitly shifted QR method applied to
symmetric tridiagonal matrices. Similar arguments can be considered for matrices belonging to the class
of semiseparable ones.
Let
T ≡ T (0)n =
⎛
⎜⎜⎜⎜⎜⎜⎝
(0)1 
(0)
1
(0)1 
(0)
2
. . .
. . .
. . . (0)n−2
(0)n−2 
(0)
n−1 
(0)
n−1
(0)n−1 
(0)
n
⎞
⎟⎟⎟⎟⎟⎟⎠
.
One step of the implicitly shifted QR method can be summarized as follows. Let
G1 =
(
c1 s1
−s1 c1
)
be the Givens rotation such that G1[(0)1 − , (0)1 ]T = [˜(0)1 , 0]T, where  is a suitable shift and let
Gˆ1 =
(
G1
In−2
)
.
The structure of the similar matrix Gˆ1T (0)n GˆT1 differs from a tridiagonal one for the same bulge, due to
the symmetry, in position (1, 3) and (3, 1).
The rest of the algorithm consists of moving the bulges downwards and eventually remove them by
using n− 2 more Givens similarity transformations Gˆi, i = 2, . . . , n− 1, as depicted in Fig. 1. Then we
pose
T (1)n = Gˆn−1 · · · Gˆ1T (0)n GˆT1 · · · GˆTn−1.
The matlab function QRstep performing one step of the implicitly shifted QR-method on symmetric
tridiagonal matrices can be found in the Appendix.
The orthogonal matrix generated by one step of the QR-method is an upper Hessenberg semiseparable
matrix. For instance, if n = 5, the latter matrix looks like
H1() =
⎛
⎜⎜⎜⎜⎜⎝
c1 −s1c2 s1s2c3 −s1s2s3c4 s1s2s3s4c5 −s1s2s3s4s5
s1 c1c2 −c1s2c3 c1s2s3c4 −c1s2s3s4c5 c1s2s3s4s5
s2 c2c3 −c2s3c4 c2s3s4c5 −c2s3s4s5
s3 c3c4 −c3s4c5 c3s4s5
s4 c4c5 −c4s5
s5 c5
⎞
⎟⎟⎟⎟⎟⎠
.
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Fig. 1. One step of the implicitly shifted QR method applied to a tridiagonal matrix. The notation Gˆj⇒ means that the similarity
transformation GˆjAGˆTj is performed, with A the matrix to the left of the latter symbol.
Exploiting the semiseparable structure of H1() the product by a vector can be accomplished in 6n ﬂops.
Of course, H1() does not need to be explicitly computed. It is sufﬁcient to store the sine and cosine
coefﬁcients si and ci, i = 1, . . . , n − 1, into two vectors, respectively. The corresponding matlab
function prodgiv, performing the product H1()x, with x ∈ Rn, can be found in Appendix A.
From a theoretical point of view, it turns out that (1)n−1 = 0 if  ≡ i , i.e., if  is one of the eigenvalues
of T (1)n , also called perfect shift [9]. Moreover, the last column of the matrix H1(i) is the normalized
eigenvector of T (0)n associated to i . Therefore, known the eigenvalue i of T (0)n , the corresponding eigen-
vector can be computed applying one step of the implicitly shifted QR method, choosing the shift equal
to i . Exploiting the semiseparable structure of H1(i) the corresponding eigenvector can be computed
in 2n ﬂoating point operations, by means of a simpliﬁed version of the function prodgiv. In fact, the
last column of H1(i) can be computed as the product of the latter matrix by en, the last vector of the
canonical basis of Rn. Therefore, only 2n ﬂops are needed to compute the latter product, since the ﬁrst
n − 1 entries of en are equal to zero.
Unfortunately, if the last entries of the eigenvector are very tiny, then (1)n−1 could be not small [9] and
the last column of H1(i) could be not parallel to the eigenvector associated to i .
In the next section we show how to overcome this drawback.
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3. “Iterative reﬁnement” for the computation of an eigenvector
In this section, we show how to compute the eigenvector of T (0)n associated to i by using the implicitly
shifted QR approach.
The idea is to iterate the QR method using i as shift. Due to the cubic convergence of the implicitly
shiftedQRmethod, after few iterations, let us say l iterations, |(l)n−1|<tol, with tol the ﬁxed tolerance.
In general, tol is chosen to be equal to (|(l)n−1| + |(l)n |) [9], where  is the machine precision. The
corresponding eigenvector of T (0)n associated to i is given by
Hl(i)Hl−1(i) · · ·H1(i)en. (1)
We observe that the product Hl(i)Hl−1(i) · · ·H1(i) is not explicitly computed. In fact, it is only
necessary to store the sine and cosine coefﬁcients generated at each step of the method. Furthermore,
exploiting the semiseparable structure ofHj(i), j=1, . . . , l, the corresponding eigenvector is computed
in 6lnﬂoating point operations.On average, very few steps of iterative reﬁnement are sufﬁcient to compute
the eigenvector up to the considered tolerance.
4. Numerical multiple eigenvalues
One of the most used methods to compute the eigenvectors of a tridiagonal matrix is the inverse
iterations method. The blemish in this approach is that the computed eigenvectors may not be numerically
orthogonal if clusters are present in the spectrum. To enforce orthogonality the Gram–Schmidt procedure
is used, requiring O(n3) operations in the worst case. At ﬁrst sight, also the proposed method of Section
3 suffers from the loss of orthogonality in the presence of clusters in the spectrum. In this section, we
adapt the method of the previous section to overcome this drawback. Suppose the eigenvalues are ordered
such that,
ij , i < j .
Two eigenvalues do not belong to the same cluster, if the following condition is satisﬁed [4].
Condition 4.1. The eigenvalue  should have an adequate separation from the rest of the spectrum, i.e.,
gap() := min
= | − |tolg,
where  ranges over the other eigenvalues of T (0)n .
A good choice of tolg is 10−3‖T (0)n ‖∞, [4; 14, p. 322]. Therefore, we will say that two eigenvalues
 and  of T (0)n belong to the same cluster if
| − |<tolg.
Without loss of generality, we suppose that a cluster of 2 eigenvalues is present in the spectrum, i.e.,
i ≈ i+1, 1i < n.
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Fig. 2. Algorithm for computing the eigenvectors corresponding to a cluster consisting of {i , i+1}.
The algorithm to compute the eigenvectors corresponding to the eigenvalues belonging to the cluster
is depicted in Fig. 2. The algorithm can be easily extended to a cluster of larger size.
Remark 1. If the size of the cluster is k, approximately O(k2n) ﬂoating point operations are needed
to compute the eigenvectors. In many cases, however, more than one entry in the subdiagonal of the
tridiagonal matrix T (l)n is tiny. Therefore, more than one row and column can be deﬂated from the matrix
reducing considerably the computational complexity (see the numerical examples).
5. Numerical examples
In this section, the proposed method is used to compute the eigenvectors of symmetric irreducible
tridiagonal matrices, supposing the eigenvalues have been already computed in a certain way. There
are many methods to compute the eigenvalues of a symmetric tridiagonal matrix [7,9]. In the following
examplewe consider the values yielded by the functioneig ofmatlab as the computed eigenvalues. The
eigenvectors computed by the proposed method (denoted by eigvp) are compared with those computed
by means of the matlab function eig (denoted by eigvM).
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Table 1
n #I t . maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
50 2.02 9.3030e−02 1.1019e−01 1.0449e+00 3.3765e−01
100 2.24 6.1713e−02 7.6537e−02 2.3864e+00 2.8038e−01
150 2.57 2.0597e−02 4.3215e−02 2.4162e+00 1.3883e−01
200 2.84 4.5924e−02 6.2735e−02 2.8777e+00 2.1381e−01
250 3.11 1.5222e−02 3.8523e−02 3.2206e+00 1.2914e−01
In the next examples, we denote by T the considered symmetric tridiagonal matrix of order n, by ˆi ,
i=1, . . . , n, the computed eigenvalues and by Xˆ=[xˆ1, . . . , xˆn] the matrix of the computed eigenvectors.
The maximum of the residuals,
max
i
‖T xˆi − ˆi xˆi‖2
n‖T ‖2
and the orthogonality factors
max
i
‖XˆTxˆi − ei‖2
n
are computed in order to measure the quality of the computed eigenvectors by the proposed method. In
the following tables, n and #I t denote the order of the considered matrices and the average number of
iterations of the implicitly shifted QR method to compute one eigenvector by the proposed algorithm,
respectively.
The ﬁrst four examples can be found in [2]. In the last two examples, the well-known Wilkinson
matrices and the glued Wilkinson matrices, for different values of n, are considered.
Given the eigenvalues i , i = 1, . . . , n, an orthogonal matrix Q of the QR factorization of a random
matrix of order n generated by the matlab function randn is computed. Thus, the matrix T (0)n is
obtained applying the Householder reduction into tridiagonal form to the matrix Qdiag(1, . . . , n)QT.
All the matrices in the examples are computed in this way, unless otherwise speciﬁed.
We can see that the eigenvectors computed by the proposed method have a behavior similar to those
of the eigenvectors computed by the matlab function eig.
Example 5.1. For this example, the eigenvalues are
i =  + (i − 1), i = 1, . . . , n with  = 1 − 
n − 1.
The eigenvalues are well separated and no clusters are present in the spectrum.
The numerical results are shown in Table 1. The averaged number of iterations of the implicitly shifted
QR method is very low and it slightly increases with the size of the considered matrices.
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Table 2
n #I t. maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
50 2.10 9.1943e−02 1.3489e−01 5.9190e−01 8.3252e−02
100 2.38 6.7323e−02 1.0893e−01 6.3694e−01 6.7644e−02
150 2.59 9.7184e−02 1.1285e−01 7.0963e−01 5.9745e−02
200 2.94 2.7929e−02 7.4577e−02 7.1364e−01 4.1609e−02
250 3.22 5.2895e−02 1.1169e−01 7.8419e−01 4.0424e−02
Table 3
n #I t. maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
50 1.88 5.1777e−02 2.0000e−02 2.0073e−01 2.7508e−01
100 1.90 4.9323e−02 1.5013e−02 2.8044e−01 1.9137e−01
150 1.94 4.7127e−03 1.7893e−03 3.7348e−01 1.9556e−01
200 1.94 5.1156e−03 2.5195e−03 4.6506e−01 1.9910e−01
250 1.98 5.0025e−03 2.0266e−03 6.8008e−01 1.3937e−01
Example 5.2. The eigenvalues of this example are
i = ± ( + (i − 1)), i = 1, . . . , n with  = 1 − 
n − 1,
i.e., the same as the latter one, with the sign chosen randomly. Also in this case no clusters are present in
the spectrum.As expected, the results are very similar to those of the previous example, and are depicted
in Table 2.
Example 5.3. The eigenvalues of the matrices constructed in this example are
i = i · , i = 1, 2, . . . , n − 1 and n = 1.
There is a simple eigenvalue n and the cluster {i}n−1i=1 of size n − 1. Also in this case the cost of
computing the whole set of eigenvectors is O(n2) because, after very few iterations, the norm of the
whole subdiagonal of the tridiagonal matrices generated by the QR method is very tiny (Table 3).
Example 5.4. In this example the Toeplitz matrices of order n are considered,
T (0)n =
⎛
⎜⎜⎝
2 1
1 2 . . .
. . .
. . . 1
1 2
⎞
⎟⎟⎠ .
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Table 4
n #I t. maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
50 1.92 5.2274e−02 1.0127e−01 5.2206e−01 1.0500e−01
100 1.94 3.0002e−02 5.7680e−02 4.7589e−01 6.0098e−02
150 1.98 2.6499e−02 4.5126e−02 8.4123e−01 4.5312e−02
200 2.01 2.7503e−02 3.9267e−02 7.0283e−01 4.3592e−02
250 2.03 1.8502e−02 3.5513e−02 8.6697e−01 3.2414e−02
Its eigenvalues are (see, e.g., [8,11])
i = 4 sin2 i2(n + 1) , i = 1, . . . , n,
with corresponding eigenvectors
xi =
√
2
n + 1
[
sin
i
2(n + 1) , . . . , sin
i(n − 1)
2(n + 1) , sin
in
2(n + 1)
]T
.
The eigenvalues are well separated from each other except those in the neighbourhood of 0 and 4. The
results are depicted in Table 4.
Example 5.5. In this example the well-known Wilkinson matrices [9]
T (0)n ≡ W+n =
⎛
⎜⎜⎜⎜⎜⎜⎝
p 1
1 p − 1 1
1 . . . . . .
. . . p − 2 1
1 p − 1 1
1 p
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where p = 
n/2. Although the matrix is irreducible, the largest eigenvalues are “numerically double”.
For instance, if n = 41 the largest eigenvalues computed by eig of matlab are
40 = 2.074619418290334e + 01, 41 = 2.074619418290336e + 01.
The proposed algorithm does not suffer from the loss of orthogonality although more iterations are
required to compute the eigenvectors corresponding to the “numerically double” eigenvalues, as shown
in Table 5.
N. Mastronardi et al. / Journal of Computational and Applied Mathematics 189 (2006) 580–591 589
Table 5
n #I t. maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
21 2.26 6.7827e−02 8.6703e−02 3.6755e−01 2.5964e−01
41 1.95 1.1677e−01 9.6763e−02 2.2066e+00 2.9851e−01
81 3.23 5.7159e−02 1.0413e−01 7.1695e+00 2.6711e−01
121 4.80 8.1832e−02 7.0302e−02 1.7339e+00 2.2761e−01
161 6.50 7.6940e−02 6.8713e−02 1.0057e+00 2.0665e−01
201 8.42 8.3498e−02 7.0626e−02 1.4580e+00 1.6901e−01
241 10.43 4.7523e−02 3.9518e−02 7.9602e−01 1.5877e−01
Table 6
n #I t. maxi
‖T xˆi−ˆi xˆi‖2
n‖T ‖2 maxi
‖XˆT xˆi−ei‖2
n
eigvp eigvM eigvp eigvM
42 1.45 4.2113e−01 9.9321e−01 2.2523e+01 6.3716e+00
105 1.45 8.0750e−01 9.2957e−01 1.8972e+01 4.2258e+00
210 1.45 7.8312e−01 1.1324e+00 1.0983e+01 3.4728e+00
315 1.47 4.8794e−01 7.5062e−01 9.0341e+00 2.4917e+00
420 1.54 4.8022e−01 7.6561e−01 9.9453e+00 2.4357e+00
525 1.57 3.4735e−01 9.0144e−01 4.7771e+00 2.1117e+00
Example 5.6. In this example the glued Wilkinson matrices [1,9] are considered,
W+21,p =
⎛
⎜⎜⎜⎜⎝
W+21 M
MT W+21 M
.. .
. . .
. . .
MT W+21 M
MT W+21
⎞
⎟⎟⎟⎟⎠ where M = 10
−12e21eT1 .
The results are reported in Table 6.
6. Conclusions
A numerical method for computing the eigenvectors of symmetric tridiagonal matrices is proposed in
this paper. This method can easily be adapted for other classes of matrices, e.g. semiseparable matrices, as
long as a step of the QR method requires O(n) ﬂoating point operations. The eigenvectors are numerically
orthogonal. They are computed in O(n2) ﬂoating point operations, where n is the order of the matrix if
few clusters of small size are present in the spectrum. Even in presence of clusters of large size, the
algorithm often computes the eigenvectors with O(n2) ﬂoating point operations, because more than one
eigenvector is computed at each iteration of the method.
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Appendix A
A.1. Function QRstep
function [, , C, S]= QRstep (, , , n);
% Input:  – the main diagonal of the symmetric tridiagonal matrix
%  – the subdiagonal of the symmetric tridiagonal matrix
%  – the shift used in the current step
% n – the order of the matrix
% Output:  – the new main diagonal of the symmetric tridiagonal matrix
%  – the new subdiagonal of the symmetric tridiagonal matrix
% C – the vector of the cosines coefﬁcients of the Givens rotations
% S – the vector of the sines coefﬁcients of the Givens rotations
% one step of implicitly shifted QR algorithm;
g = (1) − ;
s = 1; c = 1;p = 0;
for i = 1 : n − 1,
f = s × (i);
b = c × (i);
[c, s, g] = Givens(g, f );
C(i) = c; S(i) = s;
if i ∼ =1,
(i − 1) = g;
end
u = (i) − p;
v = ((i + 1) − u) × s + 2 × c × b;
p = s × v;
(i) = u + p;
g = c × v − b;
end
(k) = (k) − p;
(k − 1) = g;
Computational complexity: 12n ﬂoating point operations plus 7n ﬂoating point operations due to the
computation of the Givens coefﬁcients by the function Givens [7].
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A.2. Function prodgiv
function[x]=prodgiv (C, S, x, n);
% Input: C – the vector of the cosines coefﬁcients of the Givens rotations
% S – the vector of the sines coefﬁcients of the Givens rotations
% x – a vector of length n
% Output: x – the vector of the product H1()x
% fast product of n − 1 Givens times a vector x
for i = n − 1 : −1 : 1,
t = C(i) × x(i) − S(i) × x(i + 1);
x(i + 1) = s(i) × x(i) + c(i) × x(i + 1);
x(i) = t;
end
Computational complexity: 6n ﬂoating point operations.
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