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representation of positions we are able to treat two basic movements of the robotic arm: the 'claw'
and the 'swap' movements separately. The main appliance of this part is the nerve theorem, which
helps to establish that under some restrictions the conﬁguration space of such robotic hand has the
homotopy type of S1.
In the second part we investigate systems consisting of multiple hands. This time we are dealing
with hands limited to length one whose positions satisfy the two conditions: each pairwise hand
trace intersection is contractible and the hand intersection graph is a forest. As the local main
result we prove that the fundamental group of such robotic system is isomorphic to the Artin right-
angeled group, where the set of generators is in bijection with the set of all hands and relations
are determined by the intersection graph. The main tool exploited in this chapter is the Seifert-van
Kampen theorem.
Although the results are proven only for some special cases, the thesis introduces methodology
that can drive their generalization further. In the ﬁnal chapter we give a few sophisticated research
directions.
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Preface
In order to get this work accepted the preface wont be published in this official version.
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Chapter 1
Introduction
The topic of this thesis is ’configuration spaces of robotic hands’. We are considering a dis-
crete model of a robotic hand, where every part of the arm can take only a finite number of
positions. In literature there are many continuous models of robotic hands, as an example
we mention [8]. However, because we would like to keep things simple and be able to use
some methods coming from combinatorics, we will be dealing only with discrete hands. It
should also be apparent that the continuous hands can be thought as infinite refinements of
the corresponding discrete models.
In this thesis we will study the topic mainly from the viewpoint of algebraic topology.
Prerequisites for reading this thesis include concepts like CW-complexes and fundamental
groups as well as the Seifert-van Kampen theorem and knowledge how to use notation of
presentation of a group using generators and relations effectively. Having basic understand-
ing of homology theory and construction of the K (pi,1) spaces is recommended, but not
required as we will use such theory only in the examples to break down some of the difficult
parts of the thesis to the reader.
This thesis also contains new research results. We begin with necessary definitions and
theory required for complete understanding of the way they are gained. Later in the work we
present the two new results. Their main significance is to help researches with classification
of the robotic hand system in terms of algebraic and topological invariants of configuration
space. In the final chapter we present some further research directions and a few ideas of
how one could approach them.
To provide some insight, let’s consider two examples. The first example gives the reader
a historical perspective and the second example introduces the reader to the main topic of
this thesis. Topics presented in the latter will be presented in more general and precise way
in the following chapters.
Example 1.1. Cars in the city example:
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Let G be a graph corresponding to a topographical map of some city. This city has cars
which can move in the city, and we further assume that the cars can stop only at the vertex
points. Because the roads of the city are one-sided and narrow, we define that any two cars
cannot use the same road or stay in the same vertex at the same time. One of the possible
movements of a car is illustrated in the picture below:
0
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We would like to figure out how the cars should be moving from their initial positions
to some final positions in an optimal way. To solve this problem we define the following
complex which will later be called a configuration space.
The 0-skeleton of the complex will consist of all possible configurations. In the case there
are 2 cars in the city, there will be mathstuff different positions as we do not identify the
cars. Two positions in configuration space are connected by an edge, when one state can be
achieved from another by moving one car between vertex along some edge. Higher dimen-
sional cells will be formed by executing pairwise commutative actions for the cars illustrated
in the picture below:
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Configuration spaces of graphs were first introduced by Aaron Abrams in his Ph.D thesis [2]
and the theory was later generalized by Robert Ghrist for general robots in his article [3].
The spaces of this type have two important properties. The fundamental group of a
4
configuration space can be embedded in the Artins right-angeled group or so-called graph
group. The complex is locally CAT(0), meaning that the complex has a non-positive
curvature. Those results are of great importance as they give a way to compute the shortest
path in the configuration space in an effective way.
Example 1.2. Robotic hands in plane example:
Consider the following labelling of a lattice, together with the operations as pictured be-
low:
One can modify the position of a hand by performing certain operations on a hand at any
point where it is possible. We would like to figure out how to move time-optimally from one
position to another if we are allowed to perform the defined operations on different parts of
the hand at the same time. To solve this problem we can construct a complex similar to the
one we had in the previous example. The 0-skeleton will consist of all the positions which are
achievable from the initial position. The 1-skeleton will be the transaction graph of the sys-
tem. Generally there will be k-cube connecting the two configurations if one configuration
can be obtained from other by performing k-number of independent actions on different
parts of the arm at the same time.
It was proved by Robert Ghrist in his article [4] that a configuration space of a robotic
arm that is limited to the first quarter of R2-lattice is always contractible. Later a similar
result regarding robotic hands in a box was proved by F. Ardila & al. in their article [5] using
arguments of combinatorics. The latter article provides an algorithm for finding the optimal
way of moving hand from one position to another.
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Chapter 2
Toolbox
In this chapter we define the methods and tools of this study.
2.1 Methodology related to complexes
In this section we will discuss methodology directly related to complexes. It is in order to re-
call the definition of a simplicial complex. Intuitively such complex is constructed as follows:
Let X be some set and letQ be a subset of the power setP (X ), satisfying the condition
(2.1) ∀A ∈Q :∀B ⊂ A : B ∈Q
Then define 0-skeleton to be simply the set X and for every set A of cardinality n in A we
draw a n-dimensional simplex that has the elements of A as its edges. It should be noted
that from the condition 2.1 it follows that face of any simplex belongs to the collections of
simplexes in the simplicial complex. This shows that the simplicial complex defined using
the construction above is well-defined. In the definition below we define important special
case of the abstract simplicial complex:
Definition 2.2. Let U be an open cover of a space X . We define the nerve of the covering
N (U ) as follows: Let the base space beU and define the subcollection ofP (U ) be the set:
{{Ui1 ,Ui2 , ...,Uin } |Ui1 ∩Ui2 ∩ ...∩Uin 6= ;where Ui j ∈U for all i ∈ [n]}.
It is trivial that the subcollection of the power set in the definition satisfies the required
condition as U1∩ ...∩Un 6= ; implies that Ui1 ∩ ...∩Uim 6= ; for any subcollection of {Ui }. We
present the nerve lemma in a more general way than it is usually presented, as it is necessary
for one of the main results of this study.
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Theorem 2.3. Let X be a triangulable space, i.e. space which is homeomorphic to some sim-
plicial complex, and let {Ai } be a finite closed cover of X . Now if every intersection
Ai1 ∩ Ai2 ∩ ...∩ Ain
is either empty or contractible, then X and nerveN (Ai ) are homotopy equivalent.
A proof of this theorem can be found in the survey by Björner, [6], Theorem 10.7.
Remark 2.4. Let4 be some fixed cubical complex. It is important to note that subcomplexes
of a cubical complex4 are closed in the cubical complex. It follows that the theorem 2.3 can
be applied to a cubical complex by defining sets Ai to be some contractible subcomplexes
of4.
Definition 2.5. Let 4 be a cubical complex1, we denote the set of all its vertices as 40. Let
{40i } be a cover of vertex set40. For every i define the following set:
4′i = {s ∈Cells(4) | s∩40 6= ;}
Denote by 4i the cubical complex which is spanned by 4′i . Then cubical cover of 4 over
{40i } is the collection {4i }.
2.2 Algebraic methods
It is necessary to use the notation given in the following definition in order to proof the main
result 4.23 of this thesis using Seifert-van Kampen theorem [2.8]:
Definition 2.6. Let G be a group and let e be its neutral element. The presentation of G using
generators and relations is notation of the form
R =< a1, ..., an |w1, ..., wk >
where the symbols in the notation above have the following meaning:
• symbols of the type ai are formally known as generators. We denote the free group
spanned by symbols of type ai as T ;
• each of wi corresponds to some relation of the form ri = e , where ri is some element
in the group T . Denote the subgroup of T generated by the elements ri as U .
We say that R is presentation of group G , if G w T /U .
1Note that in this thesis we use the4-symbol to denote a cubical complex instead of the usual-symbol.
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Let X and Y be groups presented by generators and relations. In the following lemma we
give a presentation of the product X ×Y using generators and relations.
Lemma 2.7. Let X = {a1, .., an | r1, ..,rq } and Y = {b1, ...,bm | t1, ..., tp } be groups. Denote rela-
tion ai b j a−1i b
−1
j = e by si , j . Then X ×Y can be represented using generators and relations as
follows:
X ×Y = {a1, ..., an ,b1, ...,bm | r1, ...,rq , t1, ..., tp , s1,1..., sn,m}.
Proof. Denote latter group by Z . Define f : X ×Y → Z by setting f (a,b) = ab. We will first
show that the map satisfies the homomorphism property. Let (a,b) and (c,d) be elements of
X ×Y . The claim follows from the equation:
f (ac,bd)= acbd = abcd = f (a,c) f (b,d)
where the second equation follows from the relations, as we have assumed that all elements
of X commute over elements of Y .
We will now prove that the map is well-defined. Denote H , K and U to be the groups
generated by relations of X , Y and Z respectively. Let a ∈ A and b ∈B be arbitrary elements.
Assume that (c1,c2) = (ah,bk), for some (h,k) ∈ H ×K . We will show that f (c1,c2) = f (a,b).
The claim follows from the following equations:
f (c1,c2)= f (ah,bk)= f (a,b) f (h,k)= f (a,b)
where the second equation follows from the homomorphism property.
To prove that f is an injection we need to show that if f ((x, y))= eZ for some (x, y) then
(x, y) = eX×Y . Let t be an arbitrary element spanned by the relations of Z . By definition of
the map f and the elements in the kernel of Z , the element t has to be of the following form:
ri (1)...ri (n)t j (1)...t j (m)
The claim follows from the fact that ri (1)...ri (n) belongs to the kernel of X and t j (1)...t j (m)
respectively to the kernel of Y .
Consider some element z ∈ Z . By assumption z = z ′+U for some z ′, which is element of
X ∪Y . Now, by using the relations of the type si , j we can decompose this element to be of
form X +Y . It follows that f is a surjection and thus f is an isomorphism.
2.3 Topological methods
In this section we discuss methods releated to topology. We begin by introducing the Seifert-
van Kampen theorem, which is the most important tool in the second part of this thesis.
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Theorem 2.8. Seifert-van Kampen Theorem (Hatcher edition). Let (X , x0) be a base pointed
topological space and let {Aα}α∈I be an open cover, which satisfies the following conditions:
• x0 ∈ Aα for all Aα;
• every intersection of form Aα∩ Aβ∩ Aγ is either empty or path-connected.
Now denote the fundamental groups pi1(Aα) using generators and relations as follows:
< gα,1..., gα,nα | rα,1, ...,rα,mα >
and denote by iα : pi1(Aα) → pi1(X ) the map induced by inclusion of corresponding spaces.
Now the fundamental group has the form: pi1(X ) =< G ,R >, where G and R are defined as
follows:
G = {gα,k | gα,k ∈ Aα for some α ∈ I }
R = {rα,p | rα,p ∈ Aα for some α ∈ I }∪ {iα(w)∗ iβ(w)−1 = e |w ∈ Aα∩ Aβ for some α,β ∈ I }
The proof of the theorem above can be found in Hatchers [1], section 1.2, page 43. Next
we introduce definitions of bolding. It is important to note that when using the Seifert-van
Kampen theorem we require every element of the cover to be open.
Definition 2.9. Let (X ,d) be some metric space and let p : [0,1]→ X be some path. Then an
²−bolding of the path is the following subspace of X :
Bold²(p)= {x ∈ X | d(x, tr(p))< ²}.
Definition 2.10. Let A be some subspace of X . We denote its interior points by:
int(A)= {x ∈ X | x ∈U ⊂ X for some open set U }.
2.4 Graph section
In this section we introduce two definitions releated to graphs that will be used in the robotic
systems specification.
Definition 2.11. A labeling function c, or just labeling of a graph G over a set A is a mapping
c : Vertices(G )∪Edges(G )→ A.
Definition 2.12. Let G be a graph and let f be its labeling over X . The trace over x ∈ X is the
following set:
Trace( f , x)= {z ∈Vertexes(X )∪Edges(X ) | f (z)= x}.
When using {0,1} as our labeling set, we denote simply Trace( f ) the trace of color 1.
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Chapter 3
General robotic hand systems
In this chapter we will first present the definition of a robotic arm system in the plane, and
further as the main result we prove that under some limitations the configuration space of a
single hand robot has the homotopy type of S1. Let’s begin with a precise definition for the
robotic hand configuration space.
Definition 3.1. The lattice graph L(R2) on real plane R2 is an infinite graph, defined as fol-
lows:
• vertex set: {(n,m) | (n,m) ∈Z2};
• edge set: {{n}× [m,m+1] | (n,m) ∈Z2}∪ {[n,n+1]× {m} | (n,m) ∈Z2}.
We say that a path is non-self-intersecting if it visits each vertex at most once.
Definition 3.2. Let (i , j ) and (u, v) be some points in R2. We define path (i , j )→ (u, v) to be
a straight line from (i , j ) to (u, v).
Definition 3.3. LetC = {n, w,e, s} be the set of cardinal directions, where the letters have the
following meaning:
• n(i , j ) : (i , j )→ (i , j +1) , s(i , j ) : (i , j )→ (i , j −1);
• e(i , j ) : (i , j )→ (i +1, j ) , w(i , j ) : (i , j )→ (i −1, j ).
When the start point of the system is obvious we denote such path simply by the first letter.
Let ai be some elements of set C and let x0 be some point in Z2. We denote by (a1, ..., an) a
path, where we begin from the base point x0 and then follow the directions ai .
10
North direction
South direction
East directionWest direction
We say that directions are adjacent if they are connected by an edge in the graph above.
Definition 3.4. Let A = {αi } be a collection of non-self-intersecting paths in L(R2). We say
that A forms an admissible position in the robotic space if αi doesn’t intersect α j at any
point for all i and j in the collection. Given some path a1, ..., an one is potentially allowed to
perform the following actions:
• claw movement: Modify the end of the path in the following way:
a1, ...ak , ak+1, ..., an ↔ a1, ...ak , ak+1, ..., a′n ,
where a′n is one of the adjacent direction of an ;
• swap movement: a1, ...ak , ak+1, ..., an ↔ a1, ..., ak+1, ak , ..., an .
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It is allowed to make an action on the robot if the modified collection of paths forms an
admissible position.
Example 3.5. Consider the following example. We have 3 hands with lengths 11, 6, 4, respec-
tively, and base points as illustrated in the image below:
Definition 3.6. LetA be a collection of robots ri with base points bi and lengths li . Let G be
a collection of all admissible paths spanned by the robotic system A . Configuration space
of such robotic system is an abstract cubical complex formed in the following way:
• take all the admissible position from collection G as 0-skeleton;
• any two position which differ by just one action will be connected by an edge and will
generally form 1-skeleton of the cubical complex;
• the k-skeleton will consist of the following k-cubes: For every two admissible positions
a and b which can be obtained from each other by performing k operations simulta-
neously on distinct parts of the system we draw k-cube, which has the following set as
its vertex set:
{r |N (a,r )≤ k}
where N (x, y)≤ c means that position x can be obtained from position y by performing
c or less operations.
3.1 Classification of positions
In the current and the following section we assume that our robotic system consists only of
one hand.
We start by introducing some new notations. We do that with intent to break elementary
changes in position into the claw and the swap movements which are investigated sepa-
rately.
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Definition 3.7. LetM be a collection of strings over an alphabetA . Denote by C mk {a1, ..., an}
all the substrings of the elements inM which start from the position k and end in the posi-
tion m consisting only of letters ai for i ∈ [n]. In case where the bounds m and k are known
we remove the subscripts to denote such set as C {a1, ..., an}.
In our use caseM will be the set consisting of all the admissible positions of some robot
and the alphabet A will be the set of cardinal directions S . It is not hard to see that every
position ofSn can be represented by alternating concatenation of strings of type C
mi
ki
(n,e, s)
and C
m j
k j
(n, w, s).
Definition 3.8. Define the following reduced representation of robotic systems:
• for every position of the type C miki (n,e, s) we will remove the "e" letters and write the
leftover simply as the sequence a1a2, ..., an , where each ai ∈ {n, s}. The construction
for the set C
m j
k j
(n, w, s) will be done in a similar manner, but instead of removing the
letter "e" we remove the letter "w";
• recall that every position can be written as an alternating string concatenation
C m1k1 (n,e, s)∗C
m2
k2
(n, w, s)∗ ...∗C mnkn (n, w, s)
Using the construction above and letter "|" as concatenation symbol we obtain the
following notation:
a1, ..., an1 |an1+1, ..., an2 |...|anm−1 , ..., anm
Example 3.9. Consider the following example:
The hand has clearly form of C (n,e, s)∗C (n, w, s). The part C (n,e, s) is colored with red color
and part C (n, w, s) with blue color respectively.
We should note the following trivial facts about the interplay of the notation with the claw
movement. In the following two lemma we denote the types of robotic system simply by
α=α1, ...,αk , where αi ∈ {s,n, |}
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Lemma 3.10. The swap movement preserves the form of the sequence with the following ex-
ceptions. Assume that αt = "|" for some index t .
• In caseαt−1 has the same type as at+1, we may make the following exchanges: αt−1 ↔αt
and αt ↔αt+1;
• in case αt−1 has the same type as αt−2, we may swap αt with αt−1;
• in case αt+1 has the same type as αt+2, we may swap αt with αt+1.
Respectively the notation synchronizes with the claw movement in the following way:
Lemma 3.11. Every time claw movement is applied the type will change in one of the following
ways:
• if αk 6= | we may: remove αk , add any of the symbols "s","n" to the end of sequence and
in case αk−1 =αk we may replace αk with symbol |;
• else if αk = | we may: add any of the symbols "s","n" to the end of the sequence and in
case αk−1 =αk−2 we may replace |with copy of symbol αk−1.
3.2 Theorems
In the following two sections we will be proving results related to the claw and the swap
movement.
3.2.1 Claw movement
Definition 3.12. Let G be a n-colored forest, i.e a graph which has no cycles, via function
c : Edges(X )→ [n]. Define the collectionT as:
{{x, y, z} | x, y, z ∈ Edges(G ),c(x) 6= c(y),c(x) 6= c(z) and c(y) 6= c(z)}
LetA be a subcollection ofT . Define the simplicial complexS (G ) as follows:
(1) 1-skeleton will be exactly the graph G considered as simplicial complex;
(2) for every triple in the collectionA we draw edges between all the points in the set and
construct the 2-cell spanned by the points.
We say that a simplicial complex is of type (T ) if it is obtained from Definition 3.12.
Example 3.13. As an example of such graph G consider a picture of some 3 coloring:
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Lemma 3.14. Every path component of the (T )-type simplicial complex is always contractible.
Proof. To make proof more intuitive we will proceed with this lemma using explicit defor-
mation maps. Because we assumed that the graph G is a forest, each of its connected com-
ponents is a tree. We pick an arbitrary vertex r ∈ vertices(C ) and make it the root of our tree.
Assume first that our tree has only one layer. In this case the complex consists only of a single
vertex and thus is trivially contractible.
Assume then that a complex spanned by a tree having n−1 layers is contractible. LetR
be a complex spanned by a tree having n layers. We show thatR is contractible by reducing
number of layers inductively. Let p be some vertex on the layer n−1. Let Wp be a simplicial
complex of type (T ) spanned by p and its children. Define map
H :Wp × [0,1]→Wp |H(d , t )= t ∗d + (1− t )∗p
We lift every leaf vertex a ∈ Vertices(Wp ) \ {p} upwards to the root p by using map H . By
Definition 3.12 for any children edge (a,b) there exists triangle as pictured below:
p
a b
d
The triangle is contracted into its root by the map H as pictured above. Because any triangle
is closed and the intersection of two triangles of Definition 3.12 is a boundary which is closed
as well the map is well-defined due to the gluing lemma.
By repeating such operation on all the points in layer n−1 the bottom layer is completely
contracted resulting in a graph having n−1 layers. Such graph yields a contractible complex
by induction.
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Definition 3.15. Recall the claw movement on canonical representation of robotic hand as
described in Lemma 3.11. Define the graphX to be a graph whose each vertex corresponds
to some string spanned by symbols "n","s","|", with restriction that there is one of the sym-
bols of "n" or "s" before every symbol of type |. For any two strings which can be obtained
from each other by performing the claw movement we draw an edge. It is relatively easy to
see thatX is a tree. We assign ; to be its root.
The next picture represents the tree’s first layers:
;
ns
snss ns nn
nss nsnsnnsns nns nnn n|ssnssss|
One should note that every vertex has at most three children.
Lemma 3.16. Technical detail: the cubical cover of positions of two types:
• a1, ..., ak , s, | and a1, ..., ak , s, s, s;
• a1, ..., ak ,n, | and a1, ..., ak ,n,n,n.
has always empty intersection.
Proof. The claim holds true by observing simple geometry of the robotic hand. It can be
seen that the distance between the two position is at least 3. The cubical cover detects all the
positions within the distance 1 and thus they will not intersect.
Theorem 3.17. Fundamental theorem of the claw movement: let U be a finite connected
subgraph ofX . Define the root of the tree to be the element on the lowest layer in respect to the
orientation inherited from the original graph (earlier we defined its root to be;). We form the
cubical cover over the vertex set of U and assume that the following claims are satisfied:
(1) the cubical element corresponding to each vertex in the graph is a disjoint union of con-
tractible spaces;
(2) for every vertex v ∈ Vertices(U) letBv be set of its children. Let graph Gv be obtained as
follows. As the vertex set we pick all the path components (in the cubical representation)
belonging to either Bv or the vertex v. We draw an edge between two vertices if they
have a non-empty intersection in their cubical representation;
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(3) assume that every Gv is a forest and intersection of cubical elements corresponding to
any two vertices a and b which are connected by an edge is contractible.
Then every path component of the configuration space spanned by all the vertices of U is con-
tractible.
Proof. This claim will be proven by induction over the length of the tree. Clearly when the
graph has zero length we are dealing only with the root which by definition consists of con-
tractible components.
Assuming that a graph of n − 1 length satisfies the claim we will show that every graph
having length n does so as well. Let Y be a graph having n layers. Let v be its root. By the
induction assumption a subgraph rooted from every a ∈Bv is disjoint union of contractible
spaces. We will now apply the nerve lemma to all the path components of the cubical com-
plexes corresponding to vertices in Bv . It should be noted that the lemma can be applied,
because all the essential intersections are contractible.
Now the goal is to show that the nerve complex will be of type (T ), which is contractible.
Define the collection A to be all the triples of the vertex set which have a common non-
empty intersection in their cubical representation. It should be noted at this point that fol-
lowing from Lemma 3.16 and the fact that at most 4 distinct vertices may have non-empty
common intersection there are no larger cells than those which are of dimension 2. The
claim holds true by the assumptions (2) and (3) of the theorem.
3.2.2 Swap movement
Using the notation developed in this chapter we separated claw movement from the swap
movement. In the sections above we prove that the complex is contractible as long as the
swap and the claw movements satisfy certain properties. In this section we will ascertain
that some subgraphs ofX satisfy required conditions.
Definition 3.18. The cubical interpretation of subgraph G of L(R2) is the following cubical
complex:
• the 1-skeleton is determined by the graph structure of G ;
• for every cycle of type (i , j )− (i , j +1)− (i +1, j +1)− (i +1, j ) we fill the interior.
Lemma 3.19. Let G be a connected subgraph ofL (R2), with condition that is is contractible
in cubical sense . Let p be a path between points a,b ∈ Vertices(G ), which consists only of
two cardinal directions. LetR be the robotic system spanned by the position p and the swap
movement. Then the configuration space ofR is contractible.
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Proof. The proof done by induction. The picture below displays a path p and some subgraph
which satisfy the assumption in the lemma.
By symmetry we may assume that our hand consists of movements e and n as in the pic-
ture above. Induction is done over the distance from the end point. At step 1 there are at
most two possible ways of archiving the endpoint. There are no actions, as we defined our
only action to be the swap action (which has a natural requirement on the hand length to be
at least of 2). Assume now that the configuration space of the hand having m vertices is con-
tractible. We will prove that a hand having m+1 vertices is contractible. Let the start point
be m+1 links away from the end point. The next four possible cases needs to be considered:
• there exists position of the form n, a1, ..., am and of the form e,b1, ...,bm ;
• there exists position only of the form n, a1, ..., am ;
• there exists position only of the form e,b1, ...,bm ;
• there are no connections.
In the last case the complex will be empty and the two intermediate cases are trivially homo-
topy equivalent to the configuration space of a robot having n links. Thus the only interesting
case is the first one. We form cubical cover {C1,C2} over the position types n, a1, ..., am and
of e,b1, ...,bm . Because we assumed that the graph is contractible in cubical sense, the inter-
section C1∩C2 is not empty and it has a form of e,n,c2, ...,cm , which is contractible by the
induction assumption.
Definition 3.20. For a robotic system of type
R = a1, ..., am |am+1, ..., an .
We fix robotic system and define the following concepts:
• the letters e and w in the system will be called resources of the system. One should re-
call that the resource e is being used between symbols ai when i <m and respectively
the resource w is used when i ≥m;
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• denote by [w] and [e] the indexation over all the letters w and e. Define total order on
the set [w]∪ [e] as ∀x, y ∈ [w]∪ [e] : x < y iff x comes before y in the standard notation.
Let f : [w]∪ [e]→Z function defined as follows: for every x ∈ [w]∪ [e] let s(x) be a set
containing all the letters ai which are before x. Then
f (x)= ∑
t∈s(x)
X (t ,"n")−X (t ,"s")
whereX is a characteristic function retrieving 1 when the characters equal and 0 oth-
erwise;
• for every link x ∈ [r ]∪ [l ] define the following operators:
– next(x)=min{t ∈ [r ]∪ [l ] | t > x and f (t ) 6= f (x)};
– prev(x)=max{t ∈ [r ]∪ [l ] | t < x and f (t ) 6= f (x)};
• we say that a resource x ∈ [r ]∪ [l ] is in locally maximum position if
f (prev(x))< f (x) and f (next(x))< f (x).
Conversely a resource is in a locally minimum position if the inequalities of the equa-
tion hold in other way;
• let T be a collection of all the critical positions. Define a function h : T → Z, h(z) =
f (az) where az is the first resource in the critical position;
• we say that a configuration is normalized if every resource is in critical position. We
say that a configuration is reduced if every maximal position in the first half of the
sequence contains only a single resource and every minimal position in the second
half of the sequence also contains only a single resource;
• we call the part a1, ..., am which comes before "|" the first half of the sequence. The part
am+1, ..., an after "|" will be called the second half of the sequence.
The definitions below are written for the case where the second part is on top of the first
part. The case where the second part is under the first part is symmetric. From now on we
will always make such assumption.
Lemma 3.21. Every path component of the robotic system of typeR is determined by normal-
ized configurations.
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Proof. Assume that the local maximums of the first part are indexed by {i1, ..., ip } and the
local minimum of the second part by { j1, ..., jq }. By the definition every critical position con-
tains atleast one resource. For every index ix or jy we pick some resource in the position
determined by index and denote either by ex or wy .
Pick arbitrary two adjacent resources wv and wv+1. Our goal is to show that it is possible
to turn up and straighten the path as below:
This is almost a direct implication of Lemma 3.19. Denote by G ⊂ L(R2) the graph consisting
of all the possible routes through north. It is clear that the graph G is contractible in cubical
sense. Following from Lemma 3.19 we know now that such positions are in the same path
component. By the same argument we are able to turn down the path between eu and eu+1.
The claim holds now, because we are able to perform such operation separately on each
interval.
Definition 3.22. Let p be some normalized configuration. Hill notation of p is sequence
q1, ..., qn , p1, ..., pm
where elements qi are indexed by critical positions of the first half and pi by the critical
positions of the second half respectively. Each of the sequence elements xi ∈N \ {0} denotes
the number of resources in that particular position.
Definition 3.23. Define the normalized robotic system Q corresponding to robotic system
R in the following way:
• all the admissible states are the normalized states ofR;
• let (q1, ..., qn , p1, ..., pm) be some state denoted by hill notation. Define first actions for
the first part of the sequence:
– when qi > 1: (q1, ...qi , qi+1, ..., qn)↔ (q1, ...qi −1, qi+1+1, ..., qn);
– when qi > 1: (q1, ...qi−1, qi , ..., qn)↔ (q1, ...qi−1+1, qi −1, ..., qn);
For the second part of the sequence the actions are defined correspondingly;
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• the configuration space will be defined as in the case of the general robotic hand sys-
tem.
Definition 3.24. The choice of a legal hill component of the systemR is the following sub-
space of the configuration space of such system: denote byA the set of all the critical posi-
tions of the first part and byB the set of all the critical positions of the second part accord-
ingly. We index elements in both sets by their lowest x coordinate in the R2 plane. Denote
their indexations by I = {i0, i1, ..., iα} and J = { j1, ..., jβ} respectively, where i0 is just dummy
element having x coordinate−1. Let h∗ be a modified function in a way where h∗(x)=∞ for
x ∈ {i0, iα} and h∗(x)= h(x) for all the other x. An interval sequence xt is defined as follows:
for every jt pick some pair iu < iv for which following claims hold true:
• ∀iz(iu < iz < iv )⇒ h∗(iz)≤ h∗( jt )
• h∗(iu)> h∗( jt )
• h∗(iv )> h∗( jt ).
We say that an interval sequence (xt ) is a legal hill component of system R if there exists a
position in a configuration space of the system R which satisfies the condition that every
critical point jt is in the interval defined by sequence element xt .
Example 3.25. Consider the following two configurations
Clearly one cannot transform one position into another through swap movements.
Example 3.26. Imagine a situation where two hands which are only allowed swap move-
ments have a non-empty intersection in their trace as pictured below:
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It can be proved that such configuration is contractible by showing that the trace of the blue
hand is contractible for any choice of position of the red hand. Intuitively the deformation
retraction will be defined to deform the red hand to minimal position (position where it has
no intersection with trace of the blue hand) over all the positions of the blue hand and after-
wards deforming the blue hand to some specific position.
Methodology applied in the proof of the following theorem is similar to Example 3.26.
Since the proof is too long for the thesis and it will not be referred from elsewhere of the
work we give only an implicit variation of it (and deduce its simplified version later):
Theorem 3.27. Every choice of a legal hill component of system of the typeR is contractible.
Idea of proof.
The theorem will be proved by repeated application of the nerve lemma. Fix some le-
gal hill component (xi ) and fix the position of the "|" letter in a1, ..., an |b1, ..,bm . Afterwards
proceed as follows:
(1) denote by T set of all the configurations of the first part which satisfy the property
that there exists some legal configuration of the second part satisfying the interval as-
sumption. We will show that T is contractible when considered as a subspace of the
normalized systemQ. This will be done by induction:
(a) in the first step we prove that when we fix all the other columns expect the column
corresponding to the local maximum with the lowest x coordinate we obtain a
contractible configuration space;
(b) we prove the general claim using induction. We assume that the configuration
space of the system when every other column except n−1 first columns are fixed
is contractible and prove that the claim holds for n free columns;
(2) fix some configuration of the first part c ∈T ;
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(a) we show that the set of all the available positions of the second part H is con-
tractible when the first part is in position c;
(b) we show that for every fixed d ∈H all the available configurations of the first part
comprise a contractible set;
(3) finally we show that by gluing complexes corresponding to adjacent locations (when
ordered by its y coordinate) of the symbol "|" we obtain a contractible complex.
Alexander Engström once said that usually when something is contractible it can be intu-
itively described with how the deformation map would look like. In an example below we
give illustration to the deformation used in the Theorem 3.27.
Example 3.28. Intuitively we perform the following operations:
(1) contract red and blue parts to the normalized configuration;
(2) order all the maximums of the first part and the minimum of second part of the se-
quence by their x coordinate;
(3) move columns corresponding to the critical points one at the time in order defined in
(2) to their rightmost position.
We will prove the simplified case of the theorem above.
Corollary 3.29. A system of the type a1, ..., an without "|" symbols is contractible.
Proof. Assume first that the system consists of two critical points, starting with a single lo-
cal minimum and ending with a local maximum. The claim follows directly from Lemma
3.19. We assume now that the claim holds for the system consisting of n critical points. By
symmetry assume that we start in a local minimum and are going towards a local maximum.
Assume that we start at coordinate 0 in x-axis. The path reaches its maximum at x ∈ [0,m]
for some fixed m. We form the cubical cover {C (i )} over the following sets:
S(i )= {Hand reaches a local maximum first time at coordinate i }
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Every set C (i ) consists of two parts: the first part which is a ladder and the rest. The ladder
part is contractible by the Lemma 3.19 and the second part is contractible by the induction
assumption. Since the parts are independent the set C (i ) is contractible for all i . It is easy
to see that C (i ) has at most two non-empty intersections with sets C (i −1) and C (i +1). By
similar argument as used in proving that C (i ) is always contractible we prove that C (i )∩C ( j )
is contractible as well. Thus by using the nerve lemma we gain that the whole complex is
contractible.
Remark 3.30. In the next section we will use some facts about configuration space of robotic
system of type a1, ..., an where we have requirements for last letter an . The state complex of a
system when an is allowed to take only cardinal directions which are adjacent to each other
is contractible which is proved identically to Corollary 3.29.
3.2.3 Consequences
We will now summarize the main results of this chapter. Our goal is to prove that a robotic
arm which can move freely around itself has homotopy type of S1. However, we were able
to prove this only in some special casese. Recall that in this chapter we classified the posi-
tions of robotic hands using alternating concatenations of C (n,e, s) and C (n, w, s). Its vertical
variation can be defined as follows:
Definition 3.31. The vertical variation of the standard notation is an alternating concatena-
tion using C (e,n, w) and C (e, s, w). Instead of using e and w as resources we use s and n.
Respectively, instead of making hills over s and n we make hills over e and w .
Definition 3.32. We define system of type T to be a system for which we allow positions of
type C (n,e, s), C (e, s, w), C (n,e, s) and C (n, w, s).
Lemma 3.33. Every system of type C (a1, a2, a3) is contractible when both the claw and the
swap are allowed.
Proof. We provide proof only for the case C (n,e, s) as all the other cases are symmetric. The
complex generated by the swap movement is contractible by Corollary 3.29. For claw move-
ment consider subgraph H of X spanned by positions C (n,e, s). Clearly the graph is con-
nected and every position corresponds to a contractible space. Let a1, ..., az be an arbitrary
position, where ai ∈ {n,e, s}. All the interesting intersections are of the following types:
(1) a1...az−1n ↔ a1...az−1e is possible when az−1 6= s;
(2) a1...az−1e ↔ a1...az−1s is possible when az−1 6= n;
(3) a1...az−1n ↔ a1...az−1s is possible only when az−1 = e.
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Following from the argumentation of Remark 3.30 all the configuration spaces spanned by
the elements described above are contractible. Hence Theorem 3.17 establishes the claim.
Corollary 3.34. System of type C (a1, a2) is contractible.
Proof. This claim is proved almost exactly as Lemma 3.33. We will instead use Lemma 3.19
to show that a complex spanned only by the swap movement is contractible. Using the same
argumentation as in the Lemma we are able to apply Theorem 3.17 which establishes the
claim.
Theorem 3.35. Robotic system of typeT has homotopy type of S1.
Proof. Our goal is to prove that we obtain the following complex:
C (w,n,e)
C (w, s,e)
C (n,e, s)C (n, w, s)
First of all by Lemma 3.33 we know that each of the systems having type C (a1, a2, a3) is con-
tractible. An intersection between two such spaces C (a1, a2, a3)∩C (b1,b2,b3) equals to a
space C (d1,d2) which is contractible by Corollary 3.34. Thus the claim follows from the nerve
lemma.
Remark 3.36. Using machinery developed in sections 3.2.1 and 3.2.2 similarly to Theorem
3.35 it can be proven that space consisting of an union of the following four parts has homo-
topy type of S1:
• Space C (w,n,e)∗C (w, s,e);
• Space C (w, s,e)∗C (w,n,e);
• Space C (n,e, s)∗C (n, w, s);
• Space C (n, w, s)∗C (n,e, s).
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3.3 Motivational example
Example 3.37. Motivational Example: LetR be a robotic system consisting of two hands of
length 6. First consider the situation where the hands have a significant from each other as
illustrated below:
It is clear that the hands do not have an intersection point. Thus the state complex will
be simply product of the two state complexes corresponding to the hands. By the previous
theorem we know that a single hand which is moving freely around its axis has homotopy
type of S1. It follows that their product will be homotopy equivalent to torus S1×S1.
In the picture below we illustrate the situation where we bring the hands closer to each
other, so that they have a single intersection point.
The configuration space of the situation can be thought as a torus where we have removed a
contractible set corresponding to the intersection point. It can be observed that such com-
plex is homotopy equivalent to one point union S1∨S1.
However, this is not always the case, as by removing the edge corresponding to the in-
tersection point we lose connection to some branch in the tree. In this case the intersection
point will create a hole in the space, which will result into new generators in the fundamental
group of the space.
One can make the configuration space arbitrarily complicated, by moving the hands even
closer, as illustrated below:
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We can observe that both robotic systems, marked blue and red, respectively, have done U -
turns. The intersection point of the described configuration will create a hole in the space.
We obtain a non-contractible path by first rotating both heads of the red hand and the blue
hand, respectively, to north. Then by rotating the hands back to their initial positions we
observe that this movement creates a singularity, which is detectable by the fundamental
group operator.
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Chapter 4
Robotic system of length 1
In this chapter we give an alternative approach to this research area. Throughout the both
sections we discuss robotic systems that have no predefined geometrical structure, but have
only a single moving arm each. The whole Section 4.2 is devoted to the second main theorem
of this thesis, which states that the fundamental group of configuration space of the robotic
system defined in Section 4.1 has under special conditions discussed later isomorphism type
of Artins right-angeled group.
4.1 Theory
First we need to recall the definition of a torus considered as a cubbed complex and then
proceed by giving some motivational examples.
Definition 4.1. Cubbed structure of n-torus is the following space:
[0,1]n/R
where R is a relation spanned by all the elements of the form
(a1, ..., am = 0, ..., an)v (a1, ..., am−1,1, am+1, ..., an)
In other words, we are identifying all the opposite faces of the n-cube.
Definition 4.2. Let< be a total order on a finite set X . We define the following two functions:
• Succ : X → X : Succ(x) returns the minimum element of the set {y ∈ X | y > x}. In case
the set is empty ,the function Succ(x) returns the minimum element of X ;
• Decc : X → X : : Decc(x) returns the maximum element of the set {y ∈ X | y < x}. In
case the set is empty, the function Decc(x) returns the maximum element of X .
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Example 4.3. Consider the following robotic system of 3 hands:
x y z
We consider the configuration space of this robotic as a subspace of a cubed n-torus, where
each axis of the cube corresponds to the rotation of the respective hand. Because there are
exactly four different positions for each hand, each axis will be refined into four parts split
by vertices each corresponding to one of the cardinal directions. By removing the disabled
positions, i.e. the positions where the hands can intersect, we obtain the following subspace
of a cube. The area removed is colored with orange color as illustrated in the picture below:
It should be noted that unlike the coloring might suggest, the boxes which are being removed
are 3-dimensional, meaning that they are of the form [a1, a2]× [b1,b2]× [0,1].
We will proceed by describing the fundamental group of the configuration space in an in-
tuitive manner. We will present the explicit calculations later in the text, as they are not nec-
essary for the understanding of these motivational examples. We will fix the base point to be
the state where every robot is facing north. Because the space is embedded in the torus, we
find three generators, each corresponding to the rotation of a single hand. It is later proved
that there are no other generators, and that the only relations in the group will be relations
of type ab = ba, each occurring for generators a and b which have no intersection points. It
is observed that in this case hands x and z can move freely when y is stationary. Thus we will
have commutativity relation between x and z. The group of this type is commonly referred
in the literature as the Artin’s right-angled group.
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Unlike in the case of a torus, the homology groups of the space are not determined by the
fundamental group. We denote the configuration space by X . By using computer or Mayer-
Vietoris sequences we obtain that the homology groups of the space are the following:
H0(X )=Z , H1(X )=Z3 , H2(X )=Z2
Let Y be a configuration space of the following robotic system:
x
y z
It will be proved later that the configuration space where the hands were positioned in the
row has exactly the same fundamental group as space X . However, unlike in the previous
case the area which is being removed is connected. It is now possible to deform the space to
K (pi,1) space of Artins group. The homology type of such space is calculated in [7] and it has
the following type:
H0(Y )=Z, H1(Y )=Z3, H2(Y )=Z
It follows directly from this argument that spaces X and Y cannot be homotopy equivalent,
even thought they have the same fundamental group. In this chapter we will mainly focus on
computing the fundamental group of robotic hand systems which only have hands of length
one.
Definition 4.4. Let n ∈N, then star graph of n elements Sn consists of the following ingredi-
ents:
• vertex set {m, a1, ..., an};
• total order < on set {a1, ..., an}, i.e. orientation;
• edge set, which has the form of {ma2, ...,man}.
We define operator M to be an operator which retrieves the middle link m of the star graph
complex.
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Example 4.5. For intuitive example, consider the following star graph consisting of 6 vertices
together with canonical ordering a1 < a2 < a3 < a4 < a5. The graph can be pictured as done
below:
m
a1
a2
a3
a4
a5
Definition 4.6. Regular star complex over m cells is the following graph construction:
• letA = {S1n1 , ...,Smnm } be collection of some star graphs. Denote graph obtained by dis-
joint union unionsqi∈[m]Sini as G ′;
• for every Sini we have a set Bi ⊂ Vertices(Si ) \ M(Si ) and a symmetric relation R on
B = ⋃i∈[m]Bi , satisfying the following condition: For every star graph i and every
element x ∈Bi there exists unique t belonging to one of the elements of a set {B j } j 6=i
for which (x, t ) ∈R;
• we define the star graph complex to be
G =G ′/R.
In other words, we take G ′ and make identifications on it as defined by relation R.
Example 4.7. Let G be the graph as illustrated in the picture below:
m2
a1a2
a3
a4 a5
a6 m3 b2
b1
b3
m
c1
c2
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Define the vertex set of star graphs in the following way:
S13 = {m,c1,c2,c3}, S26 = {m2, a1, a2, a3, a4, a5, a6} and S34 = {m3,b1,b2,b3,b4}
and define setsB1 = {c3},B2 = {a3, a6} andB3 = {b4} and make the following identifications:
a3 v c3 and a6 v b4. Clearly, graph G decomposes into star graph complex spanned by sets
Si and relations spanned byBi .
Definition 4.8. We say that the star complex has rest point, if Bi 6= Vertices(Si ) \ M(Si ) for
all i or, in other words, there exists a distinct collection of vertices, each belonging to unique
Sini
It is clear that in the previous example 4.7 we had a rest point. For example, one can pick
(c1, a1,b1) as a rest point.
Definition 4.9. Let G be a graph of a n-star complex. A general one-handed robotic system
over G consists of the following ingredients:
• a graph which is a star graph complex with some decomposition {S1n1 , ...,S
m
nm };
• admissible set A of {0,1}-labellings of the graph, which is spanned by the following
elements: For every star graph Sini we pick one boundary vertex xi in such way that for
all i , j we have (xi , x j ) ∉ R. We label all the xi together with the edges xi M(Sini ) with
the color 1 and everything else with the color 0;
• actions defined on set A : For every star graph Sini we have two actions which can be
performed as long as the result is an element of the set A . Action ri on a vertex x is
spanned by function succ acting on the orientation of vertex set of robot Sini , in the
way where we color x and xM(Sini ) to 0, as well as succ(x) and succ(x)M(S
i
ni ) to 1.
Respectively we have action li with is defined in the similar way, with exception that
instead of using function succ we use function decc, which does exactly the same thing
but in the opposite direction.
Such robotic system with n number of robots will be denoted simply by Tn .
For this system we define a state complex in a similar manner as we did in the previous
section for the case where the hands existed in R2 plane.
Definition 4.10. Configuration space of a robotic system Tn is the following cubical complex:
• vertex set is defined to be the set of all admissible labellings of the robotic system;
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• 1-skeleton is just transaction graph spanned by the actions;
• n-cubes are spanned by consecutive actions a j1i1 a
j2
i2
...a jnin of length n, where each of a
ji
is either a functor r or l and every index ji corresponds to a distinct hand.
Example 4.11. At this point the reader should recall how the graph G defined in Example
4.7 looked like. In this example we will construct a concrete robotic system on graph G .
Consider a following position of the robotic system:
m2
a1a2
a3
a4 a5
a6 m3 b2
b1
b3
m1
c1
c2
In the picture above we are using pink coloring to denote nodes which are labeled with the
color 0 and dark green to denote the nodes labeled with the color 1. At this point we recall
that the orientation corresponding to each star graph complex was spanned by the index
set. Denote by ri the r functor corresponding to hand having mi as middle point and re-
spectively denote by li the l functor. As can be seen from picture, the generators r1,l1 and
r2,l2 corresponding to hands m1 and m2 respectively, are admissible. In the case of the hand
m3, the action r3 is clearly admissible, but because vertex a6 is already occupied l3 is not. It
follows that in this particular state we have five admissible actions in total. One should also
note that as there are three hands the dimension of maximal cell of the state complex of the
robotic system is 3. For example, action r1r2r3 generates such cube.
The following example shows that the original robotic hand system of length 1 in a plane
is a special case of the new abstract robotic system defined in this chapter.
Example 4.12. It is easy to embed the original robotic hand system, where each hand has
length one in the Cartesian plane, into the abstract system by defining the new generalized
system as follows: For every hand i define a star graph consisting of five vertices (one in the
middle and four on the boundary) and form a star graph complex by gluing all those vertices
together where any two hands could geometrically intersect.
Definition 4.13. Let Tn be some a robotic system and let O be a {0,1}-labeling of the star
graph complex corresponding to the robotic system. The robotic system over obstacles
T ′n(O ) is defined as follows:
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• let A be a set of admissible states of the complex Tn . The set of admissible states of
T ′n(O ) will be defined as follows:
A ′ = {q ∈A | trace(q)∩ trace(O )=;};
• the action set and the state complex of the system is defined as in the case of the system
Tn by using the new set of admissible statesA ′.
Remark 4.14. Let Tn be a robotic system and let a1, ..., an be a set of vertices that we would
like to disable. We denote simply by T ′n(a1, ..., an) the system obtained by defining labeling O
to be the labeling which labels vertices ai and all their links with color 1 and everything else
with color 0.
Definition 4.15. Let ai be a hand with a disabled link li of some robotic system with restric-
tions. The balanced total order of ai is the following (X ,<) total order:
• define X to be all the available links of the hand ai ;
• for every l ∈ X , which has property that succ(l ) 6= li we define l < succ(l ). We extend
the obtained ordering by transitivity.
We will simply denote the maximum link with respect of the balanced ordering defined
above as max(ai ) and the minimum link as min(ai ) respectively when it is clear from the
context.
Definition 4.16. Let Tn be a robotic system and let T ′n(O ) be its modified system by some ob-
stacle set O . We say that the vertex ai corresponding to robot i is critical, if for all admissible
labellings where robot i is facing ai , one of the actions in the set {ri , li } is never admissible.
We say that the vertex ai is critically connected, if it is critical and it is connected to some
other robot.
The definition above can be also restated by simply stating that a position of a single
robot is critical if it has some disabled position as a neighbor.
Definition 4.17. We say that robot i in the disabled robotic hand system T ′n(O ) is connected,
if the state complex of a robotic hand system consisting of a single robot {Sini } with the ob-
stacle set O restricted to this robot has a path connected configuration space.
Example 4.18. Recall the examples 4.7 and 4.11. In the picture below we use red color to
denote the disabled position:
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ma1a2
a3
a4 a5
a6 m2 b2
b1
b3
m3
c1
c2
The critical links are ma3,ma6,m2b1 and m2b3. The critically connected links are exactly
ma3 and ma6, respectively. As an example one should see that the balanced total order of
hand 2 is the following order: b3 < b4 < b1
4.2 Fundamental theorem of robotic hand systems
In this section we will prove the second main theorem of this thesis. For the sake of clarity,
we will first present some definitions and important examples which will contain the infor-
mation about proof strategy in intuitive form. To simplify the situation, we will make some
restrictions to our system. However, it is widely believed that more general robotic systems
will not only have similar fundamental groups, but also that the proof of the theorem can be
done in a similar manner.
Definition 4.19. Let G be a group and let a,b be its elements. We say that elements a and b
commute, if aba−1b−1 = e. In this section we denote such relation simply by av b.
Definition 4.20. Let G be a graph, then Artins right-angled group over graph G denoted as
A(G ) is the group having the following representation using generators and relations:
• generator set consists of vertices of the graph G ;
• for every edge x y , we have a commutativity relation x v y between the corresponding
generators.
Example 4.21. Consider the following graph:
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a0
a1
a2
a3
a4
a5
a6
a7
clearly group A(G ) has the following form:
• generators: a0, a1, a2, a3, a4, a5, a6, a7;
• relations: a0v a1, a0v a2, a0v a3, a0v a4, a0v a5, a2v a3, a3v a4, a6v a7.
Definition 4.22. Let Tn be a robotic system. We define the intersection graph G (Tn) of the
robotic system as follows:
• for every robot Sini we draw an edge in the graph;
• we draw an edge between any two vertices if the corresponding robots have a non-
empty intersection.
Intuitively, we are compressing data of our robotic structure to a graph which keeps track
of hands which do not have any common intersection point. In the following theorem we
will prove that at least in some special cases the fundamental group of the state complex of
the robotic system is completely determined by the intersection graph. However, one should
recall that this is not the case for homology type, as two robotic hand systems with exactly
the same intersection graph can have different homology groups.
Theorem 4.23. Let Tn be a robotic system consisting of n robots, which satisfies the following
assumptions:
• Tn satisfies regularity assumption: Any two robots which are adjacent to each other have
at most one vertex in common in the star graph decomposition;
• Tn satisfies the rest point assumption;
• every cell in the star graph complex corresponding to Tn has at least four vertices;
• the intersection graph G of Tn is a tree.
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Let x0 be the position where every hand is in its rest point. Then the fundamental group
pi1(Tn , x0) is isomorphic to the Artin’s right-angled group A(cG ) where cG is complement graph
of G .
Lemma 4.24. Let T2 be robotic system consisting of two robots S1n1 and S
2
n2 . Then if S
1
n1 and
S2n2 intersect in a single point, the state complex of T2 has the homotopy type of S
1∨S1.
Proof. By symmetry we may assume that the robots are as in the picture below
c1
a1
a0
am
c2
b1
bv
One can draw the configuration space as the subspace of S1×S1 in a way where we make re-
finements on cubical structure of the torus as illustrated in the following picture and remove
the cells corresponding to the intersection of the hands.
a0am a1
b0
bv
b1
The white area illustrated in the picture above can be extended to cover all the non-boundary
points of the square by using deformations. Because we have identified the opposite faces
in the square, we are left with only two circles S1 which intersect only in a single point. It
follows that the space has the homotopy type of S1∨S1
Definition 4.25. Let Tn be a regular robotic system satisfying the rest point assumption and
let ai be a hand in the system Tn . We define the following two important types of paths:
• let x be some position where the hand ai is in its rest point. Define path pi (x) to be the
path in the state complex of Tn which corresponds to a single rotation of the hand ai
around its axis in the positive way in respect to its defined orientation, keeping every
other hand stationary at the same time;
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• let x be some position in the configuration space where ai is facing link lw1 . Let lw2 be
some other link of ai . Path m
w1
w2 (x) is the path where we move the hand from position
w1 to w2 in positive way in respect to its defined orientation, keeping every other hand
stationary.
To get some idea on how to compute fundamental group in cases which are more com-
plex and to familiarize ourselves with the notation, one should read the following two exam-
ples before proceeding to the complete proof.
Example 4.26. Let T ′2(l ) be the restricted robotic system consisting of two robots S
1
n1 and
S2n2 . We assume that the robot S
1
n1 contains the link l . Assume that S
1
n1 and S
2
n2 intersect in a
single point. Then either of the claim holds:
• if l is next to the intersection point, then pi1(T ′2(l )) is isomorphic to Z;
• else the group pi1(T ′2(l )) is isomorphic to Z∗Z.
We will first present things in an intuitive manner and then proceed by providing the proof
using Seifert-van Kampen theorem. This claim will be proved in general way using the ma-
chinery developed in this section. Denote the vertex corresponding to link l by al . One can
illustrate such robotic hand system as done below:
c1
a1
a0
am
al c2
b1
bv
Denote by al−1 and al+1 the vertices which are next to al . Depending on the position of al
the configuration space of the robotic system is of the either form:
a0am a1 a2al+1 al−1
b0
bv
b1
a0 a1 al−1
b0
bv
b1
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In the picture above we have identified the horizontal lines. The fundamental group of this
space can be computed using the Seifert-van Kampen theorem. In this example we will con-
centrate only on the first case, where the disabled link is far from the connection link.
Consider the following classification of the vertex set related to the complex: For every
vertex ai we define set
V (ai )= {x ∈ Possible position | The first hand in position x is facing ai }
This set corresponds to the X -axis in the picture. In other words, we take all the lattice dots
and classify them by their first coordinate respectively. At this point one should recall how
the cubical cover is defined. We take a cubical cover over {V (ai )} and denote it by {4i }.
One can easily see that such cubical element corresponds to boxes [ai−1, ai+1]× [0,1], where
we have identified [ai−1, ai+1]× {0} with [ai−1, ai+1]× {1}. Let us fix the base point x0 to be
(am ,bv ). To be able to use the Seifert-van Kampen theorem, the sets need to be open and
every set has to contain the base point. We will solve this problem by using the path v l+1l−1(x0)
which was defined to be the direct line from (al+1,bv ) to (al−1,bv ). Define the actual cover
as follows:
A = {Bold(v l+1l−1(x0))∪ int(4i )}
in the picture below we have illustrated the cover elements corresponding to the links a2 and
a0 respectively.
a0am a1 a2al+1 al−1
b0
bv
b1
a0am a1 a2al+1 al−1
b0
bv
b1
As seen in the picture above, there are exactly two types of sets inA . It is easy to see that the
first type of set has the homotopy type of S1, as we can contract the bolding of path v l+1l−1(x0)
away. Denote by gi the generator which corresponds to the rotation of the hand c2 in the
component corresponding to ai . The only component which does not have such generator
is the component corresponding to the link a0. In this case the cover element is contractible,
as we can contract the strip going from b1 to bv into a single point.
It follows from the Seifert-van Kampen theorem that the generator set will consist of el-
ements {gi }i 6=0. We are left to investigate the data produced by the intersections Ai ∩A j .
We begin with the pieces located right from the hole. For every two adjacent cover elements
one can contract the path gi+1 to gi by shifting it leftwards. We conclude that every genera-
tor on the right gets identified. The same argument can be applied to the left side. For any
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two non-adjacent cover elements we see that the intersection will equal simply to the path
Bold(v l+1l−1(x0), which is by itself contractible. As there are no more identifications, it follows
that the fundamental group of the space will be isomorphic to Z∗Z. The generators of the
fundamental group are illustrated in the picture below:
a0am a1 a2al+1 al−1
b0
bv
b1
a0am a1 a2al+1 al−1
b0
bv
b1
In order to compute the fundamental group of the disabled system in the Example 4.26
we had to know the fundamental groups of smaller systems. The following example will
provide some insight in birds-eye view on how things work out in higher dimensions.
Example 4.27. Consider the robotic system T8 with the following intersection graph:
a1 a2
a0
a7a6a5a4a3
We will decompose this space in parts as in the previous example over a0. Denote by l ij the
link corresponding to the edge going from the hand ai towards the hand a j . Assume that
links l 01 and l
0
2 are next to each other. Then decomposition of the space and their intersec-
tions involves the following components:
• robotic system T7 (Robotic system obtained by removing robot a0 from T8);
• robotic system T ′7(l
i
j ) (Robotic system obtained by disabling one of the links l
1
0 or l
2
0
from robot T7);
• robotic system T ′7(l
1
0 , l
2
0 ) (Robotic system obtained by disabling both links l
1
0 and l
2
0 ).
Assume that we have not yet computed the groups in the decomposition. It follows that we
have to start by decomposing the spaces in similar decomposition as above. For example,
we take space T ′7(l
2
0 , l
1
0 ) and decompose it over a1. It will have the following components:
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• robotic system T ′6(l
2
0 ) (The system obtained by removing a1 from T7 and disabling l
2
0 );
• robotic system T ′6(l
2
0 , l
i
j ), where l
i
j corresponds to one element in the set {l
3
1 , l
4
1 };
• robotic system T ′6(l
2
0 , l
3
1 , l
4
1 ).
It should be noted that the last component T ′6(l
2
0 , l
3
1 , l
4
1 ) consists of three disabled links. Thus
to be able to use the Seifert-van Kampen theorem in this way we have to compute the dis-
abled robotic systems at every induction step as well. Fortunately, the robotic hand system is
regular and its intersection graph is a tree. It will become apparent later that we are required
only to investigate systems having a single disabled link, as the other cases will be directly
solved from this one.
Next we introduce the formal definition of the van Kampen cover used in the Example
4.26.
Definition 4.28. Let Tn be a robotic hand system satisfying the rest point assumption and
let a0 be a robot. Denote by x0 the rest point of the robot. Construct its van Kampen cover
over a0 as follows:
(1) for every link li ∈ a0 construct set Vi as follows:
Vi = {x ∈Configurations(Tn) | hand ai is facing li in the configuration x};
(2) form cubical cover {Ci } over vertex cover {Vi };
(3) define ² to be 10−1337. The van Kampen cover of the robot Tn is the following cover:
Cover(Tn)= {int(Ci )∪Bold²(pi (x0))}.
The cover for robotic space that has one disabled link is defined in a similar manner.
Definition 4.29. Let T ′n(l0) be a restricted robotic hand system with a disabled link l0. As-
sume that the robotic system satisfies the rest point assumption and that l0 is contained in a
robotic hand a0. Then the van Kampen cover over a0 is constructed as follows:
(1) follow the procedure given in steps 1-2 of definition 4.28;
(2) let ² = 10−666 and let x be the position where hand a0 is rotated as link min(a0) and
every other hand is at their rest point. Then the van Kampen cover of the robot Tn(l0)
is defined as follows:
Cover(T ′n(l0))= {C 0i ∪Bold²(mmin(a0)max(a0)(x))}.
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Example 4.30. Recall the Example 4.3 of robotic hand system T3 involving three hands x, y, z
in R2 plane. In this example we will compute its fundamental group. Define x0 to be the
position where every hand is facing north. The van Kampen cover of the space is spanned by
the following four configurations:
x y z x y z
x
y z x y z
We denote such cover elements by Vi where i corresponds to first letter of the cardinal direc-
tion {N ,E ,S,W }. As in the Example 4.26 there are exactly two non-isomorphic components
in the decomposition. The first component is spanned by the configuration where x is facing
east and the other component type corresponds to the other three cases. We have illustrated
the cover elements of this type in the picture below.
In the picture all the opposite faces are identified. Denote by T2 the robot obtained by
removing the hand x. By contracting the big cubes over the x axis we obtain that the first
space has the homotopy type of T ′2(l )∨S1 and the second space has the homotopy type of
T2∨S1 respectively.
Clearly any intersection of the type Ui ∩U j is path connected and it contains the base
point x0. Every such intersection contains at least the path, which has the homotopy type of
S1 in the one point union and for every two neighboring cover elements the intersection will
contain a slice as pictured below:
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x y z
As seen directly from the picture on the right this space has the same homotopy type
as space T ′2(l ). The same result can be obtained from the picture on the left as well, as the
hand x facing south does not affect the other two hands. It follows that the homotopy type
depends only on whether the east link of x is disabled.
We will proceed by computing the fundamental group. Recall that the group pi1(T2(yE ))
has the presentation using the following two generators.
• generator rz corresponding to the rotation of the hand z;
• generator y ′ spanned by the path (yN , zN )→ (yS , zN )→ (yS , zS)→ (yN , zS)→ (yN , zN ).
The generator set of a robot T2 will be denoted as {ry ,rz}. First, we investigate what kind
of identifications we obtain from the intersections of the cover elements. Recall that every
element in the van Kampen cover has a component in the one point union, which is homo-
topy equivalent to S1. Denote the new generator corresponding to rotation movement of the
component by rx . It is clear that rx gets identified with every other generator of the type rx
corresponding to the other cover elements. For any two cover elements which correspond to
neighboring positions we identify generators of the type rz and ry .
As an example, consider the following two intersections UN∩UE and UE∩US which con-
tain the generator y ′. It follows that the path spanned by y ′ in UN gets identified with the path
of the same type found in US . Denote the path spanned by y ′ in US by p. We can deform the
path y ′ as pictured below:
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As seen from the picture the generators y ′ in both intersections UN ∩UE and UE ∩US are
homotopy equivalent. It can be seen that homotoped path is of the form ry ∗ rz ∗ r−1y .
Finally, one should note that intersection UN ∩UW spans identification
rx ∗ rz ∗ r−1x = rz .
It follows that the the resulting group has a form < x, y, z | x v z >.
We have the following two important Lemmas. Because they are similar to each other we
will prove only one of them and leave the other one as an exercise problem to the reader.
Lemma 4.31. The elements of cover defined in definition 4.28 satisfy the following claims:
(1) every element s ∈Cover(Tn) has homotopy type of Tn−1(l1)∨S1;
(2) the intersection s1∩ s2 of any two cover elements s1, s2 ∈Cover(Tn) corresponding to ad-
jacent elements has homotopy type of Tn−1(l1, l2)∨S1. For non adjacent elements, the
intersection has homotopy type of S1.
Proof. We start with the claim (1). Assume that the cover is formed over hand t . First of all,
it is clear that the bolded path Bold²(pi (x0)) can be contracted into single S1 by simply con-
tracting over the radius and we denote such homotopy deformation by R. It is left to prove
that the cubical cover element can be contracted to the corresponding cubical element. De-
note the cover element by X and consider it as a subspace of torus T n . We may assume
by symmetry that the link which corresponds to this cover element is in coordinate 0. One
should note that the neighboring states have coordinates 1m and
m−1
m . Consider element
(x1, ..., xn) ∈ X . The proof splits in two cases depending on if the element x1 is in [0, 1m ] or
[ m−1m ,1]. By symmetry assume that x1 ∈ [0, 1m ]. Recall that our system is spanned by i−cubes,
where for every i−tuple of commutable movements we draw i−cube. Consider the action
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which rotates first hand in its positive direction rt . This action commutes over all other hand
with exception of two hands corresponding to link in coordinate 0 and link in coordinate 1m .
Thus we obtain that all the elements which have x1 6= 0 are in set T ′n−1(lq , lw )× [0,1]. We can
contract this set by simply performing the familiar map
H : X × [0,1]→ X |H(x, t )= (t x1, ..., xn)
and obtain the claim. The case where x1 ∈ [ m−1m ,1] can be done in similar way. The claim is
obtained by performing R and H simultaneously, the well-definiteness follows from the fact
that the deformation was done in both cases over different coordinates in a torus.
Claim (2) follows directly from the above. When we are investigating the intersection of
such elements, we will always get a tube which has description as in text above. Thus it can
be contracted to the space Tn−1(l1, l2)∨S1 in a similar manner.
Lemma 4.32. The elements of cover defined in definition 4.29 satisfy the following claims:
(1) every element t ∈Cover(T ′n(l0)) is homotopy equivalent to a configuration space Tn−1(l1);
(2) the intersection s1 ∩ s2 of any two cover elements s1, s2 ∈ Cover(T ′n(l0)) corresponding
to adjacent elements has homotopy type of Tn−1(l1, l2). For non adjacent elements, the
intersection has homotopy type of S1.
Proof. The proof is very similar to the previous case and the reader should be able to fill in
the necessary details.
Remark 4.33. As easily seen from the Definitions 4.28 and 4.29, as well as previously pre-
sented Lemmas it is trivial to see that each of the cover elements is open and connected.
Recall that in the definitions we required that any intersection U ∩V ∩W of arbitrary triple
U ,V ,W ∈Cover(Tn) is path connected. In the Lemma 4.31 we proved that intersection of any
two cover elements retrieves us path connected space. If any two elements of the the triple
(U ,V ,W ) are the same the claim follows directly from previously stated fact. Assume then
that the elements in the triple (U ,V ,W ) are pairwise distinct. As seen from the construction,
the triple can have common intersection only on the bolded path which is path connected.
In the picture below we have illustrated robotic hand having 6 links. Consider the intersec-
tion of the cover elements corresponding to a1,a2 and a3. Recall that the cover elements
corresponding to ai and a j intersect mainly on the intermediate tube between correspond-
ing complexes. Following from the fact that the tubes are distinct we can conclude that the
intersection can happen only on the bolded path.
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a1
a5
c1
a2
a3
a4
a6
With the following two lemmas we show that we are not required to deal with cases with
robots having more than one disabled link.
Lemma 4.34. Let T ′n(l0) be some robotic system with restrictions where l0 is a link of some cell
ai . Let {Ui } be the van Kampen cover over ai . Then every robot spanned by Ui or intersec-
tion Ui ∩U j has the form, where every disabled link is in a separate path component of the
intersection graph.
Proof. The lemma follows from the fact that the intersection graph is a tree and each link
belongs to a distinct hand.
Lemma 4.35. Let Tn(O ) be robotic system satisfying the rest point assumption with obstacle
setO . Let {Tmi } be sub robotic systems of Tn(O ) corresponding to each connected component in
connectivity graphG (Tn(O )). Let x0 be the position in configuration space where every hand is
in their rest position and let xmi0 be its restriction to sub robotic system Tmi . Then the following
equation holds for the fundamental group of Tn :
pi1(Tn , x0)=
⊕
i
pi1(Tmi , x
mi
0 )
Proof. Choice of position in hands in one connected component does not affect choice of
position in others. By using the definition of the configuration space, the whole proof is
described in the following two equations:
pi1(Tn , x0)=pi1(
∏
i
Tmi , x
mi
0 )=
⊕
i
pi1(Tmi , x
mi
0 )
From all the theorems above we obtain that the induction tree of our proof will be spanned
by copies of the following two trees.
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pi1(Tn)
pi1(Tn−1) pi1(T ′n−1(lx , ly ))
pi1(T ′n−1(li ))
pi1(T ′n(l j ))
pi1(Tn−1) pi1(T ′n−1(lx , ly ))
pi1(T ′n−1(li ))
4.2.1 Generator types
In this section we will provide notation for the types of generators which will be later used in
the proof.
Definition 4.36. Let Tn be an arbitrary robotic system with the possibility of having disabled
links and let x0 be the rest point position. We define the following generator types:
• let c be some hand with no disabled links. Then generator of typeαc is generator which
corresponds to path pc (x0);
• let d be some hand which has single disabled link and let c be its neighbouring hand.
Denote by r the link in d which connects it to hand c. Now define the following functor:
A(l )=
{
max(d) : l < r
min(d) : r < l
Then antipodal generator α′c over d is the generator which corresponds to path:
mx0A(l )(x0)∗pc (x)∗m A(l )x0 (x),
where by x we denote the endpoint of path mx0A(l )(x0).
One should recall Example 4.26 in order to have an intuitive understanding of why we are
interested in the latter generator α′i . In that example there is a hole which corresponded to
intersection of hand c and d . One can easily see that by going around that hole we obtain a
path which does not contract to e or any other generator. Such path will appear only in the
restricted system. In the system without restriction such path will be solved out using the
regular generators corresponding to simple rotations.
47
4.2.2 The proof
Lemma 4.37. Let T ′n(l ) be a robotic system, with cellular decomposition {c1, ..,cn}. Assume
that link l belongs to the cell cn . Then the fundamental group pi1(T ′n(l )) of the robot has the
following description:
pi1(T
′
n(l ))=< a1, ..., an−1, a′t1 , ..., a′tg | r1, ...,rt >
Where the generators and relations have the following description:
• for every hand i in the robot which does not contain disabled link there exists a generator
αi which corresponds to rotation of hand ci ;
• for every non-critical connection c j − cn , we have an antipodal generator a′j in the col-
lection of generators;
• relations ri are generated by the intersection graph, in such way that there exists relation
x ∼ y if hands corresponding to generators x and y don’t have any intersection points.
Proof. As described above the whole theorem will be proved using two sequences; the clas-
sical robotic system and the robotic system where we disable a single link. In this theorem
we make an assumption that at step n we have already computed the fundamental group of
system having n−1 or less hands.
We start with small cases. Case n = 1 is trivial, because the whole space is homomorphic
to a single contractible line. Insight of the proof for the case n = 2 was given in Example 4.26.
We will now present a highly detailed proof for the case n ≥ 2. Denote Tn−1 to be the robotic
system, where we remove hand cn from the robotic system T ′n(l ).
Denote by λ the total order of links {λ0 < λ1 < ... < λm−1 < λm} in cell cn and denote
the elements of the van Kampen cover Cover(T ′n(l )) by {U0, ...,Um}, where each of the Ui
corresponds to link λi . From Lemma 4.32 we know that pi1(Ui )w pi1(T ′n−1(λ′i )), where λ′i is
the link in adjacent hand connecting to λ′i . In the special case where λi is not connected to
any hand we define λ′i to be the empty set. We use the Seifert-van Kampen theorem on cover
{Ui }. First we should note that according to the theorem, the generator set will be spanned
by the generators of sets pi1(T ′n−1(λ
′
i )). At this point we have not made any identification and
thus we treat generators corresponding to the rotation of same hand as different generators
in different cover elements.
Denote by (k0, ...,kn) the coordinates of the rest point position x0, when treating the con-
figuration space as a subspace of the torus T n . We will proceed to investigate the inter-
sections. One should note that in case Ui and U j are not adjacent, they intersect only on
the bolded line going from (k0,k1, ...,kn−1,max(cn)) to (k0,k1, ...,kn−1,min(cn)), which is con-
tractible. Therefore it is enough to investigate only adjacent Ui and U j .
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Following from Lemma 4.32 and from Lemma 4.35 the fundamental group of the inter-
section Ui ∩U j can be decomposed as follows:
pi1(Ui ∩U j )wpi1(T ′n−1(λ′i ,λ′j ))w T ′x(λ′i )⊕T ′y (λ′j )⊕Tz .
where x+ y+z = n−1 and robots Tx and Ty correspond to the path components containing
the link λ′i and the link λ
′
j respectively. By Tz we denote the union of all the other path
components. We will investigate how the maps are spanned by inclusions
Ii :pi1(Ui ∩U j )→pi1(Ui )
will map the elements from the intersection to the corresponding cover elements. First we
will prove that we can identify all the generators corresponding to the rotation of same hand
for every adjacent pair.
n
a1
a2
a3
a4
a5 n−1
b1
b2
b3
b4
b5 1
w1
w2
w3
w4
w5
In the figure above we have pictured n hands. To make things clear we assume that every
hand has 5 links and that the hand which we are rotating has index n−1. One could extend
this argument easily to the general case. The idea is to slowly move the path spanned by
rotation of the hand n− 1 over the hand cn . Semi-formally we could define the homotopy
deformation map in the following way:
H(x, t )= (t a1+ (1− t )a2,α(t ), xn−2, ..., x1).
In general for every hand i there exists at most one cover element which doesn’t contain it.
Thus every hand generates at most two generators as pictured in the picture below:
a1
a5
c1
a2
a3
a4
c2
b1
bv
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Assume that a1 is the rest point of the hand c1. Then the cover elements which are colored
with orange color correspond to the generator where we simply rotate hand c2. Respec-
tively the purple cover elements correspond to the antipodal generator of c2. Thus for a
non-critically connected hand we get the two generators as described above.
We will now investigate what will happen to antipodal generators in the intersection
when we map them by inclusion map to the cover elements. From the assumption that our
intersection graph is a forest it follows that every antipodal generator is contained in exactly
one cover element. Letα′m be the antipodal generator of hand m over hand k. Recall that the
path has form
mx0A(l )(x0)∗pm(x)∗m A(l )x0 (x)
where l is the intersection link between hands m and k. By symmetry we may assume that
rest point has coordinates (0,0, ...,0). At this point one should recall that by definition of the
n−torus pf such coordinates gets identified with all the coordinates of the form (y1, ..., yn),
where each yi ∈ {0,1}. Define the following deformation retraction:
H(u, t )=

tmx0A(l )(x0)(2u)+ (1− t)pk (x0)(2u) : u ∈ [0, 12 ]
pm(tx+ (1− t)1)(4u−2) : u ∈ [ 12 , 34 ]
tm A(l )x0 (tx+ (1− t)1)(4u−1)+ (1− t)p−1k (tx+ (1− t)1)(4u−1) : u ∈ [ 34 ,1]
where the bolded coordinates a are defined as coordinates having the same element in every
slot (a, ..., a). Coordinate x corresponds to position where hand k is facing A(l ) and every
other hand is in its rest position. One should note that using the homotopy equivalence
defined above we obtain that
α′m =αk ∗αm ∗α−1k
One should also note that ak is defined in all the other pieces, expect the one where the hand
n is facing towards the hand k. Thus every antipodal generator in the van Kampen cover gets
solved using already known generators as described above.
In conclusion reader should note that the relations come directly from the pieces as de-
scribed below:
• define set G(i ) to be set consisting of all generators which include rotation of hand i ;
• let hand i and j be independent of each other, i.e there is no edge between i and j .
Then every generator from G(i ) commutes with every generator of G( j ).
Thus putting all those details together we obtain the claim.
We are finally ready to present proof of the Main theorem 4.23
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Proof. We shall proceed with the proof in a similar manner as with the last lemma. We will
proceed by induction assuming in step n that we have already solved the fundamental group
for all spaces Tn−1 and Tn−1(l ) for all possible links l . The cases n = 1 and n = 2 have been
already proven in examples.
We will decompose Tn using the defined van Kampen cover over cell cn . Denote the cover
element corresponding to the hand i by Vi . We will start again by investigating what kind of
identifications we get from the intersections of the form Vi∩V j . By the Lemma 4.28 we know
that for every non-adjacent cover elements the intersection will be a homotopy equivalent
to S1 and for adjacent cover elements it will have the homotopy type of Tn−1(l1, l2)∨S1. One
can easily see that the part that is homotopy equivalent to S1 will get identified in every cover
element. It follows that it is enough to deal only with the identifications obtained from the
other types of generators.
As in proof of the previous Lemma we obtain that the antipodal generators α′i will be
identified with α j ∗αi ∗α−1j for some α j . We will focus on the regular generators. As in the
previous lemma, we identify similar regular generators in the adjacent cover elements. We
can easily see that because there are two potentially possible ways to rotate arbitrary hand
i from one position to another and at most one of the links is facing i , every generator of
this type gets identified as well. The idea of the argument above is illustrated in the picture
below:
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In the case where arbitrary hand i does not intersect with the hand n things get a bit more
complicated. Assume that the cell n has k links and that we have identified the hand i in all
the intersections V j ∩V j+1. Recall that for every such generator the identification is made in
the following terms:
(ai )
j+1 =m j+1j ∗ (ai ) j ∗m
j
j+1
It follows that for the generator αi in the intersection Vk ∩V0 we obtain the following equa-
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tion:
(ai )
0 =m0k ∗ (ai )k ∗mk0
=m0k ∗ ...∗m10 ∗ (ai )0∗m01 ∗ ...∗mk0
=α−1n ∗ (αi )0∗αn
Thus for every such hand i we obtain the relation αi =α−1n ∗αi ∗αn , which is the commuta-
tivity relation between i and n. The reader should note that during this proof we introduced
new generator αn and for every commutative (n, i ) we found the corresponding commuta-
tivity generator. By putting all the pieces together and using Seifert-van Kampen theorem we
can conclude that
pi1(Tn , x0)w A(cG )
Remark 4.38. There is strong possibility that the general case where the intersection graph
G has arbitrary form can be solved in a similar manner. One could approach the problem by
computing the fundamental group by induction over the number of cycles in the graph G .
The induction step n = 0 is the case where we do not have any cycles and it is solved above.
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Chapter 5
Further Research
Lots of questions are still yet to be solved. Here we have listed the most important ones:
• Fundamental group of general robotic system of length 1: In this thesis we presented
proof only for the case where the intersection graph of the robotic system is a forest and
where two robots can intersect only in a single link. The case where we allow hands to
intersect in multiple points we obtain extra generators. However, it is still unknown
whether the regular one-handed robotic system which has cycles in the intersection
graph still has the fundamental group which is isomorphic to right-angled Artin group
of the intersection graph. One could try to solve this problem either by finding the
connections between K (pi,1) spaces of the Artin group and the configuration spaces of
the robotic hand systems or by using a similar methods as in this thesis.
• Homology invariants of robotic systems: During this research, we have computed the
homology groups for robotic hands of length 1 in a plane in some special cases using a
computer. In these cases the hands are located in the plane as illustrated below:
a1 a2 a3 an
The computed homology groups can be found in Appendix A. In general one could try
to compute the homology groups using similar methods as the ones used in [7] for the
model space K (pi,1) of the Artin group.
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• Classification of general robotic systems: In our research we have proved that in some
special cases the main path component of a configuration space spanned by a single
robotic hand has the homotopy type of S1. When investigating multiple hands it looks
intuitively that all the singularities come from either of the two sources:
(1) Position disabled by intersection of two hands
(2) Extra path components of the systems
In further research one could ask that if we allow the hands to be only in the main path
component would the spaces have similar nice-behaving fundamental groups as in
the case where every arm has the length 1.
• Multidimensional robotic hands: In this thesis we have been concentrating in arms
which have only two dimensional movements. One could ask what will happen if we
add dimensions to the movements. To be able to investigate the case with multiple
dimensions, we need to come up with good definition first, as using the most intu-
itive generalizations of the two dimensional case we will always end up with extremely
messy spaces.
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Appendix A
Homology data
Tn/Hm(Tn) H0 H1 H2 H3 H4 H5 H6 H7
T1 1 1 0 0 0 0 0 0
T2 1 2 0 0 0 0 0 0
T3 1 3 2 0 0 0 0 0
T4 1 4 5 1 0 0 0 0
T5 1 5 9 5 0 0 0 0
T6 1 6 14 13 3 0 0 0
T7 1 7 20 26 13 1 0 0
T8 1 8 27 45 35 9 0 0
T9 1 9 35 71 75 35 4 0
T10 1 10 44 105 140 96 26 1
T11 1 11 54 148 238 216 96 14
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