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Summary
The area of work chosen is Inverse Synthetic Aperture Radar (ISAR) imaging as
ISAR images provides an extremely useful application, that is, for the purpose of
surveillance and target recognition. The focus of our work is to tackle several im-
portant issues that have not been resolved till now. The thesis proposed methods
to solve these issues so as to improve the quality of ISAR images. The two major
contributions are in the area of array-based ISAR imaging and imaging of target
exhibiting the micro-Doppler phenomena.
The thesis begins with an introduction to the developments of various radar
imaging methodologies, followed by a detailed discussion on a three-dimensional
inverse synthetic aperture radar imaging method using an antenna array configura-
tion in Chapter 2. The performance of conventional interferometric ISAR imaging
system using the three-antenna configuration is poor as the positions of synthesis
scatterers cannot be correctly estimated. Synthesis scatterer arises as scatterers
xiv
that are located on a line parallel to the axis of rotation having the same range-
Doppler value, and are projected onto the same point on the ISAR plane. If the
synthesis scatterers could not be properly resolved, the image may not be accu-
rate and identification would be difficult. The proposed antenna array method
has been shown to be able to improve the system’s ability to separate these scat-
terers as compared to the methods published previously. Two cross-range motion
parameters measurement algorithms, one based on array processing of the range
profile and the other based on correlation of ISAR images of different antennas
are proposed to estimate the motion parameters for cross-range motion compensa-
tion. The coordinates registration method for synthesis scatterers is also discussed.
Further to the perpendicular array configuration, a new imaging method, a two-
dimensional sparse-array beamforming combined with ISAR imaging is proposed
in Chapter 3. It reaps the benefits of the sparse array to achieve a large aperture
while using ISAR imaging to lower the sidelobe of the sparse-array beam pattern,
thereby achieving a high resolution ISAR image. The advantage of a sparse array
is that it achieves a wider aperture while the number of antenna elements can be
greatly reduced compared to a full array. The reduced number of antenna elements
allows a lower computational load compared to a full array. Also, due to the large
aperture formed by the sparse array, a long coherent time duration is not needed
to separate scatterers. Therefore, during a short time duration, the rotation of the
xv
target relative to the antenna array can be approximated as an uniform rotation.
Hence techniques such as time-frequency analysis or super resolution spectrum
analysis are not necessary and the analysis is simplified. Two target rotational
parameters estimation methods for the estimation of the rotation parameters of
the target are also proposed in this chapter.
The next part of the thesis deals with the issues of micro-motions known as the
micro-Doppler phenomenon in Chapter 4 and 5. Mechanical vibrations or rotation
of structures in a target introduce additional frequency modulations on returned
signals and generate sidebands about the center Doppler frequency of the target’s
body. This is known as the micro-Doppler phenomenon. A clear ISAR image of
the moving target that comprises of moving or rotating parts cannot be obtained
using the conventional range-Doppler imaging principle due to the presence of the
micro-Doppler. Using the standard Hough Transform and an extended Hough
Transform, a separation method by detecting the straight lines and the sinusoids
on the range profile was presented. Separations of irregular micro-motions on the
range profile image is presented in Chapter 5.
Finally the envelope alignment for a helicopter target is discussed in Chapter 6.
Envelope alignment is usually the first step in ISAR imaging, before radial motion
compensation and spectrum analysis can be carried out. However, range alignment
xvi
for a helicopter target is different from other rigid targets as the return signal from
the rotor is a ”flashing-like” signal and the strength of the signal has the strongest
value when the blade is perpendicular to the wavefront. Therefore its envelope is
not a slow-time varying signal in the slow-time domain and conventional envelope
alignment methods based on rigid target assumption is not suitable in this case.
In all the above works, the simulated results shows that our proposed meth-
ods are effective and that good results have been achieved. The use of the an-
tenna array and sparse-array imaging configuration improves the system’s ability
to separate synthesis scatterers and allows for a more accurate image, allowing
for easier target identification. The separation and removal of the micro-Doppler
using the extended Hough Transform and the range grouping method is important
for achieving a better ISAR image, as the presence of the micro-Doppler contam-
ination would cause image blurring. The proposed method for helicopter target
envelope alignment has also allowed for a more precise envelope alignment, thus




1.1 Overview of Radar
Radar is an acronym for radio detection and ranging. A radar is an active system
that transmits a beam of electromagnetic(EM) energy in the microwave region of
the EM spectrum to detect and locate objects. It was developed to detect hostile
aircrafts in the beginning of the 20th century. After years of development, new
applications have been discovered. Today, radar is used, for example, in air traffic
control, environmental observations[1] and aircraft collision avoidance systems[2].
The most basic form of radar system consists of a transmitter connected to a
transmitting antenna and a receiver connected to a receiving antenna. The trans-
mitter transmits EM waves which is re-radiated in many directions when it reaches
1
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the target. Some of the EM waves will be backscattered to the receiver and only
the backscattered energy that is received by the receiving antenna is of interest
to us1. The energy is collected at the receiver and can be used to calculate the
distance to the target as well as its velocity in relation to the radar.
As an active system, radar provides its own illumination and this allows for
continuous day and night applications. Furthermore, neither clouds, fog nor pre-
cipitation have a significant effect on EM waves, thus allowing for all-weather
applications[3]. In the subsequent sections, we briefly provide some overviews of
the various different radar followed by some of the recent developments in the radar
fields without any detailed derivations. The details on radar system modeling are
discussed in [4], [5] and [6].
1.1.1 MTI and Pulse Doppler Radar
Although a radar can theoretically detect an isolated target easily, it is not so
simple to detect a target in real world applications, as there are other factors to
consider. Radar have to deal with more than receiver noise when detecting targets
since they will also receive echoes from the natural environment such as the land,
sea and weather. These echoes are known as clutter and can be many order of
magnitude larger than the target echoes. When the target echo and a clutter echo
1Applicable for monostatic radars where the transmitting and receiving antennas are located
together. For bistatic radars, the transmitter and receiver are located separately and only the
energy received by the receiver is useful.
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appear in the same resolution cell, the target may not be detectable[1]. Although
there are many methods for reducing clutters in order to detect the desired target
echoes, the most powerful method is by making use of the Doppler effect, which
is the change of frequency of the radar echo signal due to the relative velocity
between the radar and the moving target.
The two methods commonly used are moving target indication(MTI) and pulse-
Doppler processing[7]. In MTI, which is often used in ground-based radar, two
or more pulse returns are processed to create a null region around zero Doppler
frequency shift to reject the clutter spectrum. Pulse-Doppler processing is often
used in airborne radar[8], as well as some ground based radars. In this technique,
a train of pulses is coherently processed using a Fourier transform type algorithm
to divide the received signal into a series of narrow spectral bands. The target
is then separated from the zero velocity mainbeam clutter, and from the sidelobe
clutter that may occur at other velocities for a moving radar. More details on the
radar processing techniques are discussed in [1] and [7].
1.1.2 Imaging Radar
A radar image is defined by [9] as the spatial distribution of reflectivity correspond-
ing to the object. Comparing a radar image to an optical image, an useful optical
image must display spatial distribution of optical reflectivity with sufficient detail
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for the object to be recognized by a human observer. Similarly, a radar image
must present a spatial distribution of radar reflectivity sufficient to characterize
the object illuminated.
Direct Imaging Radar
It is possible to carry out radar imaging of a three-dimensional object by scanning
it with a range-gated, short-pulse radar with a pencil beam antenna[9]. The an-
tenna beam and the range gate are systematically scanned throughout the entire
three-dimensional volume and the values of reflectivity received is displayed as a
function of the spatial coordinates being scanned. This method, known as the
direct imaging method, requires no additional calculations in order to retrieve the
image. However, it has several disadvantages. For example, in order to obtain a
high spatial resolution image, one may require impractical radar configurations.
Furthermore, the cross-range resolution degrades as range increases[9].
Side Looking Aperture Radar
The first high resolution radar imaging began with the use of the side-looking aper-
ture radar(SLAR). In the early 1950s, engineers observed that, instead of rotating
the antenna to scan the target area like in the direct imaging method, the antenna
can be fixed to the fuselage of the aircraft. This allowed for much longer apertures
and hence improved along-track resolution. The imaging radar became known as
the SLAR and was primarily used for military reconnaissance purposes. Some
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systems operating at frequencies as high as 35GHz with a short pulse duration
a fraction of a microsecond, were capable of producing imagery with resolutions
in the 10-20m range[3]. In the 1960’s when SLAR images was made available for
scientific use, it found applications in geology, oceanography and land use studies.
The cross-range resolution was still not suitable for high-resolution imaging and
synthetic imaging methods were later developed and are able to overcome these
problems.
1.1.3 Synthetic Aperture Radar
Synthetic imaging uses the result of several observations of the object from dif-
ferent angles and frequencies. The resolution obtainable using a wideband signal
and large apertures can thus be obtained by combining signals obtained from se-
quences of narrow band, single-angle observation. This results in an image with
higher resolution.
The most commonly used synthetic imaging technique is in Synthetic Aperture
Radar(SAR). SAR is fundamentally different from SLAR. The radar is mounted
on a moving platform such as a satellite or an airplane. The earliest knowledge
that Doppler-frequency analysis could be used to obtain fine cross-range resolution
is attributed to Carl Wiley of the Goodyear Aircraft Corporation in June 1951.
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Wiley observed that the reflections from fixed targets at an angular separation
relative to the velocity vector could be resolved by frequency analysis of the along-
track spectrum. The first experimental demonstration of SAR mapping occurred
in 1953 when a strip map of a section of Key West, Florida was generated by
frequency analysis of data collected using a 3-cm wavelength signal from a C-46
aircraft by a group from the University of Illinois[10].
SAR is an airborne or spaceborne radar imaging technique for generating high
resolution maps of surface target areas and terrain. SAR can be used to obtain
fine resolution in both the slant range and cross-range direction. SAR achieves
fine cross-range resolution by synthesizing the effect of a large aperture using radar
with a small physical aperture. Details on SAR and the basic SAR processing are
discussed in [1], [3] and [10]. SAR is operated mainly in two modes, namely the
stripmap and spotlight mode.
Stripmap(Linear) Mode
With a fixed side-looking antenna, the beam is pointed normal to the platform
motion. The maximum possible cross-range resolution is approximately equal to
one-half of the real aperture’s cross-range dimension. Fig. 1.1 illustrates a SAR
operating in the stripmap mode.









Fig. 1.1: Stripmap mode SAR.
Signal energy collected during illumination of each range-resolved scatterer is
made to arrive in phase at the output of the radar processor in order to realise
the narrow beamwidth associated with the long, synthetically generated aperture.
This is achieved by first correcting for all movement of the aircraft that deviates
from straight-line motion. At this point, we have obtained the unfocused SAR.
For focused SAR, the quadratic phase error produced by straight line motion of
the radar past each point of the area to be mapped needs to be corrected. This is
discussed in [3][10][11].
Spotlight Mode
Spotlight mode refers to the case where the antenna squints off in the azimuth
direction to track a particular area of interest as shown in Fig. 1.2. In this mode,
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the radar is carried on a moving vehicle and the antenna illuminates a fixed spot





Fig. 1.2: Spotlight mode SAR.
Here the cross-range resolution is limited not by the size of the real aperture,
but by the target dwell time. Synthetic aperture length for small ϕ can be thought
of as the tangential distance that the radar travels while moving through the angle
ϕ.
1.1.4 ISAR, InSAR and InISAR
Inverse Synthetic Aperture Radar(ISAR) imaging has received significant attention
in the past three decades. ISAR imaging[9][10][11][12][13][14] obtains the image
of a target by analyzing the return radar signal in terms of the range delay and
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Doppler frequency of the scatterers that makes up the target. ISAR is similar to
SAR except that the radar remains stationary while the targeted is rotated. It can
be explained with reference to the spotlight mode SAR. The similarity between



























Fig. 1.3: Similarity between Spotlight SAR and ISAR.
After correcting for unwanted deviation from straight line motion and for
quadratic phase errors, a spotlight SAR can be seen as if the radar were flying
a portion of a circle around the target. Although the radar moves about the tar-
get in the case of spotlight SAR, the same data would be collected if the radar
is stationary and the target is rotated. In ISAR imaging, this is precisely what
happens. The radar remains stationary while the targeted is rotated. The Doppler
frequency gradient required to obtained fine cross-range resolution is generated by
CHAPTER 1. INTRODUCTION 10
the motion of the object relative to the radar. Fine range resolution is attained
by transmitting a wideband signal while its cross-range resolution is dependent on
the relative rotation between the radar and the target.
A major shortcoming of such a two-dimensional SAR image is that it cannot
provide the altitude information. The interferometric processing technique was
subsequently introduced to provide high-resolution digital elevation maps(DEMs)
in three-dimensional terrain mapping. This interferometric SAR(InSAR) technique
proposed by Graham[15] is based on the phase difference measurement of the SAR
signal returns received by two spatially separated antennas. InSAR has since been
used in many applications such as target scattering diagnosis and motion model-
ing, determination of airborne sensors and for automatic aircraft landing. Details
on InSAR are discussed in [16], [17] and [18].
Similar to InSAR, the use of interferometric processing and ISAR process-
ing can also be combined to form a powerful technique known as Interferometric
ISAR(InISAR)[19][20][21][22][23]. A minimum of two antennas are used and the
elevation information of a target can be obtained by comparing the phase differ-
ence of the two antennas’ received signals. Similary, a three-dimensional ISAR
image can be obtained by combining the two-dimensional ISAR images from the
various image planes.
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1.2 Recent Developments
One of the challenges in radar imaging is the formation of clear images of ma-
neuvering targets. A maneuvering target is defined as one that has translational
and rotational or non-uniform motions during the coherent processing interval.
Although the ISAR images of a cooperating and non-maneuvering targets can be
obtained quite easily, it is not so if the targets are non-cooperative and/or maneu-
vering. Unfortunately, the targets that need to be imaged in ISAR imaging are
usually non-cooperative and may be maneuvering.
For maneuvering targets, the rotation axis and the rotation speed of the target
relative to the radar is time varying. This means that the Doppler is time varying
and the usual range-doppler imaging[14] techniques cannot be used. Techniques
such as time frequency analysis or super resolution spectrum analysis needs to be
carried out in order to obtain a fine ISAR image. Such methods have demonstrated
improved image quality in imaging maneuvering targets and are discussed in [24],
[25], [26], [27], [28] and [29].
Recent works have also looked at using the micro-Doppler features or micro-
motion dynamics of a target for imaging[30][31][32][33]. Micro-Doppler features
can be regarded as a unique signature of an object and provide additional in-
formation for classification, recognition and identification of the object[34][35][36].
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Mechanical vibration or rotation of structures in a target introduces additional fre-
quency modulation on returned signals and generates side-bands about the center
Doppler frequency of the target’s body. To exploit these weak features, high-
resolution time-frequency analysis with high dynamic range is being considered as
a suitable tool to extract the time-varying micro-Doppler signature[30][34][35]. A
four-parameter adaptive Chirplet signal representation method[37] has been used
for the separation of rotating parts from the target body in [38].
Antenna array has also been used for ISAR imaging[39]. Conventional antenna-
array-ISAR three-dimensional imaging system carries out imaging by first obtain-
ing the ISAR image of the different antennas and then use array direction of
arrival(DOA) estimation[40] on every strong scatterer to get the spatial position
of that scatterer. The synthetic aperture formed by the target’s motion is used to
separate the scatterers while the antenna array aperture is only used for position
measurement. In [39], a linear antenna array adaptive beamforming(ABF) was
used in ISAR imaging. The temporal radio camera which combined ABF with
ISAR, where ISAR images from different antennas, are non-coherently combined
to obtain a clearer image. Although this can improve the quality of the ISAR
image, it was not further developed for three-dimensional imaging by the authors.
Part of our work involves developing it for three-dimensional imaging as we over-
come difficulties like synthesis scatterers separation and scatterer registration.
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The use of sparse arrays are also attractive for many applications as they pro-
vide a wider aperture with a reduced number of antenna elements compared to
a full array[41][42]. Due to the large aperture formed by the sparse array, a long
coherent time duration is not needed to separate scatterers. Furthermore, during a
short time duration, the rotation of the target relative to the antenna array can be
approximated as an uniform rotation. However, sparse arrays have the drawback
of high sidelobe levels, which must be reduced to fully realize the advantages of
using sparse array. The design and optimization of sparse arrays are discussed in
[43] and [44].
The concept of Multi-Input Multi-Output(MIMO) radars has also drawn con-
siderable interests due to its advantages. MIMO radars transmit orthogonal
waveforms[45][46][47][48] or non-coherent waveforms[49][50][51] instead of coherent
waveforms which form a focused beam in the traditional transmit beamforming
techniques. In the MIMO radar receiver, a matched filterbank is used to extract
the orthogonal waveform components[52]. There are two major advantages of a
MIMO system[47]. Firstly, the increased spatial diversity can be obtained. The
orthogonal components are transmitted from different antennas. If these antennas
are far enough from each other, the target radar cross sections(RCS) for different
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transmitting paths will become independent random variables. Thus each orthog-
onal waveform carries independent information about the target. This spatial
diversity can be utilized to perform better detection. Secondly, the phase differ-
ences caused by different transmitting antennas along with the phase differences
caused by different receiving antennas can form a new virtual array steering vector.
Recent works have also allowed for a more efficient use of the radio frequency(RF)
spectrum with newer signal processing techniques. The need for a more efficient use
of the RF spectrum has become an important issue in recent years due to increasing
demand for spectrum usage rights by the communications industry coupled with
the demand for wider instantaneous bandwidths for radar applications[53][54]. As
RF spectral crowding becomes more severe, certain operational scenarios may make
the use of spectral diversity impossible[55]. This has resulted in work towards a
shared-spectrum radar.
The ability to simultaneously operate multiple radars at the same frequency in
a multistatic configuration and in close proximity to one another would result in
a great improvement in radar spectral efficiency. Shared-spectrum radar has been
implemented through the use of waveform diversity techniques, where each radar
transmits a unique waveform and signal processing in the receiver is utilized to sep-
arate the individual waveforms and to mitigate interference. Techniques proposed
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include the Multistatic Adaptive Pulse Compression(MAPC) algorithm[56][57],
where multiple known transmitted waveforms are adaptively pulse compressed
using reiterative minimum mean-square error(RMMSE) estimation[58][59]. An
adaptive beamforming component has also been combined with the MAPC algo-
rithm in [55] to enable better estimation performance and to increase the number
of multistatic radars which can simultaneously operate in the same spectrum.
Over-The-Horizon Radar(OTHR) is another area that has seen developments.
OTHR is an useful application as it performs wide-area surveillance at long range
well beyond the limit of the conventional line-of-sight(LOS) radars[60][61]. It can
track aircraft more than 3000 km away and over millions of square kilometers
of open ocean[62]. Various signal processing methods including using adaptive
time-frequency analysis or other techniques[63][64][65] have been considered for
the suppression of impulsive and transient interference signals for enhanced OTHR
performance.
Previous OTHR systems using a single OTHR only provides information about
the target range and Doppler frequency in the slant range direction. With only
these information, the user is not able to uniquely determine the movement of
the targets. The system is improved by a concurrent operation of two OTHR
systems proposed in [66] and [67]. Using two OTHRs would result in cross radar
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interference, but this was solved by new cross-radar interference cancellation ap-
proaches presented in [66] and [67]. The use of two OTHRs, positioned at differ-
ent locations, not only extends the coverage for enhanced surveillance, but also
offers higher-dimensional information of a moving target. The information is key
to achieving improved target classification and predictions of ballistic destinations.
1.3 My Contributions
Although we have provided a general discussion about the recent developments
in the many different types of radars, the main area of work chosen is in area of
Inverse Synthetic Aperture Radar(ISAR) imaging as we feel that ISAR imaging
provides an extremely useful application, that is, for the purpose of surveillance
and target recognition.
The two major contributions are in the area of array-based ISAR imaging and
imaging of target exhibiting the micro-Doppler phenomena. In the array-based
ISAR imaging, a perpendicular array method and a sparse array method has been
proposed for imaging. The array-based method has the ability to separate syn-
thesis scatterers. Synthesis scatterers are scatterers that are located at different
physical positions, but are projected onto the same range-Doppler unit as they
have the same range-Doppler value. As a result of the ability to separate synthesis
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scatterers, the ISAR images have been significantly improved.
The rotation or movement of structures in a target introduces additional fre-
quency modulations on the returned signals and also generates sidebands about
the center Doppler frequency of the target and causes blurring of the processed
ISAR image. This is known as the micro-Doppler phenomena. Methods proposed
include the extended Hough Transform and zero-force windowing to remove the
micro-Doppler effect of the rotor of a helicopter target which exhibits an uniform
rotation. A range grouping method has also been proposed for the imaging of a
tank target which exhibits a non-uniform movement. The ISAR images has also
improved significantly with the micro-Doppler contamination removed.
1.4 Organization of Thesis
The thesis begins with the an introduction to the developments of radar imaging
in Chapter 1. This is followed by a discussion on a three-dimensional inverse syn-
thetic aperture radar imaging method using an antenna array configuration and
sparse array configuration in Chapter 2 and 3 respectively.
Chapter 4 and 5 discuss on ISAR imaging of targets exhibiting the micro-
Doppler phenomenon. The phenomenon were caused by mechanical vibrations or
rotation of structures in a target, and introduce additional frequency modulations
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on returned signals. Chapter 4 discusses imaging of a target with a regular rotating
body part using the Hough Transform while Chapter 5 discusses imaging of a
target with an irregular moving body part. This is followed by a discussion on
ISAR imaging of a helicopter target in Chapter 6. Finally we conclude our work
in Chapter 7.
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In this chapter, a three-dimensional inverse synthetic aperture radar imaging method
based on an antenna array configuration is proposed. Conventional interferomet-
ric ISAR(InISAR) imaging system[19][20][21][22] and InISAR systems using three
antennas[23] fail when scatterers having the same range-Doppler value are pro-
jected onto the ISAR plane as a synthesis scatterer. We propose using two antenna
arrays perpendicular to each other to improve the system’s ability to separate these
scatterers.
Motion compensation is also key towards achieving a focussed image. The
criterion for the selection of a range unit that contains an isolated scatterer in the
20
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two-dimensional array domain for motion compensation is discussed. If there is no
range unit which contains only an isolated scatterer, radial and cross-range motion
compensation has to be carried out by motion parameter estimation. Two cross-
range motion parameters measurement algorithms, one based on array processing
of the range profile and another based on correlation of ISAR images of different
antennas are proposed. The coordinates registration problem for the scatterers of
a synthesis scatterer is also discussed.
2.1.1 Developments towards Antenna Array Imaging
In inverse synthetic aperture radar(ISAR) imaging, one of the main concerns is the
achievable resolution. Fine range resolution is attained by transmitting a wide-
band signal while its cross-range resolution is dependent on the relative rotation
between the radar and the target[10][12][14][39][68][69][70][71]. While high quality
ISAR images of a cooperative and non-maneuvering targets can be easily obtained,
it is not so if the targets are non-cooperative and/or maneuvering[24][25][27][28].
For non-cooperative targets, the targets’ rotation angle cannot be obtained and
therefore, the cross-range scale of the ISAR image is not known. For maneuver-
ing targets, the rotational axis of the target relative to the radar is time varying,
therefore the range-Doppler plane may not coincide with the target’s conventional
visual range and cross-range plane.
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To overcome the above drawbacks, 3-D interferometric ISAR imaging known
as InISAR were proposed[19][20][21][22][23][72]. Interferometry technique was first
introduced by Graham to compute the elevation of terrain[15]. Two antennas were
used and the elevation information was obtained by comparing the phase difference
of the received signals from the two antennas.
A two-antenna technique in the ISAR field was also presented in [69], where the
cross-range trajectory was measured by two antennas. It was however not further
developed for three-dimensional imaging by its authors. The principle of InISAR
is similar to InSAR except for some differences. In InSAR, the imaging plane’s
direction of movement is perpendicular to the direction of the antennas’ baseline,
therefore the two SAR images are automatically aligned in the cross-range direc-
tion. In InISAR, however, the imaging plane is not necessarily perpendicular to
the baseline, and therefore, height information cannot be obtained by simply us-
ing two antennas. As a result, three antennas are used in InISAR. Furthermore,
when the target’s motion is along the direction of the baseline, cross-range motion
compensation known as three-dimensional focusing[22][73] is also required.
Antenna array has also been used for ISAR imaging. Conventional antenna-
array-ISAR three-dimensional imaging system carries out imaging by first obtain-
ing the ISAR image of the different antennas and then use array direction of
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arrival(DOA) estimation[40] on every strong scatterer to get the spatial position
of that scatterer. The synthetic aperture formed by the target’s motion is used to
separate the scatterers while the antenna array aperture is only used for position
measurement.
In [39], a linear antenna array adaptive beamforming(ABF) was used in ISAR
imaging. The temporal radio camera which combined ABF with ISAR, where
ISAR images from different antennas, are non-coherently combined to obtain a
clearer image. Although this can improve the quality of the ISAR image, the
work was not further developed into a method for three-dimensional imaging
by its author. In this chapter, we have furthered the above work and coherent
processing(direction-of-arrival estimation) is used to obtain the three-dimensional
images.
2.1.2 Problems Examined
As an ISAR image is a projection of the scatterers of a target onto the range-
Doppler plane, scatterers that are located at different positions, but having the
same range-Doppler value will be projected onto the same range-Doppler unit.
These scatterers on the ISAR image are known as synthesis scatterers. The two-
antenna based interferometry technique can only measure a scatterer’s position,
but cannot measure the positions of more than one scatterers which are projected
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onto the ISAR plane as a synthesis scatterer. In this chapter, we propose using
two perpendicular antenna arrays, one in the x-axis direction and the other in the
z-axis direction, to measure the positions of scatterers of a synthesis scatterer.
For the motion compensation of the antenna array based 3-D imaging configu-
ration, we can carry out simultaneous range and cross-range motion compensation
if there is a range cell with an isolated scatterer. The selection criterion of such a
range cell is discussed. If there is no isolated scatterer, we propose two cross-range
motion parameters measurement algorithms, one based on array processing of the
range profile and another based on correlation of ISAR images of the different an-
tennas. Although the correlation based method will be computationally intensive
due to the searching of the cross-range motion parameters and ISAR imaging at
each searching step, the burden can be reduced by using the computationally effi-
cient array processing method to provide an initial search value.
A new problem of the antenna array configuration is the coordinate registration
problem for scatterers in a synthesis scatterer. Assuming that there are m physical
scatterers projected onto a range-Doppler unit, then in general, there will be m
spatial frequencies on each of the x and z directional array. Which is the spatial
frequency on each of the two arrays that corresponds to a particular scatterer?
This is discussed in Section 2.3.5.
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In Section 2.2, the principles and derivations involved in our work, such as
the principle of the two-antenna interferometry configuration and antenna array
configuration angle measurement setup would be discussed. The envelope align-
ment, radial motion compensation, cross-range motion compensation methods and
imaging algorithms are also discussed. Simulation results are demonstrated subse-
quently in Section 2.4.
2.2 Principle of Cross-range Measurement Method
In this section, the principle of cross-range position measurement of a single scat-
terer using a narrow band signal is derived. The methods presented include using
a two-antenna and an antenna array configuration.
2.2.1 Two-Antenna Interferometric Technique
A two-antenna interferometric angle measurement system is shown in Fig. 2.1.
The origin of the three-dimensional coordinate system is denoted as O, and two
antennas A1 and A2 are located at (−d/2, 0, 0) and (d/2, 0, 0) respectively. A1
acts as the transmitting as well as the receiving antenna, while A2 is the receiving
antenna and d is the distance between the two antennas. A point target P with
coordinates (x, y, z) is located at the broadside of the two antennas.










Fig. 2.1: Geometry of the two-antenna cross-range measurement system.
Let the transmitted signal from antenna A1 be s˜(t) = exp(j2pift). The received
















respectively, where R1 = |PA1|, R2 = |PA2|, c is the speed of light and f is the
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Let us consider the suitability of approximating 2xd/(R1 +R2) by xd/R1,
2xd/(R1 +R2)− xd/R1
2xd/(R1 +R2)












The result of (2.5) shows that for the far field region, the relative difference between
2xd/(R1 +R2) and xd/R1 is a small value, therefore ∆R can be approximated by
xd/R1.
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Consider another point Q(x, y′, z′) where R
′
1 = |QA1| and R′2 = |QA2|, the



















































where R = min {R1, R2, R′1, R′2}, ∆z = |z − z′|, ∆y = |y − y′|.
It can be seen that the relative difference |∆R−∆R′
∆R
| is much smaller than 1 when
∆y,∆z << R. Since we are only interested in large values of R, therefore in our
range of interest(∆y,∆z << R), the difference in distance between R1 and R2 is
largely dependent on x,R and d; and approximately independent of z and y.
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Let ϕ denote the phase of s∗1(t)s2(t),










The value of x can be estimated from the phase of s∗1(t)s2(t). However, since
the phase is of modulo 2pi, we must make sure that |2pixd
λR
| < pi holds in order
to ensure that there exists an unique relation between x and ϕ. Therefore, the
cross-range unambiguous window is






For example, in the case where f = 10GHz, d = 1m and R = 10km , the
unambiguous distance will be λR/d = 300m.
2.2.2 Antenna Array Technique
The L-shape antenna array configuration is shown in Fig. 2.2. It can also be of a
cross shape where the antenna elements extends to the negative x and z-axis. Let
the transmitting antenna be at the origin and the 2K − 1 receiving antennas be
located at (kd, 0, 0) and (0, 0, kd) where k = 0 : K − 1.












Fig. 2.2: Geometry of the L-shape antenna array imaging system.
The difference in distance between point P to the reference antenna at the
origin(0th antenna) and point P to the kth antenna in the x-axis direction is
∆Rk=R0 −Rk
=













independent of x), ∆Rk is an approximately linear function of k. Since d is known
and R0 and Rk can be estimated by a wideband signal(by measuring the round trip
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known and can be compensated. The received array signal can then be expressed
as
s = s0(t)× [1, ej2pi xdkλR , · · · , ej2pi
xd(K−1)
λR ]T , (2.12)
where s0(t) is the received signal of antenna 0. The spatial frequency is
fs = xd/(λR). (2.13)






Similarly, we can get the z coordinate of a scatterer using the antenna array
on the z axis. After we have obtained the x and z coordinates of a scatterer and
together with the range information, the three-dimensional coordinates can be ob-
tained.
The above method looks like the linear array direction-of-arrival(DOA) esti-
mation method. In linear array DOA estimation, the angle is limited to [0, pi]. In
order to ensure that there is no ambiguity in the DOA estimation, d ≤ λ/2 must
be fulfilled. For the array configuration discussed in this chapter, the cosine value










must be carried out when the values of k, d are large and/or λ,R are small.
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is a small value in the far field and can be omitted.
As the unambiguous distance is λR/d, the cross-range resolution is λR/(K×d)
if conventional Fourier analysis is used. Generally, many antennas are required to
attain fine resolution. However, if super-resolution spectrum analysis such as the
RELAX[29] and maximum likelihood methods[74] are used, the required number
of antennas can be reduced.
2.3 Three-dimensional Imaging Based on Array
DOA Estimation
In the previous section, we have described the cross-range coordinate measurement
of a single scatterer by using an antenna array transmitting a narrow band sig-
nal. In this section, we discuss the coordinates measurement method for multiple
scatterers using a wideband signal.
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2.3.1 Wideband Signal Model








, |t| < T
2
, (2.15)
where f is the carrier frequency, µ is the chirp rate and T is the chirp pulse du-
ration. χ˜(t) is the envelope of the transmitted signal which satisfies χ˜(t) = 1, for
|t| < T
2
, and χ˜(t) = 0, for |t| > T
2
.
The received signal is









After demodulation and pulse compression, the received signal can be expressed
as[68]
s(t)=ρ× χ˜(t− τ)exp (−j2pifτ)
×(T − |t− τ |)× sinc (µ(T − |t− τ |)(t− τ))
=χ(t− τ)exp (−j2pifτ) , (2.17)
where sinc(x) = sin(pix)
pix
and χ(t) = χ˜(t)(T − |t|) × sinc (µ(T − |t|)t) describes the
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envelope after the pulse compression. For simplicity, we consider only two scat-
terers. Let the coordinates of scatterers P and Q at time 0 be (xp, yp, zp) and
(xq, yq, zq) respectively. The distance moved at time t are xp(t), yp(t), zp(t) and
xq(t), yq(t), zq(t). For rigid target and small angle imaging conditions, we have
xp(t) ≈ xq(t), yp(t) ≈ yq(t) and zp(t) ≈ zq(t). The distance from P and Q to the
origin is denoted as rp(t) and rq(t) respectively.
According to (2.11), (2.12) and (2.17), the backscattered array signal from P
and Q can be expressed in the form as shown in (2.18) to (2.21).
Our objective is to obtain the coordinates of xp, xq, yp, yq, zp, zq or their
relative difference in position and the power of αp, αq from the received signals.
The processing steps involved include envelope alignment, motion compensation,
ISAR imaging and cross-range position estimation.
2.3.2 Envelope Alignment
In ISAR imaging, the first step is envelope alignment. As seen in (2.18) to (2.21),
since the delay is time varying, the echos’ envelopes shift with time. Cross-range
signal processing can only be done after the signals’ envelopes χ(t− τ) are aligned.
For the multiple antenna case, we need to know whether the different antennas’
one-dimensional range profiles are aligned at every time instance.
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From (2.11), it can been seen that for conventional three-antenna imaging with
parameters that are of interest to us, such as |x| < 100m, d = 1m ∼ 2m, R >
10000m and range resolution δr being 0.5m ∼ 1m, we have ∆R << δr. Therefore,
it is usually not necessary to do envelope alignment between different antenna
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elements[20]. However, for the proposed antenna array technique, where we may
have large values of x, d, K and higher range resolution, it may be necessary to
do envelope alignment between the different antenna elements. For example, in
the case where R = 10000m, d = 2m, K = 8, and the target moves a distance of
300m along the x direction during the data collection duration(the rotated angle
is 1.7189o, resulting in a cross-range resolution of 0.5m when the wavelength is
0.03m), the maximum distance difference ∆R = 300 × 8 × 2/10000 = 0.48m is
then comparable to the range resolution, and therefore, range alignment is needed
for the different antennas.
2.3.3 Motion Compensation
This section describes motion compensation which consists of two steps, namely
radial motion compensation and cross-range motion compensation. If a particu-
lar range cell contains an isolated scatterer, the range cell can then be taken as
a reference range cell to carry out radial and cross-range motion compensation
simultaneously. Otherwise, radial and cross-range motion parameters must be es-
timated. Let us begin with a discussion of the criteria to determine if there exist
a particular range cell that contains an isolated scatterer in the antenna array
context, which is similar to conventional ISAR case, followed by the cross-range
motion parameters estimation algorithms.
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Criteria to determine if a range cell contains only an isolated scatterer
The first step is to determine if a range cell contains only one isolated scatterer.
The variance criteria is usually used in ISAR imaging. If a range cell contains
only an isolated scatterer, the signal power of this range cell is constant with time.
Otherwise, the signal will fluctuate due to the phase interference of the different
scatterers in the same range cell.
It is commonly known that scatterers located on a line parallel to the rotational
axis of the target(relative to the radar) will be projected to the same position unit
on the ISAR plane. These scatterers form a synthesis scatterer on the ISAR im-
age. If a particular range cell contains only one such synthesis scatterer, it can
also be regarded as a good candidate for radial motion compensation, but not for
cross-range motion compensation as the array signal from this range cell is not a
sinusoidal signal. If there is only one physical scatterer in a range cell, the received
signal of the different antennas will be a complex sinusoidal signal with a constant
envelope.
Based on these observations, we proposed that a good choice for the reference
range cell to carry out radial and cross-range motion compensation simultaneously
should satisfy the conditions that the power should be large, and the signal vari-
ance in the slow-time domain as well as in the two antenna array domains should
CHAPTER 2. ANTENNA ARRAY IMAGING 38
be small. Here there is an added antenna array domain and hence the requirement
that the variance in the two antenna array domains should be small.
Simultaneous Radial and Cross-range Motion Compensation
In this section, we discuss the situation where there exist an isolated scatterer.
Under such condition, simultaneous radial and cross-range motion compensation
can be carried out. Assuming that range cell m contains only one isolated scatterer
P , then the array signal spx(t), spz(t) can be obtained directly from the range cell
m. Let sqx(t) and sqz(t)be the signal of scatterer Q, then
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where  is the element wise scalar product. In (2.18), the term e−j4pirp(t)/λ can
be regarded as being induced by the radial motion of the target relative to an-









in (2.18) to (2.21) can be regarded as being induced by the target’s cross-range
motion. It can be seen that the radial and cross-range motion terms are canceled








xq − xp = λRfsx
d
(2.24)
zq − zp = λRfsz
d
(2.25)
From (2.24) and (2.25), what we obtained are xq−xp and zq−zp, which are the
cross-range distances of the scatterer Q relative to the scatterer P . This means that
point P is the center of the obtained three-dimensional image in the cross-range
domain.
Radial Motion Compensation
More importantly, we discuss the situation where there is no isolated scatterer as
it is commonly the case in real-life target imaging. If there is no isolated scatterer,
simultaneous radial and cross-range motion compensation cannot be carried out
and therefore, radial and cross-range motion compensation must be carried out
separately. There are many radial motion compensation algorithms, such as the
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single-scatterer referencing algorithm[12][39], multiple-scatterer algorithm(MSA)
and phase gradient autofocus technique. Steinberg had demonstrated that the
dominant scatterer algorithm is effective for aircraft imaging in 80% of the exper-
iments when the range resolution was about 1m[39]. These methods will not be
discussed here as they are readily available in the references.
Cross-range Motion Compensation
In this section, we discuss the two proposed cross-range motion parameters estima-
tion method, one based on the array processing of one-dimensional range profiles
data and the other based on the correlation of ISAR images.
1. Cross-range motion estimation using array processing of one-
dimensional range profiles data.
As the cross-range position corresponds to the spatial spectrum of the array
signal, we propose that the spatial spectrum of some range cells be computed first
and curve fitting can then be used to obtain the cross-range motion information.
Let R(k,m, n) be the range profiles after range alignment and radial motion
compensation, where k is the antenna index, 0 ≤ m ≤ M − 1 is the range index
and 0 ≤ n ≤ N − 1 is the time index. The cross-range motion compensation can
be done as follows:
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N))2. Let Mˆ be the chosen set of range cells with a large summation value and a
small variance value.
Step 2) For 0 ≤ n ≤ N − 1 and m ∈ Mˆ , calculate the spectrum of R(:,m, n),
S(:,m, n) = |FFT (R(:,m, n))|.
Step 3) Carry out correlation and curve fitting to get the spatial frequency of
the target at every time instance. For a definite range cell, because the cross-range
spatial spectrums of different instances are similar, correlation can be used to es-
timate the spatial frequency fˆs(m,n) at every time instance n and every m ∈ Mˆ .
As there may exist frequency ambiguity, frequency unwrapping is needed. This
is similar to the necessity to carry out phase unwrapping in conventional three-
antenna imaging when the target moves beyond the unambiguous region.
We also denote fˆs(m,n) as the frequency unwrapped spatial frequency. The
spatial frequency in everym ∈ Mˆ is then polynomial-fitted and denoted as f˜s(m,n).
Let V (m) =
∑N−1
n=0 (fˆs(m,n)− f˜s(m,n))2 be the fitting error. Choose the value of
mˆ that satisfies mˆ = minm V (m). Then f˜s(n) = f˜s(mˆ, n) is the estimated spatial
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frequency at every time instance.
Step 4) Compute the phase ϕ(k, :) = 2pif˜s(n)k.
Step 5) Carry out cross-range motion compensation. For k = 1 : K − 1 and
0 ≤ m ≤M − 1, compute
Rˆ(k,m, :) = R(k,m, :) ∗ exp(−jϕ˜(k, n)) (2.26)
2. Cross-range motion parameters estimation using correlation of
ISAR images.
If xp(t) is a linear function and it is not compensated, then the ISAR image
of the mth antenna will look like the ISAR image of the 0th antenna but shifted
in the cross-range direction. If xp(t) is a nonlinear function, then in addition to
the shift, it will also induce blurring of the ISAR image. According to the analysis
above, after correct cross-range motion compensation, the ISAR images of different
antennas are aligned, and the correlation between different ISAR images should
peak at the actual motion parameters. Based on this observation, we present
the following cross-range parameters estimation algorithm. We will only show the
computational procedures for the motion parameters in the x-axis direction. The
procedures in the z-axis direction is similar.
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qt3, where v is speed, a is acceleration and q is jerk. It should be noted that
the second and even third order term motion parameters could be included in our
computation for maneuvering targets.
Step 2) Compensate the phase of antennas k = 1, 2, · · ·K − 1 with phase
ϕ(k, t) = 2pikdx(t)
λR
.
Step 3) Obtain the ISAR images I(k, :, :), where k = 0, 1, 2, ..., K − 1, for all
the antennas.
Step 4) Compute the cross correlation of |I(0, :, :)| and |I(k, :, :)| where k =
1, 2, ..., K − 1,







(|I(0,m, n)| × |I(k,m, n)|) (2.27)
Step 5) Find the peak position. The position (v0, a0, q0) of the peak of ζ cor-
responds to the estimated motion parameters in the x-axis direction.
One of the disadvantages of this method is the heavy computational burden
associated with doing ISAR imaging and correlation at every searching grid. How-
ever, the proposed array processing method presented in this chapter can lower the
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amount of computation required by providing an initial value. This reduces the
boundary of the parameters that one needs to search. The computational burden
has also been further reduced as we only carry out ISAR imaging for selected range
cells with high power.
2.3.4 Cross-range Position Estimation
After motion compensation, the positions of the scatterers can then be estimated.
We discuss the estimation of the x coordinates of the scatterers. Let Ix(k, :, :) and
Iz(k, :, :) be the ISAR images of the x-directional and z-directional antennas after
cross-range motion compensation. Let (mˆ, nˆ) be the position of a strong scatterer,
Sx(:, mˆ, nˆ) and Sz(:, mˆ, nˆ) be the spectrum of Ix(:, mˆ, nˆ) and Iz(:, mˆ, nˆ) respectively.
If there is only one physical scatterer projected onto the (mˆ, nˆ) position, there will
be only one peak in the spectrum Sx(:, mˆ, nˆ) and Sz(:, mˆ, nˆ). Let the peak position
of Sx(:, mˆ, nˆ) be kˆ and the number of Fourier transform points be K, the discrete






Similarly, the z coordinate can be obtained by considering the ISAR images
obtained by antennas in the z-axis direction.
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2.3.5 Scatterer Registration
With the sets of x and z coordinates obtained, the next challenge is on scat-
terers registration. Here, a scatterer registration method is proposed. If there
are more than one physical scatterers projected onto the point (mˆ, nˆ), then gen-
erally there will be multiple peaks on Sx(:, mˆ, nˆ) and Sz(:, mˆ, nˆ). Which are
the two peaks on Sx(:, mˆ, nˆ) and Sz(:, mˆ, nˆ) that correspond to one scatterer?
As these physical scatterers must be located on a line parallel to the rotational
axis in order to be projected onto the same range-Doppler unit, their projec-
tion onto the x and z axis maintains a monotonic relative positions relation-
ship. Assuming the Kˆ peak values on Sx(:, mˆ, nˆ) and Sz(:, mˆ, nˆ) are denoted by
a(1), a(2), · · · , a(Kˆ) and b(1), b(2), · · · , b(Kˆ), respectively. The registration deci-
sion may be a(1)→ b(1), · · · , a(Kˆ)→ b(Kˆ), or a(1)→ b(Kˆ), · · · , a(Kˆ)→ b(1).
As the amplitude of a scatterer’s signal obtained in two antenna array domain





k=1 a(k)× b(Kˆ − k), then we choose the a(1)→ b(1), · · · , a(Kˆ)→ b(Kˆ)
registration decision, otherwise we choose the a(1) → b(Kˆ), · · · , a(Kˆ) → b(1) de-
cision.
The above criterion fails for the case where the amplitudes of the scatterers are
the same. As the line which contains the true scatterers in the ideal case is parallel
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to the axis of rotation, we should choose the line that is closest to being parallel to
the axis of rotation as the correct line containing the scatterers. Let
−→
Ω be the unit
vector of the rotation axis, v1 and v2 be the unit vector of two lines for scatterers
registration as a(1)→ b(1), · · · , a(Kˆ)→ b(Kˆ) and a(1)→ b(Kˆ), · · · , a(Kˆ)→ b(1).
If |−→Ω Tv1| > |−→Ω Tv2|, we choose the a(1) → b(1), · · · , a(Kˆ) → b(Kˆ) registration
decision, otherwise we choose the a(1)→ b(Kˆ), · · · , a(Kˆ)→ b(1) one.
The rotation axis based criterion may fail when there are imaginary scatterers
observed during spatial spectrum analysis. For example, let Q1, Q2 be two scat-
terers corresponding to one ISAR image pixel and the frequencies obtained by the
two antenna array would be [fx1, fx2] and [fz1, fz2]. The combination would give
rise to four possible scatterers [fx1, fz1],[fx2, fz2],[fx1, fz2] and [fx2, fz1]. Here, two
scatterers are imaginary scatterers and non-existent.
The combination of the above two criteria as shown in the following pseudo
program code would then produce a better result.
If
∑Kˆ
k=1 a(k)× b(k)× β >
∑Kˆ
k=1 a(k)× b(Kˆ − k),
choose the a(1)→ b(1), · · · , a(Kˆ)→ b(Kˆ) registration decision,
else if
∑Kˆ
k=1 a(k)× b(Kˆ − k)× β >
∑Kˆ
k=1 a(k)× b(k),
choose the a(1)→ b(Kˆ), · · · , a(Kˆ)→ b(1) registration decision.
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else use rotation axis based criterion.
end
where β is a heuristic selected value, such as β = 0.8.
2.3.6 Estimation of the Axis of Rotation
Fig. 2.3: Relation between rotation axis and scatterers coordinates.
Let the target’s rotation axis be the Z ′ axis. A new coordinate system is
(X ′, Z ′). The rotation angle between the X ′ axis and the X axis is α. A, B, C
are three scatterers. For any scatterer, its coordinates in the (X,Z) and (X ′, Z ′)
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where Ω is the rotation speed. Therefore [− sin(α), cos(α)] is the unit vector of the
rotational axis.
Through ISAR imaging and DOA estimation, the positions and Doppler fre-
quencies of many scatterers can be obtained, then Ω and α can be estimated using
the minimum mean square error estimation method. Of course, only scatterers
that do not need scatterers registration are useful.
2.4 Simulation Results
In this section, some simulations are carried out to verify the effectiveness of our
method. In all our simulations, the target is located 10km away from the ori-
gin on the y axis, the transmitted signal’s wavelength is λ = 0.03m, the signal
bandwidth is 300MHz(range resolution is therefore 0.5m). There are 8 antennas
each in the x-axis and z-axis directions. Antenna 0 is located at the origin. In
the first and second examples(target with isolated scatterers and two-ring target
respectively), the distance between antenna elements is 4m and the cross-range
unambiguous distance is 75m. However, in the third example(aeroplane target),
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the chosen distance between antenna elements is 3m so that the cross-range un-
ambiguous distance is 100m, as the target is larger.
Distance to target 10 km
Wavelength 0.03 m
Signal Bandwidth 300 MHz
Resultant range resolution 0.5 m
No. of antenna in each axis(X & Y) 8
Table 2.1: Imaging system parameters.
2.4.1 Target with Isolated Scatterer
We first examine the proposed three-dimensional imaging and motion compensa-
tion method using the signals of a target which contains an isolated scatterer. The
target consists of 7 scatterers located at the local coordinates (0, 0, 0; 2, 0, 0; 0,
0, 10; 2, 0, 20; 1, -2, 1; -1, 2, -3; 3, 2, 3). Fig. 2.4 depicts the three-dimensional
model of the target while the three different views of the target are shown in Fig.
2.5. In all the plots, the volume of the point is used to express the power of the
scatterer, with a higher power being represented by a larger volume.
The target moves along a straight line with speed V x = −63.66m/s, V y =
3m/s and V z = 0m/s. The data collection time is dependent on the required
cross-range resolution. For a target moving with constant velocity, a longer data





























Fig. 2.4: 3D model of the target (target with isolated scatterer).
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Fig. 2.5: Projected views of the target model (target with isolated scatterer) (a)XY
Plane (b)YZ Plane (c)XZ Plane.
CHAPTER 2. ANTENNA ARRAY IMAGING 52
collection time allows for better cross-range resolution. In this case, the data collec-
tion time is 4.7124s and during this time interval, the cross-range distance moved
is 300m, the rotated angle is 1.7189o and the resulting cross-range resolution is
0.5m. There are 8 sampling points in one range cell and match filtering is used to
obtain the range profile. The scatterer nearest to the radar is an isolated scatterer,
which is used to do radial and cross-range motion compensation. The ISAR image




















Fig. 2.6: Contour plot of ISAR image (target with isolated scatterer).
The reconstructed three-dimensional image and the three projected image views
using antenna array configuration are shown in Fig. 2.7 and Fig. 2.8 respectively.
For simplicity of comparison, the reconstructed three-dimensional image using the
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three-antenna interferometry technique is shown in Fig. 2.9. It can be seen that as
scatterers 1 and 3 have the same x coordinate and y coordinate, and they coincide
in the ISAR image. Scatterers 2 and 4 coincide in the ISAR image for the same
reason. Using the antenna array configuration, the coordinates of all scatterers are
correctly reconstructed. But using the three-antenna interferometry technique,








Fig. 2.7: 3D image obtained by the antenna array method (target with isolated
scatterer).






















Fig. 2.8: Projected views of the image obtained by the antenna array method
(target with isolated scatterer) (a)XY Plane (b)YZ Plane (c)XZ Plane.






Fig. 2.9: 3D image obtained by three-antenna method (target with isolated scat-
terer).
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Fig. 2.10: 3D model of the target (two-ring target).
2.4.2 Two-ring Target
In this example, we demonstrate the cross-range motion compensation using pa-
rameter estimation method based on cross correlation of ISAR images. The target
comprises of 16 scatterers and looks like two rings. The radius of each ring is
4m, and the distance between the two rings is 20m. Fig. 2.10 and Fig. 2.11
show the target’s three-dimensional model and three projected views, respec-
tively. The target moves along a straight line with speed V x = 63.66m/s, V y =
3m/s and V z = 63.66m/s. The data collection time is 4.7124s.
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Fig. 2.11: Projected views of the target model (two-ring target) (a)XY Plane (b)YZ
Plane (c)XZ Plane.
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As the axis of the target is perpendicular to the direction of the target’s mov-
ing speed, the corresponding points of the two rings are projected onto the same



















Fig. 2.12: Contour plot of ISAR image (two-ring target).
In this case, there is no range unit with a ”physically isolated scatterer” to do
radial and cross-range motion compensation simultaneously. However, we can use
the so called ”synthesis isolated scatterer” to do radial motion compensation. The
method of cross-range correlation of ISAR images presented in this chapter is used
to estimate the cross-range motion parameters. Fig. 2.13 shows the contour plot
of the correlation function of the speed and acceleration in the x direction. The
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peak point corresponds to the estimated speed and acceleration, which is equal to
the actual value (about 64m/s and 0m/s2, respectively). Fig. 2.14 and Fig. 2.15
show the three-dimensional image and the three projected views of the two rings














Fig. 2.13: Contour plot of correlation function of the ISAR images of the different
antennas (two-ring target).
Fig. 2.14 and Fig. 2.15 are almost identical to the original image shown in Fig.
2.10 and Fig. 2.11. This is due to the spatial separation ability of the antenna
array to separate the two rings. The reconstructed three-dimensional image using
three-antenna interferometry is shown in Fig. 2.16. The three-dimensional image
is different from the original target’s image as the obtained x and z coordinates is
an average of the original x and z coordinates and lie somewhere between them.

















Fig. 2.14: 3D image obtained by the antenna array method (two-ring target).
2.4.3 Aeroplane Target
In this example, we demonstrate the cross-range motion compensation using pa-
rameter estimation method based on DOA estimation. The target is a complex
aeroplane target. Fig. 2.17 and Fig. 2.18 show the target’s three-dimensional
model and three projected views, respectively.
The target moves along a straight line with speed V x = 100m/s, V y = 3m/s
and V z = 0m/s, and the data collection time is 3s. These true radial motion
parameters are used to do radial motion compensation. The ISAR image is shown
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Fig. 2.15: Projected views of the image obtained by the antenna array method
(two-ring target) (a)XY Plane (b)YZ Plane (c)XZ Plane.

























Fig. 2.16: 3D image obtained by the three-antenna method (two-ring target).
Fig. 2.17: 3D model of the target (aeroplane target).
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Fig. 2.18: Projected views of the target model (aeroplane target) (a)XY Plane
(b)YZ Plane (c)XZ Plane.
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in Fig. 2.19 and is similar to Fig. 2.18(a). It can be seen that many scatterers in



















Fig. 2.19: Contour plot of ISAR image (aeroplane target).
Fig. 2.20 and Fig. 2.21 show the estimated cross-range motion in the x and z
direction and they are approximately straight lines. Fig. 2.22 and Fig. 2.23 show
the three-dimensional image and the three projected views of the reconstructed
images by using the antenna array method, here we have assumed that there are
at most two scatterers in one ISAR unit and the maximum likelihood frequency
estimation method has been used[74].
The reconstructed three-dimensional image and three projected views using
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Fig. 2.20: X-direction cross-range estimation plot (aeroplane target).





















Fig. 2.21: Z-direction cross-range estimation plot (aeroplane target).
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Fig. 2.22: 3D image obtained by the antenna array method (aeroplane target).
the three-antenna interferometry method is also shown in Fig. 2.24 and Fig. 2.25
respectively for comparison purposes.
As there are more scatterers in the z direction compared to other direction,
many of these scatterers are projected onto the same ISAR units. The result
is that the three-dimensional image obtained by the three-antenna configuration
is poor, especially in the z direction. The image obtained by the array based
configuration has been shown to be significantly better.
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Fig. 2.23: Projected views of the image obtained by the antenna array method
(aeroplane target) (a)XY Plane (b)YZ Plane (c)XZ Plane.
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Fig. 2.24: 3D image obtained by the three-antenna method (aeroplane target).
2.5 Conclusions
In this chapter, a three-dimensional imaging method using two perpendicular an-
tenna arrays is proposed. The criteria for determining if a particular range cell
contains a physically isolated scatterer is also proposed. Translational and cross-
range motion can be compensated by the isolated scatterer’s signal. In the case
where there is no physical isolated scatterer, two cross-range motion parameters
estimation methods are proposed, one using array processing to get the spatial
frequency(contains cross-range distance information), another doing a parameter
search to obtain the peak of the correlation between ISAR images of the different
antennas. A scatterer registration strategy has also been proposed. Simulation
results have illustrated the effectiveness of the proposed methods as shown by the
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Fig. 2.25: Projected views of the image obtained by the three-antenna method
(aeroplane target) (a)XY Plane (b)YZ Plane (c)XZ Plane.
improved images obtained by the array based algorithm and proposed methods.
Chapter 3
Sparse Array ISAR Imaging
3.1 Introduction
Conventional antenna array inverse synthetic aperture radar three-dimensional
imaging system does imaging in two major steps: (1)first getting the ISAR image
of the different antennas and (2)using array DOA estimation on every strong scat-
terer to get the spatial position of that scatterer. The synthetic aperture formed
by the target’s motion is used to separate the scatterers while the antenna array
aperture is only used for position measurement. This is discussed in Section 2.1.
In this chapter, a new imaging method employing a combined two-dimensional
sparse-array beamforming technique with ISAR imaging is proposed. It reaps
the benefits of the sparse array to achieve a large aperture while using ISAR
70
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imaging to lower the sidelobe of the sparse array beam pattern, thereby achieving
a high resolution ISAR image. Also, two target rotational parameters estimation
methods are being proposed for maneuvering targets where these parameters are
not available.
3.1.1 Problems Examined
As discussed in the previous chapter, it is possible to have scatterers that are
at different physical positions but having the same range-Doppler value. These
scatterers are projected onto the same range-Doppler unit and are termed synthe-
sis scatterers. The existence of synthesis scatterers in ISAR imaging needs to be
considered or the imaging may not be accurate and identification would be difficult.
Reported literatures on three-dimensional imaging methods[19][20][21][22][23][72]
requires at least two antennas for imaging. The two-antenna based interferometric
technique however, can only measure a scatterer’s position, but cannot separate
synthesis scatterers. As multiple scatterers can be separated by antenna arrays,
a three-dimensional imaging configuration using cross azimuth and perpendicular
antenna arrays is proposed in the previous chapter and in [75].
A new difficulty of the scatterers’ coordinate registration problem arises for the
case of the cross antenna arrays configuration. The situation now is that, for the
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array signal from one range-Doppler unit, there may be several spatial frequencies
corresponding to several scatterers and we have to decide which of the two spatial
frequencies in the two arrays corresponding to a particular scatterer. Although
the rotational axis and amplitude matching method[75] can solve this problem
partially, it is not always effective.
In our work, we extend the use of the cross antenna array configuration of [75]
to a two-dimensional sparse array case. The work can also be seen as an exten-
sion of method [39] using a temporal camera as discussed in Section 2.1.1. Using
our proposed sparse-array method, the scatterers’ coordinates registration problem
can be resolved completely and the three-dimensional image can be obtained by
beamforming in one snap shot. However, in order to obtain fine spatial resolution,
a very wide antenna aperture is required, and therefore many antenna elements
are required if a two-dimensional full antenna array is used.
The advantage of a sparse array is that although it has a wider aperture, the
number of antenna elements can be greatly reduced compared to a full array[76].
It however, has the drawback of high sidelobe levels. Therefore, using the conven-
tional one snap shot spatial signal processing has disadvantages of low SNR and
high sidelobe level which degrades the image quality. Fortunately, sparse-array
beamforming when combined with ISAR imaging can reduce the sidelobe level
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and increase the SNR as to be shown in our work.
Due to the large aperture formed by the sparse array, a long coherent time
duration is not needed to separate scatterers. Therefore, during a short time
duration, the rotation of the target relative to the antenna array may be ap-
proximated as an uniform rotation. Techniques[24][25][26][27][28][29] such as time
frequency analysis or super resolution spectrum analysis are not necessary. The
rotation vector can then be estimated by combining the two-dimensional sparse-
array beamforming and ISAR imaging. After obtaining the rotational parameters,
the three-dimensional images at different times can be combined coherently.
This chapter is organized as follows. In Section 3.2, the spatial time signal
models of antenna array configurations are derived. The envelope alignment, mo-
tion compensation, and imaging algorithm are then discussed in Section 3.3 and
3.4. Simulation results are presented in Section 3.6. In Section 3.7, we conclude
our work on sparse-array imaging.
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3.2 Spatial and Time Domain Signal Model for
Three-dimensional Motion
The geometry of three-dimensional imaging based on antenna array is shown in
Fig. 3.1.
Fig. 3.1: Geometry of the radar and the target.
The origin of the three-dimensional coordinate system(X ′, Y ′, Z ′) is denoted
as O
′
, the transmit antenna’s position coincides with the origin and the two-
dimensional receive antenna array is located near the origin O
′
. The position
of the receive antenna element Ak is also denoted as vector dk =
−−−→
O′Ak. A local
coordinate system(O,X, Y, Z) parallel to the radar coordinate system is used to
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Let the transmitted signal from antennaO
′
be s˜(t) = exp(j2pift). The backscat-


















respectively, where rp0 = |
−−→
















OP | = |r + p − dk|, c is the speed of light and f is the carrier frequency.
For simplicity, we ignore the effects of path loss on the signal amplitude. Let the
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where λ is the wavelength. The difference between rp0 and rpk is
∆r=rp0 − rpk
=|r + p| − |r + p− dk|
=
(r + p)T (r + p)− (r + p− dk)T (r + p− dk)
rp0 + rpk
=
2(r + p)Tdk − dTkdk
rp0 + rpk
. (3.4)
The received array signal can then be expressed as
sp = sp0(t)× [1, · · · , ej2pi
2(r+p)T dk−dTk dk
λ(rp0+rpk) , · · · ]T . (3.5)
As the position of the antennas are known, the term dTkdk can be canceled by
preprocessing. After that, the distance difference from scatterer P to antenna 0
and to antenna k is proportional to the projection of the scatterer P to the vector
dk.




λ × [1, · · · , ej2pi
2(r+q)T dk−dTk dk
λ(rq0+rqk) , · · · ]T . (3.6)
Let P be the focus point and after compensation using sp, sq becomes













, · · · ]T ,
(3.7)
where  is the element-wise product. We assume that the translational velocity
vector of the target is v, while the target rotates around its rotational axis ω =
[ωx, ωy, ωz]







then the rotation matrix is denoted as R(t) = I + sin(Ωt)ωˆ + (1− cos(Ωt))ωˆ2[77].






λ × [1, · · · , e j2pi(
−−→
PQ−−−→PQT n0n0)T dk
λr˜ , · · · ], (3.9)
where n0 is the radar line of sight unit vector and r0 is the initial value. For
the details of the derivation, please refer to the appendix A. Due to the large
aperture formed by the sparse array, a long coherent time duration is not needed
to separate scatterers. Therefore, in this chapter, we only consider imaging for
case of small angle rotation, such that during the data collection duration, the
relative position between different scatterers do not change dramatically, that is
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rq(t)− rp(t) ≈ rq(0)− rp(0) = −→PQ.
Generally, fine range resolution can be obtained by transmitting a wideband








, |t| < T
2
, (3.10)
where µ is the chirp rate and T is the chirp pulse duration. χ˜(t) is the envelope of
the transmitted signal satisfying χ˜(t) = 1, for |t| < T
2
, and χ˜(t) = 0, for |t| > T
2
.
The received signal of one antenna is









After demodulation and match filtering, the received signal can be expressed as[68]
s(t)=ρ× χ˜(t− τ)exp (−j2pifτ)
×(T − |t− τ |)× sinc (µ(T − |t− τ |)(t− τ)) (3.12)
=χ(t− τ)exp (−j2pifτ) , (3.13)
where sinc(x) = sin(pix)
pix
and χ(t) = χ˜(t)(T − |t|) × sinc (µ(T − |t|)t) describes the
signal envelope after pulse compression. The wideband array signal from Q after
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pulse compression can be expressed as



















In this section, the need to do envelope alignment, as well as the way to do it is
discussed. As the delays rp,k(t) are time varying, the echo’s envelope are shifted
with time. Motion compensation can only be done after the signals’ envelopes
are aligned. For the case of multiple antennas ISAR imaging, compared to single
antenna ISAR imaging, we need to know whether the different antenna’s one-
dimensional range profiles are aligned at every time instance. For the broadside
case, from (3.4), it can been seen that for our parameters of interest, such as
r˜ = 10000m, |dk| = 100m, and scatterer P on the broadside of antenna array sat-
isfies (r + p)Tdk ≈ 0. But more importantly, ∆r = 100× 100/(2× 10000) = 0.5m.
Since ∆r is comparable to range resolution, therefore range alignment is needed
for the different antennas. If the target is located in the slant-range direction(off
broadside), then range envelope alignment between the different antennas is also
necessary as 2(r+p)Tdk/(rp0+rpk) ≈ nT0 dk, is usually larger than range resolution.
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Another consideration is whether there is a constant shift between the range
profiles of the different antennas. If there is a constant shift quantum between
adjacent antennas, the envelope shift quantum for antennas k relative to the first
antenna can be easily calculated. The envelope alignment can then be easily done
by shifting the envelope according to the relative shift of each adjacent antenna
and this will lower computational power requirements. Otherwise, the shift be-
tween envelopes has to be calculated by correlation which is computationally more
expensive.
After envelope alignment and motion compensation using the methods dis-
cussed in Section 2.3.3, the signal of (3.9) can be obtained.
3.4 Three-dimensional Imaging Algorithms
In this section, we review and discuss the potential limitations of two three-
dimensional imaging methods that are closely related to our proposed work, namely
1) Interferometric imaging using three antenna elements and 2) Imaging based on
DOA estimation of cross antenna array. However, the bulk of the discussion would
still be on our proposed processing method 3) Imaging based on combination of
sparse-array beamforming and ISAR imaging.
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3.4.1 Interferometric Imaging using Three Antenna Ele-
ments
The geometry of the three-antenna imaging system is shown in Fig. 3.2. One
antenna which acts as both the transmitting and receiving antenna is located at
O′, the other two receiving antennas A and B are located in the X and Y axis,
and denoted as antenna 1 and antenna 2 respectively. The distance from both A
and B to O′ is d.
For simplicity, let the origin of the coordinate system (X, Y, Z) be the focusing
point denoted by O. The position of scatterer Q relative to O along the X direction
can be obtained by comparing the phase of the received signal from antenna 1
and antenna 0. Similarly, the relative position of Q along Y direction can also
be obtained. Together with the range information obtained by wideband pulse
compression, the three-dimensional position of the scatterer Q can be obtained.
The phase of the signal Q can be obtained by carrying out ISAR imaging on each
of the three antennas’ received signal. One should be careful to make sure that
the phase information is kept unchanged during the ISAR imaging process.
According to (3.9), the phase difference ϕx between antenna 0 and antenna 1


















Fig. 3.2: Three-antenna ISAR imaging system.
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Similarly, the phase difference ϕy between antenna 0 and antenna 2 can also be
obtained. Denote
−−→











y˜=y − rny (3.19)
According to qTn0 = r, it is easy to obtain
x=x˜+ rnx (3.20)
y=y˜ + rny (3.21)
z=
r − xnx − yny
nz
(3.22)
As the period of phase is of modulo 2pi, in order to ensure that there exists an
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unique relationship between x˜ and ϕ, one should ensure that |2pix˜d
λr˜
| < pi. Therefore
the maximum cross-range unambiguous width is






In order to obtain precise position measurement, d should be large enough such
that the unambiguous width is just sufficient to cover the target, but not the space
beyond that. For the case where f = 10GHz, r˜ = 10km and the non-ambiguous
width is 300m, d should be 1m which is much larger than the half wavelength
used in DOA estimation. As two antennas can only measure the position of one
scatterer, measurement errors will occur if several scatterers are projected onto
the same ISAR image pixel due to the fact that they have the same Doppler
frequency. As most targets are non-cooperative complex objects flying in the sky,
this situation is likely to occur and is unavoidable.
3.4.2 Imaging based on DOA estimation of Cross Antenna
Array
Antenna array can separate scatterers in the spatial domain. If the three an-
tennas are replaced by two perpendicular linear arrays forming a cross shape, it
becomes the antenna array configuration of the previous chapter. Let the array
inter-element distance be d and the number of antenna elements in each axis be
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K. Let P be the focussing center and using the local coordinate system, the re-
ceived array signal of Q in X axis antenna array after motion compensation, can
be expressed as
sˆq = e
−j4pi r(0)+−→ν T q
λ × [1, · · · , ej2pi x˜dkλr˜ , · · · , ej2pi x˜d(K−1)λr˜ ]. (3.24)
The discrete spatial frequency is
fs = x˜d/(λr˜). (3.25)
Then we have
x˜ = fsλr˜/d. (3.26)
Similarly, we can obtain the expression for y˜. The details of obtaining the co-
ordinates (x, y, z) from (x˜, y˜, z˜) is discussed in the last subsection.
The cross antenna array requires a large number of antennas for fine resolution.
As the unambiguous distance is λr˜/d, the cross-range resolution is λr˜/(K × d) if
conventional Fourier analysis is used. Usually, an array with many antennas are
needed to attain fine resolution. For example, we assume that the target is 30m
wide and that the required cross-range resolution is 1m. As the focusing center
cannot be controlled, the unambiguous width designed should be at least 60m and
the number of antennas needed would be 60. This can be expensive to implement
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although super-resolution spectrum analysis such as the Relax method[29] can be
used to reduce the required number of antennas.
Another issue is the multiple scatterer registration problem. As the cross array
is a one-dimensional array in each direction, the scatterer registration problem will
occur if there are more than one scatterer. Let Q1, Q2 be two scatterers correspond-
ing to one ISAR image pixel, the frequencies obtained by the two antenna array
would be [fx1, fx2] and [fy1, fy2]. The combination of [fx1, fx2] and [fy1, fy2] give
rise to four possible scatterers,[fx1, fy1],[fx2, fy2],[fx1, fy2] and [fx2, fy1]. Therefore,
two scatterers are illusionary scatterers and non-existent. The amplitude and rota-
tional axis matching criterion proposed in [75] also fail to match the two scatterers
if the estimated rotational axis is not correct.
3.4.3 Imaging based on Combination of Sparse-array Beam-
forming and ISAR imaging
Let us now discuss our proposed method of 3D imaging using a combination of
sparse-array beamforming and ISAR imaging. We begin our discussion by assum-
ing that the rotation vector −→ν is known. The method for estimating the rotation
vector is discussed in Section 3.5. As −→ν Tn0 = 0, and from (A.6), the space-time
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signal received from any point Q after motion compensation can be written as,
sq(t) = e
−j4pi−→ν T (q−qTn0n0)t/λ × [1, · · · , ej2pi (q−q
T n0n0)
T (dk−dTk n0n0)
λr˜ , · · · ]. (3.27)
Denoting q˜ = q− qTn0n0 and d˜k = dk − qTn0n0, (3.27) can be expressed as
sq(t) = e
−j4pi−→ν T q˜t/λ × [1, · · · , ej2pi q˜
T d˜k
λr˜ , · · · ]. (3.28)
The amplitude of scatterer Q can be obtained by match filtering the received
signal(after motion compensation) with sq(t) .
Space Time Match Filtering Method
We now discuss the performance of the space time match filtering method. Let
Q1 and Q2 be two scatterers located on a plane perpendicular to n0 and denote
q12 = q2 − q1 = q˜2 − q˜1.
The signals from scatterers Q1 and Q2 are then
sq1(t) = e
−j4pi−→ν T q˜1t/λ ×
[
1 · · · ej2pi q˜
T
1 d˜k








−j4pi−→ν T q˜2t/λ ×
[
1 · · · ej2pi q˜
T
2 d˜k
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The first term corresponds to time domain processing, while the second term cor-
responds to spatial domain processing. Cross-range resolution is determined by
r(q12).
Let us consider some special cases:
1) When −→ν Tq12 = 0, then q12 is perpendicular to the plane of ISAR. In this
case, the Doppler information do not provide any useful information for the sepa-
ration of Q1 and Q2, and only the antenna array information is useful.
2) The K virtual antennas k˜k are arranged as a linear array on the x axis, q12
and −→ν are along the X axis. When the target rotates, it appears as if the real
antenna has been shifted, thereby creating a virtual antenna. As the target rotates
further, a synthetic aperture is formed as shown in Fig. 3.3. Denoting x = |q12|
and v = |−→ν |, then







× e jpix(K−1)dλr˜ × sin(pixdK/λr˜)
sin(pixd/λr˜)
(3.32)
Fig. 3.3: Physical and synthetic antenna aperture.
Spatial Beam Pattern
The spatial beam pattern of the array sin(pixdK/λr˜)
sin(pixd/λr˜)
shown in Fig. 3.4 is a periodic









, (vT > d/2r˜), the grating lobe of the spatial beampattern
produced by the antenna array can be canceled. A sample of the synthetic beam-
pattern is shown in Fig. 3.4. For the special case of vT = d/2r˜, which refer to
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the situation where the synthetic aperture formed by the target motion(equivalent
to the target remaining stationary and the physical antenna element moving to
the virtual antenna elements position), has moved such that the virtual antenna
elements have filled up half the inter-element distance between discrete antenna





This is a sinc function. We only fill up half the inter-element distance due to the
round trip nature of the radar signals. The real and virtual aperture is shown in
Fig. 3.3.
For practical parameters such as λ = 0.03m, r0 = 30km,d = 6m,K = 10,v = 1
and T = 0.0004s the cross-range unambiguous distance is 150m and the cross-
range resolution obtained by antenna array beamforming is 15m compared to the
cross-range resolution of λ
2ΩT
= 50m obtained by ISAR imaging. The plot of r(x)
is shown in Fig. 3.4.
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Fig. 3.4: Beam pattern of physical, synthesis and combined array.
Achievable Cross-range Resolution
Fig. 3.4 shows that the final resolution is determined by the product of the array
and synthetic beam pattern. If the main lobe width of the time spectrum is nar-
rower than the non-ambiguous width, the synthetic beampattern has no ambiguity.
At the same time, the synthetic beam pattern also has a lower sidelobe compared
to the other two. Keeping the antenna elements constant, the cross-range reso-
lution obtained improved with the decrease of the non-ambiguous width, but the
mainlobe width of the time spectrum must be smaller than the non-ambiguous
width.
It is also possible for the cross-range resolution obtained by ISAR processing
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to be better than that obtained by array processing if the synthetic aperture ob-
tained by the the movement of the target is wider than that formed by the antenna
array. In such cases, the main benefit of array processing is to increase the SNR.
As the resolution achievable by ISAR processing cannot be guaranteed, we can not
depend on ISAR resolution in system design. Also, ISAR processing does not have
the ability to separate scatterers perpendicular to the ISAR image plane. There-
fore the unambiguous width much be wide enough to cover the expected imaging
target on system design.
Since the rotational axis can not be controlled, a two-dimensional pseudo uni-
form antenna array is the best choice. The aperture is determined by the antenna
array. In order to ensure fine space resolution, the antenna space aperture should
be large, which means that many antenna elements are required and the antenna
array hardware will be expensive to implement. Time domain processing only
contribute to a higher SNR and lower sidelobe.
Use of Sparse Array
One way to reduce the number of antenna elements is to use a sparse array.
A sparse array provides wider aperture while reducing the number of antenna
elements[76]. However, it has a drawback of high side lobe level and the sidelobes
are difficult to control. An observation is that Doppler processing can reduce the
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sidelobe level of the sparse array. Therefore, it can be combined with the sparse
array to allow the sparse array to be used. Let N be the number of sparse antenna
array elements, the average sidelobe level is about −√NdB. According to (3.31),
the synthetic beampattern is the product of Doppler specturm and the spatial
spectrum. Fig. 3.5 shows the 256 sparse antenna elements array used in our sim-
ulation. It has an aperture equivalent to that of a 1024(32× 32) full array.









Fig. 3.5: Position of antenna elements.
Fig. 3.6 shows the space beam pattern of the 256 sparse antenna array. The
synthetic beam pattern is shown in Fig. 3.7 where the −→ν is along the Y axis. It
can be seen that the sidelobe of the beam pattern along the X direction has been
suppressed. The highest sidelobe level of the sparse array in Fig. 3.6 is about
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-16dB while the highest sidelobe level when sparse array is combined with ISAR
processing in Fig. 3.7 is lower than -20dB.
Fig. 3.6: Beam pattern of sparse array.
The above analysis shows that scatterers along the rotational axis direction
can only be separated by antenna array processing, while scatterers perpendicular
to the rotational axis can be separated by the combined antenna array and ISAR
imaging method. The image quality is also different in the different directions.
3.5 Estimation of Synthesis Rotation Vector
From our definition, the −→ν is perpendicular to the radar line of sight. Denote the
(U, V ) plane to be perpendicular to the radar line of sight, then −→ν is parallel to and
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Fig. 3.7: Beam pattern combining sparse array and ISAR processing .
lies on the (U, V ) plane. Let the rotational axis be the V ′ axis in a new coordinate
system (U ′, V ′), where the U ′ axis coincides with −→ν . The rotational angle between
the U ′ axis and the U axis is θ. For every scatterer, its coordinates in the (U, V )
and (U ′, V ′) coordinate system is denoted as (u, v) and (u′, v′), respectively. The
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Fig. 3.8: Relation between rotation axis and scatterers’ coordinates.









If there are more scatterers whose Doppler and positions, which can be obtained
by ISAR imaging and DOA estimation respectively, are known, then v and α can
be estimated by using the minimum mean square error estimation.
If the obtained coordinate is based on the (X, Y, Z) coordinate system, the
following estimation method can be used. The doppler frequency of scatterer Qi is
fd = −2−→ν Tqi/λ, where the coordinate of Q is taken with reference to the (X, Y, Z)
coordinate system, can be obtained from wideband pulse compression and antenna
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array DOA estimation. Assuming that fdi and position qi has been estimated and
as −→ν is perpendicular to n0, an estimation of −→ν can be obtained by solving the







s.t.−→ν Tn0 = 0
(3.36)









where R = E{qqT}, rqfd = E{qfd}.
The cross-range position and the Doppler frequency can be obtained by doing a
three-dimensional Fast Fourier Transform (FFT) for signal on several range units
with high energy level and then search for the peak value. The position of the
peak value gives the cross-range position and Doppler frequency.
3.6 Simulation Results
In our simulation, the distance of the target to antennas is 10 km, the transmitted
signal’s wavelength is λ = 0.03m, the signal bandwidth is 300MHz corresponding
to a range resolution of 0.5m. 256 antennas are sparsely arranged on the grids
within a two-dimensional square area. The distance between two grids is 4m. The
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aperture is 128×128m2. The cross-range unambiguous distance is 25m. The target
is composed of 11 scatterers with local coordinates (10,4,6; 7,4,3; 4,4,0; 1,4,-3; -2,4,-
6; 2,6,0; 2,2,0; -2,6,2; -2,2,2; 0,8,0; 0,0,0) and is placed 10km away along the z axis.
Distance to target 10 km
Wavelength 0.03 m
Signal Bandwidth 300 MHz
Resultant range resolution 0.5 m
No. of antenna elements 256
Antenna array size 128 x 128 m2
Table 3.1: Imaging system parameters.
Fig. 3.9 depicts the original three-dimensional image of the target. The vol-
ume of the point is used to express the power of the scatterer. The target rotates
uniformly around it’s axis [0,1,0] with an angular speed of 1 radian per second.
The data collection time is 0.0013s, therefore the angle of rotation is 0.0716o which
results in a cross-range resolution of 4m. An isolated scatterer has been used to
do motion compensation. In the event that there is no isolated scatterer, radial
motion compensation and cross-range motion compensation has to be carried out
separately as discussed in Section 2.3.3. ISAR image of antenna 0 is shown in Fig.
3.10. The estimated −→ν = [0.9731, 0.0708] is quite close to the true −→ν = [1, 0].
The reconstructed three-dimensional image is shown in Fig. 3.11. The volume
of the scatterer is used to express its power with a larger volume representing
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a larger power. We also see some small dots which arises as we search for the
existence of scatterers after doing a three-dimensional FFT. However, the volume
of the dots is very small and it means that the power is very small and the scatterers
are non-existent. These ”artifacts” could be cleaned up on the application of a
simple ”threshold” algorithm. The threshold can be determined by averaging the
power of the N th scatterer which has the highest power. A higher threshold could
mean that more scatterers are discarded and the resolution could be reduced.
Conversely, a lower threshold could mean that some noise may be taken as a
scatterer, thus providing a wrong ISAR image of the target. Therefore, the choice
of the threshold is important as it determines the accuracy of the ISAR image.
After processing, it can be seen that the reconstructed three-dimensional image
shown in Fig. 3.11 is similar to that of the original target image shown in Fig. 3.9.
3.7 Conclusions
In this chapter, we proposed a three-dimensional imaging method by combining
two-dimensional beamforming and ISAR imaging. The two-dimensional sparse ar-
ray provides the real aperture while ISAR processing lowers the sidelobe. Two
target rotational parameter estimation methods have also been presented. Sim-
ulation results have successfully demonstrated the effectiveness of our proposed
method.






































Fig. 3.10: Target’s ISAR image.































The rotation of structures in a target introduces additional frequency modulations
on the returned signals and also generates sidebands about the center Doppler
frequency of the target. In other words, the body image will be contaminated due
to the interference from the rotating parts. In this chapter, an imaging method
for moving targets with rotating parts is presented. The method is simple to
implement and is based on the Hough transform(HT), which is widely used in
image processing. Using the standard Hough transform(SHT) and an extended
Hough Transform(EHT), we put forward a separation method by detecting the
102
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straight lines and the sinusoids on the range profile. A computer simulation has
also been provided to illustrate the effectiveness of the proposed method.
4.1.1 Micro-Doppler Phenomena
Mechanical vibrations or rotation of structures in a target introduce additional
frequency modulations on returned signals and generate sidebands about the cen-
ter Doppler frequency of the target’s body. This is known as the micro-Doppler
phenomenon[30][31][32][33]. The micro-Doppler features can be regarded as a
unique signature of an object with movements and provide additional informa-
tion for the classification, recognition, and identification of the object[34][35].
To make use of these weak features, high-resolution time-frequency techniques
with a high dynamic range has been developed to extract these time-varying micro-
Doppler signatures[30][34][35][36]. A four parameter adaptive chirplet signal rep-
resentation method[37] has been used for the separation of rotating parts from
the target body in [38]. On the other hand, the existence of the micro-Doppler
could also mean that the body image will be contaminated due to the interference
from these vibrating or rotating parts, although the relative intensity of the micro-
Doppler effect is generally weak [38][78]. However, if these ”contaminants” are not
weak, then they would pose a serious problem in the actual image formation.
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4.1.2 Problem Examined
The micro-Doppler information is very useful for radar target identification and
classification. In this Chapter, we attempt to find a simple separation method
that can be used in inverse synthetic aperture radar(ISAR) imaging of targets
with rotating parts, particularly for those whose main body’s range profile may
be overshadowed by that of the rotating parts, such as the horizontal rotor of a
helicopter.
A clear ISAR image of the moving target that comprises of rotating parts
cannot be obtained using the conventional range-Doppler imaging principle due to
the presence of the micro-Doppler. After the detection of the straight lines and
the sinusoids, which correspond to the non-rotating parts and the rotating parts,
respectively, the range profile components of the rotating parts can be eliminated.
4.1.3 Possible Approach
In this chapter, we utilized the HT in an imaging method for moving target with
rotating parts. This method is different from that of [38], in which the signal of
the rotating parts is separated from the signal of the body in the parameter space,
while here we do the separation on the range profile image. It is known that, after
motion compensation, the range profile of a ”rigid” scatterer on the range-slow-
time plane is a straight line perpendicular to the range axis. Thus, we can find the
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line’s position at the range axis using the SHT and then conduct cross compression
for the detected spectrum, i.e., cross integration in the direction of the slow-time.
On the other hand, the micro-Doppler signal of a rotating scatterer on the tar-
get is a sinusoid of a certain phase and amplitude[30][31] in the range-slow-time
plane. If its parameters (frequency and amplitude) can be estimated, the position
of this scatterer on the range-slow-time plane can be determined and can then be
eliminated from the range profile. The methods put forward in [79] and [80] can-
not be used here because the methods are developed to produce the borehole wall
image in scientific drill or oil exploration and have assumed a fixed sinusoidal pe-
riod. Therefore, the methods cannot detect multiple sinusoidal frequencies. Here,
we put forward an EHT with four parameters in the Hough space for sinusoid de-
tection and estimation and for the subsequent elimination of rotating components
from the range profile. The remainder on the range profile is then those of the
non-rotating parts, and cross compression can be conducted to obtain the target
body’s ISAR image.
While this chapter focuses on the application of the classification and imag-
ing of helicopters and hence most of the analysis are directed toward the rotor’s
micro-Doppler within a certain frequency band, it can easily be extended to deal
with other rotating bodies whose frequencies of revolutions fall within different
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bands. Similarly, the method presented herewith can easily be extended to the
imaging of a maneuvering target by using the range instantaneous Doppler (RID)
algorithm[25][81][82] instead of the range Doppler (RD) algorithm in ISAR imag-
ing. In addition, Radon transform can also be utilized to compensate for the radial
velocity of the maneuvering target[83]. The Wigner-Hough transform can be used
as a substitute for the simple HT to implement line detection.
This chapter is organized in the following manner. Section 4.2 describes the
signals of the rotating target using the point-scattering model, including the micro-
Doppler effect. In section 4.3, the SHT is reviewed, and an EHT is introduced for
the detection of the sinusoids, and then the imaging algorithm is presented. Finally,
the performance of the algorithm is analyzed in section 4.4.
4.2 Signal Model and Micro-Doppler
In this section, the signal model used in our analysis and the micro-doppler induced
by a rotating point of a target is discussed.
4.2.1 Signal Model
The point scatterer is usually used in a radar imaging algorithm to model the radar
signal scattered by an unknown target. The point-scattering model may simplify
the analysis while preserving the micro-Doppler effect[31][38].
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Fig. 1. Geometry of a radar and a target with the rotating scatterer.
rotating bodies whose frequencies of revolutions fall within
different bands. Similarly, the method presented herewith can
easily be extended to the imaging of a maneuvering target
by using the range instantaneous Doppler (RID) algorithm
[17]–[19] instead of the range Doppler (RD) algorithm in ISAR
imaging. In addition, Radon transform can also be utilized to
compensate for the radial velocity of the maneuvering target
[20]. The Wigner–Hough transform can be used as a substitute
for the simple HT to implement line detection.
This paper is organized as follows. Section II describes the
signals of the rotating target using the point-scattering mode
and the micro-Doppler effect. In Section III, the SHT is re-
viewed, and an EHT is introduced for the detection of the sinu-
soids, and then the imaging algorithm is presented. Simulation
results are presented step by step in this section along with the
algorithm. Finally, the performance of the algorithm is analyzed
in Section IV.
II. SIGNAL MODEL AND MICRO-DOPPLER
The point scatter is usually used in a radar imaging algorithm
to model the radar signal scattered by an unknown target.
The point-scattering model may simplify the analysis while
preserving the micro-Doppler effect [2], [9].
Without loss of generality, we consider the scattering mode in
a 2-D plane, as shown in Fig. 1. (The detailed discussion in the
3-D space is covered in [1] and [2].) The radar is stationary and
located at the origin O of the radar coordinate system XOY .
At the initial coherent processing time, the center of the target,
i.e., O′, is located at the Y -axis. The distance of the target’s
center from the radar is Rc. Assume that the target moves with a
velocity v along the direction of the X-axis. The moving target
is composed of a ﬁnite number of nonrotating scatter points
Pm with the position (xm, ym), m = 1, 2, . . . ,M , and a ﬁnite
number of rotating scatter points Pn with the position (xn, yn),
n = 1, 2, . . . , N , respectively. Assume that the scatterers Pn
rotate about the target center O′ with a constant rotation rate
ωn and different rotation radii rn. The Doppler frequency shift









· rnω cos(ωnτ + θn0) (1)
where θn0 is the initial rotation angle of Pn, and Rm(0) denotes
the distances of Pm from the radar at the initial time. The ﬁrst
term in (1) is the Doppler shift due to the rigid body translation,





· rnω cos(ωnτ + θn0). (2)
In the following, we consider the range proﬁles of the target
with rotating parts, i.e., the Fourier properties of the received
signal in the fast-time domain. Let p(t) be the transmitted radar
signal, which is a linear frequency-modulated (LFM) radar
















where rect(t) = 1 for −1/2 ≤ t ≤ 1/2 and is zero otherwise;
fc is the carrier frequency; Tp is the chirp pulse duration;
and μ is the chirp rate. After stretch processing, we obtain









































where the detailed expressions for ΔRm(τ) and ΔRn(τ) are
shown in the Appendix. It can be seen that the value of the
range proﬁles will peak at
















· rn sin (ωnτ + θn0) (5b)
where (5a) and (5b) correspond to the nonrotating scattering
points and the rotating scattering points, respectively (for de-
tails, see the Appendix). By multiplying with the coefﬁcient
−c/(2μ), the frequencies fm and fn can be translated to
provide the distances of the scatter points Pm and Pn from
the reference point, respectively. They depict the position of the
respective scatter points on the range proﬁles. Considering the
second term inside the bracket of (5a), it is not difﬁcult to ﬁnd
that the term xmvτ/Rm(0) is very small as compared to the
ﬁrst term, i.e., ΔRm(0). For example, let the pulse repetition
interval be T = 1/1000 s, Rm(0) = 10 km, v = 300 m/s, and
xm = 50 m; then, the difference of the distances between the
two echoed signals introduced by the term xmvτ/Rm(0) is
only 1.5 mm, whereas ΔRm(0) is generally above several
centimeters. Additionally, the term vτ/Rm(0) actually denotes
Fig. 4.1: Geometry of a ra r nd target with rotating scatterer.
Without loss of generality, we consider the scattering mode in a 2-D plane, as
shown in Figur 4.1. The de ailed discussion in the 3-D sp ce is covered in [30] and
[31]. The radar is stationary and located at the origin O of the radar coordinate
system XOY . At the initial coherent processing time, the center of the target, i.e.,
O′, is located on the Y-axis. The distance of the target center from the radar is Rc.
Assume that the target moves with a velocity v along the direction of the X-axis.
The moving target is composed of a finite number of non rot ing scatter points
Pm with the position (xm, ym), m = 1, 2, ...,M , and a finite number of rotating
scatter points Pn with the position (xn, yn), n = 1, 2, ..., N , respectively.
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4.2.2 Micro-Doppler effect
Assume that the scatterers Pn rotate about the target center O
′ with a constant ro-
tation rate ωn and different rotation radii rn. The Doppler frequency shift induced









· rnω cos(ωnτ + θn0) (4.1)
where θn0 is the initial rotation angle of Pn, Rm(0) denotes the distance of
Pm from the radar at the initial time, λ is wavelength, xm is the x-coordinate of
scatterer m and rn is the radius of rotation of scatterer n. The first term in (4.1)
is the Doppler shift due to the rigid body translation, and the second term is the
micro-Doppler due to the rotation of the scatterers, i.e., f microDoppler.
f microDoppler = 2λ · rnω · cos(ωnτ + θn0) (4.2)
In the following, we consider the range profiles of the target with rotating parts,
i.e., the Fourier properties of the received signal in the fast-time domain. Let p(t)
be the transmitted radar signal, which is a linear frequency-modulated (LFM)
















where rect(t) = 1 for −1/2 ≤ t ≤ 1/2 and is zero otherwise; fc is the carrier
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frequency; Tp is the chirp pulse duration; and µ is the chirp rate. After stretch
processing[3][5], we obtain the range reconstruction of the target via the fast-time-




































where the detailed expressions for ∆Rm(τ) and ∆Rn(τ) are shown in Appendix

















· rn sin(ωnτ + θn0) (4.6)
where (4.5) and (4.6) correspond to the non-rotating scattering points and
the rotating scattering points, respectively (for details, refer to Appendix A). By
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multiplying (4.5) and (4.6) with the coefficient −c/(2µ), the frequencies fm and fn
can be translated to provide the distances of the scatter points Pm and Pn from
the reference point, respectively. They depict the position of the respective scatter
points on the range profiles. Considering the second term inside the bracket of
(4.5), it is not difficult to find that the term xmvτ/Rm(0) is very small as compared
to the first term, ∆Rm(0). For example, let the pulse repetition interval be T =
1/1000s, Rm(0) = 10km, v = 300m/s, and xm = 50m; then, the difference of
the distances between the two echoed signals introduced by the term xmvτ/Rm(0)
is only 1.5mm, whereas ∆Rm(0) is generally in the order of several centimeters.
In addition, the term vτ/Rm(0) shown in Figure 4.1 actually corresponds to the
rotating angle ∠O′OO′′ between the two echoed signals[23], which is about 10−5
rad with a wavelength of 0.03m and a range resolution of 0.5m. Thus, the said






This means that the location of the non-rotating scatter points in the frequency
axis is independent of the slow-time. In other words, the distance of the non-
rotating scatter points from the reference point is stationary, whereas the distance
of the rotating scatter points from the reference point varies with the slow-time.
It is easy to find from (4.6) that the distance of the rotating scatter point from
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the reference point is a sinusoid function of the slow-time. Thus, the range pro-
file, which is a two-dimensional function of distance and slow-time, will consist of
straight lines and sinusoids. It can be seen expressly from a simple example, as



















Fig. 4.2: Comparison of the range profile at two different time instance.
Figure 4.2 depicts two range profiles at different slow-time τ , where the solid
and dotted lines denote the range profiles at the slow-time τ = 0.5s and τ = 0.53s,
respectively. The target comprises of one rotating scatter point and two non-
rotating scatter points. One of the non-rotating points can be viewed as the
reference point and taken as the rotation center. It can be seen that the positions
of the non-rotating points are fixed, and the position of the rotating point shows
an obvious change with time. Figure 4.3 is the range profile that is constructed


















Fig. 4.3: Range profile of a target that comprises of two non-rotating scatter points
and a rotating scatter point.
directly from the absolute intensity of the two-dimensional function Sc(f, τ). It
can be seen that the traces of the non-rotating scattering points are presented as
two straight lines, and the trace of the rotating scatter point is a sinusoid in which
the distance of the scatter from the reference point varies along with the line that
is produced by the reference point.
4.3 HT and Micro-Doppler Extraction Algorithm
In this section, we present an Extended Hough transform and the steps for micro-
Doppler extraction.
CHAPTER 4. MICRO-DOPPLER EXTRACTION USING HT 113
The HT has been recognized as one of the most popular methods for the
detection of line segments. It was first introduced by Hough[84] and was later
improved through the adoption of the angle-radius notation to replace the slope-
intercept formalism that was initially used. This way, it avoided potential dif-
ficulties with singularities for lines parallel to the axes[85]. The advantage of
the HT is its stability and robustness when working on images where noise is
present. As such, the HT has been used in wide-ranging applications as re-
ported in the literatures[86][87][88][89][90]. In addition to the SHT that is used
for detecting straight lines, the generalized HT (GHT) can be used for detect-
ing curves[79][80][85][91][92][93][94]. Specific schemes have also been proposed for
the detection of circles, ellipses[95][96], and sinusoids[79][85][93]. These special
methods are based on specific features of the patterns and usually have lower
computational costs.
4.3.1 Standard Hough Transform
The Standard Hough Transform(SHT) maps the straight line on an image space
(x, y) into a point in the HT space via the following equation:
ρ = x cos θ + y sin θ (4.8)
All points (xi, yi) on a straight line in the image correspond to a point (ρ, θ) in
the HT space. Additionally, using trigonometric identities, (4.8) can be rewritten




x2 + y2 · sin(θ + arctan y
x
) (4.9)
In general, any point (xi, yi) in the image space can be mapped to a sinusoidal
curve in the HT space according to (4.9). For this reason, the HT can also be
considered as a point-to-curve transformation. The mapping in (4.9) results in a
sinusoid with an amplitude and phase dependent on the x − y value of the data
point that is mapped. The maximum value for |ρ| is equal to the length of the
diagonal across the x, y data space[97]. Any one of the sinusoidal curves in the
Hough parameter space corresponds to the set of all possible lines in the data space
through the corresponding data point. If a line of points does exist in the x − y
data space, this line is represented in the Hough parameter space as the point of
intersection of all the mapped sinusoids. In addition, the longer the line in the
image, the higher the corresponding peak in the Hough parameter space. That
is, the dominant features in the Hough parameter space are the most prominent
features in the image[91]. For the simulations in this chapter, we use the following
equation, similar to (4.8) to detect the straight line:
ρ = f cos θ + τ sin θ (4.10)
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4.3.2 Extended Hough Transform
The HT has also been developed to extract curves of other shapes, both analytic
and non-analytic. However, there exist some limitations and drawbacks in the
HT. The drawbacks are that the number of calculating operations and storage
requirements are relatively large and that the endpoints and connectivity of the
line segments cannot be easily determined or guaranteed. In general, the HT can be
used to extract the curves feature with the following basic principle: the parameters
(a1, a2, ..., aN) are used to represent the curve, and each parameter accumulator
simply counts the number of points (xi, yi) fitted into the curve equation
f(a1, a2, ..., aN , xi, yi) = 0. (4.11)
The accumulator, which contains the local maxima in the Hough space, may
correspond to the presence of a curve.
In this chapter, we intend to extract the sinusoids on the range profile image and
put forward an Extended Hough Transform(EHT) for this application. According
to (4.6), we depict the sinusoid in the frequency-slow-time domain (or the range-
slow-time domain) with the following four-parameter transform:
f = r · sin(ωτ + θ0) + d (4.12)
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where r is the maximum amplitude, ω is the angle frequency, ω = 2pi/Tr, Tr is
the period, θ0 is the initial phase, and d can be seen as the baseline and depicts
the position of the sinusoid in the frequency axis[79]. (4.12) is readily expanded
to define the mapping equation for the plane (f, τ) to the four parameter space
(r, ω, θ0, d). As mentioned in section 4.2, the range profile of a target is composed of
straight lines and sinusoids, which denote the non-rotating parts and the rotating
parts of the target, respectively. The method presented here is based on the
following fact: if these straight lines and sinusoids can be detected with the HT,
the return of the non-rotating parts and the rotating parts can be separated in
range profile space accordingly. In the next section, we describe our algorithm in
detail. For clarity, we present our simulation results step by step according to the
algorithm. In our simulations, (4.13) is used to detect the sinusoid on the plane
(f, τ):
d = f − r · sin(ωτ + θ0) (4.13)
It should be noted that the displacement of the rotating scatterer must be
greater than the range resolution of the radar system so that the micro-motion of
the scatterer can be detected.
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4.3.3 Proposed Extraction Algorithm
The implementation of the extraction of the straight lines and the sinusoids is
summarized in the following steps:
Step 1) Apply the EHT described in (4.13) to I(f, τ). Find the param-
eters of the sinusoid and then obtain the respective parameter pairs (fn, τnk),
(n = 1, 2, ..., N ; k = 1, 2, ..., nK) using the relationship described in (4.6).
Step 2) Extract a new image I1(f, τ) = |S1(f, τ)| such that
S1(f, τ) =

0, fi ∈ {fn|n = 1, 2, ..., N} and τj ∈ {τnk |nk = 1, 2, ..., nk}
Sc(f, τ), otherwise
(4.14)
Step 3) Apply the SHT described in (4.10) to I1(f, τ) to find the locations
of the straight lines fm(m = 1, 2, ...,M) at the frequency(or range) axis . This
step is used to detect the location of the straight lines, i.e., the location of the
non-rotating scatterers in the range axis.
Step 4) Extract a new image I2(f, τ) = |S2(f, τ)| such that
S2(f, τ) =

S1(fi, τ), fi ∈ {fm|m = 1, 2, ...,M}
0, otherwise
(4.15)
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Here, the lines from I1(f, τ) is extracted and a new range profile I2(f, τ) is
reconstructed.
Step 5) Taking Fourier transform with respect to the slowtime τ of the newly
obtained data matrix S2(f, τ) from Step 4), the ISAR image of the target can be
obtained.
Remediation Processing
Since the sinusoid is removed from the range profile, the intersecting points with
the straight-line range profile would also be removed. However, it should be noted
that, too many points may be removed if the frequency of the sinusoid is too high.
If the rotating frequency of a rotating scatterer is not very high, like e.g. 6Hz, the
resultant straight-line range profile will not lose too many points. Therefore, the
discontinuities would not have a strong impact on the final ISAR image because
the final image is achieved via an integration process along the slow-time.
However, if the scatterer rotates at a higher rotating frequency, such as at a
frequency of 20Hz, many points on the straight-line range profile would be wiped
out during the removal of the sinusoids. Subsequently, when using the HT to
detect the straight line, the corresponding peak of the straight line on the HT
space may be lower than the detection threshold. Hence, the algorithm may not
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be able to detect the straight line. Losing a straight line will result in the lost of the
corresponding scatterer in the final ISAR image. Hence, a remediation processing
is necessary for the straight-line range profile that was extracted in Step 2), i.e.,









k · S1(f, τ), f ∈ {dn − rn, dn + rn} and n = 1, 2, ..., N
S1(f, τ), otherwise
(4.16)
where k is a scalar coefficient, which is taken to be 0.5-1.5(obtained via exper-
imental optimization). Its value is chosen to increase monotonically along with
ωn. The higher the ωn, the larger the k would be. This is reasonable because
more points will be removed if ωn is higher. After the remediation processing, fine
imaging results can usually be achieved.
4.4 Simulation Results
The simulation is carried out in the point-scattering mode with five non-rotating
scatterers and two rotating scatterers. Both the rotating scatterers rotate around
one of the non-rotating scatterers. The rotating rates are 6Hz and 20Hz, while
the rotating radii are 6m and 1m respectively. The radar carrier frequency fc
= 10GHz, and the bandwidth B = 300MHz. Assume an LFM signal with a
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pulsewidth Tp = 1µs and that stretch processing is utilized with a range resolution
∆R = 0.5m. For a pulse repetition frequency (PRF) of 1000Hz and a velocity v =
300m/s of a moving target, an imaging integration time of 1 s would result in the
cross-range resolution of ∆C = 0.5m.
Distance to target 10 km
Wavelength 0.03 m
Signal Bandwidth 300 MHz
Range resolution 0.5 m
Cross-range resolution 0.5 m
Rotating point 1 6 Hz (at 6 m radius)
Rotating point 2 20 Hz (at 1 m radius)
Table 4.1: Simulation parameters.
For simulating a practical situation, we added Gaussian white noise to the
echoes, where the signal-to-noise ratio (SNR) is 0 dB. Fig. 4.4(a) is the resulting
image of the moving target, and for a comparison, the ISAR image of the target
without the rotating scatterer is shown in Fig. 4.4(b).
It can be seen that the image has been contaminated due to the existence of
the rotating scatterer. We have assumed a uniform reflectivity for both the non-
rotating and rotating targets. While, in general, the reflectivity of the main target
body will be much higher than that of the rotating parts, however, there may
be situations where the reflectivity of the rotating parts is much higher and thus
overwhelms the signal from the main target body. It is noted that the former is a































Fig. 4.4: ISAR image for a target consisting of (a) both non-rotating and rotating
scatterers, (b) only non-rotating scatterers.
trivial problem, and this chapter is set up to address the latter. A good example
is the helicopter blades, which we consider in this chapter.
An I x J range profile image I(f, τ) = |Sc(f, τ)| obtained with the simulation
data is depicted in Fig. 4.5, where the non-rotating scatterers and the rotating
scatterers are clearly depicted as straight lines and sinusoids, respectively.















Fig. 4.5: Range profile of a target with both rotating scatterers and non-rotating
scatterers(SNR = 0 dB).
The processing steps discussed in the previous section is used. First, we apply
the EHT described in (4.13) to I(f, τ). This step is used to detect the parameters
of the sinusoids. From the range profile I(f, τ), we obtained seven sinusoids whose
parameters are described in Table 4.2. Note that the number of parameter pair is
greater than the number of the sinusoids. This is due to the periodic property of
the sinusoid. From Table 4.2, it can be seen that the values of the rotating rate ω
are 125.6637 and 37.6991; that is, the two rotating frequencies of the sinusoids are
20Hz and 6Hz. The corresponding radius of rotation is 1m and 6.5m respectively.
The radius of 6.5m differ slightly from the simulated 6m, and this is due to the
resolution of 0.5m for the range profile image. Hence the method is accurate in
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determining the rotation parameters.
n 1 2 3 4 5 6 7
d 167 167 167 167 167 167 167
r 2 13 2 2 2 2 13
ω 125.6637 37.6991 125.6637 125.6637 125.6637 125.6637 37.6991
θ0 18 18 24 37 43 62 62
Table 4.2: Sinusoidal Parameters obtained using EHT.
Next, a new image I1(f, τ) = |S1(f, τ)| is extracted. The recovered range pro-
















Fig. 4.6: Range profile after the spectrum of the rotating scatterer has been elim-
inated from the original range profile.
In the new range profile, it can be seen that the sinusoids have been eliminated,
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which means that the effects of the rotating scatterers have been removed. How-
ever, due to the existence of Gaussian white noise, the straight line in the range
profile is not clearly depicted. Moreover, some points in the straight line have also
been eliminated along with the removal of the sinusoids. Hence, the scatterers,
which correspond to the straight lines, cannot be integrated via image processing
due to the missing information. The remediation process discussed in section 4.3.3
must be done to recover these points. The imaging result without remediation















Fig. 4.7: ISAR imaging result after the spectrum of the rotating scatterer has been
eliminated.
Applying Step 3), we use the SHT described in (4.10) to I1(f, τ) to detect the
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locations of the straight lines, i.e. the location of the non-rotating scatterers in
the range axis. In the simulation, taking the threshold as 0.7, we obtained eight
parameter pairs, as shown in Table 4.3. (Note that we selected the position (160, 1)
of matrix I1(f, τ) as the origin point in the simulation.) Although we should only
have 5 lines, we get eight parameters as one line in I1(f, τ) may be spread over
several f . From these parameters, the locations of the straight lines in the range-
slow-time domain fm can be determined via (4.10) using the locations of the peaks
(ρm, θm).
m 1 2 3 4 5 6 7 8
ρ 1 2 3 5 7 12 13 16
θ 0 0 0 0 0 0 0 0
Table 4.3: Straight Line Parameters obtained using SHT.
Applying Step 4), we extract the straight lines from I1(f, τ) and reconstructed
a new range profile I2(f, τ), as shown in Fig. 4.8. Here, it can be seen that the
effect of the Gaussian white noise has also been removed.
Finally, by taking Fourier transform with respect to the slow-time τ of the
newly obtained data matrix S2(f, τ) from Step 4), the ISAR image of the target
can be obtained. The final ISAR image is shown in Fig. 4.9.
It is noted that Fig. 4.9 is very close to the ISAR image without the rotating















Fig. 4.8: Range profile after the spectrum of the rotating scatterer has been elim-
inated.
part, as shown in Fig. 4.4(b). In addition, we have obtained some basic information
on the rotating parts from Step 1). Although it may not be possible to reconstruct a
focused image of the rotating part if the PRF of the radar is too low, as mentioned
in [38], we can still identify the rotating center and the lengths of the rotating
radii (in this case, the length of the helicopter blades), as well as the rotation
rates from Table 4.2, where d = 167 indicates that the rotating center is located in
the 167th range cell. The two rotating frequencies of the sinusoids, i.e., 20Hz and
6Hz, mean that the rotating rates of the two rotating scatterers are 20Hz and 6Hz,
respectively; while the rotating radius of the rotating scatterer can be calculated
by the following formula:
rn = r ·∆R (4.17)















Fig. 4.9: Final ISAR imaging result after the spectrum of the rotating scatterer
has been eliminated.
By doing a simple calculation, the radii of the rotating scatterers are obtained.
The radii are r1 = 1m and r2 = 6.5m, which are close to the true values. All these
information are very useful for target identification application.
4.5 Comments and Discussions
In this section, we discuss the performance of the proposed algorithm. The micro-
Doppler separation method presented in this chapter is based on the HT to detect
the return of the non-rotating parts and the rotating parts. Its performance is thus
affected by the limitations of the SHT and the EHT put forward in this chapter.
We know that by using the HT for detecting patterns, the computer’s storage
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and the computational time increases exponentially with the number of dimensions
in the parameter space[92][95]. As the EHT presented here is a four-parameter
mapping, its computation cost and the requirement for storage are much higher
than those of a general SHT. In our simulation, the computation time for obtain-
ing the parameter set (r, fr, θ0, d) was approximately 48 minutes on a personal
computer with an Intel Pentium IV (2.8 GHz) processor. This disadvantage has
prevented it from being used in real-time applications, and thus, more efforts should
be done to speed up the computation of the algorithm by using parallel processing,
for example.
The remediation processing method presented in section 4.3.3 will also not work
properly if the rotating frequency is too high. Simulations have shown that if a
large number of points on the straight line (e.g., 90%) have been removed (because
of the removal of the sinusoids), then the image of the scatterer, which corresponds
to the straight line, cannot be obtained.
Fig. 4.10 presents a worst-case example, where we have a single scatterer ro-
tating at a frequency of 160Hz (9600r/min) at a distance (radius) of 1m from the
center. It is noted that too many points on the straight line (corresponding to a
scatterer located at the rotating center) are removed when we extract the sinusoid.
As a result, the corresponding scatterer in the ISAR image is lost. However, in
































Fig. 4.10: Processed result of a rotating scatterer with a rotating frequency of
160Hz and radius of 1m (a)Range profile and (b)ISAR image.
a practical situation, the rotating frequency of the main rotor of a helicopter is
usually less than 10Hz (examples are 394, 350, and 406r/min or 6.6, 5.8 and 6.8Hz,
respectively, for the AS350, AS365, and EC120 of the Eurocopter Company).
To illustrate the effectiveness of the remediation processing, we run a simula-
tion with a scatterer rotating at a frequency of 50Hz at a radius of 1m (without















Fig. 4.11: Imaging result of a rotating scatterer with a rotating frequency of 50Hz
and a radius of 1m after remediation processing.
noise). Other simulation parameters remained unchanged. As shown in Fig. 4.11,
the obtained imaging result is reasonably good.
While the rotating frequency of the tail rotor is much higher at around 2000r/min
(approximately 33Hz), it is still within the capability of this algorithm as it has an
upper limit of approximately 100Hz. A point to note is that the current algorithm
is developed with the aim to solve a certain class of problem, i.e., the imaging of
a moving target with large rotating parts (e.g., blades) but at a moderately slow
(below 100Hz or 600r/min) frequency. There are, of course, moving targets whose
rotating parts rotate at small radii, at high frequencies (hundreds or thousands
CHAPTER 4. MICRO-DOPPLER EXTRACTION USING HT 131
of hertz), and in a non-uniform manner. However, the current algorithm is not
poised to be an all rounded solution, and we will not discuss these situations in
this chapter.
The main advantages of the HT are its robustness to noise and discontinuities in
the pattern to be detected[79][85][93]. An extraction method of a three-parameter
sinusoid was presented in [79], which described a practical implementation of a
computationally efficient and robust method for characterizing the sinusoid curves
with considerable noise and clutter. As our current four-parameter EHT is only
a simple variation of the SHT, the noise and clutter performance would not be
significantly different from that of the SHT. In fact, it should be better due to its
additional(fourth) parameter space. The simulation results that were presented in
the preceding section also validated the method’s robustness to noise.
In the case of imaging a ground moving target with a strong clutter background,
the SNR is much lower than that of the moving targets in the air. Therefore, we
must suppress the strong ground clutter before the return signals of the target
can be detected. The method for removing ground clutter while at the same time
preserving the micro-Doppler information will be a subject of further research.
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4.6 Conclusions
The micro-Doppler information is very useful for radar target identification and
classification. It arises from the vibrations and rotations of the scatterer. A clear
ISAR image of the moving target that comprises of rotating parts cannot be ob-
tained using the conventional range-Doppler imaging principle due to the presence
of the micro-Doppler. In this chapter, the HT has been used to extract the features
from the range profile of the target return based on the different representation
formats of the rotating parts and the non-rotating parts on the range profile image.
After the detection of the straight lines and the sinusoids, which correspond to the
non-rotating parts and the rotating parts respectively, the components of the ro-
tating parts can be eliminated. Thus, the focused ISAR image can be obtained,
together with the information of the extracted rotating parts. The simulation
results presented illustrate the effectiveness of the proposed method.
Chapter 5
Micro-Doppler removal by Range
Grouping
5.1 Introduction
In ISAR imaging, most works have assumed the target to be a rigid body, a body
without any rotating, vibrating or moving parts. However, most targets in real life
are not. Mechanical vibration, movement or rotation of structures in a target, such
as the rotor of a helicopter or the turret of a tank target, introduces additional
frequency modulation on returned signals and generates side-bands about the cen-
ter Doppler frequency of the target’s body. This is known as the micro-Doppler
phenomenon[30][31][32][33].
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Although micro-Doppler features can be regarded as an unique signature of
an object with movements and provide additional information for classification,
recognition and identification of the object, the existence of the micro-Doppler
could mean that the body image will be contaminated due to the interference from
these vibrating, moving or rotating parts.
There are several methods such as the high-resolution time-frequency analysis[30]
and the four-parameter adaptive Chirplet signal representation method[38], that
have been used for the separation of rotating parts from the target body. The
methods are based on separation at the signal level. On the other hand, our pro-
posed method is based on the separation of the rotating or moving parts from the
target body on the Range Profile Image. This is possible as we know that, after
the motion compensation, the range profile of the body is a straight line along
with the slow-time. Thus, the straight line can be detected and separated from
the varying curve which represents the rotating or moving body parts.
Separation on the Range Profile level has also been carried out to separate
high frequency rotating parts such as the horizontal rotor of a helicopter based on
the Hough Transform(HT)[84] as described in the previous chapter. However, the
rotation of a helicopter rotor is usually unilaterally in a single direction. There
are other complex micro movements that one may wish to detect. For example,
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the movement of the turret and gun of a tank would not be in a regular circular
motion like in the case of the rotor of a helicopter. The turret may be moving in
a clockwise or anti-clockwise movement, and the gun may be moving vertically up
or down according to operational needs. Thus the Hough Transform may not be
suitable to detect this movement on the Range Profile image as it would not be a
regular sinusoid.
In this chapter, we attempt to find a simple separation method which can be
used in ISAR imaging for the separation of the moving parts from the rigid body.
This method is based on range grouping and is suitable for both targets with
regular rotating body parts and other moving parts. The method is carried out
on the Range Profile Image, different from other methods that do the separation
at the signal level.
5.2 Simulation Model
The point scattering model is used in radar imaging to model the radar signal
scattered by an unknown target. It can simplify the analysis while preserving
the micro-Doppler effect[31][38]. Consider the scattering model in a 2-D plane as
shown in Fig. 5.1.
The radar is stationary and located at the origin O of the radar coordinate














Fig. 5.1: Geometry of a target with a rotating scatterer
system XOY . The moving target is composed of a finite number of non-rotating
scatter points Pm with the position (xm, ym) that makes up the rigid body, and a
finite number of rotating scatter points Pn with the position (xn, yn), respectively.
In our model shown in Fig. 5.1, there are 5 non-rotating points and a rotating
point.
At the initial coherent processing time, the center of the target, O′, is located
at the Y-axis. Assume that the target moves in the X-axis direction with velocity
V . After time t, the center of the target has moved by a distance of V t to the new
position O′′. The points Pm simply undergo a translational motion in the X-axis
direction, simulating rigid body motion.
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The scatterers Pn rotate about the target center O
′ with a rotation rate ωn(t)
and a rotation radii rn. At the initial time, the angle the rotating point makes
with O′ is θ0. After time t, the rotating point has rotated by
∫
ωn(t)dt and the
new angle it makes with O′′ is now θ1(t).
In our simulation, a wideband signal is transmitted. Let the transmitted wide-
band linear frequency modulated signal be
s(t) = χ(t) exp{j2pi(ft+ µ
2
t2)} for |t| < T
2
(5.1)
where f is the carrier frequency, µ is the chirp rate and T is the chirp pulse
duration. χ(t) is the envelope of the transmitted signal satisfying χ(t) = 1, for
|t| < T
2
, and χ(t) = 0, for |t| > T
2
. The received signal is
r(t) = ρ× χ(t− τ) exp{j2pi[f(t− τ) + µ
2
(t− τ)2]} (5.2)
After demodulation and match filtering, the received signal can be expressed
as
r˜(t) = ρ× χ(t− τ) exp(−j2pif)× sinc(µT (t− τ)) (5.3)
The range compressed signal from the different slow-time r˜(t) will then form
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the range profile image. For simplicity sake, we assume that a range profile image
has already been obtained as this has been discussed in the previous chapter.
In the first case where we are simulating the micro-Doppler of a helicopter,
the rotating scatterer is used to simulate the rotor of a helicopter. The rotating
scatterer rotates at a constant rotation rate ωn. The micro-Doppler would appear
as a sinusoid in the range profile image. In the second case where we are simulating
the micro-Doppler of the gun on a tank target due to a moving tank turret, the
rotation would be at a varying rotation rate ωn(t). The rotation speed may be
varying or there may not be any rotation at times. The micro-Doppler in this case
would not appear with a specific pattern in the range profile image.
Although the reflectivity of the rotating parts is usually lower than that of the
non-rotating parts, there are situations where the reflectivity of the rotating parts
may be higher. In our work, we have simulated the reflectivity of the rotation
parts to be higher to determine its effect on the ISAR image.
5.3 Micro-Doppler Separation Steps
For simplicity sake, we assume that a I x J range profile image RP (r, τ) has been
obtained where each column is the range profile at the slow-time τ . RP (:, τ) =
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|Sc,τ (t)| where Sc,τ (t) is the range compressed signal at slow-time τ . The imple-
mentation for the extraction of the sinusoids or curves from the range profile image
is as follows:
Step (a) : Apply thresholding or methods such as Scale Invariant Feature
Transform (SIFT)[98] to the range profile image to detect the presence of all points
on the range profile image and record their locations at Rp(p = 1, 2, ...,M +N) on
the range-axis and τp(p = 1, 2, ...,M +N) on the slow-time axis, where M and N
are the number of non-rotating and rotating points respectively.
Step (b) : Group the points into arrays according to different range Rr(r =
1, 2, ..., K), where RK is the maximum range of the detected points.
Step (c) : Count the number of elements in each array Rr(r = 1, 2, ..., K).
Step (d) : If the number of elements in each array Rr(r = 1, 2, ..., K) exceeds a
certain predefined threshold number of elements, Rr is identified as a range where
a straight line exists. The range is noted as Rrs(rs = 1, 2, ..., KS), where KS is
the number of straight lines. Any point with range Rrs is a point on the straight
line.
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Step (e) : Points with range Rp 6= Rrs are points belonging to the rotating or
moving parts.
Step (f) : Remove the points of the rotating, vibrating or moving parts from
the range profile image by setting RP (Rp 6= Rrs, τp) = 0.
5.4 Simulation Results
Simulation was carried out on two types of target: A) A target consisting of rigid
body points and a rotating scatter point simulating the rotor of a helicopter rotat-
ing at high frequency; B) A target consisting of rigid body points and an irregular
moving point, simulating the movement of the turret of a tank.
An advantage of the proposed method is its added ability to remove the micro-
Doppler of rigid bodies with irregularly moving or vibrating body parts. The
method in [99] is more suitable for rigid target bodies with unilaterally rotating
body parts. Fig. 5.2 shows the simulated rigid body target without any rotating
part. This is how the processed ISAR image after removing the micro-Doppler
should look like.
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Fig. 5.2: Simulated target without rotating parts
5.4.1 Simulated Helicopter Target
The motion compensated range profile simulating a helicopter target is shown in
Fig. 5.3. The sinusoid in the range profile image represents the micro-Doppler
effect. Applying the micro-Doppler separation steps described in the previous sec-
tion, the micro-Doppler can be removed and the range profile after removing the
mirco-Doppler is shown in Fig. 5.4.
If the micro-Doppler is not removed, the ISAR image will be contaminated due
to the interference from these rotating parts as seen in Fig. 5.5. After removing
the micro-Doppler, the resulting ISAR image shows significant improvement as
seen in Fig. 5.6 .



































Fig. 5.4: Range profile of target with rotating parts after micro-Doppler separation
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Fig. 5.5: ISAR image of target with rotating parts without micro-Doppler separa-
tion
































Fig. 5.6: ISAR image of target with rotating parts after micro-Doppler separation
CHAPTER 5. MICRO-DOPPLER REMOVAL BY RANGE GROUPING 144
5.4.2 Simulated Tank Target
For rigid body targets with irregularly moving or vibrating body parts, the micro-
Doppler in the range profile image is not a sinusiod as in Section 5.4.1. Fig. 5.7
shows an example of the range profile of a tank target with its turret and gun
moving in an irregular manner. It is different from the sinusoidal shape seen in
the previous sub-section. In comparison, the range profile of an uncontaminated

















Fig. 5.7: Range profile of target with irregularly moving parts before micro-Doppler
separation
The range profile after removing the micro-Doppler is shown in Fig. 5.9. It is
shown that the micro-Doppler can be separated and removed.


































Fig. 5.9: Range profile of target with irregularly moving parts after micro-Doppler
separation
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The resulting ISAR image before and after micro-Doppler detection and re-
moval is shown in Fig. 5.10 and Fig. 5.11 respectively. The processed ISAR image
shows an improvement with the micro-Doppler removed.
































Fig. 5.10: ISAR image of target with irregularly moving parts without micro-
Doppler separation
From both simulations above, we have demonstrated that the method is effec-
tive in improving the ISAR image for both rigid body targets with rotating parts
and other moving parts.
However, the challenges remains when dealing with real data. The return
signal due to the micro-Doppler may be much weaker or masked by the main body
depending on its position, and may not be easily distinguishable from the rigid
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Fig. 5.11: ISAR image of target with irregularly moving parts after micro-Doppler
separation
body scatterers. Therefore, it may not be totally removed, and any remaining
micro-Doppler would contaminate the image.
5.5 Conclusions
We have discussed the problem of the micro-Doppler phenomenon caused by me-
chanical vibrations, movements or rotations of structures in a target. This means
that the body image will be contaminated due to the interference from these ro-
tating or moving parts. The simulation results have shown that the micro-Doppler
can be separated in the Range Profile image and a better ISAR image can be
obtained using the proposed separation method.
Chapter 6
Imaging of a Helicopter Target
6.1 Introduction
The basics of ISAR imaging and its applications has been discussed in the previous
chapters. In general, ISAR imaging comprises of the following three steps, namely
envelope alignment, radial motion compensation and spectrum analysis. Envelope
alignment is the first step and alignment precision to one-eighth of a range cell is
often necessary.
There are many papers that had discussed the problem of range alignment[12]
[69][100][101][102]. In [12], range alignment was implemented by locking the first
strong peak of each pulse return into a specific range bin. Due to target scintil-
lations, this range-locking method is not always reliable[69]. In [69], an adaptive
148
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algorithm is presented. The algorithm uses the envelope correlation of the different
echoes, while the reference envelope is obtained by exponentially averaging the pre-
viously received envelopes. Entropy minimum criterion has also been proposed[100]
to replace the correlation maximum criterion in [69].
Conventional envelope alignment method of Inverse Synthetic Aperture Radar
(ISAR) imaging assumes that the target is a rigid body, and therefore, the cor-
relation between one-dimensional range profiles at neighboring time slots gives a
larger value compared to correlation between time separated range profiles. But
this is not the case for targets such as helicopter which have rotating body parts.
According to the analysis of [103], [104] and [105], the reflected signal from the
rotor is a ”flashing-like” signal and the strength of the signal has the strongest
value when the blade is perpendicular to the wavefront. Therefore its envelope is
not a slow-time varying signal in the slow-time domain and conventional envelope
alignment methods based on rigid target assumption is not suitable in this case.
In [101], an envelope alignment method for a target with a rotor is presented.
The dynamic range of the range profile is used to judge if the range profile is
severely affected by the rotor. Range profiles affected slightly are collected and
averaged to form the reference range profile for range alignment. An amplitude
limiter was also used to weaken the signal from the rotor. In the ISAR image
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formed by [101], although the effects of the rotor are weakened, they can still be
seen.
6.1.1 Problems Examined
In this chapter, the ISAR imaging for a helicopter target is proposed. An envelope
alignment algorithm and zero-force windowing method is proposed. The target
is assumed to have a trajectory described by a polynomial function during the
imaging interval.
In our proposed method, for every range profile, correlation with other range
profiles are done and the range profiles with a large correlation value are used to
provide an initial estimate of the target motion parameters by polynomial fitting.
By carrying out averaging on the estimated parameters, the effects of noise can
be reduced. Also, as the rotor’s signal is a ”flashing-like” signal and the target
body’s signal is a slow-time varying signal, the difference of the received signal in
slow time domain will generate peaks when there are strong return signals from
the rotor. Zero-force windowing done at the flash position will weaken the effect of
the rotor signal and improve the ISAR image of the helicopter body. Simulation
results have shown the effectiveness of this algorithm.
CHAPTER 6. IMAGING OF A HELICOPTER TARGET 151
6.2 Simulation Model
The geometry of the radar and the target is shown in Figure 6.1.
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Abstract—Conventional envelope alignment method of ISAR
imaging assumes that the target is a rigid body, and therefore,
the correlation between one-dimensional range proﬁles at neigh-
boring time slots gives a larger value compared to correlation
between time separated range proﬁles. But this is not the case
for targets such as helicopter which have rotating body parts. In
this paper, an envelope alignment algorithm for helicopter target
ISAR imaging is proposed. For every range proﬁle, correlation
with other range proﬁles are done, and the range proﬁles with
larger correlation value are used to provide an initial estimate
of the target motion parameters by polynomial ﬁtting. Then the
estimated parameters are averaged to get a better estimation.
The position of the rotor signals are obtained by taking the
difference of the range proﬁles in the slow time domain. The rotor
signals are then suppressed by zero-force windowing technique.
Simulation results have shown the effectiveness of this algorithm.
I. INTRODUCTION
An Inverse Synthetic Aperture Radar(ISAR) transmits a
wideband electromagnetic signal to a moving target and by
doing range compression and cross range Doppler analysis of
the back scattered signal from the target, the distribution of
the scatterers can be obtained. This is called ISAR imaging
[1]- [4]. In general, ISAR imaging comprises of the following
three steps, envelope alignment, radial motion compensation
and spectrum analysis. Envelope alignment is the ﬁrst step
and is usually regarded as being easier compared to the
other two steps. Alignment precision to one-eighth of a range
cell is necessary. There are many papers that had discussed
the problem of range alignment [2], [5]- [8]. In [2], range
alignment was implemented by locking the ﬁrst strong peak
of each pulse return into a speciﬁc range bin. Because of target
scintillations, this range-locking method is not always reliable
[5]. In [5], an adaptive algorithm is presented. The algorithm
uses the envelope correlation of the different echoes, while the
reference envelope is obtained by exponentially averaging the
previously received envelopes. Entropy minimum criterion in
[6] is used to replace the correlation maximum criterion in [5].
If the target has a rotation part, it will make ISAR imaging
complicated. According to the analysis of [10]- [12], the
reﬂected signal from the rotor is a “ﬂashing-like” signal, the
strength of the signal has the strongest value when the blade is
perpendicular to the wavefront. So it’s envelope is not a slow
time-varying signal in the slow time domain. Conventional
envelope alignment methods based on rigid target assumption
is not suitable in this case. [7] presented an envelope alignment
method for target with a rotor. In [7], the dynamic range
of the range proﬁle is used to judge if the range proﬁle is
severely affected by the rotor. Range proﬁles affected slightly
are collected and averaged to form the reference range proﬁle
for range alignment. An amplitude limiter was also used to
weaken the signal from the rotor. In the ISAR image formed
by [7], although the effects of the rotor are weakened, they
can still be seen.
In this paper, the trajectory of the ﬂying target is assumed
to be described by a polynomial function during the imaging
interval. If the target is maneuvering, the duration to do ISAR
imaging is relatively short, as the maneuvers provide additional
rotations. Range proﬁles that have a higher correlation are col-
lected and the target’s radial motion parameters are estimated
by polynomial ﬁtting. By doing averaging on the estimated
parameters, the effect of noise can be reduced. Because the
rotor’s signal is a ﬂashing-like signal and the target body’s
signal is a slow time-varying signal, the difference of the
received signal in slow time domain will generate peaks when
there are strong return signals from the rotor. Zero-force
windowing at the ﬂash position can weaken the effect of the















Fig. 1. Geometry of the radar and the target.
II. SIGNAL MODEL OF TARGET WITH ROTATOR PART
The geometry of the Radar and the target is shown in Fig.1.
The radar is located on the origin of the coordinate system
(U, V, W). There is a rotator on the target. There are two
local coordinates on the target, one is (A, B, C) parallel to the
coordinate system(U, V, W), the other is the local coordinate
system (X, Y, Z) which takes reference to the target and
changes its orientation as the target maneuvers. The rotator
rotates about it’s rotational axis with rotation speed ω while
Fig. 6.1: Geometry of the radar and target.
The radar is located on the origin of the coordinate system (U, V,W ). There
is a rotator on the target. There are two local coordinates on the target, one
is (A,B,C) parallel to the coordinate system (U, V,W ), the other is the local
coordinate system (X, Y, Z) which takes reference to the target and changes its
orientation as the target maneuvers. The rotor rotates about it’s rotational axis
wi h rotation speed ω(t) hile t e coordinate transform matrix from (X, Y, Z) to
(A,B,C) is T, which is determined by the change of the target’s pose. r0(t) is the
vector of the reference point of the target relative to the coordinate (U, V,W ). So
any point p on the target can be expressed in (U, V,W ) coordinate as
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r(t) = r0(t) + T× p (6.1)
Let ω(t) denote the rotation vector of the rotor in coordinate (X, Y, Z). The
instantaneous speed of any point Q on the rotor can be expressed as
q(t) = ω(t)×−−→OQ (6.2)








therefore the instantaneous position of the point Q in the (U, V,W ) coordinate
system can be expressed as
rQ(t) = r0(t) + T×−−→OQ(t) (6.4)
The scalar range is
rQ(t) = ||r0(t) + T×−−→OQ(t)|| (6.5)
where ||.|| represents the Euclidean norm.
The rotor blade can be modeled as a stiff rod of length L. Let us consider a
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rotor blade positioned at an angle φ relative to the radar beam. Using a narrow-













where λ is the wavelength, sinc(x) = sin(x)
x
. The signal takes maximum value
when the blade is perpendicular to the radar beam and drops sharply when the
blade has rotated a few degrees[103].
In radar imaging, a wideband signal is transmitted. Let the transmitted wide-
band linear frequency modulated signal be
s(t) = χ(t) exp{j2pi(ft+ µ
2
t2)} for |t| < T
2
(6.7)
where f is the carrier frequency, µ is the chirp rate and T is the chirp pulse
duration. χ(t) is the envelope of the transmitted signal satisfying χ(t) = 1, for
|t| < T
2
, and χ(t) = 0, for |t| > T
2
. The received signal is thus
r(t) = ρ× χ(t− τ) exp{j2pi[f(t− τ) + µ
2
(t− τ)2]} (6.8)
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After demodulation and match filtering, the received signal can be expressed
as
r˜(t) = ρ× χ(t− τ) exp(−j2pif)× sinc(µT (t− τ)) (6.9)
As the whole range is divided into different range cells, the scattered signal
from the blade will be dispersed into different range cells at time instances where
the blade is not perpendicular to the radar beam. The total signal received is the
sum of the blade signal and the signal scattered from the helicopter’s body.
6.3 Envelope Alignment and Zero-force Window-
ing
Conventional envelope alignment methods include the strongest scatter tracking
[12], correlation maximization [69] and entropy minimization algorithms [100], etc..
Algorithms in [101] and [102] claimed that they are suitable for target with a ro-
tating part and provided some simulation results. However, the algorithm of [101]
requires a key threshold parameter to be manually selected and the computational
complexity of [102] is high.
In this chapter, we assume that the moving trajectory of the target can be
approximated by a polynomial function during data collection. Let I(m,n) be the
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one-dimensional range profile where 0 ≤ m ≥ M − 1 and 0 ≤ n ≥ N − 1. The
proposed envelope alignment algorithm can be summarized using the following
pseudo codes:
For n = 0 to N − 1
Step 1: Compute the correlation between I(:, n) and the shifted version of
I(:, k), k 6= n; and get the position p(k) where maximum value C(k) of correlation
occurs.
Step 2: Select k, such that C(k) belongs to the first K largest value of the set
C(:). Denote the set of the selected k as P (n).
Step 3: Polynomial fitting is then used to fit the K’s p(k). Let the order of
polynomial function be L and then solve the least square equation
an(0) + an(1)× k + ...+ an(L)× kL = p(k) (6.10)
The polynomial coefficients is denoted as an.
End of code
The average of an, denoted as a, is the estimation of the target motion pa-
rameters vector. The range adjustment value can be obtained by computing the
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polynomial function
M(k) = a(1)× k + a(2)× k2 + ...+ a(L)× kL (6.11)
Motion compensation can be done using conventional methods and will not be
discussed here. As the signal from the rotor is a ”flash-like” signal in the time
domain, the performance of the ISAR image will be improved if the ”flash-like”
signal is removed. The key to doing so is to determine it’s position. As the enve-
lope of the one-dimensional range profile of the target body is a slow time-varying
signal, while the rotor’s signal is a fast time-varying signal at the flashing point, a
difference or high pass filter can be used to determine the position of flash point.
Let I˜ be the norm of the one-dimensional range profile. The difference of the
range profile at different slow-time is
Iˆ(:, n) = |I˜(:, n+ 1)− I˜(:, n)|, n = 0, ..., N − 2 (6.12)





Iˆ(m,n), n = 0, ..., N − 2 (6.13)





Iˆ(m,n), m = 0, ...,M − 1 (6.14)
The peaks of S1 and S2 correspond to the position of the flash signal in the
slow-time and range domain, respectively. Assume that the rotor rotates with a
speed of 5 Hz and the PRF of the Radar is 1000 Hz, then the rotor rotates 1.8o be-
tween two pulses. Because the flash signal falls by 20 dB within a 2o rotation[103],
the signals from the rotor are periodic pseudo ”dirt” function.
For the case where the range resolution of the wideband signal is about 0.5
m and the length of the blade is about 10 m, when the blade has rotated such
that the distance difference of the two end of the blade relative to the radar is one
range resolution cell, the rotated angle would be arcsin(0.5/10) = 2.9o. This is
greater than the correlation angle, and the return signal from the rotor would be
almost zero. Therefore the flash signal is mainly limited to one range cell. Based
on these, we propose that the one-dimensional range profiles at the flash position
be masked by a zero. A bigger masked area is better for rotor signal suppression,
but will induce a poorer spectrum resolution and leads to helicopter body signal
suppression.
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6.4 Simulation Results
In this section, some simulation results are provided to verify the effectiveness of
our method. The distance from the target to the radar is 10 km, the transmitted
signal’s wavelength is λ = 0.03 m, signal bandwidth is 300 MHz corresponding to
a range resolution of 0.5 m. The pulse repetition frequency is 80 Hz. The target’s
body comprises of 10 strong scatterers. There are 2 blades with length L = 12 m.
The figure of the target is shown in Figure 6.2. Here, some scatterers are simulated
at the Y = −1 position instead of at the Y = 0 position. This is to allow us to




Fig. 6.2: Projected image of the target.
The volume of the point is used to express the power of the scatterer, with
a higher power being represented by a larger volume. The target moves along a
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straight line with speed Vx = 30 m/s, Vy = 3 m/s and Vz = 0 m/s. The data
collection time is 10 s and during this time, the cross-range moved is 300 m, which
corresponds to a relative rotated angle of 1.7189o and resulting cross-range reso-
lution of 0.5 m. There are 8 sampling points in one range cell. The range profile
aligned using conventional correlation method[69] and our method are shown in
Figure 6.3 and Figure 6.4 respectively.




Due to non-rotating 
scatterers
Due to non-rotating 
scatterers
Due to rotor flash
Poor 
alignment
Fig. 6.3: Range profile after alignment using conventional method[69].
In Figure 6.3, the straight horizontal lines are due to the scatterers while the
short vertical lines are due to the rotor ”flashes”. It can be seen that the alignment
is not good as the flashes appears at different ranges although it should be located
at around range cell 100. In comparison, the range profile using our proposed
method is very well aligned with the flashes contained near range cell 90. Using





Iˆ(m,n),m = 0, · · · ,M − 1. (14)
The peaks of S1 and S2 correspond to the position of the
ﬂash signal in slow time and range domain, respectively.
An example of S1 and S2 are shown in Fig.7 and Fig.8
respectively. S1 obtained by using the range proﬁle method
of [5] and our method are plotted in Fig.7. Assume that the
rotor rotates with a speed of 5Hz and the PRF of the Radar
is 1000Hz, then the rotor rotates 1.8o between two pulses.
Because the ﬂash signal falls by 20dB within a 2o rotation
[10], therefore signals from the rotor are periodic pseudo “dirt”
function.
For the case where the length of the blade is about 10m,
the range resolution of the wide band signal is about 0.5m.
Assuming that the distance difference of the two end of the
blade relative to the Radar is one range resolution cell, the
rotated angle should be arcsin(0.5/10) = 2.9o, which is more
than the correlation angle. Therefore the ﬂash signal is mainly
limited to one range cell. Based on these, we propose that the
one dimensional range proﬁles at the ﬂash position be masked
by a zero. A bigger masked area is better for the rotor’s signal
suppression, but will induce a poor spectrum resolution and
helicopter body’s signal suppression.
IV. SIMULATION RESULTS
In this section, some simulation results are given to verify
the effectiveness of our method. The distance from the target to
the Radar is 10 km, the transmitted signal’s wavelength is λ =
0.03m, signal bandwidth is 300MHz corresponding to a range
resolution of 0.5m. The pulse repetition frequency is 80Hz.
The target’s body is composed of 10 strong scatterers. There
are 2 blades with length L = 12m. The ﬁgure of the target
is shown in Fig.2. The volume of the point is used to express
the power of the scatterer, with a higher power represented
by a larger volume. The target moves along a straight line
with speed V x = 30m/s, V y = 3m/s and V z = 0m/s.
The data collection time is 10s, then the cross-range moved
is 300m, which corresponds to a relative angle of rotation
1.7189o and resulting cross range resolution of 0.5m. There
are 8 sampling points in one range cell. The range proﬁle
aligned using conventional correlation method [5] and our
method are shown in Fig.3 and Fig.4 respectively. It can be
seen that the range proﬁle using our method is very well
aligned. But using conventional method, errors usually occur
at the positions of the ﬂash and this will inﬂuence the selection
of the isolated scatterer in motion compensation. The variances
of the signal of Fig.3 and Fig.4 in slow time domain are shown
in Fig.5 and Fig.6 respectively. It can be seen that the effect
of misalignment on Fig.6 is less than that on Fig.5. The plots
of S1 and S2 are shown in Fig.7 and Fig.8 respectively. The
ﬂash position can be easily obtained. The ISAR images using
the conventional method and our method are shown in Fig.9
and Fig.10 respectively. It is seen that the effects of the rotor
are effectively removed using our method.


































Fig. 3. Range proﬁle after alignment using old method.
V. CONCLUSIONS
In this paper, an ISAR imaging method for helicopter
is proposed. Polynomial ﬁtting is used to obtain the range
trace of the target. Zero-force windowing is used to remove
the signals from the rotor. Simulation results has shown the
effectiveness of the proposed method.
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Fig. 4. Range proﬁle after alignment using new method.
Fig. 6.4: Range profile after alignment using the proposed method.
conventional method, errors usually occur at the positions of the flash and this
will influence the selection of the isolated scatterer for motion compensation. The
variances of the signal of Figure 6.3 and Figure 6.4 in slow time domain are shown
in Figure 6.5 and Figure 6.6 respectively.
It can be seen that the alignment of Figure 6.6 is much better compared to
Figure 6.5 as the rotor flashes are contained near the center of the range profile.
The plot of S1 and S2 are shown in Figure 6.7 and Figure 6.8 respectively. S1
obtained by using the range profile method of [69] and our method are plotted in
Figure 6.7. They are plotted with an offset in amplitude so that the result of the
two methods can be clearly seen. The plot shows that the alignment using the
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Fig. 6.5: Variance of range profile using conventional method[69].
proposed method is better as the amplitude across the cross-range is almost con-
stant except at the flash positions. In comparison, the amplitude variation using
the method of [69] is greater. The flash position can be easily obtained from these
plots.
The ISAR images using the conventional method[69] and our method are shown
in Figure 6.9 and Figure 6.10 respectively. Figure 6.10 shows a better ISAR image
compared to Figure 6.9 as we see that the unwanted sidelobes in the cross-range
direction has been suppressed. It is also similar to the original target shown in
Figure 6.2. It is seen that the effects of the rotor have been effectively removed
using our method.
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Fig. 6.6: Variance of range profile using the proposed method.
6.5 Conclusions
In this chapter, an ISAR imaging method for helicopter is proposed. Polynomial
fitting is used to obtain the range trace of the target. Zero-force windowing is used
to remove the signals from the rotor. Simulation results has shown the effectiveness
of the proposed method.
CHAPTER 6. IMAGING OF A HELICOPTER TARGET 163
Proposed Method
Method of [69]
Fig. 6.7: S1, Positions of flash signals in the slow time domain.




















Fig. 5. Variance of range proﬁle using old method.





















Fig. 6. Variance of range proﬁle using new method.
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Fig. 7. S1, Positions of ﬂash signals in slow time domain.











































Fig. 10. ISAR image using new method.
Fig. 6.8: S2, Positions of flash signals in the range domain.
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Fig. 5. Variance of range proﬁle using old method.





















Fig. 6. Variance of range proﬁle using new method.
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Fig. 7. S1, Positions of ﬂash signals in slow time domain.











































Fig. 10. ISAR image using new method.














Fig. 6.10: ISAR image obtain d using the proposed method.
Chapter 7
Conclusions
7.1 Summary of Work
The area of work undertaken is in the area of ISAR imaging, which has important
applications in surveillance and target identification. The thesis presents improved
methods to solve several previously unresolved issues, thereby improving the qual-
ity of ISAR images. My work covers the areas of array-based ISAR imaging and
imaging of targets exhibiting the micro-Doppler phenomena. For array-based ISAR
imaging, a perpendicular array method and a sparse array method have been pro-
posed; while an extended Hough Transform and Range Grouping method has been
proposed to extract the micro-Doppler contribution of both regular and irregular
body parts of a target. This is followed by the imaging of a helicopter target.
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In the antenna array imaging method, a three-dimensional imaging method us-
ing two perpendicular antenna arrays along with the method for motion compen-
sation and scatterer registration strategy was proposed. The array-based method
allows synthesis scatterers to be separated and this significantly improves the iden-
tifiability of a target.
The antenna array method was enhanced by using two-dimensional sparse-array
beamforming combined with ISAR imaging. The advantage of a sparse array is
that it achieves a wider aperture while the number of antenna elements can be
greatly reduced compared to a full array. The method also solves the scatterer
registration challenge which exists for the antenna array method.
The next part of the thesis deals with the issue of micro-motions known as the
micro-Doppler phenomenon. Micro-Doppler contamination has to be extracted,
otherwise it causes blurring of ISAR images. In our work, a separation method
using the standard Hough Transform and extended Hough Transform is proposed
to remove the micro-Doppler contamination caused by the rotating body part of a
target.
Although the micro-Doppler removal using the extended Hough Transform is
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effective for a target with a regular rotating body part, it is not suitable for a tar-
get with an irregular moving body part. A Range Grouping method is therefore
proposed for micro-Doppler removal. This method has been shown to be effective
for other complex micro-movements that one may wish to detect. An example of
such a target would be the movement of the turret and gun of a tank which is not
in a regular circular motion.
Finally the imaging of a helicopter target is considered. The helicopter target
is a challenging target as the signal contributions from the rotors would affect the
envelope alignment step. Here, an envelope alignment algorithm and zero-force
windowing method are proposed.
In all the proposed works, the simulated results shows that the proposed meth-
ods are effective and lead to a great improvement in the processed ISAR image. A
summary of the work done in this thesis is shown in Table 7.1.
Type of target Method Section
1) Rigid body, constant speed, a) Extended Hough Transform 4.3.2
uniformly rotating part b)Zero-Force Windowing 6.3
2) Rigid body, constant speed, a) Range Grouping 5.2
non-uniformly rotating part
3) Rigid body, maneuvering a) Sparse Array 3.4.3
4) Rigid body, maneuvering, Future Work -
with rotating part
Table 7.1: Summary of work.
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7.2 Contributions
In this section, we discuss the contributions made in our course of work versus
existing methods for imaging.
The proposed antenna array imaging method allows for three-dimensional imag-
ing of targets with synthesis scatterers. The existence of synthesis scatterers is
likely to occur for a real world target as targets are made up of many scatterers.
It is possible for scatterers to be at different physical positions, but are projected
onto the same point on the range-Doppler plane. Thus previous methods such as
InISAR systems fail to create an acceptable three-dimensional ISAR image when
synthesis scatterers exist. Using the proposed antenna array method, the correct
calculation of the scatterers’ position would result in a clearer three-dimensional
image for easier classification and identification.
The antenna array method, however, may not be suitable for maneuvering tar-
gets unless methods such as time frequency techniques are used. This led to the
proposed sparse-array method which allows for a simple method for imaging a
maneuvering target. Due to the large aperture formed by the sparse array, a long
coherent time duration is not needed to separate scatterers. Therefore, during a
short time duration, the rotation of the target relative to the antenna array may
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be approximated as an uniform rotation. Techniques such as time frequency anal-
ysis or super resolution spectrum analysis are not necessary and processing is very
much simplified.
In real-life situations, targets are unlikely to be a completely rigid targets.
There may be rotating body parts or vibrations in the engine of a vehicle, which
can cause image blurring. The micro-Doppler extraction using the extended Hough
Transform method allows for imaging of target with non-rigid body parts that can-
not be done using conventional range-Doppler principles. With the separation and
removal of the micro-Doppler contamination, an improved ISAR image can be ob-
tained. The proposed method is simpler compared to previous methods using high
resolution time-frequency techniques as it is done on the range profile image instead
of at the signal level. Micro-Doppler information can also provide information on
the rotating body part and help in radar target identification and classification.
There may also be other complex micro movements that one may wish to detect,
like the movement of the gun on a tank target. Micro-Doppler removal by Range
Grouping proposed in our work is more effective compared to previous methods
using high-resolution time-frequency analysis, as there is no specific equations de-
scribing such random rotations or motions. It is also simple as it is carried out on
the range profile image instead of at the signal level.
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7.3 Future Work
The next step to proceed forward would be to combine the techniques of three-
dimensional array imaging and micro-Doppler extraction for imaging of non-rigid
targets. This way, a more realistic target can be imaged. An area we would like to
work on is to produce a three-dimensional ISAR image of a moving tank target.
The movement of the turret and gun of a tank would not be in a regular circular
motion like in the case of the rotor of a helicopter. The turret may be moving in
a clockwise or anti-clockwise movement, and the gun may be moving vertically up
or down according to operational requirements. This makes it a challenging target
which could not be correctly imaged using previous techniques.
Another area which we feel that may be worth exploring would be in the imag-
ing of Unmanned Aerial Vehicle(UAV). Modern warfare makes extensive use of
UAV for reconnaissance or even huge UAV for bombing. Thus, identifying and
classification of a UAV and determining its threat will be of great importance as
its use becomes more prevalent. However the imaging of UAV remains challenging
as the size may vary greatly from hand-launched UAV to full size UAV. The body
may also be made of composite materials which have low radar reflectivity. Imag-
ing may have to be focussed on certain components like UAV propeller, engines,
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pitot-static tubes and sensors or trays which are metal.
Appendix A
Derivation of Equations
A.1 Derivation of (3.28)




, where r and r˜ are







| = | r−r˜
r˜
| << 1, is a small value. First we simplify the phase term of
(3.7).
∆rPQk =
2(r + q)Tdk − dTkdk
(rq0 + rqk)




(2(r + q)Tdk − dTkdk)(rp0 + rpk)− (2(r + p)Tdk − dTkdk)(rq0 + rqk)
(rp0 + rpk)(rq0 + rqk)
≈
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where r˜ ≈ rp0. As





we use the approximation r/r˜ ≈ n0(The radar line of sight unit vector ), rp0−rq0 ≈
−−→PQTn0 and rpk − rqk ≈ −−→PQTn0,
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Here we assume that the target is small and that the antenna array configura-
tion satisfies dTkdk/r˜ << 1. Then the array signal can be simplified as
sˆq(t) = e
−j4pi rq0(t)−rp0(t)
λ × [1, · · · , e j2pi(
−−→
PQ−−−→PQT n0n0)T dk
λr˜ , · · · ] (A.6)
It should be noted that (A.6) holds only when (1):the target is located in far
field and the size of the target is small, (2): the distance moved by the target in the
range direction is small, and (3): the size of the antenna array is small compared
to the distance r˜.
Next, we simplify the time domain phase r(t) = rq0(t) − rp0(t). Although
this has been discussed in previous literatures, most of them covered targets with
only either translational or rotational motion. We consider a target with simul-
taneous translational and rotational motion. We assume the translational ve-
locity vector of the target be v, and that it rotates around it’s rotational axis
ω = [ωx, ωy, ωz]








The rotation matrix can then be denoted asR(t) = I+sin(Ωt)ωˆ+(1−cos(Ωt))ωˆ2[77].
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The instantaneous vector of P and Q are rp(t) = r + vt+R(t)
−→
OP and rq(t) =
r + vt + R(t)
−→
OQ respectively. Denote p =
−→
OP , q =
−→
OQ, then the difference in
distance from O′ to P and to Q are
r(t)=rq0(t)− rp0(t)







where p = |p| and q = |q| and R(t)TR(t) = I. Usually, r(t) can be approximated

















































(t) and solving, we obtain
















































is omitted as it is much smaller compared to
the other terms. −→ν is the synthetic vector which represents the effects induced by
the target’s translational and rotational motion.
Using (3.7),(A.6) and (A.13), we have obtained the simplified space time ex-
pression (3.9).
A.2 Derivation of (4.4)
Here, we study in detail the Fourier properties of the received signal in the fast-
time domain. Assume that the transmitted signal is p(t), as shown in (4.3); then,
the echoed signal can be rewritten as






















































where c is the wave propagation speed, σm and σn are the complex scattering
coefficients, and Rm(τ) and Rn(τ) are the distances of the non-rotating scatter
points and the rotating scatter points from the radar at the slow-time τ , respec-
tively. Let the center of the target be the reference point. Then, the reference
signal is
























where Rc(τ) is the distance of the reference point from the radar at the slow-
time τ . Tref is the reference signal duration, which is somewhat longer than the
chirp pulse duration Tp. The time-domain compressed signal after stretch process-
ing is given as follows:
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· exp(jΦn(t, τ)) (A.16)
where
∆Rm(τ)=Rm(τ)−Rc(τ)
≈Rm(0)−Rc + xm · vT
Rm(0)
=∆Rm(0) + xm · vT
Rm(0)
(A.17)
∆Rn(τ) = Rn(τ)−Rc(τ) ≈ Rn sin(ωnτ + θn0) (A.18)
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) ·∆Rm(τ) + 4pi
c
fc ·∆Rm(τ) + 4piµ
c2
·∆R2m(τ) (A.19)




) ·∆Rn(τ) + 4pi
c
fc ·∆Rn(τ) + 4piµ
c2
·∆R2n(τ) (A.20)
The second term of (A.19) and (A.20) cause a variation in the phase to produce
a Doppler shift, whereas the third term is the residual video phase (RVP) error,
which can be removed by simple processing. Next, we assume that the standard
motion compensation has been completed to remove the translation motion. As-
suming that the RVP error has been eliminated, taking the Fourier transforms of








































We have obtained the expression of (4.4).
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