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AUTOMORPHISMS OF DANIELEWSKI VARIETIES
SERGEY A. GAIFULLIN
Abstract. In 2007, Dubouloz introduced Danielewski varieties. Such varieties general-
ize Danielewski surfaces and provide counterexamples to generalized Zariski cancellation
problem in arbitrary dimension. In the present work we describe the automorphism group
of a Danielewski variety. This result is a generalization of a description of automorphisms
of Danielewski surfaces due to Makar-Limanov.
1. Introduction
We assume that the base field K is an algebraically closed field of characteristic zero.
Let V and W be affine algebraic varieties over K. Generalized Zariski cancellation problem
asks whether V ×K ∼= W ×K implies V ∼= W . In 1989 Danielewski [6] introduced a class
of surfaces given by xyn = P (z). Nowadays such varieties are called Danielewski surfaces.
Danielewski surfaces corresponding to n = 1 and n = 2 provide a counterexample to the
generalized Zariski cancellation problem. One of the possible ways to prove that varieties
V (xy − P (z)) and V (xy2 − P (z)) are nonisomorphic is suggested by Makar-Limanov in
[11, 12]. He computes the intersection of all kernels of locally nilpotent derivations in both
cases and shows that, if n = 1, the intersection is the field K, and if n = 2, the intersection
is K[y]. This intersection later was named Makar-Limanov invariant.
Moreover, Makar-Limanov in [11, 12] computes generators of automorphism groups of
Danielewski surfaces. This inspired a lot of works on automorphisms of Danielewski surfaces
and their generalizations. In [5] Crachiola investigated automorphism groups of surfaces
of the form V(xyn − z2 − h(y)z) over a field of arbitrary characteristic. In [8] Dubouloz
and Poloni considered a more general class of surfaces V(xyn − Q(y, z)), where n ≥ 2
and Q(y, z) is a polynomial with coefficients in an arbitrary base field such that Q(0, z)
splits with r ≥ 2 simple roots. Generators of their automorphism groups were computed.
In [13] classifications of varieties of the form V(xyn−Q(y, z)) up to isomorphism and up to
automorphism of ambient affine 3-space are obtained. In [4] Bianchi and Veloso considered
one more generalization, surfaces V(xf(y)−Q(y, z)), where deg f ≥ 2 and
Q(y, z) = zd + sd−1(y)z
d−1 + . . .+ s0(y), d ≥ 2.
For such surfaces it was proved that the Makar-Limanov invariant is K[y]. Using this
generators of the automorphism group of the varieties V(xf(y)−Q(z)) were computed.
In 2007, Dubouloz [7] considered another generalization of Danielewski surfaces. He
introduced varieties given by equations of the form
xyk11 . . . y
km
m = z
d + sd−1(y1, . . . , ym)z
d−1 + . . .+ s0(y1, . . . ym),
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which was called Danielewski varieties. He proved that if d ≥ 2 and all ki ≥ 2, then the
Makar-Limanov invariant of such a variety is equal to K[y1, . . . , ym]. Using this Dubouloz
found counterexamples to generalized Zariski cancellation problem in arbitrary dimension.
In this paper we describe automorphism groups of Danielewski varieties. To do this we
need to investigate automorphism groups of other classes of varieties. So, we proceed in
three steps.
Sections 2-4 contain preliminaries and lemmas, which we use later.
First of all, in Section 5, we consider varieties of the form Z = V(yk11 . . . y
km
m − P (z)).
There exists an (m− 1)-dimensional algebraic torus action on such a variety. We elaborate
some technique, which shows that if all ki ≥ 2, then Z is rigid, that is it does not admit
any nontrivial locally nilpotent derivations. Then we compute the generators of the auto-
morphism group of Z, see Theorem 5.1. We prove that the automorphism group Aut(Z)
is a semidirect product of a diagonalizable group multiplying variables by constants and a
finite group permuting variables. Therefore, Aut(Z) is a linear algebraic group. Moreover,
it is a finite extension of an algebraic torus. For generic variety Z, the automorphism group
is a torus, but in special cases the finite part can be rather large. We obtain criteria of
commutativity, connectivity and solvability of Aut(Z).
Secondly, in Section 6, we investigate varieties of the form Y = V(xyk11 . . . y
km
m − P (z))
with all ki ≥ 2. Such varieties are particular cases of Danielewski varieties. In some sense
these particular cases are the most interesting ones because they provide counterexamples
to generalized Zariski cancellation problem. Using rigidity of Z we prove that the Makar-
Limanov invariant of Y equals K[y1, . . . , ym] and all locally nilpotent derivations are replicas
of a canonical one, see Definitin 6.1. We compute generators of Aut(Y ), see Proposition 6.3.
The automorphism group of Y is generated by exponents of replicas of the canonical lo-
cally nilpotent derivation, the quasitorus acting by multiplying variables by constants, and
swappings of variables with coinciding ki. Moreover, Aut(Y ) is isomorphic to a semidirect
products of these subgroups, see Theorem 6.4. We prove that Aut(Y ) is never commutative
and it is solvable if and only if there are no five variables yi with coinciding ki.
In Section 7, we use technique inspired by [12] to compute the group of automorphisms
of an arbitrary Danielewski variety X . The main idea is to consider a filtration on K[X ]
and to prove that the associated graduate algebra Gr(K[X ]) is isomorphic to K[Y ] for
some Y considered in Section 6. Then we prove that every automorphism of X respects this
filtration, see Lemma 7.5. Using this we introduce a homomorphism Φ: Aut(X)→ Aut(Y ).
This allowes to describe automorphisms of X using the description of automorphisms of Y ,
see Theorem 7.15. Again all locally nilpotent derivations on X are replicas of a canonical
one, see Definition 7.2. The automorphism group ofX is isomorphic to a semidirect product
of commutative group consisting of exponents of all replicas of the canonical locally nilpotent
derivation and a canonical group G of X . The group G is a finite extension of a torus.
Every element of G permutes the variables and multiplies them by constants. For generic
variety X the group G is trivial and Aut(X) is commutative. We prove that it is a criterium
of commutativity of Aut(X). Also we give a sufficient condition of its solvability.
The author is grateful to Ivan Arzhantsev for useful discussions.
2. Derivations
Let A be a commutative associative algebra over K. A linear mapping ∂ : A→ A is called
a derivation if it satisfies the Leibniz rule ∂(ab) = a∂(b)+b∂(a) for all a, b ∈ A. A derivation
is locally nilpotent (LND) if for every a ∈ A there is a positive integer n such that ∂n(a) = 0.
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A derivation is semisimple if there exists a basis of A consisting of ∂-semi-invariants. Recall
that a ∈ A is a ∂-semi-invariant if ∂(a) = λa for some λ ∈ K.
If we have an algebraic action of the additive group (K,+) on A, we obtain a one-
parameter subgroup in Aut(A). Then its tangent vector at unity is an LND. Exponential
mapping defines a bijection between LNDs and elements in subgroups of Aut(A) isomorphic
to (K,+). Similarly, if we have an action of the multiplicative group (K×, ·) on A, then its
tangent vector at unity is a semisimple derivation.
Let F be an abelian group. An algebra A is called F -graded if
A =
⊕
f∈F
Af ,
and AfAg ⊂ Af+g for all f and g in F . A derivation ∂ : A→ A is F -homogeneous of degree
f0 ∈ F , if for every a ∈ Af we have ∂(a) ∈ Af+f0 .
A derivation ∂ : A → A is called locally bounded, if any element a ∈ A is contained in a
∂-invariant linear subspace V ⊂ A of finite dimension. It is easy to see that all semisimple
derivations and all LNDs are locally bounded.
Let A be a finitely generated Z-graded algebra and ∂ be a derivation of A. Then ∂ can
be decomposed in to ∂ =
∑k
i=l ∂i, where ∂i is a homogeneous derivation of degree i. Indeed,
let a1, . . . , am be generators of A. Let deg aj = uj. Then
∂(aj) =
kj∑
i=lj
bi+uj ,
where bi+uj ∈ Ai+uj . Denote l = min{l1, . . . , lm}, k = max{k1, . . . , km}. Using the Leibniz
rule we obtain
∀a ∈ Aj ∂(a) ∈
k⊕
i=l
Aj+i.
So we have ∂ =
∑k
i=l ∂i, where ∂i : Aj → Aj+i is a linear mapping. The Leibniz rule for ∂j
follows from the Leibniz rule for ∂.
Remark 2.1. Further when we write ∂ =
∑k
i=l ∂i, we assume that ∂l 6= 0 and ∂k 6= 0.
Lemma 2.2. (See [14] for (1) and [9, Lemma 3.1] for (2)) Let A be a finitely generated
Z-graded algebra. Assume ∂ : A → A is a derivation. We have ∂ =
∑k
i=l ∂i, where ∂i is a
homogeneous derivation of degree i. Then
1) if ∂ is an LND then ∂l and ∂k are LNDs.
2) if ∂ is locally bounded then if l 6= 0, ∂l is an LND, and if k 6= 0, ∂k is an LND.
Lemma 2.2(1) implies the following lemma.
Lemma 2.3. If a Z-graded algebra A admits a nonzero LND, then A admits a nonzero
Z-homogeneous LND.
Let F ∼= Zn. Assume A is a finitely generated F -graded algebra. Applying the result of
Lemma 2.3 n times we obtain the following corollary.
Lemma 2.4. The algebra A admits a nonzero LND if and only if A admits a nonzero
F -homogeneous LND.
Let X be an affine algebraic variety and A = K[X ] be the algebra of regular functions
on X . Then Zn-gradings on K[X ] are in bijection with actions of n-dimensional algebraic
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torus T = (K×)n on X . If we have a Zn-homogeneous derivation of K[X ], we call it
T -homogeneous derivation.
Let F and S be abelian groups. Consider an F -graded algebra
A =
⊕
f∈F
Af .
Let π : F → S be a homomorphism. Then A can be considered as S-graded algebra via
A =
⊕
s∈S
As, where As =
⊕
pi(f)=s
Af .
Lemma 2.5. If ∂ is an F -homogeneous derivation of degree f0, then ∂ is an S-homogeneous
derivation of degree s0 = π(f0).
Proof. Let a ∈ As. Then
a =
∑
pi(f)=s
af ,
where af ∈ Af . We have ∂(a) =
∑
(∂(af )). Since ∂ is F -homogeneous of degree f0, we
obtain ∂(af ) ∈ Af+f0 . But
π(f + f0) = π(f) + π(f0) = s+ s0.
So, ∂(a) ∈ As+s0. 
Let us use the notation a | b if a divides b.
Lemma 2.6. Assume A is a domain. Let δ be a semisimple derivation, corresponding to
a subgroup Λ ∼= K× of Aut(A). Suppose for some f ∈ A we have f | δ(f). Then f is
Λ-homogeneous, and hence, for every ϕ ∈ Λ, there exists λ ∈ K\{0} such that ϕ∗(f) = λf .
Proof. We have δ(f) = fg. Let us consider Z-grading corresponding to Λ. Let
f =
∑k
i=l fi and g =
∑q
j=p gj be decompositions onto homogeneous components. Then
δ(f) =
∑k+q
u=l+p δ(f)u. Since A is a domain, δ(f)l+p 6= 0 and δ(f)k+q 6= 0. But δ acts on
Ai by multiplying by i, that is δ(f) =
∑k
i=l ifi. So, we have p = q = 0. Hence, g ∈ A0.
Then δ(f)i = gfi = ifi. Hence, f is homogeneous of some degree i. Thus, ϕ
∗(f) = tif for
some t ∈ K \ {0}. 
We would like to investigate the automorphism group Aut(X) of an affine algebraic
variety X . The first step is to investigate the subgroup of Aut(X) generated by all al-
gebraic subgroups isomorphic to (K,+). This subgroup is called the subgroup of special
automorphisms. We denote it by SAut(X). The subring ML(X) ⊂ K[X ] consisting of all
SAut(X)-invariants is called the Makar-Limanov invariant of X . In other words ML(X) is
the intersection of kernels of all LNDs of K[X ]. If ML(X) = K[X ], that is K[X ] does not
admit any nontrivial LND, then the variety X is called rigid.
If ∂ is an LND on X , then its replicas f∂, where f ∈ Ker∂, are LNDs. Exponents
of all replicas of an LND ∂ give a commutative subgroup U(∂) = {exp(f∂) | f ∈ Ker ∂}
in SAut(X). Let us call U(∂) the big unipotent subgroup corresponding to ∂. An affine
algebraic variety X is called almost rigid, if there is an LND ∂ : K[X ] → K[X ] such that
every LND on K[X ] is a replica of ∂. If X is almost rigid, then SAut(X) = U(∂) is
commutative.
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3. m-suspensions
Let X be an affine algebraic variety. Given a nonconstant regular function f ∈ K[X ], we
can define a new affine variety
Y = Susp(X, f) = V (uv − f(x)) ⊂ K2 ×X
called a suspension over X . LNDs on suspensions are investigated in [2]. Recall that a
variety is called flexible if the tangent space at every regular point is generated by tangent
vectors to orbits of some (K,+)-actions. In [3] it is proved that for an irreducible affine
variety of dimension ≥ 2 this condition is equivalent to transitivity and infinitely transitivity
of SAut(X)-action on X . A suspension over a flexible affine variety is flexible, see [2,
Theorem 0.2(3)]. Let us consider a generalization of this construction.
Definition 3.1. Let X be an affine variety. Given a nonconstant regular function f ∈ K[X ]
and positive integers k1, . . . , km, we define a new affine variety
Y = Susp(X, f, k1, . . . , km) = V
(
yk11 y
k2
2 . . . y
km
m − f(x)
)
⊂ Km ×X
called an m-suspension with weights k1, . . . , km over X .
Recall that a quasitorus is a direct product of a torus and a finite commutative group. We
have a natural diagonal action of m-dimensional algebraic torus (K×)m on K[y1, . . . , ym].
The stabilizer H of the monomial yk11 y
k2
2 . . . y
km
m is isomorphic to the direct product of the
(m − 1)-dimensional torus T and a finite cyclic group Zgcd(k1,...,km). There is an effective
action of H on Y = Susp(X, f, k1, . . . , km).
Definition 3.2. We call H the proper quasitorus of Y .
There is a natural action of the symmetric group Sm onK[y1, . . . , ym]. The stabilizer S(Y )
of the monomial yk11 y
k2
2 . . . y
km
m is isomorphic to
Sm1 × . . .× Smn ,
where m = m1+ . . .+mn. Each Smi permutes yj with fixed kj. There is an effective action
of S(Y ) on Y = Susp(X, f, k1, . . . , km).
Definition 3.3. We call S(Y ) the symmetric group of Y .
During this section we assume, that Y = Susp(X, f, k1, . . . , km) is irreducible. Lemma 4.1
gives a criterium of Y to be irreducible in case X ∼= K.
T-action on Y corresponds to a Zm−1-grading of K[Y ]. Often it is convenient to con-
sider Z -gradings, that are its coarsenings. Let us denote by hij the Z-grading given by
deg(yi) = − kj, deg(yj) = ki. Degrees of all other yn and degrees of all g ∈ K[X ] are
equal to zero.
Lemma 3.4. Let ∂ be a T-homogeneous LND of K[Y ]. Then there is an index
i ∈ {1, 2, . . . , m} such that for all j 6= i we have ∂(yj) = 0.
Proof. If for all j we have ∂(yj) = 0, the lemma is proven. Assume that ∂(yi) 6= 0.
Fix any j 6= i. Let us consider the Z-grading hij on K[Y ]. By Lemma 2.5, ∂ is a Z-
homogeneous LND. If deg(∂) ≤ 0, then deg(∂(yi)) < 0, so yi | ∂(yi). Therefore, ∂(yi) = 0,
see for example [10, Proposition 1.9]. This is a contradiction. Hence, deg(∂) > 0. Then
deg(∂(yj)) > 0. We obtain yj | ∂(yj), hence ∂(yj) = 0. 
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Consider the field Lj = K(yj), which is the algebraic closure of K(yj). If there is a fields
embedding K ⊂ L and Z is an affine algebraic variety over K, we denote by Z(L) the affine
algebraic variety over L given by the same equations as Z. Then we have
Y (Lj) = V
(
yk11 . . . y
km
m − f
)
⊂ Lm−1j ×X(Lj).
Since yj is a constant now, Y (Lj) is a (m− 1)-suspension over X(Lj).
Denote by Yj the affine algebraic variety over Lj of the form
V
(
yk11 . . . y
kj−1
j−1 y
kj+1
j+1 . . . y
km
m − f
)
⊂ Lm−1j ×X(Lj).
Remark 3.5. The variety Yj can be reducible.
Lemma 3.6. If there is a T-homogeneous LND ∂ : K[Y ]→ K[Y ] such that ∂(yi) 6= 0, then
for each j 6= i there exists LND ∂j : Lj [Yj]→ Lj [Yj] such that ∂j(yi) 6= 0.
Proof. By Lemma 3.4, ∂(yj) = 0. So, ∂ gives a derivation of Y (Lj). Consider the mapping
ψ : y1 7→ εy1, where ε ∈ Lj, ε
k1 = y
kj
j . Then ψ is an isomorphism between Y (Lj) and Yj.
So we obtain ∂j : Lj [Yj]→ Lj [Yj] such that ∂j(yi) 6= 0. 
Lemma 3.7. If Yi is a rigid variety, then for every nontrivial T-homogeneous LND
∂ : K[Y ]→ K[Y ] we have
1) ∂(yi) 6= 0,
2) ∀j 6= i, ∂(yj) = 0,
3) deg(∂) > 0 with respect to the Z-grading hij.
Proof. If ∂(yi) = 0, then ∂ gives a nontrivial derivation of Y (Li). Hence, Yi is not rigid.
So, we have ∂(yi) 6= 0. By Lemma 3.4 for every j 6= i we obtain ∂(yj) = 0.
By Lemma 2.5 ∂ is hij-homogeneous. If deg(∂) ≤ 0, then deg(∂(yi)) < 0. Hence, ∂(yi)
is divisible by yi. Since ∂ is an LND, we obtain ∂(yi) = 0. A contradiction. So, we have
deg(∂) > 0. 
Lemma 3.8. Let Yi be a rigid variety. Then for each j 6= i, we have yj ∈ ML(Y ).
Proof. Let ∂ : K[Y ] → K[Y ] be an LND. Consider the Z-grading hij on K[Y ]. We have
∂ =
∑k
p=l ∂p. By Lemma 2.2 we have, that ∂l is LND. We can decompose ∂l on to the
sum of T-homogeneous derivations. Among them there is a T-homogeneous LND with
hij-degree l. By Lemma 3.7 (3) we have l > 0. So, we have ∂(yj) =
∑k
p=l ∂p(yj), where
deg(∂p(yj)) = ki + p ≥ ki + l > 0. Therefore, yj | ∂(yj). Hence, ∂(yj) = 0. 
Lemma 3.9. Let Yi be a rigid variety. Let Λ ⊂ Aut(Y ) be a subgroup isomorphic to the
multiplicative group (K×, ·). Let ϕ be an element of Λ. Then for each j 6= i there exists a
nonzero element λ ∈ K \ {0} such that ϕ∗(yj) = λyj.
Proof. Let δ be the semisimple derivation corresponding to Λ. Then with respect to hij , we
have δ =
∑k
p=l δp. By Lemma 2.2 if l < 0, then δl is an LND. This contradicts to Lemma 3.7.
Therefore, l ≥ 0. Hence, for all p = l, . . . , k we have deg(δp(yj)) > 0. Therefore, yj | δ(yj).
By Lemma 2.6 ϕ∗(yj) = λyj for some λ ∈ K \ {0}. 
4. m-suspensions over a line
In this section we investigate m-suspensions over a line. The results of this section we
use in the next two section to describe automorphism group of an m-suspension over a line,
when all weights of the m-suspension are greater then one and when the unique weight
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equals one and all the others are greater than one. The second case is a particular case of
Danielewski varieties.
Let Y = V(yk11 . . . y
km
m − P (z)), d = degP ≥ 2. We can do a linear substitution on z to
make P be a monic polynomial with zero coefficient of zd−1. In further we assume P to be
so. If P (z) = zd, then Y is toric (may be not normal).
Lemma 4.1. The variety V(yk11 y
k2
2 . . . y
km
m − P (z)), ki ∈ Z>0, is reducible if and only if
there is l > 1 such, that for all i we have l | ki and there exists Q(z) ∈ K[z] such that
P (z) = Q(z)l.
Proof. Denote d = degP (z). Suppose
yk11 y
k2
2 . . . y
km
m − P (z) = f(y1, . . . , ym, z)g(y1, . . . , ym, z),
where f, g 6= const. Then both f and g depend on y1. Indeed, if f does not depend on y1,
then
f = f(0, y2, . . . , ym, z) | (0y
k2
2 . . . y
km
m − P (z)) = P (z).
Hence, f = f(z). Therefore, f ∤ (yk11 y
k2
2 . . . y
km
m − P (z)). This gives a contradiction.
Consider K1 = K(y2, . . . , ym, z) the algebraic closure of the field K(y2, . . . , ym, z). We
have
yk11 y
k2
2 . . . y
km
m − P (z) = y
k2
2 . . . y
km
m
k1∏
i=1
(y1 − αi), (1)
where αi ∈ K1 and
αk1i =
P (z)
yk22 . . . y
km
m
.
Let
f = h(y2, . . . , ym, z)((y1 − αi1) . . . (y1 − αis)), s < k1.
Since f is a polynomial, we obtain, that h is a polynomial in y2, . . . , ym, z. Therefore,
h | yk22 . . . y
km
m .
Hence, up to a constant, the polynomial h is equal to yr22 . . . y
rm
m , ri ≤ ki. Denote
l =
k1
gcd(k1, s)
.
Then l | k1. The minimal degree of monomials of f in yi, i ≥ 2 is
degyi(y
r2
2 . . . y
rm
m α1 . . . αs) = ri −
ski
k1
∈ Z.
Therefore, l | ki.
Denote ε ∈ K, εk1 = 1. We can assume that αi+1 = εαi. Then putting y1 = 0 in (1) we
obtain
P (z) = −yk22 . . . y
km
m
k1∏
i=1
(−αi) = cy
k2
2 . . . y
km
m α
k1
1
for some c ∈ K. Analogically
f(0, y2 . . . , ym, z) = y
r2
2 . . . y
rm
m (−αi1) . . . (−αis) = by
r2
2 . . . y
rm
m α
s
1
for some b ∈ K.
We can multiply f to a constant to obtain
(f(0, y2 . . . , ym, z))
k1 = (yr2k1−k2s2 . . . y
rmk1−kms
m )(P (z))
s.
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Since f is a polynomial, we have rik1 − kis ≥ 0. But if rik1 − kis > 0, then
yi | f(0, y2 . . . , ym, z). Hence,
yi | f(0, y2 . . . , ym, z)g(0, y2 . . . , ym, z) = −P (z).
A contradiction. So, rik1 − kis = 0. We have
(f(0, y2 . . . , ym, z))
k1 = (P (z))s.
Therefore, there exists a polynomial Q(z) such that
(f(0, y2 . . . , ym, z))
k1 = (P (z))s = Q(z)lcm(k1,s).
Then P (z) = Ql. 
Lemma 4.2. Let Y = V(yk11 . . . y
km
m − P (z)), d = degP ≥ 2. Then Y does not admit any
nonconstant invertible functions.
Proof. Firstly let Y be irreducible. Since 1 is a T-invariant function, if fg = 1, then f and
g are T-semi-invariants. There are two cases:
1) f = f(z). In this case if f is invertible in K[Y ], then it is invertible in K[z]. That is
f is a constant.
2) There is i such that yi | f . We obtain, that yi is invertible. But yi admits zero volume
on Y .
If Y = Y (1)∪ . . .∪Y (l) is reducible, then each irreducible component Y (j) has the form
V
(
y
k1
l
1 . . . y
km
l
m − ε
iQ(z)
)
,
where εl = 1, see Lemma 4.1.
Every invertible function f on Y is invertible on each Y (j). Therefore f |Y (j)= const.
Since all Y (j) have a common point, f is a constant. 
Lemma 4.3. Let Y = V(yk − P (z)) be reducible. Then Y is rigid.
Proof. Suppose Y admits a nontrivial (K,+)-action. Since (K,+) is a connected group,
every irreducible component of Y is (K,+)-invariant.
Let r be the maximal integer number admitting R(z) ∈ K[z] such that R(z)r = P (z).
Each irreducible component of Y has the following form
V
(
y
k
l − ε(R(z))
r
l
)
, where l = gcd(k, r), εl = 1.
This implies that all irreducible components of Y are isomorphic. Since Y is not rigid, they
are isomorphic to K.
But all the components have finite numbers of common points (y, z), where y = 0 and
P (z) = 0. Therefore, these points are (K,+)-stable. Since every irreducible component is
isomorphic to K and contains a (K,+)-stable point, (K,+)-action is trivial. 
Lemma 4.4. Let Y be a curve of the form V(yk − P (z)), d = degP (z) ≥ 2, k ≥ 2. Then
Y is rigid.
Proof. If Y is reducible, then it is rigid by Lemma 4.3.
Let Y be irreducible. Irreducible curve is rigid if and only if it is not isomorphic to a
line. If P (z) has a multiple root, then Y has a singular point and it is not isomorphic to a
line. If P (z) = a(z − z1) . . . (z − zd) has not any multiple roots, we can compute the genus
of Y by Riemann-Hurwitz formula. Let us consider π : Y → K, π((y, z)) = z. We have one
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ramification point in the preimage of each zi. The ramification index in each such point
equals k. In the preimage of ∞ there are gcd(k, d) ramification points. The ramification
index at each of them is equal to k
gcd(k,d)
. Therefore,
(2g − 2) = k(0− 2) + d(k − 1) + gcd(k, d)
(
k
gcd(k, d)
− 1
)
.
We obtain,
g =
(d− 2)(k − 1)
2
+
k − gcd(k, d)
2
=
(d− 1)(k − 1)
2
+
1− gcd(k, d)
2
.
Assume Y ∼= K. Then g = 0. Since
k−gcd(k,d)
2
≥ 0, if k > 1 and d > 2, then g > 0. But since
g(k, d) = g(d, k), if d > 1 and k > 2, then g > 0. We have k ≥ 2 and d ≥ 2. Therefore,
there is only one opportunity d = k = 2. But then
Y ∼= V(y2 − z2 − 1) ∼= K \ {0} ≇ K.

Lemma 4.5. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2. Assume that for all i we
have ki ≥ 2. Then Y is rigid.
Proof. If m = 1 we obtain the assertion of Lemma 4.4.
Let m > 1. Suppose Y is not rigid. Then by Lemma 2.4 there is a nontrivial T-
homogeneous LND ∂. Consider (K,+)-action on Y corresponding to ∂. Since (K,+) is a
connected group, every irreducible component Y (j) of Y is (K,+)-invariant. Hence, ∂ gives
an LND on K[Y (j)] for every irreducible component Y (j). Each Y (j) has the following
form
V
(
y
k1
l
1 . . . y
km
l
m − ε
iQ(z)
)
,
where εl = 1, see Lemma 4.1. Since Y (j) is irreducible, we can apply Lemma 3.4. Hence,
there is the unique i such that ∂(yi) |Y (j) 6= 0. But the index i is uniquely determined by
deg(∂). Therefore, it does not depend on j. So, we obtain that there is unique i such that
∂(yi) 6= 0. Denote L = K(y1, . . . , yi−1, yi+1, . . . , ym). We obtain LND of the variety
V(ykii − P (z)) ⊂ L
2.
This contradicts to Lemma 4.4. 
Consider the action of one-dimensional torus on K[y1, . . . , ym, z] given by
t · (y1, . . . , ym, z) = (t
dy1, . . . , ym, t
k1z).
Let D ⊂ K× is the stabilizer of Y . That is D = {t ∈ K× | P (tk1z) = tk1dP (z)}. We have
a natural D-action on Y , which a priori is not effective. Let us denote by D the quotient
group D/K, where K is the kernel of D-action on Y .
Definition 4.6. We call D the additional quasitorus of Y .
Also we use the following notation D̂ = D/(D ∩H).
Lemma 4.7. If P (z) = zd, then D ∼= K×, D ∼= K×, and D̂ ∼= K×. If P (z) 6= zd and v is
the maximal integer such that P (z) = zuQ(zv) for some nonnegative u and v ≤ d, then
D ∼= Zvk1 , D
∼= Zlcm(k1,v), and D̂
∼= Zv. In particular, if v = 1, then D = D ∼= Zk1 ⊂ H and
D̂ is trivial.
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Proof. Suppose for some t ∈ K \ {0} we have P (tk1z) = tk1dP (z). Then the mapping
z 7→ tk1z permutes the roots of P . If t is not a root of unity, this implies that all roots
of P are equal to zero, that is P (z) = zd. If tk1 is a primitive a-root of unity, then for
every nonzero root z0 of P, we obtain that z0, t
k1z0, . . . t
(a−1)k1z0 are roots of P . That is
P (z) = zbQ(za).
The group D is a subgroup in K×. Therefore, D is isomorphic either to K× or to Za. If
D ∼= K×, we have P (z) = zd. If P (z) = zuQ(zv), then D ⊃ Zk1v. But if D 6= Zk1v, then
there is t in D such that tk1 is not a v-root of unity. Therefore, there is a > v such that
P (z) = zbQ(za) for some nonnegative b.
All the other assertions of the lemma are easy. 
5. Automorphisms of m-suspensions over a line with weights ≥ 2
In this section we give an explicit list of generators of automorphism group of an m-
suspension over a line, when all weights of the m-suspension is greater then one. We obtain
a decomposition of the automorphism group to a semidirect product of its subgroups. Using
this we obtain criteria of automorphism group of such an m-suspension to be commutative
and solvable.
Theorem 5.1. Let Y = V(yk11 . . . y
km
m − P (z)), d = degP (z) ≥ 2, and for all i we have
ki ≥ 2. We assume that P (z) is a monic polynomial with zero coefficient of z
d−1. Then the
group Aut(Y ) is generated by
1) the proper quasitorus H of Y ;
2) the symmetric group S(Y ) of Y;
3) the additional quasitorus D of Y ;
4) if m = 1 and k1 = d = 2, then mapping(
y1
z
)
7→
(
a b
b a
)(
y1
z
)
, a2 − b2 = 1,
should be added.
Proof. By Lemma 4.5, Y is rigid. Hence, by [1, Theorem 2.1] (see also [9, Corollary 3.4]),
Aut(Y ) contains the unique maximal torus T . This implies that every automorphism
normalizes the T -action on Y .
Suppose Y does not admit an effective action of m-dimensional torus. Then T = T.
Let f be a T-semi-invariant of nonzero weight. Then there is an index i such that yi | f .
Lemma 4.2 implies, that Y does not admit any nonconstant invertible functions. Then
every indecomposable T-semi-invariant of a nonzero weight has the form λyi, λ ∈ K \ {0}.
Let ψ ∈ Aut(K[Y ]). Then ψ maps indecomposable T-semi-invariants onto indecomposable
T-semi-invariants. Therefore there are a permutation σ ∈ Sm and λ1, . . . , λm ∈ K \ {0}
such that ψ(yj) = λjyσ(j). We have, that
ψ
(
yk11 . . . y
km
m
)
=
(
m∏
j=1
λ
kj
j
)
yk1
σ(1) . . . y
km
σ(m)
is a T-invariant. Therefore, for all i we have ki = kσ(i).
There is an automorphism τ in the semidirect product S(Y )⋌ T such that
∀j ∈ {2, . . . , m} we have (τ ◦ ψ)(yj) = yj, (τ ◦ ψ)(y1) = µy1, µ ∈ K \ {0}.
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Since for every α ∈ Aut(K[Y ]) we have α(yj) = λjyσ(j) and for all j it occurs kj = kσ(j),
we obtain that H is a normal subgroup of Aut(K[Y ]). Therefore, K[Y ]H = K[z] is invariant
under every α ∈ Aut(K[Y ]).
Since τ ◦ ψ is an isomorphism, we have (τ ◦ ψ)(z) = az + b for some a ∈ K \ {0} and
b ∈ K. We obtain P (az + b) = µk1P (z). Therefore, the mapping z 7→ az + b permutes the
roots of P (z). Since P (z) has zero coefficient of zd−1, the sum of roots of P (z) is equal to
zero. Therefore, b = 0. So P (az) = µk1P (z). This implies (τ ◦ ψ) ∈ D.
If Y admits an effective action of m-dimensional torus. Then P (z) = zd. Indeed, T ⊂ T .
That is every element t ∈ T commutes with T. Therefore, t · yi = λiyi. As in the nontoric
case we have t · z = az + b. Since T is a connected group, it can not nontrivially permute
the roots of P (z). This implies b = 0 and P (z) = zd.
Let us consider a set W consisting of all T -weights w such that K[Y ]w 6= {0}. It is easy
to see that W is a monoid generated by the weights of all yi and the weight of z. Indeed,
in every homogeneous component there is a monomial ya11 . . . y
am
m z
b, which is not divisible
by yk11 . . . y
km
m − P (z), and therefore, it is nonzero. We call W the weight monoid of Y .
Let V = W ⊗ Q be a Q-vector space spanned by W . Linear combinations of elements of
W with nonnegative coeffisients form a cone, which is called the weight cone. It is easy
to see, that T - action is pointed, that is the weight cone does not contain any lines. The
weight cone is generated by weights of y1, . . . , ym. If m 6= 1, this is the unique minimal set
of generators of the weight cone consisting of indecomposable weights. Hence, there are
σ ∈ Sm and λ1, . . . , λm ∈ K \ {0} such that ψ(yj) = λjyσ(j).
Let w1, w2 ∈ W . We say that w1 ≤ w2 if there exists w3 ∈ W such that w1 + w3 = w2.
Let U be the set of weights of homogeneous elements in K[Y ] \ K[y1, . . . , ym]. It is easy
to see, that the weight of z is the unique minimal nonzero element in U . Therefore, the
weight of ψ(z) equals the weight of z. Hence, the weight of ψ(yk11 . . . y
km
m ) equals the weight
of yk11 . . . y
km
m . This follows, that for all j we have kj = kσ(j). Hence, there is τ ∈ S(Y ) such
that (τ ◦ ψ)(yi) = λiyi. Then (τ ◦ ψ)(z) = az. Therefore, there exists ξ ∈ D such that
(ξ ◦ τ ◦ ψ)(z) = z, (ξ ◦ τ ◦ ψ)(yi) = µiyi. Hence, (ξ ◦ τ ◦ ψ) ∈ H.
If m = 1, we have Y = V(yk11 − z
d). Then T = D. Functions y1 and z are T -semi-
invariants. If k1 < d, then the weight of z is less then the weight of y1. That is ψ(z) = λz.
We can take τ ∈ D such that (τ ◦ ψ)(z) = z. Then τ ◦ ψ ∈ H. If k1 < d, then the weight
of y1 is less then the weight of z. That is ψ(y1) = λy1. Then ψ(z) = µz. Therefore, again
there is τ ∈ D such that τ ◦ ψ ∈ H.
If k1 = d, then the weights of y1 and z are equal. Since it is the unique indecomposable
weight, the weights of ψ(z) and ψ(y1) are the same. Therefore,
ψ(z) = az + by1, ψ(y1) = a
′z + b′y1.
We have ψ(yd1 − z
d) = µ(yd1 − z
d), µ ∈ K \ {0}. Suppose d ≥ 3. We obtain

ad − a′d = −µ;
ad−1b− a′d−1b′ = 0;
ad−2b2 − a′d−2b′2 = 0;
...
bd − b′d = µ.
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Let a′ 6= 0. Then from the second equation we obtain b′ = a
d−1b
a′d−1
. From the third equation
we have
ad−2b2 − a′d−2
(
ad−1b
a′d−1
)2
= 0.
Hence, ad−2b2(a′d − ad) = 0. That is ad−2b2µ = 0. Hence, a = 0 or b = 0. Analogically if
a 6= 0, then a′ = 0 or b′ = 0. And so on. Therefore, we have a = b′ = 0 or b = a′ = 0. Hence,
ψ can be obtained by composition of a D-element, an H-element, and may be swapping
y1 ↔ z. But since y
d
1 = z
d, we have that y1 = εz for some d-root of unity ε. Therefore,
swapping y1 ↔ z can be obtained as a composition of a D-element and an H-element.
Now let m = 1, d = k1 = 2. Then we obtain
a2 − a′2 = −µ;
ab− a′b′ = 0;
b2 − b′2 = µ.
Up to element of T , we can assume µ = 1. It is easy to see, that this gives a2 − b2 = 1 and
a′ = ±b, b′ = ±a. Up to element of H ∼= Z2, we have a
2 − b2 = 1, a′ = b, b′ = a. 
Note that H and D commute. Therefore, the subgroup in Aut(Y ) generated by H and D
is isomorphic to (H× D)/(H ∩ D). So we obtain the following corollary.
Corollary 5.2. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we have
ki ≥ 2. We assume, that P (z) is a monic polynomial with zero coefficient of z
d−1. Suppose
Y 6= V(y21 − z
2). Then the group Aut(Y ) is isomorphic to a semidirect product
S(Y )⋌ ((H× D)/(H ∩ D)).
Remark 5.3. We obtain, that Aut(Y ) is a linear algebraic group. If Y 6= {y21 = z
2}, then
the neutral component of Aut(Y ) is a torus.
Corollary 5.2 and Lemma 4.7 imply the following corollary.
Corollary 5.4. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we have
ki ≥ 2. We assume, that P (z) is a monic polynomial with zero coefficient of z
d−1. Suppose
that there is no v > 1 such that P (z) = zuQ(zv). Then the group Aut(Y ) is isomorphic to
a semidirect product S(Y )⋌H.
Let us give some more corollaries from Theorem 5.1.
Corollary 5.5. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we have
ki ≥ 2. If Y 6= {y
2
1 = z
2}, then the group Aut(Y ) is commutative if and only if all ki are
different. If Y = {y21 = z
2}, then the group Aut(Y ) is not commutative.
Proof. Suppose that ki = kj. Then we can consider the subgroup isomorphic to (K
×, ·)
acting by t · yi = tyi, t · yj = t
−1yj and the subgroup isomorphic to Z2 swapping yi and yj.
Then Aut(Y ) contains a subgroup isomorphic to Z2 ⋌ K
×, where nonzero element of Z2
acts on K× by multiplication to −1. Therefore, Aut(Y ) is not commutative.
Let Y 6= {y21 = z
2}. If all ki are different, then S(Y ) is trivial. Therefore, by Corollary 5.2,
Aut(Y ) is a quasitorus.
An explicit description of Aut({y21 = z
2}) was obtained in proof of Theorem 5.1. One
can check that it is not commutative. 
If Aut(Y ) is commutative, then it is a quasitorus. Let us investigate, when it is a torus.
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Corollary 5.6. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we have
ki ≥ 2. We assume, that P (z) is a monic polynomial with zero coefficient of z
d−1. Then the
group Aut(X) is a torus if and only if all ki are different and one of the following occurs
1) P (z) = zd and gcd(k1, . . . , km, d) = 1;
2) there is no v > 1 such, that P (z) = zuQ(zv), and gcd(k1, . . . , km) = 1.
Proof. If there are indices i and j such that ki = kj, then Aut(Y ) is not commutative.
Further we assume, that all ki are different.
Let P (z) = zd. If gcd(k1, . . . , km, d) = r > 1, then, by Lemma 4.1, Y is reducible.
There is automorphism ψ of the form yi 7→ yi, z 7→ εz, where ε
d = 1, which nontrivially
permutes irreducible components. But a torus is a connected group, which can not give
a nontrivial permutation of irreducible components. Now let gcd(k1, . . . , km, d) = 1. De-
note gcd(k1, . . . , km) = q. Then gcd(q, d) = 1. By Theorem 5.1, Aut(Y ) is generated by
H ∼= (K×)m−1×Zq and D ∼= K
×. There is t0 ∈ K
× such that tk10 = 1 and t
k1
q
0 is a primitive
q-root of unity. Therefore, td0 is a primitive q-root of unity. Consider D-action on Y given by
t · (y1, . . . , ym, z) = (t
dy1, y2, . . . , ym, t
k1z).
If we take t = t0, then z 7→ z, y1 7→ t
d
0y1. This gives the action of torsion subgroup of H.
Therefore, Aut(Y ) is generated by D and T. Thus, Aut(Y ) is a torus.
If P (z) 6= zd and P (z) = zuQ(zv) for some 2 ≤ v ≤ d, then D is a finite nontrivial group,
which nontrivial acts on z. Since H preserves z, the Aut(Y )-orbit of z is finite. That is
Aut(Y ) is not a torus.
If P (z) 6= zd and gcd(k1, . . . , km) 6= 1, then H is not connected and D is finite. That is
Aut(Y ) is not a torus.
If there is no v > 1 such that P (z) = zuQ(zv) and gcd(k1, . . . , km) = 1, then H = T is a
torus and D ⊂ H, see Lemma 4.7. Therefore, Aut(Y ) = T is a torus. 
Corollary 5.7. Let Y = V(yk11 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we have
ki ≥ 2. Then the group Aut(Y ) is not solvable if and only if there are five indices
i1, i2, i3, i4, i5 ∈ {1, . . . , m} such that ki1 = ki2 = ki3 = ki4 = ki5.
Proof. If such indices exist, then S(Y ) contains S5. Hence, Aut(Y ) is not solvable.
If there are no such five indices, then S(Y ) is solvable. Therefore, if Y 6= V(y21 − z
2), by
Corollary 5.2, Aut(Y ) is a semidirect product of a solvable group and a commutative one.
Now let Y = V(y21 − z
2). Then Y has two irreducible components L1 and L2. Each au-
tomorphism either preserves this components or swaps them. We obtain a homomorphism
Aut(Y )→ S2. Let G be the kernel of this homomorphism. Then there is a homomorphism
f : G→ Aut(L1). The kernel Ker (f) is contained in Aut(L2). The automorphism group of
a line is isomorphic to K× ⋌K, therefore, it is solvable. Hence, Aut(Y ) is solvable. 
Example 5.8. Let Y = V(y21y
3
2 − z
4 − az2 − bz).
If a = b = 0, then Y satisfies condition 1) from Corollary 5.6. Therefore, Aut(Y ) ∼= (K×)2.
If a = 0 and b 6= 0, then z4 + bz = z(z3 + b). Hence, Aut(Y ) ∼= Z3 × (K
×).
If a 6= 0 and b = 0, then z4 + az2 = z2(z2 + a). Therefore, Aut(Y ) ∼= Z2 × (K
×).
If a 6= 0 and b 6= 0, then Y satisfies condition 2) from Corollary 5.6. Hence, Aut(Y ) ∼= K×.
Let us give an example, where Aut(Y ) ≇ S(Y )⋌ (H× D̂)
Example 5.9. Let Y = V(y41y
2
2 − z
6 − 1). Then H ∼= K× × Z2, D ∼= Z12, S(Y ) is trivial.
The action of H is given by
(t, ε) · (y1, y2, z) = (ty1, t
−2εy2, z), ε = ±1.
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The action of D is given by
η · (y1, y2, z) = (η
3y1, y2, η
2z), η12 = 1.
We have H ∩ D ∼= Z2 and (H× D)/(H ∩ D) ∼= K
× × Z12.
Therefore, Aut(X) ∼= K× × Z12 ≇ K
× × Z2 × Z6.
6. Automorphisms of m-suspensions over a line with the unique weight
equal to one
During this section let Y = V(y1y
k2
2 . . . y
km
m − P (z)) be an m-suspension with the unique
weight equal to one and all other weights greater than one. Such variety is a particular case
of a Danielewski variety. We give an explicit lists of generators of automorphism group and
describe Aut(Y ) as a semidirect product of its subgroups.
The variety Y admits a nontrivial LND.
Definition 6.1. Let us define the canonical LND ∂̂ on Y by
∂̂(y1) = P
′(z), ∂̂(z) = yk22 . . . y
km
m , ∂̂(yj) = 0, j ≥ 2.
Lemma 6.2. Let Y = V(y1y
k2
2 . . . y
km
m −P (z)), d = degP (z) ≥ 2. Assume for all i we have
ki ≥ 2. Then
1) ML(Y ) = K[y2, . . . , ym].
2) Every LND on K[Y ] has the form h(y2, . . . , ym)∂̂,
3) For every subgroup Λ ∼= (K×, ·) ⊂ Aut(X), ϕ ∈ Λ, j ≥ 2, there exists λ ∈ K\{0} such
that ϕ∗(yj) = λyj.
4) For every ψ ∈ Aut(K[Y]) and j ≥ 2 there exist λj ∈ K \ {0} and p ∈ {2, . . . , m} such
that ψ(yj) = λjyp.
Proof. 1) By Lemma 4.1, Y is irreducible. If m = 1, we have Y ∼= K, hence ML(Y ) = K.
Let m ≥ 2. Then Y1 is rigid by Lemma 4.5. Let us fix j ∈ {2, . . . , m}. Consider Z-
grading h1j of K[Y ], deg y1 = −kj, deg yj = 1, degrees of all the other variables equal zero.
Let δ be a Z-homogeneous LND. Then by Lemma 3.7(3) deg δ > 0. Let ∂ be a nontrivial
LND of K[Y ]. Then ∂ =
∑k
i=l ∂i, where ∂i is homogeneous of degree i. By Lemma 2.2(1),
∂l is a nontrivial LND of K[Y ]. Hence, l > 0. Therefore, for all i we obtain deg ∂i(yj) > 0,
that is yj | ∂i(yj). Hence, yj | ∂(yj). This implies ∂(yj) = 0, i.e. yj ∈ ML(Y ).
Let us consider the canonical LND ∂̂. We have Ker ∂̂ = K[y2, . . . , ym]. Then we obtain
ML(Y ) ⊂ K[y2, . . . , ym]. Therefore, ML(Y ) = K[y2, . . . , ym].
2) Again let us consider the Z-grading h1j of K[Y ]. For every nontrivial LND ∂ =
∑k
i=l ∂i
we have, that ∂l is a nontrivial LND. In 1) we have proved, that for all j ≥ 2 we have
∂l(yj) = 0. This implies ∂l(y1) 6= 0. Therefore, y1 ∤ ∂l(y1). Hence, deg(∂l(y1)) ≥ 0. That
is l ≥ kj. Therefore, y
kj
j | ∂(z). So, (y
k2
2 . . . y
km
m ) | ∂(z). We have ∂(z) = h∂̂(z) for some
h ∈ K[Y ]. Obtain
∂(y1) = ∂
(
P (z)
yk22 . . . y
km
m
)
=
P ′(z)∂(z)
yk22 . . . y
km
m
=
P ′(z)h∂̂(z)
yk22 . . . y
km
m
= h∂̂(y1).
Since for all i ≥ 2 we have ∂(yi) = 0 = h∂̂(yi), we obtain ∂ = h∂̂. Since ∂ is an LND,
h ∈ Ker ∂̂ = K[y2, . . . , ym], see [10, Principle 7]. We obtain, that Y is almost rigid.
3) Let δ be the semisimple derivation corresponding to Λ. Then δ =
∑k
i=l δi. If l < 0,
then δl is an LND. Hence, l ≥ 0. This implies yj | δi(yj). Therefore, yj | δ(yj). By
Lemma 2.6, there exists λ ∈ K \ {0} such that ϕ∗(yj) = λyj.
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4) Let ψ ∈ Aut(K[Y]). Then ψ(yj), j ≥ 2, is an indecomposable element of ML(Y)
which is semi-invariant with respect to all
Λ ∼= (K×, ·) ⊂ Aut(Y).
In particularly, ψ(yj) is T-semi-invariant. Therefore, there exist λj in K \ {0} and p in
{2, . . . , m} such that ψ(yj) = λjyp. 
For the variety Y = V(y1y
k2
2 . . . y
km
m − P (z)) the proper quasitorus H coincides with the
torus T. Let us call it the proper torus of Y . We have D = D. If P (z) = zd, then D is a
torus acting by t · (y1, y2, . . . , ym, z) = (t
dy1, y2, . . . , ym, tz). If P (z) = z
uQ(zv) 6= zd, and
v is maximal with this property, then D ∼= Zv acts by ε · (y1, . . . , ym, z) = (y1, . . . , ym, εz),
where εv = 1, see Lemma 4.7.
If m = 1, then Y ∼= K. Further we assume m ≥ 2.
Proposition 6.3. Let Y = V(y1y
k2
2 . . . y
km
m − P (z)), d = degP (z) ≥ 2, m ≥ 2. Assume
that for all i ≥ 2 we have ki ≥ 2. Let P (z) be a monic polynomial with zero coefficient
of zd−1. Then the group Aut(Y ) is generated by
1) the proper torus T of Y ;
2) the big unipotent subgroup U(∂̂) corresponding to the canonical LND on Y ;
3) the additional quasitorus D of Y ;
4) the symmetric group S(Y ) of Y .
Proof. By Lemma 6.2 (2) every LND on K[Y ] has the form h(y2, . . . , ym)∂̂. Therefore, for
every LND ∂ we have ∂2(z) = 0. Let ψ ∈ Aut(K[Y ]). Then for every LND ∂ we have
∂2(ψ(z)) = 0. Hence, ∂̂2(ψ(z)) = 0. This implies ψ(z) = a(y2, . . . , ym)z + b(y2, . . . , ym).
Since ψ is isomorphism we obtain a ∈ K×. We have
ψ(y1y
k2
2 . . . y
km
m ) = ψ(P (z)) = P (az + b(y2, . . . , ym)) =
= adP (z) + dad−1b(y2, . . . , ym)z
d−1 +∆(y2, . . . , ym, z),
where degz ∆(y2, . . . , ym, z) ≤ d− 2.
By Lemma 6.2 (4), for every ψ ∈ Aut(K[Y ]) there is a permutation σ ∈ Sm−1 and
λ2, . . . , λm ∈ K \ {0} such that ψ(yi) = λiyσ(i), i ≥ 2.
We have
ψ(y1) =
ψ(y1y
k2
2 . . . y
km
m )
ψ(yk22 . . . y
km
m )
=
P (az + b(y2, . . . , ym))
λk22 . . . λ
km
m y
k2
σ(2) . . . y
km
σ(m)
=
=
adP (z) + dad−1b(y2, . . . , ym)z
d−1 +∆(y2, . . . , ym, z)
λk22 . . . λ
km
m y
k2
σ(2) . . . y
km
σ(m)
=
=
ady1y
k2
2 . . . y
km
m + da
d−1b(y2, . . . , ym)z
d−1 +∆(y2, . . . , ym, z)
λk22 . . . λ
km
m y
k2
σ(2) . . . y
km
σ(m)
.
In the last quotient the numerator does not contain zk, k ≥ d. Therefore, we obtain, that
in K[y1, . . . , ym, z] the following accurs
m∏
i=2
yki
σ(i) | (a
dy1y
k2
2 . . . y
km
m + da
d−1b(y2, . . . , ym)z
d−1 +∆(y2, . . . , ym, z)). (2)
Therefore,
yk2
σ(2) . . . y
km
σ(m) | b(y2, . . . , ym).
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If we put z = 0 in (2), we obtain
m∏
i=2
yki
σ(i) | (a
dy1y
k2
2 . . . y
km
m + P (0)(1− a
d) + b(y2, . . . , ym)g(y2, . . . , ym)).
This implies P (0)(1 − ad) = 0 and
∏m
i=2 y
ki
σ(i) | y1y
k2
2 . . . y
km
m . Therefore, kσ(i) = ki. Let us
consider the automorphism α ∈ S(Y ) given by α(y1) = y1, α(z) = z, α(yj) = yσ−1(j). Then
(α ◦ ψ)(yj) = λjyj.
We can take τ ∈ T such that
(τ ◦ α ◦ ψ)(yj) = yj, j ≥ 2, (τ ◦ α ◦ ψ)(z) = az + b
′(y2, . . . , ym),
where b′(y1, . . . , ym) = b(τ(y1), τ(yσ−1(2)), . . . , τ(yσ−1(m))).
Since
yk22 . . . y
km
m | b
′(y2, . . . , ym),
we can denote b′(y2, . . . , ym) = y
k2
2 . . . y
km
m h(y2, . . . , ym). Denote ω = exp(−h∂̂). Then
(ω ◦ τ ◦ α ◦ ψ) = ν, ν(yj) = yj, j ≥ 2, ν(z) = az.
We have yk22 . . . y
km
m | P (az). Therefore, P (az) = a
dP (z). Hence, ν(y1) = a
dy1. That
is ν ∈ D. 
For the variety Y = V(y1y
k2
2 . . . y
km
m −P (z)), we have T∩D = {id}. Therefore, we obtain
the following theorem.
Theorem 6.4. Let Y = V(y1y
k2
2 . . . y
km
m − P (z)), d = degP (z) ≥ 2, m ≥ 2. Assume that
for all i ≥ 2 we have ki ≥ 2. Let P (z) be a monic polynomial with zero coefficient of z
d−1.
Let T be the proper torus of Y , D be the additional quasitorus of Y , S(Y ) be the symmetric
group of Y , and U(∂̂) be the big unipotent subgroup corresponding to the canonical LND ∂̂
on Y . Then the automorphism group of Y is isomorphic to
S(Y )⋌
(
(T× D)⋌ U(∂̂)
)
.
Corollary 6.5. Let Y = V(y1y
k2
2 . . . y
km
m − P (z)), d = degP (z) ≥ 2, m ≥ 2. Assume
that for all i ≥ 2 we have ki ≥ 2. If all ki are different and there is no v > 1 such that
P (z) = zuQ(zv), then Aut(Y ) is a semidirect product of m − 1-dimensional torus and a
commutative group U(∂̂).
Corollary 6.6. Let Y = V(y1y
k2
2 . . . y
km
m − P (z)), d = degP (z) ≥ 2, m ≥ 2. Assume that
for all i ≥ 2 we have ki ≥ 2. Then Aut(X) is not commutative.
Proof. Let us consider t0 ∈ T, acting by t0 · (y1, y2, . . . , ym, z) = ((−1)
k2y1,−y2, . . . , ym, z)
and α = exp
(
yk2−12 ∂̂
)
. It is easy to see, that these elements of Aut(Y ) do not commute. 
Analogically to Corollary 5.7, we obtain the following corollary.
Corollary 6.7. Let Y = V(y1y
k2
2 . . . y
km
m − P (z)), d = deg P (z) ≥ 2, and for all i we
have ki ≥ 2. Then the group Aut(Y ) is not solvable if and only if there are five indices
i1, i2, i3, i4, i5 ∈ {1, . . . , m} such that ki1 = ki2 = ki3 = ki4 = ki5.
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7. Authomorphisms of Danielewski varieties
Let A be a commutative associative algebra over K. We say, that there is a Z-filtration
on A, if there are subspaces Ai ⊂ A, i ∈ Z such that if i ≥ j, then Aj ⊂ Ai, ∪i∈ZAi = A,
∩i∈ZAi = {0}, and Ai ·Aj ⊂ Ai+j.
Definition 7.1. Let A be an algebra with a fixed Z-filtration on it. We can consider the
associated graded algebra
Gr(A) =
⊕
i∈Z
Ai/Ai−1 =
⊕
i∈Z
Ai,
where if f = f + Ai−1 ∈ Ai and g = g + Aj−1 ∈ Aj , then fg = fg + Ai+j−1 ∈ Ai+j.
There is a natural non-linear mapping gr : A → Gr(A), f 7→ f , where if f ∈ Ai and
f /∈ Ai−1, then f = f + Ai−1 ∈ Ai. By definition, gr(0) = 0.
Let ∂ be a nontrivial derivation of A. Fix k ∈ Z. Suppose for all i it is true, that
∂(Ai) ⊂ Ai+k. Then we can define ∂k : A→ A by the following rule. If f ∈ Ai \Ai−1, then
∂k(f) = ∂(f) + Ai+k−1 ∈ Ai+k,
∂k(0) = 0. On nonhomogeneous elements we define ∂k by linearity. We obtain a homoge-
neous derivation of Gr(A) of degree k. If such k exists and we take the minimal possible k,
then ∂k is a nontrivial derivation of A. If ∂ is LND, then ∂k is.
During this section by X we denote a Danielewski variety
X = V(xyk11 . . . y
km
m − P (y1, . . . , ym, z)) ⊂ K
m+2,
where m ≥ 1, for all 1 ≤ i ≤ m we have ki ≥ 2, and
P (y1, . . . , ym, z) = z
d + sd−1(y1, . . . , ym)z
d−1 + . . .+ s0(y1, . . . , ym), d ≥ 2,
for some polynomials sj(y1, . . . , ym).
There is a nontrivial LND of K[X ].
Definition 7.2. Let us define the canonical LND ∂˜ on X by
∀i ∂˜(yi) = 0, ∂˜(z) = y
k1
1 . . . y
km
m , ∂˜(x) =
∂P
∂z
.
Remark 7.3. If all si are constants, then Danielewski variety X is an m-suspension over
a line considered in Section 6 and the canonical derivation ∂˜ coincides with the canonical
derivation ∂̂ defined in Definition 6.1.
This LND induces a degree function d˜eg on K[X ]\{0} by the following rule. If ∂˜p(f) 6= 0
and ∂˜p+1(f) = 0, then d˜eg(f) = p. This degree function gives a filtration:
K[X ]i = {f ∈ K[X ] | d˜eg(f) ≤ i} ∪ {0}.
It is easy to see, that
Gr(K[X ]) = K[x, y1, . . . , ym, z]/(xy1
k1 . . . ym
km − zd).
Let us denote the variety {xy1
k1 . . . ym
km − zd} ⊂ Km+2 by Y .
Remark 7.4. By Lemma 4.1 the variety Y is irreducible. That is K[Y ] does not admit any
zero divisors. Therefore, K[X ] does not admit any zero divisors, that is X is irreducible.
Lemma 7.5. Every automorphism ψ of X preserves the filtration of K[X ]. That is
ψ∗(K[X ]i) = K[X ]i.
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Proof. We can consider an embedding φ : K[X ] →֒ K(y1, . . . , ym, z) into the field of rational
functions in m+ 1 variables given by
φ(x) =
P (y1, . . . , ym, z)
yk11 . . . y
km
m
.
We need the following lemma due to Makar-Limanov.
Lemma 7.6. [12, Lemma 2] Let ∂ be a derivation of A, where A is a subring of
K(x1, . . . , xn). If the transcendence degree of Ker ∂ is n − 1 and {f1, . . . , fn−1} is a tran-
scendence basis of Ker ∂ then there exists a g ∈ K(x1, . . . , xn) such that
∂(a) = gJ(f1, . . . , fn−1, a)
for every a ∈ A. Here J(f1, . . . , fn−1, a) is the Jacobian relative to x1, . . . , xn.
It is easy to see, that if ∂ is a LND of K[X ], then all conditions of this lemma are satisfied.
Therefore,
∂(f) = gJ(f1, . . . , fm, f).
Let us put
k = d˜egg +
m∑
i=1
d˜egfi −
m∑
i=1
d˜egyi − d˜egz = d˜egg +
m∑
i=1
d˜egfi − 1.
Then ∂(Ai) ⊂ Ai+k.
Let k0 be the minimal k satisfying the condition ∂(Ai) ⊂ Ai+k. We obtain a nontrivial ho-
mogeneous LND ∂k0 ofK[Y ] of degree k0. By Lemma 6.2(2) we obtain ∂k0 = h(y1, . . . , ym)∂̂,
where for all i we have ∂̂(yi) = 0, ∂̂(z) = y1
k1 . . . ym
km, ∂̂(x) = dzd−1. It is easy to see,
that h(y1, . . . , ym)∂̂ is a homogeneous LND of degree −1. We obtain k0 = −1. That is
∂(K[X ]i) ⊂ K[X ]i−1. Therefore, for every f ∈ K[X ]i and for every LND ∂ of K[X ] we have
∂i+1(f) = 0.
Suppose there exist ψ ∈ Aut(X) and f ∈ K[X ]i such that ψ
∗(f) /∈ K[X ]i. Then
∂˜i+1(ψ∗(f)) 6= 0. Hence,
(ψ∗)−1(∂˜i+1(ψ∗(f))) =
(
(ψ∗)−1 ◦ ∂˜ ◦ ψ∗
)i+1
(f) 6= 0.
But (ψ∗)−1 ◦ ∂˜ ◦ ψ∗ is an LND of K[X ]. We obtain a contradiction. Therefore, for every
automorphism ψ we have ψ∗(K[X ]i) ⊂ K[X ]i. Hence, ψ
∗(K[X ]i) = K[X ]i. Lemma 7.5 is
proven. 
Proposition 7.7. [7, Theorem 2.8] Let X be a Danielewski variety. Then the Makar-
Limanov invariant of X is K[y1, . . . , ym].
Proof. We have proved, that for every f ∈ K[X ]i and for every LND ∂ of K[X ] we
have ∂i+1(f) = 0. Therefore, ∂(yj) = 0. Since Ker ∂˜ = K[y1, . . . , ym], we obtain
ML(X) = K[y1, . . . , ym]. 
Lemma 7.8. Every ψ ∈ Aut(K[X ]) induces ψ ∈ Aut(K[Y ]) by the rule ψ(f) = ψ(f).
Proof. First of all we need to check correctness of the definition of ψ. If f = g, then there
is i such that f /∈ K[X ]i and f − g ∈ K[X ]i. Then ψ(f) /∈ K[X ]i and ψ(f − g) ∈ K[X ]i.
Therefore, ψ(f) = ψ(g).
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We have
ψ(f · g) = ψ(f · g) = ψ(f · g) = ψ(f) · ψ(g) = ψ(f) · ψ(g) = ψ(f) · ψ(g).
Hence, ψ is a homomorphism K[Y ]→ K[Y ].
It is easy to see that ψ ◦ ψ−1 = id. 
Lemma 7.9. The mapping Φ: Aut(K[X ])→ Aut(K[Y ]), Φ(ψ) = ψ is a homomorphism.
Proof. For every f ∈ K[X ] we have:
Φ(ψ ◦ τ)(f ) = (ψ ◦ τ)(f) = ψ(τ(f)) = Φ(ψ)(τ(f)) =
= Φ(ψ)(Φ(τ)(f)) = (Φ(ψ) ◦ Φ(τ))(f).
Therefore, Φ(ψ ◦ τ) = Φ(ψ) ◦ Φ(τ). 
Let us consider the automorphism α of Km+2 given by
∀i α∗(yi) = yi, α
∗(x) = x, α∗(z) = z −
sd−1(y1, . . . , ym)
d
.
If we change coordinates via α, X maps to a variety with the same type of equation, but
with sd−1(y1, . . . , ym) = 0. Thus, further we assume that sd−1(y1, . . . , ym) = 0.
Consider Sm-action on K[y1, . . . , ym] by permutations of coordinates. By S(X) ⊂ Sm we
denote the stabilizer of the monomial yk11 . . . y
km
m . That is S(X) permutes only variables
with coinciding ki.
Consider the action of the semidirect product G = S(X)⋌ (K×)m+1 on K(y1, . . . , ym, z)
given by
(σ, t1, . . . , tm+1) · (y1, . . . , ym, z) = (t1yσ(1), . . . , tmyσ(m), tm+1z).
Recall that we have an embedding φ : K[X ] →֒ K(y1, . . . , ym, z). Let G ⊂ G be the stabilizer
of φ(K[X ]). Then we have a G-action on X .
Definition 7.10. Let us call G the canonical group of X .
If we know the equation of X , then we can explicitly describe G. Indeed, if
g = (σ, t1, . . . , tm) ∈ G then
g · x =
P (t1yσ(1), . . . , tmyσ(m), tm+1z)∏m
i=1(tiyi)
ki
.
We have
g · x−
tdm+1∏m
i=1 t
ki
i
x =
P (t1yσ(1), . . . , tmyσ(m), tm+1z)∏m
i=1(tiyi)
ki
−
tdm+1P (y1, . . . , ym, z)∏m
i=1(tiyi)
ki
=
=
∑d−2
i=0 (t
i
m+1si(t1yσ(1), . . . , tmyσ(m))− t
d
m+1si(y1, . . . , ym))z
i∏m
i=1(tiyi)
ki
.
Thus we can define g · x correctly if and only if
m∏
i=1
(yi)
ki | (si(t1yσ(1), . . . , tmyσ(m))− t
d−i
m+1si(y1, . . . , ym))
for all 0 ≤ i ≤ d−2. That is G is given in G by conditions, that coefficients of all monomials
in si(t1yσ(1), . . . , tmyσ(m))− t
d−i
m+1si(y1, . . . , ym), which a not divisible by
∏m
i=1(yi)
ki are equal
to zero.
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Example 7.11. Let X = V(xy2− (z3+(y+1)z+1)). Then G ∼= (K×)2. The nontrivial si
are s1 = y + 1 and s0 = 1. The conditions to G are{
y2 | (t1y + 1− t
2
2(y + 1));
y2 | (1− t32).
Hence, t1 = t2 = 1, that is G = {id}.
Example 7.12. Let X = V(xy21y
2
2y
3
3 − (z
2 + y21y
3
2y
4
3 + y
3
3 +1)). Then G = S2⋌ (K
×)4. The
only nontrivial si is s0(y1, y2, y3) = y
2
1y
3
2y
4
3 + y
3
3 + 1. The condition to G is
y21y
2
2y
3
3 | (t
2
1t
3
2t
4
3y
2
σ(1)y
3
σ(2)y
4
3 + t
3
3y
3
3 + 1− t
2
4(y
2
1y
3
2y
4
3 + y
3
3 + 1)).
Therefore t24 = 1, t
3
3 = 1, that is G
∼= S2 ⋌ ((K
×)2 × Z3 × Z2).
If X is a suspension over a line considered in Section 6, then G = S(X) ⋌ (T × D).
But in general case G can not be decomposed in such a semidirect product. Let us give
an example, where G can not be decomposed into a semidirect product of G1 ⊂ Sm and
G2 ⊂ (K
×)m+1.
Example 7.13. Let X = V(xy21y
2
2 − (z
3 + z + y1 − y2)). Here G = S2 ⋌ (K
×)3. The
nontrivial si are s1 = 1 and s0(y1, y2) = y1 − y2. The condition to G is{
y21y
2
2 | (1− t
2
3);
y21y
2
2 | (t1yσ(1) − t2yσ(2) − t
3
3(y1 − y2)).
We have t23 = 1 and if σ = id, then t1 = t
3
3 and t2 = t
3
3, if σ = (1, 2), then t2 = −t
3
3,
t1 = −t
3
3.
So,
G = {(id, 1, 1, 1), (id,−1,−1,−1), ((1, 2),−1,−1, 1), ((1, 2), 1, 1,−1)}.
It is easy to see, that G ∼= Z2 ⊕ Z2, but it can not be decomposed into a product of any
subgroups of S2 and (K
×)3.
Proposition 7.14. Let X be a Danielewski variety. The group Aut(X) is generated by
1) the canonical group G of X;
2) the big unipotent subgroup U(∂˜) corresponding to the canonical LND on X.
Proof. Let ψ ∈ Aut(K[X ]). Consider ψ = Φ(ψ). By Lemma 6.2, there is σ ∈ Sm such that
ψ(yi) = λiyσ(i), λi ∈ K \ {0} and ki = kσ(i).
We have ψ(yi) = λiyσ(i) + g, where g ∈ K[X ]−1. But K[X ]−1 = {0}. Therefore,
ψ(yi) = λiyσ(i).
By Lemma 7.5, the automorphism ψ preserves the filtration of K[X ]. Hence,
ψ(z) = a(y1, . . . , ym)z + b(y1, . . . , ym).
But since ψ is an automorphism, a ∈ K \ {0}.
Let us substitute this to the equation of X :
ψ(x)
m∏
i=1
λkii
m∏
i=1
yki
σ(i) = (az + b(y1, . . . , ym))
d+
+ sd−2
(
λ1yσ(1), . . . , λmyσ(m)
)
(az + b(y1, . . . , ym))
d−2 + . . .+
+ s0
(
λ1yσ(1), . . . , λmyσ(m)
)
.
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Since coefficients of zd−1 on the left side and on the right side are equal, we obtain:
m∏
i=1
yki
σ(i) | b(y1, . . . , ym).
That is
b(y1, . . . , ym) = y
k1
σ(1) . . . y
km
σ(m)h(yσ(1), . . . , yσ(m)).
Denote
ξ = exp
(
−
h(y1, . . . , ym)
a
∂˜
)
.
Then (ξ ◦ ψ)(yi) = λiyσ(i), (ξ ◦ ψ)(z) = az. Therefore, ξ ◦ ψ ∈ G. 
The group G is finite extension of a torus. This follows that
G ∩ U(∂˜) = {id}.
Since SAut(X) is a normal subgroup in Aut(X), we obtain the following theorem.
Theorem 7.15. Let X be a Danielewski variety. Let G be the canonical group of X
and U(∂˜) be the big unipotent subgroup corresponding to the canonical LND ∂˜ on X. Then
the automorphism group of X is isomorphic to a semidirect product G⋌ U(∂˜).
Corollary 7.16. Let X be a Danielewski variety. The group Aut(X) is commutative if
and only if the canonical group G of X is trivial.
Proof. Let g = (σ, t1, . . . , tm+1) ∈ G. For any h ∈ K[y1, . . . , ym] we can consider the
automorphism αh = exp(h(y1, . . . , ym)∂˜) ∈ U(∂˜). The condition that g and αh commute
implies
g · (h(y1, . . . , ym)y
k1
1 . . . y
km
m ) = tm+1h(y1, . . . , ym)y
k1
1 . . . y
km
m .
Since the action of g is an automorphism, for all h(y1, . . . , ym) we have g · h = tm+1h. This
is possible if and only if tm+1 = 1 and g = id. 
For an arbitrary Danielewski variety, the condition from Corollary 6.7 does not give a
criterium for automorphism group to be solvable. It gives only sufficient condition, which
is not necessary.
Corollary 7.17. Let X be a Danielewski variety. If there are no five indices
i1, i2, i3, i4, i5 ∈ {1, . . . , m} such that ki1 = ki2 = ki3 = ki4 = ki5, then the group Aut(X)
is solvable.
Proof. Since the group U(∂˜) is commutative, Aut(X) is solvable if and only if G is solvable.
Let us consider the homomorphism ϕ : G → S(X) given by ϕ(σ, t1, . . . , tm+1) = σ. The
kernel of ϕ is contained in (K×)m+1, hence, it is commutative. Therefore, if S(X) is solvable,
then Aut(X) is. As in Corollaries 5.7 and 6.7, S(X) is not solvable if and only if there are
five coinciding ki. 
Example 7.18. Let X = V(xy2− (z3 + z(y + 1) + 1)). Then G = {id}, see Example 7.11.
Therefore, Aut(X) = U(∂˜), where ∂˜(y) = 0, ∂˜(z) = y, ∂˜(x) = 3z2 + y + 1. These
automorphisms have the following form.
x 7→ x+ (3z2 + y + 1)h(y) + 3zy(h(y))2 + y2(h(y))3;
y 7→ y;
z 7→ z + yh(y).
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Example 7.19. Let X = V(xy21y
2
2 − (z
3 + z + y1 − y2)). By Example 7.13,
G = {(id, 1, 1, 1), (id,−1,−1,−1), ((1, 2),−1,−1, 1), ((1, 2), 1, 1,−1)} ∼= Z2 ⊕ Z2.
We have, Aut(X) ∼= (Z2⊕Z2)⋌U(∂˜), where ∂˜(y1) = ∂˜(y2) = 0, ∂˜(z) = y
2
1y
2
2, ∂˜(x) = 3z
2+1.
Automorphisms from U(∂˜) have the following form.
x 7→ x+ (3z2 + 1)h(y1, y2) + 3zy
2
1y
2
2(h(y1, y2))
2 + y41y
4
2(h(y1, y2))
3;
y1 7→ y1;
y2 7→ y2;
z 7→ z + y21y
2
2h(y1, y2).
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