Abstract A deep Boltzmann machine (DBM) is a recently introduced Markov random field model that has multiple layers of hidden units. It has been shown empirically that it is difficult to train a DBM with approximate maximum-likelihood learning using the stochastic gradient unlike its simpler special case, restricted Boltzmann machine (RBM). In this paper, we propose a novel pretraining algorithm that consists of two stages; obtaining approximate posterior distributions over hidden units from a simpler model and maximizing the variational lower-bound given the fixed hidden posterior distributions. We show empirically that the proposed method overcomes the difficulty in training DBMs from randomly initialized parameters and results in a better, or comparable, generative model when compared to the conventional pretraining algorithm.
Introduction
Deep Boltzmann machine (DBM), proposed in [36] , is a recently introduced variant of Boltzmann machines which extends the widely used restricted Boltzmann machine (RBM) to have multiple layers of hidden neurons. It differs from the popular deep belief network (DBN) which is built by stacking multiple layers of RBMs [22] in that every edge in the DBM model is undirected. This construction of DBMs facilitates propagating uncertainties across multiple layers of hidden variables.
Although it is straightforward to derive a learning algorithm for DBMs using a variational approximation and stochastic maximum likelihood method, recent research ( for example [36] and [15] ) has shown that learning the parameters of DBMs is not trivial. Especially the generative performance of the trained model, commonly Kyunghyun h [1] q [1] h measured by the variational lower-bound of log-probabilities of test samples, tends to degrade as more hidden layers are added.
In [36] a greedy layer-wise pretraining algorithm was proposed to initialize the parameters of DBMs. It was shown that the proposed algorithm largely overcomes the difficulty of learning a good generative model.
Along this line of research, we propose another strategy of pretraining DBMs in this paper. The proposed scheme is based on an observation that training DBMs consists of two separate stages; approximating the posterior distribution over hidden units and updating parameters to maximize the lower-bound of the log-likelihood given the approximate posterior distribution.
Based on this observation, the proposed algorithm in this paper pretrains a DBM in two stages. During the first stage we train a simpler, directed deep model such as DBNs or stacked denoising autoencoders (sDAE) to obtain an approximate posterior distribution over hidden units. With this approximate posterior distribution fixed, we train an RBM that learns a distribution over a combination of data samples and their corresponding posterior distributions over the hidden units. It is then trivial to finetune the model as one only needs to simply free hidden variables from the fixed approximate posterior distribution obtained in the first stage.
We show that the proposed algorithm helps learning a good generative model which is empirically comparable to, or better than the pretraining method proposed in [36] . Furthermore, we discuss the degrees of freedom in extending the proposed approach. The preliminary results of this work were presented in our conference paper [13] and workshop paper [12] .
Deep Boltzmann Machines
We start by describing deep Boltzmann machines (DBM) [36] . A DBM with L layers of hidden neurons is defined by the following negative energy function:
are N v binary visible units and N l binary hidden units in the l-th hidden layer, where 1 ≤ l ≤ L. See Figure 1 (a) for the graphical description of the model.
is the set of weights between the visible neurons and the first layer hidden neurons.
is the set of weights between the l-th and (l + 1)-th hidden neurons, where 1 ≤ l < L, in this case. b i and c [l] j are a bias to the i-th visible neuron and the j-th hidden neuron in the l-th hidden layer, respectively. We use θ to denote a set of all these parameters.
With the energy function, a DBM can assign a probability to each state vector
using a Boltzmann distribution
where
Under this formulation, the conditional distribution of each hidden layer l is
and the conditional distribution of the visible layer is
where x x x h [1] h [1] h [1] h [1] h [2] h [2] h [2] h [2] h [3] h [3] h [3] Fig. 2 Illustration of the layer-wise pretraining of a deep Boltzmann machine. The dashed directed lines indicate copying either the pretrained models or the activations of the hidden units of the pretrained models.
is a logistic sigmoid function.
Training Deep Boltzmann Machines
Using the probability defined by a DBM in Eq. (2) the parameters of the DBM can be learned by maximizing the log-likelihood
given N training samples {v (n) } n=1,...,N , where
The gradient is stochastically estimated by taking the partial derivative of the log-likelihood function L with respect to each parameter θ using only a subset of training samples. This estimate is then used to update the parameters, effectively forming a stochastic gradient ascent method. A standard way of computing gradient results in the following update rule for each parameter θ :
where · d and · m denote the expectation over the data distribution P(h | v, θ )D(v) and the model distribution P(v, h | θ ), respectively [7] . D denotes an empirical data distribution.
Although the update rule in Eq. (6) is well defined, it is intractable to compute both terms in the update rule exactly. Hence, an approach based on variational approximation together with Markov chain Monte Carlo (MCMC) sampling was proposed in [36] .
First, variational approximation is used to compute the expectation over the data distribution. It starts by approximating the posterior distribution over the hidden variables p(h | v, θ ), which is intractable unless L = 1, by a factorial distribution
Each variational parameter µ (l) j can then be estimated by the following fixed-point equation:
where f is a logistic sigmoid function in Eq. (5) . Note that µ This variational approximation provides the values of variational parameters that maximize the following variational lower-bound (right-hand side) of the true logprobability of v with respect to the current parameters θ :
is an entropy functional. Due to the layered structure of a DBM, it is possible to analytically sum out the odd-numbered hidden layers (see, e.g., [20] ). If we denote the odd-numbered and even-numbered hidden layers by h + and h − respectively, we may, then, rewrite
Since the first term of the gradient in Eq. (6) is approximated in this way, each gradient update step does not increase the true log-likelihood directly but its variational lower-bound. Second, the expectation over the model distribution is computed by persistent sampling (see, for example, [43] ). By persistent sampling, we mean that we do not wait for a sampling chain to converge before computing each update direction, but run the chain for only a few steps and continue using the same chain over consecutive updates. The simplest approach is to use Gibbs sampling, while there have been some work in applying more advanced sampling methods [35, 34, 16, 8] . In this paper, we use coupled adaptive simulated tempering (CAST) which was recently proposed in [35] .
This approach closely resembles variational expectation-maximization (EM) algorithm (see, for example, [5] ). Learning proceeds by alternating between finding the variational parameters µ and updating the DBM parameters θ to maximize the given variational lower-bound using the stochastic gradient method.
It has, however, been known and will be shown in the experiments in this paper that training a DBM using this approach starting from randomly initialized parameters is not trivial [36, 15, 11] . The difficulty of training without any pretraining was illustrated in [36] and [15] by a lower log-likelihood achieved by a DBM trained without any pretraining. Furthermore, the lack of proper initialization of the parameters was found to result in the upper-level hidden neurons not being able to capture any interesting features of an input data in [11] .
Layer-wise Pretraining
In [36] a pretraining algorithm to initialize the parameters of DBMs was proposed. The proposed pretraining algorithm greedily trains each layer of a DBM by considering each layer as an RBM, similarly to a pretraining approach used for training deep belief networks (DBN) [22] . However, the pretraining algorithm for DBMs differs from DBNs 1 due to the undirectedness of all the edges in a DBM, which requires that the pretraining algorithm for DBMs must take into account that each hidden unit in a DBM receives a signal from both upper and lower layers (see Eq. (3)).
The algorithm proposed in [36] modifies the structure of RBMs to cope with this difference. For the bottom two layers, an RBM is modified to have two copies of visible units with tied weights such that the additional set of visible units supplies signal that compensates for the lack of signal from the second hidden layer. Similarly, an RBM that consists of the top two layers has the two copies of hidden units. For any pair of intermediate hidden layers, an RBM is constructed to have two copies of both visible and hidden units. See Figure 2 for an illustration.
Recently, in [38] the same authors were able to show that the variational lower bound is guaranteed to increase by adding the top hidden layer using the proposed pretraining scheme. Their proof, however, only applies to the top layer, which means that the guarantee only works for pretraining a DBM having two hidden layers.
Restricted Boltzmann Machines and Denoising Autoencoders
Here we briefly discuss restricted Boltzmann machines (RBM) and single-layer denoising autoencoders (DAE) which will constitute an important part of the two-stage pretraining algorithm that will be described in the next section. An RBM is a special case of DBMs, where the number of hidden layers is restricted to one, L = 1 [42] (see Figure 3 (a) ). Due to this restriction it is possible to compute the posterior distribution over the hidden units conditioned on the visible neurons exactly and tractably. The conditional probability of each hidden unit
where f is a logistic sigmoid function from Eq. (5).
This allows exact and efficient computation of the positive part of the gradient in (6) . However, the negative part, which is computed over the model distribution, still relies on persistent sampling, or more approximate methods such as contrastive divergence (CD) [20] .
There have been extensive research on improving training RBMs using various techniques. In [9, 10] the authors proposed enhanced gradient which exploits the fact that the gradient update of RBMs is not invariant to the bit-flipping transformation and showed that it outperforms the traditional gradient. In [16, 34, 8] , advanced sampling methods for computing the negative part of the gradient based on tempering were proposed and shown to improve and stabilize learning. h [1] h [1] h [1] h [2] h [ A single-layer DAE is a special form of multi-layer perception network with a single hidden layer and a tied set of weights [45] (see Figure 3 (b) ). A DAE is a network that reconstructs a corrupted input vector as well as possible by minimizing the following cost function
where g h (·) and g v (·) are component-wise nonlinear functions. φ is a stochastic corruption process that corrupts the input v (n) stochastically.
There is an important difference in training DAEs compared with training RBMs. In DAEs, the objective of learning is not to learn a distribution but to minimize the reconstruction error. This does not require computing a computationally intractable normalizing constant, which often leads to easier learning. 2 These two models are important, because they can be stacked to form more powerful hierarchical models [22, 21, 2] .
A deep belief network (DBN) is constructed by stacking multiple layers of RBMs [22] , and a stacked DAE (sDAE) can be built by stacking DAEs on top of each other [46] . With probabilistic interpretation, one may consider these stacked models as having multiple layers of latent random variables where their posterior distributions can be computed by recursively obtaining (approximate) posterior means of the hidden units layer-wise. See Figure 4 for the illustration.
A Two-Stage Pretraining Algorithm
In this paper, we propose an alternative way of initializing parameters of a DBM compared with the one described in Section 3.1. Unlike the conventional pretraining x x xx h [1] h [1] h [2] h [2] h [2] h [3] h [3] h [4] h [4] h [4] Stage 1
Stage 2 Finetuning strategy we employ an approach that obtains approximate posterior distributions over hidden units and initializes parameters separately. Before proceeding to the description of the proposed algorithm, we first divide the hidden layers of a DBM into two sets as we have done in Section 3. Let us denote a vector of hidden units in the odd-numbered layers as h + and the respective vector in the even-numbered layers as h − . Note that due to the structure of DBMs, it is possible to explicitly sum out h + , which halves the space of hidden variables. Similarly we define µ + and µ − as variational parameters of the hidden units in the odd-numbered layers and the even-number layers, respectively.
Stage 1
During the first stage we focus on finding a good set of variational parameters µ − of Q(h − ) that has a potential to give a reasonably high variational lower-bound in Eq. (8) . In other words, we propose to first find a good posterior distribution over hidden units given a visible vector regardless of parameter values of a DBM.
Although it might sound unreasonable to find a good set of variational parameters without any fixed parameter values, we can do this by borrowing posterior distributions over latent variables from another model. 3 We propose here to utilize either a DBN or a sDAE, described in Section 4, to find good approximate posterior distributions over hidden units in the even-numbered hidden layers. However, it is possible to use any model that finds a good binary hierarchical posterior distribution.
DBNs and sDAE's described in Section 4 are natural choices to find a good approximate posterior distribution over units in the even-numbered hidden layers. One justification for using either of them is that they can be trained efficiently and well (see, e.g., [1] and references therein). It is rather a trivial task where one iteratively trains each even-numbered layer as either an RBM or a DAE on top of each other.
Stage 2
Once a set of initial variational parameters µ − is found from a DBN or an sDAE, we train a model that has predictive power of the variational parameters given a visible observation. It can be simply done by letting an RBM learn a joint distribution of v and µ − . In other words, we train an RBM on a set of data samples, each of which is a concatenation of v and µ − .
The structure of the RBM is directly derived from the DBM such that the visible layer of the RBM corresponds to the visible layer and the even-numbered hidden layers of the DBM and the hidden layer to the odd-numbered hidden layers of the DBM. The connections between them can also follow those of the DBM. This corresponds to finding a set of DBM parameters that fit the variational parameters obtained in the first stage.
One way to understand what happens during the second stage is to consider what an RBM has been trained for. If we assume that we use actual samples from Q(h − ) instead of the variational parameters µ − , training the RBM maximizes
However, since we use the variational parameters which are the mean of Q(h − ), the actual quantity being maximized is the lower-bound of Eq. (11) according to the Jensen's inequality and the linearity of the expectation:
It is easy to see that this corresponds to maximizing the variational lower-bound of the DBM, if we group the three terms of Eq. (9) such that
+H (Q).

Algorithm 1 Two-Stage Pretraining Algorithm
Input Training data X N×D , the number of layers L and the number of units in each layer
Train a DAE/RBM with N l hidden units with Q Set Q to Q(h) from the DAE/RBM Append Q to X − end for Train an RBM with ∑ even l N l hidden units with X − Return parameters θ of the trained RBM The two terms grouped as (a) in the above equation is equivalent to Eq. (12) which is maximized during the second stage. 4 Once the RBM has been trained, we can use the learned parameters as initializations for training the DBM, which corresponds to freeing h − from its variational posterior distribution obtained in the first stage. Finetuning of the initialized parameters can be performed according to the standard procedure given in Section 3.
The overall steps of the proposed learning algorithm are presented in Algorithm 1, and a simple illustration is given in Figure 5 .
Discussion
It is quite easy to see that the proposed algorithm has a high degree of freedom to plug in alternative algorithms and models in both the stages.
The most noticeable flexibility can be found in Stage 1. Any other machine learning model that gives reasonable posterior distributions over multiple layers of binary hidden units can be used instead of DBNs or sDAE's. For instance, a stack of recently proposed variants of RBMs such as spike-and-slab RBMs [14, 27] can be used. 5 Also, instead of stacking each layer at a time, one could opt to train deep autoencoders at once using recently proposed learning algorithms for feedforward neural networks (see, for instance, [31, 32, 41, 29] ).
In Stage 2, one may use a DAE instead of an RBM. It will make learning faster and therefore leave more time for finetuning the model afterward. Also, the use of different algorithms for training an RBM can be considered. For quicker pretrain- Table 1 Algorithms used in the experiment. (S) -the pretraining algorithm from [36] .
ing, one may use contrastive divergence [20] with only a small number of Gibbs sampling steps per update, or for better initial models, tempering-based advanced MCMC sampling methods such as parallel tempering [16, 8] or tempered transition [34] could be used.
Another obvious possibility is to utilize the conventional pretraining algorithm proposed in [36] during the first stage. This approach gives approximate posterior distributions over all hidden units [h − ; h + ] as well as initial values of the parameters that may be used during the second stage. In this way, one may use either an RBM or a fully visible BM (FVBM) during the second stage starting from the initialized parameters. When an RBM is used in the second stage, one could simply discard µ + .
One important point of the proposed algorithm is that it provides another research perspective in training DBMs. The existing pretraining scheme developed in [36, 37] was based on the observation that under certain assumptions the variational lowerbound could be increased by learning weight parameters layer wise. However, the success of the proposed scheme suggests that it may not be the set of parameters that need to be pretrained, but the set of variational parameters that determine how tight the variational lower-bound is and their corresponding parameters. This way of approaching the problem of training DBMs enables us to potentially find another explanation on why training large DBMs without pretraining is not trivial.
Experiments
In the experiments, we train DBMs on two datasets which are a handwritten digit dataset 6 (MNIST) [26] and Caltech-101 Silhouettes dataset 7 [28] . We used the MNIST and Caltech-101 Silhouettes datasets because experimental results of using DBMs for both datasets are readily available for direct comparison [39, 35, 30] .
We train DBMs with varying numbers of units in the hidden layers; 500-1000, 500-500-1000, 500-500-500-1000. The first two architectures were used in [39, 35] , which enables us to directly compare our proposed algorithm with the conventional pretraining algorithm. For learning algorithms, we extensively tried various combinations. They are presented in Table 1 . In summary, a DBM stage 1 stage 2 denotes a deep Boltzmann machine in which its superscript and subscript denote the algorithms used during the first and second stages, respectively.
We used contrastive divergence (CD) to train RBMs in the first stage, and the persistent CD [44] with coupled adaptive simulated annealing (CAST) was used in the second stage. DAEs were trained using stochastic gradient descent (SGD) algorithm with backpropagation [33] .
When a DBM was finetuned, we estimated the variational parameters by the variational approximation with at most 30 mean-field updates (see Eq. (7)). The model statistics, the negative part of the gradient, was computed by CAST. When the conventional pretraining algorithm is used, we do not explicitly make duplicate copies of visible or hidden units, but only double the corresponding weight parameters [37] .
We trained each model for 200 epochs in the case of MNIST and 2000 epochs in the case of Caltech-101 Silhouettes with a learning rate scheduled by
where n is the number of updates. η 0 was set to 0.01 and 0.0005 for pretraining and finetuning, respectively. When we did not pretrain a DBM, we trained each DBM for twice more epochs and set η 0 to 0.001. In all cases, we used a minibatch of size 128.
When training RBMs with CAST, we used equally spaced 21 tempered fast chains from 0.9 to 1 with a single sampling step each update. When DAEs were trained, at every update we dropped off a randomly chosen set of hidden units with probability 0.1 [19] . During the finetuning stage, we used CAST with the equally spaced 21 tempered chains from 0.9 to 1.
We evaluated the resulting models with the variational lower-bound of logprobabilities and the classification errors of test samples. The variational lowerbounds reflect the generative performance of the model. We trained a linear SVM [17] for each hidden layer l using µ l as its features to compute the classification errors. This is expected to show how much discriminative information about input samples is captured by each hidden layer of the model.
The intractable normalization constant (log Z(θ ) in Eq. (8)) required when computing the variational lower-bound was approximated using annealed importance sampling (AIS) [40] . For each model, we used 20001 equally spaced tempered chains from 0 to 1 with 128 independent runs. All models were trained five times starting from different random initializations. We report the medians over these random trials. Figure 6 presents the result using both the lower-bound of log-probabilities and the classification error of the test samples. As has already been expected, none of the models trained without pretraining have been able to perform well enough to be presented inside the boundaries of the boxes in Figure 6 . It is clear from the figures that the proposed two-stage pretraining algorithm outperforms, in all cases, the conventional pretraining algorithm (DBM S&H ). On MNIST, the DBMs pretrained with the proposed algorithm using the conventional pretraining algorithm in the first stage achieved the best performance. In the case of Caltech-101 Silhouettes, DBM sDAE RBM was able to achieve superior performance in both generative and discriminative modeling. It is notable that without any pretraining (DBM) we were not able to achieve any reasonable performance. Figure 7 presents layer-wise classification errors. It is clear from the significantly lower accuracies in the higher hidden layers of the DBMs trained without pretraining that pretraining is essential to allow upper layers to capture discriminative structures of data. DBM DBN RBM and DBM S&H RBM were most effective in ensuring the upper hidden layers to have better discriminative property. 8 
Result and Analysis
Conclusions
The experimental success of the proposed two-stage pretraining algorithm in training DBMs suggests that the difficulty of DBM learning might be due to the fact that the estimated variational lower-bound at the initial stage of learning is too crude, or too loose. Once the variational parameters are initialized well with another deep hierarchical model, the parameters of a DBM may be fitted to give a tighter variational lower-bound which facilitates jointly estimating all parameters.
The proposed two-stage pretraining algorithm provides a general framework in which many hierarchical deep learning models can be used. It even makes possible to include the conventional pretraining algorithm as a part of the proposed algorithm and improve upon it. This is a significant step in developing and improving a training algorithm for DBMs, as it allows us to fully utilize other learning algorithms that have been extensively studied previously.
Future Work
Recently, two additional algorithms for training DBMs have been proposed. In [30] the authors proposed to center the activations of the neurons in a DBM, which is closely related to the previously proposed method of the enhanced gradient for RBMs [9, 10] . They showed that this simple method allows training a DBM without any pretraining, however, without any direct comparison to the method of pretraining.
The authors of [18] and [6] proposed an alternative learning criterion based on the idea of generalized pseudo-likelihood [24] . The alternative criterion does not maximize the log-likelihood but maximizes the predictive (approximate) conditional probabilities among all the visible variables of a DBM.
It is important in the future to compare these recently proposed algorithms together with the two-stage pretraining algorithm as well as the conventional pretraining algorithm against each other. In the case of RBMs, the authors in [28] compared various learning criteria such as maximum-likelihood, contrastive divergence, ratio matching [25] and maximum pseudo-likelihood [4] , and they found that each algorithm resulted in solutions that are different in multiple aspects. A similar approach of comparing different learning criteria for the DBM will reveal their inductive biases and allow us to choose an appropriate learning algorithm.
