Introduction
Feller semigroups and Feller processes on R d are well studied objects, which have many applications (see [5] ). But their construction is in general difficult, moreover most of the existing construction methods (see below for details) only allow the construction of Feller processes with bounded coefficients, i.e., they require that the symbol of the generator is bounded uniformly with respect to the space variable. In contrast, our approach will provide a technique by which any known construction method can be used to construct Feller processes with unbounded coefficients. The main idea is to construct the process with unbounded coefficients as a limit of Feller processes with bounded coefficients. We show that this can be done under general conditions. But first we have a brief look at the known construction methods. The standard examples of construction methods are:
• Using the Hille-Yosida theorem and Kolmogorov's construction [12, 10] .
• Solving the associated evolution equation (Kolmogorov's backwards equation) [4, 3, 14, 15] .
• Proving the well-posedness of the martingale problem [2, 10, 23] .
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• Solving a stochastic differential equation [11, 13, 24] .
• Using Dirichlet forms [1, 22] .
Based on the martingale problem, there is a Lyapunov function technique (Chapter 5 in [16] ) for the construction of processes with unbounded coefficients. This method adapts the underlying function space based on the growth of the coefficients, in contrast we will always consider Feller semigroups on the set of continuous functions vanishing at infinity. Moreover, also the approach for diffusion processes via SDEs and the approach by Hoh (Chapter 9 in [10] ) discuss unbounded coefficients. In the latter also processes with jumps are considered, therein the symbol q of the generator is required to be real valued, and it has to satisfy the condition
where ψ is a continuous and negative definite reference symbol ψ. Our condition is similar to the above, but we also allow complex valued symbols and do not introduce an additional reference function. Furthermore note that the condition in [10] was only applied to a specific construction method. Besides the construction methods for general Feller processes listed above there is also a special technique for the construction of affine processes (see [8] ). Affine processes are Feller processes with linearly growing (and thus unbounded) coefficients. In contrast to this, we allow nonlinearity. Our condition is strongly related to a condition which ensures that a time homogeneous strong Markov process is conservative, see Theorem 5.5 in [17] and Theorem 2.1 in [25] . But note that in these references the existence of such a process was assumed and no construction methods were given. Next we will state our main theorem, the required definitions and notations will be explained in Section 2.
Then the operator (−q(x, D), C Each step will be proved under conditions on the symbol which appear to be natural for the given setting. In Section 5 it will be shown that these conditions are implied by (1.1) and in fact some are equivalent to (1.1). Based on this the main theorem will be proved. The paper closes with an example in Section 6.
Preliminaries
A Feller process is a strong Markov process
for which the family of operators (T t ) t≥0 defined by
is a Feller semigroup, i.e., (T t ) t≥0 is a strongly continuous contraction semigroup on C ∞ which is positivity preserving. Note that there is a one-to-one correspondence between Feller semigroups and Feller processes. The generator A of a Feller semigroup is defined by
where
This generator satisfies the positive maximum principle
Thus, if the arbitrary often differentiable functions with compact support C ∞ c are a subset of (A), the generator has (by [7] ), for u ∈ C ∞ c a representation as pseudo differential operator 
1 − e i yξ + i yξ
and N (x, .) is a measure which integrates
In the following we will use the abbreviation c.n.d.f. for continuous and negative definite functions. Conversely, one can also define for each negative definite symbol an operator −q(x, D) by (2.1). Moreover, note that by Fourier inversion this operator has for u ∈ C ∞ c also the representation 
The sequence of generators
We start with a general result about the range of an operator with negative definite symbol. 1) and it has also the representation (2.2). Note that the latter simplifies for x / ∈ supp u to
Furthermore note that, as mentioned in Section 4 of [6] and Lemma 6.1 in [19] , there exists some exponentially decaying density g on R d with
for any R > 0 and y ∈ R d . Thus, by Tonelli's theorem, for any fixed x ∈ R d and R > 0 (0), we get for and for each k ∈ N let there be a function q k :
and (1.2) and (
Proof. Let q and q k be given, such that q satisfys (3.4) and q k satisfy (3.5), (1.2) and (1. 
with C independent of k. Thus there exists a γ > 0 such that for all |x| > γ
Finally for k ≥ γ we get
where the integral term vanishes by (1.3).
Next we will look at the corresponding semigroups.
The sequence of semigroups
For this section the following result is fundamental. Similar to the decay estimate for the generators in Lemma 3.1 we are now able to prove a decay estimate for the semigroups. 
where the constant c does not depend on q.
Proof. The proof is an adaptation of the proof of Proposition 3.8 in [21] .
, u, R and x be given as in the statement above. Then an application of Theorem 4.1 yields
Now we can prove that the semigroups (T k t ) t≥0 form a Cauchy sequence. 2) . Now let n, m ∈ N. Then, without loss of generality, for n ≤ m
where we used for the second line the fact that the processes have, by (1.3), the same distribution until exiting B n (x). The same argument also implied the third line, since also the distributions of the exit-times from B n (x) coincide for both processes. The fourth line was obtained by an application of Theorem 4.1, and the fifth line is a consequence of (1.2). Now (4.2) and the fact that was arbitrary imply the convergence. The uniformity for t ≤ K is obvious, since we can estimate t by K in the last line.
Finally this enables us to prove Theorem 1.1.
Proof of Theorem 1.1
Let the assumptions of the theorem be satisfied. First of all, note that any negative definite function ψ satisfies |ψ(nξ)| ≤ n 2 |ψ(ξ)| for any n ∈ N and all ξ (e.g. Lemma 3.6.21 in 
