When performing bioinformatics analysis on tandem mass spectrometry data, there is a computational need to efficiently store and sort these semi-ordered datasets. To solve this problem, a new data structure based on dynamic arrays was designed and implemented in an algorithm that parses semi-ordered data made by Mascot, a separate software program that matches peptide tandem mass spectra to protein sequences in a database. By accommodating the special features of these large datasets, the combined dynamic array (CDA) provides efficient searching and insertion operations. The operations on real datasets using this new data structure are hundreds times faster than operations using binary tree and red-black tree structures. The difference becomes more significant when the dataset size grows. This data structure may be useful for improving the speed of other related types of protein assembling software or other types of software that operate on datasets with similar semi-ordered features.
INTRODUCTION L IQUID CHROMATOGRAPHY-TANDEM MASS SPECTROMETRY (LC-MS/MS
) is a high-throughput and sensitive method commonly used to identify proteins from complex samples acquired from cell lysates or tissue extracts Florens et al., 2002; Kusch et al., 2004) . The output of MS/MS, which is a set of peptide mass spectra represented as a list of mass-to-charge ratios and amplitudes, is usually analyzed automatically by database search software such as Sequest (Eng et al., 1994) or Mascot (Perkins et al., 1999) . By comparing the observed spectra to theoretical spectra for peptide sequences in a database, the peptides for the proteins that generated the observed spectra can be identified.
The very nature of the LC-MS/MS method yields disorganized sets of tandem mass spectral data. When a complex mixture of thousands of proteins is digested by trypsin, tens-of-thousands of peptides are created (Washburn et al., 2001) , and the biologically meaningful information regarding the arrangement of these peptides in protein sequences is lost. These peptides are then separated by charge and hydrophobicity, 458 FENG ET AL. and sequentially analyzed by MS/MS. Spectral data files are collected consecutively for each spectrum analyzed. When database-search software operates on these files, matches are made between spectra and peptide sequences. Afterward, the peptide sequences need to be "reassembled" into protein sequence complements. This is a difficult process because the correct arrangement of peptides for the assembly of proteins needs to be determined from the infinite number of possibilities. In other words, a suitable model that considers the relationships between the different categories of data is needed to logically match peptides back to protein sequences (Nesvizhskii and Aebersold, 2005) .
The MS/MS dataset sizes are also increasing nowadays due to the introduction of new instrument technology, progress of DNA and protein sequencing, and more complicated applications of MS/MS. As new mass spectrometry instruments are introduced with higher sensitivity, resolution, and speed, the amount of spectral data that can be collected increases. As more genes and proteins are sequenced and entered into public databases, the sizes of databases that are searched also grow. When these broad databases are searched to identify a wide range of proteins, the datasets of results get larger. An example of increasing dataset sizes can be seen in the use of MS/MS to discover biomarkers for human disease, where body fluid, such as blood, is screened for protein markers that represent mutated genes or pathogen proteins. Since it has been estimated that blood contains thousands of different protein forms, a large number of candidate protein and protein variation sequences should be compared to the spectra to identify those biomarker proteins (Aebersold and Mann, 2003) . This gives rise to more protein and peptide matches and larger result files. Mascot result files generated by searching more than 200,000 spectra per experiment are nearly 3 GB in size and contain information regarding multiple peptide sequence matches for each candidate spectrum. Thus, as result files grow, the complexity of peptide-protein associations within them is compounded.
In this paper, we focus on the need to parse large, complex Mascot result files and extract important sequence assignment information so that the multiple peptide sequences can be mapped back to proteins. Spectra and peptides have a generic binary relation in that a spectrum is usually matched to many possible peptide sequences and a peptide can generate many spectra. Peptides and proteins have similar relations since a protein contains many peptides, and different proteins could share the same peptide sequence. So, although the spectral dataset is for all intensive purposes disorganized, many of the spectra are linked to each other through the peptide and protein sequence relationships. As a consequence, databasesearch results exhibit semi-ordered features. A specialized data structure was designed and implemented in PANORAMICS to take advantage of semi-ordered datasets from Mascot data files and assemble protein sequences using a probability-based model (Feng et al., 2007) . This new data structure, called a combined dynamic array (CDA), is shown using the MS/MS datasets to have approximately O.n/ running-time cost, which is more efficient than the O.n log n/ cost of commonly used binary tree structures. The benefit of a CDA becomes obvious when the size of the dataset is very large or when the dataset is more ordered than randomized.
METHODS

Mascot result files (input)
2.1.1. Files used. Due to the complexity and significant size of the tandem mass spectra datasets, most scientists rely on computer algorithms to interpret the data. Database-search programs predict peptide sequences by comparing the similarity between the observed spectra and virtual spectra generated from peptides in a database. For each spectrum in the dataset, such a program first finds all the peptide sequences in the selected database that have the same mass-to-charge ratio (within some prescribed error range) as the precursor ion of the spectrum. A theoretical spectrum is computed based on the theoretical fragmentation rules for a candidate peptide sequence and then compared to the observed spectrum. A score is produced by the program to indicate how well the two spectra match each other. The peptide sequences having the highest scores are then output as the peptide candidates that might have generated the observed spectrum.
Sequest (Eng et al., 1994) and Mascot (Perkins et al., 1999) are the most popular of these databasesearch programs, and are commercially available. The database search result files used in this research were created in our lab for proteomics experiments using Mascot.
Input file format.
A Mascot result file contains information in four categories: search parameters, spectra, peptide, and proteins. They are divided into eight sections:
(i) Search parameters. This section contains the database search parameters (such as database name, enzyme used for digestion, number of missed enzymatic cleavages, fixed and variable amino acid modifications, and peptide and fragmented ions mass error tolerance). (ii) Header. This section contains some useful values of the database search (such as the number of sequences before and after taxonomy restrictions in the selected database, the distribution of the scores of protein identities, the search time, and number of spectra). (iii) Masses. This section consists of a list of (average or monoisotopic) mass values of the 20 amino acid residues adjusted by fixed modifications if applicable. (iv) Summary. Every spectrum has a record in this section showing its precursor ion mass-to-charge ratio and how many different peptide sequences in the selected database could have the same mass charge ratio within a certain mass tolerance range. When the difference between the mass-to-charge ratio of a precursor ion and a peptide sequence increases, the likelihood of the peptide being the true match to the spectrum decreases. (v) Peptides. This is the most important section and also the most complex section in a result file. It consists of a list of records corresponding to the spectra. Each of such records contains a list of peptide sequences that can be matched to the corresponding spectrum. Furthermore, each of these peptide sequences contains a list of protein identities that are associated with the peptide sequence (a peptide sequence can be shared by several protein sequences in the database especially when the database is large or the proteins have homologous features). This section has the form shown in Figure 1 . PANORAMICS obtains the following values for each peptide sequence from this section: number of missed cleavages, mass of the peptide, peptide string, variable modification indication string, Ions score (score indicating quality of match between spectrum and peptide), accession strings of the proteins that the peptide is associated with, frame numbers of the proteins, and start and end locations of the matched peptide sequence in these protein sequences. (vi) Proteins. Every protein associated with some peptide sequence that has been matched to one or more spectra has a record in this section. Each record contains three entries corresponding to the protein: accession string, mass, and title. (vii) Query. Every spectrum in the spectra dataset has one query section that contains the basic information of the spectrum (such as title, charge, ions, and their intensities). (viii) Index. All the positions of the previous sections in the result file can be found in this section.
Combined dynamic arrays
Next, we present a data structure constructed from dynamic arrays, which supports semi-ordered datasets efficiently. A dynamic array is an array whose size may vary over time. Dynamic arrays have many advantages shared with static arrays, such as random access, compactness and data cache utilization. The main idea is to allocate several dynamic arrays and keep the data in every array in order. When a new data item needs to be stored, it is appended to a dynamic array if the operation does not break the order of the array. If no such array exists, the item is inserted to the last array and a sorting procedure is executed to keep the array in order. Therefore, the searching operations can be implemented with a bipartition method to achieve O.log n/ running-time cost, or a proportional partition method to get supposed better performance. For convenience, the data items are sorted in increasing order in this paper (decreasing order can be processed in a similar way).
The details of the CDA structure and the algorithms are described next.
2.2.1. Initialization. N dynamic arrays are allocated in this step. The size of every array is M at this stage. A static numerical array containing N integer entries also needs to be claimed as counters to keep track of how many entries each array has. The initial values for these N counters are all set to 0, indicating the empty status. Another static array of N integer entries is also needed for storing the sizes of the arrays. All the entries in this array have values as M at the initialization stage, indicating their initial sizes are all M . When the counter of an array is equal to its size, the array is known to be full of data. If a new COMBINED DYNAMIC ARRAYS 461 data item needs to be added to a full array, the array has to be enlarged. Pseudo code for initialization is as shown in Algorithm 1.
The values of the parameters M and N can be adjusted for the best performance. M can be chosen to be a multiple of the memory page size used by the computer hardware and operating system so that the operating system can allocate several whole pages for the arrays. In this case, the enlargement of an array could be done efficiently by the operating system to only change the mapping of physical pages to virtual pages without any real data-copy operation. This is crucial for the efficiency of the algorithm when the dataset is large. The choice of N value depends on the specific application. If the dataset is almost ordered, N can be very small, such as three or four. If the order of the dataset is randomized, N needs to take a larger value. However, a large N could lower the efficiency by adding cost to each searching and insertion operation. For the Mascot data, we choose M to be 2048 and N to be 3.
2.2.2. Searching. For a given key, all the N arrays are searched respectively until the key is found in an array in which case the procedure returns a success. The procedure returns a fail if the key cannot be found in any array. This usually leads to an insertion operation of the item.
Pseudo code for searching is as shown in Algorithm 2.
Algorithm 2
This searching procedure costs O.log n/ using bipartition search, which is the same as the cost of a balanced binary search tree, such as AVL and red-black tree. However, when the dataset is large, the data items in each array tend to distribute evenly by their order. Thus, the searching operation could benefit if a secant-like method is used.
2.2.3. Insertion. In this operation, a data item is inserted into the arrays if its key is new to the set; a repetition error is reported otherwise. Two rules for the insertion operations are made to improve the efficiency of this operation. One is that insertion operations should not break the order of the data in the arrays since the search operation has low cost when the data items are in order. The other is to insert the data into the first array that it can be appended to. This rule guarantees that the fewest searching operations and data-moving operations are executed. In particular, when a new data item needs to be inserted and its key is larger than the key of the last data item in the first array, it is not necessary to check if the other arrays contain a data item with the same key. As a consequence, the new data item can be appended to the first array that satisfies such a condition without any further searching operation while the uniqueness of the keys is always kept. Similarly, if the key of the data item to be inserted is larger than that of the last item of the i -th array (0 Ä i < N ), no check for key repetition in the j th array (j > i ) is needed. The strategy used in this research thus only involves a small number of searching operations when the dataset is semi-ordered and each searching operation has low cost.
When the counter of an array is equal to the array's size, the array is full. A full array needs to be expanded if a new data item is to be inserted. When the enlargement happens, the array size variable will be changed accordingly to record this change. The usual expansion strategy is to resize the array by some fixed factor, such as 2, which is to double the size of the full array. It has been shown that this strategy has O.n/ cost for inserting n elements into the array (Brodnik et al., 1999) .
Pseudo code for insertion is as shown in Algorithm 3. Combined dynamic array (CDA) insertion. When a sequence of data f1; 3; 4; 6; 5; 7; 9; 8; 2; : : : g comes in, the data entries in the arrays take on the depicted properties. The entries in every array stay ordered during the insertion operations.
An example of inserting a sequence of data into a CDA is shown in Figure 2 . For comparison, the same operation on a binary search is shown in Figure 3. 
Traversal.
This operation retrieves all the data items in order for further processing. N pointers are set to keep track of the first data items in the arrays that are to be output next. Since data items in the N arrays are already in order, the only thing to do is to find which pointer indicates the data item with the smallest key value. Our implementation is to simply compare the N items one by one, which requires N 1 comparisons for retrieving one item. A strategy that might have better performance is to build a binary search tree whose nodes are these first data items in the arrays. This strategy only needs log.N / comparisons instead.
Cost analysis
The cost of initialization is O.1/ for a CDA. The searching operation costs O.log n/ due to the fact that the entries in every array are all in order. For the same reason, the scanning operation costs O.n/ for a full data scan. The following proof is offered to show that the insertion operation costs O.1/ when the new data item is larger than all the data items in the arrays and O.log n/ otherwise.
Proposition. Suppose the dynamic arrays are ArrayOE1; ArrayOE2; : : : ; ArrayOEN . Insertion operates as in Section 2.2.3. The last data entries of the arrays are a 1 ; a 2 ; a 3 ; : : : ; a N , respectively. (Define a i to be 1 if the i th array is empty.) Then
Suppose there exists a number k, s.t. a k 1 < a k . The procedure of insertion prescribed in Section 2.2.3 would insert the data item a k into the .k 1/th array instead of the kth array.
As a consequence of this proposition, if a data item is found to be greater than the last entry of some array, then it can be appended to the end of that array and it is not necessary to check other arrays to see if the new item is unique. The check of uniqueness is only required to perform over an array if its last entry is greater than the new data item. This check costs O.log m/ using bipartition search for an array having m entries.
FIG. 3.
Binary search tree insertion. When a sequence of data f1; 3; 4; 6; 5; 7; 9; 8; 2; : : : g comes in, the binary search tree is constructed dynamically as depicted. Almost every insertion takes time proportional to the size of the tree (measured at the time of the insertion).
If the data item cannot be found in the arrays and is less than all the last entries, it can be simply appended to the last array, as in Section 2.2.3. This breaks the order of the array, so a sorting procedure needs to be executed. We use the simple bubble sort in our implementation, which costs O.m/ if the last array contains m entries. One improvement that can be done here is that the last array can be replaced by a simple binary search tree to reduce the time cost of bubble sort to O.log m/. The tree can also be red-black or an AVL tree. With this change, we would have N 1 arrays combined with a binary tree in the CDA structure.
Computational environment
All programs were written in ANSI C programming language and compiled to run under Redhat Enterprise Linux AS 3.0 on a Dell PowerEdge 2800 server with two 3.4-G CPUs, 6-G RAM, and 360-G hard disk space. All the tests were run in the same machine with no other applications running at the same time.
RESULTS AND DISCUSSION
We designed PANORAMICS to process Mascot results files and assign peptide sequences to proteins using a probability-based model (Feng et al., 2007) . Because it was anticipated that the size of Mascot result files could be large and the assignment of peptides to proteins complex, the software was required to operate efficiently at high speeds to eliminate computational bottlenecks known to be associated with other related software platforms (Feng et al., 2007) .
A particular organizational problem arises when spectrum-peptide and peptide-protein pair information is extracted from Mascot results files. These pairs contain information regarding one or more peptide sequences corresponding to every spectrum, all those peptides associated with any given protein, and all those proteins associated with any given peptide. When applying a probability model to assign probabilities to assemble proteins, PANORAMICS needs to find all of the proteins that contain a particular peptide and all of the peptide sequences that a particular protein contains. Due to the significant number of proteinpeptide pairs (tens of millions in general), PANORAMICS needs to access each of the pairs efficiently. The first step is to assign each peptide sequence in the dataset a positive integer as an ID number. Each protein sequence can also be assigned a protein ID number. Thus, a protein-peptide pair is actually an integer pair consisting of protein and peptide ID numbers. The searching key of the pair is the integer pair itself. To introduce ordering into the set of these two-dimensional protein-peptide pairs, we define a protein-peptide pair .i 1 ; j 1 / as smaller than (<) another protein-peptide pair .i 2 ; j 2 / if and only if i 1 < i 2 or (i 1 D i 2 and j 1 < j 2 ). The two pairs are equal if and only if i 1 D i 2 and j 1 D j 2 .
There are several features of these pairs that need to be considered. First, there can be a large number of such pairs. It is fairly common that a Mascot data file contains several million peptide sequences and proteins. Second, the protein-peptide pairs are highly repetitive due to the characteristics of the tandem mass spectrometry technology where a significant number of spectra are redundant. Last, the pairs that need to be stored are semi-ordered with respect to the ordering defined above in that a new peptide sequence that the program has not yet analyzed is likely to be associated to a new protein sequence. A protein-peptide pair should be stored for data analysis if it is new and should be discarded if it is not. To achieve computational efficiency, a proper reorganization of the data in the main memory is required, and data structures are the key to the data organization. The primary aim of a data structure design is to accommodate the specific features of the datasets in an application and provide efficient operations for processing the datasets. Since it is impossible to know beforehand the exact number of the unique protein-peptide pairs, the set of the pairs should be treated as a dynamic set, which is defined to be a set whose size can increase or decrease at runtime. A data structure to store a dynamic set usually needs to support three operations: insertion, searching, and deletion. Insertion is used to add a new data record to the set, and deletion works oppositely. Searching finds a record with a given key. For a generic dynamic set with n data items, the binary search tree (Cormen et al., 1989) , a well-known and popularly used data structure, usually can achieve O.log n/-time performance for searching, insertion, updating, and deletion if the constructed binary tree is balanced. The AVL tree (Adelson-Velskii and Landis, 1962 ) is a self-balancing binary tree that automatically makes rotations of a part of the tree when necessary during insertion and deletion operations. Similarly, the red-black tree (Bayer, 1972) can maintain an almost balanced status for the binary tree. These data structures are efficient when data are randomized. However, efficiency will be lost when data are in order or almost in order (we call that "semi-ordered"); i.e., searching efficiency for the binary tree would be lost due to the lack of balance of the binary tree, and insertion and deletion efficiency for the AVL and red-black tree would be lost due to the rotation costs.
A specially designed data structure, the CDA, was designed for processing large datasets exhibiting semi-ordered properties. The CDA takes into account the outstanding features of the application, including that no deletion operation of a data entry is needed in the algorithm. The CDA has all the advantages of a dynamic array with flexibility and high efficiency for construction, enlargement, and random searching, and thus is well-suited for the application.
We have tested the algorithm based on this data structure using datasets in various sizes (Fig. 4) . The time cost is measured as the time in seconds that PANORAMICS spends on reorganizing the protein-peptide information when processing the peptide section of Mascot result files. The data structure is efficient for processing the different sized datasets, and the time cost increases approximately linearly with increasing size of the input result files.
For comparison, we implemented binary search tree and red-black tree data structures in PANORAMICS, and analyzed the same datasets on the same machine. The differences in time cost when using these other data structures are drastic even for small datasets, but are much more so for larger ones (Table 1) . For example, it cost 2.12 seconds for PANORAMICS to save and reorganize the data in a 120-MB result file when using CDAs, while it cost 805.84 and 1636.64 seconds for PANORAMICS when using the red-black and generic binary search trees, respectively. A 420-MB result file costs PANORAMICS 8.46 seconds when using CDA, and 11,796 and 34,267 seconds when using red-black tree and simple binary trees, respectively. Hence, PANORAMICS is approximately 300 times faster when using CDAs.
We have shown previously that PANORAMICS is more than 700 times faster than other available protein assembly software applications using alternative data structures (Feng et al., 2007) . Although PANORAMICS has several features that make it computationally efficient, most of its speed can be attributed to the implementation of the CDA. Since other database search software programs generate results
FIG. 4.
The time cost as a function of the data size. Data size: the size in bytes of the Mascot result files. Time cost: the time in seconds PANORAMICS spends on reorganizing the protein-peptide information of peptide section of the result files using the combined dynamic array (CDA) data structure. This includes both insertion and searching operations. Only those peptide/spectrum matches with Mascot ions score of 10 were processed. Some of the datasets might contain larger portions of useful data than others. Time costs were measured by the "time" command in Linux (sys Cuser). We ran PANORAMICS eleven times in a row on each dataset. The time cost result is calculated by averaging the last ten runs.
in formats similar to Mascot, CDAs should be able to accelerate the processing time of related protein assembly programs if implemented. This data structure can also be used (with or without modification) in other applications where the datasets have similar features. However, if entries in a dataset have random organizational properties, then binary-search-tree-like data structures will perform better.
The source code in standard C programming language of the PANORAMICS project including all CDA functions is provided as Supplementary Data to enable software programmers wishing to utilize CDAs in their algorithms. The code was compiled to run in a Redhat Enterprise Linux AS 3.0 platform and a Windows XP professional platform. 
