Abstract-This paper presents a constrained genetic approach for reconstructing the material properties of elastic objects. The considered reconstruction problem is ill-posed and must be constrained properly so that a unique and stable numerical solution can be obtained. Qualitative prior information is incorporated using a rank-based scheme to constrain the admissible solutions. Experiments show that the proposed approach is robust when presented with noisy data and can reconstruct the elastic property accurately and reliably. In a comparison study with the deterministic Gauss-Newton methods, the constrained genetic approach also shows very consistent performance.
I. INTRODUCTION

A. Background and Proposed Approach
R
ECONSTRUCTING elastic properties noninvasively is of interest to researchers in many fields. For example, identifying elasticity abnormalities in soft tissue has high potential in early cancer detection [16] , [50] , [29] , [54] , [13] . Knowing elastic properties of deformable objects is also critical for physics-based studies such as motion tracking, realistic animation, visualization, and surgical planning [35] , [63] , [38] , [53] , [14] because the quality of elastic properties could have strong impact on the performance of physical models. Recovering elastic properties has also found applications in structural damage identification, geophysical exploration, wafer engineering, robotics design, and composite material characterization [7] , [3] , [17] , [32] , [21] .
The commonly used methods for elastic property reconstruction consist of three steps: 1) capture the object's deformation with various imaging modalities that use seismic wave, ultrasound, magnetic resonance, or optical cameras; 2) measure the deformation on images using the correspondence algorithms such as statistical matching or optical flow; 3) reconstruct the elastic properties from the measured deformation data. In this paper, we concentrate on the third step, assuming that the deformation data has been obtained from images.
Inferring elastic properties from the observed deformation is an ill-posed inverse problem. The standard least squares approach cannot guarantee a stable solution because of the discontinuous dependence of the solution on the data. A regularization scheme such as the Tikhonov functional is therefore needed to pose a smoothness constraint. The Tikhonov functional of a nonlinear ill-posed inverse problem is very difficult to solve because its convexity can only be guaranteed very locally. In the deterministic domain, the use of gradient-based methods is common [10] . The drawback of the gradient-based methods is that they are very sensitive to the starting point and thus often stuck in local extrema. This is very true in elasticity reconstruction where the nonlinearity of inverse formulation leads to an extremely complex solution space that is characterized by numerous local plateaus.
Recently, solving inverse problems with stochastic algorithms (such as with genetic algorithms) has received much attention. The stochastic nature of genetic algorithms offers us a better chance to find the optimal solution by escaping local minima. Wong and Guan [68] used evolutionary programming to solve an adaptively regularized image restoration problem. Olmi et al. [49] reported that a genetic algorithm outperformed the Newton-Raphson method in electrical impedance tomography. Chiwiacowsky et al. [7] proposed a hybrid method that utilizes the strengths of both the Newton's method and the genetic algorithm.
Another important issue in solving an ill-posed elasticity problem is how to incorporate qualitative prior information. In addition to the quadratic function itself that poses a smoothness constraint, quite often, a special prior term is used to pull the solution in the specified direction. Unfortunately, such prior knowledge is often expressed in a qualitative form, for which most constraint handling techniques in genetic algorithms are not appropriate [5] , [41] . A mechanism is therefore needed to incorporate the qualitative information into the solution strategy.
We propose using a constrained genetic algorithm (CGA) to solve the ill-posed inverse problem of reconstructing the Young's modulus of elastic objects as a distributed parameter. The proposed approach has the following features.
1) The CGA is much less sensitive to the initialization, and the strict requirement of a good starting point can be relaxed in practice. Our experiments with both the Gauss-Newton method and the CGA show that the latter is more consistent in terms of the convergence performance.
2) Prior knowledge is incorporated through a rank table, which enables us to handle the qualitative information that cannot be readily expressed as a continuous function and its derivatives.
B. Related Work
In Table I , we summarize the related work on elastic property reconstruction. The list is by no means exhaustive. We only include the papers that are most relevant to our interest, i.e., those that deal with the computational aspect of solving an inverse elastic problem with either a deterministic or a stochastic algorithm. For studies on the direct measurement and the development of special imaging modalities such as magnetic resonance elastography, ultrasonic elastography, and optical coherence tomography, we refer to [19] , [9] , [13] , [51] , and [34] .
It is apparent that most of the studies chose deterministic algorithms that use either direct or iterative inversions. Kallel and Bertrand [33] used the Newton-Raphson method combined with a finite-element model to estimate the Young's modulus of synthetic tissues. Doyley et al. [8] studied a modified iterative Newton-Raphson method. Van Houten et al. [65] proposed a multiresolution method (subzone) to improve both the efficiency and robustness. Other deterministic algorithms such as the level set method [2] , the adjoint state method [46] , the steepest descent search [64] , and the iterative regularization [11] have also been reported. In those studies, discussions were focused on the uniqueness, accuracy, and stability of inverse solutions, while the initialization issue was rarely addressed. This could potentially be problematic because a good initial guess is very difficult to obtain in practice, especially for large-scale finite-element models.
On the other hand, in studies that used genetic algorithms [6] , [7] , [20] , [31] , [32] , little detail was given about the algorithms' performance in terms of their computational efficiency. Due to the lack of quantitative comparison data for the two approaches (deterministic versus stochastic), it is often a difficult task to design an optimal solution strategy that is both robust and efficient. To this end, we will conduct several comparative experiments to examine both the robustness and the convergence rate of the genetic algorithm and the Newton-Raphson method.
Both linear and nonlinear constitutive models have been studied. The linear model is computationally attractive and usually a good approximation for many objects. We will use a linear model to demonstrate the proposed CGA. For objects that exhibit strong nonlinearity in deformation, a nonlinear model can be adopted with minor changes in the CGA.
Table I also shows that the use of a numerical model is common, even though effort has been made to experiment with actual materials. With a synthetic model, it is easy to control the complexity of inverse problems by changing the model's configuration, so that the efficacy of the recovery algorithms can be thoroughly investigated. We will also use numerical models.
II. PROBLEM FORMULATION
Our approach to reconstruct the Young's modulus of elastic objects is based on the output least squares formula [10] . We give a brief review of the forward problem using both the partial differential equations and the discretized finite-element model. We then use the forward model to formulate the inverse problem as a regularized functional.
A. Forward Problem of Linear Elasticity
By the principle of conservation of momentum [18] , the deformation of a solid body caused by external forces can be stated as a boundary value problem represented by the following partial differential equation: (1) where is the stress tensor, is the displacement vector, is the mass density, is the body force, and are the prescribed displacement and force (Dirichlet and Neumann conditions) on the boundary that define the modeling domain , and is the outward unit normal on the boundary.
For a linear elastic object, the stress tensor is related to the strain tensor and material properties through the constitutive equation
where is the strain tensor and is the elastic coefficient tensor and is assumed to be constant for small deformations. For isotropic materials with Young's modulus and Poisson's ratio , the constitutive equation is further simplified to (4) For an object of small deformation, its strain tensor can be approximated from the displacement vector by (5) TABLE I  INVERSION ALGORITHMS FOR ELASTIC PROPERTY RECONSTRUCTION. PAPERS THAT USED THE HYBRID APPROACH  COMBINING THE DETERMINISTIC AND GENETIC ALGORITHMS ARE CLASSIFIED AS GENETIC. PAPERS THAT  CONSIDERED GEOMETRICAL OR MATERIAL LINEARITIES TO SIMPLIFY THE FORWARD MODEL ARE  CLASSIFIED AS LINEAR. NO MORE THAN TWO PAPERS WERE SELECTED FROM THE SAME  RESEARCH GROUP (AUTHORS) UNLESS THE ALGORITHMS USED WERE SIGNIFICANTLY DIFFERENT Substituting (4) and (5) into (1), the final governing equation of elastic deformation used in the Young's modulus reconstruction becomes (6) where and are the Lamé material property constants, which can be computed from Young's modulus and Poisson's ratio by
To numerically solve (6), the finite-element method is used to discretize the partial differential equation into a linear matrix equation [71] . The finite-element formulation of partial differential equations can be derived using a variational method. Assuming an elastic body in static equilibrium without inertia and dynamic vibrations, the principle of virtual work states that the external work equals the internal work (9) where is the body force within an element, is the surface traction, and is the point load. denotes the virtual displacement, denotes the virtual strain, is the number of elements, and is the number of point loads.
To satisfy the requirement of strain compatibility, an interpolation function (shape function) is chosen that is continuous within the element (10) where is the displacement within each element.
The strain-displacement and stress-strain relationships in the discrete matrix forms are (11) (12) where is obtained by differentiating and combining the rows of .
By combining (9)- (12) and canceling the transpose of nodal displacement , we obtain the formulation for assembling system matrices of a finite-element model (13) or in a more concise form (14) where is the stiffness matrix and is the generalized force
Since material properties such as Young's modulus and Poisson's ratio are embedded in the stiffness matrix through the material matrix , we rewrite the linear (14) with respect to explicitly
Because we are interested in reconstructing Young's modulus only, by assuming that Poisson's ratio can be approximated as a constant (0.45) for compressible materials, the final discrete forward equation to be used for the Young's modulus reconstruction is (16) 
B. Inverse Problem of Reconstructing the Young's Modulus
To cast Young's modulus reconstruction as an optimization problem, we utilize the forward equation directly in an ouput least squares formulation. We rewrite the forward (16) to derive a nonlinear inverse operator equation (17) where denotes the measurement data that includes both the displacement and the boundary force and is an operator that represents the forward model and links the measurement data ( ) with the parameter to be recovered ( ). We assume that all components of the displacement vector are known throughout the modeling domain (all nodal points of finite-element mesh). We also assume that the boundary forces (Neumann condition) are known to ensure the uniqueness of the inverse solution. As a result, the data vector can be expressed as , where denote the known boundary force and the displacement vector, is the number of nodes upon which boundary forces are exerted, and is the total number of nodes. Note that although the forward model (16) is a linear equation, its corresponding inverse operator (17) is highly nonlinear and the data vector is often corrupted by noise, which makes the inverse problem very difficult to solve.
Reconstructing the Young's modulus by solving (17) is an ill-posed inverse problem. Because of the discontinuous dependence of solution on noisy data , prior knowledge is needed to constrain the solution (18) where measures the compatibility of the outputs from the forward model to the noisy data , measures the distance between the computed solution and the expected solution defining a priori knowledge on , and is a weighting coefficient that balances the influences of measurement data and prior knowledge on the final solution.
Using the Euclidean norm, we reformulate (18) as
It is clear that is the Tikhonov functional in its variational form with as the regularization parameter.
is the smoothness matrix that represents the discretized gradient, Laplacian, or higher order derivatives.
The Tikhonov functional can be minimized with either the deterministic gradient-based local methods such as the Newton-Raphson method and its variants, or the stochastic global methods such as the simulated annealing and genetic algorithms. The main difficulty of minimizing the Tikhonov functional of a nonlinear operator equation lies in the fact that the solution space does not posses the property of global convexity. As a result, without a good initialization, the gradient-based methods will likely diverge or converge prematurely on a local minimum.
For comparison with the genetic algorithms, we briefly describe the Gauss-Newton method (GNM) for solving the Tikhonov functional. We assume that the nonlinear operator is continuously Fréchet differentiable in the Hilbert space. We then linearize the Tikhonov functional locally around a point in the solution space More detailed information on solving the nonlinear ill-posed problems and the related numerical implementation issues in the finite dimensional space can be found in [45] and [10] .
III. CONSTRAINED GENETIC ALGORITHM
To solve the inverse problem of reconstructing the Young's modulus with a constrained genetic algorithm, we address the following issues: 1) encoding a two-/three-dimensional (2-D/3-D) spatial variable such as in a one-dimensional (1-D) genetic computational unit; 2) expressing and incorporating qualitative prior knowledge in the genetic algorithm as a rank-based constraint; 3) balancing contributions from the measurement data which have uncertainties and the prior knowledge through stochastic ranking.
A. Genetic Encoding
Given the finite-element model of a deformed object, its Young's modulus can be interpreted as a chromosome in a CGA. The Young's modulus value of each element is encoded as a gene in the chromosome through a one-to-one mapping function ( Fig. 1) . As a result, if the finite-element model has elements, the corresponding chromosome would have genes. Each chromosome in the population pool represents a possible Young' modulus distribution. If dynamic meshing (multigrid) is used in the finite-element model, more sophisticated encoding schemes have to be considered that allow the size and shape of chromosomes to change adaptively during the evolution [23] , [24] , [61] .
This one-to-one mapping function is straightforward to implement and works well for a 1-D finite-element model. However, information about the spatial connections among the neighboring elements in a 2-D/3-D finite-element mesh is completely lost in this encoding scheme. Computations that rely on spatial information cannot be performed properly. For example, in many studies, our interest is to identify only a few isolated areas of abnormal Young's modulus values from the background of relatively uniform Young's modulus distribution, and the information about genes' spatial distribution is needed in a CGA to accomplish the task efficiently. More importantly, the smoothing effect represented by the derivative operators in the deterministic regularization cannot be realized in a rank-based CGA without such spatial information. To overcome those shortcomings of one-to-one mapping, a mechanism is designed to remember the original spatial connections among neighboring elements. An auxiliary link table is created for all chromosomes. Table II shows an example that uses a four-neighbor connection for the 2-D quadrilateral mesh in Fig. 1 . Similarly, a three-neighbor connection can be considered for a triangle mesh. This link table will be used in the constrained mutation operation. Because the Young's modulus has continuous values that can vary in the range of several orders of magnitude, a real-valued (double) encoding approach is used [15] .
B. Rank-Based Constraint
In the stochastic framework of genetic computation, the illposedness of a nonlinear inverse problem implies many local plateaus in the landscape of the admissible solution space. By having a diverse population pool, genetic algorithms can explore a much wider solution space than the gradient methods and thus have a better chance to find the optimal solution by escaping the local minima. The ill-posed nature of the inverse problem also shows up as highly unstable solutions that are physically meaningless. To overcome those numerical difficulties associated with the ill-posedness, various constraints that represent prior knowledge must be imposed. In a CGA, constraints can take the form of penalty functions [5] , which are equivalent to the regularization stabilizers or the preconditioners in the deterministic methods [10] . It should be pointed out that other competitive approaches of solving constrained optimization problems have been proposed, where the constraints and the objective function are handled separately through a multimembered mechanism [66] , [37] .
We formulate the objective function to be minimized by a CGA as a combination of the fitness function and the penalty function (26) where denotes the output of forward model, is the data vector, is the number of nodes on which the measurement is made, is the penalty function, and is a weight coefficient.
In studies of spline and surface fitting, a smoothness constraint imposed on the spline and the surface is often formulated as a quadratic integral functional such as the Sobolev norm. Similarly, Young's modulus as a distributed parameter can be regarded as a spatial function that possesses certain degrees of continuity and the smoothness constraints can be realized as (27) where could be any derivative operator such as the gradient or the Laplacian.
Knowledge about the relative Young's modulus distribution can be obtained from either an expert's visual assessment or from low-level image cues such as intensity, color, and texture. This type of prior knowledge is often expressed qualitatively and is not suited for penalty functions that are composed of continuous differential operators. To utilize the qualitative prior knowledge in a genetic algorithm, we propose an alternative rank-based method to compute the penalty function. In each possible solution (chromosome), elements (genes) will be ranked based on their relative Young's modulus values and their positions will be recorded in a sorted rank table. Similarly, we transform the qualitative prior knowledge into another rank table. For each element of the model, we compute the difference of its ranked positions in the two rank tables. We then sum up the rank discrepancy of all elements to represent the distance between the solution and the prior knowledge (28) where is the rank position of element in the rank table for the solution, is the rank position of element in the rank table based on prior knowledge, and is the number of elements. Fig. 2 illustrates the ranking scheme with a simple 2-D model of four elements. As the qualitative prior knowledge, the Young's modulus value of each element is labeled as "high," "mid," and "low." This qualitative information is then transformed into a rank table where elements are sorted in descending order from "high" to "low." If elements ( ) have the same label, they all can have potential rank positions, which will be determined by their counterparts in the solution rank table. For instance, both element (1) and element (4) are labeled as "low," therefore their rank position can be either three or four. In Solution 1, the ranks of elements (2) and (3) in the solution table match exactly with their ranks in the table of prior knowledge. However, for element (1), its rank in the solution table is three, while its rank in prior knowledge table is three or four. In the case of multiple ranks, we select the value that is closest to its counterpart in the solution table, which is three for element (1) . Similarly, for element (4), we select four from its multiple prior rank of three or four. The final penalty value for Solution 1 is zero ( ). In contrast, Solution 2 has a distribution that is quite different from the specified prior knowledge and thus a shuffled rank table, which leads to a higher penalty value of six.
One potential problem with this rank-based penalty function is that two solutions of the same rank table are penalized equally, even if their absolute Young's modulus values are quite different. As demonstrated in Fig. 2 , Solution 3 has a Young's modulus distribution that is ten times higher than that of Solution 2. But their solution rank tables are exactly the same and therefore receive the same amount of penalty of six. This problem is related to the nonuniqueness of the inverse solution and can be resolved by incorporating both displacement and force in the data vector . In other words, Solutions 2 and 3 will have different fitness functions because of their different and values. This ambiguity can also be partially resolved by introducing another penalty function that specifies a range (both the upper bound and the lower bound) within which the Young's modulus of an element is allowed to vary. This rank-based approach has the advantage that it is intrinsically piecewise and helps preserve the parameter discontinuity (although a strong smoothness constraint can still be imposed in the areas of little Young's modulus variation). This approach is particularly suitable for studies that aim at identifying and quantifying property abnormalities. In our previous studies on burn scar assessment [64] , [69] , qualitative prior knowledge was collected from physicians who isolate and rate the scars based on a relative rating scale. Automatic methods for extracting the information directly from image intensity, texture, and color can also be considered.
C. Balancing the Fitness and Penalty Scores by Stochastic Ranking
In the constrained objective function (26) , the fitness and penalty terms are computed on different quantities. The fitness is measured as difference of displacement (meter), while the penalty is based on the difference of rank orders (unitless). An optimal weight coefficient is needed to balance their contributions. If is too small, the data noise will not be penalized enough and the resulting solution becomes unstable. If is too large, solution will be forced into a smoothed prior space and most of the data signals, i.e., the information used to infer the Young's modulus, will be lost due to overpenalization. In the deterministic domain, several choices are available for determining the optimal regularization parameter. If the noise level of observation data is known, methods based on the discrepancy principle [42] such as the Miller method [40] can be considered. In case that information about the data noise is not available, heuristic methods such as generalized cross-validation [67] or the L-curve [25] method are commonly used. However, those methods are deterministic and not suited for handling rank-based qualitative data.
In a recent study on the constrained evolutionary optimization, Runarsson and Yao [58] presented a stochastic method to strike a balance between the fitness and penalty functions, without the need of computing the weight coefficient explicitly. Determination of an optimal is related to the dynamic and adaptive ranking of individual chromosome in a population. Ranking is based on the relative dominance of either the fitness function or the penalty function between two adjacent individuals. The balance of dominance is achieved by introducing a bubble-sort-like dynamic ranking procedure for an individual to win a comparison. We found this stochastic method is well suited for handling qualitative prior knowledge in elasticity reconstruction. We refer readers to [58] for detailed discussions on the method and related implementation issues.
D. Genetic Operators
To minimize the objective function (26), we need to specify several important genetic operators. It should be emphasized that, in the next section that investigates the performance of different algorithms [genetic algorithm (GA), CGA, and GNM], we used the same parameter settings for the GA and the CGA (mutation, crossover, selection and replacement, elitism, as well as the encoding scheme). The main difference is that the GA does not have a constraint handling mechanism, and hence does not incorporate the qualitative prior information in its search. 
1) Mutation:
We used a standard Gaussian mutation operator (29) where is the value of gene before the mutation, is the value of gene after the mutation, is a random Gaussian number (mean , standard deviation ), and is the mutation step size. is initialized to be 0.2 in the experiments. The dynamic control of mutation step size is determined by a predefined decay rate as (30) where is the generation counter. is usually set in the range of 0.99-1.0. A smaller value of may help speed up the convergence rate but has the risk of premature convergence. In our experiments, we used a value of 0.997. Other than Gaussian mutation, we also considered other types of real-coded mutation operators such as uniform mutation and step mutation. Those mutation approaches did not show any advantage over Gaussian mutation in terms of both solution accuracy and computational efficiency.
We experimented with the method of dynamically setting the mutation probability ( ) based on population statistics and did not find significant improvement in terms of the solution accuracy. Therefore, we set to a fixed value of 0.2 in all the following experiments. One of the purposes of having a relatively high mutation rate is to maintain the population diversity and prevent premature convergence. To utilize the spatial connectivity among finite elements as recorded in the link table (Table II) , each gene will be compared with its neighboring genes after the mutation. If the gene has a Young's modulus value that is much higher/lower than the maximum/minimum of its neighboring genes, the gene will be assigned a mean value of its neighbors. This process has the effect of partially restoring the smoothness property of the quantitative regularization functional that is missed in the rank-based penalty function (28) .
2) Crossover: We also found that the one-point crossover operator and the multiple-point crossover operator performed equally well, at least for this particular inverse problem setting. So we used the one-point crossover operator in all of the following experiments. The crossover probability ( ) is fixed to 0.7. The one-point crossover function is implemented in a traditional fashion: children are generated by joining two parents at a randomly selected crossover position and then swapping each side.
3) Parent Selection and Replacement:
The parent selection operator is implemented as tournament selection ( ). We also experimented with a wide range of replacement ratios (0.05-1.0), i.e., the percentage of parent population to be replaced by new chromosomes. Given a population of size and a replacement ratio of , the number of parents to be replaced is:
. Smaller replacement ratios ( ) did not yield satisfying results because of the lack of contributions from new chromosomes to the population diversity. However, no significant difference was observed with replacement ratios ranging from 0.5 to 1.0. On the other hand, the higher the replacement ratio, the longer the simulation time. Therefore, we chose a replacement ratio of 0.8 for the experiments.
In [58] , it was shown that the stochastic ranking probability ( ) in the range of (0.45-0.475) gave the best result for 13 benchmark functions. We tested two values (0.45 and 0.475) in our experiments and did not observe noticeable improvement or degradation in the algorithm's performance. So we used a value of 0.45 in all of the following comparison studies.
An elitism strategy is also enabled during the replacement operation, in which some elite members of the old generation are chosen to survive to the next generation without competition (potentially being replaced by a better offspring). Given the genetic parameters specified above, trial tests with different elite ratios (1%-15%) showed that 3% gave a slightly better result on average (although very marginal). So we chose an elite ratio of 3% in all the experiments.
The pseudocode for the constrained genetic algorithm is as follows:
1 /* parameter values and initialization*/ 2 S /* population size */ 3 r = 0:8 /* replacement ratio */ 4 N = rS /* replacement size */ 5 = 0:997 /* mutation decay rate */ 6 = 0:2 /* initial mutation step size */ 7 P c = 0:7 /* one-point crossover probability */ 8 P f = 0:45 /* stochastic ranking probability */ 9 for i = 1 to population S(0) 10 chromosome (i) = a value from a Gaussian distribution 
IV. EXPERIMENTAL RESULTS
A. Experiments With GA, CGA, and GNM
A synthetic numerical model is used to demonstrate the efficacy of the constrained genetic algorithm. The forward model is a 2-D thin shell (5 cm by 5 cm) and is discretized to 61 nodes and 100 triangle elements (Fig. 3) . A small square at the upper left corner of the model is the abnormal area and has a higher Young's modulus value of 250 kPa. The rest of background elements have a uniform Young's modulus of 50 kPa. The element type is three-node triangular shell without out-of-plane deformation ( component in direction). A linear scheme is used in the interpolation (shape) functions (31) (32) (33) (34) (35) where denotes the interpolation function, is the area of element, are used to index three nodal positions, and represent the location in a global 2-D coordinate [ Fig. 3(c) ].
Boundary conditions are specified as follows. Forces (concentrated loads) are applied to the nodes of top boundary (0.5 N on each node). Displacement constraints (Dirichlet type) are fixed to zero on the bottom boundary [ Fig. 3(a) ]. Those Three algorithms-a regular GA, CGA, and the deterministic GNMs-were tested with the noise-free data to study to what degree the Young's modulus in the abnormal area can be reproduced. The data vector includes both displacement and force to ensure the uniqueness of the inverse solution. As prior knowledge, four elements in the upper left square were identified as a potential abnormal area. These four elements were labeled as "high" and other elements in the background labeled as "low" [ Fig. 3(b) ].
We then added 3% white noise to the noise-free data. Again, the GA, CGA, and GNM were studied using the noisy data to assess the performance. For this small 2-D model, we found that a population size of 50 is large enough for the GA and CGA to converge to a good solution with less than 300 generations. To provide statistical information of their performance under realistic conditions (noisy data), 30 simulations were carried out for each algorithm with noisy data.
A Gaussian distribution with a mean of 50 kPa was used as the initial condition for all the experiments. The regularization parameter of GNM was set to 1.0 16, and the smoothness matrix was the zero-order finite difference matrix, i.e., the identity matrix. If necessary, a higher order matrix can be used. For example, for an evenly spaced solution vector of four elements, the first-order finite difference matrix is (36) Since the higher order matrices have a strong tendency to oversmooth the vector, we used the identity matrix in all the experiments.
One important issue in the design of a property recovery algorithm is the stopping criterion. For GA and CGA, we choose a rule that is based on the population similarity (37) where denotes the best solution of the current population in terms of the objective function value and represents the average solution of the same population. A simulation will be stopped if the difference between the two values is below the tolerance. This stopping criterion has the advantage that it allows more consistent measure of the algorithm's performance. Based on many trial tests, we choose a tolerance value of 0.001.
The stopping rule for GNM is defined by (38) where is the linearized Tikhonov functional with respect to the current solution and is the gradient operator of Tikhonov functional (39) A GNM simulation is stopped if the above criterion is met or a maximum Gauss-Newton iteration number is reached (100 for this experiment). The tolerance was set to 1.0 8 for GNM experiments. This tolerance value is relatively stringent. A good initial solution guess usually allows the algorithm to converge with less than 20 iteration steps, while a poor initial point results in the maximum iteration number to be reached (diverge).
A solution is considered diverged if one of the two conditions is true: 1) more than half of the elements in the abnormal area have a recovery error that is larger than 0.5 and 2) more than 5% of the background elements have a recovery error that is larger than 0.5. The recovery error is defined as , where and are the recovered and true property values, respectively.
Examples of recovered Young's modulus are shown in Fig. 4 . Given the noise-free data, all algorithms were able to find a near-optimal solution with the abnormal area well defined in terms of both the geometry and absolute values. The results from the CGA and GNM are almost identical. Given the noise corrupted data, both GNM and CGA still successfully identified the abnormal area, although the boundaries were blurred due to the smoothing effect. However, the GA failed to find an acceptable solution as evidenced by the multiple abnormal areas [ Fig. 4(f) ] that do not exist in the forward model. Fig. 4 . Reconstructed Young's modulus by GA, CGA, and GNM. The figures are plotted using grayscale, with black and white indicating high and low Young's modulus values, respectively. The figures were generated using the General Mesh Viewer visualization software [22] that may add certain degrees of smoothing effect on the Young's modulus distribution (the Young's modulus value inside an element is constant). (a) GNM with 0% data noise, (b) GNM with 3% data noise, (c) CGA with 0% data noise, (d) CGA with 3% data noise, (e) GA with 0% data noise, and (f) GA with 3% data noise.
The statistical data from experiments with noisy data are given in Table III . All of the CGA and GNM simulations produced good solutions (100% convergence ratio), while none of the GA simulations converged. This is also reflected in the number of evaluations of the objective function and the simulation time. CGA and GNM simulations show very stable and dense distributions (small standard deviations) and converged quickly. In contrast, the GA's performance is characterized by high standard deviations as well as the large number of evaluations and long simulation times that are almost an order of magnitude higher than that of CGA and GNM. where is the averaged value in the abnormal area and is the averaged value in the background. and are the number of elements in the abnormal area and the background, respectively. It is clear that the solutions of CGA and GNM are close to the true solution in both the abnormal area and background, and more importantly, they are stable and consistent. But there is a wide range of variations in GA solutions, caused by the diverged cases.
One concern in using the rank-based CGA for property reconstruction is the quality of prior knowledge. For example, if the prior knowledge does not correspond to the true Young's modulus distribution very well, how much will the final solution be affected? We conducted an experiment with slightly biased prior knowledge. The model configuration, initial condition, and noisy data were the same as those in the previous experiments. The biased prior and the reconstructed Young's modulus are shown in Fig. 5 . A rectangle of four elements was identified as the potential abnormal area and was labeled "high" incorrectly, but still close to the true abnormality square. It can be seen that the shape of the reconstructed abnormal area is influenced by the biased prior, although the CGA still managed to find the true abnormality square. The prior knowledge has a tendency to attract the inverse solution toward itself. In applications, we do not expect the prior knowledge to be severely biased, but its side-effect should be corrected as much as possible.
It is worth noting that there are two basic types of prior involved. One is the smoothness prior that is implicit in the quadratic penalty term and the other one is explicitly specified as the ranked prior table. The former is a global constraint, while the latter is local in nature. Therefore, the influence of a bad local prior cannot be remedied by adjusting the global regularization parameter or stochastic ranking in CGA. Study is needed to find more sophisticated and effective methods so that the biased prior knowledge can be handled properly.
B. Experiments With CGA and GNM
There have been concerns about the advantage and disadvantage of genetic algorithms over the traditional gradient decent methods, especially the computational efficiency for large-scale problems. To understand how various factors might affect the performance of a CGA in solving inverse problems, we carried out another set of experiments using both the CGA and GNM.
The forward model is similar to the one that we used in the previous experiments, except a much larger parameter space of 900 elements (Fig. 6) , and hence it is more difficult to find an optimal solution of the corresponding inverse problem. The model has a size of 10 by 10 (cm) and is meshed with quadrilateral elements. Twenty-four elements in the center of the model are the abnormal area with a Young's modulus value of 400 kPa, and the background elements have a lower Young's modulus value of 50 kPa. The element type used is four-nodes quadrilateral shell. Isoparametric mapping and the Lagrange formula are used in the interpolation (shape) functions where denotes the interpolation function, are used to index four nodal positions, denotes the local coordinates of the quadrilateral element, and represents the global coordinates [see Fig. 6(b) ].
The boundary conditions were specified as follows. The model was compressed by forces exerted on the top boundary (0.4 N on each node), while the bottom boundary was fixed (Dirichlet type with all displacement components set to zero).
First, we needed to determine an appropriate population size. We conducted a series of experiments with different population sizes (10, 20, 50 , 100, 500, 1000). The same stopping criterion (0.001) as specified in Section IV-A was used. We started each simulation with a good initial guess to ensure that the solutions obtained are equally mechanically meaningful (close to the true solution). For each chosen population size, we ran 30 simulations and the average results are listed in Table V and plotted in Fig. 7 .
The CGA with a larger population size can converge with many less generations than the CGA with a smaller population size but requires much more simulation time. In other words, for the CGA with a larger population size, each generation takes more time due to the computational cost associated with its large pool. Although the CGA with a smaller population size uses much less execution time, this benefit is often offset by the concern of premature convergence due to a less diversified pool that is common to smaller populations. Taking the above factors into account, we chose a population size of 100 which maintains enough population diversity yet still has a "reasonable" computational cost.
The behavior of a CGA that has chromosomes in its pool can be roughly viewed as being equivalent to local gradient methods that are run simultaneously. The difference is that the chromosomes in a CGA have certain degrees of information sharing among themselves through the crossover operation, while the gradient methods running in parallel are completely independent of each other. It would be interesting to compare the performance of a CGA of chromosomes with that of independent gradient methods.
The gradient methods are known to be sensitive to the initial conditions. We use a guess that obeys the normal distribution law . In other words, the initial Young's modulus values assigned to 900 elements should have a sample mean of and a standard deviation of . We experimented with six such initial conditions (unit kPa): , , , , , , in the order of gradually deviating from the true solution. All of the experiments were performed on a Sun Sparc Ultra 5 machine (eight CPUs with 248 MHz and 2560 Mb).
The experiments were designed as follows: for each of the six initial condition distributions, we ran 30 CGA simulations and 100 GNM simulations and present the results in Tables VI and VII. Each row in the tables presents the statistical performance of 30 CGA simulations or 100 GNM simulations, all with their initial guesses generated by the same normal distribution function. A CGA simulation was stopped if the convergence criterion as specified in (37) was below a threshold (0.001). A GNM simulation was stopped if the convergence criterion (38) was satisfied with a tolerance (1.0 8) or a maximum iteration number was reached (400 in this experiment). We then evaluate the two algorithms based on five performance indexes: the convergence ratio, the number of evaluations of the objective function, the simulation time, and the averaged property values in the abnormal area and the background.
The convergence ratio is defined as the number of converged simulations divided by the total number of simulations. In the case of GNM, the drop in convergence ratio is noticeable as the initial condition moved away from the true solution. For example, starting with relatively poor initial conditions ( and ), many GNM simulations failed to converge (or converged to a local minimum far away from the true solution). In contrast, the convergence ratio of the CGA is more stable. The performance deterioration of the CGA caused by a poor initialization is less drastic. The gain in the convergence ratio of a CGA comes with a price of longer simulation time. A single CGA simulation took much more time to converge than a single GNM simulation did. This can also be seen in the number of evaluations, which are more or less proportional to the simulation time. On the other hand, if we view the outcome of a single CGA of 100 chromosomes as being equal to that of 100 independent GNMs, then running 100 independent GNMs seems more expensive than running a single CGA. However, this comparison could be misleading. It should be stressed that the bottleneck of a GNM simulation is the computation of the Jacobian matrix. In our current implementation, a finite difference approximation method is used, which implies that for a problem of parameters, at least calls of the forward model were needed for each iteration step. This accounts for about 87% of the total GNM simulation time. If a more efficient method such as the adjoint state method is used [46] , the simulation time of a GNM can be significantly reduced, and the advantage of a single CGA against 100 independent GNMs will likely disappear. Furthermore, if we are dealing with a complex 3-D problem, a larger population size might be needed, which will also increase the computational cost of the CGA.
The averaged property values in the abnormal area ( ) and the background ( ) can provide valuable information about the quality of solutions (see Table VII ). In the background, both CGA and GNM produced good results (small standard deviation and roughly the same mean and median values across different initial conditions). In the abnormal area, GNM solutions show more uniform distributions than CGA solutions. For ex- ample, GNM solutions are centered around 200 kPa with small standard deviations, while CGA solutions vary over much large ranges (high standard deviations), even though the mean and median values of CGA are closer to the true solution (400 kPa). The is probably due to the fact that the smoothing effect of the quadratic constraint term in GNM is stronger than the piecewise and rank-based penalty function in CGA. It can also be seen that, given a good starting point , solution statistics from the two algorithms become very similar.
From the above experimental results and analysis, several observations can be made.
1) The CGA is more robust in the sense that it is less sensitive to the initial conditions. 2) A single GNM is more efficient than a single CGA in terms of the convergence time. If a good initialization is available, the GNM is a more attractive choice. 3) A better solution strategy is to combine the GNM and the CGA in a way that both their strengths can be fully utilized. For instance, the CGA can be used to find a relatively good initial approximation, upon which the GNM can be launched to speed up the search. 4) The performance of an inverse algorithm can be affected by many factors, such as execution environment, gradient approximation method, implementation strategy, and the tolerance used to stop the simulation. Therefore, sound judgment based on a thorough understanding of the specific physical model is always needed.
To illustrate the convergence behaviors of the CGA and the GNM, we plot the minimization steps of four example runs in Fig. 8 . Since it is difficult to visualize the solution landscape in high dimensions, we simplify the space in the following way: For each solution vector, we use the two averaged values ( and ) as new parameters to plot the solution and the corresponding objective function in a 2-D contour map. Each point in the 2-D map represents a possible solution. The true solution shown as a black circle is located at the global minimum of the solution space (objective function ). As shown in Fig. 8(a) and (c), if one started with a point close to the true solution, the GNM took only a few steps to reach the true solution, while the CGA could take a couple of hundred generations. Given a poor initial guess, Fig. 8(d) depicts the convergence path of a successful CGA simulation, while Fig. 8(b) shows a GNM simulation that failed to converge to the true solution (stuck in a local minimum).
It should be emphasized that Fig. 8 is only used for illustration. The actual solution space of 900 parameters is far more complex than the 2-D contour map. The are numerous local extrema that cannot be seen in this extremely simplified two parameter space.
We also plot the results of 100 GNM simulations in Fig. 9 . The 100 examples are randomly picked from the total of 600 simulations (we had 100 simulations for each of the six initial conditions). The plot helps us visualize the influence of initialization on the behavior of local gradient methods. It is apparent Fig. 9 . The results of GNM simulations with various initial conditions. The circles and filled triangles represent the cases that converged and diverged, respectively.
that as the initial condition deviated away from the true solution, more and more GNM simulations failed to converge (trapped in local minimum).
V. SUMMARY
We present a constrained genetic approach for reconstructing the Young's modulus of elastic objects under deformation. This approach utilizes a rank-based mechanism to incorporate qualitative prior knowledge to constrain the admissible solutions. Experiments with noisy data show that the Young's modulus can be successfully reconstructed with significant improvement in both solution accuracy and stability. Based on the experiments with the GA, CGA, and GNM, several observations can be made about the following aspects of the recovery algorithms: 1) the robustness in the presence of data noise; 2) the computational efficiency; and 3) the sensitivity to initialization.
In all of the experiments, both the CGA and the GNM showed their robustness against data noise by converging to a stable and near-optimal solution, attributed to the constraint imposed through the penalty function. Being able to handle noisy data is critical to any reconstruction algorithm because ideal noise-free data is rarely available in practice.
Because of its stochastic nature, the CGA is more demanding than the gradient-based methods in terms of computational resources. For a 2-D nonlinear inverse problem of modest size, a population of more than 50 chromosomes and several hundreds of generations are necessary. For a more complex 3-D reconstruction problem, the demand for CPU power could be much higher.
Although the CGA is a computationally intensive method, it has a very desirable feature of being less sensitive to the initial conditions. By maintaining a diversified population pool, CGA can explore the solution space on a global scale without being caught in local extrema, which has been the main obstacle to the gradient-based methods. A recent study by Salomon [59] showed that a hybrid approach can yield better results than either a regular GA or a steepest descent method alone for certain test functions. The combination of genetic and Powell algorithms and its application in electrical impedance tomography was also reported [26] . A hybrid approach is certainly attractive for the Young's modulus reconstruction because the CGA can provide a good initial approximation by exploring a wide solution landscape, upon which a more efficient local gradient method can then be applied to expedite the convergence process. The study by Chiwiacowsky et al. [7] suggests that the hybrid method is very promising for solving the large-scale ill-posed elasticity reconstruction problem. But designing an appropriate framework to combine the two approaches and finding the optimal point at which the CGA is switched to the gradient method is still a challenging issue and future work is warranted. Another interesting approach is to embed the gradient method inside the evolutionary algorithm as a special operator. This method has the advantage that the switching between two algorithms and the associated overhead can be avoided [52] . Finally, it should be stressed that conclusions drawn from this study only apply to the particular setting of the inverse elastic problem with linear assumptions and should not be generalized to other domains without extensive tests using either real models or the well known benchmark functions.
