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This paper presents an algebraic theory for the factorization of an invertible 
element x = r+s- in a ring R, where the factors r+, s- are required to be 
invertible elements of two complementary subrings R+, R-. Formulas for these 
factors are obtained via two associated Hilbert problems and an imbedding 
map 7 of R into a suitably constructed ring S. It is shown, loosely speaking, 
that x is factorizable in R if and only if the imbedded element T(X) is invertible 
in S. The theory is illustrated by examples which include the triangular 
factorization of finite and infinite matrices, Volterra factorization of Fredholm 
operators and Wiener-Hopf factorization of functions and sequences. 
1. INTRODUCTION 
In an important series of papers [l-3], Gohberg and Krein 
developed basic theory for factorization of operators in a number of 
diverse settings. Reference [l] considers the factorization problem 
connected with Hilbert space operators which differ from the identity 
by a compact operator. The methods used are based on the abstract 
triangular representations of such operators. In Refs. [2] and [3], the 
celebrated factorization problem associated with the Wiener-Hopf 
integral equation is treated. For this problem, the Gelfand theory of 
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commutative Banach algebras is utilized. Although these techniques 
are basically analytical, there is throughout an underlying algebraic 
structure. 
In the present paper, we attempt to extract this purely algebraic 
nature and develop it in its own right. The consequence of this 
approach is a uniform (and simpler) setting for factorization problems, 
which include, among others, the above-mentioned examples. 
The mechanism which takes the place of the “analysis” is contained 
in the concept of “imbedding.” (A connection between imbedding and 
factorization was observed earlier in Ref. [4]). This imbedding concept 
allows us to replace the given factorization problem by one which has, 
in a sense to be made precise later, a richer structure. A simple 
example will give the essence of this idea. 
In linear, the Gaussian elimination procedure for inverting a 
nonsingular matrix A effectively produces a factorization of the matrix 
into a product of lower-triangular and upper-triangular nonsingular 
matrices [5]. Such a factorization is known to be possible if and only if 
all the principal submatrices of A are invertible. 
This last condition is equivalent to requiring the invertibility 
of “A” in an associated ring. More precisely, if R, denotes the ring 
of n x n matrices and A E R, , then an invertible A = (aii) admits 
the factorization described if and only if the imbedded element 
is invertible in the ring R, x R, x a.* x RR, endowed with the natural 
product structure. 
There are many other examples with similar factorization structure 
(e.g., those of Gohberg-Krein). 
In this paper, we develop an abstract theory in which necessary and 
sufficient conditions for factorization of an element x in a given ring R 
relate to the invertibility of an imbedded element T(X) in an associated 
ring S. For an initial understanding of this theory, it will be helpful 
to the reader to keep in mind this matrix example. 
A summary of the paper follows: In Section 2, the abstract factoriza- 
tion structure is defined, the corresponding factorization problem 
posed, and certain elementary properties are derived. In Section 3, we 
introduce and study an equivalent “Hilbert” problem. Section 4 is 
concerned with a special factorization structure (called canonical) 
in which the Hilbert problem has a ready solution. In Section 5 we 
consider the “imbedding” of a factorization structure into a canonical 
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one. We prove the existence of a universal canonical imbedding in 
Section 6, via the machinery of tensor products. Certain “one-sided” 
structures are considered in Section 7. In Section 8, we apply our 
theory to the following examples: triangular factorization of finite and 
infinite matrices, Volterra factorization of compact integral operators 
and noncompact operators of “convolution-type,” Wiener-Hopf 
factorization of Toeplitz matrices, and a nonstandard factorization of 
lower triangular matrices. A few extensions of our theory are discussed 
in the final Section 9. 
One last remark: The problem of factorization has had a long 
history, and extensive literature exists on this subject. Our results 
where, in many ways, motivated by the early works of Gohberg and 
Krein (already cited) and do not make too much contact with the more 
recent treatments on this subject. However we mention here, a few 
references for the interested reader. First of all, there is the recent 
book of Gohberg and Krein [16] which contains an excellent survey 
of their results already cited, along with some new extensions. For 
an account of the problems connected with Toeplitz matrices, the very 
enjoyable expository article by Widom [17] should be consulted. 
Of a more technical nature, we found quite interesting the recent 
papers of Devinatz and Shinbrot [18] and Budyanu and Gohberg [19]. 
These latter references give considerable unity to the functional 
analysis aspects of factorization and appear to contain many promising 
ideas. 
2. FACTORIZATION STRUCTURE 
In this section we define an algebraic structure which provides 
the setting for our factorization problem. The examples cited in 
Section 1 are contained within this framework. 
Let R be a ring with unit e. By a projection on R, we will mean 
a map p : R -+ R which is additive (p(x + y) = p(x) + p(y)) and 
idempotent (p” = p). 
Suppose p+ and p- are two projections on R which commute 
(p+p- = p-p+). Define the projection p” = p+p- = p-p+ and the 
additive groups 
Rf =p+(R), R- =p-(R), R" =pO(R). 
(Note Rf n R- = R"). We will say that the pair (R+, R-) is a 
factorization structure in R if 
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(A,) R+, R- are subrings of R, e E R+ n R-. 
(A,) ~0 is a ring homomorphism of R+ and R- into R". 
(AS) R+R-CR++ R-. 
We specify the following notation: 
R* = R+ + R-, 
x+ = p+(x), x- = p-(x), x0 = p”(x), 
Ri={x~R:x=x*--x”}={x~R*:x”=O), 
p, =ph--po. 
(Note R, are ideals in R*.) 
The inverse of an invertible element x E R will be denoted by x’, 
rather than the conventional x-r. (This avoids confusion with the 
“minus” projections.) Further, for arbitrary subsets A, B C R, 
define the sets 
and 
inv(A, B) = {x E A : x’ exists and belongs to B} 
inv(A) = inv(A, A). 
The following properties are an immediate consequence of the 
foregoing definitions: 
(i) R” = {x : x = x0}, R* = {x : x = x*}, e+ = e- = e. 
(ii) (X+y+)- = (x-y-)+ = x”yo. 
(iii) For x E R*, x E R* if and only if XT E R”. 
(iv) For x, y E R*, xf = y+, x- = y- implies x = y. 
(2.1) 
(v) x0 E inv(R*) implies x0 E inv(RO). 
(vi) x E inv(R*) implies x0 E inv(R0) and (x0)’ = (x’)O. 
We say an element x E Ii* admits factorization if there exist 
elements r, s, t E R such that 
x = r+sot-. 
Such a factorization will be called proper if 
r+ E inv(R+), ~0 E inv(RO), t- E inv(R-). (2.2) 
In general, elements r+, so, t- will be called proper if they satisfy 
condition (2.2). 
sW9/3-2 
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A proper factorization can be normalized so that r” = to = e. Since, 
if the factorization x = a+bOc- is proper, then property (2.l(vi)) 
shows that the alternative factorization 
x = (a’a0’)‘(&“c”)“(c”‘c-)- 
exists and is normalized. (We will use the notation a#’ for (a#)‘, 
where # = f, -, 0.) A normalized proper factorization is unique. 
In fact, the following more general result is true (and will be needed 
subsequently). 
PROPOSITION 2.1. If rl+slotl- = re+szot,- where rl+, t,-, slo, sso are 
proper elements and rlo = rzo = t,O = t,O = e, then rl+ = r2+, 
Sl o=s 20, t,- = t,-. 
Proof. Let or+ = r1+‘, q O = sy’ and w,- = t;‘. It follows that 
Slot,-wo,- = Ul+rZ+S20 = go, say. (2.3) 
Considering the first and last members of (2.3), we have t,-w,- = 
alogo and hence by property (2.1 (vi)), t,Ow,O = uIogo = e. Therefore, 
t,-w,- = e and hence t,- = w;’ = t,-. Similarly, rl+ = r2+ and 
from Eq. (2.3), sr” = sZo. Q.E.D. 
COROLLARY 2.2. If x = rI+t,- = r2+t,- where rl+, t,- are proper 
and rzo = t,O = e, then r2+, t,- are also proper and x admits the 
normalizedproper factorization x = r2+sotl-, where so = t,O = rlO. 
Proof. By our remarks on normalization we have x = r,+t,o( ti’t2-) = 
(r,+rf’) rIotI-. Proposition 2.1 then gives r2+ = rl+rT’, t,- = ti’t,-, 
and t,O = rlo. Q.E.D. 
3. HILBERT PROBLEM 
Assume (R+, R-) is a factorization structure in R, and consider 
the following problem: given x E R*, find u, w E R such that 
(24+x)+ = e, (xw-)- = e. (3.1) 
Following the pattern in Section 2, the solution (a+, w-) is called 
proper if u+, w- are proper elements. Problem (3.1) is an abstract 
version of the so-called Hilbert problem associated with certain rings 
of functions. 
As already noted by Gohberg and Krein in Refs. [2] and [3], there 
is an important connection between this problem and the problem of 
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factorization. In our purely algebraic setting the relationship is quite 
simple, yet fundamental. 
THEOREM 3.1. An element x E R* admits the normalized proper 
factorization 
x = r+sot- (r” = to = e) (3.2) 
if and only if the Hilbert problem 
(u+x)+ = e, (xw-)- = e (3.1) 
has a proper solution (u+, w-). In this case the factors in (3.2) are given by 
y+ zz Uf’UO, t- zzc wow-‘, so = uo’ = wo’ (3.3) 
Proof. If (3.2) holds, then (r+sO)‘x = t-, and ((r+sO)‘x)+ = e. 
Further (r+sO)‘~ E inv(R+). The second equation in (3.1) follows in a 
like manner. Conversely, if (3.1) holds, then by property (2.l(iii)) 
U+X = t-, xw- = r+, where r” = to = e, whence x = U+‘t- = 
r+w-’ = r+sOt- by Corollary 2.2, where so = u+‘O = ~0’ = w-‘0 = ~0’. 
Q.E.D. 
This last result yields a uniqueness property for the Hilbert problem. 
COROLLARY 3.2. The Hilbert problem cannot have two distinct 
solution pairs, one of which is proper. 
Proof. Assume (u+x)+ = ( xw-)- = e, (u+, w-) proper, and (a+x)+ = 
(xb-)- = e. By Th eorem 3.1, x = (u+)‘uO(w-)‘. We can write a+x = s- 
and therefore a+(u+)‘uO = s-w- = so, say. But z” = sow0 = w” = u” 
and ~0 E inv(RO). Hence a+(u+)’ = e or a+ = u+. Similarly b- = w-. 
Q.E.D. 
One of the difficulties in applying Theorem 3.1 is the necessity of 
showing that the solutions to the Hilbert problem are proper. In some 
rings the following property holds: given x E inv(R*, R), then 
solutions to the Hilbert problem, if they exist at all, are necessarily 
proper. This is true in all the examples so far cited and is important 
for later applications. We list below certain hypotheses with this 
implication. 
THEOREM 3.3. Suppose any one of the assumptions (a), (b), or (c) 
below is true. If x E inv(R*, R), then any solution pair to the Hilbert 
problem (3.1) is proper. 
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(a) x0 E inv(RO) implies 39 E inv(R*). 
(b) R+, R- are commutative rings, R” is a division ring, and either 
(i) r” = e, u+r+ = 0 implies u+ = 0 
OY 
(ii) to = e, t-w- = 0 implies w- = 0. 
(c) R+, R- are commutative rings, R” is a division ring, and either 
(i) R.,R* C R+ + R- 
OY 
(ii) R*R- C R+ + R- . 
Proof. Throughout we assume x E inv(R*, R) and 
u+x = t-, xw- = r+, tQ = rQ zrz e. (3.4) 
Further, from (3.4) we have 
&xw- = t-w- zzz ufy+ zz &‘(= UQ = w"). (3.5) 
(a) By hypothesis, t-, Y+ E inv(R*). Equation (3.4) now shows 
that u+, w- E inv(R*) and (3.5) in turn gives u”, w” E inv(R*). Property 
(2.1~) implies u”, w” E inv(RO) and hence 
U+(T+UQ’) = e, (wQ't-)w- = e, (3.6) 
so that (u+, w-) is a proper pair. 
(b(i)) If so in (3.5) is not the zero element, then so E inv(RO) and 
hence (3.6) holds. By commutativity U+ E inv(R+), w- E inv(R-). If 
so = 0, then by hypothesis (i) U+ = 0 and hence (u+x)+ = (Ox)+ = 
0 # e, Thus so # 0 and (u+, w-) is a proper pair. 
(c(i)) If so $0, then as in the proof for (b), (u+, w-) is proper. If 
so = 0, then u” = 0 so that U+ = u f-. and e = (u+x)+ = (u..,x)+CR++ R-. 
But e I$ R, + R- . Hence so # 0. 
Cases (b(ii)) and (c(ii)) are similar. Q.E.D. 
4. CANONICAL FACTORIZATION STRUCTURE 
We saw in the example discussed in the introduction how the 
problem of factorization in a given ring was connected with a problem 
of invertibility in a new associated ring. It is useful to also consider 
the problem of factorization in this new ring. It transpires in the 
example discussed that the new factorization structure, because of 
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a special property, gives a ready solution to the Hilbert problem. 
Here we examine factorization structures with this special property. 
Let (R+, R-) b e a factorization structure in R. We will say this 
structure is canonical if the following property holds, for every 
x E inv(R*, Ii): 
(x’+x)+ = (xx’-)- = e. PI) 
(The “canonical” nature of this property will be seen in Section 6.) 
PROPOSITION 4.1. If (R+, R-) is a canonical factorization structure 
in R and x E inv(R *, R), then x admits a proper factorization if and 
only if x’+ E inv(R+), x’- E inv(R-). In this case, the normalized 
factorization is given by 
x = ($+‘$o) x’o’(x’ox’-‘)~ (4.1) 
Proof. If x admits a proper factorization, then Theorem 3.1 gives 
a proper solution pair to the Hilbert problem. But hypothesis (B,) 
gives another solution pair to the same Hilbert problem and by Corol- 
lary 3.2, these two pairs must be identical. Hence 
x’+ E inv(R+), x’- E inv(R-). 
The converse is obvious. Q.E.D. 
Remark. The factorization in (4.1) can also be written as 
x = (xx’-)f x’o’(x’+x)-. 
COROLLARY 4.2. If (R+, R-) is a canonical factorization structure in 
R satisfying any of the additional assumptions (a), (b), or (c) of Theorem 
3.3, then x admits a proper factorization if and only ;f x E inv(R*, R). 
Proof. If x E inv(R*, R) and the factorization structure is canonical, 
(u+, W-) = (x’+, x’-) is a solution pair of the Hilbert problem. This 
solution pair is, by Theorem 3.3, proper, and hence Proposition 4.1 
applies. Q.E.D. 
The canonical factorization structure is not quite as special as it may 
initially appear. Moreover, such a structure can often be recognized 
by intrinsic properties of the ring. 
THEOREM 4.3. Let (R+, R-) be a factorization structure in R. Then 
each of the following conditions implies its successor: 
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(a) If I* = {z = x - x* : x 6 R}, then I+(F) is a r*ht (respec- 
tively, left) ideal in R. 
(b) (yx)+ = (y+x)+, (xy)- = (xy-)-, for all x E R*, y E R. 
(c) (R+, R-) is canonical. 
Proof. (a) * (b). Write y = yf + t, t E I+. Then (yx)+ = 
(y+x)+ + (tx)+. But tx E I+ and hence (tx)+ = 0. The second half 
of (b) follows similarly. (b) * (c). If x E inv(R*, R), then x’x = e 
implies (x’x)+ = (x’+x)+ = e+ = e. Similarly (xx’-)- = e so that 
(R+, R-) is canonical. Q.E.D. 
The relevance of these canonical structures is demonstrated in 
Section 6 where we show that any factorization structure can be 
imbedded into a canonical one. Further, some important factorization 
structures come naturally this way. This is illustrated in the structures 
associated with the Wiener-Hopf and Toeplitz rings, cf., examples 
8-d, e in Section 8. 
5. IMBEDDING 
In earlier sections, we examined the properties of a single factoriza- 
tion structure. Motivated by our example, however, we see that it is 
important to consider, in fact, two factorization structures (one of 
which is canonical). In this section, we first consider properties of 
a mapping between two factorization structures which insure the 
equivalence of the corresponding factorization problems. Further, 
properties of the map are then determined to guarantee that one of the 
structures is canonical. 
Let (R+, R-) b e a factorization structure in a ring R and let (S+, S-) 
be a factorization structure in another ring S. A map 7 : R* + S*, 
where S* = Sf + S-, will be called an imbedding if the following 
conditions are satisfied: 
(C,) T is additive and (T(X))* = 7(x*), for all x E R*. 
(C,) The maps T : R* --t S+ are ring isomorphisms. 
(C,) T(a+b-) = T(a+) $b-), for all a, b E R. 
Note that hypotheses (C,), (C,) imply that T : R* -+ S* is bijective. 
PROPOSITION 5.1. Let (R+, R-), (S+, S-) be factorization structures 
in rings R, S, respectively, and assume T  : R* + S* is an imbedding. 
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Then the factorization problems in the two structures are equivalent as 
follows: 
x = r+sot- > XGR” (5-l) 
if and only if 
T(X) = T(Y’) T(8) T(t-), T(X) E s*. (5.2) 
If one of the factorizations (5.1), (5.2), is proper, then so is the other. 
Moreover, in this case, 
T(Y+)’ = T(Y+‘), ‘(X0)’ = T(X”‘), T(t-)’ = T(t-‘), 
(T(X))’ = 7(t-)’ T(SO)’ T(Y’)‘. 
(5.3) 
Further, if one of the rings satisjies any of the properties (a), (b), or (c) 
of Theorem 3.3, then so does the other. 
Proof. All statements are an immediate consequence of the 
“homomorphic” properties of T and its injectivity. Q.E.D. 
Remark. Properties (5.3) are quite significant in applications to 
integral operators (cf. example (8(c)). 
The following theorems, which combine most of the ingredients of 
the previous sections. are our main results on the characterization of 
proper factorization. 
THEOREM 5.2. Let (R+, R-), (S+, S-) be factorization structures 
in rings R, S, respectively, and assume r : R* -+ S* is an imbedding. 
If (S+, S-) is canonical in S, then x E R* admits proper factorization 
if and only if 
T(x) iS i?ZX&?Ytib~e in s, (5.4) 
tdx>>” are invertible in S*. (5.5) 
In this case a proper factorization is given by 
x = “(r+‘) O(YO) o(y-‘), (5.6) 
where y = (T(X))‘, and o : S* 4 R* is the inverse of r. 
Proof. Proposition 4.1 implies that T(X) admits proper factorization 
in S if and only if conditions (5.4) and (5.5) are satisfied, The remainder 
of the theorem follows from Proposition 5.1. Q.E.D. 
272 MCNABB AND SCHUMITZKY 
COROLLARY 5.3. If, in addition to the hypotheses of Theorem 5.2, 
R satisJies any one of the hypotheses (a), (b), (c) of Theorem 3.3, then 
x E inv(R*, R) admits a proper factorization zy and only if T(X) is 
invertible in S. 
Proof. Corollary 4.2 and Proposition 5.1 show that condition (5.5) 
is automatically satisfied. Q.E.D. 
Our next result gives a convenient sufficient condition for an 
imbedding structure to be canonical. 
THEOREM 5.4. Let (R+, R-), be a factorization structure in a ring R, 
let S be a ring with unit 8, let r : RR* -+ S be an additive map such that 
r(R*) = S are subrings of S and SS- C S+ f S-, and assume there 
exists an additive map a : S + R which satisfies: 
“‘(“T(X)) = (o+(a)x)+, “-(T(x)“) = (x0-(a))-, u(S) = e (5.7) 
for all CL E S, x E R*, where a+ = p&a. Then the maps q” = +a are 
commuting, additive projections of S onto Sf, S-, respectively, (S+, S-) 
is a canonical factorixation structure in S, and T : R* + S* is an 
imbedding. 
Proof. First note that conditions (5.7) imply that o-r and TV are 
the identity on R* and S* respectively. Let q* = +a. Then 
q*q* = rp+arp+o = rp*pp+u = q*, 
qfq- = 7p+urp-0 = 7p+p-u = rp-p+a = q-q+, 
so that q* are additive, commuting projections, and q*(S) = S, 
since a*(S) = Ri. 
Next note that T, a are ring homomorphisms on R*, S*, respectively. 
Consider the plus case. By hypothesis, T(a+) r(b+) = T(c*), for some 
cf E R+, so that by condition (5.7), 
u+(7(a+) I) = a+b+ = u+(T(~+)) = c+. 
Further T(e) = 8. The minus case is similar for 7 and so are the 
plus-minus cases for a. Whence q” = @a is a ring homomorphism of 
S into So = S n S-. 
Thus, conditions (A, , A, , A,) are satisfied so that (S+, S-) is 
a factorization structure in S. 
Next we show that T is an imbedding. First we have qf7 = Tp*ar = 
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up*, so that condition (C,) holds. We have already noted (C,), and 
(C,) is obtained as follows. By hypothesis, ~(a+) ~(b-) = T(X), for 
some x E R, so that by condition (5.7), we have 
U’(T(U’) 7(b-)) = (a+&)+ = x+ 
u-(T(U’) 7(b-)) = (a+b-)- = x-. 
Property (2.l(iv)) th us shows that x = a+&. 
Finally, from the T, o properties, we have 
CJ+(CiT(X)) = .,+(,7(X)) = T(U+(“)X)+ 
= Cj+T(U+(“)X) = q+((T(U+(a)) T(x)) 
= 4+(4+(4 44). 
Similarly, q-(T(X)a) = p-(q-(a)). Theorems 4.3 then implies that 
the structure (S+, S-) is canonical. Q.E.D. 
If we are satisfied with sufficient conditions for proper factorization 
in R, then the existence of the 7, u maps provide these without the 
explicit intervention of a factorization structure in S. 
THEOREM 5.5. Let (R+, R-) be a factorization structure in R, let S 
be a ring with unit 6, and assume there exist maps T  : R* --+ S, u : S --+ R* 
such that condition (5.7) is satisjied. If x E R*, T(X) E inv(S), and 
0*(7(x))' E inv(R*), then x admits the proper factorization 
where 
V = U[(T(X))‘]. 
Proof. Let y = (7(x))’ so that yT(x) = 6. Condition (5.7) then 
gives 
(v+x)+ = e, (xv-)- = e. 
Since vf E inv(R*), Theorem 3.1 applies and gives the desired 
conclusion. Q.E.D. 
Remark. In the hypotheses of the last theorem we do not assume 
that either T or u is additive. This is relevant for certain generalizations 
mentioned in the conclusion (Section 9). 
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6. CANONICAL IMBEDDING AND TENSOR RING 
The utility of Theorem 5.2 in solving the factorization problem 
in any given factorization structure appears dependent on the for- 
tuitous existence of an embedding into a canonical structure. Here 
we show that this is always the case. More precisely, we prove the 
following. 
THEOREM 6.1. Let (R+, R-) be a factorization structure in a ring R 
and let T, Th denote the following tensor products: 
T = R- @jR,, R+, T+ = R” OR0 R+, T- = R- &, R”, 
where R- is considered as a right R”-module and R+ as a left R”-module. 
Then T can be endowed with a ring structure so that (T+, T-) is a 
canonical factorization structure in T and the map r : R* - T* = 
T+ + T- dejked by 
-r(x) = x- @ e + e @ x+ 
is an imbedding. 
Proof. On the generators of T define the product: 
(u- @ b+)(c- @ d+) = a-(bfc-)- @ d+ + a- @ (b+c-)+ d+. (6.1) 
This product is readily shown to be associative and independent of 
representation. On extending this product to all of T by linearity 
we make R- OR0 Rf into a ring (also denoted by T). 
We now show that (T+, T-) is a factorization structure in T. Let 
qf, q- be the maps, defined on the generators of T by: 
q+(a- @ b+) = uo @ b+ 
q-(a- @ b+) = a- @ P. 
(6.2) 
It is immediately checked that q+, q- are idempotent, commutative, 
and independent of representation. Now extending q* to all of T by 
linearity we have q*(T) = T*. The multiplicative unit e @ e of T 
belongs to T+ n T- (- TO). Th e remainder of the properties (A,), 
t&h (Aa) of S t ec ion 2, (namely that T* are subrings of T, q” = q+q- 
is a ring homomorphism of Tf and T- into To, and TfT- C T+ + T) 
follow directly from the formulas (6.1) and (6.2). 
Next we show that the set I- = R- OR0 R, is a left ideal in T. 
This is an immediate consequence of the product formula (6.1), 
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namely (a- @ b+)(c- @ d+) = a-(b+c-)- @ d+ + a- @ (b+c-)+ d+ . 
It is similarly shown that I+ = R- OR0 Rf is a right ideal in T and 
it then follows from Theorem 4.3(a) that the structure (T+, T-) is 
canonical. 
Finally, it is direct matter to verify that T satisfies conditions 
(Cl>> (CA (Cd of s ec t ion 5 and hence is an imbedding. Q.E.D. 
7. ONE-SIDED IMBEDDING 
It is possible and in many cases advantageous to find the factors 
of an element x E R* using just one of the equation (3.1) defining the 
Hilbert problem. This one-sided Hilbert problem may be solved by 
an imbedding into a one-sided canonical structure. In this section we 
examine such a situation. We do not pursue this idea in its most 
general form, but instead give only a result (analogous to Theorem 5.5), 
which is sufficient for our applications. 
THEOREM 7.1. Let (R+, R-) b e a ac orization structure in R, let S f t 
be a ring with unit 6, and assume there exist maps r : R* -+ S, 
CT+ : S -+ R+ such that 
u+(aT(x)) = (a+(cd)x)+, a+(S) = e, (7.1) 
for all a! ES, x E R *. If x E R* and I E inv(S), then the Hilbert 
problem (u+x)+ = e has the solution uf = a+(y), where y = T(X)‘. 
If, in addition, the ring R as the special properties 
(i) a0 = e =P a- E inv(R-), 
and 
(ii) a+ E inv(R+, R) * a+ E inv(R+), 
then x E inv(R*, R) admits the proper factorization x = r+s-, where 
r+ = (U+(Y))‘, s- = u+(y)x. 
Remark. Condition (7.1) shows that CT+T is the identity on Rf, 
so that U+ is an extension of the inverse of-r restricted to R+. 
Proof. First let y = T(X)’ so that ye = 6. Applying u+, we have 
uf(y7(x)) = (u+(+Y)+ = e. 
Next let u+ = u+(r). Since (u+x)+ = e, then s = U+X E A- and 
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U+X = S-, where so = e. Hypothesis (i) implies S- E inv(R-) and 
hence U+ = s-x’ is invertible in R. Hypothesis (b) then implies 
U+ E inv(R+). Q.E.D. 
8. MAINLY EXAMPLES 
a. Triangular factorization of jinite matrices 
We now reexamine the problem of factorizing a nonsingular n x n 
matrix (of complex numbers) into a product of nonsingular lower and 
upper triangular matrices. 
Let R( = R,) be the ring of n x n matrices and for x = (xii) E R 
define the additive, commuting projections p* : R -+ R by 
p+(x) = xf = (x&), xij = xij ) i>j 
= 0, i <.j 
p-(x) = x- = (xij), Xz’ = x.. , Z? i<j 
= 0, i>j. 
The images R* = p*(R) are evidently subrings of R, the unit matrix 
e~R+n R- = R”, the set of diagonal matrices. Further, the 
projection p” = ptp- is a ring homomorphism of R* onto R”. Finally, 
RRfR- C R* = Rf + R- = R. Thus, (Rf, R-) is a factorization 
structure in R. 
It is not hard to see that this factorization structure is not canonical 
and consequently we turn to the tensor ring T = R- QRO R+ to 
provide a canonical structure. On noting that R satisfies the conditions 
of Corollary 5.3 we have: x E R admits a proper factorization if and 
only if the element x- @ e + e @ x+ is invertible in T. We now 
examine what this condition of invertibility means. 
For this purpose we consider a representation of T. First of all, 
note that the family {Ji, @ Jmi , 1 < i, j < m < z} forms a basis 
for T, where Jii is the matrix with 1 as the (i,j)‘” entry and 0 elsewhere. 
Thus, an arbitrary element y E T can be written uniquely in the form: 
where the a$ are complex numbers. 
If we let A be the set of all complex arrays (a;), where 1 < i, 
j < m < n, then the map h : T -+ A defined by h(y) = (aE) is 
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bijective. Addition and multiplication are defined in A so as to make 
h a ring isomorphism. Thus, addition in A is performed coordinate- 
wise; and it is verified that the multiplication of two elements (a;), 
(b$) in A is given by: 
(a;)(b;;) = (c$, 
(8a.l) 
where in (8a.l) and henceforth, the convention is made for (u$) E A, 
that a$ = 0 if i > K orj > k. The unit in A is the array (ez), where 
m 
%m = 1 and e$ = 0, otherwise. It is seen from (8a.l), by induction 
on m, that (b$) is invertible in A if and only if the matrices B, = 
(Cr=“=, be) are invertible in R, (= m x m matrix ring) for m = 1,2,..., n, 
Since T is isomorphic to A, we have T(X) = x- @ e + e @ x+ is 
invertible in T if and only if X($x)) is invertible in A. But for x = 
jx;) EtnTXkave ~(T(x)) = (x$) where ~2~ = xmj ,j < m, xi”, = qrn , 
\ ij = 0, otherwise, and our previous remarks, a necessary 
and sufficient condition for invertibility of X(7(x)) is that the matrices 
PmCx> = ( f 'Fj) 
k=l 
are invertible in Ri, , for m = 1, 2,..., n. However, p,(x) is just the 
mth principal section of x, and thus the well-known condition for 
proper factorization is thereby obtained. 
The structure of the tensor ring T can be further illuminated. 
The product formula (8a. 1) motivates us to consider the map p : A + 5’ 
given by ~(a:) = (x:-i a$) = AZ), where S is also a set of complex 
arrays (A$) with the same additive structure as A. Now if multiplica- 
tion is defined in S so as to make p a ring isomorphism, then it is 
seen from (8a. 1) that the product in S is given by: 
(A;)(B;) = f Ay2g! . i 1 C-1 
This last product is just ordinary matrix multiplication of arrays. 
More precisely, S is isomorphic to the ring P = R, x R, x ... x R, 
endowed with the standard product multiplication. 
The canonical factorization (Tf, T-) in T can be used to induce a 
canonical factorization structure (P+, P-) in P via the isomorphism 
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ph. However, it is easier to describe this latter structure directly. This 
fact will become important in the more general examples to follow. 
Let p, be the projection of R = R, onto R, , n 3 m, which takes 
the element (Q), 1 < i, j < n into (Q) 1 < i, j < m and define 
the map v : R -+ P by 
Further, define the maps uf : P -+ Rh as follows: if 01 E P where 01 = 
(a, , a2 ,..., an), a, = (Q), then 
u+(a) = (!I&), 6; = dj ) 
= 0, 
u-(a) = (b,), 6; = dj , 
zzz 0, 
And, in turn, define the projections q* : P 
q*(a) = v@‘(a)). 
i>j 
i<j 
i<j 
i>j. 
P*( = v(R*)) by 
Now all the ingredients are in place. It is directly verified that (P+, P-) 
is a factorization structure in P, and that v : R -+ Pf + P- is an 
imbedding. (Here we use the properties: p,(a+b) = p,(u+) p,(b), 
p,(ab-) = p,(a) p,(b-)). Finally, it is shown that the relations 
a+(civ(x)) = (U’(“)X)’ 
u-(“(X)“) = (xu-(a))- 
are valid; Theorem 5.4 then implies that the structure (P+, P-) is 
canonical. Now applying Theorem 5.2 again, we have that x E R 
admits a proper factorization if and only if V(X) is invertible in P, or 
equivalently, the matrices p,(x) are invertible in R, , m = 1, 2,..., n. 
b. Triangular factorization in infinite matrix rings 
If the elements of R are to be infinite matrices, some restrictions, 
such as norm requirements, must be imposed to ensure that products 
are defined. If we follow our tensor-product construction, these extra 
requirements raise some interesting questions concerning the most 
natural norms to associate with the elements of the tensor ring T. 
However, these questions are outside our mainstream of interest and 
are omitted. Nevertheless, the tensor ring construction leads us 
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naturally to the product imbedding where natural norms are easily 
induced. As an illustrative example, we present the following infinite 
matrix ring. 
Let M be the additive group of infinite matrices and M,, the 
Banach ring of infinite matrices whose row-sums are absolutely 
uniformly bounded, i.e., if a=(Uij)EM and Ai=CjI~ij/, 
11 a 11 = supi Ai, then 
M, = {a EM : /I a j/ < CO}. 
Further, denote by M,,, the subring of M, defined by 
M m.0 = {a E Mm,, :k&--+O,asi+co). 
It is important in what follows that Ma,, is a right ideal in M, . 
Now let M,O be the diagonal elements of M, and p” the natural 
projection of M, onto Mz . 
Finally define R as the subring of Mm given by 
R = {u E Mm : a - p”(a) E M,,o} 
= Ma.o + Mm”. 
Now let R+, R- be the lower (respectively, upper) triangular matrices 
of R and p+ the natural projections of R onto R*. It is immediately 
verified that (R+, A-) is a factorization structure in R. 
The results of the last example now generalize to this setting. 
As in the finite case, p, denotes the projection of R onto R, which 
takes the element (Q) 1 < i, i < co into (aij), 1 < i, j < m. 
THEOREM 8b.l. An element x E R admits a proper factorization 
if and only if 
P&) E WRA m = 1, 2,..., 
x E inv(R). 
(8b.l) 
Remark. ‘If’ is a consequence of the proof that if x admits a proper 
factorization then the norms [I p,(x)11 are uniformly bounded and our 
result thereby generalizes the type of results obtained in Ref. [6]. 
In the proof of Theorem 8b.l we will apply the results of Section 7. 
First we must show that R satisfies the special hypotheses in 
Theorem 7.1. This is contained in the following proposition which 
also includes some information needed later. 
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PROPOSITION 8b.2. 
(i) If a0 = e then a+ E inv(R*). 
(ii) If u* E inv(R) then a* E inv(R*). 
(iii) If a E inv(R), b = a’, then lim inf / a,, / and lim inf 1 b, j 
are strictly greater than zero. 
Proof. 
(i) We consider the minus case which is all we require in 
Theorem 7.1. The details for the plus case are only slightly different. 
Now a- has an inverse b- in the set M, since the equations 
C-1 
6; + C b&a, = 0 i<j, 6, = 1 (8b.2) 
k=i 
can be solved recursively. Write 
(aij) = e + (4, (G> = e + GM, 
so that 
j-1 i-1 
-& = “ij + c f%kakj = %j + kz+, %kfikj . 
k=i+l 
(8b.3) 
Since (adi) E Mm,, it suffices to prove (&) E Mm since the ideal 
property of Mm,o then implies (&) E n/r,,, and hence b E R. Since 
(aii) E R there is an integer N such that 
for all i > N. We see from Eqs. (8b.3) that 
For every integer i, consider the expression 
and note, for i > N, Bi is identically zero. Let B be the greatest Bi , 
i = 1, 2,..., N and A = sup(&). 
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and hence (&) E &I, . 
(ii) Suppose U+X = e, x E R, then 
P&+)hM = e, 
so that p,(x) = p,(x+), f or all m. Hence x = x+. A similar argument 
applies in the minus case. 
(iii) Since a E R and b = a’ E R, we may write a = OL + u”, 
b = /3 + b”, where the diagonal matrices u”, b” E iVim0 and a, /3 E Mm,, . 
Now (CY + a”)@ + b”) = e and so 
Thus 
where M is the largest term in 1 ,l& I. Now / & / and / bfi I are uniformly 
bounded and since MA, tends to zero as i tends to infinity, 
lim infidrn / C& / and lim infi-tco j b& I must be greater than zero. 
Q.E.D. 
We now turn to the question of a one-sided imbedding as described 
in Section 7. 
For this purpose we generalize the product imbedding ring P 
discussed in Section 8a as follows: let 
W = {(a,) : a, = (a;) E Rm , m = 1, 2 ,... }, 
Wm = {(a,) E W : "tip II a, II -c a>, 
where for any 6 = (bii) E R, , 11 b 11 = supi Cj I b,, I, 
where Bi’s are independent of m and Bi + 0 as i + CO}. Again, it is 
5W9!3-3 
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important that IV,,, is a right ideal in the ring IV, . Finally set 
P = {(a,) E w, : (a, - a,“) f w, o} 
It is immediately verified that P’is a ring and the map 7 : R + P 
defined by 
44 = b&>> 
is additive, and injective. By virtue of the formula 
Pm(a+b) = P9&‘) Pm(b), 
T also satisfies the relation, 
T(a+b) = T(U’) T(b), 
and hence is a one-sided imbedding. 
The a+-map of Section 7 is now constructed. We first define a 
map uf : P -+ M as follows: if 01 = (a,) E P, a, = (c$) E R, , then 
u+(a) = (bij) E M, where 
bij = uzj , i>j 
= 0, i<j. 
LEMMA 8b.3. The range of u+ is R+ and 
“+(c+)) = (u+(a)x)+ 
for all 01 E P, x E R. 
Proof. The first part of lemma 8b.3 follows from the definitions. 
For the second part, let 
a = (a,) E P, a, = (Uy$ER,, x = (xij) E R. 
Then 
m 
m(x) = (CE), cg = c u;xej , 1 <i, j <m, 
C=l 
and 
i 3 j, 
= 0, i<j. 
(8b.2) 
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On the other hand, 
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i 
u+(a)x = c ujexej ) l<i, j<co 
C=l 
so that ((T+(oI)x)+ is precisely the matrix given by (8b.2). Q.E.D. 
Now all the ingredients of Section 7 are in place. Theorem 7.1 
thus gives the following result: if x E inv(R) and T(X) E inv(P) then 
x admits a proper factorization. The sufficiency of condition (8b.l) 
for proper factorization is thereby a consequence of the following 
theorem. 
THEOREM 8b.3. If x E inv(R) and p,(x) E inv(&), m = 1,2 ,..., 
then T(X) E inv(P). 
Proof. By Proposition 8b.2(iii), we can write x = 01 + d, where d 
is an invertible diagonal matrix in M, and (Y E M,,0 . Further, if we 
write b = x’ = /I + d’, where d’ is the inverse of d, then 
/3 = --d/orb 
belongs to M,,, . Now let b, = (p,(x))’ and write b, = /3, + p,(d’). 
It follows that 
Pm = -Oman&) bm - 
If we can show that (b,) E W, , then, from the fact that p,(a) E IV,,, 
and Wm.,, is a right ideal in IV, , we have (/3,) E IV,,, and, con- 
sequently, (b,) E P. 
We now show that (b,) E W, . Define the map r : R, -+ R as 
follows: if a = (aij) 1 < i, j < m then ~TU = (bij) is given by 
bii = aii , 1 < i, j < m, bii = 0, iorj > m. 
Next, let {xm} be the sequence of elements in R given by 
XVl = an(4 + 4 m = 1, 2,... . 
It is immediately checked that X, is invertible in R, p,(x;‘) = b, and 
x, -+ x in the norm of M, . By the continuity of inversion in a 
Banach ring, we have that b, + b in norm. In particular, the norms 
11 b, 11 are uniformly bounded in m. Thus (b,) E W, . Q.E.D. 
Theorem 8b.l is now completed by a proof of the necessity of 
conditions (8b. 1). Thus, assume x E R admits the factorization 
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x = r+t-, where the elements r +, t- are invertible. Hence x is also 
invertible and the relations 
A&4 = l%n(r+) PmW), m = 1, 2,..., 
and the fact thatp,(r+),p,(t-) are invertible imply thatp,(x) E inv(R,). 
Q.E.D. 
The ring I? considered in this example is representative of a large 
class of rings for which Theorem 8b.l remains true. For example, this 
class includes all of the rings 
R” = Mao $ 
where 
K”, l<p<q 
The proof follows the same pattern. Proposition 86.2(i) is the only 
place where additional difficulties arise and these can be handled 
using methods of Zaanen [7, Chap. 13, Section lo]. 
c. Volterra factorization of integral operators 
The last examples have continuous analogs. Let [a, b) be an interval 
of real numbers, where -co < a < b < co, and denote by Kp the 
class of complex-valued kernels k(t, s), (t, s) E [a, b) x[a, b), which are 
measurable and satisfy: for 1 < p < 00, 
1” (jb ( k(t, s)[” d~)“~ dt < co, VP + l/q = 1, 
a a 
and for p = GO, 
b lim 
s t-7 a 
[ k(t, s) - K(T, s)! ds = 0, 
and in this latter case, when b = 00, 
m lim 
s t-t,= a 
I k(t, s)l ds = 0. 
Define multiplication of two elements, k, g E Kp by convolution, i.e., 
k * g(t, s) = 1’ k(t, B)g(O, s) d0. 
a 
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It is well known [7, Chapter 131 that Kp forms a ring under ordinary 
addition and convolution multiplication. The Volterra elements V* 
of Kp are those kernels which vanish identically either above or below 
the diagonal t = s. For K E K”, define the maps p+ : Kp --+ V* as 
follows: 
p+(k) = k-t& s) = k(t, s), t 3 s, 
= 0, t < s, 
p-(k) = k-(t, s) = k(t, s), t < s, 
= 0, t -3 s. 
The rings Kp are without multiplicative inverses. Because of this, 
we enlarge the rings Kp as follows. Let IM,O be the set of uniformly 
bounded measurable functions on [a, b). Define the ring RP, 
1 < p < co, as the set of all pairs (f, k) with f E M,O and k E KP 
with addition coordinatewise and multiplication given by 
h(t> 8) = h(t) W, 4 + W, s).f&) + k1*Ut, $1. 
For p = co, we require that the elements of Maa be continuous, and 
then define Rm as above. Now, in all cases, RP is a ring with multi- 
plicative unit 
e = (1,O). 
Note that invertibility of an element (1, k) E Rp is equivalent to the 
existence of the “resolvent” kernel r E Kp satisfying the equations: 
r(t, s) + k(t, s) = -j” r(t, 0) k(B, s) d6 
a 
= - 
s 
b k(t, 0) ~(8, s) de. 
(8c.l) 
a 
When there is no confusion, we will write R = RP. 
Now let the maps p* be given by 
p*(.f, k) = (f, k*), 
and thus p”(f, k) = (f, 0). It is immediately checked that (R+, R-) 
is a factorization structure in R, where R* = p*(R). 
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Theorem 8b.l can be modified to cover this setting. For this 
purpose we require the analog of the rings R, and maps p, . For 
x E [a, b), let R, denote the ring of all elements (f, K) in R restricted 
to the interval [a, X] and product space [a, X] x [a, x], respectively 
and let p, : R -+ R, be defined by 
Pdf, 4 = (fee 9 4) 
where 
fait> = f(t), a<t<x, 
hi4 4 = 44 4, a & t, s < x. 
THEOREM 8c. 1. An element (f, k) E R admits a proper factorization 
if and only if 
Aif, 4 E inv(Q for all x E [a, b), 
(f, K) E inv(R). 
The proof is entirely analogous to the one given for Theorem 8b.l 
and will be omitted. 
Remark-s. The Volterra factors (1, a*) of an element (1, k) are 
characterized as the unique solutions to the nonlinear Volterra system: 
a+(t, s) = k+(t, s) - 1’ a+(t, 0) a-(0, s) dt?, abs<t<b, 
0 
a-(4 s) = k-(t, s) - j” a+(t, 0) a-(0, S) de, abt<s<b. 
0 
This system was studied extensively in Ref. [8], where it was used to 
provide a numerical solution for Fredholm integral equations. 
The Gohberg-Krein theorem [l] on Volterra factorization of 
Hilbert-Schmidt kernels is given by the theorem in the case: 
(f, k) = (1, 4, kEK2. 
Before leaving this example, we point out that the Hilbert problem 
(u+x) = e in this ring, for the element x = (1, k), is equivalent to 
the equation 
u+(t, s) + k+(t, s) + jt u+(t, e) k(B, s) de = 0, a<s<t<b. 
a 
This equation arises in many diverse settings (cf. [9, lo]) and is 
fundamental in the formalism of “invariant imbedding” of integral 
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operators [4, 11, 151. If r,(t, S) denotes the resolvent kernel of k,(t, s) 
(see Eq. (8c.l)), it is then verified that 
u+cx, s)= r&G s), a<s<x<b. 
This last observation, and Eqs. (5.3) can then be combined to give, 
for continuous kernels, the Bellman-Krein formula [4, 12, 131: 
a < 4 s<x<b. 
d. Volterra factorization for convolution operators on the half-line 
( Wiener-Hopf Theory) 
Let K be the ring of complex-valued measurable functions k(t, S) 
on [0, co) x [0, co) which satisfy the norm condition 
“YP I’ 
m j k(t, s)l ds < co, SUP 
0 
s Jrn I&, s)l dt < co 
0 
for all 0 < t, s < co. Under ordinary addition and convolution 
multiplication, i.e., 
k, * W, 4 = j-m Mt, 0) M4 s> de, 
0 
K is a ring without a multiplicative unit. Let R be the ring obtained 
from K by formal adjunction of a unit e, i.e., R = {he + k : h is a 
complex number, K E K} with addition given by 
(be + h) + (he + h) = (Xl + Ue + (h + 4 
and multiplication defined by 
(he + Wbe + kJ = (+t& + (4h + ~&, + k, * k,). 
For k E K, define the projectionsp*K -+ K by: 
p*(k) = k*, 
where 
k+(t, s) = k(0, s - t), t d s, 
z 0, t > s, 
k-(t, s) = k(t - s, O), t > s, 
= 0, t < s. 
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We extend the mapsp* to R by the formulas: 
p*(Xe + k) = he + k*. 
Now let R* = p*(R). It is readily verified that (R+, R-) is a 
factorization structure in R. In fact, it will subsequently be shown 
that this structure is canonical! It is important to note here that 
R* = R+ + R- is precisely the set of all Xe + k, where k is such that 
k(t, S) = h(t - S) for some h(a) ~&(-co, CO). The elements of R* 
will be called operators of convolution type. The factorization, con- 
sidered here, for these operators is equivalent to the so-called Wiener- 
Hopf factorization, which has been studied extensively. The theorem 
that follows was proved, in its present form, by Krein [2]. Here its 
proof will be an easy consequence of our algebraic machinery. 
THEOREM 8d.l. An element e + k E R* admits a proper factorixa- 
tion if and only if e + k is invertible in R. 
Proof. We first show that (Rf, R-) is canonical in R. This follows 
from condition (b) of Theorem 4.2. For if xi = h,e + k, , x2 = 
A,e + k, E R, then 
(x14+(4 4 = Gbe + GdO, s - t) + ~&,(O, s - t) 
+ jm k,(O, 0) b,p, s - q 4 s>t 
0 
= hlh2e, s < t, 
= (xl+xz)+(t, s). 
In like fashion, (x1x2)- = (xi+-)-. 
Finally, R satisfies condition (c) of Theorem 3.3, since R+, R- are 
commutative, R” (= he) is a division ring and R,R, which is in RR* is 
evidently in the subspace R, + R- . 
The corollary to Proposition 4.1 shows that if x E inv(R*, R), 
then x admits a proper factorization. Q.E.D. 
Remarks. It is important to note that the invertibility of e + k E R 
is equivalent to the existence of a “resolvent” kernel r E K satisfying 
the equations: 
r(t, 4 + qt - s) = - jm h(t - e> Y(B, s) de 
0 
r- s m y(t, 8) h(e - s) de, 0 
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where we have written K(t, s) = h(t - s). Further, we note, as in 
Ref. [2], that r(t, S) is not necessarily of convolution type. However, 
since invertibility implies factorization, we have that r is generated by 
two elements of convolution type. This is seen as follows: The equation 
(e + k) = (e + s+xe + s-1 implies (e + r) = (e + u-)(e + v+) where 
(e + u*) = (e + s*)-l, so that 
r = v+ + v- + v+ * v-. 
Moreover, it follows from the canonical structure that (e + r)* = 
e + v*, i.e., 
v+(t, s) = r(t - s, O), t 3 s. 
v-(t, s) = Y(0, s - t), s 3 t. 
(A remarkable relationship!) 
Finally, we remark that there is a natural & structure in the ring 
L,(---, 00) (with convolution multiplication), so that the map 
7:L1(-q co)+R” given by 7(h) = h(t - S) is an embedding 
in the sense of Section 4. We will pursue this last idea in the next 
example. 
e. Wiener-Hopf factorization in [I (Toeplitz matrices) 
We denote by /, , the ring of absolutely convergent sequences 
(a,), 72 = 0, 311, XL. with ordinary addition and convolution 
multiplication, i.e., 
(4 * (b,) = (4 
c, = f , an-dm . 
We define projections p* on /, as follows: 
p*(a) = a* = (a,*), 
a,+ = a, , n >, 0, a,- = a, , n < 0, 
= 0, n < 0, zzz 0, n > 0. 
It is readily checked that (R+, R-) is a factorization structure in /, , 
where R* = p*(Q. 
However, this structure is not canonical. We use the tensor ring T 
as a guide to setting up an imbedding into a canonical structure. 
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Following the procedure given in Example 8a, we have that a general 
element 01 E T has a unique representation of the form 
where ek E /I are the elements defined by ek = (e,lc), e,” = a,, . Let 
A be the set of arrays (ai&, 0 < i, j < co and define the injection 
h:T+Aby 
h(a) = 2 a&” . ( 1 e=1 
We define addition and multiplication in X(T) = B so as to make 
A a ring isomorphism. Thus, addition is coordinatewise and multi- 
plication of two elements (a,), (bij) E B is given by the “well-defined” 
formula: 
~%Pd = (4, 
(In deriving this formula, we have used the relation e, * e, = em+n .) 
This product formula motivates the consideration of the map 
p : B --t C = p(B) given by 
p(aij) = (Aij) = 
( 
min(i.i) 
C ai--k,i--k . 
k=O 1 
If we make the convention A,, = 0 if m or n < 0, then we have 
aij = Aij - AimI i-l . 
We define addition and multiplication in C so as to make p a ring 
isomorphism. Thus, addition is still coordinatewise and now multi- 
plication is just the formal matrix multiplication of arrays, i.e., 
(4d(&,) = (z. Aid&) - 
However, it is again checked that this formal multiplication is well- 
defined in C. 
Now for (Aij) E C, define 
qc+(Aij) = p++W+(&), 
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where pr.+ is the natural plus projection in T (cf. Section 6). Let 
(uij) = p-l(Aii), so that 
and 
x = kl(aij) = 1 a&e+ @ ej), 
i,j 
qT+(x) = 1 a,i(e-i)o @ ei = C bije& @ ej , 
id 
where 
bij = U,j , i = 0, j > 0, 
= 0, i > 0. 
Hence ~(6,~) = qc+(Aij) = II, , say, is given by 
Bij = b,,+.i , j>i>O, 
zzz 0, j < i. 
However, it is immediately seen that 
bo,f-i = Ao,j-i * 
Similarly, it is found that 
q,-(4) = (Cij), 
Cij = Ai-j,o , i>j>O, 
= 0, i<j. 
On letting C* = qc*(C), we thus have that (C+, C-) is a canonical 
factorization structure in C. The set C* = Cf + C- is just the set 
of all infinite matrices (Q.) of the form aii = bjpi where (b,) E /r . 
Moreover, the map T : /I + C* given by 
-r(x) = ph(x- @ e + e @ xf), 
takes the element (xn) E 8, into (~i-i) E C*, and is an imbedding. The 
elements of C* are commonly called Toeplitx matrices. 
Now consider the ring 5’ of infinite matrices: 
The qc* maps defined on C immediately extend to S and satisfy 
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qs*(S) = C*. Further, the canonical nature of (C+, C-) in C is 
preserved in S. Finally, we note that k, satisfies the hypothesis (b) of 
Theorem 3.3 and hence by Corollary 5.3 we have proved the following. 
THEOREM 8e. 1. An element (xJ E inv(Q admits proper factorization 
if and only if the matrix (aii) = (xi+) is invertible in S. 
Remarks 
(a) It is interesting to note that “improper” factorizations are 
possible in /I without invertibility in /i or S. This is seen in the 
following example. Here, however, there is a formal invertibility 
and the factors are still given by the relations (5.6). Let 
x = (xn), x-1 = -1, Xg = 2, 
then 
y = T(X)’ = (aij), 
u(yf’) = rf = (r,), 
where 
ro = 1, ?-I = -1, 
s-1 = 1, so = 1, 
and x = r+s-. 
x1 = -1, X, = 0, otherwise, 
Uij = j, i>j, 
= 1, i<j, 
u(y-‘) = s- = (SJ 
rn = 0 otherwise, 
S n = 0 otherwise, 
(b) Theorem 8e.l could equivalently be stated in terms of 
proper factorization of Toeplitz matrices. In this form it would agree 
with the results of Krein [2]. 
f. Factorization of lower triangular matrices 
Consider the matrix product 
(8f.l) 
where a, c lower triangular matrices of order k x k and Y x Y, 
respectively, b is an r x k matrix and dk and d,. are diagonal matrices 
of orders k x k and r x Y. This identity provides a second example 
of a finite-dimensional factorization structure. R+ is the ring of 
matrices of the form (” O b d ), R- is the ring with elements (gd, z), R” is 
the ring of diagonal mat&es, and R = R+ + R- is the ring of lower 
triangular matrices of the form (t t). Given such a matrix in R, 
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p+(t “,) is defined as (fl $), w h ere co is the diagonal matrix defined by 
the diagonal elements of c. Similarly, p-(t 8) = (“0” z). 
Although proper factorization of an invertible element is always 
possible and immediate from (8f.l), it is of interest to ignore this 
obvious solution and rediscover it via the machinery of this paper. 
For simplicity we treat the case k = I. 
An arbitrary element A of the tensor product ring T has a unique 
representation of the form: 
(cf. Example 8a.). 
Thus any element is represented by a constant a and two lower 
triangular matrices B, C of order (N - 1) x (N - 1). A formula 
giving the product of two elements A, , A, in terms of their repre- 
sentations can be obtained as in the matrix example using formulas 
for the products of the fundamental tensor elements J;;, @ J& . The 
products so obtained is given by the following construction: Represent 
the tensor A by the 2(N - 1) x 2(N - I) matrix 
h(A) = yj-l :,, (8f.2) 
where INel is the (N - 1) x (N - 1) unit matrix and B and C are 
the lower triangular matrices defined by (b,) and (cm,) respectively. 
The map X of T into the set 5’ of all matrices of the form (8f.2) is a ring 
isomorphism if we define multiplication in S as ordinary matrix 
multiplication. Thus the ring R is canonically imbedded in S. 
A matrix x = (t ‘j) in R is mapped into the element in 5’ given by 
T(Z) = h(x- @ e + e @ A?‘) = (nl;;_l y) 
where B = diag(b, ,..., b,-,), b = (b,). If x is invertible in R, 
so that t is nonsingular and a is nonzero, then we have: 
T(X)’ = 
(7(x))‘-’ = (y-1 01, 
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where to is the matrix of diagonal elements of t. Hence conditions 
(5.4) and (5.5) are satisfied. 
The factorization formula of Theorem 5.2 gives the result 
T(X) = (T(X))‘+‘(T(X))‘yT(X))‘-’ 
The inverse of r then gives the factorization of x already noted. 
9. FINAL REMARKS 
Throughout the paper are many possibilities for generalization. 
We mention here some directions without going into detail. 
We have already had occasion to note (and use in a limited form) 
a one-sided imbedding. There is, in fact, a one-sided theory in which 
only the p+ projections are required. The minus functions are defined 
as those elements which are mapped into the identity under p+. This 
is crucial in some examples, where a p- projection does not exist. 
(Compare the imbedding rings in Examples 8b, c.) 
In another direction, we mention that many of our results have 
analogs for “improper” factorizations, where some of the factors may 
not be invertible or have their inverses in the right space (e.g., see 
Example 8e). 
Finally, the reader may have already observed that the full ring 
structure for R is not required. 
First of all, the only multiplications in R that are actually necessary 
are of the form: a+x, xa-, where a* E Rh, x E R*. All of the theory 
(with only minor modifications) could have been carried out in a 
pseudo-ring setting (see Ref. [14] for definition). As a byproduct of 
this program, the tensor product constructions provide an imbedding 
of the pseudo-ring R* into the ring R- QRO Rf. 
Secondly, it turns out that all the primary concepts in the theory, 
proper factorization, the Hilbert problems, canonical properties and 
the T, (T map formalism do not require an additive structure. A semi- 
group setting exists in which the main theorems remain essentially 
unchanged in proof except those pertaining to the tensor product 
construction. Here we found no suitable replacement. 
Finally, there exists a “pseudo” semigroup setting which combines 
all of the above features. 
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