We estimate the return to education using a sample drawn from the National Longitudinal Survey of Youth 1979 (NLSY79). Rather than accounting for the endogeneity of schooling through the use of instrumental variables we employ a parametric version of the Klein and Vella (2006a) estimator. This estimator bypasses the need for instruments by exploiting features of the conditional second moments of the errors. As the Klein and Vella (2006a) procedure is semi-parametric it is computationally demanding. We illustrate how to greatly reduce the required computation by parameterizing the second moments. Accounting for endogeneity increases the estimate of the return to education by 5 percentage points, from 7.6% to 12.7%. JEL Classification: J31, C31.
Introduction
Perhaps the most commonly explored "treatment e¤ect" in the empirical economics literature is the impact of an individual's educational attainment level on his/her level of earnings. The popularity of these investigations re ‡ects two considerations.
First, and most importantly, the implications of human capital investment, at both the individual and aggregate level, are of signi…cant economic interest and importance. Second, the endogeneity of educational choices to wages is clearly understood to bias the OLS estimates of the return to education due to the possibility of reverse causation, unobservable factors and/or measurement error. To account for the endo- A feature of the more interesting of the various IV approaches is that they exploit some innovative variation in the conditional mean of the education level which is exogenous to wages. An alternative strategy is to impose restrictions on the conditional second moments. The …rst paper to employ such a methodology is Vella and Verbeek (1997) who provide a rank order IV procedure. Rummery et al (1999) employ this strategy to estimate the returns to schooling for Australian youth. The rank order IV procedure …rst allocates observations into di¤erent subsets de…ned by some observed characteristics. Within each of these subsets observations are ordered on the basis of some measure of unobserved heterogeneity responsible for the endogeneity of school- 1 For a detailed survey see Card (1999) . 2 ing. The e¤ect of education on wages is identi…ed by comparing individuals in one subset with the individuals in similar areas of the distribution of the unobserved heterogeneity in other subsets. The rank order IV procedure requires heteroskedasticity in at least one equation and requires that it is not related to the heteroskedasticity in the other equation. Hogan and Rigobon (2002) also study the returns to education and use the identifying moments proposed by Rigobon (1999) . Although the Rigobon procedure is a GMM estimator, the approach is similar to rank order IV in that it assumes the heteroskedasticity is a function of a particular variable(s) but that the covariance of the errors across equations is not.
While the Vella and Verbeek (1997) and Rigobon (1999) estimation strategies are attractive in that they provide an identifying source in the absence of exclusion restrictions, their value to empirical work is limited by the limited error structures they can account for. A far more general error structure is allowed for in Klein and Vella, hereafter KV, (2006a) in that the heteroskedasticity in both equations can be functions of the same variables provided the correlation coe¢ cient for the unscaled unobservables in the model is constant. This identi…cation strategy is a potentially useful device for many models in which exclusion restrictions are not available and the assumptions of the alternative heteroskedasticity based estimators are not satis…ed.
The identi…cation results in KV (2006a) are based on non parametric and semi parametric representations of the heteroskedasticity. This ‡exible treatment of the heteroskedasticity is theoretically attractive as it indicates that identi…cation is not reliant on very speci…c forms of heteroskedasticity. KV (2006a) also provide an estimation strategy which is consistent with this ‡exibility and this is employed in the simulation evidence in KV (2006a) and the empirical investigation of the returns of schooling for Australian youth reported in KV (2006b). While the estimation strategy employed in those papers is attractive for its treatment of heteroskedasticity, this lack of structure creates computational demands which complicate estimation. In this paper we parameterize the KV (2006a) estimator thereby making it simpler to implement and thus more readily applied to problems with a large number of explanatory variables. Note however, that while we parameterize the estimator to simplify estimation we rely on the identi…cation results in the more general setting discussed in KV (2006a).
We estimate the return to education using a sample of individuals from the National Longitudinal Survey of Youth 1979 (NLSY79). This survey contains information on individuals living in the US aged 15 to 22 years in 1979. Data on these respondents were annually collected until 1994 and biannually subsequently. We estimate the return to education for the most recent wave of the survey in 2004. These data represent an interesting object of study as they have been used in other empirical investigations of the return to schooling and this allows a comparison of our estimates with those using alternative identifying restrictions. Our results suggest that schooling is endogenous and the adjusted impact of schooling is 12.7% in contrast to the OLS estimate of 7.6%.
In the next section we describe the KV identi…cation strategy and the associ- 
where u and v are homoskedastic error terms. The additional imposed restriction is that the conditional correlation coe¢ cient between these homoskedastic error terms 5 is constant. 2 That is:
KV note that 1 can be consistently estimated using a control procedure which removes the component of u which is correlated with v: This is done by including a consistent estimate of v in equation (1) making the new error term in (1):
where = cov(u; v)=var(v): Note, critically, that in the absence of heteroskedasticity is not a function of X. Thus the inclusion of v i without exclusion restrictions does provide any variation which cannot be fully explained by E and X and the model is not identi…ed: However, KV note that when the distribution of the error terms does depend on X, we can condition on X making the new error term in (1):
where
a non linear function of X and this non linearity in A(X) is a source of identi…cation provided one can impose the appropriate structure in estimation. KV show that this can be done by imposing (3). This gives the following controlled regression:
where " i is a zero mean error term. Note that the main features of this estimation equation are the following. First, with either or both S u and S v non constant the model is identi…ed. Second, identi…cation requires
is not a constant implying that the form of heteroskedasticity must vary across equations. Finally, as both v i and S v (X) are straightforward to estimate, the di¢ culty arises in the estimation of
KV (2006a) show that for several error structures it is possible to consistently estimate A(X). In the return to schooling context it may arise if, for instance, both wages and education depend on unobserved ability a . For example, assume the impact of a di¤ers in the two equations. Moreover, assume the impact of a depends on a component that is a function of X; and a random component. Denote the components dependent on X as a 1 (X) and a 2 (X); for the wage and education equations respectively, and let " 1 and " 2 be the corresponding random components.
If we assume that unobserved ability enters the wage and education equations as a multiplicative function of these components we get:
With this form of error structure the appropriate control function has the form in (4).
Estimation
KV (2006a) provide an estimator for the above model without making any assumptions regarding S u and S v : While KV (2006b) employ that proposed estimator the computational di¢ culties associated with estimating these functions, particularly S u ;
reduces the attractiveness of the procedure. Accordingly, we now outline how to estimate the model while treating the S functions as known functions but with unknown parameters. To do this we specify the following forms:
where Z j is the vector of variables considered to be responsible for the heteroskedasticity in the respective equations. 4 Although we employ the above functions in estimation it is straightforward to explore alternative forms. We also experimented in the empirical work with:
but found that the two approaches gave almost identical estimates for the unknown coe¢ cients in (1).
Given this parameterization of S the estimation procedure we employ is the following:
ii) Estimate 1v and jv through non linear least squares using ln(b v 2 ) as the dependent variable. With these estimates we compute the standard error of the reduced form as b
3 For the sake of exposition we present the speci…cations of the S 0 j s that were used in the empirical work. Note that one could use alternative parameterizations of these functions. 4 KV (2006a) allow for X = Z and this is the speci…cation employed in KV (2006b). However, while there might be overlap between X and Z it seems reasonable in practice to allow them to di¤er. Note, however, including variables in Z which do not appear in X is not a source of identi…cation. That is, while we allow for the error distribution to be a function of Z we maintain the assumption that E[ujZ] = E[vjZ] = 0: 8 iii) With these estimates we proceed to the …nal step. This can be conducted in two ways. a) First given that we assume a form for S u we can estimate the model parameters as the solution to following non linear least squares problem:
b) While the approach in (a) produces consistent estimates it requires the estimation of S u through the minimization of a least squares problem related to W . This is somewhat problematic as one is trying to uncover S u by examining variations in u: An alternative to (a) is to estimate 1u and u in S u in the similar manner as is done for the education equation. For a given value of ; say c ; we de…ne the residual u( c ):
Using this value of u( c ) we regress u( c ) 2 on Z ui cu where we also use candidate values for cu . From this regression we computeŜ u ( c ) as p c 1u (Z ui cu ) and estimate c as:
We search over c ; cu and c to get the …nal estimates.
While this latter procedure worked very well in this context we found that in general it is useful to employ one additional step. With the …nal estimates of ; which we denote f ; from this last optimization problem we de…ne the residual u if = W i X i 0f 1f E i : We then use u gave almost identical estimates.
Results
We estimate the e¤ect of education on earnings using a sample of male and female respondents in the National Longitudinal Survey of Youth (NLSY79). We estimate the return to education on the most recent (2004) wave noting that the respondents are 40 and 47 years old. In the core sample of the survey 4161 individuals satisfy our sample selection criteria.
5
The NLSY79 is an attractive data source for estimating the return to schooling as it contains detailed family background information and a large array of cognitive ability tests. Card (1999) argues that adding such controls in the wage equation substantially reduces the ability bias in the measured return to education. However, despite the wealth of information contained in the survey it is di¢ cult to …nd exogenous sources of variation for schooling to employ as instruments. For example, an identi…cation strategy based on changes in the minimum school-leaving age is not valid due to the lack of educational reforms while the sample was enrolled at high school (Oreopoulos 2008 ).
Some studies have used various proxies of the costs of school attendance (e.g. The extensive set of family background measures collected in the NLSY79 have also been employed as instruments. However Card (1999) argues that IV estimates based on family background characteristics are systematically higher than the corresponding OLS estimates and probably contain a bigger upward ability bias. This is supported by Blackburn and Neumark (1995) which reports an IV estimate (9.6 percent) notably higher than the OLS estimate (4.2 percent).
We now focus on our approach. Our measure of earnings, W , is the log of the hourly wage and our schooling measure, E, is the years of education. The variables contained in X are as shown below. We discuss below our choice of the variables that enter the heteroskedastic index, Z. The model is the following: (2001) we also …nd a small positive education gap for the minority groups after controlling for family background.
The KV procedure requires that at least one of the equations' error terms are heteroskedastic. Using the estimates from Table 3 we examine the presence of heteroskedasticity in the schooling equation. The statistic for the White test is 264:21
and that for the Breusch-Pagan, using all the explanatory variables in the model, is 86:75. These values reject the null hypothesis of homoskedastic errors.
We now focus on the estimation of S 6 We estimated the model for alternative forms of heteroskedasticity. In particular we estimated S 2 v including a quadratic term for the heteroskedastic index. In an alternative speci…cation we included in the index only the geographic indicators, the IQ measure and the Hispanic indicator. Our main results were una¤ected by these alternative speci…cations.
13 considered to in ‡uence wages. Before considering the adjusted estimates we report the OLS estimates, and their standard errors, in columns (1) and (2) In implementing the strategy described above to estimate equation (4) it is necessary to specify the variables entering the index Z ui u : Although we experimented with di¤erent choices for the variables in Z ui , including one speci…cation which uses all the variables that enter the conditional mean of the wage, we focus our most detailed discussion on our preferred speci…cation which included only a few variables in the index. To allow for di¤erences in the variance of wages due to economic conditions across regions the index underlying the heteroskedasticity in the wage equation includes the geographic indicators in 2004. We also include the age of the respondent to account for the disparity across individuals in terms of wage growth. 7 Table 5 presents the estimates of the coe¢ cients in the wage equation obtained from estimating (4) using the method denoted (iiib) in section 2:2. We refer to these …gures as CF estimates and they, along with their reported standard errors, are displayed in columns (3) and (4). 8 Before we focus on the estimated impact of education on wages we highlight a number of the interesting features of this table.
First, the estimates for the exogenous variables for the OLS and the CF procedures 7 The main results are unafected under alternatives speci…cations of S 2 u . However when all the exogenous variables in the wage equation enter the heteroskedastic index the coe¢ cients inside the index are erratically estimated. 8 The reported standard errors for all the parameters estimated in the second step of the CF procedure are based on 1000 bootstrapped replications of the estimator. For example, workers with higher levels of earnings ability have a higher opportunity cost of attending school and might leave school sooner to take up a job. The OLS estimate may also be subject to discount-rate bias if individuals who leave school earlier have higher returns to schooling but discount their future earnings more than individuals who stay longer (see Lang, 1993 and Card, 1994) .
Accordingly the observed average return to education is lower than the true value.
Thus our …ndings are in line with the results in previous studies. Our estimate of the return to education falls within the range of estimates reported in the surveys by Card (1999 Card ( , 2001 , where most estimates of the return to schooling after adjusting for the endogeneity of education are between 8 percent and 13 percent per school year.
The non linear least squares estimates of S 
Conclusions
This paper uses a parametric version of the Klein and Vella (2006a) control function estimator for triangular systems with no exclusion restrictions to study the impact of endogenous schooling levels on wages. In this particular setting there is su¢ cient heteroskedasticity to identify the schooling e¤ect and the identifying restriction appears reasonable. The results suggest that schooling is endogenous and the adjusted impact of schooling is 12.7 percent in contrast to the OLS estimate of 7.6 percent. 
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