ABSTRACT True random number generators (TRNGs) are a fundamental resource in information security and can guarantee the absolute security of information in principle. Entropy source is the most critical part of TRNGs, which provides the unpredictability and is the root of security for TRNGs. Electrical noise, which is inevitable and unpredictable in electronic systems, is always used as entropy source for TRNGs. This review discusses the different methods to harvest electrical noise in TRNGs, including the early amplify noise based on amplifier, phase jitter based on oscillator, the effect of electrical noise on the metastable behavior and amplify noise based on chaos circuits. Each method has its own strengths in aspect of speed, cost, complexity and portability. Finally, some post-processing technologies and TRNG evaluation methods are also discussed. With this review, we hope the current spots for TRNGs using electrical noise are summarized and some possible future directions are pointed out.
I. INTRODUCTION
Random number generator is always important for information encryption and decryption, numerical simulations, lottery games and stochastic experiments [1] . Historically, random number generator is divided into pseudo-random number generators (PRNGs) and true random number generators (TRNGs).
PRNGs use some initial seeds and deterministic algorithms to produce pseudo-random numbers and can result in high throughput. However, once the seeds are obtained by attacker, all security will be lost. Thus, it is dangerous that using PRNGs produce secret keys. For the sake of defending against such problems, TRNGs are designed by researches, which extract random numbers from physical random processes. These are contrary to the pseudo-random numbers produced by computer program and can guarantee the absolute security of information in principle.
The randomness of TRNGs comes from entropy source which is the root of security for TRNGs. Electrical noise is inevitable in electronic systems. Due to the unpredictability The associate editor coordinating the review of this article and approving it for publication was Jiafeng Xie. of white noise, it is an ideal entropy source for TRNGs. Several methods of harvesting electrical noise in TRNGs are available, such as amplify noise based on amplifier [2] - [4] , phase jitter based on oscillator [5] - [8] , the impact of electrical noise on the metastable behavior [9] - [12] and amplify noise based on chaos circuits [1] , [13] , [14] . Classical noise-based TRNGs use high-gain differential amplifier to amplify noise to a level and compared with a threshold in a comparator, then the amplified noise is converted to produce a digital signal [2] . However, this process will consume lots of power because noise is leveled up a few orders to meet the needs of digital logic level, and designing amplifier is a complex work [10] . Hence, some researches focused on these problems were carried out, including Si nano-devices [15] , identical inverters [16] , oxide breakdown [17] , [18] and random telegraph noise [19] .
Though these methods are valid to produce high quality true random bits, they show some great challenges when are manufactured in sub-14 nm processes. These circuits need stable supply voltage and they are sensitive to temperature and aging, which will induce device drifts. To solve these problems, generating random bits using digital circuits are studied because electrical noise also can lead to phase jitter in oscillator [20] , [21] . These TRNGs extract entropy from edge-jitter of oscillator and sample jitter events using phasedetector, including ring oscillators [7] , coupled oscillators [2] , [22] , [23] and Fibonacci/Galois ring oscillators [24] , [25] . Another popular digital technique harvesting noise is using the metastable behavior [9] , [12] , [26] , [27] . Because metastability of bi-stable circuits can be influenced by thermal noise then a random bit is produced [9] , [12] , [26] .
Due to its non-periodicity and non-reproducibility, fast TRNGs are key in information security [28] - [30] and largescale parallel computation [31] . Because of lacking infinite measurement precision in chaotic circuit, it is impossible to confirm initial conditions exactly and chaotic dynamic is sensitive to initial value. Additionally, the uncertainties can be amplified by chaotic systems [32] . What's more, chaotic systems have high wideband. These make chaotic circuits convenient candidates for fast TRNGs and TRNGs using chaotic circuit have been extensive researched [33] - [35] .
Due to intrinsic bias and correlations derived from entropy source, raw bits are usually hard to achieve good statistical properties. In this case, post-processing is needed to reduce statistical flaws. And their exciting experiments are certified by randomness tests, such as NIST, Diehard, Test U01 and AIS 31. In this paper, we attempt to review the evolution of electrical noise-based TRNGs, the advantages and challenges are demonstrated and shown to the readers. TRNG model is given detailly in section II. And entropy source is introduced in section III. Subsequently, section IV reviews different methods of harvesting electrical noise in TRNGs. Section V gives a brief review on post-processing and Section VI introduces TRNG evaluation methods. In the end, conclusions are drawn in Section VII.
II. TRNG MODEL
Generally speaking, TRNGs consist of entropy source, a harvesting component and post-processing component, as shown in Figure 1 . Entropy source, which is the most important component of TRNG, provides the unpredictability and is the root of security for TRNG. Harvesting component does not impede the physical of entropy source and collects entropy as much as possible. It reads data produced by entropy source and converts data to a series of bits. The output bits are called the raw data. Using harvesting component, entropy can be collected as much as possible and physical process of entropy source won't be disturbed. Though entropy source can provide true randomness, the raw bits are usually biased and not uniformly distributed for various reasons. Thus, postprocessing is needed to reduce residual correlation in random sequence and make output uniformly distributed. It can cover up imperfections from entropy source or harvesting component.
III. ENTROPY SOURCE
Entropy source is the root of TRNGs. To ensure the effective of TRNGs, entropy source must be unpredictable in principle. Electrical noise, which is unpredictable and inevitable in electronic systems, is an ideal entropy source. Electrical noise mainly includes shot noise, thermal noise and flicker noise. The mean square variation of external current is known as shot noise and it exists in diodes, bipolar transistors and MOS transistors. It is written as i 2 and can be expressed as
where q is electronic charge and equal to 1.6 × 10 −19 C, I D is the average value of a series of random independent pulses and f is the bandwidth in hertz. Equation (1) demonstrates that shot noise is increased with bandwidth of measurement. The spectral density of noisecurrent is constant and shot noise is white noise. Equation (1) is perfectly valid into the gigahertz region. The amplitude distribution of shot noise is Gaussian and its standard variance is
In electronic systems, random thermal motion of charge carriers will lead to thermal noise. Because electron thermal velocities in a conductor are much faster than typical electron drift velocities. Thermal noise is not affected by whether direct current present. Thermal noise is increased with absolute temperature T and it can be written as equation (3) or (4) [36] 
where v 2 is voltage variation caused by thermal noise, k is Boltzmann constant and R is resistance.
Equation (3) and (4) demonstrate that the spectral density of thermal noise is also not depend on frequency and this is valid into 10 13 Hz. Thus, thermal noise is another white noise. Because white noise is unpredictable and independent with frequency, it is an ideal entropy source for TRNGs.
Flicker noise is mainly resulted by traps connected with contamination and crystal defects. These traps random capture and release carriers and they cause a noise signal with energy concentrated at low frequencies. Flicker noise is connected with a flow of direct current and can be expressed as
where K 1 , a and b are constant (0.5 ≤ a ≤ 2, b ≈ 1), I is direct current. If b = 1, the spectral density of flicker noise depends on 1/f frequency. Hence flicker noise is also known as 1/f noise. It is valid into the megahertz range. According to equation (5), flicker noise may cause correlation in the output of random number generations. Thus, some researchers attempt to suppress flicker noise in TRNGs using electrical noise [37] . Also many researches take no account the effects of flicker noise [24] . And some researches manifest flicker noise has effect on random number generation [38] , [39] , while these researches are insufficient to make an interpretation confidently.
With respect to the methods of harvesting electrical noise, TRNGs can be divided into four main groups: amplify noisebased TRNGs, oscillator-based TRNGs, metastability-based TRNGs and chaotic TRNGs.
IV. TRNGS BASED ON DIFFERENT METHODS OF HARVESTING ELECTRICAL NOISE

A. TRNGS BASED ON AMPLIFY NOISE
Noise is inevitable in electronic systems. Because of its natural randomness, noise is one of the preferred entropy sources for TRNGs [40] . Early noise-based TRNGs utilize analog circuitries to directly amplify noise. After being amplified, noise is sampled and quantized in circuit devices [2] , [41] . As shown in Figure 2 , classical noise-based TRNGs employ an amplifier to deal with small voltage fluctuate caused by electrical noise from a resistor or semiconductor diode as initial randomness source. Then the amplified noise is compared with a threshold using comparator to produce digital signal. Subsequently, this digital signal is sampled and processed to generate random bit sequence.
For this kind of noise-based TRNGs, noise must be amplified to a level that the threshold has no bias compared by a comparator, which needs lots of power to bring the noise level up a few orders of magnitude to digital logic level, and designing amplifier is a complex work [10] . These also make it difficult to balance between circuit area and quality of random numbers. To solve these problems, S. Fujita proposed using Si nanodevices to produce high-amplitude device noise, which reduced the size of TRNGs and produced high quality random numbers [15] . Later, increasing noise magnitude with inserting a SiN layer rich in high-density electron traps was proposed [42] . The experimental results showed the area of this TRNG was reduced much and the throughput was increased than TRNG previously reported [2] . However, using this method required additional photo mask, which increased the expense. Then, other TRNGs were proposed. Because the electrical properties of metal-oxide semiconductor (MOS) after soft breakdown (SBD) shows large fluctuation [17] , [18] . In 2004, a novel RNG using MOS capacitors after SBD as a random source was presented [17] . In 2010, Christophe De Roover and Michiel Steyaert amplified noise using identical inverters and produced a series of random bits consuming only 0.65nw [16] . Subsequently, TRNG using random telegraph noise (RTN) was proposed due to its unpredictability and some basic guidelines for designing RNT-based TRNG also were provided [19] .
For noise-based TRNG, the threshold needs to be adjusted to a proper value so that the probabilities of ''0'' and ''1'' are equal. However, owing to environment variations and temperature perturbations, it is difficult to adjust to a precise and proper value in practice. Thus, the raw digitized bits are usually correlated or biased and post-processing is needed. What's worse, it needs extra device to reduce the influence of electromagnetic interference. In addition, this kind of TRNGs can be easily impacted by flicker noise, which will produce correlation sequences.
B. TRNGS BASED ON OSCILLATOR
Electrical noise also can lead to phase jitter in oscillator [20] , [43] , [44] . The research on phase noise and jitter in oscillator was introduced and developed until 1990s [45] , [46] . In 2006, a simple and straightforward model for phase noise and jitter was published by Abidi [47] . Recently, due to its simple structure and produce random bits effectively, TRNGs using phase jitter have been extensively researched [5] , [38] , [48] . In theory, the simplest oscillator can contain only one inverter. However, in digital circuit, phase jitter using an inverter is very small. To increase jitter, odd inverters are chained then a simple oscillator is built. Its open loop structure is shown in Figure 3 . It is perfect when the output of oscillator is a periodic square wave. But the transition spacing is variable actually on account of electrical noise. Arbitrary uncertainty in a previous transition influences all the subsequent transitions, and this influence persists indefinitely, this uncertainty will be increased with the number of inverters added. In this paper, for simplicity, the model of ring oscillator is simplified as a single inverter, a delay τ and a feedback loop and the ring oscillator follows Barkhausen criterion [49] . In 1996, it was modeled that a low-frequency ring oscillator sampled a high-frequency ring oscillator using a D flip-flop for generate unpredictable bits [50] , as shown in Figure 4 . Generally, this configuration is called coupled oscillators. TRNGs based on coupled oscillator can be designed purely digital and without amplifier. Subsequently, some researches realized it and provided some methods to enhance its performance [23] , [37] , [51] . However, precisely matching the period of coupled oscillators is quite hard and two signals of frequency oscillators may drift relative to one another. These don't make for very robust TRNG designs. Some researchers used additional circuitry to adjust waveforms to make the transitions matched. While it decreases the randomness of jitter and brings in some biases.
To alleviate these problems, Sunar et. al. put forward a classical TRNG combining and sampling some equal length ring oscillators [5] , as illustrated in Figure 5 (a). The outputs of oscillators were XORed and sampled using D-type flip flop to generate random bits. Also, its security was proved by Sunar in [5] . Although, many resources were needed using this method, it was very popular due to its production of high entropy of random bits and easy implementation after postprocessing. Ülkühan Güler and Günhan Dündar realized the first integrated circuit implementation using Sunar's method and generated high-quality random bits using the simple Von Neuman corrector instead of Sunar's post-processor [52] , [53] . And to maximize randomness of CMOS ring oscillatorbased TRNGs, Ülkühan Güler derived randomness equations and defined randomness parameter [38] . Later, an improved version of Sunar's method was put forward by Wold and Tan [6] , as shown in Figure 5 (b) . With a flip-flop added after each oscillator before the XOR tree, modified TRNG could pass randomness tests without post-processing and the number of oscillators was decreased. Subsequently, Knut Wold and Slobodan Petrović optimized the parameters of modified TRNG by spectral analysis and achieved 300 Mbit/s throughput [54] . However, Ring oscillator-based TRNGs using Word's method need constant oscillation of many ROs to accumulate enough jitter to produce high quality random bits, which still lead to large power consumption [55] . Also, Word's method may introduce pseudo randomness and this pseudo randomness is impossible to be eliminated [56] , thus the TRNG may be attacked.
Fibonacci ring oscillators (FIRO) and Galois ring oscillators (GARO) are two new forms of ring oscillators. These designs refer to linear feedback shift registers (LFSR) and use inverters instead of shift registers. Schematic diagrams of FIRO and GARO are shown in Figure 6 . Their feedback connections need to be chosen appropriately to avoid dynamic collapse into the fixed points. When the number of inverters is reduced to only one, both FIRO and GARO become classical ring oscillator. Even or odd is allowed for the number of inverters in FIRO, but not equal to 2. And the output of FIRO can come from arbitrary inverter. While the number of inverters in GARO should be odd and the output of GARO is come from the last inverter. In 2006, FIRO and GARO for TRNG were proposed and analyzed in [24] . Subsequently, a novel sampling method nearly doubling the entropy was put forward by Dichtl and Golić [25] . In 2010, Ülkühan et al. designed the first ASIC implementation of TRNG combining FIRO with GARO and this design provided a throughput of 125Mbps [57] . Inspired by [24] and [25] , Lijuan Li and Shuguo Li proposed a digital TRNG using cross feedback ring oscillator [58] . Compared with FIRO and GARO, it saved more than half of the time to accumulate very high entropy and generated one unpredictable bit. By restarting FIRO and GARO under the same initial conditions and calculating time evolution of standard deviation of output, their randomness was evaluated and analyzed [25] , [59] . It was demonstrated that a higher and more robust entropy rate could be achieved using FIRO and GARO. Compared to other oscillators, the number of inverters using FIRO and GARO is reduced and FIRO and GARO are more sensitive to jitter [24] , [25] . Thus, jitter is quickly propagated and transformed through feedback. Thus, FIRO and GARO are more suitable entropy source.
However, some drawbacks can hinder the usage oscillatorbased TRNGs, such as aging, frequency locking, technology dependence and highly power consumption [60] , [61] . What's worse, oscillator-based TRNGs suffer from frequency attacking easily [60] , which can lead to entropy loss. Rahman et al. presented adding self-compensation mechanism or extra power supply noise for oscillator-based TRNG to avoid frequency attacks [62] . And Böhl et al. presented the on-line testable solution to ensure randomness [63] .
Realizing in an all-digital design makes oscillator-based TRNGs easier to integrate into applications. Not only quality of the TRNGs are essential, but also its speed for practical applications. Additionally, the rapid development of quantum key distribution (QKD) systems will cause even more enormous challenges to the throughput of TRNGs in the next few years. Because ring oscillator-based TRNGs usually need a mass of logic gates to generate high speed random number, this method usually combines with other methods.
C. TRNGS BASED ON METASTABILITY
Metastable-based TRNG is another method can be realized using digital technique. It has been known that the final state between two equal desirable outputs can be determined by random processes. Hence, the final state of bi-stable circuit in metastable point is determined by circuit noise [9] . The classical metastable-based TRNG was developed by Philips in [64] , which used metastable cross-coupled inverters to handle thermal noise, as shown in Figure 7 . It is composed of a cross-coupled inverter pair. By pre-charging inverter diffusion nodes, the inverter pair can be driven into unstable state to identical logic values. Ultimately, either stable state (a=1, b=0) or (a=0, b=1) is decided by the differential noise at 'a' and 'b' during the metastable period. Due to its easy integration and energy-efficient in circuits [55] , metastability is a perfect solution for TRNGs. However, metastability events are very sensitive to manufacturing process and voltage and temperature (PVT) changes. Hence, it is hard to keep a bi-stable circuit in an unstable state [65] , [66] . What's worse, these inaccuracies affecting the symmetry of the metastability will cause bias and decrease the entropy rate of the outputs bits of metastable circuit [67] . Hence, some researches focused on the symmetry of metastable circuit were carried out. In 2011, a metastability-based TRNG with adaptive control was proposed by Majzoobi et al. [66] . The experimental results showed using programmable delay lines could precisely equalize the signal arrival times to obtain metastability and produced throughput of 2 Mbit/s. Later, Hata and Ichikawa came up with a solution using almost identical RS latch to guarantee the quality of randomness and achieved throughput of 12.5Mbps [68] . Meanwhile, a self-calibrating 2-step tuning mechanism was used for metastability-based TRNG by Intel and it provided tolerance to 20% PVT variation [10] . Subsequently, Intel improved this TRNG using in-line decorrelators and a lightweight BIW extractor. It demonstrated that this TRNG could provide a throughput of 162.5 Mbps at 1.3 GHz operation, with 1.5 mW total power consumption and a 90 µW leakage component [11] .
Metastability also exists in RS latches [69] and D-type flipflops [64] . For their all-digital designs and simple structures, TRNGs using metastable circuits are increasingly popular [11] , [55] , [68] , [70] . Meanwhile, many other solutions were proposed to keep a bi-stable circuit in a metastable state. In 2008, Tokunaga et al. presented the solution controlling the metastability proximity to produce random bit, which formed the bi-stable by adjusting the initial input inverters [12] . In 2010, Varchola and Drutarovsky put forward a new bi-stable structure which was known as transition effect ring oscillator for TRNG [71] . This TRNG extracted randomness from oscillatory metastability and the sensitivity of the global perturbations was lower than ring oscillator. However, the initial condition of TERO could not be adjusted. Later, Piotr Zbigniew Wieczorek proposed dual-metastability time-competitive TRNG [72] , [73] , which generated random number by comparing the unpredictable resolve time of two similar metastable D-latches (or flip-flops) to generate random number and this method could be carried out with various logic programmable circuits. In 2016, Piotr Zbigniew Wieczorek proposed a novel TRNG, which adjusted the initial condition in pre-autonomous mode and extract randomness from parameters of two bi-stable transient response [61] . Due to the symmetry of the presented solution, its robustness and tolerating temperature and supply voltage variations was increased. Subsequently, Piotr Zbigniew Wieczorek combined chaotic circuit with metastability. Not only were the parameters of the circuit insensitive to PVT conditions using this method, but also this method had better performance of anti-attack of active injection side-channel attack [74] . Recently, Sha Tao and Elena Dubrova harvested entropy from latches comparators in their detectable metastable states and harnessed several ternary valued latches to address the bias caused by conditions [75] . And, Barangi et al. used metastable state in straintronics magnetic tunneling junction generated unpredictable random number at a high rate with low-energy overhead.
For one-time-pad, it needs abundant random bits. For this, speed is important because taking much time to produce random number is not permitted. To this end, TRNGs based on chaos are proposed and realized in recent years.
D. TRNGS BASED ON CHAOS
Due to its high bandwidth, unpredictability and insensitive to various disturbance and tolerances of components, chaos is a perfect entropy source for fast TRNGs [14] , [76] , [77] . In 2013, David P. Rosin et al. put forward a TRNG using autonomous logic gates, and this TRNG was claimed to reach the throughput of 12.8 Gbps. This does not rely on a clock and is promising candidates for TRNG because it is easily integrated [78] . Wen Li et al. proposed an all-electronic TRNG based on high amplitude chaotic oscillations [79] . This TRNG presented random bit throughput of 80 Gbps and its robustness and fully electronic implementation implies scalability and minimal post-processing compared with existing optical TRNG.
Physical randomness is derived from electrical noise and amplified by deterministic chaos [80] . The statistical properties can also be made more desirable by chaotic dynamics [81] . Figure 8 illustrates chaos-based TRNGs. The entropy source of the chaos-based TRNGs is a non-linear dynamical system operating in chaotic regime. Then entropy is harvested by a sampler and imperfection of entropy source is masked by post-processing.
In general, according to underlying dynamics, chaos-based TRNGs can be divided into continuous time and discrete time. The future state of the continuous time chaotic systems is decided by differential equations relating to the rate of change relating to the variables of current state. However, analog circuit blocks is needed for continuous time chaosbased TRNGs, such as operational amplifier (OPAMP) [82] , [83] , which makes continuous time chaos-based TRNGs have large area and high consumption. Compared with continuous time chaotic system, discrete time chaos-based TRNGs is able to be built by less components. Future state of the discrete time chaotic systems is decided by differential equations which merely relates to the current state [84] . Generally, the operation of the discrete time chaos-based TRNGs requires an external clock to drive chaotic dynamics. Thus, it depends on the clock frequency that the speed of generation and development for forming the chaotic dynamic. For discrete time chaos-based TRNGs, clock frequency can be adjusted dynamically at runtime. This makes it lower consumption and high throughput without any topological modifications. What's more, discrete time chaos-based TRNG can be implemented by digital circuit. Thus, it is simple to implement digital integrated circuit and its circuit only incorporates a few typical electronic devices. These make it desirable candidates for applying to lightweight and hardware efficient TRNGs [82] .
However, digital chaotic implementations involve finite computational precision, which may lead to pseudo-random output [85] . Thus, it will be very helpful that identifying a continuous random variable which can be used in digital circuits. This variable can have complementary advantages of analog chaotic signal and digital circuit. Thus, a TRNG combined chaotic circuit and metastability was proposed [74] . Where chaotic behavior is resulted from switchable ring oscillators and metastability is resulted from a flip-flop. This method provided high quality random bits without additional post-processing. What's more, it is immune to active injection side-channel attacks.
E. COMPARISONS AND CHALLENGES
The methods of harvesting electrical noise are summarized briefly in Table 1 . The table gives a few representative references, the order of the typical bit rates for every kind of TRNG, their advantages and challenges.
V. POST-PROCESSING
Due to intrinsic bias and correlations derived from entropy source, raw bits are usually hard to achieve good statistical properties. In this case, post-processing is needed to reduce statistical flaws. Generally speaking, using post-processing has two goals. One is adjusting the probability distribution of raw random bits conform to a uniform distribution. With this method, statistical defects in entropy source or harvest component are compensated. The other is increasing entropy VOLUME 7, 2019 per bit using a compression function. Usually, using postprocessing can increase that the probability of bits passing the test, while their throughput will be reduced [86] .
A post-processing can be as simple as a XOR corrector and von Neumann corrector [73] . It can also be as complicated as a resilient function [5] and hash function [87] . XOR and Von Neumann are the most common post-processing for TRNGs because of their easy application [88] . Von Neumann algorithm is an ideal method to reduce bias, using it, uniformly distributed 0 and 1 numbers can be obtained. In addition, regarding only consequent number pairs makes Von Neumann is the simplest post-processing method. Its disadvantage is that the throughput of TRNG will be decreased, because the (0,0) and (1,1) number pairs are abandoned.
Post-processing is not needed in all TRNGs. Because postprocessing may limit the bitrate of TRNGs substantially, the low rates of post-processing for TRNGs usually are not included in ultra-fast random number generation. As far as I know, the generation of fast random number bits is limited by their obtain methods with high-speed oscilloscopes. Thus, most studies of post-processing for ultrafast TRNGs are carried out offline [81] . The defects of post-processing are increased power consumption and decreased in the bit rate, respectively. And some challenges also are brought including scalability to higher rates, interfacing with computing and communication architectures [87] .
VI. TRNG EVALUATIONS
To use TRNGs in cryptographic applications, we must certify the output bits are secure enough. Entropy provides a convenient way for measuring randomness. In the information theory, expressing entropy in bits is a natural formulation for information processing and communications. In different entropies, Shannon entropy is well known and interesting estimator for its a simplicity and validity. It evaluates the useful information of randomness from the perspective of probability. And it is defined as
where H n (X ) is Shannon entropy, X is random variable, P X (x) is the probability of outcome. Shannon entropy provides a rough estimation of randomness. Higher Shannon entropy means closer to uniform distribution and we are able to harvest more random bits from entropy source. It is ideal to produce a nearly uniform distribution under the guidance of Shannon entropy.
The other popular entropy estimator is min-entropy that recommended by NIST [89] . Min-entropy evaluates the difficulty that the output of the TRNGs are predicted. The probability that a random bit is first inferred correctly is related to the distribution of min-entropy which the random bit is generated from. The min-entropy, which estimates randomness from the perspective of attacker, is strongly associated with negative logarithm of the maximum probability using the optimal guessing strategy. The min-entropy H ∞ (X ) can be defined as
where p i is the probability of X = x i and X is the discrete random value from A = [x 1 , x 2 , . . . , x k ]. If H is the min-entropy, then the probability that any particular outcome X is observed will be no more than 2 −H . When random variable accord with a uniform probability distribution, min-entropy will attain its maximum value log 2 k. As the number of uniform bits, minentropy can be extracted from a given distribution. Both Shannon entropy and min-entropy provide strong confidence in randomness. In practical, other entropy evaluations also can be used to give us a guideline when decide how to use a randomness extractor to make the most use of available randomness, such as Kolmogorov-Sinai entropy and T-entropy. However, entropy estimation spends lots of time to achieve highly reliable results. Recently, the most common way to evaluate randomness is represented by statistical tests. NIST SP-800.22 statistical test suite [90] and Die-hard test suite [91] and Test U01 [92] and AIS31 [93] are most common statistical test suites to evaluate their RNGs by researchers. They report test results as fail or pass scores.
VII. CONCLUSION
TRNGs are playing an increasingly important role in information security and cryptography. TRNGs using electric circuits have shown wide prospect because of carried out on compact electronic chips and thus worth further investigating. Electrical noise is inevitable in electronic systems. Because white noise has a uniform power spectral density, that enables us to obtain uncorrelated random numbers. Therefore, it is a preferred choice in random number generation. Various methods of harvesting electrical noise serving as reliable entropy sources are reviewed, such as classical noise amplifier, oscillators, metastability and chaos. Each method has its own strengths in terms of speed, cost, complexity and portability. In our opinion, TRNGs based on oscillators and metastability are more easily integrated and have good portability. Chaos is the most suitable technique for fast random number generator and has good immunity to active injection side-channel attacks. We hope that they can be combined in the future to produce a high quality of fast random number generator which can be integrated easily. These combined circuits provide the additional advantage that they are insensitive to PVT conditions. While some entropy sources are claimed to directly generate enough random bit sequences, most TRNGs produce imperfect random bits without post-processing. To avoid this problem, TRNGs should include a well-designed postprocessing, which can reduce statistical flaws and provide prediction resistance. The random bits need to be tested to prove their reliability. Thus, TRNGs evaluation including entropy estimations and statistical tests are summarized at the end of the paper.
With this review, we hope the current spots for TRNGs using electrical noise are summarized and some possible future directions are pointed out. 
