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Abstract
This article begins the theory of submanifolds in products of 2 or
more space forms. The tensors R, S and T defined by Lira, Tojeiro and
Vitório at [2] and the Bonnet theorem proved by them are generalized
for the product of many space forms. Besides, some examples given by
Mendonça and Tojeiro at [4] and the reduction of codimension theorem
proved by them are also generalized.
Key words: product of space forms, isometric immersions, reduction of codi-
mension, Bonnet theorem.
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1 Introduction
A space form is a (semi-)riemannian manifold whose sectional curvature is
constant. To us, a space form is also connected and simply connected. Thus,
up to isometries, we just have three kinds of space forms:
(I) the euclidean space Rn, which is the space form whose sectional curvature
is 0;
(II) the sphere Snk , which is the space form whose sectional curvature k is
positive;
(III) and the hyperbolic space Hnk , which os the space form whose sectional
curvature k is negative.
We will use the following models:
Snk =
{
x ∈ Rn+1 ∣∣ ‖x‖2 = 1
k
}
, if k > 0;
Snk =
{
x ∈ Ln+1 ∣∣ ‖x‖2 = 1
k
}
, if k < 0;
Hnk =
{
x ∈ Ln+1 ∣∣ ‖x‖2 = 1
k
and x0 > 0
}
, if k < 0.
Here, Ln+1 is the vector space Rn+1 with a the following inner product: 〈x, y〉 :=
−x0y0 +
n∑
i=1
xiyi. To make things easier, we will denote the space form with
dimension n and sectional curvature k by Onk
The authors of [2] defined the tensors R, S and T associated to an isometric
immersion f : Mm → Oniki×On2k2 . They proved some results involving this tensors
and they found the fundamental equations for isometric immersions in products
of two space forms. Using these fundamental equations, they proved a Bonnet
theorem for isometric immersions in products of two space forms.
The authors of [4] constructed some examples of isometric immersions in
On1k1 × On2k2 , they proved some reduction of codimension results, they classified
all parallel immersions in On1k1 × On2k2 and they reduced the classification of
umbilical immersions f : Mm → On1k1 × On2k2 (with m ≥ 3 and k1 + k2 6= 0) to
the classification of isometric immersions in Sn ×R and Hn ×R. The umbilical
immersions in Sn × R were classified in [5].
The present article is a beginning of studying isometric immersions in prod-
uct of many space forms, 2 or more. So here the tensors R, S and T must be
defined for isometric immersions f : Mm → On1k1 ×· · ·×Onℓkℓ . Section 2 takes care
of these generalized definitions and of the equations involving the new tensors.
Section 3 generalizes some examples given at [4] and Section 4 generalizes
the reduction of codimension theorem of [4].
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Finally, the last section of this article generalizes the Bonnet theorem of [2]
for isometric immersion in On1k1 × · · · ×Onℓkℓ .
2 Isometric immersions in On1k1 × · · · ×Onℓkℓ
2.1 The inclusion function ı : On1
k1
× · · · ×Onℓ
kℓ
→֒ RN
Let k1, · · · , kℓ be real numbers and let υ, τ : R→ {0, 1} be the functions given
by
υ(x) :=
{
1, if x 6= 0;
0, if x = 0;
and τ(x) :=
{
1, if x < 0;
0, if x ≥ 0.
Let RNi = R
ni+υ(ki)
τ(ki)
, for each i ∈ {1, · · · , ℓ}, and let RN = RN1×· · ·×RNℓ . Here,
Rn0 = R
n andRn1 = L
n. So there exists a canonical inclusion ı : On1k1×· · ·×Onℓkℓ →֒
RN given by ı(x1, · · · , xℓ) = (x1, · · · , xℓ), where xi ∈ Oniki ⊂ RNi .
Lets denote Oˆ = On1k1 × · · · × Onℓkℓ . Then the codimension of ı : Oˆ → RN is
the number of elements of the set J := { i ∈ {1, · · · , ℓ} | ki 6= 0}.
Lemma 2.1. If J := { i ∈ {1, · · · , ℓ} | ki 6= 0} and x = (x1, · · · , xℓ) ∈ Oˆ, with
xi ∈ Oniki , then
TxOˆ =
{
X ∈ RN ∣∣ Xi ⊥ xi, ∀i ∈ J} ,
where X = (X1, · · · , Xℓ), with Xi ∈ RNi .
Proof. Let x ∈ Oˆ and X ∈ TxOˆ. Thus there is a differentiable curve β : I → O
such that β(0) = x and β′(0) = X .
But β(t) =
(
β1(t), · · · , βℓ(t)
)
and ‖βi(t)‖2 = 1ki , for all i ∈ J . Then〈βi(t), β′i(t)〉 = 0, for all i ∈ J . It follows that 〈xi, Xi〉 = 〈βi(0), β′i(0)〉 = 0,
for each i ∈ J . Thus TxOˆ ⊂
{
X ∈ RN ∣∣ Xi ⊥ xi, ∀i ∈ {1, · · · , ℓ}}.
Lets consider
Vi =
{
{xi}⊥, if i ∈ J ;
RNi , if i 6∈ J ;
where {xi}⊥ is the orthogonal complement of span{xi} in RNi . Thus{
X ∈ RN ∣∣ Xi ⊥ xi, ∀i ∈ J} = V1 × · · · × Vℓ.
Since TxOˆ and
{
X ∈ RN ∣∣ Xi ⊥ xi, ∀i ∈ J} have the same dimension, they are
the same subspace of RN .
Lemma 2.2. Let RN = RN1 × · · · ×RNℓ and πi : RN → RN be the orthogonal
projections given by πi(x1, · · · , xℓ) = (0, · · · , 0, xi, 0, · · · , 0). If ki 6= 0, then the
field πi|Oˆ = πi ◦ ı is normal to Oˆ.
Proof. Let X ∈ TxOˆ a tangent vector, thus Xi ⊥ xi (by Lemma 2.1). It follows
that 〈(πi ◦ ı)(x), X〉 = 〈xi, Xi〉 = 0. Therefore (πi ◦ ı) is normal to Oˆ.
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Since the codimension of Oˆ in RN is equal to the number of elements of the
set J := { i ∈ {1, · · · , ℓ} | ki 6= 0}, then
T⊥x Oˆ = span {πi(x) | i ∈ J} = span{−k1π1(x), · · · ,−kℓπℓ(x)}. (1)
Now, let ∇¯ and ∇˜ be the Levi-Civita connections in Oˆ and RN respectively,
and let αı, R¯ and Aıη be (respectively) the second fundamental form of ı, the
curvature tensor of Oˆ and the shape operator in the normal direction η given
by
〈
AıηX,Y
〉
= 〈αı (X,Y ) , η〉.
Lemma 2.3. For all X,Y ∈ Γ
(
T Oˆ
)
, it holds that
αı (X,Y ) = −
ℓ∑
i=1
〈πiX,Y 〉 ki(πi ◦ ı), (2)
Besides, if ki 6= 0, then Aıπi◦ı = −πi.
Proof. Let x ∈ Oˆ and X ∈ TxOˆ. If ki 6= 0, then Xi ⊥ xi and πiX =
(0, · · · , Xi, · · · , 0) ∈ TxOˆ. On the other side,
∇˜X(πi ◦ ı)(x) = dπiı(x) (dıxX) = πiı∗X = ı∗πiX ⇒ Aıπi◦ı = −πi.
Let J = { i ∈ {1, · · · , ℓ} | ki 6= 0}. Then
αı (X,Y ) =
∑
i∈J
〈∇˜X ı∗Y, πi ◦ ı〉 πi ◦ ı‖πi ◦ ı‖2 =
∑
i∈J
〈αı (X,Y ) , πi ◦ ı〉 ki(πi ◦ ı) =
= −
∑
i∈J
〈πiX,Y 〉 ki(πi ◦ ı) = −
ℓ∑
i=1
〈πiX,Y 〉 ki(πi ◦ ı).
Lemma 2.4. R¯(X,Y )Z =
ℓ∑
i=1
ki (πiX ∧ πiY )Z, where (A∧B)C := 〈B,C〉A−
〈A,C〉B.
Proof. Using Gauss equation,
R¯(X,Y )Z = Aıαı(Y,Z)X −Aıαı(X,Z)Y =
(2)
= −
ℓ∑
i=1
〈πiY, Z〉Aıki(πi◦ı)X +
ℓ∑
i=1
〈πiX,Z〉Aıki(πi◦ı)Y =
=
ℓ∑
i=1
〈πiY, Z〉kiπiX −
ℓ∑
i=1
〈πiX,Z〉kiπiY =
=
ℓ∑
i=1
ki [〈πiY, Z〉πiX − 〈πiX,Z〉πiY ] .
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Lemma 2.5. The tensor πi : T Oˆ→ T Oˆ is parallel, that is, (∇Xπi)Y = 0, ∀X,Y ∈
Γ
(
T Oˆ
)
.
Proof. Here we use πi to denote the orthogonal projection πi : R
N → RN and
also the restrictions πi|Oˆ : Oˆ→ Oˆ and πi|TxOˆ : TxOˆ→ TxOˆ.
Let X,Y ∈ Γ
(
T Oˆ
)
, thus
ı∗πi∇¯XY = πi
[
ı∗∇¯XY
]
= πi
[∇˜X ı∗Y ]− πi [αı (X,Y )] =
= πi
[∇˜X ı∗Y ]− πi

− ℓ∑
j=1
〈πjX,Y 〉 kj(πj ◦ ı)

 =
= πi
[∇˜X ı∗Y ]+ 〈πiX,Y 〉 ki(πi ◦ ı).
But Y : Oˆ→ RN and ı∗Y = Y . Thus
πi
[∇˜X ı∗Y ] = πi [d(ı∗Y )X ] = πi [dY ·X ] = d (πi ◦ Y ) ·X = ∇˜XπiY =
= ∇˜X ı∗πiY = ı∗∇¯XπiY + αı (X,πiY ) (2)= ı∗∇¯XπiY − 〈πiX,πiY 〉 ki(πi ◦ ı) =
= ı∗∇¯XπiY − 〈πiX,Y 〉 ki(πi ◦ ı).
Therefore ı∗πi∇¯XY = ı∗∇¯XπiY , and hence (∇Xπi)Y = 0.
2.2 The Ri, Si and Ti tensors
Let Mm be a riemannian manifold and f : Mm → Oˆ be an isometric immersion.
We will callR andR⊥ the curvature tensors on the tangent bundle (TM) and on
the normal bundle (T⊥M) of f , respectively. Let also α := αf : (TM ×TM)→
T⊥f M be the second fundamental form of f and Aη := A
f
η : TM → TM be the
shape operator in the normal direction η, given by 〈AηX,Y 〉 = 〈α (X,Y ) , η〉,
for all X,Y ∈ TM .
Definition 2.6. Let Li : TM → T Oˆ, Ki : T⊥M → T Oˆ, Ri : TM → TM ,
Si : TM → T⊥M and Ti : T⊥M → T⊥M be given by
Li := L
f
i := πi ◦ f∗; Ki := Kfi := πi|T⊥M ;
Ri := R
f
i := L
t
iLi ; Si := S
f
i := K
t
iLi;
Ti := T
f
i := K
t
iKi.
Lets remark that Ri and Ti are self-adjoint tensors. Besides, given X ∈
TxM , ξ ∈ T⊥x M and Z ∈ Tf(x)Oˆ, then

〈LtiZ,X〉 = 〈Z,LiX〉 = 〈Z, πif∗X〉 = 〈πiZ, f∗X〉 =
〈
(πiZ)
T
, f∗X
〉
,
〈KtiZ, ξ〉 = 〈Z,Kiξ〉 = 〈Z, πiξ〉 = 〈πiZ, ξ〉 =
〈
(πiZ)
⊥ , ξ
〉
,
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where (πiZ)
T
and (πiZ)
⊥
are the orthogonal projections of πiZ on TM and
T⊥M , respectively. Thus f∗L
t
iZ = (πiZ)
T
and KtiZ = (πiZ)
⊥
. Consequently
f∗RiX = f∗L
t
iLiX = (πiLiX)
T
= (LiX)
T ,
SiX =K
t
iLiX = (πiLiX)
⊥
= (LiX)
⊥,
f∗S
t
iξ = f∗L
t
iKiξ = (πiKiξ)
T = (Kiξ)
T ,
Tiξ =K
t
iKiξ = (πiKiξ)
⊥
= (Kiξ)
⊥.
Therefore
πif∗X = LiX = f∗RiX + SiX and πiξ =Kiξ = f∗S
t
iξ +Tiξ. (3)
Remark 2.7. If X ∈ TxM and ξ ∈ T⊥x M , then
f∗RiX + SiX = πif∗X = f∗X −
ℓ∑
j=1
j 6=i
πjf∗X = f∗X −
ℓ∑
j=1
j 6=i
(f∗RjX + SjX) .
f∗S
t
iξ +Tiξ = πiξ = ξ −
ℓ∑
j=1
j 6=i
πjξ = ξ −
ℓ∑
j=1
j 6=i
(
f∗S
t
jξ +Tjξ
)
.
Thus
Ri = Id−
ℓ∑
j=1
j 6=i
Rj , Si = −
ℓ∑
j=1
j 6=i
Sj , Ti = Id−
ℓ∑
j=1
j 6=i
Tj ,
that is,
ℓ∑
i=1
Ri = Id |TxM ,
ℓ∑
i=1
Si = 0,
ℓ∑
i=1
Ti = Id |T⊥x M . (4)
Lemma 2.8. The following equations hold:
StiSi = Ri(Id−Ri), TiSi = Si(Id−Ri), SiSti = Ti(Id−Ti), (5)
StiSj
i6=j
= −RiRj, TiSj i6=j= −SiRj , SiStj i6=j= −TiTj . (6)
Proof. Let X,Y ∈ TM and ξ ∈ T⊥M . Hence
f∗RiX + SiX = πif∗X = πi
2f∗X = πi(f∗RiX + SiX) =
= f∗R
2
iX + SiRiX + f∗S
t
iSiX +TiSiX.
Consequently, RiX = R
2
iX+S
t
iSiX and SiX = SiRiX+TiSiX . Therefore
StiSi = Ri(Id−Ri) and TiSi = Si(Id−Ri).
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Analogously,
f∗S
t
iξ +Tiξ = πiξ = πi
2ξ = πi
(
f∗S
t
iξ +Tiξ
)
=
= f∗RiS
t
iξ + SiS
t
iξ + f∗S
t
iTiξ +T
2
i ξ.
Therefore, Tiξ = SiS
t
iξ +T
2
i ξ and SiS
t
i = Ti(Id−Ti).
On the other side,
0 = πiπjf∗X = πi (f∗RjX + SjX) =
= f∗RiRjX + SiRjX + f∗S
t
iSjX +TiSjX.
Thus StiSj = −RiRj and TiSj = −SiRj .
Analogously,
0 = πiπjξ = πi
(
f∗S
t
jξ +Tjξ
)
= f∗RiS
t
jξ + SiS
t
jξ + f∗S
t
iTjξ +TiTjξ.
Hence StiTj = −RiStj and TiTj = −SiStj .
Remark 2.9. If λ is an eigenvalue of Ri and X is an eigenvector associated to
λ, then
λ(1− λ)‖X‖2 = 〈Ri(Id−Ri)X,X〉 (5)=
〈
StiSiX,X
〉
= ‖SiX‖2 ≥ 0.
Therefore λ ∈ [0, 1]. Analogously, using the third equation of (5), the eigenvec-
tors of Ti are also in [0, 1].
Lemma 2.10. The following equations hold:
(∇XRi)Y = ASiYX + Stiα (X,Y ) , (7)
(∇XSi)Y = Tiα (X,Y )− α (X,RiY ) ,(∇XSti)ξ = ATiξX −RiAξX,
}
(8)
(∇XTi)ξ = −SiAξX − α
(
X,Stiξ
)
. (9)
Proof. Let X,Y ∈ Γ(TM) and ξ ∈ Γ (T⊥M). Because of Lemma 2.5, we have
that
0 = (∇f∗Xπi) f∗Y = ∇¯f∗Xπif∗Y − πi∇¯f∗Xf∗Y =
= ∇¯X(f∗RiY + SiY )− πi [f∗∇XY + α (X,Y )] =
= ∇¯Xf∗RiY + ∇¯XSiY − f∗Ri∇XY − Si∇XY−
− f∗Stiα (X,Y )−Tiα (X,Y ) =
= f∗∇XRiY + α (X,RiY )− f∗ASiYX +∇⊥XSiY−
− f∗
[
Ri∇XY + Stiα (X,Y )
]− Si∇XY −Tiα (X,Y ) =
= f∗
[
(∇XRi)Y −ASiYX − Stiα (X,Y )
]
+ α (X,RiY )+
+ (∇XSi)Y −Tiα (X,Y ) .
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Therefore
(∇XRi)Y = ASiYX+Stiα (X,Y ) and (∇XSi)Y = Tiα (X,Y )−α (X,RiY ) .
Analogously,
0 = (∇f∗Xπi) ξ =
= ∇¯f∗Xπiξ − πi∇¯f∗Xξ = ∇¯f∗X
(
f∗S
t
iξ +Tiξ
)− πi (−f∗AξX +∇⊥Xξ) =
= ∇¯Xf∗Stiξ + ∇¯XTiξ + f∗RiAξX + SiAξX − f∗Sti∇⊥Xξ −Ti∇⊥Xξ =
= f∗∇XStiξ + α
(
X,Stiξ
)− f∗ATiξX +∇⊥XTiξ + f∗ (RiAξX − Sti∇⊥Xξ)+
+ SiAξX −Ti∇⊥Xξ =
= f∗
[(∇XSti) ξ −ATiξX +RiAξX]+ α (X,Stiξ)+ (∇XTi) ξ + SiAξX.
Therefore(∇XSti) ξ = ATiξX −RiAξX and (∇XTi) ξ = −SiAξX − α (X,Stiξ) .
Remark 2.11. Making the inner product of both sides of the first equation
in (8) by ξ, and comparing to the inner product of both sides of the second
equation in (8) by Y , we can conclude that both equations in (8) are equivalent.
We decided to write down both in order to use the most convenient form wen
we need it.
2.2.1 Gaus equation
f∗R(X,Y )Z =
(R¯(f∗X, f∗Y )f∗Z)T + f∗Aα(Y,Z)X − f∗Aα(X,Z)Y
Lemma 2.4
=
(
ℓ∑
i=1
ki [〈πif∗Y, f∗Z〉πif∗X − 〈πif∗X, f∗Z〉πif∗Y ]
)T
+
+ f∗Aα(Y,Z)X − f∗Aα(X,Z)Y =
=
ℓ∑
i=1
ki [〈RiY, Z〉 f∗RiX − 〈RiX,Z〉 f∗RiY ] + f∗Aα(Y,Z)X − f∗Aα(X,Z)Y.
Therefore
R(X,Y )Z =
ℓ∑
i=1
ki (RiX ∧RiY )Z +Aα(Y,Z)X −Aα(X,Z)Y, (10)
where (A ∧B)C := 〈B,C〉A− 〈A,C〉B.
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2.2.2 Codazzi equation
(∇⊥Xα) (Y, Z)− (∇⊥Y α) (X,Z) = (R¯(f∗X, f∗Y )f∗Z)⊥ =
Lemma 2.4
=
(
ℓ∑
i=1
ki [〈πif∗Y, f∗Z〉πif∗X − 〈πif∗X, f∗Z〉πif∗Y ]
)⊥
=
=
ℓ∑
i=1
ki [〈RiY, Z〉SiX − 〈RiX,Z〉SiY ] .
f∗(∇Y A)(X, ξ) − f∗(∇XA)(Y, ξ) =
(R¯(f∗X, f∗Y )ξ)T =
Lemma 2.4
=
(
ℓ∑
i=1
ki [〈πif∗Y, ξ〉πif∗X − 〈πif∗X, ξ〉πif∗Y ]
)T
=
=
ℓ∑
i=1
ki [〈SiY, ξ〉 f∗RiX − 〈SiX, ξ〉 f∗RiY ] .
Therefore,
(∇⊥Xα) (Y, Z)− (∇⊥Y α) (X,Z) = ℓ∑
i=1
ki [〈RiY, Z〉SiX − 〈RiX,Z〉SiY ]
(∇Y A)(X, ξ)− (∇XA)(Y, ξ) =
ℓ∑
i=1
ki [〈SiY, ξ〉RiX − 〈SiX, ξ〉RiY ]


(11)
2.2.3 Ricci equation
R⊥(X,Y )ξ = (R¯(f∗X, f∗Y )ξ)⊥ + α (X,AξY )− α (AξX,Y ) =
Lemma 2.4
=
(
ℓ∑
i=1
ki [〈πif∗Y, ξ〉πif∗X − 〈πif∗X, ξ〉πif∗Y ]
)⊥
+
+ α (X,AξY )− α (AξX,Y ) =
=
ℓ∑
i=1
ki [〈SiY, ξ〉SiX − 〈SiX, ξ〉SiY ] + α (X,AξY )− α (AξX,Y ) .
Therefore,
R⊥(X,Y )ξ = α (X,AξY )− α (AξX,Y ) +
ℓ∑
i=1
ki (SiX ∧ SiY ) ξ
〈R⊥(X,Y )ξ, ζ〉 = 〈[Aξ, Aζ ]X,Y 〉+
〈
ℓ∑
i=1
ki (SiX ∧ SiY ) ξ, ζ
〉


(12)
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2.3 The immersion F = ı ◦ f
Let F := ı ◦ f : M → RN and, for each i ∈ {1, · · · , ℓ}, let νi = −ki(πi ◦ F ). Let
also ∇¯, ∇˜ and ∇¯⊥ be the connexions on Oˆ, RN and T⊥F M , respectively.
Lemma 2.12. T⊥F M = T
⊥
f M k span{ν1, · · · , νℓ}. Besides,
∇¯⊥Xνi = −kiı∗SiX, AFνi = kiRi, (13)
AFı∗ξ = A
f
ξ , ∇¯⊥X ı∗ξ = ı∗∇⊥Xξ +
ℓ∑
i=1
〈SiX, ξ〉 νi, (14)
for any X ∈ Γ(TM) and every ξ ∈ Γ (T⊥M).
Proof. By Lemma 2.2, the vector field νi := −ki(πi ◦ F ) is normal to F . Hence
T⊥F (p)M = T
⊥
f(p)M k T
⊥
ı(F (p))Oˆ
(1)
=
= T⊥f(p)M k span {−k1(π1 ◦ F )(p), · · · ,−kℓ(πℓ ◦ F )(p)} =
= T⊥f(p)M k span {ν1(p), · · · , νℓ(p)}
Let X ∈ Γ(TM), thus
∇˜Xνi = −kiπiF∗X = −kiı∗πif∗X = −kiı∗ [f∗RiX + SiX ] .
Therefore, ∇¯⊥Xνi = −kiı∗SiX and AFνi = kiRi.
Last, if ξ ∈ Γ (T⊥M), then
∇˜X ı∗ξ(p) = ı∗∇¯Xξ(p) + αı (f∗X, ξ) (F (p)) =
(2)
= ı∗
(
−f∗AfξX +∇⊥Xξ(p)
)
−
ℓ∑
i=1
〈πif∗X, ξ〉kiπi(F (p)) =
= −F∗AfξX + ı∗∇⊥Xξ(p) +
ℓ∑
i=1
〈SiX, ξ〉 νi(p).
Therefore AFı∗ξ = A
f
ξ and ∇¯⊥X ı∗ξ = ı∗∇⊥Xξ +
ℓ∑
i=1
〈SiX, ξ〉 νi.
Lemma 2.13. αF (X,Y ) = ı∗αf (X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi, for all X,Y ∈ TM .
Proof. If X,Y ∈ TM , then
αF (X,Y ) = ı∗αf (X,Y ) + αı (f∗X, f∗Y ) =
Lemma 2.3
= ı∗αf (X,Y )−
ℓ∑
i=1
〈πif∗X, f∗Y 〉 ki(πi ◦ F ) =
= ı∗αf (X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi.
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3 Examples of isometric immersions in On1k1×· · ·×
Onℓkℓ
3.1 Products of isometric immersions
Let i ∈ {1, · · · , ℓ} and z ∈
ℓ∏
j=1
j 6=i
O
nj
kj
be a fixed point, f¯ : M → Oniki be an
isometric immersion and ızi : O
ni
ki
→ Oˆ be the totally geodesic embedding given
by ızi (x) := (z, x). Simple examples of isometric immersions in Oˆ can be made
with compositions like ızi ◦ f¯ :
M
f¯−→ Oniki
ızi−→

 ℓ∏
j=1
j 6=i
O
nj
kj

×Oniki
x 7−→ f¯(x) 7−→ (z, f¯(x))
Lemma 3.1. Let f : Mm → Oˆ be an isometric immersion. Then
(I) f(M) ⊂ {z} ×Oniki for some z ∈
ℓ∏
j=1
j 6=i
O
nj
kj
if, and only if, Ri = Id.
(II) f(M) ⊂

 ℓ∏
j=1
j 6=i
O
nj
kj

× {z}, for some z ∈ Oniki if, and only if, Ri = 0.
Proof. We know that f(M) ⊂ {z} × Oniki if, and only if, πif∗X = f∗X , for any
X ∈ TM . But πif∗ = Li and Ri = LtiLi, thus
πif∗X = f∗X, ∀X ∈ TM ⇔
⇔ 〈RiX,Y 〉 = 〈LiX,LiY 〉 = 〈X,Y 〉 , ∀X,Y ∈ TM ⇔ Ri = Id .
On the other side, f(M) ⊂

 ℓ∏
j=1
j 6=i
O
nj
kj

× {z} if, and only if, πif∗X = 0, for
all X ∈ TM . But
πif∗X = 0, ∀X ∈ TM ⇔
⇔ 〈RiX,Y 〉 = 〈LiX,LiY 〉 = 0, ∀X,Y ∈ TM ⇔ Ri = 0.
Let I = {i1, · · · , il} ( {1, · · · , ℓ}, with i1 < i2 < · · · < il. Now, lets consider
the totally geodesic embedding
 :
ℓ∏
i=1
i/∈I
Oniki →

 ℓ∏
i=1
i/∈I
Oniki

×
(∏
i∈I
Oniki
)
= Oˆ,
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given by (x) = (x, z), where each z ∈
l∏
j=1
O
nij
kij
is a fixed point.
As a consequence of Lemma 3.1, we have the following Corollary.
Corollary 3.2. Let I = {i1, · · · , il} ( {1, · · · , ℓ}, with i1 < i2 < · · · < il, and
let f : M → Oˆ be an isometric immersion. Then the following sentences are
equivalent:
(I) f =  ◦ f¯ , where f¯ : M →
ℓ∏
i=1
i/∈I
Oniki is an isometric immersion and  is the
totally geodesic embedding given above.
(II) Ri1 = · · · = Ril = 0.
We can build other examples of isometric immersions f : M1 ×M2 → Oˆ, by
f(x, y) := (f1(x), f2(y)), where
f1 : M1 →
ℓ∏
j=1
j 6=i
O
nj
kj
x 7→ f1(x)
and
f2 : M2 → Oniki
y 7→ f2(y)
are isometric immersions. In order to study these examples, we need some new
results.
Lemma 3.3. kerSi = kerRi k ker(Id−Ri) and Ri(kerSi) = ker(Id−Ri).
Proof. Since kerSi = kerS
t
iSi and S
t
iSi
(5)
= Ri(Id−Ri), then
kerSi =
{
X ∈ TxM | RiX = R2iX
}
.
Hence kerRi ⊂ kerSi and ker(Id−Ri) ⊂ kerSi.
Claim 1: Ri(kerSi) ⊂ kerSi.
If X ∈ kerSi, then RiX = R2iX . So Ri(RiX) = Ri
(
R2iX
)
= R2i (RiX),
that is, RiX ∈ kerSi. X
So Ri|kerSi = R2i |kerSi and we know that Ri is self-adjoint, then Ri|kerSi is
an orthogonal projection. Therefore kerSi = kerRi|kerSi kRi(kerSi). Now we
have to show that Ri(kerSi) = ker(Id−Ri).
Indeed, if Y ∈ Ri(kerSi), then Y = RiX , for some X ∈ kerSi. Hence
Y = RiX = R
2
iX = RiY , that is, Y ∈ ker(Id−Ri).
On the other side, if Y ∈ ker(Id−Ri), then Y = RiY . Thus RiY = R2i Y .
Therefore Y ∈ kerSi and Y = RiY , so Y ∈ Ri(kerSi).
Lemma 3.4. Let f : Mm → Oˆ be an isometric immersion with M connected.
If Si = 0, then kerRi and ker(Id−Ri) have constant dimension on M .
Proof. If Si = 0 then, by Lemma 3.3, TM = kerSi = kerRi k ker(Id−Ri) =
kerRi k Ri(TM).
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Now, for each j ∈ {0, · · · ,m}, let Aj :=
{
x ∈M | dim (ker Ri|TxM) = j}.
Claim 1: Each Aj is an open set.
If Aj = ∅, then Aj is open. So lets suppose that dim
(
ker Ri|TpM
)
= j, for
some p ∈M .
If j = 0, then there are vector fields X1, · · · , Xm, defined in a neighborhood
U of p, such that RiX1, · · · ,RiXm are LI in U . Hence Ri (TxM) = TxM , for
every x ∈ U , that is, dim (ker Ri|TxM) = 0, for every x ∈ U .
If j = m, then dim
[
ker (Id−Ri)|TpM
]
= 0. Hence there are X1, · · · , Xm,
defined in a neighborhood U of p, such that (Id−Ri)X1, · · · , (Id−Ri)Xm are
LI in U . Thus dim
[
ker (Id−Ri)|TxM
]
= 0, for every x ∈ U , that is, m =
dim
(
ker Ri|TxM
)
, for all x ∈ U .
Lets suppose now that 0 < j < m. In this case there are vector fields
X1, · · · , Xm, defined in a neighborhood U of p, such that (Id−Ri)X1, · · · ,
(Id−Ri)Xj are LI in U and RiXj+1, · · · , RiXm are also LI in U . Thus,
dim (kerRi|TxM ) ≥ j and dim [ker(Id−Ri)|TxM ] ≥ m− j, for any x ∈ U .
But m = dim(kerRi) + dim[ker(Id−Ri)], then dim
(
kerRi|TxM
)
= j, for
all x ∈ U . Therefore Aj is open, for any j ∈ {0, · · · ,m}. X
We know that M =
m⋃
j=0
Aj and Aj ∩Ao = ∅, if j 6= o. Since M is connected,
M = Aj , for some j ∈ {0, · · · ,m}, that is, dim(kerRi) is constant in M .
Proposition 3.5. Let f : Mm → Oˆ be an isometric immersion with, M con-
nected. Thus the following claims are equivalent:
(I) M is locally (isometric to) a product manifold Mm11 × Mm22 , with 0 <
m1 < m, and f is locally a product immersion
f : M1 ×M2 −→

 ℓ∏
j=1
j 6=i
O
nj
kj

×Oniki
(x, y) 7−→ (f1(x), f2(y)).
(II) Si = 0 and dim(kerRi) = m1, with 0 < m1 < m.
Besides that, if M is complete and simply connected and the second claim
is true, then M is globally isometric to a product manifold Mm11 ×Mm22 and f
is globally a product immersion like in (I).
Proof. (I) ⇒ (II): Lets suppose thatMm like in (I). Hence, T(x,y)M = ıy1∗TxM1k
ıx2∗TyM2, where ı
y
1 : M1 → M and ıx2 : M2 →M are given by ıy1(z) = (z, y) and
ıx2(z) = (x, z).
If X ∈ ıy1∗TxM1, then X = ıy1∗X˜ =
(
X˜, 0
) ∈ T(x,y)

 ℓ∏
j=1
j 6=i
O
nj
kj

 × Oniki and
πif∗X = πif∗
(
X˜, 0
)
= πi
(
f1∗X˜, f2∗0
)
= 0, thus RiX = 0.
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Analogously, if Y ∈ ıx2∗TyM2 then (Id−Ri)Y = 0. Thus
T(x,y)M = ı
y
1∗TxM1 k ı
x
2∗TyM2 = kerRi|T(x,y)M k ker(Id−Ri)|T(x,y)M .
Therefore dim(kerRi) = m1 and from Lemma 3.4 we conclude that Si = 0.
(II) ⇒ (I): Lets suppose now that Si = 0 and dim(kerRi) = m1, with 0 <
m1 < m. Hence, by Lemma 3.3, we know that TM = kerRi kker(Id−Ri), and
it follows from Lemma 3.4 that kerRi and ker(Id−Ri) are distributions on M .
Claim 1: kerRi and ker(Id−Ri) are parallel distributions.
Let Y ∈ Γ(kerRi) and X ∈ Γ(TM). Thus Ri∇XY (7)= ∇XRiY = 0. There-
fore kerRi and (kerRi)
⊥ = ker(Id−Ri) are parallel distributions. X
Now, for each x ∈ M , let Lm11 (x) and Lm22 (x) be integral submanifolds of
kerRi and (kerRi)
⊥, respectively, at the point x. The De Rham’s Theorem
(see [3] and [6]) assure us that for each x ∈ M , there is a neighborhood U of x
and there are open sets Mm11 ⊂ Lm11 (x) and Mm22 ⊂ Lm22 (x) and an isometry
ψ : M1×M2 → U such that x ∈ U ∩M1 ∩M2 and, for each (x1, x2) ∈M1×M2,
ψ (M1 × {x2}) is a leaf of kerRi and ψ ({x1} ×M2) is a leaf of (kerRi)⊥.
Thus we can identify U with Mm11 ×Mm22 , kerRi with TM1 and (kerRi)⊥
with TM2 and we can consider the applications f : M
m1
1 × Mm22 → Oˆ and
F = ı ◦ f : Mm11 ×Mm22 → RN , where ı : Oˆ →֒ RN is the canonical inclusion.
Claim 2: If X ∈ kerRi and Y ∈ (kerRi)⊥, then αF (X,Y ) = 0.
If X ∈ kerRi and Y ∈ Ri(TM), then Y = RiZ, for some Z ∈ TM . Hence
αf (X,Y ) = αf (X,RiZ)
(8)
= Tiαf (X,Z)
(8)
= αf (RiX,Z) = 0. Thus
αF (X,Y ) = ı∗αf (X,Y ) +
ℓ∑
j=1
〈RjX,Y 〉 νj =
ℓ∑
j=1
j 6=i
〈RjX,RiZ〉 νj =
=
ℓ∑
j=1
j 6=i
〈X,RjRiZ〉 νj (6)= 0.
Therefore the claim holds. X
Now we can apply Moore’s Lemma (see [1]) and conclude that there is an
orthogonal decomposition RN = V0 k V1 k V2 and a vector v0 ∈ V0 such that
F : M1 ×M2 → RN is given by F (x, y) = (v0, F1(x), F2(y)). Besides,
V1 = span
{
F∗(p)X | p ∈M1 ×M2 e X ∈ kerRi|TpM
}
,
V2 = span {F∗(p)Y | p ∈M1 ×M2 e Y ∈ Ri (TpM)}
and Fi(Mi) ⊂ Vi.
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On the other side, πif∗(kerRi) = {0} and πi|f∗ ker(Id−Ri) = Id, hence
span
{
F∗(p)X | p ∈M1 ×M2 e X ∈ kerRi|TpM
} ⊂ ℓ∏
j=1
j 6=i
RNj ,
span {F∗(p)Y | p ∈M1 ×M2 e Y ∈ Ri (TpM)} ⊂ RNi ,
therefore F1(M1) ⊂
ℓ∏
j=1
j 6=i
RNj and F2(M2) ⊂ RNi .
Lets define f˜1 : M1 →
ℓ∏
j=1
j 6=i
RNj and f˜2 : M2 → RNi by f˜1(x) := Π(v0)+F1(x)
and f˜2(y) = πi(v0)+F2(y), where Π: R
N →
ℓ∏
j=1
j 6=i
RNj is the orthogonal projection.
Hence
F (x, y) =
(
f˜1(x), f˜2(y)
) ∈


ℓ∏
j=1
j 6=i
O
nj
kj

×Oniki .
Now, if f1 : M1 →
ℓ∏
j=1
j 6=i
O
nj
kj
and f2 : M2 → Oniki are given by f1(x) = f˜1(x) and
f2(y) = f˜2(y), then f = f1 × f2.
If M is complete and simply connected, the De Rham’s Lemma assure us
that M is (globally) isometric to L1 × L2, where L1 and L2 are the leafs of
kerRi and (kerRi)
⊥ (respectively) at the same point. In this case, considering
f : L1 × L2 → Oˆ, the calculations made above show us that f is globally a
product immersion.
Corollary 3.6. Let f : Mm → Oˆ be an isometric immersion. The following
claims are equivalent:
(I) M is locally (isometric to) a product manifoldMm11 ×· · ·×Mmℓℓ , with 0 <
mi < m, and f is locally a product immersion f |M1×···×Mℓ = f1×· · ·× fℓ,
where each fi : Mi → Oniki is an isometric immersion.
(II) For each i ∈ {1, · · · , ℓ}, Si = 0 and dim(kerRi) = mi, with 0 < mi < m.
Besides, if M is complete and simply connected and the second claim holds,
then M is globally an isometric product Mm11 × · · · ×Mmℓℓ and f is globally a
product immersion.
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3.2 Other products of isometric immersions
Let I = {i1, · · · , iℓ1} ( {1, · · · , ℓ}, with i1 < i2 < · · · < iℓ1 . Other products of
isometric immersions are the following kind of immersions
f1 × f2 : M1 ×M2 −→
(∏
i∈I
Oniki
)
×

 ℓ∏
i=1
i/∈I
Oniki


(x, y) 7−→ (f1(x), f2(y)),
where f1 : M1 →
∏
i∈I
Oniki and f2 : M2 →
ℓ∏
i=1
i/∈I
Oniki are isometric immersions.
Let Π1 and Π2 be the orthogonal projections given by
Π1 : R
N −→
(∏
i∈I
RNi
)
×

 ℓ∏
i=1
i/∈I
RNi


(x, y) 7−→ (x, 0)
Π2 : R
N −→
(∏
i∈I
RNi
)
×

 ℓ∏
i=1
i/∈I
RNi


(x, y) 7−→ (0, y);
Hence, Π1 =
∑
i∈I
πi and Π2 =
ℓ∑
i=1
i/∈I
πi.
If X ∈ TxM and ξ ∈ T⊥x M , then
Π1f∗X =
∑
i∈I
πif∗X =
∑
i∈I
[f∗RiX + SiX ] = f∗
∑
i∈I
RiX +
∑
i∈I
SiX.
Π1ξ =
∑
i∈I
πiξ =
∑
i∈I
[
f∗S
t
iX +TiX
]
= f∗
∑
i∈I
StiX +
∑
i∈I
TiX.
Analogously Π2f∗X = f∗
ℓ∑
i=1
i/∈I
RiX +
ℓ∑
i=1
i/∈I
SiX , and Π2ξ = f∗
ℓ∑
i=1
i/∈I
StiX +
ℓ∑
i=1
i/∈I
TiX .
Consequently, the following equations hold
(Π1f∗X)
T = f∗
∑
i∈I
RiX, (Π1f∗X)
⊥ =
∑
i∈I
SiX,
(Π2f∗X)
T
= f∗
ℓ∑
i=1
i/∈I
RiX, (Π2f∗X)
⊥
=
ℓ∑
i=1
i/∈I
SiX,
(Π1ξ)
T
=
∑
i∈I
StiX, (Π1ξ)
⊥
=
ℓ1∑
i=1
Tiξ,
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(Π2ξ)
T =
ℓ∑
i=1
i/∈I
StiX, (Π2ξ)
⊥ =
ℓ∑
i=1
i/∈I
Tiξ.
So, for each i ∈ {1, 2}, lets consider the tensors L˜i : TM → T Oˆ and K˜i : T⊥M →
T Oˆ given by L˜iX = Πif∗X and K˜iξ = Πiξ. Let also R˜i := L˜
t
iL˜i, S˜i := K˜
t
iL˜i
and T˜i := K˜
t
iK˜i. So, from calculations analogous to those made for the tensors
Ri, Si and Ti, it follows that:
L˜iX = f∗R˜iX + S˜iX, K˜iξ = f∗S˜
t
iξ + T˜iξ,
R˜1 + R˜2 = Id |TM , S˜1 = −S˜2, T˜1 + T˜2 = Id |T⊥M .
Hence
R˜1 =
∑
i∈I
Ri, S˜1 =
∑
i∈I
Si, T˜1 =
∑
i∈I
Ti,
R˜2 =
ℓ∑
i=1
i/∈I
Ri, S˜2 =
ℓ∑
i=1
i/∈I
Si, T˜2 =
ℓ∑
i=1
i/∈I
Ti.
Also from calculations analogous to those made for Ri, Si and Ti, we have
the following equations:
S˜tiS˜i = R˜i(Id−R˜i), T˜iS˜i = S˜i(Id−R˜i), S˜iS˜ti = T˜i(Id−T˜i), (15)
S˜tiS˜j
i6=j
= −R˜iR˜j , T˜iS˜j i6=j= −S˜iR˜j , S˜iS˜tj
i6=j
= −T˜iT˜j . (16)
Lemma 3.7. Let f : Mm → Oˆ be an isometric immersion. Then
(I) f(M) ⊂ {z} ×

 ℓ∏
i=1
i/∈I
Oniki

 for some z ∈ ∏
i∈I
Oniki if, and only if,
∑
i∈I
Ri = 0.
(II) f(M) ⊂
(∏
i∈I
Oniki
)
×{z}, for some z ∈
ℓ∏
i=1
i/∈I
Oniki if, and only if,
∑
i∈I
Ri = Id.
Proof. The proof is analogous to the proof of Lemma 3.1.
Lemma 3.8. For each i ∈ {1, 2},
ker S˜i = ker R˜i k ker
(
Id−R˜i
)
and R˜i
(
ker S˜i
)
= ker
(
Id−R˜i
)
.
Proof. The proof is analogous to the proof of Lemma 3.3
Lemma 3.9. Let f : Mm → Oˆ be a isometric immersion. If M is connected
and
∑
i∈I
Si = 0, then ker
∑
i∈I
Ri and ker
ℓ∑
i=1
i/∈I
Ri have constant dimension in M .
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Proof. If
∑
i∈I
Si = 0 , then S˜1 =
∑
i∈I
Si = 0, and, by Lemma 3.8, TM = ker R˜1 k
ker
(
Id−R˜1
)
.
For each j ∈ {0, · · · ,m}, let Aj :=
{
x ∈M | dim
(
ker R˜1
∣∣
TxM
)
= j
}
.
Claim 1: Aj is open.
Analogous to the proof of Claim 1 of Lemma 3.4. X
But M =
m⋃
j=0
Aj and Aj ∩ Ao = ∅, if j 6= o. Then, since M is connected,
M = Aj , for some j ∈ {0, · · · ,m}, that is, ker R˜1 have constant dimension in
M . Therefore ker
∑
i∈I
Ri and ker
ℓ∑
i=1
i/∈I
Ri have constant dimension in M
Proposition 3.10. Let f : Mm → Oˆ be an isometric immersion, with M con-
nected. Thus the following claims are equivalent
(I) M is locally (isometric to) a product manifold Mm11 × Mm22 , with 0 <
m2 < m, and f is locally a product immersion f |M1×M2 = f1 × f2, given
by f(x, y) = (f1(x), f2(y)), where
f1 : M1 →
∏
i∈I
Oniki and f2 : M2 →
ℓ∏
i=1
i/∈I
Oniki
are isometric immersions.
(II)
∑
i∈I
Si = 0, dim
[
ker
(∑
i∈I
Ri
)]
= m2 and 0 < m2 < m.
Besides, if (II) holds and M is complete and simply connected, then M is
globally isometric to product manifoldMm11 ×Mm22 and f is globally an product
immersion like in (I).
Remark 3.11.
∑
i∈I
Si = 0
(4)⇔
ℓ∑
i=1
i/∈I
Si = 0.
Proof. (I) ⇒ (II): Lets suppose that M is locally a product manifold Mm11 ×
Mm22 and that
f |M1×M2 = f1 × f2 : M1 ×M2 −→
(∏
i∈I
Oniki
)
×

 ℓ∏
i=1
i/∈I
Oniki


(x, y) 7−→ (f1(x), f2(y)).
Let ıy1 : M1 → M and ıx2 : M2 → M be given by ıy1(z) = (z, y) and ıx2(z) =
(x, z). Hence, T(x,y)M = ı
y
1∗TxM1 k ı
x
2∗TyM2.
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If X ∈ ıy1∗TxM1, then X = ıy1∗X˜ =
(
X˜, 0
) ∈ T(x,y)
(∏
i∈I
O
nj
kj
)
×

 ℓ∏
i=1
i/∈I
Oniki


and Π2f∗X = Π2f∗
(
X˜, 0
)
= Π2
(
f1∗X˜, f2∗0
)
= 0, thus R˜2X = 0, S˜2X = 0
and S˜1X = 0.
Analogously, if Y ∈ ıx2∗TyM2 then R˜1Y = 0, S˜1Y = 0 and S˜2Y = 0. Thus∑
i∈I
Si = 0, ı
y
1∗TxM1 ⊂ ker R˜2 and ıx2∗TyM2 ⊂ ker R˜1.
So TM = ker S˜1 = ker R˜1 k ker
(
Id−R˜1
)
= ker R˜1 k ker R˜2. Therefore
ıy1∗TxM1 = ker R˜2, ı
x
2∗TxM2 = ker R˜1 and dim ker
(∑
i∈I
Ri
)
= m2.
(II) ⇒ (I): By Lemma 3.8, TM = (ker R˜2) k (ker R˜1) and, by Lemma 3.9,
ker R˜2 = ker
ℓ1∑
i=1
i/∈I
Ri and ker R˜1 = ker
∑
i∈I
Ri are distributions on M .
Claim 1: ker R˜2 and ker R˜1 are parallel distributions.
Let Y ∈ Γ(ker R˜1) and X ∈ Γ(TM). Hence,
∇XR˜1Y = ∇X
∑
i∈I
RiY
(7)
=
∑
i∈I
(
Ri∇XY +ASiYX + Stiα (X,Y )
)
=
=
(∑
i∈I
Ri
)
∇XY +A∑
i∈I
SiY
X +
(∑
i∈I
Si
)t
α (X,Y ) =
= R˜1∇XY +AS˜1YX + S˜t1α (X,Y ) = R˜1∇XY.
Therefore ker R˜1 is parallel and the same holds for
(
ker R˜1
)⊥
= ker R˜2. X
For each x ∈M , let Lm11 (x) and Lm22 (x) be integral submanifolds of ker R˜2
and ker R˜1, respectively, at x. Thus, by De Rham’s Lemma (see [3] and [6]), for
each x ∈ M , there is a neighborhood U of x, and open sets Mm11 and Mm22 of
Lm11 (x) and L
m2
2 (x) (respectively) and there is an isometry ψ : M1 ×M2 → U
such that x ∈ U ∩M1 ∩M2 and, for each (x1, x2) ∈M1×M2, ψ (M1 × {x2}) is
a leaf of ker R˜2 and ψ ({x1} ×M2) is a leaf of ker R˜1.
So we can identify U with Mm11 ×Mm22 , ker R˜2 with TM1 and ker R˜1 with
TM2 and we can consider the applications f : M
m1
1 × Mm22 → Oˆ and F =
ı ◦ f : Mm11 ×Mm22 → RN , where ı : Oˆ →֒ RN is the canonical inclusion.
Claim 2: If X ∈ ker R˜2 and Y ∈ ker R˜1, then αF (X,Y ) = 0.
Let X ∈ ker R˜2
∣∣
TxM
and Y ∈ ker R˜1
∣∣
TxM
. We know that R˜1 is a orthogonal
projection in TxM , because it is self-adjoint and R˜
2
1 = R˜1, thus ker R˜2 =
ker
(
Id−R˜1
)
= R˜1(TM). Hence, X = R˜1Z, for some Z ∈ TM , and
α (X,Y ) = α
(
R˜1Z, Y
)
= α
(∑
i∈I
RiZ, Y
)
(8)
=
∑
i∈I
Tiα (Z, Y ) =
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=
∑
i∈I
α (Z,RiY ) = α
(
Z, R˜1Y
)
= 0.
On the other side, S˜1 = 0 = S˜2, thus Π1f∗X = f∗R˜1X + S˜1X = f∗X and
Π2f∗Y = f∗R˜2Y + S˜2Y = f∗Y , that is, f∗X ∈
∏
i∈I
RNi and f∗Y ∈
ℓ∏
i=1
i/∈I
RNi . It
follows that πif∗X = 0, ∀i /∈ I, and πif∗Y = 0, ∀i ∈ I. Thus
αF (X,Y ) = ı∗αf (X,Y ) +
ℓ∑
i=1
〈πif∗X, f∗Y 〉 νi =
=
∑
i∈I
〈f∗X,πif∗Y 〉 νi +
ℓ∑
i=1
i/∈I
〈πif∗X, f∗Y 〉 νi = 0.
Therefore the claim holds. X
Now, by Moore’s Lemma (see [1]), there is a orthogonal decomposition RN =
V0 k V1 k V2 and a vector v0 ∈ V0 such that F : M1 ×M2 → RN is given by
F (x, y) = (v0, F1(x), F2(y)). Besides
V1 = span
{
F∗(p)X | p ∈M1 ×M2 and X ∈ ker R˜2
∣∣
TpM
}
,
V2 = span
{
F∗(p)Y | p ∈M1 ×M2 and Y ∈ ker R˜1
∣∣
TpM
}
,
and Fi(Mi) ⊂ Vi.
But, Πif∗(ker R˜i) = {0} and Πi|f∗ ker(Id−R˜i) = Id, thus
span
{
F∗(p)X | p ∈M1 ×M2 and X ∈ ker R˜2
∣∣
TpM
}
⊂
∏
i∈I
RNi and
span
{
F∗(p)Y | p ∈M1 ×M2 and Y ∈ ker R˜1
∣∣
TpM
}
⊂
ℓ∏
i=1
i/∈I
RNi .
Therefore F1(M1) ⊂
∏
i∈I
RNi and F2(M2) ⊂
ℓ∏
i=1
i/∈I
RNi . Hence we can define
f1 : M1 →
∏
i∈I
RNi and f2 : M2 →
ℓ∏
i=1
i/∈I
RNi by f1(x) := Π1(v0) + F1(x) and
f2(y) = Π2(v0) + F2(y). Consequently
f(x, y) =
(
f1(x), f2(y)
) ∈
(∏
i∈I
Oniki
)
×

 ℓ∏
i=1
i/∈I
Oniki

 .
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If M is complete and simply connected, De Rham’s Lemma assure us that
M is (globally) isometric to L1 × L2, where L1 and L2 are leafs of ker R˜2 and
(kerT2)
⊥ (respectively) at the same point. In this case, considering f : L1 ×
L2 → Oˆ, the calculations made above show that f is globally a product immer-
sion.
Corollary 3.12. Let f : M → Oˆ be an isometric immersion and let ℓ1, · · · , ℓn
be positive natural numbers such that
n∑
j=1
ℓj = ℓ. Let also I1 := {i11, · · · , i1ℓ1},
· · · , In := {in1 , · · · , inℓn} be disjoint sets such that
n⋃
j=1
Ij = {1, · · · , ℓ}. Then the
following claims are equivalent:
(I) M is locally (isometric to) a product manifoldMm11 ×· · ·×Mmnn , with 0 <
mj < m, and f is locally a product immersion f |M1×···×Mn = f1×· · ·×fn,
given by f(x1, · · · , xn) = (f1(x1), · · · , fn(xn)), where fj : Mj →
∏
i∈Ij
Oniki
is a isometric immersion, for each j ∈ {1, · · · , n}.
(II) For each j ∈ {1, · · · , n}, ∑
i∈Ij
Si = 0 and 0 < dimker
(∑
i∈Ij
Ri
)
< m.
Besides, if (II) holds and M is complete and simply connected, then M is
globally isometric to product manifold Mm11 × · · · ×Mmnn and f is globally an
product immersion like in (I).
3.3 Weighted sums
Let k1, · · · , kℓ ∈ R and a1, · · · , aℓ ∈ R∗ be such that
ℓ∑
i=1
a2i = 1. For each
i, let k˜i := a
2
i ki and fi : M
m → Oni
k˜i
be a isometric immersion. We can define
f : Mm → Oˆ by f(x) := (a1f1(x), · · · , aℓfℓ(x)). Thus f is a isometric immersion,
because
〈f∗X, f∗Y 〉 =
ℓ∑
i=1
a2i 〈fi∗X, fi∗Y 〉 = 〈X,Y 〉 .
This immersion f is called weighted sum of the immersions f1, · · · , fℓ and
the numbers a1, · · · , aℓ are called the weights of f .
Now, lets consider F = ı ◦ f . We know that the fields νi = −ki(πi ◦ F )
are normal to F and that RN = F∗TM k ı∗T
⊥M k span{ν1, · · · , νℓ}, where
T⊥x M ⊂ Tf(x)Oˆ is the normal space of f at x. But since
ℓ∑
i=1
a2i = 1 and F∗TxM =
{(a1f1∗X, · · · , aℓfℓ∗X) | X ∈ TxM}, then
(
a1f1∗X, · · · , a
2
i−1
ai
fi∗X, · · · , aℓfℓ∗X
)
∈
ı∗T
⊥
x M ⊥ F∗TxM k span{ν1, · · · , ν1ℓ}.
Now we will study the tensors α, Ri, Si and Ti of f .
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Lemma 3.13. If f is a weighted sum and a1, · · · , aℓ are its weights, then Ri =
a2i Id and SiX = −a2i
(
a1f1∗X, · · · , a
2
i−1
ai
fi∗X, · · · , aℓfℓ∗X
)
.
Proof.
πif∗X = (0, · · · , aifi∗X, · · · , 0) =

0, · · · ,

 ℓ∑
j=1
a2j

 aifi∗X, · · · , 0

 =
= a2i (0, · · · , aifi∗X, · · · , 0) +

0, · · · , ai


ℓ∑
j=1
j 6=i
a2j

 fi∗X, · · · 0

 =
= a2i (a1f1∗X, · · · , aifi∗X, · · · , aℓfℓ∗X)−
− a2i (a1f1∗X, · · · , 0, · · · , aℓfℓ∗X) + ai
(
0, · · · , (1− a2i ) fi∗X, · · · , 0) =
= a2i f∗X − a2i
(
a1f1∗X, · · · ,
a2i − 1
ai
fi∗X, · · · , aℓfℓ∗X
)
.
Remark 3.14. From Lemma 3.13
Si (TxM) =
{
a2i
(
a1f1∗X, · · · ,
a2i − 1
ai
fi∗X, · · · , aℓfℓ∗X
) ∣∣∣∣ X ∈ TxM
}
,
and dimSi (TxM) = m. Besides, TiSi = Si(Id−Ri) =
(
1− a2i
)
Si =
ℓ∑
j=1
j 6=i
a2jSi.
Lemma 3.15. If f is a weighted sum then
αf (X,Y ) =
(
a1αf1(X,Y ), · · · , aℓαfℓ(X,Y )
)
.
Proof. For each i, let ı˜i : O
ni
k˜i
→ RNi be the canonical inclusion and let Ji : RNi →
RN be totally geodesic immersion given by Ji(x) := (0, · · · , x, · · · , 0), with x in
the ith position. Thus, each ı˜i is the restriction of the identity Ii : R
Ni → RNi
and TxO
ni
k˜i
= TaixO
ni
ki
. So, if X ∈ TxOnik˜i , then ı˜i ∗X = Ii∗X = ıi∗X , where
ıi : O
ni
ki
→ RNi is the canonical inclusion.
Besides, ı = (ı1 × · · · × ıℓ) and
F∗X = ı∗
(
a1f1∗X, · · · , aℓfℓ∗X
)
=
(
ı1∗a1f1∗X, · · · , ıℓ∗aℓf2∗X
)
=
=
(
a1 ı˜1 ∗ f1∗X, · · · , aℓ ı˜2 ∗ f2∗X
)
.
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Let ∇˜i be the Levi-Civita connexion in RNi . Hence
∇˜XF∗Y = ∇˜X
(
a1 ı˜1 ∗ f1∗Y, · · · , aℓ ı˜2 ∗ fℓ∗Y
)
=
= ∇˜X [a1J1∗ ı˜1 ∗ f1∗Y + · · ·+ aℓJℓ∗ ı˜2 ∗ fℓ∗Y ] =
= a1J1∗∇˜1X (˜ı1 ◦ f1)∗ Y + · · ·+ aℓJℓ∗∇˜ℓX (ı˜2 ◦ fℓ)∗ Y =
= a1J1∗ ı˜1 ∗ [f1∗∇XY + αf1(X,Y )] + a1J1∗αı˜1 (f1∗X, f1∗Y ) + · · ·+
+ aℓJℓ∗ ı˜ℓ ∗ [fℓ∗∇XY + αfℓ(X,Y )] + aℓJℓ∗αı˜ℓ (fℓ∗X, fℓ∗Y ) =
=
(
a1 ı˜1 ∗ [f1∗∇XY + αf1(X,Y )] , 0, · · · , 0
)− a1 〈X,Y 〉 (k˜1f1, 0, · · · , 0)+
+ · · ·+
+
(
0, · · · , 0, aℓ ı˜ℓ ∗ [fℓ∗∇XY + αfℓ(X,Y )]
)− aℓ 〈X,Y 〉 (0, · · · , 0, k˜ℓfℓ) =
=
(
ı1∗a1f1∗∇XY, · · · , ıℓ∗aℓfℓ∗∇XY
)
+
+
(
ı1∗a1αf1(X,Y ), · · · , ıℓ∗aℓαfℓ(X,Y )
)− 〈X,Y 〉 (a1k˜1f1, · · · , aℓk˜ℓfℓ) .
But, aik˜i = ai · a2i ki and F = (a1f1, · · · , aℓfℓ), thus
(
a1k˜1f1, · · · , aℓk˜ℓfℓ
)
=
(
a21 · a1k1f1, · · · , a2ℓ · aℓkℓfℓ
)
=
ℓ∑
i=1
a2i ki(πi ◦ F ).
Therefore
∇˜XF∗Y = F∗∇XY + ı∗
(
a1αf1(X,Y ), · · · , aℓαfℓ(X,Y )
)
+ 〈X,Y 〉
ℓ∑
i=1
a2i νi.
On the oder side, ∇˜XF∗Y = F∗∇XY + ı∗αf (X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi. Since
RiX = a
2
iX , it follows that αf (X,Y ) =
(
a1αf1(X,Y ), · · · , aℓαfℓ(X,Y )
)
.
Corollary 3.16. Let f = (a1f1, · · · , aℓfℓ) be a weighted sum of isometric im-
mersions. The following claims are equivalent:
(I) f is umbilical.
(II) F = ı ◦ f is umbilical.
(III) Each fi é umbilical.
Proof. It follows directly from Lemma 3.13.
The follow proposition characterizes weighted sums.
Proposition 3.17. Let f : Mm → Oˆ be an isometric immersion, then f is a
weighted sum of isometric immersions with positive if, and only if, there are
a1, · · · , aℓ ∈ (0, 1) such that Ri = a2i Id and
ℓ∑
i=1
a2i = 1.
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Proof. If f : M → Oˆ is a wighted sum with weights a1, · · · , aℓ ∈ R∗+, then
ℓ∑
i=1
a2i = 1, ai ∈ (0, 1) and we already know that Ri = a2i Id, for each i ∈
{1, · · · , ℓ}.
Lets suppose that there are a1, · · · , aℓ ∈ (0, 1) such that Ri = a2i Id and
ℓ∑
i=1
a2i = 1. Thus a
2
i 〈X,Y 〉 = 〈RiX,Y 〉 = 〈LtiLiX,Y 〉 = 〈πif∗X,πif∗Y 〉, as a
consequence each πi ◦ f is a similarity with ratio ai and fi := a−1i (πi ◦ f) is an
isometric immersion in RNi .
Let k˜i := a
2
i ki. If ki = 0 then k˜i = 0, O
ni
k˜i
= ENi and fi(x) ∈ Onik˜i . If ki 6= 0,
then ‖fi(x)‖2 = 1a2
i
ki
, thus fi(x) ∈ Onik˜i ⊂ R
Ni .
But f = (a1f1, · · · , aℓfℓ), therefore f is a weighted sum.
3.4 A particular weighted sum
Let k1, · · · , kℓ be real numbers such that kikj > 0, for every i, j ∈ {1, · · · , ℓ}.
Lets denote ε := k1|k1| , Mi :=
ℓ∏
j=1
j 6=i
kj , λ :=
ℓ∑
i=1
Mi, ai :=
(
Mi
λ
) 1
2 and k˜i := a
2
i ki.
Thus, ε = ki|ki| ,
ℓ∑
i=1
a2i = 1 and k˜i = a
2
i ki =
ℓ∏
j=1
j 6=i
kj
λ ki =
ℓ∏
j=1
kj
λ = k˜1.
Lets denote k := k˜1 and let T1, · · · , Tℓ ∈ Oτ(k)(n+1) be such that Ti
(
Oniki
)
=
Oniki . We know that the restrictions Ti|Onk : O
n
k → Onk are isometries, hence the
function
g : Onk −→ On1k1 × · · · ×Onℓkℓ
x 7−→ (a1T1(x), · · · , aℓTℓ(x)),
is a weighted sum of T1, · · · , Tℓ with weights a1, · · · , aℓ.
By Lemma 3.15, g is a totally geodesic immersion. Besides, the following
equations hold
Ri = a
2
i Id, SiX = −a2i
(
a1T1X, · · · , a
2
i − 1
ai
TiX, · · · , aℓTℓX
)
,
kiRi = kia
2
i Id = k Id, TiSi =
(
1− a2i
)
Si and
Si
(
TxO
n
k
)
=
{
a2i
(
a1T1X, · · · , a
2
i − 1
ai
TiX, · · · , aℓTℓX
)∣∣∣∣ X ∈ TxOnk
}
.
The weighted sum g plays an important hole at the theory of isometric
immersions in Oˆ. This hole is a kind of reduction of codimension theorem
(Theorem 3.23). But first we need some results.
Lemma 3.18. Let k1, · · · , kℓ ∈ R∗ be such that kikj > 0, for all i, j ∈
{1, · · · , ℓ}, and lets denote Mi :=
ℓ∏
j=1
j 6=i
kj , λ :=
ℓ∑
i=1
Mi, ai :=
(
Mi
λ
) 1
2 and
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k := k˜i := a
2
i ki. Let also V
n+1 ⊂
ℓ∏
i=1
Rn+1τ(k) be a vector subspace isomorphic to
Rn+1τ(k). With the assumptions above, the following claims are equivalent:
(I) V ∩ Snℓ+ℓ−1k ⊂
ℓ∏
i=1
Snki ⊂
ℓ∏
i=1
Rn+1τ(k).
(II) πi|V is a similarity with ratio ai.
(III) There are linear isometries T1, · · · , Tℓ ∈ Oτ(k)(n+ 1) such that
V =
{
(a1T1(x), · · · , aℓTℓ(x)) | x ∈ Rn+1τ(k)
}
.
Proof. Since kikj > 0, then k1, · · · , kℓ are all positive or all negative. Thus k
and ki have the same sign.
(I) ⇒ (II): We have two cases: k > 0 or k < 0.
First case: k > 0.
In this case Rℓn+ℓℓτ(k) = R
ℓn+ℓ is an euclidean space. Thus,
V ∩ Snℓ+ℓ−1k ⊂
ℓ∏
i=1
Snki ⇔
x√
k ‖x‖ ∈
ℓ∏
i=1
Snki , ∀x ∈ V \ {0} ⇔
⇔ ‖πix‖
2
k‖x‖2 =
1
ki
, ∀x ∈ V \ {0} ⇔ ‖πix‖2 = k‖x‖
2
ki
= a2i ‖x‖2, ∀x ∈ V.
Therefore (I) ⇒ (II).
Second case: k < 0.
In this case Rℓn+ℓℓτ(k) = R
ℓn+ℓ
ℓ and V ∩Snℓ+ℓ−1k =
{
x√
|k| ‖x‖
∣∣∣∣ x ∈ V and ‖x‖2 < 0
}
.
Hence,
V ∩ Snℓ+ℓ−1k ⊂
ℓ∏
i=1
Snki ⇔
x√|k| ‖x‖ ∈
ℓ∏
i=1
Snki , ∀x ∈ V with ‖x‖2 < 0⇔
⇔ ‖πix‖
2
k‖x‖2 =
1
ki
, ∀x ∈ V with ‖x‖2 < 0⇔
⇔ ‖πix‖2 = k‖x‖
2
ki
= a2i ‖x‖2, ∀x ∈ V with ‖x‖2 < 0.
Lets suppose that V ∩ Snℓ+ℓ−1k ⊂
ℓ∏
i=1
Snki . We will show that each πi|V is a
similarity of ratio ai.
Let {e0, · · · , en} be a orthonormal base of V with e0 timelike. Then ‖πie0‖2 =
−a2i . Let α, β ∈ R be such that −α2 + β2 < 0, and let j ∈ {1, · · · , n}.
Thus αe0 + βej is timelike and, by the equivalences above, ‖πi (αe0 + βej)‖2 =
a2i
(−α2 + β2).
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On the other side,
‖πi (αe0 + βej)‖2 = α2‖πie0‖2 + 2αβ 〈πie0, πiej〉+ β2‖πiej‖2 =
= −a2iα2 + 2αβ 〈πie0, πiej〉+ β2‖πiej‖2.
Hence
− a2iα2 + 2αβ 〈πie0, πiej〉+ β2‖πiej‖2 = a2i
(−α2 + β2) ⇒
⇒ 2αβ 〈πie0, πiej〉+ β2‖πiej‖2 = a2iβ2 ⇒
⇒ 〈πie0, πiej〉 = β
2α
(
a2i − ‖πiej‖2
)
, if |α| > |β|.
Thus, if we first take α = 2 and β = 1, and then we take α = 2 and β = −1,
we will conclude that
〈πie0, πiej〉 = 1
4
(
a2i − ‖πiej‖2
)
and 〈πie0, πiej〉 = −1
4
(
a2i − ‖πiej‖2
)
.
Therefore 〈πie0, πiej〉 = 0 and ‖πiej‖2 = a2i .
Now, let α, β, γ ∈ R such that α2 > β2+γ2, and let j1, j2 ∈ {1, · · · , n} with
j1 6= j2. Thus αe0 + βej1 + γej2 is timelike and
a2i
(−α2 + β2 + γ2) = ‖πi (αe0 + βej1 + γej2)‖2 =
= a2i
(−α2 + β2 + γ2)+ 2βγ 〈πiei, πiej〉 .
Therefore, 〈πiej1 , πiej2〉 = 0 and we conclude that πi|V is a similarity with
ratio ai. •
(II) ⇒ (III): Lets suppose that each πi|V be a similarity of ratio ai, thus each
a−1i · πi|V is a linear isometry on its image. So, given an orthonormal base
{v0, · · · , vn} of V , let G : Rn+1τ(k) → V be the linear isometry such that G(ei) = vi,
where {e0, · · · , en} is the canonical base of Rn+1τ(k) (with e0 timelike, if k < 0).
Now let Ti be given by Ti := a
−1
i · (Pi ◦G), where Pi is the projection of
Rℓn+ℓℓτ(k) =
ℓ∏
i=1
Rn+1τ(k) on its ith factor. Hence each Ti is linear and
V =
{
G(x) | x ∈ Rn+1τ(k)
}
=
{(
a1T1(x), · · · , aℓTℓ(x)
) ∣∣ x ∈ Rn+1τ(k)} .
On the other side, 〈Ti(x), Ti(y)〉 = 1a2
i
〈πi(G(x)), πi(G(y))〉 = 〈x, y〉, therefore
each Ti is an isometry. •
(III) ⇒ (I): Lets suppose that there are T1, · · · , Tℓ ∈ Oτ(k)(n+ 1) such that
V =
{(
a1T1(x), · · · , aℓTℓ(x)
) ∣∣ x ∈ Rn+1τ(k)} .
If y ∈ V ∩ S(0, ε√|k|−1 ), then y = (a1T1(x), · · · , aℓTℓ(x)), for some x ∈
Rn+1τ(k) and ‖y‖2 = 1k . Since
ℓ∑
i=1
a2i = 1, then ‖x‖2 = ‖Ti(x)‖2 = ‖y‖2 = 1k . Thus
‖πi(y)‖2 = a2i ‖Ti(x)‖2 = a
2
i
k =
1
ki
. Therefore y ∈ Snk1 × · · · × Snkℓ .
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Corollary 3.19. Let k1, · · · , kℓ ∈ R∗− and let ai and k be like in Lemma 3.18.
Let also V n+1 ⊂
ℓ∏
i=1
Ln+1 be a vector subspace isomorphic to Ln+1 and C one
of the two connected components of V ∩ Snℓ+ℓ−1k . With the assumptions above,
if C ⊂
ℓ∏
i=1
Onki , then there are linear isometries T1, · · · , Tℓ ∈ Oτ(k)(n + 1) such
that V =
{
(a1T1(x), · · · , aℓTℓ(x)) | x ∈ Rn+1τ(k)
}
and Ti
(
Onki
)
= Onki .
Proof. If C ⊂
ℓ∏
i=1
Onki , then
V ∩ Snℓ+ℓ−1k = C ∪ (−C) ⊂
(
ℓ∏
i=1
Onki
)
∪
(
−
ℓ∏
i=1
Onki
)
=
ℓ∏
i=1
Sℓki .
Thus, by Lemma 3.18, V =
{
(a1T1(x), · · · , aℓTℓ(x)) | x ∈ Rn+1τ(k)
}
, for some lin-
ear isometries T1, · · · , Tℓ ∈ Oτ(k)(n+ 1).
So, if y ∈ C, there is an x ∈ Rn+1τ(k) such that y = (a1T1(x), · · · , aℓTℓ(x)). But
Pi(y) = aiTi(x) ∈ Onki , for all i ∈ {1, · · · , ℓ}, where Pi is the projection on the
ith coordinate. Hence Ti(x) ∈ Onk , for all i ∈ {1, · · · , n}, and x ∈ ±Onk .
If x ∈ Onk , then Ti (Onk) = Onk and Ti
(
Onki
)
= Onki , for all i, otherwise,
taking T˜i = −Ti, we conclude that V =
{(
a1T˜1(x), · · · , aℓT˜ℓ(x)
) ∣∣ x ∈ Rn+1τ(k)}
and T˜i
(
Onki
)
= Onki .
Definition 3.20. Let f : M → N be an isometric immersion. The first normal
space of f at x, is the space N1(x) := span {α (X,Y ) | X,Y ∈ TxM}.
Lemma 3.21. Let a1, · · · an ∈ R∗ and Ai :=
n∏
j=1
j 6=i
aj . If AiAj > 0, for all
i, j ∈ {1, · · · , n}, then aiaj > 0, for all i, j ∈ {1, · · · , n}.
Proof. Lets suppose, by absurd, that a1, · · · , an do not have all the same sign.
Hence, reordering if necessary, we can suppose that a1, · · · , am are negative and
that am+1, · · · , an are positive. Thus
A1 =
n∏
j=2
aj =
m∏
j=2
aj ·
n∏
j=m+1
aj = (−1)m−1
n∏
j=2
|aj|,
An =
n−1∏
j=1
aj =
m∏
j=1
aj ·
n−1∏
j=m+1
aj = (−1)m
n−1∏
j=1
|aj |.
Therefore A1An < 0, which is a contradiction.
Proposition 3.22. Let f : M → Oˆ be an isometric immersion with k1, · · · ,
kℓ ∈ R∗. Thus, if kiRi = kjRj , for every i, j, then the following claims hold:
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(I) λ :=
ℓ∑
i=1
Mi 6= 0, where Mi :=
ℓ∏
j=1
j 6=i
kj .
(II) Ri = λi Id, where λi :=
Mi
λ .
(III) kikj > 0.
(IV) Li is a similarity of ratio ai :=
√
λi .
(V) ‖πiF‖2 = a2i ‖F‖2.
(VI) N1 ⊥ S(TM).
(VII) If N1 is parallel in the normal connexion of f , then each πi|N1 is a simi-
larity of ratio ai.
Proof. From kiRi = kjRj , we know that Rj =
ki
kj
Ri.
(I) and (II): Using the first equation in (4),
Id =
n∑
j=1
Rj = Ri+
ℓ∑
j=1,
j 6=i
Rj =

1 +
ℓ∑
j=1
j 6=i
ki
kj

Ri =

1 + ki
ℓ∑
j=1
j 6=i
ℓ∏
l=1
l/∈{i,j}
kl
ℓ∏
j=1
j 6=i
kj

Ri =
=
ℓ∏
j=1
j 6=i
kj +
ℓ∑
j=1
j 6=i
ℓ∏
l=1
l 6=j
kl
ℓ∏
j=1
j 6=i
kj
Ri =
Mi +
ℓ∑
j=1
j 6=i
Mj
Mi
Ri =
λ
Mi
Ri.
Therefore λ 6= 0 and Ri = Miλ Id. •
(III): Let X ∈ TM with X 6= 0. Hence
〈SiX,SiX〉 =
〈
StiSiX,X
〉 (5)
= 〈Ri(Id−Ri)X,X〉 (II)= λi(1− λi)‖X‖2 ≥ 0.
Since Ri 6= 0, then λi ∈ (0, 1], and it follows that λ and Mi have the same
sign. Therefore, M1, · · · , Mℓ have all the same sign and, by Lemma 3.21,
kikj > 0, for all i, j ∈ {1, · · · , ℓ}. •
(IV): Since LtiLi = Ri = λi Id, then 〈LiX,LiY 〉 = λi 〈X,Y 〉. Therefore Li is a
similarity of ratio ai =
√
λi . •
(V): ‖πiF‖2 = 1ki =
ℓ∏
j=1
j 6=i
kj
ℓ∏
j=1
kj
=
ℓ∏
j=1
j 6=i
kj
λ · λℓ∏
j=1
kj
= λi
ℓ∑
i=1
1
ki
= λi‖F‖2. •
(VI): Lets consider the trilinear application β : TxM × TxM × TxM → R given
by β(X,Y, Z) = 〈α (X,Y ) ,SiZ〉.
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Using equation (7), we conclude that ASiYX = −Stiα (X,Y ). Thus,
〈α (X,Z) ,SiY 〉 = 〈ASiYX,Z〉 = −
〈
Stiα (X,Y ) , Z
〉
= −〈α (X,Y ) ,SiZ〉 .
Hence β is symmetric in the first 2 variables and antisymmetric in the last two,
thus β = 0 and α (X,Y ) ⊥ Si(TxM). •
(VII): Lets suppose that N1 is parallel in the normal connexion. Hence, by
equation (8),
〈(∇XSi)Y, α (W,Z)〉 = 〈Tiα (X,Y )− α (X,RiY ) , α (W,Z)〉 ⇒
⇒ 〈∇⊥XSiY, α (W,Z)〉− 〈Si∇XY, α (W,Z)〉 = 〈Tiα (X,Y ) , α (W,Z)〉−
− 〈λiα (X,Y ) , α (W,Z)〉 ⇒
(VI)⇒ 〈∇⊥XSiY, α (W,Z)〉 = 〈Tiα (X,Y ) , α (W,Z)〉−
λi 〈α (X,Y ) , α (W,Z)〉 ⇒
⇒ −
✭✭
✭✭
✭✭
✭✭✭〈
SiY,∇⊥Xα (W,Z)
〉
= 〈Tiα (X,Y ) , α (W,Z)〉−
− λi 〈α (X,Y ) , α (W,Z)〉 ⇒
⇒ 〈Tiα (X,Y ) , α (W,Z)〉 = λi 〈α (X,Y ) , α (W,Z)〉 ⇒
⇒ 〈πiα (X,Y ) , πiα (W,Z)〉 = λi 〈α (X,Y ) , α (W,Z)〉 .
Therefore π1|N1 is a similarity with ratio ai =
√
λi .
Theorem 3.23. Let f : Mm → Oˆ be an isometric immersion with k1, · · · ,
kℓ ∈ R∗ and lets assume that N1 is a parallel vector sub-bundle of T⊥M with
dimension n¯. If kiRi = kjRj, for every i, j ∈ {1, · · · , ℓ}, then kikj > 0 for
all pairs i, j, m + n¯ ≤ min{n1, · · · , nℓ} and f = (1 × · · · × ℓ) ◦ g ◦ f¯ , where
each i : O
m+n¯
ki
→֒ Oniki is a totally geodesic inclusion, g : Om+n¯k →
ℓ∏
i=1
Om+n¯k1 is
a totally geodesic immersion like the one given at the beginning of this section
and f¯ : Mm → Om+n¯k is a isometric immersion.
Proof. With our assumptions, all conclusions of Proposition 3.22 are true, hence
kikj > 0, for every i and j.
Let ı : Oˆ →֒ RN be the canonical inclusion and F = ı ◦ f . Thus V :=
F∗TM k ı∗N f1 k spanF is a vector bundle with dimension m+ n¯+ 1.
Claim 1: V is a constant vector subspace of RN .
Let X,Y, Z ∈ Γ(TM). Thus
∇˜XF∗Y Lemma 2.13= F∗∇XY + ı∗αf (X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi =
= F∗∇XY + ı∗αf (X,Y ) +
ℓ∑
i=1
λi 〈X,Y 〉 ki(πi ◦ F ) =
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= F∗∇XY + ı∗αf (X,Y ) +
ℓ∑
i=1
ℓ∏
j=1
j 6=i
kj
λ
〈X,Y 〉 ki(πi ◦ F ) =
= F∗∇XY + ı∗αf (X,Y ) +
ℓ∏
j=1
kj
λ
〈X,Y 〉F ∈ Γ(V );
∇˜X ı∗αf (Y, Z) = ı∗∇¯Xαf (Y, Z) + αı (f∗X,αf (Y, Z)) =
= −F∗Afαf (Y,Z)X + ı∗∇⊥Xαf (Y, Z) +
ℓ∑
i=1
〈πif∗X,αf (Y, Z)〉 νi =
= −F∗Afαf (Y,Z)X + ı∗∇⊥Xαf (Y, Z) +
ℓ∑
i=1
✭✭
✭✭
✭✭
✭✭〈Sif∗X,αf (Y, Z)〉νi =
= −F∗Afαf (Y,Z)X + ı∗∇⊥Xαf (Y, Z) .
Since N1 is parallel in the normal connexion of f , ∇˜X ı∗αf (Y, Z) ∈ Γ(V ).
Last, ∇˜XF = F∗X ∈ V . Thus V is a parallel sub-bundle of RN , therefore
V is a constant subspace on RN . X
Because V is a constant subspace of RNy and F∗(TM) ⊂ V , then F (M) ⊂
F (x0) + V , for any fixed x0 ∈M , because X 〈F − F (x0), ξ〉 = 〈F∗X, ξ〉 = 0, for
all constant ξ ∈ V ⊥. But span{F (x0)} ⊂ V , hence F (M) ⊂ V .
Let x0 ∈M be a fixed point, then V = span
{
F (x0)
‖F (x0)‖
}
kF∗Tx0Mkı∗N1(x0).
Since k1, · · · , kℓ have the same sign, ‖f(x)‖2 =
ℓ∑
i=1
1
ki
6= 0, for all x ∈ M .
Thus V is isomorphic to Rm+n¯+1τ(k1) .
Claim 2: Each πi|V is a similarity of ratio ai =
√
λi .
Let X,Y, Z ∈ Tx0M . Hence
〈πiF (x0), πiF∗X〉 = 〈νi(x0), F∗X〉 = 0;
〈πiF (x0), πiı∗αf (X,Y )〉 = 〈νi(x0), ı∗αf (X,Y )〉 = 0;
〈πiF∗X,πiı∗αf (Y, Z)〉 = 〈−SiX,αf (Y, Z)〉 = 0.
Thus πi|V = πi|span{F (x0)}× πi|F∗Tx0M× πi|N f1 (x0), and, by items (IV), (V) and
(VII) of Proposition 3.22, we know that πi|span{F (x0)}, πi|F∗Tx0M and πi|N f1 (x0)
are similarities of ratio ai. Therefore πi|V is a similarity of ratio ai. X
Given that each πi|V is a similarity of ratio ai, then πi(V ) = {(0, · · · , 0)}×
Rm+n¯+1τ(k1) ×{(0, · · · , 0)}. Hence V ⊂
ℓ∏
i=1
Rm+n¯+1τ(k1) . But f(M) ⊂ V ∩
(
On1k1 × · · · ×Onℓkℓ
)
,
hence, f(M) ⊂
ℓ∏
i=1
Om+n¯ki . Therefore, f = (1 × · · · ,×ℓ) ◦ f˜ , where each
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i : O
m+n¯
k1
→ Oniki is a inclusion and f˜ : M → Om+n¯k1 × · · · ×Om+n¯kℓ is a isometric
immersion with f˜(M) ⊂ V .
Since f(M) ⊂ V ∩
ℓ∏
i=1
Om+n¯ki , then there is a connected component C of
V ∩S(m+n¯)ℓ+ℓ−1k such that π(C) ⊂ Om+n¯ki . Thus by Lemma 3.18 (and Corollary
3.19,if k < 0) there are linear isometries T1, · · · , Tℓ such that TiOniki = Oniki and
V =
{
G(x) | x ∈ Rn+1τ(k)
}
=
{(
a1T1(x), · · · , aℓTℓ(x)
) ∣∣ x ∈ Rn+1τ(k)} .
Let g : Om+n¯k → Om+n¯k1 × · · · × Om+n¯kℓ be the totally geodesic isometric im-
mersion given at the beginning of this section.
Claim 3: f˜(M) ⊂ g (Om+n¯k ).
y ∈ f˜(M)⇒ y ∈ V ∩
ℓ∏
i=1
Om+n¯ki ⇒
⇒ y = (a1T1(x), · · · , aℓTℓ(x)), for some x ∈ Rm+n¯+1τ(k) and aiTi(x) ∈ Om+n¯ki ⇒
⇒ πi(y) = aiTi(x) and x ∈ Om+n¯k˜i .
Therefore y ∈ g (Om+n¯k ). X
Let f¯ := g−1 ◦ f˜ : M → Om+n¯k . Thus f¯ is a isometric immersion and f =
(1 × · · · × ℓ) ◦ g ◦ f¯ .
4 Reduction of codimension
We say that the codimension of f : Mm → Oˆ is reduced by n¯ at the ith
coordinate, if there is a totally geodesic submanifold Omiki ⊂ Oniki such that
ni −mi = n¯ and f(M) ⊂ On1k1 × · · · ×Omiki × · · · ×Onℓkℓ .
For each i ∈ {1, · · · , ℓ}, let Omiki ⊂ Oniki be a totally geodesic submanifold.
Let also R
mi+υ(ki)
τ(ki)
⊂ RNi be such that Omiki = R
mi+υ(ki)
τ(ki)
∩ Oniki . Lets consider
the orthogonal projections
Πi : R
m1+υ(k1)
τ(k1)
× · · · × Rmℓ+υ(kℓ)τ(kℓ) −→ R
m1+υ(k1)
τ(k1)
× · · · × Rmℓ+υ(kℓ)τ(kℓ)
(x1, · · · , xn) 7−→ (0, · · · , xi, · · · , 0).
Thus each Πi is the restriction of πi to R
m1+υ(k1)
τ(k1)
× · · · × Rmℓ+υ(kℓ)τ(kℓ) .
Now, let f˜ : Mm → Om1k1 ×· · ·×Omℓkℓ be a isometric immersion and f : Mm →
Oˆ be given by f := (1 × · · · × ℓ) ◦ f˜ , where each i : Omiki →֒ Oniki is a totally
geodesic inclusion. We will also use i denote the inclusion i : R
mi
τ(ki)
→ Rniτ(ki),
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hence, (1 × · · · × ℓ) ◦Πi = πi ◦ (1 × · · · × ℓ) and
πif∗X = (1 × · · · × ℓ)∗Πif˜∗X ⇒
⇒ f∗RfiX + SfiX = f∗Rf˜i X + (1 × · · · × ℓ)∗Sf˜iX.
πi(1 × · · · × ℓ)∗ξ = (1 × · · · × ℓ)∗Πiξ ⇒
⇒ f∗
(
S
f
i
)t
(1 × · · · × ℓ)∗ξ +Tfi (1 × · · · × ℓ)∗ξ =
= f∗
(
S
f˜
i
)t
ξ + (1 × · · · × ℓ)∗Tf˜i ξ.
Therefore
R
f
i = R
f˜
i , S
f
i = (1 × · · · × ℓ)∗Sf˜i ,(
S
f
i
)t
(1 × · · · × ℓ)∗|T⊥
f˜
M =
(
S
f˜
i
)t
,
T
f
i (1 × · · · × ℓ)∗|T⊥
f˜
M = (1 × · · · × ℓ)∗Tf˜i .
(17)
In the rest of this section we are going to prove some results about reduction
of codimension of f at the ith coordinate.
Lemma 4.1. If f : Mm → Oˆ is a isometric immersion, then:
(I) Si(TM)
⊥ is invariant under Ti and Si(TM)
⊥ = Ui k Vi, where Ui :=
kerTi and Vi := ker(Id−Ti).
(II) ∇⊥ (Ui ∩ N⊥1 ) ⊂ Ui and ∇⊥ (Vi ∩ N⊥1 ) ⊂ Vi.
(III) πi fixes the points of Vi and Id−πi fixes the points of Ui.
Proof.
(I): It follows from the second equation in (5) that Ti [Si(TM)] ⊂ Si(TM).
Hence, if ξ ∈ Si(TM) and ζ ∈ Si(TM)⊥, then 〈ξ,Tiζ〉 = 〈Tiξ, ζ〉 = 0. There-
fore Ti leaves Si(TM)
⊥ invariant.
From the third equation in (5), it follows that Ti|2Si(TM)⊥ = Ti|Si(TM)⊥ ,
thus Ti|Si(TM)⊥ is a orthogonal projection and Si(TM)⊥ = Ui k Vi, where
Ui := kerTi|Si(TM)⊥ and Vi := ker(Id−Ti)|Si(TM)⊥ .
By another side, using the third equation (5),
ker[Ti(Id−Ti)] = kerSiSti = kerSti = [Si(TM)]⊥.
Besides, kerTi and ker(Id−Ti) are subsets of ker[Ti(Id−Ti)] = Si(TM)⊥,
therefore kerTi = kerTi|Si(TM)⊥ and ker(Id−Ti) = ker(Id−Ti)|Si(TM)⊥ . •
(II): If ξ ∈ Γ (Vi ∩ N⊥1 ), then
∇⊥Xξ −Ti∇⊥Xξ = ∇⊥XTiξ −Ti∇⊥Xξ
(9)
= 0, ∀X ∈ Γ(TM).
Hence ∇⊥Xξ ∈ ker(Id−Ti) = Vi.
If ξ ∈ Ui ∩ N⊥1 , then
−Ti∇⊥Xξ = ∇⊥XTiξ −Ti∇⊥Xξ
(9)
= 0, ∀X ∈ Γ(TM).
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Therefore ∇⊥Xξ ∈ kerTi = Ui. •
(III): Let ξ ∈ Ui = kerTi and ζ ∈ Vi = ker(Id−Ti) . From Si(TM)⊥ = UikVi,
it follows that
(Id−πi)ξ = ξ − Stiξ −Tiξ = ξ;
πiζ = S
t
iζ +Tiζ = ζ.
Therefore πi fixes the points of Vi, and Id−πi fixes the points of Ui.
Theorem 4.2. If f : Mm → Oˆ is a isometric immersion, then the following
claims are equivalent:
(I) The codimension of f is reduced by n¯ at the ith coordinate.
(II) There is a vector sub-bundle Ln¯ ⊂ T⊥M such that Ln¯ ⊂ Vi ∩N⊥1 and Ln¯
is parallel in the normal connection of f .
Proof.
(I) ⇒ (II): Because the codimension of f is reduced by n¯ at the ith coordinate,
there is a totally geodesic submanifold Omiki ⊂ Oniki , with ni −mi = n¯, and such
that f(M) ⊂ On1k1 × · · · ×Omiki × · · · ×Onℓkℓ .
Hence, there is a isometric immersion f˜ : Mm → On1k1 ×· · ·×Omiki ×· · ·×Onℓkℓ
such that f = (Id× · · · × i × · · · × Id) ◦ f˜ , where i : Omiki →֒ Oniki is the totally
geodesic inclusion and each Id: O
nj
kj
→ Onjkj is the identity map.
Let L ⊂ T⊥f M be the vector sub-bundle whose fiber in x is given by
L(x) :=
(
(Id× · · · × i × · · · × Id)∗Tf˜(x)On1k1 × · · · ×Omiki × · · · ×Onℓkℓ
)⊥
=
= {(0, · · · , 0)} ×
(
Tf˜i(x)O
mi
ki
)⊥
× {(0, · · · , 0)}.
Obviously, dimL = ni −mi = n¯ and πi(L) = L.
From (17), we know that Sfi = (Id× · · · × i × · · · × Id)∗Sf˜i , thus
Si(TM) ⊂ (Id× · · · × i × · · · × Id)∗Tf˜On1k1 × · · · ×Omiki × · · · ×Onℓkℓ ⇒
⇒ L ⊂ Si(TM)⊥ ⇒ L ⊂ πi
[
Si(TM)
⊥
]
.
On the oder side, by Lemma 4.1, Si(TM)
⊥ = Ui k Vi and Vi = πi(Vi) =
πi
[
Si(TM)
⊥
]
. Hence L ⊂ Vi.
Because (Id× · · ·× i× · · ·× Id): On1k1 × · · ·×Omiki × · · ·×Onℓkℓ → Oˆ is totally
geodesic, N f1 = (Id× · · · × i × · · · × Id)∗N f˜1 . Hence
L(x) =
[
(Id× · · · × i × · · · × Id)∗Tf˜(x)On1k1 × · · · ×Omiki × · · · ×Onℓkℓ
]⊥
⊂
⊂
[
(Id× · · · × i × · · · × Id)∗N f˜1 (x)
]⊥
= N f1 (x)
⊥
.
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Therefore L ⊂ Vi ∩ N f1
⊥
.
Now, let ξ ∈ Γ(L) and
ζ = (Id× · · · × i × · · · × Id)∗ζ˜ ∈
∈ Γ
(
(Id× · · · × i × · · · × Id)∗Tf˜On1k1 × · · · ×Omiki × · · · ×Onℓkℓ
)
.
Thus
〈∇⊥Xξ, ζ〉 = − 〈ξ, ∇¯X(Id× · · · × i × · · · × Id)∗ζ˜〉 =
= − 〈ξ, (Id× · · · × i × · · · × Id)∗∇¯X ζ˜〉 = 0.
Therefore ∇⊥L ⊂ L. •
(II) ⇒ (I): Let ı : Oˆ →֒ RN be the canonical inclusion, F := ı ◦ f and L˜ := ı∗L.
Claim 1: L˜ is a constant subspace of RN .
Let ξ ∈ Γ (L). Because L ⊂ Vi ∩ N⊥1 , then Aξ = 0 and πi(ξ) = ξ. Thus
∇˜X ı∗ξ = ı∗∇¯Xξ + αı (f∗X, ξ) Lemma 2.3=
= −F∗✟✟AξX + ı∗∇⊥Xξ +
ℓ∑
j=1
✘✘
✘✘
✘〈f∗X,πjξ〉νj = ı∗∇⊥Xξ.
But L is parallel in the normal connexion of f , so ∇˜X ı∗ξ ∈ L˜. X
Claim 2: πiL˜ = L˜.
Because πi(L) = L and πiı∗ = ı∗πi, the claim is true. X
Lets consider the projection Pi : R
N1 × · · · × RNℓ → RNi , hence πi(x) =
(0 · · · , Pi(x), · · · , 0). Lets also define L¯i := Pi
(
L˜⊥
)
=
[
Pi
(
L˜
)]⊥
and Fi :=
Pi ◦ f .
Claim 3: f(M) ⊂ RN1 × · · · × (L¯i + Fi(x0))× · · · ×RNℓ , where x0 ∈M is any
fixed point.
It is enough to prove that Fi(M) ⊂ L¯i+Fi(x0). But f∗X ⊥ L˜, then, if ξ ∈ L˜
is a fixed vector, we have that
X 〈Fi, Piξ〉 = 〈Pif∗X,Piξ〉 = 〈πif∗X,πiξ〉 = 〈f∗X,πiξ〉 = 〈f∗X, ξ〉 = 0.
Thus 〈Fi(x), Piξ〉 is constant in M .
Now, if {ξ1, · · · , ξn¯} is an orthogonal base of L˜, then {Piξ1, · · · , Piξn¯} is
an orthogonal base of Pi
(
L˜
)
. Thus, 〈Fi(x), Piξj〉 = 〈Fi(x0), Piξj〉, where x0
is a fixed point. Hence Fi(x) − Fi(x0) ⊥ Pi
(
L˜
)
. Therefore Fi(x) − Fi(x0) ∈[
Pi
(
L˜
)]⊥
= L¯i. X
Now we have two cases to consider: the case ki 6= 0 and the case ki = 0.
If ki = 0, then R
Ni = Eni and Fi(M) ⊂ L¯i + Fi(x0). Hence, if we identify
L¯i + Fi(x0) = E
mi , then Fi(M) ⊂ Emi , with mi = ni − n¯.
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If ki 6= 0, since νi = ki(πi ◦ F ) ⊥ L˜, then Fi(x0) ⊥ Pi
(
L˜(x0)
)
= Pi
(
L˜
)
,
hence Fi(x0) ∈ L¯i. Thus Fi(M) ⊂ L¯i ∩Oniki .
If ki > 0, then O
ni
ki
= Sniki and L¯i ∩ Oniki = Smiki = Omiki , where mi = ni − n¯.
If ki < 0, then Fi(x0) is a timelike and L¯i is also timelike, cause Fi(x0) ∈ L¯i.
Thus L¯i ∩Oniki = L¯i ∩Hniki = Hmiki = Omiki , where mi = ni − n¯.
Our conclusion is: f(M) ⊂ On1k1 × · · · ×Omiki × · · · ×Onnkn ⊂ Oˆ.
Here we want to remark that, if the codimension at the ith coordinate of
f : M → Oˆ can be reduced by n¯i and the codimension at the jth coordinate can
be reduced by n¯j , then
f(M) ⊂ On1k1 × · · · ×Oni−n¯iki × · · · ×O
nj−n¯j
kj
× · · · ×Onnkn ,
for some totally geodesic submanifolds Oni−n¯iki ⊂ Oniki and O
nj−n¯j
kj
⊂ Onjkj .
Corollary 4.3. Let f : Mm → Oˆ be an isometric immersion and lets sup-
pose that Vi ∩ N⊥1 be a vector sub-bundle of T⊥M with dimension n¯. If
∇⊥ (Vi ∩ N⊥1 ) ⊂ N⊥1 , then the codimension of f is reduced by n¯ at the ith
coordinate.
Proof. By Theorem 4.2, it is enough to show that L := Vi ∩ N⊥1 is parallel in
the normal connexion of f . On the other side, we know by (II) of Lemma 4.1
that ∇⊥L ⊂ Vi. But ∇⊥L ⊂ N⊥1 , therefore L is parallel.
Theorem 4.4. Let f : Mm → Oˆ be an isometric immersion and lets suppose
that Vi ∩ N⊥1 be a vector sub-bundle of T⊥f M . Thus ∇⊥
(Vi ∩ N⊥1 ) ⊂ N⊥1 if,
and only if,
(I)
(∇⊥ZR⊥) (X,Y, ξ) = 0, for all ξ ∈ Vi ∩ N⊥1 , and
(II) ∇⊥ (Vi ∩ N⊥1 ) ⊂ {η}⊥, where η is the mean curvature vector of f .
Proof.
(⇒): Since N⊥1 ⊂ {η}⊥ and ∇⊥
(Vi ∩ N⊥1 ) ⊂ N⊥1 , then ∇⊥ (Vi ∩ N⊥1 ) ⊂ {η}⊥.
We still have to show item (I).
By item (I) of Lemma 4.1, Si(TM)
⊥ = Ui k Vi. So, if ξ ∈ Vi ∩ N⊥1 and
X,Y ∈ TM , then, by Ricci equation (12),
R⊥(X,Y )ξ = α (X,AξY )− α (AξX,Y ) +
ℓ∑
i=1
ki (SiX ∧ SiY ) ξ = 0. (18)
Now, given ξ ∈ Γ (Vi ∩ N⊥1 ), and because ∇⊥Zξ ∈ Vi ∩ N⊥1 , it holds that:(∇⊥ZR⊥) (X,Y, ξ) = ∇⊥ZR⊥(X,Y )ξ −R⊥(∇ZX,Y )ξ−
−R⊥(X,∇ZY )ξ −R⊥(X,Y )∇⊥Z ξ = 0. •
(⇐): Lets suppose now that we have items (I) and (II). We have to show that
∇⊥ (Vi ∩ N⊥1 ) ⊂ N⊥1 .
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By the same arguments used above, equation (18) holds. So, let ξ ∈ Γ (Vi ∩ N⊥1 ) ⊂
Γ
({η}⊥), then
0 =
(∇⊥ZR⊥) (X,Y, ξ) =✭✭✭✭✭✭✭∇⊥ZR⊥(X,Y )ξ −✭✭✭✭✭✭✭R⊥ (∇ZX,Y ) ξ−
−✭✭✭✭✭✭
✭R⊥ (X,∇ZY ) ξ −R⊥(X,Y )∇⊥Z ξ = −R⊥(X,Y )∇⊥Zξ.
On the other side, as a result of Lemma 4.1, ∇⊥Xξ ∈ Vi ⊂ Si(TM)⊥. As a
consequence, and by Ricci’s equation (12),
0 = R⊥(X,Y )∇⊥Zξ = α
(
X,A∇⊥
Z
ξY
)
− α
(
A∇⊥
Z
ξX,Y
)
+
+
ℓ∑
i=1
ki✭✭✭
✭✭
✭✭✭
(SiX ∧ SiY )∇⊥Zξ.
Hence, if ζ ∈ T⊥M , then
0 =
〈
α
(
X,A∇⊥
Z
ξY
)
, ζ
〉
−
〈
α
(
A∇⊥
Z
ξX,Y
)
, ζ
〉
=
〈[
A∇⊥
Z
ξ, Aζ
]
X,Y
〉
.
Therefore
[
A∇⊥
Z
ξ, A∇⊥
W
ξ
]
= 0, for all W,Z ∈ Γ(TM). Hence for each x ∈M
there is an orthonormal base {E1(x), · · · , Em(x)} of TxM that diagonalizes all
elements of the set
{
A∇⊥
X
ξ
∣∣∣ X ∈ TxM}.
Since
[
A∇⊥
Z
ξ, A∇⊥
W
ξ
]
= 0, for all W,Z ∈ Γ(TM), then, for each x ∈ M
there is an orthonormal base {E1(x), · · · , Em(x)} of TxM that diagonalizes all
elements of the set
{
A∇⊥
X
ξ
∣∣∣ X ∈ TxM}.
Lets show that ∇⊥Xξ ∈ Vi∩N⊥1 . For this, let ℓk,i be the eigenvalue of A∇⊥
Ek
ξ
associated with the eigenvector Ei(x), for each pair i, k ∈ {1, · · · ,m}. Thus〈
α (Ei, Ej) ,∇⊥Ekξ
〉
=
〈
A∇⊥
Ek
ξEi, Ej
〉
= ℓk,i 〈Ei, Ej〉 = ℓk,iδij .
Since ξ ∈ Γ (Vi ∩ N⊥1 ) and Vi ⊂ Si(TM)⊥, it follows from the second equa-
tion in (11) and that
0 = (∇Y A)(X, ξ)− (∇XA)(Y, ξ) =
= ∇Y✟✟AξX −✘✘✘✘Aξ∇YX −A∇⊥Y ξX −∇X✟✟AξY +✘✘✘
✘Aξ∇XY +A∇⊥
X
ξY ⇒
⇒ A∇⊥
X
ξY = A∇⊥
Y
ξX, for any X,Y ∈ Γ(TM).
So, A∇⊥
Ei
ξEj = A∇⊥
Ej
ξEi ⇒ ℓi,jEj = ℓj,iEi ⇒ ℓi,j = 0, if i 6= j. Consequently
〈
α (Ei, Ej) ,∇⊥Ekξ
〉
=
{
0, if i 6= j or i 6= k,
ℓi,i, if i = j = k.
On the other side, given that ∇⊥ (Vi ∩ N⊥1 ) ⊂ {η}⊥, 〈α (Ei, Ei) ,∇⊥Eiξ〉 =
m∑
j=1
〈
α (Ej , Ej) ,∇⊥Eiξ
〉
= m
〈
η,∇⊥Eiξ
〉
= 0. Therefore ∇⊥Eiξ ∈ N⊥1 .
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5 A Bonnet theorem for isometric immersions
in On1k1 × · · · ×Onℓkℓ
Theorem 5.1. Let τi := τ(ki), ρ := τ1 + · · ·+ τℓ and m′ :=
ℓ∑
i=1
ni −m.
(I) Existence: Let Mm be a connected and simply connected riemannian
manifold and let E be a vector bundle with dimension m′ and index ρ on
M with compatible connection ∇E , curvature tensor RE and symmetric
tensor αE : TM ⊕ TM → E . Lets also consider, for each i ∈ {1, · · · , ℓ},
the tensors Ri : TM → TM , Si : TM → E and Ti : E → E , with Ri
and Ti symmetric. For each η ∈ E , let AEη : TM → TM be given by〈
AEηX,Y
〉
=
〈
αE(X,Y ), η
〉
. With these assumptions, if equations (4)
until (12) hold, then there is an isometric immersion f : M → O and an
vector bundle isometry Φ: E → T⊥M such that
αf = ΦαE , ∇⊥Φ = Φ∇E ,
πi ◦ f∗ = f∗Ri + ΦSi, πi|T⊥M = f∗StiΦ−1 +ΦTiΦ−1.
(II) Uniqueness: Let f, g : M → O be isometric immersions such that Rfi =
R
g
i , for every i ∈ {1, · · · , ℓ}. Lets suppose that there is a vector bundle
isometry Φ: T⊥f M → T⊥g M such that
Φαf = αg, Φ
f∇⊥ = g∇⊥Φ,
ΦSfi = S
g
i , ΦT
f
i = T
g
iΦ, ∀i ∈ {1, · · · , ℓ}.
With the above conditions, there is an isometry ϕ : Oˆ → Oˆ such that
ϕ ◦ f = g and ϕ∗|T⊥
f
M = Φ.
5.1 Existence
Let ℓ¯ be the number of elements of the set J = { i ∈ {1, · · · ℓ} | ki 6= 0} and let
F = E ⊕Υ be the Whitney sum, where Υ is a semi-riemannian vector bundle on
M , with dimension ℓ¯ and index ρ. We can choose an (local) orthogonal frame
{νi | i ∈ J}, of Υ with ‖νi‖2 = ki. If ki = 0, that is, i /∈ J , let νi = 0 ∈ Υ.
Now, we can define a compatible connection in F and a symmetric section
αF ∈ Γ (T ∗M ⊗ T ∗M ⊗F) by
∇FXνi = −kiSiX, ∇FXξ = ∇EXξ +
ℓ∑
i=1
〈SiX, ξ〉 νi and
αF (X,Y ) = αE(X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi,
(19)
for all X,Y ∈ Γ(TM) and all ξ ∈ Γ(E).
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Now lets define, for each η ∈ Γ(Υ), the shape operator AFη : TM → TM by〈
AFη X,Y
〉
=
〈
αF (X,Y ), η
〉
. So, if ξ ∈ Γ(E), then
〈
AFξ X,Y
〉
=
〈
αF (X,Y ), ξ
〉
=
〈
αE(X,Y ) +
ℓ∑
i=1
〈RiX,Y 〉 νi, ξ
〉
=
=
〈
αE (X,Y ), ξ
〉
=
〈
AEξX,Y
〉
.
On the other side,
〈
AFνiX,Y
〉
=
〈
αF (X,Y ), νi
〉
=
〈
αE (X,Y ) +
ℓ∑
j=1
〈RjX,Y 〉 νj , νi
〉
=
= 〈RiX,Y 〉 ‖νi‖2 = ki 〈RiX,Y 〉 .
Therefore
AFξ = A
E
ξ and A
F
νi = kiRi. (20)
Claim 1: R(X,Y )Z = AFαF (Y,Z)X −AFαF (X,Z)Y , for any X,Y, Z ∈ Γ(TM).
R(X,Y )Z (10)=
ℓ∑
i=1
ki (RiX ∧RiY )Z +AEαE (Y,Z)X −AEαE (X,Z)Y =
(19),(20)
=
✘✘
✘✘
✘✘
✘✘
✘ℓ∑
i=1
ki 〈RiY, Z〉RiX −
❳❳❳❳❳❳❳❳❳
ℓ∑
i=1
ki 〈RiX,Z〉RiY +AFαF (Y,Z)X−
−
✘✘
✘✘
✘✘
✘✘
✘ℓ∑
i=1
〈RiY, Z〉kiRiX −AFαF (X,Z)Y +
❳❳❳❳❳❳❳❳❳
ℓ∑
i=1
〈RiX,Z〉kiRiY =
= AFαF (Y,Z)X −AFαF (X,Z)Y.
Therefore the claim holds. X
Claim 2:
(∇XαF) (Y, Z)− (∇Y αF) (X,Z) = 0, for any X,Y, Z ∈ Γ(TM).
(∇XαF) (Y, Z) = ∇FXαF (Y, Z)− αF (∇XY, Z)− αF (Y,∇XZ) =
(19)
= ∇FX
[
αE (Y, Z) +
ℓ∑
i=1
〈RiY, Z〉 νi
]
− αE (∇XY, Z)−
ℓ∑
i=1
〈Ri∇XY, Z〉 νi−
− αE (Y,∇XZ)−
ℓ∑
i=1
〈RiY,∇XZ〉 νi =
= ∇FXαE(Y, Z) +
ℓ∑
i=1
[
(〈∇XRiY, Z〉+✭✭✭✭✭✭〈RiY,∇XZ〉)νi + 〈RiY, Z〉∇FXνi
]−
− αE (∇XY, Z)−
ℓ∑
i=1
〈Ri∇XY, Z〉 νi − αE (Y,∇XZ)−
ℓ∑
i=1
✭✭
✭✭
✭✭〈RiY,∇XZ〉νi =
38
(19)
= ∇EXαE(Y, Z) +
ℓ∑
i=1
〈
SiX,α
E(Y, Z)
〉
νi +
ℓ∑
i=1
〈(∇XRi)Y, Z〉 νi−
−
ℓ∑
i=1
〈RiY, Z〉 kiSiX − αE (∇XY, Z)− αE (Y,∇XZ) .
Hence(∇FXαF) (Y, Z) = (∇XαE) (Y, Z)+
+
ℓ∑
i=1
(〈
SiX,α
E(Y, Z)
〉
+ 〈(∇XRi)Y, Z〉
)
νi −
ℓ∑
i=1
〈RiY, Z〉kiSiX. (21)
Thus(∇FY αF) (X,Z) (21)= (∇Y αE) (X,Z)+
+
ℓ∑
i=1
(〈
SiY, α
E(X,Z)
〉
+ 〈(∇YRi)X,Z〉
)
νi −
ℓ∑
i=1
〈RiX,Z〉kiSiY =
(11)
=
(∇XαE) (Y, Z) + ℓ∑
i=1
ki [✭✭✭✭
✭✭〈RiX,Z〉SiY − 〈RiY, Z〉SiX ]+
+
ℓ∑
i=1
(〈
SiY, α
E(X,Z)
〉
+ 〈(∇YRi)X,Z〉
)
νi −
ℓ∑
i=1
✭✭
✭✭
✭✭
✭〈RiX,Z〉kiSiY =
(7)
=
(∇XαE) (Y, Z) + ℓ∑
i=1
(〈
SiY, α
E(X,Z)
〉
+
〈
AE
SiXY + S
t
iα
E(Y,X), Z
〉)
νi−
−
ℓ∑
i=1
ki 〈RiY, Z〉SiX =
=
(∇XαE) (Y, Z) + ℓ∑
i=1
〈
AESiYX +A
E
SiXY + S
t
iα
E (X,Y ), Z
〉
νi−
−
ℓ∑
i=1
ki 〈RiY, Z〉SiX =
(7)
=
(∇XαE) (Y, Z) + ℓ∑
i=1
(〈(∇XRi)Y, Z〉+ 〈SiX,αE(Y, Z)〉) νi−
−
ℓ∑
i=1
ki 〈RiY, Z〉SiX (21)=
(∇FXαF) (Y, Z).
Therefore the claim holds. X
Claim 3: RF (X,Y )η = αF (X,AFη Y ) − αF (AFη X,Y ), for all X,Y ∈ Γ(TM)
and all η ∈ Γ(F).
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It is enough to prove the claim in the cases η ∈ Γ(E) and η = νi, for some
i ∈ {1, · · · , ℓ}. So, let ξ ∈ Γ(E), hence
RF (X,Y )ξ = ∇FX∇FY ξ −∇FY∇FXξ −∇F[X,Y ]ξ =
(19)
= ∇FX
(
∇EY ξ +
ℓ∑
i=1
〈SiY, ξ〉 νi
)
−∇FY
(
∇EXξ +
ℓ∑
i=1
〈SiX, ξ〉 νi
)
−
−∇E[X,Y ]ξ −
ℓ∑
i=1
〈Si[X,Y ], ξ〉 νi =
(19)
= RE(X,Y )ξ +
ℓ∑
i=1
〈
SiX,∇EY ξ
〉
νi −
ℓ∑
i=1
〈
SiY,∇EXξ
〉
νi −
ℓ∑
i=1
〈Si[X,Y ], ξ〉 νi+
+
ℓ∑
i=1
(X 〈SiY, ξ〉 − Y 〈SiX, ξ〉)νi −
ℓ∑
i=1
〈SiY, ξ〉 kiSiX +
ℓ∑
i=1
〈SiX, ξ〉 kiSiY =
= RE (X,Y )ξ +
ℓ∑
i=1
(
✘✘
✘✘
✘✘〈
SiX,∇EY ξ
〉−❳❳❳❳❳〈SiY,∇EXξ〉− 〈Si∇XY − Si∇YX, ξ〉) νi+
+
ℓ∑
i=1
(〈∇EXSiY, ξ〉+❳❳❳❳❳〈SiY,∇EXξ〉− 〈∇EY SiX, ξ〉−✘✘✘✘✘✘〈SiX,∇EY ξ〉
)
νi−
−
ℓ∑
i=1
ki(SiX ∧ SiY )ξ =
= RE (X,Y )ξ −
ℓ∑
i=1
ki(SiX ∧ SiY )ξ +
ℓ∑
i=1
[〈(∇XSi)Y, ξ〉 − 〈(∇Y Si)X, ξ〉]νi =
(12),(8)
= αE
(
X,AEξ Y
)− αE (AEξX,Y )+
+
ℓ∑
i=1
〈
✘✘
✘✘
✘✘
Tiα
E(X,Y )− αE (X,RiY )−✘✘✘✘
✘
Tiα
E(Y,X) + αE (Y,RiX), ξ
〉
νi =
= αE
(
X,AEξY
)− αE (AEξX,Y )− ℓ∑
i=1
〈
AEξX,RiY
〉
νi +
ℓ∑
i=1
〈
AEξ Y,RiX
〉
νi =
(19),(20)
= αF
(
X,AEξY
)− αF (AFξ X,Y ) .
Now, for i ∈ {1, · · · , ℓ},
RF(X,Y )νi = ∇FX∇FY νi −∇FY∇FXνi −∇F[X,Y ]νi =
(19)
= −∇FXkiSiY +∇FY kiSiX + kiSi[X,Y ] =
(19)
= −ki∇EXSiY − ki
ℓ∑
j=1
〈SjX,SiY 〉 νj + ki∇EY SiX + ki
ℓ∑
j=1
〈SjY,SiX〉 νj+
+ kiSi∇XY − kiSj∇YX =
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= −ki (∇XSi)Y + ki(∇Y Si)X − ki
ℓ∑
j=1
(〈
StiSjX,Y
〉− 〈StiSjY,X〉) νj =
(8),(5),(6)
= −ki
[
✘✘
✘✘
✘✘
Tiα
E(X,Y )− αE(X,RiY )
]
+ ki
[
✘✘
✘✘
✘
Tiα
E(Y,X)− αE (Y,RiX)
]
+
+ ki
ℓ∑
j=1
j 6=i
(〈RiRjX,Y 〉 − 〈RiRjY,X〉) νj − 〈kiRi(Id−Ri)X,Y 〉 νi+
+ ki 〈Ri(Id−Ri)Y,X〉 νi =
= αE (X, kiRiY )− αE(Y, kiRiX) +
ℓ∑
j=1
(〈kiRiRjX,Y 〉 − 〈kiRiRjY,X〉) νj−
−
✭✭
✭✭
✭✭ki 〈RiX,Y 〉 νi −✭✭✭✭✭✭ki 〈RiY,X〉 νi =
= αE (X, kiRiY ) +
ℓ∑
j=1
〈RjX, kiRiY 〉 νj−
− αE(Y, kiRiX)−
ℓ∑
j=1
〈RjY, kiRiX〉 νj =
(20),(19)
= αF
(
X,AFνiY
)− αF (Y,AFνiX) .
Therefore the claim holds. X
Now, let n =
ℓ∑
i=1
(ni + υ(ki)) and t =
ℓ∑
i=1
τ(ki). Since Claims 1, 2 and 3
hold, and because of Bonnet Theorem for isometric immersions in Rnt (see [2]),
there is an isometric immersion F : M → Rnt and a vector bundle isometry
Φ˜ : F → T⊥F M such that αF = Φ˜αF and ∇¯⊥Φ˜ = Φ˜∇F , where ∇¯⊥ is the normal
connection in T⊥F M .
Let G := TM ⊕F be the Whitney sum and lets define the following connec-
tion in G:
∇GXY = ∇XY + αF (X,Y ), ∀X,Y ∈ Γ(TM);
∇GXη = −AFη X +∇FXη, ∀X ∈ Γ(TM), and all η ∈ Γ (F) .
Besides, for each i ∈ {1, · · · ℓ}, let Pi : G → G be given by
Pi|TM = Ri + Si, Pi|E = Sti +Ti, Pi(νj) = δijνi. (22)
Claim 4: PiPj = δijPi.
Let X ∈ TM and ξ ∈ E . If i 6= j, then
PiPjX = Pi(RjX + SjX) = PiRjX + PiSjX =
=✘✘✘
✘RiRjX +
❳❳❳❳SiRjX +✘✘
✘StiSjX +
❳❳❳TiSjX
(6)
= 0;
PiPjξ = Pi(S
t
jξ +Tjξ) =✟✟
✟
RiS
t
jξ +
❍
❍
❍
SiS
t
jξ +✟✟
✟
StiTjξ +
❳❳❳TiTjξ
(6)
= 0;
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PiPjνk = Piδjkνj = δjkδijνi = 0.
If i = j, then
Pi
2X = Pi(RiX + SiX) = R
2
iX + SiRiX + S
t
iSiX +TiSiX =
(5)
= R2iX + SiRiX +Ri(Id−Ri)X + Si(Id−Ri)X =
= RiX + SiX = PiX ;
Pi
2ξ = Pi(S
t
iξ +Tiξ) = RiS
t
iξ + SiS
t
iξ + S
t
iTiξ +T
2
i ξ =
(5)
= RiS
t
iξ +Ti(Id−Ti)ξ + (Id−Ri)Stiξ +T2i ξ =
= Stiξ +Tiξ = Piξ;
Pi
2νj = Piδijνi = δijνi = Piνj .
Therefore the claim holds. X
Claim 5: Each Pi is a parallel tensor, that is, ∇GPi = Pi∇G .
Let X,Y ∈ Γ(TM) and ξ ∈ Γ(F), thus
∇GXPiY = ∇GX(RiY + SiY ) =
= ∇XRiY + αF (X,RiY )−AFSiYX +∇FXSiY =
(19),(20)
= ∇XRiY + αE (X,RiY ) +
ℓ∑
j=1
〈RjX,RiY 〉 νj −AESiYX+
+∇EXSiY +
ℓ∑
j=1
〈SjX,SiY 〉 νj =
(5),(6)
= ∇XRiY + αE(X,RiY ) +
ℓ∑
j=1
j 6=i
✭✭
✭✭
✭✭
✭〈RiRjX,Y 〉 νj +
〈
R2iX,Y
〉
νi−
−AE
SiYX +∇EXSiY −
ℓ∑
j=1
j 6=i
✭✭
✭✭
✭✭
✭〈RiRjX,Y 〉 νj + 〈Ri(Id−Ri)X,Y 〉 νi =
= ∇XRiY + αE(X,RiY )−AESiYX +∇EXSiY + 〈RiX,Y 〉 νi =
(7),(8)
= Ri∇XY +✘✘✘✘AESiYX + StiαE(X,Y ) +
❳❳❳❳❳❳
αE (X,RiY )−✘✘✘✘AESiYX+
+ Si∇XY +TiαE (X,Y )−
❳❳❳❳❳❳
αE(X,RiY ) + 〈RiX,Y 〉 νi =
= Ri∇XY + StiαE(X,Y ) + Si∇XY +TiαE(X,Y ) + 〈RiX,Y 〉 νi =
= Pi

∇XY + αE (X,Y ) + ℓ∑
j=1
〈RjX,Y 〉 νj

 = Pi∇GXY.
42
∇GXPiξ = ∇GX
(
Stiξ +Tiξ
)
= ∇XStiξ + αF
(
X,Stiξ
)−AFTiξX +∇FXTiξ =
(19),(20)
= ∇XStiξ + αE
(
X,Stiξ
)
+
ℓ∑
j=1
〈
RjX,S
t
iξ
〉
νj −AETiξX +∇EXTiξ+
+
ℓ∑
j=1
〈SjX,Tiξ〉 νj =
= ∇XStiξ + αE
(
X,Stiξ
)
+
ℓ∑
j=1
j 6=i
✭✭
✭✭
✭✭〈SiRjX, ξ〉 νj + 〈SiRiX, ξ〉 νi −AETiξX+
+∇EXTiξ +
ℓ∑
j=1
j 6=i
✭✭
✭✭
✭✭〈TiSjX, ξ〉 νj + 〈TiSiX, ξ〉 νi =
(5),(6)
= ∇XStiξ + αE
(
X,Stiξ
)−AE
TiξX +∇EXTiξ + 〈SiX, ξ〉 νi =
(8),(9)
= Sti∇EXξ +
✟
✟
✟AE
TiξX −RiAEξX +
❳❳❳❳❳
αE
(
X,Stiξ
)−
✟
✟
✟AE
TiξX +Ti∇EXξ−
− SiAξX −❳❳❳❳❳αE
(
X,Stiξ
)
+ 〈SiX, ξ〉 νi =
= Pi

−AEξX +∇EXξ + ℓ∑
j=1
〈SjX, ξ〉 νj

 = Pi (∇GXξ) .
∇GXPiνj = ∇GXδijνi = −δijAFνiX + δij∇FXνi =
(19),(20)
= −δijkiRiX − δijkiSiX = −δijkiPi(X).
Pi∇GXνj = Pi(−kjAFνjX +∇FXνj) = Pi(−kjRjX − kjSjX) =
= Pi(−kjPj(X)) = −δijkjPi(X).
Since ∇GXPiY = Pi∇GXY , ∇GXPiξ = Pi∇GXξ and ∇GXPiνj = Pi∇GXνj , for all
X,Y ∈ Γ(TM), all ξ ∈ Γ(E) and all i, j ∈ {1, · · · , ℓ}, then Pi is a parallel tensor.
X
Claim 6: Pi = P
t
i .
It follows from straightforward calculations. X
Lets consider Φˆ : G → F ∗TRNt given by Φˆ|TM = F∗ : TM → F∗TM and
Φˆ|F = Φ˜: F → T⊥F M .
Claim 7: Φˆ is parallel vector bundle isometry, that is, Φˆ∇G = ∇˜Φˆ, where ∇˜ is
the connection in RNt .
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Let X,Y ∈ Γ(TM) and η ∈ Γ(F). Thus,
〈
AFη X,Y
〉
=
〈
αF (X,Y ), η
〉
=
〈
Φ˜αF (X,Y ), Φ˜η
〉
=
=
〈
αF (X,Y ), Φ˜η
〉
=
〈
AF
Φ˜η
X,Y
〉
.
Hence AFη = A
F
Φ˜η
and
Φˆ∇GXY = Φˆ
(∇XY + αF (X,Y )) = F∗∇XY + Φ˜ (αF (X,Y )) =
= F∗∇XY + αF (X,Y ) = ∇˜XF∗Y = ∇˜XΦˆY.
Φˆ∇GXη = Φˆ
(−AFη X +∇FXη) = −F∗AFη X + Φ˜∇FXη =
= −F∗AFΦ˜ηX +∇⊥XΦ˜η = ∇˜XΦ˜η = ∇˜XΦˆη.
Thus Φˆ is parallel. X
Since each Pi is parallel, Pi(G) is a parallel vector sub-bundle of G. Besides,
〈PiX,PjY 〉 = 〈PjPiX,Y 〉 = δij 〈PiX,Y 〉. Then Pi(G) and Pj(G) are orthogonal,
if i 6= j. Hence each Φˆ[Pi(G)] is a constant vector subspace of RNt and they are
orthogonal. Besides, because Pi(νj) = δijνi and ‖νi‖2 = ki, then Φˆ[Pi(G)] =
RNi = RNiτ(ki), where Ni is the dimension of Pi(G).
Claim 8: RNt = R
N1 k · · ·k RNℓ
Since RN = F∗TMkT
⊥
F M and Φˆ : G → F ∗TRNt is a vector bundle isometry,
we just have to show that G = P1(G)k · · ·kPℓ(G). On the other side, we know
that each pair Pi(G) and Pj(G) are orthogonal sub-fiber bundles. So we just
have to show that ζ = P1(ζ) + · · ·+ Pℓ(ζ), for any ζ ∈ G.
Let X ∈ TM and ξ ∈ E , thus
X = Id(X) + 0(x)
(4)
=
ℓ∑
i=1
RiX +
ℓ∑
i=1
SiX =
ℓ∑
i=1
Pi(X),
ξ = 0(ξ) + Id(ξ)
(4)
=
ℓ∑
i=1
Stiξ +
ℓ∑
i=1
Tiξ =
ℓ∑
i=1
Pi(ξ),
νj
(22)
=
ℓ∑
i=1
Pi(νj).
Therefore ζ = P1(ζ) + · · ·+ Pℓ(ζ), for any ζ ∈ G. X
For each i ∈ {1, · · · , ℓ}, let πi : RNt → RNi be the orthogonal projection.
Claim 9: πi ◦ Φˆ = Φˆ ◦ Pi.
If ζ ∈ G, then ζ = ζi + ζ⊥i , with ζi ∈ Pi(G) and ζ⊥i ∈ Pi(G)⊥. Thus ζi = Piζ
and Pi
(
ζ⊥i
)
= 0, therefore
(
Φˆ ◦ Pi
)
(ζ) = Φˆ (Pi(ζi)) + Φˆ
(
Pi
(
ζ⊥i
))
= Φˆ (Pi(ζi)).
On the other side, since Φˆ[Pi(G)] = RNi ,
(
πi ◦ Φˆ
)
(ζ) = πi
(
Φˆ(ζi)
)
+πi
(
Φˆ
(
ζ⊥i
))
=
πi
(
Φˆ (Pi(ζi))
)
= Φˆ(Pi(ξ)). X
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So
πi ◦ F∗ = πi ◦ Φˆ|TM = Φˆ ◦ Pi|TM = Φˆ(Ri + Si) = F∗Ri + ΦˆSi, (23)
πi ◦ Φˆ|E = Φˆ ◦ Pi|E = Φˆ
(
Sti +Ti
)
= F∗S
t
i + ΦˆTi, (24)
πiΦˆ(νj) = ΦˆPi(νj) = δijΦˆ(νj). (25)
By Claim 7,
∇˜XΦ˜(νi) = ∇˜XΦˆ(νi) = Φˆ∇GXνi = Φˆ
(−AFνiX +∇FXνi) =
(20),(19)
= Φˆ (−kiRiX − kiSiX) = −ki
(
Φˆ ◦ Pi
)
(X) =
= −ki
(
πi ◦ Φˆ
)
(X) = −kiπi(F∗X).
Therefore ∇˜XΦ˜(νi) = −kiπi(F∗X).
Let ζi := πi ◦ F + 1ki Φ˜(νi). Because of (25), ζi ∈ RNi , and since ∇˜XΦ˜(νi) =
−kiπi(F∗X), ∇˜Xζi = 0. Hence each ζi is constant in RN .
Let P :=
ℓ∑
i=1
ζi = F +
ℓ∑
i=1
1
ki
Φ˜(νi), F˜ := F − P and ζ˜i := πi ◦ F˜ + 1ki Φ˜(νi).
With the same calculations made for ζi, we can show that ζ˜i is constant.
Claim 10: ζ˜i = 0.
In deed,
ζ˜i = πi
(
F˜ (x0)
)
+
1
ki
Φ˜(νi(x0)) =
= πi(F (x0))− πi(P ) + 1
ki
Φ˜(νi(x0)) = ζi − πi(P ).
But πi(P ) = πi
(
ℓ∑
j=1
ζj
)
= ζi. Therefore ζ˜i = 0. X
Claim 11: Replacing F by F˜ , if necessary, we can assume that F (M) ⊂ On1k1 ×
· · · ×Onℓkℓ , with Oniki ⊂ RNi and ni + υ(ki) = Ni.
Replacing F by F˜ , if necessary, we can assume that each ζi = 0, that is,
πi ◦ F + 1
ki
Φ˜(νi) = 0⇒ ‖πi ◦ F‖2 =
∥∥Φ˜(νi)∥∥2
k2i
=
ki
k2i
=
1
ki
.
Therefore, ifOniki is the connected component of S
ni
ki
⊂ RNi such that πi(F (M)) ⊂
Oniki , then (πi ◦ F )(M) ⊂ Oniki and F (M) ⊂ On1k1 × · · · ×Onℓkℓ . X
Since F (M) ⊂ On1k1 × · · · × Onℓkℓ , there is an isometric immersion f : M →
On1k1×· · ·×Onℓkℓ such that F = ı◦f , where ı : On1k1×· · ·×Onℓkℓ → RN is the canonical
inclusion. Besides, because πi ◦ F + 1ki Φ˜(νi) = 0, Φ˜(νi) = −ki(πi ◦ F ) = νFi .
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Let ∇⊥ be the normal connection of f in T⊥f M . We must to show that
Φ = Φ˜|E is a vector bundle isometry such Φ(E) = T⊥f M and that
αf = ΦαE , ∇⊥Φ = Φ∇E ,
πi ◦ f∗ = f∗Ri +ΦSi, πi|T⊥M = f∗StiΦ−1 +ΦTiΦ−1.
Since T⊥F M = T
⊥
f M k span {πi ◦ F | ki 6= 0} and Φ˜(νi) = −ki(πi ◦ F ), then
span {πi ◦ F | ki 6= 0} = Φ˜(span[ν1, · · · , νℓ]), thus Φ˜(E) = T⊥f M .
Because J = { i ∈ {1, · · · , ℓ} | ki 6= 0},
αf (X,Y ) = αF (X,Y )−
∑
i∈J
〈
αF (X,Y ) , ν
F
i
〉 νFi∥∥νFi ∥∥2 =
= Φ˜
(
αF (X,Y )
)−∑
i∈J
〈
Φ˜
(
αF (X,Y )
)
, Φ˜(νi)
〉 Φ˜(νi)
ki
=
= Φ˜
(
αF (X,Y )−
ℓ∑
i=1
〈
αF (X,Y ), νi
〉 νi
ki
)
(19),(20)
= Φ˜
(
αE (X,Y )
)
.
∇⊥XΦξ = ∇¯⊥X Φ˜ξ −
∑
i∈J
〈∇¯⊥XΦ˜ξ, νFi 〉 νFi∥∥νFi ∥∥2 =
= Φ˜∇FXξ −
∑
i∈J
〈
Φ˜∇FXξ, Φ˜νi
〉 Φ˜νi
ki
=
= Φ˜
(
∇FXξ −
∑
i∈J
〈∇FXξ, νi〉 νiki
)
(19)
= Φ˜
(∇EXξ) .
πi(f∗X) = πi(F∗X) =
(
πi ◦ Φˆ
)
(X) =
(
Φˆ ◦ Pi
)
(X) = Φˆ(RiX + SiX) =
= F∗RiX + Φ˜(SiX) = f∗RiX +Φ(SiX).
Last, if ζ ∈ T⊥M = Φ(E), then ζ = Φξ, for some ξ ∈ E . Thus
πi(ζ) = πi(Φξ) =
(
πi ◦ Φˆ
)
(ξ) =
(
Φˆ ◦ Pi
)
(ξ) = Φˆ
(
Stiξ +Tiξ
)
=
= F∗S
t
iξ + Φ˜Tiξ = f∗S
t
iΦ
−1(ζ) + ΦTiΦ
−1(ζ).
Therefore πi|T⊥M = f∗StiΦ−1 +ΦTiΦ−1. 
5.2 Uniqueness
Let f , g, and Φ be like in (II) of Theorem 5.1. So, lets consider F := ı ◦ f ,
G := ı ◦ g and Φ˜: T⊥F M → T⊥GM given by Φ˜ı∗ξ = ı∗Φξ, for all ξ ∈ T⊥f M , and
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Φ˜
(
νFi
)
= νGi , with ν
F
i := −ki(π ◦ F ) and νGi := −ki(πi ◦G). Hence
Φ˜ (αF (X,Y ))
Lemma 2.13
= Φ˜
(
ı∗αf (X,Y ) +
ℓ∑
i=1
〈
R
f
i X,Y
〉
νi
)
=
= ı∗Φ (αf (X,Y )) +
ℓ∑
i=1
〈RgiX,Y 〉 Φ˜
(
νFi
)
=
= ı∗αg(X,Y ) +
ℓ∑
i=1
〈RgiX,Y 〉 νGi Lemma 2.13= αG(X,Y ).
On the other side, if ξ ∈ Γ
(
T⊥f M
)
, then
Φ˜
(
F ∇¯⊥X ı∗ξ
) (14)
= Φ˜
(
ı∗
(
f∇⊥Xξ
)
+
ℓ∑
i=1
〈
S
f
iX, ξ
〉
νFi
)
=
= ı∗Φ
(
f∇⊥Xξ
)
+
ℓ∑
i=1
〈
S
f
iX, ξ
〉
νGi = ı∗
(
g∇⊥XΦξ
)
+
ℓ∑
i=1
〈
ΦSfiX,Φξ
〉
νGi =
= ı∗
(
g∇⊥XΦξ
)
+
ℓ∑
i=1
〈SgiX,Φξ〉 νGi = G∇¯⊥X ı∗Φξ.
Therefore Φ˜αF = αG and Φ˜
F ∇¯⊥ = G∇¯⊥Φ˜.
From the uniqueness part of Bonnet Theorem for isometric immersions in
RN = Rnt , there is an isometry τ : R
N → RN such that G = τ ◦F and τ∗|T⊥
F
M =
Φ˜. Lets denote τ(Z) = B(Z)+C, where C ∈ RN is constant and B = τ∗ ∈ Ot(n)
is an orthogonal transformation. Thus B
(
νFi
)
= τ∗
(
νFi
)
= Φ˜
(
νFi
)
= νGi , that
is, B(πi ◦ F ) = πi ◦G, if ki 6= 0.
On the other side, since G = τ ◦ F , then G∗ = τ∗F∗ = BF∗.
Now, if X ∈ TM and ξ ∈ T⊥f M , then〈
ΦSfiX, ξ
〉
=
〈
S
f
iX,Φ
−1ξ
〉
=
〈
X, fStiΦ
−1ξ
〉
;〈
ΦSfiX, ξ
〉
= 〈SgiX, ξ〉 =
〈
X, gStiξ
〉
.
Therefore fSti =
gStiΦ. So, if ξ ∈ T⊥f M , then
B(ı∗ξ) = B
(
ı∗f∗
fStiξ + ı∗T
f
i ξ
)
= τ∗F∗
gSti(Φξ) + τ∗ı∗T
f
i ξ =
= G∗
gSti(Φξ) + Φ˜ı∗T
f
i ξ = G∗
gSti(Φξ) + ı∗ΦT
f
i ξ =
= G∗
gSti(Φξ) + ı∗T
g
i (Φξ) = ı∗Φξ.
As a result, B ◦ ı∗ = ı∗Φ.
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Given ζ ∈ RN and p ∈M , we know that there are X ∈ T fpM and ξ ∈ fT⊥p M
such that ζ = F∗X + ı∗ξ +
∑
i∈J
〈
ζ, νFi
〉 νFi (p)
ki
. In this way,
B(πiζ) = B

πi

F∗X + ı∗ξ +∑
j∈J
〈
ζ, νFj
〉 νFj (p)
kj



 =
= B
(
F∗R
f
i X + F∗
fStiξ + ı∗S
f
iX + ı∗T
f
i ξ
)
+
〈
ζ, νFi
〉 B (νFi (p))
ki
=
= G∗
(
R
f
i X +
fStiξ
)
+ ı∗Φ
(
S
f
iX +T
f
i ξ
)
+
〈
ζ, νFi
〉 νGi (p)
ki
=
= G∗
(
R
g
iX +
gStiΦ(ξ)
)
+ ı∗ (S
g
iX +T
g
iΦ(ξ)) +
〈
ζ, νFi
〉 νGi (p)
ki
=
= ı∗ (g∗R
g
iX + ı∗S
g
iX) + ı∗
(
g∗
gStiΦ(ξ) +T
g
iΦ(ξ)
)
+
〈
ζ, νFi
〉 νGi (p)
ki
=
= πiG∗X + ı∗πi(Φξ) +
〈
ζ, νFi
〉 νGi p
ki
=
= πi(B(F∗X)) + πi(ı∗Φ(ξ)) +
〈
ζ, νFi
〉 νGi p
ki
=
= πi

B(F∗X) +B(ı∗ξ) + ℓ∑
j∈J
〈
ζ, νFj
〉 B(νFj (p))
kj

 = πi(B(ζ)).
We have just showed that B ◦ πi = πi ◦B, if ki 6= 0. If ki = 0, the calculations
above are simpler.
Let Ci := πi(C). Since B(πi ◦ F ) = πi ◦G, then
B(πi(F (p))) = πi(G(p)) = πi(B(F (p)) + C) =
= πi(B(F (p))) + Ci = B(πi(F (p))) + Ci ⇒ Ci = 0.
Thus Φ˜
(
Oniki
)
= B(Oniki ) = O
ni
ki
, for each i ∈ {1, · · · , ℓ}. Therefore g = ϕ ◦ f ,
where ϕ = Φ˜|
Oˆ
is a isometry of Oˆ which fix each Oniki . 
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