Abstract: Arterial blood pressure (ABP) is one of the most vital signs in the prophylaxis and treatment of blood pressure-related diseases because raised blood pressure is the most significant cause of death and the second major cause of disability in the world. Higher ABP yields greater strain on arteries and these extra strains turn arteries into thicker, less flexible, and more narrow structures. This increases the possibility of having an artery busting or artery occlusion, which are the primary reasons for heart attacks, kidney disease, or strokes. In addition to its importance in monitoring cardiovascular homeostasis, measurement of ABP is imperative in surgical operations. In this study, a simple and effective approach was proposed to estimate ABP from electrocardiogram (ECG) and photoplethysmograph (PPG) signals by an extreme learning machine (ELM) and statistical properties of the ECG and/or PPG signals in the time-frequency domain. To evaluate and apply the proposed approach, the Cuffless Blood Pressure Estimation Dataset, which was published and shared by UCI, was employed. First, the statistical properties were extracted from ECG and PPG signals that were in the time-frequency domain. Later, extracted features were employed to estimate cuffless ABP for each subject by the ELM and some popular machine learning methods. Achieved results and reported results in the literature showed that the proposed approach can be successfully employed for estimating cuffless blood pressure (BP) from ECGs and/or PPGs. Additionally, with the proposed approach, the systolic BP, mean BP, and diastolic BP can be calculated simultaneously.
Introduction
Blood pressure (BP) shows the pressure of blood in the arteries. High BP (generally higher than 140/90 mmHg), which is also called hypertension, greatly increases the risk of heart problems and some other illness [1] . It was reported that it is not only the largest cause of mortality but also the biggest risk factor for coronary heart disease and disabilities [2] . This risk can be reduced by simply changing lifestyle, going on a diet, or being the right weight for height. Although it is an essential parameter in human health, for more than a century, it has been generally measured by mercury sphygmomanometer around the arm or leg based on auscultation and a manometer. Some indirect BP measurement methods have been proposed and employed successfully, but it was reported that utilizing the mercury sphygmomanometer still showed higher accuracy than these indirect measurement methods [2] . Although measuring BP by mercury sphygmomanometer is more accurate, it is time-consuming and also hard or impossible to measure continuously [3] . For some cases, for example, in surgical operations or during exercises, measuring BP continuously by a mercury sphygmomanometer is impractical or impossible [4] . Therefore, some methods have been proposed to estimate BP by electrocardiogram (ECG) and/or photoplethysmograph (PPG) [4] [5] [6] [7] . Pulse transit time (PTT), pulse arrival time (PAT), and heart rate (HR) are generally employed methods in the estimation of BP [4, 5, 8] .
Although PTT was successfully employed in the literature [9] [10] [11] [12] , it has many drawbacks. Since PTT shows the time interval between the peak of the R-wave of an ECG and a characteristic point of a PPG, to obtain a PTT signal both ECG and PPG signals are required [6, 13, 14] . Additionally, it is not a subject-free method and it is based on individual physiological properties of the subject. Therefore, it requires calibration for each subject [15, 16] . Furthermore, it was reported that PTT can successfully track the variations of highfrequency components of BP that are caused by activities [13] , but it does not show the same ability in tracking low-frequency variations.
To overcome these drawbacks, in this study a novel and a simple approach is proposed. Although PTT shows the time interval between specific peaks, it can be said that it has a link with the time-frequency representation of the signal [17] [18] [19] , because the peaks cause a specific component in the frequency domain and both the times at which the peaks occurred can be observed in the time-frequency domain. Although the extreme learning machine (ELM) is a training method in single hidden layer artificial neural networks, it has an extremely fast training stage with a high generalization capacity [20] [21] [22] [23] [24] . Therefore, the statistical properties of ECG and PPG signals in the time-frequency domain were analyzed by ELM to estimate each of the systolic BP (SBP), mean BP (MBP), and diastolic BP (DBP). The rest of the paper is organized as follows. Section 2 presents the utilized dataset and the employed methodology is given in Section 3. Results and discussion are presented in Section 4 and Section 5 concludes the outcomes of this study.
Cuffless Blood Pressure Estimation Dataset
In this study the utilized Cuffless Blood Pressure Estimation Dataset was created in [15] from the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC) waveform database of physionet.org and published by UCI [25] . This dataset consists of clean and validated ECG, PPG, and arterial BP (ABP) signals for 4254 different records, and a part from a signal with a length of 10 s is illustrated in Figure 1 .
As seen in Figure 1 , ABP is a dynamic parameter that is changing with each heartbeat [13] . Additionally, PPG and ECG signals in this dataset are from the fingertip and channel II, respectively. The sampling frequency of all signals is 125 Hz. An ABP sample is given in Figure 2 . As seen in this figure, the ABP varies between the SBP and DBP [15] .
Applied methodology
The employed methodology is summarized in Figure 3 
Feature extraction
The frequency content of many biological signals can change with time swiftly. The traditional Fourier transform techniques are not sufficient to analyze the spectral content of these signals that vary with time. By mapping a single direction time or frequency function, the time-frequency representation of a signal can localize the energy of the signal both in the frequency and time directions [26, 27] . Many biomedical signals are nonstationary, so the time-frequency analysis of them has been more advantageous than using only time or frequency analysis [28] .
The time-frequency energy distribution of biomedical signals exhibits some distinct patterns during abnormality phases, which may be used for event characterization.
Since PPG, ABP, and ECG signals are nonstationary signals, time-frequency analysis was performed to extract the features in them. To process the data, the spectrogram, which is the magnitude squared of the short time Fourier transform (STFT) of a signal, was employed [29] . In the continuous case, the STFT of a signal, such as x(t), can be defined as:
where w(t) is the window function that slides along the time axis, resulting in the two-dimensional representation of a signal so that one dimension is time ( τ ) and the other is frequency ( ω) . In this paper, the Blackman window with different width sizes was used. The following equation defines the Blackman window of length N [30] :
where As seen in Figure 4 , the Blackman window provides a narrower window in the time domain and a wider window in the frequency domain compared with the Hamming and Hanning windows [30] . The chosen window widths are 0.25 s, 0.50 s, 0.75 s, 1.00 s, 1.50 s, 2 s, 2.50 s, and 5 s. The number of overlapped points was chosen as 20% of the window width. As expressed in Section 2, the lengths of the employed signals in the dataset are 10 s. Therefore, the window lengths are chosen accordingly to have 1/40 (0.25 s) to 1/2 (5 s) of the lengths of the signals. In this way, the acceptable window length of the signals was assessed. The ECG signal was also expanded by zero padding to have 1000 points per second in order to extract features for narrow frequency bands of the ECG signal. The magnitude squared of the STFT gives the spectrogram of the signal x(t), defined as [31] :
After signal processing, some features, which are the minimum, maximum, mean, and standard deviation for each windowed signal, were extracted and used as input for the ELM. These extracted features were employed to estimate SBP, MBP, and DBP by ELM.
Extreme learning machines (ELMs)
Th ELM is a training method for a single hidden layer feedforward neural network (SLFN) and the output of an SLFN can be calculated as follows [32] :
where y , x i , and n stand for the output and inputs of the network and the number of features in the input, respectively. In an ELM, the weights in the input layer ( w i,j ) and biases of the neurons in the hidden layer ( b j ) are assigned arbitrarily and the activation function ( g (.) ) and the number of neurons in the hidden layer ( m) are user-defined parameters. By using inputs and outputs in the training dataset, each g(
value is known since some of them are arbitrarily assigned and the others are user-defined parameters. Then the only unknown weights in the output layer ( β j ) are calculated analytically in the training stage based on achieving the minimum approximation error by linear algebra:
where H , which is also called the hidden matrix, is calculated by
The weights in the output layer can be calculated by using the inverse of the H matrix by the Moore-Penrose generalized inverse method ( H + ) as follows [33] :β = H + y
As can be seen from Eq. (7), the optimal weights in the hidden layer can be calculated analytically with an extremely high speed. Additionally, presented papers showed that the ELM also has high generalization capacity [32, [34] [35] [36] .
Validation metrics
Obtained results by ELM were compared with some popular machine learning methods such as the linear regression (LR), generalized regression neural network (GRNN), k nearest neighbor regression (kNNR), ridge regression (Ridger), least absolute shrinkage and selection operator regression (LASSOR), partial least squares regression (PLSR), and Gaussian process regression (GPR) methods in terms of both accuracy and process time (training and testing time) [37] . The mean absolute relative error (MARE), mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE) can be calculated as follows:
where f , y , n , and E are forecasted (estimated) value, true (observed) value, number of samples, and expected value, respectively. Furthermore, each test was performed by MATLAB according to 12-fold cross-validation in order to achieve fairer results, which are less dependent on the order of the samples.
Results and discussion
In the validation stage, first the structure of the single hidden neural network was optimized. Later, the proposed approach was assessed from many perspectives and finally results achieved by the proposed approach were compared with the results of some other machine learning methods and results reported in the literature.
Optimization stage
In a single hidden layer neural network, both the activation function and number of neurons in the hidden layer must be optimized in order to achieve higher accuracies. Generally, optimization is done by trials. In this study the optimal number of neurons in the hidden layer was chosen as 5, 10, 15, 20, 25, and 30, while the optimal activation function was tested for the sigmoid, sine, radial basis, hard limit, symmetric hard limit, symmetric saturating linear, hyperbolic tangent sigmoid, triangular basis, positive linear, and pure linear activation functions. This optimization was done for determining the optimal network structure for estimating SBP, MBP, and DBP in each dataset (PPG, ECG, and PPG + ECG). For instance, the optimization of network parameters in the PPG dataset for estimating SBP is illustrated in Figure 5 . The number of neurons in the hidden layer and the activation function were determined according to the obtained accuracies. As seen in Figure 5 , the optimum activation function and the number of neurons are the radial basis function and 10, respectively.
Subject-free results
In this stage, each sample that belonged to a subject was combined and reordered arbitrarily. Then the ELM was employed in order to estimate SBP, MBP, and DBP. Obtained error rates based on 12-fold cross-validation are summarized in Table 1 . As seen for subject-free results in Table 1 , the SBP, MBP, and DBP can be estimated more accurately by using PPG signals. Additionally, in order to assess the performance of the ELM, some other machine learning methods, which are GRNN, LR, kNN, RIDGER, LASSOR, kSmooth, PLSR, and GPR, were employed in estimating SBP, MBP, and DBP by the PPG + ECG dataset and obtained RMSEs based on 12-fold cross-validation are given in Table 2 . As seen in Table 2 , the minimum RMSEs were achieved by GRNN in estimating each of the parameters. Achieved RMSEs are 5.819, 5.015, and 5.348 in estimating the SBP, MBP, and DBP, respectively. Since obtained RMSEs by the ELM in PPG + ECG in estimating SBP, MBP, and DBP are 5.478, 4.562, and 4.935, respectively (see Table 1 ), it can be said that the ELM showed higher success in estimating ABP.
In order to assess the effectivity of using exacting features from the signals in the time-frequency domain, some statistical features, which are given in Table 3 , were extracted in the time and frequency domains of the signals. Obtained error rates by the ELM and other employed machine learning methods are given in Table 4.  As seen Tables 1, 2 , and 4, the best results were obtained by the features that were extracted from the signals in the time-frequency domain. 
Subject-based results
In order to investigate the subject-based accuracy, datasets that belonged to five subjects were randomly selected from the Cuff-Less Blood Pressure Estimation Dataset [15] . Obtained accuracies based on 12-fold cross-validation are summarized in Table 5 . Table 6 based on 12-fold cross-validation. Note that there are 125 samples in 1 s.
As seen in Table 6 , the lowest RMSEs were achieved in estimating SBP, MBP, and DBP when the lengths of windows were 2.5, 5, and 5 s, respectively. Another interesting obtained result is that the RMSEs obtained with the PPG dataset were the lowest in comparison to RMSEs obtained with the ECG and PPG + ECG datasets. In order to visualize these results, the DBP of an arbitrarily selected subject (5th subject in part 2) was estimated for various cases that used different windows lengths, and obtained RMSEs based on 12-fold cross-validation are given in Figure 6 . The results in Figure 6 well suit the results in Table 6 . Furthermore, Bracic and Stefanovska reported that some subfrequencies in a blood flow signal, which are given in Table 7 , are associated with different physiological activities [38] . In order to assess the relationship between these reported subbands, the ECG signal time-frequency domain was filtered and the statistical features were extracted from these filtered signals. Obtained RMSEs are given in Table 8 based on 12-fold cross-validation. The results in Tables 7 and 8 show that the most effective subband in estimating SBP, MBP, and DBP is the heart activity, as expected. 
Subject-based time-ordered results
Since the motivation of writing this paper is to propose an approach that can be employed in order to estimate SBP, MBP, and DBP simultaneously, each sample that was extracted from the PPG, ECG and PPG + ECG in the time-frequency domain was estimated based on its previous samples for each particular subject and obtained mean accuracies are listed in Table 9 .
As seen in Table 9 , lower error rates were achieved while using each subject-based dataset in a timeordered way instead of employing a batch approach. Obtained RMSEs in estimating DBP from PPG are given in Figure 7 . 
Comparison with the literature
In order to validate the feasibility of the proposed approach, obtained results must also be confirmed with reported results in the literature. Some reported errors in estimating SBP, MBP, and DBP are given in Table  10 . In Table 10 , AE is the absolute error (mmHg), µ shows MBP error (mmHg), r is correlation coefficient, MSE MBP is the MBP squared error (mmHg), and MAD is MBP absolute difference (mmHg). It is obvious from Table 10 that RMSEs obtained by the proposed approach are lower than the achieved ones (see Table 9 ).
The proposed approach can be acceptable based on the comparison between achieved results in this study (see Tables 1, 5 , 6, and 9) and reported results in the literature.
The proposed approach has some major improvements over the presented approaches in the literature. Just measuring ECG or PPG is enough to estimate SBP, MBP, and DBP. Moreover, it was reported by Ding and Zhang that some presented estimation methods can only provide SBP, MBP, or DBP, but in the proposed method the three of them can be provided simultaneously [13] . Furthermore, achieved accuracies in the estimation of SBP, MBP, and DBP in the present paper are Grade A based on the British Hypertension Society standards [15] . Additionally, obtained errors in this study are also lower than the standards of the Association for the Advancement of Medical Instrumentation, in which MAE and STD must be lower than 5 mmHg and 8 mmHg for both SBP and DBP [5, 16] . Further investigations should be carried out to determine more relevant statistical properties for achieving lower error rates. On the other hand, extracting features from the signals in the time- frequency domain is a more time-consuming process than extracting the features in any of the time or frequency domains of the signals.
Conclusion
BP is one of the most important health parameters and unfortunately, for more than a century, it has generally been measured by mercury sphygmomanometer. Since the measurement procedure by mercury sphygmomanometer is a hard and time-consuming process, alternative methods have been presented in the literature, which are generally based on measuring both PPG and ECG and estimating BP based on these records. In this study, a simple, effective, and subject-free methodology that shows high accuracy (low error) by using PPG and ECG separately or both ECG and PPG signals together was presented. In the proposed method, statistical features were extracted from the signals in the time-frequency domain. Later, extracted features were employed to estimate SBP, MBP, and DBP by ELM. Achieved results showed that by the proposed approach only a PPG or an ECG signal is enough to estimate SBP, MBP, and DBP. Moreover, each of these BP types can be provided simultaneously.
