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En este trabajo presentamos un algoritmo para construir una red compleja
que representa una metapoblacio´n sencilla y hacemos un estudio de sus propie-
dades desde el punto de vista f´ısico. Hemos modelado una enfermedad infecciosa
que se disemina en esta metapoblacio´n, y construido una teor´ıa de campo medio
que nos permite aproximarnos anal´ıticamente al comportamiento de la infeccio´n
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des de la enfermedad; por u´ltimo se verificaron estas propiedades desarrollando
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Introduccio´n
En los u´ltimos an˜os se han introducido con relativo e´xito nuevas te´cnicas de
simulacio´n en el campo de la epidemiolog´ıa. Lentamente, la tradicional aproxima-
cio´n de las ecuaciones diferenciales (Kermack y McKendrick, 1927) se esta´ com-
plementando con simulaciones de auto´matas celulares, Lattice gas (Fuks´ y Law-
niczak, 2001), redes complejas y otras te´cnicas que buscan reproducir las carac-
ter´ısticas particulares de las poblaciones, la fisiolog´ıa y comportamiento de las
especies involucradas, predecir el comportamiento de los brotes epide´micos de
una manera precisa y eficiente y planificar estrategias de vacunacio´n con mayor
efectividad.
Algunas enfermedades infecciosas son estudiadas introduciendo metapobla-
ciones. Una metapoblacio´n es un grupo de poblaciones de individuos de la misma
especie, que esta´n separados espacialmente pero tienen interacciones entre s´ı.
Ejemplos de metapoblaciones son las ciudades como agrupaciones de barrios, y
los barrios como agrupaciones de hogares. E´ste concepto es u´til para modelar
enfermedades espec´ıficas cuyo comportamiento es diferente en el interior de la
poblacio´n que entre poblaciones vecinas o distantes.
Algunos modelos epide´micos se basan en redes complejas, que consisten en
agrupaciones de individuos entre los cuales hay relaciones de contacto, a trave´s
de las cuales la enfermedad infecciosa se puede diseminar. Dichos modelos han
sido estudiados en el contexto de las matema´ticas y la f´ısica (Moore y Newman,
2000; Newman et al., 2002), y constantemente se ha buscado se aplicacio´n
buscando nuevas formas de ana´lisis epidemiolo´gico y nuevas aplicaciones. Las
redes complejas ma´s conocidas esta´n disen˜adas para reproducir la estructura de
las relaciones sociales de los seres humanos, las agrupaciones de animales, las
redes de computadores, y otras poblaciones que la ciencia ha estudiado (Colizza
et al., 2007c).
En diferentes trabajos de investigacio´n (Colizza et al., 2007a; Colizza et al.,
2006) se han combinado las metapoblaciones y las redes complejas para crear
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modelos que describen interacciones entre individuos que esta´n agrupados, tales
como redes de usuarios de aeropuertos. Estas contribuciones han sido inspiracio´n
para la presente tesis, en la cual se estudiara´ otra combinacio´n de metapoblacio´n
y redes complejas para modelar la diseminacio´n de una enfermedad infecciosa.
En este trabajo presentamos un algoritmo para construir una red compleja que
representa una metapoblacio´n sencilla y hacemos un estudio de sus propiedades
desde el punto de vista f´ısico. Como se ha mencionado arriba, hemos modelado
una enfermedad infecciosa que se disemina en esta metapoblacio´n, y hemos cons-
truido una teor´ıa de campo medio que nos permite aproximarnos anal´ıticamente
al comportamiento de la infeccio´n a largo plazo; se estudio´ el re´gimen activo y el
re´gimen de absorcio´n en el sistema, que corresponden a estados de prevalencia y
extincio´n de la enfermedad infecciosa; se calcularon las transiciones de fase posi-
bles entre los dos reg´ımenes y su dependencia en las propiedades estructurales de
la metapoblacio´n y las propiedades de la enfermedad; por u´ltimo se verificaron
estas propiedades desarrollando simulaciones nume´ricas en la metapoblacio´n.
En el cap´ıtulo 1 se presentara´n algunos aspectos histo´ricos que resumen la
permanente colaboracio´n entre la matema´tica y la salud pu´blica. A continuacio´n
se presentara´n los conceptos ba´sicos de redes complejas y metapoblaciones, que
son objeto de investigacio´n en f´ısica y herramientas de modelacio´n que esta´n
esperando a ser aplicadas en nuevas a´reas de epidemiolog´ıa. Luego, un recuento
general de modelos que se aplican desde la academia en el estudio y prevencio´n
de brotes infecciosos, as´ı como estudios que involucran principalmente a la f´ısica
y las redes complejas.
En el cap´ıtulo 2 se presentara´n concretamente los modelos que se han estu-
diado en este trabajo, que comprenden la metapoblacio´n, las reglas que rigen la
enfermedad infecciosa, y las teor´ıas de campo medio que de desarrollaron para
la investigacio´n. A continuacio´n se estudia la evolucio´n temporal de la enferme-
dad y el concepto de prevalencia. Por u´ltimo, se presentara´ un estudio sobre la
inmunizacio´n en la metapoblacio´n, y sus efectos sobre los brotes epide´micos.
Estos algoritmos han servido como base para el trabajo de modelacio´n que el
aspirante desarrolla en el marco del Proyecto Nacional de Adaptacio´n al Cambio
Clima´tico, en colaboracio´n con el Instituto Nacional de Salud, el Gobierno Na-
cional, la ONG Conservation International y la entidad multilateral International
Bank for Reconstruction and Development. El concepto de metapoblacio´n ha sido
constantemente utilizado en estas simulaciones, para modelar la heterogeneidad
en las redes de contactos infecciosos de dengue en sus diferentes niveles: ciu-
dades, barrios, hogares y familias. Los resultados de estas investigaciones hara´n
parte de una pro´xima publicacio´n.
Cap´ıtulo 1
Marco investigativo
1.1. Epidemiolog´ıa
La epidemiolog´ıa es una disciplina fundamental de la salud pu´blica que tiene
el propo´sito de mejorar la salud de las poblaciones. Hoy en d´ıa la epidemiolog´ıa se
desarrolla usando diferentes me´todos matema´ticos y computacionales para reunir
suficiente evidencia que justifique la adopcio´n de pol´ıticas efectivas en la lucha
contra las enfermedades infecciosas. La epidemiolog´ıa se ha inspirado tambie´n
en algunas a´reas de la f´ısica y la qu´ımica para el ana´lisis de estas evidencias,
como se vera´ en el presente trabajo. A pesar de que su nombre puede sugerir
el estudio de enfermedades infecciosas, la epidemiolog´ıa se dedica a estudiar un
rango mayor de situaciones que afectan la salud pu´blica, como el uso de alcohol,
tabaco, riesgos profesionales y otros (Bonita et al., 2006).
1.1.1. Aspectos histo´ricos y logros de la epidemiolog´ıa
Co´lera
La historia de esta disciplina se remonta a la observacio´n del griego Hipo´cra-
tes de que existen factores ambientales que afectan el comportamiento de las
enfermedades. Pero su desarrollo no se dio hasta el siglo 19, en el cual se dio el
primer logro de la epidemiolog´ıa como ciencia formal, cuando John Snow hizo la
primera medicio´n de la distribucio´n de una enfermedad estratificada en grupos
de personas en una escala significativa (Fig. 1.1). Snow visito´ la casa de cada
persona que sufrio´ de co´lera en Londres, y encontro´ una asociacio´n entre la ocu-
rrencia de la enfermedad y la compan˜´ıa responsable del suministro de agua; su
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resultado fue tan importante que Snow influyo´ en las pol´ıticas de salud pu´blica de
la e´poca, mucho antes del descubrimiento del organismo que causa la infeccio´n
de co´lera.
Fig. 1.1. John Snow (1813-1858) fue un me´dico brita´nico y
un pionero en el uso de la anestesia y la promocio´n de la higie-
ne personal (Johnson, 2006). A la derecha, una de las primeras
referencias geogra´ficas usadas en epidemiolog´ıa: detalle de un ma-
pa del centro de Londres dibujado por Snow en 1854, donde se
muestran puntos de suministro de agua y ocurrencia de casos de
co´lera.
La epidemiolog´ıa no es un estudio u´til para las poblaciones si no impacta la
toma de decisiones en salud pu´blica. Muestra de esta situacio´n es la prevalencia de
co´lera en regiones pobres del mundo, como Angola y Suda´n. Con el fin de mejorar
la eficiencia de estas decisiones, se han desarrollado diferentes investigaciones que
relacionan la salud del ser humano con los procesos que se viven en su comunidad,
como la efectividad y la eficiencia de los servicios de salud, los per´ıodos adecuados
de hospitalizacio´n, tratamientos contra la enfermedades cro´nicas, medidas de
control sanitario en el acueducto y alcantarillado , los desechos industriales y
dome´sticos, etc.
Viruela
La viruela es una enfermedad viral contagiosa, caracterizada por abultamien-
tos en la cara y el cuerpo, fiebre, vo´mito, y posiblemente hemorragia y muerte.
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La Organizacio´n Mundial de la Salud declaro´ en 1980 a la viruela como la u´nica
enfermedad erradicada en el planeta (Bonita et al., 2006), y esta infeccio´n ilustra
los logros y las frustraciones de la salud pu´blica moderna. Por ejemplo, una for-
ma de inmunizacio´n descubierta en 1790 demoro´ casi 200 an˜os en ser adoptada
como estrategia de lucha contra la enfermedad.
Diversos factores contribuyeron al e´xito de esta estrategia: el compromiso de
los gobiernos en la ejecucio´n de los planes de intervencio´n, cronogramas bien
definidos, una adecuada capacitacio´n de los funcionarios pu´blicos involucrados
y planes flexibles de acuerdo a las necesidades de cada regio´n del mundo. El
desarrollo de la vacuna fue una ma´s de las acciones que contribuyeron a la
erradicacio´n. En los u´ltimos 30 an˜os, las reservas de vacuna almacenadas por
la OMS han disminuido de 200 millones a 2.5 millones de dosis, pero se esta´n
incrementando nuevamente debido al temor de que terroristas pretendan usar el
virus como arma biolo´gica.
Fig. 1.2. La viruela se caracteriza por ampollas en el rostro y el
cuerpo. Esta v´ıctima vivio´ en Estados Unidos en 1912 y padecio´ la
enfermedad en un estado invasivo (publicacio´n del Departamento
de Salud de Illinois). A la derecha, fotograf´ıas de una variedad del
virus causante de la viruela, altamente contagioso (publicacio´n
del Centro de Control de Enfermedades de Estados Unidos).
Envenenamiento por metilmercurio
La epidemiolog´ıa jugo´ un papel importante en el diagno´stico y el control de
uno de los primeros casos reportados de una epidemia causada por contamina-
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cio´n qu´ımica. Desde la edad media se sabe que el mercurio es una sustancia
nociva, pero so´lo recientemente se convirtio´ en un s´ımbolo de la lucha contra la
polucio´n desde el caso ocurrido en Minamata, Japo´n, en la de´cada de 1950. La
compan˜´ıa Shin Nichitsu ten´ıa all´ı una fa´brica de acetaldeh´ıdo que hab´ıa vertido
sus desechos en la bah´ıa de Minamata desde 1932. La poblacio´n local mani-
festo´ s´ıntomas como falta de coordinacio´n muscular, sensaciones de hormigueo
en manos y pies, debilidad muscular, deterioro de la visio´n, la audicio´n y el habla;
algunos casos incluyeron problemas psiquia´tricos, para´lisis, coma y la muerte. Un
grupo de investigacio´n de la Universidad de Kumamoto y el neuro´logo brita´nico
Douglas McAlpine sugirieron que la enfermedad de Minamata era causada por
envenenamiento de mercurio, y un an˜o despue´s el Ministerio de Salud y Bienes-
tar reporto´ que el mercurio fue acumulado en el pescado de la bah´ıa, consumido
frecuentemente por la poblacio´n.
Unos meses despue´s del hallazgo del doctor McAlpine, la compan˜´ıa Shin
Nichitsu adopto´ una pol´ıtica de salud pu´blica consistente en cambiar el lugar
de vertimiento de sus residuos, de la bah´ıa al r´ıo de Minamata, lo cual no tuvo
ningu´n efecto en las estad´ısticas del envenenamiento; de hecho la fa´brica volvio´ a
desechar mercurio en la bah´ıa debido a que el problema se hab´ıa extendido a otras
partes de la ciudad. Una pol´ıtica de salud pu´blica adoptada incorrectamente por
Shin Nichitsu fue ocultar el diagno´stico temprano de la epidemia de Minamata,
hecho por Hajime Hosokawa en 1959; e´l era director del hospital de la compan˜´ıa
en esa e´poca, y por medio de experimentos en los que suministro´ agua proveniente
de la fa´brica a un conjunto de gatos.
Esta pol´ıtica retraso´ el tratamiento de la epidemia en los habitantes de la
ciudad, e indudablemente causo´ ma´s muertes. Se registraron casos conge´nitos de
la enfermedad de Minamata y protestas por parte de la poblacio´n, que desborda-
ron en disturbios con graves consecuencias materiales en la ciudad. Una de´cada
despue´s se alcanzaron acuerdos de compensacio´n por parte de la compan˜´ıa para
las v´ıctimas y sus familias, con la mediacio´n del gobierno (Ministerio de Medio
Ambiente de Japo´n y Prefectura de Kumamoto, 2002).
1.1.2. Otros estudios y estado actual
En esta seccio´n se mencionan brevemente algunas investigaciones importantes
que impulsaron el desarrollo de la epidemiolog´ıa y el empleo de ma´s te´cnicas para
el diagno´stico y la intervencio´n (Bonita et al., 2006).
La fiebre reuma´tica y la enfermedad card´ıaca reuma´tica son causadas por
estreptococos, y se caracterizan por inflamacio´n de rodillas y codos, inflamacio´n
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del miocardio, fiebre, dolor articular y sangrado; las enfermedades esta´n asociadas
a la pobreza, y ocurren en viviendas inadecuadas y sobrepobladas. El tratamiento
de estos brotes a nivel epidemiolo´gico comenzo´ a principios del siglo 20, cuando
no exist´ıan medicamentos efectivos como la penicilina; la intervencio´n fue de
orden social, econo´mico e higie´nico. De esta manera, estas infecciones casi han
desaparecido de los pa´ıses desarrollados aunque son prevalentes en pa´ıses como
la India.
La deficiencia de yodo es una condicio´n comu´n en zonas montan˜osas, asociada
a la falta de accio´n de la gla´ndula tiroides. Sus consecuencias var´ıan desde el bocio
(coto) hasta el cretinismo, enfermedades conocidas desde hace varios siglos. Sin
embargo, la falta de yodo no fue descubierta como causa hasta el siglo pasado,
por lo cual hace pocas de´cadas se disen˜aron estrategias efectivas de prevencio´n
y control epidemiolo´gico. La estrategia ma´s conocida es la adicio´n de yodo a la
sal de cocina, cuyo efecto se dio en la mayor´ıa de pa´ıses del mundo en menos de
una de´cada. Las pol´ıticas de salud pu´blica que se implementaron con e´xito fueron
nuevas leyes de produccio´n de sal, control de calidad y publicidad institucional.
Sin embargo, hoy en d´ıa esta deficiencia continu´a afectando la calidad de vida
en cerca de 30 % de viviendas del mundo.
La asociacio´n del tabaco y el asbesto con el cancer de pulmo´n, las conductas
sexuales con la diseminacio´n de SIDA, las fracturas y las pol´ıticas en riesgos
profesionales, las enfermedades transmitidas por vectores como la malaria y el
dengue, y recientes brotes epide´micos como el SARS y la gripa A H1N1 han
sido abordados con la experiencia adquirida por la epidemiolog´ıa y el empleo de
nuevas te´cnicas de diagno´stico e intervencio´n. Hoy en d´ıa, las herramientas de
estad´ıstica juegan un papel importante en el correcto diagno´stico de las causas
de las epidemias en las poblaciones. Tambie´n las herramientas de simulacio´n
permiten encontrar adecuadas estrategias de intervencio´n, especialmente cuando
se incluye la estructura espacial de las poblaciones reales a trave´s de herramientas
geogra´ficas y sociales. Por ello, en la pro´xima seccio´n estudiaremos uno de los
desarrollos recientes en cuanto a estudios sociales en poblaciones, con el cual se
han hecho avances en el control de brotes epide´micos actuales.
1.2. Redes Complejas
Definimos una red compleja como la combinacio´n entre un conjunto de nodos
y un conjunto de enlaces entre ellos. Cada nodo representa un individuo de una
poblacio´n objeto de estudio; cada enlace involucra dos nodos y representa una
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interaccio´n en entre los correspondientes individuos: amistad, contacto social,
conexio´n IP, relacio´n de cadena alimenticia, contacto sexual, v´ınculo de Internet,
etc. (Strogatz, 2001).
Las estructuras de las redes de la vida real (redes sociales, Internet, redes
biolo´gicas, etc.) presentan caracter´ısticas particulares que los cient´ıficos desean
reproducir en las redes complejas que son objeto de estudio. Algunas de estas
caracter´ısticas se han podido reproducir por medio de algoritmos bien conocidos,
y ello ha dado lugar a la clasificacio´n de las redes complejas en diferentes grupos
como Small-World y Scale-Free. Existen otras redes complejas cuyo disen˜o no
se ha basado esencialmente en caracter´ısticas del mundo real; tales redes tie-
nen aplicaciones ma´s bien acade´micas, como es el caso de las redes aleatorias
puras. A continuacio´n presentaremos brevemente estas tres clases de redes, sus
motivaciones y los ejemplos ma´s representativos.
1.2.1. Redes aleatorias puras
Para construir una red aleatoria pura, consideramos un conjunto de N nodos
sin ningu´n v´ınculo entre ellos. Para cada posible par de nodos se crea un v´ınculo
entre ellos con una probabilidad pER. Dicho de otra manera, todos los posibles
v´ınculos tienen la misma probabilidad pER de ser creados. El nu´mero total de
v´ınculos creados con este procedimiento viene dado por
n = pERN
N − 1
2
. (1.1)
E´ste es probablemente el modelo de redes complejas ma´s antiguo que se ha
estudiado, y fue introducido por Erdo¨s y Re´nyi (ER). Algunas investigaciones
inspiradas en este modelo son aplicadas en redes complejas modernas (Bolloba´s,
2001), con temas como la aparicio´n de a´rboles de nodos, anillos o ciclos de
nodos, la formulacio´n de las primeras teor´ıas de campo medio en redes complejas,
la aparicio´n de clusters y la percolacio´n en redes (Stauffer y Aharony, 1994).
Algunos ejemplos de redes aleatorias puras son mostrados en la Fig. 1.3. En ella,
la variacio´n en pER genera redes aleatorias puras con diferentes caracter´ısticas. Se
muestran tambie´n las distribuciones de conectividad u´nicamente con el propo´sito
de ilustrar en que´ consiste: cuando pER = 0, todos los nodos esta´n desconectados,
entonces la probabilidad de encontrar nodos con k = 0 es 1. Cuando pER = 1,
cada nodo esta´ conectado a los otros 11, con lo que la probabilidad de encontrar
un nodo con k = 11 es 1. Para estudiar las tendencias en la distribucio´n de
conectividad, es preciso caracterizarla en redes con el orden de 105 nodos.
1.2. REDES COMPLEJAS 13
pER = 0 pER =
1
6
pER =
1
2
pER = 1
11k0
p(k)
1
11k0
p(k)
1
11k0
p(k)
1
11k0
p(k)
1
C¯ = 0 C¯ = 1
18
C¯ = 1C¯ ≈ 1
2
Fig. 1.3. Redes aleatorias puras basadas en diferentes valores
de pER.
En la red aleatoria pura podemos definir las caracter´ısticas ma´s comunes
estudiadas en una red compleja:
Vecindad Ni de un nodo vi se define como el conjunto de nodos directamente
conectados a e´l por enlaces.
Grado ki de un nodo vi se define como el taman˜o de su vecindad, esto es, el
nu´mero de nodos directamente conectados a e´l por enlaces.
Conectividad media se define como el promedio del grado sobre todos los
nodos:
k¯ =
N∑
i=1
ki (1.2)
Distribucio´n de conectividad es una distribucio´n de probabilidad p(k) de
encontrar un nodo con un grado k en la red creada; sea Nk el nu´mero de nodos
de grado k que se presentan en la red; entonces definimos esta distribucio´n como
p(k) =
Nk
N
. (1.3)
Gracias a las teor´ıas de campo medio, que presentaremos en la seccio´n 1.3.7, es
posible encontrar una distribucio´n continua en k que sea una aproximacio´n a la
distribucio´n de conectividad discreta de una red.
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Fig. 1.4. Distribuciones de conectividad para diferentes valores
del para´metro pER en redes complejas generadas con el algoritmo
de Erdo¨s y Re´nyi. Para facilitar la comprensio´n, se usan l´ıneas en
lugar de histogramas; las distribuciones var´ıan tambie´n como fun-
cio´n del nu´mero total de nodos de la red compleja. Para generar
esta gra´fica se crearon 7 redes complejas de 10000 nodos para
cada valor de pER.
Coeficiente de Clustering o Coeficiente de agregacio´n (Watts y Strogatz,
1998), caracteriza la presencia de grupos de nodos fuertemente conectados en la
red compleja. Para un nodo individual, el coeficiente de clustering se define como
el cociente entre el nu´mero de v´ınculos ni entre elementos de toda la vecindad
y el nu´mero total de posibles v´ınculos:
Ci =
ni
ki
ki−1
2
(1.4)
Para toda la red, se define el coeficiente de agregacio´n como el promedio de
este valor sobre todos los nodos de la red:
C¯ =
1
N
N∑
i=1
Ci (1.5)
Distancia entre dos puntos, se define como el m´ınimo nu´mero de v´ınculos que
sirven para unir dos puntos. Distancia media es la distancia promediada entre
todos los pares de puntos de la red.
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1.2.2. Redes Small-World
Las redes complejas de tipo Small-World representan el feno´meno conocido
coloquialmente como el mundo es pequen˜o, de acuerdo al cual dos seres humanos
escogidos al azar esta´n vinculados por una cadena de ma´ximo 6 personas, donde
una de estas personas conoce a la siguiente por algu´n tipo de contacto social
(Travers y Milgram, 1969). La aseveracio´n de que la cadena este´ compuesta por
ma´ximo 6 personas ha sido tambie´n objeto de interesantes estudios en diferentes
redes de seres humanos y en Internet (Newman et al., 2006).
Los adelantos tecnolo´gicos del siglo 20 incrementaron la conectividad de la
poblacio´n del mundo, inspirando a algunas corrientes de pensamiento a coincidir
en la teor´ıa Small-World. Por ejemplo, a partir de 1967, Milgram (Travers y Mil-
gram, 1969; Milgram, 1967) desarrollo´ una serie de experimentos con diferentes
te´cnicas de comunicacio´n social, mostrando que en promedio hay 5.5 o 6 personas
en la cadena formada entre dos ciudadanos estadounidenses al azar. Esto es, la
distancia media en la red de ciudadanos de los Estados Unidos esta´ comprendida
en el intervalo [5.5, 6].
Watts y Strogatz (1998) desarrollaron una nueva clase de redes complejas
aleatorias que exhiben el feno´meno Small-World, y el algoritmo que disen˜aron se
convirtio´ en objeto de estudio en diversas a´reas de f´ısica, epidemiolog´ıa, biolog´ıa,
comunicaciones, sociolog´ıa, etc., permitiendo describir las propiedades estructu-
rales de diferentes redes del mundo real por medio de uno o dos para´metros.
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Fig. 1.5. La variacio´n en la probabilidad de reconexio´n p genera
redes de Watts-Strogatz con diferentes caracter´ısticas.
Para crear una red compleja con el algoritmo de Watts y Strogatz, partimos
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de una red ordenada de N nodos dispuestos en anillo como en la primera red de la
Fig. 1.5, donde cada nodo tiene v´ınculos con los K nodos de su derecha y de los
K nodos de su izquierda. Para cada nodo, cada v´ınculo a su derecha es cambiado,
para apuntar a otro nodo escogido al azar, considerando que la probabilidad de
hacer este cambio es pWS. La red compleja resultante tiene una conectividad
promedio k¯ = 2K pues no se han creado ni destruido enlaces, y la distribucio´n
de conectividad se ajusta a una funcio´n exponencial decreciente para grandes
valores de k: p(k) ∝ e−ak, de acuerdo a la teor´ıa de campo medio (seccio´n 1.3.7).
La Fig. 1.16 presenta el estudio que conduce a este ajuste. En la figura 1.5, se
muestran tambie´n las distribuciones de conectividad u´nicamente con el propo´sito
de ilustrar que el sistema cambia de un estado de orden (regularidad) a estados
en desorden. Para identificar las tendencias en la distribucio´n de conectividad, es
preciso caracterizarla en redes del orden de 106 nodos.
En comparacio´n con la redes aleatorias puras, las redes de Watts-Strogatz
presentan un alto coeficiente de clustering y la distancia media se incrementa
lentamente con el taman˜o de la red (Barrat y Weigt, 2000).
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Fig. 1.6. Distribuciones de conectividad para diferentes valores
del para´metro K en redes complejas generadas con el algoritmo
de Watts-Strogatz. Para facilitar la comprensio´n, se usan l´ıneas
en lugar de histogramas; las distribuciones var´ıan tambie´n como
funcio´n del nu´mero total de nodos de la red compleja. Para ge-
nerar esta gra´fica se crearon 7 redes complejas de 10000 nodos
para cada valor de k.
1.2. REDES COMPLEJAS 17
1.2.3. Redes Scale-Free
En la naturaleza se presentan otras redes con estructuras muy interesantes.
Por ejemplo, en diferentes poblaciones existen individuos con una enorme canti-
dad de enlaces a otros de su misma especie. Un ejemplo ba´sico es WWW, donde
hay algunos sitios mucho ma´s visitados que otros: generalmente los motores de
bu´squeda tienen millones y millones de enlaces a otros sitios, mientras estos u´lti-
mos tienen un conjunto reducido de enlaces. El f´ısico Albert-La´szlo´ Baraba´si y
sus colegas en la Universidad de Notre Dame en Indiana caracterizaron la distri-
bucio´n de conectividad de Internet, encontrando que no tiene sentido hablar del
grado promedio en ella; esto se debe a la existencia de un conjunto reducido de
nodos con conectividades muy grandes, y la conectividad pequen˜a en el resto de
nodos (Baraba´si, 2002).
Hace algunos an˜os se observo´ que la red de contactos sexuales entre los seres
humanos tiene una estructura semejante a lo estudiado por Baraba´si (Liljeros et
al., 2001). Pronto, los estudios de otras redes biolo´gicas y cient´ıficas manifesta-
ron la misma estructura, por lo que Baraba´si decidio´ dar nombre a este tipo de
redes complejas: Redes libres de escala o Scale-Free. Esto se debe a que cuan-
do aumenta el taman˜o de la red, los nodos que tienen muchos enlaces siguen
aumenta´ndolos sin l´ımite.
11k0
1
p(k)
11k0
p(k)
1
11k0
p(k)
1
11k0
p(k)
1
C¯ = 0.516¯ C¯ = 1C¯ ≈ 0.833C¯ ≈ 0.428
m = 2 m = 11m = 3 m = 6
Fig. 1.7. La variacio´n en el para´metro m genera diferentes re-
des complejas con el algoritmo de Baraba´si-Albert. En cada red
generada, los nodos blancos tienen coeficiente de agregacio´n 1.
Baraba´si y su equipo desarrollaron un algoritmo para crear algunas redes de
tipo Scale-Free, que describimos a continuacio´n: se comienza con un conjunto
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de m0 nodos, donde se establecen todos los v´ınculos posibles entre ellos, y se-
cuencialmente se agregan nuevos nodos a la red; cada vez que un nuevo nodo es
agregado, se establecen m enlaces entre este nodo y los nodos ya presentes en
la red; cada nodo existente tiene una probabilidad de establecer un enlace con el
nodo nuevo, dada por
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Fig. 1.8. Distribuciones de conectividad para diferentes valores
del para´metro k en redes complejas generadas con el algoritmo
de Baraba´si-Albert. Para facilitar la comprensio´n, se usan l´ıneas
en lugar de histogramas; las distribuciones var´ıan tambie´n como
funcio´n del nu´mero total de nodos de la red compleja. Para ge-
nerar esta gra´fica se crearon 7 redes complejas de 10000 nodos
para cada valor de k.
pi =
ki∑
j kj
. (1.6)
El procedimiento es repetido el nu´mero de veces suficiente para completar una
red con N nodos, que tiene una conectividad promedio k¯ = 2m (Pastor-Satorras
y Vespignani, 2001b).
La figura 1.7 presenta redes complejas de Baraba´si-Albert con doce nodos.
Se muestra el valor del para´metro m usado en su construccio´n, el coeficiente
de clustering que se obtiene y la distribucio´n de conectividad con el propo´sito
de ilustrar las caracter´ısticas de estas redes. Las redes Scale-Free tienen un alto
grado de agregacio´n en comparacio´n a las redes aleatorias puras, pero la distancia
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media decrece ma´s ra´pidamente con el crecimiento de la red; la distribucio´n de
conectividad se ajusta a una funcio´n de potencia decreciente: p(k) ∝ k−b para
grandes valores de k, como se estudiara´ en la seccio´n 1.3.7. En el caso particular
de las redes de Baraba´si-Albert, se tiene b ≈ 3.
1.3. Modelacio´n de procesos en epidemiolog´ıa
A principios del siglo XX se introdujeron los primeros me´todos matema´ticos
para el ana´lisis del comportamiento de enfermedades contagiosas en poblaciones.
Entre estos me´todos aparecieron los primeros modelos de epidemiolog´ıa basados
en ecuaciones diferenciales, que constituyeron aproximaciones teo´ricas sencillas a
los problemas de salud pu´blica que se estudiaban entonces (Kermack y McKen-
drick, 1927). Tambie´n se introdujeron me´todos estad´ısticos que gradualmente
permitieron analizar de manera sistema´tica los datos de campo, contribuyendo
a la comprensio´n de las correlaciones entre el comportamiento de los grupos
sociales y el comportamiento de los agentes infecciosos.
Durante el siglo pasado el mundo experimento´ un crecimiento de la poblacio´n
global y la concentracio´n del ser humano en las grandes ciudades (U.S. Census
Bureau, 2009). La aparicio´n de nuevas enfermedades infecciosas, nuevas estruc-
turas sociales y nuevas estrategias de salud pu´blica llevaron a los investigadores
a hacer cambios en los me´todos estad´ısticos y matema´ticos que se han aplica-
do en epidemiolog´ıa. As´ı, los modelos de ecuaciones diferenciales comenzaron
a involucrar la influencia de la heterogeneidad en las relaciones sociales y de la
geograf´ıa sobre las epidemias. Hoy, gracias a los modernos me´todos nume´ricos
computacionales es posible analizar y predecir el comportamiento de enferme-
dades infecciosas en grandes poblaciones, incluso a nivel global (Colizza et al.,
2006).
Adema´s de ser herramientas de estudio en epidemiolog´ıa, los modelos pro-
puestos han sido aplicados en otras a´reas del conocimiento como teor´ıa de infor-
macio´n, telecomunicaciones, ciencias sociales, matema´ticas, f´ısica y otros. Algu-
nos ejemplos espec´ıficos de estudios relacionados con las epidemias son la difusio´n
de rumores (Moreno et al., 2004; Newman et al., 2006), el conflicto armado en
Colombia (Isaza y Campos, 2005), y el rol de la red aerona´utica mundial en la
propagacio´n de enfermedades infecciosas (Colizza et al., 2006).
Los modelos de enfermedades infecciosas permiten clasificar a los individuos
de una poblacio´n teniendo en cuenta su estado de salud. Algunos de los estados
de salud ma´s comunes en poblaciones reales son los siguientes:
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Susceptibles S Individuos que tienen la posibilidad de enfermarse
Expuestos E Individuos que tienen la enfermedad, pero los s´ıntomas de la mis-
ma no se han manifestado. En general pueden transmitir la enfermedad
a otros individuos, con el agravante de que no esta´n informados de su
infeccio´n.
Infecciosos I Tienen la enfermedad y sus s´ıntomas se manifiestan. Pueden
transmitir la enfermedad a individuos susceptibles.
Retirados o recuperados R Son individuos que han dejado de sufrir la en-
fermedad y han desarrollado inmunidad, de tal manera que no pueden
enfermarse nuevamente. Esta categor´ıa abarca tambie´n a los individuos
vacunados y fallecidos.
Por sus caracter´ısticas particulares, cada enfermedad infecciosa puede ser
causa de estados de salud adicionales o diferentes para los individuos; dichos
estados de salud permiten la clasificacio´n de los modelos epide´micos en categor´ıas
como las siguientes:
Modelos SIS Se utilizan en la representacio´n de enfermedades infecciosas no
letales, que se diseminan en poblaciones donde no hay vacunas disponi-
bles y no es posible adquirir inmunidad temporal. En estos modelos, los
individuos susceptibles que tienen contacto con individuos infecciosos se
transforman en infecciosos tambie´n, y comienzan a transmitir la enferme-
dad inmediatamente. Despue´s, cuando se recuperan de la enfermedad, los
individuos infecciosos regresan al estado susceptible. Estos modelos pue-
den reproducir el comportamiento de enfermedades infecciosas como el
resfriado comu´n.
Modelos SIR Son modelos usados en la representacio´n de enfermedades in-
fecciosas que pueden ser letales o que permiten a los individuos adquirir
inmunidad. En estos modelos, los susceptibles pueden quedar infectados a
trave´s de sus contactos con infecciosos, y de inmediato adquieren la ca-
pacidad de infectar a otros. Cuando la enfermedad ha sido eliminada del
cuerpo del individuo infeccioso, e´ste pierde toda posibilidad de infectarse
nuevamente: ahora se encuentra en el estado Retirado. Por definicio´n, el es-
tado Retirado es permanente. Los modelos SIR han sido usados usados en
trabajos de ana´lisis y prediccio´n del comportamiento de brotes epide´micos
como la fiebre de Hong Kong (Duke University, 2000), la plaga (Londres
1.3. MODELACIO´N DE PROCESOS EN EPIDEMIOLOGI´A 21
1665-1666, Bombay 1906), el co´lera (Londres 1865) (Weisstein y Weiss-
tein), el sarampio´n, la parotiditis y la rube´ola.
Modelos SEIR Sirven para representar enfermedades infecciosas en las que ca-
da individuo susceptible que recibe la infeccio´n pasa por un periodo de
incubacio´n o exposicio´n E, en el cual no manifiesta los s´ıntomas de la en-
fermedad pero tiene un riesgo persistente de transmitirla a otros individuos.
Los modelos SEIR han sido aplicado en el ana´lisis de la propagacio´n del
s´ındrome respiratorio agudo grave SARS (Dye y Gay, 2003; Riley et al.,
2003; Lipsitch, 2003), el SIDA y otras enfermedades infecciosas.
Tabla 1.1. Esquemas simplificados de los modelos epide´micos
ma´s comunes.
SIR Susceptible → Infectado → Recuperado
SIS Susceptible  Infectado
SIS+R Susceptible  Infectado Recuperado
SEIR Susceptible → Expuesto → Infectado → Recuperado
Esta agrupacio´n general de los modelos ha tenido en cuenta rasgos ba´sicos
de la enfermedades infecciosas, como son el conjunto de estados de salud que
puede atravesar un individuo y el orden en que ocurren. As´ı como existen otros
estados de salud que cada enfermedad en particular puede provocar, hay otros
rasgos que permiten distinguir unos modelos epidemiolo´gicos de otros. En las
pro´ximas secciones vamos a presentar con ma´s detalle la clasificacio´n de los
modelos por medio de estos rasgos, los cuales tendra´n incidencia en el desarrollo
de este trabajo.
Otra caracter´ıstica interesante en la investigacio´n en epidemiolog´ıa es el
nu´mero reproductivo ba´sico R, una medida de la fuerza de una infeccio´n (Ander-
son y May, 1992). Cuando este nu´mero es igual a 1, se espera que en promedio
cada individuo infectado infecte a un individuo susceptible antes de recuperarse
de la enfermedad. Un nu´mero reproductivo ba´sico mayor a 1 significa que un
individuo infectado podra´ diseminar la enfermedad con mayor facilidad, lo cual
en definicio´n es una epidemia. Por el contrario, un nu´mero reproductivo ba´si-
co menor a 1 indica que la enfermedad se extingue y en general un nu´mero de
individuos susceptibles no contraen la enfermedad. En general, la medicio´n del
nu´mero reproductivo se hace sin aplicar estrategias de intervencio´n o vacuna-
cio´n; su ca´lculo teo´rico depende del modelo epidemiolo´gico subyacente, por lo
cual presentamos algunos ejemplos en las pro´ximas secciones.
22 CAPI´TULO 1. MARCO INVESTIGATIVO
En de´cadas recientes, los modelos compartimentales han sido objeto de nue-
vas investigaciones, principalmente en cuatro frentes de trabajo. Primero, la es-
pecializacio´n de los modelos compartimentales gracias a la creacio´n de te´rminos
espec´ıficos para cada enfermedad, como te´rminos de nacimiento y muerte natu-
ral, factores adicionales de riesgo, temporadas y cambio clima´tico. Segundo, la
combinacio´n de modelos compartimentales con te´cnicas derivadas de otras a´reas
de investigacio´n. Tercero, el estudio del espacio en el cual esta´n distribuidas las
poblaciones. Cuarto, la construccio´n de modelos alternativos que no esta´n ba-
sados en ecuaciones diferenciales o diferencias. Estudiaremos brevemente estos
modelos en las siguientes secciones de este trabajo.
1.3.1. Modelos con interacciones homoge´neas
El modelo SIR propuesto por Kermack y McKendrick (1927) es uno de
los primeros estudios matema´ticos en epidemiolog´ıa, y consiste en un sistema
de ecuaciones diferenciales que relacionan las poblaciones arriba descritas con el
tiempo y el comportamiento de la enfermedad infecciosa:
dS
dt
=− k¯pISI, dI
dt
=k¯pISI − prI
dR
dt
=prI 1 =S + I +R,
(1.7)
donde k¯ es el nu´mero promedio de contactos infecciosos que tiene un individuo
a diario, S es la fraccio´n de susceptibles, I la fraccio´n de infectados, y R la
fraccio´n de retirados, las cuales esta´n en el intervalo [0, 1]. pI representa la
probabilidad promedio que tiene cada individuo susceptible de infectarse cada d´ıa
y pr representa la probabilidad que tiene cada individuo enfermo de recuperarse de
la enfermedad cada d´ıa. La figura 1.9 muestra la solucio´n nume´rica de un modelo
SIR como el que aqu´ı describimos. En este ejemplo, la fraccio´n de individuos
susceptibles disminuye hasta cero, mientras la fraccio´n de individuos retirados
de la infeccio´n crece hasta la unidad; decimos que la enfermedad se extingue.
Por el contrario, en el caso de que la enfermedad infecciosa evoluciona y se
estabiliza alrededor de un nu´mero no nulo de individuos susceptibles, decimos
que la enfermedad tiene prevalencia.
Cada te´rmino en las ecuaciones (1.7) ha sido construido para representar una
propiedad espec´ıfica de la infeccio´n; en primer lugar, consideremos el proceso de
recuperacio´n de los individuos que padecen la enfermedad: es un proceso que no
depende de ningu´n factor externo; el paciente es sanado en un tiempo promedio
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despue´s de sufrir la infeccio´n. Por esta razo´n, la fraccio´n de poblacio´n que se
recupera cada d´ıa depende so´lo de la cantidad de infecciosos; en su forma ma´s
simple, dicha fraccio´n es proporcional a I, por lo cual el te´rmino prI es definido
para representar la recuperacio´n.
En segundo lugar, consideremos el proceso de transmisio´n de la enfermedad:
en este modelo se requiere la interaccio´n entre individuos infecciosos e individuos
susceptibles para que la enfermedad sea transmitida; sin embargo, so´lo el con-
tacto entre ellos no es suficiente para que la infeccio´n ocurra; la probabilidad de
transmisio´n depende tambie´n de ciertas condiciones fisiolo´gicas de la enferme-
dad y los dos individuos. Podemos expresar de forma sencilla estas condiciones de
transmisio´n por medio de un te´rmino que involucra el producto de la fraccio´n de
susceptibles y la fraccio´n de infectados, que en las ecuaciones (1.7) corresponde
a k¯pISI.
Destacamos que los modelos epide´micos que presentamos en esta seccio´n han
sido disen˜ados con un conjunto de suposiciones que los apartan del comporta-
miento de enfermedades infecciosas reales; algunas suposiciones que observamos
son:
El taman˜o de la poblacio´n no cambia en los modelos; esto es, no hay naci-
miento de individuos, migraciones, ni muerte de los individuos por causas
diferentes a la enfermedad.
Las poblaciones interactu´an de forma homoge´nea: la probabilidad de in-
feccio´n es la misma para todos los individuos, as´ı como la probabilidad de
recuperacio´n;
Las poblaciones no tienen estructura espacial: Se asume que los contactos
entre individuos para todos ellos y las condiciones del sitio donde viven no
tienen influencia en la evolucio´n de la enfermedad;
No se incorpora la accio´n del hombre en el disen˜o de los modelos; esto es,
no se incluyen las estrategias de vacunacio´n y contencio´n de la enfermedad
que normalmente se implementan en los planes de salud pu´blica.
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Fig. 1.9. Solucio´n nume´rica de un modelo SIR como el de las
Ecuaciones (1.7) con los siguientes para´metros: pI = pr = 0.2;
k¯ = 6.
La figura 1.9 muestra la tendencia de las poblaciones en el modelo SIR: La
poblacio´n de susceptibles tiende a disminuir siempre, mientras la poblacio´n de
recuperados tiende a incrementarse. La cantidad de individuos infectados tiene
un comportamiento que asinto´ticamente se acerca a 0, pero su forma depende de
la fuerza de la infeccio´n; en (1.7), a partir de la ecuacio´n que expresa I, podemos
calcular las condiciones bajo las cuales la enfermedad es epide´mica:
dI
dt
=
(
k¯pIS − pr
)
I >0
k¯pIS − pr >0
k¯
pI
pr
S >1
(1.8)
De este modo, definimos el nu´mero reproductivo ba´sico para este modelo
como
R =R0S, donde
R0 =k¯
pI
pr
.
(1.9)
Debido a que S es descendente en el tiempo, se puede predecir la existencia los
siguientes reg´ımenes a partir de (1.8):
Extincio´n de la enfermedad, independiente de S, en el caso R0 < 1;
Extincio´n de la enfermedad, dependiente del valor de S, si se da el caso S < 1
R0
;
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Epidemia, dependiente de S, en el caso S > 1
R0
.
En los dos u´ltimos casos es fa´cil calcular que S tiende asinto´ticamente al valor
S∞ =
1
R0
=
pr
k¯pI
. (1.10)
El modelo SIS tambie´n ha sido estudiado utilizando ecuaciones diferenciales
(Bailey, 1987). Una forma sencilla de este modelo esta´ dada por las siguientes
ecuaciones:
dS
dt
=prI − k¯pISI dI
dt
=k¯pISI − prI, S + I =1. (1.11)
Las ecuaciones (1.11) y (1.7) tienen una construccio´n similar, donde los te´rmi-
nos de infeccio´n y recuperacio´n tienen la misma forma.
Tiempo
Fracción de población
I
S
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100
Fig. 1.10. Solucio´n nume´rica de un modelo SIS como el de la
Ec. (1.11) con los siguientes para´metros: pI = pr = 0.2; k¯ = 6.
A partir de la figura 1.10 podemos ver que el modelo SIS tiene la tendencia
a alcanzar una poblacio´n estable de individuos infecciosos, un comportamiento
diferente al que presenta I en el modelo SIR; dicha estabilidad se alcanza cuando
la proporcio´n de individuos que se infectan es igual a la proporcio´n de individuos
que se recuperan. A partir de las ecuaciones (1.11) es posible calcular el taman˜o
de esta poblacio´n estable, que cumple la condicio´n dI
dt
= 0:
dI
dt
=k¯pI(1− I)I − prI = I
(
k¯pI(1− I)− pr
)
= 0; (1.12)
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Definiendo λ = pI
pr
, λc =
1
k¯
, y descartando la solucio´n trivial I = 0 podemos
escribir
λ
λc
(1− I)− 1 =0 ∴ I =1− λc
λ
(1.13)
La condicio´n 0 ≤ I ≤ 1 permite concluir:
I =
{
0, λ < λc
1− λc
λ
, λ > λc.
(1.14)
1.3.2. Modelos compartimentales con metapoblaciones
Hemos establecido que la igualdad en el riesgo individual de contagio en los
modelos compartimentales se debe en parte a la homogeneidad en los contactos
infecciosos. Recordemos que esta homogeneidad consiste en suponer que cada
individuo tiene la misma cantidad de contactos sociales, con el mismo riesgo en
cada contacto. sin embargo, es fa´cil ver que en poblaciones reales esto no siempre
se cumple. Por ejemplo, en Internet hay computadores disen˜ados para atender las
solicitudes de miles de clientes, es decir, con un gran nu´mero de contactos que un
virus informa´tico puede aprovechar para diseminarse; tambie´n hay computadores
disen˜ados para usuarios finales, que se conectan solamente a uno o dos servidores;
esto representa un nu´mero pequen˜o de contactos (Faloutsos et al., 1999). Este
ejemplo, que se presenta tambie´n en poblaciones de seres vivos, nos muestra que
los contactos infecciosos pueden ser heteroge´neos.
Una causa de la heterogeneidad antes mencionada en una poblacio´n de ani-
males o personas es el conjunto de condiciones geogra´ficas donde habitan los
seres vivos. Por ejemplo, conside´rese un conjunto de individuos agrupados en
subpoblaciones. Si e´stos se encuentran espacialmente separados, es probable que
los contactos entre individuos de una subpoblacio´n tengan una estructura di-
ferente a los contactos entre individuos de subpoblaciones vecinas, y diferente
au´n para subpoblaciones apartadas. Llamamos metapoblacio´n a este conjunto de
subpoblaciones, y como vemos, representa un primer paso a la modelacio´n de la
heterogeneidad de poblaciones reales. Las metapoblaciones pueden ser modela-
das usando distintas te´cnicas que estudiaremos en este trabajo. En esta seccio´n
veremos co´mo la te´cnica empleada en los modelos compartimentales puede ser
usada para modelar una metapoblacio´n.
Consideremos una metapoblacio´n constituida por dos subpoblaciones A y B.
Inicialmente, los taman˜os de estas subpoblaciones son NA y NB; en esta me-
tapoblacio´n se presenta una enfermedad contagiosa de tipo SIS, con la cual los
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individuos de la subpoblacio´n A se agrupan en susceptibles (SA) e infecciosos
(IA). De la misma manera aparecen individuos susceptibles (SB) e infecciosos
(IB) en la subpoblacio´n B. Si hacemos la suposicio´n de que no hay contactos
sociales entre individuos de A e individuos de B, podemos suponer que la evolu-
cio´n temporal de la enfermedad en cada subpoblacio´n es independiente de la otra
subpoblacio´n. El modelo compartimental correspondiente simplificado es como
sigue (Brauer et al., 2008):
dSA
dt
=prIA − k¯pISAIA dIA
dt
=k¯pISAIA − prIA
dSB
dt
=prIB − k¯pISBIB dIB
dt
=k¯pISBIB − prIB
NA =SA + IA NB =SB + IB,
(1.15)
donde el taman˜o de cada subpoblacio´n es constante (NA y NB).
A causa de la aparicio´n de relaciones sociales entre las dos subpoblaciones,
se han disen˜ado varias maneras de incorporar en el modelo (1.15) la informacio´n
de los contactos que se establecen entre individuos de A y B, que generalmente
involucran la adicio´n de te´rminos a las ecuaciones diferenciales (McCallum et al.,
2001). En este trabajo presentaremos algunos de los te´rminos ma´s sencillos que
sirven este propo´sito.
Una manera de modelar contactos sociales entre A y B consiste en suponer
que los individuos susceptibles de A pueden viajar a B y viceversa. Sea γ la
fraccio´n de susceptibles que viaja de una ciudad a otra. As´ı, γSA individuos
susceptibles viajan de A a B, y γSB individuos susceptibles viajan de B a A en
cada paso discreto de tiempo:
dSA
dt
=γ(SB − SA) + prIA − k¯pISAIA dIA
dt
=k¯pISAIA − prIA (1.16)
dSB
dt
=γ(SA − SB) + prIB − k¯pISBIB dIB
dt
=k¯pISBIB − prIB
NA =SA + IA NB =SB + IB;
(1.17)
NA y NB ahora var´ıan en el tiempo debido al te´rmino introducido.
Otra manera simple de incorporar contactos sociales entre las subpoblacio-
nes consiste en suponer que el agente infeccioso viaja de A a B y viceversa,
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estableciendo contacto entre los individuos infecciosos de una subpoblacio´n y los
individuos susceptibles de la otra. En este esquema los individuos permanecen
en sus subpoblaciones, con lo cual NA y NB son conservados. En el sistema de
ecuaciones diferenciales (1.15) introducimos el coeficiente ε que constituye una
distincio´n entre la transmisio´n de la enfermedad dentro de una subpoblacio´n y
su transmisio´n hacia otra subpoblacio´n.
dSA
dt
=prIA − k¯pISAIA − εk¯pISAIB dIA
dt
=− dSA
dt
dSB
dt
=prIB − k¯pISBIB − εk¯pISBIA dIB
dt
=− dSB
dt
NA =SA + IA NB =SB + IB;
(1.18)
As´ı, si ε es menor que 1, el te´rmino representa que los contactos sociales
que se dan entre subpoblaciones implican un riesgo menor de contagio que los
enlaces dentro de cada una de ellas; por otra parte, ε > 1 representa un mayor
riesgo de contagio entre los individuos de subpoblaciones diferentes, frente a
reducidas posibilidades de transmisio´n de la enfermedad dentro de cada ciudad.
En el modelo propuesto en las Ecs. (1.18) es posible observar que el taman˜o de
las poblaciones permanece constante. Por u´ltimo, pueden formularse ecuaciones
con ma´s te´rminos, como nacimientos y muertes, combinaciones de interacciones
y otros dependiendo de la naturaleza de la enfermedad (Brauer et al., 2008).
1.3.3. Difusio´n - Ecuaciones diferenciales parciales
En un modelo epide´mico, es posible definir las densidades de las poblaciones
S, I y R como propiedades de cada punto del espacio. En este caso, las funciones
S(x, t), I(x, t) y R(x, t) tienen una evolucio´n temporal que se puede plantear
usando ecuaciones diferenciales parciales. Por ejemplo, Meade y Milner (1992)
investigaron la diseminacio´n de una enfermedad infecciosa en una poblacio´n que
se distribuye en una dimensio´n espacial (x entre 0 y L), usando el siguiente
sistema:
St = k1 (SNx)x + k2 (SIx)x − αSI
It = k1 (INx)x + αSI − γI
Rt = k1 (RNx)x + γI
(1.19)
En estas ecuaciones, los sub´ındices x y t representan diferenciacio´n parcial res-
pecto a estas variables, α es la tasa de infeccio´n, γ es la tasa de recuperacio´n,
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los te´rminos que acompan˜an a k1 representan que cada poblacio´n evita sobrepo-
blar un lugar, y el te´rmino con k2 representa la tendencia de los susceptibles a
alejarse de los lugares de concentracio´n de infecciosos. En este estudio, las con-
diciones de frontera homoge´neas de Neumann representan que no hay migracio´n
de individuos hacia afuera o dentro de la poblacio´n; para k1 y k2 positivos estas
condiciones pueden escribirse como
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Fig. 1.11. Una solucio´n nume´rica de las ecuaciones (1.19)-
(1.20) en el escenario L = 0, k1 = 0.1, k2 = 0, α = 1.0,
γ = 5.0.
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Nx (0, t) = Nx (L, t) = Ix (0, t) = Ix (L, t) = 0. (1.20)
Meade y Milner (1992) estudiaron las propiedades matema´ticas de este siste-
ma de ecuaciones diferenciales, entre ellas la existencia y unicidad de soluciones.
Tambie´n se demuestra que en cualquier escenario la densidad de infecciosos tien-
de a cero. Adema´s se soluciona por me´todos nume´ricos un escenario en particular,
dado por las condiciones iniciales
S0 =6
R0 =0
I0 =
{
3 exp
(
x2
x2−0.82
)
, 0 < x < 0.8
0, 0.8 < x < 1
(1.21)
La figura 1.11 presenta varios instantes de la evolucio´n temporal de la infeccio´n
para cada lugar. Las condiciones iniciales representan la presencia de individuos
infecciosos en la regio´n del espacio [0, 0.8), que con el paso de tiempo infectan
susceptibles sin abandonar dicha regio´n. Eventualmente los enfermos se recuperan
y la densidad de individuos susceptibles cae. En la regio´n [0.8, 1] no se da ninguna
infeccio´n. Es notorio que los infecciosos no migran a sitios donde solamente
hay susceptibles, lo cual es consecuencia de I en el te´rmino k1 (INx)x de las
ecuaciones (1.19).
1.3.4. Reaccio´n - Difusio´n
Los modelos de reaccio´n-difusio´n (RD) fueron desarrollados inicialmente en
a´reas como la cine´tica qu´ımica, donde a´tomos o mole´culas de sustancias mezcla-
das se difunden en el espacio y pueden reaccionar al estar cerca unas de otras.
Existen modelos en los que el espacio se modela como un continuo, los cuales
pueden ser construidos asignando una forma y volumen a cada part´ıcula; su evo-
lucio´n temporal es disen˜ada para imitar el movimiento browniano y las reacciones
esperadas de las part´ıculas, haciendo e´nfasis en que la reaccio´n se da cuando su
distancia entre reactivos es menor que algu´n valor umbral. El espacio tambie´n
puede ser representado de manera discreta, dividie´ndolo en celdas y distribuyen-
do las part´ıculas de las sustancias reactivas en cada una de las celdas. En cada
lugar se construye un conjunto de ecuaciones diferenciales (o diferencias) que
representan las reacciones de las sustancias dependiendo de la cantidad presente
en la celda; adema´s las sustancias reactivas y los productos de reaccio´n pueden
difundirse de una celda a las celdas vecinas.
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Las ecuaciones de reaccio´n en los modelos RD de cine´tica qu´ımica involucran
principios ba´sicos como la conservacio´n de la materia, la energ´ıa y el balance
estequiome´trico. Tambie´n contienen un conjunto de reglas de difusio´n, que go-
biernan el movimiento de sustancias entre celda y celda. Las sustancias pueden
ser representadas de manera discreta o continua, dentro de cada celda.
En estudios epidemiolo´gicos, un modelo de reaccio´n-difusio´n puede aplicarse
de la siguiente manera (Colizza et al., 2007): las part´ıculas que reaccionan re-
presentan individuos, cada celda representa una poblacio´n, un distrito, un barrio
o una ciudad. Las reglas de difusio´n imitan los patrones de migracio´n (transpor-
te) que los individuos siguen; las reglas de reaccio´n representan las interacciones
entre los individuos presentes en cada poblacio´n, como la transmisio´n de la enfer-
medad y la la recuperacio´n de los enfermos. Por ser orientados a poblaciones, los
modelos RD permiten tambie´n representar la estructura de las relaciones sociales
entre las diferentes poblaciones por medio de la construccio´n de una red comple-
ja. Por ejemplo, en una red de Watts-Strogatz cada nodo puede representar una
poblacio´n y los v´ınculos pueden representar patrones de transporte de individuos
entre las poblaciones (Colizza et al., 2007a).
Mientras las reglas de reaccio´n en un proceso de reaccio´n-difusio´n en cine´tica
qu´ımica pueden representar procesos variados y dis´ımiles, en epidemiolog´ıa so´lo se
requieren algunos procesos ba´sicos. Ejemplos de estos procesos son los siguientes:
Infeccio´n a una tasa ν: S + I
ν−→ I + I
Sanacio´n o recuperacio´n a una tasa δ: I
δ−→ S
Vacunacio´n de s susceptibles en un instante fijo de tiempo: sS → sR
Nacimientos de individuos susceptibles a una tasa α: N
α−→ N + S
Nacimientos de individuos infectados (transmisio´n vertical) a una tasa β:
I
β−→ I + I
Colizza et al. (2007a) desarrollaron un modelo de reaccio´n-difusio´n que in-
volucra redes complejas. En e´ste se construye una metapoblacio´n de V ciudades
representadas por nodos, unidas por una red de caminos; esta red tiene una es-
tructura heteroge´nea del tipo Scale-Free. En los nodos y caminos circulan N
part´ıculas que representan individuos y que pueden tener estado de salud S o I;
estas part´ıculas interactu´an entre si de manera homoge´nea dentro de cada nodo,
por medio del modelo compartimental SIS:
S + I
β−→I + I I µ−→S (1.22)
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Por medio de un conjunto de desarrollos teo´ricos y nume´ricos, Colizza y su
equipo encontraron regiones en el espacio de para´metros del modelo donde la
enfermedad infecciosa se extingue, y regiones donde e´sta presenta prevalencia.
Estas regiones esta´n delimitadas por umbrales, algunos de los cuales son calcu-
lados y determinados nume´ricamente por los investigadores.
En el trabajo mencionado se definen los procesos tipo I (1), en los cuales se
asume que dentro de cada nodo se dan todas las interacciones posibles entre
las part´ıculas, con lo cual la tasa de infeccio´n es β en la Ec. (1.22); tambie´n se
definen los procesos tipo II, en los que se supone que cada part´ıcula tiene un
conjunto limitado de contactos infecciosos con otras part´ıculas del nodo; en este
caso, la tasa de infeccio´n es reescalada por el nu´mero de part´ıculas en el i-e´simo
nodo, lo cual aparece en la Ec. (1.22). Usualmente observamos procesos de tipo
II en trabajos de campo en epidemiolog´ıa.
En este trabajo tambie´n se ha definido la movilidad de las part´ıculas depen-
diendo de su estado de salud. Se define que las part´ıculas en estado I pueden
moverse entre los nodos con probabilidad 1 en cada paso de tiempo. Esto es,
despue´s de cada proceso de reaccio´n cada part´ıcula infecciosa escoge al azar uno
de los ki enlaces que parten del i-e´simo nodo donde se encuentra la part´ıcula, y se
mueve a trave´s de este enlace hacia el nodo vecino. Existe tambie´n un para´metro
DA que permite el movimiento de individuos susceptibles entre nodos (DA = 1)
o hace que los susceptibles no migren (DA = 0).
La investigacio´n arroja algunos resultados interesantes: Por ejemplo, en los
procesos epide´micos de tipo I con DA = 0, en una escala temporal del orden
de 103 pasos de tiempo, se consigue en cada nodo de grado k una densidad
de susceptibles que es independiente de k. Dado que los individuos infecciosos
s´ı migran de nodo en nodo, la prevalencia de la enfermedad en cada nodo de-
pende de su grado ki. Cuando se permite la difusio´n de part´ıculas susceptibles
en procesos de tipo I, se observa que las densidades de part´ıculas S e I en cada
nodo tienen una dependencia lineal respecto al grado k. Esto significa que las
part´ıculas tienden a agruparse en las subpoblaciones mejor conectadas.
En los procesos de tipo II se observa que las densidades de part´ıculas sus-
ceptibles e infecciosas en cada nodo son lineales respecto a k, sin importar si las
part´ıculas susceptibles pueden migrar o no de nodo en nodo.
Tambie´n se observo´ en estas investigaciones la relacio´n entre algunas variables
del modelo y el umbral epide´mico. Por ejemplo, en los procesos denominados I
se hizo una prediccio´n teo´rica acerca del umbral epide´mico ρc y se encontro´ que
e´ste depende de la probabilidad de infeccio´n β, la probabilidad de recuperacio´n
µ y la variabilidad en la conectividad de la red compleja de subpoblaciones, de
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la siguiente manera para DA = 0:
ρc = µβ (1.23)
Para DA = 1:
ρc =
k¯2
〈k2〉
µ
β
(1.24)
1.3.5. Auto´matas celulares de gas en red
La te´cnica de simulacio´n denominada Lattice Gas Cellular Automaton LGCA
constituye otra manera de implementar el ana´lisis del espacio en un modelo
epide´mico. En los LGCAs se divide el espacio en celdas que contienen individuos
de la poblacio´n; las representaciones ma´s comunes son construidas con celdas
regulares, de igual forma y taman˜o, como se muestra en la Fig. 1.12.
Fig. 1.12. Ejemplos de celdas en un auto´mata celular gaseoso
en red. La celda central muestra algunos individuos susceptibles
( ), infecciosos ( ) y recuperados ( ).
El taman˜o de las celdas del modelo es escogido de tal manera que se puedan
hacer las aproximaciones que hemos estudiado en los modelos anteriores:
Homogeneidad en la cantidad de contactos infecciosos que tienen los indi-
viduos
Homogeneidad en el riesgo de contagio
De esta manera se puede estudiar la dina´mica de la enfermedad infecciosa
en el interior de una celda utilizando los modelos compartimentales cla´sicos de
la seccio´n 1.3.1. Adema´s de este comportamiento en el interior de cada celda,
los modelos LGCA incorporan patrones de transporte de individuos entre celdas
adyacentes; una representacio´n sencilla de estos patrones consiste en suponer
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que despue´s de que ocurre el proceso de infeccio´n se escoge al azar una celda
diferente para cada individuo y luego e´stos se desplazan a las celdas escogidas. En
general, un paso de tiempo en un modelo LGCA agrupa el proceso de infeccio´n
y el desplazamiento de todos los individuos del modelo.
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Fig. 1.13. Una solucio´n nume´rica de un auto´mata celular ga-
seoso en red (LGCA) con 16000 susceptibles y 100 infectados
Fuks´ y Lawniczak (2001). Se observa que en comparacio´n con la
aproximacio´n de campo medio la enfermedad tiene un menor im-
pacto sobre la poblacio´n, ya que el nu´mero ma´ximo de individuos
infecciosos es menor a lo calculado en campo medio.
(Fuks´ y Lawniczak, 2001) desarrollan un modelo epide´mico basado en un
auto´mata celular de gas en red hexagonal, en el que se introduce una enfermedad
infecciosa de tipo SIR. La primera parte de la investigacio´n consiste en usar una
aproximacio´n de campo medio para demostrar que las ecuaciones diferenciales
de Kermack y McKendrick se pueden aplicar tambie´n a este modelo LGCA.
A continuacio´n, por medio de un conjunto de simulaciones, se observa que el
auto´mata celular tiene menores tasas de infeccio´n y un impacto menor que la
teor´ıa de campo medio correspondiente, como se observa en el ejemplo de la Fig.
1.13.
Fuks´ y Lawniczak explican este resultado en que la teor´ıa de campo medio
asume que las interacciones entre los individuos son homoge´neas, mientras que el
modelo de LGCA tiene agregacio´n en sus poblaciones; por ejemplo, es probable
que alrededor de celdas con individuos infecciosos haya ma´s celdas con individuos
infecciosos, formando pequen˜os clusters de individuos infecciosos, as´ı como es
probable que en otras regiones del espacio haya solamente individuos susceptibles
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y retirados. Esta propiedad es una consecuencia de la limitada capacidad de
desplazamiento y la ausencia de interacciones de largo alcance.
En el mismo estudio se presentan los efectos de dos estrategias de vacunacio´n
aplicadas al modelo LGCA. En la primera estrategia, denominada Inmunizacio´n
Uniforme, se escoge un grupo de individuos susceptibles al azar y su estado es
cambiado a Retirado. En la segunda estrategia, denominada Barrera, se vacu-
na todos los susceptibles que se encuentran a una distancia fija del centro; en
efecto esto constituye una barrera circular. En ambos escenarios se permite que
la enfermedad se disemine en la poblacio´n, y una vez e´sta se ha extinguido, se
evalu´a el nu´mero de individuos que permanecieron en estado susceptible. Fuks´ y
Lawniczak concluyen que la estrategia de barrera es ma´s efectiva en minimizar
el impacto de la enfermedad infecciosa.
Finalmente, el trabajo presenta el problema de la permeabilidad de la es-
trategia de inmunizacio´n en barrera. En lugar de vacunar todos los individuos
de la barrera circular, se inmuniza solamente una fraccio´n f . Los investigadores
muestran por medio de simulaciones nume´ricas que el impacto epidemiolo´gi-
co esta´ correlacionado negativamente con la fraccio´n f . En conclusio´n, aunque
Fuks´ y Lawniczak aseveran que este modelo de auto´mata celular gaseoso en red
es sencillo, tambie´n resaltan la importancia de la mezcla entre los individuos y
los proceso de contacto como factores determinantes en la diseminacio´n de una
enfermedad.
En otro trabajo, Fuks´ et al. (2005) estudian el rol de las interacciones de
largo alcance en los procesos epide´micos. A partir de datos poblacionales de la
regio´n de Ontario, en Canada´, se construye un modelo SIR con una representacio´n
discreta del tiempo y del espacio. El espacio se representa por medio de grupos de
individuos cuyos taman˜os dependen de las densidades de poblacio´n registradas en
el censo; la enfermedad infecciosa se transmite por medio de enlaces entre grupos
vecinos e interacciones de largo alcance establecidas entre grupos escogidos al
azar en cada paso temporal.
Los hallazgos en este estudio son interesantes: En el caso de pocas interac-
ciones de largo alcance se observan correlaciones espaciales que indican que es
ma´s probable el feno´meno de agregacio´n o clustering de individuos infecciosos.
Dichas correlaciones pueden ser eliminadas si la estructura de interacciones de
corto alcance es ma´s o menos uniforme, es decir, si su variabilidad es pequen˜a
entre individuos. Tambie´n se consigue eliminar dichas correlaciones al aumentar
el nu´mero de interacciones de largo alcance, con lo cual los individuos infeccio-
sos se distribuyen de manera ma´s uniforme en la regio´n. Para esto se requerir´ıa
que ma´s del 77 % de los contactos de riesgo de cada individuo se den con otros
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sujetos ubicados al azar en la regio´n, en lugar de sus vecinos, lo cual es contrain-
tuitivo, ya que las interacciones sociales en su mayor´ıa son de corta distancia. Los
investigadores concluyen que en el estudio de brotes de influenza, el primer esce-
nario se presenta en pueblos relativamente incomunicados y pequen˜os, mientras
el segundo escenario corresponde a una metapoblacio´n con muchos individuos
que se transportan de una a otra ciudad.
1.3.6. Modelos epide´micos en redes complejas
Fig. 1.14. Esquema de un modelo epide´mico SIR en una red
compleja. Algunos individuos infecciosos ( ) transmiten la en-
fermedad a los susceptibles ( ) como indican las flechas, y un
individuo recuperado ( ) no recibe la infeccio´n.
En los u´ltimos an˜os se han desarrollado estrategias para incluir la estructura
de las poblaciones en los modelos epide´micos aqu´ı mencionados. Estas estrate-
gias han permitido mejorar la efectividad de los modelos en la prediccio´n del
comportamiento de enfermedades reales. Una de estas estrategias consiste en re-
presentar la poblacio´n como una red compleja, como se muestra en la figura 1.14.
En ella, los nodos representan individuos de la poblacio´n, mientras los v´ınculos
entre ellos representan las situaciones de contacto que permiten la transmisio´n de
la enfermedad modelada. Las flechas representan las posibilidades de transmisio´n
de la enfermedad; como vemos, so´lo se puede transmitir de individuos infeccio-
sos a individuos susceptibles, mientras el individuo retirado no puede adquirir la
infeccio´n.
El uso de redes complejas en la modelacio´n de procesos epide´micos presenta
una ventaja adicional: se pueden implementar estrategias de inmunizacio´n depen-
diendo de las condiciones individuales de los nodos; en diferentes publicaciones
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se ha estudiado co´mo las condiciones de inmunizacio´n de la poblacio´n afectan la
evolucio´n de la enfermedad (Pastor-Satorras y Vespignani, 2002).
Las formulaciones tradicionales y las nuevas estrategias de modelacio´n de
procesos epide´micos constituyen aproximaciones diferentes al mismo problema;
en la figura 1.15 se compara el comportamiento de los modelos de Kermack-
McKendrick (KM), una simulacio´n en red compleja de Watts-Strogatz(WS) y
en una red compleja de Baraba´si-Albert(BA), que representan una enfermedad
infecciosa de tipo SIR.
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Fig. 1.15. Cada modelo del proceso epide´mico SIR presenta di-
ferencias en sus resultados, a pesar de sus tendencias semejantes.
Estas simulaciones fueron desarrolladas en redes complejas con
100000 nodos y para´metros K = 3 (Watts-Strogatz) y m = 3
(Baraba´si).
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1.3.7. Teor´ıas de campo medio en redes complejas
Las teor´ıas de campo medio son estrategias de investigacio´n en diferentes
a´reas de la ciencia; estas teor´ıas facilitan el estudio de sistemas con muchos
cuerpos gracias a un conjunto de simplificaciones que se aplican sobre ellos. Una
de estas suposiciones consiste en que las interacciones entre los cuerpos son
reemplazadas por un potencial o un campo promedio que se aplica por igual a
todos ellos. Otra simplificacio´n consiste en que las teor´ıas de campo medio son
un l´ımite del sistema cuando el nu´mero de cuerpos que lo compone tiende a
infinito.
La aplicacio´n de teor´ıas de campo medio en epidemiolog´ıa de redes complejas
consiste en reemplazar las interacciones individuales de los nodos por una interac-
cio´n promedio, igual para todos ellos; la estructura de la poblacio´n se reemplaza
por una condicio´n de homogeneidad; en esto consisten los modelos epide´micos
como el propuesto por Kermack y McKendrick (1927), que se ha descrito en la
seccio´n 1.3.1.
En esta seccio´n presentamos una aplicacio´n de las teor´ıas de campo medio
en la formulacio´n de las distribuciones de conectividad de las redes complejas,
las cuales constituyen una caracterizacio´n importante de estos sistemas. En este
punto aclaramos que estas teor´ıas de campo medio se refieren exclusivamente
a la estructura de las redes complejas, pero estos conceptos pueden aplicarse a
otros aspectos de la modelacio´n con redes, como efectivamente hemos hecho en
esta investigacio´n (cap´ıtulo 2 en adelante).
Con respecto a la estructura de las redes complejas, las teor´ıas de campo
medio ma´s importantes permiten desarrollar una aproximacio´n continua a las
distribuciones de conectividad p(k), que se presentaron de forma simplificada en
las figuras 1.3, 1.5 y 1.7. En primer lugar, Barrat y Weigt (2000) desarrollaron
una teor´ıa de campo medio para la distribucio´n p(k) de la red compleja de Watts
y Strogatz, de la cual obtuvieron la distribucio´n
p(k) =
mı´n(k−K,K)∑
n=0
(
K
n
)
(1− pWS)n pK−nWS
(KpWS)
k−K−n
(k −K − n)! e
−pWSK (1.25)
para valores de k superiores a K. Para valores muy superiores, podemos com-
probar que esta suma se aproxima a una funcio´n exponencial e−ak.
Barrat y Weigt (2000) presentaron tambie´n la teor´ıa de campo medio que
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permite calcular p(k) para redes aleatorias puras:
p(k) = (2K)k
e−2K
k!
(1.26)
La figura 1.16 presenta esta aproximacio´n en una red de Watts y Strogatz con
un para´metro K = 3.
Por otra parte, Baraba´si et al. (1999) desarrollaron la teor´ıa de campo medio
para las redes complejas Scale-Free: las redes de Baraba´si-Albert y algunos casos
l´ımite. En esta publicacio´n se establece que la distribucio´n de probabilidad para
las redes Baraba´si-Albert se puede aproximar por
p(k) =
2m2(N −m− 1)
N
1
k3
. (1.27)
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Fig. 1.16. Puntos: distribuciones de conectividad en redes com-
plejas de Watts-Strogatz de 1000 nodos. L´ıneas punteadas: dis-
tribuciones de conectividad exponencial de la Ec. (1.25).
La Fig. 1.17, ilustra la pendiente de la aproximacio´n de campo medio y las
distribuciones de conectividad de diferentes redes de Baraba´si-Albert. De esta
figura puede verse que para mayores valores de m se obtienen distribuciones de
conectividad cuya pendiente se acerca a la Ec. (1.27).
Se pueden formular teor´ıas de campo medio (Pastor-Satorras y Vespignani,
2001b) para encontrar anal´ıticamente el punto cr´ıtico de transicio´n de fase de
percolacio´n en redes complejas. En la seccio´n 1.4 veremos brevemente la teor´ıa
para percolacio´n, que constituye una parte importante de este trabajo.
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Fig. 1.17. L´ınea punteada: aproximacio´n de campo medio de
la Ec. (1.27). L´ıneas continuas: distribuciones de conectividad de
redes de Baraba´si-Albert para diferentes valores de m; de abajo
hacia arriba, m = 3,m = 4, . . . ,m = 12. Para cada valor de m
se generaron 7 redes complejas de 10000 nodos.
En esta tesis presentaremos un conjunto de teor´ıas de campo medio que
aplicaremos al estudio del comportamiento de enfermedades infecciosas en una
metapoblacio´n.
1.3.8. Percolacio´n
La percolacio´n es un feno´meno estudiado en qu´ımica y ciencias de materiales;
consiste en el movimiento y filtrado de l´ıquidos a trave´s de materiales porosos.
Los modelos matema´ticos desarrollados alrededor de la percolacio´n han permitido
predecir y mejorar la productividad de pozos de gas natural, petro´leo, te´cnicas de
cromatograf´ıa, redes de resistores y flujo de l´ıquidos o electricidad en materiales.
En epidemiolog´ıa es posible estudiar la percolacio´n en redes regulares o redes
complejas de individuos. Diferentes publicaciones han abordado en profundidad
la percolacio´n en redes complejas de tipo Small World (Newman et al., 2002) y
espec´ıficamente Watts-Strogatz (Moore y Newman, 2000; Sander et al., 2002;
Newman y Watts, 1999). El esquema simplificado de la Fig. 1.19 muestra ejem-
plos sencillos de la estructura de una poblacio´n y sus efectos sobre la percolacio´n
de una enfermedad infecciosa de tipo SIR: a la izquierda, la percolacio´n de sitio:
los individuos infecciosos en la parte superior de la red transmiten la enfermedad
a los susceptibles que se encuentran en la red, pero la infeccio´n es no puede tras-
pasar la barrera de individuos que han sido previamente inmunizados (marcados
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como retirados) y el conjunto de individuos susceptibles de la parte inferior de la
red no son afectados por la enfermedad. A la derecha, la percolacio´n de enlace:
debido a la eliminacio´n de los contactos en la mitad de la red, la enfermedad no
puede alcanzar a toda la poblacio´n susceptible.
Fig. 1.18. Simulacio´n del proceso de percolacio´n en un mate-
rial. La fuerza que mueve al l´ıquido va dirigida hacia la derecha.
Reproducido de Wilensky (1998).
Fig. 1.19. Ejemplos simplificados del concepto de percolacio´n
en redes regulares. La inmunizacio´n de individuos (izquierda) y
eliminacio´n de enlaces (derecha) pueden impedir la percolacio´n
de la infeccio´n en una red regular. : susceptibles; : infecciosos;
: retirados por inmunizacio´n.
A diferencia de los ejemplos de la Fig. 1.19, las aplicaciones de percolacio´n
en epidemiolog´ıa se han interesado ma´s por la inmunizacio´n de individuos esco-
gidos al azar en la poblacio´n, y la eliminacio´n de contactos epide´micos de forma
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aleatoria. En estas publicaciones se han calculado escenarios en los que despue´s
de la extincio´n de la enfermedad infecciosa SIR algunos individuos quedan en
estado susceptible (no hay percolacio´n), y otros escenarios en los que toda la po-
blacio´n ha sido afectada (s´ı hay percolacio´n). Las investigaciones han calculado
escenarios especiales denominados puntos cr´ıticos, a trave´s de los cuales ocurren
transiciones de fase entre el estado de no percolacio´n y el estado de percolacio´n
(Marro y Dickman, 1999). La seccio´n 1.4.1 presentara´ la aplicacio´n de esta teor´ıa
en el a´rea espec´ıfica de los brotes epide´micos en redes complejas.
1.3.9. Meca´nica estad´ıstica en modelos epide´micos
En esta seccio´n discutimos algunos conceptos de meca´nica estad´ıstica que
han sido aplicados en otros modelos, y que resultan u´tiles en el desarrollo de este
trabajo. Las aplicaciones en modelos macrosco´picos han sido publicadas desde
hace varias de´cadas, mientras los estudios estad´ısticos sobre redes y otros siste-
mas discretos han sido recientes, debido en parte a la disponibilidad de me´todos
computacionales que requieren un poder de ca´lculo considerable.
Existe un conjunto considerable de procesos biolo´gicos y qu´ımicos que se
estudian por medio de un modelo abierto al cual suministran continuamente
reactivos y se retiran productos de reaccio´n, con el propo´sito de mantener un es-
tado estacionario fuera del equilibrio. El estudio de estos sistemas ideales ayuda
a entender la formacio´n y evolucio´n de estructuras biolo´gicas o qu´ımicas comple-
jas; por esto un aspecto importante de estas investigaciones es la incorporacio´n
de feno´menos de transporte. Los modelos que incorporan reaccio´n y difusio´n son
relevantes tambie´n en f´ısica y otras disciplinas (Marro y Dickman, 1999). De
la misma manera, los problemas de epidemiolog´ıa pueden ser representados por
estos modelos, donde la reaccio´n es la transmisio´n de la enfermedad y la difusio´n
depende del estado de salud de los individuos.
En el caso particular de los modelos epide´micos SIS, aparece una dina´mica
especial fuera del equilibrio; esta dina´mica consiste en la reaccio´n de individuos
I y S para crear nuevos estados infecciosos; eventualmente, los individuos I se
transforman en S, alimentando continuamente la reaccio´n. Por esto, a pesar de
que en la fase activa puede alcanzarse una prevalencia de la enfermedad que
es un estado estacionario, no se considera que se este´ en equilibrio debido a la
continua creacio´n de individuos en uno y otro estado. El estudio pionero en esta
clase de modelos es el proceso de contacto, disen˜ado por Harris (1974) y ha
servido como fundamento para abordar diferentes problemas fuera del equilibrio
(Marro y Dickman, 1999). Este modelo tambie´n contribuye al estudio que se
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hace en el presente trabajo.
1.3.10. Meca´nica estad´ıstica en redes complejas
Por otra parte, diferentes publicaciones se han dedicado a la aplicacio´n de
conceptos de meca´nica estad´ıstica a feno´menos en redes y, en algunos casos,
redes complejas. En esta seccio´n abordaremos un problema representativo que
involucra las redes complejas de Baraba´si. La seccio´n 1.4 presentara´ otros avances
en esta relacio´n entre la meca´nica estad´ıstica, las redes complejas y los feno´menos
epide´micos.
Bianconi y Baraba´si (2001) investigan la condensacio´n de Bose-Einstein en
una red compleja construida con un algoritmo parecido al de Baraba´si-Albert de
la seccio´n 1.2.3. Durante la construccio´n esta red compleja, antes de conectar
un nuevo nodo i se le asigna un te´rmino ηi de sociabilidad (fitness) obtenido
de una distribucio´n de probabilidad ρ (η), de tal manera que la probabilidad de
conexio´n de la Ec. (1.6) se reescribe como
pi =
ηiki∑
j ηjkj
. (1.28)
La asociacio´n del ensamble gran cano´nico a esta red compleja comienza con la
asignacio´n de una energ´ıa i a cada nodo, de acuerdo con su sociabilidad:
i = − 1
β
log ηi, (1.29)
donde T = 1/β es un para´metro de temperatura. Dado que η es aleatoriamente
determinado para cada nodo, el valor de i tambie´n es aleatorio, y su distribucio´n
de probabilidad esta´ dada por g () = βρ
(
e−β
)
e−β.
Cada enlace entre dos nodos i y j es interpretado como la presencia de
dos part´ıculas en el sistema estad´ıstico asociado, una part´ıcula tiene energ´ıa i
y la otra tiene energ´ıa j. Las part´ıculas no tienen interacciones entre s´ı y no
tienen capacidad de cambiar su energ´ıa. La red compleja tiene una dina´mica de
agregacio´n de nodos, que consiste en que cada instante de tiempo ti se an˜ade un
nuevo nodo i a la red, con energ´ıa i que esta´ ocupada por ki = m part´ıculas,
y de ese momento en adelante el nivel de energ´ıa recibe nuevas part´ıculas de
acuerdo a
∂ki (j, t, ti)
∂t
= mpi = m
e−βiki (i, t, ti)
Zt
, ki (j, ti, ti) = m, (1.30)
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donde se ha definido la funcio´n de particio´n
ZT =
t∑
j=1
e−βjkj (j, t, tj) . (1.31)
Como solucio´n a este sistema de ecuaciones diferenciales acopladas, se asume
que la conectividad de los nodos se incrementa con el tiempo en la forma
ki = m
(
t
ti
)f(i)
(1.32)
donde f (i) > 0 es un exponente dependiente de la energ´ıa. De aqu´ı se puede
calcular el promedio de la funcio´n de particio´n sobre la distribucio´n de energ´ıa
g ():
〈Zt〉 =
∫
g ()
∫ t
1
e−βk (, t, τ) dτd (1.33)
=m
∫
g () e−βtf()
∫ t
1
τ−f()dτd (1.34)
=m
∫
g ()
e−βtf()
1− f ()
(
t1−f() − 1) d (1.35)
=m
∫
g ()
e−β
1− f ()t
(
1− tf()−1) d (1.36)
≈mtz−1, (1.37)
donde z es la fugacidad:
1
z
=
∫
g ()
e−β
1− f ()d (1.38)
De la fugacidad se calcula el potencial qu´ımico µ:
eβµ =
1
z
= l´ım
t→∞
〈Zt〉
mt
(1.39)
Un proceso de autoconsistencia en el que se encuentra el exponente
f () =e−β(−µ) (1.40)
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permite reescribir el potencial qu´ımico como la solucio´n de la integral
I (β, µ) =
∫
g ()
1
eβ(−µ) − 1d = 1. (1.41)
El sistema estad´ıstico construido carece de equilibrio termodina´mico: En un gas
cua´ntico, las part´ıculas pueden cambiar de energ´ıa y estabilizarse con base en
la temperatura, y el nu´mero de niveles de energ´ıa disponibles es constante. En
contraste, en este sistema las part´ıculas permanecen en sus niveles de energ´ıa
asignados y el nu´mero de niveles de energ´ıa var´ıa linealmente con el tiempo.
Ignorando estos dos problemas, los autores asocian la integral I (β, µ) con la
siguiente integral para gases ideales de volumen unidad:∫
g ()n () d = 1, (1.42)
donde n () es la ocupacio´n del nivel de energ´ıa . De la integral I (β, µ) se asocia
n () =
1
eβ(−µ) − 1 , (1.43)
lo cual indica que el sistema estad´ıstico evoluciona hacia un gas de Bose, y que
en el l´ımite termodina´mico t→∞ los dos problemas de equilibrio son resueltos
por la tendencia estacionaria de la distribucio´n de nu´meros de ocupacio´n.
Las soluciones a las anteriores ecuaciones existen so´lo para los valores de µ
que satisfacen la ecuacio´n (1.41). Sin embargo, el ma´ximo valor de I (β, µ) se
alcanza en µ = 0, por lo cual la ecuacio´n (1.41) puede no tener solucio´n depen-
diendo solamente de β y g (). La existencia de reg´ımenes donde hay solucio´n y
donde no hay solucio´n es una caracter´ıstica de la condensacio´n de Bose-Einstein,
y la presencia de una transicio´n de fase entre los dos reg´ımenes. Debido a la
conservacio´n de masa, el sistema tiene 2mt part´ıculas distribuidas en t niveles
de energ´ıa:
2mt =
t∑
τ=0
k (τ , t, τ) = mt+mtI (β, µ) (1.44)
Pero dado que el integrando de I (β, µ) es positivo, puede darse el caso I (β, µ) <
1 con lo que
2mt =mt+mtI (β, µ) + n0 (β) , (1.45)
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donde n0 (β) esta´ dado por
n0(β)
mt
= 1− I (β, 0) . (1.46)
La aparicio´n de esta fraccio´n fija de part´ıculas en el nivel de energ´ıa ma´s bajo,
independientemente del taman˜o de la red compleja, representa justamente la
condensacio´n de Bose-Einstein (Huang, 1987). De esta manera se distinguen
tres fases en el sistema estad´ıstico:
Fase libre de escala en la que todos los nodos tienen sociabilidad 1. El modelo
se reduce a una red compleja de Baraba´si. En este caso, ρ (η) = δ (η − 1),
ρ () = δ (), f () = 1/2 y ki/mt ∼ t−1/2 para cualquier nodo. Esto
u´ltimo indica que el nodo mejor conectado tiene una fraccio´n de enlaces que
tiende a cero cuando el taman˜o de la red tiende a infinito. La distribucio´n
de conectividad, como se ha descrito en la ecuacio´n (1.8), es proporcional
a k−3.
Fase de mejor sociabilidad en la que hay solucio´n para la ecuacio´n (1.41). El
exponente f () es ma´s grande para los nodos ma´s sociables y estos pueden
adquirir enlaces con mejor frecuencia que algunos nodos viejos, menos
sociables. El nodo con mejor sociabilidad adquiere una fraccio´n de enlaces
k (m´ın, t) /ml ∼ tf(m´ın)−1 que tiende a cero en el l´ımite termodina´mico.
La distribucio´n de conectividad es proporcional a k−γ, γ > 0.
Condensacio´n de Bose-Einstein cuando no hay solucio´n para la integral I de
la ecuacio´n (1.41) y no hay autoconsistencia en los sistemas de ecuaciones
calculados para la red compleja. En el nivel de energ´ıa m´ın aparece una
fraccio´n fija de part´ıculas n0(β)/mt.
La investigacio´n de Bianconi y Baraba´si (2001) concluye con la determinacio´n
de la transicio´n de fase para una distribucio´n de energ´ıa particular g ().
1.4. Estado del Arte
En esta seccio´n abordaremos avances en la investigacio´n de procesos epide´mi-
cos, y los resultados de algunas publicaciones que combinan conceptos que hemos
presentado en los cap´ıtulos anteriores.
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1.4.1. Transiciones de fase en redes complejas
Pastor-Satorras y Vespignani (2001) desarrollan una teor´ıa de campo medio
para la percolacio´n de un brote epide´mico SIS en redes complejas. En primer
lugar se estudian los reg´ımenes de prevalencia o extincio´n de la enfermedad en
la teor´ıa de campo medio de la Ec. (1.11), con una probabilidad de recuperacio´n
pr = 1, con lo cual se obtiene la ecuacio´n (1.14) y el punto cr´ıtico pc = k¯
−1. A
continuacio´n se calcula de manera anal´ıtica los reg´ımenes de la enfermedad en
redes infecciosas de Watts-Strogatz, con la aproximacio´n de la distribucio´n de
conectividad por medio de la distribucio´n constante correspondiente al modelo
de Kermack y McKendrick. De esta manera, el punto cr´ıtico es parecido en los
dos modelos, como muestra la figura 1.20.
Pastor-Satorras y Vespignani (2001) calculan la prevalencia en redes com-
plejas de Baraba´si-Albert y anal´ıticamente concluyen que no hay escenarios para
la extincio´n de la enfermedad. Adema´s se estudian variaciones al algoritmo, que
permiten la construccio´n de redes complejas de tipo Scale-Free con diferentes
distribuciones de conectividad. Dependiendo de dichas distribuciones, los autores
concluyen que es posible recobrar dos reg´ımenes y una transicio´n de fase para un
conjunto de redes complejas Scale-Free.
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Fig. 1.20. Fraccio´n de individuos infectados ρ en escalas de
tiempo grandes como funcio´n de la probabilidad de infeccio´n pI ,
para el modelo de Kermack y McKendrick, redes complejas de
Watts-Strogatz y Baraba´si-Albert. Se observa que en el u´ltimo
caso hay un solo re´gimen, que consiste en la prevalencia de la
enfermedad (Pastor-Satorras y Vespignani, 2001)
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Fig. 1.21. El punto cr´ıtico en redes regulares con un conjunto de
atajos. Los puntos representan resultados de simulacio´n mientras
las l´ıneas representan las aproximaciones anal´ıticas por medio de
teor´ıas de campo medio (Moore y Newman, 2000)
Moore y Newman (2000) tambie´n estudian el feno´meno de percolacio´n en
una red de tipo Small-World basada en una red regular con un nu´mero de enlaces
entre nodos lejanos; la red regular es construida de la misma manera que se inicia
la construccio´n de las redes de Watts-Strogatz, como la Fig. 1.5 con pWS = 0.
En este trabajo se desarrollan las teor´ıas de percolacio´n de sitio y percolacio´n de
enlace usando una teor´ıa de campo medio formulada con la probabilidad de que
un nodo escogido al azar tenga v´ınculos con nodos lejanos. En esta aproxima-
cio´n se calculan los puntos cr´ıticos de transicio´n de fase en ambos procesos de
percolacio´n; luego se presenta la teor´ıa para una combinacio´n de percolacio´n de
sitio y enlace, y reproducciones de estos resultados por medio de simulaciones
nume´ricas como se observa en la figura 1.21.
Bogun˜a´ y Pastor-Satorras (2002) estudian la estructura de las redes complejas
y el rol de las correlaciones en la diseminacio´n de enfermedades infecciosas de
tipo SIS. Para esto consideran dos algoritmos de construccio´n de redes complejas
que no hacen parte del enfoque del presente trabajo: El algoritmo de Callaway
et al. (2001) y el de Molloy y Reed (1995). En estas dos construcciones tambie´n
se encuentran transiciones de fase entre estados de prevalencia y extincio´n de la
enfermedad infecciosa.
Barthe´lemy et al. (2005) desarrollan un conjunto de ana´lisis minuciosos de
la dina´mica de epidemias SIS y SIR en redes complejas del tipo libre de escala.
Por medio de un conjunto de teor´ıas de campo medio, encuentran el tiempo de
relajacio´n de epidemias en una poblacio´n, esto es, una expresio´n del tiempo t´ıpico
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que toma a la densidad de individuos infecciosos alcanzar un valor constante. Por
medio de simulaciones se confirmaron estas predicciones, y adema´s se estable-
cio´ un me´todo para relacionar las predicciones promedio que arrojan los me´todos
nume´ricos con series de tiempo individuales obtenidas en trabajo de campo, en
las cuales no es fa´cil obtener muestras estad´ısticamente significativas.
Hay publicaciones que abordan otras combinaciones posibles de redes com-
plejas y feno´menos estad´ısticos. Entre ellos, Burioni et al. (2001) estudia la
condensacio´n de Bose-Einstein en una red compleja bidimensional, Newman et
al. (2002) estudian la transicio´n de fase entre estados de extincio´n y percola-
cio´n de una enfermedad infecciosa en una red compleja bidimensional de tipo
Small-World y Kamp y Bornholdt (2002) estudian la transicio´n de fase de perco-
lacio´n que determina la duracio´n de la incubacio´n del virus del SIDA en el cuerpo
humano.
1.4.2. Transiciones de fase en modelos de Reaccio´n-Difusio´n
Recientemente, Colizza et al. (2007a) desarrollaron un estudio de propaga-
cio´n en una metapoblacio´n: se construye una red compleja de poblaciones, las
cuales esta´n habitadas por part´ıculas de dos clases: A y B. Estas part´ıculas repre-
sentan a´tomos o mole´culas de dos sustancias diferentes que tienen la capacidad
de reaccionar; Mientras las part´ıculas B siempre se movilizan hacia otra pobla-
cio´n escogida al azar, las part´ıculas A pueden moverse o permanecer esta´ticas
en la poblacio´n a la que pertenecen. En cada poblacio´n ocurren las siguientes
reacciones en cada instante de tiempo:
B →A B + A =2B (1.47)
En primer lugar se introduce una teor´ıa de campo medio para la densidad de
part´ıculas en las poblaciones, y luego se calculan las condiciones en las cuales
las part´ıculas B se extinguen por completo o permanecen en el sistema. En
este estudio se encuentran tambie´n reg´ımenes de prevalencia y extincio´n de la
enfermedad, con lo cual aparece un punto cr´ıtico que depende de la movilidad de
las part´ıculas y la distribucio´n de conectividad. Tambie´n se encuentra que en el
caso de part´ıculas A inmo´viles el sistema se estabiliza a una densidad constante
de part´ıculas A en cada poblacio´n y una densidad de part´ıculas B que depende
linealmente de la conectividad de cada poblacio´n; en el caso de part´ıculas mo´viles
hay densidades de part´ıculas A y B que dependen linealmente de la conectividad.
Colizza y Vespignani (2007b) desarrollan un modelo de reaccio´n-difusio´n para
describir la dina´mica de una enfermedad infecciosa de tipo SIR en una metapo-
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blacio´n. Crean una red aleatoria pura de poblaciones y en cada una de ellas
ubican un conjunto de individuos mo´viles, con una probabilidad p de moverse de
una poblacio´n a otra. Los individuos infecciosos transmiten la enfermedad a los
susceptibles que se encuentran en la misma ciudad por medio de una ecuacio´n
de reaccio´n semejante a la Ec. (1.47):
I →R I + S =2I. (1.48)
Por medio de una teor´ıa de campo medio y un conjunto de simulaciones, Colizza
y Vespignani (2007b) encuentran que existe un valor cr´ıtico de p por debajo del
cual no hay prevalencia de la enfermedad en ninguna poblacio´n.
1.4.3. Metapoblaciones y procesos epide´micos
Watts et al. (2005) desarrollan una aproximacio´n jera´rquica a las metapobla-
ciones mediante la creacio´n de un a´rbol; en sus puntas se ubican las subpobla-
ciones de individuos donde tienen lugar procesos epide´micos SIR tradicionales;
Con cierta probabilidad p, cada individuo abandona la subpoblacio´n donde se
encuentra y entra en otra subpoblacio´n con una probabilidad q que disminuye
al aumentar el nu´mero de ramas que debe recorrer entre las dos poblaciones.
En esta jerarqu´ıa, la probabilidad p es la misma para todos los individuos y la
probabilidad q depende so´lo de la distancia entre las poblaciones. Un resultado
de las simulaciones en la jerarqu´ıa es la resurgencia de la enfermedad, consisten-
te en que bajo ciertas condiciones la enfermedad encuentra permanentemente
la forma de llegar a nuevos sitios donde se encuentran individuos susceptibles,
escapando a las medidas de erradicacio´n presentes. En este trabajo, los autores
resaltan la importancia de reproducir el comportamiento estoca´stico de los bro-
tes epide´micos: En cualquier trabajo de campo se encuentra que el taman˜o de
la poblacio´n afectada por una enfermedad infecciosa cambia cada an˜o, a pesar
de haber condiciones semejantes en los hogares. Esto no permite predecir con
exactitud el impacto que tendra´ un brote epide´mico en una temporada espec´ıfica.
Xia et al. (2004) Introducen un modelo de metapoblaciones basado en una
interaccio´n de tipo gravitacional entre las poblaciones; esto es, el movimiento de
individuos de una poblacio´n a otra en cada instante de tiempo viene dado por
mj→k(t) ∝ N
τ1
k (t)N
τ2
k (t)
dρjk
, (1.49)
donde Ni(t) es el nu´mero de individuos en la poblacio´n i en el instante de tiempo
t, djk es la distancia entre las dos poblaciones y los exponentes ρ, τ1, τ2 son posi-
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tivos. Esta estrategia de acoplamiento responde a la observacio´n de que es mayor
el flujo de personas entre dos ciudades cuando e´stas son cercanas y numerosas.
Como resultado de la simulacio´n de procesos epide´micos en una metapoblacio´n
de esta clase, se observa que la correlacio´n entre los procesos locales es mu-
cho ma´s alta en ciudades cercanas entre s´ı; las ciudades perife´ricas tienen ciclos
irregulares en el tiempo, generalmente acompan˜ados de largos periodos de ex-
tincio´n de la enfermedad. Estos ana´lisis fueron aplicados a brotes epide´micos de
sarampio´n en Inglaterra y Gales, con resultados similares a los datos de campo.
Cap´ıtulo 2
Los modelos
En este trabajo de investigacio´n se ha desarrollado un sencillo modelo de
metapoblacio´n basado en redes complejas, y se ha estudiado la dina´mica de
transmisio´n de una enfermedad infecciosa de tipo SIS+R por medio de teor´ıas
de campo medio y simulaciones nume´ricas. El estudio abarca la dina´mica intra-
poblacional y la dina´mica inter-poblacional de la infeccio´n.
Espec´ıficamente, se establecio´ el efecto de la estructura de la metapoblacio´n
sobre la evolucio´n de la infeccio´n en los tiempos iniciales, y se comparo´ con
estudios anteriores realizados por Pastor-Satorras y Vespignani (2001). Se deter-
minaron los puntos cr´ıticos de transicio´n entre estados de extincio´n y prevalencia
de la enfermedad, y se han comparado estos puntos cr´ıticos con estudios anterio-
res de percolacio´n en procesos epide´micos (Pastor-Satorras y Vespignani, 2001)
y de estrategias de inmunizacio´n en epidemias (Pastor-Satorras y Vespignani,
2002).
Por medio de una publicacio´n, se pretende hacer una contribucio´n al estudio
de metapoblaciones por medio de redes complejas para epidemiolog´ıa y para f´ısica
(Correa et al., 2010).
2.1. La Metapoblacio´n
Conside´rese una metapoblacio´n compuesta por dos redes complejas de per-
sonas; las redes representan dos ciudades, con el mismo taman˜o e igual distribu-
cio´n de conectividad, construidas usando el algoritmo de Watts y Strogatz de la
seccio´n 1.2.2. Para representar contactos sociales entre las ciudades, establece-
mos v´ınculos aleatorios entre individuos. Puede interpretarse que estos v´ınculos
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aleatorios representan los patrones de transporte que aparecen entre ciudades
cercanas.
Ciudad 0 Ciudad 1
Red compleja
Watts-Strogatz
Red compleja
Watts-Strogatz
Enlaces
Aleatorios
Fig. 2.1. Esquema de la metapoblacio´n objeto de estudio.
En esta metapoblacio´n introducimos una enfermedad infecciosa de tipo SIS
y un conjunto de individuos inmunizados en el estado R (modelo SIS+R), con
el propo´sito de estudiar co´mo es afectada la dina´mica epide´mica debido a la
estructura de metapoblacio´n. La metapoblacio´n construida tiene los siguientes
para´metros: El para´metro K del algoritmo de Watts-Strogatz, el nu´mero de
individuos que reside en cada ciudad, el nu´mero de enlaces entre las ciudades y
la fraccio´n de individuos inmunizados. Un bajo nu´mero de para´metros nos permite
hacer un ana´lisis ma´s concreto del sistema.
En el sistema estudiado, cada ciudad es un conjunto de individuos unidos por
enlaces establecidos siguiendo el algoritmo de Watts y Strogatz (1998). Tambie´n
se establece un conjunto de enlaces que unen individuos escogidos al azar en
cada poblacio´n. El conjunto de individuos y enlaces permanece fijo durante toda
la simulacio´n. Llamamos realizacio´n de la metapoblacio´n a la estructura cons-
truida; debido a que la estructura de la metapoblacio´n es obtenida por me´todos
aleatorios, los resultados de las simulaciones var´ıan de una a otra realizacio´n, por
lo que es conveniente estudiar el promedio de los resultados sobre un conjunto
del orden de 103 realizaciones de la metapoblacio´n o ma´s.
El proceso que simularemos en este trabajo es la evolucio´n de una enfermedad
infecciosa de tipo SIS, donde algunos de los individuos son inmunizados en el
estado R (modelo SIS+R). A trave´s de los enlaces construidos entre los individuos
de la metapoblacio´n, el agente infeccioso puede transmitirse de un individuo a
otro, con la misma probabilidad pI de transmisio´n para cualquier enlace. Como
se vera´ en este trabajo, la estructura de las redes complejas afecta la dina´mica
de la enfermedad infecciosa.
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2.2. Regla de Infeccio´n
En un modelo epide´mico existe un conjunto de reglas para el cambio del esta-
do de salud de un individuo; por ejemplo, las reglas de recuperacio´n representan
las condiciones bajo las cuales un individuo deja de sufrir la enfermedad, como
pueden ser el paso de un tiempo definido, la aplicacio´n de una medicina, el aisla-
miento, el tratamiento sintoma´tico, etc. El individuo susceptible esta´ sometido a
reglas de infeccio´n, que en general incluyen el contacto con individuos infecciosos
y algunos factores fisiolo´gicos. A continuacio´n presentamos dos reglas de infec-
cio´n que hemos empleado en las simulaciones de epidemias en metapoblaciones.
pi = 1− (1− pI)Ii
pI pI
pI
pi = pI
i iIi = 2
Fig. 2.2. Dos posibles reglas que definen la probabilidad pi de
que el i-e´simo nodo de una red compleja, en estado susceptible
( ), se convierta en infeccioso ( ). Los individuos inmunizados
o retirados ( ) no tienen efecto sobre la infeccio´n del individuo
i. A la izquierda, regla de infeccio´n acumulativa, o falta de in-
munidad temporal. A la derecha, regla de infeccio´n usada por
Pastor-Satorras y Vespignani (2001), que representa inmunidad
temporal.
La Fig. 2.2 ilustra la regla de infeccio´n que se ha propuesto en este trabajo y
la regla usada por Pastor-Satorras y Vespignani (2001). All´ı se aprecia un nodo
susceptible conectado con varios nodos, de los cuales algunos son infecciosos. En
cada paso de simulacio´n (con el cual se puede representar un d´ıa u otra unidad de
tiempo), cada nodo susceptible evalu´a si se cumple una condicio´n espec´ıfica que
le llevara´ a estar infectado de ese momento en adelante. A continuacio´n aparece
la descripcio´n de la condicio´n en cada una de las dos reglas.
La regla usada en este proyecto, que denominaremos regla de infeccio´n acu-
mulativa, considera que los enlaces transmiten la enfermedad de manera inde-
pendiente. En la Fig. 2.2 vemos que cada nodo infeccioso puede transmitir la
enfermedad con una probabilidad pI . En este caso, el nodo susceptible tiene dos
oportunidades independientes de quedar infectado, por estar conectado a dos in-
dividuos infecciosos (Ii = 2); en cada una de estas oportunidades la probabilidad
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de recibir el agente infeccioso es pI , y la probabilidad de no recibirlo es 1−pI . De
aqu´ı se obtiene que la probabilidad con la que el nodo susceptible consigue per-
manecer en el mismo estado es (1−pi)2. En un caso ma´s general, la probabilidad
de continuar en el estado susceptible es (1− pI)Ii . As´ı, la probabilidad que tiene
el individuo susceptible en convertirse en infeccioso es igual a pi = 1− (1−pI)Ii .
Como vemos, esta probabilidad es dependiente del nu´mero de enlaces que tiene
el nodo susceptible con nodos infecciosos.
A la derecha de la Fig. 2.2 se ilustra la regla de infeccio´n propuesta por Pastor-
Satorras y Vespignani; en ella se observa que un nodo susceptible se infecta con
una probabilidad pi independiente del nu´mero de nodos infecciosos conectados
a e´l; en otras palabras, la probabilidad individual de infeccio´n es pI si hay uno o
ma´s nodos infecciosos enlazados con el nodo susceptible actual, y si no hay nodos
vecinos infecciosos dicha probabilidad es 0. En esta aproximacio´n se observa que
los susceptibles que sostienen contactos ma´s frecuentes con infecciosos tienen la
misma probabilidad de infeccio´n que individuos que sostienen contacto so´lo con
un infeccioso.
Fisiolo´gicamente puede interpretarse la regla de infeccio´n de Pastor-Satorras
y Vespignani como que el individuo susceptible desarrolla inmunidad temporal
despue´s del primer contacto infeccioso del paso de simulacio´n, que impide infec-
ciones en el resto de este paso. En contraste, la regla de infeccio´n acumulativa
puede interpretarse como que el individuo susceptible no desarrolla ninguna inmu-
nidad temporal y cada oportunidad de infeccio´n es tan probable como la anterior.
Estas dos aproximaciones corresponden entonces a dos casos muy diferentes del
comportamiento real de infecciones en seres vivos.
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2.3. Propiedades a medir en la metapoblacio´n
En esta seccio´n definiremos los observables del sistema, las propiedades que
sera´ u´til calcular en la aproximacio´n anal´ıtica del problema y las variables que
se medira´n en las simulaciones. En primer lugar, las fracciones o densidades de
poblacio´n susceptible, infecciosa y retirada. en lugar de estudiar cantidades de
individuos, la utilidad de medir densidades de estas poblaciones en la etapa de
simulacio´n permite comparar ra´pidamente estos resultados con las fracciones
calculadas en las aproximaciones anal´ıticas, que en principio son independientes
del taman˜o del sistema (S + I + R = 1). Adema´s definimos las fracciones de
poblaciones para cada ciudad, con las notaciones S0, S1, I0, I1, R0, R1 para la
ciudad 0 y la ciudad 1.
Tambie´n se mide en este trabajo la prevalencia de la enfermedad infecciosa
en la metapoblacio´n, despue´s de que la simulacio´n se ha estabilizado con frac-
ciones ma´s o menos constantes de individuos susceptibles e infectados. As´ı la
prevalencia es la densidad de individuos infecciosos medida en el sistema en es-
tado estacionario. En la aproximacio´n anal´ıtica, la prevalencia sera´ el l´ımite de I
cuando el tiempo tiende a infinito.
Conside´rese una metapoblacio´n consistente en dos ciudades de las cuales la
segunda esta´ completamente libre de la enfermedad. Definimos el retraso como
el nu´mero de pasos de simulacio´n necesarios para que la enfermedad llegue a la
segunda ciudad procedente de la primera. Hay una debilidad en esta definicio´n: Si
se considera que la enfermedad ha llegado a la otra ciudad debido a la aparicio´n
del primer individuo infeccioso en la misma, es posible que en el siguiente paso
de simulacio´n este individuo se recupere de la enfermedad sin infectar a nadie
ma´s, es decir, la enfermedad deja de manifestarse en la ciudad. Para evitar esta
ambigu¨edad en el concepto, establecemos un umbral (arbitrario) de 0.4 para la
fraccio´n de individuos infecciosos en cada ciudad. As´ı, definimos el retraso como
el nu´mero de d´ıas que transcurren entre el sobrepaso del umbral en la ciudad 1
y el sobrepaso del umbral en la ciudad 2.
2.4. Teor´ıa de campo medio
En esta seccio´n se describe una aproximacio´n anal´ıtica a la descripcio´n de la
metapoblacio´n, por medio de una teor´ıa de campo medio basada en el modelo
SIS presentado en las ecuaciones (1.11). Como hemos visto en la seccio´n 1.3.6
y en particular la figura 1.15, los modelos epide´micos tienen comportamientos
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diferentes que sera´n objeto de comparacio´n en las pro´ximas secciones. A partir
de las ecs. (1.11) se construye el siguiente sistema de ecuaciones diferenciales:
dS0
dt
=prI0 − 2KpIS0I0 − 2nl
N
pIS0I1
dI0
dt
=− dS0
dt
dS1
dt
=prI1 − 2KpIS1I1 − 2nl
N
pIS1I0
dI1
dt
=− dS1
dt
(2.1)
S0 + I0 = S1 + I1 = 1 (2.2)
En esta formulacio´n, S0 y S1 son la fraccio´n de poblacio´n susceptible en la
primera y segunda ciudad, respectivamente; I0 e I1 es la fraccio´n de poblacio´n
infecciosa, N es el nu´mero total de individuos en la metapoblacio´n, y 2K es
el nu´mero promedio de enlaces que tiene un individuo con nodos de la misma
ciudad (Watts y Strogatz, 1998). Este sistema de ecuaciones incluye te´rminos
como los siguientes:
prI0, que expresa que la fraccio´n de infecciosos contribuye a la evolucio´n
de la fraccio´n de susceptibles.
2KpIS0I0 que representa la densidad media de nodos infectados generada
por los nodos infecciosos dentro de la misma ciudad; esto es proporcional
a la probabilidad de infeccio´n pI , el nu´mero medio de enlaces 2K que unen
al nodo infeccioso con nodos de la misma ciudad y la probabilidad de que
uno de estos enlaces apunte a un nodo susceptible, que es igual a S0. Dado
que en la metapoblacio´n creada con redes complejas de Watts y Strogatz
la conectividad tiene una variabilidad muy pequen˜a (〈k2〉 ∼ (2K)2), se
puede considerar que 2K es una buena aproximacio´n para la conectividad
de cualquier nodo.
2nl
N
pIS0I1 que representa la densidad media de nodos infectados generada
por los nodos infecciosos de la segunda ciudad en la primera ciudad; esto
es proporcional a la probabilidad de infeccio´n pI , el nu´mero medio
2nl
N
de
enlaces aleatorios que parten de cada nodo infeccioso y la probabilidad
de que uno de estos enlaces aleatorios apunte a un nodo susceptible de
la primera ciudad, que es igual a S0. Dado que las redes aleatorias puras
tienen una variabilidad pequen˜a en su conectividad, podemos asumir que
2nl
N
representa con buena aproximacio´n la conectividad debida a los enlaces
aleatorios entre las dos ciudades.
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Esta teor´ıa de campo medio, la evolucio´n temporal de la infeccio´n, la trans-
misio´n de la enfermedad de una ciudad a otra, la prevalencia y otras propiedades
sera´n analizadas junto con los modelos basados en redes complejas.
Cap´ıtulo 3
Evolucio´n de la infeccio´n
En este cap´ıtulo se describe la evolucio´n temporal de una enfermedad in-
fecciosa en una metapoblacio´n: se construyen dos redes complejas de Watts y
Strogatz, con 10000 nodos cada una y con un promedio de 6 enlaces por nodo
(K = 3); se establece un conjunto de enlaces aleatorios entre las dos ciudades:
en un estudio creamos nl = 10 enlaces y en otro estudio creamos nl = 10000. La
enfermedad infecciosa de tipo SIS tiene las siguientes caracter´ısticas: una proba-
bilidad de infeccio´n pI = 0.1 y una probabilidad de recuperacio´n pr = 0.1, lo cual
constituye una tasa de infeccio´n λ = pI
pr
= 1. Tambie´n asignamos a los nodos
de la ciudad 1 el estado susceptible (S), mientras al 10 % de los individuos de la
ciudad 0 asignamos el estado I (infeccioso).
3.1. Evolucio´n temporal
La Fig. 3.1 presenta la evolucio´n temporal de la infeccio´n como consecuencia
de las dos reglas de infeccio´n y la teor´ıa de campo medio. En ella vemos tres
grupos de tres curvas: un grupo representa la evolucio´n bajo la regla de infeccio´n
de Pastor-Satorras y Vespignani, otro grupo presenta la evolucio´n bajo la regla de
infeccio´n acumulativa y otro grupo es la solucio´n nume´rica del modelo de campo
medio (2.1). Cada grupo muestra la fraccio´n de poblacio´n infecciosa en la pri-
mera ciudad (I0, superior), la misma fraccio´n en la segunda ciudad (I1, inferior)
y la fraccio´n de poblacio´n infecciosa en toda la metapoblacio´n (I, promedio).
Puede observarse que en la regla de infeccio´n de Pastor-Satorras y Vespignani, la
enfermedad se estabiliza con una fraccio´n de individuos infecciosos que es menor
a la regla de infeccio´n acumulativa. Esto muestra claramente que la probabilidad
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individual de infeccio´n tiene importancia en la determinacio´n del estado esta-
cionario, pues una probabilidad individual alta lleva a mayor fraccio´n estable de
individuos infecciosos. Por otra parte, la teor´ıa de campo medio tiene un estado
estacionario ma´s alto que el observado en las redes complejas, debido a que en
estas u´ltimas la conectividad de cada nodo es limitada (un conjunto de nodos
vecinos) en comparacio´n a la teor´ıa de campo medio que asume conectividad
uniforme con todos los individuos de la poblacio´n.
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Fig. 3.1. Evolucio´n de las fracciones de infecciosos para la ciu-
dad 0 (curva superior), la ciudad 1 (inferior) y la metapoblacio´n
(mitad), para cada regla de infeccio´n y la aproximacio´n de campo
medio. Cada simulacio´n consta de dos ciudades de 10000 habi-
tantes construidas con el algoritmo de Watts y Strogatz, 10000
enlaces entre ciudades, K = 3, pWS = 1, pI = pr = 0.1, y las
condiciones iniciales I00 = I0(0) = 0.1, I10 = I1(0) = 0.
En la Fig. 3.1 tambie´n se observa que con la cantidad de enlaces comparable al
taman˜o de la metapoblacio´n la infeccio´n de la segunda ciudad ocurre en cuestio´n
de pocos d´ıas. Los enlaces tambie´n afectan la evolucio´n temporal de la fraccio´n I
de individuos infecciosos en la metapoblacio´n, como se puede ver en comparacio´n
con la Fig. 3.2.
En la figura 3.2 se observa la evolucio´n de las poblaciones infecciosas en
metapoblaciones con 10 enlaces entre las ciudades; el comportamiento de la
enfermedad es casi independiente entre las dos poblaciones, dado el pequen˜o
nu´mero de enlaces entre ellas en comparacio´n a su taman˜o. Durante los primeros
pasos de tiempo, la enfermedad se disemina solamente en la primera ciudad sin
ser afectada por la presencia de individuos susceptibles en la segunda ciudad.
Despue´s se observa una evolucio´n semejante en la segunda poblacio´n, llegando a
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un estado estacionario que es semejante en las dos ciudades (iguales fracciones
de infecciosos) debido a que han sido construidas con estructuras semejantes,
y en menor escala, debido a los patrones de transporte representados en los 10
enlaces entre ellas.
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Fig. 3.2. Evolucio´n de las fracciones de infecciosos en las mis-
mas condiciones de la Fig. 3.1, con 10 enlaces entre las ciudades.
3.2. Retrasos en la manifestacio´n de la enferme-
dad
En la seccio´n anterior se observo´ que entre la manifestacio´n de la enfermedad
infecciosa en la primera ciudad y la manifestacio´n en la segunda hay un retra-
so que depende del nu´mero de enlaces entre las poblaciones. El retraso en la
manifestacio´n de la enfermedad es diferente entre las dos reglas de infeccio´n y
la teor´ıa de campo medio, como se ve en la Fig. 3.2; por esta razo´n el retraso
sera´ motivo de estudio en la presente seccio´n.
Para estudiar el efecto del nu´mero de enlaces nl y la probabilidad de infeccio´n
pI en la manifestacio´n de la enfermedad, y espec´ıficamente en los retrasos, se
construyen metapoblaciones semejantes a las que se han descrito en la seccio´n
3.1, esto es, con dos ciudades de 10000 habitantes cada una, K = 3, pWS = 1;
para cada valor de nl estudiado se usan 100 realizaciones de la metapoblacio´n.
Las condiciones de la enfermedad infecciosa son I00 = 0.01, I10 = 0, pr = 0.1.
La figura 3.3 muestra que la enfermedad se demora un tiempo considerable en
diseminarse hacia la ciudad 1 cuando el conjunto de enlaces aleatorios es pequen˜o.
A medida que aparecen ma´s enlaces entre las redes, el retraso disminuye.
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Fig. 3.3. Retraso en la llegada de infeccio´n a la segunda ciudad
como funcio´n del nu´mero de enlaces aleatorios entre las ciudades.
Los puntos representan promedios de resultados de simulaciones
sobre 100 realizaciones de las redes complejas, y las barras de
error representan la dispersio´n de los datos para pI = 0.08. Para
facilitar la lectura, no se presentan barras de error para los dema´s
valores de pI . Las l´ıneas representan funciones ajustadas y =
AnBl .
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Fig. 3.4. Retraso en la llegada de infeccio´n a la segunda ciudad
usando la regla de infeccio´n de Pastor-Satorras y Vespignani.
Se observar que las barras de error o incertidumbre son grandes en las figuras
3.3-3.5, debido a que las diferencias en el retraso de una realizacio´n a otra son
apreciables. Por ejemplo, un enlace aleatorio puede vincular dos nodos que tienen
una pequen˜a conectividad, lo cual no favorece la transmisio´n de la enfermedad
entre las dos ciudades; pero un enlace aleatorio que vincula nodos con buena
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conectividad puede favorecer la llegada de la infeccio´n a la segunda ciudad. La
distribucio´n inicial de individuos infecciosos tambie´n puede afectar el retraso,
pues una realizacio´n de la simulacio´n puede iniciar con un individuo infeccioso
que esta´ enlazado a un susceptible de la segunda ciudad, con lo cual la transmisio´n
entre poblaciones es ra´pida.
Los resultados de simulacio´n y campo medio de las figuras 3.3-3.5 pueden
ser aproximados por funciones de potencias; para tener una mejor imagen de
esta aproximacio´n, cada una de estas figuras cuenta con una versio´n en escalas
logar´ıtmicas. Durante este ana´lisis se han desarrollado ajustes de funciones de
potencias y = AnBl junto a los resultados de simulacio´n.
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Fig. 3.5. Retraso en la llegada de infeccio´n a la segunda ciudad
en la teor´ıa de campo medio.
En cada una de las figuras 3.3-3.5 se puede observar un conjunto de datos
y un ajuste de potencias para cada valor de pI . Es fa´cil ver que la funcio´n de
potencias ajustada depende de la probabilidad de infeccio´n, y la dependencia del
para´metro A es ma´s notoria. Por esta razo´n se ha estudiado la dependencia de
los para´metros A y B, para valores de pI entre 0.07 y 0.4, y los resultados son
presentados en las figuras 3.6 y 3.7.
En la figura 3.6 podemos ver que el para´metro A es parecido en las redes
complejas. Esto implica que la regla de infeccio´n tiene una influencia pequen˜a
sobre los retrasos en la manifestacio´n de la enfermedad. De hecho, esto se expli-
ca por la estructura del conjunto de enlaces aleatorios, en especial con nu´meros
pequen˜os de enlaces, pues un individuo susceptible en la segunda ciudad esta´ en-
lazado a pocos nodos infecciosos (del orden de 1 nodo) de la primera ciudad,
por lo cual las reglas de infeccio´n estudiadas en la seccio´n 2.2 tienen efectos
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semejantes. Algo parecido ocurre al para´metro B como se observa en la figura
3.7.
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Fig. 3.6. Para´metro A de ajuste de las funciones de potencia
de las figuras 3.3-3.5, representado para diferentes valores de pI
en cada regla de infeccio´n.
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Fig. 3.7. Para´metro B de ajuste de las funciones de potencia
de la figura 3.3-3.5 para diferentes valores de pI en cada regla de
infeccio´n. Para facilitar la lectura, so´lo se muestran las barras de
error para la regla de infeccio´n acumulativa.
En las figuras 3.6 y 3.7 se muestran barras de error que se calcularon en
el ajuste de cada valor de A y B, y se presentan los resultados de ajustes de
funciones de ley de potencias a los mencionados para´metros en funcio´n de pI ;
estos ajustes son representados por medio de l´ıneas y calculados como se muestra
nume´ricamente en cada figura. En las figuras se observa que la teor´ıa de campo
medio tiene un comportamiento diferente a los modelos en redes complejas; en
estos u´ltimos el para´metro A es mayor. As´ı se muestra que la teor´ıa de campo
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medio tiene menores retrasos en la manifestacio´n de la enfermedad en la segunda
ciudad. Esto es causado por la suposicio´n de interacciones homoge´neas que se
hace en esta teor´ıa, que representa que no hay una estructura en las interacciones
entre los individuos infecciosos de una poblacio´n y los individuos susceptibles de
la otra. As´ı el modelo carece de una limitacio´n importante a la transmisio´n de la
enfermedad infecciosa, que determina mayores retrasos en los modelos en redes
complejas.
Cap´ıtulo 4
Prevalencia de la infeccio´n
4.1. Prevalencia
En la seccio´n 3.1 hemos visto que la densidad de individuos infecciosos se
estabiliza en un valor independiente de las condiciones iniciales (excepto por los
casos triviales I = 0 e I = 1). Este valor s´ı es dependiente del modelo epide´mico
que se esta´ estudiando, de su estructura espacial y de la regla de infeccio´n. En
este cap´ıtulo presentaremos en profundidad este valor estable, denominado pre-
valencia, y estudiaremos co´mo e´sta es afectada por las propiedades estructurales
de la metapoblacio´n y por las caracter´ısticas de la enfermedad; el primer objeto
de este estudio es la teor´ıa de campo medio. Sin pe´rdida de generalidad asumimos
una probabilidad de recuperacio´n pr igual a 1, con lo cual pI = λ.
En el mundo real, la facilidad con la que la enfermedad se transmite de un in-
dividuo a otro es consecuencia de la combinacio´n de diversos factores fisiolo´gicos
y ambientales. Hay situaciones en las que la enfermedad se transmite dif´ıcilmen-
te, con lo cual pocos individuos en una poblacio´n se infectan. Paulatinamente se
recuperan y la enfermedad deja de manifestarse: I cae a cero. La tasa de infeccio´n
λ puede indicar la baja y no tiene prevalencia. Hay otras situaciones en las que
la enfermedad puede transmitirse con facilidad, constituye´ndose lo que llamamos
una epidemia. Con el tiempo, es posible que la enfermedad permanezca en la
poblacio´n, y la fraccio´n de individuos infecciosos tiende a un valor estacionario o
constante mayor que cero, al que denominamos valor de prevalencia. Durante los
primeros d´ıas o semanas, la infeccio´n se esparce ra´pidamente entre la poblacio´n,
con una tasa de infeccio´n λ alta, decimos que la enfermedad es epide´mica porque
su tasa de infeccio´n λ es alta.
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En la teor´ıa de campo medio (2.1) aparecen te´rminos de primer orden en I0
e I1, que permiten predecir el comportamiento de la enfermedad infecciosa de
manera aproximada para los modelos epide´micos en redes complejas; se puede
esperar que dicha aproximacio´n sea mejor en el re´gimen I0  1 e I1  1. De
hecho, en estas condiciones podemos hacer la suposicio´n que cada individuo sus-
ceptible en las redes complejas esta´ conectado a lo sumo con un nodo infeccioso,
y como consecuencia la probabilidad de que un nodo susceptible cambie su es-
tado a infeccioso puede ser pI o´ 0 sin importar la regla de infeccio´n con la que
esta´n trabajando estos modelos. En la presente seccio´n se comprobara´ la validez
de esta aproximacio´n.
La condicio´n estacionaria ∂tI0(t) = ∂tI1(t) = 0 nos permite obtener
I0 − 2KλS0I0 − 2nl
N
λS0I1 =0 (4.1)
I1 − 2KλS1I1 − 2nl
N
λS1I0 =0 (4.2)
Como hemos ilustrado en la Fig. 3.2, la estructura similar de las dos ciudades
(mismo taman˜o y K = 3) permite alcanzar una situacio´n epide´mica estable en
que I0 = I1 y S0 = S1, que hace que las dos ecuaciones se expresen en te´rminos
semejantes. Por ejemplo, la Ec. (4.1) se transforma en
I0
(
1− λ
(
2K +
2nl
N
)
S0
)
=0 (4.3)
I0
(
1− λ
λc
S0
)
=0, (4.4)
donde hemos definido el valor umbral
λc =
1
2K + 2nl
N
. (4.5)
El contenido del pare´ntesis de la Ec. (4.4) se hace cero cuando S0 =
λc
λ
. En este
desarrollo matema´tico pueden presentarse las siguientes situaciones:
λ < λc: El contenido del pare´ntesis de la Ec. (4.4) se hace cero so´lo pa-
ra S0 > 1, lo cual no es posible para S0 en el intervalo [0, 1]. Por esta
razo´n, la Ec. (4.4) se cumple so´lo en las condiciones I0 = 0 y S0 = 1.
Esto corresponde al caso en que la enfermedad desaparece de la metapo-
blacio´n despue´s de haber transcurrido un intervalo considerable de tiempo;
de manera equivalente puede decirse que la infeccio´n no tiene prevalencia.
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λ > λc: Aparte del caso trivial I00 = I11 = 0, el contenido del pare´ntesis
de la Ec. (4.4) se hace cero para S0 =
λc
λ
< 1. Esto corresponde al
caso en que la enfermedad alcanza un estado ende´mico o prevalente en la
metapoblacio´n. En este caso, tenemos tambie´n que la fraccio´n estable de
individuos infecciosos en cada ciudad es
I0 =
λ− λc
λ
. (4.6)
El caso nl = 0 corresponde a dos redes aisladas de Watts-Strogatz, cuya preva-
lencia ha sido estudiada por Pastor-Satorras y Vespignani (2001). El valor umbral
λc se aparta del caso aislado cuando se ha establecido un nu´mero significativo
de enlaces aleatorios nl entre las dos ciudades, del orden de N .
A continuacio´n presentamos los resultados un conjunto de simulaciones de
las metapoblaciones con el propo´sito de estudiar la prevalencia y verificar la
validez de esta teor´ıa de campo medio. Se implementaron 50 realizaciones de
la metapoblacio´n de dos ciudades de 10000 habitantes cada una, construidas
con el algoritmo de Watts-Strogatz y los para´metros K = 3 y pWS = 1, y las
condiciones iniciales I00 = I10 = 0.5. Para cada valor de pI se repitio´ la simulacio´n
sobre las 50 realizaciones, y se estudiaron los promedios de las fracciones de
poblaciones infecciosas en una escala de tiempo grande, como se muestra en las
Figs. 4.1-4.2.
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Fig. 4.1. Comportamiento estacionario de la enfermedad infec-
ciosa en la metapoblacio´n usando la regla de infeccio´n acumula-
tiva; de abajo hacia arriba se presentan diferentes cantidades de
enlaces aleatorios entre las ciudades: nl = 0, nl = 8000, . . . ,
nl = 48000.
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Durante el desarrollo de este estudio se encontraron valores de λ para los
cuales la prevalencia es cero; es decir, la enfermedad se extingue en la metapo-
blacio´n. El mayor valor de λ para el cual esto ocurre es justamente el valor cr´ıtico
λc en estos modelos. Sin embargo, ligeramente encima de este valor tambie´n pue-
de presentarse la extincio´n de la enfermedad infecciosa en algunas realizaciones
de la metapoblacio´n, con la influencia de algunas distribuciones iniciales de in-
fecciosos. Por esta razo´n, hasta donde ha sido posible, se han descartado estas
simulaciones de extincio´n y para cada valor de pI se han repetido con diferentes
distribuciones, hasta completar 50 realizaciones con prevalencia.
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Fig. 4.2. Comportamiento estacionario de la enfermedad en la
metapoblacio´n usando la regla de infeccio´n de Pastor-Satorras y
Vespignani; de abajo hacia arriba se presentan diferentes cantida-
des de enlaces aleatorios entre las ciudades: nl = 0, nl = 8000,
. . . , nl = 48000.
Las Figs. 4.1-4.2 presentan el valor de prevalencia en las redes usando cada
regla de infeccio´n. En ambas ilustraciones podemos observar que existe un valor
umbral λc en el cual la prevalencia tiende a cero; en realidad, debajo de este
umbral ninguna realizacio´n de la metapoblacio´n presenta prevalencia, y all´ı defi-
nimos que la fraccio´n final de individuos infecciosos es cero. Vemos que el valor
de λc depende de pI y de nl, lo cual corresponde con los hallazgos en la teor´ıa
de campo medio.
Como una nota adicional, podemos observar que nl influye levemente sobre
la prevalencia. Esta descripcio´n es confirmada por los resultados que arroja la
teor´ıa de campo medio: para obtener un efecto apreciable sobre la prevalencia, se
requiere que el nu´mero de enlaces entre las ciudades sea del orden del nu´mero de
nodos. En esta situacio´n, la metapoblacio´n sufre una modificacio´n importante en
su topolog´ıa y se aproxima a una sola poblacio´n con una estructura Small-World.
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Fig. 4.3. Comportamiento estacionario de la enfermedad repre-
sentado en ejes logar´ıtmicos. Las propiedades de la metapoblacio´n
son iguales a la Fig. 4.1.
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Fig. 4.4. Comportamiento estacionario de la enfermedad repre-
sentado en ejes logar´ıtmicos. Las propiedades de la metapoblacio´n
son iguales a la Fig. 4.2.
La Fig. 4.3 presenta los resultados de la Fig. 4.1, con dos diferencias: las
evoluciones temporales se representan en escalas logar´ıtmicas y en el eje de las
abscisas se representa λ − λc en lugar de λ; λc ha sido determinado para cada
valor de nl. De la misma manera, la Fig. 4.4 presenta los resultados de la figura
4.2 en escalas logar´ıtmicas. De estas dos figuras puede observarse que la regla
de infeccio´n de Pastor-Satorras y Vespignani origina un comportamiento de ley
de potencias en las cercan´ıas del valor cr´ıtico, de acuerdo a la funcio´n
I ∼ (λ− λc)β , (4.7)
lo cual ha sido estudiado previamente en la publicacio´n de Pastor-Satorras y
Vespignani (2001). Estos autores en efecto predicen un valor β = 1 por medio
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de su teor´ıa de campo medio, mientras que las simulaciones desarrolladas en este
trabajo tienen la tendencia de β entre 1.1 y 1.6; es posible que la discrepancia
con este trabajo se deba a la cantidad de nodos empleados en la simulacio´n.
Por otra parte, la regla de infeccio´n acumulativa no tiene un comportamiento
potencial cerca del punto cr´ıtico, lo cual se verifica en la Fig. 4.3 donde no hay un
buen ajuste. La teor´ıa de campo medio desarrollada en este trabajo nos presenta
otra posibilidad de aproximacio´n a la prevalencia cerca del punto cr´ıtico; para
ello se representa en las figuras 4.5 y 4.6 la dependencia entre la funcio´n I y la
expresio´n de primer orden mostrada en la Ec. (4.6).
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Fig. 4.5. Comportamiento estacionario de la enfermedad versus
λ−λc
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para todos los valores de nl. Las propiedades de la metapo-
blacio´n son iguales a la Fig. 4.1.
La figura 4.5 presenta los resultados de simulacio´n acompan˜ados por ajustes
de regresio´n lineal, para todas las metapoblaciones con diferentes cantidades de
enlaces aleatorios entre las ciudades, en los que se han encontrado pendientes
0.696 ± 0.015, a diferencia del resultado de la teor´ıa de campo medio que es
pendiente 1. A pesar de esta discrepancia, la teor´ıa de campo medio propuesta
en este trabajo puede ser refinada para mejorar las aproximaciones en la cercan´ıa
al punto cr´ıtico.
Con esta aproximacio´n se ha conseguido una posibilidad de comparacio´n entre
la teor´ıa de campo medio y la simulacio´n con la regla de infeccio´n acumulativa,
pues vemos que la tendencia de la prevalencia es lineal respecto a λ−λc
λ
; sin
embargo, este comportamiento no ocurre en el caso de la regla de infeccio´n de
Pastor-Satorras y Vespignani como muestra la figura 4.6.
La Figura 4.7 presenta los puntos cr´ıticos encontrados en las simulaciones
con las dos reglas de infeccio´n y con la teor´ıa de campo medio (4.5). En esta
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figura podemos observar que la variacio´n en el nu´mero de enlaces nl debe ser del
orden de 2KN con el propo´sito de observar variaciones apreciables en λc.
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Fig. 4.7. Comparacio´n entre los puntos cr´ıticos hallados en si-
mulaciones con las dos reglas de infeccio´n y la teor´ıa de campo
medio representada por la Ec. (4.5), para diferentes nu´meros nl
de enlaces aleatorios entre las ciudades.
Podemos observar en la figura 4.7 que en general la teor´ıa de campo medio y
las simulaciones con las dos reglas de infeccio´n tienen un comportamiento seme-
jante. Sin embargo, existe una importante observacio´n en esta figura: Las reglas
de infeccio´n arrojan resultados diferentes incluso en el caso particular nl = 0.
Vemos co´mo la regla de infeccio´n acumulativa tiene un menor λc, lo cual mues-
tra una mejor posibilidad de supervivencia de la enfermedad. Podemos visualizar
esta situacio´n en la pro´xima seccio´n.
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4.2. Re´gimen supercr´ıtico
En esta seccio´n se analiza la evolucio´n temporal de la infeccio´n en la meta-
poblacio´n con unas caracter´ısticas cercanas al punto cr´ıtico, en las cuales hay
prevalencia. La metapoblacio´n construida tiene dos ciudades de 10000 individuos
cada una, una densidad inicial de susceptibles dada por I00 = 10
−4, I10 = 0 y
probabilidad de recuperacio´n pr = 1. Para cada escenario se hacen simulaciones
diferentes con el propo´sito de conseguir 30 realizaciones con prevalencia.
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Fig. 4.8. Comportamiento de la enfermedad en la metapobla-
cio´n en el re´gimen supercr´ıtico para diferentes cantidades de en-
laces aleatorios nl. Las l´ıneas horizontales representan la teor´ıa de
campo medio.
La figura 4.8 presenta una comparacio´n entre las simulaciones en redes com-
plejas y la teor´ıa de campo medio. En esta u´ltima la prevalencia es calculada de
manera anal´ıtica por medio de la ecuacio´n 4.6 y representada por medio de l´ıneas
horizontales; a la izquierda se muestra tambie´n la evolucio´n de la enfermedad en
la metapoblacio´n con la regla de infeccio´n acumulativa, mientras a la derecha
se presenta la evolucio´n con la regla estudiada por Pastor-Satorras y Vespignani.
Como referencia, la teor´ıa de campo medio presenta valores cr´ıticos λc ≈ 0.1664
para nl = 100 y λc ≈ 0.1613 para nl = 2000, de acuerdo a la Ec. 4.5.
En la mencionada figura 4.8 se presenta la influencia del nu´mero de enla-
ces aleatorios sobre la prevalencia en el re´gimen supercr´ıtico. Se observa que el
mayor nu´mero de contactos infecciosos entre ciudades favorece la prevalencia
de la enfermedad, lo cual es consistente con el comportamiento para mayores
probabilidades de infeccio´n. Adema´s puede verse que la regla de infeccio´n tie-
ne un apreciable efecto sobre la prevalencia. Mientras la regla de infeccio´n de
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Pastor-Satorras y Vespignani revela la presencia de pocos individuos infecciosos,
el comportamiento de la regla de infeccio´n acumulativa indica que a pesar de que
la densidad de individuos infecciosos puede ser baja, cada individuo susceptible
puede estar conectado a ma´s de un individuo infeccioso, principalmente despue´s
de la estabilizacio´n de la infeccio´n (100 pasos de tiempo en la figura 4.8). La ma-
yor prevalencia en la regla de infeccio´n acumulativa trae como consecuencia un
menor valor de λc respecto a la regla de infeccio´n Pastor-Satorras y Vespignani
como se ha observado en la figura 4.7.
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Fig. 4.9. Comportamiento de la enfermedad en la metapobla-
cio´n en el re´gimen supercr´ıtico para diferentes probabilidades de
infeccio´n pI . Las l´ıneas horizontales representan la teor´ıa de cam-
po medio.
La figura 4.9 ilustra la influencia de la probabilidad de infeccio´n pI sobre la
prevalencia, manteniendo un nu´mero pequen˜o y constante de enlaces aleatorios
entre ciudades (nl = 100). En la teor´ıa de campo medio se representan por medio
de l´ıneas horizontales las prevalencias para los valores de λ = pI encima de λc;
se observa que los modelos de redes complejas puede tener una probabilidad de
infeccio´n menor a este valor y au´n presentar prevalencia, o de manera equivalente,
el valor cr´ıtico es menor para dichos modelos.
Por otra parte la figura 4.9 muestra que los modelos de redes complejas con
infeccio´n acumulativa presentan una prevalencia menor para valores bajos de pI
como 0.17 y 0.18; tambie´n se pierde la prevalencia de la regla de infeccio´n de
Pastor-Satorras y Vespignani para una probabilidad de infeccio´n menor a 0.17. En
contraste, la regla de infeccio´n acumulativa tiene prevalencia para menores valores
de pI . Por u´ltimo, la figura 4.10 muestra el comportamiento con un nu´mero
grande de enlaces aleatorios entre ciudades (nl = 2000). As´ı como la teor´ıa de
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campo medio tiene una prevalencia mayor que en el caso anterior, y dado que
λc ≈ 0.1613 para nl = 2000, de acuerdo a la Ec. 4.5, se observa que se obtiene
el mismo nu´mero de l´ıneas horizontales que la figura 4.10; en los modelos en
redes complejas se observa que se obtienen nuevas l´ıneas para λ = pI = 0.165 y
λ = pI = 0.16 en el caso de la regla de infeccio´n de Pastor-Satorras y Vespignani.
Sin embargo estas nuevas l´ıneas son irregulares respecto a las dema´s, representan
el promedio de un menor nu´mero de realizaciones prevalentes encontradas en las
simulaciones.
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Fig. 4.10. Comportamiento de la enfermedad en la metapo-
blacio´n en el re´gimen supercr´ıtico para una mayor cantidad de
enlaces aleatorios. Las l´ıneas horizontales representan la teor´ıa de
campo medio.
Comparando las figuras 4.9 y 4.10 se ha confirmado la mejor prevalencia que
se deriva de un conjunto ma´s grande de enlaces aleatorios entre las ciudades. Esto
indica que la infeccio´n tiene la tendencia a sobrevivir a trave´s de los individuos
que tienen patrones de transporte de una ciudad a otra.
Cap´ıtulo 5
Estrategia de inmunizacio´n
En la seccio´n 4.1 hemos estudiado la prevalencia de una enfermedad infecciosa
de tipo SIS, y los efectos que sobre ella tiene la estructura de la metapoblacio´n.
A continuacio´n presentamos un elemento de ana´lisis adicional que consiste en
una estrategia de inmunizacio´n; dicho caso puede denominarse SIS+R ya que
al principio de cada simulacio´n se asigna a algunos nodos el estado Retirado.
A diferencia del modelo SIR estudiado por Kermack y McKendrick (1927), la
fraccio´n de individuos retirados no cambia con el tiempo; aunque los individuos
retirados no muestran ninguna dina´mica, ellos afectan la evolucio´n temporal de
las dema´s poblaciones involucradas en la infeccio´n.
5.1. Teor´ıa de campo medio
En primer lugar se mostrara´ el efecto de la inmunizacio´n en la teor´ıa de
campo medio que se ha presentado en la Sec. 2.4, con te´rminos adicionales que
representan la presencia de individuos retirados:
dS0
dt
=prI0 − 2KpIS0I0 − 2nl
N
pIS0I1
dI0
dt
=− dS0
dt
dS1
dt
=prI1 − 2KpIS1I1 − 2nl
N
pIS1I0
dI1
dt
=− dS1
dt
(5.1)
S0 + I0 +R = S1 + I1 +R = 1 (5.2)
En esta formulacio´n, S0 y S1 son la fraccio´n de poblacio´n susceptible en la primera
y segunda ciudad, respectivamente; I0 e I1 es la fraccio´n de poblacio´n infecciosa,
R es la fraccio´n de poblacio´n inmunizada o retirada, igual para cada ciudad, N es
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el nu´mero total de individuos en la metapoblacio´n, y 2K es el nu´mero promedio de
enlaces que tiene un individuo con nodos de la misma ciudad (Watts y Strogatz,
1998).
La condicio´n estacionaria ∂tI0(t) = ∂tI1(t) = 0 que ocurre en escalas de
tiempo grandes nos permite obtener
I0 − 2KλS0I0 − 2nl
N
λS0I1 =0 (5.3)
I1 − 2KλS1I1 − 2nl
N
λS1I0 =0 (5.4)
Como hemos estudiado en la seccio´n 3.1, la metapoblacio´n tiende a tener una
condicio´n estable en que I0 = I1 y S0 = S1, que hace que las dos ecuaciones se
expresen en te´rminos semejantes. Haciendo uso de la relacio´n S0 = 1− I0 −R,
la Ec. (5.3) se transforma en
I0
(
1− λ
(
2K +
2nl
N
)
(1− I0 −R)
)
=0 (5.5)
Aparte del caso trivial en que I0 = I00 = 0 desde el principio de la simulacio´n,
se iguala a cero el contenido del pare´ntesis con lo que se obtiene
λ
(
2K +
2nl
N
)
(1− I0 −R) =1 (5.6)
En el caso l´ımite, λ tiende al valor umbral λci e I0 tiende a 0:
λci
(
2K +
2nl
N
)
(1−R) =1 (5.7)
De aqu´ı obtenemos el valor umbral λci:
λci =
1(
2K + 2nl
N
)
(1−R) =
λc
1−R (5.8)
De la Ec. (5.6) obtenemos el valor para I0:
λ
(
2K +
2nl
N
)
I0 =λ
(
2K +
2nl
N
)
(1−R)− 1 (5.9)
λ
λci (1−R)I0 =
λ
λci
− 1 (5.10)
I0 =
(
1− λci
λ
)
(1−R) (5.11)
En este desarrollo matema´tico pueden presentarse las siguientes situaciones:
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λ < λci: El valor de I0 es negativo, lo cual no puede ocurrir porque por
definicio´n I0 esta´ entre 0 y 1. Por esta razo´n, la Ec. (5.5) se cumple so´lo
en el valor I0 = 0. Esto corresponde al caso en que la enfermedad es
erradicada de la metapoblacio´n despue´s de haber transcurrido un intervalo
considerable de tiempo.
λ > λci: Corresponde al caso en que la enfermedad alcanza un estado
ende´mico o prevalente en la metapoblacio´n. Otro caso posible en esta
situacio´n es que el estado inicial de las metapoblaciones es de total sanidad,
lo que constituye un caso trivial.
De la Ec. (5.11) podemos encontrar tambie´n un valor umbral para R para un
valor dado de λ; esto corresponde a calcular la fraccio´n de la poblacio´n que
debe ser inmunizada para que la estrategia sea efectiva en la extincio´n de la
enfermedad infecciosa. Este umbral es denotado Rc, y se calcula a partir de la
expresio´n (5.11) cuando R tiende a RC , e I0 tiende a 0:
0 =
(
1− λc
λ (1−Rc)
)
(1−Rc) (5.12)
Teniendo en cuenta que R esta´ definido entre 0 y 1, se obtiene
Rc = 1− λc
λ
, (5.13)
que brinda dos posibilidades de acuerdo a las caracter´ısticas de la enfermedad:
λ < λc: No se encuentra un valor de Rc entre 0 y 1. Por esta razo´n, la Ec.
(5.13) no se cumple.
λ > λc: Corresponde al caso en que la enfermedad es prevalente en la
metapoblacio´n.
λ = λc: Corresponde al caso en que la prevalencia de la enfermedad se
hace cero, y en el cual no se requiere estrategia de inmunizacio´n (Rc = 0).
Pastor-Satorras y Vespignani (2002) encuentran un ca´lculo de Rc a partir de una
aproximacio´n diferente: se considera una estrategia de inmunizacio´n consistente
en reducir la tasa de infeccio´n λ multiplica´ndola por 1−R; el resultado obtenido
para Rc es igual a la Ec. (5.13).
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5.2. Redes complejas
A continuacio´n desarrollamos un conjunto de simulaciones que permiten cono-
cer de manera nume´rica la variacio´n de la prevalencia con el nu´mero de individuos
inmunizados. En ellas construimos metapoblaciones compuestas por dos ciudades
semejantes de 10000 nodos cada una, por medio del algoritmo de Watts-Strogatz
con K = 3. Establecemos 40000 enlaces entre las dos ciudades y asignamos a
la mitad de la poblacio´n el estado infeccioso (I). La estrategia de inmunizacio´n
consiste en asignar a una fraccio´n R de la poblacio´n el estado retirado (R). Con
400 realizaciones de las redes complejas se obtuvieron los resultados mostrados
en las figuras 5.1 y 5.2.
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Fig. 5.1. Prevalencia de la enfermedad infecciosa como funcio´n
de la tasa de infeccio´n λ y la fraccio´n de individuos inmunizados
R. De arriba hacia abajo: R = 0, R = 0.04, . . ., R = 0.44.
En la Fig. 5.1 observamos que la prevalencia de la enfermedad es funcio´n
de la tasa de infeccio´n λ, como vimos en la Fig. 4.1, pero dicha prevalencia es
afectada por la estrategia de inmunizacio´n. El nu´mero de nodos retirados reduce
las posibilidades de que la enfermedad sobreviva en la metapoblacio´n, debido
a que hay menos enlaces aptos para la transmisio´n. Adema´s se observa que el
nu´mero de enlaces aleatorios entre las ciudades puede incrementar la prevalencia
pues la enfermedad puede sobrevivir ma´s transmitie´ndose entre ciudades, como
se puede verificar comparando las gra´ficas a la izquierda y la derecha.
La figura 5.2 permite ver los mismos efectos que la figura 5.1, con un impor-
tante cambio en la escala debido al uso de la regla de infeccio´n de Pastor-Satorras
y Vespignani. Comparando las figuras vemos nuevamente que el efecto que tiene
la inmunidad temporal sobre la prevalencia se mantiene a pesar del nu´mero de
enlaces aleatorios entre las ciudades o la estrategia de inmunizacio´n empleada.
80 CAPI´TULO 5. ESTRATEGIA DE INMUNIZACIO´N
0
0.1
0.2
0.3
 0.1  0.2  0.3  0.4
Pr
ev
al
en
ci
a 
I
Tasa de infección λ
Pastor-Satorras y Vespignani
nl = 0
 0.1  0.2  0.3  0.4
Tasa de infección λ
Pastor-Satorras y Vespignani
nl = 40000
Fig. 5.2. Prevalencia de la enfermedad infecciosa como funcio´n
de la tasa de infeccio´n λ y la fraccio´n de individuos inmunizados
R, con la regla de infeccio´n de Pastor-Satorras y Vespignani. De
arriba hacia abajo: R = 0, R = 0.04, . . ., R = 0.44.
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Fig. 5.3. Representacio´n logar´ıtmica del comportamiento con
el cambio en el numero de individuos inmunizados. Cada metapo-
blacio´n consiste en dos ciudades de 10000 habitantes cada una,
K = 3, pWS = 1, I00 = 0.5, I10 = 0.5, pr = 1, y 400 realizacio-
nes de las redes complejas.
Las Figs. 5.3-5.4 presentan el mismo comportamiento que las Figs. 5.1-5.2,
con algunas diferencias: las evoluciones temporales se representan en escalas
logar´ıtmicas y en el eje de las abscisas hemos cambiado λ por λ− λc, donde λc
es obtenido en cada simulacio´n y es diferente para cada valor de nl, como hemos
visto en la Fig. 5.1 y hemos previsto por medio de la teor´ıa de campo medio,
Ec. (4.5). En la Fig. 5.3 observamos que hay un comportamiento como ley de
potencias en el caso de la regla de infeccio´n de Pastor-Satorras y Vespignani
(2001), con exponente en el intervalo 1.05 − 1.35, y un desplazamiento debido
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a la fraccio´n de individuos inmunizados. Nuevamente, en la regla de infeccio´n
acumulativa no se sigue la tendencia de ley de potencias.
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Fig. 5.4. Representacio´n logar´ıtmica del comportamiento con
el cambio en el numero de individuos inmunizados. Cada metapo-
blacio´n consiste en dos ciudades de 10000 habitantes cada una,
K = 3, pWS = 1, I00 = 0.5, I10 = 0.5, pr = 1, y 400 realizacio-
nes de las redes complejas.
De la misma manera que se vio en el cap´ıtulo anterior, veremos co´mo la teor´ıa
de campo medio nos presenta otra aproximacio´n a la prevalencia cerca del punto
cr´ıtico; as´ı se tiene en las figuras 5.5 y 5.6 la dependencia entre la funcio´n I y la
expresio´n de primer orden mostrada en la Ec. (5.11).
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Fig. 5.5. Comportamiento estacionario de la enfermedad versus
λ−λc
λ
para todos los valores de R. Las propiedades de la metapo-
blacio´n son iguales a la Fig. 5.1.
La figura 5.5 muestra que hay una buena aproximacio´n cualitativa entre la
teor´ıa de campo medio y la simulacio´n de redes complejas con la regla de infeccio´n
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acumulativa, pero la linealizacio´n produce pendientes en el rango 0.71 ± 0.04,
a diferencia de la pendiente 1 que se calculo´ en la ecuacio´n (5.11). Por otra
parte, la figura 5.6 muestra que la teor´ıa de campo medio y el modelo de redes
complejas con la regla de infeccio´n de Pastor-Satorras y Vespignani no tienen
una buena aproximacio´n.
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Fig. 5.6. Comportamiento estacionario de la enfermedad versus
(λ−λc)(1−R)
λ
. Las propiedades de la metapoblacio´n son iguales a
la Fig. 5.2. De abajo hacia arriba, para diferentes fracciones de
individuos inmunizados: R = 0, R = 0.4, . . . , R = 0.44.
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Fig. 5.7. Comparacio´n entre los puntos cr´ıticos hallados en si-
mulaciones con las dos reglas de infeccio´n y la teor´ıa de campo
medio representada por la Ec. (5.8), para diferentes nu´meros nl
de enlaces aleatorios entre las ciudades.
La figura 5.7 presenta los hallazgos teo´ricos y nume´ricos de los puntos cr´ıticos
λci. En ella observamos variaciones apreciables en estos umbrales cuando hay
variacio´n de nl del orden N , y variacio´n de R del orden de 0.1. En esta figura
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se concluye que la posibilidad de transmisio´n de la enfermedad es favorecida por
un mayor conjunto de enlaces aleatorios entre las ciudades y una menor fraccio´n
de individuos inmunizados.
Cap´ıtulo 6
Conclusiones y perspectivas de
investigacio´n
6.1. Conclusiones
En este trabajo se presento´ una investigacio´n que combina algunas a´reas
de estudio de la meca´nica estad´ıstica, la biolog´ıa y las redes complejas. Se ha
construido una metapoblacio´n de dos redes complejas semejantes unidas por un
conjunto de enlaces aleatorios entre sus habitantes. Con estos enlaces aleatorios
se simularon los feno´menos de transporte entre ciudades.
En la metapoblacio´n se disemina una enfermedad infecciosa de tipo SIS,
lo cual constituye una implementacio´n del proceso de contacto formulado por
Harris (1974); el sistema esta´ fuera de equilibrio debido a la continua creacio´n
y destruccio´n de estados S e I en la metapoblacio´n, aunque puede llegar a un
estado estacionario en el cual la creacio´n y destruccio´n se compensan. Sobre el
sistema as´ı construido se ha demostrado que existe una transicio´n de fase entre
un re´gimen activo o de prevalencia de la enfermedad infecciosa y un re´gimen de
absorcio´n en el cual la enfermedad se extingue.
Tambie´n se ha construido en este trabajo una teor´ıa de campo medio basada
en el modelo de (Kermack y McKendrick, 1927), a partir de la cual se ha en-
contrado una transicio´n entre una fase activa y una fase de absorcio´n. En esta
teor´ıa tambie´n se han calculado los valores de la prevalencia a largo plazo de-
pendientes del nu´mero de enlaces aleatorios y un para´metro de conectividad en
la metapoblacio´n.
En este trabajo se ha estudiado una estrategia de inmunizacio´n sencilla con-
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sistente en aplicar el estado R a una fraccio´n de las poblaciones susceptibles del
modelo; se ha investigado la influencia de esta estrategia sobre la prevalencia y
la transicio´n de fase de la enfermedad, tanto en los modelos de redes complejas
como en la teor´ıa de campo medio.
Se ha encontrado que la regla de infeccio´n ejerce una influencia apreciable
sobre el comportamiento de la enfermedad; los resultados de evolucio´n temporal
y prevalencia var´ıan, aumentando la prevalencia en la regla de infeccio´n acumu-
lativa. Esto la acerca a las predicciones de la teor´ıa de campo medio.
En esta investigacio´n se ha observado que la teor´ıa de campo medio permite
calcular un punto cr´ıtico con una aproximacio´n nume´rica a las simulaciones en
la regla de infeccio´n de Pastor-Satorras y Vespignani, mientras de la teor´ıa se
obtiene un valor de la prevalencia que nume´ricamente se aproxima mejor a la
regla de infeccio´n acumulativa.
En las simulaciones y la teor´ıa de campo medio se ha observado que la pre-
valencia de la enfermedad, o su probabilidad de supervivencia, mejoran con la
presencia de enlaces aleatorios entre las ciudades; esto indica que la infeccio´n
sobrevive a trave´s de los individuos que tienen contacto con la otra ciudad, o
en otras palabras, que el feno´meno de transporte favorece la transmisio´n y la
prevalencia. Esto afecta directamente el punto cr´ıtico de la transicio´n de fa-
se, permitiendo que enfermedades que se extinguen en una situacio´n de poca
conectividad sobrevivan en una metapoblacio´n con mayor cantidad de enlaces
aleatorios entre las ciudades.
Tambie´n se observo´ que la fraccio´n de individuos inmunizados tiene un im-
portante efecto sobre la enfermedad, ya que disminuye la prevalencia en la fase
activa y adema´s afecta el comportamiento cr´ıtico de la enfermedad, por lo cual
una infeccio´n con una baja prevalencia puede extinguirse completamente con la
inmunizacio´n de una baja fraccio´n de individuos infecciosos.
En conclusio´n, el punto cr´ıtico de transicio´n de fase para la enfermedad au-
menta con la fraccio´n de individuos inmunizados pero disminuye con el nu´mero
de enlaces entre las ciudades de la metapoblacio´n.
6.2. Perspectivas
Hay un considerable conjunto de propuestas que se pueden hacer con este
trabajo. En primer lugar puede emplearse el algoritmo de Baraba´si-Albert para
construir las dos ciudades de la metapoblacio´n (Pastor-Satorras y Vespignani,
2001b), con una importante posibilidad: mientras en el art´ıculo citado no exis-
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te una fase de extincio´n de la enfermedad, podr´ıa conseguirse dicha fase y un
correspondiente punto cr´ıtico si estas redes complejas son complementadas con
enlaces aleatorios puros entre las ciudades.
Se considerara´ la construccio´n de enlaces aleatorios diferentes a los utilizados
en este trabajo, por ejemplo con una probabilidad de conexio´n a los individuos
mejor conectados en cada ciudad. De esta manera pueden implementarse pro-
piedades libres de escala en la metapoblacio´n construida con redes complejas de
Watts y Strogatz.
De la misma manera que en anteriores publicaciones, se considerara´n estra-
tegias de inmunizacio´n diferentes a la distribucio´n uniforme empleada en esta
investigacio´n. Se estudiara´ si se favorece la extincio´n de la enfermedad al inmuni-
zar u´nicamente a los individuos mejor conectados de cada ciudad, o al inmunizar
a´reas espec´ıficas de la metapoblacio´n
Se estudiara´n estrategias de contencio´n basadas en la eliminacio´n de enlaces
de la metapoblacio´n para evitar la transmisio´n de la enfermedad.
Se estudiara´n otros modelos epide´micos como SIR o SEIR, en los cuales
tambie´n se investigara´n las posibles transiciones de fase.
Ape´ndice A
Implementacio´n de los me´todos
nume´ricos
En esta investigacio´n se han empleado me´todos nume´ricos de redes complejas,
los cuales han sido implementados en el lenguaje de programacio´n C++; en este
cap´ıtulo presentamos brevemente los procedimientos empleados.
A.1. Elementos principales
Hemos disen˜ado un archivo que contiene el co´digo fuente comu´n a todas
las simulaciones desarrolladas en este trabajo. En este archivo esta´n contenidas
las clases C++ que representan los tres elementos objeto de estudio: el nodo, la
ciudad y la metapoblacio´n. A continuacio´n los describiremos brevemente.
La clase node representa a un individuo. Contiene una variable que al-
macena su estado de salud, y un arreglo de enlaces a otros nodos de la
simulacio´n. Contiene las rutinas para cambiar el estado de salud de acuerdo
a la condicio´n en la que esta´n otros nodos.
La clase network class representa a una ciudad. Contiene un arreglo de
N nodos, as´ı como rutinas para la construccio´n de la red compleja de
acuerdo al algoritmo de Watts-Strogatz.
La clase metapopulation class representa a la metapoblacio´n. Contiene
dos ciudades y rutinas para la creacio´n y eliminacio´n de enlaces aleatorios
entre las mismas.
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El co´digo fuente aqu´ı descrito tiene una estrategia de actualizacio´n en para-
lelo: la interaccio´n entre los nodos no causa un cambio inmediato en el estado de
salud; el resultado de la almacenado en variables reservadas. Cuando todas las
interacciones de la red han sido evaluadas, el estado de los nodos es cambiado
al tiempo por los valores almacenados en dichas variables.
Este archivo incluye tambie´n las rutinas para la evaluacio´n de la distribucio´n
de conectividad en la metapoblacio´n y el seguimiento del estado de salud de los
nodos.
A.2. Evolucio´n temporal
La simulacio´n principal en este trabajo consiste en construir en el computador
una realizacio´n de la metapoblacio´n, donde a partir de los dos conjuntos de indi-
viduos inicialmente desconectados se ejecuta el algoritmo de Watts y Strogatz.
Despue´s de agregar los enlaces aleatorios entre las dos ciudades, se obtiene una
realizacio´n de la metapoblacio´n. En ella se asigna a varios individuos el estado
I, por medio de una distribucio´n de probabilidad uniforme, con lo que se ha
constituido una realizacio´n de la simulacio´n.
La evolucio´n temporal de la enfermedad es registrada por medio de las fraccio-
nes de individuos de acuerdo a su estado de salud; las series de tiempo obtenidas
son almacenadas a la espera de que la enfermedad infecciosa presente prevalen-
cia. Si as´ı ocurre, el valor de prevalencia tambie´n es registrado y la realizacio´n
de la simulacio´n se asume como u´til para los ana´lisis.
Debido a la aleatoriedad con que ha sido construida la metapoblacio´n y a la
disposicio´n de individuos infecciosos iniciales, es prudente repetir la simulacio´n
en un conjunto grande de realizaciones de la simulacio´n, y despue´s promediar
los resultados de series de tiempo y prevalencia. En este trabajo se han escogido
u´nicamente realizaciones donde la enfermedad permanece, ya que la extincio´n de
la enfermedad afecta el ca´lculo de los promedios mencionados.
Se ha determinado co´mo influye la variacio´n de para´metros individuales sobre
las fracciones de individuos infecciosos y sobre la prevalencia, por medio de la
repeticio´n de las simulaciones sobre diferentes escenarios de estos para´metros.
Entre ellos se variaron la probabilidad de infeccio´n pI , la cantidad nl de enlaces
aleatorios entre las dos ciudades y la fraccio´n de individuos inmunizados R.
Cerca del punto cr´ıtico de transicio´n de fase se hace dif´ıcil encontrar realiza-
ciones prevalentes de la simulacio´n, por lo cual se hizo necesario repetir muchas
veces la simulaciones y descartar aquellas realizaciones donde la enfermedad se
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extingue. Se invirtio´ una cantidad considerable de tiempo y esfuerzo compu-
tacional, teniendo en cuenta que para obtener 30 realizaciones prevalentes fue
necesario repetir la simulacio´n hasta 1000 veces, y esto para cada escenario es-
tudiado.
A.3. Me´todos de biseccio´n
El me´todo de biseccio´n es un me´todo nume´rico que permite encontrar las
raices de una funcio´n real. En el caso de una funcio´n de una variable f(x), permite
encontrar una ra´ız que se encuentra en un intervalo (x1, x2) de la siguiente
manera: se sabe que f(x1) > 0, f(x2) < 0 o viceversa. Se evalu´a f(x) en
x = x1+x2
2
, con el propo´sito de saber si es mayor o menor que cero; dependiendo
de esta condicio´n, x1 o x2 es cambiado por x, lo cual equivale a reducir a la
mitad el intervalo (x1, x2) con la certeza de que la ra´ız de la funcio´n esta´ dentro
del nuevo intervalo.
El me´todo de biseccio´n empleado en esta investigacio´n tiene una pequen˜a
variacio´n que ha permitido encontrar con precisio´n los valores cr´ıticos de la pro-
babilidad de infeccio´n p1 que hemos calculado para la seccio´n 4.1. El intervalo
inicial del procedimiento para p1 es (0, 1), del cual sabemos que la prevalencia es
nula en p1 = 0 y no nula en p1 = 1. A continuacio´n se busca si existe al menos
una realizacio´n prevalente para p1 = 0.5. En este caso se presenta prevalencia,
por lo cual escogemos como nuevo intervalo a (0, 0.5). Se busca una realiza-
cio´n prevalente en p1 = 0.25 y se repite el proceso varias veces para obtener
un intervalo pequen˜o en comparacio´n a (0, 1). En aquellos casos en los que no
hay prevalencia en ninguna realizacio´n de la metapoblacio´n, el l´ımite inferior del
intervalo es el que cambia.
En este estudio de prevalencia fue posible reducir el taman˜o del intervalo
hasta 10−50, lo cual podemos interpretar como una insignificante incertidumbre
en el valor de λc. Esto contrasta con la incertidumbre en el valor λc = 0.16±0.01
reportado por Pastor-Satorras y Vespignani (2001), que fue calculado por medio
de una aproximacio´n lineal.
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A.4. Retrasos en la manifestacio´n de la enferme-
dad
Para estudiar los retrasos en la manifestacio´n de la enfermedad se estudio´ su
evolucio´n en un conjunto de realizaciones de la metapoblacio´n. En cada reali-
zacio´n se midio´ el tiempo que transcurre entre la manifestacio´n en una ciudad
(cuando I toma el valor arbitrario de 0.4) y la manifestacio´n en la otra ciu-
dad. Como condicio´n inicial, la infeccio´n se encuentra so´lo en la primera ciudad.
Al terminar la simulacio´n en todas las realizaciones, el tiempo promedio y su
desviacio´n esta´ndar fueron calculados.
Las aproximaciones a las funciones de ley de potencias, as´ı como todas las
ilustraciones presentadas en este trabajo, fueron elaborados en Gnuplot.
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