Abstract-This paper focuses on feedforward spiking neuron models of the visual cortex. Essentially, we show that a com bination of a temporal coding scheme where the most strongly activated neurons fire first with Spike Timing-Dependent Plas ticity leads to a situation where neurons will gradually become selective to visual patterns that are both salient, and consistently present in the inputs. At the same time, their responses become more and more rapid. These responses can then be used very effectively to perform object recognition in natural images.
I. I NTRODUCTION

A. Spike waves in the visual system
Speed of recognition in the primate visual system im poses severe constraints on the underlying neuronal pro cesses. There is now considerable behavioral [1] - [7] and electrophysiological [8] - [ 11] evidence that the primate visual system can achieve high level object recognition in 80-lOOms. Given that about 10 neuronal layers are involved in that kind of processing, the time-window available for each neuron to perform computation is only about IOms, and, given that the firing rates are barely above 100Hz in the visual system, such a small window will typically contain at most one spike [12] . A classical rate coding scheme, in which individual neurons encode information in their mean firing rate, is thus effectively ruled out. Instead, the information could be encoded in which afferents were recruited, and possibly additionally in the relative recruiting times, a scheme referred to as 'rank order coding' [13] . Note that if computation is restricted to one spike per neuron, the use of feedback loops is also effectively ruled out. This means the first spike wave after stimulus onset probably does much more than conventionally assumed, and it is this sort of rapid processing that we are interested in this paper.
Specifically, we propose to model the visual system as a feedforward spiking neural network that operates in the temporal domain. Images are presented one by one to the 978-1-4244-8126-2/10/$26.00 ©2010 IEEE network. The first layer performs convolutions on each of them, and applies an intensity-to-Iatency conversion on the result (see Fig. 1 ): the more a neuron is stimulated (for example by the presence of a salient edge in its receptive field), the earlier it fires a spike. This intensity-to-Iatency conversion is in accordance with recordings in the primary visual cortex (V 1) showing that response latency decreases with stimulus contrast [14] , [15] and with the proximity between the stimulus orientation and the neuron's preferred orientation [16] . These spikes are then propagated asyn chronously through the feedforward network. We restrict the computation to one spike per neuron, which leads to efficient implementations.
Several nice properties come for free with this 'time-to first-spike' coding scheme. First, Winner-Take-All (WTA) mechanisms are easy to implement: with time-to-first-spike coding kWTA simply means that the earliest firing neurons should prevent their competitors from firing for a whilesomething that lateral inhibition can easily do [17] . Such a mechanism can be efficiently implemented in hardware, as we will see below. Neural circuits to implement WTA in rate-based coding frameworks (and the particular case of lWTA, i. e. max operation) have also been proposed [18] [24], but these circuits are significantly more complex, and their responses are usually unreliable before a steady regime is reached, which typically takes several tens of milliseconds, especially if input values are close to each other.
Second, in our framework the earliest spikes correspond to the most salient regions of an image, and are thus usually the most informative. It follows a natural image compression scheme: VanRullen & Thorpe demonstrated, using Difference-of-Gaussian (DoG) filters, that reasonably good image reconstruction can be achieved by the time only 1 % of the DoG units have fired, with little need to wait for later responses [25] .
Third, if instead of considering the absolute latencies, one assumes that the information is contained in the recruiting ranks, then the resulting coding scheme is invariant to both image luminance and constrast [17] .
B. Spike Timing-Dependent Plasticity
Spike Timing-Dependent Plasticity (STDP) provides an appealing mechanism for unsupervised learning in a spik ing neural network. STDP is a physiological mechanism of activity-driven synaptic regulation, where an excitatory synapse receiving a spike before a postsynaptic one is emitted is reinforced (Long-Term Potentiation, LTP) whereas its strength is weakened the other way around (Long-Term Depression, LTD). STDP has been observed both in vivo and in vitro, in many species (from insect to mammals) and in many brain areas (see [27] for a recent review). Note that STDP is in agreement with Hebb's postulate [28] because it reinforces the connections with the presynaptic neurons that fired slightly before the postsynaptic neuron, which are those that 'took part in firing it'. An additive exponential update rule (see Fig. 2 ):
with the time constants T+ = 17 ms and T-= 34 ms, provides a reasonable approximation of the synaptic modifi cation observed experimentally [29] . Multiplicative STDP, in which the weight updates also depend on the current weight, have also been proposed [30] , [3 1] . Implementations also differ in the number of spike pairs they take into account: the so called 'all-to-all' mode considers all pairs of pre-and post-synaptic while the so called 'nearest spike' approximation assumes that only the nearest spikes matter (see [32] for a comparison of these two approaches). STDP has received considerable interest from the modeling community over the last decade. In an influential paper Song et al. demonstrated the competitive nature of STDP: synapses compete for the control of the postsynaptic spikes [33] . This competition stabilizes the synaptic weights: because not all the synapses can 'win' (i. e. be reinforced) the sum of the synaptic weights is naturally bounded, without the need for additional normalization mechanisms. Furthermore, when the system is repeatedly presented with similar spike patterns, the winning synapses are those through which the earliest spikes arrive (on average). The ultimate effect of this synaptic modification is to make the postsynaptic neuron respond more quickly.
Gerstner & Kistler reproduced those main results and also demonstrated that STDP increased the postynaptic spike time precision by selecting inputs with low time jitter [34] .
Guyonneau et al. tested the robustness of the results of Song et al. [33] in more challenging conditions, including spontaneous activity or jitter. Furthermore they also demon strated that STDP favors inputs with short latencies, more than inputs with high firing rates or synchrony [35] .
In this paper we propose to combine the two above men tioned ideas: namely time-to-first-spike coding and STDP. Section II focuses on holistic schemes, while Section III deals with part-based schemes. We then talk about hardware implementations in Section IV. Finally, we discuss related approaches and give perspectives in Section V.
II. STDP-BASED HOLISTIC LE ARNING
In this section we show how STDP can lead to holistic recognition, i. e. recognition in only one template-matching step.
A. Single image, single neuron
Let us start with the simplest set up one can think of: an entry layer covers the whole input image and performs convolutions on it. The filters may be for example DoG (to mimic retinal ganglion cells) or Gabor-like oriented edge detectors (to mimic VI neurons). As explained above (see Fig. 1 ), the convolution results are converted into spike la tencies. The resulting spike train is fed into one downstream neuron equipped with STDP. Guyonneau et al. investigated what happens if the same image is repeatedly presented to such a system, starting from random synaptic weights [26] . Fig. 3 illustrates their results: STDP progressively con centrates synaptic weights on the earliest firing afferents, with the result that the postsynaptic spike latency decreases, until a minimum is reached. At this stage, the neuron's preferred stimulus, which can be linearly reconstructed from the synaptic weights, corresponds to the salient edges of the input images.
B. Multiple images, multiple neurons in competition
Now say you want to learn several input images. A natural extension to the above-mentioned scheme is to have a population of neurons, all integrating the image spike trains in parallel. To prevent two neurons from learning the same image, one can implement lateral inhibitory connections, Before learning, since the synaptic weights are random, so is the reconstruction. But after learning, the neuron became selective to the most salient edges of the input image. Reproduced with permission from [26] . such that as soon as one neuron fires, it strongly inhibits its neighbours, which thus cannot fire for a while (as discussed above, this is a simple and biologically plausible implemen tation of the well known Winner-Take-All mechanism). As a result, the neuron population then self-organizes: each neuron tends to learn a different image, or a different set of similar images. Ref. [26] , [36] , [37] used this approach.
For example Weidenbacher & Neumann demonstrated how such a set up can handle head pose recognition [36] . As input of the model they used images of 200 subjects in 9 different poses taken from the FERET database [38] . Those images were convolved with a set of Gabor filters at 8 orientations, 3 scales and 2 phases (ON/OFF centre receptive field, responding to positive and negative local contrast), resulting in 48 feature maps (see Fig. 4 ). The resulting spike trains were fed into 9 neurons in parallel, equipped with STDP. Fig. 5 shows that after 4,000 presentations of faces in arbitrary poses, those neurons showed a clear preference for specific head poses.
It is important to note that up to this point, the learning was fully unsupervised. No external teacher signal was given to the model. Consequently, the model had no knowledge about which prototype neuron is related to which pose. Poses were only learned due to statistical regularities in the dataset.
The vector of STDP neuron responses was then fed into a Radial Basis Function (RBF) classifier, previously trained on a supervised manner, using labeled examples from the FERET database. A standard cross-validation procedure was used, and the poses of 94.7% of previously unseen examples were correctly estimated within a +/-15° range.
III. STDP-BASED LOCAL FE ATURE LEARNING
To achieve robust object recognition, despite eventual occlusions, and variations in view point, lighting conditions etc. , while avoiding a combinatorial explosion, it is generally useful to recognize an object as a combination of local features, as opposed to in a holistic manner. This strategy is largely employed by the brain. Specifically, the ventral stream of the visual system, involved in object recognition, is roughly hierarchically organized. At each stage neurons respond to combinations of simpler features, encoded at the preceding stage. Thus along the hierarchy neurons respond to more and more complex visual features. In an attempt to mimic this hierarchical organization a number of models have been proposed [39] - [48] . In this section we show that STDP provides an appealing mechanism for unsupervised learning in such networks.
A. Low level features
At the bottom of the hierarchy, in the primary visual cortex (VI), neurons are selective to simple oriented bars. Their selectivity can be well fitted by Gabor filters.
Delorme et al. showed how these Gabor-like selectivities can be obtained by applying STDP on spike trains coming from retinal ON-and OFF-center cells, modeled as DoG fil ters, and performing an intensity-to-latency conversion [49] . Again a 1-WTA mechanism ensured that only the first neuron to fire at each location would undergo weight modifications.
After propagating 2590 natural images they observed different sorts of selectivity that included contour orientation, end-stop and blob cells (see Fig. 6) .
B. High level features
Further up in the hierarchy, say in the Infero Temporal cortex (IT), neurons respond to more complex features, such as faces or face parts. In an attempt to explain how such complex selectivities can be learned with STDP, we used a five-layer hierarchical network largely inspired by the model formerly known as HMAX [43] , [48] (see Fig. 7 ). Specif ically, we also alternated simple cells that gain selectivity through a sum operation, and complex cells that gain shift and scale invariance through a max operation. The pattern of connectivity of neurons were initialized with two arrays (ON and OFF) of size Ilxll whose synaptic weights were distributed according to a randomized Gaussian function (the reconstruction process display here take into account both of these arrays, synapses from ON, center neurons being counted as positive and those from OFF-center neurons being counted as negative). After propagating thousands of images, coherent receptive fields were found to arise naturally for these 64 maps of neurons. Interestingly, they look like the selectivities found in V I (reproduced with permission from [49] ). However, our network uses spiking neurons and operates in the temporal domain: when presented with an image, the first layer's 8 1 cells, emulating VI simple cells, detect edges with four preferred orientations and the more strongly a cell is activated the earlier it fires (intensity-to-latency conversion). A I-WTA also ensures that at a given location only the spike corresponding to the best matching orientation is propagated. These 8 1 spikes are then propagated asyn chronously through the feedforward network of integrate and-fire neurons. We only compute the first spike fired by each neuron, which leads to efficient implementations.
Note that within this time-to-first-spike framework, the maximum operation of complex cells simply consists in propagating the first spike emitted by a given group of affer ents [50] . This can be done efficiently with an integrate-and fire neuron with low threshold that has synaptic connections from all neurons in the group.
Images are presented sequentially and the resulting spike waves are propagated through to the 82 layer, where STDP is used. We use restricted receptive fields (i. e. 8 2 cells only integrate spikes from a 8 x 8 square neighborhood in the C1 maps corresponding to one given processing scale) and weight sharing (i. e. each prototype 8 2 cell is duplicated in retinotopic maps and at all scales. Of course this is not biologically plausible. In the brain, 8 2-like cells probably develop their own selectivity independently, and then C2 cells may connect to the ones with similar selectivities thanks to a trace rule [5 1] ). Starting with a random weight matrix (size = 4 x 8 X 8) we present the first visual stimulus. Duplicated cells are all integrating the spike train in parallel, and compete with each other. If no cell reaches its threshold nothing happens and we process the next image. Otherwise for each prototype the first duplicate to reach its threshold is the winner. A 1-WTA mechanism prevents the other duplicated cells from firing. The winner thus fires and the STDP rule is triggered. The weight matrix is updated, and the change in weights is duplicated at all positions and scales. This allows the system to learn patterns despite of changes in position and size in the training examples. We also use local inhibition between different prototype cells: when a cell fires at a given position and scale, it prevents all other cells from firing later at the same scale and within an 8/2 x 8/2 square neighborhood relative to the firing position. This competition prevents all the cells from learning the same pattern. Instead, the cell population self-organizes, each cell trying to learn a distinct pattern so as to cover the whole variability of the inputs.
If the stimuli have visual features in common (which should be the case if for example they contain similar objects), the STDP process will extract them. Fig. 8 shows an example with faces: three C2 cells gradually become selective to face features, while at the same time, their responses become more and more rapid. Note that the background is generally not learned (at least not in priority), since backgrounds are almost always too different from one image to another for the STDP process to converge.
Importantly, the algorithm has a natural trend to learn salient regions, simply because they correspond to the earliest spikes, with the result that neurons whose receptive fields cover salient regions are likely to reach their threshold (and trigger the STDP rule) before neurons 'looking' at other regions.
In short the mechanism extracts prototypical visual pat terns that are both salient and consistently present in the im ages. It is important to note that up to this point, the learning was fully unsupervised. No external teacher signal or previ ous knowledge was given to the model. For example in Fig. 8 the system had no idea it was going to see faces. The features were only learned due to statistical regularities in the dataset. However, the output of the STDP neurons can be fed into a supervised classifier, e. g. a RBF . We evaluated such a scheme on two Cal tech datasets, one containing faces and the other motorbikes, and a distractor set containing backgrounds, all available at www.vision.caltech.edu. We used a standard cross-validation procedure, and previously unseen examples were correctly classified in more than 97% of the cases, using only ten C2 cells [47] .
IV. H ARDWARE IMPLEMENTATION WITH A DDRESS E VENT R EPRESENTATION
As said above the primate visual system relies on spike ar rival times to rapidly process information. However software simulations of these mechanisms can be time consuming. Consider for example the spikes coming from a neural layer that performs a convolution on an input image, and the above-mentioned coding scheme where the most strongly activated neurons fire first. Now say you want to do a k WTA. To select only the first k spikes one needs to do the convolution over the whole image, then sort the values, and finally discard the lowest ones. If a physical system has a response time proportional to the convolution value then the information is available as soon as the first k units have responded. This information can be transmitted to other layers for further processing, without needing to wait for later responses.
Linares' group in Sevilla, Spain is developing hardware based on this idea [52] . Specifically, they use Address Event Representation (AER), a spike-based representation technique for communicating asynchronous spikes between layers of neurons in different chips. The spikes in AER are carried as addresses of sending or receiving neurons on a digital bus. Time 'represents itself' as the asynchronous occurrence of the event. AER was first proposed in 199 1 by Mead's Lab at California Institute of Technology [53] , and has been used since then by a wide community of hardware engineers. As explained above, AER is ideal for WTA implementation [54] .
Current devices already have some STDP-like learning capabilities. For example in [52] the so called 'CAVIAR' device was able to classify the phases of a 'toy' visual stimulus consisting of rotating disc in a purely unsupervised way. The next step will be to learn more complex visual features as in [47] , useful to deal with natural images. Very relevantly it has recently been shown how the memristance nanotechnology can provide a hardware implementation of the STDP functionality [55] . This technology may be used in the next generation of AER devices.
This line of research is exciting because there is much room for improving the processing speed of biological visual systems. Indeed, biological hardware is incredibly slow: neu rons cannot fire more that a few hundred spikes per second and those impulses propagate on axons between neurons with a velocity of at most a few tens of meters per second. Silicon hardware is several orders of magnitude faster. This means that a system based on biological algorithms implemented on silicon hardware could, in principle, clearly outperform animals including humans.
V. D ISCUSSION
A. Comparison to other approaches
Visual features can also be extracted using supervised learning algorithms. For example LeCun & Bengio showed how visual features in a convolutional network could be learned in a supervised manner using back-propagation [4 1]. Alternatively, to select only pertinent features, among a ran domly selected set, for a given task, Ullman et al. proposed an interesting criterion based on mutual information [46] . Similarly, feature selection can be done on the basis of their likelihood ratios [56] . But supervised learning optimizes the features set for a given class (e. g. faces, cars, etc.).
In this paper, we focused on unsupervised visual fea ture learning. The features then reflect the statistics of the environment [57] . Specifically, they correspond to patterns that are consistently present in the inputs. This clustering removes redundancy [58] , which is desirable to a certain extent, although other criteria such as the sparseness of the resulting code should also be taken into account [59] , [60] . Then the output of the feature detector can be fed into a supervised learning algorithm (e. g. RBF, Support Vector Machine etc.). Note that this kind of hybrid scheme has been found to learn much faster than a two-layer backpropagation network, because the credit assignment problem is facilitated when features are kept fixed [6 1], [62] .
Many other approaches have been proposed for unsuper vised learning of visual features. Some authors use random crops from natural images (e. g. [48] ). This works well because it can exhaustively sample the input space [63] , but it is costly since redundancy is very high between features, and many features are irrelevant for most (if not all) of the tasks.
Other approaches use Independent Component Analysis (ICA) or derivatives to remove as much redundancy as pos sible in the input, for e. g. [64] - [67] . However, the indepen dence assumption of ICA is ill suited for learning part-based representations because various parts that are likely to occur together would end up in a single holistic representation. The STDP-based algorithm proposed here learns each part independently, which is clearly a little redundant but leads to better robustness to occlusion and better generalization performance.
Principal Component Analysis (PCA) is another popular approach (e. g. [68] , [69] ), but it leads to features that lack intuitive meaning because of complex cancellations between positive and negative numbers while combining them [70] .
The STDP-based learning algorithm is much closer to non-negative matrix factorization [70] or non-negative sparse coding [7 1] : within both approaches objects are represented as (positive) sums of their parts, and the parts are learned by detecting consistently co-active input units.
B. Next steps
One of the main limitation of the studies presented in this paper is that they considered only static images, and propagated them one by one. A next step could be to use videos. A recent retinal model developed at the INRIA [72] can be used to convert videos into spikes, which would then be fed to the network. STDP is known to be able to detect consistent spike patterns even when embedded in continuous activity [73] , [74] , so selectivity to prototypical visual features should thus still emerge. Besides, spiking neurons and rank order schemes are also known to be capable of motion detection and integration [75] , leading to multilayered networks that can robustly classify human actions (e. g. walk, jump etc. ) in natural videos [76] . But whether STDP can learn motion features is currently unclear, and subsequent work will address this issue.
The second main limitation of the studies presented here is the restriction to feedforward connections. The main justification for these feedforward-only models is that, as explained above, the primate visual system seems to have a fast recognition mode in which feedback is probably largely inactive. However normal vision is an ongoing process, in which the massive amount of feedback connections observed in the brain [77] , [78] certainly have important functional roles.
One of them maybe to generate self-sustained oscilla tions [79] . It has been recently demonstrated that a common oscillatory drive for a group of neurons can reliably format the pattern of spike times -through an activation-to-phase conversion [80] -so that repeating activation patterns can be easily detected and learned by a downstream neuron equipped with STDP, and then recognized in just one oscilla tion cycle [8 1] . But how STDP interacts with self-sustained oscillations, as opposed to an external oscillatory drive, and the implications for visual processing are currently unclear. Again, subsequent work will address theses issues.
While omnipresent in biological visual systems oscilla tions have received little attention from the computer vision community. Yet they may have a lot of desirable effects such as organizing perception in discrete chunks. Alternatively, saccades may have a similar effect [8 1], [82] . 
