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Abstract: In the literature, intensive research effort has been made on the trajectory planning for autonomous vehicles,
while the integration of the trajectory planner with trajectory controller is less focused. This study proposes the
spatiotemporal-based trajectory planner and controller by a two-level dynamically integrated structure. In the upper level,
the best trajectory is selected among a group of candidate time-parameterised trajectories, while the target vehicle ending
position and velocity can be satisfied. Then the planned trajectory is evaluated by checking the feasibility when the actual
vehicle dynamic motion constraints are considered. After that, the lower level trajectory controller based on vehicle
dynamics model will control the vehicle to follow the desired trajectory. Numerical simulations are used to validate the
effectiveness of the proposed approach, where the scenario of an intersection and the scenario of overtaking are applied to
show that the proposed trajectory controller can successfully achieve the control targets. In addition, compared with the
potential field method, the proposed method based on the four-wheel independent steering (4WIS) and four-wheel
independent driving (4WID) electric vehicle shows great advantages in guaranteeing the vehicle handling and stability.
1. Introduction
In recent years, intensive research effort has been put
on the area of autonomous driving due to the emerging
technology of autonomous vehicles. Autonomous vehicles
have the potential to improve the current transportation
system, such as the accident prevention when the number of
worldwide road accident is increasing [1][2]. In addition, the
traffic and fuel efficiency can be improved by the
autonomous traffic and fleet management system [3].
Within the realistic road traffic, however, the future
autonomous vehicles will face the challenge of more
dynamic and time-critical scenarios [4]. Thus, more
complicated and reliable controllers are required to satisfy
these challenges and requirements.
The development of autonomous vehicles can be
classified as several stages according to [5]: in the earlier
stage, various advanced driver assistance systems (ADAS),
such as the lane departure warning (LDW), lane keeping
assistance and cruise control system, were employed to
assist the driving but driver was still in control of the vehicle;
in the current stage, the entire trip is delegated to the
autonomous control system so that the driver is not expected
to perform any tasks, which can be considered as the fully
autonomous control method.
Deep reinforcement learning has attracted the
focused attention in the motion control of the fully
autonomous vehicle in current literature. It is argued that the
convolutional neural network (CNN) is an important
approach to implement the deep learning and particularly
suitable for imagine recognition [6]. CNN is widely applied

to detect and classify pedestrians and vehicles, and is also
utilised to implement the end-to-end framework of learning
the autonomous control [6][7]. In [6], the image features
were classified into different categories and influences of
the image feature on the end-to-end learning performance of
autonomous control by implementing CNN method were
analysed. However, it was argued that the deep learning
approach based on CNN could be only considered as the
lowest recognition level of autonomous driving, and the
more advanced deep learning methods for higher prediction
level (based on recurrent neural network (RNN)) and
planning level (based on reinforcement learning (RL) or
deep Q networks (DQN)) were proposed in [8]. The major
problem of the current deep reinforcement learning is the
training procedure needs a large amount of labelled image
data sets and the time integration of these image data also
requires to predict, which is computational expensive and
time-consuming. Wang et al. recently proposed an
innovative deep learning framework for autonomous driving
– parallel driving [9][10]. In parallel driving, the physical
layer of vehicles and drivers and cybernetic layer of
‘artificial drivers and artificial vehicles (ADAVs)’ exist
simultaneously. Based on cloud computing, the ADAVs are
designed to implement the ‘computational experiment’ and
deep reinforcement learning to carry out the trajectory
planning and autonomous control of the artificial vehicles,
and send the execute command to the physical vehicles. In
this way, the computation burden of the local controller in
individual physical vehicle is significantly reduced, but the
computation load has transferred to the cybernetic layer and
it is questionable whether the cybernetic layer can
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successfully plan the detailed trajectories for thousands of
vehicles simultaneously under the highly dynamic and
complex street scenario. The major problem of the parallel
driving and other deep learning method is the actual control
performance and reliability is questionable under the
complex scenarios. Furthermore, the trajectory planned by
deep learning method does not consider the vehicle
dynamics performance and the actual vehicle stability is
questionable. Thus, the end-to-end autonomous control
purely based on deep learning is questionable at current
stage.
This study will focus on a more practical control
framework for autonomous vehicle compared with deep
learning method. Li et al. proposed a software system
architecture for the trajectory planning and control of
autonomous ground vehicle [11]. This system consisted of a
number of modules, such as digital maps, perception and
localisation system, behaviour planner, trajectory planner
and trajectory controller. A manually constructed detailed
digital map is applied, which provides various traffic
information, such as lanes information and traffic
information. In addition, the real-time vehicle position on
the digital map can be determined by the perception and
localisation system (the GPS combined with IMU and wheel
encoder). Based on the digital map and vehicle’s real-time
position on the digital map, the behavioural planner is
responsible for making deliberate manoeuvre task decisions,
such as lane following, lane changing, vehicle following and
overtaking, in complex street-driving scenario. The global
route planner in the behaviour level can compute the rough
reference path while stratifying the task decisions. Then in
the trajectory planning and trajectory tracking level, the
planned and tracked trajectory should follow the rough
reference path.
In this study, the rough reference path is assumed to
be known and the trajectory planning and tracking control
level controller is mainly focused. According to vehicle
sensors and surrounding environment, the high-level
trajectory planner considers both the information of the
guidance path and vehicle motion constraints and selects the
best vehicle trajectory. Then the low-level trajectory
controller will control the individual vehicle actuator to
achieve the selected trajectory. The high-level motion
planning control method can be classified as the spatialbased method and the spatiotemporal-based method. The
spatial-based method is widely used in the literature to plan
the trajectory only in the spatial dimension and this method
does not explicitly account for the time parameter [12].
Specifically, in the direct tracking method, the desired path
is determined at first and the steering system is controlled to
follow the desired path exactly at every time step [13][14].
In the potential field method, the steering control method
based on the potential fields can form a steering corridor
with a desired tracking error tolerance and the vehicle can
be steered smoothly with smaller control effort compared
with the direct tracking method [15]. However, during
rushing nose-to-tail traffic, the spatial-based approaches
quickly reach their limits and lead to poor performance or
even accidents [16]. This leads to the development of the
spatiotemporal-based trajectory planning concept, where
time parameterised trajectories are created by considering
the kinematic constraints. Typical spatiotemporal-based
planning methods have been proposed to find the trajectory

connecting the initial state with an exactly defined goal state
[17][18][19]. These methods relied on discrete geometric
structure, such as the rapidly exploring random trees (RRT)
[20] and state lattice [19]. However, when the surrounding
environment is unconstructed and complex, these methods
may not quickly generate the alternative trajectory. The
trajectory planning strategies proposed in [21][22] take the
advantage of ‘deliberated multiple final states’, which have
multiple alternative final states and are highly responded to
traffic changes. In study [4], the combined optimization of
the longitudinal and lateral moment are proposed and the
multiple target positions are described as the offset error
values from the target reference positions. In addition, in
order to create time parameterised trajectory and account for
the kinematic constraints, the terminal time can be selected
and the derivative of desired target positions should satisfy
certain reference values.
It is also vital for the optimal trajectory-based
planning to achieve the safe and human-comfort vehicle
motion. In [23], it is suggested that nature paths are those
that resemble human generated paths. Executing familiar
manoeuvres would surely contribute to the passenger
comfort improvement. Thus, the studies [4][24] propose the
trajectory-based planning method and this method can
achieve the human-like trajectory generation and fast
determine the global trajectory. The optimal targets of this
proposed optimal trajectory generation method are the
minimising of the square of the longitudinal and lateral jerk,
the minimising of the total time and the minimising of the
trajectory tracking error.
Most of the studies in the literature, however, only
focused on the vehicle trajectory planning but less of the
studies dynamically integrated the actual vehicle dynamics
performance and trajectory control together. In [25], an
integrated local trajectory planning and tracking control
framework were proposed and dynamics-model based
predictive path generation algorithm was applied to plan a
set of smooth and kinematically-feasible path. It is
suggested in [26] that bicycle or car-like kinematic model
are widely used to exploit the basic manoeuvre capability of
the car, but the comprehensive vehicle dynamics model
which considers the tyre-road friction coefficient and limits
of the specific tyre force has been applied in few studies.
In this study, a two-level real-time dynamically
integrated spatiotemporal-based trajectory planning and
control method is proposed. The upper level vehicle
trajectory planner can successfully generate the
spatiotemporal-based trajectories with various terminal time
and state ending conditions. Among these trajectories, the
best suitable trajectory is selected based on the optimised
cost function which is used to minimise the tracking error
and terminal time spent. In the proposed trajectory planner,
the curvature discontinuities at the conjunction of the line
segments and arcs can be prevented by the generated
human-like path. After that, according to the required
vehicle velocity and yaw rate from the generated trajectory,
the comprehensive vehicle dynamics model is applied to
check whether this actual trajectory can be implemented.
This feasibility check includes the checking of the feasibility
of the required longitudinal acceleration and whether the
tyre remains in the linear stability region for the actual
vehicle. After the feasibility analysis of the planned
trajectory, this study includes the trajectory controller in the
2

lower level based on the sliding-mode method and vehicle
dynamics model to validate that the vehicle can be
controlled successfully according to the selected best
suitable trajectory. The 4WIS-4WID electric vehicle shows
advantages over the traditional vehicle due to the
availability of more control actuators, and therefore the
advantage of implementing 4WIS-4WID model on
autonomous control compared with traditional two-wheel
model is also discussed.
The structure of this paper is organised as follows:
first, the 4WIS-4WID vehicle dynamics model and
traditional two-wheel dynamics model for autonomous
vehicles are described. Then the proposed trajectory planner
in the upper level is described and the feasibility analysis of
the planned trajectory is implemented. After that, the vehicle
trajectory controller based on the vehicle dynamics model is
presented. Finally, simulations are carried out to compare
the different controllers and verify the effectiveness of the
proposed controllers.

2. Vehicle dynamics model
In this paper, a 4WIS-4WID vehicle model is utilised
first to describe the dynamic motion of an autonomous
vehicle. This model simulates the conditions of a real
vehicle, and is used to validate the performance of the
proposed trajectory control method.
The equations of motion of this model are described
as follows:
𝑚𝑣̇𝑥 = 𝑚𝑣𝑦 𝑟 + (𝐹𝑥𝑓𝑙 + 𝐹𝑥𝑓𝑟 + 𝐹𝑥𝑟𝑙 + 𝐹𝑥𝑟𝑟 )
(1a)
𝑚𝑣̇𝑦 = −𝑚𝑣𝑥 𝑟 + (𝐹𝑦𝑓𝑙 + 𝐹𝑦𝑓𝑟 + 𝐹𝑦𝑟𝑙 + 𝐹𝑦𝑟𝑟 )
(1b)
𝑏𝑓
𝐼𝑧 𝑟̇ = 𝑙𝑓 (𝐹𝑦𝑓𝑙 + 𝐹𝑦𝑓𝑟 ) − 𝑙𝑟 (𝐹𝑦𝑟𝑙 + 𝐹𝑦𝑟𝑟 ) + (𝐹𝑥𝑓𝑙 − 𝐹𝑥𝑓𝑟 )
2
𝑏𝑟
+ (𝐹𝑥𝑟𝑙 − 𝐹𝑥𝑟𝑟 )
2
(1c)
where 𝑣𝑥 , 𝑣𝑦 , 𝑟 are the vehicle longitudinal velocity, lateral
velocity, and yaw rate, respectively. 𝐹𝑥𝑓𝑙 , 𝐹𝑥𝑓𝑟 , 𝐹𝑥𝑟𝑙 , 𝐹𝑥𝑟𝑟 are
the vehicle front left, front right, rear left and rear right
longitudinal
tyre
forces,
respectively,
and
𝐹𝑦𝑓𝑙 , 𝐹𝑦𝑓𝑟 , 𝐹𝑦𝑟𝑙 , 𝐹𝑦𝑟𝑟 are the vehicle front left, front right, rear
left and rear right lateral tyre forces, respectively. 𝑙𝑓 and 𝑙𝑟
are the front and rear wheel base lengths, while 𝑏𝑓 and 𝑏𝑟
are the front and rear track widths. 𝐼𝑧 and 𝑚 are the moment
of vehicle inertia in terms of yaw axis and vehicle mass.

𝜆𝑖 =

𝜇𝐹𝑧𝑖 [1 − 𝜀𝑟 𝑢𝑖 √𝑠𝑖2 + tan2 𝛼𝑖 ](1 − 𝑠𝑖 )
2√𝐶𝑠2 𝑠𝑖2 + 𝐶𝛼2 tan2 𝛼𝑖
𝜆 (2 − 𝜆𝑖 ) (𝜆𝑖 < 1)
𝑓(𝜆𝑖 ) = { 𝑖
(𝜆𝑖 > 1)
1
𝐶𝛼 tan 𝛼𝑖
𝐹𝑠𝑖 =
𝑓(𝜆𝑖 )
1 − 𝑠𝑖
𝐶𝑠 𝑠𝑖
𝐹𝑡𝑖 =
𝑓(𝜆𝑖 )
1 − 𝑠𝑖

(3)
where 𝜇 is the tyre-road friction coefficient. 𝐹𝑧𝑖 is the
vertical load of each wheel. 𝐶𝑠 is the longitudinal cornering
stiffness and 𝐶𝛼 is the lateral cornering stiffness. 𝑠𝑖 is the
longitudinal slip ratio, and 𝛼𝑖 is the lateral slip angle. 𝜀𝑟 is a
constant value, and 𝑢𝑖 is the vehicle velocity component in
the wheel plane.
The wheel rotation dynamics is described by the
following equation:
𝐼𝜔 𝜔̇ 𝑖 = −𝑅𝜔 𝐹𝑡𝑖 + 𝑇𝑖
(4)
For the traditional two-front-wheel steering vehicle,
the dynamics equation can be simplified as:
𝑚𝑣̇𝑥 = 𝑚𝑣𝑦 𝑟 + 𝐹𝑡𝑓𝑙 + 𝐹𝑡𝑓𝑟 − 𝐹𝑠𝑓𝑙 sin 𝛿 − 𝐹𝑠𝑓𝑟 sin 𝛿
(5a)
𝑚𝑣̇𝑦 = −𝑚𝑣𝑥 𝑟 + 𝐹𝑠𝑓𝑙 cos 𝛿 + 𝐹𝑠𝑓𝑟 cos 𝛿 + 𝐹𝑠𝑟𝑙 + 𝐹𝑠𝑟𝑟
(5b)
(𝐹
)
𝐼𝑧 𝑟̇ = 𝑙𝑓 (𝐹𝑠𝑓𝑙 cos 𝛿 + 𝐹𝑠𝑓𝑟 cos 𝛿) − 𝑙𝑟 𝑠𝑟𝑙 + 𝐹𝑠𝑟𝑟
𝑏𝑓
+ (−𝐹𝑠𝑓𝑙 sin 𝛿 + 𝐹𝑠𝑓𝑟 sin 𝛿)
2
(5c)
where 𝛿 is the front wheel steering angle.

3. Trajectory planner
The whole structure of the proposed dynamically
integrated trajectory planning and control method mainly
includes the upper level trajectory planner, the lower level
trajectory controller, and the vehicle dynamics model, which
is presented in Figure 1.
It is assumed the desired vehicle initial and ending
states of each section of the road along the rough reference
path have already known in advance. These reference values
are determined by the behaviour layer task planner and
digital map. This is a reasonable assumption because many
studies in the literature have determined the rough reference
path by behaviour level task planner based on digital map
[11][28][29].

The tyre traction or brake force and side force are
defined as 𝐹𝑡𝑖 and 𝐹𝑠𝑖 , respectively, which can be related to
the longitudinal and the lateral tyre forces by the steering
angle 𝛿𝑖 as follows:
𝐹𝑥𝑖 = 𝐹𝑡𝑖 cos 𝛿𝑖 − 𝐹𝑠𝑖 sin 𝛿𝑖
𝐹𝑦𝑖 = 𝐹𝑡𝑖 sin 𝛿𝑖 + 𝐹𝑠𝑖 cos 𝛿𝑖
(2)
where 𝑖 = 𝑓𝑙, 𝑓𝑟, 𝑟𝑙, 𝑟𝑟, which represents the front left, front
right, rear left and rear right wheel, respectively.
The non-linear Dugoff tyre model is used in this
paper [27], and is described by:

3

Figure 1. The whole control structure of the dynamically
integrated trajectory planning and control method.

3.1 Trajectory planner
In the proposed trajectory planner, the multiple target
positions in each road section are defined as a group of
offset longitudinal positions and a group of offset lateral
positions from the reference values. The start state of is
assumed as [𝑑0 𝑑̇0 𝑑̈0 ] and the desired ending state is
assumed as [𝑑1 𝑑̇1 𝑑̈1 ]. 𝑑1 is a group of offset positions
which is constrained within the road boundary and 𝑑0 is the
initial condition. 𝑑̇0 and 𝑑̈0 present the initial velocity and
acceleration, while 𝑑̇1 and 𝑑̈1 present the ending velocity
and acceleration. In order to guarantee the continuities of the
planned trajectory, the initial state 𝑑0 in this section of road
should be the ending state of previous section. Since the
selection of terminal time and the selection of offset error
from desired final states can both affect the trajectory
planning and tracking control performance, the terminal cost
2
function ℎ(𝑑1 , 𝜏) = 𝑘𝜏 𝜏 + 𝑘𝑑1 (𝑑𝑟 − 𝑑1 (𝜏)) is designed to
balance the terminal time cost and offset error from desired
state. 𝑑𝑟 is the reference vehicle state. 𝑘𝑗 and 𝑘𝑑 are the
scaling factors of each term. The vehicle trajectory tracking
behaviour is strongly affected by the selection of terminal
time: the small terminal time can reach the final states early,
which leads to uncomfortable, energetically wasteful actions,
while large terminal time with late arrival on final states
implies slow but stable movements. If we want to minimise
the terminal time, the gain value 𝑘𝜏 is selected as the value
much bigger than 𝑘𝑑1 . If we want to minimise the offset
error from the reference value, then vice versa.
Furthermore, the vehicle longitudinal or lateral jerk
𝑑⃛(𝜏) should be minimised to improve the smoothness of the
trajectory. The total cost function 𝐽 can be presented as:
2

∑𝑑1 ,𝜏 𝐽1 = 𝑘𝑗 (𝑑⃛1 (𝜏)) + ℎ(𝑑1 , 𝜏)
(6)
where 𝑘𝑗 scaling factor of the term related to longitudinal or
lateral jerk. 𝜏 is the candidate terminal time of this section of

the road and 𝜏 ∈ [0 𝑇]. 𝑇 is the longest time required to
complete the motion. In each section of the road, a whole
trajectory set is generated by combing different end
conditions 𝑑1𝑖 and 𝜏𝑗 [4], where 𝑖, 𝑗 mean that the trajectory
planner will generate the number of 𝑖 × 𝑗 trajectories. 𝑑1𝑖 is
the 𝑖th number of the target final position of this section of
road and would close to the target position when 𝑑1𝑖 → 𝑑1 .
𝜏𝑗 is the 𝑗th number of terminal time of this section of road.
The optimisation algorithm will choose the best trajectory
based on the cost function (6) from these 𝑖 × 𝑗 trajectories. It
can be also noted that the target final velocity 𝑑̇1𝑖 or
acceleration 𝑑̈1𝑖 can be used in (6) instead of 𝑑1𝑖 if the final
velocity or acceleration is required to be optimised.
Assume the vehicle trajectory 𝑑(𝜏) in the
optimisation problem can be described by the following
quintic state equations [4]:
𝑑1 = 𝑐0 + 𝑐1 𝑡 + 𝑐2 𝑡 2 + 𝑐3 𝑡 3 + 𝑐4 𝑡 4 + 𝑐5 𝑡 5
(7a)
𝑑̇1 = 𝑐1 + 2𝑐2 𝑡 + 3𝑐3 𝑡 2 + 4𝑐4 𝑡 3 + 5𝑐5 𝑡 4
(7b)
𝑑̈1 = 2𝑐2 + 6𝑐3 𝑡 + 12𝑐4 𝑡 2 + 20𝑐5 𝑡 3
(7c)
with 𝑐0 , 𝑐1 , … , 𝑐5 ∈ 𝑅 and 𝑡 ∈ [0 𝜏].
Equation (7) can be rewritten as the following
equation:
𝛏(𝑡) = 𝑴𝟏 (𝑡)𝒄𝟎𝟏𝟐 + 𝑴𝟐 (𝑡)𝒄𝟑𝟒𝟓
(8)
1 𝑡 𝑡2
𝑡3
𝑡4
𝑡5
where 𝑴𝟏 (𝑡) = [0 1 2𝑡], 𝑴𝟐 (𝑡) = [3𝑡 2 4𝑡 3
5𝑡 4 ],
2
0 0 2
6𝑡 12𝑡
20𝑡 3
𝑑(𝑡)
𝛏(𝑡) = [𝑑̇ (𝑡)].
𝑑̈ (𝑡)
According to the initial and final states, the
coefficients [𝑐0 , 𝑐1 , 𝑐2 , 𝑐3 , 𝑐4 , 𝑐5 ] of the quintic state
trajectory can be calculated:
𝑐0
𝒄𝟎𝟏𝟐 = [𝑐1 ] = 𝑴𝟏 (0)−1 𝝃𝟎
(9a)
𝑐2
𝑐3
𝒄𝟑𝟒𝟓 = [𝑐4 ] = 𝑴𝟐 (𝜏)−1 [𝝃𝒕 − 𝑴𝟏 (𝜏)𝒄𝟎𝟏𝟐 ]
(9b)
𝑐5
𝑑0
𝑑1
1 0 0
̇
𝑑
(0)
where 𝑴𝟏
= [0 1 0], 𝝃𝟎 = [ 0 ] and 𝝃𝒕 = [𝑑̇1 ].
0 0 2
𝑑̈1
𝑑̈0
After the above coefficients are calculated, the
vehicle trajectory can be described as 𝑑1 (𝑡) in equation (7a).
In this way, these 𝑖 × 𝑗 trajectories in this section of the road
can be calculated and the best trajectory can be selected
based on the optimisation of the cost function.
The above optimisation cost function (6) is only
corresponding to one section of road. If the rough desired
path is divided into several sections of road by a set of
position points, a number of the optimisation calculations
are implemented successively. In the ideal condition, the
more sections the pre-defined path is divided, the more
accurate the optimisation results would be. However, this
requires intensive computing efforts and the balance
between the optimisation performance and the calculation
effects should be achieved.
Vehicle trajectory planning in the global coordinate
system in this study can be divided as the longitudinal
trajectory planning and the lateral trajectory planning.
Equations (6-9) provide the common optimisation algorithm
for both the longitudinal trajectory and lateral trajectory.
4

After the desired trajectory is proposed with certain
position constraints and velocity constraints, the next stage
is to map the desired trajectory into the desired longitudinal
velocity and yaw angle in the vehicle body-fixed coordinate
system. According to the longitudinal velocity and lateral
velocity of the desired trajectory in the global coordinate
system, the desired yaw angle 𝜑𝑑 and longitudinal velocity
𝑣𝑥𝑑 in the body-fixed coordinate system can be optimised
according to the following equation:
2
𝐽2𝑚𝑖𝑛,𝜑𝑑 ,𝑣𝑥𝑑 = 𝑎(𝑣𝑥𝑑 (𝑘) − 𝑣𝑥𝑑−𝑏 (𝑘))
+ 𝑏 (𝑣𝑥𝑑 tan 𝜑𝑑 (𝑘) − 𝑣𝑦𝑑−𝑏 (𝑘))

2

2

+ 𝑐(𝜑𝑑 (𝑘) − 𝜑𝑑 (𝑘 − 1))

(10)
where 𝑎 , 𝑏 and 𝑐 are scaling factors, which are used to
achieve the desired longitudinal velocity, lateral velocity
and avoid the abrupt change of the yaw angle between each
time step and improve the smooth of the trajectory. 𝑘
presents the time step 𝑡(𝑘) and 𝑘 − 1 presents the time step
𝑡(𝑘 − 1) . 𝑣𝑥𝑑−𝑏 and 𝑣𝑦𝑑−𝑏 represent the desired
longitudinal velocity and lateral velocity in the body-fixed
coordinate system, which can be calculated according to the
desired longitudinal velocity 𝑣𝑥𝑑−𝑔 and lateral velocity
𝑣𝑦𝑑−𝑔 in the global coordinate system:
𝑣𝑥𝑑−𝑏 = 𝑣𝑥𝑑−𝑔 cos 𝜑 + 𝑣𝑦𝑑−𝑔 sin 𝜑
(11a)
𝑣𝑦𝑑−𝑏 = 𝑣𝑥𝑑−𝑔 sin 𝜑 − 𝑣𝑦𝑑−𝑔 cos 𝜑
(11b)
When 𝑣𝑥𝑑 and 𝜑𝑑 are determined, the trajectory
planning has finished and the desired tyre forces and yaw
moment can be calculated by the trajectory controller.
It is noted that the optimization target of the last term
in the optimization problem (10) is less important than the
primary optimization target of achieving the planned
longitudinal and lateral velocities, so the scaling factor 𝑐 can
be set much smaller than 𝑎, 𝑏.

3.2 Dynamically checking the feasibility of the
planned trajectory
In order to successfully complete the planned motion,
the actual autonomous vehicle should be able to achieve
desired longitudinal acceleration 𝑣̇ 𝑥𝑑 and yaw rate 𝜑̇ 𝑑 in the
vehicle body-fixed coordinate system.
For the traditional vehicle, based on the centralised
powertrain distribution pattern, the maximum longitudinal
acceleration 𝑎𝑥𝑚 can be generated is:
𝑇𝑀
𝐷𝑎 𝑣𝑥2
𝑎𝑥𝑚 = ±
− 𝐶𝑟 𝑔 −
𝑅𝜔 𝑚
𝑚
(12)
where 𝑇𝑀 is the electric vehicle’s total maximum available
driving/braking torque. 𝐶𝑟 is the rolling resistance
coefficient and 𝐷𝑎 is the wind drag coefficient.
For the 4WIS-4WID electric vehicle, based on the
decentralised powertrain distribution pattern, the maximum
longitudinal acceleration which can be generated is:
4𝑇𝑚
𝐷𝑎 𝑣𝑥2
𝑎𝑥𝑚 = ±
− 𝐶𝑟 𝑔 −
𝑅𝜔 𝑚
𝑚
(13)
where 𝑇𝑚 is the electric vehicle’s maximum available
driving/braking torque of individual wheel.

If the following condition is satisfied, the planned
trajectory is feasible for the longitudinal acceleration:
𝑣̇ 𝑥𝑑 < |𝑎𝑥𝑚 |
when vehicle is accelerating
(14a)
𝑣̇ 𝑥𝑑 > −|𝑎𝑥𝑚 |
when vehicle is braking
(14b)
In addition, the stability analysis of the vehicle
system is also required in the trajectory feasibility analysis.
In Dugoff tyre model, the stability region is defined as the
linear region and nonlinear region according to equation (3).
In equation (3), 𝜆𝑖 presents the linearity of each tyre.
In order to guarantee the feasibility of the trajectory, 𝜆𝑖
should be larger than 1 and the tire is working in the linear
tyre region. According to equation (3), a number of vehicle
states affect 𝜆𝑖 , such as the vehicle side-slip angle, slip ratio,
vertical load and tyre-road friction coefficient. Thus, in the
trajectory feasibility analysis, it is hard to determine the
exact 𝜆𝑖 mathematically.
Table 1 shows the maximum yaw rate within the
linear stability region which are obtained from the
simulation results using the vehicle dynamics model (1)-(4)
and parameters given in Table 2 under different initial
conditions with sinusoidal steering input. In the simulation,
the 𝜆𝑖 value of an individual wheel has been plotted and
checked. If the 𝜆𝑖 value of a specific tyre is less than 1
(larger than 1), this specific tyre is working in the nonlinear
tyre region (linear tyre region). The maximum yaw rate
within the linear stability region can be defined as the
maximum yaw rate value when all the 𝜆𝑖 values of four tyres
are larger than 1. It is noted that rather than used to show the
maximum yaw rate constraints, the defined maximum yaw
rate in this paper is used to prevent the vehicle tyre from
working in the undesired nonlinear tyre region. Table 1 also
shows that the 4WIS-4WID vehicle has larger yaw rate
threshold value in the linear tyre region than the traditional
two-wheel vehicle. It is also noted that Table 1 only shows
the maximum yaw rate of the fixed initial longitudinal
velocity. However, the longitudinal velocity 𝑣𝑥 would
change continuously in the real situation. In order to obtain
the real-time value of maximum yaw rate to check the
feasibility, the interpolation method is applied:
𝑣02 − 𝑣𝑥
𝑣𝑥 − 𝑣01
𝑟𝑚𝑎𝑥 =
𝑟
+
𝑟
𝑣02 − 𝑣01 𝑚𝑎𝑥1 𝑣02 − 𝑣01 𝑚𝑎𝑥2
(15)
It is assumed that the real-time velocity is between the fixed
velocities 𝑣01 and 𝑣02 in Table 1. 𝑟𝑚𝑎𝑥1 and 𝑟𝑚𝑎𝑥2 are the
corresponding maximum yaw rate of 𝑣01 and 𝑣02 .
Remark: The maximum yaw rate in Table I is obtained by
the simulations with sinusoidal steering input and certain
initial longitudinal velocity. Since the longitudinal velocity
will remain almost unchanged by velocity controller, the
obtained maximum yaw rate 𝑟𝑚 can be simply considered as
the maximum yaw rate under the initial longitudinal velocity
𝑣0 .
In order to guarantee the stability, the desired yaw
rate of the planned trajectory should satisfy the following
equation:
𝜑̇ 𝑑 < |𝑟𝑚 |
when 𝜑̇ 𝑑 > 0
(16a)
𝜑̇ 𝑑 > −|𝑟𝑚 | when 𝜑̇ 𝑑 < 0
(16b)
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where 𝑟𝑚 is the maximum value of the yaw rate in the linear
stability region.
Table 1. The maximum yaw rate within the linear stability
region (rad/sec)

𝑣0 =20 m/s
𝑣0 =15 m/s
𝑣0 =10 m/s
𝑣0 =5 m/s

𝜇 = 0.9
Two-wheel
4WISvehicle
4WID
vehicle
±0.222
±0.222
±0.289
±0.415
±0.488

±0.289
±0.440
±0.555

𝜇 = 0.5
Two-wheel
4WISvehicle
4WID
vehicle
±0.124
±0.124
±0.156
±0.225
±0.312

±0.157
±0.244
±0.367

If both of conditions (14) and (16) are satisfied, the
planned trajectory is feasible and the trajectory controller
can be applied accordingly. If these conditions are
unsatisfied, the cost function (6) can be revised as follows:
2

∑𝑑1 ,𝜏 𝐽1 = 𝑘𝑗 (𝑑⃛1 (𝜏)) + ℎ(𝑑1 , 𝜏) + 𝐾𝑢𝑛
(6)
where 𝐾𝑢𝑛 is extremely large positive value, which is
utilised to increase the total cost of the selected ending
position and terminal time and consequently the alternative
route can be selected.

4. Vehicle trajectory controller
In this section, the vehicle two-layer trajectory
controller is proposed to control the autonomous vehicle to
follow the desired planned trajectory. In the first layer, the
desired longitudinal force, lateral force and yaw moment in
the vehicle body-fixed coordinate system can be calculated
according to the desired longitudinal velocity, lateral
velocity and yaw angle. In addition, the actual values of
longitudinal velocity, lateral velocity and yaw angle are also
required in the first layer as the actual feedback values in the
trajectory controller. The second layer is the execute layer,
which can control and optimise the individual steering and
driving actuators to achieve the desired longitudinal force,
lateral force and yaw moment.

4.1 Trajectory controller in the first layer
The vehicle tracking error dynamics equation
presented by the following equation based on [30]:
𝑣̃𝑦 = [𝑣𝑥 sin 𝜑̃ + 𝑣𝑦 cos 𝜑̃ ] − 𝑣𝑦𝑑
𝑣̃𝑥 = [𝑣𝑥 cos 𝜑̃ − 𝑣𝑦 sin 𝜑̃] − 𝑣𝑥𝑑
𝜑̃ = 𝜑𝑎𝑐𝑡 − 𝜑𝑑

can be
(17a)
(17b)
(17c)

where 𝜑𝑎𝑐𝑡 is the actual vehicle yaw angle. 𝑣̃𝑥 and 𝑣̃𝑦 are
longitudinal velocity error and lateral velocity error,
respectively. In order to improve the vehicle stability and
minimise the vehicle body side-slip angle, the desired lateral
velocity 𝑣𝑦𝑑 is assumed as zero value.
The vehicle trajectory controller adds up both the
feedforward and feedback force and moment demands:
𝐹𝑥,𝑡𝑜𝑡𝑎𝑙 = 𝑚𝑣̇ 𝑥𝑑 − 𝑚𝑣̃𝑦 𝜑̇ 𝑑 − 𝐾1 𝑣̃𝑥
(18a)
𝐹𝑦,𝑡𝑜𝑡𝑎𝑙 = 𝑚𝑣𝑥𝑑 𝜑̇ 𝑑 + 𝑚𝑣̃𝑥 𝜑̇ 𝑑 − 𝐾2𝑝 𝑣̃𝑦 − 𝐾2𝑑 𝑣̃̇𝑦
(18b)
𝑀𝑧 = 𝐼𝑧 𝜑̈ 𝑑 − 𝐾3𝑝 𝜑̃ − 𝐾3𝑑 𝜑̃̇
(18c)

where 𝐾1 , 𝐾2𝑝 , 𝐾2𝑑 , 𝐾3𝑝 , 𝐾3𝑑 are feedback control gains.
𝐹𝑥,𝑡𝑜𝑡𝑎𝑙 and 𝐹𝑦,𝑡𝑜𝑡𝑎𝑙 are the total desired longitudinal tyre
force and total lateral tyre force, respectively.

4.2 Trajectory controller in the second layer
In this study, vehicle dynamics model is also used in
the second layer controller to generate controlled steering
angle and driving/braking torque and achieve trajectory
control targets. In this section, the 4WIS-4WID vehicle
model is used as an example to achieve the desired
trajectory control.
In this section, the control targets of the actuator
control allocation method are the desired total longitudinal
tyre force, the desired total lateral tyre force and desired yaw
moment determined in the first layer trajectory controller in
the last section. In addition, the individually allocated tyre
forces are minimised to guarantee each tyre has been used
sufficiently. The cost function of this actuator control
allocation problem is shown as follows:
2
2
2
2
2
2
𝐹𝑡𝑓𝑙
+ 𝐹𝑠𝑓𝑙
𝐹𝑡𝑓𝑟
+ 𝐹𝑠𝑓𝑟
𝐹𝑡𝑟𝑙
+ 𝐹𝑠𝑟𝑙
𝐽3𝑚𝑖𝑛,𝐹𝑡𝑖 ,𝐹𝑠𝑖 =
+
+
2
2
2
𝜇 2 𝐹𝑧𝑓𝑙
𝜇 2 𝐹𝑧𝑓𝑟
𝜇 2 𝐹𝑧𝑟𝑙
2
2
𝐹𝑡𝑟𝑟 + 𝐹𝑠𝑟𝑟
+
2
𝜇 2 𝐹𝑧𝑟𝑟
(19)
subject to:
𝑩𝒙 𝑭 = 𝐹𝑥,𝑡𝑜𝑡𝑎𝑙
(19a)
𝑩𝒚 𝑭 = 𝐹𝑦,𝑡𝑜𝑡𝑎𝑙
(19b)
𝑩𝒓 𝑭 = 𝑀𝑧,𝑡𝑜𝑡𝑎𝑙
(19c)
𝐹𝑡𝑓𝑙
𝐹𝑡𝑓𝑟
𝐹𝑡𝑟𝑙
𝐹𝑡𝑟𝑟
where 𝑭 = 𝐹 ,
𝑠𝑓𝑙
𝐹𝑠𝑓𝑟
𝐹𝑠𝑟𝑙
[ 𝐹𝑠𝑟𝑟 ]
𝑩𝒙 = [cos 𝛿𝑓𝑙 cos 𝛿𝑓𝑟 cos 𝛿𝑟𝑙 cos 𝛿𝑟𝑟
−sin 𝛿𝑓𝑙 −sin 𝛿𝑓𝑟 −sin 𝛿𝑟𝑙 −sin 𝛿𝑟𝑟 ]
𝑩𝒚 = [sin 𝛿𝑓𝑙 sin 𝛿𝑓𝑟 sin 𝛿𝑟𝑙 sin 𝛿𝑟𝑟
cos 𝛿𝑓𝑙 cos 𝛿𝑓𝑟 cos 𝛿𝑟𝑙 cos 𝛿𝑟𝑟 ]
𝑩𝒓 = [𝑙𝑓 sin 𝛿𝑓𝑙 + 0.5𝑏𝑓 cos 𝛿𝑓𝑙 𝑙𝑓 sin 𝛿𝑓𝑟 − 0.5𝑏𝑓 cos 𝛿𝑓𝑟
− 𝑙𝑟 sin 𝛿𝑟𝑙 + 0.5𝑏𝑟 cos 𝛿𝑟𝑙 −𝑙𝑟 sin 𝛿𝑟𝑟 − 0.5𝑏𝑟 cos 𝛿𝑟𝑟
𝑙𝑓 cos 𝛿𝑓𝑙 − 0.5𝑏𝑓 sin 𝛿𝑓𝑙 𝑙𝑓 cos 𝛿𝑓𝑟 + 0.5𝑏𝑟 sin 𝛿𝑓𝑟
−𝑙𝑟 cos 𝛿𝑟𝑙 − 0.5𝑏𝑟 sin 𝛿𝑟𝑙 −𝑙𝑟 cos 𝛿𝑟𝑟 + 0.5𝑏𝑟 sin 𝛿𝑟𝑟 ]

𝐹𝑡𝑖2 + 𝐹𝑠𝑖2 ≤ 𝜇𝐹𝑧𝑖2
(19d)
where 𝐹𝑥 , 𝐹𝑦 are the actual total longitudinal tyre force and
lateral tyre force. 𝑀𝑧 = 𝐼𝑧 𝑟̇ is the actual yaw moment of the
vehicle. 𝐹𝑧𝑖 is the vertical load of each individual wheel.
These values are all hard to measure and can be determined
by the 4WIS-4WID vehicle dynamics model when given the
input values (steering angle and traction/brake torque) to the
dynamics model.
The constraints (19a), (19b) and (19c) are applied
here to achieve the desired longitudinal tyre force, lateral
tyre force and yaw moment. To overcome the distribution
error due to the non-linear characteristic of the vehicle
dynamics model, the sliding mode controller (SMC) is
proposed in constraints (19a), (19b) and (19c) to accurately
tracking the desired values.
6

The SMC control law can be chosen as following
equations to replace the constraints (19a)-(19c):
𝑩𝒙 𝑭 = 𝐹𝑥,𝑡𝑜𝑡𝑎𝑙 − 𝐾𝑠1 sgn 𝑆1
(20a)
𝑩𝒚 𝑭 = 𝐹𝑦,𝑡𝑜𝑡𝑎𝑙 − 𝐾𝑠2 sgn 𝑆2
(20b)
𝑩𝒓 𝑭 = 𝑀𝑧,𝑡𝑜𝑡𝑎𝑙 − 𝐾𝑠3 sgn 𝑆3
(20c)
where 𝐾𝑠1 , 𝐾𝑠2 and 𝐾𝑠3 are control gains of SMC, which are
all positive values. In order to achieve good control
performance, these control gains can be set as large values,
but too large control gains may lead to the large oscillation
of the control output values. The sliding surface 𝑆1 , 𝑆2 and
𝑆3 can be presented as followings:
𝑆1 = ∫ 𝑩𝒙 𝑭 − 𝐹𝑥,𝑡𝑜𝑡𝑎𝑙
(21a)
𝑆2 = ∫ 𝑩𝒚 𝑭 − 𝐹𝑦,𝑡𝑜𝑡𝑎𝑙
(21b)
𝑆3 = ∫ 𝑩𝒓 𝑭 − 𝑀𝑧,𝑡𝑜𝑡𝑎𝑙
(21c)
The stability of suggested SMC can be proved by the
Lyapunov method, which is shown in the Appendix.
The effect of tyre friction circle is considered in
(19d). The optimisation problem (19) can be solved by the
Matlab embedded function ‘fmincon’ and the detailed
analysis of the optimisation algorithm is beyond the scope of
this study.
When the individual tyre forces have been allocated
in (20), the controlled value of individual actuator can be
mapped from the individual tyre force by the following
equations:
𝑇𝑖 = 𝐹𝑡𝑖 𝑅𝜔
(22a)
𝛿𝑓𝑙 =
𝛿𝑓𝑟 =
𝛿𝑟𝑙 =

𝐹𝑠𝑓𝑙

𝐶𝛼
𝐹𝑠𝑓𝑟
𝐶𝛼
𝐹𝑠𝑟𝑙

𝛿𝑟𝑟 =

+
+
−

𝐶𝛼
𝐹𝑠𝑟𝑟
𝐶𝛼

𝑙𝑓 𝑟

1627 kgm2

𝑅𝜔

Vehicle moment of inertial
about yaw axle
Wheel radius

𝐼𝜔

Wheel moment of inertial

2.1 kgm2

𝜀𝑟

Road adhesion reduction
factor
Cornering stiffness of the
tyre
Maximum driving or brake
torque

0.015 s/m

𝐶𝛼
𝑇𝑚

0.35 m

30000 N/rad
500 N.m (-500
N.m)

In the first set of simulation, it is assumed that the
controlled vehicle is moving along the left lane of the road
and then this vehicle is planning to have the right turn in the
intersection. The desired initial velocity of the vehicle is 20
m/s and the velocity decreases steadily into 2 m/s at point A.
After that, the vehicle starts to make the right turn with
relative low speed. The longitudinal velocity should increase
from 2 at point A into 3 m/s at point B and the lateral
velocity should increase from 0 at point A into 2 m/s at
point B. This scenario is depicted in Figure 2(a). The tyreroad friction coefficient is 0.9 in all the simulations in this
section.

(22b)

𝑣𝑥
𝑙𝑓 𝑟

(22c)

𝑣𝑥
𝑙𝑟 𝑟

−

𝐼𝑧

(22d)

𝑣𝑥
𝑙𝑟 𝑟

(22e)

𝑣𝑥

This controlled actuator values can be sent as the
control signal to actual electric vehicle to achieve desired
vehicle motion.

(a)
upper boundary
lower boundary
road centreline
potential field method
proposed method (two wheel vehicle)
proposed method (4WIS-4WID vehicle)

4
3
2

Table 2. Parameter values used in simulations [31].
𝑚
𝑙𝑓

1298.9 kg
1m

𝑏𝑓

Mass
Distance of c.g. from the
front axle
Distance of c.g. from the
rear axle
Front track width

𝑏𝑟

Rear track width

1.436 m

𝐶𝑠

Longitudinal stiffness of
the tyre

50000 N/unit
slip ratio

𝑙𝑟

1
vehicle lateral position (m)

5. Simulation results
In this section, three sets of simulation results are
used to verify the effectiveness of proposed trajectory
planner and controller. In the first set of simulations, the
simulation scenario of the intersection is presented and the
controlled vehicle intends to go through the intersection and
make the right turn. In the second and third set of
simulations, the controlled vehicle is overtaking the vehicle
ahead in the same lane. For the purpose of comparison, the
control performance of the potential field method based on
[9] is presented here to show the advantage of proposed
method. The simulation parameters are shown in Table 2.

0
-1
-2
-3
-4
-5
-6
-7
60

70

80

90
100
vehicle longitudinal position (m)

110

120

130

(b)
Figure 2. (a) The first scenario in the intersection (unit:
meter) (b) The vehicle trajectory in the global coordinate
system.

1.454 m
1.436 m

The road centreline and road boundary can be shown
in Figure 2(b). The planned trajectory in the proposed
method includes two stages: vehicle straight motion in the
left lane and vehicle turning motion in the intersection. The
7

actual vehicle trajectory for the 4WIS-4WID vehicle and
two-wheel vehicle and the planned desired trajectory are
plotted together in Figure 2(b). In addition, for the purpose
of comparison, the 4WIS-4WID vehicle trajectory
controlled by the potential filed method [9] is also shown.
According to Figure 2(b), all the proposed method and the
potential field method can guarantee the controlled vehicle
is moving within the road boundary.
0.5

longitudinal position tracking error (m)

0

-0.5

𝑉𝑦𝑑2 in Figure 4(b). The proposed method can achieve the
target longitudinal velocity and lateral velocity at point A
and point B, while the potential field method cannot achieve
the target velocities especially the lateral velocity. This is
because that only the vehicle longitudinal velocity can be
controlled and the vehicle motion is constrained within a
specific boundary for the potential field method, while the
proposed method can optimise both the spatiotemporalbased longitudinal and lateral trajectory and satisfy certain
target ending velocity constraints. This is the major
difference between the spatial-based path-based method
(potential field method) and the proposed spatiotemporalbased trajectory planning method.

-1

-1.5

proposed method (4WIS-4WID vehicle)
proposed method (two-wheel vehicle)
potential field method
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8
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(a)
4
proposed method (4WIS-4WID vehicle)
proposed method (two-wheel vehicle)
potential field method

lateral position tracking error (m)
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(a)
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(b)
Figure 3. The tracking errors of vehicle trajectory in the
first set of simulations (a) longitudinal position (b) lateral
position.

(b)
0.8
proposed method (4WIS-4WID model)
proposed method (two-wheel model)
potential field method

0.6

0.4
yaw rate (rad/s)

Figure 3(a) and 3(b) plot the tracking error of all the
methods in the longitudinal direction and lateral direction.
The proposed methods based on two-wheel model and
4WIS-4WID model both show better tracking performance
compared with the potential field method on longitudinal
direction and lateral direction. Since 4WIS-4WID vehicle
has better mobility, the proposed method applied on 4WIS4WID has much smaller tracking error of lateral position
compared with two-wheel model.
Figure 4(a) and 4(b) present the longitudinal velocity
and lateral velocity in the global coordinate system for both
the potential field method and the proposed trajectory
planning method. It is noted that in order to achieve better
optimization performance, the proposed trajectory tracking
controller is not required to follow the strictly-defined
reference velocity, but only need to satisfy the desired
velocities on initial and ending reference points. The target
longitudinal velocities on point A and point B are shown as
𝑉𝑥𝑑1 and 𝑉𝑥𝑑2 in Figure 4(a), while the target lateral
velocities on point A and point B are shown as 𝑉𝑦𝑑1 and
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proposed method (4WIS-4WID model)
proposed method (two-wheel model)
potential field method

0
lateral position (m)
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body slip angle (degree)
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Figure 4. The vehicle states in the first set of simulations (a)
longitudinal velocity in the global coordinate system (b)
lateral velocity in the global coordinate system (c) yaw rate
(d) body slip angle.
Figure 4(c) and Figure 4(d) present the vehicle yaw
rate response and body side-slip angle response. In Figure
4(c), the proposed method when applied on the 4WIS-4WID
vehicle and two-wheel vehicle has smoother yaw rate
response and body side-slip angle when compared with the
potential field method, which shows the advantage of the
proposed method. In addition, the yaw rate response of the
4WIS-4WID vehicle is larger than two-wheel model. This is
because that the 4WIS-4WID vehicle requires more control
effects and can change the heading angle more quickly
(larger yaw rate) to have better lateral trajectory tracking
performance (as shown in Figure 3(b)) and better side-slip
angle performance (as shown in Figure 4(d)) compared with
two-wheel vehicle. This also proves the 4WIS-4WID
vehicle has the advantages of better mobility by changing
the heading angle more quickly.
In the second set of simulations, the autonomous
vehicle is trying to avoid and overtake the slow vehicle 100
meters ahead. The initial longitudinal velocity of the
autonomous vehicle (overtaking vehicle) is 20 m/s and the
overtaken vehicle is moving in front of the overtaking
vehicle with the longitudinal velocity of 15 m/s. In order to
complete the motion of overtaking, the overtaking vehicle is
assumed to first decelerate from 20 m/s to 15 m/s in the first
100 meters, and then have a lane change manoeuvre to the
right track. After that, the overtaking vehicle speeds up from
15 m/s to 20 m/s in order to go ahead of the overtaken
vehicle. Finally, the overtaking vehicle takes another lane
change manoeuvre in order to go back to the left track. The
details of this scenario are described in Figure 5(a).
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Figure 5. (a) Vehicle overtaking scenario in the second set
of simulations (unit: meter). (b) The vehicle trajectory in the
global coordinate system. (c) The relative distance between
the overtaking vehicle and overtaken vehicle.
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Figure 6. The tracking errors of vehicle trajectory in the
second set of simulations (a) longitudinal position (b)
lateral position.
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Figure 5(b) presents the moving trajectory of the
controlled overtaking vehicle when both the potential field
method and the proposed method (applied on traditional
two-wheel vehicle and 4WIS-4WID vehicle) are applied.
Both the trajectories of the proposed method when applied
on two-wheel vehicle and 4WIS-4WID vehicle are quite
smooth and within the road boundary. Figure 5(c) shows
that the overtaking vehicle and overtaken vehicle maintain
the safety distance to avoid collision. According to Figure 6,
the potential field method shows big lateral tracking error
compared with the proposed methods based on two-wheel
model and four-wheel model, while the longitudinal
tracking error of potential filed method is smaller than the
proposed methods. It is noted that the lateral tracking error
is more important than longitudinal tracking error on
highway overtaking scenario, so the proposed method has
better overall tracking performance than potential field
method. The tracking error of proposed method based on
two-wheel model is larger than four-wheel model, especially
for the tracking error of the lateral position. This shows the
advantages of 4WIS-4WID model.
Figures 7(a) and 7(b) show the longitudinal velocity
and lateral velocity in the global coordinate system for both
the potential field method and the proposed trajectory
planning method. The desired longitudinal velocity and
lateral velocity at points (100,0), (200,-5), (400,-5), (600, -5),
(700,0) are ( 𝑉𝑥𝑑1 , 𝑉𝑦𝑑1 ), ( 𝑉𝑥𝑑2 , 𝑉𝑦𝑑2 ), ( 𝑉𝑥𝑑3 , 𝑉𝑦𝑑3 )
(𝑉𝑥𝑑4 , 𝑉𝑦𝑑4 ), (𝑉𝑥𝑑5 , 𝑉𝑦𝑑5 ) respectively. The potential field
method can only roughly achieve the desired longitudinal
velocity and lateral velocity while the proposed method can
accurately achieve desired values. This is due to that the
proposed trajectory planning method can not only plan the
desired target positions but also the desired longitudinal and
lateral velocities at target positions. Figure 7(c) and Figure
7(d) present the vehicle yaw rate and body slip angle
performance, which proves that the proposed trajectory
planning method can achieve much better handling and
stability performance compared with potential field method.
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Figure 7. The vehicle state in the second set of simulations
(a) longitudinal velocity in the global coordinate system (b)
lateral velocity in the global coordinate system (c) yaw rate
(d) body slip angle.

(a)

In the third set of simulations, similar to the second
set of simulations, the autonomous vehicle is trying to
overtake another vehicle ahead, but the scenario is more
challenging. The overtaking vehicle is assumed to move on
the highway with three lanes. At the beginning, the
overtaking vehicle is moving on the left lane and the initial
longitudinal velocity is 20 m/s. One slow vehicle is moving
in front of the overtaking vehicle with the longitudinal
velocity of 15 m/s. In order to complete the motion of
10

Figure 8. (a) The vehicle overtaking scenario in the third set
of simulations(unit: meter) (b) vehicle trajectory in the
global coordinate system in the third set of simulations
(c)The relative distance between the overtaking vehicle and
overtaken vehicle on the left lane (d) the relative distance
between the overtaking vehicle and overtaken vehicle on the
middle lane.
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30
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overtaking, the overtaking vehicle is assumed to first
decelerate from 20 m/s to 15 m/s in the first 100 meters, and
then have a lane change manoeuvre to the middle lane.
However, on the middle lane, there is another slow vehicle
(longitudinal velocity is 15 m/s) is moving in front of the
overtaking vehicle. The overtaking vehicle has to take
another lane change to the right lane. After that, the
overtaking vehicle speeds up from 15 m/s to 20 m/s in order
to go ahead of the two overtaken vehicles. Finally, the
overtaking vehicle takes another two lane change
manoeuvres in order to go back to the left track. The details
of this scenario are described in Figure 8(a).
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Figure 9. The tracking errors of vehicle trajectory in the
third set of simulations (a) longitudinal position (b) lateral
position.

(c)

(d)

Figure 8(b) shows that the trajectories of proposed
method and potential field method are all constrained within
the road boundary. Figure 8(c) shows that the overtaking
vehicle and the overtaken vehicle on the left lane maintain
the safety distance for all the proposed method and potential
field method. Figure 8(d) suggests that, for the potential
field method, relative distance between the overtaking
vehicle and the overtaken vehicle in the middle lane is
smaller than the safety distance. This is quite dangerous and
may cause the collision on the highway. The main reason
behind this is the big lateral tracking error of the potential
field method, which is shown in Figure 9(b). This proves
that the proposed method can achieve the better tracking
control performance, especially the critical lateral tracking
performance on the highway scenario.
Figures 10(a) and 10(b) show the longitudinal
velocity and lateral velocity in the global coordinate system
for both the potential field method and the proposed
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𝑣𝑥

lateral velocity are similar, the larger longitudinal velocity in
the highway scenario (𝑣𝑥 = 20m/s) will lead to smaller sideslip angle response compared with the intersection turning
scenario (𝑣𝑥 = 2~3m/s). It can be seen from Figures 4(b),
7(b) and 10(b) that the vehicle lateral velocity for all the
three sets of simulations are in the similar range.
On the other hand, in the less stable intersection
turning scenario, there is a relatively big difference of the
simulation response between the 4WIS-4WID vehicle and
two-wheel vehicle and the advantage of 4WIS-4WID can be
clearly seen.

(b)
0.6
proposed method (4WIS-4WID model)
proposed method (two-wheel model)
potential field method

0.4

0.2

yaw rate (rad/s)

trajectory planning method. The desired longitudinal
velocity and lateral velocity at points (100,0), (200,-5),
(300,-10), (500,-10), (700, -10), (900, -10), (1000,-5),
(1100,0) are ( 𝑉𝑥𝑑1 , 𝑉𝑦𝑑1 ), ( 𝑉𝑥𝑑2 , 𝑉𝑦𝑑2 ), ( 𝑉𝑥𝑑3 , 𝑉𝑦𝑑3 ),
( 𝑉𝑥𝑑4 , 𝑉𝑦𝑑4 ), ( 𝑉𝑥𝑑5 , 𝑉𝑦𝑑5 ),( 𝑉𝑥𝑑6 , 𝑉𝑦𝑑6 ),( 𝑉𝑥𝑑7 , 𝑉𝑦𝑑7 ),
( 𝑉𝑥𝑑8 , 𝑉𝑦𝑑8 ), respectively. Similarly, the potential field
method can only roughly achieve the desired longitudinal
velocity and lateral velocity while the proposed method can
accurately achieve desired values. Figures 10(c) and 10(d)
show that the proposed method can achieve much better
handling and stability control performance compared with
the potential field method.
It is noted that in the second and third sets of
simulations, the 4WIS-4WID vehicle and two-wheel vehicle
show similar simulation responses because the vehicle is
moving on the highway scenario with relative stable driving
condition and smaller side-slip angle response compared
with the intersection turning scenario in the first set of
simulations. This is because that the vehicle side-slip angle
𝛽 is determined by the lateral velocity 𝑣𝑦 divided by the
𝑣
longitudinal velocity 𝑣𝑥 (𝛽 = tan−1 𝑦). When the values of
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Figure 10. The vehicle state in the third set of simulations (a)
longitudinal velocity in the global coordinate system (b)
lateral velocity in the global coordinate system (c) yaw rate
(d) body slip angle.

6. Conclusion
This study proposes a dynamically integrated
spatiotemporal-based trajectory planning and control
method for the autonomous vehicles. The upper level
trajectory planner can select the best time-parameterised
trajectory among a group of the candidate trajectories. After
dynamically checking the feasibility of the planned
trajectory, the lower level trajectory controller based on the
vehicle dynamics model will control the motion of the
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vehicle and achieve the desired trajectory. The major
findings in the simulation results of this study can be
summarised as follows:
1) The proposed trajectory planning and control
method can successfully control the motion of autonomous
vehicles and achieve the pre-optimised and spatiotemporalbased desired trajectory.
2) The proposed trajectory planner has optimised the
spatiotemporal-based trajectory while satisfying the target
ending position and velocity, and the simulation results
prove that all the target vehicle state values can be achieved
by the proposed control method.
3) Compared with the spatial-based method
(potential filed method), the proposed spatiotemporal-based
method has much better handling and stability performance.
4) Compared with traditional two-wheel vehicle, the
4WIS-4WID electric vehicle can achieve the planned
trajectory smaller lateral tracking error.
In the future, to deal with the more complex traffic
scenarios or even in the off-road situation, the proposed
control method will be tested and further improved.

Appendix
In order to verify the stability of proposed SMC in
the trajectory controller, the Lypunove function of sliding
surface can be proposed as:
1
𝑉1 = 𝑆12
(A1a)
2
1

𝑉2 = 𝑆22
2
1

(A1b)

𝑉3 = 𝑆32
(A1c)
2
The time derivative of above Lypunov function can
be presented as followings:
𝑉1̇ = 𝑆1 𝑆1̇ = 𝑆1 (𝑩𝒙 𝑭 − 𝐹𝑥,𝑡𝑜𝑡𝑎𝑙 ) = −𝐾𝑠1 |𝑆1 |
(A2a)
𝑉2̇ = 𝑆2 𝑆2̇ = 𝑆2 (𝑩𝒚 𝑭 − 𝐹𝑦,𝑡𝑜𝑡𝑎𝑙 ) = −𝐾𝑠2 |𝑆2 |
(A2b)
𝑉3̇ = 𝑆3 𝑆3̇ = 𝑆3 ((𝑩𝒓 𝑭 − 𝑀𝑧,𝑡𝑜𝑡𝑎𝑙 )) = −𝐾𝑠3 |𝑆3 |
(A2c)
According to equations (A2a), (A2b) and (A2c), the
time derivative of the Lypunov function is always negative,
which proves the stability of the SMC.
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