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Operator-Valued Matrices with Free
or Exchangeable Entries
MARWA BANNA AND GUILLAUME CE´BRON
Abstract. We study matrices whose entries are free or exchangeable noncommutative el-
ements in some tracial W ∗-probability space. More precisely, we consider operator-valued
Wigner and Wishart matrices and prove quantitative convergence to operator-valued semi-
circular elements over some subalgebra in terms of Cauchy transforms. As direct applica-
tions, we obtain explicit rates of convergence for a large class of random block matrices with
independent or correlated blocks. Our approach relies on a noncommutative extension of
the Lindeberg method and operator-valued Gaussian interpolation techniques.
1. Introduction
One of the first and fundamental results in random matrix theory is that the empirical
spectral distribution of a Wigner matrix whose entries are i.i.d. random variables converges
in distribution to the semicircular law. When considering matrices with exchangeable en-
tries, Chatterjee [8] showed that the limiting distribution is again semicircular. The main
contribution of this paper is an extension of the latter result to operator-valued matrices
with exchangeable entries. An example of such matrices are some random block matrices for
they can be seen as matrices with entries in some noncommutative algebra. For instance, if
the matrix blocks are i.i.d. then they are exchangeable in the noncommutative space of ran-
dom matrices and fit nicely in the framework of operator-valued matrices with exchangeable
entries.
More precisely, the entries of the considered matrices consist of a finite family of ex-
changeable elements in some finite-dimensional W ∗-probability space (M, τ) whose distri-
bution with respect to τ is invariant under permutations. We prove that the distribution of
operator-valued Wigner and Wishart matrices is close to that of an operator-valued semi-
circular element over some subalgebra and give precise quantitative estimates for the asso-
ciated Cauchy transforms. Immediate consequences are quantitative estimates of Cauchy
transforms of random block matrices with independent blocks or random matrices in which
the blocks are themselves correlated but have i.i.d. entries. These models gained lots of
attention and were investigated in [14, 39, 27, 7, 33, 11, 1, 12, 2] .
Date: June 10, 2019.
2000 Mathematics Subject Classification. 46L54, 60B10, 60B20.
Key words and phrases. random block matrices, noncommutative Lindeberg method, matrices with non-
commutative exchangeable entries, matrices with free entries, operator-valued free probability, random
operators.
MB is supported by the ERC Advanced Grant NCDFP 339760 held by Roland Speicher. GC is supported
by the Project MESA (ANR-18-CE40-006) of the French National Research Agency (ANR). The authors
would like to thank the LabEx CIMI for covering some traveling expenses to work on this paper. The authors
would also like to thank Tobias Mai for fruitful discussions on the Lindeberg method.
1
2 M. BANNA AND G. CE´BRON
A main ingredient in our proof concerns an independence structure hidden behind ex-
changeability. In fact, we prove in Section 3.3 that sums of exchangeable operators are close
in distribution to the expectation of sums of independent averaged Gaussian operators. This
first step of randomization, which consists of replacing a family of operators by a family of
random operators, is new in the noncommutative setting, as it involves the structure of non-
commutative probability spaces together with the classical notion of randomness. It might
be surprising or seem unnatural but it is a consequence of the fact that invariance under
permutations is a commutative concept; contrary to other notions of invariance, such as
quantum exchangeability. The distribution of matrices in random operators, is then shown
to be close to that of an operator-valued semicircular element.
Another instance of operator-valued matrices with exchangeable entries is when the en-
tries are identically distributed and freely independent, in the sense of Voiculescu, or more
generally satisfying a certain noncommutative notion of independence, as studied in [41, 35,
34, 24, 31, 30, 20]. In Sections 5.1 and 6.1, we also prove that the distributions of Wigner
and Wishart matrices in free entries are close to that of operator-valued semicircular ele-
ments over some subalgebra. In the case of free entries, we can even go beyond this and
allow different distributions of the entries, thus extending the above cited results to matrices
with variance profile. The provided explicit quantitative estimates for the associated Cauchy
transforms can be passed in some cases to the Kolmogorov distance.
In both cases, our approximation techniques rely on the Lindeberg method which we
extend to Cauchy transforms in the noncommutative setting. This method is also known
in probability theory as the replacement trick and has been first introduced by Lindeberg
[19] to give an elegant alternative and illustrative proof of the CLT of sums of independent
random variables. It has later become widely applied in various problems and specially for
establishing explicit rates of convergence. Contributions and refinements were later carried
on this method to extend it to more general functions than sums and also for dependent
variables. In the context of random matrices, it was first extended by Chatterjee [8] to study
matrices with exchangeable entries and was later employed to study different questions in
random matrix theory as in [37, 38, 4, 5, 3]. In the noncommutative setting, this method
was employed to polynomials in [15] to generalize Voiculescu’s free CLT and in [10] to prove
an invariance principle for multilinear homogeneous sums in free elements. In this paper,
we extend this method to Cauchy transforms and refine it so that it still provides good
quantitative estimates not only in the free case but also in the exchangeable case.
The paper is organized as follows: we recall in Section 2 some basic definitions and tools
from free probability theory. In Section 3, the Lindeberg method is extended to the noncom-
mutative setting, then applied to general sums in free or exchangeable elements, and finally
to operator-valued matrices with exchangeable entries. Being of independent interest, the
proof of the main step of the exchangeable case is given separately in Section 7. These results
are then applied in Section 4 to study the distribution of operator-valued matrices of the
form 1√
2
(AN +A
∗
N) and in Section 5 for operator-valued Wigner matrices. These results are
in turn extended in Section 6 to cover operator-valued Wishart matrices. Applications to
block random matrices are also given all sections.
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2. Preliminaries
In this section, we fix the notation and review some concepts and tools from the scalar-
and operator-valued free probability theory.
Noncommutative probability spaces. We refer to a pair (M, τ), consisting of a von
Neumann algebra M and a faithful normal tracial state τ : M → C, as a tracial W ∗-
probability space. The operator norm is denoted by ‖ · ‖L∞(M,τ), or by ‖ · ‖∞ when the
context is clear. The Lp-norms are defined, for all p ≥ 1 and all x ∈M, by
‖x‖Lp(M,τ) = [τ |x|p]1/p,
and can be denoted by ‖ · ‖Lp when the context is sufficiently clear.
If (M, τ) and (N , ϕ) are two tracial W ∗-probability spaces, the tracial W ∗-probability
space (M ⊗ N , τ ⊗ ϕ) is the tensor product M ⊗ N of von Neumann algebra endowed
with the unique faithful normal tracial state τ ⊗ ϕ such that, for all x ∈ M and y ∈ N ,
τ ⊗ ϕ(x⊗ y) = τ(x)ϕ(y). For all x ∈M and y ∈ N and p ∈ [1,∞] we have
‖x⊗ y‖Lp(M⊗N ,τ⊗ϕ) = ‖x‖Lp(M,τ) · ‖y‖Lp(N ,ϕ).
Finally, for all x ∈ M and y ∈ N , we let x⊗∗ y := x⊗ y + x∗ ⊗ y∗.
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Exchangeability. Elements x1, . . . , xn ∈M are said to be exchangeable with respect to τ if,
for any polynomial P in 2n noncommutative variables, and any permutation σ : {1, . . . , n} →
{1, . . . , n}, we have
τ [P (x1, . . . , xn, x
∗
1, . . . , x
∗
n)] = τ [P (xσ(1), . . . , xσ(n), x
∗
σ(1), . . . , x
∗
σ(n))].
An infinite sequence (xn)n≥1 inM is called exchangeable with respect to τ if, for any n ≥ 1,
x1, . . . , xn ∈M are exchangeable. The tail subalgebra Mtail is defined as ∩n≥1Bn, where Bn
is the von Neumann subalgebra generated by (xk)k≥n.
Cauchy Transform. For all element x ∈M with negative imaginary part, we denote by Gx
the resolvent Gx(z) = (z1M−x)−1, which is defined on the upper half-plane C+ = {u+ iv ∈
C : v > 0}. If x is self-adjoint, the resolvent captures the spectral properties of x: for all
z ∈ C+,
τ [Gx(z)] =
∫
R
1
z − tdµx(t),
where µx is the spectral measure of x, i.e. the unique probability measure on R such that the
moments of x are the same as the moments of the probability measure µx. In other words,
τ ◦Gx is the Cauchy transform of the spectral measure of x. As an immediate consequence,
the convergence, as n goes to∞, of τ [Gxn(z)] to the Cauchy transform of a measure ν implies
the weak convergence of the spectral measure of xn to ν.
Operator-valued semicircular. If B is a von Neumann subalgebra of M, there exists a
unique linear map τ [·|B] : M→ B, called the conditional expectation onto B, such that for
all x ∈M and y1, y2 ∈ B
τ [y1xy2|B] = y1τ [x|B]y2 and τ [τ [x|B]] = τ [x].
Let η : B → B be a completely positive linear mapping. Then, the operator-valued Cauchy
transform of an operator-valued semicircular element with covariance mapping η is the
unique analytic map g : C+ → B with negative imaginary part such that for all z ∈ C+,
zg(z) = 1M + η(g(z)) · g(z),
and lim|z|→∞ zg(z) = 1. The name of g comes from the fact that g can be represented as
g(z) = τ [Gs(z)| B]
where s is an operator-valued semicircular element with variance η. We refer to [22, Chapter
9] for the rigourous definition of an operator-valued semicircular element and more details on
operator-valued Cauchy transforms. In practice, g(z) can be computed as the limit of iterates
gn = Gη(gn−1)(z) for any initial point g0 with negative imaginary part [22, Section 10.4.2].
Let t > 0. A semicircular element with variance t (or with covariance mapping η : C ∋
z → tz ∈ C) is just a self-adjoint element s whose spectral measure is the semicircular
measure
1
2pit
√
4t− λ2 · 1[−2√t,2√t](λ)dλ.
Freeness and freeness with amalgamation. We say that unital subalgebras (Mi)i∈I
of M are free if whenever we have m ≥ 2 and x1, . . . , xm ∈ M such that τ [xj ] = 0 for
j = 1, . . . , m, xj ∈ Mi(j) with i(j) ∈ I and i(1) 6= i(2), i(2) 6= i(3) , . . ., i(m − 1) 6= i(m),
then
τ [x1 · · ·xm] = 0.
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Elements in M are called freely independent or free if the ∗-algebras generated by them are
free. Similarly we define freeness with amalgamation over the operator-valued probability
space B ⊂Mi for all i ∈ I. The subalgebras (Mi)i∈I ofM are free with amalgamation over
B (or free with amalgamation with respect to the conditional expectation τ [·|B]), if whenever
we have m ≥ 2 and x1, . . . , xm ∈M such that τ [xj |B] = 0 for j = 1, . . . , m, xj ∈Mi(j) with
i(j) ∈ I and i(1) 6= i(2), i(2) 6= i(3) , . . ., i(m− 1) 6= i(m), then
τ [x1 · · ·xm|B] = 0.
Elements inM are called free with amalgamation over B if the algebras generated by B and
the elements are also so.
3. The Noncommutative Lindeberg method
Our main results rely on the Lindeberg method which is a well-known approximation
technique in classical probability theory. The aim of this section is to extend this method to
the noncommutative setting of a tracial W ∗-probability space (M, τ), and in particular to
situation of freeness and situation of exchangeability. We end this section by applying the
noncommutative Lindeberg method to operator-valued matrices.
3.1. General case. The noncommutative Lindeberg method will allow us to compare Cauchy
transforms of elements of the form
∑
i xi with those of some other elements
∑
i yi inM. The
main idea behind this technique is to write the difference of the resolvents as a telescoping
sum, replace the xi’s by the yi’s one at a time and finally give quantitative error bounds.
This swapping process is known as the Lindeberg replacement trick and allows such approx-
imations under mild moment conditions.
Theorem 3.1. Let (M, τ) be a tracialW ∗-probability space. Let (x1, . . . , xn) and (y1, . . . , yn)
be n-tuples of self-adjoint elements in M. Setting for any i ∈ {1, . . . , n},
zi = x1 + · · ·+ xi + yi+1 + · · ·+ yn
and
z0i = x1 + · · ·+ xi−1 + yi+1 + · · ·+ yn
then, for any z ∈ C+, we have
∣∣τ [Gzn(z)]− τ [Gz0(z)]∣∣ ≤ n∑
i=1
(|Pi|+ |Qi|+ |Ri|),
where, for any i ∈ {1, . . . , n},
Pi = τ
[
Gz0i (z)(xi − yi)Gz0i (z)
]
,
Qi = τ
[
Gz0i (z)xiGz0i (z)xiGz0i (z)
]− τ[Gz0i (z)yiGz0i (z)yiGz0i (z)],
and
Ri = τ
[
Gzi(z)
(
xiGz0i (z)
)3]− τ[Gzi−1(z)(yiGz0i (z))3
]
.
Moreover, if x1, . . . , xn, y1, . . . , yn are random self-adjoint elements in M, we have∣∣∣E[τ [Gzn(z)]− τ [Gz0(z)]]∣∣∣ ≤ n∑
i=1
(|E[Pi]|+ |E[Qi]|+ |E[Ri]|).
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Remark 3.2. The above theorem can be easily extended to more general differentiable func-
tions f(x1, . . . , xn) in n noncommuting variables and is not restricted to Cauchy transforms
of partial sums. In that case, the terms of the telescoping sum are developed using Taylor
expansions and then the estimates are obtained in terms of noncommutative partial deriva-
tives. However, the restriction we made was essential for our purposes and in particular for
dealing with exchangeable variables in Section 3.3.
Proof of Theorem 3.1. For any z ∈ C+, we write the difference of the resolvents as a tele-
scoping sum as follows:
Gzn(z)−Gz0(z) =
n∑
i=1
Gzi(z)−Gzi−1(z) =
n∑
i=1
(
Gzi(z)−Gz0i (z)
)− n∑
i=1
(
Gzi−1(z)−Gz0i (z)
)
.
To pursue the proof, we shall use the following expansion:
Lemma 3.3. Let a and b be invertible in M, then
a−1 = b−1 + a−1
(
b− a)b−1
and more generally, for each m ∈ N0, the Taylor formula (with remainder term) holds:
a−1 =
m∑
k=0
b−1
[(
b− a)b−1]k + a−1[(b− a)b−1]m+1.
Applying Lemma 3.3 with m = 3, gives for any i ∈ {1, . . . , n},
Gzi(z)−Gz0i (z) = Gz0i (z)xiGz0i (z) +Gz0i (z)xiGz0i (z)xiGz0i (z)
+Gzi(z)xiGz0i (z)xiGz0i (z)xiGz0i (z),
and analogously,
Gzi−1(z)−Gz0i (z) = Gz0i (z)yiGz0i (z) +Gz0i (z)yiGz0i (z)yiGz0i (z)
+Gzi−1(z)yiGz0i (z)yiGz0i (z)yiGz0i (z).
The assertion follows by taking their difference and applying τ or E ◦ τ in the random
variant. 
3.2. Freeness. We address in this section sums of freely independent elements in (M, τ). We
shall see how a simple application of the noncommutative Lindeberg method in Theorem 3.1
gives quantitative estimates to the difference of Cauchy transforms under the mere condition
of matching conditional expectations of first and second orders.
Theorem 3.4. Let (M, τ) be a tracial W ∗-probability space and B be a von Neumann sub-
algebra of M. Let (x1, . . . , xn) and (y1, . . . , yn) be two n-tuples of self-adjoint elements in
M which are free with amalgamation over B and such that τ [xi|B] = τ [yi|B] = 0 and
τ [xibxi|B] = τ [yibyi|B] for any b ∈ B and 1 ≤ i ≤ n. Setting
x =
n∑
i=1
xi and y =
n∑
i=1
yi
then, for any z ∈ C+, we have∣∣τ [Gx(z)]− τ [Gy(z)]∣∣ ≤ K∞K22
Im(z)4
n,
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where K∞ = maxi
(‖xi‖∞ + ‖yi‖∞) and K2 = maxi(‖xi‖L2 + ‖yi‖L2).
Proof. Let us assume without loss of generality that (x1, . . . , xn, y1, . . . , yn) are free. The
proof is a direct application of the Lindeberg method in Theorem 3.1. Note that for any
i = 1, . . . , n, xi and yi are centered and free from z
0
i with amalgamation over B which implies
that
τ
[
Gz0i (z)xiGz0i (z)
]
= τ
[
Gz0i (z)yiGz0i (z)
]
= 0
and thus Pi = 0. For the same reasons
τ
[
Gz0i (z)xiGz0i (z)xiGz0i (z)
]
= τ
[
Gz0i (z)τ
[
xiGz0i (z)xi|B
]
Gz0i (z)
]
= τ
[
Gz0i (z)τ
[
yiGz0i (z)yi|B
]
Gz0i (z)
]
= τ
[
Gz0i (z)yiGz0i (z)yiGz0i (z)
]
implying that Qi = 0. Considering the third order term Ri, we compute
τ
[
Gzi(z)
(
xiGz0i (z)
)3] ≤ ‖Gzi(z)(xiGz0i (z))3‖L1
≤ ‖Gzi(z)‖∞‖Gz0i (z)‖3∞‖xi‖∞‖xi‖2L2
≤ 1
Im(z)4
‖xi‖∞‖xi‖2L2,
and similarly, we control the second term in Ri and get that Ri ≤ K∞K
2
2
Im(z)4
. We finally conclude
by summing over i. 
3.3. Exchangeable variables. In this section, we drop the free independence hypothesis
and treat instead exchangeable variables in (M, τ). We shall see how we can approximate
sums of exchangeable operators with independent Gaussian operators and give again quan-
titative estimates to such approximations in terms of Cauchy transforms.
Theorem 3.5. Let (M, τ) and (N , ϕ) be two tracial W ∗-probability spaces. Let (x1, . . . , xn)
be an n-tuple of exchangeable elements inM. Consider a family (Ni,k)1≤i,k≤n of independent
standard Gaussian random variables and let (y1, . . . , yn) be the n-tuple of random elements
in M given by
yi =
1√
n
n∑
k=1
Ni,k
(
xk − 1
n
n∑
j=1
xj
)
.
Let (a1, . . . , an) be an n-tuple of elements in N and set
x =
n∑
i=1
xi ⊗ ai + x∗i ⊗ a∗i and y =
n∑
i=1
yi ⊗ ai + y∗i ⊗ a∗i .
Then, for any z ∈ C+,∣∣τ ⊗ ϕ(Gx(z))− E[τ ⊗ ϕ(Gy(z))]∣∣
≤ C ·
(
K1
Im(z)2
‖x1‖∞ + K
2
2
Im(z)3
‖x1‖2∞
√
n+
K∞K22
Im(z)4
‖x1‖3∞n+
K2∞K
2
2
Im(z)5
‖x1‖4∞n
)
,
where K∞ = maxi ‖ai‖∞, K2 = maxi ‖ai‖L2, K1 = ‖
∑n
i=1 ai‖L1 and C is a universal con-
stant.
8 M. BANNA AND G. CE´BRON
Passing directly from sums of exchangeable elements to semicirculars was not possible
under our mild conditions and even under stronger ones, like quantum exchangeability [42,
page 108], and this intermediate approximation with random operators was crucial to our
purposes.
Being long and technical, the proof of Theorem 3.5 is postponed to Section 7. The results
we have presented so far cover quite general sums in tracial W ∗-probability spaces. In the
following, we specify our object of interest and study precisely operator-valued matrices.
3.4. Application to an operator-valued matrix. In this section, we shall apply the Lin-
deberg method to the study of matrices with operator-valued entries which are exchangeable.
We consider a finite family of exchangeable operators as entries and prove that the associ-
ated matrix is close in distribution to an operator-valued semicircular element by providing
explicit rates of convergence for the Cauchy transforms.
Let (M, τ) be a tracial W ∗-probability space and x = (xij)1≤i,j≤N be a finite family of
elements in M. We consider the N ×N operator-valued matrix A(x) given by
[A(x)]ij =
1√
2N
(xij + x
∗
ji).
To study its behavior, we consider its Cauchy transform and apply the results in Sections
3.2 and 3.3. With this aim, we set n = N2 and note that the associated linear map A :
Mn → MN(M) can be written as follows:
(3.1) A(x) =
N∑
i,j=1
(
xij ⊗ aij + x∗ij ⊗ a∗ij
)
=:
N∑
i,j=1
xij ⊗∗ aij ,
where aij =
1√
2N
Eij and (Eij)1≤i,j≤N are the canonical N ×N matrices.
Theorem 3.6. Let (M, τ) be a tracial W ∗-probability space withM being a direct integral of
finite dimensional factors of dimension ≤ d. Let x = (xij)1≤i,j≤N be a family of exchangeable
variables in Mn with n = N2. Set x¯ij = xij − µ where µ = 1n
∑
1≤i,j≤N xij and consider the
variance function
η :M→M, η(b) = 1
2n
N∑
i,j=1
(
x¯ijbx¯
∗
ij + x¯
∗
ijbx¯ij
)
.
Let B be the smallest W ∗-algebra which is closed under η and consider a centered B-valued
semicircular variable S of variance EB(SbS) = η(b). Letting A(x) ∈ MN(M) be the
operator-valued matrix defined in (3.1) then for any z such that Im(z) > ‖η‖1/2, we have∣∣(τ ⊗ trN)[GA(x)(z)]− τ [GS(z)]∣∣ = Oz( 1√
N
)
.
More precisely, there exists a universal constant C such that∣∣(τ ⊗ trN)[GA(x)(z)]− τ [GS(z)]∣∣
≤ C√
N
(‖x11‖∞
Im(z)2
+
‖x11‖3∞
Im(z)4
)
+
C
N
(‖x11‖2∞
Im(z)3
+
‖x11‖4∞
Im(z)5
+
d
Im(z)2 − ‖x11‖2∞
‖x11‖3∞
Im(z)2
)
.
The proof of Theorem 3.6 is divided into two parts: first we shall apply the Linde-
berg method to approximate the Cauchy transform of A(x) by that of a random Gaussian
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operator-valued matrix, and then prove that the later is close to the Cauchy transform of
the semicircular element S.
The first step will be accomplished in the following Proposition which is an application of
the Lindeberg method in the exchangeable setting proved in Section 3.3:
Proposition 3.7. Let (M, τ) be a tracial W ∗-probability space. Let x = (xij)1≤i,j≤N be a
family of exchangeable variables in Mn, and let us denote by µ their mean. Consider a
family (Nij,kl)1≤i,j≤N,1≤k,l≤N of n2 independent Gaussian random variables. We consider the
random operators y = (yij)1≤i,j≤N given by
yij =
1√
n
N∑
k,l=1
Nij,kl (xkl − µ) .
Then for any z ∈ C+, there exists a universal constant C such that∣∣(τ ⊗ trN)[GA(x)(z)]− E[(τ ⊗ trN)[GA(y)(z)]]∣∣
≤ C ·
( ‖x1‖∞
Im(z)2
1√
N
+
‖x1‖2∞
Im(z)3
1
N
+
‖x1‖3∞
Im(z)4
1√
N
+
‖x1‖4∞
Im(z)5
1
N
)
.
We have reached now the last step in our proof in which we approximate the Gaussian
operator-valued matrix A(y) by an operator-valued semicircular element. We note that the
estimates given before hold for any z ∈ C+ and it is only in this very last step that we
restrict it to a subset of the upper complex half-plane. This will become clearer in the proof
of the following proposition.
Proposition 3.8. Let (M, τ) be a tracialW ∗-probability space withM being a direct integral
of finite dimensional factors of dimension ≤ d. Let x = (xij)1≤i,j≤N be a family of variables
in Mn, and let us denote by µ their mean. Consider a family (Nij,kl)1≤i,j≤N,1≤k,l≤N of n2
independent Gaussian random variables. We consider the random operators y = (yij)1≤i,j≤N
of the previous theorem and the variance function
η :M→M, η(b) = 1
2n
N∑
i,j=1
(
x¯ijbx¯
∗
ij + x¯
∗
ijbx¯ij
)
.
Let B be the smallestW ∗-algebra which is closed under η and consider a centered semicircular
variable S over B of variance EB(SbS) = η(b). Letting A be the linear map defined in (3.1)
then for any z such that Im(z) > ‖η‖1/2, we have∥∥E[trN (GA(y)(z))]− EB[GS(z)]∥∥L2(M,τ) ≤ 1Im(z)2 − ‖η‖
(
2
√
2pid
‖x11‖3∞
Im(z)4
+
‖x11‖2∞
Im(z)2
)
1
N
.
Remark 3.9. Exchangeability doesn’t play any role in the above proposition which is valid
for any family x in Mn. The independent Gaussian random variables and the structure of
the Wigner matrix are what allow such an approximation.
Proof. Let us denote by s the map z 7→ EB(GS(z)) and by g the map z 7→ E[trN(GA(y)(z))].
Remark that η(s(z))s(z)− zs(z) + 1 = 0, or in other words,
s(z) = Gη(s(z))(z).
We first note that for any z such that Im(z) > ‖η‖1/2, if
g(z) = Gη(g(z))(z) + δ,
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then ∥∥E[trN(GA(y)(z))]− EB(GS(z))∥∥L2(M,τ) ≤ (1− ‖η‖Im(z)−2)−1 ‖δ‖L2(M,τ).
Indeed, we have
‖g(z)− s(z)‖L2(M,τ) =‖Gη(g(z))(z)−Gη(s(z))(z) + δ‖L2(M,τ)
≤‖Gη(g(z))(z)(η(g(z))− η(s(z)))Gη(s(z))(z)‖L2(M,τ) + ‖δ‖L2(M,τ)
≤ 1
Im(z)2
‖η‖‖g(z)− s(z)‖L2(M,τ) + ‖δ‖L2(M,τ)
≤ 1
Im(z)2
‖η‖‖g(z)− s(z)‖L2(M,τ) + ‖δ‖L2(M,τ) .
Thus in order to conclude the theorem, we have to show that
g(z) = Gη(g(z))(z) +Oz
( 1
N
)
.
With this aim, we start by noticing that
1 = (z −A(y))GA(y)(z) = zGA(y)(z)− A(y)GA(y)(z).
Note that
E[A(y)GA(y)(z)] =
1√
2nN
N∑
i,j,k,l=1
x¯klE[Nij,klEijGA(y)(z)] + x¯
∗
klE[Nij,klEjiGA(y)(z)]
and then integration by parts with respect to Nij,kl gives the following terms
x¯klE[EijGA(y)(z)Eij x¯klGA(y)(z)] + x¯klE[EijGA(y)(z)Ejix¯
∗
klGA(y)(z)]
+ x¯∗klE[EjiGA(y)(z)Eij x¯klGA(y)(z)] + x¯
∗
klE[EjiGA(y)(z)Ejix¯
∗
klGA(y)(z)]
and thus E[A(y)GA(y)(z)] can be rewritten as
E[η(trN(GA(y)(z)))GA(y)(z)] +
1
2nN
N∑
k,l=1
x¯klE[Θ(GA(y)(z))x¯klGA(y)(z)]
+
1
2nN
N∑
k,l=1
x¯∗klE[Θ(GA(y)(z))x¯
∗
klGA(y)(z)]
where Θ : MN (M) → MN (M) is the partial transpose Θ(M ⊗ x) = M t ⊗ x. Note that by
Lemma 3.11∥∥∥ N∑
k,l=1
x¯klΘ(GA(y)(z))x¯kl
∥∥∥
L2
≤ 4n‖x11‖2∞‖Θ(GA(y)(z))‖L2
= 4n‖x11‖2∞‖GA(y)(z)‖L2 ≤ 4
n‖x11‖2∞
Im(z)
.
Finally, applying E and trN , 1 = zGA(y)(z)− A(y)GA(y)(z) becomes
1 = zg(z)− E[η(trN(GA(y)(z))) trN(GA(y)(z))] +Oz
( 1
N
)
.
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Now, we shall show that we can replace E[η(trN(GA(y)(z))) trN(GA(y)(z))] by η(g(z))g(z)
with an error of order Oz( 1N ). We proceed by multiplying the last identity by Gη(g(z))(z) and
get
Gη(g(z))(z) = zGη(g(z))(z)g(z)−Gη(g(z))(z)E[η(trN (GA(y)(z))) trN (GA(y)(z))] +Oz
( 1
N
)
=
(
1 +Gη(g(z))(z)η(g(z))
)
g(z)−Gη(g(z))(z)E[η(trN (GA(y)(z))) trN (GA(y)(z))] +Oz
( 1
N
)
and from which we deduce that
Gη(g(z))(z)− g(z) =Gη(g(z))(z)
(
η(g(z))g(z)− E[η(trN(GA(y)(z))) trN(GA(y)(z))]
)
+Oz
( 1
N
)
=−Gη(g(z))(z)E[η(trN(GA(y)(z)))∆] +Oz
( 1
N
)
where we denote by ∆ the centered variable trN(GA(y)(z))− E[trN(GA(y)(z))]. Finally,∥∥Gη(g(z))(z)− g(z)∥∥L2 ≤ E ∥∥Gη(g(z))(z)η(trN(GA(y)(z)))∆∥∥L2 +Oz
( 1
N
)
≤ 4‖x11‖
2
∞
Im(z)2
E‖∆‖L2 +Oz
( 1
N
)
≤ 4‖x11‖
2
∞
Im(z)2
(E‖∆‖2L2)1/2 +Oz
( 1
N
)
.
We end the proof by proving that for any z ∈ C+,
(3.2) E‖∆‖2L2 = E
∥∥trN(GA(y)(z))− E[trN(GA(y)(z))]∥∥2L2 ≤ 2pi2d2‖x11‖2∞n Im(z)4 .
To prove (3.2) we shall apply a Gaussian concentration result of Pisier, which we state here:
Theorem 3.10 (Theorem 2.2, [28]). Let F be a normed vector space and Φ : F → R be
a convex function. Letting N = (N1, . . . , Nn) be a standard Gaussian random vector in R
n
then for any smooth and sufficiently integrable function f : Rn → F such that E[f(N)] = 0,
we have
E
[
Φ
(
f(N)
)] ≤ E[Φ(pi
2
N′ · ∇f(N)
)]
,
where N′ is an independent copy of N.
Let B : Rn
2 →MN (M) be the map defined by
B
(
(wij,kl)1≤i,j≤N,1≤k,l≤N
)
=
1√
2nN
N∑
i,j,k,l=1
wij,klx¯kl ⊗∗ Eij .
Letting N = (Nij,kl)j≤i,l≤k, we note that B(N) = A(y). Then applying Theorem 3.10 for
f = trN(GB(.)(z))− E[trN(GB(.)(z))] and Φ = ‖.‖2L2(M,τ) gives
E
∥∥trN(GA(y)(z))− E[trN (GA(y)(z))]∥∥2L2 ≤ pi24 E
∥∥trN (GA(y)(z)Y ′GA(y)(z))∥∥2L2
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where Y ′ = B(N′) with N′ being an independent copy of N. Now to control the right-hand
term, we proceed by conditioning on y:
E
[ ∥∥trN(GA(y)(z)Y ′GA(y)(z))∥∥2L2 |N]
= τ
(
E
[
trN(GA(y)(z)Y
′GA(y)(z)) trN(GA(y)(z)∗Y ′GA(y)(z)∗)|N
])
=
1
2Nn
N∑
i,j,k,l=1
τ
(
trN
(
GA(y)(z)(x¯kl ⊗∗ Eij)GA(y)(z)) trN(GA(y)(z)∗(x¯kl ⊗∗ Eij)GA(y)(z)∗
))
=
1
2n2
∑
k,l
[
τ
(
trN
(
Θ(GA(y)(z))(IN ⊗ x¯∗kl)Θ(GA(y)(z))Θ(GA(y)(z)∗)(IN ⊗ x¯kl)Θ(GA(y)(z)∗)
))
+ τ
(
trN
(
Θ(GA(y)(z))(IN ⊗ x¯kl)Θ(GA(y)(z))Θ(GA(y)(z)∗)(IN ⊗ x¯∗kl)Θ(GA(y)(z)∗)
))
+ τ
(
trN
(
Θ
(
Θ(GA(y)(z))(IN ⊗ x¯∗kl)Θ(GA(y)(z))
)
Θ(GA(y)(z)
∗)(IN ⊗ x¯∗kl)Θ(GA(y)(z)∗)
))
+ τ
(
trN
(
Θ
(
Θ(GA(y)(z))(IN ⊗ x¯kl)Θ(GA(y)(z))
)
Θ(GA(y)(z)
∗)(IN ⊗ x¯kl)Θ(GA(y)(z)∗)
))]
where Θ :MN (M)→MN (M) is the partial transpose Θ(M⊗x) =M t⊗x. As a consequence,
using Lemma 3.11,
E
[ ∥∥trN(GA(y)(z)A(y)′GA(y)(z))∥∥2L2 |N] ≤ 8d2n ‖x11‖
2
∞
Im(z)4
. 
Lemma 3.11. Let (M, τ) be a tracial W ∗-probability space with M being a direct integral
of finite dimensional factors of dimension ≤ d. Then the partial transpose Θ : MN (M) →
MN (M) is bounded. More precisely, we have
‖Θ(M)‖2 = ‖M‖2 and ‖Θ(M)‖∞ ≤ d · ‖M‖∞.
Proof. It is a consequence of [40]. 
Theorem 3.6 will be applied in various situation, and we prove now the following lemma
which will allow passing to a smaller subalgebra, say B, and exhibiting a B-valued semi-
circular element in the limit only under some factorization conditions on the conditional
expectation over B.
Lemma 3.12. Let (M, τ) be a tracial W ∗-probability space and let x = (xi)1≤i≤n be a family
of exchangeable variables in M. Set x¯i = xi − µ where µ = 1n
∑
1≤i≤n xi and consider their
variance function
ηn :M→M, ηn(b) = 1
2n
n∑
i=1
x¯ibx¯
∗
i + x¯
∗
i bx¯i.
Let Bn be the smallest W ∗-algebra which is closed under ηn and consider a centered semi-
circular variable Sn over Bn of variance EBn(SnbSn) = ηn(b). We consider a von Neumann
subalgebra B and E : M → B its conditional expectation. Assume that, whenever i, j are
distinct, for all b, c ∈ B,
E(xibx
∗
j ) = E(x1)bE(x
∗
1), E(x
∗
i bxj) = E(x
∗
1)bE(x1)
and
E(xibx
∗
i xkcx
∗
k) = E(x1bx
∗
1)E(x1cx
∗
1), E(x
∗
i bxix
∗
kcxk) = E(x
∗
1bx1)E(x
∗
1cx1).
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Consider a centered semicircular variable S over B of variance
E(SbS) =
1
2
(
E(x∗1bx1)− E(x∗1)bE(x1) + E(x1bx∗1)− E(x1)bE(x∗1)
)
:= η(b).
Then, for any z such that Im(z) > 2‖x1‖∞, we have
τ [GSn(z)]− τ [GS(z)] = Oz
( 1
N
)
.
Proof. We have GS(z) = Gη(GS(z))(z) and
GSn(z) = Gηn(GSn (z))(z) = Gηn(GS(z))(z) +Gηn(GSn(z))(z) · ηn(GSn(z)−GS(z)) ·Gηn(GS(z))(z).
So we get
‖GSn(z)−GS(z)‖L2 ≤
1
Im(z)2
‖ηn‖‖GSn(z)−GS(z)‖L2 + ‖Gηn(GS(z)) −Gη(GS (z))(z)‖L2 .
Thus, for Im(z) > 2‖x1‖∞ ≥ ‖ηn‖1/2, we have
‖GSn(z)−GS(z)‖L2 ≤
1
1− ‖ηn‖Im(z)−2‖Gηn(GS(z)) −Gη(GS(z))(z)‖L2
≤ 1
Im(z)2 − ‖ηn‖‖ηn(GS(z))− η(GS(z))‖L2 .
But for all b ∈ B, we have
2‖ηn(b)− η(b)]‖L2 = 2
∥∥∥ 1
2n
n∑
i=1
(x¯ibx¯
∗
i + x¯
∗
i bx¯i)− η(b)
∥∥∥
L2
≤
∥∥∥ 1
n
n∑
i=1
xibx
∗
i −E[x1bx∗1]
∥∥∥
L2
+
∥∥∥ 1
n
n∑
i=1
x∗i bxi −E[x∗1bx1]
∥∥∥
L2
+
∥∥µbµ∗ − E[x1]bE[x∗1]∥∥L2 + ∥∥µ∗bµ −E[x∗1]bE[x1]∥∥L2 .
We start by controlling the first terms in the last inequality and obtain
∥∥∥ 1
n
n∑
i=1
xibx
∗
i − E[x1bx∗1]
∥∥∥2
L2
= τ
( 1
n2
n∑
i,j=1
xib
∗x∗ixjbx
∗
j − E[x1b∗x∗1]E[x1bx∗1]
)
= τ
((n(n− 1)
n2
− 1)E[x1b∗x∗1]E[x1bx∗1] + 1n2
n∑
i=1
xib
∗x∗ixibx
∗
i
)
≤ 2
n
‖x1‖4∞‖b‖2∞ = O
(1
n
)
where in the first equality we have used the property that E(xibx
∗
ixjcx
∗
j ) = E(x1bx
∗
1)E(x1cx
∗
1)
for i 6= j and the fact that τ(xE[y]) = τ ◦E[xE[y]] = τ(E[x]y) for any x, y ∈M. Therefore
we get ∥∥∥ 1
n
n∑
i=1
xibx
∗
i − E[x1bx∗1]
∥∥∥
L2
= O
( 1√
n
)
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and similarly for the second term. To control the third term we write∥∥µbµ∗ − E[x1]bE[x∗1]∥∥L2 = ∥∥(µ− E[x1])bµ∗ + E[x1]b(µ− E[x1])∗∥∥L2
≤ 2‖x1‖∞‖b‖∞‖µ− E[x1]‖L2 = O
( 1√
n
)
where the estimate on ‖µ−E[x1]‖L2 is obtained in a similar way by using the property that
E(xibx
∗
j ) = E(x1)bE(x
∗
1) whenever i 6= j. A similar computation allows to control the last
term. 
4. Operator-valued matrices
Recall that, for all tracial W ∗-probability space (M, τ) and a finite family of elements
x = (xij)1≤i,j≤N in M, we consider the N ×N operator-valued matrix A(x) given by
[A(x)]ij =
1√
2N
(xij + x
∗
ji).
Under a condition of exchangeability, Theorem 3.6 allows to approximate A(x) by a operator-
valued semicircular random variable. In this very general situation, the tracialW ∗-probability
space (M, τ) is not specified. In this section, we review various situations where exchangeable
entries appears naturally and where approximation by operator-valued semicircular random
variables is possible, either as a direct corollary of Theorem 3.6, or using the Lindeberg
method of the previous section.
4.1. Free entries. In this section, we show that a matrix with free entries, that can possess
different variances, is close in distribution to a matrix in free circular elements with the
same variance structure. The latter is an operator-valued semicircular element over the
subalgebra of scalar diagonal matrices. Moreover, we give explicit quantitative estimates for
the associated Cauchy transforms on the upper complex half-plane.
Theorem 4.1. Let (M, τ) be a tracial W ∗-probability spaces. Let x = (xij)1≤i,j≤N and
y = (yij)1≤i,j≤N be two families of free variables in M. Assume that
• yij is a circular element for all 1 ≤ i, j ≤ N ,
• τ(xij) = τ(yij) = 0 and τ(x∗ijxij) = τ(y∗ijyij) for all 1 ≤ i, j ≤ N ,
• τ(x2ij) = 0 for all 1 ≤ i, j ≤ N .
Then for any z ∈ C+,∣∣(τ ⊗ trN)[GA(x)(z)]− (τ ⊗ trN)[GA(y)(z)]∣∣ = O( 1√
N
)
,
where the constant in O(1/√N) depends on z and max1≤i,j≤N ‖xij‖∞.
A(y) is an operator-valued semicircular element over the subalgebra D ⊂ MN (C) of di-
agonal matrices whose variance is given by the completely positive map η : D → D defined
by
[η(b)]ij = δij
1
2N
N∑
k=1
(
τ(xikx
∗
ik) + τ(x
∗
kixki)
)
bkk, for b = [bkl]
N
k,l=1
As a consequence of [23, Theorem 3.3], A(y) is itself a semicircular element inM if and only
if η(1) is a multiple of the identity. In particular, if all the entries have the same variance,
i.e. τ(x∗ijxij) = σ
2 for all 1 ≤ i, j ≤ N , then A(y) has a semicircular distribution. Note that
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when the cumulative distribution of A(y) is Lipschitz, the estimate on the Cauchy transform
gives quantitative estimates on the Kolmogorov distance [36, Theorem A.2]. One can check
Chapter 9 in [22] for more details on operator-valued free probability.
Proof of Theorem 5.1. The proof of this theorem is a direct application of Theorem 3.4 where
we consider the W ∗-probability space (MN (M), τ ⊗ trN ) with τ ⊗ id : MN (M)→MN (C) as
conditional expectation over MN (C) ⊂MN (M) . It is easy to see that (τ ⊗ id)[xij ⊗∗ aij] =
(τ ⊗ id)[yij ⊗∗ aij] = 0 and that for any b ∈MN(C)
(τ ⊗ id)[(xij ⊗∗ aij)b(xij ⊗∗ aij)] = (τ ⊗ id)[(yij ⊗∗ aij)b(yij ⊗∗ aij)].
The result follows by finally noting that K∞ = O(1/
√
N) and K2 = O(1/N). 
4.2. Infinite exchangeable entries. It is well-known by an extended de Finetti theorem
[16], that an infinite family of identically distributed and conditionally independent ele-
ments over a tail algebra is exchangeable. In this section, we consider an infinite family of
exchangeable elements and prove the convergence to an operator-valued semicircular over
the tail algebra. We provide moreover explicit rates of convergence for the associated Cauchy
transforms.
Theorem 4.2. Let (M, τ) be a tracial W ∗-probability space with M being a direct integral
of finite dimensional factors of dimension ≤ d. Let x = (xij)1≤i,j<+∞ be an infinite family
of exchangeable variables in M. Let Mtail be the tail subalgebra and E :M→Mtail be its
conditional expectation. Consider a centered semicircular variable S over Mtail of variance
E(SbS) =
1
2
(
E
(
(x11 −E(x11))b(x11 − E(x11))∗
)
+ E
(
(x11 −E(x11))∗b(x11 −E(x11))
))
.
Fix N ∈ N and let A be the linear map defined in (3.1). Then for any z such that Im(z) >
2‖x11‖∞, we have
(τ ⊗ trN)[GA(x)(z)]− τ [GS(z)] = Oz
( 1√
N
)
.
Proof. Theorem 3.6 ensures that
(τ ⊗ trN)[GA(x)(z)]− τ [GSN (z)] = Oz
( 1√
N
)
,
where SN is a centered semicircular variable of variance
EB(SNbSN ) = η(b) =
1
2n
∑
i,j
x¯ijbx¯
∗
ij + x¯
∗
ijbx¯ij
where x¯ij = xij − 1n
∑
1≤k,l≤N xkl and n = N
2. By using Lemma 3.12, we prove that∣∣τ [GSN (z)]− τ [GS(z)]∣∣ = Oz( 1N
)
.
Indeed, by the conditional independence of the xij ’s with respect to E, see [16], we have for
any b, c ∈Mtail
E(xijbx
∗
kl) = E(x11)bE(x
∗
11), E(x
∗
ijbxkl) = E(x
∗
11)bE(x11)
and
E(x∗ijbxijx
∗
klcxkl) = E(x
∗
11bx11)E(x
∗
11cx11), E(xijbx
∗
ijxklcx
∗
kl) = E(x11bx
∗
11)E(x11cx
∗
11)
whenever xij 6= xkl. 
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4.3. Independent non-scalar entries. Independent and identically distributed matrices
can be seen as exchangeable elements in some tracial W ∗-probability space M and thus
many random block matrices fit nicely in the framework of operator-valued matrices with
exchangeable entries.
Proposition 4.3. Let (M, τ) be a tracial W ∗-probability space with M being a direct in-
tegral of finite dimensional factors of dimension ≤ d. Let x = (xij)1≤i,j≤N be a family
of random variables in M which are independent, identically distributed, and bounded by
K > 0. Consider a centered semicircular variable S over M of variance
b 7→ 1
2
[
E
(
(x11 − E(x11))b(x11 − E(x11))∗
)
+ E
(
(x11 − E(x11))∗b(x11 − E(x11))
)]
.
Let A be the linear map defined in (3.1). Then for any z such that Im(z) > 2K, we have
(τ ⊗ trN)[GA(x)(z)]− τ [GS(z)] = Oz
( 1√
N
)
.
Proof. Let us remark that the space (L∞(Ω;M),E ◦ τ) of M-valued bounded random vari-
ables is a tracial W ∗-probability space which is a direct integral of finite dimensional factors
of dimension ≤ d. Theorem 3.6 ensures that
(τ ⊗ trN)[GA(x)(z)]− τ [GSN (z)] = Oz
( 1√
N
)
,
where SN is a centered semicircular variable of variance EB(SNbSN) = ηn(b) = 1n
∑N
i,j=1 x¯ijbx¯ij
where x¯ij = xij − 1n
∑N
k,l=1 xkl and n = N
2. By using Lemma 3.12, we prove that, for any z
such that Im(z) > 2K, ∣∣τ [GSN (z)]− τ [GS(z)]∣∣ = Oz( 1N
)
.
Indeed, by the independence of the xij ’s, we have for any b, c ∈M
E(xijbx
∗
kl) = E(x11)bE(x
∗
11), E(x
∗
ijbxkl) = E(x
∗
11)bE(x11)
and
E(xijbx
∗
ijxklcx
∗
kl) = E(x11bx
∗
11)E(x1cx
∗
11), E(x
∗
ijbxijx
∗
klcxkl) = E(x
∗
11bx11)E(x
∗
1cx11)
whenever xij 6= xkl. 
4.4. Random matrices with i.i.d. blocks. Since i.i.d. matrices are exchangeable, ran-
dom block matrices with i.i.d blocks fit instantely in our framework.
Theorem 4.4. Let {Aij = (a(ij)kl )dk,l=1 : 1 ≤ i, j ≤ N} be a family of independent d×d random
matrices that are such that E[|a(ij)kl |3] <∞. Let XN be the block matrix in Md(C)⊗MN (C)
given by
XN =
1√
2N
N∑
i,j=1
(Aij ⊗ Eij + A∗ij ⊗ Eji).
Then, as N → ∞, the matrix XN has a limiting eigenvalue distribution whose Cauchy
transform g is determined by g(z) = trd(G(z)), where G is anMd(C)-valued analytic function
on C+ uniquely determined by the requirement that, zG(z)→ 1 when |z| → ∞, and that, for
z ∈ C+,
(4.1) zG(z) = 1 + η(G(z)) ·G(z)
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where η :Md(C)→Md(C) is the covariance mapping
η(B) =
1
2
(E [(A11 − E[A11])B(A11 − E[A11])∗] + E [(A11 − E[A11])∗B(A11 − E[A11])]) .
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN (GXN (z))]− g(z)∣∣ = Oz( 1√
N
)
.
Proof. We remark again that the blocks Aij are i.i.d. and thus exchangeable. However, our
Proposition 4.3 is only applicable if the block matrices are bounded which is not necessarily
the case here. In order to apply our results, we will approximate first XN by a matrix YN
where the blocks Bij = (b
(ij)
kl )
d
k,l=1 : 1 ≤ j ≤ i ≤ N are i.i.d. matrices that are bounded
in norm by some K > 0 and have the same mean and covariance structure as the Aij’s.
i.e. Cov(b
(ij)
pq , b
(ij)
rs ) = Cov(a
(ij)
pq , a
(ij)
rs ) (this can be done for example by taking a linear map
decorrelating the a
(ij)
kl ’s and replacing the corresponding random variables by independent
two-point distributions). Note that XN and YN have respectively the same distribution as∑
1≤i,j≤N
Aij ⊗∗ aij and
∑
1≤i,j≤N
Bij ⊗∗ aij ,
where aij =
1√
2N
Eij and (Eij)1≤i,j≤N are the canonical N ×N matrices. Let us now denote
respectively by (x1, . . . , xn) and (y1, . . . , yn) the n-tuples {Aij ⊗∗ aij : 1 ≤ i, j ≤ N} and
{Bij ⊗∗ aij : 1 ≤ i, j ≤ N} of self-adjoint random elements in M. Setting for any i ∈
{1, . . . , n},
zi = x1 + · · ·+ xi + yi+1 + · · ·+ yn
and
z0i = x1 + · · ·+ xi−1 + yi+1 + · · ·+ yn
then XN and YN have the same distributions as zn and z0 respectively. Therefore, applying
the noncommutative Lindeberg method in Theorem 3.1, we get for any z ∈ C+,
∣∣E[trdN (GXN (z))]− E[trdN (GYN (z))]∣∣ ≤
n∑
i=1
(|E[Pi]|+ |E[Qi]|+ |E[Ri]|).
where, for any i ∈ {1, . . . , n},
Pi = trd⊗ trN
[
Gz0i (z)(xi − yi)Gz0i (z)
]
,
Qi = trd⊗ trN
[
Gz0i (z)xiGz0i (z)xiGz0i (z)
]− trd⊗ trN [Gz0i (z)yiGz0i (z)yiGz0i (z)],
and
Ri = trd⊗ trN
[
Gzi(z)
(
xiGz0i (z)
)3]− τ[Gzi−1(z)(yiGz0i (z))3].
As the Bij ’s are independent and as the first and second moments of their entries match
with those of the Aij ’s, we get that E[Pi] = 0 and E[Qi] = 0. Furthermore, we have for any
i ∈ {1, . . . , n}
|E[Ri]| ≤
∣∣E trd⊗ trN [Gzi(z)(xiGz0i (z))3]∣∣ + ∣∣E trd⊗ trN [Gzi(z)(yiGz0i (z))3]∣∣
≤ 1
Im(z)4
E trd⊗ trN
[|xi|3]+ 1
Im(z)4
E trd⊗ trN
[|yi|3] = Oz( 1
N5/2
)
.
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Finally, summing over i = 1, . . . , N2, we get∣∣E[trdN(GXN (z))]− E[trdN(GYN (z))]∣∣ = Oz( 1√
N
)
.
The study is thus reduced to YN and Proposition 4.3 now directly ensures that for any
z ∈ C+ such that Im(z) > K∣∣E trd⊗ trN [GYN (z)]− τ [GS(z)]∣∣ = Oz( 1N
)
,
where S is a centered semicircular variable over the subalgebra of d× d random matrices of
covariance
η(B) =
1
2
(E [(A11 − E[A11])B(A11 − E[A11])∗] + E [(A11 − E[A11])∗B(A11 − E[A11])]) . 
We generalize the result in [13] by considering matrices that are not necessary bounded
in norm and give quantitative estimates for the Cauchy transforms.
Corollary 4.5. Let {Aij = (a(ij)kl )dk,l=1 : 1 ≤ i, j ≤ N} be a family of independent and
identically distributed d × d random matrices that are such that E[|a(ij)kl |3] < ∞. Let XN be
the Nd × Nd block Wigner matrix given by XN = A((Aij)1≤i,j≤N) where A is the mapping
defined in (3.1). Then, as N → ∞, the matrix XN has a limiting eigenvalue distribution
whose Cauchy transform g is determined by g(z) = trd(G(z)), where G is an Md(C)-valued
analytic function on C+ uniquely determined by the requirement that, zG(z) → 1 when
|z| → ∞, and that, for z ∈ C+,
zG(z) = 1 + η(G(z)) ·G(z)
where η :Md(C)→Md(C) is the covariance mapping
η(B) =
1
2
(E [(A11 − E[A11])B(A11 − E[A11])∗] + E [(A11 − E[A11])∗B(A11 − E[A11])]) .
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN (GXN (z))]− g(z)∣∣ = Oz( 1√
N
)
.
Proof. It is a direct application of Theorem 4.4. 
4.5. Random matrices with correlated blocks. It is also possible to consider block
random matrices in which the blocks are correlated. We consider in the following theorem a
general matrix in which the dependency comes from the correlations between different blocks
and the possibility that a same block appears more than once.
Theorem 4.6. Let d ≥ 1 and L ≥ 1 and consider the Nd×Nd block matrix XN defined by
XN =
L∑
k=1
(βk ⊗ Yk + β∗k ⊗ Y ∗k ),
where the βk are d× d deterministic matrices and the Yk = 1√N (y
(k)
ij )
N
i,j=1 are N ×N random
matrices such that
• the families {y(1)ij , . . . , y(L)ij } are i.i.d. for all 1 ≤ i, j ≤ N
• Cov(y(k)ij , y(l)pr ) = δipδjrσ(k, l)
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• E[|y(k)ij |3] <∞
where σ is such that σ(k, l) = σ(l, k). Then, for N →∞, the matrix XN has a limiting eigen-
value distribution whose Cauchy transform g is determined by g(z) = trd(G(z)), where G is
an Md(C)-valued analytic function on C
+, which is uniquely determined by the requirement
that, zG(z)→ 1 when |z| → ∞, and that, for z ∈ C+,
zG(z) = 1 + η(G(z)) ·G(z)
where η :Md(C)→Md(C) is the covariance mapping
η(B) =
1
L2
L∑
k,l=1
σ(k, l)βkBβ
∗
l + σ(k, l)β
∗
kBβl.
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN (GXN (z))]− g(z)∣∣ = Oz( 1√
N
)
.
The global law and location of the spectrum of this general model have been investigated
in [2] under the name of Kronecker matrices, when no correlations are allowed between the
Yk’s and under boundedness conditions on the moments of the y
(k)
ij ’s and on the spectral
norm of the βk’s. However, their result also covers the non-Hermitian case.
Proof of Theorem 4.6. It is enough to notice that XN =
1√
2
(xij + x
∗
ij)
N
i,j=1 with xij =√
2
∑L
k=1 y
(k)
ij βk and then apply Theorem 4.4. 
5. Operator-valued Wigner matrices
This section is devoted for the study of Wigner matrices with operator-valued entries. Let
(M, τ) be a tracial W ∗-probability space and x = (xij)1≤j≤i≤N be a finite family of elements
inM. An operator-valued Wigner matrix W (x) of dimension N ×N is the matrix given by
[W (x)]ij =
1√
N


xij if j < i
x∗ji if j > i
(xii + x
∗
ii)/2 if i = j.
To study its behavior, we consider the Cauchy transform and apply the results in Sections
3.2 and 3.3. With this aim, we set n = N(N +1)/2 and note that the associated linear map
W :Mn → MN(M) can be written as follows:
(5.1) W (x) =
∑
1≤j≤i≤N
(
xij ⊗ aij + x∗ij ⊗ a∗ij
)
=:
∑
1≤j≤i≤N
xij ⊗∗ aij ,
where aii =
1
2
√
N
Eii and aij =
1√
N
Eij for j < i and (Eij)1≤i,j≤N are the canonical N × N
matrices.
5.1. Free entries. Voiculescu proved in [41] that, for any N ≥ 1, an N ×N Wigner matrix
with free circular off-diagonal entries and free semicircular diagonal entries, is itself semicir-
cular. This result was later generalized in [24, Corollary 3.3] to matrices with free self-adjoint
elements on the diagonal and free R-diagonal elements (introduced in [25]) otherwise. The
authors give, for any N ≥ 1, the distribution of the matrix in terms of its R-transform under
some summation conditions on the free cumulants of the entries of each row. In general, one
need to take the limit as N →∞ to give an explicit description of the limiting distribution
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of the matrix. For the case of free identically distributed entries, a semicircular element
appears in the limit [34, 20].
Again with similar proofs as in Section 4, one can show that a Wigner matrix with free
entries, that can possess different variances, is close in distribution to a matrix in free circu-
lar/semicircular elements with the same variance structure. The latter is an operator-valued
semicircular element over the subalgebra of scalar diagonal matrices. Moreover, we give
explicit quantitative estimates for the associated Cauchy transforms on the upper complex
half-plane.
Theorem 5.1. Let (M, τ) be a tracial W ∗-probability spaces. Let x = (xij)1≤j≤i≤N and
y = (yij)1≤j≤i≤N be two families of free variables in M. Assume that
• x∗ii = xii for all i,
• yii is a semicircular element for all i and yij is a circular element for all j < i,
• τ(xij) = τ(yij) = 0 and τ(x∗ijxij) = τ(y∗ijyij) for all j ≤ i,
• τ(x2ij) = 0 for all j < i.
Then for any z ∈ C+,∣∣(τ ⊗ trN )[GW (x)(z)]− (τ ⊗ trN)[GW (y)(z)]∣∣ = O( 1√
N
)
,
where the constant in O(1/√N) depends on z and max1≤j≤i≤N ‖xij‖∞.
W (y) is an operator-valued semicircular element over the subalgebra D ⊂ MN (C) of
diagonal matrices whose variance is given by the completely positive map η : D → D defined
by
[η(b)]ij =
1
N
N∑
k=1
τ(xikx
∗
jk)bkk, for b = [bkl]
N
k,l=1
As a consequence of [23, Theorem 3.3], W (y) is itself a semicircular element in M if and
only if the sums of variances in each row of the matrix are the same. In particular, if all the
entries have the same variance, i.e. τ(x∗ijxij) = σ
2 for all j ≤ i, then W (y) has a semicircular
distribution.
Remark 5.2. Another relevant question is when, for any N ≥ 1, an N ×N operator-valued
Wigner matrix has itself the same distribution as its entries. Indeed this case exists and
it was shown by Shlyakhtenko [35] that a Wigner matrix in MN (M) with free creation
operators as entries is itself a creation operator inM. Later, Ryan [34, Corollary 29] showed
that Shlyakhtenko’s example is close to be the only one. Otherwise he showed that the same
distribution can be only obtained when taking the limit as N →∞.
5.2. Random matrices with i.i.d. blocks. We generalize results in [13] by considering
matrices that are not necessary bounded in norm and give quantitative estimates for the
Cauchy transforms.
Theorem 5.3. Let {Aij = (a(ij)kl )dk,l=1 : 1 ≤ j ≤ i ≤ N} be a family of independent d × d
random matrices that are such that E[|a(ij)kl |3] <∞. We assume that {Aij}j<i are identically
distributed, and identically distributed to {A∗ij}j<i. Let XN be the block matrix in Md(C)⊗
MN (C) given by
XN =
1√
N
∑
1≤j≤i≤N
(Aij ⊗ Eij + A∗ij ⊗Eji).
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Then, as N → ∞, the matrix XN has a limiting eigenvalue distribution whose Cauchy
transform g is determined by g(z) = trd(G(z)), where G is anMd(C)-valued analytic function
on C+ uniquely determined by the requirement that, zG(z)→ 1 when |z| → ∞, and that, for
z ∈ C+,
zG(z) = 1 + η(G(z)) ·G(z)
where η :Md(C)→Md(C) is the covariance mapping
η(B) = E [(A21 − E[A21])B(A21 − E[A21])∗] .
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN (GXN (z))]− g(z)∣∣ = Oz( 1√
N
)
.
Proof. Let us consider a family of independent and identically distributed d × d random
matrices {Bij = (b(ij)kl )dk,l=1 : 1 ≤ i, j ≤ N} which are distributed as the matrices {Aij, A∗ij}j<i.
We will show that the distribution of XN is closed to the distribution of
YN =
1√
2N
N∑
i,j=1
(Bij ⊗ Eij +B∗ij ⊗ Eji).
We set x(i, j) = 1√
N
(Aij ⊗ Eij + A∗ij ⊗Eji) for j ≤ i,
y(i, j) =
1√
2N
(
Bij ⊗ Eij +B∗ij ⊗ Eji +B∗ji ⊗Eij +Bji ⊗ Eji
)
for j < i and y(i, i) = 1√
2N
(Bii ⊗ Eii + B∗ii ⊗ Eii). Let us now denote respectively by
(x1, . . . , xn) and (y1, . . . , yn) the n-tuples {x(i, j) : 1 ≤ j ≤ i ≤ N} and {y(i, j) : 1 ≤
j ≤ i ≤ N} of self-adjoint random elements in M, with n = N(N + 1)/2. Setting for any
i ∈ {1, . . . , n},
zi = x1 + · · ·+ xi + yi+1 + · · ·+ yn
and
z0i = x1 + · · ·+ xi−1 + yi+1 + · · ·+ yn
then XN and YN are respectively zn and z0. Therefore, applying the noncommutative Lin-
deberg method in Theorem 3.1, we get for any z ∈ C+,
∣∣E[trdN (GXN (z))]− E[trdN (GYN (z))]∣∣ ≤
n∑
i=1
(|E[Pi]|+ |E[Qi]|+ |E[Ri]|).
where, for any i ∈ {1, . . . , n},
Pi = trd⊗ trN
[
Gz0i (z)(xi − yi)Gz0i (z)
]
,
Qi = trd⊗ trN
[
Gz0i (z)xiGz0i (z)xiGz0i (z)
]− trd⊗ trN [Gz0i (z)yiGz0i (z)yiGz0i (z)],
and
Ri = trd⊗ trN
[
Gzi(z)
(
xiGz0i (z)
)3]− τ[Gzi−1(z)(yiGz0i (z))3].
As the Bij ’s are independent and as the first and second moments of their entries match
with those of the Aij ’s, we get that
n∑
i=1
|E[Pi]| ≤ 1
Im(z)2
N∑
i=1
E[‖x(i, i)‖L1 + ‖y(i, i)‖L1] = Oz
( 1√
N
)
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and
n∑
i=1
|E[Qi]| ≤ 1
Im(z)3
N∑
i=1
E[‖x(i, i)‖2L2 + ‖y(i, i)‖2L2] = Oz
( 1
N
)
.
Furthermore, we have for any i ∈ {1, . . . , n}
|E[Ri]| ≤
∣∣∣E trd⊗ trN [Gzi(z)(xiGz0i (z))3]
∣∣∣ + ∣∣∣E trd⊗ trN [Gzi(z)(yiGz0i (z))3]
∣∣∣
≤ 1
Im(z)4
E trd⊗ trN
[|xi|3]+ 1
Im(z)4
E trd⊗ trN
[|yi|3] = Oz( 1
N5/2
)
.
Summing over i, we get
∑n
i=1 |E[Pi]| = Oz
(
1√
N
)
and finally,
∣∣E[trdN(GXN (z))]− E[trdN(GYN (z))]∣∣ = Oz( 1√
N
)
.
The study is thus reduced to YN and Theorem 4.4 now directly ensures that there exists
K > 0 such that for any z with Im(z) > K, we have
∣∣E[trdN(GYN (z))]− g(z)∣∣ = Oz( 1√
N
)
. 
5.3. Random matrices with correlated blocks. We consider in Theorem 5.4 matrices
with a Wigner block structure in which the blocks can be correlated but their entries are i.i.d.
random variables having finite third moments. We consider general correlation functions and
give quantitative estimates for the Cauchy transform. In this way, we generalize the results
in [33] in which the limiting distribution was described in the Gaussian case and without any
rates of convergence. We then give in Theorem 5.5 a concrete example on circulant block
matrices for which the distribution of the operator-valued semicircular can be explicitly
computed and for which the rate of convergence of the Cauchy transform implies in turn
convergence in Kolmogorov distance. This generalizes Proposition 1 in [27].
Theorem 5.4. Fix d ≥ 1 and consider the Nd ×Nd block matrix XN defined by
XN =
1√
d


A(11) · · · A(1d)
...
. . .
...
A(d1) · · · A(dd)


where, for any 1 ≤ j ≤ i ≤ d, A(ji) = (A(ij))∗ and A(ij) = ( 1√
N
a
(ij)
rp )Nr,p=1 are N × N random
matrices having i.i.d entries and such that for any i, j, k, l = 1, . . . , d
Cov(a(ij)rp , a
(kl)
qs ) = δpqδrsσ(i, j; k, l) and E[|a(ij)11 |3] <∞,
where σ is such that σ(i, j; k, l) = σ(k, l; i, j). Then, for N → ∞, the matrix XN has a
limiting eigenvalue distribution whose Cauchy transform g is determined by g(z) = trd(G(z)),
where G is an Md(C)-valued analytic function on C
+, which is uniquely determined by the
requirement that, zG(z)→ 1 when |z| → ∞, and that, for z ∈ C+,
zG(z) = 1 + η(G(z)) ·G(z)
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where η :Md(C)→Md(C) is the covariance mapping
η(B)ij =
d∑
k,l=1
1
d
σ(i, k; l, j)Bkl.
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN (GXN (z))]− g(z)∣∣ = Oz( 1√
N
)
.
Note that when the cumulative distribution of the operator-valued semicircular (whose
Cauchy transform is g) is Lipschitz, the estimate on the Cauchy transform gives quantitative
estimates on the Kolmogorov distance [36, Theorem A.2].
Proof. Note that XN =
1√
d
∑
i,j A
(ij) ⊗ Eij = 1√N
∑
r,pErp ⊗ Arp where Arp = A∗pr and the
blocks Arp =
1√
d
(a
(ij)
rp )di,j=1 are i.i.d. d × d random matrices hence exchangeable. The proof
is then a direct application of Theorem 5.3. 
We give another possible application of our results to self-adjoint block circulant matrices.
Let (M, τ) be a tracial W ∗-probability space and x1, . . . , xd be a family of elements in M
such that xi = xd−i+2 for i = 2, 3, . . . , d. An operator-valued d × d self-adjoint circulant
matrix over (x1, . . . , xd) is the matrix of the form
Cd(x1, . . . , xd) :=
1√
d


x1 x2 · · · xd
xd x1 · · · xd−1
...
...
. . .
...
x2 x3 · · · x1

 .
We are interested in the case ofNd×Nd self-adjoint block matrices with circulant structure in
which the blocks are, up to symmetry, independent and identically distributed N×N Wigner
matrices. For this, let (aij)i,j≥1 be a family of independent and identically distributed random
variables such that E(a2ij) = 0, E(|aij |2) = 1 and E(|aij |4) <∞. Recall the mapping in (5.1)
and let A be the N×N Wigner matrix given by A =W ((aij)1≤j≤i≤N). Let A(1), . . . , A(⌊ d2 ⌋+1)
be independent copies of the Wigner matrix A and then set A(i) = A(d−i+2) for i = ⌊d
2
⌋ +
1, . . . , d. Denote by XN the Nd × Nd self-adjoint block circulant matrix given by XN :=
Cd(A
(1), . . . , A(d)).
It has been shown in [27] that the limiting spectral distribution of XN is a weighted sum
of two semicircular distributions, i.e. has an SS-law as named by Girko in [14]. We provide
now a quantitative version of this result:
Theorem 5.5. For fixed d ≥ 1, there exists K > 0 such that for any z with Im(z) > K we
have ∣∣E[trdN (GXN (z))]− τ(Gd(z))∣∣ = Oz( 1√
N
)
,
where Gd is the Cauchy transform associated to the distribution µd given by
µd =
{
d−1
d
γ d−1
d
+ 1
d
γ 2d−1
d
if d is odd,
d−2
d
γ d−2
d
+ 2
d
γ 2d−2
d
if d is even
and γσ2 denotes the centered semicircular distribution of variance σ
2. Furthermore, the
distribution of XN converges to µd in Kolmogorov distance.
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Proof. Let us first introduce some notation. Consider the family of d × d self-adjoint cir-
cular random matrices {Aij : i, j ≥ 1} such that Aij = Aji = A∗ij = A∗ji and Aij =
Cd(a
(1)
ij , a
(2)
ij , . . . , a
(d)
ij ). The matrix XN is the block matrix in Md(C)⊗MN (C) given by
XN =
1√
dN
∑
1≤j<i≤N
(Aij ⊗ Eij + Aij ⊗ Eji) + 1√
dN
∑
1≤i≤N
Aii ⊗ Eii.
Note that for any 1 ≤ j ≤ i ≤ N , the matrices Aij are independent and identically dis-
tributed. Theorem 5.3 allows us to write that there exists K > 0 such that for any z with
Im(z) > K, ∣∣τ [GXN (z)]− τ [GS(z)]∣∣ = Oz( 1√
N
)
where S is a centered semicircular variable over Md(C) of covariance mapping
η : Md(C)→Md(C), η(B) = 1
d
E[A12BA12].
One can directly show that S has distribution µd or alternatively follow similar computations
as in the proof of Proposition 1 in [27]. The convergence in Kolmogorov distance now follows
from [36, Theorem A.2] since the cumulative distribution of a sum of semicirculars (SS-law)
is Lipschitz. 
6. Operator-valued Wishart matrices
Let (M, τ) be a tracial W ∗-probability space and let h = (hij)1≤i,j≤N be a family of
elements in M. Consider the N ×N matrix H in (MN(M), τ ⊗ trN) given by
H := HN =


h11 · · · h1N
...
...
hN1 · · · hNN

 ∈MN (M) .
We are interested in studying the N × N operator-valued Wishart matrix 1
N
HH∗. This
is an interesting model in random matrix theory and is very well understood in the clas-
sical setting of commutative entries. However, not much is known in the operator-valued
case despite its significance importance for many applications. We mention, among others,
wireless communication systems whose channels have such a Hermitian block structure [33].
Although our result is of different nature, we mention the work of Bryc [7] in which the
author considers a family of q-Wishart orthogonal matrices.
In this section, we consider operator-valued Wishart matrices with free or exchangeable
entries and describe their distribution by giving quantitative estimates on the associated
Cauchy transforms. We will use the same approach as before to study this model. However,
the map B : (hij)1≤i,j≤N 7→ B((hij)1≤i,j≤N) = 1NHH∗ is not linear and thus our noncom-
mutative Lindeberg method in Section 3 is not directly applicable. To fix this up, we shall
rather consider the Hermitian matrix
X =
1√
N
(
0 H
H∗ 0
)
∈M2N (M)
and note that a direct application of the Schur complement formula yields for any z ∈ C+
(6.1) (τ ⊗ tr2N)[GX(z)] = z · (τ ⊗ trN )[G 1
N
HH∗(z
2)] .
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This reduces the study to the matrix X which is in turn equivalent, through a permutation
of the entries, to the Hermitian matrix X = 1√
N
(xij + x
∗
ji)1≤i,j≤N with
(6.2) xij =
(
0 hij
0 0
)
∈M2(M) .
Note that X is an operator-valued Wigner type matrix with entries in M2(M). This allows
us to apply the results in Section 4 and extend them to Wishart matrices.
6.1. Free entries. We consider first matrices with free centered entries that don’t need to
be identically distributed.
Theorem 6.1. Let (M, τ) be a tracial W ∗-probability space and h = (hij)1≤i,j≤N be a family
of free centered elements in M such that τ(h∗ijhij) = τ(h∗jihji). Let c = (cij)1≤i,j≤N be
a family of free centered circular elements in M such that τ(c∗ijcij) = τ(h∗ijhij) for every
1 ≤ i, j ≤ N . Then for any z ∈ C+,∣∣(τ ⊗ trN)[G 1
N
HH∗(z)]− (τ ⊗ trN)[G 1
N
CC∗(z)]
∣∣ = O( 1√
N
)
where C is the N ×N operator valued matrix given by C = [(cij)1≤i,j≤N ].
Proof. As mentioned above, it is equivalent to prove for any z ∈ C+∣∣(τ ⊗ tr2N)[GX(z)]− (τ ⊗ tr2N )[GY (z)]∣∣ = O( 1√
N
)
where X = 1√
N
(xij + x
∗
ji)1≤i,j≤N and Y =
1√
N
(yij + y
∗
ji)1≤i,j≤N with
xij =
(
0 hij
0 0
)
and yij =
(
0 cij
0 0
)
∈M2(M) .
Recalling the linear map A defined in (3.1), we note that X = A
(
(
√
2xij)1≤i,j≤N
)
and
Y = A
(
(
√
2yij)1≤i,j≤N
)
. The proof then follows from Theorem 4.1. 
Remark 6.2. If τ(cijc
∗
ij) = 1 for all i, j ∈ {1, . . . , N} then 1√NC is itself a circular element
in M and hence 1
N
CC∗ is a free Poisson element in M. This can be proved using similar
ideas as in [22, Chapter 6, Theorem 11].
6.2. Exchangeable entries. We study in this section the behavior of operator-valued
Wishart-type matrices with exchangeable entries. We state now the main result:
Theorem 6.3. Let (M, τ) be a tracial W ∗-probability space withM being a direct integral of
finite dimensional factors of dimension ≤ d. Let h = (hij)1≤i,j≤N be a family of exchangeable
variables in Mn with n = N2. Set h¯ij = hij − µ where µ = 1n
∑N
i,j=1 hij and consider their
variance function
η :M→M, η(b) = 1
n
n∑
i,j=1
h¯ijbh¯
∗
ij + h¯
∗
ijbh¯ij .
Let B be the smallest W ∗-algebra which is closed under η and consider two centered B-valued
semicircular variable S1 and S2 of variances EB(S1bS1) = EB(S2bS2) = η(b) which are free
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with amalgamation over B. Setting C = (S1 + iS2)/
√
2, for any z such that Im(z1/2) >
‖h11‖∞, we have ∣∣(τ ⊗ trN)[G 1
N
HH∗(z)]− τ [GCC∗(z)]
∣∣ = Oz( 1√
N
)
.
The variable C is a B-valued circular variable of variance EB(CbC) = EB(C∗bC∗) = 0,
EB(CbC∗) = 1n
∑n
i,j=1 h¯ijbh¯
∗
ij and EB(C
∗bC) = 1
n
∑n
i,j=1 h¯
∗
ijbh¯ij .
Proof. Let x = (xij)1≤i,j≤N with xij as defined as in (6.2), set x¯ij = xij − µ where µ =
1
n
∑N
i,j=1 xij and consider their variance function
η2 : M2(M)→M2(M), η2(b) = 1
n
n∑
i,j=1
x¯ijbx¯
∗
ij + x¯
∗
ijbx¯ij .
Let B2 be the smallestW ∗-algebra which is closed under η2 and consider a centered B2-valued
semicircular variable S of variance EB2(SbS) = η2(b). Because X = A
(
(
√
2xij)1≤i,j≤N
)
with
A as defined in (3.1), we can apply Theorem 3.6 and get∣∣(τ ⊗ tr2N)[GX(z)]− τ [GS(z)]∣∣ = Oz( 1√
N
)
.
Because
(τ ⊗ tr2N)[GX(z)] = z · (τ ⊗ trN )[G 1
N
HH∗(z
2)] ,
it suffices now to prove that
τ [GS(z)] = z · τ [GCC∗(z2)]
in order to conclude. It follows from the fact that S has the same distribution as(
0 C
C∗ 0
)
∈M2N (M). 
6.3. Random matrices with correlated blocks. We consider in Theorem 5.4 matrices
with a Wishart block structure in which the blocks can be correlated but their entries are i.i.d.
random variables having finite third moments. We consider general correlation functions and
give quantitative estimates for the Cauchy transform. In this way, we generalize [33, Theorem
1] in which the limiting distribution was described for Gaussian entries and without any rates
of convergence.
Theorem 6.4. Fix d ≥ 1 and consider the Nd ×Nd block matrix HN defined by
HN =
1√
d


H(11) · · · H(1d)
...
. . .
...
H(d1) · · · H(dd)


where, for any 1 ≤ i, j ≤ d, H(ij) = ( 1√
N
h
(ij)
rp )Nr,p=1 are N × N random matrices having i.i.d
entries and such that for any i, j, k, l = 1, . . . , d
Cov(h(ij)rs , h
(kl)
pq ) = δrpδsqσ(i, j; k, l), Cov(h
(ij)
rs , h
(kl)
rs ) = 0 and E[|h(ij)11 |3] <∞,
where σ is real-valued covariance function such that σ(i, j; k, l) = σ(k, l; i, j). Then, for
N → ∞, the matrix HNH∗N has a limiting eigenvalue distribution whose Cauchy transform
g is determined by g(z) = trd(G(z)), where G is an Md(C)-valued analytic function on C
+,
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which is uniquely determined by the requirement that, zG(z) → 1 when |z| → ∞, and that,
for z ∈ C+,
zG(z) = 1 + η1
((
1− η2(G(z))
)−1) ·G(z)
where η1 : Md(C)→ Md(C) and η2 : Md(C)→Md(C) are the covariance mappings
η1(B)ij =
1
2d
d∑
k,l=1
σ(i, k; j, l)Bkl and η2(B)ij =
1
2d
d∑
k,l=1
σ(k, i; l, j)Blk.
Moreover, there exists K > 0 such that for any z with Im(z) > K, we have∣∣E[trdN(GHNH∗N (z))]− g(z)∣∣ = Oz( 1√N
)
.
Proof. Note that HN =
1√
d
∑
i,j H
(ij) ⊗ Eij = 1√N
∑
r,pErp ⊗ Hrp where the blocks Hrp =
1√
d
(h
(ij)
rp )di,j=1 are i.i.d. d × d random matrices and hence exchangeable. The study is then
reduced to the matrix XN =
1√
N
(xij + x
∗
ji)1≤i,j≤N with
xij =
(
0 Hij
0 0
)
∈M2d(M) .
Then Theorem 4.4 holds with η :M2d(M)→M2d(M) given by
η
(
B11 B12
B21 B22
)
=
(
η1(B22) 0
0 η2(B11)
)
which is the same covariance map obtained in [33] and hence the rest of the arguments
follow. 
7. Proof of Theorem 3.5
In the commutative setting, the limiting distribution of a Wigner type matrix, whose
entrices are exchangeable random variables, was shown in [8] to be semicircular. This was
done via the Lindeberg method that allows approximating the spectral distribution of the
matrix by that of a GOE, a Wigner matrix with i.i.d. Gaussian entries, and then concluding
its limit. Our proof is inspired from its commutative analogue and is also based on the
Lindeberg method and an operator-valued Gaussian interpolation technique. However, it
is not a straightforward extension as it has to deal with all the difficulties arising in the
noncommutative realm that need astute manipulation of some terms when exchangeable
elements are considered and freeness is dropped.
We proceed now to the proof and consider the shifted random elements x¯1, . . . , x¯n, y¯1, . . . , y¯n
given by x¯i = xi − 1n
∑n
k=1 xk and y¯i = yi − 1n
∑n
k=1 yk and set
x¯ =
n∑
i=1
x¯i ⊗∗ ai and y¯ =
n∑
i=1
y¯i ⊗∗ ai,
where we recall that, for any x ∈ M and a ∈ N , x ⊗∗ a = x ⊗ a + x∗ ⊗ a∗. To prove the
main result, we shall first reduce our study to the exchangeable elements (x¯1, . . . , x¯n) and
(y¯1, . . . , y¯n) that are such that
∑n
i=1 x¯i =
∑n
i=1 y¯i = 0.
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To do so, we first remark that for any z ∈ C+, we have by the resolvent identity
|τ ⊗ ϕ(Gx(z))− τ ⊗ ϕ(Gx¯(z))| =
∣∣τ ⊗ ϕ(Gx(z)(x− x¯)GGx¯(z)(z))∣∣
≤ 1
Im(z)2
∥∥∥∥∥
(
1
n
n∑
k=1
xk
)
⊗∗
(
n∑
i=1
ai
)∥∥∥∥∥
L1
≤ 2 K1
Im(z)2
∥∥∥ 1
n
n∑
i=1
xi
∥∥∥
∞
.
By exchangeability, we have∥∥∥ 1
n
n∑
k=1
xk
∥∥∥
∞
≤ 1
n
n∑
k=1
‖xk‖∞ = ‖x1‖∞ .
Similarly, we get
∣∣E[ϕ(Gy(z))− ϕ(Gy¯(z))]∣∣ ≤ 2 K1
Im(z)2
E
∥∥∥ 1
n
n∑
k=1
yk
∥∥∥
∞
,
with
1
n
n∑
k=1
yk =
1
n
n∑
k=1
( 1√
n
n∑
l=1
Nk,l
)
xl − 1
n
n∑
k=1
( 1√
n
n∑
l=1
Nk,l
)(1
n
n∑
j=1
xj
)
which can be bounded as follows:
E
∥∥∥ 1
n
n∑
k=1
( 1√
n
n∑
l=1
Nk,l
)
xl
∥∥∥
∞
≤ 1
n
n∑
l=1
E
∣∣∣ 1√
n
n∑
k=1
Nk,l
∣∣∣‖x1‖∞ ≤ ‖x1‖∞
and
E
∥∥∥ 1
n
n∑
k=1
( 1√
n
n∑
l=1
Nk,l
)(1
n
n∑
j=1
xj
)∥∥∥
∞
≤ 1
n
n∑
l=1
E
∣∣∣ 1√
n
n∑
k=1
Nk,l
∣∣∣‖x1‖∞ ≤ ‖x1‖∞.
Thus, we get that∣∣τ ⊗ ϕ(Gx(z))− E[τ ⊗ ϕ(Gy(z))]∣∣ ≤ 6 K1
Im(z)2
‖x1‖∞ +
∣∣τ ⊗ ϕ(Gx¯(z))− E[τ ⊗ ϕ(Gy¯(z))]∣∣.
It remains to control the term∣∣τ ⊗ ϕ(Gx¯(z))− E[τ ⊗ ϕ(Gy¯(z))]∣∣.
This is done in the following Proposition 7.1 by which we can conclude our main statement.
Proposition 7.1. Let (M, τ) and (N , ϕ) be two tracialW ∗-probability spaces. Let (x1, . . . , xn)
be an n-tuple of exchangeable elements in M such that ∑ni=1 xi = 0. Consider a family
(Ni,k)1≤i,k≤n of independent standard Gaussian random variables and let (y1, . . . , yn) be the
n-tuple of random elements in M given by
yi =
1√
n
n∑
k=1
Ni,kxk
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and consider the shifted random elements (y¯1, . . . , y¯n) given by
y¯i = yi − 1
n
n∑
k=1
yk.
Let (a1, . . . , an) be an n-tuple of elements in N and set
x =
n∑
i=1
xi ⊗ ai + x∗i ⊗ a∗i and y¯ =
n∑
i=1
y¯i ⊗ ai + y¯∗i ⊗ a∗i .
Then, for any z ∈ C+,
|τ⊗ϕ(Gx(z))−E[τ⊗ϕ(Gy¯(z))]| ≤ C·
(
K22
Im(z)3
‖x1‖2∞
√
n+
K∞K22
Im(z)4
‖x1‖3∞n +
K2∞K
2
2
Im(z)5
‖x1‖4∞n
)
where K∞ = maxi ‖ai‖∞, K2 = maxi ‖ai‖L2 and C is a universal constant.
Proof. Consider (u1, . . . , un) given by
ui = xi +
1
n− i+ 1
∑
j<i
xj = xi − 1
n− i+ 1
∑
j≥i
xj ,
and the random elements (v1, . . . , vn) given by
vi =
1√
n
n∑
k=1
N˜i,kxk,
where (N˜i,k)1≤i,k≤n is a family of independent standard Gaussian random variables which are
independent from (Ni,k)1≤i,k≤n. Let (b1, . . . , bn) be given for each i = 1, . . . n by
bi = ai − 1
n− i
∑
i<j
aj
in such a way that
x =
n∑
i=1
xi ⊗∗ ai =
n∑
i=1
ui ⊗∗ bi.
Also we set v =
∑n
i=1 vi ⊗∗ bi. The proof will be done in two major steps: for any z ∈ C+,
we first prove via the Lindeberg method in Theorem 3.1:
(7.1)
∣∣τ ⊗ ϕ(Gx(z))− E[τ ⊗ ϕ(Gv(z))]∣∣
≤ C
(
K22
Im(z)3
‖x1‖2∞
√
n +
K∞K22
Im(z)4
‖x1‖3∞n +
K2∞K
2
2
Im(z)5
‖x1‖4∞n
)
;
and then via a Gaussian interpolation technique:
(7.2)
∣∣∣E[τ ⊗ ϕ(Gy¯(z))]− E[τ ⊗ ϕ(Gv(z))]∣∣∣ ≤ 3K22
Im(z)3
‖x1‖2∞
√
n .
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Application of the Lindeberg method. Considering the n-tuples (u1, . . . , un) and (v1, . . . , vn)
in M and (b1, . . . , bn) in N , we apply Theorem 3.1 and get, for any z ∈ C+,
∣∣τ ⊗ ϕ(Gx(z))− E[τ ⊗ ϕ(Gv(z))]∣∣ ≤ n∑
i=1
(|E[Pi]|+ |E[Qi]|+ |E[Ri]|),
where in this case zi and z
0
i are given by
zi = u1 ⊗∗ b1 + · · ·+ ui ⊗∗ bi + vi+1 ⊗∗ bi+1 + · · ·+ vn ⊗∗ bn,
z0i = u1 ⊗∗ b1 + · · ·+ ui−1 ⊗∗ bi−1 + vi+1 ⊗∗ bi+1 + · · ·+ vn ⊗∗ bn,
and the terms Pi, Qi and Ri are thus:
Pi = τ ⊗ ϕ
[
Gz0
i
(z)(ui ⊗∗ bi − vi ⊗∗ bi)Gz0
i
(z)
]
,
Qi = τ⊗ϕ
[
Gz0i (z)(ui⊗∗bi)Gz0i (z)(ui⊗∗bi)Gz0i (z)
]−τ⊗ϕ[Gz0i (z)(vi⊗∗bi)Gz0i (z)(vi⊗∗bi)Gz0i (z)],
and
Ri = τ ⊗ ϕ
[
Gzi(z)
(
(ui ⊗∗ bi)Gz0i (z)
)3]− τ ⊗ ϕ[Gzi−1(z)((vi ⊗∗ bi)Gz0i (z))3
]
.
Now to control the above quantities, it is convenient to introduce first some notation: for all
i, j, k ∈ {1, . . . , n}, let uj↔ki and vj↔ki denote the elements defined exactly as ui and vi but
by swapping xj and xk. We also set
z
0,j↔k
i = u
j↔k
1 ⊗∗ b1 + · · ·+ uj↔ki−1 ⊗∗ bi−1 + vj↔ki+1 ⊗∗ bi+1 + · · ·+ vj↔kn ⊗∗ bn.
A key point of the proof is the following lemma which follows from the exchangeability of
the xi’s.
Lemma 7.2. Let i ≤ j and i ≤ k then for any polynomial P in three noncommuting
variables, we have
E
[
τ ⊗ ϕ[P (Gz0i (z), xj ⊗∗ bi, xk ⊗∗ bi)]
]
= E
[
τ ⊗ ϕ[P (Gz0i (z), xk ⊗∗ bi, xj ⊗∗ bi)]
]
.
Proof of the Lemma 7.2. Note that (v1, . . . , vn) has the same law as (v
j↔k
1 , . . . , v
j↔k
n ) as a
random variable, and thus, if i ≤ j and i ≤ k, then z0,j↔ki has the same law as z0i as a
random variable. As a consequence, we just need to prove that
τ ⊗ ϕ[P (Gz0i (z), xj ⊗∗ bi, xk ⊗∗ bi)] = τ ⊗ ϕ[P (Gz0,j↔ki (z), xk ⊗
∗ bi, xj ⊗∗ bi)].
This equality, valid for all i, j, k ∈ {1, . . . , n}, is a direct consequence of exchangeability.
Indeed, for any polynomial Q, we have
τ [Q(u1, . . . , ui−1, vi+1, . . . , vn, xj, xk)] = τ [Q(u1, . . . , ui−1, v
j↔k
i+1 , . . . , v
j↔k
n , xk, xj)],
from which we deduce that, for any polynomial Q, we have
τ ⊗ ϕ[Q(u1 ⊗∗ b1, . . . , ui−1 ⊗∗ bi−1, vi+1 ⊗∗ bi+1, . . . , vn ⊗∗ bn, xj ⊗∗ bi, xk ⊗∗ bi)]
= τ ⊗ ϕ[Q(u1 ⊗∗ b1, . . . , ui−1 ⊗∗ bi−1, vj↔ki+1 ⊗∗ bi+1, . . . , vj↔kn ⊗∗ bn, xk ⊗∗ bi, xj ⊗∗ bi)].
Finally, by an approximation procedure, we get
τ ⊗ ϕ[P (Gz0i (z), xj ⊗∗ bi, xk ⊗∗ bi)] = τ ⊗ ϕ[P (Gz0,j↔ki (z), xk ⊗
∗ bi, xj ⊗∗ bi)]. 
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By Lemma 7.2, we have for j ≥ i,
E
[
τ ⊗ ϕ[Gz0
i
(z)(xi ⊗∗ bi)Gz0
i
(z)
]]
= E
[
τ ⊗ ϕ[Gz0
i
(z)(xj ⊗∗ bi)Gz0
i
(z)
]]
which implies that
E
[
τ ⊗ ϕ[Gz0i (z)(ui ⊗∗ bi)Gz0i (z)]
]
= 0.
On the other hand, we note that E[vi ⊗∗ bi] = 0 and vi ⊗∗ bi is independent from z0i , which
imply that
E
[
τ ⊗ ϕ[Gz0i (z)(vi ⊗∗ bi)Gz0i (z)]
]
= 0.
As a consequence, E[Pi] = 0. Now turning to Qi and again by using Lemma 7.2, we get for
any l ≥ i
E
[
τ ⊗ ϕ(Gz0i (z)(xi ⊗∗ bi)Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
)]
= E
[
τ ⊗ ϕ(Gz0
i
(z)(xl ⊗∗ bi)Gz0
i
(z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0
i
(z)
)]
= E
[
τ ⊗ ϕ(Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
)]
and thus we get
E
[
τ ⊗ ϕ(Gz0i (z)(ui ⊗∗ bi)Gz0i (z)(ui ⊗∗ bi)Gz0i (z))
]
=E
[
τ ⊗ ϕ(Gz0i (z)(xi ⊗∗ bi)Gz0i (z)(xi ⊗∗ bi)Gz0i (z))
]
− E
[
τ ⊗ ϕ(Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
)]
.
On the other hand, we have
E
[
τ ⊗ ϕ(Gz0i (z)(vi ⊗∗ bi)Gz0i (z)(vi ⊗∗ bi)Gz0i (z))
]
=
1
n
∑
k,l
E(N˜i,kN˜i,l)E
[
τ ⊗ ϕ(Gz0
i
(z)(xk ⊗∗ bi)Gz0
i
(z)(xl ⊗∗ bi)Gz0
i
(z)
)]
=E
[ 1
n
∑
k
τ ⊗ ϕ(Gz0i (z)(xk ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z))
=E
[ 1
n
∑
k<i
τ ⊗ ϕ(Gz0i (z)(xk ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z))
]
+ E
[n− i+ 1
n
τ ⊗ ϕ(Gz0i (z)(xi ⊗∗ bi)Gz0i (z)(xi ⊗∗ bi)Gz0i (z))
]
.
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As a consequence, |E[Qi]| is bounded by the terms∣∣∣∣E[ i− 1n τ ⊗ ϕ(Gz0i (z)(xi ⊗∗ bi)Gz0i (z)(xi ⊗∗ bi)Gz0i (z))
]
− E
[ 1
n
∑
k<i
τ ⊗ ϕ(Gz0i (z)(xk ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z))
]∣∣∣∣
+
∣∣∣E[τ ⊗ ϕ(Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
( 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
)
Gz0i (z)
)]∣∣∣
:= |E[Q(1)i ]|+ |E[Q(2)i ]|.
As in the demonstration of Lemma 7.2, one can prove for any k < i,
τ ⊗ ϕ[Gz0i (z)(xi ⊗∗ bi)Gz0i (z)(xi ⊗∗ bi)Gz0i (z)]
= τ ⊗ ϕ[G
z
0,i↔k
i
(z)(xk ⊗∗ bi)Gz0,i↔ki (z)(xk ⊗
∗ bi)Gz0,i↔ki (z)
]
.
Using the resolvent identity in Lemma 3.3 with m = 1, we compute for any k < i,∣∣∣τ ⊗ ϕ[Gz0,i↔k
i
(z)(xk ⊗∗ bi)Gz0,i↔k
i
(z)(xk ⊗∗ bi)Gz0,i↔k
i
(z)
]
− τ ⊗ ϕ[Gz0i (z)(xk ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z)]
∣∣∣
≤ 3
Im(z)2
‖G
z
0,i↔k
i
(z)−Gz0i (z)‖∞‖xk ⊗∗ bi‖2L2
≤ 48
Im(z)4
‖z0,i↔ki − z0i ‖∞K22‖x1‖2∞.
Note that, for all j ∈ {1, . . . , n}, ‖uj‖∞ ≤ 2‖x1‖∞ and ‖bj‖∞ ≤ 2K∞. As a consequence,
‖z0,i↔ki − z0i ‖∞ = ‖uk ⊗∗ bi + ui ⊗∗ bk − uk ⊗∗ bk − ui ⊗∗ bi‖∞
≤ 32‖x1‖∞K∞
and thus
|E[Q(1)i ]| ≤ C
K∞K22
Im(z)4
‖x1‖3∞
whenever C ≥ 1536. On the other hand, turning to the second term E[Q(2)i ], we get
|E[Q(2)i ]| ≤
1
Im(z)3
∥∥∥ 1
n− i+ 1
∑
j≥i
xj ⊗∗ bi
∥∥∥2
L2
≤ 16 K
2
2
Im(z)3
∥∥∥ 1
n− i+ 1
∑
j≥i
xj
∥∥∥2
L2
.
Using exchangeability and the same computation as in Chatterjee [8, eq. (4)], we get∥∥∥ 1
n− i+ 1
∑
j≥i
xj
∥∥∥2
L2
=
i− 1
(n− i+ 1)(n− 1)‖x1‖
2
L2 ≤
1
n− i+ 1‖x1‖
2
L2.
Collecting all the above bounds, we finally get
|E[Qi]| ≤ C K
2
2
Im(z)3
1
n− i+ 1‖x1‖
2
L2 + C
K∞K22
Im(z)4
‖x1‖3∞
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where C is a sufficiently large constant. We control now the third order term Ri. Considering
its first term, we get the following bound:∣∣∣E[τ ⊗ ϕ[Gzi(z)((ui ⊗∗ bi)Gz0i (z))3]
]∣∣∣ ≤ 1
Im(z)4
‖ui ⊗∗ bi‖∞‖ui ⊗∗ bi‖2L2
≤64K∞K
2
2
Im(z)4
‖ui‖∞‖ui‖2L2
≤512K∞K
2
2
Im(z)4
‖x1‖3∞.
Recall the second term in Ri: τ ⊗ ϕ
[
Gzi−1(z)
(
(vi ⊗∗ bi)Gz0i (z)
)3]
. Developing the last vi =
1√
n
∑
k N˜i,kxk in it, we get n terms of the form
1√
n
∣∣∣E[N˜i,kτ ⊗ ϕ[Gzi−1(z)((vi ⊗∗ bi)Gz0i (z))2(xk ⊗∗ bi)Gz0i (z)]
]∣∣∣
=
1
n
∣∣∣E[τ ⊗ ϕ[Gzi−1(z)(vi ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z)]
]∣∣∣
+
1
n
∣∣∣E[τ ⊗ ϕ[Gzi−1(z)(xk ⊗∗ bi)Gz0i (z)(vi ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z)]
]∣∣∣
+
1
n
∣∣∣E[τ ⊗ ϕ[Gzi−1(z)(xk ⊗∗ bi)Gzi−1(z)(vi ⊗∗ bi)Gz0i (z)(vi ⊗∗ bi)Gz0i (z)(xk ⊗∗ bi)Gz0i (z)]
]∣∣∣
where the above equality is obtained via an integration by parts. The third term is bounded
by
1
n
1
Im(z)5
‖xk ⊗∗ bi‖2∞E‖vi ⊗∗ bi‖2L2 ≤ C
1
n
K2∞K
2
2
Im(z)5
‖x1‖2∞E‖vi‖2L2 ≤ C
1
n
K2∞K
2
2
Im(z)5
‖x1‖4∞
since
E‖vi‖2L2 =
1
n
∑
k,l
E[N˜i,kN˜i,l]τ(xkxl) =
1
n
∑
k
‖x1‖2L2 = ‖x1‖2L2 .
Similarly, the first and second terms are bounded by
C
1
n
K∞K22
Im(z)4
‖x1‖3∞.
Collecting the above bounds we finally get,
|E[Ri]| ≤ C K∞K
2
2
Im(z)4
‖x1‖3∞ + C
K2∞K
2
2
Im(z)5
‖x1‖4∞.
Noting that
∑n
i=1
1
n−i+1 ≤ C
√
n whenever C is sufficiently large, then gathering the bounds
on Qi and Ri and summing over i = 1, . . . , n, we end the proof of (7.1).
Gaussian Interpolation. To prove (7.2), we set for each 0 ≤ t ≤ 1, wt =
√
1− tv +√ty¯.
Then
E
[
τ ⊗ ϕ[Gy¯(z)]
] − E[τ ⊗ ϕ[Gv(z)]] = E
∫ 1
0
∂tτ ⊗ ϕ[Gwt(z)] dt
= E
∫ 1
0
τ ⊗ ϕ
[
Gwt(z)
2
(
y¯
2
√
t
− v
2
√
1− t
)]
dt.
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We can decompose by linearity
y¯ =
1√
n
n∑
i,k=1
(
Ni,k − 1
n
n∑
j=1
Nj,k
)
xk ⊗∗ ai := 1√
n
n∑
i,k=1
Wi,kxk ⊗∗ ai
and
v =
1√
n
n∑
i,k=1
(
N˜i,k −
i−1∑
j=1
1
n− j N˜j,k
)
xk ⊗∗ ai := 1√
n
n∑
i,k=1
W˜i,kxk ⊗∗ ai .
By integration by parts, we get
E
[
τ ⊗ ϕ(Gwt(z)2y¯)] = 1√n
n∑
i,k=1
E[Wi,k τ ⊗ ϕ
(
Gwt(z)
2(xk ⊗∗ ai)
)]
= 2
√
t
n∑
i,i′=1
σi,i′
1
n
n∑
k=1
E
[
τ ⊗ ϕ(Gwt(z)(xk ⊗∗ ai′)Gwt(z)2(xk ⊗∗ ai))],
where for any k ∈ {1, . . . , n},
σi,i′ := E[Wi,kWi′,k] =
{ −n−1 if i 6= i′
(n− 1)/n if i = i′ .
Similarly, we get
E
[
τ ⊗ ϕ(Gwt(z)2v)] = 1√n
n∑
i,k=1
E
[
W˜i,k τ ⊗ ϕ
(
Gwt(z)
2(xk ⊗∗ ai)
)
]
= 2
√
1− t
n∑
i,i′=1
σ˜i,i′
1
n
n∑
k=1
E
[
τ ⊗ ϕ(Gwt(z)(xk ⊗∗ ai′)Gwt(z)2(xk ⊗∗ ai))],
where for any k ∈ {1, . . . , n},
σ˜i,i′ := E[W˜i,kW˜i′,k] =


− 1
n− 1 −
i−1∑
j=1
1
(n− j)2(n− j − 1) if i < i
′
1 +
i−1∑
j=1
1
(n− j)2 if i = i
′
σ˜i′,i if i > i
′ .
Combining the above quantities, we get∣∣∣E[τ ⊗ ϕ(Gy¯(z))]− E[τ ⊗ ϕ(Gv(z))]∣∣∣
=
n∑
i,i′=1
|σi,i′ − σ˜i,i′ | 1
n
n∑
k=1
∫ 1
0
E
∣∣τ ⊗ ϕ(Gwt(z)(xk ⊗∗ ai′)Gwt(z)2(xk ⊗∗ ai))∣∣dt
≤4
n∑
i,i′=1
|σi,i′ − σ˜i,i′ | K
2
2
Im(z)3
‖x1‖2∞
≤12 K
2
2
Im(z)3
‖x1‖2∞
√
n,
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where the last inequality follows by the same computation as in Chatterjee [8, eq. (12)] to
show that
n∑
i,i′=1
|σi,i′ − σ˜i,i′ | ≤ 3 +
n−1∑
k=2
1
k
≤ 3√n. 
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