A Green-Kubo expression for the nonequilibrium correction to the velocity distribution function is studied in a molecular dynamics simulation for systems interacting through a 6-12 potential and undergoing linear shear. As a function of velocity, the first correction to the distribution function has a form similar to what would be obtained from the Boltzmann-Enskog equation, although the amplitude is qualitatively different, except at infinite dilution. The difference comes from elastic effects seen in the short-time behavior of the underlying time correlation functions.
I. INTRODUCTION
The study of distributions and correlation functions in nonequilibrium systems is a central problem in statistical mechanics. In dilute gases, the Boltzmann equation ͓1,2͔ or its generalizations ͓3͔ are the usual starting points, while in dense systems, several approaches have been used, some phenomenological, some based on kinetic theory, and others on linear response theory ͓4͔. Much of this work focused on the configurational distribution function, which exhibits long-ranged correlations in simple nonequilibrium steady states ͓5-7͔, thereby making them more amenable to measurement. Nonetheless, there are nonequilibrium corrections to the velocity distribution, and while hard to measure directly, they are easy to probe indirectly through their contributions to the nonequilibrium stress, heat current, etc. In this work, we will examine the corrections to the velocity distribution function in systems linearly displaced from equilibrium, and, in particular, will apply the theory to fluid systems subjected to a linear shear gradient.
The approach we follow is based on Kubo's linear response theory ͓8͔ and was used to consider correlations in simple nonequilibrium fluid systems ͓5-7͔. This theory is summarized in Sec. II with the particular goal of the linear correction to the velocity distribution function in mind. We end up with a modified Green-Kubo expression for the correction, and this is calculated in a molecular dynamics simulation of particles interacting through a 6-12 potential. The results of the simulation are presented and discussed in Sec. III. Two of these results are noteworthy. First, the underlying Green-Kubo time correlation functions all show a short-time increase, which is analyzed in detail in the Appendix. Second, the functional form of the correction to the velocity correlation function is well described by a one Sonine polynomial expansion, just as is found in the Boltzmann and Boltzmann-Enskog equations, even at liquid densities. The coefficient of this expansion is qualitatively different from that found in the Boltzmann and Boltzmann-Enskog approaches, the difference being related to the short-time effects. Finally, Sec. IV contains some concluding remarks.
II. THEORY

A. Linear response
In this section, we briefly summarize the derivation of a linear constitutive relation for an arbitrary mechanical quan- 
where f (t) is the distribution function or density matrix, the Liouville operator is defined as where H 0 governs the behavior of our system at equilibrium while H 1 (t) is responsible for taking the system out of equilibrium, and is written as
where and, of course, is necessary only for quantum systems. In a relaxation experiment, the system is removed from equilibrium by adiabatically switching on the external fields; when tϭ0 is reached, the fields are removed, and the system relaxes back to equilibrium. Under these circumstances, Eq. ͑2.6͒ gives
͑2.8͒
where we have assumed F(t)ϭe ⑀t F for tр0, ⑀→0ϩ. Equation ͑2.8͒ is not quite what we want; it gives the average deviation from equilibrium in terms of the initial values of the external fields used to produce the nonequilibrium state, and as such, long-range effects, like those associated with the boundaries of the system, may have to be considered when calculating the time correlation functions. Moreover, we will require the correlation functions for macroscopic times. Both of these difficulties are associated with the macroscopic behavior of the system, behavior well described by phenomenological equations, like the hydrodynamic equations, etc. On the other hand, we expect that many quantities have simple constitutive laws giving them in terms of some finite set of nonequilibrium state variables that specify the long-time and -length scale phenomena; e.g., the densities of conserved quantities or broken-symmetry variables.
To obtain this constitutive relation, at least in the linear approximation, we simply use Eq. ͑2.8͒ to express ␤F in terms of the deviations of the state variables ͑the â 's͒ and then use the result for an arbitrary average; for a classical system, this gives
where, henceforth, we focus on classical systems, and drop the Kubo subscripts. The quantity
is called the dissipative part of Ḃ (s), and is the part of the rate of change of B not described by the linearized macroscopic equations ͓cf. Eq. ͑2.9b͔͒. In particular, when the time scales associated with the A's are much longer than that of B, as can be the case for the densities of conserved variables in the zero-wave-vector limit, one can evaluate the time correlation functions containing the A's at zero time. Equation ͑2.9b͒ generalizes the well known Green-Kubo relations for the transport coefficients ͓which are obtained if Eq. ͑2.9b͒ is used for the stress tensor or energy current͔. There are alternate derivations of this result and the derivation can be extended to nonlinear order or further resummed in several ways ͑see Ref.
͓9͔͒.
Here we are interested in the nonequilibrium singlet generic distribution function in a system subjected to a uniform shear. This corresponds to taking
where r i and p i are the position and momentum of the ith particle, respectively. By taking the nonequilibrium state variables A to be the densities of the conserved variables, energy (E), number (N), and momentum (P), and by assuming a steady uniform shear gradient Eq. ͑2.9b͒ becomes NE ͑ r,p;t ͒ϵ
where ϵN/V is the number density, v(r)ϵp(r)/m(r) is the local velocity,
is the equilibrium momentum distribution, m is the mass of the particles,
is the well known expression for the stress tensor in a onecomponent system interacting through pairwise additive forces, and ͓see Eq. ͑2.10͔͒
where p h is the equilibrium pressure and eϵ͗E͘/V. In obtaining Eqs. ͑2.12͒ and ͑2.16͒ some simple equilibrium momentum averages have been carried out. The first of the nonequilibrium terms in Eq. ͑2.12͒ has a trivial origin; namely, it is there to correct the equilibrium distribution to the local rest frame, or local equilibrium, of the fluid ͑here to linear order͒ and is analogous to what is found in the leading order Chapman-Enskog solution of the Boltzmann equation ͑cf. Ref. ͓1͔͒. By using the methods of Ref. ͓9͔, it is straightforward to show that this is no accident, and that all the higher-order nonlinear corrections arising from the transformation to a local rest frame are present and can be resummed to show that ͑p͒→"pϪmv͑r͒….
͑2.17͒
In general, this is a trivial effect, and henceforth we assume that the measurement is done in the local rest frame, i.e., v(r)ϭ0.
On the other hand, the last of the nonequilibrium terms in Eq. ͑2.12͒ does not have a trivial origin, and its computation is the main objective of this work. The time correlation function in Eq. ͑2.14͒ is also a tensor function of the momentum, and as such will be more difficult to simulate than the GreenKubo time correlation functions for the standard transport coefficients.
Some simplification can be obtained by considering steady states or incompressible fluids, and we assume this henceforth. In either case, "•v(r)ϭ0, and thus, the diagonal parts of the time correlation function may be omitted.
Symmetry can be used to further simplify the expression; in an isotropic system, it follows that the integrand appearing in Eq. ͑2.14͒ can be written as
͑2.18͒
where the ‫ؠ‬ denotes the traceless part, and where
This last result is obtained by doubly contracting with momentum vectors and integrating over a unit momentum sphere. Note that the ␦ function is for the magnitude of the momentum, and gives some sampling advantages in the numerical work to be presented below.
B. Sonine polynomial expansion
Another way in which to simplify the calculation of the correlation functions needed for the distribution function is to consider an expansion in terms of some convenient complete set of functions, thereby avoiding the sampling issues associated with the ␦ functions that appear in Eq. ͑2.19͒. In Ref.
͓6͔ it was shown how the general expressions for ⌬⌽ J (p) give results identical to those of the ChapmanEnskog solution to the Boltzmann equation to leading order in density. Hence, this suggests that we use the same functions as those used in the Chapman-Enskog theory, and as a by-product this choice will allow us to easily study the range of validity of the low-density results.
The Chapman-Enskog solution gives an integral equation for the correction to the distribution function that is solved by expanding in Sonine polynomials. Thus we write
where L n 5/2 (x) is a generalized Laguerre polynomial ͑or Sonine polynomial͒ ͓1͔, ϵp/ͱ2mk B T is a reduced momentum, and the factor of 2 was introduced to follow Chapman and Cowling's notation. By using the orthogonality properties of the Sonine polynomials ͑see Ref. ͓1͔ or ͓10͔͒, it is straightforward to show that
͑2.21͒
Lastly, by using the linear response expression for ⌬⌽ J (p) ͓cf. Eq. ͑2.14͔͒ it follows that
͑2.22͒
These coefficients will be evaluated in the molecular dynamics work to be presented below.
C. Molecular dynamics
The time correlation functions were calculated in a conventional molecular dynamics ͑MD͒ simulation. Following Verlet ͑see Ref. ͓11͔͒, a system of 864 particles were placed on a face-centered cubic lattice and the dimensions of the cell adjusted so as to give the desired density of the gas or liquid. An initial set of velocities is assigned, drawn from a Maxwell-Boltzmann distribution appropriate to the temperature of interest, with a total linear momentum equal to zero. The temperature was reequilibrated during aging by calculating the average kinetic energy and rescaling the velocities to give the desired kinetic temperature; this was repeated until the average was within 0.25% of the desired value; thereafter, it was allowed to fluctuate, and a further aging period was performed before starting any averages.
Trajectories for all the particles were computed by integrating the equations of motion using the Schofield algorithm ͑see Ref. ͓12͔͒, periodic boundary conditions, and Verlet's bookkeeping technique for handling the interactions ͓11͔. The coordinates and momenta of the particles as well as the forces acting on every particle were stored, and thermodynamic and other properties were calculated as discrete time averages over the dynamical history of the system.
The bining over momenta involved in computing C(p,t) ͓cf. Eq. ͑2.19͔͒, increases the sampling error in the simulation, especially for improbable momenta ͑i.e., for p→0 or p→ϱ), and consequently very long averages must be performed. It is neither practical nor necessary to store the entire dynamical history of the quantities of interest in order to compute their correlation functions. Since the calculation of the time correlation functions will involve expressions of the form
where typically 0рtрT max ӶM ͑integer times are assumed here͒, the convolution can easily be performed using fast Fourier transforms ͑FFT's͒ and a variant of the overlap-add method ͓13͔. The sum is decomposed into N B blocks of M Ј terms and Eq. ͑2.23͒ is rewritten as
A͑tϩsϩmM Ј͒B͑sϩmMЈ͒.
͑2.24͒
The innermost convolution is early performed by zeropadding B and then using a FFT for M ϩT max points. The results for the different m-blocks are then added together ͓in practice, this requires one to save the values for A(t) and B(t) for (mϩ1)M Јрtр(mϩ1)M ЈϩT max before zero padding͔.
III. RESULTS AND DISCUSSION
The theory described in the preceding section was implemented for particles interacting through Lennard-Jones 6-12 potentials
͑3.1͒
In the numerical work, units where ϭ1, mϭ1, and ⑀ϭ1 are used; and we define the reduced temperature, density, time, and momentum as T*ϵk B T/⑀, *ϵ 3 , t* ϵtͱ⑀/m 2 , and p*ϵ p/ͱm⑀, respectively. Note that the reduced time differs from Verlet's ͓11͔, by a factor of ͱ48.
Like Verlet ͓11͔, we use a potential cutoff at a distance of 2.5, a maximum radius for the bookkeeping table ͑which is updated every 16 time steps͒ of 3.3, a reduced time step of 4.6188ϫ10 Ϫ3 , and an aging time of 1.4434. For argon, ⑀/k B ϭ116 K and ϭ3.465 Å ͓14͔, thus resulting in a time step and an aging time of 1.03ϫ10 Ϫ14 and 3.2ϫ10 Ϫ12 s, respectively. A typical average was about 10 Ϫ8 -10 Ϫ7 s long. Figure 1 shows the time correlation function correlation C(p,t) as a function of time for a reduced density of 0.5 and reduced temperature of 1.5. The inset shows the time integral ͐ 0 t dt C(p,t) and shows that the integrals plateau on a microscopic time scale. The different curves are for uniformly chosen values of reduced momentum p*. In general, the overall magnitude of C(p,t) follows C(p,0)ϰ p 2 (p) ͓cf. Eq. ͑A1͔͒. The relative noise increases as the tails of the distribution or long times are approached, the latter as expected from the analysis in Ref.
͓15͔.
Note the initial rise of all the correlation functions; as is shown in the Appendix, the initial curvature is, in general, positive for the 6-12 potential, and our data are consistent with this analysis ͓cf. Eq. ͑A8͔͒. The short-time analysis also predicts that the initial curvature in the reduced correlation function C(p,t)/C(p,0) should be independent of momentum. This short-time behavior is confirmed in Fig. 2 , although the behavior at longer times ͑and consequently in the integral͒ depends on the momentum.
A momentum-dependent relaxation time is defined as
The correlation function C(p,t) ͑in the reduced units described at the beginning of Sec. III͒ for T*ϭ1.5 and *ϭ0.5 for reduced momenta equally spaced in the range 1.5рp*р7.5. The averages were obtained by averaging the results of 16 independent runs, each of length 10 4 ͑in reduced units͒. Fig. 1 . The inset shows the time integrals decreasing in order of increasing momentum ͑cf. Fig. 3 below͒.
FIG. 2. The reduced correlation function C(p,t)/C(p,0) for the 11 largest C(p,t)'s shown in
and is shown in Fig. 3 . The error is largest at either small or large momenta, since the probability of observing these momenta is small and the statistics are poorest; this leads to the large statistical errors indicated in Fig. 3 . It is interesting to note that the relaxation time is roughly linear in momentum in the portion of the figure where the statistical error is small. Moreover, the variation is not very large. Figure 3 also shows the result of summing the Sonine polynomial expansion ͓cf. Eq. ͑2.20͔͒, using the coefficients computed from Eq. ͑2.22͒ as reported in Table I . In both methods, integrals of the required time correlation functions were numerically computed between 0 and t, and the longtime results fitted to a constant. Note that the error will increase as the order of the Sonine expansion coefficient is increased, since these have increased weight from higher momenta, where the statistical error is greater. Table II gives the prediction of the Boltzmann equation, obtained from a three term expansion using the method described in Ref. ͓1͔ and using the collision integrals tabulated in Ref. ͓2͔ . As was mentioned above, the theory is supposed to give results equivalent to that of the Chapman-Enskog expansion as →0. By comparing the lowest-density data in Tables I and II we see that this is indeed the case; the nonequilibrium correction is dominated by the leading term and the agreement is excellent ͑about 1% in the leading coefficient͒, especially given that there are truncation errors associated with the method used to calculate the low-density results. In addition, remember that we are using a cutoff potential in the simulations, and that significant corrections ͑e.g., in the pressure͒ must be introduced in some quantities in order to get accurate results for the full-range potentials. Unlike a static quantity like the pressure, it is not clear what this correction should be and none was introduced here. It seems that they are not too important for C (p,t) ; the reason for this may be that only the traceless part of the stress is involved, and the underlying correlations may be shorter ranged.
The second order Chapman-Enskog correction to the distribution function is inversely proportional to the density, and thus the Sonine polynomial expansion coefficients in the Boltzmann equation are as well. This is clearly not the case for the data shown in Table I . On the other hand, there is at least one important point of similarity between the higherdensity results and the prediction of the Boltzmann equation; namely, for the more probable momenta, i.e., pϳͱ2mk B T, the nonequilibrium correction to the distribution function is dominated by the contribution from the zeroth order Sonine polynomial. Hence, a simple, albeit ad hoc, correction to the Boltzmann equation would be to multiply the collision term by some density-and temperature-dependent factor. In practice, this is precisely what happens with the Enskog modification to the Boltzmann equation in steady shear flow ͑cf. Ref. ͓1͔, Sec. 16.33͒ for dense hard sphere gases. Moreover, in the Enskog approximation it turns out that
where bϵ 2 3 3 and ⌬⌽ J B (p) is the second order ChapmanEnskog correction to the distribution function obtained from the Boltzmann equation, e.g., as can be constructed using the Sonine polynomial expansion coefficients given in Table II . In addition, and the equilibrium pressure p h are related as and hence can easily be expressed in terms of the coefficients in the virial expansion of the pressure or in terms of the hard-sphere pair cavity function at contact.
The ratio of b 0 to its Boltzmann equation value is shown in Fig. 4 along with the Enskog prediction. Although the differences between this work and the Enskog prediction decrease as the temperature is increased, clearly, very different trends are observed. One possible explanation for this lies in what the Enskog modification includes; for shear flow, this is primarily the effect of a higher average local density, and hence a higher collision rate at the collision radius. In terms of this work, a higher collision rate should lead to a faster decay of correlations, and indeed this is seen when looking at the decay's of C(p,t) for different densities; i.e., they decay faster than would be expected simply based on the collision rate c Ϫ1 . This alone would lead to a reduction of p compared with the prediction of the Boltzmann equation. However, neither the Enskogn or the Boltzmann equation explicitly includes the elastic effects discussed in the Appendix, and as we have shown, these lead to an enhancement of C ( p,t) . This apparently overcomes the shorter decay time at intermediate densities, thereby resulting in a net increase in p / c ͑see Fig. 4͒ . Indeed, the extent of the initial rise decreases as the temperature is increased, and closer agreement with the Enskog prediction is obtained.
Of course, there are deviations from what is predicted by the Boltzmann and Boltzmann-Enskog equations, even with a fitted collision rate. For example, we find that b 1 /b 0 varies with density ͑see Table I͒, while the Boltzmann-Enskog ratio remains constant ͑e.g., at T*ϭ1.5, *ϭ0.5, b 1 /b 0 ϭ0.043 compared with the Boltzmann-Enskog prediction of 0.01; see Table II͒ . This is also clearly seen in the variation of p / c with momentum shown in Fig. 3 .
IV. CONCLUDING REMARKS
In this work we have shown how to apply response theory and computer simulation to the calculation of the nonequilibrium velocity distribution function in the linear regime, and at arbitrary densities. As expected, results equivalent to those obtained from the Boltzmann equation are obtained in the limit of infinite dilution, but qualitative deviations from the prediction of the Boltzmann or Boltzmann-Enskog equa- As was argued in the preceding section, this is likely due to the short-time elastic effects not present in the low-density theories. That the Enskog theory makes reasonable predictions for kinetic contributions to the hard-sphere transport coefficients has been known for some time ͓16͔; however, as we have shown here, the underlying reason for this is much more general, namely, the full single particle velocity distribution is dominated by the first Sonine polynomial and thus has the same functional form as those predicted by the Boltzmann-Enskog equations.
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APPENDIX: SHORT-TIME EXPANSION
Here we consider the short-time expansion of the time correlation function C ␣,␤ (p,t) ͓Eq. ͑2.18͔͒. It is straightforward to obtain the first few terms in the Taylor expansion. At tϭ0 it is easy to show that
where (p) is the equilibrium momentum distribution function ͓see Eq. ͑2.13͔͒. The next order terms are slightly more complicated. First, note that for isotropic systems C ␣,␤ (p,t) is an even function of p. This, combined with time-reversal symmetry, implies that it is also an even function of t, and hence the next nonvanishing term requires the second order time derivative. It is easy to show that
where
and where, henceforth, repeated indices are summed. In obtaining Eq. ͑A2͒ one of the time derivatives was moved to the stress tensor and the overall sign changed ͑the so-called dot-switching property͒, by using the fact that the equilibrium average is stationary. where the second equality is obtained for isotropic systems interacting through a pairwise additive pair potential u(r), g (2) (r) is the pair correlation function, and diagonal terms have again been dropped.
It is easy to show that the right hand side of Eq. ͑A5͒ is negative for any repulsive power-law potential u(r) ϵ⑀(/r) ␣ , with 1Ͻ␣Ͻ8, and is positive otherwise. In fact, for such potentials where y (2) (r) is the pair cavity function. Note that the initial curvature diverges as the hard-sphere limit is approached ͑i.e., ␣→ϱ) and probably signals nonanalytic short-time dependence ͑e.g., as ͉t͉). For the 6-12 potential and units used in this work, Eq. ͑A5͒ gives 
͑A8͒
Thus, the initial relative curvature, i.e., in C( p,t)/C(p,0), is the same for all momenta. Its origin is elastic in nature and involves averages similar to those found in the classic work of Zwanzig and Mountain ͓17͔.
