Abstract. For finite-dimensional systems the Hautus test is a well-known and easy checkable condition for observability. Russell and Weiss [SIAM J. Control Optim., 32 (1994), pp. 1-23] suggested an infinite-dimensional version of the Hautus test, which is necessary for exact observability and sufficient for approximate observability of exponentially stable systems. In this paper it is shown that this Hautus test is sufficient for exact observability of certain exponentially stable systems generated by a C 0 -group, and it is proved that the Hautus test is in general not sufficient for approximate observability of strongly stable systems even if the system is modeled by a contraction semigroup and the observation operator is bounded.
Introduction and main results. We consider the abstract systeṁ x(t) = Ax(t), x(0)
on a Hilbert space H. Here A is the infinitesimal generator of a C 0 -semigroup (T (t)) t≥0 and by the solution of (1) we mean x(t) = T (t)x 0 , the weak solution. If C is a bounded linear operator from H to a second Hilbert space Y , then it is straightforward to see that y(·) in (2) is well defined and continuous. However, in many PDEs rewritten in the form (1)- (2) , C is only a bounded operator from D(A), the domain of A, to Y , although the output y is a well-defined (locally) square integrable function. In the following, C will always be a bounded operator from D(A), equipped with the graph norm, to Y . If the output is square integrable on the time interval (0, ∞), then C is called an infinite-time admissible observation operator for (T (t)) t≥0 ; see Weiss [15] and Jacob and Partington [5] . Using the uniform boundedness theorem, we see that the observation operator C is infinite-time admissible if and only if there exists a constant L > 0 such that
Note that the first norm is in Y , whereas the second norm is in H. In the following, we will always assume that C is an infinite-time admissible observation operator for (T (t)) t≥0 . We introduce the following observability concepts. 
Clearly, approximate observability and final state observability are weaker concepts than exact observability, whereas exact controllability in time t 0 is a stronger concept. For C 0 -groups, the concepts of exact observability and final state observability are equivalent notions. In Russell and Weiss [14] it is shown that a necessary condition for exact observability of exponentially stable systems is the following version of the Hautus test:
There exists a constant m > 0 such that for every s ∈ C − and every
Here C − denotes the open left half plane. The Hautus test (HT) is sufficient for approximate observability of exponentially stable systems [14] and for polynomially stable systems [6] . Further, (HT) is sufficient for exact observability of strongly stable Riesz-spectral systems with finite-dimensional output spaces [7] , for exponentially stable systems with A bounded on H [14] , and for exponentially stable systems if the constant m in (HT) equals 1 [3] ; a short proof of this last result can be found in section 4. However, in general (HT) is not sufficient for exponentially stable systems [9] . We refer the reader to Russell and Weiss [14] and Jacob and Zwart [7, 8] for more information on (HT). Related to (HT) is an equivalent condition for exact observability of groups of unitary operators; see our section 2, [16] , and [10] .
In this paper, we show in particular that (HT) is sufficient for exponentially stable systems with a normal C 0 -group, and we prove that (HT) is in general not sufficient for strongly stable systems even if the operator C is bounded and A generates a contraction semigroup. More precisely, the main results of this paper are as follows. 
In particular, the pair (A, 0) satisfies (HT We proceed as follows. In section 2 the Fourier transform is used as in Miller [10] to prove a more general version of both Miller's result on unitary groups and Theorem 1.2. Section 3 is devoted to normal C 0 -semigroups. In particular, it is shown that (HT) is sufficient for exponentially stable systems generated with a normal C 0 -group. Finally, in section 4, we prove that (HT) with m = 1 implies exact observability for strongly stable systems. Furthermore, the proof of Theorem 1.5 is presented.
The
Hautus test for C 0 -groups. In order to prove (HT) for a class of C 0 -groups, we need the following lemma, which is taken from Opic and Kufner [12, page 94].
Lemma 2.1. Let t 0 > 0 and ρ 1 , ρ 2 ∈ R. Then there exists a constant γ > 0 such that
where the supremum is taken over all pairs (a, b) with 0 < a < b < t 0 . An easy calculation shows that 
, where γ is as in (6) .
Then for every ε ∈ (0, t
The constant C ε depends only on ε,
Note that χ 1 depends only on ε, (α 1 − β)t 0 , and (α 2 − β)t 0 . The existence of χ 1 is guaranteed by Lemma 2.1. Defining
we obtain
We define
By the choice of χ and x 0 , the function z is differentiable on R witḣ
andż(t) = 0 if t < 0. Defining f (t) :=χ(t)e −βt T (t)x 0 for t ≥ 0, and f (t) = 0 otherwise, and using the Fourier transform, we get
Replacing x in (ii) byẑ(iω) and using (10), we have
We integrate this inequality over ω from −∞ to ∞ and we use Parseval's equality to obtain
This implies
By our assumption on γ and ε, we have that the constant in front of the last integral is positive. Thus the above inequality is equivalent to
Now the statement of the proposition follows with
The following remark is needed for the proof of Theorems 1.2 and 1. Combining this with (6), we find that γ(1,
2 . Now using the value of m 1 and m 2 , we see that the third assumption of Proposition 2.2 is satisfied if
and (8) implies
. Note that C ε depends only on ε and α 2 /(α 2 − α 1 ).
Proof of Theorem 1.2. This follows immediately from the previous remark.
As a corollary we obtain the following result. Corollary 2.4 (see Miller [10] 3. The Hautus test for normal C 0 -groups. In this section we assume that A is a normal operator and that it generates an exponentially stable C 0 -semigroup. Since A is normal, there exists a measure E on C such that
Due to the fact that A is the infinitesimal generator of an exponential stable C 0 -semigroup, the spectral measure has no support on {λ ∈ C | Re λ > α 0 } for some α 0 < 0. The semigroup generated by A has the expansion
Furthermore, the norm of T (t)x 0 can be calculated by
Since Jensen's inequality plays an important role in our proof, we summarize it here. A proof can be found in Rudin [13] .
Lemma 3.1. Let μ be a positive measure on a set Ω with
The following lemma will be very useful for the proof of Theorem 1.3.
Lemma 3.2. For x 0 ∈ D(A) with norm one, we define the function g : [0, ∞) → R by
g has the following properties:
g is continuous on [0, ∞) and differentiable on (0, ∞).

g is nondecreasing.
Proof. Part 1 is easy to see. Thus it remains to prove part 2 of the lemma. Since x 0 has norm one, we know that
We define Ω = {λ ∈ C | Re λ ≤ λ 0 } and μ(ω) = E(ω)x 0 2 , where ω is a Borel subset of C. Thus μ(Ω) = 1. If we denote T (t)x 0 2 by ν(t), then it is easy to see thaṫ
Note that ν(t) is differentiable because x 0 ∈ D(A). ν(t) > 0 implies that the sign oḟ g(t)
is determined by the numerator. Using (14) , the numerator is given by
Consider next the function
It is easy to see thatφ
The positivity ofφ implies that φ is convex on (0, ∞). Using Jensen's inequality (Lemma 3.1) with this choice of φ and μ, and f given by f (λ) = e 2Re(λ)t , we get
Comparing this with (17), we conclude thatġ(t) is nonnegative for t > 0, which shows that g is nondecreasing.
if t > 0, and by
We have the following useful corollary. 
Proof. The first part of the corollary follows immediately from the previous lemma by taking x 0 := T (s)x −1 T (s)x. For t > 0 we have
where we have used part 1. The result follows by continuity as t tends to zero. 
. , N −1}
Proof. We prove this by induction on N . For N = 1 it trivially holds. So assume that it holds for N − 1.
If
then we are done. If this inclusion does not hold, then by the fact that h is nondecreasing, h(s
are divided into N − 1 subintervals, and by the induction assumption we conclude that the result holds.
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. Using the fact that the semigroup is normal and exponentially stable, there exists a constant α 0 < 0 such that
for every t ≥ 0 and every x 0 ∈ H. We define the sequence (α n ) n∈N0 by
where m is the constant in (HT). An easy calculation shows that
We further define
Thus Proposition 2.2 and Remark 2.3, with ε ∈ (0, 9e 2 ) fixed, imply the following. There is a constant κ > 0 such that for every x 0 ∈ D(A) satisfying
Note that κ is independent of n.
The function g 0 is nondecreasing, by Lemma 3.2, and there exists N ∈ N, which may depend on x 0 , such that
It is easy to see that the sequence (s n ) n is increasing and may depend on x 0 . However, we have
and s ∞ does not depend on n or x 0 . Using the functions defined in (18) and (19), we define on the interval [s 0 , s N ] the function
By Corollary 3.3, the function h is nondecreasing. Using (20) and (22), we have that
Defining β n = 2α N −n , we obtain by Lemma 3.4 that for some n 0 ∈ {0, . .
Using the definition of h from (23), this is equivalent to
. Thus using (21) we obtain
Due to the fact that s ∞ ≥ s n0 and
we have
Proof of Corollary 1.4. In [14] it is shown that (HT) is necessary for exact observability. Conversely, for C 0 -groups the notions of final state observability and exact observability are equivalent, and thus the corollary follows from Theorem 1.3.
4.
The Hautus test for strongly stable systems. In [3] it is proved that if (HT) holds with m = 1 for all s ∈ C and the semigroup (T (t)) t≥0 is exponentially stable, then (A, C) is exactly observable. We show that the same result holds under weaker conditions. Proposition 4.1. Let (T (t)) t≥0 be a strongly stable semigroup, and let (HT) hold for m ≥ 1 and (s k ) k∈N ⊂ (−∞, 0) with
Proof. Without loss of generality, we may assume that m = 1. For x 0 ∈ D(A), (HT) is equivalent to
Taking the limit k → ∞, we obtain
Replacing x 0 by T (t)x 0 , we see that (24) implies
Integrating both sides from t = 0 to t = t 1 gives
Since the semigroup is strongly stable, we conclude that
This concludes the proof. The second part of this section is devoted to the proof of Theorem 1.5. We start with the following simple lemma, where D denotes the set {ρ ∈ C | |ρ| < 1}.
Lemma 4.2. Let T ∈ L(H) be an operator satisfying
for some constant c > 0 independent of ρ and x. Then there exists a constant m > 0 such that
Proof. For ρ ∈ D and x ∈ H we have
The following proposition shows a discrete time version of Theorem 1.5, which is of independent interest.
Proposition 4.3. There exists a contraction T ∈ L(H) such that
An even stronger version of this proposition can be found in Faddeev [4, Theorem 3] . We include a simplified proof which treats our situation.
Proof. As H we choose
where the sequence (μ n ) n will be defined later on. The operator T now satisfies, for λ ∈ D,
where β Note that the boundedness of A was only used to have a nonempty intersection of the left half plane and the resolvent set. Thus the above reasoning still remains valid under the weaker assumption that ρ(A) ∩ C − = ∅. We can prove the following sufficient condition for approximate observability.
Proposition 4.4. Let A be the generator of a strongly stable C 0 -semigroup (T (t)) t≥0 , satisfying ρ(A) ∩ iR = ∅. Suppose that C is an infinite-time admissible observation operator for (T (t)) t≥0 and that (HT) holds. Then (A, C) is approximately observable.
Proof. We define
Assuming that the system is not approximately observable, we have V = {0}. Since C is an infinite-time admissible observation operator for (T (t)) t≥0 , we have that V is a closed subspace of H. Furthermore, it is easy to see that V is (T (t)) t≥0 invariant. , we have that the C 0 -semigroup (T (t)| V ) t≥0 can be extended to a bounded group, which is in contradiction to the strong stability of (T (t)| V ) t≥0 . Thus V = {0}, and this completes the proof.
Thus (T (t)|
