We consider the following problem: given a k-(node) connected graph G find a smallest set F of new edges so that the graph G + F is (k + 1)-connected. The complexity status of this problem is an open question. The problem admits a 2-approximation algorithm. Another algorithm due to Jordán computes an augmenting edge set with at most (k − 1)/2 edges over the optimum. C ⊂ V (G) is a k-separator (k-shredder) of G if |C| = k and the number b(C) of connected components of G − C is at least two (at least three). We will show that the problem is polynomially solvable for graphs that have a k-separator C with b(C) ≥ k + 1. This leads to a new splittingoff theorem for node connectivity. We also prove that in a k-connected graph G on n nodes the number of k-shredders with at least p components (p ≥ 3) is less than 2n/(2p − 3), and that this bound is asymptotically tight.
Introduction and preliminaries
Proof: Clearly t * (G) ≥ |T |. We prove that opt(G) ≥ t * (G)/2 . Let F(H) denote the family of inclusion minimal tight sets of a graph H. It would be enough to show that |F(H + e)| ≥ |F(H)| − 2 for any k-connected graph H and a link e. If not, then there is a link e = uv and X, Y ∈ F(H) such that u ∈ X ∩Y and v ∈ V −(X +Y +Γ(X +Y )) = X * ∩Y * .
By Lemma 1.1 X ∩ Y is also a tight set of H, contradicting the minimality of X, Y . Now let T be an inclusion minimal tight set cover of G with |T | ≥ k + 2. The minimality of T implies that for every u ∈ T there exist X u ∈ F(G) with |X u ∩ T | = {u}. If the sets {X u : u ∈ T } are pairwise disjoint, the statement is obvious. Suppose therefore that there are u, v ∈ T so that X u ∩ X v = ∅. If |T | ≥ k + 2, then |V − (X u ∪ X v )| ≥ |T | − 2 ≥ k. Thus by Lemma 1.1 X u ∩ X v is also a tight set, contradicting the minimality of X u , X v .
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We note that the (inclusion) minimal tight sets, and thus also an (inclusion) minimal tight set cover can be computed in O(min{k, √ n}kn(n + k 2 )) time, see Section 4.
Another lower bound on opt(G) is as follows. For C ⊆ V the C-components are the connected components of G − C and let b(C) denote the number of C-components; C is a k-separator of G if |C| = k and b(C) ≥ 2. Let b(G) = max{b(C) : C ⊆ V, |C| = k}. If G + F is (k + 1)-connected then |F | ≥ b(G) − 1, since for any k-separator C, F must induce a connected graph on the C-components. Combining with Lemma 1.2 gives that for any minimal tight set cover T of G:
In [12, 13] Jordán gave a polynomial algorithm that for |V | ≥ 2k + 1 computes a solution which size exceeds this lower bound by at most (k − 1)/2 edges; (for |V | ≤ 2k he used an additional lower bound). Jordán's algorithm relies on two key theorems, and one of them is: Theorem 1.3 ([12] ,Theorem 2.4) There exists a polynomial time algorithm that given a k-connected graph G with b(G) ≥ k + 1 and b(G) − 1 ≥ t * (G)/2 finds a link set F of size max{ t * (G)/2 , b(G) − 1} such that G + F is k-connected.
We will show that the second condition in the above theorem is not necessary, see Theorem 3.1 in Section 3. This implies a new "splitting-off" theorem for node-connectivity, see Section 5.
A k-separator C is a k-shredder if b(C) ≥ 3. Cheriyan and Thurimella [3] showed that in a k-connected graph computing the number of k-separators (which may be roughly 2 k n 2 /k 2 )
is #-complete. On the other hand, they proved that the number of k-shredders separating two given nodes r, s is O(n) and that they all can be found using one max-flow computation, as follows. First, compute a set of k internally disjoint paths between r and s, and set P to be the the union of the nodes of these paths. Second, for every connected component X of G − (P − {r, s}) check whether Γ(X) is a shredder. The algorithm is correct since if C is a k-shredder so that r and s belong to distinct C-components, then every C-component X with X ∩{r, s} = ∅ is a connected component of G−(P −{r, s}). Indeed, any (r, s)-path that contains a node from X must contain at least two nodes from C, implying C ⊆ P −{r, s} and X ∩ P = ∅. Using this, [3] showed an O(k 2 n 2 min{k, √ n}) time implementation of Jordán's algorithm from [12] (that computes an augmenting edge set of size opt(G) + k − 2). Based on our Theorem 3.1, we will show a simple version of Jordán's algorithm [12, 13] , and (with the help of [12, 13] ) prove the following theorem, see Section 4.
Theorem 1.4
There exists an algorithm that given a k-connected graph G on n nodes finds in O(kn 3 + k 3 n min{k, √ n})) time an augmenting edge set F with |F | ≤ opt(G)
We note that the term t * (G) in theorem 1.4 can be replaced by |T |, where T is a given minimal tight set cover of G.
For an integer p ≥ 2, let S(p, k, G) be the number of k-separators in G with at least p components, and let S(p, k, n) = max S(p, k, G) where the maximum is taken over all kconnected graphs G on n nodes. Note that S(3, k, G) is just the number of k-shredders in G. Cheriyan and Thurimella [3] proved that S(3, k, n) = O(n 2 ) and conjectured that S(3, k, n) ≤ n, which was proved by Jordán [14] . Recently, Egawa [4] proved that S(3, k, n) ≤ 2n/3, and that this bound is (asymptotically) the best possible. However, Egawa's proof is long and complicated. In the next section we will give a simple and short proof of a more general bound and derive some properties of shredders.
Properties of shredders
Theorem 2.1 For p ≥ 3 a k-connected graph on n nodes has at most
k-shredders with at least p components; thus S(p, k, n) < 2n/(2p − 3). In particular, a kconnected graph on n nodes has less than 2n/3 k-shredders.
Remark:
The bound 2n/(2p − 3) in Theorem 2.1 is asymptotically tight for k ≥ 2(p − 1). Let p, q be integers. Let G be a (p−1)-blow-up of a q-cycle, that is G is obtained from a cycle of length q by replacing every node a by a set V a of p−1 nodes, and every edge ab by (p − 1) 2 edges, so that V a ∪ V b induces a complete bipartite graph K p−1,p−1 . For k = 2(p − 1), G is k-connected and n = qk/2 = q(p−1). Thus 2n/(2p−3) = 2q(p−1)/(2p−3) = q +q/(2p−3). On the other hand, G has q k-shredders with at least p components. For 2p − 3 = k − 1 > q, the bound 2n/(2p − 3) is tight. This example easily extends for the case k > 2(p − 1), by adding k − 2(p − 1) nodes to G and connecting every added node to all the other nodes.
The proof of Theorem 2.1 follows. Two intersecting sets X, Y are crossing, (or Y crosses X) if none of them contains the other. Two disjoint sets X, Y are adjacent (in G) if there is an edge in G with one end in X and the other end in Y . The following statement can be deduced from results in [17] ; we give a proof for completeness of exposition.
Lemma 2.2 Let C be a k-shredder of a k-connected graph G = (V, E) and let Y be a tight set such that
Proof: Let C, Y , and Z be as in the lemma. We need the following claim:
This implies, by Lemma 1.1 that the following sets are tight:
and X i ⊆ A. But A ∪ X j and A are both tight, so Γ(A ∪ X j ) = Γ(A). This implies that A, X j are nonadjacent. Summarizing, A, X j , A ∪ X j are tight and A, X j are nonadjacent. Thus Γ(A) = Γ(X j ) = C, as claimed.
Let Y intersect some C-component X i = Z. By (i), if Y intersects all C-components distinct from Z, then it contains all of them. Assume therefore that there is a C-component
by (i); otherwise, Y ⊆ X i holds, and the proof of the lemma is complete.
Let Q(p, k, G, r) be the number of k-separators in G with at least p components that do not contain a node r of G. Let Q(p, k, n) = max Q(p, k, G, r) where the maximum is taken over all pairs (G, r) so that G is a k-connected graphs on n nodes and r is a node of G.
Proof: Let G = (V, E) be k-connected graph on n nodes with S = S(p, k, n) k-separators with at least p components. For u ∈ V let s(u) be the number of such separators containing u.
Lemma 2.4 Let p ≥ 3 and let r be a node of a k-connected graph G on n nodes. Then
Proof: Consider the set family L obtained by picking for every k-shredder C with b(C) ≥ p and r / ∈ C: each one of the C-components not containing r which we color blue, and also their union which we color red. The number of red sets equals Q(p, k, G, r). Let U be the union of the sets in L. Note that |U | ≤ n − |Γ(r)| − 1, and that L is laminar (that is, its members are pairwise noncrossing), by Lemma 2. is connected. This implies that the nodes (sets) of this forest have the following properties: (i) every node is either blue or red, but not both; (ii) the children of every red node are all blue, and there are at least p − 1 of them; (iii) every child (if any) of a blue node is red. Let B be the family of blue sets that have at most one (red) child, and let = |B|. Note that every set in B must contain a node from U not contained in its child (if any). Thus ≤ |U |, implying ≤ n − |Γ(r)| − 1. We claim that in any tree (and thus in any forest) T with properties (i),(ii),(iii), the number of red sets is at most 2 /(2p − 3). If T has one red node the statement is obvious. Otherwise, T has a blue node B so that every red descendant of B is a child of B. Let q be the number of children of B. By deleting the q children of B and their descendants (which are all blue leaves) we get a tree with the same properties, and decreases by at least: q(p − 1) − 1 if q ≥ 2 (at least q(p − 1) blue leaves are deleted, but B becomes a new member of B) and by at least p − 1 if q = 1 (at least q(p − 1) blue leaves are deleted and B remains a member of B). Thus the decrease in per red node is at least: p − 1 − 1/q if q ≥ 2 and p − 1 if q = 1, so at least p − 3/2 in the worst case q = 2. Thus the number of red nodes is at most is a union of some but not all C-components. Thus every minimal tight set of G is contained in some C-component, and the minimal tight sets of G are pairwise disjoint.
3 Augmenting graphs with b(G) ≥ k + 1
Theorem 3.1 There exists an algorithm with running time O(kn 3 ) that given a k-connected graph G determines whether b(G) ≥ k + 1, and if so, finds an (optimal) augmenting edge set
The proof of Theorem 3.1 follows. Henceforth assume that the input graph G has O(kn) edges (otherwise, replace G by its "sparse k-connected certificate" G that has the same tight sets as G, see [6, Corollary 2.3] ). Also, computing a maximum flow in G with unit capacities on the nodes can be done in O(kn min{k, √ n}) time (see [9] ).
Lemma 3.2 There exists an algorithm with running time
Proof: Let C be an arbitrary k-separator of G; such can be found in O(k 2 n 2 ) time by the algorithm of [10] for testing k-connectivity. Let r 1 , r 2 belong to distinct C components. If C is a k-separator with b(C) ≥ k + 1 then, by Lemma 2.6, at least one of r 1 , r 2 does not belong to C; thus there is v ∈ V such that one of r 1 , r 2 and v belong to distinct C-components. For every v ∈ V − r i we compute all shredders separating r i and v, i = 1, 2, and among them output one C with the maximal number of components. Then C is as required. Computing all shredders separating two nodes r and v can be done in O(k 2 n) time [3] . We apply this procedure O(n) times. Thus the total running time is as claimed. 2
After a shredder C with b(C) ≥ k + 1 is found the minimal tight sets can be computed using n max-flow computations, thus in O(kn 2 min{k, √ n}) total time. Indeed, for every v ∈ V − C we can find the minimal tight set containing v (such exists) by computing a maximum (r, v)-flow so that r and v belong to distinct C-components.
Given a minimal tight set cover T of G let us say that a link uv with u, v ∈ T is (G, T )-saturating if T − {u, v} is a tight set cover of G + uv. The algorithm relies on the following statement, which will be proved later.
Lemma 3.3 Let G be a k-connected graph G, let T be a minimal tight set cover of G, and let C be a k-shredder of G with b(C) ≥ k + 1. The proof of Lemma 3.3 follows, starting with part (i).
Following [12, 13] , we call a link e saturating if t * (G + e) = t * (G) − 2 holds. For minimal tight sets D i , D j (possibly D i = D j ) let S ij be the family of tight sets containing D i ∪ D j and not containing any other minimal tight set. Let S ij be the union of the sets in S ij , where S ij = ∅ if S ij = ∅; for simplicity, S i = S ii and S i = S ii .
Lemma 3.4 ([12])
Let D i , D j be distinct minimal tight sets in a k-connected graph G that has a minimal tight set cover of size at least k + 2. Then S i , S j are tight and disjoint, and a link connecting D i , D j is not saturating if, and only if:
Theorem 3.5 Let F be a family of at least k + 1 minimal tight sets in a k-connected graph G = (V, E) that has a minimal tight set cover T of size at least k + 2.
If there is r ∈ V − (S ∪ Γ(S)) then exactly one of the following holds: (i) there exists a (G, T )-saturating link connecting two sets in F;
(ii) the sets {S i : D i ∈ F } are C -components for some k-shredder C .
Proof: It is easy to see that if (ii) holds, then (i) cannot hold. We prove that if (i) does not hold, then (ii) must hold.
Let us say that X ⊆ V − r is r-tight if |Γ(r) ∩ X| + |Γ(X) − r| = k. In [17] it is shown that if G contains k internally disjoint rv-paths for every v ∈ V − r (note that this is so if G is k-connected) then the minimal r-tight sets are pairwise disjoint. Let t r (G) denote the number of minimal r-tight sets in G. A link e is r-saturating if t r (G + e) = t r (G) − 2 holds. Let S ii . In [17] it is proved: Let F be a family of at least k +1 minimal r-tight sets in a graph G that contains k internally disjoint rv-paths for every v ∈ V − r. Then exactly one of the following holds: (i) there exists a pair of sets in F such that any link connecting them is r-saturating; (ii) the sets {S r i : D i ∈ F } are C -components for some k-shredder C with r / ∈ C . Note that if X ⊆ V − r is r-tight then X − Γ(r), if nonempty, is tight. In particular, if r / ∈ X ∪ Γ(X), then X is tight if, and only if, X is r-tight. Thus, by the condition of the theorem, each D i ∈ F is also a minimal r-tight set, and S ij ⊆ S r ij for D i , D j ∈ F. Therefore, the theorem will be proved if we show that: If an edge e connecting distinct D i , D j ∈ F is not saturating, then e is not r-saturating.
By [17] , S r i , S r j are r-tight and disjoint, and e is not r-saturating if, and only if:
Under the condition of the theorem, (2) implies (3)
Note that if F is a family of at least k + 1 minimal tight sets contained in a C-component X of a shredder C with b(C) ≥ k + 1, then, by Lemma 2.6, F and any r ∈ V − (X + C) satisfy the condition of Theorem 3.5. Thus we have: Corollary 3.6 Let F be a family of at least k + 1 minimal tight sets contained in the same C-component of a shredder T with b(C) ≥ k + 1. Then either there exists a pair of minimal tight sets in F such that every link connecting them is saturating, or there exists a shredder C such that the corresponding sets {S i : D i ∈ F} are C -components.
Corollary 3.6 easily implies part (i) of Lemma 3.3. Recall that we need to show that if |T ∩ X| ≥ b(G) then there exists a (G, T )-saturating link with u, v ∈ T ∩ X. If not, then by Corollary 3.6, there is a k-shredder C in G that has at least |T ∩ X| C -components that are contained in X (the sets S i ), and there is one more C -component that contains X * . Thus
The proof of part (i) of Lemma 3.3 is done. We now prove part (ii).
Given a nontrivial partition W of a groundset W , an edge set F on W is a W-connecting cover (of W ) if the following three conditions hold: (a) deg F (w) ≥ 1 for every w ∈ W ; (b) every edge in F connects distinct parts of W; (c) F induces a connected graph on the parts of W. Let max(W) denote the largest cardinality of a set in W. The following statement was proved in [17] ; we restate the proof for completeness of exposition. While |W| ≥ 2 and max(W) ≥ 2 do: add a link zw to F where z belongs to the largest set Z ∈ W, and w belongs to: -the largest set in W − Z if max(W) ≥ |W|; -to the smallest set in W otherwise. W ← W − {z, w}, and replace W by its restriction to W (discarding empty sets). End while If |W| = 1 then for every z ∈ W add to F an arbitrary link zw that satisfies condition (b); Else (applies if |W | ≥ 2 and max(W) = 1) add to F an arbitrary tree on W .
It is easy to see that at every iteration of the loop the bound max{ |W |/2 , max(W), |W|−1} decreases by 1. Thus at the end of the algorithm F has size as claimed. Also, (a) and (b) hold for F by the construction, while (c) can be easily proved by induction on the number of iterations in the loop. Thus at the end of the algorithm F is as required. The algorithm can be implemented to run in linear time, by maintaining an array A of size |W |, where A[i] has a pointer to a linked list of the sets in W of size i, pointers to the sizes in A of the largest, the second largest, and the smallest sets in W, and a variable indicating |W |. It is easy to see that this data structure enables to answer every query during the algorithm in O(1) time, and can be maintained during the algorithm in O(|W |) total time.
We now finish the proof of part (ii) of Lemma 3.3. The inclusion in the C-components induces a partition T of T , and let F be a minimum cardinality T -connecting cover. Using Lemma 2.6 it is easy to see that for any tight set Y of G there is a link in F that connects Y and
The dominating time for computing F as above is spent for computing T ; as was mentioned, this can be done in O(kn 2 min{k,
Thus the time complexity is as claimed.
The proof of part (ii) of Lemma 3.3 is done, and the proof of Lemma 3.3 is complete.
Implementation
Cheriyan and Thurimella [3] showed that Jordán's algorithm from [12] (that computes a solution of size at most opt(G)
time. The algorithm of [3] finds all shredders, and incrementally maintains them under edge insertions. Based on Theorem 3.1 we will show a simple version of Jordán's algorithm from [13] (that computes a solution of size at most opt(G) + (k − 1)/2 ) with running time O(kn 3 + k 3 n min{k, √ n})). Our algorithm does not compute all shredders, but only finds a shredder as in Lemma 3.2.
The second key theorem in [12] is (for an earlier slightly weaker version see [1] , and for a generalization see We also need the following statements for treating the cases |T | ≤ k + 2 and |V | ≤ 2k.
Lemma 4.2 ([12])
Let T be a tight set cover of a k-connected graph G. Then there exists a forest F on T such that G + F is (k + 1)-connected.
Lemma 4.3 ([13])
Let G be a k-connected graph with |V | ≤ 2k, and let F 1 = {u 1 v 1 , . . . , u j v j } be a sequence of links such that u i v i is (G i , T i )-saturating, where for i = 1, . . . , j:
and if no (G j+1 , T j+1 )-saturating link exists, then one can find in O(k 2 n 2 ) time an optimal augmenting edge set F 2
Remark: Provided that the sets S i (as defined in the previous section) and Γ(S i ) are given, [12] shows that a set F 2 as in Lemma 4.3 can be computed in linear time.
Here is a description of the algorithm.
Phase 1: Determine whether b(G) ≥ k + 1, and if so, find an augmenting edge set F as in Theorem 3.1, output F , and STOP. Phase 2: Initialization: Find a minimal tight set cover T of G.
1. While |T | ≥ k + 3 and there exists a (G, T )-saturating link uv do:
Else (|V | ≤ 2k) add to G an augmenting edge set as in Lemma 4.3 Let us show that the the size of the augmenting link set found is as stated in Theorem 1.4. If b(G) ≥ k + 1 this follows from Theorem 3.1. Suppose therefore that b(G) ≤ k, so Phase 2 applies. Note that T remains a tight set cover of G during the loop of step 1, by Lemma 1.2. Let F 1 and F 2 be the link sets added during steps 1 and 2, respectively. Let T 2 be the set of nodes that remain in T at the beginning of step 2. The case |T 2 | = 0 is obvious, while |T 2 | = 1 is not possible. Assume therefore that |T 2 | ≥ 2. If |T 2 | ≤ k + 2 then:
If |T 2 | ≥ k + 3, then we must have |V | ≤ 2k, by Theorem 4.1. The correctness of this case follows from Lemma 4.3.
We now discuss the implementation and time complexity of the algorithm. As was mentioned in Section 3, if b(G) ≥ k + 1 then a minimal tight set cover can be found in O(k 2 n 2 ) time. Following [12] , we show how one can efficiently find a minimal tight set cover in the general case. Let G be a k-connected graph. Add to G a new node s and connect s to every node of G. The obtained graph is (k + 1)-connected. Then repeatedly remove an edge incident to s as long as (k + 1)-connectivity is preserved. Following [11] , we call the obtained graph H a critical extension of G; it can be constructed using n max-flow computations (deletion of an edge sv preserves (k + 1)-connectivity if, and only if, it preserves (k + 1) internally disjoint sv-paths). Clearly, Γ H (s) is a tight set cover. Now, if |Γ H (s)| ≥ k +2, then T = Γ H (s) is a minimal tight set cover. Otherwise, if |Γ H (s)| = k +1, for every tight set X of G there are u, v ∈ Γ H (s) so that u ∈ X and v ∈ X * . Thus in this case all the minimal tight sets (and thus also a minimal tight set cover T ) can be found in O(min{k,
Splitting off two edges su, sv means replacing them by a new edge uv. To apply the "splitting off method" to our problem, construct a critical extension H as above, and repeatedly apply "legal" splitting off operations; an edge pair su, sv is called legal if splitting off su, sv preserves (k + 1)-(node) connectivity. Let H be a critical extension of G, and let T = Γ H (s). Assume |T | ≥ k + 2. It is easy to see that a link uv is (G, T )-saturating if, and only if the pair su, sv is legal for H.
Let us discuss an implementation of successive legal splitting off operations in H or, equivalently, successive adding (G, T )-legal links to G. We keep a set Π t of (k + 1) internally disjoint paths between s and every t ∈ T . The preprocessing time required is O(kn 2 min{k, Let us now analyze the time complexity of Phase 2.
Step 1 can be implemented in O(kn 3 ) total time, as described above. If
max-flow computations (by adding a complete graph on T 2 and checking every added edge for deletion), so in O(k 3 n min{k, √ n}) time. Otherwise, |V | ≤ 2k, and step 3 can be implemented in O(k 2 n 2 ) time, by Lemma 4.3. Thus the time complexity is as claimed.
A new splitting-off theorem
There are several results asserting that the edges incident to a node s can be partitioned into disjoint pairs such that splitting off all the pairs results in a graph with certain edgeconnectivity properties. For example, a classical result of Lovász states (for a generalization see [16] and [5] ):
is a graph such that there are at least k edge-disjoint paths between every pair of nodes u, v ∈ V , k ≥ 2, and the degree of s is even, then the set of edges incident to s can be partitioned into pairwise disjoint pairs such that splitting off all the pairs and deleting s results in a k-edge connected graph.
Let b k (s, H) be a maximum number of components of a k-separator of H containing s. Note that if H = (V + s, E) is a k-(node) connected graph, then the condition deg(s) ≥ 2b k (s, H) − 2 is necessary (but, in general, not a sufficient one) for existence of a partition as above (deg(s) denotes the degree of s in H). Using Theorem 3.1 we will prove: Theorem 5.2 Let H = (V + s, E) be a k-connected graph with deg(s) ≥ 2b k (s, H) − 2 being even and with every edge incident to s being critical. If b k (s, H) ≥ k, then the set of edges incident to s can be partitioned into pairwise disjoint pairs such that splitting off all the pairs and deleting s results in a k-node connected graph. Moreover, checking validity of the conditions of the theorem, and then finding a partition as above can be done in O(kn 3 ) time.
Proof: To be consistent with the notation of the paper, we will prove the statement with k replaced by k + 1. That is, we assume that: H is (k + 1)-connected, deg(s) ≥ 2b k+1 (s, H) − 2, deg(s) is even, H − sv is not (k + 1)-connected for every v ∈ Γ(s), and b k+1 (s, H) ≥ k + 1. We show that then the set of edges incident to s can be partitioned into disjoint pairs such that splitting off all the pairs and deleting s results in a (k + 1)-node connected graph.
Let T = Γ H (s) and let G = H − s. Clearly, G is k-connected, and C is a k-separator of G if, and only if, C+s is a (k+1)-separator of H. Note that |T | = deg(s) ≥ 2b k+1 (s, H)−2 ≥ 2k, implying |T | ≥ k + 2 unless k = 1 and |T | = 2. Thus henceforth we assume that |T | ≥ k + 2, as the case k = 1 and |T | = 2 is trivial. Note that T is a minimal tight set cover of G. Indeed, every tight set X of G contains at least one node from T , as otherwise X is a tight set of H, contradicting that H is (k + 1)-connected. Furthermore, T is a minimal tight set cover; otherwise, if there is v ∈ T so that T − v is a tight set cover of G, then H − sv is (k + 1)-connected (since |T − v| ≥ k + 1), contradicting our assumption.
This implies that the set of edges incident to s can be partitioned as required if, and only if, there exists an edge set F on |T | so that |F | = |T |/2 and G + F is (k + 1)- Finally, note that the condition "every edge incident to s being critical" in Theorem 5.2 cannot be dropped. For example, let H be obtained from a (2k + 1)-clique by choosing a set S of k + 1 nodes and deleting all the edges that have both endpoints in S. It is easy to verify that H is k-connected. Let s be an arbitrary node of H not belonging to S. Then b k (s, H) = k + 1 and deg(s) = 2k = b k (s, H) − 2. One can easily verify that if F is an edge set so that (G − s) + F is k-connected, then F induces a connected graph on S; thus a partition as in Theorem 5.2 of the edges incident to s does not exist. Note that in this example, an edge sv is critical if, and only if, v ∈ S.
