A compound determinant identity for minors of rectangular matrices is established. As an application, we derive Vandermonde type determinant formulae for classical group characters.
Introduction
Cauchy (1812) [3] and Sylvester (1851) [12] established the following identity for an arbitrary square matrix (see [10, Proposition 1.1. Let s and n be positive integers such that s ≥ n. Let A = (a ij ) 1≤i,j≤s be an arbitrary square matrix of size s. We denote by A I J the submatrix (a i k ,j l ) 1≤k,l≤n of size n for two subsets I = {i 1 < · · · < i n } and J = {j 1 < · · · < j n } of Proposition 1.2. Let s and n be positive integers such that s ≥ n and let X = (x 1 , . . . , x s ) be an s-tuple of indeterminates. For an n-element subset I = {i 1 < · · · < i n }, we put X I = (x i 1 , . . . , x in ). Then we have det GL n (λ; X I )
det Sp 2n (λ; X I )
where the row index λ runs over all partitions whose Young diagrams are contained in the rectangular diagram ((s−n) n ), and the column index I runs over all n-element subset of [s] .
The aim of this paper is to establish another formula (Theorem 1.3) for compound determinant like the Cauchy-Sylvester identity. As a consequence, we can derive identities involving classical group characters (Theorem 3.2) similar to Proposition 1.2. The identities for Schur functions and symplectic Schur functions generalize the formulae given in [2, Corollary 3.1 and Proposition 7.1], which are obtained as limiting cases of another hypergeometric determinant discussed in [2] .
In order to report the main result, we introduce some notations and terminologies. For any integers r and s, we use the symbols [r, s] = {r, r + 1, . . . , s} and [r] = [1, r] . If r > s, then we use the convention that [r, s] = ∅. If S is a finite set and r is a nonnegative integer, let S r denote the set of all r-element subsets of S. For I = {i 1 < · · · < i r } and J = {j 1 < · · · < j r } in [N ] r , we write I < J if there is an index k such that
This gives a total order on [N ] r , which is called the lexicographic order. Let s and n be positive integers. Let Z s,n denote the set of (weak) compositions of n with at most s parts, i.e., Then the cardinalities of these sets are given by #Z s,n = s + n − 1 n , #Z 0 s,n = #Z 0 s,n−s = s + (n − s) − 1 n − s = n − 1 n − s .
We introduce the following total order on Z s,n . For λ, µ ∈ Z s,n , we write λ < µ if there is an index k such that
To each integer sequence µ = (µ 1 , ..., µ s ) with 0 ≤ µ i ≤ n for all i, we associate an n-element subset ι s,n (µ) ∈ If ι s,n is restricted to Z s,n , then it gives an injection ι s,n : Z s,n →
[sn] n , and one readily sees that, for λ, µ ∈ Z s,n , ι s,n (λ) < ι s,n (µ) if and only if λ < µ. We may write ι = ι s,n for brevity if there is no ambiguity on s and n.
For example, if s = 3 and n = 2, then
and the map ι 3,2 defined in (1.4) is given by
This injection ι 3,2 can be visualized by the following picture: . The purpose of this paper is to prove the following theorem and give an application to identities for classical group characters. Theorem 1.3. Let s and n be positive integers and A = (a ij ) 1≤i≤s+n−1, 1≤j≤sn be an (s + n − 1) × sn matrix. We put
(Hereafter we assume ι = ι s,n unless s and n are explicitly specified.) Then we have 5) where the rows and columns of the matrix on the left-hand side are arranged in increasing order with respect to <.
For example, if n = 1, then
and Equation (1.5) trivially holds. If s = 1, then
and Equation (1.5) is also trivial. If s = 2 and n = 2, then Equation (1. 
We note that, as polynomials in indeterminates a ij 's, the degree of the left hand side of (1.5) is equal to n · #Z s,n = n · s + n − 1 n and the degree of the right hand side is equal to
so that the degrees coincide with each other.
A Proof of the main theorem
In this section we give a proof of the main theorem, i.e., Eq. (1.5). Our proof splits into the following three steps:
1. Finding the irreducible factors of the determinant on the left-hand side of (1. 
2.1
A partial order on the set Z s,n of compositions Let s and n be positive integers, and fix a positive integer k such that 1 ≤ k ≤ s.
Hereafter we call k a color and write C = {1, 2, . . . , s} (the set of colors). We introduce a partial order k on the set Z s,n of compositions as follows. For λ and µ in Z s,n , we define λ k µ if λ i ≤ µ i for all i = k. For example, if λ = (2, 0, 1, 3), µ = (2, 1, 2, 1) ∈ Z 4,6 and k = 4, then we have λ 4 µ since λ i ≤ µ i for i = 4. This gives a partially ordered set (Z s,n , k ), and we write λ ≺ k µ if λ k µ and λ = µ. Throughout this section, we will follow the general notation concerning posets used in the book [11] . We see that (Z s,n , k ) is a graded poset with the rank function
This poset (Z s,n , k ) has the minimum element µ (k) 0 = (0, . . . , 0, n, 0, . . . , 0) in which n is at the kth position. Let P
n can be naturally identified with Z s−1,n . Thus we have #P . For example, the Hasse diagram of (Z 3,2 , 1 ) is shown as Figure 1 , and we have P
We put
which is the set of elements µ = (µ 1 , . . . , µ s ) in Z s,n such that µ k > 0. Then we have
as follows. To each µ ∈ P (k) , we associate ν = (ν 1 , . . . , ν s ) = τ (k) (µ) defined by
The inverse map of
We also introduce another map φ (k) :
, which will play a crucial role in the following arguments. To each
In the above example where s = 3, n = 2 and k = 1, we have
And the map φ (1) :
This map φ (1) can be depicted as follows:
Then one easily sees that the following proposition holds from the definition:
Vector notation
We write |I| for i∈I i if
. If I is a subset of S, we denote the complement of I in S by I (or more explicitly by S \ I).
For two subset I and J of [N], we define ε(I, J) ∈ {1, 0, −1} as follows. If I ∩ J = ∅, then we define ε(I, J) = 0. Otherwise, if I = {i 1 < · · · < i p } and J = {j 1 < · · · < j q }, then ε(I, J) is the signature of a permutation which transforms the sequence (i 1 , . . . , i p , j 1 , . . . , j q ) in the increasing order. For example, if I = {3, 4, 8} and J = {1, 6, 9}, then we have ε(I, J) = sgn 1 3 4 6 8 9 3 4 8 1 6 9 = (−1)
where 4 is the inversion number of the above permutation. Let s and n be positive integers, and let A be an (
, we put 
For two vectors
Using this inner-product notation, the Laplace expansion formula can be written as
. If we take the above example J = {1, 3} ∈ and
, then we have The following proposition will be used to compute the determinant in this section. Proposition 2.2. Let s and n be positive integers, and let A be an (s + n − 1) × sn matrix. Fix a color k ∈ C. Let λ ∈ Z s,n and µ ∈ P (k) . Then we have
Let s and n be positive integers, and let A = (a ij ) 1≤i≤s+n−1, 1≤j≤sn be an (s + n − 1) × sn matrix. We arrange the column vectors V ι(µ) (A) (µ ∈ Z s,n ) into an 6) where the indices µ are arranged in the increasing order with respect to <. For example, if s = 3 and n = 2, then 
where
we consider an
where the indices µ are arranged increasingly with respect to the order defined above. Then, from (2.5), we obtain
In the next subsection we choose appropriate maps Φ which enable us to compute the last determinant in (2.10). Since
is a unique factorization domain, the irreducible factors of det M(A) must appear in the last determinant.
Finding factors of the determinant
The goal of this subsection is to prove (2.7) up to constant. In this subsection, we work in the polynomial ring
over the rational number field Q in the indeterminates a ij 's. First we prove the following lemma which says each irreducible factor of det M(A) is of the form det A ι(ν) , ν ∈ Z 0 s,s+n−1 . Lemma 2.3. Let s and n be positive integers. Let A be an (s + n − 1) × sn matrix. Then there exist non-negative integers m ν , ν ∈ Z 0 s,s+n−1 , and a constant c ∈ Q such that det M(A) = c ν∈Z 0
holds.
Proof. Let π : Z s,n → C = {1, 2, . . . , s} be a map determined by the following condition:
For µ ∈ Z s,n , the color k = π(µ) is the least index satisfying µ k = max{µ l | l = 1, . . . , s}.
Note that, if π(µ) = k, then µ k > 0 and µ ∈ P (k) . Define a map Φ in (2.8) by
where φ (k) is as defined in (2.2). Then we claim that the determinant in (2.10)
If we prove (2.12), then we obtain the desired result (2.11) , are irreducible polynomials in the unique factorization domain S.
To prove (2.12), set m = m s,n = n − ⌈n/s⌉, where ⌈x⌉ denotes the greatest integer which is less than or equal to x. Then m satisfies 0 ≤ m < n. We set
Then we have Z s,n = Q 0 ⊔ Q 1 ⊔ · · · ⊔ Q m . For example, if s = 3 and n = 2, then we have m = m 3,2 = 2 − ⌈2/3⌉ = 1, Q 0 = {(2, 0, 0), (0, 2, 0), (0, 0, 2)} and (1, 1, 0), (1, 0, 1), (0, 1, 1) }. Then we claim that the determinant on the lefthand side of (2.12) satisfies
We prove this identity (2.13) by induction on r. If r = 0 then (2.13) is trivial. Assume (2.13) is true for r = t. If λ ∈ Q ≥t and µ ∈ Q t , then λ k ≤ n − t and
2, which implies λ = µ. By expanding the determinant det V ι(λ) (A), V Φ(µ) (A) λ, µ∈Q ≥t along µth column for µ ∈ Q t , we obtain that this determinant equals
, which implies (2.13) is true when r = t + 1. Considering the case r = m + 1 in (2.13), we obtain (2.12). This proves our lemma. Thus, the map Φ :
Then the 6 × 6 matrix M(Φ, A) in (2.9) is given by 
Hence we obtain that
whose determinant is equal to
Lemma 2.5. Let s and n be positive integers. Let A be an (s + n − 1) × sn matrix. Then there is a constant c
Proof. We may assume n ≥ 2 without loss of generality. First, we claim that the integers m ν , ν ∈ Z 0 s,n , in (2.11) must be 0 or 1. To prove this claim, we choose another map Φ in (2.8) and use the corresponding s+n−1 n × s+n−1 n matrix M(Φ, A) defined in (2.9). Fix a color k 0 ∈ C. In the first step of our proof we construct a map Φ :
agrees with φ (k 0 ) given by (2.2) and which satisfies the following three conditions:
To construct such a map Φ, we divide P
0 is the composition whose lth entry is n and others are 0. If we put R (k 0 ) = {µ
. We set the value Φ(µ) for µ ∈ P (k 0 ) n as follows:
To see that the condition (i) is fulfilled, it is enough to consider the case when
, then the proof is exactly the same argument as we did in the proof of Proposition 2.2. If λ k 0 µ (l) 0 (l = k 0 ), then there exists i = k 0 , l such that λ i > 0. Thus we conclude from (2.15) that Φ(µ (l) 0 ) ∩ ι(λ) = ∅, which immediately implies V ι(λ) (A), V Φ(µ) (A) = 0 by (2.5). This proves (i) for µ ∈ R (k 0 ) . The condition (ii) is almost obvious from the definition. The condition (iii) is also fulfilled since (k 0 − 1)n + 1 ∈ Φ(µ) and (k 0 − 1)n + 2 ∈ Φ(µ) for µ ∈ P (k 0 ) n . Now we claim that the determinant in (2.10) equals
(2.16) It follows from Proposition 2.1 that
and from (ii) and (iii) that ι(µ)⊔Φ(µ) ∈ Z 0 s,s+n−1 and det A ι(µ)⊔Φ(µ) = 0 for µ ∈ P (k 0 ) n . Thus, if we prove (2.16), then we can conclude that the integers m ν , ν ∈ Z 0 s,s+n−1 , in (2.11) must be 0 or 1 since S = Q[a ij ] is a unique factorization domain.
To prove (2.16), it is enough to prove that
holds for 0 ≤ r ≤ n + 1, where
But, this can be proven by induction on r exactly in the same way as we proved (2.13) in the proof of Lemma 2.3. Lastly we need to show that m ν = 1 for all ν ∈ Z 0 s,n . In fact one easily sees this by comparing the degree of the both sides of (2.11). The left-hand side det M(A) is a polynomial of degree n s+n−1 n , while the right-hand side is a polynomial of degree, at most, (n + s − 1)
. Thus all m ν must be 1. This proves our lemma. 
det A ι(ν) .
Determining the constant
Now we are in position to prove that c ′ = 1 in Eq. (2.14). For this purpose we specialize the entries of A = (a ij ) 1≤i≤s+n−1, 1≤j≤sn as
(2.18)
Here we introduce the lexicographical monomial order (or lex order) on the set of monomials in the variables
If f is a polynomial of x 1 , . . . , x sn , then we define the leading coefficient of f to be the coefficient of the greatest monomial in the lex order. We also define the leading term of f to be the leading monomial including its coefficient. For example, the leading term of f = 4 x 1 x 2 2 x 3 + 4 x and the leading coefficient is 1.
Proof.
We proceed by double induction on s and n. In this proof we write R s,n for R and C s,n for C. If s = 1 then the determinant equals x n 1 x n−1 2 · · · x n , and if n = 1 then we have
This implies that our claim is valid for s = 1 or n = 1. Assume s > 1 and n > 1. We put
where -element subsets of R s,n , and ε I = ±1. The symbol I stands for the complement set of I in R s,n . Since the variable x 1 does not appear in det x s+n−I J I∈I, J∈C
, the exponent of x 1 attains its maximum when we take
s,n , in which case we have ε R 
Since we can naturally identify R
s,n and C , we can sweep out the factor from each row and the remaining determinant has the form of type (s, n − 1) with the s(n − 1) variables x 2 , . . . , x n , x n+2 , . . . , x 2n , . . . , x (s−1)n+2 , . . . , x sn−1 . Thus we obtain
21) It is an easy computation to check Eq. (2.19) by using (2.20) and (2.21). This proves our lemma. Now we can finish our proof of Theorem 1.3.
Proof of Theorem 1.3. Now we consider the right-hand side of Eq. (2.14) under the specialization (2.18). For J = {j 1 < · · · < j s+n−1 } ∈ C 0 , the leading term of det A J is obviously the product of the diagonal entries, which shows
Thus it is obvious that the leading coefficient of ν∈Z 0 s,s+n−1 det A ι(ν) equals 1, which implies c ′ = 1 in (2.14). In fact, by a direct computation, one can also obtain ν∈Z 0
We complete the proof of the main formula (1.5).
An application to determinants for classical group characters
In this section, we apply Theorem 1.3 to determinants involving classical group characters and Macdonald polynomials. We almost follow the notation in [7] .
A partition is a sequence λ = (λ 1 , λ 2 , . . . ) of non-negative integers in weakly decreasing order and containing only finitely many non-zero terms. The non-zero λ i are call the parts of λ. The number of parts is the length of λ, denoted by ℓ(λ), and the sum of parts is the weight of λ, denoted by |λ|. For two partitions λ = (λ 1 , . . . , λ m ) and µ = (µ 1 , . . . , µ m ) with at most m parts, we say λ precedes µ in the reverse lexicographic ordering if the first non-vanishing difference λ i − µ i is positive.
If k is a non-negative integer, let δ(k) = (k, k −1, k −2, . . . , 1, 0, 0, . . . ) denote the staircase partition, and if k is a positive half-integer, let δ(k) = (k, k−1, . . . , 3/2, 1/2) denote the decreasing sequence of length (2k + 1)/2. When X = (x 1 , . . . , x n ) is an n-tuple of variables, and α = (α 1 , . . . , α n ) is a sequence of integers or a sequence of half-integers, we use the notation
We now recall Weyl's character formula. If λ = (λ 1 , . . . , λ n ) is a partition of length ≤ n, we put
Then GL n (λ; X) (resp. Sp 2n (λ; X)) gives the irreducible character of the general linear group GL n (resp. the symplectic group Sp 2n ) with highest weight λ. GL n (λ; X)
is usually called the Schur function. Similarly, O N (λ; X) is the irreducible character of the orthogonal group O N with "highest weight" λ. Weyl's denominator formula reads as follows.
In what follows, we consider sn variables x
n , x
1 , . . . , x
n , and we write
for µ ∈ Z s,n , We apply our main formula (1.5) and obtain the following theorem. 6) where the rows are indexed by partitions λ = (λ 1 , . . . , λ n ) such that λ 1 ≤ s − 1 and arranged increasingly in the reverse lexicographic ordering.
Remark 3.3. If we substitute
into (3.5) and (3.6), we obtain the (symplectic) Schur function identities in [2, Corollary 3.1, Proposition 7.1].
Proof of Theorem 3.2. We prove one case, say the symplectic case of (3.6), because the other cases can be proven similarly. For simplicity, set
We apply the formula (1.5) to the matrix A = (a ij ) with entries given by
Then the (I, J) entry of the matrix on the left-hand side of (1.5) is equal to
where I and J are given by
and
Hence we see that the left hand side of (1.5) becomes
The exponents of C(x
respectively. On the other hand, the right-hand side of (1.5) becomes
and the exponents of C(x
respectively. Therefore we see that det Sp 2n (λ; X µ )
) .
This proves the symplectic case. One can prove the odd orthogonal case similarly by merely taking
and C(u) = −u −1/2 (1 − u) in the above arguments. One should be more careful to prove the even orthogonal case because of the multiple 2. If one takes
then the (I, J) entry of the matrix on the left-hand side of (1.5) is
which implies the left-hand side have the multiple 2 ( s+n−2 n−1 ) . On the other hand, each determinant on the right-hand side has the factor 2. Hence 2 ( s+n−2 n−1 ) also appears on the right-hand side.
Considering the principal term of asymptotic behavior of the both sides of (3. ), we immediately obtain (3.5).
Next we give a similar determinant identities for Macdonald polynomials. Hereafter we also use a symmetric function f in countably many variables x = (x 1 , x 2 , . . . ). Define an inner product u, v q,t by the values on the power-sum symmetric functions by
where z λ = i≥1 i m i m i ! with m i = m i (λ) the number of parts of λ equal to i. The Macdonald symmetric functions P λ (x; q, t) are defined by the property that they are upper triangularly related to the monomial symmetric functions and orthogonal with respect to the inner product. That is, they satisfy the following two conditions:
1. P λ (x; q, t) = m λ (x) + µ≺λ c λ,µ (q, t)m µ (x), where the sum is over µ smaller than λ in the dominance order.
2. P λ , P µ q,t = 0 if λ = µ.
The Macdonald symmetric functions Q λ (x; q, t) are defined by Q λ (x; q, t) = b λ (q, t)P λ (x; q, t) where b λ (q, t) = det (Q λ (X µ ; q, t)) λ⊂((s−1) n ), µ∈Zs,n = (t n ; q) s−1 (t; t) n−1 (q; q) s−1 (tq s−1 ; t) n−1 × 1≤k<l≤s n i,j=1 , (3.8) where the rows are indexed by partitions λ = (λ 1 , . . . , λ n ) such that λ 1 ≤ s − 1 and arranged increasingly in the reverse lexicographic ordering.
Proof. The first identity (3.7) comes from the fact that P λ (x; q, t) = GL n (λ; x) + µ≺λ a λ,µ (q, t)GL n (µ; x) where the sum is over µ smaller than λ in the dominance order. This relation follows easily from the above definition and
where the Kostka number K λ,µ satisfies K λ,µ = 0 unless µ λ and K λ,λ = 1. If ν ∈ Z s,n , then we have GL n (µ; X ν ) = 0 unless ℓ(µ) ≤ n. Hence, for λ ⊂ ((s − 1) n ), and ν ∈ Z s,n , we obtain P λ (X ν ; q, t) = GL n (λ; X ν ) + µ⊂((s−1) n ) µ≺λ a λ,µ (q, t)GL n (µ; X ν ), which immediately implies (3.7). We also obtain the second identity (3.8) from the first one (3.7) using λ⊂((s−1) n ) b λ (q, t) = (t n ; q) s−1 (t; t) n−1 (q; q) s−1 (tq s−1 ; t) n−1 .
This completes our proof.
