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RESUMO
Neste trabalho estamos interessados no transporte paralelo da geometria diferencial no
contexto do ca´lculo estoca´stico. Inicialmente resumimos os pontos fundamentais da geome-
tria riemmaniana como as ide´ias de conexa˜o, curvatura, transporte paralelo, a identidade
de Bochner-Weitenbo¨ck e o mapa de desenvolvimento de Cartan, em seguida desenvolve-
mos alguns resultados da geometria estoca´stica como a fo´rmula geome´trica de Itoˆ, mas para
isto inserimos brevemente a chamada geometria de segunda ordem. Ao final, examinaremos
o transporte paralelo estoca´stico em algumas circunstaˆncias como no mapa de desenvolvi-
mento estoca´stico, mapa de rolamento estoca´stico, construc¸a˜o do movimento Browniano em
variedades e ainda com fluxos estoca´sticos na soluc¸a˜o da equac¸a˜o de Stratonovich.
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ABSTRACT
This dissertation is about the stochastic version of the parallel translation in the differ-
ential geometry. In the beginning it provides some basic background to Riemannian geom-
etry, for example, the definiton of conexion, curvature, parallel translation, the Bochner-
Weitenbo¨ck identity and the Cartan’s rolling map theorem. After that, it is to dedicate to
development of some results on stochastic geometry as the geometric Itoˆ formula, but to do
that it is important to study the second order geometry. In the end, it is essential to give
attention to stochastic parallel transport in some environment as the Cartan’s rolling map
in the stochastic context, stochastic rolling constuctions, Brownian motion on manifolds and
the stochastic flow as the solution of the Stratonovich equation.
vi
SUMA´RIO
Introduc¸a˜o 1
1 Conceitos ba´sicos de Geometria Diferencial 2
1.1 Curvatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Transporte Paralelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Mapa de desenvolvimento de Cartan . . . . . . . . . . . . . . . . . . . . . . 16
2 Introduc¸a˜o a geometria estoca´stica 22
2.1 Fo´rmula de Itoˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Geometria de Schwartz ou Geometria de Segunda Ordem . . . . . . . . . . . 24
2.3 Fo´rmula geome´trica de Itoˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Equac¸o˜es diferenciais estoca´sticas em Variedades . . . . . . . . . . . . . . . . 33
2.5 Movimento Browniano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Transporte paralelo estoca´stico 40
3.1 Preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Transporte paralelo estoca´stico . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Aplicac¸o˜es de rolamento estoca´stico . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Outras construc¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Fluxos estoca´sticos e a Equac¸a˜o de Stratonovich . . . . . . . . . . . . . . . 58
vii
SUMA´RIO viii
Bibliografia 62
INTRODUC¸A˜O
Este trabalho e´ formado por treˆs cap´ıtulos que sa˜o descritos a seguir. No primeiro cap´ıtulo,
examinaremos a geometria riemmaniana, principalmente os conceitos de curvatura e conexa˜o.
Logo apo´s nos enfocamos no transporte paralelo e em alguns resultados ligados ao fluxo de
um campo de vetores, como o mapa de desenvolvimento de Cartan, as verso˜es estoca´sticas
destes resultados sera˜o importantes para nossos estudos. No pro´ximo cap´ıtulo teremos uma
introduc¸a˜o a geometria estoca´stica, que tem como refereˆncia P. A. Meyer [11]. Inicialmente
apresentamos a geometria de Schwartz ou geometria de segunda ordem que sera´ conveniente
para a formalizac¸a˜o da chamada fo´rmula geome´trica de Itoˆ, ver P. J. Catuogno [3]. Em
seguida incrementaremos o estudo atrave´s das equac¸o˜es estoca´sticas em variedades onde
alguns resultados podem ser encontrados em detalhes no livro E. P. Hsu [9]. Ao final,
teremos acesso a resultados relacionados ao movimento Browniano em uma variedade, como
a construc¸a˜o deste e o chamado crite´rio de Le´vy.
No cap´ıtulo treˆs encontra-se o objeto principal deste trabalho, a versa˜o estoca´stica do
transporte paralelo. Apresentaremos o ana´logo estoca´stico do mapa de desenvolvimento
de Cartan e ainda o mapa de rolamento estoca´stico, que podem ser consultados em K.
D. Elworthy [7]. Logo em seguida examinaremos outras construc¸o˜es de semimartingales
e do movimento Browniano, e para finalizar nosso trabalho, verificar em H. Kunita [10],
entendemos a soluc¸a˜o da equac¸a˜o de Stratonovich atrave´s de fluxos estoca´sticos.
1
CAPI´TULO 1
CONCEITOS BA´SICOS DE
GEOMETRIA DIFERENCIAL
As refereˆncias M.P. do Carmo [5] e R. L. Bishop e R. J. Crittenden [1] desenvolvem mais de-
talhes sobre geometria riemanniana. Aqui estamos interessados em fixar notac¸a˜o, relembrar
conceitos e demonstrar alguns resultados relevantes para as outras sec¸o˜es.
1.1 Curvatura
Seja M uma variedade mergulhada no RN com me´trica riemmaniana induzida pelo mergulho
em RN , P (m) a projec¸a˜o ortogonal de RN sobre TmM para todom ∈M eQ (m) := I−P (m)
a projec¸a˜o ortogonal de RN sobre (TmM)⊥, assim P e Q sa˜o func¸o˜es suaves de M para
gl
(
RN
)
.
Seja TM o fibrado tangente de M e pi : TM → M a projec¸a˜o associada. Dizemos
que um caminho diferencia´vel s → V (s) em TM e´ um campo de vetores ao longo do
caminho s→ σ (s) em M se pi ◦ V (s) = σ (s), ou seja, V (s) ∈ Tσ(s)M para todo s. Estamos
interessados na derivac¸a˜o do caminho suave V (s) que esta´ na variedade TM e que a derivada
de V (s) seja um caminho tambe´m em TM . Para isto definimos a chamada derivada de Levi-
Civita.
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Portanto, a derivada de Levi-Civita, denotada por ∇V (s)
ds
, e´ o campo de vetores ao longo
de σ (s) definido por
∇V (s)
ds
:= P (σ (s))
d
ds
V (s) .
Se Y e´ um campo de vetores em M e v ∈ TmM , definimos ∇vY ∈ TmM por
∇vY := ∇Y (σ (s))
ds
|s=0 .
onde σ˙ (0) = v.
Se W (s) e V (s) sa˜o dois campos de vetores ao longo do caminho σ em M , as principais
propriedades da derivac¸a˜o sa˜o (ver M. P. do Carmo [5] cap´ıtulo 2):
1.∇W (s)
ds
= d
ds
W (s) + (dQ (σ′ (s))W (s)
2. ∇ e´ compat´ıvel com a me´trica, ou seja,
d
ds
〈W (s) , V (s)〉 = 〈∇W (s)
ds
, V (s)〉+ 〈W (s) , ∇V (s)
ds
〉.
3. Suponha que (s, t)→ σ (s, t) e´ uma func¸a˜o suave em M e W (s, t) e´ uma func¸a˜o suave
em TM , σ′ := d
ds
σ (s, t) e
.
σ := d
dt
σ (s, t), tal que W (s, t) ∈ Tσ(s,t)M para todo (s, t) enta˜o
∇σ′
dt
=
∇ .σ
ds
ou seja, ∇ tem torc¸a˜o nula.
4. Se R e´ e o tensor de curvatura de ∇ definido por
R(X, Y )W = [dQ (X), dQ(Y ))]W
enta˜o, [∇
dt
,
∇
ds
]
W :=
(∇
dt
∇
ds
− ∇
ds
∇
dt
)
W = R (
.
σ, σ′)W
ou seja, a curvatura mede a na˜o comutatividade da derivada.
A observac¸a˜o seguinte relaciona curvatura e torc¸a˜o com derivada∇ em campos de vetores
onde Γ (TM) denota o conjunto de todos os campos de vetores suaves em M .
Observac¸a˜o 1. ([5] do Carmo cap´ıtulos 2 e 4) Seja m ∈M , v ∈ TmM , X, Y,W ∈ Γ (TM)
e f ∈ C∞ (M), enta˜o
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1. Regra do produto: ∇v (f ·X) = df (v) ·X (m) + f (m) · ∇vX
2. Torc¸a˜o nula: ∇XY −∇YX − [X, Y ] = 0
3. Tensor curvatura: R (X, Y )W = [∇X ,∇Y ]W −∇[X,Y ]W , onde
[∇X ,∇Y ]W := ∇X (∇YW )−∇Y (∇XW ) .
Ale´m disso, sejam u, v, w, z ∈ TmM enta˜o R possui as seguintes propriedades:
(a) R (u, v) = −R (v, u).
(b) [R (u, v)]T = −R (u, v).
(c) 〈R (u, v)w, z〉 = 〈R (w, z)u, v〉.
5. Tensor curvatura de Ricci: Para cada m ∈M , Ricm : TmM → TmM e´ definido por
Ricmv :=
∑
a∈S
R (v, a) a,
onde S ⊂ TmM e´ uma base ortonormal. Enta˜o RicTm = Ricm e Ricm pode ser calculado
como
〈Ricmu, v〉 = tr (dQ (dQ (u) v)− dQ (v) dQ (u))
para todo u, v ∈ TmM .
Para mostrar 5. primeiro verificaremos que dQ (Y (m))X (m) = dQ (X (m))Y (m). De
fato, sabemos que (∇YX) (m) = dY (X (m)) + dQ (X (m))Y (m) enta˜o
0 = (∇XY −∇YX) (m)− [X, Y ] (m)
= {dX (Y (m)) + dQ (Y (m))X (m)− dY (X (m))− dQ (X (m))Y (m)} − [X, Y ] (m)
= dQ (Y (m))X (m)− dQ (X (m))Y (m) .
Logo, para o item 5.,
〈Ric u, v〉 =
∑
a∈S
〈R (u, a) a, v〉
=
∑
a∈S
〈[dQ (u) , dQ (a)] a, v〉
=
∑
a∈S
〈(dQ (u) dQ (a)− dQ (a) dQ (u)) a, v〉
=
∑
a∈S
(〈dQ (u) dQ (a) a, v〉 − 〈dQ (a) dQ (u) a, v〉) .
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Usando que dQ (v) a = dQ (a) v e que dQ (u) e´ sime´trico temos
=
∑
a∈S
〈a, dQ (a) dQ (u) v〉 − 〈dQ (u) a, dQ (a) v〉
=
∑
a∈S
〈a, dQ (dQ (u) v) a〉 − 〈dQ (u) a, dQ (v) a〉
=
∑
a∈S
〈a, dQ (dQ (u) v) a〉 − 〈dQ (v) dQ (u) a, a〉
= tr (dQ (dQ (u) v)− dQ (v) dQ (u))
Queremos fixar a seguinte notac¸a˜o que sera´ usada na demonstrac¸a˜o dos pro´ximos resul-
tados desta sec¸a˜o. Se F ∈ C∞ (RN) enta˜o
(∂vF ) (x) :=
d
dt
|0 F (x+ tv) = F ′ (x) v
e
(∂v∂wF ) (x) = F
′′ (x) (v, w)
Note que se w : RN → RN e v ∈ RN , enta˜o
(∂v∂wF ) (x) = ∂v [F
′ (.)w (.)] (x) = F ′ (x) ∂vw (x) + F ′′ (x) (v, w)w (x)
A proposic¸a˜o seguinte e´ uma ferramenta para se demonstrar a identidade de Bochner-
Weitenbo¨ck que encontraremos mais adiante.
Proposic¸a˜o 2. Sejam Z ∈ Γ (TM) , v, w ∈ TmM e X,Y ∈ Γ (TM) tais que X (m) = v e
Y (m) = w. Enta˜o
1. ∇2v⊗ωZ e´ definido por
∇2v⊗ωZ := (∇X∇YZ −∇∇XYZ)
e´ bem definido, ou seja, independe das escolhas de X e Y .
2. Se Z (m) = (m, z (m)) onde z : RN → RN e´ uma func¸a˜o suave tal que z (m) ∈ TmM
para todo m ∈M , enta˜o
∇2v⊗wZ = dQ (v) dQ (w) z (m) + P (m) z′′ (m) (v, w)− P (m) z′ (m) [dQ (v)w]
3. O tensor curvatura R (v, w) pode ser calculado como
∇2v⊗wZ −∇2w⊗vZ = R (v, w)Z (m)
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4. Se V (s) e´ um campo de vetores ao longo do caminho σ em M , enta˜o temos a Regra
do produto,
∇
ds
(∇V (s)Z) = (∇∇
ds
V (s)Z
)
+∇2σ′(s)⊗V (s)Z
Demonstrac¸a˜o. Sejam X (m) = (m,x (m)), Y (m) = (m, y (m)) e Z (m) = (m, z (m)) onde
x, y, z : RN → RN sa˜o func¸o˜es suaves tais que x (m), y (m) e z (m) sa˜o elementos de TmM
para todo m ∈M . Enta˜o,
(∇X∇YZ −∇∇XYZ) = P∂x [P∂yz]− P∂P∂xyz
= P (∂xP ) ∂yz + P∂x∂yz − P∂P∂xyz
= P (∂xP ) ∂yz + Pz
′′ (x, y) + Pz′ [∂xy − P∂xy]
= (∂xP )Q∂yz + Pz
′′ (x, y) + Pz′ [Q∂xy]
derivando a identidade Qy = 0 em M temos que Q∂xy = − (∂xQ) y. Logo,
∇X∇YZ −∇∇XY = − (∂xP ) (∂yQ) z + Pz′′ (X, Y )− Pz′ [(∂xQ)Y ]
avaliando a expressa˜o acima em m, temos a equac¸a˜o
(∇X∇YZ −∇∇XYZ) (m) = dQ (v) dQ (w) z (m)+P (m) z′′ (m) (v, w)−P (m) z´ (m) [dQ (v)w]
e portanto conclu´ımos 2. Nesta equac¸a˜o, claramente verificamos 1. pois independe das
escolhas de X e Y .
Para verificarmos o item 3 basta usarmos a definic¸a˜o de tensor de curvatura dada por
R(X, Y )W = [dQ (X), dQ(Y ))]W
e a equac¸a˜o verificada no item 2.
Para mostrar 4. escolhemos um campo de vetores locais {Ei}di=1 definido em uma viz-
inhanc¸a de σ (s) tal que {Ei (σ (s))}di=1 e´ base para Tσ(s)M para cada s. Assim temos que
V (s) =
∑d
i=1 Vi (s)Ei (σ (s)),
∇
ds
V (s) =
d∑
i=1
{V ′i (s)Ei (σ (s)) + Vi (s)∇σ′(s)Ei}
e
∇
ds
(∇V (s)Z) = ∇
ds
(
d∑
i=1
Vi (s) (∇EiZ) (σ (s))
)
=
d∑
i=1
V ′i (s) (∇EiZ) (σ (s)) +
d∑
i=1
Vi (s)∇σ′(s) (∇EiZ)
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e ainda por 1.,
∇σ′(s) (∇EiZ) = ∇2σ′(s)⊗Ei(σ(s))Z +
(
∇∇σ′(s)EiZ
)
.
Usando esta u´ltima equac¸a˜o e a primeira temos,
∇
ds
(∇V (s)Z) = ∇∑d
i=1{V ′i (s)Ei(σ(s))+Vi(s)∇σ′(s)Ei}Z +
d∑
i=1
Vi (s)∇2σ′(s)⊗Ei(σ(s))Z
= ∇∇
ds
V (s)Z +∇2σ′(s)⊗V (s)Z
Chamaremos de Regra do produto, a seguinte equac¸a˜o, mantendo a notac¸a˜o do para´grafo
acima. Seja Y ∈ Γ (TM), enta˜o
vm (ω (Y )) = (∇vmω) (Y (m)) + ω (∇vmY )
ou seja, estamos definindo a derivada covariante de uma forma diferencia´vel. Ale´m disso,
para f ∈ C∞ (M) e vm, wm ∈ TmM ,
∇df (vm, wm) := (∇vmdf) (wm) ,
chamamos ∇df de Hessiana de f . Assim, sabemos que os seguintes resultados sa˜o va´lidos
para f ∈ C∞ (M), F ∈ C∞ (RN) tais que f = F |M ,X ,Y ∈ Γ (TM) e vm,wm ∈ TmM .
1. ∇df (X, Y ) = XY f − df (∇XY )
2. ∇df (vm, wm) = F ′′ (m) (v, w)− F ′ (m) dQ (vm)w
3. ∇df (vm, wm) = ∇df (wm, vm), uma outra manisfestac¸a˜o da torc¸a˜o nula.
O Laplaciano e´ um operador diferencia´vel de segunda ordem ∆, onde
∆ : C∞ (M)→ C∞ (M)
definido por
∆f := div (grad f)
portanto, dado um ponto m ∈ M , definimos um sistema ortonormal local {Ei}di=1 em m
como uma colec¸a˜o de campos de vetores locais definidos pro´ximos a m tais que {Ei(p)}di=1 e´
uma base ortonormal para TpM para todo p pro´ximo a m.
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Assim, se F ∈ C∞ (RN) e f := F |M sejam {ei}di=1 uma base ortonormal para TmM e
{Ei}di=1 um sistema ortonormal pro´ximo a m ∈M . Enta˜o,
∆f (m) =
d∑
i=1
∇df (Ei (m) , Ei (m)) ,
∆f (m) =
d∑
i=1
{Ei (Eif)− df
(∇Ei(m)Ei)}
e
∆f (m) =
d∑
i=1
F ′′ (m) (ei,ei)− F ′ (m) (dQ (Ei (m)) ei)
onde Ei (m) := (m, ei).
Seja {ei}Ni=1 base canoˆnica de RN defina Xi (m) := P (m) ei para todo m em M .
Proposic¸a˜o 3. Seja f ∈ C∞ (M) e Y ∈ Γ (TM) enta˜o
1. vm =
∑N
i=1〈vm, Xi (m)〉Xi (m) para todo vm ∈ TmM
2. grad f =
∑N
i=1Xif ·Xi
3. div (Y ) =
∑N
i=1〈∇XiY,Xi〉
4.
∑N
i=1∇XiXi = 0
5. ∆f =
∑N
i=1X
2
i f
Demonstrac¸a˜o. 1. Precisamos principalmente mostrar que
N∑
i=1
Xi (m)⊗Xi (m) =
d∑
i=1
ui ⊗ ui
onde {ui}di=1 e´ uma base ortonormal para TmM . Mas,
N∑
i=1
Xi (m)⊗Xi (m) =
N∑
i=1
P (m) ei ⊗ P (m) ei
esta u´ltima expressa˜o e´ independe da escolha da base ortonormal {ei}Ni=1 para RN . Enta˜o se
escolhermos {ei}Ni=1 tal que ei = ui para i = 1, ..., d, enta˜o
N∑
i=1
P (m) ei ⊗ P (m) ei =
d∑
i=1
ui ⊗ ui
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como gostar´ıamos. Desde de que
∑N
i=1〈vm, Xi (m)〉Xi (m) e´ quadra´tica em Xi, segue-se que
N∑
i=1
〈vm, Xi (m)〉Xi (m) =
d∑
i=1
〈vm, ui〉ui = vm.
2. E´ consequeˆncia imediata do item 1.
grad f (m) =
N∑
i=1
〈grad f (m) , Xi (m)〉Xi (m) =
N∑
i=1
df (Xi) ·Xi (m)
3.
∑N
i=1〈∇XiY,Xi〉 e´ quadra´tica em Xi e portanto
N∑
i=1
〈∇XiY,Xi〉 (m) =
d∑
i=1
〈∇uiY, ui〉 (m) = div (Y )
4.
N∑
i=1
(∇XiXi) (m) =
N∑
i=1
P (m) dP (Xi (m)) ei =
N∑
i=1
dP (P (m) ei)Q (m) ei.
A u´ltima expressa˜o e´ independente da escolha de uma base ortonormal {ei}Ni=1 para RN .
Enta˜o escolheremos ei = ui para i = 1, .., d, logo Q (m) ei = 0 para i = 1, .., d e P (m) ej = 0
para j > d e portanto cada parcela do somato´rio acima e´ zero.
5. Para calcularmos ∆f usamos a definic¸a˜o de grad f , os itens (2)-(4) e a regra do
produto
∆f = div (grad f) =
N∑
i=1
〈∇Xigrad f,Xi〉
=
N∑
i=1
Xi〈grad f,Xi〉 −
N∑
i=1
〈grad f,∇XiXi〉
=
N∑
i=1
XiXif
O seguinte lema te´cnico e´ para simplificar a demonstrac¸a˜o da identidade de Bochner-
Weitzenbo¨ck que trataremos logo adiante.
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Lema 4. Dado m ∈ M e v ∈ TmM existe V ∈ Γ (TM) tal que V (m) = v e ∇zV = 0
para todo z ∈ TmM . Ale´m disso, se {ei}di=1 e´ base ortonormal para TmM , existe um sistema
ortonormal local {Ei}di=1 pro´ximo a m tal que ∇zEi = 0 para todo z ∈ TmM .
Demonstrac¸a˜o. Para essa demonstrac¸a˜o iremos assumir que V , P e Q sa˜o extenso˜es para o
espac¸o no qual M esta´ mergulhado. Se tal V existe, enta˜o
0 = ∇zV = V ′ (m) + ∂zQ (m) v
isto e´,
−V ′ (m) = ∂zQ (m) v
para todo z ∈ TmM . Portanto, isso nos motiva a definir V por
V (x) := P (x) (v − ∂zQ (x) v) ∈ TxM para todo x ∈M .
Por construc¸a˜o V (m) = v, logo
∇zV = ∂z [P (x) (v − (∂zQ) (x) v)] |x=m + (∂zQ) (m) v
= (∂zP ) (m) v − P (m) (∂zQ) (m) v + (∂zQ) (m) v
= (∂zP ) (m) v +Q (m) (∂zQ) (m) v
= (∂zP ) (m) v + (∂zQ) (m) v
= 0
Para a segunda etapa da demonstrac¸a˜o escolhemos um fibrado local {Vi}di=1 tal que
Vi (m) = ei e∇zVi = 0 para todo i = 1, ..., d e z ∈ TmM . O fibrado {Ei}di=1 que gostar´ıamos e´
construido atrave´s da ortogonomalizac¸a˜o de Gram-Schmidt de {Vi}di=1. O fibrado ortonormal
resultante {Ei}di=1 satifaz a propriedade ∇zEi = 0 para todo z ∈ TmM . Por exemplo,
E1 = 〈V1, V1〉− 12V1 e como
z〈V1,V1〉 = 2〈∇zV1, V1 (m)〉 = 0
temos que,
∇zEi = z
(
〈V1, V1〉− 12
)
· V1 (m) + 〈V1, V1〉− 12 (m)∇zV1 (m) = 0.
A verificac¸a˜o de que ∇zEj = 0 para j = 2, ..., d e´ similar.
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Agora estamos preparados para demonstrar o teorema da identidade de Bochner-Weitzenbo¨ck.
Teorema 5. (Identidade de Bochner-Weitenbo¨ck). Sejam f ∈ C∞ (M) e a,b,c ∈ TmM ,
enta˜o
〈∇2a⊗bgrad f, c〉 = 〈∇2a⊗cgrad f, b〉
e se S ⊂ TmM e´ uma base ortonormal, enta˜o∑
a∈S
∇2a⊗agrad f = (grad ∆f) (m) + Ric grad f .
Demonstrac¸a˜o. Sejam a,b,c ∈ TmM e A,B,C ∈ Γ (TM) tal que A (m) = a, B (m) = b e
C (m) = c com ∇zA = ∇zB = ∇zC = 0 para todo z ∈ TmM . Enta˜o,
ABCf = AB〈grad f, C〉 = A〈∇Bgrad f, C〉+ A〈grad f,∇BC〉
= 〈∇A∇Bgrad f, C〉+ 〈∇Bgrad f,∇AC〉+ A〈grad f,∇BC〉.
Aplicando-se em m temos
(ABCf) (m) = (〈∇A∇Bgrad f, C〉+ A〈grad f,∇BC〉) (m)
= 〈∇2a⊗bgrad f, c〉+ (A〈grad f,∇BC〉) (m)
onde usamos que (∇AB) (m) = 0. Trocando-se B e C na equac¸a˜o anterior e calculando
(ABCf) (m)− (ACBf) (m)
temos
(A [B,C] f) (m) = 〈∇2a⊗bgrad f, c〉 − 〈∇2a⊗cgrad f, b〉
+ (A〈grad f,∇BC −5CB〉) (m)
= 〈∇2a⊗bgrad f, c〉 − 〈∇2a⊗cgrad f, b〉
+ (A〈grad f, [B,C]〉) (m)
= 〈∇2a⊗bgrad f, c〉 − 〈∇2a⊗cgrad f, b〉+ (A [B,C] f) (m) .
Logo,
〈∇2a⊗bgrad f, c〉 = 〈∇2a⊗cgrad f, b〉.
Agora suponha que {Ei}di=1 ⊂ TmM e´ um referencial ortonormal pro´ximo a m tal que
∇zEi = 0 para todo z ∈ TmM e ei = Ei (m).
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Como R (ei, c) grad f = ∇2ei⊗cgrad f −∇2c⊗eigrad f temos
d∑
i=1
〈∇2ei⊗eigrad f, c〉 =
d∑
i=1
〈∇2ei⊗cgrad f, ei〉
=
d∑
i=1
〈∇2c⊗eigrad f +R (ei, c) grad f, ei〉.
Como
d∑
i=1
〈∇2c⊗eigrad f, ei〉 =
d∑
i=1
(〈∇C∇Eigrad f, Ei〉) (m)
=
d∑
i=1
C〈∇Eigrad f, Ei〉 (m)
= (C∆f) (m)
= 〈(grad∆f) (m) , c〉
e usando que R (ei, c)
T = R (c, ei) temos
d∑
i=1
〈R (ei, c) grad f, ei〉 =
d∑
i=1
〈grad f,R (c, ei) ei〉
= 〈grad f,Ric (c)〉 = 〈Ric (grad f) , c〉
logo,
d∑
i=1
〈∇2ei⊗eigrad f, c〉 = 〈(grad ∆f) (m) , c〉+ 〈Ric (grad f) , c〉
= 〈(grad ∆f) (m) + Ric (grad f) , c〉
para qualquer c ∈ TmM .
1.2 Transporte Paralelo
Definic¸a˜o 6. Um caminho diferencia´vel V em TM e´ dito paralelo se ∇V (s)
ds
≡ 0.
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Teorema 7. Sejam σ uma curva diferencia´vel em M e (v0)σ(0) ∈ Tσ(0)M . Enta˜o existe um
u´nico campo de vetores suave V ao longo de σ tal que V e´ paralelo e V (0) = (v0)σ(0). Ale´m
disso, se V (s) e W (s) sa˜o campos de vetores paralelos ao longo de σ enta˜o
〈V (s) ,W (s)〉 = 〈V (0) ,W (0)〉
para todo s.
Demonstrac¸a˜o. Se V e W sa˜o campos de vetores paralelos, temos
d
ds
〈V (s) ,W (s)〉 = 〈∇
ds
V (s) ,W (s)〉+ 〈V (s) , ∇
ds
W (s)〉 = 0
pois ∇
ds
V (s) = ∇
ds
W (s) = 0. Assim,
〈V (s) ,W (s)〉 e´ constante
ou seja, 〈V (s) ,W (s)〉 = 〈V (0) ,W (0)〉 para todo s.
Se um campo de vetores paralelo V (s) = (σ (s) , v (s)) ao longo σ (s) existe, enta˜o
dv (s)
ds
+ dQ (σ′ (s)) v (s) = 0 e v (0) = v0
portanto, se o campo de vetores V existir e´ u´nico. Logo, seja v a u´nica soluc¸a˜o para a equac¸a˜o
acima, e V (s) := (σ (s) , v (s)), para terminarmos a demonstrac¸a˜o e´ suficiente mostrar que
v (s) ∈ Tσ(s)M .
Equivalentemente, queremos mostrar que ω (s) := q (s) v (s) e´ identicamente nulo, onde
q (s) = Q (σ (s)). Sejam v′ (s) = dv(s)
ds
e p (s) = P (σ (s)) enta˜o,
v′ = −q′v
e ja´ observamos que pq′ = q′q. Logo a func¸a˜o ω satisfaz
ω′ = q′v + qv′ = q′v − qq′v = pq′v = q′qv = q′ω
com ω (0) = 0. Mas esta equac¸a˜o diferencial ordina´ria possui ω ≡ 0 como u´nica soluc¸a˜o.
Definic¸a˜o 8. (Transporte paralelo) Dado um caminho diferencia´vel σ, seja
upslopeupslopes (σ) : Tσ(0)M → Tσ(s)M
definido por upslopeupslopes (σ) (v0)σ(0) = V (s), onde V e´ o u´nico campo de vetores paralelo ao longo
de σ tal que V (0) = (v0)σ(0).
Chamamos upslopeupslopes (σ) de transporte paralelo ao longo de σ ate´ o tempo s.
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Observac¸a˜o 9. Note queupslopeupslopes (σ) (v0)σ(0) = (u (s) v)σ(0), onde s→ u (s) ∈ Hom
(
Tσ(0)M,RN
)
e´ a u´nica soluc¸a˜o para a equac¸a˜o diferencial
u (s)
ds
+ dQ (σ′ (s))u (s) = 0 com u (0) = P (σ (0)) .
Pelo teorema anterior temos que u (s) : Tσ(0)M → RN e´ uma isometria para todo s e
portanto o contradomı´nio de u (s) e´ Tσ(s)M˙ . Ale´m disso, seja
−
u (s) uma soluc¸a˜o para
−
u (s)
ds
− −u (s) dQ (σ′ (s)) = 0 com −u (0) = P (σ (0)) .
Enta˜o
d
ds
[−
u (s)u (s)
]
=
−
u (s)
ds
u (s) +
−
u (s)
u (s)
ds
=
−
u (s) dQ (σ′ (s))u (s)− −u (s) dQ (σ′ (s))u (s)
= 0.
Portanto
−
u (s)u (s) = P (σ (0)) para todo s e assim
−
u (s) e´ o inverso do operador linear
u (s) : Tσ(0)M → Tσ(s)M
O pro´ximo lema nos fornece te´cnicas de calcular derivadas covariantes com o aux´ılio do
transporte paralelo.
Lema 10. Suponha Y ∈ Γ (TM), σ (s) um caminho em M , W (s) = (σ (s) , ω (s)) um
campo de vetores ao longo de σ e seja upslopeupslopes = upslopeupslopes (σ) o transporte paralelo ao longo de σ.
Enta˜o
1. ∇
ds
W (s) = upslopeupslopes dds [upslopeupslope
−1
s W (s)].
2. Para qualquer v ∈ Tσ(s)M ,
∇
ds
∇upslopeupslopesvY = ∇2σ′(s)⊗upslopeupslopesvY
Demonstrac¸a˜o. Seja
−
u (s) o inverso de u (s). Sabemos que
∇W (s)
ds
=
(
d
ds
W (s) + (dQ (σ′ (s))W (s)
)
σ(s)
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e pela observac¸a˜o 4,
d
ds
[
upslopeupslope−1s W (s)
]
=
(
d
ds
[−
u (s)W (s)
])
σ(s)
=
(−
u (s)
ds
W (s) +
−
u (s)
W (s)
ds
)
σ(s)
=
(
−
u (s) dQ (σ′ (s))W (s) +
−
u (s)
W (s)
ds
)
σ(s)
= upslopeupslope−1s
∇
ds
W (s)
concluindo o item 1.
Para demonstrar o item 2. considere uma base {Ei}Ni=1 de referenciais ortonormais ao
longo de σ (s). Enta˜o
upslopeupslopesv =
N∑
i=1
vi (s)Ei (σ (s))
temos
∇
ds
upslopeupslopesv (s) = 0. (1.1)
Como
∇
ds
∇upslopeupslopesvY =
∇
ds
[
N∑
i=1
vi (s) (∇EiY ) (σ (s))
]
=
N∑
i=1
v′i (s) (∇EiY ) (σ (s)) +
N∑
i=1
vi (s)∇σ′(s) (∇EiY )
e usando que ∇2σ′(s)⊗Ei(σ(s))Y :=
(
∇σ′(s)∇Ei(σ(s))Y −∇∇σ′(s)Ei(σ(s))Y
)
(σ (s)) temos
∇σ′(s) (∇EiY ) = ∇2σ′(s)⊗Ei(σ(s))Y +∇∇σ′(s)Ei(σ(s))Y . (1.2)
De (1.1) e (1.2) concluimos
∇
ds
∇upslopeupslopesvY = ∇∇
ds
upslopeupslopesv(s)Y +
d∑
i=1
vi(s)∇2σ′(s)⊗Ei(σ(s))Y
= ∇2σ′(s)⊗upslopeupslopesvY .
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Neste momento discutiremos a noc¸a˜o de derivada covariante em M ×RN que extende a
noc¸a˜o de ∇ definida anteriormente. Consideremos o fibrado normal sobre M ,
N (M) :=
⋃
m∈M
({m} × TmM⊥) ⊂M × RN
Analogamente a definic¸a˜o de ∇ em TM , faz sentido extender ∇ para o fibrado normal
N (M) por
∇V (s)
ds
= (σ (s) , Q (σ (s)) v′ (s)) = (σ (s) , v′ (s) + dP (σ′ (s)) v (s))
para todos os caminhos s→ V (s) = (σ (s) , v (s)) emN (M). Assim, esta derivada covariante
em fibrados normais satisfaz propriedades ana´logas para ∇ em fibrados tangentes TM .
As derivadas covariantes em TM definem uma derivada covariante em M×RN . Ou seja,
se V (s) = (σ (s) , v (s)) e´ um caminho diferencia´vel em M × RN , sejam p(s) := P (σ (s)) e
q (s) := Q (σ (s)), definimos
∇V (s)
ds
:= (σ (s) , p(s)
d
ds
{p (s) v (s)}+ q(s) d
ds
{q(s)v(s)})
Como
∇V (s)
ds
=
(
σ (s) ,
d
ds
{p (s) v (s)}+ q′(s)p(s)v (s) + d
ds
{q(s)v(s)}+ p′ (s) q (s) v (s)
)
= (σ (s) , v′ (s) + q′(s)p(s)v (s) + p′ (s) q (s) v (s))
= (σ (s) , v′ (s) + dQ (σ′ (s))P (σ (s)) v (s) + dP (σ′ (s))Q (σ (s)) v (s))
podemos escrever
∇V (s)
ds
= (σ (s) , v′ (s) + Γ (σ′ (s)) v (s)) (1.3)
onde
Γ (ωm) vm := dQ (ωm)P (m) v + dP (ωm)Q (m) v (1.3.1)
para todo ωm ∈ TM e v ∈ RN .
1.3 Mapa de desenvolvimento de Cartan
Assumiremos que M e´ uma variedade riemanniana compacta, W∞ (ToM) e´ o conjunto de
caminhos diferencia´veis por partes, b : [0, 1]→ ToM tal que b (0) = 0o ∈ ToM e que W∞o (M)
e´ o conjunto dos caminhos diferencia´veis por partes, σ : [0, 1]→M tal que σ (0) = o ∈M .
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Teorema 11. (Mapa de desenvolvimento de Cartan) Para cada b ∈ W∞ (ToM) existe um
u´nico σ ∈ W∞o (M) tal que
σ′ (s) :=
(
σ (s) ,
dσ
ds
)
= upslopeupslopes (σ) b′ (s) e σ (0) = o. (1.4)
Demonstrac¸a˜o. Suponha que σ seja soluc¸a˜o de (1.4) e
upslopeupslopes (σ) vo = (o, u(s) v) onde u (s) : ToM → RN
enta˜o u satisfaz a equac¸a˜o diferencial
u′ (s) + dQ (σ′ (s))u (s) = 0 com u (0) = u0
onde u0v := v para todo v ∈ ToM . Logo, a equac¸a˜o (1.4) e´ equivalente ao par de equac¸o˜es
diferenciais ordina´rias,
σ′ (s) = u (s) b′ (s) com σ (0) = o (1.5)
u′ (s) + dQ (σ (s) , u (s) b′ (s))u (s) = 0 com u(0) = u0. (1.6)
Portanto, a unicidade da soluc¸a˜o e´ consequeˆncia direta do teorema de unicidade para
equac¸o˜es diferenciais ordina´rias homogeˆneas.
Seja z := (z<, z>) um difeomorfismo entre um aberto A que conte´m m de E ⊃ M e
um aberto B de RN com z (A ∩M) = B ∩ (Rd × {0}). Assim, z< denota as primeiras d
coordenadas e z> as u´ltimas N − d coordenadas. Sabemos que Q possui uma extensa˜o para
uma vizinhanc¸a de m ∈M em RN tal que Q (x) e´ uma projec¸a˜o ortogonal sobre Ker (z′> (x)) .
Logo, para algum s muito pequeno, podemos definir σ e u como as u´nicas soluc¸o˜es das
equac¸o˜es (1.5) e (1.6) com valores em RN e Hom
(
ToM,RN
)
respectivamente. Dessa forma,
precisamos mostrar agora dois pontos fundamentais, o primeiro e´ σ (s) ∈M e o outro e´ que
o contradomı´nio de u (s) e´ Tσ(s)M .
Seja ω (s) := Q (σ (s))u (s), da equac¸a˜o (1.6) temos que u′ = −dQ (σ′)u. E ainda
ω′ = dQ (σ′)u+Q (σ)u′ = dQ (σ′)u−Q (σ) dQ (σ′)u
= P (σ) dQ (σ′)u = dQ (σ′)Q (σ)u = dQ (σ′)ω
onde de PQ = 0 temos dPQ+ PdQ = 0 e de P +Q = I temos dP + dQ = 0, ou seja,
PdQ = −dPQ = dQQ.
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Como ω (0) = 0 segue-se da unicidade de soluc¸o˜es para equac¸o˜es diferenciais ordina´rias
homogeˆneas que ω ≡ 0, isto e´, o contradomı´nio de u (s) e´ Tσ(s)M . Portanto,
[u (s)] ⊂ Ker [Q (σ (s))] = Ker [z′> (σ (s))] .
Consequentemente temos,
d (z> (σ (s)))
ds
= z′> (σ (s))
dσ (s)
ds
= z′> (σ (s))u (s) b
′ (s) = 0
para s muito pequeno e como z′> (σ (s)) = z
′
> (0) = 0, temos z
′
> (σ (s)) = 0, ou seja,
σ (s) ∈M .
Assim, mostramos que existe uma soluc¸a˜o (σ, u) para s muito pequeno das equac¸o˜es
(1.5) e (1.6) tais que σ permanece em M e u (s) e´ o transporte paralelo ao longo de s. Por
me´todos utilizados em equac¸o˜es diferenciais ordina´rias existe uma soluc¸a˜o maximal (σ, u)
com essas mesmas propriedades. Note que (σ, u) e´ um caminho em M×Iso (ToM,RN), onde
Iso
(
ToM,RN
)
denota o conjunto de isometrias de ToM para RN . Como M×Iso
(
ToM,RN
)
e´ compacto temos que (σ, u) na˜o explode. Portanto, (σ, u) e´ definido no mesmo intervalo
onde b esta´ definido.
Notac¸a˜o 12. Seja φ : W∞ (ToM)→ W∞o (M) com φ (b) = σ onde σ e´ soluc¸a˜o de (1.4). A
inversa de φ que denotaremos por Ψ verifica que
Ψs (σ) = b (s) =
∫ s
0
upslopeupsloper (σ)−1 σ′ (r) dr.
Concluiremos esta sec¸a˜o calculando as derivadas de Ψ e φ.
Teorema 13. (Derivada de Ψ) Seja (t, s) → Σ (t, s) um mapa diferencia´vel em M tal que
Σ (t, .) ∈ W∞o (M) para todo t. Seja
H (s) :=
.
Σ (0, s) :=
(
Σ (0, s) ,
dΣ (t, s)
dt
|t=0
)
portanto H e´ um campo de vetores ao longo de σ := Σ (0, .). Definimos(
Rupslopeupslopes(σ) (a, c)
)
(s) := upslopeupslopes (σ)−1R (upslopeupslopes (σ) a,upslopeupslopes (σ) c)upslopeupslopes (σ)
para todo a,c ∈ ToM .
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Enta˜o
dΨ (H) =
dΨ (Σ (t, .))
dt
|t=0
= upslopeupslopes (σ)−1H (s)
+
∫
0
(∫
0
Rupslopeupslopes(σ)
(
upslopeupslopes (σ)−1H (s) , b′ (s) ds
))
b′ (s) ds
onde b = Ψ (σ) e
∫
0
fb′ (s) ds e´ a notac¸a˜o para a func¸a˜o s→ ∫ s
0
f (r) b′ (r) dr quando f e´ um
caminho de matrizes.
Demonstrac¸a˜o. Para simplificar a notac¸a˜o sejam “ . ”= d
dt
|0, “ ′ ”= dds , B (t, s) := Ψ (Σ (t, .)) (s),
U (t, s) := upslopeupslopes (Σ (t, .)), h (s) := upslopeupslopes (σ)−1H (s), u (s) := upslopeupslopes (σ) = U (0, s) e
.
b (s) := (dΨ (H)) (s) :=
dB (t, s)
dt
|t=0 .
Com esta notac¸a˜o temos,
Σ′ = UB′ ,
.
Σ = H = uh e
∇U
ds
= 0
onde ∇U
ds
: ToM → TΣM e´ definido por ∇Uds a := ∇(Ua)ds para todo a ∈ ToM , ou equivalente-
mente, ∇U
ds
= P (Σ)U ′.
Aplicando ∇
dt
na equac¸a˜o Σ′ = UB′ e na equac¸a˜o
.
Σ = uh em t = 0 temos,
∇U
dt
|t=0 b′ + u
.
b
′
=
∇Σ′
dt
|t=0= ∇
.
Σ
ds
= uh′.
Portanto,
.
b
′
= h′ + Ab′. (1.7)
onde A := −U−1∇U
dt
|t=0, ou seja,
∇U
dt
(0, .) = −uA. (1.8)
Aplicando ∇
ds
na equac¸a˜o (1.8) e usando que ∇u
ds
= 0. Temos,
−uA′ = ∇
ds
∇
dt
U |t=0=
[∇
ds
,
∇
dt
]
U |t=0= R (σ′, H)u.
Assim, A′ = Ru (h, b′). Integrando-se esta identidade (em relac¸a˜o a s, pois nesse caso
temos independeˆncia em relac¸a˜o a t) e usando que A (0) = 0, segue-se
A =
∫
0
Ru(h, b
′ (s) ds) (1.9)
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Integrando-se a equac¸a˜o (1.7) em relac¸a˜o a s e usando a equac¸a˜o (1.9) temos,
dΨ (H) =
dΨ (Σ (t, .))
dt
|t=0
= upslopeupslopes (σ)−1H (s) +
∫
0
(∫
0
Rupslopeupslopes(σ)(upslopeupslopes (σ)
−1H (s) , b′ (s) ds)
)
b′ (s) ds.
Teorema 14. (Derivada de φ). Sejam b,k ∈ W∞ (ToM) e (t, s) → B (t, s) um mapa
diferencia´vel sobre ToM tal que B (t, .) ∈ W∞ (ToM), B (0, s) = b (s), e
.
B (0, s) = k (s).
Por exemplo, B (t, s) = b (s) + tk (s). Enta˜o,
φ∗ (k) :=
d
dt
|0 (B (t, .)) = upslopeupslope. (σ)h,
onde σ := φ (s) e h e´ a primeira componente na soluc¸a˜o (h,A) para o par de equac¸o˜es
diferencia´veis:
k′ = h′ + Ab′ com h (0) = 0 (1.10)
e
A′ = Rupslopeupslopes(σ) (h, b
′) com A (0) = 0. (1.11)
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema e´ ana´loga a do anterior, dessa forma usaremos
a mesma notac¸a˜o assumida naquela prova, definindo Σ por Σ (t, s) = φs (B (t, .)). Enta˜o,
com B (t, .) = Ψ (Σ (t, .)) temos da hipo´tese que,
k =
d
dt
|0 Ψ (Σ (t, .)) = dΨ (H) .
Como ja´ sabemos, dΨ (H) = h+
∫
0
(∫
0
Rupslopeupslopes(σ)(h, b
′ (s) ds)
)
b′ (s) ds. Portanto, definindo
A :=
∫
0
Rupslopeupslopes(σ)(h, b
′ (s) ds) e derivando em relac¸a˜o a s segue-se que A resolve a equac¸a˜o
(1.10) e h a equac¸a˜o (1.11).
O pro´ximo resultado tratara´ da poss´ıvel mudanc¸a do ponto base, ou seja, queremos incluir
a possibilidade de Σ (t, .) /∈ W∞o (M) quando t 6= 0. Portanto, e´ visto como uma extensa˜o
do teorema 13.
Teorema 15. Seja (t, s)→ Σ (t, s) uma func¸a˜o suave em M tal que σ := Σ (0, .) ∈ W∞o (M).
Defina H (s) := dΣ(t,s)
dt
|t=0e h (s) := upslopeupslopes (σ)−1H (s). (E´ importante notar que H (0) e h (0)
na˜o precisam mais serem iguais a 0). Seja
U (t, s) := upslopeupslopes (Σ (t, .))upslopeupslopet (Σ (., 0)) : ToM → TΣ(t,s)M ,
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portanto ∇U(t,0)
dt
= 0 e ∇U(t,s)
ds
≡ 0. Com B (t, s) := ∫ s
0
U (t, r)−1 Σ′ (t, r) dr, enta˜o
.
b (s) :=
d
dt
|0 B (t, s) = hs +
∫ s
0
(∫
0
Rupslopeupslopes(σ)(h, b
′ (s) ds)
)
b′ (s) ds
onde b := Ψ (σ).
Demonstrac¸a˜o. Para simplificar a notac¸a˜o sejam “ . ”= d
dt
|0 e “ ′ ”= dds , ja´ sabemos que
B (t, s) :=
∫ s
0
U (t, r)−1 Σ′ (t, r) dr, U (t, s) := upslopeupslopes (Σ (t, .))upslopeupslopet (Σ (., 0)), e ainda temos
h (s) := upslopeupslopes (σ)−1H (s), b (s) := Ψ (Σ (0, s)) e u (s) := upslopeupslopes (σ) = U (0, s), segue-se
Σ′ = UB′ ,
.
Σ = H = uh,
∇U
ds
= 0 e
∇U (t, 0)
dt
= 0.
Aplicando ∇
dt
na equac¸a˜o Σ′ = UB′ e na equac¸a˜o
.
Σ = uh em t = 0 temos,
∇U
dt
|t=0 b′ + u
.
b
′
=
∇Σ′
dt
|t=0= ∇
.
Σ
ds
= uh′.
Portanto,
.
b
′
= h′ + Ab′ (1.12)
onde A := −U−1∇U
dt
|t=0, ou seja,
∇U
dt
(0, .) = −uA (1.13)
Aplicando ∇
ds
na equac¸a˜o (1.13) e usando que ∇u
ds
= 0. Temos,
−uA′ = ∇
ds
∇
dt
U |t=0=
[∇
ds
,
∇
dt
]
U |t=0= R (σ′, H)u.
Assim, A′ = Ru (h, b′). Integrando-se esta identidade (em relac¸a˜o a s, pois nesse caso temos
independeˆncia em relac¸a˜o a t) e usando que A (0) = 0, segue-se
A =
∫
0
Ru(h, b
′ (s) ds). (1.14)
Integrando-se a equac¸a˜o (1.12) em relac¸a˜o a s e usando a equac¸a˜o (1.14) temos,
.
b (s) : =
d
dt
|0 B (t, s)
= upslopeupslopes (σ)−1H (s) +
∫ s
0
(∫
0
Rupslopeupslopes(σ)(upslopeupslopes (σ)
−1H (s) , b′ (s) ds)
)
b′ (s) ds.
CAPI´TULO 2
INTRODUC¸A˜O A GEOMETRIA
ESTOCA´STICA
Neste cap´ıtulo iremos assumir algum conhecimento sobre o ca´lculo estoca´stico no contexto
euclidiano. Para uma abordagem breve mas que desenvolve as primeiras ide´ias ver P. R.
C. Ruffino [13] e Z. Brzezniak e T. Zastawniak [2]. Para contextos mais abrangentes ver P.
Protter [12], M. Emery [8] e H. Kunita [10].
Na primeira sec¸a˜o temos como objetivo revisar alguns conceitos ba´sicos do ca´lculo es-
toca´stico ate´ a fo´rmula de Itoˆ. Logo apo´s, introduziremos a chamada geometria de segunda
ordem com a finalidade de calcularmos a fo´rmula geome´trica de Itoˆ na terceira sec¸a˜o. Para
mais detalhes ver P. J. Catuogno [3] e [4]. Assim, na quarta sec¸a˜o, iniciaremos os estudos
de equac¸o˜es diferenciais estoca´sticas em variedades calculando a forma de Itoˆ da equac¸a˜o de
Stratonovich e ainda o teorema da existeˆncia e unicidade de soluc¸o˜es da mesma, e na u´ltima
sec¸a˜o conheceremos o movimento Browniano em uma variedade diferencia´vel com resultados
relevantes para o pro´ximo cap´ıtulo.
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2.1 Fo´rmula de Itoˆ
Definic¸a˜o 16. Sejam Y uma semimartingale. Para cada X processo estoca´stico adaptado
cont´ınuo real definimos a integral de Itoˆ,∫ t
0
XdY := lim
‖pi‖→0
∞∑
i=0
(Xti)
(
Yti+1∧t − Yti∧t
)
com pi = {0 = t0 < t1 < ...} uma partic¸a˜o de [0,∞) tal que limn→∞ tn = ∞. Definimos
‖pi‖ := supi | ti+1 − ti | como o ma´ximo para pi e ti ∧ t := min{t, ti}.
E ainda a integral de Stratonovich como∫ t
0
XδY :=
∫ t
0
XdY +
1
2
[X, Y ]t (2.1)
onde,
[X, Y ]t = lim‖pi‖→0
∞∑
i=0
(
Xt∧ti −Xt∧ti+1
) (
Yti+1∧t − Yti∧t
)
=
∫ t
0
dXdY
O fato de uma semimartingale ter variac¸a˜o quadra´tica limitada evidencia que a fo´rmula
de Itoˆ sera´ um ca´lculo de segunda ordem.
Teorema 17. Fo´rmula de Itoˆ (fo´rmula de mudanc¸a de coordenadas no RN):
Seja F : RN → R de classe C2 e X = (X1, ..., XN) : Ω× [0,∞)→ RN uma semimartingale
cont´ınua definida no domı´nio de F . Enta˜o F (X) e´ uma semimartingale e ainda
F (Xt) = F (X0) +
N∑
i=1
∫ t
0
∂F
∂xi
(Xs) dX
i
s +
1
2
N∑
i,j=1
∫ t
0
∂2F
∂xi∂xj
(Xs) d
[
X i, Xj
]
s
que e´ a decomposic¸a˜o da semimartingale F (X).
Demonstrac¸a˜o. Segue-se do Teorema 2.3.11 de H. Kunita [10].
Teorema 18. (Fo´rmula de Itoˆ para integral de Stratonovich) Nas mesmas condic¸o˜es do
teorema anterior
f (X)− f (X0) =
N∑
i=1
∫ t
0
(∂if) (Xs) δX
i
s
Demonstrac¸a˜o. Segue do Teorema 2.3.12 de H. Kunita [10].
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2.2 Geometria de Schwartz ou Geometria de Segunda
Ordem
Nesta sec¸a˜o veremos as definic¸o˜es ba´sicas da geometria de segunda ordem importantes para
a apresentac¸a˜o dos resultados expostos na pro´xima sec¸a˜o como a a fo´rmula de conversa˜o
de Itoˆ para Stratonovich ou fo´rmula geome´trica de Itoˆ. Para uma abordagem mais geral e´
interessante consultar os cap´ıtulos 6 e 7 do livro de M. Emery [8] e os trabalhos de P. J.
Catuogno [3] e P. A. Meyer [11].
Sejam M uma variedade diferencia´vel e x um ponto de M , o espac¸o tangente de segunda
ordem em M no ponto x, denotado por τxM , e´ o espac¸o vetorial dos operadores diferencia´veis
no ponto x de M de ordem menor ou igual a dois sem termo constante. Sejam U ⊂ M um
aberto e {xi} um sistema de coordenadas locais de M em torno de x ∈ U . Resulta que todo
L ∈ τxM escreve-se de maneira u´nica como
L = ai
∂
∂xi
+ aij
∂2
∂xi∂xj
com aij = aji onde adotamos a convenc¸a˜o de Einstein. Note que os elementos de TxM
podem ser vistos como operadores diferencia´veis de ordem um sem termo constante de M
em x e portanto TxM ⊂ τxM . Os elementos de τxM sa˜o chamados de vetores tangentes
de segunda ordem e os elementos do espac¸o vetorial dual τ ∗xM sa˜o chamados de formas de
segunda ordem (ou covetores de segunda ordem), o fibrado tangente de segunda ordem τM
e o fibrado cotangente de segunda ordem τ ∗M sa˜o definidos pelas unio˜es disjuntas
τM =
⋃
x∈M
τxM e τ
∗M =
⋃
x∈M
τ ∗xM .
Notemos que o fibrado tangente e´ um subfibrado do fibrado de segunda ordem.
Sejam M uma variedade riemmaniana mergulhada no RN com me´trica induzida pelo
mergulho. A conexa˜o ∇ em M pode ser associada a um projetor linear p : τM → TM
definido por
p(X) = X
p (XY ) = ∇XY
onde X, Y sa˜o elementos de TM . O projetor linear e´ bem definido pois cada elemento de
τM pode ser escrito como produto de vetores tangentes de primeira ordem sem depender da
escolha destes.
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Sejam M e N variedades diferencia´veis e φ : M → N suave. Temos que φ induz uma
operac¸a˜o
φ∗(x) : τxM → τφ(x)N
definida por
φ∗(x)L (f) := L (f ◦ φ) (x)
para todo L ∈ τxM e f ∈ C∞ (N).
Para um covetor de segunda ordem θ ∈ τ ∗φ(x)N definimos o pull-back φ∗(x)θ ∈ τ ∗xM de θ
pela fo´rmula
φ∗(x)θ (L) = θ (φ∗(x)L)
para todo L ∈ τxM .
Definic¸a˜o 19. Sejam U ⊂ M aberto, x ∈ U e f ,g ∈ C∞ (U). Definimos d2f (x) ∈ τ ∗xM e
(df · dg) (x) ∈ τ ∗xM por
d2f (x) · V = V (f)
(df · dg) (x) · V = 1
2
(V (fg)− f (x)V (g)− g (x)V (f)) (x)
onde V ∈ τxM .
Na verdade, seja U ⊂ M um aberto e {xi} um sistema de coordenadas local de M em
torno de x ∈ U , podemos escrever θ ∈ τ ∗xM de forma u´nica como
θ (x) = θi (x) d2xi + θ
ij (x) dxi · dxj
onde θij = θji e θi,θij ∈ C∞(M), pois {d2xi, 2 dxi · dxj : i ≤ j} e´ a base dual de associada a
{ ∂
∂xi
, ∂
2
∂xi∂xj
: i ≤ j} pois,
d2xk · ∂
∂xi
= δki
(dxk · dxl) · ∂
∂xi
= 0
d2xk · ∂
2
∂xi∂xj
= 0
(dxk · dxl) · ∂
2
∂xi∂xj
=
1
2
[
δki δ
l
j + δ
l
iδ
k
j
]
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Assim, escrevemos θ = θi (x) d2xi + θij (x) dxi · dxj de acordo com a notac¸a˜o do in´ıcio
dessa sec¸a˜o.
Ainda podemos definir o operador de Stratonovich.
Definic¸a˜o 20. O operador de Stratonovich δ : T ∗M → τ ∗M e´ o u´nico operador linear que
verifica para toda func¸a˜o f e toda 1-forma ω,
1. δ (df) = d2f
2. δ (fω) = H (df ⊗ ω) + fdω
onde H : T ∗M ⊗ T ∗M → τ ∗M e´ um operador linear que satisfaz
H (df ⊗ dg) = df · dg.
Se θ = θidxi e´ uma 1-forma temos
δθ = δ
(
θidxi
)
= H
(
dθi ⊗ dxi)+ θid (dxi)
= dθi · dxi + θid (dxi)
=
∂θi
∂xj
dxj · dxi + θid2xi.
2.3 Fo´rmula geome´trica de Itoˆ
Definic¸a˜o 21. Assumiremos que M e´ uma subvariedade mergulhada de RN com estrutura
riemanniana induzida. Uma M-semimartingale e´ uma RN -semimartingale cont´ınua X tal
que X (ω, s) ∈M para todo (ω, s) ∈ Ω× [0,∞).
Como f ∈ C∞ (M) e´ a restric¸a˜o de uma func¸a˜o diferencia´vel F em RN , segue-se da
fo´rmula de Itoˆ que f ◦ X = F ◦ X e´ RN -semimartingale se X e´ uma M -semimartingale.
Reciprocamente, se X e´ um M -processo e f ◦X e´ R-semimartingale para toda f ∈ C∞ (M)
enta˜o X e´ uma M -semimartingale. De fato, seja x = (x1, ..., xN) as coordenadas canoˆnicas
do RN , enta˜o Xi := xi ◦X e´ uma R-semimartingale para cada i, o que implica que X e´ uma
RN -semimartingale.
Seja X uma M -semimartingale. Para θ ∈ Γ (τ ∗M) a integral de θ ao longo de X e´ dada
no sistema de coordenadas local X = (X1, ..., XN) por∫ t
0
θd2X =
∫ t
0
θi(X)dX is +
1
2
∫ t
0
θij (Xs) d
[
X i, Xj
]
s
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onde d2X e´ visto como um elemento de τM , que para toda f ∈ C∞ (M),
d (f (X)) = (d2X) f
portanto a expressa˜o e´ independente da escolha de coordenadas.
Por outro lado, P. A Meyer [11] demonstrou que para cada conexa˜o ∇ na variedade
diferencia´vel M existe uma sec¸a˜o p do fibrado vetorial Hom (τM, TM) tal que p(X) =
X e p (XY ) = ∇XY onde X, Y sa˜o elementos de Γ (TM) como foi visto anteriormente.
Denominamos por ∇M a sec¸a˜o p e chamaremos ∇M de conexa˜o em M .
Seja M uma variedade munida da conexa˜o ∇M , seja θXt ∈ Γ (T ∗M) uma 1-forma e um
processo estoca´stico cont´ınuo ao longo de Xt. A integral de Itoˆ de θ ao longo de X e´ definida
por ∫
θd∇
M
X =
∫ (∇M)∗ θd2X
onde
(∇M)∗ : T ∗xM → τ ∗xM e´ o pull-back de ∇M . Para escrever a expressa˜o acima em
coordenadas locais {xi} sabemos que,
∇M
(
∂
∂xi
)
=
∂
∂xi
e ∇M
(
∂
∂xi∂xj
)
= Γkij
∂
∂xk
seja θ = θidxi. Logo
(∇M)∗ θ = θi (∇M)∗ (dxi)
= θi
[(
dxi
) ◦ ∇M]
e como
(∇M)∗ θ ∈ τ ∗xM , temos(∇M)∗ θ = aid2xi + aijdxi · dxj
onde
al =
(∇M)∗ θ( ∂
∂xl
)
= θ
(
∇M
(
∂
∂xl
))
= θ
(
∂
∂xl
)
= θl
e
akl =
(∇M)∗ θ( ∂2
∂xk∂xl
)
= θ
(
∇M
(
∂2
∂xk∂xl
))
= θ
(
Γjkl
∂
∂xj
)
=
(
θidxi
)(
Γjkl
∂
∂xj
)
= θiΓikl.
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Logo,
(∇M)∗ θ = θlΓlij dxi · dxj + θid2xi. Portanto,∫
θd∇
M
X =
∫
θi (X) dX i +
1
2
∫
θi(X)Γlijd
[
X i, Xj
]
e´ a expressa˜o em coordenadas locais da integral de Itoˆ de θ ao longo de X.
Definic¸a˜o 22. Uma M-semimartingale X e´ uma ∇M -martingale se para qualquer 1-forma
θ a integral de Itoˆ definida acima e´ uma martingale local.
Para demonstrar o resultado principal desta sec¸a˜o precisamos visualizar o comportamento
do pull-back de um covetor de segunda ordem em termos da integral estoca´stica. De fato,
sejam F : M → N uma aplicac¸a˜o diferencia´vel, X uma M -semimartingale e θ ∈ τ ∗F (X)N um
processo estoca´stico adaptado de segunda ordem ao longo de F (X). Queremos mostrar∫
F ∗θd2X =
∫
θd2F (X) .
Seja (U, {xi}) um sistema de coordenadas local para M tal que x ∈ U e (V, {yi}) sistema
de coordenadas local para N tal que y = F (x) ∈ N . Logo,
θ = θid2yi + θijdyi · dyj
como F ∗θ ∈ τ ∗M temos
F ∗θ = ald2xl + alkdxl · dxk
onde
al = F
∗θ
(
∂
∂xl
)
= θ
(
F∗
(
∂
∂xl
))
= θid2yi
(
F∗
(
∂
∂xl
))
+ θij
(
dyi · dyj)(F∗( ∂
∂xl
))
= θid2yi
(
∂
(
yk ◦ F)
∂xl
∂
∂yk
)
+ θij
(
dyi · dyj)(∂ (yk ◦ F)
∂xl
∂
∂yk
)
calculando cada termo da soma acima temos,
d2yi
(
∂
(
yk ◦ F)
∂xl
∂
∂yk
)
=
(
∂
(
yk ◦ F)
∂xl
∂
∂yk
)(
yi
)
=
∂ (yi ◦ F )
∂xl
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e (
dyi · dyj)(∂ (yk ◦ F)
∂xl
∂
∂yk
)
= 0
Portanto,
al = θ
i∂ (y
i ◦ F )
∂xl
.
Agora, queremos calcular
alk = F
∗θ
(
∂2
∂xl∂xk
)
= θ
(
F∗
(
∂2
∂xl∂xk
))
= θid2yi
(
F∗
(
∂2
∂xl∂xk
))
+ θij
(
dyi · dyj)(F∗( ∂2
∂xl∂xk
))
= θi
∂2 (yi ◦ F )
∂xl∂xk
+ θij
(
∂2
∂xl∂xk
((
yi ◦ F) . (yj ◦ F))) .
Assim, a expressa˜o para F ∗θ e´ dada por
F ∗θ =
(
θi
∂ (yi ◦ F )
∂xl
)
d2xl
+
(
θi
∂2 (yi ◦ F )
∂xl∂xk
+ θij
∂2
∂xl∂xk
((
yi ◦ F) . (yj ◦ F))) dxl · dxk.
Logo,∫
F ∗θd2X =
∫ (
θi (X)
∂ (yi ◦ F )
∂xl
)
d2X l
+
1
2
∫ (
θi (X)
∂2 (yi ◦ F )
∂xl∂xk
+ θij (X)
(
∂2
∂xl∂xk
((
yi ◦ F) . (yj ◦ F)))) [dX l, dXk]
=
∫
θi (X) d2F i (X) +
1
2
∫
θl (X) Γlijd
[
F i (X) , F j (X)
]
=
∫
θd2F (X) .
Para desenvolver a fo´rmula geome´trica de Itoˆ do pro´ximo teorema estamos interessados
nas seguintes definic¸o˜es e resultados.
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Definic¸a˜o 23. Seja b ∈ Γ (T ∗M ⊗ T ∗M) e X uma M-semimartingale. Definimos a integral
quadra´tica de b ao longo X como∫
b (dX, dX) =
∫
bij (X) d
[
X i, Xj
]
.
Observe que bx = b
ijdxi ⊗ dxj ∈ T ∗xM ⊗ T ∗xM = Hom
(
T ∗xM ⊗ T ∗xM,RN
)
.
Proposic¸a˜o 24. Seja bsim a parte sime´trica de b. Enta˜o∫
b (dX, dX) =
∫
bsim (dX, dX)
Em particular, se b e´ antisime´trico, enta˜o∫
b (dX, dX) = 0
Demonstrac¸a˜o.
∫
bsim (dX, dX) =
∫ b(dX,dX)+b(dX,dX)
2
=
∫
b (dX, dX).
Proposic¸a˜o 25. Seja F : M → N uma aplicac¸a˜o diferencia´vel e X uma M-semimartingale.
Enta˜o ∫
b (d (F ◦X) , d (F ◦X)) =
∫
(F ∗ ⊗ F ∗) b (dX, dX)
Demonstrac¸a˜o. Seja b = bij dxi ⊗ dxj. Logo,∫
b (d (F ◦X) , d (F ◦X)) =
∫
bij (F ◦X) d [F i (X) , F j (X)]
Como
F j (X) = F j (X0) +
∫
∂F j
∂xk
(X) dXk +
1
2
∫
∂2F j
∂xk∂xl
(X) d
[
Xk, X l
]
e
F i (X) = F i (X0) +
∫
∂F i
∂xk
(X) dXk +
1
2
∫
∂2F i
∂xk∂xl
(X) d
[
Xk, X l
]
Enta˜o, calculando-se d [F i (X) , F j (X)] temos
d
[
F i (X) , F j (X)
]
= d
[∫
∂F i
∂xk
(X) dXk,
∫
∂F j
∂xl
(X) dX l
]
=
∂F i
∂xk
(X) dXk.
∂F j
∂xl
(X) dX l
=
(
F i∗ ⊗ F j∗
)
d
[
X i, Xj
]
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Assim, temos∫
bij (F ◦X) d [F ◦X,F ◦X] =
∫
bij (F ◦X) (F∗ ⊗ F∗) d [X,X]
=
∫
(F ∗ ⊗ F ∗) bijd [X i, Xj]
por definic¸a˜o do pull-back. Assim,∫
b (d (F ◦X) , d (F ◦X)) =
∫
(F ∗ ⊗ F ∗) b (dX, dX)
como quer´ıamos.
Definic¸a˜o 26. Seja θ uma forma de primeira ordem ao longo da M-semimartingale X. A
integral de Stratonovich de θ em relac¸a˜o a X e´ definida por∫
θδX :=
∫
δθd2X
Seja (U, {xi}) um sistema de coordenadas local para M tal que x ∈ M . Calculamos na
sec¸a˜o anterior,
δθ =
∂θi
∂xj
dxj · dxi + θid2xi
Assim, a expressa˜o definida acima, em coordenadas locais, e´ dada por∫
θδX =
∫
θidX i +
1
2
∫
∂θi
∂xj
d
[
X i, Xj
]
Lema 27. A fo´rmula de conversa˜o de Stratonovich para Itoˆ e´ dada por∫
θδX =
∫
θd∇
M
X +
1
2
∫
∇Mθ(dX, dX)
Demonstrac¸a˜o. Seja (U, {xi}) coordenadas locais para M tal que x ∈ M . Como foi visto
anteriormente para uma forma de primeira ordem θ = θidxi, temos∫
θd∇
M
X =
∫
θidX i +
1
2
∫
θl (X) Γlijd
[
X i, Xj
]
e ∫
θδX =
∫
θidX i +
1
2
∫
∂θi
∂xj
d
[
X i, Xj
]
.
Logo, ∫
θδX =
∫
θd∇
M
X +
1
2
∫ (
∂θi
∂xj
− θlΓlij
)
d
[
X i, Xj
]
.
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Como ∇ ∂
∂xj
θ
(
∂
∂xi
)
= ∇θji temos ∇θ = ∇θji dxj ⊗ dxi. Logo,
∂
∂xj
θ
(
∂
∂xi
)
= ∇ ∂
∂xj
θ
(
∂
∂xi
)
+ θ
(
∇ ∂
∂xj
∂
∂xi
)
assim,
∂
∂xj
θi − Γlijθ
(
∂
∂xl
)
= ∇ ∂
∂xi
θ
(
∂
∂xj
)
∂
∂xj
θi − Γlijθl = ∇θji
e portanto, ∫
θδX =
∫
θd∇
M
X +
1
2
∫ (
∂θi
∂xj
− θlΓlij
)
d
[
X i, Xj
]
=
∫
θd∇
M
X +
1
2
∫
∇θjid [X i, Xj]
=
∫
θd∇
M
X +
1
2
∫
∇Mθ(dX, dX).
Denotamos por β∗F a forma fundamental de F
Teorema 28. (Fo´rmula geome´trica de Itoˆ) Sejam M e N variedades munidas das conexo˜es
∇M e ∇N respectivamente, e F : M → N uma aplicac¸a˜o diferencia´vel. Seja X uma M-
semimartingale e θ uma 1-forma em N . Enta˜o∫
θd∇
N
F (X) =
∫
F ∗θd∇
M
X +
1
2
∫
β∗F θ (dX, dX) .
Demonstrac¸a˜o. Pela fo´rmula de conversa˜o de Stratonovich para Itoˆ temos que∫
θd∇
N
F (X) =
∫
θδF (X)− 1
2
∫
∇Nθ(dF (X) , dF (X))
=
∫
θδF (X)− 1
2
∫
F ∗∇N (dX, dX)
e ainda sabemos que∫
θδF (X) =
∫
F ∗θδX =
∫
F ∗θd∇
M
X +
1
2
∫
∇MF ∗θ (dX, dX)
Portanto,∫
θd∇
N
F (X) =
∫
F ∗θd∇
M
X +
1
2
∫ (∇MF ∗ − F ∗∇N) θ (dX, dX)
=
∫
F ∗θd∇
M
X +
1
2
∫
β∗F θ (dX, dX)
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2.4 Equac¸o˜es diferenciais estoca´sticas em Variedades
Notac¸a˜o 29. Suponha que {Xi}ni=0 ⊂ Γ (TM) sa˜o campos de vetores em M . Para a ∈ Rn
seja
Xa (m) := X (m) a =
n∑
i=1
aiXi (m)
com Xi (m) : Rn → TmM linear para cada m ∈M .
Definic¸a˜o 30. Seja βs uma Rn-semimartingale dizemos que uma M-semimartingale Ys re-
solve a equac¸a˜o diferencial estoca´stica de Stratonovich
δYs = X (Ys) δβs +X0 (Ys) ds :=
n∑
i=1
Xi (Ys) δβ
i
s +X0 (Ys) ds (2.2)
se para toda f ∈ C∞ (M),
δf (Ys) =
n∑
i=1
(Xif) (Ys) δβ
i
s +X0f (Ys) ds,
ou seja,
f (Ys) = f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) δβ
i
r +
∫ s
0
X0f (Yr) dr (2.3)
Lema 31. (Forma de Itoˆ para a equac¸a˜o (2.2)) Suponha que β e´ um movimento Browniano
a valores em Rn e seja L := 1
2
∑n
i=1X
2
i +X0. Enta˜o Ys resolve a equac¸a˜o (2.2) se e somente
se
f (Ys) = f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) dβ
i
r +
∫ s
0
Lf (Yr) dr. (2.4)
Demonstrac¸a˜o. Suponha que Ys resolve (2.2)
Por (2.1) temos,∫ s
0
(Xif) (Yr) δβ
i
r =
∫ s
0
(Xif) (Yr) dβ
i
r +
1
2
[
(Xif) (Yr) , β
i
r
]
s
onde [
(Xif) (Yr) , β
i
r
]
s
=
∫ s
0
d [(Xif) (Yr)] dβ
i
r.
Como
d ((Xif) (Yr)) =
n∑
j=1
(XjXif) (Yr) dβ
j
r + d(BV )
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onde BV denota um processo de variac¸a˜o limitada.
Logo,
[
(Xif) (Yr) , β
i
r
]
s
=
∫ s
0
(
n∑
j=1
(XjXif) (Yr) dβ
j
rdβ
i
r + d(BV )dβ
i
r
)
=
n∑
i=1
∫ s
0
(
X2i f
)
(Yr) dr
Assim, aplicando na equac¸a˜o (2.3) temos a equac¸a˜o (2.4) pois
f (Ys) = f (Y0) +
n∑
i=1
(∫ s
0
(Xif) (Yr) dβ
i
r +
1
2
∫ s
0
(
X2i f
)
(Yr) dr
)
+
∫ s
0
X0f (Yr) dr
= f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) dβ
i
r +
∫ (
1
2
n∑
i=1
X2i +X0
)
f (Yr) dr
= f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) dβ
i
r +
∫ s
0
Lf (Yr) dr.
Reciprocamente, se a equac¸a˜o (2.4) e´ verdadeira para toda f ∈ C∞ (M), em particular
para Xif ∈ C∞ (M) temos
d ((Xif) (Yr)) = (XjXif) (Yr) dβ
j
r + LXif (Yr) dr.
Como anteriormente,
n∑
i=1
∫ s
0
(Xif) (Yr) δβ
i
r =
n∑
i=1
∫ s
0
(Xif) (Yr) dβ
i
r +
1
2
n∑
i=1
∫ s
0
(
X2i f
)
(Yr) dr
ou seja,
n∑
i=1
∫ s
0
(Xif) (Yr) dβ
i
r =
n∑
i=1
∫ s
0
(Xif) (Yr) δβ
i
r −
1
2
n∑
i=1
∫ s
0
(
X2i f
)
(Yr) dr.
Logo, usando o resultado acima na equac¸a˜o (2.3) temos
f (Ys) = f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) δβ
i
r −
1
2
n∑
i=1
∫ s
0
(
X2i f
)
(Yr) dr +
∫ s
0
Lf (Yr) dr
= f (Y0) +
n∑
i=1
∫ s
0
(Xif) (Yr) δβ
i
r +
∫ s
0
X0f (Yr) dr
como quer´ıamos.
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Para o pro´ximo resultado, assumiremos que M e´ uma subvariedade mergulhada compacta
do Rn. Isto evita poss´ıveis problemas de exploso˜es das equac¸o˜es diferenciais estoca´sticas.
Teorema 32. Dado um ponto m ∈M existe uma u´nica Y semimartingale em M , que resolve
a equac¸a˜o (2.2) com a condic¸a˜o inicial Y0 = m. Observe que a soluc¸a˜o depende suavemente
da condic¸a˜o inicial.
Demonstrac¸a˜o. Primeiro estamos interessados em mostrar a existeˆncia de soluc¸o˜es, para
isto seja M uma variedade mergulhada no Rn com me´trica riemanniana induzida pelo mer-
gulho. Pelo Teorema da Vizinhanc¸a Tubular, existe uma vizinhanc¸a de M , M (ε) tal que
1. M ⊂M (ε) e M (ε) e´ aberto,
2. Se x ∈M (ε) enta˜o a distaˆncia d (x,M) e´ dada por um segmento perpendicular a M ,
3. d(x,M) < ε.
Agora, seja ϕ ∈ C∞ (RN) tal que
ϕ ≡ 1 em M ( ε
4
)
ϕ ≡ 0 fora de M ( ε
2
)
e 0 ≤ ϕ ≤ 1.
Consideramos a func¸a˜o F (x) = ϕ (x) ·d (x,M)2, logo F e´ suave, e extendemos os campos
de vetores Xi que determinam
δYs =
n∑
i=1
Xi (Ys) δβ
i
s +X0 (Ys) ds
para campos de vetores X˜i em Rn, podemos assumir que os campos sa˜o nulos fora de
M (ε). Fixamos R > 0 e vemos que na bola B [0, R] temos
| X˜iF (x) |≤ CF (x)
| X˜iX˜jF (x) |≤ CF (x)
onde C depende de R. Observemos que X˜iF (x) = 0 se e somente se x ∈ M e
X˜iX˜jF (x) = 0 se e somente se x ∈M . Pela fo´rmula de Itoˆ temos,
F (Yt) = F (Y0) +
∫ t
0
(
X˜iF
)
(Ys) dβ
i
s +
∫ t
0
L˜F (Ys) ds
com F (Y0) = 0. Aplicando a desigualdade de Cauchy-Schwartz e pela desigualdade de
Burkholder temos
E
(
sup | F (Yt) |2
) ≤ C ∫ t
0
E
(| F (Ys) |2) ds
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Logo, pela desigualdade de Gronwall, F (Ys) = 0 para todo t e portanto Yt ∈M .
Agora queremos mostrar a unicidade da soluc¸a˜o. Se Y e´ soluc¸a˜o para a equac¸a˜o (2.2)
enta˜o para F ∈ C∞(RN), temos
dF (Ys) =
n∑
i=1
(XiF ) (Ys) δβ
i
s +X0F (Ys) ds
=
n∑
i=1
(ZiF ) (Ys) δβ
i
s + Z0F (Ys) ds
onde {Zi}Ni=1 e´ um campo de vetores em Rn de suporte compacto tal que Zi = Xi em M .
Tomando F como as coordenadas canoˆnicas do Rn temos que Y tambe´m resolve a equac¸a˜o
dYs =
n∑
i=1
iZi (Ys) δβ
i
s + Z0 (Ys) ds com Y0 = m.
Mas esta e´ uma equac¸a˜o diferencial estoca´stica em um espac¸o euclidiano Rn com coefi-
cientes de suporte compacto, portanto temos uma u´nica soluc¸a˜o.
O pro´ximo resultado e´ muito importante para semimartingales em subvariedades mer-
gulhadas pois, em particular, afirma que toda semimartingale em uma variedade e´ soluc¸a˜o
de uma equac¸a˜o estoca´stica diferencia´l de Stratonovich definida na variedade.
Proposic¸a˜o 33. Suponha que M e´ uma subvariedade compacta de Rn e para cada x ∈ M ,
seja P (x) : Rn → TxM a projec¸a˜o ortogonal. Se X e´ uma M-semimartingale, enta˜o
Xt = X0 +
∫ t
0
P (Xs) δXs. (2.5)
Demonstrac¸a˜o. Seja {xi} base canoˆnica do Rn. Definimos
Pi (x) = P (x)xi, Qi (x) = xi − P (x)xi
logo Pi (x) e´ tangente a M , Qi (x) e´ normal a M e Pi (x) +Qi (x) = xi. Seja
Yt = X0 +
∫ t
0
Pi (Xs) δX
i
s. (2.5.1)
Inicialmente vamos verificar que Y ∈ M . Seja f uma func¸a˜o diferencia´vel na˜o-negativa em
Rn que se anula apenas em M . Pela fo´rmula de Itoˆ temos,
f (Yt) = f (X0) +
∫ t
0
Pif (Xs) δX
i
s. (2.5.2)
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Mas se x ∈M enta˜o Pi (x) ∈ TxM e Pif (x) = 0. Portanto, Pif (Xs) = 0 e, consequente-
mente, f (Yt) = 0 que mostra Yt ∈M para todo t.
Agora, para cada x ∈ RN seja h (x) o ponto em M mais pro´ximo de x. Como M e´
compacta, h : Rn →M ⊆ Rn e´ uma aplicac¸a˜o diferencia´vel bem definida em cada vizinhanc¸a
de M e constante em cada segmento de de reta perpendicular a M , ou seja, Qih (x) = 0
para x ∈M . Visualizando {xi} como um campo de vetores em Rn, temos que
Pih (x) = Pih (x) +Qih (x) = xih (x) , x ∈M (2.5.3)
Como Yt = h (Yt) pois Yt ∈M , logo por (2.5.1)
Yt = X0 +
∫ t
0
Pih (Xs) δX
i
s.
Usando (2.5.3) temos
Yt = X0 +
∫ t
0
Pih (Xs) δX
i
s = X0 +
∫ t
0
xih(Xs)δX
i
s
= h (Xt)
pela fo´mula de Itoˆ em Rn. Mas, h (Xt) = Xt pois Xt ∈M . Assim,
Yt = h (Xt)
como quer´ıamos.
2.5 Movimento Browniano
O movimento Browniano foi descoberto por Robert Brown em 1882, um botaˆnico que notou
movimentos extremamente irregulares em pequenas part´ıculas de po´len. Desde de enta˜o o
fenoˆmeno tem sido estudado por f´ısicos. A primeira verificac¸a˜o do fenoˆmeno foi estabelecida
por Einstein em 1905. Norbert Wiener o formalizou como um objeto matema´tico. Uma
raza˜o para a importaˆncia do movimento Browniano e´ que este descreve va´rios modelos
matema´ticos, os mais importantes seriam as equac¸o˜es diferenciais estoca´sticas, desenvolvidas
por Itoˆ.
Definic¸a˜o 34. Seja M uma variedade riemanniana munida da conexa˜o ∇M . Uma M-
semimartingale Y e´ dita uma ∇M -martingale se uma das condic¸o˜es abaixo e´ satisfeita:
1.
∫ t
0
θd∇
M
Y e´ martingale local para toda 1-forma θ de M .
2. Para toda f ∈ C∞ (M), f (Y )− f (Y0)− 12
∫ ∇df (dY, dY ) e´ uma martingale local.
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Definic¸a˜o 35. O processo cont´ınuo estoca´stico Y e´ dito movimento Browniano se
f (Y )− f (Y0)− 1
2
∫ .
0
∆f (Y ) ds
e´ uma martingale local para toda f ∈ C∞ (M), tal que ∫ .
0
∆f (Y ) ds e´ o processo estoca´stico
t→ ∫ t
0
∆f (Y ) ds.
Lema 36. Para cada m ∈M , seja I (M) := ∑di=1Ei⊗Ei onde {Ei}di=1 e´ uma base ortonor-
mal para TmM . Uma semimartingale X em M e´ um Movimento Browniano se e somente
se X e´ uma martingale e
dX ⊗ dX = I (M) ds.
A u´ltima condic¸a˜o, de forma mais precisa, significa que∫ .
0
b (dX ⊗ dX) =
∫ .
0
b (I (X)) ds
para todo b ∈ Γ (T ∗M ⊗ T ∗M).
Demonstrac¸a˜o. Suponha que X e´ um movimento browniano em M , ou seja,
f (X)− f (X0)− 1
2
∫ .
0
∆f (X) ds
e´ um martingale local. Se f ,g ∈ C∞ (M),
d (f (X) g (X)) = d (f (X)) · g (X) + f (X) d (g (X))
+d [f (X) , g (X)]
∼= 1
2
{∆f (X) g (X) + f (X) ∆g (X)}ds
+d [f (X) , g (X)]
onde ∼= significa igualdade a menos de uma martingale. Por outro lado,
d (f (X) g (X)) ∼= 1
2
∆ (fg) (X) ds
=
1
2
{∆f(X)g(X) + f(X)∆g(X) + 2〈grad f , grad g〉 (X)}ds
Das duas equac¸o˜es anteriores temos
d [f(X), g(X)] = 〈grad f , grad g〉 (X) ds = df ⊗ dg (I (X)) ds.
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Pelo lema 30 temos se b = h · df ⊗ dg enta˜o∫ .
0
h (X) (dX ⊗ dX) =
∫ .
0
h(X)d [f(X), g(X)]
=
∫ .
0
h(X) (df ⊗ dg) (I (X)) ds
=
∫ .
0
b (I (X)) ds.
Como um elemento b ∈ Γ (T ∗M ⊗ T ∗M) e´ uma combinac¸a˜o linear de expresso˜es da forma
h df ⊗ dg, segue-se que
dX ⊗ dX = I (M) ds.
E ainda da equac¸a˜o acima temos,
(∇df) (dX ⊗ dX) = (∇df) (I (X)) ds = ∆f (X) ds
e portanto,
f (X)− f (X0)− 1
2
∫ .
0
∇df (dX ⊗ dX)
= f (X)− f (X0)− 1
2
∫ .
0
∆f (X) ds
e´ uma martingale e assim X e´ uma martingale.
Agora, assumiremos que X e´ martingale e a equac¸a˜o dX ⊗ dX = I (M) ds e´ verdadeira.
Portanto temos as equac¸o˜es,
(∇df) (dX ⊗ dX) = (∇df) (I (X)) ds = ∆f (X) ds
e
f (X)− f (X0)− 1
2
∫ .
0
∇df (dX ⊗ dX)
= f (X)− f (X0)− 1
2
∫ .
0
∆f (X) ds
ou seja, por definic¸a˜o X e´ um movimento Browniano.
CAPI´TULO 3
TRANSPORTE PARALELO
ESTOCA´STICO
As principais refereˆncias para este cap´ıtulo esta˜o em B. K. Driver [6], K. D. Elworty [7],
H. Kunita [10], e E. P. Hsu [9]. Na primeira parte iremos apresentar algumas ide´ias que
sera˜o u´teis para a demonstrac¸a˜o de resultados nas outras sec¸o˜es. Logo apo´s iniciaremos os
estudos do transporte paralelo estoca´stico desenvolvendo os chamados teorema do trans-
porte paralelo em M ×RN e o mapa de desenvolvimento estoca´stico, o ana´logo ao mapa de
desenvolvimento de Cartan no contexto estoca´stico. Na terceira sec¸a˜o nos focalizamos no
trabalho de K. D. Elworthy sobre as construc¸o˜es de rolamentos estoca´sticos. Em seguida tra-
balharemos com construc¸o˜es de semimartingales e do movimento Browniano com a mesma
abordagem que desenvolvemos nas sec¸o˜es anteriores, empregando a ide´ia do transporte par-
alelo ao longo de uma semimartingale em uma variedade M . Alguns dos resultados sa˜o os
ana´logos estoca´sticos dos apresentados cap´ıtulo 1. Na quinta sec¸a˜o trataremos de resultados
mais refinados de uma interpretac¸a˜o da soluc¸a˜o da chamada equac¸a˜o de Stratonovich atrave´s
de fluxos estoca´sticos e finalizaremos com o teorema de filtragem de ru´ıdos redundantes.
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3.1 Preliminares
Definic¸a˜o 37. Suponha que α e´ uma 1-forma em M e V e´ uma TM-semimartingale, ou
seja, Vs = (Xs, vs), onde X e´ uma M-semimartingale e v e´ uma RN -semimartingale tal que
vs ∈ TXsM para todo s. Definimos∫ t
0
αδ∇Vs :=
∫ t
0
α (Xs) (P (Xs) δvs) .
Suponha que α (vm) = θ (m) v, onde θ : M →
(
RN
)∗
e´ uma func¸a˜o diferencia´vel.
Derivando a identidade v = P (X) v temos
δ∇V = P (X) δv = δv + dQ (δX) v
que sera´ muito u´til nos ca´lculos do cap´ıtulo. Portanto temos a seguinte expressa˜o∫ .
0
α
(
δ∇V
)
=
∫ .
0
θ (X)P (X) δv =
∫ .
0
α (X) {δv + dQ (δX) v}.
Mantendo a notac¸a˜o que acabamos de introduzir, chamaremos de regra do Produto a seguinte
equac¸a˜o
δ (α (V )) = ∇α (δX ⊗ V ) + α (δ∇V )
onde ∇α (δX ⊗ V ) := γ (δX) e γ e´ uma semimartingale em T ∗M definida por
γs (ω) := ∇α (ω ⊗ Vs) = (∇ωα) (Vs)
para qualquer ω ∈ TXsM .
Para encontrarmos a regra do Produto demonstraremos que se α = fdg para func¸o˜es
f ,g ∈ C∞ (M), enta˜o ∫ .
0
α (δX) =
∫ .
0
f (X) δ (g (X)) .
De fato, sejaG uma func¸a˜o suave em RN tal que g = G |M enta˜o α˜ (m) = f (m) G´ (m)P (m)
pois se α e´ uma 1-forma temos que α˜ : M → (RN)∗ e´ definido por
α˜ (m) .v = α ((P (m) .v)m)
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com P (m) : RN → TmM projec¸a˜o ortogonal. Logo,∫
α (δX) =
∫ .
0
f (X)G′ (X)P (X) δX
=
∫ .
0
f (X)G′ (X) δX
=
∫ .
0
f (X) δ(G (X))
=
∫ .
0
f (X) δ(g (X))
como quer´ıamos.
Agora, para demonstrar a regra do Produto seja θ : RN → (RN)∗ um mapa suave tal
que α˜ (m) = θ (m) |TmM para todo m ∈M pelo lema anterior temos
δ (θ (X)P (X)) = d (θP ) (δX)
e portanto pela Regra do produto usual encontrada no cap´ıtulo 1, sec¸a˜o 1.1 temos
δ (θ (X)P (X)) .v = ∇α (ω ⊗ Vs) := ∇ωα (Vs). Enta˜o,
δ (α (V )) = δ (θ (X) v) = δ (θ (X)P (X) v)
= (d(θP ) (δX)) v + θ(X)P (X)δv
= (d (θP ) (δX)) v + α˜ (X) δv
= ∇α (δX ⊗ V ) + α (δ∇V ) .
3.2 Transporte paralelo estoca´stico
Definic¸a˜o 38. Uma TM-semimartingale V e´ chamada de paralela se δ∇V ≡ 0, ou seja,∫ t
0
αδ∇V ≡ 0
para todas as 1-formas α em M .
Proposic¸a˜o 39. Uma TM-semimartingale V = (X, v) e´ paralela se e somente se∫ t
0
P (Xs) δvs =
∫ t
0
(δvs + dQ (δXs) vs) ≡ 0.
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Demonstrac¸a˜o. Seja x = {xi} as coordenadas canoˆnicas em RN . Se V e´ paralelo enta˜o,
0 ≡
∫ t
0
dxiδ∇Vs =
∫ t
0
〈ei, P (X) δv〉
para todo i logo segue-se o resultado.
Reciprocamente, suponha que ∫ t
0
P (Xs) δvs = 0
e seja α uma 1-forma qualquer temos que,∫ t
0
αδ∇Vs :=
∫ t
0
α (Xs)P (Xs) δvs = 0
como quer´ıamos.
Definic¸a˜o 40. Denominaremos de O (N) o fibrado ortogonal de N (M) tal que
O (N) :=
⋃
x∈N
Ox (N)
onde Ox (N) e´ o conjunto de todas as isometrias u : T0M → TxM
O pro´ximo resultado e´ fundamental para a definic¸a˜o de transporte paralelo estoca´stico.
Teorema 41. (Transporte paralelo em M × RN) Seja X uma M-semimartingale e ainda
V0 (m) = (m, v (m)) tal que v : M → RN e´ uma func¸a˜o mensura´vel para todo m ∈M , enta˜o
existe um u´nico campo de TM-semimartingales paralelo denotado por V tal que V0 = V0 (X0)
e Vs ∈ TXsM para todo s. Ale´m disso, se u e´ a soluc¸a˜o da equac¸a˜o diferencial estoca´tica:
δu+ Γ (δX)u = 0 com u0 = I ∈ O (N) (3.1)
O processo u definido em (3.1) e´ ortogonal para todo s e satisfaz P (Xs)us = usP (X0).E
ainda, se X0 = 0 ∈M q.t.p., v ∈ T0M e ω ⊥ T0M , enta˜o usv e usω satisfazem
δ{usv}+ dQ (δX)usv = P (X) δ{usv} = 0
δ{usω}+ dP (δX)usω = Q (X) δ{usω} = 0.
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Demonstrac¸a˜o. Note que, como Γ = dQP + dPQ onde P e Q sa˜o projec¸o˜es ortogonais e
portanto matrizes sime´tricas, temos
ΓT = PdQ+QdP = −dPQ− dQP = −Γ.
Vejamos, seja u a soluc¸a˜o da equac¸a˜o (3.1) e A(X) := Γ (δX). Enta˜o,
δ
(
uTu
)
= (−Au)T u+ uT (−Au)
= −uTATu− uTAu
= uT
(−AT − A)u
= uT (A− A)u = 0.
Logo, uTs us = u
T
0 u0 = I. Isto e´ o processo u e´ ortogonal para todo s. Para a segunda etapa,
calculemos δ
(
uTP (X)u
)
pela regra do produto,
δ
(
uTP (X)u
)
= uT (dP (δX)u− P (X) Γ (δX)u) + δuTP (X)u
= uT (dP (δX)u− P (X) Γ (δX) + Γ (δX)P (X))u
onde
dP (δX) + Γ (δX)P (X)− P (X)Γ (δX)
= dP (δX) + (dQ (δX)P (X) + dP (δX)Q (X))P (X)
−P (X) (dQ (δX)P (X) + dP (δX)Q (X))
= dP (δX) + dQ(δX)P (X)− dP (δX)Q(X)
= dP (δX) + dQ(δX)(I(X)−Q(X))− dP (δX)Q(X)
= dP (δX) + dQ(δX)− (dQ(δX) + dP (δX))Q(X)
= 0
pois dP + dQ = 0. Como δ
(
uTP (X)u
)
= 0, temos
uTs P (X)us = P (X0)
para todo s.
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Assim, P (Xs)us = usP (X0). Para mostrar a primeira equac¸a˜o de
δ (uv) = δ (P (X)uv) = P (δX)uv + P (X) δ (uv) ,
usaremos que P (X)uv = uv. Portanto,
δ (uv) = δ (P (X)uv) = P (δX)uv + P (X) δ (uv) ,
ou seja, δ (uv) + dQ (δX)uv = P (X) δ (uv). Para a segunda equac¸a˜o temos
P (X) δ(uv) = P (X) (−Γ (δX)u) v
= −P (X) Γ (δX) (uv)
= −P (X) (dQ (δX)P (X) + dP (δX)Q (X)) (uv)
= −dQ (δX)Q (X)P (X) δ (uv) = 0
pois QP = 0.
Para mostrar a equac¸a˜o
δ (usω) + dP (δX)usω = Q (X) δ (usω) = 0
usaremos que Q(X)uω = uω,
δ (uω) = δ (Q(X)uω)
= Q (δX)uω +Q (X) δ (uω)
ou seja,
δ (uω) + dP (δX)usω = Q (X) δ (uω) .
Agora, para mostrar a segunda parte da equac¸a˜o, calculamos
Q (X) δ (uω) = −Q (X) Γ (δX) (uv)
= −Q (X) (dQ (δX)P (X) + dP (δX)Q (X)) (uv)
= −dP (δX)P (X)Q (X) δ (uv) = 0
pois PQ = 0.
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Definic¸a˜o 42. (Transporte paralelo estoca´stico) Dados v ∈ RN e uma M-semimartingale
X, chamaremos de transporte paralelo estoca´stico
upslopeupslopes (X) vX0 = (Xs, usv)
onde u e´ soluc¸a˜o da equac¸a˜o (3.1). Note que Vs = upslopeupslopes (X)V0.
Observac¸a˜o 43. Neste momento denotamos por us o transporte paralelo upslopeupslopes := upslopeupslopes (X)
e vs ao inve´s de Vs = (Xs, vs). Fixaremos um ponto base o ∈ M e assumiremos que as X,
M-semimartingales, iniciara˜o em o ∈M .
Para cada M-semimartingale X, seja Ψ (X) := b onde a extensa˜o do mapa de desen-
volvimento a processos e´ dada por
b :=
∫ .
0
u−1δX =
∫ .
0
uT δX
enta˜o b ≡ Ψ (X) e´ uma ToM-semimartingale tal que b0 = 0o ∈ ToM .
Teorema 44. (Mapa de desenvolvimento estoca´stico) Suponha que temos o ∈M e b e´ uma
T0M-semimartingale. Enta˜o existe uma u´nica M-semimartingale X tal que
δXs = upslopeupslopesδbs = usδbs (3.2)
com X0 = o, onde u e´ soluc¸a˜o da equac¸a˜o (3.1)
Demonstrac¸a˜o. A prova desse resultado e´ o ana´lago estoca´stico a prova do teorema do mapa
de desenvolvimento de Cartan. Portanto, podemos seguir o me´todo de demonstrac¸a˜o desse
teorema para mostrar a existeˆncia e unicidade da seguinte equac¸a˜o diferencial estoca´stica,
Se (X, u) ∈M ×O (N)
δX = uδb
onde
δu = −Γ(δX)u = −Γ(uδb)u
com u0 = I ∈ O (N).
Que e´ equivalente a seguinte equac¸a˜o de Itoˆ,
du = −Γ(X)dXu+ 1
2
(Γ (X) (dX) Γ(X)dX − Γ′ (X) [dX, dX])u.
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Logo, se
z = −
∫
Γ(X)dX +
1
2
∫
(Γ (X) (dX) Γ(X)dX − Γ′ (X) [dX, dX])
temos que a equac¸a˜o δu − Γ (δX)u = 0 e´ equivalente a equac¸a˜o diferencial estoca´stica
du = dzu. Pelo teorema de existeˆncia e unicidade de soluc¸o˜es visto na sec¸a˜o de Ca´lculo
estoca´stico em Variedades sabemos du = dzu com u (0) = uo possui u´nica soluc¸a˜o logo
δu−Γ (δX)u = 0 com u (0) = u0 possui u´nica soluc¸a˜o e u e´ uma semimartingale. Portanto,
temos o resultado.
Notac¸a˜o 45. Assim como no caso diferencia´vel, definimos X = φ (b) o mapa de anti-
desenvolvimento e portanto
Ψ (X) := φ−1 (b) =
∫ .
0
upslopeupsloper (X)−1 δXr.
Na proposic¸a˜o que se segue assumiremos que bs, us e Xs esta˜o relacionadas pelas equac¸o˜es
(3.2) e (3.1), ou seja, X = φ (b) e us = upslopeupslopes (X).
Proposic¸a˜o 46. Seja X = φ (b) enta˜o
P (X) dX = udb.
E ainda,
dX ⊗ dX = udb⊗ udb :=
d∑
i,j=1
uei ⊗ uejdbidbj
onde {ei}di=1 e´ uma base ortonormal para ToM e b =
∑d
i=1 b
iei. Mais precisamente,∫ .
0
ρ(dX ⊗ dX) =
∫ .
0
d∑
i,j=1
ρ (uei ⊗ uej) dbidbj
para toda ρ ∈ Γ (T ∗M ⊗ T ∗M).
Demonstrac¸a˜o. Considere a identidade
dX = uδb = udb+
1
2
dudb
= udb− 1
2
Γ (δX)udb
= udb− 1
2
Γ(udb)udb.
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Lembremos que Γ foi definido por Γ (ωm) v := dQ (ωm)P (m) v+ dP (ωm)Q (m) v para todo
ωm ∈ TM e v ∈ RN . Portanto,
P (X) dX = udb− 1
2
d∑
i,j=1
P (X) Γ ((uei)X)uejdb
idbj.
Observando que
PΓP = P (dQP + dPQ)P = PdQP = PQdQ = 0
temos a equac¸a˜o P (X) dX = udb. Assim,
dX ⊗ dX = udb⊗ udb = u
d∑
i=1
d
(
biei
)⊗ u d∑
j=1
d
(
bjej
)
=
d∑
i,j=1
uei ⊗ uejdbidbj
ou seja, ∫
ρ (dX ⊗ dX) =
∫ d∑
i,j=1
ρ (uei ⊗ uej) dbidbj.
3.3 Aplicac¸o˜es de rolamento estoca´stico
A construc¸a˜o estoca´stica de rolamento do movimento Browniano foi desenvolvida por J. Eells
e K. D. Elworthy que pode ser encontrada em K. D. Elworthy [9].
Teorema 47. (Construc¸o˜es estoca´sticas de rolamento) Assuma que M e´ uma variedade
riemanniana compacta, o ∈M e b e´ uma semimartingale em ToM . Enta˜o,
1. X e´ uma martingale se e somente se b e´ uma martingale em ToM .
2. X e´ um movimento Browniano se e somente se b e´ um movimento Browniano em
ToM .
3. Se u (t, x) e´ soluc¸a˜o do problema
∂su (s, x) +
1
2
∆u (s, x) = 0
com u(0, x) = f(x) e Xs e´ um movimento Browniano. Enta˜o Ms = u (s,Xs) e´ uma martin-
gale.
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Demonstrac¸a˜o. Pela preposic¸a˜o anterior, se b e´ uma martingale enta˜o para f ∈ C∞ (M)
temos ∫ .
0
df (udb)
e´ uma martingale e portanto X e´ uma martingale. Suponha que X e´ uma martingale. Enta˜o
N :=
N∑
i=1
∫ .
0
dxi (P (X)dX) ei =
N∑
i=1
∫ .
0
〈ei, udb〉ei =
∫ .
0
udb
e´ uma martingale, onde {xi} sa˜o as coordenadas canoˆnicas do RN e {ei} e´ a base canoˆnica
do RN . Logo, segue-se que
b =
∫ .
0
u−1dN
e´ uma martingale.
Agora, queremos mostrar que se b e´ um movimento Browniano enta˜o X e´ movimento
Browniano.
Aplicando fo´rmula de conversa˜o de Stratonovich para Itoˆ para θ = df e pela u´ltima
proposic¸a˜o da sec¸a˜o anterior temos,
d(f (X)) = df(udb) +
1
2
∇df (udb⊗ udb) = df(udb) + 1
2
∆f(X)ds
pois u e´ uma isometria e b e´ um movimento Browniano temos udb⊗udb = I (M) ds. Portanto,
X e´ um movimento Browniano.
Suponha que X e´ um M -movimento Browniano. Ja´ mostramos que b e´ uma martingale.
Pelo crite´rio de Le´vy basta demonstrarmos que db⊗ db = I (0) ds. Mas, X = N+ processo
de variac¸a˜o limitada,
db⊗ db = u−1dX ⊗ u−1dX
=
(
u−1 ⊗ u−1) (dX ⊗ dX)
=
(
u−1 ⊗ u−1) I (X) ds
= I (0) ds
pois u e´ ortonormal.
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Para demonstrar o u´ltimo item seja Ms = u (s,Xs). Assim,
dMs = ∂su (s,Xs)
= ∂su (s, x) ds+
1
2
∆u (s,Xs) (dXs, dXs)
= ∂su (s, x) ds+
1
2
∆u (s,Xs) ds+ du (s, .) (dXs, dXs)
= ∂su (s, x) ds+
1
2
∆u (s,Xs) ds+ dMs (usdb)Xs
onde a u´ltima equac¸a˜o e´ consequeˆncia do lema de Le´vy e da proposic¸a˜o 48. Como temos
que ∂su (s, x) = −12∆u (s, x) ds, conclu´ımos que
dMs = dMs (usdb)Xs
logo, M e´ uma martingale.
3.4 Outras construc¸o˜es
Introduziremos outras construc¸o˜es de semimartingales e movimentos Brownianos. Considere
Γ uma 1-forma em M com valores nas matrizes quadradas A, N × N, tais que A = −AT .
Sabemos que Γ = dQP + dPQ. Dada uma M -semimartingale Y , denotaremos por u o
transporte paralelo ao longo de Y como na equac¸a˜o (3.1).
Lema 48. Suponha que B e´ um RN -movimento Browniano e Y a soluc¸a˜o para
δY = P (Y ) δB
com X0 = o ∈M . Seja {ei}Ni=1 uma base ortonormal para RN e defina Bi := 〈ei, B〉 enta˜o
P (Y )dB ⊗Q(Y )dB :=
N∑
i,j=1
P (Y ) ei ⊗Q (Y ) ej
(
dBidBj
)
= 0.
Demonstrac¸a˜o. Suponha {vi}Ni=1 uma outra base ortonormal do RN . Logo, pela linearidade
da variac¸a˜o quadra´tica temos,
[〈ei, B〉, 〈ej, B〉] =
∑
k,l
[〈ei, vk〉〈vk, B〉, 〈ej, vl〉〈vl, B〉]
=
∑
k,l
〈ei, vk〉〈ej, vl〉 [〈vk, B〉, 〈vl, B〉] .
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Portanto,
N∑
i,j=1
P (Y ) ei ⊗Q (Y ) ej · d
[
Bi, Bj
]
=
N∑
i,j,k,l=1
P (Y ) ei ⊗Q (Y ) ej〈ei, vk〉〈ej, vl〉d [〈vk, B〉, 〈vl, B〉]
=
N∑
k,l
[P (Y ) vk ⊗Q (Y ) vl] d [〈vk, B〉, 〈vl, B〉] .
Assim mostramos que P (Y )dB ⊗Q(Y )dB esta´ bem definido.
Definimos
−
B :=
∫ .
0
u−1dB e
−
Bi := 〈ei,
−
B〉 =
∫ .
0
〈uei, dB〉
onde u e´ o transporte paralelo ao longo de Y em M × RN , enta˜o
P (Y )dB ⊗Q(Y )dB =
N∑
i,j,k,l=1
P (Y )uek ⊗Q (Y )uel〈ei, uek〉〈ej, uel〉
(
dBidBj
)
=
N∑
k,l=1
P (Y )uek ⊗Q (Y )uel
(
d
−
Bkd
−
Bl
)
=
N∑
k,l=1
uP (o) ek ⊗ uQ (o) el
(
d
−
Bkd
−
Bl
)
.
Escolhemos {ei} tal que P (o) ei = ei para todo i = 1, 2, ..., d e Q (o) ej = ej para todo
j = d+ 1, ..., N . Assim, P (Y )dB ⊗Q(Y )dB = 0 como quer´ıamos.
Proposic¸a˜o 49. Suponha que V e´ uma TM-semimartingale, X = pi (V ) e Vs ∈ TXsM para
todo s ≥ 0. Enta˜o
upslopeupslopesδs
[
upslopeupslope−1s Vs
]
= δ∇s Vs := P (Xs) δVs (3.5)
onde upslopeupslopes e´ o transporte paralelo estoca´stico ao longo de X. Se Ys ∈ Γ (TM) e´ um campo
de vetores dependente do tempo, enta˜o
δs
[
upslopeupslope−1s Ys (Xs)
]
= upslopeupslope−1s
(
d
ds
Ys
)
(Xs) ds+upslopeupslope−1s ∇δXsYs. (3.6)
Demonstrac¸a˜o. Lembremos que us, o transporte paralelo ao longo de X em TM , resolve a
equac¸a˜o
δus + dQ (δXs)us = 0
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com u0 = IToM . Defina
−
us como soluc¸a˜o para a equac¸a˜o
δ
−
us =
−
usdQ (δXs)
com
−
u0 = IToM . Enta˜o,
δ
(−
usus
)
=
−
usdQ (δXs)us − −usdQ (δXs)us = 0
logo,
−
usus = I para todo s e portanto us =
−
u
−1
s . Como
usδs
[
u−1s Vs
]
= us
[
u−1s dQ (δXs)Vs + u
−1
s δVs
]
= dQ (δXs)Vs + δVs = δ
∇Vs.
Portanto, temos a equac¸a˜o (3.5). Aplicando-a em Vs := Ys (Xs) temos a equac¸a˜o (3.6),
δs
[
upslopeupslope−1s Ys (Xs)
]
= upslopeupslope−1s P (Xs) δs [Ys (Xs)]
= upslopeupslope−1s P (Xs)
(
d
ds
Ys
)
(Xs) ds
+upslopeupslope−1s P (Xs)Y ′s (Xs) δsXs
= upslopeupslope−1s P (Xs)
(
d
ds
Ys
)
(Xs) ds
+upslopeupslope−1s ∇δsXsYs.
Proposic¸a˜o 50. Com as mesmas hipo´teses da proposic¸a˜o anterior, temos que para todo
ω ∈ ToM ,
upslopeupslope−1s δ∇s [∇upslopeupslopesωYs] = δs
[
upslopeupslope−1s ∇upslopeupslopesωYs
]
= upslopeupslope−1s ∇2δYs⊗upslopeupslopesωYs +upslopeupslope−1s
[
∇upslopeupslopesω
(
d
ds
Ys
)]
.
Ale´m disso, se Xs e´ um movimento Browniano, enta˜o
d
[
upslopeupslope−1s Ys (Xs)
]
= upslopeupslope−1s ∇upslopeupslopesdbsYs +upslopeupslope−1s
(
d
ds
Ys
)
(Xs) ds
+
1
2
d∑
i=1
upslopeupslope−1s ∇2upslopeupslopesei⊗upslopeupslopeseiYsds
onde {ei}di=1 e´ uma base ortonormal para ToM .
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Demonstrac¸a˜o. Seja Wi (m) = P (m) ei para i = 1, ..., N . Pela proposic¸a˜o 3,
∇upslopeupslopesωYs = 〈upslopeupslopesω,Wi (Xs)〉 (∇WiYs) (Xs)
= 〈ω,upslopeupslope−1s Wi (Xs)〉 (∇WiYs) (Xs)
e
upslopeupslopesω = 〈upslopeupslopesω,Wi (Xs)〉Wi (Xs) = 〈ω,upslopeupslope−1s Wi (Xs)〉Wi (Xs)
ou ainda,
ω = 〈ω,upslopeupslope−1s Wi (Xs)〉upslopeupslope−1s Wi (Xs) .
Tomando a derivada covariante de ∇upslopeupslopesωYs e usando a equac¸a˜o (3.6) temos
δ∇ [∇upslopeupslopesωYs] = 〈upslopeupslopesω,∇δsXsWi〉 (∇WiYs) (Xs)
+〈upslopeupslopesω,Wi (Xs)〉∇δsXs∇WiYs(Xs)
+〈ω,upslopeupslope−1s Wi (Xs)〉
(
∇Xi
(
d
ds
Ys
))
(Xs)
= 〈upslopeupslopesω,∇δsXsWi〉 (∇WiYs) (Xs) + 〈upslopeupslopesω,Wi (Xs)〉∇2δsXs⊗WiYs
+〈upslopeupslopesω,Wi (Xs)〉∇∇δsXsWiYs +
(
∇upslopeupslopesω
(
d
ds
Ys
))
(Xs)
=
(∇〈upslopeupslopesω,∇δsXsWi〉Wi(Xs)+〈upslopeupslopesω,Wi(Xs)〉∇δsXsWiYs) (Xs)
+∇2δsXs⊗upslopeupslopesωYs +
(
∇upslopeupslopesω
(
d
ds
Ys
))
(Xs) .
Agora tomando a derivada de ω = 〈ω,upslopeupslope−1s Wi (Xs)〉upslopeupslope−1s Wi (Xs) temos
0 = δω = 〈ω,upslopeupslope−1s ∇δsXsWi〉upslopeupslope−1s Wi (Xs) + 〈ω,upslopeupslope−1s Wi (Xs)〉upslopeupslope−1s ∇δsXsWi
logo,
〈upslopeupslopesω,∇δsXsWi〉Wi (Xs) + 〈upslopeupslopesω,Wi (Xs)〉∇δsXsWi = 0
Assim, usando essa identidade temos,
δ∇ [∇upslopeupslopesωYs] = ∇2δsXs⊗upslopeupslopesωYs +
(
∇upslopeupslopesω
(
d
ds
Ys
))
(Xs)
como quer´ıamos.
Cap´ıtulo 3 • Transporte paralelo estoca´stico 54
Agora suponha queXs e´ um movimento Browniano e bs = Ψs (X) e´ um anti-desenvolvimento
ToM -movimento Browniano associado a X. Enta˜o pela equac¸a˜o (3.6),
d
[
upslopeupslope−1s Ys (Xs)
]
= upslopeupslope−1s
(
d
ds
Ys
)
(Xs) ds+upslopeupslope−1s ∇upslopeupslopesδbsYs
= upslopeupslope−1s
(
d
ds
Ys
)
(Xs) ds+
(
upslopeupslope−1s ∇upslopeupslopeseiYs
)
δbis
e usando a equac¸a˜o mostrada anteriormente temos,(
upslopeupslope−1s ∇upslopeupslopeseiYs
)
δbis =
(
upslopeupslope−1s ∇upslopeupslopeseiYs
)
dbis +
1
2
d
(
upslopeupslope−1s ∇upslopeupslopeseiYs
)
dbis
= upslopeupslope−1s ∇upslopeupslopesdbsYs +
1
2
upslopeupslope−1s ∇2δXs⊗upslopeupslopeseiYsdbis
= upslopeupslope−1s ∇upslopeupslopesdbsYs +
1
2
upslopeupslope−1s ∇2upslopeupslopesej⊗upslopeupslopeseiYsdbisdbjs
= upslopeupslope−1s ∇upslopeupslopesdbsYs
+
1
2
upslopeupslope−1s ∇2upslopeupslopesei⊗upslopeupslopeseiYsds
pois b e´ movimento Browniano.
Teorema 51. Seja Ys a soluc¸a˜o da equac¸a˜o
δYs = X (Ys) δBs +X0 (Ys) ds
onde Y0 = 0 ∈M e bs = Ψs (Y ) ∈ T0M . Enta˜o
bs =
∫ s
0
upslopeupslope−1r (Y ) [X (Yr) δBr +X0 (Yr) dr]
=
∫ s
0
upslopeupslope−1r (Y )X (Yr) dBr
+
∫ s
0
upslopeupslope−1r
[
1
2
n∑
i,j=1
(∇XiXj) (Yr) dBirdBjr +X0 (Ys)
]
dr.
Portanto se B e´ um movimento Browniano, enta˜o
bs =
∫ s
0
upslopeupslope−1r (X) X (Yr) dBr
+
∫ s
0
upslopeupslope−1r
[
1
2
n∑
i=1
(∇XiXj) (Yr) +X0 (Yr)
]
dr
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Demonstrac¸a˜o. Pela definic¸a˜o de b temos
dbs = upslopeupslope−1s (Y ) [X (Ys) δBs +X0 (Ys) ds]
= upslopeupslope−1s (Y ) [X (Ys) dBs +X0 (Ys) ds]
+
1
2
d
[
upslopeupslope−1s (Y )X (Ys)
]
dBs
= upslopeupslope−1s (Y ) [X (Ys) dBs +X0 (Ys) ds]
+
1
2
[
upslopeupslope−1s (Y )∇X(Ys)dBsX
]
dBs
= upslopeupslope−1s (Y ) [X (Ys) dBs +X0 (Ys) ds]
+
1
2
upslopeupslope−1s (Y )
n∑
i,j=1
(∇XiXj) (Ys) dBisdBjs
onde
d
[
upslopeupslope−1s (Y ) X (Ys) dBs
]
dBs =
[
upslopeupslope−1s (Y )∇dYsX
]
dBs =
[
upslopeupslope−1s (Y )∇X(Ys)dBsX
]
dBs
=
n∑
i,j=1
(∇XiXj) (Ys) dBisdBjs
Corola´rio 52. Suponha Bs um RN -movimento Browniano, Ys soluc¸a˜o da equac¸a˜o
δYs = X (Ys) δBs +X0 (Ys) ds
e 1
2
∑N
k=1 (∇XkXk) +X0 = 0. Enta˜o Y e´ uma M-martingale de variac¸a˜o quadra´tica,
dYs ⊗ dYs =
n∑
k=1
Xk (Ys)⊗Xk (Ys) ds.
Demonstrac¸a˜o. Pela equac¸a˜o de bs encontrada acima e pelo teorema de construc¸o˜es es-
toca´sticas de rolamento, temos Y uma martingale, logo pela hipo´tese temos
dY idY j =
n∑
k,l=1
X ik (Y )X
j
l (Y ) dB
kdBl =
n∑
k=1
X ik (Y )X
j
k (Y ) ds
onde {ei}Ni=1 e´ a base canoˆnica do RN , X i := 〈X, ei〉 e X ik (Y ) = 〈Xk (Y ) , ei〉. Conclu´ımos
que
dXs ⊗ dXs =
N∑
i,j=1
n∑
k=1
ei ⊗ ejX ik (Y )Xjk (Y ) ds =
n∑
k=1
Xk (Ys)⊗Xk (Ys) ds.
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Corola´rio 53. Suponha que B e´ uma RN -semimartingale e Ys e´ soluc¸a˜o de
δY = P (Y ) δB
com Y0 = o ∈M . Enta˜o,
1. Se B e´ uma martingale, enta˜o Y e´ uma martingale.
2. Se B e´ um movimento Browniano enta˜o Y e´ um movimento Browniano.
Demonstrac¸a˜o. Para mostrar 1. temos que se Y e´ soluc¸a˜o da equac¸a˜o δY = P (Y ) δB com
Y0 = 0 ∈ M e´ equivalente a ser soluc¸a˜o da equac¸a˜o de Stratonovich δYs =
∑N
i=1 Xi (Ys) δB
i
s
com Xi (m) = P (m) ei para todo i = 1, 2, ..., N . Calculemos
∇XiXj = ∇PeiPej = PdP (Pei) ej = dP (Pei)Qej
logo pelo lema 49 temos
∑N
i,j=1 (∇XiXj) (Yr) dBirdBjr = 0. E portanto,
bs =
∫ s
0
upslopeupslope−1r (Y )mathrmX (Yr) dBr
assim, bs e´ uma semimartingale, ou seja, que Y e´ uma martingale.
Para mostrar 2. basta considerar a variac¸a˜o quadra´tica de Y e escolhemos uma base
ortogonal tal que
dYs ⊗ dYs =
N∑
k=1
P (Ys) ei ⊗ P (Ys) ejds = I (M) ds,
logo B e´ um movimento Browniano pelo crite´rio de Le´vy.
O seguinte teorema nos mostra que a integral de Stratonovich pode ser substituida pela
integral de Itoˆ.
Teorema 54. Seja B uma RN -semimartingale, X e´ soluc¸a˜o de δX = P (X) δB onde temos
X0 = o ∈M , sejam
b :=
∫ .
0
u−1δX =
∫ .
0
u−1P (X) δB
e´ o anti-desenvolvimento de X e o processo normal β e´ definido por
β :=
∫ .
0
u−1Q (X) dB = Q (o)
∫ .
0
u−1dB
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enta˜o
b =
∫ .
0
u−1P (X) dB = P (o)
∫ .
0
u−1dB (3.7)
e se B e´ o movimento Browniano canoˆnico do RN enta˜o (b, β) tambe´m e´ um movimento
Browniano canoˆnico do RN e os processos bs e Xs sa˜o todos independentes de β.
Demonstrac¸a˜o. Sejam p = P (X) e u o transporte paralelo em M × RN . Ou seja, δu +
Γ (δX)u = 0 com u0 = I ∈ O (N). Enta˜o,
d
(
u−1P (X)
)
.dB = u−1Γ (δX)P (X) dB + u−1dP (δX) dB
= u−1(dQ (δX)P (X) +
u−1dP (δX)Q (X))P (X) dB + u−1dP (δX) dB
= u−1 [dQ (δX)P (X) dB + dP (δX) dB] , PQ = 0
= −u−1dQ (δX)Q (X) dB, P − I = −Q
= −u−1dQ (P (X) dB)Q (X) dB
= 0
onde da segunda para a terceira iqualdade usamos que
Γ (δX) = dQ (δX)P (X) + dP (δX)Q (X) .
Logo, demonstramos (3.7).
Suponha que B e´ um Movimento Browniano. Como (b, β) =
∫ .
0
u−1dB e u e´ um processo
e u e´ um processo ortogonal, temos do crite´rio de Le´vy que (b, β) e´ um Movimento Browniano
canoˆnico e, em particular, temos que β e´ independente de b. Como (X, u) satisfaz as equac¸o˜es
diferenciais estoca´sticas
dX = uδb e du+ Γ (uδb)u = 0
com X0 = o e u0 = I ∈ End
(
RN
)
.
Segue-se que o processo (X, u) e´ um funcional de b e portanto independe de β.
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3.5 Fluxos estoca´sticos e a Equac¸a˜o de Stratonovich
Neste momento denotaremos por Bs um movimento Browniano em Rn e para cada m ∈ M
seja Ts (m) = Ys a soluc¸a˜o da equac¸a˜o de Stratonovich
δYs = X (Ys) δBs +X0 (Ys) ds :=
n∑
i=1
Xi (Ys) δB
i
s +X0 (Ys) ds com X0 = m
onde {Xi}ni=0 ⊂ Γ (TM) sa˜o campos de vetores em M tais que X (m) a :=
∑n
i=1 aiXi (m) e
Ys e´ uma M -semimartingale. Portanto, ver H. Kunita [10], existe um Ts (m) cont´ınuo em s
e diferencia´vel em m soluc¸a˜o da equac¸a˜o de Stratonovich, e ale´m disso, a derivada de Ts (m)
relativa a m e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica encontrada derivando-se a equac¸a˜o
descrita acima.
Teorema 55. Sejam
Zs := Ts e zs := upslopeupslope−1s Zs ∈ End (ToM) (3.8)
onde upslopeupslopes e´ o transporte paralelo estoca´stico ao longo de Ys := Ts(o). Enta˜o, para todo
v ∈ ToM
δ∇s Zsv = (∇ZsvX) δBs + (∇ZsvX0) ds (3.9)
com Z0v = v. Ou seja, pela proposic¸a˜o 58 a equac¸a˜o acima e´ equivalente a
dzsv = upslopeupslope−1s (∇upslopeupslopeszsvX) δBs +upslopeupslope−1s (∇upslopeupslopeszsvX0) ds. (3.10)
Demonstrac¸a˜o. Para mostrar a equac¸a˜o (3.9) iremos derivar a equac¸a˜o de Stratonovich em
m na direc¸a˜o v ∈ T0M . Logo
δsZsv =
n∑
i=1
(DXi (Ys)Zsv) ◦ δBis +DX0 (Ys)Zsvds
com Z0v = v. Assim,
δ∇s Zsv = P (Ys) δsZsv
= P (Ys)
n∑
i=1
(DXi (Ys)Zsv) ◦ δBis + P (Ys)DX0 (Ys)Zsvds
= (∇ZsvX) δBs + (∇ZsvX0) ds
como quer´ıamos.
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O pull back, Ricupslopeupslopes , do tensor de Ricci pelo transporte paralelo e´ definido por
Ricupslopeupslopes := upslopeupslope−1s RicYsupslopeupslopes
Teorema 56. A forma de Itoˆ da equac¸a˜o (3.10) e´
dzsv = upslopeupslope−1s (∇upslopeupslopesX) dBs + αsds (3.11)
onde
αs := upslopeupslope−1s
[
∇upslopeupslopeszsv
(
n∑
i=1
∇XiXi +X0
)
− 1
2
n∑
i=1
R∇ (upslopeupslopeszsv,Xi (Ys))Xi (Ys)
]
ds.
Demonstrac¸a˜o. Aqui iremos seguir o mesmo me´todo de ca´lculos para encontrar a forma de
Itoˆ que ja´ tivemos contato anteriormente, pela proposic¸a˜o 51
d
[
upslopeupslope−1s (∇upslopeupslopeszsvX)
]
dBs = upslopeupslope−1s
[
∇2X(Ys)dBs⊗upslopeupslopeszsvX +∇upslopeupslopesdzsvX
]
dBs
= upslopeupslope−1s
[
∇2X(Ys)dBs⊗upslopeupslopeszsvX +∇(∇upslopeupslopeszsvX)dBsX
]
dBs
= upslopeupslope−1s
[
n∑
i=1
∇2Xi(Yi)⊗upslopeupslopeszsvXi +∇(∇upslopeupslopeszsvXi)Xi
]
ds.
Agora pela proposic¸a˜o 2, e´ fa´cil verificar que
∇2Xi(Yi)⊗upslopeupslopeszsvXi = ∇2upslopeupslopeszsv⊗Xi(Ys)Xids+R∇ (Xi (Ys) ,upslopeupslopeszsv)Xi (Ys)
= ∇2upslopeupslopeszsv⊗Xi(Ys)Xids+R∇ (upslopeupslopeszsv,Xi (Ys))Xi (Ys)
=
[∇upslopeupslopeszsv∇XiXi −∇∇upslopeupslopeszsvXiXi]
−R∇ (upslopeupslopeszsv,Xi (Ys))Xi (Ys) .
Logo,
d
[
upslopeupslope−1s (∇upslopeupslopeszsvX)
]
dBs =
n∑
i=1
upslopeupslope−1s
[∇upslopeupslopeszsv∇XiXi −R∇ (upslopeupslopeszsv,Xi (Ys))Xi (Ys)] ds.
Portanto, da equac¸a˜o acima e da equac¸a˜o (4.10) temos a equac¸a˜o (4.11).
Proposic¸a˜o 57. Se n = N e Xi (m) = P (m) ei, ou seja, a equac¸a˜o de Stratonovich
δYs = X (Ys) δBs +X0 (Ys) ds
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e´ equivalente a equac¸a˜o
δY = P (Y ) δB
com B um Rn-semimartingale. Enta˜o,
αs := −1
2
Ricupslopeupslopeszsvds.
ou seja, a equac¸a˜o (4.3) e´ equivalente a equac¸a˜o
dzsv = upslopeupslope−1s P (Ys) dP (upslopeupslopeszsv) dBs +
[
upslopeupslope−1s ∇upslopeupslopeszsvX0 −
1
2
Ricupslopeupslopeszsv
]
ds.
Demonstrac¸a˜o. Como Xi (m) = Pi(m) e X0 (m) = 0. Enta˜o,
(∇upslopeupslopeszsvX) dBs = upslopeupslope−1s P (Ys) dP (upslopeupslopeszsv) dBs. (3.12)
Pela definic¸a˜o do tensor de Ricci e sabendo que
N∑
i=1
Xi (m)⊗Xi (m) =
d∑
i=1
ui ⊗ ui
temos
R∇ (upslopeupslopeszsv,Xi (Ys)Xi (Ys)) = Ricupslopeupslopesupslopeupslopeszsv (3.13)
Assim, combinando as equac¸o˜es (3.12) e (3.13) com a equac¸a˜o (4.10) e a definic¸a˜o de αs
temos a equac¸a˜o procurada.
Agora, estamos interessados no seguinte espac¸o de caminho
W (ToM) := {ω ∈ C ([0, 1])→ ToM | ω (0) = 0o ∈ ToM}
chamado de Espac¸o de Wiener. A medida neste espac¸o, que chamaremos de medida de
Wiener e denotaremos por µ, e´ uma medida induzida atrave´s da continuidade dos caminhos
de um processo de Wiener (ou movimento Browniano).
Assim, o pro´ximo resultado foge do enfoque de nossos estudos, mas o enunciaremos para
tratar do teorema a seguir.
(Representac¸a˜o de uma Martingale) Seja F ∈ L2 (µ) .Enta˜o existe um processo previs´ıvel,
as, tal que E
(∫ 1
0
| as |2 ds <∞
)
e
F = E (F ) +
∫ 1
0
〈a, db〉.
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Teorema 58. (Filtrando ru´ıdo redundante) Utilizando as mesmas hipo´teses dos dois u´ltimos
teoremas com B um Rn-semimartingale e Xi (m) = Pi(m)ei. E, ainda, seja M a σ-a´lgebra
gerada pela soluc¸a˜o Y = {Ys : s ≥ 0}. Enta˜o existe uma versa˜o −zsde E [zs | M] tal que
s→ −zse´ cont´ınua e −z satisfaz,
−
zsv = v +
∫ s
0
[
upslopeupslope−1r
(
∇
upslopeupsloper
−
z rv
X0
)
− 1
2
Ricupslopeupsloper
−
zrv
]
dr.
Em particular, se X0 = 0 enta˜o
d
ds
−
zs = −1
2
Ricupslopeupslopes
−
zscom
−
z0 = id.
Demonstrac¸a˜o. Seja bs a parte do mapa de anti-desenvolvimento, Ψs (Y ), que e´ uma mar-
tingale,
bs :=
∫ s
0
upslopeupslope−1r P (Yr) δBr =
∫ s
0
upslopeupslope−1r P (Yr) dBr
como (Ys, us) e´ soluc¸a˜o da equac¸a˜o estoca´stica,
δYs = usδbs +X0(Ys) com Y0 = 0
δu = −Γ (δY )u = −Γ (uδb)u com u0 = I ∈ O (N) .
Segue-se que (Y, u) pode ser escrito como uma func¸a˜o do movimento Browniano b. Pelo
resultado acima, qualquer func¸a˜o mensura´vel f (Y ) pode ser escrita como
f (Y ) = f0 +
∫ 1
0
〈ar, dbr〉 = f0 +
∫ 1
0
〈ar,upslopeupslope−1s [P (Yr) dBr] .
Assim, usando que PdQ = dPQ a equac¸a˜o acima e a propriedade da isometria da integral
de Itoˆ temos,
E{
∫ s
0
[P (Ys) dP (upslopeupsloperzrv) dBr] f (Y )}
= E{
∫ s
0
[P (Ys) dP (upslopeupsloperzrv) dBr]
∫ 1
0
〈P (Yr)upslopeupsloperar, dBr〉}
= E{
∫ s
0
[dP (upslopeupsloperzrv)Q (Yr)P (Yr)upslopeupsloperar] dr} = 0.
Logo,
E
[∫ s
0
P (Yr) dP (upslopeupsloperzrv) dBr | M
]
= 0
BIBLIOGRAFIA
[1] Bishop, R. L. e Crittenden, R, J.; Geometry of Manifolds, AMS Chelsa Publishing,
Province, RI, 2001, Reprint of the 1964 original.
[2] Brzezniak, Z. e Tomasz, Z.; Basic stochastic processes: a course through exercises,
London-New York, Springer, 1999.
[3] Catuogno, P. J.; A Geometric Itoˆ Formula. Matema´tica contemporaˆnea (SBM) Vol. 33,
2007, pp. 85-99.
[4] Catuogno,P.J.; Stelmastchuk, S. Martingale on frame bundle, Potencial Analysis, 2008,
pp. 61-69.
[5] do Carmo, M. P.; Geometria Riemanniana, quarta edic¸a˜o, IMPA, Projeto Euclides,
2008.
[6] Driver, B. K. A Cameron-Martin type quasi-invariance theorem for Brownian motion
on a compact Riemannian manifold, J. Functional Analysis 110, 1992, no.2, 272-376.
[7] Elworthy, K. D.; Stochastic differential equations on manifolds, London Mathematical
Socity Lecture Notes Series, vol. 70, Cambridge University Press, Cambrigde, 1982.
[8] Emery, M.; Stochastic Calculus in Manifolds, Springer-Verlag,1989.
[9] Hsu, E.P.; Stochastic analysis on manifolds. Graduate Studies in Mathematics, 38.
American Mathematical Society, Providence, RI, 2002.
62
BIBLIOGRAFIA 63
[10] Kunita, H.; Stochastic flows and stochastic differential equations, Cambrigde studies in
Advanced Mathematics, vol. 24, Cambrigde University Press, Cambrigde, 1990.
[11] Meyer, P.A.; Ge´ome´trie stochastique sans larmes. Se´minaire de Probabilite´s, XV (Uni-
versite´ de Strasbourg, Strasbourg, 1979/1980) pp. 44-102, Lecture Notes in Mathemat-
ics, 850, Springer, Berlin-New York, 1981.
[12] Protter, P.; Stochastic Integration and Differential Equations, A new Approach,
Springer-Verlag, Berlin, 1990.
[13] Ruffino, P. R. C.; Uma Iniciac¸a˜o aos Sistemas Dinaˆmicos Estoca´sticos, segunda edic¸a˜o,
27o Colo´quio Brasileiro de Matema´tica, IMPA, 2009.
