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Abstract
Let E be a compact subset of G, the union set of nontrivial Gleason parts, and I (E) be the associate
primary ideal of H∞. We give a characterization of the numbering function ord(I (E), x), the zero’s order
of I (E) at x in E, using the geometrical words of E. We also give some factorization theorems of Blaschke
products. Using these, we give some descriptions of the higher order hulls of I (E), and for a Carleson–
Newman Blaschke product in I (E) it is proved that I (E) is generated by its subproducts as a closed ideal.
When each Ei is ρ-separated, we also prove that the tensor product
⊗k
i=1 I (Ei) is closed in H∞.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let H∞ be the Banach algebra of bounded analytic functions in the open unit disk D with the
supremum norm ‖f ‖∞. Let M(H∞) be the set of nonzero multiplicative linear functionals on
H∞ with the weak∗-topology induced by H∞, which is called the maximal ideal space of H∞. It
is well known that D is dense in M(H∞), and this fact is called the Carleson corona theorem [3].
We identify a function f in H∞ with its Gelfand transform f̂ (x) = x(f ), x ∈ M(H∞). For
f ∈ H∞, let
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the zero set of f in M(H∞). For z ∈ D, we denote by ord(f, z) the order of zero of f at z. For
a subset E of M(H∞), we denote by E the closure of E in M(H∞).
For x, y ∈ M(H∞), the pseudo-hyperbolic distance is defined by
ρ(x, y) = sup{∣∣f (y)∣∣: f ∈ H∞, f (x) = 0, ‖f ‖∞  1}.
For a subset E of M(H∞), if there is a positive number δ such that ρ(x, y) > δ for every x, y ∈ E
with x = y, E is called a ρ-separated set. We define the Gleason part containing x ∈ M(H∞) by
P(x) = {y ∈ M(H∞): ρ(y, x) < 1}.
The pseudo-hyperbolic distance is used only to define Gleason parts. When P(x) = {x}, P(x) is
called nontrivial. We denote by G the union set of nontrivial Gleason parts. The structure of Glea-
son parts of M(H∞) was studied extensively by Hoffman [10]. By the work of Hoffman, G is
an open set and for each nontrivial Gleason part P(x) there exists a pseudo-hyperbolic distance
preserving continuous and onto map Lx : D → P(x) such that Lx(0) = x and f ◦Lx ∈ H∞ for
every f ∈ H∞. Using Hoffman’s map Lx , we can define the order of zero of f at x ∈ M(H∞)
by ord(f, x) = ord(f ◦Lx,0). For j  1, let
Zj (f ) =
{
x ∈ Z(f ): ord(f, x) j}.
For a sequence {zn}n in D with∑∞n=1(1 − |zn|) < ∞, there associates a Blaschke product
b(z) =
∞∏
n=1
−zn
|zn|
z− zn
1 − znz , z ∈ D.
Moreover if for every bounded sequence of complex numbers {an}n there exists f ∈ H∞ satis-
fying f (zn) = an for every n, then both {zn}n and the associated Blaschke product b are called
interpolating. In [2], Carleson proved that the above condition is equivalent to
δ(b) := inf
n
∏
k: k =n
∣∣∣∣ zk − zn1 − znzk
∣∣∣∣> 0.
If b is an interpolating Blaschke product with zeros {zn}n in D, then Z(b) is totally disconnected
and Z(b) = {zn}n ∼= βN, where βN is the Stone– ˇCeck compactification of the set of natural
numbers N (see [9]). We note that ρ(x, y)  δ(b) for x, y ∈ Z(b) with x = y, that is, Z(b) is
ρ-separated. In [10], Hoffman also showed that for a point x ∈ M(H∞), x ∈ G if and only if
there is an interpolating Blaschke product b with b(x) = 0.
A Blaschke product B is called Carleson–Newman if B = ∏ki=1 bi for finitely many in-
terpolating Blaschke products b1, b2, . . . , bk . In this case, there are many ways to give such
factorization. If k is the smallest number of interpolating Blaschke products, B is called a
Carleson–Newman Blaschke product of order k. In this paper, we write CN Blaschke products
instead of Carleson–Newman Blaschke products. It is known that for a Blaschke product B , B is
K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 259 (2010) 975–1013 977a CN Blaschke product if and only Z(B) ⊂ G (see [5,8,13]). For Blaschke products B1 and B2,
if B1 is a subproduct of B2, we write B1 ≺ B2.
Let I be a nonzero closed ideal of H∞ and
Z(I) =
⋂{
Z(f ): f ∈ I},
the zero set of I . It is known that Z(I) ⊂ G if and only if I is generated by CN Blaschke products
(see [7,13]). For each x ∈ Z(I), let
ord(I, x) = min{ord(f, x): f ∈ I}.
For each j  1, we define the higher order hulls of Z(I) by
Zj (I) =
{
x ∈ Z(I): ord(I, x) j}.
Since ord(f, x) is upper semicontinuous (see [7, p. 152]), ord(I, x) is upper semicontinuous on
M(H∞). Hence Zj (I) is a closed subset of Z(I). In [6], Gorkin, Mortini, and the first author
proved the following two theorems for closed ideals I satisfying Z(I) ⊂ G. In this case, we note
that maxx∈Z(I) ord(I, x) < ∞.
Theorem A. Let I be a nonzero closed ideal of H∞ satisfying Z(I) ⊂ G. Then I coincides with
the set of f ∈ H∞ satisfying ord(I, x) ord(f, x) for every x ∈ Z(I).
Theorem B. Let I be a nonzero closed ideal of H∞ satisfying Z(I) ⊂ G and k =
maxx∈Z(I) ord(I, x) < ∞. For each 1  j  k, let Uj be an open subset of M(H∞) satisfy-
ing Zj (I) ⊂ Uj . Then I is algebraically generated by CN Blaschke products B of order k such
that Zj (B) ⊂ Uj for 1 j  k.
The purpose of this paper is to study the structure of some primary ideals of H∞. Let E be a
nonvoid compact subset of G, and let
I (E) = {f ∈ H∞: E ⊂ Z(f )}.
Then I (E) is a closed ideal of H∞ and E ⊂ Z(I (E)). This type of ideals is called primary. If
E  Z(I (E)), then it is known that Z(I (E)) ⊂ G, and the structure of I (E) is complicated
(see [1]). So in this paper, we study I (E) for E satisfying E = Z(I (E)). In this case, the
properties of a primary ideal I (E) depend only on the geometrical properties of E. We have
I (E) = {f ∈ H∞: 1  ord(f, x), x ∈ E}. But this description does not give us efficacious in-
formation on the structure of a primary ideal I (E). Our first question is what is ord(I (E), x),
x ∈ Z(I (E)). We shall give a characterization of the numbering function ord(I (E), x), x ∈ E,
using only words in E.
Theorem B gives us some information on a set of generators of I (E) as a closed ideal. We
shall give more precise information on a set of generators of I (E). It comes from the Lingenberg
theorem in [12]. Lingenberg proved that if E is a nonvoid compact ρ-separated subset of G and
B is a CN Blaschke product in I (E), then there is an interpolating Blaschke subproduct b of B
in I (E). Our another question is how to give its generalization, and apply it to find an efficacious
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primary ideals I (E) satisfying E = Z(I (E)) ⊂ G.
In Section 2, we shall give some basic properties of CN Blaschke products. Moreover, we give
a basic property of the zero set for an interpolating Blaschke product b which will be a key in this
paper. Let E1,E2 be the nonvoid Fσ -subsets of Z(b) such that E1 ∩ E2 = ∅ and E1 ∩ E2 = ∅.
We shall prove that E1 ∩ E2 = ∅ (Theorem 2.7). In this paper, nonvoid ρ-separated Fσ -subsets
play an important role.
In Section 3, applying Theorem 2.7 we shall give a simpler proof of the Lingenberg theorem.
Also we shall give some generalizations of the Lingenberg theorem (Theorem 3.4). Let E be a
nonvoid compact subset of G satisfying Z(I (E)) = E and B be a CN Blaschke product in I (E).
We shall prove that the set of subproducts {Bα}α of B in I (E) generates I (E) as a closed ideal
(Theorem 3.5). This answers the second question.
Let E1,E2, . . . ,Ek be nonvoid compact ρ-separated subsets of G. Let E =⋃ki=1 Ei and
CE(x) = #{i: x ∈ Ei}, x ∈ E,
where #A denotes the number of elements in a set A. We call CE the counting function for
{Ei}1ik . Let B be a CN Blaschke product satisfying E ⊂ Z(B). Here, we will suppose that
CE(x)  ord(B,x) for every x ∈ E. In Section 4, we shall prove that there exist interpolating
Blaschke products b1, b2, . . . , bk such that Ei ⊂ Z(bi) for every 1  i  k and ∏ki=1 bi ≺ B
(Theorem 4.1). We note that ord(I (E), x)  CE(x) for every x ∈ E. In Section 6, we will
give a characterization of {Ei}1ik for which ord(I (E), x) = CE(x) for every x ∈ E (The-
orem 6.1).
In Section 5, as an application of Theorem 2.7 for a nonvoid compact subset E of G sat-
isfying Z(I (E)) = E, we shall describe the set Zm(I (E)) for every positive integer m (Theo-
rem 5.9).
Associated with a nonvoid compact totally disconnected subset E of G, we define the num-
bering function NE on E which represents a geometrical property of E in G. Let x ∈ E and
{Uα(x)}α be a net of fundamental open neighborhoods of x in M(H∞). We define the order
α  β by Uβ(x) ⊂ Uα(x). Let r be a real number with 0 < r < 1. First, we put NE,1(x) = 1 for
every x ∈ E. Inductively, for each integer m with m 2 we define
NE,m(x) = lim
r→0
(
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr )∩E
}))
,
where Dr = {z ∈ D: |z| < r}. Then NE,m−1 NE,m, so we may define
NE(x) = lim
m→∞NE,m(x), x ∈ E.
We note that NE : E → {1,2, . . . ,∞}. In Section 7, under the assumption that Z(I (E)) = E we
shall prove that NE(x) = ord(I (E), x) for every x ∈ E (Theorem 7.6). This answers the first
question.
2. CN Blaschke products
In this section, we give some basic properties of CN Blaschke products used later (see [4,6,7,
9–11]).
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and Z(B) = Z(B)∩ D.
Lemma 2.2. Let b1 and b2 be interpolating Blaschke products. Then b1b2 is an interpolating
Blaschke product if and only if Z(b1)∩Z(b2) = ∅.
The following follows from Lemma 2.1.
Lemma 2.3. Let B be a CN Blaschke product. Let U be an open subset of M(H∞) satisfying
Z(B)∩U = ∅. Let b be the Blaschke subproduct of B with zeros Z(B)∩D∩U . Then Z(B)∩U ⊂
Z(b) ⊂ Z(B)∩U and ord(b, x) = ord(B,x) for x ∈ Z(B)∩U .
By [10, Theorem 6.2], we have the following.
Lemma 2.4. The pseudo-hyperbolic distance ρ(x, y) is lower semicontinuous on M(H∞) ×
M(H∞).
The following is due to Hoffman, see the proof of [10, Theorem 4.3].
Lemma 2.5. Let f ∈ H∞ and {mα}α be a net in G such that mα → m ∈ G as α → ∞. Then
f ◦Lmα converges to f ◦Lm(z) uniformly on every compact subset of D as α → ∞.
The following is proved in [10, pp. 86, 106] (see also [4, pp. 310, 404]).
Lemma 2.6. Let b be an interpolating Blaschke product with zeros {zn}n. Let 0 < λ < δ(b) and
r(λ) > 0 such that
2λ
1 + λ2 < δ(b) and r(λ) =
δ(b)− λ
1 − λδ(b)λ.
Then {z ∈ D: |b(z)| < r(λ)} is the union of pairwise disjoint domains Vn, zn ∈ Vn, satisfying the
following conditions.
(i) Vn ⊂ {z ∈ D: ρ(z, zn) < λ}.
(ii) b(z) maps each domain univalently onto {w ∈ D: |w| < r(λ)}.
(iii) If {wn}n is a sequence in D with ρ(zn,wn) < λ for every n, then {wn}n is an interpolating
sequence.
The following is a useful property of the zero set of an interpolating Blaschke product and it
is a key in this paper.
Theorem 2.7. Let b be an interpolating Blaschke product. Let E1 and E2 be Fσ -subsets of Z(b).
If E1 ∩E2 = ∅ and E1 ∩E2 = ∅, then E1 ∩E2 = ∅.
Proof. Let {zn}n be the zeros of b in D. Suppose that
E1 ∩E2 = ∅ and E1 ∩E2 = ∅. (2.1)
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E1 =
∞⋃
k=1
E1,k and E2 =
∞⋃
k=1
E2,k. (2.2)
By induction, we shall show the existence of sequences of open subsets {Uk}k and {Vk}k of
M(H∞) such that
E1,k ⊂ Uk and E2,k ⊂ Vk, (2.3)(
E1 ∪
k⋃
j=1
Uj
)
∩
(
k⋃
j=1
V j
)
= ∅, (2.4)
and (
k⋃
j=1
Uj
)
∩
(
E2 ∪
k⋃
j=1
V j
)
= ∅. (2.5)
By (2.1) and (2.2), there exist open subsets U ′1,U ′′1 ,V ′1, and V ′′1 of M(H∞) such that
E1 ⊂ U ′1, E2,1 ⊂ V ′1, and U ′1 ∩ V ′1 = ∅,
E1,1 ⊂ U ′′1 , E2 ⊂ V ′′1 , and U ′′1 ∩ V ′′1 = ∅.
Let U1 = U ′1 ∩U ′′1 and V1 = V ′1 ∩ V ′′1 . Then E1,1 ⊂ U1, E2,1 ⊂ V1, and
(E1 ∪U1)∩ V 1 = (E1 ∩ V 1)∪ (U1 ∩ V 1)
⊂ (U ′1 ∩ V ′1)∪ (U ′1 ∩ V ′1)
= ∅.
Similarly, U1 ∩ (E2 ∪ V 1) = ∅. Thus we have (2.3), (2.4), and (2.5) for k = 1.
Suppose that (2.3), (2.4), and (2.5) hold for k. Let
E′1 = E1 ∪
k⋃
j=1
Uj and E′2 = E2 ∪
k⋃
j=1
V j . (2.6)
Then by our assumption, E′1 and E′2 are Fσ -sets. We have
E′1 ∩E′2 =
(
E1 ∪
k⋃
j=1
Uj
)
∩
(
E2 ∪
k⋃
j=1
V j
)
=
(
E1 ∪
k⋃
j=1
Uj
)
∩E2 by (2.4)
= ∅ by (2.1) and (2.5).
K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 259 (2010) 975–1013 981Similarly we get E′1 ∩ E′2 = ∅. We have E1,k+1 ⊂ E′1 and E2,k+1 ⊂ E′2. In the same way as the
one in the first stage, there exist open subsets Uk+1 and Vk+1 of M(H∞) satisfying E1,k+1 ⊂
Uk+1, E2,k+1 ⊂ Vk+1,(
E′1 ∪Uk+1
)∩ V k+1 = ∅ and Uk+1 ∩ (E′2 ∪ V k+1)= ∅.
By (2.6), we have (2.3), (2.4), and (2.5) for k + 1. This finishes our induction.
Let U˜ =⋃∞j=1 Uj and V˜ =⋃∞j=1 Vj . For m k, by (2.4)
Um ∩ Vk ⊂
(
E1 ∪
k⋃
j=1
Uj
)
∩
(
k⋃
j=1
V j
)
= ∅.
Similarly we have Uk ∩Vm = ∅. Hence U˜ ∩ V˜ = ∅. By (2.2) and (2.3), E1 ⊂ U˜ and E2 ⊂ V˜ . Let
{z1,n}n = {zn}n∩ U˜ and {z2,n}n = {zn}n∩ V˜ . Since {zn}n is interpolating, by Lemmas 2.1 and 2.2
we have {z1,n}n ∩ {z2,n}n = ∅. Since E1 ∪E2 ⊂ Z(b), by Lemma 2.3 we have E1 ⊂ {z1,n}n and
E2 ⊂ {z2,n}n. Hence E1 ∩E2 = ∅. 
Theorem 2.8. Let B be a CN Blaschke product of order k satisfying that maxx∈Z(B) ord(B,x)=k.
Let A1,A2, . . . ,Ak+1 be Fσ -subsets in Z(B) such that Aj ∩ A
 = ∅ for every j , 
 with j = 
.
Then
⋂k+1
j=1 Aj = ∅.
Proof. Let B =∏ki=1 bi , where bi is an interpolating Blaschke product for every 1  i  k.
For each 1  j  k + 1 and 1  i  k, let Aj,i = Aj ∩ Z(bi). Then Aj,i is an Fσ -set, and by
the assumption Aj,i ∩ A
,i = ∅ for j = 
. We have Aj =⋃ki=1 Aj,i . Let Γ be the k + 1 fold
Cartesian product of {1,2, . . . , k}. Then
k+1⋂
j=1
Aj =
k+1⋂
j=1
k⋃
i=1
Aj,i =
⋃
(i1,i2,...,ik+1)∈Γ
k+1⋂
j=1
Aj,ij .
For each (i1, i2, . . . , ik+1) ∈ Γ , there exist 1  j1 < j2  k + 1 such that ij1 = ij2 . By Theo-
rem 2.7,
⋂k+1
j=1 Aj,ij ⊂ Aj1,ij1 ∩Aj2,ij2 = ∅. Thus we get the assertion. 
In Theorem 2.7, the condition “E1 and E2 are Fσ -sets” cannot be removed. We give such an
example.
Example 2.9. Let {θk}k be a sequence of numbers such that 0 < θk+1 < θk < 1 and θk → 0 as
k → ∞. It is known that there is an interpolating Blaschke product b with zeros {zn}n in D such
that
{zn}Cn \ {zn}n =
{
eiθk : k  1
}∪ {1}, (2.7)
where {zn}Cn is the closure of {zn}n in C. Let
E1 =
{
x ∈ Z(b) \ D: ẑ(x) = 1}, (2.8)
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E2 =
(
Z(b) \ D) \E1. (2.9)
Then E1 is an open Fσ -subset of Z(b) \D and E1 ∩E2 = ∅. Since ẑ(x) = 1 for x ∈ E2, we have
E1 ∩E2 = ∅. We shall prove that
E2 =
(
Z(b) \ D) \E1. (2.10)
To prove this, let x1 ∈ (Z(b) \ D) \ E1. Let W be an arbitrary open subset of M(H∞) with
x1 ∈ W . Take an open subset U of M(H∞) such that x1 ∈ U ⊂ U ⊂ W . Let {wj }j = {zn}n ∩U .
By Lemma 2.1, x1 ∈ {wj }j . Since ẑ(x1) = 1, there is a subsequence {wj
}
 of {wj }j such that
wj
 → 1 in C as 
 → ∞. Let q be the Blaschke product with zeros {wj
}
. Then |q| = 1 on E1,
so Z(q)∩E1 = ∅. Since Z(q) ⊂ Z(b), by (2.9) we have Z(q) \ D ⊂ E2. By Lemma 2.3,
Z(q) \ D ⊂ {wj
}
 ⊂ U ⊂ W.
Thus we get E2 ∩W = ∅. Since W is an arbitrary open subset of M(H∞) with x1 ∈ W , we have
x1 ∈ E2. Therefore we get (
Z(b) \ D) \E1 ⊂ E2.
Since E1 is open in Z(b) \ D, by (2.9) we have E2 ⊂ (Z(b) \ D) \E1. Thus we get (2.10).
By (2.7) and (2.8), E1 = E1. Hence by (2.10), E1 ∩ E2 = ∅. By Theorem 2.7, E2 is not an
Fσ -set.
In the last part of this section, we show the existence of a ρ-separated Fσ -set A satisfying
A ⊂ G and A is not ρ-separated.
Example 2.10. Let {zn}n be an interpolating sequence in D and {xm}m be a sequence of distinct
points in {zn}n \ {zn}n. Take δ > 0 such that ρ(x, y) > δ for every x, y ∈ {zn}n with x = y. Let
{rm}m be a sequence of positive numbers such that rm < δ/3 and rm → 0 as m → ∞. Take
ym ∈ M(H∞) satisfying 0 < ρ(xm,ym) < rm. Let A = {zn}n ∪ {ym}m. For m1 = m2, we have
ρ(ym1, ym2) ρ(xm1, xm2)−
(
ρ(xm1, ym1)+ ρ(xm2, ym2)
)
> δ/3.
Hence A is a ρ-separated Fσ -set and A ⊂ G. Since {xm}m ⊂ A, A is not ρ-separated.
The above example also shows that there are ρ-separated Fσ subsets A1,A2 such that
inf
x∈A1,y∈A2
ρ(x, y) > 0,
A1 ∪A2 ⊂ G, and A1 ∪A2 is not ρ-separated.
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The following is proved in [11, Theorem 3.1].
Lemma 3.1. Let E be a nonvoid compact ρ-separated subset of G and U be an open subset
of M(H∞) satisfying E ⊂ U . Then there exists an interpolating Blaschke product b such that
E ⊂ Z(b) ⊂ U .
Lemma 3.2. Let E be a nonvoid compact subset of G. Then the following conditions are equiv-
alent.
(i) There is a CN Blaschke product B satisfying E ⊂ Z(B).
(ii) There are finitely many closed ρ-separated subsets E1,E2, . . . ,Ek of E satisfying E =⋃k
i=1 Ei .
(iii) Z(I (E)) = E.
Proof. (i) ⇒ (ii) By (i), there are interpolating Blaschke products bi , 1 i  k, satisfying B =∏k
i=1 bi . Let Ei = E ∩Z(bi). Hence Ei is ρ-separated and E =
⋃k
i=1 Ei .
(ii) ⇒ (iii) It is trivial that E ⊂ Z(I (E)). Let U be an arbitrary open subset of M(H∞) satis-
fying E ⊂ U . By Lemma 3.1, for each i there is an interpolating Blaschke product bi satisfying
Ei ⊂ Z(bi) ⊂ U . Then E ⊂ Z(∏ki=1 bi) ⊂ U , so∏ki=1 bi ∈ I (E). Hence
E ⊂ Z(I (E))⊂ Z( k∏
i=1
bi
)
⊂ U.
This shows that E = Z(I (E)).
(iii) ⇒ (i) Suppose that Z(I (E)) = E ⊂ G. By [7, p. 153], I (E) contains a CN Blaschke
product B . Hence E ⊂ Z(B). 
If Z(I (E)) = E, then by Lemmas 2.1 and 3.2 E is totally disconnected. The following is
proved in [12, pp. 59–60] by Lingenberg. We shall give a simpler proof applying Theorem 2.7
and Lemma 3.1. Recall that for Blaschke products B1,B2, if B1 is a subproduct of B2 we write
B1 ≺ B2.
Theorem 3.3. Let B be a CN Blaschke product and E be a nonvoid closed ρ-separated subset
of Z(B). Then for an open subset U of M(H∞) satisfying E ⊂ U , there exists an interpolating
Blaschke product b such that b ≺ B and E ⊂ Z(b) ⊂ U .
Proof. Let B = b1b2 · · ·bk , where bi is an interpolating Blaschke product for every 1  i  k.
It is sufficient to prove the case k = 2. Let {zn}n and {wm}m be the zeros of b1 and b2 in D,
respectively. We may assume that E ⊂ Z(b1) and E ⊂ Z(b2). Let E1 = E \ Z(b1) and E2 =
E \Z(b2). Since Z(b1) and Z(b2) are Gδ-sets, E1 and E2 are Fσ -sets. Since E ⊂ Z(b1)∪Z(b2),
E1 ⊂ Z(b2) and E2 ⊂ Z(b1), so E1 ⊂ Z(b2) ∩ E and E2 ⊂ Z(b1) ∩ E. Thus E1 ∩ E2 = ∅
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E ⊂ Z(q). By Theorem 2.7,
E1 ∩E2 = ∅. (3.1)
The rest is the same as the proof of Lingenberg in [12]. By Lemma 2.1, E is totally discon-
nected, so by (3.1) there exist open subsets V and W of M(H∞) such that E ⊂ V ∪W , E1 ⊂ V ,
E2 ⊂ W , and V ∩ W = ∅. Moreover we may assume that V ∪ W ⊂ U . Let b be the Blaschke
product with zeros ({wm}m ∩ V )∪ ({zn}n ∩W). Then
Z(b) = ({wm}m ∩ V )∪ ({zn}n ∩W )⊂ U.
Since {wm}m ∩ V ∩ {zn}n ∩W ⊂ V ∩ W = ∅, by Lemma 2.2 b is an interpolating Blaschke
product satisfying b ≺ b1b2. We have E ∩ V ⊂ Z(b2) and E ∩W ⊂ Z(b1). For, if x ∈ E ∩ V is
not contained in Z(b2), then x ∈ E2 = E \ Z(b2), so x ∈ W . Since x ∈ V , this contradicts that
V ∩W = ∅. Thus we get E ∩ V ⊂ Z(b2). Similarly we have E ∩W ⊂ Z(b1).
By Lemma 2.3, E ∩ V ⊂ {wm}m ∩ V and E ∩W ⊂ {zn}n ∩W . Thus we get
E = (E ∩ V )∪ (E ∩W) ⊂ ({wm}m ∩ V )∪ ({zn}n ∩W ).
Therefore E ⊂ Z(b) ⊂ U . 
Let E be a nonvoid compact subset of G such that Z(I (E)) = E. By Lemma 3.2, there is a
CN Blaschke product B satisfying E ⊂ Z(B) and maxx∈E ord(I (E), x) < ∞. The following is
a generalization of the Lingenberg theorem.
Theorem 3.4. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). For each 1  j  k, let Uj be an open subset of M(H∞) satisfying
Zj (I (E)) ⊂ Uj . Let B be a CN Blaschke product in I (E). Then there is a CN Blaschke product
ϕ of order k such that ϕ ∈ I (E), ϕ ≺ B , and Zj (ϕ) ⊂ Uj for every 1 j  k.
Proof. If k = 1, E is ρ-separated by Theorem B. Then by Theorem 3.3, we get the assertion. So
we assume that k  2. We divide the proof into two steps.
Step 1. We prove the assertion for the case U := U1 = · · · = Uk . By Theorem B, there
are interpolating Blaschke products b1, b2, . . . , bk such that E ⊂ Z(∏ki=1 bi) ⊂ U . Since k =
maxx∈E ord(I (E), x), there exists x0 ∈ E such that ord(I (E), x0) = k. Then bi(x0) = 0 for ev-
ery 1 i  k. By Theorem 3.3, there is an interpolating Blaschke product ϕ1 such that ϕ1 ≺ B
and E ∩Z(b1) ⊂ Z(ϕ1) ⊂ U . Since ord(B,x0) = k, (B/ϕ1)(x0) = 0. Also there is an interpolat-
ing Blaschke product ϕ2 such that
E ∩Z(B/ϕ1)∩Z(b2) ⊂ Z(ϕ2) ⊂ U and ϕ2 ≺ B/ϕ1.
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for each 1 j  k
E ∩Z
(
B∏j−1
i=1 ϕi
)
∩Z(bj ) ⊂ Z(ϕj ) ⊂ U and ϕj ≺ B∏j−1
i=1 ϕi
. (3.2)
Since
ord
(
j−1∏
i=1
ϕi, x0
)
= j − 1,
we have (B/
∏j−1
i=1 ϕi)(x0) = 0, so we get functions ϕ1, ϕ2, . . . , ϕk . Let ϕ =
∏k
i=1 ϕi . We have
ord(ϕ, x0) = k. Hence ϕ is a CN Blaschke product of order k, ϕ ≺ B , and Z(ϕ) ⊂ U . To prove
E ⊂ Z(ϕ), suppose that ϕ(x1) = 0 for some x1 ∈ E. Then (B/∏j−1i=1 ϕi)(x1) = 0 for every 2
j  k. Since E ⊂ Z(∏ki=1 bi), there is j1 such that 1 j1  k and bj1(x1) = 0. Since(
j1−1∏
i=1
ϕi
)
(x1) = 0,
we have x1 ∈ Z(ϕj1) by (3.2), so ϕ(x1) = 0. But this is a contradiction. Thus we get
E ⊂ Z(ϕ) ⊂ U .
Step 2. We may assume that U1 ⊃ U2 ⊃ · · · ⊃ Uk , and E∩Uj is open and closed in E for every
1 j  k. Let Ek = E ∩Uk and Ej = E ∩ (Uj \Uj+1) for 1 j  k − 1. Then {Ej }1jk is a
family of mutually disjoint open and closed subsets of E and E =⋃kj=1 Ej . Hence there are open
subsets Vj , 1  j  k, of M(H∞) such that Ej ⊂ Vj ⊂ V j ⊂ Uj and V j ∩ V 
 = ∅ for j = 
.
When Ej = ∅, we put Bj = 1. For Ej with Ej = ∅, let Bj be the Blaschke product with zeros
Z(B) ∩ D ∩ Vj . Then Ej ⊂ Z(Bj ) ⊂ V j and ∏kj=1 Bj ≺ B . Let 
j = maxx∈Ej ord(I (Ej ), x).
By the assumption, we have 
k = k and 
j  j for 1  j  k − 1. By Step 1, there is a CN
Blaschke product ϕj of order 
j such that ϕj ≺ Bj and Ej ⊂ Z(ϕj ) ⊂ Vj . Let ϕ =∏kj=1 ϕj .
Then ϕ ∈ I (E) and ϕ ≺ B . Let x ∈ Zj (ϕ). Since ord(ϕ, x) j , we have
x ∈
k⋃

=j
Z(ϕ
) ⊂
k⋃

=j
V
 ⊂
k⋃

=j
U
 = Uj .
This completes the proof. 
As a corollary of Theorem 3.4, we have the following which is a generalization of Theorem B
for a primary ideal.
Theorem 3.5. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). Let B be a CN Blaschke product in I (E). Then I (E) is generated by
subproducts ϕ of B of order k in I (E) as a closed ideal.
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in I (E). Then I0 ⊂ I (E), so ord(I (E), x)  ord(I0, x) for x ∈ E. Also we have E ⊂ Z(I0).
Let {Uj,α}1jk,α∈Γ be a family of open subsets of M(H∞) such that
Zj
(
I (E)
)= ⋂
α∈Γ
Uj,α, 1 j  k. (3.3)
For each α ∈ Γ , by Theorem 3.4 there is a CN Blaschke product ϕα of order k such that
ϕα ∈ I (E), ϕα ≺ B , and
Zj (ϕα) ⊂ Uj,α, 1 j  k. (3.4)
Let x ∈ M(H∞). If x ∈ Zk(I (E)), then
k = ord(I (E), x) ord(I0, x) ord(ϕα, x) k.
Hence ord(I0, x) = ord(I (E), x).
If x ∈ Zj (I (E)) \ Zj+1(I (E)) for some j with 1 j  k − 1, then by (3.3) x /∈ Uj+1,β for
some β ∈ Γ . Hence by (3.4), x /∈ Zj+1(ϕβ), so ord(ϕβ, x) j . This shows that
j  ord
(
I (E), x
)
 ord(I0, x) ord(ϕβ, x) j.
Thus ord(I0, x) = ord(I (E), x).
Since E = Z1(I (E)), if x /∈ E, by (3.3) x /∈ U1,β for some β ∈ Γ . Then ϕβ(x) = 0 by (3.4),
so Z(I0) ⊂ E.
Consequently, we have Z(I0) = Z(I (E)) = E and ord(I0, x) = ord(I (E), x) for every x ∈ E.
Applying Theorem A, we get I0 = I (E). 
By Theorem 3.5, we can say that I (E) is singly generated by a CN Blaschke product as a
closed ideal in some weak sense for every E satisfying Z(I (E)) = E ⊂ G. But we note that
these generators do not generate I (E) algebraically.
The following is another generalization of the Lingenberg theorem [12].
Theorem 3.6. Let E be a compact ρ-separated subset of G. Let A ⊂ D satisfying E ⊂ A and
A ∩ D = A. Then for an open subset U of M(H∞) satisfying E ⊂ U , there is an interpolating
Blaschke product b such that E ⊂ Z(b) ⊂ U and Z(b)∩ D ⊂ A.
Proof. Take an open subset V of M(H∞) such that E ⊂ V ⊂ V ⊂ U . By Lemma 3.1, there is
an interpolating Blaschke product ϕ such that E ⊂ Z(ϕ) ⊂ V . Let {zn}n be the zeros of ϕ in D.
Since A∩ D = A, for each n 1 there exists wn ∈ A such that
ρ(zn,wn) = min
w∈Aρ(zn,w).
Let 0 < λ< δ(ϕ) and r(λ) > 0 such that
2λ
2 < δ(ϕ) and r(λ) =
δ(ϕ)− λ
λ.1 + λ 1 − λδ(ϕ)
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Z(ϕ) ⊂ {x ∈ M(H∞): ∣∣ϕ(x)∣∣< r(λ)}⊂ V.
Let
Γ = {n 1: ρ(zn,wn) < r(λ)}.
Since r(λ) < λ, by Lemma 2.6 {wn: n ∈ Γ } is an interpolating sequence. Let b be the interpo-
lating Blaschke product with zeros {wn: n ∈ Γ }. For n ∈ Γ , we have∣∣ϕ(wn)∣∣ ρ(zn,wn) < r(λ),
so {wn: n ∈ Γ } ⊂ V ⊂ U . Thus Z(b) ⊂ U .
To show E ⊂ Z(b), suppose not. Let x1 ∈ E \ Z(b). Then ϕ(x1) = 0 and b(x1) = 0. Since
x1 ∈ A, there is a sequence {ζi}i in A such that ϕ(ζi) → 0 and b(ζi) → b(x1) as i → ∞. We may
assume that |b(ζi)| |b(x1)|/2 > 0 for every i  1. Hence ζi /∈ {wn: n ∈ Γ } for every i  1. By
Lemma 2.6 again, for each i  1 there exists a positive integer ni such that ρ(zni , ζi) → 0 as
i → ∞. We may assume that ρ(zni , ζi) < r(λ) for every i  1. Since
ρ(zni ,wni ) ρ(zni , ζi) < r(λ),
we have ni ∈ Γ for every i  1. We have
ρ(wni , ζi)
ρ(wni , zni )+ ρ(zni , ζi)
1 + ρ(wni , zni )ρ(zni , ζi)
→ 0, i → ∞,
see [4, p. 4]. Hence
0 <
∣∣b(x1)∣∣/2 ∣∣b(ζi)∣∣ ρ(wni , ζi) → 0, i → ∞.
This is a contradiction. Thus we get E ⊂ Z(b). 
Another proof of Theorem 3.3. We have E ⊂ Z(B) ⊂ G and E ⊂ Z(B)∩ D. By Theorem 3.6,
there is an interpolating Blaschke product b such that E ⊂ Z(b) ⊂ U and Z(b)∩D ⊂ Z(B)∩D.
Hence b ≺ B . 
In Theorem 3.4, B was a CN Blaschke product. Here, we give a slight extension of Theo-
rem 3.4.
Theorem 3.7. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). For each 1  j  k, let Uj be an open subset of M(H∞) satisfying
Zj (I (E)) ⊂ Uj . Let B be a Blaschke product in I (E). Suppose that E ⊂ Z(B)∩ D. Then there
is a CN Blaschke product ϕ of order k such that ϕ ∈ I (E), ϕ ≺ B , and Zj (ϕ) ⊂ Uj for every
1 j  k.
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interpolating Blaschke products b1, b2, . . . , bk such that E ⊂ Z(∏ki=1 bi) ⊂ U1. By Theorem 3.6,
there is an interpolating Blaschke product ϕ1 such that E∩Z(b1) ⊂ Z(ϕ1) ⊂ U1 and Z(b1)∩D ⊂
Z(B)∩D. Hence b1 ≺ B and B/b1 is a Blaschke product. Also there is an interpolating Blaschke
product ϕ2 such that
E ∩Z(B/ϕ1)∩ D ∩Z(b2) ⊂ Z(ϕ2) ⊂ U1 and ϕ2 ≺ B/b1.
Repeating the same argument, there are interpolating Blaschke products ϕ1, ϕ2, . . . , ϕk such that
for each 1 j  k
E ∩Z
(
B∏j−1
i=1 ϕi
)
∩ D ∩Z(bj ) ⊂ Z(ϕj ) ⊂ U1 and ϕj ≺ B∏j−1
i=1 ϕi
.
Let ϕ =∏ki=1 ϕi . The rest is the same as the one in Theorem 3.4. 
4. Counting functions I
For compact ρ-separated subsets E1,E2, . . . ,Ek of G, let E =⋃ki=1 Ei and
CE(x) = #{i: x ∈ Ei}, x ∈ E,
where #A denotes the number of elements in A. We call CE the counting function for {Ei}1ik .
Theorem 4.1. Let E1,E2, . . . ,Ek be compact ρ-separated subsets of G. Let E = ⋃ki=1 Ei
and CE be the counting function for {Ei}1ik . Let B be a CN Blaschke product satisfying
E ⊂ Z(B). Suppose that CE(x)  ord(B,x) for every x ∈ E. Then there exist interpolating
Blaschke products b1, b2, . . . , bk such that Ei ⊂ Z(bi) for every 1 i  k and∏ki=1 bi ≺ B .
The following theorem is a special case of Theorem 4.1.
Theorem 4.2. Let E1,E2, . . . ,Ek be compact ρ-separated subsets of G. Suppose that⋂k
i=1 Ei = ∅. Let E =
⋃k
i=1 Ei and CE be the counting function for {Ei}1ik . Let B be a
CN Blaschke product satisfying E ⊂ Z(B). Suppose that CE(x)  ord(B,x) for every x ∈ E.
Then there exist interpolating Blaschke products b1, b2, . . . , bk such that Ei ⊂ Z(bi) for every
1 i  k and
∏k
i=1 bi ≺ B .
We shall prove Theorem 4.2 later. First applying Theorem 4.2, we prove Theorem 4.1.
Proof of Theorem 4.1. We divide the proof into three steps.
Step 1. For a given family {E1,E2, . . . ,Ek}, let m = maxx∈E CE(x). We have 1m k. If
m = k, by Theorem 4.2 we get the assertion. So we assume that m< k. Let
Γ =
{
{i1, i2, . . . , im}:
m⋂
Eit = ∅, 1 i1 < i2 < · · · < im  k
}
.t=1
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it is not difficult to see that Fγ1 ∩ Fγ2 = ∅. Hence there are open subsets Uγ ,γ ∈ Γ , of M(H∞)
satisfying that Fγ ⊂ Uγ , Uγ1 ∩ Uγ2 = ∅ for γ1, γ2 ∈ Γ with γ1 = γ2, Ej ∩ Uγ = ∅ for every j
with j /∈ γ , and Z(B) ∩ Uγ is open and closed in Z(B) for every γ ∈ Γ . The family {Uγ }γ∈Γ
may not cover E. We note that {
x ∈ E: CE(x) = m
}⊂ ⋃
γ∈Γ
Uγ .
Let Bγ be the Blaschke product with zeros Z(B)∩D∩Uγ . We define Ej,γ = Ej ∩Uγ for j ∈ γ .
Then Ej,γ is a closed subset of Z(B). Let Eγ =⋃j∈γ Ej,γ . Then we have ∏γ∈Γ Bγ ≺ B ,
Eγ = E ∩ Uγ , and if γ1, γ2 ∈ Γ with γ1 = γ2, then Eγ1 ∩ Eγ2 = ∅. Let CEγ be the counting
function for {Ej,γ }j∈γ . Then CEγ = CE on Eγ , and by the assumption we have CEγ (x) 
ord(Bγ , x) for every x ∈ Eγ . We note that maxx∈Eγ CEγ (x) = m. Applying Theorem 4.2, there
are interpolating Blaschke products bj,γ , j ∈ γ , such that Ej,γ ⊂ Z(bj,γ ) ⊂ Uγ for every j ∈ γ
and
∏
j∈γ bj,γ ≺ Bγ .
Let i with 1 i  k. When i /∈ γ for every γ ∈ Γ , we note that Ei ∩⋃γ∈Γ Uγ = ∅. If i ∈ γ
for some γ ∈ Γ , by Lemma 2.2∏γ∈Γ ;i∈γ bi,γ is an interpolating Blaschke product, and
Ei ∩
⋃
γ∈Γ
Uγ ⊂ Z
( ∏
γ∈Γ ;i∈γ
bi,γ
)
⊂
⋃
γ∈Γ
Uγ .
When
⋃
γ∈Γ γ = {1,2, . . . , k} and
Ei ∩
⋃
γ∈Γ
Uγ = Ei
for every i with 1 i  k, let
bi =
∏
γ∈Γ ;i∈γ
bi,γ .
Then Ei ⊂ Z(bi) for every 1 i  k and∏ki=1 bi ≺ B , so we get the assertion.
Step 2. Next, we assume that Ei ∩⋃γ∈Γ Uγ = Ei for some i. Let
B1 = B∏
γ∈Γ Bγ
and Ei,1 = Ei \
⋃
γ∈Γ
Uγ , 1 i  k.
Then Ei,1 is a closed set. Let T1 =⋃ki=1 Ei,1 and CT1 be the counting function for {Ei,1}1ik .
By our construction, we have
m1 := max
x∈T1
CT1(x) < max
x∈E CE(x),
CT = CE on T1, and CT (x)  ord(B1, x) for every x ∈ T1. We repeat the same argument for1 1
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Γ1 =
{
{i1, i2, . . . , im1}:
m1⋂
t=1
Eit ,1 = ∅, 1 i1 < i2 < · · · < im1  k
}
.
For each σ ∈ Γ1, let Fσ,1 =⋂j∈σ Ej,1. Then there are open subsets Uσ,1 of M(H∞) for σ ∈ Γ1
such that Fσ,1 ⊂ Uσ,1, Uσ1,1 ∩ Uσ2,1 = ∅ for σ1, σ2 ∈ Γ1 with σ1 = σ2, Ej,1 ∩ Uσ,1 = ∅ for
j /∈ σ , and Z(B1)∩Uσ,1 is open and closed in Z(B1) for every σ ∈ Γ1. We have that{
x ∈ T1: CT1(x) = m1
}⊂ ⋃
σ∈Γ1
Uσ,1.
Let Bσ,1 be the Blaschke product with zeros Z(B1)∩ D ∩Uσ,1. We put Ej,σ,1 = Ej,1 ∩Uσ,1 for
j in σ . Then Ej,σ,1 is a closed subset of Z(B1) and
∏
σ∈Γ1 Bσ,1 ≺ B1. Let Eσ,1 =
⋃
j∈σ Ej,σ,1
and CEσ,1 be the counting function for {Ej,σ,1}j∈σ . Then CEσ,1 = CE on Eσ,1 and CEσ,1(x) 
ord(Bσ,1, x) for every x ∈ Eσ,1. By Theorem 4.2, there are interpolating Blaschke products
bj,σ,1, j ∈ σ , such that Ej,σ,1 ⊂ Z(bj,σ,1) ⊂ Uσ,1 for every j ∈ σ and∏j∈σ bj,σ,1 ≺ Bσ,1.
Let i with 1 i  k. If i ∈ σ for some σ ∈ Γ1, ∏σ∈Γ1;i∈σ bi,σ,1 is an interpolating Blaschke
product and
Ei,1 ∩
⋃
σ∈Γ1
Uσ,1 ⊂ Z
( ∏
σ∈Γ1;i∈σ
bi,σ,1
)
⊂
⋃
σ∈Γ1
Uσ,1.
By Lemma 2.2, ( ∏
σ∈Γ1;i∈σ
bi,σ,1
)
·
( ∏
γ∈Γ ;i∈γ
bi,γ
)
is an interpolating Blaschke product,( ∏
σ∈Γ1;i∈σ
bi,σ,1
)
·
( ∏
γ∈Γ ;i∈γ
bi,γ
)
≺ B,
and
Ei ∩
(( ⋃
σ∈Γ1
Uσ,1
)
∪
( ⋃
γ∈Γ
Uγ
))
⊂ Z
(( ∏
σ∈Γ1;i∈σ
bi,σ,1
)
·
( ∏
γ∈Γ ;i∈γ
bi,γ
))
⊂
( ⋃
σ∈Γ1
Uσ,1
)
∪
( ⋃
γ∈Γ
Uγ
)
.
When
Ei ∩
(( ⋃
Uσ,1
)
∪
( ⋃
Uγ
))
= Eiσ∈Γ1 γ∈Γ
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bi =
( ∏
σ∈Γ1;i∈σ
bi,σ,1
)
·
( ∏
γ∈Γ ;i∈γ
bi,γ
)
.
Then Ei ⊂ Z(bi) for every 1 i  k and∏ki=1 bi ≺ B , so we get the assertion. In the other case,
we go to Step 3.
Step 3. Let
B2 = B1∏
σ∈Γ1 Bσ,1
and Ei,2 = Ei,1 \
⋃
σ∈Γ1
Uσ,1, 1 i  k.
Let T2 =⋃ki=1 Ei,2 and CT2 be the counting function for {Ei,2}1ik . We have CT2 = CE on T2,
max
x∈T2
CT2(x) < max
x∈T1
CT1(x) < max
x∈E CE(x),
and CT2(x)  ord(B2, x) for every x ∈ T2. We can repeat the same argument for B2 and
{Ei,2}1ik , and continue the same argument until our argument stops. We know that our ar-
gument surely stops at some finite stage, and at that time we get the assertion. 
Remark 4.3. Let m be a positive integer. By the proof of Theorem 4.1, if Theorem 4.2 holds
for every {E1,E2, . . . ,E
} satisfying⋂
i=1 Ei = ∅ and 
m, then Theorem 4.1 holds for every{E1,E2, . . . ,Ek} with maxx∈E CE(x)m.
Proof of Theorem 4.2. Let B be a CN Blaschke product and Ω be the family of finitely
many nonvoid closed ρ-separated subsets {E1,E2, . . . ,Ek} of Z(B) satisfying ⋂ki=1 Ei = ∅
and CE(x)  ord(B,x) for every x ∈ E =⋃ki=1 Ei . We prove the assertion by induction on
integers k. When k = 1, we get the assertion by Theorem 3.3. Let m be an integer with m 2.
Suppose that the assertion holds for every {E1,E2, . . . ,Ek} ∈ Ω with 1 k m − 1. We shall
prove the assertion for B and {A1,A2, . . . ,Am} ∈ Ω .
Let A =⋃mi=1 Ai , CA be the counting function for {A1,A2, . . . ,Am}, and
CA(x) ord(B,x), x ∈ A. (4.1)
We have
⋂m
i=1 Ai = ∅. Let T =
⋃m−1
i=1 Ai and CT be the counting function for {A1,A2,
. . . ,Am−1}. We note that {A1,A2, . . . ,Am−1} ∈ Ω . We have maxx∈T CT (x) = m − 1. Since
CT  CA on T , by (4.1) we have CT (x)  ord(B,x) for every x ∈ T . By the assumption of
induction, there are interpolating Blaschke products ϕ1, ϕ2, . . . , ϕm−1 satisfying that
Ai ⊂ Z(ϕi), i = 1,2, . . . ,m− 1, and
m−1∏
i=1
ϕi ≺ B. (4.2)
992 K.J. Izuchi, Y. Izuchi / Journal of Functional Analysis 259 (2010) 975–1013For x ∈⋂mi=1 Ai , by (4.1) and (4.2) we have
ord
(
m−1∏
i=1
ϕi, x
)
= m− 1 <m = CA(x) ord(B,x).
Hence
∅ =
m⋂
i=1
Ai ⊂ Z
(
B/
m−1∏
i=1
ϕi
)
. (4.3)
By Theorem 3.3, there is an interpolating Blaschke product q satisfying that
q ≺ B/
m−1∏
i=1
ϕi and Z
(
B/
m−1∏
i=1
ϕi
)
∩Am ⊂ Z(q). (4.4)
If Am ⊂ Z(q), putting b1 = ϕ1, b2 = ϕ2, . . . , bm−1 = ϕm−1 and bm = q , we get the assertion. So
we may assume that Am ⊂ Z(q).
Since Z(q) is a Gδ-set in M(H∞), Z(B) \ Z(q) is an Fσ -set. By Lemma 2.1, Z(B) is a
totally disconnected set. Hence there is a sequence of open subsets {Un}n1 of M(H∞) such that
Z(q)∩Un = ∅, (Z(B) \Z(q))∩Un is open and closed in Z(B) for every n 1, Z(B) \Z(q) ⊂⋃∞
n=1 Un, and Un∩Uj = ∅ for n = j . For each positive integer n, let Bn be the Blaschke product
with zeros Z(B)∩ D ∩Un. If Z(B)∩ D ∩Un = ∅, we put Bn = 1. By Lemma 2.3,(
Z(B) \Z(q))∩Un = Z(B)∩Un = Z(Bn).
Also we have Z(B) \Z(q) ⊂ Z(∏∞n=1 Bn), Z(Bn)∩Z(Bj ) = ∅ for n = j , and
q
∞∏
n=1
Bn ≺ B. (4.5)
Let Ai,n = Ai ∩Un for i = 1,2, . . . ,m. Then Ai,n is a closed set. Hence we have
Ai \Z(q) =
∞⋃
n=1
Ai,n, i = 1,2, . . . ,m. (4.6)
We set Tn =⋃mi=1 Ai,n, and let CTn be the counting function for {Ai,n}1im. We have CTn = CA
on Tn. By (4.1) and Lemma 2.3,
CTn(x) ord(B,x) = ord(Bn, x), x ∈ Tn.
Since Z(q)∩Un = ∅, by (4.4)
Z
(
B/
m−1∏
ϕi
)
∩Am ∩Un = ∅.i=1
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m−1. By Remark 4.3 and the assumption of induction, there are interpolating Blaschke products
ψi,n, 1 i m, such that
m∏
i=1
ψi,n ≺ Bn and Ai,n ⊂ Z(ψi,n), 1 i m. (4.7)
Here we fix i with 1 i m and move n. By (4.6) and (4.7),
Ai \Z(q) =
∞⋃
n=1
Ai,n ⊂ Z
( ∞∏
n=1
ψi,n
)
, 1 i m.
We draw our attention for the case i = m. We have
Am ⊂ Z(q)∪
∞⋃
n=1
Am,n
and
Am ⊂ Z
(
q
∞∏
n=1
ψm,n
)
.
By Theorem 3.3, there is an interplating Blaschke product bm satisfying that
bm ≺ q
∞∏
n=1
ψm,n and Am ⊂ Z(bm). (4.8)
By (4.5) and (4.7), we have
bm ≺ q
∞∏
n=1
ψm,n ≺ q
∞∏
n=1
Bn ≺ B.
Next, we study the CN Blaschke product B/bm. Recall that CT is the counting function for
{A1,A2, . . . ,Am−1}. We shall show that
CT (x) ord(B/bm,x), x ∈ T . (4.9)
Let x ∈ T . We divide into three cases.
Case 1. Suppose that bm(x) = 0. Then by (4.1), we have
CT (x) CA(x) ord(B,x) = ord(B/bm,x).
Thus we get (4.9).
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have ord(
∏m−1
i=1 ϕi, x)+1 ord(B,x). By (4.2), CT (x) ord(
∏m−1
i=1 ϕi, x). Hence we get (4.9).
Case 3. Suppose that bm(x) = 0 and q(x) = 0. Let t = CT (x). Then there are integers 1 
i1 < i2 < · · · < it  m − 1 such that x ∈⋂tj=1 Aij . Since x ∈ Z(B) \ Z(q) ⊂⋃∞n=1 Un and
Un ∩Uj = ∅ for n = j , there is a positive integer 
 such that x ∈ U
. Since Ai,n = Ai ∩Un,
x ∈
t⋂
j=1
Aij ,
. (4.10)
We have
B
bm
= B∏m
i=1
∏∞
n=1 ψi,n
·
∏m−1
i=1
∏
n;n=
 ψi,n
q
·
m−1∏
i=1
ψi,
 · q
∏∞
n=1 ψm,n
bm
.
Here we have
B∏m
i=1
∏∞
n=1 ψi,n
= B∏∞
n=1 Bn
·
∞∏
n=1
Bn∏m
i=1 ψi,n
,
so by (4.5) and (4.7), the above function is a Blaschke product and
ord
(
B∏m
i=1
∏∞
n=1 ψi,n
, x
)
 0.
Since q(x) = 0, we have
ord
(∏m−1
i=1 (
∏
n;n=
 ψi,n)
q
, x
)
 0.
By (4.8), we have
ord
(
q
∏∞
n=1 ψm,n
bm
,x
)
 0.
Also by (4.7) and (4.10), ord(∏m−1i=1 ψi,
, x)  t . Hence we have CT (x) = t  ord(B/bm,x).
Thus we get (4.9).
We note that maxx∈T CT (x) = m − 1. By (4.9) and the assumption of induction, there exist
interpolating Blaschke products b1, b2, . . . , bm−1 such that
∏m−1
i=1 bi ≺ B/bm and Ai ⊂ Z(bi)
for 1 i m− 1. By (4.8), Am ⊂ Z(bm). The above leads us ∏mi=1 bi ≺ B . This completes the
proof. 
The following answers a question posed in [6, p. 128].
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for 1 i  k. Then the tensor product⊗ki=1 I (Ei) is closed.
Proof. Let
I =
k⊗
i=1
I (Ei),
E =⋃ki=1 Ei and CE be the counting function for {Ei}1ik . Then I is a closed ideal of H∞,
Z(I) = E,⊗ki=1 I (Ei) ⊂ I , and
ord(I, x) = ord
(
k⊗
i=1
I (Ei), x
)
= CE(x), x ∈ E.
By [7,13], I is algebraically generated by CN Blaschke products. Let B ∈ I be a CN Blaschke
product. Then
CE(x) = ord(I, x) ord(B,x), x ∈ E.
By Theorem 4.1, there exist interpolating Blaschke products b1, b2, . . . , bk such that Ei ⊂ Z(bi)
for every 1  i  k and
∏k
i=1 bi ≺ B . Then we have B ∈
∏k
i=1 I (Ei). This shows that I =⊗k
i=1 I (Ei). 
Here we have a question. Let Ei be nonvoid compact subsets of G such that Z(I (Ei)) = Ei
for i = 1,2. Is I (E1)⊗ I (E2) closed in H∞?
Let E1,E2, . . . ,Ek be nonvoid compact ρ-separated subsets of G, E = ⋃ki=1 Ei and CE
be the counting function for {Ei}1ik . Then it is not difficult to show that ord(I (E), x) 
CE(x) for every x ∈ E. In Section 6, we shall give a characterization of E =⋃ki=1 Ei for which
ord(I (E), x) = CE(x) for every x ∈ E.
5. Primary ideals in H∞
In this section, for a given nonvoid compact subset E of G such that Z(I (E)) = E, we give a
description of
Zm
(
I (E)
)= {x ∈ E: ord(I (E), x)m}
for every positive integer m.
Lemma 5.1. Let E be a nonvoid compact subset of G such that Z(I (E)) = E. If E1 is a nonvoid
closed subset of E, then Z(I (E1)) = E1 and ord(I (E1), x) ord(I (E), x) for x ∈ E1.
Proof. Applying Lemma 3.2, we have Z(I (E1)) = E1. We also have I (E) ⊂ I (E1). Hence
ord(I (E1), x) ord(I (E), x) for x ∈ E1. 
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open and closed subset of E, then ord(I (E1), x) = ord(I (E), x), x ∈ E1.
Proof. By Lemma 5.1, ord(I (E1), x) ord(I (E), x) for x ∈ E1. Let x1 ∈ E1. By Theorem B,
there is a CN Blaschke product B in I (E1) such that ord(B,x1) = ord(I (E1), x1). Take open
subsets U and V of M(H∞) such that E1 ⊂ U , E \ E1 ⊂ V and U ∩ V = ∅. Let B1 be the
Blaschke product with zeros Z(B)∩D∩U . By Lemma 2.3, E1 ⊂ Z(B1) ⊂ U and ord(B1, x1) =
ord(B,x1). Similarly there is a CN Blaschke product B2 such that E \ E1 ⊂ Z(B2) ⊂ V . Then
B1B2 ∈ I (E) and
ord
(
I (E1), x1
)= ord(B,x1) = ord(B1, x1) = ord(B1B2, x1).
Hence we have ord(I (E1), x1) ord(I (E), x1). 
The fact given in Lemma 5.2 is called the locally stable property of ord(I (E), x).
Lemma 5.3. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and m be an
integer with m 2. Let Aj , 1 j m, be Fσ -subsets of E satisfying Aj ∩A
 = ∅ for j = 
 and⋂m
j=1 Aj = ∅. Then
m⋂
j=1
Aj ⊂ Zm
(
I (E)
)
.
Proof. Suppose that ord(I (E), x1) < m for some x1 ∈ ⋂mj=1 Aj . By Theorem B, there ex-
ists an open subset U of M(H∞) such that x1 ∈ U , E ∩ U is open and closed in E and
t := maxx∈E∩U ord(I (E), x) < m. By Lemma 5.2, maxx∈E∩U ord(I (E ∩ U),x) = t . By The-
orem B again, there is a CN Blaschke product B of order t satisfying E ∩ U ⊂ Z(B). We note
that maxx∈Z(B) ord(B,x) = t , Aj ∩ U is an Fσ -set, and Aj ∩U ∩ (A
 ∩ U) = ∅ for j = 
. By
Theorem 2.8, we have
⋂m
j=1 Aj ∩U = ∅. But this contradicts that x1 ∈
⋂m
j=1 Aj ∩U . 
The following theorem has several applications.
Theorem 5.4. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). Suppose that k  2. Let b1, b2, . . . , bk be interpolating Blaschke products
such that
∏k
i=1 bi ∈ I (E). For each 1 j  k, let
Aj = E \Z
( ∏
i;i =j
bi
)
.
Then we have the following.
(i) Aj is a nonvoid open Fσ -subset of E ∩Z(bj ) for 1 j  k.
(ii) Aj is ρ-separated for 1 j  k.
(iii) Aj ∩A
 = ∅ for j = 
.
(iv) ⋂k Aj = {x ∈ E: ord(I (E), x) = k}.j=1
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then we have E ⊂ Z(∏i;i =j bi). This contradicts that k = maxx∈E ord(I (E), x).
(ii) follows from Aj ⊂ Z(bj ).
(iii) By the definition of A
, we have |bj | > 0 on A
 for j = 
. Hence we get (iii).
(iv) Let x1 ∈ E satisfying ord(I (E), x1) = k. Suppose that x1 /∈⋂kj=1 Aj . Then there is an in-
teger j1 with 1 j1  k such that x1 /∈ Aj1 . Hence there is an open subset U of M(H∞) such that
E ∩ U is open and closed in E, x1 /∈ U and Aj1 ⊂ U . Since Aj1 ⊂ Z(bj1), by Lemma 2.3 there
is an interpolating Blaschke product ψj1 such that ψj1 ≺ bj1 , x1 /∈ Z(ψj1) and Aj1 ⊂ Z(ψj1).
Hence E ⊂ Z(ψj1
∏
i;i =j1 bi), so ψj1
∏
i;i =j1 bi ∈ I (E). Therefore
k > ord
(
ψj1
∏
i;i =j1
bi, x1
)
 ord
(
I (E), x1
)= k.
But this is a contradiction. Thus we get
{
x ∈ E: ord(I (E), x)= k}⊂ k⋂
j=1
Aj .
The reverse inclusion
k⋂
j=1
Aj ⊂
{
x ∈ E: ord(I (E), x)= k}
follows from Lemma 5.3. 
The following is a description of the number maxx∈E ord(I (E), x) using only the words in
the set E.
Corollary 5.5. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k be an
integer with k  2. Then maxx∈E ord(I (E), x) = k if and only if the following conditions hold.
(i) We have ⋂k+1j=1 Xj = ∅ for any Fσ -subsets Xj of E, 1 j  k + 1, satisfying Xj ∩X
 = ∅
for j = 
.
(ii) There exist Fσ -subsets Aj of E, 1  j  k, satisfying Aj ∩ A
 = ∅ for j = 
 and⋂k
j=1 Aj = ∅.
In this case,
⋂k
j=1 Aj ⊂ {x ∈ E: ord(I (E), x) = k}. Especially, we may take
k⋂
j=1
Aj =
{
x ∈ E: ord(I (E), x)= k}.
Proof. Suppose that (i) and (ii) hold. By (ii) and Lemma 5.3, we have k maxx∈E ord(I (E), x).
If k < t := maxx∈E ord(I (E), x), then by Theorem 5.4 there exist Fσ -subsets Xj of E,
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 = ∅ for j = 
 and ⋂tj=1 Xj = ∅. This contradicts with (i). Thus
maxx∈E ord(I (E), x) = k.
Suppose that maxx∈E ord(I (E), x) = k. By Theorem B, there is a CN Blaschke product B of
order k satisfying E ⊂ Z(B). We get (i) by Theorem 2.8, and we get (ii) by Theorem 5.4.
To show
k⋂
j=1
Aj ⊂
{
x ∈ E: ord(I (E), x)= k}, (5.1)
suppose not. Then there is an open subset U of M(H∞) such that (
⋂k
j=1 Aj)∩U = ∅,{
x ∈ E: ord(I (E), x)= k}∩U = ∅
and E ∩U is open and closed in E. By Lemma 5.2,
max
x∈E∩U ord
(
I (E ∩U),x) k − 1.
We have Aj ∩ U = ∅, Aj ∩ U is an Fσ -set, Aj ∩U ∩ (A
 ∩ U) = ∅ for j = 
 and⋂k
j=1 Aj ∩U = ∅. By Lemma 5.3,
∅ =
k⋂
j=1
Aj ∩U ⊂ Zk
(
I (E ∩U))= ∅.
But this is a contradiction. Thus we get (5.1). By Theorem 5.4, we may take {Aj }1jk as
k⋂
j=1
Aj =
{
x ∈ E: ord(I (E), x)= k}. 
In the proof of Corollary 5.5, we see that condition (i) is equivalent to maxx∈E ord(I (E), x)
k and condition (ii) is equivalent to maxx∈E ord(I (E), x) k.
A local version of Corollary 5.5 is the following.
Corollary 5.6. Let E be a nonvoid compact subset of G such that Z(I (E)) = E, x1 ∈ E and m
be an integer with m 2. Then ord(I (E), x1) = m if and only if the following conditions hold.
(i) We have x1 /∈⋂m+1j=1 Xj for any Fσ -subsets Xj of E, 1 j m+ 1, satisfying Xj ∩X
 = ∅
for j = 
.
(ii) There exist Fσ -subsets Aj of E, 1  j  m, satisfying Aj ∩ A
 = ∅ for j = 
 and x1 ∈⋂m
j=1 Aj .
Proof. By Theorem B and Lemma 5.2, ord(I (E), x1) = m if and only if there exists an open
subset V of M(H∞) such that x1 ∈ V and
max ord
(
I (E ∩ V ), x)= ord(I (E ∩ V ), x1)= m.x∈E∩V
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easily.
Suppose that (i) and (ii) hold. Let t = ord(I (E), x1). Then there exists an open subset U of
M(H∞) such that x1 ∈ U and
max
x∈E∩U ord
(
I (E ∩U),x)= ord(I (E ∩U),x1)= t.
By condition (ii), we have t m. If t > m, then there exist Fσ -subsets Xj of E ∩U , 1 j  t ,
such that Xj ∩ X
 = ∅ for j = 
 and x1 ∈⋂tj=1 Xj . This contradicts with condition (i). Hence
t = m. 
Suppose that k := maxx∈E ord(I (E), x)  2. For each 2  m  k, we shall describe the set
Zm(I (E)) for m 2 as an application of Theorem 5.4. Let
Ωm =
{{i1, i2, . . . , im}: 1 i1 < i2 < · · · < im  k}.
Lemma 5.7. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and
k = maxx∈E ord(I (E), x). Let b1, b2, . . . , bk be interpolating Blaschke products satisfying∏k
i=1 bi ∈ I (E). Let T be a closed subset of E and m = maxx∈T ord(I (T ), x). Suppose that
2m k. For each σ ∈ Ωm, let Tσ = T ∩Z(∏i∈σ bi). Then
{
x ∈ T : ord(I (T ), x)= m}= ⋃
σ∈Ωm
{
x ∈ Tσ : ord
(
I (Tσ ), x
)= m}.
Proof. If m = k, then Ωm = {1,2, . . . , k}, so trivially the assertion holds.
Suppose that 2m< k. By Lemma 5.1, we have
⋃
σ∈Ωm
{
x ∈ Tσ : ord
(
I (Tσ ), x
)= m}⊂ {x ∈ T : ord(I (T ), x)= m}.
Next we shall prove the reverse inclusion. By Theorem 5.4, there are Fσ -subsets Aj of T ,
1 j m, satisfying that Aj ∩A
 = ∅ for j = 
 and
m⋂
j=1
Aj =
{
x ∈ T : ord(I (T ), x)= m}.
Let x1 ∈ T with ord(I (T ), x1) = m. We have
Aj ⊂ Z
(
k∏
i=1
bi
)
=
k⋃
i=1
Z(bi), 1 j m,
so there exists an integer ij with 1 ij  k such that x1 ∈ Aj ∩Z(bi ). Let σ = {i1, i2, . . . , im}.j
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 ∩Z(bi
)) = ∅ for j = 
. We also have
x1 ∈
m⋂
j=1
Aj ∩Z(bij ) ⊂ Z
(∏
i∈σ
bi
)
.
Hence by Theorem 2.8, ij = i
 for j = 
, so σ ∈ Ωm. Hence x1 ∈ Tσ . By Lemmas 5.1 and 5.3,
ord(I (Tσ ), x1) = m. Thus{
x ∈ T : ord(I (T ), x)= m}⊂ ⋃
σ∈Ωm
{
x ∈ Tσ : ord
(
I (Tσ ), x
)= m}.
The assertion is proved. 
Lemma 5.8. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). Suppose that k  3. Let b1, b2, . . . , bk be interpolating Blaschke prod-
ucts satisfying ∏ki=1 bi ∈ I (E). Let m be a positive integer with 2  m < k. Let σ ∈ Ωm and
Eσ = E ∩Z(∏i∈σ bi). Then{
x ∈ E: ord(I (E), x)= k}⊂ {x ∈ Eσ : ord(I (Eσ ), x)= m}
and maxx∈Eσ ord(I (Eσ ), x) = m.
Proof. We have {x ∈ E: ord(I (E), x) = k} ⊂ Z(bi) for every 1  i  k. Hence
{x ∈ E: ord(I (E), x) = k} ⊂ Eσ . Let x1 ∈ E satisfying ord(I (E), x1) = k. Suppose that
ord(I (Eσ ), x1) < m. By Theorem B, there exists a CN Blaschke product ϕ such that Eσ ⊂ Z(ϕ)
and ord(ϕ, x1) < m. We have E ⊂ Z(ϕ∏i;i /∈σ bi), and since bi(x1) = 0 for every 1 i  k,
ord(ϕ, x1)+ (k −m) = ord
(
ϕ
∏
i;i /∈σ
bi, x1
)
 ord
(
I (E), x1
)
= k.
Hence ord(ϕ, x1)m. But this is a contradiction. Therefore ord(I (Eσ ), x1)m. By the form
of Eσ , we have maxx∈Eσ ord(I (Eσ ), x)m. Thus we get the assertion. 
Theorem 5.9. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and k =
maxx∈E ord(I (E), x). Suppose that k  2. Let b1, b2, . . . , bk be interpolating Blaschke products
satisfying ∏ki=1 bi ∈ I (E). Let m be an integer with 2m k. For each σ = {i1, i2, . . . , im} ∈
Ωm, let bσ =∏i∈σ bi , Eσ = E ∩Z(bσ ), and for each j ∈ σ
Aσ,j = Eσ \Z
( ∏
i∈σ ;i =j
bi
)
.
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Zm
(
I (E)
)= ⋃
σ∈Ωm
⋂
j∈σ
Aσ,j .
Proof. When m = k, we get trivially the assertion by Theorem 5.4. So we assume that
2m< k, k  3.
Let σ = {i1, i2, . . . , im} ∈ Ωm. By Lemma 5.8, we have
max
x∈Eσ
ord
(
I (Eσ ), x
)= m.
By Theorem 5.4, {
x ∈ Eσ : ord
(
I (Eσ ), x
)= m}=⋂
j∈σ
Aσ,j .
By Lemmas 5.1 and 5.3, we have ⋂
j∈σ
Aσ,j ⊂ Zm
(
I (E)
)
.
Therefore we get ⋃
σ∈Ωm
⋂
j∈σ
Aσ,j ⊂ Zm
(
I (E)
)
. (5.2)
To prove the reverse inclusion, let x1 ∈ E satisfying that
t := ord(I (E), x1)m.
First suppose that t = k. Then bi(x1) = 0 for every 1 i  k. Let σ = {i1, i2, . . . , im} ∈ Ωm. We
have x1 ∈ Eσ . By Lemma 5.8, ord(I (Eσ ), x1) = m. By Theorem 5.4, we have⋂
j∈σ
Aσ,j =
{
x ∈ Eσ : ord
(
I (Eσ ), x
)= m}.
Hence x1 ∈⋂j∈σ Aσ,j for every σ ∈ Ωm. Thus we get{
x ∈ E: ord(I (E), x)= k}⊂ ⋃
σ∈Ωm
⋂
j∈σ
Aσ,j .
Next, suppose that m  t < k. By Theorem B, there is an open subset U of M(H∞)
with x1 ∈ U such that E ∩ U is open and closed in E and maxx∈E∩U ord(I (E), x) = t .
By Lemma 5.2, maxx∈E∩U ord(I (E ∩ U),x) = t and ord(I (E ∩ U),x1) = t . We also have
E ∩U ⊂ E ⊂ Z(∏ki=1 bi). For η ∈ Ωt , (E ∩U) ∩Z(bη) = Eη ∩U . Here we apply Lemma 5.7
to T = E ∩U . Then we have
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{
x ∈ E ∩U : ord(I (E ∩U),x)= t}
=
⋃
η∈Ωt
{
x ∈ Eη ∩U : ord
(
I (Eη ∩U),x
)= t}.
Hence there exists η1 ∈ Ωt such that
x1 ∈ Eη1 ∩U and ord
(
I (Eη1 ∩U),x1
)= t. (5.3)
We also have
max
x∈Eη1∩U
ord
(
I (Eη1 ∩U),x
)= t. (5.4)
We note that 2m t < k.
Suppose that m = t . Then η1 ∈ Ωm and ord(I (Eη1 ∩U),x1) = m. Hence by Theorem 5.4, we
get
x1 ∈
⋂
j∈η1
(Aη1,j ∩U) ⊂
⋂
j∈η1
Aη1,j ⊂
⋃
σ∈Ωm
⋂
j∈σ
Aσ,j .
Finally, suppose that m< t . Since 2m< t , we have t  3. Since η1 ∈ Ωt , by (5.4) we can
apply Lemma 5.8 to E = Eη1 ∩U . Then for σ ∈ Ωm with σ ⊂ η1, we have{
x ∈ Eη1 ∩U : ord
(
I (Eη1 ∩U),x
)= t}⊂ {x ∈ Eσ ∩U : ord(I (Eσ ∩U),x)= m}
=
( ⋂
j∈σ
Aσ,j
)
∩U by Theorem 5.4.
By (5.3), we have x1 ∈ Eη1 ∩U and x1 ∈
⋂
j∈σ Aσ,j . Thus we get
Zm
(
I (E)
)⊂ ⋃
σ∈Ωm
⋂
j∈σ
Aσ,j .
Therefore by (5.2), we get the assertion. 
6. Counting functions II
Let E1,E2, . . . ,Ek be nonvoid compact ρ-separated subsets of G, E =⋃ki=1 Ei , and CE be
the counting function for {Ei}1ik . In the end of Section 4, we pointed out that ord(I (E), x)
CE(x) for every x ∈ E. In this section, we study {Ei}1ik satisfying ord(I (E), x) = CE(x) for
every x ∈ E.
If maxx∈E CE(x) = 1, then CE(x) = ord(I (E), x) = 1 for x ∈ E. Hence we may assume that
maxx∈E CE(x) 2.
If Ej ⊂⋃i;i =j Ei for some j with 1  j  k, then ord(I (E), x)  CE(x) − 1 for x ∈ Ej .
For, in this case we have E =⋃i;i =j Ei and
ord
(
I (E), x
)
 CE′(x) < CE(x) = CE′(x)+ 1, x ∈ Ej ,
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that Ej ⊂⋃i;i =j Ei for every 1 j  k.
For each j with 1 j  k, let Dj = Ej \⋃i;i =j Ei . Then Dj is a nonvoid open subset of E.
If Ej = Dj for some j , then
ord
(
I (E), x
)
 CE(x)− 1, x ∈ Ej \Dj . (6.1)
For, let x1 ∈ Ej \ Dj . By Theorem B, there is a CN Blaschke product ϕ such that E \ Dj ⊂
Z(ϕ) and ord(I (E \Dj), x1) = ord(ϕ, x1). Take an interpolating Blaschke product ψ satisfying
Dj ⊂ Z(ψ) and x1 /∈ Z(ψ). Then ϕψ ∈ I (E) and
ord
(
I (E), x1
)
 ord(ϕψ,x1) = ord(ϕ, x1)
= ord(I (E \Dj), x1) CE′(x1)
< CE′(x1)+ 1 = CE(x1),
where E′ =⋃i;i =j Ei and CE′ is the counting function for {Ei}1ik;i =j . Thus we get (6.1). So
we may assume that Ej = Dj for every 1 j  k.
Theorem 6.1. Let E1,E2, . . . ,Ek be nonvoid compact ρ-separated subsets of G, E =⋃ki=1 Ei
and CE be the counting function for {Ei}1ik . Suppose that maxx∈E CE(x)  2. Then
ord(I (E), x) = CE(x) for every x ∈ E if and only if the following conditions hold.
(i) Ej ⊂⋃i;i =j Ei for every 1 j  k.
(ii) Ej = Dj , where Dj = Ej \⋃i;i =j Ei for every 1 j  k.
(iii) For each x1 ∈ E with m := CE(x1)  2, there exist 1  i1 < i2 < · · · < im  k such
that x1 ∈ ⋂mj=1 Eij and x1 /∈ Ei for i /∈ {ij : 1  j  m}. Let U be an open subset of
M(H∞) satisfying x1 ∈ U , E ∩ U is open and closed in E and Ei ∩ U = ∅ for every
i /∈ {ij : 1  j  m}. Then there exist Fσ -subsets Aij of Dij ∩ U , 1  j  m, such that
Aij ∩Ai
 = ∅ for j = 
 and x1 ∈
⋂m
j=1 Aij .
Proof. First, suppose that ord(I (E), x) = CE(x) for every x ∈ E. By the argument above The-
orem 6.1, we have (i) and (ii).
(iii) Take x1 ∈ E, m, and 1  i1 < i2 < · · · < im  k. By Lemma 5.2 and our assumptions
of U ,
m = CE(x1) = ord
(
I (E), x1
)= ord(I (E ∩U),x1).
We have E ∩ U =⋃mj=1(Eij ∩ U). Let CE∩U be the counting function for {Eij ∩ U}1jm.
Since Eij ∩ U is a compact ρ-separated subset of G, by Lemma 3.1 there exist interpolating
Blaschke products bi1, bi2, . . . , bim such that Eij ∩U ⊂ Z(bij ). Then E ∩U ⊂ Z(
∏m
j=1 bij ). For
each 1 j m, let
Aij = (E ∩U) \Z
( ∏
bi

)
.
;
=j
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 = ∅ for
j = 
, and
x1 ∈
{
x ∈ E ∩U : ord(I (E ∩U),x)= m}= m⋂
j=1
Aij .
Thus we get (iii).
Next, we assume conditions (i), (ii), and (iii). We shall prove that ord(I (E), x) = CE(x) for
x ∈ E. Let x2 ∈ E and m = CE(x2). If m = 1, we have ord(I (E), x2) = 1, so we may assume
that m 2. Then there exist 1 i1 < i2 < · · · < im  k such that x2 ∈⋂mj=1 Eij and x2 /∈ Ei for
i /∈ {ij : 1  j  m}. Take an open subset U of M(H∞) satisfying x2 ∈ U , E ∩ U is open and
closed in E and Ei ∩U = ∅ for every i /∈ {ij : 1 j m}. Then by (iii), there exist Fσ -subsets
Aij of Dij ∩U , 1 j m, such that Aij ∩Ai
 = ∅ for j = 
 and x2 ∈
⋂m
j=1 Aij . By Lemma 5.3,
we have m ord(I (E ∩U),x2). Hence
m ord
(
I (E ∩U),x2
)= ord(I (E), x2) CE(x2) = m.
Thus we get m = ord(I (E), x2). This completes the proof. 
Remark 6.2. In Theorem 6.1, conditions (i) and (ii) are superfluous. We add them to be under-
standable the situation. In the last part of the proof of Theorem 6.1, we actually showed that (iii)
implies ord(I (E), x) = CE(x) for every x ∈ E.
By Theorem 6.1, it is not difficult to prove the following.
Corollary 6.3. Let k be an integer with k  2. Let {Aj }1jk be nonvoid Fσ -sets satisfying
Aj ⊂ G, Aj ∩ A
 = ∅ for j = 
 and Aj is ρ-separated for every 1 j  k. Let E˜ =⋃kj=1 Aj
and CE˜ be the counting function for {Aj }1jk . Then ord(I (E˜), x) = CE˜(x) for every x ∈ E˜.
Example 6.4. Let E be a nonvoid compact subset of G such that Z(I (E)) = E and
k = maxx∈E ord(I (E), x) < ∞. By Theorem B, there are interpolating Blaschke products
b1, b2, . . . , bk such that E ⊂ Z(∏ki=1 bi). Let
Aj = E \Z
( ∏
i;i =j
bi
)
, 1 j  k.
Let E˜ =⋃kj=1 Aj and CE˜ be the counting function for {Aj }1jk . By Theorem 5.4, we can
apply Corollary 6.3. Hence ord(I (E˜), x) = CE˜(x) for every x ∈ E˜.
Here we have a question. Let E be a nonvoid compact subset of G such that Z(I (E)) = E
and k = maxx∈E ord(I (E), x) < ∞. Are there closed ρ-separated subsets E1,E2, . . . ,Ek of E
such that E =⋃ki=1 Ei and ord(I (E), x) = CE(x) for x ∈ E, where CE is the counting function
for {Ei}1ik?
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Let E be a nonvoid compact totally disconnected subset of G. For 0 < r < 1, let Dr =
{z ∈ D: |z| < r} and Dr = {z ∈ D: |z|  r}. We shall construct the numbering function
NE : E → {1,2, . . . ,∞} for the set E. Let NE,1(x) = 1 for every x ∈ M(H∞). Let {Uα(x)}α
be a net of fundamental open neighborhoods of x in M(H∞). We define the order α  β by
Uβ(x) ⊂ Uα(x). We also define NE,2(x) by
NE,2(x) = lim
r→0
(
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}))
.
Here we note that ∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}= #(Lξ (Dr )∩E).
For each 0 < r < 1, the value of
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}
decreases as α → ∞. Hence the value of
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}
is eventually constant for sufficiently large α. Hence we may define
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}) ∈ {1,2, . . . ,∞}.
Also the value of
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
})
decreases as r decreases to 0. Hence the value of
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
})
is eventually constant for sufficiently small r > 0. Thus NE,2(x) is well defined and NE,1(x)
NE,2(x) for every x ∈ E. Moreover
NE,2(x) = sup
ξ∈Uα(x)
∑{
NE,1(ζ ): ζ ∈ Lξ (Dr )∩E
}
for sufficiently large α and small r > 0. We note that NE,1 = NE,2 on E if and only if E is
ρ-separated.
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NE,m(x) = lim
r→0
(
lim
α→∞
(
sup
ξ∈Uα(x)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr )∩E
})) (7.1)
and we have
NE,m−1(x)NE,m(x), x ∈ E. (7.2)
We also have
NE,m(x) = sup
ξ∈Uα(x)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr )∩E
} (7.3)
for sufficiently large α and small r > 0 depending on x. By (7.2), we may define the function
NE(x) = lim
m→∞NE,m(x), x ∈ E. (7.4)
We call NE : E → {1,2, . . . ,∞} the numbering function for E. The numbering function NE
represents a geometrical property of E in G. If NE,m = NE,m+1 on E, then by (7.1) we have
NE,m = NE,n for every nm, so NE = NE,m on E. By the definition of NE , NE has the locally
stable property. That is, for every nonvoid open and closed subset E1 of E, NE1(x) = NE(x) for
x ∈ E1.
In Theorem 7.6, we shall prove that if Z(I (E)) = E ⊂ G, then NE(x) = ord(I (E), x) for
x ∈ E.
Lemma 7.1. The function NE,m is upper semicontinuous on E.
Proof. Let x ∈ E and {xβ}β be a net in E such that xβ → x as β → ∞. Let α1 be sufficiently
large and r1 > 0 be sufficiently small. By (7.3), we may assume that
NE,m(x) = sup
ξ∈Uα1 (x)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr1)∩E
}
.
For large β , xβ ∈ Uα1(x), so take Uα(xβ) such that Uα(xβ) ⊂ Uα1(x). Hence for 0 < r < r1 we
have
sup
ξ∈Uα(xβ)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr )∩E
}
 sup
ξ∈Uα1 (x)
∑{
NE,m−1(ζ ): ζ ∈ Lξ (Dr1)∩E
}
= NE,m(x).
By (7.1), NE,m(xβ)NE,m(x). This shows that NE,m is upper semicontinuous. 
Proposition 7.2. NE(x) ord(I (E), x) for every x ∈ E.
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x ∈ E. It is trivial that NE,1(x) = 1 ord(f, x) for x ∈ E.
Suppose that m 2 and
NE,m−1(x) ord(f, x), x ∈ E. (7.5)
Let x ∈ E. If ord(f, x) = ∞, then NE,m(x)  ord(f, x), so moreover we assume that
ord(f, x) < ∞. We shall show that NE,m(x)  ord(f, x). Take a sufficiently small r > 0 such
that Z(f )∩Lx(Dr ) = {x}. By (7.1), there exists a net {ξα}α in E such that ξα → x and
NE,m(x) = lim
α→∞
∑{
NE,m−1(ζ ): ζ ∈ Lξα (Dr )∩E
}
. (7.6)
Since f ∈ I (E), we have f (ζ ) = 0 for ζ ∈ Lξα (Dr ) ∩ E. By (7.5), NE,m−1(ζ )  ord(f, ζ ).
Hence by (7.6),
NE,m(x) lim sup
α→∞
∑{
ord(f, ζ ): ζ ∈ Lξα (Dr )∩E
}
.
So
NE,m(x) lim sup
α→∞
∑{
ord(f ◦Lξα , z): z ∈ Z(f ◦Lξα )∩ Dr
}
. (7.7)
Since bounded pointwise convergence of analytic functions is uniform on compact subsets,
f ◦ Lξα → f ◦ Lx on Dr uniformly by Lemma 2.5. Since Z(f ) ∩ Lx(Dr) = {x}, we have
Z(f ◦Lx)∩ Dr = {0}. By Hurwitz’s theorem, we have∑{
ord(f ◦Lξα , z): z ∈ Z(f ◦Lξα )∩ Dr
}→ ord(f ◦Lx,0)
as α → ∞. By (7.7), we get
NE,m(x) ord(f ◦Lx,0) = ord(f, x).
Then by (7.4), we get the assertion. 
Corollary 7.3. If E = Z(I (E)), then maxx∈E NE(x) < ∞.
Proof. By Lemma 3.2, we have maxx∈E ord(I (E), x) < ∞. By Proposition 7.2, we get the
assertion. 
Lemma 7.4. Let x ∈ E satisfying NE,m(x) < m. Then there exists an open neighborhood Ux of
x in E such that NE,m = NE,m−1 on Ux .
Proof. Since NE,m(x) < m, we have m  2. By induction on m, we shall prove our assertion.
Let m = 2. Suppose that NE,2(x) = 1 < 2. By Lemma 7.1, there is an open neighborhood Ux of
x in E such that NE,2 = 1 on Ux . Thus we get NE,2 = NE,1 on Ux .
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NE,k(x) < k. First, suppose that NE,k−1(x) < k−1. By the assumption of induction, there exists
an open neighborhood Ux of x in E such that NE,k−1 = NE,k−2 on Ux . By (7.1), we have that
NE,k = NE,k−1 on Ux .
Next, suppose that NE,k−1(x) = k − 1. By Lemma 7.1, {y ∈ E: NE,k(y) k} is closed. Then
there exists an open neighborhood Ux of x in E such that Ux ∩ {y ∈ E: NE,k(y) k} = ∅, that
is,
Ux ⊂
{
y ∈ E: NE,k(y) k − 1
}
. (7.8)
Since NE,k−1 NE,k , we have
Ux =
{
y ∈ Ux : NE,k−1(y) = k − 1
}
∪ {y ∈ Ux : NE,k−1(y) < k − 1} (7.9)
and by (7.8)
NE,k = NE,k−1 on
{
y ∈ Ux : NE,k−1(y) = k − 1
}
. (7.10)
Let y ∈ Ux satisfying NE,k−1(y) < k − 1. By our assumption of induction, there exists an open
neighborhood Uy of y in E such that NE,k−1 = NE,k−2 on Uy . Hence we have NE,k = NE,k−1
on Uy . Then we have NE,k = NE,k−1 on {y ∈ Ux : NE,k−1(y) < k−1}. Thus by (7.9) and (7.10),
we get NE,k = NE,k−1 on Ux . 
Proposition 7.5. If E is a compact subset of G satisfying Z(I (E)) = E, then NE,m+1 = NE,m
on E for some m 1. In this case, NE = NE,m.
Proof. Let m0 = maxx∈E NE(x). By Corollary 7.3, m0 < ∞. Hence
NE,m0+1(x)m0 <m0 + 1, x ∈ E.
By Lemma 7.4, there exists an open neighborhood Ux of x in E such that NE,m0+1 = NE,m0
on Ux . This shows that NE,m0+1 = NE,m0 on E. 
Theorem 7.6. Let E be a nonvoid compact subset of G such that Z(I (E)) = E. Then NE(x) =
ord(I (E), x) for every x ∈ E.
Proof. By the condition, E is totally disconnected. First, we note that both ord(I (E), x) and
NE(x) have the locally stable property, that is, for each x ∈ E and an open and closed subset
E1 of E containing x in E1, we have ord(I (E1), y) = ord(I (E), y) by Lemma 5.2 and by the
definition NE1(y) = NE(y) for every y ∈ E1.
Let k = maxx∈E ord(I (E), x). We shall show the assertion by induction on k. When k = 1, by
Theorem B there is an interpolating Blaschke product b satisfying E ⊂ Z(b). Hence NE(x) = 1,
so NE(x) = ord(I (E), x) for x ∈ E.
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NE(x) = ord(I (E), x), x ∈ E, for E satisfying
t = max
x∈E ord
(
I (E), x
)
. (7.11)
To prove this, we assume that NE(x1) = ord(I (E), x1) for some x1 ∈ E and we shall lead a
contradiction. By Proposition 7.2, NE(x1) < ord(I (E), x1).
If ord(I (E), x1) < t , then by the upper semicontinuity of ord(I (E), x) there is an open and
closed subset E1 of E such that x1 ∈ E1 and
ord
(
I (E), x
)
 ord
(
I (E), x1
)
< t, x ∈ E1.
By the locally stable property, we have NE1(x) = NE(x), x ∈ E1 and
ord
(
I (E1), x
)
 ord
(
I (E1), x1
)
< t, x ∈ E1.
By the assumption of induction, we have NE1(x) = ord(I (E1), x) for every x ∈ E1. Thus we get
NE(x1) = ord(I (E), x1). This is a contradiction. Hence
NE(x1) < ord
(
I (E), x1
)= t. (7.12)
Moreover by Lemma 7.1 and retaking an open and closed subset of E, we may assume that
NE(x)NE(x1), x ∈ E. (7.13)
By (7.11) and Theorem B, there are interpolating Blaschke products b1, b2, . . . , bt such that
E ⊂ Z(∏ti=1 bi). For each j with 1 j  t , let
Aj = E \Z
( ∏
i;i =j
bi
)
. (7.14)
By Theorem 5.4,
t⋂
j=1
Aj =
{
x ∈ E: ord(I (E), x)= t}. (7.15)
Let
E˜ =
t⋃
j=1
Aj (7.16)
and CE˜ be the counting function for {Aj }1jt . By Example 6.4, we have
ord
(
I (E˜), x
)= C˜(x), x ∈ E˜. (7.17)E
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NE˜(x)NE(x) < t, x ∈ E˜. (7.18)
Let
Φ(x) =
t∑
i=1
∣∣bi(x)∣∣, x ∈ M(H∞). (7.19)
Then Φ(x) is continuous on M(H∞). Let x ∈ E˜ with ord(I (E˜), x) = t . By (7.16) and (7.17),
x ∈⋂tj=1 Aj . By (7.15), ord(I (E), x) = t . Hence bi(x) = 0 for every 1  i  t . By (7.19),
Φ(x) = 0. Thus we get {
x ∈ E˜: ord(I (E˜), x)= t}⊂ Z(Φ).
We note that E˜ \Z(Φ) is an Fσ -set and ord(I (E˜), x) < t for x ∈ E˜ \Z(Φ). By the assumption
of induction and the locally stable property, we have
NE˜(x) = ord
(
I (E˜), x
)
, x ∈ E˜ \Z(Φ). (7.20)
By Proposition 7.5, there is a positive integer m satisfying
NE˜(x) = NE˜,m(x) = NE˜,m+1(x), x ∈ E˜. (7.21)
Let λ be a number satisfying 0 < 2λ < min1it δ(bi). Let x ∈ At \Z(Φ). Then
#
(
Lx(Dλ)∩Z(bi)
)= 1, 1 i  t. (7.22)
For, if ζ, ξ ∈ Lx(Dλ)∩Z(bi) and ζ = ξ , then
2λ < δ(bi) ρ(ζ, ξ) ρ(ζ, x)+ ρ(x, ξ) < 2λ.
This is a contradiction. Thus we get (7.22).
Taking a smaller λ, we may assume that∑{
NE˜(ζ ): ζ ∈ Lx(Dλ)∩ E˜
}
< t, x ∈ At \Z(Φ). (7.23)
Otherwise, we can take a sequence of numbers {λn}n with 0 < 2λn < min1it δ(bi) satisfying
max
x∈At\Z(Φ)
∑{
NE˜(ζ ): ζ ∈ Lx(Dλn)∩ E˜
}
 t
and λn → 0 as n → ∞. By (7.21), there is xn ∈ At \Z(Φ) such that∑{
N˜ (ζ ): ζ ∈ Lxn(Dλn)∩ E˜} t.E,m
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By (7.16), x0 ∈ E˜. By (7.21), NE˜,m+1(x0) = NE˜(x0), so by (7.18), NE˜,m+1(x0) < t . This is a
contradiction, so we have (7.23).
Let x ∈ At \ Z(Φ) and ζ ∈ Lx(Dλ) ∩ E˜. First, suppose that ζ = x. Then ζ ∈ E˜ \ Z(Φ).
By (7.20), NE˜(ζ ) = ord(I (E˜), ζ ). By (7.16) and (7.17), we have NE˜(ζ ) = #{j : ζ ∈ Aj }.
Next, suppose that ζ = x. Since x ∈ At , by (7.14) bt (x) = 0. By (7.22), bt (ζ ) = 0, so by
(7.19) we have ζ ∈ E˜ \Z(Φ). Similarly as above we have NE˜(ζ ) = #{j : ζ ∈ Aj }.
Hence by (7.23), we have∑{
#{j : ζ ∈ Aj }: ζ ∈ Lx(Dλ)∩ E˜
}
< t, x ∈ At \Z(Φ).
We have At ∩ Lx(Dλ) = ∅ for x ∈ At \ Z(Φ). By (7.16) and the above fact, for each
x ∈ At \Z(Φ) there is an integer 
x with 1 
x  t − 1 such that A
x ∩Lx(Dλ) = ∅. Since
Lx(Dλ) =
{
y ∈ M(H∞): ρ(y, x) < λ},
we have ρ(x, y)  λ for y ∈ A
x . By Lemma 2.4, there is an open and closed subset Vx of At
with x ∈ Vx such that Vx ⊂ At \Z(Φ) and
ρ(ζ, y) λ/2, ζ ∈ Vx, y ∈ A
x . (7.24)
We have At \ Z(Φ) =⋃x∈At\Z(Φ) Vx . Since At \ Z(Φ) is an Fσ -set, there is a sequence {xn}n
in At \Z(Φ) such that At \Z(Φ) =⋃∞n=1 Vxn and
∞⋂

=1
∞⋃
n=

Vxn ⊂ Z(Φ). (7.25)
Let Wx1 = Vx1 and
Wxn = Vxn \
n−1⋃
s=1
Vxs , n 2. (7.26)
Then Wxn is open and closed in At ,
Wxn ∩Wxs = ∅, n = s, (7.27)
∞⋃
n=1
Wxn = At \Z(Φ) (7.28)
and by (7.25)
∞⋂ ∞⋃
Wxn ⊂ Z(Φ). (7.29)

=1 n=
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Nj = {n: 
xn = j} and Tj =
⋃
n∈Nj
Wxn. (7.30)
By (7.27), Tj ∩ Ts = ∅ for j = s, and by (7.28) we have
t−1⋃
j=1
Tj = At \Z(Φ). (7.31)
By (7.29) and (7.30),
T j \ Tj ⊂ Z(Φ), 1 j  t − 1. (7.32)
Let ζ ∈ Tj and y ∈ Aj . By (7.30), there exists n ∈ Nj such that ζ ∈ Wxn and 
xn = j . Hence
y ∈ A
xn . By (7.26), ζ ∈ Vxn . Hence by (7.24), we have
ρ(ζ, y) λ/2, ζ ∈ Tj , y ∈ Aj . (7.33)
Here we show that
Aj ∪ T j is ρ-separated for 1 j  t − 1. (7.34)
Let ζ, ξ ∈ Aj ∪ T j with ζ = ξ . Since Aj ⊂ Z(bj ), we have ρ(ζ, ξ) δ(bj ) for ζ, ξ ∈ Aj . Since
T j ⊂ At ⊂ Z(bt ) by (7.28), we have ρ(ζ, ξ) δ(bt ) for ζ, ξ ∈ T j . If ζ ∈ Aj and ξ ∈ Tj , then by
(7.33) ρ(ζ, ξ) λ/2. If ζ ∈ Aj and ξ ∈ T j \Tj , then we have ξ ∈ Z(Φ) by (7.32). We also have
ξ ∈ Z(bj ) by (7.19), so ρ(ζ, ξ) δ(bj ). Thus we get (7.34).
By (7.34) and Lemma 3.1, there is an interpolating Blaschke product ϕj such that Aj ∪ T j ⊂
Z(ϕj ) for 1 j  t − 1. Hence by (7.31),
At \Z(Φ)∪
t−1⋃
j=1
Aj ⊂ Z
(
t−1∏
j=1
ϕj
)
.
By (7.14) and (7.19), we have At ⊂ At \Z(Φ). Hence we get
t⋃
j=1
Aj ⊂ Z
(
t−1∏
j=1
ϕj
)
.
By (7.16), E˜ ⊂ Z(∏t−1j=1 ϕj ). This shows that maxx∈E˜ ord(I (E˜), x) t−1. By (7.15) and (7.17),
we have maxx∈E˜ ord(I (E˜), x) = t . This is a desired contradiction. Thus we get the assertion. 
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