Abstract. Behavioral heterogeneity among individuals is a universal feature of natural populations. Most diffusion-based models of animal dispersal, however, implicitly assume homogeneous movement parameters within a population. Recent attempts to consider the effect of heterogeneous populations on dispersal distributions have been somewhat limited by the high number of parameters required to subdivide a population into several groups. A solution to this problem is to characterize the value of a movement parameter as continuously distributed within a population. We present several cases in which this method is useful and tractable, applying the framework both to spatial distribution data and closely related first passage times. The resulting models allow ecologists to identify the extent to which the variability in dispersal distributions can be attributed to population-level heterogeneity as opposed to intrinsic randomness. We apply the formulation to two very different cases of dispersal: resident organisms in a stream (freshwater chub Nocomis leptocephalus) and migrating organisms ( juvenile salmonids Oncorhynchus spp.). In both cases, the application of heterogeneity-explicit models provides insights into the behavioral mechanisms of movement.
INTRODUCTION
Diffusion models have been widely applied to describing animal movements (Skellam 1951 , Turchin 1998 , Okubo and Levin 2001 . These models owe their development in large part to statistical mechanics in physics, which deals with large numbers of indistinguishable particles. Consequently, a common implicit assumption behind diffusion models is that the individuals that compose a population are identical. However, an important difference between molecules and animals is that there is genotypic and phenotypic variability between organisms, and this variability can have an effect on dispersal rates and distributions.
Empirical studies commonly show that dispersing organisms exhibit spatial distributions with positive kurtosis (Price et al. 1994 , Kot et al. 1996 , Skalski and Gilliam 2000 . Other studies have suggested that such deviations from normality can be replicated by Le´vy motion models (Viswanathan et al. 1996 , Zhang et al. 2007 , in which step-length distributions have extremely long tails, or otherwise non-Gaussian movement kernels (Kot et al. 1996 , Clark et al. 2003 ). These models, however, also assume that all individuals within a population follow the same set of behavioral rules.
Several recent investigations have proposed population heterogeneity as an explanation of leptokurtic distributions. Notably, in their analysis of data collected on the dispersal of bluehead chub (Nocomis leptocephalus), Gilliam (2000, 2003) suggest that the observed shape of the spatial dispersal can be explained by a superposition of two or more Gaussian dispersals corresponding to faster and more slowly dispersing fish. Their model identifies the relative proportions and parameter values for several subgroups within a population. However, there is considerable loss of statistical power when estimating parameters for a discretely subdivided population.
A solution to this problem is to model heterogeneity by assuming a given parameter of movement varies within the population according to a continuous distribution with relatively few parameters of its own. The application of this technique to velocity and diffusion parameters yields several tractable analytical results, leading to a straightforward quantification of the effect of population-level heterogeneity on observed distributions of dispersing organisms.
It is often a difficult and resource intensive endeavor to obtain a series of snapshots of spatial dispersal. On the other hand, measuring fluxes of dispersing organ- Schreiber. 4 Present address: Department of Biological and Environmental Sciences, University of Helsinki, Helsinki, Finland. E-mail: eliezer.gurarie@helsinki.fi isms through a boundary (or arrival times for migrating organisms) is typically simpler. The heterogeneity framework presented in this study can be implemented in an exactly analogous manner to interpreting these first-passage time processes.
In order to illustrate these methods and their application, we analyzed two data sets that consider different kinds of movement processes: dispersal of a resident species and directed movement of a migratory species. We first revisit the data reported by Gilliam (2000, 2003) , collected on a large number of individual bluehead chub released at a single location and recaptured both up and downstream over a period of months. The kurtosis in the resulting distribution can be related directly to a continuous model of heterogeneity in the diffusion parameter. We then consider the seaward migration of juvenile salmonids (Onchorhynchus spp.). Analyzing travel time data with models that explicitly account for heterogeneity in the velocity parameter allow us to identify species-specific modes of migration as well as distinct responses to environmental cofactors; distinctions which are obscured using more standard diffusion models.
GENERAL HETEROGENEITY FRAMEWORK
While the modeling framework presented below is adaptable to any number of dimensions, we confine the focus of this manuscript to one-dimensional movement both for the sake of simplicity and because this conforms with the one-dimensional geometry discussed in the applications.
We consider an organism as having spatial displacement in time X(t) expressed as a temporally evolving probability distribution function f(x j t, h), where h represents the vector of movement parameters. A homogenous population of n identical organisms has population distribution function of the population N(x) ¼ n 3 f (x j t, h). This product is very commonly used as the transition between descriptions of an individual's movement and the distribution of an ensemble of individuals and contains within it the assumption of homogeneous behaviors.
If, however, the ith individual is characterized by its own parameter set h i , the total expected population distribution is given as the sum of all the individual distributions:
If the parameter for each individual is assumed to be drawn from a well-defined continuous distribution g(h), Eq. 1 can be approximated in integral form as
where h(x j t) ¼ N(x j t)/n is the probability density function (pdf ) for the location of dispersed individuals.
For two independently distributed parameters of movement, the expression becomes
The principle can be extended for any number of parameters. This method applies equally well to boundary-flux or first-passage time problems, where the distance x is known and the arrival time t is the random variable. For this class of problems, Eq. 2 is expressed as
where h T (t j x) is the flux of organisms arriving over time at some fixed distance x and f T (t j x) is the arrival time distribution of a single organism. For many biological populations, distributions of a movement parameter within a population can be hypothesized or experimentally measured. Mathematically, these distributions are analogous to prior distributions used in Bayesian inference and there is benefit in modeling the parameter distribution g(h) with mathematically complementary functions, identical to the conjugate prior densities used in Bayesian analysis. For example, normally distributed velocities and gamma distributed Wiener variances yield analytical solutions (see Fig. 1 and Table 1 for analytical results).
MODEL APPLICATIONS

Spatial distribution of chub in a stream
Data.-We applied the continuous population-level heterogeneity framework to data originally reported in Skalski and Gilliam (2000) , who performed a markrecapture experiment on 190 marked bluehead chub (Cyprinidae: Nocomis leptocephalus) in a creek. Fish were released at a single location and recaptured at 50 detection sites at monthly intervals. Skalski and Gilliam (2000) report the mean, variance, skewness, and kurtosis of the observed spatial distributions (Table 2) . Over time, the mean of the spatial distribution of the chub shifted slightly downstream and the variance increased linearly with time, consistent with standard advectiondiffusion models. However, the distributions also displayed a constant, positive kurtosis and skewness. The authors proposed that this kurtosis could be explained with a model where the population consists of two subgroups of fish: ''fast'' and ''slow'' dispersers. Their model is essentially a mixture of two Gaussians with different means and variances Gilliam 2000, 2003) . While the model is generalizable to any number (n) of movement modes, it is limited by the number of parameters that need to be estimated. This includes a velocity, a diffusion parameter and a proportion for each mode of movement (3n À 1 estimates) leading to what the authors aptly refer to as the ''specter of parameter explosion.'' Gamma-variance process.-Within the framework defined in Eq. 2, we can define the movement of a non-advective, randomly moving individual as
where r is the Wiener variance. This is the standard traveling, widening Gaussian distribution that arises from the unconstrained solution of the diffusion equation (Okubo and Levin 2001) . This solution also arises from any movement process X in which DX ¼ X(t þ s) À X(t) are identical, independently distributed (iid) random variables for all t with zero mean and variance r 2 s, where the time scale s characterizes the length of the autocorrelation of the movement. The sum of such processes will approximate normality according to the central limit theorem, regardless of the nature of the distribution of DX. From a biological point of view, the latter derivation is more satisfactory as the parameters can be related to measurements of individual movements.
We account for heterogeneity in the Wiener process by hypothesizing a gamma distribution for r where a and b are the shape and scale parameters. The gamma distribution is a flexible, unimodal, positively skewed distribution, taking shapes ranging from extremely rapid decay and long tails (a 1) to an exponential shape (a ¼ 1) to approximate normality (a ) 1). The special case where b ¼ 2 is the chi-squared distribution, which would be expected if linear displacements or speeds were normally distributed within a population. This suggests a mechanistic justification of the model beyond its general versatility to fit positive unimodal curves.
We solve integral 2 using Eqs. 5 and 6 and obtain Notes: The fish were marked and released at one site and monitored over a four-month period. Dispersal distance is measured in terms of number of sites; n is the number of chub observed. 
homogeneous population, constant v and r w 3aÞ hðxjtÞ 
Notes: Definitions of variables: f(x j t) is the spatial probability density of an individual's movement at location x given time t; h(x j t) is the spatial probability density of a population; h T (t j x) is the first passage time at time t given location x; d is the Dirac delta function describing deterministic movement; v is the velocity of a deterministic individual; l v and r 2 v are the mean and variance of the velocities in a heterogeneous population; r 2 w is the Wiener variance associated with random movement; a and b are the shape and scale parameters, respectively, of the gamma distribution describing the Wiener variance in a heterogeneous population; C is the gamma function; and K is the modified Bessel function of the second kind. domain and decreases monotonically; the absolute value in the argument leads to a peak at x ¼ 0 with a symmetric decrease on both sides. Thus, Eq. 7 is a unimodal, symmetric pdf on x that displays the characteristic widening typical of diffusion processes, but with a more pointed peak. We refer to Eq. 7 as the gamma variance process (GVP).
The mean and skewness of the gamma variance process are both zero, while other centralized higher moments have surprisingly simple expressions:
The statistical properties of this distribution were first described in a little-known paper by Teichroew (1957) . A virtually identical distribution arises in an ecological context by Yamamura (2002 Yamamura ( , 2004 to describe the dispersal of pollen. In these studies, the author considers the travel time of dispersing pollen to be heterogeneous and gamma distributed rather than the diffusion parameter, leading to a mathematically equivalent expression based on a fundamentally different assumption. Tufto et al. (2005) applies an approach similar to Yamamura's to describe two-dimensional dispersal of passerine birds.
Estimating parameters. -Skalski and Gilliam (2000) report estimates of the variance and kurtosis (Table 2) . These can be used to obtain method of moments estimators (MME) for the parameters a and b. The reported mean kurtosis K, leads directly to an estimate ofâ ¼ 3/ K using Eq. 9. A linear regression of the variance measurements S 2 against time according to Eq. 8 yields the relationship b S 2 ¼âbt, which provides an estimate forb. Simulated 95% confidence intervals for all estimates were obtained by performing this estimation procedure 10 000 times over simulated measurement values drawn from Skalski and Gilliam's reported estimates and standard errors assuming normal distributions on the parameter estimates. We compared the Skalski-Gilliam and GVP model fits to the dispersal data using Kolmogorov-Smirnov (K-S) scores.
Other techniques such as maximum likelihood can also be used to obtain parameter estimates for this distribution (see Yamamura 2000 , 2004 , Tufto et al. 2005 , Yamamura et al. 2007 ). While maximum likelihood estimates are more statistically efficient and generally preferable, the simplicity of the MME method makes it attractive for direct application to the summary statics reported by Skalski and Gilliam.
Results.-The MME estimates for the parameters of the GVP process (Table 3) suggest that the Wiener variance of the population can be modeled with a gamma distribution with shape parameterâ ¼ 0.47 (95% CL [0.43, 0.51]) and scale parameterb ¼ 1.15 (0.50, 1.81). This distribution has a median value around 0.26 (0.11, 0.41), with a faster drop and a longer, fatter tail than the exponential distribution. This result is consistent with the original authors' separation of the population into two roughly equal groups of ''slow'' fish, with a diffusion coefficient of 0.008, and ''fast'' fish, with a diffusion coefficient of 0.41. In general, there was good agreement between the distribution predicted by the GVP model, the Skalski-Gilliam (S-G) model and the data over all four months of observation (Fig. 2) . The K-S scores (Table 4) reveal that for the first two months the GVP model provides a better fit to the data while the S-G is better for months three and four.
Migration times of outmigrating salmonids
Data.-Since the 1990s, hundreds of thousands of juvenile salmonids in the Columbia River Basin have been implanted with individually identifiable PIT (passive integrated transponder) tags and detected at hydroelectric projects. We analyzed data from springrun chinook salmon (O. tschawytcha) and steelhead trout (O. mykiss) released in groups throughout their migratory season over a ten year period from 1996 through 2005. We focus on these two species because they display similar peaks of migration timing. We further focus our analysis on travel times in a single reservoir between Lower Granite and Little Goose dams, a distance 59.9 km, and on fish traveling between 10 April and 20 May.
Variable velocity process.-The standard approach to analyzing travel times is to assume a Gaussian diffusion with advective velocity v and diffusion rate r 2 w (Steel et al. 2001 , Zabel 2002 , for which the first passage time is given by the inverse Gaussian (IG) distribution:
where x is the fixed distance at which arrival times are measured. While this model captures the basic features of a travel time distribution (positive, unimodal, right skewed), it has a tendency to miss peaks and fat tails when fit to travel-time data (Zabel and Anderson 1997) . We account for the heterogeneity of the fish population by assuming a normal population-level distribution on the velocity parameter:
where l v and r 2 v are the mean and variance of the velocities in a heterogeneous population. Applying Eqs. 10 and 11 into the formulation in Eq. 2 yields
The inverse Gaussian distribution (Eq. 10) for arrival times is only meaningful for positive values of t, while the normal assumption for velocities theoretically allows for negative velocities for which the arrival time is infinite. Thus, the integral of Eq. 12 over the biologically meaningful range 0 , t , ' is equal to the probability that the migrator reaches the boundary, equal to the proportion of the population with positive velocity, and is therefore less than one. A corrected form of Eq. 12 that makes it into a valid probability distribution includes a normalizing constant K accounting for this probability:
where
In practice, the velocities of all migrating fish are positive, and their respective estimates mean velocities are much greater than the standard deviations (Table 5) . Thus, K can be set equal to one with no detectable effect on the estimation. Two limiting cases are worth considering here. If the population is homogenous (r v ¼ 0), Eq. 12 reduces to the IG model (Eq. 10). If each individual moves deterministically with its own fixed velocity (r w ¼ 0), Eq. 12 reduces to the reciprocal normal (RN) distribution:
The RN distribution has a sharper peak and fatter tail than the inverse Gaussian process (Fig. 3) . Because Eq. 12 mixes features of both the IG and RN distributions, we refer to it as the IGRN distribution.
The variable velocity process corresponds to a widening, travelling Gaussian with a spatial variance r 2 x ¼ r 2 v t 2 þ r 2 w t. In the long run, the heterogeneity on the velocities, which scales linearly with time, contributes far more to the total spatial dispersal of a population than the variation due to random movements, which scales with the square root of time. An important intermediate result of this analysis is that in the long run, populationlevel heterogeneity will swamp the effects of diffusion for any process with advection.
Estimating parameters and assessing fits.-Estimates for all three models (IG, RN, and IGRN) can be obtained given data in the form of travel times t i at a fixed distance x. For the IG model, unbiased minimum variance estimates for v and r w (Tweedie 1957, Folks and Chhikara 1978) are given bŷ
The RN model can be transformed into a normally distributed velocities via the transformation V ¼ x/T, such that unbiased, minimum variance estimates arê
For the IGRN model,l v can be obtained in terms of the other parameters:
As there are no analytical expressions for the MLEs of the IGRN model variances, they are obtained by numerically maximizing the associated log-likelihood function. We used bootstrapping to obtain confidence intervals around the IGRN estimates and report 96% empirical quantiles from the bootstrap distribution and used Akaike's information criteria (AIC) to compare models (Fig. 4) . Parameter estimates were regressed against mean flows using standard linear regression. Note: The Akaike information criteria (AIC) summarizes the quality of the model: a less negative number indicates a better fit.
August 2009The role of heterogeneity in describing a migration process can be summarized with a dimensionless index
This index corresponds to the amount that population-level heterogeneity contributes to the total spatial variance of the migrating population at migration distance x. In our case, we used the 59.9 km distance between Little Goose and Lower Granite dams. For a homogenous (r v ¼ 0) population, / ¼ 0. For a fully heterogeneous (r w ¼ 0) population of deterministic travelers, / ¼ 1.
Results.-A comparisons of all models showed that the IGRN model was the best fitting model according to AIC in all years except those years (1997, 1999, 2003) where the population variancer w ¼ 0 and the IGRN model collapses into the RN model (Table 5) . Chinook travel time distributions were often intermediate between the RN and IG models, while the steelhead are much closer to the RN distribution (Fig. 3) . This result indicates that the IGRN is always a preferable model, but that the RN model, which is particularly easy to estimate, is far more appropriate for steelhead than the standard inverse Gaussian model.
Steelhead velocities and heterogeneity were consistently higher than those for chinook salmon (Fig. 4) . Aggregated over all years, the model estimated velocities that were almost twice as high for steelhead than for chinook salmon (l v ¼ 21.5 and 12.4 km/d, respectively, Mann-Whitney P ¼ 0.001), and also had higher standard error within the population (r v ¼ 7.52 and 3.52 km/d, Simple linear regressions of these estimates against average flow between years provide a crude test of the sensitivity of these parameters to an environmental covariate (Fig. 4) 
DISCUSSION
Though rarely stated, an implicit assumption of homogeneity underlies many applications of diffusionbased models to animal movement. This is true despite the fact that one of the few generalizations true for any biological population is that individuals are not identical. This article demonstrates that incorporating population-level heterogeneity does not necessarily require a great increase in parameters or intractable complications in estimation. Even relatively simplistic models provide insight into otherwise obscured features of the population.
One striking result of this study is that the kurtosis for a dispersing population is proportional to one over the shape parameter of gamma-distributed Wiener variances (Eq. 9). High values of the shape parameter indicate more homogeneous populations and measured kurtoses closer to zero. The low value estimated for the chub data indicates that there are relatively few, but extremely fast individuals in the population. This long-tailed distribution can have a great effect on dispersal, a conclusion corroborated by an extensive literature related to the impact of long-distance dispersal (LDD) on invasion rates (Johnson and Gaines 1990 , Kot et al. 1996 , Clark et al. 2003 ). Furthermore, population-level heterogeneity of movement parameters can be directly measured and related to phenotypic or behavioral traits (Fraser et al. 2001 ).
The GVP model presented is parsimonious and fits the data better than the discretely heterogeneous G-S model for the first two months of the chub dispersal despite relying on only two parameters as opposed to five. The lack of fit in later months is due to the slight advective shift and strong skewness present in the data, both of which are taken into account in the GS model but not in the GVP model. To the extent that those heterogeneities are significant, the GS model is the more appropriate model in the long term. The GVP model could be expanded to allow the mean advection parameter to be continuously distributed throughout the population, perhaps with some assumptions regarding the relationship between the advective and random velocities. While we could not obtain a tractable analytical form for such a distribution, any such multiply heterogeneous model distribution can be generated and fit numerically.
The second striking result of this approach is that the effect of random diffusion can be separated from heterogeneity in the travel velocity in a single firstpassage-time data set. The differences between two populations experiencing similar environments and constraints provide compelling evidence that a real behavioral difference is being observed. Specifically, the heterogeneity-dominated steelhead linger less in the reservoir and show little intra-population interactions. Each individual travels at a steady clip that is strongly linked to the ambient river flow. In contrast, chinook salmon show more intrinsic randomness in their migration, likely milling and moving frequently and generally spending more time in the riverine environment. These differences are entirely obscured by both the homogeneous diffusion model (IG) and the normally distributed velocity model (RN).
As for the chub, it might be reasonable to assume that the diffusion rate of the juvenile salmonids might also be heterogeneous. If, however, the assumption is made that the random component of the migration process is largely due to commonly experienced environmental fluctuations, it is reasonable to conclude that the shape of the travel time distributions is driven largely by heterogeneity in velocities. This tentative conclusion is corroborated by the excellence of the IGRN fits. Nonetheless, a thorough interpretation of the parameter values should take into account other potentially important sources of variability: environmental and behavioral heterogeneity within a single individual. Here, we account for population-level heterogeneity with some simple assumptions, while heterogeneous behaviors are absorbed into the description of random movement. The responses to environmental heterogeneity can be accounted for by model refinements that associate parameter values with covariates, as we demonstrate somewhat crudely for the flow response of the heterogeneity index.
An individual organism presumably responds in welldefined ways to its immediate environment, biophysical constraints and internal state. There is presumably little that is truly ''random'' about its movements. When interpreting data on the dispersal of many distinct organisms moving through a complex environment, the effects of individual randomness, population-level heterogeneity and environmental variability are often confounded. When precisely defined, however, they refer to very distinct processes. The models presented here provide tractable steps toward partitioning these sources of variation.
