In this paper we study the general discrete-velocity models of Boltzmann equation with un-7 certainties from collision kernel and random inputs. We follow the framework of Kawashima and 8 extend it to the case of di↵usive scaling in a random setting. First, we provide a uniform reg-9 ularity analysis in the random space with the help of a Lyapunov-type functional, and prove a 10 uniformly (in the Knudsen number) exponential decay towards the global equilibrium, under cer-11 tain smallness assumption on the random perturbation of the collision kernel, for suitably small 12 initial data. Then we consider the generalized polynomial chaos based stochastic Galerkin ap-13 proximation (gPC-SG) of the model, and prove the spectral convergence and the exponential time 14 decay of the gPC-SG error uniformly in the Knudsen number. 15 1 Introduction 16
( @fi @t + 1 " v i · r x f i = 1 " 2 B i (f, f ), i= 1, 2, . . . , m, f (0, x, z) = f 0 (x, z), x 2 ! ⇢ T d , z 2 I z ⇢ R,
↵ i are positive constants, and A ij kl are non-negative constants. A kl ij are so-called transition rates related 7 to the collisions
3)
The transition rates are positive constants which, according to the indistinguishability property of the 9 gas particles and the reversibility of the collision, satisfy 10 A ij lk = A ij kl = A ji kl and A ij kl = A kl ij for all i, j, k, l = 1, 2, · · · , m.
(2.4)
Remark. For discrete velocity Boltzmann equations, it is easy to deduce the high dimensional problems 11 to one dimension [26] . 12 Here we consider periodic boundary condition, i.e. T = [ ⇡, ⇡]. k@ ↵ x f k 2 Lx .
For functions f = f (x, z), the above norm is actually a function of z, we define the expect value of Besides, for functions f = f (z), we define the Sobolev norm in the random space as In particular, we will consider a solution which is a small perturbation of the global equilibrium. To 10 this aim, we shall introduce basic concepts concerning (2.1) and summarize their properties [23, 26, 2] 11 which will be used later. where M ? denotes the orthogonal complement of M in R m . For f 2 R m , we define 19 w = (w 1 , . . . , w d ), w j = (f, (j) ), j = 1, . . . , d.
(3.2) Each w j is called the j th moment of f .
In particular, f > 0 is called a global equilibrium if it is a locally equilibrium and is independent of t 2 and x, which means it is a constant vector.
The following four statements are equivalent. Let M be the global equilibrium, which can be uniquely determined by the initial data. We shall 16 seek the solution of (2.1)-(2.2) in the form
where M = (M 1 , . . . , M m ) T > 0 and
The fluctuation g satisfies
(3.5)
The where P ? denotes the orthogonal projection onto Null(L) ? .
1
Remark. (3.6) is also called "hypocoercivity".
2
Denote P as the projection operator onto Null(L), then it is not hard to find:
Proof. Note that g is the perturbation around the global equilibrium M . Since f and M share the 4 same moments, this directly yields this lemma. Let's first consider linearized equation of (3.4) with the same initial data,
where L = (z)L is the bounded linear collision operator defined by (3.5). 8 We also assume that (3.9) is "dissipative" in the following sense (see [23, 24, 26 
where the Fourier coe cient b
We first state a technical lemma with more 16 assumptions for the collision kernel.
17
Lemma 3.5. Assume
18
(z) = 0 + " 1 (z), (3.12) and for n = 1, . . . , r, 0 < min  (z)  max , and |@ n z |  max for some constant min and 19 max . Besides, assume that the Fourier coe cients b g k of the initial data is in H r z . Then for all integer 20 0  n  r and for all k 2 Z/{0}, there exist positive constants c rj , a rj and c n such that
(3.13)
Remark.
• The Lyapunov functional
is positive and equivalent to the Sobolev norm for ↵ j small.
2
Proof. We will use mathematical induction in this proof. For n = 0, taking the Fourier transform in 3
x, for k 6 = 0 one gets
(3.15) Taking inner product with b g k (in C m ), and since V and L are real symmetric, then the real part of 5 (3.15) reads
Multiply ( "ikM ) and take inner product with b g k . Since iM is Hermitian, then the real part is
Thus we have
(3.18)
Here we use the boundedness of the matrix M. If one choose 0 = " 2 2 , then it follows
One multiplies the first and the second inequalities by (1 + k 2 ) and ↵ 0 , respectively, and then adds 10 them up. It follows
(3.20)
In this case, c 00 = a 00 = 1 and c 0 = 0 min 2 . 1 arrives at
(3.25) and↵ r = min{↵ 0 , . . . , ↵ r }.
5
For n = r + 1, take derivative with respect to z variable to the equation.
After taking inner product with @ r+1 z b g k , the real part becomes
(3.28) z b g k , then the real
.
(3.29) Thus
(3.30)
(3.31)
Similar to the case of the zero-th derivative in z, one times inequality (3.31) by ↵r+1 1+k 2 and adds it 5 with inequality (3.28) to get
(3.32)
One may choose = " 2 2 ↵r+1 4 to get
As what was done before, choose ↵ r+1 such that
(3.34)
Multiplying (3.23) with , which will be determined later, and adding it to (3.34) yields
(3.35) If we choose such that
then we can set
Finally, it follows
(3.36) 1 Next we obtain the time decay of g for the linearized equation (3.9). for some constant > 0 independent of ".
6
Proof. We expand g(t, x, z) by the Fourier transform in x direction
(3.38)
Then by Parseval's identity, one gets
(3.39) Take k = 0 in (3.15), we have
(3.40)
Applying P ? to (3.40) and multiplying it by the complex conjugate of P ? b g 0 , it follows
(3.42)
For each component j = 1, . . . , m, using (3.8) one has
For k 6 = 0, from Lemma 3.5, one can have
(3.44) As long as ↵ j j = 1, . . . , r are small enough, we can construct 15 E ↵1,...,↵r,r = |@ r z b
If one chooses ↵ = min{↵ 0 , . . . ↵ r }, then 2 (E ↵1,...,↵r,r ) t + 2 ↵ 4 k 2 1 + k 2 E ↵1,...,↵r,r  0.
(3.45) This inequality implies
(3.47)
Note we defined a weighted Sobolev norm
that is equivalent to the standard Sobolev norm kf k H r in the random space. Then one can have
where C is a constant independent of ". And
where ↵ = min{↵ 0 , . . . , ↵ r } for ↵ i  min{ 0 2 min
It is easy to generate to higher 8 regularity in x space, since we can have 9 kg(t)k 2
Remark. Note that although depends on " (through ↵), it depends on varepsilon in a good way.
12
For example, without loss of generality one can assume "  1, then (eq: g(t)-s-r) yields a uniform 13 exponential decay. (3.51)
By the definition of G(t), the last term on the right-hand side of 4 (3.53) is dominated by G(t) 2 R t 0 e t e ⌧ d⌧ . Therefore we arrive at the inequality 
Here ij is the Kronecker delta function. One can expand f as
is the coe cient of the gPC expansion. For any fixed integer K, define the projection operator P K :
We seek the solution in W K µ , that is in the form of
. Insert this ansatz into equation (3.4), one obtains the gPC-SG system 3 for g k :
(4.4)
for each 1  k  K and the initial condition is given by
The collision operators are given by
Estimate for the gPC Coe cients 8
To get the spectral convergence of the gPC method, we follow the argument in [40] . We shall get an 9 estimate on the solutions first. Assume that 10 k k k 1  Ck p , 8k, (4.6) for some positive constant p. Then it follows that
Here and we want to estimate this energy. To this aim, after multiplying k q to system (4.4), one arrives
(4.12)
Then we have the following lemma:
3 Lemma 4.1. Assume condition (4.6). Let q > p + 2 and suppose the collision kernel linearly depends 4 on z, i.e. (z) = 0 + 1 z. Then
(4.13)
Proof. We begin by rewriting the left side of (4.13) into
(4.14)
Consider the case of i j. Since i q k 2 q and (4.10), then
(4.15)
Thus the i j term in RHS of (4.14) can be estimated by
where in the second inequality we use (4.15), and ijk is the indicator function for index (i, j, k). If 9 fixing i, one can rewrite the RHS of (4.16) as
(4.17)
By (4.8) and (4.9), ijk = 0 only when i j  k  i + j. It means that there are at most 2j terms in 11 I i above. With assumption q > p + 2, it holds that 12
For the case of i  j, one can exchange the indexes i and j to have the same estimate. Then we finish 13 the proof. 1 uncertainties are usually modelled by stochastic process, and according to the Karhunen-Loeve theory, 2 any stochastic process can be approximated by a linear combination of uncorrelated random variables 3 (z in this paper). Our analysis could be extended to more general function of z but the algebra will 4 become messy and lose the clarity of the analysis, so we do not carry it out here.
5
Next we obtain the exponential decay of E K (t) for (z) with a smaller random perturbation. Proof. The proof is similar to Theorem 3.2, the interested reader will find them in Appendix A.
10
Once we obtain the estimate of energy, we can get exponential decay of the gPC solutions.
11
Corollary 4.1. With the assumption above, there exist constants C and C 0 which are independent of 12 " and K so that
19)
and
(4.20)
Proof.
(4.21) due to q > p + 2. In addition, In order to estimate the gPC error g g K , we denote
where R K and E K refer to truncation error and projection error, respectively. Then using the strategy 19 of [34], we can have the following theorem. where is defined in Theorem 4.1 and C ⇡ is a constant independent of K and ✏, then the gPC error 1 has following estimate 2 kg e k 2
where C (linearly depending on T) and are constants independent of K and ".
3 Proof. By Theorem 3.2 and standard estimate for truncation error of orthogonal polynomial approxi-
where C ⇡ is a constant independent on K. Let the projection error be
whereg k = R Iz g k dµ and we denote e = [e 1 , . . . , e K ].
(4.26)
Since g K is the gPC solution, then for all k = 1, . . . , K, 9
hT (g K ), k i µ = 0.
(4.27)
Due to hT (g), k i µ = 0, one can have 10 hT (g) T (g K ), k i µ = 0.
(4.28)
For the first term inside of T , it follows
Similarly, one can show ⌦ @ x R K , k ↵ µ = 0. Then (4.28) becomes
" 2 hL(R K ), k i µ (4.29) Then (4.29) becomes an equation for e k (t, x),
(4.30)
Then by similar analysis in Theorem 4.1, one has
Taking L 2 x norm and summing them from k = 1 to k = K, it follows
(4.33) One can follow the proof in [11] to treat the non-linear term in (4.33) as
whereC 0 is a constant from initial data (kg K (0)k and kg(0)k) and independent of K and ". In the 6 above estimate, we use the Cauchy-Schwartz inequality in the first and fourth inequalities, and the 7 fifth one is due to (3.51) and (4.20). In the last inequality, we use (4.25). Similarly, Then (4.33) becomes
(4.36) Set S(t) = sup 0⌧ t K 2r 1 e ⌧ P K k=1 ke k k 2 Lx . Multiplying K 2r 1 e t to both sides of (4.36), one has
(4.37)
One can usually choose E K (0) = 0. Hence, one may obtain from (4.23) that
where C(T ) (linearly depending on T ) and are constants independent of K and ". For higher 5 derivatives in x, one can take H s x norm on equation (4.32) and sum those K equations. Then by 6 similar analysis, one will have
(4.40)
Then combining with (4.25), we finish the proof. Proof. Let's consider the linearized equation.
Similar to the proof of the Lemma 3.5, one will arrive at
Here we need Since is linear in z and k is (k 1) th degree polynomials,S ij is 0 when (i 1) + 1 < (j 1).
9
Thus there are only three choices for i: 10 i = j + 1, j, or j 1, and equivalently j = i 1, i, or i + 1, which implies
In this case, we assume (z) = 0 + " 3/2 1 z as stated before, one will arrive at If one gathers (A.6) from j = 1 to j = K, it follows
In this way, if there exists ↵ K such that Taking H s x norm and summing them from k = 1 to k = K, it follows
d⌧.
(A.11)
Then with similar argument in Theorem 3.2, one obtains uniform exponential decay for E K (t) , 
