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ABSTRACT. We propose and prove a couple of formulas and infinite series involving the floor and the 
ceiling functions. Formula relating to the difference of floor and ceiling functions is obtained using 
aforementioned formulas. Partial summations of floor and ceiling of qth roots of natural numbers are equated 
as simple formulas. Particular cases of the series are taken into consideration and it is proven that both the 
cases relate to the Riemann-Zeta function. Poles for the both series are mentioned and it is shown that even 
if both series individually fail to converge at the pole, their difference is convergent at the same. It is shown 
that our formulas reduce to the Gauss formula and the series reduce to the Riemann-Zeta for a particular 
value. Further some special cases and scope for future work are discussed. 
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1. INTRODUCTION 
One of the immense pleasures in the research of mathematics is finding something new, which was 
never observed of recorded by humans. Throughout last three centuries, mathematicians such as Gauss, 
Euler, Bernoulli, Ramanujan, Legendre etc. ventured in the realm of pure mathematics, and especially in 
the domain of numbers. Some of them discovered a very profound formulas, functions and series of their 
era. The initial development of partial sum of first 𝑛 natural numbers was given by Gauss [1] in the 18th 
century, and it was generalized for all natural powers of natural numbers, known as Faulhaber's formula (or 
Bernoulli's formula) [2]. In the mid nineteenth century Riemann [3] introduced a working definition for a 
function of complex variable ′𝑠′(∑ 𝑛−𝑠∞𝑛=1 ) (The function with interesting history, already introduced for 
real variables by Euler in the 18th century). Legendre on the other hand introduced the notion of integer 
part of 𝑥 in late 18th century, and Gauss introduced the [𝑥] notation for the same, until in the second half of 
20th century when the terms floor and ceiling functions were coined.  
The authors, reading the history of number theory and studying the behavior of the Faulhaber’s 
formula [2], thought on extending the summation to real powers, instead of natural powers. While the work 
seems interesting, the main problem occurred in exacting the summation and keeping the outcome a natural 
number. As the non-integer powers may omit fractional or irrational values, authors had to break the 
problem into two, having floor and ceiling functions [4] of real powers. After having the formulas and 
proving them, authors considered having the same approach with the Riemann-Zeta function [3]. The 
infinite series with the floor and ceiling function and real powers turned out to be convergent.  
Considering 𝑛 ∈ ℕ, 𝑎 ∈ (0,1], 𝑏 ∈ ℝ+ and 𝑠 ∈ ℂ, (𝑅𝑒(𝑠) >
1
𝑎
) The following study introduces novel 
formulas for ∑ ⌊𝑖𝑎⌋𝑛𝑖=1 , ∑ ⌈𝑖
𝑎⌉𝑛𝑖=1 , ∑ ⌈(𝑏𝑛)
𝑎⌉−𝑠∞𝑛=1 , ∑ ⌊(𝑏𝑛)
𝑎⌋−𝑠∞𝑛=1 . Specific values are taken to comprehend 
the behavior these results. Additionally, we show that with some particular assumptions, the infinite series 
relate to the Zeta function.  
2. PRELIMINARIES 
The following results and definitions are useful for our study: 
2.1 Gauss Formula [1]: The partial sums of the series 1 + 2 + 3 + ⋯ + n (first n natural numbers) is given 
by a simple formula:  
∑𝑖 =
𝑛(𝑛 + 1)
2
𝑛
𝑖=1
. 
2.2 Faulhaber’s (Bernoulli's) Formula [2]:  An expression of the sum of the 𝑞 powers of the first 𝑛 
positive integers can be equated as       
∑ 𝑖𝑞 =
1
𝑞+1
∗ ∑ (𝑞+1
𝑘
) ∗ 𝐵𝑘 ∗ 𝑛
𝑞+1−𝑘𝑞
𝑘=0
𝑛
𝑖=1  , here 𝐵𝑗 is Bernoulli’s number of second kind, defined 
as  
𝐵𝑗 =∑
1
𝑘 + 1
∗
𝑗
𝑘=0
∑ (−1)𝑡 ∗ (𝑡 + 1)𝑗 ∗ (
𝑘
𝑡
)
𝑘
𝑡=0
 
For example, if 𝑞 = 2 and as 𝐵0 = 1, 𝐵1 =
1
2
, 𝐵2 =
1
6
 
∑𝑖2 =
1
2 + 1
∗∑(
2 + 1
𝑘
) ∗ 𝐵𝑘 ∗ 𝑛
2+1−𝑘
2
𝑘=0
𝑛
𝑖=1
 
which implies 
∑𝑖2 =
1
3
∗∑(
3
𝑘
) ∗ 𝐵𝑘 ∗ 𝑛
3−𝑘
2
𝑘=0
𝑛
𝑖=1
=
1
3
𝑛3 +
1
2
𝑛2 +
1
6
𝑛 
2.3 Riemann-Zeta function [3]: The Riemann-Zeta function  𝜁(𝑠) is a function of a complex variable 𝑠 
defined as infinite sum 
𝜁(𝑠) = ∑
1
𝑛𝑠
∞
𝑛=1
=
1
Γ(𝑠)
∫
𝑥𝑠−1
𝑒𝑥 − 1
𝑑𝑥
∞
0
, where Γ(𝑠) = ∫ 𝑡𝑠−1𝑒−𝑡 𝑑𝑡
∞
0
 
The function converges for all complex value of 𝑠 when 𝑅𝑒(𝑠) > 1 and defines  
𝜁(𝑠) =
1
1𝑠
+
1
2𝑠
+
1
3𝑠
+⋯ 
2.4 Floor and Ceiling functions [4]:  
The floor function of any real number 𝑥 (denoted by ⌊𝑥⌋) gives the greatest integer not greater than 𝑥. For 
example, ⌊1.4⌋ = 1, ⌊2⌋ = 2, ⌊−3.4⌋ = −4 and ⌊−2⌋ = −2. 
The ceiling function (denoted by ⌈𝑥⌉), same way gives the smallest integer not smaller than 𝑥. For example, 
⌈1.4⌉ = 2, ⌈2⌉ = 2, ⌈−3.4⌉ = −3 and ⌈−2⌉ = −2. 
From above we can see that ⌈𝑥⌉ = ⌊𝑥⌋ = 𝑥 if and only if 𝑥 ∈ ℤ. 
  
 3. RESULTS AND PROOFS: FORMULAS AND SERIES 
RESULTS: 
In this section, we propose the results and provide their proofs. Considering 𝑛 ∈ ℕ, 𝑎 ∈ (0,1], 𝑏 ∈ ℝ+ 
and 𝑠 ∈ ℂ 
FORMULA 1: 
∑⌊𝑖𝑎⌋
𝑛
𝑖=1
= (𝑛 + 1)⌊𝑛𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑛𝑎⌋
𝑡=1
 
FORMULA 2: 
∑⌈𝑖𝑎⌉
𝑛
𝑖=1
= 𝑛⌈𝑛𝑎⌉ + ⌊⌈𝑛𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑛𝑎⌉
𝑡=1
 
SERIES 1: 
∑
1
⌊(𝑏𝑛)𝑎⌋𝑠
∞
𝑛=1
= ∑
⌈
(𝑛 + 1)
1
𝑎
𝑏 ⌉ − ⌈
𝑛
1
𝑎
𝑏 ⌉
𝑛𝑠
∞
𝑛=1
 , 𝑅𝑒(𝑠) >
1
𝑎
 
SERIES 2: 
∑
1
⌈(𝑏𝑛)𝑎⌉𝑠
∞
𝑛=1
= ∑
⌊
𝑛
1
𝑎
b ⌋ − ⌊
(𝑛 − 1)
1
𝑎
b ⌋
𝑛𝑠
∞
𝑛=1
, 𝑅𝑒(𝑠) >
1
𝑎
 
Note: Formula 1 and 2 holds for all 𝑎 ∈ ℝ+, but for  𝑎 > 1, value of ⌊𝑛𝑎⌋ becomes larger than 𝑛 and running 
the summation from 1 to ⌊𝑛𝑎⌋ becomes less economical and hence case when 𝑎 > 1 is not considered. 
PROOFS: 
FORMULA 1: Let 𝑃(𝑛) be the following statement: 
𝑃(𝑛):∑⌊𝑖𝑎⌋
𝑛
𝑖=1
= (𝑛 + 1)⌊𝑛𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑛𝑎⌋
𝑡=1
                                                                                                                (1) 
Basic step of induction: 𝑃(1) is clearly true. 
𝑃(1):  1 = (1 + 1)1 − 1 = 2 × 1 − 1 = 1 (∵ 𝑎 ∈ (0,1] ⇒  ⌊1𝑎⌋ = ⌈1
1
𝑎⌉ = 1) 
Inductive step: Assume 𝑃(𝑘) is true for some 𝑛 = 𝑘. One shall prove 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1) 
𝑃(𝑘):∑⌊𝑖𝑎⌋
𝑘
𝑖=1
= (𝑘 + 1)⌊𝑘𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑘𝑎⌋
𝑡=1
                                                                                                                (2) 
It follows that 
𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋
𝑘+1
𝑖=1
= (𝑘 + 1)⌊𝑘𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑘𝑎⌋
𝑡=1
+ ⌊(𝑘 + 1)𝑎⌋                                                                              (3) 
Consider 𝑚 ∈ ℕ such that 𝑚 = ⌊𝑘𝑎⌋. 
𝑚 = ⌊𝑘𝑎⌋ ⇒ 𝑚 ≤ 𝑘𝑎 < 𝑚 + 1 ⇒ 𝑚
1
𝑎 ≤ 𝑘 < (𝑚 + 1)
1
𝑎 (∵ 𝑎 ∈ (0,1]) 
⇒ ⌈𝑚
1
𝑎⌉ ≤ 𝑘 < ⌈(𝑚 + 1)
1
𝑎⌉ (∵ 𝑘 ∈ ℕ) 
⇒ ⌈𝑚
1
𝑎⌉ ≤ 𝑘 ≤ ⌈(𝑚 + 1)
1
𝑎⌉ − 1 
This splits up in two cases 
(I): 𝑘 = ⌈(𝑚 + 1)
1
𝑎⌉ − 1 & (II):  ⌈𝑚
1
𝑎⌉ ≤ 𝑘 < ⌈(𝑚 + 1)
1
𝑎⌉ − 1 
Case (I): 𝑘 = ⌈(𝑚 + 1)
1
𝑎⌉ − 1 ⇒ 𝑘 + 1 = ⌈(𝑚 + 1)
1
𝑎⌉ 
Here, 𝑘 ∈ ℕ ⇒ 𝑘 + 1 ∈ ℕ ⇒ ⌈(𝑚 + 1)
1
𝑎⌉ ∈ ℕ ⇒ ⌈(𝑚 + 1)
1
𝑎⌉ = (𝑚 + 1)
1
𝑎 ⇒ 𝑘 + 1 = (𝑚 + 1)
1
𝑎 
⇒ (𝑘 + 1)𝑎 = 𝑚+ 1  
Again 𝑚 ∈ ℕ ⇒ 𝑚+ 1 ∈ ℕ ⇒ (𝑘 + 1)𝑎 ∈ ℕ ⇒ (𝑘 + 1)𝑎 = ⌊(𝑘 + 1)𝑎⌋ (Section 2.4) 
⇒ ⌊(𝑘 + 1)𝑎⌋ = 𝑚 + 1 = ⌊𝑘𝑎⌋ + 1 (∵ 𝑚 = ⌊𝑘𝑎⌋) 
⇒ ⌊(𝑘 + 1)𝑎⌋ = ⌊𝑘𝑎⌋ + 1 , if 𝑘 = ⌈(𝑚 + 1)
1
𝑎⌉ − 1 
∴ From Equation (3) 
𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = (𝑘 + 1)⌊𝑘𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑘𝑎⌋
𝑡=1
𝑘+1
𝑖=1
+ ⌊(𝑘 + 1)𝑎⌋ 
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = (𝑘 + 1)(⌊(𝑘 + 1)𝑎⌋ − 1) − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋−1
𝑡=1
𝑘+1
𝑖=1
+ ⌊(𝑘 + 1)𝑎⌋ 
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = (𝑘 + 1)⌊(𝑘 + 1)𝑎⌋ + ⌊(𝑘 + 1)𝑎⌋ − (𝑘 + 1) − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋−1
𝑡=1
𝑘+1
𝑖=1
 
Now, as 𝑘 + 1 = ⌈(𝑚 + 1)
1
𝑎⌉ and 𝑚 + 1 = ⌊(𝑘 + 1)𝑎⌋ we get 𝑘 + 1 = ⌈⌊(𝑘 + 1)𝑎⌋
1
𝑎⌉  
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = ((𝑘 + 1) + 1)⌊(𝑘 + 1)𝑎⌋ − ⌈⌊(𝑘 + 1)𝑎⌋
1
𝑎⌉ − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋−1
𝑡=1
𝑘+1
𝑖=1
 
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = ((𝑘 + 1) + 1)⌊(𝑘 + 1)𝑎⌋ − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋
𝑡=1
𝑘+1
𝑖=1
 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1)for case (I). 
Case (II): 
⌈𝑚
1
𝑎⌉ ≤ 𝑘 < ⌈(𝑚 + 1)
1
𝑎⌉ − 1 ⇒ ⌈𝑚
1
𝑎⌉ + 1 ≤ 𝑘 + 1 < ⌈(𝑚 + 1)
1
𝑎⌉ 
⇒ ⌈𝑚
1
𝑎⌉ < 𝑘 + 1 < ⌈(𝑚 + 1)
1
𝑎⌉ ⇒ 𝑚 < (𝑘 + 1)𝑎 < 𝑚 + 1 ⇒ ⌊(𝑘 + 1)𝑎⌋ = 𝑚 
⇒ ⌊(𝑘 + 1)𝑎⌋ = ⌊𝑘𝑎⌋ = 𝑚 
∴ From Equation (3) 
𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = (𝑘 + 1)⌊𝑘𝑎⌋ −∑ ⌈𝑡
1
𝑎⌉
⌊𝑘𝑎⌋
𝑡=1
𝑘+1
𝑖=1
+ ⌊(𝑘 + 1)𝑎⌋ 
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = (𝑘 + 1)⌊(𝑘 + 1)𝑎⌋ − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋
𝑡=1
𝑘+1
𝑖=1
+ ⌊(𝑘 + 1)𝑎⌋  (∵ ⌊𝑘𝑎⌋ = ⌊(𝑘 + 1)𝑎⌋) 
⇒ 𝑃(𝑘 + 1): ∑⌊𝑖𝑎⌋ = ((𝑘 + 1) + 1)⌊(𝑘 + 1)𝑎⌋ − ∑ ⌈𝑡
1
𝑎⌉
⌊(𝑘+1)𝑎⌋
𝑡=1
𝑘+1
𝑖=1
 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1) for case (II). 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1)    ∀𝑘 such that ⌈𝑚
1
𝑎⌉ ≤ 𝑘 ≤ ⌈(𝑚 + 1)
1
𝑎⌉ − 1 
Hence 𝑃(𝑘 + 1) is true whenever 𝑃(𝑘) is true. 
Hence by Principle of Mathematical Induction 𝑃(𝑛) is true ∀𝑛 ∈ ℕ. 
FORMULA 2: Let 𝑃(𝑛) be the following statement: 
𝑃(𝑛):∑⌈𝑖𝑎⌉
𝑛
𝑖=1
= 𝑛⌈𝑛𝑎⌉ + ⌊⌈𝑛𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑛𝑎⌉
𝑡=1
                                                                                                         (4) 
Basic step of induction: 𝑃(1) is clearly true. 
𝑃(1):  1 = 1(1) + 1 − 1 = 1 (∵ 𝑎 ∈ (0,1] ⇒  ⌊1
1
𝑎⌋ = ⌈1𝑎⌉ = ⌊⌈1𝑎⌉
1
𝑎⌋ = 1) 
Inductive step: Assume 𝑃(𝑘) is true for some 𝑛 = 𝑘. One shall prove 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1) 
𝑃(𝑘):∑⌈𝑖𝑎⌉
𝑘
𝑖=1
= 𝑘⌈𝑘𝑎⌉ + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑘𝑎⌉
𝑡=1
                                                                                                         (5) 
It follows that 
𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= 𝑘⌈𝑘𝑎⌉ + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑘𝑎⌉
𝑡=1
+ ⌈(𝑘 + 1)𝑎⌉                                                                       (6) 
Consider 𝑚 ∈ ℕ such that 𝑚 = ⌈𝑘𝑎⌉. 
𝑚 = ⌈𝑘𝑎⌉ ⇒ 𝑚 − 1 < 𝑘𝑎 ≤ 𝑚 ⇒ (𝑚 − 1)
1
𝑎 < 𝑘 ≤ 𝑚
1
𝑎 (∵ 𝑎 ∈ (0,1]) 
⇒ ⌊(𝑚 − 1)
1
𝑎⌋ < 𝑘 ≤ ⌊𝑚
1
𝑎⌋ (∵ 𝑘 ∈ ℕ) 
⇒ ⌊(𝑚 − 1)
1
𝑎⌋ + 1 ≤ 𝑘 ≤ ⌊𝑚
1
𝑎⌋ 
This splits up in two cases 
(I): 𝑘 = ⌊𝑚
1
𝑎⌋ & (II):  ⌊ (𝑚 − 1)
1
𝑎⌋ + 1 ≤ 𝑘 < ⌊𝑚
1
𝑎⌋ 
Case (I): 𝑘 = ⌊𝑚
1
𝑎⌋ ⇒ 𝑘 = 𝑚
1
𝑎  (∵ 𝑘 ∈ ℕ ⇒ ⌊𝑚
1
𝑎⌋ ∈ ℕ ⇒ ⌊𝑚
1
𝑎⌋ = 𝑚
1
𝑎) 
⇒ 𝑘 + 1 = 𝑚
1
𝑎 + 1 ⇒  𝑘 + 1 > 𝑚
1
𝑎 ⇒ (𝑘 + 1)𝑎 > 𝑚 ⇒ ⌈(𝑘 + 1)𝑎⌉ > ⌈𝑚⌉ 
⇒ ⌈(𝑘 + 1)𝑎⌉ > 𝑚 (∵ 𝑚 ∈ ℕ) ⇒ ⌈(𝑘 + 1)𝑎⌉ = 𝑚 + 1 ⇒ ⌈(𝑘 + 1)𝑎⌉ = ⌈𝑘𝑎⌉ + 1 (∵ 𝑚 = ⌈𝑘𝑎⌉) 
⇒ ⌈(𝑘 + 1)𝑎⌉ = ⌈𝑘𝑎⌉ + 1, if 𝑘 = ⌊𝑚
1
𝑎⌋.  
∴ From Equation (6) 
𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= 𝑘⌈𝑘𝑎⌉ + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑘𝑎⌉
𝑡=1
+ ⌈(𝑘 + 1)𝑎⌉ 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= 𝑘(⌈(𝑘 + 1)𝑎⌉ − 1) + ⌈(𝑘 + 1)𝑎⌉ + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉−1
𝑡=1
 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= (𝑘 + 1)⌈(𝑘 + 1)𝑎⌉ − 𝑘 + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉−1
𝑡=1
 
(Adding and subtracting ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋) Also. for case (I) we have ⌈𝑘𝑎⌉ = 𝑚 and ⌊𝑚
1
𝑎⌋ = 𝑘 ⇒ ⌊⌈𝑘𝑎⌉
1
𝑎⌋ = 𝑘 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= (𝑘 + 1)⌈(𝑘 + 1)𝑎⌉ − 𝑘 + 𝑘 + ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉−1
𝑡=1
 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= (𝑘 + 1)⌈(𝑘 + 1)𝑎⌉ + ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉−1
𝑡=1
 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= (𝑘 + 1)⌈(𝑘 + 1)𝑎⌉ + ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉
𝑡=1
 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1) for case (I). 
Case (II):  ⌊ (𝑚 − 1)
1
𝑎⌋ + 1 ≤ 𝑘 < ⌊𝑚
1
𝑎⌋ ⇒ ⌊(𝑚 − 1)
1
𝑎⌋ + 2 ≤ 𝑘 + 1 < ⌊𝑚
1
𝑎⌋ + 1 
⇒ ⌊(𝑚 − 1)
1
𝑎⌋ < 𝑘 + 1 ≤ ⌊𝑚
1
𝑎⌋ ⇒ (𝑚 − 1) < (𝑘 + 1)𝑎 ≤ 𝑚 ⇒ ⌈(𝑘 + 1)𝑎⌉ = 𝑚 
⇒ ⌈(𝑘 + 1)𝑎⌉ = ⌈𝑘𝑎⌉ = 𝑚 
∴ From Equation (6) 
𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= 𝑘⌈𝑘𝑎⌉ + ⌊⌈𝑘𝑎⌉
1
𝑎⌋ −∑ ⌊𝑡
1
𝑎⌋
⌈𝑘𝑎⌉
𝑡=1
+ ⌈(𝑘 + 1)𝑎⌉ 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= 𝑘⌈(𝑘 + 1)𝑎⌉ + ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉
𝑡=1
+ ⌈(𝑘 + 1)𝑎⌉ 
⇒  𝑃(𝑘 + 1): ∑⌈𝑖𝑎⌉
𝑘+1
𝑖=1
= (𝑘 + 1)⌈(𝑘 + 1)𝑎⌉ + ⌊⌈(𝑘 + 1)𝑎⌉
1
𝑎⌋ − ∑ ⌊𝑡
1
𝑎⌋
⌈(𝑘+1)𝑎⌉
𝑡=1
 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1) for case (II). 
∴ 𝑃(𝑘) ⇒ 𝑃(𝑘 + 1)        ∀𝑘 such that ⌊(𝑚 − 1)
1
𝑎⌋ + 1 ≤ 𝑘 ≤ ⌊𝑚
1
𝑎⌋ 
Hence 𝑃(𝑘 + 1) is true whenever 𝑃(𝑘) is true. 
Hence by Principle of Mathematical Induction 𝑃(𝑛) is true ∀𝑛 ∈ ℕ. 
SERIES 1: 
∑
1
⌊(𝑏𝑛)𝑎⌋𝑠
=
∞
𝑛=1
∑
{
 
 
 
 ⌈
(𝑛 + 1)
1
𝑎
𝑏 ⌉ − ⌈
𝑛
1
𝑎
𝑏 ⌉
𝑛𝑠
}
 
 
 
 
∞
𝑛=1
  𝑎 ∈ (0,1], 𝑏 ∈ ℝ+, 𝑅𝑒(𝑠) >
1
𝑎
 
Let 𝑚 = ⌊(𝑏𝑛)𝑎⌋ for some 𝑚 ∈ ℕ and let 𝑓(𝑚) denote function that gives number of consecutive 
integers, 𝑛 , for which 𝑚 is the particular natural number (i.e. no. of repetition of 𝑚). Then 
∑
1
⌊(𝑏𝑛)𝑎⌋𝑠
=
∞
𝑛=1
∑
𝑓(𝑚)
𝑚𝑠
∞
𝑚=1
 
Now, 
𝑚 = ⌊(𝑏𝑛)𝑎⌋ ⇒ 𝑚 ≤ (𝑏𝑛)𝑎 < 𝑚 + 1 ⇒ 𝑚
1
𝑎 ≤ (𝑏𝑛) < (𝑚 + 1)
1
𝑎  (∵ 𝑎 ∈ (0,1]) 
⇒ 
𝑚
1
𝑎
𝑏
≤ 𝑛 <
(𝑚 + 1)
1
𝑎
𝑏
 ⇒  ⌈
𝑚
1
𝑎
𝑏
⌉ ≤ 𝑛 < ⌈
(𝑚 + 1)
1
𝑎
𝑏
⌉ (∵ 𝑛 ∈ ℕ) 
It follows that 𝑛 is at least ⌈
𝑚
1
𝑎
𝑏
⌉ and at most strictly less than ⌈
(𝑚+1)
1
𝑎
𝑏
⌉ 
∴ No of consecutive integer 𝑛 such that  𝑚 = ⌊(𝑏𝑛)𝑎⌋ is ⌈
(𝑚+1)
1
𝑎
𝑏
⌉ − ⌈
𝑚
1
𝑎
𝑏
⌉ 
∴ 𝑓(𝑚) = ⌈
(𝑚 + 1)
1
𝑎
𝑏
⌉ − ⌈
𝑚
1
𝑎
𝑏
⌉ 
∴ ∑
1
⌊(𝑏𝑛)𝑎⌋𝑠
=
∞
𝑛=1
∑
{
 
 
 
 ⌈
(𝑚 + 1)
1
𝑎
𝑏 ⌉ − ⌈
𝑚
1
𝑎
𝑏 ⌉
𝑚𝑠
}
 
 
 
 
∞
𝑚=1
 
SERIES 2: 
∑
1
⌈(𝑏𝑛)𝑎⌉𝑠
=
∞
𝑛=1
∑
{
 
 
 
 
⌊
𝑛
1
𝑎
b ⌋ − ⌊
(𝑛 − 1)
1
𝑎
b ⌋
𝑛𝑠
}
 
 
 
 
∞
𝑛=1
  𝑎 ∈ (0,1], 𝑏 ∈ ℝ+, 𝑅𝑒(𝑠) >
1
𝑎
 
Let 𝑘 = ⌈(𝑏𝑛)𝑎⌉ for some 𝑘 ∈ ℕ and let 𝑔(𝑘) denote function that gives number of consecutive integers, 𝑛 , 
for which 𝑘 is the particular natural number (i.e. no. of repetition of 𝑘). Then 
∑
1
⌈(𝑏𝑛)𝑎⌉𝑠
=
∞
𝑛=1
∑
𝑔(𝑘)
𝑘𝑠
∞
𝑘=1
 
Now, 
𝑘 = ⌈(𝑏𝑛)𝑎⌉ ⇒ 𝑘 − 1 < (𝑏𝑛)𝑎 ≤ 𝑘 ⇒ (𝑘 − 1)
1
𝑎 < (𝑏𝑛) ≤ 𝑘
1
𝑎 (∵ 𝑎 ∈ (0,1]) 
⇒ 
(𝑘 − 1)
1
𝑎
𝑏
< 𝑛 ≤
𝑘
1
𝑎
𝑏
⇒ ⌊
(𝑘 − 1)
1
𝑎
b
⌋ < 𝑛 ≤ ⌊
𝑘
1
𝑎
b
⌋ (∵ 𝑛 ∈ ℕ) 
It follows that 𝑛 is at least strictly greater than ⌊
(𝑘−1)
1
𝑎
b
⌋ and at most ⌊
𝑘
1
𝑎
b
⌋. 
∴ No of consecutive integer 𝑛 such that  𝑘 = ⌈(𝑏𝑛)𝑎⌉ is ⌊
𝑘
1
𝑎
b
⌋ − ⌊
(𝑘−1)
1
𝑎
b
⌋ 
∴ 𝑔(𝑘) = ⌊
𝑘
1
𝑎
b
⌋ − ⌊
(𝑘 − 1)
1
𝑎
b
⌋ 
∴ ∑
1
⌈(𝑏𝑛)𝑎⌉𝑠
=
∞
𝑛=1
∑
{
 
 
 
 
⌊
𝑘
1
𝑎
b ⌋ − ⌊
(𝑘 − 1)
1
𝑎
b ⌋
𝑘𝑠
}
 
 
 
 
∞
𝑘=1
 
  
4. COROLLARIES AND PROOFS 
COROLLARIES: 
COROLLARY 1: Subtracting formula 1 from formula 2 with some basic modification we get: 
∑(1− (⌈𝑖𝑎⌉ − ⌊𝑖𝑎⌋))
𝑛
𝑖=1
= ∑(1 − (⌈𝑡
1
𝑎⌉ − ⌊𝑡
1
𝑎⌋))
⌊𝑛𝑎⌋
𝑡=1
, 𝑎 ∈ (0,1] 
Also, taking 𝑎 =
1
𝑞
, 𝑞 ∈ ℕ, corollary 1 reduces to: 
∑(⌈𝑖
1
𝑞⌉ − ⌊𝑖
1
𝑞⌋)
𝑛
𝑖=1
= 𝑛 − ⌊𝑛
1
𝑞⌋ 
We are considering 𝑎 =
1
𝑞
, 𝑞 ∈ ℕ for the following: 
COROLLARY 2: Formula 1 reduces to: 
∑⌊𝑖
1
𝑞⌋
𝑛
𝑖=1
= (𝑛 + 1) ⌊𝑛
1
𝑞⌋ −
1
𝑞+1
∗∑(
𝑞+1
𝑡
) ∗ 𝐵𝑡 ∗ ⌊𝑛
1
𝑞⌋
𝑞+1−𝑡𝑞
𝑡=0
 
COROLLARY 3: Formula 2 reduces to: 
∑⌈𝑖
1
𝑞⌉
𝑛
𝑖=1
= (𝑛) ⌈𝑛
1
𝑞⌉ + ⌈𝑛
1
𝑞⌉
𝑞
−
1
𝑞+1
∗∑(
𝑞+1
𝑡
) ∗ 𝐵𝑡 ∗ ⌈𝑛
1
𝑞⌉
𝑞+1−𝑡𝑞
𝑡=0
 
COROLLARY 4: Taking b = 1, Series 1 becomes: 
∑
1
⌊𝑛
1
𝑞⌋
𝑠
∞
𝑛=1
=∑(
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
COROLLARY 5: Taking b = 1, Series 2 becomes: 
∑
1
⌈𝑛
1
𝑞⌉
𝑠
∞
𝑛=1
=∑(−1)𝑞−𝑡+1 (
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
, 𝑅𝑒(𝑠) > 𝑞 
Both series in corollaries 4 and 5 have poles at 𝑅𝑒(𝑠) = 𝑞, but following can be simply observed: 
∑
(
 
 1
⌊𝑛
1
𝑞⌋
𝑞 −
1
⌈𝑛
1
𝑞⌉
𝑞
)
 
 
∞
𝑛=1
=∑(
𝑞
𝑡
) ∗ 𝜁(𝑞 − 𝑡) ∗ [1 + (−1)𝑞−𝑡]
𝑞−2
𝑡=0
, 𝑞 ≠ 1 
(This shows that even if both series may individually have poles at 𝑠 = 𝑞 but their difference is convergent.) 
PROOFS OF COROLLARIES: Corollaries 1,2 and 3 needs no proof, as Corollary 1 is simply subtraction 
of Formula 1 and 2. And Corollaries 2 and 3 are simply the case when 𝑎 is of form 
1
𝑞
. 
COROLLARY 4: 
Consider the following improper integral (Known as the Gamma Function) 
Γ(𝑠) = ∫ 𝑡𝑠−1𝑒−𝑡 𝑑𝑡
∞
0
 
Take 𝑡 = 𝑥 ⌊𝑛
1
𝑞⌋ 
⇒ 𝑑𝑡 =  ⌊𝑛
1
𝑞⌋ 𝑑𝑥, 𝑥 → 0 as 𝑡 → 0 and 𝑥 → ∞ as 𝑡 → ∞ 
∴  Γ(𝑠) = ∫ (𝑥 ⌊𝑛
1
𝑞⌋)
𝑠−1
𝑒
−𝑥⌊𝑛
1
𝑞⌋
⌊𝑛
1
𝑞⌋ 𝑑𝑥
∞
0
 
∴  Γ(𝑠) = ⌊𝑛
1
𝑞⌋
𝑠
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
 
∴
1
⌊𝑛
1
𝑞⌋
𝑠 =
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
 
∴ ∑
1
⌊𝑛
1
𝑞⌋
𝑠
∞
𝑛=1
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
∞
𝑛=1
                                                                                                            (7) 
Right Hand Side (RHS) of the equation (7) 
∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
∞
𝑛=1
 
The number of repetitions of ⌊𝑛
1
𝑞⌋is given by the function 𝑓(𝑚) with 𝑎 =
1
𝑞
 and 𝑏 = 1(Section 4, Series 1). 
∴ ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
∞
𝑛=1
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1{⌈(𝑛 + 1)𝑞⌉ − ⌈𝑛𝑞⌉}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1{(𝑛 + 1)𝑞 − 𝑛𝑞}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1 {∑(
𝑞
𝑡
)𝑛𝑡
𝑞−1
𝑡=0
}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
=∑∑{
1
Γ(𝑠)
∫ 𝑥𝑠−1 (
𝑞
𝑡
)𝑛𝑡𝑒−𝑛𝑥 𝑑𝑥
∞
0
}
∞
𝑛=1
𝑞−1
𝑡=0
 
=∑{
1
Γ(𝑠)
(
𝑞
𝑡
)∑∫ 𝑥𝑠−1𝑛𝑡𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
1
Γ(𝑠)
(
𝑞
𝑡
)∑∫ 𝑥𝑠−1𝑛𝑡−𝑠𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
1
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠∫ 𝑥𝑠−1𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
1
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠Γ(𝑠)
∞
𝑛=1
}
𝑞−1
𝑡=0
                (∵ ∫ 𝑥𝑠−1𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
= ∫(𝑛𝑥)𝑠−1𝑒−𝑛𝑥 𝑛𝑑𝑥
∞
0
= Γ(𝑠)) 
=∑{
Γ(𝑠)
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠
∞
𝑛=1
}
𝑞−1
𝑡=0
=∑ {(
𝑞
𝑡
)∑
1
𝑛𝑠−𝑡
∞
𝑛=1
}
𝑞−1
𝑡=0
=∑(
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
∴ ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌊𝑛
1
𝑞⌋
𝑑𝑥
∞
0
∞
𝑛=1
=∑(
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
Therefore, from equation (7) 
∴ ∑
1
⌊𝑛
1
𝑞⌋
𝑠
∞
𝑛=1
=∑(
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
Using the definition of the Zeta function, this can also be re-written in the integral form as: 
∴ ∑
1
⌊𝑛
1
𝑞⌋
𝑠
∞
𝑛=1
= ∫
𝑃(𝑥, 𝑠, 𝑞)
𝑒𝑥 − 1
𝑑𝑥
∞
0
. where 𝑃(𝑥, 𝑠, 𝑞) = ∑(Γ(𝑠 − 𝑡))
−1
(
𝑞
𝑡
) 𝑥𝑠−𝑡−1
𝑞−1
𝑡=0
 
COROLLARY 5: 
Again, take the Gamma Function 
Γ(𝑠) = ∫ 𝑡𝑠−1𝑒−𝑡 𝑑𝑡
∞
0
 
Take 𝑡 = 𝑥 ⌈𝑛
1
𝑞⌉ 
⇒ 𝑑𝑡 =  ⌈𝑛
1
𝑞⌉ 𝑑𝑥, 𝑥 → 0 as 𝑡 → 0 and 𝑥 → ∞ as 𝑡 → ∞ 
∴  Γ(𝑠) = ∫ (𝑥 ⌈𝑛
1
𝑞⌉)
𝑠−1
𝑒
−𝑥⌈𝑛
1
𝑞⌉
⌈𝑛
1
𝑞⌉ 𝑑𝑥
∞
0
 
∴  Γ(𝑠) = ⌈𝑛
1
𝑞⌉
𝑠
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
 
∴
1
⌈𝑛
1
𝑞⌉
𝑠 =
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
 
∴ ∑
1
⌈𝑛
1
𝑞⌉
𝑠
∞
𝑛=1
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
∞
𝑛=1
                                                                                                            (8) 
Right Hand Side (RHS) of the equation (8) 
∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
∞
𝑛=1
 
The number of repetitions of ⌈𝑛
1
𝑞⌉is given by the function 𝑔(𝑘) with 𝑎 =
1
𝑞
 and 𝑏 = 1(Section 4, Series 2). 
∴ ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
∞
𝑛=1
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1{⌊𝑛𝑞⌋ − ⌊(𝑛 − 1)𝑞⌋}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1{𝑛𝑞 − (𝑛 − 1)𝑞}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
= ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1 {∑(−1)𝑞−𝑡+1 (
𝑞
𝑡
)𝑛𝑡
𝑞−1
𝑡=0
}𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
 
=∑∑{
1
Γ(𝑠)
∫ 𝑥𝑠−1(−1)𝑞−𝑡+1 (
𝑞
𝑡
)𝑛𝑡𝑒−𝑛𝑥 𝑑𝑥
∞
0
}
∞
𝑛=1
𝑞−1
𝑡=0
 
=∑{
(−1)𝑞−𝑡+1
Γ(𝑠)
(
𝑞
𝑡
)∑∫ 𝑥𝑠−1𝑛𝑡𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
(−1)𝑞−𝑡+1
Γ(𝑠)
(
𝑞
𝑡
)∑∫ 𝑥𝑠−1𝑛𝑡−𝑠𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
(−1)𝑞−𝑡+1
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠∫ 𝑥𝑠−1𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
∞
𝑛=1
}
𝑞−1
𝑡=0
 
=∑{
(−1)𝑞−𝑡+1
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠Γ(𝑠)
∞
𝑛=1
}
𝑞−1
𝑡=0
                (∵ ∫ 𝑥𝑠−1𝑛𝑠𝑒−𝑛𝑥 𝑑𝑥
∞
0
= ∫(𝑛𝑥)𝑠−1𝑒−𝑛𝑥 𝑛𝑑𝑥
∞
0
= Γ(𝑠)) 
=∑{
(−1)𝑞−𝑡+1 ∗ Γ(𝑠)
Γ(𝑠)
(
𝑞
𝑡
)∑𝑛𝑡−𝑠
∞
𝑛=1
}
𝑞−1
𝑡=0
=∑{(−1)𝑞−𝑡+1 (
𝑞
𝑡
)∑
1
𝑛𝑠−𝑡
∞
𝑛=1
}
𝑞−1
𝑡=0
=∑(−1)𝑞−𝑡+1 (
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
∴ ∑
1
Γ(𝑠)
∫ 𝑥𝑠−1𝑒
−𝑥⌈𝑛
1
𝑞⌉
𝑑𝑥
∞
0
∞
𝑛=1
=∑(−1)𝑞−𝑡+1 (
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
Therefore, from equation (8) 
∴ ∑
1
⌈𝑛
1
𝑞⌉
𝑠
∞
𝑛=1
=∑(−1)𝑞−𝑡+1 (
𝑞
𝑡
) 𝜁(𝑠 − 𝑡)
𝑞−1
𝑡=0
 
Using the definition of the Zeta function, this can also be re-written in the integral form as: 
∴ ∑
1
⌈𝑛
1
𝑞⌉
𝑠
∞
𝑛=1
= ∫
𝑄(𝑥, 𝑠, 𝑞)
𝑒𝑥 − 1
𝑑𝑥
∞
0
. where 𝑄(𝑥, 𝑠, 𝑞) = ∑(−1)𝑞−𝑡+1(Γ(𝑠 − 𝑡))
−1
(
𝑞
𝑡
) 𝑥𝑠−𝑡−1
𝑞−1
𝑡=0
 
5. RESULTS AND SPECIAL CASES 
RESULTS: 
(I): Taking 𝑎 = 1 in formula 1 and 2, both of them reduces to the Gauss formula. (Take formula 1 for 
example) 
∑⌊𝑖
1
1⌋
𝑛
𝑖=1
= (𝑛 + 1) ⌊𝑛
1
1⌋ −∑ 𝑖1
⌊𝑛
1
1⌋
𝑖=1
⇒∑𝑖
𝑛
𝑖=1
= (𝑛 + 1)𝑛 −∑𝑖
𝑛
𝑖=1
 (∵ ⌊𝑥1⌋ = 𝑥 , ∀𝑥 ∈ ℕ) 
⇒ 2∑𝑖
𝑛
𝑖=1
= (𝑛 + 1)𝑛 ⇒∑𝑖
𝑛
𝑖=1
=
(𝑛 + 1)𝑛
2
 
(II): Taking 𝑎 = 1 and 𝑏 = 1 in series 1 and 2, both reduce to Riemann-Zeta function. (Take series 1 for 
example) 
∑
1
⌊(1 ∗ 𝑛)1⌋𝑠
=
∞
𝑛=1
∑
{
 
 
 
 ⌈
(𝑛 + 1)
1
1
1 ⌉ − ⌈
𝑛
1
1
1 ⌉
𝑛𝑠
}
 
 
 
 
∞
𝑛=1
= ∑
1
𝑛𝑠
∞
𝑛=1
= 𝜁(𝑠) 
 
SPECIAL CASES:  
Set (1) For 𝑎 =
1
2
(I): Formula 1 becomes: 
∑⌊√𝑖⌋
𝑛
𝑖=1
=
6𝑛⌊√𝑛⌋ –  2⌊√𝑛⌋
3
−  3⌊√𝑛⌋
2
+  5⌊√𝑛⌋
6
 
(II): Formula 2 becomes: 
∑⌈√𝑖⌉
𝑛
𝑖=1
=
6𝑛⌈√𝑛⌉ –  2⌈√𝑛⌉
3
+  3⌈√𝑛⌉
2
− ⌈√𝑛⌉
6
 
One can go further with 𝑎 =
1
3
,
1
4
,
1
5
, … in both formulas. 
Following sets are special cases of series 1 and 2 which are observed solely by intuition. 
Set (2): For 𝑎 =
1
2
, 𝑅𝑒(𝑠) > 2 series 1 and 2 are observed to be: 
2.1 𝑏 = 2
(I): Series 1: 
∑
1
⌊√(2𝑛)⌋
𝑠
∞
𝑛=1
= ∑
2⌊
𝑛
2⌋ + 1
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(2𝑛)⌉
𝑠
∞
𝑛=1
= ∑
2⌊
𝑛
2⌋
𝑛𝑠
∞
𝑛=1
 
2.2 𝑏 = 3
(I): Series 1: 
∑
1
⌊√(3𝑛)⌋
𝑠
∞
𝑛=1
= ∑
2⌊
𝑛
3⌋ + 1
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(3𝑛)⌉
𝑠
∞
𝑛=1
= ∑
⌊
2𝑛
3 ⌋
𝑛𝑠
∞
𝑛=1
 
2.3 𝑏 = 4
(I): Series 1: 
∑
1
⌊√(4𝑛)⌋
𝑠
∞
𝑛=1
= ∑
1
⌊2√𝑛⌋
𝑠
∞
𝑛=1
=∑
⌈
𝑛
2⌉ +
(−1)𝑛
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(4𝑛)⌉
𝑠
∞
𝑛=1
= ∑
1
⌈2√𝑛⌉
𝑠
∞
𝑛=1
=∑
⌊
𝑛
2⌋
𝑛𝑠
∞
𝑛=1
 
Set (3): For 𝑎 =
1
3
, 𝑅𝑒(𝑠) > 3 series 1 and 2 are observed to be: 
3.1 𝑏 = 2
(I): Series 1: 
∑
1
⌊√(2𝑛)
3
⌋
𝑠
∞
𝑛=1
= ∑
3𝑛(𝑛 + 1)
2 + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(2𝑛)
3
⌉
𝑠
∞
𝑛=1
= ∑
3𝑛(𝑛 − 1)
2 + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
3.2 𝑏 = 3
(I): Series 1: 
∑
1
⌊√(3𝑛)
3
⌋
𝑠
∞
𝑛=1
= ∑
𝑛(𝑛 + 1) + ⌊
𝑛
3⌋ − ⌊
𝑛 − 1
3 ⌋
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(3𝑛)
3
⌉
𝑠
∞
𝑛=1
= ∑
𝑛(𝑛 − 1) + ⌊
𝑛
3⌋ − ⌊
𝑛 − 1
3 ⌋
𝑛𝑠
∞
𝑛=1
 
3.3 𝑏 = 4
(I): Series 1: 
∑
1
⌊√(4𝑛)
3
⌋
𝑠
∞
𝑛=1
= ∑
⌊
3𝑛(𝑛 + 1)
4 ⌋ + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(4𝑛)
3
⌉
𝑠
∞
𝑛=1
= ∑
⌊
3𝑛(𝑛 − 1)
4 ⌋ + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
Set (4): For 𝑎 =
1
4
, 𝑅𝑒(𝑠) > 4 series 1 and 2 are observed to be: 
4.1 𝑏 = 2
(I): Series 1: 
∑
1
⌊√(2𝑛)
4
⌋
𝑠
∞
𝑛=1
= ∑
𝑛(𝑛 + 1)(2𝑛 + 1) + 2 ⌊
𝑛
2⌋ + 1
𝑛𝑠
∞
𝑛=1
 
 
 
(II): Series 2: 
∑
1
⌈√(2𝑛)
4
⌉
𝑠
∞
𝑛=1
= ∑
(𝑛 − 1)𝑛(2𝑛 − 1) + 2 ⌊
𝑛
2⌋
𝑛𝑠
∞
𝑛=1
 Set (5): For 𝑎 =
1
5
, 𝑅𝑒(𝑠) > 5 series 1 and 2 are observed to be: 
5.1 𝑏 = 2 
(I): Series 1: 
∑
1
⌊√(2𝑛)
5
⌋
𝑠
∞
𝑛=1
= ∑
5
2𝑛
(𝑛 + 1)(𝑛2 + 𝑛 + 1) + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
 
(II): Series 2: 
∑
1
⌈√(2𝑛)
5
⌉
𝑠
∞
𝑛=1
= ∑
5
2
(𝑛 − 1)𝑛(𝑛2 − 𝑛 + 1) + ⌊
𝑛
2⌋ − ⌊
𝑛 − 1
2 ⌋
𝑛𝑠
∞
𝑛=1
 
One can go further with 𝑎 =
1
6
,
1
7
,
1
8
, … with different values of 𝑏 in both formulas. 
 
6. CONCLUSION AND OPEN PROBLEMS 
This paper introduces a set of a new type of partial summation formulas and convergent infinite series. Very 
fundamental yet powerful principle of mathematical induction is used to prove the formulas. Two functions 
𝑓(𝑚) and 𝑔(𝑘) are derived to get the number of repetitions of ⌊(𝑏𝑛)𝑎⌋ and ⌈(𝑏𝑛)𝑎⌉ for consecutive natural 
numbers 𝑛 and are used in getting the equivalent series for ∑ ⌊(𝑏𝑛)𝑎⌋−𝑠∞𝑛=1  and ∑ ⌈(𝑏𝑛)
𝑎⌉−𝑠∞𝑛=1 . These 
functions are also used in proving the relation of corollaries 4 and 5 with the zeta function. A set of results 
and special cases helps to understand the behaviour of the formulas and series at particular values. The 
extensions done in the paper may be helpful in improving the measurement quality as well expanding the 
domain of research. 
 
Problem 7.1: Finding the explicit formulas for (𝑖) ∑ ⌊𝑖𝑎⌋
𝑝
 𝑛𝑖=1 & (𝑖𝑖)∑ ⌈𝑖
𝑎⌉
𝑝
 𝑛𝑖=1 , 𝑝 ∈ ℕ, 𝑎 ∈ ℝ
+. 
Putting 𝑎 = 1 for varying 𝑝 in (𝑖) & (𝑖𝑖) both reduces to the Faulhaber’s formula (Section 2.2). And if 𝑝 =
1 is taken, for varying 𝑎, then both reduces to the Formula 1 and Formula 2 accordingly (Section 3). 
Problem 7.2(A): Are the following assumptions true? 
If 𝑅𝑒(𝑠) > 𝑞 then 
(I) 
∑
1
⌊(2𝑛)
1
𝑞⌋
𝑠
∞
𝑛=1
= ∑
𝑞(𝑞 − 1)
2 {
∑ (∑ (
𝑖𝑡(1 + (−1)𝑞−𝑡)
2 )
𝑚
𝑖=1 )
𝑞−2
𝑡=⌈
𝑞
2⌉−⌊
𝑞
2⌋
} + 𝑦𝑚
𝑚𝑠
∞
𝑚=1
 
𝑦𝑚 = {
2 ⌊
𝑚
2
⌋ + 1 , 𝑞 𝑒𝑣𝑒𝑛
⌊
𝑚
2
⌋ − ⌊
𝑚 − 1
2
⌋ , 𝑞 𝑜𝑑𝑑
 
 
(II) 
∑
1
⌈(2𝑛)
1
𝑞⌉
𝑠
∞
𝑛=1
= ∑
𝑞(𝑞 − 1)
2 {
∑ (∑ (
𝑖𝑡(1 + (−1)𝑞−𝑡)
2 )
𝑚−1
𝑖=1 )
𝑞−2
𝑡=⌈
𝑞
2⌉−⌊
𝑞
2⌋
} + 𝑧𝑚
𝑚𝑠
∞
𝑚=1
 
𝑧𝑚 = {
2 ⌊
𝑚
2
⌋ , 𝑞 𝑒𝑣𝑒𝑛
⌊
𝑚
2
⌋ − ⌊
𝑚 − 1
2
⌋ , 𝑞 𝑜𝑑𝑑
 
(B): If these assumption holds true, one can go on to find the equivalent for 
∑
1
⌊(𝑘𝑛)
1
𝑞⌋
𝑠
∞
𝑛=1
 & ∑
1
⌈(𝑘𝑛)
1
𝑞⌉
𝑠
∞
𝑛=1
 ,𝑅𝑒(𝑠) > 𝑞 , 𝑘 ∈ ℕ\{1,2}. 
Problem 7.3: Does the following application hold true? 
Consider the following double series 
𝑆𝑛 =∑∑𝑎𝑖,𝑗
𝑖𝑝
𝑗𝑞`
𝑗=1
𝑛
𝑖=1
 
If 𝑎𝑖,𝑗 = 1 then the upper bound of time complexity (Big-O) for the given series is Ο(⌊𝑛
𝑝+𝑞+1
𝑞+1 ⌋). 
Problem 7.4: The Riemann hypothesis is a very well-known unsolved problem, involves the Zeta function. 
Series 1 and 2 reduce to the Riemann-Zeta function for 𝑎 = 1 and corollaries 4 & 5 relate to the same for 
all values except 𝑠 = 𝑞 = 1. Can these series or corollaries be useful in solving the Hypothesis? 
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