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Dynamic spatial regression models for space-varying
forest stand tables
abstract: Many forest management planning decisions are based on information about
the number of trees by species and diameter per unit area. This information is commonly
summarized in a stand table, where a stand is defined as a group of forest trees of sufficiently
uniform species composition, age, condition, or productivity to be considered a homogeneous
unit for planning purposes. Typically information used to construct stand tables is gleaned
from observed subsets of the forest selected using a probability-based sampling design. Such
sampling campaigns are expensive and hence only a small number of sample units are typi-
cally observed. This data paucity means that stand tables can only be estimated for relatively
large areal units. Contemporary forest management planning and spatially explicit ecosys-
tem models require stand table input at higher spatial resolution than can be affordably
provided using traditional approaches. We propose a dynamic multivariate Poisson spatial
regression model that accommodates both spatial correlation between observed diameter
distributions and also correlation between tree counts across diameter classes within each
location. To improve fit and prediction at unobserved locations, diameter specific intensities
can be estimated using auxiliary data such as management history or remotely sensed infor-
mation. The proposed model is used to analyze a diverse forest inventory dataset collected on
the United States Forest Service Penobscot Experimental Forest in Bradley, Maine. Results
demonstrate that explicitly modeling the residual spatial structure via a multivariate Gaus-
sian process and incorporating information about forest structure from LiDAR covariates
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improve model fit and can provide high spatial resolution stand table maps with associated
estimates of uncertainty.
Keywords: Gaussian spatial process; MCMC; Forestry; Dynamic model
1 Introduction
Sustainable forest management decisions require detailed information about the number and
sizes of trees in a forest. Traditionally, this information is summarized in a stand table
that reports number of trees by some characteristic (e.g., species most commonly, grade,
condition) and diameter class per unit area. Stand tables have a long history in forestry
because they are an effective way to summarize forest inventory data and inform silvicultural
prescriptions (Husch et al. 2003). Most operational forest inventories use a probability-
based sampling design to identify subsets of trees within forest stands to measure. Stand
tables are then constructed using observed tree counts per unit area within diameter classes
of some convenient increment, e.g., 1 or 2 cm, typically measured at breast height 1.37
m, i.e., diameter at breast height (DBH). Such inventory approaches are expensive and,
hence, data used to estimate stand tables are typically spatially and temporally sparse. The
traditional design-based estimators used in these settings are unable to generate spatially
explicit diameter class distributions with associated uncertainty needed to inform many
contemporary management decisions. Spatially explicit stand table estimates are key inputs
to terrestrial ecosystem models such as the Ecosystem Demography Model (Medvigy et al.,
2009; Medvigy and Moorcroft, 2012) that predicts ecosystem structure (e.g., above and
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below-ground biomass, vegetation height and forest basal area, and soil carbon stocks) and
corresponding ecosystem fluxes (e.g., net primary productivity, net ecosystem production,
and evapotranspiration) from climate, soil, and land-use inputs.
There is a long history of using statistical probability density functions to estimate tree
diameter distributions using sample data of tree count by DBH class (Weiskittel et al.,
2011). The most common distributions used include the Weibull (Schreuder and Swank,
1974), Beta (Maltamo et al., 1995), and Johnson’s Sb (Fonseca et al., 2009), while a variety
of other distributions like the logit-logistic (Wang and Rennolls, 2005) and Gamma (Hafley
and Schreuder, 1977) have been applied to a lesser extent. The parameters for these distri-
butions have been estimated using a variety of approaches including Bayesian (Green et al.,
1994), maximum likelihood (Robinson, 2004), and method of moments (Burk and Newberry,
1984), which can strongly influence the accuracy and precision of the derived values (Poudel
and Cao, 2013). Along with parametric techniques, a variety of semi- and non-parametric
approaches have been tested including finite mixture models (Zhang et al., 2001; Liu et
al., 2002), percentile-based (Borders et al., 1987), and k-most similar neighbor imputation
(Maltamoa et al., 2009).
Although different parametric and non-parametric approaches can produce similar re-
sults (Bollands˚as et al., 2013), both procedures have some important shortcomings. First,
most approaches, particularly the parametric ones, predict the relative frequency when the
absolute frequency is needed by forest managers. This means that total tree density must ei-
ther be predicted or measured to scale the relative frequency distribution. Second, extending
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predictions to new unsampled stands can be problematic because it requires either predicting
the parameters of the probability density functions from stand-level attributes or an exten-
sive calibration dataset. Third, most approaches are unable to incorporate covariates to help
explain variability in the diameter class distribution and improve prediction. Finally, except
for the k-most similar neighbor imputation, all the methods cited above ignore the spatial
correlation and correlation within observed diameter distributions, which has been shown to
be strong in many forest settings (Berhe, 1999; Salas et al., 2010).
The current manuscript seeks to address the shortcomings noted above by developing a
framework to jointly model total tree density and diameter distribution, while accommodat-
ing spatial dependence across locations and dependence in tree counts across DBH classes.
The proposed framework can also incorporate covariates, such as management history or
proxies of structural complexity derived from remotely sensed data, and deliver spatially
explicit stand table predictions with associated estimates of uncertainty.
The format of the manuscript is as follows. Section 2 develops the proposed framework for
modeling space-varying diameter class distributions including details on an adaptive Markov
chain Monte Carlo (MCMC) algorithm used for parameter estimation and prediction at new
locations. Section 3 illustrates our proposed model using a forest inventory dataset. Finally,
Section 4 concludes the manuscript with a focus on future work.
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2 Methods
2.1 Model
Let D ⊂ <2 be a connected subset of the 2-dimensional Euclidean space and let s ∈ D be
a generic point in D. Our outcome variable at location s, yij(s), denotes the number of
trees belonging to species i, where i = 1, 2, . . . , q, corresponding to diameter class j among
a succession of non-overlapping tree diameter classes {(0, 1], (1, 2], . . . , (m− 1,m]}. For each
location, species and diameter class a pij × 1 vector xij(s) that includes an intercept and
pij − 1 covariates is also recorded.
We intend to capture three different types of association: (i) spatial association exhibited
by observations from a location being similar to those from neighboring locations; (ii) associ-
ation exhibited by observations from adjacent diameter classes; and, (iii) association among
observations arising from different species of trees, perhaps attributable to underlying bio-
logical processes. We model (i) using a spatial process over an Euclidean space, in particular
a Gaussian process specified by a spatial covariance function. For (ii), we assume a Marko-
vian (or autoregressive) structure across the diameter classes. This is not dissimilar to the
rich class of space-time dynamic models (see, e.g., Gelfand et al., 2005; Finley et al., 2012),
except that time is now replaced by diameter class. Finally, for (iii), we use an unstruc-
tured variance-covariance matrix to model the between-species association. Furthermore, we
assume that the impact of the covariates on the intensity is specific to the diameter class
and the species of tree corresponding to that observation. Thus, the relationship between
the covariates and the number of trees depends upon the spatial location, the species of the
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tree and the diameter class. We propose the following hierarchical spatial Poisson regression
model for each location s, species i = 1, 2, . . . , q and diameter class j = 1, 2, . . . ,m,
yij(s)
ind∼ Poi(λij(s)) ; log λij(s) = xij(s)′βij + wij(s) ;
βij = βi,j−1 + ηij, ηij
ind∼ N(0,Ση,j) ;
wij(s) = wi,j−1(s) + uij(s), uj(s)
ind∼ MVGP (0,Cj(·,θj)) . (1)
Here, log λij(s) = xij(s)
′βij + wij(s), βij is a pij × 1 vector of regression coefficients,
uj(s) = (u1j(s), u2j(s), . . . , uqj(s))
′ is a q×1 vector following a multivariate Gaussian process,
MVGP (0,Cj(·,θj)), with cross-covariance function Cj(·;θj). A comprehensive treatment
of multivariate Gaussian processes and cross-covariance functions can be found in Gelfand
and Banerjee (2010) or in Banerjee et al. (2014).
Motivated by the so-called “linear model of coregionalization” (Wackernagel, 2010),
we specify Cj(s, t;θj) = AjD(φj)A
′
j, where θj = {Aj,φj}, Aj is an unknown q × q
lower-triangular matrix and D(φj) is diagonal. The univariate spatial correlation function
ρij(s, t;φij) is the i-th diagonal entry in D(φj), where φj = {φ1j, φ2j, . . . , φqj}. An ex-
ponential correlation function is often used to define the spatial correlation structure, e.g.,
ρij(s, t;φij) = exp(−φij‖s − t‖), where ‖s − t‖ is the Euclidean distance between the sites
s and t. Of course, any other valid spatial correlation function, such as the Mate´rn could
be used (see, e.g., Banerjee et al., 2014). The elements of AjA
′
j provide the variances and
covariances among the q species, specific to each diameter class.
We further assume βi0
iid∼ N(m0,Σ0) and wi0(s) ≡ 0 for every i = 1, 2, . . . , q, where
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m0 = 0 and Σ0 is a diagonal matrix with very large diagonal elements. Customarily,
a flat prior is assigned to each βi0. The prior specifications for a Bayesian hierarchical
model are completed by assigning hyper-priors to each Ση,j and θj. The former captures
possible association among the regression coefficients, specific to each diameter class, and is
typically assigned an inverse-Wishart (IW) prior independent across diameter classes. For
θj = {Aj,φj}, one assigns independent priors for Aj and each element of φj. The prior for
Aj can be induced from assigning an IW prior on AjA
′
j or by modeling, independently, the
diagonal elements as log-normal and the remaining elements as normal. The prior for the
elements of φj, i.e., each φij, is usually taken to be uniform distributions whose bounds are
obtained by taking into account spatial domain considerations (e.g., the maximum inter-site
distance). The precise specifications used are discussed in a subsequent section.
The model in (1) is envisioned at any arbitrary location s ∈ D. It is a well-defined
process model in that it yields a legitimate joint probability model for any finite collection
of spatial locations in D. To be precise, let S = {s1, s2, . . . , sn} be a set of n locations in D,
where the outcome and covariates have been recorded. In practice, the estimation of model
parameters is usually very robust to the above hyper-prior specifications. Using notations
similar to Gelman et al. (2013), we obtain the following joint distribution for the parameters
and the data,
m∏
j=1
p(θj)×
m∏
j=1
IW (Ση,j | rη,Υη)×
q∏
i=1
N(βi0 |m0,Σ0)×
q∏
i=1
m∏
j=1
N(βij |βi,j−1,Ση,j)
×
m∏
j=1
N(wj |wj−1,Σj(θj))×
q∏
i=1
m∏
j=1
n∏
k=1
λij(sk)
yij(sk)e−λij(sk) , (2)
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where wj = (wj(s1)
′,wj(s2)′, . . . ,wj(sn)′)′ is an nq × 1 vector of spatial random effects,
each wj(sk) is q × 1 with elements wij(sk), Σj(θj) is an nq × nq spatial covariance ma-
trix whose (k, l)-th block is the q × q cross-covariance matrix Cj(sk, sl;θj). Some special
cases are immediate. If the Markovian dependence on the βij’s is undesirable, then we
can simply replace the term
∏q
i=1N(βi0 |m0,Σ0)×
∏q
i=1
∏m
j=1 N(βij |βi,j−1,Ση,j) in (2) by∏q
i=1
∏m
j=1 N(βij |µj,Ση,j) and each µj is customarily set to 0. Also, a flat prior on βij’s
would simply set Σ−1η,j = O (the null matrix) for each j. This is equivalent to removing all
terms involving Ση,j and the βij’s (including βi0) from (2), except those appearing in the
λij(sk)’s.
2.1.1 Prediction
Spatial prediction proceeds in a posterior predictive fashion using posterior samples of βij’s,
θj’s and wj’s in (2). Let yij(s0) be the random variable denoting the unknown value of the
outcome at an arbitrary location s0 for any species type i and diameter class j. We draw,
one-for-one, the q × 1 random effect vector wj(s0) from a normal distribution with mean
vector and variance-covariance matrix
j∑
l=1
K l(s0;θl)
′Σl(θl)−1 (wl −wl−1) and
j∑
l=1
{
C l(s0, s0)−K l(s0;θl)′Σl(θl)−1K l(s0;θl)
}
.
Here, K l(s0;θl) is nq×q with i-th block given by the q×q matrix C l(s0, si;θl). Then, for a
known xij(s0), we plug in the samples of wij(s0) and the posterior samples of βij to obtain
samples of log λij(s0) = xij(s0)
′βij + wij(s0) and, subsequently, of yij(s0) ∼ Poi(λij(s0)).
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The resulting samples of yij(s0) constitute the posterior predictive distribution of yij(s0).
2.2 Implementation
The joint posterior distribution for the model parameters is proportional to (2) but in-
tractable otherwise, so we sample from the posterior distribution using MCMC algorithms
(see, e.g., Robert and Casella, 2004). Such algorithms can be built for spatial dynamic linear
models by extending ideas laid out in numerous earlier papers including, but not limited to,
De Jong (1989), Koopman (1993), Shepard and Pitt (1997), and Gamerman (1998). Our
first stage specification, i.e., the likelihood, is Poisson, which precludes analytically tractable
expressions from integrating outw in (2). Therefore, our sampler needs to operate on a high-
dimensional space. A Gibbs-sampler with random-walk Metropolis updates that draws from
the full-conditional distribution of each parameter (vector) is easy to program. However,
the Metropolis steps are awkward to tune and typically suffer from high autocorrelations
resulting in very slow convergence. For the analysis presented in Section 3, we employ an
adaptive Metropolis-within-Gibbs algorithm outlined in Roberts and Rosenthal (2009) to
draw posterior samples from (2). This adaptively (and automatically) tunes the Metropolis
steps and offers substantially superior performance in high-dimensional hierarchical models
such as (2).
As in the usual Metropolis sampling algorithms, we propose updating the l-th parameter,
possibly a k × 1 vector, by adding a Nk(0,Γl) increment to the current value, which is then
accepted or rejected according to the usual Metropolis ratio. The k × k matrix Γl tunes
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the proposal and is assumed diagonal with entries γ2lj, j = 1, 2, . . . , k. However, unlike the
usual Metropolis sampler, we do not leave the tuning parameter Γl fixed. Instead, we begin
with Γl = Ik and then update each Γl after every b-th batch of 50 iterations. For each
j = 1, 2, . . . , k, we change Γl according to γlj = exp(log(γlj) + δ(b)) if the acceptance rate
in the b-th batch for the l-th parameter exceeds 0.44, or to γlj = exp(log(γlj) − δ(b)) if
was less than 0.44, where δ(b) = min{0.01, 1/√b}. Since δ(b) → 0 as b → ∞, the adaptive
MCMC satisfies ergodicity ensuring much faster convergence (Roberts and Rosenthal, 2009).
For scalar parameters, we simply set k = 1. In theory, this algorithm works for all target
densities that are log-concave outside of a bounded interval. While the target densities
arising from (2) are not, strictly speaking, log-concave in the process parameters, i.e., the
θj’s, this algorithm seems to perform very effectively in practice.
More specifically, we use the above adaptive Metropolis steps to update each parameter in
(2) from its full conditional distribution. We use element-wise scalar updates for the entries
in the βi,0’s, βj’s and φj’s. We also use scalar updates for each lower-triangular entry in
Aj and in the Cholesky square root of Ση,j = V jV
′
j. To avoid autocorrelations, the spatial
effects for each diameter class, i.e. the wj’s are updated as nq × 1 vectors. The diagonal
entries in V j and Aj, which are positive to ensure identifiability, are log transformed for
the proposal. The elements in the φj’s are also positive and modeled with a uniform prior
and are conveniently mapped to the whole real line using a logit transformation. Necessary
Jacobian adjustments are included in (2).
10
2.3 Model selection and prediction
Several sub-models of (1) are considered for the forest data analysis described in Section 3.
Here, we use a model fit criterion and out of sample prediction performance to rank the
candidate models. Model fit is assessed using the Deviance Information Criterion (DIC)
(Spiegelhalter et al., 2002). This criterion is the sum of the Bayesian deviance (a measure
of model fit) and the (effective) number of parameters pD (a penalty for model complexity).
Here, lower DIC indicates better fit. Out of sample observed versus predicted values within
each diameter class are compared using proper and strictly proper scoring rules. Here, we
consider the logarithmic (LogS), squared error (SES), and Dawid-Sebastiani (DSS) scoring
rules defined in Equations 5, 9, 11, respectively, in Czado et al. (2009). For all three rules,
lower values indicate improved predictive performance.
3 Illustration
3.1 Study area and data
The Penobscot Experimental Forest (PEF) is a 1600 ha tract of Acadian mixed-species forest
located in Bradley, Maine (44◦ 52’ N, 68◦ 38’ W) (Figure 1). The average annual temper-
ature and precipitation near Bradley is 6◦C and 110 cm respectively. Species composition
on the PEF is a mixture of coniferous and deciduous trees including spruce (Picea spp.),
balsam fir (Abies balsamea), red maple (Acer rubrum), birch (Betula spp.), and aspen (Pop-
ulus spp.), among others. The PEF is dominated by conifer species, the majority of which
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are shade-tolerant. Since the 1950s, routine management and monitoring has occurred in
the PEF’s 50+ management units (MUs). With over 600 ∼0.2 ha georeferenced permanent
sample plots (PSPs) currently established and scheduled for remeasurement on an approxi-
mate ten-year cycle (and immediately pre- and post-harvest), the PEF has a wealth of data
available for assessing forest composition and structural characteristics such as diameter class
distributions (Brissette et al., 2012).
3.1.1 Management on the PEF
Different silvicultural treatments are implemented within each MU, e.g., unregulated harvest,
shelterwood, diameter limit cutting, natural regeneration. Some specific MUs are highlighted
in Figure 1 and referenced in Section 3.3 for interpreting model results. MU 8 was commer-
cially clearcut in 1983. MU 4 received a diameter-limit harvest in 1994. Harvest DBH
thresholds were 14.0 cm for balsam fir, 24.1 cm for spruce and hemlock (Tsuga canadensis),
26.7 cm for white pine, and 19.1 cm for cedar (Thuja occidentalis). MU 9 and 16 are man-
aged under a five-year cutting cycle where the structural goal is to retain a cross-sectional
area of 14.1 m2/ha of trees greater than 11.4 cm DBH. MU 23 is undergoing a three-stage
shelterwood harvest and was last entered in 2007. MU 32 is a mature, natural area that
serves as a reference stand for the PEF with limited harvesting or other management actions
conducted since 1954. Additional information about the silvicultural practices for these and
other PEF stands are given by Sendak et al. (2003) and Hayashi et al. (2014).
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3.1.2 Observed diameter class distributions
For this analysis, we considered the 430 PSPs sampled after 2005. This date cutoff was
used to minimize error due to temporal misalignment between remotely sensed covariates
described in Section 3.1.3 and field measurement data. Trees with DBH of 12.7 cm and
greater were measured on all PSPs. For each PSP, tree count by 2.54 cm diameter increments
were summarized for both shade-tolerant and shade-intolerant conifer species with 55.88 set
to the maximum DBH. Half of the PSPs were used to fit the candidate models, red points in
Figure 1, and the other half were reserved as holdout data to assess prediction performance.
Thus, q = 2, m=18, and n=215 in (1) and (2). These summaries were then scaled to reflect
per ha tree counts. Solid and open circles in Figure 2 show observed tree count for the
two species groups for six example PSPs. The shape of these distributions is indicative
of the different harvesting precipitations applied to the MUs. For example, Figure 2(a)
shows a typical diameter distribution for a PSP within MU 32 which is an unmanaged
mature forest stand—characterized by a structurally diverse distribution with many large
diameter trees. In contrast Figure 2(b) exemplifies a diameter distribution associated with
a regenerating clearcut. Here, with the stand clearing harvest in 1983, this MU shows a
clear peak of even-aged shade-tolerant trees of about 17.78 cm and no trees larger than
∼33 cm. The distributions in Figure 2 also show the paucity of shade-intolerant conifers
versus the abundance of shade-tolerant species across the PEF. Specifically, there were 7921
shade-tolerant versus 853 shade-intolerant trees on the 215 observed PSPs.
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3.1.3 LiDAR acquisition and preparation
Data from the National Aeronautics and Space Administration (NASA) LiDAR, Hyperspec-
tral, and Thermal (G-LiHT; Cook et al., 2013) sensor were collected over the extent of the
PEF in 2012. G-LiHT is a portable airborne system developed by NASA Goddard Space
Flight Center that simultaneously maps the composition, structure, and function of terres-
trial ecosystems. The G-LiHT airborne laser scanner (VQ-480, Riegl Laser Measurement
Systems, Horn, Austria) uses a 1550 nm laser that provides an effective measurement rate
of up to 150 kHz along a 60◦ swath perpendicular to the flight direction. At a nominal
flying altitude of 335 m, each laser pulse has a footprint approximately 10 cm in diame-
ter and is capable of producing up to 8 returns. Pseudo-waveforms were created for the
PEF by aggregating G-LiHT LiDAR returns and weighting return heights using a Gaussian
shaped 25 m diameter footprint (Blair and Hofton, 1999). This processing resulted in 29571
pseudo-waveforms covering the extent of the PEF. Percentile height variables at 5% intervals
between 5% and 100% where calculated for each pseudo-waveform (Figure 3). These vari-
ables represent the canopy height below which the given percent of laser energy was returned
and are useful for describing the vertical structure of forest biomass at a given location (see,
e.g., Gobakken and Næsset, 2005; Næsset and Gobakken, 2005). For the subsequent regres-
sion analysis we chose the 5, 25, 50, and 95-th percentile heights for use as covariates. These
percentiles were chosen because they were not highly correlated and provide information
about the lower, mid, and upper canopy forest structure.
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3.2 Candidate models and computing
Stem count per ha by diameter class for shade-tolerant and shade-intolerant species was
modeled using three different specifications of (1). The candidate models were: (i) non-
spatial with LiDAR, which includes the LiDAR covariates but sets the multivariate spatial
random effects wj’s to zero; ii) spatial without LiDAR, which includes the multivariate
spatial random effects but does not include the LiDAR covariates; and, iii) spatial with
LiDAR, which includes the LiDAR covariates and the multivariate spatial random effects.
For all candidate models, we made the simplifying assumption that the Ση,j’s were common
across diameter classes. This is a reasonable assumption because we do not expect the
relationship between vertical vegetation structure and LiDAR returns to vary by diameter
class or species.
The specification for (2) is completed by assigning hyper-priors to each parameter’s prior
distribution. We assigned m0 = 0 and Σ0 = 1000Ip for βi0’s normal, where Ip is p ×
p identity matrix and p is the number of model covariates including the intercept. The
regression coefficients’ p×p variance-covariance matrix Ση was assigned an IW with degrees
of freedom rη = p + 1 and scale matrix Υη = 0.01Ip. For the two spatial models, we used
an exponential spatial correlation for the ρij(·)’s, with spatial decay parameters following
a uniform distribution with support between 0.1–6 km (where 6 km is approximately the
maximum inter-site distance between PSPs). Each q × q spatial variance-covariance matrix
Γj = AjA
′
j was assigned an IW with rΓ = q + 1 and scale matrix ΥΓ = 0.01Iq.
The MCMC sampler described in Section 2.2 was implemented in C++ and used Intels
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Math Kernel Library threaded BLAS and LAPACK routines for efficient matrix operations.
The sampler was run on a Linux workstation using an Intel Xeon 10 core processor with
hyper-threading. Posterior inference was based on three MCMC chains run for 75,000 it-
erations each with the first 15,000 iterations discarded as burn-in. Each chain was given
different starting values and chain mixing and convergence was assessed using trace plots
and the Gelman-Rubin diagnostic (Gelman and Rubin, 1992). The spatial model with co-
variates leveraged ∼10 cores simultaneously for matrix operations and required ∼15 hours to
run a single chain. A Cholesky decomposition of each DBH class’s nq×nq spatial covariance
matrix, needed for evaluating the likelihood in (2), was the most computationally demanding
step in the sampler.
3.3 Results and discussion
Table 1 provides the DIC and associated metrics used to rank the candidate models. Despite
the larger effective number of parameters penalty of 214, the lower value of DIC for the
spatial model with covariates suggests that inclusion of LiDAR information and addition of
the dynamic spatial random effects improves model fit over that achieved by the covariates or
spatial random effects alone. Scoring rule results for the out of sample prediction are given
in Figure 4. Here, again, lower values indicated improved prediction. The scoring rules
generally agree, but do show some differences. Generally, the spatial with LiDAR model
performs marginally better, and more consistent across the diameter classes, than the other
two candidate models. Subsequent results and discussion focus on the full spatial model
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with LiDAR covariates.
Posterior summaries for model parameters are given in the on-line supplementary doc-
ument. Here, we highlight a few points that support the choice of the spatial with LiDAR
covariates model. Estimates for the diagonal elements of the m Γj’s ranged from 0.03 to
0.25 for shade-tolerant and 0.01 to 0.27 for shade-intolerant species. The inter-species cross-
correlations, i.e., off-diagonal elements of the Γj’s converted to correlations, ranged from
-0.58 to 0.91 with about half of these correlations possessing 95% credible intervals (CI) that
exclude zero. These strong correlations suggest the use of a multivariate Gaussian process
is warranted and tree count information for one species group might help inform counts for
the other group. Estimates of effective spatial ranges (defined here as the distance at which
the spatial correlation drops to 0.05) across the diameter classes ranged from 0.1 to 3 km
for both species groups, with the longest effective ranges seen in the shade-tolerant ∼25.4 to
40.64 cm diameter classes.
Posterior summaries for the dynamic regression coefficients are provided in Figure 5.
The intercepts’, i.e., β0, inverse relationship with DBH Figure 5(a), seen in both shade-
tolerant and shade-intolerant species, reflects the decrease in stem abundance with increas-
ing DBH—a trend common in all MUs. The regression coefficients associated the LiDAR
percentile heights are given in Figures 5(b)-(e). The larger width of the 95% CI for the
shade-intolerant versus that of the shade-tolerant species is likely due to the sparseness of
those species across the PEF. The exclusion of zero from much of the CI band for all regres-
sion coefficients and for both species groups suggests the LiDAR covariates are useful for
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explaining variability in stem count. For example, the 95th percentile is essentially a measure
of stand height. We expect a positive relationship between stand height and number of large
diameter trees, i.e., larger DBH trees are generally taller when grown in densely populated
stands. This relationship is reflected by the positive values of βP95, and to some extent βP50,
for larger DBH in Figures 5(b) and (c). Conversely, the negative values of βP95 and βP50 for
smaller diameter trees suggests lower canopy heights are associated with a greater number
of small diameter trees which is certainly true in regenerating stands and under some of
the silvicultural treatments on the PEF. Similar patterns between vertical stand structure
and stem abundance by DBH class are reflected in Figures 5(d) and (e) although multiple
scenarios lead to such relationships.
Observed versus model fitted values with associated CIs for six PSPs are given in Figure 2.
These figures, and those for all other PSPs not shown, suggest the proposed model is able to
capture the shape and magnitude of the observed absolute frequency of trees per ha across
the diameter class distribution. The multiple local maxima observed in, e.g., Figures 2(a),
(d), and (e), highlight the often complex forest structure within the MUs and underscores
the need to move beyond the common approach of fitting simple parametric distributions.
Following from Section 2.3, we generated posterior predictive samples from diameter class
distributions at each of the 29571 locations where LiDAR was collected across the PEF. Each
panel in Figures 6 and 7 is a species group specific map of trees per ha posterior predictive
distribution median for the given diameter class. Overall these maps reflect the global trend
of decreasing tree count with increasing DBH and the prevalence of the shade-tolerant versus
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shade-intolerant species. The maps also reveal several MU scale characteristics. For example,
the 12.7-17.8 cm panels in Figure 6 show a high tree per ha count for MU 23 (reference MU
index in Figure 1) relative to the other MUs. This flush of regeneration in MU 23 is the result
of a multi-stage shelterwood treatment initiated in 1983 and completed in 2007. A similar
unimodal distribution indicative of even-aged stand regeneration can be seen in MU 8 which
underwent a clearcut in 1983. MUs 9 and 16 show an abundance of shade-tolerant trees in the
∼33-45.7 cm diameter classes relative to the other MUs, which is the result of silvicultural
prescriptions that favor stocking in larger diameter trees (Hayashi et al., 2014). The control
MU 32 has not undergone harvesting in the past ∼60 years and, as a result, has a complex
diameter distribution with trees occupying nearly all DBH classes and species groups, as seen
in Figures 6 and 7. Predictive uncertainty for shade-tolerant and shade-intolerant species
are mapped in Figures 8 and 9, respectively. As expected, prediction variability is largest
for locations with higher predicted trees per ha, see, e.g., MUs 23, 9, and 16.
The PEF dataset is fairly unique in its level of detail about MU boundaries and recorded
history of management activities. We could have certainly added a MU effect or harvest-
ing information to the regression portion of (1) which would likely have improved fit and
prediction. For example, we would likely see less smoothing across MU boundaries in the
prediction maps. However, since many production forests and those not under management
do not typically have such MU level information we opted to use only readily available
remotely sensed data to help apportion tree count among the diameter classes.
The time required to obtain parameter estimates for the full model is a clear hurdle to
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implementation using several species groups observed over thousands of locations. Such set-
tings are common when we consider state or national scale forest inventory datasets, e.g., the
United States Forest Service Forest Inventory and Analysis (FIA) database which contains
over 100000 PSPs. Here, again, the computational bottleneck is the iterative decomposition
of the nq×nq spatial covariance matrices. Broadly speaking, modeling large spatial datasets
proceed by either exploiting “low-rank” models or using sparsity (see, e.g., Datta et al., 2014
for a review of pertinent literature). Several such approaches could be used to approximate
the uj(s)’s in (1) and hence reduce the runtime required for large datasets. A similar issue
arises when q is large, e.g., q greater than ∼10 and n of even moderate size. In such cases
the computational demand for estimating the m Aj’s as well as the spatial covariance ma-
trix may become prohibitively expensive and one might consider dimension reduction via a
spatial factor analysis, i.e., specify the Aj’s with fewer columns than rows (see, e.g., Lopes
and West, 2004; Ren and Banerjee, 2013).
4 Concluding remarks
Application of the proposed dynamic model is novel for predicting space-varying forest stand
tables and addresses several shortcomings of previous modeling approaches. The proposed
framework accommodates the major sources of diameter class distribution dependencies that
arise from underlying biological processes and management history, including: (i) spatial as-
sociation among proximate distributions of tree count; (ii) association in tree count between
adjacent diameter classes; and, (iii) association among species specific tree count within
20
and between diameter distributions. The model was tested on a forest with extensive PSPs
and an array of species and stand structures. Results suggested the framework was able to
captured the information available and leverage it to produced logical predictions. Model
fitted and predicted distributions captured the complex spatial patterns in tree size and
species distributions, which most previous approaches ignore. This is important because
there is currently a need to produce stand tables at a high spatial and temporal resolution
for a variety of purposes (see, e.g., Drury and Herynk, 2011). A critical test of the proposed
modeling approach would be extending it to larger geographic domains, which, following
from the discussion in Section 3.3, will require tackling issues of dimensionality.
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Tables and figures
Non-spatial Spatial Spatial
with LiDAR without LiDAR with LiDAR
pD 100.29 102.65 214.01
DIC -2967.79 -3473.91 -5572.22
Table 1: Candidate model Deviance Information Criterion (DIC) and the effective number
of parameters pD.
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Figure 1: Map of PEF. PSPs highlighted in red. Example PSP referenced in Figure 2 colored
in green. Black polygon boundaries outline different management units (MU). Select MUs
have been labeled and highlighted in yellow.
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(a) PSP 144 in MU 32
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(b) PSP 192 in MU 8
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(c) PSP 41 in MU 16
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(d) PSP 208 in MU 9
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(e) PSP 151 in MU 4
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(f) PSP 80 in MU 23
Figure 2: Observed and model (1) fitted trees per hectare by diameter class for the six PSPs
identified in Figure 1. Solid black circles identify observed tree count for shade-tolerant and
open circles correspond to observed tree count for shad-intolerant species. Solid lines with
green envelops and dotted lines with gray envelops are the median and 95% credible intervals
for shade-tolerant and shade-intolerant respectively.
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Figure 3: Illustration of a pseudo-waveform LiDAR signal, derived LiDAR percentile height
metrics used as regressors, and vertical/horizontal forest structure at a generic location.
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Figure 4: Out of sample prediction performance using proper and strictly proper scoring
rules for shade-tolerant and shade-intolerant.
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Figure 5: Model (1) regression coefficients’ posterior median and 95% credible interval esti-
mates for shade-tolerant and shade-intolerant.
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Figure 6: Model (1) shade-tolerant trees per hectare by diameter class posterior predictive
distribution medians.
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Figure 7: Model (1) shade-intolerant trees per hectare by diameter class posterior predictive
distribution medians.
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Figure 8: Model (1) shade-tolerant trees per hectare by diameter class range between the
lower and upper 95% posterior predictive distribution credible intervals.
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Figure 9: Model (1) shade-intolerant trees per hectare by diameter class range between the
lower and upper 95% posterior predictive distribution credible intervals.
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