An Example of non-quenched Convergence in the Conditional CLT for
  Discrete Fourier Transforms by Barrera, David
ar
X
iv
:1
41
0.
54
81
v4
  [
ma
th.
PR
]  
11
 N
ov
 20
14
An Example of non-quenched Convergence in the
Conditional CLT for Discrete Fourier Transforms
David Barrera
Department of Mathematical Sciences
University of Cincinnati
PO Box 210025, Cincinnati, Oh 45221-0025, USA.
Email: barrerjd@mail.uc.edu
Abstract
A recent result by Barrera and Peligrad ([1], Theorem 1) shows that the quenched
Central Limit Theorem holds for the components of the discrete Fourier transforms
of a stationary process in L2 orthogonal to the subspace of functions that are mea-
surable with respect to the initial sigma-field. In this note we address the question
of whether the quenched CLT remains true for the Fourier transforms without tak-
ing orthogonal projections, as could be expected in view of previous, related results
about the annealed convergence of the process under consideration (see for instance
[6], Theorem 2.1).
We give a negative answer to this question by exhibiting an example of a process
satisfying the hypothesis of Theorem 1 in [1] for which the Fourier transforms do
not satisfy a quenched limit theorem. The proof combines ideas from a construction
due to Volný and Woodroofe (see [8]) with an interpretation of the results in [1] in
the case of linear processes, and with applications of some previous results related
to discrete Fourier transforms.
MSC 2010 subject classification: 60F05 60G42 60G48 60G10 42A16 42A55 42A61 .
Keywords: Discrete Fourier transform, central limit theorem, martingale approximation,
quenched convergence.
1 Introduction and Notation.
Let (Xn)n∈Z be a strictly stationary centered, ergodic sequence of random variables de-
fined on a probability space (Ω,F ,P). This is: Xn = X0 ◦ T n, where T : Ω → Ω is an
ergodic, bimeasurable, invertible transformation and EX0 = 0. Assume thatX0 ∈ L2P(F0)
where F0 ⊂ F is a sigma algebra satisfying F0 ⊂ T−1F0 (i.e. T−1 is F0 measurable),
define Fn := T−nF0 for all n ∈ Z and F−∞ := ∩n∈ZFn. Denote by En the conditional
expectation with respect to Fn. So EnZ := E[Z|Fn] for every integrable random variable
Z.
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Define, for every θ ∈ [0, 2π) the n−th discrete Fourier transform of (Xk(ω))k at θ by
Sn(θ, ω) :=
n−1∑
k=0
eikθXk(ω). (1)
When θ ∈ (0, 2π) is fixed, we will denote by Sn(θ) the random variable Sn(θ, ·). In
the special case θ = 0 we denote by Sn the random variable Sn(0, ·). So Sn(ω) :=∑n−1
k=0 Xn(ω).
Assume also that E0 is regular. This is, that there exists a family of measures {Pω}ω∈Ω
such that for every integrable function X ,
ω 7→
∫
Ω
X(ω′)dPω(ω′)
defines a version of E0X .
Finally, denote by λ the Lebesgue measure on [0, 2π) (or any other Borelian in R).
Under these assumptions Barrera and Peligrad, in [1], proved the following theorem:
Theorem 1. There exists a set I ⊂ (0, 2π) with λ(I) = 2π such that, for all θ ∈ I, the
complex-valued random variables
Yn(θ) :=
1√
n
(Sn(θ)− E0Sn(θ)) (2)
converge to a complex Gaussian random variable under Pω for all ω in a set Ωθ with
P(Ωθ) = 1. The asymptotic distribution of the real and imaginary parts corresponds to
a bivariate Gaussian random variable with independent entries, each with mean zero and
variance
σ2θ = lim
n→∞
E0|Sn(θ)− E0Sn(θ)|2
2n
.
(the limit exists with probability one, and it is nonrandom).
2 Quenched Convergence
In the context of the previous section, and given a distribution function FY (associated
to some random variable Y defined on a probability space (Ω′,F ′,P′)), we say that the
process Yn converges to Y in the quenched sense, denoted here by Yn ⇒Q Y , if for
almost every ω, and every continuous and bounded function f , Eωf(Yn)→n→∞ Ef(Y ),
where Eω denotes integration with respect to Pω and Ef(Y ) :=
∫
R
f(y) dFY (y) =
∫
Ω′ f ◦
Y (ω′) dP′(ω′).
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In other words, we require that E0f(Yn)→ Ef(Y ) a.s. (over a set not depending of f). By
Portmanteau’s theorem, this amounts to say that for almost every ω, Pω(Yn ≤ y)→ FY (y)
at every continuity point y of FY . Theorem 1 is thus a statement about the quenched
convergence of Yn(θ) for every θ ∈ I.
Note that quenched convergence implies convergence in distribution (“annealed” con-
vergence) by the dominated convergence theorem: for every uniformly continuous and
bounded function f ,∫
Ω
f(Yn) dP(ω) =
∫
Ω
E0f(Yn)(ω) dP(ω)→n→∞
∫
Ω
Ef(Y ) dP(ω) = Ef(Y ).
In particular, Theorem 1 relates to some previous results about annealed convergence (see
for instance [6] and the references therein).
It is worth to remark that, without additional assumptions, the methods of [1] do not give
a description of the elements in the set I. The martingale version of the theorem, used
to approximate the general case, works provided that e−2it is not an eigenvalue of the
Koopman operator associated to T (namely f 7→ f ◦T for all f ∈ L2
P
(Ω,C)), and therefore
we consider these as exceptional values. A consideration of the classical case θ = 0 shows
that more hypotheses may be needed to guarantee the convergence in distribution of
Yn(θ) outside of I.
2.1 Possible limit Laws for a given initial point.
Suppose that we know of an integrable process (Yn)n that Yn − E0Yn ⇒Q Y , say Yn −
E0Yn ⇒ Y under Pω for ω ∈ Ω0, where P(Ω0) = 1. What are the possible limit laws for
Y under Pω, for a fixed ω?
To answer this question we depart from the following result (see the proof of Lemma 18
in [1]):
Lemma 1. If F0 ⊂ F is a σ−algebra for which E[ · |F0] =: E0 admits a regular version
in the sense explained above (see the introduction), Y is F0−measurable, and X is a
given random variable, then there exists Ω1,Y ⊂ Ω with P(ΩY ) = 1 such that, for every
g : R2 → R continuous and bounded
Eω [g(X,Y (ω))] = Eω[g(X,Y )] (3)
for all ω ∈ ΩY .
This lemma, in combination with Proposition 4 and Lemma 7 in the appendix, gives the
following proposition.
Proposition 1 (Possible limit Laws for a fixed starting point.). With the notation of
Lemma 1, assume that (Yn)n is an integrable process such that Yn − E0Yn ⇒ Y under
Pω for all ω ∈ Ω0 (Ω0 ⊂ Ω is any given set, not even assumed measurable), and let
Ω1 := ∩nΩYn . Then given ω ∈ Ω0 ∩ Ω1, Yn is convergent under Pω to some random
variable Zω if and only if L(ω) = limn→∞E0Yn(ω) exists, in which case Zω = Y + L(ω)
(in distribution).
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Proof: Given ω ∈ Ω0 ∩ Ω1 and any bounded and continuous function g
Eωg(Yn − E0Yn(ω)) = Eωg(Yn − E0Yn)→n Eg(Y ),
so that Yn−E0Yn(ω)⇒ Y under Pω. From Yn = Yn−E0Yn(ω)+E0Yn(ω) the conclusion
follows via Proposition 4 if Y is not constant and via Lemma 7 if Y is constant.
2.2 The Question
Let us define, for every θ ∈ [0, 2π), Zn(θ) := 1√nSn(θ). It is natural to ask whether
the random centering in (2) is necessary to obtain quenched convergence. For regular
processes (namely E[X0|F−∞] = 0) this amounts, in view of Theorem 2.1 in [6], to
whether the conclusion of Theorem 1 holds with Zn(θ) in place of Yn(θ).
The first observation in this direction is given by the following lemma.
Lemma 2. With the notation of Theorem 1, fix θ ∈ (0, 2π) (θ may or may not be in
I), and assume that Yn(θ) ⇒Q Yθ for some Yθ. Then Zn(θ) ⇒Q Yθ if and only if
E0Sn(θ) = o(
√
n) almost surely.
Proof: Sufficiency. First note that for any set A ∈ F , P(A) = ∫A Pω(A)dP(ω). Applying
this observation to the complement of [E0Sn(θ) = o(
√
n)] we see that if E0Sn(θ) =
o(
√
n) a.s. then E0Sn(θ) = o(
√
n) Pω−a.s. for P−a.e. ω, and therefore the asymptotic
distributions of Yn(θ) and Zn(θ) (if any) must be the same under Pω for P− a.e ω. This
proves sufficiency.
Necessity. We appeal to Proposition 1 (applied to the real and imaginary parts of the
processes in question) by taking, in place of Ω0, Ωθ := {ω ∈ Ω : Yn(θ)⇒ Yθ under Pω}.
This gives that Yθ = Yθ + limnE0Sn(θ, ω)/
√
n for ω ∈ Ω1,θ := Ω1 ∩ Ωθ. This is, that
lim
n
E0Sn(θ, ω)√
n
= 0 for all ω ∈ Ω1,θ .
Therefore, to give a negative answer to our question, we must provide a regular process
(Xn)n satisfying the hypothesis of Theorem 1 for which
P
(
lim sup
n→∞
∣∣∣∣ 1√nE0Sn(θ)
∣∣∣∣ > 0
)
> 0 for θ in a set I ′ with λ(I ′) > 0. (4)
Proving (4) gives, in particular, the necessity of random centering for a nonnegligible
subset of I (namely I ∩ I ′).
In their paper [8], Volny andWoodroofe provide an example of a sequence (Xn)n for which
a quenched CLT holds for (Yn(0))n but not for (Zn(0))n. In this paper, we adapt their
construction to give an example satisfying (4) with I ′ = [0, 2π). The random centering
“−E0Sn(θ)” is therefore a necessary condition for the conclusion of Theorem 1 to hold.
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The main novelty adapting the example in [8], which arises from a careful construction
of a sequence (an)n of nonnegative coefficients of a linear process is that, in order to
guarantee the validity of the “inductive step” defining an+1 from a1, . . . , an, one needs to
prove that a certain type of convergence is uniform in θ (see Lemma 3 below). While it
would be sufficient to prove this uniform convergence for θ in an open subinterval I ′ of
[0, 2π) in order to construct a valid example, a compactness argument allows us to do it
for I ′ = [0, 2π).
We will give an example of a process which, indeed, has the following property
P
(
lim sup
n→∞
∣∣∣∣ 1√nE0Sn(θ)
∣∣∣∣ =∞
)
= 1 for all θ ∈ [0, 2π). (5)
For this process, Proposition 1 shows that 1√
n
Sn(θ) cannot admit an asymptotic limit
under Pω for P-a.e ω.
The rest of the paper is presented as follows: in Section 3 we specialize our study to
the case in which (Xk)k∈Z is a linear process generated by convolution of a sequence of
i.i.d random variables and a sequence in l2(N). For this family of processes, we give an
interpretation of the results above in terms of convergence of Fourier series of perodic
functions (Proposition 2), and introduce a result necessary to construct the example
(Lemma 3). In Section 4 we present the construction itself.
3 The Fourier Transforms of a Linear Process
Let (an)n∈N be a sequence in l2(N) (namely
∑
n a
2
n < ∞), and let (ξk)k∈Z be an i.i.d.
sequence of centered, square integrable random variables defined on some probability
space (Ω′,F ′,P′). The linear process (Xk)k∈Z generated by (ak) and (ξk) is defined by
Xk :=
∑
j∈N
aj ξk−j . (6)
The orthogonality of (ξk)k shows that Xk is well defined as en element of L
2
P ′
and that
EX2k = ||ξ0||22
∑
j a
2
j .
We can regard Ω = RZ as a probability space whose sigma algebra is the product sigma
algebra and whose probability measure is P = P′ξ−1, where ξ : Ω′ → Ω is given by
ξ(ω′) := (ξj(ω′))j∈Z. It is well known that, with this structure (because (ξk)k is i.i.d.),
the left shift T : Ω → Ω characterized by xk ◦ T = xk+1, where xj : S → R is the
projection on the j−th coordinate, is weakly mixing (and therefore also ergodic).
Note that the coordinate functions xj are a “copy” of the sequence (ξj): they are indepen-
dent and have the same distribution. In particular, Xk can be regarded as the function
Xk : Ω→ R given by Xk(ω) = Xk((xj(ω))j) :=
∑
j ajxk−j(ω).
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Clearly, Xk = X0 ◦ T k. In this way (Xk)k∈Z can be interpreted as a strictly stationary,
centered, and ergodic sequence in L2
P
.
In this case, we choose Fn := σ((xk)k≤n) for all n ∈ Z and we define Pω as the measure
corresponding to “partial integration with respect to the future”. This is: given ω0 ∈ Ω,
Pω0 = Pπ
−1
ω0 where πω0 : S → S is given by
xk(πω0(ω)) =
{
xk(ω0) if k ≤ 0
xk(ω) if k > 0
This brings us to the hypohteses at the beginning. By Kolmogorov’s zero-one law, (Xn)n
is a regular process.
As T is weakly mixing its only eigenvalue is λ0 = 1 (see for instance [7], p.65).
Coefficients of the Fourier Transforms
Under the given hypothesis ((an)n ∈ l2(N)), Carleson’s theorem ([3]) guarantees the
convergence a.s. of the series
f(θ) =
∑
j≥0
aje
ijθ (7)
and f(θ), thus defined, is a 2π−periodic function, square integrable over [0, 2π), and
satisfying fˆ(n) = an, where fˆ denotes the Fourier transform
fˆ(x) =
1
2π
∫ 2π
0
e−ixyf(y) dλ(y).
Denote by fk(θ) :=
∑k−1
j=0 aje
ijθ (fk = 0 if k ≤ 0). Then we have the following two
expressions for Sn(θ):
Sn(θ) =
n−1∑
j=−∞
(f−j+n − f−j)(θ)ξjeijθ, (8)
Sn(θ) =
∞∑
k=0
ak
n−1∑
j=0
eijθξj−k. (9)
Now let’s denote, for all k ≥ 0,
ζ−k(θ) :=
k∑
j=0
e−ijθξ−j (ζ−k = 0 if k < 0). (10)
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Then from (8) and (9) the following two equalities follow respectively:
E0Sn(θ) =
∑
j≤0
ξj(f−j+n − f−j)(θ)eijθ , (11)
E0Sn(θ) =
∑
j≥0
aj(ζ−j − ζ−j+n)(θ)eijθ . (12)
In particular
E0|Sn(θ) − E0Sn(θ)|2 = E0|
n−1∑
j=1
eijθξjf−j+n(θ)|2 =
||ξ0||2
2
n−1∑
j=1
|fn−j(θ)|2 = ||ξ0||2
2
n−1∑
j=1
|fj(θ)|2,
so that
lim
n→∞
E0|Sn(θ) − E0Sn(θ)|2
n
= lim
n→∞
1
n
n−1∑
j=1
| ||ξ0||2fj(θ)|2 = | ||ξ0||2f(θ)|2.
Using this, we get the following version of Theorem 1.
Proposition 2. For a linear process (6) and almost every θ ∈ (0, 2π), (2) is asymp-
totically normally distributed under Pω, for P-almost every ω, with independent real and
imaginary parts, each with mean zero and variance
σ2θ =
| ||ξ0||2f(θ)|2
2
,
where f is given by (7).
By [4], p.4075 (Section 4.1) applied to the sequence (δ1j)j∈Z (δij denotes the Kronecker
δ−function) and the fact that T is weakly mixing, the following Law of the Iterated
Logarithm holds: for every t ∈ (0, 2π) \ {π}
lim sup
n→∞
|ζ−n(θ)|√
n log logn
= ||ξ0||2 . (13)
almost surely (note that, for the linear process (ξn)n∈Z, corresponding to convolution with
(δ1j)j∈Z, the spectral density with respect to Lebesgue measure is the constant function
||ξ0||2
2
/2π).
If θ = 0 or θ = π, the L.I.L. as stated above holds with ||ξ0||2 replaced by
√
2 ||ξ0||2 (in
this case the process (ζn(0))n is real-valued).
The equality (13) clearly implies that lim supn
|ζ−n(θ)|√
n
→ ∞ a.s. The following lemma
states that the divergence occurs “at comparable speeds” for every θ.
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Lemma 3. Consider the linear process (6) and define ζ−k as in (10). Then for every
λ ∈ R and every 0 < η ≤ 1 there exists an N ∈ N satisfying
P
(
max
1≤n≤N
|ζ−n(θ)|√
n
> λ
)
≥ 1− η
for all θ ∈ [0, 2π). In particular
P
(
max
1≤n≤m
|ζ−n(θ)|√
n
≥ λ
)
≥ 1− η
for all m ≥ N .
Proof: Fix λ ∈ R and 0 < η ≤ 1. Let1 θ ∈ [0, 2π] and ǫ > 0 be given and define
Eǫ,m(θ) :=
[
inf
|δ|<ǫ
{
max
1≤n≤m
|ζ−n(θ + δ)|√
n
}
> λ
]
and
Em(θ) :=
[
max
1≤n≤m
|ζ−n(θ)|√
n
> λ
]
.
Note that, for fixed m, the sequence of sets Eǫ,m(θ) is decreasing with respect to ǫ
(ǫ1 < ǫ2 implies that Eǫ2,m(θ) ⊂ Eǫ1,m(θ)), and that the (random) function θ 7→
max1≤n≤m |ζ−n(θ)|/
√
n is continuous for all m. In particular
⋃
ǫ>0
Eǫ,m(θ) = Em(θ), (14)
where the union is increasing over ǫ decreasing to 0.
By (13), there exists a minimal N(θ) such that P(EN(θ)(θ)) > 1− η (to see this note that
the family {Ek(θ)}k≥0 is increasing with k, and its union contains the set [lim supn |ζ−n(θ)|/
√
n >
λ], which has measure 1 by (13)) and therefore, by (14), there exists an ǫθ such that
P(Eǫθ,N(θ)(θ)) > 1− η . (15)
Now, the family of sets {(θ − ǫθ, θ + ǫθ)}θ∈[0,2π] is an open cover of [0, 2π], and therefore
it admits an open subcover {(θj − ǫj , θj + ǫj)}rj=1 (where ǫj := ǫθj ).
Let N = max{N(θ1), . . . , N(θr)}. We claim that, for every θ ∈ [0, 2π]
P(EN (θ)) > 1− η .
Indeed, given θ ∈ [0, 2π], with θj − ǫj < θ < θj + ǫj,
1We work over the invetrval [0, 2pi] (instead of [0, 2pi)). This has no effect for the validity of the
conclusion and is assumed in order to take advantage of compactness, as will be clear along the proof.
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EN (θ) ⊃ EN(θj)(θ) =
[
max
1≤n≤N(θj)
|ζ−n(θj + θ − θj)|√
n
> λ
]
⊃ Eǫj ,N(θj)(θj) ,
and the conclusion follows from (15) and the definition of EN (θ).
4 The Example
We now proceed to prove, by an explicit construction, the following proposition:
Proposition 3. There exists a square summable sequence (an)n such that, if (Xn)n is
defined by (6) and Sn(θ) is defined by (1), then
P
(
lim sup
n→∞
|E0Sn(θ)|√
n
=∞
)
= 1
for all θ ∈ [0, 2π).
Before giving the proof we depart from the following observation: if (nk)k≥0 is a strictly
increasing sequence of natural numbers and if (aj)j is square summable and satisfies
aj = 0 if j /∈ {nk}k then, using (12)
E0Sn(θ) =
k∑
j=0
einjθanj (ζ−nj − ζ−nj+n)(θ) +
∞∑
j=k+1
einjθanj (ζ−nj − ζ−nj+n)(θ) =:
Ak(n, θ) +Bk(n, θ) (16)
so that
P
(
max
nk−1<n≤nk
|E0Sn(θ)|√
n
≥ 2k
)
≥
P
(
max
nk−1<n≤nk
|Ak(n, θ)|√
n
≥ 2k+1
)
− P
(
max
nk−1<n≤nk
|Bk(n, θ)|√
n
≥ 2k
)
≥
P
(
max
nk−1<n≤nk
|Ak(n, θ)|√
n
≥ 2k+1
)
− P
(
max
nk−1<n≤nk
|Bk(n, θ)| ≥ 2k
)
. (17)
Now, if nk−1 < n ≤ nk then, actually
Ak(n, θ) =
k−1∑
j=0
einjθanjζ−nj (θ) + e
inkank(ζ−nk − ζ−nk+n)(θ).
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The first summand at the right hand side in this expression is bounded by
k−1∑
j=1
nj∑
r=0
|anj ||ξ−r|
and therefore there exists λk > 0 such that
P


∣∣∣∣∣∣
k−1∑
j=0
einjθanjζ−nj (θ)
∣∣∣∣∣∣ > λk

 ≤ (1
2
)k+2
(18)
for all θ ∈ [0, 2π].
All together (16), (17) and (18) give the following result.
Lemma 4. Let (nk)k be a strictly increasing sequence of natural numbers and let (aj)j
be a square summable sequence with aj = 0 for j /∈ {nk}k. Then for every sequence of
real numbers (λk)k satisfying (18) the following inequality holds
P
(
max
nk−1<n≤nk
|E0Sn(θ)|√
n
≥ 2k
)
≥ P
(
max
nk−1<n≤nk
|(ζ−nk − ζ−nk+n)(θ)|√
n
≥ λk + 2
k+1
ank
)
− P
(
max
nk−1<n≤nk
|Bk(n, θ)| ≥ 2k
)
−
(
1
2
)k+2
(19)
for all θ ∈ [0, 2π].
This, together with the previous lemmas, gives the pieces to construct the example stated
in Proposition 3.
Proof of Proposition 3: Following [8], assume that ||ξ0||2 = 1 and let (nj)j≥0, (aj)j≥0,
and (λj)j≥0 be defined inductively as follows: n0 = 1, λ0 = 0, a0 = 0, a1 = 12 , and given
n0, · · · , nk−1, a0, . . . , ank−1 and λ0, . . . , λk−1 , let λk be such that
P


∣∣∣∣∣∣
k−1∑
j=1
anje
injθζ−nj (θ)
∣∣∣∣∣∣ > λk

 ≤ (1
2
)k+2
,
(see(18)) and let nk > nk−1 be such that
P
(
max
nk−1<n≤nk
|(ζ−nk−1 − ζ−nk−1+n)(θ)|√
n
≥ λk + 2
k+1
ank−1
)
≥ 1−
(
1
2
)k+1
(20)
for all θ ∈ [0, 2π]. The choice of nk is possible according to Lemma 3 (|(ζ−nk−1 −
ζ−nk−1+n)(θ)| and |ζ−n(θ)| have the same distribution). Then define ank = 12k√nk−1
and aj = 0 for nk−1 < j < nk − 1.
10
The sequences (aj)j≥0 and (λk)k, thus defined, satisfy the hypotheses of Lemma 4 and
therefore, by the estimates (19) and (20),
P
(
max
nk−1<n≤nk
|E0Sn(θ)|√
n
≥ 2k
)
≥ 1−
(
1
2
)k+2
− P
(
max
nk−1<n≤nk
|Bk(n, θ)| ≥ 2k
)
for all θ ∈ [0, 2π].
Now we show that, under the present conditions,
P
(
max
nk−1<n≤nk
|Bk(n, θ)| ≥ 2k
)
≤
(
1
2
)k+2
(21)
for k ≥ 3.
Fix k ≥ 3. First we recall the following (Doob’s) maximal inequality for martingales (see
[5]): if (Mn)n is a L
p submartingale (namely ||Mn||p := (E|Mn|p)1/p < ∞ for all n) for
some p > 1 then
|| sup
k≤n
Mk||p ≤ p
p− 1 ||Mn||p . (22)
Now, for fixed θ, (|ζ−n(θ)|)n≥0 is an L2 submartingale (with respect to (Gn)n, where
Gk = σ((ξ−j)j≤k−1)) and therefore, by Doob’s maximal inequality (22):
E
(
max
k≤n
|ζ−k(θ)|
)
≤
∣∣∣∣
∣∣∣∣maxk≤n |ζ−k(θ)|
∣∣∣∣
∣∣∣∣
2
≤ 2 ||ζ−n(θ)||2 ≤ 2
√
n.
This gives
E
(
max
nk−1<n≤nk
|Bk(n, θ)|
)
≤
∞∑
j=k+1
anjE
(
max
k≤nk−nk−1
|ζ−k(θ)|
)
≤
∞∑
j=k+1
1
2j−1
√
nk − nk−1
nj−1
≤ 1
2k−1
,
and therefore, by Markov’s inequality
P
(
max
nk−1<n≤nk
|Bk(n, θ)| ≥ 2k
)
≤ 1
22k−1
≤
(
1
2
)k+2
as claimed.
The proof is finished as follows: a combination of (19), (20) and (21) gives, under the
present choices of (ak)k and (nk)k, that
P
(
max
nk−1<n≤nk
|E0Sn(θ)|√
n
< 2k
)
≤
(
1
2
)k+1
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so that, by the first Borel-Cantelli Lemma
max
nk−1<n≤nk
|E0Sn(θ)|√
n
≥ 2k except for finitely many k’s,
P−a.s. This clearly implies that lim supn |E0Sn(θ)|/
√
n =∞ P−a.s.
Appendix: convergence of Types
A distribution function F is non-degenerate if it is not a Heaviside function (this is, if it is
not the indicator function of some interval [a,+∞)). We recall the following Convergence
of Types theorem ([2], Th 14.2).
Lemma 5. Let Fn, F and G be distribution functions, and an, un, bn, vn be constants with
an > 0, un > 0. If F , G are nondegenerate, Fn(anx+ bn)⇒ F (x), and Fn(unx+ vn)⇒
G(x) then there exist a = limn an/un, b = limn(bn − vn)/un and G(x) = F (ax+ b).
Note that, necessarily, a > 0 (as otherwise G would be constant).
We will translate this statement to a statement about convergence of stochastic processes
(with a restricted choice of un, vn, see Proposition 4 below). To begin, we remind the
following elementary facts, here →P denotes convergence in probanbility.
1. If a is constant then Un ⇒ a if and only if Un →P a.
2. If Un ⇒W and Vn →P 0 then Un + Vn ⇒W .
3. If (an)n is a sequence of constant functions then an ⇒ A if and only if a = limn an
exists (and therefore A = a a.s.).
Lemma 6. If Yk ⇒ Y and {ck}k ⊂ R are such that Yk + ck ⇒ 0, then Y = − limk ck. In
particular, Y is a constant function.
Proof: Note that ck = −Yk + (Yk + ck)⇒ −Y because Yk + ck ⇒ 0. Now use 2. and 3.
above.
Corollary 2. If X is not constant, Xn ⇒ X, and an, bn are such that anXn + bn ⇒ 0,
then an → 0 and bn → 0.
Proof: If 0 < a := lim supn an ≤ ∞ and ank →k→∞ a with ank > 0, then applying
Lemma 6 with Yk = Xnk and ck = bnk/ank we conclude that X is constant. This proves
that, necessarily, lim supn an ≤ 0. A similar argument shows that lim infn an ≥ 0, and
therefore limn an = 0.
The fact that bn → 0 follows from here applying Lemma 6 again, because anXn ⇒ 0 .
These results give rise to the following proposition
Proposition 4. If X is not constant, Xn ⇒ X and an > 0, bn are such that anXn+bn ⇒
Y , then there exists a = limn an, b = limn bn and, therefore, Y = aX+b (in distribution).
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Proof: If Y is constant then, from anXn + bn − Y ⇒ 0 (see 1. above) it follows, via
Corollary 2, that limn an = 0 and limn bn = Y .
If Y is not constant we apply Lemma 5 with Fn, F , and G the distribution functions of
Xn, X and Y respectively, and with un = 1, vn = 0.
Remark: Taking Xn = 1 (the constant function), an = n, and bn = −n, we see that the
given restriction on X (to be non constant) is necessary.
We finish this appendix with a lemma covering the asymptotically degenerate case.
Lemma 7. If Y is constant, Yk ⇒ Y , and Yk + ck ⇒ Z then c = limk ck exists and
Z = Y + c.
Proof: Use Y + ck = (Y − Yk) + Yk + ck ⇒ Z by 2. and 3. above.
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