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A categorification for the flow polynomial of
graphs
KATAGIRI…Minyo＊
＊…Faculty…(Natural…Sciences,Mathematics）,Associate…Professor
A categorification for the flow polynomial of
graphs
KATAG I Minyo
1 Introduction
M. Khovanov constructed a bigraded (co)homology group for links such
that its graded Euler characteristic is equal to the Jones polynomial. L. Helme-
Guizon and Y. Rong constructed a cohomology theory that categorifies the
chromatic polynomial of graphs, i.e. the graded Euler characteristic of the
cochain complex and the corresponding cohomology groups is the chromatic
polynomial in [2, 3]. On the structures of the chromatic cohomology group,
see [1, 4, 7]. E. F. Jasso-Hernandez and Y. Rong did the same for the Tutte
polynomial of graphs in [5]. V. V. Vershinin and A. Y. Vesnin also did the
same for the Yamada polynomial of graphs in [8]. K. Luse and Y. Rong did
the same for the Penrose polynomial of plane graphs in [6]. The essential
point of the construction is the state sum formula for polynomials.
In this paper, for each graph G, we define bigraded cohomology groups
whose Euler characteristic is a multiple of the flow polynomial of G.
2 The flow polynomial for graphs
Let G be a finite graph with the vertex set V (G) and the edge set E(G).
For a given edge e, let G− e be the graph obtained from G by deleting the
edge e, and G/e be the graph obtained by contracting e to a vertex. Recall
that e is called a loop if e joins a vertex to itself, and is called a bridge if its
deleting from G increase the number of connected components of the graph.
The flow polynomial F¯ (G;λ) for G is defined by the following conditions:
(1) (Deletion-contraction relation) If an edge e is not a loop or a bridge
then
F¯ (G;λ) = F¯ (G/e;λ)− F¯ (G− e;λ).
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(2) if H · K is a union of two subgraphs H and K which have only a
common vertex then
F¯ (H ·K;λ) = F¯ (H;λ)F¯ (K;λ).
(3) If T1 is a tree with a single edge on two vertices then F¯ (T1;λ) = 0.
(4) If L1 is a single vertex graph with only loop then F¯ (G;λ) = λ− 1.
For each s ⊂ E(G) let [G : s] be the graph whose vertex set is V (G)
and whose edge set is s. The graph [G : s] will play a role of a state in our
construction. Let b0([G : s]) denotes the zeroth Betti number of [G : s], and
b1([G : s]) denotes the first Betti number of [G : s]. We have the following
state sum formula for the flow polynomial:
F¯ (G;λ) =
∑
s⊂E(G)
(−1)|E(G)|+|s|λb1([G:s]),
where |X| denote the cardinarity of a set X.
Let us define a polynomial F˜ (G;λ) by the formula
F˜ (G;λ) =
∑
s⊂E(G)
(−1)|s|λb1([G:s]).
Let us make change of variable λ = 1 + x and define
F (G; x) = F˜ (G; 1 + x)
=
∑
s⊂E(G)
(−1)|s|(1 + x)b1([G:s]) =
∑
i≥0
(−1)i
∑
s⊂E(G),|s|=i
(1 + x)b1([G:s]).
We will construct the cochain complex and cohomology group corresponding
to this polynomial.
Lemma 2.1 Suppose that e ∈ E(G)− s, and denote s′ = s∪{e}. Then one
of the following two cases occurs.
(a) If end points of e belong to one component of [G : s] then
b0([G : s
′]) = b0([G : s]) and b1([G : s′]) = b1([G : s]) + 1.
(b) If endpoints of e belong to different components of [G : s] then
b0([G : s
′]) = b0([G : s])− 1 and b1([G : s′]) = b1([G : s]).
2
3 The cochain complex
Let R be a commutative ring with unit. Recall that Z-graded R-module
or simply graded R-module A is an R-module with a family of submodules
Aj such that A is a direct sum A =
⊕
j∈ZAj. Element of Aj are called
homogeneous elements of degree j.
If R = Z and A =
⊕
j∈ZAj is a graded Z-module, then the graded
dimension of A is the power series
q dimM =
∑
j∈Z
qj · dimQ(Aj ⊗Q).
Let A be any graded module over the ring R. For each integer r ≥ 0, let
fr : A
⊗r → A⊗(r+1)
be a degree preserving module homomorphism.
We consider a graph G whose vertex set V (G) and edge set E(G), and
|E(G)| = n. For a graph G an ordering of edges of G is fixed: e1, ..., en.
Consider the n-dimensional cube with vertices {0, 1}n. For each vertex ε =
(ε1, ..., εn) of the cube there corresponds a subset s = sε of E(G), where
ei ∈ sε if εi = 1, and e /∈ si if εi = 0. Define a height of the vertex
ε = (ε1, ..., εn) as |ε| =
∑n
i=1 εi, which is equal to the number of edges in sε.
Each edge ξ of the cube {0, 1}n, Bar-Natan labels by a sequence (ε1, ..., εn)
in {0, 1, ∗}n with exactly one ”∗”. The tail εξ(0) of ξ is obtained by setting
∗ = 0, and the head εξ(1) of ξ is obtained by setting ∗ = 1. The height |ξ|
is defined to be equal to the number of 1’s in the sequence presenting ξ. We
consider a subgraph [G : s] and Aε(G) = A⊗r, where r = b1([G : s]). We
define
Cε(G) = Aε(G) = A⊗r.
So for each vertex ε of the cube {0, 1}n, we associate the graded R-module
Cε(G) (also denoted by Cs(G), where s = sε). The ith cochain module of the
complex is defined by
Ci(G) =
⊕
|ε|=i
Cε(G).
The differential maps
di : Ci(G) → Ci+1(G)
are defined using the homomorphism fr as follows.
Consider the edge ξ of the cube which joins two vertices tail εξ(0) and
head εξ(1). Denote the corresponding subsets of E(G) by s0 = sεξ(0) and
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s1 = sεξ(1). The edge of the graph e ∈ E(G) is such that s1 = s0 ∪ {e}. Let
us define the per-edge map
dξ : C
εξ(0)(G) → Cεξ(1)(G).
For l = 0, 1, denote rl = b1([G : sl]).
If end points of e ∈ E(G) belong to one component of [G : s0], then
r1 = r0 + 1. So, we define dξ : A
⊗r0 → A⊗r1 acts by the homomorphism
fr0 : A
⊗r0 → A⊗(r0+1).
If end points of e ∈ E(G) belong to different components of [G : s0], then
r1 = r0. In this case we suppose that dξ : A
⊗r0 → A⊗r1 is the identity map.
Now we define the differential
di : Ci(G) → Ci+1(G)
by
di =
∑
|ε|=i
sgn(ε)dε,
where sgn(ε) = (−1)
P
i<j εi and j is the position of ”∗” in the sequences
(ε1, ..., εn) presenting ε.
Theorem 3.1 (1) The modules Ci(G) and the homomorphism di form a
cochain complex of graded modules whose differential preserves the degree
0 → C0(G) d0→ C1(G) d1→ · · · dn−1→ Cn(G) → 0.
(2) The cohomology groups H i(G) = Kerdi/Imdi−1 are invariants of the
graph G, they are independent of the ordering of the edges of G. The iso-
morphism type of the graded cochain complex C(G) is an invariant of G.
(3) If the graded dimensions of the module A is well-defined, then the
graded Euler characteristic is equal
χq(C(G)) =
∑
0≤i≤n
(−1)iq dim(H i(G))
=
∑
0≤i≤n
(−1)iq dim(Ci(G))
= F (G; q dimA− 1).
Proof. Proofs are analogous statements for the categorifications of the chro-
matic polynomial, the Tutte polynomial, and the Yamada polynomial.
4
(1) The map d is degree preserving since it is built on the degree preserving
maps. It remains to show that di+1 ◦ di = 0. Let s ⊂ E(G). Consider the
result on adding two edges ek and el to s where ek ordered before el. It is
enough to show that
d(...1...∗...) ◦ d(...∗...0...) = d(...∗...1...) ◦ d(...0...∗...).
The proof of the above equation consists of checking various situations, de-
pending on how many components we have with or without ek and el. If ek
joins of the same component, and el joins this component with the other one,
then we have
Cs(G) = A⊗r,
Cs∪{ek}(G) = A⊗(r+1),
Cs∪{el}(G) = A⊗r,
Cs∪{ek,el}(G) = A⊗(r+1),
and the per-edge maps acts of the tensor products as follows:
d(...∗...0...) = fr, d(...1...∗...) = id.
d(...0...∗...) = id., d(...∗...1...) = fr.
Tis implies di+1 ◦ di = 0.
(2) For any permutation σ of {1, ..., n}, we define Gσ to be the same graph
but with labels of edges permuted according to σ. It is enough to prove the
result when σ = (k, k + 1). Define an isomorphism uσ of comlexes
uσ : C
i(G)→ Ci(Gσ)
as follows. For any subset s of E(G) with i edgs, there is a summand in Ci(G)
and one in Ci(Gσ) that defined by s. Let ε = (ε1, ..., εn) be the vertex of the
cube that corresponds s inG and us be the map between these two summands
that is equal to −id. if εk = εk+1 = 1 and equal to id. otherwise. We define
uσ : C
i(G)→ Ci(Gσ) by uσ =
⊕
|s|=i us. Then uσ is an isomorphism.
(3) It follows from homological algebra that∑
0≤i≤n
(−1)iq dim(H i(G)) =
∑
0≤i≤n
(−1)iq dim(Ci(G)).
And the equality
q dimCε(G) = q dimAb1([G:s])
which is exactly the contribution of the state [G : s] in F (G;λ). 
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Remark 3.2 For any graphG, the cochain group C0(G) is trivial, soH0(G) =
{0}.
Lemma 3.3 Given a graph G and a non-loop edge e of G, α and β are
cochain maps such that
0→ Ci−1,j(G/e) α→ Ci,j(G) β→ Ci,j(G− e)→ 0
is a short exact sequence.
Proof. First we order the edges ofG such that e is the last edge. This ordering
induces natural orderings of the edge sets of G/e and G − e by deleting e
from the list. For s ⊂ E(G/e) with |s| = i− 1, Let s¯ = s ∪ {e} ⊂ E(G) and
|s¯| = i. Since e ∈ E(G) is not a loop, the two graphs [G : s¯] and [G/e : s]
are homotopically equivalent under the natural map that contracts edge e
to a point. Define the map α|Cs(G/e) : Cs(G/e) → C s¯(G). Next, we define
the map β. If e ∈ s ⊂ E(G), we define β|Cs(G) to be the zero map. If
e /∈ s ⊂ E(G), the two graphs [G : s] and [G− e : s] are identical. Therefore
the groups Cs(G) and Cs(G− e) are naturally identified. We define β|Cs(G)
to be this identity isomorphism composed with the inclusion map. 
The Zig-Zag lemma in homological algebra implies the following.
Theorem 3.4 Given a graph G and a non-loop edge e of G, for each j there
is a long exact sequence
0→ H0,j(G) β∗→ H0,j(G− e) γ∗→ H0,j(G/e) α∗→ H1,j(G) β∗→ H1,j(G− e)
γ∗→ H1,j(G/e) α∗→ · · · α∗→ H i,j(G) β∗→ H i,j(G− e) γ∗→ H i,j(G/e) α∗→
H i+1,j(G)
β∗→ · · · α∗→ Hn,j(G)→ 0
Remark 3.5 The maps α∗ expand the edge e, and the maps β∗ are the pro-
jection map. For the maps γ∗, from the standard diagram chasing argument
in the zig-zag lemma, it is the followings. Each cycle z ∈ Ci(G−e) is a linear
combination of states for the graph G − e. That is, z =∑nk(sk, ck) where
nk ∈ Z, sk is a subset of E(G− e), and ck ∈ Csk(G− e). We add the edge e
to each sk to get sk ∪ {e}, and replace ck by dξ(ck) where dξ(ck) is obtained
using the map A → A ⊗ A sending a to a ⊗ 1A if e connects a component
[G− e : sk] to itself, and is identity if e joins two components of [G− e : sk].
And finally multiple (−1)i.
6
4 A special case
Let R = Z, and A = Z[x]/(x2) =< 1A, x | x2 >, where deg(x) = 1. Algebla
A is a graded algebra with q dimA = 1 + x. The map fr : A
⊗r → A⊗(r+1) is
given by
fr(a1 ⊗ · · · ⊗ ar) = a1 ⊗ · · · ⊗ ar ⊗ 1A.
Note that q dimA = 1 + x, and q dimA⊗r = (1 + x)r.
Definition 4.1 Let {l} be the degree shift operation on graded Z-modules.
That is, if A =
⊕
j∈ZAj is a graded Z-module where Aj denotes the set
of elements of A of degree j, we set A{l}j = Aj−l so that q dimA{l} =
ql · q dimA. All the degrees are increased by l.
Example 4.2 Let C2 be a cycle graph of order two. Then cochain groups
are C0(C2) = {0}, C1(C2) = {0} and C2(C2) = A. Therefore the cohomol-
ogy groups are given by H0(C2) = {0}, H1(C2) = {0}, H2(C2) = A =<
1A, x > Z⊕ Z{1}.
It is known that if a graph G has a bridge, then its flow polynomial is zero.
We show that this property is cohomology level.
Theorem 4.3 Let G be a connected graph, and e ∈ E(G) be a bridge, then
H i(G) = {0} for all i.
Proof. If e ∈ E(G) is a bridge, then b1(G− e) = b1(G/e). And γ∗ : H i(G−
e) → H i(G/e), for z ∈ H i(G − e), γ∗(z) = (−1)iz, i.e. γ∗ is isomorphism.
Therefore from the long exact sequence, H i(G) = {0}. 
Corollary 4.4 Let A = Z[x]/(x2), and Cn be the cycle graph of order n.
Then
H i(Cn) =
{ {0}, i = n
Z⊕ Z{1}, i = n.
Proof. Since Cn − e has an bridge, H i(Cn − e) = {0} for all i = 0, 1, ..., n−
1. Therefore H i−1(Cn−1) = H i−1(Cn/e)  H i(Cn), and the result follows
H0(C2) = {0}, H1(C2) = {0}, H2(C2) = A =< 1A, x > Z⊕ Z{1}. 
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That is, if A =
⊕
j∈ZAj is a graded Z-module where Aj denotes the set
of elements of A of degree j, we set A{l}j = Aj−l so that q dimA{l} =
ql · q dimA. All the degrees are increased by l.
Example 4.2 Let C2 be a cycle graph of order two. Then cochain groups
are C0(C2) = {0}, C1(C2) = {0} and C2(C2) = A. Therefore the cohomol-
ogy groups are given by H0(C2) = {0}, H1(C2) = {0}, H2(C2) = A =<
1A, x > Z⊕ Z{1}.
It is known that if a graph G has a bridge, then its flow polynomial is zero.
We show that this property is cohomology level.
Theorem 4.3 Let G be a connected graph, and e ∈ E(G) be a bridge, then
H i(G) = {0} for all i.
Proof. If e ∈ E(G) is a bridge, then b1(G− e) = b1(G/e). And γ∗ : H i(G−
e) → H i(G/e), for z ∈ H i(G − e), γ∗(z) = (−1)iz, i.e. γ∗ is isomorphism.
Therefore from the long exact sequence, H i(G) = {0}. 
Corollary 4.4 Let A = Z[x]/(x2), and Cn be the cycle graph of order n.
Then
H i(Cn) =
{ {0}, i = n
Z⊕ Z{1}, i = n.
Proof. Since Cn − e has an bridge, H i(Cn − e) = {0} for all i = 0, 1, ..., n−
1. Therefore H i−1(Cn−1) = H i−1(Cn/e)  H i(Cn), and the result follows
H0(C2) = {0}, H1(C2) = {0}, H2(C2) = A =< 1A, x > Z⊕ Z{1}. 
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Abstract
A categorification for the flow polynomial of graphs
I i
Abstract
M. Khovanov constructed a bigraded (co)homology group for links such that its
graded Euler characteristic is equal to the Jones polynomial. L. Helme-Guizon
and Y. Rong constructed a cohomology theory that categorifies the chromatic
polynomial of graphs, i.e., the graded Euler characteristic of the cochain complex
and the corresponding cohomology groups is the chromatic polynomial in [2, 3].
On the structures of the chromatic cohomology group, see [1, 4, 7]. E. F. Jasso-
Hernandez and Y. Rong did the same for the Tutte polynomial of graphs in [5].
V. V. Vershinin and A. Y. Vesnin also did the same for the Yamada polynomial
of graphs in [8]. K. Luse and Y. Rong did the same for the Penrose polynomial
of plane graphs in [6]. The essential point of the construction is the state sum
formula for polynomials.
In this paper, for each graph G, we define bigraded cohomology groups, the
Euler characteristic of which is a multiple of the flow polynomial of G. It is known
that if a graph has a bridge, then its flow polynomial is zero. We show that this
property is at the cohomology level.
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