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Abstract
In this paper, we transfer the global arrow of time introduced in previous works to the local
context, where the arrow turns out to be a local energy flow that points to the same temporal
direction in all the universe. This energy flow is what breaks the symmetry between the pairs of
time-symmetric processes arising from the time-reversal invariant equations of fundamental physics.
We also apply this framework to different kinds of processes, such as scattering processes, quantum
measurements and entropy increasing thermodynamic evolutions.
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In several previous papers ([1], [2], [3], [4], [5]), we have adopted a global and non-entropic
approach to explain the time-asymmetry of the physical world, namely, the ”arrow of time”,
and we have shown that this global asymmetry can be transferred to local contexts by
means of the energy flow contained in the energy-momentum tensor. But many relevant
time-asymmetric phenomena were still unexplained by our approach. The account of these
phenomena is necessary to reach a complete understanding of time-asymmetry, since they
have been traditionally considered as the origin of the arrow of time. The aim of this paper
is to complete this program by showing that our approach can also be used to explain those
phenomena.
As we have argued elsewhere, the arrow of time has to be conceived as the substantial
difference between the two directions of time, analogously to the substantial difference be-
tween the head and the tail of a concrete, ordinary arrow. Such a difference, of course,
cannot be grounded on the time-reversal invariant equations of fundamental physics, but
on their time-asymmetric solutions. But since the difference can only be established at the
global level, the arrow of time is given by the time-asymmetry of the universe as a whole.
In spite of the fact that this idea has been almost a common lore among cosmologists since
circa 1995 (see, e.g., [6], [7]), it has not been accepted outside the cosmologists community
by those physicists interested in time-asymmetric local phenomena. Here our purpose is to
show that the global solution to the problem of the arrow of time also supplies an adequate
account of local time-asymmetry.
On this basis, the paper is organized as follows. In Section II we introduce the definition
of time-reversal invariance, showing how it can be applied to different chapters of physics. In
Section III, the precise characterization of the concept of irreversibility allows us to explain
different pairs of irreversible time-symmetric solutions of time-reversal invariant fundamental
laws: decoherence, exponential decaying and fundamental entropy. In Section IV we present
our approach to the problem of the arrow of time, according to which the arrow is given by
the geometrical time-asymmetry of space-time. In this section we also explain how the global
arrow is transferred to local contexts as a future-directed local energy flow. In the following
sections, this energy flow is used to break the symmetry of the time-symmetric twins arising
in different chapters of physics. Section V is devoted to quantum field theory, where the
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energy flow pointing to the same direction all over the space-time supplies a theoretical
explanation for the non time-reversal invariant postulate of the theory. In Section VI,
Feynman graphs and quantum measurements are analyzed, arguing that the energy flow is
what breaks the symmetry between identical situations, one the temporal mirror image of
the other. Section VII is devoted to discuss the time-asymmetry at the phenomenological
level: we show that, when phenomenological theories are analyzed in fundamental terms, a
second irreversible twin evolving towards the past can always be identified; the energy flow
is what breaks this just discovered time-symmetry. Finally, in Section VIII we draw our
conclusions.
II. TIME-REVERSAL INVARIANCE
It is surprising that, after so many years of debates about the arrow of time, none of the
concepts involved in the discussion is completely clear and unanimously accepted. Even a
formal concept as time-reversal invariance is still object of controversies (see Albert’s recent
book [8], and the corresponding response of Earman [9]). Therefore, we will begin with
presenting the definition of the main relevant concepts, in particular in this section, the
concept of time-reversal invariance (for details, see our previous papers).
Definition 1: A dynamical equation (law) is time-reversal invariant if it is
invariant under the application of the time-reversal operator T , which performs
the transformation t→ −t and reverses all the dynamical variables whose defi-
nitions in function of t are non-invariant under the transformation t→ −t.
On the basis of this definition, we can verify by direct calculation that all the dynamical
equations of fundamental physics are time-reversal invariant. Let us see some examples:
• Classical mechanics: In ordinary classical mechanics, the basic magnitudes (posi-
tion, velocity and acceleration) change as
T x = x, T v = −v, T a = a (1)
and, since in general mass and force are conserved magnitudes, they are not functions
of t, and
T m = m, T F = F (2)
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Since F = −∇V (x), the energy H = 1
2
mv2 + V (x) is invariant under the action of T :
T H = H (3)
Analogously, in Hamiltonian classical mechanics, the position q = (x1, ..., xn) and the
momentum p = (p1, ..., pn) change as
T q = q, T p = −p (4)
• Electromagnetism: Here the charge q is not a function of t since it is also a conserved
magnitude; so,
T q = q (5)
Then, the charge density ρ and the current density j =ρv change as
T ρ = ρ, T j = −j (6)
Since the Lorentz force is defined as F = qE + j × B, from eqs.(2), (5) and (6) the
electric field E and the magnetic induction B change as
T E = E, T B = −B (7)
• Quantum mechanics: In order to apply the time-reversal operator to quantum me-
chanics, the configuration representation has to be used: x ∼ x, p ∼ −i~ ∂
∂x
. Since
we want to obtain T x = x and T p = −p as in the classical case, we impose that the
wave function change as T φ(x) = φ(x)∗. But this requirement makes the quantum
time-reversal operator antilinear (by contrast with the linearity of T in classical me-
chanics). In order to express this difference, the time-reversal operator in quantum
mechanics is denoted by T:
Tφ(x) = φ(x)∗ (8)
In fact, if ω are the eigenvalues of the Hamiltonian H , with the linear T we would
obtain T e−iωt = eiωt and, therefore, T ω = −ω, which would lead to unacceptable
negative energies. On the contrary, with the antilinear T:
Te−iωt = e−iωt, TH = H, Tω = ω (9)
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• Quantum field theory: In this chapter of physics, the linear and unitary operator
P, corresponding to space-inversion, and the antilinear and antiunitary operator T,
corresponding to time-reversal, apply to the cuadri-momentum P µ as (we will return
on this point in Section V)
PiP νP−1 = iPνµP





1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 , T µν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (11)
As a consequence of the definition of time-reversal invariance, given a time-reversal in-
variant equation L, if f(t) is a solution of L, then T f(t) is also a solution. We have called
these two solutions ”time-symmetric twins” (see [1], [4]): they are twins because, without
presupposing a privileged direction of time, they are only conventionally different; they are
time-symmetric because one is the temporal mirror image of the other. The traditional
example of time-symmetric twins is given by electromagnetism, where dynamical equations
always have advanced and retarded solutions, respectively related with incoming and outgo-
ing states in scattering as described by Lax-Phillips theory ([10]). The two twins are identical
and cannot be distinguished at this stage since, up to now, there is no further criterion than
the time-reversal invariant dynamical equation from which they arise. Conventionally we
can give a name to each solution: ”advanced” and ”retarded”, ”incoming” and ”outgoing”,
etc. But these names are just conventional labels and certainly do not establish a substantial
difference between both time-symmetric solutions.
In general, the dynamical equations of fundamental physics are time-reversal invariant,
e.g. the dynamical equation of classical mechanics, the Maxwell equations of electromag-
netism, the Schro¨dinger equation of quantum mechanics, the field equations of quantum
field theory, the Einstein field equations of general relativity. However, not all axioms of
fundamental theories are time-reversal invariant; this is the case of the Postulate III of
quantum field theory (see Section V) and the collapse postulate of quantum mechanics (see
Section VI). On the other hand, there are non fundamental laws that are non time-reversal
invariant, as the phenomenological second law of thermodynamics (see Section VII). One of
the purposes of this paper is to explain these apparent ”anomalies”.
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III. IRREVERSIBILITY
Although the concepts of reversibility and irreversibility have received many definitions in
the literature on the subject, from a very general viewpoint reversibility can be characterized
as follows:
Definition 2: A process is reversible if it can occur in the opposite temporal
order, that is, if the occurrence of the opposite process is not excluded by the
dynamical law that rules the process.
The typical irreversible processes studied by physics are decaying processes, that is, time
evolutions that tend to a final equilibrium state from which the system cannot escape:
the irreversibility of the process is due precisely to the fact that the evolution leaving the
equilibrium state is not possible. For these cases, reversibility can be defined as:
Definition 2’: A solution f(t) (evolution) of a dynamical equation is irreversible
if it reaches an equilibrium state (namely, if ∃ limt→∞ f(t)) where the system
remains forever.
According to this definition, in classical mechanics a solution of a dynamical equation is
reversible if it corresponds to a closed curve in phase space; if not, it is irreversible. For
instance, the separatrices in the phase space of the pendulum are irreversible solutions, since
they reach equilibrium points for t→∞; the remaining solutions are reversible.
It is quite clear that time-reversal invariance and reversibility are different concepts to
the extent that they apply to different mathematical entities: time-reversal invariance is a
property of dynamical equations (laws) and, a fortiori, of the set of its solutions (evolutions);
reversibility is a property of a single solution of a dynamical equation. Furthermore, they
are not even correlated, since both properties can combine in the four possible alternatives
(for a detailed exemplification, see [1]).
Once both concepts are elucidated in this way, the problem of irreversibility can be clearly
stated: how to explain irreversible evolutions in terms of time-reversal invariant laws. When
explained in these terms, it turns to be clear that there is no conceptual puzzle in the problem
of irreversibility: nothing prevents a time-reversal invariant equation from having irreversible
solutions. Nevertheless, the solution of the problem of irreversibility does not provide yet an
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adequate distinction between the two directions of time. In fact, if an irreversible evolution
is a solution of a time-reversal invariant law, there will always exist its time-symmetric twin,
that is, another irreversible solution that is its temporal mirror image. For instance, if
there is an irreversible solution leading to equilibrium towards the future, necessarily there
exists another irreversible solution leading to equilibrium towards the past, and there is
no non-conventional criterion for selecting one of the temporally opposite evolutions as the
physically relevant. In other words, irreversibility is not the clue for solving the problem of
the arrow of time.
In general, the privileged direction of time is presupposed when irreversible processes
are studied. In fact, when we talk about entropy increasing processes, we are presupposing
an entropy increase towards the future; or when we consider a process going from non-
equilibrium to equilibrium, we implicitly locate equilibrium in the future. In general, any
evolution that tends to an attractor is conceived as approaching it towards the future. This
means that the distinction between past and future is usually taken for granted, and this
fact usually hides the existence of the second irreversible twin of the pair. However, when
the time-reversal invariant theory is developed without projecting our own time-asymmetric
intuitions, the pair of time-symmetric twins becomes manifest.
In the next three subsections we will present three examples of time-symmetric twins,
where the usually hidden second twin appears as a necessary consequence of the time-reversal
invariance of the dynamical laws, in this case, of quantum mechanics.
A. Decoherence
As emphasized by Omne´s [11], decoherence is just a particular case of the general phe-
nomenon of irreversibility in quantum mechanics. The problem of irreversibility can be
roughly expressed in the following terms. Since the quantum state ρ(t) follows an unitary
evolution, it cannot reach a final equilibrium state for t→∞. Therefore, if the non-unitary
evolution towards equilibrium is to be accounted for, something has to be added to the
unitary evolution.
The usual solution is coarse-graining: to trace out the unobservable information from
the quantum state, and consider the resulting reduced state as containing all the available
information. The reduced state is an improper mixture that evolves in a non-unitary way [12];
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therefore, it can loose its non-diagonal terms and become diagonal in the limit t→∞. This is
the process known as environment-induced decoherence (see [13], [14]). But, of course, since
the dynamical equation of quantum mechanics is time-reversal-invariant, a time-symmetric
diagonal decohered state necessarily arises for t → −∞; the two solutions form a pair of
time-symmetric twins.
But non-unitarity and decoherence can also be obtained in a different way, more appro-
priate to our discussion.[64] A partial trace is an operation that disregards the information
considered irrelevant or unobservable, but there are other methods to obtain the same result.
We will call reduction any procedure that neglects part of the information, as partial trace
or projection. In this sense, reduction is a generalization of coarse-graining. With this idea
of reduction, decoherence can be explained as follows (see [17], [18], [19], [20], [21]).
Since observables are contained in an operators algebra A, we can consider that the
algebraic ([22]) way to reduce information consists in restricting the algebraA to a subalgebra
AV H containing the observables that we can really measure (see [23]). With this strategy,
the relevant observables will belong to a space VV H of self-adjoint operators included in AV H ,
known as van Hove space. Let us consider a system with continuous evolution spectrum and
define the van Hove space of self-adjoint operators as




V H ⊂ AV H (12)
where V SVH is the space of the diagonal observables in the energy eigenbasis (observables
that commute with the Hamiltonian) and V RV H is the space of the non-diagonal observables.
Namely, if {|ω〉} is the energy eigenbasis (for simplicity, here we do not consider the other
quantum numbers that label this basis) and we are dealing with a continuous spectrum







where A˜(ω, ω′) is a generic kernel or distribution. The first step of our reduction is to choose
(see [24])
A˜(ω, ω′) = A(ω)δ(ω − ω) + A(ω, ω′) (14)




















A(ω, ω′)|ω〉〈ω′|dωdω′ ∈ V RVH (16)
The states are self-adjoint, positive, diagonal and normalized operators contained in the
dual space V ′V H
V ′V H = V
S′
V H ⊕ V
R′
V H (17)
where, again, V S′V H is the space of the diagonal states and V
R′
V H the space of the non-diagonal
ones. Precisely, if we call |ω〉〈ω| = |ω), |ω〉〈ω′| = |ω, ω′), then {|ω), |ω, ω′)} is the basis of
the space VV H . We will call {(ω|, (ω, ω
′|} the corresponding cobasis (namely, the basis of





















ρ(ω, ω′)(ω, ω′|dωdω′ ∈ V R′V H (19)
where ρ(ω, ω′) is a regular function. We will also introduce the regularity requirement that,
for any A ∈ VV H and ρ ∈ V
′
V H , the product A(ω, ω
′)ρ(ω, ω′) ∈ L1 in variable ν = ω − ω
′.
It is clear that there are observables and states that do not belong to VV H and V
′
V H
respectively. Therefore, the selection of the observables and states that fulfill this condition
amounts to a reduction of the spaces of observables and states. We will call it, reduction 1
or van Hove reduction. This restriction does not undermine the generality of this account of
decoherence. In fact, only a finite number of energies ωi, but not all the possible values of
ω ∈ [0,∞) can be measured. So, we do not know all the values of A(ω, ω′) and ρ(ω, ω′), but
only those at A(ωi, ω
′
j) and ρ(ωi, ω
′
j), and although the distance ∆ω = ωi+1 − ωi between
two energy levels may be very small, it is never zero. As a consequence, in order to obtain
the functions A(ω, ω′) and ρ(ω, ω′), we have to interpolate the values A(ωi, ω
′
j) and ρ(ωi, ω
′
j)
with functions that can satisfy the regularity conditions (for a full explanation, see [23]).
Now, we can consider the expectation value of the observable A ∈ VV H in the state
ρ(t) ∈ V ′V H ,











Since the product A(ω, ω′)ρ(ω, ω′) ∈ L1 in variable ν = ω − ω
′, we can apply the Riemann-






ρ(ω)A(ω)dω = (ρ∗|A), ∀A ∈ VV H , ∀ρ ∈ V
′
V H (21)
where ρ∗ ∈ V
S′
V H is a diagonal equilibrium state [66].
In this case, the limit is usually applied for t → ∞. However, it is clear that the same
result would be obtained if the limit for t→ −∞ were applied. This means that the system
decoheres in both directions of time: the evolutions for t→ ±∞ are a pair of time-symmetric
twins, which lead to diagonal equilibrium states in the future and in the past respectively.
B. Exponential evolution
Another problem related with irreversibility results from the fact that the usually ob-
served decaying evolutions towards equilibrium are exponential during a long period of
time, whereas quantum mechanics, even when the state is traced, precludes this kind of
evolutions. Following our algebraic approach, we will prove that exponential evolutions can
be obtained when we further reduce our spaces of observables and states as follows:
V +V H = V
S
V H ⊕ V
R+
V H , V
+′
V H = V
S′
V H ⊕ V
R+′
V H (22)




V H ⊂ V
R′
V H are subspaces endowed with particular analytical
properties in the complex energy plane. We will call this second step reduction 2 or analytical
reduction.
Let us consider the following spaces:
V R+V H = Φ+ ⊗ Φ+, V
R+′
V H = Φ− ⊗ Φ− (23)
where |ϕ〉 ∈ Φ+ (|ϕ〉 ∈ Φ−) if, being |ωf〉 the free Hamiltonian eigenvectors, the functions
〈ωf |ϕ〉 can be analytically continued into a region of the lower (upper) complex half-plane
(these analytical properties can be obtained by interpolation, as explained in the previous
section). The following step consists in finding the poles of the functions 〈ω|ϕ〉, where {|ω〉}
is the basis of the complete Hamiltonian (the analyticity domains must be large enough to
contain these poles, which turn out to be the resolvent poles, see [17], [21]). Precisely, the
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following analytical continuation for z ∈ C+ and z
′ ∈ C− must exist:
(ρ|z, z′) = contω→zcontω′→z′(ρ|ω, ω
′) (24)
(z, z′|A) = contω→zcontω′→z′(ω, ω
′|A) (25)
where (ρ|z, z′) is analytic and (z, z′|A) has poles (for simplicity we will assume just two
simple poles at z = z∗0 and z
′ = z0, see [20] eqs.(68) and (69), and [21] for the physical origin
of the poles).[67] Then, by using the Cauchy theorem and the residues of the analytical
functions around the poles, it can proved that, for any A ∈ V +V H and ρ ∈ V
R+′
V H , the weak

























where ρ0 = ρ∗, z0 (z
∗
0) is the pole (that we have considered unique for simplicity), Γ (Γ
∗) is
a curve in the lower (upper) half-plane such that the corresponding pole is contained in the






































Therefore, {|ω), |φ00), |φz0), |φ0z′), |φzz′)} is a basis obtained by analytical continuation,
{(ω|, (φ˜00|, (φ˜z0|, (φ˜0z′|, (φ˜zz′|} is the corresponding cobasis, and (see [20], eq. (73))
(ω|ω′) = δ(ω − ω′), (φ˜00|φ00) = 1, (ω|φ00) = (φ˜00|ω
′) = 0, etc. (28)
If z0 = ω˜ − i
γ
2
and γ > 0, then z∗0 − z0 = iγ and the five terms of equation (26) can be
interpreted as follows:
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i.- The first term is the decoherence term contained in V SV H , which is constant and equal
to (ρ∗|A).
ii.- The second term contains the factor e−γt and, therefore, it is the exponential decaying
term. We will call this term e−γt(ρ1|A).[68]
iii.- The sum of the remaining three terms is what is called the ”background term”, which
is relevant only at the beginning (Zeno effect) and at the end (Khalfin effect) of the
evolution (see, e.g., [25]). Therefore, it can be neglected in the central long exponential
period. Moreover, for t→∞ it vanishes as t−n.
Summing up, the exponential decay we were seeking for is described in point (ii). If we
want to retain only this exponential behavior by neglecting the background term, we have
to introduce a further reduction, which we call reduction 3 or exponential reduction. Let us
define a reduced state as
(ρr| = (ρ|Π+ (29)














From eq.(28) we see that Π+ is in fact a projector. Then, (ρr| results
(ρr| = (ρ|Π+ =
∫ ∞
0
(ρ|ω)(ω|dω + (ρ|φ00)(φ˜00| = (ρ∗|+ (ρ1| (31)
and it contains only the constant and the decaying terms. Therefore, by means of the
three reductions (van Hove, analytical and exponential) embodied in projector Π+, we have
obtained the exponentially decaying evolution towards the decohered equilibrium state.
Up to this point, we have used the spaces defined in eqs.(22) and (23). However, we could
also have chosen the spaces
V −V H = V
S
V H ⊕ V
R−
V H , V
−′
V H = V
S′
V H ⊕ V
R−′
V H (32)
V R+V H = Φ− ⊗ Φ−, V
R+′
V H = Φ+ ⊗ Φ+ (33)
In this case, we would have obtained the projector Π− and the factor e
γt (with γ > 0)
which does not represent an exponentially decaying term, but an exponentially growing
term, corresponding to an evolution that leads to equilibrium in the past. This means that
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the time-reversal invariant laws of quantum mechanics give rise to a pair of time-symmetric
twins: one including the factor e−γt, that describes the decaying of an unstable quantum
state towards equilibrium (a dissipative process), the other including the factor eγt, that
describes the growing of an unstable quantum state from equilibrium (an antidissipative
process).
If we endow the spaces Φ+ and Φ− with further properties, namely, that 〈ω|ϕ〉 ∈ H
2
+ and




− are the spaces of Hardy class functions from
below and from above respectively), then we obtain a new pair of time-symmetric twins: a
pair of semigroups, one for t > 0 and the other for t < 0 (see [26]).
C. Fundamental entropy
In the realm of a fundamental theory as quantum statistical mechanics, in this subsection
we will define a ”fundamental entropy” whose behavior agrees with the behavior of the
phenomenological entropy of thermodynamics. The relationship between both entropies
will be studied in Section VII.








where Γ is the phase space, ρ(t) is the classical density function, and ρ∗ is the equilibrium
density function. This entropy becomes the Gibbs entropy in the particular case ρ∗ =
const. As it is well known, due to the unitary character of the evolutions of classical
statistical mechanics, this conditional entropy is constant in time. Therefore, the problem
of irreversibility consists in finding a growing entropy that evolves towards a final equilibrium
value.
In order to face this problem, let us write eq.(31) with the explicit time dependence of
each term:
ρr(t) = ρ∗ + e
−γtρ1 (35)
where ρ∗ and ρ1 are constants. This is a ”weak” quantum equation, since it is only valid
for the state ρr(t), completely reduced under the action of the projector Π+; in this sense,
ρr(t) can be conceived as a particular coarse-grained state. In turn, eq.(35) can be trans-
formed into its classical counterpart via the Wigner transformation [28] (in order to simplify
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notation, we will use the same symbols ρr(t), ρ∗ and ρ1 for the classical densities). If we





































dΓ + ... (36)
where, from now on, we will not consider the higher terms resulting from the log expansion
(namely, the higher powers of e−γt, which can be neglected for long times). Since ρr(t) and





ρ∗dΓ = 1 (37)
from eq.(35) we can conclude that ∫
Γ









The magnitude Sr(t) is our candidate for ”fundamental entropy”, that is, an entropy derived
from fundamental equations by reduction (see [29] for further details). In fact, Sr(t) increases
with time and, for t→∞, Sr(t)→ 0 and ρ(t)→ ρ∗. Moreover, if σ is the entropy production,
σ = S˙r > 0, σ˙ = S¨r < 0 (40)
This means that our fundamental entropy Sr(t) satisfies all the requirements necessary for
being an irreversible growing entropy that reaches its maximum value at equilibrium [30].
Again, up to this point we have considered the exponential evolution of ρr(t) defined by
means of the projector Π+. However, we could also have used the projector Π− (that is,
A ∈ V −V H and ρ ∈ V
−′








namely, a ”decreasing” entropy with σ = S˙r < 0 or, under a different reading, an entropy that
grows towards the past and reaches its final equilibrium ρ∗ for t→ −∞. Once again, time-
reversal invariant laws, in this case the laws of statistical quantum mechanics, necessarily
lead to a pair of time-symmetric twins: a growing entropy evolution for dissipative processes
and a decreasing entropy evolution for antidissipative processes.
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Although not under this precise formal presentation, this result has been central in the
discussions about the problem of irreversibility; in fact, it was already pointed out in non
formal terms by Paul and Tatiana Ehrenfest in 1912 (see [31] and also [32]), as a criticism
to Gibbs approach to classical statistical mechanics.
In these three last subsections we have shown how different pairs of time-symmetric
twins arise from quantum mechanics. Nevertheless, the same strategy can be used to
discover the twins resulting from any time-reversal invariant law, being it microscopic or
macroscopic. This means that the central distinction in the problem of irreversibility is
not macroscopic versus microscopic worlds, but rather fundamental time-reversal invariant
versus phenomenological non time-reversal invariant laws.
IV. TIME-ASYMMETRY: THE PROBLEM OF THE ARROW OF TIME
As we have seen, any time-reversal invariant law leads to a pair of time-symmetric twins,
which are only conventionally different to each other; therefore, they give no basis for a
substantial definition of the arrow of time. But up to this point we have used the words
”conventional” and ”substantial” in an informal way; let us now give them a precise defini-
tion.
In mathematics we usually work with identical objects, as points, straight lines, half-
planes of a plane, etc. Physics also introduces identical objects, that is, objects that can be
interchanged without modifying the system to which they belong: photons, electrons, the
two spin directions, the two light semicones of a light cone, etc.
Definition 3: A difference is conventional (substantial) when we give different
names to identical (non-identical) objects.
For instance, given a segment [A,B], if we call A and B its end points (or B and A, since
the name are always conventional), we are establishing a conventional difference between
them because the points A and B are identical. On the contrary, if we call A and B the end
points of an arrow
−−−→
[A,B], we are expressing a substantial difference between both points
since the tail A is not identical to the head B.
Therefore, the problem of the arrow of time consists in establishing a substantial difference
between the two directions of time, usually called ”past” and ”future”, on the basis of exclu-
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sively theoretical arguments. As a consequence, since the laws of fundamental physics are
time-reversal invariant, it is necessary to break the symmetry between the time-symmetric
twins arising from them.
Some authors have considered the possibility that the arrow of time points to different
directions in different regions of the universe (see [33], [34]). However, in previous works
([1], [2], [4]) we have argued that there are several theoretical and observational reasons for
rejecting this possibility. Then, the substantial difference between the two directions of time
has to be global and, therefore, explained in the framework of general relativity.
A. The global solution: time-orientability, foliability and time-asymmetry
General relativity turns the static flat space-time of special relativity into a dynamical
curved space-time, a Riemannian manifold with a Lorentzian metric gµν : it transforms a
mere stage into the main character of the drama. Local-minded authors usually forget that,
although space-time in our laboratories and in the neighborhood of the Earth looks like a
flat motionless lagoon, at the early universe or near a black hole or in the far future (since
the universe is expanding with increasing speed due to the cosmological constant Λ > 0) the
space-time looks like a tempest in open sea. We cannot forget this essential fact if we want
to face the problem of the arrow of time. Thus, we have to take into account the topological
properties that the curved space-time may possess.
Definition 4: A space-time is time-orientable if there exist a continuous non-
vanishing vector field γµ(x) on it which is everywhere non-spacelike.
By means of this field γµ(x), two classes of light semicones can be defined all over a
time-orientable space-time: C+(x) is the class of the light semicones containing γµ(x), while
C−(x) is the class of the light semicones that do not contain γµ(x). However, up to now
C+(x) and C−(x) are only conventionally different and, therefore, they are just another
example of time-symmetric twins.
Space-time may also satisfy some causal properties, which at this stage are only time-
reversal invariant relations among the points of timelike trajectories, without any reference
to the order past-to-future. We will say that two metric tensors, gµν(x) and g
′
µν(x), are close
in the C0 open topology, if their coordinates are close. Then, we can define:
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Definition 5: A time-orientable space-time satisfies the stable causality con-
dition if there is an open neighborhood around the metric tensor gµν(x) in the
C0 open topology, such that there are not closed timelike curves in any metric
tensor belonging to that neighborhood.
A stable causal space-time is foliable, that is, it is spittable in spacelike surfaces ([35],






is a timelike vector continuously defined all over the space-
time and, as a consequence, it can play the role of γµ.
If we want to define a global arrow of time, there must exist a time for the universe as a
whole. This means that the space-time has to satisfy a first condition:[69]
Condition 1: The space-time has to be foliable, that is, it has to be endowed
with a global time t.
In an universe like ours, there is strong observational evidence supporting the assumption
of the foliability of space-time (see [4] and [35], p.197).
Up to this point, the space-time is time-orientable, but not time-oriented, since the
difference between the two directions of time is just conventional. In order to introduce a
substantial difference, we have to consider possible symmetries of space-time.
Definition 6: A time-orientable space-time (M, g) (where M is the manifold
and g the metric) is time-isotropic if there is a diffeomorphism d of M onto itself
which reverses the time-orientation but preserves the metric.
Definition 7: A time-orientable space-time which admits a global time t is time-
symmetric with respect to some spacelike hypersurface Σ if it is time-isotropic
and the diffeomorphism d leaves fixed the hypersurface Σ.
Intuitively this means that, from the hypersurface Σ, the space-time looks the same in
both temporal directions. If a time-orientable space-time having a global time is time-
asymmetric, we will not find a spacelike hypersurface Σ which splits the space-time into two
”halves”, one the temporal mirror image of the other regarding their intrinsic geometrical
properties. Therefore, in a time-asymmetric space-time it is possible to distinguish between
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the two directions of the global time exclusively on the basis of geometrical considerations
and with no reference to our intuitive perception of the difference between past and future.
The usual definition of the global arrow of time require to suppose highly improbable
initial conditions at the origin of the universe. On the contrary, in our approach it can be
proved that the arrow of time is generic, namely, that it does not require an extraordinarily
fine-tuning of all the variables of the universe. We will prove this result by means of the
ADM formalism [36], which can be used in universes that satisfy the condition of foliability.
Theorem 1: The subspace of time-symmetric universes is properly contained
in the space of all possible universes.
Demonstration. In the ADM formalism, the 4-geometry of the space-time is time-
symmetric when there exists a space-like hypersurface Σ such that the extrinsic curvature
vanishes on it: Kij = 0 (see [36]). The Cauchy data on Σ are given by:
• the 3-geometry gij(x
k), with i, j, k = 1, 2, 3, that defines the geometry of Σ, and




(xk), where t is the global time and ∂
∂t
is normal to Σ,
or equivalently, by the conjugated momentum πij for gij, which is defined as
πij = g1/2(gijghkK
hk −Kij) (42)
For a generic space-time, the Cauchy data are completely arbitrary. On the contrary, if
the 4-geometry of the space-time is time-symmetric, then Kij = 0 and, therefore, π
ij = 0;
as a consequence, the Cauchy data on Σ are (gij arbitrary, π
ij = 0). This means that the
space of time-symmetric space-times has the restriction πij = 0, which makes it a proper
subspace of the space of all possible space-times. q.e.d.[70]
Now, by means of the foliability of the space-time and the result of the last theorem, the
global time-asymmetry of a generic space-time can be used to define a global arrow of time,
that is, a time-orientation for the universe as a whole.
Theorem 2: From the foliability and the generic time-asymmetry of the uni-
verse with respect to any spacelike hypersurface Σ, the global arrow of time can
be defined.
20
Demonstration. Let us consider a space-time foliated by spacelike hypersurfaces Σt,
each one of them defined by the value of the global time t = const. Since Σt belongs to
a generic time-asymmetric universe, the two ”halves” of the space-time resulting from the
splitting introduced by Σt are substantially different (for instance, one half contains the
Big-Bang but, of course, not the other side). Therefore, there is a substantial difference be-





(x) = γµ(x) (which, for instance, points in the opposite





(x) = −γµ(x). If gµν(x) is
continuous, these vectors fields are continuously defined all over the universe. Calling C+(x)











(x) = −γµ(x), we have established a substantial difference be-
tween the classes C+(x) and C−(x). In this way, we have defined a global but also local
arrow of time because, in fact, it is defined at any point of the space-time. In general, the
foliation of the space-time may be not unique; nevertheless, any foliation yields the same
orientation since any global time t increases along any C+(x)−directed non-spacelike curve
(see [35], Prop. 6.4.9). Now we can call C+(x) the future class and C−(x) the past class,
and the usual arrow of time is defined. q.e.d.





(x) = γµ(x) that points





(x) = γµ(x) is just a mathemat-
ical construction, and it is difficult to break the time-symmetry of all the time-symmetric
twins of physics (our final goal) with such a mathematical object. For this reason, in the
next subsection we will define a physical magnitude to do the job. Nevertheless, since we
have properly defined the notions of past and future, from now on we can use these terms
with their usual meaning.
B. From the global arrow to the local contexts
The just described time-asymmetry of the universe is a geometrical time-asymmetry and,
therefore, it is contained in the metric tensor field gµν(x). In turn, this field can be computed
by solving the Einstein field-equations
Gµν = Rµν −
1
2
gµνR + Λgµν = 8πGTµν (43)
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where Rµν is the Ricci curvature tensor (that depends on gµν and its derivatives), R = g
µνRµν
is the curvature scalar, Λ is the cosmological constant, G is Newton’s constant, and Tµν is
the energy-momentum tensor. So, if the time-asymmetry of the space-time is embodied in
gµν(x), it is also embodied in Tµν(x) and, in particular, in its coordinates T
0µ which represent
the ”four-vector” energy flow (in fact, T 0µ is not a four-vector but the four coordinates of a
tensor; however, this is a technicality solved in [4]).
A time-orientable space-time may satisfy the dominant energy condition (see [35]):
Definition 8: A space-time satisfies the dominant energy condition if, in any
orthonormal basis, the energy components T 00 of the energy-momentum tensor
dominate the other components T αβ:
T 00 ≥ |T αβ|
where α, β are the indices of the orthonormal basis.[71]
In order to transfer the global geometrical arrow of time to local contexts as a an unidi-
rectional energy flow, the energy-momentum tensor has to satisfy the following condition:
Condition 2: Our universe has to be non empty (Tµν(x) 6= 0) and the energy-
momentum tensor has to satisfy the dominant energy condition everywhere.
The requirement that the energy-momentum tensor satisfies the dominant energy condi-
tion everywhere does not impose a very strong constraint, since such a condition holds for
all known forms of matter and the exceptions are extremely rare (see [4] for details). On
the other hand, our universe is non empty, since at each of its points there exists at least
the Cosmic Background Radiation.
If the dominant energy condition holds (T 00 ≥ |T αβ|), then T 00 ≥ |T 0µ|. In turn, T 00 ≥
|T 0µ| implies that the ”four-vector” T 0µ is non-spacelike. On the other hand, if the universe
is non empty, then T 00 ≥ 0. Therefore, the energy flow ”four-vector” T 0µ can be considered
as a good candidate for γµ(x), since it always points towards the future (remember that
now we can legitimately use that word). Of course, we can change the usual convention and
say that −T µν is the energy-momentum tensor; in this case we would obtain T 00 ≤ −|T 0µ|
and the energy flow would point towards the past. But Definition 8 is based on the usual
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convention, which in fact contains the usual notions of past and future as defined in the
previous subsection.
As we said, T 0µ is not a ”four-vector” but a row of the tensor T µν . Nevertheless, in [4]
we have proved that, if C+(x) is defined as the class containing T 0µ, the definition is as
covariant as Definition 8.[72] Therefore, T 0µ(x) = γµ(x) is the arrow of time pointing always
towards the future and, being an energy flow, it is physically real. In other words, the energy
flow goes from past to future through all over the space-time.
It is interesting to stress the physical meaning of this future-directed flow of energy, as
done in papers [7] and [38]. Let us note that it is the flow of the matter-energy, and not an
eventual (and never properly defined) flow of the energy contained in the gravitational field.
The source of the matter-energy flow is (mostly) located in the very early universe, where
the violent expansion of the universe geometry creates almost all the matter and the energy
of the universe. This phenomenon is described at two different levels:
• At the quantum gravity level, the quantized version of the Einstein field equation is
the Wheeler-De Witt equation. In order to illustrate this point, we can consider the
classical version of this equation in the simplest case of an homogeneous Robertson-
Walker universe of radius a and matter represented by a scalar massless field φ (with
Λ = 0, ξ = 1
6
, and non self-interaction) [39]:
− (π2a + ka
2) + (π2φ + kφ
2) = 0 (44)
where πa and πφ are the momenta of a and φ respectively, and k = (−1, 0, 1) for open,
flat, and closed spatial geometries respectively. In this equation, (π2a + ka
2) is the Gµν
of the Einstein equation, and (π2φ + kφ
2) is the Tµν (here we have made 8πG = 1).
The minus sign is essential since it allows a and φ to grow at the same time, one
taking energy from the other.[73] In this way, the expansion of the universe produces
the simultaneous creation of geometry (a) and of matter and energy (φ); since this
expansion was violent in the early universe, most of the matter-energy was created in
this period.
• This result is verified at the level of semiclassical quantum field theory in curved
space-time ([41], see also details in [42]).
23
From the early universe, the energy flow propagates towards the future producing all
the reactions or scatterings in the history of the universe. In fact, every scattering
process is produced by energy pumped from the past, which creates an unstable state
of the local system under consideration. In turn, this unstable state decays producing
energy that is dissipated towards the future, and gives rise to new scattering processes.
Then, the set of all scattering process within the universe can be considered as a net
that agrees with Reichenbach’s description of the irreversible processes of the universe
in terms of ”branch systems” ([33], see also [6]).
On the other hand, if Λ were zero, the universe and its energy flow (under realistic
conditions) would tend, for t → ∞, to a final equilibrium state (the Big-Chill, see
[29]). Since now we know that Λ 6= 0, we have to admit that the universe expands
exponentially forever and increases non-equilibrium towards the future (the Big-Rip,
see [43]). Anyway, no matter which one of these two final situations we consider, there
is a substantial difference between anyone of them and the initial Big-Bang, showing
again the time-asymmetry of the universe.
Up to this point we have defined a global arrow of time whose local manifestation is a
future-directed energy flow. Now we can use this energy flow to break the time-symmetry
of all the time-symmetric twins of physics. Let us consider some traditional examples:
1. Advanced and retarded solutions: Information is always transmitted by means
of some signal that carries energy. Therefore, information necessarily moves in the
same direction as the flow of energy, that is, goes from past to future. Then, in
order to compute the electromagnetic potentials φ and A at a point x of the space-
time, we need information coming from the past and, as a consequence, we only can
compute retarded solutions. In this way, the future-directed energy flow breaks the
time-symmetry of the advanced-retarded time-symmetric twins.
2. Creation of unstable states and their decaying: The three pairs of time-
symmetric twins of Section III share the same nature. From an equilibrium state
ρ∗, an unstable non-equilibrium state ρ(t = 0) is created by an antidissipative process
with evolution factor eγt and σ < 0. This unstable non-equilibrium state ρ(t = 0)
decays towards an equilibrium state ρ∗ through a dissipative process with evolution
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factor e−γt and σ > 0. When considered locally, the pairs of twins (antidissipa-
tive/dissipative, σ < 0 / σ > 0) are only conventionally different. However, since the
energy flow goes always from past to future, the unstable states are always created
by energy pumped from the energy flow coming from the past, while unstable states
decay returning this energy to the energy flow pointing towards the future. Therefore,
the energy flow introduces a substantial difference between the two members of each
pair. Of course, the formalism of Section III was non-relativistic, while in this section
we have presented relativistic arguments; nevertheless, the conclusions obtained in the
relativistic case can be used in non relativistic situations by taking the non-relativistic
limit of the relativistic formalism.
3. Empty holes: Of course, the particular case with Tµν = 0 in the whole universe
makes no sense to the extent that our universe is clearly non empty. Nevertheless,
the condition Tµν 6= 0 can be relaxed by considering a space-time with an ”empty
hole” where Tµν = 0. Certainly, these holes are not completely empty since their
boundary conditions are necessarily non trivial (because they are produced by the
rest of the universe with a non trivial field Tµν 6= 0) and, therefore, they contain a
non-vanishing Weyl tensor Wµνλκ. So, by means of the formalism of paper [44], we
can construct a system of coordinates (t, x, y, z) defined by Wµνλκ inside the ”hole”
and, thus, physically meaningful. Since by hypothesis we consider that the boundary
conditions are continuous, ∂
∂t
will be a non spacelike continuous vector defined all over
the hole; this ∂
∂t
extends the orientation defined in the non empty regions into the
empty holes in a physical way.
V. QUANTUM FIELD THEORY
As we have seen in Section IV, the two classes C+(x) and C−(x) are a pair of time-
symmetric twins, perhaps the most important and primitive pair. Quantum field theory
breaks the symmetry of this pair from the very beginning by introducing time-asymmetry
as an assumption. In this section we will explain how this symmetry-breaking can be derived
from the global time-asymmetry of the universe.
25
A. The non time-reversal invariance of axiomatic QFT
In any of its version, axiomatic QFT includes a non time-reversal invariant postulate (see
[22] where it is called Postulate III, [45], and [46]), which states that the spectrum of the
energy-momentum operator P µ is confined to a future light semicone, that is, its eigenvalues
pµ satisfy
p2 ≥ 0 p0 ≥ 0 (45)
This postulate says that, when we measure the observable P µ, we obtain a non-spacelike
classical pµ contained in a future semicone, that is, a semicone belonging to C+(x).
It is clear that condition p0 ≥ 0 selects one of the elements of the time-symmetric twins
C+(x) and C−(x) or, in other words, between the pair p0 ≥ 0 and p0 ≤ 0 that would arise
from the theory in the absence of a time-reversal invariance breaking postulate. By means
of postulate III, QFT becomes a non time-reversal invariant theory. In turn, since QFT,
being both quantum and relativistic, can be considered one of the most basic theories of
physics, the choice introduced by condition p0 ≥ 0 is transferred to the rest of physical
theories. But such a choice is established from the very beginning, as a postulate of the
theory. The challenge is, then, to justify the non time-reversal invariant postulate by means
of independent theoretical arguments.
As it is well known, in the energy-momentum tensor, T 0µ(x) represents the matter-energy
flow and T µ0(x) represents the linear momentum density. Since T µν is a symmetric tensor,
T µν(x) = T νµ(x) and, therefore, T 0µ(x) = T µ0(x); in other words, the matter-energy flow is
equal to the linear momentum density. This means that, if the matter-energy flow T 0µ can
be used to define the arrow of time under the dominant energy condition, this is also the
case for the linear momentum density T µ0. But it is precisely the local linear momentum
density T µ0 the local magnitude corresponding to the classical pµ of QFT; thus, at each
point x, T µ0 ∈ C+(x) =⇒ pµ ∼ T µ0 ∈ C+(x).
In conclusion, the fact that pµ at each point x of the local context and, therefore, for
every classical particle, must be contained in the future light semicone C+(x) turns out to
be a consequence of the global time-asymmetry of the space-time when the dominant energy
condition holds everywhere. In other words, the non time-reversal invariant postulate can
be justified on cosmological grounds instead of being imposed as a starting point of the
axiomatic version of QFT.
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B. The non time-reversal invariance of ordinary QFT
In the ordinary version of QFT, the classification of one-particle states according to
their transformation under the Lorentz group leads to six classes of four-momenta (e.g.
see [47], vol.I, p.65). Among these classes, it is considered that only three have physical
meaning: these are precisely the cases which agree with the non time-reversal invariant
postulate of the axiomatic version of QFT. In other words, the symmetry group of QFT is the
orthochronous group (see [48], [49]), where the space inversion P but not the time inversion
T is included. This is another way of expressing the non time-reversal invariance of QFT.
In this case, the non time-reversal invariance is introduced not by means of a postulate but
on the basis of empirical arguments that make physically meaningless certain classes of four-
momenta. However, to the extent that special relativity and standard quantum mechanics
are time-reversal invariant theories, they give no theoretically grounded justification for
such a breaking of time-reversal invariance. Nevertheless, as we have seen in the previous
subsection, this justification can be given on cosmological grounds.
Let us make the point in different terms. The quantum field correlates of P and T , P
and T, are defined as
PiP νP−1 = iPνµP
µ TiP νT−1 = iT νµ P
µ (46)
where P is a linear and unitary operator and T is an antilinear and antiunitary operator (see
Section II). In fact, if T were linear and unitary, we could simply cancel the i’s and, then,
from eq.(46), TP 0T−1 = −P 0: the action of the operator T on the operator P 0 would invert
the sign of P 0, with the consequence that the spectrum of the inverted energy-momentum
operator would be contained in a past light semicone. Precisely, for ν = 0, P ν = H , where H
is the energy operator; then, if T were linear and unitary, THT−1 = −H (in contradiction
with eq.(3)) with the consequence that, for any state of energy E there would be another
state of energy −E. The antilinearity and antiunitarity of T avoid these ”anomalous”
situations[74] in agreement with the conditions imposed by the non time-reversal invariant
postulate and, at the same time, make QFT non time-reversal invariant. Once again, there
are good empirical reasons for making T antilinear and antiunitary, but not theoretical
justification for such a move (see also Section II on the definition of T).
Summing up, in ordinary QFT it is always necessary to take a decision about the time
direction of the spectrum of the energy-momentum operator P µ. The point that we want
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to stress here is that, either in the case of the non time-reversal invariant postulate of the
axiomatic version of QFT or in the case of the usual version of QFT, the decision can be
justified on cosmological grounds, as a consequence of the global time-asymmetry of the
universe and the dominant energy condition.
C. Weak interactions
Finally, it is worth reflecting on the role of weak interactions in the problem of the arrow
of time. The CPT theorem states that CPT is the only combination of charge conjugation
C, parity reflection P and time-reversal T which is a symmetry of QFT. In fact, it is well
known that weak interactions break the T of the CPT theorem. According to a common
opinion, it is precisely this empirical fact the clue for the solution of the problem of the
arrow of time: since the T symmetry is violated by weak interactions, they introduce a
non-conventional distinction between the two directions of time (see [50]). The question
is: is the breaking of T what distinguishes both directions of time in QFT? As we have
seen, the operator T was designed precisely to avoid that certain tetra-magnitudes, such as
the linear momentum pµ, have the ”anomalous” feature of being contained in a past light
semicone: the action of the operator T onto the energy-momentum operator P µ preserves
the time direction of P µ and, therefore, of its eigenvalues. It is this fundamental fact what
makes QFT non time-reversal invariant, and not the incidental violation of T by weak
interactions.[75] This non time-reversal invariance of QFT, based on the peculiar features
of the operator T, distinguishes by itself between the two directions of time, with no need
of weak interactions. In other words, even if weak interactions did not exist, QFT would
be a non time-reversal invariant theory which would define the arrow of time. The real
problem is, then, to justify the non time-reversal invariance of a theory which is presented
as a synthesis of two time-reversal invariant theories such as special relativity and quantum
mechanics. But this problem is completely independent of the existence of weak interactions
and the breaking of T introduced by them. Summing up, weak interactions do not play a
role as relevant in the problem of the arrow of time as it is usually supposed.
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VI. FEYNMAN GRAPHS AND QUANTUM MEASUREMENTS
We can now use the notation and results of the last section to further study the next two
subjects, which share some common features.
A. Feynman graphs
In this section we will study the pair of time-symmetric twins given by the Feynman
graphs. Let us consider the case of Fig.1, where the horizontal direction ideally corresponds
to the time axis and the vertical direction represents a spatial axis, and |Φ2〉 is a two-particle
target-projectile state and |Φn〉 is an n-particle state.
Fig. 1: Feynman time-symmetric twins
As we have argued in the previous sections, at this point there is no substantial criterion to
select the past-to-future direction on the time axis. Thus, we cannot even consider motions
(e.g. convergence to the vertex or divergence from the vertex) along the lines of the graph
because geometrically both graphs are identical: one is the temporal mirror image of the
other. Moreover the probabilities of both processes are equal:
p1 = |〈Φ2|Φn〉|
2 = |〈Φn|Φ2〉|
2 = p2 (47)
This fact shows that the probabilities are neither affected by the direction of time. The
time-symmetry of both graphs results from the time-reversal invariance of the physical laws
on which the graphs are based. If we wanted to distinguish between both graphs, we should
say that in one graph the state |Φ2〉 is at the left (i.e. in the past) of the state |Φn〉, and in
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the second graph |Φ2〉 is at the right (i.e. in the future) of |Φn〉. But this argument requires
a theoretical reason to say which one of the states is at the left of the other.
Following Bohm’s ideas [51], one way to distinguish between both directions of time
consists in imposing the preparation/registration arrow of time, saying that state |Φ2〉 is
a prepared state and |Φn〉 is the state measured by a detector. But with this prepara-
tion/registration arrow we are introducing the presence of an observer that defines the
in-states as prepared states and the out-states as states registered by the detector (see dis-
cussion in [52]). Incidentally, these states could belong to different semigroups of the Rigged
Hilbert Space [53], but this is just a mathematical construction: the theory by itself does not
tell us univocally which state is the prepared state and which one is the detected state; at
this stage the terms ”preparation” and ”registration” are as conventional as ”past” and ”fu-
ture”. Then, if we have not previously defined the direction of time, we do not know whether
|Φ2〉 is the prepared state and |Φn〉 is the detected state or vice versa: we have to admit that
states |Φ2〉 and |Φn〉 represent arbitrary states and, consequently, the graphs are invariant
under the exchange of the indices 2 and n (the difference between both is conventional).
Technological arguments can neither be used to ground the preparation/registration arrow
(i.e. that it is easier to prepare |Φ2〉 than |Φn〉 in a laboratory), since the theory is blind
to technological reasons [54]. Summing up, the preparation/registration arrow is not lawful
and needs the intervention of concepts not belonging to the theory itself, as the non time-
reversal invariant postulate of QFT, the presence of an observer with his intuition about
past and future, or the assumption of technological limitations. Any of these arguments
stands in contradiction with Price’s ”atemporal viewpoint” [55], according to which if we
want to address the problem of the arrow of time without begging the question, we have to
adopt a perspective purged of our temporal intuitions and to avoid the conclusions derived
from subtly presupposing time-asymmetric notions.
If we want to turn the merely conventional difference between the two graphs of Fig.1 into
a substantial difference, we have to consider the energy flow trough the process. In fact, if we
represent such a flow by means of arrows (they are not fermion arrows!!!) we obtain Fig.2.
Now both process are substantially different: in the first one two arrows converge to the
target point and n arrows diverge from it, while in the second one n arrows converge and only
two diverge. As we can see, the temporal mirror image of one of the graphs is not the other:
both graphs are not identical because the flow of energy introduces a substantial difference
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Fig. 2: Feynman twins with broken symmetry
in the pair of time-symmetric twins. On the basis of this substantial difference between the
two graphs, now we can define the first one as ”the typical quantum scattering process”
and call |Φ2〉 the prepared state and |Φn〉 the detected state. In other words, there is a
preparation point where the stable particles (incoming arrows) converge producing unstable
particles. There is a measurement point where the unstable particles produce a set of stable
particles with outgoing arrows. The flow of energy tell us that the first point is always in
the past of the second point. Only on these theoretical grounds we can say that the arrow
of time goes from preparation to measurement in a quantum scattering process.
B. Von Neumann quantum measurements
The argument above can be easily applied to the case of quantum measurement. Let us
consider the two graphs representing a typical von Neumann measurement:
where
|Φ0〉 = |ϕi〉|A0〉 |Φn〉 = |ϕi〉|Ai〉 (48)
being |ϕi〉 the state that we want to measure, and the |Ai〉 the eigenstates of the pointer
observable. In both cases, the measurement can be performed on the basis of the correlation
|ϕi〉 ←→ |Ai〉. As in the case of the Feynman graphs, in the measurement situation the
arrow of time is usually introduced by saying that it goes from the preparation state |Φ0〉
to the set of measured states represented by |Φn〉. But, as in the previous subsection, this










Fig. 3: Measurement time-symmetric twins
Once again, if the energy flow trough the process is considered, the two members of the









Fig. 4: Measurement twins with broken symmetry
On the basis of this substantial difference, now we can define the first graph as repre-
senting the typical quantum measurement, and call |Φ0〉 the ”prepared state” and |Φn〉 the
”measured state”. Analogously to the previous case, the arrow of time goes from preparation
to measurement in a quantum measurement process.
In the old days, when the collapse of the wavefunction was considered one of the funda-
mental postulates of quantum mechanics, it could be said that this postulate was the origin
of the arrow of time. At present, it is well known that the collapse postulate is not essential,
since quantum mechanics can be formulated without it [56]. But we do not want to discuss
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this subtle point; we just want to stress that, if the collapse is conceived as a consequence of
measurement, the collapse arrow of time is nothing more than the preparation/measurement
arrow, which has been deduced from the energy flow. So, the energy flow can also explain
the collapse arrow and, therefore, it is misleading to conceive such an arrow as the universal
origin of the asymmetry of time.
VII. THE PHENOMENOLOGICAL ARROW OF TIME
A. Phenomenological twins
After studying fundamental twins in previous sections, in this section we will analyze
the case of phenomenological twins. Phenomenological theories are usually considered non
time-reversal invariant; so the solution directed towards the future is taken as the physically
relevant. However, in those theories the complexity of the fundamental models is hidden
in some phenomenological coefficients that are assumed as positive; but if these coefficients
are deduced from underlying fundamental theories, a negative counterpart can always be
discovered. This means that, when a phenomenological theory is explained in fundamental
terms, the hidden time-reversal invariance becomes manifest, and the corresponding pair of
time-symmetric twins can be identified. Let us give some examples:
• The dumped oscillator: This is the paradigmatic example. Let us consider the




x˙ = 0 (49)
where −µv is the viscosity term, which is opposed to the motion if the bulk viscosity





where γ = µ
m







(we are just considering the dumped oscillation





≥ 0). As a consequence, the evolution of eq.(50) is a dumped
motion towards equilibrium: for t→∞, x(t)→ 0. The energy obtained by this process
is dissipated towards the future, e.g. in the form of heat. This evolution is one of the
phenomenological twins. The second twin will be the time-reversal version of eq.(50),
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where γ and µ are negative. This seems strange at first sight, but the existence of this
antidissipative solution is a necessary consequence of the time-reversal invariance of
the fundamental laws underlying the process. If in the previous twin there was a flow
of energy dissipated towards the future, we have to admit that in this twin the energy
that amplifies the oscillations comes from the past.
• The Fourier law: The Fourier law in thermodynamics tells us that the heat transport
goes from a higher temperature region to a lower temperature region:
J = −K∇T (51)
If this equation were deduced from a fundamental theory, it would result time-reversal
invariant. In turn, we know that the temperature T and the gradient ∇ do not change
sign with the inversion of time, and that for the flow T J = −J . Therefore, if eq.(51)
has to result time-reversal invariant, then T K = −K: the negative coefficient K will
lead to the second time-symmetric twin.
• Perturbative master equation in quantum Brownian motion: In [13] this
equation is computed and the coefficient γ(t) is given in eq.(3.13). Since this equation
is deduced from the time-reversal invariant equations of quantum mechanics, it has
to be also time-reversal invariant. It is easy to show that, if we perform the time-
reversal t → −t, we found γ(−t) = −γ(t). This means that in this case γ(t) can be
either positive or negative and, therefore, antidissipative processes are as possible as
dissipative ones.
• Perturbative master equation for two-level system coupled to a bosonic
heat bath: In [13] this equation is computed and the coefficient f(t) (which plays
the role of γ(t)) is given in eq.(3.21). Again, it is easy to verify that, under the time-
reversal t → −t, we obtain f(−t) = −f(t), and also in this case f(t) can be either
positive or negative: antidissipative processes are as possible as dissipative ones.
• Perturbative master equation for a particle coupled with a quantum field.
In [13] this equation is computed (eq.(3.25)) and the coefficient Γ(x, x′, t) (which plays
the role γ(t)) is given in the dipole approximation of eq.(5.2). Once more, it is easy
to verify that, under the time-reversal t → −t, we obtain Γ(x, x′, t) = −Γ(x, x′,−t),
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and also in this case Γ(x, x′, t) can be either positive (dissipative processes) or negative
(antidissipative processes).
• Quantum field theory in curved space-time [41]: An example from a completely
different chapter of physics comes from the theory of fields in curved space-time. Let
us consider a flat FRW universe and a scalar field ψ(t,x) =e−i
k
a
.xϕ(t), where a is the
scale factor of the universe, k is the linear momentum and ϕ(t) is the time evolution
factor that satisfies







ϕ(t) = 0 (52)
where H = a˙
a
is the Hubble coefficient and m is the mass of the scalar field. We see
that the last equation is similar to eq.(49) if we make the analogy µ = 3mH . When
H > 0, the universe describes a dissipative evolution in such a way that ϕ(t) vanishes
for t→∞ (see [57], and [58] for the similar case of fluctuations in a FRW background).
But even if H > 0 in an expanding universe, in a contracting universe H < 0. This
shows that the time-reversal invariant equations of general relativity do not exclude a
negative viscosity that leads to the second time-symmetric twin.
We have presented these examples only to show that, when phenomenological theories
are referred to the fundamental level, negative coefficients that restore the time-reversal
invariance can always be found. Of course, we are not implying that the existence of negative
coefficients shows the time-symmetry of the observed physical processes. Even if physical
laws are time-reversal invariant, the universe is time-asymmetric and, as a consequence,
physical processes within the universe are also time-asymmetric. Such a time-asymmetry is
manifested in nature by the way in which unstable states arise: for instance, gravitational
attraction condenses matter until it gets unstable and nuclear fusion begins, we light a match
to begin a fire, the drop of ink in a glass with water gets smeared, etc.
B. Viscosity and thermal conductivity
In this subsection we will consider how the time-reversal invariance is restored in the
equations of a viscous fluid when they are deduced from the time-reversal invariant equations
35














where ρ is the fluid density, ui is the velocity, Pij is a potential, the Fj are the external
forces, and Gj = −
∂Pij
∂xi
are the internal forces, that is, the forces due to the neighboring
fluid elements. If we consider the case of a non-rotational fluid, we obtain the following
expression for Pij [59]:















where p is the pressure and µ is the viscosity.
Since eq.(54) was obtained exclusively by means of classical mechanics, it is necessarily
time-reversal invariant. On this basis, we can infer the behavior of the viscosity µ under the
application of the time-reversal operator T . For the l.h.s. of eq.(54),
T Pij = Pij (55)
because Pij is a potential that verifies Gj = −
∂Pij
∂xi
, where Gj are the internal forces of the
fluid. On the other hand, for the first term of the r.h.s. of eq.(54),
T δijp = δijp (56)

































Given eqs.(55) and (56), this second term must be also invariant under the application
of T . Therefore, the viscosity must change as T µ = −µ. This shows that the time-
reversal invariant fundamental laws underlying the phenomenological equations allow for
either positive and negative values of µ. In the usual formulation of the phenomenological
equation, only the positive values are considered; but when such an equation is derived from
fundamental laws, the second twin that leads to an antidissipative process becomes manifest.
We can go further to track the origin of these negative values up to the microscopic level.











where θ = kT and V , the most probable speed of a molecule of the gas, coincides with the
maximum of f , fmax = v
2f(v). This distribution applies when the gas is in equilibrium.
The standard method for studying a gas near equilibrium consists in considering a family
of these distributions in the neighborhood of any point of the gas and solving the equations
to different orders of corrections to the Maxwell-Boltzmann function. Then, by using the
transport equations for a gas with n molecules per unit volume [59] to the first order approx-
imation of eq.(58), valid for a gas close to the equilibrium state, we arrive to a statistical









where λ is the mean free path. But, again, if we apply the time-reversal operator to fmax,
we obtain T fmax = v
2f(−v); now the most probable speed is −V as we can see in Fig.5.














Fig. 5: Time-symmetric graphs of fmax
Since θ = kT = 2
3











clearly we verify eq.(3), i.e. T ǫ = ǫ; therefore, T θ = θ. Nevertheless, from eqs.(59) and (60)
we can verify that T K = −K and T µ = −µ: both µ and K change their sign under the
application of the time-reversal operator, result that again unmasks the second twin of the
time-symmetric pair.
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C. Phenomenological thermodynamics and phenomenological entropy
In section III.C we have showed that a fundamental entropy can be defined in fundamental
statistical mechanics, and that this entropy grows either towards the future and towards the
past: these two evolutions can be considered a pair of time-symmetric twins. Of course, if
the phenomenological entropy of phenomenological thermodynamics is to be derived from
the fundamental entropy, the equation that makes it to grow only towards the future (the
second law) has to be one element of a pair of time-symmetric twins: there must exist the
time-reversed twin that makes entropy to grow towards the past. The problem consists
in discovering the second twin by appealing to the fundamental definitions underlying the
phenomenological approach.
The entropy balance equation reads
∂ρS
∂t
+∇JS = σ (62)
where ρS is the entropy per unit volume, JS is the entropy flow and σ is the entropy
production per unit volume. If the XA are the thermodynamic forces or affinities, XA =
∇γA, where γA are the thermodynamic variables (i.e. the coordinates of thermodynamic
space, A,B, ... = 1, ..., n, being n the number of thermodynamics variables [76]), and the












where MAB is a matrix containing the constant phenomenological coefficients (as the coef-
ficient γ of eq.(50), the bulk viscosity µ, the shear viscosity η and the heat conduction K)
and all the remaining coefficients of the previous subsection, such that
MAB = LAB + fAB, LAB = LBA, fAB = −fBA (65)











The phenomenological second law of thermodynamic states that
σ ≥ 0 (67)
As a consequence, LAB is a positive definite matrix, that is, all the constant phenomenologi-
cal coefficients (γ, µ, η,K) are positive. This means that the second law describes dissipative
processes corresponding to the future-directed twin of a time-symmetric pair.
Of course, the corresponding antidissipative twin is obtained simply changing the signs.






In this definition, T H = H (eq. (3)) and, since T ≥ 0, T T = T ; therefore, T S = S.
Moreover, S = ρSV and, therefore, T ρS = ρS. And since JS = ρSv, then T JS = −JS. By
applying these results to eq.(62), we can conclude that
T σ = −σ (69)
This means that, when thermodynamics is expressed in terms of fundamental definitions,
the time-symmetric twin of the second law comes to the light: the evolutions with σ < 0
are nomologically possible and, in some cases, LAB is a negative definite matrix. This
mirror image behavior corresponds to the change of signs of the phenomenological coefficients
γ, µ,K studied in the previous subsections [77].
If we use just the first twin, we are in the realm of phenomenological thermodynamics; if
we use both twins, we are in the realm of fundamental thermodynamics. However, usually
we only see dissipative process;[78] thus something must break the time-symmetry of the
twins.
D. Breaking the time-symmetry with the second law
Let an oscillator be initially in motion in a gas atmosphere at rest. The oscillator gradu-
ally looses its energy and finally stops, while the initially motionless molecules get in motion.
This is a paradigmatic dissipative process with factor e−γt and σ > 0. But as the funda-
mental physical equations are time-reversal invariant, the opposite process is also possible.
If initially the oscillator were at rest but the molecules were in exactly the opposite motion
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than in the final state of the previous case (i.e. their velocities were inverted by a Maxwell
demon, who produces this kind of conspiracies), the evolution would be antidissipative with
factor eγt and σ < 0. It seems to be obvious that dissipative evolutions are much more
frequent that antidissipative ones, because the latter are produced by infrequent conspir-
acies. But this is not a consequence of the dynamical laws but of the initial conditions.
We might say that non-conspirative initial conditions are easy to produce, but conspirative
initial conditions (demon conditions) are very difficult to be obtained. Nevertheless, this is
just a practical problem: we are macroscopic beings and, for this reason, for us moving a
single oscillator is a simple task, whereas endowing a great number of molecules with the
precise ”conspirative” motion is extremely difficult (we need the help of the microscopic
Maxwell demon). Then, the limitation is technological and not resulting from some physical
principle. In fact, sometimes technological difficulties can be overcome and the inversion of
velocities can be obtained, as in the case of the spin-echo experiments ([60], [61]).
Some authors base their definition of the arrow of time and their foundation of the second
law in these technological reasons (i.e. the absence of conspiracies [62]). However, such a
position forces them to face a long list of well known criticisms (see e.g. [60]). In fact, since
antidissipative processes are not ruled out by the fundamental laws of physics, ”A violation
of irreversibility is not forbidden as a matter of principle but because it is highly improbable”
([60], p.408); therefore, ”Irreversibility is not an absolute concept, but is partially subjective
by nature depending in the complexity of the system and on the details and ingenuity of our
observations” ([60], p.412). This means that the appealing to technological limitations is a
non-theoretical, even non-objective way of breaking the symmetry of the phenomenological
pairs of time-symmetric twins.
E. Breaking the time-symmetry with the energy flow
The future-directed energy flow, derived from the global time-asymmetry of the space-
time, supplies a theoretically grounded argument for breaking the symmetry of the twins.
From a general viewpoint, we have seen that the time-symmetric twin of the second law
σ ≥ 0 is σ ≤ 0: when σ > 0, the process produces an energy flow directed towards the
future; when σ < 0, the process requires an energy flow pumped from the past. Let us note
that, if we did not have a criterion for defining the past-to-future direction of the energy
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flow, the previous assertions would be senseless: from an ”atemporal” viewpoint that does
not commits a petitio principii by presupposing our pretheoretical intuitions, ”past” and
”future” are only conventional labels. On the contrary, with the energy flow pointing to
the same direction all over the universe, we can legitimately say that σ > 0 corresponds
to a dissipative decaying process evolving from non-equilibrium to equilibrium as e−γt, and
σ < 0 corresponds to an antidissipative growing process evolving from equilibrium to non-
equilibrium as eγt.
Let us consider an equilibrium state, that is, a state of minimal energy where any further
motion is impossible (e.g., a perfectly homogeneous sand desert). Any motion in the system
requires energy coming from the past (a desert wind). This energy will produce an unstable
state through an antidissipative process evolving as eγt with σ < 0 (a sand whirlwind). Once
the incoming energy flow ceases, the unstable state decays as e−γt with σ > 0 (the whirlwind
disappears) by producing an energy flow towards the future. The two processes, which in
principle are only conventionally different, turn out to be substantially different due to the
future-directed energy flow that locally expresses the global time-asymmetry of the universe
(Figs.6 and 7).



























Fig. 6: Time-symmetric twins
It seems quite clear that this way of breaking the symmetry in the pair of time-symmetric
twins is theoretically grounded and does not rely on merely contingent technological limi-
tations. In this sense, it is also completely general, since it can be applied to any pair of
time-symmetric twins of physics. Furthermore, since the energy flow points to the same
direction all over the space-time, this symmetry breaking accounts for the otherwise unex-
plained fact that the different arrows of time, defined in the different chapters of physics
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Fig. 7: Time-symmetric twins with broken symmetry
(electromagnetic arrow, thermodynamic arrow, cosmological arrow, etc.), all point to the
same time direction.
F. Entropy and energy-momentum tensor: relativistic imperfect fluids
Finally, we will consider how the energy-momentum tensor and the entropy are related in
the case of relativistic imperfect fluids, as a further example of time-symmetric twins whose
symmetry can be broken by a future directed energy flow.
For a universe containing a relativistic imperfect fluid [63], the energy-momentum tensor
reads
T µν = pgµν + (p+ ρ)UµUν +∆T µν (70)
where p is the pressure, gµν is the metric tensor, ρ is the energy-matter density, Uµ is the
absolute velocity of the fluid, and ∆T µν is a term due to the imperfection of the fluid. In a


















where T is the absolute temperature, i, j... = 1, 2, 3 are the spatial indices, and the Einstein
summation convention is used as before. From this equation we want to obtain ∆T i0 and
∆T ij . But here we will not appeal to the traditional argument of [63], which relies on the
second law σ ≥ 0. On the contrary, we will use a fundamental law as eq.(63), which will
bring to the light the second twin of the pair of time-symmetric twins; the second law will
be a consequence of the symmetry breaking in the pair.
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Let us define
∆T ij0 = δ
ij∆T kk , ∆T
ij
1 = ∆T
ij −∆T ij0 (72)
∆T ij0 and ∆T
ij
1 are the two irreducible components of the symmetric tensor ∆T
ij under the
spatial rotation group SO(3), while ∆T i0 is an irreducible vector under the same group.
The spacetime is flat or, at least, locally flat. Therefore, since the theory must be invariant
under the rotation of SO(3), the matrixMAB = M(µν)(κλ) must be spherically symmetric for
each irreducible component, and eq.(66) reads
σ = M(µν)(κλ)∆T
µν∆T κλ = K∆T i0∆Ti0 + µ∆T
ij
0 ∆Tij0 + η∆T
ij
1 ∆Tij1 (73)
where we have attributed an arbitrary scalar K (heat conduction), µ (bulk viscosity), and
η (shear viscosity) to each component. This equation has to be satisfied by any arbitrary
values of K, µ, and η; then, by means of eq.(71) we obtain




















Having obtained ∆T i0 and ∆T ij without appealing to the second law σ > 0, now we can






































Up to this point, we have made no assumptions about the values of the coefficients χ, µ and
η; then, they can be either positive, leading to σ > 0, or negative, leading to σ < 0: both
situations, one the temporal mirror image of the other, are nomologically possible according
to the fundamental laws.
Once again, the symmetry can be broken by means of the energy flow, as explained in
the previous subsections. Once we have established a substantial difference between the two
directions of time and we have used, following the traditional convention, the label ”future”
for the direction of the energy flow, we can say that:
• For dissipative processes, K > 0, µ > 0 and η > 0; as a consequence, since the
”geometrical” factors between parenthesis in eq.(76) are all non negative, then σ > 0
(the second law).
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• For antidissipative processes, K < 0, µ < 0 and η < 0; as a consequence, σ < 0. In the
region of the universe where this condition holds, the second law will be not locally
valid.
G. Resume
We can summarize the results of this section by saying that, according to the fundamental
laws of physics, either dissipative processes with σ > 0 and antidissipative processes with σ <
0 are nomologically possible. The symmetry between both in principle identical situations
is broken only by an energy flow which points to the same direction all over the universe as
a result of the global time-asymmetry of the space-time.
This conclusion allows us to assess the status of the second law of thermodynamics. As
we have seen, when arguments are based exclusively on fundamental laws, pairs of time-
symmetric twins appear in all the chapters of physics. In the particular case of phenomeno-
logical thermodynamics, the twin of the second law can also be discovered. So, the tradi-
tional second law σ ≥ 0 only arises when the time-symmetry is broken by the future-directed
energy flow. But this way of breaking the symmetry is common to all the pairs of time-
symmetric twins, from electromagnetism to quantum field theory. Therefore, the second
law is not endowed with a privileged character with respect to the arrow of time, as usually
supposed: the thermodynamic arrow, as all the other arrows, is a consequence of the global
time-asymmetry of the universe. In this sense, the second law can be inferred on the basis of
global considerations, in the same way as the irreversible evolutions of quantum mechanics
or the non time-reversal invariant postulate of quantum field theory.
VIII. CONCLUSIONS
In this paper we have completed the following tasks:
• We have disentangled the concepts of time-reversal invariance, irreversibility and arrow
of time, dissipating the usual confusions between the problem of irreversibility and the
problem of the arrow of time.
• We have defined the arrow of time as the global time-asymmetry of space-time, which
is locally expressed as a future-directed energy flow all over the universe.
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• We have shown how, in different chapters of physics, the time-reversal invariant fun-
damental laws lead to pairs of time-symmetric twins whose elements are only conven-
tionally different in the light of such laws.
• We have shown how the future-directed energy flow is what breaks the symmetry of
all the pairs of time-symmetric twins of physics, giving rise to the different arrows of
time traditionally treated in the literature on the subject.
With this work we have tried to contribute to the resolution of the problem of the direction
of time, one of the most longstanding debates on the conceptual foundations of theoretical
physics.
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[72] T 0µ has an advantage over γµ. While T γ0 = −γ0, T T 00 = T 00; therefore, since T H = H, T 00
is closer to H than γ0 as the zero component of the energy flow.
[73] By adding a small interaction, namely, a mass term with m 6= 0, eq.(44) becomes −(pi2a +
ka2)+(pi2φ+kφ
2)+m2a2φ2 = 0, which, in the case k = 1, is similar to the energy conservation
equation of a pair of coupled oscillators but with a minus sign. It is this sing what turns the
usual conservation of energy into the possibility of a production of energy taken from one
oscillator to the other and vice versa; then, while both oscillators loose energy, they also gain
energy and, therefore, they increase their amplitudes (see the numerical solution in [40]).
[74] As already discussed in section II for the non-relativistic case: H or ω must always be positive
and, therefore, they cannot change sign.
[75] Of course, this leaves open a different problem: to explain why, among all the elementary
interactions, only weak interactions break T.
[76] We are considering a space of just one dimension for simplicity.
[77] Also in eq.(63), T JA = −JA since it is a flow, and T XA = XA since it is a force or affinity;
then, TMAB = −MAB. And since γ, µ and K are contained in MAB , they also have to change
their sign.
[78] Nevertheless, antidissipative processes do exist, e.g. the creation of unstable quantum states,
see section V.
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