Abstract. We present a criterion for the similarity of length-two elements in a noncommutative principal ideal domain. The criterion enables us to develop an algorithm for determining whether B 1 A 1 and B 2 A 2 are similar, where A 1 , A 2 , B 1 , B 2 are first-order differential (difference) operators. The main step in the algorithm is to find a rational solution of a parametric differential (difference) Risch's equation, which has been well-studied in symbolic integration (summation).
Introduction
Similarity is an equivalence relation among ordinary differential (difference) operators. This notion was extensively used by O. Ore in [7] to describe the uniqueness of factorization of differential (difference) operators. Moreover, two differential (difference) operators are similar if and only if there exists a one-to-one correspondence, given by a differential (difference) operator, between their solution spaces. When the solution space of an operator is determined, so are the solution spaces of the similar ones (see [4] ).
A general method for determining similarity is as follows. Let L 1 and L 2 be two differential operators of the same order over a differential field k. Then L 1 and L 2 are similar if and only if there exists a nonzero differential operator U over k such that L 1 U is right divisible by L 2 , and that U and L 2 have a trivial greatest common right divisor. The operator U is called a solution of the mixed equation
Some applications of differential mixed equations are given in [10] . An efficient method for solving differential mixed equations is developed in [4] .
Suppose that L 1 and L 2 are given as products of irreducible factors. It is naturally expected that one can use their factors to determine whether L 1 and L 2 are similar. In this paper, we present a criterion for the similarity of length-two elements in a noncommutative principal ideal domain (abbreviated as PID). Note that a ring of differential (difference) operators is a special instance for PID's. As an application, we develop an algorithm for determining whether B 1 A 1 and B 2 A 2 are similar, where A 1 , A 2 , B 1 , B 2 are first-order differential (difference) operators. Proposition 5.4, the main result in Section 5., may be viewed as a generalization of the criterion for the similarity of degree-one Ore polynomials in [6, page 15] . The input operators L 1 and L 2 are not in factored form in van Hoeij's algorithm. So one would have to expand these two operators to apply the algorithm directly.
The rest of this paper is organized as follows. In Section 2., we present some basic results about noncommutative PID's that will be used later. In Section 3., we study how to determine the similarity of completely reducible elements using their irreducible decompositions. The results in Sections 2. and 3. are well-known, but their proofs are scattered in [5, 6, 7] . So we prove some of the results for a later convenience of reference. Section 4. contains a criterion for the similarity of non-completely-reducible elements with length two (Proposition 4.2); while its applications to Ore polynomials are given in Section 5.. We present a few examples in Section 6., and discuss on future work in Section 7..
Preliminaries
A PID is a (noncommutative) ring with a multiplicative unit 1 and without zero divisors, in which all one-sided ideals are principal. Typical examples are the rings of ordinary differential and difference operators, and univariate Ore polynomial rings over a field.
Through this paper, R is a PID. For an element a of R, Ra stands for the left ideal generated by a. We shall work with left ideals Ra and the corresponding factor R/Ra, which is a cyclic left module over R with a generator 1 + Ra. By symmetry, the results will apply equally well to right ideals. Two nonzero elements a and b in R are said to be similar if the left R-modules R/Ra and R/Rb are isomorphic. We denote by a ∼ b if a and b are similar. The similarity is an equivalence relation.
A remark is needed about homomorphisms between R/Ra and R/Rb. For an element c in R, the right-hand multiplication by c gives rise to a left-module homomorphism:
if and only if R(ac) ⊂ Rc ∩ Rb. Now, let ψ be a homomorphism from R/Ra to R/Rb with ψ(1 + Ra) = c + Rb. Then ψ = φ c , because R/Ra is generated by 1 + Ra over R. In other words, every left module homomorphism from R/Ra to R/Rb is given by a righthand multiplication. This observation allows us to say that a left module homomorphism ψ from R/Ra to R/Rb is given by 1 + Ra → c + Rb. Assume further that a, b, c are nonzero elements of R, and that φ c given above is well-defined. It is straightforward to verify that φ c is surjective if and only if Rb+Rc = R; and that φ c is injective if and only if R(ac) = Rb∩Rc.
The next lemma is an ideal-theoretic characterization on similarity of elements, which is derived from [5, 
The factors of this series are
These factors are isomorphic to
respectively, because Rc/R(bc) is isomorphic to R/Rb as left modules for all nonzero elements b, c ∈ R, which can be proved by observing that the left module homomorphism φ c : R → R/R(bc) given by 1 → c + R(bc) has kernel Rb, and maps R to Rc/R(bc). An easy consequence of the length formula (2) is 
Completely reducible elements
A nonzero element a in R is said to be completely reducible if it is a least common left multiple of irreducible elements in R, or, equivalently, the left module R/Ra is isomorphic to a direct sum of finitely many irreducible submodules. In particular, every irreducible element is completely reducible. The irreducible factors of a completely reducible element behave like those of a square-free element in a commutative PID. 
Lemma 3.1 Let a be a completely reducible elements in a PID R. If
Ra = Rp 1 ∩ · · · ∩ Rp s = R(q 1 · · · q t ),
Proof. The left ideals Rp i and Rp
It follows from a standard argument using the Chinese remainder theorem, that R/Ra is isomorphic to the direct sum ⊕ s i=1 R/Rp i , which has a composition series:
From the irreducible decomposition of a, we have a composition series: The next proposition enables us to determine the similarity of two completely reducible elements by their irreducible decompositions. Proof. If a and b are similar, then the two irreducible decompositions induce two equivalent composition series. Therefore, s = t and the p i and q j are similar in pairs.
Assume that both a and b are completely reducible. If s = t and the p i and q j are similar in pairs, then, by Lemma 3.1, there exist irreducible elements p 1 , . . . , p s , and q 1 , . . . , q s such that
Therefore, a and b are similar. 2
To study the similarity among length-two elements, we need to determine whether a product of two irreducible elements is completely reducible. The following proposition is a generalization of the mixed-equation-based criterion on whether a differential operator is a lclm of two differential operators whose gcrd is trivial (see [4] ). Proof. Assume that there exists a nonzero element c in R such that (3) holds. Then the map φ a : R/Rb → R/Rc given by 1 + Rb → a + Rc is a well-defined left module isomorphism by Lemma 2.1.
Conversely, assume that there exists a nonzero element f in R such that af − 1 is in Rb. 
Non-completely reducible elements
Recall that, for a nonzero element a in R, the maximal completely reducible (right-hand) divisor of a is defined to be the lclm m of all the right-hand irreducible divisors of a. In other words, Rm/Ra is the intersection of all maximal left submodules in R/Ra, that is, Rm/Ra is the Jacobson radical of R/Ra (see [1, page 173] ).
The next proposition describes a relation between two similar reducible elements and their factors. Proof. Assume that there exist nonzero u and v in R such that the three equalities in (4) hold. By Lemma 2.1, it suffices to show that
We compute
(by the second equality in (4)) = R(q 1 vp 2 ) (by the third equality in (4)) = R(q 1 p 1 u) (by the first equality in (4)).
The first equality in (5) holds. This equality and Lemma 2.3 yield the second in (5).
We now assume that p 1 and p 2 are maximal completely reducible divisors of q 1 p 1 and q 2 p 2 , respectively. Put I 1 = R(q 1 p 1 ) and 1 u) (by the second equality in (4)) = R(q 2 p 2 ) ∩ Ru (by the first equality in (5)).
(by the second equality in (4)).
. Removing p 2 yields the third equality in (4) . From the first and third equalities in (4) and Lemma 2.3 it follows that
The last assertion holds by Lemma 2.1. 2
In practice, it is not easy to compute the Jacobson radical of a left module. However, Proposition 4.1 can be applied to the following simple situation. Let p 1 , p 2 , q 1 , q 2 be irreducible elements in a PID R. To determine whether q 1 p 1 and q 2 p 2 are similar, we make the following case distinction:
1. If one of the q i p i is completely reducible, while the other is not, then they are not similar, because their corresponding modules are not isomorphic. 
Proof. By the first part in the proof of Proposition 4.1, we have that
by Lemma 2.1. Hence, there existsv ∈ R such that the three equalities in (6) hold by the second part of the proof of Proposition 4.1. 2
Applications to univariate Ore polynomial rings
In this section, we apply the results obtained in Sections 3. and 4. to determine whether two reducible quadratic Ore polynomials are similar, assuming that their irreducible decompositions are given. Such a situation arises when one classifies second-order right-hand divisors of a differential (difference) operator with respect to similarity. The next lemma tells us how to determine whether a product of two degree-one Ore polynomials is completely reducible.
Lemma 5.2 Let A = ∂ − a, B = ∂ − b be two operators in k[∂; σ, δ]. Then BA is completely reducible if and only if the equation
By Proposition 3.3, BA is completely reducible if and only if there exists r in k[∂; σ, δ] such that Ar ≡ 1 mod B. Clearly, the right-hand remainder of r by B also satisfies the above congruence when r does. Hence, we may assume further that r belongs to k. Expanding Ar yields (8) . The first part of the lemma follows. The last assertion follows from the fact that the right-hand remainder of BA by A − 1 u is zero if and only if u ∈ k is a solution of (8) . One can determine whether the product of two first-order difference operators is completely reducible in a similar manner.
The main result of this section is given in the next proposition. 
Proposition 5.4 Let
We may further assume that U and V are of degrees at most one by Corollary 4.3. The first equality in (12) implies that RA 2 + RU = R by Lemma 2.3. Likewise, the third equality implies that RB 2 + RV = R. So U and V can be written, respectively, as
Note that the leading coefficient of V is equal to σ(w) because of the second equality in (12). Consequently, R(A 1 u) = RA 2 ∩ Ru = RA 2 by the first equality in (12) and the last assertion of Lemma 2.1. Therefore, we have
Expanding (14) yields (9) . The third equality in (12) implies (10) in the same vein. To verify (11), we observe that A 1 U = (A 1 w + σ(u))A 2 by (14). Hence, the second equality in (12) implies V = A 1 w + σ(u), which, together with the definition of V given in (13), implies that A 1 w + σ(u) = σ(w)B 2 + v. Equation (11) follows at once.
Conversely, suppose that there exist u, v and w in k with uv = 0 such that (9), (10) and (11) hold. Then (14) holds by (9) . Consequently, R(A 1 u) = RA 2 ∩ Ru. In the same vein, R(B 1 v) = RB 2 ∩ Rv by (10) . Let
Then the first and third equalities in (12) hold by the last assertion of Lemma 2.1. Furthermore, (11) implies that the second equality in (12) 
Note that, in the differential case, if
leads to the following system of differential equations
where for w and unspecified nonzero constants c 1 and c 2 in k. Note that the parametric Risch equation has been studied intensively due to its fundamental importance in symbolic integration (see, [2, Chapter 7] and the references therein). 
Corollary 5.6 Let
Equation (19) is the difference analog of Risch's equation. An algorithm for computing solutions of (19) in k can be found in [9] . Under the assumption that the solutions of parametric Risch's equation in k are computable, we present an algorithm for determine whether B 1 A 1 and B 2 A 2 are similar in the differential case.
where the product is taken in the ring k[∂; 1, δ] . The second step of this algorithm is obviously correct. The third step is correct by Proposition 3.2, and the fourth by Corollary 5.5. We remark that this algorithm can be modified to get an operator
Similarly, Corollary 5.6 leads to an algorithm for determining whether two difference operators (∂ − b 1 )(∂ − a 1 ) and (∂ − b 2 )(∂ − a 2 ) in k[∂; σ, 0] are similar. But some special care should be taken when a 1 = a 2 = 0 or b 1 = b 2 = 0 in the difference case.
Examples
We present a few examples illustrating the methods described in Section 5.. In some examples, we analyze the behavior of the right-hand divisors of Ore polynomials with respect to similarity; in the others, we compare our method with the method based on mixed equations.
The first example shows that two differential operators may be not similar even if their factors are similar in pairs. A differential operator may have infinitely many second-order right-hand divisors that are dissimilar to each other, as given in the next example. 
Concluding remarks
In this paper, we developed some techniques for determining similarities of Ore polynomials using their irreducible decompositions. A complete algorithm is given for reducible quadratic Ore polynomials. For cubic Ore polynomials, we need to know their maximal completely reducible (right-hand) divisors in order to apply Proposition 4.1. An interesting question is how to determine the maximal completely reducible (right-hand) divisor of a product of irreducible Ore polynomials.
