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Abstract. We describe linear future semantics. an extension of linear history semantics as intro- 
duced by Franccz, Lehmann. and Pnucli. and show how it can be used to add multiprocessing 
to languages given hy standard continuation semantics. We then dcmonstrute how the resulting 
semantics can be implcmcnted. The implcmcntatinn USES functional abstractions and non-detcr- 
minacy to rcprcscnt the sets of ans~crs in the semantics. WC give an cnamplc. using a semantic 
prototyping system bwxl on the Ianpu;qc Schcmc. 
1. Introduction 
Linear future semantics is an extension of linear history semantics, as introduced 
by Francez, Lehmann and Pnueli in [I], to languages given by a continuation 
semantics. We suppose that we already have a standard continuation semantics for 
our language. We want to use it to describe concurrent systems, after only reasonably 
simple changes in our semantic equations. 
The purpose of continuation semantics is to model revocable decisions. Most 
sequencing decisions in real languages are revocable. For example, in the compound 
statement (S,; SJ the statement S2 may or may not be executed following S,, 
depending on whether S, executes an escape or not. Some decisions, however, are 
irrevocable and should be modelled with a flavor of direct semantics. One example 
is the production of hard-copy output [3, Section 5.1.4.31. 
In this paper we are concerned with other kinds of irrevocable decisions, such 
as the communication between processes in a concurrent system, the termination 
of processes, and the passage of time. We may describe the meaning of a process 
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by means of the irrevocable decisions it makes during the computation. The result 
is a set of sequences of irrevocable decisions associated with each process. This set 
contains all sequences which may occur if the process is executed. As in [l], we 
will call this the set of communicafion sequences of a process. 
In [I], the semantics kept track of the possible sequences of decisions. The passage 
of some unit of time without a communication was marked by the symbol 6 (a 
‘tick’) in the communication sequence. In addition, each operation which took time 
introduced an uncompleted history (the symbol I) into the set of sequences. As a 
result, processes which never communicated still made a contribution to the set of 
sequences. Consequently, no ordering on communication sequences was needed, 
and the power set ordering on sets of sequences sufficed. We will use a similar device. 
A direct semantics was used in [I], so that a set of sequences was associated with 
each command: the set of communication histories of that command. Our contribu- 
tion is to extend this idea to continuation semantics, by making the set of communica- 
tion sequences be the set of answers of the continuations. Thus a continuation 
represents a set of possible communication futures. The semantics of a command 
is a transformation on sets of possible futures. 
Given the set of communication sequences for every participating process in a 
concurrent system, we will show how to combine these sets in order to give a 
description of the whole system, using a coalesced merge as in [I]. This operation 
models the irrevocable decisions of process scheduling, etc., so it is done in direct 
semantics, operating on the answers from the continuation semantics. 
In Section 2, we discuss linear future semantics in general. We then apply it to 
a preexisting base language with continuation semantics. given in Section 3. Section 
4 shows the required changes to the semantic equations. In Section 5, we show how 
the language can be implemented, using a semantic prototyping system based on 
the language Scheme [5]. The implementation uses functional abstractions (sus- 
pensions) to model the sets of sequences. 
2. Linear future semantics 
2.1. Linear future semanlics for a single process 
In this paper we will deal only with a concurrent system of two processes, 
communicating explicitly via messages. Let H be a domain of communicable values, 
PN a set of process names and Msg a set of messages. The set of communications 
of a process is the set 
DP = {tick} u {send 6 1 b E H} u {receive b 1 b E H} u {output b 1 b E H}. 
The set of lerminafors of a process is the set 
T,. = { proc-termin msg 1 msg E Msg) 
u {not-done yet, waiting-to-send, waiting-to-receive}. 
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The set of communication sequences of u process is the regular set 
QP = D*PTP 
that is, a sequence of elements of Dp followed by an element of T,. 
QP consists only of finite sequences; the presence of infinite behaviors will be 
deduced from the presence of unbounded sets of finite sequences, as in [ 11. Let ZQp 
denote the powerset of QP. Then _ TQp is a semantic domain ordered under subset 
inclusion. The hear fufure semanricsfor a single process is a mapping 
P : (Pgnr) -+ (inpuf-stares) + PN + ZQp. 
If we apply the linear future semantics of a single process to its input state and its 
process name, we receive the set of communication sequences which can result if 
the process is executed in an arbitrary environment. 
We now take a closer look at the communications and terminators. We assume 
that we are in a continuation semantics framework, and we adopt the general 
principle that the answer produced by a continuation is the set of possible communi- 
cations sequences for this process, that is, the set of possible futures. inside a 
process, therefore a continuation will be of type V+ 2Q1: A programming language 
phrase corresponds to a transformer on continuations. Let K denote a continuation 
waiting for a result. and consider some of the plausible operations on K and how 
they correspond to the eleme.rts of I>,.. 
(1) The action of the program might not include any communication, but it will 
consume some amount of time. A tick (the 8 in [I]) denotes the passage of time. 
We have to include enough ticks so that every loop produces at Icast one tick. This 
Icads to the desired property that long computations result in long communication 
sequences, no matter if the process is actually communicating or not, and therefore 
least fixed points work correctly as in [I]. We associate a tick with every time we 
pass a value u to the continuation, unless a communication takes place. The future 
of the process is therefore the set 
(tick - n (a E KU}. 
(2) The process might communicate with the outside world by outputting a value. 
We assume that this communication cannot fail and that it does not require syn- 
chronization. The communication output b denotes a communication with the outside 
world. Every time the process executes an output command with a value b we prefix 
output b to the future of the rest of the computation, i.e. the future is the set 
{output b - a (a E KS} 
where 6 is the value passed to its continuation by the output command. 
(3) The process may wish to send a value to another process. This communication 
forces synchronization and it can also fail. If we execute a send-command with a 
value b, the future of the process will be the set 
{sendb.cr/aE&} 
where 6 is the value produced by the send command, plus the singleton set {waiting-to- 
send} to denote a possible failure. 
(4) Similarly, the process may wish to receive a value from another process. In 
this case the result is more complex. Because we want to give an independent 
semantics for each process, we do not know which value b is received. To include 
all possible cases the future has to be the union of 
receive b - Q ) a E Kb) 
and the singleton set {waiting-to-receive}. 
(5) The terminator not-done-yet has the same function as the symbol I in [I]. 
Since the passage of time is one of the factors in determining the semantics of a 
process, we have to include all incomplete communication sequences which occur 
during the computation. That means that every time we append something to the 
communication sequence, we also introduce a future consisting of the singleton set 
{not-done-yet). Consequently, as in [I]. no ordering is needed on communication 
sequences and the power set ordering on 2’6’ sullices. 
(6) The singleton set (proc-ttrmin nrs~} is the future of a process which has 
terminated. 
We now look at a system of two communicating proccsscs. Let I-I, PN, Msg bc 
as in the previous section. The set of conl,rtIrrri~clrio,rs o/‘(I sys~cm is 
f>,, = (tick} u (output b 1 b c Ii} 
and the set of terminators oj’u .~y.sfem is 
Ts = (sys-tcrmin r~tsg 1 r~rsg E Msg} u {not-done-yet, deadlocked}. 
The set of communication sey~rrr~es of u system is the regular set 
that is. a sequence of elements of Ds followed by an element of T,. 
Again, _ -P’S is the semantic domain of sets of communication sequences. 
{deadlocked} is the future of a system which ran into a deadlock. (In [I], this was 
denoted by e(g).) This can happen either if both processes are waiting for each 
other, or if one process is waiting for a communication while the other one has 
already terminated. (sys-termin msg} is analogous to {proc-termin msg} and is the 
future of a system whose processes have all terminated, and {not-done-yet} denotes 
an incomplete computation. 
We are now ready to define the ‘binding’ operator merge, which performs a 
coalesced merge on two sets of communication sequences. It is based on the function 
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fiber, which takes two single communication sequences and produces a set consisting 
of all the possible ways in which the two sequences may be combined consistently: 
mewdQ,,Q~)= U FWvl, ~72) 
where 9, and nz are single communication sequences. The definition offilrer is 
jlrer( ‘7, , To) = [if jirst( q,) E Nonsynch 
then vrsr( 7,) * a 1 a Ejlter( rest( 77,). v,)}] 
u [if _/irsr( q2) E Nonsynch 
then vrst( v2) * a 1 a ~jlr~r( 7,. rest(vz))}] 
u [if (36)((jirsf( 71,) =send b and firsf( q2) = receive b) 
or (jirst( ‘7,) = receive b and jirsf( q2) = send b)) 
then{tick * aln~jlrer(resf(~,), rest(v2))}] 
u [if lengfh( 7,) = 1 and lengfh( v2) = 1 
thenJilrer-rennirrafor( v,, q:)] 
Here, as in [I], we assume an “else k)” appended to each clause, and we let 
Nonsynch = {tick} u {output h 1 h E ff) bc the subset of I>,, which contains only the 
clcments th:tt do not force synchronization. In this definition, if either sequence 
starts with such an elcmcnt, that clement may occur first. If both sequences start 
with ;I matching synchronizing communication, then the outside world sees only a 
tick. If both sequences consist only of ;I terminator, then more care is required. In 
any other GISL’. if the sequences disagree on the v;~luc of the transmission or if only 
one scqucncc consists only of a terminator, the pair is regarded as inconsistent and 
dots not contribute anything to the answer. 13ccnuse all sequences tire finite, the 
recursion in jilter poses no difliculties. 
jilter-frrffliftcrlor is defined in Table 1. It may be regarded as a transcription of 
U, x rr2 in [I] for the case of two processes. The message rrrsg* may be a combined 
message of rrtsg, and rxsg2. 
Table I. Uclinition of jilter-tc,rrttinutor. 
nd.r U’l.S H’lf proc-ternr msg, 
I1 4,f {f4J91 
nsI.s in&] 
wlr If+) 
proc-lerfn msg, { n4,) 
Legend: 
nd_tj = not-done-yet 
WIS = waiting-to-send 
H’fr = waiting-to-receive 
In&) { fury 1 If4,) 
{dlk) { fldy} { cflk) 
If41 {d/k} { dlk} 
(dlk} (dlk} { sys-lerm nrsg*} 
proc-lernr nag = proc-termin nlsg 
dlk = deadlocked 
3. The base language 
Our base language is a simple expression language with input and output, but 
without multiprocessing. In the next section we will add multiprocessing and show 
the changes in the semantic equations. 
The language is described in Tables 2-6. It is an off-the-shelf example we have 
used for several years to illustrate continuation semantics. It is an expression 
language which manipulates Lisp S-expressions, has functions as first-class citizens, 
does input and output, and has escapes (to the top level only). It is not intended 
to be minimal, but using this non-minimal example will help illustrate how our 
techniques can apply to pre-existing languages. 
Table 2. Synlan of the base language. 
(Pgm>::=( Exp) 
(Exp)::=( COflSf) 
(Ex-p)::=( fdenr) 
(Exp)::=(error (Msg)) 
(Exp)::=( if (Exp) then (Exp) else (Exp)) 
(Exp)::= (fn ( fdm)( Exp)) 
(Exp)::=(rec (I&nf)(fn (Idenr)( Exp))) 
(Exp)::=(( Exp)( Exp)) 
(Exp)::=(read) 
(Exp)::= (print (Exp)) 
(Con.s~)::=( Nurnher) 
(Consf)::=(ywofelf S-cxpr) 
(Con.Sf)::=t(nillciIrlcdr\eqlatom)cons 
(fdenf)::=(any ofher UfOrn) 
The presentation is relatively standard, except for the function case/n to choose 
between alternatives in a disjoint union. casefn : (A + B) + (A --* C) + ( B + C) + C 
may be defined as 
caseJn = AxJg.(x~ A)+f(x(A), g(xlB). 
We also use ali to denote the ith component of a tuple u. 
4. Adding multiprocessing 
To add multiprocessing to this base language, we first change the syntax to add 
the new nonterminal (SW) with the production 
(Sys)::= (parbegin ( Pgm) (Pgm)) 
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Table 3. Domains for the base language. 
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Name 
b: Bus 
u: S 
fl1: hlsg 
A 
1’ : E 
Iden t 
PI EllU 
K 
;:’ F 
Definition 
= S-expressions 
= Bus* x Bus* 
= Bus* x Msg 
= Bus+ F 
= Idenr -, E 
= E-S-A 
=E+K-+S+A 
Description 
Basic values 
States (input, output) 
Messages 
Answers 
Expressed values 
Identifiers 
Environments 
Expression continuations 
Functional values 
Table 4. Valuations for the base language. 
.oP : ( Pgm) -, Bus* + A 
W:(Exp)+ Env+ K +S-+A 
‘C : (Consl) -* E 
and to add productions for the communication primitives: 
(E,Vp)::=( receive), (Exp)::=(stnd ( ExI))). 
WC now address ourselves to the problem of defining the semantics of the altered 
language. We assume the processes have independent local states and communicate 
only via sending and receiving messages. We should be able to give the new semantics 
with only few changes in our equations, and still describe the concurrent system in 
a suflicient way. The semantics of a program will now be a mapping from two 
input-states (one for each process) into I set of communication sequences. The 
associated semantic domains are 2’1. and 2’>, as shown in Section 2. 
The semantic domains Bus, Msg. Idenr, S, and &IV are the same as in the base 
language. To these we add the following: 
H = Bus Communicable values 
rr:PN ={1,2) Process names 
As ~20, System answers 
A,. = PN-+24* Process answers 
u:K = E+S-,A,. Expression continuations 
/:F =E+K+S+A,. Functional values 
Table 5. Semantic equations for the base langu.~pe 
Pi( E.Yp)jl = AH’. &I( E.rp)n(hf.“unbound”)( Au.ferminafe[‘~fermin”l])( mk-stare w empty) 
%[(Consf)~ = hpK.~( %[( Consf)~) 
‘E[( fdenf)! = Aprc.p(( fdenf)) = “unbound” -* ferminafe[“unbound id”], ~(p(( [dent))) 
g[( error (msg))] = hp~. ferminafe[” Error”( msg)! 
‘ZU(if (Exp), then (Exp), else (E.\-~)~)lj 
= hPK.8u(E.~P),,np(Ap.p f nil+ wEXp)&K, g[(E~p)~jpK) 
~S([(fn(~~enf)(E.Kp))n=ApK.K(inE(A~1K,.~~(E_~p)~p[U/(fdenf)]K,)) 
Zf{(rec (fdenf),(fn (fdenf),( E,xp)))n 
= ApK.K(_fiT(Ae.iflE(Auh-,.~~(EXp)~p[B/(fdent),][u/(fdenf),]K,))) 
%[((E.Yp)l(Ed~p)2)~ = ApK.%[(E.\-p),~p(Au. 
cc~.se~n u (Ab.fernlinafejI”affempf fo app!v non fcn”])(Af:8[( E.vp)znp( Ao,~uK))) 
Ef[(read)] = Ap.do-read 
ZS[(print( Exp))n = ApK.K[{ Exp)jp(do-prinf K) 
‘Cljcar] = inE(AUK.case/II c (Ah.K(inE(carb))) 
(A~ferlinafeu”carr’l fake car of_/b”n)) 
%[cdrn = inE(AuK,ca.wfn L’ (Ah.K(irlE(cdrh))) 
( A~/cr~?rirrnfeu”cc~n’f f&e cdr o/‘/h”n)) 
qatonlij = inE(AUK.cU.wjn u (Ah.K(inE(nfom h))) 
(A~\1:fcrrrlir~nfe~“can’f rnkc crfom o/‘_hq)) 
%[Cq[ = i?l~(Au,K,.cII.w$I c, 
(Ah,.K,(i~lf~(Au~K~.(.II.~e~n u2 
(Ah2.KZ(infi(eq h,h))) 
(A~f~~rrninufe~“cnn’f e(~fcn”%)))) 
(Aj:ferrr~irrafeu”curr’[ ey /Ln”n)) 
YUc0ns~ = inE(Au,K,.ca.sfJn U, 
(Ah,.K,(inE(Au,K~.case~n u2 
(Ab2.K2(inE(con.s h, b?))) 
(AJferminafe[“can’f cons Jcn’j)))) 
(Aj:ffrmi,lufeu”can’f cons f?n”n)) 
Y[tn = inE( t) 
etc. 
We included the set PN of process names. Our example is so simple that it would 
be possible to dispense with process names entirely. Nonetheless, considering a 
possible extension to ;t system of more than two processes, we chose this place to 
add them. 1%~ associating PN with the answers A, , we relieve most of the equations 
of the need to deal with process names. The valuations are now 
Y:(Sys)+S-+S+A,, %:(Exp)+ Enu+ K -rS+A,., 
Y:((Pgm)+S-,Ar., % : (Consf) --, E. 
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Table 6. Auxiliaries for the base language. 
mk-staw = AH’, wz.( w, , WJ 
do-read = A~cr.null?u~, + ferminate[“eofon read”lJn, ~(jrsfu~,) 
(mk-srate( festal,) a,,) 
do-prim= AKL’U.CUSefn u (Ab.Kt’(mk-StUfe (7L1(u421j6))) 
(A~fe~minafe~“can’rprinlfcn”l]a) 
rerminofe = Amcu.(uL211m) 
casefn = AL~,~~.L’E Bus+f,( u~Bus),f,( IJIF) 
Here phrases of each syntactic category get the pieces of context they need in 
order to compute: a system gets two initial states, one per process (if there were 
more processes, this might be replaced by a function PN+ S); a program (an 
individual process) gets its single state, and an expression gets an environment, a 
continuation, and a state, as usual. 
We next modify the semantic equations to produce these sets of communication 
sequences, in accordance with the protocol in Section 2. 
(I) We add the new top level 
Note that this is a direct semantics, since averse deals with the answers from the 
two proccssos. WC also add two new equations for our communication primitives: 
X[(scnd (Exp))j = Al~~.~u(f~.~p)n~)(do-.send K), 
‘6[(receive)l = ApK.do-receive K 
where do-send and do-receive are defined in Table 8. 
(2) To define the interface between the processes and the outside world, assume 
that the processes read from separate input streams (part of their local state), but 
write to a single shared output stream. Thus the print expression is associated with 
the output action of Section 2. Hence the second component of the state domain 
(used for maintaining the output stream) is no longer necessary. We do not alter 
it, however, in order to minimize the changes to the semantics. 
(3) Every appearence of KU for some continuation K and some value o is replaced 
by (do-output KU) inside the do-print-routine and by do-tick K IJ elsewhere, where 
do-output and do-tick are defined in Table 8. 
(4) The terminator is now defined as 
terminate = Amwsr.{proc-termin m} 
The definition of merge is the same as in Section 2.3. 
This is a complete list of the necessary modifications. For an extension to a system 
of more than two processes, do-send and do-receiue would include the process 
96 S. Kdbi, M. Wand 
Table 7. Equations modified for multiprocessing. 
fl(parbegin (J3vMPgmMR = A w,~~,.merge(~~(Pgm),P~‘,l, CP[(Pgm),~wJ). 
p[( Exp)l] = hw.%~( E.~p)~(hl.“unbound”)(ho.terminate~”termin”~)( mk-state w empty) 
8[(Con5t)l = ApK.do-tick K (%[(Const)]) 
a[( Ident)] = Aprc.p(( fdent)) 
= “unbound” + terminate[“unbound id”l, do-tick K (p((ldent))) 
g[(errOr (msg))] = Aprc.terminate[“Error”(msg)~ 
‘8u(if (Esp), then (Exp), else (E_~p)~)j 
= APK.‘EU( E.K~)&J( A/3.@ = nil + %I( E~p),jp~, ‘E[( E.K~)&K) 
g[(fn (fdent)(Exp))l = ApK.do-tick K (inE(AoK,.~[(Exp)jp[u/( fdent)]rc,)) 
%[(rec (Ident),(fn (Ident),( Exp)))] 
=Aprc.do-tick K y;x(Ae.inE(AoK,.8[[(E~\p)np[B/(ldent),][u/(fdent):]rc,))) 
~lI((EvMExpMD = Ap~.g:[[(Exp),!p(Ao. 
casejn u (Ab.terminate[“attempt to apply non fen”!) 
(Aj:~u(E.‘)~n~(Aa.j‘cl~))) 
Z[(read)l = Ap.do-read 
%[(print (Exp))lj = hp~.X[( E.Yp)]p(th-print K) 
K[(send (Exp))! = APK.%[( +?)~[J(dfJ-.serid K) 
r8[(reCCiVf!)~ = ApK.do-receiue K. 
%[car] = inE(AuK.casejn u (Ahdo-tick K (inE(car h))) 
(A$terminutejI”gun’t take car of/cn”l)) 
Y[cdri = inE(AuK.cusefn u (Ahdo-tick K (inE(cdr h))) 
(Afterminute~“cun’t take cdr offcn”l)) 
‘6fiatornj = in~(AuK.ca.se/R u (Ahdo-tick K (inE(atom b))) 
(A&terminute[“cun’t tuke atom c$jcn’*n)) 
%feql = inE(Au,K,.ca.sefn u, 
(Ab,.&-tick K, (inE(Au2Kz.casejI u2 
(A&do-tick K? (inE(eq b,&))) 
(A/:terminatefi”can’t eqjocn”n)))) 
(A/: terminate[“can’t eq /cn”l)) 
‘cucons] = inE(Au,K,.casefn u, 
(Ab,.do-tick K, (inE(AU2K2.Casejn u2 
(Ab,.do-tick K~ (inE( cons b, b,))) 
(A~terminate[“can’t cons fen”!)))) 
(A~terminate[“cun’t consfcn”!)) 
Y’[lt] = inE( t) 
etc. 
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Table 8. Auxiliaries for multiprocessing semantics. 
mk-sfafe = A w, w2.( w, , wJ 
do-read = Auu.null?al, + terminate[“eof on read”jcr, 
do-rick K (first ui,)(mk-state(rest ul,)ulz) 
do-print = AKVu.CUSeffI v (Ab.do-output K v (mk-state ul,(u,211b))) 
(AJferminate[“can’t printjcn”ju) 
terminate = Amvasr.{proc-termin m} 
do-tick = AKvalr.{tick - a 1 a E KVU27} u {not-done-yet} 
do-output = AKvusr.{output v- a 1 a E KVUT} u {not-done-yet} 
do-send = AKmr.ccasefn v (A b.{send b - a 1 a E KVUTT} 
u {waiting-to-send, not-done-yet}) 
(A~terrninute[“cun’f send/cn”j) 
do-receive = AKUT. U {receive b - a 1 a E Kbusr} 
hF H 
u (waiting-to-receive, not-done-yet} 
case~n=Avfi~~.v~Bas-r/,(v~Bas),j~(v~F) 
names, and merge would match them. Table 7 gives a complete list of the semantic 
equations of the concurrent system. Table 8 gives a list of the auxiliaries. 
5. The implementation 
Our final goal is to implement our language in a natural and correctness-preserving 
way. We USC for our implementation language the semantic prototyping system 
described in [5]. This is a suite of tools based on Scheme 84 [2]. Scheme is a dialect 
of Lisp with lexical scoping and functions as first-class citizens. Though its reduction 
is applicative order rather than leftmost, it is adequate for modelling the reductions 
of continuation semantics in the lambda-calculus. Added to this base is a type- 
checker and a syntax-directed transducer generator, which permit a rapid transcrip- 
tion of semantic equations. 
As with the semantics, we started ofI with a pre-existing implementation of the 
base language, and our goal was to implement the modified semantics with as few 
changes as possible. 
The major decisions for the implementation are the choice of representations for 
the various semantic domains. In general, we need not represent every possible 
value in a domain; we need only represent those that are reachable in the course 
of a computation. This often simplifies the representations. 
The most crucial decision is the representation of the sets of communication 
sequences. For the implementation, we are not interested in the set of all possible 
communication sequences as a result of a computation. We are interested instead 
in choosing one of those possiLIe results. We are also not concerned with incomplete 
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computation sequences. Their purpose was to establish a simple ordering on our 
domains. Since we know that this ordering exists and that we can define the least 
fixpoint. we can confine ourselves to a single complete sequence as an answer. This 
sequence has to be chosen out of the set of all possible sequences. We also want 
to ensure that we make afair choice, i.e. that every complete communication sequence 
has the same chance to be selected. 
These considerations lead us to the following representation decisions: 
(I) We can ignore sequences ending with not-done-yet. Incomplete sequences are 
represented by an actual “not-done-yet”, i.e. our computation is not yet finished. 
(2) We can also ignore sequences ending with waiting-to-send or waiting-to-receive. 
We represent these sequences with real waiting, i.e. in n~erge we only process 
sequences which are not headed by a send or receive communication, unless we 
encounter a matching pair of communications. We get a deadlock if both sequences 
are headed by a send communication, or both are headed by a receive communica- 
tion. We will also get a deadlock if one process has terminated whereas the other 
one still has a communication sequence headed by a send- or receive-communication. 
(3) Whenever we have a set of sequences representing possible futures, we will 
susp~rtl the choice until it is needed. Hence, a continuation, instead of being a 
function V + 2“\, bccomcs a function V + Qs which performs the sclcction (perhaps 
implicitly). For example, if WC have a set of scqucnces associated with a receivc- 
command, WC always choose only one sequence out of this set by waiting for the 
value h of the matching send h. The rcprcscntation of the set 
,>?I ( 
receive h. a 1 (K C ~htm} 
becomes the function 
(hh.K’htrfl), 
where K’ is the representation of K that makes the choice. 
We now give the description of the representations, and show how they are 
translated into the language of the Scheme 84 transducer generator. In many cases 
we have used a fairly coarse representation, in that not every element of the 
representation corresponds to an element of the represented type: 
te: TI. = {proc-tcrmin rnsg 1 msg E Msg} 
(define-type-abbrev proc-termin msg) 
ns : Ds = {tick} u {output b 1 b E Bus} 
(define-type-abbrev sys-commun (heterogeneous)) 
In the implementation, Ds is represented as (heterogeneous), as this information 
need not be type-checked. 
As = 2% 
(define-type-abbrev sys-answer (list sys-commun)) 
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As discussed above, terminators are not represented, and sets of possible sequences 
are represented by the chosen sequence. 
Ap= PN-ZQp 
(define-type-abbrev proc-answer (- (seq procname) proc-commun-seq)) 
This brings us to the key data type, that of process communication sequences. 
We use the domain ( DP + TP)* to represent these sequences. The equations for the 
types in the representation are: 
re:C, =Bas+A,, 
te : C, = Bus 
(define-type-abbrev proc-commun-seq (list proc-commun)) 
(define-type-abbrev proc-commun 
(quadrunion 
sys-commun 
(+ (seq bas) proc-answer) 
bas 
proc-termin)) 
Here. quadrunion is a type constructor that constructs a four-way union type, with 
injection functions inP1, inP2. inP3, and inP4, and a four-way discriminator ca.scam 
similar to caseJ’n. In order to make these four-way decisions easier to read, we write 
them as follows: 
Thus, a proc-commun is either 
(1) a sys-commun, corresponding to a non-synchronizing element, 
(2) a function from communicable values (bas) to proc-answer, corresponding to 
a receive communication, 
(3) a basic value, corresponding to a send communication, or 
(4) a terminator. 
If the first element of a proc-commun-seq comes from the second or fourth 
components, then the remainder of the representing sequence is ignored, as the 
receive-function encodes the rest of the represented sequence, and a terminator of 
course terminates the sequence. This is an instance of the coarseness mentioned 
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previously; here we trade off help from the type-checker against freedom of choice 
of representation. 
The new auxiliaries are now 
do-ourput = hKborr.inD,(output b) - K(inE(b))cr;i 
do-send = A~vorr.casefn v 
(Ab.id,( 6) * KID?) 
(hJterminare~“can’t send function’*~) 
do-receive = hKu~.inl),(hv.Kvarr) 
do-lick = AKuwr.inD,(tick) - KNTTT 
ferminafe = An~ccrrr.inT~(proc-termin m) 
The definition of nterge is simpler now. merge only deals with two (possibly 
suspended) sequences. We can eliminate the function jlfer, and merge becomes 
directly responsible for scheduling the (simulated) interleaving of the two sequences. 
The resulting definition, shown in Table 9, is directly derived from the definition 
T;lhlu 9. Detinition of nwrpy in the implementation. 
mergc( e, , e2) = 
c~~,sccorn ( jirsf ( e, ) ) 
ns, : lls * cc~sc’cofr~ (fi sf ( e:) ) 
ns2 : I>,< 3 randomhool + 
ns, * mergc( resf( e,). ez), 
n.s2 . merge( e, , resf ( e2)) 
re: C,*n.s, - merge(resf(e,), e2) 
se: C,*n.s, - merge(resf(e,), ez) 
fe: T,.3ns, - merge(resf(e,), er) 
re, : CT, 3 ca.secom( jirsf ( e2)) 
ns : I),*n.s - merge( e, , re.sr( ez)) 
re2 : C,~deadlocked 
se: C,+tick - merge(re,(.se). resf(e2)) 
fe : T,+deadlocked 
se, : C,=3casecom(jirsf(e2)) 
ns : D,- ns - merge( e, , resf ( e2)) 
re: C,jtick - merge(resf(e,), re(se,)) 
se2 : C, *deadlocked 
fe : T,,=?deadlocked 
fe, : T,, *casecom(jirsf( ez)) 
ns: D,*ns* merge(e,, resf(e2)) 
re : C,*deadlocked 
se : C, *deadlocked 
fez: T,,J(fe, * lez) 
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in Section 2.2. We use a function randombool to introduce nondeterminism in the 
definition of merge. Consequently, if both sequences are prefixed by a communication 
which does not force synchronization, either one may occur first. 
We are now ready to translate the semantic equations into the language of the 
transducer generator. Par obus de language, we refer to the input to the transducer 
generator as the transducer. Some key portions of this transducer are shown in 
Table IO. 
The transducer is a relatively straightforward bottom-up translator. Syntactically, 
it is a list of items. The first item in the list specifies the parser, which can be written 
by hand or generated using an interface to the parser generator JUCC [4]. The rest 
of the items in the list are actions. one per production. Each action consists of a 
Table IO. Excerpt from transducer for implementation. 
(define semP 
‘(parser-for-semP ; the parser. 
(svs a production name. 
(Sys ‘Iparen ‘parbegin Exp’Exp ‘rparen) 
; the production: 
Svs -+ (parbegin Expl Exp2). 
(ele2) : dummy variables. 
(lambda (wl w2) : the value of the node 
(merge (((el env$init cont$init) 
(mk-state wl nil)) 
1) 
(((e2 env$init cont$init) 
(mk-state w2 nil)) 
2)))) 
(const (Exp Const) 
izmbda (r k) (do-tick kc))) 
(ident (Exp Ident) 
(id) 
(lambda (r k) 
(casefn (rid) 
(lambda (b) 
(terminate 
(list “unbound identifier ” id))) 
(lambda (v) (do-tick k v))))) 
(receive 
(Exp ‘Iparen ‘receive ‘rparen) 
nil 
(lambda (r k) (do-receive k))) 
(send 
(Exp ‘Iparen ‘send Exp ‘rparen) 
Izmbda (r k) (e r (do-send k)))) 
. ” 1) 
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production name, the production itself (to be used by the type checker and the 
parser generator), dummy variables, and a body. At each node of the parse tree, 
the corresponding action is consulted. The values of the subtrees are bound to the 
dummy variables (like Sl, etc. in yocc), and the body is then evaluated. 
The transducer is type-checked by associating a type with each non-terminal 
symbol. In our case, we declare: 
(define-type-abbrev Sys 
(- (seq (list bas) (list bas)) sysans)) 
(define-type-abbrev Exp 
(- (seq env cant) 
(+ (seq state) proc-answer))) 
(define-type-abbrev Const value) 
(define-type-abbrev ldent (literal)) 
Given these declarations, the typechecker then tries to confirm that the body of 
each action has the type of the left-hand side of its production, under the assumption 
that each dummy variable has the type of its corresponding non-terminal. 
With the help of the typechecker the programming exercise was easy. Once the 
program was typechecked, no further debugging was necessary and the transducer 
produced the correct answers right away. 
6. Conclusions 
Starting from the linear history semantics in [I], we gave a new way to extend a 
language with continuation semantics to multiprocessing. Our method was based 
on the observation that a process makes irrevocable decisions during its computation. 
We described the semantics of a process in terms of these decisions. Then we showed 
a way to combine two processes in order to describe a concurrent system. Eventually 
we showed how we have to modify our results in order to obtain an implementation 
of the language. For this implementation we used a transduction facility based on 
semantic equations. In this way, we demonstrated that we can use a standard 
continuation semantics framework, add multiprocessing, and implement the result 
in a straightforward way. 
An interesting question is the extension of our method to a system of more than 
two processes, and to a system where processes are created dynamically. Statically 
allocated processes seem manageable by using the process names more consistently 
than we have done in our simple example. Dynamic process creation seems to pose 
some additional difhculties. 
Another theoretical question, not answered in [l] is the following: linear history 
(or future) semantics uses only a suhsef of the power set of sequences, as not every 
set of sequences is a legal set of histories (or futures). The set must, for example, 
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have the right closure properties with respect to not-done-yet and tick. Thus the 
power set is a representation of some other ordering. We do not know at present 
just what that ordering is, or what the proper closure properties are. This is a subject 
for further research. In the meantime, linear future semantics appears to be a useful 
tool for adding multiprocessing to more realistic languages. 
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