In this paper, a distributed convex optimization problem with swarm tracking behavior is studied for continuous-time multi-agent systems. The agents' task is to drive their center to track an optimal trajectory which minimizes the sum of local time-varying cost functions through local interaction, while maintaining connectivity and avoiding inter-agent collision. Each local cost function is known only to an individual agent and the team's optimal solution is time-varying. Here two cases are considered, single-integrator dynamics and double-integrator dynamics. For each case, a distributed convex optimization algorithm with swarm tracking behavior is proposed where each agent relies only on its own position and the relative positions (and velocities in the doubleintegrator case) between itself and its neighbors. It is shown that the center of the agents tracks the optimal trajectory, the the connectivity of the agents will be maintained and inter-agent collision is avoided. Finally, numerical a example is included for illustration.
I. INTRODUCTION
Flocking or swarm tracking of a leader has received significant attention in the literature [1] - [3] . The goal is that a group of agents tracks a leader only with local interaction while maintaining connectivity and avoiding interagent collision. A swarm tracking algorithm is studied in [1] , where it is assumed that the leader has a constant velocity and is a neighbor of all followers. The result in [1] has been extended in [2] for the leader with a time-varying velocity, where it requires the leader to be a neighbor of all followers too. In [3] , a swarm tracking algorithm via a variable structure approach is introduced, where the leader is a neighbor of only a subset of the followers. In the aforementioned studies, the leader plans the trajectory for the team and no optimal criterion is defined. However, in many multi-agents applications it is relevant for the agents to cooperatively optimize a certain criterion.
In the distributed convex optimization literature, there exists a significant interest in a class of problems, where the goal is to minimize the sum of local cost functions, each of which is known to only an individual agent. Recently some remarkable results based on the combination of consensus and subgradient algorithms have been published [4] - [6] . For example, this combination is used in [4] for solving the coupled optimization problem with a fixed undirected topology. A projected subgradient algorithm is proposed in [5] , where each agent is required to lie in its own convex set. It is shown that all agents can reach an optimal point in the intersection of all agents' convex sets for a time-varying communication graph with doubly stochastic edge weight matrices.
However, all the aforementioned works are based on discrete-time algorithms. Recently, some new research is conducted on distributed optimization problems for multiagent systems with continuous-time dynamics. Such a scheme has applications in motion coordination of multiagent systems. For example, multiple physical vehicles modelled by continuous-time dynamics might need to rendezvous at a team optimal location. In [7] , a generalized class of zerogradient sum controllers for twice differentiable strongly convex functions with an undirected graph is introduced. In [8] , a continuous version of [5] is studied, where it is assumed that each agent is aware of the convex solution set of its own cost function and the intersection of all these sets is nonempty. In [9] , the convergence rate and error bounds of a continuous-time distributed optimization algorithm has been derives. In [10] , an approach is given to address the problem of distributed convex optimization with equality and inequality constraints. A proportional-integral algorithm is introduced in [11]- [13] , where [12] considers strongly connected weight balanced directed graphs and [13] extends these results using a discrete-time communications updates. A distributed optimization problem for singleintegrator agents is studied in [14] with the adaptivity and finite-time convergence properties.
Having time-invariant cost functions is a common assumption in the literature. However, in many applications the local cost functions are time varying, reflecting the fact that the optimal point could be changing over time and creates a trajectory. In addition, in continuous-time optimization problems, the agents are usually assumed to have singleintegrator dynamics. However, a broad class of vehicles requires double-integrator dynamic models. In our early work [15] , a preliminary attempt for time-varying cost function is made. However, in all articles on distributed optimization mentioned above, the agents will eventually approach a common optimal point. While the algorithms can be applied to rendezvous problems, they are not applicable to more complicated swarm tracking problems.
In this paper, we study a distributed convex optimization problem with swarm tracking behavior for continuous-time multi-agent systems. There exist significant challenges in the study due to the coexistence of nonlinear swarm behavior, optimization objectives, and time-varying cost functions under the constraints of local information and local interaction. The center of the agents will track an optimal trajectory which minimizes the sum of local time-varying cost functions through local interaction. The agents will maintain connectivity and avoid inter-agent collision. Each local cost function is only known to an individual agent and the team's optimal solution is time-varying. Both cases of single-integrator dynamics and double-integrator dynamics will be considered. The extended proofs can also be found in [16] .
The remainder of this paper is organized as follows: In Section II, the notation and preliminaries used throughout this paper are introduced. In Section III and IV, two distributed convex optimization algorithms with swarm tracking behavior and time-varying cost functions for respectively single-integrator and double-integrator dynamics are designed. Finally in Section V, a numerical example is given for illustration.
II. NOTATIONS AND PRELIMINARIES
The following notations are adopted throughout this paper. R + denotes the positive real numbers. I denotes the index set {1, ..., N }; The transpose of matrix A and vector x are shown as A T and x T , respectively. ||x|| p denotes the pnorm of the vector x. Let 1 n and 0 n denote the column vectors of n ones and zeros, respectively and I n denote the n × n identity matrix. For matrix A and B, the Kronecker product is denoted by A ⊗ B. The gradient and Hessian of function f are denoted by ∇f and H, respectively. The matrix inequality A > (≥)B means that A − B is positive (semi-)definite.
Let a triplet G = (V, E, A) be an undirected graph, where V = {1, ..., N } is the node set and E ⊆ V × V is the edge set, and A = [a ij ] ∈ R N ×N is a weighted adjacency matrix. An edge between agents i and j, denoted by (i, j) ∈ E, means that they can obtain information from each other. The weighted adjacency matrix A is defined as a ii = 0, and a ij = a ji > 0 if (i, j) ∈ E and a ij = 0, otherwise. The set of neighbors of agent i is denoted by N i = {j ∈ V : (j, i) ∈ E}. A sequence of edges of the form (i, j), (j, k), ..., where i, j, k ∈ V, is called a path. The graph G is connected, if there is a path from every node to every other node. The incidence matrix associated with the graph G is represented as D. Let the Laplacian matrix L = [l ij ] ∈ R N ×N associated with the graph G be defined as l ii = N j=1,j =i a ij and l ij = −a ij for i = j. The Laplacian matrix L is symmetric positive semidefinite. We denote the eigenvalues of L by λ 1 , ..., λ N . The undirected graph G is connected if and only if L has a simple zero eigenvalue with the corresponding eigenvector 1 N and all other eigenvalues are positive [17] . When the graph G is connected, we order the eigenvalues of L as
for m > 0, ∀x, y ∈ R n , x = y. If f (x) is m-strongly convex and twice differentiable on x, then H(x) ≥ mI n . Lemma 2.2: [19] The second smallest eigenvalue λ 2 of the Laplacian matrix L associated with the undirected connected graph G satisfies
is positive definite if and only if one of the following conditions holds:
III. TIME-VARYING CONVEX OPTIMIZATION WITH SWARM TRACKING FOR SINGLE-INTEGRATOR DYNAMICS
Consider a multi-agent system consisting of N physical agents with an interaction topology described by the undirected graph G. Suppose that the agents satisfy the continuous-time single-integrator dynamicṡ
Note that x i (t) and u i (t) are functions of time. Later for ease of notation we will write them as x i and u i . A time-varying local cost function f i :
Our objective is to design u i for (1) using only local information and local interaction with neighbors such that the center of all agents tracks the optimal trajectory defined by (4), and the agents maintain connectivity while the agents avoiding inter-agent collision. Here x * (t) is the minimizer of the time-varying convex optimization problem
The problem defined in (3) is equivalent to
Intuitively, the problem is deformed as a consensus problem and a minimization problem on the team cost function (2) . In our proposed algorithm, each agent has access to only its own position and the relative positions between itself and its neighbors. To solve this problem, we propose the algorithm
where
V ij is a potential function between agents i and j to be designed, β is positive, and sgn(·) is the signum function defined componentwise. It is worth mentioning that φ i depends on only agent i's position. We assume that each agent has a communication/sensing radius R, where if x i − x j < R agent i and j become neighbors. Our proposed algorithm guarantees connectivity maintenance which means that if the graph G(0) is connected, then for all t, G(t) will remain connected. Before our main result, we need to define the potential function V ij . Definition 3.1: [3] The potential function V ij is a differentiable nonnegative function of x i − x j which satisfy the following conditions
where d ij is a desired distance between agents i and j and R > max i,
Theorem 3.2: Suppose that graph G(0) is connected, Assumption 2.2 holds and the gradient of the cost functions can be written as ∇f i (x i , t) = σx i + g i (t), ∀i ∈ I. If β ≥ φ i 1 , ∀i ∈ I, for system (1) with algorithm (5), the center of the agents tracks the optimal trajectory while the agents maintain connectivity and avoid inter-agent collisions. Proof: Define the positive semi-definite Lyapanov function candidate
The time derivative of W is obtained aṡ
where in the second equality, Lemma 3.1 in [3] has been used. Now, rewritingẆ along with the close-loop system (5) and (1) we havė
It is easy to see that if β ≥ φ i 1 ∀i ∈ I, thenẆ is negative. Therefore, having W ≥ 0 andẆ ≤ 0, we can conclude that V ij ∈ L ∞ . Since V ij is bounded, based on Definition 3.1, it is guaranteed that there will not be a inter-agent collision and the connectivity is maintained.
In what follows, we focus on finding the relation between the optimal trajectory and the agents' positions. Define the Lyapanov candidate function
where W 1 is positive semi-definite. The time derivative of W 1 can be obtained aṡ
Based on Definition 3.1, we can obtain
Now, by summing both sides of the closed-loop system (1) with control algorithm (5), for i = 1, ..., N , we have N j=1ẋ j = N j=1 φ j . Hence we can rewrite (6) aṡ
Therefore,Ẇ 1 < 0 for N j=1 ∇f j (x j , t) = 0. This guarantees that N j=1 ∇f j (x j , t) will asymptomatically converge to zero. Because ∇f i (x i , t) = σx i + g i (t), we have
. On the other hand, using Lemma 2.1, we know N j=1 ∇f j (x * , t) = 0. Hence, the optimal trajectory is
where we have shown that the center of the agents will track the team cost function minimizer. Remark 3.3: Connectivity maintenance guarantees that there exists a path between each two agents i, j ∈ I ∀t. Hence, we have x i − 1 N N j=1 x j < (N −1)R. Now, using the result in Theorem 3.2, it is easy to see that
which guarantees a bounded error between each agent's position and the optimal trajectory. Remark 3.4: There exists a sufficient condition on the agents' cost functions to make sure that φ i 1 , ∀i ∈ I is bounded. If both ∇f i and ∂∇fi ∂t ∀i, j ∈ I are bounded, then φ i 1 ∀i ∈ I is bounded.
Remark 3.5: In Theorem 3.2, it is required that each agent's cost function have a gradient in the form of ∇f i (x i , t) = σx i + g i (t). While this can be a restrictive assumption, there exists an important class of cost functions that satisfy this assumption. For example, the cost functions that are commonly used for energy minimization, e.g., f i (x i , t) = (ax i + g i (t)) 2n , where a ∈ R, n ∈ {1, 2, ...} are constants and g i (t) is a time-varying function particularly for agent i. Here, to satisfy the condition β > φ i 1 ∀i ∈ I, as discussed in Remark 3.4 it is sufficient to have a bound on g i (t) and ġ i (t) .
IV. TIME-VARYING CONVEX OPTIMIZATION WITH SWARM TRACKING BEHAVIOR FOR DOUBLE-INTEGRATOR DYNAMICS
In this section, we study distributed convex optimization of time-varying cost functions with swarm behavior for doubleintegrator dynamics. Suppose that the agents satisfy the continuous-time double-integrator dynamics
where x i , v i ∈ R m are, respectively, the position and velocity of agent i, and u i ∈ R m is the control input of agent i. We will propose an algorithm, where each agent has access to only its own position and the relative positions and velocities between itself and its neighbors. We propose the algorithm
The potential function V ij is introduced in Definition 3.1, α and β are positive coefficients. Theorem 4.1: Suppose that graph G(0) is connected, Assumption 2.2 holds and the gradient of the cost functions can be written as
, for system (10) with algorithm (11), the center of the agents tracks the optimal trajectory, the agents' velocities track the optimal velocity, and the agents maintain connectivity and avoid inter-agent collision.
Proof: The closed-loop system (10) with control input (11) can be recast into a compact form as
respectively, positions and velocities of N agents and
It is preferred to rewrite Eq. (12) in terms of the consensus error. Therefore, we define e X (t) = (Π ⊗ I m )X and e V (t)
Note that Π has one simple zero eigenvalue with 1 N as its right eigenvector and has 1 as its other eigenvalue with the multiplicity N − 1. Then it is easy to see that e V (t) = 0 if and only if v i = v j ∀i, j ∈ I. Thus the agents' velocities reach consensus if and only if e V (t) converge to zero asymptotically. Rewriting (12) we have
where we recall the elements of e X and e V as e X = [e T X1 , e T X2 , ..., e T X N ] T and e V = [e T V1 , e T V2 , ..., e T V N ] T . Define the positive semi-definite Lyapanov function candidate
The time derivative of W along (13) can be obtained aṡ
where in the first equality, Lemma 3.1 in [3] has been used. We also have
where in the last inequality Lemma 2.2 has been used. Now, it is easy to see that if β λ 2 (L) ≥ (Π ⊗ I m )Φ 2 , then Ẇ is negative semi-definite. Therefore, having W ≥ 0 anḋ W ≤ 0, we can conclude that V ij , e v ∈ L ∞ . By integrating both sides of (14) , we can see that e v ∈ L 2 . Now, applying Barbalat's Lemma [21] , we obtain that e V asymptotically converges to zero, which means that the agents' velocities reach consensus as t → ∞. On the other hand, since V ij is bounded, based on Definition 3.1, it is guaranteed that there will not be inter-agent collision and the connectivity is maintained.
In what follows, we focus on finding the relation between the optimal trajectory of the team cost function and the agents' states. Define the Lyapanov candidate function
∇f j (x j , t))
. The time derivative of W 1 along the system defined in (10) and (11) can be obtained aṡ
where in the second equality, we have used the fact that by summing both sides of the closed-loop system (10) with controller (11) for j = 1, 2, ..., N , and using (7), we obtain that
. Hence, we havė
Therefore,Ẇ 1 < 0 for N j=1 ∇f j (x j , t) = 0. Having W 1 ≥ 0 andẆ 1 ≤ 0, we can conclude that t) ), we can see that N j=1 ∇f j (x j , t) ∈ L 2 . Now, applying Barbalat's Lemma, we obtain that N j=1 ∇f j (x j , t) will asymptomatically converge to zero. Now, under the assumption that
On the other hand, using Lemma 2.1, we know N j=1 ∇f j (x * , t) = 0. Hence, the optimal trajectory is
Now using (18), we can conclude that
Particularly, we have shown that the average of agents' state, positions and velocities, tracks the optimal trajectory. We also have shown that the agents' velocities reach consensus as t → ∞. Thus we have v i approaches v * as t → ∞. This completes the proof. ∀i, j ∈ I are bounded, then (Π ⊗ I m )Φ 2 is bounded. For example, the cost function f i (x i (t), t) = (ax i (t) + g i (t)) 2n introduced in Remark 3.5 will satisfy these conditions if g i (t) − g j (t) , ġ i (t) −ġ j (t) and g i (t) −g j (t) are bounded.
V. SIMULATION AND DISCUSSION
In this section, we present a simulation to illustrate the theoretical results in previous sections. Consider a team of six agents. We assumed that R = 5, which means that two agents are neighbors if their this distance is less than R. The agents' goal is to have their center minimize the team cost function 6 i=1 f i (x i (t), t) where x i (t) = (r xi (t), r yi (t)) T is the coordinate of agent i in 2D plane.
In this example, we apply algorithm (5) for singleintegrator dynamics (1) . The local cost function for agent i is chosen as f i (x i (t), t) = (r xi (t) − isin(0.2t)) 2 + (r yi (t) − icos(0.2t)) 2 , (20) For local cost functions (20) , Assumption 2.2 and the conditions for agents' cost function in Remark 3.4 hold and the gradient of the cost functions can be rewritten as ∇f i (x i , t) = σx i + g i (t). To guarantee the collision avoidance and connectivity maintenance, the potential function partial derivatives is chosen as Eqs. (36) and (37) in [3] , Trajectories of all agents along with optimal trajectory using algorithm (5) for local cost function (20) where d ij = 0.5 ∀i, j. Choosing the coefficients in algorithm (5) as β = 5, and τ = 1, and the results are shown in Fig.  1 .
VI. CONCLUSIONS
In this paper, a distributed convex optimization problem with swarm tracking behavior was studied for continuoustime multi-agent systems. The agents' task is to drive their center to minimize the sum of local time-varying cost functions through local interaction, while maintaining connectivity and avoiding inter-agent collision. Each local cost function is known to only an individual agent. Two cases were considered, single-integrator dynamics and doubleintegrator dynamics. In each case, a distributed algorithm was proposed where each agent relies only on its own position and the relative positions (and velocities in doubleintegrator case) between itself and its neighbors. Using these algorithms, it was proved that for both cases the center of the agents track the optimal trajectory while the connectivity of the agents was maintained and agents avoided inter-agent collision.
