Collective risk theory is concerned with random fluctuations of the total assets and the risk reserve of an insurance company. In this paper we consider self-similar, continuous processes with stationary increments for the renewal model in risk theory. We construct a risk model which shows a mechanism of long range dependence of claims. We approximate the risk process by a self-similar process with drift. The ruin probability within finite time is estimated for fractional Brownian motion with drift. A similar model is applicable in queueing systems, describing long range de-pendence in on/off processes and associated fluid models. The obtained results are useful in communication network models, as well as storage and inventory models.
Introduction
Consider a company which only writes ordinary insurance policies such as accident, disability, health and whole life. The policyholders pay premiums regularly, and at certain random times report claims to the company. A policyholder's premium, the gross risk premium, is a positive amount composed of two components. The net risk premium is the component calculated to cover the payments of claims on the average. The security risk premium, or safety loading, is the component which protects the company from large deviations of claims from the average, and also allows an accumulation of capital. When a claim occurs, the company pays the policyholder a positive amount called the positive risk sum. Furthermore, we shall assume that the initial risk reserve of the company is u > 0, and that the policyholders pay a gross risk premium of c > 0 per unit time. Thus, the risk process has the form: N(t) R(t) u + ct-E Yk" (1) k=l
We define the ruin time T as the first time the company has a negative risk reserve:
T inf{t > 0: R(t) < 0}
if the set is nonempty, and T-otherwise. In order to avoid T < cx, a.s. we E(t) assume the net profit condition limt__.o > 0 holds. The principal problems of collective risk theory have been to calculate the ruin probability (u)= P{T < cx] R(0)= u}. Many of the results for these distributions are complicated expressions which have been obtained using analytical methods. For a comprehensive treatment of the theory up to 1955, the reader should consult Cramer [8] . A more recent account of the theory is available in Chapter 7 of Takcs [44] , Grandell [17] , and Asmussen [3] . By 1940, Hadwiger [19] [9] ; and Cunha, Bestavros and Crovella [10] . In Norros [30] [31] [32] , the cumulative traffic process (i.e., the amount of traffic arriving between 0 and t) is modeled with fractional Brownian motion (the self-similarity parameter H > 1/2).
To study the total traffic for all source-destination network pairs, Willinger, et al. [ In this paper, in contrast to the classical, independent, identically distributed assumptions, we are interested in the case where (Yk:k G ) are strongly dependent.
In queueing systems, the relevance of such dependence assumptions is currently receiving much attention as we mentioned above. As an example of a mechanism generating such dependence, one can consider, the aforementioned alternating environment. The paper is organized as follow: Section 2 contains some preliminaries on weak convergence of stochastic processes in the Skorokhod topology and on self-similar processes; in Section 3, we define a sequence of risk processes and show that it converges weakly to a self-similar process with drift; Section 4 deals with the convergence of functionals of the risk process, showing that the finite-time passage probabilities converge; in Section 5, we briefly discuss our approximation when the claim arrival process is a renewal process; and in Section 6, we consider fractional Brownian motion as an example in risk theory. We give an approximation to the ruin probability when the initial capital is sufficiently large.
Preliminaries
In this section, we assemble those concepts and results from weak convergence theory as those apply to collective risk theory. Furthermore, we define a class II of processes.
Denote by D the space of all cadlag (i.e., right-continuous with left-hand limits) functions on [0, oe) endowed with the Skorokhod topology (see Ethier and Kurtz [4] 
In this case, one writes X(')X.
One of the most useful results in weak convergence theory is the continuous mapping theorem. Let h be a measurable mapping of S into another metric space S' with a-field f' of Borel sets. Each probability measure P on (S,b') induces on (S',f') a unique probability measure Ph-I(A)-P(h-1A) for A E b". Let D h be the set of discontinuities of h. Then we have:
Proposition 1: (Billingsley [7] ) /f Pn and P are probability measures on (S,f) such that Pn=P and P(Dh) O, then Pnh-l=:Ph-1.
In collective risk theory, we are interested in sums of a random number of random variables. We also need a general theorem of random change of time. Let I denote the identity function.
Proposition 2: Let (Bn:n e N) be processes in D[0, oc), B be a process with continuous sample paths, and suppose that Bn==B. Let (Nn:n N) be a sequence of processes with nondecreasing sample paths starting from 0 such that Nn=I > O.
For each n N, B n and N n are assumed to be on the same probability space. Then:
Proof: The process B has continuous sample paths so the assertion is an immediate application of the method used in Billingsley [7] . The concept of semi-stability was introduced by Lamperti [22] . Mandelbrot 
in the sense of finite-dimensional distributions. EZH(t 0 and E ZH(t) " < cx3 for 7 < . The sequence (Q(n):n N) of risk processes is given as follows: for every n G N let u (n) > 0 denote the initial risk reserve, c(n)> 0 the premium rate, and N (n) the corresponding point process. The claim sizes are denoted by (yn): k e N). Then:
We assume that the claims are of the form yn)_ We assume that we have good periods and bad periods when we observe arriving claims (e.g., periods ofood weather and periods of bad weather). These two periods G alternate. Let (T ,Tn,n N) be independent, identically distributed non-negative random variables representing good periods; similarly, let (SB, SBn, n N) be independent, identically distributed non-negative random variables representing bad periods. The T's are assumed independent of the S's, the common distribution of good periods is FG, and the distribution of bad periods is FB. We assume both F a and F B have finite means uG and UB, respectively, and we set u ua + UB" Consider the pure renewal sequence initiated by a good period (0, E = I(T + S), n N). The interarrival distribution is F a,F B and the mean interarrival time is u. This pure renewal process has stationary version (see Asmussen [2] Let (Yan,n _> 0) be independent, identically distributed random variables representing claims appearing in good periods (e.g., Yn a describes a claim which may appear at the nth moment in a good period). Similarly, let (YBn,n >_ 0) be independent, identically distributed random variable representing claims appearing in bad periods (e.g, yB describes a claim which may appear at the nth moment in a bad period). We assume that a 
The sequence (Yn, n > 0) is stationary. 
when n---,c (see Heath et al. [18], Theorem 4.3). From this, (11) follows.
We assumed that the good period dominates the bad period but one can approach the problem reversely, (e.g., the bad period can dominate the good period).
One can see the symmetry of this good and bad period characteristics in the covariance function (see Heath et al. [18] ). This same argument can be used on/off models and associated fluid models.
Let us determine the limiting process of Z (n) given in (6). We define the process (Q(t): t _> 0) by
where u and c are positive numbers, and (ZH(t)'t >_ 0) is a process endowed with properties II(H). Here is some positive constant which will be specified in the next theorem. The following theorem shows that the sequence (Q(n):n N) converges weakly to the process in (12)" 
From the assumption in (13), we obtain (N(n)(t)-nt) # (n) 0 in probability in the Skorokhod topology as n. From (13) and Proposition 2 we obtain that (')(t) 1 1 in the Skorokhod topology as n--,cx. Because u(n)+t c (n)-)n converges to u / ct in probability in the Skorokhod topology, the proof is complete. [:] The distribution of a risk process can be approximated by the distribution of process in (12).
The Convergence of Functionals of Risk Processes
Collective risk theory has mainly been concerned with functionals which represent the total assets of the insurance company at time t, namely Q(n), and with the ruin time T(n), which is defined as T (n) T(Q(n)), where
if the set {t > 0:x(t) < 0} is not empty, and / cx otherwise. We need a theoretical result which permits us to approximate the finite-time ruin probability by the ruin probability of the corresponding process Q. The process given in (12) 
T(Q(n))=T(Q). (19)
Proof." Let x n converge to x in the Skorokhod topology, where x is a continuous trajectory of the process Q. Then x n tends to x uniformly on compacts. First assume that T(x)-c. This means that x(t)> 0 for all t> 0 because we assumed that P{inf0<s<tQ(s)-O}-O for all t>0. Let N be such that, for sufficiently large n, xn(t-0 for all 0 _<t_< N. Letting Noc, we obtain that T(xn)---<x as Now let T(x)< cxz, and assume that T(xn)T and T > T(x)(more precisely there is such a subsequence of {T(xn)}). Then there is 6 > 0 such that x(T(x)+ 6) < 0 and T(x)+ 6 < T. Since xn(T(x + 5) < 0 for sufficiently large n, this is a contradiction.
Remark: Proposition 3 shows that the finite-time ruin probabilities converge" dkmP{T(Q()) <_ t} P{T(Q) <_ t}, or equivalently, limP{ inf Q(n)(s)<O}-P{ inf Q(s)<0}.
n--,cx 0 < s < 0 < s < Hence, we can approximate the finite-time ruin probabilities by the probability of the first 0-downcrossing of the process in (12). However, it is not clear whether the convergence of the infinite-time ruin probabilities holds, i.e., whether:
In Proposition 3, we proved much more (i.e., we proved that if Qn converges almost surely to Q then T(Q,)T(Q) a.s.).
A Renewal Type Model
To construct an example of risk processes which converge to a self-similar process, we have to check the conditions of Theorem 3. We consider the case where the occurrence of the claims is described by a renewal process N:
The inter-occurrence times (Tk:k E ) are assumed to be independent, positive random variables. We define (21) is true in the ordinary renewal theory situation where (Tk) is a sequence of independent, identically distributed random variables with mean and variance r2. In this case, we have N(nt)-nt =:er/3/2B(t). (26) (see Billingsley [7] ).
6. An Example: Fractional Brownian Motion 
for x---oc, and +
for y fixed and x-cx.
Let us define
where u and c and A are positive constants. Recall that we assume 1 / 2 < H < 1. Our main aim is to find the ruin probability of the process in (30). We need bounds or limit theorems for the ruin probability of process B H because we do not know the exact form of this probability. This will be made by applying the easy consequence 
Numerical Results
In order to get some appreciation of the behavior of the process Q defined in (30), we compute the ruin probability for fractional Brownian motion using the simple Monte Carlo method and compare it with the upper bound given in (33). The lower bound, which should be closer to the real ruin probability, is also considered. Fractional Brownian motion was simulated with the well-known and reliable method of Cholesky factorization (see Rice [34] ). This method can be used for estimation of continuous functionals of a sample (e.g., extremes) with a predetermined error. One should write that for continuous but nondifferentiable Gaussian processes, the method needs a fine grid (leading to long execution times) for reliable results (see Seleznjev [40] ). But is was shown in Seleznjev [39] , that for general classes of random processes with incremental variance, E[(X()-X())] _< C I-", C > O,. > O, (5) with the best rate of approximation in the quadratic mean being n-c/2, where n is a number of used linear functionals (e.g., values of the process X(tk) k 1,..., ). Table 1 , we have presented some numerical values for illustrative purposes. In our simulations, H 0.6, 0.8, 0.9, the latter values are t-5, c-1, A-1, r-10. we divided the interval [0, t] according to 1500 points (e.g., we took 1500 random variables to compute the ruin probability). We ran 40000 simulations in order to estimate (u, t) . The half-width of the asymptotic 95% confidence interval is denoted by e.
As has been shown in Theorem 6, it follows from our simulations that the ruin probability for fractional Brownian motion is very close to the lower bound. The upper bound also gives a good approximation. For large u, the upper bound behaves p a)ility is strongly dependent on the parameter H of self-similarity, and the ruin probability is larger when the dependence of increments (or claims) is stronger. The time horizon t equals 5.
