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Abstract—This paper studies the four-node Multiple Access
Relay Channel (MARC) under quasi-static block Rayleigh fading
channels and Gaussian noise environment. A relay employs
Demodulate–and–Forward (DMF) protocol in order to help two
channel-encoded sources to communicate with a destination. The
contributions of the paper are threefold: i) we propose a Near
Optimal Joint Network/Channel decoding (NO-JNCD) algorithm
at the destination. The NO-JNCD employs Cooperative Maximum
Ratio Combining (C-MRC) detector and the BCJR algorithm
applied to a compound code which trellis consists of all possible
states of two single trellises at sources; ii) we compute extended
distance spectrum of the compound code containing input weights
for each source and output weights on each fading channel; and
iii) from the extended distance spectrum, we derive the Bit Error
Rate (BER) upper bound for the compound code as well as for
each source. It is shown by simulation that the proposed decoder
provides performance very close to that of the optimal JNCD with
both DMF and Decode–and–Forward (DF) relaying protocols.
Finally, the analysis is checked by simulation.
Keywords—Joint Network/Channel decoding, Multiple Access
Relay Channels, Convolutional Code, Distance Spectrum.
I. INTRODUCTION
Network Coding (NC), in which intermediate nodes are
allowed to forward a linear combination of multiple input
packets [1] has gained much attention because of its potential
improvement in diversity gain and throughput over classical
routing techniques. It has been recently shown that NC can also
provide improved performance and energy efﬁciency compared
with conventional network routing techniques [2]. However,
NC is facing a fundamental error propagation problem [3]
which can dramatically degrade performance and reduce the
diversity order of cooperative networks.
Joint network channel decoding (JNCD) has gained much
attention [4] as an effective solution to counteract the error
propagation problem [2]. The idea behind JNCD is the ex-
ploitation of the inherent redundancy of network and channel
codes. It has been shown in [4] that, compared to conventional
distributed turbo coding and separate network and channel
decoding, JNCD can improve the performance of canonical
two-way and multiple-access relay channels. However, most
results assume that only correct packets are forwarded from
the relay to the destination. Other JNCD algorithms were also
proposed for MARC with both Convolutional Code (CC) and
Low Density Parity Check (LDPC) code [5], [6]. Likewise,
it was assumed that the source-relay channels are error-free.
Recently, various relaying protocols have addressed the error
propagation problem in cooperative communications, including
soft relaying protocols [7], the threshold-based relaying [8]
and opportunistic relaying [9]. Other solutions foresee that the
destination takes care of error propagation. The idea is that,
if the destination has access to the channel state information
(CSI) of the source-relay links, this knowledge can be ex-
ploited to mitigate the error propagation problem. The authors
in [10] show that channel-aware receivers can signiﬁcantly
improve the performance of NC. However, no channel coding
is considered in [10]. A cooperative communication scheme
for multiple-input multiple-output (MIMO) was proposed in
[8]. Note that these papers mostly provided simulations but
did not provide analytical results because of the difﬁculty of
analyzing iterative decoding [4] or LDPC codes [6].
Therefore, performance analysis in terms Bit Error Rate
(BER) is important in order to understand and efﬁciently
design a cooperative system. This paper studies the four-node
multiple access Demodulate-and-Forward (DMF) [11] relay
network under quasi-static block Rayleigh fading channels.
In particular, we propose a near optimal JNCD (NO-JNCD)
algorithm at the destination which simultaneously decodes the
data messages. A Cooperative Maximal Ratio Combining (C-
MRC) detector [12] is employed prior to channel decoding
in order to tackle with the error propagation and to reduce
the decoder’s complexity. The key idea behind the proposed
algorithm is that we consider the compound code at destination
with a trellis consisting of all states of single trellis at sources
[13]. Hence, the relayed signal can be seen as an additional
redundancy inside the compound code. The idea of using the
combined trellis can also be found in [14] for the two way relay
network and physical network coding. However, no analytical
analysis was available in [14] and the combined code was only
used to decode network-coded symbols at the relay.
After describing the system model in Section II, and
presenting the proposed NO-JNCD algorithm in Section III
the contributions of the paper are as follows: i) First, we
derive distance spectrum and the minimum distance of the
compound code in Section IV. We show that the output weights
of the compound codeword always distribute on two or three
orthogonal channels; ii) From this distance spectrum, we derive
in Section V the upper bound of BER for each source in block
Rayleigh fading channels. In addition, the proposed NO-JNCD
algorithm is also compared by simulation to the optimal JNCD
(OJNCD) algorithm [13] in both Decode–and–Forward (DF)
and DMF protocols. The simulations provided in Section VI
show that NO-JNCD provides a performance very close to that
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obtained by the OJNCD algorithm in both relaying protocols.
II. SYSTEM MODEL
The network under consideration consists of two sources
(S1, S2), one destination (D) and one relay (R). All nodes
are equipped with single antennas. The system is assumed
to operate on orthogonal channels. Therefore, a cooperation
period is divided into two phases: broadcasting phase and
relaying phase. In the ﬁrst phase, each source broadcasts its
messages to R and D. In the second phase, the relay forwards
network-encoded symbols to the destination. All channels are
subject to quasi-static block Rayleigh fading plus Additive
White Gaussian Noise (AWGN) [15]. The relay employs
DMF protocol [11]. More speciﬁcally, source Si, i = 1, 2
encodes a message ui consisting of K data symbols into
a codeword ci, which contains NK coded symbols by a
convolutional code (CC) of rate of 1/N , ci = {ci,1, ..., ci,NK}.
The codeword ci is then binary mapped into a signal xi as
xi,k = 2ci,k−1, k = {1, ..., NK}, where xi,k is the kth symbol
of xi, before being transmitted to the relay and the destination.
The received signals at the destination and the relay at the end
of ﬁrst phase are given as follows:
ySiD =
√
PSiDhSiDxi + niD, i = 1, 2
ySiR =
√
PSiRhSiRxi + niR, i = 1, 2 (1)
where PXY with X ∈ {S1, S2} and Y ∈ {D, R} is the power
of the received signal at node Y from node X (which contains
the pathloss); hXY is the channel coefﬁcient of link X-Y,
which is a complex Gaussian random variable with zero mean,
unit variance, E{|hXY |2} = 1 and is statistically independent
among different X-Y channels; nXY is a noise vector whose
components are Gaussian random variables with zero mean
and variance σ2.
At the end of the ﬁrst phase, the relay: i) estimates a
codeword cˆi = {cˆi,k}NKk=1 by a Maximum Likelihood (ML) de-
tector: cˆi,k = argmaxci,k∈{0,1}{|ySiR,k−
√
PSiRhSiRxi,k|2};
ii) network-encodes cˆ1, cˆ2 to get binary network-encoded
signal cˆR, with cˆR,k = cˆ1,k⊕cˆ2,k; iii) modulates cˆR into signal
symbols xˆR and forwards it to the destination regardless the
possible decoding error at the relay. The received signal at the
destination from relay is given by
yRD =
√
PRDhRDxˆR + nRD. (2)
The destination is assumed to be aware of source-relay chan-
nels. After two frames, the destination begins decoding in two
steps: i) applies the C-MRC decoder [12] and ii) performs joint
network channel decoding.
III. NEAR OPTIMAL JOINT NETWORK CHANNEL
DECODING
After receiving three channel observations from two
sources and from the relay, the destination performs joint
network/channel decoding based on the knowledge of the
source-relay channel gains. The MAP decision rule is given
by
[uˆ1,k,uˆ2,k]=arg max
u1,k,u2,k
Pr {u1,k,u2,k|yS1D,yS2D,yRD}
∼arg max
u1,k,u2,k
Pr{u1,k,u2,k,yS1D,yS2D,yRD}. (3)
In order to make full use of the redundancy provided by
the relay, the destination jointly decodes both data messages
u1,u2 simultaneously. The key point of our study is to
consider the trellis at the destination as a compound trellis
that contains all possible combinations of the individual trellis
states at S1, S2 and the relayed signal provides additional
parity bits (redundancy) to the compound code. Let g be
the generator polynomial of channel code at two sources, the
generator polynomial of the compound code at destination, G,
is:
G =
[
g g 0
g 0 g
]
. (4)
Now the problem in (3) can optimally be solved by using
the BCJR algorithm [16] for the compound code G, with
compound data message U = {Uk}Kk=1, Uk Δ= [u1,k, u2,k] and
compound codeword C = {Ck}NKk=1, Ck Δ= [c1,k, c2,k, cR,k =
c1,k ⊕ c2,k]. Denote Sk1 , Sk2 as the states of trellis in
S1 and S2 at time index k; αk
(
Sk1 , S
k
2
)
, βk
(
Sk1 , S
k
2
)
and
χk
(
Sk1 , S
k
2 , S
k+1
1 , S
k+1
2
)
as forward ﬁlter, backward ﬁlter and
metric of the compound code. The forward and backward
ﬁlters can be recursively computed from the compound metric
[16] which is:
χk
(
Sk1 , S
k
2 , S
k+1
1 , S
k+1
2
)
=
N(k+1)∑
i=Nk+1
(5)
( ∣∣y1,i −√PS1DhS1Dx1,i∣∣2 + ∣∣y2,i −√PS2DhS2Dx2,i∣∣2
+λR
∣∣yR,i −√PRDhRDxˆR,i∣∣2
)
,
where λR =
min{γS1R,γS2R,γRD}
γRD
is the parameter of C-MRC
detector [12] that takes into account decoding error at the relay.
Here, γXY = PXY |hXY |2/σ2 with X ∈ {S1, S2, R} and
Y ∈ {R,D} denotes the instantaneous SNR of link X-Y.
In (5), the proposed decoder considers relayed signal as
additional redundancy of compound code. The NC and CC
are optimally decoded in one step. The compound trellis
of (4) is same as that of the OJNCD algorithm [13] and
its complexity doubly exponentially increases with constraint
length of the single code g. Unlike [13], in which the decoder
examines all possible values of estimated bits at the relay, our
solution assumes that relayed bits are equivalent to correct
bits transmitted via some equivalent channels. Although being
more complex than iterative decoding algorithm, the proposed
algorithm allows to analyze the system performance.
IV. DISTANCE SPECTRUM OF THE COMPOUND CODE
It is well known that the performance of convolutional
code depends on its distance spectrum - distribution of input
weights and coded (output) weights of non-zero paths [17]. In
our case, since the output of the compound code propagates via
three blocks, i.e. hS1D, hS2D and hRD, we derive an extended
distance spectrum of the compound code, which facilitates
performance analysis in the next section, as follows:
Γ (W,D)=
∑
w1+w2=w
d1+d2+d3=d
Γw1w2d1d2d3W
w1
1 W
w2
2 D
d1
1 D
d2
2 D
d3
3 , (6)
where W1,W2 are placeholders for inputs u1, u2; D1, D2, D3
are placeholders for coded outputs propagating via channel
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hS1D, hS2D and hRD, respectively; w1, w2 are respective data
input weights of u1,u2; d1, d2, d3 are coded output weights of
channels hS1D, hS2D and hRD; and Γw1w2d1d2d3 is the num-
ber of paths with parameters w1, w2, d1, d2, d3. For example,
2W 21W2D1D
3
2D
2
3 shows that there are Γ21132 = 2 non-zero
paths with input weight 3 including weight 2 for u1 and weight
2 for u2; output weight 6 consisting of weight 1 for channel
hS1D, weight 3 for channel hS2D and weight 2 for channel
hRD. Computation of the distance spectrum in (6) is easily
obtained via the well-known algorithm in [18]. Table I shows
an example of extended distance spectrum in (6) for d = 14.
Deﬁne Dd
Δ
= {d1, d2, d3} with d1 + d2 + d3 = d as
a weight pattern corresponding to weight d. Obviously, the
weight pattern Dd deﬁnes the distribution of weights among
the three channels.
TABLE I. EXTENDED DISTANCE SPECTRUM OF G IN (4), g = [23, 35]
Γw1w2d1d2d3 w1 w2 d1 d2 d3
1 0 1 0 7 7
1 0 3 0 7 7
1 1 0 7 0 7
1 3 0 7 0 7
1 1 1 7 7 0
1 3 3 7 7 0
Lemma 1. Denote f as the minimum distance of the individual
codes at sources S1 and S2. The minimum distance F of the
compound code is equal to twice the minimum distance of the
single code, F = 2f , and the weight pattern DF has one of
the following values {f, f, 0}, {f, 0, f}, {0, f, f}.
Proof: Denote H(x) as weight of vector x, i.e. number of
non-zeros bits. Let C˜ = [c˜1, c˜2, c˜R] be a compound codeword
with weight F , where c˜1, c˜2 is a codeword at source S1 and
S2, and c˜R = {c˜R,k}NKk=1 with c˜R,k = c˜1,k ⊕ c˜2,k. Let d1 =
H (c˜1) , d2 = H (c˜2) , d3 = H (c˜R). Obviously, H(C˜) = d1 +
d2+d3 = F . Because F is the minimum distance of compound
code, c˜1, c˜2 is either all-zero codeword or minimum weight
codeword, i.e. d1, d2 ∈ {0, f}. If d1 = f, d2 = 0, it is to see
that d3 = d1 = f , leading to F = 2f and DF = {f, 0, f}. If
d1 = 0, d2 = f , then d3 = d2 = f . Similarly we have F = 2f
and DF = {0, f, f}. Now consider the case d1 = f, d2 = f .
If c˜1 ≡ c˜2, we have c˜R = 0, consequently F = 2f and DF =
{0, f, f}. Otherwise, if c˜1 = c˜2, there are at least two non-
zero bits in c˜R, leading to d3  2 and d1 + d2 + d3  2f +2.
It means that c˜1 = c˜2 does not belong to the minimum weight
compound codeword C˜.
Lemma 2. Consider the weight pattern Dd = {d1, d2, d3} of
the compound codeword X with weight d > F . There are at
least two non-zero elements in Dd.
Proof: Let C = [c1, c2, cR] be a compound codeword
with weight d > F . Obviously, there is at least one non-zero
bit in c1, c2. Without loss of generality, assuming that c1,1 = 1.
If c2,1 = 0, then cR,1 = 1 and there is at least one weight in
channel hS1D and hRD. If c2,1 = 1, then there is at least one
weight in hS1D and hRD. This proves Lemma 2.
Lemma 1 and Lemma 2 provide an important information
that the output weights of the compound code always locate
on two or three orthogonal channels. This is used along with
input weights in (6) to evaluate the performance of NO-JNCD
in next section.
V. PERFORMANCE ANALYSIS
A. Equivalent channel of network-coded symbols
It is well known that the two-hop channel of the network-
coded symbols can be tightly modeled as a single-hop channel
γR = min{γS1R, γS2R, γRD} [12], where γXY = PXYσ2 |hXY |2
is instantaneous SNR of X-Y channel with average SNR
γXY =
PXY
σ2 . Because γXY is exponentially distributed, it
is easy to see that γR is also an exponential random variable
with parameter γR given by
1
γR
=
1
γS1R
+
1
γS2R
+
1
γRD
. (7)
Using the equivalent channel, the network-coded signal is
modeled as if it was conveyed by a single channel whose
instantaneous SNR is γR. For convenience, deﬁne hR =√
γRσ2
PRD
as the equivalent channel coefﬁcient of this channel,
the received signal at destination from relay is given by
yRD =
√
PRDhRxR + nRD, (8)
where xR,k = 2(c1,k ⊕ c2,k) − 1. Denote X = [x1,x2,xR]
as the compound codeword signal. The metric of a compound
codeword X is given as follows:
M(X)=
NK∑
k=1
(∣∣∣yS1D,k−√PS1DhS1Dx1,k∣∣∣2+ (9)
∣∣∣yS2D,k−√PS2DhS2Dx2,k∣∣∣2+∣∣∣yR,k−√PRDhRxR,k∣∣∣2
)
.
We note that possible errors at the relay are taken into
account by the equivalent channel hR.
B. Derivation of BER
The received signal at destination for the compound code
is thus equivalent to the output of some block fading channel
[15] with three blocks hS1D, hS2D and hRD for which the
BER is evaluated as [17]:
Pe =
1
2
+∞∑
d=F
∑
Dd
w (Dd) Pu (d|Dd), (10)
where F is the minimum distance of the compound code;
w (Dd) = Γw1,w2,d1,d2,d3 (w1 + w2) is total data input weights
associated to pattern Dd; and Pu (d|Dd) is pair-wise error
probability (UPEP), the probability of receiving a codeword
with weight d when all-zero codeword was transmitted and
d weights are allocated in three channels hS1D, hS2D, hR ac-
cording to pattern Dd. The UPEP is averaged over channels of
the conditioned pair-wise error probability (CPEP) Pc (d|Dd)
as follows:
Pu(d|Dd) = E {Pc (d|Dd)} , (11)
where E{.} denotes the expectation over fading coefﬁcients.
Lemma 3. The CPEP Pc (d|Dd = {d1,d2,d3}) is given by
Pc (d|Dd) = Q
(√
2 (d1γS1D + d2γS2D + d3γR)
)
, (12)
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where Q(x) = 1π ∫+∞0 e−
t2
2 dt denotes the Q-function.
Proof: The CPEP Pc(d|Dd) is equal to the probability
of receiving codeword X with weight d when the all zero
codeword X0 was transmitted:
Pc (d|Dd) = Pr{M (X)−M (X0) < 0|Dd}.
Since X has weight d, there are only d non-zero elements in
M (X)−M (X0). In addition, given pattern Dd = {d1, d2, d3},
there are d1 weights in channel hS1D, d2 weights in channel
hS2D and d3 weights in channel hR. Following the method in
[15] we obtain (12).
Theorem 1. The UPEP Pu (F |DF ) according to the minimum
distance F of the compound code is:
Pu (F |DF ) = 3
4F 2
1
γXγY
, (13)
with X,Y ∈ {S1D,S2D,R}, X = Y .
Proof: Lemma 1 states that pattern DF can only take
one of the values {f, f, 0}, {f, 0, f}, {0, f, f}. Consider the
ﬁrst case and apply Lemma 3:
Pc (F |{f, f, 0}) = Q
(√
2fγS1D + 2fγS2D
)
.
Using alternative expression of the Q-function and integrating
over the distribution of γS1D, γS2D we obtain (15), after
second-order approximation by Taylor series. Applying the
same strategy for the two other cases {f, 0, f}, {0, f, f} results
in (13).
Theorem 2. The UPEP Pu(d > F |Dd = {d1, d2, d3}) of the
compound code is given by
Pu (d|Dd) =
⎧⎪⎪⎨
⎪⎪⎩
3
16diXdiY
1
γXγY
, if sgn (Dd) = 2
5
32d1d2d3
1
γS1DγS2DγR
, if sgn (Dd) = 3
,
(17)
where iX = iY ∈ {1, 2, 3}, sgn(.) denotes the sign function
and sgn (Dd) = sgn(d1) + sgn(d2) + sgn(d3).
Proof: Lemma 2 states that the weight pattern Wd =
{d1, d2, d3} is always distributed on two channels, i.e.
sgn(Dd) = 2, or three channels, i.e. sgn(Dd) = 3. In the
former, the same demonstration as for Theorem 1 holds. For
the latter, using the CPEP given in Lemma 3 and integrating
CPEP over fading channels we have (16), with
I (a, b, c) =
a2
(a− b)(a− c)
√
a
a+ 1
,
and (∗) results from a third-order approximation using Taylor
series. This proves Theorem 2.
Theorem 1 and Theorem 2 are used along with (10) to
derive the BER of the compound code, i.e. the average BER
of two sources. The BER of each source is computed by
considering information weights of each source in the extended
distance spectrum in (6). Denote wi(Dd) = wiΓw1w2d1d2d3 as
the information weights of source Si caused by pattern Dd.
The BER of each source is given as follows:
Pe (Si) =
+∞∑
d=F
∑
Dd
wi (Dd) Pu (d|Dd), i = 1, 2. (18)
In (18), the BER of each source is a combination of diversity
order 2 and diversity order 3 factors weighted by wi (Dd)
which is strictly deﬁned in G. At high SNR region, the BER is
dominated by second-order factors. Consequently, the system
achieves second-order diversity. We note that the inﬁnity of
weight d in (18) is primitively derived for Gaussian channels
because the Q-function decays at much higher rate than the
increase rate of input weights wi (Dd) [17]. However, in block
Rayleigh fading channel, the maximum number of d in (10)
is usually limited by the ﬁrst values [19].
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Fig. 1. Performance of NO-JNCD compared with OJNCD in both
DF and DMF in Symmetric setting. The BER of two sources are the
same.
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Fig. 2. Performance of NO-JNCD compared with OJNCD in both
DF and DMF in Asymmetric setting.
VI. NUMERICAL AND SIMULATION RESULTS
The system under study consists of two sources, one relay
and one destination. Due to space limitation, we only consider
quasi-static block Rayleigh fading channels in this paper as
a special block fading scenario. The results can easily be
extended to general block fading channels and will be reported
elsewhere. In addition, quasi-static block fading case makes
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Pu (F |{f, f, 0}) =
∫ +∞
0
∫ +∞
0
(
1
π
∫ π/2
0
e
− fγS1D+fγS2D
sin2θ dθ
)
1
γS1DγS2D
e
− γS1D
γS1D
− γS2D
γS2D dγS1DdγS2D
=
1
2
(
1− γS1D
γS1D − γS2D
√
fγS1D
1 + fγS1D
− γS2D
γS2D − γS2D
√
fγS2D
1 + fγS2D
)
 3
16f2
1
γS1DγS2D
. (15)
Pu (d|{d1, d2, d3}) =
∫ +∞
0
∫ +∞
0
∫ +∞
0
(
1
π
∫ π/2
0
e
− d1γS1D+d2γS2D+d3γR
sin2 θ dθ
)
1
γS1DγS2DγR
e
− γS1D
γS1D
− γS2D
γS2D
− γR
γR dγS1DdγS2DdγR
=
1
2
(
1− I (d1γS1D, d2γS2D, d3γR)− I (d2γS2D, d1γS1D, d3γR)− I (d3γR, d1γS1D, d2γS2D))
(∗) 5
32d1d2d3
1
γS1DγS2DγR
. (16)
it clear to present our analysis, as the main contribution
of this paper. BPSK modulation and binary network coding
are employed. Channel code CC [23, 35] with rate 1/2 is
chosen as the one which optimizes both minimum distance
and error weight in Rayleigh fading channels [19]. The data
packet length is equal to 1024bits. Two network settings are
investigated: i) Symmetric: γS1D = γS2D = γ and γS1R =
γS2R = γRD = γ + 9dB and ii) Asymmetric: γS1D = γ,
γS2D = γ + 9 and γS1R = γS2R = γRD = γ + 12dB. In
simulations, EbN0 = γ − 10 log10(1/N) and it is expended
until 25dB to clearly see the system diversity order. In addition,
the OJNCD algorithms [13] with both DF and DMF are shown
for comparison.
Fig. 1 shows analytical and simulation results in the sym-
metric setting. The ﬁrst four weights are used in (18). First, it is
shown in the ﬁgure that the analysis is very close to simulation
results. Second, the NO-JNCD gives a performance very close
to that of the OJNCD. In this setting, the BERs of both sources
are equal.
Fig. 2 presents the results for the asymmetric setting. A
similar conclusion is observed: the theoretical analysis curves
tightly match the simulations for each source and average BER
cases. This proves the accuracy of our analysis.
VII. CONCLUSION
We proposed a new method that combines the C-MRC
detector and the optimal JNCD decoder to analyze the per-
formance of the multiple–access relay channel in quasi-block
Rayleigh fading channels. The key idea is to consider the
relayed signal as providing additional parity bits (redundancy)
of the compound code at the destination. The proposed frame
work can be extended to general block fading channels.
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