Detecting anomalies in sensors and reconstructing the correct values of the measured signals is of paramount importance for the safe and reliable operation of nuclear power plants. Auto-associative regression models can be used for the signal reconstruction task but in real applications the number of sensors signals may be too large to be handled effectively by one single model. In these cases, one may resort to an ensemble of reconstruction models, each one handling a small group of sensor signals; the outcomes of the individual models are then combined to produce the final reconstruction. In this work, three methods for aggregating the outcomes of a feature-randomized ensemble of Principal Components Analysis (PCA)-based regression models are analyzed and applied to two case studies concerning the reconstruction of 215 signals monitored at a Finnish nuclear Pressurized Water Reactor (PWR) and 920 simulated signals of the Swedish Forsmark-3 Boiling Water Reactor (BWR). Based on the insights gained, two novel aggregation procedures are developed for optimal signal reconstruction.
Introduction
Accurate monitoring of the health state of systems, structures and components can contribute significantly to the safe and efficient functioning of nuclear power plants for it allows the timely detection of malfunctions and anomalies during operation.
The monitoring relies on the signals collected by a large number of sensors placed at various locations in the plant. The measured signals are transmitted to the control and protection systems and to the operators, to evaluate the plant health state and eventually take corrective or emergency actions for safely steering critical situations and preventing accidents.
For efficient monitoring, early detection of sensor failures and eventual correction of the delivered measurements is fundamental to avoid that misleading information be used for plant operation, possibly leading to unsafe and/or inefficient states (Hoffmann, 2005; Hoffmann, 2006) . Two issues are central to the ensemble approach to signal reconstruction: (1) how to define the signal groups and (2) how to aggregate the outcomes of the models built on such groups.
In this work, the signals groups are randomly generated by the Random Feature Selection Ensemble The issue of how to compute the ensemble-aggregated signal reconstruction output is the focus of this paper. The random composition of the signal groups is such that some of the individual models might provide largely incorrect signal reconstructions which negatively affect the ensemble aggregate. Thus, discarding the outcomes of some models can enhance the accuracy and robustness of the randomized ensemble approach. In this view, three different aggregation methods based on the distribution of the models' outcomes are analyzed: Simple Mean (SM), Median (MD) and Trimmed Mean (TM) (Polikar, 2006) . The first amounts to using all the available outcomes of the models in a simple average; the second considers only the central outcome in the distribution of the outcomes of the individual models; the last one discards the outcomes falling in the tails of the distribution. Furthermore, two novel procedures for aggregating the models outcomes based on the combination of the Median and Trimmed Mean approaches are proposed to fully exploit the benefits of the two methods.
The paper is organized as follows. In Section 2, the randomized approach for generating diverse groups of signals is briefly summarized and the methods of model outcomes aggregation are described. In Section 3, the performance of the aggregation methods is analyzed with reference to two case studies: one concerns the reconstruction of a data set of 215 signals measured at a Finnish nuclear Pressurized Water Reactor (PWR) located in Loviisa; the other addresses the reconstruction of a data set of 920 simulated signals obtained with the HAMBO code (Karlsson et al., 2001 ) which simulates the Forsmark-3 Boiling Water Reactor (BWR) located in Sweden. In Section 4, two novel aggregation procedures are introduced and verified on both case studies. Conclusions on the advantages and limitations of the proposed methods are drawn in the last Section.
Model ensemble construction and aggregation
Given a set of
, measured in the plant, the problem is to define a set of K groups of mn  signals, with characteristics favourable for their ensemble aggregation. In particular, diversity in the groups composition is important, balanced with a suitable redundancy of the signals in the groups (i.e. the same signal must be included in more than one group) so that their ensemble reconstruction can be based on several (diverse) models outcomes. In other words, groups must partially overlap in order to have some signals in common, while being sufficiently diverse among one another.
An effective method to pursue these characteristics is offered by the Random Feature Selection The procedure is simple and easily applicable in large scale applications. Furthermore, a reasonable choice of the ensemble parameters m and K allows the desired diversity among the groups and signal redundancy across the groups (Baraldi et al., 2009 i .
Nevertheless, due to the random nature of the groups composition upon which the signal reconstruction models are built, some individual models might provide largely incorrect signal reconstructions, which compromise the simple average-aggregated ensemble outcome 1 .
1 In principle, if the outcomes of a very large number of (randomized) models were available for each signal (i.e., the signals are highly redundant), simple averaging would mitigate the effects of the group randomness and provide an accurate ensemble reconstruction. In practice, imposing a high redundancy ( i K ) for each signal 1,2,..., in  while, at the same time, requiring a small group size ( m ) for model effectiveness forces to increase the number of groups ( K ) in the ensemble (Baraldi et al., 2009) , with consequent increase of the computational cost associated to the development of a corresponding number of models.
Alternative aggregation methods can be devised for preventing the inclusion of highly incorrect outcomes in the ensemble aggregate. The methods are based on the randomness of the models outcomes, which, if unbiased, are expected to distribute around the correct (unknown) signal value. In this view, the outcomes lying around the centre of the distribution are conjectured to be close to the correct signal value, whereas those lying on the tails of the distribution are considered fairly incorrect.
The Median (MD) approach amounts to considering for the generic pattern t the single outcome ˆ( )
ft lying in the centre of the distribution of the outcomes for that pattern, i.e.: 
In this sense, the TM represents a compromise between the SM and MD methods, for it allows discarding the tails of the distribution while still considering multiple (central) outcomes to reconstruct the signal 2 .
Finally, to evaluate the performance of the ensemble aggregates, first the absolute signal reconstruction error is computed 3 :
, (
Then, the ensemble performance index is retained as the average of the absolute signal reconstruction errors (Eq. 4): (Figure 2 ) and disturbed ( Figure 3) . Table 3 As shown in Figure 2 , the effects of the largely incorrect outcomes on some test patterns provided by some groups (e.g. patterns 543, 544, 583 and 617-627 for group 3, patterns 543-545, 586 and 618-627 for group 4 and patterns 543, 545 and 617-626 for group 6) are still evident (although damped after averaging) in the SM and TM ensemble reconstructions, while they are discarded by the MD method, which results the most accurate (as reported in Table 3 ).
In case of disturbed signals, resorting to the ensemble approach generally allows reducing the reconstruction errors of the individual groups, eventually resulting in a less noisy ensemble-aggregate signal reconstruction. Nevertheless, discarding the outlying predictions (i.e., in the MD and TM ensembles) enhances such effect and provides a more robust signal reconstruction (Table 3) In general, increasing the number of outcomes upon which the ensemble reconstruction of the signal is based improves the performance in all cases. This effect is more evident when using the MD and TM methods on the disturbed signal set. To compute the average distance between the outcomes used to reconstruct the generic signal i by ensemble aggregation, first the absolute point-wise outcome distance In both cases, the ensemble models are built using the undisturbed training set. In the left graph of Figure 4 , the models have been fed with the same undisturbed training patterns and with training patterns disturbed according to the procedure previously described, whereas in the right graph of Figure 4 For a further understanding of the differences between the two methods, Figure 5 shows 
Two novel procedures of aggregation
The results of the above analyses show that neither MD, nor TM can clearly outperform the other; on the other hand, procedures for combining MD and TM can be sought, with the aim of exploiting the advantages of both methods. In particular, based on the signal reconstruction errors obtained on the training set, the idea is to define a reconstruction scheme finalized to discern automatically which method is the most effective for reconstructing the test patterns of a signal.
In this respect, two procedures for combining the MD and TM aggregation methods are proposed in this work. To tailor these procedures for robust signal reconstruction and since the error difference
is quantitatively negligible on undisturbed signals (so that using TM or MD makes really no difference, as shown for the Forsmark-3 case study by the dark dots in the left and right graphs of Figure 4 ) the procedures are devised with respect to the disturbed training signals (Figure 4 , left) for application to the reconstruction of the test signals (be it undisturbed or disturbed).
Procedure 1
The first combination procedure, sketched in Figure 6 , is based on the relationship between i d and
. In fact, according to the results presented in Figure 4 for the Forsmark-3 case study, the value of the signals' average model outcome distances 
Procedure 2
The proposed procedure (sketched in Figure 8 Table 7 . Application of the second combination procedure to the Loviisa and Forsmark-3 case studies: ensemble reconstruction errors obtained with MD, TM and MX2 approaches on undisturbed and disturbed signals
Conclusions
This work addresses the problem of reconstructing the correct signal values measured by faulty sensors in nuclear power plants. One practical approach to effectively handle the dimensionality of the problem due to the large number of sensors typically involved is offered by resorting to an ensemble of auto-associative models for signal reconstruction.
The set of signals is first subdivided into small, overlapping groups, made diverse by randomly sampling the signals according to the RFSE procedure. Then, one PCA-based reconstruction model is developed using the signals of each group. Finally, the outcomes of the models are aggregated to provide the ensemble reconstruction. 
