Abstract-In this work we introduce a new mathematical tool for optimization of routes, and topology design in wireless sensor networks. We introduce a vector field formulation that models communication in the network, and routing is performed in the direction of this vector field at every location of the network. The magnitude of the vector field at every location represents the density of amount of data that is being transited through that location. We define the total communication cost in the network as the integral of a quadratic form of the vector field over the network area. Our mathematical machinery is based on partial differential equations analogous to the Maxwell's equations in electrostatic theory. We use our vector field model to solve the optimization problem for the case in which there are multiple destinations (sinks) in the network. In order to optimally determine the destination for each sensor, we partition the network into areas, each corresponding to one of the destinations. We define a vector field, which is conservative, and hence it can be written as the gradient of a scalar function (also known as a potential function). Then we show that in the optimal assignment of the communication load of the network to the destinations, the value of that potential function should be equal at the locations of all the destinations. Also, we show that such an optimal partitioning of the network load among the destination is unique, and we give iterations to find the optimal solution.
I. INTRODUCTION
Wireless sensor networks have been studied extensively in recent years. Such networks are made up of several hundred to several thousand sensors distributed in a geographical area. There are many different applications for such networks including military, environment monitoring, agriculture and home applications. Sensors are very simple identical electronic devices equipped with a processor and small memory, a transmitter, and a receiver. Generally, sensors use radio frequency channels for the purpose of communication.
Most of the time it is desired to collect the data acquired by all sensors in a specific destination for processing, archiving and other purposes. This station is a data sink, and it has enough processing power, storage space, and capability of communicating with the sensors. For the purpose of communication to this destination, the sensors relay the packets of each other in a multi-hop way.
In order to solve the routing problem in a wireless network, we introduce an optimization problem based on a vector field, which represents the communication load at every place of the network, and it is conservative under certain assumptions. By using this conservative vector field, we define a tool for This work was partially supported by AFOSR under grant F496200210217 and and NSF under grant CNS-0519554.
routing by writing the conservative vector field as the gradient of a scalar potential function. Routing of packets to each destination is done based on the value of this potential function on each node and its value on the neighboring nodes. In [1] and [2] we used a above vector field model to solve the routing problem in a single-sink scenario in which many sources are intended to send their data to a single destination. In this paper, we extend the approach to the case in which we have several destinations (sinks) in the network. The optimization problem in single destination scenario is finding efficient routes to that destination; however, in the multiple destination scenario, the problem is finding efficient routes from sensors to the destinations, as well as finding the optimal partitioning of the network area into regions corresponding to the destinations. Each destination collects all messages generated in its region.
We introduce a mathematical machinery based on partial differential equations very similar to the Maxwell's equations in electrostatic theory. In our formulation, sources of information are similar to the positive charges in electrostatics, the destinations are similar to negative charges, and the network is similar to a non-homogeneous dielectric media with variable dielectric constant (or permittivity coefficient).
One application of our methodology is to provide an optimal network partitioning algorithm into several regions. Each region has a destination inside it, which the wireless nodes inside that region communicate with. Given the geographic information of the communication demand in an area of the network, we give an optimal method for assigning the load of the network to the different destinations. We mathematically prove that in order to minimize a quadratic cost function of communication load, the value of potential function should be equal in the locations of all destinations.
The routing problem in sensor networks has been studied by many researchers. Sequential Assignment Routing (SAR) is proposed in [3] , and it takes into account the energy constraints by making a tree rooted in the destination. Minimum Cost Forwarding Algorithm for Large Sensor Networks is proposed in [4] . Similar routing schemes can be found in [5] and [6] . Some approaches have been offered in which partial information about the node location is assumed to be known [7] , [8] , [9] . The routing approach proposed in [8] assumes some of the nodes in the network can serve as location proxies, and these nodes collect and forward the packets of their neighboring nodes that do not have their location information.
The idea of using a routing methodology in sensor networks inspired by the way the electrostatic field propagates in a dielectric medium was first introduced in our works [2] , and [1] . Our work was followed by related work by Toumpis and Tassiulas [10] , where they have shown that the approach minimizes the number of sensors required to handle the total communication burden of the network. A different approach that uses multipath routing based on electrostatic force is described in [11] . Surveys on the routing schemes of sensor networks have been given in [12] and [13] The main contributions of our work are:
• Formulating of the communication load in a sensor network as a vector field.
• Introducing an optimization problem for minimizing the communication cost in a sensor network. This cost function leads to the solution in form of partial differential equations analogous to Maxwell's equations in electrostatic theory.
• Optimally solving the problem of assigning the network load among destinations.
The remainder of this paper is organized as follows: in Section II we give the background and introduce the basic formulation of communication load as a vector field for the case with one destination. In Section III we generalize the approach to the case with multiple destinations. Some clarifying examples and experiments are given in Section IV, and paper concludes in Section V.
II. BACKGROUND: VECTOR FIELD FORMULATION FOR
THE SINGLE DESTINATION CASE In this section, we show the main framework of routing problem in sensor networks as an optimization problem. Consider a network of N wireless sensors that can communicate with each other through radio links. The nodes are densely located in a region A in the plane, and they are intended to collect information about the events in the area of the network. Each sensor is responsible for events happening in its neighborhood. All messages are desired to be collected in a destination node (access point), and for now, we assume there is only one node of this type in the network. Later, we generalize our approach to the case in which we have multiple destinations. When an event is generated at some place in the network, the closest sensor to location of the event generates a message. All messages should be sent to the destination, which is assumed to have enough storage, energy and processing power. Furthermore, we make the following assumptions:
A1: The messages in the geographical area of the network happen with a known spatial density rate denoted by r(x, y) ≥ 0 for the place (x, y). r(x, y) states how many messages are generated per unit of area per unit of time. We call this quantity the load density, which means that for the area a ⊆ A the rate of messages generated inside a is:
in which integration is over area a. Note that r(x, y) does not include messages passing through a on their path to the 
A2:
For the purpose of routing, a single-valued direction is kept for every point (x, y) of the network. At place (x, y), this quantity represents the direction in which a message travels along the forwarding sensors from its source sensor to the destination; the message may be generated at place (x, y), or received from an upstream place of the network. For place (x, y) of the network, we denote this direction by the unit vectorθ(x, y). The value ofθ(x, y) is not defined for the location of the destination.
The above assumption implies that for every location of the network there exists a single path between that location and the destination. Mathematically, we define a path as a directed curved line starting at (x, y) and ending at the destination. Let p(x, y) denotes the set of points in A that belong to this path. Note that based on assumption A2 the paths have the suffix property, which means if the path of a point (x, y) passes through a point (x , y ), then the path of (x , y ) coincides with the reminder (suffix) of the path from (x, y).
It should be noted that the chosen paths are not constrained by the location of intermediate sensors. Instead, the paths are abstract paths in the plane that represent desired paths for the transmission of messages. For communication to occur, we need to define the routes in terms of the paths. Another important note is connection between the paths and routes. We define a route as a sequence of sensor nodes starting at a sensor and ending at the destination In order to find a route from a sensor to the destination, we approximate the path starting at the location of the sensor by a piecewise linear path with sensors in its vertices. This approximation is justified if we assume sensors are distributed dense enough in the area of the network. However, if sensors are not dense enough in certain areas, such areas will be considered as places with limited resources and we can adapt the framework by penalizing the traversal of such areas. (The weighting function K(x, y) introduced later would take large values for these areas.)
Given a set of abstract paths for each location (x, y), for a connected set L in A, we define the notion of Upstream Area,
2) The concept of upstream area is illustrated in Fig. 1 . Next, we define a vector field on A which we refer to as the load density vector field and denote by D. Given a point (x 1 , y 1 ) ∈ A, we choose a small line segment L containing (x 1 , y 1 ), and perpendicular toθ(x 1 , y 1 ). The magnitude of the load density vector field is the density of messages passing through L, which can be written as the ratio of all load generated in the upstream area of L divided by the length of L:
It is important to note that | D(x 1 , y 1 )| is the sum of the communication load of all the paths that pass through L.
which is the single valued direction on which the traffic at point (x 1 , y 1 ) is forwarded according to assumption A2. Finally, we define a scalar function ρ(x, y) on the network. This function represents the spatial density of rate at which the messages are generated in the network. This quantity is a function of location, and obviously ρ(x, y) = r(x, y) for (x, y) = (x 0 , y 0 ), in which (x 0 , y 0 ) is the location of the destination. However, since all messages end at the destination, the density of the rate has a Dirac delta form at the location of the destination. Hence:
in which w 0 , the weight of delta function, is the integral of r(x, y) in the network area (i.e., w 0 = A r(x, y)dxdy). This definition implies that A ρ(x, y)dxdy = 0. The definition of D(x, y) given by equation (3) satisfies:
ρ(x, y)dxdy (5) in which the integral is over a closed contour C, dn is a differential vector normal to that contour at each point of its boundary and pointing to outside of the counter, dot represents the inner product of vectors in two-dimensional space, and S(C) is the area surrounded by the closed contour C. Equation (5) is analogous to Gauss' law in the electrostatic theory, and it has a very simple explanation: the rate at which the messages exit a contour is the net amount of the sources inside that contour.
With the above definition of ρ(x, y) and D(x, y) equation (5) can be expressed in partial differential equation form:
where ∇ is defined as:
in which x and y are the variables in the Cartesian coordinate frame, andî andĵ represent the unit vectors along x and y axes respectively ( ∇· is also known as the divergence operator). Depending on how we select the set of paths, the value of D(x, y) is different, but independent of path selection method, D(x, y) satisfies the following equations:
in which A denotes the geographical set that contains the network and D n (x, y) denotes the normal component of D(x, y) on the boundary of A. The first equation in (8) is the natural limitation imposed by the fact that all the traffic generated at the network should be delivered to the destination. The second equation comes from the fact that no load is desired to exit the geographical area of the network or enter into it through the boundary. It is important to notice that equations (8) (8), we can find the path that can be used to send the traffic of each point (x, y) to the destination. In order to define the routes based on the values of D(x, y), we need to define the concept of load flow lines. These lines are similar to the electric flux lines in electrostatic theory [14] [15] [16] . The load flow lines are a family of curved lines that are always tangent to the direction of D(x, y) and their orientation is the same as the orientation of D(x, y). The load flow lines always end at the destination; this fact is because the value of divergence in equations (8) is nonnegative at every place of the network, except it is negative at the destination.
Based on the definition of the load flow lines, the path corresponding to each point (x, y) can be easily found as the flux lines of the load density vector field, and finallyθ(x, y), can be written as:
Since (8) does not specify D(x, y) uniquely, the remaining issue is to decide what additional condition(s) to place on D(x, y) so the resulting vector field generates a desirable set of routes. The intuition we follow is that by making D as uniform as possible, we obtain routes that cause the traffic to be highly dispersed throughout the network. In turn, this decreases both node congestion and collisions and leads to high throughput.
Spreading the network communication load can be formulated as minimizing the following quadratic cost function:
The quadratic form of the cost function in equation (10) causes the load to be distributed as uniformly as possible. It prevents having high loads somewhere in the network while the resources are underutilized somewhere else. One interesting fact about this cost function is that it is similar to the definition of energy in electrostatic theory. The above optimization problem can be summarized as:
The following result is proved in [1] , and it gives the key to finding the solution of the optimization problem of (11):
Theorem 1: If D * (x, y) denotes the optimal solution of equation (11) , then it satisfies:
In the above equation ∇× is the two dimensional curl operator, and it is defined in the following way for a vector field
in whichk is a unit vector perpendicular toî andĵ. More precisely,k =î ×ĵ.
Based on the result of Theorem 1, we can write a set of partial differential equations for the optimal D * (x, y):
A more general case of stating the above optimization problem is to add a scalar function K(x, y) as the coefficient of the integrand in cost defined by (11) :
In this case K(x, y) takes into consideration the cost of routing through point (x, y) of the network. In [2] we have used K(x, y) for energy efficient routing, and in that work, K(x, y) takes high values in the regions of the network with low residual energy sensors. The following theorem provides the key to finding the solution of the optimization problem defined by (14) .
Theorem 2: If D * (x, y) denotes the optimal solution of equation (14) , then it satisfies:
in which
The proof of the above theorem can be found in [2] . Based on the result of Theorem 2, we can write a set of partial differential equations for the optimal D * (x, y) and E * (x, y):
The set of equations given by (16) is analogous to Maxwell's equations in the electrostatic theory. In this analogy, E * (x, y) is analogous to the electric field density, D * (x, y), is analogous to the electric displacement, and K(x, y) is analogous to the inverse of permittivity factor in a non-homogeneous media. In the theory of partial differential equations it is proved that the above equations along with the boundary condition given by (8) give D * (x, y) and E * (x, y) uniquely.
Since ∇ × E * (x, y) = 0 then E * (x, y) is conservative, and it can be expressed as the gradient of a scalar function:
Then the set of equations defined by (16) reduces to:
in which the operator ∇ 2 is defined as:
The boundary conditions for D(x, y) imply that the gradient of U (x, y) is zero on the boundary along the direction that is normal to the boundary:
in whichn(x, y) is a unit vector normal to the boundary. The above boundary conditions are known as Neumann type boundary definition in the literature of partial differential equations. For the case in which K(x, y) is constant, Equation (18) reduces to the well known Poisson equation:
III. GENERALIZATION TO MULTIPLE DESTINATIONS So far we have introduced the vector field based routing method for the case where there is only one destination in the network, and all the traffic generated by the nodes is sent to that destination. While this is the case in many applications of sensor networks, a more general case is where we have more than one destination in the network.
In the case with a single destination, all the traffic generated by sensors is sent to that destination; however, a complexity of the case where we have several destinations is how to distribute the load of the network among them. In the case of multiple destinations, we write the optimization problem as:
in which M is the number of destinations, (x i , y i ) is the location of i th destination and w i is a nonnegative weight of the i th destination, which represents the amount of load that is sinked at the i th destination. Since in this case the load of the network is received by the M destinations, we have:
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This implies A ρ(x, y)dxdy = 0. In the case with multiple destinations the optimization is both on D(x, y) and the values of w i . In this case, the paths starting from each point of the network end at one of the destinations. Based on the paths, we partition the area of the network into M disjoint sets corresponding to the M destinations. Let T i denote the set for the i th destination. Then a point (x, y) belongs to T i if the path corresponding to (x, y) ends at the destination i.
We call T i the region of attraction of destination i. It is straightforward to verify that the region of attraction for each destination is a connected set. This is because (x i , y i ) ∈ T i , and (x i , y i ) belongs to every path that ends at the destination i. Then if two points such as (x, y) and (x , y ) both belong to T i , and if p and p are their corresponding paths to the i th destination respectively, then based on the suffix property of paths the union of p and p is a connected subset of T i containing both (x, y) and (x , y ).
Based on the above definition of T i , we can write the weight of i th destination as: 
The proof of this lemma is similar to the proof of Theorem 1 and Theorem 2. If the weights are given, the value of ρ(x, y) is known, and the optimal solution of the problem is found by solving the following PDE:
and
ultimately E(x, y) is obtained from E(x, y) = ∇U (x, y), and D(x, y) is found from E(x, y).
If the weight values of the destinations are added to the optimization variables of (22), the condition ∇× E * (x, y) = 0 is a necessary but not a sufficient condition for optimality of the cost function. The following theorem gives the basic idea to solve the optimization problem of (22) 
The first condition in the theorem is ∇ × E(x, y) = 0. The proof for this condition is similar to case of having a single destination. We assume this condition holds and we show that the second condition is necessary and sufficient for optimality.
In the forward proof, we show that for optimality of (22) the value of the potential function should be the same at all destinations. For this purpose, we use contradiction. Assume for some i and j, we have U i < U j . Then we prove that the load distribution can be changed in the way of decreasing the cost function. We need the following two identities throughout the proof:
Identity 1: If c is a scalar function and F is a vector field, then:
Identity 2: If A is a region in the plane with boundary ∂A, and F is a vector field defined on A, then
in which dn is the differential vector normal to the boundary of A pointing outward. The second identity is also known as the Divergence Theorem in the vector calculus literature.
To continue the proof, we make a small positive change in the weights of the i th and the j th destinations:
In other words, we increase the weight of the i th destination by and decrease the weight of the j th destination by the same amount. Assume D(x, y) , E(x, y), U (x, y) and ρ(x, y) represent the values of vector fields, the potential function and and the density of sources before applying the above change and D (x, y), E (x, y), U (x, y), and ρ (x, y) represent the same quantities after applying the change. After this change, the density of sources is:
in which (x i , y i ) is the location of the i th destination and (x j , y j ) is the location of the j th destination. Now we make the following definitions:
It is easy to verify that:
The change of cost function after applying the above modification of weights is:
Since we assume is a very small value, we can ignore the second term in the above equations, and we have:
Now we use Identity 1 for c = U (x, y) and F = d(x, y):
By using the fact that E(x, y) = ∇U (x, y), the above equation can be written as:
(36) By substituting this value for d(x, y) · E(x, y) in equation (34) we have:
Now we use the Divergence Theorem given in Identity 2 for F = U (x, y) d(x, y). We have:
in which dn is a differential vector normal to ∂A and pointing outward. Recall that the boundary conditions in the optimization problem of (22) (38) to be 0. Therefore
On the other hand from equation (31) 
By substituting (40) and (39) in (37) we get:
and this ends the forward part of the proof. Now we continue the proof of Theorem 3 in the backward part. From the forward part of the proof we know if D(x, y) is the optimal solution of (22), then its corresponding potential function takes the same value at the locations of all destinations. Also for this load vector field we have ∇ × E(x, y) = 0. Assume in addition to the optimal D(x, y), there exists a D (x, y) that satisfies ∇ × E (x, y) = 0 as well as the constraints of the optimization problem given in (22). Also assume the corresponding potential function of D (x, y) takes the same value at the locations of all destinations. Then we prove that D (x, y) = D(x, y) .
Let U (x, y), w 1 , w 2 , ..., w M , and ρ(x, y) represent the quantities of the optimal solution, and U (x, y), w 1 , w 2 , . .., w M and ρ (x, y) represent the similar quantities corresponding to D (x, y). We define:
It is easy to verify that
which implies that σ(x, y) is zero everywhere in the network that is not a destination. We use contradiction to prove , y) , then there exist some destinations for which w i = w i . This is because of the fact that if for all destinations we have w i = w i , we have ρ(x, y) = ρ (x, y), and therefore D(x, y) = D (x, y). If we assume there exist some destinations for which w i = w i , then we select the destination j for which the corresponding value of w j − w j is minimum. Since 
(45) The flux lines exiting the destination j can end only at the destinations for which the value of σ(x, y) is negative. This is because the value of divergence of d(x, y) should be negative at a location that flux lines end. Since σ(x, y) can take nonzero values only at the locations of destinations, every flux line exiting destinations j ends at a destination k for which w k − w k > 0, and hence σ(x k , y k ) < 0. Let L be one of such flux lines. Based on the definition of flux lines, L is tangent to both of d(x, y) and e(x, y) at every point of it. Next we consider the following value of the potential difference of destinations j and k:
in which the integration is in the direction of the flux line L (e.g., from the location of destination j to the location of destination k). In equation (46) dl is a differential vector along L, and hence it has the same direction as e(x, y) at every point of L. Therefore, we have:
The definition of flux lines implies that e(x, y) is nonzero at every point of L. Hence:
By comparing (48) and (46) we have:
Recall the fact that U (x, y) takes the same value in the locations of all destinations and the same fact is true for U (x, y). Hence u(x, y) = U (x, y) − U (x, y) takes the same value in the locations of all destinations. The statement of equation (49) 
We use Theorem 3 and Corollary 1 to introduce an iterative algorithm that gives the optimal assignment of load among the destinations. Assume we start with an arbitrary assignment of the weights to the destinations. Weight assignment is subject to the constraints that the sum of the weights should be the total amount of the load in the network: 
V. CONCLUSION
In this paper, we presented a methodology for routing and optimally designing the topology of a wireless sensor network. We introduced a mathematical formulation based on vector fields and we showed that in order to optimize the communication cost in the network, we need to solve a set of partial differential equations similar to Maxwell's equations in electrostatic theory. Furthermore, we defined the conservative vector field related to the communication load in the network and expressed it as the gradient of a scalar function. In the case in which there are multiple destinations in the network, we have to partition the network into regions of attraction of the destinations. Each destination is responsible for collecting messages of sensors in its region of attraction. We showed in an optimal partitioning, the value of potential function at the location of all destinations should be equal. Also, we gave iterations that lead us to the optimal partitioning. 
