Previous studies have generally estimated that two independent channels underlie human temporal vision: one broad and low-pass, the other high, and band-pass. We confirm this with iso-oriented targets and masks. With orthogonal masks, the same high-frequency channel emerges but no low-pass channel is observed, indicating the high-frequency channel is orientation invariant, and possibly precortical in origin. In contrast, orientation dependence for low frequencies suggests a cortical origin. Subsequent masking experiments using unoriented spatiotemporal-filtered noise demonstrated that high-frequency masks (>8 Hz) suppress low-frequency targets (1 and 4 Hz), but low frequencies do not suppress high frequencies. This asymmetry challenges the traditional assumption of channel independence. To explain this, we propose a two-channel model in which a non-orientation-selective high-frequency channel suppresses an orientation-tuned low-frequency channel. This asymmetry may: (i) equalise the over-representation of low temporal-frequency energy in natural stimuli (1/f power spectrum); (ii) contribute to motion deblurring.
Introduction
As neural signals ascend the visual processing pathway they undergo a considerable transformation. For example, new tuning properties such as orientation selectivity emerge between the lateral geniculate nucleus (LGN) and primary visual cortex (V1), as does binocular integration (Hubel & Wiesel, 1962) and the conversion from cardinal to non-cardinal colour space (Johnson, Hawken, & Shapley, 2001 ). However, some aspects of ascending signals get lost rather than elaborated. For example, it has been shown that LGN units are sensitive to a higher range of temporal frequencies than are V1 units (Hawken, Shapley, & Grosof, 1996) . This paper examines the relationship between orientation selectivity and temporal-frequency selectivity.
One phenomenon that is evident in V1 that is not typically observed in LGN is cross-oriented masking. This refers to a reduction in the firing-rate of otherwise optimally driven, orientation-selective V1 neurons due to the superposition of an orthogonal masking stimulus whose orientation fails to drive the masked neuron when presented alone (Bishop, Coombs, & Henry, 1973; Morrone, Burr, & Maffei, 1982) . One early study concluded that cross-orientation masking is likely to result from intracortical processes due to its (reversible) extinguishment following a cortically applied pharmacological blockade of the major inhibitory neurotransmitter, gamma-aminobutyric acid (GABA) (Morrone, Burr, & Speed, 1987) . However, recent studies call this interpretation into question. Psychophysical (Meier & Carandini, 2002) and single-unit neurophysiological studies (Allison, Smith, & Bonds, 2001; Freeman, Durand, Kiper, & Carandini, 2002) report that cross-oriented masking occurs in the presence of masks whose temporal modulation rate exceeds the typically reported high-frequency cut-off of V1 neurons of %15 Hz (Alitto & Usrey, Allison et al., 2001; Burr, Morrone, & Maffei, 1981; Hawken et al., 1996) .
These recent studies, then, suggest that cross-oriented masking may not be mediated by V1 units at all, but by other inhibitory processes. Non-V1 candidates for crossoriented masking include extra-striate feedback to V1 (Allison et al., 2001 ) and pre-cortical inhibitory processes possibly involving thalamocortical synaptic depression (Freeman et al., 2002) . Freeman et al. (2002) also note that LGN neurons are immune to both adaptation and crossoriented masking, a correlation consistent with a pre-cortical site for cross-oriented masking.
Overall, however, the available evidence does not offer a clear picture of where cross-oriented masking originates. High temporal cut-off frequencies of up to 50 Hz have been reported in V1 units (Orban, Kennedy, & Maes, 1981) , as have very robust stimulus phase-locking at rates of up to 100 Hz (Williams, Mechler, Gordon, Shapley, & Hawken, 2004) . In addition, Freeman et al.'s (2002) claim that LGN neurons do not exhibit adaptation has been challenged in a recent demonstration of robust adaptation in LGN neurons (Solomon, Peirce, Dhruv, & Lennie, 2004) . Therefore, claims that cross-oriented masking cannot originate in V1 are equivocal.
In this study, we use an alternative diagnostic cue-orientation-to assess whether pre-cortical mechanisms contribute to cross-oriented masking. The suitability of orientation stems from that fact that pre-cortical neurons exhibit poor orientation selectivity (Reid & Alonso, 1996; Shou & Leventhal, 1989 ) while many cells in V1 are sharply tuned for orientation (Hubel & Wiesel, 1962) . Therefore, if temporal masking is indeed mediated by pre-cortical mechanisms, then we can expect that it will not be dependent upon the relative orientation of target and masking stimuli.
To preview the results, we find that the relative orientation of signal and mask does indeed affect the shape of the temporal masking function, but only for low (1 Hz) and not for high (15 Hz) temporal-frequency signals. These data suggest that there are two masking mechanisms, which differ in their orientation and temporal-frequency selectivity. One is an orientation-invariant, high-frequency mechanism, which appears to peak at 8-12 Hz and to suppress low temporal frequencies. It is possibly of pre-cortical origin (Freeman et al., 2002) . The other is an orientationselective mechanism tuned to lower temporal frequencies, possibly cortical in origin.
Because orientation appeared to distinguish between these two temporal-frequency mechanisms, we conducted an additional set of temporal masking experiments using spatio-temporally filtered dynamic noise stimuli. As these stimuli have no dominant orientation (unlike most previous studies), a different pattern of results from gratingbased studies might be expected. These experiments showed, in contrast to the standard model in which temporal channels operate independently, that visual temporalfrequency channels interact in an asymmetric fashion.
Specifically, high temporal-frequency channels appear to suppress those selective to lower frequencies, but not vice versa. We speculate that this asymmetric suppressive architecture may serve an equalising function to compensate for the preponderance of low temporal frequencies in natural image sequences (which have a 1/f power spectrum: (van Hateren, 1997) ). Additionally, this temporal asymmetry may also be involved in the perceptual phenomenon known as motion deblurring (Burr, 1980) .
Methods

Equipment
Stimuli were generated using a Macintosh G5 computer driving an ATI Radeon 9600 graphics card and displayed on a Mitsubishi Diamond Plus 93SB monitor with 800 · 600 pixel resolution running at 120 Hz vertical refresh rate. Matlab TM software was used to produce images and control stimulus presentation. All images were pre-drawn using 10-bit luminance resolution and stored in video memory. Stimuli were observed through a viewing chamber which prevented all ambient light from entering the visual field.
Stimuli
Viewing distance was 57 cm and the visual angle subtended by the illuminated visual field was 66°· 49.2°. A mean luminance of 91 cd m À2 was maintained throughout the stimulus sequence. The mask and target stimuli were circular (Experiments 1 and 2: diameter = 10.76°visual angle; Experiment 3: r = 0.25°visual angle) and concentrically located upon a small dark fixation point. The surround was a homogenous field of mean luminance.
Experiment 1
Target and mask stimuli each consisted of a temporally sinusoidal counterphasing luminance grating (4 cycles/°) of variable temporal frequency. Target grating orientation was held at 135°, and the orientation of the mask carrier was either 135°(iso-oriented condition) or 45°( cross-oriented condition). The exposure duration of each target/masking stimulus interval was 1 s (120 frames). Targets were presented at either 1 or 15 Hz. Mask frequencies were 1, 1.5, 2, 3, 4, 5, 6, 8, 10, 12, 15, 20, 24 , and 30 Hz.
Experiment 2
Target and mask stimuli each consisted of independent 120 frame (1 second) sequences of spatially and temporally band-pass filtered 'noise'. The production of these stimuli comprised three stages. The first stage involved the generation of the raw, unfiltered noise stimuli. These were generated by computing two 120 frame 'stacks' of 256 · 256 pixel matrices (one stack each for target and masking stimuli). Pixels were assigned a random luminance value either side of mean luminance. The second stage involved filtering in spatial frequency (x xy ) dimensions. This was done by applying a radial, one-octave wide band-pass filter which operated at a radial distance from the origin that was proportional to spatial frequency. This band-pass x xy filtering procedure reduced the complexity of the initial spatial waveform to its constituent sinusoidal spatial-frequency components between 2 and 4 cycles/°. The third stage involved applying a band-pass temporal-frequency (x t ) filter to the spatially filtered noise sequences (Fig. 1) . This was accomplished by extracting the sinusoidal components of the temporal-frequency (x t ) dimension beyond the one-octave range defined by the temporal-frequency filter. Lower bound filter frequencies were 1, 4, 15, and 24 Hz for the target and 1, 1.5, 2, 3, 4, 5, 6, 8, 10, 12, 15, 20, 24, and 30 Hz for the masking stimuli. Both spatial and temporal-frequency filters operated ideally. The stimuli in Experiments 1 and 2 both were both enveloped within a square edged luminance transition, which increases the likelihood that higher spatial and temporal frequencies than those accounted for by our experimental manipulations may be contained with the stimuli. The output of spatial and temporal filters was normalised relative to total range of luminance values contained within the stack of luminance noise.
Experiment 3
This experiment was in most respects identical to Experiment 1 except that it used much smaller target and mask stimuli (Gaussian envelope r = 0.25°) to obviate the contribution of lateral surround interactions to the data observed in Experiment 1. The use of the spatial Gaussian served to attenuate any high spatial and temporal harmonics that my result from the square-wave edges present in Experiments 1 and 2.
Observers
Three experienced psychophysical observers participated in this study-two trained subjects, naïve to the purposes of the experiments, and one of the authors. All observers had normal or corrected-to-normal vision.
Procedure
All experiments were composed of two phases. The first phase involved measuring the minimum contrast required to detect the target stimulus presented alone. In the second experimental phase the target was presented at 4 dB above detection threshold and superimposed upon a masking stimulus, the contrast of which varied systematically from trial to trial . A random mask contrast jitter of ±4 dB was applied on each trial with an equal jitter value across intervals. On each trial the target was presented with equal probability in one of the two intervals. The observer judged which interval contained the target by pressing one of two buttons on a computer mouse. Each interval was preceded by a 50 ms tone whose offset coincided with the onset of the visual stimulus. Tones provided corrective feedback following each response. Detection thresholds were measured by systematically varying the contrast of the masking stimulus from trial-to-trial using two randomly interleaved psychophysical QUEST procedures (Watson & Pelli, 1983 ) (40 trials/ QUEST), each converging at 75% correct performance. At the conclusion of each experimental run, the contrast output for each QUEST was plotted as a function of the trial number. In situations in which these functions failed to converge after 20 trials (visually assessed by lack of overlapping contrast values on final 20 trials/QUEST), the experiment was repeated using identical parameters. The data associated with divergent QUESTs were omitted from the final analysis (<10% of all QUESTs). Final thresholds were derived using a maximum likelihood psychometric curve fitting procedure based on the combined data from (non-divergent) QUESTs.
A pilot masking experiment identified a potential confound whereby the target interval could be identified by comparing the total contrast present in each interval rather than target detection per se, thereby establishing a contrast increment discrimination rather than the intended temporal frequency discrimination task. Indeed, given that the target interval consisted of the linear combination of target and mask contrast, the target present (MASK + TARGET vs MASK + 0) intervals always contained greater total contrast than the target absent intervals. We obviated the predictability of this contrast increment cue by randomising the mask contrast in each interval (±2 dB of the QUEST value associated with each trial). Neither QUEST or subsequent curve fitting operated upon these jittered contrast values.
Results and discussion
Figs. 2A and B respectively plot masking thresholds from Experiment 1 for 1 and 15 Hz cross-and iso-oriented Gabor targets as a function of masking temporal frequency. The left-hand column shows data for cross-oriented masks, and the right-hand column shows data for iso-oriented masks. Fig. 2B replicates the general finding that iso-oriented masking of a low temporal-frequency target is low-pass (blue curves/closed symbols) and that masking of a high temporal-frequency target is relatively band-pass (red curves/open symbols), peaking in this case at about 8-12 Hz (Anderson & Burr, 1985; . In the case of cross-oriented masking ( Fig. 2A) , however, the data are very different. The 1 Hz target shows no evidence at all of low-pass masking. Indeed, there is little or no masking for either the low or the high temporal-frequency target Table 1 in Appendix A) for curve fit parameters. Arrows below each abscissa correspond to the target temporal frequencies used to generate each masking function (left arrow = 1 Hz target, right arrow = 15 Hz target). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.) below 6 Hz. In both cases, the masking functions appear band-pass with peaks at %8-12 Hz. Remarkably, the band-pass shape, width and peak location of these crossoriented masking functions are almost identical to the visually evoked potential responses reported by Burr and Morrone (1987) using similar cross-oriented stimuli (see their Figure 12b ).
The interesting finding in Fig. 2 is that the masking functions depend on mask orientation. The broad low-pass function only occurs with an iso-oriented mask, while the high band-pass function occurs with both iso-oriented and cross-oriented masks. This interaction between mask orientation and temporal frequency suggests that the broad low-pass and high band-pass channels probably derive from mechanisms with distinct spatiotemporal tunings. Given the orientation invariance of the high temporal-frequency channel, a likely substrate would be pre-cortical neurons as these are similarly orientation-invariant (Reid & Alonso, 1996) . In contrast, the finding that low temporal-frequency masking occurred only in the context of iso-oriented masks suggests that its mechanisms are highly selective to orientation, and therefore probably cortical.
The dependence of the masking functions on mask orientation suggests that our current understanding of human temporal-frequency channels may be incomplete. The reason is that most previous estimates of temporal channels have used iso-oriented or near iso-oriented target and masking stimuli (Anderson & Burr, 1985; Snowden, Hess, & Waugh, 1995) (but see Boynton & Foley (1999) and ), meaning that these studies did not address the possibility of an unoriented temporal channel. To examine this possibility further we repeated a version of the first experiment using unoriented stimuli produced by spatiotemporal filtering. This involved generating movie sequences in which individual frames were random luminance noise images. The precomputed stack of noise images was then filtered in both the spatial and the temporal dimensions in frequency space (see Section 2, and Fig. 1 ). These stimuli (similar to those used by (Schrater, Knill, & Simoncelli, 2000) ) provide several advantages over the traditionally used gratings, Gaussian blobs or light emitting diodes. First, the spatial and temporal dimensions can be filtered independently and bandwidth and peak frequency precisely controlled. Second, if the spatial plane is filtered isotropically, the back-transformed images will contain almost equal energy at all orientations, producing a temporally modulating stimulus that is free of orientation bias.
Results from Experiment 2 employing these spatio-temporally filtered noise stimuli in a masking paradigm otherwise equivalent to that presented above are shown in Fig. 3 . The first finding to note is that spatially and Fig. 3 . Temporal masking functions measured for three observers using spatially and temporally band-pass filtered noise. Target temporal frequencies are represented within each row. Individual observer responses are depicted within the three left hand columns. The right hand column represents median masking effects measured between observers (data points) and Gaussian curve fit estimates of these data. One and four hertz target data are fit by a sum of two Gaussians and 15 and 24 Hz target masking data are better described by a single Gaussian model (see Table 1 in Appendix A). Arrows below each abscissa correspond to the target temporal frequency used to generate each masking function. temporally narrow-band noise stimuli, which lack the orientation bias of gratings, do not generate the standard broad low-pass and high band-pass profiles derived using grating stimuli (compare Figs. 2B and 3) . This was already hinted at by the cross-oriented conditions of Experiment 1, although in this case the use of spatially random, unoriented stimuli produces the novel finding that the temporal masking function associated with the low (1 Hz) temporal-frequency signal exhibits a biphasic response (see blue curves/closed symbols in Fig. 3) , rather than the low-pass response predicted by the standard model (see blue curves in Fig. 2A ) (Anderson & Burr, 1985; . This biphasic response is characterised by strong masking at low temporal frequencies (peaking at 1.5 Hz), which rapidly declines with increasing mask frequency to a minimum at about 6 Hz. Interestingly, as masking temporal frequency is increased further the masking effect reappears, peaking a second time at around 10 Hz. In most cases, the (high temporal frequency) second peak is still evident at 30 Hz.
The biphasic temporal masking function observed with 1 Hz targets can be distinguished from the monophasic masking functions measured with higher temporalfrequency targets (15 and 24 Hz). These functions show that higher temporal frequencies are almost immune to masking from low temporal frequencies, but are (as expected) masked by higher frequencies above about 6 Hz. Although the shape of temporal masking functions associated with low (1 Hz) and high (15 and 24 Hz) temporal-frequency targets are distinctive qualitatively (biphasic vs monophasic) 1 , it is remarkable that all exhibit a common band-pass region with a pronounced peak at 10-12 Hz. We propose that this implies a common suppressive mechanism that exerts its masking influence most strongly at 10-12 Hz, for both low and high-frequency targets alike. Interestingly, peak masking values in this temporal-frequency range have been reported in previous studies of temporal processing using visually-evoked potentials and similar psychophysical procedures to those used here (Anderson & Burr, 1985; .
We also measured masking functions for 4 Hz targets (Fig. 3, pink curves) . The motive for this was to determine whether there is a third temporal channel situated between the low-pass and high band-pass channels. The masking functions for 4 Hz targets exhibit considerable inter-subject variability and no consistent pattern of tuning. For example, subject AB shows a biphasic masking response with suppressive peaks at 2-3 and 15 Hz, while subject JC produced a relatively broad band-pass function, peaking between 3 and 10 Hz. Both of these subjects' masking functions can be distinguished from RY, whose data could be interpreted as mid-frequency band-pass, peaking at around 5-8 Hz, or as high-pass. The inter-subject variation makes it difficult to determine with certainty whether there is a third temporal channel underlying the data. The two consistent features for all subjects are: (i) that the location of the lower suppressive peak corresponds well with the trough region of the masking functions obtained with 1 Hz targets, and (ii) that the masking functions for 4 Hz targets are flatter than those for the 1 and 15 Hz targets. We suggest that the simplest interpretation of these findings is that 4 Hz targets stimulate an overlap frequency between two temporal channels so that masking occurs over the full range of masking frequencies, either by one channel, the other, or both (see averaged data for 4 Hz, Fig. 3) . Certainly, based on these data, there is no clear evidence of a third temporal channel tuned to moderate temporal frequencies.
The data shown in Fig. 3 may be modelled as two narrow-band excitatory temporal-frequency channels, one peaking at 1-2 Hz and the other at 8-12 Hz, with the lower temporal-frequency channel receiving unidirectional inhibition from the high-frequency channel (Fig. 5A ). This interactive account of temporal channels differs strikingly from the standard model in which it is assumed that each temporal channel operates independently (Anderson & Burr, 1985; . However, despite being novel in this respect, this proposal is not without precedent as recent neurophysiological data also implied a similar conclusion (Allison et al., 2001 ). These authors found that peak cross-oriented suppression in V1 units occurred at significantly higher mask temporal frequencies than the corresponding optimal excitatory temporal frequency for that unit. Thus, both psychophysical and neurophsyiological evidence converge on the same conclusion, that high TFs suppress low TF response.
It is worth noting that the divisive inhibition model of Foley (1994) exhibits a similar orientation invariance to the one we observed and which we ascribe to asymmetric high-to-low TF inhibition. It is tempting to consider the possibility that this orientation-invariant inhibitory mechanism may subserve Foley's divisive normalisation process. A recent extension of Foley's model specifies that a broadly tuned divisive inhibition may operate in the temporal frequency dimension Boynton and Foley (1999) , an idea supported by their psychophysical crossoriented masking data. This differs from our proposal in that we suggest a temporally asymmetric inhibition model that is narrowly tuned (to the same parameters as the 10 Hz-centred narrowband excitatory channel) rather than broadly tuned (Boynton & Foley, 1999) . This apparent discrepancy requires further exploration. One factor that may account for it is that unlike Boynton and Foley (1999) , we did not vary target contrast. Therefore, we are unable to examine the interactions between temporal frequency and target and mask contrast upon which Boynton and Foley's model depends. Further research is required to address this issue.
An alternative interpretation of these data is that the low TF channel inferred from Experiments 1 and 2 may represent surround suppression rather than overlay masking, upon which our earlier interpretation is based. According to this distinction, the large diameter masking and target stimuli used in our experiments extend well beyond the classical receptive fields (CRFs) of V1 neurons and therefore, are likely to stimulate their suppressive surrounding regions (Bair, Cavanaugh, Smith, & Movshon, 2002) . Given that surround suppression tends to be much stronger in the context of iso-as compared to cross-oriented centre-surround configurations (but see ; Mizobe, Polat, Pettet, & Kasamatsu (2001) ), the orientation effect observed in Experiment 1 that we attributed to overlay masking may instead represent surround induced suppression (Petrov, Carandini, & McKee, 2005) .
To determine whether our iso-orientation contingent low TF masking effect observed in Experiment 1 resulted from surround suppression, we conducted an additional experiment, identical in most respects to Experiment 1, except that the stimuli were much smaller and therefore, unlikely to drive the suppressive regions surrounding V1 CRFs. The results of this experiment (Fig. 4) are very similar to those observed with much larger stimuli (Experiments 1 and 2). Critically, again, whilst the high band-pass masking is evident in both iso-and cross-oriented contexts (red curves/open symbols), low TF masking is evident in Fig. 4 . Cross-and iso-oriented masking functions measured using a small Gaussian envelope. Refer to legend in Fig. 2 for other details. The median data are each fitted with a Gaussian, except for the blue (closed symbols) iso-oriented masking curve in (B), which is a sum of two Gaussians. See Table 1 in Appendix A for curve fit parameters. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.) the iso-but not cross-oriented stimulus condition. This argues against the hypothesis that the iso-orientation contingent low TF masking observed in our earlier experiments resulted predominantly from surround suppression rather than overlay masking. On the other hand, these data support the idea that the mechanism underlying high-frequency overlay masking is an unoriented one, consistent with the proposal that a pre-cortical, non-orientationally tuned mechanism underlies high temporal-frequency masking (Freeman et al., 2002; Meier & Carandini, 2002) .
One difference that is apparent between Experiments 1 and 3, however, is that the masking functions associated with the 1 Hz target (blue curves/closed symbols) appear to be more biphasic and less low-pass in the smaller stimulus context. It is interesting that this biphasic pattern occurred in Experiment 2 using spatio-temporally filtered noise. Why would large oriented stimuli generate a lowpass function, but the large unoriented and small oriented stimuli generate a biphasic response? We propose that this difference may be related to iso-surround suppression that is driven very strongly in the case of large oriented grating stimuli (Experiment 1), but less so in the contexts of spatiotemporally filtered noise (Experiment 2) and small grating stimuli (Experiment 3).
It should be noted, however, that the biphasic effect is considerably stronger in the context of spatio-temporally filtered noise than the small grating stimuli (compare blue curves/closed symbols in Figs. 3 and 4b) and therefore, appears to be more low-pass. This leads us to suspect that other factors may also contribute to the generation of the traditionally observed low-pass masking function (Anderson & Burr, 1985; . One possibility is that it results from simultaneous activation of two narrow-band channels centred at different temporal frequencies (Alais, Verstraten, & Burr, 2005) . Alternatively, driving orientation filters with a mask at the same orientation as the target may elevate their responses to the compressive region of an S-shaped transducer function, effectively broadening suppression (Legge & Foley, 1980 ) across the temporal range at which oriented filters typically respond (.5-10 Hz in macaque V1 (Hawken et al., 1996) ). The transducer account would explain the narrower bandwith of low-frequency masking obtained with spatio-temporal filtered noise because this form of stimulus contains no dominant orientation and would only weakly drive orientation selective neurons. Neurophysiological investigation would be needed to verify this hypothesis.
The asymmetric suppression model that we propose may provide a useful functional purpose. One possibility is that it may serve to equalise the statistical predominance of low temporal-frequency energy in natural image sequences. Temporal frequencies in natural stimuli have been shown to have an approximately 1/f power spectrum (van Hateren, 1997) (see dotted line in Fig. 5C ). Given that higher temporal frequencies are high in ecological significance in our environmental interactions (for breaking camouflage, for 3A ). The peak location of this inhibitory response is shifted to match the peak of the lower temporal-frequency channel (2 Hz). (B) Broadband activity profile (BAP): combined activity of the temporal channels described above in response to broadband temporal-frequency energy. (C) Response of the BAP (pink curve) to 1/temporal frequency power (black dotted line). Note that the pink curve is almost flat between 2 and 15 Hz, suggesting a contrast equalisation process. This may compensate for the reduction in power associated with increasing temporal frequencies in natural image sequences (van Hateren, 1997) . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.) example, or for detecting object and self motion), one way to maximise sensitivity to these frequencies would be to suppress the statistically more dominant lower temporal frequencies. In effect, this would boost the relative strength of higher frequencies and equalise the visual system's response to the power spectrum. Fig. 5C shows that multiplying the 1/f power spectrum with the sum of two bandpass filters (Figs. 5A and B) (with the same peaks and widths used to fit our data in Fig. 3 ) combined with asymmetric inhibition (from high to low frequencies) effectively produces a flat power spectrum within its operational range (1-20 Hz), boosting the relative power of the ecologically significant higher frequencies.
To speculate further, the asymmetric suppression model may also provide a mechanism for the perceptual phenomenon of motion deblurring (Burr, 1980; Burr & Morgan, 1997) . This refers to the observation that moving stimuli appear with less motion smear when presented at longer durations (40-100 ms) than at shorter durations (30 ms). This is a counterintuitive observation because neurons do not function instantaneously but instead have a temporal integration period. Since the lower bound of temporal frequencies that can be resolved is further lowered as duration increases, one might expect that temporal blurring (low-pass filtering) should be greater at longer durations. Perceptually, however, the reverse is true. The asymmetric inhibition from high to low frequencies that we propose provides a potential explanation of this because inhibition of low frequencies would boost the relative strength of high frequencies, effectively sharpening perception of moving stimuli at longer durations. That motion deblurring takes time to occur suggests some form of collateral process of the kind expected from our asymmetric inhibition model. We intend to conduct further psychophysical investigation to test this proposal.
Conclusions
This study has used psychophysical masking experiments to investigate visual temporal-frequency channels and introduces a new stimulus-spatio-temporally filtered dynamic noise. The results indicate that temporal vision is probably mediated by two band-pass channels that can be distinguished by their orientation selectivity as well as by their peak frequency. The first is a high band-pass channel with a peak frequency around 8-12 Hz. It is orientation-invariant and possibly pre-cortical in origin. The second is a low frequency band-pass channel with a peak at around 2 Hz. This lower frequency channel is orientation-tuned and is probably cortical in origin. These findings extend a proposal by Freeman et al. (2002) that cross-oriented suppression is mediated pre-cortically. Our results add support to this proposal and provide important temporal constraints.
These findings also indicate that temporal vision is a more band-pass process than previously thought. Earlier investigations-all conducted with oriented stimuli-consistently found the low temporal-frequency channel to be broad and low-pass (Anderson & Burr, 1985; , with only the high-frequency channel being band-pass. Our data instead suggest that both temporal channels are bandpass, similar to the case in spatial vision where spatial sensitivity is generally modelled as the sum of band-pass channel outputs (Blakemore, Nachmias, & Sutton, 1970) . However, one clear difference with spatial vision, where channel independence is assumed, is that the two temporal channels appear to interact. Interestingly, this interaction is asymmetrical with high temporal frequencies suppressing low frequencies, but no evidence for low frequencies inhibiting high frequencies. This temporal channel architecture may provide a mechanism for equalising the temporal energy in natural stimuli (van Hateren, 1997) and may also play a role in motion deblurring (Burr, 1980; Burr & Morgan, 1997) . where x = temporal frequency dimension, a = peak amplitude 1 , b = centre frequency 1 (Hz), c = standard deviation 1 (Hz), d = baseline amplitude 1 , e = peak amplitude 2 , f = centre frequency 2 (Hz), g = standard deviation 2 (Hz) and h = baseline amplitude 2 . In each of these models peak amplitude (parameters a and e) were set to the maximum masking threshold values. Baseline amplitudes (parameters d and h) and Gaussian centre frequencies and widths were free to vary.
