The Internet is expected to support various services, including best-e ort services and guaranteed services. For best-e ort services, we propose a new approach to achieving type-of-service (TOS) with adaptive next-hop routing. We consider two tra c classes, namely delay-sensitive and throughput-sensitive.
1 Introduction two TOS: low delay and high throughput. It uses measured link delays as the link costs for the delay-sensitive tra c 2 (delay-based routing). It uses link utilizations (or equivalently available link capacities) as the link costs for the throughput-sensitive tra c (utilization-based routing). In TOS1, each node maintains for each outgoing link, a single FCFS queue of data packets; that is, packets of every TOS share this queue. Reference 16] refers to simulation studies but does not present any quantitative results.
Traditionally, link queueing disciplines have been of the FCFS type. It appears desirable to use a more structured queueing discipline that helps \isolate" the di erent TOS classes, for example, by using a separate queue for each TOS class. This concept of isolating tra c classes using structured queueing disciplines has been used recently in ow control studies, e.g. 11, 20, 6, 32, 14] . In this paper, we investigate the use of a structured queueing discipline with adaptive next-hop TOS routing.
Our approach
We consider a simple two-queue link scheduling discipline, henceforth referred to as type-of-service queueing. We consider two TOS: low delay and high throughput. With type-of-service queueing, each node maintains two FCFS queues for each outgoing link, one for each type of service. The link bandwidth is allocated equally between the two queues in a round-robin fashion. (Type-ofservice queueing is similar to the recently proposed fair-queueing discipline 11], except that in fair-queueing, the link bandwidth is divided equally amongst the connections using the link, rather than the types of service.)
For any link, the link cost for delay-sensitive tra c is obtained by exponentially averaging the measured delay that is experienced by delay-sensitive packets only. The link cost for throughputsensitive tra c is obtained by exponentially averaging the measured utilization of the link (i.e. accounting for both delay-sensitive and throughput-sensitive packets). Henceforth, we refer to our approach as TOS2.
Our discrete-event simulations on a subset of the NSFNET-T1-Backbone topology show that TOS2 performs signi cantly better than TOS1 in a typical situation where the proportion of delaysensitive tra c is small compared to the throughput-sensitive tra c 19]. TOS2 not only yielded a lower end-to-end delay for delay-sensitive packets (as expected), but also a lower overall end-to-end delay (which is unexpected).
We argue that this is because with TOS2, the routing is signi cantly improved as we exploited the scheduling structure of type-of-service queueing when calculating link costs. In particular, the routes of the two tra c classes can be isolated with the delay-sensitive tra c taking the low delay routes, and the throughput-sensitive tra c taking the under-utilized routes. This results in a better overall network performance.
In fact, we nd that a non-TOS scheme, which does not distinguish between the two types of tra c and applies utilization link cost to both, referred to as UTIL, performs signi cantly better than TOS1 at high load.
To gain more insight into the system behavior with both TOS schemes (TOS1, TOS2), we analyzed in 27, 26] a simple model of a single source-destination node pair connected by two (parallel) paths; the rst path representing low delay routes, and the second path representing high capacity routes. We viewed this system as a dynamical system 3]. We represented isolation by a stable state where all delay-sensitive tra c stays on the rst path, and all throughput-sensitive tra c stays on the second path. We applied the Liapunov function method, and derived stability theorems ignoring propagation delays. In this paper, we derive our stability results taking into account the propagation delays. We show that for certain parameter values, the isolation state provides the best delay performance for both tra c classes. We also show that TOS2 has a larger stability region corresponding to isolation than TOS1.
Organization of the paper
The paper is organized as follows. Section 2 describes our discrete-event simulation model and results. Section 3 presents our Liapunov stability analysis. Section 4 concludes the paper. Appendix I describes details of the simulations, including performance measures, scenarios, and plots. Appendix II contains details of some derivations and proofs.
Discrete-Event Simulations
Our simulation studies were done with a discrete-event simulator, MaRS 1], which has been used for other studies of routing algorithms 35, 34] . In Subsection 2.1, we describe the simulation model. In Subsection 2.2, we present general observations about the results.
Model
Regarding the physical network, we consider the \East coast" subset of the NSFNET-T1-Backbone. Figure 1 illustrates the topology. Link propagation delays in milliseconds are indicated. Figure 1: The \East coast" subset of the NSFNET-T1-Backbone (7 nodes, 9 bidirectional links).
We have two versions: a low-speed version (with NSFNET-T1 parameters) and a high-speed version. There are no link or node failures. All nodes have adequate bu er space for bu ering packets awaiting processing and forwarding.
Regarding link scheduling, we consider two disciplines for the scheduling of data packets over the links: FCFS and type-of-service queueing. Both TOS1 and UTIL use FCFS. TOS2 uses type-ofservice queueing. In all schemes, routing packets have priority over data packets; i.e. data packets can be scheduled for transmission only if there are no routing packets present.
Regarding routing, we consider a link-state algorithm like the SPF (Shortest Path First) algorithm used in the ARPANET 28] and OSPF (Open SPF) used in the Internet 30] . Each node maintains a time-varying cost (explained below) for each outgoing link and TOS. Each node also maintains a view of the network topology, with a cost for each TOS and link in the network. To keep these views up-to-date, each node regularly broadcasts the link costs of its outgoing links to all other nodes using ooding 3 . As a node receives this information, it updates its view of the network topology and applies Dijkstra's shortest path algorithm 12] to choose its next-hop for each destination and TOS.
The method used to compute link costs for each TOS depends on the link scheduling discipline. In all cases, each node's outgoing link costs are updated regularly. A link cost is always a simple 3 A node sends link cost information to its neighbors, they forward this information to their neighbors and so on. moving average of a \raw cost", which is some measure of current link tra c.
In the TOS schemes, each node maintains the following two raw-costs for each outgoing link:
RawUtilization: percentage of time the communication channel is busy transmitting a packet; and RawDelay: In TOS1, this is the average packet delay (queueing, transmission, and propagation) in milliseconds as experienced by all data packets. In TOS2, this is the average delay in milliseconds as experienced by delay-sensitive packets only.
Let LinkCost(D) and LinkCost(T) denote the link cost for delay-sensitive and throughputsensitive tra c, respectively. Then at the end of each update interval, they are updated as follows:
where the constant b (0; 1).
Recall that UTIL does not use any TOS facility. The utilization metric is used to compute one next-hop for every destination at each network node (i.e. LinkCost(T) is used for all tra c).
With a utilization-based link cost metric, it seems natural to de ne the cost of a path as the minimum available link bandwidth (highest link utilization) of the links along the path. However, the more links there are with only a small amount of available bandwidth along a path, the more likely that using this path will tie up more resources leading to congestion 10]. In fact, we found that such path cost metric leads to large routing oscillations and instability (even at low workload). Therefore, we set the path cost metric to the sum of the link costs along the path from the source node to the destination node and use Dijkstra's shortest path algorithm as in 17].
Regarding the workload, it is de ned in terms of hsource node; destination nodei pairs. In each pair, the source produces data packets to be delivered to the destination. A source produces data packets according to a packet-train model 18]. The workload consists of two parts, a delay-sensitive workload and a throughput-sensitive workload. For both parts, we use a uniform distribution of source-destination pairs over the nodes of the network. Let parameter U(D) (U(T)) denote the average number of source-destination pairs between every two nodes for delay-sensitive (throughputsensitive) tra c. (We have also investigated skewed distribution of source-destination pairs, and obtained similar results.)
Observations
In this subsection, we present general observations about the simulation results. Detailed descriptions of scenarios simulated (parameters settings, etc.) and plots of the observed performance measures are given in Appendix I.
In every scenario, the system behaves in a manner typical of open queueing networks 23]. That is, the throughput is equal the workload as long as the workload is less than the system capacity; for workload higher than the system capacity the system is unstable. With increasing workload, the delay increases at rst slowly until a point where the system starts becoming saturated; we refer to this point as the saturation point. Further increase in the workload beyond this point causes the delay to increase dramatically (with increasing rate) until the system becomes unstable. Our explanation is as follows: It is well known that delay-based routing does not perform well at high load when queueing delay is a signi cant part of measured link delay, which consists of queueing, transmission, and propagation delays 21, 17, 5] . This is mainly because from the classical delay-utilization curve, around saturation, a small increase in utilization corresponds to a large increase in link delay. This dramatic change can result in the link becoming unattractive and thus being avoided by all delay-sensitive sources. Consequently, at the next routing update the link reports a very low cost and becomes attractive again. This leads to oscillatory behavior, which in turn degrades performance 21] . This is the case with TOS1 due to the use of the FCFS link scheduling discipline.
In TOS2, because delay-sensitive packets have a lower queueing delay under type-of-service queueing 11], the measured link delay becomes dominated by transmission and propagation delays. Thus, the reported delay link costs do not change dramatically and the delay metric remains a good indicator of expected link delay after updating the routes 21]. This improves the performance of delay-based routing of delay-sensitive packets and results in more stable routes for that tra c class. Meanwhile, the link utilization metric makes the throughput-sensitive tra c move away from the delay-sensitive tra c, taking the under-utilized routes. This has the e ect of isolating the two tra c classes, resulting in a better overall network performance.
Intuitively, isolation is desirable since otherwise it becomes more likely that both tra c classes will move away from a highly loaded link (i.e. with high delay and utilization) at the same routing update. Such simultaneous tra c shifts degrade the overall performance, and in particular result in a higher delay and network under-utilization.
Ignoring low values of U(T), UTIL also provides lower delays than TOS1. However, UTIL performs worse than TOS2 over the whole range of U(T). This is expected, since the utilizationbased metric does not necessarily result in minimum delay routes (especially at light load) 21].
Stability Analysis
In this section, we consider a simple network model to gain more insight into the complicated behavior we observed in our simulation experiments. We derive stability conditions for the routes of the two tra c classes under both TOS schemes (TOS1, TOS2). In Subsection 3.1, we give the model. In Subsection 3.2, we apply the Liapunov function method to analyze stability.
Model
We model a network by a node S sending tra c to node D along two paths. Path 1 represents low delay routes, and path 2 represents high capacity routes. Path i (i = 1; 2) has propagation delay P i time units and average transmission capacity C i packets/time unit. 4 There are N delay-sensitive connections, and M throughput-sensitive connections from S to D. For every connection, packets originate at S according to a Poisson process, and without loss of generality we assume an arrival 4 Thus we assume 1 C 1 + P1 < 1 C 2 + P2 and C2 > C1 .
rate of 1 packet/time unit.
At any instant, we describe the state of the network by the tuple (x; y), where x is the number of delay-sensitive connections on path 1, and y is the number of throughput-sensitive connections on path 1. To model routing updates, we use a discrete-time ow approach as in 4]. We assume that (some or all) connections periodically update their routes to D every 4 time units, where 4 is long enough for the network to reach steady-state after a routing update. Routes, and hence the network state, are updated at discrete time instants (k + 1)4, k = 0; 1; 2; . Let (x k ; y k ) be the network state immediately after time k4. At an update instant (k + 1)4, we use steady-state M=M=1 results 23] to estimate link costs based on (x k ; y k ). Using these link costs, routes are updated and consequently the new network state (x k+1 ; y k+1 ) is obtained.
We denote by T i;k+1 and i;k+1 the delay and utilization cost of path i, respectively, at time (k + 1)4. Recall that for an M=M=1 queue with o ered ow f and service rate , the delay (queueing + service) is equal to 1=( ? f) provided that > f (otherwise, the delay equals 1), and the utilization is equal to f= .
For TOS1, with a FCFS discipline at S, we can write the delay link costs as follows:
(1) where x k = N ? x k and y k = M ? y k denote the number of delay-sensitive connections and the number of throughput-sensitive connections, respectively, on path 2. The utilization link costs are
The network state is updated using the costs of the two paths as follows:
(1 ? k ) x k if T 2;k+1 < T 1;k+1 x k + k x k otherwise y k+1 = 8 < :
(1 ? k ) y k if 2;k+1 1;k+1 y k + k y k otherwise
The parameter k (0 < k 1) re ects the amount of tra c rerouted. 
The utilization link costs are as de ned in (2) . The network state is updated as in (3).
We refer to the iteration de ned in (3) as I, i.e. (x k+1 ; y k+1 ) = I(x k ; y k ). I is a mapping from a set G into itself, where G = f(x; y) : 0 x N^0 y Mg. The sequence of points (x 1 ; y 1 ); (x 2 ; y 2 ); : : : is called the trajectory of the system 24, 31]. The trajectory may or may not converge to a xed point (x ; y ), i.e. (x ; y ) = I(x ; y ). The convergence to a xed point indicates that the system stabilizes into a particular routing pattern. On the other hand, non-convergence indicates that the system oscillates between di erent routing patterns (or has chaotic behavior).
Note that I is not a continuous mapping, and well-known theorems for convergence requiring this property cannot be directly applied 22].
We represent isolation by a stable state where every delay-sensitive connection stays on path 1, and every throughput-sensitive connection stays on path 2. This is equivalent to say that our iterative method converges to the xed point (N; 0). In the next section, we rst derive su cient conditions for the system to reach isolation as a function of the starting state. (In a real network, the starting state would be the result of arrivals of new connections, departures of old connections, failure/recovery of links, etc.) We then obtain less re ned su cient conditions for isolation, independent of the starting state.
Liapunov Function Method
We use the Liapunov function method 31] to obtain su cient conditions for stability and convergence to a xed point without actually solving the system equations. The basic idea is to nd a positive-de nite scalar function V (S), where S is the system state, such that its forward di erence 4V (S) taken along a trajectory is always negative. V (S) is said to be a Liapunov function, and is regarded as a measure of the distance of the state S from the xed point. As time increases, V (S) decreases and nally shrinks to zero, i.e. the xed point is approached.
It is more convenient to deal with the xed point (0; 0) rather than (N; 0). Thus, we de ne the network state by ( x; y) instead of (x; y). Then, the iteration I de ned in (3) becomes:
x k+1 = 8 < :
(1 ? k ) x k if T 1;k+1 T 2;k+1 x k + k x k otherwise y k+1 = 8 < :
(1 ? k ) y k if 2;k+1 1;k+1 y k + k y k otherwise (7) Combining (1), (2), and (7), the system behavior with TOS1 is described by the following: 
At the xed point (which is now the origin), x k ! 0; x k+1 ! 0; y k ! 0; and y k+1 ! 0. Consequently, for the equations (8) to be satis ed, k ! 0 and k ! 0, which imply the following necessary (but not su cient) conditions for convergence to the origin: 1
De ne D 1 = f( x; y) : Proof. Since V ( x; y) > 0 for all ( x; y) 6 = (0; 0) and V (0; 0) = 0, then V ( x; y) is positive de nite. The forward di erence 4V ( x k ; y k ) is computed as follows. Consider the case where x k ?y k < 0. . Therefore, ( x k+1 ; y k+1 ) D 1 , and k+1 = k+1 = 0. Consequently, starting at any point in D 1 , the trajectory stays inside D 1 approaching the origin (as shown in Figure 3 ). The region D 1 is called domain of attraction corresponding to the origin 3, 22] because it constitutes a set of starting states for which the iteration converges to the origin. In D 1 , the iteration is said to be a contraction, since V ( x k+1 ; y k+1 ) < V ( x k ; y k ) for all ( x k ; y k ) 6 = (0; 0) along the trajectory. It is important to observe that the domain of attraction contains all the system states for which T 1 T 2 and 2 1 . Also, note that starting at any point in D 1 , k = k = 0 for all ( x k ; y k ) along the trajectory.
End of Proof
With TOS2, the system behavior is described by the same di erence equations (8) 
As we have done with TOS1, we want to show that V ( x; y), de ned in (11), is a Liapunov function in some region around the origin. Call this region D 2 . The goal is to show that starting at any point in D 2 , k = k = 0 for all ( x k ; y k ) along the trajectory. C 1^0 x N^0 y Mg, and attempt to show that V ( x; y), de ned in (11) , is a Liapunov function in D 2 .
To do this, we need an upper bound on C e 2;k , and a lower bound on C e 
E ect of k on system behavior
The domains of attraction we have just found (cf. Theorems 3.1 and 3.2) are not the largest, i.e. there may be points outside the domains which lead to the origin. This depends on the values of k . In particular, the domains are indeed largest for high enough values of k . On the other hand, they are not for small values of k . The following theorem shows this for TOS1. The proof is given in Appendix II. Consider the simple case where k = 1, for all k. It can be seen that isolation, whenever possible 5 , provides the optimal performance for both tra c classes 13]. In this case, we are constrained to use a single path for each tra c class. Thus, in order to maximize the throughput of the throughput-sensitive tra c, we should send its packets over the maximum capacity link, i.e. path 2. Then, in order to minimize the packet delay of the delay-sensitive tra c, we should send its packets over the minimum packet delay link, i.e. path 1. Note that routing the delay-sensitive tra c (also) on path 2 would result in a higher delay compared to the delay of (the unused) path 1.
Note that the above result agrees with our argument about the bene ts of isolation, which was made in Subsection 2.2.
Referring to Figures 3 and 4 , we can conclude that for high enough k , TOS2 has a larger domain of attraction corresponding to isolation than TOS1. This conclusion is not a ected by our approximation C e 1;k C 1 ? 0:5y k , which was made in Theorem 3.2 for TOS2. In fact, it can be shown that C e 1;k C 1 ?0:5y k . Regardless of that, we found that our approximation is only slightly optimistic. In particular, our monte-carlo simulations 27, 26] show that starting at any point in (C 2 +0:5 x)? x + P 2 may not, however, lead to the origin. Such points constitute a small part of D 2 , and hence the approximation does not a ect our conclusion that TOS2 has a larger domain of attraction corresponding to isolation. In particular, isolation occurs for higher values of y 0 with TOS2 than with TOS1. Theorem 3.3 also indicates that for small enough values of k , the system reaches isolation for all starting states and for all system con gurations satisfying the necessary conditions for isolation. (10) and (13), for both TOS1 and TOS2 are satis ed. This region thus de nes su cient conditions to reach isolation for low enough k for both TOS1 and TOS2. This is in agreement with our montecarlo simulations obtained in 27, 26] which also show that in this region, TOS2 gives much better transient performance, i.e. less oscillations and much faster convergence to isolation, than TOS1 (we have not yet been able to obtain transient measures analytically). Su cient conditions independent of the starting state
In Theorems 3.1 and 3.2, we derived su cient conditions for the system to reach isolation as a function of the starting state. Now, using these theorems, we derive su cient conditions for isolation independent of the starting state (and the values of k ). 6 Figure 6 depicts the load regions de ned by these su cient conditions. Note that the conditions of Theorem 3.4 capture less information than the ones given by Theorems 3.1 and 3.2; i.e. there can be a system con guration that does not satisfy the su cient conditions of Theorem 3.4, but still reaches isolation for some starting states or values of k .
Conclusions and Future Work
We found our proposed scheme (TOS2) very e ective in providing lower end-to-end delays in a typical situation where the proportion of delay-sensitive tra c is small compared to the throughput-sensitive tra c. This is because our scheme, by using a structured link queueing discipline (typeof-service queueing), reduces queueing delays for the delay-sensitive tra c, hence improving the performance of delay-based routing (i.e. more stable routes) and providing this tra c with low delay service. At the same time, the link utilization metric isolates the throughput-sensitive tra c which takes the under-utilized routes, resulting in a better overall network performance. In general, we have shown how in an integrated services environment, routing with some form of non-FCFS scheduling support can provide signi cant performance improvement.
In this study, we assumed a datagram (best-e ort) service model of the sort currently used in the Internet. Extensive e ort is currently underway to extend this Internet service model to support other services, including guaranteed service 7, 9, 33]. In such an extended service environment, our ndings would still apply to tra c classes requiring best-e ort service.
In addition to simulation studies, we examined the behavior of the TOS schemes analytically. We obtained stability conditions using the Liapunov function method. We are currently extending our analysis to obtain transient characteristics such as convergence time. Analyzing the interactions between adaptive routing and other link queueing algorithms is an open research area. Future work is also needed to explore the interaction between all components of the congestion control problem, namely scheduling, ow control, and routing, on arbitrary network topologies.
We are also investigating other approaches to adaptive next-hop TOS routing. One approach 40] is to maintain for delay-sensitive tra c two minimum propagation delay routes and use the secondary route when the primary route becomes congested. This approach attempts to avoid the bad e ect that queueing delay may have when it dominates measured link delay in delay-based routing. However, it is not clear how to split the delay-sensitive tra c between the two available routes without causing severe oscillations while at the same time reducing queueing delays to provide a low delay service. Further research is needed to explore this area. then stays idle for an exponentially distributed duration before starting the transmission of the next train (burst) of packets. (This tra c model has been used in many studies, e.g. 38].) Unless otherwise indicated, all sources have the following parameters: for the low-speed case, the data packet length equals 128 bytes, the inter{packet generation time is 150 msec, the average train size is 100 packets, and the average idle duration is 2 seconds (this corresponds to an average packet rate of about 0.006 packet/msec.); for the high-speed case, the data packet length is 5000 bytes, the inter{packet generation time is 50 msec, the average train size is 1000 packets, and the average idle duration is 2 seconds (this corresponds to an average packet rate of about 0.02 packet/msec.).
Performance Measures
We consider average measures of throughput, delay and load. An average measure is based on statistics collected over a large measurement interval, which is the duration of the simulation except for an initial \startup interval" (to eliminate transient e ects due to empty initial network). Thus:
Throughput. Total number of data bytes received at destinations during the measurement interval divided by the length of the measurement interval. Delay. Total delay of all data packets received at destinations during the measurement interval divided by the number of those data packets, where delay of a data packet is de ned to be the time di erence between sending a packet and receiving it at the corresponding destination. Data Load. Fraction of the network capacity, i.e. sum of all link capacities, used by data packets during the measurement interval. Throughput(T). Total number of data bytes received at destinations for the throughputsensitive tra c during the measurement interval divided by the length of the measurement interval. Delay(D). Total delay of all delay-sensitive data packets received at destinations during the measurement interval divided by the number of those data packets.
Results
Here, we present details of scenarios simulated along with plots of the observed (steady{state) performance measures, namely throughput, delay, throughput(T), delay(D), and data load. In our simulations, 95% con dence intervals were computed using the method of independent replications 25, 36] . In particular, a measure, say x, is obtained as x 1 +x 2 + +xn n , where the x 1 ; x 2 ; : : :; x n are the measures obtained using the di erent independent simulation runs. In all cases, the size of the con dence intervals is less than 2% of the mean. We now present our simulation results. Although we show results only for uniform workload, we obtained similar results for the skewed workload we investigated. We also obtained similar results for workload that has di erent parameters for each tra c type. In case (C) below, we consider a smaller packet size for the delay-sensitive sources, namely 64 bytes rather than 128 bytes. We have scaled the delay plots for clarity, so delay values higher than 100 milliseconds are not shown.
(A) Low-speed, varying U(T), xed U(D), equal packet sizes. The delay-sensitive tra c constitutes almost 25% of the total tra c. Ignoring di erences at low values of U(T), TOS1 performs the worst, becoming saturated around U(T) = 22 (corresponding to almost 60% data load). Interestingly, UTIL which does not use any TOS facility performs better than TOS1. TOS2 performs the best. At U(T) = 24, UTIL's delay is 53% higher than TOS2's, and TOS1's delay is 1322% higher than TOS2's. Note that UTIL performs worse than TOS2 over the whole range of U(T). At low values of U(T), UTIL performs the worst. At U(T) = 20, UTIL has about 32% higher delay than both TOS2 and TOS1. Figure 8 shows data load, throughput(T) , and throughput versus U(T). Observe that the data load for TOS1 increases as TOS1 becomes saturated. This indicates the use of longer routes, and consequently higher delay. Both throughput(T) and throughput increase linearly with the workload, and they are the same for all schemes. This shows that the system is stable for all schemes.
(B) High-speed, varying U(T), xed U(D), equal packet sizes. delay-sensitive tra c constitutes almost 25% of the total tra c. As observed in the low-speed case (A), ignoring di erences at low values of U(T), TOS2 performs the best, followed by UTIL, and then TOS1. TOS1 reaches saturation sooner, around U(T) = 16 (corresponding to a data load of almost 61%). TOS1 has about 758% higher delay than TOS2 at U(T) = 18. Note that for the same data load, the di erence in delay is less signi cant than in case (A). This is due to the fact that in a high-speed network, queueing delay is less signi cant due to small transmission times. For example, in the high-speed network, transmission time of the 5000-byte data packet on the 100Mb/s link is 0.0004 sec. Whereas in the low-speed network, transmission time of the 128-byte data packet on the 1.5Mb/s link is 0.7 sec. This fact reduces the e ect of bad oscillations inherent in delay-based routing when queueing delays are signi cant. Figure 10 shows data load, throughput(T) and throughput versus U(T). Again, as in case (A), throughput(T) and throughput increase linearly with the workload for all schemes. Henceforth, we do not show plots for throughput. We also do not show plots for UTIL since the utilization-based metric, as we have observed, does not necessarily result in minimum delay routes. 9 (C) Low-speed, varying U(T), xed U(D), unequal packet sizes. The delay-sensitive tra c constitutes almost 28% of the total tra c. As observed in (A), TOS2 performs better than TOS1. TOS1 reaches saturation sooner, around U(T) = 18 (corresponding to a data load of almost 55%). TOS1 has about 1800% higher delay than TOS2 at U(T) = 20 . Figure 12 shows data load versus U(T). Observe that TOS1 reaches saturation at a data load which is smaller than in (A). This is because here delay-sensitive tra c has smaller packet sizes, thus su ering higher delays with TOS1.
Appendix II: Proofs and Derivations
Computation of e ective capacities Let's consider two queues Q X and Q Y with arrival rates X and Y , respectively, equally sharing a link with capacity C. De ne C e X and C e Y as the e ective link capacity available for tra c X and Y , respectively. Also, let n X and n Y be the number of packets in Q X and Q Y , respectively. This implies T 1;k T 2;k , for every k. This ensures that path 1 is always attractive to delay-sensitive tra c, and eventually all delay-sensitive tra c will be on path 1. 10 We note that L2 N since otherwise we get ?M > N , which contradicts the fact that N; M 0. Referring to Figure 3 , L1 is assumed to be greater than ?M.
Given that all delay-sensitive connections remain on path 1, we see from (2) and (3) 
