We consider reflected backward stochastic differential equations, with two barriers, defined on probability spaces equipped with filtration satisfying only the usual assumptions of right continuity and completeness. As for barriers we assume that there are càdlàg processes of class D that are completely separated. We prove the existence and uniqueness of solutions for integrable final condition and integrable monotone generator. An application to zero-sum Dynkin game is given. MSC: Primary 60H10; Secondary 60H30, 60H99.
Introduction and notation
In this paper we study the problem of existence and uniqueness of solutions of backward stochastic differential equations with two reflecting cádlág barriers L, U . The main new feature is that we deal with equations on probability spaces with general filtration F = {F t ; t ∈ [0, T ]} satisfying only the usual conditions of right-continuity and completeness, and we do not assume that the barriers satisfy so-called Mokobodzki condition. Instead, we assume that the lower barrier L and the upper barrier U are completely separated in the sense that L t < U t and L t− < U t− for t ∈ [0, T ]. Moreover, we consider equations with L p data, where p ∈ [1, 2] . Our motivation for considering such general setting comes from PDEs theory (equations involving nonlocal operators, see [9, 11] ) and from the theory of optimal stopping (Dynkin games, see [8, 12, 14, 15] ).
Let T > 0. Suppose we are given an F T -measurable random variable ξ, a progressively measurable function f : Ω × [0, T ] × R → R and two adapted càdlàg processes L, U such that L t ≤ U t , t ∈ [0, T ]. Roughly speaking, by a solution of the reflected BSDE with terminal condition ξ, generator f and barriers L, U we mean a quadruple (Y, K, A, M ) of càdlàg adapted processes such that Y is of Doob's class D, K, A are increasing processes such that K 0 = A 0 = 0, M is a local martingale with M 0 = 0, and a.s. we have In most papers devoted to reflected BSDEs with two barriers it is assumed that L, U satisfy one of the following conditions:
(a) between L and U one can find a process X such that X is a difference of nonnegative càdlàg supermartinagles (so-called Mokobodzki condition), or (b) L t < U t and L t− < U t− for t ∈ [0, T ] (i.e. the barriers are completely separated).
Problem (1.1) under assumption (a) is studied thoroughly in Klimsiak [8] . Among other things, in [8] it is proved that if f is continuous and monotone with respect to y and satisfies mild integrability conditions (see hypotheses (H1)-(H4) in Section 2), then there exists a unique solution of (1.1).
A drawback to assumption (a), and one of the main reason why more explicit condition (b) is considered, is that (a) may be sometimes difficult to check. Unfortunately, equations with barriers satisfying (b) are more difficult to deal with. At present, all the existing results on equations with barriers satisfying (b) concern the case where the underlying filtration is Brownian (see Hamadène and Hassani [5] , Hamadène, Hassani and Ouknine [6] ) or is generated by a Brownian motion and an independent Poisson random measure (see Hamadène and Wang [7] ). Moreover, in [5, 6, 7] ) it is assumed that f is Lipschitz continuous and the data (including barriers) are L 2 -integrable. Recently, in [4] , in the case of Brownian filtration, an existence and uniqueness result was proved for equations with separated continuous barriers, L 1 data and Lipschitz continuous generator.
Our main theorem says that under the assumptions on ξ, f from [8] and càdlàg barriers L, U satisfying (b) and such that L + , U − are of class D there exists a unique solution of (1.1). Thus we extend the results from [8] to barriers satisfying (b) and at the same time we generalize the results of [5, 6, 7, 4] to equations with general filtration and less regular data. It is worth pointing out that as a simple corollary to our existence result (it suffices to consider the generator f ≡ 0) one gets the following result from the general theory of stochastic processes: if two càdlàg processes L, U are completely separated and L + , U − are of class D, then there exists a semimartingale of class D between L and U .
The main idea of the proof of our main result is to reduce the problem with completely separated barriers to the problem with barriers satisfying the Mokobodzki condition, and then apply the results of [8] . Such a reduction is possible locally (we use here some modification of a construction from [3] ) and enables us to obtain solutions of (1.1) on stochastic intervals of the form [0, τ n ], where {τ n } is some stationary sequence of stopping times. These local solutions can be put together to get the solution of (1.1) on [0, T ]. The last step involves some technicalities, but in general our proof is short and rather simple. In our opinion, it is much simpler than the proof for equations with the underlying Brownian-Poison filtration and L 2 data given in [7] .
The paper is organized as follows. In Section 2 we review some results from [8] concerning reflected BSDEs with one barrier. The proof of the main result is given in Section 3. Finally, in Section 4 we give an application of results of Section 3 to zero-sum Dynkin game with payoff function determined by ξ, f and L, U .
Notation. Let T > 0, and let (Ω, F, F = {F t } t∈[0,T ] , P ) be a filtered probability space with filtration satisfying the usual assumptions of completeness and right continuity. By T we denote the set of all F-stopping times such that τ ≤ T , and by T t , t ∈ [0, T ], the set of τ ∈ T such that P (τ ≥ t) = 1.
By V we denote the set of all F-progressively measurable processes of finite variation, and by V 1 the subset of V consisting of all processes V such that E|V | T < ∞, where |V | T stands for the variation of V on [0, T ]. V 0 is the subset of V consisting of all processes V such that V 0 = 0, V + 0 (resp. p V + 0 ) is the subset of V 0 of all increasing processes (resp. predictable increasing processes). M (resp. M loc ) denotes the set of all F-martingales (resp. local martingales). By L 1 (F) we denote the space of all F-progressively measurable processes X such that E T 0 |X t |dt < ∞, and by L 1 (F T ) the space of all F T -measurable random variables ξ such that E|ξ| < ∞.
For a stochastic process X we set X + = X ∨ 0, X − = −(X ∧ 0) and X t− = lim sրt X s with the convention that X 0− = X 0 . We also adopt the convention that b a = (a,b] .
BSDEs with one reflecting barrier
In what follows ξ is an F T -measurable random variable, and L, U are F-progressively measurable càdlàg processes, V ∈ V 0 and f : Ω × [0, T ] × R → R is a measurable function such that f (·, y) is an F-progressively measurable process for every y ∈ R (for brevity, in our notation we omit the dependence of f on ω ∈ Ω).
We will need the following assumptions on ξ and f :
(H1) There exists a constant µ ∈ R such that for almost every t ∈ [0, T ] and all y, y ′ ∈ R,
Recall that a stochastic process X on [0, T ] is said to be of class D if {X τ : τ ∈ T } is a uniformly integrable family of random variables. 
Our motivations for considering reflected equations involving a finite variation process V comes from the theory of partial differential equations with measure data. In these applications V is an additive functional of a Markov process in the Revuz correspondence with some smooth measure see [9, 10, 11] In the theorem below we recall some results on reflecting BSDEs with one barrier proved in [8] . They will play important role in the proof of our main result in Section 3.
Theorem 2.1. Assume that L + , U − are of class D and (H1)-(H4) are satisfied.
The following argument shows that in fact it suffices to assume that L + is of class D. Let
the last equality being a consequence of the fact that
Uniqueness follows from [8, Corollary 2.2.] . This proves the first part of (i). Observe now that the first component of the solution of RBSDE(ξ, 0, L) is a supermartingale of class D majorizing L. Therefore to prove that Y n t ր Y t , t ∈ [0, T ], it suffices to repeat step by step the proof of [8, Theorem 4.1]. Since the proof of (ii) is analogous to that of (i), we omit it.
BSDEs with two reflecting barriers
In this section ξ, f, V and U, L are as in Section 2. We also assume that L t ≤ U t for t ∈ [0, T ], P -a.s. Definition 3.1. We say that a quadruple (Y, K, A, M ) of càdlàg processes is a solution of the reflected BSDE with terminal condition ξ, generator f + dV , lower barrier L and
s. We will need the following conditions for the barriers L, U :
The following lemma is an extension of [3, Remark 3.4].
Lemma 3.1. Assume that L, U are of class D and satisfy (B1). Then there exists a process H ∈ V such that L t ≤ H t ≤ U t , t ∈ [0, T ], P -a.s. Moreover, there exists a sequence {τ n } ⊂ T of stationary type such that E|H| τn < ∞ for every n ∈ N.
Proof. Let τ 0 = 0, and for n ∈ N set τ n = inf t > τ n−1 :
Obviously {τ n } is nondecreasing. We shall show that it is increasing up to T . To see this, we first observe that
Then there exists a sequence {t m } such that t m ց τ n (ω) and for every m ∈ N,
Since L and U are right-continuous, this implies that
Hence L τn(ω) (ω) = U τn(ω) (ω). Since the barriers satisfy (B1), this shows (3.1). We can now prove that {τ n } is of stationary type. Suppose, for contradiction, that there is τ ∈ T such that τ n ր τ and P ( ∞ n=1 {τ n < τ }) > 0. Then
, P -a.e., and H ∈ V, because {τ n } is of stationary type. Moreover, for each n ∈ N,
which is finite because L, U are of class D.
The following example shows that in general there is no H between barriers such that E|H| T is finite.
and put
One can check that L, U satisfy the assumptions of Lemma 3.1. Therefore there exists a process H ∈ V such that L t ≤ H t ≤ U t , t ∈ [0, T ], P -a.s. Consider now an arbitrary processH ∈ V such that L t ≤H t ≤ U t , t ∈ [0, T ], P -a.s. By the construction of the barriers L and U ,
Hence
Before proving our main result, we first introduce some additional notation. Assume that ξ, f satisfy (H1)-(H4), and L, U are of class D and satisfy (B1). Set
Then f m , f n also satisfy (H1)-(H4), because y → n(L t − y) + and y → m(y − U t ) + are Lipschitz continuous for t ∈ [0, T ] and L, U are of class D. By Theorem 2.1, for each n ∈ N there exists a unique solution (Y n , A n , M n ) of the equation RBSDE(ξ, f n + dV, U ), and for each m ∈ N there exists a unique solution (Y m , K m , M m ) of RBSDE(ξ, f m + dV, L). Therefore
and In particular, for all n, m ∈ N we have 
Also note that from (3.3) and (3.4) and monotonicity of the sequences {Y
Since Y 0 and Y 0 are solution of reflected BSDEs, they are processes of class D. Proof. By (H1), for all y ∈ [−r, r], t ∈ [0, T ] we have
It suffices to use (H2) to complete the proof. 
Let {ζ n } be a fundamental sequence for the local martingale M , and let σ ∈ T . Applying the Tanaka-Meyer formula we get
Taking the expectation and then letting n → ∞ yields
On the other hand, by (LU3) and (3.6), From now on we consider the stopping time σ defined by
Observe that
(3.10)
From (LU3), (3.10), (3.11) and the fact that L t = L t∧τ for t ∈ [0, T ] it follows that
By (3.9) and (3.12) ,
By the above, By the second equality in (3.13) ,
Observe that from the definition of σ and the fact that
By 
Furthermore, from (3.11) , the definition of ζ and (LU3) it follows that
Observe that by the definition of the set B T ,
By the above equality, (3.12) and (3.18) ,
This when combined with (3.9) with σ replaced by ζ gives Observe that H (k) ∈ V 1 and by Lemma 3.2, {τ k } is of stationary type. The rest of the proof we divide into 5 steps.
Step 1. We show the existence of a solution of RBSDE(ξ, f + dV, L, U ) on stochastic intervals [0, τ k ]. Set
where Y is defined by (3.4). By (3.5), ξ (k) ∈ L 1 (F T ). Also observe that L (k)
In particular, we have
By this and (H1),
Since y → (L s − y) + is nonincreasing and From the above inequality and (3.30) with τ replaced by τ ∨ t it follows that
Applying Gronwall's inequality to the mapping t → EỸ n,+ 
Therefore applying Fatou's lemma and then (3.31) with t = T we obtain
In much the same way one can show that E(Y (k) τ − Y τ ∧τ k ) − = 0, which completes the proof of (3.24). By (3.24 ) and the optional cross-section theorem [2, p. 138-IV, (86) Theorem] the processes Y (k) and Y ·∧τ k are indistinguishable. In particular, Y ·∧τ k has càdlàg trajectories. By the same method we show that Y (k) and Y ·∧τ k are indistinguishable.
Step 3. In this step we define a solution on [0, T ]. By Step 2, for every k ∈ N, 
Therefore we may define processes Y, K, A, M on [0, T ] by
Hence, by the cross-section theorem, 
for k ∈ N. Since {τ k } is of stationary type, this implies (LU2) and (LU3).
Step 4. Repeating the arguments from step 3 and step 4 for ξ (k) = Y τ k we prove that Y = Y , where (Y, K, A, M ) is a solution of RBSDE(ξ, f + dV, L, U ). Therefore, by the uniqueness of solution, Y = Y = Y .
Step 5. We now show how to dispense with the assumption that L, U are of class D. Let Y, Y be processes appearing in Theorem 2.1. By [9, Proposition 2.1],
If L, U satisfy (B1), (B2), then also L ε , U ε satisfy (B1) and are processes of class (D). By steps 1-3 there exists a unique solution (Y, K, A, M ) of RBSDE(ξ, f + dV, L ε , U ε ). As in the proof of Theorem 2.1, one can check that (Y, K, A, M ) is also solution of RBSDE(ξ, f + dV, L, U ). Then there exists
Proof. It is enough to consider ξ = L + T ∧ U T , f ≡ 0, V ≡ 0, and apply Theorem 3.1. 
is a solution of RBSDE(ξ, f +dV, L, U ). Furthermore, by (3.21), EK T < ∞ and EA T < ∞, and by [9, Lemma 2.3], f (·, Y ) ∈ L 1 (F). Also note that a sufficient condition for (3.34) to hold is the following: there is
is bounded from below.
The following example shows that in general EK T and EA T need not be finite even if f ≡ 0 and V ≡ 0. 
Let τ n = 1 − 1 n . Since the filtration is Brownian, ∆M τn = 0 P -a.s. for every n ∈ N. Hence ∆Y τn = ∆A τn − ∆K τn , n ∈ N. 
Dynkin games
In this section we consider a certain stochastic game of stopping called Dynkin game. For an interpretation of notions which we define below (payoff function, lower and upper value of the game) we defer the reader to [1] . Let L, U be càdlàg processes of class D such that L t ≤ U t , t ∈ [0, T ], P -a.s., and let f, ξ, V be as in Section 3. Also assume that conditions (H1)-(H4) are satisfied. Consider a stopping game with payoff function We say that the game has a value if V t = V t , t ∈ [0, T ], P -a.s. Then for every σ ∈ T t , E(R t (σ, τ n )|F t ) → E(R t (σ, τ )|F t ) P -a.s. as n → ∞.
Proof. By (4.1) and (4.2), R t (σ, τ n ) → R t (σ, τ ) P -a.s. Since V, L, U are of class D and E|ξ| + E T 0 |f (t, Y t )|dt < ∞, we conclude from (4.1) that the family {R t (σ, τ n )} n∈N is a uniformly integrable family of random variables. Therefore the desired convergence follows from [13, Theorem 1.3]. 
