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In the present paper we study the divisibility properties of some classical R is the set of finite induced substructures of R and the age of R, age(R), 27 is the class of finite relational structures isomorphic to an element of the 28 skeleton. A local isomorphism of R is an isomorphism between two elements 29 of the skeleton. We denote by Aut(R) the automorphism group of R. The 30 relational structure R is homogeneous if every local isomorphism of R has 31 an extension to an automorphism of R. An embedding of R into R is an 32 isomorphism of R to an induced substructure of R. We denote by Emb(R) 33 the set of embeddings of R into R. For a set A (possibly not ⊆ R) we denote 34 by R ↾ A the relational structure induced by R ∩ A. A relational structure 35 of this result. To do so, we shall interpret a vector space as a relational structure, in which the Ramsey partition properties described above cor-117 respond to affine version of the usual vector subspace and related notions, 118 and we assume this notion for the remainder of the paper unless specifi-119 cally mentioned otherwise. In particular we will be interested in the affine 120 transformations of V onto V , forming a group called the (Inhomogeneous)
121
General Linear group of V , and denoted by IGL(V ). relational structure (with infinitely many relations).
134
It is known and we will provide a proof in Lemma 15 that if V is a vector 135 space over the rationals Q and ǫ : V → V an injection with ǫ( properties can be studied as permutation group properties. 
159
A sequence < v i : i ∈ n > of affinely dependent elements of V is called 160 an affine cycle of V if no proper subsequence is affinely dependent. Two
there is an invertible affine transformation τ of the affine space generated 163 by {v i : i ∈ n} to the affine space generated by {v
for all i ∈ n. Interpreting every equivalence class of affine cycles of V as every partition (P 0 , P 1 ) of V , there is an i ∈ 2 with age(V ↾ P i ) = age(V ).
185
Using a standard compactness argument one can show that a relational 186 structure R is age indivisible if and only if the age of R is a Ramsey family.
187
That is, if for every element A in the age of R with base A there exists 188 an element B ∈ age(R) with base set B ⊇ A so that for every partition f ; that is we name a line by its unique element f withf = 1.
225
We shall be mostly interested in the countable case λ = ω, but many of 226 the results presented generalize to vector space of an arbitrary dimension λ. for all f ∈ U .
235
Proof. By a repeated application, it suffices to prove that for each x ∈ ω,
236
there is a nonzero vector f ∈ W with x ≪ supp(f ).
237
Since W is infinite dimensional, there must be two linearly independent 238 vectors f, g ∈ W such that f ↾ x and g ↾ x are linearly dependent. That is 239 af ↾ x+ bg ↾ x = 0 for some a, b ∈ F not both zero. But then x ≪ af + bg = 240 0.
241
An iterated application of Lemma 4 allows to construct the following 242 structure for an infinite dimensional affine subspace of V .
243
Proposition 5. Every infinite dimensional affine subspace v + W of V contains an infinite sequence
3.1 Indivisibility 
, define osc(f ) as the number of times that f changes from a nonzero value to a different nonzero value as we cover the support of f . That is, if supp(f ) = {x i : i ∈ n} is listed in increasing order, then
Observe that if f ≪ g, then osc(f + g) ≥ osc(f ) + osc(g), with equality iff 257 the last value of f equals the first value of g (if those values are different,
.
259
Now consider a sequence < f i : i ∈ n > from a subspace W of V such that
. By an appropriate scalar multiplication, we may assume that f i =f i+1 for all i ∈ n − 1, and therefore s := osc i∈n f i = i∈n osc(f i ). Since F = F 2 , choose for each i ∈ n − 1 an a i = 0 ∈ F such that a i = a i+1 . But now observe that for each j ∈ n,
This means that on any infinite dimensional subspace or even affine sub- Proof. Let {f i : i ∈ k + 1} be linearly independent elements of W , and let 270 X = {i : f i (x) = 0}. If X has size at least k, then it generates a subspace 271 U as desired.
272
Else for i ∈ (k + 1) \ X, we may assume that f i (x) = 1 by replacing f i if 273 necessary by (f i (x)) −1 f i . Then fixing any i 0 ∈ (k + 1) \ X, the set {f i : i ∈
274
X} ∪ {f j − f i 0 : j ∈ (k + 1) \ (X ∪ {i 0 })} is a basis for U as desired.
and x ∈ supp(W ). Then for any a ∈ F q , there exists an affine k-dimensional 277 subspace A of W so that f (x) = a for all f ∈ A.
278
Proof. Let w ∈ W such that w(x) = 0, and by Lemma 8 let U a k-279 dimensional subspace of W such that f (x) = 0 for all f ∈ U .
280
Then A = {a(w(x)) −1 w + f : f ∈ U } is the desired affine k-dimensional 281 subspace.
282
A colouring of a subset W of V q is called end-determined if, for every 283 a ∈ F q \ 0, the set {f ∈ W :f = a} is monochromatic. Proof. Assume for a contradiction that h ∈ v + W is red, and let a =ĥ.
291
Then every g ∈ v + W withĝ = a is red since ∆ is end-determined on 292 that space. Hence may assume without loss of generality that maxsup(h) = 293 maxsup(W ).
294
According to Corollary 9, there exists an affine k-dimensional subspace A of
295
W so thatf = a for every f ∈ A. But then v + A is an affine red subspace 296 of dimension k, a contradiction. 
307
Then by Theorem 1 there exists a d + 1-dimensional subspace W of V and a 308 function γ : F q \ 0 → {red, blue} so that Γ( f ) = γ for every line f ∈ W .
309
But this means that the colouring ∆ is end-determined on the affine subspace 310 v + W , which is therefore by assumption and Lemma 10 monochrome blue. Proof. List the elements of v + A as f n−1 , f n−2 , f n−3 , . . . , f 0 , and using W n−(i+2) is monochrome blue.
334
We continue and for i = n obtain a d-dimensional subspace U of W n−1 so 335 that for every v + f ∈ v + A and every g ∈ U the element v + f + g is blue.
337
We now come to the main result of this section: V q is weakly indivisible. intended set A will be constructed recursively as a sequence < a a lpha α ∈
356
κ >⊆ V such that for every α ∈ κ, a α ∈ L α and such that no affine line 357 intersects A α := {a β : β ∈ α} in more than two points.
358
To do so, we pick a 0 ∈ L 0 arbitrary. Having defined A α , let L α be the set In this section, we shall produce a somewhat simpler example of a countable 371 age indivisible but not weakly indivisible relational structure. The structure 372 will have a single ternary relation, but is not homogeneous.
373
Before we proceed, let M be a commutative monoid. An arithmetic 374 progression of length n in M is a sequence of the form (a + ix) i∈n for some 
381
In the case where M = V is a vector space over Q, which will be the 382 main case of interest, then µ V denotes the set of triples associated with the 383 addition on V . Notice that in this case an arithmetic progression of length 384 3 is a sequence of three elements a 0 , a 1 , a 2 where a 1 is the mid-point of the 385 segment joining a 0 and a 2 . The ternary relational structure
is the midpoint structure associated with V . We shall show in particular 387 that M V is age indivisible but not weakly indivisible.
388
We first characterize the embeddings of such a structure M V as simply Proof. First an affine embedding α of V into V ′ does satisfy α(
for all a, b ∈ V , and is therefore an embedding of M V into M V ′ .
395
Conversely this condition implies that α is an affine transformation, in-
396
deed it suffices to show that β :
a ∈ V is a linear transformation.
398
Note that: for all rational x. Therefore β is a linear transformation, and since moreover 401 α is one to one, then it is an affine embedding as desired.
402
We therefore immediately have the following Corollary. namely the set Emb(V ).
407
The age indivisibility of M V will follow form the following Lemma. Proof. Since N can be identified with a subgroup of G, the age of M N is a 411 subset of the age of M G .
412
Since G is torsion free, the subgroup generated by F is isomorphic to a finite direct sum of the integers Z. Without loss of generality, we may therefore suppose that F ⊆ Z n + , and let k ∈ N be large enough such that F ⊆ k n . Finally define σ : k n → N by
Then σ ↾ F is easily seen to be the required embedding.
415
The following tool is key in showing the failure of weak indivisibility, and 
422
Proof. Note that the set of infinite arithmetic progressions is also countable.
423
Also note that if S ⊆ M is finite and X is an infinite arithmetic progression
424
with X ∩ S = ∅ then there is an element x ∈ X \ S which does not form 425 a three element arithmetic progression with any two of the elements in S.
426
This follows from the fact that, for every two elements {a, b} in S, there are a + x and b + y will form an arithmetic progression with {a, b}.
436
Now enumerate the elements of M into the ω-sequence x 0 , . . . , x n , . . . and 437 the set of infinite arithmetic progressions into the ω-sequence X 0 , . . . , X n , . . . .
438
We construct the sequence y 0 , . . . , y n , . . . such that for every integer n, the 439 set Y n := {y i : i ∈ n} contains no three elements forming an arithmetic 440 progression, but meets X i for every i ∈ n. The element y 0 is an arbitrary 441 element in X 0 . If Y n is already constructed and X n ∩ Y n = ∅, then let 442 y n ∈ X n ∩ Y n . If on the other hand X n ∩ Y n = ∅, then let y n ∈ X n such 443 that it does not form a three element arithmetic progression with any pair 444 of elements in Y n . This completes the proof.
445
We are now ready to prove the main result of this section.
446
Theorem 19. Let V be a vector space of countable dimension over Q and Proof of Claim 1. We first verify that (x, y, z) ∈ µ ′ if and only if 
For the "if" part, it suffices to show that δ(x) + δ(z) − 2δ(y) ∈ W implies (x, y, z) ∈ µ ′ . So suppose that δ(x)+δ(z)−2δ(y) is a finite linear combination
where (x i , y i , z i ) ∈ µ ′ and λ i ∈ Q for each i ∈ n. Let F := {x, y, z, x i , y i , z i : i ∈ n}, and by hypothesis let f be an isomorphism of R ↾F into V. As a map defined on a subset of R, f extends to a linear map f from V ′ to V . As such it satisfies: is (f (x), f (y), f (z)) ∈ µ V from which it follows that (x, y, z) ∈ µ ′ .
487
To conclude, it suffices to prove that ρ ′ is one to one. Let a, a ′ ∈ R such that ρ ′ (a) = ρ ′ (a ′ ). This means that δ(a)−δ(a ′ ) is a finite linear combination i∈n λ i (δ(x i ) + δ(z i ) − 2δ(y i )) where (x i , y i , z i ) ∈ µ ′ and λ i ∈ Q for each i ∈ n. In order to prove that this linear combination is zero, we use the same technique that above. Let F ′ := {a, a ′ , x i , y i , z i : i ∈ n}, and by hypothesis let f be an isomorphism of R ↾F ′ into V. The map f extends to a linear map f from V ′ to V . It satisfies:
f (δ(a)) − f (δ(a ′ )) = i∈n λ i (f (δ(x i )) + f (δ(z i )) − 2f (δ(y i ))).
Since f preserves µ ′ , (f (x i ), f (y i ), f (z i )) ∈ µ V for all i ∈ n, hence f (δ(x i )) + 488 f (δ(z i )) − 2f (δ(y i )) = 0. Hence f (δ(a)) = f (δ(a ′ )) from which it follows 489 that a = a ′ . This proves our claim. 
