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Abstract
This is a study of the equilibrium thermodynamics of the
Huang-Yarig--Luttinger model of a boson gas with a hard-sphere repulsion using
large deviation methods; we contrast its properties with those of the mean
field model. We prove the existence of the grand canonical pressure in the
thermodynamic limit and derive two alternative expressions for the pressure as
a function of the chemical potential. We prove the existence of condensate
for values of the chemical potential above a critical value and verify a
prediction of Thouless that there is a jump in the density of condensate at
the critical value. We show also that, at fixed mean density, the density of
condensate is an increasing function of the strength of the repulsive
interaction. In an appendix, we give proofs of the large deviation results
used in the body of the paper.
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§1 Introduction
Since London’s proposal [11 that the super-fluid phase-transition in He4
is an example of Bose-Einstein condensation, it has been of interest to know
how, in theory, interparticle forces affect the condensation of bosons.
London himself conjectured [21 that, as a manifestation of quantum mechanical
complementar’ity the momentum-space condensation of bosons is enhanced by
spatial repulsion between the particles; we know of no proof of this general
proposition.
Huang, Yang and Luttinger [31 introduced a model of a boson gas with a
hard-sphere repulsion which displays enhanced condensation. The model may be
described thus: Let A, A2 ... be a sequence of regions in and denote the
volume of A by V; we assume that - o as -> co. We associate with the
region A the sequence c(1) e(2) ... of ordered real numbers, where
is the j eigenvalue of the single particle hamiltonian of the
non-interacting system in the region Ae; the free-gas hamiltonian H is given
by
=
c(j)n(j), (1.1)
where n(j) is the occupation number of the level The
Huang-Yang-Luttinger model is described by the hamiltonian
= H +
_
{2N — n(j)2}, (1.2)
where N = 1n(j) is the total number of particles and a > 0. The HYL-model
is to be compared with the mean-field model described by the hamiltonian
HF 0 a 2
HE = HE + — N. (1.3)
In the mean—field model, the interaction may be understood classically: the
term — N is an “index of refraction” approximation to the interaction
energy in which we imagine each particle to move through the system as though
it were moving in a uniform optical medium and so receiving an increment in
NE
energy proportional to The HYL-hamiltonian differs from the mean-field
E
2
hamiltonian by the term
a 2 .2
v— {N — n(j) } (1.4)
which is a purely quantum mechanical contribution to the interaction energy
and reflects the boson statistics. It is smallest when all the particles are
in the same energy-level; we expect, therefore, that any tendency to condense
in momentum space which is displayed by the free-gas will be enhanced by the
presence of this term in the interaction.
Huang, Yang and Luttinger [3] motivated the introduction of their model
by reference to first—order perturbation theory. Thouless, in his book [41,
offered an alternative approach: he started from the full pair-potential
interaction, and, as a first step, discarded those terms which are not
diagonal in the occupation numbers {n(j) : j = 1,2, . . . }; the remaining terms
can be grouped as the mean-field part, the term (1.4) and a correction term
involving the pair-potential function. Formally, the correction term vanishes
in the delta—function limit so that we recover the HYL-hamiltonian, while in
the van der Waals’ limit it cancels with the term (1.4) to give the mean-field
hamiltonian; details of this can be found in [51.
While arguments which point to a resemblance between the HYL-model and an
actual hard-sphere gas are only heuristic, the properties of the model are
nevertheless of interest provided their derivation is rigorous; the method of
large deviations, Varadhan’s Theorem [6] in particular, enable us to give such
proofs. Huang, Yang and Luttinger [31 argued that the condensate, if any,
would occupy the ground state and concluded that (1.4) could be replaced by
_
{N2 — n(1)2}. (1.5)
They then used the method of the largest term (Laplace’s method) to obtain an
expression for the free-energy; their derivation gives the following
expression for the grand canonical pressure
HYL a 2 2p (,i) = sup {iix — f(x — x) — (2x — x)}, (1.6)
ox x
1 0
where f(p) is the canonical free-energy density of the free boson gas at
3
density p. In §4, we give a rigorous derivation of (1. 6)starting from the
hami ltonian
HL
= H + -- {2N - En(j)2} (1.7)
where {m : 1 = 1,2...> is any sequence of positive integers satisfying
im mJV 0. (1.8)&co £
(Ideally, we would like to remove the condition (1.8); we have been unable to
surmount the technical problems which this change introduces.) The only
conditions we require on the free—gas hamiltonians H are those introduced in
[71 to ensure the existence of the free—gas pressure; for example, the cases
in which the single-particle hamiltonian has a spectral gap above the ground
state [8] or includes an external potential [91 are covered by this treatment.
We give also (in §6) a full discussion of the phenomenon of condensation in
the HYL—model, using the method introduced in [10]; this requires an explicit
expression for the pressure in terms of the integrated density of states of
the single-particle hamiltonian, and we provide this in §5 by solving the
variational problem (1.6).
The first step in our proof is to bound the interaction term (1.6) above
by
a 2 2
— (N1 — n1(1) } (1.9)
I
and below by
m
a 2 1 .2
v— (N1 — ( Zn(j)) }. (1.9)I
The principle of large deviations provides a compact way of making rigorous
the method of the largest term; applied to the upper bound on the hamiltonian
it yields the expression (1.6) for a lower bound to the pressure p’(ii). To
deal with the lower bound (1.9) we have first to estimate the entropy involved
in grouping together the first m1 levels; this is achieved by an inequality
proved in §4; the method of large deviations applied to the lower bound (1.9)
then yields the expression (1.6) for an upper bound to the pressure
4
and the proof is complete
The method of large deviations is still not well-known in the theoretical
physics community; for this reason, we introduce the technique first in §3 by
means of a simple example, using it to prove the existence of the pressure in
the mean—field model
For the convenience of the reader, we close this section with a summary
of those results on the free-boson gas, proved in [71, which we will make use
of in this paper. A minor, but technically important remark has to be made at
this point: the thermodynamics of each of the three models described here
depends only on the subtracted eigenvalues
j) = e(j) — e(1) (1.10)
and not on the eigenvalues c(j) themselves; this is discussed fully in [7]
for the case of the free gas and the discussion carries over easily to the HYL
and mean-field models. This being said, the free—gas pressure pL) in Ae at
chemical potential ,i can be written, for p. < 0, as
= &i(1 - e)1, (1.11)
Defining the partial pressure
= f3n ( 1 - (1 12)
and the distribution function
Ft(X) = (V)1 * {j : Xt(j) }, (1.13)
we may re-write (1.11) as
p(p.)
= f p() dF(X). (1.14)[O,co)
To ensure the convergence of the sequence
{pt(I1)} we must impose some conditions on the single particle spectrum.
Define
= f e’dFe(X) (1.15)[O,o’)
and introduce the conditions
(Si) ((3) = tim •3) exists for all f3 in (0,co)
(S2) (13) is non-zero for at least one value of 13 in (0,co)
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When (Si) holds, there exists a unique distribution function F such that
= f edF() (1.16)[O,)
and F(A) - FGk), at least at the points of continuity of F. The function F
is the integrated density of states. When in addition (S2) holds, we can say
more:
Proposition 1
Suppose that (Si) and (S2) hold; then the limit
= Lim p(ii) (1.17)
exists for ji > 0, and p() is given by
p()
= f p(LI2) dF(). (1.18)[O,o)
The critical density p is defined as follows: if A i—* p’(OA) is
integrable on [0,c) with respect to F, put
p
= f p’(OIA) dF(A); (1.19)C [O,co)
put p = co otherwise. For fixed , the function u i— p’(i) is strictly
C
increasing on (-co,O) and p(i’) - 0 as p. - - while p(p.) -* co as p. -* o since
X(i) = 0. It follows that the equation p(p.) = p has a unique solution
in (-co,O) for each p in (O,co). On the other hand, the function p. i— p’(p.)
increases from zero to p as i ranges through (-co,O). It is convenient to
define i(p) for p in (O,co) as the unique root of p’(p.) = p if p < p and zero
if
C
Defining ir(p), the pressure at mean density p, by
?r(p) = (p o p.)(p) and 7r(p) by
ir(p) = (p o p.)(p), we have
Proposition 2
Suppose that (Si) and (S2) hold, then
Ci) im p.(p)
(ii) im 7t(p) =
The canonical free—energy f(p) at mean density p, defined by
6
f(p) = sup{ ip - p(ji)}, is given in terms of ii() and it() by
11<0
f(p) = p(p) — (p). (1.20)
Notice that p i— f(p) is constant on the segment [p ,o) so that, for p < co,C C
there is a first-order phase—transition.
In the proof of the large deviation result in the Appendix, we require a
more technical result:
(0)
Define p (111;’) = p(i’I)
=
1—p(ijX), k 1,
dk
we have
Proposition 3 Suppose that (Si) and (S2) hold; then for each k = 0, 1,2,...
(k) def r (k)
and each 11 > s the sequence p (11;s)
= j p (11Pk)dF(A)[s,co)
converges to
p(k)(11;S)dfJ’ (k)(Ix) dF(X),
[s,co)
provided s is a point of continuity for F. Moreover, the convergence is
uniform in 11 on compacts in (-co,s).
Defining f(p;s) = sup{ jip - p(ji;s)} (1.21)
1<s
and
= inf { X : F(k) > 0}, we have
Ipii(p)
- p(t’(p);X ), 0 p p
f(p;X ) = 0 (1.22)
0 [Ap
-p(;). pp0 0 0
where p
=
p’(AjX)dF(A) I p’(0l\JdF() = and ,‘(p) is the[;k0,co) [.,co)
(1) .
unique root of p (11;X) = p. Furthermore, the derivative of f(p;X0) with
respect to p is given by
111(P), Opp,
f’(p;X ) = . (1.23)0
p>p.0
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§2 Summary of Results
In this section we summarize our principal results arid comment on their
significance. In §4, we prove the existence of the pressure in the HYL—model,
settling doubts expressed by van Hove [111 about the model’s stability. The
conditions on the single-particle spectrum which we assume are almost the same
as those under which we proved the existence of the free—gas pressure in [71.
In §5, we solve the variational problem (1.6) to get the following
alternative expression for the pressure:
2 *inf {(i
- x) /4a + p(o)>, ji
HYL I (X<Op (ii) 1 2 * (2.1)
sup {(i.t - c) /4a - cJ2a + p(x)}, u
x<o
*
where 11 is the unique value of ji for which the two expressions on the
right-hand side of (2. 1) are equal; p(x) is the free-gas pressure. Using this
expression, we prove in §6 that the total amount of condensate at chemical
potential gi is given by
*
HYL
i>i,
A (p1) =
*
(2.2)
L 0 ,
where o(ji) is the unique value of at which sup{( - x)2/4a - cJ2a + p(x)} is
‘x<o
attained. A rough calculation of the energy-entropy balance in this model led
Thouless [4] to predict a jump in the total amount of condensate as a function
of the chemical potential. A calculation by Critchley [12] using a
variational principle based on a restricted class of states found further
evidence for such a jump. We show that in the case 2ap”(O) 1 we have
£imA(I1) = 0 (2.3)
.tJ1
So that there is no jump; however, in the case 2ap”(O) > 1 we have
= -a/a —a/a > 0, (2.4)
I.L..jJ.L
where is the unique root of 2ap”(o) = 1, so that there is a jump in
at 11* and the prediction of Thouless (p.156 of [4]) is confirmed.
It is interesting to consider the total amount of condensate at fixed
8
mean—density p. We can identify x(LL) as the lowest root of the equation
p’(c)
=
p + x(i)/a, ci. > 0; (2.5)
for fixed p, c(i) decreases as a increases since o i— p’(c) is increasing;
hence —(i)/a increases with increasing a so that the total amount of
condensate at fixed mean density is an increasing function of the strength of
the repulsive interaction. This supports London’s conjecture [21 that spatial
repulsion between bosons enhances phase—space condensation.
We recall that in the mean—field model [10] the total amount of
condensate is given by
= (pC) — p), (2.6)
where p(ji) is the mean-density at chemical potential gi. In this model, there
is no jump in AMF’O.L); moreover, at fixed mean-density it is independent of the
strength of the repulsive interaction and equal to the total amount of
condensate in the free boson gas at the same mean-density.
The difference in behaviour of the condensate in the two models reflects
the difference in origin of the phase—transition. In the mean—field model, as
in the free boson gas, condensation is a consequence of the balance between
entropy and kinetic energy; in the HYL-model with 2ap”(O) > 1, condensation is
a result of the balance between entropy and interaction energy. This
difference has a further consequence: in the mean-field model, condensation
occurs if and only if it occurs in the corresponding free-gas (PC finite); in
the HYL—model, there is always condensation for p sufficiently large, even
when p is infinite in the corresponding free boson gas, It is to be expected
that inclusion of off-diagonal terms in the model hamiltonian would lead to
depletion of the condensate; effort expended in solving this difficult problem
is likely to prove very rewarding.
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§3 The Probabilistic Setting
In the models considered in this paper, the hamiltonians are diagonal in
the occupation number operators; it follows that it is possible to regard the
occupation numbers as random variables rather than as operators. We shall do
this because it enables us to adopt a powerful method from probability theory.
The probability space on which we define our random variables is the
countable set 2 of terminating sequences of non—negative integers: an element
cu of 2 is a sequence (0(j) E N : j = 1,2,.. .} satisfying w(j) < a. The
basic random variables are the occupation numbers { o: j 1,2,. . . ; they are
the evaluation maps : 2 - IN defined by o’(o) = 0(j) for each LO in Q. The
total number of particles N(o) in the configuration 0 is defined by
N(w)
=
o’(o). (3.1)
Motivated by the discussion in §1, we define, for each integer 1, the
free-gas hamiltonian H by
H(w)
=
k(j) o(o) (3.2)
and the mean-field hamiltonian H7 by
HMF(o)
= H(o) +
—
N(w)2, (3.3)
where a is a strictly positive real number. Since Q is a countable set, we
may specify a probability measure on 2 by giving its value at each point of o
of Q. The free-gas grand canonical measure is defined by
= e’
- H(w)-VEpL)} (3.4)
Here p.L) is the free-gas pressure given in terms of the j) by (1.11); it
satisfies
=
- H(w)} (3 5)
()Ec2
The large deviation method which we are going to employ in proving the
existence of the pressure in the HYL—model is illustrated simply in the case
of the mean-field model. The mean—field pressure p7(u) satisfies
10
13VP7 13{iiN(&) -
e (i)= E e . (3.6)
WEQ
Introducing the particle number-density X N/Vs, we can re-write (3.6) as
f3Vp7 13V(uoX)(w) t3{iiN() - H()}
e (i’) = E e e (3.7)
WE2
where u(x) = -ax2/2; using (3.5), we have
f3Vp7’(p.) I3Vp(p.) (3V(uoX) ()
e = e Z e [ø]. (3.8)
)Ec2
Introducing the probability measure on [0,a) by
— rrJ
we can re-write (3.8) as
l3Vp7’ (3Vp(ji) I3VEu(x)
e (p.) = e f e [dx] (3.10)
[0,co)
so that
13V u(x)
P71.L) = p(p.) + n f e [dx]. (3.11)
[0,co)
This expression for p(p.) suggests the use of Laplace’s method to complete
HF . HF
the proof that p (p.) = im p (p.) exists. Varadhan s Theorem [6] provides an
efficient way of doing this; the conditions on the sequence { : = 1,2,..
are stated abstractly:
Let E be a regular topological space and {V : = 1,2,.. .} a sequence of
positive numbers diverging to +co. Let { : = 1,2,. ..} be a sequence of
probability measures on the Borel subsets of E. We say that {tK} obeys the
large deviation principle with constants {V} and rate-function I : E [0,co]
if the following conditions are satisfied:
(LD1) I() is lower semi-continuous.
(LD2) For each m < the set {x : 1(x) m} is compact.
(LD3) For each closed set C, im sup &i [C] -inf 1(x).
C
(LD4) For each open set G, im inf n[G] -inf 1(x).
£ G
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We are now ready to state
Varadhan’s Theorem [6]
Let {} be a sequence of probability measures on the Borel subsets of E
satsifying the large deviation principle with constants {Vt} and rate—function
I (). Then, for any continuous function C : E - O which is bounded above, we
have
im nf e’’?1 [dxJ = sup{G(x) - I(x)}. (3.12)
Returning to the proof of the existence of the pressure in the
mean—field model, we make use of a large deviation result for the free—gas
measures defined at (3.9); the proof is given in the Appendix:
Theorem Al
Suppose that (Si) and (S2) hold; then for each i < 0 the
sequence {: = 1,2,. . . } of probability measures on [0, co) satisfies the
large—deviation principle with constants {V} and rate-function
I(x) = p(ji) + f(x) - 1x. (3.13)
Applying Theorem Al and Varadhan’s Theorem, we have
f3V u(x)
im n f e E [dx] = sup {u(x) - 11(x)}I [0,co)[0,co)
2
ax
=
-p(i’) + sup {jix - f(x) - . }. (3.14)
[0,03)
Combining this with the conclusion of Proposition 1, (3.11) yields the
existence of the limit p(ji) = im M1’(1) and the following formula:
2
HF axp (ii) = sup {jix - f(x) - }. (3.15)
[0,co)
So far this has been proved only for u < 0; nevertheless, the pressure p(.L)
exists for all real i’ and is given by (3.15). To prove this, we use a device
which we will need later, Fix a. < 0; then a straightforward manipulation
yields
3Vp(i) 13Vp(a.) f3V(uo X) (ø)a.[J
e =e Ze (3.16)
12
where u(x) = (ji - c) x - ax2/2, so that
1
(3V(u o Xt)(x)MF(,1)
= (o) + £n f e [dxJ. (3.17)£
Proceeding as before, we get (3.15) for all real i.
A simple exercise yields the following alternative expression for p(fl):
p() = inf + p()}. (3.18)
o<0
This result was obtained earlier [10) by other means; in that proof, the
subtleties arising from the first-order phase-transition in the free-boson gas
were all too evident; in the proof we have just given, they are tidied away in
the verification of the large deviation principle for the measures
{IK’ : £= 1,2,...>.
§4 The Existence of the Pressure in the HYL-model
In this section, we obtain the main results of this paper: we prove the
existence of the pressure in the HYL-model, and we derive an expression for
the pressure as a function of the chemical potential. Motivated by the
HYL
discussion in §1, we define, for each integer £ 1, the HYL—hamiltonian Ht
by
H(ø) = H(ø) + — {2N(Lo) o’(w)2> (4. 1)
for a > 0 and {mt : £ = 1,2,...> a sequence of positive integers such that
m/Vt - 0 as £ - co. Recall that was defined to be inf{A : F(A) > 0>.
Theorem 1
Suppose that (Si) and (S2) hold and that is a point of continuity of
F; then the pressure
HYL . HYLp (p) = tim t
exists for all real values of ii and is given by
HYL a 2 2p (ii) = sup {jix0 — f(x0 - x1; A0) - (2x0 - x1)}. (4.2)
0x x
01
13
The proof makes use of Varadhan’s Theorem and a large deviation results for
the joint distribution of o and Eo’. Define the vector-valued random
2
variable X : 2 -> D by
X1’(ø) = Vo’(ø), X2(eo) = V1Zo(w), (4.3)
and, for i < o, define the sequence
{D( : = 1,2,.. .} of probability measures on R2 by
= a (4.4)
In the Appendix, we prove
Theorem A2
Suppose that (Si) and (S2) hold and that X(2) = im X(2) exists and is a
point of continuity of F. Then, for each 11 < 0, the sequence
{ : = 1,2,.. .} satisfies the large deviation principle with constants {V}
and rate-function I() given by
1’(x) = p(i) + f(x; (2)) — ii(x + x),x 0, x 0. (4.5)
Proof of Theorem:
Define w) by
=j1(jJ + —2N(ø) — ()2}, C)
where
— 1 0 , j=1,
x (j) =
( max{A, k(j)}, j2,
so that
im ?i (2) = X and j (0) HL(o)
0
It is easy to check that (Si) and (S2) hold for the new double sequence
{X(j)} and that the integrated density of states is unchanged. Let p(.L) be
the grand canonical pressure corresponding to the hamiltonian HE; an
application of Varadhan’s Theorem together with Theorem A2 yields
14
p(i) = im (ii)
E4co
= sup {,i(x + x) — f(x2; ) — [2(x + x)2 — x21}
x 0,x z0
1 2
= sup {ix - f(x - x; - [2x - x21}. (4.7)
0x x
1 0
—
HYL — HYLSince HE(w) H (&) we have pE” s E (11) so that
— .
. HYL
p(p) Eim inf E (ii). (4.8)
The proof of the upper bound to the pressure is less straightforward and
makes use of the following entropy estimate:
Lemma 1
For n = 0,1,2,... and k = 1,2,...
n + Ic — 1]
< (4.9)
Proof:
The proof is by induction on k. Evidently (4.9) holds for k = 1. Suppose
that (4.9) holds for all k’ less than or equal to some fixed k; then
In + ki — n + k 1 + k - 1
n k n
1/2
(1 + ) e4(1’
But
1/2 1/2 1/2 1/2 1/2 1/24n {(k+1) —k } 4n /{(k+1) ÷ k >
e =e
2n1”/(k+1) (2n/k)’””
1/2
1÷() ÷()1÷.
Hence
[n lc] e4 2(k+1)’
Returning to the proof of Theorem 1, define
= max{mE, VE FE(Xo)} and put
10, ,j=1,
..., kE
L XEU), j ? IcE + 1,
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It is straightforward to show that the new double sequence {A(j)} satisfies
(Si) and (S2) with the integrated density of states unchanged, and that
tim Xt(2) = A . To complete the proof of Theorem 1, we use Theorem A2
together with the following version of Varadhan’s Theorem which can be
deduced from §3 of [61 when E is a complete separable metric space:
Let {Ct : t = 1,2,.. . } be a sequence of continuous functions uniformly
bounded above which converges uniformly on bounded subsets to G. Let
t = 1,2,...) be a sequence of probability measures which satisfies the
large deviation principle with constants {V,) and rate-function I(i. Then
VG(x)
tim fri J e IK[dx] = sup {G(x) - 1(x)).t E
E
Applying this with Gt(x) defined by
k 1/2
Gt(x) = (ii - x)(x1 + x2) - [2(x + x)2 - x21- X”2, (4.18)
we have
p(i) = tim p(ji)
= t4o=t
+ x) — f(x;A) — [2(x + x)2 — x21}
- f(x - x; A) - [2x - x2])
= p(ii), by (4.7). (4.19)
HYLSince pt(1’) (,.L), we have
tim sup HYL() (4.20)
=
Thus we have, using (4. 8),
tim sup HYL() > tim mi’ HYL() > ()
= t-
HYL . HYL .
so that, by (4.19), the limit p (ii) = tim p (ji) exists and is given by
(4.2).
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§5.1 The Grand Canonical Pressure
In this section, we solve the variational problem which arises when we
try to express the pressure p’’i, given by (4.17), in terms of the free-gas
pressure p(c), LZ < 0. We prove the following theorem:
Theorem 2
Let = inf {2ap’(x) - c} and let li = 2ap ; then there exists a unique
x<0 C
*
value li of 1 in the interval Cli ,u ) such thatt C
inf (Cli - )2/4a + p()}, li li
HYL I x<0
p (ii)=i * (5.1)
L sup (Cli - c)2/4a - c2/2a + p(x)}, li
*
Remark The point li is the unique value of ji for which the two expressions on
the right-hand side of (5.1) become equal.
Proof:
Put
li/2a+ax-1Lx, 0xli/2a,
g(x) = (5.2)
—ax2 + liX , X > I.L/2a,
and
f(x) = f(x; A). (5.3)
Taking the supremum over the set Cx 0> and replacing x2 by x, we have
PHYL(li)
= sup (—[2Cx1 + x2) — x1 + ,1Cx + x2) — f0Cx2)>
xO x0
1 2
= sup {g(x) - f Cx)>. (5.4)
x0
The functions f0 and g are differentiable on C0,co); on (0,co), g’ is
non-positive while f is non—positive on (O,pl and non—negative on [p,co), so
that the equation g’(x) - fCx) = 0 can only be satisfied in CO,p]. Since
gtx)
- f0Cx) decreases to - as x - a, the supremum of g - f0 is attained
either at zero or at a stationary point in CO,pl; however, fCx) decreases to
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- as x
,
0 while g’(x) remains finite so that the supremum cannot be attained
at zero. We have
HYLp (ii) = sup {g(x) - f0(x)}
(0,p I
C
= g(x0)
— f(x), (5.5)
where x0 is a point of (O,pI at which f(x) = g’(x). We must distinguish two
cases:
(i) For u > 2ap we have
g(x) = 2/2a + :x2 - , E so that a stationary point is a root of
the equation
f’(x) = 2ax - i. (5.6)
Since p p , we have f’(x) = x(x) 0 where cx(x) is the unique real root of
C fl 0
p’(x) = x. Putting h(o) = 2ap’(c) - c, equation (5.6) becomes h(x(x)) =
Now c i—> h(c), c. 0, is convex; since h(o) increases to +co as o -* — and
h(0) = 2ap < i, the equation, h(a) = i has a unique solution on (-o,0].
Thus, for 1 > 2ap
C
HYL 2 2p (ji) = ii/2a + a(p (cr)) — (i + c) p(c1) + p(x), (5.7)
where 0 is the unique root of 2ap’(c) - = i.
(ii) For ji 2ap , we define i by ji = inf h(); this occurs at the unique
C t Q<0
point x (because c i— h(c) is strictly convex) where
1 0, 2ap”(O) 1,
‘ = (5.8)
L the unique real root of 2ap”(c) = 1, otherwise.
Note that i’ h(0) = 2ap . For i’ < u , the equation h(o) = has no solution
t C t
in (-az, 01 so that the supremum of g - f0 must be attained on [,i/2a, At
a stationary point we have
2ax + f’(x) = ii (5.9)
or, equivalently,
k(cx) = i, o. 0, (5. 10)
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where
= 2ap’(ca) + (5.11)
Since k() is strictly increasing from - to k(O) = 2ap > the
equat ion k( a) = i’ has a unique sol ut ion c2 and x2 = ‘ must lie in
[ji/2a, pSI. Thus, for ,i
pHYL(li)
= Cli 24a + p(2) - in
{Cli-2
+ PC)}. (5.12)
x<O
When 2ap”CO) 1, we have ii 2ap and so we have exhausted all cases;
HYL
we conclude that p (li) is given by
inf {li 4a + P()} , li 2ap
HYL x<Op (i.i) = 2 2 - (5.13)
L sup - + (x)} u >
When 2ap”CO) > 1, it remains to consider the case in which p lies in the
interval (li 2api. In this case, the equation h(.x) = li has two solutions
os’, cx” with cx’ < cx”; h(ct) - p. is positive for cx in (—o,cx’) and (cx”,O) and is
negative for cx in (ct’,cx”) so that there is a local maximum at cx’ and a local
minimum at cx”. Notice that x’ = p’(cx’) since 2ap’(cx’) = p. + cx’ p.. On
the other hand, the equation k(cx) = p. has a unique solution cx”; since
k’ (cx) > 0, there is a local maximum at cx” and x”
= p’ (cx”) > p./2a. Put
= (p. - cx’)2/4a - cx’2a + p(cx’) (5.14)
and
= Ci’ - cx”)2/4a + p(cx”); (5.15)
then
HYLp (p.) = max{p(p.), p(ji)}. (5.16)
We shall prove that, for lit
< 2ap, there is a unique value p. of p. for which
p1(p.) = p2(p.) and that
p2(p.), p. p.,
HYL I
p (ii) = * (5.17)
I (p.), p. p. 2apj1
Since
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2ap’(c’) iL + x’ (5.18)
and
2ap’ (cr”) = ii — (5. 19)
we have
p’(x’) — p’(c”) = (os’ ÷ c”)/2a < 0, (5.20)
so that x’ < c” since cr. i— p’ () is strictly increasing. Now
dp
= (ii - c’)/2a, (5.21)
dp
_2()
= (ii. — o”)/2a, (5.22)
dp dp
so that _2 (ii) < d_’(I.L), which implies that ii. i- p1(i’) — p2i) is strictly
increasing. Thus it is sufficient to prove that
—
p2(ii) < 0 (5.23)
and
p (2ap )
—
p (2ap ) > 0. (5.24)
1 c 2 c
Let be the unique value of for which k(cx)
=
we know that satisfies
h(x) = u so that, by the above argument, < Thus
=
- o)2/4a - c2/2a + p(c)
< (i - )2/4a - 2/2a ÷
— )2/4a + p(s)
= P2(I’) (5.25)
where we have used the fact that
- x)2/4a - c2/2a ÷ p(ct) is increasing. Let
‘
be the unique
root of h(x) = 2ap in (-co,0); then
p (2ap ) = (2ap - - )2/4a - 2/4a ÷ p(
C C t t t
> ap2 ÷ p(O)
= p (2ap), (5.26)
since (2ap - c)2/4a - o?/2a + p(c) is decreasing.
C
§6 The Condensate
In order to investigate the phase-transition more closely, we compute the
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total amount of condensate A(i). Let Xt(X;co) be the random variable cefined
by
X (X;c) = V E (6.1)
it represents the density of particles with kinetic energy less than A in the
configuration w. The total amount of condensate A(ii) is defined by
= tim tim [Xt(X)1 (6.2)
A10 t-a
where denotes the expectation with respect to the grand canonical
measure determined by the hamiltonian Fit:
E F(c)e0) -
[F1 = . (6.3)
E -
It is evident that (6.2) is a way of making precise the notion of the “density
of particles with zero kinetic energy”. To avoid complicating the discussion,
in the remainder of this section we assume that the integrated density of
states is continuous in a neighbourhood of zero.
Theorem 3
In the IIYL-model, the total amount of condensate A(ii) is given by
> 11*
= (6.4)
*
a , 11<11,
where () is the unique value of at which sup { a2 - +o:<O
attained.
Proof:
The idea of the proof is this: by introducing a gap into the spectrum of
the kinetic energy term in H, we can compute a modified pressure which, up
to normalization, is the cumulant generating function of Xt(A). The
expectation of Xt(X) is then computed by differentiation and a standard
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convexity argument used to prove the convergence of the derivative.
Using (6. 3), we have
f3sVX (k)
= (j3V)1 — [e 1
f3V{(I.L;s,A) —
= ((3V)
—
e
s=O’
(6.5)
where i) is the pressure corresponding to the hamiltonian and
is the pressure corresponding to the hamiltonian i(s,.) = - sVX().
Hence we have
[X(X)1 = — (j.L;s,X)
.
(6.6)
Putting f[ = H + where H is the free-gas hamiltonian, we have
(3V(ii;s,A) 13(iiN(ø) + sVEX) - H(o) — Vuo)}
e = E e
wEc2
f3{(i+s)N(ø) — H(s,X;w)}
= Ze (6.7)
øE2
where s, £) = H( s, .) + Vu and H( s, k) is def i ned by
H(s,;w) = Z X(i)c(ø) + S (s+X(j)o(&). (6.8)
{j:X(j)>X}
In other words, the hamiltonian H(s,X) is the free—gas hamiltonian with
{X(j)} in place of {(j)} where
X(j), if X(j) A,
A(j) = (6.9)
s + A(j), if X(j) > A.
It is easy to check that if 0 = A(1) AE(2) ... satisfies (Si) and (S2),
then so does 0 = A(i) A(2) ... . Applying these considerations to the
J-IYL . HYL
HYL-model we have, by Theorem i, P (ii;s,A) = Lim p (i;s,A) exists. By
Theorem 2, we have
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2
I {(I.L÷sx) + P(cX;5A)} uHYL ip (gi;s,A) = (6.10)
*
{()2 - 2
÷ P(;sA)}
where ii (s,X) is the unique value of i for which the two expressions on the
*
right—hand side of (6. 10) become equal. We note that s, A F—> 1’ (s, A) is
continuous. Here p(x;s,X) is the free-gas pressure computed with H(s,A;ø) in
place of H(ø); since p(cz) can be expressed in terms of the integrated density
of states F(S) as
p()
= f p(cA’) dF(A’), (6.11)
[0,co)
we have
p(x;s,A) J’ p(A’) dF(A’) + f p(cs + A’ dF(A’). (6.12)
[0,A) [A,co)
Since s i->
inequality
*
i. (0,A)
Lieb [14],
HYL
p (ii;s,
and 5
we have,
A) is convex
HYLI—> p (ii;s,A)
by Griffith’s
by a standard argument using
is differentiable at s = 0
inequality in the form proved by
HYL
_8 HYL(ii,s,A)
—
P (ji;s,A)m
Using (6.6), (6.13) and (6.10), we have
I -oi)/a,
AOi) = -
0,
where x(ii) is the unique value of
attained.
Holder’s
provided
Hepp and
(6. 13)
(6. 14)
s=O
finally
*
I1>L,
*
.L< L,
at which the supremum in (5. 1) is
Appendix:
Large Deviation Results for the Free—Boson Gas
In this section, we provide the proofs of the large deviation results
used in §3 and §4.
Theorem Al
Suppose that (Si) and (S2) hold; then, for ,i < 0, the sequence
= o X : 1,2,. . . }
of distributions of the particle number density X
= N/VE in the free-boson
gas satisfies the large deviation principle with constants {V} and
rate—funct ion
I(x) = p(i) + f(x) - tx. (Al)
Proof:
It follows from (3.6) that the following formula holds provided and
+ t both lie in (—co,O):
(3Vtx 13V{p.L+t) —
f e [dxj=e , (P2)
[0 , co)
by Proposition 1, we have
1 l3VtxC(t) df im
— f e [dx1 = p(ji + t) - p(i). (A3)
[O,co)
The verification of (LD1), (LD2) and (LD3) is now routine (see [51 for a
review of the general principles); to make the paper self-contained, we sketch
the proof. The rate-function (Al) is the Legendre transform of C11(t), given
by (A3):
I(x) = sup {tx — C1’(t)}. (A4)
{t: t+ji<0)
The properties (LD1) and (LD2) follow from (A4). To verify (LD3), consider
first the case in which the closed set C is an interval J = [O,pl with
p1 < p’(i); for each and each x < 0, we have
cq3V (x-p
f 1[0](x) [dx] f e 1 [dx1
[O,co) [O,co)
25
=+ cx) - p(i) - cxp1}
It then follows from Proposition 1 that
imsup inf {p(i + cx) - p(i’) - xp1}
cx<O
=
- 11(p), by (ML
It follows in analogous fashion, in the case in which C is an interval [p,a)
with p > p’(i), that
im sup £n [J21 -I(p2).
A simple argument (see p.8 of [51) then shows that for an arbitrary closed
subset C of [O,co)
im sup £n [C] -inf I(x).
C
It remains to prove that (LD4) holds. First note that the measures (I1 L+t
with ii < 0 and ,i + t < 0, are mutually absolutely continuous:
L+t[d] = (AS)
where
C(x;t) tx + pi) - p( + t). (A6)
[To check this, compute the Laplace transforms of both sides of (AS). 1 Now
let G be an arbitrary open subset of [0,co); let y be an arbitrary point of G
and choose 3 > 0 so that B = (y - 3, y + 3) is contained in G. Then
[G1 K[B1. (A7)
Now, for = 1,2,..., choose t so that p(i + tE) = y using (AS) we have
-VC’1( ‘t ) 11
= I [dx] = I e P
X, [dx]
y j J
Bc3
y y
—f3V{C(y; t)+c3 t }
[B].£ y
By Proposition 2, u + t - i(y) and p(,i + t) - p(i(y)) as £ - cc; hence
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-C11(y;i(y)
-
y). Thus
tim inf 4- £n [G] - C(y;(y) - y) - ‘3L(y) -I3
‘3
+Lim1nf—n( [B].
£-co I3V
We will show that
1
j.L+t
tim inf &i K [B I = 0; (A8)
-co
13V y
it will then follow that (LD4) holds.
For arbitrary open G, we have
tim inf £n [GI -inf 11(y), (A9)
G
because ‘3 > 0 was arbitrarily small and y was an arbitrary point of G. To
prove (A8) we distinguish two cases: if y
<
p then the convexity of
u p() together with Griffith’s !eemma in the version proved by Hepp and
Lieb [14] allows us to conclude that
tim f e5 = sp’((y)) = e CAb)
[0, o)
I.L+t
so that { } converges weakly to the degenerate distribution concentrated
I_L+t
at y and hence, hence for sufficiently large, [By] > and (AS)
follows; if y then i(y) = 0 and we must proceed differently.
Lemma Al
Let N1 and N2 be independent non-negative integer valued random variables
with means m1 and in2 respectively. Suppose that N1 is geometrically
distributed and that ‘3 1; then
m +2
IP[N + N E B’3 1 1 1 2 (All)
1 2 ffl+ffl m+m jjfl+lj
12 1 2 1
Proof:
First note that the interval B1 = (m + m - 1, m + m + 1) contains
m+m 1 2 1 2
1 2
a unique integer greater than m1 + m2 which we denote by n0. Now
‘3 m
P[N +N EB ]= P[N=m-nlIP[N =n]
1 2 m+m 1 21 2 ‘3 n=0
mEB
m+ m
1 2
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n
0
n
0
m nii 1
P[N = n] = Cm ÷ 1) 1 + 1]1 1 1.1
E P[N1 = n - ni P[N =
1
0 2 m+1
n=O 1
m
.
(A16)
2 0 2 1 2 m+m
1 2
Returning to the proof of Theorem Al, we see that for sup s <
J1
—ii. we have
— X(j))
1
13(i’ — X(j) + s)
—e
from which we conclude that {o j = 1,2,. ..} is a sequence of independent
m
—o’, sothat 1 =e
1 m+l
8[B,]
- Vy
(3(11 + t)(Vy + 2)
e (Al8)
for V 1/8. It follows that
1.L+t 8K [B]=Oy
we have, in both cases,
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P[N=n-n1[N2=n]. (A12)
n=o
Since, by assumption, N is geometrically distributed we have
(A13)
Clearly, n i— = ni is a decreasing function so that
n
n:
N1 = no
- ni P[N = nJ P[N = no] [N nJ; (Al4)
substituting from (A13), we have
But, by Markov’s inequality, we have
+m +1
m 121 P[Nn].
m+lJ 2 0
1
1
Hence
(AlS)
[N+N EB6
1 2 m+
1
1
m m+m
2 1 2
+m +2
ifi 1 2
ii
m+lj I
1
(A17)
(3(so’+sa’ +...)
E[e 11 22 j=11 1 —e
Nand N =
2
we have
geometrically distributed random variables. Applying Lemma Al with N1 a’
1
andm+m =V
1 2
1
since, for y
1im inf
I £
p’ ji+t 40. Thus
C £
(A19)
fim inf n [G1 -p(i) - f(y) +
£4co
= -I(y) (o)
for all y in G, since c3 was arbitrary. Hence
eim inf £.n [GJ sup(-I(y)) = -inf I(y)
G G
The large deviation result established above enables us to apply
Varadhan’s Theorem to suitable functions of = N/VE; to deal with functions
of the two variables o’1/V and N/Ve we prove a large deviation result for the
sequence of probability distributions of a vector-valued random variable.
Define the vector-valued random variable : by =
(2) -1 . . .
= V o-, with cumulant generating function . I by
J 2
(3V<t, X>
C[t] = (i’3V1 £n [e I. (A2i)
In order to prove a large deviation result for = o it is necessary
to make a further hypothesis about the single-particle spectrum.
Lemma A2
Suppose that (Si) and (S2) hold and that Eim X(2) = X(2) exists and is a
point of continuity of F; then the cumulant generating function
C[tI = im C[t] exists for < 0 and all t in 2 and is given by
+
p(i + t ) — p(ii), t E
C1’[ti = . 2 (A22)
L , otherwise,
where
V” = {t E p. + t — k(2) < 0, p. + t1 < O}.
Proof: We have
C[tI = -p(p.) + l)(p. + t1) + (2)( + t),
where
n Ci - e), < 0,
and
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—(3(o
—
k(j)
(2)()
= —((3V)’ Zn (1 — e ), x <
J 2
clearly im (l)() =
Define (j) ;k(j+1) — X(2), j = 1,2,...; then {X(j) : j = 1,2,. ..}
satisfies (Si) and (S2) and the corresponding density of states is given by
= F(X ÷ k(2)). Since
(2)()
= f p( - 2)f) d(),
[O,co)
we have, by Proposition 3 of §1,
im (2)()
= f p(c* - X(2)1k) d(A)
[O,co)
= I I) dF(X) = p(c)
[(2),a,)
for a < A(2). It follows that
im C[t1 = p(ii + t ) — p(ii)
2
for t in V1; put C[t1 = for t in the complement of ‘; then t F-> C[t1 is a
closed proper convex function on with dom C = Put
1’[x] = sup {<x,t> — C[t]}, (A23)
t E
then we have
Theorem A2
Suppose that (Si) and (52) hold and that k(2) = im k(2) exists and is a
point of continuity of F. Then, for each u < 0, the sequence
= 1,2,.. .} satisfies the large deviation principle with constants {V}
and rate-function I’() given by
I(x) = p(i) + f(x2; X(2)) - ii(x1 + x), x1 0, x2 0.
Proof
The proof that (LD1) and (LD2) hold follows, as in the proof of Theorem
Al, from the fact that II’(.) is the Legendre transform of C(). To prove
that (LD3) holds, we follow El 1 is [131 and adapt to our s i tuat ion Gartner’ s
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Lemma
2 . tL
. Ii
Let K be a non-empty closed subset of define I [K] inf I Cx). If
k
0 < 11[K] < then there exists a finite set ,t of non-zero vectors
in such that, for E > 0 and c = 1’[Kl - E,
K C (P24)
where H(t; c) = {x : <x, t> - C(t) C>; if 11[K1 = +co then, for each R > 0,
there exists a finite set tm,. . . of non-zero vectors in tR2 such that
K c U H (x; FO. (P25)
J=1 +
First suppose that K is such that
0 < 1’[K] < co; then
[K] E [H(x; c)]. (P26)
+
By Markov’s inequality,
-e3VL{C’1(t) + c} (3 <x,t>
c)] 1e tK’1[dx]
J
+
+ c -
(P27)
hence
im sup Lii c)] = — I[K] (P28)
+
since E > 0 was arbitrary and C(t) - C(t) by Lemma A2. It then follows from
(A26) that (LD3) holds in the case 0 < I[K] < co; if I[K] = +co then Lim sup
4— Lii [K] -R for each R > 0 and again (LD3) holds.
It remains to verify (LD4); let C be an arbitrary point in G and choose
such that (y1 — 6, y1 + 6) x (y2 — 6, y2 + 6) c C Then
[GJ
1’ -
y +
where j),I is determined by
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(3Vt x (3V{p (ji + t ) - (ii)>
f e ‘‘[dx1 = e . [P291
[O,co)
Now
im inf (f3VY1 £n2)hl[(y - , y2 ÷ ] —I2’’(y), (A30)
E-o
where
= sup {p(i) — p(,.t + t2) + t2x}
= p(ji) + f(x;A(2)) - llx, x 0, (A3l)
by the reasoning used in the proof of Theorem Al. Finally,
Lim inf (i3VY1niK1’[(y — 3, y + ‘5)] —I1’(y), (A32)
by direct calculation, where I1’(x) = -jlx, x 0 and (LD4) holds since y
was chosen arbitrarily in C
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