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Yau algebra A with a ﬁnite subgroup G of automorphisms of
A is Calabi–Yau if and only if G is a ﬁnite subgroup of the
special linear group SL(A), which is deﬁned by means of the
homological determinant. Using the A∞-algebra structure on the
Yoneda algebra, some results in Bocklandt et al. (2010) [BSW]
are generalized, say, every connected graded p-Koszul Calabi–Yau
algebra is derived from a superpotential. The superpotential for the
skew group algebra A#G is also constructed.
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Introduction
Calabi–Yau algebras, which arise naturally in the areas, such as, algebraic geometry, representa-
tion theory, noncommutative geometry and mathematical physics, have been studied extensively in
recent years. Graded Calabi–Yau algebra is an important subclass of Artin–Schelter regular algebra,
which is considered as the coordinate ring of a noncommutative projective space. In this paper,
we study the skew group algebras of Calabi–Yau algebras. Some skew group algebras, for example,
C[x1, x2, . . . , xn]#G , where G is a ﬁnite subgroup of GLn(C), have been used to construct canonical
resolution of quotient singularities. Martínez-Villa [Ma] proved that the skew group algebra A#G of a
graded algebra A with a ﬁnite subgroup G of GrAut(A) is Artin–Schelter regular if and only if so is A.
Farinati [Fa] showed that if A is an H-module algebra for a Hopf algebra H and the Van den Bergh
duality holds over both A and H , then the Van den Bergh duality holds over the smash product A#H .
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cial linear group SLn(k) is Calabi–Yau (this is also proved by Iyama and Reiten [IR]). A natural question
is to consider the noncommutative case for a graded Calabi–Yau algebra A and a ﬁnite subgroup G of
the “special linear group” in GrAut(A). For any AS-Gorenstein algebra A, Jørgensen and Zhang [JoZ]
deﬁned the homological determinant (we recall its deﬁnition in Section 1) for an automorphism of A,
which generalizes the notion of the usual determinant of matrices. Denote by SL(A) the elements of
GrAut(A) whose homological determinant is equal to 1. For any AS-Gorenstein algebra A and any
ﬁnite subgroup G of SL(A), Jørgensen and Zhang [JoZ] proved that the ﬁxed ring AG is AS-Gorenstein,
which generalizes a result of Watanabe [W] to noncommutative case. This motivates us to consider
the Calabi–Yau property of the skew group algebra A#G for a graded Calabi–Yau algebra A and a
ﬁnite subgroup G of SL(A) (Theorem 3.3).
Theorem. Let A be a Koszul (or, more generally, p-Koszul) Calabi–Yau algebra of dimension d and G a ﬁnite
subgroup of GrAut(A). Then A#G is a Calabi–Yau algebra of dimension d if and only if that G is a ﬁnite
subgroup of SL(A).
Calabi–Yau algebras are often obtained as path algebras of quivers with relations derived from a
superpotential in string theory (see [Laz] and the references therein). Van den Bergh [VdB] conjec-
tured that every Calabi–Yau algebra of dimension 3 can be derived from a superpotential. Bocklandt
[Bo] proved it in the graded case. There are some generalizations to it in literature (see [BT,Se]).
Bocklandt et al. [BSW] proved a similar result for Koszul Calabi–Yau algebras of higher dimension,
and constructed the superpotential for the algebra k[x1, x2, . . . , xn]#G where G is a ﬁnite subgroup of
the special linear group SLn(k). By using the A∞-algebra structure on the Yoneda Ext-algebra, these
results in [BSW] are generalized in this paper (see Theorems 4.12 and 4.16).
Theorem.
(a) Every connected graded p-Koszul Calabi–Yau algebra is derived from a superpotential.
(b) Let A be a p-Koszul Calabi–Yau algebra and G be a ﬁnite subgroup of SL(A). If A is derived from the
superpotential ω, then the skew group algebra A#G is derived from the superpotential ω ⊗ 1.
Remark. It is shown by Van den Bergh [VdB1] recently that complete Calabi–Yau algebras are always
derived from superpotentials, this in particular implies the graded case.
The paper is organized as follows. In Section 1, we recall some preliminaries including homological
determinant, Koszul algebra, Koszul bimodule complex, and the G-module structure on Hochschild
(co)homology groups. In Section 2, we consider Koszul Calabi–Yau algebras with a group action,
and deﬁne a G-module structure on Koszul bimodule complex Kb(A) so that it becomes an Ae#G-
resolution of A. Then we compute the G-module structure on the Hochschild cohomologies. In Sec-
tion 3, we study the skew group algebra of Calabi–Yau algebras. In the last section, we ﬁrst recall the
deﬁnition of superpotentials, and then construct the superpotential for p-Koszul Calabi–Yau algebra A
and the skew group algebra A#G for any ﬁnite subgroup G of SL(A).
1. Preliminaries
Throughout, k is a ﬁeld of characteristic 0 and all algebras are k-algebras; unadorned ⊗ means ⊗k
and Hom means Homk .
An N-graded k-algebra A =⊕i0 Ai is called connected if A0 = k. In this paper, the word graded
algebra will always mean a connected graded algebra generated in degree 1, and the word graded
module will mean graded left module. Let GrMod(A) be the category of graded left A-modules and
homomorphisms of degree zero. Shifting of graded modules is denoted by ( ). For graded A-modules
Q.-S. Wu, C. Zhu / Journal of Algebra 340 (2011) 53–76 55M and N , HomA(M,N) is the graded vector space consisting of all graded A-module homomorphisms,
i.e.
HomA(M,N) =
⊕
i∈Z
HomGrMod(A)
(
M,N(i)
)
.
For a graded vector space L, the Matlis dual of L is deﬁned as the graded vector space dual
L∗ = Hom(L,k).
The tensor product M ⊗A N is also a graded vector space with deg(m ⊗ n) = deg(m)+ deg(n).
Let m=⊕i1 Ai be the maximal graded ideal of A and H•m be the local cohomology functors. So
Him(M) = lim
j→∞
ExtiA(A/A j,M).
We refer to [AZ] for more details.
Deﬁnition 1.1. A graded algebra A is called AS-Gorenstein if
(1) inj .dim(A A) = inj .dim(AA) = d< ∞, and
(2) ExtiA(k, A)
∼= ExtiAop (k, A) ∼=
{
0, i = d,
k(l), i = d, for some integer l.
If further A has ﬁnite left and right global dimension, then A is called AS-regular.
In this case, sometimes we say that A is AS-Gorenstein (regular) with parameters (d, l).
1.2. Homological determinant
Let GrAut(A) be the group of graded k-algebra automorphisms of A. In the case that A is an AS-
Gorenstein algebra, Jørgensen and Zhang [JoZ] deﬁned the homological determinant for any element in
GrAut(A). If A = k[x1, . . . , xn], where the graded automorphisms are given by the elements of group
GLn(k), on which the usual (matrix) determinant is deﬁned, the homological determinant coincides
with the usual determinant. Let us recall the deﬁnition of the homological determinant here.
Lemma 1.3. (See [JoZ, Lemma 2.1].) Let A be an AS-Gorenstein algebra. Then
Him(A) ∼=
{
0, i = d,
A A∗(l), i = d.
For any σ ∈ GrAut(A) and M ∈ GrMod(A), σM is the graded A-module with σM = M as vector
spaces, and with the A-action deﬁned by a ·m := σ(a)m. A k-linear graded map f : M → N is called
a σ -linear map if f : M → σ N is a graded A-module homomorphism. For a σ -linear map f : M → M ,
we write TrM( f , t) =∑i tr( f |Mi )ti , whenever this is well deﬁned.
Applying the functor Hdm to the A-linear map σ : A → σ A, we get an A-linear map
Hdm(σ ) : Hdm(A) → Hdm
(
σ A
)= σ Hdm(A),
i.e., a σ -linear map
Hdm(σ ) : Hdm(A) → Hdm(A).
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linear map σ−1 : AA(−l) → AA(−l). Then the Matlis dual map (σ−1)∗ : A A∗(l) → A A∗(l) is σ -linear. And
there exists a scalar c ∈ k∗ such that the σ -linear map
Hdm(σ ) : Hdm(A) → Hdm(A)
is equal to
c
(
σ−1
)∗ : A A∗(l) → A A∗(l).
Deﬁnition 1.5. (See [JoZ, Deﬁnition 2.3].) Let A be an AS-Gorenstein algebra. For any σ ∈ GrAut(A),
hdetσ := c−1
is called the homological determinant of σ , where c ∈ k∗ satisﬁes Hdm(σ ) = c(σ−1)∗ as in the above
lemma.
In this way, there is a map hdet : GrAut(A) → k∗ .
Remark 1.6. (1) Let A be an AS-Gorenstein algebra. Then hdet : GrAut(A) → k∗ is a group homomor-
phism.
(2) If A = k[x1, . . . , xn], and the graded automorphism σ ∈ GrAut(A) is given by an invertible ma-
trix C ∈ GLn(k), then hdetσ coincides with the usual determinant of C . For the details, we refer the
reader to [JoZ].
(3) (See [JoZ, Lemma 2.6, Proposition 4.2].) Let A be an AS-regular algebra, and σ ∈ GrAut(A). Then
TrA(σ , t) = (−1)d(hdetσ)−1t−l + lower degree terms.
1.7. Koszul algebra and Koszul bimodule complex
Let V be a ﬁnite-dimensional vector space, and Tk(V ) the tensor algebra with the usual grading.
Let p  2 be an integer. A graded algebra A = Tk(V )/〈R〉, where R is a subspace of V⊗p , is called
a p-homogeneous algebra. The homogeneous dual of A is then deﬁned as A! = Tk(V ∗)/〈R⊥〉, where
〈R⊥〉 is the orthogonal subspace of R in (V ∗)⊗p .
Remark 1.8. Note that for our purpose, we use the convention that
( fn ⊗ fn−1 ⊗ · · · ⊗ f1)(x1 ⊗ x2 ⊗ · · · ⊗ xn) = f1(x1) f2(x2) · · · fn(xn)
to identify (V ∗)⊗n with (V⊗n)∗ in this paper. This is more natural in some sense. The reader should
be warned that some differences caused, say, for any Koszul algebra A, A! ∼= Ext∗A(k,k)op [BGS,Sm].
Let {ei}i=1,2,...,n be a basis of V and {e∗i }i=1,2,...,n be the dual basis of V ∗ . Denote that
e =
n∑
i=1
ei ⊗ e∗i ∈ A ⊗ A!.
The right multiplication by e gives a sequence of left A-module homomorphisms
Kl(A) : · · · → A ⊗
(
A!m
)∗ .e→ A ⊗ (A!m−1)∗ .e→ ·· · → A ⊗ (A!2)∗ .e→ A ⊗ V .e→ A,
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∑n
i=1 aei ⊗ f (e∗i )r , and f (e∗i )r is the map
A!m−1 → k, x → f (xe∗i ).
It can be checked that ep = 0. The contraction of p-complex Kl(A) [BM], denoted by K′l(A), is
obtained from Kl(A) by keeping the arrow at the far right, then putting together the p−1 consecutive
ones, and continuing alternately:
K′l(A): · · · → A ⊗
(
A!2p
)∗ → A ⊗ (A!p+1)∗ → A ⊗ (A!p)∗ → A ⊗ V → A.
Van den Bergh [VdB3] constructed a Koszul bimodule complex in order to compute the Hochschild
(co)homology for Koszul algebras, and it was generalized to p-Koszul case [BM]:
Kb(A): · · · d→ A ⊗
(
A!2p
)∗ ⊗ A dp−1→ A ⊗ (A!p+1)∗ ⊗ A d→ A ⊗ (A!p)∗ ⊗ A dp−1→ A ⊗ V ⊗ A d→ A ⊗ A,
where d = dl − dr , and dp−1 = dp−1l + dp−2l dr + · · · + dldp−2r + dp−1r , with dl , dr deﬁned by
dl(a ⊗ α ⊗ b) =
n∑
i=1
aei ⊗ α ·
(
e∗i
)
r ⊗ b, dr(a ⊗ α ⊗ b) =
n∑
i=1
a ⊗ α · (e∗i )l ⊗ eib,
for any a⊗α⊗b ∈ A⊗(A!m)∗⊗ A. Note that α ·(e∗i )r (resp. (e∗i )l ·α) is deﬁned by [α ·(e∗i )r](x) := α(xe∗i )
(resp. [α · (e∗i )l](x) := α(e∗i x)) for any x ∈ A!m−1.
In the following, let p : N → N be the jump function deﬁned by
p(n) =
{
pq if n = 2q,
pq + 1 if n = 2q + 1.
Deﬁnition 1.9. A p-homogeneous algebra A is called p-Koszul if the trivial A-module Ak admits a
projective resolution
· · · → Pn → Pn−1 → ·· · → P1 → P0 → Ak → 0,
where Pn is generated in degree p(n).
When p = 2, A is called a Koszul algebra.
Proposition 1.10. (See [VdB3,BM].) Suppose that A is a p-homogeneous algebra. Then the followings are
equivalent.
(1) A is p-Koszul.
(2) The complex K′l(A) → Ak → 0 is exact via the augmentation map A→Ak.
(3) The complex Kb(A) → A → 0 is exact via the multiplication A ⊗ A → A.
Moreover, in such case, K′l(A) is a minimal free resolution of Ak and Kb(A) is a minimal free resolution of A
as an Ae-module.
Let σ be a graded endomorphism of A, then the restriction σ |A1 is essentially an n×n matrix. The
transpose of σ |A1 extends to a dual graded endomorphism σ τ for the dual algebra A! . In the matrix
format if σ(e j) =∑i ci jei , then σ τ (e∗j ) =∑i c jie∗i . If A is a p-Koszul algebra, then the Yoneda algebra
E(A) = ⊕i ExtiA(k,k) is anti-isomorphic to ⊕i A!p(i) . The restriction of σ τ to E(A) gives rise to an
endomorphism of E(A), denoted it also by σ τ . The following is a special case of [JoZ, Lemma 4.6],
where A is assumed to be noetherian. If A is p-Koszul, the proof still works.
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automorphism of A, then σ τ (u) = (hdetσ)u for any u ∈ ExtdA(k,k).
Proof. It is easy to see that {σ ⊗ (σ τ |A!i )
∗ | i  0} is a p-complex morphism (i.e. commuting with
the differential) and is σ -linear on the Koszul p-complex Kl(A). Hence, {σ ⊗ (σ τ |A!p(i) )
∗ | i  0} is a
complex morphism on the exact sequence K′l(A)→Ak→0. Then by [JZ, Lemmas 2.1, 2.2], we have
TrE(A)
(
στ ,−t)= TrA(σ , t)−1.
Since A is an AS-regular algebra, E(A) =⊕i ExtiA(k,k) is Frobenius [LPWZ1]. Hence dimk ExtdA(k,
k) = 1. For any p-Koszul AS-regular algebra, l = p(d). Then by Remark 1.6, we have
TrE(A)
(
στ , t
)= TrA(σ ,−t)−1
= ((hdetσ)−1t−p(d) + lower degree terms)−1
= (hdetσ)tp(d) + lower degree terms.
Therefore, σ τ (u) = (hdetσ)u for any u ∈ ExtdA(k,k). 
1.12. G-module structure on Hochschild (co)homology
Let A be a graded algebra and G a ﬁnite subgroup of GrAut(A). The skew group algebra A#G is
A ⊗ kG as vector space, with the multiplication given by (a#g)(b#h) = ag(b)#gh in A#G . Since the
action of G on A preserves the grading, A#G is still a graded algebra (not necessarily connected). In
this case, A#G is a right kG-comodule algebra via the structure map
ρ : A#G → (A#G)⊗ kG,
a#g → (a#g)⊗ g.
Obviously, A is the subalgebra of covariants of kG in A#G . Since the map
β : (A#G)⊗A (A#G) → (A#G)⊗ kG,
(a#g)⊗ (b#h) → (ag(b)#gh)⊗ h
is bijective, A ⊂ A#G is a right kG-Galois extension.
Let Ae be the enveloping algebra A⊗ Aop . For any Ae-module M , consider the Hochschild cohomol-
ogy groups HH•(A,M) = Ext•Ae (A,M), and the Hochschild homology groups HH•(A,M) = TorA
e
• (A,M)
of A with coeﬃcients in M . Let H be a Hopf algebra and A ⊆ B be a right H-Galois extension. For any
Be-module M , Stefan [St] deﬁned an H-module structure on the Hochschild cohomologies HH•(A,M)
(resp. Hochschild homologies HH•(A,M)) by means of the universal δ-functors. In the group algebra
case, the structure can be deﬁned more directly.
Let A and G be as above. Then Ae is also a G-module algebra where the action is given by g · (a⊗
b) := g(a)⊗ g(b). So we have another smash product algebra Ae#G . For any Ae#G-module N and any
(A#G)e-module M , there is a G-module structure on HomAe (N,M) given by
(g ⇀ f )(n) = (g ⊗ g−1)( f (g−1n)),
for any g ∈ G , f ∈ HomAe (N,M) and n ∈ N . Since |G| is invertible in k, an Ae#G-module P is pro-
jective if and only if it is projective as an Ae-module. Therefore, there is a G-module structure on
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g(n⊗m) := g(n)⊗ (g ⊗ g−1)m. And we get a G-module structure on TorAe• (N,M).
In particular, A can be viewed as an Ae#G-module by the action
(
(a ⊗ b)#g)(x) := ag(x)b
for any (a ⊗ b)#g ∈ Ae#G and x ∈ A. Hence, we naturally get a G-module structure on Hochschild
cohomology group and Hochschild homology group.
Moreover, Ae is an (A#G)e-module by
(a#g)(x⊗ y) := ag(x)⊗ y, (x⊗ y)(b#h) := x⊗ h−1(yb)
for any a#g,b#h ∈ A#G and x⊗ y ∈ Ae . So HomAe (A, Ae) (resp. HomAe (N, Ae)) is a G-module given
by
(g ⇀ f )(x) = Σ g( f (g−1(x))1)⊗ g( f (g−1(x))2)
where x ∈ A and f ∈ HomAe (A, Ae) (resp. x ∈ N and f ∈ HomAe (N, Ae)) and f (v) is written as
Σ f (v)1 ⊗ f (v)2 by Sweedler’s notation.
By the inner structure of Ae , HomAe (A, Ae) (resp. HomAe (N, Ae)) is also an Ae-module. Further-
more, combining these two structures, HomAe (A, Ae) (resp. HomAe (N, Ae)) is in fact an Ae#G-module
by
[(
(a ⊗ b)#g)⇀ f ](x) = Σ g( f (g−1(x))1)b ⊗ ag( f (g−1(x))2)
for any (a ⊗ b)#g ∈ Ae#G , x ∈ A and f ∈ HomAe (A, Ae) (resp. x ∈ N and f ∈ HomAe (N, Ae)).
Similarly, there is an Ae#G-module structure over the cohomology groups Ext•Ae (A, Ae).
The following is the Van den Bergh duality [VdB2] with a group action.
Theorem1.13. Let A be a graded algebra and G a ﬁnite subgroup ofGrAut(A). Assume that A as an Ae-module
has a bounded projective resolution consisting of ﬁnitely generated Ae-modules and
ExtiAe
(
A, Ae
)∼= {0, i = d,
U , i = d
for some integer d and Ae-module U which is projective as both left and right A-module. Then for any (A#G)e-
module M, there is a natural G-module isomorphism
HHi(A,M) ∼= HHd−i(A,U ⊗A M).
Proof. With the actions introduced above, U is an Ae#G module and U ⊗Ae M is a G-module. Since
M is an (A#G)e-module, U ⊗A M is also an (A#G)e-module given by (a#g)(u ⊗m) := ag(u) ⊗ g(m),
(u ⊗m)(b#h) := u ⊗ (m(b#h)). Then we have a canonical G-isomorphism
A ⊗Ae (U ⊗A M) ∼= U ⊗Ae M.
Now it is routine to check that the following isomorphisms in the Van den Bergh’s proof are G-
isomorphisms:
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(
RHomAe (A,M)
)∼= Hi(RHomAe (A, Ae) L⊗Ae M)
∼= Hi(U [−d] L⊗Ae M)= Hi−d(U L⊗Ae M)∼= Hi−d(A L⊗Ae (U L⊗A M))
∼= HHd−i(A,U ⊗A M). 
For any Hopf–Galois extension A ⊆ B , Stefan considered the relations between the Hochschild
(co)homologies of A and the ones of B [St]. In the skew group algebra case, the relations have the
following forms.
Lemma 1.14. Let A and G be as above. Then for any (A#G)e-module M, and any i  0, we have the following
natural isomorphisms:
Exti(A#G)e (A#G,M) ∼= HomG
(
k,ExtiAe (A,M)
)
,
Tor(A#G)
e
i (A#G,M)
∼= k ⊗G TorAei (A,M).
Proof. Let Z A(M) = {m ∈ M | am = ma, ∀a ∈ A}. Then, as vector spaces HomAe (A,M) ∼= Z A(M). The
G-module structure on HomAe (A,M) induces a G-module structure on Z A(M) given by g ·m = (g ⊗
g−1)m for any m ∈ Z A(M). Hence,
HomG
(
k,HomAe (A,M)
)∼= HomG(k, Z A(M))
= {m ∈ Z A(M) ∣∣ g ·m =m, ∀g ∈ G}
= Z A#G(M)
∼= Hom(A#G)e (A#G,M).
If P is an Ae#G-module, then P ⊗ kG is an (A#G)e-module with the action
(a#g)(p ⊗ h) := ag(p)⊗ gh, (p ⊗ h)(a#g) := ph(a)⊗ hg.
And with this module structure,
HomG
(
k,HomAe (P ,M)
)∼= Hom(A#G)e (P ⊗ kG,M).
Since kG is semisimple, P ⊗ kG is a projective (A#G)e-module provided that P is a projective Ae#G-
module. So given an Ae#G-projective resolution P · → A → 0 of A, P · ⊗kG → A#G → 0 is an (A#G)e-
projective resolution of A#G . Then
HomG
(
k,ExtiAe (A,M)
)= HomG(k,Hi(HomAe (P ·,M)))
∼= Hi(HomG(k,HomAe (P ·,M)))
∼= Hi(Hom(A#G)e (P · ⊗ kG,M))
= Exti(A#G)e (A#G,M);
and this isomorphism is obviously natural.
For the Tor-group isomorphism, the proof is similar. 
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In this section we consider Koszul Calabi–Yau algebras with a group action.
Deﬁnition 2.1. (See [Gin].) A graded algebra A is called a graded Calabi–Yau algebra of dimension d
(or d-Calabi–Yau algebra) for some integer d if
(1) A is homologically smooth, that is, A has a bounded Ae-projective resolution consisting of ﬁnitely
generated Ae-modules.
(2) ExtiAe (A, A
e) ∼=
{
0, i = d,
A(l), i = d, as A
e-modules for some integer l.
For convenience, we list some properties of graded Calabi–Yau algebras.
Proposition 2.2. (See [BT,IR,Ke1].) Let A be a graded Calabi–Yau algebra of dimension d. Then the following
statements hold.
(1) The global dimension of A is d.
(2) As an Ae-module, the projective dimension of A is d.
(3) A is AS-regular.
(4) A is 0-Calabi–Yau if and only if it is a semisimple algebra.
(5) The shift functor [d] is a graded Serre functor of the triangulated category Dbf d(A), where Dbf d(A) is the
full triangulated subcategory of the derived category of A consisting of the complexes whose homology is
of ﬁnite total dimension.
One may ask which kind of AS-regular algebras is Calabi–Yau. The following is a criterion for
Koszul algebras by means of the Yoneda algebra.
Proposition 2.3. (See [BT,VdB3].) Let A be a Koszul AS-regular algebra of dimension d. Then A is Calabi–
Yau if and only if the Yoneda algebra E(A) is graded symmetric Frobenius in the sense that 〈a,b〉 =
(−1)dega·degb〈b,a〉 for all a,b ∈ E(A) with dega + degb = d, where 〈 , 〉 is the Frobenius pair of E(A).
Next, we study the G-module structure on the Hochschild cohomology groups HH·(A, Ae) for a
Koszul Calabi–Yau algebra A.
Proposition 2.4. Let A be a Koszul algebra and G a ﬁnite subgroup of GrAut(A). Then the resolution Kb(A) of
A as an Ae-module in Proposition 1.10 is an Ae#G-projective resolution of A.
Proof. Recall that the differential in Kb(A) is dm = dl + (−1)mdr : A ⊗ (A!m)∗ ⊗ A → A ⊗ (A!m−1)∗ ⊗ A.
There is a G-module action on A ⊗ (A!m)∗ ⊗ A deﬁned by
g(a⊗ α ⊗ b) := g(a)⊗ g(α)⊗ g(b),
where g(α) is deﬁned by g(α)(x) := α(gτ (x)) for any x ∈ A!m . Next we show that the differentials
dm are G-module maps. Obviously, the multiplication A ⊗ A → A is a G-map. We need to check that
dm(g(a ⊗ α ⊗ b)) = g(dm(a ⊗ α ⊗ b)) for m 1. Obviously,
dm
(
g(a ⊗ α ⊗ b))= n∑
i=1
g(a)ei ⊗ g(α)
(
e∗i
)
r ⊗ g(b)+ (−1)mg(a)⊗ g(α)
(
e∗i
)
l ⊗ ei g(b),
g
(
dm(a ⊗ α ⊗ b)
)= n∑ g(aei)⊗ g(α(e∗i )r)⊗ g(b)+ (−1)mg(a)⊗ g(α(e∗i )l)⊗ g(eib).
i=1
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n∑
i=1
g(aei)⊗ g
(
α
(
e∗i
)
r
)=∑
i, j
g(a)c jie j ⊗ g
(
α
(
e∗i
)
r
)=∑
j
g(a)e j ⊗
∑
i
c ji g
(
α
(
e∗i
)
r
)
.
Now, for any x ∈ A!m ,(∑
i
c ji g
(
α
(
e∗i
)
r
))
(x) =
∑
i
c ji
(
α
(
e∗i
)
r
)(
gτ (x)
)
=
∑
i
c jiα
(
gτ (x)e∗i
)= α(gτ (x)∑
i
c jie
∗
i
)
= α(gτ (x)gτ (e∗j ))= g(α)(xe∗j )= (g(α)(e∗j )r)(x).
Hence,
∑
i g(aei)⊗ g(α(e∗i )r) =
∑
i g(a)ei ⊗ g(α)(e∗i )r .
Similarly
∑
i
g(α)
(
e∗i
)
l ⊗ ei g(b) =
∑
i
g
(
α
(
e∗i
)
l
)⊗ g(eib).
Therefore, the proof is completed. 
Proposition 2.5. Let A be a Koszul Calabi–Yau algebra of dimension d and G a ﬁnite subgroup of GrAut(A).
Then, as Ae#G-modules,
ExtiAe
(
A, Ae
)∼= {0, i = d,A(l)⊗ A!d, i = d,
where the Ae#G-module structure on A(l)⊗ A!d is deﬁned by ((a⊗ b)#g)(x⊗ u) := ag(x)b ⊗ (g−1)τ (u) for
any (a ⊗ b)#g ∈ Ae#G, x ∈ A and u ∈ A!d.
Proof. By Proposition 2.4, we only need to compute the cohomologies of the G-module complex
HomAe (Kb(A), Ae). To do this, we consider ﬁrst an Ae#G-module complex
Q•: 0 → A ⊗ A → ·· · ∂m−1→ A ⊗ A!m−1 ⊗ A
∂m→ A ⊗ A!m ⊗ A
∂m+1→ ·· · → A ⊗ A!d ⊗ A → 0,
where the differential ∂m is deﬁned by ∂m(c⊗β ⊗d) =∑i c⊗βe∗i ⊗ eid+ (−1)mcei ⊗ e∗i β ⊗d and the
G-action on A ⊗ A!m ⊗ A is deﬁned by
g(c ⊗ β ⊗ b) := g(c)⊗ (g−1)τ (β)⊗ g(b)
for any c ⊗ β ⊗ b ∈ A ⊗ A!m ⊗ A.
Since each (A!m)∗ is a ﬁnite-dimensional graded k-vector space, we have the following canonical
Ae#G-isomorphism:
ϕm : A ⊗ A!m ⊗ A → HomAe
(
A ⊗ (A!m)∗ ⊗ A, Ae),
c ⊗ β ⊗ d → ϕm(c ⊗ β ⊗ d),
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following diagram of G-modules is commutative:
· · · A ⊗ A!m−1 ⊗ A
φm−1
∂m
A ⊗ A!m ⊗ A
φm
· · ·
· · · HomAe (Pm−1, Ae)
(dm)∨
HomAe (Pm, Ae) · · · .
So, the complex HomAe (Kb(A), Ae) is isomorphic to Q• . Therefore we only need to compute the co-
homologies of the complex Q• . It is clear that ExtiAe (A, Ae) = 0 for i = d. To complete the proof, we
consider the following sequence of Ae#G-modules
A ⊗ A!d−1 ⊗ A
∂d→ A ⊗ A!d ⊗ A
ρ→ A(l)⊗ A!d → 0,
where the morphism ρ is given by ρ(c ⊗ u ⊗ d) = cd ⊗ u. We claim that ρ∂d = 0. For each β ∈ A!d−1,
we have e∗i β = (−1)d+1βe∗i because of the graded symmetry on the Frobenius pair. For any c⊗β⊗d ∈
A ⊗ A!d−1 ⊗ A,
ρ∂d(c ⊗ β ⊗ d) = ρ
(∑
i
c ⊗ βe∗i ⊗ eid + (−1)dcei ⊗ e∗i β ⊗ d
)
=
∑
i
ceid ⊗ βe∗i + (−1)dceid ⊗ e∗i β
=
∑
i
ceid ⊗
(
βe∗i + (−1)de∗i β
)= 0.
The complex A ⊗ A!d−1 ⊗ A
∂d→ A ⊗ A!d ⊗ A
ρ→ A(l)⊗ A!d → 0 is exact by [BM, Proposition 4.1]. Thus we
obtain the desired conclusion. 
3. Skew group algebras of Calabi–Yau algebras
Let A be a connected graded algebra and G a ﬁnite subgroup of GrAut(A). In this section, we prove
our ﬁrst result that if A is Koszul Calabi–Yau, then A#G is Calabi–Yau if and only if G is a subgroup
of SL(A).
Lemma 3.1. Suppose that U is an Ae#G-module and N is an A#G-module, then
(U ⊗ G)⊗A#G N ∼= U ⊗A N (1)
as A#G-modules, where the (A#G)e-action on U ⊗ G (resp. A#G-action on U ⊗A N) is given in the proof of
Lemma 1.14 (resp. of Theorem 1.13).
The above isomorphism is given by
(U ⊗ G)⊗A#G N → U ⊗A N,
u ⊗ g ⊗m → u ⊗ g(m);
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U ⊗A N → (U ⊗ G)⊗A#G N,
u ⊗m → u ⊗ 1⊗m.
If N is an (A#G)e-module, then the isomorphism is an (A#G)e-isomorphism.
The following proposition is a special case of [Fa, Theorem 1.7].
Proposition 3.2. Let A be a Calabi–Yau algebra of dimension d and G a ﬁnite subgroup of GrAut(A). Then for
any (A#G)e-module N and i, there is a natural isomorphism
HHi(A#G,N) ∼= HHd−i
(
A#G, (U ⊗ G)⊗A#G N
)
where U = A(l)⊗ A!d as in Proposition 2.5.
Proof. Let M be a left G-module, then Mε is the Ge-module with the right action given by m · g =m
for any m ∈ M and g ∈ G . Then we have the canonical isomorphisms:
HomG(k,M) ∼= HomGe (kG,Mε),
k ⊗G M ∼= kG ⊗Ge Mε.
Now for any (A#G)e-module N , by Theorem 1.13 and Lemma 1.14, we have
Exti(A#G)e (A#G,N) ∼= HomG
(
k,ExtiAe (A,N)
)
∼= HomG
(
k,TorA
e
d−i(A,U ⊗A N)
)
∼= HomGe
(
kG,TorA
e
d−i(A,U ⊗A N)ε
)
. (2)
Since kG is semisimple, it is 0-Calabi–Yau. Then
(2)∼= kG ⊗Ge TorAed−i(A,U ⊗A N)ε.
And similarly,
kG ⊗Ge TorAed−i(A,U ⊗A N)ε ∼= k ⊗G TorA
e
d−i(A,U ⊗A N)
∼= Tor(A#G)ed−i (A#G,U ⊗A N)
∼= Tor(A#G)ed−i
(
A#G, (U ⊗ G)⊗A#G N
)
, (3)
where the isomorphism (3) is obtained by Lemma 3.1. Obviously, each isomorphism is natural. There-
fore, the proof is completed. 
Just like the special linear group SLn(k), we denote by SL(A) the subgroup of GrAut(A) consisting
of the element whose homological determinant is 1.
Theorem 3.3. Let A be a Koszul Calabi–Yau algebra of dimension d and G a ﬁnite subgroup of GrAut(A). Then
A#G is a Calabi–Yau algebra of dimension d if and only if G is a subgroup of SL(A).
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following (A#G)e-isomorphism
Exti(A#G)e
(
A#G, (A#G)e
)∼= {0, i = d,
(A ⊗ A!d)(l)⊗ G, i = d.
So A#G is a Calabi–Yau algebra of dimension d if and only if (A⊗ A!d)⊗G ∼= A#G as (A#G)e-modules.
Since A!d is a one-dimensional vector space, we choose u as its base element. Recall that the (A#G)
e-
action on (A ⊗ A!d)⊗ G is
(a# f )(x⊗ u ⊗ g) = af (x)⊗ ( f −1)τ (u)⊗ f g, (x⊗ u ⊗ g)(b#h) = xg(b)⊗ u ⊗ gh.
Now, suppose that G is a ﬁnite subgroup of SL(A). We set
ψ : A ⊗ A!d → A,
x⊗ u → x.
By Proposition 1.11, ψ is an Ae#G-isomorphism. Further, ψ ⊗ id : (A ⊗ A!d)⊗ G → A#G is an (A#G)e-
isomorphism. Hence, A#G is d-Calabi–Yau.
Conversely, if A#G is d-Calabi–Yau, there exists an (A#G)e-isomorphism ψ : A#G → (A ⊗ A!d)⊗ G .
Suppose that ψ(1⊗ 1) =∑gi∈G λi ⊗ u⊗ gi where λi ∈ k. Since ψ is an (A#G)e-isomorphism, then for
each a ∈ A
ψ(a ⊗ 1) = (a#1)
(∑
gi∈G
λi ⊗ u ⊗ gi
)
=
∑
gi∈G
λia ⊗ u ⊗ gi, and
ψ(a ⊗ 1) =
(∑
gi∈G
λi ⊗ u ⊗ gi
)
(a#1) =
∑
gi∈G
λi gi(a)⊗ u ⊗ gi .
If λi = 0, then by choosing a to be the basis {e1, e2, . . . , en} of A1, we get gi = 1. Hence, ψ(1 ⊗ 1)
must have the form λ ⊗ u ⊗ 1 for some λ ∈ k. On one hand, ψ(1 ⊗ g) = ψ(1 ⊗ 1)(1#g) = λ ⊗ u ⊗ g;
on the other hand,
ψ(1⊗ g) = (1#g)(λ⊗ u ⊗ 1)
= λ⊗ (g−1)τ (u)⊗ g
= (hdet g)−1λ⊗ u ⊗ g.
Consequently, hdet g = 1 for any g ∈ G , and so G ⊆ SL(A). 
Remark 3.4. A#G is also Koszul [BGS,Ma]. All the results in this section and the previous one hold for
p-Koszul algebras.
Corollary 3.5. (See [Fa,IR].) The skew group algebra k[x1, x2, . . . , xn]#G with G a ﬁnite subgroup of special
linear group SLn(k) is a Calabi–Yau algebra of dimension n.
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Example 3.6. Let A = k〈x, y, z〉/〈yz − zy, zx − xz, xy − yx + z2〉, which is of type S ′1 in the classiﬁca-
tion of three-dimensional AS-regular algebras [AS]. According to [BM], it is 3-Calabi–Yau. Any graded
automorphism σ of A restricts to A1 has the following form:
(a11 a12 a13
a21 a22 a23
0 0
√
a11a22 − a12a21
)
,
where a11a22 − a12a21 = 0. By Proposition 1.11, hdet(σ ) = (a11a22 − a12a21) 32 . Consider the subgroup
G of GrAut(A) generated by
(
ζ 0 0
0 ζ 0
0 0 ζ
)
,
where ζ is a 3rd primitive root of unity in k. Then G is a ﬁnite subgroup of SL(A) (also a subgroup of
SL3(k)) of order 3, and A#G is 3-Calabi–Yau by Theorem 3.3.
It is easy to know that the McKay quiver of the group G is the following quiver Q :
•
x2
y2
z2
•
x1
y1
z1
• ,x3
y3
z3
and A#G is the quotient algebra of kQ with the relations
yi z j = zi y j, zix j = xi z j, xi y j = yix j + zi z j,
where (i, j) = (1,2), (2,3), (3,1).
4. Superpotentials
Bocklandt et al. [BSW] proved that any Koszul Calabi–Yau algebra is derived from a superpotential.
In this section, by using the A∞-algebra structure on the Yoneda Ext-algebra, we ﬁrst prove that
every connected graded p-Koszul Calabi–Yau algebra is derived from a superpotential. Then for any
such Calabi–Yau algebra A, we construct the superpotential for the skew group algebra A#G , where
G is a ﬁnite subgroup of the special linear group SL(A).
We restate some notations and deﬁnitions in [BSW] here. Let S be a ﬁnite-dimensional semisimple
k-algebra and V be an S-bimodule. There are four distinct ways to deﬁne the dual S-bimodule of V :
• The space of linear maps to k: V ∗ := Homk(V ,k), with the bimodule action deﬁned by
(s1ψs2)(v) = ψ(s2vs1).
• The space of right S-module homomorphisms to S: V ∗R := HomS(V S , S S), with the bimodule
action deﬁned by (s1ψs2)(v) = s1ψ(s2v).
• The space of left S-module homomorphisms to S: V ∗L := HomS (S V , S S), with the bimodule ac-
tion deﬁned by (s1ψs2)(v) = ψ(vs1)s2.
• The space of S-bimodule homomorphisms to Se: V ∗B := HomSe (Se V , Se Se). Using Sweedler’s no-
tation, write ψ(v) =∑ψ(v)1 ⊗ ψ(v)2 for any ψ ∈ V ∗B and v ∈ V . Then the bimodule action is
deﬁned by (s1ψs2)(v) =∑ψ(v)1s2 ⊗ s1ψ(v)2.
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Lemma 4.1. (See [BSW].) If there is a non-degenerate trace function Tr on S, then there are natural isomor-
phisms, denoted by R, L, B respectively, from the ∗ to the other three duals ∗R, ∗L, ∗B in the following way:
ψ(v) = Tr(ψ R(v))= Tr(ψ L(v))=∑Tr(ψ B(v)1)Tr(ψ B(v)2), ∀v ∈ V , ψ ∈ V ∗.
The evaluation maps
V ∗R ⊗S V → S and V ⊗S V ∗L → S
are S-bimodule homomorphisms. And these can be extended as follows, for any nm,
(
V ∗R
)⊗m ⊗ V⊗n → V⊗n−m,
( fm ⊗ · · · ⊗ f1)⊗ (v1 ⊗ · · · ⊗ vn) → fm
(
fm−1
(· · · ( f2( f1(v1)v2) · · ·)vm−1)vm)vm+1 ⊗ · · · ⊗ vn;
V⊗n ⊗ (V ∗L)⊗m → V⊗n−m,
(vn ⊗ · · · ⊗ v1)⊗ ( f1 ⊗ · · · ⊗ fm) → vn ⊗ · · · ⊗ vm+1
(
fm
(
vm fm−1
(· · · (v2 f1(v1)) · · ·))).
In the following, let Vi (1 i  n) be ﬁnite generated S-bimodules.
Lemma 4.2. The following map is an S-bimodule isomorphism:
V1 ⊗ V2 ⊗ · · · ⊗ Vn →
(
V ∗Rn ⊗ V ∗Rn−1 ⊗ · · · ⊗ V ∗R1
)∗L
,
v1 ⊗ v2 ⊗ · · · ⊗ vn → [v1, v2, . . . , vn],
where [v1, v2, . . . , vn] is the left S-module map
[v1, v2, . . . , vn] : V ∗Rn ⊗ V ∗Rn−1 ⊗ · · · ⊗ V ∗R1 → S,
fn ⊗ fn−1 ⊗ · · · ⊗ f1 → fn
(
fn−1
(· · · ( f2( f1(v1)v2) · · ·)vn−1)vn).
Let σ be the S-bimodule homomorphism
σ : (V ∗Rm ⊗ V ∗Rm−1 ⊗ · · · ⊗ V ∗R1 )⊗ (V1 ⊗ V2 ⊗ · · · ⊗ Vn)
→ Vm+1 ⊗ Vm+2 ⊗ · · · ⊗ Vn,
( fm ⊗ fm−1 ⊗ · · · ⊗ f1)⊗ (v1 ⊗ v2 ⊗ · · · ⊗ vn)
→ fm
(
fm−1
(· · · ( f2( f1(v1)v2) · · ·)vm−1)vm) · vm+1 ⊗ vm+2 ⊗ · · · ⊗ vn,
and σ ′ be the S-bimodule homomorphism
σ ′ : (V ∗Rm ⊗ V ∗Rm−1 ⊗ · · · ⊗ V ∗R1 )⊗ (V ∗Rn ⊗ V ∗Rn−1 ⊗ · · · ⊗ V ∗R1 )∗L → (V ∗Rn ⊗ V ∗Rn−1 ⊗ · · · ⊗ V ∗Rm+1)∗L,
( fm ⊗ fm−1 ⊗ · · · ⊗ f1)⊗ Γ → [ fm ⊗ fm−1 ⊗ · · · ⊗ f1,Γ ]
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[ fm ⊗ fm−1 ⊗ · · · ⊗ f1,Γ ] : V ∗Rn ⊗ V ∗Rn−1 ⊗ · · · ⊗ V ∗Rm+1 → S,
ϕn ⊗ ϕn−1 ⊗ · · · ⊗ ϕm+1 → Γ (ϕn ⊗ ϕn−1 ⊗ · · · ⊗ ϕm+1 ⊗ fm ⊗ · · · ⊗ f1).
Lemma 4.3.With the notations as above, the following diagram is commutative:
(V ∗Rm ⊗ · · · ⊗ V ∗R1 )⊗ (V1 ⊗ · · · ⊗ Vn)
σ
∼=
(V ∗Rm ⊗ · · · ⊗ V ∗R1 )⊗ (V ∗Rn ⊗ · · · ⊗ V ∗R1 )∗L
σ ′
Vm+1 ⊗ · · · ⊗ Vn
∼=
(V ∗Rn ⊗ · · · ⊗ V ∗Rm+1)∗L .
Similarly, we have “left-side” versions of Lemmas 4.2 and 4.3.
Lemma 4.4. The following map is an S-bimodule isomorphism:
V1 ⊗ V2 ⊗ · · · ⊗ Vn →
(
V ∗Ln ⊗ V ∗Ln−1 ⊗ · · · ⊗ V ∗L1
)∗R
,
v1 ⊗ v2 ⊗ · · · ⊗ vn → [v1, v2, . . . , vn],
where [v1, v2, . . . , vn] is the right S-module map
[v1, v2, . . . , vn] : V ∗Ln ⊗ V ∗Ln−1 ⊗ · · · ⊗ V ∗L1 → S,
fn ⊗ fn−1 ⊗ · · · ⊗ f1 → f1
(
v1
(
f2
(
v2
(· · · ( fn−1(vn−1( fn(vn)))) · · ·)))).
Let τ be the S-bimodule homomorphism
τ : (Vn ⊗ · · · ⊗ V1)⊗
(
V ∗L1 ⊗ · · · ⊗ V ∗Lm
)
→ Vn ⊗ Vn−1 ⊗ · · · ⊗ Vm+1,
(vn ⊗ vn−1 ⊗ · · · ⊗ v1)⊗ ( f1 ⊗ f2 ⊗ · · · ⊗ fm)
→ vn ⊗ vn−1 ⊗ · · · ⊗ vm+1 · fm
(
vm fm−1
(
vm−1
(· · · ( f2(v2 f1(v1))) · · ·)))
and τ ′ be the S-bimodule homomorphism
τ ′ : (V ∗L1 ⊗ · · · ⊗ V ∗Ln )∗R ⊗ (V ∗L1 ⊗ · · · ⊗ V ∗Lm )→ (V ∗Lm+1 ⊗ V ∗Lm+2 ⊗ · · · ⊗ V ∗Ln )∗R ,
Γ ⊗ ( f1 ⊗ f2 ⊗ · · · ⊗ fm) → [Γ, f1 ⊗ f2 ⊗ · · · ⊗ fm]
where
[Γ, f1 ⊗ f2 ⊗ · · · ⊗ fm] : V ∗Lm+1 ⊗ V ∗Lm+2 ⊗ · · · ⊗ V ∗Ln → S,
ϕm+1 ⊗ ϕm+2 ⊗ · · · ⊗ ϕn → Γ ( f1 ⊗ · · · ⊗ fm ⊗ ϕm+1 ⊗ ϕm+2 ⊗ · · · ⊗ ϕn).
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(Vn ⊗ · · · ⊗ V1)⊗ (V ∗L1 ⊗ · · · ⊗ V ∗Lm )
τ
∼=
(V ∗L1 ⊗ · · · ⊗ V ∗Ln )∗R ⊗ (V ∗L1 ⊗ · · · ⊗ V ∗Lm )
τ ′
Vn ⊗ · · · ⊗ Vm+1
∼=
(V ∗Lm+1 ⊗ · · · ⊗ V ∗Ln )∗R .
For any ϕ ∈ (V ∗R)⊗m or ϕ ∈ (V ∗L)⊗m and any v ∈ V⊗n , sometimes we denote ϕ(v) = σ(ϕ ⊗ v)
and (v)ϕ = τ (v ⊗ ϕ) respectively.
Deﬁnition 4.6. Let S be a ﬁnite-dimensional semisimple k-algebra, V be a ﬁnitely generated S-bi-
module.
(i) An element ω ∈ V⊗n (n 1) is called a weak potential of degree n if sω =ωs for any s ∈ S .
(ii) For any weak potential ω of degree n and any m n, there is an S-bimodule homomorphism:
ωm :
(
V ∗R
)⊗m → V⊗n−m,
ψ1 ⊗ · · · ⊗ψm → (ψ1 ⊗ · · · ⊗ψm)(ω).
An algebra A is said to be derived from a weak potential ω ∈ V⊗n if A ∼= T S (V )/〈Imωm〉 for some
ﬁnite-dimensional semisimple k-algebra S , some ﬁnitely generated S-bimodule V and some m  n,
where 〈Imωm〉 is the two-sided ideal generated by Imωm .
(iii) A weak potential ω is called a d-superpotential if ϕR(ω) = (−1)d−1(ω)ϕL for all ϕ ∈ V ∗ .
If gldim A = d < ∞, A is said to be derived from the superpotential ω when A is derived from a
d-superpotential ω.
Example 4.7. Let A = k〈x, y, z〉/〈yz − zy, zx − xz, xy − yx + z2〉 as considered in Example 3.6. Then
ω = xyz− xzy+ yzx− yxz+ zxy− zyx+ z3 is a superpotential of degree 3 and A = k〈x, y, z〉/〈Imω1 〉.
Hence A is derived from the superpotential ω.
Example 4.8. Let A = k[x1, x2, . . . , xn] be the polynomial ring in n variables. Then ω =∑σ∈Sn sign(σ )×
xσ(1)xσ(2) · · · xσ(n) is a superpotential of degree n and A = k〈x1, x2, . . . , xn〉/〈Imωn−2〉. Hence A is
derived from the superpotential ω.
In the rest of this section, let A be a connected graded algebra. There is a correspondence between
the minimal generating relations of the algebra A and the A∞-structure on the Yoneda Ext-algebra
E = ⊕i ExtiA(k,k) [LPWZ2]. For the convenience, we state it in the following. For A∞-algebras and
related materials refer to [Ke2,LPWZ2].
Theorem 4.9. (See [LPWZ2].) Let A be a locally ﬁnite connected graded algebra generated in degree 1, and let
E =⊕i ExtiA(k,k) be the Yoneda Ext-algebra with the canonical A∞-algebra structure. Let R =⊕s2 Rs be
a minimal graded space of relations of A and is : Rs → A⊗s1 the inclusion map. Then the multiplication ms of
E restricted to (E1)⊗s is equal to the dual of is:
i∗s :
(
E1
)⊗s = (A∗1)⊗s → R∗s ⊂ E2.
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Lemma 4.10. (See [HL].) Let A be a p-Koszul (p  3) algebra and E =⊕ExtiA(k,k) the Yoneda Ext-algebra of
A with the canonical A∞-structure {ms} [LPWZ2]. Then the following hold.
(1) E has only two nontrivial multiplications m2 and mp.
(2) m2(E2t1+1 ⊗ E2t2+1) = 0 for all t1, t2  0.
(3) mp(Ei1 ⊗ · · · ⊗ Eip ) = 0 unless all of i1, . . . , ip are odd.
(4) If the elements {xi | 1 i  p + 1} ⊂ E(A) are all of odd degree, then
x1 ·mp(x2 ⊗ x3 ⊗ · · · ⊗ xp+1) =mp(x1 ⊗ x2 ⊗ · · · ⊗ xp) · xp+1.
(5) If {xi | 1 i  p + 1} ⊂ E(A) satisﬁes that∑p+1i=1 |xi | − p is odd, then
x1 ·mp(x2 ⊗ x3 ⊗ · · · ⊗ xp+1) =mp(x1 ⊗ x2 ⊗ · · · ⊗ xp) · xp+1.
It is well known that the global dimension of a p-Koszul AS-regular algebra is odd for p  3. So
the global dimension of a p-Koszul (p  3) Calabi–Yau algebra is odd. We have the following corollary
by the Stasheff identities of the A∞-algebra E(A).
Corollary 4.11. Let A be a p-Koszul (p  3) algebra. The following are equivalent.
(1) A is a Calabi–Yau algebra.
(2) E(A) is a symmetric Frobenius algebra, i.e., the Frobenius pair 〈 , 〉 on it with the property 〈a,b〉 = 〈b,a〉.
(3) E(A) is a symmetric Frobenius algebra, which is A∞-cyclic in the following sense: for all homogeneous
elements xi ∈ E(A) and t = 2, p,
〈
x1,mt(x2 ⊗ x3 ⊗ · · · ⊗ xt+1)
〉= 〈xt+1,mt(x1 ⊗ x2 ⊗ · · · ⊗ xt)〉.
Theorem 4.12. Let A be a p-Koszul (p  2) d-Calabi–Yau algebra. Then A is derived from a superpotential ω.
Proof. We ﬁrst consider the case p  3. Suppose that A = Tk(V )/〈R〉. By Corollary 4.11, the Yoneda
algebra E is a graded symmetric Frobenius algebra. Since A is p-Koszul AS-regular, the global dimen-
sion d of A is odd.
To construct ω ∈ V⊗p(d) ∼= [(V ∗)⊗p(d)]∗ , we construct a corresponding element ω∗∗ ∈ [(V ∗)⊗p(d)]∗
in the following way:
ω∗∗ : (V ∗)⊗p(d) → k,
η1 ⊗ · · · ⊗ ηp(d) →
〈
mp(η1 ⊗ · · · ⊗ ηp),ηp+1 ·mp(ηp+2 ⊗ · · · ⊗ η2p+1) · . . . ·mp(· · · ⊗ ηp(d))
〉
.
The product above is the multiplication m2 over E . Obviously, ω is a weak potential. To prove that ω
is a superpotential, we have to show that for any ϕ ∈ V ∗
ϕ(ω) = σ(ϕ ⊗ω) = (ω)ϕ = τ (ω ⊗ ϕ).
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V ∗ ⊗ V⊗p(d)
σ
∼=
V ∗ ⊗ [(V ∗)⊗p(d)]∗
σ ′
V⊗p(d)−1
∼= [(V ∗)⊗p(d)−1]∗,
and
V⊗p(d) ⊗ V ∗
τ
∼= [(V ∗)⊗p(d)]∗ ⊗ V ∗
τ ′
V⊗p(d)−1
∼= [(V ∗)⊗p(d)−1]∗.
So it suﬃces to prove that
σ ′
(
ϕ ⊗ω∗∗)= τ ′(ω∗∗ ⊗ ϕ).
Now, for any η = η1 ⊗ · · · ⊗ ηp(d)−1 ∈ (V ∗)⊗p(d)−1,
[
σ ′
(
ϕ ⊗ω∗∗)](η1 ⊗ · · · ⊗ ηp(d)−1) =ω∗∗(η1 ⊗ · · · ⊗ ηp(d)−1 ⊗ ϕ);[
τ ′
(
ω∗∗ ⊗ ϕ)](η1 ⊗ · · · ⊗ ηp(d)−1) =ω∗∗(ϕ ⊗ η1 ⊗ · · · ⊗ ηp(d)−1).
They are equal by the deﬁnition of ω∗∗ , Lemma 4.10 and Corollary 4.11. Hence, ϕ(ω) = (ω)ϕ ∈
V⊗p(d)−1 and consequently ω is a superpotential.
Given any ψ ∈ (V ∗)⊗p(d−2) , ψ(ω) ∈ V⊗p and we have
ψ(ω)∗∗ : (V ∗)⊗p → k,
η1 ⊗ · · · ⊗ ηp →ω∗∗(η1 ⊗ · · · ⊗ ηp ⊗ψ).
By Theorem 4.9, one has the following commutative diagram
R
∼=
i
V⊗p
∼=
[Ext2A(k,k)]∗
m∗p [(Ext1A(k,k))⊗p]∗
and Imm∗p ∼= R .
Since E(A) is graded Frobenius and
〈 , 〉 : ExtiA(k,k)× Extd−iA (k,k) → k
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that ξ = 〈 , X〉. For any η1 ⊗ · · · ⊗ ηp ∈ (V ∗)⊗p = Ext1A(k,k)⊗p , we have
m∗p(ξ)(η1 ⊗ · · · ⊗ ηp) = ξ
(
mp(η1 ⊗ · · · ⊗ ηp)
)= 〈mp(η1 ⊗ · · · ⊗ ηp), X 〉.
Since E(A) is generated by Ext1A(k,k) = V ∗ and Ext2A(k,k) = R∗ = mp((V ∗)⊗p), X ∈ Extd−2A (k,k) is a
ﬁnite sum of elements with the form
ηp+1 ·mp(ηp+2 ⊗ · · · ⊗ η2p+1) · . . . ·mp(· · · ⊗ ηp(d))
by Lemma 4.10. It follows that there exists some ψ ∈ (V ∗)⊗p(d−2) such that
〈
mp(η1 ⊗ · · · ⊗ ηp), X
〉= ψ(ω)∗∗(η1 ⊗ · · · ⊗ ηp)
= (ω)∗∗(η1 ⊗ · · · ⊗ ηp ⊗ψ) =
[
ωp(d−2)(ψ)
]
(η1 ⊗ · · · ⊗ ηp).
That is to say, m∗p(ξ) = ψ(ω)∗∗ . Hence, R ⊆ Imωp(d−2) .
Conversely, for any ψ = ψ1 ⊗ · · · ⊗ψp(d−2) ∈ (V ∗)⊗p(d−2) and any θ ∈ R⊥ ⊂ (V ∗)⊗p = Ext1A(k,k)⊗p ,
θ
(
ωp(d−2)(ψ)
)= (ω)∗∗(θ ⊗ψ)
= 〈mp(θ),ψ1mp(ψ2 ⊗ · · · ⊗ψp+1) · · ·mp(· · ·ψp(d−2))〉.
But mp(θ) = 0 because of the choice of θ , hence ωp(d−2)(ψ) ⊆ R . Therefore, the generating space R is
equal to the image of ωp(d−2) . In the Koszul case, only to set p = 2 and the proof is similar. 
Remark 4.13. This theorem is proved in [BSW] for Koszul case and in [Bo,Se] for three-dimensional
case. In [BSW], the authors mentioned the result is true for p-Koszul case, but the proof here uses
A∞-algebra technique.
In Example 4.8, we can see that kω is a one-dimensional G-representation for a ﬁnite subgroup G
of GLn(k). In fact, we have g(ω) = det(g)ω. It is also true in the noncommutative case.
Proposition 4.14. Let A be a p-Koszul d-Calabi–Yau algebra and G be a subgroup of GrAut(A). Then kω is a
one-dimensional kG-module.
Proof. We claim that gω = (hdet g)ω. Using the notation in Section 1.7, we have
e∗j (gei) =
(
gτ e∗j
)
(ei),
and so for any x ∈ V , η ∈ V ∗ ,
η(gx)
(a)= (gτ η)(x).
We need to show that gω and (hdet g)ω determine the same map: (V ∗)⊗p(d) → k. For any element
η1 ⊗ · · · ⊗ ηp(d) ∈ (V ∗)⊗d ,
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(
gτ η1 ⊗ · · · ⊗ gτ ηp(d)
)
= 〈mp(gτ η1 ⊗ · · · ⊗ gτ ηp), gτ ηp+1mp(· · ·) · · ·mp(· · · ⊗ gτ ηp(d))〉
(c)= 〈gτ (mp(η1 ⊗ · · · ⊗ ηp)), gτ (ηp+1mp(· · ·) · · ·mp(· · · ⊗ ηp(d)))〉
= 〈1, gτ (mp(η1 ⊗ · · · ⊗ ηp)ηp+1mp(· · ·) · · ·mp(· · · ⊗ ηp(d)))〉
(d)= 〈1, (hdet g)mp(η1 ⊗ · · · ⊗ ηp)ηp+1mp(· · ·) · · ·mp(· · · ⊗ ηp(d))〉
= (hdet g)〈mp(η1 ⊗ · · · ⊗ ηp),ηp+1mp(· · ·) · · ·mp(· · · ⊗ ηp(d))〉
= (hdet g)ω∗∗(η1 ⊗ · · · ⊗ ηp(d)),
where the equality (b) holds by equation (a), equality (c) holds because of the description of mp (see
Theorem 4.9) and the equality (d) holds according to Proposition 1.11. Then gω = (hdet g)ω, and the
proof is completed. 
Next we construct the superpotential for the skew group algebra A#G . Let V be an n-dimensional
k-vector space and G be a ﬁnite group acting on V , thus acting on the tensor algebra Tk(V ). There is
a natural kG-bimodule structure on V ⊗ kG by g(v ⊗ x)h := gv ⊗ gxh. The following lemma is well
known.
Lemma 4.15. The skew group algebra Tk(V )#G is isomorphic to the tensor algebra of the kG-bimodule V ⊗kG
over the ﬁnite-dimensional algebra kG.
Proof. The isomorphisms
Tk(V )#G
Ψ

Φ
TkG(V ⊗ kG)
are deﬁned by
Ψ : x1 ⊗ x2 ⊗ · · · ⊗ xt#g → (x1 ⊗ 1)⊗ · · · ⊗ (xt−1 ⊗ 1)⊗ (xt ⊗ g),
Φ : (x1 ⊗ g1)⊗ · · · ⊗ (xt ⊗ gt) → x1 ⊗ g1x2 ⊗ · · · ⊗ (g1 · · · gt−1xt)#(g1 · · · gt−1gt). 
Theorem 4.16. Let A be a p-Koszul d-Calabi–Yau algebra and G be a ﬁnite subgroup of SL(A). If A is derived
from a superpotential ω, then the skew group algebra A#G is derived from the superpotential Ψ (ω#1).
Proof. Let A = Tk(V )/〈R〉, where V is a ﬁnite-dimensional k-vector space and R ⊆ V⊗n . Suppose that
ω =∑ j b je j1 ⊗ e j2 ⊗ · · · ⊗ e jp(d) . Then for any g ∈ SL(A),
g
(
Ψ (ω#1)
) = g(∑
j
b j(e j1 ⊗ 1)⊗ (e j2 ⊗ 1)⊗ · · · ⊗ (e jp(d) ⊗ 1)
)
=
∑
j
b j(ge j1 ⊗ 1)⊗ · · · ⊗ (ge jp(d)−1 ⊗ 1)⊗ (ge jp(d) ⊗ g)
=
∑
j
b jΨ (ge j1 ⊗ ge j2 ⊗ · · · ⊗ ge jp(d)#g)
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(
g
(∑
j
b je j1 ⊗ e j2 ⊗ · · · ⊗ e jp(d)
)
#g
)
(a)= Ψ
(∑
j
b je j1 ⊗ e j2 ⊗ · · · ⊗ e jp(d)#g
)
= (Ψ (ω#1))g,
where (a) holds because gω = hdet(g)ω. Hence Ψ (ω#1) ∈ (V ⊗kG)⊗p(d) is a weak potential of degree
p(d) for the kG-bimodule V ⊗ kG .
By assumption, A#G is a d-Calabi–Yau algebra. Next, we show that Ψ (ω#1) is a d-superpotential.
Obviously, {(ei ⊗ 1)}i is a free basis for the right kG-module V ⊗ kG . Consider the dual basis {(ei ⊗
1)∗R ∈ (V ⊗ kG)∗R}i such that
(ei ⊗ 1)∗R(e j ⊗ 1) = δi j1G (∀i, j).
Now, take the standard non-degenerate trace on kG (see [Pa])
Tr : kG → k,∑
g∈G
ag g → a1.
Using the notation in Lemma 4.1, we claim that (ei ⊗ 1)∗R(e j ⊗ 1) = (ei ⊗ 1)∗L(e j ⊗ 1). Suppose that
(ei ⊗ 1)∗L(e j ⊗ 1) =∑g∈G ag g . Then by Lemma 4.1, for any h ∈ G ,
Tr
(
(ei ⊗ 1)∗R
(
h(e j ⊗ 1)
))= Tr((ei ⊗ 1)∗L(h(e j ⊗ 1))).
Since (ei ⊗ 1)∗L is a left kG-homomorphism, so we have
Tr
(
(ei ⊗ 1)∗L
(
h(e j ⊗ 1)
))= Tr(h(∑
g∈G
ag g
))
= ah−1 .
On the other hand, suppose that he j =∑l h jl el (h jl ∈ k), then
(ei ⊗ 1)∗R
(
h(e j ⊗ 1)
)= [(ei ⊗ 1)∗R(he j ⊗ 1)]h
=
[
(ei ⊗ 1)∗R
(∑
l
h jl el ⊗ 1
)]
h
=
∑
l
h jl δilh = h ji h.
Hence, Tr((ei ⊗ 1)∗R(h(e j ⊗ 1))) = 0 for any h = 1G . It follows that
(ei ⊗ 1)∗L(e j ⊗ 1) = (ei ⊗ 1)∗R(e j ⊗ 1) = δi j1G .
To prove that Ψ (ω#1) is a d-superpotential, it suﬃces to show that
ϕR
(
Ψ (ω#1)
)= (−1)d−1(Ψ (ω#1))ϕL
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(ei ⊗ 1)∗R
(
Ψ (ω#1)
)= (−1)d−1(Ψ (ω#1))(ei ⊗ 1)∗L .
This follows an easy computation by the fact that ω is a d-superpotential and the above claim.
Since the restrictions of the isomorphisms Ψ and Φ give the following correspondence of ideals:
〈R〉#G Ψ
Φ
〈
Ψ (R ⊗ G)〉,
then
A#G = Tk(V )〈R〉 #G
∼= Tk(V )#G〈R〉#G
∼= TkG(V ⊗ kG)〈Ψ (R ⊗ G)〉 .
To complete the proof we have to show that Ψ (R ⊗ G) = ImΨ(ω#1)p(d−2) . To this end, for any∑
i ai(ei1 ⊗ 1) ⊗ · · · ⊗ (eip−1 ⊗ 1) ⊗ (eip ⊗ g) ∈ Ψ (R ⊗ G), where
∑
i aiei1 ⊗ · · · ⊗ eip ∈ R , by Theo-
rem 4.12, there exists an element
∑
l cle
∗
lp(d−2) ⊗ · · · ⊗ e∗l1 ∈ (V ∗)⊗p(d−2) such that
(∑
l
cle
∗
lp(n−2) ⊗ · · · ⊗ e∗l1
)
(ω) =
∑
i
aiei1 ⊗ · · · ⊗ eip .
Then we have (we omit the notation R in the following)
(∑
l
cl(elp(d−2) ⊗ 1)∗ ⊗ · · · ⊗ (el2 ⊗ 1)∗ ⊗
(
(el1 ⊗ 1)∗g
))(
Ψ (ω#1)
)
=
(∑
l
cl(elp(d−2) ⊗ 1)∗ ⊗ · · · ⊗ (el1 ⊗ 1)∗
)(∑
j
b j g(e j1 ⊗ 1)⊗ · · · ⊗ (e jp(n) ⊗ 1)
)
=
(∑
l
cl(elp(d−2) ⊗ 1)∗ ⊗ · · · ⊗ (el1 ⊗ 1)∗
)(∑
j
b j(ge j1 ⊗ 1)⊗ · · · ⊗ (ge jp(n) ⊗ g)
)
=
(∑
l
cl(elp(d−2) ⊗ 1)∗ ⊗ · · · ⊗ (el1 ⊗ 1)∗
)(
Ψ (gω#1)g
)
(a)=
(∑
l
cl(elp(d−2) ⊗ 1)∗ ⊗ · · · ⊗ (el1 ⊗ 1)∗
)(
Ψ (ω#1)g
)
=
∑
l
cl
(· · · ⊗ (el1 ⊗ 1)∗)
(∑
j
b j(e j1 ⊗ 1)⊗ · · · ⊗ (e jp(d)−1 ⊗ 1)⊗ (e jp(n) ⊗ g)
)
=
∑
i
ai(ei1 ⊗ 1)⊗ · · · ⊗ (eip−1 ⊗ 1)⊗ (eip ⊗ g),
where the equality (a) holds because of gω = hdet(g)ω and g ∈ SL(A). It follows that Ψ (R ⊗ G) ⊆
ImΨ(ω#1)p(d−2) . The converse inclusion is clear. 
76 Q.-S. Wu, C. Zhu / Journal of Algebra 340 (2011) 53–76Example 4.17. For the Calabi–Yau algebra in Example 3.6 at the end of Section 3, A#G is 3-Calabi–Yau
and is derived from the superpotential
ω =
∑
xi y j zk − xi z j yk + yi z jxk − yix j zk + zix j yk − zi y jxk + zi z j zk,
where the sum is taken over (i, j,k) = (1,2,3), (2,3,1) and (3,1,2).
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