Flux-stability for conservation laws with discontinuous flux and
  convergence rates of the front tracking method by Ruf, Adrian Montgomery
ar
X
iv
:2
00
8.
08
32
0v
1 
 [m
ath
.N
A]
  1
9 A
ug
 20
20
Flux-stability for conservation laws with discontinuous flux
and convergence rates of the front tracking method
AdrianM. Ruf∗
August 20, 2020
Abstract
We prove that adapted entropy solutions of scalar conservation laws with discontinuous
flux are stable with respect to changes in the flux under the assumption that the flux is strictly
monotone in u and the spatial dependency is piecewise constant with finitely many disconti-
nuities. We use this stability result to prove a convergence rate for the front tracking method
– a numerical method which is widely used in the field of conservation laws with discontinuous
flux. To the best of our knowledge, both of these results are the first of their kind in the lit-
erature on conservation laws with discontinuous flux. We also present numerical experiments
verifying the convergence rate results and comparing numerical solutions computed with the
front tracking method to finite volume approximations.
Key words. hyperbolic conservation laws, discontinuous flux, stability, front tracking, conver-
gence rate
AMS subject classification. 35L65 , 35R05, 35B35, 65M12
1 Introduction
We consider scalar conservation laws with discontinuous flux of the form
ut + f(k(x), u)x = 0, (x, t) ∈ R× (0, T )
u(x, 0) = u0(x), x ∈ R.
(1.1)
Here, the flux f is smooth in k and u, but may have a discontinuous spatial dependency through
the coefficient k.
The aim of this paper is to show that entropy solutions of (1.1) are stable with respect to changes
in k and f . We use this stability result to show that the front tracking method – an important
tool to show existence of solutions for (1.1) – has a first order convergence rate. Both of these
results constitute generalizations of the seminal theory developed by Lucier [28] for conservation
laws without spatial dependency in the flux.
Main theorem. Let f ∈ C2 be strictly monotone in u in the sense that fu ≥ α > 0, k piecewise
constant with finitely many discontinuities, and u0 ∈ (L
1∩BV)(R). Then entropy solutions of (1.1)
are L1-stable with respect to changes in the flux, the discontinuous coefficient k, and the initial
datum. Moreover, the front tracking algorithm has a first-order convergence rate.
The precise theorem is stated in Sections 4 and 5. Our proof uses Kuznetsov-type lemmata on
the subdomains between neighboring discontinuities of k and a novel spatial total variation bound
of the flux to derive stability estimates on each subdomain.
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1.1 Background on conservation laws with discontinuous flux
Equations of type (1.1) arise in a number of areas of application including vehicle traffic flow in the
presence of abruptly varying road conditions (see [27]), polymer flooding in oil recovery (see [39]),
two-phase flow through heterogeneous porous media (see [17, 36]), and sedimentation processes
(see [13, 9]).
When the spatial dependency is smooth, well-posedness of the conservation law (1.1) is well-
known due to the seminal results of Kruzˇkov [25]. Uniqueness follows from the so-called Kruzˇkov
entropy inequality
∂t|u− c|+ ∂x (sign(u− c)(f(k(x), u)− f(k(x), c))) + sign(u− c)∂xf(k(x), c) ≤ 0 (1.2)
which is to be satisfied in the distributional sense and for all c ∈ R. However, when spatial flux
discontinuities are present, (1.2) no longer makes sense due to the term sign(u − c)∂xf(k(x), c).
This difficulty is usually overcome by requiring that (1.2) holds away from the spatial flux discon-
tinuities, and imposing suitable jump conditions along the spatial interfaces (in addition to the
Rankine–Hugoniot condition) [16, 17, 13, 23, 1, 41, 42, 22, 20, 3, 4].
In the last two decades many different selection criteria to that effect were proposed. Most
theories are restricted to fluxes with separated variables, i.e., fluxes of the type f(k(x), u) =
k(x)f(u) [23, 41, 42, 44], where k has finitely many discontinuities, usually only one.
In [16, 17], Gimse and Risebro used the minimal jump entropy condition at the flux interfaces
to obtain uniqueness for the Riemann problem. Diehl imposed a different interface condition to
show uniqueness for the Riemann problem which he termed Γ condition [13]. In [23], Klingenberg
and Risebro showed that the minimal jump entropy condition implies the wave entropy condition
which is sufficient to show uniqueness for the Cauchy problem. These results were later extended
to much more general fluxes by Panov [33]. Additionally, Aae Klausen and Risebro showed that
wave entropy solutions are not only unique, but L1-stable with respect to changes in the discon-
tinuous coefficient k and the initial datum [1]. In [41], Towers established uniqueness results using
certain geometric entropy conditions at the flux interfaces assuming that the solution is piece-
wise C1. Karlsen, Risebro, and Towers employed the crossing condition at the interfaces to obtain
uniqueness for (1.1) (including a degenerate parabolic term) [22]. Adimurthi, Mishra and Veerappa
Gowda [3] showed that (1.1) (with just a single discontinuity in k) admits many L1-contractive
semigroups of entropy solutions, one for each so-called connection (A,B) (see also [29, 2] and
references therein).
A different uniqueness theory based on so-called adapted entropies which does not require
any additional interface entropy conditions was introduced by Baiti and Jenssen [8] and further
developed by Audusse and Perthame [5] for fluxes satisfying fu ≥ α > 0 which is also the setting
of the present paper. In the adapted entropy framework the usual Kruzˇkov entropies (|u− c|)c∈R
are replaced by the adapted entropies (|u − cp(x)|)p∈R where cp(x) is the unique solution of
f(k(x), cp(x)) = p for all x ∈ R.
If cp(x) takes the place of the constant c in the Kruzˇkov entropy condition (1.2), the problematic
term sign(u− cp(x))∂xf(k(x), cp(x)) vanishes (cf. Definition 2.1 below). This allows the definition
of entropy solutions without imposing additional interface conditions and, in particular, without
requiring the existence of traces. In fact, instead of assuming that the flux in (1.1) has the form
f(k(x), u) for f ∈ C2 [8] the adapted entropy theory even allows for more general fluxes of the
form f(x, u) where f is only Lipschitz in u and may have infinitely many spatial discontinuities [5].
Existence of adapted entropy solutions for general fluxes of this form was shown by Piccoli and
Tournus [34] assuming that f is concave in u. Towers recently extended this existence result
to non-concave fluxes [43]. Furthermore, we want to mention two other recent works regarding
adapted entropy solutions of (1.1) concerning a multilevel Monte Carlo framework where the model
parameters (k, f, u0) are subject to uncertainty [6] and concerning Bayesian inverse problems for
conservation laws with discontinuous flux [30].
The work [4] by Andreianov, Karlsen, and Risebro contains a thorough review of selection
criteria available in the literature on conservation laws with discontinuous flux for the so-called
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‘two flux’ case – given by
ut + (H(x)f(u) + (1−H(x))g(u))x = 0
where H is the Heaviside function and f and g are Lipschitz continuous. Each existing selection
criterion that leads to an L1-contractivity property is associated to a germ which underlies these
conditions [4].
1.2 Background on numerical methods for conservation laws with dis-
continuous flux
Due to the various interface conditions that are used to obtain uniqueness for (1.1), the front
tracking method which explicitly deals with the interfaces is a widely used tool to show existence
of solutions [16, 17, 15, 23, 24, 9, 11, 18]. Also in the adapted entropy framework the front tracking
method has been employed successfully to prove existence [8, 34]. However, to the best of our
knowledge, no convergence rate results for the front tracking method are currently available in the
literature.
In the absence of a spatial dependency of the flux, Lucier [28] showed that the front tracking
method has a first-order convergence rate in L1. To that end, Lucier first proved that entropy
solutions are Lipschitz-stable with respect to changes in the flux. Since numerical solutions com-
puted with the front tracking method are entropy solutions of an approximate conservation law
whose flux is a piecewise linear approximation, the convergence rate follows from the flux stability
result. We will employ the same general strategy in the present paper between neighboring dis-
continuities of k. Convergence rates of the front tracking method for conservation laws without
spatial dependency measured in the p-Wasserstein distances have been established by Solem [40].
Other than the front tracking method, many authors have proposed and analyzed various finite
volume methods [41, 42, 19, 20, 3, 29, 2, 44, 10, 21]. In particular, some recent contributions also
design finite volume methods in the framework of adapted entropy solutions [7, 43, 14, 6].
Again, in the absence of a spatial dependency of the flux, convergence rates of monotone finite
volume methods are well-understood in both L1 [26, 38] and in the Wasserstein distance [31,
32, 37]. Results regarding convergence rates for finite volume methods for (1.1), however, are
sparse. For the linear advection equation where the wave speed has a single discontinuity, Jin and
Wen [44] proved a convergence rate of 1/2 for the upwind scheme. For general nonlinear fluxes
with k piecewise constant, a recent contribution by Badwaik and the author [7] showed an optimal
convergence rate of 1/2 for upwind-type finite volume methods which include the Godunov and
Engquist–Osher schemes.
1.3 Outline of the paper
We have organized the paper in the following way. In Section 2, we will define entropy solutions
of (1.1) in the sense of [8, 5] and lay out the main proof strategy of decomposing the problem
into finitely many initial(-boundary) value problems on subdomains between two neighboring
discontinuities of k. Section 2 also contains a spatial total variation estimate of the flux function
which we will leverage in the proof of the main theorem. In Section 3, we consider the case
of a single discontinuity in k located at zero and prove stability in f on R−, R+, and on the
bounded interval (0, L). Those three scenarios will be the cornerstones in showing flux-stability
on each subdomain in the general case of arbitrarily located flux discontinuities. Section 4 contains
the statement and proof of the main flux-stability result where we use the translation invariance
of (1.1) to first show stability in the flux f and then, more generally, stability in f and k. In
Section 5 we introduce the front tracking method and apply the flux-stability result to derive a
convergence rate. Section 6 is devoted to numerical experiments verifying our convergence rate
result. In addition to that, we compare numerical solutions computed with the front tracking
method to finite volume approximations. We summarize the findings of this paper in Section 7.
3
2 Preliminaries
Throughout this paper, we will assume that the initial datum u0 is integrable, bounded, and of
finite total variation, i.e., u0 ∈ (L
1∩BV)(R), and that f is strictly monotone in u, i.e., fu ≥ α > 0,
and satisfies f(k∗, 0) = 0 for all k∗ ∈ R. Further, we will denote the discontinuities of k as
ξ1, . . . , ξN and the interval between two adjacent discontinuities as Di = (ξi, ξi+1), i = 0, . . . , N .
Here, we used the notation ξ0 = −∞ and ξN+1 =∞. Then we can write
f(k(x), ·) =: f (i)(·) for x ∈ Di.
We will consider adapted entropy solutions of (1.1) in the sense of [8, 5] which in the case of
piecewise constant k reads as follows.
Definition 2.1 (Entropy solution). We say u ∈ C([0, T ]; L1(R)) ∩ L∞((0, T )× R) is an entropy
solution of (1.1) if for all c ∈ R
N∑
i=0
(∫ T
0
∫
Di
(
|u− ci|ϕt + sign(u− ci)(f
(i)(u)− f (i)(ci))ϕx
)
dxdt
−
∫
Di
|u(x, T )− ci|ϕ(x, T ) dx+
∫
Di
|u0(x) − ci|ϕ(x, 0)) dx
−
∫ T
0
sign(u(ξi+1−, t)− ci)(f
(i)(u(ξi+1−, t))− f
(i)(ci))ϕ(ξi+1, t) dt
+
∫ T
0
sign(u(ξi+, t)− ci)(f
(i)(u(ξi+, t))− f
(i)(ci))ϕ(ξi, t) dt
)
≥ 0.
for all nonnegative ϕ ∈ C∞c (R× [0, T ]). Here, the ci are given by c0 := c and
ci+1 = (f
(i+1))−1(f (i)(ci)) for i = 1, . . . , N. (2.1)
Remark 2.2. Note that, due to the monotonicity of the fluxes f (i), the inverse of f (i) used in (2.1)
and throughout this paper exists. Moreover, the traces in Definition 2.1 are well defined (cf. [4,
Remark 2.3]).
The following theorem assures existence and uniqueness of entropy solutions in the present
setting.
Theorem 2.3 (Existence and uniqueness of entropy solutions [8, 43, 7]). Let u0 ∈ (L
1 ∩ BV)(R)
and assume that f satisfies fu ≥ α > 0 and that k is piecewise constant with finitely many
discontinuities. Then there exists a unique entropy solution u of (1.1) which satisfies
‖u(·, t)‖L∞(R) ≤ C‖u0‖L∞(R), (2.2)
TV(u(·, t)) ≤ C(TV(k) + TV(u0)), (2.3)
for all 0 ≤ t ≤ T and
TV[0,T ](u(x, ·)) ≤ C TV(u0) (2.4)
for all x ∈ R.
The existence and uniqueness statement follows from the theory developed by Baiti and
Jenssen. The L∞ and TV bounds in Theorem 2.3 follow from [43, Thm. 1.4] and the tempo-
ral TV bound from [7, Lem. 4.6].
Remark 2.4. Like for conservation laws without (discontinuous) spatial dependency of the flux,
a Rankine–Hugoniot-type argument shows that weak solutions of (1.1) necessarily satisfy the
Rankine–Hugoniot condition across all discontinuities ξi, i.e.,
f (i−1)(u(ξi−, t)) = f
(i)(u(ξi+, t)) (2.5)
holds for almost every t ∈ (0, T ).
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The following observation is at the heart of the proof of the main result. The entropy solution u
of (1.1) can be decomposed into a series of entropy solutions of an initial value, respectively initial-
boundary value problem on Di. Specifically, we write u as u =
∑N
i=0 u
(i) where u(i) := u1Di×[0,T ].
Then u(0) solves
u
(0)
t + f
(0)(u(0))x = 0, (x, t) ∈ D0 × (0, T ),
u(0)(x, 0) = u0(x), x ∈ D0
(2.6)
and u(i) solves
u
(i)
t + f
(i)(u(i))x = 0, (x, t) ∈ Di × (0, T ),
u(i)(x, 0) = u0(x), x ∈ Di,
u(i)(ξi+, t) = (f
(i))−1
(
f (i−1)(u(i−1)(ξi−, t))
)
, t ∈ (0, T )
(2.7)
for i = 1, . . . , N (cf. Definitions 3.1 and 3.4 below). Note that the boundary condition on the
domain Di, i = 1, . . . , N , given by the last line of (2.7) reflects the Rankine–Hugoniot condi-
tion (2.5).
Conversely, if u(0) is the entropy solution of (2.6) on D0 and u
(i) is the entropy solution of (2.7)
on Di for i = 1, . . . , N , then the composite function u :=
∑N
i=0 u
(i) is the entropy solution of (1.1)
in the sense of Definition 2.1. This can be seen by adding the entropy inequalities of u(i) and
choosing the respective constant in each entropy inequality according to (2.1).
To prove our main theorem, we will need the following lemma showing that the flux f(k(·), u) is
Lipschitz continuous in space. This consequence of the strict monotonicity of the flux constitutes
a generalization of [7, Lem. 4.7] where it was derived for partial domains.
Lemma 2.5. (Lipschitz continuity in space) Let u be the entropy solution of (1.1). Then the flux
f(k(·), u(·, t)) : R→ R is Lipschitz continuous in the sense that∫ T
0
|f(k(x), u(x, t))− f(k(y), u(y, t))| dt ≤ C|x− y| for all x, y ∈ R.
Proof. We first show∫ T
0
|f (i)(u(x, t)) − f (i)(u(y, t))| dt ≤ C|x− y| for all x, y ∈ Di, i = 0, . . . , N. (2.8)
To that end, we will show (2.8) on D0 = (−∞, ξ1) and note that the techniques can be readily
adapted forDi, i = 1, . . . , N . Since u is bounded, we can assume that β ≥ (f
(0))′ ≥ α > 0 for some
α, β ∈ R. Thus f (0) is invertible with Lipschitz continuous inverse. Setting w(t, x) = f (0)(u(−x, t))
and h(w) = −(f (0))−1 we find that w satisfies
wx + h(w)t = 0, (t, x) ∈ (0, T )× R
+.
Standard theory for conservation laws (with the roles of x and t reversed) adapted to the bounded
domain [0, T ] shows that w is Lipschitz continuous in x with values in L1(0, T ), i.e.,∫ T
0
|f (0)(u(x, t)) − f (0)(u(y, t))| dt =
∫ T
0
|w(t,−x)− w(t,−y)| dt ≤ C|x − y|,
cf. [18, Thm. 2.15] or [35, Lem. 4]. Note that an application of [35, Lem. 4] requires, in particular,
that
TVR+(w(0, ·)) = TVR−(f
(0)(u0)),
TVR+(w(T, ·)) = TVR−(f
(0)(u(·, T )))
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and TV[0,T ](w(·, 0+)) = TV[0,T ](f
(0)(u(0−, t)))
are bounded. The first two quantities are bounded by C‖f (0)‖Lip(TV(k)+TV(u0)) because of (2.3)
and the third is bounded by C‖f (0)‖LipTV(u0) due to (2.4).
Let now x, y ∈ R. Without restriction we can assume that y ∈ Di and x ∈ Di+j . Thus, using
the Rankine–Hugoniot condition across the interfaces ξk and (2.8) iteratively, we get∫ T
0
|f(k(x), u(x, t)) − f(k(y), u(y, t))| dt
≤
∫ T
0
∣∣∣f (i+j)(u(x, t))− f (i+j)(u(ξi+j+, t))∣∣∣ dt
+
j−1∑
k=1
∫ T
0
∣∣∣f (i+k)(u(ξi+k+1−, t))− f (i+k)(u(ξi+k+, t))∣∣∣ dt
+
∫ T
0
∣∣∣f (i)(u(ξi+1−, t))− f (i)(u(y, t))∣∣∣ dt
≤ C
(
|x− ξi+j |+
j−1∑
k=1
|ξi+k+1 − ξi+k|+ |ξi+1 − y|
)
= C|x− y|.
3 Stability for fluxes with one discontinuity
We will first consider the case where k has just two constant values separated by a discontinuity ξ1
and for ease of notation we will assume that ξ1 = 0. Further, we will denote the flux left of ξ1 as
g and right of ξ1 as f . In order to prove flux-stability we will derive stability results on D0 = R
−,
on D1 = R
+, and on (0, L) for L > 0 since those three cases represent the fundamental scenarios
in the general case.
3.1 Stability estimates on R−
As a first step we consider the initial value problem
ut + g(u)x = 0, (x, t) ∈ R
− × (0, T ),
u(x, 0) = u0(x), x ∈ R
−
(3.1)
on R− with the flux g being strictly monotone and consider entropy solutions in the following
sense.
Definition 3.1 (Entropy solution on R−). We say u ∈ C([0, T ]; L1(R−))∩L∞((0, T )×R−) is an
entropy solution of (3.1) if for all c ∈ R,
∫ T
0
∫
R−
(|u − c|ϕt + |g(u)− g(c)|ϕx) dxdt−
∫
R−
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R−
|u0(x) − c|ϕ(x, 0) dx−
∫ T
0
|g(u(0−, t))− g(c)|ϕ(0, t) dt ≥ 0
for all nonnegative ϕ ∈ C∞c ((−∞, 0]× [0, T ]).
Note that here u(0−, t) denotes the limit of u(x, t) as x→ 0 from the left.
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In order to prove flux-stability we will use a Kuznetsov-type lemma. For any function u ∈
C([0, T ]; L1(R−)) we define
L−(u, c, ϕ) =
∫ T
0
∫
R−
(|u− c|ϕt + q(u, c)ϕx) dxdt−
∫
R−
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R−
|u0(x)− c|ϕ(x, 0) dx −
∫ T
0
q(u(0−, t), c)ϕ(0, t) dt
where q(u, c) = sign(u − c)(g(u) − g(c)) = |g(u)− g(c)| is the Kruzˇkov entropy flux. Note that if
u is an entropy solution of (3.1) then L−(u, c, ϕ) ≥ 0 for all c ∈ R and test functions ϕ ≥ 0. We
now take c = v(y, s) and the test function
ϕ(x, t, y, s) = ωε(x − y)ωε0(t− s)
where ωε, ωε0 are symmetric standard mollifiers for ε, ε0 > 0. Note that ϕt = −ϕs, ϕx = −ϕy and
ϕ(x, t, y, s) = ϕ(y, t, x, s) = ϕ(y, s, x, t) = ϕ(x, s, y, t)
as well as ∫
R
ωε(x− y) dy ≤ 1,∫ T
0
ωε0(t− s) ds ≤ 1,
∫
R
|ω′ε(x− y)| dy ≤
C
ε
,∫ T
0
|ω′ε0(t− s)| ds ≤
C
ε0
for all x ∈ R, t ∈ [0, T ]. Let now
Λ−ε,ε0(u, v) =
∫ T
0
∫
R−
L−(u, v(y, s), ϕ(·, ·, y, s)) dy ds.
For functions w ∈ C([0, T ]; L1(R−)), we further define the moduli of continuity
νt(w, ε0) = sup
|σ|≤ε0
‖w(·, t+ σ) − w(·, t)‖L1(R−),
µ(w(·, t), ε) = sup
|z|≤ε
‖w(·+ z, t)− w(·, t)‖L1(R−).
We have the following Kuznetsov-type lemma which was proved in [7].
Lemma 3.2 (Kuznetsov-type lemma [7, Lem. 4.2]). Let u be the entropy solution of (3.1). Then,
for any function v : [0, T ]→ (L1 ∩BV)(R−) such that the one-sided limits v(t±) exist in L1(R−),
we have
‖u(·, T )− v(·, T )‖L1(R−)
+
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), v(y, s)) + q(v(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v(·, 0)‖L1(R−) − Λ
−
ε,ε0
(v, u)
+ C
(
ε+ ε0 + νT (v, ε0) + ν0(v, ε0) + µ(v(·, T ), ε)) + µ(v(·, 0), ε))
)
(3.2)
for some constant C independent of ε and ε0.
We are now ready to prove flux-stability on R− by estimating the term Λ−ε,ε0(v, u) in Lemma 3.2
when v is the entropy solution of (3.1) with a different flux g˜. To that end, we employ similar
techniques as in [28].
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Theorem 3.3 (Stability on R−). Let u be the entropy solution of (3.1) and v the entropy solution
of
vt + g˜(v)x = 0, (x, t) ∈ R
− × (0, T ),
v(x, 0) = v0(x), x ∈ R
−
(3.3)
then
‖u(·, T )− v(·, T )‖L1(R−) ≤ ‖u0 − v0‖L1(R−) + ‖g − g˜‖Lip · T · TV(v0).
Proof. We use the Kuznetsov-type lemma 3.2 to compare v to u. Due to the Lipschitz continuity
in time and the TVD property (see [18, Thm. 2.15 and Lem. A.1]) the entropy solution v of (3.3)
satisfies
ν0(v, ε0), νT (v, ε0) ≤ ‖g˜‖LipTV(v0)ε0,
µ(v(·, 0), ε), µ(v(·, T ), ε) ≤ TV(v0)ε,
and the entropy condition
∫ T
0
∫
R−
(|v − c|ϕt + |g˜(v)− g˜(c)|ϕx) dxdt−
∫
R−
|v(x, T )− c|ϕ(x, T ) dx
+
∫
R−
|v0(x)− c|ϕ(x, 0) dx −
∫ T
0
|g˜(v(0−, t))− g˜(c)|ϕ(0, t) dt ≥ 0.
Thus we can estimate
−Λ−ε,ε0(v, u)
= −
∫ T
0
∫
R−
∫ T
0
∫
R−
(|v(x, t)− u(y, s)|ϕt + |g(v(x, t)) − g(u(y, s))|ϕx) dxdt dy ds
−
∫ T
0
∫
R−
∫
R−
|v(x, T )− u(y, s)|ϕ(x, T, y, s) dxdy ds
+
∫ T
0
∫
R−
∫
R−
|v0(x)− u(y, s)|ϕ(x, 0, y, s) dxdy ds
−
∫ T
0
|g(v(0−, t))− g(u(y, s))|ϕ(0, t) dt dy ds
≤
∫ T
0
∫
R−
∫ T
0
∫
R−
(|g˜(v(x, t)) − g˜(u(y, s))| − |g(v(x, t)) − g(u(y, s))|)ϕx dxdt dy ds∫ T
0
∫
R−
∫ T
0
(|g˜(v(0−, t))− g˜(u(y, s))| − |g(v(0−, t))− g(u(y, s))|)ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R−
∫ T
0
∫
R−
∂x (|g(v(x, t)) − g(u(y, s))| − |g˜(v(x, t)) − g˜(u(y, s))|)ϕdxdt dy ds.
We define h = g − g˜. Then
|g(v(x, t)) − g(u(y, s))| − |g˜(v(x, t)) − g˜(u(y, s))| = sign(v(x, t) − u(y, s))(h(v(x, t)) − h(u(y, s)))
which we will define as H(v(x, t)). Since |h(a)− h(b)| = h(a∨ b)− h(a∧ b) for all a, b ∈ R we have
|H(v(x, t)) −H(v(x˜, t))|
= |h(v(x, t) ∨ u(y, s))− h(v(x, t) ∧ u(y, s))− (h(v(x˜, t) ∨ u(y, s))− h(v(x˜, t) ∧ u(y, s)))|
≤ |h(v(x, t) ∨ u(y, s))− h(v(x˜, t) ∨ u(y, s))|+ |h(v(x, t) ∧ u(y, s))− h(v(x˜, t) ∧ u(y, s))|.
By exhausting all the cases, we find that the last line is bounded by
‖h‖Lip · |v(x, t)− v(x˜, t)|.
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Thus we have
|H(v(x, t)) −H(v(x˜, t))|
|v(x, t) − v(x˜, t)|
≤ ‖h‖Lip = ‖g − g˜‖Lip
and hence
|∂xH(v(x, t))|
is bounded as a measure by
|∂vH(v(x, t))∂xv(x, t)| ≤ ‖g − g˜‖Lip|∂xv(x, t)|.
This estimate allows us to bound −Λε,ε(v, u) as follows:
−Λ−ε,ε0(v, u) ≤
∫ T
0
∫
R−
∫ T
0
∫
R−
∂x (|g(v(x, t)) − g(u(y, s))| − |g˜(v(x, t)) − g˜(u(y, s))|)ϕdxdt dy ds
≤ ‖g − g˜‖Lip
∫ T
0
∫
R−
∫ T
0
∫
R−
|∂xv(x, t)|ωε(x− y)ωε0(t− s) dxdt dy ds
= ‖g − g˜‖Lip
∫ T
0
∫
R−
|∂xv(y, s)| dxdt
≤ ‖g − g˜‖Lip · T · TV(v0).
By inserting these estimates into (3.2), we obtain
‖u(·, T )− v(·, T )‖L1(R−)
+
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), v(y, s)) + q(v(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v0‖L1(R−) + C(ε+ ε0) + ‖g − g˜‖Lip · T · TV(v0). (3.4)
Since q(u, v) = sign(u−v)(g(u)−g(v)) = |u−v| ≥ 0 the integral term on the left-hand side of (3.4)
is nonnegative such that the left-hand side can be bounded from below by ‖u(·, T )−v(·, T )‖L1(R−).
The claim follows by passing to the limit ε, ε0 → 0.
3.2 Stability estimates on R+
As a second step we now consider the initial-boundary value problem
ut + f(u)x = 0, (x, t) ∈ R
+ × (0, T ),
u(x, 0) = u0(x), x ∈ R
+,
u(0, t) = f−1 (g(u(0−, t)) , t ∈ (0, T ),
(3.5)
where the boundary datum is given in terms of u(0−, t) from the previous section and we consider
entropy solutions in the following sense.
Definition 3.4 (Entropy solution on R+). We say u ∈ C([0, T ]; L1(R+))∩L∞(R+× (0, T )) is an
entropy solution of (3.5) if for all c ∈ R,
∫ T
0
∫
R+
(|u− c|ϕt + |f(u)− f(c)|ϕx) dxdt−
∫
R+
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R+
|u0(x) − c|ϕ(x, 0) dx+
∫ T
0
|f(u(0+, t))− f(c)|ϕ(0, t) dt ≥ 0
for all nonnegative ϕ ∈ C∞c ([0,∞)× [0, T ]) and
f(u(0+, t)) = g(u(0−, t))
holds for almost every t ∈ (0, T ).
Similarly to before, we define
L+(u, c, ϕ) =
∫ T
0
∫
R+
(|u− c|ϕt + q(u, c)ϕx) dxdt−
∫
R+
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R+
|u0(x) − c|ϕ(x, 0) dx+
∫ T
0
q(u(0+, t), c)ϕ(0, t) dt
and
Λ+ε,ε0(u, v) =
∫ T
0
∫
R+
L+(u, v(y, s), ϕ(·, ·, y, s)) dy ds (3.6)
where again ϕ = ωε(x − y)ωε0(t − s). With this notation, we have the following Kuznetsov-type
lemma [7, Lem. 4.8].
Lemma 3.5 (Kuznetsov-type lemma [7]). Let u be the entropy solution of (3.5). Then, for any
function v : [0, T ]→ (L1 ∩ BV)(R+) such that the one-sided limits v(t±) exist in L1, we have
‖u(·, T )− v(·, T )‖L1(R+) ≤ ‖u0 − v(·, 0)‖L1(R+) − Λ
+
ε,ε0
(v, u)
+ C
(
ε+ ε0 + νT (v, ε0) + ν0(v, ε0) + µ(v(·, T ), ε)) + µ(v(·, 0), ε))
)
+
∫ T
0
∫
R+
∫ T
0
(q(u(0+, t), v(y, s)) + q(v(0+, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
for some constant C independent of ε and ε0.
Note that this time the term involving q is on the right-hand side of the inequality. In order
to estimate this spurious term, we will rely on the estimate of the corresponding term on the
left-hand side of (3.4) as well as on the spatial Lipschitz continuity of the flux from Lemma 2.5.
Theorem 3.6 (Stability on R+). Let u be the entropy solution of (3.4) and v the entropy solution
of
vt + f˜(v)x = 0, (x, t) ∈ R
+ × (0, T ),
v(x, 0) = v0(x), x ∈ R
+
v(0, t) = f˜−1(g˜(v(0−, t))), t ∈ (0, T ),
(3.7)
where the boundary datum is given in terms of v(0−, t) from Theorem 3.3. Then
‖u(·, T )− v(·, T )‖L1(R+)
≤ ‖u0 − v0‖L1(R) + CT
(
‖g − g˜‖Lip + ‖f − f˜‖Lip
) (
TV(v0) + ‖v0‖L∞(R)
)
. (3.8)
Proof. We use the Kuznetsov-type lemma 3.5. Due to the Lipschitz continuity in time and the
TVD property (for the TVD property of conservation laws on bounded domains see [35, Lem. 2])
the entropy solution v of (3.7) satisfies
ν0(v, ε0), νT (v, ε0) ≤ ‖f˜‖LipTV(v0)ε0,
µ(v(·, 0), ε), µ(v(·, T ), ε) ≤ TV(v0)ε.
In order to estimate −Λ+ε,ε0(v, u), we can follow the same steps as in the proof of Theorem 3.3 to
obtain
−Λ+ε,ε0(v, u) ≤ ‖f − f˜‖Lip · T · TV(v0).
It remains to estimate the term∫ T
0
∫
R+
∫ T
0
(q(u(0+, t), v(y, s)) + q(v(0+, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R+
∫ T
0

|f(u(0+, t))− f(v(y, s))|︸ ︷︷ ︸
=:A
+ |f(v(0+, t)− f(u(y, s))|︸ ︷︷ ︸
=:B

ϕ(0, t, y, s) dt dy ds.
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Ad A: Here, we split
A ≤ |f(u(0+, t))− f˜(v(0+, s))|︸ ︷︷ ︸
=:A1
+ |f˜(v(0+, s))− f˜(v(y, s))|︸ ︷︷ ︸
=:A2
+ |f˜(v(y, s)) − f(v(y, s))|︸ ︷︷ ︸
=:A3
Regarding A2 we use the Lipschitz continuity of f˜(v) in space from Lemma 2.5 to get∫ T
0
∫
R+
∫ T
0
A2ϕ(0, t, y, s) dt dy ds =
∫ T
0
∫
R+
∫ T
0
|f˜(v(0+, s))− f˜(v(y, s))|ϕ(0, t, y, s) dt dy ds
≤
1
ǫ
∫ ε
0
∫ T
0
|f˜(v(0+, s))− f˜(v(y, s))| ds︸ ︷︷ ︸
≤C|y|
dy
≤
C
ε
∫ ε
0
|y| dy
= Cε.
In order to estimate the term A3 we use the L
∞ bound (2.2) and the fact that f(0) = f˜(0) to get∫ T
0
∫
R+
∫ T
0
A3ϕ(0, t, y, s) dt dy ds =
∫ T
0
∫
R+
∫ T
0
|f˜(v(y, s))− f(v(y, s))|ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R+
∫ T
0
|(f˜ − f)(v(y, s))− (f˜ − f)(0)|ϕ(0, t, y, s) dt dy ds
≤ ‖f − f˜‖Lip
∫ T
0
∫
R+
|v(y, s)|ωε(−y) dy ds
≤ ‖f − f˜‖LipCT ‖v‖L∞(R+×(0,T ))
≤ ‖f − f˜‖LipCT ‖v0‖L∞(R+)
For the term A1 we use the Rankine–Hugoniot condition to cross the interface at x = 0 such that
we can utilize the bound for the integral term on the left-hand side of the stability estimate on
R
− (cf. (3.4)). To that end, we estimate
A1 = |f(u(0+, t))− f˜(v(0+, s))|
= |g(u(0−, t))− g˜(v(0−, s))|
≤ |g(u(0−, t))− g(v(y, s))|+ |g(v(y, s))− g˜(v(y, s))| + |g˜(v(y, s)) − g˜(v(0−, s))|.
Since A1 is independent of y, we can use the symmetry of ϕ with respect to y to obtain∫ T
0
∫
R+
∫ T
0
A1ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R−
∫ T
0
A1ϕ(0, t, y, s) dt dy ds
≤
∫ T
0
∫
R−
∫ T
0
|g(u(0−, t))− g(v(y, s))|ϕ(0, t, y, s) dt dy ds∫ T
0
∫
R−
∫ T
0
|g(v(y, s))− g˜(v(y, s))|ϕ(0, t, y, s) dt dy ds∫ T
0
∫
R−
∫ T
0
|g˜(v(y, s)) − g˜(v(0−, s))|ϕ(0, t, y, s) dt dy ds.
Note that the first integral in this estimate is bounded by the right-hand side of (3.4) such that
we have
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∫ T
0
∫
R−
∫ T
0
|g(u(0−, t))− g(v(y, s))|ϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v0‖L1(R−) + C(ε+ ε0) + ‖g − g˜‖Lip · T · TV(v0).
Using the same techniques as for the term A3, the second integral can be estimated by
‖g − g˜‖LipCT ‖v0‖L∞(R−).
The third integral is bounded by Cε which can be seen by employing the Lipschitz continuity of
g˜(v) in space just as for the term A2. In summary, we have∫ T
0
∫
R+
∫ T
0
Aϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v0‖L1(R−) + C(ε+ ε0) + ‖g − g˜‖Lip · T · TV(v0)
+ (‖f − f˜‖Lip + ‖g − g˜‖Lip)CT ‖v0‖L∞(R)
Ad B: It remains to estimate the term B which we split as follows:
B = |f(v(0+, t))− f(u(y, s))|
≤ |f(v(0+, t))− f˜(v(0+, t))|+ |f˜(v(0+, t))− f(u(0+, s))|+ |f(u(0+, s))− f(u(y, s))|.
From here, we can apply the same steps, mutatis mutandis, as for the term A and we ultimately
get∫ T
0
∫
R+
∫ T
0
Bϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v0‖L1(R−) + C(ε+ ε0) + ‖g − g˜‖Lip · T · TV(v0)
+ (‖f − f˜‖Lip + ‖g − g˜‖Lip)CT ‖v0‖L∞(R)
Combining all the bounds and passing to the limit ε, ε0 → 0 yields the desired estimate.
3.3 Stability estimates on (0, L)
By restricting the solutions u and v to a bounded interval (0, L) Theorems 3.6 and 3.3 yield a
stability estimate on (0, L) as well.
Corollary 3.7 (Stability on (0, L)). Let u be the entropy solution of (3.5) on the bounded interval
(0, L) and v the entropy solution of
vt + f˜(v)x = 0, (x, t) ∈ (0, L)× (0, T ),
v(x, 0) = v0(x), x ∈ (0, L)
v(0, t) = f˜−1(g˜(v(0−, t))), t ∈ (0, T ),
where the boundary datum is given in terms of v(0−, t) from Theorem 3.3. Then
‖u(·, T )− v(·, T )‖L1(0,L)
≤ ‖u0 − v0‖L1(−∞,L) + CT
(
‖g − g˜‖Lip + ‖f − f˜‖Lip
) (
TV(v0) + ‖v0‖L∞(R)
)
. (3.9)
Proof. Without repeating all calculations of Sections 3.1 and 3.2 we will highlight the adjustments
to the respective proofs that need to be done. If we consider solutions on (0, L) instead of R+ the
definition of Λ
(0,L)
ε,ε0 (u, v) in (3.6) needs to be adjusted so that Λ
(0,L)
ε,ε0 (u, v) contains the term
−
∫ T
0
∫ L
0
∫ T
0
q(u(L−, t), v(y, s))ϕ(L, t, y, s) dt dy ds
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and all instances of R+ need to be changed to (0, L). Following the relevant techniques from the
proofs of Theorems 3.3 and 3.6 in the same way ultimately yields
‖u(·, T )− u∆t(·, T )‖L1(0,L)
+
∫ T
0
∫ L
0
∫ T
0
(q(u(L, t), u∆t(y, s)) + q(v(L−, t), u(y, s)))ϕ(L, t, y, s) dt dy ds
≤ ‖u0 − v0‖L1(−∞,L) + CT
(
‖g − g˜‖Lip + ‖f − f˜‖Lip
) (
TV(v0) + ‖v0‖L∞(R)
)
. (3.10)
Using the monotonicity of f we find
q(u, v) = |f(u)− f(v)| ≥ 0
and thus the integral term in (3.10) is nonnegative which concludes the proof.
4 Statement and proof of the main theorem
Our main result now reads as follows.
Theorem 4.1 (Stability for conservation laws with discontinuous flux). Let f, f˜ ∈ C2(R2;R) be
strictly monotone in u, i.e., fu ≥ α > 0 and f˜u ≥ α˜ > 0, let k and k˜ be piecewise constant, each
having finitely many discontinuities, and u0, v0 ∈
(
L1 ∩ BV
)
(R). Let u and v be entropy solutions
of (1.1) in the sense of Definition 2.1 with fluxes f(k(·), ·) and f˜(k˜(·), ·) and initial data u0 and
v0, respectively. Then
‖u(·, T )− v(·, T )‖L1(R) ≤ C
(
‖u0 − v0‖L1(R) + ‖k − k˜‖L∞(R) +max
x∈R
‖f(k(x), ·)− f˜(k˜(x), ·)‖Lip
)
where the constant C depends on u0, v0, the Lipschitz constants of f and f˜ and the number of
discontinuities in k and k˜.
Proof. We proceed in three steps. First we keep the coefficient k the same and show stability
with respect to changes in f using the results previously derived. Then we show stability in the
coefficient k and lastly we combine both estimates.
First step: Let u and v be entropy solutions of (1.1) with fluxes f(k(·), ·) and f˜(k(·), ·) and
initial data u0 and v0, respectively. As seen before, we decompose the entropy solution u as
u =
∑N
i=0 u
(i), where u(i) are the respective entropy solutions on Di, i.e., solutions of (2.6)
and (2.7), respectively. We decompose v in the same manner. Then, we have
‖u(·, T )− v(·, T )‖L1(R) =
N∑
i=0
‖u(i)(·, T )− v(i)(·, T )‖L1(Di).
By applying Theorem 3.3 for D0, Corollary 3.7 iteratively for each Di, i = 1, . . . , N−1, and finally
Theorem 3.6 for DN we obtain
‖u(·, T )− v(·, T )‖L1(R) ≤ C
(
‖u0 − v0‖L1(R) + max
i=0,...,N
‖f (i) − f˜ (i)‖Lip
)
. (4.1)
Second step: Let now k and k˜ be piecewise constant functions each with finitely many discon-
tinuities. Denote by (ζ1, . . . , ζM ) the smallest ordered set containing the discontinuities of both k
and k˜ and let
ki = k(x), k˜i = k˜(x) for x ∈ (ζi, ζi+1), i = 0, . . . ,M
where we have used the notation ζ0 = −∞ and ζM+1 =∞. Then we define the sequences of fluxes
f (i) := f(ki, ·) = f(k(x), ·)
f˜ (i) := f(k˜i, ·) = f(k˜(x), ·)
for x ∈ (ζi, ζi+1), i = 0, . . . ,M.
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Note that for given i the fluxes f (i) and f (i+1) (or f˜ (i) and f˜ (i+1)) might be identical since ζi+1
might only be a discontinuity of one coefficient of {k, k˜} and not both.
In the first step we showed stability with respect to changes in f by decomposing the spatial
domain into finitely many intervals (Di)
N
i=0 with endpoints given by the discontinuities of k. We
will now argue that the same results holds for any decomposition of the spatial domain into finitely
many intervals (Ii)
M
i=0 as long as the discontinuities of k are among the endpoints of the intervals
Ii. Since an entropy solution has bounded variation its traces at each point where k is continuous
exist and the traces satisfy the Rankine–Hugoniot condition which is enough to carry out the same
arguments as in Section 3.
Now let u and w be the entropy solutions of (1.1) with fluxes f(k(·), ·) and f(k˜(·), ·), respec-
tively, and with the same initial datum u0. Then, using (4.1) and the mean value theorem, we
obtain
‖u(·, T )− w(·, T )‖L1(R) ≤ C max
i=0,...,M
‖f (i) − f˜ (i)‖Lip
≤ C max
i=0,...,M
sup
u
|fu(ki, u)− fu(k˜i, u)|
= C max
i=0,...,M
sup
u
|fuk(ξ, u)||ki − k˜i|
≤ C max
i=0,...,M
|ki − k˜i|
= C‖k − k˜‖L∞(R).
Here, in order to bound the term supu |fuk(ξ, u)|, we have used the fact that f ∈ C
2 and the values
of u and ξ are in
[−C‖u0‖L∞(R), C‖u0‖L∞(R)] and [−max(‖k‖L∞(R), ‖k˜‖L∞(R)),max(‖k‖L∞(R), ‖k˜‖L∞(R))].
Third step: Finally, let u and v be the entropy solutions of (1.1) with fluxes f(k(·), ·) and
f˜(k˜(·), ·) and initial data u0 and v0, respectively. Let further w be the entropy solution of (1.1)
with flux f(k˜(·), ·) and initial datum u0. Then, using the triangle inequality and steps one and
two, we obtain
‖u(·, T )− v(·, T )‖L1(R) ≤ ‖u(·, T )− w(·, T )‖L1(R) + ‖w(·, T )− v(·, T )‖L1(R)
≤ C
(
‖u0 − v0‖L1(R) + ‖k − k˜‖L∞(R) + max
i=0,...,N
‖f (i) − f˜ (i)‖Lip
)
.
(4.2)
Like in step two, we have
max
i=0,...,N
‖f (i) − f˜ (i)‖Lip = max
x∈R
‖f(k˜(x), ·) − f˜(k˜(x), ·)‖Lip
≤ max
x∈R
(
‖f(k˜(x), ·) − f(k(x), ·)‖Lip + ‖f(k(x), ·)− f˜(k˜(x), ·)‖Lip
)
≤ C‖k − k˜‖L∞(R) +max
x∈R
‖f(k(x), ·)− f˜(k˜(x), ·)‖Lip
which together with (4.2) yields the desired stability result.
Remark 4.2. We want to mention that the stability result of Theorem 4.1 can not only be used to
prove a convergence rate for the front tracking method as in the following section, but also in the
context of uncertainty quantification for (1.1) where the model parameters u0, k, and f are subject
to randomness [6]. In that case, the stability result is integral in showing existence and uniqueness
of random entropy solutions. The stability result can also be utilized to show well-posedness of
Bayesian inverse problems for conservation laws with discontinuous flux [30].
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5 Convergence rate estimates for the front tracking method
The front tracking method consists of approximating the initial datum by a piecewise constant
function, the flux by a piecewise linear function, and solving the resulting approximated conser-
vation law exactly. To that end, the algorithm needs to solve a series of Riemann problems across
discontinuities of k. Therefore, we first introduce the solution of such a Riemann problem before
we present the front tracking method and prove its convergence rate in the following subsections.
5.1 The Riemann solver
Let us consider the Riemann problem for (1.1) first. We assume that the discontinuities in k and
u0 coincide since at the points where x 7→ f(k(x), u) is continuous, the Riemann problems are the
usual Riemann problems for scalar conservation laws. The initial datum and the parameter k are
piecewise constant functions defined by
u0(x) =
{
uL, x < 0,
uR, x > 0,
k(x) =
{
kL, x < 0,
kR, x > 0,
(5.1)
such that the flux can be written as
f(k(x), u) =
{
g(u), x < 0,
f(u), x > 0,
for some strictly increasing functions f, g. The solution of the Riemann problem now is an entropy
solution of
ut + g(u)x = 0, (x, t) ∈ R
− × (0, T ),
ut + f(u)x = 0, (x, t) ∈ R
+ × (0, T ),
u(x, 0) =
{
uL, x < 0,
uR, x > 0,
x ∈ R.
(5.2)
Proposition 5.1. Consider the Riemann problem (5.2) and let u∗ := f−1(g(uL)). Then the
unique entropy solution of the Riemann problem (5.2) is
u(x, t) =
{
uL, x < 0,
(Rf (u
∗, uR)) (x, t), x > 0,
where Rf (u
∗, uR) denotes the standard solution of the Riemann problem
ut + f(u)x = 0, (x, t) ∈ R× (0, T ),
u(x, 0) =
{
u∗, x < 0,
uR, x > 0,
x ∈ R.
(5.3)
Proof. The proof has been carried out in [34, Prop. 1] for the case of f and g (strictly increasing
and) concave and can be easily modified to the general case in view of [18, Thm 2.2].
The solution of the classical Riemann problem Rf (u
∗, uR) consists of a finite sequence of
rarefaction waves alternating with shocks determined by the number of inflection points of f . If
f is convex, the solution of the classical Riemann problem is given by a single shock if u∗ > uR
and by a single rarefaction wave if u∗ < uR (see Figure 1).
Remark 5.2. If in (5.2) the flux f is approximated by a piecewise linear flux fδ then the solution
of the Riemann problem (5.3) (with fδ as the flux) Rfδ (u
∗, uR) is an approximation to Rf (u
∗, uR)
in the sense that any shock in Rf (u
∗, uR) is also present in Rfδ (u
∗, uR) and any rarefaction wave
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uRuL
u∗
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t
(a) u∗ > uR
uR
uL
u∗
x
t
(b) u∗ < uR
Figure 1: The entropy solution of the Riemann problem (5.2) for f convex consists of a stationary
shock wave at the spatial discontinuity and a shock or a rarefaction wave.
uRuL
u∗
x
t
(a) u∗ > uR
uR
uL
u∗
x
t
(b) u∗ < uR
Figure 2: The entropy solution of the Riemann problem (5.2) for fδ piecewise linear and convex
consists of a stationary shock wave at the spatial discontinuity and a shock or a series of rarefaction
shocks each of strength at most δ.
in Rf (u
∗, uR) is approximated by a so-called rarefaction fan consisting of a series of rarefaction
shocks whose strength is bounded by the approximation error between f and fδ (cf. [12, Lemma 3.1]
or [18, Cor. 2.4]). Moreover, the piecewise constant solution takes values in the set of breakpoints
of fδ and {uL, u
∗, uR}. See Figure 2 for an illustration in the case of a convex flux f .
5.2 The front tracking method
Let us now outline the front tracking method for (1.1) (see [34] or [12, 18]). Given a piecewise
constant function k with finitely many discontinuities ξi, i = 1, . . . , N , we define – as before –
Di = (ξi, ξi+1), i = 0, . . . , N , where ξ0 = −∞ and ξN+1 =∞. Further, we denote
f (i)(·) := f(k(x), ·) for x ∈ Di.
For the front tracking method, we approximate the initial datum u0 by a piecewise constant
function uδ0 with finitely many discontinuities and we approximate the u-dependent fluxes f
(i)
by piecewise linear functions f
(i)
δ and define fδ(k(x), ·) := f
(i)
δ (·) for x ∈ Di. Then we solve the
surrogate conservation law
ut + fδ(k(x), u)x = 0, (x, t) ∈ R× (0, T )
u(x, 0) = uδ0(x), x ∈ R
(5.4)
exactly. Since uδ0 is piecewise constant, we have to solve a series of independent Riemann problems
of the kind (5.2). Since each flux f
(i)
δ is piecewise linear the solutions of those Riemann problems
will consists of a series of shocks each traveling with constant speed (see Remark 5.2). When two
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shock fronts meet at time t = t∗, we again have to solve the conservation law (5.4) with initial
condition u(x, 0) = uδ(x, t
∗) where uδ denotes the exact solution of (5.4) up to time t = t
∗. Note
that uδ(·, t
∗) is a piecewise constant function taking values in the set of breakpoints of fδ and
the set of values of uδ0. In this way, we can determine the unique entropy solution of (5.4) for all
times [34, 18, 12].
More specifically, we will approximate the flux functions f (i) by piecewise linear flux functions
f
(i)
δ by way of interpolating between the points (jδ, f
(i)(jδ)), j ∈ Z, i.e.,
f
(i)
δ (u) = f
(i)(jδ) +
f (i)((j + 1)δ)− f (i)(jδ)
δ
(u − jδ), u ∈ (jδ, (j + 1)δ].
Other piecewise constant approximations of f (i) are also possible as long as ‖f (i)− f
(i)
δ ‖Lip ≤ Cδ.
For example Baiti and Jenssen [8] interpolate f (i) with uniform spacing in the f -values instead of
the u-values.
The initial datum u0 on the other hand, we approximate by a piecewise constant function u
δ
0
with finitely many discontinuities satisfying
TV(uδ0) ≤ TV(u0) and ‖u0 − u
δ
0‖L1(R) ≤ Cδ.
As an example, we can take cell averages of u0 over cells of size O(δ).
5.3 Convergence rate estimates for the front tracking method
The convergence rate estimate for the front tracking method now follows immediately from the
stability estimate in Theorem 4.1.
Theorem 5.3 (Convergence rate of the front tracking method). Let u be the entropy solution
of (1.1) and uδ the front tracking approximation, i.e. the entropy solution of (5.4). Then we have
the following convergence rate estimate:
‖u(·, T )− uδ(·, T )‖L1(R) ≤ Cδ
for some constant C independent of δ.
Proof. Since
‖u0 − u
δ
0‖L1(R) ≤ Cδ and ‖f
(i) − f
(i)
δ ‖Lip ≤ ‖(f
(i))′‖∞δ
and the fact that the front tracking approximation uδ is an entropy solution of the conservation
law (5.4) the convergence rate estimate follows immediately from Theorem 4.1. Since TV(uδ0) ≤
TV(u0) and the Lipschitz constant of fδ(k(x), ·) is bounded by the Lipschitz constant of f(k(x), ·)
the constant is independent of δ.
6 Numerical experiments
We present two numerical experiments verifying our convergence rate analysis. We consider the
‘two flux’ case
ut + (H(x)f(u) + (1−H(x))g(u))x = 0, (x, t) ∈ R× (0, T ),
u(x, 0) = u0(x), x ∈ R
where H is the Heaviside function. This corresponds to switching from one u-dependent flux, g,
to another, f , across x = 0. In order to compare the L1-error of the front tracking method to
that of the finite volume method introduced in [7], we consider the same fluxes and initial data as
in [7].
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Figure 3: Numerical solutions of Experiment 1 with ∆x = 2/64 calculated with the front tracking
method (straight line) and the finite volume method (dashed line, ∆t/∆x = 0.5) at various times.
Experiment 1 In our first numerical experiment we take g(u) = u and f(u) = u
2
/2 such that
we switch from the transport equation to the Burgers equation. The initial datum we consider for
Experiment 1 is
u0(x) =
{
0.5, if x < −0.5,
2, if x > −0.5
which is chosen in such a way that the Rankine–Hugoniot condition at the interface x = 0 gives
u(0−, t) = u(0+, t) before the jump at x = −0.5 present in the initial datum interacts with the
interface. Figure 3 shows the numerical solution computed with the front tracking method with
open boundaries in blue (straight line), a numerical solution calculated with the finite volume
method [7] in purple (dashed line), and the initial datum in gray (dotted line) at various times
(before, during and after interaction with the interface). Here, we used δ = ∆x = 2/n with n = 64
and end time T = 0.9. We clearly recognize the characteristic features of the transport equation
and the Burgers equation here as the upward jump in the initial datum is transported to the right
as a shock until it crosses the interface at x = 0 where the shock, as it enters the Burgers regime,
subsequently becomes a rarefaction wave.
Experiment 2 In our second numerical experiment we choose g(u) = u
2
/2 and f(u) = umeaning
we switch from the Burgers equation to the transport equation across the interface at x = 0. The
initial datum for Experiment 2 is
u0(x) = 2 + exp(−100(x+ 0.75)
2).
Again, the offset of the initial datum is chosen such that the Rankine–Hugoniot condition at x = 0
gives u(0−, t) = u(0+, t) before the nonconstant part of u0 interacts with the interface. Figure 4
shows the numerical solution computed with the front tracking method with open boundaries in
blue (straight line), a numerical solution calculated with the finite volume method [7] in purple
(dashed line) and the initial datum in gray (dotted line) at various times (immediately before,
during, and after interaction with the interface). Here, we used δ = ∆x = 2/n with n = 128 and
end time T = 0.5. We clearly recognize the shock formation due to the Burgers regime to the
left of the interface (see Figure 4(a)) and that the shock is transported across the interface to the
right with a different profile due to the Rankine–Hugoniot condition (see Figure 4 (c)).
Table 1 shows the L1 errors and observed convergence rates of the front tracking method at
time T = 0.9 for Experiment 1 and at time T = 0.5 for Experiment 2 for various values of n
where δ = ∆x = 2
n
. As a reference solution, we used a numerical solution on a very fine grid
(n = 2048) in both cases. Both experiments clearly show the first-order convergence rate proved
in Theorem 5.3. Comparing Table 1 to the corresponding table for the finite volume method [7,
Tab. 1], we see that the L1 error of the front tracking method seems to be lower by a factor of
100 for Experiment 1 and by a factor of 10 for Experiment 2 than the corresponding L1 error for
the finite volume method.
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Figure 4: Numerical solutions of Experiment 2 with ∆x = 2/128 calculated with the front tracking
method (straight line) and the finite volume method (dashed line, ∆t/∆x = 0.2) at various times.
n L1 error L1 OOC
16 6.250× 10−3 –
32 3.125× 10−3 1.00
64 1.562× 10−3 1.00
128 7.813× 10−4 1.00
256 3.906× 10−4 1.00
512 1.953× 10−4 1.00
1024 9.766× 10−5 1.00
(a) Experiment 1.
n L1 error L1 OOC
16 2.599× 10−2 –
32 1.012× 10−2 1.36
64 4.845× 10−3 1.06
128 2.344× 10−3 1.05
256 1.151× 10−3 1.03
512 5.820× 10−4 0.98
1024 3.036× 10−4 0.94
(b) Experiment 2.
Table 1: L1 error and observed order of convergence for Experiments 1 and 2.
7 Conclusion
In this paper, we have studied conservation laws with discontinuous flux where we switch from one
strictly monotone flux to another across finitely many points in the spatial domain. We extended
existing L1-contractivity results of adapted entropy solutions by showing L1-Lipschitz-stability
with respect to changes not only in the initial datum, but also in the flux f and the discontinuous
coefficient k. From there, we proved a first-order convergence rate for the front tracking method
which is widely used in the field of conservation laws with discontinuous flux. We presented
numerical experiments substantiating our convergence rate result. Comparison with finite volume
methods indicates better performance of the front tracking method.
Acknowledgments
The author wishes to thank Susanne Solem and Espen Sande for their careful reading of the
manuscript.
References
[1] R. Aae Klausen and N. H. Risebro, Stability of conservation laws with discontinuous
coefficients, Journal of Differential Equations, 157 (1999), pp. 41–60.
[2] Adimurthi, S. Mishra, and G. V. Gowda, Conservation law with the flux function dis-
continuous in the space variable—II: Convex–concave type fluxes and generalized entropy
solutions, Journal of Computational and Applied Mathematics, 203 (2007), pp. 310 – 344.
19
[3] Adimurthi, S. Misra, and G. V. Gowda, Optimal entropy solutions for conservation
laws with discontinuous flux-functions, Journal of Hyperbolic Differential Equations, 2 (2005),
pp. 783–837.
[4] B. Andreianov, K. H. Karlsen, and N. H. Risebro, A theory of L1-dissipative solvers
for scalar conservation laws with discontinuous flux, Archive for Rational Mechanics and
Analysis, 201 (2011), pp. 27–86.
[5] E. Audusse and B. Perthame, Uniqueness for scalar conservation laws with discontin-
uous flux via adapted entropies, Proceedings of the Royal Society of Edinburgh Section A:
Mathematics, 135 (2005), pp. 253–265.
[6] J. Badwaik, C. Klingenberg, N. H. Risebro, and A. M. Ruf,Multilevel Monte Carlo fi-
nite volume methods for random conservation laws with discontinuous flux, arXiv:1906.08991,
(2020).
[7] J. Badwaik and A. M. Ruf, Convergence rates of monotone schemes for conservation laws
with discontinuous flux, SIAM Journal on Numerical Analysis, 58 (2020), pp. 607–629.
[8] P. Baiti and H. K. Jenssen, Well-posedness for a class of 2 × 2 conservation laws with
L∞ data, Journal of Differential Equations, 140 (1997), pp. 161 – 185.
[9] R. Bu¨rger, K. Karlsen, C. Klingenberg, and N. Risebro, A front tracking approach
to a model of continuous sedimentation in ideal clarifier–thickener units, Nonlinear Analysis:
Real World Applications, 4 (2003), pp. 457–481.
[10] R. Bu¨rger, K. H. Karlsen, and J. D. Towers, An Engquist–Osher-type scheme for
conservation laws with discontinuous flux adapted to flux connections, SIAM Journal on Nu-
merical Analysis, 47 (2009), pp. 1684–1712.
[11] G. M. Coclite and N. H. Risebro, Conservation laws with time dependent discontinuous
coefficients, SIAM Journal on Mathematical Analysis, 36 (2005), pp. 1293–1309.
[12] C. M. Dafermos, Polygonal approximations of solutions of the initial value problem for a
conservation law, Journal of Mathematical Analysis and Applications, 38 (1972), pp. 33–41.
[13] S. Diehl, A conservation law with point source and discontinuous flux function modelling
continuous sedimentation, SIAM Journal on Applied Mathematics, 56 (1996), pp. 388–419.
[14] S. S. Ghoshal, A. Jana, and J. D. Towers, Convergence of a Godunov scheme to an
Audusse-Perthame adapted entropy solution for conservation laws with BV spatial flux, arXiv
preprint arXiv:2003.10321, (2020).
[15] T. Gimse, Conservation laws with discontinuous flux functions, SIAM Journal on Mathe-
matical Analysis, 24 (1993), pp. 279–289.
[16] T. Gimse and N. H. Risebro, Riemann problems with a discontinuous flux function, in
Proceedings of Third International Conference on Hyperbolic Problems, vol. 1, 1991, pp. 488–
502.
[17] , Solution of the Cauchy problem for a conservation law with a discontinuous flux func-
tion, SIAM Journal on Mathematical Analysis, 23 (1992), pp. 635–648.
[18] H. Holden and N. H. Risebro, Front tracking for hyperbolic conservation laws, vol. 152,
Springer, 2015.
[19] K. Karlsen, N. Risebro, and J. Towers, Upwind difference approximations for degen-
erate parabolic convection–diffusion equations with a discontinuous coefficient, IMA Journal
of Numerical Analysis, 22 (2002), pp. 623–664.
20
[20] K. H. Karlsen and J. D. Towers, Convergence of the Lax-Friedrichs scheme and stabil-
ity for conservation laws with a discontinuous space-time dependent flux, Chinese Annals of
Mathematics, 25 (2004), pp. 287–318.
[21] K. H. Karlsen and J. D. Towers, Convergence of a Godunov scheme for conservation laws
with a discontinuous flux lacking the crossing condition, Journal of Hyperbolic Differential
Equations, 14 (2017), pp. 671–701.
[22] K. Karslen, N. Risebro, and J. Towers, L1-stability for entropy solutions of nonlinear
degenerate parabolic connection-diffusion equations with disc. coeff., skr. k, Nor. Vid. Selsk,(3),
(2003), pp. 1–49.
[23] C. Klingenberg and N. H. Risebro, Convex conservation laws with discontinuous coeffi-
cients. Existence, uniqueness and asymptotic behavior, Communications in Partial Differential
Equations, 20 (1995), pp. 1959–1990.
[24] , Stability of a resonant system of conservation laws modeling polymer flow with gravi-
tation, Journal of Differential Equations, 170 (2001), pp. 344–380.
[25] S. N. Kruzˇkov, First order quasilinear equations in several independent variables, Mathe-
matics of the USSR-Sbornik, 10 (1970), pp. 217–243.
[26] N. Kuznetsov, Accuracy of some approximate methods for computing the weak solutions
of a first-order quasi-linear equation, USSR Computational Mathematics and Mathematical
Physics, 16 (1976), pp. 105–119.
[27] M. J. Lighthill and G. B. Whitham, On kinematic waves II. A theory of traffic flow on
long crowded roads, Proceedings of the Royal Society of London. Series A. Mathematical and
Physical Sciences, 229 (1955), pp. 317–345.
[28] B. J. Lucier, A moving mesh numerical method for hyperbolic conservation laws, Mathe-
matics of Computation, 46 (1986), pp. 59–69.
[29] S. Mishra, Convergence of upwind finite difference schemes for a scalar conservation law
with indefinite discontinuities in the flux function, SIAM Journal on Numerical Analysis, 43
(2005), pp. 559–577.
[30] S. Mishra, D. Ochsner, A. M. Ruf, and F. Weber, Bayesian inverse problems for
scalar conservation laws. in preparation, 2020.
[31] H. Nessyahu and E. Tadmor, The convergence rate of approximate solutions for nonlinear
scalar conservation laws, SIAM Journal on Numerical Analysis, 29 (1992), pp. 1505–1519.
[32] H. Nessyahu, E. Tadmor, and T. Tassa, The convergence rate of Godunov type schemes,
SIAM Journal on Numerical Analysis, 31 (1994), pp. 1–16.
[33] E. Y. Panov, Existence and strong pre-compactness properties for entropy solutions of a
first-order quasilinear equation with discontinuous flux, Archive for Rational Mechanics and
Analysis, 195 (2010), pp. 643–673.
[34] B. Piccoli and M. Tournus, A general BV existence result for conservation laws with
spatial heterogeneities, SIAM Journal on Mathematical Analysis, 50 (2018), pp. 2901–2927.
[35] J. Ridder and A. M. Ruf, A convergent finite difference scheme for the Ostrovsky–Hunter
equation with Dirichlet boundary conditions, BIT Numerical Mathematics, 59 (2019), pp. 775–
796.
[36] N. H. Risebro and A. Tveito, Front tracking applied to a nonstrictly hyperbolic system of
conservation laws, SIAM Journal on Scientific and Statistical Computing, 12 (1991), pp. 1401–
1419.
21
[37] A. M. Ruf, E. Sande, and S. Solem, The optimal convergence rate of monotone schemes
for conservation laws in the Wasserstein distance, Journal of Scientific Computing, 80 (2019),
pp. 1764–1776.
[38] F. S¸abac, The optimal convergence rate of monotone finite difference methods for hyperbolic
conservation laws, SIAM Journal on Numerical Analysis, 34 (1997), pp. 2306–2318.
[39] W. Shen, On the uniqueness of vanishing viscosity solutions for Riemann problems for poly-
mer flooding, Nonlinear Differential Equations and Applications NoDEA, 24 (2017), p. 37.
[40] S. Solem, Convergence rates of the front tracking method for conservation laws in the Wasser-
stein distances, SIAM Journal on Numerical Analysis, 56 (2018), pp. 3648–3666.
[41] J. Towers, Convergence of a difference scheme for conservation laws with a discontinuous
flux, SIAM Journal on Numerical Analysis, 38 (2000), pp. 681–698.
[42] , A difference scheme for conservation laws with a discontinuous flux: The nonconvex
case, SIAM Journal on Numerical Analysis, 39 (2001), pp. 1197–1218.
[43] J. D. Towers, An existence result for conservation laws having BV spatial flux hetero-
geneities - without concavity, Journal of Differential Equations, 269 (2020), pp. 5754 – 5764.
[44] X. Wen and S. Jin, Convergence of an immersed interface upwind scheme for linear advec-
tion equations with piecewise constant coefficients I: L1-error estimates, Journal of Compu-
tational Mathematics, 26 (2008), pp. 1–22.
22
