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ABSTRACT 
 
 Frequently monitoring the identity of a person connected to a secure system is an important 
component in a cyber-security system. Identity Assurance (IA) mechanisms which continuously 
confirm and verify users’ identity after the initial authentication process ensure integrity and 
security. Such systems prevent unauthorized access and eliminate the need of an authorized user 
to present credentials repeatedly for verification. Very few cyber-security systems deploy such IA 
modules. These IA modules are typically based on computer vision and machine learning 
algorithms. These algorithms work effectively when trained with representative datasets. This 
thesis describes our effort at collecting a small dataset of multi-view videos of typical work session 
of several subjects to serve as a resource for other researchers of IA algorithms to evaluate and 
compare the performance of their algorithms with those of others. We also present a Proof of 
Concept (POC) face matching algorithm and experimental results with this POC implementation 
for a subset of collected dataset. 
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CHAPTER 1: INTRODUCTION 
 
Authentication [1] is the process of verifying and confirming the identity being claimed by 
an entity. Various mechanisms applied to achieve authentication and how they are categorized into 
three types are described in [1]:  
 Knowledge factors: Authentication is carried out by something the user knows such as 
password, Personal Identification Number, password, challenge response, secure question etc.  
 Ownership factors: Authentication is achieved based on what a user possesses such as security 
token, Identification card, cell phone etc.  
 Inherence factors: This method uses inherent behavior of the user such as his/her fingerprint, 
retinal scan, signature, voice etc.  
1.1 Motivation for Continuous Authentication (CA) 
Access to most of the computer systems in the world is controlled by authentication. 
Authenticating users as described above allows controlled access to system resources. Many of the 
existing computer systems authenticate users only during initial login session. Therefore the 
underlying systems remain vulnerable to unauthorized access by imposters during the absence of 
initial user. Such security breaches are likely in office environments with staff at various access 
level. 
Continuous user authentication systems as described in [3, 4] combine different 
identification techniques into continuous authentication process. This process ensures that the 
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identity of the user at a machine is verified throughout the session. These mechanisms help 
alleviate security breaches that occur in the authenticated session due to unauthorized access.  
Biometrics-enabled visual monitoring can be used as opposed to traditional knowledge or 
ownership-based authentication for achieving continuous authentication. How continuous user 
authentication based on logged in user’s clothing color and face is described in [2]. Criteria that a 
practical biometric system should satisfy is described in [7]. Some of them include but not limited 
to speed, accuracy, harmless and unobtrusive to users. Biometric based authentication systems 
provide the following key advantages:  
 Biometrics provide accurate results with minimum invasion.  
 Biometric features are unique to individuals and hence difficult to be socially engineered or 
shared by others.  
 Unlike passwords, biometrics are inherent features to any individual and do not require any 
extra effort to carry or remember them.  
Modalities are a specific biometric trait which is used in the authentication system. These 
modalities are categorized into two types, physiological and behavioral characteristics in [5].  
Physiological characteristic is related to the shape of the body. Various ways in which 
authentication can be carried out using hand geometry, finger print, iris pattern, facial feature 
recognition and voice is discussed in [5].  
A behavioral characteristic is related to the pattern of behavior of the person. An emerging 
technique that aims to identify users based on habitual rhythm patterns in their typing is examined 
in [6]. Identifying users based on their mouse and keyboard usage behavior patterns is discussed 
in [8]. Advantages and disadvantages of using various biometric techniques described above and 
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how some of these can be combined to develop better robust biometric systems are discussed in 
[7].  
1.2 Problem Statement  
Machine learning focuses on building systems which make use of algorithms that 
iteratively learn from data. Many user detection and identification systems are built on such 
machine learning techniques. The effectiveness of these algorithms depends on the versatility of 
data sets used to train it. To the best of our knowledge, there has been no effort to identify state of 
the art Identity Assurance algorithms so that further research can proceed from this baseline. This 
has created an environment in which research progress is unnecessarily slow.  
There has been much interest in addressing the continuous IA problem using biometrics 
based approach, however there is a lack of systematic data sets with representative samples from 
typical real life scenarios to compare the performance of proposed algorithms. Much of the 
available data sets have unique attributes or application focus. Some of them have very little or no 
annotations. The main aim of this thesis is to systematically collect data from human subjects and 
create a standard test dataset to help in the evaluation of continuous person authentication 
algorithms. We plan to make this dataset available to researchers in this field to test and measure 
the performance of their algorithms in comparison with those of others.  
1.3 Thesis Overview  
Chapter 2 describes Identity Assurance, and presents datasets described in the literature 
that deals with similar problems and strategies and methods proposed in these. It also describes 
existing commercial systems using CA. Chapter 3 describes in detail the procedure to obtain 
Institutional Review Board (IRB) approval for collecting data from human subjects, setup, and 
equipment and system requirements for formal video data collection. It also describes the design 
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of data collection scenarios and rationale behind them. Chapter 4 demonstrates how OPENCV 
libraries was combined with java Application Programming Interface (API’s) to develop an 
application for data collection and storage. It also describes the process of conversion of raw videos 
into a meaningful IA dataset and the experiments that can be performed on them. Chapter 5 
describes a simple proof of concept face matching algorithm and presents experimental results for 
a subset of collected data. These image matching tests help us in validating the collected data. 
Chapter 6 presents the conclusions and implications for future work.  
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CHAPTER 2: LITERATURE SURVEY 
 
The domain of Continuous Authentication (CA) has been explored extensively with the 
help of physiological and behavioral biometrics to design continuous user authentication systems. 
These systems use one or more biometric traits to verify the identity of individuals. These are 
briefly described in this chapter.  
2.1 Continuous Authentication Systems - State of the Art  
A new approach to achieve continuous authentication using the logged in user’s face and 
color of clothing is discussed in [2]. The proposed system registers the user’s clothing color 
information every time user logs in and fuses it with the conventional authentication system. This 
system’s performance was tested with data collected from 12 users. Each of the users were asked 
to perform 6 tasks such as “turning head to right, turning to left , turning the head down, leaning 
on chair, stretch arms over head etc. For this 12 users and for these task they recorded a false 
rejection rate of 8.3% for leaning back in chair and stretching arms over head activity. For all other 
activities the false rejection rate was noted to be 0%.  
 User’s behavioral pattern, such as keystroke and mouse movements’ data can be captured 
and used to continuously monitor user. Such a technique is described in [8]. Keystroke features 
include key events such as key press and key release. Mouse events have four types of action such 
as mouse move, mouse wheel use, mouse button press and release. To demonstrate the 
performance of the proposed system data is collected from 52 users using Windows based data 
logging software. Based on data collected keystroke dynamics feature and mouse movements’ 
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data is extracted to form feature vector to train the classifiers. Performance of the proposed system 
is measured in terms of Average Number of Genuine Actions (ANGA) and Average Number of 
Imposter Actions (ANIA). The result obtained is categorized into four groups:   
 Very Good: In this group genuine user is never locked out.   
 Good: In this group the genuine user is not locked out but imposters are not detected.   
 Bad: In this category genuine user is locked out by the system while some imposters are not 
detected.   
 Ugly:  In this case the ratio between ANGA and ANIA is low.  
One of the methods to achieve continuous user authentication is by making use of soft 
biometrics traits such as Electrocardiogram (ECG) of an individual. How ECG can be used to 
achieve CA is described in [9].  The system designed using this feature is able to recognize 
individuals uniquely based on ECG signals with a very small number of false alarms. ECG features 
from an individual is collected using heart monitor and used to form a feature vector that is saved 
for future comparison. System’s performance was tested by collecting data from 16 users for 15 
minutes. Scenarios that were used for testing include a genuine user logging in and using the 
system for entire duration of 15 minutes and genuine user uses the system just for 5 minutes after 
initial log in and is substituted by imposter after that. Experimental results show that the proposed 
system correctly recognizes imposter but it raise 5 false alarms. Solutions to avoid false positives 
is described in the future work in [9].  
Face recognition can also be used to continuously authenticate the logged in user at a 
computer terminal. Such a continuous authentication system based on face recognition is described 
in [10].  The proposed system makes use of a sliding window of 10 seconds to obtain verification 
data points which are used as input to the Bayesian framework. Feature vectors are extracted from 
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Fisher Linear Discriminants  (FLD). The probability that the logged in user is still present is 
calculated by Bayesian framework and user is locked out of system if this probability falls below 
certain threshold.  
Defense Advanced Research Projects Agency’s (DARPA) study uses a combination of 
metrics such as eye scans and keystrokes to evaluate how the user searches and selects information 
[11].  
There are only a few methods used for continuous person recognition in RGBD imagery 
in the literature. One of the most popular methods is the one used with the Microsoft Kinect that 
has been used for video games and other software applications. The algorithm in Kinect was 
introduced by Shotton [12] and makes use of random forest to train several trees on a dataset using 
bagging and sampling with replacement. Some of the proposed systems require additional 
hardware to capture biometric data such as keystroke dynamics, mouse movements and ECG 
feature extraction. At University of South Florida (USF) Computer Vision and Pattern Recognition 
laboratory, a continuous authentication system based on 3D face has been developed [13]. This 
system is robust to wide range of illumination but operates within limited pose and occlusion 
variations.  
There are a few other methods to validate identity which do not depend upon biometrics. 
These are briefly described next.  
2.2 Identity Assurance Work Groups 
In an online context, Identity Assurance (IA) is the level of confidence with which an 
individual or an organization is able to trust a claimant to actually be whom it claims to be. 
Assurance levels is the degree of confidence the relying party can have on the claimant.  
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Identity Assurance service providers mainly aim at achieving online identity assurance 
between interacting parties. They achieve this by verifying the claimant against a set of predefined 
and accepted ruleset for identifying individuals. These groups work with global service providers 
to know their requirements before setting standards. The following section describes the 
functioning of two such work groups.  
2.2.1 The Identity Ecosystem Steering Group (IDESG)  
As stated in [14, 15]: “It is a voluntary, public-private partnership built around the 
National Strategies for Trusted Identities in Cyberspace (NSTIC). The group creates privacy 
enhancing trusted digital identities which help people and organizations identify themselves 
online”. 
IDESG is the source of suitable benchmarks, best practices, instruments and guidance for 
trusted digital identities. It comprises of the following modules: 
 The Identity Ecosystem Framework (IDEF) includes set of practical standards, risk models, 
requirements, accountability mechanism, privacy and liability policies that makeup the identity 
ecosystem. 
 The IDEF self-assessment listing services (SALS) is a web presence that along with the 
common standards for trustworthy security, authenticate identity credentials. This is done with 
the help of online identity service providers. 
 The identity ecosystems steering group develops policy, standards, and accreditation processes 
for the IDEF. This is in compliance with the guiding principles in the strategy. 
The initial version of this framework, v.1 was approved on October 15, 2015. At present, 
the IDEF contains a nominal set of commonly agreed upon recommendations, best practices and 
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standards. It is believed to evolve as participants agree on different aspects of the Identity 
Ecosystem over time.  
2.2.2 Kantara Initiative  
As stated in [16, 17]: “the Kantara initiative trust framework approves credential service 
providers and accredits assessors. The major function of this group is to formalize trust in key 
components of the identity infrastructure. This is based upon Identity Assurance framework (IAF) 
which was developed with inputs given by members of various sectors such as telecom, health care 
finance and government services globally”.  
Identity Assurance Framework (IAF) is a protocol, using which agencies trust each other’s 
credential at known levels of assurance. A brief summary of commonly used terms used across 
IAF documents is described below: 
 Assurance Level is the measure of trust associated with a credential.  
 Glossary document provides a summary of commonly used terms in IAF context. 
 Assurance Assessment Scheme (AAS) is an approach to set up criteria for certification and 
accreditation.  
 Service Assessment Criteria document establishes baseline criteria for organizational 
compliance of identity-proofing services, credential strength, and credential management 
services. All Credential Service Providers’s (CSP) are assessed against this criteria. 
 In order to become Kantara Accredited Assessor applicants must fulfill certain requirements. 
These are described in Assessor Qualifications and Requirements. 
2.3 Existing Commercial Systems based on CA  
1. ProctorU: Provides student authentication services and live proctoring [18]. They make use of 
web camera and microphone to continuously monitor user throughout the session. At the very 
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beginning of the session the registered user is authenticated by verifying his/her state id and 
cross verified if it is the same person who registered to take the test.  Activities such as looking 
away from the scene, talking to other person or getting up, walking away is sensed. Users 
engaging in such activities are flagged. All the flagged videos are then viewed by security 
personals and appropriate action is taken. The web camera and audio feeds are analyzed using 
computer vision and pattern recognition algorithms.  
2. Vproctor: This is very similar to ProctorU, only difference being Vproctor [19] is a software 
application that can be installed at the client end. Once installed this can be used for online 
proctoring. Vproctor also makes use of computer vision and audio pattern recognition 
algorithms for analyzing the audio and video feeds to minimize cheating during examination.  
2.4 Summary  
This chapter discusses the existing methods and systems using biometrics to continuously 
authenticate users. Most of them require an external expensive hardware based system to capture 
and analyze data. Some of them which do not require external hardware, such as video based face 
recognition methods lack standard dataset on which their performance can be evaluated. In order 
to alleviate these issues our main aim of this thesis is to generate a standard video dataset. 
Following chapters describe the actual process of video data collection from human subjects and 
how these videos were segmented to form Identity Assurance challenge dataset.  
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CHAPTER 3: IRB APPROVAL PROCESS AND DATA COLLECTION SETUP  
 
Chapter 2 mentions some of the existing work in CA. Most of the datasets used in these 
proposed systems to evaluate their performance has been tailored according to project 
requirements. As to the best of our knowledge there is a lack of systematic sample data involving 
real life scenario to compare IA algorithms proposed and implemented so far. As there are no 
systematic datasets with representative samples from real life scenarios, the main goal of this thesis 
is to collect video data from human subjects to mimic typical office settings which can capture 
variations in person’s pose as well as other typical changes. The process followed to collect data 
is described below:  
1. Obtain IRB approval.  
2. Publicize and recruit human subjects.  
3. Design and implement data capture setup  
4. Collect video data from human subjects to mimic typical real life settings.  
5. Segment the video data to create IA challenge dataset.  
6. Implement a Proof of concept for face recognition based on PCA.  
 Chapters 3, 4 and 5 describe each of the above steps in detail.  
3.1 IRB Application Process  
Institutions which receive federal grants for research and development must have an 
institutional level board to review research studies involving human subjects. IRB ensures that all 
research with human subjects conducted by students, staff or faculty members is carried out 
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ethically in compliance with federal regulations. IRB adheres to the principles such as ‘respect for 
persons’, beneficence and justice mentioned by the Belmont report [20] while ensuring the 
compliance.  
 Although, the IRB committee for all the institutions follows common procedure in their 
application process, the actual process varies slightly based on institutions.     
The Following documents were prepared and submitted to USF IRB for this Study. Sample 
copies are included in Appendix A.  
1. Protocol Guidelines document: This document describes topics such as purpose of the research, 
existing work in this area, type of data collected from the participants, sample size of 
participants, the expected result from the study etc.  
2. Survey Instrument document: This document describes the details of information proposed to 
be collected from participants.  
3. Recruiting email document: This document mentions the format and details proposed to be 
included in the email used to publicize and recruit participants.  
4. Informed Consent: This document informs the participants, the basic facts regarding the 
research. It includes information such as the purpose of the research study, required 
procedures, known risks involved and potential benefits of participation. They will also be 
provided with informed consent form, which they need to sign to participate in the study.   
3.2 Design of Data Collection Scenarios  
Users working in typical office tend to perform activities such as working on computer 
typing manuscripts, reading or writing paper documents, talking with colleagues, having a glass 
of water or coffee, getting up and opening door for visitors etc. during their workday. Activities 
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for video dataset collection were designed keeping in mind all of these typical scenarios in a 
computer users’ workday.  
Typical CA systems may deploy different algorithms such as face recognition, head/person 
tracking, and re-identification etc. depending upon the visibility of various features. Figure 3.1 
shows all the activities performed by our subjects for the video data collection.  
Most of the face recognition algorithms extract facial features to form feature vector for 
face recognition. These activities sometimes partially or fully occlude subject’s facial features such 
as eyes (wearing glasses) and ears (wearing headphones). Hence the dataset can be effectively 
used to test the performance of IA algorithms.  
Face recognition algorithms cannot be used for authentication when subject’s face is not 
visible completely but, person tracking or head tracking can be used effectively during such 
periods to confirm that the same person is still using the system. Also if we use single frontal 
camera, while performing activities in step 10, 12 and 14 subject will not be captured throughout 
the session. In order to alleviate these issues three cameras were setup such that at any point of 
time the subject is captured in at least one of the three cameras. IA algorithms should be able to 
automatically switch data processing between cameras as needed and hence a multi-camera system 
is required. 
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Figure 3.1 Set of Activities Carried out by Participants. 
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3.3 Data Collection Setup  
To collect data Logitech C900 Pro series cameras with auto zoom functionality were used. 
Three such cameras were placed at different strategic location in the lab so that at any point of 
time the subject is visible in at least one of the cameras. Figure 3.2 shows the location and range 
of coverage of all three cameras. These cameras were connected using USB cables to a computer. 
Two of the cameras were mounted on a tripod stand and the center camera was placed on top of 
the monitor.  
 
Figure 3.2 Camera’s Line of Sight and Subject’s Traversal Path 
A Java based windows application was developed using OPENCV libraries and Java 
Application Programming Interfaces (API’s). The application is divided into following modules:  
1. User Interface: This part uses Java Swing API’s for implementing User Interface components 
such as text pane, button and frame. Figure 3.3 illustrates the user interface of USF Data 
collection tool.  
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2. Directory structure: This module creates a directory on the local storage where the application 
is installed with the subject’s identification number (ID) assigned during registration as the 
folder name. It also creates three .mp4 files with the camera name followed by subject’s unique 
ID.  
3. Video recording and saving: This module uses OPENCV libraries and “FFMPEG” recorder. It 
sets the frame rate and other parameters such as width and height of the image for all the three 
cameras. It then grabs every frame and displays it on the Canvas Frame.  
4. Synchronization: This module makes use of Java multithreading concepts to synchronize all 
the three cameras so that they run simultaneously.   
The entire application was developed using ECLIPSE Luna IDE and using OPENCV 2.4.9 
framework.   
 
 
Figure 3.3 User Interface of USF Data Collection Tool 
The actual task of data collection was conducted between March 7th, 2016 and March 30, 
2016. The subjects were students, staff, faculty and guests of the USF College of Engineering. In 
all we collected data from 60 subjects. Subjects were identified only by their assigned number. 
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The association between this number and their name is maintained in a secure location under lock 
and key.  
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CHAPTER 4: VIDEO DATA COLLECTION 
 
For video recording each subject performed all the tasks listed in Figure 3.1 in the order 
shown. These tasks were designed keeping in mind typical activities that are performed in an office 
setting. Specific tasks were included to test the capabilities of potential IA algorithms to recognize, 
track, and re-identify people as they perform their day to day tasks.  
4.1 Participant’s Consent and Compensation  
Steps followed for recruiting human subjects:  
1. An email was sent out to students, faculty and staff of the department to recruit volunteers. It 
briefly described the goals of the data collection and included a sample video which illustrated 
the typical activities expected from volunteers.  
2. A poll on Doodle.com was created for the participants to sign up as per their convenience. 
3. The recruiting email also included a copy of IRB approved “Informed Consent” form which 
described this research effort in detail.   
4. Based on these details, people who wished to volunteer were asked to use the doodle poll to 
sign up. Appendix B.2 includes the actual email that was sent along with the copies of attached 
documents.   
Prior to data collection, each participant was explained the reason for this research and all 
that is expected from them during the process of data collection. If they were comfortable after the 
explanation, they were given the Informed Consent form approved by IRB to read through and 
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sign, giving their full consent. Appendix B.2 provides an IRB approved Informed Consent form 
of our project.  
Once the participant completed all the activities successfully, they were given a Barnes and 
Noble bookstore gift card worth $15 as a token of appreciation for their participation.  
4.2 Video Metadata Details  
 Video data was collected from a total of 60 subjects.  Out of these 60 subjects 12 subjects 
were female and 48 were male. Figure 4.1 shows the snapshot of facial region of all the 60 subjects 
in gray scale. There are three videos per subject one from each left, front and right camera. Length 
of the video ranges from 8 minutes to 16 minutes. This depends on the typing and walking speeds 
of subject. Lighting condition of the room was kept constant throughout. Total size of these videos 
is 20GB. All the videos were saved in .mp4 format in Computer Vision Lab computers. After the 
completion of data collection process, all these videos were backed up in password protected server 
and included in normal backup procedures established in the Department of Computer Science and 
Engineering. Access to these videos is limited to authorized individuals only.  
 
Figure 4.1 Snapshot of 60 Subject’s Facial Region in Gray Scale 
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4.3 Identity Assurance Challenge Dataset 
The raw data consists of 3 videos per subject, one each for left camera, right camera and 
front camera. This data is divided temporally into three subsets for each camera: Set A, Set B and 
Set C. 
Video Splicing was done using windows based application called “Avidemux 2.6 - 64 bits” 
[21] to segment the original video of every subject into 3 parts. This application allows us to 
specify start time and end time from our video and then segments the video based on these values. 
Using this application we segmented the videos of our 60 subjects into 3 parts and saved them 
separately.  
Set A consists of subset of original videos from start to Step Number 10 in Figure 3.1 where 
the subject moves out of sight from all three cameras (exits the room). Set B consists of video 
sequences when the subject reenters the room and carries out all the tasks from step 11 until leaving 
the room again in Step 14. Set C consists of video sequence from the point when an imposter 
comes in place of subject (step 14), until the end of session. Each of these 3 sets consists of three 
subsets, one each for left camera, central camera and right camera. Finally each of these camera 
sets consists of 60 different video clippings of 60 subjects. Identity Assurance Challenge consists 
of two components:  
1. Assuring the identity of subjects within each set for the entire duration of each subset.  
2. Correctly matching the identity of subjects across the three subsets.  
4.4 Experiments That Can Be Performed on the Challenge Dataset  
Following are the possible experiments that can be performed on the dataset:  
1. Continuous Authentication: Assuring the identity of subjects within each set for the entire 
duration of each subset.  
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2. Confirming Identity Across the Subsets: Correctly matching the identity of subjects across the 
three subsets.  
3. Imposter Detection: Raising an alarm (imposter detected) when an imposter sits in place of the 
actual subject.  
4. False Positives: Each subject’s video can be tested against all other subjects.  
4.5 How the Challenge Dataset Helps Improve Identity Assurance Algorithms  
Typical IA algorithms based on visual biometrics (video/image based) should implement 
a combination of face recognition and person tracking so that at any point of time the system does 
not lose a genuine user. Our data set has three subsets A, B and C. To continuously identify and 
verify the genuine user in subset A, face detection/recognition techniques are required for the 
initial few seconds and later only face/head tracking techniques are adequate to confirm the person 
is present throughout. Similarly in the initial few seconds of subset B re- identification techniques 
will be required in order to verify if the same person who exited the room re-entered it. Later 
tracking techniques are enough to confirm it is the same person. Similarly during the early part of 
subset C an imposter is seated in front of the system; here again face recognition schemes are 
required to correctly reject the imposter and suspend access to the system. Once the authorized 
person returns and is confirmed, tracking techniques can be used.  Hence if an algorithm is able to 
correctly allow the authorized person and reject the imposter without undue delays for all instances 
of the Challenge Dataset, it can be considered as a robust IA system. Table 4.1 summarizes the 
usage of challenge dataset. 
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Table 4.1 Summary of Challenge Dataset Usage. 
Subsets  Initial Frames Throughout the Video 
A Face Region Sampling Face Recognition and Person 
Tracking 
 
B Re-Identification Face Recognition and 
Person Tracking 
C Face Recognition and 
Verification for (Imposter 
Rejection) 
Face Recognition and Person 
Tracking 
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CHAPTER 5: PROOF OF CONCEPT ALGORITHM 
 
This chapter describes our implementation of a simple face matching algorithm between 
two image frames extracted from video using Principal Component Analysis (PCA) which serves 
as a proof of concept algorithm implementation. This algorithm uses representative image frames 
from the front camera for face matching to confirm the identity and does not use video data from 
the other two cameras; no person detection and tracking is done. As a consequence of this 
limitation, its performance scores on some measures are expected to be poor. 
5.1 System Architecture 
The system consists of following modules:  
1. Frame Extractor Module: This module makes use of Matlab functions to read the video file 
and extract a particular frame and save it. We used VLC [22] media player to extract frames 
from video. 
2. Face Matching based on PCA: This module uses the code from [23] to train the classifier and 
test the images. We trained the classifier with one image per person. 
5.2 Data Extraction for Experiments  
The classifier in [23] was trained with image frames from set A. All the training frames 
were extracted from initial frames of set A approximately fifth or sixth second from start of set A 
videos. Test frames for set A were drawn from middle of set A videos approximately one and half 
minute from start of the video. Test frames for set B and set C were drawn from initial frames of 
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set B and set C videos respectively. These frames were extracted approximately around fifth or 
sixth second from start of these videos.  
5.3 Results  
All training and testing was performed on a subset of video data and we used only first 30 
subjects to generate these results. True Acceptance Rate was computed by comparing the reference 
frame with the test frame of the same subject. This results in a total of 30 comparisons. For 
computing True Rejection Rate, each subject is compared with images of remaining 29 subjects. 
As we compute this for all the 30 subjects, it results in a total of 29*30 comparisons. 
Table 5.1 True Acceptance and True Rejection Rate as Obtained by Testing a Subset (30 
Subjects) of Dataset 
 
Table 5.2 False Acceptance Rate as Obtained by Testing a Subset (30 Subjects) of Dataset 
 Set A Set B 
Number of Subjects identified 
correctly 
12 23 
Total number of subjects 
tested 
30 30 
True Acceptance Rate 12/30 *100 = 40% 23/30 *100 =76% 
Number of incorrect pairs 
correctly rejected 
29*30 = 870 868 
Total number of incorrect 
pairs 
29*30 29*30 
True Rejection Rate 29*30/29*30 = 100% 868/29*30 = 99% 
 Set C 
Number of Imposters incorrectly accepted 0 
Total number of subjects tested 30 
False  Acceptance Rate 0/30 *100 = 0% 
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5.4 Result Analysis 
 Table 5.1: True Acceptance rate of set A is just 40%. This is because for some of the subjects 
test frames were captured from that part of the video when they were performing activities like 
typing (when their face is not completely visible in the camera view). In all these activities 
subject’s full facial view is not visible in the front camera .As a result the frames grabbed from 
this part of the video sequence have lot of face occlusions which standard face recognition 
algorithm is unable to interpret. True Acceptance rate of set B is around 76% The accuracy 
rate for this set shows an improvement over set A because the test frames were grabbed as soon 
as the subject re–enters the room and sits in front of the computer. Since the subject is not 
performing any activity at that time the face is completely visible in the front camera. True 
Rejection rate of both Set A and Set B is close to 100 %.The true rejection rate actually 
measures the number of comparisons in which the incorrect pairs are correctly rejected. As this 
rate is very high, we can conclude that the classification technique used in [23] very rarely 
accepts an incorrect person as legitimate user. The lower value of true acceptance rate indicates 
that the classifier might sometimes reject the legitimate user. These performance measures can 
be improved by training the classifier with much more training samples, around 20 different 
facial views per person as mentioned in [23]. 
 Table 5.2: This table describes the result of Set C of the video dataset. Initial frames of Set C 
consists of images of imposter, which was used to find the false acceptance rate. The result 
obtained implies that the imposter was correctly rejected with an accuracy rate of 100%. 
All the results presented in this thesis was performed on face recognition methodology 
used in [23]. The classifier was trained with limited data and makes use of views only from front 
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camera, of the IA challenge dataset. In typical IA applications much of CA would be based on 
person/head tracking from all three camera views. 
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CHAPTER 6: CONCLUSIONS  
 
 We have addressed a critical area of cybersecurity: Continuous Identity Assurance of 
individuals accessing secure systems. Although the importance of identity assurance is well 
known, very little progress has been made in developing systems that provide Continuous Identity 
Assurance as an integral part of cyber security systems. Prior research efforts have been ad hoc, 
one of a kind research prototypes. None of the proposed approaches have been tested on 
standardized datasets with rigorous formal performance evaluation protocols. 
In this thesis we have formally collected video data from human subjects and created the  
Identity Assurance challenge dataset. Each subject’s video is divided temporally into three subsets. 
This dataset can be used to evaluate the performance of IA algorithms as they confirm the identity 
of subjects within each set and correctly matching the identity of subjects across the three subsets.  
We hope the dataset created serves as a benchmark dataset for performance evaluation and 
encourages researchers to develop better continuous identity assurance algorithms. 
We demonstrated a simple face detection and matching algorithm on sampled video frames 
using Principal Component Analysis to confirm the identity of subjects. In practice such IA 
modules would have to do continuous authentication in order to monitor and track the logged in 
user. Such modules can make use of single or multi modal biometrics to recognize and track the 
logged in user.  
  
28 
  
 
 
 
 
 
REFERENCES 
 
[1] Merkow, M., and J. Breiththaupt: Information Security: Principles and Practices. 
Prentice Hall Press, 2005.  
 
[2] Niinuma, K., A. K. Jain, B.V. K. V. Kumar , S. Prabhakar and A. A.Ross, 
Continuous User  Authentication Using Temporal Information, vol. 7667, SPIE, 2010  
 
[3] Deutschmann, I. and J. Lindholm, "Behavioral biometrics for DARPA's active 
authentication program", Biometrics Special Interest Group (BIOSIG), 2013 International 
Conference of the, pp. 1-8, 2013.  
 
[4] Niinuma, K., U. Park and A. K. Jain, "Soft biometric traits for continuous user 
authentication", IEEE Trans. Inform. ForensicsSecurity, vol. 5, no. 4, pp. 771-780, 2010.  
 
[5] Miller, B., "Vital signs of identity", IEEE Spectrum, vol. 31, pp. 22-30,1994.  
 
[6] Monrose, F. and A. D. Rubin, "Keystroke dynamics as a biometric for 
authentication", Future Gen. Comput. Syst., vol. 16, no. 4, pp. 351-359,2000  
 
[7] Jain, A.K., A. Ross and S. Prabhakar, "An introduction to biometric recognition", 
IEEE Trans. Circuits Syst. Video Technology, Special Issue Image and Video-Based 
Biomet., vol. 14, no. 1, pp. 4-20, 2004.  
 
[8] Mondal, S., &and P. Bours, Continuous authentication in a real world settings. In 
2015 eighth international conference on advances in pattern recognition (ICAPR) (pp. 1–
6). IEEE, 2015.  
 
[9] Guennoun, M., Abbad, N., Talom, J., Rahman, S. M., & El-Khatib, K. (2009). 
Continuous authentication by electrocardiogram data. 2009 IEEE Toronto International 
Conference Science and Technology for Humanity (TIC-STH)., pp. 40-42, 2009. 
 
[10] Janakiraman, R., Kumar, S., Zhang, S., & Sim, T. (2005). Using Continuous Face 
Verification to Improve Desktop Security. 2005 Seventh IEEE Workshops on Applications 
of Computer Vision (WACV/MOTION'05) - Volume 1.  
 
[11] Guidorizzi, R. P. (2013). Security: Active Authentication. IT Professional IT Prof., 
15(4), 4-7. doi:10.1109/mitp.2013.73.  
 
29 
  
[12] Shotton, J., Sharp, T., Kipman, A., Fitzgibbon, A., Finocchio, M., Blake, 
A.,.Moore,    R. (2013). Real-time human pose recognition in parts from single depth 
images. Communications of the ACM, 56(1), 116.:–124, 2013.  
 
[13] Segundo, M. P., Sarkar, S., Goldgof, D., Silva, L., & Bellon, O. (2013). Continuous 
3D Face Authentication Using RGB-D Cameras. 2013 IEEE Conference on Computer 
Vision and Pattern Recognition WorkshopsWorkshops (CVPRW), 2013 IEEE Conference 
on, pages 64–69, June 2013.  
 
[14] https://www.idesg.org/The-ID-Ecosystem/Overview  
 
[15] http://www.idesg.org/About/Overview 
 
[16] https://kantarainitiative.org/idassurance/  
 
[17] http://kantarainitiative.org/confluence/display/LC/Identity+Assurance+Framewor
k  
 
[18] http://www.proctoru.com/safety.php  
 
[19] http://vproctor.com/  
 
[20] https://en.wikipedia.org/wiki/Belmont_Report  
 
[21] http://download.cnet.com/Avidemux-64-Bit/3000-13631_4-75453620.html  
 
[22] http://www.videolan.org/vlc/index.html 
 
[23] https://www.sighthound.com/products/cloud/recognition/tutorial 
 
  
30 
  
 
 
 
 
 
APPENDIX A: IRB APPROVAL REQUEST FORMS 
 
A.1 Protocol Guidelines Form  
This section includes the sample Protocol Guidelines Form submitted to IRB, for this 
project. 
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A.2 Survey Instrument Form 
 This section shows a sample Survey Instrument Form submitted to IRB for this project. 
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A.3 Recruiting Email 
This section shows a sample Recruiting Email submitted to IRB for this project 
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APPENDIX B: APPROVED IRB DOCUMENTS 
 
B.1 IRB Approval Letter 
This section shows the IRB approval letter for this project. 
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B.2 IRB Approved Informed Consent Form 
This section shows a sample Recruiting Email submitted to IRB for this project. 
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