Abstract Internet is the most important information exchange means nowadays and has become the core communication environment, not only for business relations, but also for social and human interaction. Yet, the immense success of Internet has created even higher hopes and expectations for new immersive and real-time applications and services. However, there are no guarantees that the current Internet will be able to support them. To face the new requirements coming from these new applications and services, several architectural approaches have been proposed. Evolutionary and clean-slate approaches, based on content-centric architectures, have been proposed for meeting new requirements regarding media. This paper highlights the main architectural functions and presents a revolutionary protocol stack and a holistic architectural approach that targets Future Media Internet (FMI). Among the architectural functions and the holistic approach, the paper presents solutions to overcome the current content delivery limitations, moving intelligence in the network and converting it into a content oriented/centric network, that goes well beyond current CDNs; supporting the functionalities for producing, publishing, caching, finding and consuming content; and a novel Future Media Internet protocol stack and network architecture.
Introduction
Nowadays the Internet is the most important information exchange means and has become the core communication environment not only for business relations, but also for social and human interaction. The immense success of Internet has created even higher hopes and expectations for new immersive and real-time multimedia applications and services, which the Internet, as we know it today, may not be able to support. Advances in video capturing and processing lead to massive creation of new multimedia content and applications that will provide richer immersive experiences, including 3D videos, interactive environments, network gaming, virtual worlds, etc. Thus, scientists and researchers from companies and research institutes world-wide are working towards designing and building the architecture and protocols of the Future Internet.
The Future Internet (FI) is expected to be a holistic communication and information exchange ecosystem, which will interface, interconnect, integrate and expand today's Internet, public and private intranets and networks of any type and scale, in order to provide efficiently, transparently, timely and securely highly-demanding services to humans and systems. This complex networking environment may be considered from various interrelated perspectives: the networks & infrastructure perspective, the services perspective, the media & information perspective. The focus of this paper is on the media and information perspectives, which along with the network perspective formulate the concept of Future Media Internet. The Future Media Internet (FMI) is the FI viewpoint that covers the creation, generation, delivery and consumption of media over the Future Internet ecosystem.
Significant efforts world-wide have already been devoted to define, build and validate the FI and/or some of its pillars: in the US, the NetSE [11, 22] funding programme, the AKARI [20] program in Japan, the Future Internet [21] program in Korea. In Europe a significant part of the Seventh Framework Programme (FP7) for Research and Technological Development has been devoted to the Future Internet [9] , partially funding both large and small/targeted research projects (4WARD [1] , COAST [4] , NEXOF-RA [15] , IoT-A [14] ). Moreover, a number of industrial and academic experts groups world-wide have been formed, aiming to define the path to the Future Internet. For example the EU Experts Reference Groups, Future Internet Architecture (FIArch) [6] and Future Media Internet-Think Tank (FMIA-TT) [10] , both coordinated by the EU project nextMedia [8] have the concrete goal of producing the conceptual design of a Future Internet Architecture and a content-oriented variation respectively. This paper aims to highlight the main architectural functions and propose a new protocol stack and a holistic architectural approach that targets Future Media Internet. Similar work has been proposed for advances in networking, mainly for content-centric networks, with the most relevant being perhaps the Van Jacobson approach [13] . To our knowledge the holistic approach proposed in this paper has not yet been addressed by other papers. Among the architectural functions, the paper presents solutions to overcome the current content delivery limitations, moving intelligence into the network and converting it into a content oriented/centric paradigm. The Internet publishing, caching, discovery, identification, and consumption processes are improved as a Future Media Internet oriented protocol stack, as a replacement of today's OSI protocol stack layers and an FMI network architecture are proposed. This paper has followed a clean-slate approach for the protocol stack, but taking into account the possible application to the Internet networks. The question of clean-slate versus evolutionary approaches in Internet architecture has been raised many times [16] .
The paper is structured as follows. Section 2 highlights some of the major content delivery limitations of current Internet; the high-level FMI network architecture is presented in Section 3, while the FMI protocol stack and the proposed decomposition to a network architecture are presented in Sections 4 and 5 respectively. Conclusions are given in Section 6.
Current internet content delivery limitations
This section reviews how content discovery, retrieval, and delivery is handled today, highlighting current limitations on content delivery. Based on the initial discussion, this section will highlight how the proposed approach innovates. Today, the majority of Internet usage is for data retrieval, data delivery/streaming and Web services access and when the user wants to consume content, its location is oblivious. That is, the user knows that s/he wants news from CNN, videos from YouTube or weather information, but does not know or care on which machine the desired data or service resides. The above functionality can be realised by the network architecture as shown in Fig. 1 . The network consists of: a) Content Servers or Content Caches (either professional or user generated content and services), b) centralised or clustered Search Engines, c) core and edge Routers and optionally Residential Gateways (represented as R1 to R5) and d) Users connected via fixed, wireless or mobile terminals.
The initial step is Content Discovery by the Search Engines: the Search Engines crawl the Internet to find, classify and index content and/or services. Alternatively, users may publish content and manually inform the search engine. The second step is Content Discovery by the User: the user queries a Search Engine and gets as feedback a list of URLs where the content is stored. The last step is Content Delivery/Streaming: the user selects a URL and the content is delivered or streamed to him.
In order to show an example of the limitations of today's Internet, let's consider the simple case of the delivery of a very popular video or a flash crowd from a Content Server 1 in Fig. 1 (e.g. a YouTube server). If a few dozen users from the same neighbourhood block request a video, this same video will be streamed to each of these users separately. If a neighbourhood has a few dozen square blocks, and a city a few hundred neighbourhoods, the very same video will traverse the same network links many thousands of times. If this same video were as popular at the country and world-wide level, we could soon run out of existing bandwidth just for this single popular video stream. This means that, the aforementioned three steps of content discovery and delivery can be significantly improved: & In the network dynamic caching: If the content could be stored/cached closer to the end users, not only at the end-points as local proxies but also transparently in the network (e.g. routers, servers, nodes, data centres), then content delivery would be much more efficient. & Content Identification: If the routers could identify/analyse what content is flowing through them, and in some cases be able to replicate it efficiently, the search engines would gain much better knowledge of the popularity of content and provide information -even with respect to "live" video streams. & Network topology & traffic: If the network topology and the network traffic per link were known, the best end-to-end path (less congestion, lower delay, more bandwidth) could be selected for data delivery. & Content Centric Delivery: If the content caching location, the network topology and traffic were known, more efficient content-aware delivery could be achieved based on the content name, rather than where the content is initially located. & Dynamic Content Adaptation & Enrichment: If the content could be interactively adapted the user experience would be improved. For example the format of the video could be adapted to the terminal capabilities, size or to the network QoS. Even beyond that, the video could be enriched with added layers or richer metadata.
High-level FMI network architecture
In order to face the above limitations, we propose moving intelligence into the network and convert the Network Architecture of Fig. 1 , into a content-centric FMI (Future Media Internet) architecture as shown in Fig. 2 [23, 2] . The FMI architecture will consist of different virtual hierarchies of nodes (overlays), with different functionalities. In Fig. 2 , we depict three layers. This model may be easily scaled to multiple levels of hierarchy (even mesh instantiations, where nodes may belong to more than one layer) and multiple variations, based on the content and the service delivery requirements and constraints.
In a realistic roll-out scenario, the FMI deployment is expected to be incremental. This is because we expect that today's existing legacy network nodes (core routers, switches, access points) will be part of the Internet deployments worldwide at least during the shortmedium term, so the proposed architecture should be backwards compatible with the current Internet deployment.
Going to the layered architecture, at the lower layer, the Service/Network Provider Infrastructure Overlay is located. Users are considered as Content Producers (user generated content) and Consumers (we can then call them "Prosumers"). This Network Infrastructure Overlay is the service, ISP and network provider network infrastructure, which consists of nodes with limited functionality and intelligence (due to the cost of the network constraints). Content will be routed, assuming basic quality requirements and, if possible and needed, cached in this layer.
The medium layer is the Distributed Content/Services Aware Overlay. Content-Aware Network Nodes (e.g. edge routers, home gateways, terminal devices) will be located at this overlay. These nodes will have the intelligence to filter the content and Web services that flow through them (e.g. via deep packet Inspection [5] or signalling processing [19] ), as well as being able to identify streaming sessions and traffic (via signalling analysis) and provide qualification of the content. This information will be reported to the higher layer of hierarchy (Information Overlay). Virtual overlays (not shown in the figure) may be considered or dynamically constructed at this layer. We may consider overlays for specific purposes e.g. content caching, content classification (and depending on the future capabilities, indexing), network monitoring, content adaptation, optimal delivery/streaming.
With respect to content delivery, nodes at this layer may operate as hybrid client-server and/or peer-to-peer (P2P) networks, according to the delivery requirements. As the nodes will have information about the content and the content type/context that they deliver, hybrid topologies may be constructed, customised for streaming complex media such as Scalable Video Coding (SVC) or Multi-view Video Coding (MVC).
At the highest layer is the Content/Services Information Overlay. It will consist of intelligent nodes or servers that have a distributed knowledge of both the content/webservice location/caching and the (mobile) network instantiation/ conditions. Based on the actual network deployment and instantiation, the service scenario, the service requirements and the service quality agreements, these nodes may vary from unreliable peers in a P2P topology to secure corporate routers or even Data Centres in a distributed carrier-grade cloud network. The content may be stored/cached at the Information Overlay or at lower hierarchy layers. Though the Information Overlay we can always be aware of the content/ services location/caching and the network information. Based on this information, a decision on the way that content will be optimally retrieved and delivered to the subscribers or inquiring users or services can be made.
Content workflow: from production to consumption
In the above layered architecture, the following steps for producing, publishing, caching, finding and consuming content may be considered. The content is produced (generated and prepared for the delivery) in two steps. It is generated (in the source) and stored in a server, which can be, for example, a home server, a residential gateway (RG), a network video server (e.g. YouTube) or even a mobile phone. In parallel, some metadata may be created manually by the content creator or generated automatically using annotation tools (or a combination of both). In all cases, the content is published inside the FMI architecture network either via a manual publishing procedure or via an automatic content discovery and identification procedure (via normal crawling or "on-the-fly" discovery using Deep Packet Inspection (DPI) techniques). The publish procedure enables the content to be found through the search engine and accessible through the FMI network. 1 A user can directly consume content utilizing the FMI network if he/she knows exactly the content item he/she is looking for. In most cases, users are looking for content items related to some abstract concepts or associated with some context; for example, a user can try to find videos of the Italian goals in the semi-final of the FIFA 2006 world cup and consume them packed together, or for example obtain and view a collection of the videos of his/her friends in a social network which have visited a place on summer holidays (with warm weather) to prepare his/her trip to this place in a similar month of the year. In order to consume content, the first step is to search for the content items related to this abstract concept using a search engine. The search engine will return content items, some of which may have been stored inside the FMI network. If the user desires to access content, stored/ cached in the FMI overlay or not, it will fetch the content onto its local server. As the content is delivered in the FMI overlay network, it may also be cached by different cache nodes. This decision can be based on criteria such as the awareness of the content flowing through its nodes or to limit the overheads imposed by the process (depending on the application, the requirements may be different) [17] . Then, the user will receive and consume the content. As we are assuming that FMI will support high volumes of new media types, such as 3D videos, which are more and more being demanded by the users, content adaptation and enrichment must be provided based on the device used by the user, its connectivity, and any form of user interaction to cope with new and current media types distribution, assuring a compatibility between networks, terminals and contents irrespective of the media type.
The network will also analyze the content being requested through it. This information is collected and used by the search engine. In particular, the analysis determines the popularity of the content items and helps the content discovery (that would not be discovered by active crawling, or that would be discovered after the process end). It will also monitor its own state, as for example the connectivity between nodes, in order to report it to various components.
In the following, we will overview how these steps are implemented by the main architectural components. In particular, we will highlight the design alternatives and the novel technical challenges faced by the paper after considering different alternatives.
FMI protocol stack
It should be noticed from the very beginning that the proposed protocol stack as described in this section, covers the complete FMI functionality which may exist at some edge nodes, servers and terminals but is not expected to be present at all nodes of the network. On the contrary, due to cost limitations and the need for reusability of the existing infrastructure, grouping and subsets of the proposed functionality will necessarily be based on the network planning.
For the FMI protocol stack, we propose the replacement of today's OSI protocol stack layers with functional stratums. We consider as stratums large vertical blocks, which target specific functionality and cover different viewpoints of the FI. As can be seen in Fig. 3 , for the FMI we envision four stratums. The network stratum is located at the lower part of the protocol stack, assuring that groups of bits (e.g. data packets, video chunks, control messages, out of band signalling) are delivered to the higher layers. This stratum is responsible for handling the network infrastructure related issues, including the large diversity and scale of nodes (i.e. routers, edge devices, residential gateways, servers, terminals and sensors), the virtual representations of network resources, the network topologies and load balancing and the physical characteristics of the network infrastructure.
As already explained, the FMI targets content creation, generation, delivery and consumption in the Future Internet environment. As such, we consider two stratums over the network stratum: the content stratum, which assures efficient, timely and securely delivery of the content and offers a virtual representation of the content and the services stratum, which assures flexible and reliable discovery and delivery of the services and the services' components that manipulate the content and the information. It should be noticed that the services stratum is considered to embrace the content stratum, as in most cases the services components and APIs will be needed for content handling, though direct interfaces between the content and the network stratums are also considered. These three stratums are considered as the core of the FMI, while abover these stratums, we assume that the Applications and Information Stratum is located, which utilises the services and content stratums and interfaces with the end-user.
In more detail we foresee that the Network Stratum will provide two basic functionalities: transmission of groups of bits and discovery of network resources (new nodes, nodes' capabilities, alarms, events, traffic analysis etc.). Moreover we consider that the transmission component will include issues like buffering and admission control, whereas the discovery component will include a sub-block offering semantic analysis of the network resources. The network resources information is forwarded to the selfconfiguration & healing component, which offers sustainability, adaptability, selforganization and self-recovery and covers issues like mobility and network fluctuation. It is also responsible for monitoring and tracking activities (for accounting, traceability and security issues) and realising policies of the network operator, supporting tussle and open competition. At the interface between the network stratum and the services/content components lies the virtualisation sub-layer, which offers a unified representation of the network resources to the top stratums. The virtualisation sub-layer may also be named "abstraction sub-layer" as the main functionality is to hide the complexity of the low level stratum resources to the high level ones, and ease the operation of the applications and information exchange (Fig. 4) .
In the services stratum, we foresee service resources searching (active) and discovery (passive) of any kind of service, service component or even process that offers an open interface (e.g. Semantic Web services, RESTful services, WSDL services, processes, services mash-ups, etc.), including semantic analysis of the discovered service components. The services stratum also offers a services processing component, which handles services ranking, reasoning, dynamic composition and execution. The processing component is also responsible for authentication and authorization, monitoring and tracking activities (for accounting, traceability and security issues) and realising policies of the service providers, supporting tussle and open competition. It is supported by the discovery and the services searching components. All service descriptions may be stored in a service repository, which for simplicity we assume that is included in the processing component. Finally, services' related communication is achieved in a reliable, transparent, efficient and secure manner via the services delivery component.
In the content stratum, one of the most important foreseen units is the content delivery component. This component is responsible for specialised, reliable, transparent, efficient, timely and secure content-aware delivery. Many design orientations and solutions are candidates for this component, including IP routing, routing by name [13] , P2P delivery, content hybrid routing [3] , etc. but we have preferred to keep it open for future developments, assuring compatibility and openness. Moreover, the delivery component in some cases may penetrate the virtualization sub-layer in order to directly communicate with the transmission component. Content delivery will operate in very close collaboration with the content caching component, which will provide temporal storage of the delivered content, both as autonomous content files and as part of video streams (content chunks). The content caching components from different nodes may collaborate in order to provide a fully distributed storage space, following various distributed caching and cloud technologies [18] . The content processing component will offer coding, encryption, adaptation and enrichment functions in the network. The processing, caching and delivery components will be assisted by the searching component, which will offer content discovery, identification and content popularity calculation, both assisting towards caching optimization and for monitoring and tracking activities.
FMI network architecture
As already explained, due to network planning cost limitations and the need for reusability of the existing infrastructure, it is expected that different nodes in the network may not host all stratums and/or host subsets of the proposed functionality of each stratum. Based on this assumption, Fig. 5 shows a hierarchical view of the FMI network architecture, which details the network architecture of An assumption would be that delivery and caching nodes' functionality would co-exist in most cases, followed by the discovery and the processing functionality.
The proposed FMI functionality may be fully distributed at the content/services distributed overlay. For our explanation, for presentation and simplicity reasons, we may physical nodes or may be a fully distributed abstract functionality. The locator module will redirect content requests to the "best" cached copy, where "best" is defined based on perceived Quality of Service (PQoS) of the user. In order to make the decision it may also communicate with the network/traffic monitor entity. The optimizer module will support caches in deciding which object they should store or evict. & Network Topology/Traffic Optimizer: It is responsible for gathering all network related information: topology, traffic, characteristics of the user Internet access and, optionally, user location. It may be a variation of an IETF ALTO server [12] or communicate with/supported by external traffic and network optimizer servers.
Finally, as entry points to the FMI we have defined the FMI Entry Point (FMI-EP). The FMI-EP may be hosted at a local router or a Residential Gateway and is responsible for seamless operation, termination of FMI protocol stack processes (e.g. receiving and adapting content delivery) and optimal content fetching and streaming.
It may be noticed that some functionality could be aggregated in less functional entities or that some entities could be removed. For example, the FMI-EP module may be overloaded to perform also the Content Cache Locator role, whereas the Cache optimizer would be distributed at the overlay network. Indeed, this may depend on the final implementation approach chosen (as the purpose of this section was to emphasize the functional blocks, rather than propose an actual instantiation).
It should be emphasised that the proposed FMI architecture introduces a number of new entities, which however are fully compatible with existing Internet architecture. The proposed FMI architecture may be deployed in parallel to the current Internet as all the complexity is hidden from the end-users/terminals via the FMI-EP. Indeed, a limited reference deployment is expected to take place within the FP7 COAST project [7] . As is shown in Fig. 6 , COAST test sites (with subset of the proposed FMIA stack) will be built in TID, Yahoo, NEC, TUB, HHI, Polito and UCLA, and will be fully interconnected with experimental facilities. Additional experimentation, validation and comparison in real life experiments and competing with other reference architectures are considered as future work.
Conclusions
The immense success of the Internet has created high hopes and expectations for new immersive and real-time applications and services. Towards this future environment there are supporters that believe that re-engineering of some Internet protocols is adequate and others that believe that a holistic re-design of the Internet is needed.
We believe that extensions, enhancements and re-engineering of today's Internet protocols may solve many of the problems which have appeared in the last decade. But the Future Internet design is a multi-dimensional problem. Improvements in each dimension may help to create new solutions and solve some of the partial problems, but a holistic approach is needed to provide a holistic solution which can really cover the expected applications and services described in this paper.
One of the possible solutions is the reference architecture, its functions and the new protocol stack that targets the Future Media Internet as a holistic ecosystem as we have described, with the advantages expressed in this paper, and the open opportunities to accommodate different instantiations which may appear in the future.
