Abstract-For efficient network investments, insight in the expected spatial spread of new load and generation units is of prime importance. This paper presents and applies a method to determine key factors for adoption of photovoltaics, electric vehicles, and heat pumps. Using a logistic regression analysis, the impact of geographical and socio-economic factors on adoption probabilities of these new energy technologies is quantified. Income level, average age, and household composition are shown to be important factors. Additionally, for photovoltaics, peer effects were also shown to significantly influence the likelihood of adoption. The implementation of the developed models and the achievable improvement in prediction accuracy is demonstrated by application to a scenario study based on historical data. The models can be incorporated in future energy scenarios to provide a probabilistic spatial forecast of future penetration levels of the mentioned technologies and identify key areas of interest.
I. INTRODUCTION
T HE ongoing energy transition is paired with a substantial growth in more sustainable technologies connected to the power system. In countries all over the world large increases in renewable generation from wind turbines and photovoltaics (PV) are observed [1] , of which the former mainly in large scale (Megawatts) sizes and the latter both in the form of large and small scale (kilowatts) installations. Additionally the heating and transport sector are witnessing a shift to more energetically efficient options such as heat pumps (HP) and electric vehicles (EV). This leads to an electrification of several large energy streams and has a significant effect on the energy supply system as a whole and impacts the requirements for electricity transmission and distribution networks. Especially in countries that R. Bernards is with the Electrical Energy Systems Group, Eindhoven University of Technology, Eindhoven 5600 MB, The Netherlands (e-mail: r.bernards@tue.nl).
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currently rely for a large part on gas infrastructure for heating, such as the Netherlands, Germany and the UK, the increased electricity flows will substantially change the future grid loading and hence necessitate adapted network design and investment planning. Taking into account these new generation and loads in (network) planning studies is not straightforward as there are large uncertainties regarding future growth and use of these energy transition technologies. In presence of such large uncertainties planners can employ scenario studies to assess an array of possibilities covering a wide diversity in possible futures. Reference [2] - [6] describe several scenario studies for the Netherlands, of which [2] and [6] also incorporated grid impact analyses. Planners may use such scenarios to estimate expected load growths and schedule required investments accordingly. The limitation of many of such scenario studies however is the fact that they generally assume an evenly distributed increase in new technologies, e.g. a 50% penetration level homogeneously distributed over the entire region of interest. In contrast, as the energy transition progresses and the number of installed PV systems, EVs and HPs is increasing we can currently discern a large spatial disparity in local penetration levels. Fig. 1 shows for instance the diversity in PV penetration levels for municipalities in the Netherlands. The penetration level refers here to the number of households in an area that have adopted PV relative to the total number of households. Varying local penetration levels of these different technologies will lead to different load profiles, e.g. an increasing penetration level of PV would lead to more local generation and might cause negative power flows during the day, while increasing numbers of EVs and HPs increase electricity consumption and are likely to increase peak loads in the network. As they might therefore impact the timing of necessary grid investments, the spatial diversity should be incorporated in the scenarios for a proper assessment.
A. Related Work and Contribution
Previous studies suggest the adoption rate of energy technologies can be linked to different attributes of the people that adopt these technologies, as well as attributes of the technologies themselves. Recent work in this field includes for PV [7] - [19] , for EV [20] - [33] , for HP [34] - [39] . By using mostly data obtained from surveys, a wide range of variables is assessed in various works, which can mainly be identified as socio-economic or demographic variables, technical variables relating to the technology itself, variables relating to building characteristics, or households' attitudes to and knowledge of environmental topics. Some studies focus on the temporal adoption aspects, investigating key factors related to the evolution of adoption over time [7] , [18] , [21] - [24] , [34] - [36] , while other studies focus specifically on the determining factors between different customers and areas [8] - [13] , [27] - [31] . Additionally for PV there are several studies that consider an integrated spatio-temporal model [15] , [19] . The majority of these studies deal with determining the statistical significance of different factors and their coefficients, and provide recommendations from a policy perspective [25] . Only few [19] , [27] , [29] , [33] make an additional step to applying these models for prediction of spatial distribution of adoption for planning studies. Additionally, none of the existing literature treats how to apply the statistical models to different future scenarios. While for instance [19] does treat a single scenario prediction, due to the integrated nature of the model, it is not able to be flexibly adapted to other possible scenarios.
This work contributes to the existing literature in several ways. Firstly, by showing how to apply statistical models to diversify future adoption scenarios to local specific scenarios. We show that adapting homogeneous growth scenarios using probability scaling with a trained logistic regression model improves prediction accuracy of adoptions. The homogeneous adoption scenarios can be independently adapted to allow for a flexible method which can asses multiple different possible futures. To the authors' best knowledge this is one of the first works that demonstrate the improved prediction accuracy of such models with a probabilistic forecast for an actual large scale network area (2.6 million customers). Secondly, while most existing work focuses on a single technology, here the effects on adoption probability of different energy transition technologies in the same area is investigated simultaneously and their correlations (or lack thereof) are uncovered. While [39] does consider adoption of multiple energy technologies, the focus there is mainly on the policy implications of the significant determinants, no consideration is given to applying the models for predictions and correlations between adoptions of different technologies. This is an important aspect, as the electricity network experiences the combined effects of these technologies and thus their impact should be treated simultaneously in scenario studies. Thirdly, by making use of a large-scale dataset which has not been encountered so far in the literature. The vast majority of literature used surveys with a relatively limited number of observations, or from a specific focus group. The datasets in this research are either large-scale (2.6 million observations in case of PV), or from a diverse area (regional data from the entire area of the Netherlands in case of EV, 390 observations). Only [9] used a similar size dataset for PV adoptions. In addition, a substantial part of the statistical analyses in existing literature were carried out on a stated intention to adopt, not on actual adoption itself. While the determinants for intention to adopt and actual adoption may be similar or identical, their effect on output probability will most likely differ substantially [22] . The data used in this study only uses actual adoptions, and besides adding new case specific information also adds to the existing body of literature on application of statistical models for identifying key determinants for adoption of the mentioned technologies.
B. Aim of This Study
The focus of the existing literature is mainly on finding statistically significant predictors and attempting to explain their impact from a sociological or policy perspective, but rarely consider implementation in planning studies.
To include the impact of such models in the regular network planning process a grid operator requires a quantifiable expected spatial distribution of adoption of technologies and be able to obtain all required data. It is for instance not feasible to include data which can only be obtained through surveys such as individual residents' attitude towards climate change or education level, as these data can not feasibly be obtained for the entire network area. Here we will focus on a methodology to estimate the expected spatial distribution of adoption of new technologies using open data on socio-economic attributes, combined with grid operator knowledge and data on current geographical distribution of technologies and energy use.
The aim of this study is to develop and demonstrate a methodology to quantify the effect of different factors on adoption of grid-connected residential energy technologies, which can be incorporated into a (probabilistic) spatial forecasting method for planning problems. The basis for the methodology outlined here was proposed by the authors in [40] . This paper extends the original work to a broad scale analysis of key predictors for several energy transition technologies in the Netherlands. This work adds to the existing knowledge base on energy technology adoption by using a large scale dataset with a wide array of variables to analyze key attributes in adoption and quantify their coefficients, as well as makes an additional step by describing the method and models such that they are practically implementable in network planning studies.
The models synergize with probabilistic optimal planning methods such as presented in [41] - [43] , which assume either a fixed or homogeneous distribution of PV or EV, by providing probabilistic estimates for the expected spatial adoption of these different technologies. The paper also covers a combined assessment of the adoption of the different technologies and evaluates the improvement in prediction accuracy that the models can bring to scenario studies.
The remainder of this paper is organized as follows. First in Section II a summary of the data that is used for the analysis is given. Then Section III describes the methodology to estimate the probability of technology adoption from these data. In Section IV, the methodology is applied to determine influential factors for adoption of several technologies individually and quantify their effect. Finally, in Section V the individual adoption estimates are combined into a joint assessment of local penetration and impact levels.
II. DATA DESCRIPTION
The data used in this analysis are obtained primarily from publicly accessible sources. Factors to include in the analysis have been selected based on a review of the literature on energy technology adoption and data availability, and have been grouped in four different categories: Building and area characteristics, Socio-economics, Demographics and Energy & technology. Data on building characteristics and geographical location were obtained from the Dutch Cadastre. Socio-economic and demographic variables were obtained from the Dutch Central Bureau of Statistics (CBS). Due to privacy considerations these data are not publicly available at the individual level but rather aggregated per 6-digit zip code (usually around 10 -40 addresses). The dataset on building characteristics was used to link all other variables to their specific building, and also contains the buildings year of construction (YearConstructed) and footprint area (Area). Variables related to building area characteristics are address density (AddressDensity), average house prices (HousePrice), percentage of high rise buildings (PercHighRise), number of households in zip code (NumHH). Demographic variables related to household composition are the total number of residents (NumResidents) and percentage of male and female residents (PercMale), percentage of household members within a certain age group (Perc00-14, Perc15-24, Perc25-44 etc.), percentages of single person households (Perc1p), single-parent households (Perc1pa), multi-person households without children (PercMp), two-parent households (Perc2pa) and average household size (HHsize). Socio-economic variables are the average monthly income (Income) and its logarithm (LogIncome), the home ownership rate (PercOwned) and number of income receivers (NumIncReceiver). The logarithmic scale is an often used transformation for income variables as the distribution of income levels tends to be positively skewed which can be made more normal by log transforming. The final group of variables are related to energy and technology and contain yearly energy use of both gas and electricity (EnergyUseE, EnergyUseG), percentage of households with district heating (PercDistrHeat), number of cars per household (CarHH) and the number of PV installations in a 100 and 250 meter radius, prior to own installation, (PvDist100, PvDist250). A summary of the descriptive statistics for these variables for the Netherlands are given in Table I .
III. METHODOLOGY
The goal is to obtain insight in the influential factors impacting adoption of different energy technologies and determine a parsimonious model for prediction of the adoption probability. This model should estimate the adoption probability as good as possible given the available data, while containing only variables which have a statistically significant influence on the predicted probability. To this end, the data are analyzed using logistic regression to determine the statistically relevant variables and their corresponding coefficient estimates. Logistic regression is by far the most used technique for modeling binary response data and its probabilities [44] . While ordinary least squares (OLS) regression could be employed to determine the statistical significant variables [45] , this would not allow for direct estimation of the adoption probability. Binomial logistic regression fits the data to the logit transform of the probability of interest [46] , other used link functions are the probit and complementary log [47] . Often however, the results of using different link functions do not exhibit large differences [29] , and because the coefficient estimates are more straight-forward to interpret in logit regression, in this paper we focus on the use of this link function. For completeness the datasets are also analyzed using the probit and complementary log regression and the (minor) differences in performance are shown in Table VII in Appendix B. The logit transform and regression fit are determined using:
where p is the estimated probability, β 0 is the coefficient for the intercept, β i and x i are the coefficient and value of variable i. The coefficient estimates are obtained using maximum likelihood estimation. The likelihood of a dataset is determined by multiplying the individual probabilities of all data points using
where p n is the estimated probability of observation n and y n is the dependent variable for observation n (1 for adoption and 0 for non-adoption), and B is the set of beta coefficients for all variables included in the model and the intercept. Equation (3) can be maximized by evaluating the likelihood equations [3] , which are obtained by differentiating the logarithm of the likelihood function and are given as
where X n is the set of variables for observation n. This yields the set of coefficient estimatesB and the corresponding likelihood
To identify the key parameters which should be included in the final adoption prediction model, a stepwise variable selection method is employed using a likelihood ratio test (chi-squared deviance test) and additional cross validation. The variable selection process is shown in the flowchart in Fig. 2 . In the stepwise phase we start with the null model, add each of the variables individually and compute their marginal contribution to the likelihood function l(B). The variable with the largest (statistically significant) contribution to the likelihood is then added to the preliminary model. Whether any variable has a statistically significant impact is evaluated using where D is the deviance statistic comparing a model with coefficient estimates B 1 with a model with one extra variable and coefficient estimates B 2 . The corresponding p-value is calculated by entering D in a Chi-squared distribution with one degree of freedom. Consequently this process is repeated, adding each variable to the resulting preliminary model and evaluating their marginal contribution. This continues until no further single variable passes the likelihood ratio test for significance.
To prevent overfitting, k-fold cross validation is then carried out on the preliminary model to remove any excess variables and determine the final prediction model. During the cross validation the dataset is stratified into five folds, such that each fold contains an approximately equal technology penetration level. The model is recurrently trained on each combination of four folds and validated on the fifth fold. This process is repeated for ten iterations, in each iteration shuffling the data when determining the folds. Likelihood ratio tests are conducted for each combination of folds in each iteration, comparing the initially determined model with a reduced model where one of the variables is removed. The variable is considered significant if the average p-value for the tests is smaller than 0.05 and there is no excessive variance in calculated p-values. The number of folds is selected based on the trade-off between having as much as data points in the training set as possible, to achieve proper model training, while still having a sufficiently diverse validation set. In literature most commonly 5-10 folds are used [11] , [28] , [48] . Several preliminary cross-validation tests were executed on the datasets with a varying number of folds, however the conclusions regarding statistical significance for variables did not appear to change, and so five folds were deemed sufficient and also limit the computational effort required. To ensure the results are less prone to the specific stratification of the folds, the tests are repeated for multiple different pseudorandom variations of the folds and the results averaged. However, for a proper selection it is not only important that the average is accepted or rejected, but also that there is no large variance between the results (i.e. successive tests yielding very low and very high pvalues). For a large number of iterations the variance could be obscured, which could lead to erroneous conclusions about the statistical significance of variables [49] . Therefore the number of iterations is limited to ten, to ensure that variance between the individual cross validation runs is properly reflected.
Next we will apply this method to determine the main influential factors for adoption of several energy transition technologies.
IV. STATISTICAL ANALYSIS OF TECHNOLOGIES
In [50] , [51] , three technologies were identified as being the most likely to have a large impact on electricity networks already in the near future, specifically photovoltaics, electric vehicles and heat pumps. This is mainly due to their observed and expected growing penetration levels on the short-and mid-term and large potential simultaneous power consumption or production. The presented methodology will therefore be applied to these three technologies. Below we will discuss the analysis and corresponding statistical model coefficients for each technology individually, as different levels of data availability of the location of these technologies necessitate varying approaches.
A. Photovoltaics
The statistical analysis for PV is performed on the supply area of a Dutch grid operator with over 2.6 million connections, of the total of 9 million connections in the entire Netherlands. The geographical area is spread over the Netherlands and comprises many different customers with diverse characteristics and located in varying levels of urbanization. Data on the location of PV installations in this area was obtained from the Dutch Production Installation Register (PIR). The PIR is an online database maintained by the Dutch grid operators containing information on geographical location and other characteristics of local generation units such as PV and (micro-) CHP installations. An overview of the distribution of PV in the analyzed supply area is shown in Fig. 1 .
The stepwise regression method with cross validation as explained earlier is used to determine the statistically significant variables and their corresponding coefficient estimates. The resulting model is given in Table IV , showing the 17 included variables and coefficient estimates and standard error, along with the statistics for the Chi-squared tests and corresponding p-values. To reduce the effects of multicollinearity in determining statistical significance the variables are standardized. This also allows for comparison of the relative strength of each variable. Standardization is done by subtracting the mean and dividing by the standard error using where x i,m ean and SE i are respectively the mean and standard error of variable x i . This scales the predictors such that they have mean zero and standard error 1. A comparison of the relative impact of each variable on the adoption probability is shown in Fig. 3 . The main factors exhibiting a strong relation to adoption probability are the income level and peer effect variables. When including only the income level and logarithmic transform of the income level, their effect on adoption probability can be visualized as in Fig. 4 . The average income level of over 90% of all observations falls between 1200 and 3500 euros per month. For this income range the adoption probability increases by 1.1 percentage point per 300 euros increase in income. For higher income levels the effect levels off. When including all other statistically relevant variables, the predicted probabilities become more diversified for higher income levels as shown in Fig. 5 . For income levels between 1200 and 3500 euros the relation remains relatively constant, demonstrating the strong correlation with income in this range. The dependency of the adoption probability on other variables is visualized in Fig. 6 , where for each variable in the final prediction model the average predicted adoption probability is plotted together with the observed penetration level. The adoption probability clearly scales inversely with the address density (larger density equals lower probability), and is positively correlated to average house prices and the percentage of home owners. Also it is clear that various household composition and age variables show a correlation to PV adoption, generally favoring large size households with young children and decreasing with a larger percentage of elderly people. Peer effects are another indicator for PV adoption, although not directly clear from the graph in Fig. 6 . However, this graph does not reflect that the number of PV installations in the area also scale with the variables related to address density. Judging by the coefficients in the standardized model (see Fig. 3 ) the number of PV installations installed in the direct vicinity (within a radius of 100 meters) of a household appears to have a positive impact on the likelihood of adoption. Looking at the total number of installations in a wider vicinity (250 meters), a small positive correlation could be seen but this is effect is much weaker and actually inverted when the (correlated) variable PvDist100 is also included in the model, judging by the negative coefficient in the final model. This is in line with other research [11] , [16] which suggest that presence of PV in the direct neighborhood is a strong contributing factor to adoption. Other statistically significant variables are related to household composition and age, and level of urbanization of the area. When looking at the individual coefficients of variables within a model one must always account for the aspect of multicollinearity, which entails that certain variables might exhibit correlations possibly obscuring the fitted coefficients. Moreover, multicollinearity might also hide otherwise statistically significant relations with the outcome variable. These issues are in part reduced by standardizing the variables. Additionally, collinearity diagnostics suggested by Belsley [52] were used to asses the strength and sources of collinearity in the model. The major cases of collinearity are within the groups of variables regarding percentages of age groups and percentages of household compositions, which are also intuitively quite clearly correlated. Different models are compared where for each group only one of the variables is included and the rest are excluded from the original fitted model. By including only one of each group of variables that exhibit a high level of collinearity, better insight can be obtained in the real impact of this variable. After correcting for this, the adoption model suggests increased odds of adoption for multi-person households with adults between 45-64 years, living in less urban areas. The final prediction model is selected as the highest Loglikelihood model, as when applying the model for predictions the individual coefficients are of less interest. The standard error of the estimated coefficients is caused by the variance in the dataset, i.e. observations with the same or very similar variables may have a PV system (y = 1) or not (y = 0). The maximum likelihood algorithm corresponds to the method that finds the coefficient estimates that minimize the error of the least squares fit to the log-odds ratio of the response variable [46] . The standard errors in our model can be considered low, they are all between 2−12% of their corresponding coefficient estimate. This indicates a high degree of certainty about the statistical significance and the approximate value of the estimated coefficient. The errors could be reduced for a specific dataset by including more variables, however this would lead to overfitting the data and would most likely increase the errors when applying the model on new data.
B. Electric Vehicles
For determining the relevant factors and corresponding coefficient estimates for adoption of electric vehicles a similar approach is used as for PV, however some modifications are required due to the relatively low current penetration level of EVs and the level of (open) data availability. In this research we regard both full electric vehicles (FEVs) as well as plug-in hybrid vehicles (PHEVs). Due to privacy issues geographical information of individual cars is not (openly) available, thus requiring us to look at aggregated values to identify relevant predictors. At the 1st of January 2017 the entire Dutch car fleet comprises 1.37% PHEVs and 0.16% FEVs. Because the current penetration level of EVs is rather low, this would result in a large number of areas with either zero or very few adoptions for low aggregation levels (e.g. zip code level). This could be problematic in finding a stable solution as looking at aggregations necessitates executing the regression analysis on quantities or ratios of the numbers of EVs. For smaller numbers of events these ratios are more unstable, which could lead to erratic results [33] . Following previous considerations publicly available data on the number of EVs per municipality were obtained from the Dutch Government Department of Road Traffic. This amounts to 390 observations with a mean EV penetration level of 0.7% and a standard error (SE) of 0.6%. Predictor variables from the original dataset are averaged at the municipality level, which reduces the variability and specificity but is required for a proper analysis. The predicted adoption probabilities on the municipality aggregation level per vehicle can thereafter be further diversified to an adoption probability per household on the neighborhood level by scaling them, using the average number of vehicles per household. The number of households in any neighborhood varies but mainly ranges from 100 to 1000 Fig. 6 . Comparison of predicted adoption probability and observed penetration level for a model using the full fitted model for all selected variables. The grey crosses represent the observed average penetration levels, the orange line a model fit with only that single variable, and the black line the average predicted probability from the full selected model.
households. This gives a sufficient level of specificity for many spatial planning problems.
The response is now modeled using a binomial distribution
where K n is the total number of vehicles in municipality n, y n the corresponding number of EVs, and p n the estimated probability for a vehicle belonging to a household in municipality n. And the likelihood is calculated as the product of predicted probabilities of each municipality
Applying the regression methodology yields the model shown in Table VI in Appendix A. Fig. 7 shows a comparison of relative strength of each (standardized) variable, after correcting for collinearity. Fig. 8 displays the dependency of the adoption probability to changes in the selected variables together with the observed penetration levels. The average household composition and income level are the main determining factors. Again the effect of income is strong and levels off for higher income levels, following from the positive coefficient for the logarithmic transformed income and negative coefficient for the linear income variable. After correcting for the main sources of collinearity caused by the groups of variables related to household composition and age we observe a reduced adoption rate for larger percentages of people above 44 year, and increased adoption rate for cities with a larger percentage of income receivers and two-parent households, partly compensated by favoring for smaller household sizes. In general this suggests an increased adoption in areas with a larger percentage of relatively young parents. Adoption is generally lower in more densely populated areas and areas with a larger percentage of high rise buildings, and higher in areas with a greater average energy use.
Note that in the regression analysis the variables relating to the number of PV installations in a certain area were not included. This was done to avoid possible double counting of any effect in the final part of this paper where we will look at correlated geographical spread of the three technologies. Fig. 9 shows the correlation between the observed and predicted number of EVs. The orange line highlights the theoretical perfect fit and the yellow line corresponds to the linear fit through the correlated points. For lower adoption rates the model overestimates and for higher rates the model underestimates the Fig. 8 . Comparison of predicted adoption probability and observed EV penetration level for a model using the full fitted model for all selected variables. The grey crosses represent the observed average penetration levels, the orange line a model fit with only that single variable, and the black line the average predicted probability from the full selected model. expected share of EVs. The residuals are scattered evenly around the fitted line and are normally distributed, suggesting an appropriate fit. The standard errors for the coefficient estimates range from 2−13%, indicating a high degree of certainty about the statistical significance and the approximate value of the estimated coefficients.
C. Heat Pumps
In this paper we focus on modeling the distributed individual adoption of energy transition technologies. Unfortunately no publicly available or readily obtainable data could be gathered on adoption and geographical location of individual heat pump units. In order to assess the factors affecting heat pump adoption, an analysis of the results of an OECD survey on household environmental behavior and attitudes was used [39] . In this extensive survey, data was collected from over 12 000 respondents from 11 OECD countries (including the Netherlands). The survey participants were asked questions regarding their adoption of energy efficient and renewable technologies and their behavior and attitudes towards environmental issues. On these results a logistic regression analysis was carried out to determine the main contributing factors for adoption of heat pumps and solar panels or investments in other energy efficient appliances or measures. The coefficients of the factors included in the model with the highest posterior probability are shown in Table V in Appendix A. The included factors are the (yearly) income level (LogYrIncome), average age (Age), whether the property is owned or rented (Ownership) and whether it is in a rural area or not (Rural). Additionally several factors describing environmental attitudes and behavior were included and used to cluster participants in three groups, as well as a categorical variable for each country. Overall the tendency to adopt HPs is increased for higher income levels and home owners, and decreases with age.
In order to be able to apply the reported model using the available data, several adaptions are necessary. As several of the reported influential factors can only be obtained by running surveys (e.g. a households environmental attitude), this is unfeasible to obtain for entire network areas of interest. These are therefore included as a categorical offset at the mean reported values for the Netherlands. Likewise the categorical variable Rural is treated in this way as the impact was not considered significant (p > 0.1) and the exact threshold to be considered rural was undefined in the survey but left up to the respondent. The income level is converted to a yearly net income to align the variables and the Age variable is generated by taking the mid points of the age percentage variables and averaging them for each zip code level. The ownership is integrated by scaling the categorical coefficient to the home ownership rate per zip code (e.g. for an ownership rate of 80% the coefficient for households in that area becomes 0.420 × 80% = 0.336). The standard errors of the HP model are generally larger than for the PV and EV models fitted in this work (12−36% of the coefficient estimate for the significant variables). This could be partly because the results are obtained from a survey, thus having a limited sample. Additionally, HP adoption levels are currently lower than for PV and EV, so it is harder to detect statistical significance and find good coefficient estimates. Implementing the model on the dataset of the Netherlands shows a substantial local variation in adoption and expected numbers of HPs, as highlighted in Fig. 10 . The bimodality of the distribution is caused by the strong (inverse) relation between adoption and average age which exhibits a similar behavior.
V. APPLICATION AND EVALUATION
The three previously described models are applied to estimate diversified probabilities for PV, EV and HP adoption. This may assist decision makers in identifying areas which are more likely to exhibit large growth or penetration levels of such technologies. For instance for electricity distribution network planning it is vital to have insight into the spatial distribution of expected load and generation growth in order to efficiently plan necessary network investments. Applying the regression models on the network area of a Dutch grid operator yields insight into the geographical locations with a high socio-demographic suitability for the aforementioned technologies.
A correlation analysis of the estimated adoption probabilities per technology is carried out using the Spearmans rank correlation coefficients [53] calculated using where d n is the difference between two ranks of each observation and N is the number of observations. The rank of each observation is determined by sorting all estimated probability values and assigning an increasing integer value corresponding to each value. The lowest value is assigned rank 1, the second lowest rank 2, etc. Table II reports the correlation coefficients and corresponding p-values. A medium strength positive correlation was found between PV and HP adoption, whereas only very weak relations could be determined between EV adoption and either PV or HP adoption. This suggests diverse combinations of penetration levels are to be expected. In Figs. 11 and 12 maps are shown for a city in the Netherlands with several surrounding villages, with highlighted areas ranked on their relative suitability for either PV, EV, HP or a combination of these. Several areas can be discerned with a high suitability for all these technologies, but also areas with a preference for one or two. As different combinations and adoption rates of these technologies may lead to vastly diverse load profiles, this signifies it is essential to take into account the local variations in expected adoption when making investment decisions under uncertainty.
To evaluate the improvement in prediction accuracy of the geographical spread, the PV regression model is implemented on a historical scenario for the service area of a Dutch grid operator. The observed PV growth in the years 2006-2016 was used to generate a 10 year (probabilistic) scenario, where the base yearly adoption probabilities for each household are determined based on the number of installed installations each year divided by the number of customers that have not yet adopted in the previous years. These probabilities are subsequently diversified according to the regression model estimates to provide individual yearly adoption probabilities of each customer. This is done by transforming the adoption probabilities estimated by the regression model to a scale relative to the mean of the estimates, and then multiplying by the base scenario probabilities using
where p n,m ean represents the mean of the estimated individual probabilities p n and p j the base adoption probability for year j. A Monte Carlo simulation is then carried out simulating 10 years of adoption, taking the number of households with PV at the start of the year 2006 as initial values. To evaluate the number and locations of adoptions, in each year, for each household p n,j is compared to a random sample of a uniform distribution on the interval of 0 to 1, U (0, 1). At the end of each iteration the installed PV installations are aggregated per neighborhood, for comparison to the actual adoption. Two separate simulations are carried out, whereby in the first simulation only the base yearly adoption probabilities are used (simulating an assumed even spread of adoption), and the second simulation uses the individual adoption probabilities from (13) . The forecast errors and prediction accuracy of the method are evaluated by comparing the results from the two simulations on several performance indicators. The performance indicators used are: the Mean Average Percentage Error (MAPE), to evaluate the overall average error in the forecasts, the Root Mean Squared Error (RMSE), which penalizes forecasts that are far off more heavily than smaller deviations, the Continuous Rank Probability Score (CRPS) [54] , to evaluate not only the mean but also the spread in forecasted values by comparing the area between the forecasted and observed distributions, and the R-Squared, to evaluate how well a certain model explains the variance in the outcome. The performance indicators are calculated using (14)- (17), where O h and F h represent the observed and forecasted values for neighborhood h of total H, andŌ is the mean of the observed values. D O h and D F h are the (empirical) cumulative distribution functions (CDFs) of the observations and forecasts, e.g. for the observed values the CDFs are Heaviside (step) functions with the step at the observed number of PV installations. 
Table III shows the resulting performance metrics for both the base and diversified simulations. The error indicators for the simulation where the diversified probabilities are used are 31-50% lower than when using just the base values, indicating a significantly improved forecast using the local scenarios. Also the R-squared for the diversified simulation is notably higher (a 52% increase), showing that this model is able to better describe the variance in the observed local adoption rates.
VI. NETWORK IMPACT ASSESSMENT
In order to assess the effect of varying adoption rates of different technologies on the actual network loading, the penetration levels are projected with the statistical models and coupled to load and generation models. Separate stochastic models are developed for residential load, PV, EV and HP systems, based on measurement data and using the methodology proposed in [55] , which can be combined to assess various combinations of local adoption levels. Gaussian mixture models are used to fit a probability distribution to each 15-minute time interval and copula functions are used to model the correlations in the measurements, and subsequently these models can be used to probabilistically generate realistic load profiles for varying future scenarios.
A. Base Residential Load
The base residential load is based on openly available anonymized smart meter data of Dutch households [56] . The data are grouped by month and type of day (week-or weekend day), and used to generate realistic profiles which reproduce the statistical behavior of the dataset. The average peak for a group of households is around 1 kW and occurs at 18:30 h.
B. Photovoltaics
The electricity generated by PV systems is based on measurements of the solar irradiance for 10 years, of the Dutch Royal Meteorological Institute (KNMI) [57] . The irradiance values are converted to power generation values by scaling with the area and efficiency of solar panels and inclination angle as in [2] . The size in kilowatt-peak (kWp) of each PV system is determined based on the annual residential load, such that the PV system's expected annual electricity production is equivalent to the annual electricity consumed by the household. The reason for this is that due to the net metering scheme in the Netherlands, the financial benefits of small-scale electricity generation for households are greatly reduced for the amount of electricity exceeding the annual consumption, thus making it an inefficient investment for residential customers to install a larger system.
C. Electric Vehicles
The load profiles of electric vehicles are based on surveyed mobility data from a Dutch Mobility research [58] . From this dataset, the arrival and departure times, and distances traveled are extracted and statistically modeled. The distances traveled are converted to an expected charging duration at a charge rate of 3.6 kW (current standard residential charging rate). The driving efficiency is assumed at 6 km/kWh, based on the average efficiency of the current generation of electric vehicles [59] .
D. Heat Pumps
The heat pump loads are modeled based on measurements of the electric load of heat pumps during the Your Energy Moment project [60] . The used heat pumps had a two-step compressor, 1 kW for normal heating and 1.8 kW for tap water heating. For the impact on the load, the coldest measured day in winter is simulated.
E. Impact on Load Profiles and Peak Loading
By combining the different individual stochastic models, load profiles can be generated for varying penetration levels of technologies. To highlight the effect on the load profiles aggregated profiles of 100 households are simulated with different penetration levels of individual technologies, the resulting profiles are shown in Fig. 13 . We observe that both EVs and HPs contribute significantly to the existing residential load peak, as their peak time of use coincides. A high penetration level of PV systems may cause higher peak production than the original peak load of the residential load (without EVs and HPs). PV systems have a reducing effect on the peak load in the summer, however the highest residential peak loads in the Netherlands occur in the evening in the winter during which the production of PV systems is around zero. The bottom right graph in Fig. 13 shows the combined impact of a 50% penetration of PV, EV and HP, for a summer and winter day. This demonstrates the cumulative effect on the evening peak load of EVs and HPs, and that the addition of PV systems also increases the variation between peak load and minimum load (or peak production) values.
The relative increase in peak loading, defined as the maximum of the absolute values of the load and production peak relative to the baseload peak, is shown in Fig. 14 for increasing penetration levels. Whereas low penetration levels of EVs and HPs immediately add to the residential peak load, the production peak of PV only exceeds the current residential load peak at higher penetration levels (above 40%). At PV penetration levels around 55% to 60% their resulting peak production is larger in Fig. 15 . Relative peak load and net production peak relative to the base load peak for all neighborhoods in a network area.
magnitude than the peak load expected from either EV or HP at those penetration levels, mainly caused by the higher simultaneity of PV systems. In the combined case, with equal penetration levels of PV, EV and HP, the combined impact of EVs and HPs on the peak load trumps the magnitude of the production peak caused by PV. Additionally, due to the increasing load levels during the day in summer, caused mainly by EV charging, the net production peak of PV is somewhat diminished in the combined scenario.
F. Scenario Variation
To analyze the effect of these changes in load profiles and peak load on the network, a future adoption scenario is simulated for the 2.6 million customers in the network area of a Dutch distribution grid operator. The applied scenario is based on several projections made by grid operators and are defined here by S-curve shaped growth paths of penetration levels of different technologies from their current levels to 50% for PV, 30% for EV and 20% for HP in 2030. For this scenario the impact on the LV network area is assessed based on the combined expected peak loading of aggregations of households varying from 40 to 3000 households. Fig. 15 shows the resulting percentage variation in peak loading for the projected scenario, for each different neighborhood. The percentages are given relative to the existing base load peak, which is currently around one kilowatt per household for aggregations of more than 100 houses. A steady growth in the peak load can be observed, to just over 170% of the current peak for 95% of the network area, with the remaining 5% as high as 200% of the original peak. This would amount to roughly a 4.2% yearly growth rate of the peak load for a large part of the network. On the other hand the production peak grows even faster, due to the higher expected overall adoption rate and high simultaneity of PV production. In 2020 the net production peak is expected to surpass the peak load for a small portion of the network, and in 2030 25% of the network is expected to have a production peak larger than 180% of the current peak load. At the end of the scenario 37% of the LV network area is expected to have a peak dominated by the generation of PV, whereas for the other 63% it is determined by the cumulative impact on the load peak by EV and HP.
VII. DISCUSSION
In this paper the focus was on estimating adoption probabilities by making use of publicly available data and data readily available to grid operators to be applicable in (probabilistic) spatial load forecasting. An in-depth sociological analysis of all possible socio-economic and demographic factors correlating to energy technology adoption was therefore out of the scope of this study, in favor of a more practically applicable modeling method which can be used in scenario studies. Further studies into the determinants for adoption of energy technologies should aim for data to be as much as possible at the individual level in order to obtain a detailed insight. Additionally the effect of (financial) incentivization schemes can be profound and should therefore also be incorporated in such research.
Furthermore it should be noted that the estimated likelihood of adoption and spread herein is based on the current prevalence of the different technologies considered, i.e. the method assesses people that have already adopted. One should therefore take care when incorporating this spread in long-term forecasts, as the dependencies may change over time for instance due to changing regulation or maturing of technology. It is therefore important to regularly reevaluate the models on up to date data to account for this, and update forecasts accordingly.
Different penetration levels of technologies have a large impact on the effective peak loading of a local LV network. The results of the simulated scenario in paragraph VI-F should therefore not be interpreted as general results for network planning, as the specifics are dependent on the adoption rates chosen in the scenario. Rather we have we shown the application of the presented models to a realistic network planning situation, and to obtain a more general understanding a variety of scenarios could be simulated to understand their effects on different network areas.
VIII. CONCLUSION
A method was presented that can be used to systematically find and quantify factors that are statistically significant for adoption of energy transition technologies. Income level, household age and composition, and peer effects were shown to be key factors to take into consideration. The method is designed to be flexible, enabling straightforward incorporation and assessment of additional variables and data. The large scale analysis showed that differences in socio-demographic variables may lead to substantially diverse local adoption probabilities and are therefore important to take into account in scenario studies to properly estimate future expected penetration levels of new technology adoptions. Furthermore, applying the regression model estimates to generate and evaluate local adoption scenarios shows an improved prediction accuracy over assuming a homogeneous growth scenario. The combined assessment of photovoltaics, electric vehicles and heat pumps displayed varying levels of correlations in local adoption rates. The presented results and models may help network operators and other investment planners and municipalities to identify key regions of interest for further detailed studies. The standard errors are reported in parentheses, and all values with an assigned coefficient are found significant at the 1% level. For the EV model all predictors are averaged per municipality, and are henceforth only valid for that level of aggregation. Further diversifying of adoption estimates is done by using the number of cars per household. The resulting differences between using different link functions are minor, the same variables are found to be statistically significant. The logit function has a slight performance advantage, following from the higher loglikelihood and lower AIC and BIC.
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