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Abstract
The number of visible (primitive) lattice points in the sphere of radius R is well approximated by
4π
3ζ(3)R
3
. We consider an integral expression involving the error term E∗(R), which leads to E∗(R) =
Ω(R(logR)1/2). This is comparable to what is known in the sphere problem. We can avoid the use of
the second power moment (which is in this case unknown) by employing an auxiliary trigonometric se-
ries correlated to E∗(R). This approach to prove Ω-results seems to be new and could be useful in other
problems.
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1. Introduction and notation
Let E∗(R) be the error term in the approximation of the number of visible lattice points in the
sphere of radius R,
E∗(R) = #{n ∈ Z3: ‖n‖2 R, gcd(n1, n2, n3) = 1}− 4π3ζ(3)R3.
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lem into E∗(R); in particular from [5] and Lemma 2.1 one deduces at once that E∗(R) =
O(R21/16+) for every  > 0. This is in high contrast with the two-dimensional case in which
nontrivial exponents are proved only after assuming Riemann Hypothesis (see [11] for the best
result of this kind). On the other hand, in the three-dimensional case it is harder to study the
oscillations of the error term using harmonic analysis than in the two-dimensional case even dis-
regarding visibility condition. This is due to the slower decay of Fourier transforms (compare
Theorem 13.5 of [6] and [10]). Recently W.G. Nowak [8] has proved an Ω-result for visible
points in the circle. In this paper we intend to deal with, by different techniques, the three-
dimensional case.
Consider M = R(logR)−1/3 and the function
g(t) =
∑
nM2
cos(2πt
√
n )√
n
.
We are interested in the integral
I (R) :=
∫
g(t)E∗(t) dν(t)
where dν is a probability measure
dν(x) = R−1ψ(x/R)dx
with ψ ∈ C∞0 ((1,2)) and
∫
ψ = 1.
Our result reads
Theorem 1.1. For R > 1
I (R) = − 14
π2
CR logR + O(R(logR)5/6) (1)
where C = ∫ xψ(x)dx.
This reveals a correlation between the functions g(t) and E∗(t). In particular one deduces
(using Lemma 2.5)
∫ ∣∣E∗(t)∣∣2 dν(t)  R2(logR)2∫ |g(t)|2 dν(t)  R2 logR
which leads to
Corollary 1.2. For R > 1
E∗(R) = Ω(R(logR)1/2). (2)
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two-sided Ω-result).
In the proof, as usual, r3(n) will denote the number of representations of n as a sum of three
squares, and we shall write
an = r3(n)√
n
φˆ(
√
n/M)
where φ ∈ C∞0 ((−1,1)) is an arbitrary positive even function such that
∫
φ = 1. Hence an is
similar to a constant on average for n ∈ [1,M2] and an is small for n much larger than M2.
Throughout the paper, the implied O-constants may depend on the choice of ψ and φ. We
shall employ the notation x 	 X meaning X  x < 2X or in general X 
 x 
 X.
2. Auxiliary lemmata
Let E(R) be the error term for the sphere problem,
E(R) =
∑
1nR2
r3(n) − 4π3 R
3.
The relation between E(R) and E∗(R) is straightforward:
Lemma 2.1. For R > t > 1
E∗(t) =
∑
dR
μ(d)E(t/d)+ o(t).
Proof. By the Möbius inversion formula the number of representations of n as a sum of three
coprime squares is
∑
d2|n μ(d)r3(n/d2), then the number of visible points in the sphere is
∑
nt2
∑
d2|n
μ(d)r3
(
n/d2
)=∑
dt
μ(d)
∑
nt2/d2
r3(n).
The inner sum can be substituted by 4πt3d−3/3 + E(t), obtaining
E∗(t) =
∑
dt
μ(d)E(t/d)+ o(t).
The error term follows by applying partial summation and using
∑
nt μ(n) = o(t). We finish
the proof noticing that E(u) = −(4π/3)u3 for 0 < u < 1. 
Remark. This formula holds in every dimension D. Formally, E(x) = O(xα) gives E∗(x) =
O(xα) for α > 1 and E∗(x) = O(x) for α < 1. For this reason, for D = 2 (visible points
in a circle) the Hardy conjecture (α = 1/2 + , ∀ > 0) would give only a trivial result. For
D = 3 the conjecture is α = 1 +  but note that for instance E(x) = O(x logx) implies that
E∗(x) = O(x log2 x), that is to say the extra logarithm can ruin average results for E∗(x) if the
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lize precise approximations of E(t), because in this case an error term like O((log t)1/2) absorbs
the Ω order in (2).
Lemma 2.2. For R > 1/2
E(R) = −R
π
∞∑
n=1
an√
n
cos(2πR
√
n ) + T (R) + U(R)
where
T (R) = 1
2π2
∞∑
n=1
an
n
sin(2πR
√
n ) and U(R) 
 1 +
∞∑
k=1
r3(k)χk(R)
with χk the characteristic function of the interval [
√
k − 1/M,√k + 1/M].
Proof. Let g(x) = x if |x|R and g(x) = 0 otherwise. Choosing f in Lemma 2.1 of [2] as the
convolution of g and Mφ(Mx), one gets
∞∑
n=1
r3(n)
f (
√
n )√
n
= 4π
3
R3 − R
π
∞∑
n=1
an√
n
cos(2πR
√
n ) + T (R) + O(1).
The main term is computed either directly or differentiating the Fourier transform, fˆ , at zero and
the sine Fourier transform, f˜ , of Lemma 2.1 of [2] is
f˜ (
√
n ) = igˆ(√n )φˆ
(√
n
M
)
=
(−R cos(2πR√n )
π
√
n
+ sin(2πR
√
n )
2π2n
)
φˆ
(√
n
M
)
.
The left-hand side equals
∑
nR2 r3(n) if |R −
√
N | > M−1 where N is the nearest integer
to R2. Otherwise one should add the contribution of the r3(N) (note that for x > 0, f (x)/x and
the characteristic function of (0,R] only differ in the interval [R −M−1,R +M−1]). This gives
the bound for U(R). 
Lemma 2.3. We have
∑
nN
r23 (n) ∼ C1N2,
with C1 a positive constant. Indeed C1 = 8π4/(21ζ(3)).
Proof. This statement can be proved using the properties of the Rankin–Selberg convolution
or from the application of the circle method to study the asymptotics of
∫ |θ(z)|6 dz [1,3] (see
also [7] for a general theorem). 
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∑
nN
μ2(n)r3(n) = 283π N
3/2 + O(N5/4(logN)2).
Remark. This formula has been calculated without trying to reduce the error term to the min-
imum. It is possible that the techniques of [4] could be employed to diminish its exponent to
1 + .
Proof. The relation between r3(n) and the class number (see (1.2) in [2]), implies that
r3(n)√
n


∑
d2|n
d−1L(1, χn/d2) with χk(·) =
(−4k
·
)
,
whence L(1, χm) 
 logm leads to r3(n) = O(√n (logn)2), and by the elementary identity
μ2(n) =∑d2|n μ(d)
∑
nN
μ2(n)r3(n) =
∑
d<N1/4
μ(d)
∑
nN
n≡0 (mod d2)
r3(n) + O
(
N5/4(logN)2
)
.
The inner sum is
∑
1r1,r2,r3d2
r21 +r22 +r23 ≡0 (mod d2)
∑
a21+a22+a23N
aj≡rj (mod d2)
1 = w(d2)(4π
3
N3/2d−6 + O(Nd−4))
with w(d2) being the number of solutions of the equation r21 + r22 + r23 = 0 in Z/d2Z. w is a
multiplicative function for which w(22) = 23 and w(p2) = p4 if p is an odd prime. Therefore
∑
nN
μ2(n)r3(n) = 4π3 N
3/2
∑
d<N1/4
μ(d)w(d2)
d6
+ O(N5/4(logN)2)
= 4π
3
N3/2
∏
p
(
1 − w(p
2)
p6
)
+ O(N5/4(logN)2)
and the infinite product equals (1 − 2−2)−1(1 − 2−3)/ζ(2) = 7/π2. 
Lemma 2.5. For g defined as in the introduction
∫ ∣∣∣∣ ∑
nM2
e(t
√
n )√
n
∣∣∣∣
2
dν(t) ∼ 2 logR and
∫ ∣∣g(t)∣∣2 dν(t) ∼ logR.
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get
∑
n1M2
∑
n2M2
1√
n1
√
n2
2∫
1
e
(
yR(
√
n2 − √n1 )
)
ψ(y)dy.
For n1 = n2, the diagonal terms, we obtain
∑
nM2
1
n
2∫
1
ψ(y)dy ∼ 2 logR.
Hence, the first expression of the lemma will be proved by checking that the contribution of the
other terms is smaller.
Indeed, for n1 = n2 we have
∑
n1,n2M2
n1 =n2
1√
n1
√
n2
ψˆ
(
R(
√
n1 − √n2 )
)
.
In the range of summation |R(√n1 − √n2 )|  1, by using ψˆ(R(√n1 − √n2 )) 
 |R(√n1 −√
n2 )|−1 and √n1 −√n2 = (n1 − n2)/(√n1 +√n2 ) we find that the last sum is o(logR). This
completes the proof of the first expression.
Next, writing the second expression in function of exponentials, opening the square and by
the above argument, we get that its asymptotics is given by
logR +
∑
n1M2
∑
n2M2
ψˆ(−R(√n1 + √n2 )) + ψˆ(R(√n1 + √n2 ))
4√n1√n2 .
Finally appealing again to the decay of ψˆ , it is not difficult to check that the contribution of the
last sum is o(logR). 
3. Proof of the result
We can write
I (R) = I1(R) + I2(R) + I3(R) + O(R),
where I1(R), I2(R) and I3(R) give the contribution to I (R) of each summand in Lemma 2.2
after substituting in Lemma 2.1. For example
I2(R) =
∑
d<2R
μ(d)
∫
g(t)T (t/d) dν(t).
With these definitions, (1) is a consequence of the following results.
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I1(R) = − 14
π2
CR logR + O(R(logR)5/6).
Proposition 3.2. For R > 2
I2(R) = O
(
(logR)4
)
.
Proposition 3.3. For R > 2
I3(R) = O
(
R(logR)5/6
)
.
The crux of the argument is in the proof of Proposition 3.1. We shall employ the following
lemma.
Lemma 3.4. Given N , D and L positive real numbers such that 1  D  2
√
N and√
N/DL < 1, we define for each n ∈ N the set
Cn =
{
D  d < 2D: 0 = ∥∥n/d2∥∥< √N/DL}
where ‖ · ‖ denotes the distance to the nearest integer, and consider the sum
S(N,D,L) =
∑
Nn<2N
an|Cn|.
Then
S(N,D,L) 
 (logN)2A, (3)
S(N,D,L) 
 N1/2A1/2 if D4 < N < L2, (4)
S(N,D,L) 
A if DN13/32 > L (5)
with A= N3/2L−1 min(1,M40N−20).
Proof. Using r3(n) = O(√n (logn)2) and φˆ(x) 
 (1 + |x|40)−1,
an 
 (logN)2 min
(
1,M40N−20
)
.
Given m and d , there are at most 2d2
√
N/DL values of n with 0 = |n/d2 − m| < √N/DL,
then
∑
Nn<2N
|Cn| 

∑
m	N/D2
∑
d	D
d2
√
N
DL

 N3/2L−1.
Combining this and the previous bound, one obtains (3).
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d2 | n − h. By Lemma 2.3, after Cauchy’s inequality, we get
S2(N,D,L) 
 N min(1,M80N−40) ∑
Nn<2N
( ∑
0<|h|
D√N/L
∑
Dd<2D
d2|n−h
1
)2
. (6)
The sum equals
∑
Dd1<2D
Dd2<2D
∑
0<|h1|
D
√
N/L
0<|h2|
D
√
N/L
∣∣{N  n < 2N : n ≡ h1 (mod d21 ), n ≡ h2 (mod d22 )}∣∣.
The contribution to the last sums of the “diagonal” terms h1 = h2 = h is given by
∑
0<|h|
D√N/L
∑
Dd1,d2<2D
N
[d1, d2]2 

N3/2
LD3
∑
Dd1,d2<2D
(d1, d2)
2 
 N3/2L−1
where [·,·] and (·,·) denote the least common multiple and the greatest common divisor, respec-
tively (note that [d1, d2]2 < N because D4 < N ).
By the Chinese Remainder Theorem, n ≡ h1 (mod d21 ), n ≡ h2 (mod d22 ) has a single solution
(mod [d1, d2]2) when (d1, d2)2 | h1 − h2. Thus the contribution to the sum of nondiagonal terms
is
∑
Dd1,d2<2D
(
D
√
N
L
)2
(d1, d2)
−2 N
[d1, d2]2 
 N
2L−2 N3/2L−1
if N < L2. Substituting these calculations in (6), it follows that
S(N,D,L) 
 N5/4L−1/2 min(1,M40N−20)
 N1/2A1/2,
which proves (4).
To prove (5) we start as in the proof of (3), noting that having fixed m and d there are at most
2d2
√
N/DL values of n with |n − md2| < d2√N/DL; then
S(N,D,L) 

∑
m	N/D2
∑
d	D
∑
n∈Im,d
an
where Im,d is an interval contained in {x: |x − md2|  4D
√
N/L}. Applying (1.4) of Theo-
rem 1.1 of [2] with R2 = md2 and RH 	 D√N/L one gets (note that S(R,H) 
 R2H is
trivial for 1H 
 R)
∑
n∈Im,d an
40 −20 
 D
√
N/L + (D√N/L)2/3N1/32 + 1 
 D√N/L,
min(1,M N )
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S(N,D,L) 
 N/D2 · D · D√N/L · min(1,M40N−20)=A
and the proof is finished. 
Proof of Proposition 3.1. Recalling the definition of I1(R), we have
I1(R) = − 1
π
∑
d<2R
μ(d)
d
∑
mM2
∞∑
n=1
an√
nm
I (n,m,d)
where
I (n,m,d) =
∫
t cos(2πt
√
m) cos
(
2π
t
d
√
n
)
dν(t)
= Rηˆ
(
R
(√
m −
√
n
d
))
+ O(R−2),
η being the even extension of xψ(x)/4. We shall distinguish two situations: the one where
n = d2m (diagonal case) and the other where n = d2m (off-diagonal case).
Diagonal case. By the formula for I (n,m,d),
I (n,m,d) = 1
2
CR + O(R−2).
Hence its contribution to I1(R) is
−CR
2π
∞∑
n=1
∑
d2|n√
n/M<d<2R
μ(d)
an
n
+ O(1).
Using the formula
∑
d2|n μ(d) = μ2(n), the inner summation is
μ2(n) + O(√n/M) + O
( ∑
d2|n
d2R
1
)
.
By the decay of φˆ the O terms give a bounded quantity after summing over n
1
M
∞∑
n=1
an√
n
+
∞∑
n=1
an
n
∑
d2|n
1 
 1 +
∞∑
k=1
∑
d2R
akd2
kd2

 1.d2R
F. Chamizo et al. / Journal of Number Theory 126 (2007) 200–211 209Therefore, by Lemma 2.4 and partial summation, the diagonal contribution is
−CR
2π
∞∑
n=1
μ2(n)
an
n
+ O(R) = − 14
π2
CR logM + O(R).
Off-diagonal case. We shall consider firstly the case 0 = |√m − d−1√n| < (4R)−1, note that
this implies 0 = |m− n/d2| < √n/dR and d < 2√n. Using the trivial estimate I (n,m,d) 
 R,
the contribution of these terms to I1(R) is bounded by
R
∑
d<2R
1
d
∑
0=|m−n/d2|<
√
n
dR
an√
nm

 R
∑
d<2R
∑
0=|m−n/d2|<
√
n
dR
an
n
.
In the range n d2R2 the inner sum is bounded by
∑
nd2R2 an/(dR
√
n ) giving less than O(R).
Hence the terms with 0 = |√m − d−1√n| < (4R)−1 contribute
R
∑
d<2R
∑
0<‖ n
d2
‖<
√
n
dR
<1
an
n
+ O(R).
In the same way one can consider the terms with λ/8R  |√m−d−1√n| < λ/4R, λ 1, and by
the decay of ηˆ (represented below as λ−50) we can assume that λ is less than a power of R, say
λ < R which implies again d < 2
√
n. Then the whole off-diagonal contribution is controlled by
R
∑
λ=2i<R
λ−50
∑
d<2R
∑
0<‖ n
d2
‖<λ
√
n
dR
<1
an
n
+ O(R),
using the decay of an if λ < (logR)1/4 and the factor λ−50 otherwise to omit the terms with
λ
√
n/(dR) 1.
After all of these reductions, with the notation of Lemma 3.4 the off-diagonal contribution is
bounded by
R
∑
λ=2i<R
λ−50
∑
N=2j
N−1
∑
λR−1
√
N<D=2k<2√N
S
(
N,D,Rλ−1
)+ O(R).
Employing (3) we can see that the sum over N  (Rλ−1)2 is absorbed by O(R). The inequality
Rλ−50N−1S
(
N,D,Rλ−1
)
 λ−49N1/4R1/2 min(1,M20N−10)
follows from Lemma 3.4 using (3) for N < (Rλ−1)8/5; (4) for (Rλ−1)8/5  N  (Rλ−1)2 and
D < (Rλ−1)2/5 (to assure D4 < N ); and (5) for (Rλ−1)8/5 N  (Rλ−1)2 and D  (Rλ−1)2/5.
Whence the contribution coming from the off-diagonal terms is∑
λ=2i<R
λ−49
∑
N=2j
∑
D=2k<2√N
N1/4R1/2 min
(
1,M20N−10
)
 R(logR)5/6,
completing the proof of the result. 
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∞∑
n=1
an
n3/2
∑
d<2R,d2|n
μ(d)d 

∞∑
n=1
an
n

 logM.
The remaining terms give, using trivial bounds,
1
2π2R
∑
d<2R
∑
n=md2
an
n
√
m
· 1|√m − √n/d| ,
which is bounded by O((logR)4). 
Proof of Proposition 3.3. By the bound for U(R) in Lemma 2.2, Cauchy’s inequality and
Lemma 2.5 it follows that
I3(R) 
 R +
∑
d<2R
∫ ∣∣g(t)∣∣ ∞∑
k=1
r3(k)χk(t/d) dν(t)

 R + (logR)1/2
∑
d<2R
(∫ ∣∣∣∣∣
∞∑
k=1
r3(k)χk(t/d)
∣∣∣∣∣
2
dν(t)
)1/2
.
Opening the square and changing variables, the integral is bounded by
d
R
∑
j,k
r3(j)r3(k)
2R/d∫
R/d
χj (t)χk(t) dt.
Note that χj (t)χk(t) = 0 if |√j −
√
k| > 2/M ; therefore the last expression is majorized by
d
RM
∑
j,k	R2/d2
|√j−√k|2/M
r3(j)r3(k) 
 d
RM
∑
j,k	R2/d2
|j−k|
R/dM
r3(j)r3(k).
By the elementary inequality
∑
lL
∑
n anan+l  L‖a‖22 we have
I3(R) 
 R + (logR)1/2
∑
d<2R
(
d
RM
(
R
Md
+ 1
) ∑
k	R2/d2
r23 (k)
)1/2
,
and Lemma 2.3 gives I3(R) 
 R(logR)5/6. 
F. Chamizo et al. / Journal of Number Theory 126 (2007) 200–211 211References
[1] P.M. Bleher, F.J. Dyson, Mean square limit for lattice points in a sphere, Acta Arith. 68 (4) (1994) 383–393, Erratum:
Acta Arith. 73 (2) (1995) 199.
[2] F. Chamizo, H. Iwaniec, On the sphere problem, Rev. Mat. Iberoamericana 11 (2) (1995) 417–429.
[3] S.K.K. Choi, A.V. Kumchev, R. Osburn, On sums of three squares, Internat. J. Number Theory 1 (2) (2005) 161–
173.
[4] D. Goldfeld, J. Hoffstein, Eisenstein series of 1/2-integral weight and the mean value of real Dirichlet L-series,
Invent. Math. 80 (2) (1985) 185–208.
[5] D.R. Heath-Brown, Lattice points in the sphere, in: Proc. Intern. Conf. on Number Theory, Zakopane-Kos´cielisko,
1997, in: Number Theory in Progress, vol. 2, de Gruyter, Berlin, 1999, pp. 883–892.
[6] A. Ivic´, The Riemann Zeta-Function. Theory and Applications, Dover Publications, Inc., 2003.
[7] W. Müller, The mean square of Dirichlet series associated with automorphic forms, Monatsh. Math. 113 (2) (1992)
121–159.
[8] W.G. Nowak, Primitive lattice points inside an ellipse, Czechoslovak Math. J. 55 (130) (2005) 519–530.
[9] G. Szegö, Beiträge zur Theorie der Laguerreschen Polynome II: Zahlentheoretische Anwendungen, Math. Z. 25
(1926) 388–404.
[10] K.-M. Tsang, Counting lattice points in the sphere, Bull. London Math. Soc. 32 (6) (2000) 679–688.
[11] J. Wu, On the primitive circle problem, Monatsh. Math. 135 (1) (2002) 69–81.
