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Abstract 
. . 
Burst-mode receiver is one of the most important building blocks for the next 
generation broadband multiaccess packet networks. First, burst-mode receivers 
are very suitable for these high-speed all-optical multiaccess packet networks be-
I cause they can instantaneously recover the burst-mode data or packet. Second, 
burst-mode receivers can be used in local loop distribution and copper-based 
RF networks. 
In this thesis, we first give an overview of the developments and requirements 
of the optical multiaccess packet networks. We also examine the applications of 
burst-mode receivers in optical multiaccess networks. For burst-mode receiver, 
two important issues need to be addressed—fast amplitude recovery and carrier 
recovery. We first intensively analyze the amplitude recovery of burst-mode 
data packet and provide a theory to evaluate the performance of the receiver. 
The theory provides a full understanding of the performance of the receivers. 
It also provides insight to the design of tlie receivers which may open up new 
possibilities for the future generations of burst-mode receivers. The theory is 
applicable to optical multiaccess networks as well as other copper-based RF 
networks. 
Next, we discuss the techniques for fast clock recovery in the receivers. Three 
XV 
types of fast clock recovery techniques are investigated, namely, (1) a global 
clock employing correlation, (2) a quenched narrow-band tank circuit, and (3) 
the gated-oscillators with a PLL. Our results show that method (3) is a very 
promising technique for the clock recovery of burst-mode data since it provides 
very fast frequency and phase recovery (within one bit interval). 
Then we extend the theory to multi-level operation and propose a novel 
multi-level burst-mode receiver based on the MLT3 line code. MLT3 is a newly 
standardized multi-level line code for transmitting high speed data (100 Mb/s 
CDDI or 155 Mb/s ATM) over unshielded twisted-pair (UTP) cable. The pro-
posed burst-mode receiver is very suitable for extending the existing copper-
based multiaccess local area networks to higher speed. We first study the power 
spectrum of MLT3 and then evaluate the BER performance of the MLT-N line 
code by using the maximum likelihood technique. The proposed multi-level 
burst-mode receiver design can be easily extended to support the MLT-N line 
code. The receiver will be an important building block for realizing high speed • ^ , ^ 
data transfer in band-limited multiaccess local area packet networks. 
Finally, we give the conclusion of the thesis and further topics of investiga-
tion. 
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Chapter 1 
Introduction 
1.1 Background 
The application of fiber-optic techniques in communication systems began in 
the '70s [1]. In the years following, especially during the '80s, fiber-optic trans-
mission systems have been deployed worldwide, in particular for long-hauled 
transport. This technique has revolutionized the field of communications. By 
using the lightwave technology, the cost of communication systems has effectively 
dropped by several orders of magnitude. The improvements in the technology 
have also broadened the range of application area such as data links, local area 
networks (LANs), backbone interconnection and optical signal processing. In-
deed, optical communications coupled with micro-electronics are believed to be 
a major factor in the advent of the so-called "information age" [1 . 
The vast available bandwidth of optical fiber and the fast development of 
lightwave technology had given the author a deep impression when the author 
was a undergraduate in the early of '80s. In the years following, when the author 
I 1 
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was working as an electrical engineer devoted to the applications of lightwave 
technology to the telephony networks, it seemed that the local access network 
was still left in the old world, and this network was the bottleneck for the broad-
band services. It is understood that the local access network is the largest in 
scale and the most critical in terms of cost for all communication networks, 
therefore, even a small change has substantial impact and it represents a large 
！ investment required. Consequently, no improvement has been introduced into 
the fundamental structure. As a result, in the communication networks, telecom-
munication techniques have evolved, whether meritorious or not in the past 100 
years, however, the transmission media still remain unchanged for subscribers. 
Using fiber-optic technique to replace the existing network is a very challeng-
ing problem. The new systems are expected to have great improvements for the 
network in operations, administration, maintenance (OAM), and can provide 
low-cost highly reliable wideband services. Developments of new technology 
(e.g. the enormous bandwidth of optical fiber, the high capacity of modern 
large scale integrated circuit (LSI), and the advanced algorithms in OAM) have 
provided us a reasonable chance for the replacement. Optical fiber is generally 
cost-feasible. High capacity LSI can support very complex signal transmitting 
and processing. Advanced 0AM concept can provide a well-organized structure 
using the advantages offered by new technologies. Combination of these three 
pillars can provide us many cost-feasible wideband services. 
Since fiber-optic technology provides an opportunity to share an enormous 
network capacity among all network users, it is possible for the network to pro-
vide the users (over hundreds or thousands) several Gb/s throughputs in broad-
band all-optical networks. Besides the ability to switch and route broadband 
2 
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signals and to support a wide variety of new services, fiber-optic technology 
offers the potential of new solutions to the challenging network problems. For 
example, it may be possible to exploit some of the optical bandwidth to simplify 
parts of the network software and hardware, and it can increase network modu-
larity, scalability, and flexibility. Although some system constraints are imposed 
by fiber-optic technology, such as the need to coordinate with the difference be-
tween the narrow bandwidth of electronic interfaces and the high bandwidth of 
optical fiber, fiber-optic technology has shown its excellent performances to the 
. • 
whole world and that it will be the fundamental of broadband communication 
networks. 
1.2 Objective of Study 
The burst-mode receiver is one of the most important building blocks for mul-
tiaccess packet networks. Burst-mode receivers were first introduced by Ota 
[2] [3] for high-speed optical data transmission systems. By using an adaptive 
threshold control circuitry, the receiver can adaptively determine the detection 
threshold for the subsequent bursts. 
In Ref. [3], Ota realized a DC-coupled burst-mode optical receiver with an 
automatic threshold control circuit. The receiver sensitivity is -37.5 dBm (BER 
< 10_9) at a bit-rate of 900 Mb/s with a dynamic range of 23 dB. In Ref. [4], a 
novel high speed PIN HBT monolithic optical receiver has been demonstrated 
in both continuous and burst-mode data format. The measured sensitivity val-
ues are -21.5 dBm and -18.6 dBm at 2.5 Gb/s and 5 Gb/s respectively under 
continuous mode operation, and a power penalty of 1.5 dB for burst-mode data 
3 
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operation is observed. However, the receivers only overcome the problem of 
r bursty amplitude recovery, and the power penalty for burst-mode operation is 
observed but unexplained. Although Ref. [5] attempts to provide an under-
standing of power penalty in burst-mode receivers, it is insufficient because it 
only considers the threshold determination ambiguity due to the noise interfer-
ence. We propose a theory to fully explain the power penalty of the receiver in 
Chapter 2 of this thesis. 
For a multiaccess packet network using burst-mode receivers, fast clock re-
covery or synchronization is a very challenging problem due to the fact that 
short length packet is usually employed (e.g. ATM) and bursty packets may 
arrive with large phase variations. Traditional ways to recover the clock (fre-
quency or phase) of received data are insufficient in burst-mode data operation, 
since a large number of preamble bits in the packet are needed to "warm up" the 
receiver which results in a severe degradation of the channel utilization in the 
network. Up to now, several techniques of instantaneous clock synchronization 
for burst-mode data operation have been proposed. They are: 
1. global clock with correlator for phase detection [6], 
2. quenched narrowband tank circuit [7], 
3. gated-oscillators with PLL [8 . 
All these techniques have been experimentally demonstrated for fast clock 
recovery of burst-mode data. However, since these clock recovery circuitries have 
very fast response times, the recovered clock suffers frequency extraction error or 
clock phase alignment error. The system degradations due to these inaccuracies 
4 
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of the recovered clock have not yet been considered. Thus, we investigate this 
problem in Chapter 3 of this thesis. 
For high speed data transmissions over UTP, the TP-PMD standard group 
has chosen a three-level coding scheme called MLT3 [9]. This line code is suit-
able for CDDI (100 Mb/s) or ATM (51.84 Mb/s or 155 Mb/s) over UTP cable 
which satisfies the requirements of the regulatory limits on EMI. Subsequently, 
this multi-level line code can also be employed for data transmission with other 
protocols, where the transmission media is band-limited or higher system trans-
mission capacity is needed. 
To date, multiaccess technology is widely used in LAN to simplify the net-
work complexity. For these packet networks, the amplitude and phase of the 
received packets can be quite different from packet to packet, so it is necessary 
to detect the instantaneous amplitude and phase of the packet to achieve bit 
and symbol synchronization within the preamble period. If multi-level signal-
! ing is used in these multiaccess networks, multi-level burst-mode receivers are 
i also required to solve the problems of amplitude thresholding and phase syn-
I chronization. It is not easy to realize a multi-level burst-mode receiver. This is 
丨 because we have to use adaptive multi-level threshold detection circuitry in the 
receiver. In addition, for the amplitude recovery, each received symbol should 
I be compared with all possible thresholds, which results in a very complicated 
I multi-level burst-mode receiver circuitry. For multi-level line code such as MLT3 
I or N-level MLT-N signals, by using the relationship of the input signal with its 
； subsequence, we can construct a multi-level burst-mode receiver with a simple 
adaptive threshold detection circuitry. The proposed scheme is presented in 
Chapter 4. 
i 
i 5 
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1.3 The Applications o fBurst -Mode Receivers 
in Optical Networks 
Multichannel Optical Data Link (MODLINK) 
The application of burst-mode receivers in parallel data communications is 
first proposed in Ref. [10], and later a 1 Gb/s parallel optical data interconnec-
tion system is demonstrated with good performance [11]. The system configu-
ration is shown in Fig. (1.1). 
The multichannel parallel system is aimed to increase the aggregated trans-
mission speed of data communications and telecommunication switching sys-
tems. The MODLINK system is quite similar to the conventional parallel data 
bus which is used either in personal computers or workstations. But the MOD-
LINK can reduce electromagentic-interference (EMI) of the transmitted signals 
as well as extend the transmission distance, and can achieve a high speed data 
transmission. One example is to implement the technique in computer networks 
with distributed computing or shared memory systems that may interconnect 
high speed central-processor-units (CPU) of supercomputers with spacing from 
several centi-meters to kilo-meters. 
For inter and intra-computer communications, the signal streams are typi-
cally characterized by transmissions of short bursts or "packets" of digital data 
followed by dead space where no data is present, thus, data transmission is 
very bursty in the computer and burst-mode receiver should be required in the 
MODLINK system. 
I A p p l i c a t i o n s of Burst-Mode Receiver in High-Speed All-Optical 
Multiaccess Networks 
1 , 
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Generally, there are two data transmission schemes in all-optical multiaccess 
networks, namely, regenerative and non-regenerative. For regenerative trans-
mission, the signals are continuously transmitted along the path for a certain 
transmission distance and regenerated by an optical transceiver. The disad-
vantages for the regenerative signal transmission include the extra delay due to 
processing at each node, the bandwidth limitation due to OE/EO conversion, 
the vulnerability to node failures, and high node complexity. Since the speed 
limitation (below 10 Gb/s) of the electronic signals processing in the regen-
erator, this kind of signal transmission cannot reach an ultra-high speed signal 
transmission. Non-regenerative signal transmission is very popular for all-optical 
networks due to the fact that it allows an ultra-high speed signal transmission, 
makes the network flexible, and reduces node complexity as well as the delay 
time of the network. However, burst-mode data transmissions are required, and 
I network performances are constrained by some physical problems such as fiber 
j dispersion, accumulated amplifier noise and fiber non-linearities. Since burst-
mode receiver is compatible to continuous mode data operation, it can be used 
1 in all-optical multiaccess networks with both regenerative and non-regenerative 
i-f 
！ signal transmissions. 
I ‘ . . . . . 
‘ Basically, the architectures of an all-optical multiaccess network can be di-
I . . . 
I vided into three categories: 
t 
I 
I 1 
I 1. star topology. Examples are Star-LAN [13], Fox/Hypass/Bhypass [14], 
I Star-Track [15], Rainbow [16], WDMA [17], and POPSMAC [18]. An 
1 � 
f architecture of this kind of network is shwon in Fig. (1.2) [16 • 
I 2. Bus topology. Examples are Fastnet [20]，Expressnet [21], DQDB [22] and 
v' 
錢 
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ACTA [23]. An architecture of bus network is shown in Fig. (1.3) [24 . 
3. Tree topology. Example are TPON [25], MACNET [26] and APON [27；. 
It is shown that in an all-optical multiaccess packet network with different 
architectures, burst-mode receivers should be used in the network. The receiver 
can effectively receive and handle bursty packets from various nodes with large 
geographical separation [12]. In addition, it can reduce the network complexity 
as well as increase the network flexibility and reliability. 
Data Networking on Optical CATV Network 
Basically, the architecture of today's fiber CATV network is a star or a tree 
topology and it employs subcarrier multiplexing (SCM) technology to transmit 
the analog video signals [28] [29]. One attractive feature for SCM systems is 
that they do not exclude the possibility of simultaneous transmission of conven-
tional digital baseband signals with the same optical components. It has been 
demonstrated that such hybrid systems can carry a 100 Mb/s baseband [29] or 
QAM [30] digital signal with 60 FM or AM-VSB video channels. 
In Ref. [31], it is known that data networking on the existing CATV network 
can be cost-efective. By employing hub-polling protocol [32] and burst-mode 
receivers, the data networking can be easily operated over the existing CATV 
network. This data networking can provide subscribers a moderate data rate 
to access the local area data networking at low cost. It can also allow the data 
I networking for future upgrade and expansion without interfering the existing 
I CATV network, which makes the local area network very flexible. 
: For the network operation, using burst-mode receiver can reduce the network 
complexity. For example, in the uplink, for the burst-mode operation, only one 
1 
I 8 
Chapter 1 Introduction 
burst-mode receiver is needed. The receiver is located in the central office (CO) 
to receive and synchronize the burst packet from multi-nodes and to solve the 
"near-far" problem due to the geographical locations of different nodes. Indeed, 
continuous mode data transmission can also be used in the uplink. However, 
in this case, the hub (CO) requires synchronization for every link at all time. 
Thus, more transceivers are needed and the network complexity is increased. 
For example, for a 16-node network, the burst-mode operation only needs 16 
conventional transceivers and one burst-mode transceiver (in CO). However, for 
continuous mode operation, 32 conventional transceivers should be used. 
In conclusion of this section, we show that optical burst-mode receiver is 
very suitable for optical multiaccess networks. In addition, an application of 
burst-mode receiver in supervisory system for long-hauled transmission systems 
using EDFAs is proposed in Appendix (A). 
1.4 Preview of Chapters 
The thesis is divided into five chapters. In Chapter 2, we point out that burst-
mode receiver is one of the important building blocks for the multiaccess all-
optical networks. First, we give an overview of the continuous and burst-mode 
data, and describe the models for conventional and burst-mode receivers. Then, 
I we propose a theoretical model for computing the threshold variation in the 
I burst-mode receiver, and point out that this variation is due to the finite time 
1 constant of the adaptive threshold control circuit. We calculate the BER per-
！ formance of the receiver for two kinds of input data formats. The calculation 
； is based on the proposed threshold variation theory. We also define a decay 
^ 
I ‘ 
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ij parameter K and present that K is an important parameter for burst-mode 
I receivers. A simulation is performed to investigate the interference of K for 
the receiver, and the results are compared with our theoretical model. We 
also consider the impact of the extinction ratio to the burst-mode receivers in 
all-optical multiaccess networks. We define a term as capacity penalty in the 
network, and investigate the network transmission efficiency due to the inherent 
characteristics of the burst-mode receivers. At last, we demonstrate our exper-
iment for burst-mode receivers, and propose a BER measurement method for 
the burst-mode data transmission by using conventional BER test equipments. 
The interference of threshold offset in a practical receiver is also considered both 
theoretically and experimentally. This is the first attempt to provide a theory 
to fully understand the BER performance of the burst-mode receivers. 
In Chapter 3，we point out that instantaneous clock recovery is still a very 
challenging problem in a burst-mode receiver. Conventional methods are in-
sufficient for the phase/clock recovery in the burst-mode receiver, since the 
required response time is very long. Up to now, three promising techniques, 
namely, global clock with correlator, quenched narrowband tank circuit, and 
gated-oscillators with PLL, have been experimentally demonstrated for fast clock 
recovery of burst-mode data. However, since these clock recovery circuitries have 
very fast response times, the recovered clock suffers a frequency extraction error 
or phase alignment error. The system degradations due to these inaccuracies of 
the recovered clock have not been considered before. In this chapter, we first 
I overview the operation mechanisms for these techniques of instantaneous clock 
I . I recovery. Then, we theoretically analyze the system degradations due to the fre-
I % 
1 quency extraction error or the phase alignment error by using these techniques. 
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The system degradation due to the pulse width broadening caused by the fiber 
dispersion is also considered. After the comparison of these fast clock recovery 
techniques, we conclude that the technique using gated-oscillators with PLL is a 
very promising technique for the clock recovery of burst-mode data since it pro-
vides very fast clock and phase recovery (within one bit interval). In addition, 
the circuitry is simple which makes it suitable for high level circuit integration 
and high frequency operation. 
In Chapter 4, we investigate multi-level data signaling and propose a multi-
level burst-mode receiver for the application in local area multiaccess packet 
networks. First, we overview the difference between the binary and M-ary multi-
level signaling, and illustrate a computation method for the power spectrum of 
baseband line encoded signals. NRZI and MLT3 line codes are now becoming a 
standard for FDDI and CDDI. Because of lacking information for the line codes, 
we calculate their power spectra. From the computation, we observe a DC com-
ponent in the power spectrum of MLT3 which is due to the inherent shortcoming 
of the encoding rules in the short term case. We discuss three possible precode 
schemes to reduce this DC component. Then, we compute the error performance 
of the MLT-N by using the maximum likelihood technique. At last, we propose 
f a novel multi-level burst-mode receiver with a MLT3 decoder. This receiver can 
I be employed in multiaccess packet networks which have a limited bandwidth 
； 
;l due to the transmission media or receiver technology as discussed above. The 
； receiver architecture can be easily extended to MLT-N bursty packet reception. 
： In Chapter 5, we give the conclusion of the thesis and further topics of 
• • 
investigation. 
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Theory of Optical Burst-Mode 
Receivers 
2.1 Introduction 
In the last decade, optical transmission has exhibited its technology as a favor-
able choice for telecommunication systems. With the advanced technology devel-
opment in communication networks, high-speed packet switching and transmis-
sion, supercomputers data links, all-optical networks, and multimedia systems 
have emerged as the major and fast growing areas of applications for optical fiber 
communications. Traditional point-to-point optical communication systems are 
now being changed to more flexible, reliable and scalable all-optical multiaccess 
networks, and these networks have very high performances with simple topolo-
gies and protocols. 
The next generation optical networks will likely require fast packet switching 
(e.g. ATM) to support multimedia applications, and an ultra-high transmission 
I 14 
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speed is very desirable. As the bit rate increases to beyond what electronic 
processing can comfortably handle, it is increasingly desirable to reduce the 
amount of regenerative electronic processing at each node. Recent advances 
in fiber-optic technology (e.g. Erbium-doped fiber amplifiers, high-speed time 
multiplexing/demultiplexing, high density WDM devices, optical tunable filter, 
j etc.) have prompted researchers to envision a future all-optical network that is 
capable of supporting multiple access and services at very high bit rate. 
The architecture for these all-optical networks can be based on star, bus, 
ring or generic mesh topologies. Such networks may also include passive opti-
cal network (PON), LAN, MAN and other computer networks. Typically, the 
networks use the time-division-multiple-access (TDMA) protocol, in which data 
packets or information are transmitted from remote nodes to the central office 
or from one node to the others without employing conventional regenerators. 
Therefore, for these future broadband multiaccess and multimedia networks, 
each node must be capable of communicating to others by bursty data or short 
packets of information. 
In these all-optical networks employing TDMA technology, any node can use 
a designated time slot to send a packet to some other nodes. A very significant 
feature of these all-optical multiaccess networks which is different from conven-
I tional point-to-point links is that the amplitude and the phase of the received 
• packets can be quite different from packet to packet due to different attenua-
tion for different length of fiber and different chromatic dispersion caused by 
the variation of transmitters' wavelengths. The amount of amplitude and phase 
variations between two bursty data packets can be up to 20 dB and 360 degrees. 
: Hence, problems arise in the data receptions, since it is difficult for a receiver 
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\ Chapter 2 Theory of Optical Burst-Mode Receivers . 
in one node to retrieve the bursty data/packets with different amplitudes and 
phases from other nodes. Conventional receivers are not suitable for burst-mode 
I data operation because it cannot instantaneously handle the arriving packets 
！ with large differences in both optical power and arriving time. It is therefore 
necessary to have receivers which can adapt to these variations on a burst-by-
burst basis. In order to have a flexible network, a large dynamic range for the 
receiver is also very desirable. 
For the burst-mode operation in a multiaccess packet network, fast response 
time for amplitude recovery with correct clock and phase recovery is essential. 
Because of the dead space among the packets, it is not easy for the receiver 
to recover the packet amplitudes and to synchronize the packet phases from 
other nodes in a very short time. This difficulty becomes especially serious in 
supercomputer interconnect because of the very short burst length of data. In 
order to solve this problem, a few more preamble bits in the bursty data must 
be used for the estimation of the amplitude and the clock phase of incoming 
I packets. Typically, this preamble is added in the beginning of each burst packet 
I . . 1 for the convenience of burst-mode data reception. The preamble consists of a 
f 
： guard field, which allows desynchronization of the burst without collision; an 
amplitude recovery field, which allows the receiver to adapt to different received 
optical powers in the burst; and a clock recovery field, which allows the receiver 
to instantaneously extract the timing information from the burst. In the net-
works, it is very desirable to minimize the length of preamble to maintain a high 
information transmission efficiency. It is thus necessary to develop receivers that 
can perform the task of amplitude and clock recovery in a very short time. These 
types of receivers are called burst-mode receivers. 
(¾) 
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Chapter 2 Theory of Optical Burst-Mode Receivers 
In this chapter, first, we overview the continuous and burst-mode data, and 
describe the models for conventional and burst-mode receivers. Then, we pro-
pose a theoretical model for computing the threshold variation in the burst-mode 
receiver, and point out that this variation is due to the finite time constant of 
the adaptive threshold control circuit. We calculate the BER performance of 
the receiver for two kinds of input data formats. The calculation is based on 
the proposed threshold variation theory. We define a decay parameter K and 
show that this parameter is important for burst-mode receivers. A simulation is 
performed to investigate the interference of K for the receiver, and the results 
are compared with our theoretical model. We also consider the effect of extinc-
tion ratio to the burst-mode receivers in all-optical multiaccess networks. We 
define a term as capacity penalty in the network, and investigate the network 
transmission efficiency due to the inherent characteristics of the receivers. At 
last, we present the experimental results for the receivers, and propose a BER 
I measurement method for the burst-mode data transmission by using conven-
r 
i tional BER test equipments. The interference of threshold offset in a practical 
receiver is also considered both theoretically and experimentally. 
2.2 Comparison of Continuous and Burst-Mode 
Data 
For traditional telecommunications, signal transmission is usually a very simple 
point-to-point communication system, i.e., signals can only be transmitted from 
one end to the other. In such transmission system, each terminal has to process 
all the received information, and the data which does not belong to the terminal 
17 
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will be relayed to others using physical connections or according to the signal's 
destination address. The signal transmission is always in a synchronous or iso-
synchronous way. That is, once the communication link between the two ends is 
established, the information will be continuously sent from the transmitter to the 
receiver. Even when the system is in an idle state, an extra synchronous signal 
should be transmitted to maintain the system's synchronization. In addition, 
in order to guarantee the synchronization in the system, a line code is usually 
used to provide enough clock information. Therefore, such signal transmission 
is usually in a continuous mode. 
For the data networks or communication networks with multiaccess proto-
cols, packet transmission and switching (e.g. ATM) techniques are used. Such 
networks can support both synchronous and asynchronous data transmissions, 
I and the transmitters can be turned off when they are in the idle state. This 
I technique provides great flexibility and high efficiency for information transmis-广 [ 
f sion. However, in this kind of networks，packet transmission with multiaccess 
) Lj 
[I protocols may require burst-mode data transmission. For example, inter- and II ^ 
intra-computer communications are typically characterized by the transmissions 
of short bursts or packets of digital data, followed by dead spaces where no data 
1 ‘ 
is present. This kind of burst-mode data differs from the continuous mode data 
in the conventional telecommunications. In consequence, signal's reception for 
< 
burst-mode data is different from that of the continuous mode data. 
: In Ref. [35], three types of signal formats in digital optical communications 
:f: 
are defined as shown in Fig. (2.1). In the figure, pattern (1) is known as the 
V 
continuous mode data. A binary sequence is continuously sent with an approxi-
: mately balanced ratio of "l"s to "0"s, and the maximum interval between logic 
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\ Chapter 2 Theory of Optical Burst-Mode Receivers . 
transitions is strictly limited. Examples are the 4B5B or mBnB line codes com-
monly used in point-to-point data link applications. Pattern (2) is defined as 
burst-mode data, where both the ratio of “l，，s to "0"s and the interval between 
logic transitions are unconstrained. Tlie sequences have the same amplitude for 
the same logic symbols. A good example is the point-to-point low speed data 
link for computers using RS-232 interface. 
For pattern (3), the signal amplitude may vary from packet to packet, and a 
guard time is usually used between two packets from different nodes. This kind 
of patterns usually appear in the packet transmission of multiaccess networks 
such as the Ethernet. The data format is referred to as the burst and packet 
mode data. The task for a burst-mode receiver is to recover pattern (2) or (3) 
correctly and instantaneously. 
For example, a typical case for the burst and packet mode signal transmis-？ u, 
� sion can be found in a passive optical network (PON) as shown in Fig. (2.2). 
ii; 
In this optical multiaccess network, each subscriber can use an available time 
slot to send a packet to the head-end. The amplitudes and the phases of the 
received packets in the head-end vary from packet to packet due to the so-called 
“near-far” problem. Therefore, burst-mode receivers are well suited for this 
application. 
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2.3 Models for Conventional and Burst-Mode 
Receiver 
2.3.1 A Conventional Receiver Model 
The technologies for conventional optical receivers with continuous mode data 
operation are well known and can be found in many references (see e.g. [36]). A 
block diagram for the receiver is shown in Fig. (2.3). Here, for the convenience 
of comparison between conventional and burst-mode receivers, we first briefly 
！ overview the operation of a traditional receiver. 
I 
I For the operation of a conventional optical receiver, the photo-detector first 
I converts the optical input into an electrical signal and then the signal is amplified 
^ 
by a preamplifier. The main goal of the preamplifier is to provide a sufficiently 
large signal amplitude for the following circuitry while maintaining a low noise 
performance. Then, the received signal is further amplified by a post-amplifier 
with an automatic gain control (AGC) circuit. The average amplified signal is 
fixed at an adequate level which is independent of the input optical power at 
the receiver. The filter after the post-amplifier is generally a low pass filter, in 
which the signal waveform is equalized and the noise is further reduced. Finally, 
a binary data sequence is recovered from the decision circuitry. For low speed 
or low cost receivers, data recovery can be done asynchronously by using a 
comparator to decide whether a pulse is present or not. In this case, the signal 
pulse has a very sharp rising and falling time as compared with its bit interval. 
For high-speed data, a clock recovery circuitry is always necessary to achieve 
the best performance. In this case, data recovery is usually done synchronously 
20 
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by using a D-type flip-flop. Thus, in the data decision circuitry, the input signal 
is sampled by the recovered clock at the optimum time where the signal levels 
difference between bits "l"s and "0"s is at the maximum. 
For a conventional receiver, since the signal path is AC-coupled, signal's low 
frequency component is filtered out by the receiver. Consequently, the average 
amplitude of the input data is not allowed to vary greatly in a short time. This 
- ^ - - - - - - - - - ^ - - - - - -
J capacitors associated with the AC-coupled signal path and also the response 
time for the AGC circuitry is slow. 
The advantage for an AC-coupled conventional receiver is that a high sens i - . 
tivity can be achieved. However, this technique is not suitable for the reception 
of burst-mode data. 
From the above discussion, we can summarize the characteristics of conven-
tional receiver as: 
1. the signal path is typically AC-coupled to simplify the circuitry design and 
to maintain a stable operation. 
2. In the decision circuitry, a comparator (asynchronous) or a D-type flip-flop 
(synchronous) is usually used to determine the binary sequence and a fixed 
threshold is pre-set for the convenience of decision. 
3. Because of the AC-coupled of the signal path and the slow response time of 
AGC circuit, conventional receivers are only suitable for continuous mode 
data reception. 
Since the burst-mode receiver is also compatible to the conventional receiver, 
it can be used for the reception of both continuous and burst-mode data. 
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Receiver Conventional Burst-Mode 
Signal Coupling AC DC 
Threshold Setting Fixed Adaptive 
Amplitude & Clock Recovery Time //s ns 
Access Time for Receiver /is ns 
Table 2.1: Comparison of conventional and burst-mode receivers. 
I 2.3,2 A Burst-Mode Receiver Model 
；; 
• The operation of a burst-mode receiver is very different from that of a conven-
tional receiver. The major difference is that the receiver is DC-coupled and 
the threshold setting for the circuitry must adapt to the amplitudes of received 
burst signal in a very short time. Second, the clock and phase recovery of a 
burst-mode receiver must be performed very quickly (typically within a small 
fraction of a packet transmission time). Table (2.1) summarizes tlie differences 
between the two types of receivers. 
Burst-mode receivers can be divided into two types according to the struc-
tures of the receiver, which are: (1) feedback type [2] and (2) feedforward type 
5]. Examples of these two types are shown in Fig. (2.4). Type (1) uses a dif-
ferential input/output trans-impedance amplifier with a peak detection circuit 
forming a feedback loop. The peak detector circuit determines the instantaneous 
detection threshold of the incoming signal. The output of the pre-amplifier is 
DC-coupled to a differential post-amplifier for further amplification. In this 
scheme, the signal's amplitude recovery is done in the pre-amplifier. 
In type (2) receiver, a conventional DC-coupled pre-amplifier can be used. 
The received signal is first amplified by this pre-amplifier and then split into two 
branches. The first branch is DC-coupled to a differential amplifier. The second 
, 22 
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branch is feedforward into a peak detection circuitry to extract the amplitude 
information of received packets. From the output of the peak detector, a proper 
threshold level can be set adaptively in front of the differential amplifier. At 
the output of the differential amplifier, the amplitude recovered data packet is 
ready for further processing. 
I As far as the hardware implementation is concerned, the operation for type 
t (1) is more stable than type (2), since a feedback loop enables the receiver to 
^^  
work more reliably. But a differential input/output pre-amplifier is needed. In 
type (2), a conventional DC-coupled pre-amplifier can be used, however, the 
circuitry needs to be carefully designed to prevent oscillation in the receiver. 
In Fig. (2.4), we define the rising parameter Kr and decay parameter K for 
the peak detection circuitry as 
T 
Kr 二 一 
Tr 
K 二 - , (2.1) 
Tf 
where T is the bit interval, r^  and Tj are the rising and holding time constant 
for the peak detection circuitry as shown in the figure. 
It should be noted that our analysis of the burst-mode receivers is indepen-
dent of the receiver's configurations, i.e., both type (1) and (2) are applicable. 
However, for the simplicity, we shall only use the basic receiver model of type 
(1) in future study. 
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2.4 Threshold Variations in Burst-Mode Re-
I ceivers 
^ 
2.4.1 Threshold Setting for a Burst-Mode Receiver 
For a digital optical receiver, the binary signal can be regenerated by the thresh-
old in the receiver. As we have mentioned before, in conventional receivers, 
because the average amplitude for the received signal is nearly constant and 
continuous, the threshold can be easily pre-set. However, such method cannot 
be employed for the reception of burst-mode data (e.g. bus application with 
packet transmission). Since the arriving packets are bursty and the signal levels 
vary for different packets, the receiver must instantaneously establish a threshold 
according to the amplitude of incoming packet. Thus, a fast adaptive threshold 
control circuit should be employed in the receiver to detect the amplitude and 
center the threshold for the arriving packets or data bursts. The bit error rate 
(BER) performance of burst-mode receivers is affected by both the adaptive 
threshold control circuit and the carrier recovery circuit. In this chapter, we 
only concern about the effect of the adaptive threshold control circuit in the 
burst-mode receiver. 
Fig. (2.4.a) shows the circuit model of a burst-mode receiver. The model 
is based on Ref. [2]. It is similar to the conventional receiver, except that the 
detection threshold has to vary with the instantaneous peak amplitude of the 
incoming packet. Thus, the threshold setting in a burst-mode receiver depends 
on the data pattern of the incoming signals. 
. . . | 
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lJv 
A.. 
It is well known that for a conventional optical receiver, the BER is 
^ = P(0)i^(l|0) + P(l)i^(0|l), (2.2) 
where P(0) ,P(1) are the probability of logic “0” and “1” respectively, P(1|0) is 
the probability of “1” when a “0” is transmitted and P(0|1) is the probability of 
“0，，when a "1" is transmitted. Both P(0|1) and P(1|0) depend on the setting of 
the amplitude threshold, which is usually set to a fixed optimal level according 
to the steady state signal amplitude and noise statistics (see e.g. [37]). The 
steady state signal amplitude is determined by integrating the signal over a long 
period of time. 
In a multiaccess optical network employing burst-mode receivers, ideally, the 
error performance of a burst-mode receiver should approach that of a conven-
tional receiver after the connection between two nodes (via packets) has settled 
into steady state. However, because of the finite rising time and holding time 
constant of the adaptive threshold control circuit, the threshold level is not con-
stant but fluctuates around the ideal Vth according to the incoming data pattern 
as shown in Fig. (2.5), thus causing degradation in the BER performance. 
Because the receiver performance is data pattern dependent, to distinguish 
it from the conventional receiver's BER, we define the BER of a burst-mode 
receiver as 
Pe = P(0)PeO + P(l)Pel, (2.3) 
where P(0) and P(1) are the probabilities of "0"s and "l"s appearing in the 
data pattern, Peo and JPei are the error probabilities caused by "l"s and "0"s in 
the burst-mode receiver. 
According to Fig. (2.5), the threshold for the burst-mode receiver Vth[m, t 
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can be represented by a Markov process 
. T, 1 \ Vth[m-l,T]exp{-t|Tf) a(m)= "0" 
I VthVn.t] = (2.4) 
‘ Vth[m - 1, T] + ( f - VtH[m - 1,T])(1 - exp ( - t / r , ) ) a(m)= "1" 
where Vt/i[m, t\ is the threshold voltage at time t in the m-tli bit-interval, t is 
measured with respect to the start of each bit-interval, i.e., 0 < t < T with 
T being the bit-interval, a(m) is the symbol ("0" or “1”）for the m-tli bit, 77 
and Tr are the holding (discharge) time and rising time constant of the adaptive 
threshold control circuit, and Vi is the voltage level for “1”. The voltage level 
for “0” is taken to be zero for simplicity. 
2.4.2 Degradations ofBurst-Mode Receivers Due to the 
Adaptive Threshold Setting 
The threshold variation due to noise 
A major difference between burst-mode and conventional receiver is that the 
threshold detection in burst-mode receiver must adapt to the incoming signal in 
a very short time frame, thus the threshold is susceptible to the corruption by 
noise. 
In the burst-mode receiver, suppose the received signal is a random variable 
with gaussian distribution (mean value is A and variance is a), for the thresh-
old setting by peak detection circuit, the detected threshold is also a random 
variable with gaussian distribution (mean value is A/2 and variance is a). In 
Ref. [5], Eldering provide a theory to evaluate the receiver's performance using 
several bits of preamble for the detection of the threshold when noise interference 
is considered. It is suggested that by properly choosing the rising time constant 
•^ ！ 
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for the peak detector, it is possible to make the charging time correspond to the 
72-bits of the preamble [5]. Thus the peak detector can act as an integrator for 
I averaging the detected threshold of the n-bits consecutive “1” in the preamble, 
I and variance for the detected threshold can be cr|n. Therefore, the ambiguous 
I of the detected threshold can be reduced. From the computation, it shows that 
-¾ 
when one, four and eight bits are used for the measurement of the threshold, 
there are 3 dB, 0.94 dB and 0.5 dB power penalty for the burst-mode receiver 
related to the conventional receiver respectively. With a slow rising time con-
stant in the peak detection circuitry and large number of preamble bits for the 
threshold detection, the receiver will have a better performance [5 . 
For the convenience of amplitude and clock recovery of the transmission 
packet in the network, the overhead data format is usually like "101010- • •” (e.g. 
Ethernet). Since the holding time constant of the peak detector is very large, the 
decay for the threshold is very small (see Eq. (2.4)), thus the theory in Ref. [5 
is also applicable in this case. 
The power penalty of the receiver due to the ambiguous of detected thresh-
old in Ref. [5] can be regarded as the inherent degradation for the burst-mode • 
receiver, since this power penalty is always existed either when the receiver 
operated in continuous or burst-mode data. 
Rising time constant consideration 
In the following analysis, we consider the receiver performance in the data field 
when the threshold setting has beeen completed by Ref. [5]. In addition, we 
do not need to consider noise interference to the detected threshold since it has 
been considered as stated in the above. 
• ..1 
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For burst-mode receiver using peak detector, the variation for the detected 
threshold can be expressed by a Markov process. In the information field, for 
an arbitrary “1”，the threshold measuring is by the rising time constant. The 
average threshold and Q-factor for "1" can be expressed as: 
1 ^J^ 1 — J^ r 
F,,["1"] = - f VtH[''r\t]dt = Vtk, + (K — VtH,){l — ^ ~ ~ ) ’ （2.5) 
丄 Jo Kr 
Q m = l - K " [ T ] = g . + ( ^ ^ ) X f i ^ ) , (2.6) 
o"i \ a J \ Kr ) 
where A ; is the rising parameter, Vc is the optimal threshold for a conventional 
receiver, Vthp is the perivously detected threshold and Qc is the optimal Q-factor 
for conventional receiver. A large A ; represents a fast rising time. From the 
above equations, it is known that when Vthp = K, the Q-factor Q["1"] is at the 
minimum for “1”，thus Q["1"] > Qc- Consequently, we can regard the BER 
caused by "1" in burst-mode receiver the same as that in conventional receiver, 
i.e., Pel 二 Peic，where the subscript c denotes the BER of a conventional receiver. 
Holding time constant consideration 
I 
Although a smaller / i ; can result in a good measurement for the threshold in 
the preamble field, this does not mean that a smaller K^ will always yield a 
better receiver performance in the data field, since the receiver performance 
also depends on the "0" in the data field. In the following, we will discuss this 
problem. 
For “0” bits in the information field, the BER performance of the reciever 
depends on the holding time constant Tf of the peak detection circuit. When 
there is a large number of consecutive “0”s in the input data, the threshold will 
.•：! 
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decay from a initial value Vj to a smaller value, reducing the signal to noise ratio 
(SNR) of tlie receiver [33]. Thus, a power penalty is introduced, i.e., PeO > PeOc-
For a long string of consecutive "0"s appearing in the input signal, tlie aver-
age threshold for the m-tli “0” bit is given by: 
_ 1 rT / - ( m - l ) / l — - m K \ y 
VtK[m] = - / Vtk[m,t]dt = ^ )~^, (2.7) 
1 Jo K 
where K is the decay parameter of adaptive threshold control circuit, and Vc is 
the optimal threshold for a conventional receiver. 
Basically, Vi is determined by “1” as shown in Eq. (2.5). If we assume the 
network operates with a good extinction ratio, i.e., Von > > K / / (we will consider 
the effect of the extinction ratio later), then the Q-factor of tlie m-th bit in a 
consecutive string of "0"s is: 
V , u l m ] — V f f / g - ( m - l ) X — - m K \ 
Q [ m ] = 〜 网 〜 , 二 g ^ ~ ~ x(g.-A), (2.8) 
0-Q V i\ J 
where Q � a n d Q[m] are the Q-factors for conventional and burst-mode receivers 
respectively, and 
, (Vc-Vthv\ A — e—J《、 , 、 A = ( f ) x ( _ ^ ) , (2.9) 
where ao is the RMS noise voltage for "0"-bits. 
Equation (2.8) can be used for the analysis of the performance of a burst-
mode receiver when the input is “0”. From this equation, we know that a long 
string of consecutive "0"s appearing in the input signal will degrade the receiver's 
signal-to-noise ratio, in consequence, the receiver will suffer a power penalty due 
to this degradation. 
For the operation of burst-mode receiver, there is tradeoff between the Kr and 
receiver. For example, as shown in Fig. (2.6), the data format in the information 
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I preamble bits required A; pl p2 p3 penalty in [5] 
丨， 1 2 ^ 0 0.4— 1.9 3 . 
; 2 — 8 1.1 1.6 3 1.75 “ 
T “ 4.7 2 2.4" 3.9 1.25 
.； 4 ^ 2.8 3.2 4.7 1 
T " “ 2.7 3.6 4 T ^ 0.75 
• 6 — 1.9 5.2 5 l 7.1 0.6 
T 1 .^ 6 T T " 7.9 0.55 
~8 1.5 6.4 6.8 8.3 0.5 
Table 2.2: Power penalty of the receiver due to the rising time constant and 
noise interference for the detected threshold in the receiver, where pl, p2 and 
p3 are the receiver SNR penalty in dB for the first, second and third "0" in the 
consequence signal after the single “1”. ： 
field is a long string of consecutive “0” followed by a single "1", and again a 
long string of consecutive “0”. In this case, the threshold will decay to a small 
value due to the long string of “0” (e.g. Vthp = 0), if the A ; is not fast enough 
for the single “1”，there will be a SNR degradation for the consequence “0”. 
Suppose the decay parameter K is 0.05, the degradation of the receiver is shown 
in Table (2.2). 
'I 
. I 
From the table, it is known that, when the consequence signal after the single f 
“1” is a long string of consecutive “0”，a smaller Kr will degrade the receiver 
performance more. Since burst-mode receiver with single “1” for the threshold 
setting has been experimentally demonstrated [2], thus, for the simplicity, we 
evaluate the BER performance of this kind of receiver in the following analysis. 
In this case, the SNR penalty due to the long string of consecutive “0” is at the 
minimum, and the Q-factor for the m-th "0" bit is: 
Q M 二 ^ ^ ^ ( ^ 7 _ ^ x Q c . 
0^ A 
•...>] 
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I For a smaller A; , Eq. (2.8) can be used to re-compute the BER performance 
of the receiver. 
2.5 Theory of B E R Performance for Burst-
Mode Receivers 
2.5.1 BER Performances for Uncoded and Encoded In-
put Signals 
The baseband binary transmission signals in the physical media are of two types: 
encoded data (line code such as mBnB) or uncoded data (pseudo-random signal). 
For the encoded data, the binary sequence has an approximately balanced ratio 
of "l"s to "0"s, and the maximum consecutive intervals for the same symbols are 
strictly limited. For the uncoded signal, the length of the maximum consecutive 
interval for the same symbols is determined by the length of the input pseudo-
random signal. The longer the length of consecutive symbols, the smaller the 
probability it will appear in the data stream. 
Since the threshold setting for the burst-mode receiver is signal-dependent, 
the error performance of the receiver depends on the data pattern of the incoming 
signals. We can approach our analysis in two cases: uncoded data and encoded 
data. For uncoded data, a pseudo-random input signal with length of N — 2^ — 1 
is considered. For encoded data, a commonly used line code — 4B5B and 5B6B 
data formats are considered. 
From equation (2.8), it is known that the mathematical models for BER 
performance of a burst-mode receiver are different for uncoded and encoded 
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[Consecutive “0”s in Data 4B5B Code 5B6B C o d ^ 
"P i (= “0”） 一 Q.2r O . f 
• P2(= “00，，） 0.079— Q.Q7r 
I P3(= “000，，） 0.008 0.02 
Table 2.3: The statistical distributions of consecutive “0”s in encoded 4B5B and 
5B6B data. 
data. For a pseudo-random input signal with N = 2^ — 1，where N is the length . 
^ 
of the pseudo-random number sequence (PRNS), the ratio of "0"-bits contained 
! 
in strings of i consecutive "0"s relative to N is ^ ^ . The average BER can thus 
i' 
be expressed as (see Appendix (B.1)): 
I i: 
Pe 二 P{l)Pel + i^ (0)PeO = P{l)Pel + E ^ " E ^eO,, ( 2 . 1 1 ) 丨丨 
. 1 Z T 1 . ：  
！ 口1 J = 1 1  
丨 丨| 
where 
i i| 
I ^eo, 二 f + e ^ ( - ( V - K / / ) " 2 j 2 ) w 
^Vth[j] yZna 
' exp(-Q^[j]/2) , � 
: ~ 八 , ; V • 2.12 
V^Q[j] � ) 
I :i I For a typical 4B5B or 5B6B encoded data format (such as that provided by 丨; 
1' ； 
； !. 
； Am7968 IC from AMD), the encoder tables are shown in Appendix (B.2). The 
( 
^ statistical distributions for consecutive "0"s are obtained by numerical simula-
tion and the results are shown in Table (2.3). 
\' The BER for these encoded data is 
I 
I 
I 2 3 
j Pe 二 P(l)Pel + PlPe01 + ^2 E ^eO./2 + P3 ^ ^eO /^3. (2.13) 
7 i=l i=l 
\ 
^ \ Fig. (2.7) shows the BER, Pe, versus the optical received power P? for un-
t, . 
icoded NRZ data. In this figure, we assume that the bit rate B of the data link 
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is 1 Gb/s, the responsivity R of the photo-detector is 1 A/W^ and the input 
impedance and the noise figure Fn of the pre-amplifier are 1 KVt and 1.7 dB 
respectively. The BER performance of the receiver depends on the length N of 
the PRNS. For N = 2^ ^ — 1 and K = 0.05, the power penalty is 1 dB at a BER 
of 10_9. Fig. (2.8) shows the BER versus the decay parameter K for the same 
f 
;: PRNS. For N = 2^ — 1 (n=5, 7, 9，11, 15), the required K values are 0.08，0.06, 
0.053, 0.05 and 0.048 respectively at a BER=10_9 and a power penalty of < ldB 
is imposed. This means that for a short pseudo-random length of uncoded NRZ 
signal, smaller 77 can be used in the receiver and an increase in the network 
transmission efficiency can be achieved. From Fig. (2.8), the BER performance 
will approach the worst case when n > 15. In Fig. (2.8) and Fig. (2.7), it is 
shown that because of the strong improbability of long strings of zeros, the BER 
for uncoded data does not diverge for a nonzero decay parameter as the max-
imum length of zeros goes to infinite. Fig. (2.9) shows Pe versus the received 
power Pr for 4B5B or 5B6B encoded data. For these two data formats, 4B5B 
j 
has a slightly better BER performance. This is because, for these two encoded 
t 
signal, the maximum length of consecutive “0” in tlie data string are the same. } 
• 丨  
f 
I； 
2.5.2 Simulation of Error Performance for Burst-Mode 
Receivers 
！ 
In the above, we have established a theoretical model to analyze the error per-
I, 
formance of the receiver. In order to verify our theoretical model and to obtain 
a more precise value for the decay parameter K, a computer simulation for the 
performance of the receiver is presented in this subsection. 
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T 
We perform the following simulation experiment as shown in Fig. (2.10). 
A uniform distributed pseudo-random binary sequence is first generated. The 
sequence then goes directly (for uncoded data) or through a 4B5B/5B6B encoder 
(for encoded data) to a transmission channel where Gaussian noise is added. 
The noise added binary sequence then reaches the receiver. From the received 
burst-mode signal's waveform, we use the Markov relationship of Eqt. (2.4) 
to determine the instantaneous decision threshold. This threshold is used to , 
:� 
determine the bit value of the noise-added sequence. Naturally, the output of if i 
the receiver is the recovered burst-mode information with errors. By comparing 
the output sequence with the original input, we can easily obtain the BER of 
the receiver. We now change the value of K, and thus the BER of the receiver 
with respect to different K values can be acquired. 
The relationship between the decay parameter K and P^ is shown in Fig. (2.11). 
Here, we compare the simulation results with the theoretical results for different 
data formats under the same SNR {Q = 6 corresponds to a BER of 10—9 for 
conventional receivers). The theoretical curves agree with the simulation results 1 
very well. In the simulation, we use N 二 2^ ^ — 1 pesudo-random signal generator 丨  
to produce an uncoded NRZ data stream, thus the simulation result approaches 
the upper bound. 
We can use the equations in the above subsection to evaluate the power 
penalty versus K, and the results are shown in Fig. (2.12). From this figure, we 
know that for a power penalty of 1 dB at a BER of 10"^, K must be < 0.05, 0.11, 
and 0.12 for uncoded data (PRNS N = 2^  — 1), 4B5B and 5B6B respectively. 
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2.6 Extinction Ratio Consideration for Burst-
Mode Receiver 
In the above analysis, we have evaluated the BER performance of burst-mode 
receiver, but the system degradation due to the effect of accumulated CW optical 
power (or extinction ratio) from other unmodulated optical sources in the optical 
network is not considered. In order to make the theory of error performance more ^ 
complete for the receiver, we need to consider the system degradation due to 
this extinction ratio. 
i! |! 
The finite extinction ratio exists because in a bus or a star optical network, [ 
i i 
all transmitters liave some residual CW optical power coupled into the fiber even ； 
i 
when they are not transmitting. This effect is due to the inherent characteristics , 
•I 
for the operation of optical transmitters in the network. Usually for an optical 
transmitter, in order to reduce the turn-on delay of the laser diode, the bias 丨 
current for the optical source is set at above the threshold. Therefore, a small 
but non-zero DC optical power is coupled into the optical fiber even when the j, 
. . . I transmitter is in the "off” state. For a DC-coupled burst-mode receiver, all these ! 
！ 
r 
residual CW powers from different nodes will accumulate in the optical fiber 
which could seriously degrade the performance of the receiver. Consequently, 
more nodes in the network will degrade the extinction ratio more. 
From the definition of the extinction ratio EXT 二 Po"|Pon, it is easy to 
understand that, in an all-optical network, the extinction ratio for burst-mode 
data varies from packet to packet according to the amplitude of the input. In 
the worst case, when the input amplitude is at its minimum (which corresponds 
to the best receiver sensitivity), the extinction ratio EXT is at its maximum. 
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I . ^ . . 
！ In this case, the signal-to-noise ratio Q[m, EXT] lor the receiver is (see Ap-, 
I pendix (B.3)): 
一 料 > < ( 端 产 ; 一 - ^ ) . (2.14) 
The power penalty of a burst-mode receiver relative to tlie conventional re-
ceiver due to the extinction ratio can be obtained by using Eqt. (2.14), Eqt. (2.12) 
and Eqt. (2.13) and is shown in Fig. (2.13). For tlie same extinction ratio EXT, , 
} 
the power penalty for encoded data is less than that for uncoded data. When j, 
/ 
EXT is 0.1, the power penalty is 1.2, 1.4 and 2.1 dB for 4B5B, 5B6B and un- | 
i! ：I 
coded data respectively. The BER performance will be greatly degraded by a |: 
i 
large extinction ratio in the receiver. 丨  fi 'i i 
A good solution to reduce the power penalty due to the extinction ratio is || 
proposed in [38]. By using a dark-level compensator subcircuit in the receiver, 
the circuitry can automatically measure and subtract the background light in 
the network from the signal, therefore a good extinction ratio for the receiver ( 
can be achieved. 丨 
i  :i 
2.7 Consideration of Network Capacity Penalty 
In order to increase the network transmission efficiency, it is very desirable to 
reduce the gap time between two packets in the data bus. From the previous 
discussions, we realize that a small holding time constant of adaptive threshold 
control circuit can reduce the gap time at the expense of degrading the receivers 
BER performance. Therefore, there is a trade-off between tlie time constant r/ 
and network transmission efficiency. 
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Fig. (2.14) shows two packets transmitted from node i and node j to node 
h. The worst case for the threshold shifting is when the first packet has the 
maximum received power and the second packet has the minimum, in which 
case requires the maximum discharge time for the adaptive threshold control 
circuit to re-establish the new threshold level. The maximum discharge time 
A^ AT is related to the maximum and minimum voltage amplitude Vthmax and 
Vthrmn ^^  ^ He incomiiig data by . )i 'ii 
I 
Vt‘n 二 V,,^^^exp{-At^/rj). (2.15) | 
I I 
:j 
Thus, the gap time tg between two packets should be 
i,, 
T H 
tg > ^tN = Tf . ln aN = — • lna7v, (2.16) !^ 
•j 
where T is the bit interval, K is the decay parameter of the receiver and a^ •； 
？ I 
• . . (!• 
is the dynamic range of the receiver. We define the channel utilization of the [i' 
iy 
network as: j| 
t. ( 
I 
. packet length j 
channel utilization 二 ： ； 
gap time + packet length | 
1 ；丨 
= l + l n a j v / ( K - M ) ' (2 .1” 丨 
where M is the number of bits in one packet and B is the bit rate of the data 
link. Consequently, the capacity penalty [3 is defined as: 
. . 1 
8 = 1 — channel utilization 二 ； . (2.18) 
1 ^ K - M | l n a N 
Here, we ignore the effect of rising time constant of the receiver, since the 
network capacity penalty due to the rising time is negligible comparing with 
the holding time. Equation (2.18) can be used to calculate the information 
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f 
«1 
“ transmission efficiency of the network. When the bit rate, packet length and 
,<•, 
:: the dynamic range of the receiver are given, the capacity penalty is directly 
determined by the decay parameter K of the receiver. Here we show an example. 
Let the bit rate of the network be 1 Gb/s and data pattern be uncoded {N = 2^-
1) or encoded (4B5B or 5B6B). Assume that the packet length is 53 bytes (ATM) 
and the dynamic range of the receiver is 20 dB. Under the condition that the 
power penalty is < 1 dB at a BER of 10~®, the required gap time is about 90ns, 产 
y 
42ns and 38ns for uncoded, 4B5B and 5B6B respectively. The corresponding ] 
:!i 
hold time for the receiver are about 20ns, 9ns and 8ns. In consequence, the j 
network capacity penalty is about 18%, 10% and 8% for uncoded, 4B5B and 
5B6B respectively. If the encoding efficiency is also considered, then the above 丨 
:j 
capacity penalties become 18%, 30%, and 24.7% respectively. 丨 
i;| 
It is obviously that the above discussion is based on a natural discharge ：： 
丨.！ 
scheme for the threshold control circuit in the receiver. For fixed-size packet y 
;i 
transmission, by counting the number of bits in a packet [38], a "reset" signal ；丨 
；j 
can be used to accelerate the discharge time of the threshold control circuit. ( 
j,.. 
Hence, network transmission efficiency can be improved. However, by using ^ 
f 
such method, the burst-mode receiver will not be compatible with conventional 
receiver. 
For variable-size packets, the Frame-Start and Frame-End symbols which 
encapsulate the packet can be used to trigger the change of the decay parameter 
of the threshold control circuit. In order to do this, the data must be encoded 
by a line code (such as mBnB) and the Frame-Start and Frame-End symbols 
should be unique. This encoding in the information field will lead to a capacity-
penalty automatically. Furthermore, the receiver complexity is increased. Thus, 
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i • s^  
I • . . 
, it may not be beneficial to employ such schemes after all. 
i 
m 
1 
I 2.8 Experimental Results for Burst-Mode Re-
Sf 
f • : ceivers 
墓 
， 
I . . 
欢 2.8.1 BER Measurement Consideration 
^ H 
>•' _ . . , � 
‘ The BER measurement for burst-mode data is complicated by the gap time 
‘ . . . i present among packets when a conventional BER measurement equipment is 丨丨 
i'i 
employed in the experiment. Since the BER tester cannot distinguish whether 
errors occurred in the packet or in the gap time, the BER measurements only 
indicates the average BER of tlie network. That is 
BERc 二 ave{BERg + BERp), (2.19) 
where BERg is the BER in the gap time, and BERp is the BER in the packet. 
Another difficulty for the BER measurement of burst-mode receiver is due 
to the reception of packets from multiple sources. Since the network protocol is 丨 
！ 
based on multiaccess technique, the data received from different nodes are quite 
different from one another. In tliis case, a conventional BER test equipment 
jf 
can only read packets from a specific node where the BER tester's transmitter 
‘ 
is located. It has been suggested that the receiver's performance could be eval-
‘ uated by measuring the closure of the eye diagram of the received packets in a &, 
, multiaccess network [3 . 
1 . . . 
；« For the sake of facilitating the measurement of BER performance involving 
1 . . 
‘ burst-mode receivers, we have derived an equation which relates tlie burst-mode 
'MJXi> 
i 
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i • 
BER to the continuous-mode BER. With the help of this equation, the burst-
B^  
I mode BER can be easily obtained. 
_ 
t Assuming a fixed gap time, the BER of the burst-mode receiver can be 
• 
• derived from Eq. (2.11) which is shown as 
i P . M l - ^ ) P . + ^ E « ^ , (2.20) 
• ^g 口1 V27rg(z) 
I . . . . 
I where Pec is the BER for the receiver when the input data is in continuous mode, _ 
I . . . :� 
-, Q[i) is the Q-factor of the z-th bit in a consecutive string of "0"s, and [3 is the 
I . . . . . I 
^ capacity penalty of the network as defined in Eqt. (2.18), which is approximated ！ 
：， 1 ！ by 
I fl 
、 3 ^——'—, (2.21) 
1 “ n, + M ' ^ ) ; 
f -
.:- where Ug and M are the integer number of bits in the gap and packet respectively. H 
f ：: 
' '4j, 丨 ， • • • ：| I We have verified this equation both theoretically and experimentally. For the |J, 
'k^ ‘ \ 
1 . . . . . :J 
«1 experiment, the burst-mode receiver chip is obtained from AT&T Bell Labora- :丨 
g ., 
:^ tory [2] and packaged by us. Photographes of the packaged burst-mode receiver 
'V' 
V 1 I are shown in Fig. (2.15) and Fig. (2.16). 
m • m . . < 
I In Fig. (2.17) is shown the power penalty versus the decay parameter K : 
t for different capacity penalty at a BER of 10—9 with the voltage offset of the 
s 丨 . . 
^ threshold set to zero. Here, the power penalty means the sensitivity penalty 
^ 
I between the continuous mode and the burst-mode data. The solid lines are f '<vi^. 
I computed from Eqt. (2.20) and the discrete dots are the experimental results. 
^ The computed results agree very well with the experimental results. 
m~ 
p Therefore, to characterize the BER performance of the burst-mode commu-
'N o^sai 
垂 nication, we can first measure the receiver's BER for continuous mode data, 
wm. 
I and then derive the receiver's BER for the burst-mode data by Fig. (2.17). For 
襲 40 
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• example, if the decay parameter K is 0.01 for a burst-mode receiver with a 
J receiver sensitivity of -32 dBm for continuous mode reception, and assume the 
1 
I network capacity penalty is 10%, then from Fig. (2.17) we can find the receiver's 
t sensitivity to be about -31 dBm for burst-mode reception under the same bit 
1 
^ rate, 
t 
i 
-¾ 2.8.2 Threshold Offset Consideration for Burst-Mode , 
£ 严 
飞 p • ) •‘ Receivers : I 
i| tr 
-^  . . . . . . . ： j 
‘ For packet transmission in a network, if a natural discharge mechanism is em- :丨 
.^ I 
‘ ployed in the adaptive threshold control circuit of the receiver, a threshold offset 
,: is needed. The reason is tliat, in burst-mode operation, there are silent intervals 
. when no data is present. In these silent intervals, tlie threshold of burst-mode 丨 
receiver is not allowed to go to zero, otherwise random noise fluctuations will : 
• j 
trigger the decision circuit and cause errors. 
In order to prevent the threshold naturally discharging to zero level, a mini-
••• 'i ！ 
mum DC offset should be set in the adaptive threshold detection circuitry. When 
..,|. fi 
, , :|| the offset is increased, there is greater immunity to the random noise, but it will ,丨 
- degrade the receiver sensitivity and pulse width distortion will also occur [2 . 
•;??: 
�’ Therefore, it is necessary to search for an optimum offset level for the threshold 
¾ 
\ to prevent noise interference in the gap time among packets, while maintaining 
T 
" a minimum power penalty caused by this offset. 
,'j 
'" We have investigated the power penalty of the receiver due to this offset both 
•爹 
邀- experimentally and analytically. The experimental and theoretical results are f �Ti 
.禅 
.蔬； 
f 
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•:m 
i shown in Fig. (2.18). Fig. (2.18) is similar to Fig. (2.17), except that the thresh-
••a* 
* old offset is 1.2cr, where a is the RMS noise in the receiver. In the experiment, 
1 
3 the bit rate of the data link is 100 Mb/s, the responsivity of the photo-detector 
j 丨 丨 � 
I is 0.94, the packet length is 53 bytes, the gap time length is generated by a 
I , • , 
programmable BER counter (HP71600B), and K is changed by replacing tlie 
邏 
• capacitor in the adaptive threshold control circuit in the receiver. The receiver 
, sensitivity is around -32 dBm for continuous mode. « 
% . ‘� 
« The power penalty is 1 dB smaller for the case with an offset than that 
I . . . |, 
』： without an offset. This is because the measurement includes the BER occurred : 
i !： 
^- 1, 
> during the gap times. However, a large offset will result in pulse width distortion ': 
* ：. 
i, . '' 
； (PWD) which will also degrade the receiver performance. ：； 
1 •''! 
- • : : ] 
* When the threshold offset of the receiver is given by K//sei, the sampling i.| 
:1 
： error 丁 in Fig. (2.19) can be estimated by 
I ： 
，； Voffset ^r (c) 00\ 
: T ^ 硕 ^ g{0)/v.ffset' ( ) 丨丨 
.¾.: ：； i 
I where t^ ~ 0.75/BW^ BW is the bandwidth of the receiver (in our experiment, j' 
1 . . . •: 
BW=lOO MHz), and ^(0) is the peak voltage of the pulse. With a voltage offset, :丨 
� — 
: the Q-factor must be modified by (see Appendix (B.4)): 
4 , ！ s 
I ( ¾ ^ — l) Qc — ^ ^ ^ for bit “1” 
I Q = ^"(°) ) ^ (2.23) 
； [ Q { i ) + ^ ^ ^ for i-th bit "0" 
I � 
I where Qc 二（¾ — Vo)/2cr is the conventional Q-factor of the receiver and g{t) 
4 
m is the waveform of the pulse. By substituting Eqt. (2.23) into Eqt. (2.20), we 
I . . 
^ can get the power penalty versus the oftset for the normalized Gaussian and 
I . . 
I raised cosine waveform as shown in Fig. (2.20). It can be seen that the BER 
I . . . 
竺 performance for Gaussian and raised cosine waveform are about the same. In .Sf & ？ 42 
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I 
媒 
W 运 
I addition, the power penalty (burst-mode relative to the continuous mode data) 
I can be reduced by increasing the offset but the inherent sensitivity of the receiver 
^ (continuous mode) will degrade due to this offset. 
I t < 
备 — 
1 2.9 Chapter Summary 
^ 
,.*• • 
Burst-mode receiver is one of the most important building blocks for the mul-
‘5. 
S" t| 
: tiaccess all-optical networks. The receivers can be used to overcome the packet : 
1二 f - • • . • • \\ 
: transmission with so-called “near-far” problems in a very short time. Although • 
• • • : , i . 
the receivers have been demonstrated in the experiments, the cause of the re-
4 ', 
ceiver's degradation due to the holding time constant of the adaptive threshold 
control circuitry have not been investigated. In this chapter, we have intensively 
:丨 
analyzed the amplitude recovery of burst-mode data or packet by using burst-
mode receiver and the results are verified by experiments. We have discussed i 
the continuous and burst-mode data and present tlie models for conventional •• ••*.' > 
；I 
... i 
and burst-mode receiver. Moreover, we have given a theoretical model for com- | 
.•‘.... ij 
puting the threshold variation in burst-mode receiver, and pointed out that the I 
丨  
variation is due to the finite time constant of the adaptive threshold control ' 
circuit. Based on the threshold variation theory, we have calculated the BER 
'i performance of the receiver for two kinds of input data formats. We defined a 
� 
‘ decay parameter K and show that this parameter is an important value for the 
外-
r burst-mode receiver. Our analytical model is verified by a numerical simulation. 
'1 
J We also considered the impact of extinction ratio to burst-mode receiver, and 
3 
1 defined a term as capacity penalty in all-optical multiaccess networks. The net-
I . 丨 . . 
^ work transmission efficiency due to the inherent characteristics of burst-mode 
m 
1 
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m 
m 
m 
m 
m receivers is illustrated. We have demonstrated an experiment for burst-mode 
• 
r receivers, and proposed a method for the BER measurement of the burst-mode 
i 
• data by using a conventional BER test equipment. Finally, the threshold offset 
* 
耀 . . . , . 
§; for the receiver is considered both theoretically and experimentally. 
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m 
^ (1) continuous mode data 
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m ^
 
， 
£.'> 
I (2) burst mode data 
f* 
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I j', 
(3) burst and packet , } 
— — — — — ~~ mode data 
Figure 2.1: An example for three data formats transmitted in digital optical 
communication. 
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data operation. 丨 
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Figure 2.4: Two schemes of optical burst-mode receiver. 
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Chapter 3 
Fast Clock Recovery for 
Burst-Mode Receivers 
3.1 Introduction 
As we have discussed in the above that, in a multiaccess all-optical packet net-
work, amplitude recovery of bursty packets is very important for a burst-mode 
receiver. Subsequently, instantaneous correct clock and phase recovery are also 
essential for the burst-mode data reception in the receiver. Basically, it is not 
easy for the receiver to synchronize to other nodes because of the dead space 
among the bursty packets when they are transmitted in the network. The phase 
of each packet is different from the others due to the different lengths of optical 
fiber the packet traversed and the different chromatic dispersions caused by the 
variation of transmitters' wavelengths. The maximum phase variation between 
i two bursty data packets can be up to 360 degrees. Thus, a few more preamble 
bits must be used in the bursty packet to estimate the clock frequency and the 
5 5 
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phase of the arriving data stream. 
Generally speaking, traditional ways to recover the clock (frequency or phase) 
of received data are by means of narrow-band pass filters (NBPF) (such as 
narrow-band tank circuit and the surface acoustic wave (SAW) filters) or narrow-
band phase locked loop (PLL). These techniques are very effective for the acqui-
sition of clock information in continuous mode data transmission while provide 
a very stable clock with jitter rejection. , 
However, clock recovery subsystems based on these narrow-band circuitries 
are insufficient in burst-mode data operation, since a large number of preamble 
bits in the packet are needed to "warm up" the receiver, which results in a large 
degradation for the channel utilization in the network. 
Several promising techniques of instantaneous clock synchronization for burst-
mode data have been proposed, namely, a global clock with correlators, a quenched 
narrow-band tank circuit, and gated-oscillators with a PLL. However, system 
degradations due to the frequency extraction error or the clock phase alignment 
error have not yet been studied. 
In this chapter, we first overview the operation mechanisms for these tech- ' 
:,(1V 
niques of instantaneous clock recovery. Then, we theoretically analyse the sys-
tem degradations due to the frequency extraction error or the phase alignment 
error by using these techniques. Our computation results show that the tech-
nique of gated-oscillators with a PLL is one of the most promising methods for 
fast clock recovery in the burst-mode receiver. 
5 6 
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3.2 Techniques Overview for Fast Clock Re-
covery 
For a multiaccess optical packet network, fast clock recovery or synchronization 
is a challenging problem due to the fact that short packet length is employed 
(e.g. ATM) and bursty packets may arrive with large phase variations. In the 
above, we have presented the techniques for instantaneous phase/clock recovery, “ 
namely, the global clock with a correlator, the narrow-band tank circuit with 
variable quality-factor and the gated-oscillators with a PLL. In this section, we 
give an overview of the operation mechanisms for these techniques of instanta-
neous phase/clock recovery. Then we compare the advantages and drawbacks 
of these methods. Theoretical models to analyse the system degradations using 
i： these techniques are presented in the following sections. 
The circuit diagram of phase recovery by using a global clock with a correlator 
is shown in Fig. (3.1) [6]. For the circuit operation, in the first step, a global 
clock in the central node is broadcasted to all nodes. The frequency of each local 
! \ 
r clock generator can be precisely locked to the global clock by a PLL. Therefore, '' 
I； * 
\ all nodes operate at the same frequency. In the second step, phase recovery 
for burst-mode data or proper phase alignment for optimal sampling is realized 
by using a cross-correlation technique to estimate the unknown phase of the 
arriving data stream. When a packet arrives at the receiver, the preamble bits 
in the packet is correlated in parallel with the stored versions of the preamble 
with various phases [6]. The correlation will be at a maximum when the received 
signal has the same phase relationship with one of the stored signals. Applying 
this technique for a fast phase recovery, templates with different initial phases 
57 
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can be stored in the receiver for cross-correlation with the phase of the input 
signal to determine the optimal sampling time. 
The circuit diagram of fast clock recovery by using a narrow-band quenched 
filter is shown in Fig. (3.2) [7]. In the circuitry, the tank circuit is composed 
of a capacitor and an inductor. A field effect transistor (FET) is in the tank 
circuit. The resistance of the FET can be varied by a controlled voltage between 
its gate and source. Thus, the quality-factor of the narrow-band tank circuit .+ 
can be tuned from a small value to a high one or vice versa. By employing 
I. 
this characteristic, a fast acquisition time for the frequency recovery can be 
achieved in the circuitry. For burst-mode data reception, in the preamble field 
of the received packet, the tank circuit would have a small quality-factor to 
！ provide a fast response time for the circuitry, whereas in the information field, 
the tank circuit would be switched to have a high quality-factor. Hence, a high 
i performance clock can be obtained in the information field. In consequence, the 
i system can work in a reliable condition. 
Fig. (3.3) shows the clock recovery by employing gated-oscillators with a 
PLL [8], where three identical gated-oscillators are employed in the circuitry. '' 
; ,fi�.. 
Two of them are used as working oscillators and one is in the PLL. The natural 
； oscillation frequencies of the oscillators are matched to a good degree to the 
I transmission rate of incoming bursty data. The oscillation of the two working 
oscillators can be rapidly started or stopped by the digital signal applied on their 
start-stop-gate. The initial phase for the oscillation of each gated-oscillator is 
； thus forced into phase synchronization with the input data signal every time the 
I oscillator is started, and only one is in operation when a transition happens in 
I the input data. Therefore, an instantaneously phase locking is easily achieved. 
5 8 
I Chapter 3 Fast Clock Recovery for Burst-Mode Receivers 
Clock recovery Circuit complexity Preamble Jitter rejection 
NBPF simple, not fully integrated high high 
Looped PLL complex, fully integrated high high 
Correlator complex, fully integrated low high 
Quenched filter simple, not fully integrated low medium 
Gated oscillators simple, fully integrated no no 
Table 3.1: Comparison for the techniques of clock recovery for burst-mode data 
reception 
i ) 
i ： 
The outputs of these two oscillators are added together by a NOR gate to pro-
vide a recovered clock, and this clock is guaranteed to be phase synchronized 
with the input signal when data transitions occur. The PLL in the circuitry 
is used to tune the frequency of the gated-oscillators with respect to a fixed 
external reference signal using a master-and-slave approach. Thus the operation 
frequency of the gated-oscillators is exactly the same as that of the external 
reference. 
The comparison of the above techniques with the conventional methods for 
the clock recovery are summarized in Table (3.1). 
： !:i 
/•! 
From the Table (3.1), it is known that the gated-oscillators technique with 丨 
a PLL is very promising for the burst-mode data reception since it provides a 
1.； 
very fast clock and phase recovery (within one bit interval). In addition, the 
circuitry is very simple which makes it suitable for high level circuit integration 
and for high frequency operation. Later, we will show that this technique can 
provide a great jitter tolerance for the burst-mode receiver. 
In the following sections, we will discuss and analyse the system degradation 
of burst-mode clock recovery using the above techniques. 
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3.3 Fast Phase Recovery Using Global Clock 
W i t h Correlator 
In an optical multiaccess network employing burst-mode optical receiver, when 
a packet is transmitted from node i to node j , the recovered data symbol bn can 
be written as [41]: 
r ^ 
K = step{Y,ar,g{r) + N{tn) — Vo), (3.1) 
n 
where a^ is the data symbol of transmitted signal, g(r) is the waveform of the 
!.. 
I signal in the receiver and it is symmetrical about the peak at r=0, Vo is the 
• ^ 
： decision level, N{tn) is the noise at the sampling point, t^ is the sampling time 
1 . 丨 
and T is the sampling time error, tn and r can be expressed as 
：;i 
:j 
.,| ^n ——^T + Tgample (3.2) 
.i ‘ 
. I 
T — Tsample — o^pt? (3.3) 
where Tsampie is the sampling time within a bit interval, Topt is the optimal 
r-
sampling time, T 二 Y|B and B is the bit rate of the network. ,� 
For simplicity, it is assumed that V^ 二 |5'(O) and there would be no inter-
symbol interference. Thus, for different a„, if we want to make a correct decision 
(i.e., an 二 hn for all n), we should have 
‘ - ( ^ ( r ) - |^(0)) < N{K) if a^ = l 
(3.4) 
� 1^(0) > N(U) if 〜二0 
Assuming additive white Gaussian noise in the receiver, the probability den-
sity function (p.d.f.) of the noise is a symmetric function, tlius the first inequality 
6 0 
� i ::.:i 
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of Eqt. (3.4) is equivalent to 
g{r) - i^(0) > N{U). (3.5) 
Assume the symbol “0” and “1” are equally likely to occur, the error prob-
ability caused by the sampling is: 
Pe = • [p{g{r) — ^^(0) < N{Q) + P ( i ^ ( 0 ) < N(Q)]， （3.6) 
i^ ' 
where P is the probability density function of the noise in the receiver at the 丨: 
1 sampling. Equation (3.6) is the general equation of error performance caused 1 I . . . . 
j by non-optimal sampling at the receiver. 
^ 
...I 
For optimal sampling (r = 0), Eqt. (3.6) can be expressed as: 
..'1 
Popt = P(^g(0) < N(U)). (3.7) 
； For the optimization signal detection, it is known that the correlation tech-
nique can be used in the receiver to maximize the signal to noise ratio. This 
method can also be employed to determine the unknown parameters of the re-
ceived signal [42]. Thus, clock recovery for burst-mode receiver can be achieved ,； 
by using this technique. * 
The cross-correlation function R(r) of two signals X(t) and V(t) is given by 
^(^) = ^ / _ l ^ ( W + r)dt, (3.8) 
where X(t) 二 Y[t + cp) + N{t), N{t) is the noise in the correlation circuitry and 
Lp is the unknown phase of received packet. 
For phase recovery by using a global clock with a correlator, the unknown 
phase of the incoming data packet can be determined by the correlation of 
the preamble bits in the packet with the template of discrete phases stored in 
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the receiver [6]. Suppose X{t) is tlie received signal and Y{t) is the template 
with discrete phases stored in the receiver. It is known that when r = Lp, the 
correlation is at the maximum. This means that at this point, the received signal 
has the same phase relationship witli one of the stored signals (see Fig. (3.4)) 
and the recovered clock is at tlie optimal sampling time for the incoming signal. 
To implement the cross-correlation by a digital circuit, eacli preamble bit can be 
i d i v i d e d into m equal discrete phases and stored in the receiver, and the preamble ... 
. . . • . . ^ bits in the header of the packet is correlated in parallel with the stored versions 
.| of the preamble with various values of Lp. If M preamble bits are used for the 
i phase alignment, the total storage capacity for the discrete phases in the receiver 
I 
is M X m. 
Because discrete phases are stored in the templates, quantization error exists 
and it depend on the number of phases per bit interval. The error of non-optimal 
sampling is |r| < T/2m which is shown in Fig. (3.4.b). Assume there are a large 
number of nodes in the optical network, the relative phases among the packets 
from each node to the destination should distribute uniformly in the bit interval. 
Thus, the average BER {Paverage) for non-optimal sampling is '':' 
I f 
Pa.era,e =芸 /_^ [^(^(^)—-孙)< N{Q) + P(^^(0) < 7V(^.))] dr. (3.9) 
2m 
In the worst case, when the optimal sampling point is right in between two 
neighboring phases, i.e. r 二 志，the error probability is 
P^orst case =臺[^(^(£^) — ^ " W < 專 ) ) + P(^^(0) < 7V(t.))] . (3.10) 
From equation (3.10), we know that the received signal's waveform in the 
decision circuitry also affects the BER performance of the receiver. Considering 
a normalized Gaussian pulse waveform, when the pulse is sent through an optical 
62 
.1 
I 
i 
I Chapter 3 Fast Clock Recovery for Burst-Mode Receivers 
fiber, the pulse width will be broadened by dispersion. As the pulse broadens, 
the peak of the pulse decreases, causing a power penalty in the receiver. 
Assuming additive white noise in the receiver, Equation (3.10) can be rewrit-
| t e n as (see Appendix (C.1)) 
I P - t 默=\ 1 胸 1 ( 2 卜 1 ) - ( - 崎 — 馳 + 7 ^ ^ 鈔 ' 咖 ’ 
1 (3.11) 
! • • 
where k = QcJQ, Qa{= 9a/^o-) and Q{= g{0)/2a) are the SNR at the optimal , 
！ ： < 
sampling time with and without pulse broadening, a is the RMS noise in the 
： receiver, ^ — gcSj)|gJS^) is the relative pulse amplitude at the sampling time, 
and T = l /2m is the normalized sampling error time away from the peak. ^ — 1 
corresponds to the case of optimal sampling. 
Now, we focus our discussion on the power penalty due to the finite number of 
discrete phases and the pulse width broadening. Computation results are based 
on Eqt. (3.11). In Fig. (3.5), there are three groups of curves with different 
pulse width broadening factors. In each group, the number of discrete phases 
m is 50, 20, 10 and 8 respectively. For the case of no pulse width broadening, : 
I... "j 
it can be seen that the relative power penalty (receiver sensitivity difference „,. 
between rrimax and rrimin under the same pulse width broadening) is less than 1 
dB when more than eight discrete phases per bit interval are used to estimate the 
unknown phase of the arriving data packet. When the pulse width broadening 
is 20%, it is found that the relative power penalty is less than 1 dB when six 
discrete phases per bit interval are used. In addition, error performance of the 
burst-mode receiver is degraded by the waveform broadening of the received 
signal. 
Fig. (3.6) shows the BER versus the pulse width broadening. For the case 
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of eight discrete phases per bit interval at a BER of 10—9, when the input pulse 
width is broadened by 20%, the power penalty for the receiver related to the 
input pulse without broadening is 1.4 dB . At 10% pulse width broadening, the 
power penalty is about 0.7 dB. 
For the power penalty of 1 dB at BER of 10-9，if eight discrete phases per 
] bit interval are used for the phase estimation, the limitation of pulse width 
I 
\ broadening for the received signal can be computed from Eqt. (3.11) and it … 
I . ( 
should be less than 14%. The advantage of using a correlator is that the circuitry 
is capable of jitter rejection. This is because the recovered phase of the timing 
clock is independent of the jitter of the input signal. 
As an example, for the fast phase recovery using a correlator, we consider 
the effect of pulse broadening by dispersion. Assume the optical fiber dispersion 
parameter D is 3 ps/km/nm (1.55 /im dispersion-shifted fiber), the linewidth 
of the optical source is 1 nm and the transmission bit-rate is 1 Gb/s. If eight 
discrete phases per bit are used for the phase alignment, then the size of the 
network is limited to be less than 46 km for a power penalty <1 dB. ‘ 
For fast clock synchronization in burst-mode data operation, there still re- 丨！ 
• , • •»>•‘ 
mains some practical problems by using this correlator technique. Up to now, it 
is still unsuitable for high speed (>1 Gb/s) optical networks, because the speed 
of VLSIC (where the preamble bits with discrete phases are stored) is not high 
enough (<300 MHz) and the clock synchronization circuitry in a burst-mode 
receiver seems to be very complicated. 
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3.4 Rapid Clock Recovery Using N a r r o w - B a n d 
Q u e n c h e d Filter 
In the previous section, we have discussed the technique for the fast phase syn-
chronization in a burst-mode receiver using a global clock witli a correlator, 
we also examined the power penalty of tlie receiver due to this kind of clock 
recovery. In this section, another fast clock recovery technique is investigated, '"• 
.,(i 
in which a narrow-band pass filter (e.g. tank circuit or SAW) with variable 丨 
quality-factor (denoted by q) is employed. 
Generally speaking, when a narrow-band pass filter (NBPF) is employed 
for the clock extraction, the "warm up" time of the clock extraction circuitry 
largely depends on the bandwidth of the filter. For conventional narrow-band 
tank circuit or SAW filters, the clock extraction circuitry needs a "warm up" 
time to achieve oscillation. This "warm up" time primarily depends on the 
rise time tr of the circuitry, where tr is approximately 0.7b/BW and BW is 
the bandwidth of the filter. Therefore, tr determines the number of preamble 
r ' ! i 
bits the receiver needs. The stabilization time required by the tank circuit is ( i 
( ' • ‘ 
proportional to the quality-factor of the filter and should be modified by a factor 
Tj which depends on the clock extraction circuitry. Usually rj is around 1.5 [43 . 
Therefore, the minimum number of preamble bits needed for the conventional 
NBPF can be estimated by: 
B 
n 二 rytrB = 0 . 7 5 ? / - = 0.75rjq, (3.12) 
where B is the bit rate and q{= B/BW) is the quality-factor of NBPF. 
For conventional NBPF clock extraction circuitry in the optical receiver, the 
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quality-factor q is usually larger than 50. From equation (3.12), it is known that 
at least 56 preamble bits are needed to "warm up" the NBPF. Because a large 
1 . 
I amount of preamble bits are needed in tlie header of tlie packet to "warm up" 
1 . . 
I, the NBPF, it is unsuitable to use conventional NBPF in the burst-mode receiver 
4 for fast clock recovery. 
There are two requirements for the burst-mode clock recovery by using NBPF 
as a clock extraction circuitry. First, it is very desirable to reduce the length of ：-. 
； 丨1 ii, 
preamble bits in the data packet, which means we need a fast response time (i.e. 
I 
a small quality-factor) in the NBPF. This requirement, however, degrades the 
quality of the recovered clock, since a small q implies a large bandwidth which 
induces more noise interference in the circuitry. Second, if we want to have 
a good recovered clock, a large value of the quality-factor for NBPF circuitry 
is needed, which requires a long preamble for the incoming packet. By using a 
tank circuit with variable quality-factor, we can compromise these requirements. 
In Ref. [7], the quality-factor of the tank circuit is controlled by a FET in the 
extraction circuitry, and q is 4 and 52 for the preamble and the information "丨 
i 
field respectively. Thus, four preamble bits are used to “warm up" the clock 丨彳； 
f' 
extraction circuitry. 
However, for the fast clock recovery using this quenched NBPF, a power 
penalty due to the clock error occurs. Here, we provide a theoretical model to 
analyse this clock error. 
Fig. (3.7) shows the amplitude recovered bursty packets in a network. The 
shaded areas in the packets represent the preamble fields, and packet A and B 
6 6 
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I are sent by node A and B respectively. The recovered packets are expressed as 
1 N N 
i x{t) = ^ a,s{t + iT + £) + Y^ b,s{t - zT), (3.13) 
i=0 t=0 
where e is the gap time between two packets, s{t) is the waveform of a recovered 
•] 
.) 
.I 
"1" bit as shown in Fig. (3.7), T is the bit interval, N is the packet length 
and Qi and bi are the information symbols in packet A and B respectively. The 
normalized transfer function of the tank circuit is 
h<Mi 
..l,_ 
H{jL0) = , . � 9 ( " ” ) . 吻 , � ^ - , (3.14) , �){jioy^u;o{jio/q)^ioi' ^ ) :: 
where a;o is the central frequency of the NBPF. Fig. (3.8) shows the normalized 
frequency response of the NBPF with different quality-factors. It is known that 
a large q results in a small bandwidth for the circuitry while maintaining a good 
extraction clock. 
For the clock extraction by using a tank circuit, the input NRZ data signal 
is first differentiated and fully rectified (nonlinear process). Then, this differen-
tiated output is fed into the tank circuit for clock extraction. The output of the :丨丨 ::'i 
i 
nonlinear process circuitry is ¾^ i 
_ i 
彻 ： 罔 . (3-15) ‘ 
For the convenience of our analysis, we assume that the nonlinear circuitry 
has an ideal output, and the data format inside packet A and B is "101010- • •“ 
(the best case). Thus, we have 
N N 
x'{t) 二 Y, S{t + iT + e) + Y^ S{t - iT). (3.16) 
i=0 i=0 
If we focus our discussion in the transition field of packet A and B, by using 
the quenched NBPF, the quality-factor assignment for packet in information 
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and preamble field are: 
QA — Qmax in information field of packet A 
Qs 二 c[min in preamble field of packet B (3.17) 
The recovered clock from the NBPF is 
C{t) = CA{t)^CB{t) 
N “.' 
CA{t) ^ J2 exp[-{ujo/2QA){t + iT + e)] sm{iOo{t + zT + e)) 、 
?=o 丨 
N 
CB{t) ^ Y . exp[-{uJo/2QB){t - iT)] sm{ujo{t - iT)). (3.18) 
i=0 
The derivation for the recovered clock in the transition field is shown in 
Appendix (C.2), and the result of this extracted clock is expressed as 
c{t) ^ ^{A cos (f + By + {A sin (^y sm{ujot + 7), (3.19) 
where A and B are the clock amplitudes for packet A and B (see Appendix (C.2)), | 
'；I 
tp is the phase difference between packet A and B, and 7 is the recovered decision 丨丨 
::’ I 
clock phase deviation from that of packet B. 7 can be expressed as : j r> . 
_ i 
| 7 l = t a n - i ( / s m 〜 ） . ‘ 
丨 ^ A cos ip + B ^ V ) 
A simulation for the clock recovery by using quenched NBPF is shown in 
Fig. (3.9), where the gap time between packets A and B is 40 bits time intervals 
and the phase difference is about 100 degree. In the transition field, a phase 
shift occurs in the start point of oscillation of packet B (t=0). This implies that 
a phase error of 7 exists for the recovered clock related to the data in packet 
B (see Fig. (3.10)). Fig. (3.11) shows the phase deviation (7) of the recovered 
clock in the preamble field of packet B for different gap time (M). Here, the 
6 8 
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1 
i 与 x-axis is the phase difference [tp) between packet A and packet B. In the figure, 
.；) 
the quality-factor for packets A and packet B are 50 and 5 respectively. It is 
:':! 
shown that, if M is 40, when ip is changed from 0 to 360 degree, the maximum 7 
is about 40 degree. In Fig. (3.12), it is shown that 7 decreases with the increase 
in the quality-factor in the preamble field of packet B. However, the length of 
the preamble field for packet B is also increased. 
In the quenched NBPF, when the oscillation is established, the timing error --
� \ 
r is induced by the noise in the clock extraction circuit. This is due to the small 
I: 
quality-factor of the circuitry in the preamble field. Thus, clock jitter occurs [44 
45]. In the "strong" signal case, the probability density function of the phase 
of the arriving data 0 = 27rr approaches Gaussian distribution [46 . 
p{0) = . 1 exp{-0^/2al), (3.21) 
• — 1 
where cr^  = cr/_g(0). Hence, the average BER of the receiver by employing NBPF 丨:： 
can be expressed as . | 
Pe 二�p{6)P,d0. (3.22) ?i 
J — 7T ,: i 
I ri 1, 
From equation (3.6), the BER can be rewritten as (see Appendix (C.3)): ’二 
，e = ; [ l ^ ^ ^ ^ e W [ - 2 @ 2 ( f + _ 4 ) 2 ) ] ^ _ 
+ ^ b W < " 2 Q 2 / 2 ) ] • (3.23) 
Assuming the pulse waveform is Gaussian, the BER of the receiver with 
different pulse width broadening is shown in Fig. (3.13). It is shown from the 
computation that when the pulse width is broadened by 10% and 20%, the power 
penalty is about 0.8 dB and 1.5 dB (BER=10"^) respectively. There still exists 
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a 0.4 dB power penalty between optimal sampling and sampling with noise when 
there is no pulse width broadening. 
Tlie drawback of the fast clock timing recovery by means of a "quenched" 
NBPF is that tlie initial phase of the extracted clock is very sensitive to tlie 
noise. This is due to tlie low quality-factor of the circuitry in the preamble field 
of the packet. In addition, practically, the analog techniques is hard to realize 
and difficult to obtain a high quality-factor at some frequencies. In addition, ... 
i this technique is difficult for the circuit integration. 
\ ！ 
•.!" > I 
I 
i 
3.5 Instantaneous Phase Synchronization Us-
ing Gated-Oscillators W i t h P L L 
Basically, phase-locked-loop (PLL) is one of the most effective and common 
methods for the clock recovery in conventional communication systems. How- 丨 
ever, for a multiaccess packet network, it is very difficult or impossible to imple- ' | 
. . . . ,'! ment a conventional PLL for fast clock recovery. Tliis is because a conventional | 
:.:i >:, 
PLL will remain unlocked for a length of time in tlie order of milli-second when ' 
r ‘ 
there is a sudden phase change of 180 degree between the two arriving packets, 
which results in a "hang-up" state in the system [47]. Even when a feedforward 
tracking filter is used to resolve the "hang-up" problem, the acquisition time for 
the PLL is still in the order of micro-second [48 . 
For the burst-mode receivers, one of the promising methods for fast phase 
synchronization is by means of gated-oscillators with a PLL. As mentioned previ-
ously, this technique provides very fast clock and phase recovery (within one bit 
interval), and it is a very promising technique for the burst-mode data reception. 
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1 
& 
t L 
I As shown in Fig. (3.3), there are three identical gated-oscillators, two are 
r 
I used as working oscillators and one is in the phase-locked-loop (PLL). Since the 
k • 
I PLL is used to tune the gated-oscillators with respect to a fixed external reference 
: signal using a master and slave approach [8], these three gated-oscillators should 
釋 
H* 
� be frequency-tunable. As the PLL is phase locked to tlie external reference, the 
j^f 
'i oscillation frequency of the gated-oscillator in the PLL matches exactly to tliat 
W. of the reference signal. However, although tlie same frequency control signal is “‘ 
^••.' 
^ :, S also shared by the two identical working oscillators, the oscillation frequencies of ” ‘ 
:<f ‘； i 
the gated-oscillators will have a non-zero difference. Tliis is due to the physical 
mismatch of these three identical gated-oscillators. 
Suppose there is a small difference between tlie frequencies of the working 
oscillators (/。）and the bit rate of input signal {B). An accumulated temporary 
phase error occurs when a long string of consecutive "0"s or "l"s happens in the 
data stream. Although tHese phase errors can be discarded when the oscillators 丨 
. • ';! are stopped to oscillate, the3, limit tlie finite number of consecutive "0"s or : i 
‘ ! 
；I 
“l’，s {Nmax) that can be transmitted in the network with error free. A simple ;'fl 
estimation for Nmax is given by :' | 
|V ' ' 
1 1 1 2^ 
At = y V _ ^ - I < ^ ( 1 - ^ ) , (3.24) 
where At is the accumulated sampling error after Nmax consecutive "0"s or "l"s 
and 0 is the transition jitter in degrees. Therefore, Nmax is 
:. N - r ^ 去 ( 1 - 4 ) , ( 3 . 2 5 ) 
.s 
where 
• “ | 明 （3.26) 
• '?：.： 
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is the frequency detuning ratio of the clock recovery circuitry. The computation 
results for the limitation of N_.x under different A's are shown in Fig. (3.14). 
The results are tlie same as that in Ref. [8]. These results imply that the 
technique for instantaneous phase rec0ver3^ by using gated-oscillators with a PLL 
is suitable for integrated circuits which routinely accomplish relative component 
mismatching of 1% or better [8 . 
The mechanism of this technique for fast clock recovery is based on the tran- -• 
: .A 
sition of the input data sequence, hence, the recovered timing clock is always 
ii ‘ 
forced phase-synchronized to the input data once the transition occurs. In con-
sequence, the jitter performance of the recovered clock is the same as that of 
the input data signal and the system has 110 jitter rejection. This also implies 
that the receiver exhibits a great jitter tolerance but the recovered data by this 
clock is jitter-imposed. We now consider two signal transmission schemes in 
multiaccess networks by using gated oscillators with a PLL. 
For a multiaccess network with non-regenerative data transmission scheme, r' 
I 
since each node in the network only receives the packets intended to it, jitter- :丨丨 
！： 1 
imposed interference is not a serious problem. In addition, we can eliminate this '' i 
I� . I 
jitter effect of the recovered data by putting tlie received packet into a buffer. 
For a regenerative data transmission scheme in the network, this jitter effect 
will be accumulated along the regenerators. Although the receiver can easily 
handle these jitter-imposed data, the recovered jitter-imposed data may not be 
satisfied for the signal transmission. Therefore, we can use an elastic store [41" 
to reduce this jitter effect of the recovered data. 
The advantage of this method is that instantaneous phase locking can be 
achieved without the use of any preamble. In addition, the circuitry is simple 
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i 
ii 
, 
5 which makes it suitable for a high level integration circuitry and a high frequency 
i 
I fast clock recovery operation. However, since three identical gated square-wave-
I oscillators should be used in the circuitry to minimize the physical mismatches, 
m： 
I more precise fabrication of the intergated circuits is needed. 
i 
I 
i • 
I 3.6 Chapter S u m m a r y 
I -
i For all-optical multi-access packet network, instantaneous clock recovery is a ':'> 
, . ! F ^ “ . . 
, very challenging problem in a burst-mode receiver. This is due to the fact that '• 
I . . • :•丨 
_ short packet length transmission is employed (e.g. ATM) and bursty packets i 
1 . . . . 
霪 may arrive with large phase variations. Although several methods have been 
^ proposed for the clock extraction and automatic phase alignment [49], due to 
‘ • ^ 
the required long "warm up" time for the circuit are very long, they are only 
；,i 
suitable for the continuous mode data operation. In addition, for the fast clock ‘ 
‘! 
recovery in the receiver, waveform distortion of individual bit in the packet needs | 
'.'； 
’i 
to be considered carefully [50]. ,丨丨 
. . ：I 
In this chapter, we have examined three techniques for fast clock recovery 丨丨丨 "• i 
in burst-mode receivers, and we have also theoretically analyzed the receiver "" 
degradation using these methods. For a global clock employing correlation for 
phase recovery, eight discrete phases per bit interval in the templates are required 
by the receiver to determine the optimal sampling time when there is no pulse 
width broadening. When the pulse width broadening is 20%, the relative power 
penalty is less than 1 dB at BER of 10—9 if six discrete phases per bit interval are 
used. For a quenched narrow-band tank circuit, four preamble bits can be used 
' to "warm up" the clock extraction circuitry. When pulse width broadening is 
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_ 
B 
• 10% and 20%, the power penalty is 0.8 dB and 1.5 dB respectively. By using the 
i gated-oscillators with a PLL, the circuitry has no jitter rejection. The receiver 
I exhibits a great jitter tolerance but the recovered packet is a jitter-imposed data 
m stream. This jitter-imposed interference can be easily overcome. The gated-
I 
• oscillators with a PLL is the most attractive technique for the clock recovery 
L 
L of burst-mode data since it provides very fast clock and phase recovery (within 
1 . . 
I one bit interval). .... 
I '-ii, 
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Figure 3.1: Block diagram for clock recovery system based on the use of corre- -
lation with gobal clock. i 
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Figure 3.2: Clock recovery using a quenched tank circuit. : 
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Figure 3.3: A circuit diagram of gated-oscillators with a PLL for instantaneous 
clock recovery. 
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(c) Correlator output for the signal with continuous and 
discrete phase. 
Figure 3.4: Fast phase recovery of burst packet information using correlation 
with discrete phase templates. 
77 
1 
si 
^ 
-j 
， 
• 
I 
E t 
S^  
• Chapter 3 Fast Clock Recovery for Burst-Mode Receivers 
I 
i 
i 
i log(P^) 
i ^ ¾ : ; 
_ 6 8 10 12 14 16 18 
• S N R ( d B ) 
— . . . . .,:: : Figure 3.5: Error performance using different number of discrete phases m and 
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Figure 3.7: A demonstration of a fast clock recovery technique using tank circuit 
with variable quality-factor. 
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i 
4.1 Introduction 
;':i ',i J 
,1 j 
Recently, there is considerable interest in the transmission of high speed data 丨； 
•+. < 
(100 Mb/s or 155 Mb/s) over unshielded twisted-pair (UTP) cable in the local 
area networks (LAN) [51] [52]. Since there are strict regulations on electro-
magnetic-interference (EMI) for communication equipment in different countries 
in the world [53], the choice of transmission schemes for UTP cable is influenced 
by these regulatory limits on electro-magnetic radiations at frequencies above 
30 MHz [53]. Twisted-pair Ethernet (IEEE 802.3 lOBASE-T) as well as 16Mb/s 
IEEE802.5/token ring networks can successfully restrict their signal frequency 
spectra to below 30 MHz to meet those EMI requirements. 
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Previous investigations [54]-[56] have shown that in a high speed digital trans-
mission system, a multi-level signal transmission is more preferable than a binary 
signal if the transmission media is band-limited. Such examples can be seen in 
systems utilizing metallic cables, integrated services digital network (ISDN), and 
digital subscriber loops. The additional signal levels and symbols in a multi-level 
sequence can be used to reduce the signal symbol rate, hence, the bandwidth 
efficiency can be improved. -^  
、，I 
In some optical local-area-networks (LAN), multi-level signals can also be 丨 
‘‘J .•丨，丨 
used to achieve a higher speed data transfer, in which the transmission rate j 
i 
is limited by the CMOS technologies [56]. In addition, the near-end crosstalk | 
j 
(NEXT) is considered to be the dominant noise source in the ISDN subscriber 丨 
loop or U-interface [55]. The reduction of high frequency content using multi- | 
level signals can reduce the NEXT in the UTP. However, multi-level signals i 
.i 
suffer from the drawbacks of reduced noise margins, and are more sensitive to 丨 
i 
channel impairments than binary signals. ！ ! i 
• . . •‘' I 
There is a great demand in commercial, academic, and consumer comput- : | i \ 
ing environments for high-speed data transmission over unshielded twisted-pair ‘ | 
cable (UTP). As the copper cable has been installed, the copper-based multi-
access local area networks is very cost-effective. In Chapter 1, we have pointed 
out that the cable emissions and externally induced noise usually dominate over 
NEXT limitations. When the transmission bit rate is pushed up beyond 100 
Mb/s, great consideration must be given to the signal radiation emission levels 
for the systems to meet the worldwide regulatory limits on electro-magnetic-
interference (EMI). Thus, multi-level signaling and transmission, which is less 
susceptible to EMI, are expected to be deployed in the systems. 
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1 
i 
^ Generally speaking, a multi-level signaling transmission should have the fol-
lowing properties: 
# 
1. the power spectral density of the transmission signal should have little low-
frequency components. This is because a transformer-coupling circuitry is 
generally used in metallic systems. 
" • � 
2. The high frequency of the power spectrum for the transmission signal 
• . . . • • 、I 
should be limited to meet the requirements of different transmission media 丨 
and to relax the signal's processing in the circuitry. 
3. The transmission signal should have frequent transitions between symbols 
to allow easy clock extraction and to limit signal's baseline wandering. 
) 
In this chapter, we consider the multi-level signaling and multi-level burst-
mode receiver in the multiaccess local area packet networks. First, we overview j 
'• , i 
the difference between the binary and the M-ary multi-level signaling. NRZI I 
•. i 
and MLT3 line codes are now becoming a standard for FDDI and CDDI. Be- ；；| 
'I 
cause of lacking information for the line codes, we have calculated their power ,丨 
:•‘ ' ！ 
“ spectra and find out that there are DC components in the power spectra of "' 
both NRZI and MLT3. We discuss three possible precode schemes to reduce the 
; DC components. Subsequently, we compute the error performance of MLT-N 
: line code by using maximum likelihood technique. At last, we propose a novel 
, multi-level burst-mode receiver with a MLT3 decoder. This receiver can be em-
* ployed in multiaccess packet networks which have a limited bandwidth due to 
1¾'. 
4 the transmission media or receiver technology as discussed above. The receiver ^ 
; architecture can be easily extended to MLT-N bursty packet reception. 
^-1 
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4.2 Baseband M - a r y Signaling and Its Trans-
mission in Band-Limited Channels 
In this section, for the convenience of our further discussions, we overview the M-
ary signaling and compare its performance with binary signaling. We point out 
that multi-level signal transmission in a band-limited channel is more promising 
than that of binary signal. "j 
The binary and M-ary signaling schemes are very similar, except that the 1 
‘f! 
I i! 
number of the symbols in the input sequence and the corresponding number of | 
! 
the amplitude levels of the pulses are different. In M-ary signaling, one of the 丨 
I 
M possible symbols is transmitted during each symbol interval level. 
M-ary signaling is a very effective method for band-limited systems. For ex-
ample, if a channel bandwidth of B is available for transmission, the maximum | 
•j 
• I 
binary transmission rate is l / T 二 2B symbols per second. In M-ary signaling, ‘ | 
each symbol represents k — l0g2 M bits of information and the equivalent bit 
] 
rate is 2kB per second. Thus, the bandwidth required for M-ary signaling with : 
a fixed information rate is inversely proportional to k. In other words, if B2 ‘ i 
is the bandwidth required for a binary signal system, then B ^ — B2|k is the 
bandwidth required for a M-ary signal system to transmit the same information 
in a binary system. Since the bandwidth requirement for the transmission is 
proportional to the baud rate, whereas the information transmission is propor-
tional to the bit rate, therefore M-ary systems provide a means for increasing 
the rate of information transmission witliin a given bandwidth. However, this 
increase comes at the expense of a higher transmitter power and system com-
plexity. Furthermore, intersymbol interference (ISI) is also a problem in M-ary 
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I 
1 
I II Parts Binary M-ary M = 2^1 
豳 Bandwidth Requirement B B|k 
p Transmitter Power for a Given BER Less More 
W • _'••• • -•.丨• _ 
？ Equipment Complexity Less More 
fej u 
I Table 4.1: Comparison of binary and M-ary signaling schemes 
m 
I 
广 
； signaling systems, and the transmitting and receiving filters should be carefully 
> s " • 
i' designed to minimize the transmission errors. 丨, 
:f . . . . j 
'1' The comparison for bandwidth and power requirements of binary and M-ary ；；! 
. . . I 
schemes is listed in Table 4.2. { 
1 
The comparison of binary and M-ary signaling schemes indicates that binary j ii 
transmission has a lower power requirement while M-ary schemes requires less 
I 
I 
bandwidth. M-ary scheme is more complex since the receiver has to decide 1 
,•‘ I 
one of the M-level using M — 1 comparators or level slicers. In the binary ‘ | 
. ‘ 丨 . ：l' 
case, the receiver requires only one comparator but large bandwidth. As in 
the LAN applications (e.g. a network in a building), the bandwidth of the ! 
; ' j 
transmission media (e.g. twisted pair wire) is very low, therefore, the M-ary | 
• I I » 
signaling transmission is more desirable than the binary signaling for high data , 
rate transmission. Since the transmission distance is only several hundred meters 
among the workstations, transmitting power requirement can be easily achieved 
in the network. 
The diagram of a multi-level baseband PAM (pulse amplitude modulation) 
communication system is shown in Fig. (4.1). The system consists of a trans-
mitter, a channel and a receiver with frequency responses of T ( / ) , C{f), and 
R(f) respectively. The corresponding impulse response are grit), c{t) and gR{t) 
88 
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t 
I i respectively. The signal at the output of the transmitter is 
I 
I 00 
I v{t) = E ^n9T{t - nTu), (4.1) 
_ n=-oo 
I • • . . . 丨 
™ where TM = kT^ is the symbol interval of M-ary signal, T5 is the binary bit 
I . . . . 
p interval, {a^} is a sequence of amplitude levels corresponding to the sequence of 
p . , . . • 
k-hit blocks of information bits. The received signal can be expressed as 
00 •‘, 
r{t) = Y^ arMt-nTM)+n(t), (4.2) 4 
n=-co ? 
;:'j 
where h{t) is the waveform of the received signal, i.e., h{t) = grit) 0 c(t), and 
n{t) is assumed to be Gaussian noise. The recovered information symbols a^ 
after the M-ary sampler is 
00 
y{mTM) = X^ anx{mTM 一 nTu) + iy(mTM) ‘ 
n=-oo j 
：J 
00 I 
二 amx{0) + Y1 anx{mTM — nTu) + "(mT^)， (4.3) : | 
n^m 
where x{t) 二 grit)� c { t ) � gR{t) and z/(t) 二 n[t)� gR{t). The first term in the ,, 
, u 
equation is the desired symbol and the second term represents the intersymbol j 
！ 1 i 
interference (ISI). The ISI is an undesirable term that degrades the performance ‘ 
of digital multi-level pulse amplitude modulation (PAM) systems. Hence, trans-
mission with M-ary signaling is very susceptible to waveform distortion from the 
ISI. By appropriate design of the transmitter and receiver filters, these interfer-
ences can be minimized. 
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i m 
i 
I 4.3 P o w e r Spectrum of Digital Multi-Level Base-
I b a n d Signal 
\ 
The power spectrum for random signal sequence has been intensively examined 
57]. It is well known that if tlie states of a data stream are mutually indepen-
dent, the power spectral density of this random process is the Fourier transform 
of its auto-correlation. "| 
For signal transmission, reducing signal DC components, narrowing signal ,[| 
‘,:•! 
:丨I 
bandwidth as well as providing plenty of timing information are very desirable. | 
i 
Transmission line codes, such as AMI, HDB3, CMI, nBmB, Miller code, Gray | 
code, NRZI and MLT3, are usually employed in the transmission systems [42] 
57] [58]. These kinds of line codes are usually characterized as modulation codes 
with state dependence. More specifically, the line codes can be represented by ； 
i j 
the state probability {P{} and state transition probability {pij}. Iiere, {P,} 丨 
describes probability of each possible "state" for the M-ary signals, and {pij} ！ 
. . , 1 
is the probability of the signal transiting from state i to state j. The power 
. , I 
spectrum of the transmission line codes can be derived by the same procedures i 
as that in the state independent case, but transition probability matrix P should 
be involved [59] in the computations. 
4.3.1 Power Spectrum of Transmission Line Code 
For the analysis of power spectrum of the transmission line code, the calculations 
are complicated by the correlation of subsequent symbols in the data stream. 
In Ref. [57], for signals that are generated by a Markov chain with state 
probability matrix H and transition probability matrix P, the power spectrum 
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m 
I 
- can be expressed as 
I 
1 1 � K / \ 2 / „ \ 
i 湖=-„5jS^'^-©K^-?) 
I 1 K 
_ + ^T.p^\stU)? 
1 i H 
3 + | ^ e E f > A * ( / ) ^ / ) P ” ( / ) , (4.4) 
’ i=l j=l 
• f l , . . . • 
,1 where K is the number of states of the signal, Si{f) is the Fourier transform of ， 
3 l l 1 
'«). i 
.： the signal waveform Si(t)，and S^*{f) is the complex conjugate of S^{f). s^{t) is | 
.； ‘S 
^ ;t 
given by | 
棚 二 3 办 、 - ^ ^ 1 3 机 (4.5) ！ 
, /=i I 
Pij{n) is the probability after n steps transition, and Pij{f) is the Fourier j 
i, 
transform of the discrete sequence Pij{n) which is given by | 
oo ., 
R7(/) = Z^K7<>)e^(- j27m/T). (4.6) '| 
71二1 . I 
‘t 
In Eqt. (4.4), the discrete components of the spectrum are usually not desir- | 
• • • i 
able and can be eliminated by properly setting the amplitudes of the line-coded J 
.i 
: 
signals [57]. 
1 
From the above equation, it is known that the power spectrum of a baseband 
digital signal sequence depends on: 
1. the spectral characteristics of the signal waveform, and 
2. the spectral characteristics of the information sequence. 
4.3.2 Power Spectrum of Multi-Level Line Code 
The M-ary MLT-N transmission line codes can be described by a transition 
diagram as shown in Fig. 4.2. 
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i 
i In general, for N-level multi-level line code, the signal is characterized by a 
I N-states Markov chain. In the line code, transmission has a signal state {a^ : 
I i = 1,2, • • • , N} with stationary state probabilities {Pi : i — 1, 2, • • • , N} and 
_ . . . . . . . 
~ transition probability matrix P. The transition probability pij is the probability 
I that a signal in the state j is transmitted in a given signaling interval after the 
m , , , . . . . 
, transmission of the signal with the state i in the previous signaling interval. 
mt 
I The transition probability matrix P for the multi-level encoded signal can be -
ft •'" 
I expressed as | -~ 丨‘丨 
II pii pi2 . • • PiN [ 
• I 
P 2 1 P 2 2 • • • P 2 N 
lP — 
• • • • 
• • • . • 
• • • I, 
P m P N 2 • • • P N N 
. 
The stationary state probability vector H is : ,I . i 
n = [Pi P2 只 . . . i V h (4.7) j 
where Pi is the state probability of state i. 
'I 
The symbol vector A for multi-level signal is 
j 
A = [ai a2 cLi .. • ttAr], (4.8) ': 
where ai is the amplitude of state i. The symbol waveform Si{t) is 
3办、=ciW(t) 0 < t < T, (4.9) 
where g{t) is a rectangular pulse and T is the bit interval. 
In the above subsection, we have illustrated a method for the computation 
of power spectrum of transmission line code. It is also applicable to the power 
spectrum computation of MLT-N signal. Here we focus our attention on NRZI 
and MLT3 since they have been standardized for FDDI and CDDI. 
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4.3.3 Power Spectra for NRZI and MLT3 Line Codes 
In this subsection, we will derive power spectra for NRZI and MLT3 line codes. 
As mentioned previously, in order to reduce the signal bandwidth, we should 
increase the number of signal amplitude levels, that is, to use multi-level coding 
schemes. As the number of levels increases, the reduced frequency spectrum re-
sults in reduced EMI and NEXT. Therefore, for high speed data transmissions 
(e.g. 100 Mb/s in FDDI) over UTP, the TP-PMD standards group has chosen a 了 
three-level coding scheme called MLT3 [9], which is used for FDDI (100 Mb/s) ,'i 
•‘ ;• 
：i 
data transmission over copper cable or UTP cable [9]. Basically, the bulk energy 
components of MLT3 is below 0.3xbuad-rate (e.g. 30 MHz for 100 Mb/s), thus, 
those regulatory limits on EMI can be achieved for FDDI data transfer over 
UTP by using this multi-level signaling scheme. Furthermore, this multi-level ！ 
• i 
line code can also be employed for the data transmission in other networks, in i •1 , } 
which either the transmission medium is band-limited or the network capac- | 
I 
ity needs to be increased. Later, we will show that in local area multiaccess | 
‘1 
networks with packet transmission, the circuitry complexity for the multi-level j i 
！ 
burst-mode receivers can be greatly reduced by using MLT3 line code. For this ‘ 
newly standardized line code in FDDI, because of the lack of information of its 
frequency spectrum, we will first show the calculation results of the spectrum in 
this subsection. 
Basically, the MLT3 code is the extension of NRZI code to three levels. As 
NRZI is also the standard line code for FDDI over optical fiber, we will compare 
the NRZI coding scheme with that of the MLT3. 
For the binary NRZI signaling, the encoding scheme is [58], 
9 3 
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I tt 
i I . • . _ . 
I 1. when the data is “1”，the signal amplitude level is changed from its current 
i 
I level to the other. 
w 2. When the data is “0”，the signal amplitude level will remain in its current 
~>.fi 
level and no transition occurs. 
For the MLT3 code, the three levels are denoted by +1, 0, -1. Similar to 
NRZI, a “0” bit is coded as the absence of a transition and a “1” bit is coded 
. .丨 丨 .丨 . 1, 
as the existence of a transition. The successive transitions are all in the same '' 
. . 丨 . . . , | 
direction (ascending or descending) until the signal reaches a level of +1 or -1, :'[ 
• n . . i 
and then the direction is reversed. For example, in MLT3 coding scheme, if a | 
丨. 
“0” bit is sent, the signal level will remain in this level in the next bit interval ‘ 
i 
until a"l" bit is sent [9]. 
, 
Since the MLT3 code is logically an extension of the NRZI code, for the ‘ 
, ] 
convenience of our analysis, we first compute the power spectrum of the NRZI j 
code and then the MLT3 code. Here, we show the transition diagrams of NRZI 
• I 
and MLT3 codes in Fig. (4.3). As shown in Fig. (4.3), the transition diagram , 
I consists of two states for NRZI code and four states for MLT3 code. ,| 
‘ I 
Assuming the states of binary information source are independent, from the : 
transition diagram, the transition probability matrix P for the NRZI is 
1/2 1/2 
P = 
1/2 1/2 
The state probability n is 
n=[^ ]^- (4-10) 
By using the equations in the previous subsections, the power spectrum of 
‘ the NRZI code is computed and shown in Fig. (4.4). From this figure, we can 
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二-
find out that the power spectrum of the NRZI code is the same as the well 
� known state independent NRZ signal. 
I 
I For the MLT3 code, the transition probability matrix P can be obtained 
I from the transition diagram: 
m 
I 
_ 1/2 1/2 0 0 
I p = 0 1/2 1/2 0 
I 0 0 1/2 1/2 , : 
1/2 0 0 1/2 :l 
:丨；丨 
. • • . 1 where we assume that the information source before the encoding is uncorrelated. 
The state probability vector H is 
n 1 1 11 
n = 丄 - - - • (4.11) 
1_4 4 4 4J � ) 
The power spectrum of MLT3 code is shown in Fig. (4.5). It should be j 
1 
i 
noted that, in order to simplfy the computation, we use finite transition steps i 
i I 
in our computation. Thus, the signal power spectrum from the computation is � 
i 
the short term case. For the long term case, the DC component will be null. J 
However, our computation results are still applicable for the packet transmission ‘ 
in the multiaccess networks. In the same manner, we can compute the power 
spectmm of MLT4 as shown in Fig. (4.6). In Fig. (4.5), it is shown that most 
parts of the signal energy for MLT3 is below 0.3 times the transmission data rate. 
From the figure, we note that, in the short case, there is a DC component in the 
power spectmm of MLT3 line code which will degrade the system performances. 
Therefore, a modified coding scheme should be used to reduce the DC frequency 
component of the MLT3. 
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I 4.3.4 Reduction of DC Component 
i 
I There are two drawbacks for the MLT3 line code. First, the line code can 
E potentially produce signals with unlimiting maximum running length (defined 
‘ as the maximum number of consecutive identical digits). Second, the signal have 
• 
i arbitrarily large running digital sum (RDS). For MLT3, RDS is defined as the 
I 一 number of digits “+” in the string minus the number of digits “-”• Because UTP m 
3m-
«*«( 
'" cables are generally transformer-coupled and have no response at low frequency, 彳 
' ’i 
the line code is extremely susceptible to the intersymbol interference in the form /| 
.> 
of baseline wandering. Furthermore, the unlimited maximum running length ‘ 
may have a deterious effect on the timing circuitry in the receivers. j 
There are several methods to overcome the above problems, such as using a : 
I 
DC restoration circuitry in the receiver, modifying the coding scheme to achieve | 
a bounded maximum running digital sum (RDS) [60] or using another new | 
I line code [61]. These methods are useful for systems with continuous mode | 
! . 
• . . . . i 
data operation. For multi-level burst-mode operation, it is very important to | ；I ‘1 
note that the receiver complexity can be greatly reduced if the symbol level | 
i • I 
shifting between two consecutive symbols is only one step. However, all the ‘ 
above methods either increase the receiver's complexity or make the signal level 
shifting between two consecutive symbols larger than one step. 
By using a precoder before the MLT3 encoder, we can effectively reduce the 
DC component of the MLT3 signal. In addition, the multi-level burst-mode 
1 . . . 
I receiver can be easily realized by using the relationship between the symbols 
» I • . 
! o f the line code. Thus, we consider three potential precode schemes which can 
reduce the DC component of MLT3 signals as well as simplify the design of a 
！ multi-level burst-mode receiver. 
•^  
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Scrambling 
The first possible precoder uses a scrambler to randomize the information data 
sequence before the MLT3 encoding. Since the randomness of the output de-
pends on the length of the scrambler, a longer scrambler will generally produce 
a more random data stream and reduce the probability of long consecutive sym-
bols that appear in the sequence. The drawback of this method is tliat it is still 
possible for tlie scrambler output to have a long string of consecutive symbols, ,] 
' � 
thus, it can only partially reduce the DC component of MLT3. "丨 
• i,. 
> 
i ( 
Line-coding 
i 丨， 
The second possible precoder employs another block code (mBnB) before the 
MLT3 encoder. mBnB (e.g. 4B5B or 8B10B) has been proven to be very '丨 
• i 
efficient in limiting the consecutive “l”s or “0”s in the data stream, and it has •] 
I ？ 今 
been intensively used in today's transmission systems. Thus, we can adopt this j 
. . 丨. 
technique to effectively limit the maximum running length of the MLT3. The I 
_ I 
advantage of this precoder is that the hardware realization is very easy and the | I 
i 
packet length of the MLT3 signal is fixed. However, this method will reduce the 
data transmission efficiency by about 20% (for 4B5B). 
Bit-stuffing 
The third possible precoder is "bit stuffing". For the MLT3 encoder, it is known 
that a transition will always happen for binary input digit “1”. Thus, a "bit 
stuffing" method can be used to limit the length of consecutive "0"s in the 
information source. By using tliis precoding method, the average bit rate will 
only increase by about 3%. However, problem arises if the binary data of the 
97 
i 
！ 
I Chapter 4 Multi-Level Signaling and Multi-Level Burst-Mode Receiver 
i 
g . . 
I information source is packetized before the precoder. As the consecutive "0"s are 
I statistical distributed in the packet, this precode method will result in variable 
K S bit rate or packet size in the systems. Discussion about this precoder is shown 
I . . j in Appendix (D.1). 
,^r, 
. i< 
？丨 
4.4 Error Probability of MLT-N Code Using 
' . . . 1 
Maximum-Likelihood Sequence Detector 丨 f !i I丨！ 
I ^ 
4.4.1 Overview Maximum-Likelihood Sequence Detec-
tor 
i' 
！ 
For a transmission system, when the transmitted sequence is independent, the ！ 
probability of symbol error is minimized by conventional symbol-by-symbol de- | 
] 
,1 
tectors. On the other hand, when signal symbols are interdependent, a well | 
I j 
known maximum-likelihood (ML) sequence detector should be used to minimize | 
i 
) 
the symbol errors. The algorithm for the decision of a ML detector is based on j 
i 
I 
the observation of a received signal sequence over successive signal intervals [62]. ! 
I 
Assume that a data sequence c 二（Ci C2 • • • Ck) is transmitted through a 
memoryless channel, and the received sequence is r = (ri r? •.. Vk). Since the 
channel noise is assumed to be white and Gaussian, the joint conditional p.d.f. 
is 
k 
/(r|c) 二 nf=i_P(r,|cO = {l/V^afexp{- J2{r, — c,f/2a^), (4.12) 
i=i 
where the Euclidean distance metric is defined as [57 
k 
D ( r , c ) = ^ ( r , - c , ) ' . (4.13) 
i=i 
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n • 
m 
I Considering Eqt. (4.13), we observe that the maximum likelihood decoding 
I rule for the white Gaussian noise channel witli self-decision decoding can be 
i 
j achieved by minimizing the Euclidean distance between tlie received sequence 
i 
I and the decoded codeword. 
I • . . 
I One direct and simple method to implement the ML detector for the de-
I tection of line code requires searching all the possible code sequences or paths 
* through the trellis diagram of the coded data, and choosing the one which pro- «| 
_ Mi ‘ 
im ： 
mi vides the smallest Euclidean distance. Such implementation technique will be i ； s 一： • i, 
i absurdly complicated. The Viterbi algorithm [62] is a very efficient and practical | i fe 
I implementation of ML detections for the transmission signals with memory, 
r 
m The Viterbi algorithm starts from an initial state and computes the ML 
I . 
I function for each possible path remerging at a specific state. In each state, it 
8— ‘ 
f compares the Euclidean distance metric of different paths arriving at that state, 
preserves the path with the smallest metric and eliminates the others. The 
preserved path is called a survivor. The surviving path is stored at each state ‘ 
level with its metric. The algorithm proceeds through the trellis in an iterative ； i 
\ 
\ 
manner and maintains a relatively small list of paths that are always guaranteed | 
to contain the maximum likelihood path. 
For the ML detection by using the Viterbi algorithm, the sequence decod-
ing involves the comparison of multi-branch paths that merge at each node in 
the trellis. The selection of the wrong signal path at a node is called an error 
event. Basically, an error event begins at the point where the surviving path 
diverges from the correct path and ends when the surviving path remerges with 
the correct path. Actually, in the trellis diagram, there are many numbers of 
error events, each of which has its own probability of occurrence. Therefore, it is 
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i , p 
i 
I difficult to obtain an exact expression for the error probability. We can evaluate 
I • • . . ‘ . 
i the error performance hy considering the distinct error events and tlieir corre-
I . . . . . . . 
I sponding Euclidean distances. By the weighted sum of tlie error probabilities ol 
I , • . . 
I the distinct error events, the upper bound error probability can be expressed as 
[ [62] 
I P e ^ ^ , (4.14) 
:: where cr is the RMS noise, D{ is the Euclidean distance of the z-tli path relative 
: . . "'i 
: to the correct path, No- is the number paths at tlie distance of Di, and Q{-) is ,!i 
I ^ . .( 
:' the Q-function as shown in Appendix (B.5). In general, the error probability for 
1 
• ML detection will be dominated by the error events at the rninimum Euclidean ： ii “ 1 -,¾ ； 
::y:^ j 
•‘ distance. Thus, when the distance of Di varies widely with z, we can neglect the ' 
• i 
• ： terms with large distance in favor of the terms with smaller distance. One simple 
\ approximation to evaluate the probability of error is to use only the terms with 
i' 1 
the minimum Euclidean distance: i I 
！ i 
‘ Pe - iVz ,_g ( ^ f ) , (4.15) 
I 
where Normn is the number of error events with the distance of Dmin • ‘ 
4.4.2 Error Probabilities of NRZI and MLT3 
In this subsection, we will derive the error probability for NRZI and MLT3. 
The error probability for NRZI and MLT3 encoded signals can be obtained by 
using the ML detection. Here, for the convenience of our computations, we first 
illustrate the calculation method for the error performance of NRZI and then 
extend this method to MLT3 signal. 
1 0 0 
'1 
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The trellis diagram of NRZI signal is shown in Fig. (4.7). Suppose the 
amplitude level is 0 for “0” bit and 2d for “1” bit. The z-th received signal r, 
is either 0 + ni or 2d + ni, where Ui is the noise in the decoder. When t = T, 
we receive the signal ri 二 ci + n!, and when t — 2T, the received signal is 
r2 = C2 + ri2. Assume the correct decoded signal sequence is “00”. Figure (4.8) 
illustrates the trellis diagram and indicates two distinct error event. In the trellis 
diagram, the top path represents the correct path. The error probability of NRZI 1 
J' 
is simply the probability that D2{2d,^) < i^(0,0) and D<Q,2d) < D2{2d,2d). 1 
';l 
I >,i 
Where | 
n2(2d,O) = (ri - 2dy + r ' 
B2(O,2d) = ri2 + (r2 — 2c/)2 
D2{2d,2d) = (ri - 2df + (r2 - 2df ‘ 
聰 0 ) = rl + r^  (4.16) ' 
I 1: 
are the Euclidean distances and ri 二 0 + rii and r] 二 0 + ri2. For NRZI binary | 
i 
. . . j 
signal, since the two states are equally likely to occur, tlie error probability is j 
I 
1 ‘ 
Pe 二 3 {P{D2{2d, 0) < i^2(0,0)) + P ( A ( 0 , 2d) < D2{2d, 2d))) , 
1 (d\ 
二 s ( P ( n i > c f ) + i > i < - c O ) = Q - . (4.17) 
2 \CFJ 
It is interesting to note that the error probability for a NRZI signal by the 
ML detection is the same as that of a NRZ signal by the conventional symbol-
by-symbol detection. Thus, for NRZI signal, there is 110 advantage in terms 
of the error performance by the ML detection compared with that by symbol 
detection. 
In Fig. (4.9), the state diagram for the output of the decoder of MLT3 signal 
1 0 1 
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is shown. From the encoding rule of MLT3, we know that the signal amplitude 
would only change by one step when there is a state transition occurring in the 
transition diagram. Suppose we represent the signal amplitude Ci by -2d, 0 and 
2d for the symbol “-1”，“0” and “+1” respectively. Then the z-th received signal 
ri would be —2d + ni, 0 + ni or 2d + n^ -, after the signal has been corrupted by 
noise rii. In addition, at time t = T and 2T, the received signals are denoted by 
ri = ci + ni and r) = c � + n .^ 一 
' • ‘ 
Assume the correctly decoded signal is “00”. The correct path of the trellis ^ | 
i: 
diagram is the top path (Fig. (4.9)). For correct transmission and encoding, the 
possible transmitted/received sequence are (-2d,-2d), (0, 0) or (2d,2d). If an 
error event happened, the wrong path selected by the Viterbi algorithm is (0,-
2d) for (-2d,-2d), (0,2d) for (2d,2d), and (2d,0) or (-2d,0) for (0,0) respectively. 
Therefore, there are four possible paths for this error event. Subsequently, the i 
i 1 
error probability of MLT3 code is the sum of the probabilities that D2{O, —2d) < 
\ 
D2{-2d,-2d), D2{O,2d) < D2{2d, 2d), D2{2d,O) < i^2(O,O) and D2{-2d,Q) < i 
i^ 2(O, 0). For MLT3 signal, since the three states are equally likely to occur, the 
error probability is i 
Pe ^ ^ (P(i^2(0, —2d) < M - 2 d , —2d)) + P{D2{0,2d) < D2(2d, 2d)) 
0 
+ Pp2(2c^,O) < Z)2(0,0)) + P(i)2(-2^i,0) < i)2(O,O))) 
1 4 fd\ 
= - ( 2 P ( n i > d) + 2P(ni < -d)) = -Q 一 • （4.18) 
3 ^ V^/ 
Using the same methodology, we can compute the error probability of N-level 
MLT-N signal as 
^{N-l)^(d\ , � 
Pe ^ ~^~^Q [a) • (4-19) 
In practice, the error performance of multi-level signal can be evaluated by 
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the signal to noise ratio per bit [57]. Thus the BER for binary, N-level PAM 
and MLT-N can be expressed as 
Q(x/2 X SNR) binary NRZI or NRZ 
Pe=l '-^Q ( ^ M X SNR) N-level PAM (4.20) 
� Q {yJJz-r X SNR) MLT-N 
where E^ is the energy of one bit, SNR = 乾 is the signal to noise ratio per bit, 
and No is the noise. The error performance for binary NRZ, four-level PAM, J' 
11 
MLT3 and MLT4 signals are computed as shown in Fig. (4.10). In the figure, for 'i! 
a given bit error rate (e.g. BER=10_9), the SNR/bit of MLT3 signal is roughly 
I the same as that of four-level PAM signal when ML detection is used. 
I The SNR penalty of MLT3 relative to the binary NRZ is over 3 dB. An ex- ； 
f . . I 
planation for this is that the correlation between the transitions of the MLT-N 
I 
5 signal does not provide error correction, thus MLT3 suffers a 3 to 4 dB SNR ,； 
penalty over NRZ for a given transmit level [51]. We also note that the trans- i 
mission bandwidth required for PAM-N relative to MLT-N is approximately j 
2(N — l)/7V, that is, the MLT-N signal has higher transmission efficiency than 
I that of N-level PAM signal for band-limited systems. 
4.5 Multi-level Burst-Mode Receiver for Mul-
tiaccess LANs 
4.5.1 A Survey of Conventional MLT3 Receiver 
For the conventional point-to-point multi-level communication system using 
MLT3 line code, the state transition diagrams of the MLT3 transmitter and 
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receiver are shown in Fig. (4.11). In the figure, there are three states and one 
counter (state machine) for the transmitter. According to the encoding scheme 
of the MLT3 code, no transition happens if the subsequence input bit is a "0", 
otherwise a transition takes place. Since only a one-step transition happens 
in the state machine of the transmitter, we can use a one-bit counter in the 
transmitter. 
The receiver state machine only has two states, DO and D1, which denotes the -^  
• . '_ ！ binary decoded output. Whenever there is a transition in the MLT3 receivers, | 
;l 
the output is a “1”. If no transition occurs, the output is a “0”. | 
An example of encoding a binary sequence into a MLT3 signal is shown 
in Fig. (4.12). A conventional MLT3 receiver circuit diagram is shown in 
Fig. (4.13). In the receiver circuitry, the amplitude of the received MLT3 signal 
is first amplified, then the signal is sliced to the levels "+1", “0” or "-1" by | 
i the presetted threshold in the comparators. At last, the MLT3 is decoded to a ：' i 
I 
binary output sequence by the receiver. |' 
I { 
From previous chapters, it is known that, for multiaccess packet network, the | 
amplitude of the received signal varies from packet to packet. As the receiver | 
I 
threshold should be proportional to the signal amplitude, it is impossible to pre-
set the threshold in the receiver for the signal amplitude recovery. Therefore, we 
cannot use the conventional MLT3 receivers for the burst-mode signal reception. 
1 
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t 
m 
1 4.5.2 Multi-level Burst-Mode Receiver for Metallic Ca-
m 
I , , 
i ble 
1 
I In this subsection, we will propose a novel multi-level burst-mode receiver with 
J MLT3 decoder for the copper-based multiaccess LAN. Multi-level line codes 
I work in the same manner as binary line codes in multiaccess local area networks. 
I . • • 
^ Fig. (4.14) shows a schematic diagram of packet processing employing multi-level 
I . . 1 
i burst-mode transmission. ‘ 
™ , j 
p For transmission, the packet (say an ATM cell) is first input to a precoder to \: 
I i 
limit the length of consecutive symbols in the packet, then the packet header and 
4»、 
I trailer are added together with a CRC checksum. Next, the assembled binary 
；. . 
'， packet is fed into a MLT-N generator, and finally, the MLT-N signal is sent 
!f to the band-limited transmission link. For reception, a multi-level burst-mode : 1¾ ？ j 
料 • j 
. receiver is used to recover and decode the burst-mode MLT-N packet into a ,| 
1 \ 
-,i binary signal. The packet header and trailer are then removed and CRC check | 
1 rf is performed. Finally, the output is fed into a de-precoder to recover the packet | 
} 
.. 丨 
Ji to its orginal form. { 
1, • • i :; As mentioned before, the multi-level burst-mode receiver is one of the most % 
I important building blocks for multiaccess LANs, and it is usually very difficult to 
1 build the receiver in which the input signal levels are completely independent. 
m • . . , 
^ By using the relationship of the MLT-N signal with its subsequence, we can 
i 丨 丨 丨 . ^ construct a multi-level burst-mode receiver with a simple adaptive threshold 
1 
I detection circuitry. 
J The proposed MLT-N burst-mode receiver consists of three parts: (1) am-
m 
通 
1 plitude recovery, (2) conversion of MLT-N signal to binary signal, and (3) fast 
# m m f\ 
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clock recovery. An architecture of the receiver is shown in Fig. (4.15), where the 
amplitude recovery and the multi-level to binary signal conversion are performed 
by a hybrid analog/digital circuitry, and the clock recovery is done by means of 
gated oscillators in digital circuitry [8]. We shall first discuss the burst-mode 
MLT3 receiver and then consider the MLT-N signals. 
For MLT3 signal, suppose amplitude difference between the symbols "-1" and 
“0”，or “0” and "+1" is 2d. When a transition occurs, the amplitude variation of -^  
the encoded signal is only one step, i.e., 2d. Since the transition of the encoded | 
‘丨1 
signal will go in the same direction until it reaches its maximum or minimum | 
and then reverse, we can make use of this inherent characteristic to adaptively 
set the detection threshold. ；： 
i . We propose a novel MLT3 multi-level burst-mode receiver as shown in Fig. i 
丨： 
(4.16). There are two binary counters inside the state machine. One is called the ； 
j 
transition direction counter (TDC), which is used to indicate whether the signal ] 
. . j will move in the ascending ("1") or descending ("0") direction. The other binary 丨. 
counter is called the threshold counter (TC), which is used to indicate whether 
^ 1 
the threshold has been changed during the most recent signal transition. | 
At the beginning of a packet transmission, the binary data is set to "1000" 
in the preamble field. Since the signal transition is always assumed to start in 
the ascending direction, the amplitude of MLT3 reaches its maximum within 
the preamble period. Fig. (4.17) shows the received packet format. The initial 
threshold level is set by the adaptive threshold detection circuitry at the start of 
the received packets, and subsequent threshold is acquired by a novel algorithm. 
During the gap times, the transmitter is usually grounded to reduce the power 
consumption. 
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The detailed operation of the proposed multi-level burst-mode receivers is 
illustrated in the following ( see Fig. (4.18)). 
• T = 0: At the beginning of the packet, the differential step detector adap-
tively detects the amplitude information from the preamble field (a four-bit 
interval), and an initial threshold can be set at Vth — d. This amplitude 
information will be memorized by the detector circuitry until the whole 
. 1 
packet has been transmitted. Now, TDC is set to “0” and TC is set to •{' 
" 0 " . 'i f f 
• T = 1: Both TDC and TC are set to “0” (descending direction). 
i 
!, j 
1. If the input signal Vin > Vth, then the output of the comparator | 
'i »; 
Vouti — 1, and the present threshold will keep the original value. 
Both TDC and TC will be unchanged ("0"). : 
I 
2. If the input signal Vin < Vth, then the output of the comparator \ 
1 
Vouti = 0 and the threshold generator will shift the threshold to Vth 一 
2d. TDC will be unchanged ("0"), but TC will be set to "1" to 
i indicate that the threshold has been changed as shown in Fig. (4.18). 
• T 二 2: 
1. If the subsequent input Vin > Vthj then Vouti = 1 and there will be 
no change for the TDC and TC. 
2. If Vin < Vth, then Vouti 二 0 and there will still be no change for the 
threshold as shown in Fig. (4.18). However, signal transition will be 
in ascending direction for the next input. 
1 0 7 
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匪 • T = 3: TDC is set to "1" and TC is reset to “0” (ascending direction). 
1. If the input signal K � < Vth-> then the output of the comparator 
Vouti = 0 and there is no change for the threshold. TDC is “1” and 
TC is "0". 
2. If the input signal K'n > Vth, then the output of the comparator 
Vouti 二 1 and the threshold generator will shift the threshold to Vth + 
* I ' 
2d. TDC will be unchanged (“1”）. But TC will be set to “1” to -
I indicate that the threshold has been changed. 丨：丨 i i 
• T=4: 
i ！ 
1. If the subsequent input K'n < Vth, then Vouti 二 0 and there will be 
no change for TDC and TC. ' 
2. If Vin > Vth, then Vouti 二 1 and there will still be no transition for j 
the threshold. But signal transition will be in descending direction :. 
i 
for the next input. | 
The output of the receiver is the decoded binary sequence of the MLT3 signal, i 
which is the inverse modular two of the Vouti and TDC. The binary output can 
be expressed as 
F 二 T4un ® TDC. (4.21) 
In the receiver, the packet start/end control circuitry is used to detect the 
start/end of a packet and to reset the receiver once a packet transmission is 
finished. When a new packet arrives at the receiver, this control circuitry will 
enable the differential step detector circuitry to hold the amplitude information 
of the preamble field, and set TDC to “0”. 
1 0 8 
! 
Chapter 4 Multi-Level Signaling and Multi-Level Burst-Mode Receiver 
After the amplitude recovery as well as tlie conversion of multi-level data to 
binary signal (decoder) for bursty MLT3 packet have been performed, tlie binary 
output is then fed into a fast clock recovery circuitry [8] and a synchronized 
binary stream can be acquired using a D-type flip-flop. 
This novel technique for the MLT3 burst-mode data reception can be easily 
extended to the N-level MLT-N signal. The operation of the MLT-N receiver is 
quite similar to that of the MLT3. The major difference for the MLT-N receiver ~.^  
,f 
is that TC will have (N - 1) threshold states and TDC will change from "1" to | 
-j 
“0”, or “0” to "1" only when N — 1 threshold transitions are detected by TC. | 
( 
i 
f 
i 
I 
4.5.3 Multi-Level Burst-Mode Receiver for Optical Fiber 
!' 
Cable 
In the above, we have described tlie operation of the proposed multi-level burst-
mode receiver when the transmission medium is metallic cable and transmission 
data format is bipolar. As we liave pointed out in Chapter 1, in some applica- | 
tions, multi-level data signaling can also be used in optical communications. In 
• 
this case, transmission data format is unipolar. ‘ 
For this multi-level burst-mode data reception, the receiver's operation is 
identical to that of the bipolar data. However, since the signal level is zero in 
the gap time, the preamble needs to be redesigned. In this case, the preamble 
is “1001” and the TDC is set to “1” at the beginning of the preamble. In the 
last digit of the preamble, the signal amplitude reaches its maximum and TDC 
is set to “0” for the subsequent information field. 
For multi-level burst-mode receiver used in the metallic system, we assumed 
1 0 9 
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that the noise is the same for different received signal levels, thus the thresh-
old placement is uniform in the receiver. However, for an optical multi-level 
burst-mode receiver witli an avalanche photon-detector (APD), the shot noise is 
proportional to the amplitude of the received multi-level signals [63]. Therefore, 
we should not ignore this shot noise when it is comparable to the thermal noise 
in the receiver. In consequence, for the optimum detection, the placement of the 
thresholds should not be uniform. A threshold placement algorithm for multi- .] 
level optical receiver is shown in Appendix (D.2), in which the threshold decision | 
• ;l 
for z-th level {Vthi} is set in a near optimum way. By using this algorithm, the | 
！ 
average error probability is ' 
Pe 二 ^ ^ Q � s m , (4.22) I 
where M is the number of amplitude levels, and SNR is the signal to noise ratio 
which should satisfy the following equation. 
hM - bo = M X SNR X {aM + ^o), (4.23) 
！ 
I 
where bo and hM are the amplitudes for tlie first and the M-th levels, and o>/ j 
and cTo are the RMS noise in the first and the M-th levels. 
An example for the threshold placement is shown in Fig. (4.19). For sim-
plicity, if we use a PIN photon detector in the receiver, the sensitivity of this 
multi-level optical receiver is [64 
S r m n ^ M x S N R x ^ z i , (4.24) 
7/r 
where hi^ is the energy of one plioton, r/ is the detection efficiency, T is the 
temperature and Z is the input resistance of the receiver. 
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For a given error probability of 10—9 and the same symbol transmission rate, 
the optical power penalties of the three-level and the four-level signals respect 
to the binary signal can be found from equation (4.24). The optical power 
penalties are approximately 1.8 dB and 3 dB for the three and tlie four-level 
signals respectively by using this near optimum threshold placement. 
4.6 Chapter S u m m a r y j 
'i 
. . . i For a band-limited transmission system, comparing the binary and multi-level | 
signaling schemes, the later scheme is more desirable. However, for multi-level 
data transmissions, a higher transmitting power is required, and transmitting | 
( 
and receiving filters should be designed carefully to minimize the ISI in the 
] i: 
system. , 
In this chapter, we have proposed a novel multi-level burst-mode receiver j 
based on the MLT3 line code, which is a very promising and newly standard- 丨 
i 
ized multi-level line code for transmitting high speed data (100 Mb/s CDDI ； 
i 
： I 
or 155 Mb/s ATM) over unshielded twisted-pair (UTP) cable. The proposed 丨 
i 
burst-mode receiver is very suitable for extending the existing copper-based 
multiaccess local area networks to higher speed. 
We have studied the power spectrum of MLT3. From the computation, we 
observe a DC component in the power spectrum of MLT3 which is due to the 
inherent shortcoming of the code. We have discussed three possible precode 
schemes to reduce this DC component. We liave also computed the BER per-
formance of the MLT-N line code by using the maximum likelihood technique. 
The multi-level burst-mode receiver design can be easily extended to support the 
1 1 1 
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I 
I 
fr 
g MLT-N line code. We considered the applications of the proposed multi-level 
: burst-mode receiver in two transmission media — metallic cable and optical 
I fiber cable systems. 
I 
\ The proposed receiver may play an important role for realizing future high 
i 
• speed data transfer in band-limited multiaccess local area packet networks. 
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Figure 4.1: The block diagram of a multi-level digital PAM system. 
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i 
5.1 Conclusion 
Burst-mode receiver is one of the most important building blocks for broadband 
multiaccess packet networks. In this thesis, we present a theory to evaluate the 
performance of burst-mode receiver. The theory provides a full understanding 
of the performance of the receiver. It also provides insight to the design of burst-
mode receivers which may open up new possibilities for the future generations 
of the receivers. It is worthwhile to note that the theory for burst-mode receiver 
is applicable to optical multiaccess packet networks as well as copper-based RF 
applications. 
In Chapter 1, we overview the developments and requirements for optical 
multiaccess packet networks. We point out that burst-mode data or packet are 
usually used in these multiaccess networks. Therefore, conventional receivers are 
not suitable for burst-mode data operation. Burst-mode receivers can instanta-
neously recover the burst-mode data or packet, thus they are very suitable for 
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high-speed all-optical multiaccess packet networks. The applications of burst-
mode receivers in optical multiaccess networks are examined, and the thesis 
preview are presented in Chapter 1. 
In Chapter 2, we investigate amplitude recovery of bursty data or packet 
using burst-mode receiver. We present a theory to compute the system degra-
dations due to the threshold variation in the receiver, and we define a decay 
parameter K which is shown to be an important parameter for evaluating the 
adaptive threshold control circuit in the receiver. The theory is proven theoret- | 
ically and is verified experimentally. We also consider the impact of extinction ； 
ratio for the receiver. The network transmission efficiency due to the inherent 
characteristics of the burst-mode receivers is illustrated. We demonstrate an ex-
periment for burst-mode receiver, and propose a method of BER measurement 
of burst-mode data by using a conventional BER test equipment. 
In Chapter 3, we discuss the techniques for fast clock recovery in the burst-
mode receivers. Three types of fast clock recovery techniques are investigated, 
namely, (1) a global clock employing correlation, (2) a quenched narrow-band 
tank circuit, and (3) the gated-oscillators with a PLL. For method (1), we show 
that eight discrete phases per bit interval in the templates are required by the 
receiver to determine the optimal sampling time when there is no pulse width 
broadening. For method (2), five preamble bits can be used to "warm up" the 
clock extraction circuitry. For method (3), the circuitry exhibits a great jitter 
tolerance but the recovered packet is a jitter-imposed data stream. Our results 
show that method (3) is a very promising technique for the clock recovery of 
burst-mode data since it provides very fast clock and phase recovery (within one 
bit interval). 
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In Chapter 4, we examine the multi-level signaling and multi-level burst-
mode receiver in the copper-based band-limited local area multiaccess networks. 
We study the power spectrum characteristics of a multi-level line code 一 MLT-N 
and discuss three possible precode schemes to reduce the DC component of the 
line code. We also compute the BER performance of the MLT-N line code by 
using the maximum likelihood technique. We propose a novel multi-level burst-
mode receiver based on the MLT3 line code. The proposed burst-mode receiver . 
_ 1 
is very suitable for extending the existing copper-based multiaccess local area 丨 
‘ ！ 
networks to higher speed. The receiver design can also be easily extended to 
support the MLT-N line code. 
5.2 Future W o r k 
As indicated in this thesis, multiaccess packet networks have been demonstrated 
as a feasible and promising candidate for the future ultra-high speed commu-
nications. Burst mode operation is often employed in the multiaccess packet 
transmission, and burst-mode receiver is one of the most important key building 
blocks for the networks. Tlie receiver can also be used in tlie recently developing 
technology 一 copper-based ATM networks. For future research related to the 
technology of burst-mode receiver, the following possible research work requires 
further investigations. 
• It is desirable to implement a novel adaptive threshold detection circuitry 
in the receiver that has the following characteristics: 
—very fast data amplitude detection time at the beginning of a packet, 
1 2 5 
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—longer amplitude holding time in the packet, 
—fast detection of the end of a packet, and 
—fast threshold discharge time at the end of a packet. 
• The desired novel burst-mode receiver should be capable of handling burst 
packets with different lenghts and compatible to a continuous-mode re-
ceiver. 
I 
• Gated-oscillators with a PLL is very promising for fast clock recovery of | 
burst-mode receiver. However, the problem of frequency mismatch for 
gated-oscillators needs to be overcome, and a simple technique that can 
minimize jitter in tlie clock recovery circuitry is desirable. 
• For multi-level burst-mode packet transmission, a novel multi-level line 
code which has very narrow transmission bandwidth and very little or no 
DC frequency component is desirable to effectively reduce the complexity 
of multi-level burst-mode receiver. 
• For the future experimental work, we would like to develop a multi-level 
burst-mode receiver and to study the applications of the receiver in copper-
based multiaccess local loop data networks, hybrid fiber coax networks, 
and wireless packet networks. 
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Appendix A 
A.1 Supervisory System for Long-Hauled Trans-
mission Systems Using E D F A s 
The erbium-doped-fiber amplifier (EDFA) has been proved to be an excellent 
in-line amplifier for long-hauled optical communication systems. This amplifier 
exhibits many advantages such as large gain, low noise, and high saturation 
power. For long-hauled transmission systems employing EDFA, especially for 
the undersea submarine systems, reliability is one of the most important issues. 
To guarantee the networks operating reliably, standby backup equipment and 
supervisory control are required. Whenever a fault is detected by the supervisory 
system, various parts of the transmission system may switch to their standby 
equipment. Usually, the supervisory (SV) signal should include information 
such as the status of pumping laser diodes, line-signal level, fault locations, and 
control signal. 
In this section, first, we overview the reliability of the undersea telecommu-
nication system. Then, after considering several suggested methods, we propose 
a novel technique to transmit supervisory signal in the undersea EDFA optical 
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communication system using burst-mode receivers. 
A.1.1 An Overview of System Reliability in Undersea 
Telecommunications 
Undersea fiber optic telecommunication systems are relatively inaccessible once 
installed. Thus, the system must meet strict reliability requirements. In the 
system, the replacements for the failure repeater modules should be less than 
two or three during a 25-year life [67]. For example, if 1,000 regenerators are 
employed in the system, the cumulative hazard per regenerator must not exceed 
0.2 to 0.3% in 25 years. 
For conventional optical telecommunications, the regenerators perform the 
so-called "3R" functions (receiving, re-timing and reshaping). The repeaters 
may employ advanced electro-optic components, such as high speed semicon-
ductor laser diodes and photo-detectors. They may also employ advanced ICs, 
high performance interconnect technologies and other "state of the art" com-
ponents. However, even with ultra-careful manufacturing techniques and high 
quality control, the cumulative hazard is still 1 to 2 % [67]. Hence, redundancy 
should be employed to guarantee the system operating in a reliable condition. 
For undersea optical telecommunications employing EDFAs, the reliability 
: for each EDFA should have the same stringent requirements as the conventional t 
4 regenerators. However, since only a few components (e.g. pump laser, gain 
j 
fiber, etc.) are used in tlie EDFA, the cumulative hazard will be improved as 
! the technology of EDFA becomes mature. But redundancy is still needed to 
;| 
i guarantee the system performance. 
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Whether the system will switch to the backup depends on the status of the 
supervisory signals. Therefore, the transmission channel for the supervisory 
signal requires higher reliability to ensure the system operating in a stable con-
dition. For a conventional optical transmission system, a build-in supervisory 
bytes in the overhead of a SONET frame can be easily transmitted through 
the regenerators. However, for the systems employing EDFAs, the supervisory 
signal transmission seems to be very difficult since the in-line optical amplifiers 
(EDFAs) cannot read the optical digits. Thus, after considering several sug-
gested methods, we propose a novel technique to transmit supervisory signal in 
the undersea EDFA optical communication system using burst-mode receivers. 
A.1.2 Supervisory Signal Transmission in EDFA Sys-
tems 
For the undersea EDFA optical telecommunication systems, the supervisory 
(SV) signal includes information such as the status of pumping laser diodes, line-
signal level, fault locations, and control signal. Generally, there are two possible 
techniques to transport the SV signal over the EDFA long-hauled systems [68]: 
1. terminating and regenerating at each repeater, 
2. transparent channel through repeaters. 
These two techniques are shown in Fig. (A.1). The first technique is the conven-
tional method for carrying the SV signal. Each repeater first reads the address 
of the received SV signal and reacts only when the address matches itself. Oth-
‘ erwise it relays the signal to the next repeater. For the second technique, each 
repeater receives and sends its SV signal directly to the head-end, independent 
• • ^ A 
of other repeaters. Essentially, the supervisory control at various repeaters forms 
a non-regenerative multiaccess network. 
Up to now, several techniques have been proposed for transparent supervisory 
signal transmission in EDFA systems. They are: 
1. by modulating the pump laser diodes at each repeater node with a multi-
Mb/s signal [68] or by modulating the spontaneous emission [69], 
2. by using optical circulators to provide a reverse path for the amplified 
back-scattered OTDR [71] or for an amplified supervisory signal [72], 
3. by using wavelength-division-multiplexed OTDR [70 . 
All the above techniques are sufficient for the system monitoring. However, 
it is impossible for the head-end to remote control the EDFAs in the system 
because each repeater can only write its message on the transparent channel 
but cannot read the information from the head-end terminals. In addition, only 
a small bandwidth SV control signal is provided by these techniques. Therefore, 
if N systems operate in parallel in N separate fibers, each system must provide 
its own SV channel. 
Here, we propose two configurations for carrying broadband SV signals over 
EDFA systems. One belongs to the regenerative category and the other belongs 
to the transparent channel category. We shall describe and compare these two 
techniques below. 
Termination and Regeneration of SV Signal at Each EDFA Repeater 
The system structure for the line signal and SV signal transmission is shown in 
Fig. (A.2). In the system, the line signal (e.g. 2.5 Gb/s) is transmitted on one 
.�:, 
Parts Line Channel SV Channel 
.Bit Rate 2.5 GhJ7' 200 Mh/T' 
Transmitter 0 dBm 0 dBm 
Wavelength 1.55 fim 1.3 /im 
Fiber Loss (40 km) 10 dB 20 dB 
Splicing & Connector Loss 2 dB 2 dB 
" W D M Loss (2) — 2 dB 2 dB— 
~EDFA Gain 22 dB NA— 
Receiver Sensitivity NA -35 dBm 
I II Power Margin 8 dB 11 dB 
Table A.1: Power budget for the line channel and regenerative SV channel in 
EDFA system 
[ 
, wavelength (1.55/xm) and transparently passed through the chain of EDFAs, 
while the supervisory signal (say e.g., 200 Mb/s) is transmitted on another 
wavelength (1.3/xm) using traditional optical transceviers (regenerative). Each 
EDFA repeater controller can read, write or relay the commands to and from 
the head-end controller via this SV channel. 
If N systems operate in parallel in different fibers (to allow for redundancy 
and increase capacity), all the SV signals from different systems can be carried 
by this single SV channel. This technique is the conventional method for SV 
signal transmission. The power budget for the system is shown in Table (A.1). 
Transparent Channel Through EDFA Repeaters 
One of the problems of the above scheme is that if one of tlie repeaters for 
the SV channel fails, the entire supervisory signal will be stalled. Therefore, 
the reliability for the SV system itself is severely degraded. To improve the 
reliability, it may be better to use a non-regenerative scheme for transmitting 
Parts Line SV (FWD) SV (RCV) 
• Bit Rate “ 2.5 Gb/s “ 200 Mb/s 200 Mb/s_ 
Transmitter ~~0 dBm NA -3 dBm • 
Wavelength 1.55 fim 1.56/zm 1.56 //m 
Fiber Loss (40 km) 10 dB “ 10 dB N A " 
Splicing fc Connector Loss (2) 2 dB 2 dB — 2 dB 
Tap Loss (in) “ 1 dB “ l d B lOdB_. 
• Tap Loss (out) 1 dB “ 1 dB 10 dB" 
Optical Filter “ NA NA 一 3 dB 
EDFA Gain “ 22 dB 22 dB 22 dB 
Receiver Sensitivity NA NA -35 dBm 
Power Margin 8 dB 8 dB 29 dB 
Table A.2: Power budget for tlie line channel and non-regenerative SV channel 
in EDFA system 
the SV channel. 
The system configuration is shown in Fig. (A.3). Here the line signal (2.5 
Gb/s) is still carried on one wavelength (1.55/xm) and the SV channel is on 
another wavelength (e.g. 1.56//m), both within the EDFA gain region. The 
SV channel can be separated from the line signal witli the help of an optical 
narrow-band pass filter. Tlie system power budget is shown in Table (A.2). 
In the Table (A.2), the FWD column is the power budget calculation for the 
forwarded transparent SV channel. The essential point is tliat the optical gain 
provided by each EDFA stage is sufficient to cover the attenuation within that 
section. RCV column is the power budget calculation for the SV channel from 
any node to any node (or to the head-end). It is also assumed that each EDFA 
stage can cover the attenuation within that section. With a proper arrangement 
of the burst-mode transmitters and receivers for the SV channel, there is a 
sufficient power budget left (29 dB) to protect against degradation of one single 
EDFA stage. 
In this application, TDMA packet transmission with a collision-free multi-
access protocol and optical burst-mode receiver should be used in each supervi-
sory node. Each node can read packets from any other node or send packets to 
the destinations if there is an available time slot. The operation of each node 
is independent of others. The main advantage of this method is that the reli-
ability of the supervisory system is much improved compared with the above 
regenerative scheme. For example, even if one SV node fails, data packets from 
other SV nodes can still be transparently transmitted to the terminals or other 
nodes without any obstruction, and the failed node can be immediately located 
from the monitor at the head-end terminal. Failure of one EDFA stage is also 
protected. 
^ ^ F A ^ 3 - ^ F A ^ ^^mFA^ ^^EDFA^ ^ 
^ 
\l I f \ f 1 f 
SV node SV node SV node SV node 
(a) Terminating and regenerating at each repeater 
^^^A^ ^^^A^ ^ ^ F ^ ^ ^^^A^ > 
^ 
> . 
> -
SV node SV node SV node 
(b) Transparent channel through repeaters. 
Figure A.1: Two schemes for the SV signal transmission in the system. 
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Figure A.2: Transmitting and regenerating scheme for SV signal transmission. 
Conventional transceivers are used in the supervisory nodes. 
EDFA 丨 E D F A I 
coupler 丨 1^ I 
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Figure A.3: Transparent scheme for SV signal transmission. Optical burst-mode 
transceivers are used in the supervisory nodes. 
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Appendix B 
B.1 B E R Performances for U n c o d e d and En-
coded Data 
For a data sequence, suppose the probabilities for the consecutive "0"s are 
“ 0 ” P l 
"00" P2 
. • 
"00 . • • 0" Pl 
In the burst-mode receiver, because of the finite holding time constant in the 
adaptive threshold control circuit, the error performance of the receiver depends 
on the input data format. For a length of i consecutive "0,'s in the data stream, 
the error probability for the j-th bit is denoted by Peoj • Thus, the average error 
probability for consecutive "0"s with length of i is 
Pei 二 1 E e^O, . P. = - i2 PeOj. (B.1) 
^ J=1 ‘ u 
For a burst-mode receiver, BER performance of “1” bit is the same as that 
of a conventional receiver. Therefore, the error probability of the burst-mode 
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receiver is 
Pe = P(l)Pel+f:^JW (B.2) 
i=l 1 j=l 
In the pesudo-random number sequence (PRNS) with length N {N = 2^ — 1), 
the ratio of "0"-bits contained in strings of i consecutive "0"s relative to N is 
^ ^ . Therefore, the error probability for PRNS can be expressed as 
i^ e = i W ^ + E & 7 E P e o r (B.3) 
i=i j=i 
For 4B5B and 5B6B encoded data, the maximum length for the consecutive 
"0"s is three. The BER performance is a special case of Eqt. (B.2), thus it can 
be expressed as 
Pe 二 P(l)Pel + APe01 + 尸2 E 字 + ^3 E ^ ^ (B-4) 
i=l z'=l 
where Pi, P2 and P3 are the ratio of statistical distribution for one, two and 
three consecutive "0"s in the encoded data sequence respectively. 
B.2 m B n B Encoder Table 
4-Bit Binary Data 5-Bit Encoded Symbol 
QQOQ 11110 -
0001 - 01001 
QQlQ - 10100 -
0011 10101 
0100 01010 
0101 01011 — 
0110 - 01110 
‘ 0111 01111 
1000 - 10010 
1001 ~ 10011 — 
1010 — 10110 — 
. 1011 - 10111 — 
1100 “ 11010 
1101 11011 
1110 一 11100 — 
I 1111 11101 I 
Table B.1: TAXI-chip (Am7968 IC from AMD) encoder table for 4B5B line 
code. 
[5-Bit Data 6-Bit Symbol 1  5-Bit Data 6-Bit Symbol 
“000 0 0 110110 — 10000 111110 
— 0 0 0 0 1 010001 - 10001 — 011001 
“ 0 Q 0 1 Q 10Q1Q0 10010 101001 
“000 1 1 100101 ~ ~ 10011 101101 
“ 0 0 1 0 0 010010 ~ ~ 1 0 1 0 0 ~ 011010 
“001 0 1 010011 — 10101 011011 “ 
00110 010110 — 1 0 1 1 0 ~ 011110 
. 0 0 1 1 1 010111 — 1 0 1 1 1 ~ 011111 
Q1QQ0 100010 — 11000~~ 101010 
“010 0 1 “ 110001 11001 — 101011 
01010 110111 ~ ~ . 1 1 0 1 0 ~ ~ 101110 
- 0 1 0 1 1 100111 -. 11011 101111 
01100 “ 110010 - 11100 111010 
01101 110011 — 11101"~ 111011 
Q111Q “ 110100 11110~~ 111100 
_ 0 1 1 1 1 1 1 0 1 0 1 I 1 1 1 1 1 1 1 1 1 0 1 
Table B.2: TAXI-chip (Am7968 IC from AMD) encoder table for 5B6B line 
code. 
B.3 P o w e r Penalty D u e to Extinction Ratio 
We now derive the power penalty of the burst-mode receiver due to the extinction 
ratio in the all-optical multiaccess networks. 
For the data reception, if we consider the extinction ratio in an all-optical 
multiaccess network, the DC voltage floor is supposeed to be 6 � / / and the signal 
peak-to-peak amplitude is Vi. Therefore, for “1” bit and “0” bit, bi = 6 � / / + 
Vi and bo — 6 � " respectively. In burst-mode receiver, the optimal detection 
threshold for T is 
T/ 1^ + bo , I ^ /o p;\ 
Vth = ~ " - ~ " “ 0 + j . (B.5) 
Since the extinction ratio is defined as 
E X T = > . (B.6) 
Ol 
Thus, we have 
rp X T 
bo = Y ^ V i . (B.7) 
The detection threshold can be expressed as 
！ 只 " 如 1 ^ = 端 乂 ， （ B . 8 ) 
I 
where V^  = 丘 is threshold for the receiver with null extinction ratio, c 2 
For consecutive "0"s appearing in the input signal, the average threshold for 
the m-th "0" bit is 
1 f T 
Vth[m,EXT] 二 -义 Vth[m,f]dt 
—1 + EXT (e—(^-i)ii— - e"^^^)K 
二 l—EXT K • (B.9) 
Therefore, the Q-function of the receiver is 
Q[m^EXT]=巧“爪，網―、 
cr 
—1 + EXT e-(^-i)A' - e-—�K 2EXT K 
= 1 — EXT K 7 “ l-EXT~^ 
_ U^EXT e-(^-iK^^-e"^^^^ 2EXT 1 
二 认 [ l - E X T K 1 一 EXT] ’（ •） 
where Qc is the signal to noise ratio of tlie conventional receiver without con-
sidering the extinction ratio. 
B.4 Threshold Offset and Pulse W i d t h Distor-
tion 
When the threshold of a burst-mode receiver is offsetted by K//sei, pulse width 
distortion occurs for the recovered data. In addition, for the amplitude recovery 
circuitry, the signal to noise ratio degrades for "l"-bit and improves for "0"-bit. 
The signal to noise ratio for z-th "0" bit is 
Qo = 灿 ) + 乂。"-力=Q(z) + ^ , (B.11) 
a a 
where a is the RMS noise in the receiver. 
Since a sampling error occurs due to the pulse width distortion, the signal 
to noise ratio for "1" bit is 
Qi 二 • ) - 全 孙 ) - 〜 - = m — i ) g . — Y ^ , (B.12) 
a V 9W / o" 
where Qc 二 5 (^0)/2cr is the signal to noise ratio for the conventional receiver 
with optimal sampling, r is the sampling error caused by the pulse width distor-
tion, and ^(0) is the peak amplitude of the pulse in a raised cosine or gaussian 
waveform. 
Therefore, with a voltage offset, the Q of the burst-mode receiver is 
‘m^ 一 l ) Qc — ^ ^ ^ for bit T 
Q={ “ ( 0 ) 严 . (B.13) 
� Q ( 0 + ^ ^ ^ for i-th bit “0” 
For a normalized raised cosine or gaussian waveform, 
sm(xt/T) cos{TTt/T) raised consine 
洲 二 邓(1二" . (B.14) 
exp (~^4~) gaussian waveform 
From these equations, we can obtain the power penalty of the receiver due to 
the threshold offset. 
B.5 Q-function 
Suppose X is a random variable with normized Gaussian distribution, its prob-
ability density function (p.d.f.) is 
1 / a;2X 
fx{x) 二 -^exp -— . (B.15) 
V27T V Z ) 
The Q-function is defined as 
1 /*oo / ^2 \ 
Q{^) 二 -^ 义 exp l ^ - y J du. (B.16) 
When X > 3, a good approximation for Q{x) is 
。 W。 ^ e - ( - ? ) . (B.17) 
The complementary error function is defined as 
2 /"00 
erfc{x) = ~^ / exp[-u))du. (B.18) 
Y 7T Jx 
The two functions, Q{x) and erfc(x), are related as follows 
Q(^) = \erfc | ^ ^ j . (B.19) 
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Appendix C 
C.1 B E R Performance Using Correlator 
We derive the error performance for the phase recovery by using global clock 
with correlation. 
In Eqt. (3.10), if we consider the effect of pulse width broadening, the wave-
form g{t) becomes Qa{i)- Here, ga{i) represents the waveform with pulse width 
broadening. Since additive white noise is assumed in the circuitry, the second 
term in Eqt. (3.10) is 
户 ( 全 副 < N{U)) ^ ‘ 譯 溢 丨 ， , (C.1) 
where 
0 . 二 f (C.2) 
is the SNR when pulse width broadening is considered. Suppose the optimal 
SNR for the receiver is 
« = e (c.3) 
where the sampling time is at its optimal and pulse width broadening is not 
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considered. The error performance of the receiver is 
n * " “ � ) < N { Q ) ^ a ^ Q j " ) ， (C.4) 
where k =勞. 
By the same token, for the first term in Eqt. (3.10), we have 
K - © + ( 。 ) < — 。 ^ ^ ’ （-) 
where 
仏 二 如{£) - * " “ 0 ) 二 噴—1)， (c.6) 
cr 
and ^ is given by 
f — 如 ( 点 ) /(^ 7^  
、一 ^.(0) • (C-7) 
Therefore, the first term in Eqt. (3.10) can be written as 
p (ga { B — “ ( 0 ) < — - A_H^(—"2_€ -1 )2 /2 ) . 
(C.8) 
Finally, the error performance in the worst case for the phase recovery by 
using correlator is 
P^stc^ = * [ 胸 1 ( 次 — 1 严 ( - 龍 - 1 ) 2 / 2 ) 
+ ^ b ^ e < ^ / 2 ) ] . (C.9) 
C.2 Clock Performance Using Quenched Fil-
ter 
For the clock recovery using quenched narrowband pass filter, we have 
C{t) = CA{t)^CB{t) 
N 
CA{t) ^ Y1 exp[-{uJo/2QA){t + iT + e)] sm{uJo{t + iT + e)) 
i=0 
N 
CB{t) ^ Y. exp[-{ujo|2QB)[t - iT)] sm{io^{t - iT)). (C.10) 
t=0 
For cg(t), if we concern the clock performance in the preamble field of packet 
B, and assume m is the number of bits in the preamble, 
CB{t) = exp{-^^t) J2 exp f ^ ^ ) sin[o;o(f — kT)]. (C.11) 
^VB k=Q \ 2QB ) 
Since it is known that 
sin(cJot) = Im [ e " 1 , (C.12) 
where LOo =爭 .T h e sum in the equation for cs(t) can be rewritten as 
m fkTuJ \ 肌 (7J" \ 
y^ exp 7 ; 7 ^ exp[iOo{t-kT)] = exp{juot) Y, exp —k - j{2irk) • (C.13) 
A::0 V ^ VB y k=0 \VB ) 
Because ex^(-j(27rA:)) 二 1, therefore 
cs(f) = Irn e)^f ^ exp f7^A:l exp (-7^t 
L k=o \^B J\ V ^Qs ) 
( UJQ \ . . 二 r|B&xp — t smcoot = B sincjo^, (C.14) 
\ 2QB / 
where 
1 - exp (^) 
卯 二 1 — — m (C.15) 
1 - exp (&) 
B = T]Bexp ( - ^ ^ ) - (C.16) 
For CA{t), we consider the clock performance in the information field of packet 
A, we have 
/ ⑴ \ N ( ^ \ 
c ^ f ) = e ^ - J ( t + 6) E ^^P - ^ ^ ^ M^o{t + kT + £)). (C.17) 
r \ Zi^A J A:=o \ ^v^ / 
Similarly, we have 
N ( \ 
E wP -T^kT exp{jujo{t + kT + £)) ^ T M e " " � ( ^ � (C.18) 
k=o V ^v^ ) 
where we assume that the length N of packet A is large enough, thus 
VA ^ - — — V ^ . (C.19) 
l - M - G ) 
Therefore, we have 
/ 吻 \ 
CA{t) ~ rjACxp 一7^ 7^ (力 + e) sinc^o(^ + £). (C.20) 
V ^vA ) 
Suppose the gap time between packet A and B is 
£ = M X T + At 0 < At < T, (C.21) 
where M is an integer number. Therefore, 
m [ w � A [ '^Mi±^\ . ( , 1 � 
CA{t) = VA&xp |^-^^t) exp ( — ^ j sm[iOot + (f) 
= A s m { u J o t ^ i f ) , (C.22) 
where Lp 二 cooAt is the phase difference between the two packets, and A is 
^ f cjo � ( 2Miv^-i^\ ( � 
^ = 卿 [ - W J ) — r ^ ^ I . (C.23) 
Therefore, the recovered clock using quenched narrowband pass filter is 
c{t) 二 ^u(f) + c_B(t) = Asin(LJof + d + Bsincjof 
二 ^{Acosif + BY + {Asin(fY sm{toot + 7), (C.24) 
where 
1 ( Asinw \ 
7 = tan-i ^ . (C.25) 
\Acos(^ + B J \ 
C.3 B E R Performance Using Q u e n c h e d filter 
For the computation of BER performance in the quenched narrowband pass 
filter, if we consider the pulse width broadening, the error performance Pe for 
the filter will be the same as that in Eqt. (3.11) at a specific sampling time. 
However, the sampling error r is a random variable which is affected by the 
noise in the circuitry of the narrowband pass filter. In the "strong" signal case, 
the probability density function for the phase of the arriving data 0 = 2iTT 
approaches Gaussian distribution, and its variance is 
� = a / ^ ( 0 ) = ^ . (C.26) 
Eqt (3.21) can be expressed as 
p^ O) = ^ e - ^ ^ - ' \ (C.27) 
In the 'strong" signal case, c fQ�7r , 
r p{0)d0 ^ 1. (C.28) 
J—TT 
Therefore, the average BER of the receiver by employing NBPF can be 
expressed as: 
Pe 二 r p{0)PedO 
J—7T 
二 臺 [ £ ^ ^ 6 發 2 彻 ( 沪 + “⑷—*)2)浙: 
+ 臺 b W ^ ( — � 2 / 2 ) ] , (C.29) 
where ^{0) is 
… � Qa(0|2ll) 
^W 二 ^ o T - (⑵。） 
fit 
j 
Appendix D 
D.1 "Bit-Stuffing Precoder 
For MLT3 line code, we find out that only the consecutive "0"s of the input data 
stream actually afFect the maximum running length of the MLT3 signal. For the 
binary input digit “1”，the transition always happens in the encoder. Thus, we 
propose a new precode method which only limits the length of consecutive "0" 
in the information source. We describe this coding scheme here as: 
• Use a counter in the precoder to count the length of consecutive "0"s of 
the information source. If the consecutive "0"s are three, no matter what 
the next information bit is, we immediately insert a “1” after these three 
consecutive "0"s. This counter will be resetted whenever a “1” appears in 
the information data stream. 
Combining this precode with MLT3, the maximum running length of MLT3 
I line code is limited to three, which is equivalent to the 4B5B code (such as the 
i 
code produce by Am7968 IC). This combination code will result in the reduction 
of DC frequency component in MLT3. Since the probability of three consecutive 
"0"s in the independent information data sequence is about 1/8, the bit rate will i 
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only increase by about 3%, and the MLT3 signal frequency spectrum (high-end 
is about 31 MHz for 100 Mb/s data) only slightly exceeds the regulatory limit 
(30 MHz). 
However, one problem arises ifthe information source is packetized before the 
precoder. Because the consecutive “0”s in the packet are statistical distributed, 
this precode method will result in variable bit rate or packet size in the systems. 
This problem can be solved by inserting the precoder in the information source 
before the data stream is packetized. Thus, the bit rate of precoded packet is 
still 100 Mb/s for the MLT3 encoder but the average network capacity penalty 
increases by about 3%. 
As an example, in the computer communication, this precoder can be realized 
by software in the presentation layer. In this case, a filter file (precoder) should 
be used before the transmission file is written into the buffer. 
D.2 Threshold Placement of Multilevel Opti-
cal Receiver 
For simplicity, we first consider the case of binary transmission. The optimum 
value for the threshold Vth-opt is set to minimize the error probability Pg- This 
threshold can be obtained by 
(27Tclg)l/2ezP[-(K"-_ - ^o)'/2^o] 
二 ^5^^^e^P[ - (^ i - Vih-opt)V2al]. (D.1) 
i £i 
I 
I «  
i 
I 
Therefore, the optimum threshold is 
V — ^o i^' - ^i^o+^0^1(¾ - M ( i + ^ y ^ ' , T ^ � � 
yth-opt — 9 0 , (JU.^ j 
1^ - ^0 
where 
0 = ^ ^ l n > (D.3) 
0 1 — % CfQ 
In tlie receiver using the optimum threshold placement, the minimum error 
probability is 
Pe-rmn 二 \{Q{SNRo) + Q{SNRr)), (D.4) 
where 
SNRo = Vth-opt - bo (D.5) 
c^ 0 
SNRr = bi - Vih-o,t (D.6) 
(^i 
For multi-level transmission, a near optimum threshold placement can be 
used to simplify receiver design. In this case, the threshold is determined by 
Vth - bp bi - Vth 
— " " • 二 ~ ~ - ~ ~ ’ （D . 7 ) 
ao cTi 
where we make the SNR equal for bi and bo, i.e., 
SNR 二 ^ ^ ^ = ^ ^ ^ . (D.8) 
O"o CTi 
The error probability for the near optimum threshold placement is 
Pe = Q{SNR). (D.9) 
Suppose bo 二 0 and K = cfi|cFo^ we have 
.0 二 3 斷 < " 書 - 1 (D.10) 
/€ — 1 
A 二 3勵卜、崎丨\ (D.11) 
K — 1 
i 
From this equation, it is known that SNRi < SNR, therefore, 
Q{SNR) < Q{SNRi). (D.12) 
From equation D.4, we have 
Pe-nun = ^[Q{SNRo) + Q{SNR,)] > ^Q{SNR,) 
> \Q{SNR) = iPe, (D.13) 
which means that the error probability for near optimum threshold placement 
can not exceed 2Pe-min-
Generally, for multilevel data transmission, the error probability of the z-level 
symbol hi is 
P . 二 Q{^^^) + Q ( ^ i d r i ) . (D.14) 
CTi ai 
We choose the threshold decision level {Vthi} in a near optimum way with 
bi — Vthi Vtht - bi-i 
= . (D.15) 
CTi CJi-i 
Therefore, the probability of error associated with a level shift from ^_i to 
bi is equal to that from b{ to b{-i. From the above derivation, it is known that 
the error probability is doubled by using this threshold algorithm. However, 
the optimum decision levels placement do not afFord the same mathematical 
tractability as the near optimum decision levels placement in equation (D.15). 
Using this threshold placement algorithm, the average symbol error probability 
for multi-level signal is 
2 M i_ _ y 
^ - M ^ g ^ ( ^ ) - (D.16) 
If equal spaced threshold placement is used, it is obviously that the term 
Q ( 6 � : _ ) will dominate in equation (D.16), since aM > o^M-i > . . . > cro-
i 
i 
1 
Therefore, the signal levels should be spaced nonuniformly to minimize the over-
all probability of error. In equation (D.16), the probability of error will be near 
minimum when SNR of all the Q terms are equal. Thus, we have 
SNR = \ — VtM i = l,2,..,M (D.17) 
0-z 
Therefore, the average error probability is 
Pe 二 ^ ^Q{SNR). (D.18) 
From equation (D.15) and (D.17), we have 
^+1 - b, = SNR X (o-,+i + a,) z = 0,1,. . •, M (D.19) 
From this equation, we conclude that the spacing between adjacent signal 
levels depends on the noise power at these levels. The noise power at the z-th 
level in turn depends on the input signal's amplitude. Since it is known that 
of oc bi. Therefore, 
J?+i -代 ^ k+i - h = SNR X ((7,+i + a,). (D.20) 
Solving this equation, we get 
2o-,+i == o-,+i + a, i = 0 ,1 , - - - ,M (D.21) 
This arithmetics series can be rewritten as 
cr^ 二 c r � + ip. (D.22) 
Therefore, the equation (D.19) is 
k — k-i = SNR X (2o"o + (2z - l)p) 
i 
k - bo = E ( ^ - ^J-i) = ^ ^ ^ X (2^^o + i^p). (D.23) 
i=i 
j 
The whole signal range of the multi-level signal can be expressed as 
bM — bo = M X SNR X (o"M + ^o). (D.24) 
i 
1 
I 
I 
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