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Abstract: In the frame of this article, a program has been created that can extract persons face features
from the video of an speaking person into a structured time series form suitable for further processing.
Such a program utilizes machine learning and face recognition methods and it represents a solution
to the general problem of face parametrization from video that can find its applications across many
different fields.
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1 ÚVOD
V posledných desat’ročiach napredujú Informačné technológie (IT) nezastavitel’ným tempom. Pra-
videlne vznikajú nové technológie, ktoré nachádzajú svoje uplatnenie v čoraz viac odvetviach a na
miestach, kde to pred pár rokmi nebolo možné. Mnohé procesy sa dajú vd’aka novým technológiam
automatizovat’ a tým pádom dochádza k úspore času. Jedným z rýchlo sa rozvı́jajúcich odvetı́ IT je
aj počı́tačové videnie. V dnešnej dobe sa s pojmom počı́tačové videnie stretávame na takmer pra-
videlnej báze. Využı́va sa v taker každom jednom odvetvı́, od pol’nohospodárstva cez bankovný
sektor až po medicı́nu [1]. V rámci tohoto článku bolo využité počı́tačové videnie na spracovanie
videa rozprávajúcej osoby do formátu zachytávajúceho najdôležitejšie črty tváre a emócie osoby na
každej snı́mke videa. Vytvorı́ sa tak časová rada s parametrami danej tváre. Využı́vajú sa k tomu
práve metódy slúžiace pre identifikáciu osôb [2]. Nakol’ko sa jedná o riešenie všeobecného problému,
využitel’nost’ tohoto riešenia má široké spektrum v rôznych oboroch. Medzi možnosti využitia patrı́
naprı́klad rozpoznávanie štádia choroby pacienta trpiaceho niektorou z neurodegeneratı́vnych chorôb
[3], vytvorenie datasetu časovej rady pre rozpoznávanie textu z hovorenej reči alebo aj identifikácia
toho, či daná osoba povedala určitý text. Článok je rozdelený nasledovne: 2. čast’ obsahuje popis
metód ktoré boli využité pri riešenı́ a taktiež obsahuje popis samotného experimentu. 3. čast obsahuje
popis dosiahnutých výsledkov a práca je ukončená zhodnotenı́m v záveru v 4. časti.
2 METODIKA
Samotné metódy počı́tačového videnia sú rozdelené do viacerých podskupı́n na základe toho, aký
problém riešia. V súčastnosti je takmer štandardným postupom u obrazového spracovania dát využitie
efektivity hlbokého učenia a konvolučných neurónových sietı́ [4]. V rámci riešenia boli použité
konkrétne metódy na rozpoznávanie tváre z projektu facenet [2], kedže tie sa ukázali ako najvhod-
nejšie pre parametrizáciu tváre a sú úzko späté s problematikou.
2.1 ROZPOZNÁVANIE TVÁRE
Pokroky v automatizovanej analýze tváre, párovanı́ vzorov a počı́tačovom učenı́ viedli k možnosti
vytvorenia systémov automatického rozpoznania tváre. Proces rozpoznania tváre je pre človeka pri-
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rodzený a automaticky vykonávaný proces, avšak problém spočı́va v zapamätanı́ si vel’kého množstva
neznámych tvárı́. V oblasti počı́tačového videnia sa stále jedná o jeden z obtiažných a zložitých
procesov, no aj napriek tomu už existujú rôzne metódy, ktoré zvládajú identifikáciu tváre s rozsiah-
limi databázami. Tieto metódy nachádzajú svoje využitie naprı́klad v oblastiach zaoberajúcich sa
bezpečnost’ou. Systém vykonávajúci počı́tačovú identifikáciu tváre sa väčšinou skladá zo šiestich
prvkov zobrazených na Obr. 1. Jedným z kl’účových problémov detekcie tváre je výkonnost’ detek-
cie. Je potrebná extrakcia kl’účovýh črtov tváre a konštrukcia robustných klasifikátorov. To všetko





Párovanie črtov s databázou
Identifikátor tváre
Obr. 1: Typické prvky systému rozpoznávania tváre [5].
2.2 ODHAD BODOV TVÁRE
Odhad bodov tváre (face landmark estimation) je jednou z metód slúžiacich na rozpoznávanie tváre.
Je definovaná ako detekcia a lokalizácia určitých kl’účových bodov tváre v obrázku. Hoci sa môže
zdat’ tento problém pomerne l’ahko riešitel’ný ukázal sa ako mimoriadne náročný vd’aka vel’kému
množstvu faktorov ovplyvňujúcich výpočet bodov. Medzi ne patria naprı́klad póza, osvetlenie, výraz
tváre alebo aj to, či daná osobá má fúzy alebo okuliare [6].
Algoritmy na detekciu bodov tváre sa delia na tri hlavné kategórie: holistické, obmedzeného lokálneho
modelu (Constrained local model–CLM) a metódy založené na regresii. Rozdielne sú v spôsobe akým
modelujú vzhl’ad tváre a vzory tvaru črtov tváre. Vzhl’ad tváre predstavuje rozdielnost’ v intenzite pi-
xelov okolo kl’účových bodov tváre alebo v rámci celej tváre. Vzory tvaru črtov tváre sa vzt’ahujú
na vzory tvarov črtov tváre v miestach kde sa detekujú kl’účové body. Holistické metódy explicitne
modelujú holistický vzhl’ad tváre a globálne vzory tvaru črtov tváre. CLM metódy sa spoliehajú na
explicitný lokálny vzhl’ad tváre a explicitné globálne vzory tvaru črtov tváre. Metódy založené na
regresii použı́vajú holistické alebo lokálne informácie o vzhl’ade a môžu zahŕňat’ globálne vzory tvaru
črtov tváre implicitne pre spoločnú detekciu orientačných bodov. Vo všeobecnosti metódy založené
na regresii vykazujú lepšı́ výkon [7].
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2.3 PARAMETRIZÁCIA TVÁRE DO ČASOVEJ RADY
Riešenie je realizované v programovacom jazyku Python. Predovšetkým je využitá knižnica
face recognition založená na implementáciı́ facenet [2], ktorá je využitá pre detekciu bodov tváre.
Myšlienka tohoto riešenia spočı́va v sledovanı́ viacerých parametrov tváre, ako naprı́klad šı́rka a výška
úst, šı́rka a výška tváre, vzdialenost’ medzi nosom a bradou apod. Pri detekciı́ črtov tváre sú najprv
s využitı́m metódy face landmarks knižnice face recognition zı́skané body popisujúce tvár. Tieto
body sú zobrazené na Obr. 2.
Obr. 2: Body popisujúce tvár zı́skané metódou face landmarks [8].
Z týchto bodov sú pomocou matematických operáciı́ vyrátané výsledné hodnoty, ktoré sú následne
naformátované do objektu typu JSON popisujúceho tvár na aktuálnom snı́mku. Zároveň sa medzi
parametre ukladá aj odhad emócie z tváre.
Odhad emócii je vykonávaný na základe modelu natrénovaného na datasete fer2013 [9]. Jedná sa
o dáta skladajúce sa z 35887 obrázkov tvárı́ v stupnici šedej o rozmeroch 48x48. Každý z obrázkov je
označený emóciou, ktorú tvár na danom obrázku vystihuje. Celkovo sa jedná o sedem typov emóciı́:
hnev, znechutenie, strach, radost’, smútok, prekvapenie a neutrálna. Snı́mka je pred odhadom emócie
transformovaná do rozmerov 48x48 pixelov a následne je na nej prevedený odhad na základe modelu.
Výsledkom odhadu je vektor siedmych čı́selných hodnôt, ktoré predstavujú percentuálne zastúpenie
každej jednej odhadovanej emócie v snı́mke, pričom poradie čı́sla v zozname udává o akú emóciu sa
jedná. Na Obr. 3 sú zobrazené dáta snı́mky tváre, v ktorej bola odhadnutá na 93% emócia prekvapenia,
6% strach, 1% smútok atd’.
Tieto parametre sú vypočı́tané a následne zaznamenané v každom snı́mku videa. Výstupom skriptu
sú dáta vo formáte JSON1 uložené do súboru, ktorý je zadaný ako argument skriptu.
1JSON (JavaScript Object Notation) je jedným z často využı́vaných formátov na výmenu a formátovanie dát. Využı́va
človekom čı́tatel’ný text, ktorý sa skladá z dvojı́c kl’úč-hodnota[10].
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Samotné spustenie skriptu vyžaduje určité argumenty:
• -i cesta k súboru s videom,
• -w cesta k súboru s váhami pre odhad emóciı́,
• -o cesta k súboru do ktorého bude uložený výstup,
• -v zvýšenie verbozity skriptu,
• -g zapnutie grafického výstupu pre ukážku a ladenie.
Prvé tri z argumentov sú povinné a bez ich definovania sa skript nepustı́. Zvyšné dva argumenty sú
volitel’né.
Všetky vyrátané hodnoty popisujúce črty tváre aj s ukážkou výsledného formátu JSON-u sú popı́sané
v kapitole 3. V prı́pade zapnutého grafického výstupu táto metóda ešte vykreslı́ jednotlivé detekované
črty do aktuálneho snı́mku a zobrazı́ ho užı́vatel’ovi. Ukážka je na Obr. 4, taktiež v nasledujúcej
kapitole.
3 VÝSLEDKY
Výsledkom práce sú dáta popisujúce črty a emócie tváre zobrazenej na každom snı́mku spracovaného
videa v sekvenčnom pradı́. Formát dát je zobrazený na Obr. 3.
{
     ” video ”:{
          ” file name ”:” videos\\video . avi ” ,
          ” frames count ”:”1” ,
          ” fps ”:”25” ,
          ” frames ”:[
                    {
                    ” frame index ”:”1” ,
                    ” mouth area ”:”2647.500” ,
                    ” mouth width ”:”80.056” ,
                    ” mouth height ”:”45.011” ,
                    ” face width ”:”205.010” ,
                    ” face height ”:”228.592” ,
                    ” le� eyebrow width ”:”73.164” ,
                    ” le� eyebrow height ”:”16.978” ,
                    ” right eyebrow width ”:”66.940” ,
                    ” right eyebrow height ”:”18.200” ,
                    ” dist nose mouth ”:”97.005” ,
                    ” dist nose chin ”:”152.013” ,
                    ” emo�ons ”:”{0.0026075528 , 9.9731415e−06, 0.058610495 ,
                    4.5851215e−05, 0.013636396 , 0.9250778 ,
                    1.2037376e−05}”
                    }
          ]
     }
}
Obr. 3: Ukážka JSON formátu výsledných dát (pre 1 snı́mok).
252
Z formátu dát je možné vidiet’, že prvým kl’účom je ”video“. Jemu náležiaca hodnota je objekt po-
pisujúci video. Ten obsahuje popis názvu videa, počet celkových snı́mkov videa, počet snı́mkov za
sekundu a pole objektov popisujúcich jednotlivé snı́mky. Každý jeden snı́mok je popı́saný svojı́m
čı́slom v poradı́ videa, a črtami detekovanými z tváre osoby. Tieto črty sú: plocha úst, šı́rka úst, výška
úst, šı́rka tváre, výška tváre, šı́rka l’avého obočia, výška l’avého obočia, šı́rka pravého obočia, výška
pravého obočia, vzdialenost’ nosu a úst, vzdialenost’ nosu a brady a hodnoty odhadu emóciı́. Na Obr.
4 sú rôznymi farbami zakreslené jednotlivé detekované črty (z dôvodu prekrývania sú zakreslené do
dvoch obrázkov).
Obr. 4: Grafický výstup detekcie črtov tváre.
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4 ZÁVER
V rámci článku bola predstavená metóda na extrakciu významných črtov tváre a následnú paramet-
rizáciu tváre do štrukturovanej formy v časovej rade. Metóda využı́va techniky strojového učenia
a rozpoznávania tváre, konkrétne face landmark estimation, na základe ktorých sú počı́tané základné
parametre tváre. Ďal’ej využı́va už natrénovaný model pre odhad emóciı́, vytvárajúci pravdepodob-
nostný vektor. Medzi sledované parametre tváre patrı́ naprı́klad vzdialenost’ nos–brada alebo šı́rka
a výška úst apod. V 3. kapitole sú popı́sané dosiahnuté výsledky práce, vrátane ukážkového formátu
dát. Výsledné dáta sú vo formáte JSON, ktorý je široko podporovaný a vhodný pre strojové spra-
covanie. Takto pripravené dáta sú vhodné pre akékol’vek počı́tačové spracovanie. Nakol’ko sa jedná
o dáta popisujúce črty a emócie tváre osoby na videu v čase, využitel’nost’ tohoto riešenia má široké
spektrum v rôznych oboroch.
LITERATÚRA
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22.10.2018]. Dostupné z URL:https://en.wikipedia.org/wiki/JSON.
254
