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Abstract. Hilbert’s Tenth Problem (HTP) asked for an algorithm to test whether
an arbitrary polynomial Diophantine equation with integer coefficients has solutions
over the ring Z of the integers. This was finally solved by Matiyasevich negatively
in 1970. In this paper we obtain some further results on HTP over Z. We show that
there is no algorithm to determine for any P (z1, . . . , z9) ∈ Z[z1, . . . , z9] whether
the equation P (z1, . . . , z9) = 0 has integral solutions with z9 > 0. Consequently,
there is no algorithm to test whether an arbitrary polynomial Diophantine equa-
tion P (z1, . . . , z11) = 0 (with integer coefficients) in 11 unknowns has integral
solutions, which provides the best record on the original HTP over Z. We also
show that there is no algorithm to test for any P (z1, . . . , z17) ∈ Z[z1, . . . , z17]
whether P (z2
1
, . . . , z2
17
) = 0 has integral solutions, and that there is a polynomial
Q(z1, . . . , z20) ∈ Z[z1, . . . , z20] such that
{Q(z21 , . . . , z
2
20) : z1, . . . , z20 ∈ Z} ∩ {0, 1, 2, . . . }
coincides with the set of all primes.
1. Introduction
In 1900, at the Paris conference of ICM, D. Hilbert presented 23 famous math-
ematical problems. He formulated his tenth problem as follows:
Given a Diophantine equation with any number of unknown quantities and with
rational integral numerical coefficients: To devise a process according to which it
can be determined in a finite number of operations whether the equation is solvable
in rational integers.
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In modern language, Hilbert’s Tenth Problem (HTP) asked for an effective algo-
rithm to test whether an arbitrary polynomial equation
P (z1, · · · , zn) = 0
(with integer coefficients) has solutions over the ring Z of the integers. However,
at that time the exact meaning of algorithm was not known.
The theory of computability was born in the 1930’s. A problem or a set is
decidable, if and only if its characteristic function is Turing computable (or re-
cursive). An r.e. (recursively enumerable) set is the empty set ∅ or the range of
a recursive function, it is also the domain of a partial recursive function. It is
well-known that there are nonrecursive r.e. subsets of N = {0, 1, 2, . . .}.
A relation R(a1, . . . , am) with a1, . . . , am ∈ N is said to be Diophantine if there
is a polynomial P (t1, . . . , tm, x1, . . . , xn) with integer coefficients such that
R(a1, . . . , am) ⇐⇒ ∃x1 > 0 . . .∃xn > 0[P (a1, . . . , am, x1, . . . , xn) = 0].
(Throughout this paper, variables always range over Z.) A set A ⊆ N is Diophan-
tine if and only if the predicate a ∈ A is Diophantine. It is easy to see that any
Diophantine set is an r.e. set.
In 1961 M. Davis, H. Putnam and J. Robinson [DPR] successfully showed that
any r.e. set is exponential Diophantine, that is, any r.e. set A has the exponential
Diophantine representation
a ∈ A ⇐⇒ ∃x1 > 0 . . .∃xn > 0[P (a, x1, . . . , xn, 2x1 , . . . , 2xn) = 0],
where P is a polynomial with integer coefficients. Recall that the Fibonacci
sequence (Fn)n>0 defined by
F0 = 0, F1 = 1, and Fn+1 = Fn + Fn−1 (n = 1, 2, 3, . . . )
increases exponentially. In 1970 Yu. Matiyasevich [M70] took the last step to
show that the relation y = F2x (with x, y ∈ N) is Diophantine. It follows that the
exponential relation a = bc (with a, b, c ∈ N, b > 1 and c > 0) is Diophantine, i.e.
there exists a polynomial P (a, b, c, x1, . . . , xn) with integer coefficients such that
a = bc ⇐⇒ ∃x1 > 0 . . .∃xn > 0[P (a, b, c, x1, . . . , xn) = 0].
This surprising result, together with the important work of Davis, Putnam and
Robinson [DPR], leads the following important result.
Matiyasevich’s Theorem ([M70]). Any r.e. set A ⊆ N is Diophantine.
Remark 1.1. This theorem is also known as the MDPR theorem named after
Matiyasevich, Davis, Putnam and Robinson.
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As some r.e. sets are not recursive (cf. [C80, pp. 140-141]), Matiyasevich’s
theorem implies that HTP over N is undecidable.
Lagrange’s four-square theorem in number theory states that any n ∈ N can
be written as the sum of four squares. Thus P (x1, . . . , xn) = 0 has solutions over
N if and only if
P (u21 + v
2
1 + y
2
1 + z
2
1 , . . . , u
2
n + v
2
n + y
2
n + z
2
n) = 0
has solutions over Z. Now that HTP over N is undecidable, so is HTP over Z (the
original HTP). Thus HTP was finally solved negatively by Matiyasevich in 1970.
It should be mentioned that a whole proof the unsolvability of HTP is very
long and full of ingenious techniques, see Davis [D73] for a popular introduction,
and Davis, Matiyasevich and Robinson [DMR] for an excellent survey. A machine
proof given by Jones and Matiyasevich [JM] involves clever arithmetization of
register machines, see also Chapter 5 of [M93, pp. 71-102].
For convenience, for a set S ⊆ Z and a fixed positive integer n, we let ∃n over
S denote the set
{∃x1 ∈ S . . .∃xn ∈ S[P (x1, . . . , xn) = 0] : P (x1, . . . , xn) ∈ Z[x1, . . . , xn]}.
Any nonrecursive r.e. set A has the following Diophantine representation:
a ∈ A ⇐⇒ ∃x1 > 0 . . .∃xν > 0[P (a, x1, . . . , xν) = 0],
where P is a polynomial with integer coefficients. Thus ∃ν over N is undecidable
for some particular number ν. To find the least ν with ∃ν over N undecidable,
is a very hard problem. In the summer of 1970 Matiyasevich announced that
ν < 200, soon J. Robinson pointed out that ν 6 35. Then Matiyasevich and
Robinson cooperated in this direction, in 1973 they [MR] obtained that ν 6 13,
actually they showed that any diophantine equation over N can be reduced to one
in 13 unknowns. In 1975 Matiyasevich [M77] announced further that ν 6 9, a
complete proof of this was given by J.P. Jones [J82].
The 9 Unknowns Theorem (Matiyasevich (cf. [J82])). ∃9 over N is undecid-
able, i.e., there is no algorithm to test whether
∃x1 > 0 . . .∃x9 > 0[P (x1, . . . , x9) = 0],
where P (x1, . . . , x9) is an arbitrary polynomial in Z[x1, . . . , x9].
As pointed out by Matiyasevich and Robinson [MR], if a0, a1, . . . , an and z are
integers with a0z 6= 0 and
∑n
i=0 aiz
n−i = 0, then
|z|n 6 |a0zn| 6
n∑
i=1
|ai||z|n−i 6
n∑
i=1
|ai||z|n−1 and hence |z| 6
n∑
i=1
|ai|.
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Thus ∃ over N and ∃ over Z are decidable. It is not known whether ∃2 over N or
∃2 over Z is decidable, though A. Baker [B68] showed that if F [x, y] ∈ Z[x, y] is
irreducible, homogeneous and of degree at least three then for any m ∈ Z there is
an effective algorithm to find integral solutions of the equation F (x, y) = m. Baker
[B68], Matiyasevich and Robinson [MR] believed that ∃3 over N is undecidable.
As the original HTP is about integral solutions of polynomial Diophantine
equations, it is natural to ask for the smallest µ ∈ Z+ = {1, 2, 3, . . .} such that
∃µ over Z is undecidable. In view of Lagrange’s four-square theorem, if ∃n over
N is undecidable, then so is ∃4n over Z. This can be made better. By the Gauss-
Legendre theorem on sums of three squares (cf. [N96, pp. 17-23]), the number
4m + 1 with m ∈ N can be written as the sum of two even squares and an odd
square. It follows that for any integer n we have
m > 0 ⇐⇒ ∃x∃y∃z[m = x2 + y2 + z2 + z]. (1.1)
Therefore the undecidability of ∃n over N implies the undecidability of ∃3n over
Z, thus S. P. Tung [T85] obtained the undecidability of ∃27 over Z from the 9
unknowns theorem. Tung [T85] asked whether 27 here can be replaced by a
smaller number. In 1992 the author [S92b] showed for any n ∈ Z+ that if ∃n over
N is undecidable then so is ∃2n+2 over Z, thus he obtained the undecidability of
∃20 over Z from the 9 unknowns theorem. The author announced in [S92a, S92b]
that ∃11 over Z is undecidable, however the details of the whole sophisticated
proof appeared in his 1992 PhD thesis [S92] has not been published before.
HTP over the field Q of rational numbers remains open. In 2016 J. Koenigs-
mann [K] showed that Q \ Z is Diophantine over Q, which improves Robinson’s
famous work [Ro49] (see [FW] for an excellent introduction). There are also lots
of research works on extended HTP over various rings and fields, see the book of
A. Shlapentokh [Sh07].
In this paper we focus on HTP over Z. Now we state our first theorem which
implies the undecidability of ∃11 over Z.
Theorem 1.1. Let A ⊆ N be an r.e. set.
(i) There is a polynomial PA(z0, z1, . . . , z9) with integer coefficients such that
for any a ∈ N we have
∃z1 . . .∃z8∃z9 > 0[PA(a, z1, . . . , z9) = 0] =⇒ a ∈ A, (1.2)
and
a ∈ A =⇒ ∀Z > 0∃z1 > Z . . .∃z9 > Z[PA(a, z1, . . . , z9) = 0]. (1.3)
(ii) There is a polynomial QA(z0, z1, . . . , z10) with integer coefficients such that
for any a ∈ N we have
a ∈ A ⇐⇒ ∃z1 . . .∃z9∃z10 6= 0[QA(a, z1, . . . , z10) = 0]. (1.4)
Since there are nonrecursive r.e. sets, with the help of (1.1) and Tung’s obser-
vation ([T85]) that
m 6= 0 ⇐⇒ ∃x∃y[m = (2x+ 1)(3y + 1)], (1.5)
we immediately get the following consequence.
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Corollary 1.1. (i) ∃11 over Z is undecidable. Moreover, there is no algorithm to
determine whether the equation
P (z1, . . . , z8, z
2
9 + z
2
10 + z
2
11 + z11) = 0 (1.6)
has solutions over Z for any polynomial P (z1, . . . , z9) ∈ Z[z1, . . . , z9]. Also, there
is no algorithm to determine whether the equation
Q(z1, . . . , z9, (2z10 + 1)(3z11 + 1)) = 0 (1.7)
has integral solutions for any polynomial Q(z1, . . . , z9, z10) ∈ Z[z1, . . . , z9, z10].
(ii) There is no algorithm to test whether
∀Z > 0∃z1 > Z . . .∃z9 > Z[P (z1, . . . , z9) = 0], (1.8)
where P (z1, . . . , z9) is an arbitrary polynomial in Z[z1, . . . , z9].
Remark 1.2. Part (i) of Corollary 1.1 provides the best record on the original
HTP over Z. In view of (1.1) and 9 + 2 = 11, it should be hard to improve this
unless one can prove the undecidability of ∃ν over N for some ν < 9.
In number theory, a subset S of N is called an asymptotic additive base of order
h if all sufficiently large integers can be written as a1+. . .+ah with a1, . . . , ah ∈ S.
From Theorem 1.1(i) we see that if S ⊆ N is an asymptotic additive base of order
h then ∃9h over S is undecidable. Thus, ∃9G(k) over {mk : m ∈ N} is undecidable
for every k = 2, 3, 4, . . . , where G(k) associated with Waring’s problem denotes
the least positive integer s such that any sufficiently large integer can be written
as xk1 + . . . + x
k
s with x1, . . . , xs ∈ N. It is known that G(2) = 4, G(3) 6 7 and
G(4) = 16 (cf. [V97]).
Corollary 1.2. (i) ∀9∃3 over Z is undecidable, i.e., there is no algorithm to test
whether
∀z1 . . .∀z9∃x∃y∃z[P (z1, . . . , z9, x, y, z) = 0], (1.9)
where P is an arbitrary polynomial of 12 variables with integer coefficients.
(ii) ∀10∃2 over Z is undecidable, i.e., there is no algorithm to test whether
∀z1 . . .∀z10∃x∃y[Q(z1, . . . , z10, x, y) = 0], (1.10)
where Q is an arbitrary polynomial of 12 variables with integer coefficients.
Remark 1.3. In 1981 Jones [J81] obtained the decidability of ∀∃ over N as well
as some other undecidable results over N. In 1987 Tung [T87] proved for each
n ∈ Z+ that ∀n∃ over Z is co-NP-complete. He [T87] also showed that ∀27∃2 over
Z is undecidable, and asked whether 27 here can be replaced by a smaller number.
Our next theorem is related to polygonal numbers. Recall that triangular
numbers have the form Tx = x(x + 1)/2 with x ∈ Z, generalized pentagonal
numbers are those integers p5(x) = x(3x − 1)/2 with x ∈ Z, and generalized
octagonal numbers are those integers p8(x) = x(3x− 2) with x ∈ Z.
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Theorem 1.2. Let A be any r.e. subset of N. Then there is a polynomial
P4(z0, z1, . . . , z17) with integer coefficients such that for any a ∈ N we have
a ∈ A ⇐⇒ ∃z1 ∈  . . .∃z17 ∈ [P4(a, z1, . . . , z17) = 0]. (1.11)
Also, there are polynomials
P3(z0, z1, . . . , z18), P5(z0, z1, . . . , z18), P8(z0, z1, . . . , z18)
with integer coefficients such that for any a ∈ N we have
a ∈ A ⇐⇒ ∃z1 ∈ Tri . . .∃z18 ∈ Tri[P3(a, z1, . . . , z18) = 0]
⇐⇒ ∃z1 ∈ Pen . . .∃z18 ∈ Pen[P5(a, z1, . . . , z18) = 0]
⇐⇒ ∃z1 ∈ Octa . . .∃z18 ∈ Octa[P8(a, z1, . . . , z18) = 0],
(1.12)
where
Tri = {Tx : x ∈ Z}, Pen = {p5(x) : x ∈ Z} and Octa = {p8(x) : x ∈ Z}.
Clearly Theorem 1.2 has the following consequence.
Corollary 1.3. ∃17 over , ∃18 over Tri, ∃18 over Pen, and ∃18 over Octa are
all undecidable.
Motivated by Corollary 1.3, we formulate the following conjecture.
Conjecture 1.1. ∃3 over  is undecidable, i.e., there is no algorithm to deter-
mine for any P (x, y, z) ∈ Z[x, y, z] whether the equation P (x2, y2, z2) = 0 has
integral solutions.
Using Theorems 1.1 and 1.2, we deduce the following result.
Theorem 1.3. (i) Let A ⊆ N be any r.e. set. Then there is a polynomial
P (z1, . . . , z14) with integer coefficients such that
A = N ∩ {P (z1, . . . , z14) : z1, . . . , z14 ∈ Z}. (1.13)
Also, there are polynomials
Q4(z1, . . . , z21), Q3(z1, . . . , z21), Q5(z1, . . . , z21), Q8(z1, . . . , z22)
with integer coefficients such that
A =N ∩ {Q4(z1, . . . , z21) : z1, . . . , z21 ∈ }
=N ∩ {Q3(z1, . . . , z21) : z1, . . . , z21 ∈ Tri}
=N ∩ {Q5(z1, . . . , z21) : z1, . . . , z21 ∈ Pen}
=N ∩ {Q8(z1, . . . , z22) : z1, . . . , z22 ∈ Octa}.
(1.14)
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(ii) Let P be the set of all primes. There are polynomials Pˆ (z1, . . . , z20) and
P˜ (z1, . . . , z21) with integer coefficients such that
P = N ∩ {Pˆ (z21 , . . . , z220) : z1, . . . , z20 ∈ Z} (1.15)
and
P = N ∩ {P˜ (z1(3z1 + 2), . . . , z21(3z21 + 2)) : z1, . . . , z21 ∈ Z}. (1.16)
Remark 1.4. Matiyasevich [M81] constructed a polynomial P (x1, . . . , x10) with
integer coefficients such that
P = N ∩ {P (x1, . . . , x10) : x1, . . . , x10 ∈ N}.
To show Theorems 1.1-1.3, we utilize some basic ideas in Matiyasevich’s proof of
the 9 unknowns theorem (cf. [J82]) as well as the earlier coding idea of Matiyase-
vich and Robinson [MR] on reduction of unknowns, and we also overcome various
new technical difficulties caused by avoiding natural number variables, and em-
ploy some recent results of the author on polygonal numbers. Our starting point
is the use of Lucas sequences with integer indices.
Let A and B be integers. The usual Lucas sequence un = un(A,B) (n =
0, 1, 2, . . . ) and its companion vn = vn(A,B) (n = 0, 1, 2, . . . ) are defined as
follows:
u0 = 0, u1 = 1, and un+1 = Aun −Bun−1 (n = 1, 2, 3, . . . );
and
v0 = 2, v1 = 2, and vn+1 = Avn −Bvn−1 (n = 1, 2, 3, . . . ).
Note that un(2, 1) = n, un(1,−1) = Fn and un(3, 1) = F2n for all n ∈ N. Let
α =
A+
√
∆
2
and β =
A−√∆
2
be the two roots of the quadratic equation x2−Ax+B = 0 where ∆ = A2− 4B.
It is well known that
(α− β)un = αn − βn, vn = αn + βn and v2n −∆u2n = 4Bn (1.17)
for all n ∈ N (see, e.g., [Ri89, pp. 41-42]). If un > 0 for all n ∈ N, then A =
u2 > 0 and ∆ > 0 (otherwise u
2
n+1 − unun+2 = Bn > 0 and the decreasing
sequence (un+1/un)n>1 has a limit which should be a real root of the equation
x2−Ax+B = 0). Conversely, if A > 0 and ∆ > 0 then un > 0 for all n ∈ N, which
can be easily shown. When ∆ > 0, the sequence (un)n>0 is strictly increasing if
and only if A > 1 (cf. [S92a, Lemma 4]).
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We actually only need Lucas sequences with B = 1. In this case, we extend
the sequences un = un(A, 1) and vn = vn(A, 1) to integer indices by letting
u0 = 0, u1 = 1, and un−1 + un+1 = Aun for all n ∈ Z, (1.18)
and
v0 = 2, v1 = A, and vn−1 + vn+1 = Avn for all n ∈ Z. (1.19)
It is easy to see that
u−n(A, 1) = −un(A, 1) = (−1)nun(−A, 1) (1.20)
and v−n(A, 1) = vn(A, 1) = (−1)nvn(−A, 1) for all n ∈ Z. For the relation
C = uB(A, 1) with A,B,C ∈ Z, the author [S92b] studied its Diophantine repre-
sentations over Z. This laid the initial foundation for our work in this paper.
We provide some lemmas on p-adic expansions in the next section and then
show an auxiliary theorem in Section 3. In Section 4 we work with Lucas sequences
and prove two key theorems on Diophantine representations. In Section 5 we prove
Theorem 1.1 and Corollary 1.2. Section 6 is devoted to our proofs of Theorems
1.2 and 1.3.
Throughout this paper, we adopt the notations
 := {m2 : m ∈ Z}, and p ↑:= {pn : n ∈ N} for p ∈ Z+.
For c, d ∈ Z we define [c, d) := {m ∈ Z : c 6 m < d}. For a prime p and a
nonzero integer m, we use ordp(m) to denote the p-adic order of m at p, i.e., the
largest a ∈ N with pa dividing m. All the 26 capital Latin letters A,B, . . . , Y, Z
will be used in our proofs of Theorems 1.1 and 1.2, and each of them has a special
meaning.
2. Some lemmas on p-adic expansions
Let p > 1 be an integer. Any n ∈ N has the unique p-adic expansion
∞∑
i=0
aip
i with ai ∈ [0, p) = {0, 1, . . . , p− 1},
where aj = 0 for all sufficiently large values of j. Let
σp(n) :=
∞∑
i=0
ai
be the sum of all digits in the p-adic (or base p) expansion of n. Since ai =
⌊n/pi⌋ − p⌊a/pi+1⌋, we see that
σp(n) =
∞∑
i=0
(⌊
n
pi
⌋
− p
⌊
n
pi+1
⌋)
= n− (p− 1)
∞∑
i=1
⌊
n
pi
⌋
(2.1)
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as first observed by Legendre (cf. [Ri89, p. 22]).
If p is a prime, then
ordp(n!) =
∞∑
i=1
⌊
n
pi
⌋
for all n ∈ N.
Combining this well-known result with (2.1), we immediately get the following
result essentially duo to Kummer (cf. [Ri89, pp. 23-24])
Lemma 2.1. Let a, b ∈ N and let p be a prime. Let τp(a, b) denote the number
of carries occurring in the addition of a and b in base p. Then
τp(a, b) = ordp
(
a+ b
a
)
=
σp(a) + σp(b)− σp(a+ b)
p− 1 . (2.2)
With the help of Lemma 2.1, we deduce the following lemma.
Lemma 2.2. Let p be a prime, and let P ∈ p ↑, N ∈ P ↑ and S, T ∈ [0, N).
Then
τp(S, T ) = 0 ⇐⇒ N2 |
(
P N−1P−1R
N−1
P−1
R
)
, (2.3)
where R := (S + T + 1)N + T + 1.
Proof. Write N = pn with n ∈ N. By Lemma 2.1, we have
N2 |
(
P N−1P−1R
N−1
P−1
R
)
⇐⇒ τp
(
N − 1)R, N − 1
P − 1R
)
> 2n
⇐⇒ σp((N − 1)R) + σp
(
N − 1
P − 1R
)
− σp
(
P
N − 1
P − 1R
)
> 2n(p− 1).
Clearly, σp(Pm) = σp(m) for any m ∈ N. Note that
(N − 1)R = (S + T )N2 + (N − 1− S)N +N − 1− T.
Thus
σp((N − 1)R) = σp(S + T ) + σp(N − 1− S) + σp(N − 1− T ).
As N − 1 =∑n−1i=0 (p− 1)pi, we see that
σp(N − 1− S) = n(p− 1)− σp(S) and σp(N − 1− T ) = n(p− 1)− σp(T ).
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Therefore
N2 |
(
P N−1P−1R
N−1
P−1
R
)
⇐⇒ σp((N − 1)R) > 2n(p− 1)
⇐⇒ σp(S + T ) + (n(p− 1)− σp(S)) + (n(p− 1)− σp(T )) > 2n(p− 1)
⇐⇒ σp(S) + σp(T ) 6 σp(S + T ).
By Lemma 2.1,
σp(S) + σp(T ) 6 σp(S + T ) ⇐⇒ τp(S, T ) 6 0 ⇐⇒ τp(S, T ) = 0.
So the desired result follows. 
Remark 2.1. Lemma 2.2 in the case P = p = 2 appeared in [J82, Lemma 2.16].
Lemma 2.3. Let p > 1 be an integer and let b, B ∈ p ↑ with b 6 B. Let
n1, . . . , nk ∈ N with n1 < . . . < nk. Suppose that C ∈ Z+ with b 6 C/Bnk 6 B.
Then
c =
k∑
i=1
ziB
ni for some z1, . . . , zk ∈ [0, b) ⇐⇒ c ∈ [0, C) ∧ τp(c,M) = 0,
where M =
∑nk
j=0mjB
j, and
mj =
{
B − b if j ∈ {ns : s = 1, . . . , k},
B − 1 otherwise.
Proof. If c =
∑k
i=1 ziB
ni for some z1, . . . , zk ∈ [0, b), then
0 6 c 6
k∑
i=1
(b− 1)Bni 6 (b− 1)Bnk +
nk−1∑
j=0
(B − 1)Bj = bBnk − 1 < C.
Let c ∈ [0, C). As c 6 Bnk+1−1 =∑nkj=0(B−1)Bj, we can write c =∑nkj=0 cjBj
with cj ∈ [0, B). Since b, B ∈ p ↑, we see that
τp(c,M) = 0 ⇐⇒ τp(cj , mj) = 0 for all j = 0, . . . , nk
⇐⇒ cni < b for all i = 1, . . . , k, and cj = 0 for j 6∈ {ns : 1 6 s 6 k}
⇐⇒ c =
k∑
i=1
ziB
ni for some z1, . . . , zk ∈ [0, b).
This concludes the proof. 
Remark 2.2. Lemma 2.3 and the following Lemma 2.4 utilize some coding ideas of
Matiyasevich and Robinson (cf. [MR, Section 6] and [J82, Section 3]) who worked
in the case p = 2.
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Lemma 2.4. Let δ ∈ Z+, z0, . . . , zν ∈ N and
P (z0, z1, . . . , zν) =
∑
i0,... ,iν∈N
i0+...+iν6δ
ai0,... ,iνz
i0
0 · · · ziνν
with ai0,... ,iν ∈ Z and |ai0,... ,iν | 6 L ∈ Z+. Let p > 1 be an integer, and let
B,X ∈ p ↑ with
B > X > δ!L(1 + z0 + z1 + · · ·+ zν)δ.
Let ni = (δ + 1)
i for i = 0, 1, 2, . . . . Set c = 1 +
∑ν
i=0 ziB
ni and
K =cδ
∑
i0,... ,iν∈N
i0+···+iν6δ
i0! · · · iν !(δ − i0 − · · · − iν)!ai0,... ,iνBnν+1−
∑
ν
s=0
isns
+X
(2δ+1)nν∑
i=0
Bi.
Then B(2δ+1)nν < K < B(2δ+1)nν+1, and
P (z0, . . . , zν) = 0 ⇐⇒ τp(K, (X − 1)Bnν+1) = 0. (2.4)
Proof. Write
C(x) :=
(
1 +
ν∑
i=0
zix
ni
)δ
=
δnν∑
i=0
cix
i
and
D(x) :=
∑
i0,... ,iν∈N
i0+···+iν6δ
i0! · · · iν !(δ− i0− · · ·− iν)!ai0,... ,iνxnν+1−
∑
ν
s=0
isns =
nν+1∑
j=0
djx
j .
Clearly, C(B) = cδ and
K = C(B)D(B) +X
(2δ+1)nν∑
i=0
Bi =
(2δ+1)nν∑
k=0
ekB
k
with
ek = X +
∑
06i6δnν
06j6nν+1
i+j=k
cidj.
For i0, . . . , iν ∈ N with i0 + . . .+ iν 6 δ, the multi-nomial coefficient(
δ
i0, . . . , iν , δ − i0 − · · · − iν
)
=
δ!
i0! · · · iν !(δ − i0 − · · · − iν)!
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is a positive integer and hence
i0! · · · iν !(δ − i0 − · · · − iν)! 6 δ!. (2.5)
As |dj | 6 δ!L for all j = 0, . . . , nν+1, we have
|ek −X | 6 δ!L
δnν∑
i=0
ci = δ!LC(1) = δ!L(1 + z0 + · · ·+ zν)δ < X
and hence 0 < ek < 2X 6 pX 6 B. It follows that
B(2δ+1)nν <
(2δ+1)nν∑
k=0
Bk 6K =
(2δ+1)nν∑
k=0
ekB
k
6(B − 1)
(2δ+1)nν∑
k=0
Bk < B(2δ+1)nν+1.
By the multi-nomial theorem,
C(x) =
∑
i0,... ,iν∈N
i0+···+iν6δ
δ!
i0! · · · iν !(δ − i0 − · · · − iν)!z
i0
0 · · · ziνν x
∑
ν
s=0
isns .
Recall that ns = (δ + 1)
s. The coefficient of xnν+1 in the expansion of C(x)D(x)
coincides with
∑
i0,... ,iν∈N
i0+···+iν6δ
δ!zi00 · · · ziνν ai0,... ,iν = δ!P (z0, . . . , zν),
and hence
−X < δ!P (z0, . . . , zν) = enν+1 −X < X.
As K =
∑(2δ+1)nν
k=0 ekB
k with 0 < ek < B, and 0 6 X − 1 < X < B, we have
τp(K, (X − 1)Bnν+1) = 0 ⇐⇒ τp(enν+1 , X − 1) = 0
since B ∈ p ↑. As X ∈ p ↑ and enν+1 ∈ [1, 2X), we see that
τp(enν+1 , X − 1) = 0 ⇐⇒ enν+1 = X ⇐⇒ P (z0, . . . , zν) = 0.
Therefore (2.4) does hold. 
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3. An auxiliary theorem
In this section, we employ lemmas in Section 2 to establish the following aux-
iliary result which is indispensable for our later proofs of Theorems 1.1 and 1.2.
Theorem 3.1. Let A ⊆ N be a Diophantine set, and let p be a prime. Then, for
each a ∈ N, we have
a ∈ A ⇒ ∀Z > 0∃f > Z∃g ∈ [b, C)
(
b ∈  ∧ b ∈ p ↑ ∧Y |
(
pX
X
))
(3.1)
and
∃f 6= 0∃g ∈ [0, 2C)
(
b ∈  ∧ b ∈ p ↑ ∧Y |
(
pX
X
))
⇒ a ∈ A, (3.2)
where
b := 1 + (p2 − 1)(ap+ 1)f, (3.3)
C = pα1pbα2 for some α1, α2 ∈ Z+ only depending on A, and X and Y are suitable
polynomials in Z[a, f, g] such that if a ∈ N, f ∈ Z \ {0}, b ∈  and 0 6 g < 2C
then
p+ 1 | X, X > 3b and Y > max{b, p4p}. (3.4)
Proof. As the set A is diophantine, there is a polynomial P (z0, z1, . . . , zν) with
integer coefficients such that for any a ∈ N we have
a ∈ A ⇐⇒ ∃z1 > 0 . . .∃zν > 0[P (a, z1, . . . , zν = 0].
Thus
a ∈ A ⇐⇒ ∃z1 > 0 . . .∃zν+1 > 0[P¯ (a, z1, . . . , zν+1) = 0],
where
P¯ (z0, z1, . . . , zν+1) = P (z0, z1, . . . , zν)
2 + (zν+1 − 1)2
with P¯ (a, 0, . . . , 0) = P (a, 0, . . . , 0)2 + (0 − 1)2 > 0. Without loss of generality,
we simply assume that P (a, 0, . . . , 0) > 0 for all a ∈ N. Write
P (z0, . . . , zν) =
∑
i0,... ,iν∈N
i0+...+iν6δ
ai0,... ,iνz
i0
0 . . . z
iν
ν
with ai0,... ,iν ∈ Z, where δ ∈ Z+. For
L := max
i0,... ,iν∈N
i0+...+iν6δ
|ai0,... ,iν |,
we obviously have
L > a0,... ,0 = P (0, . . . , 0) > 0.
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Let a ∈ N. As p is relatively prime to (p2 − 1)(ap+ 1), by Euler’s theorem we
have
pϕ((p
2−1)(ap+1)) ≡ 1 (mod (p2 − 1)(ap+ 1)),
where ϕ is Euler’s totient function. Let Z ∈ Z+. If P (a, z1, . . . , zν) = 0 for some
z1, . . . , zν ∈ N, then we may take a sufficiently large integer n > 0 such that
b0 := p
2nϕ((p2−1)(ap+1)) > max{z1, . . . , zν , 1 + (p2 − 1)(ap+ 1)Z},
and this b0 is a square and it can be written as 1+ (p
2− 1)(ap+1)f0 with f0 ∈ Z
and f0 > Z.
Now fix a ∈ N, and suppose that f ∈ Z\{0} and b = 1+(p2−1)(ap+1)f ∈ .
Clearly, f > 0 and hence b > ap+1 > a. Note that 0 < c := (ν+1)b < (ν+2)b−a.
Take a positive integer α with
β := pαp > (ν + 2)δδ!pL.
Then
B := βbδ > (ν + 2)δδ!pLbδ > (a+ c+ 1)δδ!pL > p+ (a+ c)δδ!pL
and B
p
> (a+ c)δδ!L > δ!L(1 + a+ ν(b − 1))δ. (3.5)
Define
D(B) :=
∑
i0,... ,iν∈N
i0+···+iν6δ
i0! · · · iν !(δ − i0 − · · · − iν)!ai0,... ,iνB(δ+1)
ν+1−
∑
ν
s=0
is(δ+1)
s
.
In view of (2.5), we have
∣∣∣D(B)− δ!a0,... ,0B(δ+1)ν+1
∣∣∣
6
∑
i0,... ,iν∈N
0<i0+···+iν6δ
δ!|ai0,... ,iν |B(δ+1)
ν+1−
∑
ν
s=0
is(δ+1)
s
6δ!L
(δ+1)ν+1−1∑
r=0
Br 6 (B − 1)
(δ+1)ν+1−1∑
r=0
Br < B(δ+1)ν+1
and hence
D(B) > (δ!a0,... ,0 − 1)B(δ+1)
ν+1
> 0 (3.6)
since a0,... ,0 = P (0, . . . , 0) > 0.
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Define
M :=
(δ+1)ν∑
j=0
mjBj , (3.7)
where
mj =
{ B − b if j = (δ + 1)i for some i = 1, . . . , ν,
B − 1 otherwise.
Then
0 6M 6 (B − 1)
(δ+1)ν∑
j=0
Bj < N0 := B(δ+1)
ν+1.
Let N1 := p
2B(2δ+1)(δ+1)ν+1. Then
0 6 (B − p)B(δ+1)ν+1 < B(δ+1)ν+1+1 6 N1
and hence
0 6 T :=M + (B − p)B(δ+1)ν+1N0 6 N0 − 1 + (N1 − 1)N0 < N,
where
N := N0N1 = p
2B2(δ+1)ν+1+2 ≡ b2δ((δ+1)ν+1+1) ≡ 1 (mod p2 − 1). (3.8)
(Note that b ≡ 1 (mod p2 − 1) by (3.3).)
Define
C := bB(δ+1)ν = b(pαpbδ)(δ+1)ν . (3.9)
Then 2C 6 cB(δ+1)ν since 2b 6 (ν + 1)b = c. Let g ∈ Z and set
J := p(1 + aB + g)δD(B) +
(2δ+1)(δ+1)ν∑
i=0
Bi+1.
Suppose that g ∈ [0, cB(δ+1)ν ). With the help of (3.5), we have c 6 B, g < N0,
0 6 J 6p(a+ c)δBδ(δ+1)ν δ!L
(δ+1)ν+1∑
i=0
Bi +
(2δ+1)(δ+1)ν∑
i=0
Bi+1
6(B − p)Bδ(δ+1)ν B
(δ+1)ν+1+1 − 1
B − 1 +
B(B(2δ+1)(δ+1)ν+1 − 1)
B − 1
<
(B − p) + B
B − 1 B
(2δ+1)(δ+1)ν+1
6 2B(2δ+1)(δ+1)ν+1 6 N1,
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and hence 0 6 S := g + JN0 < N0N1 = N . Define
R := (S + T + 1)N + T + 1, X :=
N − 1
p− 1 R and Y := N
2.
In view of (3.8), we have p + 1 | X . Clearly, R > N + 1 > B = βbδ > b > 0,
X > p
2−1
p−1
b > 3b, and
Y > N = p(βbδ)2(δ+1)
ν+1+2
> max{b, p4p}
since β > pp. Thus (3.4) holds.
Below we assume that b ∈ p ↑. Then B, N ∈ p ↑. When g ∈ [0, 2C), in view of
the last two paragraphs we have
τp(S, T ) = 0 ⇐⇒ τp(g,M) = 0 ∧ τp(J, (B − p)B(δ+1)ν+1) = 0
since N0 is a power of p, and also
τp(S, T ) = 0 ⇐⇒ Y |
(
pX
X
)
by Lemma 2.2.
Let
J ′ :=
(
1 + aB +
ν∑
i=1
ziB(δ+1)i
)δ
D(B) + B
p
(2δ+1)(δ+1)ν∑
i=0
Bi
In view of Lemma 2.4 and (3.5), for z1, . . . , zν ∈ [0, b) we have
P (a, z1, . . . , zν) = 0 ⇐⇒ τp
(
J ′,
(B
p
− 1
)
B(δ+1)ν+1
)
= 0
⇐⇒ τp
(
pJ ′, (B − p)B(δ+1)ν+1
)
= 0.
If P (a, z1, . . . , zν) = 0 with z1, . . . , zν ∈ [0, b), then max{z1, . . . , zν} > 0 since
P (a, 0, . . . , 0) > 0, and hence
b 6 B 6
ν∑
i=1
ziB(δ+1)i 6
ν∑
i=1
(b− 1)B(δ+1)i
6(b− 1)B(δ+1)ν + (B − 1)
(δ+1)ν−1∑
j=0
Bj < bB(δ+1)ν = C.
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Let G ∈ {C, 2C}. As b 6 2b 6 B, by the above and Lemma 2.3 we have
g ∈ [0,G) ∧ Y |
(
pX
X
)
⇐⇒ g ∈ [0,G) ∧ τp(g,M) = 0 ∧ τp(J, (B − p)B(δ+1)ν+1) = 0
⇐⇒ ∃z1 ∈ [0, b) . . .∃zν ∈ [0, b)
(
g =
ν∑
i=1
ziB(δ+1)
i ∧ τp(pJ ′, (B − p)B(δ+1)
ν+1
) = 0
)
⇐⇒ ∃z1 ∈ [0, b) . . . zν ∈ [0, b)
(
g =
ν∑
i=1
ziB(δ+1)i ∧ P (a, z1, . . . , zν) = 0
)
.
In view of the above, we have completed the proof of Theorem 3.1. 
Remark 3.1. In the proof of Theorem 3.1, we use B and L instead of B and L in
Lemmas 2.3 and 2.4. This is because we will use B and L in later sections for
other purposes.
4. Working with Lucas sequences
Lemma 4.1. (i) If 0 6 θ < 1, then (1− θ)n > 1− nθ for all n ∈ N.
(ii) If 0 6 θ 6 1/2, then 1/(1− θ) 6 1 + 2θ.
(iii) For any integers A > 2 and n > 0, we have
un(A, 1) < un+1(A, 1) and (A− 1)n 6 un+1(A, 1) 6 An. (4.1)
Remark 4.1. This lemma is easy. The first part is well known and it can be easily
proved by induction. Part (ii) can be verified in a direct way. Part (iii) can be
found in [S92, Lemmas 4 and 8].
For any integer A > 2, it is known that the solutions of the Pell equation
y2 − (A2 − 1)x2 = 1 (x, y ∈ N)
are given by x = un(2A, 1) and y = vn(2A, 1) with n ∈ N. In this sense, Lemma
4.1(iii) with A even also appeared in earlier work, e.g., [MR, Section 2].
Lemma 4.2. Let A,X ∈ Z. Then
(A2 − 4)X2 + 4 ∈  ⇐⇒ X = um(A, 1) for some m ∈ Z. (4.2)
Proof. In view of (1.20), we have
{um(−A, 1) : m ∈ Z} = {um(A, 1) : m ∈ Z} = {±un(A, 1) : n ∈ N}.
Without any loss of generality, we may simply assume that A > 0.
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If A > 2, then by [S92, Lemma 9] we have
X ∈ N ∧ (A2 − 4)X2 + 4 ∈  ⇐⇒ X = un(A, 1) for some n ∈ N,
which implies (4.2).
For each n ∈ N, we can easily see that
un(0, 1) =


1 if n ≡ 1 (mod 4),
0 if n ≡ 0 (mod 2),
−1 if n ≡ −1 (mod 4),
and
un(1, 1) =


1 if n ≡ 1, 2 (mod 6),
0 if n ≡ 0 (mod 3),
−1 if n ≡ −1,−2 (mod 6).
Therefore, for A ∈ {0, 1} we have
(A2 − 4)X2 + 4 ∈  ⇐⇒ X ∈ {0,±1} ⇐⇒ X ∈ {um(A, 1) : m ∈ Z}.
The proof of Lemma 4.2 is now complete. 
Lemma 4.3 (Z.-W. Sun [S92, Theorem 1]). Let A,B,C ∈ Z with A > 1 and
B > 0. Then
C = uB(A, 1) ⇐⇒ C > B ∧ ∃x > 0∃y > 0(DFI ∈ ), (4.3)
where
D = (A2 − 4)C2 + 4, E = C2Dx, F = 4(A2 − 4)E2 + 1,
G = 1 + CDF − 2(A+ 2)(A− 2)2E2, H = C +BF + (2y − 1)CF,
I = (G2 − 1)H2 + 1.
(4.4)
Moreover, if C = uB(A, 1) with B > 0, then for any Z ∈ Z+ there are integers
x > Z and y > Z such that DFI is a square.
Remark 4.2. This lemma (with A not necessarily even) is an extension of Matiya-
sevich and Robinson’s work in [MR, Section 3]. The innovation is that we may
require arbitrary large solutions when C = uB(A, 1) with A > 1 and B > 1.
Lemma 4.4 (Z.-W. Sun [S92, Theorem 2]). Let A,B,C ∈ Z with 1 < |B| <
|A|/2− 1. Then
C = uB(A, 1) ⇐⇒ (A− 2 | C −B) ∧ ∃x 6= 0∃y(DFI ∈ ), (4.5)
where we adopt the notation in (4.4).
Remark 4.3. This lemma involving integer variables laid the first stone for our
proofs of Theorems 1.1 and 1.2.
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Lemma 4.5. Let A,B, U, V ∈ Z with B > 0. Then
(UV )B−1uB(A, 1) ≡
B−1∑
r=0
U2rV 2(B−1−r) (mod U2 −AUV + V 2). (4.6)
Proof. As u1(A, 1) = 1 and u2(A, 1) = A, it is easy to verify (4.6) for B = 1, 2.
Below we let B > 2 and assume that (4.6) holds with B replaced by any smaller
positive integer. Then
(UV )B−1uB(A, 1) =AUV ((UV )
B−1uB−1(A, 1)− U2V 2((UV )B−3uB−2(A, 1))
≡AUV
B−2∑
i=0
U2iV 2(B−2−i) − U2V 2
B−3∑
j=0
U2jV 2(B−3−j)
≡(U2 + V 2)
B−2∑
i=0
U2iV 2(B−2−i) −
B−3∑
j=0
U2j+2V 2(B−2−j)
=
B−1∑
r=0
U2rV 2(B−1−r) (mod U2 − AUV + V 2).
This concludes the induction proof of (4.6). 
Remark 4.4. Lemma 4.5 with U = 1 and 2 | A was first pointed out by Robinson
who used it to give a Diophantine representation of the exponential relation with
natural number unknowns (cf. [J82, Lemma 2.22]).
Lemma 4.6 (Z.-W. Sun [S92, Lemma 14]). Let B, V,W be integers with B > 0
and |V | > 1. Then W = V B if and only if there are A,C ∈ Z for which |A| >
max{V 4B ,W 4}, C = uB(A, 1) and
(V 2 − 1)WC ≡ V (W 2 − 1) (mod AV − V 2 − 1). (4.7)
Remark 4.5. A, V and W in this lemma are not necessarily positive, they might
be negative. We have also shown that for B, V,W ∈ Z with B > 0 and |V | > 1,
the equality W = V B holds if and only if there are integers A and C for which
|A| > max{V 2B ,W 2}, C = u2B+1(A, 1) and
(V − 1)WC ≡ VW 2 − 1 (mod (A2 − 2)V − V 2 − 1).
The next theorem is motivated by [J82, Lemma 2.25] on Diophantine represen-
tations involving powers of two and central binomial coefficients. We deal with
Diophantine representations involving powers of any prime p and more general
binomial coefficients by only using large variables.
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Theorem 4.1. Let p be a prime, and let b ∈ p ↑ and g ∈ Z+. Let P,Q,X, Y be
integers with P > Q > 0 and X, Y > b. Suppose that Y | (PXQX). Then there are
integers h, k, l, w, x, y > b for which
DFI ∈ , (U2PV 2−4)K2+4 ∈ , pA−p2−1 | (p2−1)WC−p(W 2−1), (4.8)
bw = pB and 16g2(C −KL)2 < K2, (4.9)
where
L := lY, U := PLX, V := 4gwY, W := bw, K := QX + 1 + k(UPV − 2),
A := UQ(V + 1), B := PX + 1, C := B + (A− 2)h,
(4.10)
and D,F, I are given by (4.4).
Proof. Since b ∈ p ↑ and
pB > pPX > (2X)P > X2 > b2 > b,
we have w := pB/b ∈ p ↑ and
0 < b 6 w 6 W = bw = pB = pPX+1. (4.11)
Note that
b 6 Y 6
(
PX
QX
)
6
PX∑
i=0
(
PX
i
)
= 2PX
and
8gpPX 6 4gpB = 4gwb 6 V = 4gwY 6 4gWY 6 4gpPX+12PX . (4.12)
For
ρ :=
(V + 1)PX
V QX
, (4.13)
by the binomial theorem
ρ =
1
V
QX−1∑
i=0
(
PX
i
)
1
V QX−1−i
+
(
PX
QX
)
+ V
PX∑
i=QX+1
(
PX
i
)
V i−QX−1. (4.14)
As
0 6
1
V
QX−1∑
i=0
(
PX
i
)
1
V QX−1−i
<
1
V
QX∑
i=0
(
PX
i
)
6
2PX
V
6
1
8g
< 1
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by (4.12), from (4.14) we see that
{ρ} < 1
8g
and ⌊ρ⌋ =
(
PX
QX
)
+ V
PX∑
i=QX+1
(
PX
i
)
V i−QX−1 > V, (4.15)
where {ρ} is the fractional part of ρ, and ⌊ρ⌋ is the integral part of ρ. Since Y
divides both
(
PX
QX
)
and V , we have l :=⌋ρ⌋/Y ∈ Z by (4.15). Note that
(V + 1)PX > ρ > l =
⌊ρ⌋
Y
>
V
Y
= 4gw > w > b
and
0 < U = PLX = ⌊ρ⌋PX 6 ρPX 6 PX(V + 1)PX .
Since A = UQ(V + 1) > V + 1 > 2, by Lemma 4.1(iii) um+1(A, 1) > um(A, 1) for
all m ∈ N. As B = PX + 1 > 2X + 1 > 3, we have
uB(A, 1) > u3(A, 1) + (B − 3) = A2 − 1 +B − 3 = B + (A− 2)(A+ 2).
Note that
uB(A, 1) ≡ uB(2, 1) = B (mod A− 2).
Thus, for some integer h > A+2 we have C = B+ (A− 2)h = uB(A, 1). Clearly,
A + 2 > V > w > b and hence h > b. Since A > 1 and B > 0, by Lemma 4.1
there are integers x, y > b such that DFI ∈ .
As
uQX+1(U
PV, 1) ≡ uQX+1(2, 1) = QX + 1 (mod UPV − 2),
for some k ∈ Z we have
K = QX + 1 + k(UPV − 2) = uQX+1(UPV, 1) (4.16)
and hence
(U2PV 2 − 4)K2 + 4 ∈ 
by Lemma 4.2. In view of (4.15), U = PLX > 2L = 2⌊ρ⌋ > 2V and hence
UPV − 2 > 2V − 2 > V > w > b > 0. (4.17)
If QX = 1, then b = 1 since X > b > 0, hence
UPV = u2(U
PV, 1) = uQX+1(U
PV, 1) = QX+1+k(UPV −2) = 2+k(UPV −2)
and thus k = 1 = b due to (4.17). When QX > 1, by Lemma 4.1(iii) and
(4.16)-(4.17), we have
K = uQX+1(U
PV, 1) >(UPV − 1)QX = (1 + (UPV − 2))QX
>1 +QX(UPV − 2) + (UPV − 2)QX
>1 +QX + (UPV − 2)2 > 1 +QX + b(UPV − 2)
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and hence k > b.
In light of Lemma 4.5,
(p2 − 1)WC =p(p2 − 1)pB−1uB(A, 1)
≡p(p2B − 1) = p(W 2 − 1) (mod pA− p2 − 1).
In view of (4.15)-(4.17), K > k > b > 0 and
A = UQ(V + 1) > UPV > U = PLX = ⌊ρ⌋PX > V PX > 2QX.
With the help of Lemma 4.1, we have
ρ
(
1− PX
UQ(V + 1)
)
6ρ
(
1− 1
UQ(V + 1)
)PX
=
(UQ(V + 1)− 1)PX
(UPV )QX
6
C
K
=
uPX+1(A, 1)
uQX+1(UPV, 1)
6
(UQ(V + 1))PX
(UPV − 1)QX = ρ
(
1− 1
UPV
)−QX
6ρ
(
1− QX
UPV
)−1
6 ρ
(
1 +
2QX
UPV
)
.
Thus
−ρ PX
UQ(V + 1)
6
C
K
− ρ 6 ρ 2QX
UPV
, (4.18)
and hence ∣∣∣∣CK − ρ
∣∣∣∣ 6 2PXUV ρ =
2ρ
LV
=
ρ
⌊ρ⌋ ×
2
V
6
4
V
6
1
8g
since V/(4g) = wY > wb = pB > 22X+1 > 8. Therefore, with the help of (4.15),
Note that
∣∣∣∣CK − L
∣∣∣∣ =
∣∣∣∣CK − ⌊ρ⌋
∣∣∣∣ 6
∣∣∣∣CK − ρ
∣∣∣∣+ |ρ− ⌊ρ⌋| < 18g +
1
8g
=
1
4g
and hence the inequality in (4.9) holds.
Combining the above, we have completed the proof of Theorem 4.1. 
The following theorem involving integer variables plays a central role in our
later proofs of Theorems 1.1 and 1.2.
Theorem 4.2. Let p be a prime, and let b ∈ N and g ∈ Z+. Let P,Q,X, Y be
integers with
P > Q > 0, X > 3b, and Y > max{b, p4P}. (4.19)
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Suppose that there are integers h, k, l, w, x, y with lx 6= 0 such that both (4.8) and
the inequality
4(C −KL)2 < K2 (4.20)
hold, where we adopt the notations in (4.10) and (4.4). Then
b ∈ p ↑ and Y |
(
PX
QX
)
. (4.21)
Proof. Assume thatW = 0. Then pA−p2−1 divides (p2−1)WC−p(W 2−1) = p
by (4.8). As p is prime and pA − p2 − 1 is relatively prime to p, we must have
pA−p2−1 ∈ {±1}. Thus A = p or A = p+1 = 3. Note that UQ(V +1) = A > 2
and X > 1 (since PLX = U 6= 0 and X > b > 0). Hence |U | = P |L|X > 2Y X >
2Y > 2p > A, which leads a contradiction since V + 1 ≡ 1 (mod 4).
By the above, bw = W 6= 0. Thus X > 3b > 3 and PX > 2× 3b > 6. Clearly,
Y > p4 > 4 by (4.19),
|A| = |UQ(V + 1)| > |U | = PX |L| > PXY > 4PX > 2PX + 4 (4.22)
and hence |A|/2− 1 > B = PX + 1 > 1. Recall that x 6= 0, DFI ∈  by (4.8),
and A − 2 | C − B by (4.10). Applying Lemma 4.4 we obtain C = uB(A, 1). In
view of Lemma 4.1(iii),
|C| = uB(|A|, 1) 6 |A|B−1 = |UQ(V + 1)|PX 6 |UP |QX(|UPV | − 1|)PX (4.23)
since V = 4gwY 6= 0 and |UPV | − 1 > 2|V | − 1 > |V |+ 1 > |V + 1|.
Since (U2PV 2 − 4)K2 + 4 ∈ , by Lemma 4.2 we have K = uR(UPV, 1) for
some R ∈ Z. Clearly, (P −Q)X > X > 2,
|UPV | > |U | > PXY > 3PX > PX + 2QX + 4 > 2. (4.24)
and
QX + 1 ≡ K = uR(UPV, 1) ≡ uR(2, 1) = R (mod UPV − 2).
Write R = QX + 1 + r(UPV − 2) with r ∈ Z. Suppose that r 6= 0. By (4.24),
|R| > |r| × |UPV − 2| − |QX + 1| > |UPV | − 2− (QX + 1) > PX +QX
and hence
|K| = |uR(UPV, 1)| = u|R|(|UPV |, 1) > (|UPV | − 1)|R|−1 > (|UPV | − 1)PX+QX
with the help of Lemma 4.1(iii). Combining this with (4.23) and noting that
|UPV | > 4|UP | > 2|UP |+ 1, we immediately get
∣∣∣∣CK
∣∣∣∣ 6
( |UP |
|UPV | − 1
)QX
<
(
1
2
)QX
6
1
2
.
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This, together with (4.20), yields that
|L| 6
∣∣∣∣L− CK
∣∣∣∣+
∣∣∣∣CK
∣∣∣∣ < 12 +
1
2
6 1,
which contradicts L = lY 6= 0.
By the last paragraph, R = QX + 1 and hence K = uQX+1(U
PV, 1). As
min{|A|, |UPV |} > |U | > 4PX > 4QX (4.25)
and ∣∣∣∣CK
∣∣∣∣ = uPX+1(|A|, 1)uQX+1(|UPV |, 1) ,
we have
−|ρ| PX|UQ(V + 1)| 6
∣∣∣∣CK
∣∣∣∣− |ρ| 6 |ρ| 2QX|UPV | (4.26)
in the spirit of the proof of (4.18), where ρ = (V + 1)PX/V QX . From (4.25) and
(4.26) we deduce that ∣∣∣∣CK
∣∣∣∣ > |ρ|2 . (4.27)
Note that |V | > 4Y > 4p4P > 4P > 4Q. With the help of Lemma 4.1(i),
|V + 1|Q+1
|V |Q >
(|V | − 1)Q+1
|V |Q = (|V | − 1)
(
1− 1|V |
)Q
>(|V | − 1)
(
1− Q|V |
)
> (|V | − 1)
(
1− 1
4
)
>
|V | − 1
2
and hence
|ρ| >
( |V + 1|Q+1
|V |Q
)X
>
( |V | − 1
2
)X
>
(
4Q
2
)X
> 2X > 2. (4.28)
Combining (4.20), (4.27) and (4.28) we obtain
|L| >
∣∣∣∣CK
∣∣∣∣− 12 >
|ρ|
2
− 1
2
>
|ρ|
4
>
1
4
( |V | − 1
2
)X
(4.29)
and hence
|A| > |U(V + 1)| > PX |L|(|V | − 1) > PX
2
( |V | − 1
2
)X+1
>
( |V | − 1
2
)X+1
.
(4.30)
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As |V | − 1 > 4Y − 1 > 2Y , from (4.30) and (4.19) we get
|A| > Y X+1 > (p4P )X+1 > p4(PX+1) = p4B .
Since
|V | − 1
2
= 2|gwY | − 1
2
> |gwY | > |wb| = |W |,
by (4.30) we also have |A| > |W |X+1 > W 4 since X > 3b > 3. As C = uB(A, 1)
and
(p2 − 1)WC ≡ p(W 2 − 1) (mod pA− p2 − 1)
by (4.8), applying Lemma 4.6 we obtain W = pB and thus bw = pPX+1. As
b > 0, we must have b, w ∈ p ↑.
Now,
V = 4gwY > 4gwb = 4gW > 4W = 4pPX+1 > 8× 2PX (4.31)
and hence
0 6
1
V
QX−1∑
i=0
(
PX
i
)
V QX−1−i
<
1
V
PX∑
i=0
(
PX
i
)
=
2PX
V
6
1
8
.
Combining this with (4.14) we see that
{ρ} < 1
8
and ⌊ρ⌋ =
(
PX
QX
)
+ V
PX∑
i=QX+1
(
PX
i
)
V i−QX−1.
As Y divides both L and V , we have Y | (PXQX) provided ⌊ρ⌋ = L. If
∣∣∣∣CK − ρ
∣∣∣∣ < 14 , (4.32)
then
|⌊ρ⌋ − L| 6 |⌊ρ⌋ − ρ|+
∣∣∣∣ρ− CK
∣∣∣∣+
∣∣∣∣CK − L
∣∣∣∣ < 18 +
1
4
+
1
2
< 1
with the help of (4.20). So it suffices to show (4.32).
By (1.20),
(−A)PXuPX+1(−A, 1) = APX(−1)PXuPX+1(−A, 1) = APXuPX+1(A, 1).
Thus, with the help of Lemma 4.1(iii), we have
APXC = APXuPX+1(A, 1) = |A|PXuPX+1(|A|, 1) > 0. (4.33)
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since |A| = |UQ(V + 1)| > V > 2. Similarly,
(UPV )QXK = (UPV )QXuQX+1(U
PV, 1) > 0. (4.34)
Now that
APX(UPV )QX = U2PQX(V + 1)PXV QX > 0,
we must have CK > 0 by (4.33) and (4.34). In light of (4.26), (4.29) and (4.31),
we finally get ∣∣∣∣CK − ρ
∣∣∣∣ 6 ρ2PX|U |V =
ρ
|L| ×
2
V
<
8
V
6
1
2PX
6
1
4
.
This shows the desired (4.32) and thus concludes our proof of Theorem 4.2. 
5. Proofs of Theorem 1.1 and Corollary 1.2
During their reduction of unknowns in Diophantine representations, Matiyase-
vich and Robinson [MR] introduced for each k ∈ Z+ the polynomial
Jk(x1, . . . , xk, x) :=
∏
ε1,... ,εk∈{±1}
(
x+ ε1
√
x1 + ε2
√
x2X + . . .+ εk
√
xkX
k−1
)
(5.1)
with X = 1+
∑k
i=1 x
2
i . They showed that this polynomial has integer coefficients
and that A1, . . . , Ak ∈ Z are all squares if and only if Jk(A1, . . . , Ak, x) = 0 for
some x ∈ Z.
Lemma 5.1 (Matiyasevich and Robinson [MR]). Let A1, . . . , Ak and R, S, T be
integers with S 6= 0. Then
A1 ∈  ∧ . . . ∧ Ak ∈  ∧ S | T ∧R > 0
⇐⇒ ∃n > 0[Mk(A1, . . . , Ak, S, T, R, n) = 0], (5.2)
where
Mk(x1, . . . , xk, w, x, y, z)
=
∏
ε1,... ,εk∈{±1}
(
x2 + w2z − w2(2y − 1)
(
x2 +Xk +
k∑
j=1
εj
√
xjX
j−1
))
=(w2(1− 2y))2kJk
(
x1, . . . , xk, x
2 +Xk +
x2 + w2z
w2(1− 2y)
)
∈ Z[x1, . . . , xk, w, x, y, z]
with X = 1 +
∑k
j=1 x
2
j .
Remark 5.1. If A1, . . . , Ak ∈ , and R, S, T are integers with R > 0, S 6= 0 and
S | T , then we can easily see that
Mk(A1, . . . , Ak, S, T, R,m) = 0,
where
m = (2R−1)(T 2+Xk+
√
A1X
0+. . .+
√
AkX
k−1)−T
2
S2
> X > max{A1, . . . , Ak}
with X = 1 +
∑k
j=1A
2
j .
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Lemma 5.2. For any A1, . . . , Ak, S, T ∈ Z with S 6= 0, we have
A1 ∈  ∧ · · · ∧ Ak ∈  ∧ S | T ⇐⇒ ∃z[Hk(A1, . . . , Ak, S, T, z) = 0], (5.3)
where
Hk(x1, . . . , xk, x, y, z) := x
2kJk
(
x1, . . . , xk, z − y
x
)
∈ Z[x1, . . . , xk, x, y, z].
(5.4)
Remark 5.2. This is [S92a, Lemma 17] motivated by Lemma 5.1. Note that z in
(5.3) is an integer variable.
Lemma 5.3. Let m ∈ Z. Then
m > 0 ⇐⇒ ∃x 6= 0[(3m− 1)x2 + 1 ∈ ]. (5.5)
Proof. Clearly, (3× 0− 1)12+1 ∈ . If m < 0 and x 6= 0, then (3m− 1)x2 +1 6
−4 + 1 < 0. If m > 0, then 3m − 1 > 0 and 3m − 1 6∈ , hence the Pell
equation y2 − (3m − 1)x2 = 1 has infinitely many integral solutions and thus
(3m− 1)x2 + 1 ∈  for some nonzero integer x. Thus (5.5) always holds. 
Proof of Theorem 1.1. By Matiyasevich’s theorem, A is a Diophantine set. Let p
be a prime, and let b, C and X, Y ∈ Z[a, f, g] be as in Theorem 3.1. Then (3.1)
and (3.2) hold. Set P = p and Q = 1, and adopt the notations in (4.4) and (4.10).
(i) Suppose that a ∈ A. By (3.1), for any Z ∈ Z+ we may take f > Z with
b ∈  and b ∈ p ↑, and g ∈ [b, C) with Y dividing (PX
QX
)
=
(
pX
X
)
. Clearly,
0 < f 6 b 6 g < C < 2C.
As (3.4) is valid, by Theorem 4.1 there are integers h, k, l, w, x, y > b such that
both (4.8) and (4.9) hold. Thus
4(C −KL)2 + g
2K2
8C3 <
K2
4g2
+
K2
8g
6
K2
g
and hence
O := f2l2x2(8C3gK2 − g2(32(C −KL)2C3 + g2K2)) > 0. (5.6)
Note that
g, h, k, l, w, x, y > b > f > Z.
As b ∈ , (4.8) holds and O > 0, by Remark 5.1 we have
PA(a, f, g, h, k, l, w, x, y,m) = 0 (5.7)
28 ZHI-WEI SUN
for some integer m > b > f > Z, where
PA(a, f, g, h, k, l,m, w, x, y)
=M3(b,DFI, (U
2PV 2 − 4)K2 + 4, pA− p2 − 1, (p2 − 1)WC − p(W 2 − 1), O,m).
(5.8)
Note that PA(z0, z1, . . . , z9) ∈ Z[z0, z1, . . . , z9]. So (1.3) has been proved.
Let a ∈ N, and assume that there are integers m > 0 and f, g, h, k, l, w, x, y
satisfying (5.7). By Lemma 5.1 we have (4.8), also b ∈  and O > 0. By (5.6),
fglx 6= 0. As b > 0 and f 6= 0, we have b > 0 and hence C > 0. It follows from
(5.7) that
K2
g
> 4(C −KL)2 + g
2K2
8C3 >
g2K2
8C3 > 0.
Thus K 6= 0 and 0 < g < 2C. Now, (3.4), (4.19) and (4.20) all hold. By Theorem
4.2, we have b ∈ p ↑ and (pX
X
)
=
(
PX
QX
) ≡ 0 (mod Y ). Hence a ∈ A by (3.2). This
proves (1.2).
In view of the above, we have proved the first part of Theorem 1.1.
(ii) By the above, a nonnegative integer a belongs to A, if and only if there are
integers f, g, h, k, l, w, x, y such that b ∈ , O > 0 and (4.8) holds. By Lemma
5.3,
O > 0 ⇐⇒ O − 1 > 0 ⇐⇒ ∃z 6= 0[(3O− 4)z2 + 1 ∈ ].
In light of Lemma 5.2, we have
b ∈ , (3O − 4)z2 + 1 ∈ , and (4.8) holds
⇐⇒ ∃m[QA(a, f, g, h, k, l,m, w, x, y, z) = 0],
where
QA(a, f, g, h, k, l,m, w, x, y, z)
=H4(b, (3O− 4)z2 + 1, DFI, (U2PV 2 − 4)K2 + 4,
pA− p2 − 1, (p2 − 1)WC − p(W 2 − 1), m).
Note that QA(z0, z1, . . . , z10) ∈ Z[z0, z1, . . . , z10] and (1.4) holds. 
The proof of Theorem 1.1 is now complete. 
Proof of Corollary 1.2. Let A ⊆ N be a nonrecursive r.e. set. By Theorem 1.1(i),
there is a polynomial PA(z0, z1, . . . , z9) ∈ Z[z0, z1, . . . , z9] such that for any a ∈ N
we have
a ∈ A ⇐⇒ ∃z1 . . .∃z8∃z9 > 0[PA(a, z1, . . . , z9) = 0].
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Thus, with the help of Lemma 5.3,
a 6∈ A ⇐⇒ ¬∃z1 . . .∃z8∃z9[z9 > 0 ∧ PA(a, z1, . . . , z9) = 0]
⇐⇒ ∀z1 . . .∀z8∀z9[z9 < 0 ∨ PA(a, z1, . . . , z9) 6= 0]
⇐⇒ ∀z1 . . .∀z8∀z9[−z9 − 1 > 0 ∨ PA(a, z1, . . . , z9) 6= 0]
⇐⇒ ∀z1 . . .∀z8∀z9[∃x 6= 0((3(−z9 − 1)− 1)x2 + 1 ∈ )
∨ ∃x 6= 0(PA(a, z1, . . . , z9) = x)]
⇐⇒ ∀z1 . . .∀z8∀z9∃x 6= 0[1− (3z9 + 4)x2 ∈  ∨ PA(a, z1, . . . , z9) = x].
In view of (1.5),
∃x 6= 0[1− (3z9 + 4)x2 ∈  ∨ PA(a, z1, . . . , z9) = x]
⇐⇒ ∃x 6= 0∃y[(1− (3z9 + 4)x2 − y2)(PA(a, z1, . . . , z9)− x) = 0]
⇐⇒ ∃x1∃x2∃y[(1− (3z9 + 4)(2x1 + 1)2(3x2 + 1)2 − y2)
× (PA(a, z1, . . . , z9)− (2x1 + 1)(3x2 + 1)) = 0].
Therefore ∀9∃3 over Z is undecidable.
By Theorem 1.1(ii), there is a polynomialQA(z0, . . . , z10) ∈ Z[z0, . . . , z10] such
that (1.4) holds for any a ∈ N. Hence
a 6∈ A ⇐⇒ ¬∃z1 . . .∃z9∃z10[z10 6= 0 ∧QA(a, z1, . . . , z9, z10) = 0].
⇐⇒ ∀z1 . . .∀z9∀z10[z10 = 0 ∨QA(a, z1, . . . , z9, z10) 6= 0]
⇐⇒ ∀z1 . . .∀z9∀z10∃x∃y[z10(QA(a, z1, . . . , z9, z10)− (2x+ 1)(3y + 1)) = 0]
with the help of (1.5). Thus ∀10∃2 over Z is undecidable.
So far we have completed the proof of Corollary 1.2. 
6. Proofs of Theorems 1.2 and 1.3
Lemma 6.1. (i) Any integer can be written as 2δ(x2 − y2) with δ ∈ {0, 1} and
x, y ∈ Z. Also, each integer can be written as 2δ(p8(x) − p8(y)) with δ ∈ {0, 1}
and x, y ∈ Z.
(ii) Any positive odd integer can be written as x2+y2+2z2 with x, y, z ∈ Z. Also,
each positive odd integer can be written as p8(x)+ p8(y)+ 2p8(z) with x, y, z ∈ Z.
(iii) For any x ∈ Z, we have x = Tx − T−x = p5(−x)− p5(x). Also,
{Tx + Ty + Tz : x, y, z ∈ Z} = N = {p5(x) + p5(y) + p5(z) : x, y, z ∈ Z}. (6.1)
Proof. (i) Clearly, 0 = 02− 02. Write n ∈ Z \ {0} as 2km with k ∈ N, m ∈ Z \ {0}
and 2 ∤ m. If k is even, then
n =
(
2k/2
m+ 1
2
)2
−
(
2k/2
m− 1
2
)2
.
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If k is odd, then
n = 2
(
2(k−1)/2
m+ 1
2
)2
− 2
(
2(k−1)/2
m− 1
2
)2
.
Let n ∈ Z. If n = 4x for some x ∈ Z, then n = p8(−x)− p8(x). If n = 2x+ 1
for some x ∈ Z, then n = p8(x+ 1)− p8(−x). If n = 2x with x odd, then
n = 2
(
p8
(
x+ 1
2
)
− p8
(
1− x
2
))
.
In view of the above, we have proved part (i) of Lemma 6.1.
(ii) The first assertion in part (ii) is well known. Actually, it can be deduced
from the Gauss-Legendre theorem on sums of three squares. For any n ∈ N, we
can write 4n+2 as x2+y2+(2z)2 with x, y, z ∈ Z and x ≡ y (mod 2), and hence
2n+ 1 =
x2 + y2
2
+ 2z2 =
(
x+ y
2
)2
+
(
x− y
2
)2
+ 2z2.
Now we prove the second assertion in part (ii). Let n ∈ Z+. By [S16, Lemma
4.3(ii)], 6n + 1 = x2 + y2 + 2z2 for some x, y, z ∈ Z with 3 ∤ xyz. As x or
−x is congruent to −1 modulo 3, without loss of generality we may assume that
x = 3u − 1 for some u ∈ Z. Similarly, we may assume that y = 3v − 1 and
z = 3w − 1 for some v, w ∈ Z. Thus
6n+1 = (3u−1)2+(3v−1)2+2(3w−1)2 = (3p8(u)+1)+(3p8(v)+1)+2(3p8(w)+1)
and hence 2n− 1 = p8(u) + p8(v) + 2p8(w).
(iii) The first assertion in Lemma 6.1(iii) can be easily seen. The first equality
in (6.1) was conjectured by Fermat and proved by Gauss (see, e.g., [N96, p. 27]).
The second equality in (6.1) was first observed by R.K. Guy [G94], see also the
paragraph in [S15] containing [S15, (1.4)] for a supplement to Guy’s proof. 
Proof of Theorem 1.2. As
8Tz + 1 = (2z + 1)
2, 3p8(z) + 1 = (3z − 1)2 and 24p5(z) + 1 = (6z − 1)2,
we get
{8t+ 1 : t ∈ Tri} = {z2 : z ∈ Z ∧ 2 ∤ z}, (6.2)
{8q + 1 : t ∈ Octa} = {z2 : z ∈ Z ∧ 3 ∤ z}, (6.3)
{24r + 1 : t ∈ Pen} = {z2 : z ∈ Z ∧ 2 ∤ z ∧ 3 ∤ z}. (6.4)
Let p be a prime. Set P = p andQ = 1. Observe that PA(a, f, g, h, k, l, w, x, y,m)
given by (5.8) can be written as
Qp(a, f, g, h, k, l, w, x
2, y,m)
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with Qp(z0, . . . , z9) ∈ Z[z0, . . . , z9]. (Actually, F,G,H and I in (4.4) involve
E2 = C4D2x2.) When b ∈ , w ∈ Z and bw = ppX+1 with p+ 1 | X , we have
b
w
p
= ppX =
(
ppX/2
)2
∈ 
and hence w = ps for some s ∈ ∩ p ↑. In view of (3.4) in Theorem 3.1 and (4.9)
in Theorem 4.1, by modifying the proof of Theorem 1.1(i) slightly we see that
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, ps, x2, y,m) = 0
for some f, g, h, k, l,m, s, x, y ∈ Z with m > 0 and s ∈ . (6.5)
Similarly, in view of (6.2), when p 6= 2 we have
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(8t+ 1), x2, y,m) = 0
for some f, g, h, k, l,m, t, x, y ∈ Z with m > 0 and t ∈ Tri. (6.6)
With the help of (6.3), if p 6= 3 then
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(3q+ 1), x2, y,m) = 0
for some f, g, h, k, l,m, q, x, y ∈ Z with m > 0 and q ∈ Octa. (6.7)
In view of (6.4), when p > 3 we have
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(24r+ 1), x2, y,m) = 0
for some f, g, h, k, l,m, r, x, y ∈ Z with m > 0 and r ∈ Pen. (6.8)
When a ∈ A, by the proof of Theorem 1.1(i) and the above arguments, there
are f, g, h, k, l, s, x, y ∈ Z with s ∈  ∩ p ↑ for which
b ∈ p ↑, b > 1, b ∈ , DFI ∈ , (U2pV 2 − 4)K2 + 4 ∈ ,
pA− p2 − 1 | (p2 − 1)WC − p(W 2 − 1) and O > 0
with w = ps. Since U = pXL is divisible by p(p+1), we see that U,A,D, (U2pV 2−
4)K2 + 4 are all even. If we take p = 2, then 2 | b, 2 ∤ pA− p2 − 1, and
X0 = 1 + b
2 + (DFI)2 + ((U2pV 2 − 4)K2 + 4)2 ≡ 1 (mod 2),
hence by Remark 5.1 we have
Qp(a, f, g, h, k, l, ps, x
2, y,m) = 0
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for some m ∈ N with
m ≡(2O − 1)(((p2 − 1)WC − p(W 2 − 1))2 + 1)
− ((p2 − 1)WC − p(W 2 − 1))2
≡1 (mod 2).
In view of Lemma 6.1(i)-(ii) and the above, by taking p = 2 we get that
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, ps, x, y,m+ u+ 2v) = 0
for some f, g, h, k, l, s, x, y,m, u, v ∈ Z with s, x,m, u, v ∈ 
⇐⇒
∏
δ1,... ,δ6∈{0,1}
Qp(a, 2
δ1(f1 − f2), 2δ2(g1 − g2), 2δ3(h1 − h2),
2δ4(k1 − k2), 2δ5(l1 − l2), ps, x, 2δ6(y1 − y2), m+ u+ 2v) = 0
for some f1, f2, g1, g2, h1, h2, k1, k2, l1, l2, s, x, y1, y2, m, u, v ∈ 
and that
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(3q+ 1), x2, y,m+ u+ 2v) = 0
for some f, g, h, k, l, x, y,m, u, v ∈ Z with q,m, u, v ∈ Octa
⇐⇒
∏
δ1,... ,δ7∈{0,1}
Qp(a, 2
δ1(f1 − f2), 2δ2(g1 − g2), 2δ3(h1 − h2), 2δ4(k1 − k2),
2δ5(l1 − l2), p(3q + 1), 22δ6(x1 − x2)2, 2δ7(y1 − y2), m+ u+ 2v) = 0
for some f1, f2, g1, g2, h1, h2, k1, k2, l1, l2, x1, x2, y1, y2, q,m, u, v ∈ Octa.
Similarly, by taking p > 3 and noting Lemma 6.1(iii) and (6.7)-(6.8) we obtain
that
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(8t+ 1), x2, y,m+ u+ v) = 0
for some f, g, h, k, l, x, y,m, u, v ∈ Z with t,m, u, v ∈ Tri
⇐⇒ Qp(a, f1 − f2, g1 − g2, h1 − h2, k1 − k2,
l1 − l2, p(8t+ 1), (x1 − x2)2, y1 − y2, m+ u+ v) = 0
for some f1, f2, g1, g2, h1, h2, k1, k2, l1, l2, x1, x2, y1, y2, t,m, u, v ∈ Tri.
and that
a ∈ A ⇐⇒ Qp(a, f, g, h, k, l, p(24r+ 1), x2, y,m+ u+ v) = 0
for some f, g, h, k, l, x, y,m, u, v ∈ Z with r,m, u, v ∈ Pen
⇐⇒ Qp(a, f1 − f2, g1 − g2, h1 − h2, k1 − k2,
l1 − l2, p(24r + 1), (x1 − x2)2, y1 − y2, m+ u+ v) = 0
for some f1, f2, g1, g2, h1, h2, k1, k2, l1, l2, x1, x2, y1, y2, r,m, u, v ∈ Pen.
The proof of Theorem 1.2 is now complete. 
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Lemma 6.2. (i) (Putnam [P69]) For any polynomial P (x) ∈ Z[x], we have
N ∩ {(x+ 1)(1− P (x)2)− 1 : x ∈ N} = {x ∈ N : P (x) = 0}. (6.9)
(ii) (Z.-W. Sun [S16]) Each n ∈ N can be written as the sum of four gener-
alized octagonal numbers, i.e., n = p8(z1) + p8(z2) + p8(z3) + p8(z4) for some
z1, z2, z3, z4 ∈ Z.
Remark 6.1. (6.9) is a simple fact which can be easily seen, nevertheless it’s a
useful trick due to Putnam [P69]. The author’s result Lemma 6.2(ii) is quite
similar to Lagrange’s four-square theorem.
Proof of Theorem 1.3. (i) For any polynomial P (z0, z1, . . . , zn) ∈ Z[z0, z1, . . . , zn],
we define
P¯ (z0, z1, . . . , zn) := (z0 + 1)(1− P (z0, z1, . . . , zn)2)− 1.
Let PA be as in Theorem 1.1(i). In view of (1.2) and (1.3),
{a ∈ N : ∃z1 . . .∃z8∃z9 > 0[PA(a, z1, . . . , z9) = 0]} = A. (6.10)
Combining (6.10), Lemma 6.2(i) and (1.1), we see that
A =N ∩ {P¯A(z0, z1, . . . , z8, z9) : z0, z9 ∈ N and z1, . . . , z8 ∈ Z}
=N ∩ {P¯A(z212 + z213 + z214 + z14, z1, . . . , z8, z29 + z210 + z211 + z11 : z1, . . . , z14 ∈ Z}.
Let P4, P3, P5, P8 be as in Theorem 1.2. Then
{a ∈ N : ∃z1 ∈  . . .∃z17 ∈ [P4(a, z1, . . . , z17) = 0]} = A.
Combining this with Lemma 6.2(i) and Lagrange’s four-square theorem, we obtain
A =N ∩ {P¯4(z0, z1, . . . , z17) : z0 ∈ N and z1, . . . , z17 ∈ }
=N ∩ {P¯4(z18 + z19 + z20 + z21, z1, . . . , z17) : z1, . . . , z21 ∈ }.
Similarly, by (1.12) and Lemma 6.2, we have
A =N ∩ {P¯8(z0, z1, . . . , z18) : z0 ∈ N and z1, . . . , z18 ∈ Octa}
=N ∩ {P¯8(z19 + z20 + z21 + z22, z1, . . . , z18) : z1, . . . , z22 ∈ Octa}.
In view of (1.12), (6.1) and (6.9), we also have
A = N ∩ {P¯3(z19 + z20 + z21, z1, . . . , z18) : z1, . . . , z21 ∈ Tri}
and
A = N ∩ {P¯5(z19 + z20 + z21, z1, . . . , z18) : z1, . . . , z21 ∈ Pen}.
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This concludes the proof of Theorem 1.3(i).
(ii) Clearly, P is an r.e. set. Applying Theorem 1.2 with A = P, we see that
P = {a ∈ N : ∃z1 . . .∃z17[Q(a, z21, . . . , z217) = 0]}
for some polynomial Q(z0, z1, . . . , z17) ∈ Z[z0, z1, . . . , z17]. By Lemma 6.1(ii), any
prime can be written as x2 + y2 + 2z2 with x, y, z ∈ Z. Thus
P = {x2 + y2+2z2 : x, y, z ∈ Z∧ ∃z1 . . .∃z17[Q(x2+ y2+2z2, z21 , . . . , z217) = 0]},
and hence (1.15) holds with
Pˆ (z1, . . . , z20) := (z18 + z19 + 2z20 + 1)(1−Q(z18 + z19 + 2z20, z1, . . . , z17)2)− 1.
Similarly, by Theorem 1.2 and the second assertion in Lemma 6.1(ii), (1.16) holds
for certain polynomial P˜ (z1, . . . , z21) ∈ Z[z1, . . . , z21]. (Note that 2 = p8(0) +
p8(0) + 2p8(1) and p8(−z) = z(3z + 2) for z ∈ Z.)
The proof of Theorem 1.3 is now completed. 
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