AbsZruct-This paper presents a nonlinear compensator using neural networks for trajectory control of robotic manipulators. The adaptive capability of the neural network controller to compensate unstructured uncertainties is clarified. A model learning scheme is also proposed in this paper. The learning procedure is effective and efficient in learning the manipulator dynamics, and error convergence with untrained trajectories is fast.
ward/feedback compensation tended to move to the feedforward path with little feedback compensation. The inverse-dynamics model of the manipulator was considered to be obtained by the learned neural network. However, the neural network in [6] - [8] had many preprocessors computing various nonlinear transformations of input signals. The designer of the neural network controller had to know the fairly precise structure of the control object. The effectiveness of the neural network controller to compensate the unstructured uncertainties was not clear. In [9] , a three-layered neural network without the preprocessor was used, and the designer of the controller was not required to know the structure of the robotic manipulator. The actual trajectory of the manipulator followed the desired one well after the learning was finished, but when the desired trajectory was changed to that not used in the training of the neural network controller, the error between the desired trajectory and the actual one became large, and more learning was necessary. This means that the inverse-dynamics model was not obtained by the learning of the neural network. Learning architectures for neural network controllers were proposed by Psaltis et al. [lo] . The architectures seem to be more efficient in learning the nonlinear mechanical manipulators than that in [9] . However, for the general learning architecture proposed in [lo] , data of the inputs and outputs of the plant have to be taken by actually operating the plant in real time. The operation may take much time. Furthermore, although the neural network controllers in [9] and [lo] were expected to be effective to compensate the unstructured uncertainties, no clear comparison of the tracking performances between the neural network controller and conventional adaptive schemes was made. This paper presents a nonlinear compensator using neural networks, which incorporates the idea of the computed torque method. The neural networks are used to not learn inversedynamics but to compensate nonlinearities of robotic manipulators. A comparison of the performance of the proposed neural network controller with that of the adaptive controller proposed by Craig [2] is shown, and the effectiveness of the proposed neural network controller in compensating the unstructured uncertainties is clarified.
A learning scheme using a model of known dynamics of manipulators is also proposed. The model learning can be done off line and needs no data recording of actual manipulator operation. Therefore, the model learning is more efficient than the scheme in [lo] . After the model learning is finished, the neural network controllers learn structured/unstructured uncertainties of the actual manipulator on line. The trained 0278-0046/91/0600-0195$01.00 0 1991 IEEE neural network is faster in error convergence than that in [9] in responding to an untrained trajectory.
II. COMPUTED TORQUE METHOD
The robotic manipulator is modeled as a set of n rigid bodies connected in series with one end fixed to the ground and the other end free. The bodies are jointed together with revolute or prismatic joints. A torque actuator is acting at each joint. The dynamic equation of the manipulator is given by 121 7 = M ( e ) e + h ( e , e ) + F (1) where 7 n X 1 vector of joint torques supplied by the actuators M n x n manipulator inertia matrix h n X 1 vector representing centrifugal, Coriolis, and friction forces e n x 1 vector of joint positions 8 n x 1 vector for joint velocities F n x 1 vector of unknown terms arising from unmodeled dynamics and external disturbances.
The control law of the computed torque method is expressed by the following equations:
where & and are the estimates of M and h, respectively. These estimates are used for nonlinear compensation of robotic manipulators. 8, is the desired joint position. K, and K , are n x n diagonal matrices with each element on the diagonals being positive. The control system using (2) is shown in Fig. 1 
III. NEURAL NETWORK CONTROLLER
The proposed neural network controller is shown in Fig. 2 . The robotic manipulator in Fig. 2 has the unmodeled term F. The neural networks "1, NN2 are to identify the inertia matrix M and the term h + F of the manipulator, respectively, for nonlinear compensation of the manipulator. The structure of the controller is simple and is easy to compare the performances with the adaptive controllers. Moreover, the structure is suitable for the model learning, which will be discussed in Section IV.
We use a simple two-degree-of-freedom SCARA-type manipulator, as is shown in Fig. 3 . The number n in (1) is two.
The m e n g of the symbols in Fig. 3 is listed on Table I . The unstructured uncertainty is assumed to be the Coulomb friction in this paper. The elements of the inertia matrix Mij (and for the units in the hidden layer of NN1 and "2)
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Iv. SIMULATION
Simulations were done to verify the proposed neural network controller compensating unstructured uncertainties. The simulation conditions of the robotic manipulator are listed in Table I . The manipulator used for the simulation was a two-degree-of-freedom SCARA-type one. The matching gains are listed in Table II . The structured uncertainty in this paper was the Coulomb friction defined by (7). The link inertia and i j = wjioi (10) the link centroid position are the main parameters, which are difficult to measure. Here, the parameter uncertainty was
where N is the sampling number in writing a circle. Xdi and
Ydi are the desired trajectories on the X-Y plane at the ith sampling period. X i and 5 are the actual trajectories.
For comparison, Fig. 6 shows the obtained endpoint trajectory by the computed torque method with the adaptive scheme
[2]. The top figure is the trajectory on X-Y plane at the 100th trial. The bottom figure is the tracking error. Since the Coulomb friction is not incorporated in neither the model used for the computed torque method nor the adaptive scheme, the tracking error is approximately seven times greater than that of the neural network controller. The distinctive feature of the neural network controller over the conventional controller is that the neural network controller needs no information about the unstructured uncertainty, which was assumed to be 4 in (7) 
k, and k2 were used for calculating fi and A for the computed torque method. The Coulomb friction was not incorporated into the control law. It took about 3s for one trial, and the sampling period was 2 ms. The proportional gain K , and the differential gain K , were set at 20 and 5, respectively. At the outset of the simulation, the connection weights of the neural network Wji were randomly initialized. As the learning of the neural network proceeded, the endpoint trajectory of the manipulator well followed the desired one. At the 200th trial, the tracking error converged to the value shown in Fig. 5(d) Fig. 7(a) , and the second stage is called specialized learning with a different configuration shown in Fig. 7@) . For generalized learning, the robotic manipulator should actually be operated, and operating data should be recorded. Then, the neural network receives the obtained trajectories and is trained to yield the desired torque command. This training can be fulfilled off line. After the neural network is well trained, the neural network is installed in the feedforward loop of the manipulator controller, and specialized learning is used to fine tune the neural network on line.
This procedure is inefficient in generalized learning because of the following: 1) For recording the learning data, the robotic manipulator should actually be operated. This is time consuming. 2) It is difficult to obtain data that are uniformly distributed over the working space of the endpoint of the manipulator.
As far as robotic manipulators are concerned, we can obtain information of their dynamical models to a certain extent. We propose a learning scheme using the obtained dynamical model for the generalized learning of the neural network. Since no actual operation of the manipulator is necessary in generalized learning, mode learning is efficient. After model learning, the neural network can be trained to learn structured/unstructured uncertainties by actually operating the manipulator on line. Fig. 8 shows the configuration of the propos$ modT1 learning. The models used for the learning are M and h in (2). The unknown torque F is not incorporated in the model. The neural networks to be trained in this paper are those in Fig. 4 . The inputs to the models and the neural networks are desired trajectories, and the outputs are corresponding torques. Since we can restrict the working space of the robotic manipulator, it is easy to define the ranges of the inputs, i.e., the link positions and velocities. The ranges of the inputs used for simulation are listed in Table III . By equally dividing the ranges by the numbers on the table, input data for the model learning are obtained.
Since the outputs of the models are uniquely determined by the link positions and velocities, it is possible to randomly choose the combination of the inputs e,, e, , e,. Thus, the neural network is generally trained. The neyral network NN1 was trained to l y n the inertia matrix M, and NN2 was trained to learn h. For "2, the total number of the combination of the learning data was 25 x 25 x 25. One trial of the model learning is defined as such that every combination of the learning data is fed once to the neural networks. After the 200th trial of the model learning, the neural networks;are installed in the controller in Fig. 2 . Then, the neural nethorks were trained to learn parameter deviations and such unmodeled effects as the Coulomb friction by actually controlling the manipulator to follow the straight line trajectory shown in Fig. 9 . As for the parameter deviations, (16) was assumed. The manipulator wrote the straight line 100 times. Then, the desired trajectory was changed to a circle. Fig. 1O(a) shows the trajectory at the first trial after the change. The neural network controller trained through the above training procedure followed the circle fairly well. Fig.  lo@) shows the case where model learning was not used. In this case, the neural network was directly trained by the system in Fig. 2 with the desired trajectory in Fig. 9 . After the manipulator wrote the straight line 400 times, the tracking error converged to almost the same value as that of the model learning case. Then, the desired trajectory was changed to the same circle as that in Fig. lO(a) . Fig. lo@) shows the trajectory at the first trial after the change. The tracking error of the trajectory in Fig. lo@) was about 30 times greater than that in Fig. lO(a) . Fig. 11 shows the convergence of the tracking errors as learning goes on from the first trial in learning converged fast, and the error at the 30th trial was about 1 /25th that of the controller without the model learning at the 100th trial.
The neural networks that directly learned the nonlinearities of the robotic manipulator were trained to write the straight line. The networks did not learn the nonlinearities over the working space. Thus, when the desired trajectory was changed, the networks had to learn further. On the other hand, the neural networks that were trained with the simple model learned the nonlinearities of the manipulator over all of the working space. Therefore, what is necessary for the networks to learn further is only the structured/unstructured uncertainties. The simulation results show that the learning of these uncertainties takes less number of trials. Link inertia and link centroid position are the most difficult to exactly measure. Approximately 20% error of the measurement is expected. Incorporating this amount of parameter deviation, the model learning scheme was confirmed to be effective. The model learning with simple models for elementary training of neural networks is an effective and efficient scheme.
VI. CONCLUSIONS
This paper presented a nonlinear compensator using neural networks for trajectory control of robotic manipulators. A comparison of its performance with the conventional adaptive scheme in compensating the unmodeled effects was done. As a result, the adaptive capability of the neural network controller to the unstructured effects was clarified. On the contrary, the conventional scheme has no capability to overcome the unmodeled effects.
A model learning scheme was also proposed. The elementary training of the neural network using an obtained model can be fulfilled off line. After the model learning is finished, the neural network learns structured/unstructured uncertainties on line. This learning procedure is effective and efficient in learning the manipulator dynamics, and the error convergence rate with untrained trajectory is fast. 
