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Let (X ,d,μ) be a metric measure space satisfying the upper doubling and the geometrically
doubling conditions in the sense of T. Hytönen. In this paper, the authors prove that the
boundedness of a Calderón–Zygmund operator T on L2(μ) is equivalent to either of the
boundedness of T from the atomic Hardy space H1(μ) to L1,∞(μ) or from H1(μ) to
L1(μ). To this end, the authors ﬁrst establish an interpolation result that a sublinear
operator which is bounded from H1(μ) to L1,∞(μ) and from Lp0 (μ) to Lp0,∞(μ) for
some p0 ∈ (1,∞) is also bounded on Lp(μ) for all p ∈ (1, p0). A main tool used in this
paper is the Calderón–Zygmund decomposition in this setting established by B.T. Anh and
X.T. Duong.
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1. Introduction
The theory of Calderón–Zygmund operators plays an important role in harmonic analysis and partial differential equa-
tions. One of the most natural and general settings for Calderón–Zygmund operators is the space of homogeneous type in
the sense of Coifman and Weiss [2], on which many results from real and harmonic analysis on Euclidean spaces have their
natural extensions (see, for example, [2,3,5,6]). Recall that a metric space (X ,d) equipped with a nonnegative Borel mea-
sure μ is called a space of homogeneous type if (X ,d,μ) satisﬁes the following measure doubling condition that there exists a
positive constant Cμ , depending on μ, such that for any ball B(x, r) ≡ {y ∈X : d(x, y) < r} with x ∈X and r ∈ (0,∞),
μ
(
B(x,2r)
)
 Cμμ
(
B(x, r)
)
. (1.1)
We point out that as in [2], d may also be assumed to be a quasi-metric. However, for the simplicity, in this paper, we
always assume that d is a metric; see also [14,9]. The measure doubling condition (1.1) plays a key role in the classical
theory of Calderón–Zygmund operators. However, recently, many results on the classical Calderón–Zygmund theory have
been proved still valid if the measure doubling condition is replaced by a less demanding condition such as the polynomial
growth condition; see, for example, [16,18,19,17,20,8,15] and the references therein.
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measure μ in the sense that there exists a positive constant C0 such that for all x ∈X and r ∈ (0,∞),
μ
(
B(x, r)
)
 C0rκ . (1.2)
Such a measure need not satisfy the doubling condition (1.1). In [16], Nazarov, Treil and Volberg showed that the bounded-
ness of a Calderón–Zygmund operator T on L2(μ) is equivalent to that of T on Lp(μ) for some p ∈ (1,∞), or to that of T
from L1(μ) to L1,∞(μ). Later, in [4], it was proved that when (X ,d,μ) ≡ (Rn, | · |,μ), then the boundedness of T on L2(μ)
is equivalent to that of T from H1(μ) to L1,∞(μ).
Because measures satisfying (1.2) are only different, not more general than measures satisfying (1.1), the Calderón–
Zygmund theory with non-doubling measures is not in all respects a generalization of the corresponding theory of spaces of
homogeneous type. Recently, Hytönen in [9] introduced a new class of metric measure spaces satisfying the so-called upper
doubling and the geometrically doubling conditions (see Deﬁnitions 1.1 and 1.2 below), and a notion of the regularized BMO
space. Such a new class of metric measure spaces constitutes a simultaneous generalization of the spaces of homogeneous
type and metric spaces with power bounded measures. Later, Hytönen and Martikainen [11] further established a version
of T (b) theorem for Calderón–Zygmund operators in this setting.
Let (X ,d,μ) be a metric measure space satisfying the upper doubling and the geometrically doubling conditions. Re-
cently, in [13], the space RBLO(μ) was introduced and applied to the boundedness of the maximal Calderón–Zygmund
operators. Moreover, the atomic Hardy space H1(μ) was studied in [12] and some equivalent characterizations for the
boundedness of the Calderón–Zygmund operators were established in [10]. Some of results in [10,12] were also indepen-
dently obtained by Anh and Duong [1] via different approaches.
The goal of this paper is to generalize the corresponding results in [4] for X ≡ Rn with a measure μ as in (1.2) to
the current setting (X ,d,μ). Precisely, we prove that the boundedness of a Calderón–Zygmund operator T on L2(μ) is
equivalent to either of the boundedness of T from the atomic Hardy space H1(μ) to L1,∞(μ) or from H1(μ) to L1(μ). To
this end, we ﬁrst establish an interpolation result that a sublinear operator which is bounded from H1(μ) to L1,∞(μ) and
from Lp0(μ) to Lp0,∞(μ) for some p0 ∈ (1,∞) is also bounded on Lp(μ) for all p ∈ (1, p0). A main tool used in this paper
is the Calderón–Zygmund decomposition in this setting established by Anh and Duong [1, Theorem 6.3].
To state our main result, we ﬁrst recall some necessary notions and notation. We start with the notion of the upper
doubling and geometrically doubling metric measure space introduced in [9].
Deﬁnition 1.1. A metric measure space (X ,d,μ) is said to be upper doubling if μ is a Borel measure on X and there
exist a dominating function λ : X × (0,∞) → (0,∞) and a positive constant Cλ , depending on λ, such that for each x ∈ X ,
r → λ(x, r) is non-decreasing, and for all x ∈X and r ∈ (0,∞),
μ
(
B(x, r)
)
 λ(x, r) Cλλ(x, r/2). (1.3)
Remark 1.1. (i) Obviously, a space of homogeneous type is a special case of upper doubling spaces, where we take the
dominating function λ(x, r) ≡ μ(B(x, r)). On the other hand, a metric space (X ,d,μ) satisfying the polynomial growth
condition (1.2) is also an upper doubling measure space by taking λ(x, r) ≡ C0rκ .
(ii) Let (X ,d,μ) be an upper doubling space and λ a dominating function on X × (0,∞) as in Deﬁnition 1.1. It was
proved in [12] that there exists another dominating function λ˜ such that λ˜ λ, Cλ˜  Cλ and, for all x, y ∈X with d(x, y) r,
λ˜(x, r) C λ˜˜λ(y, r). (1.4)
Thus, in the below of this paper, we always assume that λ satisﬁes (1.4).
We now recall the notion of the geometrically doubling space introduced in [9].
Deﬁnition 1.2. A metric space (X ,d) is called geometrically doubling if there exists some N0 ∈ N ≡ {1,2, . . .} such that for
any ball B(x, r) ⊂X , there exists a ﬁnite ball covering {B(xi, r/2)}i of B(x, r) such that the cardinality of this covering is at
most N0.
Remark 1.2. Let (X ,d) be a metric space. In [9], Hytönen showed that the following statements are mutually equivalent:
(i) (X ,d) is geometrically doubling.
(ii) For any ε ∈ (0,1) and any ball B(x, r) ⊂ X , there exists a ﬁnite ball covering {B(xi, εr)}i of B(x, r) such that the
cardinality of this covering is at most N0ε−n , where and in what follows, N0 is as in Deﬁnition 1.2 and n ≡ log2 N0.
(iii) For every ε ∈ (0,1), any ball B(x, r) ⊂X contains at most N0ε−n centers {xi}i of disjoint balls {B(xi, εr)}i .
(iv) There exists M ∈ N such that any ball B(x, r) ⊂X contains at most M centers {xi}i of disjoint balls {B(xi, r/4)}Mi=1.
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KQ ,R in [18]; see also [19] and [21]. It is well known that δ(B, S) well characterizes the geometrical properties of balls B
and S .
Deﬁnition 1.3. For all balls B ⊂ S , let
δ(B, S) ≡
∫
(2S)\B
dμ(x)
λ(xB ,d(x, xB))
,
where and in what follows, for a ball B ≡ B(xB , rB) and ρ ∈ (0,∞), ρB ≡ B(xB ,ρrB).
The following atomic Hardy space was introduced in [12] and a slight different equivalent variant was independently
introduced in [1]; see Remark 1.3(ii) below for details.
Deﬁnition 1.4. Let ρ ∈ (1,∞), and p ∈ (1,∞]. A function b ∈ L1loc(μ) is called a (p,1)λ-atomic block if
(i) there exists some ball B such that suppb ⊂ B;
(ii)
∫
X b(x)dμ(x) = 0;
(iii) for j = 1,2, there exist functions a j supported on balls B j ⊂ B and λ j ∈ C such that
b = λ1a1 + λ2a2, (1.5)
and
‖a j‖Lp(μ) 
[
μ(ρB j)
]1/p−1[
1+ δ(B j, B)
]−1
. (1.6)
Moreover, let
|b|
H1,patb (μ)
≡ |λ1| + |λ2|. (1.7)
A function f ∈ L1(μ) is said to belong to the atomic Hardy space H1,patb (μ) if there exist (p,1)λ-atomic blocks {bi}i∈N such
that f =∑∞i=1 bi and ∑∞i=1 |bi |H1,patb (μ) < ∞. The norm of f in H1,patb (μ) is deﬁned by
‖ f ‖
H1,patb (μ)
≡ inf
{∑
i
|bi|H1,patb (μ)
}
,
where the inﬁmum is taken over all the possible decompositions of f as above.
Remark 1.3. (i) It was proved in [12] that for each p ∈ (1,∞], the atomic Hardy space H1,patb (μ) is independent of the choice
of ρ , and that for all p ∈ (1,∞), the spaces H1,patb (μ) and H1,∞atb (μ) coincide with equivalent norms. Thus, in the following,
we denote H1,patb (μ) simply by H
1(μ), and, unless explicitly pointed out, we always assume that ρ = 2 as in Deﬁnition 1.4.
(ii) Let p ∈ (1,∞]. We temporarily denote by H˜1,patb (μ) the atomic Hardy space introduced by Anh and Duong [1]. Recall that
in the deﬁnition of atomic blocks in [1], instead of (1.5) and (1.7), it requires that
b =
∞∑
j=1
λ ja j (1.8)
and
|b|
H˜1,patb (μ)
≡
∞∑
j=1
|λ j| < ∞. (1.9)
We now show that the atomic Hardy spaces H˜1,patb (μ) and H
1,p
atb (μ) coincide with equivalent norms.
Indeed, obviously, H1,patb (μ) ⊂ H˜1,patb (μ). To prove the converse, let ν ≡ log2 Cλ with Cλ as in (1.3) and βρ ≡ ρmax{n,ν} +
30n + 30ν with n as in Remark 1.2(ii). Assume that b is a p-atomic block supported in a ball B as in [1], which means that
b satisﬁes (i) and (ii) of Deﬁnition 1.4 and (1.8) with {a j}∞j=1 and {λ j}∞j=1 respectively satisfying (1.6) and (1.9). To prove
H˜1,patb (μ) ⊂ H1,patb (μ), we only need to show that b ∈ H1,patb (μ) and ‖b‖H1,patb (μ) 
∑∞
j=1 |λ j |. To this end, denote by B˜ρ the
smallest (ρ,βρ)-doubling ball of B . Recall that a ball A is called (ρ,βρ)-doubling if μ(ρA) βρμ(A). For each function a j
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∫
B j
a j dμ/μ(B˜ρ) and χB˜ρ denotes the characterization function of
B˜ρ . Then
∫
X A j(x)dμ(x) = 0. Clearly, we have
∑∞
j=1 A j = b. Furthermore, we write
A j ≡ λ ja j + c jχB˜ρ = λ ja j +
[
c jμ
(
ρ B˜ρ
)][ χB˜ρ
μ(ρ B˜ρ)
]
≡ λ ja j + λ˜ j˜a j.
By (i) through (iv) of Lemma 2.1 in [12] (see also Lemma 2.1 below), we have that 1 + δ(B j, B) ∼ 1 + δ(B j, B˜ρ), which
implies that A j is a harmless constant multiple of a (p,1)λ-atomic block supported in B˜ρ . Moreover, for p ∈ (1,∞], by
Hölder’s inequality and the size condition of a j , we obtain
|c j| |λ j| ‖a j‖L
p(μ)[μ(B j)]1−1/p
μ(B˜ρ)
 |λ j| [μ(B j)]
1−1/p[μ(ρB j)]1/p−1[1+ δ(B j, B)]−1
μ(B˜ρ)
 |λ j|
μ(B˜ρ)
and
|˜λ j| = |c j|μ
(
ρ B˜ρ
)
 |λ j|
μ(B˜ρ)
μ
(
ρ B˜ρ
)
 |λ j|,
which shows that b ∈ H1,patb (μ) and ‖b‖H1,patb (μ) 
∑∞
j=1 |λ j |. Thus, H˜1,patb (μ) and H1,patb (μ) coincide with equivalent norms.
Now we recall the notions of standard kernels and the corresponding Calderón–Zygmund operators in the current con-
text.
Deﬁnition 1.5. Let 
 ≡ {(x, x): x ∈X }. A standard kernel is a mapping K : (X ×X ) \
 → C for which, there exists a positive
constant CK , depending on K , such that for all x, y ∈X with x = y,∣∣K (x, y)∣∣ CK 1
λ(x,d(x, y))
, (1.10)
and the Hörmander condition that for all x = x˜,∫
d(x, y)2d(x,˜x)
[∣∣K (x, y) − K (˜x, y)∣∣+ ∣∣K (y, x) − K (y, x˜)∣∣]dμ(y) CK . (1.11)
A linear operator T is called a Calderón–Zygmund operator with the kernel K satisfying (1.10) and (1.11) if for all f ∈
L∞b (μ), the space of bounded functions with bounded supports, and x /∈ supp f ,
T ( f )(x) ≡
∫
X
K (x, y) f (y)dμ(y). (1.12)
This integral in (1.12) may not be convergent even for nice functions. For this reason, we consider the truncated operator
Tε for any ε > 0, which is deﬁned by setting for all f ∈ L1loc(μ) and x ∈X ,
Tε( f )(x) ≡
∫
d(x,y)>ε
K (x, y) f (y)dμ(y). (1.13)
Let p ∈ (1,∞). The operator T is called bounded on Lp(μ), if {Tε}ε>0 is bounded on Lp(μ) uniformly in ε ∈ (0,∞), and
T is bounded from H1(μ) to L1,∞(μ), if {Tε}ε>0 is bounded from H1(μ) to L1,∞(μ) uniformly in ε > 0.
The main result of this paper is as follows.
Theorem 1.1. Let T be a Calderón–Zygmund operator as in (1.12)with the kernel K satisfying (1.10) and (1.11). Then the boundedness
of T on L2(μ) is equivalent to either of the following two statements:
(i) T is bounded from H1(μ) to L1(μ);
(ii) T is bounded from H1(μ) to L1,∞(μ).
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such that for all d(x, y) 2d(x, x˜),
∣∣K (x, y) − K (˜x, y)∣∣+ ∣∣K (y, x) − K (y, x˜)∣∣ CK [d(x, x˜)]τ[d(x, y)]τ λ(x,d(x, y)) , (1.14)
and if X is separable, it was proved in [10] that for an operator T with its kernel K satisfying (1.10) and (1.14), its L2(μ)
boundedness is equivalent to either of the following boundedness:
(i) T is bounded on Lp(μ) for some p ∈ (1,∞),
(ii) T is bounded from L1(μ) to L1,∞(μ).
Notice that (1.14) implies (1.11). From these observations and Theorem 1.1, we immediately deduce the following corol-
lary.
Corollary 1.1. LetX be separable and T a Calderón–Zygmund operator as in (1.12)with the kernel K satisfying (1.10) and (1.14). Then
the fact that T is bounded on L2(μ) is equivalent to each of the following statements:
(i) T is bounded on Lp(μ) for some p ∈ (1,∞);
(ii) T is bounded from L1(μ) to L1,∞(μ);
(iii) T is bounded from H1(μ) to L1,∞(μ).
A new example of operators with kernel satisfying (1.10) and (1.14) is the so-called Bergman-type operator appearing
in [22]; see also [11] for an explanation. Notice that (1.10) and (1.14) are more general than the conditions satisfying by the
classical Calderón–Zygmund operators.
The organization of this paper is as follows. In Section 2, by using the Calderón–Zygmund decomposition in [1, Theo-
rem 6.3] (see also Lemma 2.2 below), we show that for a sublinear operator T , if T is bounded both from H1(μ) to L1,∞(μ)
and from Lp0(μ) to Lp0,∞(μ) for some p0 ∈ (1,∞), then T is also bounded on Lp(μ) for all p ∈ (1, p0).
The proof of Theorem 1.1 is given in Section 3. The proof of the implication that the boundedness of T from H1(μ)
to L1,∞(μ) implies the boundedness of T on L2(μ) is essential in the proof of Theorem 1.1. To show this, by using an
average estimate for Tε with ε ∈ (0,∞) in Lemma 3.1 and the Calderón–Zygmund decomposition from [1] again, we ﬁrst
obtain the uniform Lp(μ)-boundedness with p ∈ (1,∞) of the operator Mr ◦ Tε with ε ∈ (0,∞) in Lemma 3.2 below,
where r ∈ (0,1), the maximal function M was introduced in [1] (see also (3.8) below) and Mr ( f ) ≡ [M(| f |r)]1/r for any
suitable function f , which together with the interpolation result established in Section 2 of this paper and the bound-
edness of T from H1(μ) to L1,∞(μ) further implies the implication aforementioned, and hence completes the proof of
Theorem 1.1.
We ﬁnally make some conventions on symbols. Throughout this paper, we always denote by C , C˜ , c and c˜ positive
constants which are independent of the main parameters, but they may vary from line to line. Positive constants with
subscripts, such as C1, do not change in different occurrences. Furthermore, we use Cα to denote a positive constant
depending on the parameter α. The notation Y  Z means that there exists a positive constant C such that Y  C Z .
The symbol A ∼ B means that A  B  A. For p ∈ (1,∞), denote by p′ the conjugate index of p, namely, a num-
ber such that 1/p + 1/p′ = 1. Moreover, for any measurable set E ⊂ X , we denote by χE the characteristic function
of E .
2. An interpolation result
This section is devoted to an interpolation result, which is used in Section 3. To this end, we ﬁrst recall some useful
properties of the coeﬃcients δ(B, S) from [12] and the Calderón–Zygmund decomposition established by Anh and Duong
[1, Theorem 6.3].
Given α, β > 1, a ball B ⊂X is called (α,β)-doubling if μ(αB) βμ(B). It was proved in [9, Lemmas 3.2 and 3.3] that
if a metric measure space (X ,d,μ) is upper doubling and β > C log2 αλ ≡ αν , then for every ball B ⊂ X , there exists some
j ∈ Z+ ≡ N ∪ {0} such that α j B is (α,β)-doubling; and if (X ,d) is geometrically doubling and β > αn with n ≡ log2 N0,
then for μ-almost every x ∈ X , there exist (α,β)-doubling balls with arbitrarily small radiuses of the form B(x,α− jr) for
some j ∈ N and any preassigned r ∈ (0,∞). Throughout this paper, for any α ∈ (1,∞) and ball B , B˜α denotes the smallest
(α,βα)-doubling ball of the form α j B with j ∈ Z+ , where
βα ≡ max
{
αn,αν
}+ 30n + 30ν = αmax{n,ν} + 30n + 30ν .
If α = 6, we denote the ball B˜α simply by B˜ .
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Lemma 2.1.
(i) For any balls B ⊂ R ⊂ S, δ(B, R) δ(B, S).
(ii) For any ρ ∈ [1,∞), there exists a positive constant Cρ , depending on ρ , such that for all balls B ⊂ S with rS  ρrB , δ(B, S) Cρ .
(iii) For any α ∈ (1,∞), there exists a positive constant Cα , depending on α, such that for all balls B, δ(B, B˜α) Cα .
(iv) There exists a positive constant c such that for all balls B ⊂ R ⊂ S, δ(B, S)  δ(B, R) + cδ(R, S). In particular, if B and R are
concentric, then c = 1.
(v) There exists a positive constant c˜ such that for all balls B ⊂ R ⊂ S, δ(R, S) c˜[1+ δ(B, S)];moreover, if B and R are concentric,
then δ(R, S) δ(B, S).
To establish an interpolation theorem needed in the proof of Theorem 1.1, we now recall the following Calderón–
Zygmund decomposition from [1, Theorem 6.3]. Recall that by Remark 1.3(ii), the atomic Hardy space H1(μ) as in Deﬁ-
nition 1.4 coincides with the atomic Hardy space introduced by Anh and Duong in [1].
Lemma 2.2. Let p ∈ [1,∞), f ∈ Lp(μ) and t ∈ (0,∞) (t > γ0‖ f ‖Lp(μ)/μ(X ) if μ(X ) < ∞, where γ0 is any ﬁxed positive constant
satisfying that γ0 > max{C3 log2 6λ ,63n}, Cλ is as in (1.3) and n is as in Remark 1.2(ii)). Then
(a) there exists an almost disjoint family {6Bi}i of balls such that {Bi}i is pairwise disjoint,
1
μ(62Bi)
∫
Bi
∣∣ f (x)∣∣p dμ(x) > t p
γ 0
for all i,
1
μ(62ηBi)
∫
ηBi
∣∣ f (x)∣∣p dμ(x) t p
γ 0
for all i and all η > 1,
and ∣∣ f (x)∣∣ t for μ-almost every x ∈X \(⋃
i
6Bi
)
;
(b) for each i, let Si be a (3 × 62,C log2(3×6
2)+1
λ )-doubling ball concentric with Bi satisfying that rSi > 6
2rBi , and ωi ≡
χ6Bi/(
∑
k χ6Bk ). Then there exists a family {ϕi}i of functions such that for each i, supp(ϕi) ⊂ Si , ϕi has a constant sign on
Si and∫
X
ϕi(x)dμ(x) =
∫
6Bi
f (x)ωi(x)dμ(x),
∑
i
∣∣ϕi(x)∣∣ γ t for μ-almost every x ∈X ,
where γ is some positive constant depending only on (X ,μ), and there exists a positive constant C , independent of f , t and i,
such that
‖ϕi‖L∞(μ)μ(Si) C
∫
X
∣∣ f (x)ωi(x)∣∣dμ(x),
and if p ∈ (1,∞),{∫
Si
∣∣ϕi(x)∣∣p dμ(x)}1/p[μ(Si)]1/p′  C
tp−1
∫
X
∣∣ f (x)ωi(x)∣∣p dμ(x);
(c) for p ∈ (1,∞), if for any i, choosing Si in (b) to be the smallest (3 × 62,C log2(3×6
2)+1
λ )-doubling ball of (3 × 62)Bi , then h ≡∑
i( fωi − ϕi) ∈ H1,patb (μ) and there exists a positive constant C , independent of f and t, such that
‖h‖
H1,patb (μ)
 C
tp−1
‖ f ‖pLp(μ).
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Theorem 2.1. Let p0 ∈ (1,∞), p ∈ (1, p0) and T be a sublinear operator. Assume that T is bounded from Lp0(μ) to Lp0,∞(μ) and
from H1(μ) to L1,∞(μ). Then there exists a positive constant Cp , depending on p, such that for all f ∈ Lp(μ),
‖T f ‖Lp(μ)  Cp‖ f ‖Lp(μ).
Proof. Let T and p0 be as in Theorem 2.1. To show Theorem 2.1, by the Marcinkiewicz interpolation theorem, we only need
prove that for all p ∈ (1, p0), f ∈ Lp(μ) and t > 0,
μ
({
x ∈X : ∣∣T f (x)∣∣> t}) ‖ f ‖pLp(μ)
t p
. (2.1)
To show (2.1), for any given f ∈ Lp(μ) and t > 0, by applying Lemma 2.2, we obtain that with the notation same as in
Lemma 2.2, f = g + h, where g ≡ f χX \⋃ j(6B j) +∑ j ϕ j and h ≡∑ j(ω j f − ϕ j). By Lemma 2.2(c), we see that h ∈ H1(μ)
and ‖h‖H1(μ)  t1−p‖ f ‖pLp(μ). Moreover, from (a) and (b) of Lemma 2.2 together with the Hölder inequality, we deduce that
‖ f χX\⋃ j(6B j)‖Lp0 (μ)  t1− pp0 ‖ f ‖
p
p0
Lp(μ)
and ∥∥∥∥∑
j
ϕ j
∥∥∥∥
Lp0 (μ)

(
t p0−1
∑
j
∫
X
∣∣ϕ j(x)∣∣dμ(x)) 1p0

(
t p0−p‖ f ‖pLp(μ)
) 1
p0 ∼ t1−
p
p0 ‖ f ‖
p
p0
Lp(μ).
These facts yield that g ∈ Lp0(μ) and ‖g‖Lp0 (μ)  t1−
p
p0 ‖ f ‖
p
p0
Lp(μ) . By the estimates of g and h together with the boundedness
of T from Lp0(μ) to Lp0,∞(μ) and from H1(μ) to L1,∞(μ), we further see that for any t ∈ (0,∞)
μ
({
x ∈X : ∣∣T ( f )(x)∣∣> t})μ({x ∈X : ∣∣T (g)(x)∣∣> t/2})+ μ({x ∈X : ∣∣T (h)(x)∣∣> t/2})
 t−p0‖g‖p0Lp0 (μ) + t−1‖h‖H1(μ)  t−p‖ f ‖pLp(μ),
which implies (2.1) and hence completes the proof of Theorem 2.1. 
3. Proof of Theorem 1.1
In this section, we present the proof of Theorem 1.1. To begin with, we establish the following technical lemma.
Lemma 3.1. Let ε ∈ (0,∞), r ∈ (0,1), ρ ∈ (1,∞), T and Tε be respectively as in (1.12) and (1.13) with the kernel K satisfying
(1.10) and (1.11). If T is bounded from H1(μ) to L1,∞(μ), then there exists a positive constant C , depending on r, such that for all
ε ∈ (0,∞),ρ ∈ (1,∞), all balls B and all functions a ∈ L∞(μ) supported on B,
1
μ(ρB)
∫
B
∣∣Tε(a)(x)∣∣r dμ(x) C‖a‖rL∞(μ).
Proof. By similarity, without loss of generality, we may assume ρ = 2. For any given ball B ≡ B(xB , rB), we consider the
following two cases on rB :
Case (i) rB  diam(suppμ)/40. We ﬁrst claim that there exists a j0 ∈ N such that
μ
(
6 j0 B \ 2B)> 0. (3.1)
Indeed, if for all j ∈ N, μ(6 j B \ 2B) = 0, then we see that μ(X \ 2B) = 0, which implies that suppμ ⊂ 2B , the closure of 2B .
This contradicts to that rB  diam(suppμ)/40 and thus the claim holds.
Now assume that S is the smallest ball of the form 6 j B such that (3.1) holds. We then have that μ(6−1S \ 2B) = 0 and
μ(S \ 2B) > 0. Thus, μ(S \ (6−1S ∪ 2B)) > 0. By this and [9, Lemma 3.3], we choose x0 ∈ S \ (6−1S ∪ 2B) such that the ball
centered at x0 with the radius 6−krS for some k  2 is (6, β6)-doubling. Let B0 be the biggest ball of this form. Then we
see that B0 ⊂ 2S and d(B0, B) rB . We now claim that
δ(B,2S) 1. (3.2)
S. Liu et al. / J. Math. Anal. Appl. 386 (2012) 258–272 265Indeed, if S = 6B , then by Lemma 2.1(ii), we have (3.2). If S ⊃ 62B , then 112 S ⊃ 3B . Notice that in this case, μ(6−1S \2B) = 0
implies that δ(2B, 112 S) = 0. Thus, by this together with (ii) and (iv) of Lemma 2.1, we further have
δ(B,2S) δ(B,2B) + δ
(
2B,
1
12
S
)
+ δ
(
1
12
S,2S
)
= δ(B,2B) + δ
(
1
12
S,2S
)
 1.
Thus (3.2) also holds in this case. This shows the claim.
Moreover, by the deﬁnition of B0, we see that r6(6˜B0)  rS and 2S ⊂ 24(6˜B0). Therefore, by (i) through (iv) of Lemma 2.1,
we have
δ(B0,2S) δ
(
B0,24(6˜B0)
)
 δ(B0, 6˜B0) + δ
(
6˜B0,24(6˜B0)
)
 1. (3.3)
For any a ∈ L∞(μ) supported on B , we deﬁne an atomic block b, supported on 2S , by b ≡ a + cB0χB0 , where cB0 is a
constant such that
∫
X b(x)dμ(x) = 0. Clearly, we have that
‖b‖H1,∞atb (μ) 
[
1+ δ(B,2S)]‖a‖L∞(μ)μ(2B) + [1+ δ(B0,2S)]|cB0 |μ(2B0).
From the choice of cB0 , the doubling property of B0 and the assumption of a, we deduce that cB0 = −
∫
X a(x)dμ(x)/μ(B0)
and
|cB0 |μ(2B0) ‖a‖L1(μ)  ‖a‖L∞(μ)μ(2B). (3.4)
This together with (3.2) and (3.3) implies that
‖b‖H1,∞atb (μ)  ‖a‖L∞(μ)μ(2B). (3.5)
By (1.10), we obtain that for any x ∈ B ,∣∣Tε(cB0χB0)(x)∣∣= ∣∣∣∣ ∫
d(x,y)>ε
K (x, y)cB0χB0(y)dμ(y)
∣∣∣∣
 |cB0 |
∫
B0
∣∣K (x, y)∣∣dμ(y) |cB0 |∫
B0
1
λ(x,d(x, y))
dμ(y).
Notice that for any x ∈ B and y ∈ B0, d(x, y) rB . Then by this together with (1.3), (1.4) and (3.4), we have∣∣Tε(cB0χB0)(x)∣∣ |cB0 | μ(B0)λ(x, rB)  ‖a‖L∞(μ)μ(2B)λ(xB , rB)  ‖a‖L∞(μ). (3.6)
On the other hand, by the boundedness from H1(μ) to L1,∞(μ) of T together with an argument as in the proof of [4,
Lemma 1], we see that for any r ∈ (0,1), there exists a positive constant Cr , depending on r, such that for all b ∈ H1(μ) and
balls B ,∫
B
∣∣Tε(b)(x)∣∣r dμ(x) Cr ‖b‖rH1(μ)[μ(B)]r−1 .
Thus, this estimate together with (3.5) and (3.6) tells us that∫
B
∣∣Tε(a)(x)∣∣r dμ(x) ∫
B
∣∣Tε(b)(x)∣∣r dμ(x) + ∫
B
∣∣Tε(cB0χB0)(x)∣∣r dμ(x)

‖b‖r
H1,∞atb (μ)
[μ(B)]r−1 + μ(B)‖a‖
r
L∞(μ) μ(2B)‖a‖rL∞(μ). (3.7)
Case (ii) rB > diam(suppμ)/40. In this case, without loss of generality, we may assume rB  8diam(suppμ). Then
Remark 1.2(ii) gives that B ∩ suppμ is covered by ﬁnite number balls {B j}Nj=1 with radius rB/800, where N ∈ N. For
j ∈ {1, . . . ,N} and a as in Lemma 3.1, we deﬁne a j ≡ χB j∑N
k=1 χBk
a.
From Case (i), we deduce that (3.7) is true if we replace B by 2B j which contains the support of a j . This, together with
(1.10) and (3.7), implies that
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B
∣∣Tε(a)(x)∣∣r dμ(x) N∑
j=1
∫
2B j
∣∣Tε(a j)(x)∣∣r dμ(x)

N∑
j=1
μ(4B j)‖a j‖rL∞(μ)  ‖a‖rL∞(μ)μ(2B),
which combined with (3.7) completes the proof of Lemma 3.1. 
We now recall some maximal functions in [9,1] as follows. Let f ∈ L1loc(μ) and x ∈ X . The Hardy–Littlewood maximal
function M( f )(x), N( f )(x) and the sharp maximal function M( f )(x) are respectively deﬁned by setting,
M( f )(x) ≡ sup
Bx
1
μ(5B)
∫
B
∣∣ f (y)∣∣dμ(y),
N( f )(x) ≡ sup
Bx
B(6,β6)-doubling
1
μ(B)
∫
B
∣∣ f (y)∣∣dμ(y),
and
M( f )(x) ≡ sup
Bx
1
μ(5B)
∫
B
∣∣ f (y) −mB˜( f )∣∣dμ(y) + sup
x∈B⊂S
B,S(6,β6)-doubling
|mB( f ) −mS( f )|
1+ δ(B, S) , (3.8)
where for any f ∈ L1loc(μ) and ball B , mB( f ) means its average over B , that is,
mB( f ) ≡ 1
μ(B)
∫
B
f (x)dμ(x).
By [9, Proposition 3.5] and [10, Lemma 2.3], we see that for any p ∈ [1,∞), there exists a constant C1 ∈ (1,∞) such that
for all f ∈ Lp(μ) and t ∈ (0,∞),
μ
({
x ∈X : M( f )(x) > t}) C1
t p
‖ f ‖pLp(μ). (3.9)
On the other hand, in [1, Theorem 4.2], Anh and Duong showed that for any f ∈ L1loc(μ), with
∫
X f (x)dμ(x) = 0 if
μ(X ) < ∞, if inf{1,N f } ∈ Lp(μ) for some p ∈ (1,∞), then there exists a positive constant C , independent of f , such
that
‖N f ‖Lp(μ)  C
∥∥M f ∥∥Lp(μ). (3.10)
For each r ∈ (0,1), any f ∈ Lrloc(μ) and x ∈X , deﬁne
Mr( f )(x) ≡
{
sup
Bx
1
μ(5B)
∫
B
∣∣ f (y)∣∣r dμ(y)} 1r ,
and Mr ( f )(x) ≡ {M(| f |r)(x)} 1r .
Applying Lemmas 3.1 and 2.2, we then have the following uniform Lp(μ)-boundedness with p ∈ (1,∞] of Mr ◦ Tε for
all ε ∈ (0,∞).
Lemma 3.2. Let ε ∈ (0,∞), T and Tε be as in Lemma 3.1. Then the following two statements hold.
(i) Let r ∈ (0,1]. Then there exists a positive constant Cr , depending on r, such that for all ε ∈ (0,∞) and f ∈ L∞b (μ),∥∥Mr (Tε f )∥∥L∞(μ)  Cr‖ f ‖L∞(μ). (3.11)
(ii) Let r ∈ (0,1) and p ∈ (1,∞). Then there exists a positive constant Cp,r , depending on p and r, such that for all ε ∈ (0,∞),
f ∈ L∞b (μ) and t ∈ (0,∞),
μ
({
x ∈X : Mr (Tε f )(x) > t
})
 Cp,r
t p
‖ f ‖pLp(μ).
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B
∣∣Tε( f χX\ 43 B)(x)∣∣˜r dμ(x) < ∞.
Thus, for all balls B , |Tε( f χX \ 43 B)(x)| < ∞ μ-almost everywhere on X .
To prove (i), observe that from an argument same as in [7, Lemma 3.1], we conclude that for all r ∈ (0,1) and f ∈ L1loc(μ),
Mr ( f ) M( f ). By this, we see that we only need prove (3.11) in the case that r = 1. To this end, using the argument same
as in [18, p. 148], it suﬃces to prove that for all balls B ⊂ S ,
H1 ≡ 1
μ(5B)
∫
B
∣∣Tε( f )(x) −mB˜(Tε f )∣∣dμ(x) ‖ f ‖L∞(μ), (3.12)
and
H2 ≡
∣∣mB(Tε( f χX\ 43 B))−mS(Tε( f χX\ 43 S))∣∣ [1+ δ(B, S)]‖ f ‖L∞(μ). (3.13)
We ﬁrst prove (3.13). Let N be the smallest integer such that S ⊂ 2N−2B . We then claim that
rS  2N−4rB and 2N−4B ⊂ 2S. (3.14)
Indeed, let B ≡ B(xB , rB) and S ≡ B(xS , rS ). If rS < 2N−4rB , then for any z ∈ S , by xB ∈ S and B ⊂ S , we have
d(z, xB) d(z, xS) + d(xS , xB) < 2rS < 2N−3B.
Thus, S ⊂ 2N−3B , which contradicts to the choice of N . Therefore, rS  2N−4rB which combined with B ⊂ S further implies
that 2N−4B ⊂ 2S . Thus, (3.14) holds.
Obviously, we have
H2 
∣∣mB(Tε( f χX\ 43 B))−mB(Tε( f χX\2N B))∣∣+ ∣∣mB(Tε( f χX\2N B))−mS(Tε( f χX\2N B))∣∣
+ ∣∣mS(Tε( f χX\ 43 S))−mS(Tε( f χX\2N B))∣∣

∣∣mB(Tε( f χ2N B\ 43 B))∣∣+ ∣∣mB(Tε( f χX\2N B))−mS(Tε( f χX\2N B))∣∣+ ∣∣mS(Tε( f χ2N B\ 43 S))∣∣
≡ I1 + I2 + I3.
To prove I3, by (1.4), we see that for any y ∈ S and z ∈ (2N B) \ 43 S ,
λ
(
y,d(y, z)
)∼ λ(z,d(y, z))∼ λ(z,d(xS , z))∼ λ(xS ,d(xS , z)) λ(xS , rS),
which, via (1.10), (3.14) and (1.4), implies that for all y ∈ S ,∣∣Tε( f χ2N B\ 43 S)(y)∣∣=
∣∣∣∣ ∫
d(y, z)>ε
K (y, z) f (z)χ2N B\ 43 S(z)dμ(z)
∣∣∣∣

∫
d(y, z) 13 rS
| f (z)|χ2N B\ 43 S(z)
λ(y,d(y, z))
dμ(z)
 ‖ f ‖L∞(μ) μ(2
N B)
λ(xS , rS)
 ‖ f ‖L∞(μ).
Thus, I3  ‖ f ‖L∞(μ) .
A trivial computation, involving (1.10) and (1.11), shows that for any x ∈ B and y ∈ S , we have∣∣Tε( f χX\2N B)(x) − Tε( f χX\2N B)(y)∣∣ ∣∣Tε( f χX\2N B)(x) − Tε( f χX\2N B)(y)∣∣

[
‖ f ‖L∞(μ)
∫
X\2N B
∣∣K (x, z) − K (y, z)∣∣dμ(z)] ‖ f ‖L∞(μ).
This via the fact that
I2 
1
μ(B)μ(S)
∫
B
∫
S
∣∣Tε( f χX\2N B)(x) − Tε( f χX\2N B)(y)∣∣dμ(x)dμ(y)
gives the desired estimate that I2  ‖ f ‖L∞(μ) .
268 S. Liu et al. / J. Math. Anal. Appl. 386 (2012) 258–272To estimate I1, from (3.14), (1.10), and (i) and (ii) of Lemma 2.1, we deduce that for all y ∈ B ,∣∣Tε( f χ2N B\ 43 B)(y)∣∣ ‖ f ‖L∞(μ)
[ ∫
2N B\2N−4B
1
λ(y,d(y, z))
dμ(z) +
∫
2N−4B\2B
+· · · +
∫
2B\ 43 B
+· · ·
]
 ‖ f ‖L∞(μ)
[
1+ δ(B, S)],
and hence I1  ‖ f ‖L∞(μ)[1+ δ(B, S)]. Combining the estimates for I1 through I3, we obtain (3.13).
To prove (3.12), for any ball B , we set hB ≡mB(Tε( f χX \ 43 B)). If we can show that
1
μ(5B)
∫
B
∣∣Tε( f )(x) − hB ∣∣dμ(x) ‖ f ‖L∞(μ), (3.15)
then by this and (3.13), we obtain
H1 
1
μ(5B)
∫
B
∣∣Tε f (x) − hB ∣∣dμ(x) + |hB − hB˜ | + ∣∣hB˜ −mB˜(Tε f )∣∣
 ‖ f ‖L∞(μ) +
[
1+ δ(B, B˜)]‖ f ‖L∞(μ) + 1
μ(B˜)
∣∣∣∣∫
B˜
[
Tε f (x) − hB˜
]
dμ(x)
∣∣∣∣
 ‖ f ‖L∞(μ),
and the desired inequality (3.12) follows.
We now turn to the proof of (3.15). To this end, for a ﬁxed ball B and any f ∈ L∞b (μ), we decompose f as
f = f χ 4
3 B
+ f χX\ 43 B ≡ f1 + f2.
Write
1
μ(5B)
∫
B
∣∣Tε( f )(x) − hB ∣∣dμ(x)
 1
μ(5B)
∫
B
∣∣Tε( f )(x) − Tε( f2)(x)∣∣dμ(x) + 1
μ(5B)
∫
B
∣∣Tε( f2)(x) − hB ∣∣dμ(x)
 1
μ(5B)
∫
B
∣∣Tε( f1)(x)∣∣dμ(x) + 1
μ(5B)
∫
B
∣∣Tε( f2)(x) − hB ∣∣dμ(x).
Notice that Lemma 3.1 shows that
1
μ(5B)
∫
B
∣∣Tε( f1)(x)∣∣dμ(x) ‖ f ‖L∞(μ).
On the other hand, for any x, y ∈ B , an easy computation, involving (1.10) and (1.11), gives that∣∣Tε( f2)(x) − Tε( f2)(y)∣∣ ‖ f ‖L∞(μ) ∫
X\ 43 B
∣∣K (x, z) − K (y, z)∣∣dμ(z) ‖ f ‖L∞(μ).
Thus, we obtain that for all x ∈ B ,∣∣Tε( f2)(x) − hB ∣∣= 1
μ(B)
∣∣∣∣∫
B
[
Tε( f2)(y) − Tε( f2)(x)
]
dμ(y)
∣∣∣∣ ‖ f ‖L∞(μ),
which implies that
1
μ(5B)
∫
B
∣∣Tε( f2)(x) − hB ∣∣dμ(x) ‖ f ‖L∞(μ).
Thus, (3.15) holds, which completes the proof of (i).
To prove (ii), for any ﬁxed t > 0 and f ∈ L∞b (μ), applying Lemma 2.2, we obtain that with the notation same as in the
proof of Theorem 2.1, f = g+h. Moreover, by Lemma 2.2, we see that ‖g‖L∞(μ)  t , h ∈ H1(μ) and ‖h‖H1(μ)  t1−p‖ f ‖pp .L (μ)
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r (Tε g)∥∥L∞(μ)  ‖g‖L∞(μ)  C5t. (3.16)
By the deﬁnitions of Mr and M

r , we see that there exists a positive constant C6, independent of ε, f , g and h,
Mr
(
Tε( f )
)
 C6
[
Mr (Tε g) + Mr(Tεh)
]
. (3.17)
From (3.17) and (3.16), we deduce that
μ
({
x ∈X : Mr (Tε f )(x) > C6(C5 + 1)t
})
μ
({
x ∈X : Mr(Tεh)(x) > t
})
. (3.18)
Obviously, we have{
Mr(Tεh)
}r  {Mr([Tεh]χ{x∈X : |Tεh(x)|C5t/2 1r })}r + {Mr([Tεh]χ{x∈X : |Tεh(x)|>C5t/2 1r })}r,
and ∥∥Mr([Tεh]χ{x∈X : |Tεh(x)|C5t/2 1r })∥∥L∞(μ)  ∥∥(Tεh)χ{x∈X : |Tεh(x)|C5t/2 1r }∥∥L∞(μ)  C5t2 1r .
From these two estimates together with the boundedness of M from L1(μ) to L1,∞(μ) (see (3.9) in the case that p = 1)
and the assumption that the boundedness of T from H1(μ) to L1,∞(μ), it follows that
μ
({
x ∈X : Mr(Tεh)(x) > C5t
})
μ
({
x ∈X : M(|Tεh|rχ{y∈X : |(Tεh)(y)|>C5t/2 1r })(x) > (C5t)r2
})
 t−r
∫
X
∣∣(Tεh)(x)χ{x∈X : |Tεh(x)|>C5t/2 1r }(x)∣∣r dμ(x)
 t−rμ
({
x ∈X : ∣∣Tεh(x)∣∣> C5t/2 1r }) C5t/2
1
r∫
0
sr−1 ds + t−r
∞∫
C5t/2
1
r
sr−1μ
({
x ∈X : ∣∣Tεh(x)∣∣> s})ds
μ
({
x ∈X : ∣∣Tεh(x)∣∣> C5t/2 1r })+ 1
t
sup
sC5t/2
1
r
sμ
({
x ∈X : ∣∣Tεh(x)∣∣> s})

‖h‖H1(μ)
t
 t−p‖ f ‖pLp(μ).
This together with (3.18) yields (3.12), which completes the proof of (ii) and hence of Lemma 3.2. 
To show Theorem 1.1, we also need a variant of [1, Theorem 4.2] as follows.
Lemma 3.3. For any f ∈ L1loc(μ), with
∫
X f (x)dμ(x) = 0 if μ(X ) < ∞, if inf{1,N f } ∈ Lp0(μ) for some p0 ∈ (1,∞), then for any
p ∈ [p0,∞), there exists a positive constant Cp , depending on p but independent of f , such that
sup
t>0
t pμ
({
x ∈X : N f (x) > t}) C sup
t>0
t pμ
({
x ∈X : M f (x) > t}). (3.19)
Proof. Since the proof for μ(X ) < ∞ is similar, we only prove Lemma 3.3 in the case that μ(X ) = ∞. Furthermore, we
ﬁrst assume that p ∈ [p0,∞) and f ∈ Lp(μ). Then by (15) in [1, p. 13], we see that there exists some ν ∈ (0,1) such that
for all ε ∈ (0,∞), there exists some δ ∈ (0,∞), independent of ε, such that for all t ∈ (0,∞),
μ
({
x ∈X : N f (x) > (1+ ε)t, M f (x) δt}) νμ({x ∈X : N f (x) > t}). (3.20)
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sup
t>0
t pμ
({
x ∈X : N f (x) > t})
= sup
t>0
[
(1+ ε)t]pμ({x ∈X : N f (x) > (1+ ε)t})
 sup
t>0
[
(1+ ε)t]pμ({x ∈X : N f (x) > (1+ ε)t, M f (x) δt})+ sup
t>0
[
(1+ ε)t]pμ({x ∈X : M f (x) > δt})
 ν(1+ ε)p sup
t>0
t pμ
({
x ∈X : N f (x) > t})+ C˜ sup
t>0
t pμ
({
x ∈X : M f (x) > t}), (3.21)
where C˜ is a positive constant depending on ε and δ. By letting ε ∈ (0,1) in (3.21) such that ν(1 + ε)p < 1, we then
complete the proof of (3.19) in the case that f ∈ Lp(μ).
Now suppose that f /∈ Lp(μ) for p ∈ [p0,∞), but inf{1,Nf } ∈ Lp0(μ). For each k ∈ N, let
fk(x) ≡
{
f (x), | f (x)| k;
kf (x)
| f (x)| , | f (x)| > k.
Observe that for all k, M fk  M f (see also [18, Lemma 3.3]). On the other hand, by [9, Corollary 3.6], we see that
| f | N( f ) (3.22)
μ-almost everywhere on X , which further implies that | fk| k inf{1, | f |} k inf{1,N f } μ-almost everywhere on X . Thus,
from the assumption inf{1,Nf } ∈ Lp0(μ), it follows that fk ∈ Lp0(μ) for all k ∈ N. Observe that for each k ∈ N, fk ∈ L∞(μ),
and hence fk ∈ Lp(μ) for all p ∈ [p0,∞). Therefore, using these facts and (3.19) with f replaced by fk , we have that for all
p ∈ [p0,∞),
sup
t>0
t pμ
({
x ∈X : N fk(x) > t
})
 sup
t>0
t pμ
({
x ∈X : M fk(x) > t
})
 sup
t>0
t pμ
({
x ∈X : M f (x) > t}),
which combined with the Fatou Lemma then completes the proof of Lemma 3.3. 
Proof of Theorem 1.1. By an argument similar to that of [12, Theorem 4.2], we see that if T is bounded on L2(μ), then T is
also bounded from H1(μ) to L1(μ), and hence T is bounded from H1(μ) to L1,∞(μ). Thus, to prove Theorem 1.1, we only
need to prove that if T is bounded from H1(μ) to L1,∞(μ), then T is also bounded on L2(μ).
Assume now that T is bounded from H1(μ) into L1,∞(μ). Choose r ∈ (0,1). For each f ∈ L∞b (μ) which satisﬁes∫
X f (x)dμ(x) = 0, it is easy to verify that f ∈ H1(μ). We now consider the following two cases for μ(X ).
Case (i) μ(X ) = ∞. In this case, by the boundedness of T from H1(μ) to L1,∞(μ), we see that Tε f ∈ L1,∞(μ), which
implies that inf{1,N(|Tε f |r)} ∈ L 2r (μ). Indeed, if for all r ∈ (0,1) and f ∈ L1loc(μ), let Nr( f ) ≡ [N(| f |r)]
1
r , then∫
X
[
inf
{
1,N
(∣∣Tε f (x)∣∣r)}] 2r dμ(x) = ∫
X
[
inf
{
1,Nr
(∣∣Tε f (x)∣∣)}]2 dμ(x)
= 2
2∫
0
tμ
({
x ∈X : inf{1,Nr(Tε f )(x)}> t})dt
+ 2
∞∫
2
tμ
({
x ∈X : inf{1,Nr(Tε f )(x)}> t})dt

2∫
0
tμ
({
x ∈X : inf{1,Nr(Tε f )(x)}> t})dt

∥∥Nr(Tε f )∥∥L1,∞(μ)  ‖Tε f ‖L1,∞(μ) < ∞,
where in the last inequality, we used the boundedness of Nr on L1,∞(μ), which is a simple corollary of [10, Lemma 2.3(ii)]
and Nr( f ) Mr( f ). Thus, inf{1,N(|Tε f |r)} ∈ L 2r (μ). From this, Lemma 3.3 and Lemma 3.2(ii) together with (3.22), it follows
that for all p ∈ [2,∞) and f ∈ L∞(μ),b
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t>0
t pμ
({
x ∈X : ∣∣Tε f (x)∣∣> t}) sup
t>0
t pμ
({
x ∈X : Nr(Tε f )(x) > t
})
= sup
s>0
s
p
r μ
({
x ∈X : N(|Tε f |r)(x) > s})
 sup
s>0
s
p
r μ
({
x ∈X : M(|Tε f |r)(x) > s})
∼ sup
t>0
t pμ
({
x ∈X : Mr (Tε f )(x) > t
})
 ‖ f ‖pLp(μ). (3.23)
Using a density argument, we see that Tε is bounded from Lp(μ) to Lp,∞(μ) for all p ∈ [2,∞) with the bound independent
of ε, which together with the uniform boundedness of Tε from H1(μ) to L1,∞(μ) and Theorem 2.1 completes the proof of
Theorem 1.1 in this case.
Case (ii) μ(X ) < ∞. In this case, we have that for all p ∈ (1,∞], f ∈ L∞b (μ) and
∫
X f (y)dμ(y) = 0, then f ∈ H1(μ) and
‖ f ‖H1(μ) 
[
μ(X )]1− 1p ‖ f ‖Lp(μ). (3.24)
By (3.22), for μ-almost every x ∈X , we have∣∣Tε f (x)∣∣ [N(|Tε f |r)(x)]1/r

{
N
(
|Tε f |r − 1
μ(X )
∫
X
|Tε f |r dμ
)
(x)
}1/r
+
[
1
μ(X )
∫
X
∣∣Tε f (x)∣∣r dμ(x)]1/r
≡ E(x) + F.
From (3.10), the sublinear property of M , the fact that M( 1μ(X )
∫
X |Tε f (y)|r dμ(y)) = 0, and Lemmas 3.3 and 3.2, it follows
that for all p ∈ [2,∞),
sup
t>0
t pμ
({
x ∈X : E(x) > t}) sup
t>0
t pμ
({
x ∈X :
{
N
(
|Tε f |r − 1
μ(X )
∫
X
∣∣Tε f (y)∣∣r dμ(y))(x)}1/r > t})
 sup
t>0
t pμ
({
x ∈X :
{
M
(
|Tε f |r − 1
μ(X )
∫
X
∣∣Tε f (y)∣∣r dμ(y))(x)}1/r > t})
 sup
t>0
t pμ
({
x ∈X : Mr (Tε f )(x) > t
})
 ‖ f ‖pLp(μ).
Applying the boundedness of Tε from H1(μ) to L1,∞(μ) together with (3.24), we obtain
∫
X
∣∣Tε f (x)∣∣r dμ(x) = r
‖ f ‖H1(μ)/μ(X )∫
0
tr−1μ
({
x ∈X : ∣∣Tε f (x)∣∣> t})dt
+ r
∞∫
‖ f ‖H1(μ)/μ(X )
tr−1μ
({
x ∈X : ∣∣Tε f (x)∣∣> t})dt
μ(X )
‖ f ‖H1(μ)/μ(X )∫
0
tr−1 dt + ‖ f ‖H1(μ)
∞∫
‖ f ‖H1(μ)/μ(X )
tr−2 dt

[
μ(X )]1−r‖ f ‖rH1(μ)  [μ(X )]1− rp ‖ f ‖rLp(μ),
which implies that F [μ(X )]− 1p ‖ f ‖Lp(μ) . From this, we further deduce that
sup
t>0
t pμ
({x ∈X : F > t}) ‖ f ‖pLp(μ).
Combining the estimates for E(x) and F, we see that (3.23) also holds for all p ∈ [2,∞) in this case. Thus, Tε is bounded
from Lp(μ) to Lp,∞(μ) for all p ∈ [2,∞). Another application of Theorem 2.1 combined with this fact and the uniform
boundedness of Tε from H1(μ) to L1,∞(μ) then completes the proof of Theorem 1.1. 
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