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Kurzfassung
In dieser Arbeit werden das aktuelle Vorgehen und die Prozesse in der automo-
bilen Produktentwicklung sowie die etablierten Methoden für die Entwicklung,
Verifikation und Validierung von Fahrzeugregelungsfunktionen analysiert. Dem
wird eine Taxonomie und Analyse aktueller Serienanwendungen und Forschungs-
konzepte gegenüber gestellt. Ziel ist es, durch eine ganzheitliche Betrachtung die
aktuellen Rahmenbedingungen und Herausforderungen bei der Entwicklung inno-
vativer Funktionen für die Automatisierung der Fahraufgabe zu identifizieren. Auf
dieser Grundlage wird ein neuartiges Konzept für die Entwicklung und den Test
prädiktiver Fahrzeugregelungsfunktionen erarbeitet.
Das Kernstück des entwickelten Konzepts stellt die Reactive-Replay Methode dar.
Sie ermöglicht eine enge Verzahnung von Erprobungsfahrten in der realen Welt mit
der Ausführung der entwickelten Fahrzeugfunktion innerhalb einer Simulationsum-
gebung. Die adaptive Wiedergabe von während der Erprobung aufgezeichneten
Daten des fahrzeuginternen Kommunikationsnetzes ermöglicht einen nahtlosen
Übergang von der realen Welt im Fahrzeug in die Simulation im Büro. Auf diese
Weise können in der Realität aufgetretene Situationen und Szenarien detailliert und
unter Laborbedingungen untersucht und für Tests wiederverwendet werden. Darüber
hinaus ermöglicht dieser Ansatz eine effiziente Generierung valider Testszenarien,
die durch ihre Vielfältigkeit und Varianz zu einer verbesserten Testabdeckung
beitragen.
Um die entwickelte Methode systematisch in den produktiven Alltag der Funktions-
entwicklung zu integrieren, wird ein schlankes, iteratives Vorgehen zur prozessualen
Integration der Reactive-Replay Methode vorgeschlagen. Die Verifikation in der
Simulationsumgebung wird so mit der Validierung in der Fahrzeugerprobung ge-
koppelt. Dies unterstützt die frühzeitige und durchgängige Qualitätsbewertung
der entwickelten Fahrzeugfunktion. Weiter wird eine Methode zur kontinuierlichen
Überprüfung von Anforderungen während der Simulationsausführung untersucht.
Ein Ansatz zur effizienten Auswahl von Testszenarien auf Basis der innerhalb eines




In this thesis the current procedure and processes in the automotive product
development as well as the established methods for the development, verification
and validation of automotive systems are analyzed. This is contrasted with a
taxonomy and analysis of current series applications and research concepts. The
aim is to identify the current requirements and challenges in the development of
innovative functions for assisted and automated driving through a holistic view.
On this basis a new concept for the development and test of predictive vehicle
control functions is developed.
As the core feature of this new concept, the Reactive-Replay method allows
close interlinking of real-world trials with the execution of the developed vehicle
function within a simulation environment. The adaptive replay of vehicle-internal
communication data recorded during t enables a seamless transition from the real
world to the simulation. In this way, situations and scenarios occurring in reality
can be investigated in detail and under laboratory conditions and re-used for tests.
In addition, the approach allows efficient generation of valid test scenarios that
contribute to improved test coverage through their versatility and variance.
In order to integrate the developed method into the daily productive development
activities, the Reactive-Replay based verification is coupled with the real world
trials in a lean and iterative procedure. Furthermore, a method for the continuous
verification of requirements during the simulation execution is examined. An
approach for the efficient selection of test scenarios on the basis of parameter value
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1 Einleitung
Dieses Kapitel leitet das Themengebiet der vorliegenden Dissertation anhand der
Digitalisierung und der Innovationskraft Software-getriebener Kundenfunktionen
im Automobilbereich ein. Darauf folgt die wissenschaftliche Zielsetzung der Arbeit,
deren Umfeld und Rahmenbedingungen sowie deren Aufbau.
1.1 Motivation
Die digitale Revolution [1] führt zu einem rasanten Wandel zentraler Bereiche un-
serer Gesellschaft und Arbeitswelt. Mit dem Anstieg der technischen Kapazitäten
zur Informationsverarbeitung und -speicherung wächst auch die Menge digitaler In-
formationen. Weiter ermöglichen Breitbandtechnologien zur Datenübertragung die
Vernetzung mobiler Systeme unterschiedlichster Bereiche. Insbesondere am Beispiel
des Automobils kann die Digitalisierung und Vernetzung aufgezeigt werden.
Im Automobilsektor liegt ein wesentlicher Anteil der Innovationskraft neuer Fahr-
zeuggenerationen in Kundenfunktionen, welche zunehmend in Software realisiert
werden. Berlinghaus [2] formuliert drastisch: „Elektronik und Software beherrschen
die Innovationen im Auto“. Hierin liegt gleichzeitig ein hohes Differenzierungspoten-
tial der verschiedenen Automobilhersteller [3]. Dieses Differenzierungspotential ver-
schärft den Konkurrenzdruck und öffnet den Markt für neue Akteure. Insbesondere
Innovationen im Bereich der Unterhaltungselektronik, wie leistungsstarke Smartpho-
nes und Tablets, dringen über Anwendungen und Services in den Automobilsektor
vor. Beispielsweise können Navigationsapps mit Online-Verkehrsinformationen auf
Augenhöhe mit den fest in das Infotainment der Fahrzeuge integrierten Navigati-
onslösungen konkurrieren [4].
Das automatisierte Fahren und die vernetzte Mobilität [5] tragen zusätzlich zum
schnellen Wachstum der Software-getriebenen Innovationen bei. Dies steigert die
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Produktkomplexität weiter [6]. Abbildung 1.1 skizziert die zunehmende Produkt-
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Abbildung 1.1: Das Wachstum Software-getriebener Innovationen trägt maßgeblich zu einer
erhöhten Produktkomplexität bei [6].
Diese Komplexitätszunahme führt die gängigen Vorgehensweisen in der Entwicklung,
Verifikation und Validierung von Fahrzeugsystemen an ihre Grenzen. Beispielsweise
wurde in einer Studie für die Freigabe eines automatisierten Autobahnpiloten durch
Erprobung in der realen Welt statistisch ein benötigter Testumfang von 6 Milliarden
Testkilometer berechnet [7]. Dieser Testumfang ist mit Erprobungsträgern und
Realfahrten nicht realisierbar. Zudem sind in dieser Abschätzung des Testumfangs
sehr viele redundante und für die Absicherung nicht relevante Situationen und
Abschnitte enthalten. Um den Testumfang bei gleicher Testabdeckung zu verringern,
werden neuartige Ansätze benötigt, die zu einer Komprimierung des benötigten
Testumfangs beitragen. Sie sollen es den Entwicklern ermöglichen, einen Fokus
auf relevante Szenarien und Situationen zu legen, in denen das System derartig
beansprucht wird, dass die eigentliche Systemqualität beurteilt werden kann [8].
Diese ausgewählten Szenarien müssen dann sowohl in der Simulation getestet, als
auch in der realen Welt erprobt werden.
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1.2 Zielsetzung der Arbeit
Um die im Zuge der Digitalisierung zunehmende Produktkomplexität auch zukünftig
beherrschbar zu halten, liefert diese Dissertation einen Beitrag zur Weiterentwick-
lung der im Automotive Systems Engineering (ASE) eingesetzten Vorgehensweisen
und Methoden. Der Schwerpunkt der Arbeit liegt auf der Erforschung innovati-
ver Methoden und Ansätze für die Entwicklung und den Test von prädiktiven
Fahrzeugregelungsfunktionen sowie deren Integration in die etablierten Prozesse
und Vorgehensweisen im Automobilsektor. Basierend auf einer Analyse des Stands
der Technik und der Anforderungen durch zukünftige Fahrzeugfunktionen stehen
folgende Fragestellungen im Fokus:
• Welche besonderen Herausforderungen an die Prozesse und Methoden des
Systems Engineering ergeben sich durch prädiktive Fahrzeugregelungsfunk-
tionen?
• Wie können virtuelle Methoden für die Entwicklung und den Test von Fahr-
zeugfunktionen gestärkt werden und einen größeren Beitrag zur Produktent-
wicklung leisten?
• Kann eine Methode entwickelt werden, die virtuelle Ansätze mit den Erpro-
bungen in der realen Welt verbindet und kann dies die Absicherungstiefe
verbessern?
Neben dem methodischen Fokus entstehen aus der Entwicklungsperspektive weitere
Fragen in Bezug auf die Vorgehensweise und Abläufe während der Produktentwick-
lung, die unter Berücksichtigung des aktuellen Wissensstands in der Forschung
untersucht werden:
• Wie können die Methoden im produktiven Alltag effizient eingesetzt werden,
um schlanke und agile Prozesse und Abläufe zu erreichen?
• Wie kann die Testabdeckung von automatisierten Fahrfunktionen bewer-





Diese Dissertation entstand im Rahmen der Zusammenarbeit zwischen dem FZI For-
schungszentrum Informatik und der Dr. Ing. h.c. F. Porsche AG, deren Projekte im
Bereich prädiktive Assistenzsysteme die Ausrichtung der Forschungsarbeit prägten.
Während der Promotionszeit wurde dort mit dem Prädiktiver Abstandsregeltem-
pomat (Predictive Cruise Control, PCC) eine Kundenfunktion zur zeit-, energie-
und komfortoptimierten Längsführung erforscht, entwickelt und in einem Serien-
fahrzeug in den Markt eingeführt. Daher stand für alle entwickelten Methoden und
Ansätze deren Anwendbarkeit im produktiven Alltag eines Entwicklungsprojekts
im Fokus.
1.4 Aufbau
Der Aufbau dieser Dissertation ist in Abbilung 1.2 dargestellt. Dem Stand der
Technik zu Vorgehensmodellen und Prozessen in der Systementwicklung in Kapitel 2
und zu Methoden für die Entwicklung, Verifikation und Validierung in Kapitel 3 wird


















Neues Konzept für die Entwicklung und den Test prädiktiver 
Fahrzeugregelungsfunktionen
Kapitel 6
Reactive-Replay - Messdatenbasierte Closed-Loop Simulation
Kapitel 7





Abbildung 1.2: Aufbau der Dissertation.
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1.4 Aufbau
In Kapitel 5 werden auf Basis der vorhergehenden Analysen aktuelle Herausforde-
rungen identifiziert und gleichzeitig ein neues Konzept für die Entwicklung und
den Test prädiktiver Fahrzeugregelungsfunktionen vorgestellt. In Kapitel 6 wird
die Reactive-Replay Methode als innovativer Kern dieser Dissertation und als
neuartiger Ansatz zur Verzahnung eingesetzter Simulationstechniken und Erpro-
bungsfahrten in der realen Welt präsentiert. Die systematische Integration der
Reactive-Replay Methode in das Entwicklungsvorgehen wird im darauf folgenden
Kapitel 7 diskutiert. Kapitel 8 fasst die Ergebnisse dieser Arbeit zusammen und
zeigt im Ausblick mögliche Anknüpfungspunkte auf.
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2 Vorgehensmodelle und Prozessreferenzen für die
System- und Softwareentwicklung
Der Begriff Systems Engineering beschreibt den ingenieurmäßigen Systementwurf.
Dieser umfasst neben Prozess und Vorgehen die angewandten Methoden, sowie
die verwendeten Werkzeuge. Prozesse widmen sich in diesem Kontext der Struktu-
rierung und Regelung des zeitlich ausgedehnten Vorgangs der Systementwicklung.
Methoden strukturieren und regeln ein Vorgehen zur Erlangung gewünschter Er-
kenntnisse oder Ergebnisse. Dieses Kapitel führt die verschiedenen Teilaspekte
der Produktkomplexität ein, die die Notwendigkeit eines strukturierten und inge-
nieurmäßigen Vorgehens in der Automobilentwicklung begründen. In Abschnitt
2.2 werden die wichtigsten Grundlagen der Systementwicklung mit Bezug zur
Elektrik/Elektronik (E/E) in Automobilen dargelegt. Darauf folgend stellt das
Kapitel verschiedene Vorgehensmodelle aus der System- und Softwareentwicklung,
sowie deren Anwendung in einem exemplarischen Produktentwicklungsprozess der
Automobilindustrie dar.
2.1 Komplexität des Systementwurfs
Der Begriff der Komplexität1 wird häufig unspezifisch verwendet und unterliegt
unterschiedlichen und kontextabhängigen Definitionen. Renner [9] liefert die in
Abbildung 2.1 dargestellte Zusammenfassung der systemtheoretischen Bedeutung
des Begriffs Komplexität im Kontext des Automobils:
1 „Vielschichtigkeit; das Ineinander vieler Merkmale“, Duden, http://www.duden.de/
rechtschreibung/Komplexitaet
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2 Vorgehensmodelle und Prozessreferenzen
Definition 2.1 (Komplexität). Die Komplexität von Produkten setzt sich aus der
Vielfalt (Anzahl und Unterschiedlichkeit der einzelnen Elemente), der Konnektivi-
tät (Anzahl und Unterschiedlichkeit an Beziehungen), der internen Dynamik des
Systems, den Wechselwirkungen mit dem Umfeld sowie den im System enthaltenen
Unschärfen zusammen.
Weitere Komplexitätstreiber, und damit Gründe für ein methodisches Vorgehen
in der Automobilentwicklung, sind die weltweilt verteilten Absatzmärkte und
einhergehenden gesetzlichen und gesellschaftlichen Rahmenbedingungen, sowie ein
durch den Kunden erwarteter mehrjähriger Produktlebenszyklus und der damit
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Abbildung 2.1: Verschiedene Teilaspekte der Produktkomplexität [9]
Für den Umgang mit diesen vielfältigen Aspekten der Produkt- und Entwick-
lungskomplexität existieren unterschiedliche Ansätze des Systems und Software
Engineering. Den verwendeten Ansätzen liegen verschiedene Prinzipien zugrunde.
Durch Abstraktion wird ein komplexes Objekt auf die für die jeweilige Tätigkeit
relevanten Informationen reduziert, um dessen Handhabung zu vereinfachen. Eine
ähnliche Informationsreduktion wird mit dem Prinzip der Kapselung und dem
verstecken von Informationen (Information-Hiding) verfolgt. Dekomposition und
Modularisierung beschreiben die Aufteilung eines großen, komplexen Problems in
mehrere kleinere, einfacher zu lösende Teilprobleme. Eine detaillierte Definition in
Bezug auf das Software Engineering bietet Bourque [10].
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2.2 Strukturierung der Elektrik/Elektronik-Entwicklung im
Automobilsektor
Das Prinzip der Kapselung findet in der Automobilentwicklung durch die übliche
Unterteilung in fachliche Kompetenzbereiche Anwendung, die ihren Ursprung in der
mechanischen Modularisierung der Fahrzeuge haben. Diese Modularisierung spiegelt
sich in der Organisationsstruktur der Entwicklungsabteilungen und der technischen
Architektur der E/E-Systeme wider [11]. Diese Spiegelung wird als „Conway’s
Law“ bezeichnet [12]. Die Kommunikationsnetzwerke sind dezentral ausgelegt und
entsprechend der Kompetenzbereiche in sogenannte Fahrzeugdomänen strukturiert
[13]. Ein zentrales Gateway dient als Knotenpunkt zur Quervernetzung zwischen
den voneinander unabhängigen Teilnetzwerken der einzelnen Domänen [14, 15].
Weber [11] beschreibt eine gängige Aufteilung der E/E-Systeme und Ausstattungs-
merkmale (Feature) in die Fahrzeugdomänen Antriebsstrang, Chassis, Karosserie
(Body), Infotainment und passive Sicherheit (Safety). Eine ähnliche Aufteilung wird
auch in einem Kompendium zur Automobilelektronik der Robert Bosch GmbH
beschrieben [16]. Tabelle 2.1 beinhaltet die durch Weber vorgenommene Zuordnung
von Ausstattungsmerkmalen zu den Fahrzeugdomänen.
Fahrzeugdomäne Zugehörige Beispielfeatures
Antriebsstrang Motorsteuergerät, Getriebesteuergerät, Kraftstoffpumpe,
On-Board-Diagnose
Chassis Antiblockiersystem (ABS), Elektronische Stabilitätskon-
trolle (Electronic Stability Control, ESC), Traktionskon-
trolle
Karosserie Schließsystem, Fensterheber, Scheibenwischer, Sitze, Kli-
matisierung
Infotainment Kombiinstrument, Navigationssystem, Audio, Video, Tele-
fonie
Passive Sicherheit Airbags, Gurtstraffer, Überrollschutzsystem
Tabelle 2.1: Zuordnung von E/E-Features zu Fahrzeugdomänen nach [11, 16]
Die Unterteilung der mechanisch dominierten Baugruppen Antriebsstrang, Chassis
und Karosserie reflektiert den Produktionsprozess. Die Montage der Baugruppen
erfolgt zunächst unabhängig voneinander. Die Komponenten des Antriebsstrangs
und des Chassis werden abhängig der gewählten Umsetzung2 zusammengeführt
2 z. B. Plattformrahmen, „Space Frame“ oder Monocoque
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und während des als Hochzeit bezeichneten Produktionsschritts mit der Karos-
serie vereinigt [17]. Diese Modularisierung unterstützt die Spezialisierung der in
Entwicklung und Produktion eingesetzten Methoden und Techniken, sowie der
beteiligten Personen. Die ergänzenden Fahrzeugdomänen Infotainment und Safety
verdeutlichen deren großen Anteil an der Gesamtheit der E/E Komponenten, bzw.
die besondere Kritikalität der darin enthaltene Features. Die Domäne Safety bein-
haltet, wie in Tabelle 2.1 dargestellt, Features der passiven Sicherheit und sollte
nicht mit der funktionalen Sicherheit (Functional Safety) verwechselt werden.
Neben der Digitalisierung ist die Elektrifizierung aktuell ein wichtiger Innovations-
treiber der Automobilindustrie. Die Einführung von 48 Volt-Netzen für Hybrid-
Elektrofahrzeuge und von Hochspannungsnetzen für vollelektrische Fahrzeuge
beruht auf dieser Entwicklung. Um sie zu berücksichtigen, werden die nach Weber
[11] etablierten Fahrzeugdomänen, dargestellt in Tabelle 2.1, in dieser Arbeit um
eine Bordnetz-Domäne ergänzt. Diese erlaubt eine von der übrigen Entwicklung
losgelöste Betrachtung dedizierter Fragestellungen der Batterie-, Starkstrom- und
Hochspannungstechnik und eine Konzentration des erarbeiteten Fach- und Exper-
tenwissens. Die resultierende Aufteilung der Fahrzeugdomänen ist in Abbildung
2.2 dargestellt.
Antriebsstrang
Features, die dem Vortrieb des Fahrzeugs 
dienen
Karosserie (Body)
Mit der Karosserie 
verbundene Features
Infotainment
Features zur Information 
und Unterhaltung des Fahrers und der 
Insassen
Chassis







Features für den Betrieb
und die Stabilisierung der Stromversorgung
Abbildung 2.2: Aufteilung des Gesamtfahrzeugs in fachspezifische Fahrzeugdomänen
In einer stark vereinfachten und abstrakten Darstellung besteht das E/E-System
eines Fahrzeugs aus der in Abbildung 2.3 dargestellten Wirkkette eines Sensors zur
Wahrnehmung, eines Steuergeräts (Electronic Control Unit, ECUs) zur Informati-
onsverarbeitung und eines Aktuators zur Ausführung.
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E/E-System
AktuatorSteuergerät (ECU)Sensor
Abbildung 2.3: Vereinfachte Darstellung eines aus einem Sensor, einem Steuergerät und
einem Aktuator bestehenden E/E Systems
(vergl. [18])
Die Definitionen der Begriffe Steuergerät, Sensor und Aktuator liefert [18] mit:
Definition 2.2 (Steuergerät). Ein Steuergerät (Electronic Control Unit, ECU) ist
die physische Umsetzung eines eingebetteten Systems. Es ist die Kontrolleinheit
eines mechatronischen Systems, das Sensoren und Aktoren als Peripherie besitzen
kann.
Definition 2.3 (Sensor). Ein Sensor (lat. sentire - fühlen), ist ein Fühler oder
Aufnehmer, der eine physikalische oder chemische (meist nichtelektrische) Größe
in eine elektrische Größe umsetzt.
Definition 2.4 (Aktuator). Ein Aktuator (lat. agere - handeln), setzt Signale ge-
ringer Leistung, die Stellinformationen beinhalten, in leistungbehaftete Signale um,
die in einer zur Prozessbeeinflussung notwendigen Energieform vorliegen. Sie bilden
die Schnittstelle zwischen elektrischer Signal- bzw. Informationsverarbeitung und
dem Prozess, also der Mechanik.
Die E/E Systeme im Fahrzeug sind, bis auf wenige Ausnahmen in der Infotainment
Domäne, als Echtzeitsysteme realisiert. Sax [19] definiert dazu:
Definition 2.5 (Echtzeitsystem). Verarbeitet ein System seine Eingangs- und Zu-
standsgrößen innerhalb eines vorgegebenen Zeitintervalls garantiert und erzeugt
in diesem Zeitintervall die zugehörigen Ausgangs- und Zustandsgrößen, so spricht
man von einem Echtzeitsystem.
Definition 2.6 (Echtzeit). Von „harter Echtzeit“ spricht man, wenn ein Echtzeit-
system die Einhaltung des Echtzeitkriteriums unter allen Umständen garantiert,
bzw. Verstöße detektiert und geeignete Fehlermaßnahmen einleitet.
Von weicher Echtzeit spricht man dagegen, wenn ein System nur in den meisten
Fällen das Echtzeitkriterium erfüllt.
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2.2.1 Fahrzeugkommunikationsstruktur
Im Kontext des Gesamtfahrzeugs wird die Komplexität des E/E Anteils an der
E/E-Topologie aktueller Fahrzeuggenerationen sichtbar. Eine Vielzahl verteilter
Steuergeräte ist über die Fahrzeugkommunikationsstruktur untereinander verbun-
den und Fahrzeugfunktionen werden über diese verteilten Steuergeräte hinweg aus-
geführt. Ein etablierter Ansatz zur Reduktion der Komplexität von E/E-Topologien
ist deren Aufteilung in eigenständige Bussegmente, die über ein zentrales Gate-
way in Sterntopologie untereinander verbunden sind [3]. Die Aufteilung erfolgt
dabei entsprechend der einzelnen Fahrzeugdomänen. Abbildung 2.4 skizziert einen




Abbildung 2.4: Skizze einer Domaincontroller basierten E/E-Architektur nach [13, 20]
Die wichtigsten Kommunikationstechnologien in der Automobilbranche umfassen
neben den Multimaster-Systemen Controller Area Network (CAN) und FlexRay, die
Singlemaster-Technologie Local Interconnect Network (LIN) und die üblicherweise
als Ringtopologie im Infotainment eingesetzte Media Oriented Systems Transport
(MOST)-Spezifikation [3]. Mit dem Hintergrund steigender Datenraten und dichte-
rer Vernetzung setzen aktuellere E/E-Topologien zunehmend auf leistungsstarke
Domaincontroller, die über einen automotive Ethernet basierten Backbone un-
tereinander verknüpft sind [13, 20]. In diesen Bussystemen werden die einzelnen
Signale in zu Botschaften zusammengefassten Datenpaketen übertragen.
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2.2.2 Systemabstraktionsebenen
Neben der Kapselung einzelner Bereiche des Gesamtsystems in unterschiedliche
Domänen nimmt das Prinzip der Dekomposition für die Komplexitätsreduktion in
der E/E-Entwicklung eine Schlüsselstellung ein. Das Gesamtsystem wird in aus
E/E-Sicht sachlogisch zusammenhängende Teile strukturiert, die eine weitestge-
hend unabhängige Realisierung ermöglichen. Die gesamte Dekomposition umfasst
üblicherweise mehrere Hierarchieebenen.
Auch das Automotive SPICE3 Prozess-Referenz- und Prozess-Assessment-Modell
(siehe Abschnitt 2.7) sieht eine entsprechende Unterteilung des Gesamtsystems
in Abstraktionsebenen vor. Als Beispiel für eine geeignete Abstraktionshierarchie
werden im Rahmen dieser Dissertation die Ebenen System, Subsytem, Komponente
(Component) und Einheit (Unit) verwendet. Diese Abstraktion vereint die Ansätze
von Schäuffele (System, Subsystem, Komponente) [14] mit den Definitionen von
Automotive SPICE (System, Komponente, Einheit). Weiter werden die Begriffe
System, Subsystem, Komponente und Einheit im Sinne der ISO/IEC/IEEE24765
[21] verwendet:
Definition 2.7 (System). Ein System beschreibt die Kombination interagierender
Elemente, die entsprechend ausgestattet sind, um einen oder mehrere festgelegte
Bestimmungen zu erfüllen.
Definition 2.8 (Subsystem). Ein Subsystem stellt ein sekundäres oder untergeord-
netes System innerhalb eines größeren Systems dar.
Definition 2.9 (Komponente). Eine Komponente beschreibt eine Einheit mit dis-
kreter Struktur innerhalb eines Systems, wie beispielsweise eine Baugruppe oder
ein Softwaremodul, das auf einer bestimmten Analyseebene betrachtet wird.
Definition 2.10 (Einheit). Eine Einheit ist ein für sich prüfbares Element, das im
Entwurf einer Softwarekomponente spezifiziert ist.
Eine weitere durch Automotive SPICE definierte Unterscheidung betrifft die Begrif-
fe Element (Element) und Gegenstand (Item). Die Einzelteile des Systems werden
3Software Process Improvement and Capability Determination
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während der Spezifikation und dem Entwurf als Elemente und mit der Umsetzung
und Implementierung als realisierte Gegenstände (Items) bezeichnet. Dabei entspre-
chen die realisierten Items den spezifizierten Elementen, wobei mehrere Elemente
in einem Item zusammengefasst werden können.
2.2.3 Automatisierungsstufen
Neben der Zuordnung zu einer spezifischen Fahrzeugdomäne und der Einordnung
in Systemabstraktionsebenen können die E/E-Features anhand ihres Automati-
sierungsgrades eingeordnet werden. Der amerikanische Ingenieursverband SAE
International definiert sechs Automatisierungsstufen und spezifiziert Richtlinien
zur Einordnung von Features in diese Stufen [22]. Die Einordnung analysiert dabei
die Fähigkeit des Features zur Übernahme der Längs- und der Querregelung des
Fahrzeugs sowie angemessen auf die Fahrzeugumgebung und Ereignisse zu reagie-
ren. Weitere Unterscheidungskriterien sind im Feature enthaltene Rückfallebenen
und die vorgesehene Betriebsbedingung (Operational Design Domain, ODD). Die
ebenso in sechs Stufen unterteilte Definition des Verbands der Automobilindustrie
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Abbildung 2.5: Stufen des automatisierten Fahrens entsprechend eines Expertengremiums
des VDA [23]
Ein Fahrzeug mit Automatisierungsstufe 0 bietet weder für die Längs- noch für die
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Querführung eine Automatisierung. In Stufe 1 kann eine der beiden Fahraufgaben
(Dynamic Driving Task, DDTs) durch eine Automatisierung übernommen werden,
man spricht vom assistierten Fahren. Werden beide DDTs gleichzeitig durch das
Fahrzeug übernommen, jedoch vom Fahrer überwacht, spricht man auf Stufe 2
vom teilautomatisierten Fahren. Ab der dritten Stufe, dem hochautomatisierten
Fahren, überwacht das Feature seine Systemgrenzen selbsttätig und der Fahrer dient
lediglich als Rückfallebene. In Stufe 4, dem vollautomatisierten Fahren, kann das
Fahrzeug innerhalb der ODD ohne die Rückfallebene Fahrer auskommen. Mit Stufe
5, dem fahrerlosen Fahren, kann die Automatisierung die Fahraufgabe dauerhaft
und vollständig in allen Betriebsbedingungen übernehmen [24].
2.3 Wasserfallmodell
Royce beschreibt in seiner Veröffentlichung „Managing the development of lar-
ge software systems“ [25] ein lineares Vorgehensmodell für die Entwicklung von
Softwaresystemen, welches in der Folgezeit als Wasserfallmodell bekannt wurde
[26], [27]. Der Begriff des Vorgehensmodells (engl. life cycle model) ist nach dem
Standard ISO/IEC 12207 [28] wie folgt definiert:
Definition 2.11 (Vorgehensmodell). Ein Vorgehensmodell bezeichnet ein Rahmen-
konzept von Prozessen und Aktivitäten, die sich mit dem Lebenszyklus befassen, in
Stufen organisiert sein können und als gemeinsame Referenz für die Kommunikation
und das Verständnis dienen.
Die aufeinander folgenden Phasen des Wasserfallmodells strukturieren die Entwick-
lungstätigkeiten und erlauben den geplanten Einsatz unterschiedlicher Spezialisten
entsprechend ihren Fachgebieten. Aufgrund der klar unterscheidbaren Tätigkeiten,
Anforderungen und Zielsetzungen der einzelnen Phasen ermöglicht dieses Vorge-
hen laut Royce einen optimierten Einsatz von Projektressourcen. Iterationen sind
innerhalb des Wasserfallmodells ursprünglich lediglich zwischen aufeinander folgen-
den Phasen vorgesehen, um Änderungen auf handhabbare Umfänge zu begrenzen.
Abbildung 2.6 skizziert diese ursprüngliche Auslegeung des Wasserfallmodells.
Die zentralen Phasen des Modells sind die Analyse, während derer zur Zielerfüllung
notwendige analytische Lösungen erarbeitet werden, und die Programmierung, in
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Abbildung 2.6: Ursprüngliche Struktur des Wasserfallmodells mit Iterationen zwischen auf-
einander folgenden Phasen [25]
welcher das Programm implementiert und die Analyseergebnisse in den Programma-
blauf eingebettet werden. Vor der Analysephase werden im Wasserfallmodell in zwei
aufeinander folgenden Phasen die Systemanforderungen und die Softwareanforde-
rungen erarbeitet. Mit Abschluss dieser Phasen ist jederzeit eine Rückfallmöglichkeit
gewährleistet, die die Arbeitsaufwände der vorhergehenden Projektphasen absi-
chert. Die eigentliche Softwareprogrammierung wird durch eine explizite Phase für
den Programmentwurf vorbereitet. Dieser Entwurf beinhaltet die finale Systemar-
chitektur, die Schnittstellendefinitionen sowie den Testplan. Nach Abschluss der
Programmierung wird das Ergebnis in der Testphase entsprechend des Testplans
überprüft. Sie ist laut Royce die ressourcenintensivste Phase des Wasserfallmodells.
Nach Abschluss der Testaktivität und der daran gekoppelten Freigabe wird die
Betriebsphase des Systems eingeleitet.
Aufgrund der späten Überprüfung essentieller System- und Softwarebestandteile,
wie Laufzeiten, Speicherauslastung und Schnittstellen, beschreibt Royce dieses
sequentielle Vorgehen als riskant. Da diese Bestandteile analytisch nicht präzise
untersucht werden können, führen sie bei Nichterfüllung der Testphase zu grund-
legenden Anpassungen am Programmentwurf und tendenziell zu notwendigen
Änderungen der Softwareanforderungen. Können diese Änderungen nicht bereits
in frühen Phasen abgefangen werden, entstehen durch die folgenden Änderungen
im Softwareentwurf, der -implementierung und die erneuten Testaufwände hohe
Kosten und Zeitverluste. Um dieses Risiko zu minimieren empfiehlt Royce die
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Umsetzung von fünf ergänzenden Merkmalen.
Der vorläufige Programmentwurf wird in einer weiteren Phase zwischen der Er-
arbeitung der Softwareanforderungen und der Analysephase entwickelt. Dieser
Entwurf wird fehlerhaft sein, kann aber bereits zu diesem frühen Zeitpunkt der
Entwicklung Rückschlüsse auf das Laufzeit- und Speicherverhalten liefern. Daraus
lassen sich für die folgende analytische Entwicklungsphase technische Rahmenbe-
dingungen ableiten.
Eine Ausführliche Dokumentation trägt entscheidend zum Projekterfolg bei. Sämt-
liche Kommunikation zwischen Entwicklern, Management und Kunden sollte auf
Basis einer formalen und schriftlichen Dokumentation durchgeführt werden, um
jederzeit als eindeutige Basis Entscheidungen und Fortschrittsbewertungen zu
gewährleisten. In frühen Projektphasen entspricht die Dokumentation direkt den
Arbeitsergebnissen der Spezifikation und Analyse. Der höchste Mehrwert einer
ausführlichen Dokumentation liegt in der Test- und der Betriebsphase. Sie ist grund-
legend für eine optimierte Testdurchführung, den korrekten Betrieb der Software
sowie für eine effektive Pflege und Wartung des Systems.
Das Prinzip der doppelten Durchführung (englisch Do-It-Twice) ermöglicht es den
Entwicklern zunächst Erfahrung im Umgang mit einer Technologie oder einem
System zu sammeln. Der Innovationsgrad eines Produkts ist ein entscheidender
Faktor für das Gelingen der Entwicklung. Werden grundlegende technische Frage-
stellungen im Verlauf der Produktentwicklung originär beantwortet, sollte zunächst
eine prototypische Entwicklung durchgeführt werden. Ziel dieser ist die Aufdeckung
und Untersuchung eventueller Hindernisse und zugehöriger Lösungsalternativen.
Dazu fokussieren sich die Entwickler auf die neuartigen Fragestellungen. Die Erfah-
rungen aus der prototypischen Entwicklung fließen im Anschluss in die regulären
Entwicklungsphasen ein.
Die Bedeutung der Testphase wird häufig unterschätzt. Die Testphase bedarf einer
geeigneten Planung, Steuerung und Überwachung. Test- und Absicherungsaufgaben
sollten von Spezialisten durchgeführt werden und einen großen Anteil manueller
Reviews enthalten. Ziel von numerischen Tests ist eine vollständige Testabdeckung
der logischen Pfade.
Eine hohe Bedeutung nimmt die Einbindung des Kunden in den Entwicklungspro-
zess zwischen Anforderungsdefinition und Inbetriebnahme ein. Hierzu eignen sich
Reviews, in denen der vorläufige Programmentwurf, kritische Softwarekomponenten
17
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Abbildung 2.7: Wasserfallmodell zur Strukturierung der Entwicklung großer Softwareprojekte
nach Royce [25] (Die fünf durch Royce ergänzten Merkmale sind in grün
hervorgehoben)
Abbildung 2.7 stellt das um diese fünf Merkmale ergänzte Wasserfallmodell dar. Den
Projektphasen sind die jeweils entstehenden Komponenten der Projektdokumentati-
on zugeordnet, die prototypische Entwicklung mit ihrem Start im Anschluss an den





Mit dem Spiralmodell spezifiziert Boehm [29] ein iteratives Vorgehensmodell als
übergeordnete Grundlage für die Entwicklung von Softwareprodukten. Zentra-
les Element ist dabei ein umfassendes und fortlaufendes Risikomanagement [27],
welches eine frühzeitige Identifikation möglicher Engpässe und Hindernisse sowie
die Bewertung prototypisch umgesetzter Alternativlösungen ermöglicht. Das Spi-
ralmodell bietet einen Rahmen für die Auswahl und den systematischen Einsatz
verschiedener, etablierter Vorgehensweisen, Entwicklungsmethoden und -techniken.
Der iterative Ablauf des Spiralmodells ist in Abbildung 2.8 dargestellt. Die vier
Quadranten beschreiben die grundlegenden Phasen zur Identifikation von Zielen,
Randbedingungen und Alternativen, zur Risikobewertung[27], zur Umsetzung und
zur Planung. Der Drehwinkel veranschaulicht den Fortschritt im jeweiligen Ent-
wicklungszyklus und der Spiralradius die damit verbundenen kumulativen Kosten.
Am Abschluss jedes Zyklus wird ein Review durchgeführt, im Zuge dessen sich alle
Beteiligten für die folgende Projektphase verpflichten oder das Projekt beenden.
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& Vergleiche
Abbildung 2.8: Spiralmodell für die Softwareentwicklung und -verbesserung nach Boehm [29]
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Das Vorgehen innerhalb eines Iterationszyklus im Spiralmodell folgt dem beschrie-
benen grundlegenden Muster und wird entsprechend der Risikobewertung adaptiert.
Ausgehend von der Identifikation des aktuellen Entwicklungsziels, potentieller Um-
setzungsalternativen und der vorliegenden Rahmenbedingungen werden zu Beginn
des Entwicklungszyklus mögliche Projektrisiken identifiziert und Realisierungsal-
ternativen bewertet. Neben personellen Engpässen und unrealistischen Zeit- und
Finanzplänen werden die technische Realisierbarkeit, unbekannte Nutzerwünsche
und unerwartetes Nutzerverhalten sowie fehlerhafte Umsetzung der Implemen-
tierung und der Schnittstellen als wichtigste Risikofaktoren für Softwareprojekte
genannt. Ziel ist die Definition notwendiger und geeigneter Handlungsstrategien
zur Risikominimierung und zur Erreichung des jeweiligen Iterationsziels. Für die
Validierung erarbeiteter Nutzerkonzepte und zur Bewertung neuer Technologien
wird Prototyping-, Simulations- und Benchmarktechniken in frühen Projektphasen
eine hohe Relevanz zugemessen. Wenn in späteren Projektphasen der Fokus auf
die korrekte Umsetzung und Absicherung der validierten Konzepte wechselt, steht
laut Boehm die Minimierung von Risiken durch fehlerhafte Implementierungen
im Vordergrund. Dies kann durch die Integration eines strukturierten Vorgehens-
modells, Boehm nennt das Wasserfallmodell, in den jeweiligen Iterationszyklen
erreicht werden.
Das Spiralmodell stellt damit ein durch die Minimierung des Projektrisikos getrie-
benes agiles Vorgehensmodell dar. Die Positionen der einzelnen Methoden- und
Handlungsbausteine in Abbildung 2.8 sind lediglich einer Tendenz entsprechend
angeordnet. Die Anwendung und der Anwendungszeitpunkt einzelner Bausteine im
Projektverlauf muss basierend auf der Risikobetrachtung spezifisch und individuell
für jedes Projekt entschieden werden. Das Spiralmodell verzichtet explizit auf die
Vorgabe eines linearen Vorgehens zur Produktentwicklung und bietet stattdessen
die notwendigen Rahmenbedingungen zur Auswahl und Planung der Methoden- und
Handlungsbausteine entsprechend den dominierenden Projektrisiken. Neben der
damit gewonnen Agilität sieht Boehm die Vorteile des Spiralmodells insbesondere in
der frühen Validierung technologischer Konzepte. Auftragsarbeiten, deren Ergebnis-
se bereits zu Beginn vertraglich geregelt sind, können vom Spiralmodell nur gering
profitieren. Aufgrund der hohen Bedeutung der Risikoanalyse und -bewertung
wirken sich dabei entstehende Fehler negativ auf den gesamten Entwicklungszyklus




Das V-Modell beschreibt in seiner ursprünglichen Form, wie das Wasserfallmodell,
ein strukturiertes, sequentielles Vorgehensmodell. Es wurde definiert für die Ent-
wicklung, Wartung und Weiterentwicklung von informationstechnisch geprägten
Systemen der Verwaltung der Bundesrepublik Deutschland [31]. Das V-Modell
in Form des Standardvorgehensmodells wurde seit seiner Veröffentlichung durch
die Bundeswehr 1992 [32] mehrfach überarbeitet. Neben einer Verbesserung der
Systemqualität und einer Kostenreduktion ist die Zielsetzung des V-Modells eine
verbesserte und standardisierte Kommunikation zwischen den Vertragsparteien.
Neben verschiedenen Behörden wird das V-Modell, da es „keine organisationsspezifi-
schen Festlegungen“ [31] berücksichtigt, auch in industriellen Domänen angewandt.
Im Bereich der Entwicklung eingebetteter Systeme [33] und der Automobilin-
dustrie [19] dient das Submodell Systemerstellung des V-Modell 97 [31] häufig
als Prozessreferenz. Arbeiten im Bereich Verifikation und Validierung [34], der
funktionalen Sicherheit [35] und Security [36] liefert es eine Grundlage zur Ein-
ordnung der Arbeitsschritte und Konzepte in die bekannten und klar definierten
Entwicklungsphasen.
2.5.1 V-Modell 97
In der Überarbeitung von 1997 definiert das V-Modell die während einer Ent-
wicklung auftretenden Aktivitäten, die entstehenden Produkte inklusive deren
Zustände sowie die beteiligten Rollen als Grundelemente. Das Vorgehensmodell
ist dazu in die vier Submodule Systemerstellung (SE), Qualitätssicherung (QS),
Konfigurationsmanagement (KM) und Projektmanagement (PM) untergliedert.
Eine Übersicht über die Submodule und Grundelemente bietet Abbildung 2.9.
Der Kern des V-Modells, eine Erweiterung des Wasserfallmodells, ist im Submodul
Systemerstellung (SE) beschrieben. Den Top-Down orientierten Dekompositions-
phasen der Systementwicklung zur Spezifikation und Realisierung werden ihre
zugehörigen Bottom-Up orientierten Prüf- und Integrationsphasen gegenüberge-
stellt [37]. Diese im V-Modell vorgenommene Detaillierung spiegelt die bereits
durch Royce vermittelte besondere Bedeutung der Testphase (Abschnitt 2.3) wider.
Die durchzuführenden Aktivitäten werden auf die Systemebene und die Ebene
der Software- und Hardwareeinheiten aufgeteilt. Die Systemerstellung erfolgt nicht
linear, stattdessen sieht das V-Modell vor, „daß[sic] standardmäßig inkrementell
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Abbildung 2.9: Der V-Modell 97 Softwareentwicklungsstandard der Bundesbehörden [31]
entwickelt wird“ [31].
Während im Submodul Systemerstellung (SE) in den Implementierungs- und Inte-
grationsphasen eine Selbstprüfung der Arbeitsprodukte durch die SW-Entwickler
und HW-Entwickler [31] vorgesehen ist, werden zur Produktfreigabe im Submodul
Qualitätssicherung (QS) Prüfaufgaben durch dediziertes Personal vorgeschrieben
[31]. Die Aktivitäten im rechten Schenkel des V-Modells prüfen entsprechend ihrer
Abstraktionsebene die Umsetzung der im linken Schenkel erarbeiteten Spezifi-
kationen. Die in Abschnitt 2.3 für das Wasserfallmodell geforderte ausführliche
Dokumentation wird im V-Modell „durch Vorgabe verbindlicher Gliederungen“ [31]
für die Produkte sichergestellt.
Im Submodell Konfigurationsmanagement (KM) werden Aktivitäten zur Steuerung
und Überwachung von Änderungen und Varianten spezifiziert [31]. Dies beinhaltet
die Verwaltung der Produkte, ihrer Zustände und Zugriffsrechte um eine ständige
Nachvollziehbarkeit und eindeutige Zuordnung von Dokumenten, Produkten und
Konfigurationen sicherzustellen.
Das Submodell Projektmanagement (PM) beschreibt übergeordnete Aktivitäten
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zur Planung, Steuerung und Überwachung des Projektfortschritts. Dies schließt ein
analog zum Spiralmodell (Abschnitt 2.4) periodisch durchzuführendes Risikomana-
gement sowie die projektspezifische Anpassung des V-Modells durch sogenanntes
Tailoring [31] ein.
Definition 2.12 (Tailoring). Das Tailoring [engl. to tailor = schneidern] bezeichnet
das Vorgehen, einen Entwicklungsprozess auf eine Organisationsstruktur oder ein
Projekt anzupassen, bzw. maßzuschneidern.
Während die Hauptprinzipien des Spiralmodells auch im V-Modell untergeordnet
Anwendung finden, ist der Übergang zwischen Projektphasen nur mit vollständigen
Arbeitsprodukten möglich (vergl. Aktivitätsbeschreibungen Systemerstellung [31]).
Boehm identifiziert in dieser auch im Wasserfallmodell auftretenden Eigenschaft
eine primäre Problemquelle für frühe Phasen in Softwareentwicklungsprojekten mit
geringem Wissen über die technische Realisierbarkeit, die detaillierten Nutzerwün-
sche oder die benötigte Rechenleistung [29]. Das Risiko liegt in dieser Konstellation
in hohen Zeit- und Arbeitsaufwänden für Spezifikationen, die aufgrund fehlerhafter
Annahmen keinen oder lediglich einen geringen Nutzen bieten.
2.5.2 V-Modell XT
Erfahrungen aus dem Einsatz und im Umgang mit dem V-Modell 97 in Ent-
wicklungsprojekten unterschiedlicher Domänen führten zur Weiterentwicklung des
Vorgehensmodells zum V-Modell XT. Es wurde 2006 veröffentlicht [38] und liegt
aktuell in der Version 2.0 vor [39]. Wichtige Ziele der Weiterentwicklung waren
eine stärkere Fokussierung auf die projekt- und organisationsspezifische Anpas-
sung durch Tailoring, die Integration eines Vorgehens zur Prozessverbesserung,
die Ausweitung auf den gesamten Systemlebenszyklus und die Einbeziehung neuer
Erkenntnisse aus Wissenschaft und Anwendung.
Die Grundelemente des V-Modells 97 wurden im V-Modell XT dahin gehend
erweitert, dass die Aktivitäten (Version 2.0 spricht hier auch von Abläufen) um
sogenannte Entscheidungspunkte erweitert wurden und die Anpassung des Modells
durch Tailoring als viertes, eigenständiges Grundelement ergänzt wurde. Im Zuge
dieser Umstellung wurde die Aufteilung des V-Modells in vier Submodule durch
modulare Ablauf- und Vorgehensbausteine ersetzt. Vorgehensbausteine gruppieren
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Aktivitäten entsprechend einer „konkreten Aufgabenstellung“ [39] und spezifizieren
die mit den Aktivitäten assoziierten Produkte und Rollen. Die Vorgehensbausteine
Projektmanagement, Qualitätssicherung, Konfigurationsmanagement und Problem-
und Änderungsmanagement bilden den Kern des V-Modell-XT. Sie werden spe-
zifisch entsprechend dem Ergebnis des Tailorings durch weitere Bausteine, wie
beispielsweise Anforderungsfestlegung, Systemerstellung, Lieferung und Abnahme
oder Messung und Analyse ergänzt [39]. Die Reihenfolge der Produkterstellung wird
durch die Projektdurchführungsstrategie definiert. In ihr werden die vier Ablaufbau-
steine inkrementelle Systementwicklung, komponentenbasierte Systementwicklung,
prototypische Systementwicklung und Unterauftrag integriert [39].
Der Ansatz des „extreme Tailoring“ bietet mit dem V-Modell eine sehr flexi-
ble Grundlage zur Entwicklung projekt- und unternehmensspezifischer Prozesse.
Gleichzeitig stellt die damit verbundene Komplexität eine Einstiegshürde dar und
erschwert das Verständnis und die Implementierung des Vorgehensmodells. Mögli-
chen Missverständnissen in Lieferantenbeziehungen wird durch die Referenzierung
von Projektdurchführungsstrategien entgegengewirkt [39].
2.6 Stage-Gate-Modell
Das Stage-Gate-Modell nach Cooper [40] repräsentiert ein lineares Prozessmodell
mit der Zielsetzung einer verbesserten Steuerung und Verwaltung parallel verlau-
fender Innovations- und Entwicklungsprozesse [41]. Die Entwicklung wird dabei
in mehrere Phasen (Stages) unterteilt in denen sachlogisch ähnliche Aktivitäten
gruppiert werden. Meilensteine (Gates) synchronisieren die parallelen Aktivitäten
während und am Ende der Phasen. Eine Phase besteht immer aus der Ausführung
von Entwicklungsaktivitäten und der Analyse und Bewertung der erreichten Er-
gebnisse. Im darauf folgenden Gate wird basierend auf den Analyseergebnissen
und der Bewertung eine Entscheidung zur Fortsetzung oder zum Abbruch des
Projekts getroffen [40]. In diesem Kontext ist der Prozessbegriff nach dem Standard
ISO/IEC 12207 [28] wie folgt definiert:
Definition 2.13 (Prozess). Ein Prozess ist ein Satz von zusammenhängenden oder
interagierenden Aktivitäten, die Eingaben in Ausgaben umwandeln.
Der Stage-Gate Prozess nach Cooper setzt sich aus fünf Meilensteinen und Phasen
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zusammen. Er beginnt mit der Ideenfindung und einer ersten Umsetzungsentschei-
dung im ersten Gate. In der ersten Phase wird eine Sondierungsstudie (Scooping)
umgesetzt. Ist diese erfolgversprechend folgt die Entwicklung eines Geschäftsmo-
dells, die Produktentwicklung und eine Test- und Validierungsphase. Abgeschlossen
wird der Stage-Gate Prozess in der fünften Phase mit der Markteinführung. In
den Unternehmen werden diese fünf grundlegenden Stufen häufig erweitert und
ergänzt. Unternehmensprozesse, die auf dem Stage-Gate-Modell beruhen, definie-
ren bis zu 15 Phasen [42]. Abbildung 2.10 stellt mit dem „Integrated Defense
Acquisition, Technology, & Logistics Life Cycle Management Framework“ [43] des
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ver. 5.1. December 2004
Study
Contracts
Initiate Evolutionary Acquisition Strategy Evolutionary Acquisition Strategy
Refine initial concept.  Develop Technology 
Development Strategy
Reduce technology risk and determine appropriate set of 
technologies to integrate into a full system.
Develop a system or increment of capability; reduce integration and manufacturing risk; ensure operational supportability; 
reduce logistics footprint; implement human systems integration; design for producibility; ensure affordability and protection of 
critical program information; and demonstrate system integration, interoperability, safety, and utility.
Achieve operational capability that satisfies 
mission needs.
Execute a support program that meets operational support performance requirements and 
sustains the system in the most cost-effective manner over its total life cycle. Dispose of the 
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October - November November December
January
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DoD Appeals
Disposal
This chart is a classroom aid for Defense Acquisition University students. It provides a notional illustration of the 
interfaces among the three major decision support systems used to develop, produce, and field a system for national 
defense.  Defense acquisition is a complex process, with many more activities than shown here, and many concurrent 
processes that cannot be properly displayed on a two-dimensional chart.  Supporting information is on the back of this 
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POE – Program Office Estimate
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Cost Acronyms
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PCP – Program Change Proposals
PDM – Program Decision Memorandum
POM – Program Objectives Memorandum
SLRG – Senior Leadership Review Group










Joint Capabilities Integration & Development System - Acronyms
CDD – Capability Development Document
CJCSI – Chairman, Joint Chiefs of Staff
Instruction
CPD – Capability Production Document
DOTMLPF – Doctrine, Organization, Training,
Materiel, Leadership, Personnel, and Facilities
DAB – Defense Acquisition Board
ICD – Initial Capabilities Document
IOC – Initial Operational Capability
JROC – Joint Requirements Oversight
Council
































Funds RDT&E – Management & Support RDT&E – Management & SupportRDT&E – Management & Support
RDT&E – Adv Component Dev & Prototypes RDT&E – Systems Development & Demonstration



































































































Functional Definition into 
Component Concepts &
Assessment Objectives
Develop Component Concepts, 
i.e., Enabling/Critical 
Technologies, Constraints 







Capabilities  &  
Environmental Constraints
























i.e., Enabling/Critical Technologies, 













Performance Specs into 
CI Functional (Design to) 
Specs and CI Verification Plan
Integrated DT&E, LFT&E & 
























































Specified User Needs &
Environmental Constraints











•Validated Sys Support &
Maintenance Objectives &
Requirements
•APB     
•CDD  








































A CCD DRR FRPDRB





























•Validated Sys Support &
Maintenance Objectives & 
Requirements
•SEP  •PESHE  •PPP   •TRA
•Inputs to: 











•SEP   •TRA   
•PESHE
•Inputs to:
-CPD  -STA  -ISP  
-Cost/Manpower Est.  
•Data for In-Service Review







•TEMP   • PESHE • SEP   
•Input to:
- Cost/Manpower Est.
Full-Up System Level LFT&E
J-6 Interoperability
& Supportability Validation
Product Support Package/PBL Implementation
•Product Support Elements 
•Support and Cost Baseline
•Supply Chain Management





Develop Initial Product Support 
Strategy






















-Supply Support      -Training





















ADM – Acquisition Decision Memorandum
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Logistics & Technical Acronyms
ASR – Alternative Systems Review
BLRIP – Beyond Low Rate Initial Production
CDR – Critical Design Review
CI – Configuration Item
DT&E – Developmental Test & Evaluation
EOA – Early Operational Assessment
ESOH – Environmental, Safety & Occupational Health
FCA – Functional Configuration Audit
FMECA – Failure Mode Effects & Criticality Analysis
FOT&E – Follow-on Test & Evaluation
FTA – Failure Tree Analysis
IOT&E – Initial Operational Test & Evaluation
ISR – In-Service Review
ITR – Initial Technical Review
JITC – Joint Interoperability Test Command
LFT&E – Live Fire Test & Evaluation
LORA – Level of Repair Analysis
LRIP – Low Rate Initial Production
MTA – Maintenance Task Analysis
OA – Operational Assessment
OT&E – Operational Test & Evaluation
OTRR – Operational Test Readiness 
Review
PESHE – Programmatic Environment,
Safety & Occupational Health Evaluation
PDR – Preliminary Design Review
PCA – Physical Configuration Audit
PRR – Production Readiness Review
PPP – Program Protection Plan
RCM – Reliability Centered Maintenance
RMS – Reliability, Maintainability & 
Supportability
SEP – Systems Engineering Plan
SFR – System Functional Review
SRR – System Requirements Review
STA – System Threat Assessment
SVR – System Verification Review
T&E – Test & Evaluation
TEMP – Test & Evaluation Master Plan
TDS – Technology Development Strategy
TRA – Technology Readiness Assessment















































Abbildung 2.10: Beispiel für einen Stage-Gate Prozess: Integrated Defense Acquisition, Tech-
nology, & Logistics Life Cycle Management Framework des amerikanischen
Verteidigungsministeriums mit sechs Phasen(stages), die durch Meilenstei-
ne(gates) begrenzt werden [43]
Im Bereich der deutschen Automobil- und Automobilzulieferindustrie basieren
Engineeringprozesse häufig auf einem Stage-Gate Ansatz. Der Verband der Auto-
mobilindustrie e.V. (VDA) definiert sieben Meilensteine für den Projektablauf vom
Projektauftrag, über die Freigaben der Grobentwicklung, der Detailentwicklung,
der Detailplanung des Produktionsprozesses, der Beschaffung und Bereitstellung
von Produktionsressourcen und der Serienproduktion zum Projektabschluss [44].
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2.7 Automotive SPICE
Das Automotive SPICE4 Prozess-Referenz- und Prozess-Assessment-Modell [45]
wurde durch die Automotive Special Intrest Group (SIG) für die Bewertung von
Entwicklungsprozessen in der Automobilindustrie definiert und wird durch den
Arbeitskreis 13 des Qualitäts Management Center (QMC) des VDA weiterent-
wickelt. Das in Automotive SPICE beinhaltete Prozessreferenzmodell dient als
Grundlage und Rahmenwerk für die produktbezogenen Entwicklungs- und Mana-
gementprozesse der Automobilentwicklung. Es definiert Prozesse mit Bezug auf die
Produktentstehung im Bereich System- und Softwareentwicklung. Die Entwicklung
von mechanischen oder Hardware-Komponenten ist nicht Teil des Referenzmodells.
Die Integration der spezifischen Prozesse der Mechanik- und Hardwareentwicklung
ist über das sogenannte „Plug-in“-Konzept vorgesehen [45]. Dieses ist wie folgt
definiert:
Definition 2.14 (Plug-in Konzept). Das Plug-in Konzept beschreibt die Aufteilung
der Entwicklung in die Domänen Systementwicklung, Softwareentwicklung, Hard-
wareentwicklung und Mechanikentwicklung sowie die damit verbundene Möglichkeit,
die Automotive SPICE Prozessreferenz um nicht enthaltene Prozesse für Hardware
und Mechanik zu ergänzen.
Die referenzierten Prozesse werden in die drei Hauptkategorien primäre Prozesse
des Produktlebenszyklus (Primary Life Cycle Processes), unterstützende Prozesse
des Produktlebenszyklus (Supporting Life Cycle Processes) und organisatorische
Prozesse des Produktlebenszyklus (Organizational Life Cycle Processes) unterteilt.
Für jeden Prozess werden im Referenzmodell eine eindeutige ID, ein eindeutiger
Name, die Zweckbestimmung des Prozesses sowie die angestrebten Ergebnisse
spezifiziert. Zusätzlich werden für die Prozesse über grundlegende Verfahren (Base
practices) und Arbeitsprodukte (Output work products) Umsetzungsindikatoren
für die Prozessbewertung (Process Performance Indicators) geliefert [45]. Ihre
überwiegende Erfüllung ist Voraussetzung für das Erreichen einer Automotive
SPICE Level 1 Einstufung. Zur Bewertung der höheren Automotive SPICE Stufen
werden Fähigkeitsindikatoren gemäß des Prozessbewertungsstandards ISO/IEC
33020 [46] in Form allgemeiner Verfahren (generic practices) und Mittel (generic
resources) vorgegeben [45].
4Software Process Improvement and Capability Determination
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Alle Aktivitäten mit direktem Bezug zur Produktentstehung werden in der Kate-
gorie primäre Prozesse des Produktlebenszyklus zusammengefasst und in Prozess-
gruppen für Beschaffung (Acquisition Process Group (ACQ)), Auslieferung (Supply
Process Group (SPL)), Systems Engineering (System Engineering Process Group
(SYS)) und Software Engineering (Software Engineering Process Group (SWE))
unterteilt. Das Vorgehen der Systementwicklung orientiert sich am V-Modell [45].
Den Prozessen zur Systemdekomposition und -erstellung auf dem linken Schenkel
werden entsprechende Prozesse zur Verifikation, Integration und Freigabe gegen-
über gestellt. Automotive SPICE ermöglicht individuelle Hierarchieebenen zur
Dekomposition des Systems. Abbildung 2.11 stellt die Prozessgruppen für Systems
und Software Engineering dar und skizziert die im Rahmen dieser Forschungsar-
beit genutzte und in Kapitel 2.2 eingeführte Abstraktionshierarchie (Systemebene,
























































float calcDist(const float &dx, const float &dy) 
{
float dist = 0.0f;



















Abbildung 2.11: Darstellung der Automotive SPICE Prozessschritte und einer Unterteilung
des Systems in die vier Abstraktionsebenen System, Subsystem, Komponente
und Einheit am Beispiel eines Abstandsregeltempomaten
Auf die Anforderungserhebung (SYS.1 Requirements Elicitation) zu Beginn des
Entwicklungsprojekts folgt eine Analysephase auf Systemebene (SYS.2 System Re-
quirements Analysis). Aus dieser Analysephase wird der Systemarchitekturentwurf
mit den beinhalteten Subsystemen abgeleitet (SYS.3 System Architecture Design).
Nach Abschluss des Systemarchitekturentwurfs werden die Entwicklungspfade
zwischen Mechanik, Hardware und Software getrennt.
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In der Software Engineering Gruppe wird zunächst der Softwareanteil der Anforde-
rungen analysiert (SWE.1 Software Requirements Analysis) und im Softwarearchi-
tekturentwurf auf einzelne Komponenten abgebildet (SWE.2 Software Architectural
Design). Der Architekturentwurf und die beinhalteten Komponenten werden im
Folgenden verfeinert und in einzelnen Units umgesetzt (SWE.3 Software Detailed
Design and Unit Construction). Auf Unit-Ebene wird die korrekte Umsetzung der in
den Items implementierten Units nachgewiesen (SWE.4 Software Unit Verification).
Im darauffolgenden Prozessschritt werden die einzelnen Items entsprechend der
Architekturspezifikation zu Software-Komponenten integriert und die Konformität
der Units und Items mit den spezifizierten Schnittstellen wird getestet (SWE.5
Software Integration and Integration Test). Der Softwarequalifikationstest (SWE.6
Software Qualification Test) weist als letzter Prozessschritt des Software Enginee-
rings für die integrierte Software die Einhaltung und Übereinstimmung mit den
spezifizierten Anforderungen nach.
Auf Systemebene werden die erstellten System-Items (Mechanik, Hardware und Soft-
ware) entsprechend der Systemarchitektur zunächst in Subsysteme und schließlich
das finale Gesamtsystem integriert und bezüglich der Einhaltung des spezifizierten
Entwurfs und der Schnittstellen getestet (SYS.4 System Integration and Integration
Test). Die Systementwicklung wird mit den Qualifikations- und Abnahmetests ab-
geschlossen (SYS.5 System Qualification Test). Diese weisen die Übereinstimmung
mit den Systemanforderungen und die Bereitschaft zur Auslieferung des Systems
nach.
Die primären Prozesse greifen auf die Querschnittprozesse der zweiten Prozess-
kategorie zurück. Diese umfassen die Produktentstehung begleitende Aktivitäten
wie die Qualitätssicherung (Quality Assurance), die Dokumentation (Documen-
tation), das Konfigurationsmanagement (Configuration Management) und das
Änderungsmanagement (Change Request Management). Prozesse zur Steuerung
der Entwicklungsprojekte (Management Process Group (MAN)), zur Prozessver-
besserung (Process Improvement Process Group (PIM)) und zur Planung von
Produktwiederverwendungen (Reuse Process Group (REU)) dienen vornehmlich
dem Erreichen von Geschäftszielen und sind als übergeordnete, organisatorische
Prozesse der Unternehmung zugeordnet. Die Managementgruppe definiert dabei die
Zweckbestimmung und angestrebten Ergebnisse der Prozesse Projektmanagement,
Risikomanagement und Berichtswesen.
Im Referenzmodell wurde in den definierten Prozessen besonderer Wert auf soge-
nannte Kernkonzepte gelegt [45]. Zwischen den Ergebnissen der einzelnen Prozesse
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wird bidirektionale Nachverfolgbarkeit (Traceability) gefordert. Dies gilt insbeson-
dere für spezifizierte Testfälle und die zugehörigen Ergebnisse der Testausführung
sowie für Änderungen und die davon betroffenen Produkte. Die zugrundeliegende
Terminologie [45] und ihre Verwendung in den Prozessbeschreibungen stellt die not-
wendige Widerspruchsfreiheit (Consistency) des Referenzmodells und abgeleiteter
Prozesse sicher. Explizit wird die Bedeutung der Begriffe Evaluation, Verifikation,
Test und Konformität (Compliance) im Kontext von Automotive SPICE spezifiziert.
Evaluation bedeutet mögliche Umsetzungsalternativen in den Entwurfs- und Umset-
zungsprozessen zu bewerten. Verifikation beschreibt die Überprüfung der Umsetzung
auf Konformität gegenüber den spezifizierten Anforderungen und Entwürfen. Es
wird zwischen Verifikation funktionaler System- oder Softwareanforderungen durch
Qualifizierung und das Testen des entwickelten Quellcodes zur Sicherstellung der
Konformität mit der Entwurfsspezifikation und nicht-funktionalen Änderungen
unterschieden.
2.8 Agile Software Entwicklung
Die Agile Software Entwicklung fasst die Prinzipien mehrerer in den 1990er Jahren
entstandener Softwareentwicklungsmethoden zusammen. Zu den bekanntesten
Vertretern zählt neben Scrum [47] und Extreme Programming (XP) das Test Driven
Development. Geprägt wurde der Begriff Agile Software Entwicklung durch das 2001
von Repräsentanten verschiedener agiler Methoden unerzeichnete Agile Manifest
[48]. Motivation für die Formulierung und Unterzeichnung des Agilen Manifests
war die Erkenntnis der Autoren, dass starre Entwicklungsprozesse, insbesondere
das Festhalten an fehlerhaften Planungen und Zielen, übertriebene Anforderungen
an die Dokumentation sowie ein fehlendes Bewusstsein und Verständnis für die
Probleme der Softwareentwickler auf Managementebene einen entscheidenden Anteil
an Kostensteigerungen und Verzügen von Softwareprojekten verantworten. Das
Agile Manifest stellt das Tun in der Entwicklung vor Planung, Steuerung und
Dokumentation. Projekterfolg wird nach agiler Interpretation primär durch die
beteiligten Einzelpersonen und deren Kommunikation, durch die Fähigkeit auf
Veränderungen zu reagieren und durch funktionierende Software sichergestellt.
Der Begriff der Methode findet vielfältig Anwendung und ist phonetisch mit dem
Begriff der Methodik verwandt. Um ein eindeutiges Verständnis im Kontext dieser
Arbeit sicherzustellen, werden die Begriffe im Folgenden definiert. Die allgemeine
Bedeutung der Begriffe Methodik und Methode sind durch [49] definiert und der
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Begriff (Software-)Methode folgt dem Standard ISO/IEC/IEEE 24765 [21].
Definition 2.15 (Methodik). Eine Methodik [griechisch methodik´e¯ (téchne¯) =
Kunst des planmäßigen Vorgehens] ist die Wissenschaft von der Verfahrensweise
einer Wissenschaft, die Wissenschaft von den Lehr- und Unterrichtsmethoden und
eine festgelegte Art des Vorgehens.
Definition 2.16 (Methode). Eine Methode [griechisch me¯thodos = Weg oder Gang
einer Untersuchung, eigentlich = Weg zu etwas hin] ist ein auf einem Regelsystem
aufbauendes Verfahren zur Erlangung von [wissenschaftlichen] Erkenntnissen oder
praktischen Ergebnissen sowie die Art und Weise eines Vorgehens.
Definition 2.17 ((Software-)Methode). Eine (Software-)Methode ist die Imple-
mentierung einer Operation, bzw. eine Anweisung bezüglich der Kombination von
Werten zur Erreichung eines Ergebnisses.
2.8.1 Scrum
Einer der prominentesten Vertreter der agilen Methoden ist Scrum. Die Autoren des
Scrum Guide, Sutherland und Schwaber, beschreiben Scrum als „ein Rahmenwerk
zur Entwicklung und Erhaltung komplexer Produkte“ [47]. In dieses Rahmenwerk
lassen sich, wie auch beim Spiralmodell, verschiedene Vorgehen und Techniken
der Produktentwicklung integrieren. Scrum stellt einen erkenntnistheoretischen,
iterativen Ansatz der Prozesssteuerung dar, bei dem alle prozessrelevanten Ent-
scheidungen auf gesammelten Erfahrungen beruhen. Grundlage für einen derartigen
Ansatz sind Transparenz (Transparency) und gemeinsames Verständnis über das
Vorgehen, die Ziele und die Fertigstellungskriterien (definition of „Done“), eine
regelmäßige Sichtung und Prüfung der Arbeitsprodukte (Inspection) sowie die
Anpassung der Arbeitsweise und -mittel (Adaptation) entsprechend während der
Inspektion identifizierter Herausforderungen.
Scrum ist eine sehr schlanke Herangehensweise an die Produktentwicklung. Anstelle
von detailliert spezifizierten Prozessschritten und Arbeitsprodukten wird Wert auf
die Eigenverantwortung der einzelnen Mitglieder des Entwicklungsteams gelegt.
Über einen fest definierten Zeitraum von üblicherweise 2-4 Wochen, dem sogenann-
ten Sprint, wird eine Untermenge der zur Zielerreichung notwendigen Aufgaben
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abgeschlossen. Jeder Sprint wird durch vier wiederkehrende und verpflichtende
Termine strukturiert, der Sprint Planung, dem täglichen Scrum, dem Sprint Review















Abbildung 2.12: Scrum Framework für die Produktentwicklung nach [50]
Das Scrum Framework kennt lediglich drei Artefakte. Das Product Backlog listet
alle Elemente, die das Produkt potentiell benötigt. Sie werden vom Product Owner
priorisiert. Während der Sprint Planung wird durch das Entwicklungsteam eine
Untermenge des Product Backlogs in das Sprint Backlog übernommen. Durch
eine Aufwandsabschätzung, dem sogenannten Sprint Poker, wird dabei versucht
die Untermenge an Elementen zu bestimmen, für die innerhalb des nächsten
Sprints ein vollständiger Abschluss möglich ist. Im täglichen Scrum Meeting stimmt
sich das Team über die am Vortag geleistete Arbeit, die für den jeweiligen Tag
geplante Arbeit sowie potentielle Hindernisse ab. Am Ende des Sprints findet
das Sprint Review statt, dessen Ziel die Besprechung und Prüfung der erreichten
Inkremente und die Anpassung des Product Backlogs an neue Erkenntnisse ist.
Das letzte Ereignis innerhalb eines Scrum-Zyklus stellt die Retrospektive dar. Sie
dient dem Team sich selbst und das Vorgehen zu überprüfen und Verbesserungen
im Arbeitsablauf und der Zusammenarbeit zu planen. Um eine Fokussierung auf
das Wesentliche zu erreichen, schreibt Scrum für alle Treffen feste Zeitfenster vor.
Das Sicherstellen einer regelmäßigen Durchführung der Termine, der Einhaltung
der Zeitfenster und einer funktionierenden Arbeitsumgebung sowie die Förderung
des Prozessverständnisses ist Aufgabe des Scrum Masters. Er besetzt damit eine
koordinierende und vermittelnde Rolle innerhalb des Scrum Frameworks.
Scrum setzt auf selbstorganisierte und funktionsübergreifende Teams um das Ver-
31
2 Vorgehensmodelle und Prozessreferenzen
ständnis und die Kommunikation zwischen verschiedenen Disziplinen zu fördern.
Während Automotive SPICE [45] und V-Modell dedizierte Prozesse und Rollen [39]
zur Prozessverbesserung vorsehen sind im iterativen Vorgehen des Scrums Mechanis-
men zur kontinuierlichen Verbesserung fester Bestandteil der Produktentwicklung.
Anstelle von einzelnen Experten tragen alle an der Entwicklung beteiligten Personen
in regelmäßigen Abständen zur Anpassung der Entwicklungsziele und zur Verbes-
serung des Vorgehens bei. Dem Scrum Master kommt dabei als Prozessexperte vor
allem eine unterstützende Rolle zu.
2.9 Produktentstehungsprozess in der Automobilindustrie
Die Automotive SPICE Prozessreferenz stellt de facto einen Standard für die imple-
mentierten Entwicklungsprozesse der Fahrzeughersteller dar. Aus der Kombination
des Stage-Gate-Modells mit dem in der Prozessreferenz festgehaltenen Vorgehen
zur Entwicklung eingebetteter Systeme entstehen die Produktentstehungsprozes-
se (PEPs) der Erstausstatter (Original Equippment Manufacturer, OEMs) der
Automobilindustrie. Abbildung 2.13 skizziert das vorherrschende Prozessschema
aus Sicht der E/E-Entwicklung. Die allgemeine Spezifikation des PEP wird für
unterschiedliche Baureihen parallel implementiert. Der PEP kann, wie dargestellt,
in die vier Hauptphasen Produktstrategie, Funktionsentwicklung, Absicherung &
Validierung und Überführung in die Wartung unterteilt werden [11] und erstreckt
sich üblicherweise über einen Zeitraum zwischen 48 und 60 Monaten.
Definition 2.18 (Baureihe). Die Baureihe stellt einen Rationalisierungsansatz für
Produktentwicklungen dar, bei denen dieselbe Funktion mit dem gleichen Lösungs-
konzept und möglichst gleichen Eigenschaften für einen breiteren Größenbereich zu
erfüllen ist [9].
Zum ersten Meilenstein, dem Projektstart, wird die prinzipielle Produktstrategie
der Baureihe verabschiedet. Sie beinhaltet eine grobe Zielsetzung sowie eine Zeit-
und Budgetvorgabe. Die Entwicklungsphase Produktstrategie dient der detaillierten
Ausarbeitung des Funktionskonzepts und der Inhalte der jeweiligen Funktionen.
Die anschließende Phase der Funktionsentwicklung beinhaltet die Prozessschritte
und Aktivitäten zur Dekomposition des Systems. Mit dem Abschluss der Funk-
tionsentwicklung wird ein sogenannter Function-Freeze durchgeführt. Ab diesem
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Projektstart
- prinzipielle Produktstrategie
- grobe Zielsetzung, Zeit- und 
Budgetvorgabe
Funktion abgeschlossen
- letzte funktionale Verfeinerung
- Änderungen nur über Baureihe 
Start der Produktion
- SW ist in Wartung überführt
- Projektabschluss ist erfolgt
Produktstrategie abgeschlossen
- Funktionskonzept Baureihe ist definiert
- Inhalte der einzelnen Funktionen sind 
spezifiziert





Abbildung 2.13: Prozessschema eines Automotive SPICE konformen Stage-Gate-PEP für
verschiedene Fahrzeugbaureihen aus Sicht der E/E-Entwicklung. Gestaffelte
Musterstände und entsprechende Releases sind aus Gründen der Übersicht
nicht berücksichtigt.
Zeitpunkt sind lediglich letzte funktionale Verfeinerungen, wie Parameteranpas-
sungen, zugelassen. Alle weiteren Änderungen können nur über die Prozesse des
Baureihenänderungsmanagement umgesetzt werden. In der anschließenden Phase
werden die für die Freigabe notwendigen Absicherungs- und Validierungstätigkeiten
durchgeführt. Die einzelnen Funktionen und Komponenten werden mit dem Start
der Produktion (Start of Production, SOP) in die Wartung überführt.
Das Schema skizziert den prinzipiellen Aufbau des PEP. In einem realen Prozess
werden unterschiedliche Musterstände berücksichtigt. Für diese Stände existieren
gestaffelte Function-Freeze-Meilensteine, deren funktionaler Umfang sukzessive
ansteigt. Aus Gründen der Übersichtlichkeit und der Verständlichkeit wurden diese
in der Abbildung abstrahiert.
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2.9.1 Forschung und Vorentwicklung
Die lineare Struktur des PEP erlaubt aufgrund der Abhängigkeiten zwischen
einzelnen Subsystemen und Komponenten nur geringe Abweichungen von der spe-
zifizierten Produktstrategie und dem zugrundeliegenden Funktionskonzept. Daher
können im Entwicklungsprozess der Baureihe lediglich Funktionen mit begrenzten
Unsicherheiten und Realisierungsrisiken umgesetzt werden. Für die Analyse von
disruptiven Technologien und Funktionsinnovationen werden dem PEP daher, wie
in Abbildung 2.14 dargestellt, häufig Forschungs- und Vorentwicklungsprojekte
vorgeschaltet [11, 15].
Absicherung & ValidierungProduktstrategie Funktionsentwicklung Wartung
Forschung & Vorentwicklung
Machbarkeitsnachweis erfolgreich
- Entwickelte und Bewertete Technologie oder Funktion wird 
als Pilot in den Entwicklungsprozess einer Baureihe 
übernommen
Abbildung 2.14: Forschung und Vorentwicklung innovativer Funktionen als dem PEP vorge-
lagerte Aktivität. Bei erfolgreichem Machbarkeitsnachweis wird das neue
Konzept in den Produktentstehungsprozess einer Baureihe übernommen.
Ziel der Forschungs- und Vorentwicklungsprojekte ist die Analyse und Bewertung
disruptiver Technologien und innovativer Funktionskozepte. Neben der Führung
eines Machbarkeitsnachweises ist eine wichtige Aufgabe der Forschung und Vorent-
wicklung Erfahrungen im Umgang mit den neuen Technologien, Konzepten und
Algorithmen zu sammeln. Diese ermöglichen die präzise und eindeutige Erhebung,
Spezifikation und Analyse der Anforderungen in den nachgelagerten und im PEP
realisierten Prozessschritten SYS.1, SYS.2 und SWE.1 des Automotive SPICE
Referenzmodells (Abschnitt 2.7). Ist der Machbarkeitsnachweis einer innovativen
Technologie oder Funktion erfolgreich und stellt einen klaren Kundenmehrwert
dar, wird die Innovation auf Basis einer Pilotumsetzung innerhalb einer Baureihe
in die Serienentwicklung überführt. Dazu wird die im Rahmen eines Vorentwick-
lungsprojekts eingesetzte innovative Technologie durch die relevanten Stakeholder
aktueller Baureihenentwicklungen anhand des umgesetzten Prototypen bewertet.
Fällt diese Bewertung positiv aus, wird die Technologie als neue Kundenfunktion




Die Prozesse der Automobilindustrie sind durch die Entwicklung von mechanischen
Komponenten geprägt. Dies wird auch in der Verteilung von Zuständigkeiten und
Verantwortungen, sowie der Organisationsstruktur sichtbar [11]. Durch das schnelle
Wachstum Software getriebener Innovationen steigt die Produktkomplexität der
E/E-Anteile aktueller und zukünftiger Fahrzeuge rasant an [6]. Diese Zunahme
erfordert eine Erweiterung des Vorgehens und der Prozesse in der Automobilent-
wicklung.
Die stetige Innovation etablierter Features in der Automobilentwicklung ermöglicht
eine detaillierte Abschätzung der Entwicklungsumfänge und eine klare Anforde-
rungsspezifikation zu Beginn der Entwicklung. Disruptive Innovationen, wie sie
durch die Digitalisierung und Elektrifizierung im Automobilsektor stattfinden,
erschweren die eindeutige Spezifikation der Kundenanforderungen und erfordern
eine frühzeitige Validierung [14].
Definition 2.19 (Disruptive Technologie). Eine disruptive Technologie [engl. to
disrupt = unterbrechen] ist eine Innovation, die eine bestehende Technologie, ein
bestehendes Produkt oder eine bestehende Dienstleistung möglicherweise vollständig
verdrängt [51].
Agile Methoden und Ansätze motivieren sich aus der höheren Flexibilität von
Softwaresystemen bezüglich der Auslieferung von verbesserten Releases. In den
frühen Phasen der Funktionsentwicklung ist das Wissen über das System und die
Erwartungen der Nutzer mit Unsicherheiten verbunden. Die sukzessive Entwicklung
vollständiger Inkremente ermöglicht durch eine regelmäßige Priorisierung und An-
passung der Entwicklungsaufwände diese Unsicherheiten zu kompensieren. Dieses
Vorgehen ist in der reinen Softwareentwicklung sehr erfolgreich. Den Anforderungen
der Entwicklung eingebetteter Systeme im Automobilbereich in Bezug auf die
benötigte Abstimmung zwischen verschiedenen Zuständigkeiten und Domänen, der
Planungssicherheit der Lieferketten und der fest definierten Entwicklungsziele der
einzelnen Baureihen werden sie jedoch nicht vollständig gerecht. Die stufenweise
Integration der Software in die Hardware und Mechatronik erfordert definierte Syn-
chronisierungspunkte. Ohne zuverlässige Zusagen wird die Entwicklung abhängiger
Systemfunktionen gegebenenfalls blockiert. Die synchronisierte Herangehensweise
erleichtert zudem die Interaktion mit den Zulieferern.
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Um der Forderung des Spiralmodells nach einer frühzeitigen Validierung der Kun-
denanforderungen gerecht zu werden, ist in den frühen Phasen der Produktent-
wicklung eine Erweiterung der Prozesse und der vorhandenen Methoden notwendig.
Dem aktuellen PEP vorgelagerte und in frühen Phasen parallele Prozessschritte für
innovative Funktionsentwicklungen könnten die benötigte Flexibilität einbringen.
Zusätzliche ergänzende Methoden und Werkzeuge sollten dabei die eigentliche
Zielsetzung der Validierung des Funktionskonzeptes vor der Übernahme in die
Baureihe unterstützen.
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Softwaresystemen für Fahrzeuge
Neben einem auf das Gesamtprodukt, in diesem Fall das Fahrzeug, zugeschnittenen
Systementwicklungsprozess erfordert eine erfolgreiche Entwicklung eingebetteter
Softwaresysteme spezifisch für die unterschiedlichen Systemkomponenten und auf-
einanderfolgenden Entwicklungsphasen ausgewählte und angepasste Entwicklungs-,
Verifikations- und Validierungsmethoden. Neben der Umsetzung der jeweiligen
Arbeitsschritte einer Entwicklungsphase muss gewährleistet sein, dass die Zielerrei-
chung und Korrektheit des Arbeitsergebnisses geprüft werden kann.
Ein wichtiges Merkmal zur Auswahl geeigneter Methoden ist dabei der grundlegende
Charakter eines Features (vergleiche Kapitel 4.1). Das Blockschaltbild in Abbildung











Abbildung 3.1: Integration eines E/E-Features aus logischer Systemsicht nach [14]
Aus steuerungs- und regelungstechnischer Sicht können Features eine überwachende,
steuernde oder regelnde Aufgabe erfüllen [14]. Überwachende Features wirken
37
3 Entwicklung, Verifikation und Validierung
über Anzeigeelemente auf den Fahrer. Steuernde Funktionen arbeiten in einem
offenen Regelkreis. Die Ansteuerung der Aktuatoren durch die Funktion hat keine
unmittelbare Auswirkung auf die Sensoreingänge der Funktion. Ein gutes Beispiel
für ein steuerndes Assistenzsystem stellt eine automatisierte Fernlichtfunktion dar
[52]. Eine unmittelbare Auswirkung der Systemfunktion auf die Regelstrecke und
damit auf die Sensoren, wie in Abbildung 3.1 dargestellt, liegt nur für eine regelnde
Funktion innerhalb eines geschlossenen Regelkreises vor.
Definition 3.1 (Steuerung). Unter Steuerung wird die zielgerichtete Beeinflussung
eines dynamischen Systems bezeichnet. [53]
Definition 3.2 (Regelung). Eine Regelung bezeichnet im Ingenieurswesen die Über-
wachung der Systemausgabe, um diese mit dem erwarteten Ausgang zu vergleichen
und Korrekturmaßnahmen zu ergreifen, falls die tatsächliche Ausgabe nicht mit der
erwarteten Ausgabe übereinstimmt. [21]
In diesem Kapitel werden zunächst Definitionen der Begriffe Qualität, Verifika-
tion, Validierung, Fehler und Test eingeführt. Im Abschnitt 3.3 werden in der
Automobilentwicklung verbreitete Methoden und Ansätze vorgestellt. Die dar-
auf folgenden Abschnitte bieten einen Überblick über die gängigen statischen
und dynamischen Verifikationsverfahren und die Verfahren zur Validierung von
Software- und E/E-Systemen im Fahrzeug. Der Abschnitt 3.7 führt Methoden
zur Erstellung von Testfällen und zur Ermittlung der Testtiefe ein und schließt
das Kapitel ab. In einem Resümee wird die Eignung der Methoden für prädiktive
Fahrzeugregelungsfunktionen diskutiert und es werden offenen Herausforderungen
herausgearbeitet.
3.1 System- und Softwarequalität
Software- und Systementwicklung findet nach Automotive SPICE (Abschnitt 2.7)
ihren Abschluss mit den Qualifikationstests. Der Qualitätsbegriff im Kontext des
Systems und Software Engineering wird durch den Standard ISO/IEC/IEEE 24765
wie folgt definiert:
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Definition 3.3 (Qualität). Die Qualität beschreibt die Fähigkeit eines Produkts,
eines Dienstes, eines Systems, einer Komponente oder eines Prozesses, Kunden-
oder Benutzerbedürfnisse, Erwartungen oder Anforderungen zu erfüllen und den
Grad, in dem spezifizierte Anforderungen erfüllt werden.
Eine detailliertere Definition ist mit den Qualitätsanforderungen und -kriterien zur
Bewertung von Systemen und Softwareprodukten des Standards ISO/IEC 25010
[54] spezifiziert. Die Norm definiert zwei Qualitätsmodelle, ein Modell spezifiziert
Kriterien zur Ermittlung der Nutzungsqualität und das zweite Modell definiert
Kriterien für die externe und interne Qualität. Letzteres beinhaltet folgende acht
Kriterien und zugehörige Unterkategorien:
• Funktionalität: Die Vollständigkeit, Angemessenheit und Richtigkeit der
Umsetzung spezifizierter und implizit erwarteter Anforderungen
• Leistungsfähigkeit und Effizienz: Die aufgewendeten Ressourcen, das Zeitver-
halten und die Kapazität bei der Erfüllung der Anforderungen.
• Kompatibilität: Die Eignung eine Umgebung mit weiteren Systemen zu teilen
oder mit diesen zusammenzuarbeiten.
• Usability: Der Umfang in dem das System oder die Software seine Nutzer bei
der Zielerreichung unterstützt.
• Zuverlässigkeit: Der Reifegrad und die Verfügbarkeit, Fehlertoleranz und
Fähigkeit sich nach einem Fehlerfall zu regenerieren.
• Sicherheit: Die nachweisbare Gewährleistung von Vertraulichkeit, Integrität
und Authentizität.
• Wartbarkeit: Der Grad der Modularisierung, Wiederverwendbarkeit, Analy-
sierbarkeit, Modifizierbarkeit und Testbarkeit.
• Übertragbarkeit: Die Fähigkeit zu Anpassung, Integration und Austausch.
Das Modell zur Nutzungsqualität definiert die Kriterien Effektivität, Effizienz,
Zufriedenheit, Risikofreiheit und Abdeckung des Anwendungsbereichs. Ein System
oder Softwareprodukt soll nach dieser Definition den Nutzer bei einer möglichst voll-
ständigen Zielerreichung (Effektivität) unter Einsatz möglichst geringer Aufwände
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(Effizienz) unterstützen. Die Nutzerzufriedenheit ist definiert als das Zusammen-
spiel aus Zweckmäßigkeit, Nutzungskomfort und dem Vertrauen und der Freude im
Umgang mit dem System oder der Software. Die Risikofreiheit des Produkts bezieht
sich auf die Fähigkeit zur Minimierung möglicher Wirtschafts-, Gesundheits- und
Umweltschäden. Das Kriterium Abdeckung des Anwendungsbereichs misst die be-
nötigte Flexibilität und Eignung eines Produkts, die zur Erfüllung des gewünschten
Anwendungszwecks benötigt wird.
3.2 Verifikation, Validierung und Testen
Der Einsatz spezifischer Methoden in der Funktionsentwicklung unterstützt die
Einhaltung von Zeit- und Budgetplänen, erhöht die Qualität und trägt zu einer
substantiellen Risikominimierung bei. Neben der eigentlichen Funktionsentwicklung
sind für den Erfolg eines Entwicklungsprojekts insbesondere die Verifikation und
Validierung von großer Bedeutung. Die Interpretation dieser Begriffe unterliegt
einem gewissen Spielraum. Im Bereich der Softwareentwicklung wird häufig Boehm
zitiert. Er interpretiert die Bedeutung von Validierung und Verifikation in „Software
Risk Management“[27] mit den Worten:
• Verification. “Am I building the product right?“
• Validation. “Am I building the right product?“
Eine detailliertere, deutschsprachige Definition dieser Begriffe aus der Sicht der
Automobilentwicklung liefert Schäuffele [14]:
Definition 3.4 (Verifikation). Die Verifikation ist der Prozess zur Beurteilung
eines Systems oder einer Komponente mit dem Ziel festzustellen, ob die Resultate
einer gegebenen Entwicklungsphase den Vorgaben für diese Phase entsprechen.
Software-Verifikation ist demnach die Prüfung, ob eine Implementierung der für
den betreffenden Entwicklungsschritt vorgegebenen Spezifikation genügt.
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Definition 3.5 (Validierung). Die Validierung ist der Prozess zur Beurteilung eines
Systems oder einer Komponente mit dem Ziel festzustellen, ob der Einsatzzweck
oder die Benutzererwartungen erfüllt werden. Funktionsvalidierung ist demnach die
Prüfung, ob die Spezifikation die Benutzeranforderungen erfüllt, ob überhaupt die
Benutzerakzeptanz durch eine Funktion erreicht wird.
Während in mechanischer und elektronischer Hardware Fehler und Mängel neben
fehlerhafter Spezifikation und Umsetzung auch durch Alterung oder Verschleiß
auftreten können, liegt die Ursache für mangel- oder fehlerbehaftete Software immer
in der Entwicklung. Die „Ursachenkette für Fehler“ nach [55] ist in Abbildung 3.2
dargestellt. Eine Fehlerhandlung führt zu einem Fehlerzustand, beispielsweise eine
fehlerhafte Anforderung oder eine Fehlerstelle im Programmcode, welcher zu einer
nach außen sichtbaren Fehlerwirkung führt.
Fehlerbegriff
Fehlerhandlung (error) Fehlerzustand (fault) Fehlerwirkung (failure)
Abbildung 3.2: Der Fehlerbegriff im Deutschen [55] und im Englischen [56]
Nach [21] definieren sich die Fehlerbegriffe wie folgt:
Definition 3.6 (Fehlerhandlung). Die Fehlerhandlung ist eine menschliche Aktion,
die ein falsches Ergebnis erzeugt, wie z. B. Software, die einen Fehlerzustand
enthält.
Definition 3.7 (Fehlerzustand). Der Fehlerzustand ist die Manifestation einer
Fehlerhandlung in einer Software oder ein Defekt in einem Hardwaregerät oder in
einer Komponente.
Definition 3.8 (Fehlerwirkung). Die Fehlerwirkung ist die Beendigung der Fähigkeit
eines Produkts, eine erforderliche Funktion auszuführen oder seine Unfähigkeit,
innerhalb vorher festgelegter Grenzen seinen Zweck zu erfüllen.
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Aus der Definition der Begriffe Verifikation und Validierung kann der üblicherweise
weit gefasste Begriff des Testens abgeleitet werden. In Bezug auf die Verifikation
und Validierung sind insbesondere die Aktivitäten Debugging, Testen und Erproben
zu unterscheiden. Unter Debugging versteht man eine üblicherweise unsystemati-
sche Verifikation durch die Entwickler während der Implementierung der Software
und die Analyse der Software zur Lokalisierung von Fehlerursachen, die identi-
fizierten Fehlerzuständen zugrunde liegen. „Testen impliziert eine systematische
Herangehensweise“[19]. Beim Testen werden Fehler in der Umsetzung aufgedeckt,
die nach Spillner und Linz [55] als „die Nichterfüllung einer festgelegten Anforde-
rung“ definiert sind. Die Unterscheidung zwischen Entwicklung & Debugging und
systematischem Testen bilden sich im Automobilsektor in den dedizierten Rollen
Entwickler und Tester ab [19]. Nach [21] sind Debugging und Testen wie folgt
definiert:
Definition 3.9 (Debugging). Debugging dient dem Aufspüren, Lokalisieren und
Korrigieren von Fehlerzuständen innerhalb eines Computerprogramms.
Definition 3.10 (Testen). Das Testen beschreibt eine Aktivität, während der ein
System oder eine Komponente unter spezifizierten Bedingungen ausgeführt wird,
die Ergebnisse dieser Ausführung beobachtet oder aufgezeichnet werden und ein
Aspekt des Systems oder der Komponente bewertet wird.
Ziel der Validierung ist die Identifikation fehlerhaft spezifizierter oder interpretierter
Anforderungen. Das Resultat einer fehlerhaften Anforderungsspezifikation wird als
Mangel bezeichnet. Der Begriff Mangel wird durch [55] wie folgt definiert:
Definition 3.11 (Mangel). Ein Mangel ist die Nichterfüllung einer angemessenen
Erwartung oder die Beeinträchtigung der Verwendbarkeit bei gleichzeitiger Erfüllung
der Funktionalität.
Der Erprobung in Form von Testfahrten (Abschnitt 3.6.2 & 3.6.3) kommt in der
Fahrzeugentwicklung eine wichtige Rolle zu, da „es häufig eher subjektive Wahr-
nehmungen von Menschen sind, die letztlich auch den Markterfolg eines Fahrzeugs
ausmachen (Stichwort: PoPo-Sensor)“ [19]. Die Erprobung dient damit insbesondere
der Aufdeckung von Mängeln. Um neben der gesamtheitlichen Analyse auf Systeme-
bene durch Testfahrten auf Testgeländen und im öffentlichen Straßenverkehr eine
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systematische Analyse unter exakt definierten und reproduzierbaren Bedingungen
zu ermöglichen, werden in der Automobilbranche in allen Entwicklungsphasen und
auf allen Integrationsebenen vermehrt simulationsgestützte Ansätze verfolgt (siehe
Abschnitt 3.3.4 und 3.5.2). Der Begriff der Erprobung wird durch [19] wie folgt
definiert:
Definition 3.12 (Erprobung). Die Erprobung ist eine Analyse des Gesamten, der
eine vergleichsweise geringe Systematik zugrunde liegt. In Erproben steckt das
Ausprobieren in einer unbestimmten Situation.
Test und Erprobung beschreiben Methoden, die durch eine stichprobenhafte1
Ausführung der Software Fehlerwirkungen und damit die zugrunde liegenden Feh-
lerzustände aufdecken sollen. Die beiden Methoden unterschreiden sich primär in
der zugrunde liegenden Systematik. Daneben decken statische Verifikationsmetho-
den Fehlerzustände rein analytisch durch die Begutachtung von Spezifikation und
Quelltext auf [10]. Die Anwendung von Metriken auf die Ergebnisse der Verifikation
und Validierung ermöglicht eine objektive Bestimmung der Softwarequalität. Dies
dient der Risikobewertung für den jeweiligen Einsatz der Software und fördert das
Vertrauen in das Softwareprodukt [55].
Die Aktivitäten und das systematische Vorgehen zur Bestimmung der System- oder
Softwarequalität werden in einem Testprozess spezifiziert. Der Testprozess ist nach
[57] wie folgt definiert:
Definition 3.13 (Testprozess). Der Testprozess gibt Auskunft über die Qualität
eines Softwareprodukts und besteht aus einer Reihe von Aktivitäten, die in einem
oder mehreren Teilprozessen gruppiert sind.
Der Software Testing Standard ISO/IEC/IEEE 29119-2 [58] spezifiziert einen
organisationsbezogenen Testprozess, einen verwaltenden Testprozess und einen
dynamischen Testprozess. Diese Prozesse sind in Abbildung 3.3 dargestellt. Aufgabe
des organisationsbezogenen Prozesses ist die Erstellung, Überwachung und Pflege
einer organisationsweit einheitlichen Teststrategie. Auf Projektebene regelt der
verwaltende Testprozess die Erstellung des Testplans, prüft und steuert dessen
1Im Kontext des dynamischen Softwaretests beschreibt die Stichprobe, die für die Tests ausge-
wählten Eingangswerte und Zustände. Abschnitt 3.7.1 beschreibt Methoden zur systematischen
Spezifikation dieser Stichprobe in Form von Testfällen.
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Umsetzung und schließt die Testaktivitäten am Ende der Entwicklung ab. Der
dynamische Prozess ist in vier Schritte untergliedert und beschreibt das operative
Testvorgehen im Rahmen der Produktentwicklung. Die Teilprozesse Testenturf &
-implementierung und Testausführung werden durch den Teilprozess Bereitstellung
und Wartung der Testumgebung unterstützt. Abgeschlossen wird der dynamische























Abbildung 3.3: Testprozesse des Software Testing Standard ISO/IEC/IEEE 29119 [58]
Ein Testfall dient dem systematischen Nachweis einer Anforderungserfüllung. Die
auszuführenden Testaktivitäten werden als inhaltlich gruppierte Testfälle im Test-
plan spezifiziert. Die Planung basiert auf der aus dem organisationsbezogenen
Testprozess abgeleiteten Teststrategie. In ihr sind die anzuwendenden Testmetho-
den und die anzustrebende Testtiefe definiert. Die aufgeführten Begriffe sind nach
ISO/IEC/IEEE 29119 [57] wie folgt definiert:
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Definition 3.14 (Testfall). Ein Testfall umfasst die notwendigen Voraussetzun-
gen, Eingaben (inklusive evtl. Aktionen)und erwarteten Ergebnisse, die entwickelt
wurden, um ein Testobjekt auszuführen und zu prüfen, ob es die Testziele (Kor-
rekte Implementierung, Identifikation von Fehlern, Qualitätsprüfung und weitere
geschätze Informationen) erreicht.
Definition 3.15 (Testplan). Der Testplan ist eine detaillierte Beschreibung der zu
erreichenden Prüfziele und der Mittel und dem Zeitplan für deren Erreichung. Er
wird ausgestaltet, um die Prüfungsaktivitäten eines Testobjekts oder einer Gruppe
von Testobjekten zu koordinieren.
Definition 3.16 (Testspezifikation). Die Testspezifikation ist die vollständige Do-
kumentation des Testentwurfs, der Testfälle und Testverfahren für ein bestimmtes
Testobjekt.
Die wiederholte Ausführung von Testfällen zur Prüfung ausgewählter Systemabläufe
unterstützt zum einen die Analyse einer Fehlerwirkung, ermöglicht aber auch den
Nachweis, dass ein System trotz umgesetzter Änderungen weiterhin fähig ist diese
Systemabläufe korrekt umzusetzen. Die systematische Wiederholung von Testfällen
wird nach ISO/IEC/IEEE 24765 [21] als Regressionstest bezeichnet:
Definition 3.17 (Regressionstest). Der Regressionstest ist die wiederholte Überprü-
fung eines Systems oder einer Komponente, um zu verifizieren, dass Änderungen
keine unbeabsichtigten Auswirkungen verursacht haben und das System oder die
Komponente weiterhin den spezifizierten Anforderungen entspricht.
Eine Grundlage für die Definition der Testtiefe liefert die Einstufung nach Automo-
tive Safety Integrity Level (ASIL). Diese ist in der Norm ISO 26262 [59] wie folgt
definiert:
Definition 3.18 (Automotive Safety Integrity Level). Der Automotive Safety Inte-
grity Level ist eine von vier Einstufungen, die für ein Item oder ein Element die
notwendigen Anforderungen und Sicherheitsmaßnahmen nach ISO 26262 zur Ver-
meidung eines unangemessenen Restrisikos spezifizieren. Dabei ist D die strengste
und A die am wenigsten strenge Einstufung.
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Die automotive SPICE Prozessreferenz fordert für alle Teilprozesse auf dem rechten
Schenkel des V-Modells die Erstellung eines Testplans zur Qualitätssicherung als
Teilergebnis [45]. Der System- oder Softwareteil, der durch einen spezifizierten
Testfall untersucht wird, wird als Testobjekt bezeichnet [19]. Alle Einrichtungen,
Werkzeuge und Programme zur Durchführung und zur Dokumentation von Tests für
die Verifizierung und Validierung eines Systems werden im Begriff der Testumgebung
zusammengefasst [58]. Der Begriff Testobjekt wird durch [19] wie folgt definiert:
Definition 3.19 (Testobjekt). Das Testobjekt, auch System under Test, ist die zu
testende Einheit.
3.3 Entwicklungsmethoden und -ansätze
Im Bereich der Software- und Regelungsentwicklung für Kraftfahrzeuge existieren
verschiedene methodische Entwicklungsansätze. Zielsetzungen für den Einsatz von
Entwicklungsmethoden sind, analog zu den Entwicklungsprozessen, die Minimierung
des Projektrisikos, eine verbesserte Komplexitätsbeherrschung und Qualitätssiche-
rung.
Die Anforderungen an die anzuwendenden Systems Engineering Methoden un-
terscheiden sich zwischen verschiedenen Funktionen und verändern sich mit den
unterschiedlichen Entwicklungsstufen. Wie in Abschnitt 2.7 eingeführt, liegt der
Fokus eines Automotive SPICE konformen Prozesses in den frühen Phasen auf der
Definition von Anforderungen und der Entwurfsspezifikation. Dies erfordert Metho-
den, die eine systematische Analyse und Prüfung der erstellten Arbeitsprodukte
ermöglichen. An der Spitze des Vs verschiebt sich dieser Fokus auf die korrekte
Umsetzung der spezifizierten Elemente und den Nachweis spezifikationskonformer
Implementierung der Software-Units in den zugehörigen Software-Items. Mit der
sukzessiven Integration der einzelnen Software-Items auf der Hardware zu Kompo-
nenten und der Verbindung der Komponenten zu Subsystemen und letztlich zum
Gesamtsystem auf dem rechten Schenkel des Vs verschiebt sich der Schwerpunkt
der Verifikation von der detaillierten Beschreibung auf Unit-Ebene hin zu einem
gesamtheitlichen Nachweis auf Systemebene.
Die Herausforderung besteht in der Identifikation einer auf die jeweilige Problemstel-
lung zugeschnittenen Kombination von Methoden. Universelle Methoden basieren
häufig auf komplexen Werkzeugumsetzungen [34], die eine flexible Anpassung
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der Methode auf die spezifischen Rahmenbedingungen des Entwicklungsprojekts
erschweren. Lücken im methodischen Unterbau führen zu Aufwänden, die nicht
unmittelbar zur Zielerreichung beitragen. Eine Überladung des methodischen Un-
terbaus erschwert hingegen eine schnelle Einarbeitung und die flexible Umsetzung
der Methoden.
3.3.1 Modellbasierte Entwicklung
Modelle dienen in der Wissenschaft und dem Ingenieurwesen dem vereinfachten Ver-
ständnis und Umgang mit komplexen Zusammenhängen. Stachowiak [60] definiert
ein Modell wie folgt:
Definition 3.20 (Modell). Modelle sind [...] Abbildungen, Repräsentationen na-
türlicher oder künstlicher Originale (Abbildungsmerkmal). Modelle erfassen nicht
alle Attribute, [...] nur solche, die [...] relevant scheinen (Verkürzungsmerkmal).
Modelle erfüllen ihre Ersatzfunktion für bestimmte Subjekte innerhalb bestimmter
Zeitintervalle und unter Einschränkung auf bestimmte gedankliche oder tatsächliche
Operationen (Pragmatisches Merkmal).
Der modellbasierter Systementwurf (Model-Based Systems Engineering, MBSE)
adressiert die Herausforderung zunehmender Komplexität, verteilter Entwicklung
und involvierter Rollen durch den Einsatz standardisierter Modellierungen. Im
Kontext des MBSE dient die Modellierung nach Törngren [61] unter anderen der
Analyse, der Beschreibung und dem Entwurf von Systemen. Weiter unterscheiden
sich Modellierungen nach Törngren im Grad und der Art der Formalisierung, dem
Anwendungsbereich und dem Abstraktionsgrad. Unterschieden wird zwischen for-
malen2 Modellen, die eine Aussage über das erwartete Systemverhalten ermöglichen,
konzeptuellen Modellen, die insbesondere die Kommunikation und Dokumentation
unterstützen, und konstruktiven Modellen, die sich auf das operative Verhalten
fokussieren und eine direkte Grundlage für oder einen Teil des Systementwurfs
darstellen [61].
Eine detaillierte Sicht auf den MBSE mit formalen Modellen liefert Long [63]. Ein
Modell basiert in diesem Kontext auf einer formalen Sprache, beinhaltet eine Struk-
2 Im Kontext des Software Engineering bezeichnen formale Methoden die Anwendung strikter,
mathematisch-logischer Beschreibungen und Analysen für die Spezifikation, den Entwurf und
den Test von Software [62]
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tur, dient der Beweisführung und dem Nachweis der Zielerreichung und ermöglicht
Mechanismen, die eine klare und verständliche Darstellung dieses Nachweises un-
terstützen. Nach Brambilla [64] ermöglicht eine Formalisierung mittels „impliziter
aber eindeutig definierter Semantik [...] den präzisen Austausch von Informationen“.
Die durch die Modellierung erreichte Formalisierung und Abstraktion verbessert
das Verständnis der entwickelten Artefakte und vereinfacht eine maschinelle In-
terpretation. Dies ermöglicht den Einsatz von Werkzeugen zur Unterstützung und
Automatisierung einzelner Arbeitsschritte. Statische Analyse und Verifikation (Ab-
schnitt 3.4), Simulation (Abschnitt 3.5.2 und 3.3.4) und Modellausführung tragen
zu einer erfolgreichen Entwicklung bei und Modell-zu-Modell-Transformationen
ermöglichen den Übergang zwischen unterschiedlichen Abstraktionsgraden und
Einsatzzwecken [64, 65].
Modellbasierte Ansätze treten in der Softwaretechnik in unterschiedlichen Varianten
auf. Abbildung 3.4 stellt die nach Brambilla [64] wichtigsten Vertreter dar. Die
MBSE umfasst demnach alle Ansätze der Softwaretechnik, die auf dem Einsatz von
Modellen im Entwicklungsprozess aufbauen. Die Modelle dienen als Unterstützung
im Entwicklungsprozess. Beim modellgetriebener Systementwurf (Model-Driven En-
gineering, MDE) wird die Modellbildung weiter in den Fokus gerückt. Die Modelle
sind die wichtigsten Artefakte und zentralen Treiber aller Teilprozesse der Entwick-
lung. Die Ergebnisse aller Entwicklungsphasen und -tätigkeiten (Anforderungen,
Analyseergebnisse, Implementierungen, Testfälle,...) liegen als formale Modelle
vor. Wird lediglich die Untermenge der unmittelbar die Entwicklung betreffenden
Teilprozesse durch Modelle getrieben spricht man von einer modellgetriebenen Ent-
wicklung (engl. modellgetriebene Entwicklung (Model-Driven Development, MDD)).
Es existieren verschiedene Interpretationen und Umsetzungen der MDD. Bram-
billa [64] führt hier als Beispiel die modellgetriebene Architektur (Model-Driven





Abbildung 3.4: Einordnung verschieden abgestufter, modellbasierter Ansätze nach [64]
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Die MDA der OMG setzt mit der Unified Modeling Language (UML) [66] auf eine
standardisierte Modellierungssprache zur Spezifikation von Softwareprodukten, „in
ihrer Absicht ähnlich den lange in technischen Disziplinen verwendeten Blaupausen“
[67]. Die Systems Modeling Language (SysML) [68] erweitert und spezialisiert
diesen Ansatz für systemrelevante Aspekte und unterstützt damit das Systems
Engineering.
Die UML definiert sechs Modellebenen, die eine starke Ähnlichkeit mit den in
Abschnitt 2.7 vorgestellten Arbeitsprodukten von Automotive SPICE vorweisen.
Im Use-Case-Modell werden die funktionalen Anforderungen beschrieben, d.h. die
erwartete Verwendung der Software und die Interaktionen zwischen den beteilig-
ten Rollen und Systemen. Inhaltlich entspricht dieses Modell dem Ergebnis des
Automotive SPICE Prozessschritts SYS.1.
Analog zu SWE.1 werden die Anforderungen im Analysemodell verfeinert und
das Systemverhalten wird initial auf einzelne Systemteile aufgeteilt. Beispielsweise
dienen Aktivitätsdiagramme der detaillierten Analyse anwendungsbezogener An-
forderungen. Das Entwurfsmodell stellt die Blaupause der Implementierung dar
und entspricht dem Prozessschritt Softwareentwurf (SWE.2). Basierend auf dem
Analysemodell wird die technische Systemarchitektur aus Subsystemen, Klassen
und Schnittstellen definiert und die spezifizierten Use-Cases werden auf diese Struk-
turen abgebildet. Beispielsweise kann das dynamische Verhalten eines Elements im
Entwurfsmodell mit Hilfe eines Sequenzdiagramms beschreiben werden. Im Imple-
mentierungsmodell wird die Art der Umsetzung der Elemente des Entwurfsmodells
in Form von Quellcode-Komponenten den spezifizierten Klassen zugeordnet. Die
Erstellung dieses Modells entspricht der Phase des detaillierten Softwareentwurfs
und der Implementierung (SWE.3).
Die in den Phasen SWE.4, SWE.5 und SWE.6 spezifizierten Unit-, Integrations-
und Systemtests werden bei Anwendung der UML im Testmodell beschrieben.
Dies beinhaltet die angewandten Testfälle und Testmethoden sowie die verwendete
Testumgebung. Aufgrund der Beschränkung der UML auf Softwareentwicklungen,
können die Prozessschritte zu Integration, Test und Validierung auf Systemebene
keinen direkten Modellelementen zugewiesen werden. Ähnlich verhält es sich mit
dem Bereitstellungsmodell, das die physische Struktur des Computersystems und
die Abbildung der implementierten Komponenten auf diese Struktur beschreibt. Das
Bereitstellungsmodell ist vergleichbar mit der im folgenden Abschnitt beschriebenen
technischen Systemarchitektur der E/E-Anteile eines Fahrzeugs.
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3.3.2 Modellbasierte Ansätze in der E/E-Entwicklung eines Fahrzeugs
In der Automobilentwicklung nehmen modellbasierte Methoden insbesondere im
Bereich der E/E-Systemarchitektur und im Software- und Regelungsentwurf eine
zunehmend wichtige Rolle ein. Ein wichtiger Treiber dieser Entwicklung ist die
Zunahme an Systemfunktionen, deren Verteilung über mehrere Steuergeräte und die
damit steigende Vernetzung zuvor unabhängig entwickelter Systemkomponenten
[69]. In Verbindung mit einer zunehmenden Anzahl an Modellvarianten und -
konfigurationen einzelner Baureihen führt dies zu einer gesteigerten Vielfalt und
Konnektivität und damit zu steigender Komplexität des Gesamtsystems (vergl.
Abschnitt 2.1). Zur Bewältigung dieser Herausforderung werden im Bereich der
E/E-Architekturentwicklung verbreitet modellbasierte Ansätze verfolgt. Grundlage
ist dabei eine Abstraktion der Systemarchitektur auf verschiedenen, sachlogisch
zusammenhängenden Ebenen.
Eine etablierte Partitionierung ist die Unterscheidung einer logischen und einer
technischen Systemarchitektur [14, 3, 69]. Durch den verstärkten Softwareeinsatz
im Fahrzeug trägt eine weitere Abstraktionsebene und Perspektive in Form der
Software Systemarchitektur zu einem umfassenden Systemverständnis und einer
durchgängigen Modellierung bei. Ein Beispiel für eine umfangreiche und durch-
gängige Modellstruktur bietet [70]. Abbildung 3.5 fasst die genannten Ansätze [14,
15, 3, 69, 70] in einer reduzierten Form zusammen und ergänzt für diese Arbeit
relevante Betrachtungen. Die Architekturebenen werden in Anlehnung an [14, 15,
3, 69, 70] wie folgt definiert:
Definition 3.21 (Logische Systemarchitektur). Die logische Systemarchitektur bildet
das funktionale Verhalten des Systems mit Hilfe logischer Funktionsblöcke ab.
Definition 3.22 (Software Systemarchitektur). Die Software Systemarchitektur
beschreibt die Softwarekomponenten und -einheiten des Systems sowie ihre Schnitt-
stellen und Interaktionen.
Definition 3.23 (Technische Systemarchitektur). Die technische Systemarchitektur
spezifiziert den Aufbau der gesamten Fahrzeugelektronik aus Hardwaresicht.
Die abstrakte Verhaltensbeschreibung wird auf System- und Subsystemebene wäh-
rend des Systemarchitekturentwurfs erstellt (vergl. Abschnitt 2.7) und folgt einem
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Software Systemarchitektur
AUTOSAR Runtime Environment & Basissoftware





































Abbildung 3.5: Zusammenfassende Darstellung der für diese Dissertation relevanten Ab-
straktionsebenen der E/E Systemarchitektur und Zuordnung des verteilten,
funktionalen Verhaltens auf Softwarekomponenten und Steuergeräte.
kausalen Zusammenhang. Basierend auf einer Wahrnehmung werden einzelne
Funktionen stimuliert. Diese Stimuli werden durch die logischen Funktionsblöcke
propagiert bis eine Handlung des Systems resultiert. Vollständige Fahrzeugfunk-
tionen werden durch Funktionswirkketten repräsentiert. Diese fassen alle an der
Wirkkette beteiligten Funktionsblöcke zusammen und ermöglichen die Abbildung
einzelner Funktionspfade in komplex vernetzten Systemarchitekturen. Auf Ebene
der logischen Systemarchitektur konnte sich der Einsatz formaler Methoden in der
Automobilentwicklung bis heute nicht flächendeckend etablieren. Dies liegt unter
anderem an der Verfügbarkeit performanter Prototyping Systeme (vergl. Abschnitt
3.3.3), die eine frühzeitige Überprüfung von Systementwürfen ermöglichen. Die
logische Systemarchitektur liegt daher zumeist in Form eines konzeptuellen Modells
vor (3.3.1).
Die Software Systemarchitektur wird während des Softwarearchitekturentwurfs
spezifiziert (vergl. Abschnitt 2.7). Die Funktionen der logischen Systemarchitektur
werden einzelnen Softwarekomponenten zugeordnet, in deren Umfang sie implemen-
tiert werden. Neben dieser in Abbildung 3.5 durch Pfeile skizzierten exemplarischen
Zuordnung beinhaltet die Software Systemarchitektur die Spezifikation von Softwa-
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remodulen, -schnittstellen, verwendeten Tasks und zugeordneten Speicherbereichen.
Mit AUTOSAR (AUTomotive Open System ARchitecture) [71] existiert in der Auto-
mobilbranche auf der Ebene der Software Systemarchitektur eine Standardisierung
der Basissoftware. Sie abstrahiert die Hardwarekomponenten eines Steuergeräts und
stellt die für den Betrieb einer funktionalen Komponente notwendigen Elemente,
wie Betriebssystem, Kommunikationsmodul und Bootloader [72], zur Verfügung.
Eine funktionale Komponente wird im AUTOSAR-Kontext als Softwarekomponen-
te (Software Component, SWC) bezeichnet. Sie wird auf dem Application-Layer
über die AUTOSAR Runtime Environment in die Basissoftware integriert.
In der technischen Systemarchitektur werden die integrierten Steuergeräte über ihre
Hardwarearchitektur als Einzelkomponenten spezifiziert. Diese Spezifikation bein-
haltet integrierte Hardwaremodule wie Recheneinheiten (z.B. Prozessor (Central
Processing Unit, CPU), Grafikprozessor (Graphics Processing Unit, GPU) und Field
Programmable Gate Array (FPGA)), Analog-Digital-Wandler (Analog-to-Digital
Converter, ADC), Digital-Analog-Wandler (Digital-to-Analog Converter, DAC)
und Speichermodule (Random-Access Memory (RAM) und Read-Only Memory
(ROM)). Die Vernetzung der einzelnen Hardwarekomponenten wird im Bussystem
oder der Netzwerktopologie definiert. Weitere Elemente, die auf Ebene der techni-
schen Systemarchitektur modelliert werden, sind elektronische Schaltpläne und der
benötigte Kabelbaum inklusive aller Steck- und Klemmkontakte. Die Entwicklung
der technischen Systemarchitektur wird in dieser Arbeit nicht betrachtet, die zuge-
hörigen Prozesse lassen sich im Rahmen des in der Automotive SPICE (Abschnitt
2.7) enthaltenen „Plug-in“-Konzepts eingliedern.
Neben dem Entwurf der beschriebenen Ebenen der E/E-Systemarchitektur ist
der Einsatz modellbasierter Techniken in der Funktionsentwicklung, insbesondere
beim Entwurf von Steuerungs- und Regelungsalgorithmen, weit verbreitet [72].
Als wichtigsten Vertreter kommerzieller Werkzeugketten für die modellgetriebene
Funktionsentwicklung im Bereich der Entwicklung eingebetteter Systeme benennt
dabei eine Studie der Chalmers University of Technology [65] die integrierte Umge-
bung von MATLAB, Simulink und Stateflow. Neben Eclipse, Enterprise Architect
und IBM Rational Software Modeller stellen im Bereich der Automobilentwicklung
ASCET, Dymola (Modelica) und SimulationX wichtige weitere Vertreter dar. Die
in der Studie meist genannten Einsatzzwecke der Modelle sind die Simulation
und die Codegenerierung, gefolgt von der Verwendung von Modellen zur Doku-
mentation und Informationsweitergabe, Testfallgenerierung und zur strukturellen
Konsistenzprüfung.
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MATLAB, Simulink und Stateflow ermöglichen gleichermaßen die Entwicklung
von zustandsbasierten Automaten und Steuerungs- und Regelungssystemen [73],
sowie die „Modellierung gemischt diskret-/kontinuierlicher Systeme“ [69]. Rossi u.
a. [74] beschreiben die Anwendung und Vorteile des durchgängig modellbasierten
Entwurfs am Beispiel eines innovativen Traktionskontrollsystems. Die Kopplung
von Steuerungsentwurf und Simulation ermöglicht eine frühzeitige Analyse des
Systemverhaltens und der eingesetzten Algorithmen. Die Codegenerierung mittels
Embedded Coder [75] oder TargetLink [76] ermöglicht eine plattformunabhängige
Entwicklung und die Erzeugung eines „hocheffizienten und zuverlässigen C-Code[s]
in Produktionsqualität“ [72]. Die Durchgängigkeit der Werkzeugkette wird neben
ergänzenden Werkzeugen zur Simulation, vergleiche Abschnitt 3.5.2, durch Rapid
Prototyping Techniken ergänzt [77].
Das beschriebene Vorgehen fokussiert sich auf dem jeweiligen E/E-Feature, dem
durch den Kunden wählbaren Ausstattungsmerkmal. Steht in der Entwicklung
die kundenerlebbare Funktionswirkkette im Vordergrung und ist eine Übertra-
gung dieser Features auf verschiedene Baureihen vorgesehen, spricht man von
Funktionsorientierung [9]. Eine Alternative zur Funktionsorientierung stellt die
Serviceorientierung dar. Bei der Serviceorientierung steht nicht die gesamte Wirk-
kette im Fokus sondern die einzelnen Dienste. Dahinter steht das Konzept, dass
diese Dienste in mehreren Features genutzt werden und daher nicht auf ein spezifi-
sches Feature sondern für die übergeordnete Gesamtheit entwickelt werden. Traub
[78] beschreibt den Einsatz der Serviceorientierung im Kontext zukünftiger E/E
Architekturen.
3.3.3 Rapid Prototyping und Musterstände
Der Produktentwicklungsprozess in der Automobilindustrie erstreckt sich wie in
Abschnitt 2.9 beschrieben wurde über einen Zeitraum von 48-60 Monaten. Eine re-
gelmäßige Validierung des aktuellen Entwicklungsstands in der realen Zielumgebung
trägt innerhalb dieses Zeitraums entscheidend zu einer erfolgreichen Projektdurch-
führung bei. Wie in Abschnitt 2.4 beschrieben ist, unterstützt eine Bewertung und
Analyse prototypisch umgesetzter Alternativlösungen in frühen Projektphasen die
Minimierung von Projektrisiken in der Softwareentwicklung.
In der Fahrzeugentwicklung haben sich verschiedene als Rapid Prototyping (RP)
oder auch Rapid Control Prototyping bezeichnete Techniken zur frühzeitigen Va-
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lidierung etabliert. Diese Techniken kommen insbesondere in der in Abschnitt
2.9.1 beschriebenen Forschung und Vorentwicklung, sowie in den in Abschnitt 2.7
beschriebenen Entwurfsphasen der Serienentwicklung zum Einsatz. In der Serienent-
wicklung spricht man in diesem Kontext von Musterständen (vergl. Abbildung 3.6).
Dieses Unterkapitel beschreibt die Nutzung von RP-Technologien in der Forschung
und Vorentwicklung und vermittelt den Einsatz verschiedener Musterstände im
Verlauf der Serienentwicklung.
Im Kontext der Softwareentwicklung bezeichnet RP die Ausrüstung von mecha-
tronischen Mustern, Vorserienfahrzeugen oder Serienfahrzeugen mit Systemen für
die prototypische Ausführung von Software. Abhängig von der Integrationsebene
der entwickelten Funktion wird zwischen vertikalen Fullpass-Prototypen und hori-
zontalen Bypass-Prototypen unterschieden [72]. Eine Definition der Zielrichtung
vertikaler und horizontaler Prototypen liefert Schäuffele [14]:
Definition 3.24 (Horizpntaler Prototyp). Horizontale Prototypen zielen auf die Dar-
stellung eines breiten Bereichs eines Software-Systems, stellen aber eine abstrakte
Sicht dar und vernachlässigen Details.
Definition 3.25 (Vertikaler Prototyp). Vertikale Prototypen stellen dagegen einen
eingeschränkten Bereich eines Software-Systems recht detailliert dar.
Die Begriffe vertikaler und horizontaler Prototyp verdeutlichen sich am Abbild der
Systemarchitektur (Abbildung 3.5). Horizontale Bypass-Prototypen sind auf die
Darstellung der Funktionalität einer oder mehrerer SWCs fokussiert, die in der AU-
TOSAR Runtime Environment eingebettet werden. Vertikale Fullpass-Prototypen
hingegen beinhalten auch Teile der Runtime und der Basissoftware, beispielsweise
Services und Treiber für digitale und analoge Hardwareschnittstellen.
Vertikale Fullpass-Prototypen kommen zum Einsatz, wenn die Neuentwicklung
einen wesentlichen Anteil an Hardwarekomponenten beinhaltet oder kein geeig-
net erweiterbares Steuergerät für eine Bypass-Anwendung verfügbar ist [79]. Der
Fullpass-Prototyp beinhaltet alle für die Anbindung notwendiger Sensoren und
Aktuatoren relevanten elektronischen Schnittstellen, wie beispielsweise Analog-
Digital-Wandler, Leistungstreiber und Verstärkerschaltungen [72]. Die Nähe zur
Hardware und damit auch zu zugrundeliegenden physikalischen, mechanischen und
elektrischen Prinzipien erfordert robuste Prototyping-Hardware und beinhaltet
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harte Echtzeitanforderungen. Diese Anforderungen werden durch dedizierte Hard-
wareplattformen mit konfigurierbaren I/O-Schnittstellen, wie beispielsweise die
dSPACE Microautobox [80], erfüllt.
Horizontale Bypass-Prototypen finden bei der Entwicklung von Fahrzeugfunktionen
Verwendung, die von der Hardware abstrahiert dargestellt werden können. Sensoren
und Aktuatoren werden über vorhandene oder ergänzte Software-Schnittstellen von
bereits im Fahrzeug verbauten Steuergeräten abgebildet. Die Kommunikation zwi-
schen Prototyp und Steuergerät auf Hardwareebene erfolgt über einen Zugang zum
Bussystem des Fahrzeugs oder eine Diagnoseschnittstelle des Steuergeräts. Durch
die umgesetzte Abstraktion der Hardware sind horizontale Prototypen von physi-
kalischen, mechanischen und elektrischen Prinzipien abgekoppelt. Daher sind die
Anforderungen an die Robustheit und Echtzeitfähigkeit der Hardware horizontaler
Bypass-Prototypen gegenüber vertikalen Fullpass-Prototypen geringer.
Als Prototypen-Hardware eingesetzte PC-Systeme mit Schnittstellenerweiterun-
gen für die gängigen Fahrzeugbusse [81] bieten heute eine große Flexibilität und
hohe Rechenleistungen. Derartige Prototypensysteme erfüllen in der Regel le-
diglich weiche Echtzeitanforderungen. Der Einsatz von PC-Systemen erfordert
zusätzlich die Verwendung einer Middleware, die die zur Ausführung der entwi-
ckelten Software notwendigen Funktionen des Steuergerätebetriebssystems, wie
Task-Scheduler, Timer und Interrupts, emuliert. Zwei wichtige Vertreter aktuell
verfügbarer Middleware Systeme sind das Automotive Data and Time-Triggered
Framework (ADTF) [82] und das Robot Operating System (ROS) [83]. Middleware
und PC-basierte Prototypensysteme bieten gegenüber dedizierten Systemen eine
Reihe von Vorteilen.
• Die Verwendung einer identischen Software- und Hardwarearchitektur am
Schreibtisch und im Fahrzeug vereinfacht Debugging-, Test- und Erprobungs-
aktivitäten erheblich.
• Der Einsatz von Consumer-Produkten führt zu einer Kostenreduktion und
ermöglicht eine einfache Rekonfiguration und Anpassung an geänderte Anfor-
derungen und Rahmenbedingungen.
• Die leistungsstarke Hardware unterstützt in frühen Entwicklungsphasen die
Fokusierung auf Algorithmen, ohne durch technische Ursachen, wie Laufzeit
oder Speicher, eingeschränkt zu sein.
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• Die Hardwareleistung von PC-Systemen ermöglicht mit der Aufzeichnung
aller externen und internen Schnittstellen die vollständige Messung einer
Testfahrt.
• Der Einsatz von für PC-Systeme verfügbaren Programmbibliotheken für Vi-
sualisierung, Kommunikation und Analyse stellt eine adaptive und hochwerti-
ge Werkzeuggrundlage dar. Notwendige, aber nicht im Fokus der Entwicklung
stehende Funktionen, wie Mensch-Maschine-Schnittstelle (Human Machine
Interface, HMI) Mock-ups, können mit etablierten Bibliotheken einfach und
robust abgebildet werden.
• PC-basierte Simulationslösungen können auf eine einfache Weise mit dem
Prototypensystem gekoppelt werden.
PC-basierte horizontale Prototypen haben sich insbesondere in der Forschung und
Entwicklung automatisierter und autonomer Fahrfunktionen etabliert [84, 85, 86,
87]. So wurde im Forschungsprojekt „Stadtpilot“ eine Linux Umgebung mit ADTF
als Middleware eingesetzt [88]. Lenz u. a. beschreiben die prototypische Umsetzung
einer pilotierten Parkhausfunktion mit Hilfe von ADTF und deren simulationsba-
sierte Bewertung [89]. Eine Zusammenfassung der Ergebnisse und Erfahrungen aus
der Erprobung automatisierten Fahrens mit Prototypen auf öffentlichen Straßen
bieten Pink u. a. [90]. Aeberhard u. a. [91] beschreiben den Einsatz von ROS als
Middleware für die Entwicklung automatisierter Fahrfunktionen im Fahrzeug und
in Kopplung mit einer Simulationssoftware.
Neben der Realisierung und Darstellung innovativer Funktionen im Bereich der
Forschung und Vorentwicklung ist die zu Beginn des Abschnitts beschriebene
regelmäßige Validierung des aktuellen Entwicklungsstands mit Hilfe von Muster-
ständen etabliert. Eine übliche Klassifizierung der Entwicklungsstufen ist dabei
eine Unterscheidung in A-, B-, C- und D-Muster [18]. Abbildung 3.6 skizziert den
Einsatzzeitpunkt von RP und Musterständen über den Verlauf der Produktent-
wicklung.
Definition 3.26 (Musterstand). Musterstände dienen der Erprobung der entwickel-
ten Systeme und Komponenten. Für die verschiedenen Projektphasen existieren mit
A-, B-, C- und D-Muster unterschiedliche Abstraktionsgrade der Seriennähe.
Der A-Musterstand ermöglicht in der frühen Serienentwicklung eine erste Bewertung
56
3.3 Entwicklungsmethoden und -ansätze
Forschung & Vorentwicklung
A-Muster







Abbildung 3.6: Im Laufe der Entwicklung eingesetztes Rapid Prototyping und Musterstände
zur Funktionsbewertung.
des Funktionskonzepts auf System- und Subsystemebene. Er unterstützt die Ent-
scheidungsfindung bezüglich alternativen Entwurfskonzepten und die Detaillierung
der Anforderungsspezifikation. Die Software realisiert ausgewählte Funktionsbe-
standteile und entspricht dem aktuellen Stand der spezifizierten Kommunikations-
schnittstellen und -nachrichten. Zur Ausführung der Software werden RP-Systeme
eingesetzt. Die verwendeten Werkzeuge zur Erstellung der Software weichen in
der Regel von den Serienwerkzeugen der Zielhardware ab. Auf diesem Entwick-
lungsstand werden häufig Teile des Subsystems oder verbundener Subsysteme
nachgeahmt (vergleichbar mit dem in Abschnitt 3.5.3 beschriebenen Einsatz von
Attrappen). Die Erprobungen der einzelnen Kundenfunktionen werden entsprechend
dem spezifischen Bedarf und größtenteils unabhängig von anderen Funktionen der
Baureihe durchgeführt.
Beim Übergang auf das B-Muster wird die RP-Umgebung durch die Zielhardware
ersetzt. Die Software wird dazu mit den entsprechenden Zielwerkzeugen integriert
und erstellt. Ziel dieser Musterstufe ist die Realisierung des vollen Funktionsum-
fangs, jedoch können einzelne Details noch von der Spezifikation abweichen. Der
System- und Softwareentwurf ist abgeschlossen. Dies beinhaltet die Festlegung der
Schnittstellen, der Steuergerätediagnose und aller eingesetzten Algorithmen. Mit
dem B-Musterstand werden die ersten Dauererprobungen im Rahmen der Baureihe
durchgeführt.
Der C-Musterstand beinhaltet die Umsetzung des vollen Umfangs der Spezifikation.
57
3 Entwicklung, Verifikation und Validierung
Wie für das B-Muster erfolgt die Softwareerstellung mit der für die Serienhardware
spezifizierten Werkzeugkette. Für den C-Musterstand werden die Integrations-
und Qualifikationstests aller Software-Einheiten und -Komponenten abgeschlossen
und das Gesamtsystem ist bereit für die abschließende Systemqualifikation. Der
C-Musterstand hat eine besondere Bedeutung für die Fahrzeugerprobung und
die Systemqualifikation (vergleiche Abschnitt 3.6), da auf dieser Stufe neben den
Sommer- und Wintererprobungen auch spezifische Länderfreigaben der Baureihe
durchgeführt werden.
Der D-Musterstand, auch Nullserienstand, realisiert das spezifizierte System voll-
umfänglich und dient zum abschließenden Nachweis der Serienreife. Auf dem Stand
des D-Musters ist die korrekte Umsetzung aller Anforderungen nachgewiesen und
die Phase Systemqualifikationstest (Abschnitt 2.7) wird abgeschlossen. Die Pro-
duktfreigabe wird auf Basis der Integrations- und Qualifikationstests sowie der mit
Hilfe des D-Musters durchgeführten Absicherung durchgeführt.
3.3.4 Simulationsgestützte Entwicklung
Die Erprobung entwickelter Funktionen für eingebettete Systeme durch RP er-
möglicht eine kontinuierliche Validierung über den gesamten Entwicklungsprozess
hinweg. Die für eine detaillierte Analyse benötigten Systemstimuli werden aus der
realen Systemumgebung abgeleitet. Die damit verbundenen Echtzeitanforderungen
wirken sich jedoch nachteilig auf Debugging und Fehleranalyse aus. Um bei der
Erprobung aufgetretene Fehlerwirkungen (Abschnitt 3.2) zu analysieren müssen
interne Zustände und Größen betrachtet werden. Die Ausführung in Echtzeit er-
schwert die Identifikation des Fehlerzustands, da dabei nicht alle Einzelschritte
eines fehlerbehafteten Funktionszyklus betrachtet werden können.
Einen weiteren Nachteil der Erprobung in der realen Systemumgebung stellt die Re-
produzierbarkeit der Umgebungsbedingungen dar. Beim Einsatz von RP-Systemen
führt die Sicherstellung einer geeigneten Reproduzierbarkeit zu hohen Aufwänden.
Beispielsweise müssen zur Nachstellung einer dedizierten Verkehrssituation auf der
Autobahn, alle an dieser Situation beteiligten Fahrzeuge in der Erprobung durch
instruierte Testfahrer nachgebildet werden. Für die Durchführung von Regressi-
onstests, wie in Abschnitt 3.2 beschrieben, sind Erprobungen daher nicht geeignet.
Für die Verifikation der Systemfunktionen wird daher die Systemumgebung durch
Modelle nachgebildet und simuliert [33]. Die verwendeten Modelle reichen von
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einfachen Kennfeldern zu detaillierten physikalischen Mehrkörpermodellen [92].
Der Begriff der Simulation ist durch [21] wie folgt definiert:
Definition 3.27 (Simulation). Die Simulation beschreibt die Nutzung eines Modells,
das wie ein bestimmtes System arbeitet arbeitet oder sich verhält, wenn es mit
einem Satz kontrollierter Eingaben beaufschlagt wird.
Die Eignung und Zuverlässigkeit einer Simulation, für eine spezifische Fragestellung
eine belastbare Aussage zu liefern, wird nach Muessig [93] durch drei grundlegende
Kriterien bestimmt:
• Fähigkeit - die Modellierung muss die Realität (z.B. die Regelstrecke) in einer
Detaillierung abbilden, die die angestrebte Verwendung ermöglicht.
• Genauigkeit - die verwendete Simulationssoftware muss innerhalb ihrer Spe-
zifikation fehlerfrei sein, die Modellparameter müssen geeignet gewählt sein
und die Simulationsergebnisse müssen eine ausreichende Korrelation mit der
realen Welt aufweisen.
• Verwendbarkeit - die Simulation sollte Maßnahmen und Vorkehrungen ent-
halten, die einen fehlerhaften Einsatz außerhalb des definierten Nutzungskon-
textes verhindern.
Im Gegensatz zu einem Sensor- oder Steuersystem mit offenem Wirkungsweg (Open-
Loop) erfordert der Test eines Regelungssystems einen geschlossenen Wirkungsweg
(Closed-Loop). Die Regelgröße am Ausgang der Regelung beeinflusst das Verhalten
der Strecke und wirkt sich damit mittelbar auf die Systemstimuli am Eingang
des Reglers aus. Für den simulativen Test einer Regelungsfunktion ist daher die
Modellierung der gesamten Regelstrecke notwendig. Das Blockschaltbild in Abbil-
dung 3.7 stellt den Test der Regelung einer assistierenden oder automatisierenden
Fahrzeugfunktion mit Hilfe eines Fahrzeug-, Fahrer- und Umgebungsmodells aus
logischer Systemsicht dar.
Die Regelung ist als Testobjekt in der Simulationsumgebung eingebettet. Diese
setzt sich aus verschiedenen Modellen der Regelstrecke, Aktuatoren und Sensoren
zusammen. Für das Beispiel einer Tempomatfunktion umfasst das Fahrzeugmodell
den Antriebsstrang und die Längsdynamik des Fahrzeugs. Die Funktion wirkt über
den Motor als Aktuator auf den Antriebsstrang des Fahrzeugs und ein Sensormodell
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Abbildung 3.7: Test der Regelung einer assistierenden oder automatisierenden Fahrzeugfunk-
tion (vergl. Abbildung 3.1) mit Hilfe eines Fahrzeug-, Fahrer- und Umge-
bungsmodells aus logischer Systemsicht.
gibt die Geschwindigkeit und die aktuelle Motordrehzahl zurück. Der Regelsollwert
wird durch ein Fahrermodell über das Sollwertgebermodell eines Lenkstockschalters
vorgegeben. Über ein Umweltmodell werden Störgrößen, wie Wind und Steigung,
auf das Streckenmodell des Antriebsstrangs aufgeschlagen.
In der Automobilbranche ist die Verwendung dedizierter Gesamtfahrzeugsimula-
tionen weit verbreitet [94]. Es existieren verschiedene Open-Source Gesamtfahr-
zeugsimulationen, wie die Projekte TORCS [95], DECOS [96] und Gazebo [97],
sowie kommerzielle Plattformen, wie CarMaker [98], Virtual Test Drive [99] und
PreScan [100]. Diese Simulationen sind dabei aus einzelnen Modellkomponenten
zusammengesetzt, die das Gesamtsystem Fahrzeug nachbilden. Abbildung 3.8 bietet
einen Überblick über die Komponenten einer Gesamtfahrzeugsimulation für den
Test einer Fahrerassistenzfunktion.
Das dargestellte Fahrzeugmodell setzt sich aus den Komponenten Fahrerarbeits-
platz, Fahrzeugdynamik und Umfeldsensorik zusammen. Mit Pedalen, Lenkrad
und Bedienelementen beinhaltet der Fahrerarbeitsplatz alle Schnittstellen zur
manuellen Fahrzeugführung. Das Fahrzeugdynamikmodell enthält die für die Fahr-
zeugbewegung relevanten Baugruppen Antriebsstrang, Chassis und Karosserie. Die
Umfeldsensorik setzt sich aus Modellen für die Umfelderfassung mittels Radar,
Lidar, Kamera und Ultraschall sowie der Eigenlokalisierung mittels Satellitennavi-
gation zusammen.
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Abbildung 3.8: Komponenten einer Gesamtfahrzeugsimulation
Die Fahrzeugumgebung kann in einen statischen und einen dynamischen Teil un-
terschieden werden. Der statische Teil umfasst dabei die Topologie des simulierten
Streckennetzes und alle enthaltenen, feststehenden Objekte, wie Gebäude, Bäume,
Verkehrszeichen, Leitplanken und Ampeln. Für die Modellierung des statischen
Teils existiert mit OpenDRIVE [101] eine offene, XML-basierte Spezifikation für die
Beschreibung von Straßennetzen und ihrer Umgebung. Der dynamische Teil setzt
sich aus simulierten Verkehrsobjekten, wie Fahrzeugen, Radfahrern und Fußgän-
gern, der Verkehrsregelung durch Ampelphasen, elektronische Verkehrsschilder und
Wechselverkehrszeichen, sowie den Umweltbedingungen, wie Regen, Sonnenstand
und Temperatur, zusammen.
Die konsistente Beschreibung aller Teilaspekte einer Simulation basiert üblicher-
weise auf Szenarien. Bagschik [102] definiert die in Abbildung 3.9 dargestellten
drei Abstraktionsebenen funktionale Szenarien, logische Szenarien und konkrete
Szenarien. Diese Ebenen bieten für die verschiedenen Phasen und Aktivitäten der
Produktentwicklung jeweils eine geeignete Abstraktion.
Zur Spezifikation von Simulationsszenarien existieren verschiedene modellbasierte
Ansätze [103, 104, 105, JB1] und mit OpenSCENARIO eine Bestrebung zu einer
61
3 Entwicklung, Verifikation und Validierung
Funktionale Szenarien Logische Szenarien Konkrete Szenarien
 Semantische Ebene




 Parameterbereiche des 
Zustandsraums
 Statistische Verteilungen
 Beziehungen durch 




 Feste Werte des Zustandsraums
 Konkrete Realisierung
 Domänen- oder 
werkzeugspezifische Sprache 
(z.B. OpenScenario)
Abbildung 3.9: Abstraktionsebenen für die Beschreibung von Simulationsszenarien nach [102].
einheitlichen und universellen Spezifikationssprache [106]. Wichtige Begriffe zur
Definition von Simulationsszenarien für den Test von Fahrzeugregelungsfunktionen
sind dabei nach [103, 104, 105, JB1, 106] zusammengefasst wie folgt definiert:
Definition 3.28 (Szenario). Ein Szenario beschreibt die vorbestimmte zeitliche Rei-
henfolge oder Entwicklung mehrerer Szenen und der zugehörigen Situationen der
Teilnehmer innerhalb der Szenerie.
Definition 3.29 (Szenerie). Die Szenerie beinhaltet alle räumlich statischen Objekte
eines Szenarios, wie geometrische Elemente (z.B. Straßennetz mit Verbindungen
und Knoten) und globale Attribute (z.B. das Wetter und die Tageszeit). Der Zustand
der räumlich statischen Objekte kann sich mit der Zeit verändern (z.B. Ampeln
und Wetter).
Definition 3.30 (Szene). Die Szene ist eine Momentaufnahme der Umgebung inklu-
sive der Szenerie, der dynamischen Elemente, der Zustände aller Teilnehmer und
der Beziehungen zwischen allen statischen und dynamischen Objekten. Nur die Re-
präsentation einer Szene in einer simulierten Welt kann allumfassend sein, da eine
gemessene Repräsentation der realen Welt immer unvollständig und fehlerbehaftet
ist.
Definition 3.31 (Situation). Eine Situation repräsentiert den Blick eines Teilneh-
mers auf die jeweilige Szene. Sie fasst alle relevanten Teile der Szene zusammen,
die um die geplanten Vorhaben der Teilnehmer und funktionsspezifische Aspekte
angereichert werden.
Definition 3.32 (Manöver). Ein Manöver ist die abstrakte Beschreibung des Ver-
haltens eines Teilnehmers während eines Akts.
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Das Fahrermodell setzt sich aus je einer Komponente zur Modellierung des Längs-
regelverhaltens und des Querregelverhaltens zusammen. Dedizierte Aktionen des
simulierten Fahrers können über den Manöverablauf abgebildet werden [98]. Neben
Änderungen der Fahrzeugführung, wie der Durchführung eines Spurwechsels oder
eines Abbiegevorgangs, umfasst dies auch die Ausführung von Bedienhandlungen,
wie das Setzen des Blinkers oder die Aktivierung einer in die Simulation integrierten
Fahrerassistenzfunktion.
Simulationen ermöglichen die reproduzierbare Prüfung der vollständigen Wirkkette
einer regelnden Funktion. Mit zunehmender Fähigkeit und Genauigkeit der verwen-
deten Simulationsmodelle steigen neben dem Rechenaufwand auch die benötigten
Umfänge zur Spezifikation und Evaluierung der Simulationsszenarien und zur Vali-
dierung der Simulationsergebnisse. Die Entwicklung und exakte Parametrierung der
verwendeten Modelle ist daher mit einem hohen finanziellen und zeitlichen Aufwand
verbunden und führt zu „multi level“ Simulationen. Zur Reduktion der Aufwände
stellt die automatisierte Generierung von Testfällen und -szenarien basierend auf
statistischen Modellen eine häufig diskutierte Möglichkeit dar [107, 108], diese
Herausforderung zu lösen.
3.3.5 Continuous Integration und Delivery
Als Continuous Delivery wird eine Entwicklungsmethode aus dem Umfeld der agilen
Software Entwicklung bezeichnet, die einen schnelleren Markteintritt und kürzere
Wartungszyklen sicherstellt [109]. Die Methode kann weitestgehend unabhängig
vom implementierten Vorgehensmodell (vergl. Kapitel 2)in unterschiedlichen, an
das Produkt oder die Organisation angepassten, Ausprägungen Anwendung finden.
Gemeinsam haben alle Ausprägungen, dass Produktiterationen in kurzen zeitlichen
Abständen einem möglichst großen Kreis von Entwicklern und Anwendern zur
Verfügung gestellt werden.
Continuous Integration beschreibt dabei die vollautomatisierte Integration von
neuem und überarbeitetem Quellcode in der gemeinsamen Codebasis. Alle Ent-
wickler arbeiten dazu auf einem gemeinsamen Repository. Zur Übergabe neuer
Ergebnisse in die gemeinsame Codebasis wird mit Hilfe einer automatisierten
Werkzeugkette ausführbare Software erzeugt. Neben der Kompilierung können
Werkzeuge zur statischen Codeanalyse in der Werkzeugkette integriert werden
[110]. Schlägt ein Schritt der Erzeugung fehl, wird die Übergabe der Ergebnisse
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abgelehnt. Dadurch wird fehlerhafter Quellcode in der gemeinsamen Codebasis
reduziert. Um eine weitere Qualitätssteigerung der gemeinsamen Codebasis zu
erreichen kann die Continuous Integration Werkzeugkette mit automatisierten
Tests erweitert werden. Continuous Verification beschreibt dabei die prinzipielle
Ausführung automatisierter Testfälle vor jeder Integration von Änderungen in die
gemeinsame Codebasis. Abhängig von der verwendeten Testautomatisierung bein-
haltet dies die automatisierte Ausführung von Unittests und gegebenenfalls auch
die automatisierte Ausführung von Integrations- und Systemtests. Bei Letzteren
stellt für umfangreiche Systeme eine geeignete automatisierte Auswertung von
Testergebnissen eine besondere Herausforderung dar. Die letzte Ausbaustufe einer
Continuous Delivery Umsetzung ist die Integration von Continuous Deployment.
Dabei werden die zur Freigabe notwendigen Prozesse in der Werkzeugkette inte-
griert und eine regelmäßige Bereitstellung neuer Softwareinkremente für interne und
externe Kunden sichergestellt [111]. Durch den Einsatz einer Deployment Pipeline
kann dabei der Lieferprozess durch Werkzeugeinsatz automatisiert werden.
Eine gängige Praxis ist die Integration manueller Codereview- und Testprozesse
in die Prozess- und Werkzeugkette [112]. Manuelle Codereviews ermöglichen eine
zusätzliche Überprüfung von Programmierrichtlinien vor der Integration der Ände-
rungen in die Codebasis und fördern durch die direkte Kooperation den Wissens-
und Erfahrungsaustausch zwischen Programmierern. Automatisiert nur bedingt
prüfbare Anforderungen wie Nutzeroberflächendesigns und Aktivitätsabläufe inner-
halb der erstellten Software können über manuelle Testprozesse vor der Auslieferung
einer aktualisierten Version abgesichert werden.
3.4 Statische Testmethoden
Definition 3.33 (Statische Testmethoden). Statische Testmethoden überprüfen das
Testobjekt gegenüber definierten Anforderungen und Qualitätskriterien ohne den
Programmcode auszuführen [58].
Es handelt sich dabei um Inspektionen (s. Abschnitt 3.4.1), die manuell oder auto-
matisiert mit Hilfe geeigneter Werkzeuge durchgeführt werden. Statische Methoden
können über alle Entwicklungsphasen hinweg Anwendung finden. Da die Arbeits-
produkte der frühen Entwicklungsphase größtenteils Spezifikationen umfassen,
wie beispielsweise Anforderungsdokumente und Systemarchitekturbeschreibungen,
ermöglichen statische Methoden bereits in diesen frühen Phasen eine effiziente
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Qualitätsbewertung. Die Auswahl möglicher statischer Verifikationsmethoden ist
in der in Abschnitt 3.2 beschriebenen Teststrategie definiert und wird im Testplan
für das jeweilige Testobjekt konkretisiert.
3.4.1 Manuelle Prüfungen
Der Walkthrough beschreibt eine „manuelle und informale Prüfmethode“ [55]. Ziel
ist es in einem Softwareprodukt Fehlerzustände und Verbesserungsmöglichkeiten
zu finden, mögliche alternative Umsetzungen zu bewerten und die Einhaltung
von Standards und Spezifikationen zu überprüfen [113]. Dazu werden an der Soft-
wareentwicklung beteiligte Teammitglieder sowie weitere interessierte Personen
von einem Entwickler durch sein Softwareprodukt geführt. Die Beteiligten stellen
Fragen zur Software und der Umsetzung von Funktionen und können Anmerkungen
und Kommentare zu möglichen Fehlerquellen einbringen. Neben der damit erziel-
ten Qualitätsverbesserung und -sicherung werden bei einem Walkthrough neue
Produkte oder Funktionen den beteiligten Personen vorgestellt und erklärt. Der
Mehrwert dieser Methode umfasst auch über das Softwareprodukt hinausreichende
Fragestellungen, wie den Austausch über angewendete Techniken, eingesetzte Funk-
tionsbibliotheken und variierende Programmierstile. Nach dem Standard IEEE
1028 für Software Reviews [113] sind Rollen mit Management- oder Personal-
verantwortung von der Beteiligung an einem Walkthrough ausgeschlossen. Dies
fördert eine Fokussierung auf fachlich-inhaltliche Fragestellungen in einer offenen
Atmosphäre.
Reviews werden nach IEEE 1028 [113] in Managementreviews und technische
Reviews unterschieden. Ziel eines Managementreviews ist die Prüfung des Pro-
jektfortschritts, der Projektausrichtung und der Verfügbarkeit von Ressourcen.
Ein technisches Review beschreibt eine formalisierte Variante des Walkthrough.
Es überprüft die korrekte Umsetzung der Spezifikation, die Einhaltung von Stan-
dards und Richtlinien und die Umsetzung von Änderungen. Das technische Review
folgt formalen Vorgaben und bezieht lediglich offizielle Artefakte in die Prüfung
ein. Nach einer individuellen Prüfung der Artefakte durch die jeweiligen Prüfer
wird in einer moderierten Reviewsitzung ein einheitlicher Bericht verabschiedet.
Managementrollen sind vom technischen Review ausgeschlossen.
Die abgeschwächte Variante des informellen Reviews [55] verzichtet auf eine Review-
sitzung und einen formalen Abschlussbericht. Einzelne Prüfer führen das Review
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eigenständig durch und melden Auffälligkeiten zurück oder korrigieren diese di-
rekt. Informelle Reviews werden in agilen Softwareentwicklungsprojekten häufig
durch die Fertigstellungskriterien für Teilaufgaben gefordert. In Werkzeugketten
für Continuous-Integration und Continuous-Depolyment werden Reviews vor der
Übergabe eines aktualisierten Softwarestands in den Hauptzweig empfohlen [114].
Durch Reviews kann Erfahrung der Entwickler geteilt werden und ein zugrundelie-
gendes Paradigma besagt, dass lesbarer Code qualitativ hochwertigerer Code ist
[115].
Die Inspektion beschreibt eine manuelle Prüfung mit strikt formalisiertem Ab-
lauf[55]. Die Ziele der Inspektion sind nach dem Standard IEEE 1028 [113] die
Verifikation der erfüllten Spezifikation, der Übereinstimmung mit Standards und
die Identifikation von Abweichungen von Standards und Spezifikationen. Stilisti-
sche Fragestellungen oder alternative Implementierungsmöglichkeiten werden nicht
betrachtet. Die Inspektion wird durch zwei bis sechs Teilnehmer, inklusive des
Autors des inspizierten Produkts, durchgeführt und wird durch einen ausgebildeten
Moderator geleitet. Die Artefakte werden gemeinsam überprüft und alle identifi-
zierten Abweichungen werden aufgezeichnet. Die erstellte Liste der Abweichungen
wird im Anschluss auf Vollständigkeit und Genauigkeit geprüft und gegebenenfalls
ergänzt. Die Ein- und Ausgangsprodukte sowie die Start und- Endbedingungen
einer Inspektion sind im Standard eindeutig spezifiziert.
3.4.2 Statische Codeanalyseverfahren
Die Statische Code Analyse beschreibt eine Testmethode zur automatisierten Prü-
fung des Quelltextes durch die Analyse der deklarierten Variablen und definierten
Funktionen. Die Identifikation von formalen Fehlern wie fehlerhafter Syntax und der
Verletzungen von Programmierstandards ist ein Hauptziel statischer Verifikation.
Darüber hinaus können mit Hilfe der statischen Codeanalyse Fehlerzustände im
Daten- und Kontrollfluss identifiziert werden [55]. Auch sekundäre Anforderungen
wie Vorgaben an den Programmierstil und die Dokumentation können mit Hilfe
statischer Verfahren ausgewertet werden. Der Einsatz und die Prüfung derarti-
ger Richtlinien sind häufig projekt-, team- oder unternehmensspezifisch festgelegt
und dienen einer gesteigerten Codequalität. Sie verbessern das Verständnis der
implementierten Funktionen, deren Zuverlässigkeit und Wartbarkeit [116], [117].
Grundlegende statische Prüfungen sind üblicherweise bereits in den Compiler
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integriert. Neben der Überprüfung der Syntax erfolgt zur Kompilierung eine Kon-
formitätsprüfung der deklarierten Variablentypen und deren Verwendung. Mögliche
identifizierbare Fehlerzustände sind unter anderen die Verwendung undefinierter
Variablen sowie die (mehrfache) Definition von Variablen ohne zwischenzeitliche
Verwendung [55]. Entsprechend der gewählten Analysetiefe werden Kontrollfluss-
elemente und -strukturen in die automatisierte Prüfung aufgenommen. Typische
Fehlerzustände, die durch eine automatisierte Kontrollflussanalyse identifiziert
werden können, sind unvollständige oder nicht erreichbare If-Else-Bedingungen und
mehrfach definierte oder nicht unterbrochene Switch-Case-Strukturen [118].
Die Prüfung von Guidelines und Standards bietet eine zusätzliche Absicherung
zu diesen in den Compiler integrierten Analysen. Mit Hilfe von dedizierten Werk-
zeugen, wie PC-Lint [119], kann die Einhaltung von Programmierrichtlinien für
einheitlichen Code [116] [120] und die Umsetzung spezifischer Standards wie bei-
spielsweise MISRA-C [121] überprüft werden. Auch können Softwaremetriken [110],
wie die HIS Source Code Metrics [122], erfasst werden. Diese Standards beschrän-
ken die Möglichkeiten der verwendeten Programmier- oder Modellierungssprache
durch ein Verbot kritischer und fehleranfälliger Deklarationen, Definitionen und
Konstruktionen [121].
Statische Codeanalysen werden üblicherweise in Form vollständiger Regressionstests
implementiert und in die verwendete Build-Toolchain der Entwickler integriert
[110]. Fortschrittliche Versionsverwaltungssysteme halten die Möglichkeit vor, Co-
deinkremente abzuweisen und aus dem Produktivcode fernzuhalten, falls diese
statische Analysen verletzen [123], [124].
Die Prüfung von Laufzeitfehlern von Softwarekomponenten durch eine statische
Analyse wird durch Methoden zur abstrakten Interpretation von Programmier-
sprachen ermöglicht. Mittels abstrakter Interpretation decken statische Analy-
semethoden über die Kontrollflussanalysen hinaus tief im Quelltext verborgene
Laufzeitfehler auf, beispielsweise Speicherüberläufe, Division durch Null oder Zugrif-
fe auf Speicherstellen außerhalb eines Arrays [125]. Die Absicherung gegen derartige
Fehlerzustände ist mit dynamischen Testverfahren mit einem hohen Aufwand zur
Implementierung von Testfällen verbunden. Zu aufgedeckten Fehlerwirkungen müs-
sen mittels Debugging dann zunächst die ursächlichen Fehlerzustände identifiziert
werden. Statische Verfahren decken hingegen direkt im Quelltext enthaltene Feh-
lerzustände auf. Damit bietet die Integration statischer Analyseverfahren in den
Softwareentwicklungs- und Freigabeprozess einen hohen Mehrwert in Bezug auf die
Softwarequalität und die Bewertung des Absicherungsumfangs.
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3.5 Dynamische Testmethoden
Definition 3.34 (Dynamische Testmethoden). Dynamische Testmethoden zur Veri-
fikation beinhalten alle Testfälle, die eine Ausführung des Programmcodes erfordern
[58].
Dynamische Tests finden auf allen Ebenen der Systementwicklung Anwendung. Nach
Abschluss der Systemdekomposition werden, beginnend auf der Einheitenebene, alle
Implementierungs- und Integrationsergebnisse durch dynamische Tests verifiziert.
3.5.1 Testumgebung und -stimuli
In den während der Entwicklung nach Automotive SPICE (Abschnitt 2.7) durch-
laufenen Phasen zur Dekomposition und Integration existieren die verschiedenen
Elemente und Gegenstände auf unterschiedlichen Realisierungsebenen (vrgl. Ab-
schnitt 2.2 und Abbildung 2.11). Für den dynamischen Test eingebetteter Systeme
wird für diese unterschiedlichen Realisierungsebenen jeweils eine angepasste Kon-
figuration der Testumgebung benötigt [126]. In den frühen Phasen des System-
und Softwareentwurfs (SYS.3 & SWE.2) existiert eine Entwurfsspezifikation, ge-
gebenenfalls in Form eines Funktionsmodells. Dieser Entwurf wird im Verlauf
der Implementierung (SWE.3) in Software umgesetzt und zunächst in eine SWC
(SWE.5), dann in der Steuergerätehardware (SYS.4) integriert.
Neben der Testumgebung werden für eine Ausführung der Elemente und Gegenstän-
de geeignete Stimuli benötigt. Diese Stimuli können hinsichtlich ihres Open-Loop
und Closed-Loop Verhaltens unterschieden werden. Für den Test mit geschlossenem
Wirkungsweg werden, wie in Abschnitt 3.3.4 beschrieben, Simulationsmodelle ein-
gesetzt, die die Stimuli zur Laufzeit des Tests erzeugen. Abschnitt 3.5.2 beschreibt
die speziellen Eigenschaften des Einsatzes von Simulationsmodellen für den Test
eingebetteter Systeme.
Definition 3.35 (Testvektoren). Der Begriff Testvektoren fasst alle Teststimuli mit
offenem Wirkungsweg zusammen [126].
Der Test mit Testvektoren kann auf allen Systemebenen an den jeweiligen Schnitt-
stellen des Testobjekts durchgeführt werden. Die Verwendung von Testvektoren
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für den Test eines Simulinkmodells wird durch Shorky [126] beschrieben: „...ein
Vektor nach dem anderen wird angewandt und das jeweilige Ergebnis wird im
Systemvalidierungsplan aufgezeichnet“. Die beim Test verwendeten Testvektoren
können künstlich erzeugt werden oder durch Messungen am realen System gewon-
nen werden. Junior [127] beschreibt einen Ansatz zur Generierung von Testvektoren
basierend auf der Analyse der Anweisungs-, Zweig- und Pfadüberdeckung. Die
generierten Testvektoren unterstützen den funktionalen Test durch eine vollständige
strukturelle Abdeckung.
Testvektoren eignen sich speziell für den Test von Systemen mit Open-Loop Ver-
halten. Regelnde Systeme können aufgrund der fehlenden Reaktion der Teststimuli
auf die Regelgröße am Systemausgang nur sehr begrenzt mit statischen Testvek-
toren geprüft werden. Back-To-Back Verfahren [128], die das Verhalten von zwei
Testobjekten beim Übergang zwischen unterschiedlichen Integrationsstufen und
bei der Refaktorierung3 miteinander vergleichen, sind von diesem Nachteil nicht
betroffen.
Definition 3.36 (Capture & Replay Test). Capture & Replay Test bezeichnet die
Verwendung von aufgezeichneten Daten für den Test von Softwaresystemen [55].
In der Automobilbranche sind Replay-Tests insbesondere im Bereich der Umfelder-
fassung weit verbreitet. Die Testfälle werden aus Aufzeichnungen der realen Welt
abgeleitet. Noack [129] beschreibt die Aufzeichnung von Rohsignalen eines Radar-
sensors für die Wiederverwendung der Messdaten in der Systementwicklung. Im
wissenschaftlichen Umfeld der Bildverarbeitung werden annotierte Bildsequenzen
für den objektiven Vergleich der Leistungsfähigkeit verschiedener Forschungsansätze
verwendet [130, 131]. In den in Abschnitt 3.3.3 vorgestellten Rapid Prototyping
Middleware Systemen ADTF und ROS sind Capture & Replay Techniken bereits
fest integriert.
Die Auswahl geeigneter und in der realen Welt aufgezeichneter Vektoren kann dem
erfahrungsbasierten Testentwurf zugerechnet werden (vgl. Abschnitt 3.7.1). Die
Verwendung von Generatoren und Aufzeichnungen bietet eine ressourcenschonende
Alternative zur manuellen Implementierung der Testfälle, insbesondere für aufwän-
dige Testszenarien auf Systemebene. Auf diese Weise werden manuelle Aufwände
zur Definition der in den Testvektoren enthaltenen Signalverläufe reduziert.
3Refaktorierung beschreibt die Überarbeitung des Quelltextes zur strukturellen Verbesserung
ohne Änderung des funktionalen Verhaltens
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3.5.2 X-in-the-Loop
Der Test von Regelungssystemen erfordert wie in Abschnitt 3.3.4 beschrieben einen
geschlossenen Wirkungsweg. Für die simulationsgestützte Entwicklung von Closed-
Loop Systemen existieren für alle Ausbaustufen entlang des Entwicklungspfads
spezialisierte Methoden. Um eine wiederholte Verwendung der aufwändig erstellten
Modelle über alle Phasen des Entwicklungsprozesses zu ermöglichen, werden die
Werkzeuge für eine durchgängige Verwendung vorbereitet [34, 132]. Dieser Ansatz
wird auch als X-in-the-Loop (XiL) Methode bezeichnet [126, 133].
Definition 3.37 (X-in-the-Loop). X-in-the-Loop bezeichnet die Verwendung eines
einheitlichen Simulationsmodells für den Test eines Regelungssystems über alle
Phasen des Entwicklungsprozesses hinweg [126, 133].
Der Begriff „in-the-Loop“ impliziert dabei einen bidirektionalen Informationsfluss
zwischen Testobjekt und Simulationsumgebung. Abbildung 3.10 skizziert vier gän-
gige Abstraktionsebenen des X-in-the-Loop Tests im Umfeld der E/E-Entwicklung




















Abbildung 3.10: Wiederverwendung eines Simulationsmodells für den simulationsbasierten
Test auf verschiedenen Abstraktionsebenen der Systemarchitektur
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Model-in-the-Loop (MIL) definiert den Einsatz einer Simulationsumgebung zur
Generierung der Stimuli für die Entwicklung und den Test spezifizierter Funkti-
onsmodelle während der Automotive SPICE Phasen des Systementwurfs (SYS.3)
und des Softwareentwurfs (SWE.2). Auf dieser Ebene werden die Funktion und
die Systemumgebung unabhängig von der Softwarearchitektur und der technischen
Systemarchitektur des Zielsystems simuliert ausgeführt. Häufig wird die MIL-Ebene
mit dem Einsatz einer modellbasierten Entwurfssprache gleichgesetzt [72, 19, 14].
Der Einsatz Quelltext-basierter Programmiersprachen (z. B. C/C++ [82, 91, 135])
in der Konzeptentwicklung assistierender und automatisierender Fahrfunktionen
wird dabei nicht berücksichtigt. Ziel der Analysen und Tests auf MIL-Ebene ist die
Verifizierung des Entwurfs der logischen Systemarchitektur und der eingesetzten
Algorithmen [126]. Im Rahmen dieser Arbeit werden auch C/C++ basierte Kon-
zeptentwicklungen zur MIL-Ebene gezählt, wenn lediglich funktionale Bestandteile
der logischen Systemarchitektur im Fokus der Entwicklung stehen und die Software-
und Hardwarearchitektur des Zielsystems nicht berücksichtigt wird. Als Beispiel
kann hier der funktionale Test einer nicht in die Basissoftware integrierten Software-
komponente genannt werden, bei dem die relevanten Funktionen der Basissoftware
(z. B. Scheduler, Interrupts und Schnittstellen) durch Attrappen emuliert werden.
Software-in-the-Loop (SIL) definiert den Einsatz einer Simulationsumgebung für
die Ausführung und den Test von Seriencode auf Ebene der Software Systemarchi-
tektur. Die implementierte Softwarekomponente wird dabei in die Basissoftware
integriert auf einer virtualisierten Laufzeitumgebung betrieben [19]. Nach Broek-
man [33] ist die SIL-Ebene durch Ressourceneinschränkungen (z. B. Beschränkung
auf 8 oder 16-bit Integer Verarbeitung) gekennzeichnet. SIL beschreibt damit
die Ausführung der in die Software Systemarchitektur integrierten Funktion auf
Desktop-Systemen unter Verwendung des Host-Compilers. Ziel der Tests auf SIL-
Ebene ist der Nachweis der korrekten Funktionserbringung der Softwarekomponente
im Kontext des Gesamtsystems und der Systemumgebung.
Prozessor-in-the-Loop (PIL) definiert den Einsatz einer Simulationsumgebung für
die Ausführung und den Test der implementierten Softwarekomponente auf der
Prozessorarchitektur des Zielsystems. Die Softwarekomponente wird dazu unter Ver-
wendung des Target-Compilers „auf einem Evaluierungsboard, das typischerweise
den im Steuergerät verwendeten Prozessor enthält,“ [72] integriert und ausgeführt.
Die Basissoftware und Schnittstellen des Steuergeräts werden dabei emuliert und
beispielsweise über eine Ethernet Verbindung mit der auf dem Desktop-System
betriebenen Simulationsumgebung verbunden. Die Ausführung auf dem Evaluie-
rungsboard und Kopplung mit einem Desktop-System erfordert eine echtzeitfähige
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Simulationsumgebung und für den Zugriff auf interne Zustände und Speicherstellen
eine spezielle Software- oder Hardware-basierte Instrumentierung [136]. Ziel der
Tests auf PIL-Ebene ist die Verifikation der spezifizierten Laufzeiten, des Speicher-
bedarfs sowie die Prüfung der korrekten Funktionserbringung unter Verwendung
des Target-Compilers.
Hardware-in-the-Loop (HIL) definiert den Einsatz einer Simulationsumgebung für
die Ausführung und den Test der in die Zielhardware integrierten Softwarekompo-
nente unter Verwendung der technischen Systemschnittstellen [19]. Auf HIL-Ebene
wird zwischen Komponenten- und Integrationstests unterschieden [14]. Beim Kom-
ponententest wird die korrekte Funktion eines individuellen Steuergeräts geprüft.
HIL-Tests am Prüfstand verifizieren die korrekte Interaktion mit der elektrischen
und mechanischen Hardware der Systemkomponente (bspw. Motorsteuergerät am
Motorenprüfstand [137]). Ein Wirkkettenprüfplatz dient der Verifikation eines
zusammenhängenden und verteilten Subsystems (bspw. Systemverbund Fahreras-
sistenz [138]) und ein Gesamtfahrzeugprüfplatz verifiziert das Zusammenspiel aller
im Fahrzeug enthaltenen E/E Systeme [139].
Ein großer Vorteil der durchgängigen Verwendung einheitlicher Simulationsmo-
delle ist der Nachweis der identischen Funktionserbringung auf unterschiedlichen
Integrationsstufen. Dies ermöglicht die Umsetzung von Back-To-Back Tests [128]
zwischen den verschiedenen Ebenen und erleichtert die Identifikation enthaltener
Fehlerzustände. Diesem Vorteil steht gegenüber, dass sich die Anforderungen an
die Simulationsumgebung zwischen den Integrationsstufen unterscheiden. Während
in frühen Phasen für die Analyse des logischen Funktionsmodells eine grundlegende
Flexibilität erwünscht ist, steht auf Hardwareebene die Einhaltung der Echtzeit im
Fokus.
3.5.3 Unit-Tests
Tests auf Einheitenebene werden üblicherweise als Unit-Tests bezeichnet. Sie basie-
ren auf der während der Entwurfsphasen (SYS.3, SWE.2 und SWE.3 in Abbildung
2.11) vorgenommenen Dekomposition und stellen Bottom-Up getriebene Testver-
fahren dar. Sie werden explizit für einzelne Funktionen oder vollständige Klassen
und Schnittstellen zur Anwendungsprogrammierung (Application Programming
Interface, APIs) implementiert [128]. In der Automotive SPICE Prozessreferenz (Ab-




Das Testobjekt der Unit-Tests ist, abhängig vom gewählten Entwicklungsvorgehen,
das erstellte Funktionsmodell oder der geschriebene Quelltext. Analog zur MIL-
Simulation findet die Testausführung losgelöst von der Softwarearchitektur statt.
Im Gegensatz zu MIL, wird anstelle der funktionalen Zusammenhänge der logi-
schen Systemarchitektur die korrekte Implementierung einzelner Funktionselemente
verifiziert. Die Ausführung der Tests erfolgt auf dem Desktop-PC der Entwickler,
bzw. der Tester. Werkzeuge zur Durchführung von Unit und Modultests sind
häufig direkt in der Build-Toolchain, bzw. der integrierten Entwicklungsumgebung
(Integrated Development Environment, IDE) integriert [140].
Für den Test einer Softwareeinheit, die von einem zweiten Element abhängt, muss
dieses zweite Element vorgetäuscht werden. Die Vorteile einer Attrappe (Fake) für
den Unit-Test sind die gesicherte Verfügbarkeit und Reproduzierbarkeit. Eine Soft-
wareeinheit, die von Dritten entwickelt wird, ist auf Einheitenebene nicht gesichert
verfügbar und liefert unter Umständen variierende Rückgaben. Zum Beispiel stellt
MSTest in Microsoft Visual Studio drei Typen von Attrappen zur Verfügung: Stubs,
Mocks und Shims [140]. Durch Stubs vorgetäuschte Methoden liefern vorgegebene
Antworten auf Aufrufe durch das Testobjekt. Mocks sind aufwändigere Objekte und
beinhalten einen internen Zustand. Sie simulieren ein definiertes Verhalten. Shims
werden genutzt um Plattform-Methoden und API-Aufrufe abzufangen. Brader [140]
nennt als Beispiel die Plattform-Methode DateTime.Now, die bei jedem Testaufruf
einen andern Rückgabewert liefern würde.
3.5.4 Integrationstests
Softwareintegrationstests verifizieren die Interaktion der Softwareeinheiten einer
Systemkomponente untereinander. Der Prozessschritt SWE.5 Softwareintegrati-
on und Integrationstests (Kapitel 2.7) baut auf der Verifizierung der einzelnen
Softwareeinheiten auf und führt die Bottom Up Integrationsstrategie fort. Ziel der
Software Integrationstests ist der Nachweis der Konformität mit dem spezifizierten
Softwareentwurf.
Eine schrittweise Integration der einzelnen Einheiten ermöglicht eine hierarchische
Teststrategie. Die während der Integration wachsende Software wird in jedem
Integrationsschritt „an ihren hierarchisch höchstgelegenen Schnittstellen“ getestet
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[128]. Abgeschlossen wird diese Phase mit der Integration der implementierten
und integrierten Softwarekomponente in die Basissoftware des Steuergeräts. Für
den Integrationstest der vollständigen Software existieren virtuelle Steuergeräte
[141], die analog zu den Attrappen für Unit-Tests die Hardware des Steuergeräts
vortäuschen.
Die in Abschnitt 3.5.2 vorgestellte SIL-Methode verifiziert die funktionalen Zusam-
menhänge der integrierten Softwaremodule. Viele der im Rahmen von SIL und
Softwareintegrationstest verwendeten Werkzeuge sind identisch und eine explizi-
te Trennung der Methoden ist schwierig. Im Automotive SPICE Referenzmodell
werden die Softwareintegration und -qualifizierung getrennt. Der Softwareintegrati-
onstest verifiziert die Umsetzung des Architekturentwurfs und die Schnittstellen
zwischen einzelnen Modulen. Die Softwarequalifizierung verifiziert korrekt umge-
setzte Softwareanforderungen. SIL stellt dazu die geeignete Methode dar.
Hardwareintegrationstests stellen eine weitere Stufe der Integrationstests dar und
können dem Automotive SPICE Prozessschritt SYS.4 zugeordnet werden. Ziel
des Hardwareintegrationstests ist der Nachweis der korrekten Interaktion zwi-
schen Software und Hardware und damit verbunden der Nachweis der korrekten
Umsetzung des spezifizierten Entwurfs und der Schnittstellen. Für die Prüfung
der Software-Hardware-Interaktion sind dedizierte Laboraufbauten notwendig, die
das Steuergerät aus dem Gesamtsystem lösen und die physikalischen Schnittstel-
len nachbilden [19]. Diese Nachbildung ist vergleichbar mit den Stub genannten
Attrappen auf Einheitenebene. Die genutzten Laboraufbauten für die Hardwarein-
tegrationstests und die oben beschriebenen HIL-Tests sind in der Regel identisch.
Inhaltlich können Hardwareintegrationstests und HIL-Tests häufig nicht trenn-
scharf abgegrenzt werden. In dieser Dissertation wird der HIL-Begriff im Sinne
einer geschlossenen Regelschleife verwendet und damit gegenüber Hardwareintegra-
tionstests mit Open-Loop Verhalten abgegrenzt.
Steht bereits vor Abschluss der Softwareintegration ein entsprechendes Steuergerät
inklusive der benötigten Basissoftware zur Verfügung, können Hardwareintegrati-
onstests für ausgewählte risikobehaftete Komponenten parallel zu den durchgeführ-
ten Softwareintegrationstests durchgeführt werden [128]. Dadurch können auf die
Hardwareintegration zurückzuführende Fehler, wie unzureichende Ressourcen, Aus-
führungszeiten oder fehlerhafte Treiber, früher erkannt und behoben werden. Dieses
Vorgehen besitzt eine große Ähnlichkeit mit den oben beschriebenen PIL-Tests, die
ebenfalls eine frühzeitige Aussage über die Laufzeit und den Speicherverbrauch auf
der technischen Zielarchitektur ermöglichen.
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Systemintegrationstests verifizieren das Zusammenspiel einzelner Subsysteme und
finden, wie Hardwareintegrationstests, im Prozessschritt SYS.4 Anwendung. Zur
Verifikation der Interaktion zusammenhängender Teilsysteme werden bei den Fahr-
zeugherstellern üblicherweise die Steuergeräte einer einzelnen Fahrzeugdomäne
am Domänenprüfplatz (vergleichbar und gegebenenfalls gleichzusetzen mit dem
HIL-Wirkkettenprüfplatz) integriert. Fokus dieser Prüfung ist die Stabilität der
Kommunikationsbusse und die Verträglichkeit der verschiedenen Steuergeräte un-
terschiedlicher Zulieferer am gemeinsamen elektrischen Versorgungsnetz.
Um eine Verifikation auf dieser Ebene zu ermöglichen, müssen die einzelnen Steu-
ergeräte in spezifizierte Zustände versetzt werden. Beispielsweise müssen die im
jeweiligen Testfall spezifizierten Funktionen aktiviert und entsprechende Fahrerein-
gaben emuliert werden. Neben der Integration von Simulationsmodellen mittels
HIL-Methode werden einfachere Aktivierungssignale mit Hilfe sogenannter Restbus-
simulationen in das Kommunikationsnetz eingespeist. Ein Beispiel für ein einfaches
Aktivierungssignal ist die Information über ein geschaltetes Zündungsplus (Klemme
15). Die Laboraufbauten zur Systemintegration und die im HIL-Kontext beschrie-
benen Wirkkettenprüfplätze und Gesamtfahrzeugprüfplätze sind üblicherweise
identisch.
3.5.5 Qualifikationstests
Qualifikationstest werden gemäß der in Abschnitt 2.7 vorgestellten Automotive
SPICE Prozessreferenz jeweils zum Abschluss des Software Engineerings und
des System Engineerings durchgeführt. Ihre Aufgabe ist es nachzuweisen, dass die
entwickelte Software bzw. das entwickelte System mit den definierten Anforderungen
übereinstimmt.
Softwarequalifikationstests
Der Softwarequalifikationstest (SWE.6) nutzt die beschriebenen Werkzeuge und
Testumgebungen der Softwareintegration und der SIL-Methode. Im Fokus steht die
Analyse des funktionalen Verhaltens der integrierten Software und der Nachweis
anforderungskonformen Verhaltens. Während bei den Integrationstests insbesondere
die Schnittstellen der Software-Items und die Interaktion der Softwarekomponente
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mit der Basissoftware im Vordergrund stehen, liegt der Fokus der Qualifikationstests
auf der gesamtheitlichen Betrachtung und Analyse der Funktionswirkkette.
Systemqualifikationstests
Systemqualifikationstests dienen der abschließenden Verifikation des Gesamtsys-
tems. Sie werden dem Automotive SPICE Prozessschritt SYS.5 zugeordnet. „Der
Zweck des Prozessschritts Systemqualifikation ist sicherzustellen, dass die Prüfung
des integrierten Systems Nachweise für die Einhaltung der Systemanforderungen
und die Auslieferungsbereitschaft des Systems liefert.“ [45].
Die Systemqualifikationstests zur Verifikation der E/E-Funktionalität werden zu
einem großen Teil an den zuvor beschriebenen Wirkketten- und Gesamtsystem-
prüfplätzen durchgeführt. Die Verifikation im Labor wird durch reale Tests auf
dedizierten Prüfgeländen sowie durch die Fahrzeugdauererprobung im realen Stra-
ßenverkehr ergänzt. Die durch die jeweiligen Testfahrer zu prüfenden Umfänge
werden in Form von abstrakten Fahrmanövern spezifiziert.
3.5.6 Ressourcentests
Ressourcentests ermitteln die CPU-Laufzeit und den Speicherbedarf der Softwa-
re. In frühen Entwicklungsstadien können erste Abschätzungen zum Ressourcen-
verbrauch durch statische Analysen und die Ausführung der Software in einer
MIL-Umgebung getroffen werden. Analysen zum Ressourcenverbrauch sollten in
regelmäßigen Abständen entwicklungsbegleitend durchgeführt werden [128]. Damit
kann sichergestellt werden, dass die Laufzeit der einzelnen Tasks sowie der statische
und dynamische Speicherbedarf mit zunehmender Funktionalität die beantragten
und zugesicherten Ressourcen nicht überschreitet.
Um durch dynamische Ressourcentests eine möglichst zuverlässige Abschätzung
zu erreichen, sollte parallel eine Überdeckungsanalyse durchgeführt werden [128].
Andernfalls ist nicht sichergestellt, dass alle ressourcenintensiven Zweige der Soft-
ware auch durchlaufen wurden. Beispielsweise können Testszenarien, die auf MIL
oder SIL Ebene eine entsprechende Testabdeckung erzeugen, für die Prüfung der




Die Automobilbranche stützt sich in der Wettbewerbsdifferenzierung einerseits
auf objektive Kriterien, wie gesenkte Verbrauchszahlen, gesteigerte Antriebsleis-
tung und innovative Features, andererseits sprechen die verwendeten Werbeslogans
häufig die Emotionen der Kunden an. BMW wirbt mit der „Freude am Fahren“4,
Mercedes-Benz mit „Das Beste oder nichts“5 und Porsche mit der „Porsche Intel-
ligent Performance“6. Um diese individuellen und subjektiven Ansprüche an die
Fahrzeuge der eigenen Marke zu validieren, führen die Automobilhersteller ausgie-
bige und weltweit ausgedehnte Erprobungen durch. Diese werden durch die für die
Funktionsentwicklung zuständigen Mitarbeiter und Applikationsingenieure sowie
Mitarbeitern von auf die Fahrzeugerprobung spezialisierten Firmen durchgeführt.
Während früher Phasen der Entwicklung werden die groß angelegten Erprobungen
im kleinen nachgestellt. Fahrsimulatoren bilden das Fahrerlebnis virtuell nach und
ermöglichen Validierungsstudien in frühen Entwicklungsphasen [142]. Prototypen
und Vorserienfahrzeugen ermöglichen die Stichprobennahme im realen Fahrversuch.
Zum Abschluss der Entwicklung ermöglicht die „kundennahe Fahrerprobung“ [143]
eine breit angelegte Validierung unter Alltagsbedingungen, ist in der Regel aber
nicht Teil der Systemqualifizierung nach Automotive SPICE.
3.6.1 Fahrsimulator
Fahrsimulatoren ermöglichen die Validierung prototypisch umgesetzter Fahrfunktio-
nen und bieten den Vorteil reproduzierbare Fahrszenarien zu ermöglichen. Letzteres
ermöglicht die Durchführung psychologischer Studien zur Erwartungshaltung von
Probanden gegenüber automatisierenden Funktionen [144]. Zusätzlich ermöglicht
die Evaluierung prototypischer Fahrfunktionen im Fahrsimulator eine Validierung
durch Alltagsnutzer [145], die für Erprobungen in realen Prototypen nicht genü-
gend qualifiziert sind. Zlocki [146] beschreibt die Wichtigkeit einer gründlichen
Validierung der Übergabe der Fahraufgabe von einem automatisierenden System
an den Fahrer und den Stellenwert von Fahrsimulatoren in der Konzeptphase.
Da der Dynamikumfang von Fahrsimulatoren begrenzt ist, ist eine vollständige
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(a) Statischer Fahrsimulator mit grundle-
genden Cockpit-Komponenten.
(b) Statischer Fahrsimulator basierend auf
einer realen Fahrzeugkarosserie.
Abbildung 3.11: Beispiel für statische Fahrsimulatoren für die Analyse des Nutzerverhaltens.
Mit der Verfügbarkeit leistungsfähiger Gesamtfahrzeugsimulationen hat sich ei-
ne große Variantenvielfalt im Bereich der Fahrsimulationen entwickelt. Statische
Simulatoren reichen von Aufbauten die wie in Abbildung 3.11a lediglich die grundle-
genden Komponenten des Cockpits beinhalten zu Simulatoren die, wie in Abbildung
3.11b auf realen Fahrzeugkarosserien basieren und damit eine verbesserte Immersion
ermöglichen. Aufwändigere dynamische Simulatoren nutzen Hexapoden um Cockpit
Mock-Ups oder vollständige Fahrzeuge im Raum zu bewegen und den visuellen
Eindruck der Probanden durch real spürbare Beschleunigungen und Drehraten zu
unterstützen. Für den Test von Funktionen des Antriebsstrangs existieren auch mit
Rollenprüfständen gekoppelte Simulatoren.
3.6.2 Realer Fahrversuch
Die Validierung von assistierenden und automatisierenden Funktionen, die die
Fahrdynamik beeinflussen, erfordert erfahrene Prüfer. Im Fahrversuch werden Fahr-
zeuge unter genau spezifizierten Bedingungen getestet. Die durch professionelle
Testfahrer durchgeführten Fahrversuche basieren dabei auf definierten Prüf- und
Fahrmanöverkatalogen [147]. Die Prüfung durch den Fahrversuch erfolgt sowohl
auf öffentlichen Straßen, als auch auf dedizierten Prüfgeländen. Insbesondere die
Validierung von sicherheitskritischen Fahrfunktionen wird auf dedizierten Prüf-
geländen durchgeführt, deren Verfügbarkeit sehr begrenzt ist [148]. Baake [149]
beschreibt ein Vorgehen, das den realen Fahrversuch und die simulationsbasierte
Absicherung von ESP-Systemen verbindet. Eckstein [150] kombiniert den Einsatz




Die Eigenschaften und das Fahrverhalten einer Funktion sollen die markenspezifische
Charakteristik widerspiegeln. Eine allgemeingültige Spezifikation des erwarteten
Fahrverhaltens in Form von Kennfeldern zu Messgrößen, wie Beschleunigungen und
Ruck, existiert aufgrund der benötigten Komplexität zur Abbildung spezifischer
Situationen in der Regel nicht. Für spezifische Funktionen hingegen existieren
analytische Methoden zur Bewertung der Funktionsqualität [151].
Um eine entwicklungsbegleitende Validierung zu ermöglichen, werden im Verlauf
der Entwicklung, wie in Abschnitt 3.3.3 eingeführt, Erprobungsträger mit unter-
schiedlichen Musterständen ausgerüstet [152]. Die Musterstände ermöglichen eine
sukzessive Hinzunahme der in der Baureihe vorgesehenen Kundenfunktionen. Am
Ende der Entwicklung wird die Produktions- und Verkaufsfreigabe basierend auf
den Ergebnissen der Test- und Qualifikationsphasen sowie der Fahrversuche mit
dem D-Musterstand erteilt. Die Freigabe beinhaltet zudem die Ergebnisse der
Winter- und Sommererprobung [153, 154] und länderspezifische Erprobungen.
Diese Freigabepraxis ist nach Wachenfeld [7] für automatisierende Fahrfunktio-
nen nicht mehr anwendbar. Aus diesem Grund werden Aufwände für zukünftige
Freigaben aus dem Fahrversuch vermehrt in virtuelle Tests verlagert [155]. Die
Übertragung der Versuchsaktivitäten in eine virtuelle Umgebung stellt dabei eine
große Herausforderung dar. Für die Aufzeichnung aller im Fahrzeug verbauten
Sensoren und Kommunikationsbusse werden bereits heute hohe Aufwände in Kauf
genommen. Gerechtfertigt wird dies unter anderem durch die Möglichkeit diese
Daten in Form von Testvektoren am HIL wiederzuverwenden [129]. Einen ent-
scheidenden Anteil zur Lösung dieser Herausforderung können die im folgenden
Abschnitt 3.7 vorgestellten Methoden zu Testplanung und -entwurf beitragen und
weiterentwickelte Methoden eröffnen zusätzliche Chancen um die Entwicklung
automatisierender Fahrfunktionen entscheidend zu unterstützen.
3.6.3 Kundennahe Fahrerprobung
Die kundennahe Fahrerprobung, auch Breitenerprobung genannt, ermöglicht die
Erprobung der entwickelten Features und Funktionen aus der Kundensicht [143,
147]. Das Unternehmen stellt dabei seinen Mitarbeitern und ausgesuchten Kunden-
gruppen Fahrzeuge für die Freizeitnutzung zur Verfügung und erhält im Gegenzug
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Feedback über den subjektiven Eindruck des jeweiligen Mitarbeiters. Üblicherweise
erfassen detaillierte Fragebögen den gesamtheitlichen Eindruck des Mitarbeiters
sowie die spezifischen Fragestellungen bezüglich einzelner Features und Funktionen.
Dies ermöglicht einen Einblick in realistische Verhaltensmuster und ergänzt die
entwicklungsspezifischen Ergebnisse des Fahrversuchs.
3.7 Testplanung und -umfang
Für eine erfolgreiche Systementwicklung muss aus den vorgestellten Methoden eine
ausgewogene und auf die individuellen Eigenschaften der Subsysteme, Komponenten
und Einheiten abgestimmte Auswahl getroffen werden. Diese Auswahl und der
Umfang ihrer Anwendung wird im Rahmen der in Abschnitt 3.2 eingeführten
Teststrategie getroffen. Aufgrund der großen Vielfalt der einzelnen Entwicklungen
innerhalb einer Organisation gibt die Teststrategie lediglich einen Rahmen vor,
innerhalb dessen die explizit anzuwendenden Methoden und Umfänge im Testplan
spezifiziert werden. Im Folgenden werden zunächst Methoden für den Entwurf und
die Auswahl geeigneter Testfälle vorgestellt und in Abschnitt 3.7.2 werden Metriken
zur Bestimmung des Umfangs der umgesetzten Tests eingeführt.
3.7.1 Testentwurf und -auswahl
Der internationale Standard ISO/IEC/IEEE 29119 „Software and systems enginee-
ring - Software testing“ gruppiert die Testentwurfsmethoden für die dynamische
Verifikation in die drei in Abbildung 3.12 dargestellten Kategorien spezifikati-
onsbasierter Testentwurf, strukturbasierter Testentwurf und erfahrungsbasierter
Testentwurf [156].








Abbildung 3.12: Unterscheidung von Testentwurfsmethoden nach ISO/IEC/IEEE 29119 [156]
Spezifikationsbasierte Techniken nutzen die für die Entwicklung identifizierten
Anforderungen und Kundenwünsche, sowie möglicherweise erstellte Modelle (z.
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B. Aktivitätsdiagramme, Abschnitt 3.3.1) als wichtigste Quelle zur Spezifikation
der Testfälle. Diese Techniken können auch unter dem Begriff Blackbox-Verfahren
zusammengefasst werden [55]. Der Begriff Blackbox symbolisiert dabei die Ab-
straktion aller internen und auf die Umsetzung bezogenen Informationen und
die Fokussierung auf die externe Sicht der Spezifikation des jeweiligen Elements.
Strukturbasierte Techniken nutzen primär den Quellcode oder erstellte Programm-
modelle (z. B. Sequenzdiagramme, Abschnitt 3.3.1) zur Herleitung von Testfällen.
Da diese Verfahren detaillierte Kenntnisse über das Testobjekt erfordern, spricht
man hier auch von Whitebox-Verfahren [55]. Erfahrungsbasierte Techniken nutzen
die Erfahrung der Entwickler zur Spezifikation von Testfällen. Beim Schätzen von
Fehlerzuständen (Error Guessing) wird eine Prüfliste mit möglichen Typen von
Fehlerzuständen erstellt, die im Testobjekt vorkommen können. Der Tester identifi-
ziert basierend auf dieser Liste Stimuli, die diese Fehlerzustände aufdecken würden
[156]. Blackbox und Whitebox Verfahren sind nach [19] wie folgt definiert:
Definition 3.38 (Blackbox Verfahren). Blackbox Verfahren beschreiben das Testen
unter Betrachtung des Testobjekts als Ganzes, d.h. ohne interne Systemgrößen zu
berücksichtigen.
Definition 3.39 (Whitebox Verfahren). Whitebox Verfahren beschreiben Testver-
fahren, bei der die innere Inforamtion des Testobjekts genutzt wird und auf Sys-
temgrößen innerhalb des Testobjekts zugegriffen wird.
Die Äquivalenzklassenbildung (Equivalence Partitioning) basiert auf der Unter-
teilung der möglichen Eingabe- und Ausgabewerte in Äquivalenzklassen, „die
durch das Testobjekt gleichwertig behandelt werden“[156]. Die Klassifizierung kann
dabei semantisch erfolgen, beispielsweise entsprechend der Zugehörigkeit zu ab-
strakten Gruppen wie Beschleunigung und Verzögerung. Im Fall mathematischer
Ausdrücke erfolgt die Äquivalenzklassenbildung entsprechend spezifizierter Definiti-
onsbereiche. Beispielsweise können die möglichen Eingabewerte einer Sinusfunktion
in Bereiche mit erwartetem positivem ((0, pi) + 2n, n ∈ N), negativem Ergebnis
((1, 2pi) + 2n, n ∈ N) und Null als Ergebnis (npi, n ∈ N) unterteilt werden. Die
Äquivalenzklassen werden sowohl für gültige als auch für ungültige Parameter
gebildet.
Für jede abgeleitete Äquivalenzklasse wird mindestens ein Testfall generiert. Wird
eine höhere Testtiefe gefordert, können ergänzende Testfälle durch eine statistisch
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zufällige Auswahl von Werten aus der jeweiligen Klasse erstellt werden. Bei Funk-
tionen mit mehreren Parametern müssen die Permutationen der unterschiedlichen
Äquivalenzklassen geprüft werden. Ist eine vollständige Permutation zu aufwän-
dig, wird mindestens für jede ungültige Klasse ein Testfall erstellt, in dem diese
ungültige Klasse lediglich mit gültigen kombiniert wird [55].
Die Grenzwertanalyse (Boundary Value Analysis) fokussiert die Testabdeckung auf
den Grenzen der abgeleiteten Klassen, da diese Übergänge besonders fehleranfällig
sind. Die Wertebereiche der Ein- und Ausgänge werden „in geordnete Mengen
und Untermengen mit identifizierbaren Grenzen„ [156] unterteilt. Jede dieser
Grenzen stellt einen Testfall dar. Die aus der Grenzwertanalyse abgeleiteten Testfälle
ergänzen die Testfälle der Äquivalenzklassenbildung [55]. Mathematische Funktionen
werden durch die kombinierte Anwendung der beiden Methoden an mehreren
zufällig gewählten Stellen innerhalb eines Definitionsraums, auf der Grenze des
Definitionsraums und außerhalb des Definitionsraums geprüft.
Der Ursache-Wirkungs-Graph (Cause-Effect Graphing) dient der Veranschauli-
chung der kausalen Abhängigkeiten zwischen einer Eingangsgröße und einer Aus-
gangsgröße. Der Ursache-Wirkungs-Graph modelliert die logischen Beziehungen
zwischen Ursachen (Eingänge) und Wirkungen (Ausgänge) des Testobjekts [156]
in Form eines gerichteten Graphen. Logische Operatoren, wie UND und ODER,
kombinieren Ursachen und ordnen sie einer gemeinsamen Wirkung zu. Für je-
de abgeleitete Beziehung, die eine einmalige Kombination zwischen Ursache und
Wirkung erzeugt, wird ein Testfall angelegt.
Der zustandsbezogene Test (State Transition Testing) basiert auf der Modellierung
möglicher Zustände eines Testobjekts und der möglichen Zustandsübergänge inklu-
sive deren Bedingung und Aktionen. Eine Bedingung kann aus mehreren logischen
Ausdrücken bestehen, die in Kombination den Zustandsübergang auslösen. Die
Anzahl der Zustände ist diskret und begrenzt. Testfälle werden für alle Zustände
oder alle Zustandsübergänge abgeleitet [156].
Der Szenarien-Test (Scenario Testing) leitet sich aus einem Modell der Interaktionen
des Testobjekts mit anderen Systemen oder Nutzern ab. Die Interaktionen werden
in Form von Sequenzen abgebildet und stellen die Verwendung des Testobjekts
nach. Für jede Sequenz, die eine dedizierte Verwendung darstellt, wird ein Testfall
definiert [156].
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3.7.2 Testabdeckung
Die Ermittlung der Testabdeckung ermöglicht eine Abschätzung des Testumfangs
und unterstützt damit die Bestimmung des Abschlusses einer Testphase [55]. Die







berechnet. Und ist nach [57] wie folgt definiert:
Definition 3.40 (Testabdeckung). Die Testabdeckung ist der Grad in Prozent,
zu dem spezifizierte Testobjekte durch einen oder mehrere Testfälle beansprucht
wurden.
Dabei stellt N die Anzahl getesteter Instanzen dar und T definiert die Gesamtzahl
der durch eine Testentwurfsmethode erzeugten Instanzen [156]. Die Testabdeckung
kann damit Werte zwischen 0% und 100% einnehmen. Die innerhalb einer Phase zu
erreichende Abdeckung wird im Testplan spezifiziert. Nicht alle für die Berechnung
der Abdeckung relevanten Instanzen können durch Tests überprüft werden. Teilweise
können Instanzen aufgrund technischer Voraussetzungen nicht geprüft werden, wie
im Folgenden am Beispiel der Mehrfachbedingungsüberdeckung beschrieben wird.
Diese Instanzen werden aus der Abdeckung ausgenommen und im Testbericht
aufgezeichnet.
Eine entsprechende Ermittlung der Testabdeckung ist für alle Testentwurfsmetho-
den möglich, aber unter Umständen mit hohen Aufwänden verbunden. Für die
Ermittlung der strukturbasierten Testabdeckung existieren Werkzeuge zur automa-
tischen Berechnung. Diese Werkzeuge analysieren den Kontrollfluss basierend auf
den Debug Informationen des Compilers (z. B. CPP-Coverage [157]) oder integrie-
ren in den Compilevorgang eine automatisierte Instrumentierung des Quelltextes
(z. B. BullseyeCoverage [158] oder gcov [159]). Im folgenden werden ausgewählte
Vertreter der Testabdeckung vorgestellt.
Die Anforderungsüberdeckung (Requirements Coverage) ist das Verhältnis zwi-
schen der Anzahl der Anforderungen, für die mindestens ein Testfall spezifiziert ist,
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und der Gesamtanzahl an spezifizierten Anforderungen. Eine eiffiziente Ermittlung
dieser Abdeckungsmetrik erfordert eine durchgängige Nachverfolgbarkeit und die
enge Verzahnung von Test- und Anforderungsmanagement Werkzeugen [160]. Die
Anforderungsüberdeckung berechnet sich aus der Anzahl getesteter Anforderungen
(N) und der Gesamtzahl der Anforderungen (T).
Die Anweisungsüberdeckung (Statement Coverage) ermittelt den Anteil, der wäh-
rend einer Testphase ausgeführten Programmanweisungen. Sie ist die einfachste
Form der strukturellen Überdeckungsanalyse [128], da lediglich die mindestens
einmalige Ausführung jeder Anweisung geprüft wird. Die Anweisungsüberdeckung
berechnet sich aus dem Verhältnis der Anzahl ausgeführter Anweisungen (N) und
der Gesamtzahl der Anweisungen.
Die Zweigüberdeckung (Branch Converage) prüft die Ausführung aller Zweige im
Kontrollfluss. Es wird ermittelt, ob während des Durchlaufs einer Testphase alle
durch Bedingungen oder Schleifen auszuführende Zweige aufgerufen werden [156].
Die Zweigüberdeckung ermittelt sich aus der Anzahl durchlaufener Zweige (N) und
der Gesamtzahl der Zweige (T).
Die Bedingungsüberdeckung (Branch Condition Coverage) misst die Variation
aller Einzelelemente einer Bedingung. Es wird geprüft, ob während der Testphase
jeder atomare Teil der Bedingung mindestens einmal logisch positiv und einmal
logisch negativ ausgewertet wurde und alle aus der Bedingung erreichbaren Zweige
durchlaufen wurden. Die Überdeckung berechnet sich aus dem Verhältnis [156]
der Anzahl getesteter boolscher Einzelbedingungen plus der Anzahl resultierender
Einzelergebnisse (N) und der Anzahl enthaltener boolscher Einzelbedingungen plus
der Anzahl möglicher Einzelergebnisse (T).
Die Mehrfachbedingungsüberdeckung (Branch Condition Combination Coverage)
hat das Ziel alle möglichen Permutationen der atomaren Teile einer Bedingung zu
überprüfen. Dies ist nicht für alle Bedingungen vollständig möglich. Beispielsweise
kann die Auswertung (5 < x \: \&\& \: x < 10) (5 < x&& x < 10) im Bereich
der natürlichen Zahlen nicht für beide atomaren Teilbedingungen gleichzeitig einen
logisch negativen Wert annehmen.
Die minimale Mehrfachbedingungsüberdeckung (Modified Condition Decision Co-
verage) definiert daher die relevante Untermenge an Permutationen. Sie „verlangt,
dass jede der Teilbedingungen, die auf eine Programmverzweigung Einfluss haben
kann, zeigen muss, dass sie unabhängig von den anderen den Programmfluss be-
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stimmen kann“ [128]. Für das Beispiel (5 < x&& x < 10) würden drei Testfälle
benötigt. Ein Testfall, bei dem beide Einzelauswertungen gleichzeitig wahr sind
und je ein Testfall mit je einer negativen Einzelbedingung. Die minimale Mehrfach-
bedingungsüberdeckung berechnet sich aus dem Verhältnis zwischen der Anzahl
der geprüften Kombinationen mit eigenständiger Ergebnisbeeinflussung (N) und
der Gesamtanzahl der Kombinationen mit eigenständiger Ergebnisbeeinflussung
(T).
Die Parameterüberdeckung (Parameter Value Coverage) spezifiziert den durch
Tests abgedeckten Wertebereich kontinuierlicher Signale. Boehm [161] beschreibt
die Parameterüberdeckung ausgehend von der Sicht auf eine Softwarefunktion als
die Abbildung eines mehrdimensionalen Raumes von Eingangswerten auf einen
mehrdimensionalen Raum von Ausgangswerten. Die Parameterüberdeckung ist
damit das Verhältnis der getesteten Stichprobe zur gesamten Menge der möglichen
Ein- und Ausgangswerte. Sie kann für einzelne Systemein- und Systemausgänge,
aber auch für deren Kombinationen berechnet werden.
3.7.3 Testabdeckung in der Automobilentwicklung
In der Automobilentwicklung kommen spezifische Abwandlungen und Erweite-
rungen der vorgestellten Metriken zur Messung der Testabdeckung zum Einsatz.
Nörenberg [152] definiert mit der BCE-Methode eine Methode zur Auswahl einer
geeigneten Menge an Testfällen auf Systemebene. Testfälle werden dabei in die
Kategorien
• „Basic: Selektion der Basistestfälle“
• „Coverage: Selektion von Testfällen zur Erreichung einer Anforderungsabde-
ckung“
• „Extended: Selektion von Testfällen, welche den Abdeckungsgrad in Bezug
auf das Testobjekt stark erhöhen (Expertenwissen)“
eingeteilt und entsprechend der angestrebten Testtiefe ausgewählt. Auf der Basic
Stufe wird lediglich die Grundfunktionalität eines Testobjekts geprüft. Auf der
Coverage Stufe werden 100% Anforderungsabdeckung angestrebt und für alle als
Extended klassifizierten Testobjekte werden „die Testfälle ausgewählt, die in einem
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hohen Maße zur Testabdeckung beitragen“.
Sax [162] präsentiert mit dem NSPLF-Schema eine ähnliche, aber detailliertere
Klassifizierung in fünf Kategorien:
• None: Zufälliger oder impliziter Test des Testobjekts,
• Sparsely: Mindestens ein Testfall pro Ausstattungsmerkmal,
• Partly: 100% Anforderungsüberdeckung wird erreicht,
• Largely: 100% Bedingungsüberdeckung wird erreicht,
• Fully: Basierend auf Erfahrungswissen, werden weitere Testfälle ergänzt.
Die erreichte Abstraktion in der Beschreibung der Testabdeckung unterstützt
durch die Reduktion des Spezifikationsraums die Festlegung einer einheitlichen
Teststrategie und vereinfacht die Kommunikation zwischen den beteiligten Rollen,
Teams und Organisationen. Die vorgestellte Kategorisierung ermöglicht es, jedem












Abbildung 3.13: Histogramm basierte Analyse der Parameterüberdeckung der Systemein-
gänge Geschwindigkeit (velocity) und Beschleunigung (acceleration) eines
Simulationsszenarios
Der internationale Standard für die funktionale Sicherheit von Straßenfahrzeugen
ISO 26262 [59] empfiehlt die Erfüllung der Anweisungsüberdeckung besonders für
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ASIL-A und ASIL-B klassifizierte Elemente. Die Anwendung der Zweigüberdeckung
wird besonders für die Stufen ASIL-B und ASIL-C empfohlen. Für die kritischs-
te Einstufung ASIL-D wird die Erfüllung der MCDC-Überdeckung besonders
empfohlen.
Wittmann [163] beschreibt einen Ansatz zur Definition und Identifikation der Sys-
temgrenzen für hochautomatisierende Fahrfunktionen. Der Spezifikationsraum wird
als Kombination der funktional unabhängigen Komponenten Umgebung, Verkehrs-
dynamik, Umweltbedingungen, Zustand des Egofahrzeug und Insassen beschrieben,
die wiederum in beliebig detaillierte Unterräume aufgespalten werden. Diese De-
komposition ermöglicht einen der Anwendung angepassten Detaillierungsgrad.
Überträgt man die durch Wittmann vorgeschlagene Dekomposition des Spezifi-
kationsraums auf die Verifizierung und Validierung, ermöglicht sie eine Messung
der Parameterüberdeckung beim Test hochautomatisierender Fahrfunktionen. Dies
kann einen entscheidenden Beitrag zur Bestimmung des notwendigen Testumfangs
für „Die Freigabe des autonomen Fahrens“ [7] liefern. Abbildung 3.13 skizziert
eine Histogramm basierte Analyse der Parameterüberdeckung der Systemeingänge
Geschwindigkeit und Beschleunigung eines Simulationsszenarios.
3.8 Fazit
Die eingesetzten Methoden für die Entwicklung, Verifikation und Validierung von
Softwaresystemen für Fahrzeuge sind auf die in Kapitel 2 vorgestellten Prozes-
se und Prozessphasen abgestimmt. Für die im Verlauf der Dekomposition und
Integration durchlaufenen Hierarchieebenen werden auf die Ziele der jeweiligen
Prozessphase ausgelegte Entwicklungs- und Testmethoden angewandt. Abbildung
3.14 skizziert eine qualitative Einordnung der in diesem Kapitel vorgestellten Me-
thoden für Entwicklung, Verifikation und Erprobung im schematischen Vorgehen
der Produktentwicklung.
In den frühen Phasen der Anforderungsanalyse und des Architekturentwurfs von
System und Software kommen simulationsbasierte Ansätze (MIL) und Rapid RP-
Techniken (A-Muster) für Test und Erprobung auf Systemebene zum Einsatz.
Manuelle Prüfungen tragen zur Verifikation der erstellten Spezifikationen bei.
Während der Implementierung auf Einheitenebene stellen Werkzeuge zur stati-
schen Codeanalyse automatisiert die Einhaltung von Programmierrichtlinien und
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Abbildung 3.14: Qualitative Einordnung der vorgestellten Methoden für Entwicklung, Verifi-
kation und Erprobung im schematischen Vorgehen der Produktentwicklung
Standards sicher und Unit-Test prüfen die korrekte Umsetzung des spezifizierten
Entwurfs. Die Durchführung von Code-Reviews trägt zu einer gesteigerten Qualität
bei und unterstützt den Wissenstransfer zwischen beteiligten Entwicklern. Die
Durchführung von Tests und Erprobungen auf System- und Subsystemebene wird
durch SIL-Simulation und die Nutzung des B-Musterstands ermöglicht. SIL- und
HIL-Umgebungen ermöglichen die notwendigen Integrations- und Qualifikations-
tests der Komponenten und Subsysteme. Fahrversuche und Erprobungen mit C-
und D-Musterständen weisen die zur Freigabe notwendige Qualität des Systems
nach.
Die beschriebenen Methoden decken damit alle Phasen der Produktentwicklung ab.
Mit zunehmender Komplexität wächst die Bedeutung der frühen Entwicklungspha-
sen und die Analyse von Entwurfsalternativen mit Hilfe von A-Mustern und der
MIL-Simulation gewinnt an Wichtigkeit, um Fehlentscheidungen im Umgang mit
diesem großen Entwurfsraum zu minimieren. Um eine ausreichende Qualität dieser
prototypischen Umsetzungen zu gewährleisten, nehmen die Aufwände für grund-
legende regelmäßige Tests bereits in diesen frühen Phasen zu. Wird ein Konzept
verworfen, sind die Aufwände für die spezifizierten Testfälle und -szenarien jedoch
häufig verschwendet. Eine ressourcenschonende Alternative können hier Verfah-
ren bieten, die Testszenarien automatisiert generieren oder aus in der Erprobung
aufgezeichneten Daten ableiten.
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4 Einordnung aktueller Serienanwendungen und
Forschungskonzepte des Automobilsektors
Die Fahrzeughersteller bieten ihren Kunden eine große Vielfalt an individuell
wählbaren zusätzlichen Ausstattungsmerkmalen (Features). Ein wesentlicher Anteil
dieser Features basiert dabei auf E/E-Funktionalität. Die Komplexität der einzelnen
Features und damit die Quervernetzung der beteiligten Funktionselemente nimmt
kontinuierlich zu. Der in diesem Kapitel präsentierte Überblick über die aktuellen
und kommenden Features mit wesentlichen E/E-Anteilen ermöglicht eine für diese
Dissertation notwendige Analyse der in Kapitel 2 und 3 vorgestellten Prozesse und
Methoden in Bezug auf die neuen Anforderungen an die Automobilentwicklung
durch die Digitalisierung.
Im Folgenden werden Kriterien zur Charakterisierung und Strukturierung E/E-
basierter Features eingeführt. Die Klassifikation erlaubt eine verallgemeinerte Be-
trachtung der featurespezifischen Anforderungen an die Entwicklungsprozesse und
-methoden. Daraus lässt sich die Eignung einzelner Vorgehensweisen und Ansätze für
die jeweilige Featureklasse ableiten. Die verwendete Charakterisierung betrachtet
die bestehenden organisatorischen Strukturen und Fachgebiete der Fahrzeugher-
steller sowie die systemtheoretische Komplexität und den Automatisierungsgrad
der Features. Für die Taxonomie wurden Serienfeatures ausgewählt, die einen
Querschnitt über die angebotenen Ausstattungsmerkmale führender Fahrzeugher-
steller repräsentieren. Sie entstammen den Webauftritten von BMW1, Daimler2,
Ford3, Peugeot4, Toyota5 und VW6. Aktuelle Forschungskonzepte im Bereich des
assistierten und automatisierten Fahrens vervollständigen die Taxonomie.
1 BMW Technology Guide, Bayerische Motoren Werke Aktiengesellschaft, http://www.bmw.com/
com/en/insights/technology/technology_guide/index.html
2 Welcome to the Mercedes-Benz TechCenter, Daimler AG, https://techcenter.mercedes-
benz.com/en/index.html
3 Advanced technology at your fingertips, Ford Motor Company, http://www.ford.com/cars/
focus/features/#page=FeatureCategory4
4 Technologies & Innovations, Automobiles Peugeot, http://www.peugeot.com/en/technology
5 Toyota Technology, Toyota Motor Sales, U.S.A., Inc., http://www.toyota.com/technology/
6 Technik auf den Punkt gebracht., Volkswagen AG, http://www.volkswagen.de/de/
technologie/technik-lexikon.html
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Darauf folgend werden die individuellen Funktionsblöcke der in der Taxonomie
klassifizierten Features abstrahiert und in einem konzeptuellen Modell der über-
greifenden und umfassenden logischen Systemarchitektur für intelligente Fahrzeuge
zusammengefasst. Diese abstrahierte Betrachtung ermöglicht eine Hierarchisierung
der Funktionsblöcke gemäß des Charakters der durch sie verarbeiteten Informatio-
nen. Sie bietet eine übersichtliche Darstellung der gesamtheitlichen Zusammenhänge
und funktionalen Schnittstellen des Fahrzeugs. Die Einordnung in Hierarchieebenen
fördert die verallgemeinerte Betrachtung der Anforderungen an die Entwicklungs-
prozesse und -methoden und deren Auswahl. Teile dieses Kapitels wurden bereits
im Rahmen eines Konferenzbeitrags veröffentlicht [JB2].
4.1 Charakterisierung von E/E- und Software-Features
Die in Abschnitt 2.2 eingeführte Aufteilung in Fahrzeugdomänen stellt ein wichtiges
Kriterium zur Klassifizierung von eng mit der Mechanik verzahnten E/E-Features,
wie Motorsteuerung und Stabilitätskontrolle, dar. In den langjährig bewährten
Fahrzeugdomänen werden inhaltlich ähnliche Features und das spezifische Fachwis-
sen gebündelt. Die Domänen bilden die erste Grundlage zur Charakterisierung und
Einordnung der Features in der entwickelten Taxonomie.
Die Aufteilung in Fahrzeugdomänen ist jedoch nicht ausreichend zur Klassifizie-
rung von Fahrerassistenzsystemen geeignet, da diese zunehmend komplexe und
domänenübergreifende Funktionswirkketten und -netzwerke bilden. Eine weiterge-
hende Charakterisierung der Features ermöglicht die in Abschnitt 2.1 vorgestellte
Spezifikation der Aspekte und Gründe für die Komplexität in der Automobilent-
wicklung. Sie ermöglicht eine objektive Ermittlung der individuellen Komplexität
eines Features. Dabei stellen die Vielfalt und die Konnektivität geeignete Merkmale
zur objektiven Klassifizierung der Komplexität eines Features dar. Die Vielfalt wird
durch die Anzahl an verschiedenen zur Funktionserbringung beteiligten Funktions-
blöcken der logischen Funktionsarchitektur erfasst. Die Konnektivität ermittelt sich
aus den Relationen zu Funktionsblöcken paralleler Features, externer Infrastruktur
und kommunikationsbasierten Diensten.
Neben der Zuordnung zu einer spezifischen Fahrzeugdomäne und der Komplexi-
tätsbewertung stellt der Automatisierungsgrad (s. Abschnitt 2.2.3) des jeweiligen
Features ein geeignetes Klassifikationskriterium dar. Die Unterscheidung der Featu-
res in Automatisierungsstufen ist für alle die Fahraufgabe übernehmenden Features
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geeignet. Für einen großen Teil der verfügbaren Fahrerassistenzfeatures bietet sie
jedoch nur eine ungenügende Detaillierung, da diese keine direkte Übernahme der
Fahraufgabe enthalten und damit alle in die Automatisierungsstufe 0 eingeordnet
werden. Sie wirken durch Hinweise auf den Fahrer oder beeinflussen den Fahrzeug-
zustand (z. B. Start-Stop) oder die Fahrzeugumgebung (z. B. adaptives Fernlicht).
In der Taxonomie werden die Features, wie in Abbildung 4.1 dargestellt, in die
Assistenzklassen hinweisend (Stufe 0), unterstützend (Stufe 0), assistierend (Stufe
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Abbildung 4.1: Im Rahmen der Taxonomie genutzte Assistenzklassen zur Charakterisierung
der Features. Die Klassen hinweisend und unterstützend ermöglichen die
Unterscheidung von Features der Automatisierungsstufe 0.
Eine weitere wichtige Eigenschaft ist die Sicherheitseinstufung ASIL eines Features.
Basierend auf dieser Einstufung werden in der ISO Norm für funktionale Sicherheit
von Straßenfahrzeugen [59] anzuwendende Methoden und Testumfänge empfohlen.
Die Sicherstellung und Bewertung der funktionalen Sicherheit wird im Rahmen
dieser Arbeit nicht betrachtet (s. dazu [164, 18]).
4.2 Taxonomie aktueller und zukünftiger Features mit
wesentlichen E/E- und Softwareanteilen
Im Folgenden werden etablierte Funktionen verschiedener Fahrzeughersteller und
aktuelle Konzepte aus der Forschung in einer umfassenden Taxonomie eingeordnet.
Die bewerteten Features werden in der Taxonomie in die drei Hierarchieebenen
integrierte Features, verteilte Features und quervernetzte Features eingeordnet. Die
Kategorisierung der Features basiert dabei auf den drei maßgeblichen Kriterien
Hardwarenähe, Variabilität und Konnektivität. Jedes Feature wird bezüglich dieser
Kriterien durch die fünf Abstraktionsstufen in Tabelle 4.1 bewertet. Eine Grup-
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pierung in Fahrzeugdomänen, bzw. in Assistenzklassen innerhalb der jeweiligen
Hierarchieebene verbessert die Übersichtlichkeit.
-- - o + ++
sehr schwach schwach mittelmäßig stark sehr stark
Tabelle 4.1: Angewandte Abstraktionsstufen zur Bewertung der Hardwarenähe, Vielfalt und
Konnektivität
Integrierte Features sind eng mit einer bestimmten mechanischen Domäne des
Fahrzeugs verknüpft. Sie repräsentieren den E/E-Inhalt, der für den gezielten
Betrieb der physikalischen Komponenten des Fahrzeugs notwendig ist. Dies bringt
eine unmittelbare Nähe zu spezifischen mechanischen Einheiten mit sich und
erfordert häufig die Ausführung auf einem dedizierten ECU. Die meisten Sensoren
und Aktuatoren, die für die zugewiesene Aufgabe des Merkmals erforderlich sind,
sind direkt an die dedizierte ECU angeschlossen. Integrierte Funktionen basieren
hauptsächlich auf propriozeptiven7 Sensoren der Eigenwahrnehmung. Sie erfassen
Informationen über den internen Zustand des Fahrzeugs [165]. Ihre Funktionalität
stützt sich stark auf die direkte Beeinflussung eines Aktuators und beinhaltet eine
schwache Variabilität und Konnektivität.
Verteilte Features kombinieren einzelne Komponenten unterschiedlicher Domänen,
um neue Funktionalitäten zu ermöglichen. Diese Features erfordern nicht notwen-
digerweise zusätzliche mechanische Hardwarekomponenten. Sie generieren einen
Mehrwert durch die sequentielle Kombination von verfügbaren Informationen und
ansteuerbaren Aktuatoren. Ihr Funktionsverhalten lässt sich durch Wirkketten
beschreiben und basiert auf der Verbindung verschiedener Domänen. Verteilte Fea-
tures basieren häufig auf exterozeptiven8 Reizen und sie führen dedizierte Sensoren
zur Umfeldwahrnehmung in die Fahrzeugarchitektur ein [165]. Ihre durchschnittliche
Hardwarenähe, Variabilität und Konnektivität ist mittelmäßig.
Quervernetzte Features verbinden mehrere Funktionselemente miteinander und ihr
funktionales Verhalten hängt von der koordinierten Beeinflussung der unabhängigen
Komponenten getrennter Domänen ab. Für eine vollständige Repräsentation des
Fahrzeugzustandes und der Fahrzeugumgebung nutzen sie das Sensornetzwerk
des gesamten Fahrzeugs und fusionieren die propriozeptiven und exterozeptiven
Informationsquellen. Mehrschichtige Algorithmen verarbeiten diese Informationen
7 „Wahrnehmungen aus dem eigenen Körper vermittelnd (z. B. aus Muskeln, Sehnen, Gelenken)“,
Duden, http://www.duden.de/rechtschreibung/propriozeptiv
8 „Reize wahrnehmend, die von außerhalb des Organismus kommen (z. B. mittels Augen, Ohren)“,
Duden, http://www.duden.de/rechtschreibung/exterozeptiv
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und leiten daraus Fahrempfehlungen ab oder beeinflussen mehrere Aktuatoren.
Im Unterschied zu den sequentiellen Funktionsketten der verteilten Funktionen
bilden sie funktionale Netzwerke. Die Ebene der quervernetzten Features beinhaltet
hochentwickelte kognitive und prädiktive Features, einschließlich hoher Automati-
sierungsstufen. Sie sind durch eine schwach ausgeprägte Hardwarenähe und eine
starke Variabilität und Konnektivität geprägt.
Abbildung 4.2 fasst die Taxonomie in einer Übersicht zusammen. Die Bewertung
der Features und ihre resultierende Einordnung wird im folgenden im Detail
diskutiert.
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Abbildung 4.2: Taxonomie aktueller und kommender E/E-Features. Integrierte Features sind
nach Fahrzeugdomänen gruppiert, verteilte und quervernetzt Features nach
dem Grad ihrer Einflussnahme.
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4.2.1 Integrierte Features
Die integrierten Features sind geprägt durch eine starke Hardwarenähe und eine
schwache Variabilität und Konnektivität. Im Rahmen dieser Taxonomie wurden 24
integrierte Features analysiert. Ihre Einstufung zu Hardwarenähe, Variabilität und
Konnektivität sowie ihre Gruppierung innerhalb der Hierarchie und die analysierten
Quellen sind in Tabelle 4.2 zusammengefasst.
Feature H V K Gruppe Quelle
Traktionskontrolle + - o AS [166, 3]
Motorsteuerung ++ + -- AS [16, 3]
Automatikgetriebe ++ - - AS [167, 168]
Berganfahrhilfe o -- - AS [169, 170]
Airbags ++ o - ST [16, 3]
Gurtstraffer ++ - - ST [16, 3]
Stabilitätskontrolle + o - CS [171, 172, 173]
Antiblockiersystem ++ -- -- CS [173]
Servolenkung ++ - -- CS [174, 175]
Aktives Fahrwerk ++ - o CS [176, 177]
Hinterachslenkung ++ - - CS [178]
Adaptive Aerodynamik ++ -- - CS [179, 180]
Schließsystem ++ - o KR [181, 182]
Lenkradsperre ++ -- -- KR [183]
Klimaanlage und Hei-
zung
++ - - KR [3]
Fenster und Scheibenwi-
scher
++ - -- KR [184, 3]
Sitze und Komfortsyste-
me
++ -- - KR [3]
Lichtsteuerung ++ -- -- KR [16]
Navigation + - - IT [3]
Audio und Video ++ -- o IT [16]
Kommunikation ++ -- o IT [185]
HMI + - o IT [186]
Batteriemanagement ++ - -- BN [187]
Umrichterregelung ++ - - BN [3]
Tabelle 4.2: Ergebnisse der Featureanalyse für Hardwarenähe (H), Vielfalt (V) und Kon-
nektivität(K) sowie die abgeleitete Gruppierung (Antriebsstrang (AS), Safety
(ST), Chassis (CS), Karosserie (KR), Infotainment (IT), Bordnetz (BN)) und
analysierte Quellen der integrierten Features
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Die vorgenommene Bewertung wird im folgenden anhand einiger Beispiele erläutert.
Der E/E Anteil eines Automatikgetriebes ist durch eine sehr starke Hardwarenähe
charakterisiert, da die Gänge und Kupplungen direkt über elektrohydraulische
Aktuatoren gesteuert werden [167]. Als Eingangssignale dienen die in Motor und
Getriebe gemessenen Drehzahlen, Momente und hydraulischen Drücke, die eine
Funktionslogik verarbeitet [168]. Daraus ergibt sich für das Feature eine schwa-
che Vielfalt und Konnektivität. Die Stabilitätskontrolle unterstützt den Fahrer in
kritischen Fahrsituationen durch das gezielte Abbremsen einzelner Räder. Der Be-
wertung starke Hardwarenähe liegt die funktionale Erweiterung des Bremssystems
und die zusätzliche Sensorik zur Messung der Drehraten und Beschleunigungen
des Fahrzeugs zugrunde. Die Verknüpfung verschiedener Reglerstufen, wie in [173]
beschrieben, begründet die Bewertung mittelmäßiger Vielfalt und die Verknüpfung
von Informationen der Domänen Chassis und Antriebsstrang führt zu einer Be-
wertung schwacher Konnektivität. Das Batteriemanagment überwacht und regelt
den Ladezustand des Batteriesystems inklusive der einzelnen Zellen und Module
mithilfe von Strom-, Spannungs- und Temperatursensoren [187]. Die Bewertung
sehr starke Hardwarenähe des Batteriemanagements ist durch die tiefe Integration
des Systems mit der Elektrischen Hardware begründet. Die notwendige Logik und
Regelung ist überschaubar, daher wird die Vielfalt als schwach bewertet. Da das
System seine Funktion weitgehend autark erfüllen kann, wird die Konnektivität
mit sehr schwach bewertet.
Die Taxonomie differenziert die integrierten Merkmale in die etablierten Fahrzeugdo-
mänen der E/E-Systemarchitektur, wie Sie in Abbildung 2.2 eingeführt wurden. Sie
umfasst die Features Automatikgetriebe, Motorsteuerung, Traktionskontrolle und
Berganfahrhilfe als repräsentative Featureauswahl der Antriebsstrang-Domäne.
Die Safety-Domäne der Taxonomie umfasst die passive Sicherheitsausstattung
Airbagsteuerung und Gurtstraffer. Aufwändigere aktive Sicherheitsmerkmale sind
in die höheren Hierachieebenen der verteilten und quervernetzten Features einge-
ordnet.
Die Chassis-Domäne verfügt über Funktionen zur Steuerung der Fahrdynamik
und sorgt für ein sicheres und attraktives Fahrerlebnis. ESC, ABS und Elektrisch
Angetriebene Servolenkung (Electric Power Assisted Steering, EPS) beschreiben
Features, die vor allem sicheres und komfortables Fahren ermöglichen. Hinterachs-
lenkung, aktives Fahrwerk und adaptive Aerodynamik unterstützen besonders ein
agiles Fahrverhalten. Da die adaptive Aerodynamik großen Einfluss auf die Fahrdy-
namik nimmt, wird sie als Chassis-Feature geführt und nicht der Karosserie-Domäne
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zugeordnet.
Die Karosserie-Domäne umfasst alle in die Fahrzeugkarosserie integrierten Features
und deren Komponenten, wie die Lichtsteuerung, Aktuatoren für Fenster und
Scheibenwischer, Sitz- und Komfortsysteme, die Innenraumkonditionierung durch
Klimaanlage und Heizung, sowie das Schließsystem und die Lenkradsperre.
Die Infotainment-Domäne fasst alle Informations- und Unterhaltungssysteme des
Fahrzeugs zusammen. Sie werden in der Taxonomie durch die Features Navigation,
Kommunikation, Audio, Video und HMI repräsentiert. Diese sind eng vernetzt und
häufig innerhalb einer Hardwarekomponente integriert. Der VW-Konzern fasst sie
beispielsweise im Modularen Infotainment Baukasten9 zusammen. Die Bordnetz-
Domäne wird durch die Features Batterie-Management und Wandler-Steuerung
repräsentiert, die Teil der 48 Volt-Netze von Hybrid-Elektrofahrzeugen sowie der
Hochspannungsnetze von vollelektrischen Fahrzeugen sind.
4.2.2 Verteilte Features
Die Hierarchieebene der verteilten Features beinhaltet hinweisende, unterstützende
und assistierende Fahrerassistenzanwendungen. Die 16 für die Taxonomie ausge-
wählten Features repräsentieren in heutigen Serienfahrzeugen verfügbare Systeme.
Ihre Analyseergebnisse, Gruppenzuordnung und die analysierten Quellen sind in
Tabelle 4.3 zusammengefasst.
Die verteilten Features der hinweisgebenden Gruppe liefern zusätzliche Informatio-
nen für sicheres und komfortables Fahren und beeinflussen das Fahrverhalten. Sie
bereiten mit Sensoren erfasste Umfeldinformationen und von integrierten Features
bereitgestellte Daten zu fahrzeuginternen Zuständen auf und erzeugen mit Hilfe
der Infotainment-Features optische, akustische und haptische Reize. Die Features
Abstandswarnung, Spurverlassenswarner, Totwinkelwarner und Einparkhilfe sorgen
für zusätzliche Sicherheit bei der Fahrzeugführung. Die Tempolimitwarnung fördert
die Einhaltung der Straßenverkehrsordnung und die Effizienzempfehlung beeinflusst
das Fahrverhalten, um einen nachhaltigen Fahrstil zu erzielen. Reichweitenschät-
zung und adaptive Routenführung unterstützen die Entscheidungen des Fahrers
bezüglich der ausgewählten Route und Zwischenziele. Die adaptive Routenführung
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ergänzt die statischen Verkehrsnetzdaten des Navigationssystems mittels Traffic
Message Channel (TMC) oder internetbasierte Dienste um Echtzeitinformationen
zur Verkehrslage.
Feature H V K Gruppe Quelle
Tempolimit Warnung - + o HW [188]
Effizienzempfehlung - + o HW [189, 190, 191]
Reichweitenschätzung - o o HW [192, 193]
Adaptive Routenführung - o + HW [194, 195, 196]
Abstandsswarnung o + - HW [197, 198]
Totwinkelwarner o o - HW [199]
Spurverlassenswarner o o - HW [200, 3]
Einparkhilfe o - - HW [201]
Adaptives Fernlicht o o - US [202]
Adaptives Kurvenlicht + o o US [3]
Start-Stop-System o + o US [203, 204]
Heckaufprallschutz o o + US [205]
Abstandsregeltempomat o + + AS [206]
Spurhalteassistent o + + AS [207, 208, 209]
Parkassistent o + o AS [201, 3]
Anhängerrangier-
assistent
o o o AS [210]
Tabelle 4.3: Ergebnisse der Featureanalyse für Hardwarenähe (H), Vielfalt (V) und Konnekti-
vität(K) sowie die abgeleitete Gruppierung (Hinweisend (HW), Unterstützend
(US), Assistierend (AS)) und analysierte Quellen der verteilten Features
Die Gruppe der unterstützenden Features beinhaltet alle Ausstattungsmerkmale
die den Fahrzeugzustand aktiv beeinflussen, jedoch keine Längs- oder Querfüh-
rungsaufgaben übernehmen. Sie umfasst die Anwendungen adaptives Fernlicht
und adaptives Kurvenlicht sowie das automatisierte Start-Stop-System des Motors.
Der Heckaufprallschutz stellt ein Beispiel für ein aktives Sicherheitsmerkmal zum
Insassenschutz dar. Bogenrieder [205] beschreibt einen Ansatz, der einen rück-
wärts gerichteten Radarsensor verwendet, um eine bevorstehende Heckkollision
zu erkennen. Kurz vor dem Aufprall wird das stillstehende Fahrzeug durch eine
automatische Bremsdruckerhöhung festgebremst, der Gurtstraffer wird aktiviert
und die aktive Nackenstütze wird ausgefahren.
Die assistierenden Features gruppieren Systeme der Automatisierungsstufe 1 und 2
nach SAE und VDA Einstufung. Der Parkassistent und der Anhängerrangieras-
sistent übernehmen den Querführungsanteil der Fahraufgabe, während die Längs-
führung beim Fahrer verbleibt. Es handelt sich um assistierende Systeme der
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Automatisierungsstufe 1. Diese Auswahl wird mit dem Abstandsregeltempomat
(Adaptive Cruise Control, ACC), der die Längsführung übernimmt, und dem Spur-
halteassistent (Lane Keep Assist, LKA), der die Querführung unterstützt, ergänzt.
Ist ein Parallelbetrieb dieser Features möglich, wird das Fahrzeug nach SAE als
teilautomatisiertes System der Automatisierungsstufe 2 eingestuft.
4.2.3 Quervernetzte Features
Die quervernetzten Features repräsentieren die Ebene der höchsten Systemkomple-
xität und Hardwareabstraktion. Die 12 für die Taxonomie ausgewählten Anwendun-
gen vertreten kürzlich durch Fahrzeughersteller eingeführte Features und aktuelle
Forschungskonzepte. Tabelle 4.4 fasst ihre Analyseergebnisse, Gruppenzuordnung
und die verwendeten Quellen zusammen.
Feature H V K Gruppe Quelle
Straßenzustandswarner - + ++ HW [211]
Grüne-Welle-Assistent -- + ++ HW [211]
Reichweitenoptimierung - + ++ US [212, 213]
Rekuperationssteuerung - + + US [214]
Norutf (eCall) - o ++ US [215]
Kollisionsvermeidung - + + US [216, 217]
Prädiktives ACC -- ++ + AS [218, 219]
Spurwechselassistent -- ++ + AS [220, 221]
Staupilot -- ++ ++ AT [222, 223, 224]
Autobahnpilot -- ++ ++ AT [225]
Automatisierter Parkservice -- ++ ++ AT [226, 227]
Autonomes Fahren -- ++ ++ AT [85, 228]
Tabelle 4.4: Ergebnisse der Featureanalyse für Hardwarenähe (H), Vielfalt (V) und Konnekti-
vität(K) sowie die abgeleitete Gruppierung (Hinweisend (HW), Unterstützend
(US), Assistierend (AS), Automatisierend (AT)) und analysierte Quellen der
quervernetzten Features
Die quervernetzten Features der hinweisgebenden Gruppe sind im Manifest des
Car2Car-Communication-Konsortiums [211] beschrieben und stellen Forschungs-
konzepte dar. Der Straßenzustandswarner informiert den Fahrer über gefährliche
Straßenverhältnisse und schlägt ggf. eine Routenänderung vor. Die notwendige
Information zur Ermittlung des Straßenzustands liefern optische Sensoren und
integrierte Features, wie Traktions- und Stabilitätskontrolle. Sie werden inklusi-
ve der aktuellen Fahrzeugposition mit Hilfe der Car2Car-Kommunikation oder
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eines Back-End-Services zwischen den Verkehrsteilnehmern verbreitet. Der Grüne-
Welle-Assistent interagiert mit der Straßenverkehrsinfrasturktur und empfiehlt eine
optimale Geschwindigkeit, die andernfalls notwendige Rotlichtstopps vermeidet.
Beide Features erfordern eine spurgenaue Lokalisierung, den Zugriff auf verschiedene
interne Zustände und die Kommunikationsplattform des Fahrzeugs.
Die Reichweitenoptimierung und die Rekuperationssteuerung repräsentieren zwei
Energiemanagementanwendungen aus dem Bereich der Elektromobilität. Die Reich-
weitenoptimierung berechnet die verbleibende Energie des Fahrzeugs und prognos-
tiziert die benötigte Energie, um das gewünschte Ziel zu erreichen. Die Steuerung
energieintensiver Komfortsysteme, wie Heizung und Klimaanlage, sowie eine Be-
grenzung der Antriebsleistung unterstützt den Fahrer und schafft notwendiges
Vertrauen. Die Rekuperationssteuerung prognostiziert die Energieflüsse des Fahr-
zeugs. Sie sorgt vor langen Rekuperationsphasen für einen niedrigen Ladezustand
und begrenzt die Energieentnahme, um Energieverschwendung aufgrund einer Über-
hitzung der Batterie zu vermeiden [214]. Da diese Features verschiedene Aktuatoren
beeinflussen und prädiktive Kartendaten, Verkehrsflussinformationen und interne
Zustände für ein optimales Ergebnis erfordern, werden sie in die quervernetzte
Ebene eingeordnet. Notruf und Kollisionsminderung runden die unterstützende
Feature-Gruppe ab. Dabei handelt es sich um Anwendungen der aktiven Sicherheit,
die vor einer drohenden Kollision eingreifen oder nach dem Unfall automatisch
Hilfe rufen.
Analog zu den verteilten Features beinhaltet die Assistenzgruppe der quervernetz-
ten Features Anwendungen der Automatisierungsstufe 1 und 2. Der prädiktive
Abstandsregeltempomat übernimmt die Längsführungsaufgabe des Fahrzeugs [218].
Auf der Grundlage prädiktiver Kartendaten, propriozeptiver Informationen und
exterozeptiver Sensoren wird eine energieoptimale Geschwindigkeitstrajektorie be-
rechnet und eingeregelt. Der Spurwechselassistent führt den Fahrer während eines
Fahrspurwechsels auf einer sicheren und komfortablen Trajektorie [220]. Die Berech-
nung dieser Trajektorie erfordert ein umfangreiches Abbild der Fahrzeugumgebung
und eine Bewegungsprädiktion der Verkehrsobjekte [221]. Beide Features basieren
auf der Fusion mehrerer Sensorelemente, einer vielschichtigen Informationsverar-
beitung und der Ansteuerung unterschiedlicher Aktuatoren.
Alle Funktionen ab der SAE Automatisierungsstufe 3 aufwärts gehören zur Auto-
matisierungsgruppe der quervernetzten Features. Die Beispielfeatures Staupilot,
Autobahnpilot, automatisierter Parkservice und autonomes Fahren übernehmen
die vollständige DDT. Während die ersten drei Merkmale auf eine spezifische ODD
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begrenzt sind, repräsentiert das Feature autonomes Fahren die Automatisierungs-
stufe 5. Abhängig von ihren Eigenschaften und ihrer Implementierung nutzen alle
Automatisierungsfunktionen eine mehr oder weniger umfassende Umweltwahrneh-
mung und interpretieren die erfasste Szene. Features der Automatisierungsgruppe
beinhalten die höchste Vernetzungsdichte innerhalb der Taxonomie.
4.3 Logische Systemarchitektur für intelligente Fahrzeuge
Das in Abschnitt 3.3.1 vorgestellte und in der Automobilbranche etablierte Vorgehen
zur Modellierung der Systemarchitektur modelliert das gesamte Funktionsverhal-
ten innerhalb der logischen Systemarchitektur auf einer Ebene. Dabei wird die
unterschiedliche Charakteristik und Integrationstiefe der einzelnen Funktionsele-
mente nicht berücksichtigt. Die Darstellung löst die Komplexität der zugrunde
liegenden funktionalen Abhängigkeiten und die mehrfache Nutzung einzelner Funk-
tionsblöcke in verschiedenen Wirkketten nur bedingt auf. Die systemtechnischen
Prinzipien der Modularisierung, Abstraktion und Hierarchisierung finden nicht
in vollem Umfang Anwendung. Um der steigenden Konnektivität und Vielfalt
zukünftiger Features, insbesondere des automatisierten Fahrens, gerecht zu werden,
ist eine Weiterentwicklung der gesamtheitlichen Systemarchitekturbeschreibung
notwendig.
4.3.1 Existierende Ansätze
Die Forschung auf dem Gebiet des automatisierten Fahrens bietet verschiedene
Ansätze, die Systemarchitektur der Forschungskonzepte zu beschreiben. Stiller [229]
bietet einen kognitiv orientierten Ansatz von Wahrnehmungs-, Planungs- und Hand-
lungsaufgaben. Hierarchisierte Schichten klassifizieren die abstrakte Darstellung
der Funktionsblöcke in eine Ebene der Physik, der Systemdynamik, der Situati-
onsanalyse und Verhaltensgenerierung sowie eine Ebene zur Repräsentation von
Wissen. Das Architekturkonzept von Bauer [230] wird in eine Missionsschicht, eine
Koordinierungsschicht und eine Verhaltensschicht unterteilt. Jede Schicht beinhaltet
Elemente zur Umgebungsmodellierung, zur Planung und zur Mensch-Maschine-
Interaktion. Höll [231] beschreibt die bisher in der Fahrdynamik vorherrschende
dezentrale Reglerarchitektur und die steigenden Herausforderungen aufgrund der
Komplexitätszunahme durch neu eingeführte Chassis-Features. Als Lösung wird ein
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Konzept zur integrativen Fahrdynamikregelung vorgeschlagen, das die dezentrale
Reglerstruktur um zentrale, hierarchische Ansätze erweitert.
Donges [232] unterteilt die Fahraufgabe in die drei Ebenen Navigation, Führung
und Stabilisierung. Flemisch [233] nutzt diese Kategorisierung zur Untersuchung
des Einflusses von Mensch-Maschine-Interaktionen auf die Systemarchitektur und
stellt mit dem Conduct-by-Wire Ansatz ein kooperatives Regelungskonzept zur
Verfügung. Dieses bietet dem Fahrer auf jeder Ebene der Fahraufgabe Schnittstellen
zur Interaktion mit dem Automatisierungssystem. Auch die von Matthaei [234]
vorgeschlagene funktionale Systemarchitektur für ein autonomes Straßenfahrzeug
basiert auf der in drei Ebenen unterteilten DDT. Matthaei ergänzt die horizontale
Struktur um eine vertikale Differenzierung in die Spalten Lokalisierung, externe
Daten, Wahrnehmung und Auftragserfüllung.
Aeberhard [225] liefert einen Überblick über die Forschungsaktivitäten bei BMW
Forschung und Technik. Die verwendete logische Systemarchitektur zur Beschrei-
bung des Automatisierungssystems verknüpft die im Serienfahrzeug verbauten
Sensoren mit zusätzlichen, für das hochautomatisierte Fahren notwendigen Senso-
ren. Die Automatisierungsaufgabe ist in einen Teil zur Umgebungserfassung und
einen Teil zur Ausführung unterteilt. Die Aktuatoren werden über den Kommu-
nikationsbus des Serienfahrzeugs angesteuert. Buechel [227] stellt den Prototyp
eines automatisierten Elektrofahrzeugs vor. Die vorgestellte Softwarearchitektur
des Fahrzeugs besteht aus den drei Komponenten Datenfusion, Trajektorienplanung
und Trajektorienregelung. Die zentrale Reglerarchitektur geht mit einer Zentralisie-
rung der technischen Systemarchitektur [235, 236] und den bereits in Abschnitt 2.1
eingeführten Domaincontroller-Ansätzen einher.
Elektrobit präsentiert mit open robinos [237] eine skalierbare logische Systemarchi-
tektur und Schnittstellenspezifikation für das automatisierte Fahren. Die Architek-
tur ist in Abbildung 4.3 dargestellt und beinhaltet die fünf Schichten:
• Sensordatenfusion (Sensor Data Fusion)
• situationsabhängige Verhaltensentscheidung (Situative Behavior Arbitration)
• Bewegungsmanagement (Motion Management)
• HMI-Management
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• Safety- und Fehlermanagement (Safety and Error Management)
Hilfsebenen abstrahieren die enthaltenen Sensoren und Aktuatoren und ermöglichen
eine funktionsspezifische Informationsreduktion.
Abbildung 4.3: Funktionale Architektur für assistierende und automatisierende Fahrfunktionen
der open robinos Spezifikation [237]. Quelle: Elektrobit, www.elektrobit.
com
4.3.2 Hierarchisierung nach Information und Integrationstiefe
Die vorgestellten Konzepte zur strukturierten Beschreibung der logischen Syste-
marchitektur basieren auf einer kognitiven Abstraktion wie in [229] vorgestellt,
nutzen die drei Ebenen der Fahraufgabe [233] oder kombinieren die beiden Ansätze
[234]. Dies ermöglicht eine Charakterisierung einzelner Funktionsblöcke von an
der Fahraufgabe beteiligten Features, bietet aber nicht zwangsläufig eine geeignete
Unterstützung des gesamten Systems Engineering Prozesses. Das funktionale Ver-
halten vorhandener und etablierter E/E-Features, die die Fahraufgabe nicht direkt
beeinflussen, wird durch die beschriebenen Architekturdarstellungen größtenteils
vernachlässigt. Ein ganzheitlicher Ansatz sollte diese inklusive ihrer Einordnung
in spezifische Fahrzeugdomänen berücksichtigen und gleichzeitig eine Abstraktion
des funktionalen Systemverhaltens bieten, die eine Zuordnung von angepassten
Systems Engineering Maßnahmen ermöglicht.
Abbildung 4.4 zeigt ein in dieser Dissertation entwickeltes neues Konzept zur Er-
weiterung der logischen Systemarchitektur durch eine ergänzende Hierarchisierung.
Die enthaltenen Funktionsblöcke dienen als Beispiel und repräsentieren die in
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grundlegende Funktionselemente aufgeteilten Features der in Abschnitt 4.2 einge-
führten Taxonomie. Die logische Systemarchitektur erweitert den mehrschichtigen
Ansatz von Stiller [229]. Die maßgeblichen Kriterien zur Charakterisierung der
Funktionsblöcke sind die jeweilige Hardwareintegrationstiefe und der Charakter






Ihre Anordnung ergibt einen im Uhrzeigersinn orientierten Informationsaustausch.
Die Abstraktion ermöglicht eine flexible Abbildung der funktionalen Wirkketten
und -netze, der Interaktionen zwischen den Funktionsblöcken und unterstützt in
Verbindung mit Ansätzen wie der open robinos Spezifikation [237] eine präzise
Schnittstellenbeschreibung.
Auf der linken Seite der logischen Systemarchitektur findet eine nach oben gerichtete
Abstraktion der realen Systemumgebung statt. Diese beinhaltet die physikalischen
Prinzipien und messtechnischen Verfahren zur Erfassung der Systemumgebung
sowie die Algorithmen zur Aufbereitung der Rohinformationen durch Datenfusion
und Umfeldmodellierung. Dabei handelt es sich um Open-Loop Funktionen mit
offenem Wirkungsweg. Auf der höchsten Ebene fließen die Informationen in die
Prädiktion der Systemumgebung und das Verständnis der Szene ein, auf deren Basis
die Fahrzeugbewegung und Fahrzeugkonditionierung geplant wird. Diese Planung
wird auf der rechten Seite der Architekturdarstellung stufenweise konkretisiert
und realisiert. Diese Funktionen beinhalten Closed-Loop Verhalten. Analog zu
den Ansätzen von Höll [231] und Flemisch [233] befinden sich grundlegende für
den Betrieb des Fahrzeugs notwendige Regelschleifen, z. B. zur Stabilisierung der
Fahrzeugbewegung, vollständig in den unteren Hierarchieebenen. Im Folgenden
werden die Ebenen und ihre zugeordneten Funktionsblöcke, ihre Eigenschaften und
ihre Einordnung in das gesamtheitliche Systems Engineering im Detail diskutiert.
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Abbildung 4.4: Ganzheitlicher Ansatz zur hierarchischen Beschreibung der logischen Syste-
marchitektur aller E/E-Features eines Fahrzeugs
105
4 Aktuelle Serienanwendungen und Forschungskonzepte
Ebene 1 - Sensoren, Schnittstellen und Aktuatoren
Die erste Ebene abstrahiert das funktionale Verhalten der Sensoren, Kommunikati-
onsschnittstellen und Aktuatoren, die über physikalische Prinzipien Rohinformatio-
nen gewinnen und umgekehrt entsprechend der Rohinformationen auf die Physik
wirken. Sie beinhaltet die bidirektionale Umwandlung zwischen analogen Signalen
und digitalen Datenströmen.
Die Funktionsblöcke der Sensorgruppe nutzen physikalische Messprinzipien und
stellen die grundlegende Eigen- und Umgebungswahrnehmung zur Verfügung. Die
Eigenwahrnehmung besteht aus in der Regel diskret abgetasteten, physikalischen
Größen, wie Drehzahlen, Drehmomenten, Spannungen, Strömen, Beschleunigungen
und Geschwindigkeiten, sowie Empfängern für ein Globales Navigationssatelliten-
system (Global Navigation Satellite System, GNSS) zur Eigenlokalisierung. Die in
den Sensoren zur Umgebungswahrnehmung gewonnene Rohinformation reicht von
den diskret abgetasteten Radar-, Lidar- und Ultraschallreflexionen zu in Kameras
aufgenommenen Einzelbildern. Die Fahrerschnittstellen zur Steuerung und Bedie-
nung des Fahrzeugs sind in der Sensorgruppe durch die Funktionsblöcke Lenkrad,
Pedale und HMI repräsentiert.
Die Schnittstellengruppe beinhaltet die grundlegenden Funktionsblöcke mit bi-
direktionalem Informationsfluss zur Interaktion mit technischen Systemen der
Umgebung. In der Beispielsystemarchitektur ist die Schnittstellengruppe durch die
Kommunikationseinheiten für Mobilfunk und Car2X-Kommunikation vertreten.
Die Gruppe der Aktuatoren umfasst alle Funktionselemente, die den Fahrzeugzu-
stand und seine Umgebung im Sinne eines physikalischen Systems beeinflussen.
Die Funktionsblöcke Motor, Getriebe und Differentiale des Antriebsstrangs be-
einflussen den Vortrieb und die Energieflüsse des Fahrzeugs. Der Lenkmotor legt
an die Lenksäule ein Moment an und beeinflusst damit die Querbewegung des
Fahrzeugs sowie die Lenkbewegung des Fahrers. Die Bremsen beeinflussen sowohl
die Längs als auch die Querbewegung des Fahrzeugs. Das aktive Fahrwerk, Spoiler,
Klappen und Flügel verändern die Eigenschaften der Aero- und Fahrdynamik.
Die Funktionsblöcke Batterie und elektrische Wandler repräsentieren die physi-
kalische Funktionalität des Bordnetzes und die Safety-Domäne wird durch die
passiven Sicherheitselemente Airbags und Gurtstraffer vertreten. Die weiteren
Funktionsblöcke erfüllen unterstützende Aufgaben (Motorkühlung, Licht und Schei-
benwischer), dienen dem Fahrkomfort (Klimaanlage, Heizung und Fensterheber)
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und der Fahrerbeeinflussung, -information und -unterhaltung (HMI).
Die Funktionsblöcke dieser Ebene repräsentieren die funktionalen Inhalte von
mechanischen und elektronischen Komponenten. Diese Ebene beinhaltet keine
Softwareanteile. Die Funktionsblöcke repräsentieren die funktionale Schnittstelle
zur eingebetteten Software. Sie unterstützen die Zuordnung von Funktionsinhal-
ten höherer Abstraktionsebenen auf die Softwarearchitektur und die technische
Systemarchitektur.
Die Systems Engineering Prozesse und Methoden der ersten Ebene sind auf die
jeweiligen spezialisierten Fachgebiete der Fahrzeug- und Elektrotechnik zugeschnit-
ten. Die Integration und Synchronisation dieser Teilgebiete wird durch das in der
Automotive SPICE (vergl. Abschnitt 2.7) enthaltene „Plug-in“-Konzept abgedeckt
und hier nicht näher betrachtet.
Ebene 2 - Wahrnehmung und Aktuatorensteuerung
Diese Ebene enthält die funktionalen Elemente zur Filterung und Verarbeitung
der digitalen Rohsignale und zur Ansteuerung der Aktuatoren. Die enthaltenen
Funktionsblöcke repräsentieren die diskreten Algorithmen zur Aufbereitung der
Information und zur Realisierung des Systemverhaltens.
Die Rohinformationen stellen ein Zwischenprodukt des verwendeten Messprinzips
dar. Um interpretierbare, physikalische Größen zu extrahieren, müssen sie durch
die Funktionsblöcke der Wahrnehmungsgruppe gefiltert und verarbeitet werden.
Beispielsweise muss das mit einem Hall-Sensor gemessene Rechtecksignal eines
Drehzahlmessers entsprechend der Anzahl der Polpaare in eine Winkelgeschwindig-
keit umgesetzt werden [16]. Die ausgewählten Beispiele dieser Gruppe beinhalten
Funktionsblöcke zur Messung der Eigenbewegung (Geschwindigkeiten, Beschleuni-
gungen, Drehraten) und zur Erfassung von Fahreraktionen und interner Zustände.
Die Groblokalisierung repräsentiert die Ermittlung der Fahrzeugposition auf Ba-
sis der gemessenen Pseudostrecken10 des GNSS-Empfängers. Der Funktionsblock
Elektronischer Horizont nutzt die Groblokalisierung und liefert Informationen
über das bevorstehende Straßensegment [239, 240]. Diese stammen aus einem
internen Speicher oder werden über die Kommunikationsschnittstellen von einem
10Aus der Signallaufzeit ermittelter Abstand zwischen Empfänger und Satellit, weiterführende
Information siehe [238]
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internetbasierten Dienst abgerufen. Die Funktionsblöcke zur Verkehrszeichenerken-
nung, Spur- und Objektverfolgung beinhalten die grundlegenden Radar-, Lidar-
und Bildverarbeitungsalgorithmen zur Extraktion von Objekten und statistischen
Belegungskarten (engl. occupancy grid) [228, 225, 241, 242, 243].
Die Gruppe Aktuatorensteuerung beinhaltet Funktionsblöcke zur Steuerung der me-
chatronischen Aktuatoren. Sie realisieren für den Betrieb der integrierten Fahrzeug-
features wesentliche Funktionalität. Der Funktionsblock Steuerung Antriebsstrang
schließt beispielsweise die Zündwinkelsteuerung des Motors und die Kupplungs-
steuerung eines Automatikgetriebes ein. Die Regelfunktionen der Fahrwerkdomäne,
wie ESC und ABS, sind im Block Steuerung Chassis enthalten. Die übrigen E/E-
Domänen sind analog dazu durch Funktionsblöcke repräsentiert. Alle Elemente
dieser Ebene implizieren Schnittstellen zur Sollwertvorgabe durch übergeordnete
Funktionen.
Während die Elemente der ersten Ebene den funktionalen Anteil mechanischer
und elektronischer Komponenten repräsentieren, enthält die zweite Ebene den
funktionalen Teil der eingebetteten Software, die diesen Komponenten zugeordnet
ist. Grundlegende Regelschleifen für den Betrieb und die Stabilisierung des Fahr-
zeugs sind auf diese Ebene begrenzt. Die auf dieser Ebene gewonnene Information
wird innerhalb der Domäne des Fahrzeug-Kommunikationsnetzes botschaftsbasiert
geteilt.
Die in Kapitel 2 eingeführten Systems Engineering Prozesse und die in Kapitel
3 eingeführten Methoden sind auf die Funktionen dieser Ebene zugeschnitten
und eng an die Prozesse der Fahrzeug- und Elektrotechnik gekoppelt. Diese enge
Synchronisation ist notwendig, da die Funktionsblöcke der ersten und zweiten
Ebene zusammengefasst eingebettete Systeme bilden und beidseitig voneinander
abhängig sind. Aufgrund ihrer Hardwarenähe und der damit zusammenhängenden
Kritikalität unterliegen die Software-Implementierungen dieser Funktionsblöcke
harten Echtzeitbedingungen und werden häufig auf dedizierte ECUs partitioniert.
Daher erfordern durchzuführende Änderungen dieser Funktionen nach SOP einen
Werkstattaufenthalt zum Aufspielen (Flashen) neuer Firmware. Die Entwicklung
auf dieser Ebene wird häufig durch Tier-1-Lieferanten durchgeführt. Die Verifi-
kation und Validierung der einzelnen Funktionselemente kann unabhängig von
benachbarten Funktionselementen erfolgen, da keine oder nur geringe Interaktion
stattfindet.
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Ebene 3 - Fusion, Modellierung und Fahrzeugregelung
Funktionen auf der dritten Ebene fusionieren und abstrahieren die verschiedenen,
unabhängigen Informationsquellen der Wahrnehmungsgruppe und übernehmen die
Regelung des Fahrzeugs. In der Funktionsgruppe Fusion und Modellierung werden
die gefilterten Informationen der propriozeptiven und exterozeptiven Sensoren ak-
kumuliert und mittels modellbildender Verfahren abstrahiert. Im Fahrzeugzustands-
modell werden die unabhängigen Zustandsgrößen zueinander in Relation gesetzt.
Dies ermöglicht eine verbesserte Schätzung der Eigenbewegung und -position[238]
und die Ermittlung nicht messbarer interner Zustände, wie den Fahrwiderstän-
den [244]. Im statischen Umgebungsmodell wird die geschätzte Pose11 mit den
Informationen des elektronischen Horizonts und den detektierten Spur-, Objekt-
und Verkehrszeichendaten kombiniert. Dies ermöglicht eine fahrspurgenaue Lo-
kalisierung des Fahrzeugs[245, 188]. Das dynamische Umgebungsmodell ergänzt
die statische Umgebung mit den am Verkehrsgeschehen beteiligten Objekten [246,
242]. Auf diese Weise liefern die Funktionsblöcke für das statische und das dy-
namische Umgebungsmodell eine kompakte und in sich konsistente Darstellung
der Fahrzeugumgebung. Das Fahrermodell überwacht das Verhalten des Fahrers
und stellt abstrahierte Merkmale, wie Aufmerksamkeit und Fahrstil [247, 248], zur
Verfügung.
Die Funktionsblöcke zur Längs- und Querregelung stellen die wichtigsten Elemente
der Fahrzeugregelungsgruppe dar. Sie regeln innerhalb der spezifizierten Betriebs-
grenzen die Geschwindigkeit und Pose des Fahrzeugs entsprechend vorgegebener
Sollwerte und sind Bestandteil assistierender und automatisierender Features. Das
Fahrzustandsmanagement koordiniert die Einzelfunktionen und ermöglicht die
Auswahl unterschiedlicher Betriebsmodi (z. B. Eco, Komfort, Sport), um ein gut
abgestimmtes Fahrerlebnis zu erreichen. Der Funktionsblock Bordnetzmanagment
überwacht und begrenzt den Energieverbrauch der verschiedenen Komponenten und
koordiniert die Energierückgewinnung elektrifizierter Fahrzeuge. Die Stellgrößen
dieser Ebene stellen die Sollwertvorgaben der Steuerungs-Gruppe dar.
Die Funktionen dieser Ebene haben keine wesentliche Bedeutung für die grund-
legende Funktionsfähigkeit des Fahrzeugs. Sie repräsentieren in erster Linie die
funktionalen Umfänge verteilter Features. Die vorgestellten Entwicklungsprozesse
und -methoden der Automobilentwicklung sind für diese Ebene geeignet, die funktio-
nale Abhängigkeit von tieferliegenden Funktionen stellt jedoch eine Herausforderung
11 Pose (Technik) - Bewegung und -position, Wikipedia, https://de.wikipedia.org/wiki/Pose_
(Technik)
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dar. So können gesamtheitlich synchronisierte Release-Meilensteine gegebenenfalls
nicht geschlossen erreicht werden, wenn Basisfunktionalitäten nicht mit genügend
Vorlauf zur Verfügung stehen. Dies stellt insbesondere dann ein Risiko dar, wenn
diese durch Zulieferer bereitgestellt werden. Die Verifikation und Validierung dieser
Funktionen erfolgt auf Schnittstellenebene. Simulationsbasierte Techniken erfordern
nicht nur die Modellierung der Fahrzeugphysik und der Umgebung, sondern auch
die Modellierung aller tieferliegenden funktionalen Elemente. Stehen entsprechende
Funktionsmodelle nicht zur Verfügung, können Integrationstests zur Verifikation
vollständiger Features erst sehr spät im Entwicklungsprozess durchgeführt werden.
Die Funktionen auf dieser Ebene unterliegen nur noch weichen Echtzeitbedingun-
gen, da sie keinen direkten Hardwarekontakt beinhalten. Die Echtzeitbedingungen
leiten sich aus der durchzuführenden Regelungsaufgabe und insbesondere aus der
Trägheit der Regelstrecke ab.
Ebene 4 - Interpretation, Prädiktion und Planung
Diese am stärksten von der Physik und der Hardware abstrahierte Ebene enthält
die kognitiven Funktionen zur Interpretation, Prädiktion und Planung. Stochas-
tische Prozesse ermöglichen basierend auf den Modellen des Fahrzeugzustands,
der Umgebung und des Fahrers deren Vorhersage [249]. So können neben der
Position und Geschwindigkeit die Energieflüsse des Fahrzeugs vorhergesagt werden.
Die Prädiktion des Verhaltens von Verkehrsobjekten und des Fahrers ermöglicht
eine antizipatorische Auslegung des Systemverhaltens [218]. Der Funktionsblock
Szenenverständnis repräsentiert die Interpretation der aggregierten Informationen
[250].
Basierend auf der interpretierten Umgebung koordiniert das Missionsmanagement
die Optimierungs- und Planungsziele des Systems und übernimmt strategische
und taktische Entscheidungen, wie eine Routenänderung oder die Durchführung
eines Spurwechsels [251]. Der Funktionsblock Energieoptimierung stellt ein dedi-
ziertes Element zur energetischen Betrachtung und Beeinflussung des Fahrzeugs
dar. Das Element abstrahiert funktionale Aspekte zur Reichweitenoptimierung
und Rekuperationssteuerung und deren Auswirkung auf die Bewegungsplanung
[218]. Entsprechend der abstrahierten und interpretierten Informationen und der
Vorgaben durch Missionsmanagement und Energieoptiomierung wird die Fahrzeug-
bewegung geplant [252, 253, 254]. Der Funktionsblock Längsplanung berechnet
eine Geschwindigkeitstrajektorie, die der Längsregelung als Sollwertvorgabe dient.
Die Querplanung errechnet die Bahn des Fahrzeugs als Sollwertvorgabe der Quer-
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regelung.
Die etablierten Kommunikationsnetze sind nicht für den Informationsumfang auf
dieser Ebene ausgelegt. Sie bieten eine hohe Zuverlässigkeit und Robustheit, jedoch
nur eine begrenzte Kapazität. Aus diesem Grund eignen sich die Funktionsblöcke
dieser Ebene insbesondere für eine Implementierung auf einer zentralen, leistungs-
fähigen Steuereinheit [255, 235, 236].
Die weitere Komplexitätssteigerung und Zunahme an Abhängigkeiten verdeut-
licht die auf Ebene der gefilterten Informationen eingeführten Herausforderungen
(Release Synchronisierung & komplexe Modellbildung funktionaler Elemente) für
etablierte Systems Engineering Ansätze.
Eine schrittweise Integration der Funktionen würde gestaffelte Release-Konzepte
erfordern und die Gesamtentwicklungszeit verlängern oder eine verkürzte Entwick-
lungszeit der Basisfunktionen voraussetzen. Zentralisierte Ansätze in Verbindung
mit Over-the-Air-Updates [256] bieten hier eine vielversprechende Alternative. Eine
Etablierung von Continuous Delivery Prozessen (s. Abschitt 3.3.5) für Funktionen
dieser Ebene stellt eine Chance dar, die Integration und Freigabe nach SOP sowie
eine kontinuierliche Verbesserung des Fahrerlebnisses zu ermöglichen.
Auf der vierten Ebene eignen sich aufgrund der starken Hardwareabstraktion in der
Softwaretechnik etablierte Methoden zur Verifikation und Validierung besser als
die Hardware-fokussierten Methoden eingebetteter Systeme. Anstelle detaillierter
physikalischer Mehrkörpermodelle der Fahrzeugmechanik und der physikalischen
Grundlagen der Sensoren ist eine vereinfachte Modellierung des funktionalen Verhal-
tens für die Anwendung simulationsbasierter Ansätze ausreichend. Dies beinhaltet
insbesondere die Nachbildung der Umgebungsmodellierung und des Funktionsver-
haltens der tieferliegenden Schichten.
4.3.3 Darstellung ausgewählter Features innerhalb der vorgeschlagenen
logischen Systemarchitektur
Die Funktionselemente der exemplarischen logischen Systemarchitektur in Abbil-
dung 4.4 wurden aus der Analyse der ausgewählten und charakterisierten Fahrzeug-
Features abgeleitet. Im folgenden wird durch eine konzeptuelle Modellierung des
Funktionsverhaltens ausgewählter Merkmale aller drei Hauptkategorien der Ta-
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xonomie die Anwendbarkeit der Hierarchisierung demonstriert. Die Modellierung
von etablierten Features verdeutlicht die Fähigkeit des Ansatzes, existierende Fea-
tures und ihre Struktur abzubilden. Gleichzeitig wird mit der Modellierung von
Forschungskonzepten bewiesen, dass der Ansatz auch zukünftigen Anforderungen
gewachsen ist.
Um sowohl Features der Längs als auch der Querführung darzustellen werden
aus der Klasse der integrierten Features die Elektronische Stabilitätskontrolle
(Electronic Stability Control, ESC) und die Elektrisch Angetriebene Servolenkung
(Electric Power Assisted Steering, EPS) in der hierarchisierten logischen Architektur
abgebildet. Auf diesen bauen die verteilten Features zur Längsregelung mittels
Abstandsregeltempomat (Adaptive Cruise Control, ACC) und zur Querregelung
mittels Spurhalteassistent (Lane Keep Assist, LKA) auf. Auch sie werden in
der hierarchisierten Architektur modelliert. Aus der Gruppe der quervernetzten
Features wird die logische Systemarchitektur des Staupilot beispielhaft abgebildet,
der die Längs- und Querregelung kombiniert und als weltweit erstes Serienfeature
für hochautomatisiertes Fahren angekündigt ist [224].
Modellierung EPS
Die EPS stellt einen Aktuator zur Beeinflussung der Querbewegung des Fahrzeugs
dar. Lenkachse und Lenkrad werden mittels eines Elektromotors mit einem Dreh-
moment beaufschlagt, um die Lenkbewegung des Fahrers zu unterstützen oder um
eine vorgegebene Sollposition der Lenkung zu erreichen. Kim [174] beschreibt eine
Servolenkung zur Unterstützung der beabsichtigten Lenkbewegung des Fahrers. Die
Veröffentlichung liefert eine detaillierte Beschreibung der Systemarchitektur einer
EPS. Das vom Fahrer ausgeübte Lenkmoment wird gemessen. In Abhängigkeit von
der Fahrzeuggeschwindigkeit berechnet sich daraus der Sollwert des elektrischen
Lenkmoments. Mittels pulsweitenmoduliertem Motorstrom wird entsprechend der
Sollwertvorgabe durch den Fahrer das unterstützende Moment eingeregelt.
Naranjo [175] beschreibt den Einsatz einer EPS als innerer Regelkreis einer kaska-
dierten Reglerstruktur für die automatisierte Querführung eines Fahrzeugs. Anstelle
der Lenkbewegung des Fahrers dient der Stellgrößenausgang der umgebenden Regel-
schleife als Sollwertvorgabe der EPS. In der äußeren Schleife regelt ein Fuzzy-Regler
das Fahrzeug auf einer vorgegebenen Zieltrajektorie. Während für den Betrieb
der äußeren Regelschleife eine Frequenz von 10 Hz ausreichend ist, setzt die EPS
in der inneren Schleife eine Betriebsfrequenz von 100 Hz voraus. Sie stellt damit
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strengere Echtzeitanforderungen an die eingesetzte Steuerungselektronik als der sie
umschließende Regelkreis zur Trajektorienregelung.
Die aus diesen beiden Arbeiten abgeleitete logische Systemarchitektur des EPS-
Features ist in Abbildung 4.5a dargestellt. Die Regelung des Lenkmotors wird dem
Funktionsblock Steuerung Chassis zugeordnet. Die Fahrzeuggeschwindigkeit und
das am Lenkrad gemessene Lenkmoment dienen der Regelung als Führungsgröße.
In Verbindung mit dem gemessenen Motorstrom als Rückführungsgröße wird das








(a) Elektrisch Angetriebene Servolenkung

















(b) Elektronische Stabilitätskontrolle (Elec-
tronic Stability Control, ESC)
Abbildung 4.5: Modellierung integrierter Features mit Elementen der vorgeschlagenen logi-
schen Systemarchitektur (Abb. 4.4)
Modellierung ESC
Das ESC-Feature stellt eine aktive Sicherheitstechnologie des Fahrwerks dar. Der
Fahrer wird darin unterstützt, das Fahrzeug auf dem beabsichtigten Weg zu halten
und folglich Unfälle abzuwenden [172]. Das Grundprinzip der ESC ist die Stabi-
lisierung der Gierbewegung des Fahrzeugs durch die individuelle Steuerung des
Reifenschlupfs jeden Rads. Um eine entgegen der Fahrzeugführung des Fahrers
gerichtete Wirkung zu verhindern, muss die elektronische Stabilitätskontrolle eine
präzise Erfassung der Fahrerabsichten beinhalten [171]. Deren zutreffende Interpre-
tation ermöglicht erweiterte fahrdynamische Fähigkeiten zur Richtungssteuerung.
Tseng [171] beschreibt die Entwicklung und Verbesserung eines ESC-Systems bei
Ford. Ziel des Systems ist die Regelung der Gierrate entsprechend der Fahrervor-
gabe sowie die Minimierung des Fahrzeugschwimmwinkels durch eine Anpassung
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des Antriebsmoments, des Bremsdrucks und der Bremsdruckverteilung. Die be-
schriebene Funktion berechnet die durch den Fahrer beabsichtigte Gierrate mittels
Einspurmodell12 aus dem erfassten Lenkwinkel. Während die reale Gierrate mittels
Sensoren direkt erfasst wird, schätzt das System den aktuellen Schwimmwinkel aus
den gemessenen Beschleunigungen, Drehraten und der Fahrzeuggeschwindigkeit.
Um dem Fahrer bei Erreichen der fahrdynamischen Grenzen des Fahrzeugs eine
haptische Rückmeldung zu liefern, werden die Gierrate und der Schwimmwinkel
lediglich an die erwarteten Sollwerte angenähert. Diese Abweichung ist im durch
Tseng beschriebenen System so gewählt, dass sie die Fähigkeiten eines durchschnitt-
lichen Fahrers zur fahrdynamischen Regelung nicht übersteigt. Liebermann [172]
stellt die Integration eines ESC-Systems in einen Allrad getriebenen Antriebsstrang
vor. Die Stellgrößen der ESC werden durch die elektronisch steuerbaren Kupp-
lungen des zentralen Differentialgetriebes ergänzt. Sie ermöglichen eine variable
Lastverteilung zwischen Vorder- und Hinterachse.
Eine auf den vorgestellten Systemen basierende beispielhafte logische Systemarchi-
tektur des ESC-Features ist in Abbildung 4.5b dargestellt. Sie enthält die Sensoren
zur Erfassung des Fahrzeugzustandes und der Fahrerabsicht. Die Regelung des
Features wird über den Block „Steuerung Chassis“ abgebildet. Die Ansteuerung
der Bremsen erfolgt direkt, der Motor, das Getriebe und die Differenziale werden
über die Steuerung des Antriebsstrangs beeinflusst.
Modellierung ACC
Der ACC übernimmt als verteiltes Feature der Assistenzgruppe die Regelung
der Fahrzeuglängsgeschwindigkeit. Als Führungsgröße der Regelung dient eine
durch den Fahrer vorgegebene Zielgeschwindigkeit, die an die Geschwindigkeit
vorausfahrender Verkehrsobjekte angepasst wird. Einen umfassenden Überblick
über die Entwicklung und die Funktionsweise von ACC-Systemen verschiedener
OEMs bietet Winner [206].
Grundlage der adaptiven Geschwindigkeitsregelung ist die Erfassung des relevanten
Zielfahrzeugs vor dem Fahrzeug. Die Objekte im Frontbereich des Fahrzeugs werden
mittels Radarsensor erfasst. Als Zielfahrzeug wird das nächstgelegene Objekt im prä-
dizierten Fahrschlauch des Fahrzeugs ausgewählt. Statische und entgegenkommende
Objekte werden bei der Zielauswahl ignoriert. Die Prädiktion des Fahrschlauchs
12 Modell zur vereinfachten Abbildung der Fahrdynamik, weiterführende Informationen in [257]
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erfolgt gemäß der Lenkbewegung des Fahrers. Sind zusätzliche Informationen über
den Verlauf der Fahrspur vorhanden, können diese die Präzision und Robustheit der
Zielauswahl verbessern. Die Regelung der Fahrzeuggeschwindigkeit in Folgefahrt ba-
siert auf der um die Sollzeitlücke verzögerten Geschwindigkeit und Beschleunigung
des Zielfahrzeugs. Die Sollzeitlücke definiert dabei den geschwindigkeitsabhängigen
Abstand zum Vorderfahrzeug. Als Aktuatoren dienen der Regelung der Antriebss-
trang und das Bremssystem des Fahrzeugs. Moon [258] beschreibt einen zweistufigen
Kaskadenregler, dessen äußere Regelschleife die Fahrzeuggeschwindigkeit mittels
Beschleunigungsvorgaben regelt. Diese werden in der inneren Regelschleife über































Abbildung 4.6: Modellierung eines Abstandsregeltempomats auf Ebene der logischen Syste-
marchitektur. Grüne Funktionsblöcke wurden neu hinzugefügt, graue Funkti-
onsblöcke sind bereits in der Modellierung des ESC (Abb. 4.5b) vorhanden.
Abbildung 4.6 stellt eine konzeptuelle Modellierung der logischen Systemarchitektur
eines ACC-Features dar. Die Rohinformationen der beteiligten Sensorelemente
werden zunächst in der Wahrnehmungsgruppe aufbereitet. Basierend auf Informa-
tionen aus internen Sensoren wird die Eigenbewegung des Fahrzeugs geschätzt.
Die gemessenen Radarreflexionen werden durch Algorithmen zur Objektverfolgung
verarbeitet, um die für die Adaption der Geschwindigkeit benötigte Distanz, Rela-
tivgeschwindigkeit und -beschleunigung zu vorausfahrenden Verkehrsobjekten zu
erhalten. Entsprechend dieser Informationen und der eingestellten Zeitlücke berech-
net die Längsregelung für den jeweiligen Ausführungszyklus eine Zielbeschleunigung.
Diese wird über die Elemente der Aktuatorensteuerung realisiert.
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Modellierung Spurhalteassistent
Der Spurhalteassistent (Lane Keep Assist, LKA) assistiert dem Fahrer bei der
Querführung des Fahrzeugs, ohne eine vollständige Übernahme der Fahraufgabe
durchzuführen. Ishida [208] beschreibt einen Spurhalteassistenten, der aus einem
Kameramodul zur Spurerkennung, einem Steuergerät für die Querregelung und der
EPS zur Stellung des Lenkmoments besteht. Aus dem aufgenommenen Kamerabild
extrahiert der Funktionsblock zur Spurerkennung die vorhandenen Spurmarkie-
rungen inklusive deren Abstand, Orientierung, Krümmung und der Änderung der
Krümmung. Entsprechend der gefilterten Information generiert die Querregelung
ein Lenkmoment als Stellgröße. Dieses Moment wird mit Hilfe der EPS an der
Lenkachse angelegt und das Fahrzeug in der Spur gehalten.
Modellierung Staupilot
Der Staupilot stellt ein Feature ab Automatisierungsstufe drei dar. Er übernimmt
die Längs- und Querführung innerhalb des spezifischen Anwendungsfalls Stau und
stockender Verkehr bis 60 km/h. Der Pilot ist in der Lage die eigenen System-
grenzen zu überwachen und gegebenenfalls die Fahrzeugführung an den Fahrer zu
übergeben.
Abbildung 4.7 stellt die konzueptuelle Modellierung der logischen Systemarchitektur
eines Staupilot-Features dar. Zur vollständigen Erfassung des Fahrzeugumfelds
wird eine große Zahl an Sensoren eingesetzt. Kamerasysteme dienen in erster Linie
zunächst der Erfassung von Fahrspurmarkierungen und Verkehrsschildern. Weiter
unterstützen sie die Radar-, Lidar- und Ultraschallsensor basierte Objektdetek-
tion und -verfolgung. Die Fahrereingaben an Lenkrad, Pedalen und HMI dienen
zur Überprüfung dessen Übernahmebereitschaft und werden im Fahrerzustand
gesammelt. Mit Hilfe der gemessenen Drehrate, den Beschleunigungen und der
Geschwindigkeit wird die Eigenbewegung des Fahrzeugs geschätzt.
Für eine sichere Führung des Fahrzeugs benötigt der Staupilot eine umfassende
und konsistente Repräsentation des Fahrers, des Fahrzeugzustands und der Fahr-
zeugumgebung. Die aus den Signalen der unterschiedlichen Sensoren extrahierten
Objekte werden im Modell der statischen Umgebung mit den erkannten Spuren
und Verkehrszeichen und dem Modell der dynamischen Umgebung untereinander
fusioniert. Auf Basis des statischen Umgebungsmodells, des internen Zustands und
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Abbildung 4.7: Modellierung eines Staupiloten auf Ebene der logischen Systemarchitektur.
Grüne Funktionsblöcke wurden neu hinzugefügt, graue Funktionsblöcke sind
bereits in vorhergehenden Modellierungen (Abb. 4.5a, 4.5b und 4.6) vorhan-
den.
der Eigenbewegung wird der Fahrzeugzustand abgebildet. Die über den Fahrer
gesammelten Informationen fließen im Fahrermodell zusammen.
Das Funktionselement Missionsmanagement entscheidet auf Grundlage der Modelle
über die durchzuführenden Fahrmanöver. Diese werden in den Blöcken zur Quer-
und Längsplanung in eine entsprechende Bahn und Geschwindigkeitstrajektorie
umgesetzt. Die Funktionselemente Quer- und Längsregelung realisieren diese ge-
plante Bahn und Trajektorie mit Hilfe der Steuerungselemente und der Aktuatoren.
Über eine derartige Wirkkette kann ein Staupilot-Feature das Fahrzeug sicher im
Verkehr bewegen.
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4.4 Fazit
Der in diesem Kapitel vorgestellte Überblick über aktuelle und zukünftige Kunden-
funktionen ermöglicht eine ganzheitliche Betrachtung der Anforderungen an die
Prozesse, Methoden und Werkzeuge des Automotive Systems Engineering (ASE).
Aus der Analyse der 52 Features geht eine klare Zunahme der internen Vernet-
zung und Abhängigkeiten hervor. Damit gewinnt die ganzheitliche Betrachtung
der Wirkketten und -netze an Bedeutung. Eine vom Gesamtsystem losgelöste
Betrachtung der einzelnen Funktionselemente führt zwangsläufig zu suboptimalen
Ergebnissen.
Die Abstraktion und Reduktion übertragener Informationen sollte eng mit den
zuständigen Teams nachfolgender Funktionselemente abgestimmt werden. Beispiels-
weise reduzieren gängige GPS-Receiver die Positionsmessung entsprechend des
NMEA Protokolls auf die jeweilige beste Annahme. Im Fall von Mehrwegeaus-
breitung oder Nicht-Sichtverbindung werden dadurch wertvolle Informationen zu
zweit- oder drittbesten Positionsschätzungen reduziert. Werden diese Informatio-
nen weitergegeben, kann in Verbindung mit Sensorik zur Umfelderfassung und
hochgenauen Fahrzeugmodellen eine deutlich präzisere und robustere Lokalisierung
erreicht werden[259].
Für eine erfolgreiche Produktentwicklung ist insbesondere in frühen Entwurfsphasen
ein detailliertes Verständnis der umgebenden Elemente notwendig. Idealerweise
erhalten die Entwickler einen vollständigen Überblick bezüglich der innerhalb eines
angrenzenden Funktionselements verfolgten Konzepte und eingesetzten Algorith-
men. Aufgrund der zunehmenden Komplexität der Funktionselemente höherer
Ebenen werden zur ausreichenden Kommunikation die sprachliche Beschreibung er-
gänzende Mittel benötigt. Aufgrund der in der Produktentwicklung und -produktion
involvierten Lieferantenbeziehungen und dem Schutz geistigen Eigentums ist der
vollumfängliche Austausch dieser Informationen in der Realität häufig nicht möglich.
Auch hier kann eine intensivere Nutzung von in der Erprobung aufgezeichneten
Daten einen Mehrwert bieten.
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prädiktiver Fahrzeugregelungsfunktionen
Die im vorhergehenden Kapitel analysierten Kundenfunktionen und das daraus
abgeleitete konzeptuelle Modell der logischen Systemarchitektur für assistiertes
und automatisiertes Fahren dient im Folgenden der Bestimmung der aktuellen
und zukünftigen Herausforderungen an das Automotive Systems Engineering. Am
Beispiel des in Abschnitt 5.1 vorgestellten Prädiktiver Abstandsregeltempomat
(Predictive Cruise Control, PCC) werden die Anforderungen der Systementwicklung
für Kraftfahrzeuge analysiert, die bestehenden Vorgehensweisen und Methoden
für die Entwicklung, Verifikation und Validierung rekapituliert und offene Frage-
stellungen identifiziert. Ein maßgebliches Ziel ist die Integration neuer Ansätze in
das bestehende und abgestimmte Entwicklungsvorgehen in der Automobilindustrie.
Eine Ergänzung der bestehenden Prozesse und Methoden wird deren Austausch
vorgezogen. Der Fokus der Analyse liegt auf der Entwicklung des Features. Quer-
schnittthemen, wie der Entwurf der übergeordneten Systemarchitektur (vergleiche
Abb. 4.4) oder der Vernetzung, stehen nicht im Fokus und werden primär bezüglich
der Schnittstellen zur Entwicklung des PCC-Features betrachtet.
5.1 Der prädiktive Abstandsregeltempomat -
Entwicklungsprojekt ACC InnoDrive
Radtke [260] und Wahl [218] beschreiben das im Entwicklungsprojekt ACC Inno-
Drive entwickelte PCC-Feature als ein Fahrerassistenzsystem für die energie- und
zeitoptimale Längsregelung des Fahrzeugs. Neben der Adaption der Geschwindigkeit
an führende Verkehrsobjekte, wird die Geschwindigkeit bei der um die Prädiktion
erweiterten Variante des ACC auch an die Straßentopologie und die geltenden
Geschwindigkeitsbeschränkungen angepasst.
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Der durch Wahl beschriebene Ansatz implementiert eine optimale Modellprädiktive
Regelung (Model Predictive Control, MPC). Für die Regelung der Fahrzeuglängs-
geschwindigkeit steht ein von der Fahrstrecke abhängiger Geschwindigkeitsbereich
zur Verfügung. Dieser Bereich wird durch die geltenden gesetzlichen Geschwin-
digkeitslimits und eine maximal zulässige Querbeschleunigung beim Durchfahren
von Kurven nach oben begrenzt. Basierend auf einem Modell des dynamischen
Verhaltens des Fahrzeugs und Informationen über die Geschwindigkeitsbeschrän-
kungen und Topologie der vorausliegenden Fahrstrecke, sogenannte prädiktive
Streckendaten, wird in diesem Geschwindigkeitsbereich mittels eines definierten
Gütemaßes eine optimale Trajektorie geplant und geregelt. Abbildung 5.1 stellt die
Geschwindigkeitsbeschränkung aufgrund gesetzlicher Tempolimits und Kurvenra-
dien sowie die durch das PCC-Feature realisierte Geschwindigkeit auf einem drei
Kilometer langen Streckenabschnitt dar.






















Abbildung 5.1: Begrenzung des möglichen Geschwindigkeitsbereichs durch gesetzliche Ge-
schwindigkeitslimits und Kurvenradien sowie die durch das PCC-Feature
realisierte Fahrzeuggeschwindigkeit.
Das in Abbildung 5.2 dargestellte logische Architekturkonzept stellt die hierar-
chisierte Abstraktion des beschriebenen Ansatzes dar. Die Umfelderfassung des
ACC-Features (vergl. Abschnitt 4.3.3) wird für das PCC-Feature um ein Kame-
rasystem und die zugehörige Bildverarbeitung zur Spurerkennung und Verkehrs-
zeichenerfassung erweitert. Der im Fahrzeug verbaute GNSS Empfänger liefert
eine Groblokalisierung, auf deren Basis das Funktionselement Elektronischer Hori-
zont die Topologie und die zulässige Höchstgeschwindigkeit des vorausliegenden
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Streckenabschnitts bereitstellt. Aus den mit fahrzeuginternen Sensoren ermittelten
Werten für die Geschwindigkeit und Beschleunigungen wird die Eigenbewegung
des Fahrzeugs geschätzt. Aktionen des Fahrers an Lenkrad, Pedalen und dem HMI
sowie gemessene Drehzahlen und Momente definieren den internen Zustand des
Systems. Sie werden auf der Interpretationsebene im Fahrzeugzustandsmodell mit
der geschätzten Eigenbewegung des Fahrzeugs zusammengefasst. Das Fahrzeug-
zustandsmodell stellt im Zusammenspiel mit den Modellen der statischen und


















































Abbildung 5.2: Modell der logischen Systemarchitektur der Funktionswirkkette eines prädik-
tiven Abstandsregeltempomats. Die grünen Funktionsblöcke ergänzen die
grauen Funktionsblöcke, die bereits in der Modellierung des ACC (Abb. 4.6)
vorhanden sind.
Bauer [219] beschreibt einen zweischichtigen Ansatz für die MPC der Fahrzeuglängs-
bewegung. Die in Abbildung 5.2 gewählte konzeptuelle Darstellung fasst die Ansätze
von Wahl und Bauer in funktional abstrahierten Blöcken zusammen. Basierend
auf der System- und Umgebungsmodellierung werden innerhalb der MPC das
System beeinflussende Verkehrsobjekte und mögliche Zustandsvektoren des Ego-
fahrzeugs prädiziert. Die möglichen prädizierten Zustandsvektoren werden mit
einer Kostenfunktion entsprechend des erwünschten Fahrzeugverhaltens bezüg-
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lich Energieverbrauch und Fahrkomfort bewertet. Die Längsplanung repräsentiert
die Auswahl der energie-, zeit-, und komfortoptimalen Realisierung als geplante
Längsführungsstrategie. In der von Bauer beschriebenen zweischichtigen Regelungs-
architektur dient diese Strategie einer zweiten nachgeschalteten MPC-Schicht als
Führungsgröße. Der Vorteil der beschriebenen Aufteilung in zwei Schichten liegt in
der ressourcenschonenden Realisierung der MPC ohne die Regelungsgüte durch
Vereinfachungen oder eine Erhöhung der Zykluszeit negativ zu beeinflussen [219].
Als Stellglieder der MPC dienen die nachgelagerten Elemente der Aktuatoren-
steuerung und die zugehörigen Aktuatoren. Die Steuerung des Antriebsstrangs
setzt angeforderte Beschleunigungen in ein entsprechendes Motormoment und
im Getriebe die vorgegebene Schaltstrategie um. Verzögerungen, die über das
Schleppmoment des Motors hinausgehen, werden über die im ESC-Steuergerät
implementierte Chassissteuerung als Bremsmoment realisiert.
5.2 Abgeleitete Herausforderungen
Die in dieser Arbeit für die Entwicklung prädiktiver Fahrzeugregelungsfunktionen
adressierten Herausforderungen an die Methoden und Prozesse des ASE sind in
Abbildung 5.3 abstrahiert dargestellt. Die Einführung hochentwickelter Sensorsys-
teme erweitert den Wahrnehmungsbereich der Fahrzeugfunktionen und verschiebt
damit die Systemgrenzen aktueller Entwicklungen zunehmend über die physische
Grenze der Karosserie hinaus. Funktionen stellen Informationen digitaler Karten
in Form eines elektronischen Horizonts zur Verfügung und erweitern damit die
Umfelderfassung über das Sichtfeld des Fahrers hinaus und ermöglichen ein voraus-
schauendes Regelungsverhalten. Die Verfügbarkeit zuverlässiger Datenverbindungen
verstärkt diesen Trend durch die Nutzung serviceorientierter Funktionen (vergl.
Abschnitt 3.3.2), die beispielsweise Informationen zum aktuellen Verkehrsfluss auf
der geplanten Route bereitstellen. Diese Technologien ermöglichen einerseits die
Einführung innovativer Anwendungen, erhöhen andererseits aber die im Fahrzeug
verfügbaren und zu verarbeitenden Informationstypen und -umfänge. Diese Zunah-
me bedingt eine erhebliche Steigerung der benötigten Aufwände für Spezifikation,
Modellbildung, Test und Simulation.
Neben der Zunahme an Signalen und Sensoren steigt die Gesamtzahl verschiedener
Kundenfunktionen im Fahrzeug. Viele der neu eingeführten Features kommuni-
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Abbildung 5.3: Aktuelle Herausforderungen an die Prozesse und Methoden des Automotive
Systems Engineering
verdeutlicht die zunehmende Vernetzung einzelner E/E-Funktionen im Fahrzeug
und die daraus resultierenden Abhängigkeiten. Die innovativen Funktionselemente
des beschriebenen PCC liegen in den höheren Abstraktionsebenen und sind von den
sensorischen und ausführenden Fähigkeiten der unteren Ebenen abhängig. Diese
enge Vernetzung und hohe Abhängigkeit einzelner Funktionselemente erfordert
eine aufwändige Koordination der unterschiedlichen Tätigkeiten und zuständi-
gen Entwicklungsgruppen, -abteilungen und -unternehmen. Die Komplexität der
Funktionen und ihrer zugehörigen Schnittstellen erfordert eine Kooperation und
Kommunikation, die über den Austausch von Spezifikationen und konzeptuellen
Modellen hinausgeht. Dem entgegen steht das Interesse aller Beteiligten ihr geistiges
Eigentum angemessen zu schützen.
Der in Abschnitt 5.1 beschriebene zweischichtige MPC-Ansatz für dir prädiktive
Längsregelung steht beispielhaft für die dritte große Herausforderung, der steigenden
algorithmischen Komplexität der entwickelten Funktionen. Eine hohe Verfügbarkeit
performanter Hardware ermöglicht die Realisierung zunehmend komplexer, aber
auch leistungsstärkerer Funktionskonzepte. Sie umfassen nicht nur neue Anwen-
dungen, sondern auch gesteigerte Fähigkeiten bestehender Anwendungen. Diese
reagieren mit einer erhöhten Sensibilität auf detaillierte Änderungen ihrer Eingangs-
größen und decken damit ein größeres Funktionsspektrum ab. Die Komplexitäts-
und Leistungszunahme erschwert die präzise Spezifikation der Zielsetzung und
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Anforderungen der Funktion, da ein höherer Detailgrad erforderlich wird. Der
Einsatz disruptiver Technologien, wie beispielsweise die prädiktiven Streckendaten
des elektronischen Horizonts, verstärkt diesen Effekt. Vorhandene Erfahrung im
Umgang mit diesen Technologien ist begrenzt und muss häufig zunächst in der
praktischen Anwendung aufgebaut werden, bevor eine Spezifikation des erwarteten
Verhaltens möglich ist.
Die erweiterte Umfelderfassung (Abb. 5.3 links oben) und zunehmende Vernetzung
(Abb. 5.3 rechts oben) führen zu expandierenden Systemgrenzen und erweitern
damit den Zustandsraum des Fahrzeugs im Sinne eines Systems. Zusätzlich steigt
die Menge an zu verarbeitender Information aufgrund der steigenden algorith-
mischen Komplexität (Abb. 5.3 links unten) und der einhergehenden feineren
und detaillierteren Abtastung des Zustandsraums. Daraus lässt sich als vierte
große Herausforderung eine Zunahme der für die Verifikation und Validierung
abzudeckenden Situationen und Szenarien folgern (Abb. 5.3 rechts unten). Eine
Verfügbarkeit der Funktionen in weltweit verteilten Märkten verschärft diese Heraus-
forderung aufgrund unterschiedlicher externer Rahmenbedingungen und Regularien
und eine möglichst dauerhafte Betriebsbereitschaft erfordert eine Prüfung unter
unterschiedlichsten Wetter und Klimabedingungen. Bei der Entwicklung des PCC
müssen neben den unterschiedlichen Verkehrsregeln der Zielmärkte beispielsweise
auch regional unterschiedliche Verfahren zur Trassierung des Straßenverlaufs sowie
abweichende Kategorisierungen der Straßenklassen berücksichtigt werden.
5.3 Anforderungen und Rahmenbedingungen der
Entwicklung
Für eine erfolgreiche Entwicklung müssen die eingesetzten Prozesse und Methoden
befähigt sein, in einem begrenzten Zeitraum und mit begrenztem Ressourcenauf-
wand die in Abschnitt 3.1 vorgestellten Qualitätskriterien im entwickelten Produkt
umzusetzen und deren Erfüllung nachzuweisen. Aus diesen Voraussetzungen können
eine Reihe von Anforderungen an das Automotive Systems Engineering abgeleitet
werden. Im Folgenden werden allgemeingültige und anwendungsspezifische Anfor-
derungen und Rahmenbedingungen in Bezug auf die Entwicklung des in Abschnitt
5.1 vorgestellten PCC-Features aufgestellt. Der Fokus dieser Arbeit liegt auf der
Untersuchung der Qualitätskriterien Leistungsfähigkeit und Zuverlässigkeit sowie
der Nutzungsqualität (s. Abschnitt 3.1) in Bezug auf das funktionale Verhalten
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des Features.
5.3.1 Allgemeingültige Anforderungen
Nachverfolgbarkeit - Zu Beginn eines Entwicklungsprojekts werden entsprechend
Automotive SPICE (Abschnitt 2.7) die Anforderungen an das Produkt erhoben.
Um die Umsetzung und Erfüllung der spezifizierten Anforderungen systematisch
und vollständig nachvollziehbar und überprüfbar zu gestalten, muss für alle Ar-
beitsprodukte die Rückverfolgbarkeit auf spezifizierte Anforderungen gewährleistet
sein.
Reproduzierbarkeit - Alle Ergebnisse der durchgeführten Maßnahmen zur Verifika-
tion und Validierung müssen reproduzierbar sein. Die Forderung nach Reproduzier-
barkeit schließt einerseits die Verwendung zufälliger Ergebnisse aus, andererseits
erfordert jede Änderung eine wiederholte Qualitätsprüfung aller von der Änderung
betroffenen Arbeitsprodukte um deren Zuverlässigkeit nachzuweisen.
Regelmäßige Bewertung - Um während der Entwicklung auftretende Risiken zu
minimieren und eine Steuerung des Entwicklungsprojekts zu gewährleisten, muss der
jeweilige Reifegrad des Systems und die Erfüllung der Qualitätsziele in regelmäßigen
Abständen erfasst werden.
Hinreichende Abdeckung - Eine statistisch signifikante Abdeckung dient dem Nach-
weis der Allgemeingültigkeit. Die durchgeführten Bewertungen müssen daher eine
relevante Untermenge der in der Realität auftretenden Situationen und Szenarien
abdecken. Die angewandten Methoden sollen die für Verifikation und Validie-
rung verantwortlichen Entwickler bei der Ermittlung der Abdeckung unterstützen.
Diese Anforderung betrifft alle Aktivitäten zur Verifikation und Validierung der
Leistungsfähigkeit und Zuverlässigkeit des Features.
Direktes Feedback - Eine Testumgebung soll Entwicklern eine direkte Prüfung ihrer
Implementierungen ermöglichen. Das direkte Feedback unterstützt die Entwickler
beim detaillierten Systementwurf und der Auswahl geeigneter Realisierungsvari-
anten. Insbesondere Entwickler mit geringem Expertenwissen in Bezug auf die
Anwendung können von direktem Feedback profitieren. Bei der Entwicklung des
PCC betrifft dies beispielsweise Softwareentwickler mit geringer Erfahrung im
Umgang mit MPC-Algorithmen.
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Analyse von Änderungen - Die verwendeten Methoden sollen eine Möglichkeit
bereitstellen um die Wirksamkeit umgesetzter Änderungen nachzuweisen und
unerwünschte Auswirkungen einer Änderung zu identifizieren. Mögliche Änderungen
umfassen dabei sowohl die Implementierung als auch die Parametrierung des
Systems.
Usability der Testumgebung - Die genutzte Testumgebung auf Softwareebene soll
allen beteiligten Entwickler zur Verfügung stehen und einfach bedienbar sein. Sie
soll flexibel gestaltet sein und spezifisch auf die Funktion und die zu beantwortende
Fragestellung zugeschnittene Erweiterungen zulassen.
5.3.2 Anwendungsspezifische Anforderungen
Geschlossene Regelschleife - Der PCC stellt ein System für die Fahrzeuglängsrege-
lung dar. Als solches wird, wie in Abschnitt 3.3.4 beschrieben, für die Bewertung
der Funktionalität eine geschlossene Regelschleife benötigt, beispielsweise die reale
Umgebung oder ein Modell der Regelstrecke.
Validierung am realen Objekt - Die Nutzeranforderungen disruptiver Technologien
(s. Definition 2.19) und innovativer Anwendungen sind zu Beginn der Entwicklung
aufgrund mangelnder Erfahrung nicht vollständig bekannt und können daher nicht
ausreichend detailliert spezifiziert werden. In frühen Phasen der Entwicklung sollen
explizit und implizit formulierte Anforderungen am realen Objekt durch Prototy-
pen und Musterstände (s. Abschnitt 3.3.3) erkundet und untersucht werden, um
notwendige Anpassungen und Ergänzungen zu identifizieren und eine geeignete
Nutzungsqualität nachzuweisen. Neben der Erkundung von Nutzeranforderungen
steigert die Validierung am realen Objekt die Erfahrung im Umgang mit der
disruptiven Technologie und technischen Rahmenbedingungen. Im Kontext des
PCC steigt insbesondere die Erfahrung im Umgang mit den prädiktiven Informa-
tionen des elektronischen Horizonts und den Nutzererwartungen an eine an die
Straßentopologie angepasste Geschwindigkeitsregelung.
Bewertung der Nutzungsqualität - Im Laufe der Entwicklung sind wiederholt Mana-
gemententscheidungen bezüglich der Nutzungsqualität und der markenspezifischen
Abstimmung [261] der Fahrzeugregelungsfunktion zu treffen. Dies betrifft im Spezi-
ellen das längsdynamische Verhalten des PCC, welches im realen und öffentlichen
Straßenverkehr zu evaluieren ist.
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Detaillierte Funktionsanalyse - Die Eingänge der MPC bilden einen mehrdimen-
sionalen Parameterraum. Die diesen Raum aufspannenden Eingangssignale sind
in unterschiedlichem Maße mit Rauschen behaftet und untereinander korreliert.
Die Komplexität dieser Abhängigkeiten erschwert die detaillierte Spezifikation des
erwarteten funktionalen Verhaltens erheblich. Analysemethoden, die diese komple-
xen Zusammenhänge auflösen, sollen die detaillierte Spezifikation des erwarteten
funktionalen Verhaltens unterstützen.
Analyse sekundärer Funktionen - Der PCC ist in großem Maße abhängig von
sekundären Funktionen, die nicht im Aufgabenbereich der PCC-Entwickler liegen.
Beispiele für diese sekundäre Funktionen sind die Funktionselemente elektronischer
Horizont, Objektverfolgung und Verkehrszeichen- & Spurerkennung (s. Abbildung
5.2). Eine Möglichkeit zur detaillierten Analyse des funktionalen Verhaltens dieser
Funktionen unterstützt das Verständnis der vorgegebenen Rahmenbedingungen.
Analyse der Funktionspartitionierung - Die Komplexität der im PCC genutzten
modellprädiktiven Regelung, sowie der Elemente zur Vorverarbeitung und Auf-
bereitung der benötigten Eingangsdaten erschwert die geeignete Partitionierung
des Features auf verfügbare Hardwareressourcen. Insbesondere die Interaktion der
getrennt partitionierten Software-Items und von der Partitionierung abhängige
Signallaufzeiten müssen untersucht werden, um die ausreichende Leistungsfähigkeit
des Features nachzuweisen.
5.4 Einordnung der Entwicklungsmethoden
Im Folgenden werden die in Kapitel 3 eingeführten Entwicklungsmethoden auf die
im vorhergehenden Abschnitt abgeleiteten Anforderungen und die Entwicklung
des PCC-Features (Abschnitt 5.1) abgebildet. Für die frühe Phase der Forschung
und Vorentwicklung (Abschnitt 2.9.1) und die Phasen der Serienentwicklung (Ab-
schnitt 2.7 und 2.9) erfolgt eine getrennte Einordnung. Abbildung 5.4 skizziert die
Anwendung der in Kapitel 2.2.2 eingeführten Systemabstraktionsebenen auf das
PCC-Feature.
Die Systemebene (Abb. 5.4a) beinhaltet alle funktionalen Elemente der logischen
Systemarchitektur des Gesamtfahrzeugs und wird durch die in Abschnitt 4.3
vorgestellte Beispielarchitektur repräsentiert. Die funktionale Wirkkette des PCC
(Abschnitt 5.1) bildet ein Subsystem (Abb. 5.4b). Auf dieser Ebene werden während
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des Systemarchitekturentwurfs (SYS.3, Abschnitt 2.7) alle für die prädiktive Längs-
regelung relevanten Funktionsblöcke zusammengefasst. Dies beinhaltet auch die
für Wahrnehmung und Ausführung benötigten Funktionen, die nicht im expliziten
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(a) Darstellung des PCC-Features auf Sys-
temebene. Zugehörige Funktionsblöcke
sind grün markiert.
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(b) Darstellung des PCC-Features auf Sub-
systemebene (vergl. Abb. 5.2). PCC-











(c) Beispielhafte Aufteilung der Funktions-
blöcke des PCC-Features auf verschiede-
ne Softwarekomponenten. Grün markierte
Quelltexte stellen PCC-Anteile dar
SourceCodeA1.c
/**
* Umsetzung zusammenhängender Funktionalität
*/
/** \brief Initialisierung */
void functionUnitA1_Init(INOUT int *data) {
data = INITVALUE;
}
/** \brief Berechnung der euklidischen Distanz */
float calcDist(IN const float &dx, IN const float &dy)
{
float dist = 0.0f;
dist = sqrt(pow(dx, 2.0f) + pow(dy, 2.0f));
return dist;
}
(d) Beispiel für in einer Softwareeinheit umge-
setzte zusammenhängende Funktionalität
des PCC-Features
Abbildung 5.4: Schematisches Anwendungsbeispiel der in Kapitel 2.2.2 eingeführten Syste-
mabstraktionsebenen auf den prädiktiven Abstandsregeltempomat
Auf Komponentenebene werden die Funktionselemente im Rahmen der Partitio-
nierung des Softwarearchitekturentwurfs (SWE.2, Abschnitt 2.7) den Software-
Komponenten zugeordnet (Abb. 5.4c). Die in der Subsystemebene hellgrün hinterleg-
ten Funktionsblöcke werden den Software-Komponenten des PCC-Features zugeord-
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net, wobei nicht alle Blöcke eindeutig zuordenbar sind. Die Software-Komponenten
fassen die jeweiligen Quelltextdateien der implementierten Komponente zusammen.
Diese beinhalten die in C-Funktionen implementierten Software-Einheiten (Abb.
5.4d).
5.4.1 Forschung und Vorentwicklung
Die Entwicklung einer innovativen Kundenfunktion oder einer Featureerweite-
rung startet mit der Ideenfindung und der Definition eines ersten abstrakten
Umsetzungskonzepts (s. Abschnitt 2.9.1). Zur Analyse und Validierung dieses
Umsetzungskonzepts wird eine Machbarkeitsstudie durchgeführt, deren Ziel die
prototypische Realisierung der Kundenfunktion ist.
In den verschiedenen Stadien der Forschung und Vorentwicklung des PCC-Features
wurden und werden dazu durchgängig die in Abschnitt 3.3.3 eingeführten RP-
Systeme eingesetzt. Sie ermöglichen die geforderte Validierung am realen Objekt.
Radtke [260] und Wahl [218] beschreiben den Einsatz einer dSpace MicroAutobox
und eines Fahrzeug PCs mit der Entwicklungssoftware ADTF in den Erprobungs-
fahrzeugen. Für die Durchführung der ersten Machbarkeitsstudie wird die Syste-
mumgebung zur Durchführung der Versuche stark eingeschränkt. Beispielsweise
beschränkte sich die genutzte Versuchsstrecke für die Entwicklung des PCC-Features
zu Beginn auf einen Rundkurs von insgesamt knapp 23 km [260].
Nach dem ersten erfolgreichen Machbarkeitsbeweis und der Entscheidung zur Fort-
führung der Entwicklung ändert sich deren Zielsetzung. Es gilt die eingesetzten
Algorithmen und das Funktionskonzept zu konkretisieren. Neben der Darstellung
der eigentlichen Funktionalität rücken Fragestellungen zur Laufzeit der Algorithmen
und zu deren Speicherbedarf sowie eine generalisierte Darstellung ohne Einschrän-
kung des Anwendungsbereichs in den Fokus. Mit der Ausweitung des Anwen-
dungsbereichs werden neue und vielfältige Situationen und Szenarien erschlossen.
Diese decken neue Bereiche des Zustandsraums der Längsregelungsfunktion ab und
steigern die notwendigen Aufwände für die Analyse des Systemverhaltens.
Die detaillierte Analyse des Systemverhaltens erfordert eine das RP ergänzen-
de Alternative, die eine von der Echtzeit entkoppelte Ausführung des Systems
ermöglicht. Wie in Abschnitt 3.3.4 eingeführt wurde, deckt der Einsatz einer Ge-
samtfahrzeugsimulation die Anforderungen nach einer geschlossenen Regelschleife
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und Reproduzierbarkeit ab. Die Nutzung von Simulationsmodellen ermöglicht ge-
nau definierte Umgebungsbedingungen und wendet Vereinfachungen an, ist jedoch
gleichzeitig mit hohen Aufwänden verbunden. Die in Abbildung 3.7 eingeführ-
ten Bestandteile einer Gesamtfahrzeugsimulation verdeutlichen den notwendigen
Ressourcenaufwand für die Modellbildung und Parametrierung einer hinreichend
realistischen Darstellung der Systemumgebung. Aktuell verfügbare Simulations-
werkzeuge erfüllen zwar die identifizierte Anforderung der Reproduzierbarkeit, sind
aber aufgrund des hohen Aufwands zur Spezifikation einzelner Testszenarien nur
bedingt geeignet eine hinreichende Abdeckung der notwendigen Varianten zu liefern.
Der Umfang und die Komplexität allgemein anwendbarer Gesamtfahrzeugsimula-
tionen und die üblicherweise umgesetzten Ansätze zur Co-Simulation erschweren
darüber hinaus die Nutzbarkeit und die Fähigkeit der Werkzeuge direktes Feedback
zu liefern.
Die Entwicklung der MPC setzt eine proprietär entwickelte Simulationsumgebung
ein [218]. Sie ist Teil des PCC-Entwicklungsprojekts, steht allen Beteiligten zur
Verfügung und ermöglicht die Durchführung aller Anpassungen innerhalb der
gewohnten Entwicklungsumgebung. Das zugrundeliegende Längsdynamikmodell
der Simulation stimmt mit dem Modell der MPC überein. Bauer [219] beschreibt
wie das Aufschalten von Störgrößen zur Analyse der Regelungsgüte und Robustheit
genutzt wird. Einen umfassenden Überblick über die Fahrzeugdynamik bieten
Mitschke und Wallentowitz [257].
In fortgeschrittenen Phasen der Vorentwicklung soll der initial geführte Machbar-
keitsbeweis auf die Allgemeinheit ausgedehnt werden und als Entscheidungsgrund-
lage für eine Serieneinführung dienen. Für einen überzeugenden Fähigkeitsnachweis
in den zuständigen Entscheidungsgremien muss der Prototyp eine ausgereifte
Nutzungsqualität aufweisen und innerhalb der eingeschränkten Systemumgebung
zuverlässig funktionieren. Um diese Qualität zu erreichen bieten Werkzeuge zur
statischen Codeanalyse (siehe Abschnitt 3.4.2) einen hohen Mehrwert, ohne mit
hohen Aufwänden verbunden zu sein. Aufwändige Spezifikationen der detaillierten
Anforderungen und entsprechender Unit- und Integrationstests werden vermie-
den. Die Hauptaufwände werden in die zentrale Zielsetzung der Vorentwicklung,
den Nachweis der Funktionalität und Nutzungsqualität, investiert. Der Nachweis
der Qualitätsmerkmale Leistungsfähigkeit, Kompatibilität und Zuverlässigkeit in-
nerhalb einer uneingeschränkten Systemumgebung ist in der Serienentwicklung
verortet.
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5.4.2 Anforderungsspezifikation und Systementwurf
Für die während der Anforderungserhebung (Kapitel 2.7) spezifizierten Anforderun-
gen und deren Verfolgung werden in der Automobilindustrie spezifische Werkzeuge
eingesetzt. Für das Anforderungsmanagement in der Entwicklung des PCC-Features
wird das Werkzeug Rational DOORS1 genutzt. Zur Gewährleistung der Nachverfolg-
barkeit werden den spezifizierten Anforderungen eindeutige Referenzen zugewiesen,
die mit den jeweiligen Elementen des Systementwurfs (SYS.3), den implementierten
Items und den zugehörigen Testfällen verknüpft werden. Auf der Einheitenebe-
ne (Kapitel 2.2.2) werden beispielsweise die entsprechenden Anforderungen einer
Software-Einheit in den zugehörigen Kommentaren im Quelltext referenziert. Ana-
log dazu wird mit den spezifizierten Testfällen verfahren. Durch dieses Vorgehen
ist die Nachverfolgbarkeit im Rahmen der PCC-Entwicklung gewährleistet.
Basierend auf den während der Vorentwicklung gewonnenen Erkenntnissen werden
die Anforderungen des PCC entsprechend des organisationsspezifischen Prozesses
in Textform erfasst. Durch den in der Vorentwicklung gewonnenen technischen Ein-
blick besteht die Gefahr, dass die Entwicklungsphasen zur Anforderungserhebung
und -analyse (SYS.1-2 & SWE.1, Kapitel 2.7) mit den Entwurfsphasen (SYS.3
& SWE.2-3, Kapitel 2.7) vermischt werden und Details zu Entwurf und Umset-
zung bereits in den Anforderungen formuliert werden. Eine solche Vermischung
erschwert in den darauffolgenden Phasen (SWE.4-6 & SYS.4-5, Kapitel 2.7) die
Spezifikation von Unit-Tests (Kapitel 3.5.3), Integrationstests (Kapitel 3.5.4) und
Qualifikationstests (Kapitel 3.5.5). Die Durchführung manueller Prüfungen, wie in
Abschnitt 3.4.1 beschrieben, wirkt dem entgegen, da Richtlinien und Vorgaben zur
Anforderungsspezifikation durchgesetzt werden.
Die im Rahmen des System- und Softwareentwurfs festgelegte Systemarchitektur
und Softwarepartitionierung liegt im übergeordneten Aufgabenbereich der Baureihe
(Kapitel 2.9) und zugehörigen Fahrzeugdomänen. Die Möglichkeiten und Freiheits-
grade zur Einflussnahme durch eine Feature-Entwicklung sind dabei sehr begrenzt.
Die wichtigsten Aufgaben auf Seiten der Feature-Entwicklung sind die Abstimmung
des Bedienkonzepts, der zugesicherten Prozessorlaufzeit, des Speicherbedarfs, der
Schnittstellen und der Steuergerätediagnose. Spezifische modellbasierte Methoden
und Werkzeuge, wie in Abschnitt 3.3.1 vorgestellt, sind Teil der übergeordneten
Querschnittaktivitäten und werden im Rahmen der PCC-Entwicklung nicht weiter
betrachtet.
1IBM Rational DOORS(Dynamic Object Oriented Requirements System), IBM Deutschland
GmbH, http://www-03.ibm.com/software/products/de/ratidoor
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5.4.3 Detaillierter Entwurf und Implementierung
Auf Basis der in den Entwurfsphasen (SYS.3 & SWE.2, Kapitel 2.7) abgestimmten
groben Softwarearchitektur und der in ihr enthaltenen Software-Komponenten wird
der detaillierte Entwurf festgelegt und implementiert (SWE.3, Kapitel 2.7). Die in
der Vorentwicklung erstellte prototypische Implementierung bildet die Grundlage.
Sie wird entsprechend des spezifizierten Feature-Umfangs der Serienentwicklung
überarbeitet und refaktoriert. Für den Test der durchgeführten Refaktorierung der
Software-Einheiten können die in Abschnitt 3.5.1 beschriebenen testvektorbasierten
Back-To-Back Tests genutzt werden.
Der Einsatz von Werkzeugen zur statischen Codeanalyse prüft die Umsetzung des in
Abschnitt 3.4.2 vorgestellten Standards MISRA-C und der HIS Source Code Metrics.
Diese Prüfung dient der Validierung der Softwarezuverlässigkeit und -wartbarkeit
durch den Nachweis der Abwesenheit kritischer Konstrukte und einer ausreichend
detaillierten Dokumentation des Quelltextes. Code-Reviews ermöglichen eine zu-
sätzliche manuelle Prüfung während der Implementierung. Da die Durchführung
von Code-Reviews mit hohen Aufwänden verbunden ist, werden nur algorithmisch
aufwändige Software-Einheiten einer manuellen Prüfung unterzogen.
Die Nutzung der im vorhergehenden Abschnitt 5.4.1 beschriebenen Simulationsum-
gebung ermöglicht in der Phase des detailliertern Entwurfs und der Implementierung
(SWE.3, Kapitel 2.7) die closed-loop Ausführung der Software und damit die Ana-
lyse des funktionalen Regelungsverhaltens auf Subsystemebene. Im Fokus dieser
Analysen steht die umgesetzte Funktionalität, die Leistungsfähigkeit in Bezug auf
Prozessorlaufzeit und Speicherbedarf sowie die Zuverlässigkeit der in der Software
umgesetzten MPC. Die Simulation wird während des detaillierten Entwurfs und der
Implementierung durch die Validierung am realen Objekt auf Basis des A-Musters
unterstützt. Die spezifizierten Simulationsszenarien werden durch die Varianten
realer Situationen und Szenarien ergänzt. Für das A-Muster wird weiterhin spe-
zielle leistungsfähige RP-Hardware eingesetzt. Die Softwarearchitektur entspricht
in großen Teilen bereits der Zielarchitektur, mit Ausnahme der Basissoftware, die
durch das RP-System ersetzt wird.
Damit in der Phase SWE.3 ohne einen Musterstand der Zielhardware zur Verfügung
zu haben detailliertere Aussagen über den Ressourcenbedarf getroffen werden kön-
nen, kommt die PIL-Methode (siehe Kap. 3.5.2) zum Einsatz. Testvektoren stellen
die benötigten Stimuli zur Verfügung, die zur Ausführung der Software auf einer
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Entwicklungshardware mit einer zur Zielhardware identischer Prozessorarchitektur
benötigt werden. Sie können manuell spezifiziert werden, aus der Simulationsum-
gebung abgeleitet werden oder aus Aufzeichnungen von Erprobungen mit dem
A-Muster stammen. Um eine funktionale Evaluation der Regelungsgüte auf der
Prozessorarchitektur des Zielsystems zu ermöglichen, kann die PIL-Umgebung mit
der Simulationsumgebung des Gesamtsystems gekoppelt werden.
5.4.4 Integration, Verifikation und Validierung
Die Prozessschritte auf der rechten Seite des V-Modells in Automotive SPICE
(Kap. 2.7) dienen der Integration, Verifikation und Validierung der implementierten
Items. Die Ziele und zu ihrer Erreichung eingesetzten Methoden und Werkzeuge
ändern sich mit jedem Prozesschritt. Zur Verifikation der Implementierung auf Ein-
heitenebene (SWE.4) werden Unit-Tests umgesetzt. Der Umfang der spezifizierten
Tests wird mithilfe der Metriken zur Ermittlung der Testabdeckung aus Abschnitt
3.7.2 bestimmt. Die anzuwendende Metrik wird vom Projektverantwortlichen in
Abstimmung mit dem oder den Qualitätsverantwortlichen entsprechend der über-
geordneten Teststrategie des Unternehmens festgelegt. Der Nachweis vollständiger
Anforderungs-, Anweisungs- und Zweigüberdeckung stellt einen branchenüblichen
(Mindest-)Standard dar.
Nach Automotive SPICE (Abschnitt 2.7) folgt auf die Verifikation der Softwa-
reeinheiten der Prozessschritt SWE.5 Softwareintegration und Integrationstests.
Die Zielsetzung dieses Schritts ist der Übergang von der Einheitenebene auf die
Komponentenebene durch die Integration der einzelnen Software-Einheiten in einer
vollständigen Softwarekomponente (Software Component, SWC). Während der suk-
zessiven Integration der Software-Einheiten werden die Software-Integrationstests
durchgeführt. Dazu werden basierend auf den in Prozesschritt SYS.1 definierten
Anforderungen Testfälle spezifiziert, die die teilintegrierte Software innerhalb einer
SIL-Umgebung prüfen. Testvektoren dienen als Stimuli an den jeweiligen Schnittstel-
len der Einheiten, um einen Nachweis über die spezifikationskonforme Interaktion
der integrierten Einheiten zu erbringen. Für die Verifikation der Schnittstellen
werden Spezifikationsmethoden wie die in Abschnitt 3.7.1 vorgestellte Äquivalenz-
klassenbildung oder Grenzwertanalyse eingesetzt. Die Integrationstests weisen die
Kompatibilität und Zuverlässigkeit der einzelnen Software-Einheiten nach.
Die Softwarequalifikation erbringt einen Nachweis über die korrekte Umsetzung
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der spezifizierten Anforderungen. Die vollständig integrierte SWC wird in der
SIL-Umgebung mit explizit für den Nachweis der Anforderungen definierten Test-
fällen geprüft. Für den Nachweis der Funktionalität mit komplexeren Testszenarien
wird eine geschlossene Regelschleife benötigt. Die SIL-Testumgebung wird mit
der Simulationsumgebung gekoppelt und die Regelung wird innerhalb der virtu-
ellen Wirkkette anhand der spezifizierten Testszenarien geprüft. Die Tests zur
Softwarequalifikation erbringen einen Nachweis über die Qualität in Bezug auf
Funktionalität und Zuverlässigkeit.
Der Einsatz einer Werkzeugkette zur Anwendung von Continuous Integration (CI)
und Continuous Verification, wie in Abschnitt 3.3.5 beschrieben, ermöglicht eine
kontinuierliche Überwachung der Softwarequalität und Testabdeckung in den Pha-
sen der Integration, Verifikation und Validierung. Die Werkzeuge zur Durchführung
der zuvor beschriebenen Unit-Tests, Integrationstests und Qualifikationstests wer-
den dazu mit der CI-Werkzeugkette gekoppelt und automatisiert gestartet und
ausgewertet. Damit ist jederzeit der aktuelle Entwicklungsfortschritt verfügbar.
Auf die Softwarequalifikation folgt mit der Systemintegration der Übergang auf die
Subsystemebene und letztendlich die Systemebene. In einem ersten Schritt werden
die SWCs mit der Basissoftware auf einem B-Musterstand der ECU integriert. Diese
erste Integration erfolgt bereits vor dem vollständigen Abschluss der Softwareimple-
mentierung mit einem in der Funktionalität reduzierten Softwarestand. Auf Basis
dieser ersten Integration werden am Komponenten-HIL die Hardware-Schnittstellen
des Steuergeräts geprüft und Laufzeitanalysen der kritischen Software-Einheiten
durchgeführt. Die für diese Tests benötigten Schnittstellen werden durch den
Komponenten-HIL emuliert. Die Spezifikation der Testfälle erfolgt analog zu den
Softwareintegrationstests. Sie erbringen einen Nachweis über die Leistungsfähigkeit
und Effizienz sowie die Kompatibilität der einzelnen SWCs in Interaktion mit der
gesamten Software der ECU.
Neben der Integration am Komponenten-HIL dient der B-Musterstand dem Aufbau
der ersten Prototypenfahrzeuge der entwickelten Baureihengeneration. Ziel dieser
Prototypen ist die Analyse und der Nachweis der Funktionalität, Kompatibilität
und Zuverlässigkeit der grundlegenden Elemente innerhalb eines Gesamtsystems,
das bereits in großen Teilen der finalen Realisierung entspricht. Im Fokus stehen
die hardwarenahen Funktionselemente der unteren Ebenen der in Abschnitt 4.3
vorgestellten logischen Systemarchitektur. Daher spielt die Erprobung auf dem
B-Musterstand für die Entwicklung des PCC-Features nur eine untergeordnete
Rolle.
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Mit Erreichen des C-Musterstands beginnt die Integration des vollständigen Sub-
systems am Cluster-HIL oder Wirkkettenprüfplatz. Integrations- und Qualifikati-
onstests am Cluster-HIL erbringen einen Nachweis über die korrekte Interaktion
und Funktionalität auf Subsystemebene. Nicht verfügbare Teile des Systems und
notwendige Elemente der Systemumgebung werden mit Hilfe von Werkzeugen zur
Gesamtfahrzeugsimulation ersetzt. Am Cluster-HIL werden verschiedene Feature-
Entwicklungen zusammengefasst, daher sind die möglichen Testumfänge begrenzt.
Die Tests am Cluster-HIL weisen die Funktionalität und Zuverlässigkeit des Sub-
systems und die Kompatibilität der einzelnen ECUs nach.
Parallel zu den Integrations- und Qualifikationstests am Cluster-HIL werden mit
dem C- und D-Musterstand Erprobungen des Gesamtsystems in verschiedenen
Ländern und unter unterschiedlichen klimatischen Bedingungen durchgeführt. Diese
Validierung am realen Objekt ermöglicht die Überprüfung der Funktionalität,
Zuverlässigkeit und Usability. Für den formalen Nachweis werden Prüfkataloge
mit textuell beschriebenen Testszenarien definiert, die systematisch abgearbeitet
werden.
5.5 Offene Herausforderungen und mögliche Lösungen
Die eingesetzten Methoden zur dynamischen Verifikation und Validierung basieren
zu einem großen Teil auf manuell, entsprechend den Anforderungen spezifizierten
Testfällen. Das PCC-Feature wird als Ganzes und in seinen Einzelelementen in der
Realität und unter Laborbedingungen geprüft. Die Prüfungen und Tests erbringen
einen Nachweis über die Funktionalität, Leistungsfähigkeit, Kompatibilität, Usa-
bility und Zuverlässigkeit anhand ausgewählter Eckfälle des Zustandsraums, die
die Funktions- und Systemgrenzen sowie Standardwerte abdecken. Der Nachweis
der Leistungsfähigkeit und Kompatibilität erfolgt am Cluster-HIL, der Nachweis
korrekter Funktionalität, Usability und Zuverlässigkeit basiert in großem Maße auf
den Gesamtsystemerprobungen mit realen Fahrzeugen, die den größten Anteil zur
statistischen Signifikanz beitragen. Die beschriebene Zunahme an abzusichernden
Features und die steigende Vernetzung und algorithmische Komplexität führen zu
einem starken Anstieg der Test- und Prüfaufwände in allen Phasen der Vor- und
Serienentwicklung und können mit den etablierten Methoden zukünftig nicht mehr
ausreichend abgesichert werden [7].
Um in zukünftigen Entwicklungen bei der in Abschnitt 5.2 beschriebenen steigenden
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Anzahl unterschiedlicher Situationen und Szenarien eine ausreichende Testabde-
ckung zu gewährleisten, werden die etablierten Methoden in zunehmendem Maße
durch skalierbare virtuelle Testumgebungen ergänzt. Abbildung 5.5 skizziert die
Unterteilung der PCC-Wirkkette in ein zu untersuchendes Testobjekt und die



















































Abbildung 5.5: Logische Systemarchitektur der PCC-Wirkkette (s. Abb. 5.2) unterteilt in
Testobjekt und Testumgebung.
Eine große Herausforderung stellt dabei die Definition geeigneter Testszenarien dar,
die eine breite Abdeckung des Zustandsraums der Testobjekte gewährleisten.
Die in Abschnitt 3.3.4 erwähnten Ansätze zur automatisierten Generierung der
Testszenarien erfordern hohe initiale Aufwände für die Erstellung und Parame-
trierung der genutzten Modelle. Neben den Aufwänden für Modellierung und
Parametrierung erfordert eine detaillierte Nachbildung physikalischer und optischer
Effekte, wie Radarreflexionen oder Überblendungen, leistungsstarke Hardware.
Dies erschwert die Nutzung der Modelle für die tägliche Arbeit der Entwickler.
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Im Bereich der Bildverarbeitung ist die Nutzung aufgezeichneter Videodaten für
die Entwicklung und den Test von Algorithmen weit verbreitet [262, 131]. Zum
einen können dadurch die Aufwände für eine akkurate Modellierung der vielfältigen
optischen Effekte in jedem einzelnen Bild vermieden werden, zum anderen können
Videodaten ohne große Aufwände während ohnehin durchgeführten Erprobungen
aufgezeichnet werden.
Wie in Abschnitt 5.4 beschrieben wurde, werden zur Evaluation von Prototypen
und Musterständen. sowie zu Freigaben Erprobungen durchgeführt. Bislang werden
die dabei aufgezeichneten Datenreihen (vergleiche Abbildung 5.6) der internen
Fahrzeugkommunikation hauptsächlich zur Analyse des funktionalen Verhaltens
einzelner Kundenfunktionen und Wirkketten genutzt. Die in diesen Daten enthalte-
ne Information kann in einer zur Bildverarbeitung ähnlichen Weise genutzt werden,
um während der Entwicklung von Funktionen höherer Ebenen die vorherrschen-





n Prototypen Musterstände Freigabestände
Aufgezeichnete Szenarien
Abbildung 5.6: Verschiedene, während der Entwicklung nutzbare Datenquellen zur Ableitung
von Szenarien.
Neben einer größeren Anzahl verfügbarer Varianten, ermöglicht eine Zusammenfüh-
rung der Funktionserprobungen im Fahrversuch mit den Tests in der simulierten
Umgebung eine verbesserte Analyse und Bewertung des Funktionsverhaltens in
spezifischen Situationen. Solche für die Entwicklung besonders interessanten Situa-
tionen treten bei der Erprobung mit dem prototypischen System auf und erweitern
die Erfahrung der Entwickler im Umgang mit dem System. Neben auffälligen Situa-
tionen mit unerwünschtem Regelungsverhalten sind dies beispielsweise Situationen,
die den Mehrwert der gewählten Umsetzung gegenüber anderen Ansätzen besonders
verdeutlichen. Eine direkte und automatisierte Überführung dieser Situationen
und Szenarien in die Simulation ermöglicht es, die Wirksamkeit umgesetzter Ände-
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rungen schnell und effizient zu prüfen und die gesammelte Erfahrung nachhaltig
erlebbar zu halten.
Um diese Aufzeichnungen für die Entwicklung und den Test von Fahrzeugregelungs-
funktionen nutzen zu können wird im folgenden Kapitel eine Methode vorgestellt,
die die Nutzung aufgezeichneter, aus der Fahrzeugkommunikationsstruktur (ergl.
Kap. 2.2.1) stammender Eingangsdaten des PCC-Features innerhalb einer Simula-
tion mit geschlossener Regelschleife ermöglicht.
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Simulation
Die Nutzung der aufgezeichneten fahrzeuginternen Kommunikation für die Ent-
wicklung und den Test von Funktionen mit Open-Loop Charakter stellt eine leis-
tungsfähige Möglichkeit für deren simulierte Ausführung und Bewertung dar. Eine
Voraussetzung für die Nutzung der Daten ist eine ausreichend präzise Zeitauflösung
der Aufzeichnung. Die assistierenden und automatisierenden Funktionen höherer
Abstraktionsebenen nutzen, wie in Abschnitt 4.3 beschrieben wurde, die über das
interne Kommunikationsnetzwerk des Fahrzeugs verfügbaren Informationen der
Funktionen unterer Ebenen. Abbildung 6.1 stellt beispielhaft einen Ausschnitt von
zwei der im PCC-Feature genutzten Signale dar.


























Abbildung 6.1: Darstellung eines Ausschnitts aufgezeichneter Eingangsdaten der fahrzeu-
ginternen Kommunikation am Beispiel von Signalen für die Drehrate und
Straßensteigung.
Die in den Kommunikationsnetzen üblichen Zykluszeiten kontinuierlich bereitge-
stellter Signale von 10-20 ms stellen für aktuelle Datenlogger keine Herausforderung
dar1. Eine zeitsynchrone Wiedergabe dieser Daten ermöglicht in der virtuellen
1Z.B. XORAYA Datenlogger: 100 ns, XORAYA Datenlogger 6810 Quad V5, X2E GmbH,
http://www.x2e.de/de/produkte/xoraya_datenlogger_v5.php
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Testumgebung die wiederholte Ausführung einer Open-Loop Funktion innerhalb
des realistischen Testszenarios und eine detaillierte Analyse der enthaltenen Situa-
tionen.
Für die prädiktive Längsregelung des PCC-Features stellt die Nutzung einer zeitsyn-
chronen Wiedergabe nur einen begrenzten Mehrwert dar. Die open-loop Simulation
eignet sich zur detaillierten Analyse von Auffälligkeiten des während des Fahrver-
suchs genutzten Softwarestands. Die virtuelle Wiedergabe ergänzt die Erprobung
durch eine von der Echtzeit entkoppelten Wiedergabe und unterstützt so die de-
taillierte Analyse des Systemverhaltens und der internen Zustände. Werden jedoch
Änderungen an der Software oder ihrer Parametrierung durchgeführt, um ein ange-
passtes Regelungsverhalten zu erreichen, weicht das aufgezeichnete Verhalten vom
erwarteten Regelungsverhalten ab. Folglich verschlechtert sich die Aussagekraft der



















Abbildung 6.2: Abstrahierte Darstellung der PCC-Wirkkette in Anlehung an [218], ergänzt
um die in Abbildung 5.5 eingeführten Aufteilung in Testobjekt & -umgebung.
Abbildung 6.2 bietet eine stärker abstrahierte Darstellung der PCC-Wirkkette,
aufgeteilt in Testobjekt und Testumgebung. Die Ein- und Ausgangsschnittstellen
des Testobjekts repräsentieren die über das Kommunikationsnetz des Fahrzeugs
realisierte Verbindung mit verschiedenen im Fahrzeug verteilten Steuergeräten. Um
die Analyse der Wirkkette zu vereinfachen, sind sie thematisch zusammengehö-
rig gruppiert. Der Begriff Egofahrzeug ermöglicht im Folgenden eine eindeutige
Unterscheidung zwischen dem eignen Fahrzeug und durch Sensorik erfassten Ver-
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kehrsobjekten. Die konkreten Signale der in der Simulation zu substituierenden
Eingangsschnittstellen des PCC sind in der folgenden Liste zusammengefasst:
• Fahrereingaben (Lenkradwinkel, Pedalpositionen, Bedienaktionen)
• Radar des ACC (Relative Position, Geschwindigkeit und Beschleunigung
erfasster Verkehrsobjekte in Bezug zum Egofahrzeug)
• Monoskopische Frontkamera (Geschwindigkeitslimits sowie relative Position,
Krümmung, Breite und Länge erkannter Fahrspurmarkierungen)
• GPS Lokalisierung des Egofahrzeugs und elektrischer Horizont(globale Fahr-
zeugposition, vorausliegende Kurvenkrümmung, Streckensteigung und Ge-
schwindigkeitslimits)
• Interne Sensorik (Geschwindigkeit, Beschleunigung, Momente und Drehzahlen
















Abbildung 6.3: Visualisierung der Umfelderfassung des PCC-Features mit GPS-Position, prä-
diktiver Streckenvorschau des elektronischen Horizonts, erfassten Spurmarkie-
rungen, erfasstem ACC-Zielobjekt und statischen und dynamischen Objekten
(Unterlegte Karte: c© OpenStreetMap contributors).
Abbildung 6.3 visualisiert die zur Umfelderfassung genutzten Eingangsschnittstellen
des PCC. Die Sicht aus der Vogelperspektive vereint die Umfeldinformationen der
beschriebenen Sensoren über einer geografischen Kartendarstellung. Es ist eine
Differenz zwischen der GPS-Position (schwarz) und der im elektronischen Horizont
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abgeglichenen Kartenposition (olive) des Egofahrzeugs zu erkennen. Die optisch
erfassten Spurmarkierungen (ocker) decken sich größtenteils mit den prädiktiven
Streckendaten. Die durch das Radar erfassten Objekte sind entsprechend ihrer
Klassifizierung als Zielobjekt (violett), statische (blau), vorausfahrende (grün) und
entgegenkommende Objekte (rot) dargestellt.
Diese Eingänge des Systems sind in unterschiedlicher Weise von der Fahrzeuglängs-
dynamik abhängig. Um einen größtmöglichen Nutzen aus den aufgezeichneten
Daten des Fahrversuchs zu ziehen und die Aufwände für Modellierung und Pa-
rametrierung der Simulation möglichst gering zu halten, werden im folgenden
Abschnitt die kausalen Zusammenhänge der Wirkkette analysiert und entsprechend
ihren Abhängigkeiten kategorisiert. Aufbauend auf dieser Kategorisierung wird
die Reactive-Replay Methode vorgestellt, die das in der bestehenden Simulation
genutzte Regelstreckenmodell der Fahrzeuglängsdynamik mit den aufgezeichneten
Erprobungsdaten kombiniert und damit eine an das Regelungsverhalten angepasste
Wiedergabe der Daten ermöglicht. Teile dieses Kapitels wurden bereits im Rahmen
eines Konferenzbeitrags veröffentlicht [JB3].
6.1 Analyse der kausalen Zusammenhänge
Die Betrachtung kausaler, d.h. auf Ursache und Wirkung bezogener Zusammenhän-
ge, ermöglicht eine detaillierte Analyse der komplexen Abhängigkeiten innerhalb
eines technischen Systems. Beispielsweise beschreibt Wiese [263] eine Methode
zur Analyse und Identifikation von Fehlerwirkungen und Fehlerfortpflanzungen
basierend auf der Modellierung System inhärenter Ursache-Wirkungs-Pfade in
der logischen Systemarchitektur. Der Reactive-Replay Ansatz basiert auf einer
Ursache-Wirkungsanalyse des PCC zur Unterscheidung zwischen Systemeingän-
gen, die eine direkte Rückkopplung auf eine Stellgröße des Regelungsalgorithmus
darstellen, und Systemeingängen, die indirekt von einer Stellgröße und/oder einer
externen Abhängigkeit beeinflusst werden. Die zentrale Idee des Ansatzes ist es,
Signale mit direkter Rückkopplung durch ein Simulationsmodell zu ersetzen und
die übrigen Signale aus den aufgezeichneten Daten zu extrahieren und entspre-
chend der Ursache-Wirkungs-Beziehung an das Ergebnis des Simulationsmodells
anzupassen.
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6.1.1 Mathematische Herleitung
Die kausalen Zusammenhänge des PCC-Regelungssystems können mit drei Ein-
gangssignalen x(t), y(t) und z(t) sowie dem Ausgang u(t) vereinfacht durch
u (t) = f (x (t) , y (t) , z (t)) (6.1)
ausgedrückt werden. Dabei ist x(t) eine Komponente der Rückkopplung und mo-
noton steigend. Damit kann dieses Signal als eindeutige Referenzgröße genutzt
werden. y(t) ist direkt von x(t) abhängig und kann damit direkt referenziert wer-
den. z(t) stellt ein Signal dar, das von der Zeit t und von x(t) abhängt. Es kann
durch einzelne zeitabhängige Sequenzen beschrieben werden, die durch Ereignisse
ausgelöst werden, die von x(t) abhängig sind.
Die Datenreihe einer zugehörigen Aufzeichnung von N Abtastungen und der
Abtastzeit ∆t kann als diskretes Signal
xn = x (n∆t) = x (tn) (6.2)
mit dem positiv ganzzahligen Index n ∈ {0, 1, 2, ..., N − 1} und der entsprechen-
den Aufzeichnungszeit tn ausgedrückt werden. Das Signal x(t) kann mit xˆ als










mit der Zykluszeit der Simulation ∆tˆ, einer Anzahl von I Simulationsschritten,
dem positiv ganzzahligen Index i ∈ {0, 1, 2, ..., I − 1} und der Simulationszeit ti
beschrieben werden. Die Abtastzeit der Aufzeichnung ∆t und die Zykluszeit der
Simulation ∆tˆ sind über den Faktor α
∆t = α∆tˆ mit α > 0 (6.4)
miteinander verknüpft. Eine Verknüpfung des aufgezeichneten Signals yn mit
dem simulierten Eingang xˆi ermöglicht dessen konsistente Wiederverwendung.
Substituiert man tn durch xn erhält man
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Der Bezug zwischen xn und xˆi erfolgt über eine Interpolation nicht äquidistanter
Datenvektoren. Die Indizes i und n werden mit Hilfe der Funktion
g (a) =
{
1 for 0 ≥ a
0 else
(6.6)
aufeinander abgebildet. Daraus folgt die Substitution des Simulationsindex i durch




g (xˆi − xj) . (6.7)
Folglich können die aufgezeichneten Daten yn auf das simulierte Signal xi abgebildet
werden und der Eingang yˆi aus der Aufzeichnung entsprechend des Simulationsmo-
dells abgetastet und in das Testobjekt eingespeist werden
yˆi = yn mit n =
N−1∑
j=0
g (xˆi − xj) . (6.8)
Das Signal yˆi verhält sich damit reaktiv auf den Ausgang der Regelung, bzw. des
Testobjekts.
Die zeitabhängigen und ereignisgesteuerten Sequenzen des Signals zn
Das Signal zn besteht aus K aufeinanderfolgenden zeitabhängigen und ereignisge-
steuerten Sequenzen zk (tjk), die jeweils Jk Datenelemente enthalten. Der Ablauf
innerhalb einer Sequenz hängt von der Aufzeichnungszeit tn ab. Der kausale Zu-
sammenhang zwischen den verschiedenen Sequenzen und den übrigen Signalen
basiert auf den jeweiligen Startzeiten t0k, die wiederum auf die Referenz xn bezogen
werden können. Einzelne Sequenzen können durch






ausgedrückt werden. Die Rechteckfunktion
rect (a) =
{
1 for 0 ≤ a < 1
0 else
(6.10)
begrenzt dabei die Gültigkeit im Zeitbereich. Für das Beispielsystem ist z = 0 der
Standardwert, wenn keine Sequenz verfügbar ist. Um die aufgezeichneten Sequenzen
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in der Simulationsumgebung wiederzuverwenden müssen alle Abhängigkeiten zur
Aufzeichnungszeit tn durch die Simulationszeit tˆi ersetzt werden. Zunächst muss




g (x0k − xˆi) (6.11)







Ersetzt man tjk in Gleichung 6.9 mit dieser Beziehung und bildet über alle Se-





















Zur Vereinfachung wurde ein Term zur Limitierung auf eine einzige gültige Sequenz
weggelassen. Bei der Umsetzung des Ansatzes müssen Vorkehrungen getroffen
werden, die die gleichzeitige Existenz von zwei Sequenzen verhindern. Die Sequen-
zierung des Signals zn ermöglicht eine Entkopplung der aufgezeichneten Daten vom
Zeitstempel der Aufzeichnung. Im Folgenden wird die Wirkkette des PCC-Features
entsprechend der beschriebenen kausalen Zusammenhänge unterteilt.
6.1.2 Kausale Zusammenhänge PCC
Die Kernfunktionalität des PCC ist die Regelung der Fahrzeuggeschwindigkeit.
Folglich ist die direkte Rückkopplung der Regelstrecke ein Übertragungsglied, das
die Stellgrößen der MPC in eine Geschwindigkeit überführt. Die einfache Integration
der angeforderten Beschleunigungen stellt bereits ein stark vereinfachtes Modell
dieses Übertragungsglieds dar. Um das in Abschnitt 5.1 beschriebene komfort- und
energieoptimale Fahrverhalten zu erhalten, berücksichtigt die Regelung den voll-
ständigen Antriebsstrang inklusive der Verbrauchs- und Momentenkennfelder des
Motors und der Übersetzungen und Verlustmomente der Getriebe und Differentiale
sowie die Längsdynamik des Fahrzeugs mit Reifenschlupf, Luft-, Roll-, Steigungs-
und Beschleunigungswiderständen in unterschiedlichen Detaillierungen [218]. Diese
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Details sind somit Teil der direkten Rückkopplung und müssen auch im Modell der
Regelstrecke modelliert werden. Insbesondere müssen alle Schnittstellen des An-
triebsstrangs, die der PCC als Stellgröße nutzt, emuliert werden, wie beispielsweise
die Wahl einer Getriebestufe, des Antriebsmoments oder den Start einer Segelphase
mit entkoppeltem Antrieb.






















































Abbildung 6.4: Die Analyse der kausalen Zusammenhänge in der PCC-Wirkkette führt zur
Kategorisierung der Systemumgebung in Elemente mit direkter Rückkopplung,
positionsabhängige Elemente sowie zeit- und positionsabhängige Elemente.
Die grau gestrichelten Beziehungen sind auf externe Einflüsse und unbekannte
Rahmenbedingungen zurück zu führen, die in den aufgezeichneten Daten
nicht enthalten sind. Sie werden durch die Zeitabhängigkeit substituiert.
Abbildung 6.4 zeigt die kausale Analyse der PCC-Wirkkette und das Element
Antriebsstrang & Fahrzuglängsdynamik innerhalb der direkten Rückkopplung. Die
Beschleunigungskraft des Fahrzeugs ergibt sich aus der Differenz zwischen der
Antriebskraft des Motors und den Fahrwiderstandskräften. Während der Luftwi-
derstand stark von der gefahrenen Geschwindigkeit abhängt, sind der Roll- und
insbesondere der Steigungswiderstand vom Steigungswinkel der Straße abhängig.
Dieser ändert sich mit der Streckenposition des Fahrzeugs. Daraus resultiert eine
zweite Rückkopplung in der Wirkkette zwischen der Straßentopologie und der
Fahrzeuglängsdynamik. Neben der Rückkopplung zur Fahrzeuglängsdynamik geht
die Straßensteigung, die im Antriebsstrang ermittelt wird, über den Block interne
Sensorik in den PCC ein.
Die über die Simulationszeit integrierte Fahrzeuggeschwindigkeit liefert mit der
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absoluten Streckenposition eine eindeutige Referenz zwischen Längsdynamik und
Straßentopologie. Diese Referenz ist in Abbildung 6.5 dargestellt und kann als ein-
































Abbildung 6.5: Die Integration der Fahrzeuggeschwindigkeit über der Simulationszeit lie-
fert mit der absoluten Streckenposition eine eindeutige Referenz zwischen
Längsdynamik und Straßentopologie.
Die Lokalisierung des Fahrzeugs in Bezug auf seine Position in der realen Welt
basiert auf einem GPS-Empfänger und der digitalen Karte des elektronischen
Horizonts. Die prädiktive Streckeninformation wird in Form einer komplexen Nach-
richtenstruktur über das Kommunikationsnetz des Fahrzeugs empfangen. Beide
Informationsströme sind von der Streckenposition des Fahrzeugs abhängig. Die
GPS-Messungen stellen eine Abtastung des kontinuierlichen Verlaufs der Fahrzeug-
position dar und die Daten des elektronischen Horizonts liefern den vorausliegenden
Ausschnitt der globalen Karte. Dabei können sich aufeinanderfolgende Ausschnitte
aufgrund von Abzweigungen oder Fehlern des Kartenabgleichs grundlegend un-
terscheiden. Darüber hinaus wird die komplexe Datenstruktur des elektronischen
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Horizonts über mehrere Nachrichten verteilt übermittelt. Daher hat dieser Daten-
strom einen auf die Streckenposition bezogenen, ereignisgesteuerten Charakter.
Das monoskopische Frontkamerasystem erfasst die Verkehrszeichen und Fahrspur-
markierungen des jeweiligen Bildausschnitts (s. Abb. 6.6). Die Verkehrszeichen
und Fahrspurmarkierungen gehören zur statischen Umgebung des Fahrzeugs und
können ortsfest in Bezug zur Streckenposition referenziert werden. Aus der Abtas-
tung der statischen Umgebung durch das Kamerasystem folgt für den Datenstrom
erkannter Verkehrszeichen zunächst ein spontaner, ereignisgesteuerter Charakter.
Die erkannten Geschwindigkeitslimits werden im Navigationssystem mit den in der
Karte referenzierten Geschwindigkeitslimits abgeglichen und für jedes Datenpaket
wird das jeweils gültige Limit übermittelt. Damit stellen die Geschwindigkeitslimits
und die erfassten Fahrspurmarkierungen analog zur GPS-Position die Abtastung
eines kontinuierlichen Verlaufs dar. Werden keine Verkehrszeichen oder Fahrspur-
markierungen erfasst liegen an der jeweiligen Schnittstelle entsprechend ungültige
Werte an. In Abbildung 6.4 wird die Monokamera entsprechend der Analyse als
positionsabhängige Eingangsschnittstelle abgebildet.
Abbildung 6.6: Das monoskopische Frontkamerasystem (orange) erfasst mit Verkehrszeichen
und Fahrspurmarkierungen die statische Umgebung und der Radarsensor des
ACC die Objekte der dynamischen Umgebung.
Die Wahrnehmung des dynamischen Umfelds basiert auf dem Radarsensor des ACC
(s. Abb. 6.6). Dieser liefert eine Liste detektierter Objekte im Sichtfeld des Sensors.
Diese sind den drei Kategorien vorausfahrende Verkehrsobjekte, entgegenkommende
Verkehrsobjekte und statische Objekte zugeordnet. Ihre Positionen, Geschwindig-
keiten und Beschleunigungen werden als zweidimensionale Referenz relativ zum
Egofahrzeug ausgegeben. Das nächstliegende vorausfahrende Verkehrsobjekt, das
der Spur des Egofahrzeugs zugeordnet werden kann, wird vom ACC als Zielobjekt
ausgewählt und für die adaptive Geschwindigkeitsregelung genutzt. Dieses wird als
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Zielobjekt mit eindimensionalen Werten für die relative Distanz, Geschwindigkeit
und Beschleunigung ausgegeben.
Die Eingangssignale der dynamischen Objekte sind von der erfassten Position und
Bewegung des jeweiligen Objektes und der Position und Bewegung des Egofahr-
zeugs abhängig. Das jeweilige Verhalten der Verkehrsobjekte in Referenz zu einem
globalen, ortsfesten Koordinatensystem hängt von der Streckenposition des Objekts
und nicht von in der Aufzeichnung erfassten externen Faktoren ab, wie der Umge-
bung des Verkehrsobjekts, dessen Fahrer und ggf. aktivierter Assistenzfunktionen.
Eine mögliche Beeinflussung des Fahrverhaltens der Verkehrsobjekte durch das
Verhalten des Egofahrzeugs wurde als vernachlässigbar bewertet. Da zu keinem der
externen Faktoren ergänzende Informationen verfügbar sind, werden sie durch eine






Abbildung 6.7: Ausschnitt der Positions- und Zeitabhängigen Eingänge aus Abbildung 6.4.
Einerseits hängt die Existenz der Objektdetektionen von der Position und dem
Verhalten des Egofahrzeugs ab. Gleichzeitig muss aber das zeitliche, auf die absolute
Position bezogene Verhalten der Objekte von der Bewegung des Egofahrzeugs ent-
koppelt werden, um in der Simulation ein reaktives Verhalten der Eingangssignale
mit relativem Bezug zu erreichen. Abbildung 6.8 stellt ein abstraktes Überhol-
szenario dar. Die Interpretation des detektierten Objekts als einzelne, zeitlich
unabhängige Sequenz, deren Start von einer spezifischen Streckenposition des
Egofahrzeugs abhängt ermöglicht diese Entkopplung. Als Startpunkt dient die
jeweilige Position zu der ein Objekt zum ersten Mal erfasst wurde. Objekte, die
zwischenzeitlich, z.B. aufgrund von Sensorabschattungen an Kurven oder Kuppen,
nicht erfasst wurden, generieren mehrere derartige Sequenzen. Diese werden nur
verknüpft, wenn diese Zuordnung bereits während der Aufzeichnung durch die
Objektverfolgung des ACC getroffen wurde.
Das Verhalten des Fahrers und entsprechend die Fahrereingaben (s. Abb. 6.7)
hängen von der Streckenposition, dem Verkehr, dem HMI des Fahrzeugs und
nicht erfassten externen Einflussfaktoren ab. Die Untersuchung der Usability des
PCC ist nicht Teil der Zielsetzung des vorgestellten Ansatzes, daher wird die
Rückkopplung über das HMI größtenteils vernachlässigt und alle Bedienhandlungen
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Interpretation eines detektierten Verkehrsobjekts
als zeitlich unabhängige Sequenz
Abbildung 6.8: Abstrakte Darstellung eines Überholszenarios (linke Spalte) und die Interpre-
tation des detektierten Objekts als einzelne, zeitlich unabhängige Sequenz
(rechte Spalte).
am HMI des PCC werden auf die Streckenposition bezogen. Die Abhängigkeit
von der Verkehrsumgebung hängt von der Persönlichkeit und Tagesverfassung
des Fahrers ab. Da hierzu keine Informationen zur Verfügung stehen, wird diese
Abhängigkeit über die nicht erfassten externen Faktoren abstrahiert und durch
eine Zeitabhängigkeit ersetzt.
Der vom Fahrer über den Lenkradwinkel geregelte Lenkwinkel hängt makroskopisch
von der Straßentopologie an der jeweiligen Streckenposition ab. Die konkrete Reali-
sierung durch den Fahrer basiert auf mikroskopischen Details, die als Sensorrauschen
interpretiert werden. Der gemessene Lenkradwinkel wird als kontinuierliches, po-
sitionsabhängiges Signal interpretiert. Abbildung 6.9 stellt den Bezug zwischen
Aufzeichnungszeit und Streckenposition für die einzelnen Datenpunkte abstrakt
dar. Neben dem Lenkradwinkel sind für das PCC-Feature die Fahrereingaben über
die Pedalerie relevant. Die Betätigung der Bremse führt zur Deaktivierung der
Regelung und das Gaspedal ermöglicht eine Übersteuerung durch den Fahrer. Brem-
se und Gaspedal stellen wie die Betätigung des Blinkers für die PCC-Wirkkette
ereignisgesteuerte, positionsabhängige Signale dar.
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Abbildung 6.9: Abstrahierte Darstellung des Bezugs zwischen Aufzeichnungszeit und Stre-
ckenposition am Beispiel des vom Fahrer geregelten Lenkradwinkels.
6.2 Adaptive Wiedergabe der Messdaten
Durch die Analyse der kausalen Zusammenhänge kann das System in Elemente,
die der grundlegenden Regelschleife zugehören, und Elemente, die von dieser
abhängen, unterteilt werden. Letztere unterscheiden sich weiter in Elemente, deren
Verhalten kontinuierlich oder ereignisgesteuert von der Position abhängt, und
Elemente, deren Verhalten durch positionsabhängig ereignisgesteuerte Sequenzen
mit zeitkontinuierlichem Verlauf beschreibbar ist.
Während Erprobungen werden die Botschaften und Signale der Fahrzeugkommu-
nikation zeitsynchron aufgezeichnet. Änderungen in der Fahrzeuggeschwindigkeit
führen in Bezug auf die Position zu variierenden Abtastintervallen der positionsab-
hängigen Signale. Die Position als Bezugsreferenz wird daher bei der Aufzeichnung
dieser Signale durch die Aufzeichnungszeit als Referenz substituiert.
Im Folgenden wird für die drei identifizierten Abhängigkeiten dargestellt, wie der
kausale Zusammenhang bei einer an unterschiedliche Fahrzeuggeschwindigkeiten
adaptierten Wiedergabe der Messdaten rekonstruiert werden kann. Zur Veranschau-
lichung des Vorgehens wurde aus einer aufgezeichneten Testfahrt der in Abbildung
6.10 dargestellte Ausschnitt von ca. 120s Dauer und ca. 1700m Länge ausgewählt.
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Abbildung 6.10: GPS-Position (rot) des Fahrzeugs für den Ausschnitt einer Testfahrt von
120s Dauer und 1700m Länge. Die Kreise sind entsprechend der Fahrzeug-
geschwindigkeit eingefärbt (blau = 0m/s, gelb = 19m/s).
Bei einer Simulation des PCC-Features wird eine neue Fahrzeuggeschwindigkeit
für die aufgezeichnete Strecke realisiert. Für die Annahme eines vollständigen und
perfekten Simulationsmodells sowie einer identischen PCC-Software und Parame-
trisierung würde die simulierte Geschwindigkeit exakt der Geschwindigkeit der
Aufzeichnung entsprechen. In der Realität wird die simulierte Geschwindigkeit
aufgrund von Vereinfachung und Ungenauigkeiten der Modelle jedoch immer von
der aufgezeichneten Geschwindigkeit abweichen.
Abbildung 6.11 stellt drei unterschiedlich skalierte Geschwindigkeitstrajektorien dar,
an deren Beispiel zur Veranschaulichung der adaptiven Wiedergabe in den folgenden
Abschnitten die Eingangssignale entsprechend der kausalen Abhängigkeiten aus
den aufgezeichneten Messdaten rekonstruiert werden. Die Trajektorien wurden
aus der Geschwindigkeit der Aufzeichnung abgeleitet. Trajektorie 1 entspricht der
Aufzeichnungsgeschwindigkeit und die Trajektorien 2 und 3 wurden aus dieser
durch Skalierung mit zwei aus überlagerten Sinuskurven bestehenden Vektoren
abgeleitet, um den Verlauf deutlich, jedoch nicht unrealistisch zu verändern.
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Abbildung 6.11: Drei simulierte Geschwindigkeitstrajektorien an deren Beispiel die adaptive
Wiedergabe erläutert wird.
6.2.1 Positionsabhängige Signale
Der durch den Fahrer und ein möglicherweise aktiviertes Assistenzsystem ein-
gesteuerte Lenkradwinkel stellt ein Beispiel für ein Signal mit kontinuierlichem,
positionsabhängigem Verhalten dar. Um ein an die Fahrzeuggeschwindigkeit des
Simulationsmodells adaptiertes Verhalten zu erzeugen, muss die während der
Aufzeichnung ausgetauschte Bezugsreferenz wiederhergestellt werden. Aus der
Integration der aufgezeichneten Fahrzeuggeschwindigkeit wird der Verlauf der Stre-
ckenposition über der Aufzeichnungszeit berechnet. Diese ergänzt die Zeitreferenz
der Abtastungen um die benötigte Positionsreferenz.
Zur Rekonstruktion der kausalen Abhängigkeit werden die aufgezeichneten Daten
entsprechend der simulierten Fahrzeugposition entlang der ergänzten Positions-
referenz abgetastet. Die Interpolation des Signals erfolgt im Sinne eines Abtast-
Halte-Glieds, d.h. immer der zuletzt überstrichene Messpunkt wird genutzt. Das
Vorgehen führt entsprechend der Fahrzeuggeschwindigkeit zu einer Dopplung oder
dem Verlust von Informationen. Da die Zykluszeiten von 10-20 ms mit 50-100 Hz
deutlich über die Signaldynamik der Längsregelung liegen, stellt dies kein Problem
dar.
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Abbildung 6.12: Darstellung des entsprechend der drei unterschiedlichen Geschwindigkeitstra-
jektorien abgetasteten Lenkradwinkels bezogen auf die Streckenposition und
die Simulationszeit.
Abbildung 6.12 visualisiert den entsprechend drei unterschiedlichen Fahrzeugge-
schwindigkeiten abgetasteten Lenkradwinkel bezogen auf die beiden Referenzen
Streckenposition und Simulationszeit. Der Verlauf der Streckenposition über die
Simulationszeit ist als zweidimensionale Projektion auf die Ebene Streckenposition-
Simulationszeit dargestellt. Auf die dazu orthogonalen Flächen wird der Lenkrad-
winkel über die Streckenposition und über die Simulationszeit projiziert. In Bezug
zur Streckenposition ist der Verlauf des Lenkradwinkels für die drei Geschwindig-
keiten deckungsgleich, während er in Bezug zur Simulationszeit den gewünschten
an die unterschiedlichen Geschwindigkeiten adaptierten Verlauf annimmt.
Ein Beispiel für ein Signal mit ereignisgesteuertem, positionsabhängigem Verhal-
ten sind die durch die Kamera erfassten Geschwindigkeitsbeschränkungen. Das
Vorgehen zur Rekonstruktion ereignisgesteuerter Signale unterscheidet sich vom
kontinuierlichen Fall durch die Abtastmethode. Während der Rekonstruktion des
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Signals mit einer gegenüber der aufgezeichneten Geschwindigkeit höheren Fahr-
zeuggeschwindigkeit der Simulation gehen Informationen verloren, da einzelne
Messpunkte übersprungen werden. Während der Informationsverlust für kontinuier-
liche Signale aufgrund der sehr hohen Auflösung während der Aufzeichnung minimal
ist, kann dies bei ereignisgesteuerten Signalen zum vollständigen Verlust einer In-
formation führen. Die überstrichenen Messpunkte werden nach Daten gefiltert,
die vom Null-Wert abweichen, d.h. eine Information enthalten. Diese Messpunkte
werden in einen Pufferspeicher geschrieben aus dem für jeden Simulationsschritt
ein Element entnommen wird. Enthält der Pufferspeicher keine Elemente gilt der
Null-Wert. Damit ist sichergestellt, dass keine Information verloren geht.
6.2.2 Zeit- und Positionsabhängige Signalsequenzen
Aufgrund der direkten Abhängigkeit der positionsabhängigen Signale von der simu-
lierten Streckenposition reicht der oben beschriebene Austausch der Bezugsreferenz
für die Rekonstruktion der kausalen Zusammenhänge aus. Die korrelierte Abhän-
gigkeit der mit dem Radar erfassten Verkehrsobjekte von der Streckenposition des
Egofahrzeugs und der durch den zeitlichen Verlauf ersetzten externen Faktoren
erfordert einen aufwändigeren Ansatz.
Der Zustand der Verkehrsobjekte setzt sich aus der erfassten Position, Geschwindig-
keit und Beschleunigung in Relation zur Position, Geschwindigkeit und Beschleuni-
gung des Egofahrzeugs zusammen. Pro Zeitschritt sendet der Radarsensor, bzw. das
ACC-Steuergerät für eine feste Anzahl an Objekten ein Datenpaket mit dem erfass-
ten Zustand, das aus mehreren Botschaften auf dem Kommunikationsbus besteht.
Werden weniger Objekte erfasst als in der Schnittstellendefinition vorgesehen sind,
wird ein Null-Frame gesendet. Die in der Schnittstellenspezifikation festgelegte
Anzahl an Objekten stellt damit in den Messdaten einen kontinuierlichen, zeitsyn-
chronen Datenstrom dar. Um die zeitliche Abhängigkeit und die Abhängigkeit von
der Streckenposition des Egofahrzeugs zu entkoppeln, muss zunächst der relative
Bezug der Verkehrsobjekte aufgelöst werden. Über den absoluten Bezug des Ego-
fahrzeugs auf die aufgezeichnete Testfahrt wird der Zustand der Verkehrsobjekte in
eine absolute Streckenposition, Geschwindigkeit und Beschleunigung überführt.
Abbildung 6.13 zeigt die aufgezeichnete Geschwindigkeit des Egofahrzeugs und der
absoluten Geschwindigkeit des für die Längsregelung ausgewählten Verkehrsobjekts
über der Streckenposition und der Aufzeichnungszeit für den zuvor beschriebenen
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Abbildung 6.13: Aufgezeichnete Geschwindigkeit des Egofahrzeugs und des für die Längs-
regelung ausgewählten Verkehrsobjekts über die Streckenposition und die
Aufzeichnungszeit. Die Projektionen auf die Grundflächen des 3D-Plots
stellen die zweidimensionalen Zusammenhänge losgelöst dar.
Messdatenausschnitt. Von 13,5 s bis 72,0 s und 81,8 s bis 87,5 s sind Abschnitte
mit einem für die Längsregelung relevanten Verkehrsobjekt in dem Ausschnitt
enthalten. Für jeden zusammenhängenden Abschnitt wird zur Rekonstruktion der
kausalen Zusammenhänge eine Sequenz mit unabhängiger Zeitreferenz abgeleitet,
die über die Streckenposition des Egofahrzeugs zum Zeitpunkt der ersten Detektion
des Objekts verknüpft ist.
Die unabhängige Zeitreferenz der abgeleiteten Sequenzen erhält das Verhalten des
jeweiligen Objekts bei einer Änderung des Verhaltens des Egoobjekts. Abbildung
6.14 stellt die Geschwindigkeit des Verkehrsobjekts über der Streckenposition des
Egofahrzeugs und der entkoppelten Sequenz-Zeit für jede der drei Trajektorien
dar. Die Streckenposition zu Beginn der Sequenz ist für alle drei Trajektorien
identisch und entwickelt sich mit der Sequenz-Zeit entsprechend der jeweiligen
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Abbildung 6.14: Vidualisierung der Geschwindigkeit des Verkehrsobjekts der ersten Sequenz
über der Streckenposition des Egofahrzeugs und der entkoppelten Sequenz-
Zeit für jede der drei Trajektorien.
Geschwindigkeit. Auf der Zeit-Geschwindigkeit-Ebene ist das zeitlich identische
Verhalten des Verkehrsobjekts für alle drei Trajektorien zu erkennen, während die
Verläufe auf der Position-Geschwindigkeit-Ebene entsprechend der unterschiedlichen
Geschwindigkeiten und der daraus folgenden Streckenposition des Egofahrzeugs
variieren. Zur Einbettung der Verkehrsobjekte in Bezug auf die globale Zeitreferenz
der Simulation werden die Sequenzen durch eine Überschreitung der Startposition
durch das Egofahrzeug ausgelöst und entsprechend des daraus resultierenden
Zeitversatzes mit dem globalen Datenstrom synchronisiert.
Abbildung 6.15 stellt den rekonstruierten Geschwindigkeitsverlauf für die bei-
den Verkehrsobjektsequenzen eingebettet in die globale Simulationszeit und Stre-
ckenposition der drei realisierten Geschwindigkeitstrajektorien dar. Auf der Zeit-
Geschwindigkeit-Ebene ist zu sehen, dass das Verhalten der Verkehrsobjekte um
einen Versatz verschoben, zeitlich identisch ist. Der Versatz entspricht dem Zeitun-
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Abbildung 6.15: Drei den Geschwindigkeitstrajektorien entsprechende Realisierungen der in
Abbildung 6.13 visualisierten Aufzeichnung. Das zeitliche Verhalten des
Zielfahrzeugs ist für alle drei Trajektorien identisch, aber um den zeitlichen
Offset verschoben, den das Egofahrzeug bis zum Erreichen der Triggerposi-
tion benötigt.
terschied, den das simulierte Egofahrzeug der jeweiligen Trajektorie benötigt um die
Startposition der Sequenz zu erreichen. Die von der Simulationszeit losgelöste Wie-
dergabe als Sequenz erhält damit das individuelle Verhalten der Verkehrsobjekte,
während deren Auftreten über die Streckenposition mit den übrigen Eingangssigna-
len synchronisiert ist.
6.3 Reactive-Replay Simulation
Mit dem vorgestellten Ansatz zur adaptiven Wiedergabe der Messdaten wurde die in
Abschnitt 5.4.1 beschriebene Simulationsumgebung für den Test des PCC erweitert.
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Die Erweiterung bietet den Entwicklern die Möglichkeit, während der Erprobung in
der realen Welt aufgezeichnete Situationen und Szenarien am Schreibtisch detailliert
zu analysieren und mit Änderungen an der Implementierung oder Parametrierung
wiederholt auszuführen. Die proprietär entwickelte Simulationsumgebung ermöglicht
es den Entwicklern darüber hinaus, benötigte Anpassungen und Erweiterungen
innerhalb ihrer gewohnten Entwicklungsumgebung umzusetzen.
6.3.1 Implementiertes Gesamtkonzept
Das implementierte Gesamtkonzept (Abb. 6.16), das die entwickelte Methode
umsetzt, besteht aus einer Komponente zur Vorverarbeitung der Aufzeichnungen,
der Testumgebung für die Simulation der PCC-Software auf Subsystemebene und
verschiedenen Modulen zur Bewertung und Analyse. Im Rahmen dieser Dissertation
wurde die bestehende Längsdynamiksimulationsumgebung (vergl. Abschnitt 5.4.1
um die im Folgenden beschriebene Reactive-Replay Engine erweitert. Die Umgebung
ist modular in C++ implementiert und kann auf handelsüblichen Desktopsystemen







Abbildung 6.16: Umgesetztes Gesamtkonzept zur Anwendung der Reactive-Replay Methode.
Zur Vorverarbeitung der Messdaten werden die Signale der Eingangsschnittstellen
entsprechend der ermittelten kausalen Abhängigkeiten gruppiert. Die Werte der
positionsabhängigen Eingänge werden für jeden Zeitpunkt in je einem Datenframe
für kontinuierliche und ereignisgesteuerte Signale zusammengefasst. Jeder dieser
Frames wird dabei mit der zugehörigen Zeit- und Positionsreferenz versehen. Die
einzelnen Nachrichten einer zusammengehörenden Datenstruktur des elektronischen
Horizonts werden als einzelne ereignisgesteuerte Frames abgelegt. Die Eingangs-
schnittstelle der Software-Einheit zur Rekonstruktion der prädiktiven Streckendaten
ist robust und kann auch die dadurch nicht äquidistant über die Zeit verteilten
Einzelnachrichten einer zusammenhängenden Struktur verarbeiten.
Wie bereits beschrieben, wird in den Botschaften des Radarsensors eine feste
Anzahl an detektierten Verkehrsobjekten übertragen. Aus den aufgezeichneten
Daten werden zur Vorverarbeitung zunächst die enthaltenen Objektsequenzen
extrahiert und mit der jeweiligen Startposition versehen. Alle Sequenzen werden
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in aufsteigender Reihenfolge der Startposition in einer Liste abgelegt. Neben der
Startposition beinhalten die Sequenzen die Startzeit und die Anzahl der Frames
sowie eine Liste der zugehörigen Frames. Für jede Sequenz werden die in den
Botschaften enthaltenen relativen Zustände in Abhängigkeit vom Zustand des
Egofahrzeugs auf die globale Referenz abgebildet. Unsicherheiten der Lokalisierung
des Egofahrzeugs werden dabei auf die Objektzustände übertragen. Diese Frames
werden mit dem zugehörigen Zeitstempel, der Streckenposition des Egofahrzeugs
zum Zeitpunkt der Aufzeichnung und der Position des Objekts in der festen























Abbildung 6.17: Testumgebung für die Simulation und den Test der PCC-Software auf
Subsystemebene bestehend aus einem Simulationsmodell des Antriebsstrang
und der Fahrzeuglängsdynamik, der Reactive-Replay Engine, dem Testobjekt
und einem Block für die Visualisierung und Auswertung.
Abbildung 6.17 stellt den konzeptuellen Aufbau der Test- und Simulationsumge-
bung der PCC-Software mit den vier für dynamische Tests und Analysen relevanten
Modulen dar. Neben dem Testobjekt beinhaltet die Testumgebung das Simulations-
modell des Antriebsstrangs und der Fahrzeuglängsdynamik, die Reactive-Replay
Engine zur Rekonstruktion der kausal zusammengehörigen Daten und eine Vi-
sualisierung zur Analyse und Bewertung des Regelungsverhaltens der MPC. Im
Simulationsmodell werden die Werte der grundlegenden Regelschleife berechnet.
Die zur Berechnung des Roll- und Steigungswiderstands benötigte Steigung und
Krümmung der Straße liefert die Reactive-Replay Engine aus den aufgezeichneten
und vorverarbeiteten positionsabhängigen Signalen.
Neben der Position, Geschwindigkeit und Beschleunigung des Fahrzeugs stellt das
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Simulationsmodell den Getriebezustand und die von verschiedenen Funktionsele-
menten des Antriebsstrangs geschätzten oder gemessenen Werte für Drehzahlen und
Momente zur Verfügung. Die übrigen Eingangsschnittstellen werden mit Ausnahme
der Schnittstelle zur Systemaktivierung durch die Reactive-Replay Engine bedient.
Das Aktivierungssignal des HMI wird mit einer festen Zeitverzögerung als Antwort
auf eine durch das PCC signalisierte Systemverfügbarkeit gesendet.
6.3.2 Reactive-Replay Engine
Die Reactive-Replay Engine übernimmt die Datenhaltung und die Rekonstruktion
der kausalen Zusammenhänge während der adaptiven Wiedergabe der aufgezeich-
neten Daten. Ein Aufruf der Modulschnittstelle mit der aktuellen Fahrzeugposition
und dem Zeitstempel der Simulation gibt die rekonstruierten Daten der Eingangs-
schnittstelle zurück. Das Modul ist als dynamische Programmbibliothek in die
bestehende Simulationsumgebung integriert.
Die positionsabhängigen Daten werden über ihre Positionsreferenz abgetastet und
die Ausgabestruktur übernommen oder im Fall von ereignisgesteuerten Signalen
zunächst in den Zwischenspeicher geschrieben. Aus diesem Speicher wird für jeden
Aufruf der Reactive-Replay Schnittstelle ein Element übernommen. Die Daten
bleiben inhaltlich unverändert, d.h. es wird keine Interpolation über die Strecken-
position durchgeführt. Wie in Abschnitt 6.2.1 beschrieben wurde, ist der dadurch
eingebrachte Fehler vernachlässigbar.
Die Verkehrsobjektsequenzen werden entsprechend ihrer Startposition aktiviert und
für jeden Zeitschritt wird ein Objektframe aus der Sequenz entnommen. Es wird an
der während der Vorverarbeitung gespeicherten Position in die Botschaftsstruktur
des ACC-Sensors eingefügt. Bewegt sich das Fahrzeug in der Simulation schneller
als zur Aufzeichnungszeit, kann dies dazu führen, dass mehrere Objekte derselben
Botschaftsposition aktiv sind. In diesem Fall werden immer die Frames der zuletzt
aktivierten Sequenz genutzt.
Die Rekonstruktion der zweidimensionalen Position, Geschwindigkeit und Beschleu-
nigung in relativem Bezug zum Zustand des Egofahrzeugs stellt eine gewisse
Herausforderung dar. Das Simulationsmodell beschreibt lediglich die Längsdynamik
des Fahrzeugs, daher sind die zweidimensionale Position und die Orientierung des
Egofahrzeugs nicht verfügbar. Anstelle einer simulierten Position und Orientierung
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werden diese über die zurückgelegte Streckenposition aus den Streckendaten des
elektronischen Horizonts gewonnen.
6.4 Evaluation und Bewertung
Die Reactive-Replay Methode ermöglicht die Wiederverwendung aufgezeichneter
Testfahrten für den virtuellen Test regelungsbasierter Fahrzeugfunktionen. Die
adaptive Wiedergabe der Daten zur Rekonstruktion der kausalen Zusammenhänge
ermöglicht einen unmittelbaren Übergang von der Erprobung in die Simulation.
Im öffentlichen Straßenverkehr erlebte Situationen können durch den Einsatz
der Reactive-Replay Methode ohne zeitaufwändige manuelle Parametrierung von
Simulationsszenarien reproduzierbar in eine virtuelle Testumgebung überführt
werden.
Aufgrund der hohen Automatisierung unterstützt der Ansatz den funktionalen Ent-
wurf, das Debugging und den Test der implementierten Software sowie eine initiale
Validierung neuer Funktionskonzepte und -alternativen auf eine sehr effiziente,
zeitsparende Art und Weise. Anstelle der manuellen Spezifikation aller Aspekte der
konkreten Testszenarien werden diese direkt aus der realen Welt abgeleitet. Die
nahtlose und durchgängige Vorgehensweise ermöglicht die Wiederholung beliebiger
während einer Testfahrt erlebter Situationen und Szenarien in der Simulation.
Auf die Modellierung eines großen Teils der Funktionselemente, insbesondere der
physikalischen Sensormodelle und ihres spezifischen funktionalen Verhaltens, kann
verzichtet werden. Alle Signale sind bereits in ihrer benötigten Form inklusive
möglicher Unsicherheiten enthalten. Darüber hinaus müssen die Testszenarien nicht
validiert werden, da sie direkt aus der Realität abgeleitet wurden. Sie beinhalten
bereits die Merkmale und regionalen Besonderheiten mit denen der PCC unter
Serienbedingungen umgehen muss.
Während dieser Ansatz insbesondere für die Vorentwicklung eine leistungsfähige
Möglichkeit darstellt, gibt es klare Beschränkungen. Nur der Antriebsstrang und die
Längsdynamik des Fahrzeugs werden simuliert und ermöglichen eine vollständige
Rückkopplung. Alle anderen Eingangssignale werden lediglich adaptiv wiederge-
geben. Zum Beispiel reagieren die wiedergegebenen Verkehrsobjekte nicht auf zu
dichtes Auffahren und die angepasste Wiedergabe beeinflusst die Signalcharak-
teristik des Lenkradwinkels, da sich dessen Winkelgeschwindigkeit ändert. Für
den letzten Fall werden die Daten ohne Anpassung der Werte inkonsistent, wenn
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z.B. die Winkelgeschwindigkeit selbst Teil der Eingangsschnittstelle ist. Derartige
Abhängigkeiten müssen bereits während der Analyse der kausalen Zusammenhänge
identifiziert werden und entsprechend durch Modelle ersetzt werden.
Die Auswirkungen der Nachteile nehmen mit dem Unterschied zwischen aufgezeich-
neter und simulierter Fahrzeuggeschwindigkeit zu. Neben unerwünschten Änderun-
gen in der Signaldynamik, wirkt eine deutlich geringere Fahrzeuggeschwindigkeit
in der Simulation wie ein Tiefpassfilter und eine deutlich höhere Geschwindigkeit
führt trotz der ursprünglich hohen Abtastraten zu Informationsverlusten. Um
diesem Effekt entgegenzuwirken wird der simulierte Fahrzeugzustand auf den Fahr-
zeugzustand der Aufzeichnung zurückgesetzt, falls der Unterschied eine definierte
Schwelle überschreitet. Die Höhe dieser Schwelle hängt dabei vom individuellen
Kontext der untersuchten Fragestellung, bzw. der Nutzung der Reactive-Replay
Simulation ab. So können bei der Analyse der Wirkung und Zusammenhänge von
Parameteränderungen beispielsweise größere Freiräume erwünscht sein als bei der
Durchführung von Regressionstests.
(a) Aufgezeichnete Szene (b) Rekonstruierte Szene
Abbildung 6.18: Vergleich der Position und Bewegung der aufgezeichneten und rekonstruier-
ten Verkehrsobjekte
Die Rekonstruktion der zweidimensionalen Position, Geschwindigkeit und Beschleu-
nigung in relativem Bezug zum Zustand des Egofahrzeugs stellt eine zentrale
Herausforderung dar. Bei der Rücktransformation der Objekte von ihrem globalen
in den relativen Bezug führen bei der Vorverarbeitung eingebrachte Fehler zu Ab-
weichungen zwischen der aufgezeichneten und der rekonstruierten Situation. Dies
schlägt sich insbesondere in der Bewegungsrichtung der Objekte nieder. Abbildung
6.18 stellt diese Abweichung zwischen der aufgezeichneten und der rekonstruierten
Szene dar. Beispielsweise sind in der aufgezeichneten Szene mehr Objekte enthal-
ten als in der Rekonstruktion. Dies liegt an einer geringeren Geschwindigkeit des
Egofahrzeugs in der Simulation gegenüber der Aufzeichnung.
163
6 Reactive-Replay - Messdatenbasierte Closed-Loop Simulation
Trotz dieser Nachteile ermöglicht die Reactive-Replay Methode die effiziente Nut-
zung einer aussagekräftigen Stichprobe der in Kapitel 5 beschriebenen Varianten-
vielfalt für den Test der PCC-Wirkkette. Am Beispiel der Straßenmodelle, die in
konventionellen Gesamtfahrzeugsimulationen erforderlich sind, wird dieser Vor-
teil deutlich. Allein die Länge des deutschen Straßennetzes2 beträgt ca. 626.000
km. Um nur ein Zehntel des deutschen Straßennetzes abzudecken, bedarf es einer
detaillierten Modellierung von sechzigtausend Kilometern Straße und der anschlie-
ßenden Parametrierungen der Verkehrsobjekte. Während derartige Umfänge mit
dem konventionellen Modellierungsansatz eine enorme Anstrengung bedeuten, sind
solche Distanzen im Bereich von Erprobungskampagnen üblich und damit durch
den Reactive-Replay Ansatz abgedeckt.
Der hier vorgestellte Ansatz wurde und wird auf täglicher Basis für die Entwicklung
des PCC-Features genutzt. Es steht bereits eine breite Datenbasis aufgezeichneter
Testszenarien mit den darin enthaltenen Verkehrssituationen zur Verfügung. Die
Methode ist für sich wiederholende Tests besonders geeignet und ermöglicht die
Sondierung unterschiedlicher Funktionsparameter. Über einen Zeitraum von ca. zwei
Jahren haben sich dabei folgende Erfahrungen im Einsatz der Methode ergeben:
• Der Aufwand für operative Testaktivitäten auf der Straße wird signifikant
reduziert.
• Der Ansatz ermöglicht eine Analyse von Parameteränderungen auf einer sehr
breiten Stichprobe (beispielsweise kann eine Erprobungskampagne von zehn
Tagen Länge für unterschiedliche Applikationsparameter innerhalb weniger
Stunden mehrfach wiederholt werden).
• Die in der realen Welt gemachten Erfahrungen und erlebten Situationen
im Umgang mit dem PCC-Feature werden in den Daten wiederverwendbar
konserviert.
• Unterschiedliche Softwarestände können auf Systemebene in vielfältigen Si-
tuationen miteinander verglichen werden.
2 Straßenerhaltungsplanung, Bundesanstalt für Straßenwesen, http://www.bast.de/DE/
Strassenbau/Fachthemen/gs3-strassenerhaltungsplanung.html?nn=605006
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6.5 Abgrenzung zu vergleichbaren aktuellen
Forschungsansätzen
Ein vergleichbarer Ansatz wird durch Zofka et al. [264] zur Generierung kritischer
Verkehrsszenarien beschrieben. Im realen Straßenverkehr mit einem Lidar-Sensor
aufgezeichnete Verkehrsobjektsequenzen werden manuell aus den aufgezeichneten
Daten extrahiert und innerhalb einer Simulationsumgebung wiedergegeben. Dabei
wird deren Position angepasst um aus einem ursprünglich sicheren Szenario ein
kritisches Szenario mit realem Objektverhalten zu erzeugen. Diesem Ansatz liegt ein
ähnliches Prinzip zugrunde, er ermöglicht jedoch keine vollständige Rekonstruktion
einer aufgezeichneten Testfahrt und beinhaltet hohe manuelle Aufwände.
Bojarski et al. [265] beschreiben in ihrem Blogpost „End-to-End Deep Learning
for Self-Driving Cars“ die Nutzung eines Neuronalen Netzes, das direkt aus dem
Pixelbild einer Frontkamera die Ansteuerung der Lenkung ableitet. Es wird be-
schrieben, dass für das Training des Netzes 72 Stunden Daten bei „klarem und
bewölktem Wetter, Nebel, Regen und Schneefall sowie bei Tag und bei Nacht
gesammelt wurden“. Um das Netz in einer simulierten Umgebung zu testen, wird
das querdynamische Verhalten des Fahrzeugs simuliert und das zugehörige Video-
bild aus den aufgezeichneten Daten abgeleitet. Dies ist möglich, da ein größerer
Bildausschnitt aufgezeichnet wurde als in das Netz eingespeist wird. Weicht die
simulierte Querposition des Fahrzeugs von der aufgezeichneten Position ab, wird
dieser Ausschnitt entsprechend verschoben. Übersteigt die Abweichung einen Ab-
stand von 1 m, wird die simulierte Fahrzeugposition auf die aufgezeichnete Position
zurückgesetzt. Dieser Ansatz kombiniert ein Fahrzeugsimulationsmodell und aufge-
zeichnete Daten in ähnlicher Weise zum oben vorgestellten Reactive-Replay. Im
Gegensatz zum Reactive-Replay Ansatz werden lediglich Videodaten in angepassten
Ausschnitten zeitsynchron wiedergegeben. Eine genauere Untersuchung und Be-




7 Systematische messdatengestützte Absicherung
mittels Reactive-Replay
Die im vorhergehenden Kapitel beschriebene Reactive-Replay Methode ermöglicht
mit der Wiederverwendung aufgezeichneter fahrzeuginterner Kommunikationsda-
ten innerhalb der Simulationsumgebung den Test des PCC-Features anhand von
in der Realität aufgetretenen Situationen und Szenarien. Der direkte Übergang
zwischen Realität und Simulation unterstützt insbesondere die funktionale Absi-
cherung in der Phase des detaillierten Softwareentwurfs und der Implementierung
(SWE.3, siehe Abschnitt 2.7) durch die Verbindung der Entwicklungsansätze Rapid
Prototyping (siehe Abschnitt 3.3.3) und simulationsgestützte Entwicklung (siehe
Abschnitt 3.3.4). Während dieser Phase dient die Simulationsumgebung primär als
Entwicklungs- und Debug-Werkzeug, das den Entwicklern ein schnelles Feedback
bezüglich umgesetzter Implementierungen und Änderungen liefert. Die Analyse und
Bewertung des Simulationsergebnisses erfolgt dabei manuell durch den jeweiligen
Entwickler. Eine Verwendung der Simulationsumgebung als Testwerkzeug setzt
eine automatisierte Bewertung des Simulationsergebnisses und ein systematisches
Vorgehen bei der Auswahl der genutzten Messdaten voraus.
Der folgende Abschnitt 7.1 beschreibt das Vorgehen und die implementierten Werk-
zeuge zur Verwaltung der Erprobungsdaten und der Ableitung von Testszenarien.
In Abschnitt 7.2 werden zwei Konzepte und deren Umsetzung zur automatisierten
Bewertung der Simulationsergebnisse virtuell reproduzierter Testfahrten vorgestellt.
Der erste Ansatz ermöglicht die Nutzung der Simulationsumgebung für Regres-
sionstests auf Subsystemebene. Der zweite Ansatz ermöglicht die Prüfung eines
virtuellen Fahrmanöverkatalogs und in einer erweiterten Form die kontinuierliche
Prüfung der Subsystem-Anforderungen des PCC-Features. Das Kapitel schließt in
Abschnitt 7.3 mit der Vorstellung einer Methode zur systematischen Auswahl einer
repräsentativen Untermenge von Testszenarien ab. Teile dieses Kapitels wurden
bereits im Rahmen von Konferenzbeiträgen veröffentlicht [JB4, JB5].
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7.1 Verwaltung der Erprobungsdaten und Ableitung von
Testszenarien
Die in den Erprobungen aufgezeichneten Szenarien werden entsprechend des Kon-
texts ihrer Aufzeichnung in Ordnern des Filesystems gruppiert abgelegt. Bei-
spielsweise werden die einzelnen Dateien einer Länderkampagne zusammengefasst
abgelegt. Sie werden zur Nutzung in der Reactive-Replay Simulation aufbereitet,
d.h. die Streckenposition wird ergänzt und enthaltene Sequenzen werden extrahiert.
Eine vorverarbeitete Aufzeichnung wird mit Metainformationen, wie Start- und
Endposition ergänzt, um ein Testszenario darzustellen.
7.1.1 Manuelle Analyse und Auswahl
Für die Auswahl der Testszenarien wurde das in Abbildung 7.1 abgebildete Werk-
zeug implementiert. Die in Ordnern gruppierten Erprobungsdaten werden in das
Werkzeug geladen und können über eine Kartenansicht (Abbildung 7.1a) und eine
Listenansicht (Abbildung 7.1b) ausgewählt werden. In der Kartenansicht kann die
Start- und Endposition des ausgewählten Testszenarios festgelegt werden. Dies
wird durch eine Visualisierung der beinhalteten Signale im unteren Drittel der Kar-
tenansicht unterstützt. Im Beispiel ist die Geschwindigkeit des Egofahrzeugs und
enthaltener Verkehrsobjekte dargestellt. In der Listenansicht können die Dateien
einzelner Ordner ein- und ausgeblendet werden. Ausgewählte Testszenarien können
zu Testsets gruppiert werden (Liste „Selected Replay Files“ im unteren Drittel von
Abbildung 7.1b), die gesammelt simuliert und weiterverarbeitet werden können.
7.1.2 Automatisierte Auswahl und Filterung
Manuell zu implementierende Filter unterstützen den Nutzer bei der Suche und
Auswahl spezifischer Testszenarien. So können die Dateien der geladenen Ordner
nach Sequenzen innerhalb bestimmter Wertebereiche (z.B. Geschwindigkeit > 20
m/s) oder bestimmten Metainformationen (z.B. Straßenklasse) durchsucht werden.
Die Startpositionen können dabei um einen definierten Abstand vorgezogen werden,
um der Regelung genügend Zeit zum Einschwingen zu geben. Die Zusammenstellung
des finalen Testsets erfolgt jedoch weiterhin manuell.
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(a) Die verfügbaren Erprobungsdaten sind in einer Karte visualisiert. Das ausgewählte Test-
szenario ist rot hervorgehoben. Im unteren Drittel wird der Geschwindigkeitsverlauf der
ausgewählten Fahrt (rot) und die Geschwindigkeit enthaltener Verkehrsobjekte (violett)
dargestellt. Aus dem abgeleiteten Testszenario ausgeschlossene Teile der Aufzeichnung
sind ausgegraut.
(b) Listenansicht der geladenen Verzeichnisse, darin verfügbaren Erprobungsdaten und der zu
einem Testset zusammengefassten Testszenarien.
Abbildung 7.1: Screenshots vom Werkzeug zur Verwaltung und Auswahl der aufbereiteten
Erprobungsdaten und zur Ableitung von Testszenarien und Testsets.
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7.2 Bewertung der Simulationsergebnisse und
Prozessintegration
Eine vollständige automatisierte Bewertung des Funktionsverhaltens des PCC-
Features stellt eine ähnlich komplexe Herausforderung dar, wie die eigentliche
Entwicklung der modellprädiktiven Regelung. Das erwartete Regelungsverhalten
kann nicht exakt spezifiziert werden, da in der Realität eine große Zahl an Son-
dersituationen und technisch nicht erfassten Randbedingungen auftreten können.
Beispielsweise sind im System keine detaillierten Informationen zur Randbebauung,
der lokalen Straßenqualität oder der Genauigkeit des elektronischen Horizonts ver-
fügbar. Diese Faktoren beeinflussen jedoch das subjektive Empfinden der Passagiere
zu Sicherheit, Fahrkomfort und Effizienz des Systems. Wie in Abschnitt 3.6.2 einge-
führt wurde, werden diese Systemeigenschaften in der Fahrzeugerprobung mittels
subjektiv interpretierten in Fahrmanöverkatalogen spezifizierten Kriterien geprüft.
Beispiele für diese weichen Kriterien sind Formulierungen wie „die Annäherung
erfolgt harmonisch und stimmig“ oder „das Fahrzeug zeigt ein fahrerkonformes
Fahrverhalten“.
Die Zielsetzung der Tests in der Simulationsumgebung, auf System- und Subsys-
temebene einen Nachweis über das korrekte Verhalten des Features zu erbringen,
erfordert eine Objektivierung der Kriterien. In den folgenden Unterabschnitten wer-
den ein Ansatz für Regressionstests zur Identifikation unerwünschter Änderungen
auf einer breiten Datenbasis und ein Ansatz für eine kontinuierliche Prüfung von
Anforderungen auf Basis der Simulationsergebnisse vorgestellt.
7.2.1 Regressionsteststrategie auf Systemebene
Eine Metrik zur allgemeingültigen Bewertung der Simulationsergebnisse müsste alle
Systemeingänge, deren Abhängigkeiten und variierenden Einfluss auf den System-
ausgang berücksichtigen. Eine solche Metrik ist bereits in der modellprädiktiven
Regelung in Form der zur Optimierung der Geschwindigkeitstrajektorie genutzten
Gütefunktion enthalten. Da die Entwicklung einer kontinuierlichen und allgemein-
gültigen Bewertungsmetrik hohe Aufwände erfordert und unter Umständen eine
abweichende und widersprüchliche Interpretation gegenüber der implementierten
Gütefunktion realisiert, erfolgt die Bewertung und Parametrierung des Regelungs-
verhaltens primär auf Basis von Fahrzeugerprobungen und der manuellen Analyse
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des Simulationsergebnisses durch einen Regelungsexperten. Um den übrigen Soft-
wareentwicklern eine teilautomatisierte Bewertung von durchgeführten Änderungen
zur Verfügung zu stellen, wird ein iteratives Vorgehen auf der Grundlage von
Regressionstests auf Systemebene angewandt. Dieses in Abbildung 7.2 skizzierte
Vorgehen basiert auf der Annahme, dass immer der zuletzt im Fahrzeug validierte












































Abbildung 7.2: Regressionstest auf Systemebene durch Vergleich des Simulationsergebnisses
mit dem erwarteten Ergebnis des letzten Releases
Für jeden Entwicklungszyklus wird zu Beginn eine Untermenge an Testszenarien
aus den aufbereiteten Erprobungsdaten ausgewählt. Auf Basis des letzten Softwa-
rerelease wird für den Entwicklungszyklus und die ausgewählten Testszenarien das
erwartete Ergebnis durch die simulierte Ausführung des Releases mittels Reactive-
Replay generiert. Änderungen, die während eines Entwicklungszyklus durchgeführt
werden, führen zu einem neu zu bewertenden Softwarestand. Dieser neue Stand wird
simuliert und das Simulationsergebnis wird über zuvor definierte Bewertungskriteri-
en mit dem erwarteten Ergebnis verglichen. Neben einem Bit-identischen Vergleich
der Ausgangssignale kommen in Abhängigkeit des Entwicklungsfortschritts und der
jeweiligen Zielsetzung toleranzbehaftete Kriterien zum Einsatz. Bewegen sich die
Abweichungen innerhalb einer zulässigen Toleranz, können die Änderungen in den
nächsten Release übernommen werden. Übersteigen sie diese Toleranz prüft der
Entwickler ob es sich bei den Abweichungen um erwünschte Änderungen oder un-
erwünschte Auswirkungen handelt. Sind alle Änderungen im Verhalten erwünscht,
werden diese zusätzlich durch einen Regelungsexperten geprüft und freigegeben.
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(a) Darstellung der Geschwindigkeitstrajektorien (blau), der Begrenzung des Geschwindigkeits-
bereichs (grau) und des Vergleichsergebnisses (grün) über der zurückgelegten Streckenpo-
sition. Die grünen Markierungen signalisieren eine Toleranzüberschreitung.
(b) Visualisierung des Vergleichsergebnisses in Bezug auf die GPS-Position des Fahrzeugs
in einer Kartenansicht. Grüne Markierungen signalisieren die Position von Toleranzüber-
schreitungen.
Abbildung 7.3: Beispiel eines Bewertungskriteriums zum Vergleich der simulierten Geschwin-
digkeitstrajektorie eines neuen Softwarestands mit dem erwarteten Ergebnis
des letzten Releases.
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Abbildung 7.3 stellt das Ergebnis eines einfachen Beispielbewertungskriteriums zum
Vergleich der simulierten Geschwindigkeitstrajektorien dar. Das Kriterium prüft ob
die absolute Differenz der simulierten Geschwindigkeiten (grüner Signalverlauf im
unteren Bildbereich in Abb. 7.3a) unterhalb eines definierten Schwellwerts liegt
(grüne Linie bei 2,5 m/s in Abb. 7.3a). In der Darstellung über der Streckenposition
in Abbildung 7.3a werden Abschnitte mit überschrittenem Schwellwert farblich
abgesetzt markiert. Der Verlauf der absoluten Differenz über der GPS-Position des
Fahrzeugs ist in Abbildung 7.3b dargestellt. Hier markieren die grünen Quadrate
jeweils den Beginn und das Ende einer Schwellwertüberschreitung.
n
Verbundrelease (ca. alle 6 Wochen)
n+1 n+2 n+3
Feature-Release (ca. wöchentlich)
m m+1 m+2 m+3 m+4
Große Fahrzeugvalidierung
~ 50 - 100km
Arbeitsstand (täglich)
Kleine Fahrzeugvalidierung





Abbildung 7.4: Anwendung der Regressionstests im bestehenden Entwicklungsprozess der
Produktlinie.
Die Regressionsteststrategie ist ohne Anpassungen am bestehenden Entwicklungs-
prozess mit festen Meilensteinen zur Abgabe von integrationsfähigen Softwarestän-
den anwendbar. Die entwicklungsbegleitenden Integrationsstände werden, wie in
Abbildung 7.4 dargestellt ist, im übergeordneten Produktentstehungsprozess (vergl.
Kap. 2.9) als Verbundrelease bezeichnet und werden in einem Abstand von ca. 6
Wochen der zuständigen Organisationseinheit zur Integration mit weiteren SWCs
im Steuergerät geliefert. Jedes Verbundrelease wird vor der Abgabe durch eine
Fahrzeugerprobung im Umfang einer Strecke von 50 bis 100 Kilometern validiert.
Der Zeitraum eines Verbundreleases lässt sich in wöchentliche Feature-Releases
unterteilen. Ein solches Release fasst die Änderungen einer Arbeitswoche zusammen
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und wird im Rahmen einer kleinen Fahrzeugerprobung von 10 bis 20 Kilometer
validiert. Der Softwarestand des Feature-Releases dient zur Generierung des er-
warteten Ergebnisses, das in der täglichen Entwicklungsarbeit zur Bewertung der
durchgeführten Simulationen genutzt wird. Durch diese Regressionstests werden die
Zyklen zwischen der Umsetzung einer gewünschten Änderung und deren Prüfung im
Wirkkettenverbund auf Systemebene im Vergleich zur Fahrzeugerprobung extrem
verkürzt und die Aufwände werden reduziert. Die Softwareentwickler erhalten zu
kleinsten umgesetzten Implementierungen und Änderungen ein direktes Feedback
in Bezug auf die Auswirkungen auf das Regelungsverhalten. Auch Entwickler mit
geringem Vorwissen bezüglich der optimierten Längsdynamikregelung von Kraft-
fahrzeugen können auf dieser Grundlage eine erste Einschätzung zur Validität ihrer
Arbeit treffen.
7.2.2 Prüfung von Anforderungen auf System- und Subsystemebene
Neben den bisher beschriebenen vergleichsbasierten Regressionstests ermöglicht
die wiederholte Ausführung von in der Fahrzeugerprobung aufgezeichneten Situa-
tionen und Szenarien auch eine wiederkehrende Überprüfung von System- und
Subsystemanforderungen des PCC-Features. Die im Folgenden vorgestellte Wieder-
verwendung einzelner Sequenzen aufgezeichneter Fahrzeugerprobungen, sowie eine
kontinuierliche Anforderungsprüfung ergänzen die etablierten Testmethoden um
einen reproduzierbaren und automatisierten Softwaretest der SWC. Die abgelei-
teten Testszenarien werden in das Konzept der in der Entwicklung eingesetzten
Continuous Integration Werkzeugkette (vergl. Abschnitt 5.4.4) eingebunden und
ermöglichen damit eine kontinuierliche und tagesaktuelle Ermittlung des Reifegrads
und des Fortschritts der PCC-Entwicklung.
Virtueller Fahrmanöverkatalog
In der systematischen Fahrerprobung (Abschnitt 3.6.2) werden die in den Prüfka-
talogen spezifizierten Fahrmanöver durch Testfahrer umgesetzt und entsprechend
ihrer subjektiven Interpretation bewertet. Durch die Nutzung der während dieser
Erprobungen aufgezeichneten Fahrzeugdaten in der Reactive-Replay Simulation
stehen diese Fahrmanöver als Testszenarien für den virtuellen Test der SWC zur
Verfügung. Die spezifizierten Manöver können in eindeutig spezifizierte und sub-
jektiv zu interpretierende Prüfungen unterteilt werden. Eindeutig spezifizierte
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Prüfungen können dabei vollständig automatisiert getestet werden. Beispiele dafür
sind die Änderung der Systemanzeigen (z.B. angezeigte Zeitlücke) als Reaktion
auf eine Bedienhandlung oder die Einregelung eines bestätigten Tempolimits. Für
die Auswertung dieser Testfälle wird die Position des aktivierenden Ereignisses
markiert und eine Bedingung zur Prüfung der Systemreaktion mit zeitlichem oder
positionsabhängigem Versatz definiert. Erfolgt die erwartete Reaktion innerhalb der
definierten Zeitspanne oder Fahrstrecke wird der Testfall als bestanden gewertet,
andernfalls als nicht bestanden.
Die Bewertung subjektiv zu interpretierender Fahrmanöver erfolgt zunächst durch
einen Regelungsexperten. Der im vorherigen Abschnitt 7.2.1 vorgestellte Regres-
sionsansatz realisiert eine automatisierte reproduzierbare Prüfung einzelner Sze-
narien und eine systematische Überwachung der subjektiven Regelungsgüte. Mit
fortschreitender Entwicklung und Konkretisierung des entwickelten Features sinkt
die Varianz des erwarteten Regelungsverhaltens. Einerseits können damit die zuläs-
sigen Wertebereiche der kontinuierlichen Bewertungskriterien eingeschränkt werden,
andererseits ermöglicht dies die Spezifikation explizit erwarteten Verhaltens auf
ausgewählten Sequenzen der verfügbaren Testszenarien. Abbildung 7.5 stellt einen
















Abbildung 7.5: Testfall zur Prüfung der korrekten Funktionserfüllung einer ausgewählten
Sequenz anhand statischer Gates.
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Der vorgestellte Testfall basiert auf einer Sequenz von 2500m Länge. Für diese
Sequenz wurden sieben Geschwindigkeits-Gates spezifiziert, die an ihrer jeweiligen
Streckenposition für die in der Simulation realisierte Geschwindigkeit einen Tole-
ranzbereich vorgeben. Wird dieser Bereich eingehalten, wird das jeweilige Gate als
bestanden gewertet. Werden alle Gates als bestanden gewertet, gilt der gesamte
Testfall als erfolgreich validiert. Zur Visualisierung werden die Gates entsprechend
grün (für bestanden) bzw. rot (für durchgefallen) eingefärbt. Dieses Vorgehen
ermöglicht die Integration der spezifizierten Systemtests in das auf Einheitenebene
genutzte Unit-Test Werkzeug und damit auch eine nahtlose Integration in die
verwendete Continuous-Integration Werkzeugkette.
Kontinuierliche Anforderungsprüfung
Für die kontinuierliche Anforderungsprüfung werden zustandsbasierte Prüfbedin-
gungen implementiert, die parallel zur Simulationsausführung ausgewertet werden.
Abbildung 7.6 stellt das Zustandsdiagramm der Prüfbedingungen dar. Eine Be-
dingung besitzt die drei Zustände „Passiv“, „Bereit“ und „Aktiv“ und löst bei
einer Transition die Ereignisse „markReady()“, „markTrigger“, „markException()“,
„markFail()“ und „markPass()“ aus. Die Transitionen erfolgen basierend auf den
Bedingungen „Vorbedingung“, „Aktivierung“, „Abbruch“, „Illegale Auslösung“,
„Zeit- oder Positionsüberschreitung“ und „Auslösung“. Das Prinzip dieser Zustände,
Transitionen und Bedingungen wird im Folgenden anhand eines Beispiels erläu-
tert.
Als Beispiel dient eine Anforderung zur Aktivierung des Systems. Mit dem Start
der Simulation wird die Prüfbedingung im Zustand „Passiv“ initialisiert. Die Vorbe-
dingung zur Aktivierung ist das Vorliegen des Signals „Systemstatus aktiv“. Liegt
dieses Signal am Ausgang der SWC an, erfolgt eine Transition in den Zustand
„Bereit“. Von diesem Zustand wird durch einen Wechsel zu „Systemstatus nicht
verfügbar“ eine Abbruchbedingung und damit ein Übergang in den Prüfbedin-
gungszustand „Passiv“ sowie das Ereignis „markException()“ ausgelöst. Erfolgt
ohne eine durch den Fahrer angeforderte Aktivierung ein illegaler Wechsel in den
„Systemstatus aktiv“ findet ein Übergang in den Zustand „Passiv“ statt und ein
Fehlerereignis „markFail()“ wir ausgelöst. Als dritte Transition versetzt eine Akti-
vierungsanforderung des Fahrers die Prüfbedingung in den Zustand „Aktiv“. Durch
die Abbruchbedingung „Systemstatus nicht verfügbar“ wird dieser in den Zustand
„Passiv“ verlassen. Alternativ führt die Überschreitung einer maximal zulässigen
Zeit- oder Streckendifferenz ohne erwartete Systemreaktion zu einem Fehlerereignis
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Illegale Auslösung / markFail()
Passiv Bereit Aktiv
Abbruch / markException()
Überschreitung maximale Zeit- oder Streckendifferenz / markFail()
Auslösung / markPass()
Start der Simulation / Initialisierung()
1 2 1 2 3
Ende der Simulation / Evaluierung()
3
Abbildung 7.6: Zustandsdiagramm für eine kontinuierliche Prüfung spezifizierter Anforderun-
gen
und einem Übergang in den Prüfbedingungszustand „Passiv“. Mit der erwarteten
Systemreaktion eines Wechsels nach „Systemstatus aktiv“ wird der Übergang in
den Prüfbedingungszustand „Passiv“ und ein Bestanden-Ereignis ausgelöst.
Die Auswertung der Prüfbedingungen wird in das Unit- und Modultest Framework
der Continuous Integration Toolchain integriert. Eine Prüfbedingung wird darin als
bestanden gewertet, falls während der Simulation mindestens ein Bestanden-Ereignis
und kein Fehlerereignis ausgelöst wurde. Wird ein Testset mit einer großen Menge
an Testszenarien ausgeführt, liefert die Anzahl enthaltener Bestanden-Ereignisse
eine Aussage über die erreichte Testtiefe.
7.3 Systematische Testszenarien Auswahl
Die in Abschnitt 7.1 beschriebene Auswahl der Testszenarien basiert auf dem Exper-
tenwissen der Entwickler. Während dies grundsätzlich eine angemessene Strategie
darstellt, besteht jedoch das Risiko, dass aktuelle Themen und Fragestellungen der
Entwickler die Auswahl beeinflussen. Darüber hinaus erhöhen die Daten, die auf
internationalen Feldversuchskampagnen aufgezeichnet wurden, schnell die Anzahl
der verfügbaren Testszenarien. Der daraus resultierende Umfang ist durch ein
unstrukturiertes Auswahlkonzept nicht länger überschaubar. Aus diesen Gründen
177
7 Systematische messdatengestützte Absicherung mittels Reactive-Replay
wird ein systematischer Ansatz für eine objektive Testszenarienauswahl benötigt,
der das Risiko minimiert wichtige Testszenarien zu übersehen oder ein unausgegli-
chenes und voreingenommenes Testset zusammenzustellen. Im folgenden wird ein
Konzept und dessen Umsetzung als ein erster Ansatz zur systematischen Auswahl
von Testszenarien präsentiert, dieses Forschungsfeld wird jedoch aufgrund des
großen Umfangs nicht vollständig bearbeitet.
Eine Möglichkeit eines objektiven Auswahlprozesses ist die Bewertung der einzelnen
Szenarien und die entsprechende Auswahl der am besten bewerteten Szenarien.
Blumenstock [266] beschreibt eine Methode zur Bewertung einzelner Abschnitte
des öffentlichen Straßennetzes in Bezug auf ihren Mehrwert für Fahrerprobun-
gen. Spezifische Kriterien definieren eine kombinierte Metrik zur Bewertung des
Straßenabschnitts. Während dieser gradlinige Bewertungsansatz für die Routenpla-
nung von Erprobungsfahrten hilfreich ist, werden inhaltliche Wiederholungen nicht
berücksichtigt. Ein derartiger Ansatz birgt daher die Gefahr einer übermäßigen
Prüfung bestimmter hoch bewerteter Parameterkombinationen bei gleichzeitigem
Auslassen anderer wichtiger Szenarien.
Die Methoden Design of Experiments (DOE) und Factorial Design [267] beschreiben
eine Technik, um Korrelationen und Auswirkungen verschiedener mehrschichtiger
Einflussfaktoren auf ein System zu identifizieren. Ein Full Factorial Design wertet
das System auf alle möglichen Kombinationen von Eingängen unterschiedlicher Ebe-
nen aus. Dies führt zu einer numerischen Explosion. Fractional Factorial Designs,
wie z. B. orthogonale Kombinationsmatrizen [267], schränken den Kombinations-
raum ein. DOE als statistischer Ansatz berücksichtigt keine zeitvarianten Faktoren,
die für die Auswertung des PCC-Features wichtig sind. Die Interpretation der
Einflussfaktoren als multidimensionaler Raum, der nicht vollständig abgedeckt sein
muss, ist für die Auswahl der Testszenarien wichtig.
Die Auswahl eines ausgewogenen Satzes von Testszenarien erfordert eine Lösung,
die alle aufgezeichneten Testszenarien auswertet und enthaltene Wiederholungen
einbezieht. Das Verfahren sollte den mehrdimensionalen Eingangsraum der Regelung
analysieren und eine abwechslungsreiche Auswahl ermöglichen, die alle relevanten
Kombinationen abdeckt. Abbildung 7.7 stellt ein zweistufiges Konzept zur Auswahl
von Testszenarien dar, das diese Anforderungen berücksichtigt. Es zielt darauf
ab, einen auf der Spezifikation und einen auf der Struktur basierenden Ansatz zu
kombinieren.
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Abbildung 7.7: Das zweistufige Vorgehen zur Auswahl eines Testsets basiert auf der Anwen-
dung einer Klassifikationsbaummethode zur Vorauswahl der Testszenarien
und einer Analyse der Parameterüberdeckung zur Reduktion des Testset auf
die relevanteren Szenarien.
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Das Konzept folgt Bourque’s [10] Rat: "Diese beiden Ansätze zur Auswahl der Tests
sind nicht als Alternativen zu sehen, sondern eher als Ergänzungen"1. Während
Bourque einen Kontrast zwischen funktionalen und strukturellen Tests beschreibt,
lässt sich dieser Rat im Kontext der Testszenarienauswahl auf die ähnlichen Defi-
nitionen von Spezifikations- und Strukturbasierten Techniken übertragen, die in
Abschnitt 3.7.1 vorgestellt wurden.
Der erste Schritt des Auswahlkonzepts ist ein spezifikationsbasierter Top-Down
Ansatz, der vordefinierte Kriterien zur Klassifikation der Testszenarien nach ab-
strakten Kriterien nutzt. Dies bietet uns unter anderem die Möglichkeit, Labels und
Markups, die während der Erprobung erstellt wurden, einzubeziehen. Im zweiten
Schritt werden die vorausgewählten Szenarien mit Hilfe eines Bottom-up Ansatzes
reduziert. Zunächst wird der Einfluss in verschiedenen Testszenarien enthaltener
Information auf die strukturbasierte Testabdeckung untersucht, um auf dieser Basis
sich wiederholende Szenarien zu identifizieren und entsprechend zu streichen. Wie
im Folgenden gezeigt wird, ist für ein Regelungssystem eine Analyse des Parame-
terraums der Ein- und Ausgänge zur Testszenarienauswahl den konventionellen
Metriken zur Ermittlung der Testabdeckung vorzuziehen. Daher wird der zweite
Schritt als datengetriebene Reduktion bezeichnet.
7.3.1 Spezifikationsbasierte Auswahl
Der Schritt zur spezifikationsbasierten Auswahl basiert auf der Aufteilung der
Szenarien entsprechend abstrakter, in Übereinstimmung mit festgelegten Systeman-
forderungen definierten Kategorien, vergleichbar mit dem Ansatz zur Äquivalenz-
klassenbildung (Abschnitt 3.7.1). Wie in Abbildung 7.7 dargestellt ist, beinhaltet
dies eine geographische Unterteilung, beispielsweise entsprechend verschiedenen
Ländern mit unterschiedlichen Verkehrsregeln, aber auch eine kontextuelle Differen-
zierung, wie beispielsweise unterschiedliche Straßenklassen (Autobahn, Landstraße,
innenstädtisch). Weitere Kriterien können sich auf den Zustand des Ego-Fahrzeugs,
zum Beispiel das jeweilige Fahrmanöver, die Fahrzeugumgebung, z.B. die Verkehrs-
dichte, und systemspezifische Labels und Mark-Ups beziehen.
Die spezifizierten Kategorien werden, der Klassifikationsbaum-Methode (Abschnitt
3.7.1) folgend, zur systematischen Vorauswahl geeigneter Szenarien genutzt. Damit
1engl.: „These two approaches to test selection are not to be seen as alternatives but rather as
complements“
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werden dedizierte Testsets erzeugt, die für das PCC-Feature relevante Use-Cases in
den für eine Markteinführung vorgesehenen Ländern und Regionen enthalten. Der
Ansatz stellt sicher, dass alle relevanten Kombinationen abstrakter Eigenschaften
in den ausgewählten Szenarien enthalten sind. Dabei ist zu beachten, dass zwar die
verwendeten Auswahlkriterien disjunkt sind, jedoch nicht die einzelnen Szenarien.
Zum Beispiel kann ein Testszenario sowohl einen Autobahnabschnitt als auch einen
Abschnitt einer Landstraße enthalten.
Die in diesem Schritt vorausgewählten Testszenarien können sich wiederholende
Situationen und Informationen enthalten. Daher wird im zweiten, nachgelager-
ten Schritt die Länge der zu simulierenden Strecke komprimiert, in dem sich
wiederholende Informationen entfernt werden.
7.3.2 Datengetriebene Reduktion
Eine Möglichkeit zur Bestimmung der Testtiefe bieten strukturelle Überdeckungs-
analysen (Abschnitt 3.7.2). Im Kontext eines Regelungssystems ist die Messung
der einmaligen Ausführung jeder Programmanweisung oder Bedingung unzurei-
chend. Die in Tabelle 7.1 abgebildete werkzeuggestützte Analyse2 der strukturellen
Abdeckung während der Reactive-Replay Simulation zeigt, dass die Erhöhug der










1 ca. 5 km 74% 60%
1 ca. 50 km 76% 68%
5 ca. 200 km 76% 71%
11 ca. 500 km 76% 73%
21 ca. 1000 km 76% 73%
Tabelle 7.1: Vergleich der Anweisungs- und Bedingungsüberdeckung einer verschiedenen
Anzahl von Testszeanrios unterschiedlicher Gesamtlänge.
Um eine Vielzahl von Fällen abzudecken, muss die Ausführung der Funktion als
Ganzes für unterschiedliche Eingangsvarianten ausgewertet werden. Der vorgestellte
Ansatz basiert daher auf der in Abschnitt 3.7.2 vorgestellten Parameterüberde-
ckung, der eine „Sicht auf ein Softwareprogramm als eine Zuordnung eines Raums
2 BullseyeCoverage, Bullseye Testing Technology http://www.bullseye.com/
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von Eingängen auf einen Raum von Ausgängen“3 [161] zugrunde liegt. Daher kon-
zentriert sich das vorgestellte Konzept auf die Analyse der Zusammensetzung des
mehrdimensionalen Eingangsraum des PCC-Features. Die großen Wertebereiche der
einzelnen Eingangsparameter summieren sich dabei zu einer sehr großen Anzahl von
Parameterkombinationen. Aus diesem Grund ist auch eine generische Erzeugung
aller Kombinationen nicht zielführend, da viele der Kombinationen eher von theore-
tischer Natur sind und in der Realität nicht auftreten. Die Reactive-Replay Methode
beschränkt die genutzten konkreten Testszenarien (vergl. Abschnitt 3.3.4) auf auf-
gezeichnete Erprobungsdaten und begrenzt damit die Vielfalt der Kombinationen
bereits auf ein realitätsnahes Maß. Eine Abdeckung der Extremfälle wird durch
ergänzende, generische Testfälle und -szenarien mit Hilfe der Grenzwertanalyse
(Abschnitt 3.7.1) sichergestellt.
Reale Fahrdaten sind weitgehend redundant, da in den kontinuierlichen Aufzeich-
nungen wiederholt ähnliche Situationen auftreten. Das Ziel ist die Auswahl einer
minimalen Teilmenge von Testszenarien, die eine hohe Variation des Parameterbe-
reichs aufweist und die Fähigkeiten des Testobjekts auslastet. Untersucht werden
müssen alle Größen, die einen entscheidenden Einfluss auf die Ausgangssignale und
damit das Verhalten der analysierten Funktion haben. Die entscheidenden Ausgänge
des PCC-Features sind dessen Steuergrößen Zielgeschwindigkeit, Beschleunigung
und Gangwahl. Sie werden primär durch die Krümmung und Steigung der Straße,
die aktuelle Geschwindigkeitsbegrenzung und, falls vorhanden, die Relativbewegung
und Zeitlücke zu einem erfassten Zielobjekt beeinflusst.
Das Konzept der datengetriebenen Reduktion vergleicht die gesamtheitliche Parame-
terüberdeckung aller Testszenarien der Vorauswahl mit der Parameterüberdeckung
möglicher Kandidaten. Das finale, gefilterte Testset wird durch den Vergleich der
bivariaten Histogramme (Abb. 7.8) aller oben identifizierten relevanten Eingangs-
größen erstellt. Diese Histogramme ermöglichen einen einfachen visuellen Abgleich
der jeweiligen Überdeckungen und der enthaltenen Korrelationen. Basierend auf
dieser Analyse werden nur die Testszenarien ausgewählt, die zuvor leere oder dünn
besetzte Regionen des Wertebereichs belegen. Testszenarien, die nur stark besetzte
Regionen belegen, werden zur Reduktion des Datenumfangs fallengelassen. Diese
Methode wählt damit eine Untermenge an Testszenarien mit dem größten Mehrwert
und der geringsten Informationsredundanz für die Analyse der Funktion aus. Das
Ziel, möglichst kompakte Testsets mit Hoher Variation und Belastung für das
Testobjekt zu extrahieren, ist erfüllt.
3„based on a view of a software program as a mapping from a space of inputs into a space of
outputs“
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(n) Szen. 12 (gewählt)
Abbildung 7.8: Beispiel des datengetriebenen Reduktionsschritts auf Basis der in 12 Testsze-
narien enthaltenen Werte für Kurvenkrümmung und Straßensteigung
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Zur Demonstration des Konzepts wird die in Abbildung 7.7 hervorgehobene Kri-
terienkombination „Auswahl 2“ genutzt. Diese übernimmt alle Testszenarien auf
Autobahnen in den USA in die Vorauswahl. Die Filterkriterien werden in dem in
Abschnitt 7.1 vorgestellten Werkzeug für das Test-Szenario-Management implemen-
tiert. Aus Gründen der Übersichtlichkeit wurde das vorausgewählte Beispieltestset
manuell auf 12 Szenarien reduziert, bevor der datengetriebene Reduktionsschritt ge-
startet wird. Der visuelle Abgleich wird am Beispiel der beiden Eingangsparameter
Straßensteigung und Straßenkrümmung (abgeleitet aus dem Lenkwinkel) erläutert.
In Abbildung 7.8 sind die entsprechenden bivariaten Histogramme der gesam-
ten Vorauswahl, des finalen gefilterten Testsets und jedes einzelnen Testszenarios
abgebildet.
Abbildungen 7.8c bis 7.8n zeigen für jedes der vorgewählten Szenarios die Para-
meterüberdeckung der Steigung und der Krümmung. Abbildung 7.8a bildet die
akkumulierte Überdeckung aller Szenarien ab und die akkumulierte Überdeckung
der reduzierten Auswahl ist in Abbildung 7.8b dargestellt. Das Beispiel zeigt, dass
die Auswahl von 5 Szenarien einen sehr ähnlichen Parameterraum abdecken kann
wie alle 12 Szenarien in Kombination abdecken. Obwohl dies nur ein Beispiel ist
und aus Gründen der Übersichtlichkeit nur zwei Eingabedimensionen betrachtet
werden, ist es offensichtlich, dass im Reduktionsschritt mit einigen wenigen gut ge-
wählten Testszeanarien der Parameterraum belegt und eine Mehrheit der Testfälle
weggelassen werden kann.
Das Beispiel Testset umfasst eine Gesamtdistanz von 22,9 km. Es wird mit der
vorgestellten Methode ohne signifikante Verluste auf 8,6 km reduziert, wie ein
visueller Vergleich der Abbildungen 7.8a und 7.8b zeigt. 7 von 12 Szenarien,
oder mit anderen Worten, mehr als 50% werden während des datengetriebenen
Reduktionsschritts fallen gelassen. Für dieses vereinfachte Beispiel ist der visuelle
Vergleich ausreichend.
Im Falle einer höheren Anzahl und Länge der Testszenarien kann über den vi-
suellen Vergleich eine statistisch repräsentative Auswahl nicht mehr garantiert
werden. In diesem Fall sollte eine Annäherung der Wahrscheinlichkeitsverteilung
des vollständigen Testsets durch den reduzierten Testsatz angestrebt werden.
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7.4 Evaluation und Bewertung
Die in diesem Kapitel beschriebenen Ansätze für den systematischen Einsatz der
Reactive-Replay Methode wurden am Beispiel des in Kapitel 5 beschriebenen PCC-
Entwicklungsprojekts erprobt und evaluiert. Im Folgenden werden die während
des prototypischen Einsatzes und im produktiven Alltag des Entwicklungsprojekts
gesammelten Erfahrungen im Umgang mit den eingeführten Regressionstests auf
Systemebene vorgestellt. Die Ansätze zur kontinuierlichen Anforderungsprüfung
und zur datengetriebenen Testszenarienauswahl werden an ihrer prototypischen
Realisierung diskutiert. Sie konnten sich jedoch nicht im produktiven Alltag des
Entwicklungsprojekts bewähren.
Regressionstests auf Systemebene
Die Erfahrung zeigt, dass der Einsatz der vergleichenden Regressionstests auf Syste-
mebene insbesondere gegen Ende der weitestgehend parallel durchlaufenen Phasen
SWE.3 „Detaillierter Softwareentwurf und Implementierung“ und SWE.4 „Veri-
fikation Softwareeinheiten“ das funktionale Verhalten gegenüber unerwünschten
Änderungen absichert. Insbesondere verhindert der Ansatz während der paralle-
len Arbeit mehrerer Softwareentwickler ein auseinanderdriften des funktionalen
Verhaltens in den verschiedenen Entwicklungszweigen. Bei der prototypischen Rea-
lisierung und der anschließenden Nutzung der Regressionstests haben sich folgende
Erfahrungswerte ergeben:
• Für Refaktorierungen (s. Abschnitt 3.5.1) eignet sich insbesondere der Bit-
identische Vergleich der Simulationsergebnisse unterschiedlicher Softwarestän-
de.
• Das Hervorheben der Abweichungen unterstützt die Entwickler bei der Iden-
tifikation enthaltener Fehlerzustände.
• Der Mehrwert komplexer und allgemeingültiger Vergleichskriterien recht-
fertigt den Aufwand zur Erstellung eher nicht. Statt dessen können mit
fortschreitender Konkretisierung des Funktionsverhaltens für ausgewählte
Testszenario-Sequenzen und die darin enthaltenen Manöver auf Grundlage
von statischen Gates explizite Testfälle definiert werden.
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Kontinuierliche Anforderungsprüfung
Die prototypische Umsetzung des Ansatzes zur kontinuierlichen Anforderungsprü-
fung wurde am Beispiel von spezifizierten Bedienhandlungen umgesetzt. Neben der
Aktivierung und Deaktivierung des Systems wurden Prüfungen zur korrekten Über-
nahme angeforderter Änderungen der Verkehrs- und Topographie unabhängigen
Setzgeschwindigkeit implementiert. Dabei konnten folgende Erfahrungen gesammelt
werden:
• Die prinzipielle Fähigkeit des Ansatzes, während der Simulation kontinuierlich
auf Anforderungserfüllung zu prüfen, konnte nachgewiesen werden.
• Die vollständige und eindeutige Spezifikation der Übergangsbedingungen
zwischen den drei Zuständen ist mit erheblichem Aufwand verbunden.
• Die Auswahl expliziter Testszenarien und eine spezifisch auf das Szenario
spezifizierte Prüfbedingung (z.B. anhand der Streckenposition) ist effizienter
• Die komplexe Struktur der kontinuierlichen Prüfungen beinhaltet ein zu hohes
Fehlerrisiko.
Datengetriebene Auswahl von Testszenarien
Der zweistufige Ansatz zur systematischen Auswahl von Testszenarien wurde
prototypisch in die Werkzeugkette des PCC-Entwicklungsprojekts integriert. Die
Evaluation des Ansatzes erfolgte auf Basis der aus den Aufzeichnungen von drei
Ländererprobungen abgeleiteten Testszenarien. Im Umgang mit dem Ansatz wurden
folgende Erfahrungen gesammelt:
• Der Ansatz ermöglicht eine Identifikation von Testszenarien die seltene Si-
tuationen beinhalten.
• Der im Schritt der datengetriebenen Reduktion enthaltene manuelle Aufwand
übersteigt die in der Entwicklung verfügbaren Ressourcen um ein Weites.
Daher erfordert ein produktiver Einsatz eine geeignete Automatisierung des
Reduktionsschritts.
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• Die Auswertung der bivariaten Histogramme überdeckt möglicherweise ent-
haltene Korrelationen zu weiteren Signalen und zeitliche Abhängigkeiten.
• Die Analyse der Überdeckung des Wertebereichs kann einen erheblichen




8 Zusammenfassung und Ausblick
Zum Abschluss dieser Dissertation wird in diesem Kapitel ein Resümee über die
vorgestellten Ergebnisse gezogen und der wissenschaftliche Beitrag herausgestellt.
Im Ausblick werden Themen aufgezeigt, die im Rahmen dieser Arbeit nicht oder
nur unvollständig behandelt wurden und Anknüpfungspunkte für zukünftige For-
schungsarbeiten darstellen.
8.1 Zusammenfassung
In der vorliegenden Arbeit wurde zu Beginn der Stand der Technik der im Auto-
mobilsektor etablierten Entwicklungsstrategien aufgearbeitet und analysiert. Dies
umfasste die angewandten Entwicklungsvorgehen und -prozesse (Kapitel 2) sowie
etablierte Methoden für die Entwicklung, Verifikation und Validierung von E/E-
Systemen, insbesondere in Bezug auf Fahrzeugregelungsfunktionen (Kapitel 3). In
der Analyse wurde identifiziert, dass die Zunahme Software-getriebener Innova-
tionen eine Einführung agiler Prinzipien begünstigt und Ansätze zur frühzeitigen
Validierung das Risiko in der Entwicklung disruptiver Technologien verringern. Die
untersuchten Entwicklungs- und Testmethoden sind auf die jeweiligen Aktivitäten
der einzelnen Phasen des Entwicklungsvorgehens zugeschnitten. Mit zunehmender
Komplexität gewinnen Prototypen in frühen Entwicklungsphasen an Bedeutung.
Für eine grundlegende Qualitätssicherung im Umgang mit diesen Prototypen sind
daher bereits in frühen Phasen Testaufwände zu erbringen. Für innovative Konzepte
steigt dabei das Risiko, im Falle eines Abbruchs der Entwicklung, Aufwände für die
Erstellung komplexer Testmodelle und -szenarien zu verschwenden. Als mögliche
Alternative wurde die Verwendung der in den Erprobungen mit den Prototypen
generierten Daten als Input für virtuelle Ansätze gesehen.
In Kapitel 4 wurden Kriterien zur Charakterisierung von E/E- und Software-
Features definiert. Diese dienten zur Erstellung einer Taxonomie aktueller und zu-
künftiger Kundenfunktionen. Basierend auf dieser Analyse konnte eine konzeptuelle
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logische Systemarchitektur abgeleitet werden, die eine ganzheitliche Betrachtung der
funktionalen Zusammenhänge unterschiedlichster Systeme ermöglicht. Die Fähig-
keit dieser generalisierten Architektur zur Beschreibung aktueller und zukünftiger
Systeme wurde durch die Modellierung ausgewählter Features dargestellt.
Auf Grundlage der vorgestellten logischen Systemarchitektur wurden in Kapitel
5 die aktuellen Herausforderungen an das Automotive Systems Engineering for-
muliert. Um diesen zu begegnen wurde ein neues Konzept vorgestellt, welches das
etablierte Vorgehen um neue Ansätze und Methoden ergänzt. Kern dieses Konzepts
bildet die in Kapitel 6 vorgestellte Reactive-Replay Methode. Sie ermöglicht eine
nahtlose Überführung von Szenarien und Situationen, die während der Erprobung
auf der realen Straße erlebt wurden, in die Simulation. Damit können erhebliche
Modellierungs-, Spezifikations- und Parametrierungsaufwände in der virtuellen Ab-
sicherung von Fahrzeugregelungsfunktionen eingespart werden. Durch die virtuelle
Wiederholung durchgeführter Erprobungen können unterschiedliche Versionen und
Varianten der entwickelten Softwareeinheiten und -komponenten ohne maßgebliche
Mehraufwände gegen eine Vielzahl von Szenarien verifiziert werden. Erfahrungs-
werte zeigen eine signifikante Reduktion der operativen Testaktivitäten im realen
Fahrzeug.
In Kapitel 7 wurde der systematische Einsatz der Reactive-Replay Methode un-
tersucht. Neben der Verwaltung der Daten wurden Methoden zur Analyse und
Auswahl geeigneter Testszenarien vorgestellt. Die präsentierten Visualisierungen
und Filter unterstützen die Entwickler bei der Identifikation geeigneter Testszena-
rien. Um eine automatisierte Bewertung der Simulationsergebnisse zu ermöglichen,
wurde eine schlanke Regressionsteststrategie in den Entwicklungsprozess integriert,
die auf Basis eines Ergebnisvergleichs umgesetzte Änderungen gegen unerwünsch-
te Auswirkungen absichert. Die vorgestellte kontinuierliche Anforderungsprüfung
analysiert die Simulationsergebnisse über zustandsorientierte Prüfbedingungen.
Abgeschlossen wurde die Arbeit mit einer Untersuchung zur Auswahl eines ausge-
wogenen Satzes von Testszenarien, ohne dabei die Testabdeckung zu verringern.
Der vorgestellte zweistufige Ansatz vereint dabei die spezifikationsbasierte Auswahl
mittels Klassifikationsbaum mit einem neuartigen Ansatz zur datengetriebenen
Reduktion. Dieser ermöglicht die Identifikation von Szenarien mit speziellen Situa-





Aufbauend auf einer ganzheitlichen Analyse der etablierten Prozesse und Methoden
des Automotive Systems Engineering wurde in der vorliegenden Dissertation ein
neues Konzept für die Entwicklung und den Test prädiktiver Fahrzeugregelungs-
funktionen entwickelt, umgesetzt und erprobt. Folgende Ergebnisse stellen den
wissenschaftlichen Beitrag der Arbeit dar:
• Die aus der Taxonomie aktueller und zukünftiger Kundenfunktionen abgeleite-
te konzeptuelle logische Systemarchitektur stellt aufgrund der ganzheitlichen
Systembetrachtung eine Neuerung dar, da eine gesamtheitliche Betrach-
tung funktionaler Elemente sämtlicher Fahrzeugdomänen enthalten ist. Die
eingeführten Abstraktionsebenen ermöglichen die Identifikation geeigneter
Entwicklungsmethoden und -vorgehensweisen.
• Durch die Gegenüberstellung der etablierten Methoden und Prozesse und der
Features höherer Abstraktionsebenen konnten die offenen Herausforderungen
bei der Entwicklung prädiktiver Fahrzeugregelungsfunktionen identifiziert
werden.
• Die entwickelte Reactive-Replay Methode ermöglicht erstmalig die Verwen-
dung von aufgezeichneten Erprobungsdaten aus Testfahrten für die simulierte
Ausführung von Kundenfunktionen mit geschlossener Regelschleife. Durch
die Reduktion von Modellierungs- und Parametrierungsaufwänden trägt sie
substantiell zur Stärkung virtueller Methoden in der Produktentwicklung bei.
• Die vorgestellte Regressionsteststrategie realisiert eine schlanke Prozessinte-
gration der Reactive-Replay Methode, die einen hohen Automatisierungsgrad
aufweist.
• Die prototypisch realisierte Anforderungsprüfung auf Basis von Prüfbedin-
gungen ermöglicht einen Übergang von der expliziten und sequentiellen
Ausführung einzelner Testfälle hin zur kontinuierlichen Bewertung der Kon-
formität.
• Der evaluierte Ansatz, die Auswahl der Testszenarien auf Basis der Parameter-
überdeckung durchzuführen, überträgt Ansätze der explorativen Datenanalyse
auf die Fragestellungen des Automotive Systems Engineering.
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8.3 Ausblick
In dieser Dissertation lag der Fokus auf der Erforschung und Entwicklung der
Reactive-Replay Methode im Kontext der prädiktiven Fahrzeuglängsregelung. In
folgenden Arbeiten können die Übertragbarkeit der Methode auf weitere Features
evaluiert und notwendige Anpassungen identifiziert und umgesetzt werden. Um
darüber hinaus das volle Potential der Reactive-Replay Methode auszuschöpfen,
sollten statistische und explorative Vorgehensweisen sowie Methoden untersucht
werden, die Auswertungen auf großen Datensätzen unterstützen. Erste Konzepte
und Umsetzungen dazu werden in [268] vorgestellt.
Ein besonderer Fokus kann auf die Chancen und Möglichkeiten verschiedener
Datenanalyse- und -explorationsverfahren gelegt werden, um in den Daten enthalte-
ne und bisher unbekannte Abhängigkeiten des Funktionsverhaltens zu identifizieren.
Beispielsweise ermöglichen Methoden zur Klassifizierung der Daten die Bereitstel-
lung für die Funktionsentwickler hilfreicher Kontextinformtionen. Diese dienen
als Grundlage für die Definition von Bewertungsmetriken und für die Auswahl
spezifischer Testszenarien. Die Anwendung von Verfahren zur Optimierung kom-
plexer Systeme, wie z.B. die Entwurfsraumexploration, können einen Beitrag zur
länderspezifischen Anpassung von Applikationsparametern liefern.
Extrahierte Kontextinformationen können zusätzlich eine Abstraktion der Test-
szenarien ermöglichen, die eine Zuordnung der Aufzeichnungen zu spezifizierten
logischen oder funktionalen Szenarien ermöglichen. Wird diese Abstraktion ohne
den Verlust relevanter Informationen und Beziehungen erreicht, können aus den
Aufzeichnungen generalisierte Beschreibungen von Testszenarien zur Anwendung in
unterschiedlichen Simulationsumgebungen (z.B. entsprechend der OpenSCENARIO
Spezifikation) abgeleitet werden.
In [JB6] werden darüber hinaus Chancen zur Nutzung der in den Erprobungen
aufgezeichneten Fahrzeugdaten über alle Entwicklungsphasen hinweg diskutiert. Um
diese systematisch und effizient zu verwerten, bedarf es der Entwicklung von auf den
Automobilsektor zugeschnittenen Lösungen, die eine Analyse und Beantwortung




ACC Abstandsregeltempomat (Adaptive Cruise Control)
ADC Analog-Digital-Wandler (Analog-to-Digital Converter)
ADTF Automotive Data and Time-Triggered Framework
API Schnittstelle zur Anwendungsprogrammierung (Applicati-
on Programming Interface)
ASE Automotive Systems Engineering
ASIL Automotive Safety Integrity Level
CAN Controller Area Network
CPU Prozessor (Central Processing Unit)
DAC Digital-Analog-Wandler (Digital-to-Analog Converter)
DDT Fahraufgabe (Dynamic Driving Task)
DOE Design of Experiments
E/E Elektrik/Elektronik
ECU Steuergerät (Electronic Control Unit)
EPS Elektrisch Angetriebene Servolenkung (Electric Power As-
sisted Steering)
ESC Elektronische Stabilitätskontrolle (Electronic Stability
Control)
FPGA Field Programmable Gate Array
GNSS Globales Navigationssatellitensystem (Global Navigation
Satellite System)
GPU Grafikprozessor (Graphics Processing Unit)
HIL Hardware-in-the-Loop
HMI Mensch-Maschine-Schnittstelle (Human Machine Inter-
face)
IDE integrierten Entwicklungsumgebung (Integrated Develop-
ment Environment)
LIN Local Interconnect Network
LKA Spurhalteassistent (Lane Keep Assist)
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MBSE modellbasierter Systementwurf (Model-Based Systems En-
gineering)
MDA modellgetriebene Architektur (Model-Driven Architecture)
MDD modellgetriebene Entwicklung (Model-Driven Develop-
ment)
MDE modellgetriebener Systementwurf (Model-Driven Enginee-
ring)
MIL Model-in-the-Loop
MOST Media Oriented Systems Transport
MPC Modellprädiktive Regelung (Model Predictive Control)
ODD vorgesehene Betriebsbedingung (Operational Design Do-
main)
OEM Erstausstatter (Original Equippment Manufacturer)
OMG Object Management Group






ROS Robot Operating System
RP Rapid Prototyping
SIL Software-in-the-Loop
SOP Start der Produktion (Start of Production)
SWC Softwarekomponente (Software Component)
SysML Systems Modeling Language
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