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Abstract
We propose a patch type model for mosquitoes that have aquatic larvae
inhabiting ponds. Partial differential equations (PDEs) model the larvae on
each of several disconnected patches representing the ponds, with conditions
varying in each patch, coupled via the adults in the air. From the PDEs a
scalar delay differential equation, with multiple delays, for the total adult
mosquito population is derived. The various delays represent the larval
development times in the patches. The coefficients contain all the relevant
information about the sizes and geometry of the individual patches inhab-
ited by the larvae, the boundary conditions applicable to those patches and
the diffusivity of the larvae in each patch. For patches of general shapes
and sizes, and without the need to specify the criteria by which an adult
mosquito selects an oviposition patch, the modern theory of monotone dy-
namical systems and persistence theory enables a complete determination
of the conditions for the mosquito population to go extinct or to persist.
More detailed biological insights are obtained for the case when the patches
are squares of various sizes, which allows a detailed discussion of the effects
of scale, and for two particular criteria by which mosquitoes might select
patches for oviposition, being (i) selection based solely on patch area, and
(ii) selection based both on area and expected larval survival probability
for each patch. In some parameter regimes, counterintuitive phenomena
are predicted.
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1 Introduction
Ovipositing insects, in particular species in which juveniles cannot disperse away
from low quality habitats, often select sites that improve the survival, growth
and reproduction of their offspring (Bond et al. [7]). It has been demonstrated
that mosquitoes select oviposition habitats in response to physical and chemical
suitability for larval development (Bentley and Day [3]), habitat size (Heard [13]),
larval food resource levels (Blaustein and Kotler [5]), the presence of competitors
(Edgerly et al. [6]), and the presence of predators (Blaustein et al. [4], Eitam and
Blaustein [9], Spencer et al. [18]). Since applying larvicides to acquatic habitats is
one of the most effective means of controlling mosquito-borne diseases (WHO [20]),
recently there have been some very interesting studies on reduction of mosquito
larval habitats through environmental management (Gu et al. [10]). We refer to
Gu et al. [11] for more discussions and references on this subject.
In this paper we develop and study a patch type model for insects such as
mosquitoes that have aquatic larvae that live in ponds. An important issue that
arises in this and many other ecological scenarios is that adults and juveniles have
completely different characteristics and view their spatial environment in com-
pletely different ways. This is an important point because in interacting species
models in ecology it is usually assumed that there is just one spatial domain Ω in
which all species, or perhaps the individuals of all life stages in a particular species,
reside. However, in reality different species often perceive space in different ways
and also at different scales — this is especially true of airborne predators feeding
on prey that are confined to patches with boundaries. Even when modelling a
single species interacting only with itself, individuals may perceive space differ-
ently at different stages of life. Larval mosquitoes live in ponds. But when a larva
matures into an adult, it takes to the air and may lay its eggs in another pond.
Using the modelling methodology we present in this paper, this leads to partial
differential equations for the mosquito larvae on each of several disconnected do-
mains Ωi, i = 1, 2, . . . , n, with conditions varying in each domain, coupled via the
adults in the air. Here the adults are not subject to the boundary conditions that
apply to the larvae in each Ωi, but instead view space as one single, much larger,
domain of which each Ωi is a subset.
Our modelling methodology allows us to derive a single autonomous delay dif-
ferential equation, with multiple delays, for the total adult mosquito population.
The various delays are the larval development times in the various ponds. The
coefficients of this scalar delay equation contain all the relevant information about
the sizes and geometry of the individual ponds inhabited by the larvae, the bound-
ary conditions applicable to those ponds and the diffusivity of the larvae in each
pond. The availability of such a model enables us to apply the modern theory of
monotone dynamical systems and persistence theory to determine completely the
conditions for the mosquito population to go extinct or persist. Moreover, this can
be done in a rather general setting where the criteria by which adult mosquitoes
select ponds for oviposition are not specified in detail.
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Later we specialise to the case where the ponds, or the mathematical patches
which represent them in a sense described below, are squares of various sizes.
This enables a certain Green’s function which arises in the model derivation to be
explicitly computed which later facilitates a detailed study of the role of the sizes of
the ponds. We also investigate in detail two particular possible strategies by which
mosquitoes might select oviposition ponds. These are (i) pond selection based only
on area, whereby larger ponds are more likely to be chosen for oviposition and
mosquitoes apply no other criteria, and (ii) pond selection based both on area and
larval survival probability in each pond. The latter is an attempt to model the
fact that in nature several taxa, including mosquitoes, tend to avoid oviposition in
ponds known to contain predators of larvae (Spencer et al. [18]). For example, the
larvae of the mosquito Culiseta longiareolata are vulnerable to predation by the
backswimmer Nononecta maculata and adult mosquitoes can detect the presence
of this predator in a pond at very low densities.
Our model allows the boundary conditions to be either of homogeneous Dirich-
let or homogeneous Neumann type, or a mixture of the two (i.e. different boundary
conditions in different ponds). One might suppose that the only correct boundary
conditions to apply to larvae in ponds would be homogeneous Neumann condi-
tions (i.e. no flux conditions), since larvae are physically confined to ponds. This
seems reasonable in the case of small ponds containing no predators, where the
water is calm everywhere and larvae can be expected to be found in all parts of the
pond. However, for larger ponds the reality is not so simple. Larvae inhabiting
larger ponds tend to be found only in the shallower, calmer, protected water near
the edge of the pond, which may be inaccessible to fish and other predators that
might prey on them. One therefore anticipates that the larvae density will drop off
sharply with increasing depth near the centre of the pond, and therefore that for
a particular pond the effective larval habitat is really an annular (not necessarily
circular) subset of the pond near the boundary. It would then be reasonable to ap-
ply homogeneous Neumann boundary conditions at the outer boundary (the true
edge of the pond), and homogeneous Dirichlet boundary conditions at the inner
boundary which represents the far more hostile interior of the pond. Larvae could,
but should not, cross the inner boundary. Now, such problems are in some cases
mathematically equivalent to other problems on larger domains where homoge-
neous Dirichlet conditions are applied on all parts of the boundary. For example,
solutions of the scalar problem ut = Duxx+f(u), x ∈ (0, l), subject to ux(0, t) = 0,
u(l, t) = 0 are symmetric solutions of the Dirichlet problem ut = Duxx + f(u),
x ∈ (−l, l), u(±l, t) = 0. The latter problem is on a larger domain (−l, l) the size
of which scales with l in the same way as the “true” domain (0, l). The same is
true in this paper and we will adopt a distinction between the words pond and
patch. The pond is the true biological larval habitat. There is no distinction be-
tween patch and pond where we are considering small ponds with homogeneous
Neumann boundary conditions at the edge, and no inner boundary. Where we are
considering a larger pond with an inhabitable zone only near the edge, an inner
boundary bordering the uninhabitable predator-infested interior, and Neumann
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and Dirichlet boundary conditions applying at these respective boundaries, we
shall assume that the pond can be “represented” by some other spatial region
that we call a patch, which scales in area with the inhabitable zone of the pond
but has only an outer boundary on which homogeneous Dirichlet boundary condi-
tions apply. This seems reasonable since the effects of scale are important in this
paper. When we talk about a patch representing a pond, this is what we mean.
Where there is a distinction between the two, the notation Ωi refers to the patch
rather than the pond.
A fair amount of emphasis is given to the case of homogeneous Dirichlet bound-
ary conditions on all patches. The reader should understand that in this case the
patches are not the actual larval habitats (the edges of ponds) but simply indi-
rect representations of those habitats. For the actual ponds, Neumann boundary
conditions apply on their outer boundaries, and Dirichlet conditions on the inner
boundaries. For the case of square patches of various sizes with homogeneous
Dirichlet boundary conditions, if the patches are all scaled down in size by the
same scaling factor then extinction is the outcome once they are downsized suffi-
ciently. A similar outcome holds for a simple KISS type scalar reaction diffusion
equation on a finite domain under homogeneous Dirichlet boundary conditions.
However, our model sometimes predicts maximum as well as minimum patch
(and therefore also pond) sizes for survival. Moreover, if one particular patch
is increased in size leaving others unchanged, it is possible under certain circum-
stances that extinction can be the outcome for the entire mosquito population,
not just for larvae in the pond represented by that particular patch. If conditions
in the pond being enlarged are such that larvae have poor survival prospects in
that pond then, although enlarging the pond attracts more egg-laying adults, it
is a bad pond for egg-laying and it is possible for the entire population of adults,
and the larvae in all ponds, to be eradicated.
A particularly novel outcome of the analysis is that for two ponds it is possible
for mosquitoes to survive when they base their oviposition pond selection on area
only, but go extinct if they also try to take account of the likelihood of their
larvae surviving to maturation in each pond. This is not the first time that
this counterintuitive outcome has been predicted, but we emphasize that it only
happens if the per-capita adult death rate at low densities is small and both
ponds have hostile interiors with small habitable zones. It seems likely that the
parameter values necessary for this particular outcome are unrealistic.
2 Model derivation
We assume there are n distinct non-overlapping patches Ωi, i = 1, 2, . . . , n. In the
sense just described, these represent the habitable zones around the edges of ponds
of water, or the whole pond if it is small and all parts of it are larvae-friendly,
and they are not restricted in size or shape at this stage. Juvenile mosquitoes are
larvae, each of which spends its juvenile stage in a particular pond and can only
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move within that pond and not to other ponds or into the air. To derive a model,
we let A(t) denote the total number of adult insects, all of which are assumed to
be in the air. This is perhaps not strictly accurate since an adult has to associate
itself with a particular pond for egg laying even if the visit to that pond is brief.
As an approximation we assume that adults drop eggs into ponds from the air,
making no contact with the water surface. For some genera this is exactly what
happens (see Bentley and Day [3]). Pond selection by adults can be driven by a
number of factors, an important one of which is pond size as measured here by
area. The importance of pond area is indicated by experimental work using the
mosquito Culiseta longiareolata which suggests that the number of egg rafts laid
will increase roughly linearly with pond surface area (Blaustein et al. [4]). Thus,
we denote |Ωi| to be the area of pond i (or the patch which represents it) and |Ω| to
be the total area so that, since the patches are non-overlapping, |Ω| = ∑ni=1 |Ωi|.
A juvenile (larval) insect will always be in a particular pond, so we let Ji(t,x) be
the density of larvae at time t in pond i. Although not always mathematically
necessary it is sensible to think of space as two-dimensional because larvae breath
atmospheric air and therefore stay close to the water surface for air exchange.
Thus, density is thought of as the number of larvae per unit area.
Following a well developed age-structured modelling approach, for patch/pond
i we let ui(t, a,x) be the density of juveniles of age a at point x ∈ Ωi at time
t. For simplicity we assume that juveniles in pond i diffuse within that pond
according to Fick’s law of diffusion with diffusivity di and experience a constant
per-capita mortality of µi. The latter is very much a simplifying assumption
because younger larvae may be subject to cannibalism by older larvae (laboratory
experiments by Koenraadt and Takken [14]), or resource depletion or pollution of
their environment by conspecifics (Be´dhomme et al. [2]), which may also increase
developmental time. Intra-specific competition in food-limited habitats can also
be a factor (Barrera [1]). Any such factors clearly influence the maturation rate
and will complicate the details of the mathematical formulation where they imply
that µi is not really a constant. We assume that a juvenile in pond i remains a
juvenile until reaching the maturation age τi for that pond when it becomes an
adult and leaves the pond for the air. For the evolution in pond i, we have(
∂
∂t
+
∂
∂a
)
ui(t, a,x) = di∇2ui(t, a,x)− µiui(t, a,x) in Ωi (2.1)
under some boundary and initial conditions to be discussed further below. Let
uξi (a,x) = ui(a+ ξ, a,x).
Then
∂uξi (a,x)
∂a
= di∇2uξi (a,x)− µiuξi (a,x).
The solution of this is
uξi (a,x) = e
−µia
∫
Ωi
Gi(a,x,y)u
ξ
i (0,y) dy (2.2)
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where Gi(a,x,y) is the Green’s function satisfying
∂Gi
∂a
= di∇2xGi in Ωi, Gi(0,x,y) = δ(x− y) (2.3)
and whatever spatial boundary conditions are to be applied to (2.1) itself. In (2.3),
∇2x means the Laplacian calculated with respect to the first spatial argument
x ∈ Ωi of Gi(a,x,y), treating y as a constant vector. It is possible to include ho-
mogeneous Neumann or homogeneous Dirichlet boundary conditions as particular
cases. We shall consider these cases later.
Setting ξ = t− τi and a = τi in (2.2) gives
ui(t, τi,x) = e
−µiτi
∫
Ωi
Gi(τi,x,y)ui(t− τi, 0,y) dy (2.4)
which is the maturation rate per unit area at location x ∈ Ωi. The maturation
rate involves the birth rate ui(t− τi, 0,y) per unit area at location y at the time
t − τi when the individuals maturing at time t were born. An individual which
matures at point x ∈ Ωi could have been born at another point y ∈ Ωi and
then moved to x to mature. The integral totals up the contributions from all
possible birth locations, the Green’s function can be thought of as a probability
distribution function which describes the likelihood of moving from y to x, and
the exponential factor e−µiτi is the probability of survival to maturation age τi. In
the case of the homogeneous Neumann problem, with ∇ui · n = 0 on ∂Ωi, where
n is the outward pointing unit normal to ∂Ωi,∫
Ωi
Gi(a,x,y) dx =
∫
Ωi
Gi(a,x,y) dy = 1 for all a ≥ 0.
However, this is not so for the case of the homogeneous Dirichlet problem when
ui = 0 on ∂Ωi. In this case a larva could die by entering the lethal predator-
infested interior of the pond, which corresponds to the boundary ∂Ωi of the patch
representing the pond. In this case the Green’s function Gi(a,x,y) is different
and no longer integrates to 1 for all a > 0.
Since juveniles in pond i constitute those individuals in the pond which have
age no greater than τi,
Ji(t,x) =
∫ τi
0
ui(t, a,x) da.
Differentiating this with respect to t and using (2.1) gives
∂Ji(t,x)
∂t
= di∇2Ji(t,x) + ui(t, 0,x)− ui(t, τi,x)− µiJi(t,x). (2.5)
The terms ui(t, 0,x) and ui(t, τi,x) are, respectively, the birth rate and maturation
rate per unit area at x ∈ Ωi. The latter is given by (2.4) and, as just noted,
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involves the birth rate at an earlier time. It is now necessary to decide on an
appropriate expression for the birth rate. We argue that the overall egg laying
rate (not the rate per unit area) at a particular pond Ωi is a function bi of the
number of adults likely to choose that particular pond, for whatever reason. So,
let pi be the probability that an adult insect will choose pond i to lay its eggs.
Then
∑n
i=1 pi = 1 and the number of adults available for egg laying at pond i is
piA(t). The actual rate of egg laying at that pond is then bi(piA(t)). However we
need the rate per unit area so we divide by |Ωi|. This gives
ui(t, 0,x) =
1
|Ωi|bi(piA(t)) (2.6)
which is actually independent of x.
There are various possible ways to choose the pi. One possibility is to assume
that the probability of a particular pond being selected is determined solely by
the likelihood of the pond being noticed, which is likely to be related to its area.
This suggests the choice
pi =
|Ωi|
|Ω| =
|Ωi|∑n
i=1 |Ωi|
(2.7)
which asserts that the probability of pond i being selected is its area divided
by the total area of all ponds, so that larger ponds are more likely to be no-
ticed. In this paper, we will also look at pond selection based on the likelihood
of larvae surviving to adulthood on each of the various ponds. There is evidence
(Spencer et al. [18]) to suggest that this is what happens in nature. One could
easily imagine other more complicated choices for the pi, perhaps taking account
of density effects or geometrical factors such as apparent area rather than true
area, since a pond some distance away will look smaller.
Using (2.6) and (2.4), (2.5) becomes
∂Ji(t,x)
∂t
= di∇2Ji(t,x)− µiJi(t,x)
+
1
|Ωi|bi (piA(t))−
e−µiτi
|Ωi| bi (piA(t− τi))
∫
Ωi
Gi(τi,x,y) dy.
(2.8)
Unusually for model derivations of this kind, in (2.8) we end up integrating only
the known Green’s function. This is because (2.6) is independent of x, an unusual
situation. In the case of the homogeneous Neumann problem the integral in (2.8)
is in fact 1, as noted earlier. This is not so for the Dirichlet problem. From (2.8)
we can identify the maturation rate per unit area for pond i, which is just the
last term. This has to be integrated with respect to x over Ωi to get an overall
maturation rate for pond i which is
e−µiτibi (piA(t− τi)) (2.9)
for the homogeneous Neumann problem, and more generally
e−µiτi
|Ωi| bi (piA(t− τi))
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx (2.10)
7
which encompasses both homogeneous Neumann and homogeneous Dirichlet bound-
ary conditions. We can now write down an evolution equation for the total number
of adults A(t). The overall maturation rate is obtained by summing the matura-
tion rates for the individual ponds. The death rate of adults is taken as d(A(t))
for a suitable function d(·). For the homogeneous Neumann problem,
dA(t)
dt
=
n∑
i=1
e−µiτibi (piA(t− τi))− d(A(t)). (2.11)
More generally, and for the homogeneous Dirichlet case in particular,
dA(t)
dt
=
n∑
i=1
e−µiτi
|Ωi| bi (piA(t− τi))
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d(A(t)). (2.12)
Note that both of these equations are autonomous and feature only the adult
population A(t). They each contain many delays, one associated with each pond,
and the delays feature in the exponential coefficients as well as the arguments of
A, and also of the Green’s functions Gi(a,x,y). The Green’s functions contain
information about the diffusivities di of the juveniles in the various ponds, and of
course they are also influenced by the geometry of the ponds themselves (or their
patch representatives) and by the boundary conditions.
In the rest of this paper we shall focus on (2.12) which encompasses both the
homogeneous Dirichlet and Neumann problems. The latter arises as a particular
case of (2.12) by formally setting the double integral equal to |Ωi|. We begin by
establishing results for (2.12) as it stands, since substantial progress is possible
even when the ponds or their patch representatives are general domains Ωi. Later
we specialise to the case when they are squares of various sizes or have habitable
zones that we believe may be represented by square patches. This enables the
Green’s functions to be explicitly computed which is helpful for the ecological
interpretation of the results.
3 Results for the general model
3.1 Positivity and boundedness
We establish the minimal assumptions needed to ensure positivity and bounded-
ness of solutions of (2.12). The results of this section are valid for ponds or patch
representatives Ωi of general shapes and sizes.
Proposition 3.1 Suppose that bi(0) = 0 and bi(A) ≥ 0 for each i and all A > 0,
and that d(0) = 0. Then the solution of (2.12) satisfies A(t) ≥ 0 for all t > 0 if
A(θ) ≥ 0 for all θ ∈ [−τ, 0], with τ = max(τ1, . . . , τn).
Suppose, in addition, that bi(A) > 0 for each i and all A > 0. Then, if A(θ) ≥ 0
and A(θ) 6≡ 0 on [−τ, 0], it follows that A(t) becomes strictly positive at some time,
and remains so thereafter.
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Proof. The first statement follows immediately from Theorem 5.2.1 of Smith [17].
To prove the second statement, suppose for a contradiction that A(t) ≡ 0 on [0, τ ].
Then from (2.12) and using the fact that the double integrals are strictly positive,
bi (piA(t− τi)) ≡ 0
for all t ∈ [0, τ ], for each i. This is true in particular for the i such that τi = τ .
With that particular i, positive-definiteness of bi(·) gives us A(t − τ) ≡ 0 for
t ∈ [0, τ ], and this contradicts the assumption A(θ) 6≡ 0 on [−τ, 0]. So A(t) be-
comes strictly positive at some time in [0, τ ], and must remain strictly positive
thereafter since it satisfies A′(t) ≥ −d(A(t)). 
Proposition 3.2 Suppose that bi(0) = 0 and bi(A) ≥ 0 for each i and all A > 0,
and supA∈[0,∞) bi(A) < ∞ for each i. Suppose that d(0) = 0 and that d(A) is a
strictly increasing function which grows large enough so that the right hand side
of the following inequality (3.13) is finite. Then the solution of (2.12) satisfies
lim sup
t→∞
A(t) ≤ d−1
(
n∑
i=1
e−µiτi
|Ωi| supA≥0 bi (A)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx
)
. (3.13)
Proof. From (2.12),
dA(t)
dt
≤
n∑
i=1
e−µiτi
|Ωi| supA≥0 bi(A)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d(A(t)) (3.14)
so, from a simple comparison argument, A(t) is bounded by the solution of the
differential equation we get from (3.14) on replacing ≤ by =. Then, (3.13) follows
immediately using the properties of d(·). 
3.2 Linear stability of the extinction state
In this section and the next we consider in more detail the evolution of the total
adult population A(t) in the case when homogeneous Dirichlet boundary condi-
tions are applied on the boundaries of patches Ωi that represent the habitable
zones of the actual ponds. In particular we focus on conditions which distinguish
between the outcomes of extinction or persistence. Linearising (2.12) about the
extinction state, when A(t) ≡ 0, we obtain
dA(t)
dt
=
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(0)A(t− τi)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d′(0)A(t). (3.15)
Seeking solutions of the form A(t) = exp(λt) yields the characteristic equation
λ+ d′(0) =
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(0)e
−λτi
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx. (3.16)
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If b′i(0) > 0 for each i then the coefficients of the delay terms in (3.15) are all
positive, and this allows us to invoke Theorem 5.5.1 of Smith [17] to conclude
that the dominant root of the characteristic equation (3.16) is real, so that only
real roots of the equation need be considered. Moreover, the right hand side
of (3.16) is a decreasing function of the real variable λ while the left hand side is
strictly increasing. Therefore (3.16) can only have one real root, which is negative
if the left hand side of (3.16) exceeds the right hand side when λ = 0, i.e. if
d′(0) >
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(0)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx (3.17)
and is positive if the reverse inequality holds. We have the following theorem.
The fact that each Ji(t,x) tends to zero under condition (3.17) follows from the
asymptotically autonomous limiting form of (2.8) in the limit when t → ∞ and
A(t)→ 0, and the application of Theorem 4.2 in Thieme [19].
Theorem 3.3 Suppose the birth and death functions are differentiable and satisfy
bi(0) = 0, b
′
i(0) > 0 for each i, d(0) = 0 and d
′(0) > 0. If (3.17) holds then
A(t)→ 0 and each Ji(t,x)→ 0 as t→∞ as solutions of the linearised problem.
Later, we will discuss in detail how to interpret Theorem 3.3 for particular choices
of the probabilities pi and for the case when the Ωi are squares of various sizes.
3.3 Persistence
In this section we prove persistence for the variable A(t) in the uniform sense,
where A(t) satisfies (2.12). Uniform persistence holds when there exists a constant
η > 0, which is independent of the initial conditions, such that,
lim inf
t→∞
A(t) ≥ η. (3.18)
We establish this persistence property using Theorem 4.1 of Hale and Walt-
man [12]. Let a metric space X be the closure of an open set X0, so that
X = X0 ∪ ∂X0 where ∂X0 is the boundary of X0. Let T (t) be a C0-semigroup
on X satisfying
T (t) : X0 → X0, T (t) : ∂X0 → ∂X0. (3.19)
Suppose that the restricted semiflow has the global attractor A∂ in ∂X
0, and
assume that
A˜∂ =
⋃
x∈A∂
ω(x)
where ω(x) is the ω-limit set of x. Then the following holds (Hale and Walt-
man [12]):
Theorem 3.4 (Hale and Waltman) Suppose that T (t) satisfies (3.19) and that
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(i) there is a t0 ≥ 0 such that T (t) is compact for t > t0;
(ii) T (t) is point dissipative in X;
(iii) A˜∂ is isolated and has an acyclic covering M .
Then T (t) is uniformly persistent if and only if for each Mi ∈M ,
W s(Mi) ∩X0 = Φ. (3.20)
Here, W s(Mi) is the stable manifold of Mi. We take X to be the non-negative
cone of C([−τ, 0],R), where τ = max(τ1, . . . , τn). Define
X0 = {ϕ ∈ X : ϕ(θ) > 0 for some θ ∈ [−τ, 0]},
∂X0 = {ϕ ∈ X : ϕ(θ) = 0 for all θ ∈ [−τ, 0]}. (3.21)
Then X = X0 ∪ ∂X0.
Theorem 3.5 Suppose the birth and death functions are continuously differen-
tiable and satisfy all the assumptions of Propositions 3.1 and 3.2, together with
b′i(0) > 0 for each i, and d
′(0) > 0. If
d′(0) <
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(0)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx (3.22)
then there exists η > 0 such that (3.18) holds for any non-negative initial datum
that lies in X0.
Proof. We choose T (t) : X → X to be the operator which maps A0 to At, where
A(t) satisfies (2.12) and At is the function At(θ) = A(t + θ), θ ∈ [−τ, 0]. With
this notation, A0 is the function with values A(θ), θ ∈ [−τ, 0], and is the initial
datum for (2.12). So T (t) maps the initial datum to the state of the variable A
at time t, which comprises its values on the interval [t− τ, t].
Now, the sole member of ∂X0 is the function which, when used as the initial
datum for (2.12), results in the solution of that equation remaining zero for all
t > 0, so clearly T (t) : ∂X0 → ∂X0. Let us now show that T (t) : X0 → X0. Select
a function in X0. Then, by Proposition 3.1, A(t) becomes strictly positive at some
future time and remains so. If the state At were ever to leave X
0 and arrive at
∂X0 at some time t∗ > 0, the implication is that A(t) ≡ 0 for t ∈ [t∗ − τ, t∗].
But the only solution of (2.12) for t > t∗ which satisfies this is A(t) ≡ 0, t > t∗,
and this contradicts the fact that the solution of (2.12) must become and remain
strictly positive for initial data in X0. So T (t) : X0 → X0 and (3.19) holds.
Condition (i) of Theorem 3.4 holds for any t0 > τ . Condition (ii) holds because
of the boundedness (Proposition 3.2). Condition (iii) holds trivially (the set M
here is just the zero equilibrium of (2.12)). All that needs to be checked is that
W s(0) ∩ X0 = Φ, where W s(0) is the stable manifold of the equilibrium A ≡ 0
of (2.12). We prove this by contradiction. Suppose a solution of (2.12) exists
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starting in X0 and in W s(0). Since the initial datum for this solution is in X0, by
Proposition 3.1 the solution must become and remain strictly positive. However
since the initial datum is also in W s(0) the solution A(t) must approach 0. This
convergence to 0 may or may not be monotone, but in all cases there exists a
sequence of times tj → ∞ such that A(tj) → 0 as j → ∞, A′(tj) ≤ 0 and
A(tj) ≤ A(t) for all t ≤ tj. Evaluating (2.12) at t = tj gives
dA(tj)
dt
=
n∑
i=1
e−µiτi
|Ωi| bi(piA(tj − τi))
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d(A(tj))
=
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(Θi(tj))A(tj − τi)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d′(Ψ(tj))A(tj)
using the mean value theorem, where Θi(t) ∈ (0, piA(t− τi)) and Ψ(t) ∈ (0, A(t)).
Since A(t)→ 0, Θi(tj)→ 0 as j →∞ and therefore b′i(Θi(tj)) > 0 for j sufficiently
large. For such j,
dA(tj)
dt
≥
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(Θi(tj))A(tj)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d′(Ψ(tj))A(tj).
Since the solution becomes and remains strictly positive, A(tj) > 0 for sufficiently
large j. Therefore
A′(tj)
A(tj)
≥
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(Θi(tj))
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d′(Ψ(tj)).
Taking the limit as j →∞ and using Θi(tj),Ψ(tj)→ 0 gives
lim inf
j→∞
A′(tj)
A(tj)
≥
n∑
i=1
pi e
−µiτi
|Ωi| b
′
i(0)
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d′(0)
> 0
by (3.22). This implies A′(tj) > 0 for j sufficiently large, which contradicts
A′(tj) ≤ 0. 
4 Pond selection based only on area
If pond selection is based solely on area then the probabilities pi are chosen as
in (2.7) and (2.12) becomes
dA(t)
dt
=
n∑
i=1
e−µiτi
|Ωi| bi
( |Ωi|
|Ω| A(t− τi)
)∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d(A(t)). (4.23)
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We consider in more detail the evolution of the total adult population A(t) sat-
isfying (4.23) in the case when homogeneous Dirichlet boundary conditions are
applied on the boundaries of the patches Ωi representing the ponds. In order to
interpret the conditions ecologically it is very useful to be able to evaluate ex-
plicitly the integral of Gi(τi,x,y) in (4.23), which is possible only for particular,
simple patches. We shall focus on the case when the patches are squares of various
sizes, so that Ωi = (0, li)× (0, li), i = 1, 2, . . . , n. For square patches, |Ωi| = l2i and
|Ω| = ∑ni=1 l2i . In the case of homogeneous Dirichlet boundary conditions, and
letting x = (x1, x2), y = (y1, y2), we find that the Green’s functions Gi(a,x,y)
turn out to be given by
Gi(a,x,y) =
4
l2i
∞∑
k=1
∞∑
m=1
e−dipi
2(k2+m2)a/l2i sin
kpix1
li
sin
mpix2
li
sin
kpiy1
li
sin
mpiy2
li
.
(4.24)
After some algebra,∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx =
(
8li
pi2
∞∑
k=0
1
(2k + 1)2
e−dipi
2(2k+1)2τi/l
2
i
)2
. (4.25)
We have the following theorem on the stability of the extinction steady state to
small perturbations. It is a particular case of Theorem 3.3.
Theorem 4.1 Suppose the birth and death functions are differentiable and satisfy
bi(0) = 0, b
′
i(0) > 0 for each i, d(0) = 0 and d
′(0) > 0. Suppose that Ωi =
(0, li) × (0, li), i = 1, 2, . . . , n and that the Ji(t,x) satisfy homogeneous Dirichlet
boundary conditions on ∂Ωi for each i. If
d′(0)
n∑
i=1
l2i >
n∑
i=1
e−µiτib′i(0)
64l2i
pi4
( ∞∑
k=0
1
(2k + 1)2
e−dipi
2(2k+1)2τi/l
2
i
)2
(4.26)
then the solution of the linearisation of (4.23) satisfies A(t)→ 0. Moreover each
Ji(t,x)→ 0 as t→∞.
From Theorem 4.1 we can make a number of observations regarding minimum
and/or maximum allowable sizes for the square patches (and therefore for predator-
infested ponds with hostile interiors) if the mosquitoes are to survive. First let us
consider what happens if we scale all patches by the same linear factor λ, so that
each li is replaced by λli. In inequality (4.26) such a replacement results in λ ap-
pearing only in the argument of the exponential, since all other λ’s will cancel. It
is easily seen that there exists some critical value of λ, below which the outcome is
extinction. So if the patches/ponds are uniformly scaled down in size, extinction
will result. An analogous result is well known to hold for simple scalar reaction-
diffusion equations on bounded domains with homogeneous Dirichlet boundary
conditions, such as the well known KISS model (see Okubo and Levin [16]).
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Of greater interest is the question of whether increasing some of the patch
sizes, leaving others unchanged, could also drive the population to extinction. The
answer to this question is yes, and can be seen from inequality (4.26). Imagine we
increase the size of Ω1, leaving the other patches unchanged. This corresponds to
increasing l1. Since
∞∑
k=0
1
(2k + 1)2
e−dipi
2(2k+1)2τi/l
2
i <
∞∑
k=0
1
(2k + 1)2
=
pi2
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it is easily seen that if l1 is sufficiently large then inequality (4.26) will hold,
implying extinction, if d′(0) > b′1(0)e
−µ1τ1 . This inequality states that, at low
densities, the per-capita death rate exceeds the per-capita maturation rate for
patch 1 (the latter being the per-capita birth rate for patch 1 multiplied by the
probability of survival to maturation on that patch). So, if conditions at patch 1
are not conducive to survival, and if patch 1 is sufficiently large relative to other
patches, then extinction is the outcome for the whole population on n patches.
Recall that we are assuming the adults are more likely to choose large ponds
for egg laying. In the scenario being described here, patch 1 is large and the
corresponding pond will attract a large number of adults for egg laying, but it
turns out to be a poor choice of pond because it offers low survival prospects for
larvae.
Theorem 3.5 on persistence becomes
Theorem 4.2 Suppose the birth and death functions are continuously differen-
tiable and satisfy all the assumptions of Propositions 3.1 and 3.2, together with
b′i(0) > 0 for each i, and d
′(0) > 0. Suppose that Ωi = (0, li)×(0, li), i = 1, 2, . . . , n
with the Ji(t,x) satisfying homogeneous Dirichlet boundary conditions on ∂Ωi for
each i. If A(t) satisfies (4.23) and
d′(0)
n∑
i=1
l2i <
n∑
i=1
e−µiτib′i(0)
64l2i
pi4
( ∞∑
k=0
1
(2k + 1)2
e−dipi
2(2k+1)2τi/l
2
i
)2
(4.27)
holds, then there exists η > 0 such that lim inft→∞A(t) ≥ η for any non-negative
initial datum that lies in X0.
5 Pond selection based on both larval survival
probability and area
In the previous section we considered the situation where a female adult mosquito
bases her choice of oviposition pond only on the size of the pond relative to the
total size of all ponds, so that her choice of a particular pond is determined
purely by the likelihood of the pond being noticed, which we assumed would be
determined by the size of the pond as measured by area. Such an assumption
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ignores the possibility that a large pond might not in fact be a good one for
oviposition. Indeed, as we have just noted, a very large pond in which survival
prospects for larvae are poor could result in extinction for the entire population.
As noted earlier, mosquitoes try to avoid ovipositing in ponds containing predators
of larvae (Spencer et al. [18]). The larvae of Culiseta longiareolata are vulnerable
to predation by the backswimmer Nononecta maculata. To a first approximation,
it seems reasonable to assume that the number of N. maculata in a particular pond
is constant, since most ponds have abundant alternative prey that can support N.
maculata in the absence of the larvae of C. longiareolata [18]. The number could
differ between ponds, however. With this assumption, the effect of predation of
larval mosquitoes in pond i can be accounted for simply by modifying the value
of µi. Knowledge of the presence and number of predators in a particular pond
corresponds to knowledge of the likelihood of a larva surviving to maturation in
that pond, and can therefore be modelled by taking the probability pi, of selecting
pond i for oviposition, to depend on the probability of successful maturation in
that pond which is Pi, defined by
Pi =
e−µiτi
|Ωi|
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx. (5.28)
All this is very much a first approximation. The reality need not be so simple.
Although it is known that C. longiareolata can detect the presence of N. maculata
in a pond at very low densities, it is not clear whether the adult mosquitoes
are able to assess the level of predation risk (Eitam and Blaustein [9]) and adjust
their behaviour accordingly. Though the larval survival probability for a particular
pond would depend on the number of predators in that pond, adult mosquitoes
choosing a pond for oviposition would not necessarily use this information in the
simple way we assume here. If they cannot assess the degree of risk, they may
take the simpler view that either a pond contains predators or it does not. Also,
mosquitoes may not have time to visit all ponds before choosing, and may select
a pond with a high number of predators even though more suitable ponds are
available.
Part of expression (5.28), e−µiτi , is the probability that a larva survives to mat-
uration in pond i in the absence of any chance of death due to boundary effects, i.e.
reaching the hostile interior of the pond. The probability of not dying such a death
is the remaining part of the expression, namely
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx/|Ωi|. The
latter expression equals 1 in the case of homogeneous Neumann boundary con-
ditions. For homogeneous Dirichlet boundary conditions it is some number less
than 1 which monotonically increases and approaches 1 as the patch Ωi represent-
ing a pond grows in size. To see this, suppose for the moment that Ωi is some
patch and introduce a scaling parameter λ > 0 such that Ωλi has the same shape
as Ωi but is scaled in size by a factor of λ. For example, if Ωi = (0, 1) × (0, 1)
then Ωλi = (0, λ) × (0, λ). Let xλ = λx, yλ = λy, and let Gλi (a,xλ,yλ) denote
the Green’s function for ∂Gλi /∂a = di∇2xλGλi in Ωλi which, for Dirichlet boundary
conditions, satisfies Gλi = 0 on ∂Ω
λ
i . We have the following result.
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Proposition 5.1 (i) Under homogeneous Neumann boundary conditions,
1
|Ωi|
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx = 1.
(ii) Under homogeneous Dirichlet boundary conditions,
1
|Ωλi |
∫
Ωλi
∫
Ωλi
Gλi (τi,x
λ,yλ) dyλ dxλ
is an increasing function of λ which approaches 1 as λ→∞.
Proof. The conclusion in (i) can be shown directly. We now show (ii). Now, Gi,
the Green’s function associated with Ωi, satisfies (2.3) and Gi = 0 on ∂Ωi. Also
|Ωλi | =
∫
Ωλi
dxλ1 dx
λ
2 = λ
2
∫
Ωi
dx1 dx2 = λ
2|Ωi|
and ∫
Ωλi
∫
Ωλi
Gλi (τi,x
λ,yλ) dyλ dxλ = λ4
∫
Ωi
∫
Ωi
Gλi (τi, λx, λy) dy dx.
Scaling arguments show that
Gλi (a,x,y) =
1
λ2
Gi(a/λ
2,x/λ,y/λ)
where Gi satisfies (2.3). Hence
1
|Ωλi |
∫
Ωλi
∫
Ωλi
Gλi (τi,x
λ,yλ) dyλ dxλ =
λ2
|Ωi|
∫
Ωi
∫
Ωi
Gλi (τi, λx, λy) dy dx
=
1
|Ωi|
∫
Ωi
∫
Ωi
Gi(τi/λ
2,x,y) dy dx
=:
1
|Ωi|f(λ
2).
Our claim follows if f(∞) = |Ωi| and f is increasing. But
f(∞) =
∫
Ωi
∫
Ωi
Gi(0,x,y) dy dx =
∫
Ωi
∫
Ωi
δ(x− y) dy dx =
∫
Ωi
dx = |Ωi|
and
df(λ2)
d(λ2)
= − 1
λ4
∫
Ωi
∫
Ωi
di∇2xGi(τi/λ2,x,y) dy dx
= − 1
λ4
∫
Ωi
(∫
∂Ωi
di∇xGi(τi/λ2,x,y) · n ds
)
dx
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using Green’s theorem to convert the inner integral to a line integral taken around
the boundary ∂Ωi of Ωi, where ds is the increment of arc-length along ∂Ωi and n
is the outward pointing unit normal. But ∇xGi(τi/λ2,x,y) · n ≤ 0 on ∂Ωi, since
the Green’s function must satisfy Gi ≥ 0 in Ωi and Gi = 0 on ∂Ωi in the Dirichlet
case. Hence f is indeed increasing. 
We propose to take account of the female adult mosquito’s tendency to avoid
ovipositing in ponds containing predators by supposing that the probability of
her choice falling on pond i is proportional to the probability of a larva born in
that pond surviving to maturation. This probability is (5.28) and, as we have just
noted, it increases with the area of the pond unless the boundary conditions on
the patch representing it are homogeneous Neumann (i.e. the pond has no hostile
interior) in which case the probability is e−µiτi irrespective of area. In view of
the latter observation, it seems reasonable to suppose that pond size as measured
by area should still play a direct role in pond selection otherwise the implication
is that mosquitoes would always prefer a very tiny pond if it happened to offer
larvae a slightly higher prospect of survival. For this reason, we propose that the
probability pi of pond i being selected for oviposition should be proportional both
to |Ωi| and to expression (5.28). These assumptions lead to
pi =
e−µiτi
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx∑n
i=1 e
−µiτi
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx
(5.29)
and to the model
dA(t)
dt
=
n∑
i=1
e−µiτi
|Ωi| bi
(
e−µiτi
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx∑n
i=1 e
−µiτi
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx
A(t− τi)
)
×
∫
Ωi
∫
Ωi
Gi(τi,x,y) dy dx− d(A(t)).
(5.30)
In the case when the patches representing the ponds are the squares Ωi = (0, li)×
(0, li), we have the following theorem on extinction which is a particular case of
Theorem 3.3.
Theorem 5.2 Suppose the birth and death functions are differentiable and satisfy
bi(0) = 0, b
′
i(0) > 0 for each i, d(0) = 0 and d
′(0) > 0. Suppose that Ωi =
(0, li) × (0, li), i = 1, 2, . . . , n and that the Ji(t,x) satisfy homogeneous Dirichlet
boundary conditions on ∂Ωi for each i. If
d′(0)
n∑
i=1
l2i e
−µiτi
( ∞∑
k=0
e−dipi
2(2k+1)2τi/l
2
i
(2k + 1)2
)2
>
n∑
i=1
64l2i e
−2µiτib′i(0)
pi4
( ∞∑
k=0
e−dipi
2(2k+1)2τi/l
2
i
(2k + 1)2
)4
(5.31)
then the solution of the linearisation of (5.30) satisfies A(t) → 0. Also, each
Ji(t,x)→ 0 as t→∞.
For persistence, one can state a theorem similar to Theorem 4.2 but relating to
equation (5.30). The condition for persistence is just the reversal of the strict
inequality in (5.31).
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6 Comparison of strategies for pond selection
The conditions in Theorems 4.1 and 5.2 relating to extinction have the advantage,
in the form stated in those theorems, of enabling a discussion of the effects of
spatial scale as noted earlier. For square patches it is worth noting that they
can both be alternatively written in terms of the probability Pi, defined in (5.28),
that a larva will survive to maturation in pond i. Condition (4.26) for extinction,
relating to the situation when pond selection is based only on area, becomes
n∑
i=1
l2i (d
′(0)− b′i(0)Pi) > 0 (6.32)
while condition (5.31), relating to pond selection based on larval survival proba-
bility as well as area, becomes
n∑
i=1
l2iPi(d
′(0)− b′i(0)Pi) > 0. (6.33)
It is of particular interest to ask whether there are parameter values for which the
mosquito population will survive if they base their pond selection only on area,
but go extinct if they additionally try to take account of expected larval survival
probability in the ponds as modelled in this paper. Such an outcome would be
counterintuitive, but it is a possibility. For the case of two ponds, we are asking
whether it is possible to have
l21P1(d
′(0)− b′1(0)P1) + l22P2(d′(0)− b′2(0)P2) > 0
and
l21(d
′(0)− b′1(0)P1) + l22(d′(0)− b′2(0)P2) < 0
simultaneously. Introduce α1 = b
′
1(0)/d
′(0) and α2 = b′2(0)/d
′(0) and let  > 0 be
fixed. We investigate whether it is possible to have(
l1
l2
)2
P1(1− α1P1) + P2(1− α2P2) > 0
while (
l1
l2
)2
(1− α1P1) + 1− α2P2 = −,
i.e., while
P2 =
1
α2
[(
l1
l2
)2
(1− α1P1) + 1 + 
]
(6.34)
provided that the right hand side of this expression is between 0 and 1, since P2 is
a probability. Subject to this constraint, we want to know whether it is possible
that(
l1
l2
)2
P1(1−α1P1)+ 1
α2
[(
l1
l2
)2
(1− α1P1) + 1 + 
][
−−
(
l1
l2
)2
(1− α1P1)
]
> 0.
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Suppose that P1 = 1/2α1 (assuming α1 >
1
2
). Then the above inequality can be
cast in the form
α2
4α1
(
l1
l2
)2
>
(
1
2
(
l1
l2
)2
+ 1 + 
)(
+ 1
2
(
l1
l2
)2)
(6.35)
which can certainly hold (e.g. if α2/α1 is sufficiently large), subject to the con-
straints that α1 >
1
2
and α2 >
1
2
(l1/l2)
2 + 1 + , since we need P2 ∈ [0, 1]. We
have identified a parameter regime in which the mosquitoes will survive if they
base their pond selection only on area, but die if they additionally try to take
account of expected larval survival probability. This analysis in no way deter-
mines all sets of parameters for which this counterintuitive phenomenon happens,
especially since the analysis presumes that the probabilities Pi (defined by (5.28))
are related to the other parameters through P1 = 1/2α1 and (6.34). There is no
inconsistency here — the latter two equations can certainly hold, but they will
not hold generically. We must therefore emphasize that the above analysis only
considers a very particular parameter regime. Other parameter regimes (which
can include the requirement that α1/α2 be large) can be identified using other
tricks. This fact is very important for a correct biological interpretation of the
analysis. We will discuss this in detail in Section 8.
7 Neumann boundary conditions
As noted earlier, homogeneous Neumann boundary conditions are undoubtedly
the most appropriate boundary conditions for small ponds that contain no preda-
tors and where the water is calm everywhere, offering a favorable habitat to larvae
throughout the whole pond and not only near the edges. For Neumann bound-
ary conditions the adult mosquitoes equation is (2.11). We consider the case
where pond selection is based solely on area and the pi are given by (2.7), and the
ponds/patches (there being no distinction here) are the squares Ωi = (0, li)×(0, li).
A theorem on mosquito eradication similar to Theorem 4.1 can be stated and even
extracted as a particular case of that theorem by letting all the di approach zero,
and using
∑∞
k=0(2k + 1)
−2 = pi2/8. Inequality (4.26) becomes
d′(0)
n∑
i=1
l2i >
n∑
i=1
e−µiτib′i(0)l
2
i (7.36)
which holds if, for a particular i, d′(0) > e−µiτib′i(0) and li is sufficiently large. We
have recovered the observation, first noted in Section 4, that an unfavorable pond
that is too large will result in mosquito eradication. Although the application of
homogeneous Neumann boundary conditions at the ponds edge is always entirely
sensible, recall our earlier comment that the interior of a large pond may be hostile
to larvae, so that the pond effectively has another interior boundary the presence of
which should be (but is not in this section) recognised. Nevertheless, the presence
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of such scale effects even in the problem where homogeneous Neumann boundary
conditions apply at the edges of all ponds is noteworthy because normally it is
not easy to have a threshold domain size for a model with Neumann boundary
conditions. In contrast to (4.26), however, it is clearly not possible to assert
that (7.36) will automatically hold if all ponds are scaled down in size by the
same linear factor. Note that pond information is present in (2.11) as long as it
is involved in the probabilities pi.
8 Discussion
We have developed a mathematical model for an insect species the adult members
of which live in the air, and each juvenile in one of n ponds from which it cannot
escape until it reaches maturation. We have in mind mainly the mosquito and
its aquatic larvae that live in ponds. Coupling between ponds is via the adults
in the air. We established results on extinction and persistence of the adult
mosquito population. These are rather general results that apply for n ponds of
general shapes and sizes, and also work regardless of the strategy adopted by the
mosquitoes in selecting oviposition sites (i.e. the probabilities pi are kept general).
We then carried out a more detailed analysis of two particular possibilities (i) the
adult mosquitoes base their choice of oviposition pond purely on pond area, (ii)
they additionally take account of predator density in each pond via the influence
this has on larval survival probabilities. Here, we focussed on ponds represented
by square patches of various sizes to facilitate a more detailed understanding of
the roles of factors such as scale. If the ponds are uniformly scaled down in size
below some threshold then the outcome is extinction. This is not surprising and
can be compared with the dynamics of simple scalar reaction-diffusion equations
on small domains under homogeneous Dirichlet boundary conditions such as the
KISS model (Murray [15], Okubo and Levin [16]). More interestingly, we also
showed that increasing some of the pond sizes can drive the entire mosquito pop-
ulation to extinction if conditions happen to be such that large ponds offer poor
survival prospects. If oviposition pond selection is driven by area then mosquitoes
would naturally be drawn to the large ponds, but these may turn out to be a bad
choice for egg laying for one reason or another. Another patch type model with
certain similarities to ours was studied by Cantrell and Cosner [8]. It was a model
of a predator prey (ladybird-aphid) interaction, and under certain conditions it
predicted maximum as well as minimum patch sizes for sustaining a prey popu-
lation, though the ecological mechanism was different.
We identified one particular (but not the only) parameter regime in which
mosquitoes will survive if they base their pond selection only on area, but die if
they additionally try to take account of the probability that larvae will survive
in particular ponds. To summarise, putting together the various restrictions, in
order for this counterintuitive phenomenon to happen it is necessary that there
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should exist a small positive  for which all of the following five restrictions hold:
b′1(0) >
1
2
d′(0), (8.37)
b′2(0) >
(
1
2
(
l1
l2
)2
+ 1 + 
)
d′(0), (8.38)
b′2(0)
4b′1(0)
(
l1
l2
)2
>
(
1
2
(
l1
l2
)2
+ 1 + 
)(
+ 1
2
(
l1
l2
)2)
, (8.39)
e−µ1τ1
l21
(
8l1
pi2
∞∑
k=0
1
(2k + 1)2
e−d1pi
2(2k+1)2τ1/l21
)2
=
d′(0)
2b′1(0)
, (8.40)
e−µ2τ2
l22
(
8l2
pi2
∞∑
k=0
1
(2k + 1)2
e−d2pi
2(2k+1)2τ2/l22
)2
=
d′(0)
b′2(0)
(
1
2
(
l1
l2
)2
+ 1 + 
)
.
(8.41)
Now let us discuss further the biological implications of this. Firstly, recall that
equations (8.40) and (8.41) arise only because of our decision to look at a particular
region of parameter space. By a continuity argument, inequality (8.39) will hold
for a small positive  if it holds when  = 0. Using (8.40) and (8.41) to eliminate
b′1(0) and b
′
2(0), inequality (8.39) when  = 0 can be rewritten in the form
e−µ1τ1
( ∞∑
k=0
1
(2k + 1)2
e−d1pi
2(2k+1)2τ1/l21
)2
> e−µ2τ2
( ∞∑
k=0
1
(2k + 1)2
e−d2pi
2(2k+1)2τ2/l22
)2
,
(8.42)
which becomes P1 > P2 where Pi, i = 1, 2, is the probability that a larva will
successfully complete its maturation (i.e. survive all possible forms of death) in
pond i and is defined by (5.28). Does this imply that if P1 > P2 then adult
mosquitoes should base their choice of pond for oviposition on pond area alone?
Here, we must recall that our analysis has focussed on a particular region of
parameter space. The overall implications of the analysis should not depend on
how we have labelled the ponds, and they do not. Another similar analysis can
suggest that if P2 > P1 then pond selection should be based on area alone. But,
generically, either P1 > P2 or P2 > P1 must hold. Does this imply that, generically,
it is always in the interests of adult mosquitoes to base their choice of pond for
oviposition only on area? The answer is yes, but only if all of (8.37)-(8.41) hold,
which in fact is very restrictive. It holds if the per-capita adult death rate at low
densities d′(0) is relatively small, and, for the homogeneous Dirichlet problem, if
l1 and l2 are both sufficiently small. The latter is due to the requirement that
the left hand sides of (8.40) and (8.41) will both have to be small, since d′(0)
is small. Those left hand sides increase with l1 and l2 respectively in the case
of homogeneous Dirichlet boundary conditions on the patches representing both
ponds.
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The biological punchline is therefore very simple in the case of two possible
sites for oviposition: if the adult death rate is low, and if each pond has a hostile
interior with small inhabitable zone, then it is quite useless for the adult mosquitoes
to try to take account of larval survival probability in the ponds — they should base
oviposition pond selection on area only.
A similar observation was made in Spencer et al. [18]. More precisely, their
observation was that a strategy involving the avoidance of oviposition in ponds
containing the larva-eating predator N. maculata might actually result in a lower
equilibrium adult mosquito population (but not necessarily extinction) than an
oviposition strategy that does not discriminate between ponds. However, this
observation was only for very high values of their parameter for adult fecundity,
which is comparable to our requirement for low values of our parameter d′(0)
which measures per-capita adult mortality. At realistic parameter values, the
predictions of the Spencer et al. [18] study were that C. longiareolata should
always avoid ovipositing in ponds containing N. maculata.
Our observation that it might sometimes be to their advantage for mosquitoes
to base their choice of oviposition pond on area alone, and not to try to take
account of the likelihood of larvae surviving, is also perhaps only applicable for
unrealistic parameter values. As noted above it includes the requirement, in the
case of two square patches, that they should both be of small size. But this
observation only applies if the ponds represented by these patches both have
hostile interiors. If the boundary conditions are homogeneous Neumann (this case
can be realised by taking d1 = d2 = 0) then the left hand sides of (8.40) and (8.41)
no longer involve l1 and l2. The case of ponds with interiors that are potentially
dangerous but not completely lethal to larvae could perhaps be approximately
modelled by simply reducing the values of the di in the model equations below
their physically correct values. This makes the smallness requirements on the li
more stringent and, therefore, less likely to hold.
There are a great many factors involved in the search for an oviposition site
by a mosquito that are not modelled here at all. In practice it involves a complex
interaction of both chemical and physical factors. Larvae can produce attractants
which may lead to a preference for ponds that previously held conspecific lar-
vae. These substances can remain active for long periods. Larval density can be
important, with some species preferring uncrowded conditions. Physical aspects
other than area, such as pond brightness, are known to be important for some
species. Also, as noted earlier, the time available for the oviposition pond search
may be restricted (it varies with species) and so it may not be possible to visit
all potential ponds. For an extensive discussion of these points and others, see
Bentley and Day [3] and the references therein.
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