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The extended Skyrme-Faddeev model possesses vortex solutions in a (3+1) dimensional Minkowski space-
time with target space CPN . They have finite energy per unit of length and contain waves propagating along
vortices with the speed of light. We introduce various types of the potentials which correspond with holomorphic
solutions of the integrable sector and also with several numerical solutions outside of this sector. The presented
solutions constitute a strong indication that the current model contains large class of solutions with much wider
range of coupling constants than the previously known exact solution.
PACS numbers: 11.27.+d, 11.10.Lm, 11.30.-j, 12.39.Dc
I. INTRODUCTION
The Skyrme-Faddeev model is an example of a field theory that
supports the finite-energy knotted solitons. The significance of this
model has increased noticeably when it has been conjectured that the
model can be seen as a low-energy effective classical model of the
underlying Yang-Mills theory [1]. Similarly to many other models
[2] the classical soliton solutions of the Skyrme-Faddeev model can
play a role of adequate normal models useful in description of the
strong coupling sector of the Yang-Mills theory. The exact soliton
(vortex) solution of the model has been found within the integrable
sector [3]. Such a sector exists in the version of the model that is
an extension of the standard Skyrme-Faddeev model obtained by in-
cluding some quartic term different to the Skyrme term. The study of
the extended models have been originally motivated by the results of
the analysis of the Wilsonian action of the SU(2) Yang-Mills theory
[4]. It has been shown that also in the case of the complex projective
target space CPN the extended Skyrme-Faddeev model (in which it
has been imposed some special constraints for the parameters of the
model) possesses an exact soliton solutions in the integrable sector
[5, 6]. It has not been clear until now if the presence of the solutions
in the considered model is related to the particular choice of the cou-
pling constants like in the case of the exact solution or it is rather a
general property of the model. In order to answer this question one
needs to construct some other solutions than the exact ones. The aim
of this paper is to investigate the existence of the solutions of the
model inside/outside the integrable sector, especially in absence of
some particular relations between coupling constants. We show that
such solutions exist. The key role is playing by the potential which
usually work as a stabilizer for the solution. In the present paper the
potential appears in the context of exact holomorphic solutions, as it
was presented in the case of CP1 related model [7, 8], and also for
solutions from a non-holomorphic sector. We conclude that the exact
solution appears as a particular solution belonging to the wider class
of solutions of the model.
The study of such models is promising and could be important
for understanding some aspects of the strong coupling sector of the
Yang-Mills theory.
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II. THE FORMULATION OF THE MODEL
The Skyrme-Faddeev model and its extensions on the CP1 target
space are usually expressed in terms of the real unit vector ~n. The
dimension of a target space is simply related to the number of degrees
of freedom of the model. For instance, the model with the CP1 target
space has only two independent degrees of freedom. In order to add
more degrees of freedom one can consider some higher dimensional
target spaces. The target space (coset space) in the case of some
higher dimensional SU(N) Lie groups, i.e. N > 2, can be chosen in
several nonequivalent ways.
Recently it has been proposed some formulation of the extended
Skyrme-Faddeev model on the CPN target space [5]. The coset space
CPN = SU(N + 1)/SU(N)⊗U(1) is an example of a symmetric
space and it can be naturally parameterized in terms of so called prin-
cipal variable X(g) = gσ(g)−1, with g ∈ SU(N +1) and σ being the
order two automorphism under which the subgroup SU(N)⊗U(1) is
invariant i.e. σ(h) = h for h ∈ SU(N)⊗U(1). The principal coordi-
nate X(g) defined above satisfies X(gh) = X(g).
We shall consider the field theory in (3+ 1) dimensions defined
by the Lagrangian
L =−M
2
2
Tr
(
X−1∂µ X
)2
+
1
e2
Tr
([
X−1∂µ X , X−1∂ν X
])2
+
β
2
[
Tr
(
X−1∂µ X
)2]2
+ γ
[
Tr
(
X−1∂µ X X−1∂ν X
)]2
−µ2V (1)
where M is a coupling constant with dimension of mass whereas
the coupling constants e−2, β , γ are dimensionless. The first term
is quadratic in X and corresponds with the Lagrangian of the CPN
model. The quartic term proportional to e−2 is the Skyrme term
whereas other quartic terms constitute the extension of the standard
Skyrme-Faddeev model. The novelty of the model (1) comparing
with that introduced in [5] is the presence of the potential V . In re-
cent studies, several potentials have been introduced for the planar
Skyrme-type model [9–11]. It was shown that the extended CP1
Skyrme-Faddeev model in (3+1) dimensions possesses some non-
holomorphic solutions that do not belong to the integrable sector [7].
Since the extended Skyrme-Faddeev model on the CPN target space
also possesses the integrable sector as well as the exact vortex solu-
tions the natural question is if there exist any solutions that do not
belong to the integrable sector? In similarity to the paper [7] we
study such a possibility in the presence of the potential. As it has
2been explained below such solutions can be obtained numerically for
some choice of the potential.
A. The parametrization
Let us shortly discuss the parameterization of the model. Ac-
cording to the previous paper [5] one can parametrize the model in
terms of N complex fields ui, where i = 1, . . . ,N. Assuming (N +1)-
dimensional defining representation where the SU(N +1) valued el-
ement g is of the form
g≡ 1ϑ
(
∆ iu
iu† 1
)
ϑ ≡
√
1+u† ·u (2)
and where ∆ is the hermitian N×N-matrix
∆i j = ϑ δi j −
ui u
∗j
1+ϑ which satisfies ∆ ·u = u and u
† ·∆ = u†.
The principal variable X(g) = gσ(g)−1 takes the form
X(g) = g2 =
(
IN×N 0
0 −1
)
+
2
ϑ 2
( −u⊗u† iu
iu† 1
)
and the Lagrangian (1) reads
L =−1
2
[
M2ηµν +Cµν
]
τνµ −µ2V (3)
where the symbols Cµν and τµν are defined as follows
Cµν := M2ηµν − 4
e2
[
(βe2−1)τρρ ηµν
+(γe2−1)τµν +(γe2 +2)τνµ
]
, (4)
τµν :=− 4ϑ 4
[
ϑ 2∂ν u† ·∂µ u− (∂ν u† ·u)(u† ·∂µ u)
]
. (5)
A variation with respect to u∗i leads to the equations which can be
cast in the form
(1+u† ·u)∂ µ (Cµν ∂ ν ui)
−Cµν
[
(u† ·∂ µ u)∂ ν ui +(u† ·∂ ν u)∂ µ ui
]
+
µ2
4
(1+u† ·u)2
N
∑
k=1
[
(δik +uiu∗k)
δV
δu∗k
]
= 0. (6)
where we have already multiplied the resultining equations by in-
verse of ∆2i j i.e. ∆
−2
i j =
1
1+u†·u (δi j + uiu
∗j ). We shall discuss some
examples of the potential in the further part of the paper. In the sim-
plest case when the potential is a function of absolute values of the
fields V (|u1|2, . . . , |uN |2) the contribution from the potential becomes
N
∑
k=1
[
(δik +uiu∗k)
δV
δu∗k
]
= ui
[
δV
δ |ui|2
+
N
∑
k=1
|uk|2
δV
δ |uk|2
]
.
We introduce the dimensionless coordinates (t,ρ,ϕ,z) defined as
x0 = r0t, x
1 = r0ρ cosϕ, x2 = r0ρ sinϕ x3 = r0z (7)
where the length scale r0 is defined in terms of coupling constants
M2 and e2 i.e.
r20 =−
4
M2e2
and the light speed is c = 1 in the natural units. The linear element
ds2 reads
ds2 = r20(dt2−dz2−dρ2 −ρ2dϕ2).
The family of exact vortex solutions has been found for the model
without potential µ2 = 0 where in addition the coupling constants
satisfy the condition βe2 + γe2 = 2. The exact solutions have the
form of vortices which depend on some specific combination of the
coordinates i.e. one light-cone coordinate x3 + x0 and one complex
coordinate x1 + ix2. The functions ui(x3 + x0,x1 + ix2) satisfy the
zero curvature condition ∂µ ui∂ µ u j = 0 for all i, j = 1, . . . ,N and
therefore one can construct the infinite set of conserved currents.
We shall consider the following ansatz
u j = f j(ρ)ei(n jϕ+k jψ(w)) (8)
where ψ(w) is a real function of the light-cone coordinate and fi(ρ)
are real-valued functions. The constants ni form the set of integer
numbers and ki are some real constants. The holomorphic solutions,
which belong to the integrable sector, is of the form
fi(ρ) = ciρni (9)
where ci are some real (in general complex) free constants. We define
two diagonal matrices
λ ≡ diag(n1, . . . ,nN), σ ≡ diag(k1, . . . ,kN). (10)
in order to simplify the form of some formulas below. In matrix
notation the ansatz reads u = f (ρ)exp [i(λϕ +σψ(w))] where w is
either z+ t or z− t. The expressions τµν have the following form
τρρ ≡ θ (ρ) =− 4ϑ 4
[
ϑ 2 f ′T . f ′− ( f ′T . f )( f T . f ′)
]
τϕϕ ≡ ω(ρ) =− 4ϑ 4
[
ϑ 2 f T .λ 2. f − ( f T .λ . f )2
]
τϕρ =−τρϕ ≡ iζ (ρ)
ζ (ρ) =− 4ϑ 4
[
ϑ 2 f ′T .λ . f − ( f T .λ . f )( f ′T . f )
]
τtρ =−τρt ≡ (i∂tψ)ξ (ρ), τzρ =−τρz ≡ (i∂zψ)ξ (ρ)
ξ (ρ) =− 4ϑ 4
[
ϑ 2 f ′T .σ . f − ( f T .σ . f )( f ′T . f )
]
τtϕ = τϕt ≡ (∂tψ)η(ρ), τzϕ = τϕz ≡ (∂zψ)η(ρ)
η(ρ) =− 4ϑ 4
[
ϑ 2 f T .λ .σ . f − ( f T .λ . f )( f T .σ . f )
]
τtt ≡ (∂tψ)2χ(ρ), τzz ≡ (∂zψ)2χ(ρ)
τtz = τzt ≡ (∂tψ)(∂zψ)χ(ρ)
χ(ρ) =− 4ϑ 4
[
ϑ 2 f T .σ2. f − ( f T .σ . f )( f T .σ . f )
]
where derivative with respect to ρ is denoted by ddρ =′ and T stands
for matrix transposition. The equations of motion written in dimen-
sionless coordinates take the form
(1+ f T . f )
[
1
ρ
(
ρ ˜Cρρ f ′k
)′
+
i
ρ
(
˜Cρϕ
ρ
)′
(λ . f )k− 1ρ4
˜Cϕϕ (λ 2. f )k
]
−2
[
˜Cρρ( f T . f ′) f ′k−
1
ρ4
˜Cϕϕ ( f T .λ . f )(λ . f )k
]
+µ˜2 fk
4
(1+ f T . f )2
[
δV
δ f 2k
+
N
∑
i=1
f 2i
δV
δ f 2i
]
= 0 (11)
3for each k = 1, . . . ,N, where we have introduced the symbols ˜Cµν :=
1
M2 Cµν , and also µ˜
2 :=
r20
M2 µ
2
. The components ˜Cµν which appear
in the equations of motion read
˜Cρρ =−1+(βe2 −1)
(
θ + ωρ2
)
+(2γe2 +1)θ
˜Cϕϕ =−ρ2 +ρ2(βe2−1)
(
θ + ωρ2
)
+(2γe2 +1)ω
˜Cϕρ =− ˜Cρϕ =−3iζ . (12)
B. The energy
The Hamiltonian density being a Legendre transform of the La-
grangian density (3) is defined as follows
H :=
δ L
δ ∂0ui
∂0ui +
δ L
δ ∂0u∗i
∂0u∗i −L . (13)
The resulting Lagrangian and Hamiltonian densities taken for the so-
lution (8) depend only on the coordinates ρ and either z+ t or z− t.
For the Lagrangian density one gets
L =
M2
r20
(
θ + ωρ2
)
+
2
r40e
2 (βe2 + γe2−2)
(
θ + ωρ2
)2
+
4
r40e
2 (γe
2−1)ζ
2−θω
ρ2
+
2
r40e
2 (γe
2 +2)
(
θ 2 + ω
2
ρ4 −2
ζ 2
ρ2
)
−µ2V (14)
where a term proportional to M2 is just the CPN Lagrangian and
terms proportional to γe2−1 and γe2+2, vanish for the holomorphic
solutions (9) since the constraint ∂µ ui∂ µ u j = 0 leads to the relation
f ′j(ρ) = n jρ f j(ρ) resulting in equalities θ = ωρ2 = ζρ and ξ = ηρ .
The Hamiltonian density (13) considered for (8) contains several
terms. We present it in dimensionless form (in the unit of −M4e2/4)
H =
7
∑
j=1
H j (15)
where the components H j are given by
H1 =−
(
θ + ωρ2
)
, H2 =−2
(
dψ
dw
)2
χ ,
H3 = 2
(
dψ
dw
)2{
(βe2−1)
(
θ + ωρ2
)
χ +(γe2−1)2η
2
ρ2
}
H4 =
1
2
(βe2 + γe2−2)
(
θ + ωρ2
)2
H5 = (γe2−1)
ζ 2 −θω
ρ2 +
1
2
(γe2 +2)
(
θ 2 + ω
2
ρ4 −2
ζ 2
ρ2
)
H6 =−6
(
dψ
dw
)2(
ξ 2− η
2
ρ2
)
, H7 = µ˜2V. (16)
We have split the Hamiltonian density in order to make explicit the
terms that were present in the earlier study of the holomorphic vor-
tex solutions i.e H1, H2 and H3. The term H4 and also the po-
tential term H7 were absent in previous considerations. They did
not appear due to the constraint imposed on the coupling constants
βe2 + γe2 = 2 and also due to the integrability condition. The terms
H5,H6 are zero for the holomorphic solutions. Note that for static
(w-independent) vortex solutions, H2,H3,H6 reduce to zero and
then, only the terms H4,H5,H7 could be meaningful for the Der-
rick’s scaling argument.
C. The topological property
According to the discussions in [12] and also in [5], we can define
the topological charge in the present model. The field ui provide a
mapping from x1x2 plane into CPN . However, for the finiteness of
the energy, the field goes to a constant. Then the plane should be
compactified into S2 and the solutions define the mapping S2 →CPN
which is classified into the homotopy classies of pi2(CPN). There ex-
ists a theorem describing in [12], pi2(G/H) = pi1(H)G where pi1(H)G
is the subset of pi1(H) formed by closed paths in H which can be
contracted to a point in G. Thus, in the present case, the topological
charges are given by
pi1(SU(N)⊗U(1))SU(N+1). (17)
As discussed in [12],[5], the topological charges are equal to the
number of poles of ui, including those at infinity. And then, it can
be obtained as
Qtop = nmax + |nmin| (18)
where the highest positive integer in the set ni, i = 1,2, · · · ,N and
nmin is the lowest negative integer in the same set.
III. REDUCTION TO THE INTEGRABLE CP1 SECTOR
In [7], one of us have claimed that for some special choice of
the potential V there exist analytical solutions of the CP1 Skyrme-
Faddeev type model for all topological charges. It turns out that for
a CPN version of the extended Skyrme-Faddeev model there exists
sectors such that the model reduces to the CP1 version. One can
expect that when reduction occurs the model possesses holomorphic
solutions for the appropriate choice of the potential. In current sec-
tion we shall study this problem in details.
We are interested in a case such that the quartic term proportional
to βe2+γe2−2 does contribute to equations of motion and solutions
of those equations are of the form
uk = ckρnk ei(nkϕ+kψ(w)) (19)
with ck being some real constant parameters. The form of solution
solves the zero-curvature condition ∂µ ui∂ µ u j = 0. The problem we
have to face is in fact an inverse problem i.e. we shall derive the form
of the potential for a given solution. Let us observe that the equations
of motion for the solution (19) simplifies a lot taking the form
ν˜2
ni
ρ4
R(ρ)
(1+u† ·u)4 = µ˜
2
[
δV
δ |ui|2
+
N
∑
k=1
|uk|2
δV
δ |uk|2
]
(20)
where we have denoted ν˜2 := 64(βe2 + γe2−2) and
R(ρ) :=
N
∑
i=1
Ai|ui|2 +
N
∑
i, j=1
Bi j|ui|2|u j|2 +
N
∑
i, j,k=1
Ci jk|ui|2|u j|2|uk|2
4where the coefficients are functions of integers ni
Ai = n2i (ni−1)
Bi j = n2i (ni−2n j −1)+
1
2
(ni−n j)2(ni +n j −1)
Ci jk =
1
2
(ni−n j)2(ni +n j −2nk −1).
One can get rid of the denominator (1+u† · u)4 on both sides of the
field equations substituting
V = W
(1+u† ·u)4 .
The resulting set of equations i = 1, . . . ,N has the following form
ν˜2
µ˜2
ni
ρ4 R(ρ) =
δW
δ |ui|2
+
N
∑
k=1
|uk|2
δW
δ |uk|2
−4W. (21)
The function W must have such a form that the complete system
of N equations (21) holds. Such a function W , satisfying the set
of equation with arbitrary integers (n1,n2, . . . ,nN), would be a true
generalization of the problem of exact solutions to the CPN case.
A. The potential
Instead of solving this (still open) question we shall study the case
of reduction with only one non-zero integer n. We assume that the
first K integers ni are equal n1 = n2 = . . .nK ≡ n and rest of them
vanish nK+1 = . . .= nN ≡ 0. The set of reduced equations (21) takes
the form

ν˜2
µ˜2
n
ρ4 R(ρ)−
(
δW
δ |ui|2 +∑
N
k=1 |uk|2 δWδ |uk|2 −4W
)
= 0
δW
δ |ui|2 +∑
N
k=1 |uk|2 δWδ |uk|2 −4W = 0
(22)
where the first subset of (22) is labeled by i= 1, . . . ,K and the second
subset by i = K + 1, . . . ,N. The solutions ui for c1 = . . . = cK ≡ c
satisfy
|ui|2 =: |u|2 = c2ρ2n for i = 1, . . .K
|ui|2 = c2i for i = K +1, . . .N
(23)
which implies that the function R(ρ) in (22) simplifies to the form
R(ρ) = n
3
2
K2
(
1+
N
∑
k=K+1
c2k
)2 [
α|u|2−δ |u|4
]
where the coefficients α , δ read
α :=
2
K
(
1− 1
n
)
δ := 2
1+∑Nk=K+1 c2k
(
1+
1
n
)
. (24)
The problem can be solved by the method of separation of variables.
For this reason we consider the function W in the form of a product
of two functions P and Q
W = P(|u1|2, . . . , |uK |2)Q(|uK+1|2, . . . , |uN |2)
where the function P is a product
P(|u1|2, . . . , |uK |2) =
K
∏
l=1
|ul |2α˜
where the parameter α˜ is a free constant. Considering that δ Pδ |u j |2 =
α˜
|u j |2 P and ∑
Kj=1 |u j|2 δ Pδ |u j |2 =Kα˜P one can show that the second sub-
set i = K +1, . . . ,N of equations (22) reduces to the following one
δQ
δ |ui|2
+
N
∑
j=K+1
|u j|2 δQδ |u j|2
+(Kα˜−4)Q = 0. (25)
The equations (25) considered for |ui|2 = c2i hold for any i = K +
1, . . . ,N if the function Q is such that[
1
Q
δQ
δ |ui|2
]
|uk |2=c2k
= ˜δ (26)
where ˜δ is another free constant. Consequently the equations (25)
reduce to the relation between constants α˜ and ˜δ
˜δ = 4−Kα˜
1+∑Nj=K+1 c2j
. (27)
For the first subset i = 1, . . . ,K of the equations (22) one gets
ν˜2
µ˜2
n
ρ4 R(ρ) =
[
α˜
|ui|2
+Kα˜ +
N
∑
j=K+1
|u j|2 1Q
δQ
δ |u j|2
−4
]
PQ
where the rhs of this formula is taken for |u j|2 given by (23). It follws
that the last formula in fact became
ν˜2
µ˜2
n
ρ4 R(ρ) =
[
α˜
|u|2 −
˜δ
]
PQ.
where P = |u|2Kα˜ , Q = Q(c2K+1, . . . ,c2N). In the last step we have
made use of the relation (27). Putting all results together we obtain
ν˜2
µ˜2
n
ρ4
n3
2
K2
(
1+
N
∑
k=K+1
c2k
)2 [
α|u|2−δ |u|4
]
−
[
α˜(|u|2)Kα˜−1− ˜δ (|u|2)Kα˜
]
Q(c2K+1, . . . ,c2N) = 0.
One can conclude from the last equation that both free constants α˜
and ˜δ have to be fixed by α˜ = α and ˜δ = δ . In such a case one gets
[
α(|u|2)Kα−1−δ (|u|2)Kα
]
=
1
c
4
n ρ4
[
α|u|2−δ |u|4
]
and all equations take the form of relation between constants which
fixes value of µ˜2 in terms of other constants
µ˜2 = 32(βe2 + γe2 −2)c 4n n4K2
(
1+∑Nj=K+1 c2j
)2
Q(c2K+1, . . . ,c2N)
. (28)
The only condition that the function Q has to satisfy is that given
by (26) with ˜δ = δ . An example of the function Q is given in next
subsection.
We conclude from this section that for the potential
V =
(∏Kl=1 |ul |2)α Q(|uK+1|, . . . , |uN |2)
(1+∑Nj=1 |u j|2)4
where Q satisfy the condition (26) in the case of reduction to CP1 the
model possesses holomorphic solutions in the sector βe2 + γe2 6= 2.
5An example of the exact potential
Let us consider the function Q in the form
Q =
[
N
∏
l=K+1
(|ul |2)−
1
n S(|uK+1|2, . . . , |uN |2)
]2
.
In such a case the condition (26) i.e.
[
δ
δ |u j|2 lnQ
]
c2k
= δ became
[ δ
δ |u j|2
lnS
]
c2k
=
1
nc2j
+
δ
2
.
We shall assume the function S in the form of linear combination of
|ul |2 i.e. S = A −∑Nl=K+1 Bl |ul |2 which reduce the last condition to
the set of equations(
A −
N
∑
l=K+1
Blc
2
l
)(
1+
N
∑
l=K+1
c2l +(n+1)c
2j
)
+n
(
1+
N
∑
l=K+1
c2l
)
c2jB j = 0
that have to hold for any j = K + 1, . . . ,N. All coefficients propor-
tional to c2j as well as free terms must vanish independently. Finally it
leads to two equations what suggest parametrization containing only
two variables a and b. Taking c2jB j = ac2j +b we reduce the set of
equations to the following one{ (∑Nl=K+1 c2l −n)a+(n+1)(N −K)b = (n+1)A(
∑Nl=K+1 c2l
)
a+(N−K−n)b = A
that have solutions in the form

a =
(n+1)A
−(n+1)+(N−K+1)(1+∑Nl=K+1 c2l )
b = (1+∑
N
l=K+1 c
2
l )A
−(n+1)+(N−K+1)(1+∑Nl=K+1 c2l )
.
For a particular choice of A i.e.
A =−(n+1)+(N −K +1)(1+
N
∑
l=K+1
c2l ) (29)
solutions reduce to a = n+1 and b = 1+∑Nl=K+1 c2l . It follows that
B j = n+1+
1
c2j
(
1+
N
∑
l=K+1
c2l
)
. (30)
The set of coefficients cK+1, . . . ,cN determines the constants A and
B j. From the physical point of view the inverse problem is more
interesting i.e. when the potential parameters are free constants. In
such a case one has to invert the relations between c j and B j . The
parameter A is not independent constant since it is determined by
values of constants c j . The function Q gets the form
Q =
[
N
∏
l=K+1
(|ul |2)−
1
n
(
A −
N
∑
l=K+1
Bl |ul |2
)]2
(31)
which implies the formula
Q(c2K+1, . . . ,c2N) = n2(1+
N
∑
j=K+1
c2j)2
N
∏
l=K+1
c
− 4
n
l .
Plugging this result to (28) one gets the relation
µ˜2 = 32(βe2 + γe2−2)n2K2c 4n
N
∏
l=K+1
c
4
n
l .
B. The energy of an exact vortex configuration
In this subsection we present exact expressions for the energy of
the vortex configurations being analytical solutions in the model con-
taining potential. To make formulas less complex we shall consider
a simplified case such that there is only one free constant ck ≡ c for
all k = 1, . . . ,K and ck ≡ 1 for k = K +1, . . . ,N. It follows that
α :=
2
K
(
1− 1
n
)
δ := 2
N−K +1
(
1+
1
n
)
. (32)
The energy per unit of length of the vortex is a sum ∑7k=1 Ek where
contributions Ek are defined as
Ek = 2piM2
∫
∞
0
dρρHk.
The first term E1 is purely topological and therefore it is proportional
to |n|
E1 = 8piM2|n|.
The energy E2 can be cast in the form of the sum
E2 = 8piM2ψ ′2
1
|n|c 2n
[
N−K +1
K
] 1
n 3∑
j=1
a jI j(n)
where the coefficients a j depend on parameters ki
a1 :=
1
K
K
∑
i=1
k2i −
1
K2
K
∑
i=1
K
∑
j=1
kik j
a2 :=
∑Ni=K+1 k2i
N−K +1 +
∑Kj=1 k2j
K
−2 ∑
K
i=1 ∑Nj=K+1 kik j
K(N−K +1)
a3 :=
∑Ni=K+1 k2i
N−K +1 −
∑Ni=K+1 ∑Nj=K+1 kik j
(N−K +1)2
and expressions I j(n) stands for some integrals. One gets
I1(n) :=
∫
∞
0
dy y
1
n
+1
(1+y)2
=− pi(n+1)
nsin
(
pi
n
) n =−1,−2, · · · .
The integral I1(n) diverges for positive values of n. The integral I2(n)
reads
I2(n) :=
∫
∞
0
dy y
1
n
(1+y)2
=
pi
nsin
(
pi
n
) n =±2,±3, · · · .
where divergence occurs only for n = ±1. The last integral is of the
form
I3(n) :=
∫
∞
0
dy y
1
n
−1
(1+y)2
=
pi(n−1)
nsin
(
pi
n
) n = 1,2, · · · .
One can see that there are not values of n such that all integrals con-
verge simultaneously. For instance, the energy E2 is finite for n > 1
if a1 = 0 or for n < −1 when a3 = 0. The energy E3 is given by the
formula
E3 =
32pi
3 M
2|n|ψ ′2
[
(βe2−1)(2a1 +a2 +2a3)+(γe2 −1)a24
]
where the coefficient a4 reads
a4 :=
1
K
K
∑
i=1
ki− 1N−K +1
N
∑
i=K+1
ki.
6(n1,n2) E E1 E2 E3 E4 E5 E6 E7
(3, 1) 224 18.9 70.0 86.4 22.6 0.23 2.93 22.7
(2,−1) 226 18.9 71.7 86.5 22.6 0.22 2.97 22.8
(4, 2) 321 25.4 84.5 127 34.3 0.60 15.2 34.5
(4, 1) 276 25.3 81.4 112 31.4 0.59 -6.46 31.8
(3,−1) 277 25.3 82.1 112 31.3 0.59 -6.35 31.9
(2,−2) 328 25.3 90.4 127 34.2 0.59 15.5 34.6
(5, 2) 378 31.5 93.4 158 42.7 0.28 9.40 42.5
(5, 1) 325 31.8 89.8 126 41.8 1.53 -8.99 42.9
(4,−1) 324 31.8 89.2 126 41.8 1.51 -8.76 42.9
(3,−2) 379 31.5 94.8 158 42.5 0.28 9.78 42.7
Table I: The energy and the components (in unit of 4M2) with
the potential (46),(47) of (a,b) = (0,2). The parameters are
(βe2,γe2,µ2,k1,k2) = (2.0,2.0,1.0,1.0,2.0).
The term E4 takes the form
E4 =
32pi
3 M
2(βe2 + γe2−2)c 2n n
4
|n|
[
N−K +1
K
]− 1
n
∫
∞
0
dy y
1− 1
n
(1+y)4
=
16pi2
3
M2(βe2 + γe2−2)c 2n
[
N−K +1
K
]− 1
n n2−1
sin
(
pi
|n|
) .
This contribution to the energy does not appear in the models without
potential where βe2 + γe2 − 2 = 0. The terms H5,H6 do not con-
tribute to a total energy since they vanish for a holomorphic solution.
The last contribution which comes from the potential term reads
E7 = 2piM2 µ˜2
∫
∞
0
dρρV
= piM2µ˜2 Q|n|
[N−K+1
K
]− 1
n
K2(N−K +1)2 c
− 2
n
∫
∞
0
dy y
1− 1
n
(1+y)4
where the function Q is taken for |u j|2 = 1. Considering that µ˜2
is given by (28) one gets that E7 = E4. It follows that for an exact
solution the potential term and the quartic term proportional to βe2+
γe2−2 contribute equally to the total energy.
IV. THE NUMERICAL STUDY FOR THE
NONHOLOMORPHIC VORTICES
In present section we study the problem of solutions of the ex-
tended CPN Skyrme-Faddeev model without reduction and with
presence of the potential. We shall propose the form of the poten-
tial such that one can compute solutions for arbitrary set of integers
(n1,n2, . . . ,nN) which appear in the ansatz (8). Such solutions are
non-holomorphic ones and therefore they can be obtained as the re-
sult of numerical integration. For the numerical study, it is more
convenient to use a new radial coordinate y, defined by ρ =
√
1−y
y .
Accordingly we adopt profile functions gi, instead of using fi. The
ansatz is then
ui =
1√
N
√
1−gi(y)
gi(y)
ei(niϕ+kiψ(w)) (33)
where ψ(w) is a real function of the light-cone coordinate w ≡ z± t.
The factor 1/
√
N is introduced in order that the solution naturally
reduces that of CP1 when all integers ni are equal. It is worth men-
tioning that in this section we are not interested in reduction itself,
however, for the case of reduction one can test the numerical solu-
tion comparing it with analytical one.
The equation of motion (11) can be written as
g′′i
gi(1−gi)
+
(C′1
C1
+
1−2y
y(1−y)
) g′i
gi(1−gi)
+
1
2
4gi−3
(gi(1−gi))2
g′2i
+
1√
y(1−y)3
(C′2
C1
+
1
2
C2
C1
1
y(1−y)
)
ni +
1
2
1
y(1−y)3
C3
C1
n2i
+
∏Nk=1 gk
Θ
{ N
∑
l=1
( g′l
g2l
) g′i
gi(1−gi) −
1
y(1−y)3
C3
C1
N
∑
l=1
(
nl
1−gl
gl
)
ni
}
− µ˜
2
8
1
y3(1−y)
1
C1
Θ
N ∏Nk=1 gk
δVi = 0, i = 1, · · · ,N (34)
where Θ≡ ∑Nk=1 gk , symbols Ck read
C1 ≡ ˜Cρρ =−1+(2γe2 +βe2)θ (y)+(βe2−1) y1−y ω(y)
C2 ≡ i ˜Cρϕ =−3ζ (y)
C3 ≡ ˜Cϕϕ
=−1−y
y
+(βe2−1)1−y
y
θ (y)+(2γe2 +βe2)ω(y) (35)
and δVi stands for contribution from the potential i.e.
δVi ≡−Ng2i
δV
δgi
−
N
∑
k=1
gk(1−gk)
δV
δgk
. (36)
There is a freedom in choice of the form of the potential V (gi),
however, one has to take care about its asymptotic behavior. A stan-
dard discussion should be based on the vacuum structure of the field.
As a simple example, we start with the CP1 (O(3)) case. The O(3)
σ model is usually defined as a vectorial triplet~n = (n1,n2,n3) with
the constraint~n ·~n = 1. The well-known potential named “old-baby”
type, i.e.potential with one vacuum, is of the form [13]
V (~n) = (1−~n∞ ·~n) (37)
where ~n∞ is a vacuum value of the field ~n at spatial infinity. If we
choose the value ~n∞ = (0,0,1) the potential becomes V = (1− n3).
Performing stereographic projection S2 on a plane we parametrize
the model by a complex scalar field u related to the triplet~n by
~n =
1
1+ |u|2
(
u+u∗,−i(u−u∗) , |u|2−1
)
(38)
and rewrite the potential in terms of a complex field u
V (u) =
(
1− |u|
2−1
1+ |u|2
)
=
2
1+ |u|2 . (39)
One can expect that similar argument might work for the CP2. In or-
der to check this hypothesis let us consider two fields (u1,u2) whose
behavior at the infinity is the same as for corresponding holomorphic
solutions characterized by two integers (n1,n2). When n1,n2 > 0,
the fields behaves as |u1|, |u2| → ∞ for ρ → ∞. Then one can try a
generalization |u|2 → |u1|2 + |u2|2 resulting in the potential
V (ui) =
(
1− |u1|
2 + |u2|2−1
1+ |u1|2 + |u2|2
)
=
2
1+ |u1|2 + |u2|2
. (40)
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Figure 1: The plot of the CP2 profiles g1 (the solid line) and g2 (the dotted line) for the potential (46),(47) of (a,b) = (0,2). The parameters
are (βe2,γe2, µ˜2) = (2.0,2.0,1.0).
There is a serious problem which such a generalization since the
model with the potential (40) has numerical solutions only for equal
values of integers n1 = n2.
A better approach to the problem is based on the observation that
the potential in the CP1 case can be expressed in terms of the SU(2)
valued field U :=~τ ·~n which allows to write (43) as
V (U) =
1
2
Tr(1−U†
∞
U). (41)
This formula can be easily verified using the identity (~τ ·~n∞)(~τ ·~n) =
~n∞ ·~n+ i~τ · (~n∞ ×~n). We examine the construction of the potential
for the N > 1 of the CPN case in the same way. A parametrization
of the model, which includes the case of SU(2)/U(1) = CP1 target
space, is performed in variable X instead of the SU(2)-valued field
U . The principal variable is a function of one complex field u and it
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Figure 2: The plot of the CP2 density of total energies ˜H (in unit of 4M2) of the (k1,k2) = (1.0,1.0) (the solid line), the (k1,k2) = (1.0,2.0)
(the dotted line) and (k1,k2) = (2.0,1.0) (the dot-dashed line) for the potential (46),(47) of (a,b) = (0,2). The parameters are (βe2,γe2, µ˜2) =
(2.0,2.0,1.0).
reads
XCP
1
=
1
1+ |u|2
(
1−|u|2 2iu
2iu∗ 1−|u|2
)
(42)
or in terms of components of the unit iso-vector~n
XCP
1
=−n3I + in1τ1− in2τ2,
which is clearly different form U . Inverse of the principal variable
XCP
1 goes to (XCP1
∞
)−1 = diag(−1,−1). It follows that the following
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Figure 3: The total energy surface in the parameter space (βe2,γe2)
potential (46) of (a,b) = (0,2). The remaining parameters are
(µ˜2,k1,k2) = (1.0,1.0,1.0).
expression
V (u) =
1
2
Tr(1− (XCP1
∞
)−1XCP
1
) =
1
2
Tr(1+XCP
1
)
=
2
1+ |u|2 (43)
reproduces the potential (39). The last result constitute an important
clue how to choose potentials V (X) for N > 1.
A. The CP2 solution
First we give a definition of functions which still were not ad-
dressed. For the CP2, the functions θ ,ω,ζ in Eq.(35) have the form
θ (y) =− 8Θ2 y
3(1−y)
[
(1+g2)g2g′21
2g1(1−g1)
+
(1+g1)g1g′22
2g2(1−g2)
−g′1g′2
]
ω(y) =− 8Θ2
[
n21g1(1−g1)g22 +n22g21g2(1−g2)
+
1
2
(n1−n2)2g1(1−g1)g2(1−g2)
]
ζ (y) =− 8Θ2
√
y3(1−y)
[
n1g22g
′
1 +n2g
2
1g
′
2
+
1
2
(n1−n2)
{
g2(1−g2)g′1−g1(1−g1)g′2
}] (44)
where Θ = g1 +g2.
Generally speaking, a potential can be deduced from the asymp-
totic structure of solutions of the model. Moreover, the potential has
to have the form such that the model has solutions for all qualitatively
different combinations of the integers (n1,n2). In the following sub-
sections, we give an explicit form of the potentials for basic combina-
tions of (n1,n2). The most crucial point is that we shall explore such
potentials of which the solutions share the asymptotic behavior with
the holomorphic counterpart, i.e. ∼ (ρn1 ,ρn2) for the combinatation
(n1,n2).
1. The case: n1 > n2 > 0
By assuming that the solution and its holomorphic counter-
part have the same asymptotic behaviour at the spatial infinity
one gets that inverse of the principal variable X goes to X∞−1 :=
diag(−1,1,−1) as ρ → ∞. It follows that generalization of the for-
mula (43) from N = 1 to N = 2, gives the following expression for
the potential
V (ui) = Tr(1−X∞−1X) = 4 1+ |u2|
2
1+ |u1|2 + |u2|2
. (45)
Note that for ρ → 0 inverse of the principal variable goes to X−10 :=
diag(1,1,1), then the expression Tr(1−X−10 X) can be included as
the “new-baby” potential which has two vacua [14]. Finally, the fol-
lowing expression can be considered as a general form of the poten-
tial
V = [Tr(1−X−10 X)]a[Tr(1−X−1∞ X)]b
=
(|u1|2 + |u2|2)a(1+ |u2|2)b
(1+ |u1|2 + |u2|2)a+b
=
(g1 +g2−2g1g2)agb1(1+g2)b
(g1 +g2)a+b
(46)
where the integers a,b satisfy a≧ 0,b > 0.
2. The case: n1 > 0 > n2
Assuming that for n2 < 0 the field u2 behaves at zero as its
holomorphic counterpart i.e. ∼ ρn2 one gets that it tends to di-
verge as ρ → 0. Then inverse of the principal variable X goes to
X−10 := diag(1,−1,−1) as ρ → 0. The general form of the potential
takes the form
V = (1+ |u1|
2)a(1+ |u2|)b
(1+ |u1|2 + |u2|2)a+b
=
gb1g
a
2(1+g1)
a(1+g2)b
(g1 +g2)a+b
(47)
where the integers satisfy a≧ 0,b > 0.
3. The case: n1,n2 < 0, |n1|> |n2|
The asymptotic values of inverse of the principal variable
are given by constant matrices X−1
∞
= diag(1,1,1) and X−10 =
diag(−1,1,−1). Then the potential is
V = (1+ |u2|
2)a(|u1|2 + |u2|2)b
(1+ |u1|2 + |u2|2)a+b
=
ga1(1+g2)
a(g1 +g2 −2g1g2)b
(g1 +g2)a+b
(48)
where the integers satisfy a≧ 0,b > 0.
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Figure 4: The profiles (g1,g2), and the energy density ˜H of the CP2 in the potential (46) of (a,b) = (0,2) with several strength µ˜2. For the
remaining parameters we choose (βe2,γe2,k1,k2) = (2.0,2.0,1.0,2.0).
There still be a freedom for choice of the parameters (a,b). Here
we consider the simplest case, i.e., (a,b) = (0,2) for which the forms
(46) and (47) become identical. (Note that from the asymptotic anal-
ysis there are no solution for b = 1.) From (36), the contributions of
the potential term δVi can easily be estimated as
δV1 =−4
g21g2(1+g2)
(g1 +g2)2
, δV2 = 0. (49)
Expansions
We examine the asymptotic behavior of the solutions expanding
the equations with (49). the asymptotic behavior at the spatial infinity
ρ → ∞ (y = 0) is given by the series expansion
g1(y) = c1yn1 +O(yn1+1)
g2(y) = c2yn2 +O(yn2+1) (50)
for n1,n2 > 0 and
g1(y) = c1yn1 +O(yn1+1)
g2(y) = 1+c2yn2 +O(yn2+1) (51)
for n1 > 0,n2 < 0. The ci is arbitrary constants (“shooting param-
eters”) and then all the higher order coefficients can be written by
ci. It has been also checked for the present potential that expanded
solution has good asymptotic behavior at the origin ρ → 0 (y→ 1).
The fact that our numerical solutions and holomorphic solutions
have the same leading asymptotic behavior means that they share the
problem of convergence of the energy contributions. The analysis
performed in [5] shows that not all combinations of integers (n1,n2)
leads to finite energy per unit of length. The most troublesome term
is H2. For this reason we shall study its asymptotic behavior. For
instance, the term H2 has the leading expansion term around y ∼ 0
(for the case of ψ(w) = w)
H
(2,1)
2 =
8c1(k1−k2)2
c2
y+O(y2) (52)
which causes the divergence of the integral unless k1 = k2 because
the integral ∫
d2xH (2,1)2 = 2pi
∫ 1
0
dy
2y2
H
(2,1)
2 (53)
has logarithmic divergence at y = 0. For the cases such as (n1,n2) =
(3,1) the density is
H
(3,1)
2 =
8c1(k1−k2)2
c2
y2 +O(y3). (54)
One can easily see that it leads to finite energies per unit of length.
In the following part, we will present results only for non-divergent
cases.
The numerical analysis is performed by a standard relaxation tech-
nique of which a typical mesh size is chosen as Nmesh = 1000, which
supports the good convergence property of the solution. In Table
I, we summarizes values of the energy and the components. The
E1 is the topological term, i.e. its value is 2pin1 (for n2 > 0) or
2pi(n1 + |n2|) (for n2 < 0). Our results are qualitatively good and
the uncertainty is less than 1 percent. Again note that the Derrick’s
scaling argument for two spatial dimensions implies that the energy
per unit length from the quartic terms and the potential terms should
balance,i.e., E4 +E5 = E7. Then, the maximal vlaue of the uncer-
tainty of our numerical results is ∼ 1 percent. Fig.1 plots the several
profile functions. Now we define the hamiltonian densities ˜Hk in
terms of the energy per unit length
Ek = 2piM2
∫
∞
0
ρdρHk = 4M2
∫ 1
0
dy
2y2
˜Hk. (55)
In Fig.2 we present the ˜H as a function of radial coordinate ρ for
some values of (k1,k2). Fig.3 shows the total energy surface in the
model parameter space βe2 and γe2.
When βe2 + γe2 = 2, the holomorphic solutions (9) are scale in-
variant, then the coefficients are freely chosen. The fourth order
terms proportional to i.e. βe2 + γe2 6= 2, breaks the scale invari-
ance of the model what leads to the fixing of the coefficients at some
values. It turns out that the presence of only such fourth order terms
does not lead to numerically stable solutions. In order to find so-
lutions, we introduce the potential which fixes the solution corre-
sponding to the highest integer nk. As a consequence, the Derrick’s
theorem is satisfied because the coefficients of all remaining compo-
nents are properly determined. It is worth to examine the behavior of
the size of solutions as a function of the strength of the potential µ˜2.
In Fig.4, we show the plot; one can see that when increasing µ˜2 the
solutions became better localized around the center.
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Figure 5: The profiles (g1,g2,g3), and the energy, their components of the CP3 in the potential (59) of (a,b) = (0,2). For the remaining
parameters we choose (βe2,γe2, µ˜2,k1,k2,k3) = (2.0,2.0,1.0,1.0,2.0,1.0).
B. The higher N solutions
A generalization of the presented approach for the N > 2 is almost
straightforward. Now we consider the case of all integers are posi-
tive, i.e. ni > 0, i = 1, · · · ,N. If u1 has the highest positive integer,
inverse of the principal variable X goes to X∞−1 =(−1,1, · · · ,1,−1),
then the general form of the potential is then
V (ui) =
(∑Ni=1 |ui|2)a(1+∑Nj=2 |u j|2)b
(1+∑Nk=1 |uk|2)a+b
(56)
with a≧ 0,b > 0. If the two highset positive integers are equal n1 =
n2, the potential naturally reduces to the CPN−1. We examine the
case of the CP3. Inverse of the principal variable X goes to
X−1
∞
=


0 −1 0 0
−1 0 0 0
0 0 1 0
0 0 0 −1

 (57)
which results in form of the potential
V (ui) = Tr(1−X−1∞ X)
= 2
2+ |u1 −u2|2 +2|u3|2
1+ |u1|2 + |u2|2 + |u3|2
. (58)
When we put u1 = u2 = u/
√
2, the result coincides exactly with the
result obtained for CP2 (45). Here we examine the case of which
n1 > n2 > n3 > 0 and the expressions δVi have the following form
δV1 =−6
g21g2g3(g2 +g3 +g2g3)
(g2g3 +g3g1 +g1g2)2
δV2 = δV3 = 0. (59)
A typical result of the CP3 is shown in Fig.5. The value of the topo-
logical term is E1 ∼ 25.3 and the combination of energies per unit
length concerned with the Derrick’s becomes E4 +E5−E7 ∼ 0.12.
V. SUMMARY
In the present paper we were focusing on the problem of solutions
of the extended CPN Skyrme-Faddeev model for wide range of cou-
pling constants i.e. when βe2+γe2 6= 2. The results of our analytical
and numerical studies indicates that such solutions do exist, however,
they require a presence of the potential term. In the first part we have
considered some special cases when the reduction from the CPN to
the CP1 happens. A particular choice of the potentials in such cases
enabled us to obtain the holomorphic solutions in the sector of cou-
pling constants βe2 + γe2 6= 2. There is still an open problem if such
solutions do exist for non-reduced CPN case.
For a general case a freedom of choice of the potential is much
larger. As a consequence our potentials consist of one vacuum type
(“old-baby” potential) as well as of two vacua type (“new-baby” po-
tential). Both potentials break the scale invariance of the solutions
and then they satisfy the Derrick’s theorem. The numerical solutions
presented in the paper does not satisfy the zero curvature condition
and therefore they are not holomorphic functions, however, they have
the same asymptotic behavior as its holomorphic counterparts char-
acterized by nk.
In this paper, we have numerically examined only the solutions
with the rotational symmetry in the case of the old-baby type poten-
tial. The new-baby potential should have the similar solutions, too.
It is a well-known fact that the old-baby potential tends to split solu-
tions with topological charge B into B independent fractions, while
the new-baby type does not [15]. It would be interesting to inves-
tigate if such behavior do really manifest for non-central vortex so-
lutions in the model with our potentials. Such a study is important
since it can serve as a test for validity of our proposal for that poten-
tial. The analysis of this subject is in progress and the results will be
reported in near future.
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