Improvements in computing speed over the past decade have made Large Eddy Simulation (LES) an attractive tool to study jet noise. In addition, the study of turbulent hot jets for noise prediction is desirable compared to cold/isothermal jets since all jet engines fitted on aircraft operate at hot exhaust conditions. In this regard, we present results for two heated jets with temperature ratios of Tj/T∞ = 1.76 and Tj/T∞ = 2.70, respectively. A computational grid with approximately 4.8 million grid points is used the simulation. Spatial filtering is used as an implicit subgrid scale SGS model in place of the classical Smagorinsky and Dynamic Smagorinsky models. To study the far-field noise, the porous Ffowcs Williams-Hawkings (FWH) surface integral acoustic formulation is employed. The jet development results obtained using our LES methodology are consistent with other LES data and experimental results. The predicted OASPL values for our heated jets follow the trend measured by experiments though our results over-predict by approximately 3dB. Overall, our LES methodology coupled with the Ffowcs Williams-Hawkings aeroacoustics methodology provide satisfactory results.
I. Introduction D uring the past several years, airports locally and abroad have implemented strict regulations on aircraft with high jet noise emission including imposing penalty fees and restricted hours of operation. This not only causes a burden to airlines but also to the communities surrounding the airport which have to bear these high noise levels. A goal was introduced by NASA in 1997 aimed at eliminating community noise problems near airports. The goal is to reduce the perceived noise levels of future aircraft by a factor of two (10 EPNdB) from subsonic aircraft by 2007, and by a factor of four (20 EPNdB) by 2022.
1 This goal is not infeasible, but it is challenging nonetheless due to the fact that the underlying mechanisms that cause jet noise are still not well understood and, therefore, cannot be fully controlled or optimized. Thus, the jet noise problem still remains one of the most elusive problems in aeroacoustics.
With the advent of fast supercomputers, the application of Direct Numerical Simulation (DNS) to jet noise prediction is becoming more feasible.
2, 3 DNS solves for the dynamics of all the relevant length scales of turbulence and thus no form of turbulence modeling is used. Unfortunately, due to the wide range of time and length scales present in turbulent flows and because of the limitations of current computational resources, DNS is still restricted to low Reynolds number flows. In contrast to DNS, Large Eddy Simulation (LES), which computes the large scales directly and models the small scales or the subgrid scales, yields a cheaper alternative to DNS. It is assumed that the large scales in turbulence are generally more energetic compared to the small scales and are affected by the boundary conditions directly. In contrast, the small scales are more dissipative, weaker, and tend to be more universal in nature. Furthermore, most turbulent jet flows that occur in experimental or industrial settings are at high Reynolds numbers, usually greater than 100,000. With this idea in mind it is more appropriate to use LES as a tool for jet noise prediction, since it is capable of simulating high Reynolds number flows at a fraction of the cost of DNS. One of the first uses of LES as an investigative tool for jet noise prediction was carried out by Mankbadi et al. 4 They performed a simulation of a low Reynolds number supersonic jet and applied Lighthill's analogy 5 to calculate the far-field noise. Lyrintzis and Mankbadi 6 were the first to use Kirchhoff's method with LES to compute the far-field noise. A string of other numerical calculations (e.g. References 7-18) were then carried out by investigators at higher Reynolds numbers and were also found to be in good agreement with experimental results.
From a practical standpoint, it is desirable to study hot jets closely since jets fitted on all aircraft operate at hot exhaust conditions and at high Reynolds numbers. However, most of the current LES jet studies that have been carried out to date consists of either cold or isothermal jets. References [7-12, 15, 17-19] cited in the previous paragraph are such examples. Only recently have LES simulations for hot jets been studied and compared to experiments. Bodony & Lele, 20 for example, performed two LES simulations with different hot jet temperature ratios but at low Reynolds numbers of Re D = 13, 000 and Re D = 27, 000. Their results were consistent with the experimental observations of Tanna 21 and Bridges & Wernet. 22 However, they found some discrepancies in their Overall Sound Pressure Level (OASPL) results due their limited grid resolution. Another example is the numerical simulation of Andersson et al. 23 where they studied a M j = 0.75, Re D = 50, 000 hot jet and the results obtained were in good agreement with the experimental data of Jordan et al. 24, 25 However, recent hot jet experiments by Viswanathan 26 show that there is a Reynolds number effect for hot jets. In terms of the acoustic spectra, he suggests that the increase at lower frequencies with heating is a Reynolds number effect and not the contribution of dipole noise as hypothesized by Tester & Morfey. 27 He later suggests that a critical Reynolds number of at least Re D = 400, 000 is needed in order to avoid effects tied with low Reynolds numbers.
With that in mind, our aim in this paper is to investigate trends using our 3-D LES methodology for a turbulent hot jet. The test case in mind correspond to the laboratory experiments performed by Tanna et al. 28 In addition, the hot jets will also be compared to cold/isothermal jets that were both performed in an experimental and numerical setting. 20, 29, 30 The next sections briefly explain the 3-D LES code being used, the numerical setup, turbulent flow results, aeroacoustic methodology and far-field noise results.
II. Brief Description of LES Methodology
The 3-D LES code used in this study was developed by Uzun et al. 19, 30 and it uses either the classical 31 or a localized dynamic 32 Smagorinsky (DSM) subgrid-scale model. However, the modeling of the subgridscale stress tensor still raises some fundamental issues as discussed by Bogey & Bailly. 33, 34 Eddy-viscosity modelings such as the classical Smagorinsky subgrid-scale model 31 and the localized dynamic subgrid-scale model (DSM) 32, 35 might dissipate the turbulent energy through a wide range of scales up to the larger ones, which should be dissipation free at sufficiently high Reynolds numbers. 36 In addition, since the eddyviscosity has the same functional form as the molecular viscosity the effective Reynolds number is reduced in the simulated flows. 37 See References [33] and [38] for a thorough analysis and discussion on the shortcomings of eddy viscosity subgrid-scale model on jet flows. An alternative to the use of an explicit eddy-viscosity model is the use of spatial filtering for modeling the effects of the subgrid-scales, by minimizing the amount of dissipation on the smaller resolved scales. Using this alternative, the turbulent energy is only dissipated when it is transferred from the larger scales to the smaller scales discretized by the mesh grid. 33 Hence, for the hot jets simulated here, we use spatial filtering as an implicit subgrid-scale model.
Since we have a near sonic jet, the unsteady, the Favre-filtered, compressible, non-dimensional LES equations are solved. We transform from curvilinear coordinates to a uniform grid in computational space. The code uses the non-dissipative sixth-order compact scheme developed by Lele 39 to compute the internal points. For the points on the boundaries, however, a third-order one-sided compact scheme is used, and the points next to the boundaries are computed by a fourth-order compact central differencing technique. In order to eliminate numerical instabilities that can arise from the boundary conditions, the sixth-order tri-diagonal spatial filter proposed by Visbal and Gaitonde 40 is employed with the filter parameter set to α f = 0.47. For time advancement, the explicit fourth-order Runge-Kutta scheme is used. Tam and Dong's 3-D radiation and outflow boundary conditions 41 are implemented on the boundaries. In addition, a sponge zone 42 is attached to the end of the computational domain to dissipate the vortices present in the flow field before they hit the outflow boundary. This is done so that unwanted reflections from the outflow boundary are suppressed. Figure 1(a) shows a schematic of the boundary conditions used in the 3-D LES code. A more in-depth discussion on the numerical methods used can be found in Uzun.
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To excite the mean flow, randomized perturbations in the form of induced velocities from a vortex ring proposed by Bogey & Bailly 43 are added to the velocity profile at a short distance (approximately one jet radius) downstream from the inflow boundary (see Figure 1 ). This is done to ensure the break up of the potential core within a reasonable distance. Studies regarding the effect of this inflow forcing on jet noise can be found in Lew et al. 44 and Bogey & Bailly.
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III. Setup Table 1 summarizes the parameters for the heated and unheated jet test cases that are considered. The test cases are appropriately named according to the experimental test matrix of Tanna et al. 28 Test case SP7 was a previously simulated LES by Uzun 30 and his condition closely corresponds to Tanna's set point SP7 which is a M j = 0.9 jet with a temperature ratio of T j /T ∞ = 0.86 which is an unheated jet. Hence, we would like to see the effects of heating on our jet while keeping the ambient Mach number fixed using our 3-D LES methodology. Based on previous studies (see References [19, 30, 38, [44] [45] [46] ) we have only used our LES methodology at a fixed ambient Mach number of M ∞ = 0.9 for jet noise prediction without any heating. Thus, the case SP23 was chosen as an opportunity to use our LES methodology to determine if we can adequately predict jet flow physics and the far-field noise at a different Mach number with the addition of heating. Furthermore, there is available LES 20, 29 and experimental data 22, 28, 47 for this test case, i.e. SP23, in the literature for us to compare with. Here, M j = U j /a j is the jet Mach number where 19 reported that the Reynolds stresses achieve their full asymptotic self-similar state if a domain length of at least 45r o was used. Secondly, in order to capture the Overall Sound Pressure Levels (OASPL) adequately at the shallow angles, a domain length of at least 55r o is required based on the recommendations of Uzun et al. 19 and Shur et al. 17 For our computational domain, grid stretching is applied in all three directions in which more grid points are clustered near the shear layer in order to resolve the relatively high velocity gradients there. The region of 0 ≤ x/r o ≤ 2 is the so-called 'buffer' region for the vortex ring forcing and is sensitive to grid stretching. An investigation yielded that our 3-D LES code would become unstable if grid stretching was employed in the forcing region. Hence, no grid stretching is used and an equal grid spacing of ∆x = 0.1r o is applied from the inflow until x = 2r o . Beyond the forcing region, however, a stretching parameter of 1.0068 is used based on the recommendation of Shur et al. 17 They indicate that gradual stretching in the turbulent region of the jet is important as too much grid stretching causes false sound generation due to grid induced deformation of the vortices. Based on the minimum grid spacing and jet Mach number, the time resolution was determined to be ∆t = 0.15 and ∆t = 0.11 for test cases SP46 and SP23, respectively.
The Reynolds number is defined as Re D = ρ j U j D j /µ j where ρ j , U j and µ j are the jet centerline density, velocity and viscosity at the inflow, respectively. D j is simply the jet diameter. The Reynolds numbers specified above for both jets correspond to the experimental conditions of Tanna et al. 28 In the previous section, we mentioned that a vortex ring is used to excite the mean flow. The vortex ring used here contains a total of 16 azimuthal jet modes of forcing. Bogey and Bailly 15 performed a simulation with all modes present and later removed the first four modes and found that the jet was quieter with the latter case and matched experimental results better. Hence, based on their results, the first four azimuthal modes of forcing are not included in the forcing. The forcing amplitude is set to α = 0.007.
We consider a hyperbolic tangent velocity profile used by Freund 48 on the inflow boundary given by
where r = y 2 + z 2 , r o = 1, and U j is the jet centerline velocity. The parameter that controls the thickness of the shear layer is b. In our code we have set this parameter to b = 2.8. A higher value of b implies a thinner shear layer. As a comparison, Freund 48 used a value of b = 12.5 for his 3-D jet DNS. Hence, we have a thicker shear layer compared to Freund's jet. For laboratory jets however, the measured value of b is usally an order of magnitude or higher compared to that used in LES and DNS of jets. For our current hot jet, i.e. SP46, there are approximately 10 grid points in the initial jet shear layer. The inlet density profile is also adopted from Freund
whereū(r)/U j is the mean streamwise velocity on the inflow boundary normalized by the jet centerline velocity, ρ j is the density at the jet centerline and ρ ∞ is the freestream density. The ratio ρ ∞ /ρ j determines whether or not the jet is hot or cold. A value lower than unity implies a cold jet whereas a value greater than unity implies a hot jet. The next two sections give results for both jet development and noise calculations for each test case.
IV. Turbulent Flow Results
In terms of computational resources utilized, test case SP46 took approximately 25 days of runtime to reach 200,000 time steps using 32 processors on a Sun Fire F6800 server in order to obtain reasonably converged statistics. Test case SP23 however took approximately 38 days of run time (300,000 time steps) to achieve reasonably converged statistics using the same machine and number of processors. The reason why converged statistics take more time to obtain for case SP23 is due to the relatively slow convective speeds of the mean flow.
30 Details regarding the resources used for SP7 can be found in Reference [19] . Table 2 shows several one point statistical results for our heated and unheated jets. These results are compared to the recent LES data from Bodony & Lele 20 and the experimental correlations from Zaman.
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First, some definitions used in Table 2 . The second column of Table 2 indicates the slope of the mean streamwise velocity decay, C = (
). In other words, it is a measure of how fast the mean axial centerline velocity decays. The third column of Table 2 is the slope of the half-velocity radius normalized by the initial jet radius, A = (
d(x/ro) . The half-velocity radius, r 1/2 at a particular downstream location is defined as the radial location where the mean streamwise velocity is one-half the jet mean centerline velocity. In essence, A is an indicator of how fast the jet grows. The fourth last column of Table 2 is the slope of the mean streamwise mass flux normalized by the mass flux at the jet exit, K = (
). Finally, the last column in Table 2 is the end of the potential core location normalized by the initial jet radius. The length of the potential core here is defined when the jet centerline velocity reduces to 95% of the inflow jet velocity, U c (x c ) = 0.95U j . In addition to the results presented in Table 2 , we also include a simulation that done previously by the authors in which the most notable difference between SP7 (Uzun 30 ) is the domain size. We shall denote this test case as SP7(Lew) in short and from Reference [44] , test case rf 4 is used. The streamwise domain length of SP7(Lew) is 25r o instead of 60r o . It is an isothermal jet with a jet Reynolds number of Re D = 100, 000, M j = 0.9 and the total number of grid points is approximately 4.7 million. Throughout this report we shall denote SP7 referring to the simulation of Uzun 30 and SP7(Lew) as the simulation from Reference [44] .
In addition to the parameters defined in Table 2 , we adopt the procedure used by Bodony & Lele whereby the axial coordinates, i.e. x/r o , are shifted axially to aid in the presentation of near-field data over a range of operating conditions so that differences in compressibility or Mach number which affect the length of the potential core can be accomodated. 20, 47, 50 The procedure adopted by Bodony & Lele is called the Witze 
first and then x/r o is shifted axially. Then the data is rescaled using the factor κ. The Witze correlation here will be used to present the data for the mean centerline decay and axial turbulence intensities. Figure 3 shows the jet centerline decay rate, C (defined previously), in the far downstream region for both heated and unheated jets. The results are tabulated in Table 2 . Our decay rate results are also compared with the experimental correlation proposed by Zaman 49 and to Bodony & Lele's recent LES. Zaman shows that the mean centerline decay rate for is a weak function of the Mach number, but scales according to the ratio of the ambient density and jet exit density. From the experimental literature, 49, 51-54 the decay rate has been found to range from 0.155 ≤ C ≤ 0.185 for unheated jets. The predicted value of C = 0.161 for SP7 compares well with the experimental correlation by Zaman and also falls within the range of the experimental data. For test case SP7(Lew) the decay rate is lower than the experimental correlation since we have a shorter domain but nonetheless is reasonable. However, the decay rate from Bodony & Lele is slightly higher than the experimental results and our results. Test case If we keep the ambient jet Mach number, M ∞ , constant and heat the jet, the mean axial centerline decay rate increases. This is reflected when we compare SP7 and SP46. The predicted decay rate, C, for SP46 is also within agreement with the experimental correlation of Zaman. In addition, the decay rate for SP23 also compares well with the experimental Zaman's correlation. Most importantly though is that we are observing similar trends for our decay rate when compared to the LES of Bodony & Lele and also from experimental correlations, i.e. heated jets decay faster compared to an unheated jet. . We note that the LES jets decay slightly faster when compared to the laboratory jets of Tanna and Bridges & Wernet. This is probably due to the initial turbulent shear layers issuing from the laboratory jets as opposed to our transitional jet. Figure 5 shows the shifted version of Figure 4 using the Witze correlation to scale the x-axis to account for compressibility and the potential core length. When using the Witze correlation, we see that Uzun's SP7 jet compares well with the experimental results of Tanna.
55 However, the predicted LES decay rate is still faster compared to the experiments of Bridges & Wernet and Jordan et al.
24 Figure 6 shows the unshifted or raw mean axial velocity centerline decay for heated jets. Likewise we see that the heated laboratory jets decay slower compared to our LES heated jets. In Bridges & Wernet's 22 technical report, they mention that the data for the mean streamwise velocity decay along the centerline for SP46 showed some problems beyond x/r o = 20. They were not able to find an explanation for this behavior. Hence, the good collapse of our data from 20r o onwards is only fortuitous. Figure 7 and 8 on the other hand shows the mean streamwise velocity decay using the Witze shift and this is also compared to the LES of Bodony and the experiments of Jordan et al. and Bridges & Wernet. We note that from Figure 7 and 8, the same behavior persists, i.e. our decay rate for this heated jet is slightly faster than the ones measure in the experiment. The experimental results from Bridges & Wernet show this and so do the LES results of Bodony & Lele. Nonetheless, our results follow the correct trend. In addition, the LES results of Bodony 29 for all cases and the DNS results of Freund show slightly faster decays of mean centerline velocities. As a note, we could not find velocity centerline decay data for Tanna's hot jet experiments. Figure 9 shows the streamwise variation of the half-velocity radius normalized by the jet radius for heated and unheated jets using our LES methodology. From Figure 8 , we can see that for all test cases, i.e. SP7, SP23 and SP46, the streamwise half-velocity radius exhibits quasi-linear growth sufficiently far downstream from the jet inflow. The third column in Table 2 shows the streamwise half-velocity growth rate, A, for the current hot jet and previously simulated isothermal jet. The range of data for unheated incompressible jets from the experimental literature 54 is reported to be 0.086 ≤ A ≤ 0.096. Hence, the isothermal jet by Uzun falls well within the experimental range. The value computed by SP7(Lew) again is lower than the unheated half-velocity growth range due to its short domain but is satisfactory. No correlation was available from Zaman's 49 report for the half-velocity growth rate. Noting that the decay rate, C, is higher for our heated jet when compared to an unheated jet, we see that the same trend for the half-velocity growth rate. Hence, a heated jet grows faster than an unheated jet keeping M ∞ fixed comparing SP7 and SP46. Likewise, we have not found experimental values for the half-velocity growth rate of heated jets as of yet. Note that the half-velocity growth rate value reported by Bodony & Lele for their cold jet, SP7, SP23 and SP46 are higher which is consistent with the higher C values reported in Table 2 . Figure 10 shows the streamwise variation of the mass flux, Q, normalized by the mass flux through the jet nozzle, Q e , for our heated and unheated jet. Sufficiently far downstream from the jet nozzle we see linear growth of the jet entrainment. The last column in Table 2 shows the entrainment rate values for both unheated and heated jets. The value of K = 0.267 from Uzun's SP7 LES agrees quite well with the experimental correlation value of Zaman though slightly lower than the prediction of Bodony & Lele. As shown in Table 2 , SP7(Lew) predicts a slightly lower entrainment rate due to relative shortness of the streamwise domain compared to our current simulations, i.e. SP7, SP23 and SP46. Noticing from the higher growth rates reported for our heated jets, we see the same trend repeated here for the mass flux rate, K. Likewise the LES values reported for our hot jets agree rather well with the correlations of Zaman and the recent LES of Bodony & Lele.
The end of the potential core for jet SP7 by Uzun 30 is around 11r o . This is shown in the last column of 56 Jordan et al. 24 and Arakeri et al., 57 respectively. Hence, SP7 and SP7(Lew) compares rather well with the experimental literature. We note that the potential core length predicted by SP7(Lew) is longer compared to SP7 and this is probably due to a different velocity profile specified at the inflow of the domain. We use a hyperbolic axial velocity profile for SP7 (Lew) proposed by Bogey & Bailly. 43 The potential lengths reported by Bodony are also in close agreement with our results. Now, when the jet is heated though, the potential core length shortens as shown in the fourth column of Table 2 . Again, based on Zaman's correlation, a value of 7.6r o and 9.42r o is obtained for SP46 and SP23, respectively. This observation was also reported by Bodony & Lele 20 (See Table 2 ) and the recent LES results of Andersson 58 when their jets were heated as compared to an unheated jet. Andersson reported a potential core length value of approximately 8r o for his M ∞ = 0.75 jet with T j /T ∞ = 2 whereas Jordan et al. 24 reported a potential core length of about 10r o for their M ∞ = 0.75 jet with T j /T ∞ = 2. Hence, our trends agree well with both the experimental and LES observations.
Next we look at turbulence intensities. Figure 11 shows the axial centerline turbulence intensities for unheated jets shifted axially via the 47 Figure 12 on the other hand, shows the centerline axial turbulence intensities for the heated jet test case SP46. This case compares well to the experiments of Bridges & Wernet 47 in terms of peak location and peak value. Beyond the peak location however, the axial velocity fluctuations on the centerline decays slightly faster than for the laboratory jets of Bridges & Wernet and Jordan et al. Bodony & Lele suggest that after the end of the potential core, the organized motions are no longer supported and they decay rapidly, giving substantial amounts of energy to the mean flow of the jet. The turbulence intensities for SP23 are shown in Figure 13 
V. Far-Field Aeroacoustics
The porous Ffowcs Williams-Hawkings 59, 60 (FWH) surface integral acoustic method is used to study the far-field noise of our hot jets. The integral method follows the description of Lyrintzis & Uzun 45 and Lyrintzis.
61 For simplicity, a continuous stationary control surface around the turbulent jet is used .The formulation for the disturbance pressure is as follows
where
and
Here, p T ( x, t) is known as the thickness noise, p L ( x, t) is the loading noise and p Q ( x, t) is the quadrupole noise pressure term that includes all sources outside the control surface. The quadrupole noise pressure term is neglected in this methodology. 30 ( x, t) are the observer coordinates and time, r is the distance from the source on the surface to the observer, c ∞ , ρ ∞ and δ ij are the ambient speed of sound, ambient density, and Kroeneker delta, respectively. A time derivative is indicated with a dot over a variable and subscripts r and n imply a dot product of the vector with the unit vector in the radiation direction r or in the surface normal direction n, respectively. dS is an elemental surface to be integrated over, and the subscript ret implies the evaluation of the integrand at the retarded time, τ = t − r/c ∞ . For details regarding the numerical implementation of the Ffowcs Williams-Hawkings method, the reader is referred to Uzun.
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Due to the nature of our grid which is curvilinear, the control surface is shaped as in Figure 10 . The control surface starts about one jet radii downstream and is situated at approximately 7.5r 0 above and below the jet at the inflow boundary in the y and z directions. It extends streamwise until the near end of the physical domain at which point the cross stream extent of the control surface is approximately 30r o . Hence, the total streamwise length of the control surface is 59r o . We show results for an open control surface. A open control surface here is defined where there is no surface at the end of the physical domain, i.e. x = 60r o . We gather flow field data on our control surface at every 5 time steps for over a period of 25,000 time steps. Based on our grid resolution around our control surface and assuming that with our numerical method 6 points per wavelength are needed to accurately resolve an acoustic wave, 30 the maximum frequency resolved corresponds to a Strouhal number of Sr 1 for both test cases SP7 and SP46 and Sr 1.6 for test case SP23 where the Strouhal number is defined as Sr = f D j /U j . The overall sound pressure levels are computed along an arc with a distance of R = 144r o from the jet nozzle exit. This arc length corresponds to the distance used by Tanna et al. 28 in their experiments. The angle, Θ however, is measured relative to the centerline jet axis. Figure 15 shows the overall sound pressure levels (OASPL) for unheated jets from LES and experimental data. Please note that all experimental and LES data has been scaled to a common distance of R = 144r o (using a 1/R scaling). In addition to the experimental data shown, we have also included the SAE ARP 876C
62 database prediction for a jet operating at similar conditions as ours, i.e. SP7. This database prediction consists of actual engine jet noise measurements and can be used to predict overall sound pressure levels within a few dB at different jet operating conditions. As we can see the prediction collapses well with the experimental results of Tanna et al. 28 From the LES results, test case SP7 compares well with the experimental results of Tanna and the SAE prediction within the range of 50
o . Below that range SP7 over predicts the the OASPL values. Our data also compares rather well with the acoustic results of Bodony & Lele. Figures 16 through 18 show the 1/3-octave sound pressure level for our unheated jet, SP7, at observation angles of Θ = 30 o , Θ = 60 o , and Θ = 90 o , and it is compared to the spectra obtained by Tanna et al. 28 Please note that the original is noisy and a 10th-order polynomial fit was applied through the data. The 10th-order polynomail fit will be used to present all the spectra. The trend of the spectra follows that of Tanna except that we are over-predicting his results acoustic spectra. At the observation angle of Θ = 90 o the simulation is not able to capture the high frequency noise adequately, i.e. Sr > 0.4. This is expected since at the observation angle near the jet axis the fine scale noise dominates due to the shear layer noise. Nonetheless, the results for the unheated jet shows satisfactory agreement with the experimental data. Figure 19 shows the OASPL plot for heated jet test case SP46 computed at R = 144r o . We also included Tanna's experimental data as well the SAE ARP876C prediction. In terms of the shape of the OASPL curve, we are in good agreement with the experimental results of Tanna though approximately 3 dB higher. The peak radiation angle reported by Tanna is located at Θ = 30 o , whereas ours is located at approximately 32.5 o . Bodony's OASPL prediction is slightly higher than ours but follows the trend predicted by Tanna. The SAE ARP876C prediction is able to predict the values reported by Tanna very well as shown in Figure  19 . Hence, overall, our predicted OASPL are in good agreement with the experimental data. o observation angle, our computed pressure spectra follows the trend measured experimentally by Tanna. In Figure 21 , the computed spectra by Bodony 29 is slightly lower than our predicted spectra. However, we are over-predicting the measured spectra by Tanna and this is reflected in the overall sound pressure level plot in Figure 18 . For the observation angle Θ = 90 o , our computed spectra agrees satisfactorily in the low frequency range of Strouhal up to a Strouhal number of Sr = 0.5 before we start seeing a large discrepancy between the computed values and measured data. This is implies that we are missing a portion of the fine scale noise present at this observation angle due to relatively coarse mesh used. Figure 24 on the other hand shows the OASPL data for test case SP23 and is compared to the experimental data of Tanna et al. Again, on the average we are over-predicting the sound levels by approximately 3dB when compared to the results of Tanna. But nonetheless, our predicted OASPL follows the trend measured by Tanna et al. 28 The predicted values from the SAE ARP 876C show good agreement with the measured data from Tanna as well. Figures 25 through 27 show the 1/3-Octave sound pressure level spectra at observer locations 30 0 , 45 0 , and 60 0 , respectively. Again, we see that our computed spectra follows the trend measured by Tanna but we still overpredict the sound pressure levels by an average of 10 dB. In addition, our results also follow the trend predicted by Bodony.
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VI. Conclusions and Future Work
Two heated jet simulations using 3-D LES as an investigative tool were presented and the turbulent flow development results are in good agreement with the recent simulated heated jet LES and experimental data. Single point statistics such as jet growth rates, centerline decay and turbulence intensities compared reasonably well with experimental data and other LES results. In terms of the computed far-field sound, we are over-predicting the OASPL values by about 3 dB at almost all observation angles. The measured 1/3-Octave spectra at the observation angle of Θ = 90 o shows that we are missing a portion of the high frequency noise. One way to address this deficiency is to use Tam's 63 Fine Scale Similarity methodology to account for the missing fine scales. In terms of the over-prediction of the OASPL, we suspect that the vortex ring, i.e. inflow conditions, might have a part in this. Effort is underway to include the nozzle geometry in the simulations that take away the dependence of LES on artificial forcing to seed the flow. Shur et al. 17, 18 and Paliath & Morris 16 have shown this could be achieved at reasonable computational costs with good results.
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