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RESUMO: Este trabalho tem dois objetivos principais. O primeiro 
consiste em esclarecer as diferentes definições e representações de 
spinores que aparecem na litera·tura, a saber: Sp-éno!Le.6 covariantes 
{c-spinor) definidos como elementos de espaços vetoriais complexos, 
munidos de um 11 produto escalar 11 
certos grupos de Lie; .6p-LnoJr.e..6 
que são invariantes sob a ação de 
a.tg ê..b!ti..c.o-6 r {a-spinor) definidos 
como elementos de ideais minimais apropriados de algebras de Clifford 
apropriadas e .6pú1ohe..6 ope.Jr.a.toJtiai.6 (o-spinor) definidos como nu-· 
meros de Clifford em uma algebra de Clifford apropriada lR p,q 
determina um conjunto de 
lineares. 
tensores por intermédio de aplicações 
que 
bi-
Explorando a estru~ura dos espaços de representação das alge-
bras de Clifford reais conseguimos definir "produtos escalares" nes 
tes espaços invariantes sob a ação de 
o fato que para p+q 2 4 Spin+(p,q) 
subgrupos da algebra. Usando 
== {z E IR;,q; zZ = l} conse-
guimos representar os c-spinores usados em Física Teórica por in-
termédio dos a-spinores. O segundo objetivo é passar a estrutura de 
a-spinores e c-spinores a fibrados sobre variedades Lorentzianas de 
dimensão 4. Tal é feito analisando-se inicialmente o que significa 
que tais variedades possuam uma estrutura spinorial. Nossas técni-
cas são originais e se originam na exploração da construção dos fi 
brados de Clifford reais sobre variedades Lorentzianas. Esclarece-
também diversos pontos que sao essenciais para a aplicação do con-
cei·to de estrutura· spin em FÍsica Teórica. 
ABSTRli.CT: This thesis have b-10 main purposes. 'l'he first isto clear 
up the different defini tions and representations o f spinors appearinr:.r 
in the literature. These are: c..ova!tian.t .6pi110JU, (c-spinors) defined 
as elements of complex vector spaces equiped with a "scalar product" 
which are invariant under the action of certain Lie groups; a-tgebncvi.c. 
.6pino!t.6 (a-spinors) defined as ele-ments of a minimum lateral ideal 
in an appropriate, Clifford algebra IR and opeJLa.toJLia.t 6pÁ..J'lOIL6 p,q 
(o-spinors) defined as Clifford numbers in an appropriate Clifford 
algebra, determining a set of tensors by bilinear mappings. 
Exploring the structure of the representation 1 s spaces of the 
real Clifford algebras we define "scalar products 11 in these spaces 
which are invariant under the action of certain subgroups of the 
+ + - } algebra. Using the fact that for p+q < 4,Spin (p,q)={z E IR , zz = 1 
- p,q 
we find a way to represent the c-spinors used in Theoretical Physics 
by means of a-spinors. 
The second main purpose of this thesis is to adapt the struc-
ture of a-spinors and c-spinors to fibr~ bundles over Lorentzian 
manifolds of dimension 4. This is dane by analysing what means such 
manifolds to possess a spinorial structure. Our technics are original 
and have its roots in the exploration of the construction of the 
Clifford bundles over Lorentzian manifolds. We clear also se-
veral points which are essential for the applications of the con-
cept of spinor structure in Theoretical Physics. 
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Na tentativa de representar o mundo a nossa volta, os 
físicos teóricos se utilizam cada vez mais de conceitos e teorias 
matemáticas. Em particular, na descrição das partículas elemen-
tares, dita fermions (como o eletron 1por exemplo) foi necessário 
introduzir já na mecânica quântica não relativística o conceito 
de spinor covariante de Pauli. Estes objetos são vetores de um 
espaço bi-dimensional complexo C(2) munido de uma "metrica spinoria!', 
isto é, S :!!(2) X !!(2) p 
; 
z o complexo conjugado de z. 
' 
i 1,2. 
Tal métrica é invariante pela ação do grupo SU(2), isto e, 
No desenvolvimento da mecânica quântica relativística, por 
Dirac, aparecem outros tipos de spinores ;Covariantes (ver Cap.IU. 
Em particular, do estudo da equação de Dirac fica evidente que os 
chamados spinores covariantes de Dirac estão de alguma forma rela 
cionados com a particular algebra de Clifford JR 4 1= C(4). 1 
Em 
vista disto M. Riez sugeriu uma nova definição de spinor ,dito spinor 
algébrico. Mais recentemente D.Hestenes sugeriu uma outra defini 
ção de spinor dita spinor operatorial. 
Em resumo, existem na literatura muitas L definições e 
i i 
representações distintas de spinores, mas não existe uma Única re 
ferência que explique como elas estão relacionadas. 
Neste trabalho examinamos três definições distintas de 
spinores, {i) a definição covariante (E.Cartan), onde uma espe -
cie particular de spinor covariante (c-spinor) é um conjunto de 
variáveis complexas definidas por suas transformações sob um gru-
po spin particular; (i i) a definição ideal (M.Riez), onde uma 
espécie particular de spinor algébrico (a-spinor) é definida como 
um elemento de um ideal lateral minimal em uma álgebra de Clifford 
apropriada IR ; (iii) a definição operatorial (D.Hestenes) on-p,q 
de uma espécie particular de spinor operatorial (o-spinor) é defi 
nido como um número especial de Clifford de uma apropriada álge -
bra de C li fford. 
Introduzindo o conceito de "produto escalar" no espaço ve-
torial. <!OS ·s·pinores algébricos, provamos que para p + q < 4 exis-
te uma equivalência (do ponto de vista de teoria de representação 
de grupos) entre os e-spirrares e os a-spinores nos casos importa~ 
tes usados em FÍsica Teórica, isto é, para os spinores de Pauli 
Dirac e aqueles de duas componentes, pontuados e sem pontuação. 
Para tanto foi necessário introduzir diversos conceitos re 
ferentes a estrutura das álgebras de Clifford (Capítulo I). Este 
capítulo originalmente concebido como pré-requisito, passou a 
fàzer parte integrante do trabalho uma. vez que esclarecemos uma 
dúvida encontrada na literatura a respé.ibo da relação entre os 
subgrupos da álgebra de Clifford e os grupos ortogonais (I.8). 
iii 
No Capítulo II estudamos a teoria dos spinores. Definimos 
11 produto escalar 11 de spinorcs de uma maneira bem mais natural do 
que aparece na literatura, usando a estrutura real 1 complexa ou 
quaternionica dos espaços de representações das álgebras de Clif-
ford reais, desenvolvida no Capítulo I. 
Entre os resultados importantes encontrados apresentamos 
pela primeira vez na literatura a repre.sentação dos spinores co -
variantes de duas componentes com pontuação e sem pontuação como 
elementos de ideais apropriados da álgebra de Clifford H1 3 , di ta 
' 
álgebra do espaço tempo ou álgebra de Hinkowski. Provamos também 
que o grupo Spin+(l,3) carrega naturalmente a representação 
D(l/2 ,0) $ D(O,l/2 ) do grupo SL(2,C) que é o grupo de recobrimen-
to universal do grupo de Lorentz homogêneo e rest.rito. 
Existe na literàtura um razoável número de artigos explo -
rando as condições de se passar estas estruturas spinoriais pon-
tuais para variedades lorentzianas de dimensão 4. 
No capítulo III investigamos tal questão usando fibrado de 
Clifford. 
Uma estrutura spinorial numa variedade Riemanniana ~' 
orientada é a existência de um Spin (n) - fibrado principal (III.5.2) 
que "cubra o fibrado principal p (M) SO(n). no sentido de encontrar um 
sistema de troca de coordenadas spinoriais que se relacione com a 
troca de coordenadas de TM. 
Para passarmos esta estrutura para variedades Lorentzianas 
em primeiro lugar, construímos o fibrado de Clifford C(E) de um 
i v 
fibrado pseudo-Ríemanniano TI : E ---+ M e verificamos como eles 
estão relacionados com os fibrados P0 (E). (p' q) 
Tais fibrados sao fibrados de álgebras que contém subfibra -
dos de grupos Pin(E) e Spin(E). 
A construção de tais fibrados feita em (III.26) nos permitiu 
mostrar que toda variedade L Lorentziana, de dimensão 4 e de 
signatura (3,1) possui um idempotente globalmente definido de ma-
neira contínua em todos os pontos -de L (III.58). 
Fizemos uma análise da definição de estrutura spinorial para 
variedades Lorentzianas encontrada na literatura em [ 25,26,27] e 
dos resultados já conhecidos. Tais artigos, em geral não exploram 
as álgebras de Clifford reais, sempre complexificam, e com isto, 
perde-se a noção da restrição que a métrica de Lorentz de signat~ 
ra (1,3) [ou (3,1)] impõe à veriedade. 
Usando fibrado de Clifford real do fibrado TL para varied~ 
dades Lorentzianas de signatura (3,1), propomos uma nova visão de 
espaços de spinoies e acreditamos que isto esclareça diversos pon 
tos que são essenciais para a aplicação do conceito de estrutura 
spin em FÍsica Teórica. 
,._y 
CAP!TULO I 
ÁLGEBRAS DE CLIFFORD 
I. l. INTRODUÇÃO 
Neste capítulo procuraremos desenvolver a teoria das álge-
bras de Clifford necessária para o desenvolvimento do texto. Como 
referência básica recomendamos [l] ' [2] e [3] . Atiyah em [l] e Che-
valley em[2] desenvolvem álgebras de Clifford para formas quadrá-
ticas negativas definidas, enquanto Lawson em [3] generaliza 
formas quadráticas não degeneradas de signatura qualquer. 
para 
Apesar desta teoria ser bastante conhecida e ter uma vasta 
bibliografia, acreditamos que a nossa apresentação facilitará a 
compreensão dos leitores interessados na teoria spinorial. 
I.2. ÁLGEBRAS DE CLIFFORD 
A cada espaço vetorial V n-dimensional sobre um corpo K, mu-
nido de Um produto interno (forma bilinear simétrica não degener~ 
da) está associada uma Única álgebra de Clifford, da seguinte ma-
neira: 
2.1. Sejam V um espaço vetorial n-dimensional sobre um corpo K, 
B;VXV--+ K uma forma bilinear simétrica não degenerada e 
Q:V~-+ K Q(x) = B(x,x) , Vx E V sua forma quadrática asso-
ciada. 
Considere T {V) a álgebra tensorial de V , 
2 
, r-vezes, r > 1 o espaço dos elementos 
1 
h orno-
gêneos de grau r de T{V), ~ K , T (V) ~ V e 
00 
T (V) ~ " Ti (V) 
i=O 
Sabemos que T(V) é uma álgebra associativa com unidade on-
de o produto e definido por: Dados dois elementos genéricos de 
T (V) , z e w z = z
0 
+ z 1 + ..• + zk 
w. E Tj (V) 
' J 
temos 
onde cada produto 0 w. E Ti+j(V) é zi J 
z. E Ti (V) e W. E Tj (V) • 
1 J tensores 
e 
dado pela multiplicação dos 
A unidade é o escalar 
considere r 0 o ideal bilateral de T(V) gerado pelos ele-
mentos x 0 x- Q(x) ·1 para x E V= T1 (v). 
A álgebra quociente T(V)/1 Ç(V,Q) é chamada a ál~ra de Q 
Clifford de V e Q, que é uma álgebra associativa com unidade. 
O produto em C(V,Q) é chamado produto de Clifford que indi-
caremos por justaposição zw = z G w (mod IQ) . 
basta Observe que V está naturalmente mergulhado em T(V), 
identificar o vetor v E V com o elemento O +v +O+... E T (V). 
Se considerarmos a inclusão i e a projeção j 
v 




onde IQ ~ j o i, temos v mergulhado em C(V,Q). Para isto basta 
mostrar que iº é injetora, ou seja, se ' E v n IQ então ' ~ o. 
Se E v n IQ então 'P - finita de elementos 
' 
e uma soma 
t ®- (X @ X - Q (X) • 1) 0 t 1 Onde t 1 t 1 E T (V) e X E V. 
supor ainda que te t' 
respectivamente, isto é, 
são elementos homogêneos de grau 
' t' E Tr (V) . 
do tipo 
Podemos 
r e r' 
Como 
o.p E V= T1 {V) concluímos que t 0 x 0 x 0 t' =0. Isto implica que 
t 0 Q(x) ·1 e t' =O pois o.p E IQ 
iQ (V) em C (V, Q) (V = iQ (V) ) • 
Assim, identificaremos V com 
A álgebra de Cllfford construlda desta maneira tem a seguin-
2.2. Se A é uma álgebra associativa com unidade sobre um corpo K, 
então toda aplicação linear ~ : V --~ A tal que (~(x)) 2 
~ Q(x) .1 ~x E V pode ser estendida de maneira única a um homo-
morfismo ~ : C(V,O) 
v 
-~A 




PROVA. Esta propriedade decorre da universalidade do produto ten-
serial T (V) . Sabemos que toda aplicaç_ão linear ~ 
de ser estendida a um único homomorfismo ~' : T (V) 
que ~' (x) ~ ~ ( x) Vx E V. Basta tomar ~(x. 
"' Jl 
~ ~(x. ) ... ~(x. ) 
J1 Jr 
e ~' ( l) ~ l. Observe que IQ c 





~ ~(x) -~(x) - Q (x) . l 
~ Q (x) · l - Q ( x) .1 ~ o 
' 
logo ~~ induz um homomorfismo 
C(V,Q) ~ T(V)/I 
Q 
-~A. 





Ker ~' pois 
Suponha agora que C e uma álgebra associativa com unidade sobre 
um 0orpo K e i :V----+ C um mergulho com a propriedade de que 
toda a aplicação linear f :V -----+A (A uma álgebra associativa 
com unidade sobre um corpo K) , tal que 2 (f(x)) ~ Q(x) .1 , Vx E v, 
estenda a um único homomorfismo f :C ----+ A. Então o isomorfis-
mo entre V c C(V,Q} e i{V) c C induz um isomorfismo entre 






C (V, Q) através de 
E 
i=O 
j . Tal de-
composição define C{V,Q) como uma ~ 2-álgebra graduada, isto e, 
i) C (V ,Q) ~ l: 
i=O,l 
ci (V,QJ 
ii) Se Xi E Ci(V,Q) 1 yj E Cj (V,Q) 
k ~ ( i+j) mod 2. 
então X y E Ck(V,Q) i j 
5 
Os elementos de C0 (V,Q) sao chamados pares e fonnam uma sub 
álgebra de C(V,Q) que denotaremos por + C (V,Q). Os elementos de 
c1 (V,Q) sao chamados Ímpares que denotaremos por C (V,Q). 
Temos três aplicações definidas em C(V,Q) que -sao bastante 
naturais e que serão de grande·utilidade no decorrer do texto. 
2.4. INVOLUÇÃO PRINCIPAL. Um automorfismo a em C(V,Q) construido 
a partir de i 0 :V--~+ C(V,Q) , a(x) ~ -iQ(x) , vx E V. Desde 
2 que (a(x)) = Q(x) .1 podemos por 2.2 definir a: C(V,Q)-----+ C(V,Q). 
Temos que a(x) = x se + X E C (V, Q) e a(x) = -x se -X E C {V,Q). 
Observe que a graduação em C(V,Q) pode ser definida em ter-
mos de a 
Ci(V,Q) ~ {x E C(V,Q); a(x) i ~ (-1) X , i~O,l}. 
2.5. TRANSPOSIÇÃO. Um antiautomorfismo definido em C(V,Q) defin! 
do a partir da transposição definida em· T(V). Se x =x. 0 ... 0 xl.r 
. ll 
r ~ t t 
em T (V) , entao a aplicação x x dada por (x. 0 ..• @ x. ) 
1 1 1 r 




t (x e X- Q(x) .1) ~X e X - Q(x) .1 . Assim podemos definir o 
antiautomorfismo ( )t :C(V,Q) --~ C {V ,Q) que denotaremos por * . 
2.6. CONJUGAÇÃO. Um antiautomorfismo em C(V,Q) obtido através 
da c9mposição do automorfismo a com a transposição, o qual identi 
ficaremos como x ~-- x onde x = a(x*). 
Para estudarmos algumas propriedades formais da álgebra de 
Clifford é conveniente descrevê-la em termos de seus geradores. 
Para tal seja V um espaço vetorial n-dimensional sobre um corpo 
K e B :V x v K uma forma bilinear simétrica não-degener~ 
da definida em V e, Q(x) = B(x,x) para x E V sua forma quadrá 
tica. 
2.7. PROPOSIÇÃO. Se {ei}; i=l, ... ,n e uma base de i 0 (V) ~V, e~ 
tão l com os produtos e.i
1 
.•. eik ; 1 < i 1 < ••• < ik ~ n 
um conjunto de geradores para o espaço linear C(V,Q). 
formam 
PROVA. Considere j :T(V) C(V,Q) a projeção definida em 2.1. 
k -
r.p E T (V) entao 
Em C(V,Q} ternos a identificação x 0 x ~ Q(x) .1 , Vx E V , logo 
si~etrizando ternos x 0 y + y 0 x 2B(x,y) .1 , Vx,y E V. De fa-
to: Q(x+y) -Q(x) -Q(y) ~x@y+y@x e B(x+y,x+y)-










+ 2B(e. ,e. ) ·1 
lj lj+l 
~Q(e.).l 
l. logo, qualquer sequência 
J 
pode ser ordenada de modo a que nenhum termo repetido apareça 





2.8. COROLÁRIO. Se {e.} 1 i=l, ... ,n é uma base Q-ortogonal de V l . 
então C{V,Q) é gerada por 1 e sujeitos às relações 
i;'j . 
2.9. A álgebra C(V,Q), Q =O e AV a álgebra exterior de V. 
Seja V um espaço vetorial n-dimensional 1 a álgebra exte-
rior de V, AV é definida como a álgebra quociente AV= T{V)/1 
onde I é o ideal bilateral de T(V) gerado pelos elementos da 
forma x ® x , Vx E V. A álgebra AV tem uma Z graduação induzi-
da de T(V), 
' 
AV é uma álgebra de dimensão finita dirn Ak(V) = ( ~) e dim AV= 
n ~ 2 • 
8 
A operaçao produto em Av -e denotada por A e é chamada pro-
duto exterior. Observe que, se Q a foJ::TIB. quadrática definida em V 
e nula, então C (V ,Q) = AV , Q - O. 
Note que AV -nao e comutativa, mas e comutativa como " -2 
graduada, no sentido que: se v E f.,.P (V) e w E A q (V) então v A w = 
W A V. 
Temos um isomorfismo canônico de C(V,Q) e AV como espaços 
vetoriais. Basta associar uma base qualquer de AV,{l;e. A···" e. }, 
. 'r ~ 
em AV ao conjunto de geradores 
{l,e. 
'r 
e. } em 
'k 
C(V,Q), assim dim C(V,Q) =2n e {1,e. , ... ,e.}, 
~1 l.k 
1 < i 1 < ••• < ik < n e uma base de C(V,Q). 
I.3. CLASSIFICAÇÃO DAS ALGEBRAS DE CLIFFORD REAIS 
Se V e um espaço vetorial real n-dimensional munido de um 
produto interno (forma bilinear simétrica nao degenerada) 




Corno consequência imediata de 2.8 e 2.9 podemos definir 
( p+q = n) a álgebra de Clifford sobre o 
corpo dos reais gerada por 1 e pelos· 
çoes 
e~s 1 sujeitos 1 as rela-
2 l i=l, ... ,p e. = 
l 
2 
-1 i=p+l, ..• ,n e. = 
l 
e 1ej = -e.e. i;'j . J l 










então Q(v) = 
Veremos a seguir que as álgebras de Clifford m p,q 
descrição explícita corno álgebras de matrizes sobre m, 
reais,complexos ou quatérnios respectivamente. 
3. 2. PROPOSIÇÃO. i) IR 1, O o m <B m 
i i) mo 1 o (C 
' 
iii) m11 o m (2) 
' 
i v) IR2 
1 
O o m (2) 
v) IRQ ,·2 o TI! 
(m (2) 
' 
matrizes 2 X 2 reais) 
PROVA. i) V = IR , Q : IR IR , Q (x) = 2 X 
' 







[C OU lli 1 
Se é uma base de IR, {l,e1 } com 
2 
e = 1 1 e uma base de 
IR l, O Definimos o isomorfismo 
lO 
IR l O IR GliR 
' 
1 t :] 
el [:_:] 
i i) V = IR, Q : IR IR , Q(x) 2 = -x X E IR. 
Se ê uma base de -e uma base 
de m0 , 1 . Definimos o isomorfismo 
1 1 
i 
iii) V = IR 2 , Q IR , Q (x) ~ 
Se uma 
base de onde 2 e 1 = 1 , i=l,2 e Definimos 
o isomorfismo 

















IR, Q (x) = 


















IR, Q(x) 2 2 ""'X -X 1 2 ' X 
Se {e1,e2} e uma base de IR2 
' 
{l,e1 ,e 2 ,e1e 2 } com 
2 1, e1 ~ 
2 
-1 uma base e2 e ele2 ~ -e2el e de IRl,l' Definimos o iso-
rnor.fismo 
IR11 IR (2) 
' 
1 [: :] 
e1 [: J 
e2 [: ~] 
[: 1 e3 () 
-
Estes isomorfismos e os teoremas a seguir classificam todas 
as .álgebras de Clifford reais IR p,g 
3.3. TEOREMA. Seja K(n) a álgebra das matrizes n x n sobre K, 
K = IR, a:: ou IH , então 
IR (n) 0IR IR (m) o IR (m.n) + , \lm,nE z 
IR(n) @IR K "'K(n) ; K =IR, [C ou lli e \In E z+ 
• 
13 
3. 4. TEOREMA. i) IR 0 IRQ 2 ' mo ,n+2 n,Q 
' 
i i} IR O ,n 0 IR 2 I o o IR n+2,0 
iii) IR 0 IR 1,1 o IR p,q p+l,q+l 
PROVA. i) Seja } b n+2 {e 1 -re 2 , •.. ,en+2 ase de IR com o produto inte~ 
1, i=l,2, ... ,n+2. Considere 
dores básicos de IR 
n, O 
e2 os geradores de com Q" (e:') , -1 , i=l,2. Defina 
IR 0 IRQ 2 por n, O , 
e! @ e"e" para 1 < i < n , 1 2 
~(ei) ~ 
1 @ e~' 
~-n 




.)) =(e' 0 e"e") (e' 0 e"e") 
'f' i 12 i 12 
2 (e~) 0 e"e"e"e" 
1 l 2 l 2 
(e") 2 
l 




= -Q(ei) .1 0 1 para 1 < i < n . 
Estendendo por linearidade temos (.(x)) 2 = Q(x) .1 B l 
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n+2 ~x E IR • Logo pela propriedade universal (2.2), ~ se estende 
a onde rn.O,n+Z = C(IRn+Z ,Q) 
-õ = -Q. como cp leva um conjunto de geradores de m 0 ,n+Z a um 
conjunto de geradores de IR B IRQ 2 n,O , e dim IRo,n +Z = 
temos que ~ é um isomorfismo. 





{el, •.• ,ep+l' el, •.. ,eq+l} uma base Q-ortonormal 
onde Q(ei) = 1 para. i=l, ... ,p+l e Q(ej) =-1, 
j"=l, ••• ,q+l. Sejam e 
de IR e p,q IR 1 1 respectivamente. Defina 
' 
en en 








e"e" l 1 
1 ® e'.' 
J 
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para l < i < p 
para i ~ p+l 
para 1 < j < q 
para j ~ q+l 
Estendendo por linearidade temos (~(x) 12 ~ Q(x) .1 e l, 
Vx E IRp+q+Z . Logo pela universalidade ~ se estende a 
-~ : IRp+l,q+l 
3.5. COROLáRIO (Periodicidade). Para n > O,existem isomorflsmos 
IR ® IR 0 S • p,q , 
•IR(l6). 
IR p,q+B onde 
Basta usar os isomorfismos de 3.4 repetidas vezes. 
3.6. CLASSIFICAÇÃO DAS ÁLGEBRAS DE CLIFFORD 
p 
8 lR (16) a:(l6) ]H {16) ~ (16)EllH (16) lH (32) 
7 a:(8) lH (8) :H (8) $lH (8) ]H (16) 11:(32) 
6 ]H (4} li (4) l!llH (4) lH (8) a:(l6) ~(32) 
5 lH (2)EI7JH (2) lH (4) 11:(8) lR (16) ~ (161 em (161 
4 lH (2) a:( 4) IR (8) :m. (8) em (BJ lR (16) 
3 a:{2) JR (4} JR(4) 61JR(4) JR (8) a: (8) 
. 
2 IR (2) m (21 e JR C2J lR (4) a: (4) ]i (4) 
1 mom m.{2) a: (2) lH {2) JH(2l e E (21 
o m < lll JH OJH lH (2) 






















!R(l28)9:lR (128) IR (256} 
1R {128) IL(l28) 
II(64) JH (64) 
H(32) lH (32) !llJH (32) 
JH (161 em (161 lH (32) 
Jl:! (16) a: (32) 
a: (16) lR (32) 
lR (16) JR (161 e IR (161 




I.4. CLASSIFICAÇÃO DAS ÁLGEBRAS DE CLIFFORD COMPLEXAS 
Se V é um espaço vetorial complexo n-dimensional munido de 
uma forma bilinear simétrica não degenerada, B : V x V ~-~ n: ' 
'Vi=l, •.• ,n e B(e,,e.) =O, ifj . 
l J 
B(e.,e.) =Õ(e.) =1, 
l l l 
4.1. DEFINIÇÃO. n:n ~ C(<I:p+q,Q), (p+q~n) é a álgebra de Clifford 





e 1 = 1 , Vi=l, ... ,n 
-e.e. J l 
Se v ~p+q então Q(v) 
n 2 
~ E z. 
i=l l 
Se considerarmos (p+q=n) a álgebra de 
Clifford real, a complexificação de IR é a álgebra de Clif-p,q 
ford (complexa) correspondente à forma quadrática Q, a complexi-
ficada de Q. 
4 2 IR 0 <I: " C(<I:p+q,Q) ~ <I:n 
. • p,q IR 
Observe que se B : V x V --~ IR é uma forma bilinear simé 
nao degenerada então B estende a uma forma bilinear Bc :Vc xvc 
~ onde Vc =V 0IR~ e a complexificação de V e e 
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a complexificação de B 
Bc(v1 0 zl' v2 ® z 2 ) ~ B(v1 ,v2 ) ® zl z2 Vv 1 ,.v 2 E V 
e z 1
,z 2 E !C. 
Temos !C ~ c 
o 
cl ~ IR 1,0 ® !C o (m <ll m) ® !C o !C <9 !C 
4.3. TEOREMA. i) !C o !C(2) 2 
PROVA. Tais isomorfismos decorrem imediatamente de 4.1, 4.2, iii) 
de 3.2 e ii) de 3.4. · 
4.4. CLASSIFICAÇÃO DAS ÁLGEBRAS !Cn 
!C ~ !C 
o 
!Cl ~ !C <9 !C 
!C2 ~ !C ( 2) 
!C3 ~ !C { 2) Ell !C ( 2) 
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IC4 ~ 1C ( 4) 
a:s ~ a: ( 4) <i) 0:(4) 
0:6 ~ a: ( 8) 
c7 ~ a: ( 8) <i) a: ( 8) 
c ~ 8 a: (16) • 
Temos assim que 
4.5. Se n=2r 1 !r é isomorfa a· 0::(2r) n 
I.S. ESTRUTURA DAS ÁLGEBRAS DE CLIFFORD E SUAS REPRESENTAÇÕES 
5.1. Centro de C(V,Q) e Z ={aEC(V,Q) ;acp =cpa, \l..p E C(V,Q)} 
Vimos que se V é um espaço vetorial n-dimensional sobre K, 
K = IR, ir e {e 1 , ..• ,en} é urna base Q -ortonormal de v 
Q :V ----+ K uma forma quadrática não degenerada em V, o siste-
ma 1 e {e. , ... ,e. } , 
11 lk 
+ 
+ ejei = O , ifj , 1 ~ i,j ~ n e e 1e 1 = Q(e 1) ·1 
de C(V,Q). Como consequência temos/ 4). 
forma uma base 
5. 2. e ..•. e. = (-1) 0 e .... e. 
1 1 1 k ]1 Jk 
, O <' k < n onde o é o numero 
de inversões na permutação {j 1 , •.• ,jk) de (i 1 , ..• rik) • 
vamos denotar por A = {i1 , ... ,ik}, 1 < i 1 <. • •• < ik < n 
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o < k < n e por e A ~ e. . .• e . Se ll lk 
k~o temos o escalar L 
Se e A -e um elemento da base de C(V,Q) então e A f L Assim, 
eAej ~ (-l)qejeA onde q ~ k se jfii Vi ou q ~ k-1 se 
' ' ' 
j ~ i. para algum i. l Assim, e. pode J ser escolhido anti-comuta-
tivo com eA exceto quando k é ímpar e k =n. 
5.3. PROPOSIÇÃO. Seja V um espaço vetorial sobre K, (K = IR ou~) 
de dimensão n. Temos 
i) se n é par Z = K 
ii) se n é ímpar z = K ffi Kw onde w = e 1,e2 ... en 
PROVA. Corno os escalares comutam com todos os elementos da álge-
bra temos K c Z. 
Se n e par, vamos mostrar que Z c K. 
Seja a E Z , a= :EaAeA i a.A E K. Suponha que exista um coe 
fictente não nulo aB com B nao vazio. Sabemos que existe ej 
que anticomuta com eB , logo 
-1 
a = e. a e. 
J J 
o~de, em particular, o sinal menos ocorre quando A = B. Isto nos 
dá duas expressões para a o que e uma Contradição pela independê~ 
cia linear dos eAs. Logo Z = K. 
Se n é Ímpar, e n comuta com todo e. ( 5 . 1) e J 
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portanto w E Z. Como w ~ K então Z = K ffi K.w . 
5.4. PROPOSIÇÃO. Seja V um espaço vetorial real n-di.rrEnsional on 
de n = p+g, então se 
IR e JR se k+q e par 
p+g = 2k+ 1 , Z (IR ) = p,g 
se k+q é ímpar 
PROVA(S). Por 5.3, Z(IR ) = K ffi Kw. Observe que p,g 
2 
w = (e 1 ... ep ep+l e ) n 
= (- 1 ) n-1 (- 1 ) n-2 ••• (-1 ) 
n (n-1) 
= [-1) 2 











-1 e. = para 
l 
p+l 
2 ( -1) 2 [-1)'!.1 (-1) k (2k+l) (-1)'!.1 mos w = = = 
2 1 k+g é go, ·W = se par e 
2 
-1 k+g é -w = se 1.mpar. 
::::__ i ::__ p+q 
,_ 1 lk+cr. 
te 
Lo-
5.5. REPRESENTAÇÃO. Seja V um espaço vetorial sobre um corpo k e 
Q uma forma quadrática em V. Seja K ~ k, um corpo contendo k 
Uma R-representação da álgebra de Clifford C (V ,Q) é um k-homomor-
fismo de álgebras 
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p :C(V,Q) Ho"}( (W ,W) , 
W um espaço vetorial sobre K, chamado espaço de representação 
de p, 
' 
~ E C(V,Q) 
' 
w E W tal que 
' 
~ ,1jJ E C(V,Q) 
5.6. Uma K-representaçao p : C{V,Q) 
X1ve.l se o espaço W pode ser escrito como uma soma direta -na o 
trivial, w ~ w 1 <ll w2 tal que p (~). (W j) c W. I j =1 12 J ' v~ E C(V;Q). 
Neste caso, escrevemos p ~ pl <ll p2 
' 
p. ~ P lw. j=l,2. Caso J J 
contrário, p é .Ltr..IL e.dut1. ve.t . 
5.7. Duas representações pj : C(V,Q) Honx (w., w. J J J ' j=l,2, 
sao ditas e qui v a .te nte.6 se existe um isomorfismo K -linear 
F: w1 w2 tal que 
F o 
' 
W E C(V,Q). 
Podemos observar das tabelas de classificação (3.6) e (4.4) 
das álgebras de Clifford reais e complexas, respectivamente, que 
todas as álgebras IR ou [:n p,q sao da forma K(rn) ou K(m) ffiK(m) 
onde K = IR ,a:: ou rn para algum m. Sendo assim, a teoria de re-
presentação de tais álgebras é bastante simples. 
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5.8. TEOREI1A. Seja K =IR, cr ou lli, e considere o anel K(m) das 
m xm matrizes,como uma álgebra sobre IR. Então a representação 
p de K(rn) no espaço vetorial Km é, a menos de equivalência, a 
Única representação real de K(m) 
p : K (m) · m m Ho~(K ,K ) tal que 
p(A) .v= A.v , A E K (m) m , v E K • 
A álgebra K(m) ffi K(m) tem exatamente duas classes de repre-
sentação irredutíveis 
, Ai E K (m) 
i=l,2 atuando em Krn • 
Em qualquer álgebra A, existem subespaços invariantes sob a 
açao de produtos de elementos arbitrários da álgebra. Tais subes-
paços sao os ideais de A. Estaremos particularmente interessados 
em encontrar os ideais minimais das álgebras de Clifford, IR e p,q 
para tal reveremos alguns conceitos e resultados relacionados na 
teoria de álgebras semi-simples. Como referência, veja ~]. 
5. 9 • IDEAL. Um conjunto I de uma álgebra A diz-se ideal -um a eõ~ 
que..Jtda de A se a,b E I então a±b E I e ax E I para a EI 
e X E A. No caso do ideal à d-i..Jte..Lta tem-se xa E L para a E L 
e x E A • I e L sao ditos ideais ta:t e..Jta-i..-6 a direi ta e à esquerda 
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respectivamente. Um ideal diz-se m~nlmai se ele nao contém nenhum 
outro. ideal que não seja ele mesmo e o zero. Um. ideal de A diz-se 
bltat~~at se ele é simultaneamente um ideal à direita e a esquer-
da de A. 
5.10. Um elemento de uma álgebra A é idempotente se 2 e =e. 
5.11. TEOREMA. A álgebra K(m) é uma álgebra simples (i.e. os úni 
cos ideais bilaterais de K(m) são os triviais). 
Assim, como temos gue toda álgebra de Clifford JR ou (C p,g n 
são isomorfas as álgebras K (m} ou a K (m} ffiK(m), temos gue 
JR e a:n sao álgebras simples ou soma direta de álgebras sim-p,g 
ples (que são semi-simples). Mais precisamente, as álgebras de 
Clifford são semi-simples. De (3.6) e (4.4) temos 
5.12. Se p+q ~ -n e então JR - simples. par e p,q 
Se p+q ~ n e -~mpar com p-q 1- l mod 4, JR simples. e p,g 
Se p+q ~ n é - . 1.mpar com p-q l mod 4 ' JR soma dire-- e p,q 
ta de álgebra simples. 
5.13. Todo ideal lateral de uma álgebra semi-simples é do tipo 
I = A.e ou I = e.A onde e é um idempotente de A (sempre exis-
te um idempotente numa álgebra semi-simples) . 
Considere agora I um ideal à esquerda de A. I é invariante 
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por multiplicação à esquerda por elementos de A. Assim, se consi 
deiarmos a aplicação linear A A dada por L (x) =gx, g 
g, x E A, podemos considerar· I L ) . Se A g 
é uma álgebra sobre K; lK(I) é a álgebra das transformações li-
neares em I sobre K. 
Se impusermos a I a condição que seja minimal e considerar 
mos = L T , \lg E A}, g F é uma subálgebra de 
!K(I) e pelo Lema de Schur, F e uma álgebra com divisão. 
Neste caso podemos dar a I uma estrutura de espaço vetorial 
ã direita sobre F. 
I XF --+ I , para ~ E I e T E F definindo ~.T = T(~) e 
com isto obtemos o seguinte resultado 
5.14. Se A é uma álgebra simples, A é isomorfa a !F(I) 
da aplicação 1f! dada por 'P (g) = L
9 
, g E A. 
através 
Desde que !F(I) é isomorfa a F(m) onde rn = dirnp I temos 
Usando estes resultadps temos que, se I e um ideal minimal 
de IRp,q , p+g e par ou p-g t 1 mod 4 temos que 
onde m = diiDy(I). Observe que neste 
caso F = IR ,!r ou TII pois F é uma álgebra com divisão sobre JR 
(Frobenius (1878)), F • e F(m)a . 
5.17. CONSTRUÇÃO DE UM IDEAL MINUlAL Â ESQUERDA DE IR p,q 
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(7] 
Suponha inicialmente que IR seja uma álgebra simples,is p,q 
to é p+q = n é par ou p+q = n é impar com p-q 1 1 (mod 4) . 
Se IR é uma álgebra simples então existe um idempotente p,q 
e. Além disso, se I é um. ideal à esquerda de IR p,q 
I = IR e =I p,q p,q 
Vimos que IR o !F(I ) o F(m) , m ~ dimF I p,q p,q p,q 
então 
Se ~ l então IR p,q é urna álgebra com divisão 
no caso e " TI! 
Suponha n > l. Sejam os elementos 1 e 
< n 1 ~ a 1 < ••• < ak 
um idempotente e de 
que constituem uma base de IR p,q Existe 
IR e assim podemos decompor a identidade p,q 




e idempotente, se e somente se 
temos que 
IR .1 ~ IR e !ll IR (1-e) 
dimiRIR .e p,q 
p,q p,q p,q 
logo dimF IR e p,q 
l 
= 1 . Assim, se existe 
e temos que 
ser a 
2n/ 3 se F= IR, a:: ou ll:I respectivamente. Veja tabela (3.6). 2 
Se di~ m e = m p,q 





= IR e p,q é um ideal minimal à 
é um idempotente primitivo, e 
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portanto, e não pode ser decoi!lp:)sto na soma de dois idempotentes, mu-
tuamente ortogonais. 
Se dimF IRP ,qe > m , significa que I ='= IR e p,q p,q na o -e 
um ideal minimal, ou seja e não é primitivo e então .e pode ser 
fatorado na soma de dois idempotentes ortogonais. 
Decomponha e = ee' +e(l -e') . Então e será uma soma de 
idempotentes ortogonais se (e') 2 =e'. 
Escolha e' 1 Assim, ee' 1(1 1 2 =-z(l+eA). = +eA ) •2 (1 +e A) 2 2 1 
idempotente somente 2 2 1 se e se e A - e A = e eA eA 
1 2 1 2 
Se existe tal elemento, decompomos I = IR e p,q p,q 
I p,g = IR e 'e p,q <ll IR (1-e')e p,g e dimiRIR e' e p,g 
= eA eA • 
2 1 
numa soma 
Se dimF IRp,qe'e = m este e um ideal minimal procurado. 
e 
o 
processo é finito pois dimFI = m e ternos se existe ele 
mentes da base de IR p,g 
1 2 i,j 2 k , o elemento 
p,g 
tal que (e~) = 1 e 
1 
+eA ) ·i(l +eA ) 
1 2 
e e = e e A. A. A. A.' 
l. J J l 
l 
... 2 (l+eA)e k 
um idempotente primitivo de lR , se e Soi'E"12nte se 2n I k =m se F :::JR , 
p,q 2 
n 
2 I k+l = m 
2 
se F = IC n ou 2 1 k+ 2 = m 2 . 
se F=lll. 
A existência de tal idempotente primitivo pode ser comprovada 
para os casos de dimensão baixa e depois usar o isomorfismo (3.5) 
Na verdade, mostra-se que os elementos 
canônica de IR p,g 
2 




l2_i,j < k 
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geram um grupo de ordem· k = q -r onde r. sao os numeras de q-p l 
Radon-Hurwitz, definidos pela fórmula ~e recorrência 
i o 1 2 3 4 5 6 7 
o 1 2 2 3 3 3 3 
5.18. Tabela- Números de Radon-Hurwitz. 
r =r +4 i+B i 
5.19. Se IR é tal que p+q = n é ímpar com p-q _ 1 (mod 4), p,q 
IR é soma direta de álgebra simples, neste caso, 
p,q 
O processo anterior se aplica também a este caso, e o idempotente 
ser~ e + e . 
I.6. AS SUBÁLGEBRAS PARES 
Pode-se observar através da tabela de classificação das álg~ 
bras IRp,q que em geral IRp,q f IRq,p , entretanto, venmos que 
. Temos então que o sinal da signatura da forma qu~ 
drática é irrelevante quando se trata das subálgebras pares. 
6.1. PROPOSIÇÃO. IR+ ::: IR p,q p,g-1 
PROVA. Escolha urna base Q-ortogonal 
IRp+g 
' 
p+g ~ n tal que 
para p+l < i < p+g. 
e 1 , ... ,ep,ep+l, ... ,ep+g 




Seja IRp+g-1 ~ [e i , ifp+q] o subespaço de IRp+q gerado 
por {e i}, i=l, ... ,p+g-1. Considere a aplicação f: JRptq-l __ +lR+ p,g 
dada por e .. e + , l p g i;'p+g 
p 
Para X E temos 
p+q-1 
X ~ L: x.e. 2 2 2 e portanto X ~ L xi - L X. . Por linear i 
da de 
l l i;'p+g 




l 1 p+q J J p+q 
i=p+l 1 
~ L 
·xixjeiej pois e.e ~ 1 p+q 
= -e e p+g i para ifp+q e e
2 ( ) 2 2 ~ -1. Logo f(x) =x =Q(x) .1. p+q 
Pela propriedade de universalidade {2.2) f se estende a um homo-
morfismo de álgebras 
f ·IR 
. p,q-1 onde 
IR l = C(IRp+g-l ,Q). 
p,q-
Para mostrar que f e um isomorfismo basta checar numa base 
linear de IR 1 • p,q-
6.2. PROPOSIÇÃO. ~ IR g,p-l . 
PROVA. Escolha uma base Q-ortonormal 
IRp+q tal que Q(ei) = 1 
< i < p+q. 
se 1 < i < p e Q(e.) ~ -1 l se 
de 
p+l < 
Seja IRp+q-l = Iei , illJ o subespaço de 
{e.}, i=2, ... ,p+q. Considere a aplicação 
1 






dada por f(e 1 ) = e 1e 1 , ifl e estenda por linearidade. Para 
IRp+q-1 p+q 2 
p 2 p+q 2 
X E temos X ~ E x.e. e portanto X ~ L X. - E xi 
i=2 1 1 i=2 1 i~p+l 
(f(xll 2 ~ E x1 xje1 e 1ejel ~- E i, j i, j 
x.x.e .e. 
l J l J pois eiel 
~ 
-ele i P."o 
i;'1 2 l. r a e e1 ~ Logo, (f(xll 2 ~ -Q ( x) .1. Pela propriedade de 
universalidade (2.2) f se estende a um homomorfismo 
IR+ onde p,q 
IR ~C(IRp+q- 1 ,-Q). 
q,p-1 
6.3, COROLÂRIO. 
PROVA. IR " P ,q-1 ( 6 .1) ( 6 • 2) IR " q,p-1 ( 6 • 1) 
I.7. GRUPO DE CLIFFORD 
7.1 .. GRUPO ORTOGONAL. Seja v um espaço vetorial n-dimensional so-
bre um corpo K. B :V x V --+ K uma forma bilinear simétrica nao 
degenerada e Q sua forma quadrática associada, Q(v) = B(v ,v), 
v·E V. 
Uma aplicação linear f :V v é dita ortogonal em rela 
çao a Q se Q(f(V)) ~ Q (v) ' Vv E v. Note que f é um automorfis 
mo de v pois B é na o degenerada. As aplicações ortogonais 
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formam um grupo chamado·grupo ortogonal de Q, que denotaremos 
por O(V,Q) 
O (V, Q) ~ {f :V --r V ; Q( f (v) ) ~ Q (v) , V v E V}. 
Se f E O.(V,Q) então det f = ± 1. 
SO(V,Q) ~ {f E O(V,Q) ; det f ~ 1}. 
7.2. O GRUPO C*(V,Q) 
Sejam V e Q como acima e C (V ,Q) a álgebra de Clifford as 
sociada a V e Q. 
O conjunto dos elementos x E C(V,Q) tais que existe 
x -l EC(V,Q) tal que -1 -1 xx = x x = 1 é um grupo (não abeliano) 
sob o produto de Clifford que denotaremos por C*(V,Q) 
Quando V é um espaço n-dimensional sobre IR ou ~, C*(V,Q) 
é um grupo de Lie de dimensão 2n. A operação definida por ~,y]= 
xy - yx, satisfaz a identidade de Jacobi. Isto mostra que C(V,Q) 
também possui uma estrutura de álgebra de Lie. Pode-se mostrar I21 
que ela é a álgebra de Lie do grupo C*(V,Q). 
O grupo de Lie C*(V,Q) atua naturalmente como automorfismo 
de álgebras, pela representação adjunta 
Ad :C*(V,Q) Aut(C(V;Q)), Ad (x) g 
-1 
= g xg 
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g E C*(V,Q) e x E C(V,Q). 
No que segue será Útil considerarmos a representação twisted 
adjunta 
Ad : C* (V, Q) ----+Aut(C(V,Q)), -Ad (x) g 
onde a é o automorfismo de C(V,Q) definido em {2.4). 
Observe que Ad ~ Ad para + X E C (V ,Q) • 
Tendo em vista que o espaço vetorial V pode ser considera-
do um subespaço linear de C(V,Q), V :: iQ (V) por (2.1) e 
sofre uma ação de C*(V,Q). Vamos estudar o subgrupo de 
que deixa V invariante. 
portanto 
C* (V ,Q) 
~ 7.3. PROPOSIÇÃO. Se v E V tal que Q(v) f O então Ãdv(V) =V. 
De fato, para todo w E V tem-se 
2B (v ,w) 
Q (v) v . 
PROVA. v é inversível então -1 v = v/Q(v) e como 




2B (v 1 W) =vw+wv 
33 
OBSERVAÇÕES. i) Se B é uma forma bilinear simétrica positiva defl 
nida em V então Ãdv é exatamente a reflexão.em torno do hipe~ 
plano ortogonal a v. 
ii) Se v E V tal que Q(v) f O, Adv preserva a for 
ma quadrática Q. 
7.4. O GRUPO DE CLIFFORD r(V,Q) g O SUBGRUPO DE C*(V,Q) DEFINI-
DO POR 
f(V,Q) = {gE C*(V,Q); Ãdg(V) =V). 
Observe que f(V,Q} contém to~os os elementos v E V tais 
que Q(v) f O. r'(V,Q) é o subgrupo de C*{V,Q) gerado por tais 
elementos. 
Fica claro da definição acima que Ãd restrita a f(V,Q) e 
um homomorfismo de f{V,Q) no grupo de automorfismos de V 
Ad :r[V,Q) --+ Aut(V) -1 ;Ãd (v) =a(g)vg g 
v E V. Ãd é uma ·representação lineâr de f (V ,Q) • 
1 gE f(V,Q) 1 
7 .·s. PROPOSIÇÃO. Seja V um espaço vetorial n-dimensional sobre 
um corpo K, K = IR ou € e Q uma forma quadrática em V não deg~ 
nerada. O núcleo de Ãd : r(V,Q) Aut(V) é o grupo multiplic~ 
tivo K* dos elementos inversíveis múltiplos de 1 E C(V,Q). 
34 
PROVA p] . Suponha g E Ker Ãd isto e, gEC*(V,Q) tal que 
Ad
9
(v) = v. Então a (g) v = vg 
' 




E C (V,q) 
( 7. 6) 
, g l E C (V, q} 
vg 
o 
, a ( g) = g - g e então 
o 1 = 
Seja {v1 , .•. ,vn} umabasedeVcom Q(vi) t-O, Vi. g0 e g 1 
podem ser escritos como polinômios em v 1 , ... ,vn. Podemos escre-
ver onde 
< 
e sao polinômios envolvendo 
v 2 , •.. ,vn. Aplicando a em g0 concluímos que e 
b 1 E C (V,Q). Fazendo v= v 1 em (7.6) vemos que b 1 = O. De fa-
to: ·como temos 
2 
+ vlblvl 2 C+(V,Q) vlao + vlbl = a v = vlao -v1b1 pois a E o 1 o 
e b 1 E c (V' Q) 
2 Logo v1bl = q(v1)b1 = o e então, b1 = o e go na o envol-
ve v 1 . Aplicando o mesmo argumento com os outros vetores da base 
rnostra~,se que g
0 
não envolve nenhum deles, e portanto g
0 
e múl-
tiplo de 1. g = t.l , t E K. 
o 
Pode-se usar o mesmo argumento 
E c (V ,Q) e b E 
o 
+ b C (V,Q), a1 e o 
çao vlgl =-glvl concluímos b que = o 
para 91 = al + vlbo' a1 E 
na o envolvendo v1. Da equ~ 
o. Assim, gl -na o envolve vl. 
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Por indução g 1 na o envolve v2 , ••. ,vn. Como g1 E C (V ,q) temos g 1 =O. 
Logo g = g E K e como g e inversivel, g E K*. 
o 
7. 7. A APLICAÇÃO NOIDIA. N : C (V, Q) C(V,Q) definida por 
N(x) = x x = a.(x*) x , x E C(V,Q), N(x) denominada "norma" de x. 
Se v E V , N(v) = a(v*) v = (-v) 2 (v) =-v = -Q(v) .1. Assim 
N(v) coincide com o_ quadrado do comprimento de v, v E V com re-
lação a Q = -Q. 
As aplicações x a. (x) e x x* preservam f(V,Q) 
e induzem respectivamente um automorfismo e um anti-automorfismo 
em f(V,Q). 
A aplicação N tem propriedades interessantes quando restr~ 
ta a f(V,Q), assim podemos estudar o efeito da açao de f{V,Q) em 
V com relação a estrutura métrica de V definida por Q. 
7.8; PROPOSIÇÃO. N: f(V,Q) K* e um homomorfismo e N(a(x))= 
= N (x) , x E r (V ,Q) • 
PROVA [31. Vamos mostrar inicialmente que N(f(V,Q)) C Ker Ad, is-
to é, Ã~(x) (V} =V , X E f(V,Q). 
( ) •(x} v x- 1 E V t' t Se x E r V,Q temos ~ e como o an l-au omor-
fismo transposto é a identidade em V temos: 




Usando tal identidade e o fato de a(x*)= a(x)*, vamos calcular 
A~(x) (v) ~ Ad I *) (v) a X X ~a(a(x*)x)) v (a(x*)x.))- 1 ~ 
-1 * -1 
= x*.(x ) v a(x*) a(x*) =v. 
Logo, por (7.5). N(x) = a(x*) x = x x E K*. 
Vamos mostrar agora de N -e homomorfismo quando restrita a 
f(V,Q) 
N(xy) ~ a((xy)*) (xy) ~ a(y*) a(x*) xy ~ 
~ a(y*) N(x) y ~ N(x) N(y). 
E ainda, N(a[x)) ~ a(a(x)*) a(x) ~ x* a(x) ~ a(N(x))~N(x). 
7.9. PROPOSIÇÃO. Ãd(f(V,Q)) c O(V,Q). 
PROVA. Para v E V com Q(v) i O temos por (7.4) e ( 7 • 8) 
N(Ãdx(v)) ~ Nla(x) v x- 1 ) ~ N(a(x)) N(v) N(x-1) ~ N(x)N(v)N(x)- 1 ~ 
= N(v). Como N(v) = -Q(v) , Vv E V, isto completa a prova,Q=-Q. 
Temos então que a representação Ãd é um homomorfismo 
Ãd f(V,Q) -~ O(V,Q). 
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Como r(V,Q) é gerado pelos vetores v E v tais que Q(v}r'O, 
ele pode ser escrito como 
v 1 , ... ,vr é uma sequência 
finita de· elementos de V tais que Q(vi) f' O, Vi}. 
1.8. SUBGRUPOS DO GRUPO DE CLIFFORD 
Este é um dos parágrafos mais importantes a ser observado, 
pois em geral não é feito com o devido cuidado em outros textos. 
8.1. Definição: Pin(V,Q} = {g E r (V,Q} ; N(g} = ± l} 
Vamos verificar como o grupo Pin(V,Q) está relacionado com o 
grupo ortogonal O(V,-Q), quando V = Rp+q. Denotaremos Pin (V ,Q} 
por Pin(p,q) 
8. 2. TEOREMA: Ãdl 
Pin(p,q) 
Pin(p,q) --~> O(q,p} 
é sobrejetora com núcleo 7l 2 • 
PROVA: Seja v = IRn = IRp+q e lei} uma base Q-ortonormal de v, 




x. X = 
" 
x.e. E 
i=l l p+l=q l i==l l l 
A álgebra de Clifford IR p,q 
1, e pelos vetores ei tais 
- gerada e por 
2 1 que e i = 
2 
e i = -1 
e.e. ="'"e.e. 
1 J J 1 
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i = 1 f ••• p 
i = ·q, ..• n 
i ;< o 
Podemos pensar em lR n = IR P $ lR q, onde E2m IR P temos uma forma 
quadrática positiva e em lRq temos uma forma quadrática negativa. 
Considere Ql , seja 
mP 
Considere ei~ e seja 
e uma base de IR p i 




Ãd é uma reflexão em torno do hiperplano ortogonal a ek. Apl~ 
ek 
cando este argumento a todos os vetores da base de IRP temos que 
a esfera 
s = {x E mP I N(x) = -1} está em Pin(p,q). Para X E s 
---'~ IR p+q é uma aplicação ortogonal que preserva 
uma forma quadrática negativa definida com p sinais negativos. 
Portanto todas estas reflexões estão em Ãd (Pin (p ,q)) que sao os 
geradores de O (o, p). AnalogdllE11te, se Q (e i) = -1 
' 
i = p+l, .•. , n 
temos N (e i) = 1 e s = {x E IRq . N (x) 
' 
= l} está em Pin(p,q) e 
para x E s Ãd : IRp+q 
X 
---> IRp+q é uma aplicação ortogonal que 
preserva uma forma quadrática positiva definida com q sinais 
positivos, que sao os geradores de O(q,o). 
Logo Ãd (Pin(p,q)) = O(q,p). 
O núcleo desta aplicação consiste da inter$ecção 
Ker Ãd n { IN (x) ] = ll e portanto 
que IN(À.l) I = l. Corno À Em* 
À = ± L 
consiste dos múltiplos À.l tais 
2 ternos N (À .1) = X = l e portanto 
8.3. DEFINIÇÃO: Spin (p,q) é o subgrupo de Pin(p,q) que e levado 
sobre SO(q,p) através de.Ãd. 
Os grupos Pin(p,q) e Spin(p,q) sao os grupos de recobrimen-
to de O(q,p) e SO(p,q). 
Dado v E Pin(p,q) temos v= v 1 ... vr, vi E V 
tal que Q(v.) =±l. 
1 
onde 
p (w) = w -
vi 
v i J e uma reflexão em torno do hip2rplano 
ortogonal a vi. Como SO(q,p) e gerado por pares 
temo.s que 
de reflexÕes 
Spin(p,q) = {v1 ... vr E Pin(p,q) ; r é par} , isto mostra que: 
8.4. Spin(p,q) = Pin (p ,q) n m + p,q 
Por (8.2) e (8.3) ternos' 
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8. 5. o + )%2 Pin(p,q) 
Ãd 
O(q,p) 1 
8. 6. o )%2 Spiil(p,q) 
Ãd 
SO(q,p) 1 
sequências exatas para todo (p,q). Além disso, se (p,q)~ (1,1) 
este recobrimento duplo de SO(q,p) é não trivial. No caso especial 
o Spin(n) SO (n) 1 , Ãd 
representa o recobrimento universal de SO(n) para n > 3. 
OBSERVAÇÃO. Spin(n) Spin(n,O} - Spin(D,n). 
PROVA[l} ,[ 31. Para mo~trar que este e um recobrimento duplo nao 
trivial, basta mostrar que 1 e -1, que é Ker Ãdi Spin(p,q) pode 
ser conectado por um caminho em Spin(p,q). Escolha vetores orto 
Então 
"'f (t) = ± (cos 2t + e 1e 2 sen 2t) = (e 1 cos t + e 2 sen t) (-e 1cos t + 
+ e 2 sen t) O < t ~ n/2 ; ~(O) = 1 e ~(n/2) = -1. 
E IR+ 
v1 v2 ' 
- p,q 
temos J(t) um caminho em Spin(p,g). 
No caso "especial de Spin {n) temoS, SO (n) é conexo para n > 2. 
Temos ainda que ~ 1 (SO(n)) = ~ 2 para n ~ 3 e como Ker Ãd = ~ 2 e 
Ãd é um recobrimento temos lTl (Spin (n}) = O, n > 3, logo Spin(n,O) 
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e simplesmente conexo para n > 3. 
8.7.[ 8]. O(p,q) - O(p) X O(q) x lRp+q 
O(p,q) tem 4 componentes conexas. 
SO(p,q) tem 2 componentes conexas. 
8. 8. Spin(p,q) = {g E r(p,q) n + =r (p,q) ; N(g) = ±1}. 
Spin(p,q) tem 2 componentes conexas. Seja 
8.9. Spin+(p,q) = {g E Spin(p,q) ; N(g) = 1} a componente co-
nexa de Spin(p,q) que contém a identidade. . + -Spln (p ,q) e subgrupo 
de Spin (p ,q) . 
Neste caso 
o----> :E2 Spin + {p ,q) + so (q,p) l 
Ãd representa o recobrimento universal de SO+(q,p). 
Observe através deste esquema o processo de redução, desde 




IR (álgebra de Clifford) p,q 
IR* (grupo dos elementos inversíveis de IR ) p ,q p ,q 
r (p,q) (subgrupo de IR* p,q que deixa JR p+q invariante 
através de Ãdg, g E r(p,q) 
iv) N r (p ,qJ 
+ ;r(p,q)~ r (p,q) n 
K* , N(g) = a(g*).g (homomorfismo) 
v) Pin(p,q) ~ KeriNI ~ {q E r(p,q) ; N(q) ~ ± 1} 
vi) + ~ {g E r (p,q) ; N(g) ± 1) 
vi i) Spin+(p,q) = ~ {g E r+(p,q); N(g) ~ 11. 
8.11 TEOREMA. Spin(p,q) = Spin(q,p). 
Decorre do fato de ( 6. 3) e portanto 
r*(p,q) = r+(q,p). 
8.12 TEOREMA[ 9 ] Spin(p,q) ~ {g E N ( g) ~ ± 1) para 
p + q < 4. 
[ 9] + PROVA: (Ref. , pag. 256). Spin(p,q) C lR por definição. 
Devemos 
se X E lRp+q 
' 
pois g E IR+ p,q 
p,q 
então mostrar que lfg E lR+ tal que N (g) ~ ± p,q 
Ãdg (x) E lR p+q. Ãd g (x) o(g).x.g -1 -1 ~ ~ g xg 
D t Y -- g xg-l E lRp+q, =x evernos mos rar que y 
1, 
E 
Desde que g + E IR , ternos p,q yElR p,q Considere {ei} 




y = a(y*) -1 * -1 * -1 * = a((g xg ) ) = a((g ) xg*) = a(g ) a(x).a(g*) = 
-l 






pois g E 






-l g = ± g* . 
então Bijk = O, Vi,j,k. 




Este capítulo tem dois objetivos importantes. Um deles é re-
!acionar as diferezltes definições e representações de "spinores" 
que aparecem na literatura, o outro, é explorar a estrutura destes 
11 espaços spinoriais", de modo a conseguirmos no capítulo III, co!! 
dições para definirmos um "fibrado spinorial" sobre uma variedade 
espaço-tempo. 
Apresentamos aqui três tipos de definições de spinores; spi-
.nor co-variante (E. cartan), spinor algébrico {M. Riez) e o spi-
nor operatorial (D. Hestenes). Trabalhamos basicamente com os spi-
nores algébricos, que são elementos de ideais rninirnais, das álge-
bras IR . Introduzimos o conceito de 11 métrica spinorial 11 no es-p,q 
paço dos ideais, com objetivo e técnicas diferentes das aprese~ 
tadas por Lounesto [?] e provamos que para p +q .5_ 4, existe, do 
ponto de vista de teoria de grupos, Urna equivalência entre estes 
três tip~s de spinores. 
Ainda neste capítulo, tratamos com detalhes os casos físicos 
mais importantes, a saber; spinores de Pauli, Dirac e os spinores 
pontuados e não pontuados e conseguimos obter resultados interes-
santes e originais com relação as suas representações. 
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II.2. TIPOS DE SPINORES E FORMULAÇÕES FÍSICAS 
2.1. SPINOR COVARIANTE, (E. Cartan [lO], R. Brauer e H. Weyl [ll]. 
Um C--6pÚtalt é um conjunto de variáveis complexas definido PJr suas 
transformações sob um particular grupo spin. 
2.2. SPINOR ALGÉBRICO, (M. Riez [4)). Um a-~pino~ é definido como 
um elemento de um ideal lateral minimal numa álgebra de Clifford 
apropriada. 
2. 3. SPINOR OPERATORIAL, (D. Hestenes [1 2 ,lJ ,l4 ' lS] • Um o-.t, p-i.nolt e 
um número de Clifford especial numa álgebra de Clifford apropria-
da. 
Os físicos usam as seguintes espécies de C-spinores: 
2.4. C-SPINORES DE PAUL!, sao vetores de um espaço vetorial 2-di-
mensional complexo ~2 , munido de uma métrica spinorial 
onde wl significa o 
. 
complexo conjugado de ~ 1 . Observe que. se definirmos ~ = (~ 1 ,~2 ) 
(a transposta conjugada de tp) temos sp (tp ,'P) = 1P '{J • 
Tal 11 métrica spinorial" é invariante sob a açao do grupo 
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SU(2) ~{A E a: 2 ; AAt ~I, det A~ 1}, isto é, se u E SU(2) en 
2 -V~,~ E ~ . Como e bem conhecido 1 os 
c-spinores de Pauli carregam a representação fundamental irredutí 
ve1 n 112 de SU(2) [16 • 171. 
2.5. C-SPINORES NÃO PONTUADOS E PONTUADOS de duas componentes (i~ 
traduzidos por Van der Waerden [lBJ) que são respectivamente os ve 
teres de dois espaços vetoriais complexos ~ 2 . 2 e ~ . Em ambos os 
casos são definidas "métricas s.pinoriais" 
. 
8' 8 tais que 
. . . . . 
a: ' 8 (1JI,~) ~ 1JI1•2 
com ~,~,w,~ como em {2.4). Observe que se definirmos Wt(~t) co 
mo a transposta de w<W) podemos escrever 
onde 
c ~ [ 0 1 J é a matriz de S <fn na base canônica de a:: 2 (~2) [lg,zo]. 
-1 o 
Tais "métricas spinoriais 11 sao invariantes sob a ação do gr_l:! 
po SL(2,cr) = {A E «:(2) ; det A= 1}, isto é, 
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se u E SL(2,a;) então S(ulfl,u<P) = S(!J;,<P) , IJljJ,op E a:: 2 e 
• o • 2 
VlJ!,<P E a:: • As matrizes u e 
(u*) -l são as representações {não equivalentes), D(l/Z,O) e D(O,l/Z) 
do grupo SL(2,~1. 
2.6. C-SPINORES DE DIRAC sao vetores de um espaço vetorial com-
plexo 4-dimensional a; 4 munido de uma "métrica spinorial" [lg 'ZO] 
onde c-spinor de Dirac ~o(•o 1 - definido ~ ( f; ) E um e como = n 
= !1:2 (~21 * ~2 fl(~' (~21 * 
"' 
onde f; E e n = I E o dual de 
' 
Na base canônica de ~4 
' 
obtida através da base 
B
--[co e (Ü:: 2 ) * , a matriz B e a matriz de 80 , 
é a matriz de (2.5). 
canônica de 







~ conhecido que os e-spirrares de Dirac carregam a represent~ 
çao 0 (1/2,0) Ell 0 (0,1/21 de SL(2,a::). Alguns autores, como na re-
ferência [lg], chamam tais objetos W E a:: 4 de bi-spinores. 
III.3. SPINORES ALG~BRICOS DE IR E A ~TRICA SPINORIAL p,q 
No capítulo anterior, vimos que para IR simples, p,q 
• IR o LF(I I o F(m) onde m- dim I p,q p,q - F p,q 
O isomorfismo ~ 
~ ( g) • ~ = g~ ' 
IR p,q 
e 
!F(I l e dado por p,q 
~ E I p,q 
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Observe que ~ é uma representação fiel de IR e desde que p,q 
I e um espaço vetorial sobre F, se considerarmos uma base de p,q 
I p,q a um elemento idempotente minimal e de lR estará cor-p,q 
respondendo um idempotente minimal de F(m), a saber, uma ma-
triz eii com 1 na posição ii (para algum i) e zero nas ou-
tras. Assim, estamos identificando os ideais minimais à esquerda 
IR com matrizes-coluna de F(m). p,q 
O grupo Spin (p ,q) C IR+ C ffi . Assim, para g E Spin (p,q) p,q p,q 
temos gi c I e então podemos considerar os elementos do p,q p,q 
grupo Spin(p,q) como um conjunto de operadores atuando em I p,q 
3.1. SPINORES ALGÉBRICOS. Dada uma álgebra de Clifford IR 1 cha p,q -
mamas de a-spinores aos 'elementos de um ideal minimal à esquerda 
m e ou p,q 
+ JR e' p,q onde e e e' são idempotentes primitivos 
de IR p,q com e' idempotente minimal de 
3. 2. ·REPRESENTAÇÕES SPINORIAIS. Os ideais I podem ser vistos p,q 
como espaços de representação do grupo Spin(p,q} e chamamos 
~- ~1 de representação spinorial do grupo Spin(p,q). 
- Spin(p,q) 
3.3. PRODUTO ESCALAR DOS SPINORES - ~TRICA SPINORIAL 
Vimos em (I.5.14) que podemos definir em I = m e p,q p,q e 
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um idempotente primitivo de IR p,q 
-uma açao a direita de 
F 
" 
eiR e sobre I I X F I ao (1~,a)EI xF p,q p,q p,q p,q par p,q 
associa ~a E I onde F = JR, ~ ou IH, dependendo de p-q 
-
0,1,2 p,q 
(mod 8) ' p-q - 3,7 (mod 8) ou p-q - 4,5,6 (mod 8) respectiva -
mente. (Veja !.3.6). Deste modo I p,q tem uma estrutura natural 
de espaço-vetorial à direita sobre F, cujos elementos são os "es 
calares" do espaço vetorial I p,q 
Isto nos sugere a possibilidade de definir um "produto esca-
lar" natural em I p,q ou seja uffia aplicação bilinear não degene-
r a da r : I p,q X I p,q F. Para tal fim, observe que se f e 
g são F-endomorfismos em IR p,q , podemos definir uma aplicação 
bilinear r em IR p,q usando f e g. Simplesmente tome r (ljJ I'{J) = 
1./J ,<P E lR . Considerando que I = IR e tem p,q p,q p,q 
uma estrutura de espaço vetorial sobre F podemos tomar a restri 
ção"de r a I p,q e fazer a seguinte pergunta: 
3.4. Para W,~ E I quando temos f(W,~) E F? 
Como vimos em (!.2.4, !.2.5 e !.2.6) temos três isomorfismos 
naturais definidos em IR p,q involução principal, transposição 
e conjugação. Combinando estes três isomorfismos com a aplicação 
identidade podemos definir as seguintes aplicações bilineares 
I X I p,q p,q IR p,q i=l,2,3 
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Como observamos anteriormente, a involução é um automorfismo, 
enquanto que a reversão e a conjugação são anti-automorfismos. Um 
automorfismo (anti automorfismo), transforma um elemento de um 
ideal minimal a esquerda em um elemento de um ideal minimal à es-
querda (minimal à direita). 
Para ver a validade desta afirmação, basta observar que a im~ 
gem de um idempotente primitivo sob um isomorfismo é um idempote~ 
te primitivo e que ·se l/J E I = IR e , então 1J; = xe p,q p,q 
x E JR e portanto: p,q 
3. 5. a(~) = a(xe) = a(x)a(e) ==>a(~) E I' p,q = IR a (e) p,q 
(xe)* = e*x* => 1/J* E I* p,q = e*IR p,q 
ojJ = (xe) = ex = ojJEI. =eiR p,q p,q 
com 
Usando os isomorfismos m ~ .r. F (I ) ~ F (m) I m = c'lim (I ) p,q p,q -·p p,g 
(IR simples) , identificamos os elementos do ideal minimal I p,q p,q 
com matrizes coluna de F(m). Então se 
sentação como uma matriz coluna de F(m) 
I p,q tem uma repre-
então ~* e ~ tem re 
presentações como matriz linha de F(m) e assim obtemos que ~*~ 
e ~ q; são elementos de F. 
Identificamos os escalares da estrutura vetorial de I p,q 
com múltiplos de 
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l o o 
3.6. e - l - o o o , isto e, como matrizes em 
o o o 
F(m) múltiplos da matriz na equaçao (3.6). 
Através de um isomorfismo de IR (mutiplicação por um ele p,q 
menta inversível conveniente u E IRp,q) podemos transportar W* ~ 
ou W ~ para a posição (1,1} na operação matricial destas opera-
çoes. 
Concluímos então que os "produtos escalares naturais 11 em 
I são da forma p,q 
I X I p,q p,q F i=l,2 
e e u,u' E 
3.7. si e DaQ degenerada 1 i=l,2. 
·De fato: 81 (tJJ.,o.p) =O ->utj;*o.p =O =>lf!* =O ou <P =O 
IR* • p,q 
(u e 
inversível) e F é uma álgebra de divisão -> W = O ou o.p = O (a 
transposição é isomorfismo) . 
Analogamente: B2 (l)J,IfJ) =O r> W =O ou o.p =O • 
Lounesto [?] obtém os produtos 61 e s2 usando outra argu-
mentação1 e imediatamente procede à classificação dos grupos dos 
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automorfismos destes produtos i.e., os homomorfismos de F-modules 
à direi ta, I I , 1)J S. , S E IR deixam tais p,q p,q p,q 
produtos invariantes, isto é, para os quais Si(S1j;,S~) =si (1);,~), 
V1j;,IP E I .e , p,q i=l,2. Temos então que G1 ~{SEIR ;S*S~l} p,q 
e G2 ~ {S E IR p,q ; SS = 1} respectivamente são tais grupos. 
Em seu artigo nao aparece qualquer relacionamento dos grupos 
Spin(p,q) com os grupos G1 e G2 e como consequência não se tem 
uma idéia clara de como relacionar com as álgebras IR p,q (para 
apropriados p e q) os diferentes tipos de spinores descritos em 
(2.1, 2.2, 2.3 e 2.4 de II). 
Para tal, considere os seguintes subgrupos de G1 e G2 a sa-
ber: 
{S E S*S ~ l} e {S E ss 
respectivamente, e portanto por (!.9.10) temos 
G~ ~ G; ~ Spin+(p,q) para p+q < 4 • 
Este é o motivo de chamarmos S1 e S2 de 
11 métricas spinoriais". 
Além do mais, as operaçoes + e * são anti-involuções na álg~ 
bra e portanto são determinadas por sua restrição a qualquer sub-
' t a a-lgebra [9 ] COllJUll o que gera e assim independe da representa -
ção da subálgebra par. 
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II,4, REPRESENTAÇÃO DOS c-SPINORES de Pauli, dos c-spinores bi-
dimensionais pontuados e não pontuados e dos c-spinores de 
Dirac por spinores algébricos. 
Em primeiro lugar, vamos analisar como estão relacionadas as 
seguintes álgebras 
IRo 2 = Álgebra dos Quatérnios 
' 
IR 3, O = Álgebra de Paul i 
IR 1, 3 = Álgebra de Minkowski· 
IR 3 1 = Álgebra de Majorana 
' 
IR 4,1 = Álgebra de Dirac. 
Temos de (I. 36) que: 
IRQ, 2 , IH 
IR 3, O 
, 11:(2) 
IR 1, 3 
, IH (2) 
IR 3,1 
, IR ( 4) 
m4,1 
, 11:(4). 
Ternos ainda de ( 6 .1' 6.2 e 6.3 de I) que 
+ 
IRQ, 2 lR 3 ,o , 
+ + 
IR 3, O 
, IRl 3 , IR 3 1 
' ' 
+ 
IR 4,1 o IR 1, 3 
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Assim, 
4.1. mo 2 
' 
4. 2. a-SPINORES DE PAUL I E O GRUPO SU ( 2) • 
A álgebra de Pauli IR 3 , 0 ~ ~(2) é gerada por l_e cri i= 
= 1,2,3 sujeita as condições +1 ou 
oij = o , dependendo de i=j ou ifj, respectivamente. 
elemento 1 03) - idempotente primitivo o e30 = -(1 + e um de 2 
m3, o pois temos dirniR (IR 3 , 0 8 30) = dim lR 3, 0/2 = 2
3
/2 = 22 e 
assim, dimcr: lR 3' o 2 assim I 3 O JR3,0 8 30 - ideal e30 = e = e um 
' 
rninimal à esquerda de IR 3 , 0 • Temos que {e 30 ,o1e 30 ,cr 2e 30 ,cr1cr 2e 30 } 
é uma base real de ·r 3 , 0 . <L~ e 30m 3 , 0e 30 cuja base é 
{e30 ,a1 o 2e 30 } e assim a= {e 30 ,o1 e 30 } é uma base spinorial para 
1 3,0 :: 1p = JR3,08 3o· 
~ 
Usando o isomorfismo m 3 ,0 "'.Ca;(Ip) (III.3), 'P (u) .I}!= u tjJ , 
u E JR 3 0 , ~ E I e identificando 
' p 
e30 = 1 -[lo oo] 0102e30 - i - [lo. oo J e ,<p(oi)-oi te-
mos as seguintes representações para cri , 
o = [ 
1 0 J que sao as 3 o -1 
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chamadas matrizes de Pauli. 
Se x E m 3 , 0 temos as seguintes- representações para x, a{x), 
x* e x a saber 
_ [ -
2
4 a (x) -
-z 2 
Mostraremos a seguir que: 
-:: l . • e 
-4.3. Os elementos de Ip = m 3 , 0e 30 -(a-spinor de Pauli) sao repr~ 
sentações dos c-spinores de Pauli (II.2.1) na álgebra IR 3 0 
• 
Considere s1 : I X I o; dada por 61(~.-) ~ ~· ' p p 
~ ~ [ ~l :J [ 'l :] temos S1(~,,) ~1-1 para e • ~ ~ + ~2 '2 
~2- 2 - um produto hermitiano, cuja matriz na base a + que e e 
Assim, se X E + IR 3, O 
N (x) = l = det x = l. 
Logo, SU(2) = {S E 
, N(x} = xx = det x.r 2 




SU(2) = Spin+(3,0) = Spin(3) e fica provado 4.3. 
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4.4. OS a-SPINORES NÃO PONTUADOS E PONTUADOS DE DUAS COMPONENTES 
E O GRUPO SL(2,~). 
A álgebra IR 1, 3 -e gerada por 1 e pelos ' 
i=O,l,2,3 tal 
f + 
JR3,0 :::: IR1,3 
2 que e 
o 
= l e e 2 = -l. 
1 
Considere o isomorfismo 
-
, onde f é a extensão linear de f (o . ) = e. e 
1 1 o ' 
i;;/0 , i=l,2,3 (I.6.1) e corno em (4.3). Desde que 
e 30 =! (1 + o 3 ) é um idempotente primitivo de IR),O , f(e 30 ) = 
é um idempotente primitivo de Além disso, 
como IR 1 , 3 ~ JH (2), e= f(e 30 ) é também um idempotente primitivo 
de JR 1 , 3 pois, dimJR JR 1 , 3 e = 2
4 /2 e portanto diirJ::a IR 1 , 3 e = 2 
(Veja I.5.17}. Temos assim que: 
4·,5. r 0 = m 1 , 3 e é um espaço bi-dimensional quaterniônico a di-
reita: 
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~i E JH i = 1,2 . 
Tomando agora . + 
= IR1,3 e temos que 
então: 
4. 7. 
4.8. a = {e,e
0
e 1e} e uma base quaterniônica para I 0 e uma base 
complexa para I~ c r 0 . 
Considerando agora o isomorfismo 
associa o(u) : r 0 
tal que, a cada u E IR 1 3 
' 
seguinte representação de ei E IR 4 C ~l, 3 , i=0,1,2,3 
cr (e i) em relação a base de a : 
' 
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[ _: :J [: _: J [ j :l 4. 9 . e ~ el - ; e 2 ~ o o 
e3 ~ [: :] . 
Portanto se u E + JR 1, 3 temos 
[_:: -z2 J u ~ u* ~ ' z. E C: 1 
zl 
i=l,2,3,4 • 
Observe que ~I + + lRl 3 
IR 1·, 3 ' 
!~(I~) é um isomorfismo. 
Por (3.8), definimos a métrica spinorial 
4 .lO. 8 : I~ X de f in i da por e temos 
e então, se U E 
4:11. S(u.ljJ,u .• I,O) =13(\jJ,op) <:=;>uu = r 2 ~det u = 1 ~u E SL(2,CC) 
Ç=;>u E Spin+(l,3). 
Deste modo, os elementos de -na o 
pontuado6) podem ser vistos como urna representação dos c-6pinont6 
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nao pontuado~ de duas componentes, um espaço de representação de 
IR~ 3 . Este é o espaço da representação D(l/2 ,0) de SL(2,~). 
' 
4.12. OS a-SPINORES PONTUADOS podem ser vistos da seguinte manei-
r a: 
Se e é um idempotente primitivo de então e = 1 -e 
também é. Assim, podemos considerar o espaço - + ern.l,3 que e 
um ideal minirnal à direita de + IR1,3 
presentação de Podemos obter 
e portanto um espaço de re-
usando 
a operação conjugação. Assim, se a = {e,e0 e 1e} temos 
uma base de + e IR 1, 3 onde 
; 
Se o - + 1/J E e:rn 1 , 3 então (observe 
+ que_ eiR 1 , 3 tem uma estrutura de espaço vetorial à esquerda so-
bre a:), assim, 
o 
~ + IRl 3 e. 
' 
Definimos a 11 métrica spinorial" 
por 
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e então se 
u E 
o o o o + 
S(lJlu,.pu) = S(tjJ,.p) Ç=>uu = r 2 ~>u E Spin (1,3) • 
Deste modo, os elementos de -+ - + 1 0 = e:m 1 3 (0.6 a--t.p-i.n.oJte.-6 po~ 
' 
tuado.õ) podem ser vistos como urna representaçãO dos c-.6pi.no!Le..6 po!!. 
tuado.ó de duas componentes, um espaço de representação 
Este é o espaço de representação D(ü,l/2 ) de SL(2,CL). 
+ de IR 1 , 3 • 
Existe um isomorfismo y 
o o 
y(u) .lj! ~ lj!.u , e u E 
Se u E Spin+(l,3) temos uu = u*u = 1 
o -1 o - -1 ~ lj!(u*) ~ lj!(u) • 
- o 
e portanto y(u) .lj! ~ 
4.3. REPRESENTAÇÃO DOS c-SPINORES DE DIRAC E A ÁLGEBRA IR 1 , 3 • 
Como vimos em (4.5), r 0 = IR 1 , 3e -e um espaço bi-dimensional 
quaterniônico. Podemos considerá-lo com um espaço complexo de di 
mensão 4 e através 
cOmplexa de IR 1 , 3 
desta consideração obtemos 
+ 
"IR1,4 c IR4,l " G:(4) • 
Reag~upando os elementos de r 0 , temos: 
urna representação 
Observe que Uma base complexa para 
Considere agora a injeção 
y y(u).ljJ=u.ljJ, 
e 
Obtemos a seguinte representação para e. , i==O,l,2,3 , 
se a 0 , identificando 
Yo = [I: :2 J 
cr. , sao as matrizes de 
; yi 
y(e.) = y. , , 
= [_:i 
Pauli. 




Nesta base, temos a seguinte representação para U E 1Rl,3 
zl z2 z5 z6 
z3 z4 z7 za 
u 
-
y (u) = - - - - - - - - -
za -z 7 z4 -z 3 
-z 6 z5 -z2 zl 
• 
Considerando a restrição de Y + a IR1,3 
çao complexa para na base 
"o 
4 • 6. 
i < j 




u = Y (u) = - - - 1 - - -
24 -z 
o 3 
I -z 2 zl 
Se -e tal que det A 








-= 1, isto e, 
(A*, a transposta con 
jugada de A) 
mensional de 
e temos então uma representação complexa quadri-di 
+ IR 1 3 que carrega uma representação complexa do g~ 
' 




Chamamos aos elementos W E I 0 de a-spinores do espaço-tem-
po. Da discussão acima fica claro que os a-spinor'es do espaço-te~ 
po representam em IR 1 , 3 os c-spinores de Dirac introduzidos em 
(II.2.6). 
4.7. REPRESENTAÇÃO DOS c-SPINORES DE DIRAC NA ÁLGEBRA IR 4 ,l 
Temos, por 1.3.6 que IR 4 1 ~ ~(4), que e a álgebra de Dirac 
' 
usada pelos físicos. Para identificarmos como esta álgebra está 
associada com a álgebra do espaço-tempo IR 1 3 basta procedermos 
' 
como segue: Seja 
IR 4 1 • Defina 
' 
E ' a 
a== 0,1,2,3,4 uma 
11 = 0,1,2,3, ... 
base ortonormal de 
2 . 1 temos eo = , 
k = 1,2,3 e considere g o isomorfismo que é a extensão linear 
de g(e~) ~ E~E 4 
por 4.4 e 4.5 , 
Jl = 0,1,2,3 I g: IRl 3 
' 
+ m. 4 , 1 • Desde que 
f (e 30 J é um elemento idempote.nte primitivo de 




ID ~ IR4,lg(f(e30)) é um espaço vetorial 4-dimensional com 
plexo cujos elementos são chamados os a-spinores de Dirac, que 




contém todas as informações a respeito dos conceitos físicos rela 
cionados com spinores. 
Por 4.1 ternos: 
0:(2) e ~a:(4). 
Os a-spinores de Pauli, que sao os elementos de um ideal mi-
nirnal de m 3 0 sao os 
11 geradores" dos demais a-spinores, c-spi-
' 
nores e o-spinores. 
De fato: Se e é um idempotente primitivo de IR 3 , 0 
por: 4.3 que 
temos 
Desde que é um espaço de representação de IR 3 , 0 e Spin ( 3, o) 
é o. grupo que deixa invariante a 1'métrica spinorial 11 S I+ x I+ p p 
Assim, I+ 
p e o grupo Spin(3,0) 
que atua em r; definem os spinores covariantes (2.1) 
Os a-spinores não pontuados são os 
IR~ 13 f{e) ~ ~ 2 , através do isomorfismo 
Em vista .disto, I 0 é um espaço de 
elementos do ideal 
f 
+ 4.4. IR3,0 ~IR 1,3" f de 
representação de 
Spin+(l,3) ~ SL(2,~) é o grupo que deixa a métrica 
+ 





grupo definem os spinores covariantes de (2.1). 
De maneira análoga, define-se os spinores pontuados de duas 
componentes, bastando para tal considerarmos como a-spinores os 
elementos do ideal minimal a direita 
E finalmente, desde que f(e) e um idempotente minimal de 
e como + ~ m 4 , 1 C rn. 4 , 1 ::< !r 4 , obtemos uma re 
presentação de m 1 3 dentro de ~(4), cujo espaço de represent~ 
' 
çao e 
O grupo Spin+(l,3) atua em ~4 da seguinte maneira, 
V E Spin+(l,3) 1 ~. E !t 1 i=l,2,3,4. , 
[ v (v*)-1 J 
Desde que lR 1,3 por 4.7 
dado 
que é um espaço de representaçáo de + m 4 , 1 cujos elementos sao os 
a-spinores de Dirac. 
I 
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Nas referências [12, 13,14 ,15] Hest~nes da uma nova definição 
dos spinores de Dirac que nos chamamos de spinor operatorial (o-
spinor) . 
SPINOR OPERATORIAL DE DIRAC. Um o-spinor de Dirac W é um elemento 
de m+1 , 3 ·' 1/J*$ = 1, tal que se y\1 E rn.
1+3 , então v]..l =ljJyJlljJ* e:rn. 1+3 • 
Esta definição de spinor operatorial nada mais é do que di-
zer que um o-spinor de Dirac 1JJ é um elemento do grupo Spin+(l,3). 
De fato: Por (I.9.10). Spin+(l,3) =·~E 
+ 
como 1jJ E m 1 3 temos lJl = W* • 
' 
e 
Além do mais, o grupo Spin+(l,3) é um recobrimento duplo de 
50+(1,3} através da aplicação 
E Spin + ( 1, 3) SO+(l,3) 
·o 
1/J ç;o(l/J).v = a(ljJ) .v.ljJ 
1/J E Spin + {1, 3) , v E ml+3 
Desde que \jJ E Spin+(l,3} temos a(\jJ) = ljJ 
e portanto ljJyJl tjJ* E IR l+) para y\1 E IR l+ 3 • 
e 
-1 
De maneira análoga podemos chamar aos elementos do grupo 
Spin(3,0) de o-spinor de Pauli. A definição de o-spinor foi gene-
ralizada para álgebras de Clifford arbitrárias por Dimakis [2l]. 
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CAPÍTULO III 
ES'fRUTURA SPINORIAL EH VARIEDADES IDRENTZiliNI-o.S DE DIMl':NS.!'\:0 4 
III .l. INTRODUÇÃO 
O objetivo principal deste Capítulo é estudar em que condiçCes 
uma va):iedade Lorentziana de dimensão 4 admite uma estrutura spi-
norial (III.5.1 e 5.2.). Este problema é de relevância para a FÍ-
sica pois as variedades Lorentzianas de dimensão 4 são coe1sidcradus 
como modelos dos espaço-tempo da teoria da Relatividade Geral r e 
campos spinoriais aparecem naturalmente na descrição dos fermions, 
que são partículas de spin Y2 (como o eletron 1 por exemplo). 
Uma estrutura spinorial consiste na existência de um segu.'l.do 
fibrado principal que seja o recobrimento do fibrado principal do:;, 
frames positivamente orientados de L, no sentido de que se possa 
encontrar.- um sistema de troca de bases spinoriais que seja o reco-· 
brimento da correspondente troca de frames do fibrado tangente. 
O método de resolver está questão esta baseado nos conceitos 
de extensão de estrutura, em particular, estrutura spinorial (111.5.1) 
e (111.5.2). Com a definição de fibrado de Clifford de fibrados 
oseudo-Riemannianos dada em (111.2.5), e com as estruturas de seus 
espaços de representação 1 propomos uma nova visão do 
que significa uma variedade Lorentziana ter uma estruture._ spinorial. 
Com esta técnica, ainda não explorada anteriormente, consegu.:h_ 
mos demonstrar que toda variedade Lorentziana de signatura (3.1) 
admite um elemento idempotente global no fibrado de Clifford, e 
68 
quais as restriçÕes que uma estrutura soinorial em L acarrct_a em 
p + (L). 
so (3),1) 
Deixamos como proposta, u r4inte:q:>retação do teorema de Geroch [26 '1 
sob o nonto de vista da teoria dos fibrados de Clifford. 
III. 2. VARIEDADES PSEUDO-·RIEHANNIANAS 
2 .1. Uma varJ.edade p6e.udo-RiCJHCl!lHJ._avw .. é uma variedade M conexa com umd. 
~ "' r . -funçao contlnua (ou C ) , G: TM --j. IR tal que a restriçao de G 
a TxM é uma formu quadrática não-d~ge.nowda. 
g- G\,r M i g(v,v) = (v,v} , v E TxM , x EM. 
X X 
As componentes de G com relação a uma base {e l 
a x 




isto é, as componentes sao simplesmente o produto escalar dos ve-· 
tores da base. Em termos das componentes, a métrica é não- degene-
rada se a matriz (gal3) das componentes de g é não singular. 
A signatura de G num ponto x E M e o número de autovalores 
positivos da matriz (gaS) em x menos o número de autovalores ne-
gativos. Se G é não degenerada e contínua , a signatura e cons-
tante em M. 
É possível escolher uma base {e a} tal que para cada ponto x EM. 




onde p-q é a signatura de G e n e a dimensão de M. Denotare-
mos uma métrica de signatura p-q por (p,q). 
2.2. FIBRADO DE BASES 
De maneira análoga ao caso Riemanniano podemos construir o fi-
brado de bases B (M} para M0 variedade pseudo-Riemanniana. Um frarre 
ponto EM - uma base ordenada de TXM. B (M) -u em um X e e o con-
junto de todos "frames" todos pontos de M. -os u em os rr e a 
aplicação de B (M) sobre M que leva um frame linear u no ponto 
x EM. O grupo linear GL (n, IR) , atua em B (M) - direita X em a 
como segue: 
Se e um f r ame em x 
então u.a é um frame (Y1 , ••• ,Yn) em X 
Uma estrutura pseudo-Riemanniana em Mn dá uma redução do 
grupo GL (n, IR) de B (M) .. Mais especificamente: quando existe uma 
métrica G de signatura (p,q) com p+q = n em ·n M podemos de fi-
nir um subfibrado de B(M), o fibrado dos frames ortonormais F(M} 
que consiste das bases ortonormais (com relação a G) em todos os 
pontqs de M. F(M) é um fibrado principal com grupo estrutural 








t . (a ga = g) 
é a matriz diag ( + 1, ... , + 1, -1, •.. , -1) 
p q 
Denotaremos F (M) 
• 
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2.4. MtTRICA PSEUDO-RIEMANNIANA NUM FIBRADO VETORIAL 
Seja TI : E~ M um fibrado vetorial n-dimensional sobre M. 
Uma métrica pseudo-riemanniana em E é uma associação de uma forma 
bilinear simétrica não degenerada de signatura (p,q) com p+q = n 
definida continuamente em cada fibra -1 Ex = rr (x) , x E M. De manei 
ra análoga podemos definir 
2.5. FIBRADO DE CLIFFORO DE UM FIBRADO PSEUDO-RIEMANNIANO 
Seja rr: E ~ M um fibrado vetorial pseudo-Riemanniano. Desde 
que cada fibra Ex= rr- 1 (x), x EM -e um espaço vetorial isomorfo 
a IRn com uma forma quadrática Qx -.GIE de signatura (p,q), PQ 
X 
-demos formar o fibrado de Clifford C(E) de E. Este será um fibra-
do de algebras cuja fibra em cada ponto x EM é a algebra de Clifford 
-Q é a forma quadrática de signatura (q,p). Con 
X 
tidos em C(E), temos os fibrados Pin(E) e Spin(E) 
Observe que C (E ,-Q ) " IR 
X X q,p 
2.6. PROPOSIÇÃO: O fibrado C(E) é um fibrado associado ao fibra-
do principal U(p,q) (E) , isto é, C (E) ~ PO(p,q)(E) X IR O(p,q) q,p 
DEMONSTRAÇÃO: O grupo O(p,q) atua em mn :::: E , (p+q = n) 
X 
-a es-
querda de maneira canônica. Esta ação se estende a urna ação de O(p,q) 
7l 
em IR como automorfismos de algebras. q,p 
Considerando o munido da forma quadrática 




-Qx,vEE i< e então C{E ,Q ) "' X X 
• IR q,p Assim a ação de O(p,q) em Ex pode ser dada por um ele-
* menta gE IR q,p através da aplicação 
- -1 Ad: v~a(g).v.g (um g 
elemento do grupo f(q,p)). Esta aplicação se estende a toda algebra 
pois 
TM~TMCIR 
X X q,p 
Assim temos uma aplicação de 
i= l, ... ,n uma base Q-ortonormal 
IR q,p 
de TXM 
= l, ... ,p e Q(ei)....,. -1, i= q, ... ,n, 
IR . Considere q,p 
= IRn; Q{ei) = 1, i = 
Desde que Pin(q,p) C IRq,p e Ãd j : Pin (q,p) ~ O(p,q) é scbre 
Pin(q,p) . 
dada A= (Ql) E O(p,q), existe ±g E Pin(q,p) tal que 
Diagrama 
JRptq 
-1 ~(g) .L g 
J 
gEJR* p,q 
= L(a~)e. j 1 1 
g E Pin(p,q) 
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2.7. OBSERVAÇÃO: A Única açao de O (p ,q) em E que se estende a uma 
X 
' açao em IR pela p,q e pela identidade. 
III.3. VARIEDADES LORENTZIANAS 
3.1. Uma variedade, pseudo-Riemanniana conexa, paracompacta e nao 
compacta com métrica G de signatura (l,q) ou (p,l) (q = p = n-1) 
é chamada va~ledade Lo~e~~ziàna. Neste caso a métrica G é chamada 
mêth~ea de Lohentz. As variedades Lorentzianas serão denotadas por 
L:: Ll,n-1 e L :: Ln-1,1 
Com uma métrica de Lorentz em L*(L) os vetores nao nulos em 
x E L(L) podem ser divididos em tres classes: um vetor X E T L 
X 
(TXL) é dito tipo tempo, tipo luz ou tipo espaço se g (X,X) -e 
positivo(negativo}, zero(zero) ou negativo(positivo) respectivamente 
3.2. Uma direção em x E L(L) é um sub-espaço de dimensão 1 em 
T L (T L) • 
X X 
Vamos mostrar agora que podemos dividir o conjunto t C 
de tGdos os vetores tipo tempo em dois subconjuntos disjuntos 
e T que identificaremos por convençao em futuro e passado (Obvia-
mente uma divisão análoga existe para o caso TxL) 
3.3. PROPOSIÇÃO: A relação utv , {u,vETL) 
X 
definida nor utv se 
e somente se g(u,v) > O e uma relação de equivalência para veto-
res tipo-tempo e 
lência disjuntas 
esta .relação 
+ T e T 
divide T em duas classes de equiva-
' 
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PROVA: Primeiramente consideremos e 0 , g(e0 ,e0 ) = 1, como a di-
reção do futuro e adicionemos a ele q vetores tipo espaço 
g(e.,e.) = -1, i= l, ... ,q,· de maneira a construirmos uma base or-
l l 
tonormal {e\.1} ll = O , ••• , q • Se u,v E T ternos u = o 1 q (u,u, ..• u) 
e - o 1 q v- (v ,v , ... ,v) nesta base com 
e 
o o i i g(u,v} = u v -Lu v . Então observamos 
i 
que se 
(vo) 2 > L(vi) 2 
o o 
u ,v tem o 
i 
mesmo sinal, g(u,v) >O o o e se u ,v tem sinais opostos g(u,v) < O. 
De fato;pela desigualdade de schwarz em Rq, temos 
de T 
Portanto t é obviamente uma relação de equivalência que divi-
ern duas classes de equivalência, T+ tal que se u E T+ 
e T tal que se < o. + T e dita a 
componente do futuro de T e T a componente do passado. 
3.4. PROPOSIÇÃO. Numa variedade paracompacta L, a existência de 
um campo contínuo de direções é equivalente a existência de uma 
métrica de Lorentz 
. 
G em L. 
PROVA[ 2?]. Suponha que L admite um campo contínuo de direçÕes. D2s 
de que L é paracompacta, L admite uma métrica G positiva defini 
da (estrutura Riemanniana, ref. [27, pág. 126 J. Seja v E T L 
X 
um 
vetor unitário (determinado a menos de sinal) do campo de direções 
-





g(u,w) ~ 2g(v,u).g(v,w) ( ) - g u,w g (v,. v) 
em cada ponto x E L. (Observe que g(v,v) = g(-v,-v) e portanto 
não importa qual é o vetor escolhido, se v ou -v). Temos assim, 
g(v,v) = g(v,v) e se u,w sao ortogonais a v com relação a ' g ' 
são também ortogonais a v com relação a g e g(u,w) = -g(u,w) 
e portanto G é uma métrica de Lorentz, Como ' - -g nao e 
única, g também nao _e. 
Reciprocamente, se G é uma métrica de·Lorentz dada, considere 
a equaçao 
onde 
ê é uma métrica positiva definida (L é paracompacta) e X sao as 
componentes de um vetor de TxL com relação a uma base {e 6}. Te-
mos então um autovalor positivo e q = n-1 autovalores negativos. 
Para cada ponto x E L o autovalor v (determinado a menos do 
sinal) correspondente ao autovalor positivo é um vetor tipo-tempo. 
Este autovetor tipo-tempo determina um campo contínuo de direções 
em L. 
OBSERVAÇÃO 1. De fato, toda variedade nao compacta admite um cam-
po contínuo de direções enquanto que, uma variedade compacta admi-
te, se e somente se sua característica de Euler for zero. Uma va-
riedade para representar um modelo razoável do universo deve ser não 
compacta, por isso traballiarem:Js can variedades Iorentzianas não corrpactas. 
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OBSERVAÇÃO 2. Uma proposição análoga vale para as variedades L que 
tem signatura (p,l) 
3.5. COROLÁRIO. Suponha L = Ll,n-l paracompacta. -L e uma varie-
dade Lorentziana ~ TL = e1 + n(n-l) I e1 r trivial. 
Em vista do corolário acima temos que o grupo estrutural GL{n,JR) 
de TL se reduz a O(l,n-1), assim 
TL = p . X 0(1,n-1) 
JRn 
0(1,n-1) 
III.4. VARIEDADES LORENTZIANAS DE DIMENSÃO 4 
Seja L variedade Lorentziana de dimensão 4. o grupo estru-
tural de TL é o grupo. 0(1,3), chamado grupo de Lorentz. Por (2.5) 
ternos que se 
4.1. 
t ~ (t~) E 0(1,3), 
l 
onde 
e portanto temos: 
4.2. 
4. 3. 
det ~ = ±1 e 
1 2 
- (t ) -
o 






Desta forma, e temos então que o grupo de Lorentz 0(1,3) 
tem 4-componentes conexas, a saber: 
4. 4. det ~ ~ 1 e ~o > 1 
o 
det ~ ~ -1 e ~o o > 1 
det ~ ~ 1 e ~o > 1 
o 
det ·~ ~ -1 e ~ < 1. 
4.5. As transformaçÕes de Lorentz i para as quais 
76 
t 0 > 1 formam 
o-
um grupo chamado gnupo de. Loh.e.n.tz· oJt.:toc.JLono. Tàis transformações 
deixam qualquer vetor u E T(3.3) em sua classe de equivalência res~ 
pectiva. 
4.6. As transformações de Lorentz t para as quais det ~ ~ 1 e 
t 0 > 1 formam um grupo chamado gnupo de LoiLen:tz piLÓpn1o denotado 
o-
+ por SO (1,3). Tais transformações preservam a orientação dos ve-
tores tipo espaço, além de deixarem qualquer u E T em sua classe 
de equivalência (SO+(l,3) e constituído por toda a componente co 
nexa do grupo Lorentz O (1,3) que contém a identidade). 
OBSERVAÇÃO: No caso de L cuja signatura é (3,1) o grupo estrutural 
de TM é 0{3,1), etc. 
4.7. ORIENTAÇÃ0[ 24 J • Seja L (1,3) uma variedade Lorentziana de di-
mensao 4, Hausdorff e conexa, com G uma métrica de Lorentz. Dize 
mos que (L,G) é onientada (no espaço e no tempo), se existe uma 
forma diferenciável w de grau 4 não nula, em todos os pontos de L 
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(que e a condição para que uma variedade 4-dimensional Riemanniana 
seja orientável (A.4.2)) e um campo de direções tipo tempo X
0
(isto 
e, a cada ponto x E L 
tal que g(X
0
,X0 ) > O 
ontos de L. 
de maneira contínua em todos os 
Dois pares {w,X0 ) e (w',X~) como acima sao equivalentes se 
w' = fw, onde f é uma função positiva e g(X0 ,x~) >O. Uma ori-
entação de (L,G) é a escolha de uma classe de equivalência {w, X
0
} 
que é chamada uma orientação. Um par ((L,G) ,{w,X }) é uma varieda-
o 
de Lorentziana de dimensão 4 orientada. 
Escolhendo agora uma orientação {w,X0 } para (L,G) e recordan-
do que um vetor tangente tipo tempo Y é orientado para o futuro, 
isto é Y E T+ e diremos que uma quádrupla 
Y2 ,Y 3) de vetores tangentes está positivamente· orientada se Y0 E 1+ 
e w(Y
0
,Y 1 ,Y 2 ,Y 3 ) >O. Chamaremos tal quádrupla de tetrada. 
O conjunto de todas as tetradas (Y 0 ,Y 1 ,Y 2 ,Y 3) tem uma estru-
tura natural de fibrado principal sobre 1 com grupo estrutural 
50+(1,3). Denotaremos tal fibrado por SO+(l,3) 
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III.S. ESTRUTURA SPINORIAL 
Neste parágrafo propomos, usando a teoria desenvolvida sobre 
álgebras ·de Clifford reais e seus espaços de representações, uma 
-l d d f ' ' - d ' ' l [2 2 ' 2 3] ' d ana ise a e lnlçao e estrutura sp.1nor.1a Vla fibra o de 
Clifford. Um critério para se detectar se uma variedade Lorentzia 
na L de signatura (1,3) orientada e não compacta admite uma estru 
trura spinorial é [2 6] dado por Geroch "L nas condições acima, a-ª 
mite uma estrutura spinorial se e somente se, existem quatro caro-
pos de vetores tangentes em L que constituem uma "tetrada" em ca-
da ponto do espaço tangente". Geroch demonstrou este teorema usan 
d - ' d t l . l -b . M · ·f· [3 l] o tecn.1cas e opo og.1a a ge r.1ca. a.1s espec.1 .1carnente , que 
é a única classe de obstrução para encontrar 
fibrado spinorial está em H4 (L,Z) e portanto 
H4 (L,Z) ~O. 
uma secçao global do 
se L -e orientada 
Conseguimos demonstrar que toda variedade Lorentiziana de di 
mensão 4 e signatura (3,1) possui um idempotente primitivo globaJ: 
mente definido no fibrado de Clifford e com isto propomos uma no·-
va visão de espaços spinoriais usando os resultados obtidos no Ca 
pitulo II. 
5.1. EXTENSÃO DE ESTRUTURA ~ 2 ]: Seja B um fibrado principal so-
bre uma variedade M com grupo estrutural um grupo de Lie G. Se 
ja p :H -------+ G um homomorfismo de um grupo de Lie H sobre G. 
Por uma ex~en~ão de e~~nu~una entendemos um fibrado B sobre M 
com g:cupo estrutural H e uma aplicação S : B -------+ B tal que o 
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seguinte diagrama comute 
sxp 
B X H B X G 
)! j 1 R 
B s B 
~/ 
M 
onde :R significa multiplicação à direoita. Isto significa que p·a 
ra sE B , ambos s e S(S) estão sobre o mesmo ponto de M, e 
S restrita a uma fibra é equivalente a p. 
- [2 2] 5.2. DEFINIÇAO • No caso de B (acima) ser o fibrado princi 
pal de uma variedade Riemanniana orientada com grupo estrutural 
G = SO (n) e H = Spin (n) seu recobrimento universal (n > 2) chamo. 
se B de uma e.J.d:nu.tuha .ópinoniaf_ de M. (Esta é a definição de 
Milnor [Z}]). 
5.3. Para variedades Riemannianas orientadas [Z 4], uma condição ne 
cessãria e suficiente para admitir uma estrutura spinorial e que 
w2 {M) =O (W2 (M) é a segunda classe de Stiefel Whitney de M). Es 
ta estrutura é Única se e somente se H' (M,Z 2 ) = O. 
5.4. Vamos passar agora ao caso das variedades Lorentzianas de 
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dimensão quatro. 
No caso de M ser uma variedade Lorentz.iana de dimensão qua--
tro orientada (no espaço e no tempo) 1 o grupo estrutural do fibrE 
do ·tangente de L (que é + + SQ ( l 1 3) ÜU SQ ( 3 .1)_ 1 dependendO da. 
signatura de L ser (1,3) ou (3,1)) cujo recobrimento é o grupo 
+ + SL{2,{r) ~ Sp.in (1,3) "'Spin (3,1), 
5.5. DEFINIÇÃO. Seja L, uma variedade Lorentziana de dimensão 4, 
orientada de signatura (3,1). Uma estrutura spinorial em TL c= um 
Spin+ (1,3)-fibrado principal junto com um recobrimen·to duplo 
S : P + (L) 
Spin (1, 3) 
p + (L) tal que S(p.u) ~ S(p) .Adu 
so (3,1) 
Vp E P + (L) 
Spin (1,3) 
e Vu E Spin+(l,3). Observe que s restri-ta 
a fibra é Ad. O diagrama dá fibração e 
Spin+(l,3) Ad 
~ p + (L) 
Spin (1,3) 
s 
p + (L) 
so (3.1) 
~L / 
5.6. PROPOSIÇÃO. Se L e uma variedade Lorentziana com métrica 
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de signatura (3,1) então existe em C(L) um idempotente minimal 
globalmente definido de maneira contínua em todos os pontos X: E L. 
PROVA. Se L tem signatura (3,1), então exi_ste um campo de dire-
çoes X (determinado a menos de sinal); X E T L , g (X ,X ) < o 
O O X X O O 
onde Gx = GjT M 1 definidO de maneira continua para cada x E L. 
X 
Considere o fibrado de Clifford C(L) de TL onde cada fi-
bra sobre x e a álgebra de Clifford C(TxL,Q) onde Qx = -gx. Seja 
X 
o 
= (- g_(_X_o~' ~-o-) )-l~/'"2- , temos então := 1. Com este 
elemento podemos construir e 
X 
l 
= 2 (l + que e um idempotente 
primitivo de IR 1 3 em todos os pontos x E L (!.5.17). 
' 
5.7. OBSERVAÇÃO. A construção que fizemos em (2.5) do fibrado de 
Clifford de L pode ser feita de maneira análoga estendendo-se a 
açao de SO(p,q) de IRp+q a 
ta: Ad g 
: lR p+q lR p+q : 
IR através da aplicação Adjun-p,q 
g E JR* v E JRp+q. 
1 p,q r 
Deste modo, a proposição anterior também é validade para va-
riedades Lorentzianas de dimensão 4 e signatura (1,3). Observe 
onde 
Graff afirma em ~ 9 ] , que as variedades Lorentzianas de sign~ 
tura (3,1) não admitem um idempotente global. Tal afirmação ele 




Seja L uma variedade Lorentziana de dimensão 4 e signaturd 
( 3, 1) ou ( 1, 3) não compacta. 
L é orientada {no espaço e no tempo) , se e somen·te se, seu 
grupo estrutural se reduz a + SO (1,3). Neste caso se e o fi-
brado de retas determinado pelo campo (definido de maneira 
contínua em todos os pontos x E L e agora determinado uni vaca·-
mente pela orientação no tempo) e n é seu complemento ortogonal 
(um fibrado tri-dimensional tipo-espaço) temos TL = 61 @ n onde 
• 
n e orientado, [31] cujo grupo estrutural é S0(3). 
o campo determina um elemento l 2 que e 
um idempotente primitivo do fibrado de Clifford C(L). Tal idemp~ 
tente dâ urna: 11 secção de ideais minimais" do fibrado C(L) a sa-
ber I = rn. 1 , 3ex .' para cada x E L de maneira contínua. 
No capítulo II conseguimos representar os c-spinores pontua·-
dos e não pontuados de duas componentes como elementos de ideais 
minimais + e é um idempotente primitivo de 
e de IR~ 3. Tais ideais são espaços vetoriais complexos bidimensionais 
' 
à direita (espaços de representação da álgebra real 
grupo Spin+{l,3) atua por multiplicação à esquerda. 
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Com esta nova visão de espaço de spinores acreditamos que se 
ja possível reinterpretar o [ 26 I teorema de Geroch , a saber: 
11 Seja L uma variedade Lorentziana de signatura (1,3), nao 
compacta e orientada (no espaço e tempo), L admite uma estrutura 
spinorial, se, e somente se, existem quatro campos de vetores tan 
gentes em L que constituem uma 11 tetradan em cada ponto do espa~ 
ço tangente de L, definido de maneira continua", bem como, ter 
uma visão mais algébrica dos resultados recentes de Penrose e Ri.n 
dl 
[30] 
er , passando a considerar o fibrado spinorJ.al como um fibra 
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