Abstract-We prove that mixtures of continuous alphabet constant modulus sources can be identified with probability 1 with a finite number of samples (under noise-free conditions). This strengthens earlier results which only considered an infinite number of samples. The proof is based on the linearization technique of the analytical constant modulus algorithm (ACMA), together with a simple inductive argument. We then study the finite-alphabet case. In this case, we provide a subexponentially decaying upper bound on the probability of nonidentifiability for a finite number of samples. We show that under practical assumptions, this upper bound is tighter than the currently known bound. We then provide an improved exponentialy decaying upper bound for the case of -PSK signals ( is even).
I. INTRODUCTION
The constant modulus algorithm (CMA) is very popular for blind equalization [1] , [2] . Similarly, the separation of constant modulus (CM) signals has attracted much attention in the signal processing literature. In [3] , a direction-of-arrival (DOA) estimation based on the sequential separation of CM signals using the CM array is proposed. In [4] , a maximum-likelihood approach is taken, also using a structured array manifold. A blind analytic solution based on the analytic CMA [5] demonstrated that good performance can be achieved with a relatively small number of samples. It was also recognized that the underlying CM cost function can also be used for the separation of non-Gaussian signals, and more specifically, finite-alphabet signals [6] . While practical algorithms do exist, the issue of identifiability was still open. Identifiability is an important issue, establishing that the only existing solutions in the noiseless case are the original source signals up to inherent indeterminacies of permutation and phase. Identifiability analysis has been mostly based on the expected value of the CM cost function, so that the results are only valid for infinitely many samples and ergodic scenarios. Not much is known about identifiability based on a finite number of samples. Previous results for the special case of harmonic retrieval in one and more dimensions were given in [7] and the references therein. For the separation of a linear mixture of d continuous CM sources, [5] conjectured that about 2d samples should be sufficient. The provided argument was unsatisfying and based on counting the number of equations and unknowns, ignoring possible indeterminacies. For binary signals (binary phase-shift keying (BPSK)), a sufficient condition for identifiability in [6] was based on the premise that all 2 d01 combinations of constellation points (up to sign) have been received. This means that an average of approximately (d 0 1)2 (d01) many samples is needed for BPSK signals and much more for higher constellations. Moreover, there is always a nonzero probability that any finite number of samples does not provide identifiability (e.g., if all inputs are identical). The proof in [6] does not generalize to continuous CM sources.
In this correspondence, we give a rigorous proof of identifiability of a mixture of d continuous or discrete complex CM sources, with finitely many samples. We use the linearization technique of [5] , together with a simple inductive argument, to show that for continuous CM sources, d(d01)+1 many samples suffice with probability 1 [5] . The analysis of the finite-alphabet case is harder because there is a nonzero probability that sample vectors are repeated. For sufficiently large N , we specify an upper bound on the probability that a data set with N samples is not yet identifiable. The probability decays exponentially. The structure of the correspondence is as follows. The problem is formulated in Section II. Section III reduces the general problem of more channels than sources to the case of an equal number of channels and sources. A simple result characterizing linear transformations of the torus onto itself is given. Section IV contains the proof of the main theorem, where we discuss the finite-sample case. Identifiability is specified in terms of "persistently exciting signals," which are studied in Section V. In Section V-B, we provide a simple bound for the finite-alphabet CM sources based on large deviations theory. Then, in Section V-C, we strengthen the result for L-PSK signals. In this case, we obtain that the probabitlity of nonidentifiability decreases exponentially as a function of the number of samples and as L 0N01 as a function of the alphabet size for a given number of samples. Finally, in Section VI, we demonstrate some of the results by means of a simulation.
II. THE IDENTIFICATION PROBLEM
Consider an array with p sensors receiving d narrow-band constant modulus signals. Under standard assumptions for the array manifold, we can describe the received signal as an instantaneous linear combination of the source signals x x x(n) = A A As s s(n)
where We further assume that all sources have constant modulus, i.e., for all n, js i (n)j = 1 (i = 1; . . . ; d), and that A A A has full column rank (this implies p d).
In our problem, the array is assumed to be uncalibrated so that the array response vectors a a a i are unknown. Unequal source powers are absorbed in the mixing matrix. Phase offsets of the sources after demodulation are part of the si. Thus, we can write si(n) = e j (n) , where i (n) is the unknown phase modulation for source i, and we de- Since jg g gs s s 2j = 1 we have either
From (2) and (3), we obtain in the first case that r 1 =1 and i > 1 r i = 0 whereas in the second case r1 = 0 and i > 1 ri = 1. Proceeding inductively, we obtain that exactly one element of g g g is nonzero with magnitude 1. Since all the rows of G G G have this property and G G G is invertible, it must be a permutation of a diagonal matrix with unit-modulus diagonal entries.
The identifiability theorem for infinite samples follows directly from the preceding lemma. The proof of the theorem shows that the infinite collection of vectors fs s s(n)g is only used to quickly deduce that G G G 2 . The question is whether this can be done using a finite set of vectors.
IV. IDENTIFIABILITY WITH FINITELY MANY SAMPLES
In this section, we derive a sufficient condition on the number of samples needed to guarantee identifiability with probability 
where 3 denotes complex conjugate and 9 9 9 has size N 2 d(d 0 1) + 1. We call S "persistently exciting" if 9 9 9 has full column rank. Note that this implies that N d(d 01)+1. It also implies that the constellation is complex (for BPSK constellations, columns of 9 9 9 are repeated and a modified definition can be introduced). Then for each n 2 f1; . . . ; N g, we have
Denote Pij = gi g 3 j and
Pii . By linearizing (5) and considering all n, we obtain (as in [5] (4) . A particular solution of (6) for p p p is given by P T = 1 P ij = 0; 8i 6 = j:
Suppose that gj 6 = 0for some j, then since Pij = gig 3 j we immediately obtain that g i = 0 for all i 6 = j. Since P T = 1, jg j j 2 = 1. Hence, each row g g g of G G G has precisely one nonnull entry, which is unit-modulus. It follows that G G G = P P P3 3 3. Since 9 9
9 is full column rank, this is the only solution to (7).
Combining with Theorem 2 we obtain the following. 
V. PERSISTENCE OF EXCITATION
The remaining issue is to establish when a collection of vectors in d is persistently exciting. As usual, this is hard to characterize in a deterministic setting. In a stochastic sense, any "sufficiently random" collection of N d(d01)+1 complex vectors in d is expected to be persistently exciting. Although this appears a reasonable argument, the interrelations of the elements of 9 9 9 make it not completely evident that this is the case. Moreover, in the case of discrete-alphabet CM sources, e.g., quaternary phase-shift keying (QPSK), proofs are harder because pathological cases appear with positive probability. We first make a more explicit statement for continuous CM sources, and then consider the discrete-alphabet CM case. After taking the conjugate of this expression, we see that it is a set of N independent quadratic equations in s 1 (n) a(n) + b(n)s1(n) + c(n)s 2 1 (n) = 0: Hence, one of the following holds: a) s 1 (n) is a function of (s2(n); . . . ; s d (n)), which contradicts the independence assumption, and for s 1 (n) in a continuous alphabet is a zero-measure event, or b) the coefficients satisfy a(n) = b(n) = c(n) = 0; 8 n 2 f1; . . . ; Ng:
A. The Continuous-Alphabet
For each n, this is a linear condition on the d 0 1 coefficients f 1j g. Using d 0 1 independent samples suffices to derive that 8 i, 1i = 0. 2) Similarly, from the condition c(n) = 0 and using d 0 1 other independent samples, we obtain that 8i, i1 = 0.
3)
This condition is verified by applying inductively the same argument on b(n) as we did on (8).
We thus obtain that all ij are equal to zero, and 0 = 0. Therefore, 9 9 9 is full rank with probability one. If d = 1, then we trivially need one sample to conclude that 9 9 9 is full rank. Hence, the recursive application of the argument needs independent samples, and this number is sufficient with probability 1.
B. The Finite-Alphabet Case-Large Deviations Bound
For discrete-alphabet sources, we have to use a different approach. is received multiple times and, hence, N might have to be larger. We next quantify the probability that N samples of the array output are sufficient. We first provide a simple proof which gives subexponentially decreasing probability of nonidentifiability. Subsequently, in the next subsection, we provide a more accurate (but also more complex) analysis providing an exponentially decreasing upper bound on the probability of nonidentifiability. Let I. We now analyze the rate of convergence ofR R R N to I I I and provide an upper bound on the probability that R R R N is singular. To that end we use the following consequence of Gershgorin's theorem. Assume that all off-diagonal elements ofR R R N have magnitude less than
and by Theorem 6 we can conclude thatR R R N is strictly positive definite. It remains to compute a bound on the probability that all off-diagonal elements ofR R R N have magnitude less than
. This will provide a lower bound on the probability of persistence of excitation since as discussed above, ifR R R N is nonsingular then 9 9 9 is full rank.
To obtain the bound we use large deviation theory. The following theorem from Feller is instrumental in our analysis. Assume that t = o( p N ). Then for all " > 0 and N sufficiently large P (S N > t) < e 0 (10")t :
We will need the following results on the variances of products of independent complex circularly symmetric CM signals, which are not hard to derive [10] : 
Using Theorem 7 we now prove the following lemma.
Lemma 8:
For every i 6 = j, for all " > 0, and N sufficiently large
Proof: Let v v v(n) be defined as in (10) . We would like to bound separately to the real and imaginary parts ofR R R ij we obtain
0 (10") as claimed.
We now use Lemma 8 to bound the probability thatR R R N is nonsingular. Note that sinceR R R N is Hermitian it is sufficient to obtain that all entries above the diagonal are sufficiently small. There are 
In summary, the probability of having a data set that is not persistently exciting is asymptotically less than (for any > 0).
C. Chernoff Bound and Finite-Alphabet CM Signals
We now provide a more accurate bounding using the Chernoff bound on finite-alphabet L-PSK signals. This bound holds for all values of N .
Furthermore, it also shows that for any fixed N > d(d 01), increasing the alphabet size L decreases the probability of nonidentifiability at least as 1 L . Our goal is to bound is uniformly distributed over the Lth-order roots of unity (the roots of unity form a multiplicative group and the convolution of a uniform distribution on the group with any other distribution is uniform). Since in practical applications L is always even (and actually a power of 2), let L = 2K. Using the fact that L is even, we obtain that if a is a symbol also 0a is a symbol. Let the alphabet be = fa 1 ; 0a 1 ; a 2 ; 0a 2 ; ...; a K ; 0a K g :
We now have that
where n i is the number of occurences of a i and n 0i is the number of occurences of 0a i , among x 1 ; . ..; x N . Therefore, we can bound
Using the uniformity of the distribution we obtain that the preceding equation becomes
L . The inequality uses the fact that there must be at least one element greater than or equal to the mean, and the last inequality uses symmetry of the distribution. We now finish the bounding using the Chernoff bound [11] 
Then, for any 0, and for any k 
The parameter is used to obtain a tighter fit of the inequality. Using the distribution of y i (19) we obtain
Optimizing (see the Appendix) we obtain = tanh 01 (k):
Substituting into (20) and simplifying we obtain
Ld(d+1) and using (18) we obtain
Similarly to (14), we now obtain a bound: the probability of identifiability of d sources using n vector samples taken from L-PSK i.i.d.
source P id (L; d; N ) satisfies the following inequality:
This is better than the large deviation bound (14) since the dependence on N is exponential and not subexponential and is also valid for all values of N . Moreover, we can see that as the alphabet size is increased, the probability of nonidentifiability approaches 0 as L 0(N01) .
VI. SIMULATIONS
To demonstrate the results of Lemma 5 for continuous CM sources, as well as the relevance of the result in the presence of noise we simulated 1000 independent runs with N = 1; . ..; 100 samples and d = 2; .. .; 6 sources. For each number of samples, we computed the rank and the conditioning of the 9 9 9 matrix. For N > d(d 01), the rank of 9 9 9 was always equal to d(d 0 1) + 1, as predicted by Lemma 5. Fig. 1 shows the inverse of the condition number of 9 9 9, for varying d and N . Interestingly, it is seen that 9 9 9 can be rather ill-conditioned when N is close to its lower limit. Indeed, the lemma did not ensure the conditioning for 9 9 9. Nevertheless, with a few samples above the lower limit, this adverse situation improves significantly. In the limit, the conditioning converges to 1. This has important implication on the performance of least squares CMA (LS-CMA) algorithms, where a finite amount of data is reused. A further analysis of this problem appeared in [12] , where the connection between the local minima of the CMA cost function and the local minima of its finite sample approximation was considered. We also illustrate a comparison of the new upper bound on failure of identifiability (14) to the bound by Talwar [6] , see Fig. 2 . We can clearly see that the new bound is much better with orders of magnitudes less samples necessary for a given probability of identifiability.
VII. CONCLUSION
We presented a rigorous proof of a sufficient condition for the identifiability of mixtures of CM signals, based on finitely many samples.
For continuous-CM sources, N = d(d 0 1) + 1 samples are sufficient with probability 1. For finite-alphabet cases, only an upper bound on the probability of nonidentifiability given alphabet size, number of sources, and number of samples could be derived. However, the new bound is much tighter than previously known bound and shows that probability of nonidentifiability goes down exponentially with sample size and polynomialy with alphabet size. 
