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Abstract
In this thesis we study the growth of a Li electrode-electrolyte interface in the pres-
ence of an elastic prestress. In particular, we focus our interest on Li-air batteries
with a solid electrolyte, LIPON, which is a new type of secondary or rechargeable
battery. Theoretical studies and experimental evidence show that during the process
of charging the battery the replated lithium adds unevenly to the electrode surface.
This phenomenon eventually leads to dendrite formation as the battery is charged and
discharged numerous times. In order to suppress or alleviate this deleterious effect
of dendrite growth, we put forth a study based on a linear stability analysis. Taking
into account all the mechanisms of mass transport and interfacial kinetics, we model
the evolution of the interface. We find that, in the absence of stress, the stability of
a planar interface depends on interfacial diffusion properties and interfacial energy.
Specifically, if Herring-Mullins capillarity-driven interfacial diffusion is accounted for,
interfaces are unstable against all perturbations of wavenumber larger than a critical
value. We find that the effect of an elastic prestress is always to stabilize planar
interfacial growth by increasing the critical wavenumber for instability. A paramet-
ric study results in quantifying the extent of the prestress stabilization in a manner
that can potentially be used in the design of Li-air batteries. Moreover, employing
vii
the theory of finite differences we numerically solve the equation that describes the
evolution of the surface profile and present visualization results of the surface evolu-
tion by time. Lastly, numerical simulations performed in a commercial finite element
software validate the theoretical formulation of the interfacial elastic energy change
with respect to the planar interface.
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1Chapter 1
Introduction
1.1 General Overview
1.1.1 Battery: Description, Operation, and Types
A battery is an electrical device that converts chemical energy into electrical energy.
As in all electrochemical systems, a battery consists of two electrodes separated by an
electrolyte. An external, electronic conductor wire connects the two electrodes and
is used as a pathway for electrons to flow and create the electric current. Batteries
are essential parts of mechanical structures because, when connected to an external
circuit, the chemical reactions that take place on the electrolyte-electrode interface
produce energy that is delivered to the structure in order to perform mechanical
work. Due to their high gravimetric energy (energy per unit mass), batteries have
received extensive interest in the recent past decades. This fact makes their study
and development important in order to fulfill the needs of a demanding society.
Some objects found by archaeologists are speculated to have been used in the
early 6th century for production of electric energy; one such object is known as the
2“Baghdad Battery”. However, it was not until the year 1800 that the first electro-
chemical battery was built. It was the Italian physicist and chemist Alessandro Volta
who invented the “Voltaic pile”, a stack consisting of layers of zinc and copper sepa-
rated by paper soaked in salt water. Volta proved that electricity could be generated
chemically, and his invention triggered other scientists’ interest in the development
of the field of electrochemisty. In 1836, J.F. Daniel invented the first trustworthy, in
terms of constant voltage and sufficient electric current, battery system, which was
named after himself and called the “Daniel cell”. His invention has been widely used
in the industry, especially in the electrical telegraph network of that age. Since then,
battery cells have been thoroughly developed but they still remain a source of great
interest today.
The operation of the battery is based on the flow of electrons and ions, which are
products of the chemical reactions that take place in the battery [75]. As mentioned
before, a typical battery consists of a positive terminal, or cathode, a negative termi-
nal, or anode, and an electrolyte. More specifically, the two electrodes are electronic
conductors in which the mobile species are electrons and are usually made of metal.
The electrolyte, which separates the two electrodes, is an ionic conductor -electronic
insulator-, in which ions are the mobile species, and is formed when salt is placed
into a solvent, such as water. The electrodes’ ability to conduct the flow of electrons
is measured by the electrical conductivity in S(Siemens)/cm and is of order of 102
to 104 [S/cm], while ionic conductivity measures the ionic flow in the electrolyte and
is of order of 10−4 to 10−1 [S/cm].
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Figure 1.1: Battery operation, flow of electrons, and cations during the process of
discharge (blue vectors) and charge (red vectors).
In a discharging battery the anode is the negative terminal. Electrons are moving
outward through the electrical circuit to the positive terminal, the cathode, as shown
in Fig. 1.1. In contrast, cations are moving through the electrolyte from the negative
electrode to the positive one. In a recharging battery things are reversed: the anode is
the positive terminal, it receives current from an external generator, and the electrode,
which was the anode during battery discharge, becomes the cathode. Likewise, cations
are now moving from the positive electrode to the negative one. In order to avoid
confusion, the electrode on the left in Fig. 1.1 is often referred to as the negative
electrode and the one on the right as the positive electrode, since this description is
correct in both charging and discharging cycles.
In electrochemisty, a reduction reaction occurs when the electrode receives elec-
4trons while an oxidation reaction occurs when the electrode loses electrons. Thus,
during discharge oxidation occurs in the anode and reduction in the cathode. This is
the main difference between a chemical and an electrochemical reaction. Specifically,
in a chemical reaction, reduction and oxidation happen in the same place, while in an
electrochemical reaction, reduction takes place at one electrode and oxidation takes
place at the other.
The electrical driving force across the two electrodes is known as the “Voltage”
of the cell and is measured in V (V olts). The voltage of a cell when disconnected
from any circuit, when no external electric current flows between the terminals, is
called “Open-circuit voltage” (OCV). In electric circuits the flow of the electrons
that travel through the external wire is called the electric current and is measured in
A(Ampere). One Ampere is defined as the current that flows with an electric charge
of one Coulomb per second [1A = C(Coulomb)/sec].
Batteries play an important role in the worldwide market and have found numer-
ous applications in electronic appliances, energy storage systems, and transportation.
More specifically, batteries can be found in power tools and portable electronic de-
vices, e.g., laptops, cell phones, and cameras. In addition, military and aerospace
industry use batteries in satellites, robots, communication devices, and air-structures.
However, the most appealing application of batteries is for transportation. Electric
vehicles that operate solely with an electric engine are already on the market and, as
soon as researchers manage to provide adequate driving range in combination with
reduced cost, the consumer demand is expected to rise significantly.
5Batteries are classified into two main groups, see Fig. 1.2: primary, or non-
rechargeable, batteries and secondary, or rechargeable, batteries. Primary cells, such
as alkaline batteries, are used only once since the electrode is irreversibly changed
during discharge and cannot be restored. Secondary cells can be discharged and
recharged multiple times since all the chemical reactions can be approximately re-
versed and the original composition of electrodes can be restored almost completely.
Common examples of secondary cells are lithium-ion batteries and most recently
lithium-air batteries. The last type is going to be of interest in this work.
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(non-­‐rechargeable	  ba3eries)	  
Secondary	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   Mixed	  aqueous/apro<c	   Solid-­‐state	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  ba3ery	  
	  
Zinc-­‐carbon	  
	  
Figure 1.2: Types of batteries.
1.1.2 Li-Air Battery: Description, Limitations, and Promises
Metal-air batteries [15, 43, 88] are promising candidates for next generation power
sources due to their low cost, long shelf life, environmental friendliness, and high
theoretical gravimetric and volumetric energy density, c.f., Table 1.1. Furthermore,
materials used in metal-air batteries are inexpensive, abundant, and environmentally
6benign. Metal-air batteries are unique because unlike other types of batteries, they
do not store one of the electroactive materials (oxygen). As a result, they can store
the same, or even a greater, amount of energy when compared with other types of
batteries, but they weigh much less. From all the metal-air batteries, see Table 1.1,
the most promising category is the Li-air battery technology due to its having the
highest theoretical gravimetric energy density and one of the highest open-circuit
voltage.
Metal-Air
Battery
Calculated
Open Circuit
Voltage [V]
Theoretical Gravimet-
ric Energy [Wh/kg]
(including O2)
Li-O2 2.91 5200
Al-O2 2.73 4300
Na-O2 3.2 2174
Ca-O2 3.12 2990
Mg-O2 2.93 2789
Zn-O2 1.65 1090
Fe-O2 1.28 750
Table 1.1: Open circuit voltage and theoretical gravimetric energy for various types
of metal-air betteries [3].
A typical Li-air battery consists of a lithium metal anode and a carbon porous
cathode with metal catalysts. The type of electrolyte that is used in between the
electrodes can vary and thus the battery can be categorized into four main types [63]:
• Aprotic
• Aqueous
• Hybrid aqueous/aprotic
• Solid-state
7In this work, we plan to focus only on one type of metal-air batteries, namely
solid-state Li-air (oxygen) batteries. An up-to-date, state-of-the-art, critical review
of Li battery technology may be found in the article of Christensen et al. 2011 [21]
and in [42, 52, 56, 57, 65, 77]. Note here that while in the literature, as well as in this
work, the batteries are widely referred to as Li-air batteries, the actual work has
been on Li-oxygen (Li/O2) batteries, since the air is composed of other elements as
well, e.g., NO2 or CO2, that can have an undesired electrochemical interference with
Li. A typical non-aqueous Li/O2 battery is composed of a Li-metal foil (negative
electrode), a thin solid Li-ion conducting electrolyte membrane, and a high surface
area positive carbon electrode that is loaded with a catalyst (for example, Mn, Ni, Co)
for the Li/O2 reduction reaction at the positive electrode. The cell is exposed to the
atmosphere at the carbon positive electrode, but is otherwise enclosed in a metallized
case that is isolated from the environment. Oxygen from the environment is adsorbed
onto the carbon electrode and reduced in the presence of Li during battery discharge.
Non-aqueous Li-air batteries are controlled by the following overall reaction: 2Li+ +
O2 + 2e
− → Li2O2. This reaction corresponds to a calculated open circuit voltage of
approximately 3 [V ]. Based on the mass and density of Li2O2, Li-air batteries have
maximum theoretical gravimetric and volumetric energy densities of approximately
5,200 [Wh/kg] and 8,000 [Wh/l], respectively.
Lithium compounds are widely used as an electrode material for rechargeable
batteries, due to the high electropositivity and low weight of lithium metal. During
battery operation, lithium at the negative electrode gives up electrons to become Li+,
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Figure 1.3: Li-air battery cell. Taken from [1].
which dissolves into the electrolyte, c.f., Fig. 1.3. This process is reversed during the
recharge cycle, but the replated lithium adds unevenly to the electrode surface. As
the battery is charged and discharged, dendrites have been observed to grow from
one electrode to the other through the electrolyte [4, 8, 23, 71, 80, 107]. One of the
mechanisms that trigger dendrite formation is thought to be the localized higher
current density at the dendrite tip rather than its base [21]. Dendrite formation can
cause a short-circuit (electrons find an easier path to move through the electrolyte
and the voltage difference diminishes to zero) and make the battery useless. The size
of dendrites ranges between hundreds to thousands of micrometers 200-3000 [µm]
depending on the material system. In some cases, dendrite can be seen by naked eye,
c.f., Fig. 1.4.
9Figure 1.4: Dendrites in real battery cell. Taken from [9].
As of now, Li-air batteries are not for use outside of laboratory environments since
they are still far from practical application due to challenges and limitations that
need to be tackled. Apart from the morphology changes that the negative electrode
undergoes, there are several other issues that need to be addressed. In particular, Li-
air batteries are secondary type batteries and this requires that all chemical reactions
that take place in them are reversible. However, experimental evidence [39,66,105,108]
has shown that carbonate solvents react with the reactions products, e.g., CO2 instead
of O2 is evolved during charging, and as a consequence the chemical composition of the
system in not the same as it was originally. Other noncarbonate solvents have been
under investigation, with the intent to increase the cyclability of the battery, given
the fact that those solvents are stable against the electrode material. In addition, it
appears that the capacity of the positive electrode can be severely reduced by three
main mechanisms [5,6,89,90]: i) passivation of the electrode surface, ii) pore blocking,
and iii) poor oxygen transportation. Enhancing the solubility of the discharging
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products in combination with the use of gas channels to accelerate the kinetics of the
oxygen could be a possible solution to this issue. Another challenge that needs to be
addressed is the accommodation of significant volume changes that occur during the
battery operation due to accumulation and release of mass (oxygen). Some solutions
to this problem may be the application of pressure, which will help to obtain good
contact between the different layers of the cell, and the use of flexible seals and
electrolyte reservoirs [85]. Lastly, the challenge of providing pure oxygen to the cell
still remains alluring. Air contains contaminants that are chemically active to react
with the reaction products resulting in poor cyclability of tankless cells. On the other
hand, the use of oxygen tanks inside the cell increases the weight and tarnishes one of
the big advantages of Li-air batteries, which is the high specific energy. As a possible
avenue, lightweight membranes [112, 113], in which only oxygen will be allowed to
move in and out, could be used to protect the cell from other contaminants.
These critical issues make the commercialization of Li-air batteries daunting. The
understanding of the fundamental aspects of these challenges would highly accelerate
the process of searching and designing efficient and safe batteries. By the time these
challenges are met, we can reap the benefits of this promising technology. Li-air
batteries have the potential for having five times the specific energy of current lithium-
ion batteries. This can be applied to the manufacturing of electric cars that have
comparable driving range with current gas powered automobiles.
This work focuses only on the deleterious effect of dendrite growth. As mentioned
before, the surface of the negative electrode tends to roughen and develop dendrites
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with cycling. An effort to suppress or alleviate the dendrite propagation will be
comprehensively discussed in the next chapters.
1.2 Previous Work
Dendritic lithium deposits on the battery electrode, after being subjected to multiple
charges and recharges, were first observed in the work of Epelboin et al. 1980 [35]
and later on by Yoshimatsu et al. 1988 [110]. Dolle et al. 2002 [28] reported dendritic
growth of the interface on lithium polymer batteries and confirmed direct correlation
between current density and dendrite formation. A statistical approach was taken
by Deutscher and Fletcher [24–26] in order to describe dendrite initiation. Many
other authors (Peled 1979 [83], Chazalviel 1990 [20], Sundstrom and Bark 1995 [99],
Kanamura et al. 1996 [53], and Yamaki et al. 1998 [109]) studied the deposition
mechanisms of metals in non-aqueous battery systems. In particular, Barton and
Bockris 1962 [11] and Diggle et al. 1969 [27] put forth the first comprehensive model
of dendrite growth. More recent studies can be found in the work of Ely and Garcia
2013 [34], Nishida et al. 2013 [76], and Monroe and Newman 2005 [72]. The latter ones
conclude from their analysis that interfacial roughening is mechanically suppressed
when the separator shear modulus is about twice that of lithium.
Improvement in lithium cycling efficiency by using additives in lithium metal is
discussed in the work of Saito et al. 1997 [94], Eweka et al. 1997 [36], and Richarsdon
and Chen 2007 [92]. Mikhaylik et al. 2010 [67] experimentally proved that applica-
tion of pressure between the electrodes lowers the dendritic growth rate, which is an
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approach that was first introduced by Hirai et al. 1994 [49]. A similar effect, i.e.,
application of elastic prestress that substantially reduces the morphology changes of
the negative electrode, will be thoroughly discussed later in this thesis.
Previous work has also focused on characterizing Green’s function within the
context of the theory of linear elasticity. More specifically, Kelvin 1848 [54] first
determined the Green’s function for the problem of a point force applied to the full-
space isotropic solid. Later, Boussinesq 1885 [17] derived a surface Green’s function
for a force normal to the free surface in isotropic solids. Finally, Mindlin 1936 [68]
developed the half-space Green’s function by superposing a complementary part of
the solution to the Kelvin’s full-space function. The Green’s function corresponding
to a point force applied to a bimaterial isotropic solid was solved by Dundurs and
Hetenyi 1965 [33] and Fares and Li 1988 [37]. In addition, expressions for Green’s
function obtained for problems with anisotropic material properties can be found in
the work of Barnett and Lothe 1975 [10], Mura 1987 [74], Ting [102,103], and Tonon
et al. 2001 [104]. Recently, the work of Pan [81, 82] provided us with the bimaterial
Green’s function and with relationships for the displacement and the stress fields in
the transformed domain in anisotropic bimaterials.
1.3 Motivation - Objectives
The objective of the present study is to ascertain the effect of elastic prestress on the
stability of interfacial growth in Li-air batteries. As noted before, dendrite growth is
the most common failure mode for cells with Li metal anodes. Indeed, dendrites can
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grow from the negative electrode surface through the electrolyte during the charging
of the cell, resulting in an internal short-circuit. There is, therefore, a need for new
designs that suppress or alleviate the deleterious effect of dendrite growth, assuring
an improved reliability and a longer lifetime of the cell. A possible avenue to that
effect is suggested by recent experimental work by Mikhaylik et al. [67], who report
that the application of modest pressures in the range of 10 [kg/cm2] (∼ 1 [MPa])
results in a substantial reduction in the roughening of the Li surface during cycling.
However, a fundamental understanding of the effect of pressure and, more generally,
prestressing on the stability of lithium-electrolyte interfaces appears to be lacking at
present, which hampers the practical exploitation of prestress in battery design.
The principal aim of the present study is to ascertain conditions under which an
electrode-electrolyte interface grows in a planar geometry and how such conditions
are influenced by the elastic field of built-in prestress. Of particular interest is to
ascertain how elastic prestress can be utilized in the design of Li-air batteries in
order to eliminate dendrite formation and its pernicious effects in the lifetime of the
cell. We base our analysis on a model of an interfacial growth that accounts for
the kinetics of Li+ transport through the solid electrolyte (e.g., LIPON) and within
the interface, the kinetics of Li+ adsorption by the anode, electrostatics, and the
elastic field. In principle, these fields are coupled due to pressure-assisted diffusion,
swelling of the intercalated electrolyte, and the Maxwell stress of the electrostatic
field and contribute jointly to the chemical potential driving the motion of interface.
In particular, the elastic field is sensitive to the shape of the interface, with the result
14
that its roughening may be self-sustaining and eventually lead to the formation of
dendrites.
In this work, we account for this feedback effect through an asymptotic analysis
of the elastic field of a nearly flat interface between two semi-infinite elastic bodies.
Similar asymptotic analyses have been applied to nearly flat surfaces and interfaces
between elastic bodies in the work of Srolovitz and Gao [40, 41, 96]. The present
analysis results in explicit analytical expressions for the dependence of the critical
unstable wavelength of the interfacial roughness, and growth rates thereof, on the
state of prestress and on fundamental parameters such as surface diffusivities, surface
energy, deposition kinetics, and elastic moduli.
1.4 Outline of the Thesis
This thesis is organized in six chapters. The layout is as follows:
In the present chapter, Chapter 1, the scientific context for this work, such as
fundamental electrochemical aspects behind battery technology, is presented together
with reviews of previous work. In addition, limitations and in particular advantages of
Li-air batteries are critically evaluated. Lastly, we state clearly and comprehensively
the objectives of this work.
In Chapter 2, we formulate the mathematical model and derive the governing
equations of lithium transport through the solid electrolyte based on the bulk free-
energy in it. The equation that describes the evolution of the surface is also derived
using interfacial energy and kinetics. Furthermore, an asymptotic analysis on the
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nearly flat electrode-electrolyte interface is performed, in order to find the dependence
of the elastic energy on the surface profile. Finally, the surface Green’s function is
numerically obtained and expressions for the displacement and the stress fields on two
semi-infinite linear-elastic solids, corresponding to the electrode-electrolyte domain,
are derived and verified with similar work in the literature.
In Chapter 3, results are presented on the surface evolution with and without the
effect of elastic prestress. In particular, a numerical code is built based on a suitable
finite difference scheme that enables the visualization of the surface evolution by time.
In Chapter 4, we develop a theoretical framework using the properties of Fourier
series to obtain a simplified version for the analytical expression of the elastic energy
change derived in Chapter 2. This analytical expression is verified with numerical
simulations performed in a finite element software, Abaqus FEA [2]. Results are
presented and demonstrate the validity of the theory.
In Chapter 5, we perform a stability analysis on the surface evolution equation
that was derived in Chapter 2, so as to examine the conditions that initiate dendrite
formation. We find the dependence of the critical wavenumber of the interface on
various parameters, such as surface diffusivities, interfacial energy, and the state of
prestress. The effects of these parameters are then quantified for a specific, lithium-
LIPON, material system by performing a parametric study, and a selected set of
numerical results is presented.
Finally, in Chapter 6, the conclusions of this thesis are outlined together with
possible directions for future work in the area.
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Chapter 2
Formulation of the Model -
Equation of Surface Evolution
In this chapter, we wish to formulate the governing equations of lithium transport
in the electrolyte region. The stress field and the effective chemical potential of the
electrolyte follow from the bulk free-energy density while conservation of mass, con-
servation of linear momentum, and charge balance provide us with the constitutive
equations for ion flux and electric current. Finally, the governing equations are re-
duced for the case of solid electrolyte, i.e., LIPON.
In parallel, we seek a continuum equation of motion for the evolution of an
electrode-electrolyte interface profile
x3 = h(x1, x2, t) (2.1)
during the early stages of charge. In this representation, we assume the interface to be
shallow, thus representable as a graph, and we describe its profile by means of a height
function h. In so doing, we choose Cartesian axes such that (x1, x2) span the interface
and x3 is transverse to it. The physical processes which are assumed to contribute
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to the growth are i) surface diffusion, capillarity-driven by particle exchange between
the anode and the electrolyte; ii) electrochemical deposition; and iii) energetic forces
associated with the elastic and electrostatic fields of the anode/substrate. We proceed
to formulate models for each of these processes in turn. Taking into account all these
mechanisms, conservation of mass will provide us with the equation of evolution of
the surface profile. An explicit expression for the dependence of the elastic energy on
this surface profile is derived by recourse to an asymptotic analysis.
As part of the stability analysis, we also compute the surface Green’s function,
which allows the evaluation of the displacements that express the deviation from
flatness. Lastly, we present results that verify the displacement and the stress fields
of this electrode-electrolyte bimaterial domain.
2.1 Bulk Free-Energy and Lithium Transport through
Electrolyte
For definiteness, we take lithium phosphorus oxynitride (Li3PO4N) [12,13,32,106,111],
a solid-state electrolyte which is far safer against other conventional liquid flammable
electrolytes that were being widely used in the past in lithium ion batteries. LIPON
is considered to be one of the most promising electrolyte enhanced materials (demon-
strated thousands of cycles) due to its stability when attached to lithium surfaces and
sufficient ionic conductivity (∼ 2 · 10−6 [S/cm] at room temperature). Amorphous
LIPON films are being composed by sputtering LIPO (Li3PO4) in pure nitrogen (N2)
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and its mechanical characterization is reported in the work of [47] using nanoinden-
tation techniques.
We then consider the following bulk free-energy per unit volume in the electrolyte:
A(, T, c, ϕ) =
1
2
cijkl(ij − ∗ij −
Ωc
3
δij)(kl − ∗kl −
Ωc
3
δkl)
+
ε
2
|∇ϕ|2 + z+Fϕν+c+ z−Fϕν−c+ ε(ϕ,i ϕ,j −|∇ϕ|
2
2
δij)ij
+ µE0 c+ νRT
(
log(f±
c
c0
)− 1)c,
(2.2)
where cijkl are the elastic moduli, 
∗
ij is prescribed pre-strain, Ω is the partial molar
volume of ion dissolved in the solid electrolyte [m3/mol], c is the salt concentration
given by c = 1
ν
(c+ + c−), where c+ = ν+c and c− = ν−c are the concentration of
the positive/negative ions (in our case, negatively charged immobile vacancies) and
ν±(ν = ν+ + ν−) are the numbers of cations/ions into which a mole of electrolyte
dissociates, c0 is a reference ion concentration [mol/m
3], ε is the electric permittivity
[F/m,F = J/V 2 = C2/J = Farad], ϕ is the local electrostatic potential [V ], z±
is the charge number per ion (dimensionless), F is Faraday’s constant [F = 96487
[C/mol], C = Coulomb], µE0 is the ideal chemical potential per mole of salt in the
electrolyte [J/mol], R = 8.314462175 [J/(molK)] is the ideal gas constant, T the
absolute temperature [K], and f ν± (f
ν
± = f
ν+
+ f
ν−
− ) is the activity coefficient (dimen-
sionless). The bulk free-energy density (2.2) accounts for the elastic field, including
the effect of swelling due to an ion concentration and a pre-strain; the electrostatic
field, including coupling to the charged lithium ions and the coupling between the elec-
trostatic and the elastic fields; and the entropy of mixing of the intercalated lithium
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ions. Note here that the bulk free-energy can be simplified, without any significant
loss of accuracy, if the terms that are being multiplied by the electric permittivity ε
of LIPON (ε ∼ 10−7 [F/m]) [62] are considered to be negligible compared to the rest.
In addition, the total concentration of the electrolyte is given by
cT =
3∑
i=1
ci, (2.3)
where the sum is over all species i in solution. In the case of a binary salt in a single
solvent, i takes values from 1 to 3 (or o, +, -), since the mixture consists of one solvent
(o) and two ions (+, -).
The stress follows from the free-energy density (2.2) as
σij =
∂A
∂ij
= cijkl(kl − ∗kl −
Ωc
3
δkl) + ε(ϕ,i ϕ,j −|∇ϕ|
2
2
δij). (2.4)
This expression accounts for the swelling due to the intercalating lithium ions
and the coupling between the elastic and the electrostatic field through the Maxwell
stress.
The effective chemical potential [J/mol] of the electrolyte follows as
µE =
∂A
∂c
= ν+µ+ + ν−µ− = µE0 + νRT log(f±
c
c0
)− Ωp, (2.5)
where
µE0 = ν+µ0,+ + ν−µ0,− +RT log
(
(ν+)
ν+(ν−)ν−
)
(2.6)
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is the ideal chemical potential,
p =
1
3
σkk (2.7)
is the hydrostatic stress, and µ+, µ− are chemical potentials of the ions defined as
follows:
µ+ = µ0,+ +RT log(f+
c+
c0
)− Ω+p+ Fz+ϕ (2.8)
µ− = µ0,− +RT log(f−
c−
c0
)− Ω−p+ Fz−ϕ. (2.9)
Note here that while the individual chemical potentials of the cations and anions,
respectively, account for the electrostatic field, this effect is absent in the consideration
of the effective chemical potential due to the charge neutrality of the salt, i.e.,
ν+z+ + ν−z− = 0. (2.10)
We also note that the chemical potential (2.5) accounts for the coupling of the elastic
field through the pressure.
We progress by setting up the general governing equations of lithium transport in
the electrolyte region. A similar analysis can be found in the work of [14, 29–31, 59–
61,86,87,93]. Finally, we solve for the concentration and potential profile specifically
for the case of a solid electrolyte, LIPON.
Initially, conservation of mass demands that
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∂c+
∂t
+∇ · J+ = 0, (2.11)
where c+ is the concentration of Li
+ [mol/m3] and J+ the vector flux of Li
+, in moles
per unit time per unit area, through the electrolyte.
As a second governing equation, charge balance is considered in the following
form:
∂%e
∂t
+∇ · i = 0, (2.12)
where i is the total current density [A/m2] and %e is the charge density [C/m
3]. Due
to charge neutrality in the salt, the charge density always sums up to zero, i.e.,
%e = z+c+ + z−c− = 0. (2.13)
In order to complete the formulation, conservation of linear momentum requires
that
∇ · σ = 0
¯
. (2.14)
The constitutive relations for the fluxes are derived from the governing equations
in the electrolyte, that have been formulated earlier. More specifically, we start with
the constitutive equation for the ion flux. This equation appears in the following
form:
J+ = −c+M(c+)∇µE + t+
z+F
i, (2.15)
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where
M(c+) =
D
RT
f(c+) = M0f(c+) (2.16)
is the mobility coefficient [m2mol/(sJ)], concentration dependent, of lithium through
the lattice, D is the diffusion coefficient [m2/s], and finally the function f is defined
as follows:
f(c+) =

1− c+
c+,max
, for solid electrolyte
cT
νco
, for aqueous electrolyte.
This implies that in the case that all the solid electrolyte lattice sites are occupied by
lithium ions, i.e., c+ = c+,max, the mobility coefficient drops down to zero. As noted
in the literature [16], it never takes the value zero but in such case it is a couple of
orders of magnitude less than its original value.
Completing the formulation, we finally consider the constitutive equation for the
electric current to follow as
i = −κ∇ϕ+ κt−
z+F
∇µE, (2.17)
where κ is the conductance [A/(V m)] and t+, t− are transference number of ions
(t+ + t− = 1).
So far, the formulation of transport in the electrolyte is general and valid for all
models of electrolyte material. In case of a solid electrolyte, e.g., LIPON, the concen-
tration gradients are negligible in the bulk of the material since the concentration of
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the Li+ remains constant through the electrolyte. Therefore, mass and charge balance
(2.11) and (2.12) reduces to
∆ϕ = 0, (2.18)
that is, the potential satisfies Laplace’s equation in a region of uniform composition.
This result is consistent with the literature [75].
Applying the following boundary conditions for the electrostatic potential ϕ,
• at x3 = 0⇒ ϕ(0) = 0(V )
• at x3 = L⇒ ϕ(L) = 2(V ),
we obtain a linear response of the potential as a function of the x3 variable from
equation (2.18).
2.2 Electrode-Electrolyte Interface Energy and Ki-
netics
Next we consider the kinetics of the electrode-electrolyte interface growth resulting
from interfacial mass transport. We suppose that the kinetics of the interface is
governed by three main mechanisms: i) interfacial diffusion; ii) electrochemical depo-
sition; and iii) the chemical potential resulting from interfacial and bulk free-energies,
including the coupling to the elastic field. We proceed to consider these contributions
in turn.
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We assume the interfacial mass flux jp of Li
+ to be of the form
jp = −∇(D1h+D2∇2h), (2.19)
where ∇ denotes the in-plane gradient and D1 [m2/s] and D2 [m4/s] are surface
diffusivities. The first term in (2.19) accounts for Mullins diffusion by particle ex-
change between the electrode and the electrolyte, whereas the second term models
Herring-Mullins capillarity-driven interfacial diffusion [7, 48, 58,73].
We additionally assume the mass flux jm of Li
+ from the electrolyte to the elec-
trode, in units of moles per unit time per unit area, to be governed by diffusion
controlled adsorption and by a linear kinetic equation of the form
jm =
Kd
Ω
µE − µS0
RT
, (2.20)
where µE is given by (2.5), µS0 is the ideal chemical potential per mole [J/mol] of
Li in the solid electrode, d is the atomic interplanar distance in the solid electrode,
and K [1/s] is an equilibrium exchange rate coefficient for mass transfer between the
electrolyte and the electrode.
The above equation (2.20) is the linearized version of the Butler-Volmer (B-V)
equation, which is usually used in the literature [60] to describe the transport of
ions across the interface. The ionic current density follows from the Butler-Volmer
approach as
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iion = i0
{
exp
(αaF
RT
ηs
)
− exp
(
− αcF
RT
ηs
)}
, (2.21)
where i0 is the concentration of Li
+ dependent exchange current density [A/m2] which
is an interfacial property and should not be confused with the charging current density,
αa and αc are the anodic and cathodic transfer coefficients, respectively (dimension-
less, αa + αc = 1), and ηs is the surface overpotential [V ] given by
ηs = ϕ
S − ϕE − µ
E − µS
z+F
, (2.22)
where the label E refers to the electrolyte and the label S refers to the solid electrode.
Finally, for small values of ratio iion/i0 (≤ 0.4) the B-V equation can be linearized,
without any significant loss of accuracy, as follows from (2.20) where
Kd
Ω
=
i0
F
. (2.23)
Lastly, we account for deposition driven by the energetics of the interface and the
electrode-electrolyte system. In order to identify the corresponding driving force, we
begin by noting that the free-energy E[h] of the system per unit area of the interface at
equilibrium depends, parametrically, on the interface profile function h(x1, x2, t). The
corresponding chemical potential density [J/m3] is given by the functional derivative
µh =
δE
δh
. (2.24)
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Assuming linear kinetics, the corresponding mass deposition rate jh, in units of
moles per unit time per unit area, is proportional to µh, i.e.,
jh = −Kd
RT
µh = −Kd
RT
δE
δh
. (2.25)
Taking into account all the mechanisms of mass transport just described gives the
equation of evolution for the surface profile
∂h
∂t
+∇ · jp = Ω(jm + jh), (2.26)
or
∂h
∂t
= ∇2(D1h+D2∇2h) + Kd
RT
(µE − µS0 )−
ΩKd
RT
δE
δh
. (2.27)
This equation describes the evolution of the surface profile function. In order
to complete the definition of the governing equations, an explicit expression for the
dependence of E on h is required. This dependence is derived later, section 2.4, by
recourse to an asymptotic analysis [40, 41,96].
2.3 List of Key Assumptions
The mathematical model developed so far is based on some key assumptions. All
these assumptions are listed below:
• The terms in the equation of bulk free-energy, equation (2.2), that account for
the electrostatic field and the coupling between the electrostatic and the elastic
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fields, can be neglected. This assumption is valid in the case that the electric
permittivity ε of the electrolyte takes really small values compared to the rest
quantities.
• Charge neutrality of the salt is assumed
• The concentration of the Li+ remains constant in the case of a solid electrolyte,
e.g., LIPON
• The Butler-Volmer (B-V) equation can be linearized and take the form of equa-
tion (2.20) for small values of ratio iion/i0.
• The dependence of E on h is found by assuming an interface that is shallow
and nearly flat
2.4 The Nearly Flat Electrode-Electrolyte Inter-
face
We wish to estimate the dependence of the free-energy of an idealized electrode-
electrolyte system on a possibly non-planar profile {x3 = h(x1, x2, t)} of the interface.
We derive this estimate asymptotically in the limit of a shallow, or nearly flat in-
terface. Conveniently, this asymptotic limit suffices to establish the linear stability
properties of a planar interface, which is the main focus of the present work.
Since we are only interested in the local behavior of the interface, we may idealize
the domain of the electrolyte as being {h(x1, x2, t) < x3 < +∞}, and the domain of
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the Li electrode as being {−∞ < x3 < h(x1, x2, t)}, c.f., Fig. 2.1.
x1
x2
x3
E
S
dx1
dx2
n
Figure 2.1: Electrolyte (E)-electode (S) domain and area projection on the plane.
Next let us consider the function, g, as follows:
g(x1, x2, x3, t) = x3 − h(x1, x2, t). (2.28)
Then, to leading order in |∇h|, the corresponding unit normal to the interface is
given by
n = ∇g = ∂g
∂x1
e1 +
∂g
∂x2
e2 +
∂g
∂x3
e3 = (−h,1 ,−h,2 , 1), (2.29)
where ei is the standard basis.
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Whereas the element of area is
dA ∼ (1 + 1
2
|∇h|2) dx1dx2. (2.30)
From this latter identity, the interfacial energy differential with respect to the
planar interface follows to leading order as
Eint[h] =
∫
γ
2
|∇h|2 dx1dx2, (2.31)
where γ is the interfacial energy per unit area.
In addition to the concentration and electrostatic fields, that were defined previ-
ously in section 2.1, the planar interface carries along an elastic field. We specifically
assume a piecewise uniform and equilibrated prestrain field ∗ij(x, t) and residual stress
field σ∗ij(x, t) at zero Li
+ concentration. As a result, in the planar frame, we have
∗ij = 
∗E
ij , x3 > 0 (2.32a)
∗ij = 
∗S
ij , x3 < 0 (2.32b)
σ∗ij = −cEijkl∗Ekl ≡ σ∗Eij , x3 > 0 (2.32c)
σ∗ij = −cSijkl∗Skl ≡ σ∗Sij , x3 < 0 (2.32d)
σ∗Ei3 − σ∗Si3 = 0, x3 = 0. (2.32e)
Thus, for the planar interface the elastic field consists of equilibrated constant
residual stresses σ∗Eij and σ
∗S
ij in the electrolyte and the solid electrode, respectively.
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However, the deviation from the planar profile modifies the planar elastic field
(2.32) to leading order in |∇h|. The corresponding correction displacement field u
satisfies the problem,
σSij,j(u) = 0, x3 < h(x1, x2, t), (2.33a)
σEij,j(u) = 0, x3 > h(x1, x2, t), (2.33b)
σEi3(u)−
(
σ∗Eiβ + σ
E
iβ(u)
)
h,β =
σSi3(u)−
(
σ∗Siβ + σ
S
iβ(u)
)
h,β ,
x3 = h(x1, x2, t), (2.33c)
ui → 0, x3 → ±∞, (2.33d)
where, here and subsequently, Greek indices take values in {1, 2}, and we write
σSij(u) = c
S
ijkl
S
kl(u) (2.34a)
σEij(u) = c
E
ijkl
E
kl(u). (2.34b)
In order to fix the geometry, we introduce the change of variables
ui(x1, x2, x3, t) = vi
(
x1, x2, x3 − h(x1, x2, t), t
)
. (2.35)
We have
ui,α = vi,α − vi,3h,α , (2.36a)
ui,3 = vi,3, (2.36b)
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or
ui,j = vi,j − vi,3h,β δjβ, (2.37)
whence
ij(u) = ij(v)− 1
2
(vi,3δβj + vj,3δβi)h,β (2.38)
and
σij(u) = σij(v)− cijkδvk,3h,δ . (2.39)
In this representation, the equilibrium problem becomes, to first order,
σSij,j(v) = 0, x3 < 0, (2.40a)
σEij,j(v) = 0, x3 > 0, (2.40b)
σEi3(v)− σ∗Eiβ h,β = σSi3(v)− σ∗Siβ h,β , x3 = 0, (2.40c)
vi → 0, x3 → ±∞. (2.40d)
The attendant change in elastic energy is (c.f., section 2.5 for a derivation based
on the Fourier transform)
Eela =
∫
R2
∫
R2
1
2
Gik(x− x′)[[σ∗iβ]][[σ∗kδ]]h,β (x)h,δ (x′) dx dx′, (2.41)
where
[[σ∗ij]] = σ
∗E
ij − σ∗Sij , (2.42)
is the jump in the residual stress tensor at the interface, andG(x,x′) is the interfacial
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Green’s function (c.f., section 2.6).
The total elastic energy differential with respect to the planar interface is
E[h] = Eint[h] + Eela[h] =
∫
R2
γ
2
|∇h|2 dx
+
∫
R2
∫
R2
1
2
Gik(x− x′)[[σ∗iβ]][[σ∗kδ]]h,β (x)h,δ (x′) dx dx′.
(2.43)
Note here that the total elastic energy change vanishes for the case of planar interface,
i.e., h,α = 0.
The corresponding functional derivative in the equation of evolution (2.27) may
now be written explicitly as
δE
δh
(x) = −γ∇2h(x)−
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]h,δ (x′) dx′. (2.44)
2.5 Elastic Energy of a Planar Interface
We wish to compute the energy of a planar interface {x3 = 0} separating two semi-
infinite linear-elastic solids and subject to prescribed tractions t, c.f., Fig. 2.2. This
derivation is based on the properties of the Fourier transform and the surface Green’s
function, which is also numerically obtained in the later section. The relationship
between the displacement field of the electrode-electrolyte interface, which expresses
the deviation from flatness, and the surface Green’s function is finally also developed.
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t = (t1, t2, t3)
(x1, x2)
Interface 
c+ijkl(x3 > 0)
c ijkl(x3 < 0) x1
x2
x3
Figure 2.2: An anisotropic bimaterial full-space subject to prescribed tractions t [82].
We begin by setting the governing equations as follows:
σ±ij,j = 0, ±x3 > 0, (2.45a)
σ±ij = c
±
ijkl
±
kl, ±x3 > 0, (2.45b)
±ij =
1
2
(u±i,j + u
±
j,i), ±x3 > 0, (2.45c)
u+i = u
−
i , x3 = 0, (2.45d)
σ+i3 − σ−i3 = ti, x3 = 0, (2.45e)
u±i → 0, x3 → ±∞, (2.45f)
where the labels (+) and (−) refer to the regions {x3 > 0} and {x3 < 0}, respectively.
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We characterize the solution by means of the in-plane Fourier transform
fˆ(k1, k2, x3) ≡
∫ ∞
−∞
∫ ∞
−∞
f(x1, x2, x3)e
−i(k1x1+k2x2) dx1dx2. (2.46)
Applying this transform to the governing equations, we obtain
iσˆ±iβkβ + σˆ
±
i3,3 = 0, ±x3 > 0, (2.47a)
σˆ±ij = c
±
ijklˆ
±
kl, ±x3 > 0, (2.47b)
ˆ±αβ =
1
2
(iuˆ±αkβ + iuˆ
±
β kα), ±x3 > 0, (2.47c)
ˆ±α3 =
1
2
(uˆ±α,3 + iuˆ
±
3 kα), ±x3 > 0, (2.47d)
ˆ±33 = uˆ
±
3,3, ±x3 > 0, (2.47e)
uˆ+i = uˆ
−
i , x3 = 0, (2.47f)
σˆ+i3 − σˆ−i3 = tˆi, x3 = 0, (2.47g)
uˆ±i → 0, x3 → ±∞, (2.47h)
where, here and subsequently, Greek indices take the values {1, 2}. Combining the
above equations yields the second-order ODE problem
A±ik(k)uˆ
±
k,33 + iB
±
ik(k)uˆ
±
k,3 + C
±
ik(k)uˆ
±
k = 0, (2.48a)
uˆ+i (k, 0) = uˆ
−
i (k, 0), (2.48b)
σˆ+i3(k, 0)− σˆ−i3(k, 0) = tˆi(k), (2.48c)
uˆ±i (k, x3)→ 0, x3 → ±∞, (2.48d)
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where
A±ik(k) = c
±
i3k3, (2.49a)
B±ik(k) = c
±
iβk3kβ + kδc
±
i3kδ, (2.49b)
C±ik(k) = −c±iβkδkβkδ. (2.49c)
Inserting trial solutions of the form
uˆ±i (k, x3) = U
±
i (k)e
λ(k)x3 , (2.50)
we obtain the characteristic equation
det
(
A±λ2 + iB±λ+C±
)
= 0. (2.51)
The (+) equation has three roots with negative real part {λ+1 (k), λ+2 (k), λ+3 (k)}
and three corresponding unit eigenvectors {U+1 (k),U+2 (k),U+3 (k)}, whereas the (−)
equation has three roots with positive real part {λ−1 (k), λ−2 (k), λ−3 (k)} and three
corresponding unit eigenvectors {U−1 (k),U−2 (k),U−3 (k)}. By superposition,
uˆ±i (k, x3) =
3∑
p=1
V ±p (k)U
±
pi(k)e
λ±p (k)x3 , (2.52)
where the six scalar amplitudes {V ±1 (k), V ±2 (k), V ±3 (k)} follow from the system de-
fined by the six equations (2.48b) and (2.48c).
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In addition, we have
ui(x1, x2, 0) =
∫ +∞
−∞
∫ +∞
−∞
Gik(x1 − x′1, x2 − x′2)tk(x′1, x′2)dx′1dx′2, (2.53)
or
ui(x) =
∫
R2
Gik(x− x′)tk(x′)dx′, (2.54)
which can be written in the convolution form
ui(x) = Gik(x) ∗ tk(x), (2.55)
where the Green’s function, Gik(x − x′), is the displacement component in the xi-
direction at point x when a unit body force in the xk-direction is applied at point x
′
in the infinitely extended material, as noted in [74].
Applying the Fourier transform in equation (2.55) we get
∫
R2
ui(x)e
−ik·xdx =
∫
R2
∫
R2
Gik(x− x′)tk(x′)e−ik·xdx′dx⇒
uˆi(k, 0) =
∫
R2
∫
R2
Gik(y)tk(x
′)e−ik·(y+x
′)dx′dy ⇒
uˆi(k, 0) =
(∫
R2
Gik(y)e
−ik·ydy
)(∫
R2
tk(x
′)e−ik·x
′
dx′
)
⇒
uˆi(k, 0) = Gˆik(k)tˆk(k).
(2.56)
By the work-energy theorem, the energy of the interface follows as
Eela =
∫ ∞
−∞
∫ ∞
−∞
1
2
tˆi(k1, k2)uˆ
∗
i (k1, k2, 0) dk1dk2, (2.57)
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or
Eela =
∫ ∞
−∞
∫ ∞
−∞
1
2
Gˆik(k1, k2)tˆi(k1, k2)tˆ
∗
k(k1, k2) dk1dk2. (2.58)
Alternatively, an application of the inverse Fourier transform gives
Eela =
∫
R2
∫
R2
1
2
Gik(x− x′)ti(x)tk(x′) dx dx′, (2.59)
which corresponds to the change in elastic energy with respect to the planar interface.
2.6 Evaluation of Green’s Function
The evaluation of the Green’s function is important for the stability analysis since it
is utilized in the dependence of the critical unstable wavenumber, kc, on the elastic
prestress. Therefore, a MATLAB [44] code has been built which accounts for the com-
putation of the 3x3 matrix Gˆik(k), c.f., Appendix B. This code requires as input data
the stiffness matrices, with elements c±ijkl, for each material region and the wavenum-
bers, kα, in the two in-plane directions. Specifying these data, the code calculates
the Green’s function matrix and determines the displacements and the stresses in the
transformed domain subject to prescribed tractions t.
We begin by specifying the material parameters of the electrolyte, LIPON. In
particular, in the (+) region {x3 > 0}, LIPON is considered an isotropic material,
since it is amorphous. This means that the constitutive law can be parameterized by
only two independent material constants. Thus, given its Poisson ratio and Young’s
modulus, which were taken from the work of [47, 78, 79], we can first find the Lame´
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constants λ and µ and then compute the elements of the stiffness matrix as follows:
c+ijkl = λ
+δijδkl + µ
+(δikδjl + δilδjk). (2.60)
On the contrary, in the (−) region {x3 < 0}, lithium is a cubic material. In such
case, we have to determine only three independent elements of the corresponding
stiffness matrix, c−ijkl, which were found in literature [18]. In Voigt notation we have
the stiffness matrix for cubic materials as follows:
c− =

c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44

. (2.61)
Finally, regarding the wavenumbers, kα, typical values have been selected, sug-
gested by experimentalists (Robert Bosch GmbH, Stuttgart Germany) who measured
the roughness of a lithium-LIPON interface.
Lithium (x3 < 0) LIPON (x3 > 0)
Elastic properties [GPa]
c−11 = 13.5 c
+
11 = 103.6
c−12 = 11.44 c
+
12 = 44.42
c−44 = 8.78 c
+
44 =
c+11−c+12
2
= 29.61
Wavenumbers [µm−1] k1 = k2 = 2pi
Table 2.1: Material parameters used in the computation of the Green’s function
matrix.
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All the values of the material properties of a lithium-LIPON system required for
this computation are summarized in Table 2.1.
Having determined the input data, we proceed to evaluate the Green’s function
matrix, Gˆik(k). The steps of the algorithm used in this calculation are stated below:
• Fill-in the elasticity matrix c±ijkl in both of the two regions
• Fill-in the symetric matrices A±, B± and C± as defined by equations (2.49a-
2.49c)
• Solve the quadratic eigenvalue problem equation (2.51)
• Choose the preferred eigenvectors/eigenvalues to form a base
• Apply interfacial conditions equations (2.48b) and (2.48c) and determine the
displacement field from equation (2.52)
• Obtain Gˆik(k) from equation (2.56) by choosing a unit load traction in each of
the three directions.
Note here that since we are solving a three dimensional quadratic eigenvalue prob-
lem we expect to get six eigenvalues and six corresponding unit eigenvectors for each
of the two regions. However, we want to get zero deviation from flatness far away
from the interface, according to the restrictions of the problem, equation (2.48d).
Since we assume solutions of exponential form (eλ(k)x3), equation (2.50), we keep only
the ones that stabilize our solution according to the region we belong, i.e., sign of the
x3 coordinate. In particular, we choose for the solid electrolyte region {x3 > 0} the
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     -8.885765892494279 + 1.03372004732057310-7 i 
     -8.885765860139180 - 1.03372005931834310-7 i 
      8.885766004789142 - 9.68935138192402910-8  i 
      8.885765747844310 + 9.68935098567753210-8 i 
      8.885765876316745 + 0.000000000000000 i 
     -8.885765876316732 + 0.000000000000000 i 
     -6.485029045942089 - 7.550186008034304 i 
     -6.485029045942084 + 7.550186008034278 i 
      6.485029045942115 - 7.550186008034348 i 
      6.485029045942116 + 7.550186008034339 i 
     -3.043450345808273 + 1.11105036129573610-16 i 
      3.043450345808274 + 2.46786976799551510-16  i 
LIPONLithium
Figure 2.3: Numerical values of the eigenvalues for each of the two regions. In the
region of lithium we choose the three with positive real part (shown in green) and in
the region of LIPON we choose the three with negative real part (shown in blue).
three eigenvalues with negative real part (so as e(−)(+∞) → 0) and for the Li electrode
region {x3 < 0} the three eigenvalues with positive real part (so as e(+)(−∞) → 0).
The actual numerical values for these eigenvalues and eigenvectors can be found in
Figures 2.3 and 2.4.
Finally, we can numerically obtain the 3x3 Green’s function matrix, Gˆik(k), in
the transformed domain, which will help us estimate the effect of the elastic prestress
on the critical wavenumber of the perturbation. The Green’s function matrix is
Hermitian and positive definite, c.f., Fig. 2.5.
2.7 Result Verification
In the previous section, a three-dimensional Green’s function for bimaterials was ob-
tained within the context of the theory of linear elasticity. In particular, we solved
an eigenvalue problem and computed the Green’s function matrix, which allows eval-
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Figure 2.4: Numerical values of the eigenvectors for each of the two regions. In the
region of lithium we choose the three eigenvectors (shown in green) that correspond
to the three eigenvalues with positive real part and in the region of LIPON we choose
the three eigenvectors (shown in blue) that correspond to the three eigenvalues with
negative real part.
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Figure 2.5: Green’s function matrix, Gˆik(k), in the transformed domain. The parts
of the values marked in blue can be assumed zero.
42
uation of the displacements, uˆi. Having obtained the displacements, which express
the deviation from flatness, we can then determine the stresses, using the equations
(2.47a-2.47e), all in the transformed domain.
In order to examine the validity of our computations, a theoretical verification
has been conducted by comparing results of our model with similar results presented
in the work of Pan and Yuan [82]. In particular, they solved a similar eigenvalue
problem and obtained analytic expressions for the displacements and the stresses
also in the transformed domain. However, in their analysis they used a different
normalization relation and focused only on the elastic problem without considering
any electrochemical coupling effects. As can be seen from the following set of figures,
the results are found to be in perfect agreement.
Specifically, Figures 2.6-2.8 show the real and the imaginary part of the displace-
ments as a function of the x3 variable, in the transformed domain, in the case of a
unit load applied in the three principal directions. It is important to note here that
exactly at the interface (x3 = 0), all the displacements are continuous, i.e., equation
(2.47f), while away from the interface the deviation from flatness does become zero
in agreement with equation (2.47h).
In addition, Figures 2.9-2.14 show the corresponding components of stresses in
the transformed domain. Note that there is a jump in the appropriate stresses equal
to the applied traction in accordance with equation (2.47g).
The material parameters used to produce the above plots are the same as before,
c.f., Table 2.1, with one exception. Since the theory of PAN and YUAN works for
43
x3[µm]
-3 -2 -1 0 1 2 3
uˆ
i[
µ
m
]
-1
-0.5
0
0.5
1
1.5
2
2.5
3
u1,PY
u2,PY
u3,PY
u1
u2
u3
x3[µm]
-3 -2 -1 0 1 2 3
uˆ
i[
µ
m
]
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
u1,PY
u2,PY
u3,PY
u1
u2
u3
Figure 2.6: Real (left) and imaginary (right) parts of the three components of the
displacements, in the transformed domain, as a function of x3 for applied traction
tˆ1 = [1, 0, 0]. Comparison between the displacements of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.7: Real (left) and imaginary (right) parts of the three components of the
displacements, in the transformed domain, as a function of x3 for applied traction
tˆ2 = [0, 1, 0]. Comparison between the displacements of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.8: Real (left) and imaginary (right) parts of the three components of the
displacements, in the transformed domain, as a function of x3 for applied traction
tˆ3 = [0, 0, 1]. Comparison between the displacements of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.9: Real (left) and imaginary (right) parts of the three out-of-plane com-
ponents of the stresses, in the transformed domain, as a function of x3 for applied
traction tˆ1 = [1, 0, 0]. Comparison between the stresses of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.10: Real (left) and imaginary (right) parts of the three out-of-plane com-
ponents of the stresses, in the transformed domain, as a function of x3 for applied
traction tˆ2 = [0, 1, 0]. Comparison between the stresses of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.11: Real (left) and imaginary (right) parts of the three out-of-plane com-
ponents of the stresses, in the transformed domain, as a function of x3 for applied
traction tˆ3 = [0, 0, 1]. Comparison between the stresses of our model (solid lines) and
the model of PAN and YUAN (circular points).
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Figure 2.12: Imaginary parts (real parts are zero) of the three in-plane components
of the stresses, in the transformed domain, as a function of x3 for applied traction
tˆ1 = [1, 0, 0]. Comparison between the stresses of our model (solid lines) and the
model of PAN and YUAN (circular points).
x3[µm]
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
σˆ
i[
N
µ
m
2
]
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
σ11,PY
σ12,PY
σ22,PY
σ11
σ12
σ22
Figure 2.13: Imaginary parts (real parts are zero) of the three in-plane components
of the stresses, in the transformed domain, as a function of x3 for applied traction
tˆ2 = [0, 1, 0]. Comparison between the stresses of our model (solid lines) and the
model of PAN and YUAN (circular points).
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Figure 2.14: Real parts (imaginary parts are zero) of the three in-plane components
of the stresses, in the transformed domain, as a function of x3 for applied traction
tˆ3 = [0, 0, 1]. Comparison between the stresses of our model (solid lines) and the
model of PAN and YUAN (circular points).
anisotropic materials (the eigenvalues need to be distinct) we had to modify LIPON
from isotropic material to be cubic as in the case of lithium. Thus, in the LIPON
region, the component c+44 = 32 [GPa] of the stiffness matrix was used, instead of
c+44 =
c+11−c+12
2
= 29.61 [GPa] that was used before. All the rest of the values remain
the same.
2.8 Summary
In this chapter, we derived the governing equations of lithium transport through the
electrolyte. In particular, we solved for the concentration and electrostatic fields in
the case of a solid electrolyte, LIPON. The mathematical framework was based on the
consideration of the bulk free-energy density, which accounts for the coupling between
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the electrostatic and elastic fields. Moreover, an asymptotic analysis was performed
on a nearly flat interface and the elastic field was defined in this representation, along
with the residual stresses from the planar interface. Lastly, taking into account the
various transport mechanisms between the electrode-electrolyte surface, we developed
the equation of evolution for the surface profile. This last equation is used to perform a
stability analysis as a way to understand dendrite formation, an issue which continues
to be the main focus of this work.
In addition, it was found that the total elastic energy differential with respect to
the planar interface consists of two parts: i) the interfacial energy difference and ii)
the elastic energy difference, which was derived based on the properties of Fourier
transform and the interfacial Green’s function. The surface Green’s function ma-
trix was also numerically obtained for the specific, lithium-LIPON, material system.
Finally, we solved for the displacement and stress fields in the transformed, electrode-
electrolyte domain, and the results presented were found to be in complete agreement
with a similar study found in the literature.
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Chapter 3
Surface Evolution - Visualization
The stability analysis that is performed in Chapter 5 enables us to tune fundamental
parameters in order to have a stabilizing effect on the electrode-electrolyte interface.
However, this method lacks the ability to provide us with the notion of surface evo-
lution as a function of time. In this chapter, using the theory of finite differences, we
present results on the surface evolution and its dependence on time. In particular, a
numerical code is built based on a suitable finite difference scheme that applies to the
simplified version of the equation that describes the evolution of the surface profile,
which is a partial differential equation that enables the visualization of the surface
evolution. The in-plane domain is discretized in both time and space and periodic
boundary conditions are applied. As a first step, the effect of the elastic prestress is
disregarded and the surface evolution depends only on surface diffusion and surface
energetic deposition. Numerical results are presented for the case that the related pa-
rameters, the values of which are found in Chapter 5, result in a stable perturbation.
Lastly, the effect of elastic prestress is added and numerical results are presented and
compared with the previous case.
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3.1 Finite Difference Method
A finite difference method (FDM) is a numerical method to approximate derivatives
of functions using, for instance, the Taylor series expansion in an effort to solve differ-
ential equations, [45, 64, 69, 98]. The principal aim of this section is to apply a finite
difference method to the simplified equation of surface evolution (2.27) on a periodic
domain and examine the behavior of the interface. This partial differential equation
includes the Laplacian, as well as the bi-Laplacian of the profile function, h(x, y, t),
and also another function of h(x, y, t) in an integral form. Initially, we disregard the
bi-Laplacian and the integral term and we only focus on an approximation of the
Laplacian operator with a differentiation matrix. Once this differentiation matrix is
defined, higher derivative operators, such as the bi-Laplacian operator, can be ap-
proximated by raising to powers the already determined matrix. Finally, the integral
term will be handled in the last section by a recourse to the Fourier space.
We put forth a study of an initial value problem on the time interval [0,T] and on
periodic domain Ω=[0,L]x[0,L] that is defined mathematically as follows.
A function h : [0,T]x[0,L]x[0,L]: → R with the governing equation
ht = D∇2h = D(hxx + hyy), (3.1)
and the initial and periodic boundary conditions in Ω = [0, L]2
h(0, x, y) = h0(x, y), h(t, x, y) = h(t, x+ L, y) = h(t, x, y + L). (3.2)
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This formulation is based on the work of [55]. Note here and thereafter that we
assume the surface diffusivities D1, D2 do not depend on the spatial coordinates.
Also, for notational convenience, the two in-plane coordinates x1 and x2 are named
x and y instead.
Next, we discretize the domain in both spatial directions in order to approximately
compute the derivatives of the function. Thus we write
0 = x1 < x2 < ... < xn = L, (3.3)
where an equidistant discretization, dx = xi+1 − xi, is used in both directions. The
function h takes the values Hi,j = h(xi, xj) on each grid point with coordinates xi
and xj, where i, j = 1, ..., n. Using Taylor series expansion in both directions we can
then approximate the Laplace operator at the (xi, xj) point as
∇2h|(xi,xj) =
Hi,j−1 − 2Hi,j +Hi,j+1
dx2
+
Hi−1,j − 2Hi,j +Hi+1,j
dx2
+O(dx2), (3.4)
which corresponds to a second order central difference approximation.
Finally, based on the differentiation scheme (3.4) we can write
∇2h ≈ A2H, (3.5)
where A2 ∈ RN×N is a differentiation matrix that approximates the Laplace operator
and H is a vector of size N = n2 that stores all the n2 function values in the following
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form:
H = (H1,1, H2,1, ..., Hn,1, H1,2, H2,2, ..., Hn,2, H1,3, ...)
T . (3.6)
Notice that the differentiation scheme (3.4) takes into account only four neigh-
boring points, i.e., Hi+1,j, Hi−1,j, Hi,j−1, and Hi,j+1, at a given point. Thus, the
differentiation matrix A2 has only five non-zero values in each row and in particular
the value −4, which corresponds to the Hi,j point, is positioned on the main diagonal,
while values of ones are placed in the sub- and super-diagonals, as well as, n entries
away on the left and on the right from the diagonal. In general, one typical row of
the differentiation matrix A2 is
row =
1
dx2
(0, ..., 0, 1, 0, ..., 0, 1,−4, 1, 0, ..., 0, 1, 0, ...0). (3.7)
In order to account for the periodic boundary conditions, equation (3.2), every
time that the index in the scheme is bigger than N or less than 1 we account for the
fact that
Hi,j = Hi+n,j, Hi,j = Hi,j+n. (3.8)
Note here that the number of non-zero values depends linearly on N , while the total
number of matrix entries grows quadratically with N . Thus, as we consider larger
matrices, i.e., N → ∞, the number of the non-zero values compared to the total
matrix entries is diminished to zero. Based on this fact, we store the matrix A2 in
MATLAB [44] as a sparse matrix, keeping only the non-zero values and their positions.
The resulting sparsity structure of the differentiation matrix A2 is shown in Fig. 3.1.
53
nz = 180
0 10 20 30
0
5
10
15
20
25
30
35
Figure 3.1: Sparsity pattern for the Laplace operator with a central difference scheme
in both directions, with N = 36. The number of non-zero entries is 5N = 180, while
the number of the total matrix entries is N ×N = 1296.
Finally, the initial problem (3.1) can be solved using an implicit method. In
particular, using an equidistant discretization with time step dt on the time interval
[0,T] and a backward difference in time leads to the following linear system, which is
necessary to solve in each iteration in MATLAB.
H+ −H
dt
= DA2H
+ ⇔ SH+ = H, (3.9)
where S = (IN − dtDA2), IN is an N × N identity matrix and H+ the updated
solution in the new time step.
This scheme is always numerically stable and convergent -it does not require sat-
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isfaction of the Courant-Friedrichs-Lewy (CFL) condition- with the order of error to
be linear regarding the time step and quadratic with respect to the space step, [98].
Thus, we write
Error = O(dt) +O(dx2). (3.10)
3.2 Surface Evolution without Prestress
We wish to apply the finite difference method, developed previously, on the simpli-
fied partial differential equation (2.27), disregarding the term that accounts for the
chemical potential and the effect of elastic prestress.
3.2.1 Formulation of the Model
Taking into account all the modifications that are suggested in section 5.2, about
the coefficients D1, D2, D3, the equation of surface evolution can be written in the
following simpler form:
∂h
∂t
= D3∇2h(x) +D2∇2∇2h(x), (3.11)
where
D3 =
ΩKd
RT
γ. (3.12)
Once the differentiation matrix A2, which approximates the Laplace operator, is
defined, the differentiation matrix A4 for the bi-Laplacian operator can be defined as
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A4 = A
2
2, where its sparsity structure is shown in Fig. 3.2.
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Figure 3.2: Sparsity pattern for the bi-Laplacian operator with a central difference
scheme in both directions, with N = 1024. The number of non-zero entries is 13312,
while the number of the total matrix entries is N ×N = 1048576.
Hence, we can consider the equation (3.11) in terms of the differentiation matrices
A2 and A4 as follows:
Ht = D3A2H +D2A4H. (3.13)
This can be transformed into a linear system, likewise as (3.9),
H+ −H
dt
= D3A2H
+ +D2A4H
+ ⇔ SH+ = H, (3.14)
with the only difference being that new matrix S = (IN − dtD3A2 − dtD2A4).
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Figure 3.3: Evolution of the surface without the effect of elastic prestress.
3.2.2 Numerical Results - Visualization
Solving the above linear system (3.14) in MATLAB, by considering parameters that
correspond to stable region as found in section 5.2, we observe the evolution of the
surface, c.f., Fig. 3.3.
The initial condition was assumed to be in the following form:
h0(x, y) = A
(
cos
(2pi
L
x
)
+ cos
(2pi
L
y
))
, (3.15)
where L is the space domain and A is the initial amplitude of the bump positioned
only at the center of the domain. In addition, the input data that were used in the
numerical code are summarized in the following table, Table 3.1.
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Parameter, [unit] Value
D3 coefficient, [m
2/sec] D3 = 2.4874 · 10−14
D2 coefficient, [m
2/sec] D2 =
D3
100
Time step, [sec] dt = 5
Total time, [sec] T = 500
Number of grid points, (N = n2) n = 32
Space domain, [m] L = 2pi · 10−6
Table 3.1: Input data that have been used in the numerical code to implement the
finite difference method.
As it can be seen from Fig. 3.3, the surface tends to be completely planar after
the time of t∗ = 407 [sec].
3.3 Surface Evolution with Prestress
We proceed by adding the effect of elastic prestress, i.e., uniaxial prestress [[σ∗11]], to
the equation of surface evolution.
3.3.1 Formulation of the Model
Taking into account the effect of elastic prestress, equation (2.27) becomes
∂h
∂t
= D3∇2h(x) +D2∇2∇2h(x)
+
ΩKd
RT
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]h,δ (x′) dx′,
(3.16)
or generally,
∂h
∂t
= D3∇2h(x) +D2∇2∇2h(x) + f(h). (3.17)
Unfortunately, in this case we cannot directly apply the FDM as in previous cases,
due to the integral term f(h). Therefore, a recourse to the Fourier space is required.
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More specifically, we have found that
F [f(h)] = −ΩKd
RT
Gˆik(k)[[σ
∗
iβ]]kβ[[σ
∗
kδ]]kδhˆ(k), (3.18)
where F denotes the Fourier transform.
The Green’s function matrix, Gˆik(k), has been numerically calculated, section 2.6,
for a specific material system. Using the differentiation matrices defined before and
taking the function f back in the physical domain by applying the inverse Fourier
transform F−1 and considering only the real part of it, we can write
Ht = D3A2H +D2A4H − ΩKd
RT
<(F−1[F [f(Hˆ)]]). (3.19)
Finally we get the linear system
SH+ =
(
H − dtΩKd
RT
<(F−1[Gˆik(k)[[σ∗iβ]]kβ[[σ∗kδ]]kδHˆ(k)])), (3.20)
with S = (IN − dtD3A2 − dtD2A4) as before, which we solve numerically. Note here
that at each iteration the function f is defined in the previous time step.
3.3.2 Numerical Results - Visualization
Solving the linear system with exactly the same initial condition and numerical values
for the parameters involved as before, section 3.2.2, we observe the evolution of the
surface, including the effect of the elastic prestress, c.f., Fig. 3.4. The calculation
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of the surface Green’s function is based on the lithium-LIPON material system for
initial wavenumber, k = 2pi, in both in-plane directions, c.f., section 2.6.
For uniaxial prestress [[σ∗11]] = 100 [MPa] the surface tends to be completely planar
after about t∗ = 87 [sec]. The larger the value of the applied prestress is, the less time
it takes for the surface to become planar. Comparing this time with the one obtained
in the absence of prestress (t∗ = 407 [sec]) we verify the fact that elastic prestress
helps stabilizing the Li electrode-electrolyte interface in a manner that tends to keep
it planar.
Figure 3.4: Evolution of the surface with the effect of elastic prestress, i.e., [[σ∗11]] = 100
[MPa].
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t = 10[sec], [| ⇤11|] = 100[MPa], stable
t = 10[sec], [| ⇤11|] = 250[MPa], stable
t = 10[sec], [| ⇤11|] = 100[MPa], unstable
t = 10[sec], [| ⇤|] = 0[MPa], stable
t = 10[sec], [| ⇤|] = 0[MPa], unstable
t = 10[sec], [| ⇤|] = 0[MPa], unstable
Figure 3.5: Surface profile at time t = 10 [sec] for stable and unstable regime: stable
without prestress (top left), stable with prestress ([[σ∗11]] = 100 [MPa], top right),
unstable without prestress (middle left), stable with prestress ([[σ∗11]] = 250 [MPa],
middle right), unstable without prestress (bottom left) and unstable with prestress
([[σ∗11]] = 100 [MPa], bottom right).
3.4 Surface Evolution in Different Cases
So far, we studied the surface evolution for values of parameters that give stable
perturbation i.e., the surface tends to become planar. In this section, we consider also
parameters that result to instability and growth of the electrode-electrolyte interface
(the only change in the input data is: D2 = D3/30). More specifically, we present
the surface profile, c.f., Fig. 3.5, at the same time, t = 10 [sec], for different cases:
i) top: stable regime without the effect of prestress and with the effect of prestress
([[σ∗11]] = 100 [MPa]), ii) middle: unstable regime without the effect of prestress and
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stable regime with the effect of prestress ([[σ∗11]] = 250 [MPa]), iii) bottom: unstable
regime without the effect of prestress and unstable regime with the effect of prestress
([[σ∗11]] = 100 [MPa]). As depicted in the figure, for stable regime the surface with
applied prestress tends to become planar sooner compared with the case where no
prestress is applied. Also, depending on the value of the applied prestress the surface
can grow and give unstable evolution or decay to a stable and planar condition.
3.5 Summary
Employing the theory of finite differences, we examined the surface evolution as a
function of time. In particular, a backward time, central space finite difference scheme
was used on the simplified equation that describes the evolution of the surface profile
on a domain with periodic boundary conditions. The foundation of the theoretical
work presented in this chapter lies in approximating derivatives, and more specifically
the Laplace operator, with differentiation matrices and converting partial differential
equations into a system of linear algebraic equations. Finally, numerical implemen-
tation of this theoretical formulation in MATLAB resulted in visualization of the
surface for the cases of both zero and non-zero elastic prestress. The presence of elas-
tic prestress was found to facilitate the stabilization of the Li electrode-electrolyte
interface by keeping it planar. This finding is consistent with the results of Chapter
5.
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Chapter 4
Elastic Energy Difference -
Theoretical and Computational
Study
The elastic energy difference with respect to the planar interface was obtained in
Chapter 2. This derivation was based on the properties of the Fourier transform and
the Green’s function matrix, on a wavy profile in the two in-plane directions (k1, k2
the wavenumbers of the interfacial roughness). In this chapter, we specialize this
analysis in a profile that is periodic in one direction, x1, and constant in the other
direction, x2. In particular, we mathematically formulate an analytical expression for
the dependence of the elastic energy difference per unit length on the surface Green’s
function and the stress jump created in the interface using the properties of Fourier
series. Exploiting the periodicity of the domain, we focus our analysis on a single
strip of one period of the waviness of the interface. We seek to validate this result by
employing numerical simulations using a commercial finite element analysis software,
Abaqus FEA [2]. Lastly, we present comparison results for the two approaches.
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4.1 Mathematical Preliminaries
In this section, we present some basic concepts of the relation between Fourier series
and integrals that are applicable to later sections, [19,22,84,97].
We begin by defining the Fourier transform of a function f : Rn → R as follows:
fˆ(k) =
∫
f(x)e−ik·x dx, (4.1)
with the inverse to be
f(x) =
1
(2pi)n
∫
fˆ(k)eik·x dk. (4.2)
Suppose that f(x) is periodic in the sense that
f(x+ x(l)) = f(x), (4.3)
where l ∈ Zn and
x(l) = lici (4.4)
for vectors (ci)
n
i=1.
Taking advantage of the periodicity we can write,
fˆ(k) =
∫
D
f(x)
(∑
l∈Zn
e−ik·(x+x(l))
)
dx
=
(∫
D
f(x)e−ik·x dx
)(∑
l∈Zn
e−ik·x(l)
)
=
(∫
D
f(x)e−ik·x dx
)(
(2pi)n
|D|
∑
m∈Zn
δ(k − k(m))
)
,
(4.5)
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where D is some convenient periodic cell, e.g., D = {x = xici, 0 ≤ xi ≤ 1, i =
1, . . . , n} or the Wigner-Seitz cell of the lattice spanned by (ei)ni=1, m ∈ Zn,
k(m) = mic
i (4.6)
and ci · ci = 2pi is the reciprocal basis.
We note that
fˆ(k + k(m)) = fˆ(k) (4.7)
for every m ∈ Zn, i.e., fˆ(k) is periodic with periodicity defined by the reciprocal
basis. Therefore, it suffices to define fˆ(k) over the unit cell of the reciprocal lattice.
The inverse Fourier transform follows as
f(x) =
1
(2pi)n
∫ (∫
D
f(x)e−ik·x dx
)(
(2pi)n
|D|
∑
m∈Zn
δ(k − k(m))
)
eik·x dk
=
∑
m∈Zn
(
1
|D|
∫
D
f(x)e−ik(m)·x dx
)
eik(m)·x,
(4.8)
or
f(x) =
∑
m∈Zn
fme
ik(m)·x, (4.9)
where
fm =
1
|D|
∫
D
f(x)e−ik(m)·x dx (4.10)
are Fourier series coefficients. We see that f(x) admits an equivalent representation
as a Fourier series. In particular, in order to reconstruct f(x) it suffices to know its
Fourier series coefficients for all m ∈ Zn.
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For computational convenience, we can also use angle variables in place of wave
numbers. To this end, we write
θi = x · ci, (4.11)
with inverse
x = θici, (4.12)
so that
k(m) · x = θimi. (4.13)
In these variables,
fm =
∫
[−pi,pi]n
f(θ)e−iθ·m dθ. (4.14)
The advantage of this representation is that it standardizes the domain of integration
for the computation of the Fourier series coefficients.
Let f and g be two D-periodic functions. Then,
∫
D
f(x)g∗(x) dx =
∫
D
(∑
m∈Zn
fme
ik(m)·x
)(∑
n∈Zn
g∗ne
−ik(n)·x
)
dx
=
∑
m∈Zn
∑
n∈Zn
fmg
∗
n
∫
D
eik(m)·xe−ik(n)·x dx
= |D|
∑
m∈Zn
fmg
∗
m.
(4.15)
This identity specializes Parseval’s theorem to the periodic case. Note that the as-
terisk “ ∗ ” as a superscript on the function, denotes its complex transpose.
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Let f be D-periodic and g be a function over Rn. Then
(f ∗ g)(x+ x(l)) =
∫
g(x+ x(l)− y)f(y) dy =
∫
g(x− z)f(z + x(l)) dz
=
∫
g(x− z)f(z) dz = (f ∗ g)(x),
(4.16)
which shows that f ∗ g is also D-periodic.
Then, the corresponding Fourier series coefficients are
(f ∗ g)m = 1|D|
∫
D
(f ∗ g)(x)e−ix·k(m) dx
=
1
|D|
∫
D
(∫
g(x− y)f(y) dy
)
e−ik(m)·x dx
=
1
|D|
∫
D
∫
f(y)g(z)e−ik(m)·(y+z) dy dz
=
(
1
|D|
∫
D
f(y)e−ik(m)·y dy
)(∫
g(z)e−ik(m)·z dz
)
= fmgˆ(k(m)),
(4.17)
which specializes the convolution theorem to the periodic case.
4.2 Application to Interfacial Energies - Theoret-
ical Study
We wish to derive an analytical expression of the elastic energy difference of the
interface based on the properties of the Fourier series presented before. In doing so,
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Figure 4.1: Periodic profile of the interface (left) and one period strip (right).
we consider a sinusoidal profile
x3 = h(x1) = A sin
(2pi
L
x1
)
(4.18)
that is periodic in the x1-direction, with period L and amplitude A, and constant
in the x2-direction. In order to increase the computational efficiency we focus our
study on an single strip of the whole geometry, with length L, i.e., one period of the
waviness of the interface, c.f., Fig. 4.1.
By Clapeyron’s theorem, the energy per unit length in the x2-direction of one
period in the x1-direction is
E =
∫ +L/2
−L/2
1
2
ti(x1)ui(x1, 0) dx1. (4.19)
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In addition, we recall the relationship for the displacement from before
ui(x1, 0) =
∫ +∞
−∞
∫ +∞
−∞
Gik(x1 − x′1, x′2)tk(x′1)dx′1dx′2
=
∫ +∞
−∞
gik(x1 − x′1)tk(x′1)dx′1
= (gik ∗ tk)(x1)
(4.20)
where
gik(x1;x
′
1) =
∫ +∞
−∞
Gik(x1 − x′1, x′2)dx′2 (4.21)
and Gik is the Green’s function matrix.
Substituting this result back into equation (4.19), we get
E =
∫ +L/2
−L/2
(
ti(x1)
∫ +∞
−∞
1
2
gik(x1 − x′1)tk(x′1) dx′1
)
dx1. (4.22)
We can write equivalently in Fourier representation, as in equation (4.15), since
both the traction and the displacement functions are periodic with period L,
E = L
m=+∞∑
m=−∞
1
2
tˆi(m)uˆ
∗
i (m), (4.23)
where
tˆi(m) =
1
L
∫ +L/2
−L/2
ti(x1)e
−i(2pim/L)x1 dx1,
uˆi(m) =
1
L
∫ +L/2
−L/2
ui(x1)e
−i(2pim/L)x1 dx1
(4.24)
are Fourier series coefficients, accordingly to equation (4.10), for the traction and the
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displacement, respectively.
In addition, taking advantage of the periodicity of the traction function, as in
equation (4.17), we have
(gik ∗ tk)(m) = gˆik(2pim
L
)tˆk(m). (4.25)
Thus, equation (4.23) can be written as follows:
E = L
m=+∞∑
m=−∞
1
2
gˆik(
2pim
L
)tˆi(m)tˆ
∗
k(m). (4.26)
Moreover, we know that
gˆik(k1) =
∫ +∞
−∞
gik(x1)e
−ik1x1dx1 =
∫ +∞
−∞
∫ +∞
−∞
Gik(x1 − x′1, x2)e−ik1x1dx1dx2. (4.27)
Since the profile is wavy in the x1-direction and constant in the x2-direction, we can
write
Gˆik(k1, k2) =
∫ +∞
−∞
∫ +∞
−∞
Gik(x1, x2)e
−i(k1x1+k2x2)dx1dx2, (4.28)
or,
Gˆik(k1, 0) =
∫ +∞
−∞
∫ +∞
−∞
Gik(x1, x2)e
−ik1x1dx1dx2. (4.29)
Finally, from equations (4.27) and (4.28) we can conclude that
gˆik(k1) = Gˆik(k1, 0). (4.30)
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For a sinusoidal profile of amplitude A we have
ti = [[σij]]nj = [[σi1]]h,1 +[[σi3]] = [[σi1]]A
2pi
L
cos
2pix1
L
+ [[σi3]], (4.31)
and finally, explicitly,
E =
A2L
8
(
2pi
L
)2
Gˆik(
2pi
L
, 0)[[σi1]][[σk1]]. (4.32)
Note here that
∫ +L/2
−L/2
cos(2pix1/L)e
−i(2pix1/L) dx1 =
L
2
,∫ +L/2
−L/2
e−i(2pix1/L) dx1 = 0.
(4.33)
Equation (4.32) can be further simplified in our case, in the final form
E =
A2L
8
(
2pi
L
)2
Gˆ11(
2pi
L
, 0)[[σ11]]
2, (4.34)
which results to the dependence of the excess of the elastic strain energy per unit
length in the x2-direction on geometrical parameters, on the surface Green’s function
and lastly, on the interfacial jump stress. Note here that the stress jump is the one
defined for the planar interface, and it is independent of position since the analytical
result is a linear perturbation result, so the stress jump is defined on the unperturbed
configuration.
The corresponding geometrical and material parameters of the single strip are
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Figure 4.2: Geometrical and material parameters of the single strip.
summarized in Figure 4.2. The interfacial jump in the stress component is created
through thermal expansion. In particular, the two materials have different thermal
expansion coefficients and this results in different stress fields. In addition, we con-
strain the vertical motion on the top and on the bottom surfaces, while in the lateral
ones in both material regions we apply periodic boundary conditions and we constrain
the horizontal motion. This thermal linear-elastic problem will be solved analytically
for the case of a planar interface later in section 4.4.1.
72
4.3 Computational Study
We seek to validate this analytical formulation with a computational approach em-
ploying the finite element method.
4.3.1 General Concepts on FEM
From a mathematical perspective, a finite element method (FEM) is a numerical
method to solve boundary value problems which consist of partial differential equa-
tions with an appropriate set of boundary conditions equations. The general concept
is to divide the whole geometry of the body into simpler parts called finite elements,
and then formulate and solve the discrete problem that comes from the weak form of
the differential equations and which is equivalent to the governing equation and the
boundary conditions. As proved in the literature [38,51,91], in linear-elastic problems
the strong form and the weak form are identical.
To define the weak form we need to characterize two classes of functions: i) the
trial solution u, which satisfies the displacement boundary conditions, and ii) the
weight function w, which vanishes on the displacement boundary conditions.
In general, the mathematical formulation starts by forming the nodal displacement
vector, d, that consists of the components of the global displacements of the nodes.
For instance in a 2D problem with n nodes we have
d = [ux1 uy1 ux2 uy2 ... uxn uyn]
T . (4.35)
73
The element nodal displacements, de and the element nodal values of the weight
functions, we, are given by
de = Led,
weT = wTLeT ,
(4.36)
where Le are called the gather matrices, since they gather the nodal displacements of
each element from the global matrix, relating element quantities to global matrices.
They consist of ones and zeros.
The approximation of the trial solution and the weight function on each element
are then as follows:
u(x, y) ≈ ue(x, y) = N e(x, y)de,
w(x, y)T ≈ we(x, y)T = weTN e(x, y)T ,
(4.37)
whereN e are the element shape function matrix. The shape functions interpolate the
solution between the discrete values that were found at the nodes. Usually, they are
low order polynomials (linear, quadratic, cubic) and depend on the type of element
used and the number of nodes.
Having obtained the displacement field we can compute the strains from the strain
displacement relationships in the form
e = Bede, (4.38)
74
where Be is the strain-displacement matrix, computed by taking the gradient of the
shape function matrix. The stress field then follows from the constitutive law
σe = Dee, (4.39)
where De is the material stiffness tensor.
Finally, through application of the principle of virtual work, in a domain Ω with
boundary Γ, the weak form of the differential equations can be written as
wT
[(
nel∑
e=1
LeTKeLe
)
d−
(
nel∑
e=1
LeTf e
)]
= 0 ∀w, (4.40)
where nel is the total number of elements of the problem and K
e and f e are the
element stiffness matrix and element external force matrix, respectively, defined as
follows:
Ke =
∫
Ωe
BeTDeBedΩ,
f e =
∫
Ωe
N eTbdΩ +
∫
Γet
N eT tdΓ,
(4.41)
where Γt is the boundary on which traction t is applied and the vector b is the body
forces.
4.3.2 Model Formulation
In order to validate the analytical formula obtained for the elastic energy difference
of the single strip, equation (4.34), we performed numerical simulations using a finite
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element software, [2]. In particular, a static linear-elastic analysis under plane strain
conditions is used to solve this mechanical 2D FEM problem, which is valid for small
deformations and linear relationships between the stress and strain components [100,
101]. This analysis also includes temperature effects, inducing thermal expansion of
the two materials and build-in the stress field.
We start by defining the geometry of the model and progress by assigning material
properties and thermal expansion coefficients for both regions (lithium-LIPON). For
simplicity, isotropic thermal expansion is assumed, and thus one thermal expansion
coefficient per region is defined. The interface between the two materials is created
using “partition” of the geometry and, in the case of the wavy interface, nodal points
that approximate a sinusoidal profile are defined. All the geometrical and material
parameters are shown in Figure 4.2. The boundary conditions are applied, c.f., Fig.
4.3, exactly as explained in the analytical formulation, section 4.2. Finally, the mesh
and the element type are specified and the problem is fully defined and ready to be
solved.
A list that describes the steps followed to define the FEM problem is as follows:
• Construct the geometry of the model (part)
• Assign material properties and select the constitutive law
• Apply boundary conditions (displacement, tractions)
• Discretize the domain (mesh the geometry)
• Solve the FEM problem and present the results
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Figure 4.3: Geometry of the model and the boundary conditions applied in Abaqus
FEA for the case of a planar interface.
The structure is modeled using a mix of an 8-node biquadratic plane strain quadri-
lateral (CPE8) and a 6-node quadratic plane strain triangle (CPE6) elements. This
mixed choice of elements is used only in discretizing the geometry in proximity to the
wavy interface and found not to affect the numerical convergence of the results. In
addition, quadratic elements provide better numerical accuracy, reducing the com-
putational error compared to linear elements [38, 51]. Numerical convergence of the
results is achieved on the first trial by the original mesh of the software, since the
computational cost of these simulations is low (0.4 CPU [sec]). However, once a con-
vergence is assured, the mesh is optimized by lowering the mesh density in areas away
from the interface where the values of stress are low. The level of accuracy in the
calculations remained the same, while the computational time is reduced in the case
of the optimized mesh. In Fig. 4.4 details on the number of nodes and elements are
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presented for both the original and optimized mesh in the exemplary case of a wavy
interface with amplitude A = 0.05 [µm].
Figure 4.4: Exemplary mesh grid for the case of a wavy interface with amplitude
A = 0.05 [µm]. The original mesh (left) consists of 1784 nodes and 563 elements and
the optimized mesh (right) consists of 1011 nodes and 326 elements.
Abaqus FEA uses Newton’s method to solve for the displacement field by obtaining
the nodal displacement vector d from equation (4.40) after the stiffness and external
force matrices are defined in equation (4.41). Then the strain and the stress fields
are computed from the displacement field through the strain-displacement matrix B
and the constitutive law (stiffness tensor D). Finally, the elastic strain energy is
computed as
E =
∫
V
1
2
σijijdV. (4.42)
To compute numerically the excess of the energy between the planar and the wavy
interface, we subtract the amount of the energy for the model with the wavy interface
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from the energy of the one with the planar interface and then we compare this result
with the analytical formula in section 4.4.2.
4.4 Comparison Results
The analytical and numerical formulations of the model were established in the pre-
vious sections. Comparison results between the two approaches are presented and
critically evaluated in this section. Firstly, the thermal linear-elastic problem is solved
analytically in the case of a planar interface and the displacement, strain, and stress
fields are determined and also verified numerically in Abaqus FEA in section 4.4.1.
In addition, comparison results on the excess of the elastic energy as a function of
the amplitude of the surface waviness are presented in section 4.4.2.
4.4.1 Analytical Solution for the Planar Interface
In the case of an unperturbed interface, the thermal linear-elastic problem can be
solved analytically. In what follows, we denote with (+) the region of LIPON material
and with (-) the lithium one.
In general, from Hooke’s constitutive law, assuming isotropic thermal expansion,
we have
σ±ij = c
±
ijkl(
±
kl − α±∆Tδkl). (4.43)
In this plane strain problem the only non-zero strain component is in the x3-
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direction, i.e., 33. Thus we write for the two regions,
+33 =
u30
h+
, −33 =
−u30
h−
, (4.44)
where h+ = h− = h = H/2 = 5 [µm] is the height of each region and u30 is the
displacement of the planar interface. We expect the LIPON material with bigger
thermal expansion coefficient (α+ = 7 · 10−5 [θ−1]) to expand more compared to
lithium (α− = 4.6 · 10−5 [θ−1]) and therefore we assign, from the beginning, the
direction of u30 to pointing downwards, c.f., Fig. 4.2.
In addition, the matching condition for the traction across the interface requires
that
σ+33 = σ
−
33 (4.45)
or,
c+11
+
33 −
(
c+11 + 2c
+
12
)
α+∆T = c−11
−
33 −
(
c−11 + 2c
−
12
)
α−∆T. (4.46)
From equations (4.44) and (4.46) we can solve for the displacement in the interface
u30 = h∆T
(
c+11 + 2c
+
12
)
α+ − (c−11 + 2c−12)α−
c+11 + c
−
11
(4.47)
and then define the strain field from equation (4.44). Regarding the stress compo-
nents, in the x1-direction we have
σ±11 = c
±
12
±
33 −
(
c±11 + 2c
±
12
)
α±∆T. (4.48)
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Using the material parameters mentioned before, c.f., Fig. 4.2 and applied change
in temperature, ∆T = 100 [θ], we can solve analytically for the displacement, strain
and stress fields. All these calculations are also verified numerically, in Abaqus FEA.
The displacement and strain fields are shown in Figure 4.5 while the stress component
in the x1-direction is shown in Figure 4.6. For the analytical solution we have
u30 = 5.037284 · 10−2[µm], (4.49)
+33 = 1.077456 · 10−2, −33 = −1.077456 · 10−2, (4.50)
σ+11 = −8.995676 · 10−4[N/µm2], σ−11 = −2.82601 · 10−4[N/µm2]. (4.51)
Thus, the jump in the stress that is used in the analytical formula for the excess of
the energy defined before, c.f., equation (4.34), can be calculated as
[[σ11]] = σ
+
11 − σ−11 = −6.169665 · 10−4[N/µm2]. (4.52)
The elastic strain energy for the case of a planar interface is given by
∫
V
1
2
σijijdV =
V
2
(
σ+33
+
33−α+∆T
(
σ+11 +σ
+
22 +σ
+
33
)
+σ−33
−
33−α−∆T
(
σ−11 +σ
−
22 +σ
−
33
))
,
(4.53)
where V = h ∗L ∗w is the volume of each region and w the thickness of the strip and
finally the strain energy per unit length, in the x2 direction, is calculated as
E = 4.678197 · 10−5[J/µm]. (4.54)
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Figure 4.5: Abaqus FEA results on the displacement component, u3 (left) and the
strain component, 33 (right), in the case of a planar interface. Mesh consists of 317
nodes and 88 quadrilateral elements of type CPE8. Note here that the x2-direction
in Abaqus FEA corresponds to the x3-direction in the analytical solution developed
previously.
4.4.2 Comparison Results on the Elastic Energy
The analytical elastic strain energy per unit length, in the x2-direction, is calculated
from equation (4.34). This expression shows quadratic dependence of the energy on
the amplitude, A, of the perturbation. In the numerical simulations, using Abaqus
FEA, we subtract the wavy energy from the energy of the planar interface to compute
the excess of the energy for some exemplary values of the amplitude, ranging from A =
0.0001 ∼ 0.05 [µm]. Note that the analytical results are based on linear perturbation
analysis, so they should match the numerical results for very small amplitudes, i.e.,
A/L ∼ 0.01.
The excess of the energy, calculated both analytically and numerically, is then
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Figure 4.6: Abaqus FEA results on the stress component, σ11, in the case of a planar
interface. Mesh consists of 317 nodes and 88 quadrilateral elements of type CPE8.
plotted as a function of the amplitude times the wavenumber of the perturbation (to
make it dimensionless), c.f., Fig. 4.7. In addition, the actual values of the energy for
these specific values of the amplitude are presented in Figure 4.8. As shown from these
results, the analytical formula of the elastic energy is in complete agreement with the
numerical simulations. Therefore, we can safely conclude that it can be utilized in
the stability analysis performed to examine dendrite formation on the lithium-LIPON
interface.
4.5 Summary
The elastic energy difference with respect to the planar interface was derived ana-
lytically and validated using numerical simulations performed in a commercial finite
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Figure 4.7: Comparison plot of the excess of the elastic energy, calculated analytically
and numerically (FEM), as a function of the normalized amplitude of the perturba-
tion.
Amplitude	  
[μm]	  
Energy	  Analy4cal	  
[J/μm]	  
Energy	  Planar	  
[J/μm]	  
Energy	  Wavy	  
[J/μm]	  
Energy	  Abaqus	  FEA	  
[J/μm]	   Ra4o	  
0.0001	   6.2796251617183310-­‐14	  
4.6781978164304410-­‐5	  
4.6781978101817410-­‐5	   6.248700287672010-­‐14	   0.995	  
0.005	   1.5699062904295810-­‐10	   4.6781821718938610-­‐5	   1.564453658037710-­‐10	   0.997	  
0.01	   6.2796251617183310-­‐10	   4.6781353381609410-­‐5	   6.247826950014910-­‐10	   0.995	  
0.02	   2.5118500646873310-­‐9	   4.6779494337770510-­‐5	   2.483826533901810-­‐9	   0.989	  
0.025	   3.9247657260739510-­‐9	   4.6778114878556210-­‐5	   3.863285748205210-­‐9	   0.984	  
0.04	   1.0047400258749310-­‐8	   4.6771719781817710-­‐5	   1.025838248670010-­‐8	   1.021	  
0.05	   1.5699062904295810-­‐8	   4.676624329125410-­‐5	   1.573487305050010-­‐8	   1.002	  
Figure 4.8: Numerical comparison results on the excess of the elastic strain energy
between the analytical and the numerical simulations. Amplitude: amplitude of
the perturbation on the wavy interface; Energy Analytical: analytical excess of
the energy calculated from equation (4.34); Energy Planar: energy of the planar
interface; Energy Wavy: energy of the wavy interface (Abaqus FEA); Energy
Abaqus FEA: numerical excess of the energy (Energy Planar-Energy Wavy); Ratio:
ratio of the numerical over the analytical energy.
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element software, Abaqus FEA. Based on Fourier series properties and their relations
with integrals, we formulated an analytical expression for the elastic energy. More-
over, it was found that the change of the elastic energy with respect to the planar
interface depends on the amplitude and wavenumber of the perturbation, the surface
Green’s function and the interfacial stress jump. A finite element analysis was per-
formed in order to support the analytical results. This specific, thermal linear-elastic
2D problem was modeled in Abaqus FEA under plane strain conditions. The analyt-
ical and numerical results are found to be in excellent agreement. Therefore, we can
safely draw the conclusion that this analytical theory, predicting the change of the
elastic energy, can be utilized in the stability analysis, which is performed in Chapter
5 as an avenue to understand dendrite formation.
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Chapter 5
Stability Analysis - Parametric
Study
In this chapter, we examine the conditions which affect the growth of an initially
planar lithium-electrode interface. We base our study on a stability analysis that
is performed in the adapted equation of surface evolution, obtained in the Chapter
2. This analysis results in explicit analytical expressions for the dependence of the
critical unstable wavelength of the interfacial roughness on elastic prestress and on
other fundamental parameters. Then, a parametric study is performed for a specific
material system, in order to elucidate the importance of such parameters, and more
specifically to quantify the effect of elastic prestress on interfacial growth.
5.1 Stability Analysis
Within the framework developed in the preceding sections, the formation of dendrites
may be understood as the result of a loss of stability of flat interface. This instability
is amenable to a simple linear analysis.
We proceed by considering a planar interface, c.f., Fig. 5.1, moving at constant
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Figure 5.1: Small perturbation on the planar moving interface. Representation of the
initial planar interface (black dashed line), the moving planar interface (black solid
line) and the wavy interface (blue solid line).
speed v, i.e.,
h(x1, x2, t) = vt. (5.1)
We change to a moving reference frame attached to the interface. For simplicity, we
begin by neglecting the coupling to the electrostatic field, swelling, pressure-assisted
diffusion and the Maxwell stress. Under these assumptions, we identify the reference
interfacial profile with the planar profile (5.1) and write
h(x, t) = vt+ u(x, t), (5.2)
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where the deviation u from flatness is presumed to be small, c.f., Fig. 5.1. Inserting
this representation into (2.27) gives
∂u
∂t
= ∇2(D1u(x) +D2∇2u(x))
+
ΩKd
RT
(
γ∇2u(x) +
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]u,δ (x′) dx′
)
.
(5.3)
Inserting the ansatz
u(x, t) = Ae−λte−ik·x (5.4)
into (5.3) gives the characteristic equation
λ(k) = (D1 +D3)|k|2 −D2|k|4 + ΩKd
RT
Gˆik(k)[[σ
∗
iβ]]kβ[[σ
∗
kδ]]kδ, (5.5)
where k is the wavenumber vector of the perturbation, Gˆik(k) is the Fourier transform
of the surface Green’s function (c.f., section 2.6 for a derivation),
D3 =
ΩKd
RT
γ (5.6)
and λ > 0 (respectively λ < 0) corresponds to decay (respectively growth) of the
perturbation.
We note that the elastic prestress contributes a positive number to the characteris-
tic equation (5.5) and, therefore, it has a stabilizing effect on the electrode-electrolyte
interface, i.e., it tends to keep it planar. We also note that the term contributed by
the elastic prestress to the characteristic equation (5.5) is quadratic in the prestress.
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Therefore, the electrode-electrolyte interface can be stabilized over an arbitrary range
of wavenumbers by choosing the prestress large enough.
5.2 Parametric Study
In the previous section 5.1, it has been shown that the elastic prestress tends to
increase the stability region of the interface by increasing the critical wavenumber for
instability. In addition, some other parameters are also involved in the calculation of
the critical wavenumber, such as the surface diffusivities D1, D2, the interfacial surface
energy γ, and the kinetic rate coefficient K through the D3 coefficient. We wish to
estimate the effect of such parameters and leverage them in a way that will contribute
to a planar evolution of the interface. As an avenue, a parametric study is performed
in an actual material system consisting of lithium-LIPON as the electrode-electrolyte
material.
In the absence of elastic prestress, i.e., σ∗ij = 0, the planar interface is stable for a
sufficiently small wavenumber, |k|, but loses stability when
(D1 +D3)|k|2 −D2|k|4 = 0. (5.7)
The contribution of the elastic prestress will be considered later on.
We start by defining the D3 coefficient for the actual lithium-LIPON material
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system. Firstly, the kinetic rate coefficient is calculated through the equation
K =
i0Ω
dF
, (5.8)
where the value for the exchange current density, i0, was taken from the work of [70].
The value for the partial molar volume of ion dissolved in the solid electrolyte, Ω,
was suggested by the Bosch team (Robert Bosch GmbH, Stuttgart Germany) and
the interfacial surface energy, γ, was calculated by atomistic calculations (William
A. Goddard research group). Finally, the D3 coefficient is calculated from equation
(5.6). All the values involved in the calculation can be found in Table 5.1.
Parameter, [unit] Value
Interfacial surface energy, [J/m2] γ = 0.536
Partial molar volume, [m3/mol] Ω = 1
1500
Exchange current density, [A/m2] i0 = 30
Atomic interplanar distance, [m] d = 3.49 · 10−10
Ideal gas constant, [J/(molK)] R = 8.3143
Temperature, [K] T = 358.15
Faraday’s constant, [C/mol] F = 96487
Kinetic rate coefficient, [1/sec] K = 593.93 (Calculated)
D3 coefficient, [m
2/sec] D3 = 2.4874 · 10−14 (Calculated)
Table 5.1: Numerical values of the parameters used in the calculation of the D3
coefficient.
For simplicity, we consider the diffusion coefficient D1 to be small compared to
D3 and since both are factors of the wavenumber raised in the square power, D1, gets
absorbed in D3. Therefore, we define a new coefficient c3, given as
c3 = (D1 +D3) ≈ D3. (5.9)
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Regarding the D2 diffusion coefficient, that models capillarity-driven surface diffusion
and expresses the surface curvature, it can be either positive or negative and it gets
determined through the D3 coefficient, i.e., D2 = aD3, where a = const. We consider
both cases and perform a parametric study based on the sign and the value of the D2
coefficient. Moreover, we define another coefficient c2 as follows:
c2 = |D2|, (5.10)
where c2 is always positive and its definition is based on the sign of D2. For negative
curvature, i.e., D2 < 0, we have c2 = −D2 > 0 and we consider two different subcases
based on the value of c2 compared to the one of c3, i.e., c2 ≶ c3. In other words, we
examine which phenomenon has the most influence on the stability analysis. In par-
ticular, in the case that c2 > c3, the curvature driven interfacial diffusion dominates,
whereas if c2 < c3, the surface energetic driven interfacial deposition prevails. The
same strategy is followed for the case of positive curvature, i.e., c2 = D2 > 0. Finally,
for the cases that we find stable regions we add and examine also the contribution of
the elastic prestress field.
5.2.1 Interfacial Diffusion with Negative Curvature
We consider a negative diffusion coefficient D2 and we define c2 = −D2. With the
above modifications and in the absence of elastic prestress, the characteristic equation
(5.5) becomes
λ(k) = c3|k|2 + c2|k|4, (5.11)
91
or, for the same wavenumber in the two in-plane directions (i.e., k1 = k2 = k),
λ(k) = 2c3k
2 + 4c2k
4. (5.12)
Such a case corresponds always to decay of the perturbation (λ > 0 since both
c2, c3 > 0) and unconditionally stable growth of the interface. No matter what the
value c2 is, with respect to c3, the perturbation eventually fades away, c.f., Fig. 5.2.
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Figure 5.2: Effect of the D2 and D3 coefficients on the wavenumber, k. Uncon-
ditionally stable perturbation for different values of negative coefficient, D2: blue
(|D2| = 10D3), red (|D2| = D310 ), yellow (|D2| = 100D3), purple (|D2| = D3100).
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5.2.2 Interfacial Diffusion with Positive Curvature
In this case, we consider a positive diffusion coefficient D2 and thus c2 = D2. The
characteristic equation (5.5) for equal wavenumbers (k1 = k2 = k) becomes
λ(k) = 2c3k
2 − 4c2k4. (5.13)
In addition, the critical wavenumber is then defined as follows:
|kc| =
√
c3
2c2
. (5.14)
In this respect, we have to determine the dominant effect between the curvature
driven interfacial diffusion expressed by coefficient c2 and surface energetic driven
interfacial deposition expressed by coefficient c3.
Considering the case that interfacial diffusion dominates, i.e., c2 > c3, the pertur-
bation is mostly unstable and the interface evolves in a non-planar way. The stability
region is limited to really small wavenumbers of the perturbation, c.f., Fig. 5.3.
On the other hand, when interfacial deposition dominates, i.e., c2 < c3, the per-
turbation tends to decay for small wavenumber (k2 term dominates), while it grows
for larger wavenumber (k4 term dominates). The stability region gets enlarged by
decreasing the D2 coefficient, c.f., Fig. 5.4. In such cases, the effect of the elastic
prestress on the critical wavenumber is also considered. As mentioned earlier, the
elastic prestress tends to keep the evolution of the interface planar and contributes a
positive number to the characteristic equation (5.5).
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Figure 5.3: Effect of the D2 and D3 coefficients on the critical wavenumber, kc.
Mostly unstable perturbation for different values of positive coefficient, D2: blue
(|D2| = 10D3) with kc = 2.24 · 10−1 [µm−1], red (|D2| = 100D3) with kc = 7.07 · 10−2
[µm−1].
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Figure 5.4: Effect of the D2 and D3 coefficients on the critical wavenumber, kc. Stable
perturbation for small wavenumber and unstable for larger values of wavenumber.
Different values of positive coefficient, D2: blue (|D2| = D310 ) with kc = 2.24 [µm−1],
red (|D2| = D3100) with kc = 7.07 [µm−1].
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In the presence of elastic prestress, i.e., σ∗ij 6= 0, and in the case that the wavenum-
bers are the same (k1 = k2 = k) in the two planar directions and for positive D2
coefficient, the critical wavenumber, kc, follows from (5.5) as
kc =
√
2c3 + c4
4c2
, (5.15)
where c4 [m
2/s] is the coefficient that carries along the effect of the elastic prestress
and is given by
c4k
2 =
ΩKd
RT
Gˆik[[σ
∗
iβ]]kβ[[σ
∗
kδ]]kδ. (5.16)
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Figure 5.5: Effect of elastic prestress on the critical wavenumber, kc. Stable region in
the absence (blue line) and in the presence (red line) of elastic prestress.
In a general sense, elastic prestress enlarges the stable region by increasing the
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critical wavenumber for instability, c.f., Fig. 5.5. In order to quantify that effect we
perform parametric analysis in a specific, lithium-LIPON, material system by varying
the value of elastic prestress. More specifically, we study two different loading cases,
i) uniaxial ([[σ∗11]]) and ii) biaxial ([[σ
∗
11]] = [[σ
∗
22]]), each for three different values of
prestress 100, 250, and 500 [MPa] and for the case that the diffusion coefficient,
D2, is positive and has value of D2 =
D3
100
, where the stable region is more evident.
Note here that the surface Green’s function in the transformed domain, Gˆik, has been
numerically evaluated for this specific material system in section 2.6.
5.2.2.1 Elastic Prestress Contribution - Uniaxial Case
We consider uniaxial loading in the x1-direction, i.e., [[σ
∗
11]], and the coefficient c4 is
simplified from equation (5.16) to
c4 =
ΩKd
RT
Gˆ11[[σ
∗
11]]
2. (5.17)
We demonstrate the effect of the elastic prestress on the critical wavenumber in
such case, for three different values of [[σ∗11]], c.f., Fig. 5.6. The stability region
increases with the application of larger prestress and the value of the initial critical
wavenumber in the absence of prestress kc = 7.07 [µm
−1] increases by 30% to the
value of kc = 9.10 [µm
−1] in the case of the maximum considered value of prestress
([[σ∗11]] = 500 [MPa]).
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Figure 5.6: Effect of elastic prestress on the critical wavenumber, kc. Different values
of elastic prestress in the case of uniaxial loading with positive coefficient, D2 =
D3
100
:
blue ([[σ∗11]] = 0) with kc = 7.07 [µm
−1], red ([[σ∗11]] = 100 [MPa]) with kc = 7.16
[µm−1], yellow ([[σ∗11]] = 250 [MPa]) with kc = 7.63 [µm
−1], purple ([[σ∗11]] = 500
[MPa]) with kc = 9.10 [µm
−1].
5.2.2.2 Elastic Prestress Contribution - Biaxial Case
In the case of biaxial loading in the in-plane directions, i.e., [[σ∗11]] and [[σ
∗
22]], the
coefficient c4 is determined by (5.16) as
c4 =
ΩKd
RT
(
Gˆ11[[σ
∗
11]]
2 + Gˆ12[[σ
∗
11]][[σ
∗
22]] + Gˆ21[[σ
∗
22]][[σ
∗
11]] + Gˆ22[[σ
∗
22]]
2
)
. (5.18)
The effect of the elastic prestress on the critical wavenumber in such case is more
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evident. The value of the initial critical wavenumber in the absence of prestress
kc = 7.07 [µm
−1] increases by 40% to the value of kc = 10.02 [µm−1] for the maximum
considered value of prestress ([[σ∗11]] = 500 [MPa]), c.f., Fig. 5.7.
k[µm−1]
-10 -5 0 5 10
λ
[s
ec
−
1
]
0
0.5
1
1.5
2
2.5
3
3.5
[|σ∗11|] = [|σ∗22|] = 0
[|σ∗11|] = [|σ∗22|] = 100[MPa]
[|σ∗11|] = [|σ∗22|] = 250[MPa]
[|σ∗11|] = [|σ∗22|] = 500[MPa]
Figure 5.7: Effect of elastic prestress on the critical wavenumber, kc. Different values
of elastic prestress in the case of biaxial loading with positive coefficient, D2 =
D3
100
:
blue ([[σ∗11]] = [[σ
∗
22]] = 0) with kc = 7.07 [µm
−1], red ([[σ∗11]] = [[σ
∗
22]] = 100 [MPa])
with kc = 7.21 [µm
−1], yellow ([[σ∗11]] = [[σ
∗
22]] = 250 [MPa]) with kc = 7.91 [µm
−1],
purple ([[σ∗11]] = [[σ
∗
22]] = 500 [MPa]) with kc = 10.02 [µm
−1].
Based on the results presented, we can safely conclude that elastic prestress results
in maximizing the stable region of the perturbation and tends to keep the interface
planar. However, as can be seen from the previous analysis, only larger values of
prestress happen to have significant change in the critical wavenumber. Therefore,
possible avenues of applying the desirable stress field to the battery cell are yet to be
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explored.
5.3 Summary
In this chapter, a stability analysis was performed in order to understand the for-
mation of dendrites (loss of stability). Neglecting the coupling to the electrostatic
field, swelling of the electrolyte, pressure-assisted diffusion, and the Maxwell stress,
we assumed that the planar interface moves with a constant velocity and we added
a small perturbation (wavy interface). It was found that fundamental parameters
such as surface diffusivities, surface energy, deposition kinetics, elastic moduli, and
the state of prestress are affecting the decay (stability) or the growth (instability) of
the initial perturbation. In addition, a parametric study was performed where we
leveraged such parameters as an avenue to promote planar evolution of the interface.
For a given material system, the effect of elastic prestress was quantified in a manner
that can potentially be used in the design of safer, eliminating dendrite formation,
Li-air batteries.
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Chapter 6
Concluding Remarks and Future
Work
6.1 Summary
In this thesis, we put forth a study of a Li electrode-electrolyte interface growth in
the presence of an elastic prestress. We find that the stability of a planar interface
depends not only on interfacial diffusion properties and interfacial energy but most
importantly on the elastic prestress field, whose effect is always to stabilize planar
interfacial growth by increasing the critical wavenumber for instability. Numerical
simulations that were performed in order to support the theoretical work are in com-
plete agreement with the theoretical predictions. Finally, we quantify the extent of
the prestress stabilization in a manner that can potentially be used in the design of
Li-air batteries.
In Chapter 1, we presented a general overview on lithium battery technology and
more specifically on Li-air batteries. Previous work on them was revised and the
motivations and objectives of this work were clearly specified and stated.
In Chapter 2, we formulated the mathematical model of lithium transport through
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a solid electrolyte made of an amorphous material, LIPON. This analysis resulted
in obtaining the concentration and electrostatic fields in the electrolyte region. In
addition, an asymptotic analysis on the nearly flat electrode-electrolyte interface was
performed, in order to find the dependence of the elastic energy on the surface profile,
a finding that completed the derivation of the equation that describes the evolution of
the surface profile. Moreover, the surface Green’s function was numerically obtained
and lastly, the displacement and stress fields in the bimaterial domain were derived
and verified with another theoretical work found in the literature.
In Chapter 3, we presented results on the visualization of surface evolution by time.
In particular, using the theory of finite differences and transforming the equation of
surface evolution from a partial differential equation into a system of linear algebraic
equations, we examined the behavior of the surface as a function of time, with zero
and non-zero elastic prestress. The results verify that the elastic prestress stabilizes
the interface in a manner that tends to keep it planar.
In Chapter 4, numerical simulations using a commercial finite element software
validated the simplified theoretical form of the elastic energy change. Based on the
properties of Fourier series and taking advantage of the periodicity of the domain, it
was found that the change of the elastic energy with respect to the planar interface
depends on the amplitude and wavenumber of the perturbation, the surface Green’s
function, and the interfacial stress jump. A static linear-elastic 2D problem was
modeled in Abaqus FEA under plane strain conditions to support the theoretical
predictions. Numerical and theoretical results were found to be in perfect agreement.
101
In Chapter 5, a linear stability analysis was performed on the surface evolution
equation, which was derived in Chapter 2, as an avenue to understand dendrite for-
mation on the interface. It was found that the critical wavenumber for instability
depends on various parameters, such as surface diffusivities, interfacial energy, and
the state of prestress. A parametric study helped in elucidating and quantifying the
effect of such parameters.
6.2 Future Work
In this simplified study of the interfacial growth we neglected pressure-assisted dif-
fusion, electrolyte swelling due to the intercalating lithium ions, and the coupling
between the elastic and electrostatic field through the Maxwell stress. Therefore, de-
veloping a theory that takes into account these effects would greatly complement this
work. Additionally, another future direction would be the consideration of another
type of electrolyte besides LIPON. Note here that in Chapter 2, the governing equa-
tions were solved for the case of a solid electrolyte, LIPON, where the concentration
gradients are negligible. However, it would be an interesting challenge to obtain the
concentration and electrostatic fields in an electrolyte where concentration gradients
are present and considerable. Also, performing atomistic simulations based on the
lithium-LIPON material system would be helpful to provide numerical values for the
diffusion coefficients constants D1 and D2, which were approximately computed in
this work.
Furthermore, other challenges are immediately apparent, such as extending the
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current model of a sharp interface in order to take into account phenomena away
from the interface as well, using similar techniques to the ones employed in the work
of Hou et al. 1999 [50]. Moreover, it has already been found [46, 95] that block
copolymers combine favorable electrical and mechanical properties of the electrolyte
material since the conducting pathways provide high ionic conducting, while the non
conducting ones provide mechanical stability. Therefore, adapting and modifying the
current theory so as to apply for the case of block copolymer electrolytes would be
another possible solution strategy to resolve the issue of dendrite formation.
Finally, the current theoretical formulation and its predictions were validated
with numerical simulations. Results show perfect agreement between theory and
computational work. However, it would be a great addition to this work if a series of
experiments would be conducted in order to support the theoretical model. A first
attempt of experimental validation, along the lines of this theory, in which external
pressure concurrent with electric current was applied to a battery cell, has already
been conducted at Robert Bosch GmbH, Applied Research (CR/ARM1), in Stuttgart,
Germany. The experimental setup and the principle sketch of the battery cell can
be seen in Figure 6.1 and 6.2. However, due to short-circuiting, reproducibility could
not be achieved in the series of experiments and the experimental results are still in
progress.
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Figure 6.1: Experimental battery cell. Different material layers before (left) and after
(right) lithium deposition (Courtesy of Bosch Stuttgart).
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Figure 6.2: Experimental setup and principle sketch (Courtesy of Bosch Stuttgart).
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Appendix A
Nondimensionalization
A.1 Nondimensional Parameters
• partial molar volume, Ω : Ω˜ = Ω · c0 =
[
m3
mol
] · [mol
m3
]
= [−]
• salt concentration, c : c˜ = c
c0
=
[
mol
m3
][
mol
m3
] = [−]
• displacement, u : u˜ = u
r0
= [m]
[m]
= [−]
• elastic moduli, cijkl : c˜ijkl = cijklRT
Ω
=
[
N
m2
][
J
mol·K
]
·[K]·
[
mol
m3
] = [ Nm2 ][
N ·m
]
·
[
1
m3
] = [−]
• effective chemical potential, µE : µ˜E = µE
RT
=
[
J
mol
][
J
mol·K
]
·[K]
= [−]
• hydrostatic stress, p : p˜ = pRT
Ω
=
[
N
m2
][
J
mol·K
]
·[K]·
[
mol
m3
] = [ Nm2 ][
N ·m
]
·
[
1
m3
] = [−]
• displacement gradient, ∇x : ∇x˜ = ∂x∂x˜∇x = r0∇x = [m] · [ 1m ] = [−]
• local electrostatic potential, ϕ : ϕ˜ = zF
RT
·ϕ =
[
C
mol
][
J
mol·K
]
·[K]
· [V ] = [F ·V ]
[J ]
· [V ] =[
J
V 2
][
J
] · [V 2] = [−]
• time, t : τ˜ = t · D1
r20
= [sec] ·
[
m2
sec
][
m2
] = [−]
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• time derivative, ∂t : ∂τ˜ = ∂∂t ∂t∂τ˜ =
r20
D1
∂t =
[
m2
][
m2
sec
] · [ 1
sec
]
= [−]
• vector flux, J : J˜ = J · r0
D1·c0 =
[
mol
m2·sec
] · [m][
m2
sec
]
·
[
mol
m3
] = [−]
• interfacial mass flux, jp : j˜p = jpKdr0 =
[
m2
sec
][
1
sec
]
·[m]·[m]
= [−]
• electrochemical mass flux, jm j˜m = jmKdc0 =
[
mol
m2·sec
][
1
sec
]
·[m]·
[
mol
m3
] = [−]
• mass deposition rate, jh : j˜h = jhKdc0 =
[
mol
m2·sec
][
1
sec
]
·[m]·
[
mol
m3
] = [−]
• chemical potential density, µh : µ˜h = µhRT
Ω
=
[
J
m3
]
·
[
m3
mol
][
J
mol·K
]
·[K]
= [−]
• diffusion coefficient, D1 : D˜1 = D1Kr20 =
[
m2
sec
][
1
sec
]
·[m2]
= [−]
• diffusion coefficient, D2 : D˜2 = D2Kr40 =
[
m4
sec
][
1
sec
]
·[m4]
= [−]
• surface parameter, D3: D˜3 = D3Kr20 =
[
m2
sec
][
1
sec
]
·[m2]
= [−]
• profile function, h: h˜ = h
d
= [m]
[m]
= [−]
• electric permittivity, ε : ε˜ = εRT
z2F 2r20c0
=
[
F
m
][
J
molK
]
[K][
C2
mol2
]
[m2]
[
mol
m3
] = [FJ
C2
]
= [−]
Note: r0 is the particle size
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A.2 Nondimensional Equations
• The effective chemical potential of the electrolyte, equation (2.5):
µE = µE0 + νRT log(f±
c
c0
)− Ωp
⇒ µ
E
RT
=
µE0
RT
+ νlog(f±
c
c0
)− Ωp
RT
→ µ˜E = µ˜E0 + νlog(f±c˜)− p˜
• Equation of surface evolution
The interfacial mass flux equation (2.19):
jp = −∇(D1h+D2∇2h)
⇒ jp
Kdr0
= − 1
r0
∇x˜ 1
Kdr0
(D1h+D2
1
r20
∇2x˜h)
⇒ j˜p = −∇x˜(D˜1h˜+ D˜2∇2x˜h˜)
The electrochemical mass flux equation (2.20):
jm =
Kd
Ω
µE − µS0
RT
⇒ jm
Kdc0
=
1
Ωc0
µE − µS0
RT
⇒ j˜m = µ˜
E − µ˜S0
Ω˜
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The mass deposition rate equation (2.25):
jh = −Kd
RT
µh
⇒ jh
Kdc0
= − 1
Ωc0
µhΩ
RT
⇒ j˜h = − µ˜h
Ω˜
Finally, conservation of mass equation (2.27):
∂h
∂t
+∇ · jp = Ω(jm + jh)
⇒ dD1
r20
∂h˜
∂τ˜
+
1
r0
∇x˜ · j˜pKdr0 =
Ω˜
c0
(j˜mKdc0 + j˜hKdc0)
⇒ dD1
r20
∂h˜
∂τ˜
+∇x˜ · j˜pKd = KdΩ˜(j˜m + j˜h)
⇒ D˜1∂h˜
∂τ˜
+∇x˜ · j˜p = Ω˜(j˜m + j˜h)
or,
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∂h
∂t
= ∇2(D1h+D2∇2h) + Kd
RT
(µE − µS0 )−
ΩKd
RT
µh
⇒ dD1
r20
∂h˜
∂τ˜
=
1
r20
∇2x˜(D1dh˜+D2d
1
r20
∇2x˜h˜) +Kd(µ˜E − µ˜S0 )−Kdµ˜h
⇒ D1
Kr20
∂h˜
∂τ˜
= ∇2x˜(
D1
Kr20
h˜+
D2
Kr40
∇2x˜h˜) + (µ˜E − µ˜s0)− µ˜h
⇒ D˜1∂h˜
∂τ˜
= ∇2x˜(D˜1h˜+ D˜2∇2x˜h˜) + (µ˜E − µ˜S0 )− µ˜h
• Stability equation (5.3):
∂u
∂t
= ∇2(D1u+D2∇2u) + ΩKd
RT
(
γ∇2u+
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]u,δ (x′) dx′
)
⇒ D1
r20
r0
∂u˜
∂τ˜
=
1
r20
∇2x˜(D1r0u˜+D2r0
1
r20
∇2x˜u˜) +D3r0
1
r20
∇2x˜u˜
+
ΩKd
RT
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]u,δ (x′) dx′
⇒ D1
Kr20
∂u˜
∂τ˜
= ∇2x˜(
D1
Kr20
u˜+
D2
Kr40
∇2x˜u˜) +
D3
Kr20
∇2x˜u˜
+
ΩKd
RT
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]u,δ (x′) dx′
⇒ D˜1∂u˜
∂τ˜
= ∇2x˜(D˜1u˜+ D˜2∇2x˜u˜) + D˜3∇2x˜u˜+
ΩKd
RT
∫
R2
Gik,β(x− x′)[[σ∗iβ]][[σ∗kδ]]u,δ (x′) dx′
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Appendix B
MATLAB Code - Green’s Funtion
Contents
% input data: wavenumbers k_1, k_2 and stiffness matrices c^+, c- for the
% two materials (lithium-LIPON)
% fill-in the matrices A, B and C
% solve the quadratic eigenvalue problem
% create a base, apply BC’s to find the constants Vp and then find displacements
% find G_hat matrix, displacements at the interface x3=0
clear all
close all
clc
Stiffness matrix cijkl for x3>0
nu_p=0.3; % Poisson’s ratio of LIPON
E_p=77*10^(-3); % Young’s modulus of LIPON [N/um2]
lambda_lame_p=nu_p*E_p/((1+nu_p)*(1-2*nu_p)); % lambda
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mu_p=E_p/(2*(1+nu_p)); % mu
kappa_p=zeros(2,1);
kappa_p(1)=2*pi; % wavenumbers
kappa_p(2)=2*pi;
Stiff_C_p=zeros(3,3,3,3); % initialize the Stiffness matrix c
% Stiffness matrix c, for isotropic material LIPON
for i=1:3
for j=1:3
for k=1:3
for l=1:3
Stiff_C_p(i,j,k,l)=lambda_lame_p*(i==j)*(k==l)+ ...
mu_p*((i==k)*(j==l)+(i==l)*(j==k));
end
end
end
end
Matrices A,B and C for x3>0
% matriz A
A_p=zeros(3,3);
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for i=1:3
for k=1:3
A_p(i,k)=Stiff_C_p(i,3,k,3);
end
end
% matrix B
B_p=zeros(3,3);
for i=1:3
for k=1:3
B_p(i,k)=Stiff_C_p(i,1,k,3)*kappa_p(1)+Stiff_C_p(i,2,k,3)*kappa_p(2)...
+Stiff_C_p(i,3,k,1)*kappa_p(1)+Stiff_C_p(i,3,k,2)*kappa_p(2);
end
end
% matrix C
C_p=zeros(3,3);
for i=1:3
for k=1:3
C_p(i,k)=-Stiff_C_p(i,1,k,1)*kappa_p(1)*kappa_p(1) ...
-Stiff_C_p(i,2,k,1)*kappa_p(2)*kappa_p(1)-Stiff_C_p(i,1,k,2) ...
*kappa_p(1)*kappa_p(2)-Stiff_C_p(i,2,k,2)*kappa_p(2)*kappa_p(2);
end
end
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Quadratic eigenvalue problem for x3>0
[X_p,e_p]=polyeig(C_p,1i*B_p,A_p); % X_p eigenvectors and e_p eigenvalues
Stiffness matrix cijkl for x3<0
kappa_m=zeros(2,1);
kappa_m(1)=2*pi; % wavenumbers
kappa_m(2)=2*pi;
Stiff_C_m=zeros(3,3,3,3); % initialize the Stiffness matrix c
% Stiffness matrix c, for cubic lithium material in [N/um2]
Stiff_C_m(1,1,1,1)=13.5*10^(-3);
Stiff_C_m(2,2,2,2)=Stiff_C_m(1,1,1,1);
Stiff_C_m(3,3,3,3)=Stiff_C_m(1,1,1,1);
Stiff_C_m(1,1,2,2)=11.44*10^(-3);
Stiff_C_m(1,1,3,3)=Stiff_C_m(1,1,2,2);
Stiff_C_m(2,2,3,3)=Stiff_C_m(1,1,2,2);
Stiff_C_m(2,2,1,1)=Stiff_C_m(1,1,2,2);
Stiff_C_m(3,3,1,1)=Stiff_C_m(1,1,3,3);
Stiff_C_m(3,3,2,2)=Stiff_C_m(2,2,3,3);
Stiff_C_m(1,2,1,2)=8.78*10^(-3);
Stiff_C_m(2,1,1,2)=Stiff_C_m(1,2,1,2);
Stiff_C_m(1,2,2,1)=Stiff_C_m(1,2,1,2);
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Stiff_C_m(2,1,2,1)=Stiff_C_m(1,2,1,2);
Stiff_C_m(1,3,1,3)=Stiff_C_m(1,2,1,2);
Stiff_C_m(3,1,1,3)=Stiff_C_m(1,2,1,2);
Stiff_C_m(1,3,3,1)=Stiff_C_m(1,2,1,2);
Stiff_C_m(3,1,3,1)=Stiff_C_m(1,2,1,2);
Stiff_C_m(2,3,2,3)=Stiff_C_m(1,2,1,2);
Stiff_C_m(3,2,2,3)=Stiff_C_m(1,2,1,2);
Stiff_C_m(2,3,3,2)=Stiff_C_m(1,2,1,2);
Stiff_C_m(3,2,3,2)=Stiff_C_m(1,2,1,2);
Matrices A,B and C for x3<0
% matrix A
A_m=zeros(3,3);
for i=1:3
for k=1:3
A_m(i,k)=Stiff_C_m(i,3,k,3);
end
end
% matrix B
B_m=zeros(3,3);
for i=1:3
for k=1:3
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B_m(i,k)=Stiff_C_m(i,1,k,3)*kappa_m(1)+Stiff_C_m(i,2,k,3)*kappa_m(2)...
+Stiff_C_m(i,3,k,1)*kappa_m(1)+Stiff_C_m(i,3,k,2)*kappa_m(2);
end
end
% matrix C
C_m=zeros(3,3);
for i=1:3
for k=1:3
C_m(i,k)=-Stiff_C_m(i,1,k,1)*kappa_m(1)*kappa_m(1) ...
-Stiff_C_m(i,2,k,1)*kappa_m(2)*kappa_m(1)-Stiff_C_m(i,1,k,2) ...
*kappa_m(1)*kappa_m(2)-Stiff_C_m(i,2,k,2)*kappa_m(2)*kappa_m(2);
end
end
Quadratic eigenvalue problem for x3<0
[X_m,e_m]=polyeig(C_m,1i*B_m,A_m); % X_m eigenvectors and e_m eigenvalues
Create a base by choosing the preferred eigenvectors
index_p=find( real(e_p) < 0); % check positive and negative real part
index_m=find( real(e_m) > 0);
U1_p=X_p(:,index_p(1)); % eigenvectors for positive region, x3>0
U2_p=X_p(:,index_p(2));
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U3_p=X_p(:,index_p(3));
U1_m=X_m(:,index_m(1)); % eigenvectors for negative region, x3<0
U2_m=X_m(:,index_m(2));
U3_m=X_m(:,index_m(3));
lambda1_p=e_p(index_p(1)); % eigenvalues for positive region, x3>0
lambda2_p=e_p(index_p(2));
lambda3_p=e_p(index_p(3));
lambda1_m=e_m(index_m(1)); % eigenvalues for negative region, x3<0
lambda2_m=e_m(index_m(2));
lambda3_m=e_m(index_m(3));
U=[U1_p U2_p U3_p U1_m U2_m U3_m]; % gather all the preferred eigenvectors
% gather all the preferred eigenvalues
lambda=[lambda1_p lambda2_p lambda3_p lambda1_m lambda2_m lambda3_m];
Apply BC’s, find constants Vp by solving the linear system
Ax=b
t=[1 0 0; 0 1 0; 0 0 1];
b=[0 0 0; 0 0 0; 0 0 0; -t]; % b loading matrix 6x3
% A matrix corresponds to the BC
A_up=zeros(3,6); % displacement bc
A_down=zeros(3,6); % stresses bc
A_up = [U(1,1:3) -U(1,4:6);
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U(2,1:3) -U(2,4:6);
U(3,1:3) -U(3,4:6)];
for i=1:3
for p=1:3,
for l=1:3,
A_down(i,p) = A_down(i,p) + Stiff_C_p(i,3,l,1)*1i*kappa_p(1)*U(l,p) ...
+ Stiff_C_p(i,3,l,2)*1i*kappa_p(2)*U(l,p) ...
+ Stiff_C_p(i,3,l,3)*lambda(p)*U(l,p);
q=p+3;
A_down(i,q) = A_down(i,q) - Stiff_C_m(i,3,l,1)*1i*kappa_m(1)*U(l,q) ...
- Stiff_C_m(i,3,l,2)*1i*kappa_m(2)*U(l,q) ...
- Stiff_C_m(i,3,l,3)*lambda(q)*U(l,q);
end;
end;
end;
A=[A_up;A_down];
% solve Ax=b to find Vp matrix 6x3 x=V=[V_p1;V_p2;V_p3;V_m1;V_m2;V_m3]
V=A\b;
find Gˆ = ui(0) displacements at the interface x3 = 0
u_zero=zeros(3,3); % Initialize displacements at the interface x_3=0
for i=1:3
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for j=1:3
u_zero(i,j)=V(1,j)*U1_p(i)+V(2,j)*U2_p(i)+V(3,j)*U3_p(i);
end
end
G_hat=t\u_zero % 3x3 G_hat matrix [um3/N]
G_hat =
Columns 1 through 2
2.8050e+00 + 7.0716e-10i -6.4476e-01 + 5.5349e-09i
-6.4476e-01 - 3.7598e-10i 2.8050e+00 + 4.4518e-09i
-1.4595e-08 - 3.2652e-01i -2.8774e-08 - 3.2652e-01i
Column 3
5.5045e-09 + 3.2652e-01i
7.0772e-09 + 3.2652e-01i
2.2303e+00 - 3.2032e-08i
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