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Abstract
Network coding is a promising generalization of routing which provides a mechanism to 
improve the performance of multicast networks. The core notion of network coding is to allow 
and encourage mixing of data at intermediate network nodes and enable the final receiver to 
deduce the original message from the mixed message data packets that it receives. Thanks to 
the above features; network coding seems an appealing solution in wireless networks that are 
characterized by limited energy, computational and communication resources.
In the case of multicast network coding it is essential to have multipath routing from a source 
to destinations. The transmitted coded packets will be sent over different paths to the multiple 
receivers and then will be decoded at the receivers for data extraction once all the coded 
packets are received. A key component of an efficient network coding based on multipath 
routing in multicast networks is the delay minimisation that deals with how to minimise the 
delay of the encoded packets distributed amongst the multiple paths from a source to 
destinations. This is an important issue as coding is performed over a block of packets and the 
actual delay is the time needed for the receiver to wait for receiving all the necessary packets 
within the block for decoding. To address this issue, two broad set of approaches have been 
proposed in the literature. In the first category, delay reduction is achieved through better 
coding techniques whereas in the second approach, delay reduction is achieved through better 
routing and rate control schemes.
In this thesis we have investigated delay minimisation in network coding based on multipath 
routing using an appropriate routing and rate control approach over the network. We have 
shown that delay minimisation in network coding from one source to several destinations is 
subset of delay minimisation on the multi path network from one source to one destination.
To achieve such delay minimisation two strategies of average delay minimisation and 
maximum delay minimisation, through an appropriate route selection and traffic allocation 
were analytically investigated. Using analysis and simulation we have proved that delay 
synchronisation is the key policy for delay minimisation in network coding. Based on this 
finding we proposed an adaptive algorithm to achieve delay synchronisation. By applying this 
algorithm to the network coding scenario in butterfly network we have shown that the 
proposed end to end delay minimisation solution allows the network to obtain the maximum 
achievable throughput with finite delay.
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Chapter 1 : Introduction
Chapter 1
1 Introduction
Chapter Outline: In this chapter we will firstly introduce network coding and its benefits in 
the communication networks. We will then explain the research challenges in the network 
coding area and outline the thesis contribution in this field.
1.1 Network Coding
Today, a router can merely route, or forward, messages. Each message on an output link must 
be a copy of a message that arrived earlier on an input link. This method of transmitting 
information in the network is generally used in routing. As the matter of fact almost all 
computer network built in the last few decades are based on this principle, where routers are 
deployed in the intermediate nodes to switch the data packet from an input channel to an 
output channel without processing of the data contents. However if routing is used in the 
multicast case when the information needs to be sent form the source to more than one sink 
node, the information needs to be replicated at certain intermediate nodes so that every sink 
node can receive a copy of information. Nevertheless in network communication it does not 
suffice to simply route and/or replicate the information within the network. Network coding, 
in contrast to routing, allows each node in a network to perform some computation. Thus, 
each message sent on a node’s output link can be some function or mixture of messages that 
arrived earlier on the node’s input links, as illustrated in Figure (1-1). Generally, network 
coding is the transmission, mixing (or encoding), and remixing (or re encoding) of messages 
arriving at nodes inside the network, such that the transmitted messages can be unmixed (or 
decoded) at their final destinations [1]. Deploying network coding at the intermediate nodes 
allows achieving bandwidth optimally in the multicast scenario.
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Router
Figure 1-1 Network coding, the output packets are function of the input packets
1.1.1 Butterfly Network
We will first illustrate the advantage of network coding over routing in the simple multicast 
butterfly network presented in figure (1-2). We will use a finite directed graph to represent a 
point to point communication network. A node in the network corresponds to a vertex in the 
graph while the communication channel in the network corresponds to an edge in the graph. 
Each edge is labeled by a positive integer called capacity or the rate constraint which provides 
the maximum number of information symbols taken from some finite alphabet that can be 
transmitted over the channel per unit time. Considering the network in the figure (1-2) (a) 
each link has an integer capacity, two bits b l and b2 are generated at the source node S and 
they are to be multicast to two sink nodes tl and t2. In figure (1-2) (b) we try to devise a 
routing scheme for this purpose. By symmetry we send the two bits on different output 
channel at node S. Without loss of generality b l is sent on channel (S,tl) and b2 is sent on 
channel (S,t2). Since there is only one output channel on the edge (S,n), we have to choose 
one of the two bits to be sent on the output channel (S,n). Suppose we send bl as in the figure 
(1-2) (b). Then the bit is replicated at node n and the two copies are sent to nodes tl and t2 
respectively. At node t2 both b l and b2 are received. However at node tl two copies of bl are 
received and b2 can not be recovered. Thus this routing scheme does not work as bl and b2 
have not been received at both of the sinks. Similarly, if b2 instead of b l is sent on channel 
(S,n) then b l can not be recovered at node t2.
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Figure 1-2 Network coding in butterfly network
However if network coding is allowed it is actually possible to achieve our goal. Figure (1-2) 
(c) shows a scheme which multicast both b l and b2 to nodes t l  and t2 where ‘-f-’ denotes 
modulo 2 addition or XOR. At node tl, b l is received and b2 can be recovered by adding b l 
and bl+b2, because
b l+  (bl-kb2) = (b l+bl) + b2 = 0 + b2 = b2 (1.1)
Similarly, b2 is received at node t2 and b l can be recovered by adding b2 and bl+b2.
In this scheme b l and b2 are encoded in to the bit bl+b2 which then sent on channel (S,n). If 
network coding is not allowed, in order to multicast both b l and b2 to nodes tl  and t2, at least 
one more bit has to be sent. Figure (1-2) (d) shows such a scheme where both b l and b2 needs 
to be sent on the channel (S,n). In this scheme however the capacity of channel (S,n) is
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exceeded by 1 bit. If the capacity of channel (S,n) can not be exceeded and network coding is 
not allowed it can be shown that at most 1.5 bits can be multicast per unit time on the average 
whereas with network coding 2 bits per unit time can be multicast [2] [3] . The above example 
shows the advantage of network coding over routing for a single multicast in the network for 
the purpose of information flow maximization.
In the next part we will introduce the important bound for single source network coding for 
the general point to point communication network. This bound called the max-flow min-cut 
bound or simply the max-flow bound gives the fundamental limit on the amount of the 
information which can be multicast in the network. It has been shown that the max-flow 
bound can be achieved by linear network coding.
1.1.2 Maximum Flow Bound in the Network
A point-to-point communication network is represented by a directed graph G= (V, E), where 
V is the set of nodes in the network and E is the set of edges in G which represent the point to 
point communication channel. The unique source node in the network where the information 
is generated is denoted by S. All the other nodes are referred to as non source nodes. The set 
input channels and output channels of the node i are denoted by In (i) and Out (i) respectively.
For a channel e, let be the rate constraint, the maximum number of the information 
symbols taken from the finite alphabet that can be sent on the channel per unit time. We also 
refer to as the capacity of the channel e per unit time. A cut between node S and node r is a 
subset U of V such that S g U and t ë  U. Let
= {eE: E ' .ee  O u t ( i )n In { j ) fo r i e  Uandj^ U}  (i.2)
be the set of edges across the cut U. The capacity of the cut U with respect to the rate 
constraint j l  is defined as the sum of the capacities of all the edges across the cut:
leeE^
A cut U is a min-cut between node S and node t if it is any cut between node S and node t 
whose capacity is less than or equal to the capacity of other cut between S and t. A min-cut 
between node S and node t can be thought as a bottleneck between node S and node t. 
Therefore, it is intuitively clear that the value of a max flow from node S to node t can not 
exceed the capacity of the min-cut between the two nodes. The following theorem known as 
the max-flow min-cut theorem, states that the capacity of the min-cut is always achievable. If 
G is a graph with the source node S, sink nodes t, and the constraints ju then the value of the
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max-flow from node S to node t is equal to the capacity of the min-cut between the two nodes. 
To illustrate the results in the multicast network, let w be the rate at which information is 
multicast form the source node S to sink nodes in a network G with rate
constraint / / .  We are naturally interested in the maximum possible value of w. With a slight 
changing of the notation, we denote the value of a max-flow from source node S to sink node 
t[ by maxflow ( t[ ). It is intuitive that
for all 1=1,2......,L, i.e..
w < max flow{ti ) (1.4)
^ -  m in  ) (15)
I
This is called the max -flow bound which has been proved in [2] [3]. We first show by two 
examples that the max-flow bound can be achieved in the network. The unit of information is 
the bit.
First we consider the network in the figure (1-3) which has one sink node. Figure (1-3) (a) 
shows the capacity of each node. By identifying the min-cut to be {S ,1,2} and applying the 
max-flow min-cut theorem we see that
Maxflow ( ) =3 (1.6)
Therefore the flow in figure (1-3) (b) is a max-flow. In figure (1-3) (c) it has been shown that 
it is possible to send three bits bl,b2 and b3 from node S to node t l  based on the max-flow in 
the figure (1-3) (b). It has been shown that the max-flow bound has been achieved. It is 
possible to show that the max-flow bound can always be achieved when there is only one sink 
node in the network. In this case we only need to treat the information bit constituting the 
message as commodity and route them through the network according to any fixed routing 
scheme. Eventually all the bits arrive at the sink node. Since routing scheme is fixed, the sink 
node knows which bit is coming from which edge and the message can be recovered 
accordingly.
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Figure 1-3 A single sink network
b1b2
b1b3
(c)
We now revisit the butterfly network reproduced in figure (1-4) which again has two sink 
nodes. It is easy to see that
Maxflow (tl) =2 (1.7)
For 1=1, 2. So the max-flow bound asserts that we can not send more than two bits per unit 
time to both sink nodes t^  and tg . We have already seen the network coding scheme in figure 
(1-4) (b) that this achieves the max flow bounds. In this scheme the coding is required at node 
n.
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Figure 1-4 Max flow bound in butterfly network
1.1.3 Linear Network Coding
In the previous part the max-flow bound was established as the fundamental bound for 
multicasting a single information source in the point to point communication network. It has 
been shown in [4] that the linear network code is enough to achieve the max-flow bound at 
various levels of generality. In a linear network coding a group of nodes are involved in 
moving the data from source node S to L sink nodes. Each node generates a new packet, 
which is a linear combination of the earlier received packets on the links multiplied by the 
coefficients which can be randomly selected in the finite field. A message generated 7  ^ so is
related to the received message X^. by the relation:
i;=Z*A(i-8)
k = \
Each node forwards the computed value 7  ^ along with the coefficient used. The values
are the coefficients from Galois Field OF (2). Since the operations are computed in the finite 
field, the result of the operation is also the same length as the size of each vector K. Each node 
produces a similar output as computed above. This yields to the linear problem of the type 
Y=GX, where with the knowledge of Y and G, X can be computed. Each of the receivers tries 
to solve this linear equation. Decoding all original packets requires at least K coded packets to 
form a full ranked matrix which can be subsequently solved using Gaussian elimination. 
Finally the resulting value of Y=GX are solved to obtain X.
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1.2 Research Challenges in Network Coding
A new network design that employs network coding and exploits the broadcast nature of the 
network would essentially require a new network protocol design. The research challenges for 
the deployment of network coding in the network have been summarized as follow:
1.2.1 Network Challenges
The advantage of network coding allows the network to simultaneously transmit a single data 
packet to multiple receivers. Most of the challenges are not created by the nature of network 
coding whereas they are side results of relying on the broadcast channel, which has 
implications on routing, and transport protocols. These protocol and development challenges 
have been summarized as follow:
1) Routing and Rate Control: Traditional routing imposes a point to point communication and 
provides a single path from source towards the destination on the network. However in the 
multicast network coding it is essential to have multipath from source to the destinations. The 
transmitted coded packets will be sent over different paths to the multiple receivers and then 
will be decoded at the receivers for data extraction. The issue of selection of the appropriate 
paths and their corresponding traffic are an important issue which has not been addressed in 
network coding design issue. Note that the issue of route selection and traffic allocation has 
also been addressed in the context of multipath routing.
2) Transport: As described previously, in a network with network coding all the coded packet 
need to arrive at the receiver to perform the process of decoding. In the case when all the 
coded packets do not arrive at the receiver within given time interval, all the received coded 
packet will be lost at the receiver. For network coding the high loss rate resulted by not 
receiving all the coded packets need to be addressed. Otherwise it will be considered as 
congestion by any transport protocol such as TCP [14]. This will cause to the unnecessary 
reduction of the transmission rate by the TCP. Therefore the transmission protocol needs to be 
redesigned to address this issue [5].
1.2.2 Coding Challenges
The requirement to achieve high data rate, high reliability and adaptively to channel condition, 
delay and memory requirement will all be addressed in coding challenge as follow:
1) Fast Coding:
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Network coding requires middle nodes in the network to complete operations over finite 
fields in real-time. The general linear codes used in network coding could be expensive in 
terms of the computational time. There is an increased effort to design lower complexity 
encoding and decoding algorithms inspired by low density codes, but this effort is still at its 
first steps.
2) Forced Reliability:
Network coding does not naturally provide a good performance if not all the packets arrive at 
the receivers. For instance receiving only n -  1 hnear combinations of n linearly combined 
packets is useless as all the coded packets need to be received at the receiver to perform the 
process of decoding.. This imposes stringent requirements for reliable delivery.
3) Delay in Real Time Traffic:
Network coding across n packets implies that a receiver desires in general to collect all n of 
them before extracting the data. In real-time applications, such as audio and video, the 
associated delay might be excessive for large values of n, which seems to indicate that small 
values of n would be desirable. Using small values of n on the other hand may not allow us to 
optimally mix the information and realize the theoretically promised benefits. Thus, there is a 
tension in balancing these two opposing requirements.
1.2.3 Specific Research Challenges on Delay Minimisation
A key component of an efficient network coding based on multipath routing in multicast 
networks is the delay minimisation that deals with how to minimise the delay of the encoded 
packets distributed amongst the multiple paths from a source to destinations. This is an 
important issue as coding is performed over a block of packets and the actual delay is the time 
needed for the receiver to wait for receiving all the necessary packets within the block for 
decoding. Nevertheless, in spite of substantial practical interest in the employment of network 
coding in the network, the delay performance resulting from network coding has not received 
enough attention in the literature. Some papers [6-7] investigate the gains in delay 
performance resulting from the use of network coding in the rate less transmission scenario 
where the capacity of channel has not been taken into consideration. Although in these 
research studies, the information flow maximization may appear to reduce delay according to 
Little’s law, the results derived there do not hold true in real networks [8]. This is because in 
real networks the coding is performed over large blocks and each packet in the block must 
await the completion of the whole block before it can be decoded. Therefore the actual delay
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is the time needed when the receiver gets all the necessary packets within the block for 
decoding.
In addition, in the above works it has been assumed that the data travels synchronously 
through the network and the edges have integer unit capacity. However in real networks the 
edge capacities are different and changing over the time as the processing rate and the 
available bandwidth for different edges vary [9]. Furthermore these studies assume 
synchronised packet delivery whereas packets in real networks are subject to random delay 
and losses which can cause extra delay in block recovery [10].
To address these shortcomings, two broad set of approaches have been proposed in the 
literature for delay minimisation. In the first category, delay reduction is achieved through 
better coding techniques whereas in the second approach, delay reduction is achieved through 
better routing and rate control schemes \
In this thesis we will investigate delay minimisation in network coding based on multipath 
routing from one source to several destinations using the second approach (appropriate rate 
control and routing over the network). The complexity of this problem is that there exist 
multiple traffic constraints on the joint paths for delay minimisation to each destination. In 
addition, delay minimisation to one destination is dependent on delay minimisation to other 
destinations with common joint paths. These constraints make the finding of an analytical 
solution to minimise delay in a large network of n paths very difficult to solve.
In order to be able to provide analytical solution for such optimisation in heterogeneous 
network of n paths and without the loss of generality we assume that bandwidth can be 
reserved in the joint paths to make the optimisation problem for each destination independent 
from the other. Using this assumption, the delay minimisation in network coding based on 
multipath routing from one source to several destination becomes subset of delay 
minimisation in several decomposed disjoint multi path routing network from one source to 
one destination.
1.3 Thesis Contribution
The following contribution has been made in this thesis:
 ^ - The complete literature review of the works which address these issues will be explained in the next 
chapter.
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1- Average delay minimisation
We investigate the problem of traffic allocation for average delay minimisation in 
heterogeneous networks of resources in multiapth route. We provide a Kuhn Tucker analytical 
solution for a situation where the resources can be described by M/M/1 queuing theory. We 
illustrate the quality of our solution by comparing results with those obtained via a simple ad 
hoc resource allocation in large heterogeneous networks. We will then improve the previous 
solution to the closed form Lagrange solution as the delay minimisation obtained in the 
previous part is dependent on the parameter which has to be calculated numerically. The 
closed form average delay minimisation provides an explicit solution for delay minimisation 
when the resources follows M/M/1 queuing model. The main advantage of the proposed 
average delay minimisation is the simplicity of the computational calculation of the analytical 
solution. The results have been compared with Kuhn Tucker solution for the average delay 
minimisation proposed previously. It has been illustrated that in addition to the simplicity of 
the calculation the obtained result can well fit the Kuhn Tucker form average delay 
minimisation. To implement such delay minimisation, an intelligent traffic distribution policy 
is introduced which estimates the resources and allocates the traffic to minimise the average 
delay.
2-Maximum delay minimisation
It is important to note that the actual delay in the network coding based on multipath routing is 
the maximum delay of all the paths. This is because the end-to-end delay experienced by the 
user is measured from the time the first coded packet leaves the source to the time when all 
the coded packets arrive at the destination. Therefore, the bottleneck path that has the 
minimum resources and therefore the highest delay specifies the actual delay. We have 
investigated this issue of delay minimisation through maximum delay minimisation. It has 
been illustrated that maximum delay minimisation can be achieved through delay 
synchronization of all the paths if the delay is a monotonie increasing function in respect to 
the traffic. By developing a theoretical framework, traffic distribution pohcies have been 
proposed to achieve the maximum delay minimisation through delay synchronization when 
the delay function has M/M/1 characteristics. The results for maximum delay minimisation 
have been compared with the average delay minimisation introduced in the first contribution. 
It has been shown that maximum delay minimisation policy can simultaneously minimise the 
delay of the bottleneck path and the average delay when the resources are uniformly 
distributed. Furthermore we have investigated a practical intelligent traffic distribution policy 
where the aim was to intelligently distribute the traffic in a multi path route environment in 
order synchronize the delay of the paths.
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3-Delay Minimisation in network coding based butterfly network
A key component of an efficient network coding based on multipath routing in butterfly 
networks is how to minimise the waiting time at the receivers to decode the packets received 
via different paths. This contribution addresses this issue by applying the average delay and 
bottleneck path delay minimisation techniques for the multipath routing from one source to 
one destination introduced in previous contributions to the network coding based multipath 
routing in butterfly network with two receivers. Based on analytical and simulation studies, it 
will be shown that maximum delay minimisation and average delay minimisation result in 
better performance compared to pure network coding. To implement such delay minimisation, 
an intelligent traffic distribution policy is introduced and evaluated.
List of publication
The following papers have already been published during the course of my PhD:
Journal Papers:
1) S.Mostafa.Mostafavi, E.Hamadani, R.Tafazolli, H.Cruickshank “Delay Minimisation in 
Network Coding Based Multipath Routing” submitted for IEEE/ ACM transaction in 
Networking.
2) R.Kuhn and S.M.Mostafavi, “Optimal Routing Policy”, IEEE Communication Letter, vol 
12, No3, 222-224,2008.
3) S.Mostafa Mostafavi, E.Hamdani, R.Tafazolli.H.Cruickshank “Intelligent Traffic 
Distribution in Multipath Routing” Accepted for lET Communications Journal
Conference Papers:
1) S.Mostafa.Mostafavi, E.Hamadani, R.Tafazolli, “Maximum Delay Minimisation in 
Multipath Routing”, Accepted for CNSR 2010, Montreal, Canada
2) S.Mostafa.Mostafavi, E.Hamadani, R.Tafazolli, “Average Delay Minimisation in Multipath 
Routing”, Accepted for IWCMC 2010, Caen, France
3) S.Mostafa. Mostafavi, E.Hamadani, R. Tafazolli, “An Intelligent Traffic Distribution Policy 
in Wireless Mesh Networks”, Future Network and Mobile Summit 2010, Florence, Italy
4) S.Mostafa. Mostafavi, Mirko Presser, Haitham, Cruickshank and Rahim Tafazolli, 
“Intelligent Synchronized Data Aggregation for Wireless Sensor Network” CAPS 2007, 
Guildford, UK
12
Chapter 1 : Introduction
1.4 Organization of the Thesis
The rest of the thesis is organized as follow:
Chapter 2 classifies the delay challenges faced by the network coding and classifies and 
discusses the existing work in the literature for improving the performance of the end to end 
delay in network coding.
Chapter 3 provides the solution for the minimisation of the average delay in the general 
disjoint multipath routing. In this chapter we will first propose a Kuhn Tucker form solution 
for the traffic distribution on each path with different resource in order to minimise the 
average delay in the network. We will then improve the solution to a closed form Lagrange 
solution for average delay minimisation. Furthermore an intelligent traffic distribution policy 
which can estimate the resource and minimise the average the delay has been proposed. 
Chapter 4 provides a solution for the maximum delay minimisation in the general disjoint 
multipath route network. It shows that such delay minimisation can be achieved through delay 
synchronization over all the paths. Furthermore it provides a closed form solution for traffic 
distribution on each path with different resource for the purpose of delay synchronization. It 
will then compare and analyse the solution to the delay synchronization with the solution to 
the average delay minimisation. It will be illustrated that delay synchronization can provide 
the average delay minimisation and the maximum delay minimisation at the same time when 
the resources are uniformly distributed. Furthermore an intelligent traffic distribution policy 
will be introduced to achieve delay synchronization over all the paths
Chapter 5 applies the solution for the average delay minimisation and maximum delay 
minimisation proposed in chapters 3 and 4 in the network coding based multipath routing in 
the butterfly network. We will compare the end to end delay obtained by our novel traffic 
distribution proposed in chapter 3 and 4 with the solutions used in the literature.
Finally chapter 6 concludes the thesis by highlighting the outcome derived from this work and 
suggests the direction for the future work.
13
Chapter 2: Delay Minimisation in Network Coding
Chapter 2
2 Delay Minimisation in Network Coding
Chapter Outline: In this chapter, we will firstly outline the delay analysis and the challenges 
of delay minimisation in a network with network coding. We will then provide the key 
solutions in the literature for delay minimisation for such a network.
2.1 Introduction
In communication networks, network coding is used to maximise information flow from 
source to the destination. In this chapter, we first briefly outline the analysis of the delay on 
network coding and consequently discuss the challenges of delay minimisation in network 
coding. We will then explain the existing works to analyse the delay in network coding based 
network and explain the solution to reduce the end-to-end delay of data transmission in such 
network.
2.2 Challenges in Delay Minimisation
As discussed in the previous chapter network coding is a promising generalization of routing 
which provides a transmission mechanism to improve the performance of multicast networks, 
first proposed by Ahlswede [2]. While most common approach for data transmission is built on 
routing and scheduling, it has been shown that for broadcasting to multiple receivers, network 
coding is an efficient way to utilize the capacity of the network. In general, network coding has 
been used in networks that are categorized by inadequate power, computational and 
communication resources. Network coding allows intermediate network nodes to mix the data 
and the final receiver can then extract the original message from the mixed message data 
packets that it receives. This policy can be used for information flow maximization and 
reduction of power consumption in the network [11]. Furthermore, compared to a classical 
routing approach which deals with packets in sequence, network coding allows a reduction in 
maximum time spent by packets in the buffers and consequently decreases the congestion in 
the network. This theoretical delay reduction is based on the fact that, with network coding, the
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node processes several packets simultaneously and therefore the number of the packets which 
needs to be processed and as a result the time needed for their processing will decrease [8]. 
However by considering the practical issues there exist major differences between the previous 
theoretical work which has been done in network coding and their application in the practical 
real network. In the previous work [6-7] and in the introduction of the network coding in the 
previous chapter it has been assumed that the data travels synchronously in the network and 
the edges in the network graph have integer capacity. Nevertheless, in real practical networks 
the capacities of the edges of the network are not similar to each other and vary over the time 
as the processing rate and the available bandwidth for different edges changes due to the joins, 
leaves, nodes or link failures, congestion and so on [9]. Furthermore packets travel 
asynchronously with different delay on each route and they are subject to random delay and 
losses and can not be recovered until all the necessary information is received. This will cause 
the delay in the networks increase significantly due to the absence of synchronization of the 
receipts of the packets at the receivers [10]. Although the throughput gains may appear to 
imply gains in delay through Little’s law, this is not the case since coding is performed over 
large blocks and each packet in the block must await the completion of the whole block before 
it can be decoded. Therefore the actual delay is the time needed to achieve the linear 
combination of all the packets.
As the delay between data transmission and successful delivery to the receiving application is 
one of the key concerns when applying network coding there exist several works which 
analyze this issue and propose solutions for delay minimisation. We will review the literature 
of delay analysis and delay minimisation in a network coding scenario in the next section.
2.3 Existing Solutions for Delay Minimisation
At the beginning we explain some of the theoretical works in the literature for analysis of the 
delay in network coding scenario. We will then explain the existing solution to mitigate the 
negative effect of delay in such a network.
2.3.1 Analysis of the Delay
Despite considerable practical interest in the use of network coding in wireless communication 
systems, gains in delay performance resulting from network coding relative to traditional 
scheduling have not been analyzed or quantified in the literature for a real network. Paper [7] 
investigates the gains in delay performance resulting from network coding in the rateless 
transmission scenario, where data of fixed length is to be communicated over the channel.
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They consider a model of file transmission to multiple receivers from a single base station. In 
this context, the comparison in delay performance between traditional schemes and network 
coding is performed through the completion times of the whole data. Using this model, it has 
been shown that gains in delay performance from network coding with or without channel side 
information can be substantial compared to conventional scheduling methods for downlink 
transmission. Although the rateless transmission scenario presented in [7] may appear to imply 
gains in delay, they have not analysed the case in the real network when it is necessary to 
assume the data rate and the capacity rate of the channels.
The work in [6] introduces a network coding algorithm for a video conference system to 
minimise the maximal transmission delay during multicast while retaining high throughput at 
the same time. The proposed network coding scheme is based on the following assumptions: 
(1) All nodes are logically equal: each maintains a member hst and takes full charge of its own 
multicast tree. (2) All nodes have the same and limited bandwidth. (3) Link is with unit- 
capacity, but a pair of nodes may have more than one links between them. It was shown that as 
the number of receivers in the multicast scenario increase the difference between the delay in 
the network with network coding and without network coding increase. In general the 
experimental results have shown that network coding is quite useful under the challenging 
condition of large number of receivers and high throughput requirement. Nevertheless the 
analysis needs to be justified in the case of packet stream.
In [12] the scaling laws governing the delay performance of network coding and scheduling in 
a simple cellular downlink model were described. It uses network coding for reducing 
transmission delay of large files in multicasts. The scenarios which have been analyzed in the 
paper are the two cases of elastic traffic and inelastic traffic. Under both traffic types, an 
extensive analysis of the gains of network coding as compared to traditional transmission 
strategies is provided. It has been shown that for the same delay constraint, network coding is 
not only able to support an appreciably larger number of receivers than scheduling but also 
permits a higher throughput. However, the analysis is not applicable in the case of packet 
streams.
In [13] the delay analysis of random linear coding for randomly arriving packets has been 
investigated. The paper addresses the stability and delay performance of a multicast erasure 
channel with random arrivals at the source node. The encoding strategy they have assumed is 
to fix the number of packets used in encoding, as a fixed parameter which has been denoted by 
K, and to enforce encoding over groups of exactly K packets. The delay analysis of such 
approach shows that in a lightly loaded system in which packets arrive infrequently, a delay 
penalty is incurred by the need to wait for enough packets to arrive in order to form a group of 
K. Finally the delay of random linear coding strategy has been compared with standard
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retransmission (ARQ) scheme. It shows that, although the retransmission delay may saturate 
sooner than random linear coding, the coding scheme incurs significantly higher delay for 
small arrival rates.
In [15] a queuing model for encoding nodes in a multicast network with network coding has 
been presented. It considers the delay analysis of network coding in the network without global 
synchronization due to different characteristics of the links and the data processing capability 
of the nodes, over the entire multicast network. It has been shown after matching and 
combining of data packets, the resulting departure flow is of asymptotical Poisson nature with 
the same parameter as the arrival processes. With this model, the departure process and the 
queues at the encoding nodes, as well as the total delay performances of network coding in a 
typical network have also been studied and analyzed. The theoretical results on the average 
delay and the average queuing length are obtained, and then verified by simulation. 
Furthermore, the total delay performances of network coding in a typical network are 
evaluated and compared with the theoretical estimations. Through the simulation, it is found 
that the lengths of the queues at the encoding nodes increase infinitely if we just take matching 
and encoding into account. It has also suggested a modification for the model by introducing 
some feedback schemes for adaptive encoding to keep the network stable when adopting 
network coding technology.
2.3.2 Minimising Delay
In the literature there exist two approaches to minimise the delay. One of the approaches is 
through possible coding solution and the other through routing and rate control solutions.
The approaches are explained in the following sections:
2.3.2.1 Coding Approach
Network coding across n packets implies that a receiver in general should receive all of the n 
coded packets to decode the data. In real-time applications, such as audio and video, this may 
create an excessive delay for large values of n, which may indicate that small values of n 
would be desirable. On the other hand using small values of n may not allow us to mix the 
information optimally and observe the theoretically promised benefits of network coding on 
information flow maximization. Thus, there is a tension in balancing these two opposing 
requirements. Hence there exist several approaches which try to mitigate the delay through 
appropriate coding.
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In [16], it has been shown that by using fast forwarding strategy network coding can be used to 
reduce the worst case end-to-end delay bounds compared to a classical routing strategy. This 
result has been explained by the fact that network coding because of its property to process 
simultaneously packets from different flows, can manage the congestion better than classical 
routing. The evaluation of worst case delays both in routing and coding approaches have been 
presented by network calculus tools which allows the computation of upper bounds in terms of 
delays, throughput or buffer sizing. The result obtained in [16] shows that network coding can 
improve these guaranteed end-to-end delay bounds using fast forwarding strategy and has been 
compared with the general network coding strategy. Firstly a general strategy has been 
analyzed which performs a combination of all the packets of the same generation i in each 
coding node. This combination will be done in the situation that all the packets in the given 
generation are in the buffer of intermediate node or some packets of the generation i are not in 
the buffers and the deadline of the arrival time of the generation i is exceeded of their 
corresponding packet of the generation / + 1. If a packet of a given generation is not received 
before the time limit, the node assumes that the source did not generate a packet in this time 
interval, and it performs combinations with the available packets. Algebraically, this is 
equivalent to replacing the missing packets by packets full of zeros. To mitigate the waiting 
delay for the packets of the next generation a strategy called fast forwarding strategy is 
proposed in the paper. It allows partial combination in intermediate coding nodes and uses 
packet checksums at the receiver to check the recovery of the initial packets. This policy 
addresses the issue when all the flows at the coding nodes or intermediate nodes are not active 
and some of the flows are idle. In this case, if other flows wait for them in the coding nodes, 
their end-to-end delays are increased. The improvement they have proposed is to allow 
avoiding this problem by authorizing the packets to leave the coding node even if the whole 
generation is not arrived. The decoding of a generation begins at the receiver as soon as the 
first packet of this generation arrives and it is not necessary to wait for the arrival of all packets 
of this generation.
Finally the delay obtained form the fast forwarding strategy and the general strategy have 
been compared with the delay in the classical multiplexing routing strategy. It has been shown 
that fast forwarding strategy can perform better delay than general coding strategy and 
classical multiplexing routing.
Paper [17] considers coding over packets that randomly arrive at a source node for 
transmission to a single destination. It proposes a coding strategy to mitigate the delay penalty 
which is incurred by the need to wait for enough packets to arrive at the transmitting node in 
order to form a group of K packets for coding. Alternatively, the proposed coding scheme 
could adapt to the amount of traffic buffered at the transmitting node. If there is only one 
packet in the queue when the channel becomes free, then reliable transmission is carried out by
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retransmitting lost packets. If there are at least two packets in the queue, then random linear 
coding is carried out over the number of packets available in the queue when the channel 
becomes free. If there are more packets awaiting transmission, then the source performs 
random linear encoding on the number of packets available, up to a maximum of K. The paper 
provides an analytical model that captures the delay performance of a random linear coding 
scheme that adapts to the traffic load at a source node with an infinite-capacity buffer.
Such a scheme is investigated in [18], where in each transmission opportunity the source node 
sends a random linear combination of the packets queued in its finite-capacity buffer. 
Simulation studies are used in [18] to investigate the delay as a function of buffer size.
The paper [19] argues that random linear network coding has the problem of decoding delay as 
the scheme is block-based. The scheme would segment the stream into blocks (also called 
generations) and process one block at a time. If decoding can begin only after receiving a full 
block, then high throughput would require a large delay. It argues that this delay is critical for 
many applications today with continuous stream of packets in real-time. To overcome such 
problem a new coding and queue management algorithm is proposed for communication 
networks that employ linear network coding. The algorithm has the feature that the encoding 
process is truly online, as opposed to a block-by-block approach. The setup assumes a packet 
erasure broadcast channel with stochastic arrivals and full feedback. It guarantees that the 
physical queue size at the sender tracks the feedback. The mechanism may be viewed as a 
natural extension of ARQ schemes to coded networks. However the weakness of the ARQ 
method is that it favours good receivers and penalizes bad receivers and thus causes large 
average packet delays at high loads.
In [20] the design of online network coding algorithms with timely delivery guarantees has 
been considered. The assumption is that the sender is providing the same data to multiple 
receivers over independent packet erasure channels with the perfect feedback. By providing an 
analytical framework for evaluating the decoding delay, it has been shown that ARQ scheme 
fails to recover the packet losses of the receivers with a poor channel in a reasonable time. In 
order to overcome such problem after loss of one of the packets, a new encoding rule for the 
break of the further linear combination of the packet which can not be decoded is proposed. It 
has also been shown that sending uncoded packets at key times ensures that all the receivers 
are able to meet specific delay requirements with very high probability.
It has been shown in [21] that although network coding seems to provide higher capacity and 
achieve the min-cut capacity in multicasts and lower queuing delay as a block coding 
mechanism, it may increase the total delay per packet by introducing latencies at decoding 
stage. To overcome this problem they have proposed a hybrid algorithm to send the original
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packet to the receivers that have not received all the coded packets to decode the original data. 
The hybrid algorithm also establishes a heuristic that can be used to determine (i) the 
appropriate maximum coding size K, and (ii) reception of the right combinations of native 
packets. This can be used to reduce the delay experienced by the receivers and the system as 
well. The reduction in the average decoding time across all the receivers has been compared 
with the pure random linear network coding situation. Furthermore, they have also proposed an 
adaptive multicast method that minimises the average delay per received packet while 
improving capacity through network coding. At the macro-level, the proposed method 
adaptively controls the number of packets to be encoded in a batch according to input load. At 
the micro-level, the method schedules packet combinations that will minimise the average 
delay per received packet at the receivers. The former adjusts K to the load of the system and 
always converges if the system can be made stable. The latter minimises the average decoding 
time required across all clients.
It has been shown through simulations that the proposed adaptive method offers a large 
performance gain over the ARQ scheme, and that scheduling coding combinations gives 
further performance improvements over pure random linear coding. Since delays increases 
exponentially with arrival rates, these gains are especially apparent at high loads.
A cross-layer optimization framework for designing multi channel wireless mesh networks 
employing network coding to support multiple unicast applications has been developed in [22]. 
For the network-layer formation, they propose a network code construction scheme based on 
linear programming, with which the possible achievable coding MAC gain has been 
significantly increased. Moreover on the network code construction, the delay constraints have 
been imposed, so that the possible impact of the extra decoding delay on the upper layer 
TCP/IP performance could be reduced without changing the upper layer protocols. The results 
can be considered as an important guide for practical network design.
In [23] it has been discussed that packet delay of random network coding increases with the 
block length and the overall erasure probability increases with the coding field size. To 
overcome such problem they have considered a finite coding field size under a finite delay 
constraint without accumulating blocks of packets for network coding. To this aim a dynamic 
network coding scheme based on the instantaneous queue contents has been introduced. 
Depending on the channel feedback, the source node distributes packets among virtual queues 
and coordinates coded transmissions to optimize the stable throughput rate, which 
asymptotically approaches the max-flow min-cut bound, as the erasure probabilities decrease. 
The advantages of queue-based dynamic network coding are the following: (i) It can operate 
with a small coding field size depending on the number of receivers and on the throughput- 
complexity trade-off involved for coding and queue management, (ii) There is no need to
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accumulate blocks of packets with fixed length to start network coding, (iii) For two receivers, 
the achievable stable rate is optimal. For more than two receivers, the stable rate can approach 
the max-flow min-cut bound for small erasure probabilities depending on the complexity 
allowed for coding and queue management. This rate is larger than that which can be achieved 
by random network coding, unless the coding field size and block length are assumed to be 
sufficiently large.
In [24] the authors address the delay problem of single source multicast network coded 
network employing random linear network coding. It argues that in the case of random linear 
network coding the M packets arriving at the sink will be random linear combinations of 
original transmitted packets, and it has to wait, buffering the received packets, until all M 
innovative packets have been received before the sink start decoding even the earliest source 
frame. To mitigate the buffering delay over networks, the authors consider here an alternative 
approach based on (forward erasure correction) coding. In particular, the authors propose to 
use a linear code with very short block length which is called a delay mitigating code to create 
the data in the transmitted packets from the source packets in such a way as to minimise the 
delay incurred while playing the source out at the receiver.
In [25] the authors argue that since both fountain codes and random hnear network coding 
perform block-based encoding, the receiver may not be able to extract the original packets 
from the coded packets till the entire block has been received. This leads to a decoding delay, 
which is a problem for real time packet streaming applications such as video. The objective of 
their work is to find a coding algorithm that would allow playback before the full block is 
received for minimizing the average per-packet delay. To this aim for a packet erasure 
broadcast channel with three receivers, a new coding algorithm that makes use of feedback to 
dynamically adapt the code has been proposed. The algorithm is throughput optimal, with the 
additional constraint that it also achieves an asymptotically optimal average decoding delay at 
the receivers. In heavy traffic , where the load factor p approaches 1 from below with either the 
arrival rate (X) or the channel parameter (p) , the paper verify through simulations that the 
algorithm achieves an asymptotically optimal decoding delay. It has also been shown that 
expeeted queue size of undecoded packets is also asymptotically optimal. Thus, the proposed 
scheme also simplifies the queue management at the sender.
Paper [28] argues that although using network coding can be used as a mean to conserve 
bandwidth in the bandwidth-hungry services but additional delay is reintroduced back into the 
system at the destinations where “de-mixing” or decoding is performed. It discusses that in 
practical network coding, packets are coded in batches and thus suffer a large average delay 
per packet when packets get decoded after as the whole batch of the blocks needs to be 
received. It discusses that although a larger batch size provides the highest bandwidth savings,
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with a relatively light system load, it is not worthwhile to use a large block size with network 
coding as the transmission delay grows much faster than the reduction to queuing delay. An 
example is linear coding where packets are often encoded in blocks and can only be decoded 
upon correct reception of the entire block. Hence, the larger the block size, the larger delay is 
incurred at the decoding phase. It shows that block size is not the only parameter that 
determines delay performance. The large transmission delay is attributed to pure random linear 
coding as packets can only be decoded after receiving a whole block of encoded packets. In 
fact, this gives an upper bound to delay performance. Hence, the lower bound for delay is such 
that packets can always be decoded immediately. The paper illustrate hybrid network coding 
scheme can actually bring gains to delay. An example of a hybrid scheme, which could 
achieve the lower bound, is to send native packets or subsets of a block in each network-coded 
transmission instead of the full mixture of all native packets in the encoding buffer. Although 
the minimum delay bounds from both system and client perspectives have been derived in the 
paper there were no details given on how to achieve the possible delay gains.
2 3 ,2.2 Routing and Rate Control Approach:
In multicast network coding it is necessary to have multipaths from source to the destinations. 
The transmitted coded packets will be sent over different paths to the multiple receivers and 
then will be decoded at the receivers for data extraction.
Note that the issue of delay minimisation in multipath routing has been addressed in several 
studies. For instance, in [34], a distributed computation framework for multipath routing that 
specifies the fraction of traffic for each link based on the observed delay of the link has been 
proposed. The algorithm is applied independently at each node and successively updates the 
routing table at that node based on information communicated between adjacent nodes about 
the marginal delay to each destination. In [41] a near optimal routing algorithm is proposed 
which establishes multiple loop free paths using long-term end-to-end delay information and 
short-term local delay information. Multipath routing algorithms that optimally split the traffic 
between a given set of paths have been also studied in the context of flow control and 
intelligent traffic allocation. In [42] the problem of congestion-aware multipath routing in the 
internet has been considered. Using minimal congestion feedback signals from the routers, a 
class of algorithms has been implemented at the sources to stably and optimally split the flow 
between each source-destination pair. In addition, [43-44] consider multipath routing as an 
optimization problem with an objective function that minimises the congestion of the most 
utilized link in the network; however, they did not consider the quality of the selected paths. In 
[45], a routing which focus on multipath routing algorithms that both select the routing paths
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and split traffic among them have been proposed. The authors solve the problem of minimizing 
network congestion under the requirement to route traffic along paths of satisfactory quality. 
The study in [46] investigates multipath routing in wireless networks using simulation and 
based on the assumptions that the packet delays along all used paths between source and 
destination are the same and the delay along used paths is smaller than or equal to the delays 
along unused paths. Nonetheless all of these works on delay minimisation are based on the 
assumption of delay minimisation in multipath routing without network coding 
The issue of delay minimisation in network coding using routing and rate control approach is 
an important issue which has been addressed in several research works in the literature as 
follow:
In [26] it has been argued that the traffic is bursty and prone to congestion, hence rate control 
schemes are needed to guarantee the stability of the network and fairness among competing 
users with elastic demand for network coding based multicast. Hence the rate control 
algorithm for network coding based multicast for the purpose of utility maximization of the 
network has been proposed by the authors. To solve the problem of utility maximization, the 
paper proposes a distributed optimization decomposition approach. Moreover candidate 
network architecture for network coding based communication with rate control capability for 
the purpose of network utility maximization has been proposed by the authors.
Paper [27] raises the question of how to find a high throughput path not only with coding 
opportunity but also by avoiding overload and how to decrease the routing delay and cost by 
detecting coding opportunities. It argues that although excessive intersection of the traffic 
flows can bring forth more coding opportunities, they may make some nodes overloaded and 
decrease the throughput. In addition finding coding opportunities may cause the high routing 
delay. To solve the problem above a heuristics load balanced coding aware routing mechanism 
and its path metric called Heuristic Path Metric for Coding and Load-balancing (HPMCL) has 
been proposed. HPMCL evaluates a path considering network load, expected number of 
transmissions and potential coding opportunities. HPMCL proposes a method to detect the 
potential coding opportunities and the network load in the routing to request the evaluation of 
the performance of a path, and selection of the shortest path from all the candidates and 
reduction of the routing costs. Furthermore, the load has been allocated to different nodes 
based on the queue length or the metric called actively level of the nodes nevertheless they do 
not consider the real measure like delay for the quality of the path. More specifically, the 
HPMCL have the following properties:
1- “Heuristic Path Metric for Coding and Load-balancing” (HPMCL), which is a path metric 
which can incorporate network load, expected number of transmissions and potential coding 
opportunities into a unified manner when evaluating a path.
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2- The ingenious probe-strategy which can actively detect the potential opportunities in the 
transmission of a RREQ. Thus the destination can make a good routing decision by receiving 
only a few RREQs.
3- The routing control strategy which enables each intermediate node independently decides 
whether a RREQ is worth forwarding, so that unnecessary RREQs flooding can be avoided in 
the routing discovery process. Thus HPMCL can efficiently find high throughput paths having 
coding opportunities and achieve good load balance with low cost by the HPMCL metric and 
other effective measures.
In [29] the problem of establishing minimum cost multicast connections over coded packet 
networks, i.e. packet networks where the contents of outgoing packets are arbitrary, causal 
functions of the contents of received packets has been considered. This paper took the work 
done on the cost consideration from routed packet networks and applied it to coded packet 
networks. More specifically, they considered the problem of finding minimum-cost sub graphs 
to support multicast connections over coded packet network in both wire line and wireless. To 
establish minimum-cost multicast connections, they first determine the rate to inject coded 
packets on each arc and then determine the contents of those packets. However, designing 
protocols around the proposed algorithms is a challenging issue for coding scheme 
implementation.
In order to mitigate the delay of the receipt of all the coded packets by the receivers before 
starting decoding [30] propose a Systematic Network Coding. In the Systematic Network 
Coding, the source divides the transmission of L  packets into two phases. At the first phase, the 
server uses L transmission opportunities to sends the source packets in the order ,...,
without using any network coding combination. After this phase, the server sends coded 
packets if there are transmission opportunities available. As a result, the packets transmitted 
are L  source packets and N  - L  coded packets where N  represents the number of transmission 
opportunity. An important advantage of this scheme is that a packet in the first transmission 
phase can be used immediately for playing back without having to wait until successfully 
decoding the whole frame. The systematic term represents that the source packets are sent 
followed by coded packets similar to the systematic block code, in which the server sends L 
source packets and an additional number of parity packets. If any L  packets are received 
correctly, L  source packets are guaranteed to be decoded. The proposed scheme does not have 
waiting delay and the only delay is a process of solving a system of equations in the decoding 
process.
Paper [31] combines the two classic categories of network information flow and network of 
queues models that exist for computer networks. It argues that the network information flow
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model appropriately captures the multi-hop flow routing nature in general network topologies, 
as well as encodable and replicable properties of information flows. However, it assumes 
nodes in the network to be infinitely powerful and therefore does not accurately model queuing 
delay and loss at nodes. On the other hand the paper argues that the network of queues model 
instead focuses on finite capacities nodes and studies buffering and loss behaviours from 
stochastic perspective. In the combined presented model in the paper, they aim to combine 
advantages from both models. To this aim the paper start with the network information flow 
model and replace each infinitely powerful node with a finitely capacitied queue system 
instead. It has been shown that the optimal routing problems for unicast, multiple unicasts and 
multicast can all be formulated as convex optimization problems. As a proof of concept, 
mathematical programs that compute optimal routes for network flows based on minimizing 
average delay for the flows has been developed in the paper. Although the paper provided a 
model for minimizing average delay in the network of information flow which has been 
integrated with the network of the queues, the analytical solution for the delay minimisation 
has not been presented and the result has been obtained through simulations.
In [32] a decentralized algorithm that computes minimum cost QoS flow subgraphs in network 
coded multicast networks was presented. The resulting subgraphs are chosen to achieve 
minimum cost among all sub graphs that satisfy the given quality constraints such as delay and 
throughput. The proposed algorithm can handle any convex cost function in addition to user- 
defined delay and throughput requirements. These sub graphs are minimum cost solutions that 
also satisfy user specified QoS constraints, specifically handling elastic rate and delay 
demands. For delay the flows are divided into M quality classes and class 1 has the highest 
priority. Each class has a minimum required rate, per class and a maximum tolerable delay
constraint. The quality of service network coding as a network flow optimization problem has 
been formulated for such a network. The network flows such that the final solution satisfies the 
rate and delay constraints for all classes have been determined. It must be noted that the paper 
does not determine network codes. It only specifies flow sub graphs that satisfy required 
constraints.
In [33] a general solution for optimal multicast routing was presented. It shows that with the 
aid of network coding, the intractable optimal multicast routing problem becomes tractable. 
Given a network with a set of multicast sessions, each with their own traffic demands, it tries 
to route the multicast traffic regarding various objectives to avoid congestion, minimise overall 
delay, or to maximize the battery life of each node in a wireless network. The problem has 
been solved in an entirely distributed fashion by presenting a distributed routing algorithm, 
which is proved to converge to the point where the value of the objective function is 
optimized. In this solution, each node makes its own routing decisions based on periodic
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updating information from neighbouring nodes. More importantly, starting from any initial 
routing assignment, it finally converges to the optimal point, such as minimum network delay. 
The solution inherits the same design philosophy of Gallager’s algorithm [34], but it is 
significantly different from it, since it tries to achieve optimal routing in the setting of 
multicast communication with network coding.
In [35] a distributed algorithm with rate control and utility maximization for inter-session 
network coding for multiple unicast flows has been developed. The problem has been 
formulated as a convex optimization problem. The result is developed based on finding good 
paths through the network rather than finding specific structures in the network such as the 
butterfly structure. Furthermore they have proposed Pairwise Random Coding (PRC) scheme, 
which is a modified version of the random linear coding scheme which facilitates developing a 
fully distributed algorithm. Combining the distributed rate control and the decentralized coding 
scheme, information exchange between intermediate nodes has been eliminated. The only 
information required by the source is the weighted sum of the queue length updates of each 
link, which can be piggy-backed on the acknowledgment messages.
The authors in [36] argues that most existing network coding mechanisms are based on the 
assumption that all flows coded together have the same data rate, which is untrue for most 
applications. If the flows coded together have different data rates, the benefit of network 
coding cannot be fully realized. The paper argue that further gain is possible by making 
routing decisions with the awareness of coding opportunities and appropriately splitting traffic 
of a flow to maximize the total coding opportunities in the network. Hence, a coding-aware 
rate-adaptive on-demand multiple path routing mechanism has been proposed. The mechanism 
works in a rate adaptive manner and it splits one flow onto multiple paths, which can utilize 
coding opportunities effectively and balance network load. Furthermore, routing decision at 
each node is made in a localized manner.
Paper [37] argues that in many practical networks, traffic is bursty and elastic with varying 
rates, and since the network is shared by many users with unknown or changing demands, the 
available link capacities are unknown and variable. The author have presented two models for 
rate control for multicast with network coding, one for networks with given coding sub graphs, 
and one where such sub graphs are found dynamically to make full use of bandwidth while 
avoiding congestion and maintaining certain fairness among the competing flows in the 
network. The first proposed approach is to use coding sub graphs that are un-capacitated, 
specified which links are used by a session but not the amount of the data sent on each link and 
chosen based on general cost criteria that are independent of flow rates. This is a practical 
approach in most existing routing approaches that specify un-capacitated routes. Since each 
session uses only a limited set of trees, this approach may give lower rates compared to
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optimizing over the entire network, but it is much less complex. Furthermore they provide an 
algorithm that combines rate control at fast timescales and adaptive traffic shifting at slower 
timescales based on end-to end congestion feedback in the network. Another approach they 
consider does not explicitly find coding sub graphs, but makes dynamic routing and coding 
decisions based on queue length gradients. This approach, termed back-pressure, was first 
proposed for optimal routing and scheduling in [38]. The contribution of [37] is to incorporate 
rate control with network coding. The consideration of rate control uses the framework of 
utility maximization, which can provide the flexibility of modelling user application needs or 
performance objectives and guide the design of distributed algorithms. It has been shown that 
the proposed algorithms converge to the globally optimal solutions for each model.
In [39] a possible application of the cross layer QoS mechanism for network coding in future 
Internet has been presented. It has discussed that implementation of network coding requires 
selection of the encoding nodes and information about interconnecting links, links transfer 
rates, the local coding coefficients in the encoding nodes and network wide synchronization of 
the flows transmitted between neighbours. The paper builds a network coding multicast 
transmission path in real networks where link statistics, transfer rate, delay statistic, the 
computation of the coded rate on various links, the size and the structure of the encoded packet 
and the global coding coefficients have been considered. The proposed algorithm for building 
a network coding multicast path, firstly selects the node for network coding which fulfils the 
requirements related to processing capabilities, decoding and buffering capabilities necessary 
for network coding .Then it selects the links transferring the coded data to avoid links with 
large bit error probability, large delays or with intermittent connectivity. Finally the algorithm 
computes the multicast transfer rate of the network coding path by encoded packet size by 
considering the link rates and congestion. The solution could be used to implement multicast 
and multiple unieast transmissions, simplifying the resource allocation and routing algorithms 
in real networks.
It has been discussed in [40] that in scalable video coding (SVC) streaming based multicast in 
a heterogeneous network, the priority of receiving the base layer is critieal to the successful 
decoding of higher layers. The paper addresses a two-stage rate allocation optimization model 
for SVC streaming multicasting to heterogeneous receivers when network coding is applied in 
two stages. At the first stage, an improved minimum cost algorithm is introduced to minimise 
the base layer’s delay. Meanwhile, a maximum residual bandwidth (RMB) algorithm is used in 
the second stage to maximize the video quality. Finally, the benefits of the proposed scheme 
are demonstrated in simulations. It has also been shown that due to the limitation of the buffer 
size the results deviate from their original optimization objectives.
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2.4 Summary
This chapter has discussed the challenges of delay minimisation in network coding and 
described key solutions for delay minimisation in network coding scenario. Many of delay 
minimisation solutions proposed in the literature were classified according to their approach in 
to coding or routing and traffic allocation in network coding.
Further, it was noted that the delay minimisation solution through the traffic allocation and 
routing approach has not been addressed analytically in the literature. To the best of our 
knowledge the most closely related work in this area is the work in [31] which has addressed 
the issue of average delay minimisation. Although the authors have formulated the problem 
there are no analytical solution for route selection and traffic allocation given in the papers. 
Furthermore no other related work has taken into account the issue of bottleneck path delay 
minimisation. Thus further research should be needed to provide delay minimisation in 
network coding for enhancing the QoS performance of the real time and multimedia streaming 
application through traffic allocation and routing approach. In this thesis we will address the 
above issues by conducting comprehensive studies on delay minimisation through traffic 
allocation and routing approach.
28
Chapter 3: Average Delay Minimisation
Chapter 3
3 Average Delay Minimisation
Chapter Outline: In this chapter we investigate the problem of delay minimisation in 
heterogeneous networks of resources in the decomposed disjoint multipath routing network 
from one source to one destination. We first provide an analytical solution for average delay 
minimisation for the situation where the resources can be described by M/M/1 queuing theory. 
We will then improve the solution to have it as closed-form solution. We illustrate the quality 
of our solution by comparing results with those obtained via a simple ad hoc resource 
allocation in large heterogeneous networks consisting of A = 10000 paths with resources 
distributed uniformly in a given interval, in (0 1]. Based on the proposed solution, an 
intelligent algorithm which can minimise the average delay of all paths is proposed using an 
adaptive traffic sharing scheme.
3.1 Introduction
The solution to the delay minimisation in network coding based multipath routing from one 
source to several destinations as discussed in section (1.2.3) is the subset of solution for delay 
minimisation in the decomposed disjoint multipath routing network from one source to one 
destination. We should note that the solution for delay minimisation in the decomposed 
network from one source to one destination can also be applied on unicast multipath routing. A 
key component of an efficient multipath routing is the optimal resource allocation strategy that 
deals with how the portions of traffic should be distributed amongst the multiple paths from 
one source to a destination to improve the quality of service and minimise delay.
In this chapter we will first model the delay for a fixed network where there exist several 
resources which follow the M/M/1 queuing model [48]. We should note that this model has 
been widely used for modelling delay in scenarios where the processing delay is a dominant 
factor compared to the propagation delay. Data packets arrive according to a Poisson process 
and must be routed to parallel queues with exponential service time distributions. We 
investigate the problem of traffic allocation in this heterogeneous network of resources which
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is optimal in the sense of minimising the expected average delay for time of end-to-end 
processing of the data. We will first provide a Kuhn Tucker analytical solution for average 
delay minimisation for the situation where the resources can be described by M/M/1 queuing 
theory. We will then improve the Kuhn Tucker form solution to the closed form Lagrange 
solution which can well fit the Kuhn Tucker solution. We illustrate the quality of our solution 
by comparing results with those obtained via a simple ad hoc resource allocation in large 
heterogeneous networks consisting of N =  10000 paths with resources distributed uniformly in 
a given interval, in (0 1]. Based on the proposed solution, an intelligent algorithm which can 
minimise the average delay of all paths is proposed using an adaptive traffic sharing scheme.
3.2 Network Model
In this section we aim to characterize the network resources, traffic and the corresponding 
delay as follow:
Definition 3.1: A heterogeneous network consisting o fn  resources is characterized by the set 
]1^—(^ 11^ ,11^ , ,11^ o f values fo r  the individual resources. We shall denote by
n
the sum o f resources available in the system.
i = l
A  resource could be the data transmission capacity of a given communication channel (e.g. in 
bits/sec).
Definition 3.2: We denote by ^  ) the time dependent total traffic on the network; the
set represents the distribution o f the traffic load across the set o f resources with
and denoting the traffic load allocated to resource i
andA = '^ X -  .
f= l
Assuming an M/M/1 queuing model for the computational environment, we will have an 
expected delay D. for completion of packet traffic at resource i of the form
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The optimization problem we are going to solve here, is to allocate traffic across the 
heterogeneous network of resources in such a way that the average delay per packet
^average , (3.2)
/=1
p - Ais minimised. In this expression one readily identifies ^  ^  as the fraction of the total load
allocated to resource i
In the next two sections we will introduce two approaches for average delay minimisation. The 
first approach is Karush Kuhn-Tucker [49] approach which provides us a non-elosed form 
average delay minimisation solution whereas the second approach is Lagrange approach with 
some approximation which yields to the closed form average delay minimisation.
The optimal traffic allocation for average delay minimisation will be computed in Section 3.3 
and 3.4 for both of the approaches.
3.3 Karush Kuhn-Tucker Approach
The aim is to find the minimum of the average delay ~ ^average^^\P) given by
«
(3.2), subject to the constraint thatÀ = ^ À ^  , within the space of permissible A , i.e.
1=1
^ 0  for all i.
As the space of permissible solutions is defined in terms of a set of inequalities, the theoretical 
framework used to solve the present optimization problem is Karush-Kuhn-Tucker theory [49]. 
To this end one introduces the Lagrange
Ç{X,(P)-d -(Pq( ^ x^
i=i j=i ^  1=1 l^i ^  1=1 j=i
(3.3)
31
Chapter 3: Average Delay Minimisation
With a set of Lagrange multipliers; ^  =  here %  is introduced to deal with
n
the equality constraint X  — , while t h e ^  , 1 < i < n are introduced to handle the
i=\
inequality c o n s t r a i n t s > 0 .  The constrained optimum X ° is then found by solving the so- 
called Karush Kuhn-Tucker equations:
For i= l,. . .  ,n, together with
(3.5)
And
(])^ X^  = 0 , X ^ ^ 0 ,  (3.6)
Equation (3.5) expresses just the global constraint of complete load distribution; Equation,
(3.6) address the inequality constraints X^  ^  0 ,  / = 1 , . . . ,  n; one may distinguish between so- 
called active constraints for which X =  0 for the optimal solution, allowing for the
corresponding Lagrange multiplier (Zi to be non-zero, ^  0 ,  and the so-called in-active
constraints for which X >  0, and hence ^  = 0 by (3.6). Equation (3.4), have an explicit 
solution for , for any given ^  and , which can be written in the form.
It is useful to give explicit versions for inactive and active constraints respectively as follow:
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M,
8)
The version for the active constraints (3.9) fixes the unknown Lagrange multipliers in terms 
of the corresponding resource //., once ^  is known.
In order to determine the unknown we sum (3.7) over all i, and use the conditions 
described by (3.8) and (3.9) for the inactive and active constraints, respectively.
giving A  ^  ^  (Ai ) ,  thus
i =1
Where ® ( -^ )  “  ^{a:>0 } ®{x<0 )-By solving this equation for(Z^, one obtains the
unknown value of the LaGrange parameter ^  as a function of the total traffic 1, for given jU 
defining the collection of resources.
Inserting the solution ^  = ^q(2 |/ / )  of (3.10) into (3.8) and (3.9) one obtains the following 
solution to the optimal load distribution problem
The actual value of the minimal average delay per given traffic = D  {X\jn) is then simply 
obtained by inserting X  = X °  from (3.11) into (3.2), giving
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Resource Ratio Approach
Kuhn Tucker Average Delay Minimization
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Figure 3-1 Kuhn-Tucker average delay minimisation and resource ratio average delay
Dop, =  =  - 1 )  (3.12)
A  i=i -  A. A
>  0  i f  and o n ly  i fHere we have used the fact that for a valid solution 
- 1 > 0 .
Note the following features: (i) The optimal values A- for the traffic allocation problem 
depend only on the properties of the set of resources, i.e. on /J. , and of course on the total 
traffic X. (ii) whenever the capacity of the entire network of resources is not exceeded, i.e. 
whenever p >X, the optimal solution leads to a complete and feasible allocation of traffic to
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the system of resources, (iii) Once the solution ^  = (j)Q{X\jil) of (3.10) for a given system //
of resources is known as a function of the traffic X - a problem that can be numerically solved 
upfront and its solution stored, e.g., in a simple look-up table or in the form of some 
interpolating function- the solution (3.11) is explicit.
We illustrate the quality of the solution in figure. (3-1) for a random network of = 10000 
paths, with resources //. uniformly distributed in (0, 1], by comparing the delay per packet for 
the optimal solution as given by (3.11), with that given by a simple alternative ad-hoc solution
; - i .which we call resource ratio solution. In this solution A' ~  Mi and traffic are allocated in
M
such a way that each resource utilizes the same fraction of its resource. The assumption for jii-
to be uniformly distributed in (0, 1] is for the simulation purposes however, it can be 
generalized to any distribution. Note that delay has been depicted in respect to normalized
À,
throughput which is the ratio f  = — of total traffic and total resources. Figure (3-2) also
//
exhibits the ratio of idle processes as a function of the normalized throughput. It shows that at 
low computational load, speed-up is obtained by distributing the load only over the most 
powerful resources in the system, and that weaker resources are recruited progressively only 
with increasing load.
0.9
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o  0.7 
(3
CL 
£ 06 
IX
®  0.5
y
(f) 0,4
0.5
f
0.6 0.7 0.90.3 0.40.2
Figure 3-2.Selected path in Kuhn Tucker and resource ratio traffic distribution
Figure 3.3 shows the behaviour of the Lagrange parameter =^q(A |//) , here expressed as a 
function of /. It is worth noting that the performance of the system, as given by the value of
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Dopt as a function of /  = — , as well as the value of the Lagrange parameter will
in the large N  limit depend only on the statistical properties of the JLl. . The same is true for the 
actual speed-up that the optimal solution realizes in comparison with the heuristic solution.
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Figure 3-3 Lagrange parameter ^  in Kuhn Tucker solution
We should note that the solution we obtained in this part is dependent on the parameter ^
which takes a long computational time to be numerically calculated. As in the real network the 
traffic is changing over the time, the traffic distribution for the path needs obtained through a 
faster algorithm. A further improvement has been made in the next section to find the closed- 
form relation between traffic distribution and available resources.
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3.4 Lagrange Approach
Our objective in this section is to find the set of traffic load proportion
p A D M  ^  ^pA DM   ^p A D M   ^pA D M  p A D M   ^ pA D M  ) corresponding SCt of
delay ) to minimise the average delay in the
equation (3.2). Note that as this approach will be used in the rest of the thesis for average delay 
minimisation this policy is called ADM. Our objective in ADM is to minimise the and
obtain a closed form solution which is not dependent on the parameter (j>Q subject to the 
constraint = 1 . Note that the difference with the previous approach is that we will apply
f=l
the constraint that/^ > 0  for all i at the end on the obtained solution .To this aim, let us 
define D . as follow:
p A D M
1=1 i= l « '  (3.13)
Where (j) is Lagrange multiplier. To find the , the conditions given in both equations
(3.14) and (3.15) must be satisfied for all the paths:
3D, 1
ADM = (3.14)
^  = V p ^ ^ ^ - l  = 0 (3.15)
6  '
To solve this system of equations, let us rewrite equation (3.14) as below:
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Therefore we have:
= i ^ , V l < i< n  (3.17)
By summing up the equation (3.17) for all values of, i we have:
(3.18)
z=l
or
(3.19)
i=i (=1 V r  1=1
” V'"l
Considering the constraint ' ' ^ p . ^ ^  =  1 ^nd given that A  ~  , (2>can be calculated as:
i=l 1=1
(3.20)
p  — A
By substituting the value of from equation (3.20) into equation (3.17), p ^ ^ ^  can be 
calculated as follows:
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(3.21)
Finally using equation (3.21) and considering the fact that ^  
distribution under ADM policy can be solved as follow:
ADM
^ D M
A
the traffic
= ( f i .  ---------- ) (3.22)
;=i
We should note that the solution to the above equation is valid if > 0 . In practice, this
means that only paths that satisfy the following inequality should be selected for traffic 
allocation (i.e. the rest of paths should be evicted from the list of paths to be used by ADM). 
This means that the selected path should have the following property:
7=1______
Î # ;
7=1
(3.23)
Therefore, ADM provides 2 stages for average delay minimisation. At first stage, it selects the 
paths with enough resources to satisfy the above inequality (Path Selection). Then, it allocates 
traffic among chosen paths in order to minimise the average delay over them (Traffic 
Allocation).
5 ADM
Having found the and in equations (3.21) and (3.22), the value of delay for
each path under ADM policy can be calculated using equation (3.1) as follow:
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D.ADM _  ;=1 (3.24)
7=1
Finally the average delay can be calculated by substituting equation (3.24) and (3.21) in the 
equation (3.2). The result has been derived as follow:
7=1 7=1
Figure (3-4) illustrates the accuracy of the above finding for a random network of iV = lO'^  
paths with the resources jU- which are uniformly distributed in the interval (0,1] by comparing 
the delay per packet in the Kuhn Tucker and Lagrange average delay minimisation in respect 
to the normalized throughput.
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Figure 3-4 Comparison of Lagrange and Kuhn Tucker average delay minimisation
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As it can be seen in this figure, for different values of traffic, the average delay obtained from 
Kuhn Tucker approach can well fit the average delay obtained from Lagrange approach.
Finally, figure (3-5) illustrates the path seleetion stage of Lagrange average delay minimisation 
and Kuhn Tucker average delay minimisation described in sections (3.3) and (3.4) 
respectively. As it can be seen, in low saturated network nearly half of the paths with lowest 
resources will not be selected for traffic allocation. However, as the network becomes 
saturated, the number of selected paths for traffic allocation will increase to utilize all the 
available network resources. Furthermore it can be observed that for the f>0.3 the number of 
the selected path for traffic allocation for Lagrange approach and Kuhn Tucker approaeh are 
approximately equal.
Lagrange Average D elay M inimization 
Kuhn Tucker Average D elay Minimization
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Figure 3-5 Ratio of selected paths in Lagrange and Kuhn Tucker solution
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3.5 ADM Traffic Controller
In previous section, we showed that ADM policy obtained through Lagrange approach can 
fairly well approximate the results for the delay minimisation in the Kuhn Tucker approach. 
ADM is not dependent on parameter ^  and takes less computational time for calculation. The 
summary of the traffic distribution and the average delay obtained from ADM policy are 
presented as follow:
r '  = (A  — ^ — )
 ^ --------- )x (----- ^ ---------- ))
1 = 1
 --------- )x (— -------
;= i ;= i
(3.26)
In this section, we propose an adaptive algorithm called ADM Traffic Controller (ADMTC) 
which employs the traffic distribution of ADM policy in multipath routing from one source to 
one destination to minimise the average delay and therefore minimise observed delay at the 
receiver.
The main idea behind ADMTC is to estimate the resources on each path based on the observed 
delay at the receiver and adjust the traffic on each path using equation (3.26). In particular, by 
assuming that there exist n paths the ADMTC has the following stages:
1) Initial Stage: At the first step the traffic distribution will be set equally for all the paths 
and the resource will be estimated based on the observed delay at the receiver.
2) Path Selection Stage: The suitable paths for traffic allocation will be selected according 
to the equation (3.23).
3) Traffic Allocation Stage: The traffic will be allocated to each selected path based on the 
equation (3.26) to minimise the average delay of the path.
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3.6 Simulation Results and Analysis
To evaluate and analyze the performance of ADMTC, we define a network of three parallel 
paths with different delay characteristics between a single source and a destination using 
OPNET simulator. To model the delay characteristic of each path, we first use M/M/1 queues 
with the processing rates of JUq = 7 5 0 0  bits/s, JU^ = 9600  bits/s, and =14000 bits/s, for 
paths 0, 1, and 2, respectively. To analyse the performance of the results for different value of 
y _ the traffic is set to different values of À = 15 Kb/s when f=0.4823 as high load, À = 5
Kb/s when f=0.1608 for medium load and À = 2.5 Kb/s when f=0.0804 for low load with 
Poisson characteristics and the size of the packets are 50 bits. We will see that these values of f 
are the values which provide us different results on the number of selected routs. At time 300 
seconds, ADM is applied to the system by averaging the delay of every 1000 packets at the 
sink node and estimating the resources of each path. The sink then propagates back the 
estimated resources of each path to the source. Finally, the source selects the paths needed and 
sets the proportion of the traffic for each individual path according to the estimated resource 
received from the sink.
Note that in order to normalise the delay results obtained from the simulation we present the
delay in terms of delay of each packet per packet duration. Packet duration is which is the
À
time needed to generate one packet. Hence using equation (3.24) the normalised delay for each 
path after applying ADM policy which is the delay per packet duration can be calculated as 
follow:
D elay^^^^   = - = J ^   V / , l < /  < » (3 .27 )
D elay
Furthermore using equation (3.25) normalised average delay in ADM policy which is the 
average delay per packet duration can be calculated as follow:
r '  ) x ( - ^ —  ,£ " ( 0 ) = ^ ^ = Z ( ( A  p ------)X (-— -------------------)) (3.28)
1=1
;=l y=i
43
Chapter 3: Average Delay Minimisation
3.6.1 High Load
For the high load /I =  15 Kb/s when f=0.4823 the results depicted in figure (3-6) and (3-7) 
clearly show that after applying ADM at time 300 seconds, the average delay observed from 
different paths become minimised and converge to the delay given in equation (3.28) and the 
delay for each path converges to the equation (3.27).
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Figure 3-6 Observed delay before and after using ADM, À = 15 Kb/s when f=0.4823
Furthermore the traffic ratio after and before applying ADM has been illustrated in the figure
3-8. It has been shown that after applying the algorithm the traffic ratio for the worst path has 
decreased whereas the traffic for the best path has increased. Furthermore, it can be seen that 
after path selection using equation (3.23) none of the paths have been eliminated from the set
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Figure 3-7 Simulation and analytical delay before and after ADM, À = 15 Kb/s, f=0.4823
of existing paths. This is due to the fact that at f=0.4823 with given resources all the paths need 
to be selected to achieve average delay minimisation.
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Figure 3-8 Traffic ratio before and after ADM, À = 15 Kb/s when f=0.4823
Figure (3-9) and (3-10) presents the PDF and CDF of the jitter before and after applying ADM. 
It has been shown that using the proposed algorithm the jitter has been reduced significantly. 
The results in the figure (3-9) shows that before applying ADM the jitter delay has got a large 
tail whereas after applying ADM the fat tail have been eliminated. Furthermore figure (3-10) 
shows that before applying ADM about 10% of the packets have had a jitter delay of more 
than 4.2 packet durations while this amount has decreased to 1.8 packet durations after 
applying ADM. This issue is very important for several real time traffic applications and in the 
case of network coding as it decreases the chance of packet drop at the receiver.
In addition the PDF and CDF of the delay of the packet before and after applying ADM has 
been depicted in the figure 3-11 and 3-12 respectively. It can be seen in the figure 3-11 that 
although ADM has originally been designed to minimise the average delay of the paths but it 
can also reduce the variance of the delay observed by the packets. Furthermore, figure (3-12) 
shows that before applying ADM about 10% of the packets have had a delay of more than 8 
packet durations while this amount has decreased to 4 packet durations after applying ADM.
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Figure 3-9 Jitter PDF before and after ADM for X = \5  Kb/s when f=0.4823
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Figure 3-10 Jitter CDF before and after ADM for X = \5  Kb/s, f=0.4823
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Figure 3-11 Delay PDF before and after ADM for À = 15 Kb/s, f=0.4823
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Figure 3-12 Delay CDF before and after ADM for À = 15 Kb/s, f=0.4823
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3.6.2 Medium Load
At the next stage we will test the ADMTC for the lower load of /I =  5 Kb/s when f=0.1608. 
The result depicted in figure (3-13) and (3-14) illustrate that similar to the previous simulation 
with high load after applying ADM at time 300 seconds, the average delay which have been 
observed from different paths become minimised and converge to the delay given in the 
equation (3.28) while the delay for each path converges to the equation (3.27).
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Figure 3-13 Delay before and after using ADM for 2, = 5 Kb/s when f=0.1608
Furthermore figure (3-15) illustrates the ratio of traffic after and before applying ADM. It has 
been shown that after applying the algorithm the path with the lowest resource has been 
eliminated from the selected paths while the traffic for the traffic for the path with the highest 
resource has increased. The reason is that that the resource of the worst path does not satisfy 
equation (3.23). Hence this path has been eliminated from the set of existing paths. This issue 
can be justified using the fact that with given resources at low load when f=0.1608 it is 
worthwhile not to choose the worst path in order to be able to minimise the average delay.
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Figure 3-14 Simulation and analytical delay before and after ADM for À = 5 Kb/s,
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Figure 3-15 Traffic ratio before and after ADM À = 5 Kb/s when f=0.1608
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The PDF and CDF of the jitter delay before and after applying ADM have been presented in 
the figures (3-16) and (3-17). Similar to the previous study for f=0.4823, It has been shown 
that using the proposed algorithm the jitter delay has been reduced nonetheless the difference 
is not as significant as in the high load. The results in the figure (3-17) shows that before 
applying ADM about 20% of the packets have had a jitter delay of more than 0.1 packet 
durations while this amount has decreased to 10% after applying ADM. As it has been 
mentioned, this is an important issue for real time traffic applications and in the case of 
network coding.
To present the statistics of the delay of the path, the PDF and CDF of the delay of the packet 
before and after applying ADM have been depicted in the figure (3-18) and (3-19) 
respectively. Both of the figures confirm the reduction of the average delay of the path after 
applying ADM. Moreover, it can be seen in the figure (3-18) that although ADM has originally 
been designed to minimise the average delay of the paths but it also reduces the variance of the 
delay observed by the packets. For instance, figure (3-19) shows that before applying ADM 
about 10% of the packets have a delay of more than 0.9 packet durations. Nevertheless after 
ADM this amount has decreased to 0.7 packet durations.
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Figure 3-16 Jitter PDF before and after ADM for À = 5 Kb/s when f=0.1608
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Figure 3-19 Delay CDF before and after ADM for À = 5 Kb/s when f=0.1608
3.6.3 Low Load
We have also simulated a scenario for a very low load at À = 2.5 Kb/s when f=0.0804. 
Similar to the previous studies, the result depicted in figure (3-20) and (3-21) show that after 
applying ADM at time 300 seconds, the delay for each path converges to the equation (3.27) 
and the average delay on different paths become minimised and converge to the delay given in 
equation (3.28).
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Figure 3-20 Delay at sink before and after using ADM À = 2.5 Kb/s when f=0.0804
Furthermore the traffic ratio after and before applying ADM has illustrated in the figure 3-22. 
It has been shown that after applying the algorithm the two worst paths have been eliminated 
from the portfolio of selected paths and all the traffic has been assigned to the best path. This is 
due to the fact that the resources of the worst paths do not satisfy equation (3.23). Therefore, 
the worst paths have been eliminated from portfolio of the existing path. This issue can be 
explained using the idea that with given resources at very low load when f=0.0608 it is more 
beneficial to choose only the best path in order to be able to minimise the average delay.
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Figure 3-21 Analytical and simulation delay for À = 2.5 Kb/s when f=0.0804
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Figure 3-22 Traffic ratio before and after ADM for À = 2.5 Kb/s when f=0.0804
Figure (3-23) and (3-24) present the PDF and CDF of the jitter delay before and after applying 
ADM. It has been shown that using the proposed algorithm the reduction in jitter delay is 
negligible as jitter delay is very small.
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The PDF and CDF of the delay of the packets before and after applying ADM have been 
depicted in the figure (3-25) and figure (3-26) respectively. Similar to previous simulation it 
can be observed in the figure (3-25) that ADM in addition to minimising the average delay can 
reduce the variance of the delay observed by the packets. For instance looking at the figure (3- 
26) it can be seen that after applying ADM almost all the packets have got delay of less than 
0.25 packet duration whereas before ADM more than 50% of the packets have got delay of 
more than 0.25 packets duration
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Figure 3-23 Jitte r PDF before and after ADM À = 2.5 Kb/s when f=0.0804
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3.7 Chapter Summary and Conclusions
In this chapter we provided an explicit solution to average delay minimisation for a 
heterogeneous network of resources in multipath routing. To this aim we have first provided a 
solution for average delay minimisation in multipath routing using Kuhn Tucker technique. 
We illustrated our solution by comparing the performance of the optimal solution with that of a 
simple ad hoc solution for a large heterogeneous network consisting of A = 10000 resources,
with jl- uniformly distributed in (0, 1] in R ^  . The optimal solution allocates traffic mainly to
the most powerful resources in the system, recruiting weaker ones only as the load increases. 
We have not discussed the problem of (optimal) load shedding when the capacity of the 
network of resources is exceeded, i.e., when X{t )> jU  .
We then argued that the solution obtained in the Kuhn Tucker solution is dependent on the 
parameter ^  which is known only implicitly as solution of (3.10). Hence calculating ^  and
consequently the traffic distribution based on no closed form Kuhn Tucker traffic distribution 
may take a long computational time. Therefore, at the next stage, we improved the solution for 
the average delay minimisation to a closed form solution using Lagrange approach with some 
approximation. We have shown that the average delay obtained from Lagrange solution can 
well fit the average delay obtained from Kuhn Tucker solution. Using this closed form
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analytical model, intelligent path selection and traffic distribution policies were proposed to 
achieve average delay minimisation. In contrast to Kuhn Tucker solution it was shown that the 
traffic for each path can be calculated based on the algorithm explicitly. Based on these facts, 
ADMTC was proposed to achieve average delay minimisation through an adaptive traffic 
distribution scheme. In addition, it was shown that although ADM has originally been 
designed for average delay minimisation it can also reduce the jitter delay and variance of 
delay simultaneously.
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Chapter 4
4 Maximum Delay Minimisation
Chapter Outline: It is important to note that the actual delay in the network coding based on 
multipath routing is the maximum delay of all the paths. This is because the end-to-end delay 
experienced by the user is measured from the time the coded packet leaves the source to the 
time when all the coded packets arrive at the destination. In this chapter we investigate the 
problem of traffic allocation for the purpose of maximum delay minimisation in heterogeneous 
networks of resources in the decomposed multipath routing network from one source to one 
destination. It will be proved that maximum delay minimisation can be achieved through delay 
synchronization. We will compare the proposed maximum delay minimisation with the 
average delay minimisation solution proposed in the previous chapter and show that maximum 
delay minimisation is a more efficient strategy for end to end delay minimisation.
4.1 Introduction
As we discussed in chapter 3 the solution to the delay minimisation in network coding based 
on multipath routing from one source to several destinations is the subset of solutions for delay 
minimisation in the decomposed multipath routing network from one source to one destination. 
In the previous chapter we addressed the issue of average delay minimisation in the 
decomposed multipath routing. It is important to note that the actual delay observed at the 
receiver is the maximum delay of all the paths. This is because the end-to-end delay 
experienced by the user is measured from the time the coded packet leaves the source to the 
time when all the coded packets arrive at the destinations for decoding. Therefore, the actual 
delay is specified by the bottleneck path, which has the minimum resources and therefore the 
highest delay. Hence in this chapter, we will address this issue through the maximum delay 
minimisation (MDM) of the data packets sent over the available paths. We should note that 
similar to ADM, the solution for maximum delay minimisation in the decomposed network 
from one source to one destination can also be applied on unicast multipath routing
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Similar to assumptions made in chapter 3, to perform the above studies we first model the 
delay of a disjoint multipath network with several resources and service characteristics. Based 
on the derived delay model, the chapter proposes traffic allocation strategies to achieve the 
MDM targets. It will be then proved maximum delay minimisation can be achieved through 
delay synchronization. Then the MDM policy will be compared with average delay 
minimisation (ADM) policy introduced in the previous chapter. It will be shown that 
maximum delay minimisation (i.e. bottleneck path delay minimisation) is a more efficient 
strategy for end to end delay minimisation in network coding scenarios.
4.2 Network Model
In order to obtain the solution through MDM policy, let us characterize the disjoint multipath 
network as follows:
1) The heterogeneous network with n disjoint path resources is characterized by the set 
of values for the individual resources. A resource could
be the data transmission capacity of the given communication channel (e.g. in 
bits/sec).
2) The set ^  5 • • » • • • » ) represents the distribution of the load across
the set of the resources /2 and the total traffic sent from the source is X  = ^
1=1
3) The set D  =  represents the delay values experienced on
each of the n paths when the distribution of the traffic along the paths is X   ^ and the 
distribution of the resources along the paths is ju . We will assume that the expected
delay D. for the completion of traffic at resource i is in the following form:
D. -  D, {X- ) -  —  / ( — ) (4.1) 
Mi Mi
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W here/is a monotonically increasing function of its argument, —— > 0 with / ( a:) ->  /q > 0
ax
f
as JC ^  0 hence D .>  —  = D™", and / ( x )  ->  «» as %—>1. These assumptions cover a very 
Mi
1
wide range of possible setups, including the M/M/1 queuing model, with = -------. We
\  — x
should note that if a particular path has the form of M/M/1 delay function characteristic then 
D. can be calculated as follows:
D, = — /  ( A )  = — X— U  =  _ J —  (4.2)
A  A  A  i _ 4 _
Ml
4.3 Analytical Solution
The second stage for delay minimisation in network coding is to minimise the maximum delay 
of data over the paths from source to destination. This is practically very important as such 
delay minimisation avoids data buffering in the destination node and reduces the delay 
experienced by the receiver to decode data.
One heuristic approach to achieve this target is to divert the traffic from the path with the least 
resource (and therefore the highest delay) to the other paths. By using this policy continuously, 
the delay of other paths will increase and the delay of the path with the highest delay will 
decrease until they become equal. Based on the above explanation, it is natural that 
minimisation of the maximum delay can be achieved through delay synchronization where the
objective is to minimise the "  for all the n paths.
n
To prove the statement that maximum delay minimisation leads to synchronization we look at 
a resource allocation problem for a heterogeneous network consisting of n resources, 
characterized by the set of values for the individual resources.
n
We shall denote by the ^  sum of resources available in the system. We will
i=l
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order the resources according to decreasing capacity, >  1 ^2 ""  ^  without loss of
generality, we will assume the capacities to be non-degenerate (if necessary, by pooling 
resources of equal capacity). As we explained earlier, we denote by ^  — X { t )  the time
dependent total traffic on the network; the set \  , . . ,  . .., ) represents the
distribution of the load across the set of resources withy^. = X. (?) denoting the share of the load
n
allocated to resource i and ^  ~  . We will note that we will assume that the expected
1=1
delay D. for the completion of traffic at resource i is of the form presented in the equation (4.1)
The optimization problem to be solved is to allocate traffic across the heterogeneous network 
of resources such as to minimise the maximum expected delay o f the active paths.
I }
= A )  (4.3)
y=i
at any given total load X .  Here is the number of active paths, implying that/^ = 0  for 
/ >  . The key result is summarized in the following.
Proposition: Given delays of the form described above, the resource allocation that 
minimises the expected maximum delay across the system is given by a configuration X  for 
which the expected delays of all active paths (those with/^ > 0 )  are identical and 
synchronised.
Proof: To prove this statement, assume it to be otherwise, i.e. that there is indeed an i* in the 
set Mg} of active paths with D.* > D. for all i ^ i *  in }. Then clearly the load
X . ,  on the path i* could be reduced, by rerouting some of it to other active paths, thereby 
decreasing Z).. and increasing the otherD ., i ^ i *  in {l,...,n^} so that such a configuration
could not have been a configuration minimizing the maximum expected delay, which proves 
the point. The resource allocation which minimises the maximum expected delay is therefore 
given by setting:
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and finding D  = D(X)  as the solution of
in which is the smallest integer for which D  = D{X) < D™“ for all j  >n^ .
The result for delay minimisation through delay synchronisation has also been obtained in 
[51]] for minimisation of the delay in road traffic, nonetheless our results are more general.
Note that the result we obtained is true for any queuing delay model in which the delay is a 
monotonie increasing function in respect to traffic. The delay model we have in the internet 
can be in the form of G/G/1 or M/M/l/K queuing delay. We will explain the performance of 
the delay synchronisation on these queuing models as follow:
1) G/G/1 queuing delay: In this model, the assumption is that the traffic does not follow 
Poisson distribution and the service time is not in the exponential form [48]. For 
instance the traffic can be in the form of Lognormal or Pareto Distribution. Note that 
in this model the delay satisfies the condition of being a monotonie increasing function 
in respect to traffic. Hence the delay synchronisation policy can minimise the delay of 
bottleneck paths. Nevertheless the synchronised delay can not be obtained in the 
closed form.
2) M /M /l/K  queuing delay: In this model the assumption is that the buffer size is finite 
and the packets can be dropped due to buffer over flow [48]. This issue can be 
considered as one of the main reasons for the packet drop in network coding scenario. 
This is due to the fact that in network coding all n coded packets need to be received at 
the receivers to perform the process of decoding. If one of the packets is dropped then 
none of the packets can be decoded. The synchronisation policy we have proposed can 
address this problem due to the following reasoning: If the delay on the paths follow 
M/M/l/K model the packet drop is due to the buffer overflow on the bottleneck path 
with the least resource and the maximum delay. Therefore to reduce the packet drop 
the delay of the bottleneck paths or the maximum delay needs to be minimised. In this 
model, the maximum delay minimisation can be achieved through delay
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synchronisation as delay model is a monotonie increasing function in respect to the 
traffic.
In order to be able to obtain an analytical closed form results for delay synchronisation and 
compare the theoretical results with simulation, we will assume that the delay on the paths 
follow M/Ml queuing model. In specific case, with the assumption that has the form of 
M/M/1 the synchronization of the delay across all the paths needs to be solved as follows:
A- -  -  OMDM
M i - A  M j - ^ j
Where D is a constant and the value of can be obtained by solving the above equations
as follows:
=fl ,  (4.7)
Where ju = ^ / i .  and A = ^  . We should note that the solution to the above equation is
1=1 1=1
valid if > 0 . Similar to ADM in the previous chapter, this in practice means that only
paths that satisfy the following inequality should be selected for traffic allocation (i.e. the rest 
of paths should be evicted from the list of paths to he used by MDM). This means that the 
selected path should have the following property:
f l , > ^  (4.8)
Therefore, similar to ADM, MDM also consists of path selection and traffic allocation 
policies.
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Using equations (4.2) and (4.7), the delay obtained from maximum delay minimisation 
(i.e. ), can be obtained as follows:
(4.8)
4.4 Comparison of ADM and MDM
In this section we will compare the maximum delay and average delay obtained from ADM 
and MDM policies through analysis and simulation. The maximum delay of the paths in ADM 
policy is the maximum delay of all the paths presented in the equation (3.24). Hence, the user- 
experienced end-to-end delay using average delay minimisation {Delay^^E^  can be 
calculated as follow:
Delay^,^^ = Mca[D^™  ] = - p £ L   Vi, 1 < ; < n (4.9)
4 f C Q l - X )
Where represents the path with minimum resources.
We should note that similar to discussion given in ADM policy, the end-to-end delay
experienced by the user in maximum delay minimisation scenario is M a x [ D f^ ^  ] .  The
maximum delay in MDM poHcy is the maximum of the delay of the paths in the equation
(4.8). As the delay for all the paths are equal in this policy, the end-to-end delay experienced
by the user ( D elay’^^E ) can be calculated as follow:
Delay^^^ = V;, l < i < n  (4.10)
JU~ ^
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The comparison of
ADM ^
equations (4.9) and (4.10) shows that 
D elay^2e — since ■ Therefore the Maximum Delay Minimisation
j=i
(MDM) policy achieved through the delay synchronization is the key policy in order to 
minimise the experienced delay by the end user.
Figure (4-1) illustrates the accuracy of the above finding for the delay per packet in respect to 
normalised throughput (y  = ^ )  for a network with random resources of #  = 10^  ^ resources
which are uniformly distributed in the interval (0,1].
45
ADM
MDM40
35
30
25
20
o
c  15
10
5
0
0.80.70.3 0.4 0.5 0.60.20.10
Figure 4-1 Maximum delay in maximum delay and average delay minimisation
As it can be seen in this figure, for different values of traffic, the end to end delay of MDM 
policy is always less than the end to end delay value of the ADM policy.
Furthermore figure (4-2) compares the average delay obtained from the ADM and MDM 
policies. As it can be observed, the average delay for all the selected paths obtained from 
MDM policy is close to the corresponding delay obtained from ADM policy. This shows that
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the MDM policy, which aims to minimise the delay of the bottleneck path, can also achieve an 
average delay close to the theoretical bound obtained from the ADM policy, if the resources 
are uniformly distributed.
0  
CO
1
CD
Û
CDcn
2Q>
<
11
■ MDM 
-A D M10
9
8
7
6
5
4
3
2
1
0.2 0.3 0.4 0.5 0.6 0.7 0.80 0.1
Figure 4-2 Average delay in maximum delay and average delay minimisation
Finally, figure (4-3) illustrates the path selection stage of ADM and MDM described in 
equation (3.23) of chapters 3 and equation (4.8) of chapter 4. As can be seen, in a low 
saturated network nearly half of the paths with the lowest resources will not be selected for 
traffic allocation. However, as the network becomes saturated, the number of selected paths for 
traffic allocation will increase to utilize all the available network resources.
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4.5 Synchronised Delay Traffic Controller:
In previous section, we showed that delay synchronization is the key element in minimizing 
end-to-end delay in multipath routing. Based on this result, the following traffic distribution 
and its end-to-end delay was derived:
n
ju — À
(4.11)
In this section, we propose an adaptive algorithm called Synchronized Delay Traffic Controller 
(SynDTC) which can be used in multipath routing to achieve delay synchronisation and 
therefore minimise observed delay at the receiver.
The main idea behind SynDTC is similar to ADMTC introduced in section (3.5). It firstly 
estimates the resources on each path based on the delay observed at the receiver and adjust the
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traffic on each path using equation (4.11). Assuming that there exist n paths the SynDTC has 
the following stages:
1) Initial Stage: At the first step it will set the traffic distribution equally for all the paths 
and based on the observed delay at the receiver the resources will be estimated.
2) Path Selection Stage: The paths which are suitable for traffic allocation will be 
selected according to the equation (4.8)
3) Traffic Allocation Stage: The traffic will be allocated to each selected path based on 
the equation (4.11) to synchronise the delay of the paths.
4.6 Simulation Results and Analysis
To evaluate the performance of SynDTC, we simulate it in a network of three parallel paths 
with different delay characteristics between a single source and a destination using OPNET 
simulator. Similar to ADMTC in (3.5) to model the delay characteristic of each path, we use 
M/M/1 queues with the processing rates of JUq = 7500 bits/s, ^  =  9600 bits/s, and
//2 = 14000 bits/s, for paths 0, 1, and 2, respectively. To analyse and evaluate the 
performance of the results for different value of y = ^  the traffic is set to different values of
À = 15 when f=0.4S23 for high load, À = 10 when f=0.3215 for medium load and À = 5 Kb/s 
when f=0.1607 for low load which follows Poisson characteristics and the size of the packets 
are 50 bits. MDM is applied at time 300 seconds to the system. It averages the delay of every 
1000 packets at the sink node and estimates the resources of each path. The sink then 
propagates back the estimated resources of each path to the source. According to the received 
estimated resource from the sink, the source adjusts the proportion of the traffic for each 
individual path.
Similar to ADMTC in (3.5) to normalise the results of delay obtained from the simulation we 
present the delay in terms of delay of each packet per packet duration in which packet duration
is— , the time needed to generate one packet. Hence using equation (4.10) normalised 
À
synchronised delay in MDM policy which is the synchronised delay per packet duration can be 
calculated as follow:
Delay T ie V M < r  <n (4.12)
j l  — A
X
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4.6.1 High Load
The result depicted in figure (4-4) and (4-5) clearly show that for the high load À = 15 kb/s 
when f=0.4823 after applying MDM at time 300 seconds, the bottleneck path delay observed 
from different paths become minimised and converge to the delay given in equation (4.12). 
Furthermore figure (4-5) shows that in addition to bottleneck path delay the average delay has 
also been reduced by applying MDM.
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Figure 4-4 Delay before and after using MDM for À = 15 Kb/s when f=0.4823
In addition the figure 4-6 illustrated the traffic ratio after and before applying MDM. It has 
been illustrated that after applying the algorithm the ratio of the traffic for the path with the 
lowest resource has decreased whereas the traffic ratio for the path with the highest resource 
has increased. Furthermore, it can be realised that after applying path selection using equation
(4.8) all of the paths have been selected from the set of the existing paths. The reason is that at 
f=0.4823 with given resources all the paths need to be selected to achieve maximum delay 
minimisation.
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Figure 4-5 Simulation and analytical delay before and after MDM A = 15 Kb/s, f=0.4823
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Figure 4-6 Traffic ratio before and after MDM À = 15 Kb/s when f=0.4823
The PDF and CDF of the jitter delay before and after applying MDM have been illustrated in 
the figure (4-7) and (4-8). It has been shown that using the proposed algorithm the jitter delay 
has been reduced. To present the statistics of the delay of the path the PDF and CDF of the 
delay of the packet before and after applying MDM has been depicted in the figure (4-9) and 
(4-10) respectively. Figure (4-9) shows that MDM in addition to minimising the maximum 
delay of the paths can reduce the variance of the delay of the packets. The graph shows that 
before applying MDM we have two peaks on the graph. One of the peaks represents the 
density of the packets on the path with the highest delay and the other for the path with the 
lowest delay. Nevertheless after applying MDM the density of the delay for all the packets will 
converge to the synchronised delay. Furthermore figure (4-10) illustrates that before applying 
MDM about 40% of the packets have delay higher than 3.5 packets duration whereas this 
amount has decreased to 5% after applying MDM.
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Figure 4-9 Delay PDF before and after MDM for À = 15 Kb/s when f=0.4823
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Figure 4-10 Delay CDF before and after MDM for Z = 15 Kb/s when f=0.4823
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4.6.2 Medium Load
At the next stage we will test the algorithm for the load /I =  10 Kb/s when f=0.3216. The 
depicted result in figure (4-11) clearly shows that similar to the previous simulation with the 
high load after applying MDM at time 300 seconds, the maximum delay observed from 
different paths become minimised and converge to the analytical synchronised delay given in 
equation (4-12).
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Figure 4-11 Delay before and after using MDM À = 10 Kb/s when f=0.3216
Furthermore the traffic ratio after and before applying MDM has been illustrated in the figure 
(4-12). It has been shown that after applying the algorithm the worst path has been eliminated 
from the selected paths whereas the traffic for the best path has increased. This is due to the 
fact that the resource of the worst path does not satisfy equation (4.8). Therefore the worst path 
has been eliminated from the set of the existing path. This issue can be explained using the fact 
that with given resources at low load when f=0.3216 it is more useful not to choose the worst 
path in order to be able to minimise the maximum delay. Figure (4-13) and (4-14) presents the 
PDF and CDF of the jitter delay before and after applying MDM. It has been shown that using
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the proposed algorithm the jitter delay has been reduced. In addition the PDF and CDF of the 
delay of the packet before and after applying MDM has been depicted in the figure (4-15) and 
(4-16) respectively. Similar to the simulation for the high load it can be observed in the figure 
(4-15) that while MDM minimises the maximum delay it can reduce the variance of the delay 
observed by the packets at the same time. In addition figure (4-16) shows that before applying 
MDM about 50% of the packets have delay of more than 1.5 packets durations whereas this 
amount has decreased to 20% after applying MDM.
200 29] 300 350
Figure 4-12 Traffic ratio before and after MDM À = 10 Kb/s when f=0.3216
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Figure 4-14 Jitte r delay CDF before and after MDM À = 10 Kb/s when f=0.3216
78
Chapter 4: Maximum Delay Minimisation
After MDM 
Before ADM
CD
0.6
0.4
0.2
0.5 2.5 3.5
Delay/Packet Duration
Figure 4-15 Delay PDF before and after MDM for À = 10 Kb/s when f=0.3216
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Figure 4-16 Delay CDF before and after MDM À = 10 Kb/s when f=0.3216
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4.6.3 Low Load
We have also simulated a scenario for the low load at A =  5 Kb/s when f=0.1608. The result 
in figure (4-17) illustrates that after applying MDM at time 300 seconds, the maximum delay 
observed from different paths become minimised and converge to the delay given in equation
(4.12).
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Figure 4-17 Delay before and after using MDM for À = 5 Kb/s when f=0.0804
Furthermore figure (4-18) illustrates the traffic ratio after and before applying MDM. It has 
been shown that after applying the algorithm the two paths with minimum resources have been 
eliminated from the portfoho of selected paths and all the traffic has been assigned to the best 
path. The reason is that the resources of the worst paths do not satisfy equation (4.8). Therefore 
the worst paths have been eliminated from portfolio of the existing path. This issue can be 
justified using the idea that with given resources at very low load when f=0.0804 it is better to 
choose only the path with the highest resource in order to be able to minimise the maximum 
delay.
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Figure 4-18 Traffic ratio before and after MDM for À = 5 Kb/s when f=0.0804
The PDF and CDF of the jitter delay before and after applying MDM have been presented in 
the figure (4-19) and (4-20). The results show that using the proposed algorithm the jitter delay 
has been reduced. For illustration of the statistics of the delay of the path, the PDF and CDF of 
the delay of the packet before and after applying MDM have been depicted in the figure (4-21) 
and figure (4-22) respectively. Figure (4-21) shows that MDM not only minimises the 
maximum delay but also it can reduce the variance of the delay observed by the packets. In 
addition figure (4-22) shows that before applying MDM about 40% of the packets have delay 
of more than 0.7 packets duration while this amount has decreased to 10% of the packets after 
applying MDM.
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Figure 4-21 Delay PDF before and after MDM for À = 5 Kb/s when f=0.0804
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Figure 4-22 Delay CDF before and after MDM for À = 5 Kb/s when f=0.0804
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4.7 Simulation Extension on non M/M/1 Queuing Model
In the next set of simulation, SynDTC is deployed in a more generic scenario where the traffic 
in the network follows a lognormal distribution that matches the delay and traffic in the 
Internet [47].
The results given in figures (4-23), (4-24) and (4-25) show that the SynDTC performs well 
even if the network delay do not follow the M/M/1 queuing characteristics. However, we 
should note that due to non-M/M/1 characteristic of the delay in the internet, it is not feasible 
to calculate analytically the value of synchronized delay.
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Figure 4-23 Delay before and after using MDM for À = 15 Kb/s when f=0.4823
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Figure 4-24 Bottleneck Path and Average Delay before and after MDM À = 15 Kb/s,
f=0.4823
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4.8 Chapter Summary and Conclusions
This chapter investigated the issue of delay minimisation through maximum delay 
minimisation in multipath route from one source to one destination by developing a closed- 
form theoretical framework. It was discussed that the end-to-end delay experienced by the user 
is measured from the time the coded packet leaves the source to the time when all the 
fragments of packet arrive at the destinations for decoding. Therefore, the actual delay is 
specified by the bottleneck path which has the minimum resources and therefore the highest 
delay. Using this analytical model, intelligent path selection and traffic distribution policies 
were proposed to achieve maximum delay minimisation when the delay is an increasing 
function in respect to the traffic. It was discussed that maximum delay minimisation (MDM) is 
more important strategy than average delay minimisation (ADM) introduced in the previous 
chapter for end to end delay minimisation. Since MDM scheme minimises the delay of the 
bottleneck path while keeping the average delay close to the theoretical minimum bound for 
average delay obtained in the chapter 3. Furthermore, it was proved that maximum delay 
minimisation can be achieved through delay synchronization. Based on these facts, SynDTC 
was proposed to achieve delay synchronization through an adaptive traffic distribution scheme 
when the resources follow M/M/1 delay characteristics. It was shown that SynDTC can 
perform well for different values of traffic. Furthermore, it has been shown that SynDTC can 
minimise the delay of the bottleneck paths when the delay is in the form of non M/M/1 
queuing model.
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Chapter 5
5 Delay Minimisation in Butterfly Network
Chapter Outline: A key component of an efficient network coding based on multipath routing 
in butterfly network is how to minimise the waiting time at the receivers to decode the packets 
received via different paths. This chapter addresses this issue by applying the average delay 
and bottleneck path delay minimisation techniques for the multipath routing from one source 
to one destination introduced in previous chapters to the network coding based on multipath 
routing in butterfly network with two receivers. Based on analytical and simulation studies, it 
will be shown that maximum delay minimisation and average delay minimisation result in 
better performance compared to pure network coding. To implement such delay minimisation, 
an intelligent traffic distribution policy is introduced and evaluated.
5.1 Introduction
In the previous chapters we argued that the delay minimisation in the network coding based on 
multipath routing from one source to many destinations is subset of delay minimisation in 
several decomposed multi path-routing network with the same delay characteristics when the 
packets are transmitted from the source to one destination. We investigated the delay 
minimisation in the decomposed disjoint multipath routing network to achieve the following 
targets:
1. Minimisation o f the average delay of the data packets sent over the multiple paths 
from the source to one destination.
2. Minimisation of the Maximum delay of the data packets sent over the multiple paths 
from the source to one destination.
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In this chapter through mathematical analysis and simulation studies, we will investigate delay 
minimisation in network coding based on multipath routing in the butterfly network with two 
receivers which has been introduced in network coding literature [1], presented in the figure 
(5-1). We aim to achieve the following targets:
1. Minimisation o f the average delay of the data packets sent over the multiple paths 
from the source to the destinations on the butterfly network.
2. Minimisation o f the maximum delay of the data packets sent over the multiple paths 
from the source to the destinations on the butterfly network.
To this aim, following the approach of previous chapters we model the delay for a network 
with several resources and service characteristic that follow the M/M/1 queuing model [48]. 
Based on this model, this chapter deploys the traffic allocation strategies to achieve average 
delay and bottleneck path delay minimisation in the network coding based on multipath 
routing in butterfly network and compares the end-to-end delay performance with the pure 
network coding strategy.
The organization of the rest of this chapter is as follows: In section (5.2), we introduce the 
system model used in this chapter. Sections (5.3) and (5.4) cover the summary of traffic 
distribution policies that yield to average delay minimisation and maximum delay 
minimisation respectively. Section (5.5) applies the delay minimisation techniques to the 
network coding based on multipath routing scenario in butterfly network and compares the 
results against pure network coding case solution. Finally section (5.6) concludes the chapter 
and outlines the planned future work.
5.2 Network Model
To analyse the delay in network coding based on multipath routing network for butterfly 
network, let us consider a network shown in figure (5-1) (a).
Here, X  is the total traffic and each path is characterised with where //. and X. are
the available resources and traffic load on path i , respectively. Here X  ^ represents the traffic 
rate for the coded packets on the joint paths and ( X - X J  represents the traffic rate for the 
coded and original packets. Note that the traffic ( A - c o n s i s t  of X  ^ coded packets and 
( X - 2 X J  original packets. To simplify the system analysis and without the loss of generality,
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let us assume //. = ^  for the bottleneck paths and jU^ = JI for the rest of the paths and that
bandwidth can be reserved equally in the joint paths for each receiver to make the optimisation 
problem for each destination independent from the other. This can be done using the MPLS
[50]. Therefore, figure (5-1) (a) can be decomposed into two symmetric graphs as shown in the 
figure (5-1) (b).
Figure 5-1 Butterfly network (5-1, a) and its decomposed model (5-1, b)
As the decomposed multi path network in the figure (5-1) (b) has the same delay characteristic 
of the figure (5-1) (a), the delay minimisation problem can be solved by doing delay 
minimisation in figure (5-1) (b). Since, figure (5-1) (b) is a special case of a n multipaths 
scenario shown in figure (5-2) (b), we turn the problem o f delay minimisation in a network 
coding based on multipath routing in the butterfly network given in figure (5-1) (a) into delay 
minimisation problem in a multipath network given in figure (5-2) (b).
5.3 Average Delay Minimisation
In order to minimise the average delay, in the figure (5-2) (b) we use the results for ADM 
policy obtained from the chapter 3.
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À À
a)
1
b)
Figure 5-2 Generalization for the network provided in the figure (5-1, b).
It was proved that the traffic for each path under ADM pohcy is obtained as follow:
T "  =  ( A ----------^ ------------)
y=i
(5.1)
  n _____  n
Where the solution is valid if Mi \jM  i ^  ~ ^ ) )  such that the path with very
7=1 7=1
low resources are not selected for traffic allocation.
Furthermore it was shown that the value of delay for each path under ADM policy can be 
calculated as:
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= Y r — = ------------  (5.2)
y=i
As we mentioned earlier in section (4.4) the actual delay is the maximum delay of all the paths 
in the equation (5.2). This is because the end-to-end delay that the user experience is measured 
from the time the packet leaves the source to the time when all the coded packet arrive at the 
destination in order to be decoded by the receiver. Therefore, the actual delay in this policy is 
specified by the bottleneck path which has the minimum resources and therefore the highest
delay. Hence, the user experienced end-to-end delay using ADM ( D e la y ^ 2E ) was calculated 
as follow:
D e la y ^ °"  =  M a x [D ^ ™  ] =    Vi, 1 < / < n
(5 j)
Where / / “ " represents the path with minimum resources and
j A D M
i=\ i =1
Note that in order to normalise the delay results in simulation we present the delay in terms of
delay of each packet per packet duration. Packet duration is which is the time needed to
A
generate one packet. Note that is the actual traffic generated for two receivers in
butterfly network in figure (5-1) (b). Hence its value is equal to 2À  where A represents the 
traffic for each receiver. Hence using equation (5.3) normalised end to end delay in ADM 
policy which is the end to end delay per packet duration can be calculated as follow:
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______ _______Delay -------  V i , 1 < i < « (5.4)
5.4 Maximum Delay Minimisation
The second stage and more important strategy for delay minimisation is to minimise the 
maximum delay of data over the paths from source to destination. This is practically very 
important as such delay minimisation avoids data buffering in the destination node and reduces 
the delay experienced by the user for the decoding of the actual data. It was shown in chapter 4 
that minimisation of the maximum delay can be achieved through delay synchronization.
0  M DM
Furthermore it was shown that the value of traffic for each path that minimises the
maximum delay of the path can be obtained as follow:
' jM D M  _  ^
4  - A ---------------------- (5.5)n
=  Z  A- an d /l =  É  A ™  and > 0Where “  d ^ ~  I .  D for all the paths which
i=\ 1=1
nMDM
make the traffic ^  for all the paths not negative. This in practice means that the path 
with very low resources will not be selected for traffic allocation.
We should note that similar to discussion given in section (5-3), the end-to-end delay 
experienced by the user in maximum delay minimisation scenario is M a x[D ^^^  ] .  As the 
delay for all the paths are equal in this policy, the end-to-end delay experienced by the user 
( D e la y ^ 2E ) were calculated as follow:
D e l a y ^ ^ ^  =  M a x [ D f " ^ ^  ]  =  — ^  V f ,  1 <  f  <  n
[ I  — A
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It was shown in chapter 4 that Looking at the equation (5.3) and (5.6), it can be realized that
n  ________  I----
D e l a y  ^ 2 e  since ^ \ j M i  — A  . Therefore maximisation o f the
minimum delay (MDM) policy is the key policy in order to minimise the experienced delay by 
the end user.
Similar to ADM in (5.3) to normalise the results of delay obtained from the simulation we 
present the delay in terms of delay of each packet per packet duration in which packet duration
is , the time needed to generate one packet. Similar to ADM is the actual traffic
generated at the source for the two receivers in butterfly network in the figure (5-1) (b) and is 
equal to 2 X  where X  represents the traffic for one receiver. Hence using equation (5.6) 
normalised synchronised delay in MDM policy which is the synchronised delay per packet 
duration can be calculated as follow:
D e l a y =  r  V / , l < i < n  (5.7)
1 H ~  X
j total
5.5 Delay Minimisation in Network Coding Based Butterfly Network
In this section we apply the results obtained for ADM and MDM pohcies on the network 
coding butterfly network in the figure (5-1) (a). Figure (5-3) depicts the end-to-end delay 
results of ADM, MDM, pure network coding with equal traffic distribution on each path, and 
resource ratio network coding where the traffic is distributed based on the ratio of the 
resources available on each path. The results present the end to delay as function of normalised 
throughput. Although theory of network coding guarantees the 100% of maximum achievable 
throughput of the network, pure network coding allows us to achieve only 60% of network 
maximum possible throughput with finite delay. This is due the fact that the delay in the 
middle bottleneck path tends to infinity as the load tends to 60% of the maximum achievable 
throughput.
As can be seen there, ADM and MDM provide a better end to end delay compared to pure 
network coding presented in the previous works. Furthermore the proposed solution provides
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the delay less than the solution when the traffic is distributed on the paths based on the ratio of 
the resource of the path. In addition, the graph shows that under all load value the MDM 
provides lower delay than the ADM policy. The results in figure (5-4) show that MDM with 
network coding allows to approaching 100% of maximum achievable throughput of the 
network.
5.6 Synchronized Traffic Distribution Policy
Based on this observation, we use the an adaptive algorithm called Synchronized Delay 
Traffic Controller (SynDTC) in chapter 4 which can be used to achieve delay synchronisation 
and therefore minimise buffering time at the destination.
As mentioned in chapter 4 the principle idea behind SynDTC is to divert the fraction of traffic 
from paths with higher delays to the path with the lowest delay. In particular, assuming that 
there exist n paths the SynDTC has the following stages:
1. At the first step the traffic distribution will be set equally for all the paths and the 
resource will be estimated based on the M/M/1 queuing model.
2. Then traffic will be allocated based on the equation (5.5) to synchronise delay of the 
paths.
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Figure 5-3 Comparison of end-to-end delay in MDM, ADM, pure network coding and
resource ratio network coding
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To evaluate and analyze the performance of SynDTC, we use the network of figure (5-1) with 
delay characteristics set in each link using OPNET simulator. To model the delay 
characteristic of each path, we use M/M/1 queues with the processing rates of JLL = \5  Kbps
for each link. The traffic rate generated at the source is set to = 20 Kb/s with Poisson
characteristics which corresponds to /I =10 Kbps and f=0.444. This value of/ allows that the 
middle path to be selected for the purpose of network coding based on multipath routing
—  -  A D M -N C  
+  M D M -NC
£
Q
I
Q
0.5 0,6 0.70.3 0.4
f
Figure 5-4 Comparison of MDM and ADM policies
In the first 300 seconds, pure network coding is used without any delay optimization 
techniques. At time 300 seconds, MDM is applied to the system by averaging the delay of 
every 1000 packets at the sink node and estimating the resources of each path. The sink then 
propagates back the estimated resources of each path to the source. The source then sets the 
proportion of the traffic for each individual path according to the estimated resource received 
from the sink.
The results depicted in figure (5-5) and (5-6) show that MDM causes the delay observed from 
different paths to be synchronised and converge to the synchronized delay.
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As it can be seen, an important consequence of using MDM is the elimination of the impact of 
bottleneck path in the network and therefore reducing the decoding time and user experienced 
delay. In addition, the average delay of the network is reduced substantially when the delays of 
all the paths get synchronised by using MDM and converge to the theoretical delay given by 
the equation (5.7).
To further show the underlying operation of MDM in butterfly network, figure (5-7) shows the 
traffic ratio of the traffic sent on each path before and after applying MDM. The figure 
illustrates how MDM intelligently adjusts the traffic ratio of each path according to its 
available resources.
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Figure 5-7 Traffic ratio before and after MDM
Figures (5-8) and (5-9) presents the PDF and CDF of the jitter delay before and after applying 
MDM. It has been shown that using the proposed algorithm the jitter delay has been reduced. 
The results in the figure (5-8) shows that before applying MDM the jitter delay have got a fat 
tail whereas after applying MDM the fat tail have been eliminated. Furthermore figure (5-9) 
shows that before applying MDM about 20% of the packets have had a jitter delay of more 
than 0.2 packet durations while this amount has decreased to 10% of the packets after applying 
MDM.
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In addition the PDF and CDF of the delay of the packet before and after applying MDM have 
been presented in the figure (5-10) and (5-11), respectively. It can be seen in the figure (5-10) 
that although MDM has originally been designed to minimise the maximum delay of the paths 
it can also reduce the variance of the delay observed by the packets by eliminating the effect of 
the bottleneck path. Furthermore, figure (5-11) shows that before applying MDM about 50% 
of the packets have had a delay of more than 4 packet durations while this amount has 
decreased to 5% after applying MDM.
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5.7 Synchronised Traffic Distribution policy in the real networks
The results we have obtained in this thesis can be applied in the real networks scenario with 
real time traffic and general networks topology. These issues have been explained in the 
following sections:
5.7.1 General Networks Topology
The results of the maximum delay minimisation are not bruited to the butterfly network and 
can be applied to any general network topology. We explained in the thesis that delay 
minimisation on any network coding based on multipath routing from one source to several 
destinations becomes subset of delay minimisation in several decomposed disjoint multi path 
routing network from one source to one destination. This is true on condition that bandwidth 
can be reserved in the joint paths. For such delay minimisation in general multipaths networks 
with general queuing model, we provided the solution for maximum delay minimisation 
through delay synchronisation in chapter 4. Hence the maximum delay minimisation can be 
achieved through delay synchronisation for any general networks topology.
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Note that the assumption of network coding at the source and the decomposition of the 
multipaths form source to several destinations is based on the assumption that the source has 
information about the topology of the networks. If the source does not have information about 
the topology of the network, network coding and maximum delay minimisation can happen at 
the position in the network where data enters. This position can be a gateway which has 
knowledge of network topology. Furthermore, the maximum delay minimisation is not 
dependent on any routing scheme. The algorithm is applied on the available paths which has 
been provided by any routing protocol
5.7.2 Real Time Traffic
The solution we have provided in the thesis is also valid for real time traffic and for the 
scenarios when we have several flows in the network. To analyse these scenarios we assume 
that there exist k traffic flows in the network and the next (k+1) traffic flow needs to be sent 
from a source to several receivers. This scenario is a scenario for delay minimisation in the 
general network topology with general queuing model explained previously. We showed in the 
previous section and in chapter 4 that delay synchronisation policy can provide us the 
maximum delay minimisation in general network. Furthermore, Network coding across several 
packets implies that a receiver desires in general to collect all of them before extracting the 
data. In real-time applications, such as audio and video, the associated delay might be 
excessive due to the delay at the bottleneck paths. The solution we have provided can 
determine the rate of the data in the network in order to minimise the delay for real time 
applications. In addition in real time traffic jitter is an important issue. We have showed that 
the solution for maximum delay minimization can also reduce jitter of the packets.
Furthermore the synchronisation policy is completely adaptive to the input traffic flow and 
consequently it can adapt itself to the real time traffic. As we showed in this chapter SynDTC 
showed to be an efficient way of providing average delay minimisation and maximum delay 
minimisation. We showed that the algorithms can provide such delay minimisations through 
delay synchronization for services that require short convergence time.
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5.8 Chapter Summary and Conclusions
The chapter addressed the problem of maximum delay minimisation and average delay 
minimisation in network coding based on multipath routing in the butterfly network with two 
receivers. We argued that it is possible to decompose the network coding based multipath 
scenario of the butterfly network into two multi path network scenarios from the source to the 
receivers, which provides the same delay characteristics. We have then applied the traffic 
distribution policy for maximum delay minimisation (MDM) and average delay minimisation 
(ADM) for multipath routing introduced in the previous chapter on the network coding based 
on multipath routing scenario on the butterfly network. We have shown that MDM and ADM 
can provide better end to end delay than pure network coding and ratio resource network 
coding. Furthermore, we showed that MDM can provide better end to end delay than ADM 
under all load value. As MDM can provide a better solution in the network coding based 
network, we have implemented the MDM on Opent in the network coding multi path network 
in butterfly network using an adaptive traffic distribution policy (SynDTC) which can 
synchronise the delay of all the paths. We have shown that the algorithm can minimise the 
maximum delay after a short period.
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Chapter 6
6 Conclusions
In this final chapter, we will highlight the conclusion results of the work presented in this 
thesis, and list a few directions for possible future improvement and new research areas.
6.1 Main Findings
A key component of an efficient network coding based on multipath routing in multicast 
network, is the delay minimisation that deals with how to minimise the delay of the encoded 
packets distributed amongst the multiple paths from a source to several destinations. In this 
thesis, we aimed to address the issue of delay minimisation in network coding based on 
multipath routing from one source to several destinations using the appropriate rate control and 
routing over the network. In order to develop a mathematical framework for finding a solid 
and general solution to this matter and due to the complexity of the problem, we have found 
that under certain circumstances this problem can be considered as the subset of delay 
minimisation in several disjoint path multipath routing scenarios, when the data is sent from 
one source to one destination. The issue of delay minimisation was then broken down into two 
optimization problems: average delay minimisation and maximum delay minimisation.
The thesis first provided a solution to average delay minimisation in a heterogeneous network 
of resources in multipath routing using the Kuhn Tucker solution for average delay 
minimisation in multipath routing. We have illustrated our solution by comparing the 
performance of the optimal solution with that of a simple ad hoc solution for a large 
heterogeneous network. The optimal solution allocates traffic mainly to the most powerful 
resources in the system, recruiting weaker ones only as the load increases.
We then illustrated that the solution obtained in the Kuhn Tucker approach can not be obtained 
in a closed form and it is dependent on the parameter which is known only implicitly.
Hence, calculating the traffic distribution based on Kuhn Tucker traffic distribution may take a 
long computational time. Therefore, we improved the Kuhn Tucker solution for the average 
delay minimisation to the closed form solution called ADM using Lagrange approach with 
some approximation. It was shown that in contrast to the Kuhn Tucker approach, the average
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delay obtained from the Lagrange approach can be calculated in a closed form solution and the 
traffic for each path can be calculated explicitly without any compromise on the accuracy of 
solution. Based on these facts, a heuristic solution named ADMTC was proposed to achieve 
average delay minimisation through an adaptive traffic distribution scheme. In addition, it was 
illustrated that by using ADMTC, the jitter delay and variance of delay in the network is 
reduced as well.
At the next stage of the thesis, we investigated the issue of maximum delay minimisation 
(MDM) in multipath route from one source to one destination by developing a closed-form 
theoretical framework. It was discussed that the end-to-end delay experienced by the user is 
measured from the time the coded packet leaves the source to the time when all the coded 
packets arrive at the destinations for decoding. Therefore, the actual delay is specified by the 
bottleneck path which has the minimum resources and therefore the highest delay. Using this 
analytical model, intelligent path selection and traffic distribution policies were proposed to 
achieve maximum delay minimisation. It was discussed that maximum delay minimisation is 
more powerful than average delay minimisation as such scheme minimises the delay of the 
bottleneck path while keeping the average delay close to the theoretical bound obtained for 
average delay minimisation. Furthermore, it was proved that maximum delay minimisation can 
be achieved through delay synchronization when the delay is a monotone increasing function 
with respect to the traffic. Based on these facts, SynDTC was proposed to achieve delay 
synchronization through an adaptive traffic distribution scheme when the resources follow 
M/M/1 delay characteristics. The performance of SynDTC was evaluated under different 
traffic loads and the results were shown to be promising.
Finally we applied the thesis findings from ADM and MDM in network coding based on 
multipath routing to the butterfly network with two receivers. We illustrated that MDM and 
ADM can provide better end to end delay than pure network coding. Furthermore, we showed 
that MDM can provide better end to end delay than ADM. The simulation results show that 
our proposed solution allows the network to achieve the maximum achievable throughput with 
finite delay.
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6.2 Future Work
The work carried out in this thesis was for investigating and minimizing delay in network 
coding based on multipath routing. However, there are still many open problems for future 
research. Some of the direction in which the present work could be extended is listed as 
follows:
• Though ADMTC and SynDTC showed to be an efficient way of providing average 
delay minimisation and delay synchronization it is only one of many possible 
implementations of the average delay minimisation and delay synchronization 
respectively. In future, we investigate algorithms which can provide average delay 
minimisation and delay synchronization for services that require shorter convergence 
time.
• Based on the explicit solution in the decomposed network, a number of meaningful 
other optimization problems might sensibly be addressed. Here we mention just two 
to give a flavor of the possibilities. Assuming that the total load À  on the system over 
its life time varies according given probability density function p  (À ) , one might wish
to optimize the set a “  ( / 4  ’ /^2 ’ /^3 5 • • » • 5 f^n  )  /  computational resources
itself — on average over the distribution of loads — subject to further constraints
such as JLI = ^JLI. =>^niax+^ where denotes a hypothetical maximum load
i =1
and A a desired safety margin.
• Additional constraints might come into optimization, like budgetary constraints: 
denoting by 6. the cost of acquiring a unit of computational power of the type of
resource i and a fixed budget constraint of the form ^ = B  may exist. Budget
f =1
constraint for acquisition and run time costs may be separately considered and so on. 
All of these constraints would be beneficial for resource allocation in routing.
• In the delay optimization for the butterfly network, we have assumed that all the 
resources are equal and we have applied the MDM on the network. The MDM and 
synchronization policy can be implemented and simulated in the butterfly network 
when the resources are not equal.
• Furthermore there is possibility of generalization of the analytical approach taken in 
this thesis for average delay minimisation in network coding based on multipath
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routing where the decomposed network does not follow M/M/1 queuing model delay 
characteristics.
Finally it is also possible to consider mobility in the network and optimize the delay 
based on the fact that the link between the nodes in the network might break. In this 
scenario we might use random way point mobility model and stability metric to 
analyze the delay of the link.
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