Abstract-A new algebraic approach to quasi-cyclic codes is introduced. The key idea is to regard a quasi-cyclic code over a field as a linear code over an auxiliary ring. By the use of the Chinese Remainder Theorem (CRT), or of the Discrete Fourier Transform (DFT), that ring can be decomposed into a direct product of fields. That ring decomposition in turn yields a code construction from codes of lower lengths which turns out to be in some cases the celebrated squaring and cubing constructions and in other cases the recent ( + ) and Vandermonde constructions. All binary extended quadratic residue codes of length a multiple of three are shown to be attainable by the cubing construction. Quinting and septing constructions are introduced. Other results made possible by the ring decomposition are a characterization of self-dual quasi-cyclic codes, and a trace representation that generalizes that of cyclic codes.
(DFT) (exactly the Mattson-Solomon transform for cyclic codes of length over ). The benefits of this approach are twofold. First, we can investigate self-dual quasi-cyclic codes in a systematic way. Second, we can decompose quasi-cyclic codes into codes of lower lengths. The composition products that occur are very well known [29] in the area of trellis decoding: twisted squaring [1] , cubing [8] , ternary cubing [17] , [14] , Vandermonde [15] . As the main example, we give a motivation for the existence of the Turyn construction for the Golay code and generalize it to all binary extended quadratic residue codes of length a multiple of three. New constructions (quinting, septing) are introduced as well.
We hope that a future impact of this work will be more efficient trellises for more block codes and more lattices.
The paper is organized in the following way. Section II contains some basic notations and definitions. Section III discusses the correspondence between quasi-cyclic codes over a field with linear codes over the auxiliary ring . Section IV develops the alphabet decomposition using the CRT. Section V tackles the same problem with the DFT which results in a trace representation for quasi-cyclic codes that generalizes nicely the trace representation of cyclic codes and linearly recurring sequences. Section VI develops applications of the above theory, first for small lengths of the composition codes (e.g., double circulant codes), then, for large lengths. In Section VII, we include a discussion on self-dual binary quasi-cyclic codes. An appendix collects the necessary material on permutation groups of codes. In particular, we give as examples affine-invariant and extended quadratic residue codes.
II. FACTS AND NOTATIONS

A. Codes Over Fields
Let denote a finite field. When its cardinality needs to be specified, we will write . If is an extension of degree of , then the trace of down to is A linear code of length over is an -vector subspace of . The dual of a code is understood with respect to the standard inner product. A code is self-dual if . We denote by the standard shift operator on . A (linear) code is said to be quasi-cyclic of index or -quasi-cyclic if and only if it is invariant under . If , it is just a cyclic code. Throughout the paper, we shall assume that the index divides the length . For instance, if and the first circulant block is the identity matrix, such a code is equivalent to a so-called pure double circulant code [21] . More generally, up to equivalence, 0018-9448/01$10.00 © 2001 IEEE the generator matrix of such a code consists of circulant matrices. This point will be elaborated upon in Lemma 3.1.
B. Codes Over Rings
For a commutative ring with identity, a linear code of length over is an -submodule of . If is a subset of , checking linearity is equivalent to checking the two conditions
with addition and scalar multiplication as per the laws of the ring .
III. QUASI-CYCLIC CODES
Let be a finite field and let be a positive integer coprime with the characteristic of . Let denote the polynomials in the indeterminate with coefficients in . Let . This is the same ring which is instrumental in the polynomial representation of cyclic codes of length over . Namely, cyclic codes of length over are essentially ideals of . Let be a quasi-cyclic code over of length and index . Let denote a codeword in .
Define a map : by where Let denote the image of under . The following lemma is well-known (cf. [18] for instance).
Lemma 3.1:
The map induces a one-to-one correspondence between quasi-cyclic codes over of index and length and linear codes over of length . Proof: Since is a linear code over , is closed under scalar multiplication by elements of . Since in , where the subscript is considered to be in by taking modulo . The word corresponds to the word which is in since is quasi-cyclic of index . Therefore, is closed under multiplication by , and hence is an -submodule of .
By reversing the above argument, one sees immediately that every linear code over of length comes from a quasi-cyclic code of index and length over .
We now proceed to the study of duality for linear codes over , in relation with the duality of codes over . We define a "conjugation" map on as one that acts as the identity on the elements of and that sends to , and is extended -linearly.
We 
Comparing the coefficients of on both sides, (1) is equivalent to for all (2) where the subscripts are taken modulo . Equation (2) means precisely that . Since , it follows that (2), and hence , is equivalent to for all .
By applying Proposition 3.2 with belonging to an -quasicyclic codes of length over , we obtain the following.
Corollary 3.3:
Let be a quasi-cyclic code over of length and of index and let be its image in under . Then , where the dual in is taken with respect to the Euclidean inner product, while the dual in is taken with respect to the Hermitian inner product. In particular, a quasi-cyclic code over is self-dual with respect to the Euclidean inner product if and only if is self-dual over with respect to the Hermitian inner product.
IV. THE RING
When
, the ring is never a finite field. However, the CRT tells us that, if is coprime with the characteristic of , then the ring is a direct product of finite fields.
Under We shall now describe in terms of the decomposition (3).
We note that, for a polynomial that divides , the quotients and are isomorphic as rings. The isomorphism is given by (5) (Here, the symbol makes sense. It can, in fact, be considered as , since and hence divide implies that in both of these rings.) In the case where and are associates, we see from (5) that the map induces an automorphism of . For , we denote by its image under this induced map. When the degree of is , note that the induced map is the identity map, so . Therefore, the element can now be expressed as When and are associates, for vectors , , we define the Hermitian inner product on to be (6) Remarks : 1) In the case where the degree of is , since the map is the identity, the Hermitian inner product (6) is none other than the usual Euclidean inner product on . Note that, when , where is a perfect square, the Hermitian inner product (6) is therefore different from what is usually referred to as the Hermitian inner product in the literature. When the Hermitian inner product is used in the rest of this paper, we shall also mean the Hermitian inner product as defined in (6).
2) When is a finite field and when , it is easy to see that and are associates implies that the degree of is even. In this case, is isomorphic to and the map is, in fact, the map . Hence the map is the map In this case, the Hermitian inner product (6) coincides with the usual Hermitian inner product defined on .
The following proposition is now an immediate consequence of the above discussion. 
Theorem 4.2:
A linear code over of length is self-dual with respect to the Hermitian inner product, or equivalently, an -quasi-cyclic code of length over is self-dual with respect to the Euclidean inner product, if and only if where, for , is a self-dual code over of length (with respect to the Hermitian inner product) and, for , is a linear code of length over and is its dual with respect to the Euclidean inner product.
V. TRACE FORMULA Let and assume . In that case, , and the isomorphism (3) can, in fact, be described in a more explicit way via the DFT or, in the language of cyclic codes, the Mattson-Solomon transform.
In (3), the direct factors on the right-hand side correspond to the irreducible factors of in .
There is a one-to-one correspondence between these factors and the -cyclotomic cosets of . Denote by the -cyclotomic coset corresponding to , , and the cyclotomic cosets corresponding to and , respectively. For its Fourier transform is , where the Fourier coefficient is defined as where is a primitive th root of in some (sufficiently large) Galois extension of . The inverse transform is given by
It is well known that and, for , , while for (resp., ), (resp., ). In fact, the Fourier transform gives rise to the isomorphism (3). The inverse is given by the inverse transform, which can be expressed as follows. Let , , and denote the Galois extensions of corresponding to the polynomials , , and , with corresponding cyclotomic cosets and . For each , choose and fix some . For each , choose and fix some and . Let , , and . To the -tuple , we associate the element where where, for any extension of , denotes the trace from to . For a vector , by its Fourier transform, we simply mean the vector whose th entry is the Fourier transform of the th entry of . By the trace of we mean the vector whose coordinates are the traces of the coordinates of .
This description gives the following trace parametrization for quasi-cyclic codes over finite fields, analogous to the trace description of cyclic codes. Then the code and is a quasi-cyclic code over of length and of index . Conversely, every quasi-cyclic code over of length and of index is obtained through this construction.
Moreover, is self-dual with respect to the Euclidean inner product if and only if the are self-dual with respect to the Hermitian inner product and for each with respect to the Euclidean inner product.
Remark: In the definition of in Theorem 5.1, the has been suppressed. Note that is nonzero in , so .
VI. APPLICATIONS
We now apply our earlier discussions to several situations. We can either start with a (small) fixed or a (small) fixed . The former case contains the popular case of double circulant codes. The latter case is relevant to the squaring and cubing constructions. We give explicit examples of both cases. Due to the arithmetic nature of the factorization of (cyclotomy), it is hopeless to expect a unified treatment at this level of concreteness.
A. Quasi-Cyclic Codes of Index
Let and let be any finite field. Suppose first that is relatively prime to . The decomposition (3) shows that is the direct sum of finite extensions of . Self-dual codes (with respect to the Euclidean inner product) of length over a finite field exist if and only if is a square in , which is the case when one of the following is true: 1) is a power of ; 2) , where is a prime congruent to ; or 3) , where is a prime congruent to .
In this case, up to equivalence, there is a unique self-dual code of length over , viz., the one with generator matrix , where denotes a square root of in . This enables one to characterize the self-dual quasi-cyclic codes over of length and of index , where is relatively prime to , once the irreducible factors of are known. Proof: This follows from the well-known formulas for the number of the distinct self-dual codes of length over with respect to the Euclidean and Hermitian inner products, respectively.
Proposition 6.3:
Let be relatively prime to and let be odd. Then no self-dual -quasi-cyclic codes over of length exist. Moreover, when , self-dual -quasicyclic codes over of length exist only if . Proof: Since is a factor of , is always a direct factor of in the decomposition (3). Since is odd, no self-dual code of length exists over . The last statement follows from the fact that, when , a self-dual code of length exists only when is divisible by [23] .
When is divisible by , where is a prime such that , writing as before, the factors on the right-hand side of (3) are no longer finite fields. They are, however, finite chain rings of depth [20] . Therefore, to classify the self-dual quasi-cyclic codes over of index and of length , we would first need a classification of self-dual codes of length over finite chain rings of depth .
B. and the Construction
In this subsection, we consider -quasi-cyclic codes of length over the finite field . is an -quasi-cyclic code of length over . All -quasi-cyclic codes of length over are constructed this way. Moreover, is self-dual if and only if and are self-dual.
We will see in Section VI-G that this construction is a special case of the Vandermonde construction where .
Corollary 6.5:
Let be an odd prime power with . Then the self-dual Pless symmetry code over can be obtained from the construction and is -quasi-cyclic. Proof: From [13, Example 9.17], this code admits an automorphism that is a product of -cycles. This corresponds to the situation of and .
Proposition 6.6: Suppose and is even, or and . The number of distinct self-dual -quasi-cyclic codes of length over is
Proof: This follows from the well-known fact that the number of distinct self-dual codes over (with respect to the Euclidean inner product) is
2) When Is Even: If is a power of , then
, so is the ring , where . Therefore, every -quasi-cyclic code of length over ( even) can be realized as a code of length over . See [20] for more discussion in the case .
C. and Turyn's Construction
In this subsection, we assume that and that is not a power of . We study the -quasi-cyclic codes of length over . It is easy to verify that, if for some linear code over , then is a linear code over . Therefore, if we begin with two -linear codes and , the construction in (7) in fact yields Turyn's -construction. In particular, we obtain Theorem 6.7: The -construction, applied to two linear codes over ( odd) of length , yields an -linear code of length that is quasi-cyclic of index .
Examples:
1) Since the binary extended Golay code may be obtained from Turyn's construction, by choosing and to be, respectively, the binary extended Hamming code and its equivalent code by reversing the order of the coordinates of the words, we get the following.
Corollary 6.8:
The binary extended Golay code is quasicyclic of index .
2) In [25] , Turyn's construction is used to construct a family of linear binary codes of parameters with , starting from two first-order Reed-Muller codes. It follows that these codes are also quasi-cyclic of index .
3) Consider the binary extended quadratic residue code of length , where is an odd prime. Corollary A.2 shows that it is -quasi-cyclic for every divisor of . If is divisible by , the code is quasi-cyclic of index , so it is obtained from the cubing construction of Theorem 6.7.
Proposition 6.9:
Suppose that and satisfy one of the following: i) and ; or ii) but , and is even. Then the number of distinct self-dual -quasi-cyclic codes over of length is given by where if is even, if is odd. Proof: This follows from the well-known facts that the number of distinct self-dual codes of length over (with respect to the Euclidean inner product) is and the number of distinct self-dual codes of length over (with respect to the Hermitian inner product) is
2) When
: In this case, factors completely into , where and . An -quasi-cyclic code over of length , therefore, decomposes into , where , , and are codes over of length . Moreover, is self-dual if and only if is self-dual (with respect to the Euclidean inner product) and with respect to the Euclidean inner product.
Proposition 6.10: Let and satisfy one of the following: i) and ; or ii) but , and is even. Then the number of distinct self-dual -quasi-cyclic codes of length over is given by where if is even, if is odd.
We will see in Section VI-G that the case in this subsection is a special case of the Vandermonde construction when .
D.
We now discuss the case where and is odd.
1) When
Is Not a Square in : Suppose first that is not a square in . In this case, the decomposition (3) of is isomorphic to .
Theorem 6.11:
Suppose and is not a square in with odd. Let denote an element of such that .
If and are codes of length over and is a code of length over , then the code is an -quasi-cyclic code over of length . (Here, denotes the trace from to .) Every -quasi-cyclic code over of length is constructed this way.
Moreover, is self-dual if and only if and are self-dual with respect to the Euclidean inner product and is self-dual with respect to the Hermitian inner product.
Example: When , writing , this construction is the construction , where , and .
Proposition 6.12: Let be an odd prime power such that is not a square in and let . Then the number of distinct self-dual -quasi-cyclic codes over of length is
2) When Is a Square in :
In this case, decomposes completely into the direct sum of four copies of . Two of these copies correspond to the self-reciprocal polynomials and , while the other two copies correspond to , where is a square root of , and its reciprocal . Therefore, we get the following. Proposition 6.13: Let be even and let be an odd prime power such that is a square in . Then, the number of distinct self-dual -quasi-cyclic codes over of length is
We will see in Section VI-G that this construction is a special case of the Vandermonde construction when .
E. When
Theorem 6.14: Suppose that and is such that is irreducible in . Let be such that and let denote the trace from to . Then, for a code of length over and a code of length over , the code is an -quasi-cyclic code of length over . Every -quasicyclic code of length over is constructed this way. Moreover, is self-dual if and only if is self-dual with respect to the Euclidean inner product and is self-dual with respect to the Hermitian inner product.
Remark: When
, the above construction is equivalent to the construction , where and . Example: There is an extremal Type I code of length which is cyclic [26] , hence -quasi-cyclic. Its binary component has to be equivalent to the unique self-dual code.
G. The Vandermonde Construction
Let be, as before, a finite field and an integer coprime with the characteristic of . Assume for this section only that contains an element of order . Proof: This follows easily from the well-known formulas for the number of distinct self-dual codes of length over with respect to the Euclidean and Hermitian inner products.
VII. SELF-DUAL BINARY CODES
Recall that a binary code is said to be of Type II if and only if it is self-dual and all its codewords have Hamming weights divisible by . For a binary -quasi-cyclic code of length , i.e., , by its binary component , we mean the component in the decomposition (3) corresponding to the polynomial . We also call the component corresponding to the polynomial the quaternary component of the code. 
Remark: When
, it also follows from the above proof that, if the minimal distance of is , then the minimal distances of and are at least .
VIII. CONCLUSION
In this work, we have shown that all quasi-cyclic codes admitted a combinatorial construction from codes of lower lengths. Conversely, some codes constructed in that way are shown to have a quasi-cyclic structure [25] . The following table summarizes the results we know regarding classical families of codes over finite fields. More families appear in [20] .
Code
Construction Reference
Cor. 6.5 SRC [25] Theo. 6.7
APPENDIX ALGEBRAIC CHARACTERIZATION
In this appendix, we describe a group-theoretic approach to quasi-cyclic codes. Throughout this section, the code is defined over any field . Recall that the permutation group of a code of length is the subgroup of , the group of all permutations on letters, that fixes under coordinate permutations. We begin with a characterization of quasi-cyclic codes in terms of permutation groups. Lemma 14] contains an fpf permutation made of two disjoint cycles of length . Therefore, its th power is also fpf but of order . By the characterization in Proposition A.1, the result follows.
