We show that the Hawking-Penrose singularity theorem, and the generalisation of this theorem due to Galloway and Senovilla, continue to hold for Lorentzian metrics that are of C 1,1 -regularity. We formulate appropriate weak versions of the strong energy condition and genericity condition for C 1,1 -metrics, and of C 0 -trapped submanifolds. By regularisation, we show that, under these weak conditions, causal geodesics necessarily become non-maximising. This requires a detailed analysis of the matrix Riccati equation for the approximating metrics, which may be of independent interest.
Introduction
The classical singularity theorems of General Relativity show that a Lorentzian manifold that satisfies physically "sensible" conditions cannot be geodesically complete. In particular, if one attempts to "extend" such a manifold, then one cannot extend with a C 2 -Lorentzian metric. It is then natural to ask whether one can extend with a lower regularity Lorentzian metric. In certain situations with a large amount of symmetry, one can show that even a low level of regularity cannot be maintained. For example, in recent work, Sbierski [32] has shown that the Schwarzschild solution cannot be extended as a continuous Lorentzian metric.
Generally speaking, the singularity theorems of Penrose [30] , Hawking [10] and HawkingPenrose [12] hold for C 2 -Lorentzian metrics. In [17] and [16] , it has been shown, however, that the theorems of Penrose and Hawking hold for metrics that are C 1,1 , i.e. metrics that are differentiable, with all derivatives locally Lipschitz. Such a level of regularity is of significance to us for a variety of reasons. From a mathematical point of view, such metrics have the following properties:
(i) The Levi-Civita connection is locally Lipschitz. This is, therefore, the lowest regularity where the classical Picard-Lindelöf theorem gives existence and uniqueness of solutions of the geodesic equations for the metric. Moreover, the solution of the geodesic equation depends continuously (in fact, Lipschitz continuously) on the initial data.
(ii) The curvature of the metric is well-defined in L ∞ loc . In particular, Rademacher's theorem implies that the curvature exists almost-everywhere.
From the point of view of physics, the curvature of a metric being bounded but discontinuous, rather than blowing up, would, via the Einstein field equations, give rise to (or be generated by) a finite jump in the energy-momentum tensor of the matter variables. This scenario is quite acceptable physically, and arises in the classical example of the Oppenheimer-Snyder solution [25] and the whole class of matched spacetimes (see e.g. [18, 19] ). As such, there are both physical and mathematical motivations for studying the class of C 1,1 -metrics.
When one attempts to generalise the proof of the singularity theorems to the case of a C 1,1 -metric, however, the fact that the curvature tensor is only defined almost-everywhere poses significant problems. 1 The standard proof of the singularity theorems relies on the existence of conjugate points (or focal points) along suitable classes of geodesics in the Lorentzian manifold. Such conjugate points are shown to exist by a study of Jacobi fields (or, equivalently, Riccati equations) along these geodesics. However, if the curvature tensor is only defined almost-everywhere, it is quite possible that, since a geodesic curve has measure zero, the curvature may not be defined along any given geodesic, so the Jacobi equation (and, hence, the notion of a conjugate point) is not well-defined along said geodesic. In Riemannian geometry, a standard example of a metric that is C 1,1 but not C 2 is the metric on a hemisphere joined at the equator to a flat cylinder [29, 27] . This metric has strictly positive curvature on the hemisphere and zero curvature on the cylindrical part, which implies that the curvature is not well-defined on the geodesic that traverses the join between the two regions. A similar phenomenon occurs in Lorentzian geometry in the Oppenheimer-Snyder model, where the curvature tensor is not well-defined along the geodesics that generate the boundary between the interior and exterior regions of the solution. As such, the notion of a Jacobi field is not defined along such geodesics.
The importance of conjugate points (or focal points) in the proof of the singularity theorems is the connection with maximising properties of causal geodesics. In particular, a causal geodesic from a point stops being maximising if and only if either a) there exists a distinct causal geodesic between the same endpoints of the same length or b) the geodesic encounters a conjugate point. 2 Given suitable geometrical conditions on the Lorentzian metric (e.g. a Ricci curvature bound, a "convergence condition" such as the existence of a trapped surface, and a completeness condition), one can use Riccati comparison techniques to show that all causal geodesics of a suitable type will encounter conjugate points, and hence stop being maximising curves between their endpoints. It should perhaps be pointed out, however, that the cut-locus of a point in a Lorentzian manifold is necessarily a closed set, of which conjugate points form a subset of zero measure. Therefore, almost all geodesics stop maximising due to their intersection with another geodesic with the same endpoint of the same length. As such, most causal geodesics will no longer be maximising even before they encounter their first conjugate point. However, since such an intersection of geodesics is related to the global geometry of the manifold, there is no way to estimate (in terms of, say, the curvature) the distance that one must traverse along a given curve before one encounters such an intersection. The power of conjugate points (and focal points) is the fact that they lead to geodesics no longer being maximising and we can estimate when they occur.
In this paper, we show that the Hawking-Penrose singularity theorem [12] can be generalised to C 1,1 -Lorentzian metrics. The Hawking-Penrose theorem is, perhaps, the most refined of the classical singularity theorems, in the sense that it requires the most delicate analysis of the effects of curvature. As a consequence, the technical issues that arise from the lack of a suitable concept of a "conjugate point" are considerably more pronounced when one attempts to generalise the Hawking-Penrose theorem to the C 1,1 -setting, than they were with the Penrose or Hawking theorems. The most general version of the Hawking-Penrose theorem, which is stated in "causal" language, states the following: Theorem 1.1. [12, pp. 538] Let (M, g) be a spacetime with g a C 2 -metric with the following properties:
(C.i) M is chronological, i.e., contains no closed timelike curves; (C.ii) Every inextendible causal geodesic in M contains conjugate points; (C.iii) There is an achronal set S such that E + (S) or E − (S) is compact.
Then (M, g) is causally geodesically incomplete.
Hawking and Penrose also prove the following more "analytical" result: 3 (A.4) contains at least one of the following (i) a compact achronal set without edge, (ii) a closed trapped surface or (iii) a point p such that on every past (or every future) null geodesic from p the expansion θ of the null geodesics from p becomes negative, cannot be causally geodesically complete.
For C 2 -metrics, Theorem 1.2 is proved as a corollary of Theorem 1.1. In particular, the genericity condition (1.2) along with strong energy condition (1.1) are used, in conjunction with a matrix Riccati equation for the second fundamental form of a geodesic congruence, to show that any of the conditions (A.4) imply that every inextendible causal geodesic in M contains conjugate points, and that Condition (C.iii) of Theorem 1.1 holds. Therefore, the conditions of Theorem 1.2 imply those of Theorem 1.1.
In the C 1,1 -case, which we study in this paper, the logical structure of the argument is very similar. We first prove an appropriate version of Theorem 1.1 for C 1,1 -metrics. To this end, we first note that Condition (C.ii) in Theorem 1.1 explicitly depends on the concept of a conjugate point, and so cannot be directly generalised to the case of C 1,1 -metrics. However, an inspection of the proof of the Hawking-Penrose theorem shows that, rather than Condition (C.ii), the property that is actually required for their result is the following: (C.ii ′ ) Every inextendible causal geodesic in M stops being maximising;
One of our fundamental results is, therefore, Theorem 7.4, which states that, with minor modifications, Theorem 1.1, with Condition (C.ii) replaced with Condition (C.ii ′ ) continues to hold if the metric g is assumed to be C 1,1 . The web of causality results required in the proof of Theorem 1.1, generalised to the C 1,1 -setting, is summarised in Appendix A.
In the C 1,1 -case, however, the step from Theorem 1.1 to Theorem 1.2 is considerably more complicated. We show that appropriate versions of the curvature conditions (1.1) and (1.2) lead to causal geodesics becoming non-maximising between their endpoints. We prove this result by studying appropriate smooth approximations g ε to the C 1,1 -metric g, where the g ε satisfy appropriate weakened versions of (1.1) and (1.2). By a refined analysis of the matrix Riccati equation along geodesics with respect to the g ε -metrics, we are able to show that g ε -causal geodesics develop conjugate points, 4 and, hence, are non-maximising. From this, we argue that g-causal geodesics also become non-maximising. At this point, our main results, Theorem 2.5 and Theorem 2.6 follow from Theorem 7.4.
The techniques that we develop in going from Theorem 7.4 to Theorem 2.5 and Theorem 2.6 are the main technical developments in this paper. In particular, the estimates that we develop in Sections 3 and 4 are new, 5 and may well be of independent interest. 6 We conclude this introduction by fixing our notation and conventions as well as introducing an improved version of the smooth Hawking-Penrose theorem that we will also deal with during this work.
All manifolds will be denoted by M and assumed to be smooth, Hausdorff, second countable, n-dimensional (with n ≥ 3), and connected. On such M we will consider Lorentzian metrics g of regularity of at least C 1,1 and signature (−, + . . . , +) with Levi-Civita connection ∇ and with a time orientation fixed by a continuous vector field. We say a curve γ : I → M from some interval I ⊆ R to M is timelike (causal, null, future or past directed) if it is locally Lipschitz andγ(t), which exists almost everywhere by Rademacher's theorem, is timelike (causal, null, future or past directed) almost everywhere. Following standard notation, for p, q ∈ M we write p ≪ q if there exists a future directed timelike curve from p to q (and p ≤ q if there exists a future directed causal curve from p to q or p = q) and set I + (A) := {q ∈ M : p ≪ q for some p ∈ A} and J + (A) := {q ∈ M : p ≤ q for some p ∈ A}. We note that we require causal (timelike, . . . ) curves to be Lipschitz, whereas other standard sources use piecewise C 1 curves instead (see, e.g., [11] , [24] ). However, as was shown in [21, Thm. 7] , [15, Cor. 3.10] , this has no impact on the relations ≪ and ≤ for C 1,1 -metrics. We call a C 1,1 -spacetime (M, g) globally hyperbolic if it is causal (i.e., contains no closed causal curves) and J(p, q) := J + (p) ∩ J − (q) is compact for all p, q ∈ M . We further define the Riemann curvature tensor 7 
loc -tensor fields. Here and in the following (E i ) n i=1 will denote (local) orthonormal frame fields and (e i ) n i=1 will denote orthonormal frames in individual tangent spaces T p M . Generally we will consider embedded submanifolds S of codimension m. We define the second fundamental form by II(V, W ) := nor(∇ V W ) for all V, W tangent to S and the shape operator derived from a normal unit field ν by S ν (X) = ∇ X ν. For any tangent vector v ∈ T p M we denote by γ v the geodesic with γ v (0) = p,γ v (0) = v. Throughout, a codimension 2 submanifold of M will be referred to as a "surface".
Condition (A.4)(ii) of Theorem 1.2 has been generalized in [6] to include trapped submanifolds of arbitrary co-dimension m (1 < m < n) by adding an additional curvature assumption, which in the classical case m = 2 automatically follows from the energy condition. For a precise formulation let S be a (smooth) spacelike (n − m)-dimensional submanifold and let e 1 (q), . . . , e n−m (q) be an orthonormal basis for T q S, smoothly varying with q in a neighbourhood (in S) of p ∈ S. For a geodesic γ starting at p let E 1 , . . . , E n−m denote the parallel translates of e 1 (p), . . . , e n−m (p) along γ. Let
II(e i , e i ) denote the mean curvature vector field of S, and let k S (v) := g(H, v) be the convergence of v ∈ T M | S . Now a closed spacelike submanifold S is called (future) trapped if for any future-directed null vector ν ∈ T S ⊥ the convergence k S (ν) is positive. This is equivalent to the mean curvature vector field H S being past pointing timelike on all of S. With this definition one has the following extension of the classical Hawking-Penrose theorem ( [6, Thm. 3] ). Theorem 1.3. A spacetime (M, g) with C 2 -metric satisfying conditions (A.1)-(A.3) of Theorem 1.2 and (A.4) (iv) contains a spacelike (future) trapped submanifold S of co-dimension 2 < m < n such that additionally
for any future directed null geodesic withγ(0) orthogonal to S, cannot be causally geodesically complete.
In Section 7, this result will also be shown to hold in the C 1,1 -setting.
This paper is organised in the following way. In Section 2, we first define the appropriate weak notions of curvature conditions on Lorentzian metrics and convergence conditions on C 0 -submanifolds that are required for our study of metrics that are C 1,1 . We then state our main results, Theorems 2.5 and 2.6, which are the analogues of the Hawking-Penrose Theorem 1.2 and its generalisation, Theorem 1.3, to the C 1,1 -case. The remainder of the paper is concerned with the proof of these results. In Section 3, we consider the regularisation of the C 1,1 -metric and, in particular, study the effect of smoothing on the curvature and genericity condition. In Section 4, we develop estimates for matrix Riccati equations that allow us to show that geodesics with respect to the smooth approximating metrics must develop conjugate (or focal) points. As mentioned previously, the estimates obtained in Sections 4 are, perhaps, the main technical advance in this paper, and may be of independent interest in their own right. The results of Section 4 are used in Section 5 to yield Theorems 5.1 and 5.3, which show that, under our curvature and genericity assumptions, causal geodesics will not remain maximising. In Section 6, we show that if S is a submanifold of M satisfying any one of the conditions (A.4) of Theorems 2.5 and 2.6, then E + (S) is compact, i.e., the submanifold is a trapped set. Finally, in Section 7, we first show, using results summarised in Appendix A, that Theorem 7.4, the analogue of the "causal" version of the Hawking-Penrose Theorem (Theorem 1.1), holds in the C 1,1 -setting. The results from Sections 3-6 then quickly yield the main result Theorems 2.5 and 2.6, i.e. the "analytical" version of the Hawking-Penrose theorem.
The main result
The aim of this paper is to generalise Theorems 1.2 and 1.3 to C 1,1 -metrics. Since not all of the conditions in these theorems are well-defined at this lower level of regularity, we begin by discussing the alternative formulations that we will use in the C 1,1 -case.
By the strong energy condition or causal convergence condition, we shall mean that Ric(X, X) ≥ 0 for all Lipschitz continuous causal local vector fields X.
We will also speak of the timelike (or null) convergence condition if (2.1) is only supposed to hold for all Lipschitz continuous timelike (or null) local vector fields X. . Note that the Lipschitz condition is only relevant in the null case. Contrary to the situation with a timelike vector, which can clearly be extended to a smooth timelike local vector field, it is, in general, not possible to extend a given null vector to a smooth null local vector field. Indeed, parallel transporting a given null vector at a given point along radial geodesics emanating from that point results in a null vector field that is only Lipschitz continuous. It is possible that, with a C 1,1 -Lorentzian metric, one can extend a given null vector to a C 1,1 null local vector field, and the condition for our results may be weakened to requiring (2.1) to hold for all C 1,1 causal local vector fields X. However, since we will explicitly use a null vector field obtained by parallel transport (and, hence, Lipschitz) in the proof of Lemma 3.5, we have not investigated this possibility. For simplicity, we also refrain from refining condition (2.1) to apply to local smooth timelike and Lipschitz null vector fields, although this would be possible throughout.
Looking at the classical proof of Theorem 1.2, one finds that it is not the genericity condition itself that plays a role, but rather a derived condition on the tidal force operator along causal geodesics γ. The required condition is that there exists t 0 such that the operator
is not identically zero. (The fact that this condition follows from the genericity condition (1.2) can be found in, e.g., [13, Cor. 9.1.1].) Thus, we will henceforth refer to (2.2) as the genericity condition, which we now formulate for C 1,1 -metrics, and which reproduces (2.2) in the smooth case.
Definition 2.2. Let g ∈ C 1,1 be a Lorentzian metric on M , and let γ : I → M be a causal geodesic for g. Then we say the genericity condition holds along γ if there exists some t 0 ∈ I and a neighbourhood U of γ(t 0 ), as well as continuous vector fields X and V on U such that X(γ(t)) =γ(t) and V (γ(t)) ∈ (γ(t)) ⊥ for all t ∈ I with γ(t) ∈ U , and there exists some c > 0 such that either
. In this case, we say that the genericity condition is satisfied for γ at t 0 ∈ I Regarding the initial conditions (A.4), we first remark that the definition of an "achronal set without edge" and of a "smooth (or at least C 2 -) future trapped submanifold" for C 1,1 -metrics can be carried across unchanged from the smooth case since the mean curvature is still Lipschitz continuous. We will however wish to generalise the notion of a future trapped submanifold slightly to allow us to use C 0 -submanifolds. We say that a(n at least C 2 ) submanifold S is a future support submanifold for a C 0 -submanifold S at q ∈ S if dim( S) = dim S, q ∈ S, and S is locally to the future of S near q, i.e. there exists a neighbourhood U of q in M such that S ∩ U ⊂ J + (S, U ). Using such future support submanifolds we define past pointing timelike mean curvature at q ∈ S by requiring the existence of a future support submanifold with past-pointing timelike mean curvature at q (see, for instance, [1] ).
This leads to the following definition of a future trapped submanifold of M (which reduces to the usual one if S is at least C 2 ). Definition 2.3. A closed (C 0 -) submanifold S of codimension m (1 ≤ m < n) is called future trapped if, for any p ∈ S, there exists a neighbourhood U p of p such that S ∩ U p is achronal in U p and S has past-pointing timelike mean curvature at all of its points (in the sense of support submanifolds).
Similarly, to replace the point condition (A.4)(iii) in Theorem 1.2, we define a (future) trapped point as follows: Definition 2.4. We say that a point p is future trapped if, for any future-pointing null vector ν ∈ T p M , there exists a t such that there exists a spacelike C 2 -surface S ⊂ J + (p) with γ ν (t) ∈ S and k S (γ ν (t)) > 0.
While it is perhaps not immediately obvious that this provides a good generalisation of the usual condition, one can show that for smooth metrics there is a very clear relationship between the expansion θ(t) along a geodesic γ defined in terms of Jacobi tensor classes (cf. Lemma 4.1) and the shape operator Sγ(t) derived fromγ for the submanifold S t := exp p (t V ), where V is the set of all (properly normalised) null vectors contained in some neighbourhood ofγ(0) (see section 6.3 for details). Our definition then provides a C 1,1 -generalisation of the trace of such a shape operator becoming negative.
With these definitions we will prove the following generalisation of Theorem 1.2: Note that the C 1,1 -version requires that (M, g) be causal rather than chronological since, contrary to the smooth case, the other conditions that we impose do not exclude the existence of closed null curves. The problem will be evident in the proof of Theorem 5.3, where we will use approximations to show that no inextendible null geodesic can be globally maximising, and our argument breaks down for closed null curves.
Finally, we will also prove a C 1,1 -generalization of Theorem 1.3. . . E n−m (for S) and N :=γ, respectively, to U such that
Then M contains an incomplete causal geodesic.
Regularisation results
In this section we establish a number of auxiliary results pertaining to regularisations of C 1,1 -metrics, as well as the corresponding curvature quantities and geodesics. Our approach rests on the causality-respecting regularisation procedure introduced by Chruściel and Grant in [4] . In its formulation, we shall employ the following notation (cf. 
) be a C 0 -spacetime and let h be some smooth background Riemannian metric on M . Then for any ε > 0, there exist smooth Lorentzian metricsǧ ε and g ε on M such that for all 0 < ε < ε ′ ,ǧ ε ′ ≺ǧ ε ≺ g ≺ĝ ε ≺ĝ ε ′ , and
, where
Moreover,ĝ ε (p) andǧ ε (p) depend smoothly on (ε, p) ∈ R + × M , and if g ∈ C 1,1 then, letting g ε be eitherǧ ε orĝ ε , we additionally have (i) g ε converges to g in the C 1 -topology as ε → 0, and (ii) the second derivatives of g ε are bounded, uniformly in ε, on compact sets.
Curvature quantities for g ε -metrics will be denoted by a subscript, as in R ε or Ric ε . Next we recall the consequences of the strong energy condition (2.1) provided by [16, Lemma 3 .2] and [17, Lemma 2.4] for nets (g ε ) ε>0 (with g ε =ǧ ε or g ε =ĝ ε ) of approximating smooth metrics.
Lemma 3.2. Let M be a smooth manifold with a C 1,1 -Lorentzian metric g and smooth Riemannian background metrics h,h on M and T M , respectively. Let K ⋐ M and let C, δ > 0. Then we have:
For later use, we also record the following result, cf. e.g. the proof of [16, Prop. 4 
.3]:
Lemma 3.3. Let (M, g) be a globally hyperbolic C 1,1 -spacetime and let p, q ∈ M . Denote by d and dǧ ε the time-separation functions with respect to g andǧ ε , respectively. Then, we have
The following basic Friedrichs-type Lemma collects some general convergence properties that will be used repeatedly in subsequent sections.
Here, both the first and the second term on the right hand side go to 0 locally uniformly by a variant of the Friedrichs Lemma (cf. the proof of [16, Lemma 3.2] ).
(ii) Since (a · f · b) * ρ ε ≥ c, the claim follows from (i).
A convenient consequence of the previous Lemma concerns basic properties of curvature quantities associated to a C 1,1 -metric g: Arguing in a local chart, Lemma 3.4 shows that if g ε is as in Proposition 3.1, then R ε − R * ρ ε → 0 locally uniformly (cf. (5) in [16] ). Since,
, all the usual symmetry properties of the Riemann tensor for smooth metrics carry over to R pointwise a.e.
Next we introduce some notation to deal with timelike and null geodesics simultaneously. Suppose that γ is a causal geodesic in a C 1,1 -spacetime (M, g). As is common in the smooth case (see e.g. [13, Sec. 4 
.6.3]) we consider the quotient space [γ(t)]
In order to enable a unified notation we will henceforth denote 
Before we proceed to construct suitable frames for the approximating curvature operators [R ε ](t), we will show that our definition of genericity is equivalent to a definition using only strict positivity (i.e., (2.3) only) if the strong energy condition (2.1) holds.
Lemma 3.5. Let g ∈ C 1,1 be a Lorentzian metric on M , and let γ : I → M be a causal geodesic for g. Suppose that the genericity condition is satisfied for γ at t 0 ∈ I. If the strong energy condition (2.1) holds then there exist a neighbourhood U of γ(t 0 ), as well as Lipschitz vector fields X and V on U such that X(γ(t)) =γ(t) and V (γ(t)) ∈ (γ(t)) ⊥ for all t ∈ I with γ(t) ∈ U , and there exists some c > 0 such that R(V, X)X, V > c on U .
Proof. We assume that (2.4) holds and treat the null and the timelike case separately. Suppose first that γ is null. Then after reparametrisation we can find orthonormal vectors e n−1 and e n in T γ(t 0 ) M such that e n is timelike andγ(t 0 ) = (e n−1 + e n ). Since X is only guaranteed to be null along γ we assume that U is a totally normal neighbourhood of γ(t 0 ) ([14, Sec. 4]) and replace X by the null vector field obtained by parallel transporting (e n−1 +e n ) outwards from γ(t 0 ) along radial geodesics, which we again denote by X. We then replace V by the vector field obtained by transporting V (γ(t 0 )) outwards from γ(t 0 ) along radial geodesics. Then by possibly shrinking U and c we still retain the genericity estimate (2.4) for X and V . By construction, the new V is either proportional to X nowhere or everywhere, but the latter can't occur by the symmetries of R and (2.4). Hence V is spacelike and we normalise it. Now let E 1 , . . . , E n be an orthonormal Lipschitz frame on U such that E 1 = V , E n is timelike and X = (E n−1 + E n ). Then by the symmetries of R we have Ric(X, X) =
In the case where γ is timelike, by shrinking U and c, we may assume that X is a timelike unit vector field on all of U and replace V by V + X, V X and normalize it. In addition, using parallel transport as in the null case above we may assume that both X and V are Lipschitz continuous. Consequently, without loss of generality we may suppose that there exists a Lipschitz continuous orthonormal frame
Remark 3.6. As described in Remark 2.1, if the strong energy condition in the timelike case is assumed to hold only for smooth local vector fields, the statement of Lemma 3.5 remains valid. In fact, smoothing X (via convolution in local charts) and otherwise proceeding as above, for any given δ > 0 we can achieve that (for the original X) Ric(X, X) =
The claim then follows in the same way.
The next step is to use the C 1,1 -genericity condition to derive a lower bound on the tidal force operator for approximating metrics along approximating causal geodesics.
Lemma 3.7. Let g ∈ C 1,1 be a Lorentzian metric on M such that the strong energy condition is satisfied, and let γ : I → M be a causal geodesic for g. Suppose that the genericity condition is satisfied for γ at t 0 ∈ I. Then there exist constants r > 0, c > 0, and C > 0 such that the following holds: Let g ε =ǧ ε or g ε =ĝ ε , and let γ ε be g ε -geodesics of the same causal character w.r.t. g ε as that of γ w.r.t. g. Assume that γ ε converges to γ in C 1 (I) and for each ε, let
Then there exists ε 0 > 0 such that, for each ε ∈ (0, ε 0 ) there is a smooth parallel orthonormal
in terms of this frame. 8 Remark 3.8. As the proof will show, the conclusion of Lemma 3.7 remains valid if, for γ timelike resp. null, also the strong energy resp. genericity condition are assumed to hold only for the timelike resp. null case. Moreover, since in all the following results the strong energy condition only enters via Lemmas 3.2, 3.5 and 3.7, the claim in the final sentence of Remark 2.1 indeed holds.
Proof of Lemma 3.7. As the claim is local, we may assume that M = R n . We use the notation of Definition 2.2, and may clearly set t 0 = 0. Additionally we may assume that γ is parametrised to unit speed (if γ is timelike) or such thatγ(0) = e n−1 +e n for two orthonormal vectors e n−1 , e n with e n timelike (if γ is null). By Lemma 3.5 we also have without loss of generality R(V, X)X, V > c.
Using the parallel frames on a relatively compact normal neighbourhood U of p 0 := γ(0) as constructed in the proof of Lemma 3.5 (with V = E 1 , as well as X = E n in the timelike case and X = (E n−1 + E n ) with E n timelike in the null case), we will now carry out the proof in several steps simultaneously in the timelike and the null case.
To begin with, let 0 < c 1 < c. We claim that there exists some C 1 > 0 such that, setting
To establish this, we need to find C 1 > 0 such that, for any w =:
, and denoting by λ min the smallest eigenvalue ofR + C 1 id, we have
where . e denotes the Euclidean norm. Setting C R := (R 1j ) j e , we pick C 1 > 0 such that
for all x ∈ U . With this choice, the quadratic in the final line of (3.5) has no real root, and therefore (3.5) is positive for all w ∈ R d \ {0}.
Since (component-wise) convolution with a non-negative mollifier as in Lemma 3.4 (ii) preserves positive-definiteness, it follows that given 0 < c 2 < c 1 and C 2 > C 1 , we can achieve R ij * ρ ε > diag(c 2 , −C 2 , . . . , −C 2 ) for ε small. Furthermore, by the same argument as in (5) in [16] , R ε − R * ρ ε → 0 (ε → 0) locally uniformly and, by Lemma 3.4(i), R εij − R ij * ρ ε → 0 locally uniformly, where the matrix elements R εij are defined as
. This implies that there exists an ε 0 such that
on U for all ε < ε 0 . Next we note that by the explicit bounds derived in [14, Sec. 2] we may assume that U is g ε -totally normal for each ε < ε 0 . Let p ε := γ ε (0). Since p ε → p 0 , we can also achieve that p ε ∈ U for all ε < ε 0 . Pick a g ε -orthonormal frame e ε 1 , . . . , e ε n at p ε such that, as above, e ε n =γ ε (0) in the timelike case, whereas in the null case e ε n is timelike andγ ε (0) ∝ e ε n−1 + e ε n . In addition, we may assume that e ε i → E i (p 0 ) as ε → 0. Now denote by E ε 1 , . . . , E ε n the g ε -orthonormal frame on U that results from parallel transporting e ε 1 , . . . , e ε n out from p ε along radial g ε -geodesics. Then, since E ε i → E i uniformly on U , by further shrinking ε 0 , we obtain from (3.6) that the matrix elements with respect to this frame satisfy
on U for ε < ε 0 . Fix r > 0 such that γ([−r, r]) ⊆ U , so that, without loss of generality we have γ ε ([−r, r]) ⊆ U for all ε < ε 0 . Then, by construction, E ε i (t) := E ε i •γ ε (t) is a g ε -orthonormal smooth parallel frame along γ ε , and (3.7) implies that
Conjugate points for smooth metrics
Given a causal geodesic γ without conjugate points, it is well known in the smooth case that, under the strong energy condition, the initial expansion of the corresponding geodesic congruence must be bounded. In the following Lemma, we explicitly derive such bounds assuming only the weaker energy condition, Ric(γ,γ) > −δ, that follows from the C 1,1 -version of the strong energy condition, cf. Lemma 3.2. We respect the conventions introduced in Section 3, so in particular d = n − 1 for γ timelike and d = n − 2 for γ null. 
Denote by s κβ : [0, b κβ ) → R the maximal solution of (4.3). Now if β ∈ (−∞, − √ dδ), one has (cf. [35] )
4)
Since γ has no conjugate point before T , and since the maximal domain of definition of θ(t 0 + . ) must be contained in that of s κβ by Riccati comparison, we obtain T − t 0 ≤ b κβ . Consequently,
The left hand side of (4.6) goes to −d/(T − r) as κ → 0, so we may choose a κ < 0 of small enough modulus such that β ≥ −2d/(T − r). Translating back to δ and recalling that we assumed r ≤ T /2, we see that we may choose δ > 0 small enough such that, for any t 0 as above, β = θ(t 0 ) ≥ −4d/T . So in total we have for sufficiently small δ that
To obtain the analogous estimate from above, consider the Jacobi tensor t → [A](−t) along t → γ(−t). Then the corresponding past-directed expansion θ p (t) = −θ(−t) satisfies a Riccati equation with the same bounds as θ, so the above arguments imply (4.7) also for θ p , yielding the claim.
We may now prove the existence of conjugate points along causal geodesics in the smooth case under the weakened version of the Ricci bounds derived in Lemma 3.2 from the strong energy condition (2.1), as well as the bounds on the curvature operator derived in Lemma 3.7 from the C 1,1 -genericity condition. attains its minimum on [−r, 0] in t 1 . Using (4.9), we see
Combining this with (4.11) gives 
Here (cf. [35, 7] )
and
and due to our assumption 0 < r < 
We are now going to show that for δ small enough and T large enough, H c,f (t) < 0 for t ∈ [ r 2 , r]. In fact, since H c,f is monotonically decreasing, it suffices to secure that
To achieve this, first note that 3r √ c < π, so that √ c(
, (4.14) can be satisfied by choosing δ and ν so small that √ c(
Shrinking ν further, we can also achieve that H c,f ( r 2 ) < −ν, so altogether we obtain for t ∈ [ r 2 , r]:
By (4.11) this givesθ
and thereby
However, as δ ց 0 and T → ∞, the left hand side of this inequality tends to 0, while the right hand side has the limit d
Maximising geodesics
We will next prove that in the C 1,1 -case under suitable causality conditions complete causal geodesics stop being maximising, provided the strong energy condition (2.1) and the genericity condition (Definition 2.2) hold. We will do so separately in the timelike and in the null case with the respective causality conditions adapted to the later use of the corresponding statements in the proof of the main theorem.
Theorem 5.1. Let g ∈ C 1,1 be a globally hyperbolic Lorentzian metric on M that satisfies the timelike convergence condition. Moreover, suppose that the genericity condition holds along any timelike geodesic. Then no complete timelike geodesic γ : R → M is globally maximising. 9 Proof. Let γ : R → M be a complete geodesic and suppose that γ were maximising between any two of its points. We approximate g from the inside by a netǧ ε , so eachǧ ε is globally hyperbolic as well. Without loss of generality assume that γ satisfies the genericity condition at t 0 = 0. Then by Lemma 3.7 there exist c > 0, C > 0 and 0 < r < π 4 √ c such that, whenever γ ε is a net ofǧ ε -geodesics that converge to γ in C 1 , there exists some ε 0 > 0 such that, for any ε < ε 0 , condition (ii) of Proposition 4.2 is satisfied for R ε . Choose δ = δ(c, C, r) > 0 and T = T (c, C, r) > 0 as in Proposition 4.2 and letT > T . Sincě g ε is globally hyperbolic, for any ε > 0 sufficiently small there exists a maximisingǧ ε -geodesic γ ε from γ(−T ) to γ(T ) (cf. [4, Prop. 1.21 and Th. 1.20]). We choose the parametrisation such that γ ε (−T ) = γ(−T ) and v :=γ(−T ) and v ε :=γ ε (−T ) have the same h-norm for a fixed Riemannian background metric h. We defineT ε by γ ε (T ε ) = γ(T ), so
Consequently, γ ε k converges in C 1 to the (future) inextendible g-geodesic γ w : [−T , b 0 ) → M with γ w (−T ) = γ(−T ) andγ w (−T ) = w. Since our spacetime is non-totally imprisoning (which follows from global hyperbolicity by the same proof as for smooth metrics, [24, Lem. 14.13]), this geodesic must leave the compact set J − (γ(T )) ∩ J + (γ(−T
for k sufficiently large. This shows that γ ε k also satisfies condition (i) from Proposition 4.2 for k large. But then any such γ ε k incurs a pair of conjugate points within [−T, T ], contradicting the fact that it was supposed to be maximising even on
The proof of the previous Theorem uses Proposition 4.2 to guarantee the existence of conjugate points forǧ ε -geodesics close to γ, but the essence of the argument can be formulated in a much more general way using cut functions. Let T ⊆ T M be the set of all future directed timelike vectors, then one defines the timelike cut function s : T → R by
This function clearly depends on the metric and so a natural question is how, given a C 1,1 -metric g, theǧ ε k -cut functions s k relate to the g-cut function s. The following theorem shows that at least for a globally hyperbolic spacetime a uniform upper bound on the s k must also be an upper bound for s.
Theorem 5.2. Let (M, g) be a spacetime with a globally hyperbolic C 1,1 -metric and let
Proof. The proof uses the same arguments as in Theorem 5.1: Let v ∈ U ,T > T and assume, for the sake of contradiction, that s(v) >T . Then γ v maximises the distance between γ v (0) and γ v (T ) and even remains maximising a bit further. Choosing γ k as in the previous proof, the same arguments give a sequence γ k that converges in C 1 to γ (in particular,γ k (0) ∈ U for large k) and is maximising on [0,
There is an analogous result to Theorem 5.1 for null instead of timelike curves. However, assuming global hyperbolicity in the null case renders such a statement mostly useless for the proof of the Hawking-Penrose Theorem because inextendible yet maximising null curves need to be excluded everywhere in the spacetime and not just in some globally hyperbolic subset (contrary to timelike curves, which will appear only briefly at the end of the proof when one already works in some Cauchy development). Fortunately in the null case there is a sharper distinction between maximising and non-maximising geodesics because a null geodesic stops maximising if and only if it leaves the boundary of a lightcone, and one can exploit the structure of such boundaries to show that inextendible null geodesics which are not closed cannot be maximizing. However, the methods of the following proof fail for closed null curves (which are not well behaved with respect to approximation), so these had to be excluded in the statement of Theorem 2.5 by assuming that the spacetime is causal instead of merely chronological in the classical theorem. Theorem 5.3. Let g ∈ C 1,1 be a Lorentzian metric on M such that (M, g) is causal. Moreover, suppose that the null convergence condition holds and that the genericity condition is satisfied along any null geodesic. Then no complete null geodesic γ : R → M is globally maximising.
Proof. The general shape of the argument is similar to the timelike case, however, since we do not assume global hyperbolicity we will have to choose the approximatingǧ ε -geodesics differently.
Assume γ : R → M were a null geodesic that is maximizing between any of its points and that without loss of generality satisfies the genericity condition at t 0 = 0. Then by Lemma 3.7 there exist c > 0, C > 0 and 0 < r < π 4 √ c such that, whenever γ ε is a net ofǧ ε -null geodesics that converge to γ in C 1 , there exists some ε 0 > 0 such that, for any ε < ε 0 , condition (ii) of Proposition 4.2 is satisfied for R ε . Choose δ = δ(c, C, r) > 0 and T = T (c, C, r) > 0 as in Proposition 4.2 and chooseT > T in a such a way that p := γ(−T ) is different from q := γ(T ).
Then, by assumption, q ∈ ∂J + (p). We will now find a sequence ε k → 0 and points
(p) with q k → q: Let U k be a sequence of neighbourhoods of q with U k+1 ⊆ U k and k U k = {q}. Then for any U k there exist points q e k ∈ U k \ J + (p) and
. Then this curve must intersect ∂J + k (p) and we choose q k to be such an intersection point.
Since q k ∈ ∂J + k (p) there exists a past directedǧ ε k -null geodesic starting at q k that is contained in ∂J + k (p) and is either (past) inextendible or ends in p (cf. Proposition A.7). Let γ k : I k → M denote an inextendible future directed reparametrisation of such a geodesic with γ k (T ) = q k and γ k (T ) h = γ(T ) h . Since the h-norms ofγ k (T ) ∈ T q k M are bounded and q k → q, we may without loss of generality assume that the sequenceγ k (T ) converges to some vector w ∈ T q M . This vector w must be g-null since theγ k wereǧ ε k -null. Hence there exists a unique inextendible g-geodesic γ w : (a w , b w ) → M withT ∈ (a w , b w ), γ w (T ) = q anḋ γ w (T ) = w and the γ k converge to γ w in C 1 .
Due to our choice of the γ k , for each k there either exists
By extracting a subsequence we may assume that the first or the second possibility applies in fact for each k. In the second case we pick some s ∈ (a w ,T ) and note that by C 1 -convergence γ k is defined on [s,T ] for k large.
In the first case, if the sequence t k is unbounded (below) we may again pick some s ∈ (a w ,T ) such that γ k ([s,T ]) ⊆ ∂J + k (p) for k large. Finally, if (t k ) is bounded, we may without loss of generality assume that t k →t with γ w (t) = p. Since p = q (by our choice ofT ),t <T , so also in this case there exists max(t, a w ) < s <T such that
Thus in any case γ w | [s,T ] ⊆ J + (p). Therefore, if γ w were not (a reparametrisation of)
would be a broken null curve from a point in J + (p) to γ(T + 1), hence γ(T + 1) ∈ I + (p), which contradicts γ being maximising between any of its points. This shows that (with our choice of parametrisations) γ w must actually be equal to γ.
But then in particular γ(t) = γ w (t) = p (if (t k ) is bounded) and thus since γ cannot be closed by assumption of causality, we must have t 0 = −T . Thereby in each of the above cases
Consequently, any such segment must be maximising for the metricǧ ε k . Also, since γ k → γ in C 1 ([−T, T ]), there exist a compact neighbourhood K of γ([−T, T ]), k 0 ∈ N,C > 0, and η > 0 such that for all k ≥ k 0 we have γ k ([−T, T ]) ⊆ K, as well as γ k (t) h ≤C and dh(γ k (t),γ(t)) < η and γ(t) h ≤C for all t ∈ [−T, T ]. Lemma 3.2(ii) therefore implies that R ε k (γ k (t),γ k (t)) ≥ −δ(c, C, r) on [−T, T ] for k sufficiently large. This shows that γ k also satisfies condition (i) from Proposition 4.2 for k large. But then any such γ k incurs a pair of conjugate points within [−T, T ], contradicting the fact that it was supposed to be maximising even on [−T,T ].
To conclude this section we want to briefly discuss the difference in causality conditions imposed on M in the classical Theorem 1.2 (M being chronological) and in the C 1,1 -Theorems 2.5 and 2.6 (M being causal). Causality assumptions (of any kind) on M were first required in this section to prove Theorem 5.1 and Theorem 5.3. The results proven in previous sections did not require any causality assumption (with the exception of Lemma 3.3, which is only used in the proof of Theorem 5.1). Contrary to our results the smooth versions of these two theorems do not require any causality conditions. Regarding Theorem 5.1, we note that even in the proof of the (classical) Hawking-Penrose theorem its smooth counterpart (despite being valid on all of M ) is actually only applied to an open globally hyperbolic subset of M . This is also true in the proof of our result (see Theorem 7.4). However, Theorem 5.3 is required in multiple places (e.g., any result requiring strong causality indirectly uses Theorem 5.3 by virtue of Lemma A. 19 ). As such, we have found it necessary to assume that the C 1,1 -spacetime is causal.
Nevertheless, the assumption of causality of M only enters in the proof of Theorem 5.3 at a single point, namely where we argue that since γ cannot be closed the equality of γ(t) and γ(−T ) implies thatt = −T . Moreover, this theorem is the only ingredient in the proof of Theorems 2.5 and 2.6 where causality of M is required. For all other steps it is sufficient that M be chronological. This can be seen from the following argument: Both the classical proof of the Hawking-Penrose theorem and the proofs of Theorem 2.5 and Theorem 2.6 presented here argue by contradiction, i.e., one assumes that M is a causal geodesically complete spacetime (satisfying the conditions of the theorem) and derives a contradiction. Hence if one could show that Theorem 5.3 remains true while only assuming M to be chronological (and not causal), one could invoke Lemma A.19 to gain that M is even strongly causal and the rest of our proof would go through.
We expect that Theorem 2.5 and Theorem 2.6, in fact, even hold for chronological C 1,1 spacetimes, but anticipate that a proof will require new methods.
Initial conditions
In its classical version the Hawking-Penrose theorem comes with three distinct initial conditions: the existence of a compact achronal set without edge (or equivalently an achronal compact topological hypersurface, [16, Cor. A.19] ), the existence of a trapped surface, or the existence of a point such that along any future (or past) directed null geodesic starting at this point the convergence becomes negative. An analogue of the trapped surface condition for submanifolds of arbitrary co-dimension was introduced in [6] . In this section we will study these initial conditions and their consequences in the C 1,1 -case.
The hypersurface case
We begin with the most straightforward case: the existence of a compact achronal set without edge.
Proposition 6.1. Let (M, g) be a C 1,1 -spacetime, and let A be a compact achronal set without edge. Then E + (A) = A, in particular it is compact.
Proof. This follows immediately from the fact that for an achronal set A any future directed null geodesic starting in a point p / ∈ edge(A) must immediately enter I + (A). This can be seen as in [16, Prop. A.18] .
One should note that as in the smooth case one may even relax the causality assumptions on A a little: By using a covering argument as in [16, Thm. A.34] it would be sufficient to assume the existence of a compact spacelike hypersurface A in the Hawking-Penrose theorem.
Submanifolds of codimension 1 < m < n
In this section, we follow the approach of Galloway and Senovilla [6] and consider trapped submanifolds of arbitrary codimension of a C 1,1 -spacetime (M, g). To work in full generality (and because we will need this generality to deal with the codimension zero case later on) we will now define C 0 -trapped submanifolds of codimension 1 < m < n. Our definition is similar in spirit to the definition of lower mean curvature bounds for C 0 spacelike hypersurfaces in [1] .
As mentioned in section 2, we say that a submanifoldS is a future support submanifold for a C 0 -submanifold S at q ∈ S if dim(S) = dim S, q ∈S, andS is locally to the future of S near q, i.e. there exists a neighbourhood U of q in M such thatS ∩ U ⊆ J + (S, U ). We use this to define 'past pointing timelike mean curvature' for C 0 -submanifolds. Definition 6.2. Let S be a C 0 -submanifold of codimension m (1 < m < n) in a C 1,1 -spacetime (M, g). We say that S has past-pointing timelike mean curvature in q in the sense of support submanifolds if there exists a C 2 spacelike future support submanifoldS for S in q with HS(q) past-pointing timelike.
This leads to the following definition of a future trapped C 0 -submanifold of M (which is obviously satisfied for C 2 -submanifolds that are future trapped in the classical sense defined in [6] ).
) is called future trapped if it is closed (i.e., compact without boundary) and for any p ∈ S there exists a neighbourhood U p of p such that S ∩ U p is achronal in U p and S has past-pointing timelike mean curvature in all its points (in the sense of support submanifolds).
Our aim is a generalisation of the main results of [6] to the C 1,1 -setting. In fact, we will show that under some additional curvature assumptions any future directed null geodesic starting at a point q of a trapped submanifold S in the above sense eventually stops maximising the distance to the future support submanifoldS at q (provided it exists for long enough times).
Using the notation introduced in section 1 (i.e., letting E 1 , . . . , E n−m denote the parallel translates of an orthonormal basis e 1 (γ(0)), . . . , e n−m (γ(0)) for T γ(0) S along γ) we start by proving the following mild extension of [6, Prop. 1]:
Lemma 6.4. Let S be a C 2 spacelike submanifold of codimension m (1 < m < n) in a smooth spacetime (M, g), and let γ be a geodesic such that ν :=γ(0) ∈ T M | S is a future-pointing null normal to S. Suppose that c := k S (ν) > 0 and let b > 1/c. Then there exists some δ = δ(b, c) > 0 such that, if
is not maximising to S, provided that γ exists up to t = b.
Proof. We closely follow the proof of [6, Prop. 1]. For vector fields V , W along γ that are orthogonal to γ and vanish at t = b we consider the energy index form (withV etc. denoting the induced covariant derivative along γ)
Obviously this last expression can be made negative by choosing δ = δ(b, c) small enough. It then follows that the energy index form is not positive-semidefinite, so there must exist a focal point of S on γ within (0, b], giving the claim.
We now turn to the case of a C 1,1 -metric g. LetS be a C 2 spacelike submanifold of co-dimension m, and let ν ∈ T pS be a future-pointing null vector normal toS. As in the smooth setting above, assume that γ is a geodesic with affine parameter t withγ(0) = ν, and let e 1 , . . . , e n−m be a local orthonormal frame onS around p := γ(0) (of regularity C 1,1 ). Again, denote by E 1 , . . . , E n−m the parallel translates of e 1 (p), . . . , e n−m (p) along γ (which are Lipschitz continuous vector fields along γ).
In trying to formulate a natural analogue of (6.1) (with δ = 0) we again face the problem that the curvature operator (being only defined almost everywhere) cannot be restricted to the Lebesgue null set γ ([0, b] ). Similar to the case of the genericity condition (Definition 2.2), we shall therefore require the existence of continuous extensions of E 1 , . . . E n−m andγ to a neighbourhood of the geodesic γ. In fact, with the notation introduced above we have: Proposition 6.5. Let (M, g) be a strongly causal C 1,1 -spacetime,S ⊆ M a C 2 spacelike submanifold and suppose that kS(ν) > c > 0 and let b > 1/c. If there exists a neighbourhood U of γ| [0,b] and continuous extensionsĒ 1 , . . .Ē n−m andN of E 1 , . . . E n−m andγ, respectively, to U such that
is not maximising toS.
Proof. We again proceed by regularisation. Let g ε =ǧ ε , then as in the proof of Lemma 3.7 we may without loss of generality suppose that M = R n , and that R ε = R * ρ ε . SinceS is a C 2 -submanifold, kS is continuous onS and kS ,ε → kS uniformly on compact subsets. Thus, there exists a neighbourhood V in T M |S of ν and an ε 0 such that for all ε ≤ ε 0 one has kS ,ε (v) > c for all v ∈ V . Shrinking U , we may assume that there exists ε 0 such that for all g ε with ε ≤ ε 0 the submanifold U ∩S is g ε -spacelike and, shrinking V if necessary, we have that the projection W := π(V ) of V ontoS is contained in U ∩S.
Further shrinking ε 0 and V if necessary, for each ε < ε 0 let e ε 1 , . . . , e ε n−m be a g ε -orthonormal frame forS on W such that e ε i → e i uniformly on
Since without loss of generality U is relatively compact and
Now let 1/c < b ′ < b, and pick δ := δ(b ′ , c) as in Lemma 6.4 . Then by the above we may shrink V and ε 0 in such a way that condition (6.1) is satisfied along γ ε v on [0, b ′ ] for each v ∈ V and each ε ≤ ε 0 .
Consequently, any γ ε v with v being g ε -null stops maximising the g ε -distance toS at parameter t = b ′ the latest (if v is not a g ε -normal toS it must stop maximising the distance immediately (cf. Remark 6.6 (ii) below), if it is a null normal Lemma 6.4 
applies).
Now assume that the g-null geodesic γ maximises the distance toŪ ∩S until the parameter value b. We then proceed in parallel to the final part of the proof of Theorem 5.3: Let b ′′ be such that b ′ < b ′′ < b and set q := γ(b ′′ ). There exist points q k ∈ ∂J + k (Ū ∩S) with q k → q. By Proposition A.7, since q k ∈ ∂J + k (Ū ∩S) there exists a past directedǧ ε k -null geodesic starting at q k that is contained in ∂J + k (Ū ∩S) and is either past inextendible or ends inŪ ∩S. Again let γ k : I k → M denote an inextendible future directed reparametrisation of such a geodesic, this time with γ k (b ′′ ) = q k and γ k (b ′′ ) h = γ(b ′′ ) h . As in Theorem 5.3 we may assume thaṫ γ k (b ′′ ) converges to a g-null vector v and that the γ k converge to the corresponding geodesic γ v in C 1 .
For each k there either exists some 0
In the second case we set t k = 0, to obtain a sequence that without loss of generality converges to some t ′ and t ′ = 0 < b ′′ or γ v (t ′ ) ∈Ū ∩S. Since q ∈Ū ∩S the second case also gives t ′ < b ′′ and there exists t ′ < t ′′ < b ′′ such that
We now note that by shrinking U we may assume that γ can only intersectŪ ∩S once: in fact, we may locally viewS ∩Ū as a submanifold of some spacelike hypersurfaceŜ. By [16, Lemma A.25] , there exists an open set W in M such that W ∩Ŝ is a Cauchy hypersurface in W . Also, since M is strongly causal, W can be chosen in such a way that γ can only intersect it once by Lemma A. 18 .
Consequently, we must have
Remark 6.6. (i) In case m = 2 (i.e., the traditional trapped surface case) a slightly perturbed version of (6.2) (namely with right hand side −δ for any given δ > 0) is automatically satisfied if the null convergence condition holds: Choose e n−1 , e n such that e n is timelike, γ(0) = e n−1 + e n and e 1 , . . . , e n is an orthonormal basis and denote the parallel translates of e 1 , . . . , e n along γ by E 1 , . . . , E n . Now letĒ 1 , . . . ,Ē n be arbitrary continuous extensions of E 1 , . . . , E n to a neighbourhood U of γ and setN =Ē n−1 +Ē n .
Cover γ by finitely many totally normal neighbourhoods. Then in each such neighbourhood V we may parallelly transport E 1 , . . . , E n from some point of γ in V radially outward to obtain local orthonormal fieldsẼ 1 , . . . ,Ẽ n , andÑ =Ẽ n−1 +Ẽ n . Then
Now, as in section 3, shrinking U produces (6.2) with right hand side negative but arbitrarily close to 0. The proof of Proposition 6.5 then still gives the desired result.
(ii) If v ∈ T M |S is future directed causal, but not a null normal toS, then γ v enters I + (S) immediately: This is well known for smooth metrics ([24, Lem. 10.50]). If g is only C 1,1 one cannot use the exponential map to construct a C 2 -variation with a given variational vector field, but since this is a local question (and clearly true if v is timelike) we may assume that M = R n , γ v (0) = 0 and v is null. We now construct suitable variations as follows:
. Now let t 0 , s 0 > 0 be small enough such that y,γ v (t) g(σ(t,s)) > c > 0 for all t ≤ t 0 and s ≤ s 0 . We will show that σ(., s) is a timelike curve for small s and t 0 , proving the claim. Expanding α(s) and g(σ(t, s)) in a Taylor series around s = 0 gives α(s) = sy + O(s 2 ) and |g(σ(t, s)) − g(γ v (t))| ≤ Cs(1 − t t 0 ) + O(s 2 ) (where C > 0 does not depend on s, t) as s → 0 and thus
The bracketed term evidently is negative for small t 0 and thus for such t 0 the curve t → σ(t, s) will be a timelike curve from 0 to γ v (t 0 ) for small s.
Proposition 6.7. Let (M, g) be a strongly causal C 1,1 -spacetime and let S be a (C 0 ) trapped submanifold of co-dimension 1 < m < n such that, if m = 2, the support submanifoldsS from Definition 6.2 satisfy (6.2) for all null normals and, if m = 2, the null convergence condition is satisfied. Then E + (S) is compact or M is null geodesically incomplete.
Proof. Assume M is null geodesically complete and fix a Riemannian metric h on M and let K := {v ∈ T M | S : v future directed, null, v h = 1}. Clearly K is compact and by Proposition 6.5 and Remark 6.6 for any v ∈ K there exists a time t v such that exp(t v v) ∈ I + (S) ⊆ I + (S). Since (v, t) → exp(tv) is continuous there even exists a neighbourhood U v such that exp(t v w) ∈ I + (S) for all w ∈ U v . By compactness we may cover K by finitely many of these U v and thus there exists T such that
. This shows that E + (S) is relatively compact. It remains to show that E + (S) is closed. Let p i = exp(t i v i ) ∈ E + (S) be a sequence with p i → p for some p ∈ M . Clearly p / ∈ I + (S), so it remains to show that p ∈ J + (S). Since t i ≤ T and v i ∈ K we may assume that t i → t and v i → v ∈ K. But then since p i ∈ E + (S) we must have t i ≤ t v for i large, hence p = exp(tv) ∈ J + (S) and we are done.
Corollary 6.8. Let (M, g) and S be as in the previous proposition. Then E + (S) ∩ S is an achronal set and E + (E + (S) ∩ S) is compact or M is null geodesically incomplete.
Proof. This follows verbatim as in the smooth case, see [6, Prop. 4] or [33, Prop. 4.3] , using that by definition for any p ∈ S there exists a neighbourhood U p such that S ∩ U p is achronal in U p .
Trapped points
In the classical smooth version of the Hawking-Penrose theorem there is a third initial condition concerning a 'trapped point' p, which is a point p such that the expansion becomes negative for any future directed null geodesic starting in p. This condition can again be formulated in a precise way in the language of Jacobi tensors, see e.g. [2, Prop. 12.46] , by demanding that for any future directed null geodesic γ starting in p the expansion θ(t) associated to the unique Jacobi tensor class [A] along γ with [A](0) = 0 and [Ȧ](0) = id becomes negative for some t > 0. This formulation unfortunately does not generalise to a C 1,1 -metric (one of the reasons for this being that there is no sensible way to formulate the Jacobi equation). There is, however, an equivalent formulation for smooth metrics using a shape operator of spacelike slices of the lightcone of p (which is similar to the use of co-spacelike distance functions and their level sets in the timelike or Riemannian case, cf. [2, Appendix B.3]):
Let γ be a null geodesic and assume that the expansion of the Jacobi tensor class [A] along γ with [A](0) = 0 and [Ȧ](0) = id becomes negative for some t > 0. We set t 0 := inf{t > η : θ(t) < 0}, where η > 0 is chosen such that [0, η] ·γ(0) is contained in a neighbourhood where exp p is a diffeomorphism. This ensures that γ(t 0 ) must come before the first conjugate point of p and so there exists t 1 > t 0 such that γ| [0,t 1 ] does not contain points conjugate to p along γ. Thus, there exists a neighbourhood U ⊆ T p M of [0, t 1 ] ·γ(0) such that exp p | U is a diffeomorphism onto its image: It clearly is a local diffeomorphism and if it were not injective on any such neighbourhood there would exist vectors
Since exp p is locally injective X = Y but this contradicts exp p being injective on [0, t 1 ] ·γ(0) by causality of M . Now, one can look at the level sets S t := exp p (tŨ ), whereŨ := {v ∈ U : v null, g(T, v) = g(γ(0), T )} for some fixed timelike vector T ∈ T p M , and their shape operators Sγ (t) (t) : T γ(t) S t → T γ(t) S t derived from the normalγ(t). Proceeding as in [9, Prop. 3.4] and θ(t) = tr Sγ (t) (t) for t < t 1 . Consequently, a negative θ(t) corresponds to a negative trace of the shape operator of the spacelike surface S t with respect to the normalγ. Since k St (γ(t)) = −tr Sγ (t) (t) this is equivalent to k St (γ(t)) being positive.
This condition can now be generalised to C 1,1 -metrics and, as introduced in section 2, we give the following definition of a (future) trapped point. Note that this can very roughly be seen as a condition on the mean curvature of the level set S t (which is now at best Lipschitz) in the sense of support submanifolds and hence bears some similarities to our definition of past-pointing timelike mean curvature for C 0 -submanifolds. Definition 6.9. We say that a point p is future trapped if for any future-pointing null vector v ∈ T p M there exists a t such that there exists a spacelike C 2 -surfaceS ⊆ J + (p) with γ v (t) ∈S and kS(γ v (t)) > 0.
Using this definition one can easily prove that E + (p) is compact for a trapped point p.
Proposition 6.10. Let (M, g) be a strongly causal C 1,1 -spacetime and assume that the null convergence condition holds. If p ∈ M is a future trapped point and M is null geodesically complete then E + (p) is compact.
Proof. The proof is completely analogous to the one of Proposition 6.7, using thatS is a surface and thus condition (6.2) is not required if the null convergence condition holds (cf. Remark 6.6).
Proof of the main result
As in the smooth case we will first prove a C 1,1 -version of Theorem 1.1. To do so, we will roughly follow the original proof in [12] . However, we will split the argument into smaller pieces to better highlight the places where the reduced regularity of the metric has to be taken into account. In an attempt to keep our presentation concise we start only with the proof of [12, Lemma 2.12 ] (which will be Corollary 7.2 here), but for completeness all necessary preliminary results are collected in the appendix. Our notation in this section follows, e.g., [24] , but is also explicitly defined in the introduction or the appendix. In what follows we always assume S to be non-empty.
Lemma 7.1. Let (M, g) be a spacetime with a C 1,1 -metric g, let S be an achronal and closed subset of M and suppose that strong causality holds on M . Then H + (E + (S)) is non-compact or empty.
Proof. The proof is completely analogous to the smooth one found in, e.g., [13, Lemma 9.3.2] . Note that Lemma 9.3.1 and Lemma 8.3.8 from that reference still hold (see Corollary A. 16 and Proposition A.10) and that the curve β 1 , which starts outside of D + (E + (S)) and ends in S, must intersect H + (E + (S)) by Lemma A.12.
Corollary 7.2. 10 Let (M, g) be a spacetime with a C 1,1 -metric g that is strongly causal. Let S ⊆ M be an achronal set and assume that E + (S) is compact. Then there exists a future-inextendible timelike curve γ contained in D + (E + (S))
• .
Proof. The proof is completely analogous to the smooth case, [12, Lemma 2.12] . By Lemma A.8 we may assume that S is closed. The idea is that, if every timelike curve that meets E + (S) also meets H + (E + (S)) (or equivalently leaves D + (E + (S)) • ), then, using that H + (∂J + (S)) is a topological hypersurface by Lemma A.15, one can define a continuous map from E + (S) to H + (E + (S)) via the flow of a smooth timelike vector field. This gives a contradiction since E + (S) is non-empty and compact but H + (E + (S)) is empty or non-compact by Lemma 7.1.
The next Lemma will extract the part of the proof of Theorem 7.4, where the original proof (and also the one in [33] ) argues using the continuous dependence of conjugate points on the geodesic, which is evidently a problem for C 1,1 -metrics. There are, however, smooth proofs that avoid this, see e.g. [13, Lemma 9.3.4] . While that proof should also work in C 1,1 (and we will refer to parts of it), we will still present a different argument of the crucial step more in line with the original proof.
Lemma 7.3. 11 Let (M, g) be a spacetime with a C 1,1 -metric g that is strongly causal and assume that no inextendible null geodesic in M is globally maximising. Let S be achronal and assume that E + (S) is compact, and let γ be a future inextendible timelike curve contained in
Proof. By Lemma A.8 we may without loss of generality assume that S is closed. Since F ⊆ E + (S) and E + (S) is achronal, it follows that F is achronal. Moreover, E + (S) is, by assumption, compact and J − (γ) is closed, therefore F is compact. We need to show that E − (F ) is compact. To do so, first note that the same arguments as in [13, Lemma 9.3.4] show that
Now let v ∈ T M | F be past pointing causal. Then, by the definition of F , the past inextendible geodesic c v : [0, b) → M with initial velocityċ v (0) = v must be contained in J − (γ). We show that c v ∩I − (γ) = ∅: If c v never met I − (γ) it would have to be a null geodesic and lie entirely in ∂J − (γ)\E − (γ) (since E − (γ) = ∅ because γ is future inextendible timelike). In particular c v (0) ∈ ∂J − (γ) \ E − (γ), so by Proposition A.7 (note that the image of γ is a closed set by Lemma A.20) , there exists a future directed, future inextendible null geodesic λ that starts at c v (0) and is contained in ∂J − (γ). But then c v λ either is an inextendible broken null geodesic, hence not maximizing by Lemma A.3, or it is an inextendible unbroken null geodesic, hence not maximizing by assumption. Hence by Lemma A.2, c v λ cannot lie entirely in ∂J − (γ), giving a contradiction. Consequently, for all v ∈ T M | F , there exists aproof of Proposition 6.7 (which does not use null completeness). This shows that E − (F ) is compact by (7.1) and compactness of F .
Combining these preliminary results allows us to prove the low-regularity version of Theorem 1.1. Again the argument proceeds very similarly to the smooth case, but we nevertheless give a complete proof. (C.iv) There is an achronal set S such that E + (S) or E − (S) is compact.
Proof. We assume, to the contrary, that all four conditions hold. From conditions (C.iii) and (C.i), Lemma A.19 implies that M is strongly causal. In condition (C.iv) we assume, without loss of generality, that E + (S) is compact. Let γ be a future inextendible timelike curve contained in D + (E + (S))
• given by Corollary 7.2, and let F := E + (S) ∩ J − (γ) as in Lemma 7.3 . Then, by Lemma 7.3 , the set F is achronal and E − (F ) is compact. Therefore, by Corollary 7.2, there exists a past-inextendible timelike curve λ contained in the set
• , so every past inextendible causal curve starting at γ must meet E + (S). This meeting point is obviously in J − (γ) ⊆ J − (γ), so every past inextendible causal curve starting at γ meets E + (S) ∩ J − (γ) = F , which gives γ ⊆ D + (F ). Also γ cannot meet ∂D + (F ), which is equal to F ∪ H + (F ) by Proposition A.10, since F ⊆ E + (S) and γ ⊆ D + (E + (S)) • and if γ met H + (F ) it would also meet I + (H + (F )) by being timelike, hence leave D + (F ) (by Lemma A.13) . This means that
• (by achronality of F ). So both γ and λ are contained in
• is globally hyperbolic. Now choose sequences {p k } ⊆ λ and {q k } ⊆ γ with the following properties:
(ii) both {p k } and {q k } leave every compact subset of M , and (iii) q 1 ∈ I + (p 1 ). To see that this is possible, note that
By [31, Prop. 6.4] there exist maximizing causal curves
• , cf. the remark preceding [24] , Lemma 14.37) in some point r k . By compactness of E − (F ) (see Lemma 7. 3) we may assume that r k → r after passing to a subsequence if necessary, so there exists a causal limit curveγ by Theorem A.6. Now because every γ k is maximising the sequence {γ k } is limit maximising in the sense of [20, Def. 2.11] and thusγ has to be maximising (again by Theorem A.6). Also, since {p k } and {q k } leave every compact set,γ is inextendible. Becauseγ is maximising it has to be a geodesic (cf. [21, Thm. 1.23 
]).
Ifγ is null this immediately contradicts the third assumption and we are done. Since D(E − (F )) • is globally hyperbolic, to establish a contradiction to condition C.ii it only remains to show thatγ ⊆ D(E − (F )) • if it is timelike. Since it is the limit of the γ k 's we certainly haveγ ⊆ D(E − (F )). Now, Proposition A.10 implies
• . By achronality of E − (F ) and the above we get
• and by the same argument alsoγ
Collecting this and the results established in the previous sections, we are now in the position to prove Theorem 2.5 and Theorem 2.6. Standard expositions of causality theory ( [11, 33, 8, 3, 23] ) usually assume the metric to be at least C 2 . Most results, however, remain true for C 1,1 -metrics, see [4, 21, 15] and the appendix of [16] . In this appendix we will collect further results that are not included in these previous works, but are necessary for the proof of Theorem 7.4.
In the following we will always assume that (M, g) is a spacetime with a C 1,1 -metric unless explicitly stated otherwise. We also fix a smooth Riemannian background metric h.
A.1 Limit curves and the structure of ∂J + (S)
Two important results from [4] Lemma A.2. Let p, q, r ∈ M be such that p ≤ q ≪ r or p ≪ q ≤ r. Then p ≪ r.
We will also repeatedly be making use of the following result, see [21, Lem. 2]:
Lemma A.3. Let p, q ∈ M such that there exists a future directed causal curve c from p to q. Then either q ∈ I + (p) or c is (can be reparametrised to) a maximising null geodesic from p to q.
Using the usual notation, we set E + (S) := J + (S) \ I + (S). It is easily checked that (as for smooth metrics) we have:
Lemma A.4. Let S ⊆ M . Then both E + (S) and ∂J + (S) are achronal sets, ∂J + (S) is closed, but E + (S) need not be.
Lemma A.5. Let S ⊆ M . Then ∂J + (S) is an achronal, closed topological hypersurface.
Proof. Clearly J + (J + (S)) = J + (S), so [24, Corollary 14.27] , which is easily verified to hold for C 1,1 -metrics as well, gives the desired result.
To proceed further we are going to need some results on limits of causal curves. Thus we will now state that what is essentially Theorem 3.1.(1) from [20] remains true for C 1,1 -metrics. . This also immediately gives the statement about inextendibility. That the limit of a limit maximising sequence is maximising follows as in the smooth case (see [20, Thm. 2.13] ), using that for C 1,1 -metrics the Lorentzian distance function is still lower semi-continuous (see [16, Lemma A.16] ) and that the length functional is still upper semi-continuous (see [31, Thm. 6.3] and note that it does not require the same start and end points but only a uniform bound on the Lipschitz constants).
We now use this to show that as in the smooth case the boundary of the causal future ∂J + (S), is ruled by null geodesics that are either past inextendible or end inS. This result is needed for the proof of both Theorem 5.3 and Proposition 6.5.
Proposition A.7. Let S ⊆ M . Any x ∈ ∂J + (S) \S is the future end point of a causal curve γ ⊆ ∂J + (S) that either is past inextendible (and never meetsS) or has a past endpoint inS. This γ is (can be reparametrised to) a maximising null geodesic. If S is closed and x / ∈ J + (S), then this curve is past inextendible and contained in ∂J + (S) \ J + (S).
Proof. Let x ∈ ∂J + (S) \S. Then there exists a sequence {x k } ⊂ I + (S) with x k → x and past directed timelike curves γ k : [0, b k ] → M from γ k (0) = x k to γ k (b k ) ∈ S. Since x / ∈S the γ k 's leave a fixed neighbourhood of x and so by Theorem A.6 there exists (a subsequence with) a limit curve γ with γ (0) = x that is either past inextendible or b k → b < ∞ and γ (b) = lim γ k (b k ) ∈S. Clearly, γ ⊆ J + (S). If γ were ever in I + (S), then x ∈ I + (S) by Lemma A.2, a contradiction.
That γ is (can be reparametrised to) a maximizing null geodesic follows immediately from Lemma A.3. Finally, if S is closed and x / ∈ J + (S) there can be no causal curve from x to S =S, so γ must be inextendible and γ ⊆ ∂J + (S) \ J + (S).
A.2 Cauchy development and Cauchy horizon
Next, we are interested in the Cauchy developments and Cauchy horizons of both E + (S) and ∂J + (S) (and their relationship with each other). From now on we will generally require S to be an achronal (non-empty) set. Note that this implies in particular
From this one also immediately obtains the following Lemma:
Lemma A.8. Let S be achronal. ThenS is also achronal. Further, if E + (S) is compact, then E + (S) = E + (S).
Proof. The first claim follows from the fact that I + (S) = I + (S) and openness of I + (S). The same equality also immediately gives E + (S) ⊆ E + (S). Now if E + (S) is compact, then (A.1) impliesS ⊆ E + (S). This gives E + (S) = J + (S) \ I + (S) ⊆ J + (E + (S)) \ I + (S). Since J + (E + (S)) = J + (S) and I + (S) = I + (S), this shows the other inclusion. of that set, i.e., S ∪ H + (S) (by (A.5)), and thereby S. But then Lemma A.12, applied to x = r k would imply that λ k intersects H + (S), a contradiction. It remains to show that q ∈S. Since q ∈ D + (S) we have I − (q) ⊆ I − (D + (S)) ⊆ I − (S) ∪ D + (S). It follows that p k ∈ I − (q) \ D + (S) ⊆ I − (S). Let α k be a timelike curve from q to p k contained in U k and extend it to the past to become past inextendible. As q ∈ edge(H + (S)) ⊆ H + (S) ⊆ D + (S), this curve must, by Proposition A.10, intersect S in a point z k . Since p k ∈ I − (S) and S is achronal any such z k must lie between q and p k , hence z k ∈ U k . Thus z k → q, and therefore q ∈ S.
Lemma A.15. Let S be achronal. Then the Cauchy horizon H + (∂J + (S)) of ∂J + (S) is a closed, achronal topological hypersurface.
Proof. Clearly H + (∂J + (S)) is closed and achronality follows from Lemma A.13. By Lemma A.14 (and Lemma A.4), edge (H + (∂J + (S))) ⊆ edge(∂J + (S)) = ∅ (see Lemma A.5 Lemma A.16. Let S be closed and achronal. Then H + (E + (S)) ⊆ H + (∂J + (S)).
Proof. We roughly follow the proof of [13, Lemma 9.3.1] . Assume to the contrary that there exists p ∈ H + (E + (S)) \ H + (∂J + (S)). Since E + (S) ⊆ ∂J + (S) we have D + (E + (S)) ⊆ D + (∂J + (S)), so p ∈ I − (D + (∂J + (S))). Thus there exists q in I + (p) ∩ D + (∂J + (S)) and because p ∈ H + (∂J + (S)) and H + (∂J + (S)) is closed, we may additionally assume that q / ∈ H + (∂J + (S)). This q is in I + (H + (E + (S))) so by Lemma A.13 q / ∈ D + (E + (S)). Thus by Proposition A.10 there exists a past inextendible timelike curve λ starting in q that never meets E + (S). However, as any such curve must meet ∂J + (S) there exists z ∈ λ with z ∈ ∂J + (S) \ E + (S). By Proposition A.7 there exists a past inextendible null curve µ ⊆ ∂J + (S) \ E + (S) starting in z. Finally by Lemma A.11 the concatenation of λ and µ must enter I − (∂J + (S)), contradicting the achronality of ∂J + (S).
A.3 Strong causality
Finally we are going to collect some results concerning strong causality.
Definition A.17. Strong causality holds at a point p ∈ M if for every neighbourhood U of p there exists a neighbourhood V of p with V ⊆ U such that every causal curve in M that starts and ends in V is entirely contained in U .
As in the smooth case there is the following alternative definition.
Lemma A.18. Strong causality holds at p if and only if for every neighbourhood U of p there exists a neighbourhood V of p with V ⊆ U such that no causal curve in M intersects V more than once.
Proof. See [22, Lem. 3.21 ].
Lemma A.19. If M is chronological and every inextendible null geodesic is not maximising, then strong causality holds throughout M .
