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Abstract
Solutions to inverse problems that are ill-conditioned or ill-posed
may have significant intrinsic uncertainty. Unfortunately, analysing
and quantifying this uncertainty is very challenging, particularly in
high-dimensional problems. As a result, while most modern mathe-
matical imaging methods produce impressive point estimation results,
they are generally unable to quantify the uncertainty in the solutions
delivered. This paper presents a new general methodology for approx-
imating Bayesian high-posterior-density credibility regions in inverse
problems that are convex and potentially very high-dimensional. The
approximations are derived by using recent concentration of measure
results related to information theory for log-concave random vectors.
A remarkable property of the approximations is that they can be com-
puted very efficiently, even in large-scale problems, by using stan-
dard convex optimisation techniques. In particular, they are available
as a by-product in problems solved by maximum-a-posteriori estima-
tion. The approximations also have favourable theoretical properties,
namely they outer-bound the true high-posterior-density credibility
regions, and they are stable with respect to model dimension. The
proposed methodology is illustrated on two high-dimensional imaging
inverse problems related to tomographic reconstruction and sparse de-
convolution, where the approximations are used to perform Bayesian
hypothesis tests and explore the uncertainty about the solutions, and
where proximal Markov chain Monte Carlo algorithms are used as
benchmark to compute exact credible regions and measure the ap-
proximation error.
∗School of Mathematics, University of Bristol, Bristol BS8 1TW, United Kingdom
(marcelopereyra@ieee.org).
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1 Introduction
Recovering an unobserved image from raw noisy data is a central topic in
imaging sciences, especially for images that are only observed partially or
with limited resolution. Canonical examples include, for instance, image
denoising [21, 2], deconvolution [11, 3], compressive sensing [17, 13], super-
resolution [4, 26], tomographic reconstruction [6, 22], inpainting [15, 24],
source separation [28, 39], fusion [38, 19], and phase retrieval [14, 7]. These
image recovery or estimation tasks often require solving a high-dimensional
inverse problem that is ill-posed or ill-conditioned, and that may consequently
involve significant uncertainty about the unobserved true image [5]. Follow-
ing intensive research efforts, the last decade has witnessed tremendous ad-
vances in methodology for imaging inverse problems, with most methods now
adopting formal approaches to derive solutions and to study the underpin-
ning algorithms. Particularly, convex inverse problems have received a lot of
attention in the late, leading to important developments in theory, methods,
models, and algorithms for this class of problems.
There are many formal mathematical frameworks available to address
imaging inverse problems [20]. In particular, many modern methods use the
Bayesian statistical framework; that is, they use statistical models to rep-
resent the data observation process and the prior knowledge available, and
they derive solutions by using Bayesian inference techniques [20]. Especially,
maximum-a-posteriori (MAP) estimation has been adopted as a standard ap-
proach for high-dimensional imaging problems, particularly for convex prob-
lems where MAP estimates can be computed efficiently by using large-scale
convex optimisation algorithms [18] .
Despite the great progress in estimation accuracy and computing time,
there are still some fundamental open problems in imaging sciences that limit
its impact. In particular, most modern methodologies produce accurate point
estimates but are unable to quantify the uncertainty in the solutions deliv-
ered. Uncertainty quantification is important in many applications related
to quantitative imaging, scientific inquiry, and decision-making, where it is
necessary to analyse images as high-dimensional physical measurements and
not as pictures.
Following a Bayesian uncertainty quantification approach, this paper presents
a general method for computing approximate joint posterior credible regions
(i.e., Bayesian confidence regions) for inverse problems that are convex and
potentially very high-dimensional. These approximations will enable explor-
ing the uncertainty about the solutions, for example by performing Bayesian
hypothesis tests. A key property is that the approximations can be com-
puted efficiently by convex optimisation, and that they are available as a
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by-product of MAP estimation.
The remainder of the paper is organised as follows: section 2 introduces
some elements of Bayesian analysis that are essential to our method and
specifies the class of inverse problems considered. In section 3 we present the
proposed method for approximating Bayesian high-posterior-density credi-
bility regions and analyse its theoretical properties. Section 4 illustrates the
method on two high-dimensional imaging inverse problems related to tomo-
graphic reconstruction and sparse deconvolution, where the approximations
are used to perform Bayesian hypothesis tests and explore the uncertainty
about the solutions. Conclusions and perspectives for future work are finally
reported in section 5.
2 Bayesian uncertainty quantification
Let x ∈ Rn be an unknown signal of interest, and y an observation related
to x by a statistical model with likelihood function p(y|x). Suppose that the
recovery of x from y is ill-posed or ill-conditioned, resulting in significant un-
certainty about the true value of x [20]. Bayesian inference methods address
this difficulty by using prior knowledge about x to reduce the uncertainty and
deliver accurate estimation results [20]. Precisely, they model x as a random
vector with prior distribution p(x) promoting expected structural or regular-
ity properties (e.g., sparsity or smoothness), and combine observed and prior
information by using Bayes’ theorem, leading to the posterior distribution
[35]
p(x|y) = p(y|x)p(x)∫
Rn p(y|x)p(x)dx
,
which models our knowledge about x after observing y. In this paper we
assume that p(x|y) is log-concave, i.e.,
p(x|y) = exp {−gy(x)}/Zy , (1)
where gy(x) is a convex function and Zy ∈ R is a normalising constant that
is possibly unknown. Notice that the class (1) comprises many important
models that are used extensively in data science, particularly models of the
form gy(x) = ‖y −Ax‖2/2σ2 + φ(Bx) + 1S(x) for some linear operators A,
B, convex regulariser φ, and convex set constraint S.
When x is high-dimensional, drawing conclusions directly from p(x|y)
is not possible. As a result, we use summaries of p(x|y), particularly point
estimators, that capture some of the information about x that is relevant
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for the application considered [35]. High-dimensional inference methods typ-
ically use the MAP estimator of x, i.e.,
xˆMAP = argmax
x∈Rn
p(x|y) = argmin
x∈Rn
gy(x), (2)
that can often be computed efficiently by convex optimisation [12, 16, 31]
(as opposed other summaries and estimators that generally require high-
dimensional integration w.r.t. p(x|y) [34]).
However, in its raw form MAP estimation fails to deliver some basic
aspects of the statistical inference paradigm [18]. In particular, given the un-
certainty that is inherent to ill-posed and ill-conditioned inverse problems, it
would be highly desirable to not only deliver point estimates such as xˆMAP ,
but also posterior credibility sets that indicate the region of the parameter
space where most of the posterior probability mass of x lies. This is for-
malised in the Bayesian decision theory framework by computing credible
regions [35]. A set Cα is a posterior credible region with confidence level
(1− α)% if
P [x ∈ Cα|y] = 1− α,
where it is recalled that P [x ∈ Cα|y] =
∫
p(x|y)1Cα(x)dx. It is easy to
check that for any α ∈ (0, 1) there are infinitely many regions of the param-
eter space that verify this property. Here we consider the so-called highest
posterior density (HPD) region, which is decision-theoretically optimal in the
sense that it has minimum volume [35], and is given by
C∗α = {x : gy(x) ≤ γα} (3)
with γα ∈ R chosen such that
∫
C∗α
p(x|y)dx = 1−α holds. In addition to be-
ing optimal in this sense, this joint credible set has the important advantage
that it can be enumerated by simply specifying the scalar value γα (whereas
enumerating an arbitrary convex set in Rn remains an open problem).
Unfortunately, computing credible sets is very challenging when n is large
because it requires calculating integrals of the form
∫
Rn 1Cα(x)p(x|y)dx.
These integrals can be approximated with high accuracy by Monte Carlo in-
tegration [36, 34] (for instance by using the state-of-the-art proximal Markov
chain Monte Carlo algorithm [32]). However, the computational cost related
to approximating integrals is often several orders of magnitude higher than
that involved in optimisation for MAP estimation, and it increases rapidly
with problem dimension [34, 18]. As a result, most high-dimensional infer-
ence methods do not quantify uncertainty.
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3 Approximating HPD regions by convex op-
timisation
3.1 Proposed approximation
The main contribution of this paper is to exploit the log-concavity of p(x|y)
to derive a conservative approximate confidence region C˜α that contains (i.e.,
outer-bounds) the true HPD region C∗α, and which has the fundamental ad-
vantage of being straightforward to compute by using modern convex optimi-
sation algorithms, even in very high dimensions. In particular, we propose an
approximation whose computation only assumes knowledge of the MAP esti-
mator xˆMAP , and does not require evaluating expectations nor the normalis-
ing constant Zy =
∫
Rn exp {−gy(x)}dx which often become computationally
intractable as n→∞.
Theorem 3.1. Suppose that the posterior distribution p(x|y) = exp {−gy(x)}/Zy
is log-concave on Rn. Then, for any α ∈ (4 exp (−n/3), 1), the highest-
posterior-density region C∗α is contained within the bounding set
C˜α = {x : gy(x) ≤ gy(xˆMAP ) + n(τα + 1)},
with positive constant τα =
√
16 log(3/α)/n independent of p(x|y), and
where
xˆMAP = argminx∈Rn gy(x) is the maximum-a-posteriori estimator of x given
y.
Proof. To prove Theorem 3.1 we use two recent results from information
theory. The first result is a probability concentration inequality recently
proposed in [8], which for the purpose of our proof we write in the following
form
Lemma 3.1. Suppose that p(x|y) = exp {−gy(x)}/Zy is log-concave on Rn,
then
P [|gy(x)− E{gy(x)}| ≥ τn] ≤ 3 exp (−τ 2n/16),
for any τ ∈ [0, 2], and where the expectation E{gy(x)} =
∫
Rn gy(x)p(x|y)dx.
This result follows directly from [8, Theorem 1.2] by setting t = τ 2n
and noting that E{log p(x|y)}− log p(x|y) = gy(x)−E{gy(x)}) Lemma 3.1
is related to a concentration property of log-concave random vectors: as n
grows the probability mass of x concentrates on a typical set on the neigh-
bourhood of the (n− 1)-dimensional shell {x : gy(x) = E{gy(x)}}. Lemma
3.1 implies that for τ ∈ [0, 2], the probability P [gy(x) ≥ E{gy(x)}+ τn] ≤
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3 exp (−τ 2n/16). To derive an upper bound for the confidence level (1− α)
we set τα =
√
16 log(3/α)/n and obtain the inequality
P [gy(x) > E{gy(x)}+ ταn] ≤ α. Following on from this, to construct a
bound that does not require computing the (generally computationally in-
tractable) expectation E{gy(x)}, we use Proposition I.2 of [9] to derive the
inequality
E{gy(x)} ≤ gy(xˆMAP ) + n, (4)
which holds for all log-concave distributions on Rn. The proof is then con-
cluded by using this result to show that
P
[
x ∈ C˜α
∣∣∣∣y] ≥ 1− α, (5)
where C˜α = {x : gy(x) ≤ gy(xˆMAP )+n(τα+1)}, and where it is easy to check
that gy(xˆMAP ) +n(τα + 1) ≥ γα and therefore by construction C∗α ⊆ C˜α.
3.2 Approximation error analysis
Theorem 3.1 essentially states that C˜α is a conservative approximation of
C∗α, with the important computational advantage that it is available as a by-
product in any convex problem that is solved by MAP estimation. Following
on from this, a natural questions is whether C˜α is an accurate approximation
of C∗α, particularly in high-dimensional settings. To study this question we
analyse the error involved in approximating γα, the true threshold value of the
HPD region C∗α, with the surrogate threshold γ˜α = g(xˆMAP )+n(τα+1) asso-
ciated with the approximation C˜α. We first derive a general non-asymptotic
bound for finite n and then consider asymptotic bounds for distributions with
specific tail behaviours.
Theorem 3.2. Suppose that the posterior distribution p(x|y) = exp {−gy(x)}/Zy
is log-concave on Rn, then
0 ≤ γ˜α − γα ≤ ηα
√
n+ n,
with positive constant ηα =
√
16 log(3/α) +
√
1/α independent of p(x|y).
Proof. To prove Theorem 3.2 we construct the inequality
γ˜α − γα ≤ |γ˜α − E{gy(x)}|+ |γα − E{gy(x)}|, (6)
and derive upper bounds for each term; the lower bound γ˜α − γα ≥ 0 fol-
lows from the fact that C˜α is a conservative approximation of C
∗
α. To up-
per bound the first term of (6) we use (4) to establish that E{gy(x)} ∈
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[gy(xˆMAP ), gy(xˆMAP ) + n] and derive the inequality
|γ˜α − E{gy(x)}| ≤ n(τα + 1), (7)
where we have used the definition γ˜α = gy(xˆMAP ) + n(τα + 1). To upper
bound the second term of (6) we use the fact that because p(x|y) is log-
concave then [29]
Var{gy(x)} = E{gy(x)2} − E{gy(x)}2 ≤ n. (8)
From Chebyshev’s inequality, for all ζ > 0
P (|gy(x)− E{gy(x)}| > ζ) ≤ Var{gy(x)}/ζ2.
Then, using (8) and setting ζ = |γα − E{gy(x)}|, we obtain that
P (|gy(x)− E{gy(x)}| > |γα − E{gy(x)}|) ≤ n(|γα − E{gy(x)})−2. (9)
Moreover, P [gy(x) > γα] = α by construction of C
∗
α, which implies that
P (|gy(x)− E{gy(x)}| > |γα − E{gy(x)}|) ≥ α. (10)
Finally, inequalities (9) and (10) imply that |γα − E{gy(x)}| ≤
√
n/α, and
together with (7) that γ˜α− γα ≤ (
√
16 log(3/α) +
√
1/α)
√
n+ n concluding
the proof.
Theorem 3.2 leads to two interesting observations about the approxima-
tion C˜α. First, C˜α is a stable approximation, as the error γ˜α − γα grows at
most linearly with n when n is large. Second, C˜α is asymptotically tight for
the class of log-concave distributions, in the sense that the normalised error
(γ˜α − γα)/n → 0 as n → ∞. To establish this point, as well as to develop
an intuition about the relationship between the approximation error and the
shape of the tails of p(x|y) (which determine the shape of C∗α and C˜α), we
consider the following sequence of log-concave distributions:
Corollary 3.1. Let X = {xn, n ∈ N} be discrete-time stochastic process that
takes values in R. Suppose that for each n ∈ N the random vector x(n) =
(x1, · · · , xn) has marginal distribution pn(x(n)) = exp {−λ
∑n
i=1 |xi|q}/λ−n/q
with q ∈ [1,∞) and λ ∈ R+, then
lim
n→∞
(γ˜(n)α − γ(n)α )/n = 1− 1/q,
where, for each n ∈ N, γ(n)α and γ˜(n)α are respectively the threshold values of
the HPD region C
∗(n)
α and the approximation C˜
(n)
α associated with pn(x
(n)).
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The proof of Corollary 3.1 follows directly from the proof of Theorem
3.2, and by using the fact that for distributions of the form pn(x
(n)) =
exp {−λ∑ni=1 |xi|q}/λ−n with q ∈ [1,∞) and λ ∈ R+, limn→∞ |E{log pn(x(n))}+
n(τ
(n)
α + 1)− log pn(xˆ(n)MAP )|/n = 1− 1/q.
Notice from Corollary 3.1 that the approximation error vanishes for q = 1
and n→∞, therefore the lower bound of Theorem 3.2 is asymptotically tight
and C˜α is exact in this case. Similarly, the upper bound of Theorem 3.2 is also
asymptotically tight since it is attained when n→∞ and q →∞ (therefore
this upper bound cannot be improved without constraining the tails of the
log-concave distributions considered). Finally, it is worth mentioning that
by proceeding in a similar fashion to Corollary 3.1, it can be shown that if X
is a stationary ergodic Gaussian process then limn→∞(γ˜
(n)
α − γ(n)α )/n = 0.5.
Furthermore, to assess the scale of values of n for which these asymptotic
results come into effect, Figure (1) compares the approximation error e(n) =
(γ˜
(n)
α − γ(n)α )/n calculated by Monte Carlo integration with the asymptotic
error given by Corollary 3.1. Figure (1) (a) shows the true and asymptotic
approximation errors as a function of n for a Laplace distribution (q = 1)
and for α = 0.2, α = 0.1 and α = 0.05 (the asymptotic error is depicted in a
dashed red). Similarly, Figure (1) (b) shows the true and asymptotic errors
for a Gaussian distribution (q = 2) and the same values of α. We observe
that in both cases, and for all the values of α considered, the approximation
error falls sharply as n increases, with the asymptotics clearly coming into
effect for n > 103.
3.3 Connections with approximate Bayesian inference
approaches
We conclude this section with a discussion of alternative approaches to per-
form approximate Bayesian inference efficiently. We focus on the main high-
dimensional approaches in the literature: variational Bayesian methods, be-
lief propagation algorithms, and analytic approximations.
Variational Bayesian computation methods deliver approximate infer-
ences efficiently by replacing the posterior distribution with a tractable ap-
proximation, which is obtained by specifying a family of approximations with
favourable tractability properties and selecting the element of the family that
is closest to the true posterior in the sense of the Kullback-Leibler divergence
[18]. The approximations used in the literature typically factorise as products
of low-dimensional marginals, or are based on Gaussian distributions with
specific covariance structures [34, 37, 30]. This approach is model-specific, in
the sense that the approximations and inference algorithms are tailed for spe-
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(a) Laplace experiment (b) Gaussian experiment
Figure 1: Comparison between the approximation error e(n) = (γ˜(n)α − γ(n)α )/n
calculated by Monte Carlo integration and the asymptotic error given by Corollary
3.1 for n = 1, . . . , 104, α = 0.2, 0.1, 0.05, and the following two models: (a) Laplace
pn(x
(n)) = exp {−∑ni=1 |xi|}, and (b) Gaussian pn(x(n)) = exp {−∑ni=1 x2i }.
cific models. Over the past decade the approach has been applied successfully
to several Bayesian models related to mathematical imaging, often deliver-
ing accurate point estimation results [34]. Of course, the approximations
can also be used to derive approximate credible sets such as HPD regions.
Interestingly, unlike C˜α which is conservative, credible regions obtained from
variational approximations are typically liberal and underestimate posterior
uncertainty. This is in part related to the fact that most approximations
used in the literature have a sparser dependence structure than the true
posterior (either because they factorise explicitly as products of univariate
or low-dimensional densities, or implicitly because they rely on Gaussian
approximations with limited covariance structures [37, 30]). Because the
performance of variational Bayesian methods depends strongly on the model
and approximations considered, the resulting approximate credible regions
are accurate for some models and perform poorly for others. Unfortunately,
it is generally difficult to assess their accuracy (notice that variational approx-
imations may simultaneously deliver accurate minimum mean-squared-error
(MMSE) point estimation results if the mean of the approximating distri-
bution is close to the true posterior mean, and poor credible regions due to
approximation errors at the tails).
Belief propagation algorithms are an increasingly popular approach to
perform approximate Bayesian inference [34]. The algorithms are useful for
approximating marginal densities and performing MMSE inference, and have
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been applied successfully to many linear inverse problems (particularly in the
context of compressive sensing and of the so-called approximate-message-
passing algorithms) [34]. In addition to point estimates, the algorithms can
also be used to compute approximate marginal confidence intervals for each
image pixel. Using a Bonferroni correction, an approximate m-dimensional
joint credibility region with level (1− α) can then be obtained by collecting
m pixel-wise marginal intervals of level (1 − α/m) and constructing an m-
dimensional hyperrectangle [25]. The resulting credible regions are accurate
when m is very small (e.g. m < 10), but suffer from a course of dimension-
ality and deteriorate very quickly as m increases (precisely, the corrections
that enable constructing joint sets from from marginal intervals become very
conservative as m increases, which in turn leads to a dramatic loss in hypoth-
esis testing power). Consequently, such uncertainty quantification methods
have limited applicability in mathematical imaging, where m is often large.
Finally, a third approach is to approximate p(x|y) analytically. The pre-
dominant approximation of this kind is the Gaussian approximation with
mean xˆMAP and precision matrix given by the Hessian of gy [23] (this tech-
nique is closely related to variational Bayes Gaussian methods [30]). These
approximations are widely used in applied statistics. Unfortunately, Gaus-
sian approximations may perform poorly in imaging inverse problems for the
following reasons: the approximations rely on a second order approximation
of gy that may be inaccurate if gy is not sufficiently smooth around xˆMAP ;
ill-posed and ill-conditioned problems involving non-identifiable or poorly-
identifiable likelihoods, and non-Gaussian priors, typically exhibit strongly
non-Gaussian tails; non-Gaussian behaviour also arises naturally in high-
dimensional models involving parameter space constraints, particularly if
xˆMAP lies at the boundary [10]. Another drawback is that computations
involving the Hessian matrix of gy often scale poorly with n. Nevertheless,
it is worth mentioning that a new Bernstein-von Mises theorem might lead
to interesting developments in this topic [10]. Precisely, it has been recently
established that under certain conditions the non-Gaussian components of
x|y converge to a gamma distribution as the dimension of y goes to infin-
ity. This suggests a new type of analytic approximation combining Gaussian
and gamma components (see [10] for an application to emission tomographic
imaging). To the best of our knowledge, the properties of the credible regions
derived from these new approximations have not been studied yet.
In conclusion, the main strengths of the proposed methodology are its
generality, theoretical underpinning, and simplicity of application in prob-
lems solved by MAP estimation. Alternative approaches based on variational
Bayesian and belief propagation algorithms are more model-specific. They
are potentially very accurate for some models, but their accuracy for uncer-
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tainty quantification is often difficult to assess. Gaussian approximations are
not generally well adapted to imaging inverse problems, though new approx-
imations combining Gaussian and gamma components might be potentially
significantly better for some models.
4 Experimental results
In this section we illustrate the proposed methodology with two canonical
imaging inverse problems: tomographic image reconstruction with a total-
variation prior, and sparse image deconvolution with an `1 prior. In the
Bayesian setting these problems are predominately solved by MAP esti-
mation, making the computation of C˜α straightforward. Here we use C˜α
to explore the posterior uncertainty about x and analyse specific aspects
about the solutions delivered, particularly by using C˜α to conduct hypothe-
sis tests. Moreover, to assess the approximation error we also compute exact
HPD credibility regions C∗α for each problem by Monte Carlo integration (we
use the proximal Metropolis-adjusted Langevin algorithm [32], which is a
state-of-the-art Markov chain Monte Carlo method specifically designed for
high-dimensional distributions that are log-concave). All experiments were
conducted on a Apple Macbook Pro computer running MATLAB 2015.
4.1 Tomographic image reconstruction with total-variation
prior
We consider a tomographic image reconstruction problem with a total-variation
prior. In this inverse problem the goal is to recover a high-resolution image
x ∈ Rn from an incomplete and noisy set of Fourier measurements y ∈ Cn
related to x by y = HFx + w, where F is the discrete Fourier transform
operator, H is a subsampling mask related to tomographic imaging, and
w ∼ N (0, σ2In). This problem is ill-posed, a difficulty that Bayesian meth-
ods address by exploiting prior knowledge about x. Here we use a prior
based on the total-variation norm of x, which is widely used for this type of
problem. The resulting posterior density is log-concave and is given by
p(x|y) ∝ exp [−(‖y −HFx‖2/2σ2 + λ‖∇dx‖1−2)], (11)
where ‖·‖1−2 is the composite `1−`2 norm, ∇d is the two-dimensional discrete
gradient operator. As mentioned previously, Bayesian image reconstruction
is predominantly solved by MAP estimation, and there are several convex
optimisation algorithms that can be used to compute the maximiser of (11)
(here we use the ADMM algorithm SALSA [1]).
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Figure 2 presents an experiment with the Shepp-Logan phantom mag-
netic resonance image (MRI) of size n = 128×128 pixels displayed in Figure
2(a). Figure 2(b) shows a noisy tomographic measurement y of this image,
generated using Gaussian noise with σ = 7× 10−3 (to improve visibility Fig-
ure 2(b) shows the amplitude of the Fourier coefficients in logarithmic scale,
with black regions representing unobserved coefficients). Notice from Figure
2(b) that only 15% of the original Fourier coefficients are observed, suggesting
potentially significant intrinsic uncertainty about the true image. Moreover,
Figure 2(c) shows the Bayesian estimate xˆMAP associated with (11) (to com-
pute this estimate we used the hyper-parameter value λ = 180, which we
selected manually to obtain good reconstruction results; the automatic se-
lection of λ and its impact on uncertainty quantification are discussed in
Section 5). Computing this estimate with SALSA [1] required 0.75 seconds.
As expected, we observe that xˆMAP provides an accurate estimation of the
original image, confirming the good performance of the approach.
To illustrate the proposed method, we now focus on the structure high-
lighted in red in Figure 2(c). Suppose that this structure is relevant from a
clinical viewpoint because it provides important information for diagnosis or
treatment related decision-making. Also suppose that we first observe this
structure in the Bayesian estimate xˆMAP and that, following on from this,
we wish to explore the posterior uncertainty about x to learn more about the
structure and inform decisions. In this example, we first assess the evidence
supporting that the structure is indeed present in true image (as opposed
to being a noise artefact for example), and then examine the range of likely
intensity values for its pixels. Precisely, the estimate xˆMAP indicates that
the intensity of the 3 bright spots is approximately 0.3, compared to a sur-
rounding background intensity is approximately 0.2, and we seek to quantify
the uncertainty about these values.
To perform the first analysis we propose the following point hypothesis
test based on a knockout approach: First, use xˆMAP to compute C˜α. Second,
we generate a surrogate image x† by copying xˆMAP and removing the struc-
ture of interest in a way that is as compatible with the prior distribution as
possible (e.g., we apply a segmentation-inpainting process to replace the 3
bright spots with the surrounding intensity level). Third, we seek to reject
the hypothesis that x† belongs to the credible set C˜α for a suitable confidence
level (1−α) (e.g., 95% or 99%). If x† /∈ C˜α the model rejects this hypothesis
with confidence (1− α), suggesting that the structure is present in the true
image with high probability. Conversely, if x† ∈ C˜α the model fails to reject
the hypothesis, indicating insufficient evidence for the structure considered.
The rationale for this procedure is the following: x† is obtained by modifying
xˆMAP , which represents the centre of C˜α, by removing one specific feature
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of xˆMAP in a way that most favourable to the prior distribution. If this
single modification produces a solution x† that is outside C˜α this indicates
that there is strong evidence in the likelihood for that specific feature. On
the other hand, if x† ∈ C˜α we conclude that the posterior uncertainty about
this feature is to high to draw strong conclusions. Note that this procedure
generally overestimates uncertainty because it uses an n-dimensional credi-
ble region to explore properties of a subset of pixels of dimension m < n.
Statistically more accurate results could be obtained by operating directly
with the marginal posterior of interest, however this density is typically com-
putationally intractable (see Section 5 for more details).
By applying this procedure we obtain the surrogate image displayed in
Figure 2(d), which scores gy(x†) = 2.91× 105. This value is larger than the
threshold gy(xˆMAP ) + n(τα + 1) = 1.53× 105 (we used α = 0.01 related to a
99% confidence level). Therefore x† /∈ C˜α, rejecting the knockout hypothesis
and providing evidence in favour or the structure considered (performing this
test required 75 milliseconds).
Following on from this, we take our analysis further and assess the range
of intensity values that this structure is likely to take in the true image.
Precisely, to quantify the uncertainty about this intensity we generate two
new surrogate test images, where we artificially increase and decrease the
structure pixel values until the surrogates exit C˜0.01. Figures 2(e)-(f) show
the limit solutions xˆmin and xˆmax related to the minimum and maximum
values that fall within C˜0.01. These minimum and maximum intensity values
are 0.27 and 0.33, indicating that the values of the order of 0.30 reported
in xˆMAP have a level of uncertainty of approximately 10% (using the exact
HPD credibility region C∗0.01 computed with the Monte Carlo algorithm [32]
leads to the values 0.272 and 0.327, indicating an approximation error of
order 1%).
Furthermore, to illustrate how increasing the level of noise increases
the posterior uncertainty about x, we repeated the experiment with a new
observation y′ with worse signal-to-noise ratio (SNR), generated by using
σ = 7 × 10−2 (recall that the previous observation was generated using
σ = 7 × 10−3). Figures 3(a)-(b) show respectively the new MAP esti-
mate xˆ′MAP and surrogate test image x
′
† obtained by repeating the ap-
proach described above with this new observation. In this case we obtain
that gy(x
′
†) = 1.27 × 104, which is significantly lower than the threshold
gy(xˆMAP ) + n(τα + 1) = 2.85× 104 (we used α = 0.2 related to a mild con-
fidence level of 80%). Therefore x′† ∈ C˜α and it is not possible to reject x′†
as solution to the inverse problem (performing this test required 50 millisec-
onds). We conclude that in this case, because of the lower SNR, it is not
possible to assert confidently that the structure is present in the image.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: MRI experiment (high SNR): (a) Shepp-Logan phantom image (128×
128 pixels), (b) tomographic observation y (amplitude of Fourier coefficients in
logarithmic scale, σ = 7 × 10−3), (c) MAP estimate xˆMAP (the intensity of the
structure of interest is 0.30, the surrounding background intensity is 0.20), (d)
knockout test surrogate image x†, (e) surrogate xˆmin (the lower bound on structure
intensity values is 0.27), (f) surrogate xˆmax (the upper bound on structure intensity
values is 0.33)
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(a) (b)
Figure 3: MRI experiment (low SNR): (a) MAP estimate xˆ′MAP , (b) knockout
test surrogate image x′†,.
Finally, we conclude this experiment by analysing the approximation er-
rors related to using C˜α instead of the exact HPD credibility region C
∗
α.
Precisely, we used the Monte Carlo algorithm [32] to compute the regions
C∗α for both problems (reconstruction with high and low SNR), and for one
hundred values of α ∈ (0, 1). Figures 4(a)-(b) show the values of the ex-
act thresholds γα for each problem (computing these thresholds by Monte
Carlo integration required 40 hours). Notice that for both models the dif-
ference between γ0.01 and γ0.99 is very small, confirming the intuition behind
Lemma 3.1 that the posterior probability mass is highly concentrated around
an (n − 1)-dimensional shell. Moreover, Figures 4(c)-(d) report the relative
error (γ˜α − γα)/γα for each problem. We observe that the approximation
errors are only of the order of 3% and 20%, which is remarkably low given
that C˜α is guaranteed to outer-bound C
∗
α for the class of log-concave distri-
butions (hence it is generally not tight for specific models and datasets), and
that the approximation is available as a by-product of MAP estimation with
minimum computational cost.
4.2 Sparse image deconvolution with `1 prior
The second experiment we consider is a non-blind Bayesian sparse image
deconvolution problem with a Laplace or `1 prior. In this canonical inverse
problem the goal is to recover a high-resolution image x ∈ Rn from a known
blurred and noisy observation y ∈ Rn related to x by y = Hx + w, where
H is a blurring operator and w ∼ N (0, σ2In). Similarly to 4.1, this inverse
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(a) (b)
(a) (b)
Figure 4: MRI experiment: (a) HDP region thresholds γα (high SNR), (b) HDP
region thresholds γα (low SNR), (c) relative approximation error (γ˜α − γα)/γα
(high SNR), (d) relative approximation error (γ˜α − γα)/γα (low SNR).
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problem is ill-posed, a difficulty that Bayesian image deconvolution methods
address by exploiting prior knowledge about x. Here we use a Laplace prior
related to the `1 norm of x, which is widely used for this type of problem.
The resulting posterior density is log-concave and is given by
p(x|y) ∝ exp [−(‖y −Hx‖2/2σ2 + λ‖x‖1)]. (12)
As mentioned previously, Bayesian image deconvolution is predominantly
solved by MAP estimation, and there are several convex optimisation algo-
rithms to compute the maximiser of (12) (here we use the ADMM algorithm
SALSA [1]).
Figure 5 presents an experiment with a microscopy dataset of [40] related
to high-resolution live cell imaging. Figure 5(a) shows an observation y of
a sample of 100 molecules over a field of size 4µm × 4µm, acquired with
an application specific point-spread-function of size 16 × 16 pixels and a
blurred signal-to-noise ratio of 20dB (see [40] for more details). Figure 5(b)
shows the Bayesian estimate xˆMAP associated with (12) (notice that xˆMAP is
displayed in logarithmic scale to improve visibility - to compute this estimate
we used the hyper-parameter value λ = 0.01, which we selected manually to
obtain good deconvolution results; the automatic selection of λ and its impact
on uncertainty quantification are discussed in Section 5). Computing this
estimate with SALSA [1] required 2.3 seconds. Notice from Figure 5(b) that
the deconvolution process has restored the fine detail in the image, allowing
a better identification of the molecules.
To illustrate the proposed method, we now focus on the specific group
of molecules in the region of interested highlighted in red (see Figure 5(b)).
Suppose that these specific moles are relevant for the application considered
and that, after observing them in xˆMAP , we wish to assess the uncertainty
about their exact position. In a manner akin to Section 4.1 we first conduct a
knockout test to check that the molecules are present in the true image (e.g.,
as opposed to being an artefact due to noise), and then perform additional
tests to determine the uncertainty about their position.
To conduct the knockout test we first create a surrogate image x† by
copying xˆMAP and removing the molecules of interest such that the resulting
image is as favourable to the prior distribution as possible. The resulting
test image is displayed in Figure 5(c). Second, we check if x† belongs to the
credible region C˜α (we use α = 0.01 related to a 99% confidence level) and
obtain that x† /∈ C˜α, suggesting that the group of molecules considered is
present in the true image with high probability (precisely, we obtain that
g(x†) = 1.19×105, which is larger than the C˜α threshold gy(xˆMAP ) +n(τα+
1) = 1.03 × 105). Following on from this, we explore C˜α to quantify the
17
uncertainty about the exact position of the molecules. Precisely, we generate
a collection of new surrogate test images by copying xˆMAP and displacing
molecules in different directions until the surrogates exit C˜α. Figure 5(d)
depicts a focus on the region of interest, with the posterior uncertainty of
the molecule positions shown in dashed green. According to this analysis
the uncertainty at level 99% is of the order of ±6 pixels vertically and ±9
pixels horizontally, corresponding to ±93nm and ±140nm (using the exact
HPD credibility region C∗0.01 computed with the Monte Carlo algorithm [32]
leads to the values ±78nm and ±125nm, indicating an approximation error
of order 15nm or 1 pixel). It is worth mentioning that these results are in
close in agreement with the experimental precision results reported in [40],
which identified an average precision of the order of 80nm for the one hundred
molecules.
Finally, we conclude this experiment by analysing the approximation er-
rors related to using C˜α instead of the exact HPD credibility region C
∗
α for
this problem. Figure 6(a) shows the value of the exact threshold γα for differ-
ent values of α (computing these threshold values by Monte Carlo integration
with the algorithm [32] required 24 hours). Similarly to section 4.1, we ob-
serve that the difference between the thresholds γ0.01 and γ0.99 is very small,
confirming that that the posterior probability mass is highly concentrated as
established in Lemma 3.1. Moreover, Figure 6(b) reports the relative error
(γ˜α − γα)/γα. We observe that in this case the approximation errors are
of the order of 7%, which as mentioned previously is very low because C˜α
is a conservative approximation of C∗α for the class of log-concave distribu-
tions (hence it is generally not tight for a specific model and dataset), and
that the approximation is available as a by-product of MAP estimation with
minimum computational cost.
5 Conclusion
This paper presented a new and general methodology to compute approxi-
mate credible regions for inverse problems that are convex and possibly very
high-dimensional. These approximations were derived by using inequalities
and concentration of measure results related to information theory for log-
concave random vectors. The approximations have many important theoret-
ical and computational properties. First, they are conservative regions that
by construction contain the true high-posterior-density credible sets C∗α. As
a result they can be used to reject point hypotheses of the form x ∈ C∗α ex-
actly. Second, their approximation error is bounded explicitly and, for large
problems, grows at most linearly with the model dimension, comparing very
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(a) (b)
(c) (d)
Figure 5: Microscopy experiment: (a) Blurred image y (256 × 256 pixels,
4µm× 4µm)),
(b) MAP estimate xMAP (logarithmic scale), (c) knockout test surrogate image
x†,
(d) molecule position uncertainty quantification (vertical: ±93nm, horizontal
±140nm).
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(a) (b)
Figure 6: Microscopy experiment: (a) HDP region thresholds γα, (b) relative
approximation error (γ˜α − γα)/γα.
favourably with other approaches that suffer from a curse of dimensionality.
Moreover, from a computation viewpoint, the approximations can be cal-
culated straightforwardly by using convex optimisation techniques that are
several orders of magnitude faster than Bayesian computation methods based
on Monte Carlo integration algorithms. In particular, the approximations are
available as a free by-product in problems solved by maximum-a-posteriori
estimation, which is currently the predominant Bayesian approach in mathe-
matical imaging. Finally, the proposed approximations were illustrated with
two mathematical imaging examples: tomographic image reconstruction with
a total-variation prior, and sparse image deconvolution with an `1 prior. In
these examples the approximations were used to perform a range of point
hypothesis tests and explore the uncertainty about specific aspects of the so-
lutions delivered. To benchmark the approximations, the same analyses were
conducted by using a state-of-the-art Monte Carlo algorithm that calculated
the exact high-posterior-density credible regions. These comparisons showed
that the approximations are remarkably accurate in spite of their simplicity.
As mentioned previously, because the approximations are conservative
they can be used to reject point hypotheses with respect to C∗α exactly.
This is key in high-dimensional applications where the computation of C∗α
is challenging. Of course, the approximations can also be used to establish
failure to reject hypotheses with an approximate confidence level. In some
applications this approximation error is acceptable, either because the goal
is to perform a coarse uncertainty analysis, or because the magnitude of the
error can be characterised by conducting pilot experiments. Moreover, in
sensitive applications the approximations can be used to as a preprocessing
20
methodology to screen large datasets, followed by exact analyses by Monte
Carlo integration for critical decisions and specific data.
Furthermore, this work opens many interesting perspectives for future
research. For example, to investigate better approximations for subclasses
of log-concave distributions (e.g., distributions that are strongly convex, or
Lipschitz continuously differentiable), as well as inner-bounding approxima-
tions to complement the conservative approximation proposed in this work
(however, in view of Theorem 3.2, this will only be possible for specific sub-
classes of log-concave distributions). Another perspective is to develop com-
putationally efficient algorithms specifically designed for approximating the
posterior expectation E{gy(x)}; this would allow by-passing inequality (4)
and deriving significantly more accurate approximations based exclusively on
the inequality of Lemma 3.1. For example, one could consider a variational
Bayesian approximation of E{gy(x)}. Lastly, because statistical models are
abstract representations that are inherently misspecified, it would be inter-
esting to analyse the impact of model misspecification in uncertainty quan-
tification and decision theory for mathematical imaging, both from Bayesian
and frequentist statistical perspectives.
Also, in this work we assume that the regularisation parameter λ is fixed
a-priori, and therefore do not take into account any potential posterior uncer-
tainty stemming from it. Similarly, because λ is specified by the practitioner,
two analysts using significantly different values of λ may potentially arrive
to different conclusions about a same dataset. Consequently, another impor-
tant perspective for future work is to extend the proposed methodology to
cases where the value of λ is fully or partially unknown and estimated from
data, for instance by building on the hierarchical Bayesian approach [33] that
estimates x and λ jointly. Precisely, evaluating C˜α with the estimate λˆ of
[33] produces an approximation of the marginal HPD of x that is accurate
when p(λ|y) is highly concentrated (e.g., when y is high-dimensional and
a Bernstein-von Mises theorem holds for p(y|λ), enabling Laplace’s method
[23]). This approach has a computational cost that is similar to the case
where λ is fixed. Otherwise, the variability of p(λ|y) could be incorporated
by adopting a sampling approach such as Bayesian bootstrapping [27], with
a higher computational cost.
Moreover, as mentioned earlier, the experiments reported in Section 4
use n-dimensional credible regions to explore properties of subsets of pix-
els of dimension m  n. This approach has operational advantages, but
it generally overestimates uncertainty 1. From a statistical viewpoint it
1Let x ∈ Rm be the subset of pixels of interest, x ∈ Rn−m the remaining pixels of x,
p(x|y) = ∫ p(x,x|y)dx the marginal posterior of interest, and C¯α the projection of C∗α on
21
would be more accurate to perform analyses with the marginal posterior
p(x|y) = ∫ p(x,x|y)dx. Because p(x|y) is log-concave this marginal is also
log-concave, i.e., p(x|y) ∝ exp {−gy(x)} for some convex function gy. Hence
the proposed methodology could be applied to p(x|y). Unfortunately, p(x|y)
and gy are generally computationally intractable and cannot be evaluated ex-
actly. The development of accurate convex approximations of gy to use as
surrogates is currently under investigation.
Finally, although this work focused mainly on enabling the computation
of credible regions for large-scale inverse problems, we hope and anticipate
that future work will build on it to develop approaches for visualising and
summarising credible regions, particularly in the context of hypothesis tests
for imaging inverse problems. This will certainly contribute significantly to
the progress of mathematical imaging methodology and to its capacity to
support formal decision-making and scientific inquiry.
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