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One of the aims of chemistry is to explain the structure and transformations of
matter in terms of how and why a phenomenon occurs under certain circumstances
[Causà, Savin, and Silvi 2014]. To this day, an important conceptual chemical tool
is the Lewis theory of the chemical bond, which was proposed by Lewis in 1916
[Lewis 1916], only 20 years after the discovery of the electron. Lewis’s empirical
model attempts to explain the phenomenon of chemical bonding as the sharing of
electron pairs. He proposes to write chemical formulas as atomic symbols surrounded
by double dots, where the total number of dots corresponds to the total number of
electrons in valence shells (Figure 1.1).
Figure 1.1: The chemical bond as shared electron pairs, as proposed by Lewis.
Reprint from [Lewis 1916].
Lewis argues that in order to properly account for the majority of the chemical
evidence, the ‘dotted’ electron pairs should be considered as fixed at certain positions
in space. Even though he could not explain this bold assumption through physical
reasoning, the resulting phenomenological model proved to be an extremely powerful
tool for chemists seeking to interpret chemical bonding.
Forty years later, Gillespie and Nyholm [Gillespie and Nyholm 1957] were able
to relate the spatial arrangement of ligands around a central atom to the concept of
electron pairs as proposed by Lewis. By assuming that the electron pairs mutually
repel, they deduce that only a limited number of spatial arrangements are possible
around given atoms, leading to the ‘Valence Shell Electron Pair Repulsion’ model or
VSEPR (Figure 1.2). The VSEPR model assumes that the electron pairs should no
longer be considered as fixed in space, but as occupying a certain spatial domain from
which other electron pairs are excluded. Both the VSEPR model and the underlying
Lewis model have proven to be so successful in explaining chemical structure that
they have become an essential part of standard chemical education.
1
2
Figure 1.2: The arrangements of electron pairs is such that they arrange themselves
as far apart as possible to reduce repulsion. By assuming that the re-
pulsion decreases in the order: [lone-pair¡lone-pair > lone-pair¡bond-
pair > bond-pair¡bond-pair], deviations from these regular shapes can
be accounted for. Reprint from [Gillespie and Nyholm 1957].
In contrast to this, the physical reasoning needed to explain why these models
are so successful has lagged behind considerably. This is in part due to the fact
that at its core, chemistry can only be described using quantum mechanics. Ten
years after the publication of Lewis’s model, Schrödinger showed in his seminal paper
[Schrödinger 1926], that the behavior of electrons could only be described by an
abstract mathematical theory, where the system is characterized by a wavefunction
 (x1, . . . ,xN ). Here, the electrons are located at the coordinates xi, where xi is a
combination of a spatial coordinate ri and a spin coordinate ‡i. The latter coordinate
is used to represent an intrinsic property of the electron, which cannot be explained
using classical physical reasoning.
Although the wavefunction itself has no physical meaning, the Copenhagen (or
statistical) interpretation [Bohr 1934; Heisenberg 1930] asserts that
| (x1,x2, . . . ,xN )|2 dx1dx2 . . . dxN
represents the probability of finding the electrons labelled 1, 2, . . . , N in the volume
elements dx1, dx2, . . . , dxN located at the points r1, r2, . . . , rN with spin coordinates
‡1, ‡2, . . . , ‡N [Causà, Savin, and Silvi 2014]. The indistinguishability principle
dictates that there can be no way of physically distinguishing between the electrons
themselves. This implies that
| (x1,x2, . . . ,xN )|2 = | (x2,x1, . . . ,xN )|2 .
Furthermore, the Pauli exclusion principle states that
 (x1,x2, . . . ,xN ) = ≠ (x2,x1, . . . ,xN ) ,
which implies that no two electrons can occupy exactly the same spin-position coor-
dinates.
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The resulting quantum mechanical theory proves too di cult to be solved in
terms of closed-form expressions when applied to chemical systems. Over the course
of many decades [Gavrogly and Simões 2012], the field of ‘quantum chemistry’ was
established with the aim (among others) of providing accurate computational ap-
proximations for chemical systems. Although these quantum chemical models have
achieved remarkable accuracy in describing quantum mechanical systems, their abil-
ity to provide chemical explanations is hampered by the complexity of the solutions.
The need for chemical insight has driven quantum chemists to develop interpre-
tative theories based on quantum mechanics such as ‘valence bond’ and ‘molecular
orbital’ theory, which jointly form the backbone of modern theories of chemical bond-
ing. Although explanations of the strength of the Lewis model have been proposed
based on these theories, there is an inherent weakness to these explanations [Coulson
1952]. They typically assign chemical significance to quantities that only appear in
certain approximations to Schrödinger’s equation (such as orbitals and resonance
structures) and as such, are not general enough so that they can be applied outside
of the approximation. Since more accurate quantum chemical methods move well
beyond these intermediates, an approach that is not based on these intermediates is
desirable.
A more general approach that does not explicitly refer to any approximations, is
the approach based on the statistical interpretation of the wavefunction. However,
since there is a probability associated with all possible electron positions, all electrons
are implicitly considered to be delocalized over the entire space. This seems to be at
odds with the localized viewpoint of the Lewis model. The question of how to localize
electrons — that are physically inherently delocalized — in space was investigated
by Daudel et al. [Daudel, Brion, and Odiot 1955; Daudel, Bader, et al. 1974].
Daudel argued that according to the Copenhagen interpretation, we should be able
to determine the probability to find subsets of electrons inside given regions in space.
He reasoned that, in view of the success of Lewis’s model, there should be some
molecule-dependent ‘best’ decomposition in regions (also called domains or ‘loges’),
where the resulting regions have a high degree of similarity with the structures that
follow from Lewis’s theory (Figure 1.3).
Figure 1.3: Scheme of the two-dimensional projection of the methane molecule,
divided into five spatial regions, such that each domain contains a pair of
electrons. Daudel argued that this kind of partition can be obtained by
searching for an minimum solution of the missing information function.
Reprint from [Daudel 1974].
Unfortunately, the criterion that he chose for this decomposition, namely the mini-
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mization of the ‘missing information function’, leads to domains that are very di cult
to obtain computationally [Aslangul et al. 1972].
However, twenty years later, based on the theoretical advances by Ziesche [Ziesche
1996], Savin [Savin 2001] was able to show that chemical interpretations can be given
to a single domain whose shape has been optimized so as to maximize the probability
of finding ‹ and only ‹ electrons inside it (with ‹ typically chosen to be equal to two,
as a reference to the electron pair proposed by Lewis) (Figure 1.4). The resulting
domains were coined ‘Maximum Probability Domains’ or MPDs. Thanks to further
(a)
(b)
Figure 1.4: (a) Each line corresponds to the probability (y-axis) of having a number
of ‹ and only ‹ electrons outside a spherical shell, as a function of the
radius |r| (x-axis, in bohr) of that sphere for both Mg (left) and Zr
(right). The leftmost line corresponds to the probability of finding N
electrons outside the sphere and the rightmost line to the probability
of finding 0 electrons outside the sphere. The intermediate lines cor-
respond to decreasing ‹’s. (b) Radii (x-axis, in bohr) for which the
probabilities (y-axis) of having ‹ electrons outside the sphere is max-
imal for both Mg (left) and Zr (right). The di erent bars correspond
to decreasing ‹, starting at ‹ = N ≠ 1. Reprint from [Savin 2001].
theoretical work by Cancès [Cancès et al. 2004], obtaining MPDs in real space
for general quantum chemical methods became a possibility. Unfortunately, the
development of actual implementations has been severely hampered by the sheer
complexity of the algorithms needed for such a program. Despite numerous e orts,
the question of whether MPDs provide a mathematical bridge between chemical
concepts and quantum mechanics remains unanswered to this day. Therefore, in this
thesis we will deepen the theoretical framework behind MPDs and critically evaluate
whether this method is indeed capable of establishing correspondences with Lewis’s
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ideas.
In part I of this thesis, we will focus on deriving the probabilities associated
with given domains from a second quantized perspective. By associating suitable
generalizations of second quantized occupation-number operators with domains, we
will be able to reduce the underlying theory to the statistics of particles that obey
Fermi statistics. It is possible to define so-called ‘moments’ of combinations of
these domain operators, which will lead to probabilities associated with domains.
The special case of partitioning the system into just two domains, which is the
framework needed to describe an MPD and its complement, will receive special
attention. Due to the elegance of the second quantized formulation, we will be
able to highlight the important connection with (determinantal) point processes and
we will be able to derive computable expressions for both the single-determinant
and the multi-determinant case. In order to characterize the chemistry described
by MPDs, we will discuss the statistical signatures of interactions, which includes
the concepts of cumulants, correlation coe cients and localization indicators. The
resulting theoretical framework will allow us to show that the probabilities behind
MPDs are part of a well-defined hierarchy of quantum chemical indices.
In part II of this thesis, we will focus on the fundamental idea behind MPDs,
namely the deformation of domains so as to maximize the associated probability.
By taking a brief detour through the field of shape optimization, we will be able to
demonstrate that the essential ingredient needed is the so-called ‘shape derivative’.
We will show that in the context of MPDs, the corresponding shape derivative can
be obtained e ciently for both single and multi Slater determinant wavefunctions.
Furthermore, thanks to the second quantized framework, we can also apply the
resulting theory to the Hubbard model. By highlighting several results obtained
from computational studies, we will show that chemical concepts can be indeed be
captured with MPDs.
In part III, we conclude this work with a reflection on the current state of the































The theory of MPDs is based on three concepts: (i) a partition of a space into
‘domains’, (ii) a probability measure associated with a partition of electrons over the
domains and (iii) a method to deform the domains in order to increase the associated
probability. In the chapters of this part, we will focus on (i) and (ii), leaving the
exploration of (iii) to part II.
In the original formulation of MPDs [Savin 2001], a domain   is considered to
be a subset of the position space R3. Note that, if we introduce such a domain  ,
we implicitly also introduce its complement  , which is that part of position space





, with   fi   = R3.
The probability measure associated with a given domain-partition is the proba-
bility to find ‹ and only ‹ electrons inside a domain   (i.e. the probability that the
domain   is occupied by ‹ and only ‹ electrons). Necessarily, this implies that N ≠‹,
with N the total number of electrons, occupy the complementary domain  . We will




, with ‹  + ‹  = N .
According to the Copenhagen interpretation, | (x1, . . . ,xN )|2dx1 . . . dxN rep-
resents the probability of finding the electrons labelled 1, 2, . . . , N in the volume
elements dx1, dx2, . . . , dxN located at the points r1, r2, . . . , rN with spin coordi-
nates ‡1, ‡2, . . . , ‡N . Hence, the probability that electrons 1 to ‹ are inside   and
electrons (‹+1) to N are outside of   (i.e. in the complementary domain   consisting













| (x1, . . . ,xN )|2 dx1 . . .xN . (2.1)
The probability p [⌫,⌦] = p
#
(‹, N ≠ ‹), ( ,  )$ to find ‹ and only ‹ electrons inside
9
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  irrespective of the index assigned to them is then given by adding the probabilities
for all events in which there are ‹ electrons inside  
















| (xP1 , . . . ,xPN )|2 dxP1 . . .xPN ,
(2.2)
where the sum over all P (which are elements of the symmetric group) ensures
that all di erent permutations of electrons are taken into account and the factorial
prefactors take care of overcounting. Since indistinguishability of electrons leads to
the following behavior of | (xP1 ,xP2 , . . . ,xPN )|2:
| (xP1 ,xP2 , . . . ,xPN )|2 = | (x1,x2, . . . ,xN )|2 , (2.3)
it follows that














| (x1, . . . ,xN )|2 dx1 . . .xN , (2.4)
where the summation over all permutations reduces to an additional factorial pref-
actor N !.
Equation (2.4) is the traditional formulation of the probability that is maximized
in the method of MPDs by deforming the domain   (and concurrently its complement
 ) [Savin 2001]. Since the notion of an electron occupying a domain is of paramount
importance for the theory of MPDs, it is necessary that we can express this notion in
a more elegant way. As we will show in the following sections, this can be achieved
by adopting a second quantized perspective.
2.2 From first to second quantization
We opt to ease the transition into a second quantized perspective by contrasting the
first and second quantized viewpoints. Theoretical constructs for handling spin and
normal ordering are also briefly discussed in view of their importance in this thesis.
The material in this section is based on [Surján 1989; Helgaker, Jørgensen, and Olsen
2000; Fetter and Walecka 2003; Parr and Yang 1989; Engel and Dreizler 2011].
2.2.1 First quantization
Dirac form
The defining feature of first quantization is that it is expressed in the orthonormal
basis of the direct product of the eigenvectors of the position and spin-projection
operators r̂ and ŝz
r̂ |rÍ = r |rÍ (2.5)
ŝz |‡Í = ‡ |‡Í , (2.6)
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where r œ R3 and ‡ œ ) 12 , ≠ 12
*
[Parr and Yang 1989] (atomic units are used through-
out this thesis; note that we will also represent ‡ symbolically as ‡ œ {ø, ¿} or
‡ œ {–, —}). A combined variable x = (r, ‡) will be used to denote these products
|xÍ = |rÍ |‡Í together with their formal operator x̂
r̂ |xÍ = r |xÍ (2.7)
ŝz |xÍ = ‡ |xÍ (2.8)
x̂ |xÍ = x |xÍ (2.9)
Due to the Hermitian nature of x̂, the unit operator can be resolved onto the basis
of its orthonormal eigenvectors X = {|xÍ}, giving rise to the following completeness
relation ⁄
|xÍ Èx| dx = 1̂H1 , (2.10)
where Èx| is the dual to |xÍ. The wave function „(x) associated with a state |„Í is a
representation of that state in X
„(x) = Èx | „Í . (2.11)
The state |xÍ itself can also be regarded as a quantum state, with the wavefunction
ÈxÕ|xÍ = ”‡Õ‡”(rÕ ≠ r) , (2.12)
which in this case is a Dirac delta distribution. This distribution expresses the idea
that the probability amplitude to find a particle at any other point than its eigenvalue
vanishes for eigenstates of x̂ [Engel and Dreizler 2011].
Antisymmetric states
For N electrons, the corresponding N -particle Hilbert space is spanned by the ten-
sorial products of the orthonormal single-particle basisvectors (orbitals)
|x1, . . . ,xN ) = |x1Í ¢ . . . ¢ |xN Í , (2.13)







|x1, . . . ,xN ) (x1, . . . ,xN | dx1 . . . dxN , (2.14)
where round brackets are used to denote an N -particle basisvector.
The N -particle basisvectors |x1, . . . ,xN ) are used to represent the N -particle
wavefunction   in spin-position space. For the Pauli principle to be fulfilled [Pauli
1925], the wavefunction must be antisymmetric. As such, this wavefunction can be
expressed in terms of a complete basis of antisymmetrized single-particle spin-states
{|„IÍ} (we will discuss spin resolution below) [Parr and Yang 1989]




(≠1)P |„P1 . . . „PN ) , (2.15)
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where angle brackets are used to denote antisymmetric N -particle basisvectors and
SN denotes the symmetric group of order N . These antisymmetrized states (Slater
determinants) span the antisymmetric part of the N -particle Hilbert space and can
be represented in spin-position space as









„1(x1) · · · „N (x1)
... . . .
...





The quantum chemistry of electrons is described more succinctly when allowing
for varying particle number [Helgaker, Jørgensen, and Olsen 2000; Surján 1989].
Relations between states of varying particle number can be described in Fock space





Given a single-particle spin-orbital basis {„I}, the completeness relation in F can
be written as





|„1 . . . „N ) („1 . . . „N | , (2.19)
where |0Í denotes the vacuum state (which is the only state in H0). The antisym-
metrized states given by (2.17) span the antisymmetric portion of the Fock space
F≠.







|„1 . . . „N Í È„1 . . . „N | . (2.20)
Creation and annihilation operators
We can define a creation operator in F by its action on an antisymmetric N -particle
state






|„I„1 . . . „N Í . (2.21)
in which an electron is ‘created’ in orbital „I . The factors (1 ≠ ”IJ) make sure that
a particle cannot be created more than once. The associated annihilation operator
can be defined as
„̂≠I |„I„1 . . . „N Í := |„1 . . . „N Í , (2.22)
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and ‘annihilates’ the electron in orbital „I . Whenever there is no electron in orbital
„I , the operator „̂≠I annihilates the state altogether
„̂≠I |„1 . . . „N Í := 0 . (2.23)
In this thesis, we will employ Longuet-Higgin’s notation, which explicitly incorporates
the identity of the underlying single-particle basis in the notation of the operators
[Surján 1989]. In particular, we will employ the following notations
‰̂+I |0Í = |‰IÍ finite, non-orthogonal spin-orbital basis (2.24)
„̂+I |0Í = |„IÍ finite, orthonormal spin-orbital basis (2.25)
Â̂+(x) |0Í = |xÍ spin-position orbital creation operator (field operator) . (2.26)
where an orthonormal spin-orbital basis is characterized by
È„I | „JÍ =
⁄
„úI(x)„J(x)dx = ”IJ , (2.27)
and a non-orthogonal spin-orbital basis by
È‰I | ‰JÍ =
⁄
‰úI(x)‰J(x)dx = ⌃IJ ”= ”IJ . (2.28)
with ⌃ the spin-orbital overlap matrix. For an orthonormal single-particle basis,






and can hence be used to create particles in the dual vector. The creation and annihi-
lation operators codify the Pauli antisymmetry principle into their anticommutation
relations (where [Â, B̂]+ = ÂB̂ + B̂Â)
[„̂+I , „̂
+
J ]+ = 0 (2.30)
[„̂≠I , „̂
≠
J ]+ = 0 (2.31)
[„̂+I , „̂
≠




I ]+ . (2.32)
Given these anticommutation relations, the action of an annihilation operator „̂≠I on
an antisymmetric N -particle state |„1 . . . „N Í can be put into a more explicit form





1 ]+„̂+2 . . . „̂+N + . . . +
(≠1)lI „̂+1 „̂+2 . . . [„̂≠I , „̂+I ]+ . . . „̂+N + . . . +
(≠1)N≠1„̂+1 „̂+2 . . . [„̂≠I , „̂+N ]+
2
|0Í (2.34)
= (≠1)lI |„1 . . . „N Í , (2.35)
where lI is used to index the position of the |„IÍ basisvector in the antisymmetric
state. Similar relationships hold for the creation operator working on the bras or
kets.
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Spin resolution
In non-relativistic theory, spin-orbitals {„I} are commonly of the following form
[Helgaker, Jørgensen, and Olsen 2000]
„i‡(r, ms) = „i(r)‡(ms) . (2.36)
Hence, we may separate out spin from spatial parts of the creation and annihilation
operators, giving
[„̂+i‡, „̂+j‡Õ ]+ = 0 (2.37)
[„̂≠i‡, „̂
≠
j‡Õ ]+ = 0 (2.38)
[„̂+i‡, „̂
≠
j‡Õ ]+ = ”ij”‡‡Õ , (2.39)
where the M spin-orbitals {„I} can be expressed in terms of m spatial orbitals {„i}.
Normal ordering
Given a sequence of second quantized operators Ô, the normal ordered form P̂ Ô
with respect to the vacuum state |0Í corresponds to moving all creation operators to

























J = ≠„̂+I „̂≠J (2.43)
Note that the action of the normal ordered form of a collection of operators Ô that
contains duplicate creation or annihilation operators on an arbitrary state |KÍ is







I |KÍ = ≠„̂+I „̂+I „̂≠I „̂≠I |KÍ = 0 . (2.44)
A term related to the idea of normal ordering, is a ‘contraction’. This contraction








J ≠ P̂ „̂+I „̂≠J . (2.45)
This di erence can only give rise to zero or a complex number times the identity
[Fetter and Walecka 2003]. As such, these contractions play a central role in Wick’s
theorem, which states that any operator string can be written as a linear combination
of normal-ordered strings, were only fully contracted terms contribute to expectation
values with respect to vacuum |0Í.
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Field operators
Given a certain basis, we can express this basis in an alternative basis with the aid
of the single-particle completeness relations. If we start from the complete set of
eigenvectors of the operator x̂
x̂ |xÍ = x |xÍ , (2.46)
the corresponding basis transformations are given by
|„IÍ =
⁄
|xÍ Èx|„IÍ dx =
⁄




|„IÍ È„I |xÍ =
ÿ
I
„úI(x) |„IÍ . (2.48)
From this, we can derive the transformation for the associated creation operator
Â̂+(x) |0Í = |xÍ =
ÿ
I



















The operator Â̂+(x) is called the ‘field operator’ and acts as a hybrid between 1st and
2nd quantization. As such, it will prove very convenient for porting first quantized
expression into second quantization.
2.3 Occupation-number operators and vectors
In this section, we will show that the notion of an electron occupying an orbital can
be expressed elegantly in terms of the second quantized occupation-number operators.
By defining generalized occupation-number operators, we will be able to express the
notion that an electron occupies a domain with the same degree of elegance (see
section 2.4).
2.3.1 Occupation-number operators
For an antisymmetric state |„1 . . . „N Í, the second quantized occupation-number
operator n̂(I) associated with the spin-orbital „I is given by
n̂(I) := „̂+I „̂
≠
I , (2.53)
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and can be considered as diagonal element of a more general excitation operator
n̂(I; J)
n̂(I; J) = „̂+I „̂
≠
J . (2.54)
By acting on the antisymmetric state |„K1 . . . „KN Í, with K a unique set of spin-
orbital indices, the occupation-number operator n̂(I) determines if the orbital „I is
occupied or not in that state
n̂(I) |„K1 . . . „KN Í = „̂+I „̂≠I |„K1 . . . „KN Í
= n(I) |„K1 . . . „KN Í
=
I
0 |„K1 . . . „KN Í if I not in K
1 |„K1 . . . „KN Í if I in K
. (2.55)
where n(I) is the eigenvalue associated with the eigenvector |„K1 . . . „KN Í. Note that
if the one-electron spin-basis associated with the occupation-number operators is of
the form
„i‡(r, ms) = „i(r)‡(ms) , (2.56)
we can also define spin-resolved occupation-number operators
n̂(i, ‡) = „̂+i‡„̂
≠
i‡ , (2.57)





n̂(i, ‡) . (2.58)
In the following we will consistently use uppercase letters for spin-orbitals and low-
ercase letters for spin-independent orbitals.
Since the occupation-number operators are idempotent








I (1 ≠ „̂+I „̂≠I )„̂≠I = „̂+I „̂≠I = n̂(I) , (2.59)
they are also projection operators. Hence, the operator n̂(I) can be used to project














---„KÕ1 . . . „KÕN
f
, (2.60)
where all K0 are unique sets of spin-orbital indices that contain the index I. Hence,
the action of this operator on antisymmetric states can be used to ensure that in the
resulting wavefunction the orbital in question can be considered as occupied. Note
that it is exactly this notion of ‘occupancy’ that is of paramount importance for the
theory of MPDs.
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2.3.2 Occupation-number vectors
Since the occupation-number operators commute among themselves
n̂(I)n̂(J) |„k1 . . . „kN Í = n(I)n(J) |„k1 . . . „kN Í = n̂(J)n̂(I) |„k1 . . . „kN Í , (2.61)
there is a one-to-one mapping between the antisymmetric states in the Fock space and
the eigenvalues of the occupation-number operators [Helgaker, Jørgensen, and Olsen
2000]. This allows us to map the antisymmetric states to abstract occupation-number
vectors (ONVs), which detail the occupation of the underlying orbitals (occupied or
unoccupied; 0 or 1). These ONVs allow us to separate the wavefunction content from
the operator content, where the wavefunction content can be expressed in terms of
changing occupation numbers (using the second quantized algebra) and the operator
content is expressed in terms of the underlying orbitals. We will henceforth call the
one-electron components for the ONVs the abstract ‘site’ basis and use â+I and â
≠
I
to denote the respective creation and annihilation operators.
2.3.3 The total number operator








with 2M the number of spin-orbitals. This operators returns the total number of
electrons in the system (N)
n̂ | Í = N | Í . (2.63)
A property that will prove important in the following sections is that d successive
total number operators in normal ordered form acting on a wavefunction lead to a
factorial eigenvalue
P̂ n̂d | Í = N !(N ≠ d)! | Í , (2.64)
where we have used the fact that normal ordered strings with duplicate indices vanish
(see section 2.2.2). From this follows that
P̂ n̂N | Í = N ! | Í , (2.65)
and
P̂ n̂dn̂N≠d | Í = P̂ n̂d(N ≠ d)! | Í . (2.66)
As such,
P̂ n̂d | Í = P̂ n̂d n̂
N≠d
(N ≠ d)! | Í . (2.67)
This connection will play an important role in the derivations made in the subsequent
chapters.
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2.3.4 The Hubbard model
A model that is defined in the abstract ‘site’ basis, is the Hubbard model. The
Hubbard model is a simplified model of interacting particles on a lattice, which,
despite its simplicity, exhibits behaviors relevant to many quantum chemical prop-
erties. It is assumed that each site (or atom) has only one orbital, which presumes
that the electrons residing in the other states do not play a role in the chemistry
being investigated. The model describes the quantum chemical motion of electrons
through a ‘hopping’ term, parameterized with a parameter t, where electrons are
allowed to jump between sites on the lattice. When the electron ‘hops’ to a site,
the model adds an energetic penalty associated with the electrostatic repulsion with
the electron residing at that site, parameterized with a parameter U . The resulting











n̂(i, ø)n̂(i, ¿) , (2.68)
where Èi, jÍ denotes a restriction of the summation to nearest neighbors, which
assumes that hopping can only occur between nearest sites because the exponential
decay of the on-site orbitals will lead to negligible orbital-overlap otherwise. Because
of symmetry considerations, both parameters t and U are often chosen to be site-
independent.
The resulting wavefunction is governed by the relative interaction strength U/t
and the electron density n = NL , where N is the number of electrons and L is
the number of sites. At n = 1, that system is called ‘half-filled’. The interaction
strength parameter U/t can be used to tune the contribution of the parameters t
and U to the Hamiltonian. The t parameter delocalizes electrons, favoring the plane
waves associated with a band model; the U parameter represents electron-electron
interaction and favors on-site localization of electrons and anti-ferromagnetic behavior.
As such, at U/t ∫ 0, the small value of the hopping term t implies quasi independent
sites, that contain one and only one electron (an insulating system). At U/t = 0, the
particles are non-interacting, leading to a description in terms of delocalized plane
waves.
2.4 Domain occupation-number operators
In the previous sections we have noted that occupation-number operators can be
used to ensure that a site can be considered as ‘occupied’. As such, if we restrict
the summation of the occupation-number operators to a subsets of orbitals, i.e. to
a generalized domain, we can project out those states in which we are assured that
the domain in question is occupied by an electron.
Note that although in principle it is possible to include spin in the definition of
a domain by considering a domain  ‡ as a subset of the spin-orbitals, the domain
definition implied by the theory of MPDs is only based on the spin-independent part
of the basis. Hence, the domain occupation-number operator n̂( ) associated with
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where the weight factor is determined by the domain itself. Note that an atomic
(here ‘domain’ is more suited) decomposition of the identity [Li and Parr 1986; I
Mayer and Hamza 2005], allows us to define domain operators associated with a d
domain partition ⌦ = ( 1, . . . ,  d), with







w a(i) = 1 (2.71)
w a(i) Ø 0 . (2.72)
Non-fuzzy partitions can be obtained by employing Kronecker delta type weight
functions w a(i) = ”(i œ  a), which in spin-position space lead to the Dirac delta





”(r œ  )Â̂+(r, ‡)Â̂≠(r, ‡)dr . (2.73)
2.5 Conclusions
In this chapter, we have shown that the notion of an electron occupying a domain can
be expressed elegantly in terms of a second quantized domain occupation-number
operator. In the following chapter, we will show how these domain occupation-
number operators can be used to construct a general ‘domain probability operator’


























In the previous chapter, we showed that an occupation-number operator ensures that
a spin-orbital can be considered as ‘occupied’, because it projects out all those states
in which the spin-orbital is not occupied. In a similar way, the domain occupation-
number operator ensures that a domain can be considered as ‘occupied’. In this
chapter, we will show that by using standard statistical mechanical arguments based
on these occupation-number operators, we can obtain the probabilities needed to
define MPDs.
This argument will be based on the notion of a ‘moment’. In the theory of
statistics, the first moment (also called the average or the expectation value) ÈXÍ of
a stochastic variable X is given by
ÈXÍ :=
⁄
xP (x)dx , (3.1)






xdP (x)dx , (3.2)
where P (X) is the continuous probability distribution associated with the stochastic
variable X. We can define the moment generating function M(t) of the stochastic
variable X as the moment of the stochastic variable etX with t œ R
M(t) := ÈetXÍ =
=
1 + tX + t
2X2
2! + . . .
>
. (3.3)
Since the generating function gathers all moments as coe cients of a series expansion,
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The variable t functions as a ‘probe’ variable, in the sense that this variable only
appears as a dummy variable for the di erentiation and does not appear in the final
expression for the moments, which is obtained formally in the limit of t æ 0 [Herbert
2003].
In the following sections we will discuss moments of both the occupation-number
operators as well as the domain occupation-number operators. While the former lead
to densities and probabilities associated with spin-orbitals, the latter lead to domain
averaged densities and domain associated probabilities. In part II, we will discuss
how a domain can be deformed so as to maximize its domain associated probability,
leading a complete theoretical description of MPDs.
3.2 Reduced densities and probabilities
By replacing X in equation (3.3) with an occupation-number operator n̂, we can
use the same machinery to obtain all relevant moments of this operator and its
combinations. In this section, we will focus on the moments associated with (orbital)
occupation-number operators. In the next section, we will turn to the moments
associated with domain occupation-number operators.
3.2.1 Reduced densities
The first moment Èn̂(x)Í of the occupation-number operator n̂(x)
n̂(x) = Â̂+(x)Â̂≠(x) , (3.5)
is also called the ‘1st order reduced density’ fl(1) (or electron density) of the spin-
position orbital |xÍ
fl(1)(x) = Èn̂(x)Í . (3.6)
The corresponding d-th moment of the occupation-number operator determines the
d-th order reduced density
fl(d)(x1, . . . ,xd) =
e











Â̂+(x1) . . . Â̂+(xd)Â̂≠(xd) . . . Â̂≠(x1)
f
, (3.7)
where we have used the operator P̂ ensure normal order [Ziesche 2000a] (see section
2.2.2). The action of this operator is such that same site elements are removed
P̂ n̂(x)n̂(x) | Í = Â̂+(x)Â̂+(x)Â̂≠(x)Â̂≠(x) | Í = 0 , (3.8)
instead of allowing for e ective removal of occupation-number operators due to their
idempotency (see also section 3.3.3)
n̂(x)n̂(x) | Í = n̂(x) | Í . (3.9)
Chapter 3. Moments and generating functions 23
As such, this normal operator ensures that products of d occupation-number operators
actually describe simultaneous occupation of d spin-position orbitals. Furthermore,
this operator allows us to reorder the respective creation and annihilation operators
to the form needed by the d-th order density (see last term equation (3.7).
We can assign an interpretation to the moments of spin-position space occupation-
number operators, by first considering the moment of an orbital occupation-number




|kÍ, then we obtain

















where we have used the machinery detailed in chapter 2. Since |c
k
|2 is the statistical




|2 = 1), fl(1)(I) represents the
average occupation-number of orbital „I [Kong and E. F. Valeev 2011; Hanauer and
Köhn 2012]. As pointed out by Hanauer [Hanauer and Köhn 2012], this is equivalent
to regarding the occupation numbers kI as stochastic variables, which can only take
two values, one or zero. We can attach the same interpretation to fl(1)(x): for the
spin-position space orbital |xÍ, fl(1)(x) represents the average occupation number of
that orbital. Similarly, for the d-th order reduced density, we find
fl(d)(I, . . . , L) =
K











As such, the respective d-th order reduced densities describe the average occupation-
number of a set of d orbitals [Kong and E. F. Valeev 2011].
Starting from the N -th order reduced density, we can obtain the lower order




(N ≠ q)! trq+1,...,p , (3.12)
such that
p
q¿fl(p)(x1, . . . ,xq, . . . ,xp) = fl(q)(x1, . . . ,xq) . (3.13)
This corresponds to the McWeeny normalization convention [McWeeny 1960], where
each d-th order reduced density is normalized to N !(N≠d)! . Note the contrast with
the Löwdin normalization convention [Löwdin 1955a; Löwdin 1955b; Löwdin 1955c],





. The latter convention leads to an easier notation for energetic expectation
values, but is less suited for illustrating the nature of the underlying statistical proce-
dure. Hence, we will exclusively use the McWeeny normalization convention in this
thesis.
3.2.2 Reduced density generating function
Since the occupation numbers of the sites can function as random variables [Hanauer
and Köhn 2012], there must be an associated generating function for the occupation
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number operators themselves that probes the occupancy of those sites. This requires
that we introduce a dummy variable (similar to the variable t in equation (3.3)), which,
however, has the added responsibility of ensuring that all operators are generated
in the correct order with the correct signs. To this end, we need to introduce the
following anticommutative Grassmann variable [Mazziotti 1998; Herbert 2003] f(x),
which anticommutes with itself and with the field operators Â̂+(x) and Â̂≠(x)









= 0 . (3.16)
The reduced densities and the corresponding operators can then be obtained by
taking successive derivatives of the generating functionals M [f ] and M̂ [f ] with








































where f æ 0 is used to denote ’x : f(x) æ 0. In general, we can obtain the d-th
order reduced density fl(d) by successive di erentiation
fl(d)(x1, . . . ,xd) = lim
fæ0
ˆdM[f ]
ˆf(xd) . . . ˆf(x1)
. (3.19)
If we select only those terms with N occupation-number operators from the generating
function M[f ] (formally denoted by adding a subscript N to the P̂ operator), we









































































dx1 . . . dxN .
(3.20)
We note that there exists some confusion between between reduced densities and
probabilities. Indeed, McWeeny [McWeeny 1960] states that
“fl(1)(x1) is the probability of finding a particle with variables in the
range dx1 at point x1 in configuration space.”
although he immediately adds
“It should be noted that fl(1)(x1) integrates to N (not 1), and that it is
therefore the ‘number density’.”
As pointed out by Savin [Savin 2004], this distinction becomes particularly relevant
when considering probabilities defined over domains (see also next section):
“The belief that the probability of finding one electron in a given region
 , p(1, N ≠ 1), is given by the population of this region, or the average
number of electrons in  , fl(1)( ) is wrong, however, when the total
number of electrons in the system, N > 1. This can be seen most easily
when considering the case when   corresponds to the whole space yieldings
fl(1)(r)dr = N ; this is impossible as the probability must lie between 0
and 1.”
As such, interpreting densities as probabilities without accounting for the required
normalizations can lead to questionable interpretations [Kutzelnigg 2003], as will be
discussed further in section 4.2.1.
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3.3 Domain densities and probabilities
In the previous section we have shown that the collection of reduced densities can
be obtained from a suitable generating function. In this section, we will construct
a similar generating function associated with domain occupation-number operators.
We will show that by selecting only those terms containing N domain occupation-
number operators, we obtain the collection of domain associated probabilities. The
strength of the generating function approach can be related to the fact that we can
obtain insightful expressions for these probabilities by considering all probabilities
simultaneously.
3.3.1 Domain density generating function
We can use the same mathematical framework to construct the moments of the










where t = (t1, . . . , td) is a vector containing d di erent t-variables, ⌦ = ( 1, . . . ,  d)
is a d-domain partition and n̂( a) is given by equation (2.70) of section 2.4. The main
di erence with M[f ] is that this generating function leads to moments associated
with domains and not with single spin-orbitals. The first moment of M[t] is also

















where t æ 0 is used to denote ’1 Æ a Æ d : ta æ 0. The second moments fl(2)( a,  a)
and fl(2)( a,  b) are then given by






















where fl(2)( a,  a) is the average number of pairs in  a and fl(2)( a,  b) is the
number of pairs that can be formed between the electrons in  a and  b [Bader and
Stephens 1975].
Chapter 3. Moments and generating functions 27











which we can use to define ‘mixed’ moments, such as the second-order mixed moment
fl(2)(x,  a)












As such, these ‘mixed’ moments can be used to provide an e ective k-electron
description of a l-domain integrated density
fl(k+l)(x1, . . . ,xk,  1, . . . ,  l) = lim
fæ0,tæ0
ˆk+lM[f, t]
ˆf(x1) . . . ˆf(xk)ˆt1 . . . ˆtl
. (3.27)
In spin-position space, these quantities have been coined the ‘Coarse-Grained Density
Matrices’ or CGDMs by Pendás [Pendás, Francisco, and Blanco 2007c], where the
non-condensed quantities are also called ‘free’. Since these CGDMs allow for a
domain-based partition of quantum chemical expectation values [Pendás, Kohout,
et al. 2011], these quantities (and their density matrix equivalents [Li and Parr
1986], which can be obtained from the non-diagonal operators n̂(x;xÕ) and similar
generating functions [Herbert 2003]) form the basis behind the theory of ‘Interacting
Quantum Atoms’ or IQA [Blanco, Pendás, and Francisco 2005; Francisco, Pendás,
and Blanco 2006].
3.3.2 Domain probabilities
We can define domain probabilities as those probabilities that can be obtained by
associating all electrons with certain domains. These probabilities are obtained



































where we have used the ‹ „ N as a shorthand for the summation over all partitions of
N electrons over the domains [Andrews 1998]. Based on the form of the generating
function, we can premise that the probability operators p̂ [(‹1, . . . , ‹d),⌦] associated
with a domain partition ⌦ = ( 1, . . . ,  d) are given by
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Èp̂ [(‹1, . . . , ‹d),⌦]Í t‹11 . . . t‹dd . (3.30)
If we use the following notation for a multinomial coe cient
3
N
‹1 . . . ‹d
4
= N !
‹1! . . . ‹d!
, (3.31)
we can show that the moments of the probability operators p̂ [(‹1, . . . , ‹d),⌦] are
equivalent to the original probability expressions as used by Bader [Bader and
Stephens 1975] and Savin [Savin 2001]















w 1(x1) . . . w 1(x‹1) . . .
e
P̂ n̂(x1) . . . n̂(xN )
f










w 1(x1) . . . w 1(x‹1) . . . | (x1, . . . ,xN )|2 dx1 . . . dxN
= p [(‹1, . . . , ‹d),⌦] . (3.32)
As such, our interpretation of p̂ [(‹1, . . . , ‹d),⌦] as a domain probability operator is
correct.
The collection of all probabilities p [(‹1, . . . , ‹d),⌦] associated with a domain
partition ⌦ has been called the ‘Electron number Distribution Function’ (EDF),
where the MPD framework in essence relies the EDF associated with a two-domain
partition (see section 3.4). The EDF was introduced by Daudel [Daudel, Brion, and
Odiot 1955] and significantly expanded upon by Savin [Savin 2001; Cancès et al.
2004; Savin 2005; Gallegos et al. 2005], Bochicchio [Bochicchio, Ponec, Lain, et al.
2000; Bochicchio, Ponec, Torre, et al. 2001] and Pendás [Pendás, Francisco, and
Blanco 2007c; Francisco, Pendás, and Blanco 2007; Pendás, Francisco, and Blanco
2007d; Pendás, Francisco, and Blanco 2007a; Pendás, Francisco, and Blanco 2007b;
Francisco, Pendás, and Blanco 2008]. This EDF details the probabilities for all
condensations of N electrons in spin-position space domains, where each unique
condensation has also been called a ‘resonance structure’ [Pendás, Francisco, and
Blanco 2007c].
However, since we have defined the probability operators solely in terms of
occupation-number operators, the framework derived above is valid for any underly-
ing one-electron spin-basis, with the generating function M[t] representing a compact
codification of the information contained in the EDF. As such, the EDF framework
is not restricted to the spin-position space perspective (see sections 3.3.6 and 3.4.2)
and can also be applied to the abstract site basis used in the Hubbard model (see
sections 3.3.7 and 3.4.4).
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3.3.3 Importance of normal ordering
If we do not use the P̂ operator to project out the diagonal elements [Silvi 2004;
Poater, Duran, et al. 2005], we are not always describing situations where we are
investigating the same number of sites. Indeed, the corresponding moment generating











































Only in the case where an idempotent weight factor is used, does this reduce to the





+ È”abn̂( a)Í . (3.35)
From a statistical point of view, the addition of this spurious one-site operator
has little to do with fixing two site occupations and is a direct consequence of not
imposing normal ordering on the operator string. Hence, in this thesis we will always
impose normal ordering.
3.3.4 Spin resolution
The domains behind MPDs were introduced in the spin-position space by detailing
only its subset of position space. Hence, the domain operators used in the previous












n̂( a, ‡) . (3.38)
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It follows that the spin-resolved form of the probability operator p̂(⌫,⌦) associated
with electron partition ⌫ and domain partition ⌦ can be obtained from

































































(‹–1 , . . . , ‹–d ), (‹
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This spin-resolved probability operators p̂(⌫–,⌫— ,⌦), with ⌫– and ⌫— = ⌫≠⌫– spin-
electron partitions and ⌦ the corresponding domain partition, allow us to define
MPDs for spin-resolved electrons, whereas the previously derived framework could
only be used for electrons, regardless of their spin.
3.3.5 A connection between domain probabilities and domain
densities
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As such, we obtain the following connection between an m-domain averaged density




fl(m)( 1, . . . ,  1¸ ˚˙ ˝
l1



















































































p [(‹1, . . . , ‹d),⌦] , (3.45)
with [1] an application of equation 2.67, [2] a multinomial expansion and [3] a change
of variables.
Hence, the collection of domain associated probabilities contains the same in-
formation as the collection of domain averaged densities. As mentioned by Pendás
[Pendás, Francisco, and Blanco 2007a], this link allows us to express any quantity
that is based on higher order domain averaged densities, solely in terms of the EDF.
If the EDF can be obtained e ciently [Francisco, Pendás, and Blanco 2008; Francisco
and Pendás 2014], then it is no longer necessary to compute extremely expensive
higher order densities, only to condense them later on.
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3.3.6 Probabilities in the spin-position space
In spin-position space, the domain associated number operator (for a domain defined

















and the matrix of generalized occupation-number operators n̂ as
n̂IJ = „̂+J „̂
≠
I , (3.48)






As such, we obtain the following form of the probability generating function (3.30)
ÿ
‹„N
















Since the trace is linear and





















































where in the last step we have used the fact that the normal ordering destroys
all operators in which powers of a certain occupation-number operator occur. The
moment of the matrix n̂ is determined by which orbitals are occupied in the respective
Slater determinants in which the wavefunction can be expanded. As such, if we want
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where ⌃0kl, a contains only those domain overlaps between the orbitals that are
occupied in the respective Slater determinants. Although this connection has pre-
viously been determined by an explicit Slater determinant decomposition in first
quantization [Francisco, Pendás, and Blanco 2007; Francisco, Pendás, and Blanco
2008; Francisco and Pendás 2014], the current derivation clearly illustrates the power
of the generating function perspective. Indeed, the complicated explicit decomposi-
tion can be replaced by the easier second quantized algebraic rules, allowing one to
focus more on the statistical ideas behind such a derivation, as will be shown in the
case for two domains.
3.3.7 Probabilities in the Hubbard site space
In the case of the Hubbard model, the domain associated number operator of the




n̂( aj ) . (3.54)
where j is used to index all sites in the domain  a containing | a| sites. Hence,
by using a multinomial expansion, the probability operator p̂ [(‹1, . . . , ‹d),⌦] can be
reduced to























Since the operator P̂ ensures that no site operator can occur twice in the consequent





subsets of ‹a elements from all  a domains. Hence, all those
ONVs |kÍ in which exactly ‹a sites are occupied in all  a domains do not get
projected out and contribute a factor |c
k
|2 to the probability associated with that
domain partitioning. This result will lead to an e cient algorithm to compute such
probabilities for Hubbard model results (see chapter 6).
3.4 The special case of two domains
The theory of MPDs revolves around optimizing the shape of one domain in order to
maximize the associated probability. However, introducing such a domain necessarily
implies the introduction of its complement  . Therefore, in this section, we focus on
the theory behind partitions consisting of two domains.
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3.4.1 Introduction
If we have only two domains  a and  b, then necessarily  b is the complement of
 a and the following relation is valid (see equation (2.70))
n̂( a) = n̂ ≠ n̂( b) . (3.57)
If we presume that the wavefunction is an eigenfunction of the number operator with
eigenvalue N
n̂ | Í = N | Í , (3.58)
we can focus solely on the action of one domain associated number-operator, say
n̂( a), which we will write as n̂( ) (with n̂( b) then equal to n̂( )). In this case,














(‹, N ≠ ‹), ( ,  )$ = 1
‹!(N ≠ ‹)! P̂ n̂( )
‹ n̂( )N≠‹ . (3.60)
Making use of equation (3.45), the m-th order domain condensed density matrix can
be expressed in terms of the associated probability distribution as [Ziesche 2000a]






(‹, N ≠ ‹), ( ,  )$ . (3.61)
In turn, the ‹-th probability can be expressed in terms of the domain condensed
density matrices [Ziesche 2000a]
p
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(k)( , . . . ,  ) . (3.62)
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This equation shows how one can formally obtain p
#
(‹, N ≠ ‹), ( ,  )$ by “eliminat-
ing those contributions that can be attributed to intrusion of more than ‹ particles
in the domain  ” [Savin 2004]. It was this connection that allowed Savin to indicate
the feasibility of the concept of MPDs, by performing probability calculations for
atoms [Savin 2001].
However, note that the above relationship was already derived in the 70’s in
the context of fluctuation theorems for statistical mechanical purposes (equation
13b in [Vezzetti 1975]). This derivation was based on the fact that the probability
that a domain of “space” contains exactly ‹ particles can be expressed in terms of
distribution functions (the reduced densities, also called Janossy probability densities
[Daley and Vere-Jones 2002]).
A few years later, Truskett [Truskett, Torquato, and Debenedetti 1998] realized
that the underlying framework is essentially that of a ‘stochastic spatial point process’
(in our case ‘stochastic site process’ would be a better designation). A point process is
a type of stochastic process, for which any one realization consists of a set of elements
in the relevant space (in our case, the space of sites) [Daley and Vere-Jones 2002;
Daley and Vere-Jones 2008]. This interpretation will have important consequences
for the single determinant case, which we will discuss in section 3.4.2.
3.4.2 Two domains and single determinant wavefunctions
If there are only two domains   and   and the one-electron spin-basis is orthonormal,
then
⌃  + ⌃  = I , (3.63)
from which follows that
⌃  = I ≠ ⌃  . (3.64)
This connection will again allow to express all probabilities in terms of quantities
that are only related to the domain  . Again, we can express the domain associated




























Given that ⌃  is Hermitian, we can diagonalize the matrix
⌃  = X⇤X† (3.67)
and use the eigenvectors to rotate the creation and annihilation operators unitarily,













⁄I n̂(Ĩ) , (3.68)
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(1 ≠ ⁄I)n̂(Ĩ) , (3.69)
where we have used the notation Ĩ to distinguish between the original basis and the
rotated basis.


















Because the P̂N operator automatically destroys operator strings with an occupation
number operator count di erent than N , we can simplify this expression by setting

































In the last expression, we have used the fact that only first-order terms of the
exponential can survive due to the action of P̂N (since this operator removes diagonal
elements and only retains terms with in total N occupation-number operators). As
the occupation numbers of the molecular orbitals of a single Slater determinant are





(‹, N ≠ ‹), ( ,  )$ t‹ =
NŸ
I=1
[(t ≠ 1)⁄I + 1]
= det[I + (t ≠ 1)⇤]
= det(X) det[I + (t ≠ 1)⇤] det!X†"
= det
#
I + (t ≠ 1)⌃ $ . (3.72)
This result is equivalent to what was obtained by an explicit determinant decomposi-
tion by Cancès [Cancès et al. 2004]. Again, in our approach no such decomposition
is needed and the link with the original work of Ziesche [Ziesche 2000a] that allowed
Savin to propose the theory of MPDs [Savin 2001] is clear.
Note that we can interpret the associated eigenvalues by adapting the terminology
of the ‘Density Matrix Embedding Theory’ or DMET [Knizia and Chan 2013]. In this
theory, for a single Slater determinant, the overlap matrix ⌃ , which is defined as
the overlap of the orbitals projected onto the sites of the fragment  , is diagonalized.
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The eigenvectors of ⌃  define a rotation of the orbitals that divides them in three
sets, depending on their eigenvalues. Eigenvalues of one and zero are associated with
“pure fragment orbitals” (in our case “pure domain”) and “pure environment” (in our
case “pure complementary domain”) orbitals respectively. Eigenvalues in between
zero and one are called “entangled orbitals” (in our case “shared orbitals”).
In the paper by Cancès mentioned above [Cancès et al. 2004], it was also noted
that the probabilities can be expressed as
p
#
(‹, N ≠ ‹), ( ,  )$ = aN‹ , (3.73)






akj = —kak≠1j≠1 + –ka
k≠1






–k = 1 ≠ ⁄k (3.75)
—k = ⁄k . (3.76)
On the one hand, this allows for an e cient computation of the probabilities in
the case of a single Slater determinant and two domains. On the other hand, this
recursive scheme indicates that in the case of a single determinant wavefunction,
the underlying framework is that of a determinantal point process [Macchi 1975;
Soshnikov 2000]. In a determinantal point process, the distribution of the number of
points is equal to the distribution of the sum of independent Bernoulli(⁄j) random
variables (a Poisson binomial distribution), where 0 < ⁄j Æ 1 are the nonzero
eigenvalues of the “kernel” of the determinantal process (in our case ⌃ ) [Gottlieb
2005].
Note that the interpretation as a determinantal point process is di erent from
the interpretation of [Francisco, Pendás, and Blanco 2009], where each electron is
considered statistically independent from the others, lying either inside   or its
complement with respective probabilities ⁄k or 1≠⁄k. The latter interpretation is at
odds with the standard interpretation of statistical independence as a factorization
of the probability density | (x1, . . . ,xN )|2, which can never be achieved when using
a Slater determinant [Kutzelnigg 2003]. Indeed, according to the interpretation
presented above, the statistical independence is related to the process of counting the
number of particles in a domain, and not to the behavior of the particles themselves
in spin-position space.
In the case of a spin-restricted determinant, the domain spin-orbital overlap
matrix ⌃  can be brought into block-diagonal form, with both blocks equal to the





„úi (r)w (r)„j(r)dr . (3.77)
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Hence, the 2M eigenvalues of the domain spin-orbital overlap matrix ⌃  can be
expressed as functions of the M eigenvalues of the domain orbital overlap matrix S 
(the latter being denoted as ÷k)
’1 Æ k Æ M
I
–k = 1 ≠ ÷k
—k = ÷k
(3.78)
’M + 1 Æ k Æ 2M
I
–k = 1 ≠ ÷k≠M
—k = ÷k≠M
. (3.79)
In the case of an ‘unrestricted’ determinant, the domain spin-orbital overlap matrix
can again be brought into block-diagonal form, but with di ering blocks ⌃  =
S
 
– ü S — . As such, the eigenvalues of ⌃  can be expressed as
’1 Æ k Æ M
I
–k = 1 ≠ ÷–k
—k = ÷–k
(3.80)
’M + 1 Æ k Æ 2M
I
–k = 1 ≠ ÷—k≠M
—k = ÷—k≠M
, (3.81)
with ÷–k the eigenvalues of the domain alpha-spin orbital overlap matrix S – and ÷
—
k
the eigenvalues of the domain beta-spin orbital overlap matrix S — .
3.4.3 Two domains and multi-determinant wavefunctions
In the case of multi-determinant wavefunctions, the domain spin-orbital overlap
matrix ⌃  has dimension 2M > N , with M the number of spatial orbitals and N

































⁄I n̂(Ĩ) , (3.84)
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In the knowledge that there exist e cient algorithms to transform the spin-orbital
bases of multi-determinant wavefunction [Helgaker, Jørgensen, and Olsen 2000, p.
569 - 573], we can express the multi-determinant wavefunction in the basis of the







Õ |lÕÍ , (3.87)
in which |lÕÍ represents a rotated Slater determinant. In this basis, the right hand


























[(t ≠ 1)⁄I + 1]
B
. (3.88)
In the final step, we have used the fact that only those terms will survive for which
the orbitals are occupied in the Slater determinant |lÕÍ. Note that we can construct a
scheme similar to the one derived by Cancès to compute the respective probabilities
associated with a certain rotated Slater determinant |lÕÍ
p
#












(‹, N ≠ ‹), ( ,  )$
l
Õ = a(lÕ)N‹ , (3.90)






akj = —kak≠1j≠1 + –ka
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3.4.4 Two domains and the Hubbard model
If we assume that the domain   is smaller in size | | than the number of electrons
N (which will be true for all cases investigated in this thesis), we can restrict the










(‹, N ≠ ‹), ( ,  )$ t‹ tN≠‹  . (3.94)
Furthermore, we can introduce an “un-occupation”-number operator û(I)
û(I) |kÍ = (1 ≠ n̂(I)) |kÍ = (1 ≠ kI) |kÍ , (3.95)
that projects out those states in which the site I is occupied. Likewise, we can




















(N ≠ | |)! . (3.97)
Since all domain positions of   are e ectively verified to be occupied or unoccupied by
this operator expression, the domain operators over   can be treated as resolutions
of the identity. Hence
p̂
#




(| | ≠ ‹)! . (3.98)
This indicates that if we have only two domains   and  , we only have to focus on
the occupations of the domain   to generate all probabilities.
3.5 Conclusions
In this chapter, we have shown that the probabilities associated with domains can be
expressed elegantly with a statistical framework based on the generalized occupation-
number operators derived in chapter 2. By focusing on partitions consisting of two
domains, we have derived the necessary connections to compute those probabilities
associated with MPDs, both for single and multi-determinant wavefunctions. In part
II, we will show how these probabilities can be maximized by deforming the domains.
In the next chapter, we will focus on deriving connections between these probabilities
and other quantum chemical descriptors, in order to prove additional properties of



























In chapter 3, we showed that the moments of (domain) occupation-number operators
lead to densities and probabilities. In this chapter, we will show that the so-called
‘cumulants’ of the same occupation-number operators describe fluctuations and cor-
relations among these densities and probabilities. These cumulants will allow us to
provide alternative characterizations of MPDs (see section 5.3.6), which until now
have only been characterized by the maximality in their corresponding probabilities.
In classical statistics, the cumulants ÈXnÍc of a stochastic variable X can be
obtained through successive di erentiation of the cumulant-generating function C(t),
which is defined as the logarithm of the moment generating function M(t)
C(t) = ln M(t) = ln +etX, . (4.1)































= ÈX2Í ≠ ÈXÍ2 , (4.2)
and is also called the variance of X or var(X). We can also generate multi-variable
cumulants from C(tX , tY ), which depend on the multi-variable moment generating
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function M(tX , tY )





As such, the second ‘mixed’ cumulant of X and Y is given by
C(tX , tY ) = lim
tX ,tY æ0





≠ 1M(tX , tY )2
dM(tX , tY )
dtX
dM(tX , tY )
dtY
+ 1M(tX , tY )
d2M(tX , tY )
dtXdtY
4
= ÈXY Í ≠ ÈXÍ ÈY Í , (4.4)
and is also called the covariance of X and Y or cov(X, Y ). A related quantity is the







Here, flX,Y = 1 or flX,Y = ≠1 indicates perfect positive or negative statistical
correlation, while flX,Y = 0 indicates an absence of statistical correlation between X
and Y (which does not necessarily equate to the statistical independence of X and
Y ).
4.2 Reduced density cumulants
As indicated above, the cumulants associated with stochastic variables can be intro-
duced by successive di erentiation of the associated cumulant generating function
C(X). By replacing the stochastic variable X with an occupation-number operator
n̂, we can use the same machinery to obtain all relevant cumulants of this operator
and its combinations [Kubo 1962; Mazziotti 1998; Kutzelnigg and Mukherjee 1999;
Ziesche 2000a; Kutzelnigg 2003; Herbert and Harriman 2007]. In this section, we will
focus on the cumulants associated with (orbital) occupation-number operators. In the
next section, we will turn to cumulants associated with domain occupation-number
operators.
4.2.1 Reduced density cumulant generating function
The reduced density cumulant generating functional C[f ] is given by the logarithm
of the reduced density generating functional M[f ]
C[f ] = ln(M[f ]) . (4.6)
The p-th order reduced density cumulant fl(p)c (x1, . . . ,xp) can be obtained by succes-
sive di erentiation of C[f ]
fl(p)c (x1, . . . ,xp) = lim
fæ0
ˆp ln(M[f ])
ˆf(xp) . . . ˆf(x1)
. (4.7)
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As such, the first and second order reduced density cumulants are given by










= Èn̂(x1)Í = fl(1)(x1) (4.8)


























= fl(2)(x1,x2) ≠ fl(1)(x1)fl(1)(x2) . (4.9)
Hence, the first-order reduced density cumulant is equal to the first-order reduced
density. The second-order reduced density cumulant is also called the ‘exchange-
correlation hole’.
We can assign an interpretation to these reduced density cumulants by considering
a di erent form of the reduced density cumulant generating function. If we center
the density operator n̂(x) around its mean Èn̂(x)Í by defining the density fluctuation
operator ”n̂(x) [Mussard and Ángyán 2015]
”n̂(x) := n̂(x) ≠ Èn̂(x)Í , (4.10)
we can construct an associated generating function F by analogy with the density
generating function M[f ]






























= fl(2)(x1,x2) ≠ fl(1)(x1)fl(1)(x2) = fl(2)c (x1,x2) . (4.13)
From the second-order onward, the generating function F [f ] generates the same
reduced density cumulants as the generating function C[f ] [Mussard and Ángyán
2015]. Hence, while the reduced densities describe the average occupation numbers
of the relevant spin-position space orbitals, the reduced density cumulants describe
the statistical correlation between the fluctuations of the occupation numbers. For
instance, the second-order reduced density cumulant fl(2)c (I, J) defined in the spin-
orbital basis „I describes the covariance between the orbital occupation numbers
n(I) and n(J) and can be equated with cov(n(I), n(J)) [Kong and E. F. Valeev 2011].
46 Part I: Domains and domain associated quantities
Due to the fact that the above derivations are solely based on the diagonal features
of the occupation-number operators, a similar statement is valid for the spin-position
basis.
Note that the cumulant treats occupied and non-occupied sites on the same
footing [Hanauer and Köhn 2012]: all fluctuations of the site occupations are taken
into account. This implies that the cumulant fl(2)c (I, J) does not really describe “the
hole associated with a reference electron in I”, but rather describes all correlations
between the occupation-number fluctuations that occur at the given orbitals. If we




|kÍ, we can see this more
clearly as follows























Hence, even an ONV |lÍ in which neither I nor J are occupied (i.e. there is no
‘reference electron’ as such) contributes a term ≠ |c
l
|2 fl(1)(I)fl(1)(J) to the cumulant.
Furthermore, as stated in section 3.2.2, a probabilistic interpretation of the
reduced densities can lead to an erroneous interpretation of the derived cumulants.
As stated by [McWeeny 1960]:
“To a first approximation it would be expected that the motion of one
electron would be independent of the instantaneous positions of the others,
though the form of fl(1) would certainly reflect the average e ect of the
N ≠ 1 electrons. In this case, where the particles might be described as
quasi-independent, we should have fl(2)(x1,x2) = fl(1)(x1)fl(1)(x2).”
As indicated by Bader and Kutzelnigg [Bader and Stephens 1974; Kutzelnigg 2003],
a pair density can never be equal to a product of electron densities and this quasi-





where the prefactor can at best be justifiably neglected for extended systems. This
renormalization factor is related to the fact that the electrons are countable particles
and is independent of the particle statistics [Kutzelnigg 1973]. As such, assuming
that the cumulant is the di erence between a correlated second-order reduced density
and (quasi)-independent first-order reduced densities does not lead to consistent
interpretations.
4.2.2 The antisymmetric density cumulant
Kutzelnigg proposed to deviate from the cumulant definition introduced above by
accounting for the exchange contribution outside of the cumulant [Kutzelnigg and
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Mukherjee 1999]. This is done by basing the cumulant definition on an antisym-
metrized logarithm, symbolized as lna. As such, the second-order antisymmetric
density cumulant fl(2)c;a(x1,x2) is given by
fl(2)c;a(x1,x2) = fl(2)(x1,x2) ≠ fl(1)(x1)fl(1)(x2) + fl(1)(x1;x2)fl(1)(x2;x1) , (4.16)





This leads to an intrinsic definition of the correlation energy, based on the electron-

















|x1 ≠ x2| dx1dx2 . (4.20)
According to [Bochicchio, Lain, and Torre 2003], fl(2)c (x1,x2) also describes e ectively
unpaired electrons [Lain et al. 2001], which hinders its use in describing bonding
phenomena based on paired electrons. For bonding analysis purposes, they propose
to focus on the di erence between the antisymmetric cumulant and the cumulant
defined in equation 4.9 [Torre, Lain, and Bochicchio 2003], which reduces to the
density in the energetic exchange term
fl(2)c;a(x1,x2) ≠ fl(2)c (x1,x2) = fl(1)(x1;x2)fl(1)(x2;x1) . (4.21)
Despite their inherent utility for quantum chemical theories, we are mainly interested
in the statistical description furnished by the cumulants generated from the cumulant
generating function C[f ] and will not focus further on the antisymmetric cumulant
density.
4.2.3 Statistical correlation
Given that the derived cumulants can be used to indicate variance and covariance,







Taking into account that
fl(2)c (x1,x2) = fl(2)(x1,x2) ≠ fl(1)(x1)fl(1)(x2) (4.23)
fl(2)c (x1,x1) = ≠fl(1)(x1)fl(1)(x1) (4.24)
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∆ fl(2)(x1,x2) = fl(1)(x1)fl(1)(x2)[1 + f(x1,x2)] . (4.25)
This statistical correlation factor has also been called the ‘correlation factor’ by
McWeeny [McWeeny 1960]. However, the same caveats that were made for the
interpretation of the reduced density cumulants themselves, continue to hold for
this correlation factor. Hence, any interpretation where, e.g., the first-order reduced
densities are interpreted as probabilities, is to be avoided.
4.3 Domain density cumulants
In this section, we will concentrate on the cumulant generating functions associated
with domains. Just as the reduced density cumulants describe the statistical correla-
tion between the fluctuations of (orbital) occupation-numbers, the domain density
cumulants describe the statistical correlation between the fluctuations of domain
occupation-numbers. We will also introduce a ‘mixed’ cumulant generating function,
which can be used to describe the statistical correlation between the fluctuations of
(a set of) orbital occupation-numbers and (a set of) domain occupation-numbers.
4.3.1 Cumulant generating function
As was done for the domain densities, we can also construct a domain density
cumulant generating function C[t]
C[t] = ln M[t] , (4.26)
where t = (t1, . . . , td) is a vector containing d di erent t-variables, which index the
d domains of domain partition ⌦ = ( 1, . . . ,  d). These generating function allows
us to derive the first-order domain density cumulants










= fl(1)( a) , (4.27)
which are equal to the domain populations, and second-order domain density cumu-
lants



























= fl(2)( a,  a) ≠ fl(1)( a)fl(1)( a) , (4.28)
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= fl(2)( a,  b) ≠ fl(1)( a)fl(1)( b) . (4.30)
which are also called the ‘localization’ and the ‘delocalization’ indices [Bader and
Stephens 1974; Angyan, Loos, and Istvan Mayer 1994; Fradera, Austen, and Bader
1999; Fradera, Poater, et al. 2002]. By interpreting the domain indices as indices to
a matrix ⇢(2)c ( a,  b), we obtain the ‘Localization-Delocalization Matrix’ or LDM of
Matta et al. [Matta et al. 2016].
4.3.2 ‘Mixed’ cumulant generating function
If we construct a ‘mixed’ cumulant generating function C[f, t]
C[f, t] = ln M[f, t] , (4.31)
we can also construct mixed cumulants
fl(2)c (x,  i) = lim
fæ0,tæ0
ˆ2 ln (M[f, t])
ˆf(x)ˆti
= fl(2)(x,  i) ≠ fl(1)(x)fl(1)( i) . (4.32)
This second-order mixed cumulant is also called the ‘Domain Averaged Fermi Hole’ or
DAFH [Ponec 1997; Ponec 1998; Poater, Solà, et al. 2002; Ponec, Cooper, and Savin
2008; Cooper and Ponec 2008; Ponec and Feixas 2009; Bultinck, Van Neck, et al.
2012]. The ˆ
1+kC[f,t]
ˆf(x1)ˆt1...ˆtk quantities provide an e ective one-electron description of
a k-domain integrated cumulant density, i.e. they o er a reflection of the degree of
statistical correlation between the fluctuations of a single occupation-number and
k domain occupation-numbers. In spin-position space, these quantities have been
coined the ‘Natural Adaptive Orbitals’ or NAdOs by Francisco et al. [Francisco,
Pendás, García-Revilla, et al. 2013; Menéndez, Álvarez Boto, et al. 2015], since
they can be used to extend the applicability of concepts based on orbital models
to correlated levels of theory. In this theory, the resulting one-electron functions
are considered to provide at each point in spin-position space an indication of the
interaction of (QTAIM) domains with that position. As noted by Pendás et al.
[Menéndez, Álvarez Boto, et al. 2015], these one-electron functions are contained
inside those domains, if no (k + 1)-center interactions exist.
We have shown in equation (3.68) that in spin-position space, n̂( a) can be ex-
pressed in terms of orbitals that have been unitarily rotated by the eigenvectors of the
domain overlap matrix ⌃ a . As such, for a single Slater determinant wavefunction,
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we can reduce the second-order cumulant fl(2)c (x,  ) to














































and the fact that the occupation-numbers of a single Slater determinant are invariant
under unitary rotations. As such, for a single Slater determinant wavefunction,
the orbitals that have been rotated according to the domain spin-orbital overlap
matrix ⌃ a are also called the ‘DAFH orbitals’ or ‘Domain Natural Orbitals’ and
the eigenvalues of ⌃ a the ‘DAFH orbital occupation number’ [Francisco, Pendás,
and Blanco 2009].





we can express fl(2)c (x,  i) for multi-determinant wavefunction as

































This is consistent with the interpretation of [Francisco, Pendás, and Costales 2014]:
fl(2)c (x,  i) provides a decomposition of the excluded density lying in the region in
which the cumulant averaging is performed.
4.3.3 Extended hierarchy of chemical bonding indices
All descriptors mentioned in this section try to explain chemical interactions in
terms of correlated fluctuations of the underlying densities [M. Giambiagi, M. S.
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d. Giambiagi, and Mundim 1990; Bultinck, Ponec, and Van Damme 2005; Matito
et al. 2007; Menéndez, Álvarez Boto, et al. 2015]. In the case of domain condensed
quantities, the main idea behind these analyses is that bonded domains display
statistically dependent densities [Ziesche 2000b; Bader and Stephens 1975; Daudel,
Bader, et al. 1974]. Note that, due to the connection between the EDF and the
domain reduced densities, the entire domain condensed framework can be defined in
terms of the EDF, as was pioneered by Pendás et al. [Pendás, Francisco, and Blanco
2007c].
As was indicated by Francisco et al. [Francisco, Pendás, García-Revilla, et al.
2013], there exist a natural hierarchy of bonding indices through partitionings of
the spin-position space. However, due to the fact that this hierarchy is based on
occupation-number operators, this hierarchy is entirely general and independent
of the underlying one-electron basis (see Figures 4.1 and 4.2). Furthermore, this
hierarchy is elegantly captured by the respective generating functions and their
successive di erentiation. Not only does the resulting hierarchy indicate how the
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ˆf(x3)...ˆf(xN ) CGDMs CGDMs
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ˆtl...ˆtk
Figure 4.1: Overview of bonding indicators derived from the reduced density gen-
erating functional M[f, t]. Arrows indicate successive di erentiations
of that generating function.
4.4 Localization
The quantities derived above allow us to deepen the understanding behind MPDs
by describing the case in which an MPD has reached maximality by being able to
perfectly localize ‹ electrons inside its domain [Bader and Stephens 1975]. If the
probability p(‹ú, N ≠ vú) of finding a certain number of electrons ‹ú in the region
  satisfies p(‹ú, N ≠ ‹ú) = 1, then we consider ‹ú electrons to be localized in that
domain. From the normalization condition
Nÿ
‹=0
p(‹, N ≠ ‹) = 1 , (4.37)
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C[f, t] = ln (M[f, t])
fl(1)c (x1) = fl(1)(x1) fl(1)c ( a) = fl(1)( a)
fl(2)c (x1,x2) =
fl(2)(x1,x2) ≠ fl(1)(x1)fl(1)(x2) fl
(2)
c (x1,  a) fl(2)c ( a,  b)



















Figure 4.2: Overview of bonding indicators derived from the reduced density cu-
mulant generating functional C[f, t]. Arrows indicate successive di er-
entiations of that generating function.
it follows that in this case









‹(N ≠ ‹)p(‹, N ≠ ‹) = ‹ú(N ≠ ‹ú). (4.40)
Since the pair population of the domain   is formed by ‹ú(‹ú ≠ 1), we can refer to
it as a “pure pair” population [Bader and Stephens 1975]. Furthermore,
fl(2)c ( ,  ) = 0 (4.41)
fl(2)c ( ,  ) = ≠‹ú . (4.42)
Since there is no covariance between the domains, the second-order reduced density
cumulant integrated over the entire space is additively separable in the domains
⁄ ⁄
fl(2)c (x1,x2)dx1dx2 = fl(2)c ( ,  )+fl(2)c ( ,  ) = ≠‹ú ≠(N ≠‹ú) = ≠N . (4.43)
For a single Slater determinant wavefunction, p(‹ú, N ≠ ‹ú) = 1 implies that ‹ú
eigenvalues of the domain overlap matrix ⌃  are equal to one and N ≠ ‹ú are equal
to zero (see paragraph 3.4.2). There are no entangled orbitals, only ‹ú pure domain
and N ≠ ‹ú pure complementary domain orbitals.
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4.5 Conclusions
In this chapter, we have shown how density cumulants reflect the amount of statistical
correlation between the fluctuations of occupation-number operators. By adopting
a generating function approach, we are able to construct a hierarchy of chemical
bonding indices, based on the density and density cumulant generating functions.
These descriptors allow us to characterize the extreme case in which an MPD has
reached maximality by being able to perfectly localize ‹ electrons inside its domain.
In chapter 5, we will show that other relations exist between MPDs and other bonding











The fundamental insight that led Savin to the theory of MPDs [Savin 2001], was that
for a two-domain partition ⌦ = ( ,R3\ ), one can fix the number of electrons ‹
inside   (with ‹ typically set equal to two) and deform the domains so as to maximize
the associated probability. The underlying hope is that chemical interpretations
can be attached to those domains that achieve this maximality criterion (where
maximality is understood to include local maxima).
In this chapter, we will show how a two-domain maximality criterion can be
formulated in both the Hubbard site space and the spin-position space. Furthermore,
the structure behind the Hubbard model will allow us to define optimizations for
domain-partitions with a dimension larger than two. We will also show how we
can compute domain-partitions that minimize the ‘missing information’ function ,
as was proposed by Daudel [Daudel, Brion, and Odiot 1955] (see also chapter 1).
The optimization of this criterion, which has proven to be virtually impossible in
spin-position space to this day, becomes tractable in the site space of the Hubbard
model.
The spin-position space optimizations will prove more intricate to develop, where
we will have to restrict ourselves to domain-partitions of size two. To this end, we
will have to introduce terms from the field of shape optimization such as the ‘shape
derivative’. By deriving shape derivatives for the quantum chemical descriptors
introduced in chapter 4, we will be able to prove additional properties of MPDs
based on single Slater determinant wavefunctions. Due to the theoretical basis
constructed in chapter 3, we will also be able to derive the shape-derivative for
multi-determinant wavefunctions.
5.2 Domain optimization in the Hubbard site space
In the Hubbard model, a domain-partition ⌦ = ( 1, . . . ,  d) consists of domains that
are specified in terms of non-overlapping subsets of sites. The probability operator
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associated with such a domain-partition ⌦ and an electron-partition ⌫ = (‹1, . . . , ‹d)
is given by






















In order to characterize certain domain-partitions as being maximal with respect
to their probability, we must introduce a maximality criterion. A convenient choice
is imposing that the probability of the domain-partition under investigation must
be maximal with respect to ‘single-site flips’. In these ‘single-site flips’, a site that
originally belonged to a certain domain  s is transferred to another domain  t.
Given this ‘single-site flip’ criterion, we can define the ‘shape-di erential’ d⌦(i)
for a site i as the vector of domain-partitions that can be obtained by performing all
‘single-site flips’ from the site i belonging to the domain  s(i) (where s(i) is used to
index the domain to which the site i belongs in the domain-partition ⌦). As such,
the element t of that vector is given by
d⌦(i)t =
!
 1, . . . ,  s(i)\{i}, . . . ,  t fi {i}, . . . ,  d
"
. (5.2)
where we have ‘flipped’ site i from its original domain in   to the domain  t. Given
this shape-di erential, we can express the maximality of the domain-partition ⌦ as
’i, ’t ”= s(i) : p [⌫, d⌦(i)t] < p [⌫,⌦] . (5.3)
If the dimension of the domain-partition is larger than two, then the resulting
domains will be called ‘Maximum Probability Domain-Partitions’ (MPDPs), in order
to distinguish with ‘Maximum Probability Domains’ (MPDs), which were originally
only defined for two domain-partitions [Savin 2001]. In the latter case, one is able
to concentrate on a single domain, since all quantities of interest can be expressed
in terms of that one domain (see section 3.4.4).
In the case of MPDPs, we assume the electron-partition to be fixed and vary
the underlying domain-partitions in order to maximize the probability. If we adopt
the minimization of the ‘missing information function’ as pioneered by Daudel et al.
[Aslangul et al. 1972], we also have to vary over all possible electron-partitions for all
possible domain-partitions. Indeed, the missing information associated with a certain
domain-partition ⌦ is given by a sum over the missing informations associated with










By going over all possible domain-partitions, we can obtain that domain-partition
that has the lowest missing information (the ‘Minimal Missing Information Domain
Partition’ or MMIDP). As noted by Daudel et al. [Chalvet et al. 1976a; Chalvet et al.
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1976b], according to the missing information function, the best domain-partition is
the partition consisting of one domain, the entire space U . In this case





= ≠ ln(1) = 0 . (5.5)
A similar train of thought leads to the conclusion that domain-partitions that have
empty domains (i.e. domains that do not contain sites) should not be included in
the optimization procedure for a domain partition consisting of d domains.
5.3 Domain optimization in spin-position space
5.3.1 Introduction
In order to provide more context for the upcoming sections, we will recall some
key points about derivatives and functional derivatives [Ayers 2001]. The gradient
Òf(r0) of a function f at the point r0 maps infinitesimal changes in the coordinate
space dr to changes in the value of the function df at that point r0
df(r0) = Òf(r0) · dr . (5.6)
In a similar way, the functional derivative ”F [g0]”g (r) of the functional F (evaluated at
the function g0) with respect to the function g and evaluated at the point r, maps






We will see below that a similar framework can be derived for those functionals that
can be expressed as a single integration over the domain, such as the probability





quantities to be expressed as integrations over the domain  . This requires that we
introduce the shape di erential dJ
✓
[ 0] of a function J , evaluated at the domain  0,
which depends parametrically on a vector field ✓; the corresponding shape derivative
evaluated at the point r is then denoted as ”J[ 0]” ✓ (r).
5.3.2 The shape di erential
Let us denote a set of domains as K = { |  ™ R3} and define a (cost) functional
J : K æ R [Sokolowski and Zolesio 1992; Igbida 2016]. The shape optimization
problem associated with J and K is to find the optimal domain  ú œ K for which
max
 œK
J [ ] = J [ ú] , (5.8)
where the maximality is understood to include local maxima. In a similar way as we
can find a stationary point (which is not necessarily a minimum) at rú for a function
f : R3 æ R by solving
Òf(rú) = 0 , (5.9)
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it would advantageous if we can reformulate condition (5.8) in terms of optimality
conditions of the first order. However, the standard notion of di erentiability requires
a normed vector space structure, which we cannot easily impose on K.
We can make progress by considering only those domains that can be reached
from a reference domain  0 through the application of E
E : W æ R : ✓ ‘æ J [(Id + ✓)( 0)] , (5.10)
where W = )✓ : R3 æ R3 | ✓ close to 0 œ R3* and Id is the identity operator. We
can impose the structure of a normed vector space on W by considering all domains
that can be ‘reached’ with an isomorphism T from  0
C( 0) = {  œ K | there exists a T œ T :   = T ( 0)} , (5.11)
where
T = )T : R3 æ R3 | (T ≠ Id) œ W(R3,R3) and (T≠1 ≠ Id) œ W(R3,R3)* . (5.12)
In light of this definition, we see that for each small ✓ œ W(R3,R3), Id + ✓ œ T and









the following lemma can be shown to hold [Igbida 2016]
Lemma 1. For any ✓ œ W(R3,R3) satisfying Î✓Î < 1, each Id+✓ œ T is a bijection.
Hence, each domain   ‘reachable’ from  0 can be identified by an element ✓
of a normed vector field and the derivative with respect to   can be described a
derivative with respect to a parametric dependence on ✓. If we introduce a parameter
t œ [0, +Œ], we can define a mapping  
  : [0, T [æ T : t ‘æ  
✓
(t) := Id + t✓ , (5.14)






Then, by studying the variation of the functional
F
✓
: [0, T [æ R : t ‘æ F
✓
(t) = J [ 
✓
(t)] , (5.16)
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5.3.3 Shape derivative of a functional depending on single
integration over the domain
Suppose that we have the following cost functional for a reference domain  




and that we can reach a domain  
✓
(t) from the reference domain  0 by application
of a certain  
✓






In order to derive the corresponding shape di erential, we need the following change
of variables lemma [Igbida 2016]






(f ¶ T )(r) |det[ÒT (r)]| dr . (5.20)
Thanks to this lemma, we can express the cost functional for the domain  
✓
(t) in



















(t)(r)) |det[(Id + tÒ✓)(r)]| dr . (5.21)








(t)(r))det[(Id + tÒ✓)(r)]dr . (5.22)





































(t)(r)) ddtdet[(Id + tÒ✓)(r)]dr . (5.23)
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= Ò · ✓(r) , (5.24)

































f(r)✓(r) · n(r)dr . (5.25)
Analogously to what was recalled in section 5.3.1, this shape di erential can also be
















(r) = f(r) = ”J [ 0]




(r) = ✓(r) · n(r) . (5.28)
We call ”J[ 0]”  (r) = f(r) the shape derivative and note that this shape derivative is
only defined for points r on the boundary ˆ .
5.3.4 Deforming a domain towards maximality
We can use the shape derivative to establish an iterative algorithm to find an optimal
domain. This algorithm will be of descent method type, meaning that given an
initial admissible shape  0 œ K, we will construct a sequence of domains  k œ
K, k = 1, 2, . . ., such that the cost function does not decrease
J [ 0] Æ J [ 1] Æ J [ 2] Æ . . . Æ J [ k] Æ J [ k+1] Æ . . . . (5.29)
Since
J [(Id + ✓)( )] = J [ ] + dJ
✓
[ ] + o(✓) ¥ J [ ] + dJ
✓
[ ] , (5.30)
this is only possible if we can obtain  k+1 as
 k+1 = (Id + ✓k)( k) , (5.31)
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with ✓k chosen such that
dJ
✓k [ k] Ø 0 . (5.32)









✓k (r)dr , (5.33)







(r)n(r) for r œ ˆ k , (5.34)
















dr Ø 0 , (5.35)
and
J [ 0] Æ J [ 1] Æ J [ 2] Æ . . . Æ J [ k] Æ J [ k+1] Æ . . . (5.36)
5.3.5 Quantum chemical cost functions and their correspond-
ing maximal domains
In order to acquire a more intuitive feeling for the shape derivative and the associated
optimality condition, we will discuss some examples of quantum chemical shape
derivatives and their corresponding maximal domains.
Single integral over a domain
Let us interpret the average number of particles fl(1)( ) in a domain   as a functional





The corresponding shape derivative is given by
”fl(1)( )
”  (r) = fl
(1)(r) . (5.38)
This indicates that the density associated with the domain is maximal when the
electron density is equal to zero at the boundary; as such, the density in the domain
is maximal when   = R3 and fl(1)( ) = fl(1)(R3) = N .
In a similar way, we can interpret the mixed second-order density cumulant
fl(2)c (r1,  ) (the DAFH, averaged over   and sampled at r1) as a cost functional over
a domain
fl(2)c (r1,  ) =
⁄
 
fl(2)c (r1, r2)dr2 , (5.39)
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with the corresponding shape derivative
”fl(2)c (r1,  )
”  (r) = fl
(2)
c (r1, r) . (5.40)
As such, a domain is maximal with respect to the mixed second-order density cu-
mulant fl(2)c (r1,  ) if the surface ˆ  is the collection of positions r for which the
second-order reduced density cumulant fl(2)c (r1, r) is equal to zero. As such, we
can obtain all domains for which the domain averaged cumulant is maximal for the
position r1 by plotting the zero isosurface of the above equation.
Double integral over a domain







According to [Do an 2013], the di erential for a functional constructed from double






[g(r1, r2) + g(r2, r1)] dr2◊(r1).n(r1)dr1 (5.42)
Hence, if we interpret the second-order cumulant fl(2)( ,  ) (the localization index)
as a functional over the domain  





fl(2)c (r1, r2)dr1dr2 (5.43)
then it follows that for this cumulant to be maximal with respect to the domain, the
following equation has to hold for all r1 on the surface ˆ 
⁄
 
fl(2)c (r1, r2)dr2 = fl(2)c (r1,  ) = 0, ’r1 œ ˆ  (5.44)
In other words, for a domain to be optimal with respect to the localization index,
the zero isosurface of the mixed cumulant fl(2)c (r1,  ) has to overlap with the surface
of the domain ˆ .
5.3.6 The shape derivative for a single determinant wavefunc-
tion
We recall that the probability p [⌫,⌦] = p
#
(‹, N ≠ ‹), ( ,  )$ to find ‹ and only ‹
electrons in a domain   (with necessarily N ≠ ‹ electrons in the complementary
domain   = R3\ ), can be obtained using the eigenvalues {⁄I} of the domain
spin-overlap matrix ⌃  and the following recursive formula [Cancès et al. 2004]
p [⌫,⌦] = aN‹ , (5.45)





ak0 = (1 ≠ ⁄k) for 1 Æ k Æ N
akj = ⁄kak≠1j≠1 + (1 ≠ ⁄k)ak≠1j for 1 Æ j Æ k ≠ 1
akk = ⁄ka
k≠1
j≠1 for 1 Æ k Æ N .
(5.46)
We can calculate the corresponding shape derivative ”p[⌫,⌦]”  (r) by using the chain








”  (r) . (5.47)
The partial derivatives of the coe cients can be calculated using a similar recursive












(1 ≠ ⁄k) for k ”= l





j≠1 + (1 ≠ ⁄k)ak≠1,lj for k ”= l
ak≠1,lj≠1 ≠ ak≠1,lj for k = l





j≠1 for k ”= l
ak≠1,lk≠1 for k = l
for 1 Æ k Æ N .
(5.49)
Since the eigenvalue ⁄l is the solution to the following eigenvalue equation
⌃ Xl = ⁄lXl , (5.50)
with Xl the eigenvector corresponding to the eigenvalue ⁄l, we can derive the follow-
ing expression [Cancès et al. 2004]
”⁄l




”  (r)Xl . (5.51)





w (r)„úI(r, ‡)„J(r, ‡)dr , (5.52)









w (r)„úI(r, ‡)„J(r, ‡) . (5.53)
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”  (r)Xl . (5.54)





















where the orbitals are rotated using the eigenvectors ⌃  and the resulting orbitals
„̃ are the DAFH orbitals. As such, the zero level set of the DAFH lies exactly on
the boundary of the surface if the domain is optimal, i.e. ”p[⌫,⌦]”  (r) = 0, ’r œ ˆ .
Hence, the localization index for an MPD is also maximal. This was already expressed
qualitatively by Bader [Bader and Stephens 1975] as
One cannot spatially localize an electron without at the same time local-
izing its Fermi hole.
This led Bader to propose restricting the definition of ‘localized’ to ‘those spatial
regions for which the extent of internal Fermi correlation is maximized’. As such,
for a single determinant wavefunction, we have shown that MPDs represent a class
of those localized regions and can be interpreted as those regions closest to having
‘pure pair’ populations [Bader and Stephens 1975].
Note that this implies that MPDs provide a di erent perspective on chemical
interactions as those put forward in other localization perspectives. For instance,
in the ‘Localization-Delocalization Matrix’ perspective of Matta et al. [Matta et
al. 2016], a chemical interaction is related to delocalization between two di erent
domains, which are presumed to correspond to chemical atoms. In the case of MPDs,
the chemical interaction is related to localization inside one domain.
5.3.7 The shape derivative for a multi-determinant wavefunc-
tion
For a multi-determinant wavefunction, the probability p [⌫,⌦] = p
#
(‹, N ≠ ‹), ( ,  )$







Õ |2 a(lÕ)N‹ , (5.56)





a(lÕ)t0 = (1 ≠ ⁄lÕt) for 1 Æ t Æ N
a(lÕ)tj = ⁄lÕta(l
Õ)t≠1j≠1 + (1 ≠ ⁄lÕt)a(lÕ)t≠1j for 1 Æ t Æ N
a(lÕ)tt = ⁄lÕta(l
Õ)t≠1j≠1 for 1 Æ t Æ N .
(5.57)
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where in the last step we have used the fact that a(lÕ)N‹ is dependent only on those
N eigenvalues that correspond to occupied orbitals in the rotated basis of 2M spin-









”  (r)Xk , (5.59)











) for t ”= k







a(lÕ)t≠1,kj≠1 + (1 ≠ ⁄lÕt)a
t≠1,k
j for t ”= k
a(lÕ)t≠1,kj≠1 ≠ a(lÕ)t≠1,kj for t = k







at≠1,kj≠1 for t ”= k
a(lÕ)t≠1,kt≠1 for t = k
for 1 Æ t Æ N .
(5.60)
By deriving the shape-derivative for multi-determinant wavefunctions, we have all
quantities necessary to define and compute multi-determinant MPDs. Note that in
this thesis, we have not implemented this multi-determinant framework, but have
opted to focus (first) on single Slater determinant wavefunctions and the multitude
of computational di culties associated with them.
5.4 Conclusions
In this chapter, we have introduced the theory of MPDs by making use of the
theoretical framework developed in part I. Due to the structure of this framework,
we are able to extend this theory to Hubbard model results and multi-determinant
wavefunctions. Furthermore, in the case of single Slater determinant wavefunctions,




domains for Hubbard models
6.1 Introduction
The Hubbard model is expressed in an abstract ‘site’ basis, where the eigenstates of
the corresponding Hamiltonian are expanded in the orthonormal basis spanned by




c[n] |[n]Í , (6.1)
with c[n] the coe cient belonging to a basis state labeled by the electron-partition
[n] of n(ø) up-spin and n(¿) down-spin electrons over the L sites.
[n] = [[n(ø)], [n(¿)]] = [[n(1, ø), n(2, ø), . . . , n(L, ø)], [n(1, ¿), n(2, ¿), . . . , n(L, ¿)]] ,
with each n(i, ‡) either zero or one.
In order to provide more insight into MPDs for Hubbard models and the algo-
rithms used, we will use pictorial representations of both the eigenstates and the
domains. To this end, let us suppose we have a system with six sites at half-filling
(i.e. three spin-up and three-spin-down electrons are distributed over six sites). We
focus on two eigenstates of the set of occupation-number operators |[n1]Í and |[n2]Í
given by
|[n1]Í = |[[1, 0, 1, 0, 1, 0], [0, 1, 0, 1, 0, 1]]Í
|[n2]Í = |[[1, 1, 0, 1, 0, 0], [0, 1, 0, 0, 1, 1]]Í
which can pictorially be represented as
|[n1]Í ¡ ø ¿ ø ¿ ø ¿
|[n2]Í ¡ ø ø¿ ø ¿ ¿
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We can represent a domain-partition ⌦ in a similar way. Suppose we have a three-
domain partition ⌦ = ( 1,  2,  3), with each domain consisting of the following
sites
 1 = {1, 2}
 2 = {3, 4}
 3 = {5, 6}
This domain-partition can also be written as
 1 = [1, 1, 0, 0, 0, 0]
 2 = [0, 0, 1, 1, 0, 0]
 3 = [0, 0, 0, 0, 1, 1]
or can pictorially be represented as
⌦ ¡
The Hubbard model also induces a topology on the sites, by linking certain sites




where topology I can be described as ‘Hubbard 1,3,5-hexatriene’ and topology II as
‘Hubbard benzene’.
6.2 Computational algorithms
In chapter 3, we showed that the probability corresponding to an electron-partition
⌫ over a domain-partition ⌦ is given by the moment of the corresponding domain
probability operator p̂ [⌫,⌦]






If we set the domain-partition ⌦ equal to ({1, 2}, {3, 4}, {5, 6}) and the electron-
partition ⌫ to (2, 2, 2), we can illustrate the action of the corresponding operator
p [⌫,⌦] on the eigenstates |[n1]Í and |[n2]Í as follows. First, we lay the domain-
partition ⌦ over each state
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|[n1]Í ø ¿ ø ¿ ø ¿
|[n2]Í ø ø¿ ø ¿ ¿
and determine the corresponding electron-partitions in the states, i.e. ⌫|[n1]Í =
(2, 2, 2) and ⌫|[n2]Í = (3, 1, 2). If the electron-partition in a state corresponds to the
electron-partition ⌫, then the contribution to the associated probability is equal to
the square of the corresponding coe cient. Hence, in this case, only the state |[n1]Í
contributes a term
--c[n1]
--2 to the probability. By going over all eigenstates |[n]Í
for a certain domain- and electron-partition ⌦ and ⌫, we can determine the total
probability p [⌫,⌦] associated with those partitions.
If we want to determine Maximum Probability Domain-Partitions (MPDPs), for
a certain electron-partition ⌫ of size d, we have to go over all possible d domain-
partitions, determine the corresponding probabilities and then check which domain-
partitions lead to probabilities that are maximal with respect to ‘single-site flips’ (see
section 5.2).
As such, if we want to determine the stability for a certain domain-partition ⌦
given by
⌦ ¡
we have to go over all sites {i} and determine the shape-di erential at those sites
d⌦(i). This can be done by constructing those domain-partitions that can be ob-
tained by ‘flipping’ a site to a di erent domain in the partition. For example, the
shape di erential d⌦(1) for the domain-partition ⌦
is given by
If the probabilities for all domain-partitions in the shape di erentials for all sites are
lower than the probability for the domain-partition ⌦, then ⌦ is an MPDP for the
electron-partition ⌫.
As indicated in the introduction, the eigenstates of the Hubbard model and the
domains themselves can also be represented as strings of 1’s and 0’s. Thus, for com-
putational purposes, the eigenstates and domains can be stored e ciently as binary
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data. Furthermore, determining the probabilities associated with a domain-partition





for |[n]Í in {|[n]Í} do
flag = true ;
for  a in ⌦ do
if POPCNT (|[n]Í ·  a) ”= ‹a then









In this algorithm, POPCNT counts the number of ‘1’ bits in the passed bitstring
(this functionality is available as an intrinsic procedure in most Fortran and C/C++
compilers). If we suppose that the computational cost CHubbard for diagonalizing the
Hubbard-model for L sites is of the order of the dimension of the Hilbert space H
cubed,
CHubbard Ã [dim H]3 , (6.3)
and the cost for the MPD procedure is of the order of the product of the number of
coe cients, the number of possible domain-partitions and the number of single-bit
flips for a given domain-partition of size d,







[(L ≠ 1)(d ≠ 1)] , (6.4)
then for Hubbard models at half-filling, CHubbard > CMPD. Hence, for all but the
smallest Hubbard models at half-filling, this analysis procedure will always take less
time than the determination of the eigenvector to be analyzed. This allows for the
use of MPDs as an e cient interpretational tool, since they can be calculated at
a fraction of the computational cost of the determination of the eigenvector to be
analyzed.
6.3 Results
We will analyze the 1D Hubbard model with 6 sites at half filling (denoted as 6s, 6e
in the accompanying plots), with (Hubbard benzene) and without (Hubbard 1,3,5-
hexatriene) periodic boundary conditions, for a U/t range from 0 to 100 in unit
steps (see also section 2.3.4). For every value of U/t, the corresponding Hamiltonian
is diagonalized through a Full Configuration-Interaction (FCI) calculation and the
resulting ground-state wave function is used as input for the domain probability
computation.
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6.3.1 MPD analysis
In this analysis, we will focus on the set of MPDs for the electron-partition ⌫ =
(2, N ≠ 2), denoted using the shorthand MPD(2), and the set of MPDs for the
spin-resolved electron-partition ⌫ = ((‹ø, Nø ≠ ‹ø), (‹¿, N¿ ≠ ‹¿)), denoted using the
shorthand MPD(‹ø, ‹¿). We note that in all cases, the MPDs obtained are related by
point group symmetry. As such, only one representative structure of each symmetry
equivalent class of MPDs will be plotted.
Without periodic boundary conditions: Hubbard 1,3,5-hexatriene
The 1D Hubbard model with 6 sites at half filling and no periodic boundary condi-
tions can be used as a model for 1,3,5-hexatriene (Hubbard 1,3,5-hexatriene). If we
determine the MPDs for 2 electrons (regardless of spin), we find that only domains
consisting of two sites occur, even though the algorithm itself does not limit the size
of the domains in principle. The fact that no larger domains emerge is therefore
solely due to the structure of the wavefunction itself. In total, fifteen 2-site domains
are possible, which are gathered in 9 symmetry classes. We find all 9 symmetry
classes to have significant probabilities over the entire U/t range (Figure 6.1).
The MPD consisting of terminal sites (structure 1) is more probable than the
MPD containing the interior sites (structure 2), with a clear decrease in probability
for other domain configurations. This is in line with what we expect from the
underlying physics: the on-site repulsion ‘pushes’ electrons towards the extremal
sites. All probabilities converge for high U/t values due to the anti-ferromagnetic
properties of the wave function.
If we determine the spin-resolved MPDs (Figures 6.2 and 6.3), we obtain the
same classes of MPDs as in the spin-unresolved case, although this is not dictated
by the theory as such. For typical electron pairs, the highest probability is found for
MPDs consisting of two adjacent sites; the relative low probability of structure ‘3’
for {MPD(1ø, 1¿)} can be linked to the required nodal structure of the underlying
wave function. The probabilities associated to {MPD(2ø, 0¿)} are lower compared
to the two other choices.
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Figure 6.1: MPDs for choosing 2 spin-unresolved electrons for 1D Hubbard without
periodic boundary conditions for 6 sites at half-filling for di erent U/t
values.
Figure 6.2: MPDs for choosing 1 up-spin and 1 down-spin electron for 1D Hub-
bard without periodic boundary conditions for 6 sites at half-filling for
di erent U/t values.
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Figure 6.3: MPDs for choosing 2 up-spin and 0 down-spin electrons for 1D Hub-
bard without periodic boundary conditions for 6 sites at half-filling for
di erent U/t values.
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With periodic boundary conditions: Hubbard benzene
The 1D Hubbard model with 6 sites at half filling and periodic boundary conditions
can be used as a minimal model for benzene (Hubbard benzene). As shown in Figure
6.4, {MPD(2)} always consists of the same three classes of MPDs, irrespective of
the U/t value. Note that again only 2-site domains emerge from the algorithm, even
though the algorithm itself does not limit the size of the domains in principle. Also
note that an MPD is found for every possible 2-site domain.
Figure 6.4: MPDs for choosing 2 spin-unresolved electrons for 1D Hubbard with
periodic boundary conditions for 6 sites at half-filling for di erent U/t
values.
In the large U/t regime, the probabilities for each of the three two-site MPD
classes become equal. At lower U/t values, the probabilities of the classes di er.
This is in line with what we expect from the underlying chemistry: in the large
U/t regime, we expect static correlation to become very important, in other words,
we expect large on-site repulsion to force one electron per site, leading to the anti-
ferromagnetic character of the wave function. At lower U/t values, a mean field
solution of the Hamiltonian dominates the FCI expansion. This solution should
render the probabilities of the classes di erent.
When turning to spin-resolved MPDs we note that the theory itself does not
require that {MPD(2)} = {MPD(1ø, 1¿)} = {MPD(2ø, 0¿)}, nor that the ranking
of the associated probability values should remain the same between groups. The
fact that in benzene for almost all U/t values all three 2-site MPD classes have a
significant probability is noteworthy (Figures 6.5 and 6.6). This allows us to expand
the spin-unresolved MPDs in terms of their spin-resolved counterparts.
Although the classes of MPDs remain the same, we can observe that in general the
ranking of the probability values between the three groups does not remain the same.
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Figure 6.5: MPDs for choosing 1 up-spin and 1 down-spin electron for 1D Hubbard
with periodic boundary conditions for 6 sites at half-filling for di erent
U/t values.
Figure 6.6: MPDs for choosing 2 up-spin and 0 down-spin electrons for 1D Hubbard
with periodic boundary conditions for 6 sites at half-filling for di erent
U/t values.
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Figure 6.5 shows that MPD structure ‘1’ remains the most probable when choosing
1 up-spin and 1 down-spin electron. This indicates that, for a typical electron pair
consisting of one spin-up and one spin-down electron, the highest probability is
found for an MPD containing two adjacent sites. However, this situation is reversed
when choosing 2 up-spin and 0 down-spin electrons, where structure ‘3’ is the most
probable (Figure 6.6). Same-spin electrons, therefore, tend to remain in non-adjacent
sites. In both spin-configurations, the second highest probability is associated with
what could be called the para-delocalization of class ‘2’.
Note that the associated probabilities for the set of MPDs are quite small when
choosing 2 up-spin and 0 down-spin electrons compared to the other two choices.
Also, structure ‘1’ is not stable against the single-bit flip criterion in the low U/t
regime, where a higher probability can be obtained by adding another site to the
domain. However, the resulting three-site domain is again unstable and can flip to a
genuine MPD, which is why three-site MPDs do not appear.
Again, from a global perspective, the MPDs behave as expected for the di erent
correlation regimes, from the mean field regime at zero U to the high static correlation
regime, and appear to be in line with what is expected from Valence Bond Theory-
based knowledge. It is tempting to relate these MPD findings to the resonance
structures of benzene as discussed by Bader in the context of delocalization indices
[Bader, Streitwieser, et al. 1996], where the two Kekulé structures are the most
important ones followed by the three Dewar structures shown as structure classes I
and II respectively in Figure 6.7. The third type of MPD could be interpreted as
related to class III in the same figure.
It is indeed gratifying that the MPD results seem to be in line with Valence
Bond Theory results. However, our FCI wave functions are expressed in terms of
orthogonal orbitals and as such, the individual valence bond wave functions for the
di erent structures do not appear immediately in the FCI expansion. A CASVB
[Thorsteinsson, Cooper, et al. 1996; Thorsteinsson and Cooper 1996] type approach
could be used to re-express — without altering the energy — the FCI wave function
in terms of VB structures using a non-unitary transformation in order to a rm
this apparent agreement. In this thesis, we opt to investigate this further from
the perspective of multi-domain optimizations, which is more along the lines of the
original idea behind MPDs.
I II III
Figure 6.7: Kekulé (I), Dewar (II) and bi-radical (III) structures of Hubbard ben-
zene.
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6.3.2 Multi-domain analyses
If we perform a Maximum Probability Domain-Partition analysis for a domain-
partition consisting of three domains containing either two electrons or one up-spin
and one down-spin electron, we obtain the MPDP structures detailed in tables 6.1
and 6.2.






Table 6.1: All MPDP(2, 2, 2)s with corresponding probabilities for representative
U/t values.
Here we have selected only three representative U/t values, namely 0, 5 and 20
(i.e. the coarse-grained evolution from non-interacting particles to quasi independent
sites). Keeping in mind that we only represent one MPDP from a symmetry equiva-
lent class, it is gratifying to see that the two most probable MPDPs can be related
to the Kekulé and Dewar structures represented in figure 6.8. Again, only these five
MPDPs can be found for all three U/t values, with only one structure being unstable
at U/t = 0 for the single-bit flip stability criterion.
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Table 6.2: All MPDP({1, 1}, {1, 1}, {1, 1})s with corresponding probabilities for rep-
resentative U/t values. (*) is not an MPDP.
Figure 6.8: Kekulé and Dewar resonance structures of benzene.
Chapter 6. Maximum probability domains for Hubbard models 81
If we determine the best three domain partitions according to the minimization
of the missing information function (see section 5.2), we obtain the results detailed
in tables 6.3 and 6.4. In this case, the relative ranking of the structures is changed
by variations in U/t for the domains based on spin-unresolved and spin-resolved
probabilities.






Table 6.3: The first five MMIDP(3)s with corresponding missing informations based
on spin-unresolved probabilities for representative U/t values.
The information theoretical perspective seems to favor domain partitions con-
sisting of three domains, where one domain contains three or more sites, whereas
an MPD(P) analysis for electron pairs always finds domains with two sites for Hub-
bard benzene (although this is not imposed from the onset). This behavior can
be explained as follows. According to the missing-information perspective, the best
three-domain partition is actually a one-domain partition, where one domain contains
all sites and the other domains contain none. In that case, the only electron-partition
that has a probability di erent from zero is the partition in which six electrons are
assigned to that one domain. The resulting missing information is zero. Note that
from the onset, we did not count these aberrant partitions as valid results.
We can gain more insight by analyzing the probability distribution for the first
and fifth structure in table 6.3. In figures 6.9 and 6.10, we have plotted the number
of electron-partitions that have a non-zero probability for these domain-partitions
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Table 6.4: The first five MMIDP(3)s with corresponding missing informations based
on spin-resolved probabilities for representative U/t values. Note that
at U/t = 20 the Dewar related structures appear in the top 5 partitions,
with a missing information of 1.37.
(at U/t = 0 and U/t = 20), with the missing information corresponding to that
probability as an overlay. We can see that the largest domain in the first structure
renders some electron-partitions impossible (there can be only two electrons per
site), which, however, have non-negligible probabilities for the fifth structure. For
instance, only one of the electron partitions (4, 1, 1), (1, 4, 1), (1, 1, 4) has a non-
negligible contribution for the first structure, while they have all non-negligible
probabilities for the fifth structure. These results point out that the results of an
MMIDP analysis are much less intuitive than those obtained from an MPMD analysis.
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(a) First structure in table 6.3 at U/t = 0
(b) Fifth structure in table 6.3 at U/t = 0
Figure 6.9: Number of electron partitions with a certain probability with an overlay
of the missing information for such a probability.
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(a) First structure in table 6.3 at U/t = 20
(b) Fifth structure in table 6.3 at U/t = 20
Figure 6.10: Number of electron partitions with a certain probability with an over-
lay of the missing information for such a probability.
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6.4 Conclusions
Our results indicate that the essential chemistry behind the considered Hubbard
models can be captured using the fast MPDs analysis detailed in this chapter. The
MPD analyses for 2 electrons (whether or not spin resolved) always find domains
with two sites, irrespective of the U/t value. Furthermore, these domains can be
associated with Lewis structures for benzene. If we perform a MPDP analysis, with
the dimension of domain-partition equal to three, we find structures that have a
correspondence with both Kekulé and Dewar structures for benzene, which seems to
indicate that our results are in line with Valence Bond Theory results. The multi-
domain analysis based on the missing information function leads to counter-intuitive
domains, that do not reflect the chemistry behind the studied Hubbard models.
It is important to note that the theory of MPDs allows the user to choose a
number of electrons that is di erent than two for determining MPDs. For the small
systems under scrutiny, these types of analyses typically provide less information.




MPDs in spin-position space
7.1 Shapes in spin-position space: the level set method
In order to obtain MPDs in spin-position space, we need a method that allows us to
e ciently represent an arbitrary shape in position space and its evolution towards
maximalization of the associated probability p [⌫,⌦]. The ‘level set method’ o ers
such a framework and represents dynamic surfaces implicitly [Sethian 1997; Sethian
1999; Nielsen 2006; Strang 2007; Dapogny, Dobrzynski, and Frey 2014]. In the
following section we will examine both emphasized terms more closely.
7.1.1 Implicit and explicit representations
In spin-position space, there are two ways of representing a domain. We could
explicitly specify all points that are part of the domain. For example, a circle C(a)
with radius a can be represented explicitly by considering the following set of points
C(a) = {(a cos(◊), a sin(◊))|◊ œ [0; 2fi)} . (7.1)
We can also describe the same circle implicitly, by using a function f
f : R2 æ R : (x, y) ‘æ f(x, y) , (7.2)
for which the boundary of the domain is equal to the zero-isocontour of that function
f . More specifically, given the function f (also called the surface embedding), the
surface is given by the ‘level set’ or pre-image f≠1(0). Thus, the same circle C(a) can
then be defined as the set of points for which the function f(x, y) =

x2 + y2 ≠ a is
equal to zero
C(a) = {(x, y)|f(x, y) = 0} . (7.3)
Hence, instead of explicitly specifying which points are part of the surface, the
function f allows us to evaluate if a given point belongs to the surface. Although in
principle, one can assign any level set function value to points that are not lying on
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≠d(r, ˆ ) ifr œ  
0 ifr œ ˆ  ,
d(r, ˆ ) ifr œ  
(7.4)










Figure 7.1: A one-dimensional representation of a (given) level set function (a)
and the signed distance function of the corresponding domain   (b).
Adapted from [Dapogny 2013].
This function allows us to map points in the interior and exterior regions of
the domain to positive and negative values respectively. Furthermore, because it
represents a ‘sharp’ transition between the interior and the exterior of the domain,
it leads to increased numerical accuracy in determining the boundary of the domain
and evolving the surface of the domain.
7.1.2 Describing domain evolution
Although in principle both the explicit and the implicit approaches can be used to
represent domains, the ‘level set’ approach has the added benefit that the dynamics
of the evolution of the domain towards optimality can be described in a very robust
way [Nielsen 2006]. In the level set method, the dynamics of domain evolution can
be represented through the ‘level set (di erential) equation’, which must be solved
to make the surface ˆ  of the domain   move.
ˆf(r, t)
ˆt
+ v(r, t) |Òf(r, t)| = 0 . (7.5)
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We can gain some insight in this equation by considering a particle that remains
on the surface during the domain evolution and has position r(t) at time t. If we
di erentiate the corresponding level set function f (r(t), t) with respect to t, we
obtain
d
dt (f(r(t), t)) = 0 , (7.6)
where we have used the fact that the particle remains on the surface during the
deformations of the domain. Using the chain rule, we obtain






= Òf(r(t), t) · v(r(t), t) + ˆf(r(t), t)
ˆt
, (7.7)
where v(r(t), t) is a time-dependent velocity field that describes the directional
distance with which the domain is deforming at that point. If we separate v(r(t), t)
into a normal v
n
(r(t), t) and a tangential component v
t
(r(t), t), we get
0 = Òf(r(t), t) · [v
n
(r(t), t).n(r(t), t) + v
t
(r(t), t).t(r(t), t)] + ˆf(r(t), t)
ˆt
(7.8)
By noting that these equations must be valid for all points in space (each point
belongs to a certain ‘level set’ at the time t), we can extend this equation into the
entire domain (r(t) æ r). By taking into account that n(r, t) = Òf(r,t)|Òf(r,t)| , we obtain
the level set function introduced above
0 = ˆf(r, t)
ˆt
















+ v(r, t) |Òf(r, t)| (7.11)
7.1.3 Extending the velocity field
As noted in chapter 5, for the probability to increase we have to set the velocity field
equal to the shape derivative. However, we can only obtain this shape derivative on
the boundary of the domain. Hence, before we can solve this equation, we have to
calculate a suitable extension of the velocity field v(r(t), t) æ v(r, t), with v(r(t), t)
only defined for r œ ˆ , to the entire domain.
This can be accomplished by requiring that the resulting velocity field is equal
to the shape derivative on the boundary and that the velocities of the points inside
the domain do not diverge. This results in three Dirichlet problems [Strang 2007],
one for each component of the velocity vector field and the Dirichlet data on the
boundary interface (for a certain time t):
≠ vi(r) = 0 for r œ   (7.12)
vi(r) = v(r)ni(r) for r œ ˆ  (7.13)
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The extension of the velocity field into the complementary domain, has a complication
in that in most applications, we do not take the entire position space R3 into account,
but only a subregion D (the computational box). As such, the Dirichlet problem for
the complementary domain is given by
≠  vi(r) = 0 for r œ D \   , (7.14)
and we need to augment the Dirichlet conditions with the following zero Neumann
boundary conditions to make sure that the computational box stays fixed and does
not evolve in time
vi(r)ni(r) = 0 for r œ ˆD , (7.15)
where ˆD is used to denote the boundary of the computational box.
7.2 Discretization of the level set method
7.2.1 Using a cubic grid
In previous work on MPDs, the level set function was represented very coarsely on
a uniform grid of three-dimensional cubes [Lopes Jr 2010]. Each cube has one level
set value associated with it, which is equal to one if the cube belongs to the domain
  and is equal to zero if the cube belongs to the complementary domain  
Figure 7.2: Two-dimensional representation of a cubic grid. The grayed out regions
represent the domain  ; the white regions represent the complementary
domain  .
The evolution of the domain was performed in two ways. In a first method, small
perturbations to random cubes on the surface are made. This includes removing the
site itself from the domain and adding adjacent sites. If any of these perturbations
raises the probability, the perturbation is accepted and the domain is adjusted. If
not, the domain is left unchanged and a next surface cube is selected at random for
the same perturbative analysis.
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(a) Random selection of a
cube on the surface (in-
dicated by black).
(b) Perturbation in which
the selected cube is re-
moved from the domain.
(c) Perturbation in which ad-
jacent cubes are added to
the domain.
Figure 7.3: Two-dimensional representation of the random selection algorithm.
Although the resulting algorithm represented an improvement compared to the
initial exploratory toy programs [Savin 2001; Chamorro, Fuentealba, and Savin 2003;
Cancès et al. 2004; Gallegos et al. 2005; Scemama 2005], the main deficiency of this
method is that it does not use any information related to the shape derivative. By
averaging the shape derivative at the sides of the cubes at the surface and determining
the sign of the resulting derivative, we obtain the direction in which each side has
to be deformed to increase the probability.
(a) Starting domain with shape deriva-
tives at the sides of the cubes.
(b) Domain deformed according to the
shape derivatives.
Figure 7.4: Two-dimensional representation of the shape derivative algorithm.
Although the combination of both methods has proven its value in insightful pre-
liminary applications [Scemama 2005; Scemama, Ca arel, and Savin 2007; Menéndez,
Pendás, et al. 2015; Menéndez 2015], the main deficiency of this method is that the
resulting domains are represented as collections of cubes. As such, if the domain
that is approximated discretely does not exhibit a cubic structure itself, the surface
of the domain is approximated as a series of extremely jagged edges with no hope of
accurately approximating smooth curved surfaces.
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7.2.2 Using an unstructured tetrahedral mesh
A more suited discretization for a curved surface (and its internal domain), is an
unstructured tetrahedral mesh [Frey and George 2013]. Such an unstructured mesh
is detailed in terms of points in position space — which can have any position and
are not constrained to occur at regular intervals — and the connectivity between the
points. This connectivity is expressed in terms of edges (i.e. lines between points),
triangles (i.e. sets of three points) and tetrahedra (i.e. sets of four points).
To visualize the resulting mesh and other concepts that will follow, we start by
defining an initial starting domain  0 in the vicinity of the hydrogen atom of a water
molecule.
Figure 7.5: An initial domain positioned in the vicinity of a hydrogen atom of
water.
This initial domain is part of a larger unstructured mesh, which is contained
inside a ‘computational domain’ or ‘bounding box’ D.
(a) (b)
Figure 7.6: (a) Slice through the mesh. (b) The entire mesh rendered transparently
so that the embedded domain can be seen.
The specification of which points are part of the domain is performed implicitly
using the corresponding level set function (which is initialized as a signed distance
function). In order to evolve the domain towards maximality of the corresponding
probability, we need to compute the shape derivative at each point on the surface.
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Figure 7.7: The shape derivative scaled normal at each point on the domain. Redder
colors correspond to larger values.
By extending this shape derivative over all points in the computational box we
can evolve the domain (i.e. ‘advect’ the implicitly represented domain by solving the
level set equation).
Figure 7.8: Domain evolution towards optimality during the first few iterations.
A complication is that, in order to have an accurate integration, we have to
explicitly represent each successive evolution of the domain in the mesh. This means
that at each iteration, we have to ‘adapt’ the mesh to the new level set function,
such that the boundary is explicitly represented as a set of points. This allows us to
define an integration as the sum of the numeric integrations of all tetrahedra that are
constructed from points with non-positive level set function values. After this step,
we ‘redistance’ the level set function in order to obtain the signed distance function
associated with this new domain.
We can summarize the used algorithm in the following flowchart:



















In order to compute the probability and the shape derivative on the boundary, we
have to compute the spin-orbital overlap matrix ⌃  through numerical integration.
For this we use a quadrature rule, which consists of a set of p points {r1, . . . , rp},
with associated weights {w(r1), . . . , w(rp)}, so that the integral of a function f(r)







This quadrature rule is defined on the unit tetrahedron formed from the points
(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1). As such, the quadrature points have to be rescaled
to fit the tetrahedron on which the integration is performed. We have opted for the
Keast (quadrature) Rule, consisting of 31 integration points, with a precision of 7
(this is the largest positive integer such that the integral is exact up to r7) [Keast
1986; Burkardt 2016].
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7.3.2 Solving partial di erential equations on a grid
Both the extension of the shape derivative to the entire computational domain and the
advection of the level set function can be formulated as partial di erential equations.
As such, we need to numerically solve these partial di erential equations on the same
mesh as the one we performed the integration upon.
Solving a partial di erential equation on a mesh is performed using the ‘finite
element method’ [Strang 2007], which consists of 3 steps
1. associate functions (called ‘finite elements’) to each point in the mesh and write
the partial di erential equation in its weak form
2. convert the partial di erential equation to a linear algebraic system
3. solve the resulting system
In the first step, we introduce a function „i at each point i in the mesh, such that the






These functions are chosen to be orthonormal to each other and of a particularly
‘simple’ form in order to ease the construction of the linear algebraic system. In our
case, we have built in support for ‘P1 finite elements’ (which are continuous piecewise
linear functions or ‘hat functions’) and ‘P2 finite elements’ (which are continuous
quadratic functions).
These functions are then used to convert the partial di erential equation to its
‘weak form’. We can illustrate this using the following (simplified) form of Poisson’s
equation
≠ u(r) = f(r) ’r œ  
u(r) = 0 ’r œ ˆ  . (7.18)








By using integration by parts [Arfken, Weber, and Harris 2011], we can convert this
equation to ⁄
 




where we have used the fact that the function u is zero on the boundary. If we
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we obtain the corresponding linear algebraic form
pÿ
j=1










Hence, if we solve this equation for U , we obtain the discrete approximation for the





Both the extension of the velocity field and the redistancing of the level set function
can be expressed as partial di erential equations. For more information on how
these techniques can be implemented e ciently, we refer the reader to the thesis of
Dapogny [Dapogny 2013].
7.3.3 Remeshing the grid
The numerical integration step described in a previous section requires that we should
be able to have a mesh in which the domain is explicitly represented (i.e. a mesh
in which we are able to clearly di erentiate between tetrahedra that are part of the
domain and those that are not). As such, after the level set function advection step,
we need to ‘cut’ the mesh in such a way that in the resulting mesh the zero level set is
represented by a set of points and triangles. This procedure however leads to a very
low-quality mesh, on which future finite element computations will prove slow and
inaccurate [Dapogny, Dobrzynski, and Frey 2014]. As such, we need a framework to
improve the quality of the mesh for finite element computations while also retaining
and improving the domain surface representation. In this thesis, we have opted to
interface with the computational libraries developed by Dapogny et al. [Dapogny,
Dobrzynski, and Frey 2014], which allow us to do just that.
Using this software, the quality of the mesh is improved by local mesh operations
that aim to correct ‘skinny’ tetrahedra, which are elongated along a certain direction
and lead to numerical problems in the finite element expansion. Concurrently, the
domain surface representation is improved by reducing the (Hausdor ) distance
between an approximate numerical surface ˆ  (a cubic Bézier polynomial) and the
underlying triangles T [Dapogny, Dobrzynski, and Frey 2014] (see Figure 7.9).
For more information on these algorithms, we refer the reader to the PhD thesis
of Dapogny [Dapogny 2013].
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Figure 7.9: A cubic Bézier polynomial parameterization of a piece of the surface
ˆ  associated with the triangle T . Reprint from [Dapogny, Dobrzynski,
and Frey 2014].
We note that the result of this framework is an improved mesh for solving partial
di erential equations, in which the domain surface is also accurately represented.
However, another prerequisite of the MPD method is that an accurate integration
over the domain should be possible. Currently, we can achieve this by forcing the
tetrahedral volumes to remain below a threshold for which we are able to show that
the integration is indeed accurate (for these sizes, we could reproduce the results
previously reported for the cubic algorithm). However, due to the huge amount of
tetrahedra required, this puts very high demands on the computational libraries,
which in some cases lead to internal errors. As such, this forces us to limit the size
of the computational box in which the MPDs are allowed to evolve.
7.4 Implementation details
7.4.1 Molecular orbitals
As shown in the previous chapters, the spin-orbital overlap matrix ⌃  over the
domain   is central to computing both the probabilities associated with that domain
and the corresponding shape derivative defined on the surface. Since we opt for a
numerical integration scheme (see section 7.3.1), this requires that we be able to
compute the value of a molecular orbital at a given position r.






where the basis functions {›a} are in turn constructed from a ‘basis set’, which has to
be selected judiciously by the user. This basis set specifies which linear combinations
(or ‘contractions’) of Gaussian primitives {‰µ} are to be associated with each type
of nucleus occurring in the system, where a Gaussian primitive is given by
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with A the position of the nucleus in question, rA = r ≠ A a distance vector
from the nucleus A to the point r and N a normalization constant that ensures
that these primitives are normalized to unity. In a basis set specification, these
linear combinations are grouped in terms of ‘types’, which consist of all possible
combinations of the polynomial exponents i, j, k that all have the same L = i + j + k.
These are typically designated as s-type (L = 0), p-type (L = 1), d-type (L = 2), ...
A common format for conveying this information for single Slater determinant
wavefunction is the WFN format, where the molecular orbitals are not expanded in
terms of basis functions, but in terms of ‘raw’ primitives









that no longer have been unity normalized. A corresponding ‘type’ specification
is used to indicate which polynomial exponents are to be used. These are ordered
symbolically as 0, x, y, z, xx, yy, zz, xy, xz, yz, xxx, yyy, zzz, xxy, xxz, yyz, xyy, xzz,
yzz, xyz, where e.g. xxy is used to denote the polynomial x2AyA. In this thesis, we
have built in support for both types of molecular orbital specification.
7.4.2 Handling the mesh
The tetrahedral mesh used to represent the domain is also used to solve the partial
di erential equations needed to evolve the domain. As such, we need to store
connectivity information in order to be able to construct a ‘generalized’ sti ness
matrix [Strang 2007]. This is achieved by storing the mesh in the Gamma Mesh
Format (GMF) [Maréchal 2009]. In this format, first the positions of the grid
points (also called ‘vertices’) are stored. A (vectorial) function can be represented
discretely on these points, representing e.g. the level set function or the vectorial
shape derivative. The respective edges, triangles and tetrahedra are subsequently
constructed by explicitly listing the indices of the grid points they connect.
A di cult topic with respect to tetrahedral meshes is obtaining a starting domain
embedded in a mesh. One can opt to tetrahedralize an existing cubic grid by
splitting each cube into 6 tetrahedra. Note that while a cubic grid can be specified
implicitly, an unstructured mesh requires that all information regarding points and
their connectivity is stored explicitly, leading to a enormous increase in storage
demand. Another option is explicitly generating a set of points sampled along the
surface of the starting domain (e.g. a sphere), together with the corners of the
bounding box. Since there exist e cient algorithms to construct a mesh starting
from these points (implemented in TetGen (see section 7.4.4)), we can obtain a
tetrahedral mesh solely from the information contained in the sampled points.
Note that in this thesis, we have opted to implement our own visualization routines
in order to have a higher degree of control over the visualizations. This essentially
amounts to constructing mappings between the data structures of the Gamma Mesh
Format and the visualization primitives o ered by the visualization library (in our
case we have used VTK (see section 7.4.4)).
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7.4.3 Parameters
Next to size, form and positions of the bounding box and the starting domain, the
user can fine-tune the behavior of the level set and mesh adaptation routines by
adjusting the following parameters [Dapogny, Dobrzynski, and Frey 2014]:
• hmin/hmax: sets the minimal and maximal size of the edges in the mesh
• hausd: sets the maximal Hausdor  distance for the boundaries approximation
(see section 7.3.3)
• hgrad: controls the ratio between two adjacent edges by making sure that two
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• t (advect/mshdist): sets the granularity of the time evolution of the respective
partial di erential equations
During the course of this thesis, we have optimized a set of values that have shown to
give satisfactory performance with regard to numerical precision and stability of the
resulting routines. These values are currently set as default throughout the program.
7.4.4 Architecture
Getting a code this complex to function properly is no small feat. At the risk of
being rapidly outdated, we mention some of the frameworks that helped us build
and maintain the software described in the previous sections.
The meshes were stored in the Gamma Mesh Format, using the LM5 library
[Maréchal 2009]. The initial generation of a domain was either obtained from a
tetrahedral remeshing of a regular cubic grid (hand-coded), or through Delaunay
tetrahedralization of a set of points using the TetGen libraries [Si 2015]. The extension
of the velocity field was performed using routines developed by Pascal Frey and
Simona Savescu. The advection of the level set function was performed using the
Advect libraries, the consequent remeshing using the MMG3D5 libraries and the
redistancing of the level set function to a signed distance function with the MshDist
library, all developed by [Dapogny, Dobrzynski, and Frey 2014]. All visualizations
were developed in-house using the VTK libraries [Schroeder, Lorensen, and Martin
2004; Tierny 2015], with support for export to ParaView [Ayachit 2015].
The Boost libraries were used throughout the code to accelerate both development
and execution time [Karlsson 2005]. All linear algebraic operations were performed
with the Eigen libraries [Inria 2016]. Any necessary quantum chemical integrals were
generated using LibInt2 [Fermann and E. Valeev 2013]. The resulting codebase was
unit tested using the Boost Unit Test framework, documented with Doxygen and
version controlled with Git. In view of the massive amount of libraries that have to
be linked, we opted for the CMake build system combined with the CTest testing
framework [Martin and Ho man 2010].
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7.5 Results
In this section, we will build upon the results of [Menéndez, Pendás, et al. 2015]
that were obtained using a program in which the domain is represented as a set of
cubes [Lopes Jr 2010]. This will allow us to indicate how our results di er from those
previously reported. As indicated by [Menéndez, Pendás, et al. 2015], the use of
pseudopotentials is required if we are to obtain MPDs that are not located at the
respective cores of the constituent atoms. Due to their high probability, these core
electron pairs act as ‘attractors’ for evolving domains, such that no MPDs in the
regions typically associated with bonding can be found. In [Menéndez, Pendás, et al.
2015], the VTZ Burkatzki basis set was used with pseudopotentials for all atoms
[Burkatzki, Filippi, and Dolg 2007], with an improved basis for hydrogen [Petruzielo,
Toulouse, and Umrigar 2012] (in the latter, the pseudopotential removes no cores).
Note that all electronic structure calculations were performed in Gaussian by using
Density Functional Theory, with the hybrid B3LYP functional (results courtesy of
Marcos Ménéndez [Menéndez, Pendás, et al. 2015; Menéndez 2015]). Although the
resulting single Slater determinant describes the non-interacting reference system
and not the wavefunction itself, we will use these results for comparison purposes.
7.5.1 Formaldehyde
In Figure 7.10 we show a set of MPDs obtained for formaldehyde. The position, form
and size of the domains allow us to make a correspondence with the single bonds
(MPDs f and g), double bond (MPDs c, e) and lone electron pairs (MPDs a and b)
of the corresponding Lewis structure (d).
If we compare these domains with the results obtain by [Menéndez, Pendás, et al.
2015] (Figure 7.11), we note that a curved surface can be approximated much more
accurately with a tetrahedral mesh than with a cubic mesh. We also note that the
‘tetrahedral’ domains do not extend to ‘infinity’ as the ‘cubic’ domains do (where
infinity is represented by the sides of the computational box), which leads to a lower
probability. This behavior is related to the small size of the shape derivative when
the domain approaches its optimal form. As such, the domain size increases very
slowly at these regimes, requiring many more iterations to evolve only marginally in
size and probability.
Note that although this behavior is theoretically undesirable, it was simulated
in the cubic algorithm by applying an external volume pressure [Menéndez, Pendás,
et al. 2015]. This was done in order to provide more appealing visualizations of the
MPDs and was justified based on the premise that much of the volume extending
to infinity corresponds to very small density regions that have little significance.
Although the ‘tetrahedral’ MPDs are lower in probability, we find that they account
for the majority of the probability of the MPDs that extend to infinity (Figures 7.10
and 7.11).
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(a) MPD(2), p = 0.405 (b) MPD(2), p = 0.405





(e) MPD(4), p = 0.309
(f) MPD(2), p = 0.473 (g) MPD(2), p = 0.473
Figure 7.10: MPDs for formaldehyde (along with their probabilities p) that show
a correspondence with the Lewis structure.
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Figure 7.11: MPD(2) for the cubic (first row, p = 0.430) and the tetrahedral algo-
rithm (second row, p = 0.405), zoomed in at di erent levels.
7.5.2 Dinitrogen
For dinitrogen, we also obtain domains that can be brought into correspondence
with the bonding situation described by the Lewis structure (Figure 7.12). Similar
to the MPDs reported by Scemama [Scemama, Ca arel, and Savin 2007], we find a
correspondence with the concept of a ‘bent bond’ or ‘banana bond’ (MPDs (a) and (c)
in Figure 7.12). However, we stress that the MPDs found are based upon a statistical
analysis and that the concept of a ‘bent bond’ is based on an energetic criterion
[Coulson and Mo tt 1947] (increased overlap between orbitals due to changing
degrees of hybridization).
We also note that the MPDs (a) and (c) in Figure 7.12 contain more of the region
around the bonding axis, then those reported by Scemama [Scemama, Ca arel, and
Savin 2007]. However, we note that our MPDs are based on single Slater determinant
descriptions and those of Scemama on correlated Quantum Monte Carlo calculations.
If we are to resolve these discrepancies, we must be able to compute MPDs based on
correlated, multi-determinant wavefunctions. This was also indicated by [Menéndez
and Pendás 2014], who found that electron correlation leads to MPDs that remain
closer to what is expected from chemical insight.
As noted in part I, although we have derived the theoretical framework needed
for these multi-determinant optimizations, we have opted to focus exclusively on
implementing MPDs based on single Slater determinant descriptions, in light of the
plethora of issues that need to be resolved for this simpler description.
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(a) MPD(2), p = 0.399 (b) MPD(2), p = 0.399 (c) MPD(2), p = 0.399
(d) MPD(2), p = 0.428
N N
(e) Lewis structure
(f) MPD(2), p = 0.428
(g) MPD(6), p = 0.284
Figure 7.12: MPDs for dinitrogen that show a correspondence with the Lewis struc-
ture (e).
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7.5.3 Water
Similarly to the MPDs reported by [Scemama, Ca arel, and Savin 2007] based on
Quantum Monte Carlo results, we obtain four domains placed at the corners of
a tetrahedron (Figure 7.13). Their location and form allows us to put them into
correspondence with the OH-bonds (MPDs d and e) and the oxygen lone electron
pairs (MPDs a and b) of the Lewis structure for water. Again, the MPDs do not
extend to infinity and have lower probabilities than the probability of those domains
that can be obtained with the cubic algorithm (Figure 7.14).
In contrast to previous results, we also find another MPD(2) located ‘on top’ of
the oxygen atom (Figure 7.15). This indicates that not all MPDs can be put into
direct correspondence with Lewis related concepts. Furthermore, this result suggests
that the MPDs we do obtain, are only a subset of all possible MPDs that are in
principle obtainable. Since the set of MPDs that can be reached depends on the
starting position, the form used at that position (e.g. a sphere, a cube, ...), the size
of that form and the algorithm used to deform the domain towards optimality, an
automatic search algorithm is not easily devised.
This also indicates that any general interpretation of MPDs in terms of ‘bonding’
concepts and ‘electron pairs’ should be made with caution. The only interpretation
that is unequivocally valid is the one that is based only on the definition of MPDs,
namely that an MPD represents a region for which the probability of finding ‹ and
only ‹ electrons is maximal. Any additional interpretation should be done with care,
especially in view of the fact that the information on which these interpretations are
based is only a subset of the complete set of possible MPDs.
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(d) MPD(2), p = 0.453 (e) MPD(2), p = 0.453
Figure 7.13: MPDs for water that show a correspondence with the Lewis structure.
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(a) MPD(2), p = 0.426 (b) MPD(2), p = 0.456
Figure 7.14: MPDs for water, obtained using the cubic algorithm [Menéndez,
Pendás, et al. 2015]
Figure 7.15: MPD(2) for water, with p = 0.37.
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7.6 Conclusions
In this chapter, we have introduced a novel method to compute MPDs in spin-position
space. In this framework the domain is represented implicitly by a level set function,
which is discretized on an unstructured tetrahedral mesh. Numerical quadrature
over the tetrahedra inside the domain furnishes the required probability and the
shape derivative on the boundary. An extension of this shape derivative to the entire
computational domain allows for the construction and solution of the corresponding
level set partial di erential equation, in which the domain is evolved (advected) so
as to increase the associated probability. A subsequent intelligent remeshing makes
sure that the evolved domain can again be accurately and explicitly represented in
the mesh itself, which allows for an accurate numerical integration. These steps are
repeated until no significant increase in probability is observed.
We have shown that with this new method, we are able to find MPDs that can be
brought into correspondence with the associated Lewis structures. Furthermore, this
new method is able to represent curved surfaces far more accurately than was possible
with previous methods, which were based on regular cubic grids. Although the MPDs
obtained with the new method are able to capture the majority of the probability
of the previously reported MPDs, they do not extend to infinity. Furthermore, we
find MPDs that were not reported previously and that cannot be put directly into
correspondence with Lewis’s ideas. This indicates that the MPDs we do find, must







In this thesis, we have deepened the theoretical framework behind MPDs and pro-
posed improved computational methods to obtain MPDs for both Hubbard model
results and single Slater determinant wavefunctions.
We have shown that the domain occupation-number operator is the central con-
cept needed to formulate the theory of MPDs e ciently. A statistical analysis of
this operator based on generating functions leads to a powerful statistical framework.
This framework allows us to elegantly derive novel connections between MPDs and
the hierarchy of chemical descriptors induced by the generating functions. At the
same time, it can also be used to illustrate how the concepts of correlation, fluctua-
tion and localization are interrelated and how they can be used to gain further insight
into MPDs. Furthermore, the same theoretical framework also allows us to extend
the applicability of MPDs to Hubbard models and multi-determinant wavefunctions.
We note that this framework can also lead to unexpected insights, partly by the
ease with which theoretical derivations can be made based on its second quantized
formulation. An example is its ability to elegantly unearth the strong link between the
theory of MPDs and the field of stochastic point processes. In view of its generality
and its insightful power for theoretical derivations, we expect that this framework
can have applications that extend far beyond the field of MPDs.
We have also performed a limited set of computational studies, targeted at illus-
trating the chemistry captured by MPDs. As was shown for the Hubbard model,
correspondences with Lewis’s concepts can be found. We note that an MPD analysis
of the Hubbard site space can be considered as ‘complete’, in the sense that we have
found all possible MPDs. This allows us to make more general statements such as
“for this system, only two site MPDs are found when occupying the domain with two
electrons”.
Furthermore, in the Hubbard site space, we have shown that analyses for domain
partitions consisting of more than two domains also lead to results that show a strong
correspondence with Lewis’s concepts. We note that the information theoretical
analysis proposed by Daudel, does not lead to domains with these properties, which
leads us to question the utility of such analyses in the more complicated spin-position
space.
In spin-position space, we have shown that we have to assume at all times that we
have only found a subset of all possible MPDs. In spite of this issue, we have found in
all analyses performed in this thesis correspondences between the calculated MPDs
and the Lewis structures associated with the underlying system. This numerical
evidence provides a strong indication that at least a subset of all possible MPDs can
be considered to provide a quantum chemical correspondence with Lewis structures.
However, we caution against associating a Lewis type interpretation to all MPDs,
since MPDs can also be found in regions that have no correspondence to Lewis’s
concepts.
In the absence of a general search algorithm for MPDs, the use of MPDs is of a
more ‘interactive’ nature, where di erent questions (i.e. how many electrons should
occupy the domain) can be asked about di erent regions (i.e. where do we put the
starting domain). In most cases, the result of a certain MPD analyses can lead to
new questions, rendering the user a chemically biased ‘interrogator’ of the system.
The additional computational e ort required to obtain MPDs in spin-position space
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can thus be considered a significant downside. Furthermore, the complexity of
both the underlying algorithms and their implementations have also proven to be
formidable obstacles for obtaining accurate results in spin-position space. This is not
the case for MPD analyses in the Hubbard site space, where the structure behind
the wavefunction allows us to propose extremely e cient algorithms. Since these
algorithms are based on the same concepts as those used to solve the Hubbard system
itself, they can be implemented quickly and e ciently.
Since all quantities needed for an MPD analysis can be expressed in terms of
the domain itself, the applicability of the method is not limited by the full size of
the system under investigation, but by the size of the computational box needed to
describe the domain. As such, a shorter analysis time combined with support for
larger computational boxes would greatly benefit applications of this theory.
Next to algorithmic and software related developments, deepening the characteri-
zation of the description furnished by MPDs of standard chemical bonding situations,
initiated by [Menéndez, Pendás, et al. 2015], is desirable. Is there enough information
contained in the number, shape, location and probability of the MPDs that they are
able to provide adequate descriptions for chemical concepts such as, e.g., aromaticity?
Is the influence of correlation adequately reflected in MPDs? Furthermore, an active
search for applications where questions more directly along the lines of the MPD are
asked (i.e. are there spatial regions where we have a high probability of finding ‹
and only ‹ particles) has already proven fruitful [Agostini et al. 2015]. In view of the
general statistical framework behind MPDs, further extensions to other fields could
prove beneficial to the method of MPDs and could lead to an increased acceptance







One of the aims of chemistry is to explain the structure and transformations of
matter in terms of how and why a phenomenon occurs under certain circumstances.
One of the most important models chemists have devised to this end is the Lewis
model, which explains chemical structure in terms of bonds formed by electron pairs.
Ever since this model was published over a hundred years ago, it has grown into a
cornerstone of chemical theory due to its success in explaining chemical structure
and bonding.
Although this model is highly successful at the chemical level of understanding,
the physical reasoning needed to explain why this model is so successful has lagged
behind considerably. This is because at its core, chemistry can only be described
by using quantum mechanics. Since the chemical objects used in the Lewis model,
such as electron pairs and chemical bonds, cannot be observed physically, quantum
mechanics cannot provide a unique definition for them. This has led to an increasing
gap between the accuracy with which quantum mechanics can describe chemical
systems and the chemical insight that can be gleaned from these quantum mechanical
descriptions.
This has spurred the development of quantum chemical descriptors that are aimed
at providing a correspondence with concepts such as Lewis’s electron pairs. By
suggesting di erent approaches, bridges between quantum mechanics and traditional
chemical theory can be built, which enable us to think critically about the physical
content behind traditional chemical concepts and the physical reasons behind their
successfulness. If a well-founded correspondence can be established, we can extend
classical chemical concepts towards more accurate quantum chemical descriptions,
potentially leading to a wealth of new chemical insights.
A possible approach to this end is the method of ‘Maximum Probability Domains’
or MPDs, proposed by Andreas Savin in 2001. This method tries to find regions
in space, for which the probability to find ‹ and only ‹ electrons is maximal (with
‹ typically chosen to be equal to two, as a reference to the electron pair proposed
by Lewis). Despite numerous e orts, the question of whether MPDs provide a
mathematical bridge between chemical intuition and quantum mechanics remains
unanswered to this day. In this thesis, we focus on deepening the understanding of
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MPDs by exposing the underlying theoretical framework and extending the available
computational algorithms.
In part I of this thesis, we reframe the theory behind MPDs into a generalized
perspective, which enables us to highlight the statistical framework behind MPDs
and extend the applicability of the method beyond single Slater determinant wave-
functions. The central idea is the introduction of a generalized occupation-number
operator associated with a domain (Chapter 2). The respective moments (Chapter
3) and cumulants (Chapter 4) of this operator lead to a hierarchy of chemical de-
scriptors, one of which is the probability of finding ‹ and only ‹ electrons inside a
domain.
In part II, we investigate how we can maximize this probability by deforming the
domain, the essential idea behind MPDs. Using the theoretical framework derived
in the first part, we show that MPDs for single Slater determinant wavefunctions
also have a maximal localization index (Chapter 5). For Hubbard models, we show
how we can extend the applicability of the MPD analyses to more domains.
Through computational experiments for a six site Hubbard model (Chapter 6),
we show that the MPD method is indeed able to furnish descriptions that correspond
to Lewis-like structures. We also show that the information theoretical perspective,
an immediate ancestor to the MPD perspective, does not lead to such domains.
We use the insights gained from these results as guideposts for the analysis of
MPD results in spin-position space (Chapter 7). In order to improve the reliability
of the MPD analyses in comparison with those obtained with an earlier algorithm,
we present a novel algorithm that is able to accurately represent the domain and
its evolution towards maximality. Although the MPDs resulting from this novel
algorithm occur in similar regions to those reported for the preceding algorithm, they
are smaller and do not extend to infinity. However, they are able to capture most of
the corresponding probability, which indicates that much of the space occupied by
the MPDs previously reported is of minor chemical importance.
For an illustrative set of computational studies, we find in all cases that the form,
size and location of the MPDs allow us to put them in correspondence with the
associated Lewis structure. However, we also find MPDs that have not yet been
reported previously. This indicates that we have to assume at all times that we have
only found a subset of all possible MPDs. However, since at least a subset of all
possible MPDs can be considered to provide a quantum chemical correspondence
with Lewis structures, the current accumulated computational evidence suggests
that MPDs provide both physically sound correspondences with Lewis’s ideas and
an extension of the underlying concepts to ranges beyond those to which Lewis’s
original ideas are limited.
Appendix B
Dutch summary
Een van de doelstellingen van de chemie is om de structuur en veranderingen van
materie te verklaren in termen van hoe en waarom een fenomeen zich voordoet in
welbepaalde omstandigheden. Een van de meest belangrijke modellen die chemici
hiertoe hebben vooropgesteld is het Lewis model, dewelke chemische structuur uit-
drukt in termen van bindingen gevormd door elektronparen. Sinds de publicatie
van dit model ruim 100 jaar geleden, is het model uitgegroeid tot een hoeksteen van
de chemische theorie omwille van het succes waarmee het chemische structuur en
bindingen kan verklaren.
Alhoewel dit model zeer succesvol is op het chemische niveau van redeneren, is
de fysische redenering die nodig is om uit te leggen waarom dit model zo succesvol
is, achtergebleven. Dit is omdat in essentie chemie enkel kan beschreven worden
door de kwantummechanica. Aangezien de chemische objecten die in het Lewis
model gebruikt worden, zoals elektronparen en chemische bindingen, niet fysisch
geobserveerd kunnen worden, kan de kwantummechanica hiervoor dan ook geen
unieke definitie leveren. Dit heeft tot een kloof geleid tussen de accuratesse waarmee
kwantummechanica chemische systemen kan beschrijven en het chemisch inzicht dat
kan gehaald worden uit deze kwantumchemische beschrijvingen.
Dit heeft aangezet tot de ontwikkeling van kwantumchemische descriptoren die
bedoeld zijn om een overeenkomst te verstrekken met concepten zoals de Lewis elek-
tronparen. Door verschillende aanpakken te suggereren, kunnen bruggen gebouwd
worden tussen de kwantummechanica en traditionele chemische theorieën, wat ons
toelaat om kritisch na te denken over de achterliggende fysische inhoud van de tra-
ditionele chemische concepten en de fysische redenen van hun succes. Indien een
gefundeerde overeenkomst kan gevonden worden, kunnen we klassieke chemische
concepten uitbreiden naar meer accurate kwantumchemische beschrijvingen, hetgeen
potentieel kan leiden tot een waaier aan nieuwe chemische inzichten.
Een mogelijke aanpak hiertoe is de methode van de ‘Maximale Probabiliteit
Domeinen’ of MPDs, voorgesteld door Andreas Savin in 2001. Deze methode tracht
regio’s in de ruimte te vinden, waarvoor de probabiliteit om ‹ en enkel ‹ elektronen te
vinden, maximaal is (waarbij ‹ typisch gelijk gekozen wordt aan twee, als verwijzing
naar het elektronpaar vooropgesteld door Lewis). Ondanks talrijke inspanningen,
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blijft de vraag of MPDs een mathematische brug kunnen vormen tussen chemische
intuïtie en de kwamtummechanica tot op heden onbeantwoord. In deze thesis leggen
we de focus op het verder uitdiepen van het begrip van MPDs, door het onderliggend
theoretisch kader bloot te leggen en de beschikbare computationele algoritmen te
extenderen.
In deel I van deze thesis kaderen we de theorie achter MPDs in algemener per-
spectief, hetgeen ons toelaat om het statistisch kader achter MPDs te benadrukken
en de toepasbaarheid van deze methode te extenderen tot voorbij single Slater de-
terminant gol uncties. Het centrale idee is de introductie van een gegeneraliseerde
bezettingsgetal operator geassocieerd met een domein (Hoofdstuk 2). De respec-
tievelijke momenta (Hoofdstuk 3) en cumulanten (Hoofdstuk 4) van deze operator
leiden tot een hiërarchie van chemische descriptoren, waarvan één de probabiliteit is
om ‹ en enkel ‹ elektronen te vinden binnen een domein.
In deel II onderzoeken we hoe we deze probabiliteit kunnen maximaliseren door
het domein te vervormen; het centrale idee achter MPDs. Gebruik makend van
het theoretisch kader dat werd afgeleid in deel I, tonen we aan dat MPDs voor
single Slater determinant gol uncties ook een maximale lokalisatie index hebben
(Hoofdstuk 5). Voor Hubbard modellen tonen we aan hoe de toepasbaarheid van de
MPD analyse kan uitgebreid worden naar meerdere domeinen.
Via computationele experimenten voor een zes-site Hubbard model (Hoofdstuk
6) tonen we aan dat de MPD methode inderdaad in staat is om descriptoren te
vinden die corresponderen met Lewis-achtige structuren. We tonen ook aan dat het
informatie-theoretisch perspectief, een directe voorouder van het MPD perspectief,
niet leidt tot dergelijke domeinen.
De inzichten die we uit deze resultaten verworven hebben, gebruiken we als
leidraad voor de analyse van de MPD resultaten in de spin-positie ruimte (Hoofdstuk
7). Om de betrouwbaarheid van de MPD analyses te verbeteren in vergelijking met
deze bekomen met een vroeger algoritme, stellen we een nieuw algoritme voor dat
in staat is om op een accurate manier een domein en zijn evolutie naar maximaliteit
voor te stellen. Alhoewel de MPDs die uit dit nieuw algoritme bekomen worden in
gelijkaardige regio’s voorkomen als diegene die gerapporteerd werden met het vorige
algoritme, zijn ze kleiner en gaan ze niet tot oneindig. Desondanks, zijn ze in staat
om het merendeel van de corresponderende probabiliteit te capteren, hetgeen erop
wijst dat veel van de ruimte die ingenomen werd door de voorheen gerapporteerde
MPDs een minimaal chemisch belang heeft.
Voor een illustratieve set van computationele studies, vinden we in alle gevallen
dat de vorm, grootte en locatie van de MPDs ons toelaat om deze in overeenstemming
te brengen met de geassocieerde Lewis structuren. We vinden echter ook MPDs die
niet voorheen gerapporteerd werden. Dit wijst erop dat we moeten veronderstellen
dat we op elk ogenblik slechts een subset van alle mogelijke MPDs gevonden hebben.
Sinds echter minstens een subset van alle mogelijke MPDs kan verondersteld wor-
den om een kwantumchemische correspondentie te hebben met Lewis structuren,
suggereert het huidige geaccumuleerde computationele bewijs dat MPDs zowel een
solide fysische overeenkomst met de ideeën van Lewis verscha en alsook een extensie
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