Coalescence modelling in liquid/liquid dispersions is a challenging task and field of investigations up to now, which becomes apparent when comparing the various existent models with their different and partly even contradictive implementation of influencing factors. In this work, systematic investigations of single drop coalescence were used to compare and validate different coalescence efficiency models regarding the important influencing parameters relative collision velocity and drop size. The impact of these parameters could be analysed independently from each other for the first time and used to identify the best modelling approach. Moreover, the numerical parameter of the coalescence efficiency model could be obtained based on single drop experiments. Using this determined parameter the simulation of drop size distributions within a lab scale stirred vessel was possible. The presented method offers the possibility of independent parameter estimation for population balance equation simulations based on single drop experiments. The application of this systematic approach allows the separate validation of submodels and reliable parameter determination by small scale investigations. On this basis a sound scaleup is possible using population balance equation simulations.
Introduction
In many technical applications liquid/liquid systems are an integral part of a production process, i.e. in extraction columns or stirred tanks. The drop size distribution within these apparatuses is formed by drop breakage and coalescence and determines the overall efficiency of the process. Hence, a similar drop size distribution is the main goal for scale-up from lab scale to production scale. However, empirical scale-up rules are used up to now which require geometric similarity and constant impeller tip speed or power input (Ghotli et al., 2013) . Apart from that, a mechanistic approach using population balance equations (PBE) Lucas, 2010, 2009 ) was established in the past years using single drop investigations to describe the fundamental phenomena breakage and coalescence in PBE (Bart et al., 2006; Kamp and Kraume, 2015; Kopriwa et al., 2012; Maaß and Kraume, 2012; Villwock et al., 2014b) . Using PBE, which describe the breakage and coalescence rate by separate submodels, a bottom-up approach from small scale single drop experiments to droplet swarms in technical applications can be performed directly omitting empirical scale-up and pilot plant scale investigations. As drop breakage was investigated in detail by several authors (Ghotli et al., 2013; Lasheras et al., 2002; Maaß, 2011; Maaß et al., 2011a; Solsvik et al., 2013) and the bottom-up approach was applied successfully focussing on
with disperse and continuous density , gravitational acceleration and drag coefficient . Considering inertia force additionally, the transient drop rise velocity of a fluid particle becomes:
using the coefficient accounting for the virtual mass of continuous phase which is accelerated with the droplet (Wegener et al., 2014 (Wegener et al., , 2007 . To calculate the drag coefficient several correlations are available (Wegener et al., 2014) , in this work the correlation of Feng and Michaelides (2001) for a viscosity ratio 0 ≤ * = ≤ 2 was used: 
with Reynolds number Wegener et al. (2010) found that the model of Feng and Michaelides (2001) describes the rise velocity of toluene drops with fully mobile interface reasonably well. Additionally, this drag coefficient correlation is the only one which predicts reliable values for Reynolds numbers above 100 (Wegener et al., 2014) which occurred in the investigations.
Population Balance Equation (PBE)
The PBE balances the convective flows •̇ over the regarded volume boundaries and describes the time dependent number density distribution ( , ) of particles / drops with diameter by positive (birth) and negative (death) source terms for droplet breakage and coalescence respectively (Hulburt and Katz, 1964; Kopriwa et al., 2012; Ramkrishna, 2000; Randolph and Larson, 1962; Sporleder et al., 2012) . These terms are given by mechanistic submodels: the number of daughter droplets ( ), daughter drop size distribution ( , ′ ), breakage rate ( ) including two numerical parameters (termed in this work: 1, and 2, ), collision frequency ( , ′ ) with one numerical parameter ( 1, ) and coalescence efficiency ( , ′ ) with the numerical parameter 2, Lucas, 2010, 2009 ). The volume-related PBE for liquid/liquid dispersions without convective flows becomes (Attarakih et al., 2004; Gäbler et al., 2006; Liao and Lucas, 2010; Valentas and Amundson, 1966) : The submodels for breakage and coalescence used in this work are summarised in Table 1 . The most widely used PBE model for turbulent liquid/liquid dispersions is the film drainage model of Coulaloglou and Tavlarides (1977) . The authors introduced a phenomenological breakage rate ( ) by multiplying the reciprocal time needed for the drop breakup to occur ( ) and the fraction of breaking drops which resulted in Equation (10) (see Table 1 ). A multitude of different breakage rate submodels were developed in the past decades (Liao and Lucas, 2009) . In this study only one other breakage rate model is used: the submodel of Chen et al. (1998) considers drop viscoelasticity in addition to the Coulaloglou and Tavlarides (1977) model. Moreover, Chen et al. (1998) criticised the maximum of Coulaloglou and Tavlarides' (1977) breakage rate to be physically not realistic. Thus, Chen et al. (1998) assumed the breakage time to be constant and obtain a strictly increasing breakage rate (Equation (11) in Table 1 ).
The coalescence rate is composed of collision frequency ( , ′ ) and coalescence probability (or efficiency) ( , ′ ):
The collision frequency of Coulaloglou and Tavlarides (1977) & ( , ′ ) (Equation (13) in Table 1 ) was derived from the kinetic theory of gases assuming that collisions of drops in a locally isotropic turbulent flow are analogous to interactions of molecules. As other collision frequency submodels for turbulent collisions are comparable (Liao and Lucas, 2010) only the submodel This general mechanistic approach is commonly termed film drainage model. They postulated that the drops must stay in contact longer than the film drains down to the critical film rupture distance and obtained Equation (14) (see Table 1 ). The factor (1 + ) −3 was introduced to account for "damping" effects on the local turbulent intensities at high hold-up fractions.
Other film drainage models used in this study are the ones proposed by Prince and Blanch (1990) and Henschke et al. (2002) . The formulation of the Prince and Blanch (1990) model by Equation (15) in Table 1 was obtained by merging all constants into the numerical parameter 2, . Additionally, the characteristic length of turbulent interactions of two drops was assumed to be + ′ according to Coulaloglou and Tavlarides (1977) , resulting in the contact time:
Under these assumptions the Prince and Blanch (1990) model is identical to the coalescence efficiency of Chesters (1991) assuming turbulence induced coalescence and fully mobile interfaces. Henschke et al. (2002) developed an asymmetrical film drainage model to describe the drainage time in horizontal separators. Kopriwa (2014) derived the corresponding coalescence efficiency (Equation (16) in Table 1 ) by relating the drainage time of Henschke et al. (2002) to the contact time in turbulent flow according to Equation (7). The Hamaker constant was assumed by Henschke et al. (2002) to be 1,2,3 = 10 −20 Nm for oil/water systems. All constant and fitting parameters were merged into 2, in Equation (16). Apart from several variations of the film drainage model (Liao and Lucas, 2010) other modelling approaches were developed: the energy model and the critical approach velocity model. The energy model (Equation (17) in Table 1 ) was developed by Sovova (1981) based on Howarth's (1964) assumptions and relates the kinetic energy of the approaching droplets to their surface energy. Thus, the model assumes that for coalescence the surface energy has to be exceeded by the kinetic energy. However, Sovova (1981) combined it with the film drainage model but Simon (2004) proposed to use it solely. Originated in the model assumptions, the film drainage models and the energy model describe the influence of the energy dissipation rate contrarily: λ C&T ∝ exp(− ), λ P&B , λ ∝ exp(− 1/3 ) and λ ∝ exp(− −2/3 ).
For a locally isotropic and homogeneous turbulence the energy dissipation rate can be correlated to the relative velocity of two droplets moving in an eddy of the size + ′ (Coulaloglou and Tavlarides, 1977; Hinze, 1955; Kolmogorov, 1941) :
which is commonly assumed to equal the collision velocity of the drops. Although, the flow in actual applications may not satisfy the condition of Kolmogorov's theory assuming locally isotropic and homogeneous turbulence, it is most widely used to approximate turbulence and allow a simple description of the system. All presented models use this assumption which is technically speaking only valid in the inertial subrange of turbulence (Frisch, 1995; Solsvik and Jakobsen, 2016) .
The critical approach velocity model was proposed by Lehr and Mewes (2001) . It assumes the relative velocity being the main influencing parameter of droplet coalescence and postulates a critical velocity above which coalescence is hindered. Due to inconsistencies the original model equation was corrected by Liao and Lucas (2010) to Equation (18) (see Table 1 ). In the case that the critical approach velocity is determined experimentally (Lehr et al., 2002) , the coalescence efficiency only depends on the relative velocity. However, the critical approach velocity model is as well contradictory to the energy model.
In several modelling approaches of coalescence the equivalent drop diameter is used to consider the collision of unequally sized drops with diameter and ′ :
which can be deduced from Young-Laplace equation (Butt et al., 2003; Princen, 1969) . Film drainage models Coulaloglou & Tavlarides (1977) Prince & Blanch (1990) Henschke et al. (2002) according to Kopriwa (2014) = exp (− 2,
Energy model Sovova (1981) according to Simon (2004) 
Critical approach velocity (CAV) model Lehr & Mewes (2001) according to Liao & Lucas (2010) 
Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016 Science, 156, 162-177, https://doi.org/10. /j.ces.2016 Up to now, the PBE submodels are fitted to droplet swarm experiments in which a complex superposition of drop breakage and coalescence exists and the respective influences on the drop size distribution cannot be distinguished. Considering the five presented modelling approaches of coalescence efficiency it becomes apparent that the mechanisms of droplet coalescence are still not fully understood. The dissimilar and partly contradictive model dependencies on drop diameter and energy dissipation rate were discussed for additional models by Kopriwa et al. (2012) and Kamp et al. (2016b) . Hence, fundamental investigations are necessary to validate the existent models and develop more accurate ones. Therefore, in this study single drop experiments were performed in a coalescence cell (Kamp and Kraume, 2014) . The obtained results were used to validate the coalescence models concerning the influence of drop diameter and relative velocity separately. Subsequently, the results were transferred to drop swarm simulations in a stirred tank and compared to experimental drop size distributions.
Materials and methods

Experimental set-up
The investigated liquid phases were toluene (disperse) and water (continuous) for both single drop and droplet swarm experiments. This system is one of the EFCE standard test systems for extraction (Misek et al., 1985) and, thus, provides comparability and transferability to other physical systems. The measured physical quantities of the liquid phases are given in Table 2 . Due to the high purity requirements only chemicals with analysis grade were used and all equipment with contact to the liquid phases was made of glass, stainless steel or PTFE. To avoid contaminations the equipment was cleaned thoroughly and rinsed with deionised water extensively prior to use. 
Single drop coalescence test cell
The investigated liquid phases were toluene p.a. (Merck 1.08325.2500) and ultrapure water with a resistivity of 18.3 MΩ • cm produced by the purification systems Werner EASYpure UV or Elga Purelab flex 2. All experiments were conducted at a temperature of = 24.5 ± 0.5 °C. To avoid undesired mass transfer between toluene and water due to a slight mutual miscibility, the phases were saturated with each other in a separatory funnel. For the single drop experiments the automated coalescence test cell of Kamp and Kraume (2014) was used in which a collision of a rising droplet with a pendant one is induced within a quiescent continuous phase. The test cell of about 0.5 L volume has quartz glass walls in front and back to provide optical accessibility. Within the test cell the droplets are produced by syringe pumps at the tips of two vertical cannulas opposing each other. The oil drop at the lower cannula detaches, accelerates, rises through the continuous water phase and collides with the upper pending drop. The drop sizes and distance can be varied which also influences the drop rise and collision velocity. The droplet rise and collision was recorded by a CMOS high speed camera with LED backlight. Two different high speed cameras were used:
(1) Photonfocus MV-D752-160-CL-8 (maximum resolution of 752 × 582 pixels at a frame rate of 350 fps) with frame grabber board Silicon Software microenable III, Pentax TV lens 12 mm and synchronised LED flash CCS LDL-TP-100/100-R, (2) VisionResearch Phantom v711 monochrome (maximum resolution of 1280 x 800 pixels at a frame rate of 7530 fps) with Sigma APO macro lens 180 mm F2.8 EX DG OS HSM and continuous LED backlight GS Vitec MultiLED LT-V8-15. Detailed information about set-up and experimental procedure can be found in Kamp and Kraume (2014) . The drop sizes of the rising drop and the pendant drop were both varied between 1.5 mm ≤ / ≤ 2.9 mm and the drop distance between 0.5 mm ≤ ℎ ≤ 17 mm. In order to prove the purity of the investigated system, the rising path of the lower droplet was analysed according to the procedure described in Villwock et al. (2014a) . As already small impurities affect the surface mobility of a drop and, thus, increase the drag coefficient, the terminal rise velocity is a very sensitive parameter. The investigated rise trajectory was compared to trajectories obtained by empirical correlations. Experiments were only performed if the experimental drop rise velocity agreed with the theoretical velocity of a drop with fully mobile interface (see also section 3.1). The recorded images were analysed using the Matlab ® Image Processing Toolbox. After background removal and threshold setting the droplets were identified and the centroids of the drops were detected for every frame. By combining the data of all frames of one recorded sequence the trajectory of the lower drop was determined. The trajectories of all sequences with identical parameter settings were averaged and used for further analysis. In case of the fully automated high speed camera set-up (1) at least 100 drop collisions were averaged for every data point. As high speed camera set-up (2) had to be triggered manually only about 20 drop collision events were evaluated due to the higher experimental efforts. Detailed information about the applied automated image analysis and post-processing can be found in Kamp et al. (2016a) .
Stirred tank
The droplet swarm experiments were performed in a baffled stirred tank DN 150 ( ⁄ = 1) equipped with a Rushton turbine ( ⁄ = 0.33, ℎ ⁄ = 0.33) at a temperature of = 20 °C. The drop size distribution was obtained by an endoscope technique in the stirred tank and a subsequent manual image analysis. For detailed description of this set-up and endoscope technique see Maaß et al. (2011b) and Ritter and Kraume (2000) . The examined disperse phase was toluene p.a. (Merck 1.08325.2500) and continuous phase was deionised water with pH set to 7 by addition of potassium hydroxide (Merck 1.09921.0001). The total volume in the vessel was = 2.58 L with a volumetric phase fraction of disperse phase = 0.1. Three stirrer frequencies ( = 400, 550, 700 min −1 ) were investigated which yield
Reynolds numbers in the tank of Re t = 2 ⁄ > 2 • 10 9 . The corresponding mean energy dissipation rates in the stirred tank = 0.133, 0.345, 0.712 m 2 /s 3 were calculated using the impeller's power number = 3.8 in a fully turbulent flow regime (Re > 10 4 ): = ⁄ = Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016/j.ces.2016.08.028 8
Simulations
The simulations of the stirred tank were performed in this study by an integral single zone PBE (Equation 5) of the whole batch reactor with a mean energy input generated by the impeller. The basic model implementation was done with the Coulaloglou and Tavlarides (1977) submodels for drop breakage and coalescence. To avoid a violation of conservation of mass due to numerical loss of mass, a narrower normal daughter drop size distribution ( , ′ ) than proposed by Coulaloglou and Tavlarides (1977) was used (see Equation (12) in Table 1 ) using a standard deviation tolerance of = 5 (instead of 3) within . According to Coulaloglou and Tavlarides (1977) binary drop breakup was assumed ( = 2) (Kamp and Kraume, 2015) . In some parts of this work other submodels for breakage rate and coalescence efficiency were applied (see section 1.3). In that case, the model modification was indicated and discussed explicitly at this point. It was found that variations of the initial drop size distribution had only minor influence on the simulation results within the first milliseconds of the simulations. Hence, a Gaussian initial drop size distribution with mean value = 1 mm and standard deviation = 50 μm was used arbitrarily (Kamp and Kraume, 2015) . All variables and parameters are given in SI units if dimensional; 2, of the Coulaloglou and Tavlarides (1977) model has the dimension [m -2 ]. The geometric data, energy dissipation rates and phase fraction were implemented according to the experimental set-up described above. The physical quantities used are given in Table 2 .
To solve the partial differential equation of the PBE with coupled mass balance the commercial software PARSIVAL ® (Wulkow et al., 2001 ) was used. The implemented parameter estimation routine of PARSIVAL ® was used to fit the numerical parameters of breakage and coalescence rate of the different models by minimising the residual between experimental and simulated data. In this work the root-mean-square deviation (RMSD) was used to quantify differences between n experimental values and simulation results ̂:
Results and discussion
In this work systematic investigations of single drop coalescence were used to compare and evaluate different coalescence efficiency models regarding the influencing parameters relative collision velocity and drop size. Based on these results valid coalescence efficiency models were identified and drop size distributions in a stirred tank were simulated. First the validity and reproducibility of single drop experiments by analysis of droplet rise velocity is discussed. On this basis, the coalescence probabilities of two colliding drops were investigated systematically varying droplet sizes and collision velocity. With these results the different modelling approaches from literature were compared and evaluated. Moreover, restrictions of experiments and models are discussed. The coalescence efficiency submodels were fitted to the single drop data concerning drop size and collision velocity. The best model with the obtained fitting parameter was then used to perform a scale-up from these single drop investigations to a stirred tank. Using PBE the drop size distribution was simulated with the fitted Coulaloglou and Tavlarides (1977) film drainage model and compared to experimental distributions in a stirred tank DN 150.
Drop rise velocity
As the drop rise velocity is a very sensitive quantity concerning the purity of drop interface (Villwock et al., 2014a; Wegener et al., 2014) , the drop trajectory was recorded and analysed prior every experiment to ensure that no impurities were existent in the coalescence test cell. In order to establish a reference for these purity tests, the trajectories for different rising drop sizes were investigated with serious effort to avoid contaminations. For every drop size at least 100 trajectories were recorded and analysed. These were compared to theoretical trajectories calculated using the drag coefficient correlation of Feng and Michaelides (2001) (Equation (3)). Even though the correlation was developed to calculate the steady-state drag coefficient, it can also be used to describe the transient droplet trajectory quite well (Wegener et al., 2014) . By regarding the trajectory being one-dimensional in height ℎ direction Equation (2) can be transformed to a spatial-dependent form:
The virtual mass coefficient was set to = 0.75 according to Wegener et al. (2007) and Equation (20) Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016/j.ces.2016.08.028
The mean curves of the experimental trajectories were obtained by analysing at least 100 sequences per drop size. From the rise heights of the single drops the corresponding minimal, maximal and mean velocities as well as standard deviations were calculated (Kamp et al., 2016a) . At rise heights >45 mm the droplets approached the border of optical lens which focused the rays of light to the CMOS image sensor. From this point optical aberrations let the drops seem to decelerate again in Figure 1 . In fact, a constant terminal drop rise velocity was achieved. Fluctuations and higher standard deviations of the rise velocity during the first millimetres of rising are caused by the drop detachment from the lower cannula. The sessile oil drops at the lower cannula are detached by a short pulse of water through the cannula to break the adhesion of the droplet at the cannula's rim (see details in Kamp and Kraume (2014) ). Due to the tearing off from the cannula, oscillations of the drop surface are induced which diminish during the first millimetres of rising.
The comparison between the experimental data and the calculated trajectory (Equation (20)) and terminal rise velocity (Equation (1)) shows good consistence for drop sizes of = 1.5, 2.5, 2.9 mm. Only the drop rise velocity of drop size = 2.0 mm lies below the theoretical graph. The corresponding theoretical terminal drop rise velocity is 104 mm/s but the experimentally observed terminal velocity was 99 mm/s. This is an example for a slightly contaminated system in which the surface mobility is reduced due to adsorbed surfactants and, thus, the rise velocity diminishes. The complete coverage with surfactants (resulting in the drag coefficient of a rigid sphere) would result in a terminal rise velocity of 63 mm/s (determined by the drag coefficient correlation of Brauer and Mewes (1972) ). Comparing these values it can be concluded that the contamination is small but observable. For the biggest drop ( = 2.9 mm) a significant increase of the standard deviation was observed for rise heights >25 mm. This occurs due to the fact that the droplets are big enough to change to the oscillatory regime. The drop oscillations cause a variation of the rise velocity and reduce the mean velocity below the theoretical terminal rise velocity of a spherical droplet. The used correlation of Feng and Michaelides (2001) was derived for spherical drops which explains the deviations to the experiments. In conclusion, the theoretical drop rise velocities using the drag coefficient correlation of Feng and Michaelides (2001) (Equation (3)) were found to correspond to experimentally investigated drop trajectories in a non-contaminated system. By comparing the theoretical and experimental rise velocity it can be tested if the drops have a fully mobile surface and, thus, if the system is free of surfactants. With this method undesired contaminations which influence the coalescence probability can be detected prior to experimental runs.
With the knowledge of the droplet's trajectory, a drop collision with a defined velocity can be obtained by positioning a pendant drop into the rising path of the lower droplet at the corresponding height during acceleration period. The successful application of this method is shown in Figure 2 . Three mean trajectories of a rising droplet of = 2.5 mm are plotted varying the collision height with the pendant drop. The trajectories are nearly identical and overlay each other. Only at the beginning an increased standard deviation of the drop rise velocity occurs due to the mentioned oscillations caused by drop detachment. The pendant drop has no significant influence on the rise velocity and induces a deceleration only few tens of a millimetre before collision. The collision (or "contact") of the droplets is defined here as the distance at which the undeformed droplets would touch each other, thus the point where their centres of mass have a separation distance equal to the sum of their radii:
In optical observations the moment of collision corresponds (with sufficient accuracy) to the recorded frame at which the drop's borders overlap each other visually. The successful adjustment of drop sizes and relative collision velocity independently from another offered the possibility of a systematic analysis of these influencing factors which is described in the following.
Single drop investigations & model validation
It has to be mentioned here that investigating the coalescence probability is not a trivial task as the result is highly sensitive to numerous influencing factors which cannot be analysed separately in all cases. Earlier investigations showed that the influences of drop diameter and collision velocity on the coalescence efficiency superimpose each other with collision velocity having a greater influence compared to the drop diameter (Kamp and Kraume, 2014) . Furthermore, drop oscillations were identified to have significant impact on coalescence probability in single drop investigation of Scheele and Leng (1971) . These influencing parameters are discussed in this section trying to identify their impact on the coalescence probability, respectively. Additionally, the results are compared with the (partly contradictory) coalescence efficiency models introduced in Table 1 to analyse their validity.
Relative collision velocity
As the collision velocity was found to have greater impact on coalescence efficiency this parameter is discussed first. In Figure 3 the coalescence efficiency is shown against the mean relative collision velocities for all drop sizes investigated (1.5 mm ≤ / ≤ 2.9 mm). Black circles in Figure 3 indicate experiments with fully automated high speed camera set-up (1) and Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016/j.ces.2016.08.028 12 at least 100 drop collisions were recorded for every data point. Grey circles show data obtained with manually triggered high speed camera set-up (2). The gained pictures have higher quality but experiments and analysis were more time consuming so that only about 20 drop collisions were recorded per data point. With camera set-up (2) higher temporal resolutions of the coalescence process could be achieved which allowed the investigation of drop deformations during collision and determination of contact and coalescence times (data not shown). No deviations which depend on the type of set-up were observed for identical experimental parameters. As can be clearly seen, no coalescence could be observed for collision velocities above = 60 mm/s. For velocities < the coalescence efficiency scatters from 0 to 1 which can be attributed to the influence of other parameters such as the droplet size and oscillation which are discussed later. Velocities below 20 mm/s could not be achieved experimentally within the given boundaries as this would require drop distances below 0.5 mm or significantly smaller drop sizes. Figure 3 : Dependency of coalescence efficiency on relative collision velocity for all investigated drop sizes (1.5 mm < , < 2.9 mm) and the models of Coulaloglou and Tavlarides (1977) , Prince and Blanch (1990) , Henschke et al. (2002) , Lehr and Mewes (2001) and Sovova (1981) using a constant drop size = ′ = 1 mm. Experiments represented by black circles were achieved using high speed camera set-up
(1) and by grey circles using high speed camera set-up (2).
To analyse the velocity dependency of the coalescence efficiency models, the energy dissipation rate was replaced by the relative velocity with the above discussed correlation (Equation (8)). The resulting coalescence efficiency models are given in Table 3 . The dampening factor (1 + ) −3 of disperse phase within the Coulaloglou and Tavlarides (1977) model was neglected for the single drop experiments. Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016/j.ces.2016.08.028 13 Prince & Blanch (1990) with 2 
Sovova (1981) with 2, = 5 • 10
These modified models are plotted in Figure 3 using a constant drop size of = ′ = 1.0 mm and the numerical parameter values given in Table 3 . Additionally, the critical approach velocity (CAV) model of Lehr and Mewes (2001) is illustrated in Figure 3 using a critical collision velocity of = 45.8 mm/s according to Equation (18). As already discussed above, this representation shows clearly that (contrary to both the other models and the experimental data) the energy model predicts higher coalescence probability with higher velocity. The film drainage model of Coulaloglou and Tavlarides (1977) describes the experimental velocity dependency quite well, keeping in mind that Figure 3 only depicts the influence of collision velocity. The predicted decrease of coalescence efficiency by the CAV model is significantly smaller than observed in the experiments due to its hyperbolic formulation (Equation (18)). Additionally, the critical collision velocity is overestimated and should rather be ≤ 20 mm/s. The models of Prince and Blanch (1990) and Henschke et al. (2002) show identical behaviour regarding the relative velocity: a coalescence probability of 100% is only reached at a relative velocity of zero. As coalescence of all colliding drops was observed at different velocities and parameter combinations, this prediction does not depict reality. Overall, the relative velocity of the two drops during collision was approved to have a significant impact on the coalescence probability. A maximal collision velocity was found in this physical system above which no coalescence occurred. This first analysis of the dependency of coalescence efficiency models on relative velocity reveals that only the film drainage models describe the correct trend.
Drop diameter
The scattering of data points in Figure 3 for collision velocities ≤ reveals that there are more influencing factors than the collision velocity. Thus, experimental data and coalescence efficiency models are analysed further with respect to the droplet diameters. In the systematic study of the drop size the target collision velocities were = 25, 35 and 45 mm/s. These low relative velocities could only be obtained with short droplet distances of around ℎ = 0.5, 1.0 and 1.5 mm according to the solutions of Equation (20). At these short distances the drop detachment from the lower cannula induces fluctuations of the rise velocity and drop shape oscillations. Consequently, the collision velocities determined by image analysis varied significantly. In order to visualize the results, the determined collision velocities were grouped in three intervals of 10 mm/s width: 20 mm/s ≤ ≤ 30 mm/s, 30 mm/s < ≤ 40 mm/s and 40 mm/s < ≤ 50 mm/s. In Figure 4 the analysed coalescence efficiency models versus the drop diameter are shown for a constant collision velocity = 35 mm/s assuming a collision of equally sized drops to achieve a two-dimensional representation. The used model parameters are identical to the ones used in Figure 3 (see Table 3 ). Additionally, experimental data from the corresponding velocity interval (30 mm/s < ≤ 40 mm/s) is shown in Figure 4 : filled black dots represent experiments in which the colliding drop sizes were equal and grey circles indicate experiments with unequal drop sizes using the equivalent drop size according to Equation (9). It can be seen that the experimental coalescence probability increases with decreasing drop size especially for equally sized droplets but also if the equivalent drop diameter is calculated. The data point at = 2.6 mm resulting in a coalescence efficiency of = 75 % was regarded to be an outlier caused by the influence of drop oscillations (see discussion below and Figure 5b for details). The model which depicts this behaviour correctly is the coalescence efficiency of Coulaloglou and Tavlarides (1977) . All other models either show a contradictive trend (Henschke et al., 2002; Sovova, 1981) or estimate too high coalescence probabilities for the given drop diameters (Lehr and Mewes, 2001; Prince and Blanch, 1990) . Also with variation of the numerical parameters the models of Prince and Blanch (1990) and Lehr and Mewes (2001) could not be fitted to the experimental data satisfactorily. The Coulaloglou and Tavlarides (1977) model could be fitted right between the black dots of the experimental data by using a parameter value 2, with half of the value used here, but that would result in larger deviations in the three-dimensional plots shown below ( Figure 5 ). Within the chosen intervals the coalescence probability is plotted versus the drop diameters and in three-dimensional graphs in Figure 5 . The experimental values are shown together with the film drainage model of Coulaloglou and Tavlarides (1977) . The model parameter was adapted to 2, & = 2 • 10 12 m −2 using these most detailed representations and the interval's mean velocity ( = 25, 35, 45 mm/s), respectively. It can be seen that at the lowest velocities (20 mm/s ≤ ≤ 30 mm/s, Figure 5a ) the coalescence probability scatters significantly and the experimental values are higher than the prediction by the model especially for rising droplets of = 2.5 mm. As already discussed above, the low velocities required very small rise heights of the droplets (0.5 mm and below) which made the measurements challenging and susceptible to fluctuation of cannula detachment. Particularly, big drops ( = 2.5 mm) showed distinct oscillations during the short rising path which have a significant influence on the coalescence probability (see discussion below). From the plotted Coulaloglou and Tavlarides (1977) model the characteristic dependency on drop sizes can be seen. The model predicts highest coalescence efficiency for a collision of two small equally sized droplets and lowest probability for a collision of two equally sized big drops. The collision of unequally sized drops results in higher coalescence probability if the difference between the drop sizes is bigger. This trend can also be noticed in the experiments with 30 mm/s < ≤ 40 mm/s (Figure 5b ). If one neglects single outliers mostly caused by oscillating drops, the model fits the experimental data sufficiently. The same can be stated for the higher velocities (40 mm s ⁄ < ≤ 50 mm/s, Figure 5c ). Postprint: , From single drop coalescence to droplet swarms -Scale-up considering the influence of collision velocity and drop size on coalescence probability, Chemical Engineering Science, 156, 162-177, https://doi.org/10.1016/j.ces.2016.08.028
The drop diameter is probably the most important influencing factor within the population balance equation because it is the only parameter which changes during an integral PBE over time in a given physical system. Using mean energy dissipation rates results in mean (and constant) relative velocities within the models. The drop size distribution changes over time by the drop breakage and coalescence rates which only change due to varying drop sizes. Therefore, it is remarkable that the influence of the drop diameter is depicted inconsistently and even contradictorily in the modelling approaches. This fact was also discussed by Kopriwa et al. (2012) and Kamp et al. (2016b) considering also additional coalescence models. The only model describing the correct tendencies of experimental data so far is the film drainage model of Coulaloglou and Tavlarides (1977) .
A different frequently discussed parameter is the surface mobility. Due to the varying implementation of this boundary condition in film drainage models it results in significantly different models with altering dependencies on the influencing factors. The experimental data presented in this study was obtained with fully mobile interfaces (see section 3.1). In the opinion of the authors, the surface mobility indisputably has a significant impact on coalescence but should not vary the model dependency on important influencing factors like the drop size substantially. Apart from the discussed discrepancies in the coalescence efficiency models it should be noted that with all models somewhat meaningful simulation results might be obtained within the range of process conditions at which parameter estimation was performed. However, a sound extrapolation beyond this restricted range of process conditions is not possible. An important reason is that drop breakage and coalescence in general occur simultaneously and, thus, model deficiencies in PBE can deplete each other. Moreover, each submodel has (at least) one numerical fitting parameter which allows the adaption to desired experimental data. This shows the importance of the present validation method in this work. Coalescence efficiency submodels could be evaluated independently for the first time considering the impact of individual influencing parameters. Moreover, it was possible to determine the numerical parameter 2, of the Coulaloglou and Tavlarides (1977) model based on independent single drop experiments.
Drop oscillations
Due to the detachment from the cannula the rising droplet shows significant shape oscillations for the first millimetres as already discussed in section 3.1. During detachment the drop is deformed and the interface tears off the cannula's rim. The interfacial tension drives the drop back to spherical shape which causes the mentioned oscillations. This effect cannot be avoided in the experimental set-up but once effective detachment parameters (flushed water volume and pump speed) are found, the drop deformations during detachment are reproducible for a series of sequences. However, repetition runs on a different day might require slightly different detachment parameters and the drop oscillations vary accordingly. As already mentioned above, rising drops of sizes > 2.0 showed significant oscillations after cannula detachment which resulted in the deviations in Figure 5 . In Figure 6 the mean rise velocities of four sequences with identical drop sizes ( = 1.5 , = 2.5 ) over small rise heights (ℎ < 0.6 mm) are shown. Drop collisions occurred at heights where the graphs end. The four sequences differ slightly concerning detachment parameters and drop collision height which results in a collision velocity equal for two sequences respectively but differs in the oscillatory behaviour of the drops at collision. The standard deviations of the averaged sequences are relatively small and only shown for one graph exemplarily. The oscillation of the droplets can be identified from the amplitudes of the mean rise velocity: on the one hand the drag coefficient changes by drop deformation and the actual three-dimensional deformations change the centroid of the two-dimensional image, on the other hand the image analysis seems to detect a slightly shifted drop centre due to different illumination and, thus, detection of the drop borders. Local minimal values in the mean rise velocity over height approximately correspond to a horizontal elongation and maximal values to a vertical elongation of the drop. The maximal and minimal diameters of the deformed drop reached approximately 2.5 ± 0.1 mm which corresponds to variations of ±4% of the drop diameter. Still, these fluctuations are significant as the drop rise heights are small (ℎ < 0.6 mm). The corresponding coalescence probabilities of the two sequences with equal collision velocities differ significantly. At a collision velocity of ≈ 24 / the coalescence probability results in = 97.3% and 36.3%. The higher collision velocity of ≈ 28 / yields coalescence probabilities of = 95.3% and 24.3%. It can be stated that the oscillation of the drops differ for the four experiments shown in Figure 6 . However, the exact oscillatory state of the droplets during collision cannot be identified from the fluctuations of the mean rise velocity. Scheele and Leng (1971) found that the oscillatory state of drops during collision had a significant impact on the coalescence probability in their experiments. The authors investigated anisole drops in water which collided horizontally in their test cell. Limited by the use of analogue high speed camera recordings only 23 high speed sequences could be recorded and analysed. The authors identified the maximal amplitude of the oscillation being 20% of the drops' diameter. Scheele and Leng (1971) found coalescence if the oscillatory state was changing from maximal horizontal elongation and transition to vertical elongation. In contrast, repulsion was reported if the drops collided at an oscillatory state around the maximal vertical elongation and transition to horizontal elongation. In the present analysis the amplitude of the oscillation was significantly smaller and a clear trend could not be found due to the limited analysis of mean values. Every single droplet shows slightly different oscillation behaviour due to small fluctua- tions in the detachment from the cannula and other experimental conditions. To be able to develop conclusive statements of the oscillatory state influencing the coalescence probability it would be necessary to correlate the oscillation of every single collision with the coalescence or repulsion events. Unfortunately, the developed image analysis is not able to provide this information yet but will be done in future analysis. In general, it can be confirmed already from these investigations based on mean values that the oscillatory state of the colliding drops has a significant influence on the coalescence probability. In technical applications with turbulent flow patterns these fluctuations are random and probably of no special interest in PBE simulations because the effect can be described by the statistical approaches of coalescence models. But for single drop investigations care has to be taken that the impact of drop oscillations does not superimpose other influencing factors.
Transfer to droplet swarms
The findings from the single drop investigations were used to simulate experiments in a lab scale stirred tank DN 150 (see section 2.1 for details) with the same physical system toluene/water at a disperse phase fraction of = 10%. In these experiments the drops are about one order of magnitude smaller (200 -600 µm) and the absolute flow velocities within the stirred tank are in the order of ≈ 1 m/s (Maaß et al., 2009) . But for coalescence the relative velocity of droplets flowing within the continuous flow is important and can be estimated by Equation (8). For the investigated stirred tank the relative velocities between the droplets result in ≈ 50 − 100 mm/s using the mean energy dissipation rates within the whole vessel induced by the impeller (values see section 2.1). Hence, the relative velocities studied in the single drop investigations (section 3.2) were in the same relevant range. Drop shape oscillations of smaller drops are dampened by higher capillary forces due to higher relative surface, but turbulent fluctuations in the stirred tank induce pressure fluctuations on the drop surface which also deform the drops. Obviously, the local energy dissipation rate within the stirred tank differs significantly from this mean value (Maaß et al., 2009; Stoots and Calabrese, 1995) and, thus, relative velocities between the drops as well as breakage and coalescence rates vary depending on the position in the vessel (Park and Blair, 1975) . Stoots and Calabrese (1995) found that the energy dissipation rates near the impeller tips can exceed 3 -10 folds the mean energy dissipation rate within a stirred tank. Wu and Patterson (1989) estimated maximum energy dissipation rates in the trailing vortices being about 15 times higher than the mean energy dissipation rate. With CFD simulations Maaß et al. (2009) obtained a ratio of maximum and mean energy dissipation rate ⁄ = 25. Park and Blair (1975) measured the drop size distribution at four positions in a stirred tank using the system MIBK/water. They found a change of drop size distribution from smaller drops near impeller to bigger drops in the circulation region. However, the observed difference in drop size was only around 16% between the regions. An explanation is that the zones of high energy dissipation rates are very small compared to the whole tank volume and high volume flow rates are passing these zones near the impeller. Additionally, in fully turbulent flow regime the whole tank is mixed intensively. Therefore, the deviations in drop size distribution are balanced fast within the stirred tank. Accordingly, Ritter and Kraume (2000) did not find significant dissimilarities between drop size distributions measured at different positions in a stirred tank using the system toluene/water. As a result, reasonable results can already be obtained using mean values in an integral simulation (Maaß et al., 2010) . To keep the complexity and influence of other factors as small as possible, in this study an integral single zone PBE simulation of the whole batch reactor with mean energy dissipation rate was performed. The temperature difference of 5°C between single drop experiments and stirred vessel measurements does not influence the coalescence behaviour. The temperature influence was investigated (data not shown) but no significant differences could be found in coalescence probability of single drops even for higher temperature differences.
From single drop experiments the film drainage model of Coulaloglou and Tavlarides (1977) was identified to describe the coalescence probability satisfactorily for the investigated parameters in contrast to the other evaluated modelling approaches. In a first approach the breakage rate and the collision frequency were also modelled by the submodels proposed by Coulaloglou and Tavlarides (1977) . Numerical parameters are needed to apply the population balance equation to a specific system. In literature a broad variety of parameter sets can be found (Maaß, 2011; Ribeiro et al., 2011) because interdependencies between the numerical parameters exist (Ribeiro et al., 2011) . For that reason, different parameter combinations can lead to the same ratio between drop breakage and coalescence rate which results in identical simulations (at least in steady state). Ribeiro et al. (2011) discussed the proportional dependency between the preexponential parameters 1 and 1 for steady state simulations in detail. As drop breakage is not in the focus of this work but inevitable to simulate a stirred vessel, appropriate parameters ( 1 , 2 ) from the literature were used and compared (see Table 4 ): the original parameters of Coulaloglou and Tavlarides (1977) , 1 and 2 from an earlier publication (Kamp and Kraume, 2015) and breakage parameters estimated from single drop experiments by Maaß and Kraume (2012) . The numerical parameter of the coalescence probability model of Coulaloglou and Tavlarides (1977) was set to 2 = 2 • 10 12 m −2 according to the single drop experiments discussed in section 3.2. Due to the fixed determination of 2 the parameter 1 must be adapted in order to avoid a shift between the breakage and coalescence rate. Therefore, primarily the numerical parameter 1 was fitted to experiments in the stirred vessel at a stirrer frequency of = 550 min −1 . The resulting parameters sets are shown in Table 4 .
The experimentally determined Sauter mean diameters 32 within the stirred vessel for different stirrer frequencies ( = 400, 550, 700 min −1 ) are shown in Figure 7 together with the performed simulations. It can be seen that the steady state (constant drop size distribution and, therefore, constant Sauter mean diameter) is reached within the first seconds of the experiments. The experimental procedure did not allow drop size distribution measurements before the first data points because the triggering and image acquisition with the endoscope probe took at least 30 seconds. The logarithmic scale was chosen to depict the different transient behaviour of the simulations in the first seconds after start of the impeller. The simulations using the adapted parameters from Coulaloglou and Tavlarides (1977) (parameter set (b) ) and Kamp and Kraume (2015) (parameter set (d)) could be fitted well to the data with a stirrer frequency = 550 min −1 . But significant deviations between the experimental data and simulations with different stirrer frequencies can be observed. The difference between simulation and experiment data at = 700 min −1 is around −20 from the mean value which almost lies within the experimental uncertainty (cf. variations of steady state 32 ). The Sauter mean diameter at = 400 min −1 is overestimated by about 70 μm (≈ 15%). The overall root-mean-square deviations for both parameter sets are about = 50 μm (see Table 6 ). The deviations with variation of the energy dissipation rate (here induced by the stirrer frequency) was also reported in earlier investigations (Kamp and Kraume, 2015; Maaß et al., 2010) . It is remarkable that the two simulations using the adapted parameter sets of Coulaloglou and Tavlarides (1977) and Kamp and Kraume (2015) result in nearly identical steady states of 32 although the parameters 1 and 1 vary by several orders of magnitude. But the ratio between the parameters 1 / 1 and the value of 2 do not vary considerably which confirms the findings of Ribeiro et al. (2011) . The absolute values of 1 and 1 influence the transient behaviour significantly. The by two orders of magnitude higher breakage and coalescence rate of the adapted Coulaloglou and Tavlarides (1977) parameters show a proportionally faster decrease of 32 over time. This also shows that the transient behaviour of a simulation can be adapted easily using this dependency. This applies in the same manner to the breakage rate as well as to the coalescence rate of PBE simulations. In Figure 8 breakage and coalescence rate of the Coulaloglou and Tavlarides (1977) model are shown using the parameter set (b). The coalescence rate is plotted for collisions of equally sized drops in order to allow a two-dimensional representation (cf. Figure 5) . Variations of the pre-exponential parameters 1 and 1 change the values of the breakage and coalescence rate proportionally (vertically in Figure 8 ). A shift of the graphs to smaller or bigger drop sizes (horizontally in Figure 8 ) can be achieved by altering the exponential parameters 2 and 2 which does not vary the maximum values of the rates. From the representation in Figure 8 already a rough estimation of the resulting drop sizes can be given: in steady state the breakage and coalescence rate have to result in non-zero values at these drop sizes. Smaller drop sizes would only coalesce and bigger drop sizes would only break. In Figure 8 breakage and coalescence rate both result in significant values for drop sizes between 200 μm and 800 μm varying with the impeller speed. It becomes apparent that the values of coalescence and breakage rate differ by ten orders of magnitude. This has to be explained by the definition of the PBE (Equation (5)): in breakage events only one mother drop is involved which is represented by the number density function ( , ) in Equation (5) whereas in case of coalescence always two mother drops interact and, thus, the number density function ( , ) appears two times in the coalescence source terms in Equation (5). Considering that there are several billions (10 9 ) of drops per cubic meter present in the simulations, the resulting death and birth terms of coalescence and breakage are in the same order of magnitude.
The simulations using the breakage parameters from single drop experiments of Maaß and Kraume (2012) (parameter set (f)) do not describe the experimental data due to the low breakage rate and, thus, too slow transient behaviour ( = 158 μm). The experimental steady state values were not reached in these simulations before a simulation time of about 14 hours. The slow transient behaviour is caused by a too small breakage rate which is the determining part during the decrease of drop sizes. Maaß and Kraume (2012) only investigated the drop breakage and, thus, did not determine coalescence parameters. It has to be mentioned that the sole breakage rate model of Coulaloglou and Tavlarides (1977) was not focus of their work and no parameter set was found to fit the single drop experiments in a satisfying manner. Thus, it is not surprising that these simulations did not provide accurate results. By increasing the breakage and coalescence rate proportionally it was possible to find parameter values of 1 and 1 (parameter set (g)) with which the steady state 32 is reached after one minute. The description of the experimental data is comparable to the simulations discussed above (parameter sets (b) and (d)) with a mean deviation of = 59 μm. Maaß and Kraume (2012) achieved better breakage parameter fits by combining their developed breakage time with other breakage probability models (Alopaeus et al., 2002; Chen et al., 1998) .
In Table 4 additional parameter sets from different authors are given for comparison to the parameter sets obtained in this study. Most authors in Table 4 investigated the drop size distribution in stirred vessels using various physical systems. Two authors studied different set-ups: Azizi and Taweel (2011) applied static mixers to create the liquid/liquid dispersion, and Jildeh et al. (2014) determined parameters for Kühni extraction columns with several oil/water systems (using a different breakage model). The parameters from literature fit quite well to the parameter sets obtained in this study. Especially the coalescence efficiency parameter 2, = 2 • 10 12 determined by single drop experiments in section 3.2 fits in the range of parameter values available in literature.
The apparent deviations of the simulations concerning the impeller frequency are mainly caused by the breakage kernel of the Coulaloglou and Tavlarides (1977) model. The authors tested several different coalescence submodels (data not shown) and were not able to reduce the dependency on the energy input. Therefore, the breakage submodel of Chen et al. (1998) was implemented which performed better in the single drop breakage experiments of Maaß and Kraume (2012) . As can be seen in Figure 8 the breakage rate of Chen et al. (1998) shows a less pronounced dependency on the energy dissipation rate (or stirrer frequency) than the breakage rate of Coulaloglou and Tavlarides (1977) . The numerical parameter 1 as well as the additional breakage parameter 3 were fitted to the experiments with stirrer frequency = 550 min −1 . Additionally, the pre-exponential parameters 1 and 1 had to be increased by two orders of magnitude (parameter set (p)) to depict the fast transient behaviour of the experiments (see Table 5 and Figure 7) . The lower impact of energy dissipation rate on the breakage rate of Chen et al. (1998) decreases the variation of steady state Sauter mean diameters 32 with stirrer frequency. Therefore, the simulations predict all experiments within the experimental deviations and result in a mean deviation of = 15 μm. (13) and (14)) with different parameters sets (see Table 4 and Table 5 ). C&T 700
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Figure 8: Breakage and coalescence rates at varying stirrer frequencies using the models of Coulaloglou and Tavlarides (1977) and Chen et al. (1998) with the parameter sets (b) and (p) given in Table 4 and  Table 5 . (Corrected erratum: increasing / decreasing stirrer frequency: n↓ / n↑) Overall, the experimental data could be simulated adequately using the coalescence efficiency parameter 2, from the single drop experiments which is quite intriguing keeping in mind that these single drop experiments were a simplification of the complex interactions within turbulent droplet swarms. Moreover, the investigated single drops were about one order of magnitude larger than the measured drop sizes in the stirred vessel. This shows that the systematic investigation of single drop coalescence provided the successful determination of the coalescence parameter 2, independently from the drop breakage for the first time. Before, the numeric parameters were fitted together to drop size distributions of systems in which drop breakage and coalescence occurred simultaneously. Due to interdependencies between these parameters no distinct and independent parameter could be determined in the past. Additionally, only small amounts of the investigated process liquids are necessary for single drop experiments in contrast to lab or pilot plant scale experiments with dynamic drop swarms.
Summary and outlook
Investigations using PBE consist of various submodels with numerical parameters which are not determined a priori. An independent evaluation of submodels (especially for coalescence) was not possible up to now. Commonly, the parameters are fitted to (transient) drop size distributions of dynamic multiphase systems in which breakage and coalescence occur simultaneously. Additionally, the numerical parameters show interdependencies and parameter sets can be found in literature with divergent values in several orders of magnitude. Due to the lack of well proved PBE models it might occur that inconsistencies in submodels compensate each other which leads to proper results for the fitted case but does not allow any extrapolation. Thus, fitted simulations to experimental data do not provide a reliable framework for extrapolation and scale-up without sound validation. This work provides experimental single drop data as a basis for model validation regarding different important influencing factors on coalescence individually: relative collision velocity (or energy dissipation rate) and drop diameter. Additionally, the impact of drop oscillations on coalescence probability is discussed. Based on the single drop data, five different coalescence efficiency models were evaluated and discussed. The film drainage model of Coulaloglou and Tavlarides (1977) describes all investigated influencing factors in the correct manner. Independent from drop breakage the numerical parameter of coalescence efficiency 2, could be fitted to single drop data for the first time.
With the obtained parameter 2, it was possible to successfully simulate a stirred vessel using the PBE framework. The apparent interdependencies between numerical parameters are shown and discussed. Additionally, results from earlier single drop breakage investigations were considered which increased the accuracy of the simulation results. In conclusion, a successful scaleup from single drop experiments to the description of turbulent droplet swarms in a stirred vessel was performed. The presented results show that a sound scale-up is possible using population balance equation simulations even without maintaining geometric similarity.
In ongoing studies, the presented systematic coalescence probability investigations can be used to evaluate other modelling approaches and develop new ones. Additionally, further influencing factors (e.g., phase properties, species and concentration of surfactants and ions) can be investigated systematically using the presented methods. Based on sound experimental data, reliable coalescence models can be developed which might describe the important influencing factors properly and allow a robust extrapolation and equipment design in industrial scale.
