Lever pressing by three rhesus monkeys was maintained under a two-lever concurrent schedule of cocaine reinforcement. Responding on one lever (constant-dose lever) produced a constant dose of 0.05 or 0.1 mg/kg/injection arranged according to a variable-interval 1-min schedule. Responding on the other lever (variable-dose lever) produced a comparison dose of cocaine (0.013 to 0.8 mg/kg/injection), also under a variable-interval 1-min schedule. The two variable-interval schedules were made nonindependent by arranging that the assignment of a reinforcer by one schedule inactivated the second schedule until the assigned reinforcer had been obtained. This modification ensured that the two cocaine doses were obtained with approximately equal frequency, regardless of the distribution of the subject's responding. Preference, indicated by relative response frequency on the variabledose lever, was almost always for the larger of the doses and was a monotonic function of the comparison dose, except at the highest doses. Preferences at the highest comparison doses may have resulted from the low overall response rates exhibited at these doses. Relative response frequencies on the variable-dose lever roughly matched relative reinforcer magnitude (mg/kg/injection available on the variable-dose lever divided by the sum of mg/kg/injections available on each lever).
In a study by Iglauer and Woods (1974) , rhesus monkeys preferred the larger of two simultaneously available cocaine doses. Each dose was associated with a specific lever and was made available according to a variableinterval (VI) 1-min schedule. Both variableinterval schedules operated concurrently and independently. The measure of preference for a dose was the relative response frequency exhibited on the lever associated with that dose.
Under this procedure, Iglauer and Woods also observed approximate equality (matching) between the relative response frequency on a lever and the relative drug intake ob-'This research was supported by USPHS grant DA 00154 and was conducted in facilities fully accredited by the American Association for Accreditation of Laboratory Animal Care. Mark Llewellyn was supported by a research scholarship grant from the Addiction Re- (Brownstein, 1971; Catania, 1963a; Chung and Herrnstein, 1967; Herrnstein, 1961; Hursh and Fantino, 1973; Ten Eyck, 1970) . A striking feature of the Iglauer and Woods data was the frequent occurrence of exclusive preferences for the higher cocaine dose. In such cases, the relative frequency of responding on one lever exceeded 0.99, and/or all reinforcements were obtained on only one lever. Such exclusive preferences were an extreme case of a more general occurrence, for comparisons in which two different doses were available, of a marked inequality in the number of reinforcers obtained via each lever. Similar extreme differences in reinforcer distribtltion have not been reported in most previous studies in which different magnitudes of nutritive reinforcers have been available under equal-valued concurrent schedules (Brownstein, 1971; Catania, 1963b; Squires, Delbruck, and Peterson, 1972; Walker and Hurwitz, 1971) . In the Iglauer and Woods study, dose was held constant on one lever and various comparison doses were tested on the other lever, with the intent of ranking the comparison doses with respect to their reinforcing efficacy. However, the occurrence of exclusive preferences led to a difficulty in interpretation of the results, since if two doses were each exclusively preferred to the standard dose, it was impossible to state the reinforcing efficacy of these two doses relative to each other. Nevertheless, it was also true that monkeys' preferences were sensitive to differences of as little as 0.017 mg/kg/injection between the constant dose and the dose on the other lever.
In the present study, the two concurrent VI 1-min schedules no longer operated independently. Assignment of a reinforcer by one variable-interval schedule resulted in cessation of both variable-interval schedules until after the assigned reinforcer had been obtained (Stubbs and Pliskoff, 1969) . In this manner, the distribution of reinforcement was fixed so that approximately equal numbers of each available dose were delivered in each session. The intent of this modification was to maintain the sensitivity of the concurrent-schedule procedure and at the same time to obtain preferences that were graded according to the difference between the doses. With the exception of this modification, the schedule conditions of the present study were the same as those of Iglauer and Woods (1974; p. 181-182 (Deneau, Yanagita, and Seevers, 1969; Yanagita, Deneau, and Seevers, 1965 (Deneau et al., 1969 Figure 1 . Sessions consisted of repeating cycles of four conditions. Each cycle began with illumination of the yellow center-lever light and of the white houselight overhead (Condition 1). In the presence of these stimulus conditions, depression of the center lever (fixed ratio 1) turned off the yellow center-lever light and turned on the green and the red side-lever lights. In the presence of the white houselight and the red Fig. 1 . Diagram of one cycle of the procedure. Each box represents one possible state. Numbers on the left refer to successive experimental conditions. At the start of a cycle, the yellow center-lever light and white houselight are illuminated, and the side-lever lights are dark (Condition 1). A single center-lever response extinguishes the center-lever light and turns on the green and red side-lever lights (Condition 2). Responding on either side-lever during the concurrent VI 1-min VI 1-min link leads to injection of one of two drug doses (Condition 3). During reinforcement, the houselight is blue and all lever lights are darkened. A 5-min timeout of total darkness follows reinforcement (Condition 4), after which the initial-link conditions are re-instated. Changeover delay (COD) . When a monkey switched (changed over) from one side-lever to the other, the first response on the switched-to lever was ineligible for reinforcement, as were all responses on this lever during the next 1.5 sec. In addition, when a right-lever response and a left-lever response occurred simultaneously, neither response was reinforced. Following simultaneous responding, the next single response on eitlher side-lever was ineligible for reinforcement and also initiated a 1.5-sec COD period. The first variable-interval response in a cycle never resulted in a COD and was always eligible for reinforcemnent. Analysis of data. Absolute response rate on a side lever was calculated by dividing the total number of responses on that lever in the variable-interval component by the total variable-interval time. To calculate relative response frequency on the variable-dose lever, the total number of responses on the variabledose lever during the variable-interval component was dividedl by the sum of the responses on the variable-and constant-dose levers duiring that component.
Relative dose (i.e., relative reinforcer magnitude) was computed by dividing the variable dose size by the sum of the variable-dose and the constant-dose sizes. All measures presented were calculated for each of the five criterion sessions of a determination and then averaged across these sessions.
RESULTS

Concurrent Variable-Interval Performances
With comparison doses lower than the constant dose, relative response frequencies on the variable-dose lever were less than 0.5 ( Figure  2 , left side; Table 1 , Column 7). With comparison doses greater than the constant dose, relative response frequencies on the variabledose lever were greater than 0.5. Thus, the higher of the two doses available was always the preferred. When the variable dose was equal to the constant dose, the relative response frequency on the variable-dose lever was approximately 0.5 for all three subjects.
As the dose on the variable-dose lever was increased, preference for this dose increased up to the dose just larger than the constant dose (i.e., in the case of Boris, 0.1 mg/kg/inj; in the case of the other two monkeys, 0.2 mg/kg/inj). Hourly drug intake was an increasing function of the comparison dose. As the upper sections of the graphs in Figure 3 show, the lowest overall variable-interval rates of responding were associated with the highest rates of drug intake.
Latencies. For each monkey, mean latency to respond on the center lever after a variabledose injection was usually approximately equal to the latency to respond after a constant-dose injection (Table 1, Columns 10 and 11). Exceptions to this rule were observed at the highest comparison doses presented. With Rico, for example, the mean latency to respond after an injection of 0.8 mg/kg was four to eight times greater than the latency to respond after a constant-dose injection of 0.1 mg/kg in the same session. Similar differences in latencies following the constant and variable doses were seen in Rodney at comparison doses of 0.4 or 0.8 mg/kg/inj and in Boris when the comparison dose was 0.4 mg/ kg/inj. Apart from these cases, latency appeared unrelated to the preceding dose.
DISCUSSION
In the present procedure, the independence of the two concurrently operating variableinterval schedules was constrained to ensure delivery of equal numbers of injections via each schedule; monkeys reliably preferred the larger doses of cocaine. If relative response frequency on the variable-dose lever is taken as a measure of the reinforcing efficacy of the comparison dose, relative to the constant dose, it may be concluded that the larger of the two doses of cocaine is the more reinforcing. In this respect-the present findings confirm those of Iglauer and Woods, in whose procedure the two variable-interval schedules were independent. Further support for this conclusion is Fig. 3 . Absolute variable-interval response rates (responses/sec) and hourly drug intake (mg/kg/hr) plotted against dose on the variable-dose lever. Doses are logarithmically spaced. The constant dose is indicated on each graph under the monkey's name. The bottom portion of each graph shows absolute variable-interval rates on the constant-and variable-dose levers; data are from the criterion sessions at each determination. With repeated determinations in a sequence, only the first is joined to the line. The top portion of each graph shows overall absolute variable-interval response rates and hourly drug intake for each dose comparison; data for each animal are averaged across determinations. Precise evaluation of the practical minimum requirement was not possible with the present data-collection methods. However, the applicability of the argument may be assessed in the light of overall rates of responding (Figure 3) . The theoretical minimum response requirement on each lever entails a minimum response-to-reinforcer ratio of two on each lever. When overall response rates are relatively high, the ratio of responses to reinforcers is relatively large. Therefore, even with a large proportion of responses occurring on the preferred lever, the minimum response to reinforcer ratio requirement on the nonpreferred lever may be satisfied. Consequently, a wide range of preferences is possible in the high-rate case. However, when the overall response rate is low, the ratio of responses to reinforcers is relatively small. Thus, a far smaller proportion of responses is labile, and the range of preferences possible is restricted by the schedule demands. Figure 3 shows that in the high-dose comparisons, all monkeys' rates of responding were usually extremely low and at these doses, preference was asymptotic (Figure 2 ; Table 1 , Column 7).
Low response rates have been observed in a number of studies in which intravenous injection of cocaine has served as the reinforcer (e.g., Dougherty and Pickens, 1973; Downs and Woods, 1974; Johanson and Schuster, 1975) . The 5-min timeout used in the present study and in that of Iglauer and Woods (1974) introduced a fixed delay between cocaine de-livery and the onset of the variable-interval component. A further, variable delay, the duration of which was determined by the monkey's behavior, was imposed by the requirement of a center-lever response to initiate the variable-interval component. The intent of these two delays was to minimize the influence of the preceding cocaine injection on variableinterval responding. At all but the highest comparison doses, these procedures appeared to be successful, since across monkeys overall variable-interval response rates were not systematically related to comparison dose over the lower portion of the dose range (upper sections of graphs in Figure 3 ). In addition, in this portion of the comparison-dose range, the latency to respond on the center lever appeared to be unrelated to the magnitude of the preceding injection.
However, after injections of the highest comparison doses, marked increases occurred in the latency to respond on the center lever. At the same time, in such high comparisondose sessions, the variable-interval response rates were very low, as discussed above. Taken together, these observations suggest, first, that at most comparison doses, preference was not affected by cocaine's general response-disrupting properties. Second, the occurrence of much lower overall variable-interval response rates at higher comparison doses suggests that in these sessions, response-disrupting effects of cocaine persisted beyond the duration of the two delays (a finding also observed by Iglauer and Woods, 1974 ). An apparent consequence of these effects of cocaine was, as we have argued above, that preference slhowed no further increases as the comparison dose was increased beyond 0.2 (Rico and Rodney) or 0.1 mg/kg/injection (Boris).
In concurrent variable-interval procedures in which different frequencies of a given magnitude of reinforcement are available under each variable-interval schedule, a common finding is that the relative response frequency on each manipulandum approximately matches the relative amount of reinforcement obtained via each lever (Herrnstein, 1970 Figure 2 . Deviations from matching were greater than those observed by Iglauer and Woods; however, these deviations were less than commonly reported in nonindependent concurrent variable-interval schedules (e.g., Herbert, 1970; Menlove, Moffitt, and Shimp, 1973; Schneider, 1973; Walker and Hurwitz, 1971 ).
In conclusion, the major findings of the present study are that under a nonindependent concurrent variable-interval schedule of cocaine reinforcement, rhesus monkeys prefer the larger of two doses of cocaine, that the degree of preference is generally dependent on the magnitude of the comparison dose, and that preference roughly obeys the matching law. If relative response frequency is considered an index of reinforcer efficacy, then these findings suggest that the reinforcing efficacy of cocaine is a function of dose per injection. Although it is not entirely clear why at higlh-dose comparisons the relationship between relative response frequency and dose reached an asymptote, dose-related low rates of responding may account for this finding.
