It is shown that the well known sum rules for oscillator strengths for Hydrogen atom can be generalized to a whole class of sum rules. The sum rules have contributions from the discrete and the continuum parts of the spectrum neither of which can be calculated in closed analytical form but can be calculated numerically. The numerical calculations are carried out to check the validity of the sum rules. The procedure for constructing sum rules for general potentials is discussed. Generalizations of Kramers relations and the Virial theorem are discussed.
Introduction
The sums of the squares of the amplitudes of the electric dipole matrix elements weighted by a power of the frequency of the incident radiation provide measures of the response of an atom to radiation incident upon it and have many useful applications (Jackiw 1967 , Bethe 1964 . In this study we examine the generalization of the sum rules for oscillator strengths to the sums of the squared amplitudes of matrix elements for excitations caused by a perturbing potential weighted by powers of the energy differences between the initial state and the excited states connected to the initial state by the perturbation. This report contains an extension and generalization of the results given by Jackiw (1967) and Bethe (1964) and other research work from the early days of Quantum Mechanics (Kramers 1926 ).
Classical treatment:
The energy of an oscillating dipole is related to the energy of a simple harmonic oscillator (SHO) and is given by
where A is the amplitude of the oscillation of the SHO, M and ω are the mass and frequency of the oscillator D is the peak value of the dipole moment and e is the fundamental unit of charge. The rate of energy loss by the oscillating dipole is
where p = D cos ωt is the instantaneous value of the dipole moment. The average over many oscillations yields
from which we can extract the damping coefficient
where α e is the fine structure constant.
Quantum treatment:
Einstein B coefficient:
Using time independent perturbation theory and the Rotating Wave Approximation it may be shown that the Einstein coefficient for absorption from a quantum state φ a to a quantum state φ b by dipole radiation (Foot 2013 ) is
where r ba =< φ b |r|φ a > is the dipole matrix element. The spontaneous emission rate can be inferred using the Einstein relation
and may be compared with γ evaluated classically. If the Compton wavelength λ is used as the scaling distance then λ = M c and A ba = 4 3 α e ω ba M c 2 ω ba |r ba | λ 2 (7) It can be seen that the classical and Quantum expressions for γ correspond if the expression in square brackets has the value 1/2 which is the case for the quantum SHO that we consider next.
3-d Oscillator:
Using the spherical harmonics the ground state and the first excited state of the 3-dimensional oscillator may be given in the form
in terms of the scale length λ = Mω . The dipole matrix element may be evaluated to give |r ba | = λ √ 2 yielding the Einstein coefficient
in exact agreement with the classical result. This exact correspondence between the classical and quantum results had been known from the early days of Quantum Mechanics. We next examine the Hydrogen atom to see whether this correspondence has general validity.
Hydrogen atom:
The ground state and the first excited p-state of the Hydrogen atom are φ a = 1 πa 3 0 exp − r a 0 (11)
where the scale length a 0 is the Bohr radius which is related to the Compton wavelength by a 0 = λ αe . The dipole matrix element may be evaluated to give |r ba | = a 0 2 15 /3 10 . The angular frequency of the radiation is ω ba = 3/8 α 2 e M c 2 / and ω ba a 0 /c = 3/8 α e . These relations may be used to give
from which the lifetime of the 2p state can be calculated to be approximately 1.6 nanoseconds.
The ratio a 0 /c is the time taken by light to travel a distance a 0 . The last form of the expression in terms of the Compton wavelength exhibits the correct cubic dependence on α e where two powers of α e arise from the dependence of the energy levels on the electromagnetic interaction and a further power of α e arises from the electromagnetic interaction responsible for the emission of the photon.
It is clear that the oscillator strengths provide a vital link between theory and the experimental study of the response of a quantum system to radiation incident upon it.
Dipole Sum rules
For a Hamiltonian with a potential which depends only on the position with eigenstates denoted by |m , where the index m can take values which span both the discrete and continuous spectrum,
It is evident that the matrix elements of a perturbing potential V 1 taken between the eigenstates of H 0 satisfy the sum rule
where we have utilized the completeness relation satisfied by the full set of eigenstates of H 0 to eliminate the sum over the discrete and continuum eigenstates. A sum rule for the dipole matrix elements may be derived by choosing V 1 = r which leads to If the relation
is valid then the sum rule may be expressed in the form
Proceeding along these lines we can establish a hierarchy of sum rules (Jackiw 1967) . However the sum rules are only meaningful when the two sides of the equality lead to finite values. The number of sum rules which lead to finite sums will depend on the potential and the angular momentum of the initial state. The sum rules for Hydrogen can be used to illustrate how a finite number of useful sum rules arise for a specified angular momentum of the init1al state in a Coulomb potential.
Sum rules for the 1S state of Hydrogen
The Coulomb potential of an electron in the field of a proton can be given in the equivalent forms
using the Bohr radius a 0 as the scaling length. The eigenstates of the electron will be denoted by |nlm . We first examine the sum rules arising from the dipole operator r cos θ = a 0 z, expressed in terms of a dimensionless z, which can cause excitation from |100 to the states |n10 with n > 1. Since E n = −α 2 e M c 2 /(2n 2 ) for the discrete states and E k = 2 k 2 /(2M ) = α 2 e M c 2 q 2 /2, where q = ka 0 is dimensionless, we consider the dimensionless quantities
which are simply related to the sums expressed in terms of k n and k considered in (22) earlier by a multiplicative factor. The dipole matrix elements can be explicitly evaluated to be
and the integration variable may be changed by the substitution q → tan u to express S J in the form
According to the sum rules derived earlier we should find that 
verifying that the addition of the discrete sums which included the first 2000 terms and the numerical integrations of the continuum contributions indeed converge towards the values stipulated by the sum rules.
It is interesting to note that both the discrete and continuum contributions to S J can be viewed as arising from integrals of the same integrand integrated along different contours. To show this we first note that
and treat n as a continuous variable and transform to a new variable v = n −1 so that dn = −v −2 dv. These manipulations lead us to consider the integral
which has poles at v = n −1 for integer values of n in the complex v plane. If the contour C is chosen as a closed path C 1 surrounding all the poles along the positive real v axis except the pole at v = 1 then the contribution from the discrete states to S J is equal to the sum over the residues at the poles of the integrand and the continuum contribution to S J is equal to the contribution arising from a line integral of the same integrand taken along the contour C 2 which is the positive imaginary v axis.
Constructive Approach to Sum rules
A constructive approach to the study of sum rules of all orders would be to consider the hierarchy of functions defined by
which can all be calculated directly if H 0 and V 1 are given. We associate a scaling length a with the potential V 0 so that dimensionless operators can be used to construct the sum rules. We note that m | V 1 H 0 − E m J V 1 | m will give rise to a sum rule of order J when a complete set of states is inserted anywhere between the J factors of (H 0 − E m ) which lie between the the first and second V 1 . There are (J + 1) different ways of doing this. In terms of F K and the wave numbers the sum rules can be expressed in the form
with obvious generalization to higher orders. It is also evident that the sum rule of order J may be expressed in terms of the overlap of any combination of F K and F N as long as K + N = J.
The scheme outlined above may be illustrated with the example of the Hydrogen atom when the state |m is the 1S state. For the dipole excitations it is appropriate to consider the Hamiltonian for the radial Schrödinger equation partial wave l = 1 and the solutions F K can be factorized in the form
where Y 10 is a spherical harmonic. In terms of the dimensionless variable ρ = r/a 0 ,
and the first few members of the sequence ofF + m arẽ
The sums S J considered earlier may now be expressed in terms of F m as
in agreement with (36) -(39), verifying the efficacy of the constructive approach to the evaluation of the sum rules. The constructive approach provides a general method for generating the sequence of functions F K and the evaluation of the sum rules reduces to the evaluation of the overlap integrals of F K .
Until now we have examined sums weighted by positive powers of the energy differences. But the general approach outlined in this section suggests that the procedure may be generalized to negative values of J. This will be examined next.
Sum rules of negative order
It is possible to study sums of squares of matrix elements weighted by negative powers of the energy differences by extending the system of equations (46) and (47) to negative values of m.
For simplicity we first consider the case such as the ground state 1S of Hydrogen, when the operator H 0 has bound state eigenfunctions for angular momentum l and energy E m but does not have normalizable solutions of angular momenta L ± 1 at energy E m and will return the more general case later. For the simpler case, if we define G J = F −J , the appropriate system of differential equations is
which may be solved. In general differential equations with source terms present on the right hand side can have arbitrary amounts of solutions of the homogeneous differential equation added to any solution of the inhomogeneous differential equation and the boundary conditions satisfied at the origin and in the asymptotic region depending upon V 1 and the boundary conditions satisfied by G 0 need to be taken into account in choosing an appropriate G K . However for the simpler case, such as the ground state of Hydrogen, such complications do not arise. In terms of the solutions to (61) and (62) the sum rules of negative order become
where we have explicitly indicated (J + 1) representations of the sum rule not all of which are distinct because the overlap of G K and G N is the same as the overlap of G N and G K for real functions.
We illustrate the procedure for the ground state of Hydrogen. The solutions G K satisfy the same boundary conditions as the p state bound states of H 0 . The solutions G K can be explicitly solved for this case and the first few solutions are
which lead to the sum rules verifying that the addition of the discrete sums which included the first 2000 terms and the numerical integrations of the continuum contributions indeed converge towards the values stipulated by the sum rules.
We note that in particular the sum rule of order -1 can be related to the polarizability of the ground state of Hydrogen. The second order perturbation shift of the ground state energy of a Hydrogen atom when placed in a uniform electric field polarized along the z direction is
is related to S −1 by
from which the polarizability of the 1S state of Hydrogen can be calculated in leading order (Schiff 1968 ) to be
It is evident from (71) that the bound states provide by far the greater contribution to the ground state polarizability but the continuum contribution is not insignificant.
Green's function for negative order sum rules for Coulomb potential
For the case of the Coulomb potential it is possible to develop a Green's function approach to solve the system of equations (61) and (62). We note that eq.(53) has a factorisable representation which may be used to find solutions to
Two solutions to this equation one of which vanishes in the asymptotic region and the other is regular at the origin and their Wronskian are
These solutions may be used to construct a Green's function which solves
in terms of which the solution to eq.(62) may be given in the form
Using this hierarchy of solutions it is possible to construct sum rules of any negative order. It is evident from (35) that both the discrete sum and the integral converge for all negative J. It is also clear that in the limit of large negative J the ratio of successive sum rules tends to 4/3 as the n = 2 term from the discrete sum dominates in this limit.
Until now we have considered sum rules for dipole matrix elements connecting the ground state to the p states in the discrete and continuous spectrum. If the initial state is not the ground state and if the initial angular momentum l = 0 then the procedure we have outlined would need to be modified. We examine this next.
Generalization to arbitrary states
If the angular momentum of the initial state l = 0 then the perturbation V 1 can cause excitations to states with l → l + 1 and l → l − 1 and if there are degeneracies present, as in the case of Hydrogen 2S and 2P , for example, then there would be normalizable solutions to (H 0 − E m ) = 0 for angular momenta l, (l ± 1) for the same E m and under these circumstances (46),(47), (61) and (62) would need to be considered with due care. Towards this end it is convenient to separate out the angular part of the relevant equations and examine the radial part expressed in terms of a dimensionless radial coordinate ρ defined by r = ρa where a is the scaling length associated with the potential V 0 . Let
and the initial state expressed in terms of the normalized radial eigenfunctions R ml be
In the above equations and in subsequent discussions z and k m are dimensionless quantities arising after an appropriate scaling. If the scaled perturbation is v 1 = ρ cos θ, then
and
The orthogonality of Legendre polynomials ensures that for l > 0 there will be separate sum rules for transitions l → l + 1 and l → l − 1. To exhibit this we define
then the generalization of (47) may be given in the form
for positive J, where
For l = 0 the functionsF + J andF − J lead to separate sum rules. The above considerations lead us to consider the following sums valid for for any value of l :
and the different values of K for a fixed value of J indicate the various equivalent forms for the sum rules.
The functionsF ± 0 and
can be used to examine the first few sum rules. For J = 0 we find that S + 0 = α 2 m, l|ρ 2 |m, l , S − 0 = β 2 m, l|ρ 2 |m, l , S 0 = m, l|ρ 2 cos 2 θ|m, l = z 2 (107)
For J = 1 it may be shown that
Proceeding along these lines the next 3 orders of sum rules can be given in the form
It may also be established that the fifth order sum rule may be given as
The sixth order sum rule may also be constructed using (105) and (106) and given in the form
Higher members of the sequenceF ± J may be found using (94) -(106) and higher order sum rules may be constructed.
The sum rule of order J can be written in many equivalent forms by considering the overlap of functionsF ± K andF ± J−K with K taking different values. For example the sum rules for J = 2 may be written in terms of the overlap of the functions F ± j corresponding to j = 0 and j = 2 or in terms of the overlap of functions corresponding to j = 1 and j = 1. It can be shown that this equivalence leads to the relation
which is the Virial theorem for the potential V 0 .
For J = 3 the two different ways of expressing the sum rule viz, from the overlap (1, 2) or the overlap (0,3), leads to 2 equivalent expressions for S 3 . For the case of J = 4 the overlaps (2,2), (1,3) and (0,4) lead to 3 equivalent expressions for S 4 . Such equivalences arise for all higher orders and are examples of Kramer's relations which is discussed in Messiah (1966) in the context of the Coulomb potential. Higher order sum rules lead to a hierarchy of equivalences which may be looked upon as generalizations of the Virial theorem. These issues will be discussed in a later section.
For sum rules with J a negative integer the sums have squares of matrix elements weighted by negative powers of energy gaps. The naive generalization of (61) and (62) would be
However the inhomogeneous differential equations (124) and (125) must be solved with due consideration given to the possibility that the homogeneous part of the differential equations may have normalizable solutions satisfying bound state boundary conditions. If such solutions exist the normalized solutions to the homogeneous differential equations denoted by
give rise to the additional conditions on the solutions to the inhomogeneous differential equations:
Hence the normalized solutions to the homogeneous differential equations must be used to modify equations (124) and (125) to the form rules may be given in the form
and the different values of K for a fixed value of J indicate the various equivalent forms for the sum rules. This construction is essentially the generalization of the procedure considered by Dalgarno and Lewis (1956) . For l = 0 the functionsḠ + J andḠ − J lead to separate sum rules. We have shown that sums involving the squares of matrix elements connecting an initial state to final states in the discrete and continuum spectrum by a dipole perturbation weighted by various positive powers of the energy differences may be evaluated by 3 different methods: (I) By evaluation of transition matrix elements to individual states and summation and integration. (II) By finding the functionsF ± J and evaluating the overlap integrals of these functions. We have shown that there are many equivalent ways of choosing a pair of functions from the set of functionsF ± J to evaluate the overlap integral relevant for the sum rule of a particular order. (III) By evaluation of a single matrix element in the initial state as in (17), (23, (24), (28) and (30). Sums with squares of matrix elements weighted by negative powers of energy differences may be evaluated using the methods (I) and (II) in the above list.
Coulomb potential
We now illustrate the procedure described above by examining the sum rules for the case of an attractive Coulomb potential. For the Coulomb potential the right hand side of (17), (23), (24), (29) and (30), which involve the expectation values of the derivatives of the Coulomb potential in the initial state |m, l , may be evaluated in closed analytic form and lead to expressions for the first few positive order sum rules in terms of m and the eigenvalue λ = l(l + 1) of L 2 in the form
Sum rules for the 2S state of Hydrogen
The normalized radial functions for the 2S and 2P states are
The 2S state is degenerate with the 2P state and a dipole perturbation can connect the 2S to all the P states including the 2P state. There is no need to considerF − J as there are no states with angular momenta less than 0. The first few solutions forF + J for positive values of J may be constructed in the form
Since there is a normalizable solution to h + + 1 4 R + = 0 given byR + = R 2,1 given in (137) we find thatḠ
which may be solved to givẽ
so that the conditions R verify that the sums tend towards the values stipulated by the sum rules in (148). The continuum contribution to the sums with J ≥ 4 diverge. Sum rules exist for all negative values of J and may be evaluated by solving inhomogeneous differential equations forF + −2 ,F + −3 ,.... and evaluating the overlap integrals of the appropriate functions.
Sum rules for the 2P state of H
The 2P state is degenerate with the 2S state and a dipole perturbation can connect the 2P state to all the S states and the higher lying D states. From (89) it can be seen that α 2 = 4 15 and β 2 = 1 3 for the excitations from the 2P state. Since there are no normalizable solutions to h + + 1 4 R + = 0 the first few solutions forF + J arẽ
There is a normalizable solution to h − + 1 4 R − = 0 which isR − = R 2,0 given in (142) and the first few solutions forF − J can be constructed in the form
so that the conditions R 2,0 |F − J = 0 are fulfilled. The overlap integrals of theF ± J in (98)-(100) for J ≥ 0 and the overlap integrals in (132)-(134) for negative orders lead to the sum rules 
Dipole sum rules for power law potentials
We now consider the dipole sum rules for power law potentials V 0 = Ar γ expressed in terms of a dimensionless radial variable ρ using an appropriate scaling length a and a corresponding scaled energy in the form
Using the relations given in (88, (89), (90), (17), (23), (24), (28) and (30) it can be shown that the first few sum rules may be brought to the form S 0 = 2l(l + 1) − 1 4l(l + 1) − 3 m| ρ 2 |m (184)
The Virial theorem applied to power law potentials
may be used to express S 2 in the form
Using (89) and (182) the expressions for S 3 and S 4 can be brought to the form
The potential V 0 = ǫ log ρ does not belong to the power law category but S 0 and S 1 are still given by (184) and (185) and
It is evident that S 3 and S 4 are simply related by a scaling factor. The Virial theorem for a logarithmic potential leads to the relation
Equivalence relations
It was noted earlier that the sum rules may be represented in various equivalent forms. Here we consider the question in detail. In general it is possible to establish that for functions obeying relations of the form of (94) and (95)
For exponentially decaying functions the Wronskian evaluated at ρ = ∞ vanishes and if the overlap integrals exist it is possible to establish that the two overlaps are equal only if W evaluated at ρ = 0 vanishes. But if the W (ρ = 0) exists and has a non-vanishing value ∆ then in general
By evaluatingF ± 3 using (105) and (106) it can be established that
For the Coulomb potential using
it can be shown that
We can thus conclude that for Hydrogen atom the sum rule of order 3 can be given in the form
We can check this result using the example of the 2S state of Hydrogen for which using (142)-(144) andF
which satisfy (204) with m = 2. We have used the example of Hydrogen to illustrate the subtlety required in establishing the equivalence of different expressions of the sum rules. In the case of Hydrogen we can use (29) and the result that the Laplacian acting on the Coulomb potential yields a delta function to easily establish that for the S states
which for m = 2 gives S 3 = 2 3 in agreement with (204) and (207). For all potentials v 0 which are less singular than the Coulomb potential S 3 is finite and may be expressed in terms of v 0 in the equivalent forms
The procedure discussed above can be extended to study equivalent expressions for the higher order sum rules. For the fourth order we can establish that
The Wronskian may be evaluated for the Coulomb potential using known solutions to show that it vanishes for l ≥ 2, is divergent for l = 0 and for l = 1 it has a finite value given by
This result may be checked for the 2P state of Hydrogen for which all the integrals may be explicitly carried out yielding
in agreement with the general results.
Another equivalence to consider in the fourth order is
The Wronskians can be evaluated for the Coulomb potential by considering the limiting values ofF ± J as ρ → 0 and it can be shown that it vanishes for l ≥ 2 and yields values ∆ ± for l = 1. It can be shown that ∆ − = 0 and ∆ + is finite.
Thus the fourth order sum rule for the Coulomb potential can be given as
For the Coulomb potential S 4 is finite only if l ≥ 1. For all potentials v 0 which are less singular than the Coulomb potential S 4 is finite for l ≥ 1 and may be expressed in terms of v 0 in the equivalent forms
For the Coulomb potential if l = 1 there is an additional term arising from the non-vanishing contribution at ρ = 0 of terms arising from integration by parts which can be calculated. But for l ≥ 2, (218) and (219) The fifth, sixth and higher order sum rules may be given in many equivalent forms by considering overlaps ofF ± J functions. To understand the relation between the different forms of the sum rules we next examine some properties of expectation values in Quantum Mechanics arising from the Schrödinger equation.
Generalization of Kramers relations
We now show how the results derived in Quigg and Rossner (1979) and Messiah may be generalized. The Schrödinger equation for the radial eigenfunction given in eq.(86) may be written in the form ∂ 2 R ml ∂ρ 2 = Q R ml , Q = k 2 m + 2v 0 + l(l + 1) ρ 2 (227)
Let f be a function of ρ and a dot denote derivative with respect to ρ. Multiplication of the two sides of the Schrödinger equation by 2fṘ ml and integration in the domain [0, ∞] yields the expressions
where e q is the charge of the quark in units of the electron charge, c is the velocity of light and M V is the mass of the vector meson. It is evident from (233) and (234) that the decay width is directly proportional to the expectation value of the force in a spherically symmetric eigenstate of the vector meson.
2. If f = bρ then we get
which is the Virial theorem.
3 
which is consistent with (221) and (222). It is clear that the equivalence expressed in (232) is responsible for the various different ways of expressing the sum rules.
