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Abstract
In this dissertation, we will focus on a few problems in extremal graph theory. The first
chapter consists of some basic terms and tools.
In Chapter 2, we study a conjecture of Mader on embedding subdivisions of cliques.
Improving a bound by Mader, Bolloba´s and Thomason, and independently Komlo´s and
Szemere´di proved that every graph with average degree d contains a subdivision of KΩ(
√
d).
The disjoint union of complete bipartite graph Kr,r shows that their result is best possible.
In particular, this graph does not contain a subdivision of a clique of order ω(r). However,
one can ask whether their bound can be improved if we forbid such structures. There are
various results in this direction, for example Ku¨hn and Osthus proved that their bound
can be improved if we forbid a complete bipartite graph of fixed size. Mader proved that
that there exists a function g(r) such that every graph G with δ(G) ≥ r and girth at least
g(r) contains a TKr+1. He also asked about the minimum value of g(r). Furthermore, he
conjectured that C4-freeness is enough to guarantee a clique subdivision of order linear in
average degree. Some major steps towards these two questions were made by Ku¨hn and
Osthus, such as g(r) ≤ 27 and g(r) ≤ 15 for large enough r. In an earlier result, they
proved that for C4-free graphs one can find a subdivision of a clique of order almost linear in
minimum degree. Together with Jo´zsef Balogh and Hong Liu, we proved that every C2k-free
graph, for k ≥ 3, has such a subdivision of a large clique. We also proved the dense case of
Mader’s conjecture in a stronger sense.
In Chapter 3, we study a graph-tiling problem. Let H be a fixed graph on h vertices
and G be a graph on n vertices such that h|n. An H-factor is a collection of n/h vertex-
disjoint copies of H in G. The problem of finding sufficient conditions for a graph G to have
an H-factor has been extensively studied; most notable is the celebrated Hajnal-Szemere´di
Theorem which states that every n-vertex graph G with δ(G) ≥ (1− 1/r)n has a Kr-factor.
The case r = 3 was proved earlier by Corra´di and Hajnal. Another type of problems that
have been studied over the past few decades are the so-called Ramsey-Tura´n problems. Erdo˝s
and So´s, in 1970, began studying a variation on Tura´n’s theorem: What is the maximum
number of edges in an n-vertex, Kr-free graph G if we add extra conditions to avoid the very
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strict structure of Tura´n graph. In particular, what if besides being Kr-free, we also require
α(G) = o(n). Since the extremal example for the Hajnal-Szemere´di theorem is very similar
to the Tura´n graph, one can similarly ask how stable is this extremal example. With Jo´zsef
Balogh and Theodore Molla, we proved that for an n-vertex graph G with α(G) = o(n),
if δ(G) ≥ (1/2 + o(1))n then G has a triangle factor. This minimum degree condition is
asymptotically best possible. We also consider a fractional variant of the Corra´di-Hajnal
Theorem, settling the triangle case of a conjecture of Balogh, Kemkes, Lee, and Young.
In Chapter 4, we first consider a Ramsey-Tura´n variant of a theorem of Erdo˝s. In 1962,
he proved that for any r > ` ≥ 2, among all Kr-free graphs, the (r− 1)-partite Tura´n graph
has the maximum number of copies of K`. We consider a Ramsey-Tura´n-type variation of
Erdo˝s’s result. In particular, we define RT(F,H, f(n)) to be the maximum number of copies
of F in an H-free graph with n-vertices and independence number at most f(n). We study
this function for different graphs F and H. Recently, Balogh, Hu and Simonovits proved
that the Ramsey-Tura´n function for even cliques experiences a jump. We show that the
function RT(K3, H, f(n)) has a similar behavior when H is an even clique. We also study
the sparse analogue of a theorem of Bolloba´s and Gyo˝ri about the maximum number of
triangles that a C5-free graph can have. Finally, we consider a Ramsey-Tura´n variant of
a function studied by Erdo˝s and Rothschild about the maximum number of edge-colorings
that an n-vertex graph can have without a monochromatic copy of a given graph.
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Chapter 1
Introduction and preliminaries
Extremal graph theory is one of the main branches of graph theory that has experienced
significant developments in the past few decades. Given a family of graphs G, denote λ a
graph invariant and P a graph property. Let G ′ ⊆ G consists of all G ∈ G that satisfy P .
Two meta-questions in this branch of graph theory are the followings:
(1) Determine the minimum (maximum) value of λ among all G ∈ G ′, and describe the
structure of such G.
(2) Determine the minimum (maximum) value λ1 such that for all G ∈ G, if λ(G) ≥ λ1
(λ(G) ≤ λ1) then G ∈ G ′.
In this dissertation, in Chapter 2, we will study an embedding problem of type (1). In
Chapter 3 and Chapter 4, we will consider a Ramsey-Tura´n-type variation of some classical
results. The results in Chapter 3 are of type (2) and in Chapter 4 are of type (1). Probabilistic
techniques have been proved to be particularly powerful for attacking such problems. Among
other tools, we will make use of these techniques to study these questions. For the rest of this
chapter, we will introduce some basic definitions in Section 1.1, then in Section 1.2, we will
go over some inequalities and bounds on random variables. At the end, in Section 1.3, we
will state Szemere´di’s regularity lemma, which is one of the most powerful tools in extremal
combinatorics.
1.1 Basic definitions
In this section, we will define some basic terminology which will be used throughout this
dissertation. A graph is a combinatorial object that has been used in many areas of math-
ematics and also any other field where discrete models play crucial roles such as: number
theory, information theory, computer science and social sciences. A graph G = (V,E) is
an ordered pair consisting of a set of vertices or nodes, V , and a set of edges or relations,
E, where the set E is a set of pairs of vertices, for example, V (G) = {v1, v2, . . . , v5} and
1
E(G) = {v1v3, v1v5, v4v3, v5v2}. We say two vertices u, v ∈ V (G) are adjacent, if uv ∈ E(G).
Denote d(v) the number of vertices v′ ∈ V (G) such that v and v′ are adjacent.
For the rest of this section, let G = (V,E) be an n-vertex graph. An h-vertex graph H
is a subgraph of G, H ⊆ G, if the following is true. We can assign a unique vertex of G to
every vertex of H, such that two different vertices of H are assigned to two different vertices
of G. In addition, if for two vertices of H, u and v, uv is an edge in H then the two vertices
assigned to u and v also form an edge in G. We say that G is H-free if H * G, i.e. H is not
a subgraph of G.
For U ⊆ V and v ∈ V , denote dU(v) the degree of v in U and NU(v) the set of vertices
u ∈ U such that vu ∈ E(G). Also, define G[U ] to be the subgraph of G induced on the
vertex set U , i.e. the subgraph consisting of all the edges with both ends in U . Denote
E(G[U ]) the edge set of G with both ends in U . Define U ⊆ V to be an independent set of
G if and only if E(G[U ]) = ∅. In other words, an independent set is a subset of vertices in
which no two vertices form an edge.
The chromatic number of G, denoted by χ(G), is the minimum number of colors needed
to color the vertex set of G such that it satisfies the following property. For every edge of
G, uv, the color assigned to u and v are different.
The complete k-vertex graph or clique of order k, denoted by Kk, is a graph where
E(Kk) = {uv : for all u, v ∈ V (Kk)}. We say that G is a k-partite graph if V (G) can be
partitioned into k parts, V (G) = V1 ∪ . . . ∪ Vk, such that G[Vi] is an independent set for
all 1 ≤ i ≤ k. If, in addition, for all pairs of vertices u ∈ Vi and v ∈ Vj with i 6= j,
uv ∈ E(G), then G is a complete k-partite graph. The Tura´n graph, named after the
Hungarian mathematician Pa´l Tura´n, is an n-vertex complete k-partite graph, denoted by
Tk(n), where all the partite sets have size bn/kc or dn/ke.
We will also use the following two graphs. In 1995, Kim [35] proved the existence of
a triangle-free graph on n vertices with independence number O(
√
n log n). Hence, Kim’s
graph has O(n3/2 log1/2 n) edges.
In 1976, Bolloba´s and Erdo˝s [10] constructed an n-vertex K4-free graph with indepen-
dence number o(n) and (1
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+ o(1))n2 edges, which we will denote by BE(n). We follow the
explanation in [56] to present their construction. For a constant ε > 0, and large enough
integers d and n0, let n > n0 and µ = ε/
√
d. Next, partition the high-dimensional unit
sphere Sd into n/2 domains of equal measure and diameter (maximum distance) less than
µ/2, D1, . . . , Dn/2. For every 1 ≤ i ≤ n/2, choose a vertex xi ∈ Di and yi ∈ Di. Let
V (BE(n)) = X ∪ Y , where X = {x1, . . . , xn/2} and Y = {y1, . . . , yn/2}. For every x, x′ ∈ X
and y, y′ ∈ Y ,
2
(1) let xy ∈ E(BE(n)) if their distance is less than √2− µ,
(2) let xx′ ∈ E(BE(n)) if their distance is more than 2− µ,
(3) let yy′ ∈ E(BE(n)) if their distance is more than 2− µ.
Note that the number of edges with both ends in X or Y is o(n2).
1.2 Concentration inequalities
One of the main tools in probabilistic arguments are concentration inequalities. These
inequalities give bounds on the probability that a random variable is far from its expected
value. First we will state Markov’s inequality.
Theorem 1.2.1. Let X be a non-negative random variable. For any constant a > 0
P(X > a) ≤ EX
a
.
Often, the bound given by the Markov’s inequality is not strong enough. In some appli-
cations, we are working with a random variable that can be written as a sum of independent
binary random variables, and therefore we can use Chernoff bound which gives us exponential
estimates.
Theorem 1.2.2. Let X1, . . . , Xn be independent random variables with values in {0, 1},
X = X1 + . . .+Xn, and µ = E(X). For every c ∈ (0, 1), we have
P(X ≥ (1 + c)µ) ≤ e− c
2µ
3 and P(X ≤ (1− c)µ) ≤ e− c
2µ
2 .
In particular, Theorem 1.2.2 can be applied when X is a binomial random variable. There
are situations where the corresponding random variable can be written as a sum of binary
random variables, which are not independent. The following variation of Chernoff bound will
be applied if we are working with a hypergeometric random variable, see e.g. Corollary 2.3,
Theorem 2.8 and Theorem 2.10 in [30].
Theorem 1.2.3. Let X be a hypergeometric random variable with E(X) = µ. For any
constant 0 < λ ≤ 3/2,
P(|X − µ| ≥ λµ) ≤ 2e−λ
2
3
µ.
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Next theorem, which is known as the “independent bounded differences inequality” can
be used in more general cases, (see [51]).
Theorem 1.2.4. Let X = (X1, X2, . . . , Xn) be a family of independent random variables
with Xk taking values in a set Ak for each k. Suppose that the real-valued function f defined
on
∏
Ak satisfies |f(x) − f(x′)| ≤ σk whenever the vectors x and x′ differ only in the k-th
coordinate. Let µ be the expected value of the random variable f(X). Then for any t ≥ 0,
P(|f(X)− µ| ≥ t) ≤ 2e−2t2/
∑
σ2k .
1.3 Regularity lemma
Szemere´di regularity lemma has proved to be one of the most powerful tools of extremal com-
binatorics. In 1975, it was originally introduced by Szemere´di [59] to prove a long-standing
conjecture of Erdo˝s and Tura´n [25] about arithmetic progressions in subsets of integers. The
lemma states that the vertex set of any large graph can be partitioned into constant many
parts of almost equal size, such that the distribution of edges in between almost all parts is
random-like. We first need some definitions.
Definition 1.3.1. For every n-vertex graph G = (V,E) and X, Y ⊆ V , denote
E(X, Y ) = {uv ∈ E(G) : u ∈ X and v ∈ Y }, e(X, Y ) = |E(X, Y )|,
and
d(X, Y ) =
e(X, Y )
|X||Y | .
For a constant ε > 0, the pair (X, Y ) is ε-regular, if for every X ′ ⊆ X and Y ′ ⊆ Y satisfying
|X ′| ≥ ε|X| and |Y ′| ≥ ε|Y |, we have
|d(X, Y )− d(X ′, Y ′)| ≤ ε.
A partition of V (G) = V1 ∪ . . . ∪ Vt is ε-regular if for all 1 ≤ i, j ≤ t, ||Vi| − |Vj|| ≤ 1, and
all but at most εt2 pairs of (Vi, Vj) are ε-regular.
Now, we can state the lemma formally.
Theorem 1.3.2 (Szemere´di’s regularity lemma). For every ε > 0 and positive integer m,
there exists an n0 and M , such that every n-vertex graph G with n > n0 has an ε-regular
partition V1 ∪ . . . ∪ Vt with m < t < M .
4
Chapter 2
Embedding subdivisions of cliques
Mader conjectured that every C4-free graph has a subdivision of a clique of order linear in its
average degree. We show that every C6-free graph has such a subdivision of a large clique.
We also prove the dense case of Mader’s conjecture in a stronger sense, i.e., for every c,
there is a c′ such that every C4-free graph with average degree cn1/2 has a subdivision of a
clique K` with ` = bc′n1/2c where every edge is subdivided exactly 3 times.
2.1 Introduction
A subdivision of a clique K`, denoted by TK`, is a graph obtained from K` by subdividing
each of its edges into internally vertex-disjoint paths. Bolloba´s and Thomason [12], and
independently Komlo´s and Szemere´di [39] proved the following celebrated result.
Theorem 2.1.1. Every graph of average degree d contains a subdivision of a clique of order
Ω(
√
d).
Theorem 2.1.1 is best possible: the disjoint union of Kd,d’s contains no subdivision of K`
with ` ≥ √8d (observed first by Jung [31]).
Mader [49] conjectured that if a graph is C4-free, then one can find a subdivision of
a much larger clique, of order linear in its average degree. Two major steps towards this
conjecture were made by Ku¨hn and Osthus: in [46], they showed that if the graph G has
girth at least 15 and large average degree, then the conjecture is true in a stronger sense: a
subdivision of Kδ(G)+1 is guaranteed; in [44], they showed that one can find a subdivision of
a clique of order almost linear, Ω(d/ log12 d), in any C4-free graph with average degree d.
Extending ideas in [38] and [39], we prove that every C6-free graph has such a subdivision
of a large clique.
Theorem 2.1.2. Let G be a C6-free graph with average degree d. Then a TK` is a subgraph
of G with ` = bcdc for some small positive constant c independent of d.
Similar proof gives the following result, whose proof is omitted.
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Theorem 2.1.3. Let G be a C2k-free graph with k ≥ 3 and average degree d. Then a TK`
is a subgraph of G with ` = bcdc for some small positive constant c independent of d.
It is known that any C4-free n-vertex graph has at most O(n
3/2) edges (see [40]). Our
next result verifies the dense case of Mader’s conjecture in a stronger sense.
Theorem 2.1.4. For every c > 0 there is a c′ > 0 such that the following holds. Let G be a
C4-free n-vertex graph with cn
3/2 edges. Then G contains a TK` with ` = bc′n1/2c, in which
every edge of the K` is subdivided exactly 3 times.
Theorem 2.1.4 can also be viewed as an extension of the following result of Alon, Kriv-
elevich and Sudakov [2] for C4-free graphs. Settling a question of Erdo˝s [18], they showed,
using the dependent random choice lemma, that if the average degree of a graph is of order
Ω(n), then there is a TK` with ` = Ω(n
1/2), in which every edge of the K` is subdivided
exactly once.
Notation. For a vertex v, denote by S(v, i) the i-th sphere around v, i.e., the set of vertices
of distance i from v and denote by B(v, r) the ball of vertices of radius r around v, so
B(v, r) = ∪i≤rS(v, i). For a set X ⊆ V (G), denote by Γ(X) the external neighborhood of
X, that is Γ(X) := N(X) \X. Denote by d(G) the average degree of G and for S ⊆ V (G)
denote by d(S) the average degree of the induced subgraph G[S]. For a set of vertices S,
denote by Ni(S) the i-th common neighborhood of S, i.e., vertices of distance exactly i from
every vertex in S. For a setB ⊆ V (G), let ∆(B) := maxv∈B dG(v) and δ(B) := minv∈B dG(v).
Outline of the chapter. In Section 2.2, we will introduce some tools and theorems that will
be used later in proofs of main results. The proof of Lemma 2.2.4 will be given in Section 2.3
as well as the reduction of Theorem 2.1.2 to Theorem 2.2.5. The proof of Theorem 2.2.5 will
be divided into two parts according to the range of d: the dense case when d ≥ log14 n will
be handled in Section 2.4, and the sparse case when d < log14 n in Section 2.5. The proof
of Theorem 2.1.4 will be given in Section 2.6. In Section 2.7, we will give some concluding
remarks.
We will omit floors and ceilings signs when they are not crucial.
2.2 Preliminaries
For any graph G, there is a bipartite subgraph G′ such that e(G′) ≥ e(G)/2. We shall use
a result of Gyo¨ri [28] which states that every bipartite C6-free graph has a C4-free subgraph
with at least half of its edges. So having a loss of factor of 4 in the average degree, we
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may assume that our C6-free graph is bipartite and also C4-free. Following Komlo´s and
Szemere´di [38], we introduce the following concept.
(ε1, t)-expander: For ε1 > 0 and t > 0, let ε(x) be the function as follows:
ε(x) = ε(x, ε1, t) :=
{
0 if x < t/5
ε1/ log
2(15x/t) if x ≥ t/5. (2.1)
For the sake of brevity, on ε(x) we do not write the dependency of ε1 and t when it is clear
from the context. Note that ε(x)·x is increasing for x ≥ t/2. A graph G is an (ε1, t)-expander
if |Γ(X)| ≥ ε(|X|) · |X| for all subsets X ⊆ V of size t/2 ≤ |X| ≤ |V |/2.
Komlo´s and Szemere´di [38, 39] showed that every graph G contains an (ε, t)-expander
that is almost as dense as G.
Theorem 2.2.1. Let t > 0, and choose ε1 > 0 sufficiently small (independent of t) so that
ε = ε(x) defined in (2.1) satisfies
∫∞
1
ε(x)
x
dx < 1
8
. Then every graph G has a subgraph H
with d(H) ≥ d(G)/2 and δ(H) ≥ d(H)/2, which is an (ε1, t)-expander.
Remark: The subgraph H might be much smaller than G. For example if G is a vertex-
disjoint collection of Kd+1’s, then H will be just one of the Kd+1’s.
We will use the following version of Theorem 2.2.1.
Corollary 2.2.2. There exists ε0 with 0 < ε0 < 1 such that for every 0 < ε1 ≤ ε0, ε2 > 0
and every graph G, there is a subgraph H ⊆ G with d(H) ≥ d(G)/2 and δ(H) ≥ d(H)/2
which is an (ε1, ε2d(H)
2)-expander.
Proof. Let G′ ⊆ G be a subgraph maximizing d(G′) and define t′ := ε2d(G′)2/4. If ε0 is
sufficiently small, then for any ε1 ≤ ε0, applying Theorem 2.2.1 yields a (4ε1, t′)-expander
H ⊆ G′ with d(G′)/2 ≤ d(H) ≤ d(G′) and δ(H) ≥ d(H)/2. Define t := ε2d(H)2. Since
d(G′)/2 ≤ d(H) ≤ d(G′), we have t′ ≤ t ≤ 4t′. A simple calculation shows that for every
x ≥ t/2,
4ε1
log2(15x/t′)
≥ ε1
log2(15x/t)
.
Hence H is an (ε1, t)-expander as desired.
Every (ε1, t)-expander graph has the following robust “small diameter” property (see
Corollary 2.3 in [39]):
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Corollary 2.2.3. If G is an (ε1, t)-expander, then any two vertex sets, each of size at least
x ≥ t, are of distance at most
diam := diam(n, ε1, t) =
2
ε1
log3(15n/t),
and this remains true even after deleting xε(x)/4 arbitrary vertices from G.
By Corollary 2.2.2, we may assume, when proving Theorem 2.1.2, that G is a bipartite,
{C4, C6}-free, (ε1, t)-expander graph with average degree d, δ(G) ≥ d/2 and t = ε2d2 for
some ε1 ≤ ε0 and ε2 > 0. Indeed, instead of G we might work in a still dense subgraph H
of it, having the properties listed before and by resetting d := d(H) ≥ d(G)/2 it suffices to
find in H a TK` with ` = Ω(d(H)). The next lemma finds in G a “nice” subgraph with
“bounded” maximum degree.
Lemma 2.2.4. Let 0 < ε1 < 1 and ε2 > 0. Let G be an n-vertex bipartite, C4-free,
(ε1, ε2d
2)-expander graph with average degree d and δ(G) ≥ d/2. Then either G contains
a subdivision of a clique of order linear in d, or G has a C4-free subgraph G
′ with average
degree d(G′) ≥ d/2 and δ(G′) ≥ d(G′)/4, that is (ε1/8, 4ε2d(G′)2)-expander. Furthermore,
G′ has at least n/2 vertices and ∆(G′) ≤ d(G′) log8(|V (G′)|/d(G′)2).
Note that we do not use the C6-freeness of G in Lemma 2.2.4. Using Lemma 2.2.4, to
prove Theorem 2.1.2, it will be sufficient to show Theorem 2.2.5 below.
Theorem 2.2.5. Let 0 < ε1 ≤ ε0 and ε2 > 0, where ε0 is the constant from Corollary 2.2.2.
Let G be an n-vertex bipartite, {C4, C6}-free, (ε1, ε2d2)-expander graph with average degree
d, δ(G) ≥ d/4 and ∆(G) ≤ d log8 n. Then G contains a TK`/2 for ` = cd for some constant
c > 0 independent of d.
2.3 Reduction to “bounded” maximum degree
Let G be an n-vertex bipartite C4-free (ε1, ε2d
2)-expander graph with average degree d and
δ(G) ≥ d/2.
In this section, we will show that we can transformG into a subgraphG′ with d(G′) ≥ d/2,
δ(G′) ≥ d(G′)/4 and ∆(G′) ≤ d(G′) log8(|V (G′)|/d(G′)2), where G′ is an (ε1/8, 4ε2d(G′)2)-
expander. For simplicity, throughout this section, define
t := ε2d
2 and t′ := 4ε2d(G′)2.
To prove Lemma 2.2.4, we shall use the following two lemmas: Lemmas 2.3.1 and 2.3.2.
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Choose a constant c < 1
24000
such that c ε1. Set the parameters as follows:
` = cd, m = log
15n
t
, ∆ =
dm8
600
, ∆′ = dm4, ε(n, ε1, t) =
ε1
m2
, diam =
2m3
ε1
.
Note that d has to be sufficiently large (say d > 1/c) so that ` ≥ 1.
If m ≤ 1/c2, then d ≥ e−1/2c2n1/2, and we can apply Theorem 2.1.4 to get a subdivision
of a clique of order linear in d. Thus we may assume that 1/m  c  ε1. By the same
argument, we may also assume that d∆ ≤ n and n/d2  1/ε2.
Let L ⊆ V (G) be the set of all vertices of degree at least ∆.
Lemma 2.3.1. We can find in G either a TK`/2, or |L| ≤ ` and G′ := G[V \ L] has
maximum degree at most ∆.
Proof. Indeed, if |L| ≥ `, then we can choose a subset L′ ⊆ L of exactly ` vertices, say
L′ := {v1, . . . , v`}. We shall build a copy of TK`/2 using a subset of these high-degree
vertices from L′ as core vertices.
First we choose for each vertex vi, S1(vi) ⊆ S(vi, 1) and S2(vi) ⊆ S(vi, 2) such that:
(i) all S1(vi)’s are pairwise disjoint, and each S1(vi) is disjoint from L
′ and of size ∆/2;
(ii) every S2(vi) is disjoint from
⋃`
j=1 S1(vj) ∪ L′, and each S2(vi) is of size d∆/5;
(iii) for every 1 ≤ i ≤ `, each vertex in S1(vi) has at most d/2 neighbors in S2(vi).
We can indeed select such sets:
For (i), since G is C4-free, for any vi, every other vj with j 6= i has at most one neighbor
in S(vi, 1). Since |S(vi, 1)| − 2` ≥ ∆− 2` ≥ ∆/2, we can remove these neighbors of vj’s and
L′ from S(vi, 1) and then choose exactly ∆/2 vertices for S1(vi).
For (ii) and (iii), recall that G is bipartite and δ(G) ≥ d/2. Thus we can choose, for each
vertex in S1(vi), exactly d/2 − 1 vertices in S(vi, 2). Since G is C4-free, for a given vi, all
chosen vertices should be distinct. Thus we have chosen at least (d/2− 1)(∆/2) ≥ 100`∆ ≥
100
∣∣∣⋃`j=1 S1(vj)∣∣∣ vertices, simply discard those vertices which are in ⋃`j=1 S1(vj) ∪ L′ and
then choose d∆/5 vertices for S2(vi). Clearly S2(vi) satisfies both (ii) and (iii).
We now describe the greedy algorithm that we use to connect the vertices vi’s. Denote
by B1(vi) := S1(vi) ∪ {vi} and by B2(vi) := B1(vi) ∪ S2(vi).
Greedy Algorithm: We try to connect these ` core vertices pair by pair in an arbitrary
order. For the current pair of core vertices vi, vj, we try to connect B2(vi) and B2(vj) using
a shortest path of length at most diam and then exclude all the internal vertices in this path
from further connections. We need to justify that such a short path exists.
Suppose we have already connected some pairs using paths of length at most diam. We
will exclude all previously used vertices from B1(vi) ∪ B1(vj) and also those vertices from
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S2(vi), S2(vj) adjacent to removed vertices from S1(vi) or S1(vj). Formally, let U be the set of
vertices used in previous connections and denote by Ui := U∩S1(vi) and by Uj := U∩S1(vj).
Define N := (Γ(Ui) ∩ S2(vi))∪ (Γ(Uj) ∩ S2(vj)). Then the set of vertices excluded is U ∪N .
First we bound the size of U , it is at most
`2 · diam ≤ c2d2 · 2m
3
ε1
≤ cd2m3,
as there are at most `2 pairs of core vertices and for each connection, the length of a path is
bounded by diam.
Call a core vertex vi bad, if more than ∆
′ vertices from S1(vi) are used in previous
connections. During the connections, we discard a core vertex when it becomes bad. We
discard in total at most `/2 core vertices. Indeed, we have used at most `2 · diam vertices.
Since by (i), S1(vi)’s are pairwise disjoint, each bad core vertex, by definition, uses at least
∆′ of them. Thus the number of discarded bad core vertices is at most
`2 · diam
∆′
≤ cd
2m3
dm4
=
cd
m
 `
2
.
Hence there are at least `/2 core vertices survive the entire process.
Recall that by (iii), each vertex in Ui (or Uj resp.) has at most d/2 neighbors in S2(vi)
(or S2(vj) resp.). Note that every survived core vertex is not bad, namely |Ui| ≤ ∆′. Thus
|N | ≤ ∆′ · d/2 = d2m4/2. Hence the total number of vertices we exclude from B2(vi) (or
B2(vj) resp.) is at most
`2 · diam+ |N | ≤ cd2m3 + 1
2
d2m4 ≤ d2m4.
After excluding these vertices, we still have at least
|S2(vi)| − `2 · diam− |N | ≥ d∆
5
− d2m4 ≥ d∆
10
vertices left in S2(vi), the same holds for S2(vj). Recall that, when x ≥ t/2, ε(x, ε1, t) is
decreasing and xε(x, ε1, t) is increasing. So we have that the number of vertices we are
allowed to exclude, by Corollary 2.2.3, is at least
1
4
· d∆
10
· ε
(
d∆
10
, ε1, t
)
≥ d∆
40
· ε(n, ε1, t) ≥ d
2m8
24000
· ε1
m2
=
ε1d
2m6
24000
 d2m4,
where the last inequality follows from 1/m  c  ε1 and c < 124000 . Thus the exclusion of
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these vertices will not affect the robust small diameter property between B2(vi)’s. So the
`/2 remaining core vertices can be connected to form a TK`/2.
Given that c is sufficiently small and now we can assume |L| ≤ `, we have that |V (G′)| ≥
n− ` ≥ n/2. Note that d(G′) ≥ 2(dn/2−`n)
n
= d− 2` ≥ d/2, thus t′ ≥ t. On the other hand,
G′ = G[V \L] and L consists of vertices of degree at least ∆ d, thus d(G′) ≤ nd−|L|∆/2
n−|L| ≤ d.
Hence t′ ≤ 4t and δ(G′) ≥ δ(G)− ` ≥ d/2− ` ≥ d(G′)/4.
Lemma 2.3.2. The obtained graph G′ is an (ε1/8, t′)-expander.
Proof. Recall that t ≤ t′ ≤ 4t. Since G is an (ε1, t)-expander, for any set X in G′ of size
x ≥ t′/2 ≥ t/2, it is easy to check that
|ΓG(X)| ≥ x · ε(x, ε1, t) = x · ε1
log2(15x/t)
≥ x · ε1/4
log2(15x/t′)
= x · ε(x, ε1/4, t′)
≥ t
′
2
· ε
(
t′
2
,
ε1
4
, t′
)
=
ε1t
′
8 log2(7.5)
 ` ≥ |L|.
Hence |ΓG′(X)| ≥ |ΓG(X)| − |L| ≥ xε(x, ε1/4, t′)− ` ≥ 12xε(x, ε1/4, t′) = xε(x, ε1/8, t′).
Recall that 1/ε2  n/d2 ≤ 2|V (G′)|/d(G′)2, the maximum degree of G′ is at most
∆ =
dm8
600
≤ d(G
′)
300
· log8 30|V (G
′)|
ε2d(G′)2
≤ d(G
′)
300
(
2 log
|V (G′)|
d(G′)2
)8
≤ d(G′) log8 |V (G
′)|
d(G′)2
.
Slightly abusing the notation, we work in the future only with G′. We will rename G′ as G,
relabelling n = |V (G′)| and d = d(G′), and by changing ε1 to ε1/8 and ε2 to 4ε2, we assume
that G is (ε1, ε2d
2)-expander and its maximum degree is at most d log8(n/d2). This completes
the reduction step, i.e., to prove Theorem 2.1.2 it is sufficient to prove Theorem 2.2.5.
2.4 Dense case of Theorem 2.2.5
In this section, we prove the following lemma, which covers the dense case of Theorem 2.2.5.
Lemma 2.4.1. Let 0 < ε1 ≤ ε0 and ε2 > 0, where ε0 is the constant from Corollary 2.2.2.
Let G be an n-vertex bipartite, {C4, C6}-free, (ε1, ε2d2)-expander graph with average degree
d ≥ log14 n, δ(G) ≥ d/4 and ∆(G) ≤ d log8 n. Then G contains a TK`/2 for ` = cd for some
constant c > 0 independent of d.
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Let G be a graph satisfying the conditions in Lemma 2.4.1. Choose a constant c > 0
such that c ε1 and set ` = cd. In addition, set the parameters in this section as follows:
∆ = d log8 n, ∆′′ = d log13 n, b =
d
log9 n
, diam =
2
ε1
log3
(
15n
ε2d2
)
≤ 1
c
log3 n.
Note that ∆ d b, ∆′′ = o(d2), and `/b ≤ d/b = log9 n.
We will first find ` vertices, v1, . . . , v` serving as core vertices, along with some sets
B3(vi) ⊆ B(vi, 3). We then connect all core vertices by linking B3(vi)’s using a greedy
algorithm. Similarly to the proof in Section 2.3, we might discard few core vertices during
the process.
2.4.1 Choosing core vertices and building B3(vi)
We will select ` vertices v1, . . . , v` in `/b steps to serve as core vertices.
Stage 1: We choose core vertices v1, . . . , v` and the sets B2(vi)’s.
In each step, we choose a block of vertices consisting of: b core vertices and for each core
vertex vi a set B2(vi) := S1(vi) ∪ S2(vi) ∪ {vi}, where S1(vi) ⊆ S(vi, 1) and S2(vi) ⊆ S(vi, 2)
with the following properties:
(i) S1(vi)’s are pairwise disjoint for all 1 ≤ i ≤ ` and |S1(vi)| = d/2.
(ii) For every i, |S2(vi)| = d2/10.
(iii) Every vertex w ∈ S1(vi) has at most d/4 neighbors in S2(vi).
(iv) Inside each block, the sets B2(vi)’s are pairwise disjoint.
(v) Every S2(vi) is disjoint from ∪`j=1S1(vj).
(vi) For every i 6= j, vi 6∈ B2(vj).
To achieve this, we first choose a core vertex vi with sets S1(vi) of size d/2 and S
′
2(vi) ⊆
S(vi, 2) of size d
2/8 − d/2 for all i ≤ `. We then choose S2(vi) ⊆ S ′2(vi). Suppose we have
chosen some core vertices v1, v2, . . . , vi−1 and sets S1(vj) and S ′2(vj)’s for j ≤ i− 1. Denote
by D the current block and let B1(vj) := S1(vj) ∪ {vj}, j ≤ i − 1. To choose the next
core vertex vi, we will exclude {
⋃
j≤i−1B1(vj)} ∪ {
⋃
vk∈D S
′
2(vk)}. The number of excluded
vertices is at most ∑
j≤i
|B1(vj)|+ b ·max
vk∈D
|S ′2(vk)| ≤ `d+ b · d2/2 ≤ b · d2.
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The number of the edges incident to the excluded vertices is at most
∆ · b · d2 = d
4
log n
 dn
2
= e(G),
the last inequality holds since G is C6-free and therefore d = O(n
1/3) (see [13]). Thus,
we can easily find in G, excluding these vertices, a subgraph G′ with average degree at
least d/2 and minimum degree at least d/4. We then choose vi to be any vertex in G
′
of degree at least d/2. Choose d/2 neighbors of vi to be S1(vi). Since G is bipartite, for
each vertex u ∈ S1(vi), we can choose d/4 − 1 neighbors of u not in B1(vi). Again, by
C4-freeness, we have chosen d
2/8 − d/2 different vertices. Denote the resulting set S ′2(vi).
Note that in the process above, for any i > j, the set S1(vi) is chosen after S
′
2(vj). Thus
when choosing S1(vi), vertices in S
′
2(vj) could be included if vi is in a different block from vj.
Since |S ′2(vi)\∪j≤`S1(vj)| ≥ |S ′2(vi)|− ` ·d ≥ d2/10, we choose a subset of S ′2(vi)\∪j≤`S1(vj)
of size exactly d2/10 to be S2(vi).
Stage 2: For each 1 ≤ i ≤ `, choose S3(vi) of size d3/50 and B3(vi).
For each vertex in S2(vi), since G is bipartite and C4-free, we can choose d/4 − 1 of
its neighbors not in S1(vi) ∪ S2(vi) and denote the resulting set S ′3(vi). Since G is C6-free,
|S ′3(vi)| = |S2(vi)|·(d/4−1) = d3/40−d2/10. Delete from S ′3(vi) any vertex in
⋃
1≤j≤`B1(vj).
Since we delete at most d2 vertices, we can choose a subset of size d3/50 to be S3(vi). Let
B3(vi) := B2(vi) ∪ S3(vi).
2.4.2 Connecting core vertices
Greedy Algorithm: Now we will connect the ` core vertices pair by pair in an arbitrary
order. For each pair vi and vj, we will connect them with a path of length at most diam
avoiding
⋃
p 6=i,j B1(vp).
(I) Discard bad core vertices:
Call a core vertex vi bad, if we use more than ∆
′′ vertices from S2(vi). Discard a core
vertex as soon as it becomes bad. During the entire process, we use at most `2 ·diam vertices
from previous connections. Since B2(vi)’s are pairwise disjoint inside each block, each of the
excluded vertices can appear in at most `/b many S2(vi)’s. Hence, the number of bad core
vertices is at most:
`2 · diam · (`/b)
∆′′
≤ d
2 · diam · (`/b)
d log13 n
≤ d log
3 n · `
cb log13 n
=
`
c log n
 `/2.
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(II) Cleaning before connection:
Assume that we have already connected some pairs of core vertices, and now we want to
connect vi and vj. Before we start connecting them, clean B3(vi) (do the same for B3(vj))
in the following way. Notice that we have used in previous connections at most ` vertices in
S1(vi), at most ∆
′′ vertices in S2(vi) and at most `2 · diam vertices in S3(vi), since vertices
in S1(vi) were only used when connecting vi to other core vertices and vi is not bad. Also,
delete those vertices that are no longer available, i.e., those adjacent to used ones. Call the
resulting set B′3(vi). Since every vertex in Sk(vi) for k ∈ {1, 2} has at most d/4 neighbors in
Sk+1(vi), we have deleted at most `(1 + d/4 + d
2/16) + ∆′′(1 + d/4) + `2 · diam  d3/100
vertices. Thus |B′3(vi)| ≥ |B3(vi)| − d3/100 ≥ d3/100.
(III) Connecting core vertices:
We will connect vi and vj by a shortest path from B
′
3(vi) to B
′
3(vj) avoiding
⋃
p 6=i,j B1(vp)
which is of size at most d2. This path has length at most diam if we do not break the
robust diameter property. We then exclude this path for further connections. The number
of excluded vertices from previous paths and from
⋃
p 6=i,j B1(vp) is at most `
2 · diam+ d2 ≤
d2 log3 n. On the other hand, the number of vertices we are allowed to exclude without
breaking the robust small diameter among B′3(vi)’s is
1
4
|B′3(vi)|ε(|B′3(vi)|) ≥
d3
400
ε(n) ≥ ε1d
3
400 log2 n
 d2 log3 n.
Thus the robust diameter property is guaranteed during the entire process.
This completes the proof of Lemma 2.4.1, hence the dense case of Theorem 2.2.5.
2.5 Sparse case of Theorem 2.2.5
In this section, we will prove the sparse case of Theorem 2.2.5. Throughout this section G
will be a sparse graph satisfying the conditions in Theorem 2.2.5, i.e., an n-vertex bipartite
{C4, C6}-free (ε1, ε2d2)-expander graph, with average degree d ≤ log14 n, δ(G) ≥ d/4 and
∆(G) ≤ d log8 n. We always use n for |V (G)| and d for d(G). Inspired by an idea from [43]
together with a random sparsening trick, we will show that in the sparse case, either we
can find in G a 1-subdivision (i.e., each edge is subdivided once) of some graph H with
d(H) = Ω(d2), or there is a sparse and “almost regular” expander subgraph G1 in G. In
the first case, we apply Theorem 2.1.1 to find a subdivision of K` in H, hence in G, with
` = Ω(
√
d(H)) = Ω(d). For the second case, we use the following result of Komlo´s and
Szemere´di (Theorem 3.1 in [38]).
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Theorem 2.5.1. If F is an (ε1, d(F ))-expander satisfying d(F )/2 ≤ δ(F ) ≤ ∆(F ) ≤
72(d(F ))2 and d(F ) ≤ exp{(log |V (F )|)1/8}, then F contains a copy of TK` with ` =
Ω(d(F )).
The following lemma will be useful.
Lemma 2.5.2. Let F = (X ∪ Y,E) be a bipartite C4-free graph. If |X| = Ω(d2|Y |) and
e(F )
|X| = Ω(∆(X)), then F contains a copy of TK` with ` = Ω(d).
Proof. In F , we call a path of length 2 with endpoints in Y a hat. By the convexity of the
function f(x) =
(
x
2
)
, we have that the total number of hats in F is at least
∑
v∈X
(
deg(v)
2
)
≥ |X|
3
·
(
e(F )
|X|
)2
.
By the pigeonhole principle, there exists a collection of hats H with distinct midpoints of
size
|H| ≥ |X|
3(∆(X))2
·
(
e(F )
|X|
)2
= Ω(|X|) = Ω(d2|Y |).
Define a graph H on vertex set Y , where two vertices y, y′ ∈ Y are adjacent if there is a
hat in H with y, y′ as endpoints. Note that since F is C4-free, any two hats have different
sets of endpoints. Hence, each hat in H gives rise to a distinct edge in H. Thus
d(H) =
2e(H)
|Y | =
2|H|
|Y | = Ω(d
2).
Since the hats in H have distinct midpoints, there is a 1-subdivision of H in F with core
vertices in Y and hats in H served as subdivided edges. We then apply Theorem 2.1.1 to
find a subdivision of K` in H, hence in F , with ` = Ω(
√
d(H)) = Ω(d).
Let B := {v ∈ V (G) : degG(v) ≥ d3} and A := V (G) \ B. Note that |B| ≤ d·|V (G)|d3 = nd2 ,
hence |A| = |V (G)| − |B| ≥ 9n
10
. We first show that we may assume that there is a G′ ⊆ G
with |V (G′)| = Ω(n), d(G′) = Θ(d) and ∆(G′) ≤ d3.
Lemma 2.5.3. We can find in G either a TK` with ` = Ω(d), or there is a G
′ ⊆ G with
|V (G′)| ≥ 9n/10, d/20 ≤ d(G′) ≤ d and ∆(G′) ≤ d3. In the later case, there is a set
A′ ⊆ V (G′) such that |A′| ≥ |V (G′)|/2 and for any v ∈ A′, degG′(v) ≥ d/10.
Proof. Define G′ := G[A], A′ := {v ∈ A : degG′(v) ≥ d/10} and A′′ := A\A′. We distinguish
two cases based on the sizes of A′ and A′′.
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Case 1: Assume |A′′| ≥ |A|/2. Then |A′′| ≥ 9n/20 = Ω(d2|B|). Note that, by the definition
of A′′, for any a ∈ A′′, we have degG[A′′,B](a) ≥ δ(G) − degG′(a) ≥ d/4 − d/10 ≥ d/10. We
bound in G[A′′, B] the degree of vertices in A′′ as follows: for each a ∈ A′′ with more than d
edges to B, keep exactly d of them and delete the rest. Let the resulting graph be G′′. Then
in G′′, ∆(A′′) ≤ d, hence e(G′′)|A′′| ≥ δ(A′′) ≥ d/10 = Ω(∆(A′′)). Applying Lemma 2.5.2 to G′′
gives the first alternative of the conclusion of Lemma 2.5.3.
Case 2: Assume |A′| ≥ |A|/2. The graph G′ was obtained from G by removing vertices of
degree at least d3 (which were in B), thus d(G′) ≤ d. On the other hand, by the definition
of A′, we have d(G′) ≥ |A′|·d/10|A| ≥ d/20 and ∆(G′) ≤ d3 as desired.
From now on, we will work only in G′ = G[A] with the properties listed in Lemma 2.5.3.
For the rest of the proof in this section, we fix sufficiently large constants C ′  C  K and
a small constant c0 ≤ 11000 .
Let W := {v ∈ V (G′) : degG′(v) ≥ c0d2}, and U := V (G′) \ W . Note that |W | ≤
d(G′)·|V (G′)|
c0d2
≤ n
c0d
, hence |U | = |A| − |W | ≥ 4n
5
.
Lemma 2.5.4. We can find in G′ either a TK` with ` = Ω(d), or there exist vertex sets
U0 ⊆ U and W0 ⊆ W with |U0| ≥ |U |/6 and |W0| ≤ 2C|W |/d such that G′[U0,W0] has at
least C ′|U0| edges and every vertex in U0 has degree at most K in G′[U0,W0].
We first show how Lemma 2.5.4 completes the proof of the sparse case of Theorem 2.2.5.
Let U0,W0 be sets with properties listed in Lemma 2.5.4. Note that |U0| = Ω(d2|W0|).
Denote by G0 := G
′[U0,W0]. Recall that ∆(U0) = K = O(1), thus
e(G0)
|U0| ≥ C ′ = Ω(∆(U0)).
Applying Lemma 2.5.2 to G0 gives a copy of TK` with ` = Ω(d). This completes the proof
of the sparse case of Theorem 2.2.5.
Proof of Lemma 2.5.4. Recall that A′ ⊆ V (G′) consists of vertices of degree at least d/10
in G′. Define U ′ := {v ∈ A′ ∩ U : degG′[U,W ](v) ≥ d/20} and U ′′ := {A′ ∩ U} \ U ′. By
Lemma 2.5.3, |A′| ≥ |V (G′)|
2
= |U |+|W |
2
. Thus |U ′|+ |U ′′| = |A′ ∩ U | ≥ |A′| − |W | ≥ |U |−|W |
2
≥
2|U |
5
. We distinguish two cases based on the sizes of U ′ and U ′′.
Case 1: |U ′′| ≥ |U |/5. Note that for every v ∈ U ′′, by the definition of U ′′,
degG′[U ](v) = degG′(v)− degG′[U,W ](v) ≥
d
10
− d
20
=
d
20
.
Thus d(G′[U ]) ≥ d/20·|U ′′||U | ≥ d/100 and by the definition of U we have ∆(G′[U ]) ≤ c0d2.
Then we apply Corollary 2.2.2 to G′[U ] and let G1 be the resulting (ε1, ε2d(G1)2)-expander
subgraph with ε2 < 1/1000, d(G1) ≥ d(G′[U ])/2 ≥ d/200, δ(G1) ≥ d(G1)/2 and ∆(G1) ≤
∆(G′[U ]) ≤ c0d2. Let n1 := |V (G1)|.
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If d(G1) ≥ exp{(log n1)1/8}, then we apply Lemma 2.2.4 to G1. Then either we have a
copy of TK` with ` = Ω(d), in which case we are done, or we obtain a subgraph G2 ⊆ G1
with d(G2) ≥ d(G1)/2 ≥ d/400, δ(G2) ≥ d(G2)/4 and ∆(G2) ≤ d(G2) log8 |V (G2)|d(G2)2 , which
is an (ε1/8, 4ε2d(G2)
2)-expander. Since |V (G2)| ≤ n1, we have that d(G2) ≥ d(G1)/2 
log14 |V (G2)|. Applying Lemma 2.4.1 to G2 gives a TK` with ` = Ω(d(G2)) = Ω(d).
We may now assume that d(G1) ≤ exp{(log n1)1/8}. We want to apply Theorem 2.5.1
to G1 to get a TK` with ` = Ω(d(G1)) = Ω(d). Recall that d(G1)/2 ≤ δ(G1) ≤ ∆(G1) ≤
c0d
2 ≤ 72d(G1)2, where the last inequality follows from d(G1) ≥ d/200 and c0 ≤ 1/1000. It
suffices to check that G1 is an (ε1, d(G1))-expander.
Claim 2.5.5. The graph G1 is an (ε1, d(G1))-expander.
Proof. Recall that G1 is bipartite, C4-free and (ε1, ε2d(G1)
2)-expander. For any set X of
size x ≥ ε2d(G1)2/2, |Γ(X)| ≥ x · ε(x, ε1, ε2d(G1)2) ≥ x · ε(x, ε1, d(G1)), as ε(x, ε1, t) is an
increasing function in t.
It is known that in C4-free bipartite graphs of minimum degree k, any set of size at
most k2/500 expands by a rate of at least 2 (see e.g. Lemma 2.1 in [57]). Recall that
δ(G1) ≥ d(G1)/2 and ε2 ≤ 1/1000, so ε2d(G1)2/2 ≤ 2ε2δ(G1)2 ≤ δ(G1)2500 . Since ε(x, ε1, d(G1))
is a decreasing function in x, for any x ≥ d(G1)/2, ε(x, ε1, d(G1)) ≤ ε(d(G1)/2, ε1, d(G1)) =
ε1
log2(7.5)
< 2. Thus for any set X of size d(G1)/2 ≤ x ≤ ε2d(G1)2/2 ≤ δ(G1)2500 , we have
|Γ(X)| ≥ 2x ≥ x · ε(x, ε1, d(G1)) as desired.
This gives the first alternative of the conclusion of Lemma 2.5.4.
Case 2: |U ′| ≥ |U |/5 ≥ 4n/5
5
≥ n/7. Recall that |W | ≤ n
c0d
. Consider the subgraph
G3 := G
′[U ′,W ], by deleting extra edges, we may assume that each vertex in U ′ has degree
at most d in W . Then by the definition of U ′, we have
d
11
≤ 2|U
′| · d/20
|U ′|+ |W | ≤ d(G3) ≤
2|U ′| · d
|U ′|+ |W | ≤ 2d.
Set p := C/d. We will choose a random subset W0 ⊆ W , in which each element of W
is included with probability p independent of each other. We then choose some U0 ⊆ U ′
consisting of vertices of degree at most K in W0. We will show that with positive probability,
W0 and U0 have the desired properties. For simplicity, we define G4 := G3[U
′,W0].
We may assume that |W | ≥ n
d2
, since otherwise |U ′| = Ω(d2|W |) and e(G3)|U ′| ≥ δ(U ′) ≥
d/20 = Ω(∆(U ′)). Then applying Lemma 2.5.2 to G3 yields a TK` with ` = Ω(d). Note that
E|W0| = p|W |, by Chernoff’s Inequality, w.h.p. |W0| ≤ 2E|W0| = 2C|W |/d. As mentioned
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above, we will delete vertices from U ′ with degree more than K in W0 to form U0. It suffices
to show that w.h.p.
(i) e(G4) ≥ 2C ′|U ′|;
(ii) the number of vertices deleted (i.e., U ′ \ U0) is at most |U ′|/10 and the number of
edges deleted (from G4 to form G3[U0,W0] = G
′[U0,W0]) is at most C ′|U ′|.
It then follows that |U0| ≥ 9|U ′|/10 ≥ |U |/6 and the number of edges in G0 = G′[U0,W0]
is at least e(G4)− C ′|U ′| ≥ C ′|U ′| ≥ C ′|U0| as desired.
For (i), recall that by Lemma 2.5.3, ∆(G3) ≤ d3. For each vertex vi ∈ W , define a random
variable Xi taking value degG3(vi) if vi ∈ W0 and 0 otherwise. Then e(G4) =
∑
i≤|W |Xi and
E(e(G4)) =
∑
i≤|W |
EXi =
∑
vi∈W
p · degG3(vi) = p · e(G3) ≥
C
d
· d
20
· |U ′| ≥ 4C ′|U ′|.
Recall that n
d2
≤ |W | ≤ n
c0d
and d ≤ log14 n. Using the independent bounded differences
inequality 1.2.3 with f(X) =
∑
Xi, σi = d
3 and t = E(e(G4))/2 ≥ 2C ′|U ′| ≥ 2C′n7 ≥
2C′
7
· c0d|W | ≥ c0d|W |, we have that
P
[
e(G4) ≤ 1
2
E(e(G4))
]
≤ 2e−
2(c0d|W |)2
d6|W | = e−c
2
0|W |/d4 ≤ e−c20n/d6 → 0.
For (ii), for each ui ∈ U ′, we define a random variable Yi := degG4(ui). Note that for
any two vertices ui, uj ∈ U ′, if they have no common neighbor in W , then Yi and Yj are
independent. Define an auxiliary dependency graph F on vertex set {Yi}|U
′|
i=1, in which Yi and
Yj are adjacent if and only if they are not independent. Since in G3 every vertex in U
′ has
degree at most d and every vertex in W has degree at most d3, it follows that ∆(F ) ≤ d4
and by Brook’s theorem that χ(F ) ≤ d4 + 1. Thus we can partition U ′ into d4 + 1 classes,
say U ′ := Z0 ∪ Z1 ∪ . . . ∪ Zd4 , such that Yi’s corresponding to vertices in the same class are
independent. First we discard classes of size smaller than n/d6, the number of vertices we
delete at this step is at most n
d6
· (d4 + 1) |U ′|. Thus we may assume that each class is of
size at least n/d6. Fix a class Zj, for every v ∈ Zj and every i ≥ K  C,
P[degG4(v) = i] =
(
degG3(v)
i
)
pi(1− p)degG3 (v)−i ≤ d
i
i!
· C
i
di
≤ e−i log i/2 := qi.
For each 1 ≤ i ≤ d, let Ni (N≥i resp.) be the number of vertices in Zj of degree i (at least
i resp.) in W0. Then ENi ≤ |Zj|qi. For each i ≤ log2 d, by Chernoff’s Inequality and recall
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that d ≤ log14 n, we have
P[Ni ≥ 2ENi] < exp{−|Zj|qi/3}  exp
{
− n
d6
· e− log3 d
}
 exp
{
− n
e(log logn)4
}
. (2.2)
Note that for any v ∈ Zj, P[degG4(v) ≥ log2 d] ≤
∑d
i=log2 d qi  e− log
2 d. It follows that
P[N≥log2 d ≥ 2EN≥log2 d] exp
{
−|Zj| · e− log2 d
}
 exp
{
− n
e(log logn)3
}
. (2.3)
By (2.2), (2.3) and the union bound, the probability that there exists a class Zj in which
either N≥log2 d ≥ 2EN≥log2 d or for some i ≤ log2 d, Ni ≥ 2ENi is at most
(d4 + 1) · (log2 d · P[Ni ≥ 2ENi] + P[N≥log2 d ≥ 2EN≥log2 d])→ 0.
Note that
∑
K≤i≤log2 d ENi ≤
∑
K≤i≤log2 d qi|Zj|  e−K |Zj|. Thus w.h.p. the number of
vertices deleted is at most∑
j
((2
∑
K≤i≤log2 d
ENi + 2EN≥log2 d) · |Zj|)
∑
j
(e−K + e− log
2 d) · |Zj| < 2e−K |U ′|  |U ′|.
The number of edges incident to vertices deleted in Zj is at most
∑
K≤i≤log2 d
(2qi|Zj| · i) + (
d∑
i=log2 d
2qi|Zj|) · d (e−K + d · e− log2 d) · |Zj| < 2e−K |Zj|.
Recall that every vertex in U ′ has degree at most d in W and that |U ′| ≥ n/7. Then summing
over all classes, the total number of edges deleted is at most∑
|Zj |≥n/d6
2e−K |Zj|+
∑
|Zk|≤n/d6
d · |Zk| ≤ 2e−K |U ′|+ (d4 + 1) · d · n
d6
 |U ′|.
2.6 Proof of Theorem 2.1.4
In this section, we will prove Theorem 2.1.4 using a variation of the Dependent Random
Choice Lemma (see survey [27] for more details on the method of dependent random choice).
The following lemma roughly says that in a dense C4-free graph one can find a set in which
every small subset has a large second common neighborhood.
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Lemma 2.6.1. Let G = (A ∪ B,E) be a C4-free bipartite graph on n vertices with cn3/2
edges and |A| = |B| = n
2
, where n > 1/c20. If there exist positive integers a, m, r and t such
that
c2tn−
(
n
r
)(
m
n/2
)t
≥ a, (2.4)
then there exists U ⊆ A with at least a vertices such that for every r-subset S ⊆ U , |N2(S)| ≥
m.
Proof. First notice that
∑
v∈A
|N2(v)| =
∑
v∈B
(d(v)− 1)d(v) =
∑
v∈B
d(v)2 −
∑
v∈B
d(v) ≥ n
2
(∑
v∈B d(v)
n/2
)2
− e(G)
=
n
2
(2cn1/2)2 − cn3/2 ≥ c2n2.
Pick a set T ⊆ A of t vertices uniformly at random with repetition. Let W := N2(T ) ⊆ A
and put X := |W |. Then by the linearity of expectation and t ≥ 1, we have
E[X] =
∑
v∈A
P(v ∈ N2(T )) =
∑
v∈A
( |N2(v)|
n/2
)t
=
(
2
n
)t
· n
2
·
(
1
n/2
∑
v∈A
|N2(v)|t
)
≥
(n
2
)1−t
·
(∑
v∈A |N2(v)|
n/2
)t
≥
(n
2
)1−t
· (2c2n)t = 22t−1c2tn ≥ c2tn.
Let Y be the random variable counting the number of r-sets in W that have fewer than m
common second neighbors. The probability for a fixed such r-set S to be in W is at most(
m
n/2
)t
. There are at most
(
n
r
)
r-sets, hence
E[X − Y ] ≥ c2tn−
(
n
r
)(
m
n/2
)t
≥ a.
Thus there exists a choice of T , such that X − Y ≥ a. Delete one vertex from X for each
such “bad” r-set from W , and the resulting set U has the desired property.
Claim 2.6.2. When proving Theorem 2.1.4, we may assume that G is bipartite on A ∪ B
with |A| = |B| = n/2, d(G) = d and all vertices in B have degree smaller than 30d.
Proof. We may assume that for any H ⊆ G, d(H) ≤ d, otherwise we can work in H instead.
Let X ⊆ V be the set of vertices of degree at least 10d, thus |X| ≤ n/10. Let Y = V \X.
Since d(G[X]) ≤ d, we have e(G[X]) ≤ d|X|/2 ≤ e(G)/10. Take an n
2
-subset B of Y
20
uniformly at random and call V \B = A. Then we have,
E(e(G[A,B])) ≥ 0.4[e(G[Y ]) + e(G[X, Y ])] = 0.4[e(G)− e(G[X])] ≥ 0.36e(G).
Therefore there exists a choice of A,B such that e(G[A,B]) ≥ 0.36e(G). Hence we can re-
placeG byG′ := G[A,B], and every vertex inB has degree less than 10d ≤ 10·(d(G′)/0.36) <
30d(G′).
Proof of Theorem 2.1.4. AssumeG satisfies the conditions of Claim 2.6.2 and apply Lemma 2.6.1
to G with the following parameters:
a =
c6n1/2
240
, r = 2, t =
log n
4 log(1/c)
, m =
c6n
2
.
In order to prove that (2.4) is satisfied, we shall prove 2
(
n
2
) (
m
n/2
)t
≤ c2tn and c2tn ≥ 2a.
Indeed,
2
(
n
2
)(
m
n/2
)t
≤ c2tn ⇐ n ≤
(
c2n/2
m
)t
=
(
1
c
)4t
⇐ log n ≤ 4t · log 1
c
= log n.
On the other hand, we have
c2tn ≥ 2a = c
6n1/2
120
⇔ 120n
1/2
c6
≥
(
1
c
)2t
⇐ log 120 + 1
2
log n+ 6 log
1
c
≥ 2t log 1
c
=
1
2
log n.
Thus there exists U ⊆ A of size at least a = c6n1/2
240
such that for every pair of vertices S ⊆ U ,
|N2(S)| ≥ m = c6n/2.
We embed a copy of TK` with ` = a = c
5d/480 greedily as follows: first embed all the
core vertices arbitrarily to U . Then we connect all pairs of core vertices one by one, in
an arbitrary order, with internally vertex-disjoint paths of length 4. Fix a pair of vertices
S ⊆ U . For every vertex v in N2(S), call C(v) := N(v) ∩ Γ(S) its connector set and call v
“bad” if |C(v)| = 1. Since G is C4-free, |N1(S)| ≤ 1, so there are at most ∆(B) ≤ 30d bad
vertices in N2(S). Any vertex v ∈ N2(S) that is not bad has |C(v)| = 2. When connecting
S, we will exclude from N2(S) the following vertices: (i) bad vertices (if they exist); (ii)
vertices in U ; (iii) vertices that were already used in previous connections; (iv) vertices
whose connector set was used. It follows immediately that if there is a vertex left in N2(S),
then together with its connector set, we can connect S.
For (i) and (ii), recall that there are at most 30d bad vertices and |U | ≤ `. For (iii),
there are at most
(
`
2
)
such vertices, one for each pair of core vertices. Thus there are at least
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m− 30d− `− (`
2
) ≥ c6n/2− 60cn1/2 − `2 ≥ c6n/4 many vertices left in N2(S).
For (iv), we say that two vertices in N2(S) have no conflict with each other if their
connector sets are disjoint. Notice that every vertex v in N2(S) that is not bad can have a
conflict with at most |C(v)| ·∆(B) = 2∆(B) ≤ 60d vertices. Thus we can find at least
c6n/4
2∆(B)
≥ c
6n
240d
=
c6n
480cn1/2
=
c5n1/2
480
≥ 2`
not-previously-used vertices in N2(S) that are pairwise conflict-free. Again since G is C4-
free, any other core vertex in U \ S can be adjacent to connector sets of at most 2 vertices
in N2(S). Thus there are at least 2` − 2(` − 2) = 4 vertices available in N2(S) to connect
the pair of vertices in S.
2.7 Concluding Remarks
The proof of Theorem 2.1.3 is almost identical to the proof of Theorem 2.1.2. The only
differences is to generalize Lemma 2.4.1 to {C4, C2k}-free graphs for any k ≥ 4. First we need
a result of Ku¨hn and Osthus [42], which finds a C4-free subgraph G
′ in a C2k-free graph G for
k ≥ 4 such that d(G′) = Ω(d(G)). Then after cleaning S1(vi) and S2(vi)(as in Section 2.4.2),
S2(vi) still has Ω(d
2) vertices. Recall that each vertex in S2(vi) sends Ω(d) edges to S3(vi),
then by a well-known result of Bondy and Simonovits [13], we have that there are at least
Ω(d3−3/(k+1)) vertices available in S3(vi) after cleaning S1(vi) and S2(vi). We further clean
S3(vi) by deleting at most `
2·diam vertices. For k ≥ 4, d3−3/(k+1)ε(d3−3/(k+1)) `2·diam+d2,
thus the robust diameter property is guaranteed for all connections.
22
Chapter 3
Triangle factors
The classical Corra´di-Hajnal theorem claims that every n-vertex graph G with δ(G) ≥
2n/3 contains a triangle factor, when 3|n. In this paper we asymptotically determine the
minimum degree condition necessary to guarantee a triangle factor in graphs with sublinear
independence number. In particular, we show that if G is an n-vertex graph with α(G) =
o(n) and δ(G) ≥ (1/2 + o(1))n, then G has a triangle factor and this is asymptotically
best possible. We also propose many related open problems whose solutions could show a
relationship with Ramsey-Tura´n theory.
Additionally, we also consider a fractional variant of the Corra´di-Hajnal Theorem, settling
a conjecture of Balogh-Kemkes-Lee-Young. Let t ∈ (0, 1) and w : E(Kn)→ [0, 1]. We call a
triangle in Kn heavy if the sum of the weights on its edges is more than 3t. We prove that
if 3|n and w is such that for every vertex v the sum of w(e) over edges e incident to v is at
least
(
1+2t
3
+ o(1)
)
n, then there are n/3 vertex disjoint heavy triangles in G.
3.1 Introduction
Given an n-vertex graph G and an h-vertex graph H, an H-tiling is a collection of vertex
disjoint copies of H in G. A perfect H-tiling or an H-factor is an H-tiling that covers all of
the vertices of G. One obvious necessary condition for an H-factor in G is h|n. Throughout
the rest of the paper we will assume that this divisibility condition holds whenever necessary.
We also always assume that n is sufficiently large.
For a given graph H, a fundamental problem in graph theory is to find sufficient condi-
tions for a graph G to have an H-factor. A classical result of Tutte gives necessary and suf-
ficient conditions for the case H = K2. Another celebrated result of this type is the Hajnal-
Szemere´di Theorem [29] which states that every n-vertex graph G with δ(G) ≥ (1 − 1/r)n
has a Kr-factor. The case r = 3 was proved earlier by Corra´di and Hajnal [14]. The almost
balanced complete r-partite graph on n vertices shows that the minimum degree condition
in the Hajnal-Szemere´di theorem is sharp. This extremal example, which is very similar to
the Tura´n graph, has chromatic number r, has an independent set of size greater than n/r,
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it is almost regular and very far from random-like.
Although the Hajnal-Szemere´di Theorem was proved many years ago, there has been
significant recent activity on related theorems. For example, Alon-Yuster [4], Komlo´s-
Sa´rko¨zy-Szemere´di [37] and Ku¨hn-Osthus [45] have all proved theorems similar to the Hajnal-
Szemere´di Theorem where complete graphs factors are replaced with H-factors where H is an
arbitrary graph; Kierstead-Kostochka proved the Hajnal-Szemere´di Theorem with an Ore-
type degree condition [34]; Fischer [26], Martin-Szemere´di [50], and Keevash-Mycroft [32]
have proved multipartite variants; and Wang [62], Keevash-Sudakov [33], Czygrinow-Kier-
stead-Molla [16], Czygrinow-DeBiasio-Kierstead-Molla [15], Treglown [60] and Balogh-Lo-
Molla [9] have all proved analogues of the Hajnal-Szemere´di Theorem in directed and ori-
ented graphs.
In 1970, Erdo˝s and So´s [24] began studying a variation on Tura´n’s theorem that excludes
graphs with high independence number such as Tura´n graph. They investigated the maxi-
mum number of edges in an n-vertex, Kr-free graph with independence number o(n). These
types of problems became known as Ramsey-Tura´n problems, and have been studied exten-
sively over the past 40 years, see for example [7] [21] [22] [53] [56]. The following question is
a Ramsey-Tura´n-type of variant of the Hajnal-Szemere´di theorem.
Question 3.1.1. Let G be an n vertex graph with α(G) = o(n). What is the minimum
degree condition on G that guarantees a Kk-factor in G for k ≥ 3?
As we mentioned earlier, the main motivation for Question 3.1.1 is the fact that the
extremal example for the Hajnal-Szemere´di theorem is a very structured graph. In 2004,
Krivelevich-Sudakov-Szabo´ [41] considered the pseudo-random version of the Corra´di-Hajnal
theorem. In particular, they proved that every n-vertex graph G satisfying some pseudo-
random conditions has a triangle-factor. The pseudo-random condition they require implies
α(G) = o(n). In fact, their condition implies that the graph has uniform edge distribution,
a much stronger condition, in Question 3.1.1, we impose a much weaker hypothesis, though
for this price we need a higher minimum degree condition. Our first main result is to answer
Question 3.1.1 for k = 3.
Theorem 3.1.2. For every ε > 0, there exists γ > 0 and n0 such that the following holds.
For every n-vertex graph G with n > n0, if δ(G) ≥ (1/2 + ε)n and α(G) ≤ γn, then G has
a triangle factor.
The following examples show that the minimum degree condition in the statement of The-
orem 3.1.2 is asymptotically best possible. For n = 2k, consider the graph G = Kk−1∪ Kk+1.
This graph does not have a triangle factor and δ(G) = n/2−2. Another example for n = 2k
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is the following. Consider the graph consisting of Kk+2 and Kk−1 sharing one vertex. Since
3|2k, we have that both k + 2 ≡ 2 (mod 3) and k − 1 ≡ 2 (mod 3). Hence, this graph has
no triangle factor and δ(G) = n/2− 2. For n = 2k + 1 consider the graph consisting of two
copies of Kk+1 sharing one vertex. Since 3|2k + 1, we have k + 1 ≡ 2 (mod 3). Hence, this
graph has no triangle factor and δ(G) = (n− 1)/2.
We also prove the triangle case of the conjecture proposed by Balogh-Kemkes-Lee-Young
([6], Conjecture 1). Let t ∈ (0, 1) and w : E(Kn) → [0, 1]. We call x, y, z ∈ V (Kn) a heavy
triangle if w(xy) + w(xz) + w(yz) > 3t, for any v ∈ V (Kn), we let dw(v) be the sum of the
weights on the edges incident to v and let δw(Kn) = minv∈V (Kn) dw(v).
Theorem 3.1.3. For any t ∈ (0, 1) and ε > 0 there exists n0 such that for 3k = n ≥ n0, if
w : V (Kn)→ [0, 1] is such that δw(Kn) ≥
(
1+2t
3
+ ε
)
n then there are k vertex-disjoint heavy
triangles in G.
This theorem is asymptotically best possible for any t ∈ (0, 1) by the following example
from [6]. Let n be divisible by 3, let U ⊆ V (Kn) such that |U | = 2n/3 + 1 and, for all
e ∈ E(G), set w(e) = t if e ∈ E(G[U ]), and otherwise set w(e) = 1. Since every heavy
triangle intersects U in at most two vertices, there are no n/3 vertex disjoint heavy triangles
in G. Furthermore, we have that δw(G) = |V (G) \ U |+ t(|U | − 1) = (1 + 2t)n/3− 1.
As was pointed out in [6], when t = 2/3 and w(e) ∈ {0, 1} for every e ∈ E, the Corra´di-
Hajnal Theorem implies that G has a heavy triangle factor when δw(G) ≥ 2n/3. It is
interesting to note that when w(e) is allowed to take any value in (0, 1) we can show that
we must force δw(G) to be greater than 7n/9 − 1 to guarantee a heavy triangle factor by
replacing t with 2/3 in the example above.
Notation. Most of the notation that we use is standard. For a collection of subsets U ofG we
let V (U) := ⋃U∈U U . Similarly, for a collection of subgraphs U we let V (U) := ⋃U∈U V (U).
For any v ∈ V and U ⊆ V , we let dU(v) = d(v, U) be the number of edges incident to v and
a vertex in U . For U,W ⊆ V , we let eG(U,W ) :=
∑
u∈U d(u,W ).
We use the notion of a multiset in several places, and when U is a multiset, we write
νU(u) to represent the multiplicity of the element u ∈ U .
The notation a  b means that there exists an increasing function f such that when a
and b are constants and a ≤ f(b) the argument holds. The function f is not always explicitly
specified, but could be computed.
Outline of the chapter. We first introduce and prove all the tools for the absorbing
method in Section 3.2. In Section 3.3 we prove Theorem 3.1.2. In Section 3.3.1, we state the
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two main lemmas and show how they imply Theorem 3.1.2. Then, in Sections 3.3.2 and 3.3.3,
we prove the two main lemmas of Theorem 3.1.2. In Section 3.4, we prove Theorem 3.1.3.
3.2 Tools for the absorbing method
The absorbing method of Ro¨dl, Rucin´ski and Szemere´di [54] is used in the proofs of both
Theorem 3.1.2 and Theorem 3.1.3, and the results of this section are used in both of the
proofs. When reading this section in the context of Theorem 3.1.3, all references to triangles
should be interpreted as references to heavy triangles.
The proof of the absorbing lemma for Theorem 3.1.3 (Lemma 3.4.1), while non-trivial,
is standard within the context of the absorbing method. However, the absorbing lemma for
Theorem 3.1.2 (Lemma 3.3.1) is more involved. The framework for the proof of Lemma 3.3.1
is established in this section. This framework will also be used in the proof of Lemma 3.4.1,
but most of it is not necessary for Theorem 3.1.3.
The main problem we had in applying a standard argument to create an absorbing lemma
for Theorem 3.1.2 is that there does not necessarily exists k ∈ N such that for every set of
3-vertices W there exist Ω(n3k) sets U of size 3k such that both G[U ] and G[W ∪ U ] have
perfect triangle factors. Below, we construct a graph to demonstrate this property.
Example 3.2.1. Fix k ∈ N and 0 < ε < 1/6. Let V1, V2, . . . , V2m+1 be disjoint sets that
partition [n] where |V1| = b(1/2− ε)nc and |V2|, . . . , |V2m+1| ≥ d2εne. Note that m can be
as large as
⌊
dn/2+εne
2d2εne
⌋
≥ ε−1/8. Let G′ be the graph on [n], where for every i ∈ [m] we add
all possible edges between V1, V2i, V2i+1, i.e. G
′[V1 ∪ V2i ∪ V2i+1] is the complete 3-partite
graph with parts V1, V2i and V2i+1 for every i ∈ [m]. Note that δ(G′) ≥ (1/2 + ε)n, and
every triangle in G′ has exactly one vertex in V1. We obtain G by adding edges inside Vi
for every i ∈ [2m + 1] so that dG(v, Vi) = o(n) for every v ∈ Vi and α(G[Vi]) = o(n). It
is well-known that, with high probability, if every possible edge in G[Vi] is selected with
probability logn
n
= p = o(1), then G will have the desired properties. Let G′′ := G−G′.
Claim 3.2.2. For every fixed k, there exists a 3-set W ⊆ V such that there are only o(n3k)
sets U ⊆ V of size 3k such that both G[U ] and G[U ∪W ] have a triangle factor.
Proof. Let {w1, w2, w3} := W ⊆ V \ V1 such that W is an independent set and |W ∩ (V2i ∪
V2i+1)| 6= 3 for any i ∈ [m]. Let U ⊆ V such that G[U ] has a triangle factor T1 and G[U ∪W ]
has a triangle factor T2. If E(G′′[U ∪ W ]) = ∅, then every T ∈ T1 ∪ T2 has exactly one
vertex in V1, so |U ∩ V1| = k and |(W ∪ U) ∩ V1| = k + 1, but this contradicts the fact that
W ∩ V1 = ∅. Therefore, E(G′′[U ∪W ]) 6= ∅, but there are only o(n3k) sets U ⊆ V of size 3k
such that G′′[U ∪W ] contains an edge.
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Definition 3.2.3. Let G(V,E) be an n-vertex graph. Distinct vertices x, y ∈ V are (c, k)-
linked if there are at least (cn)3k−1 multisets U ⊆ V of size 3k − 1 such that the following
holds. Let U ′ be the set of elements of U , without repetition. Then, both G[U ′ ∪ {x}] and
G[U ′ ∪ {y}] have triangle factors in the following sense: if a vertex in U has multiplicity i
then it should be in exactly i triangles. We also call U a k-linking set for {x, y}.
For a vertex v ∈ V , denote by Lc,k(v) the set of vertices that are (c, k)-linked with v. A
set V ′ ⊆ V is (c, k)-linked if every pair of vertices in V ′ are (c, k)-linked.
Definition 3.2.4. For k ∈ N and 0 < φ < ψ ≤ 1, call a partition M = {V1, . . . , Vd} of V
(ψ, φ, k)-linked if |Vi| ≥ ψn and Vi is (φ, k)-linked for every i ∈ [d]. Note that d ≤ 1/ψ.
In Example 3.2.1, for every i ∈ [2m+ 1], Vi is (ε, 1)-linked, in particular, {V1, . . . , V2m+1}
is a (2ε, ε, 1)-linked partition of G.
Claim 3.2.5. Consider the graph from Example 3.2.1. For any k ∈ N and φ > 0, if vi ∈ Vi
and vj ∈ Vj where i 6= j, then vi and vj are not (φ, k)-linked.
Proof. We show that there are o(n3k−1) sets U that are k-linking multiset for {vi, vj}. Let
U be such a multiset. Since there are only o(n3k−1) multisets of order 3k − 1 such that
an element of U has multiplicity greater than 1, we can assume that U is actually a set.
Furthermore, we can assume that both G′′[U + vi] and G′′[U + vj] are independent sets,
since there are only o(n3k−1) sets of order 3k − 1 that do not have this property. This
implies that U + vi and U + vj both have exactly k vertices in V1, so, since i 6= j, neither
i nor j is 1. Therefore, we can assume without loss of generality that i is even. Hence,
|(U + vi)∩ Vi| = |(U + vi)∩ Vi+1| and |(U + vj)∩ Vi| = |(U + vj)∩ Vi+1|, which is impossible
since i 6= j.
Now we study properties of a linked partition of any graph.
Proposition 3.2.6. For a graph G = (V,E), let x1, x2 ∈ V , k1, k2 ∈ N, c, c1, c2 > 0,
k := k1 + k2 and c
′ := min{c, c1, c2}. If
|Lc1,k1(x1) ∩ Lc2,k2(x2)| ≥ cn,
then x1 and x2 are (
1
3
c′, k)-linked.
Proof. Assume k1 ≤ k2. Let (x, U1, U2) be an ordered triple such that x ∈ Lc1,k1(x1) ∩
Lc2,k2(x2) and Ui is a ki-linking set for {xi, x} and i ∈ [2]. There are at least
cn · (c1n)3k1−1 · (c2n)3k2−1 ≥ (c′n)3k1+3k2−1
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such ordered triples and if U := {x}∪U1∪U2 then U is a k1 +k2 linking set for {x1, x2}. Let
(x′, U ′1, U
′
2) be another such triple such that U = {x′}∪U ′1∪U ′2. By first picking x′ and then
U ′1 from the multiset U (and using the fact that x + 1 ≤ 3 · (3/2)x for all values of x > 0),
we have that there at most
(3k1 + 3k2 − 1) ·
(
3k1 + 3k2 − 2
3k1 − 1
)
≤
(
3 ·
(
3
2
)3k1+3k2−2)
· 23k1+3k2−2 = 33k1+3k2−1
such triples (x′, U ′1, U
′
2) and the conclusion follows.
Definition 3.2.7. Given a partition M = {V1, . . . , Vd} of V , 0 < φ < 1 and any multiset I
of [d] of order 3, let t(M, I) be the number of triangles T such that |V (T ) ∩ Vi| = νI(i) for
every 1 ≤ i ≤ d and let
fφ(M, I) =
1 if t(M, I) ≥ φn3,0 otherwise. (3.1)
Also, let Fφ(M) := {I : fφ(M, I) = 1}, and, for i ∈ [d], let tφ(M, i) be the number of times
the index i appears in a multiset of Fφ(M) with multiplicity, i.e. 3·|Fφ(M)| =
∑d
i=1 tφ(M, i).
When the partition M is clear from context, we often use Fφ and tφ(i) to refer to Fφ(M)
and tφ(M, i), respectively. For convenience, we let k : Fφ(M)× [3]→ [d] be the map defined
by {k(I, 1), k(I, 2), k(I, 3)} = I and k(I, 1) ≤ k(I, 2) ≤ k(I, 3) for every I ∈ Fφ(M).
For the graph from Example 3.2.1, Fε2({V1, . . . , V2m+1}) = {{1, 2i, 2i + 1} : i ∈ [m]},
k({1, 2i, 2i + 1}, 1) = 1, k({1, 2i, 2i + 1}, 2) = 2i, and k({1, 2i, 2i + 1}, 3) = 2i + 1 for every
i ∈ [m].
Definition 3.2.8. Given constants 0 < η < φ < ψ ≤ 1 and a partition M = {V1, . . . , Vd}
of V and A ⊆ V , a collection N is called (M, φ, η)-absorbable (with respect to A) if it
consists of 3 · |Fφ(M)| vertex disjoint subsets of V \ A and if there exists a bijective map
X : Fφ(M)× [3]→ N such that
• X(I, j) ⊆ Vk(I,j) for every j ∈ [3] and
• |X(I, 1)| = |X(I, 2)| = |X(I, 3)| ≤ ηn.
For every (M, φ, η)-absorbable collection N we will always implicitly assume that a fixed
function X exists. Call A an (M, φ, η)-absorber if for any collection N of disjoint sets that
is (M, φ, η)-absorbable with respect to A, G[A ∪ V (N )] has a triangle factor.
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When d = 1, Lemma 3.2.9 is very similar to lemmas that appear in other results which
use the absorbing method and the proof is nearly identical, for example see Lemma 1.1 in
[47] for a general result used for hypergraph matching.
Lemma 3.2.9. For any k and 0 < η  σ  φ ψ ≤ 1, the following holds. If G = (V,E)
is a graph and M = {V1, . . . , Vd} is a (ψ, φ, k)-linked partition of V , then there exists an
(M, φ, η)-absorber A ⊆ V such that |A| ≤ σn.
Proof. Let ` := 9 · k and η  ξ  σ. For any 3-set W = {w1, w2, w3} ⊆ V denote by LW
the set of ordered `-tuples (u1, . . . , u`) ∈ V ` such that u3ku6ku9k is a triangle and, for j ∈ [3],
the multiset {u3k·(j−1)+1, . . . , u3k·j−1} is a k-linking multiset for {wj, u3k·j}. Note that if the
vertices u1, . . . , u` are distinct and U := {u1, . . . , u`}, then G[U ] and G[U ∪W ] both have
triangle factors. We say that the 3-set W is acceptable if |Lw| ≥ 4(φn)`.
Form a random subset of `-tuples A′ ⊆ V ` where each `-tuple is picked independently at
random with probability p := ξn1−`. We have the following:
E|A′| = p · |V `| = ξn, (3.2)
E|A′ ∩ LW | ≥ p · 4(φn)` = 4ξφ`n for every acceptable 3-set W. (3.3)
We call a pair of `-tuples (u1, . . . , u`) and (u
′
1, . . . , u
′
`) a bad pair if a vertex appears more
than once in the list u1, . . . , u`, u
′
1, . . . , u
′
`. The number of bad pairs is at most (2`)
2 · n2`−1.
Hence,
E|{bad pairs in A′}| ≤ p2(2`)2 · n2`−1 = 4ξ2(`)2n. (3.4)
Therefore, by Markov’s inequality 1.2.1, with probability at most 1/2,
(a) A′ has at most 8ξ2(`)2n bad-pairs.
Furthermore, since there are at most
(
n
3
)
acceptable sets W , the Chernoff bound and the
union bound with (3.2) and (3.3) imply that w.h.p. A′ is such that
(b) |A′| ≤ 2ξn and
(c) |A′ ∩ LW | ≥ 2ξφ`n for all acceptable 3-sets W .
Therefore there exists A′ that satisfies properties (a), (b) and (c). We now remove both
elements from every bad pair in A′. We also remove any tuples in A′ that are not in LW
for any acceptable 3-set W . We call A the remaining part of A′. Note that for every
(u1, . . . , u`) ∈ A, there is a triangle factor in G[{u1, . . . , u`}]. Since φ` ≥ 16`2ξ,
|A ∩ LW | ≥ ξφ`n for every acceptable 3-set W. (3.5)
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Let A be the union of the vertices in the `-tuples of A. We have that |A| ≤ 2`ξn ≤ σn.
Let N be a collection of disjoint subsets of V \ A that is (M, φ, η)-absorbable. For every
I ∈ Fφ, |X(I, 1)| = |X(I, 2)| = |X(I, 3)| ≤ ηn, so there exists a partition W of V (N ) into
parts of size 3 such that for every W ∈ W there exists I ∈ Fφ such that W has one vertex
in each of X(I, 1), X(I, 2) and X(I, 3). Note that
|W| = |V (N )|/3 ≤ 3ηn · |Fφ|/3 ≤ ηnd3 ≤ ξφ`n. (3.6)
We claim that every W ∈ W is acceptable. By construction, there exists an I ∈ Fφ
such that W has one vertex in each of X(I, 1), X(I, 2) and X(I, 3). We can label W as
{w1, w2, w3} so that wj ∈ X(I, j) ⊆ VK(I,j) for each j ∈ [3]. Since fφ(I) = 1, there are φn3
triangles u3ku6ku9k such that u3k·j ∈ Vk(I,j) for j ∈ [3]. Furthermore, for any j ∈ [3], since
VK(I,j) is (φ, k) linked, there are at least (φn)
3k−1 k-linking multisets for {wj, u3k·j}, for each
j ∈ [3]. Therefore,
|LW | ≥ (φn)3(3k−1)φn3 ≥ 4(φn)`,
so W is acceptable.
Hence, by (3.5) and (3.6), we can match every W ∈ W to a different `-tuple in A ∩ LW
to construct a triangle factor of G[V (N ) ∪ A].
3.3 Proof of Theorem 3.1.2
3.3.1 Overview
Following the absorbing method, the heart of the proof is the following two lemmas, which
we show implies the theorem.
Lemma 3.3.1 (Absorbing Lemma for Theorem 3.1.2). For 0 < γ  ζ  σ  ε < 1/6 the
following holds. If G = (V,E) is a graph such that δ(G) ≥ (1/2 + ε)n and α(G) ≤ γn, then
there exists U ⊆ V such that |U | ≤ 2σn and for every W ⊆ V \ U such that |W | is at most
ζn and divisible by 3, G[U ∪W ] has a triangle factor.
Lemma 3.3.2 (Triangle Covering Lemma for Theorem 3.1.2). For any ε > 0, there exists
γ > 0 and n0 such that the following holds. For every n-vertex graph G with n > n0,
δ(G) ≥ (1/2 + ε)n and α(G) ≤ γn, there is a triangle tiling of all but at most 16/ε + 1
vertices.
30
Proof of Theorem 3.1.2. Let 0 < γ  ζ  σ  ε < 1/6 be as in Lemma 3.3.1 and such that
γ is small enough so that Lemma 3.3.2 holds when ε and γ are replaced with ε′ := ε−2σ and
γ′ := γ/(1− 2σ), respectively. Let U ⊆ V be a set of size at most σn that is guaranteed by
Lemma 3.3.1 and let V ′ := V \U , n′ := |V ′| and G′ := G[V ′]. Note that δ(G′) ≥ (1/2 + ε′)n′
and α(G′) ≤ γn ≤ γ′n′, so Lemma 3.3.2 implies that there exists a triangle tiling T1 such
that if W := V ′ \ V (T1), then |W | ≤ 16/ε′ + 1. Since n is divisible by 3, |W | is divisible by
3 and Lemma 3.3.1 implies that there exists a triangle factor T2 of G[W ∪U ], and T1 ∪ T2 is
a triangle factor of G.
3.3.2 Proof of Lemma 3.3.1
First we prove a series of lemmas and claims as preparation for the proof of Lemma 3.3.1.
The first lemma is similar to the Dependent Random Choice Lemma.
Lemma 3.3.3. Let F be a bipartite graph with classes (A,B) and 0 < ε ≤ 1 be such that
dF (a) ≥ ε|B| for every a ∈ A and dF (b) ≥ ε|A| for every b ∈ B. If B is sufficiently large,
then for every 0 < ψ < ε4/64 there exists a collection of disjoint subsets {S1, . . . , Sd} of B
such that
1. for every i ∈ [d], |Si| ≥ ψ|B|,
2.
∣∣∣⋃di=1 Si∣∣∣ ≥ (1− ψ)|B|, and
3. for every i ∈ [d], there are at most ψ3|B| pairs in b, b′ ∈ Si such that |NF (b)∩NF (b′)| <
ψ4|A|.
Proof. Since 0 < ε ≤ 1 and 0 < ψ < ε4/64, we have the following:
− log(ψ/2)/ε < 4ψ−1/2/ε− 1 = 8ψ1/2/(2ψ · ε)− 1 < ε/(2ψ)− 1.
Hence, we can pick a positive integer d so that
− log(ψ/2)/ε < d < ε/(2ψ). (3.7)
Call a pair (b, b′) ∈ B2 bad if |NF (b) ∩ NF (b′)| < ψ4|A| and let Z ⊆ B2 be the set of
bad pairs. Let U = {a1, . . . , ad} ⊆ A be a set of d vertices selected uniformly at random
and independently with repetition for A, and define fi to be the random variable counting
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|N(ai)2 ∩ Z| for every i ∈ [d]. By (3.7),
Efi =
∑
(b,b′)∈Z
P(ai ∈ NF (b) ∩NF (b′)) =
∑
(b,b′)∈Z
|NF (b) ∩NF (b′)|
|A| <
∑
(b,b′)∈Z
ψ4 <
ψ3
2d
|B|2.
(3.8)
Let Y := {b ∈ B : b /∈ ⋃di=1NF (ai)}, therefore, using (3.7),
E|Y | =
∑
b∈B
P(NF (b) ∩ U = ∅) =
∑
b∈B
(
1− |NF (b)||A|
)d
≤ (1− ε)d|B| ≤ e−εd|B| < ψ|B|
2
.
Markov’s inequality 1.2.1 and the union bound implies that there exist a choice of {a1, . . . , ad} ⊆
A such that |NF (ai)2 ∩Z| ≤ ψ3|B|2 for every i ∈ [d], and |V \
⋃d
i=1 N(ai)| ≤ ψ|B|. Fix such
an {a1, . . . , ad} and let S ′i := N(ai) for i ∈ [d].
To make the sets S ′i disjoint, we use the following probabilistic argument. For every
vertex v ∈ ⋃di=1 S ′i we select uniformly at random and independently of other vertices an
index j from the set {j ∈ [d] : v ∈ S ′j}, and then assign v to the set Sj. At the end of this
process, the sets {S1, . . . , Sd} are disjoint, and using (3.7) we have,
E|Si| =
∑
v∈S′i
|{j ∈ [d] : v ∈ S ′j}|−1 ≥
dF (ai)
d
≥ ε|B|
d
≥ 2ψ|B| for all i ∈ [d].
Because each Si is the sum of independent random indicator variables, the Chernoff bound
implies that
P(|Si| ≤ ψ|B|) ≤ 2 exp(−((1/2)2 · 2ψ|B|)/3) < 1/d for all i ∈ [d],
and, with the union bound, there is an assignment such that |Si| ≥ ψ|B| for every i ∈ [d].
Proposition 3.3.4. For any 0 < ε < 1/6, if G = (V,E) is a graph on n vertices such that
δ(G) ≥ (1/2 + ε)n, then for every vertex v ∈ V , |Lε2,1(v)| ≥ 32ε2n, for n sufficiently large.
Proof. For a vertex v ∈ V define
F (v) := {(u, e) ∈ (V − v)× E : ve and ue are triangles}.
Since δ(G) ≥ (1/2 + ε)n, we have e(G[N(v)]) ≥ ((1/2 + ε)n · 2εn)/2 for n sufficiently large,
furthermore for every edge uu′ ∈ E(G[N(v)]), |N(u) ∩N(u′)− v| ≥ 2εn− 1. Hence,
|F (v)| ≥
(
1
2
+ ε
)
n · εn · (2εn− 1) ≥ ε2n3. (3.9)
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On the other hand,
|F (v)| ≤ (n− |Lε2,1(v)|) · (ε2n)2 + |Lε2,1(v)||E| ≤ ε4n3 + |Lε2,1(v)|n
2
2
. (3.10)
Since ε < 1/6, (3.9) and (3.10) imply that |Lε2,1(v)| ≥ 32ε2n.
For reference, we now list the relationship between the constants used in the rest of this
section:
0 < γ  ζ  β  η  σ  φ ψ  ε < 1/6. (3.11)
We will also have that d is a positive integer such that
d ≤ 1/ψ (3.12)
Lemma 3.3.5. Assuming (3.11), if G = (V,E) is a graph on n vertices where δ(G) ≥
(1/2 + ε)n, then there exists a (φ, ψ, 6)-linked partition M = {V1, . . . , Vd} of V for some
d ≤ 1/ψ.
Proof. Let F be the bipartite graph with parts E and V such that ev ∈ E(F ) if ev is a
triangle in G. For every v ∈ V ,
dF (v) =
1
2
·
∑
v′∈NG(v)
|NG(v) ∩NG(v′)| ≥ 1
2
· δ(G) · (2δ(G)− n) ≥ ε|E|,
and, for every vv′ ∈ E(G),
dF (vv
′) = |NG(v) ∩NG(v′)| ≥ 2 · δ(G)− n ≥ 2ε|V |.
Therefore, by Lemma 3.3.3, there exists a disjoint collection of vertex sets {V ′1 , . . . , V ′d} such
that if R′ := V \
(⋃d
i=1 V
′
i
)
, then |R′| ≤ 2ψn, and, for every i ∈ [d], |V ′i | ≥ 2ψn and, for all
i ∈ [d], all but at most (2ψ)3n2 pairs v, v′ ∈ V ′i are such that
|NF (v) ∩NF (v′)| ≥ (2ψ)4n2. (3.13)
In the remainder of the proof, we will potentially remove some vertices from the each
of the sets V ′1 , . . . , V
′
d and the distribute these removed vertices and the vertices in R
′ into
the sets to create the desired partition. To help achieve this, we build an auxiliary graph H
with V (H) = V (G) and in which two vertices v, v′ ∈ V (H) are adjacent if and only if v and
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v′ satisfy (3.13). Also, define Hi := H[V ′i ] for i ∈ [d]. For any i ∈ [d], note that
NHi(v) ⊆ L4ψ2,1(v) for any v ∈ V ′i (3.14)
Let Ji := {v ∈ V (Hi) : dHi(v) ≥ 8ψ2n} and V ′′i := V ′i \ Ji. Since e(Hi) ≤ (2ψ)3n2, we have
that
|Ji| ≤ 8ψ
3n2
8ψ2n
= ψn and |V ′′i | ≥ ψn for every i ∈ [d].
Let v, v′ ∈ V ′′i . Since v, v′ /∈ Ji,
|NHi(v) ∩NHi(v′)| ≥ 2 · (|V ′i | − 8ψ2n)− |V ′i | ≥ 27φn. (3.15)
By (3.14) and (3.15), Proposition 3.2.6 with k1 = 1, k2 = 1, c = 27φ and c1 = c2 =
4ψ2, implies that v and v′ are (9φ, 2)-linked. Therefore, V ′′i is (9φ, 2)-linked. Similarly,
Proposition 3.2.6 also implies that V ′′i is (3φ, 3)-linked and (φ, 6)-linked.
Let v ∈ J1 ∪ · · · ∪ Jd ∪R. By Proposition 3.3.4, there exists i ∈ [d] such that
∣∣{u ∈ V ′′i : u and v are (ε2, 1)-linked}∣∣ ≥ 32ε2n− |R|d − |Ji| ≥ 9φn. (3.16)
Therefore, we can construct a partition (that may contain empty parts) {W1, . . . ,Wd} of
J1 ∪ · · · ∪ Jd ∪R such that for every i ∈ [d] and every w ∈ Wi, |Lε2,1(w) ∩ V ′′i | ≥ 9φn.
Since V ′′i is (9φ, 2)-linked, (3.16) and Proposition 3.2.6 imply that, for every w ∈ Wi,
V ′′i + w is (3φ, 3)-linked and also (φ, 6)-linked. Therefore, for every two distinct vertices
w1, w2 ∈ Wi, since |V ′′i | ≥ 3φn, Proposition 3.2.6 implies that w1 and w2 are (φ, 6)-linked.
Hence, if Vi := V
′′
i ∪Wi for every i ∈ [d], thenM := {V1, . . . , Vd} is a (ψ, φ, 6)-linked partition
of V .
Definition 3.3.6. Let G be an n-vertex graph. Define S := {S1, . . . , Sm} be a family of
subsets of V (G). For a > 0, let C(S, a) be the graph with vertex set S where the following
holds
SiSj ∈ E(C) ⇐⇒ |{v ∈ Si : |N(v) ∩ Sj| ≥ an}| ≥ an and
|{v ∈ Sj : |N(v) ∩ Si| ≥ an}| ≥ an. (3.17)
Proposition 3.3.7. Let 0 < γ < a < 1 and d ∈ N. Let G = (V,E) be a graph on n vertices
such that α(G) ≤ γn, S = {S1, . . . , Sd} a collection of disjoint subsets of V , and W ⊆ V
such that |W | < (a − γ)n the following holds. If P is a (S, S ′)-path in C(S, a), then there
exists a set of vertex disjoint triangles Y in G[V (S) \W ] such that:
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• |Y| = |E(P )|, |V (Y) ∩ S| = 1, |V (Y) ∩ S ′| = 2 and
• |V (Y) ∩ S ′′| ∈ {0, 3} for every S ′′ ∈ S − S − S ′.
Proof. Let S = S1, . . . , S` = S
′ be P . We will iteratively construct vertex disjoint triangles
v1e1, . . . , v`−1e`−1, so that vi ∈ Si \W and ei ∈ E(G[Si+1 \W ]). We always select vi so that
d(vi, Si+1) ≥ an, which is possible by the definition of C(S, a). Selecting ei is then possible
because α(G) ≤ γn < an− |W |.
The following lemma relies heavily on Definitions 3.2.3, 3.2.7, 3.2.8 and 3.3.6.
Lemma 3.3.8. For any k and assuming (3.11), then if G = (V,E) is a graph on n vertices
such that δ(G) ≥ (1/2 + ε)n, M = {V1, . . . , Vd} is a (ψ, φ, k)-linked partition of V and A
is an (M, φ, η)-absorber such that |A| ≤ σn, then there exists N an (M, φ, η)-absorbable
collection with respect to A such that:
(a) for every I ∈ Fφ(M) and j ∈ [3], |X(I, j)| = bηnc,
(b) the graph C(N , β) is connected,
(c) for every v ∈ V , there exists I ∈ Fφ(M) and j ∈ [3] such that d(v,X(I, j)) ≥ βn, and
(d) for every I ∈ Fφ(M), X(I, 1)X(I, 2)X(I, 3) is a triangle in C(N , β).
Proof. Chose τ so that σ  τ  φ, and define V ′i := Vi \ A for every i ∈ [d]. For every
i, i′ ∈ [d], let
U(i,i′) := {v ∈ V ′i : d(v, Vi′) ≥ τn}.
Note that if Vi and V
′
i are adjacent in C(M, τ), then, by the definition of C(M, τ) and the
fact that |A| ≤ σn, we have that |U(i,i′)|, |U(i′,i)| ≥ τn− |A| ≥ τn/2.
We first establish the following three simple claims.
Claim 3.3.9. For every i ∈ [d], tφ(M, i) ≥ 1.
Proof. Assume that tφ(M, i) = 0. Then the number of triangles containing vertices of Vi is
less than d2φn3, but there are at least
(∑
v∈Vi e(G[N(v)])
)
/3 ≥ ψn · εn2 · 1/3 such triangles,
a contradiction.
Claim 3.3.10. If I ∈ Fφ(M) where {i, i′, i′′} = I, then |U(i,i′)| ≥ τn/2.
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Proof. Note that if νI(i) ≥ 2, then it could be that i = i′. Since I ∈ Fφ(M), there are at least
φn2 edges with one end in Vi and the other end in Vi′ , therefore, since dG(v, Vi′) ≤ |Vi′ | ≤ n,
for every v ∈ U(i,i′),
|U(i,i′)| ≥ eG(U(i,i′), Vi′)/n
=
(
eG(Vi, Vi′)− e(Vi \ U(i,i′), Vi′)
)
/n ≥ (φn2 − τn · (|Vi| − |U(i,i′)|)) /n ≥ τn/2.
Claim 3.3.11. The graph C(M, τ) is connected.
Proof. We can assume d ≥ 2, so let C1, C2 be an arbitrary partition ofM and let Ui :=
⋃ Ci
for i ∈ [2]. Without loss of generality we can assume that |U1| ≤ |U2|, so |U1| ≤ n/2. We will
show that there is an edge in C(M, τ) between the sets C1, C2, which will prove the claim. We
can assume that V1 ∈ C1. For every v ∈ V1, we have |NG(v) ∩ (V \ U1)| ≥ δ(G)− |U1| ≥ εn,
so
eG(V1, U2) ≥ |V1| · εn.
Hence, there exists some Vi /∈ C2, say V2, such that eG(V1, V2) ≥ |V1| · εn/d. For i ∈ [2], let
xi be the number of vertices in v ∈ Vi such that |NG(v)∩ V3−i| ≥ τn. We have the following
inequality,
xi · |V3−i|+ (|Vi| − xi) · τn ≥ |V1| · εn/d.
Since ψn ≤ |V1|, |V2| ≤ n and ψε/d ≥ ψ2ε ≥ 2τ , we have
xi ≥ |V1| · εn/d− |Vi| · τn|V3−i| − τn ≥
(ψε/d− τ)n2
n
≥ τn,
which means that V1 and V2 are adjacent in C(M, τ).
Now we proceed to prove Lemma 3.3.8. For every i ∈ [d], let the collection Ui contain
the sets N(v) ∩ V ′i for every v ∈ V (G) and U(i,i′) for every i′ ∈ [d]. Note that |Ui| = n + d
and that every set U ∈ Ui is is a subset of V ′i .
We will use the following probabilitic argument to contruct the desired (M, φ, η)-absorbable
collection N . Let m := bηnc and select a set Zi ⊆ V ′i of size tφ(M, i) ·m uniformly at ran-
dom. Then uniformly at random select a partition of Zi into tφ(M, i) parts each of size m
over all such partitions. Note that any such partition corresponds to an (M, φ, η)-absorbable
collection, since for every I ∈ Fφ(M) and j ∈ [3], we can uniquely assign X(I, j) to one of
the tφ(M, k(I, j)) parts of Zk(I,j). Assume there exists such a fixed assigned for every such
collection. For any I ∈ Fφ(M), j ∈ [3] and U ∈ Uk(I,j), the random variable |U ∩X(I, j)| is
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hypergeometrically distributed 1 and
E|U ∩X(I, j)| = m|V ′k(I,j)|
· |U | ≥ 0.9 · η · |U |.
For any I ∈ Fφ, j ∈ [3], and any U ∈ Uk(I,j), when |U | < βn the following probabilty
estimate is trivially true and when |U | ≥ βn it is implied by the Chernoff bound for the
hypergeometric distribution:
P(|U ∩X(I, j)| < E|U ∩X(I, j)| − βn) ≤ exp(−β2/3 · E|U ∩X(I, j)|) ≤ exp(−β3n/3).
Hence, by the union bound, w.h.p.
|U ∩X(I, j)| ≥ E|U ∩X(I, j)| − βn
for each of the n+d sets U ∈ Uk(I,j) simultaneously. Finally, this with the union bound again
imply that there exists an (M, φ, η)-absorbable collection N such that, for every I ∈ Fφ and
j ∈ [3],
|U ∩X(I, j)| ≥ 0.9 · η · |U | − βn for every U ∈ Uk(I,j).
Rewriting this, we have that, for every i′ ∈ [d], I ∈ Fφ and j ∈ [3],
d(v,X(I, j)) ≥ 0.9 · η · d(v, V ′k(I,j))− βn for every v ∈ V , (3.18)
and
|U(k(I,j),i′) ∩X(I, j)| ≥ 0.9 · η · |U(k(I,j),i′)| − βn. (3.19)
For any I, I ′ ∈ Fφ(M) and j, j′ ∈ [3], (3.18) and (3.19) imply that
if k(I, j) 6= k(I ′, j′) and Vk(I,j)Vk(I′,j′) ∈ E(C(M, τ), then
X(I, j)X(I ′, j′) ∈ E(C(N , β)).
(3.20)
Also note that Claim 3.3.9 implies that,
for every i ∈ [d], there exists I ∈ Fφ(M) and j ∈ [3] such that X(I, j) ⊆ Vi. (3.21)
Combining (3.20) and (3.21), we have that for any I, I ′ ∈ Fφ(M) and j, j′ ∈ [3], if k(I, j) 6=
k(I ′, j′) and there is a path from Vk(I,j) to Vk(I′,j′) in C(M, τ), then there is a path from
1That is, if we have a bin with |Vk(I,j)| balls and exactly |U | of them are red, then the probability that
there are exactly t red balls after drawing m balls without replacement from the bin is P(|U ∩X(I, j)| = t).
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X(I, j) to X(I ′, j′) in C(N , β). This, (3.21) and Claim 3.3.11 imply that when d ≥ 2,
the graph C(N , β) is connected. Also, for all d ≥ 1, (3.20) and Claim 3.3.10, imply that
X(I, 1)X(I, 2)X(I, 3) is a triangle in C(N , β) for every I ∈ Fφ(M). Therefore, (d) holds.
This and Claim 3.3.9, imply that C(N , β) is isomorphic to K3 when d = 1, so (b) holds for all
d ≥ 1. Since (a) is true by construction, only (c) remains to be proved. To see that (c) holds,
note that for every v ∈ V , there exists i ∈ [d] such that d(v, V ′i ) ≥ ((1/2+ε)n−|A|)/d ≥ φn.
Since (3.21) implies that there exist I ∈ Fφ(M) and j ∈ [3] such that X(I, j) ⊆ Vi, (3.18)
implies that d(v,X(I, j)) ≥ βn.
Proof of Lemma 3.3.1. Assume (3.11) holds. Lemma 4.7.1 implies that there exists a (ψ, φ, 6)-
linked partition M of V . Lemma 3.2.9 implies that there exists A ⊆ V such that |A| ≤ σn
and A is an (M, φ, η)-absorber. Lemma 3.3.8 then implies that there exists a collection
N of disjoint subsets of V \ A such that N is (M, φ, η)-absorbable with respect to A
and that properties (a), (b), (c) and (d) of Lemma 3.3.8 hold. Let N := V (N ), i.e.
N :=
⋃{X(I, j) : I ∈ Fφ, j ∈ [3]}. Let U := A∪N and W ⊆ V \U such that |W | ≤ ζn and
|W | is divisible by 3. We have that |U | ≤ σn+ 3d3ηn ≤ 2σn and we will show that there is
a triangle factor of G[W ∪ U ] which will complete the proof.
For every w ∈ W , by Lemma 3.3.8(c), there exists some I ∈ Fφ and j ∈ [3], such that
d(w,X(I, j)) ≥ βn > γn + 2|W |. Therefore, since α(G) ≤ γn, for every w ∈ W , we can
assign some edge ew ∈ E(G[N(w) ∩ X(I, j)]) to w so that W := {wew : w ∈ W} is a
collection of vertex disjoint triangles.
The idea of the remainder of the proof is the following. We iteratively construct another
small collection Y of vertex disjoint triangles in G[N \ V (W)]. For convenience, we will use
Y to represent the triangles that have been constructed so far in this iterative process. In
particular, at the beginning of this process Y = ∅. For every I ∈ F and j ∈ [3], we define
X ′(I, j) := X(I, j) \ V (W ∪ Y). We also define N ′ := {X ′(I, j) : I ∈ Fφ, j ∈ [3]} and
N ′ := V (N ′) = ⋃N ′. After this process is completed and we have finished constructed
Y , we will have that, for every I ∈ Fφ, |X ′(I, 1)| = |X ′(I, 2)| = |X ′(I, 3)|. Note that
then because A is an (M, φ, η)-absorber, and Lemma 3.3.8(a) implies that |X ′(I, 1)| =
|X ′(I, 2)| = |X ′(I, 3)| ≤ ηn, the collection N ′ is (M, φ, η)-absorbable with respect to A, so
there exists a triangle factor Z of G[A ∪ N ′]. Therefore, W ∪ Y ∪ Z is a triangle factor of
G[W ∪ A ∪N ] = G[W ∪ U ], which completes the proof.
We will now describe the two stage process for constructing Y . Our goal in the first stage
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is for the following to hold for every I ∈ Fφ:
|X ′(I, 1) ∪X ′(I, 2) ∪X ′(I, 3)| ≡ 0 (mod 3). (3.22)
At any step of the first stage of the algorithm, we call a triple I ∈ Fφ, bad if it does not
satisfy (3.22). Pick a bad I ∈ Fφ such that |X ′(I, 1) ∪ X ′(I, 2) ∪ X ′(I, 3)| ≡ 1 (mod 3) if
possible. Note that |N ′| is always divisible by three, because and |N ′| = |N |−2|W |−3|Y| and
|W | and |N | are both divisible by 3. Therefore, there exists another bad triple I ′ ∈ Fφ − I.
By Lemma 3.3.8(b) there exists a path P from X(I, 1) to X(I ′, 1) in the graph C(N , β).
Hence, by Proposition 3.3.7, we can add a collection of at most |P | − 1 vertex disjoint
triangles to Y , so that after this step, at least one of I or I ′ is no longer bad and every triple
in Fφ that was good before this step remains good after this step is completed. Note that
we finish the first phase in at most |N | steps, so |Y| ≤ |N |(|N |− 1) ≤ (3 · d3)2 after the first
phase.
In each step of the second and final stage of the algorithm, we pick some I ∈ Fφ such that
|X ′(I, 1)| = |X ′(I, 2)| = |X ′(I, 3)| does not hold and add triangles contained in G[X(I, 1) ∪
X(I, 2) ∪ X(I, 3)] to Y until |X ′(I, 1)| = |X ′(I, 2)| = |X ′(I, 3)| holds. We continue in
this manner until we have the desired collection Y . We will now describe this process for
a fixed I ∈ Fφ. Before each triangle is constructed, we relabel {j1, j2, j3} = [3] so that
|X ′(I, j1)| ≤ |X ′(I, j2)| ≤ |X ′(I, j3)| and let
c(I) := (|X ′(I, j2)| − |X ′(I, j1)|) + (|X ′(I, j3)| − |X ′(I, j1)|) .
We also fix Φ := c(I) before any triangle are constructed. Because |Y| ≤ 9 · d6 at the start
of the second stage of the algorithm, |W| = |W |, and every triangle in Y ∪W has at most
2 vertices in X(I, j) for any j ∈ [3], we have that
Φ ≤ 2 · 2(9 · d6 + |W |) < 2ζn.
Note that because I satisfies (3.22), we can conclude that Φ ≡ c(I) ≡ 0 (mod 3) throughout
this process.
We now add a triangle to Y with one vertex in X(I, j2) and two vertices in X(I, j3) until
c(I) = 0, which implies |X ′(I, 1)| = |X ′(I, 2)| = |X ′(I, 3)| (recall that we relabel {j1, j2, j3} =
[3] before each triangle is constructed). By Lemma 3.3.8(d), X(I, 1)X(I, 2)X(I, 3) is a
triangle in C(N , β). Therefore, there exists v ∈ X ′(I, j2) such that d(v,X ′(I, j3)) > γn =
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α(G) and, hence, a triangle with one vertex inX ′(I, j2) and two vertices inX ′(I, j3), provided
|V (Y ∪W) ∩X(I, j2)|, |V (Y ∪W) ∩X(I, j3)| < (β − γ)n. (3.23)
Assuming (3.23) always holds, this process will terminate after constructing at most 2 ·Φ/3
triangles, because c(I) decreases by 3 after each triangle is added to Y unless |X ′(I, j1)| =
|X ′(I, j2)|, and when |X ′(I, j1)| = |X ′(I, j2)|, c(I) does not change, but c(I) decreases by 3
when the following triangle is added to Y . Therefore, V (Y ∪W) intersects any set in N in
at most 2(2 ·Φ/3 + 9 · d6 + |W |) < (β − γ)n vertices. Hence, (3.23) always holds and we can
find the required triangles between X ′(I, j2) and X ′(I, j3).
3.3.3 Proof of Lemma 3.3.2
Proof of Lemma 3.3.2. Set γ < ε/36. Let T be a maximum family of disjoint triangles in
G, andM be a maximum matching in G[V \ V (T )]. Denote V the set of remaining vertices
and let v = |V|, i.e. v = |G \ V (T ∪M)|. Denote t := |T | and m := |M|, then we have
n = 3t+ 2m+ v, v ≤ α(G) ≤ γn and t ≥ (δ(G)− α(G))/3 ≥ n/6 by greedy construction.
Claim 3.3.3. m < 8/ε.
Proof. For a contradiction, assume εm ≥ 8. Note that for every vertex u ∈ V (M), its degree
in G[V \ V (T )] is at most v + m, otherwise u is adjacent to both ends of a matching edge
in M, contradicting the maximality of T . Thus
d(u, V (T )) ≥
(
1
2
+ ε
)
n− v −m =
(
1
2
+ ε
)
(3t+ 2m+ v)− v −m
≥
(
3
2
+ 3ε
)
t+ εm− v
2
≥
(
3
2
+ ε
)
t,
(3.24)
where the last inequality follows from the fact that v ≤ γn and t ≥ n/6. Thus e(V (M), V (T )) ≥
(3
2
+ ε)t · 2m = (3 + 2ε)tm.
Let T ′ be the collection of triangles in T , each sending at least 3m+ 9 edges to M and
write t′ = |T ′|. Note that each triangle T ∈ T can send at most 6m edges to M, thus
e(V (M), V (T )) ≤ t′ · 6m+ (t− t′)(3m+ 8) = (3m+ 8)t+ (3m− 8)t′.
Together with (3.24) we have that
t′ ≥ 2εm− 8
3m− 8 · t ≥
εm
3m− 8 · t ≥
ε
3
· t ≥ εn
18
. (3.25)
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Note that for every T ∈ T ′, there is at least one vertex sT ∈ V (T ) that sends at least
(3m + 9)/3 = m + 3 edges to M. Hence, sT forms a triangle with at least 3 edges in
M. Let S := {sT : T ∈ T ′} and R := V (T ′) \ S. By the definition of T ′, we have
e(V (M), V (T ′)) ≥ (3m+ 9)t′. Thus there exists u ∈ V (M) such that
d(u, V (T ′)) ≥ e(V (M), V (T
′))
2m
≥ (3m+ 9)t
′
2m
≥ 3t
′
2
.
With (3.25) we have that d(u, V (R)) ≥ d(u, V (T ′))− |S| ≥ t′/2 ≥ (εn)/36 > γn.
Since α(G) ≤ γn, there is at least one edge y1y2 ∈ NR(u). Let T be the triangle uy1y2
and let T1, T2 ∈ T such that yi ∈ Ti for i ∈ [2]. Since, for i ∈ [2], sTi forms a triangle with at
least three edges inM, we can pick distinct edges in e1, e2 ∈M such that neither contains u
and sTiei is a triangle for i ∈ [2]. If T1 6= T2, then T −T1−T2 +T + sT1e1 + sT2e2 contradicts
the maximality of T , and if T1 = T2, then T − T1 + T + sT1e1 contradicts the maximality of
T .
Claim 3.3.4. v ≤ 1.
Proof. Suppose to the contrary that there exists two vertices x, y ∈ V (V). V (V) is an
independent set, hence v ≤ γn, and, by Claim 3.3.3, m < 8/ε, therefore
e({x, y}, V (T )) ≥ 2(δ(G)−m) ≥ (1 + ε)n > 3t+ εn.
Denote T ′′ := {T ∈ T : e({x, y}, T ) ≥ 4}. It follows that t′′ := |T ′′| ≥ εn/3 > γn. Fix
a triangle T = abc ∈ T ′′. If d(x, V (T )) = 3 and d(y, V (T )) = 1, say ya ∈ E(G), then
we get a triangle xbc and an edge ya, contradicting to the maximality of M. Thus we
may assume that d(x, V (T )) = d(y, V (T )) = 2. Note that if x is adjacent to {a, b} and
y is adjacent to {a, c}, then we get the triangle xab and an edge yc, contradicting to the
maximality of M. Hence, both x and y are adjacent to the same two vertices in T . Let
S := N(x) ∩ N(y) ∩ V (T ′′), and R := V (T ′′) \ S. Since |R| = t′′ > γn, there exist two
triangles abc, a′b′c′ ∈ T ′′ such that cc′ ∈ E(G[R]). Now we can take xab, ya′b′ and cc′, again
contradicting to the maximality of M.
The number of vertices not covered in T is then 2m+ v < 16/ε+ 1.
41
3.4 Proof of Theorem 3.1.3
We prove Theorem 3.1.3 in roughly the same way as we proved Theorem 3.1.2. That is,
we prove an absorbing lemma (Lemma 3.4.1) and an almost tiling lemma (Lemma 3.4.4)
and then we use them both to obtain the desired result. We omit the details of proving
Theorem 3.1.3, given Lemma 3.4.1 and Lemma 3.4.4, since they are identical to the analogous
proof of Theorem 3.1.2.
Notation. For disjoint vertices x, y, z, we will let x, xy and xyz represent the sets {x},
{x, y} and {x, y, z} respectively. It should be clear from context whether we mean for x to
represent the vertex x or the singleton set {x}. For any U ⊆ V , we will let U = V \ U ,
indU :=
∑
e∈(U2)
w(e)·3 and for W ⊆ U we will let ‖U,W‖ := ∑e∈E(U,W ) w(e)·3. For disjoint
vertices x, y and z we call xyz a heavy triangle if indxyz > 9t. We multiply by three here
purely for notational convenience.
To prove the absorbing lemma, we will consider the very simply partition M := {V1}
of V , i.e. V1 := V . We show that there are at least φn
3 heavy triangles in G, i.e.
tφ(M, {1, 1, 1}) = 1 and that the entire vertex set V1 := V is (φ, 1)-linked. Applying
Lemma 3.2.9 will essentially complete the proof of the absorbing lemma.
Lemma 3.4.1 (Absorbing Lemma). For any t ∈ (0, 1) let 0 < ζ  σ  ε < 1 and n0 such
that the following holds. For any n ≥ n0 that is divisible by 3, graph (V,E) = G = Kn and
w : E → [0, 1] such that δw(G) ≥
(
1+2t
3
+ ε
)
n, there exists U ⊂ V such that |U | ≤ σn and
for any W ⊆ V \ U such that |W | is at most ζn and divisible by 3, there exists a perfect
tiling of G[U ∪W ] with heavy triangles.
Proof. Let σ  φ ε. The following two claims make up the bulk of the proof.
Claim 3.4.2. There are at least 1
4
n3 ordered triples (x, y, z) ∈ V 3 such that xyz is a heavy
triangle.
Proof. Pick any x ∈ V . For any y ∈ V − x, let V ′ = V − x− y and
Zy := {z ∈ V ′ : xyz is heavy triangle}.
By δw(G) ≥
(
1+2t
3
+ ε
)
n,
(2+4t)|V ′| < ‖xy, V ′‖ ≤ 6·|Zy|+(9t−indxy)|V ′\Zy| = (6− 9t+ indxy) |Zy|+(9t−indxy)|V ′|,
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so, since |Zy| ≥ 0 and indxy ≤ 3,
|Zy| > indxy − 5t+ 2
6− 9t+ indxy |V
′| ≥ indxy − 5t+ 2
9(1− t) |V
′|.
Therefore, there are at least
∑
y∈V−x
|Zy| >
∑
y∈V−x
indxy − (5t− 2)
9(1− t) · |V
′| > 1 + 2t− (5t− 2)
9(1− t) · (n− 2)
2 =
1
3
(n− 2)2
pairs (y, z) such that xyz is a heavy triangle, and this completes the proof.
Claim 3.4.3. For every pair of distinct vertices x and y there are at least 2φ2n ordered
pairs (z, w) ∈ (V − x− y)2 such that xyz and xyw are both heavy triangles.
Proof. Assume the contrary. For 0 ≤ c ≤ 6, let
Zc := {z ∈ V − x− y : ‖z, xy‖ > c}.
For any z ∈ V we will say w ∈ V − xyz works with z if both xzw and yzw are heavy
triangles.
First note that if z ∈ V − x − y is such that ‖x, z‖, ‖y, z‖ > 3t, then any vertex w ∈
V − x− y − z such that ‖w, xyz‖ ≥ 3 + 6t works with z.
If z ∈ Z3+3t, then, because ‖xyz, V \ xyz‖ > (3 + 6t+ 9ε)n− 2indxyz, there are at least
2φn vertices w such that ‖w, xyz‖ > 3+6t. By the previous observation, every such w works
with z. Therefore, we can now assume that |Z3+3t| < φn.
Since ‖xy, V \ xy‖ ≥ (2 + 4t + 6ε)n − 2indxy, we have |Z2+4t| ≥ 2φn. Therefore, if for
every vertex in z ∈ Z2+4t there are φn vertices that work with z, then we are done. Assume
that this is not the case, and let z ∈ Z2+4t such that there are fewer than φn vertices work
with z. Let G∗ be the graph obtained from G by removing the vertices in Z3+3t and the
vertices that work with z from G. Note that we removed at most 2φn vertices, so G∗ has
the following properties:
(a) Z3+3t = ∅, (b) no vertices work with z, and (c) δw(G∗) ≥
(
1 + 2t
3
+
ε
2
)
n. (3.26)
Assume without loss of generality, that indxz ≥ indyz.
Let V ′ := V (G∗) \ xyz, Y := {w ∈ V ′ : yzw is a heavy triangle} and X := V ′ \ Y .
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By (3.26)(c), there exists w ∈ V ′ such that ‖w, xyz‖ ≥ 3 + 6t. If indxz ≥ indyz > 3t,
then, because indxw, indyw ≤ 3, both indxzw and indyzw are heavy triangles, contradicting
(3.26)(b). Hence indyz ≤ 3t, which implies that if we let t := 1−t and c := (indyz−3t)+t =
indyz − (3− 4t), then c ≤ t. Because z ∈ Z2+4t = Z6−4t, it must be that
indxz > 3− c, (3.27)
so c > 0. Combining the upper and lower bounds on c gives
t ≥ c > 0. (3.28)
Note that
w ∈ Y if and only if ‖w, yz‖ ≥ 6t+ t− c = 5t+ 1− c. (3.29)
Therefore, we have that
‖yz, V ′‖ < 3|Y |+‖z, Y ‖+(5t+1−c)|X| = ‖z, Y ‖+(5t−3+c)|Y |+(5t+1−c)|V ′|, (3.30)
and, by (3.26)(c),
‖yz, V ′‖ ≥ (2 + 4t)|V ′| = (t+ c) |V ′|+ (5t+ 1− c)|V ′|. (3.31)
If w ∈ X, then (3.29) implies ‖w, xyz‖ < 5t + 4 − c. If w ∈ Y and ‖w, xyz‖ ≥ 9t + c,
then (3.27) implies that
indxzw ≥ ‖w, xyz‖ − ‖wy‖+ ‖xz‖ > (9t+ c)− 3 + (3− c) = 9t,
which contradicts (3.26)(b). Combining this with (3.26)(c), implies
(3 + 6t)|V ′| < ‖xyz, V ′‖ < (5t+ 4− c)|X|+ (9t+ c)|Y | = (5t+ 4− c)|V ′| − (4t− 2c)|Y |.
Then combining this with the obvious bound ‖z, Y ‖ ≤ 3|Y |, (3.30) and (3.31), implies
t− c
4t− 2c >
|Y |
|V ′| >
t+ c
5t+ c
which implies c2 − 6tc+ t2 > 0.
With (3.28), we have that
0 ≤ c < t(3− 2
√
2) < t/2. (3.32)
Again using the fact that ‖xyz, w‖ < 9t + c for every vertex w ∈ Y , but this time also
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using (3.26)(a), we have that
(3 + 3t)|X|+ ‖z,X‖+ (9t+ c)|Y | ≥ ‖xyz, V ′‖ > (2 + 4t)|V ′|+ ‖z,X‖+ ‖z, Y ‖
so
0 > ‖z, Y ‖ − t|X|+ (5t− 3− c)|Y | = ‖z, Y ‖ − t|V ′|+ (6t− 3− c)|Y |.
By (3.30) and (3.31), ‖z, Y ‖ − (t + c)|V ′| + (5t − 3 + c)|Y | > 0, so c|V ′| + (t − 2c)|Y | < 0.
This contradicts (3.32).
Now we can quickly prove Lemma 3.4.1. Recall definitions 3.2.4, 3.2.7 and 3.2.8. Claim 3.4.2
implies that V is (1, φ, 1)-linked, so if we let V1 := V and M = {V1}, then M is a (1, φ, 1)-
linked partition of V . Claim 3.4.3 implies that tφ(M, {1, 1, 1}) = 1 and Fφ(M) = {{1, 1, 1}}.
Now we can apply Lemma 3.2.9 to M. Let U and ζ be A and η from Lemma 3.2.9, respec-
tively. The set U is the desired set, since when W ⊆ V \U is such that |W | is at most ζn and
divisible by 3, any parition of W into three parts each of size |W |/3 is (M, φ, η)-absorbable
with respect to A.
Lemma 3.4.4 (Triangle Covering Lemma). For any ε > 0 there exists n0 such that for any
n ≥ n0, if (V,E) = G = Kn and w : E → [0, 1] such that δw(G) ≥
(
1+2t
3
+ ε
)
n then there is
a heavy triangle tiling on all but at most 6 vertices.
Proof. Let R be a collection of vertex disjoint heavy triangles in G, let U := V (R), W :=
V \ U , and ρ := ∑T∈R indT . Let M ⊆ E(G[U ]) be a matching such that for every e ∈ M ,
inde > 3t, and let I := W \ (⋃M). Assume that R and M are picked to maximize the triple
(|R|, |M |, ρ) lexicographically.
Clearly |W | = 2|M |+ |I|, so the following two claims complete the proof.
Claim 3.4.5. |M | ≤ 2.
Proof. Suppose there exist three distinct edges e1, e2, e3 ∈M . By the maximality of |R|, for
i ∈ {1, 2, 3} and any x ∈ W − ei, ‖ei, x‖ < 6t. Therefore, ‖e1, e2, e3,W‖ ≤ 6t|W |, so
‖e1 ∪ e2 ∪ e3, U‖ > 6 · 3δw(G)− 6t|W | > 6 · (1 + 2t)|U | = (18 + 36t)|R|,
so there exist T ∈ R such that ‖e1∪e2∪e3, T‖ > 18+36t. Without loss of generality assume
that ‖e1, T‖ ≥ ‖e2, T‖ ≥ ‖e3, T‖.
Since 18 ≥ ‖e1, T‖ > 6 + 12t, ‖e2, T‖ > 18t. Now, label {t1, t2, t3} := V (T ) so that
‖e1, t1‖ ≥ ‖e1, t2‖ ≥ ‖e1, t3‖. Since 6 ≥ ‖e1, t1‖ > 2 + 4t, we have that ‖e1, t2‖ > 6t, and
both e1t1 and e1t2 are heavy triangles. Because ‖e2, T‖ > 18t, there exists i ∈ {1, 2, 3} such
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that ‖e2, ti‖ > 6t which implies e2ti is a heavy triangle. Let j ∈ {1, 2} − i. Since e1tj and
e2ti are disjoint heavy triangle, we have violated the maximality of |R|.
Claim 3.4.6. |I| ≤ 2.
Proof. Suppose there are disjoint vertices x1, x2, x3 ∈ I. By the maximality of |R|, ‖xi, e‖ <
6t for every e ∈ M and i ∈ [3]. Furthermore, by the maximality of |M |, ‖xi, y‖ ≤ 3t for
every y ∈ I − xi. Therefore, ‖x1x2x2,W‖ ≤ 3t|W | and
‖x1x2x3, U‖ > 3 · 3δw(G)− 3t|W | > 3 · (1 + 2t)|U | = (9 + 18t)|R|,
so there exists T ∈ R such that ‖x1x2x3, T‖ > 9 + 18t. Without loss of generality assume
that ‖x1, T‖ ≥ ‖x2, T‖ ≥ ‖x3, T‖.
Note that 9 ≥ ‖x1, T‖ > 3 + 6t which implies ‖x2, T‖ > 9t and ‖x2, t1‖ > 3t for some
t1 ∈ T . Therefore, by the maximality of |M |, to complete the proof we only need to show
that x1t2t3 is a heavy triangle where {t2, t3} = V (T )− t1. For the rest of the proof we will
focus on x1 so, for notation simplicity, let us define x := x1.
Now suppose xt2t3 is not a heavy triangle, i.e.
indxt2 + indxt3 + indt2t3 ≤ 9t. (3.33)
Note that for any labeling {i, j, k} = {1, 2, 3} since indxtk ≤ 3, we have ‖x, titj‖ > 6t,
so xtitj is a heavy triangle when indtitj ≥ 3t. Therefore, indt2t3 < 3t, and, furthermore,
because t1t2t3 is a heavy triangle, we have that indt1t2 + indt1t3 > 6t. Assume without
loss of generality, that indt1t2 ≥ indt1t3, so indt1t2 > 3t. This implies that xt1t2 is a heavy
triangle, and, by the maximality of ρ,
indxt1 + indxt2 ≤ indt1t3 + indt2t3. (3.34)
Furthermore, since indxt1+indxt2 > 6t and indt2t3 < 3t, this implies indt1t3 > 3t. Therefore,
xt1t3 is a heavy triangle, and, again by the maximality of ρ,
indxt1 + indxt3 ≤ indt1t2 + indt2t3. (3.35)
By (3.33), indt2t3 ≤ 9t − (indxt2 + indxt3). Combining this with (3.34) and (3.35), we
get that
2indxt1 + indxt2 + indxt3 ≤ indt1t2 + indt1t3 + 18t− 2(indxt2 + indxt3).
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Hence,
indxt2 + indxt3 + 2‖x, T‖ ≤ indt1t2 + indt1t3 + 18t.
This is a contradiction, because
indxt2 + indxt3 + 2‖x, T‖ > 6t+ 2(3 + 6t) = 6 + 18t and indt1t3 + indt1t2 + 18t ≤ 6 + 18t.
3.5 Concluding Remarks
In this paper we answered Question 3.1.1 for k = 3, but this question remains open for
k ≥ 4. We now give constructions which show that the minimum degree necessary for
Questions 3.1.1 is at least (k−2
k
+ o(1))n for every k ≥ 4. In the following constructions, we
call an n vertex triangle-free graph with independence number o(n) and minimum degree
o(n) an Erdo˝s graph.
For the case k = 2` + 1, consider the complete (` + 1)-partite graph with one part V0
of size n/k − 1, another part V1 of size 2n/k + 1 and the remaining parts V2, . . . , V` each of
size 2n/k. To complete the construction, for i = 0, . . . , `, put a copy of an Erdo˝s graph on
the set Vi. This graph does not have a Kk-tiling, because each Kk has at most 2 vertices in
V1 and a Kk-tiling can have at most n/k copies of Kk. The minimum degree of this graph
is (k−2
k
+ o(1))n and it has sublinear independence number. Note that this construction has
the additional property of being Kk+2-free. For the case k = 2`, start with the complete
`-partite graph with parts V1, . . . , V` where V1 has size 2n/k + 1, V2 has size 2n/k − 1 and
the remaining parts each have size 2n/k, and place an Erdo˝s graph on each of the parts
V1, . . . , V`. This again gives a graph with no Kk-factor, sublinear independence number and
minimum degree (k−2
k
+ o(1))n. Note that, in this case, the graph is Kk+1-free.
Another question, motivated by the fact that all of our examples which show that the min-
imum degree condition in Theorem 3.1.2 is asymptotically sharp contain very large cliques,
is the following.
Question 3.5.1. Let G be an n-vertex Kr-free graph with α(G) = o(n) for some constant
r ≥ 4. What is the minimum degree condition on G that guarantees a triangle tiling in G?
For the case r = 4, we use a modified version of the Bolloba´s-Erdo˝s graph [10] to construct
a lower bound. For every large even n, the Bolloba´s-Erdo˝s graph is an n-vertex K4-free
graph with independence number o(n). The vertex set is the disjoint union of two sets
V1 and V2 of the same order such that the graphs G[V1] and G[V2] are triangle-free and
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d(vi, V3−i) ≥ (1/4 − o(1))n for every vi ∈ Vi. To construct our example, we start with the
Bolloba´s–Erdo˝s graph on 4/3n+2 vertices, and then remove a random subset of size n/3+2
from one of the two parts. Note that the two parts now have sizes n/3 − 1 and 2n/3 + 1.
With high-probability, this gives a K4-free with minimum degree (1/6 − o(1))n that does
not have a triangle factor. We call this construction the modified Bolloba´s-Erdo˝s graph on
n vertices.
For the case r = 5, we can use the example above with k = 3, i.e. just the parts V0
and V1, to show that we need δ(G) ≥ (1/3 + o(1))n. It might be true that instead of K5,
forbidding any larger clique does not affect the bound on the minimum degree.
Question 3.5.2. Let G be an n-vertex Kr-free graph with α(G) = o(n) for some constant
r ≥ 5. Is δ(G) ≥ (1/3 + o(1))n sufficient for the existence of a triangle tiling?
Noga Alon commented that if one is only looking for n/3 − 1 vertex disjoint triangles,
instead of a triangle factor, then maybe the minimum degree condition (1/3 + o(1))n is
sufficient (with no condition on the clique number).
One can also consider a more general question.
Question 3.5.3. Let r, k be such that r > k, let G be an n-vertex Kr-free graph with
α(G) = o(n). What is the minimum degree condition on G that guarantees a triangle tiling
in G?
When k is even and r = k+ 1, the example above shows that the minimum degree must
be at least (k−2
k
+o(1))n. Note that this minimum degree condition agrees with the minimum
degree condition in Question 3.5.2. When k = 2` + 1 and r = k + 1, we can modify the
construction above by replacing the parts V0 and V1 with the modified Bollba´s Erdo˝s graph on
3n/k vertices. The minimum degree of this graph is
(
k−2
k
− 1
2k
− o(1))n = (2k−5
2k
− o(1))n.
It should also be noted that when α(G) is at most a constant, the fact that G has a
Kk tiling on all but at most a constant number of vertices is a direct consequence of Ram-
sey’s Theorem. Furthermore, when we add the condition δ(G) ≥ (1/2 + ε)n, a counting
argument and Ramsey’s Theorem show that there are Ω(nk−1) copies of Kk−1 in the inter-
section of the neighborhoods of any two distinct vertices, so the absorbing method gives a
Kk-factor.
48
Chapter 4
Ramsey-Tura´n-type of extremal
problems
Many classical results in extremal graph theory provide sufficient conditions for the appear-
ance of a certain structure. For example, the fundamental theorem of Ramsey states that
one can find a monochromatic clique of a given size in any edge-coloring of a sufficiently
large graph. Another example is Tura´n theorem which determines the maximum size of a
graph without a fixed size clique. The extremal example for this theorem is Tura´n graph,
an n-vertex complete k-partite graph, denoted by Tk(n), where all the partite sets have size
bn/kc or dn/ke. Motivated by the fact that the Tura´n graph has linear-sized independent
sets, Erdo˝s and So´s initiated the so-called Ramsey-Tura´n theory, where they studied the
maximum size of an H-free graph G with the additional condition that α(G) = o(|G|).
Here, we will study the Ramsey-Tura´n variation of some classical results, whose extremal
graphs are close to the Tura´n graph.
4.1 Introduction
One of the central topics in extremal combinatorics is Tura´n-type problems: Given an integer
n and graphs F and H, determine ex(n, F,H), i.e. the maximum number of copies of F in
an n-vertex H-free graph. Mantel theorem [48] and Tura´n theorem [61] are the first results
of this type. Since then, this function has been studied for many different pairs of graphs
F and H (see [55] for a survey, where they considered the case F = K2). The following
theorem of Erdo˝s [17] determines ex(n,K`, Kr) for all ` < r. Note that for ` = 2 it is Tura´n
theorem [61].
Theorem 4.1.1. Let r > ` ≥ 2 and n be positive integers. Among all n-vertex Kr-free
graphs, the Tr−1(n) has the maximum number of K`’s.
In 1970, motivated by Ramsey and Tura´n theorem, Erdo˝s and So´s [24] introduced the
function RT(n,H, f(n)), which is the maximum number of edges of an n-vertex H-free graph
G with α(G) ≤ f(n). The problem of determining RT(n,H, f(n)) is called a Ramsey-Tura´n-
type problem, and in the last forty years there has been a significant amount of research on
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this topic (see [56] for a survey). The function RT(n,H, f(n)) can be viewed as a variation
of ex(n, F,H) for F = K2. Therefore one natural question is to determine this variation for
other graphs F . Denote RT(F,H, f(n)) the generalized Ramsey-Tura´n function, which is
the maximum number of copies of F in an H-free n-vertex graph G with α(G) ≤ f(n).
Definition 4.1.2. For graphs F , H, and a function f(n), let
RT(n,H, o(f(n))) = n2 lim
ε→0
lim
n→∞
RT(n,H, εf(n))
n2
, and
RT(F,H, o(f(n))) = n|F | lim
ε→0
lim
n→∞
RT(F,H, εf(n))
n|F |
.
The following problem [8] is a Ramsey-Tura´n variation of Theorem 4.1.1.
Problem 4.1.3. Determine RT(Ks, Kt, o(n)) for all s < t.
We answer Problem 4.1.3 for various values of s and t.
Theorem 4.1.4. RT(Ks, Ks+2, o(n)) =
(
2−(
s
2) + o(1)
) (
n
s
)s
.
The extremal example for Theorem 4.1.4 is based on the Bolloba´s-Erdo˝s graph (see
Section 1.1 for more details). In [10], Bolloba´s and Erdo˝s constructed a dense, K4-free graph
with independence number o(n) (see Section 1.1 for more details). Here, we consider an
s-partite graph G with vertex set V1, · · · , Vs, such that G[Vi ∪ Vj] is a copy of the Bolloba´s-
Erdo˝s graph for all 1 ≤ i, j ≤ s. Before stating our next result, we will define
at =

0 t = 2, 3, 4,
(
1
2
)3 (1
3
)3
t = 5,
max
0≤x≤1
(
`−2
3
) (
1−x
`−2
)3
+ x
(
`−2
2
) (
1−x
`−2
)2
+ 1
2
· (x
2
)2
(`− 2) (1−x
`−2
)
t = 2`, t ≥ 6,
(
1
`
)3 (`
3
)
t = 2`+ 1, t ≥ 7.
(4.1)
The following construction explains the meaning of at.
Construction 4.1.5. For any t ≥ 4, atn3 counts the number of triangles in the following
graphs. For t = 2`+1, let G be a complete balanced `-partite graph with partite sets V1, V2,
. . . , V` and put a copy of Kim’s graph (see Section 1.1 for more details) inside each partite
set. For t = 2`, let G be a balanced `-partite graph with partite sets V1, V2, . . . , V`. Now,
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let G[V1 ∪V2] be a copy of the Bolloba´s-Erdo˝s graph and for all other pairs of 1 ≤ i < j ≤ `,
G[Vi ∪ Vj] is the complete bipartite graph. Next, for all 3 ≤ i ≤ `, put a copy of Kim’s
graph inside Vi. In this case, we solve an optimization problem to find the size of Vi’s that
maximizes the number of triangles, which is how a` was defined in (4.1).
The following theorem answers Question 4.1.3 for s = 3 and all integers t ≥ 4.
Theorem 4.1.6. Let t ≥ 4 be an integer, then as n tends to infinity
RT(K3, Kt, o(n)) = atn
3(1 + o(1)),
where at is defined in (4.1).
We need the following definition to state our next result.
Definition 4.1.7. For an integer s ≥ 2, a graph H and two functions f(n) ≤ g(n), we say
that the Ramsey-Tura´n function for H exhibits a jump or has a phase transition from g(n)
to f(n) if
lim sup
n→∞
RT(n,H, f(n))
n2
< lim inf
n→∞
RT(n,H, g(n))
n2
.
Otherwise, if
RT(n,H, f(n)) = (1 + o(1))RT(n,H, g(n)),
we say that the Ramsey-Tura´n function for H is stable from g(n) to f(n).
For a function w(n) define gr(n) = n2
−ω(n) log1−1/r n. For the rest of this chapter, let ω(n)
be a function of n such that ω(n) → ∞ arbitrary slowly. Balogh, Hu and Simonovits [5]
showed that the Ramsey-Tura´n function for the even clique K2r exhibits a jump from o(n)
to gr(n):
Theorem 4.1.8. For every integer r ≥ 2,
lim sup
n→∞
RT(n,K2r, gr(n))
n2
< lim inf
n→∞
RT(n,K2r, o(n))
n2
.
Our next result shows a similar phenomenon for the generalized Ramsey-Tura´n function.
Theorem 4.1.9. (i) RT(K3, K5, g3(n)) = o(n
3) and RT(K3, K6, g3(n)) = o(n
3).
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(ii) Odd cliques larger than 5 are stable: for every ` ≥ 3,
RT(K3, K2`+1, g`+1(n)) = (1 + o(1))RT(K3, K2`+1, o(n)).
(iii) Even cliques always exhibit a jump: for every ` ≥ 3,
RT(K3, K2`+2, g`+1(n)) = (1 + o(1))RT(K3, K2`+1, o(n)) = (1 + o(1))a2`+1n
3,
RT(K3, K2`+2, o(n)) = (1 + o(1))a2`+2n
3,
where a2`+1 and a2`+2 is defined in (4.1). Note that by taking x = 1/` in (4.1), we have
a2`+2 > a2`+1.
First, Bolloba´s and Gyo˝ri [11] and more recently, Alon and Shikhelman [3] studied the
maximum number of triangles that a C5-free graph can have, i.e. ex(n,K3, C5). Their main
result was that ex(n,K3, C5) = Θ(n
3/2). It was noted in [3] that it would be of some interest
to prove sparse versions of their results. In particular, what can one say about the expected
number of triangles in a C5-free subgraph of the Erdo˝s-Re´nyi random graph G(n, p). Here, we
made some steps toward this direction, below we summarize our observations. We think that
everywhere the lower bounds are close to be the best possible. Note that for p = n−1/3+o(1),
the lower and the upper bounds are both n4/3+o(1). Also, it is surprising that there are many
different phases.
Theorem 4.1.10. There exist constants c and C, such that w.h.p. the followings hold:
(i) If n−1  p n−7/12 then ex(G(n, p), K3, C5) = (16 + o(1))p3n3;
(ii) If n−7/12  p n−5/9 then n5/4−o(1) ≤ ex(G(n, p), K3, C5) ≤ (16 +o(1))p3n3;
(iii) If n−5/9  p n−3/8 then n5/4−o(1) ≤ ex(G(n, p), K3, C5) ≤ Cn4/3(log n)4;
(iv) If n−3/8  p n−1/3 then p2n2
8
(1+o(1)) ≤ ex(G(n, p), K3, C5) ≤ Cn 43 (log n)4;
(v) If n−1/3(log n)4 ≤ p n−1/6 then n4/3−o(1) ≤ ex(G(n, p), K3, C5) ≤ Cp1/2n3/2;
(vi) If n−1/6(log n)2 ≤ p 1 then cpn3/2 ≤ ex(G(n, p), K3, C5) ≤ Cp1/2n3/2.
Denote F (n, r, k) the maximum number of r-edge colorings that an n-vertex graph can
have without a monochromatic copy of Kk. More than thirty years ago, Erdo˝s and Roth-
schild [19] conjectured that, for sufficiently large n, F (n, 2, k) = 2ex(n,K2,Kk). This conjecture
was proved for k = 3 by Yuster [63]. In 2004, Alon, Balogh, Keevash and Sudakov [1] proved
this conjecture for all k ≥ 3.
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For positive integers r and k, and a function f(n), we define F (r, k, f(n)) to be the
Ramsey-Tura´n variation of F (n, r, k), i.e., the maximum number of r-edge colorings that an
n-vertex graph with independence number at most f(n) can have without a monochromatic
copy of Kk. One natural guess is that F (r, k, f(n)) will have similar behavior as F (n, r, k),
i.e. F (r, k, f(n)) = rRT (n,Kk,f(n))(1+o(1)). The following example shows that this is not true
even for r = 2, k = 4 and f(n) = o(n), more precisely F (2, 4, o(n)) ≥ 2n2/4, note that
RT(n,K4, o(n)) =
n2
8
(1 + o(1)).
Let G be an n-vertex complete balanced bipartite graph and put a copy of Kim’s graph
(defined in Section 1.1) inside each partite set. Consider the following set of 2-edge-colorings
of G. All the edges inside one part are red and the other part are blue. For the rest of the
edges, we can color them either red or blue. Note that since Kim’s graph is triangle-free,
these colorings do not contain a monochromatic copy of K4. Hence the total number of
2-edge colorings of G with no monochromatic copy of K4 is at least 2
n2/4. Our next theorem
shows that this bound is asymptotically sharp.
Theorem 4.1.11. Let G be an n-vertex graph with α(G) = o(n). Then the number of
2-edge-colorings of G without a monochromatic copy of K4 is at most 2
(1/4+o(1))n2 .
Organization. We first introduce some tools in Section 4.2; we will prove Theorem 4.1.4
in Section 4.3. In Section 4.4, we state and prove a main lemma and show how it implies
Theorem 4.1.6. In Section 4.5, the proof of Theorem 4.1.9 will be given. In Section 4.6, we
will prove Theorem 4.1.10. We will prove Theorem 4.1.11 in Section 4.7.
Notation. Let G = (V,E) be an n-vertex graph. Denote k3(G) the number of triangles
in G. For every A,B ⊆ V (G), let G[A] be the subgraph of G induced by vertex set A
and G[A ∪ B] be the bipartite subgraph of G induced on partite sets A and B. Also, for
an r-coloring of E(G) with colors {c1, . . . , cr}, let Gci [A] be the ci-colored subgraph of G
induced by the vertex set A. We will write Gci instead of Gci [V (G)].
4.2 Preliminaries
We will use the following theorem of Morris and Saxton [52].
Theorem 4.2.1. There exists a constant C such that
ex(G(n, p), C4) ≤
{
Cn4/3(log n)2 if p ≤ n−1/3(log n)4,
Cp1/2n3/2 otherwise.
The second bound is sharp up to the constant factor C.
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We also need the following result of Erdo˝s and Gallai [20].
Theorem 4.2.2. Let G be an n-vertex graph. If G does not contain a path with more than
` edges then e(G) ≤ 1
2
n`.
We will use the following definitions.
Definition 4.2.3. A weighted graph G is an ordered triple (V,E,w) where E is the set of
all unordered pairs of distinct vertices, and w : E → {0, 1/2, 1}. Define G1/2 = (V,E1/2)
where E1/2 = {e ∈ E : w(e) ≥ 1/2} and G1 = (V,E1) where E1 = {e ∈ E : w(e) = 1}.
A set of three distinct vertices {x, y, z} is a triangle if w(xy) 6= 0, w(xz) 6= 0, and
w(yz) 6= 0. For a triangle T = xyz, define w(T ) = w(xy)w(xz)w(yz). Denote T (G) =∑
T∈T (G)w(T ), where T (G) is the set of all triangles in G. For two sets U,U ′ ⊆ V and a
vertices u, v ∈ V , define
e(G[U ]) =
∑
e∈E(G[U ])
w(e), T (G[U ]) =
∑
T∈T (G[U ])
w(T ),
Tv(G[U ]) =
∑
T∈T (G[U ]),v∈T
w(T ), Tv(G) =
∑
T∈T (G),v∈T
w(T ),
Tuv(G[U ]) =
∑
T∈T (G[U ]),
u,v∈T
w(T ), Tuv(G) =
∑
T∈T (G),
u,v∈T
w(T ).
For a given weighted graph G = (V,E,w) and X ⊆ Y ⊆ V , we call (X, Y ) a weighted clique
or weighted complete subgraph of size ` if X2 ⊆ E1 and Y 2 ⊆ E1/2 and |X|+ |Y | = `. Also,
let the weighted clique number of G be the size of the largest weighted complete subgraph
of G.
Definition 4.2.4. For every ε > 0, positive integer t, and an n-vertex graph G = (V,E),
let C = {C1, . . . , Cm} be an ε-regular partition of V (G) given by the Szemere´di Regularity
Lemma 1.3.2 with m ≥ t. Denote R the cluster graph with respect to C and minimum
density 10ε. We now define the weighted cluster graph, R = (C,w), on the vertex set C as
follows. For an ε-regular pair (Ci, Cj), we will define w(Ci, Cj) to be
0 if d(Ci, Cj) ≤ 10ε or (Ci, Cj) is an irregular pair,
1
2
if 10ε < d(Ci, Cj) ≤ 1/2 + 10ε,
1 if d(Ci, Cj) > 1/2 + 10ε.
(4.2)
We need the following lemma which has been proved in the proof of Theorem 2 in [21].
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Lemma 4.2.5. Let G be an n-vertex graph with α(G) = o(n). If the weighted cluster graph
of G, R(C,w), contains a weighted complete subgraph of size `, then G contains a copy of
K`.
Next lemma can be proved with a small modification in the proof of Lemma 4.2.5.
Lemma 4.2.6. Let G be an n-vertex graph. If the weighted cluster graph of G, R(C,w),
contains a weighted clique (X, Y ) of size ` such that α(G[X]) = o(n), then G contains a
copy of K`.
We will use the following multicolored version of the Szemere´di regularity lemma (for
example, see [36]).
Theorem 4.2.7. For every ε > 0 and integer r, there exists an M such that for every
n > M and any r-coloring of the edges of an n-vertex graph G with colors {c1, . . . , cr}, there
exists a partition of V (G) into sets V1, . . . , Vm, for some 1/ε < m < M , which is ε-regular
with respect to Gci for every 1 ≤ i ≤ r.
4.3 Proof of Theorem 4.1.4
Note that if there are no restrictions on the independence number, by Theorem 4.1.1, an
n-vertex K5-free graph can have up to 4
(
n
4
)3
triangles. The following theorem shows that if
we bound the independence number of the graph by o(n), then the number of triangles will
decrease by a factor of 2/27. For Theorem 4.1.4, we will provide a proof only for s = 3, a
similar method works for general s, we omit the technical details.
Theorem 4.3.1. RT (K3, K5, o(n)) =
(
1
8
+ o(1)
) (
n
3
)3
.
Proof. (Lower bound) Let G be an n-vertex graph with a balanced vertex partition V1, V2,
and V3. The vertex sets V1, V2 and V3 are the same set of uniformly distributed points from
the high dimensional sphere, as in the Bolloba´s-Erdo˝s graph. The edge set of G[Vi ∪ Vj] is
the same copy of BE(2n/3), for all 1 ≤ i < j ≤ 3. Note that all Vi’s are triangle-free and also
G[Vi∪Vj] is K4-free, hence G is K5-free. We will count the number of triangles with exactly
one vertex from each Vi. Fix a vertex v1 ∈ V1, w.l.o.g. we can assume v1 = (1, 0, . . . , 0) is
labeled as a point of the sphere. Now, we need to pick a vertex v2 ∈ NV2(v1). Note that
|dV2(v1)| = (1/2 − o(1))n/3, also we can assume v2 = (x1, x2, 0, . . . , 0). Since the distance
between v1 and v2 is less than
√
2, we have x1 ≥ 0. Additionally, w.l.o.g. we can assume that
x2 ≥ 0. Now, for choosing the third vertex v3 ∈ NV3(v1) ∩ NV3(v2), w.l.o.g. we can assume
v3 = (x
′
1, x
′
2, x
′
3, 0, . . . , 0). If x
′
1 ≥ 0 and x′2 ≥ 0 then the distance between v3 and both v1
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and v2 will be less than
√
2. Therefore, number of choices for v3 is at least (1/4− o(1))n/3.
Hence, we have
k3(G) ≥ n
3
·
(
1
2
− o(1)
)
n
3
·
(
1
4
− o(1)
)
n
3
=
(
1
8
− o(1)
)(n
3
)3
.
Upper bound: Let G be an n-vertex K5-free graph with α(G) = o(n). Let R be the
cluster graph of G. Call an edge XY in R heavy if the density d(X, Y ) is at least 1/2 + 10ε.
Then by Lemma 4.2.5, we have that R is K4-free and does not have a triangle with a heavy
edge. By Theorem 4.1.1, the number of triangles in the K4-free graph R is at most (|R|/3)3.
Not having a triangle with a heavy edge implies that each triangle in R has weight at most
1/8 + 100ε, i.e. at most(
1
8
+ 100ε
)(
n
|R|
)3( |R|
3
)3
=
(
1
8
+ 100ε
)(n
3
)3
.
Standard argument gives that the number of other types of triangles is o(n3), we omit
the details.
4.4 Proof of Theorem 4.1.6
Before we start the proof of Theorem 4.1.6, we need the following lemma.
Lemma 4.4.1. For every integer t ≥ 4 and n-vertex weighted graph G = (V,E,w) (as in
Definition 4.2.3) with no weighted complete subgraph of size t, we have
T (G) ≤ atn3(1 + o(1)), (4.3)
where at is as in (4.1).
Proof. Let G = (V,E,w) be an n-vertex weighted graph that satisfies the hypothesis and
has the maximum number of triangles. First, we will apply two rounds of the so-called
symmetrization method to the graph G. Let V (G) = {v1, . . . , vn} such that Tv1(G) ≥ . . . ≥
Tvn(G). Define S1 to be the following operation: For every 1 ≤ i ≤ n and i < j ≤ n, if vivj /∈
G1/2 then we replace vj with a copy of vi. Operation S1 will not increase the weighted clique
number and will not decrease the number of triangles. Consequently, for every pair of vertices
vivj /∈ G1/2 and for every vertex vk 6= vi, vj, we have, after S1, w(vivk) = w(vjvk). Therefore
in the resulting graph vivj /∈ G1/2 is an equivalence relation. Denote A = {A1, . . . , Am} the
equivalence classes of this relation, i.e. two vertices u and v are in the same class if and only
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if uv /∈ G1/2. Therefore, for fixed 1 ≤ i, j, k ≤ m, all the edges between Ai and Aj have
equal weights, which we denote by w(AiAj). Also, for all vertices x, x
′ ∈ Ai, y, y′ ∈ Aj, and
z, z′ ∈ Ak, we have
Tx(G) = Tx′(G) and Txy(G) = Tx′y′(G).
Therefore, we define TAi(G) = Tx(G) and TAiAj(G) = Txy(G). Note that if (X, Y ) is one of
the largest weighted complete subgraphs of G, then |Y | = m.
We summarize the structure of G as follows: Let H be a weighted graph on vertex set
{a1, . . . , am} with all its edges having weight either 1 or 1/2, and w(aiaj) = w(AiAj). The
graph G is a blow-up of H where we replace each ai with a set of |Ai| vertices, and inside
each Ai the weight of all edges is zero.
Our next goal is to show that a second round of symmetrization can be carried out in G,
in other words, in H, w(aiaj) = 1/2 is an equivalence relation. Without loss of generality
we can assume TA1(G) ≥ . . . ≥ TAm(G). For every 1 ≤ i, j ≤ m, define S2(i, j) to be
the following operation: Change w(AjAk) to w(AiAk) for all k 6= i, j, and denote GAi the
resulting graph. Define GAj analogously as the graph obtained from applying S2(j, i) to G.
The following claim states that when the edges between two classes Ai, Aj have weight 1/2,
we can replace vertices in Ai with copies of vertices in Aj, or the other way around, without
decreasing the number of triangles.
Claim 4.4.2. For every pair of integers 1 ≤ i < j ≤ m with w(AiAj) = 1/2,
(i) TAi(G) = TAj(G);
(ii) k3(GAi) = k3(GAj) = k3(G).
Proof. Define
T oAi(G) = TAi(G)− TAiAj(G) and G′ = G \ {Ai ∪ Aj}.
Since TAi(G) ≥ TAj(G), we have
T oAi(G) + TAiAj(G) ≥ T oAi(G) + TAiAj(G) ⇔ T oAi(G) ≥ T oAj(G). (4.4)
For (i), it suffices to show
T oAi(G) = T
o
Aj
(G). (4.5)
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Note that
k3(G) = k3(G
′) + |Ai| · T oAi(G) + |Aj| · T oAj(G) + |Ai| · |Aj| · TAiAj(G), (4.6)
k3(GAi) = k3(G
′) + (|Ai|+ |Aj|) · T oAi(G) + |Ai| · |Aj| · TAiAj(GAi). (4.7)
Then, since G is maximal,
0 ≥ k3(GAi)− k3(G) = |Aj| · (T oAi(G)− T oAj(G)) + |Ai| · |Aj| · (TAiAj(GAi)− TAiAj(G)).
Therefore, by (4.4), we only need to show TAiAj(GAi) ≥ TAiAj(G). Let
V1,1/2 =
{
A` : w(AiA`) = 1 and w(AjA`) =
1
2
}
,
V1/2,1 =
{
A` : w(AiA`) =
1
2
and w(AjA`) = 1
}
,
V1/2,1/2 =
{
A` : w(AiA`) =
1
2
and w(AjA`) =
1
2
}
,
V1,1 = {A` : w(AiA`) = 1 and w(AjA`) = 1} .
Denote |Vp,q| =
∑
A`∈Vp,q |A`| for p, q ∈ {1/2, 1}. We have
TAiAj(GAi)− TAiAj(G) =
(
1
2
− 1
4
)
|V1,1/2| −
(
1
4
− 1
8
)
|V1/2,1| = 1
4
|V1,1/2| − 1
8
|V1/2,1|,
Therefore, it suffices to show 2|V1,1/2| ≥ |V1/2,1|. For the sake of contradiction, assume
|V1/2,1| > 2|V1,1/2|. (4.8)
We will show that (4.8) contradicts the maximality of G. Note that
k3(GAj) = k3(G
′) + (|Ai|+ |Aj|) · T oAj(G) + |Ai| · |Aj| · TAiAj(GAj). (4.9)
By (4.6),(4.7),(4.9), and the maximality of G we have
k3(GAi) ≤ k3(G)⇔
(
1
4
|V1,1/2| − 1
8
|V1/2,1|
)
|Ai| · |Aj|+ |Aj| · T oAi(G) ≤ |Aj| · T oAj(G),(4.10)
k3(GAj) ≤ k3(G)⇔
(
1
4
|V1/2,1| − 1
8
|V1,1/2|
)
|Ai| · |Aj|+ |Ai| · T oAj(G) ≤ |Ai| · T oAi(G).(4.11)
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Then (4.10) and (4.11) imply(
1
4
|V1,1/2| − 1
8
|V1/2,1|
)
|Ai|+ T oAi(G) ≤ T oAj(G),(
1
4
|V1/2,1| − 1
8
|V1,1/2|
)
|Aj|+ T oAj(G) ≤ T oAi(G).
Therefore,(
1
4
|V1/2,1| − 1
8
|V1,1/2|
)
|Aj| ≤ T oAi(G)− T oAj(G) ≤
(
1
8
|V1/2,1| − 1
4
|V1,1/2|
)
|Ai|
⇒ 1
8
|V1/2,1|(2|Aj| − |Ai|) ≤ 1
8
|V1,1/2|(|Aj| − 2|Ai|)
(4.8)
<
1
16
|V1/2,1|(|Aj| − 2|Ai|)
⇒ 1
4
|Aj| − 1
8
|Ai| < 1
16
|Aj| − 1
8
|Ai| ⇒ 1
4
|Aj| < 1
16
|Aj|,
a contradiction.
For (ii), by the maximality of G, it suffices to show that k3(GAi) + k3(GAj) ≥ 2k3(G).
By (i) and (4.5),(4.6),(4.7),(4.9), we have
k3(GAi) + k3(GAj)− 2k3(G) = |Ai||Aj| · (TAiAj(GAi) + TAiAj(GAj)− 2TAiAj(G)).
It is left to show TAiAj(GAi) + TAiAj(GAj)− 2TAiAj(G) ≥ 0. Indeed,
TAiAj(GAi) + TAiAj(GAj)− 2TAiAj(G)
=
1
2
∑
1≤k≤m,
k 6=i,j
w(AiAk)
2 +
1
2
∑
1≤k≤m,
k 6=i,j
w(AjAk)
2 − 2 · 1
2
∑
1≤k≤m,
k 6=i,j
w(AiAk)w(AjAk)
=
1
2
∑
1≤k≤m,
k 6=i,j
(w(AiAk)− w(AjAk))2 ≥ 0.
Define S2 to be the following operation: For every 1 ≤ i ≤ n and i < j ≤ n, if
w(AiAj) = 1/2 then change w(AjAk) to w(AiAk) for all k 6= i, j.
Claim 4.4.3. The operation S2 is not changing the weighted clique number of G.
Proof. Let (X, Y ) be one of the largest weighted complete subgraph of G of size `. Note
that |Y | is still m. Also, since we only repeat this operation for vertices x and y with
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w(xy) = 1/2, the operation is not changing |X| either. Hence, after repeated applications
of this operation, the weighted clique number of G will not change.
Claim 4.4.4. After applying S2, in the resulted weighted graph xy /∈ G1 is an equivalence
relation.
Proof. The reflexivity and symmetry properties are obviously satisfied. For the transitivity
property, we need to show that for every three distinct integers 1 ≤ i, j, k ≤ m, w(AiAj) 6= 1
and w(AjAk) 6= 1 implies w(AiAk) 6= 1, i.e., if w(AiAj) = 1/2 and w(AjAk) = 1/2 then
w(AiAk) = 1/2. Since w(AiAj) = 1/2, depending on whether i > j or j > i, during the
above process we changed w(AiAk) to w(AjAk) or w(AjAk) to w(AiAk). In both cases,
w(AiAk) = w(AjAk) = 1/2.
Denote B = {B1, . . . , Bm′} the equivalence classes of this relation, i.e. two vertices u and
v are in the same class if and only if uv /∈ G1. Notice that the A-partition is a refinement
of the B-partition. More importantly, the size of the largest weighted complete subgraph is
m+m′.
We now study the structure of these partitions.
Claim 4.4.5. Each Bi contains at most two Aj’s.
Proof. Let us assume that B1 contains k Aj’s, A1, . . . , Ak, where k ≥ 3. Denote U the vertex
set of B1 and write u = |U |. Note that the edges between two Bi’s always have weight 1 and
the edges inside an Ai have weight 0 and all the other edges have weight 1/2. We will divide
the proof into three cases depending on the value of k. In each case, we will modify B1 by
splitting it into multiple parts. This modification will only change the weight of the edges
with both ends in U and also the equivalence classes A and B. Then we need to prove that
the weighted clique number did not increase, and the number of triangles did not decrease.
For the latter, since the weight of the edges with at least one end in V \U remain the same,
we only need to show that the number of triangles with two or three vertices in U did not
decrease. Therefore, it suffices to show that both e(U) and T (U) did not decrease.
Case 1: Assume k ≥ 5, which implies u ≥ 5. We will split vertices in U into three
parts, B11, B12 and B13, such that |B11| ≤ |B12| ≤ |B13| ≤ |B11| + 1 for all 1 ≤ i, j ≤ 3.
Also, define Ai = B1i for all 1 ≤ i ≤ 3. For every u ∈ U and v ∈ V \ U , we will not change
w(uv). For all vertices u, u′ ∈ U if they belong to the same B1i, let w(uu′) = 0, otherwise let
w(uu′) = 1. The equivalence classes A and B will change to {A1, A2, A3, Ak+1, . . . , Am} and
{B11, B12, B13, B2, . . . , Bm′}. Since k ≥ 5, the number of classes in the A partition decreased
by at least two and the number of classes in the B partition increased by exactly 2, hence,
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the weighted clique number of G will not increase. Now, we only need to show that the
number of triangles in the graph G does not decrease.
before: e(U) ≤
(
k
2
)
u2
k2
· 1
2
≤ u
2
4
,
after: e(U) =

3 · u2
9
= u
2
3
if u ≡ 0 (mod 3),
(u−1)2
9
+ 2 · (u−1)(u+2)
9
= u
2−1
3
if u ≡ 1 (mod 3),
(u+1)2
9
+ 2 · (u−2)(u+1)
9
= u
2−1
3
if u ≡ 2 (mod 3).
Therefore e(U) does not decrease for u ≥ 2. Now, for T (U) we have
before: T (U) ≤
(
k
3
)
u3
k3
· 1
8
≤ u
3
48
,
after: T (U) =

u3
27
if u ≡ 0 (mod 3),
(u−1)(u−1)(u+2)
27
if u ≡ 1 (mod 3),
(u−2)(u+1)(u+1)
27
if u ≡ 2 (mod 3),
which means that T (U) does not decrease if u ≥ 3.
Case 2: Assume k = 4 which implies u ≥ 4. Let us split vertices in U into three
parts A1, A2 and A3, such that |A1| ≤ |A2| ≤ |A3| ≤ |A1| + 1. Also let B11 = A1 ∪ A2
and B12 = A3. For all vertices u, u
′ ∈ U if they are in different B1i’s then w(uu′) = 1. If
they are both in B11 but in different Ai’s then w(uu
′) = 1/2, and w(uu′) = 0 if they are
in the same Ai. The equivalence classes A and B will change to {A1, A2, A3, A5, . . . , Am}
and {B11, B12, B2, . . . , Bm′}. Notice that the number of classes in the A partition decreased
by one and the number of classes in the B partition increased by one. Hence, the weighted
clique number of G will not change.
before: e(U) ≤
(
4
2
)
u2
16
· 1
2
=
3u2
16
,
after: e(U) =

1
2
· u2
9
+ 2 · u2
9
if u ≡ 0 (mod 3),
1
2
· (u−1)(u−1)
9
+ 2 · (u−1)(u+2)
9
if u ≡ 1 (mod 3),
1
2
· (u−2)(u+1)
9
+ (u−2)(u+1)
9
+ (u+1)(u+1)
9
if u ≡ 2 (mod 3).
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For u ≥ 2, e(U) does not decrease. We also need to show that T (U) does not decrease.
before: T (U) ≤ 4 · u
3
43
· 1
8
=
u3
43
· 1
2
,
after: T (U) =

1
2
· u3
27
if u ≡ 0 (mod 3),
1
2
· (u−1)(u−1)(u+2)
27
if u ≡ 1 (mod 3),
1
2
· (u−2)(u+1)(u+1)
27
if u ≡ 2 (mod 3).
Therefore T (U) will increase for u ≥ 3.
Case 3: Assume k = 3, which implies u ≥ 3. First, suppose that u ≤ 12n/13,
then split vertices in U into two equal parts B11 and B12. Also define A1 = B11 and
A2 = B12. For all vertices u, u
′ ∈ U if they are in different B1i’s then w(uu′) = 1, and
w(uu′) = 0 otherwise. The equivalence classes A and B will change to {A1, A2, A4, . . . , Am}
and {B11, B12, B2, . . . , Bm′}. Notice that the number of classes in the A partition decreased
by one and the number of classes in the B partition increased by one, hence, the weighted
clique number of G will not change. We also have
before: T (U) + e(U)(n− u) ≤ u
3
33
· 1
23
+
1
2
·
(
3
2
)
u2
9
(n− u),
after: T (U) + e(U)(n− u) =
{
0 + u
2
4
· (n− u) if u is even,
0 + (u−1)(u+1)
4
· (n− u) ≥ u2
4.5
(n− u) if u is odd.
Since u ≤ 12n/13, we have
u3
33
· 1
23
+
3
2
· (n− u) · u
2
32
≤ (n− u) · u
2
4.5
⇔ u
3
63
≤ (n− u) · u
2
18
⇔
u
12
≤ (n− u) ⇔ u ≤ 12
13
n.
We may now assume that u > 12n/13. Let U ′ be the vertex set of B2 and u′ = |B2|.
Since u ≥ 12n/13, u′ < n/13, and therefore B2 contains at most two Ai’s. Note that
u′ ≤ u/12. We split U ∪ U ′ into three classes of the same size, B0, B1 and B2. Define
A0 = B0, A1 = B1, and A2 = B2. For two vertices u, u
′ ∈ U ∪U ′, if they belong to the same
Bi then w(uu
′) = 0, otherwise w(uu′) = 1. The equivalence classes A and B will change to
{A0, A1, A2, A5, . . . , Am} and {B0, B1, B2, B3, . . . , Bm′}. Notice that the number of classes
in the A partition decreased by one and the number of classes in the B partition increased
by one, which implies that the weighted clique number of G will not change. We are left to
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show that this operation will not decrease e(U ∪ U ′) and T (U ∪ U ′).
before: e(U ∪ U ′) ≤ u
2
32
· 3
2
+ uu′ +
u′2
8
≤ u
2
6
+
u2
12
+
u′2
8
=
3u2
12
+
u′2
8
,
after: e(U ∪ U ′) =

3 · (u+u′)2
9
if u+ u′ ≡ 0 (mod 3),
(u+u′−1)(u+u′−1)
9
+ 2 · (u+u′−1)(u+u′+2)
9
if u+ u′ ≡ 1 (mod 3),
2 · (u+u′−2)(u+u′+1)
9
+ (u+u
′+1)2
9
if u+ u′ ≡ 2 (mod 3).
Hence e(U ∪ U ′) is increasing for u ≥ 3. We also have
before: T (U ∪ U ′) ≤
(u
3
)3
· 1
8
+
3
2
· u
2
32
· u′ + u · u
′2
8
≤ u
3
63
+
u3
6 · 12 +
u3
8 · 122 ≤
u3
51.5
,
after: T (U ∪ U ′) =

(u+u′)3
27
if u+ u′ ≡ 0 (mod 3),
(u+u′−1)(u+u′−1)(u+u′+2)
27
if u+ u′ ≡ 1 (mod 3),
(u+u′−2)(u+u′+1)(u+u′+1)
27
if u+ u′ ≡ 2 (mod 3).
Therefore T (U ∪ U ′) increases for u+ u′ ≥ 3.
Claim 4.4.6. There is at most one Bi that contains two Aj’s.
Proof. Now, we know that no Bi contains three or more Ai’s. Let us assume that B1 =
A1 ∪A2 and B2 = A3 ∪A4. Denote U the vertex set of B1 ∪B2, and write u = |U | ≥ 4. We
will split the vertices in U into three equal pieces, B11, B12 and B13, and define A1 = B11,
A2 = B12, and A3 = B13. For two vertices u, u
′ ∈ U if they are in two different B1i’s
then w(uu′) = 1, otherwise w(uu′) = 0. This operation will change the A and B partition
to {A1, A2, A3, A5, . . . , Am} and {B11, B12, B13, B3, . . . , Bm′}, therefore the weighted clique
number does not change. We only need to show that e(U) and T (U) do not decrease.
before: e(U) ≤ u
2
42
+
u2
4
=
5u2
16
,
after: e(U) =

3 · u2
9
if u ≡ 0 (mod 3),
(u−1)2
9
+ 2 · (u−1)(u+2)
9
if u ≡ 1 (mod 3),
(u+1)2
9
+ 2 · (u−2)(u+1)
9
if u ≡ 2 (mod 3),
before: T (U) ≤ u
2
16
· u
2
=
u3
32
,
after: T (U) =

u3
27
if u ≡ 0 (mod 3),
(u−1)2(u+2)
27
if u ≡ 1 (mod 3),
(u+1)2(u−2)
27
if u ≡ 2 (mod 3).
It can be easily checked that for u ≥ 4, both e(U) and T (U) are not decreasing.
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Now, we will use the Claims 4.4.5 and 4.4.6 to complete the proof of Lemma 4.4.1.
Let us assume that the extremal graph has A = {A1, . . . , Am} and B = {B1, . . . , Bm′}
partitions. Also, since A is a refinement of B and also by Claims 4.4.5 and 4.4.6, we have
m′ ≤ m ≤ m′ + 1. For the case t = 2` + 1, the graph does not contain a weighted clique
of size 2` + 1, which implies m + m′ ≤ 2`. Therefore m′ = m = ` will maximize the
number of triangles. In particular, the extremal graph is an `-partite graph with partite sets
B1 ∪ . . . ∪B`, where ||Bi| − |Bj|| ≤ 1 for all 1 ≤ i < j ≤ `. Define Ai = Bi for all 1 ≤ i ≤ `,
and for two vertices u and v if they belong to two different Bi’s then w(uv) = 1, otherwise
w(uv) = 0. For the case t = 2`, the graph does not contain a weighted clique of size 2`
which implies m+m′ ≤ 2`− 1. Therefore, in the extremal example, m′ = `− 1 and m = `.
Hence, the extremal example is an (` − 1)-partite graph, with partite sets B1 ∪ . . . ∪ B`−1,
where |B1| = x and |Bi| = (n − x)/(` − 2) for all 2 ≤ i ≤ ` − 1. Also let A1 ∪ A2 = B1
such that ||A1| − |A2|| ≤ 1, and Ai+1 = Bi for all 2 ≤ i ≤ ` − 1. For two vertices u and v
if they belong to two different Bi’s then w(uv) = 1. Otherwise, if they both belong to B1
but to different Ai’s then w(uu
′) = 1/2, and w(uu′) = 0 in all other cases. Now, we only
need to maximize the number of triangles with respect to x, which completes the proof of
Lemma 4.4.1.
Proof of Theorem 4.1.6. Construction 4.1.5 shows the lower bound.
For the upper bound, let G be an n-vertex Kt-free graph with α(G) = o(n). Let R(C,w)
be the weighted cluster graph of G. By Lemma 4.2.5, we have that R(C,w) does not contain
a weighted clique of size `. Then Lemma 4.4.1 implies the upper bound.
4.5 Proof of Theorem 4.1.9
We will need a lemma by Balogh-Hu-Simonovits (Claim 6.1 in [5]).
Lemma 4.5.1. Let G be an n-vertex graph with α(G) = gq(n), where gq(n) = n2
−w(n) log1−1/q n
and ω(n)→∞ arbitrary slowly. If there exists a Kq in the cluster graph of G, then K2q ⊆ G.
Proof of Theorem 4.1.9. For (i), note that RT(K3, K5, g3(n)) ≤ RT(K3, K6, g3(n)), there-
fore, it is sufficient to prove that RT(K3, K6, g3(n)) = o(n
3). By Lemma 4.5.1, if G is an
n-vertex K6-free graph with α(G) ≤ g3(n) then the cluster graph of G is K3-free, which
means that k3(G) = o(n
3).
For (ii), note that RT(K3, K2`+1, g`+1(n)) ≤ RT(K3, K2`+1, o(n)), hence, by Theorem 4.1.6,
it is sufficient to prove RT(K3, K2`+1, g`+1(n)) ≥ (1+o(1))
(
`
3
) (
n
`
)3
. Construction 4.1.5 shows
that this inequality holds.
64
For (iii), note that RT(K3, K2`+2, g`+1(n)) ≥ RT(K3, K2`+1, g`+1(n)), hence, using (ii),
we only need to show that RT(K3, K2`+2, g`+1(n)) ≤ RT(K3, K2`+1, o(n)). By Lemma 4.5.1,
if G is an n-vertex K2`+2-free graph with α(G) ≤ g`+1(n) then the cluster graph of G is
K`+1-free. Then, by Theorem 4.1.1, the `-partite Tura´n graph has the maximum number of
triangles among all K`+1-free graphs. Hence, we have
RT(K3, K2`+2, g`+1(n)) ≤ (1 + o(1))
(
`
3
)(n
`
)3
= RT (K3, K2`+1, o(n)),
where the last equality is by Theorem 4.1.6.
4.6 Proof of Theorem 4.1.10
In this section we study ex(G(n, p), K3, C5), i.e. the maximum number of triangles in a C5-
free subgraph of G(n, p). Theorem 4.1.10 exhibits multiple stages of phase transitions for
ex(G(n, p), K3, C5). Note that for p  n−1, with high probability there are no triangles in
G(n, p).
Proof of Theorem 4.1.10. First, we will prove that for p  n−1, w.h.p. the number of tri-
angles in G(n, p) is (1/6 + o(1)n3p3. Let T be the random variable denoting the number of
triangles in G(n, p), then
E(T ) =
(
n
3
)
p3 and Var(T ) ≤
(
n
3
)
p3 + 12
(
n
4
)
p5.
By the second moment method, for any constant ε > 0,
P(|T − E(T )| ≥ ε · E(T )) ≤ Var(T )
ε2 · E(T )2 = o(1),
where the last equality holds for all p n−1. Therefore, with high probability
T =
(
1
6
+ o(1)
)
n3p3. (4.12)
Lower bounds. For (i), we say that a copy of C5 in G(n, p) is good if it has at least one
edge which is not contained in any triangle, otherwise it is bad. Notice that we can delete
all good C5’s by removing a non-triangle edge in them, without deleting any triangle. Now,
we need to show that we can remove o(p3n3) triangles to delete all bad C5’s. Therefore, it
suffices to show that the number of bad C5’s is o(p
3n3). A bad C5 has each of its edges in
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a triangle. Let H be the family of all such configurations, i.e. a C5 with all of its edges in
a triangle (see Figure 4.1). For every H ∈ H, with v := v(H) and e := e(H), let X be the
number of copies of H in G(n, p). We have
E(X) =
(
n
v
)
pe < nvpe.
We claim that nvpe  p3n3. Since p n−7/12,
nv−3pe−3  nv−3− 712 (e−3) = nv− 712 e− 54 .
Hence, we only need to show that 12v−7e ≤ 15. It is not hard to see that among all such
configurations H ∈ H, the one that maximizes the value 12v − 7e is a C5 with one triangle
on each edge. For this configuration we have v = 10 and e = 15. Hence 12v − 7e = 15, as
desired. Therefore, for any constant ε > 0, by the first moment method
P(X ≥ ε · p3n3) ≤ n
vpe
ε · p3n3 = o(1).
We then delete one triangle in each copy of H to make G(n, p) H-free. Notice that we
have deleted o(p3n3) edges so far.
Figure 4.1: The family of all bad C5’s, though vertices not in the C5 can be the same.
One final thing to show is that every edge is in constant many triangles. We claim that
each edge is in at most 8 triangles. Define a book of size k to be k triangles all sharing one
edge. Let X be the random variable for the number of books of size 9 in G(n, p). By the
first moment method we have:
P(X 6= 0) ≤ n11p19 = o(1).
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Hence, almost surely there is no book of size 9.
For (ii) and (iii), we sparsen the graph G(n, p) to density n−7/12/ω(n), then, we use the
lower bound in (i). In particular, we will take a random subgraph of G(n, p) where each
edge appears with probability p′, such that pp′ = n−7/12/ω(n). Hence, we can use the bound
in (i).
For (iv), we split the vertex set of G(n, p) into two equal parts X and Y . Then, we find
a perfect matching M on X. Note that G(n, p) has a perfect matching with high probability
for p log n/n [23]. Now, we create an auxiliary bipartite graph H with vertex set M ∪ Y ,
in which an edge in M is adjacent to a vertex in Y if they form a triangle. Note that
H is a random bipartite graph in which each edge is drawn with probability p2  n−2/3,
independent of others. Let C be the random variable denoting the number of C4’s in H,
then we have,
E(e(H)) = p2 · |M | · |Y | = p2 · n
2
8
,
E(C) = (p2)4
(|M |
2
)(|Y |
2
)
= p8 ·
(
n
4
2
)
·
(
n
2
2
)
,
Var(C) ≤ n4p8 + n6p14 + n5p12.
Therefore, by Chernoff bound and the second moment method, for any ε > 0 we have
P
{
|e(H)− E(e(H))| ≥ ε · E(e(H))
}
≤ 2e−ε
2p2n2
24 = o(1),
P
{
|C − E(C)| ≥ ε · E(C)
}
≤ Var(C)
ε2 · E(C)2 = o(1).
The last equality holds because for p  n−1/2, we have n4p8 = o(p16n8), n6p14 = o(p16n8),
and n5p12 = o(p16n8). Now, we can delete one edge from each copy of C4 to make H C4-free.
Let H ′ be the resulted graph. Hence, with high probability,
e(H ′) ≥
(
p2 · n
2
8
− p8 · n
2
16
· n
2
4
)
(1 + o(1)) ≥ p2 · n
2
8
(1 + o(1)),
where the last inequality holds because p n−1/3. Note that every edge in H ′ corresponds
to a different triangle in G(n, p), thus we obtain a lower bound of ex(G(n, p), K3, C5) ≥
p2n2(1/8 + o(1)).
For (v), again we sparsen the graph to density n−1/3/ω(n). In particular, we will take
a random subgraph of G(n, p) where each edge appears with probability p′, such that
pp′ = n−1/3/ω(n). Then, we use the lower bound in (iv).
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For (vi), we use the same construction as in (iv) and we try to find a large C4-free
subgraph in a random auxiliary bipartite graph. The only difference is that we use the
second lower bound on ex(G(n, p2), C4) in Theorem 4.2.1.
Upper bounds. For (i) and (ii), it follows from (4.12).
For (3)-(6), we use an argument by Alon and Shikhelman [3] and the bounds in Theo-
rem 4.2.1.
Let G be a C5-free subgraph of G(n, p). Note that for every v ∈ V (G), N(v) is P3-free,
therefore by Theorem 4.2.2, e(N(v)) ≤ d(v). Then
k3(G) =
∑
e(N(v))
3
≤
∑
d(v)
3
=
2e(G)
3
. (4.13)
Now, we 2-color V (G) independently and uniformly at random with red and blue. Denote
R the set of all the red and B be the set of blue vertices, also, set b = |B|. Note that we can
assume every edge of G is in at least one triangle, otherwise we can delete that edge without
decreasing the number of triangles. We assign a vertex w to every e = uv ∈ E(G) such that
uvw is a triangle. Let G′ = (B,E ′), where E ′ is the set of all e ∈ E(G) with both ends in B
and their assigned vertex in R. Notice that since G is C5-free, E
′ is C4-free. Hence, we have
|E ′| ≤ ex(G(b, p), C4).
Also, since E(b) = n/2, Chernoff bound implies that with high probability b = (1+o(1))n/2,
and
E|E ′| ≤ ex
(
G
(n
2
+ o(n), p
)
, C4
)
. (4.14)
For every e ∈ E(G),
P(e ∈ E ′) = 1
8
⇒ E|E ′| = e(G)
8
, (4.15)
where the last equality is by the linearity of expectation. Hence, by (4.13), (4.14), and (4.15)
we have
k3(G) ≤ 16
3
ex
(
G
(n
2
+ o(n), p
)
, C4
)
. (4.16)
Combining (4.16) with the bounds in Theorem 4.2.1 will give us the upper bounds.
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4.7 Proof of Theorem 4.1.11
We will also use this lemma.
Lemma 4.7.1. For every c > 0, there exists a > 0, such that for every n-vertex graph G with
α(G) ≤ an and any 2-edge-coloring of G, C : E(G) → {R,B}, the following holds. There
exists a partition of V (G) into sets X and Y such that α(GR[X]) ≤ cn and α(GB[Y ]) ≤ cn.
Proof. We can assume α(GR) > cn and α(GB) > cn. Let X0 = V (G), Y0 = ∅ and a ≤ c2. We
iterate the following operation. At step i, if α(GR[Xi−1]) ≤ cn then we will stop. Otherwise,
let I be a maximum independent set in GR[Xi−1]. Since α(G) ≤ an, we have α(GB[I]) ≤ an.
Hence, we define Xi := Xi−1\I and Yi := Yi−1∪I. Notice that α(GB[Yi]) ≤ α(GB[Yi−1])+an.
Let us assume that the iteration stops after k steps, i.e. α(GR[Xk]) ≤ cn. Note that
k ≤ n
cn
= 1/c, which implies that α(GB[Yk]) ≤ k · an ≤ cn.
Proof of Theorem 4.1.11. For an arbitrary small constant ε > 0, let G be a graph with
α(G) ≤ εn. For any fixed 2-edge-coloring of G, C : E(G)→ {red, blue}, apply Lemma 4.7.1
with some c >
√
ε. Let {X, Y } be the resulted partition. We also apply Theorem 4.2.7 to G
with the coloring C, and let P = {P1, . . . , Pm} be the resulted partition of V (G), where we
can require that P refines the {X, Y }-partition. Also, let RR and RB be the red and blue
cluster graphs respectively. We have that
the number of ways to fix an {X, Y }-partition of V (G) ≤ 2n,
the number of ways to fix a P-partition of V (G) ≤ mn.
Now, we will count the number of colorings with a fixed {X, Y }-partition, P-partition and
cluster graphs RR and RB. First, note that the total number of edges with both ends in one
of the Pi’s, in between irregular pairs or sparse pairs is at most o(n
2). Hence, total number
of ways to color these edges is at most 2o(n
2). We claim that e(RR∩RB) ≤ (1/4+o(1))m2. If
not, the graph RR∩RB has at least one triangle, PiPjPk, and we shall find a monochromatic
K4 in it. We can assume that Pi ∪ Pj ⊆ X, i.e. α(GR[Pi ∪ Pj]) = o(n). Hence, Lemma 4.2.6
shows that the red subgraph of G contains a copy of K4, a contradiction. Therefore, for the
total number of colorings, we have
F (2, 4, o(n)) ≤ 2nmn2o(n2)2( 14+o(1))m2·( nm)
2
= 2(
1
4
+o(1))n2 .
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