Abstract. Some sharp inequalities of Grüss type for sequences of vectors in real or complex inner product spaces are obtained. Applications for Jensen's inequality for convex functions defined on such spaces are also provided.
Introduction
The following inequality of Grüss type for sequences of vectors in inner product spaces has been established in [1] . Theorem 1. Let (H; ·, · ) be an inner product space over the real or complex number field K (K = R, C) , x = (x 1 , . . . , x n ) ∈ H n , α = (α 1 , . . . , α n ) ∈ K n , p = (p 1 , . . . , p n ) ∈ R n + with n i=1 p i = 1. If a, A ∈ K and x, X ∈ H are such that 
The constant 1 4 is the best possible one in the sense that it cannot be replaced by a smaller constant.
Another result of this type is embodied in the following theorem that has been obtained in [2] . Theorem 2. Let H, K be as above x = (x 1 , . . . , x n ) , y = (y 1 , . . . , y n ) ∈ H n and p a probability sequence. If x, X, y, Y ∈ H are such that (1.3) Re X − x i , x i − x ≥ 0 and Re Y − y i , y i − y ≥ 0 for each i ∈ {1, . . . , n} , then we have the inequality On choosing x i = y i (i = 1, . . . , n) in Theorem 2, one may obtain the following counterpart of Cauchy-Bunyakovsky-Schwarz inequality
provided x and p satisfy the assumptions of Theorem 2.
In the recent paper [3] , the author has obtained the following Grüss type inequality for forward difference as well.
Theorem 3. Let x = (x 1 , . . . , x n ) , y = (y 1 , . . . , y n ) ∈ H n and p ∈ R n + be a probability sequence. Then one has the inequalities
The constants 1, 1 and If one chooses p i = 1 n (i = 1, . . . , n) in (1.6), then the following unweighted inequalities would hold:
Here, the constants 
Corollary 1. With the assumptions in Theorem 3 for x and p one has the inequalities
The constants 1, 1 and 1 2 are best possible in the above sense. The following particular inequalities that may be deduced from (1.8) on choosing the equal weights
Here the constants are also best possible. It is the main aim of this paper to point out a different class of Grüss type inequalities for sequences of vectors in inner product spaces and to apply them for obtaining a reverse of Jenssen's inequality for convex functions defined on such spaces.
Some Grüss Type Inequalities
The following lemma holds (see also [4] ). Lemma 1. Let a, x, A be vectors in the inner product space (H; ·, · ) over the real or complex number field K (K = R, C) with a = A. The following statements are equivalent:
Proof. For the sake of completeness, we give a simple proof as follows. Let
and
Since Re x, A = Re x, A , we deduce that I 1 = I 2 , showing the desired equivalence. 
2)
then one has the inequality
The constant 1 
is best possible in the first and second inequality in the sense that it cannot be replaced by a smaller constant.
Proof. It is easy to see that the following identity holds true
Taking the modulus in (2.4) and using the Schwarz inequality in the inner product space (H; ·, · ) , we have
and the first inequality in (2.3) is proved.
Using the Cauchy-Bunyakovsky-Schwarz inequality for positive sequences and the calculation rules in inner product spaces, we have
giving the second part of (2.3).
To prove the sharpness of the constant 1 2 in the first inequality in (2.3), let us assume that, under the assumptions of the theorem, the inequality holds with a constant C > 0, i.e., (2.5)
Consider n = 2 and observe that
and then, by (2.5), we deduce (2.6)
If we choose p 1 , p 2 > 0, y 2 = x 2 , y 1 = x 1 and x 2 = X, x 1 = x with x = X, then (2.2) holds and from (2.6) we deduce C ≥ The fact that 1 2 is best possible in the second inequality may be proven in a similar manner and we omit the details.
Remark 2. If x and y satisfy the assumptions of Theorem 2, or equivalently
for each i ∈ {1, . . . , n} , then by Theorem 4 we may state the following sequence of inequalities improving the Grüss inequality (2.4)
In particular, for x i = y i (i = 1, . . . , n) , one has
p j x j and the constant 1 2 is best possible. The following result is connected to Theorem 1 from Introduction. Theorem 5. Let (H; ·, · ) and K be as above and x = (x 1 , . . . , x n ) ∈ H n , α = (α 1 , . . . , α n ) ∈ K n and p a probability vector. If x, X ∈ H are such that (2.1) 
or, equivalently, (2.2) holds, then we have the inequality
The constant Proof. We start with the following equality that may be easily verified by direct calculation (2.12)
If we take the norm in (2.12), we deduce
, proving the inequality (2.11).
The fact that the constant 1 2 is sharp may be proven in a similar manner to the one embodied in the proof of Theorem 4. We omit the details. 
for each i ∈ {1, . . . , n} , then by Theorem 5 we may state the following sequence of inequalities improving the Grüss inequality (1.2) , 
.
Applications for Convex Functions
Let (H; ·, · ) be a real inner product space and F : H → R a Fréchet differentiable convex function on H. If ▽F : H → H denotes the gradient operator associated to F, then we have the inequality If q i ≥ 0 (i ∈ {1, . . . , n}) with Q n := n i=1 q i > 0, then we have the following converse of Jensen's inequality
