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“Vou ensinar-te e mostrar-te o caminho que deves seguir; 
 guiar-te-ei  sem te perder de vista.” 















Atualmente, um dos maiores desafios associados à área da biologia relaciona-se com a 
natureza e o comportamento dos mecanismos que regulam o ciclo celular.  
O Laboratory of Biosystem Dynamics, estabelecido na Finlândia, conta com a colabora-
ção de um grupo de investigação interdisciplinar para realizar múltiplas medições single cell, in 
vivo que servem de suporte a diversos estudos. Um dos principais objetivos destas investigações 
consiste em testar e propor novas ferramentas computacionais e modelos estocásticos capazes de 
descrever e possibilitar uma análise mais aprofundada de alguns dos mecanismos que regulam o 
ciclo celular. Devido à sua simplicidade, fácil proliferação e manipulação, a Escherichia coli 
torna-se o objeto ideal para estudar este tipo de fenómenos. Através da microscopia de contraste 
de fase, uma técnica amplamente empregue na área da biologia e medicina, é possível observar, 
com um elevado detalhe, organismos transparentes no seu estado natural. 
Em muitos laboratórios de microbiologia, as imagens continuam a ser frequentemente 
examinadas apenas por inspeção visual, o que pode tornar este processo extremamente subjetivo, 
demorado e conduzir a conclusões erróneas. Assim sendo, o processamento computacional e a 
análise de imagens são determinantes para obter informação estatisticamente relevante e fide-
digna. Em muitas aplicações de análise de imagem, a segmentação é a primeira, mais importante 
e mais desafiadora etapa do processamento. Uma solução universal para a segmentação de célu-
las, aplicável a diferentes tipos de células e imagens, ainda não foi descrita. Por conseguinte, 
novos algoritmos e abordagens de segmentação tem sido constantemente propostos e desenvol-
vidos. 
No âmbito desta tese, um algoritmo otimizado de segmentação foi desenvolvido, apre-
sentado, testado e aplicado a um conjunto de imagens de contraste de fase da Escherichia coli. A 
solução proposta, na maioria dos casos, provou ser mais precisa e menos demorada do que a 
abordagem atualmente implementada pelo Laboratory of Biosystem Dynamics.  
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Nowadays, one of the main problems in biology field is related with the nature and be-
havior of cell cycle regulation mechanisms. 
The Laboratory of Biosystem Dynamics, established in Finland, rely on the work of an 
inter-disciplinary research group to take forward in vivo, single-cell measurements in order to 
support several investigations. One of the main goals of these researches is to test and propose 
new computational tools and stochastic models to describe and allow further analysis of some of 
the mechanisms that regulate the cell cycle. Due to its relative simplicity, easy growth and ma-
nipulation, Escherichia coli becomes the ideal system to study these sorts of phenomena. Through 
phase contrast microscopy, a technique widely applied in biological and medical field, is possible 
to observe, with high-contrast, transparent organisms in their natural state. 
In several microbiology labs, images are still often examined only by human visual in-
spection, which can be extremely subjective, time-consuming and lead to incorrect conclusions. 
Therefore, computational image processing and analysis are determinative to obtain statistically 
significant and reliable information. In many image analysis applications, segmentation is often 
the first, most important and most difficult processing stage.  A universal solution to cell segmen-
tation, applicable across cell and images types, has yet to be described. Therefore, new segmen-
tation algorithms and approaches are continuously developed and required. 
With this thesis, an improved segmentation algorithm was developed, presented, tested 
and applied on a set of Escherichia coli phase contrast images. The proposed solution, in most 
cases, proved to be more accurate and less time consuming than the one currently implemented 
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Um dos maiores desafios associados à área da biologia relaciona-se com a compreensão do 
comportamento e natureza dos mecanismos que regulam o ciclo celular. Nos dias de hoje, a mai-
oria das investigações a respeito deste ciclo incidem essencialmente sobre os processos que regu-
lam o tempo e a frequência de fenómenos tão fulcrais como a replicação do DNA (ácido desoxir-
ribonucleico), segregação e divisão celular [1].  
Anteriormente, acreditava-se que as populações de células eram homogéneas. No entanto, 
evidências confirmam que, mesmo considerando apenas pequenas populações, a heterogeneidade 
existe. Assim sendo, análises e medições que se baseiem no princípio da existência de populações 
homogéneas conduzem a resultados enganosos por não serem consideradas as pequenas e cruciais 
diferenças existentes entre células individuais - as quais podem variar fortemente tanto do ponto 
de vista morfológico como fisiológico. Acredita-se que nestas ínfimas variações possa residir a 
chave para melhor compreender e responder a inúmeras questões nunca antes esclarecidas asso-
ciadas a áreas de investigação tão eminentes como o cancro, a imunologia e a neurologia [2]. 
O Laboratory of Biosystem Dynamics (LBD), estabelecido na Finlândia, é constituído por 
um grupo de investigação interdisciplinar que, na tentativa de melhor compreender a célula e os 
seus mecanismos, realiza múltiplos estudos e medições, in vivo, os quais, maioritariamente, são 
aplicados ao nível celular (em inglês, single-cell analysis) ou inclusivamente ao nível molecular 
(em inglês, single-molecule analysis) [3]. Este tipo de análise encarrega-se do estudo do genoma, 
proteínas, transcritos e metabolismos tendo sempre em consideração a individualidade de cada 






Para a realização destes estudos, o LBD possui ao seu dispor um conjunto abrangente de 
equipamentos e técnicas derivados da Biologia Molecular, tais como a espectrofotometria de mi-
croplacas, qPCR (do inglês, quantitative polymerase chain reaction) e Western blotting. A apli-
cação destes procedimentos é frequentemente combinada com uma forte componente de obser-
vação microscópica em regime time-lapse [3]. 
 A microscopia time-lapse é uma técnica de imagiologia que permite, em intervalos de 
tempo predeterminados e regulares, capturar um conjunto de imagens respeitantes a um determi-
nado evento dinâmico. Através desta técnica é possível observar e analisar fenómenos tão espe-
cíficos tais como a mitose, o nível de oxigénio de uma dada célula ou até mesmo o movimento 
das proteínas e lípidos através membrana celular ao longo do tempo [5]. A microscopia time-
lapse, quando aplicada ao estudo de células vivas, pode ser comprometida por um conjunto de 
fatores diversificados que inclui, entre outros, flutuações na temperatura, pH, humidade e ilumi-
nação. Perante tais circunstâncias, para além da capacidade de foco do aparelho ser diretamente 
afetada, podem inclusivamente surgir danos irreversíveis nas células da amostra [6].  
Com o auxílio da microscopia de time-lapse e de outras técnicas laboratoriais tem sido 
possível ao LBD, ao longo do tempo, o estudo de fenómenos tão inexplorados tais como as dinâ-
micas da transcrição, a segregação de agregados indesejados, o envelhecimento celular e alguns 
dos mecanismos responsáveis pela regulação da expressão génica nas bactérias [3].  
Um dos principais objetivos deste grupo é compreender, de uma forma mais pormenori-
zada, o modo como os genes e as dinâmicas envolvidas no circuito genético são regulados, de 
modo a poder desenvolver e propor novos modelos estocásticos e ferramentas computacionais 
capazes de descrever correta e detalhadamente este tipo de fenómenos promovendo, simultanea-
mente, um método de análise mais aprofundada dos mesmos [3].  
A maioria das investigações desenvolvidas pelo LBD baseia-se em observações e análises 
detalhadas do comportamento da Escherichia coli (E. coli). A descrição deste microrganismo é 
apresentada, de um modo sucinto, no tópico seguinte.  
  
1.2 Escherichia coli 
 Todos os anos, milhares de pessoas adoecem e centenas delas morrem devido a doenças 




Escherichia coli, originalmente denominada por “Bacterium coli commune”, é uma bac-
téria bacilar Gram-negativa que pertence à família Enterobacteriaceae e que habita, normal-
mente, no trato gastrointestinal do ser humano e de outros animais de sangue quente [8]. 
O termo “bacilar” é usado para caracterizar bactérias cuja morfologia se aproxima à de 
um bastonete. Esta geometria é definida pela parede celular do microrganismo, uma estrutura 
complexa, rígida e constituída por diversas camadas. Para além deste tipo de categorização, as 
bactérias, podem ainda ser classificadas enquanto Gram-positivas ou Gram-negativas, consoante 
apresentem uma coloração azul ou vermelha – respetivamente - após a aplicação de um corante, 
denominado corante de Gram [9]. 
A maioria das estirpes da Escherichia coli podem ser consideradas inofensivas e até 
mesmo contribuir com alguns benefícios para a saúde dos seus hospedeiros. Dois exemplos destas 
contribuições são a produção de vitamina K2 - a qual desempenha um papel fundamental na co-
agulação do sangue, prevenção de doenças cardíacas e manutenção da saúde óssea - e a supressão 
do desenvolvimento de algumas bactérias patogénicas que possam proliferar no trato gastrointes-
tinal [4,10]. Dentro da população da E. coli, no entanto, residem quatro estirpes consideradas 
potencialmente perigosas por serem capazes de provocar um conjunto de patologias – tais como 
diarreia, febre, dores musculares e de cabeça, infeções do trato urinário, gastroenterite e meningite 
– as quais, podem afetar severamente a saúde do hospedeiro. Estas doenças, normalmente, são 
desencadeadas por um conjunto de mecanismos específicos desta bactéria que conduzem à pro-
dução de toxinas, perturbações no metabolismo celular e destruição de tecidos [11]. 
De um ponto de vista bioquímico, fisiológico e genético, a E. coli é um dos organismos 
vivos melhor compreendidos e caracterizados [1]. No que diz respeito à sua fisionomia, esta bac-
téria, anaeróbica facultativa (assim caracterizada por possuir a capacidade de se reproduzir e de-
senvolver tanto em ambientes ricos como em ambientes em total ausência de oxigénio) com apro-
ximadamente 0.5-1.0 μm de diâmetro e 1.0-3.0 μm de comprimento, pode ainda possuir múltiplos 
flagelos - os quais se dispõem em redor da mesma e permitem com que esta se consiga movimen-
tar facilmente em meios líquidos [8].  
A respeito das condições de temperatura e pH favoráveis ao crescimento da Escherichia 
coli, pode concluir-se, de um modo geral, que a maioria das estirpes desta bactéria consegue pro-
liferar em ambientes cuja temperatura se encontre entre os 15 e os 48 °C, sendo que a temperatura 
ótima para este processo (temperatura à qual a taxa de crescimento é máxima) se encontra com-
preendida na gama dos 37-42°C. Apesar do valor de pH ótimo ao crescimento da E. coli ser um 
valor de pH neutro (i.e., 7.0), estudos indicam que este microrganismo é capaz de se desenvolver 




Quanto ao processo de reprodução bacteriana (o qual ocorre por intermédio da fissão 
binária), podem ser destacadas três etapas principais que conduzem à formação de duas “células-
filhas”, geneticamente idênticas, a partir de uma única “célula-mãe”: alongamento celular, repli-
cação do DNA e divisão do citoplasma. O tempo necessário para uma célula se dividir (e a sua 
população duplicar) é denominado por tempo de geração. Este parâmetro varia consideravelmente 
entre organismos e depende significativamente de uma série de condições ambientais, tais como 
a temperatura e o pH do meio envolvente [12]. 
Devido à sua simplicidade, as células procarióticas (bactérias) têm servido de objeto para 
o estudo de inúmeros mecanismos celulares e de outros aspetos inerentes às áreas da bioquímica, 
biologia e genética molecular. A espécie bacteriana mais amplamente abrangida por estes estudos, 
dada a facilidade com que pode ser reproduzida, manipulada e observada em laboratório, é a E. 
coli. Recorrendo a inúmeras investigações baseadas neste microrganismo, foi possível atingir-se 
a compreensão de conceitos tão relevantes como o código genético, expressão génica, síntese 
proteica e replicação do DNA [13]. Neste conjunto de investigações pode incluir-se, a título de 
exemplo, muitos dos estudos desenvolvidos pelo LBD. 
Sabe-se atualmente que o genoma da E. coli (totalmente sequenciado em 1997) é consti-
tuído aproximadamente por 4.6 milhões de pares de bases e cerca de 4000 genes. Considerando 
o genoma humano, o qual é praticamente mil vezes maior, a dimensão reduzida do genoma desta 
bactéria representa, ainda hoje, uma enorme vantagem para estudos e análises principalmente 
relacionados com a área da genética. Para além da vantagem anteriormente referida, este tipo de 
experimentos é facilitado também pela rápida proliferação da E. coli a qual, em condições ótimas 
de cultura, se divide a cada 20 minutos. Assim sendo, após 20 gerações, uma única célula-mãe 
inicial terá originado, em apenas cerca de 7 horas, uma descendência equivalente a mais de um 
milhão de células [14].  
Ao longo do tempo, uma grande parte dos estudos óticos baseados na observação e análise 
da Escherichia coli têm sido condicionados pelo reduzido tamanho deste microrganismo – o qual 
não é muito maior do que o limite de resolução da maioria dos microscópios óticos, ∼ 0.25 μm 
[1]. A resolução de um sistema ótico quantifica a sua capacidade de distinguir individualmente 
objetos adjacentes de uma imagem. O limite de resolução (δ) é definido enquanto a menor dis-
tância entre dois pontos capaz de ser distinguida pelo sistema ótico. Quanto menor for o limite de 
resolução do dispositivo, melhor será a definição da imagem. O poder de resolução é dado pelo 
inverso desta medida [15].  
Atualmente, a limitação destacada no parágrafo anterior pode ser contornada através de 




em regime time-lapse. Por intermédio da microscopia de fluorescência, o nucleoide bem como 
algumas das restantes estruturas e organelos celulares, podem ser facilmente identificados, obser-
vados e analisados. Assim sendo, esta técnica traduz-se numa ferramenta através da qual investi-
gadores conseguem aceder uma ampla gama de informações do tipo funcional. Por sua vez, atra-
vés da microscopia de contraste de fase, é possível extrair-se um conjunto de informações mor-
fológicas de elevada relevância científica. A sobreposição destes dois tipos de imagens gera assim 
uma série de informações novas e cruciais que permitem melhor compreender e analisar inúmeros 
processos biológicos [16].  
De seguida, irá descrever-se, mais pormenorizadamente, a técnica de microscopia por 
contraste de fase por se tratar do método através do qual foram obtidas as imagens que constituí-
ram o objeto de estudo da presente dissertação. 
  
1.3 Microscopia de contraste de fase 
Os microscópios são instrumentos que possuem como principal objetivo o de gerar ima-
gens aumentadas de objetos, maioritariamente, impossíveis de serem visualizados e analisados a 
olho nu. Para além da sua notável capacidade de ampliação, os microscópios contribuem ainda 
com uma segunda grande potencialidade: o elevado poder de resolução associado às imagens 
geradas. Quanto maior for esta capacidade, maior será a definição da imagem adquirida [17].   
Atualmente, estes aparelhos dividem-se em duas categorias principais: os microscópios 
óticos e os microscópios eletrónicos. No caso do microscópio ótico, o qual se pensa ter sido criado 
por Hans Janssen e pelo seu filho Zacharias Janssen entre os anos de 1590 e 1595, a aquisição de 
imagens, ampliadas através de um sistema de lentes combinadas, baseia-se em fenómenos físicos 
resultantes da interação de um feixe de luz monocromático e coerente com a amostra e o seu meio 
envolvente. O poder de resolução associado a estes aparelhos é aproximadamente igual a 0.25 
µm, o que corresponde a cerca de mil vezes mais do que o poder de resolução do olho humano 
[18]. 
A microscopia de contraste de fase, uma variante da microscopia ótica, é uma técnica 
largamente empregue para produzir imagens altamente contrastadas de espécimes transparentes 
(como é o caso das células vivas, microrganismos, fibras, dispersões de latex e partículas subce-
lulares - incluindo o núcleo e outros organelos) [19]. O microscópio de contraste de fase, uma 
invenção do físico alemão Frits Zernike e que lhe valeu um prémio Nobel em 1953, distingue-se 




observação de estruturas transparentes que difiram ligeiramente entre si ao nível do seu índice de 
refração [18].  
O índice de refração (𝑛) é uma grandeza adimensional que correlaciona a velocidade da 
luz no vácuo (𝑐) com a velocidade da luz num determinado meio material (𝑣) [20]. Quanto menor 
for o índice de refração do meio sobre o qual a luz incide (isto é, quanto mais próximo o valor do 
desse índice de refração estiver de 1) maior será a velocidade com que a luz trespassará o mesmo. 
Esta relação pode ser descrita pela fórmula abaixo apresentada na qual 𝑐 representa a 






Considerando dois meios transparentes, A e B, e um feixe de luz orientado de A para B, 
para que haja refração (isto é, mudança na direção de propagação da onda ao atravessar a fronteira 
entre os dois meios) é necessário que 𝑛A ≠ 𝑛B.  
Na microscopia de contraste de fase, sempre que o índice de refração do espécime for 
maior do que o do meio envolvente, ao atravessar a amostra, a onda luminosa incidente diminui 
em velocidade e é, posteriormente, retardada em fase. Por outro lado, sempre que o índice de 
refração do meio envolvente exceder o do espécime, a velocidade de propagação da onda lumi-
nosa que atravessa o mesmo aumenta e, seguidamente, é acelerada em fase [19]. A diferença de 
fase imposta à porção da onda incidente que atravessa o espécime pode definida, em radianos, 
por: 
𝛿 = 2𝛥𝜋/𝜆 
Na equação acima destacada, 𝜆 corresponde ao comprimento de onda da radiação visível 
incidente e o termo 𝛥 representa a diferença de percurso ótico, a qual é definida por: 
𝛥 = (𝑛2 − 𝑛1) ×  𝑡 
 onde 𝑛2constitui o índice de refração do espécime, 𝑡 a sua espessura  e 𝑛1 o índice de 
refração do meio envolvente. 
Sempre que um objeto transparente, com um índice de refração próximo ao do meio en-
volvente, é atravessado por um raio luminoso, ocorre uma divisão na qual uma parte desse raio 
contorna ou atravessa a amostra sem sofrer qualquer tipo de interação com a mesma (onda S, 
surround wave), enquanto a outra (onda D, D-wave) interage com o espécime sendo difratada 
pelo mesmo. Posteriormente, estas duas componentes acabam por se combinar produzindo uma 




entre as diferentes ondas luminosas geradas por intermédio desta interação pode ser descrita, de 
um modo muito simples, pela seguinte expressão: 
𝑃 = 𝑆 + 𝐷 
Na microscopia de contraste de fase, a deteção do espécime na imagem depende da dife-
rença relativa entre as intensidades (ou amplitudes) da onda S e P. Caso as amplitudes da onda S 
e da onda P sejam significativamente diferentes, o espécime adquire uma quantidade significativa 
de contraste e é facilmente observado. De outro modo, o espécime permanece transparente. 
Ao atravessarem áreas definidas por diferentes comprimentos de percurso ótico,  
𝑐𝑜𝑚𝑝𝑟𝑖𝑚𝑒𝑛𝑡𝑜 𝑑𝑒 𝑝𝑒𝑟𝑐𝑢𝑟𝑠𝑜 ó𝑡𝑖𝑐𝑜 = 𝑛 ×  𝑡 
os raios luminosos podem ser retardados até 
1
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λ, no entanto, a sua amplitude permanece 
constante. Uma vez que o olho humano não consegue discernir diferenças de fase, é necessário 
um sistema ótico capaz de transformar essas variações em diferenças de amplitude.  
O princípio do funcionamento do microscópio de contraste de fase baseia-se então na 
conversão de pequenas variações de fase em diferenças de intensidade, isto é, zonas claras e es-
curas, as quais podem ser percecionadas enquanto acentuações no contraste da imagem  
Este tipo de conversão pode resultar numa imagem de contraste de fase positiva, sempre 
que o espécime em análise apareça mais escuro do que o plano de fundo, ou numa imagem de 
contraste de fase negativa, sempre que o espécime em análise apareça mais claro do que o plano 
de fundo.   
Uma das maiores vantagens associadas a esta técnica de microscopia consiste no facto 
das células poderem ser observadas e analisadas no seu estado natural isto é, vivas e sem neces-
sitarem de ser fixadas e expostas a corantes [19]. 
 
1.4 Segmentação 
Desde que se estabeleceu a teoria celular no início do século XIX, a qual reconhece a célula 
enquanto a unidade básica da vida, biólogos têm procurado explicar os mais diversos fenómenos 
e princípios subjacentes a esta estrutura. Inúmeras descobertas nesta área foram alcançadas ao 
longo de muitas décadas de investigação [21]. No entanto, a busca pela compreensão plena dos 
mecanismos celulares e a melhor maneira de manipulá-los a favor da saúde permanece até aos 
dias de hoje, envolvendo um orçamento e número de pessoas cada vez maior e um conjunto de 




Atualmente, biólogos e investigadores não só possuem à sua disposição uma infinidade 
de técnicas distintas de imagem microscópica como também usufruem de um conjunto de siste-
mas avançados que lhes permitem adquirir, num intervalo de apenas algumas horas, um número 
muito elevado de imagens. Apesar destes progressos tecnológicos, em muitos dos laboratórios de 
microscopia, as imagens adquiridas continuam a ser analisadas exclusivamente através da inspe-
ção visual, o que pode tornar o processo bastante subjetivo, demorado e conduzir a conclusões 
incorretas. Assim sendo, a análise computacional de imagens é determinante para a obtenção de 
informações fidedignas e estatisticamente significantes. 
 
1.4.1 Breve resumo da história da análise celular 
Foi há mais de meio século atrás que, pela primeira vez, um computador foi utilizado com 
o propósito de analisar imagens celulares [23].  
Em meados da década de 1950, surgem os primeiros programas computacionais capazes 
de, automaticamente, classificar um conjunto de esfregaços (lâminas de vidro sobre as quais são 
colocadas leves camadas de matéria orgânica para análise microscópica) com o objetivo de se 
fazer uma triagem em massa relativa ao cancro cervical. Inicialmente, estes algoritmos eram apli-
cados unidimensionalmente, baseando as suas decisões na comparação de um limiar de intensi-
dade, previamente definido, com o valor de cada píxel pertencente a cada linha (1D) da imagem 
microscópica [24]. 
 Em 1960 surgem os primeiros exemplos de processamento automático de imagens a duas 
dimensões (2D) os quais, baseando-se em medidas morfológicas e colorimétricas bastante sim-
ples, foram desenvolvidos com o intuito de se efetuar uma contagem diferencial de glóbulos bran-
cos (leucócitos) [25]. Este tipo de sistemas começaram a ser comercializados em meados da dé-
cada de 1970, passando a incluir múltiplos circuitos elétricos que possibilitavam a execução si-
multânea de diferentes tarefas de observação e análise. Foi também nesta altura que os primeiros 
microscópios assistidos por computador foram desenvolvidos para a análise morfológica de cé-
lulas neuronais [26].  
Com a chegada da microscopia confocal (técnica microscópia que permite, através do 
agrupamento de um conjunto de cortes óticos, reconstruir a topografia de objetos complexos), na 
década de 1980, novas portas foram abertas para análise tridimensional (3D) de imagens de célu-
las. No entanto, foi apenas na década de 1990, quando os computadores se tornaram poderosos o 




dimensões, que as comunidades do processamento de imagem e visão computacional começaram 
a encarar este desafio [27]. 
 Desde então, a literatura publicada sobre esta temática tem crescido de um modo expo-
nencial (ver Figura 1.3) e uma grande parte dos métodos de análise de imagem propostos aplicada 
às mais distintas áreas de estudos [23].  
 
1.4.2 Abordagens mais comuns aplicadas na segmentação de célu-
las 
Abundância, heterogeneidade e complexidade são três dos conceitos que melhor definem 
a gestão, o processamento e a análise manual de imagens microscópicas. Para suprir estas condi-
cionantes, inúmeras técnicas computacionais, desenhadas para executar este tipo de tarefas, têm 
sido desenvolvidas ao longo do tempo [28].  
Na maioria das vezes, antes de se extrair qualquer tipo de informação a partir de uma 
imagem, é necessário pré processar-se os seus dados de modo a corrigir eventuais desequilíbrios 
na sua iluminação, reduzir o ruído e/ou realçar determinadas características como por exemplo os 
contornos e as bordas dos objetos presentes na imagem [29].  
A segmentação, o próximo passo a ser aplicado, é o processo através do qual uma imagem 
é decomposta em partes distintas. Tipicamente, este procedimento é aplicado a imagens digitais 
com o objetivo de identificar diferentes objetos ou outro tipo de informações consideradas rele-
vantes que sejam caracterizados por atributos similares [30].  
Para que seja possível analisar e interpretar corretamente uma imagem, é necessário obter 
uma segmentação fidedigna da mesma. No entanto, segmentar uma imagem com um elevado grau 
de precisão traduz-se, normalmente, num problema bastante desafiador [31]. De um modo geral, 
algoritmos que funcionam bem num determinado conjunto de imagens produzem resultados de 
segmentação insuficientes quando aplicados a um outro conjunto com características diferentes. 
Para além disso, quando aplicada ao caso específico das imagens celulares, a elevada diversidade 
(variedade de técnicas microscópicas aplicadas, coloração, tipos de células e densidades celula-
res) e complexidade dos dados analisados contribuem para aumentar o grau de dificuldade desta 
tarefa (ver Figura 1.1). Uma solução universal para a segmentação de células, capaz de ser apli-




Na maioria das aplicações desenvolvidas na área da análise de imagem, a segmentação 
constitui a primeira, mais importante e mais complexa etapa do processamento da imagem. Con-
sequentemente, inúmeros algoritmos de segmentação tem sido propostos, ao longo das últimas 
décadas, e adaptados a um amplo conjunto de diferentes áreas de investigação. A análise de ima-
gens médicas é um dos domínios que mais tem atraído a atenção de investigadores devido às 
potenciais contribuições na melhoria das condições da saúde humana que daí podem advir [22]. 
Ao analisar-se a literatura publicada sobre esta temática, constatou-se que a grande maioria 
dos métodos de segmentação propostos podem ser resumidos num conjunto bastante reduzido de 
abordagens. As mais comuns serão, em seguida, sucintamente apresentadas com base na infor-
mação discriminada em [23]. 
 
 
Figura 1.1: Diversidade das imagens celulares. As imagens de células podem variar bastante no que 
diz respeito à técnica de microscopia e coloração aplicadas bem como o tipo de células analisadas e a 
respetiva densidade celular. Nesta figura são apresentados diversos exemplos ilustrativos de imagens celu-
lares (com uma densidade que aumenta da esquerda para a direita) adquiridas por microscopia ótica de 
campo claro (A-B), microscopia de contraste de fase (C), microscopia de interferência diferencial (D) e 





1.4.2.1 Limiarização de Intensidade (Thresholding) 
A limiarização de intensidade é uma técnica de segmentação, bastante simples e computa-
cionalmente pouco pesada, que se baseia na diferença dos níveis de intensidade (ou níveis de 
cinzento) que constituem os diferentes objetos de uma imagem. Normalmente, os píxeis da ima-
gem pertencentes às células possuem valores de intensidade significativamente diferentes dos 
píxeis que constituem o plano de fundo da imagem (background). Este foi o primeiro método de 
segmentação a ser desenvolvido e, ironicamente, nos dias de hoje, continua a ser a abordagem 
mais frequentemente adotada no processo da segmentação de células [33].  
O método mais simples de limiarização consiste em substituir cada píxel da imagem origi-
nal por um píxel de cor preta ou branca sempre que a intensidade da imagem for, respetivamente, 
inferior ou superior a um determinado limiar de intensidade previamente estabelecido. Este limiar 
(ou threshold) pode ser aplicado quer globalmente, definindo-se um único valor de intensidade 
(fixo) para toda a imagem, quer localmente, exigindo a aplicação de um outro tipo de limiar de-
nominado por limiar dinâmico ou adaptativo. Geralmente, as abordagens automáticas desenvol-
vidas para determinar o melhor valor de limiar baseiam-se na análise estatística (global ou local) 
do histograma – uma representação gráfica da distribuição dos níveis de intensidade na imagem 
[34]. 
Por vezes, quando o background não se encontra suficientemente uniformizado ou quando 
a suposição inicial de que as células possuem um nível de intensidade consideravelmente dife-
rente do nível do plano de fundo falha, o processo de limiarização de intensidade torna-se extre-
mamente difícil e, por si só, na maioria das vezes, conduz a resultados de segmentação conside-
rados insuficientes. Assim sendo, esta metodologia acaba por ser útil, na maioria dos casos, ape-
nas enquanto primeira ou última etapa do processo de segmentação. 
 
1.4.2.2 Extração de Características  
Para além de poderem ser distinguidas com base nas suas intensidades absolutas, as células 
podem ainda ser segmentadas através da extração de características derivadas de intensidade (são 
exemplo de tais características, as bordas e os contornos dos objetos presentes na imagem). Estes 
atributos podem ser realçados mediante a aplicação de um conjunto de filtros lineares à imagem 
[23].  
O processo de filtragem, abordado mais detalhadamente no tópico seguinte, pode ser resu-




determinadas características (ou atributos) da imagem. Os filtros lineares constituem uma cate-
goria específica de filtros que atuam na imagem substituindo o valor de intensidade de um deter-
minado píxel central por uma combinação linear dos valores dos píxeis da sua vizinhança [34].  
Quando observadas através de um sistema de baixa ampliação, as células assemelham-se a 
partículas compactas que podem ser realçadas mediante a aplicação de um detetor de blob (detetor 
de região de interesse) como por exemplo, o filtro Laplaciano ou o filtro Laplaciano do Gausssi-
ano (LOG) (ver Figura 1.2). Perante outro tipo de cenários, filtros diferenciais de primeira e 
segunda ordem, precedidos ou sucedidos por outro tipo de metodologias, são frequentemente 
aplicados. Semelhante ao que se verifica com o método de limiarização de intensidade, a aplica-
ção deste conjunto de filtros, por si só, geralmente não produz bons resultados de segmentação 
[23]. 
 
Figura 1.2: Exemplos de segmentações de imagens de células. Nas três linhas que compõe a pre-
sente figura são destacados, respetivamente, diferentes tipos de imagens de entrada (as quais variam bas-
tante no que diz respeito ao tipo de células que as compõem, densidade celular e distribuição dos diferentes 
níveis de intensidade da imagem), os resultados da aplicação de um algoritmo de deteção automática dos 
contornos celulares (realçados a verde) e as regiões delimitadas pelos contornos devidamente classificadas 




1.4.2.3 Filtragem Morfológica  
As técnicas de filtragem morfológica podem ser definidas como transformações que ocor-
rem na imagem inicial, píxel-a-píxel, e que dependem não só do valor de intensidade do píxel 
sobre o qual ocorrem essas transformações, como também dos valores de intensidade dos seus 
píxeis vizinhos. O processo de filtragem é concretizado através da aplicação de matrizes, habitu-
almente também denominadas por máscaras ou kernels, à imagem inicial. Ao aplicar-se uma dada 
máscara centrada na posição (i,j) da imagem, sendo i o número de uma dada linha e j o número 
de uma dada coluna, o valor do píxel localizado nessa posição central é substituído por um novo 
valor que, tal como mencionado anteriormente, depende da intensidade dos píxeis inseridos na 
sua vizinhança e também dos pesos associados à máscara aplicada. Após terem sido transforma-
dos todos os píxeis da imagem de entrada, uma nova imagem é então gerada [35].  
No processo de filtragem morfológica, contrariamente ao que se sucede no caso da extração 
de características, os filtros aplicados sobre a imagem são filtros não-lineares tais como o filtro 
morfológico de erosão, dilatação, abertura e fechamento. A aplicação deste conjunto de algorit-
mos, os quais podem facilmente ser combinados entre si ou sucessivamente aplicados de modo a 
gerar filtros potencialmente mais complexos e eficazes, permite analisar e manipular a morfologia 
dos objetos presentes na imagem. 
 
1.4.2.4 Crescimento de Regiões por Acumulação de Píxeis  
Este é um processo de segmentação bastante idêntico à limiarização, uma vez que se baseia 
na procura de valores de intensidade semelhantes em píxeis inseridos numa mesma vizinhança. 
A diferença mais significativa entre estes processos assenta no facto de que, no crescimento de 
regiões, a agregação de píxeis é inicializada em determinados pontos específicos da imagem, de-
nominados por sementes. De um modo muito genérico podem definir-se três etapas principais 
que descrevem este método: a primeira consiste na escolha dos píxeis-sementes, a segunda na 
escolha do limiar de intensidade que separará as regiões e a terceira no crescimento dessas mes-
mas regiões [35]. 
A escolha dos píxeis-sementes representa uma etapa fulcral neste processo de segmentação 
uma vez que é a partir destas localizações que as regiões se irão desenvolver. O modo como a 
sedimentação é efetuada depende bastante do tipo de problema a ser abordado.  
A escolha do limiar constitui também outro passo crucial. O valor escolhido para este pa-
râmetro deve representar a diferença de valores de intensidade que desejamos que esteja compre-




A etapa do crescimento de regiões consiste no agrupamento iterativo dos píxeis pertencen-
tes a uma dada vizinhança que se assemelhem em algum critério como por exemplo, a intensidade 
dos níveis de cinza [36].  
Atualmente, um dos maiores problemas associado aos algoritmos de crescimento de regi-
ões é que, normalmente, estes métodos produzem imagens sobre segmentadas, i.e. imagens re-
partidas em demasiadas regiões [35]. 
 Um dos mais populares métodos de crescimento de regiões, inicialmente proposto por Di-
gabel e Lantieéjoul, é denominado por divisor de águas (ou em Inglês, watershed). Nos últimos 
anos, este método tem sido continuamente otimizado e adaptado a diferentes áreas de análise e 
segmentação de imagem. Segundo este algoritmo, os valores de intensidade são encarados como 
elevações numa paisagem hipotética e a segmentação é efetuada ao longo de regiões que se asse-
melham a zonas de drenagem dessa mesma paisagem, i.e. zonas da paisagem em que a elevação 
é mínima. Na correspondente imagem de gradiente, a “água” ergue-se a partir das áreas da ima-
gem caracterizadas por uma menor magnitude até às zonas em que a magnitude de gradiente é 
máxima. Estas últimas correspondem às fronteiras das hipotéticas bacias hidrográficas ou wa-
tersheds. Uma variante deste método, bastante praticada, consiste em permitir com que o nível da 
“água” se erga a partir de determinadas zonas marcadas como sementes. O processo de sedimen-
tação automática associada a esta técnica revela-se bastante complexo e conduz, frequentemente, 
a distribuições de sementes incorretas. Assim, de modo a contornar este problema, muitos dos 
algoritmos divisores de água optam por distribuir estas sementes manualmente – o que, apesar de 
conduzir a melhores resultados, transforma este processo numa abordagem de sedimentação ex-
cessivamente demorada e que requer demasiada interação por parte do utilizador [37]. 
 
1.4.2.5 Curvas Deformáveis 
A ideia básica intrínseca a esta técnica, como o próprio nome indica, consiste em definir-
se uma curva paramétrica fechada, inserida no domínio da imagem, a qual, mediante a aplicação 
de um conjunto de forças externas e internas, sofre uma deformação de modo a ajustar-se às 
fronteiras de um dado objeto-alvo presente na imagem [38].  
O objetivo da energia interna consiste em preservar a regularidade do contorno da curva, 
sendo por isso definida através de alguns parâmetros geométricos de contorno, tais como a área 
e a curvatura. Nestes termos é possível a incorporação de algumas informações conhecidas a 
priori, tal como a geometria das células em análise, o que contribui para redução e otimização 




 A energia externa, por sua vez, atua diretamente sobre o contorno inicial, atraindo-o para 
as regiões de fronteira do objeto. Esta componente energética é definida através de parâmetros 
associados a informações relativas à própria imagem, como por exemplo, a magnitude do gradi-
ente da imagem de entrada. O processo de deformação ocorre sempre de modo a minimizar a 
energia total da curva inicial. O valor deste parâmetro é mínimo sempre que a curva se seja ajus-
tada a uma região cujas características correspondam às pretendidas e previamente estabelecidas 
para a segmentação.  
A definição adequada dos parâmetros que caracterizam a curva, a instabilidade do modelo 
sempre que a nitidez das bordas se revela insuficiente, bem como a automatização do processo de 
sedimentação representam apenas alguns dos maiores desafios, atualmente, associados a esta téc-
nica de segmentação [23]. 
 
1.4.3 Análise estatística  
Nos últimos 50 anos a quantidade de literatura e artigos desenvolvidos sobre a análise de 
imagens de células aumentou significativamente. A maioria das abordagens que foram publicadas 
foram primeiramente pensadas para servir outro tipo de propósitos e só posteriormente adaptadas 
à área da segmentação de células [23]. 
De modo a gerar o gráfico abaixo destacado, 250 artigos de jornal descrevendo diferentes 
métodos de segmentação e publicados em diferentes anos, foram analisados [23]. Com a informa-
ção providenciada por esta coleção de artigos, um histograma temporal, incluído na zona superior 
da Figura 1.3, foi desenvolvido. Este gráfico representa, para cada intervalo de tempo conside-
rado, o número total de artigos publicados sobre esta temática. O asterisco associado ao último 
lustro ([2010;2015]) foi colocado para alertar para o fato do histograma ter sido elaborado apenas 
com informações recolhidas até Março de 2012 – daí o tamanho reduzido associado à última 
coluna do gráfico. 
Na parte inferior da Figura 1.3, foi incluído um gráfico que representa a distribuição, em 
percentagem, dos diferentes métodos de segmentação incluídos nos artigos publicados em cada 
período de 5 anos representado. As principais categorias de algoritmos de segmentação abrangi-
dos por este estudo são nomeadamente a limiarização (representada a azul), extração de atributos 
(representada a vermelho), filtragem morfológica (representada a verde), crescimento de regiões 




sentada a violeta) – a qual inclui todos os métodos que não se inserem em qualquer outra catego-
ria. Métodos de segmentação propostos ao longo das últimas décadas traduzem-se, geralmente, 
em combinações das abordagens acima mencionadas.  
 
 
Figura 1.3: Análise estatística da literatura publicada sobre segmentação de imagens de 
células. No painel superior da figura é apresentado um histograma temporal do número de artigos 
publicados sobre a temática (o último lustro, destacado com um asterisco, foi constuído apenas com dados 
recolhidos até Março de 2012). No painel inferior, são destacadas as percentagens de artigos publicados, 
em cada período de 5 anos, sobre os diferentes tipos de abordagens de segmentação anteriormente 
mencionados. A azul encontra-se represantado o método de limiarização de intensidade; a vermelho, a 
extração de caracterísitcas; a verde, a filtragem morfológica; a amarelo, crescimento de regiões; a roxo,  






1.5 Objetivos da dissertação 
A presente dissertação surge no âmbito de uma parceria de longa data entre o LBD e 
o  Computational Intelligence Research Group (CA3) – um grupo de investigação criado em 
1996 e que no ano de 2000 integrou o Centro de Tecnologia e Sistemas (CTS) da UNINOVA. O 
principal objetivo desta tese consiste em desenvolver e propor um novo algoritmo de segmentação 
a ser testado e aplicado a um conjunto de imagens da Escherichia coli obtidas por intermédio da 
microscopia de contraste de fase. A segmentação destas imagens, providenciadas pelo LBD, re-
presenta uma das etapas mais determinantes para o progresso de inúmeras investigações assumi-
das por este grupo de investigação. Atualmente, o método de segmentação que tem vindo a ser 
aplicado a esta coletânea de imagens exige um elevado grau de interação por parte do utilizador 
o que torna este processo bastante exaustivo e demorado. Deste modo, um dos mais importantes 
alvos associados a este novo algoritmo consiste em tornar este processo mais automático conver-
tendo-o num procedimento não só menos demorado como também mais eficiente, simples e in-



















































2.1 Representação da Imagem Digital 
Uma imagem monocromática pode ser encarada enquanto uma função bidimensional 
𝑓(𝑥, 𝑦) da intensidade luminosa, na qual 𝑥 e 𝑦 representam coordenadas espaciais, que por con-
venção variam entre: 𝑥 =  [1,2,… ,𝑀] e 𝑦 =  [1,2,… ,𝑁]. No ponto (𝑥, 𝑦) o valor assumido por 
𝑓 representa a intensidade (ou brilho) da imagem nesse ponto, tal como ilustrado na Figura 2.1. 
Nesta figura foi efetuada a ampliação de uma dada região da imagem na qual se podem discernir 
os píxeis que a compõem, bem como as suas respetivas intensidades luminosas. A intensidade, I, 
de um determinado ponto de uma imagem é representada através de um valor inteiro, não-nega-
tivo e finito, frequentemente denominado por nível de cinzento. Sempre que 𝑥, 𝑦 e I assumirem 
valores discretos e finitos a imagem é denominada por digital [39].  
A função 𝑓 (𝑥, 𝑦) é influenciada por dois parâmetros: a intensidade da iluminação da fonte 
que incide sobre objeto observado na imagem, 𝑖 (𝑥, 𝑦), e a intensidade da iluminação refletida 
pelo mesmo, 𝑟 (𝑥, 𝑦). Estas duas funções combinam-se num produto para originar 𝑓 (𝑥, 𝑦): 








Figura 2.1: Imagem digital monocromática “Goldhill” com destaque para uma região da 
imagem de 17×17 píxeis. A imagem “Goldhill” é frequentemente utilizada para observar o resultado de 
testes e demonstrações de métodos de processamento de imagens (retirado de [39]). 
 
2.2 O Píxel  
O píxel (uma abreviatura para picture element) é o elemento estrutural da imagem digital. 
Frequentemente, este elemento é definido também enquanto o menor componente no qual uma 
imagem digital pode ser decomposta. Esta estrutura pode adotar diversas geometrias, no entanto, 
a mais comum corresponde à forma quadrangular. Este tipo de geometria conduz ao aparecimento 
de dois problemas que, por vezes, podem influenciar significativamente algumas das técnicas de 
processamento. O primeiro problema relaciona-se com o facto de o píxel ser anisotrópico, isto é, 
não apresentar as mesmas propriedades em todas as direções. Esta configuração faz com que este 
elemento possua dois tipos de vizinhança: uma vizinhança de borda e uma vizinhança de diagonal, 
ambas compostas por quatro píxeis, tal como demonstrado na Figura 2.2. Esta particularidade 
implica com que se tenha de definir o tipo de conectividade a ser aplicada: uma conectividade do 
tipo C4 (considerando apenas os píxeis presentes na vizinhança de borda ou de diagonal) ou C8 
(incluindo os píxeis pertencentes a ambas as vizinhanças) [34].  
O segundo problema surge como consequência direta do primeiro e relaciona-se com o fato 
de as distâncias entre um determinado ponto da imagem e a sua vizinhança depender da direção 




Operações morfológicas que utilizem máscaras (pequenas matrizes) do tipo 3x3, bem como 
operações de esqueletização são apenas alguns dos algoritmos sensíveis aos problemas anterior-
mente destacados. A solução para estes inconvenientes passa pela correção, mediante a aplicação 
de alguns ajustes ou ponderações, dos valores calculados através destas máscaras [34].  
 
 
Figura 2.2: Tipos de conectividade de píxeis. A imagem localizada à esquerda na figura ilustra uma 
conetividade do tipo C4, através da qual o píxel central (representado com uma tonalidade mais escura de 
cinza) se encontra conectado vertical e horizontalmente aos quatro píxeis vizinhos de borda. A imagem 
localizada à direita na figura ilustra uma conectividade do tipo C8, através da qual o píxel central se encon-
tra conectado a oito píxeis vizinhos, sendo quatro de borda e quatro de diagonais (adaptado de [40]). 
 
Para representar imagens a preto e branco (ou mais corretamente dizendo, em tons de cinza) 
basta associar-se a cada píxel um valor numérico pertencente a uma dada escala de tonalidades. 
Caso optemos, por exemplo, por uma escala composta por 256 níveis de cinzento (variando entre 
o preto e o branco absoluto) é necessário associar-se a cada píxel da imagem um valor inteiro, 
não-negativo, de um byte. Convencionou-se, para este tipo de representação, que o valor 0 cor-
responderia ao preto e o 255 ao branco; os restantes valores numéricos compreendidos entre estes 
dois extremos representam níveis de intensidade intermédios na imagem.  
Para representar imagens a cores, cada píxel é decomposto em três bandas: a primeira as-
sociada à cor vermelha, a segunda à cor verde e a última à cor azul, designadas em inglês por 
RGB (red, green e blue). Cada um destes componentes pode assumir um valor inteiro compreen-
dido entre 0 e 255, indicando a intensidade de vermelho, verde e azul correspondentes a esse 
ponto da imagem. A combinação destes 3 componentes permite gerar um conjunto de aproxima-
damente 16,7 milhões de cores diferentes (ver Figura 2.3). Segundo este modelo, um píxel branco 
passará a ser representado por RGB = (255,255,255) enquanto um píxel preto passará a ser defi-





Figura 2.3: Sistema de cores RBG. Para se formar uma cor através deste modelo aditivo é necessário 
que os três componentes (vermelho, verde e azul) sejam sobrepostos. Adicionando o vermelho ao verde, 
gera-se amarelo; adicionando o azul ao vermelho, gera-se magenta; adicionando o azul ao verde, gera-se 
azul ciano; adicionando as três cores primárias, gera-se o branco (retirado de [42]).   
 
2.3 Processamento de Imagem 
O processamento de imagens digitais é, atualmente, uma área bastante explorada mas ainda 
promissora que inclui um conjunto de algoritmos desenvolvidos para a análise e manipulação de 
dados multidimensionais, de modo a realçar determinada característica ou extrair algum tipo de 
informação considerada útil na imagem.  
Os sinais, como por exemplo as imagens, podem ser encarados como representações físicas 
que transportam determinada informação. Assim, processar uma imagem implica transformá-la 
progressivamente de modo a extrair corretamente a informação nela contida. Este processo, à 
semelhança do que ocorre com o sistema visual humano, dependendo do objetivo com que é 
aplicado, pode transformar-se num procedimento computacionalmente bastante complexo. Até à 
data não existe nenhuma solução única, suficientemente eficaz e abrangente para solucionar todos 
os problemas de processamento que têm sido apresentados [34]. Novas técnicas de processa-
mento, mais complexas, têm sido desenvolvidas à medida que novos métodos, capazes de explo-
rar automaticamente a informação contida nas imagens, foram sendo publicados. Este conjunto 
de métodos pode ser distinguido em duas categorias principais: a primeira inclui os métodos de-
dicados à análise da informação contida na imagem e a segunda abrange os métodos cujo objetivo 
consiste no enriquecimento da qualidade da imagem (em inglês, “Image enhancement”) [39]. Nos 






Este conjunto de técnicas de processamento visa, essencialmente, descrever a informação 
presente na imagem. Esta descrição baseia-se na extração, rápida e precisa, de uma série de me-
didas quantitativas (parâmetros) tais como a geometria das células, a área da sua superfície ou a 
densidade populacional presente numa determinada região. Algumas das aplicações mais comuns 
destes métodos de análise são, por exemplo, a contagem do número de células contidas numa 
dada amostra, a determinação do contorno das membranas celulares ou a descrição da distribuição 
espacial de uma determinada população de células. Estes métodos podem diferir bastante entre 
si, no que diz respeito à sua complexidade e à quantidade de tempo associada ao processamento.  
 
2.3.2 Enriquecimento de Imagens  
A expressão “enriquecimento”, no contexto do processamento de imagem, encontra-se as-
sociada à melhoria da qualidade da imagem inicial. Este tipo de transformação pode ser perceci-
onada pelo utilizador através do realce de determinada região da imagem ou, por exemplo, através 
de um aumento no contraste da mesma. A utilização de cores falsas, a correção das inomogenei-
dades na iluminação de fundo, bem como a aplicação de filtros espaciais são apenas alguns exem-
plos deste tipo de procedimentos. De um modo geral, estas técnicas atuam muito rapidamente e, 
sendo a maioria implementada em hardware, permitem ao utilizador fazer uma avaliação prati-
camente imediata das imagens processadas.  
 
2.3.3 Etapas do Processamento de Imagem 
O processamento de imagens pode ser visualizado enquanto um sistema constituído diver-
sas etapas, entre as quais podemos salientar, de um modo sequencial, a formação e aquisição da 
imagem, digitalização, pré-processamento, segmentação, pós-processamento, extração de atribu-
tos, classificação e reconhecimento [39]. A ordem pela qual estas etapas são aplicadas, bem como 
outro tipo de informações relevantes inerentes a este processo encontram-se esquematicamente 








Figura 2.4: Etapas de um sistema de processamento de imagens (adaptado de [39]). 
 
2.4 Aquisição e digitalização de imagens digitais 
A aquisição de imagens é o processo através do qual um determinado cenário tridimensio-
nal (3D) é convertido numa imagem eletrónica (2D). Atualmente, o dispositivo de conversão mais 
utilizado é o CCD (do inglês, charge coupled device), o qual é composto por um circuito integrado 
contendo uma matriz de células fotossensíveis acopladas que, por funcionarem como condensa-
dores, acumulam uma quantidade de carga elétrica proporcional à energia luminosa incidente.  
Para se efetuar a aquisição digital de imagens são necessários dois elementos cruciais. O 
primeiro, já exemplificado, é um dispositivo físico sensível a uma determinada gama de energias 
do espectro eletromagnético tal como a luz visível, ultra-violeta, infra-vermelha ou raios-x. Este 
dispositivo, para além de funcionar enquanto sensor, deverá desempenhar ainda a função de trans-
dutor, produzindo à saída um sinal elétrico proporcional à intensidade da energia luminosa per-
cecionada [43]. 
Na parte superior (a) da Figura 2.5 abaixo apresentada, encontram-se destacados alguns 
dos componentes mais importantes que constituem um sensor único de energia luminosa. Um dos 
sensores mais conhecidos deste tipo é o fotodíodo, um componente eletrónico semicondutor que 
Formação e Aquisição da 
Imagem 
Digitalização da Imagem 
Pré-processamento 
Segmentação 
Extração de Atributos 
Pós-processamento 









converte luz incidente em corrente elétrica. Tal como ilustrado na figura, este tipo de dispositivos 
possuem uma área de abertura ou conexão de fibra ótica, responsável por deixar passar a radiação 
incidente para a zona sensível do fotodíodo. A aplicação de um filtro à entrada da abertura permite 
selecionar a gama de comprimentos de onda que pretendemos que atinja o material fotossensível.  
O arranjo linear de sensores, ilustrado em (b), traduz-se numa disposição geométrica apli-
cada com uma frequência bastante maior do que o modelo anteriormente apresentado. Este ar-
ranjo, por si só, apenas permite a aquisição de imagens ao longo de uma única direção (1D). Para 
adquirir uma imagem bidimensional (2D) é necessário que, durante a aquisição, este arranjo seja 
movido ao longo da direção perpendicular à linha formada pelos sensores. 
Na imagem (c) encontra-se representado um conjunto de sensores individuais distribuídos 
ao longo de uma matriz bidimensional. Esse é o arranjo de sensores predominantemente encon-
trado nas câmaras digitais. 
 
Figura 2.5: Diferentes tipos de sensores de imagem. (a) Sensor individual (fotodíodo). (b) Arranjo 













O segundo elemento-chave na aquisição de uma imagem consiste num digitalizador. Para que 
uma imagem, 𝑓(𝑥, 𝑦), possa ser armazenada e processada computacionalmente, é necessário que 
a mesma seja discretizada tanto ao nível das suas coordenadas espaciais como em intensidade 
(ver Figura 2.6). O processo através do qual ocorre a digitalização das coordenadas espaciais 
denomina-se por amostragem enquanto a digitalização dos valores de intensidade recebe o nome 
de quantização. A amostragem de 𝑓(𝑥, 𝑦) ao longo das direções 𝑥 e 𝑦, com  𝑦  =  0,1, … ,𝑁 − 1 
e 𝑥 =  0,1,… ,𝑀 − 1, resulta numa matriz de N × M amostras. Cada elemento 𝑝(𝑥, 𝑦) da ima-
gem, i.e. cada píxel, poderá assumir o valor de um dos L níveis inteiros de cinza gerados por 
intermédio da quantização da imagem, {0,1, . . . , 𝐿 − 1}. Normalmente o limite inferior (0) do in-
tervalo dos níveis de intensidade encontra-se associado à cor preta e o limite superior (𝐿 − 1) à 
branca. Píxeis com valores compreendidos entre o 0 e o 𝐿 − 1 correspondem a diferentes tonali-
dades de cinza. A intensidade associada a estes píxeis será tão mais clara ou escura, quanto mais 
próximos estes valores estiverem do limite de intensidade superior ou inferior (respetivamente).  
 
Figura 2.6: (a) Imagem contínua projetada numa matriz de sensores de imagem. (b) Resultado da aplica-
ção dos processos de quantização e amostragem à imagem. (retirado de [34]). 
 
A qualidade da imagem digital depende proporcionalmente dos valores associados a M, N 
e L. Sabendo que os níveis de intensidade variam de acordo com a seguinte expressão: 
𝐿 = 2𝑙 
com 𝑙 ∈ 𝑵, o número de bits, 𝑏, necessário para a representar e armazenar uma imagem digital 
do tipo N × M é dado por: 
𝑏 = 𝑀 × 𝑁 × 𝑙 
No caso das imagens coloridas, cada píxel pode ser representado por um vetor do 
tipo 𝑝(𝑥, 𝑦)  = (𝑙1, 𝑙2, 𝑙3), em que 𝑙𝑖 é a intensidade de cada componente RGB e 0 ≤  𝑙𝑖 ≤   L −






Figura 2.7: Formação do vetor 𝒑(𝒙, 𝒚) a partir dos valores dos píxeis correspondentes, presentes nos três 
componentes RGB que compõem a imagem (adaptado de [34]).  
 
2.5 Técnicas de Pré-Processamento  
O principal objetivo do pré-processamento é melhorar a qualidade da imagem, corrigindo 
eventuais distorções proveniente da sua aquisição e/ou realçando determinadas características 
consideradas relevantes para as restantes etapas do processamento e análise [35]. Para que a etapa 
da segmentação produza resultados satisfatórios é fundamental que a imagem contenha o mínimo 
de imperfeições sendo, por isso, a etapa do pré-processamento considerada uma das mais impor-
tantes e influentes de todo o processo. As técnicas de pré-processamento podem ser distinguidas 
em duas categorias principais: métodos que operam no domínio da frequência e métodos que 
operam no domínio do espaço. Normalmente, para realçar determinados atributos, é aplicada à 
imagem uma combinação de métodos pertencentes a ambas as categorias. É durante o pré-pro-
cessamento que maioria das transformações lineares e não-lineares são aplicadas à imagem. O 
melhoramento de contraste, correções na iluminação e a redução de ruído são apenas alguns dos 
exemplos mais comuns deste tipo de transformações [34]. 
 
2.5.1 Histograma 
O histograma, também denominado por distribuição de frequências, é definido como uma 
representação gráfica de um conjunto de dados previamente tabulados e classificados. A distri-
buição destes elementos nas respetivas classes é representada, no histograma, através de colunas 
Componente 1 (Vermelho) 
Componente 3 (Azul) 
Componente 2 (Verde) 








ou retângulos cujas bases representam as diferentes classes e as alturas, as frequências (relativas 
ou absolutas) com que o valor associado a cada uma dessas classes ocorreu [39]. 
O histograma de uma imagem é, nada mais do que, uma representação gráfica do número 
de píxeis na imagem que apresentam um determinado nível de intensidade. Este gráfico é obtido 
através da contabilização do número de vezes que cada nível de intensidade aparece na imagem. 
Dividindo cada um destes resultados pelo número total de píxeis, obtêm-se uma distribuição da 
percentagem de cada nível de intensidade na imagem A partir desta representação estatística é 
possível deduzir-se um conjunto de informações muito pertinentes relacionadas com a qualidade 
da imagem, nomeadamente informações relativas ao contraste, brilho e gama da mesma. Por outro 
lado, informações alusivas ao carater espacial da imagem não se conseguem extrair a partir da 
análise desta representação gráfica. A probabilidade de um píxel na imagem apresentar um deter-
minado nível de cinza é obtida, matematicamente, através da expressão abaixo destacada, 





𝑘 =  0,1, … , 𝐿 − 1; 
L = número de níveis de intensidade da imagem digital; 
𝑝𝑟(𝑟𝑘) = probabilidade de ocorrência do k-ésimo nível de cinza;  
𝑛 = número total de píxeis na imagem;  
𝑛𝑘 = número de píxeis associados ao nível k de cinza. 
 
O histograma de uma imagem pode ser encarado enquanto uma função de distribuição de 
probabilidades a qual, por definição, consiste numa função que associa a cada valor previamente 
tabelado, 𝐿, da variável 𝑘, uma dada probabilidade de ocorrência, 𝑝𝑟(𝑟𝑘). Assim, considerando 
que o histograma obedece ao conjunto de propriedades e teoremas associados a este tipo de re-






Figura 2.8: Exemplos de histogramas (adaptado de [34]). 
 
A Figura 2.8, acima destacada, apresenta cinco exemplos típicos de histogramas. As ima-
gens monocromáticas correspondentes a estas distribuições de frequências encontram-se discri-
minadas na Figura 2.9, de modo a poder visualizar e analisar a relação que se estabelece entre 
estes dois conjuntos de representações. No primeiro histograma, distinguido na Figura 2.8 (a), 
pode ser visualizada uma elevada concentração de píxeis associados a valores mais baixos na 
escala de intensidade. Este tipo de distribuição é característica de imagens predominantemente 
escuras. Na Figura 2.8 (b), por sua vez, os píxeis encontram-se aglomerados na zona adjacente 
ao limite superior da escala de cinza – uma distribuição típica de imagens particularmente claras. 
Em (c), o agrupamento de píxeis ocorre a meio da escala, um reflexo de numa imagem caracteri-
zada por um nível de brilho intermédio. Um elevado número de píxeis concentrado em zonas 
estreitas da escala de cinza, uma particularidade transversal às figuras Figura 2.8 (a), (b) e (c), é 
próprio de imagens que possuem de um nível de contraste insuficiente. Esta característica surge, 
frequentemente, como consequência direta de alguns problemas técnicos relacionados com os 
dispositivos de aquisição de imagem ou como resultado de uma iluminação não-uniforme ou de 
baixa intensidade. No histograma representado na Figura 2.8 (d) verifica-se que os píxeis da 




cinza. Este tipo de histograma, normalmente, corresponde a imagens que possuem um nível con-
traste considerado próximo do ideal. Por último, na Figura 2.8 (e), é apresentado, como exemplo, 
um histograma bimodal, isto é,  um histograma no qual podem ser visualizados dois grupos de 
píxeis centralizados em dois pontos distintos o histograma: um deles em torno da região escura e 
outro em torno da região clara. Por se encontrarem consideravelmente espaçados, pode afirmar-
se que a imagem correspondente apresenta um contraste elevado entre os dois grupos de píxeis.  
 
 
Figura 2.9: Imagens correspondentes aos histogramas da Figura 2.8 (retirado de [34]). 
 
O conceito de histograma pode ser aplicado também a imagens coloridas. Para tal é neces-
sário que a imagem seja separada nos seus componentes RGB e que, para cada um deles, seja 
calculado o histograma correspondente. A análise do histograma permite extrair inúmeras infor-




cinza mínimo, máximo e médio ou o reconhecimento de uma predominância de píxeis claros ou 
escuros). Outro tipo de informações qualitativas, tais como a deteção da presença ou ausência de 
ruído, só podem ser percecionadas por intermédio da visualização e análise da imagem propria-
mente dita.  
 
2.6 Operações pontuais, locais e globais 
Os métodos de pré-processamento aplicados no domínio do espaço são executados através 
de operações matemáticas que atuam diretamente sobre os píxeis das imagens. Essas operações 
podem ser classificadas, consoante o tipo de vizinhança que consideram, em três categorias prin-
cipais: operações pontuais, locais ou globais. Cada uma destas vertentes irá ser abordada sucinta-
mente, em seguida. 
2.6.1 Operação Pontual 
Uma operação pontual (ver Figura 2.10) consiste numa transformação, 𝑇, aplicada à ima-
gem mediante a qual, o valor de cada píxel é alterado individualmente, i.e., cada ponto da imagem 
de entrada, 𝑓(𝑚, 𝑛), gera, por intermédio de uma operação, um único ponto na imagem de sa-
ída, 𝑔(𝑚, 𝑛). Assim sendo, a dimensão da vizinhança considerada neste tipo de operações é de 
1 × 1. As operações pontuais, por dependerem única e exclusivamente de valores pontuais de 
intensidade, são frequentemente representadas na forma:  
𝑠 = 𝑇(𝑟) 
onde 𝑟 representa a intensidade de 𝑓 e 𝑠 a intensidade de 𝑔, em qualquer ponto (𝑚, 𝑛) 
correspondente a ambas imagens. 
  
Figura 2.10: Representação da aplicação de uma operação pontual (T) a um dado elemento (m,n) da 
imagem de entrada de modo a originar g(m,n). 
Imagem de entrada f(m,n) 
 







2.6.2 Operação Local 
Uma operação local, ou filtragem, é uma transformação através da qual o valor de cada 
píxel é modificado de acordo com os valores de uma dada vizinhança pré-definida, tal como ilus-
trado na Figura 2.11. Dois exemplos deste tipo de transformações de imagem são a aplicação do 
filtro de média (filtro de suavização linear) ou do filtro de mediana (filtro de suavização não-
linear). Ambas as transformações pertencem à categoria dos filtros passa-baixo e possuem como 
principal objetivo a suavização da imagem original (eliminação de ruído). Esta suavização será 
tanto maior quanto maior for a dimensão da máscara aplicada [44]. Uma máscara, ou kernel, 
consiste numa pequena matriz cujos elementos são habitualmente denominados por pesos ou co-
eficientes. Os valores assumidos por cada coeficiente definem o tipo de filtragem a que a imagem 
será submetida. Cada uma destas máscaras possui uma origem que, no caso das máscaras simé-
tricas (i.e., máscaras com dimensões ímpares), é composta geralmente pelo píxel que ocupa a 
posição central. No caso das máscaras não simétricas (i.e., máscaras com dimensões pares), qual-
quer localização para o píxel de origem é válida encontrando-se esta escolha, normalmente, uni-
camente dependente do objetivo com que a máscara é aplicada. 
O processo de filtragem, no domínio espacial, é concretizado através da convolução de uma 
máscara com a imagem. Depois de concluída esta operação, o valor de intensidade de cada píxel 
pertencente à imagem original passa a assumir um novo valor que, para além de depender do nível 
de intensidade inicial associado a este mesmo píxel, é também influenciado pela sua vizinhança. 
Algumas máscaras consideram como vizinhança apenas os píxeis abrangidos pelas direções ver-
tical e horizontal; outras, por sua vez, para além destes, consideram também os píxeis incluídos 
ao longo das diagonais. No processo de convolução, cada coeficiente da máscara é multiplicado 
pelo valor correspondente na imagem 𝑓(𝑥, 𝑦). A soma desses resultados produz um novo valor 
de intensidade - uma média ponderada - que é atribuído à nova imagem, 𝑔(𝑥, 𝑦). Considerando 
um kernel, 𝑤, de dimensões 𝑛 × 𝑛, o processo de filtragem para cada píxel da nova imagem, 
𝑔(𝑚, 𝑛), pode ser descrito por 













Figura 2.11: Representação da aplicação de uma operação local (T) à imagem f(m,n) de modo a originar 
g(m,n).Neste exemplo, a dimensão da vizinhança considerada é de 3×3 píxeis (representada a preto na 
figura). 
 
2.6.3 Operação Global 
Numa operação do tipo global, todos os píxeis da imagem de entrada são tidos em consi-
deração para determinar o valor de um dado píxel da imagem de saída (ver Figura 2.12). Nor-
malmente, métodos que atuam no domínio das frequências, como por exemplo a transformada de 
Fourier, incluem-se nesta categoria de operações. O histograma da imagem e a distância Euclidi-
ana constituem outros dois exemplos, muito comuns, de operações do tipo global. 
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2.7 Transformações de Intensidade 
O pré-processamento de imagem requer, frequentemente, transformações na intensidade 
da mesma de modo a, por exemplo, tornar a imagem mais fácil de processar ou realçar determi-
nado objeto de interesse. Transformações de intensidade (no domínio espacial) – tal como o pró-
prio nome indica – são operações pontuais que atuam de forma a modificar os valores de intensi-
dade dos píxeis da imagem, os quais se encontram, geralmente, compreendidos no intervalo: 
[0,255]. O mapeamento destes níveis de intensidade deve ocorrer de modo a gerar-se um segundo 
conjunto de valores também estes inseridos no intervalo: [0,255]. 
 
As transformações de intensidade, expressas por 𝑔(𝑚, 𝑛) = 𝑇[𝑓(𝑚, 𝑛)], podem ser repre-
sentadas visualmente pelo esquema da Figura 2.13, abaixo destacado. 
 
  
Figura 2.13: Representação gráfica da aplicação de uma transformação de intensidade à imagem de en-
trada. 
 
Estas transformações podem ser distinguidas, consoante o tipo de função que aplicam, em 
transformações lineares ou não lineares.  
A transformação linear de uma imagem é uma operação pontual que mapeia o valor de 
intensidade de cada píxel noutro valor de intensidade através da aplicação de uma função linear. 
Por outro lado, uma transformação não-linear traduz-se numa operação pontual que executa esse 
mapeamento através da aplicação de uma função do tipo não-linear. Alguns exemplos, bastante 
comuns, de transformações pontuais lineares e não lineares irão ser, de seguida, apresentados. 
 
2.7.1 Função Identidade 
 A maneira mais simples de transformar uma imagem é mediante a aplicação da função 
identidade. Esta trata-se de uma função bijetiva, isto é, uma função que gera, para cada objeto do 
seu domínio, uma imagem igual ao próprio objeto. Esta função pode ser descrita matematica-
mente através da seguinte expressão:  
Imagem de saída  
g(m,n) 
 
Imagem de entrada 








𝑓(𝑥) = 𝑥 
Graficamente, a função identidade é representada pela bissetriz dos quadrantes ímpares. 
Esta representação encontra-se ilustrada na Figura 2.14, abaixo destacada.  
 
Figura 2.14: Representação gráfica do mapeamento resultante da aplicação da função identidade a cada 
elemento da imagem original. Neste tipo de gráficos, 𝒙 representa o valor de intensidade de um dado píxel 
(𝒎, 𝒏) da imagem de entrada e 𝒕(𝒙) o novo nível de intensidade gerado e atribuído ao píxel correspondente 
da imagem de saída (retirado de [45]). 
 
2.7.2 Transformação Negativa 
A transformação negativa de uma imagem consiste noutro exemplo, bastante simples, de 
uma transformação linear. Esta operação converte as zonas claras de uma imagem em zonas es-
curas, e vice-versa. Uma imagem negativa é obtida através da subtração do valor de intensidade 
de cada píxel a partir do valor correspondente ao limite máximo da escala de intensidades. Para 
uma imagem de 8-bits, esta transformação pode ser aplicada de acordo com a seguinte fórmula: 
𝑔(𝑚, 𝑛) = 255 − 𝑓(𝑚, 𝑛) 





Figura 2.15: Representação gráfica do mapeamento resultante da aplicação da transformação negativa a 
cada elemento da imagem original (adaptado de [45]). 
 
A partir da observação da Figura 2.16, é possível concluir que, por vezes, a imagem nega-
tiva pode providenciar mais informação do que a imagem original.  
 
  
Figura 2.16: Resultado da aplicação da transformação negativa a uma imagem (retirado de [39]). 
 
2.7.3 Ajuste de Contraste 
O ajuste do contraste de uma imagem pode ser obtido através de inúmeros métodos com-




ção denominada por stretching, ou espalhamento de contraste. A forma mais simples de se im-
plementar o stretching é através da aplicação de uma transformação linear cuja função de trans-
ferência consiste numa reta do tipo: 
𝑦 = 𝑚. 𝑥 + 𝑏 
O valor assumido por m, o declive da reta, é o fator que permite controlar o nível de con-
traste que queremos impor à imagem de entrada, 𝑓(𝑚, 𝑛). Na função de mapeamento apresentada, 
𝑥 corresponde ao valor de um dado píxel pertencente à imagem original e 𝑦, ao novo valor assu-
mido por esse píxel após a transformação. A ordenada na origem, b, controla a intensidade global 
da imagem de saída. Sempre que o valor do parâmetro 𝑚 for superior a 1, o contraste da imagem 
aumenta; sempre que for menor do que 1, o contraste da imagem diminui. Aumentar o contraste 
de uma imagem traduz-se, de um modo muito prático, em tornar as zonas escuras ainda mais 
escuras e as claras ainda mais claras. Esta alteração torna a análise e interpretação da imagem 
consideravelmente mais fácil.  
O objetivo subjacente deste método consiste na uniformização da distribuição das colunas 
que compõem o histograma da imagem original de modo a que estes elementos passem a preen-
cher toda a gama do espetro de cinza. Esta operação implica, primeiramente, a identificação dos 
limites superior e inferior do histograma da imagem original para posteriormente expandi-los, de 
modo a abrangerem toda a escala de intensidades.  
Na Figura 2.17 abaixo destacada, encontra-se ilustrado um exemplo de stretching aplicado 
a um histograma com um limite inferior igual a 84 e um superior igual a 153. Os 70 níveis de 
intensidade, compreendidos entre o extremo máximo e o mínimo do histograma original, corres-
pondem a uma ocupação inferior a um terço dos 256 níveis disponíveis. Através do espalhamento 
de contraste, esta gama de intensidades é expandida de modo a cobrir a toda a escala de cinza, a 





   
Figura 2.17: Exemplo da aplicação do método de stretching ao histograma de uma imagem. 
Antes de se ter efetuado o espalhamento do contraste, os valores de intensidade do histograma encontra-
vam-se compreendidos entre 84 e 153. Depois do ajuste, estes valores passaram a ocupar toda a escala de 
cinza: [0; 255] (adaptado de [46]).  
 
Outro método que pode ser utilizado para o ajustar o contraste de uma imagem consiste na 
aplicação de uma função sigmóide - representada a vermelho na Figura 2.18 abaixo destacada.  A 
denominação "sigmóide" surge devido à forma em S que caracteriza o seu gráfico. 
  
Figura 2.18: Representação gráfica do mapeamento resultante da aplicação da função sigmoide a cada 
elemento da imagem original (retirado de [45]). 
 
Ao mover esta função para a esquerda ou direita, a intensidade global da imagem resultante 




Na Figura 2.19, é introduzido um exemplo onde podem ser visualizados os efeitos da intensifi-




Figura 2.19: Resultado da aplicação da função sigmóide no contraste de uma imagem. (A) 
Imagem original; (B) Imagem após a aplicação de um ajuste sigmóidal no contraste (retirado de [45]). 
 
A equalização do histograma é outro método de processamento que, à semelhança das duas 
técnicas anteriores, visa aumentar o contraste da imagem. Este ajuste é obtido através de uma 
redistribuição dos níveis de intensidade da imagem de modo a que estes passem a ocupar toda a 
escala de cinza. O objetivo é que esta distribuição seja equalizada, i.e., que todos os níveis de 
intensidade possuam, aproximadamente, o mesmo número de píxeis (originando um histograma 
idealmente plano). Por outras palavras, este método consiste numa operação não-linear que é 
aplicada a cada píxel da imagem de entrada, 𝒇(𝒎, 𝒏), de modo a produzir uma distribuição uni-
forme dos níveis de intensidade na imagem de saída, 𝒈(𝒎, 𝒏). O método mais frequentemente 
empregue para equalizar um histograma baseia-se na aplicação da função de distribuição acumu-
lada (ou CDF, Cumulative Distribution Function). Esta operação pode ser descrita por: 










0 ≤ 𝑟𝑘 ≤ 1; 
0 ≤ 𝑠𝑘 ≤ 1; 
𝑘 =  0, 1, . . . , 𝐿 − 1 (em que 𝐿 corresponde ao número total de níveis de intensi-





𝑠𝑘 representa os níveis de intensidade da imagem de saída; 
𝑟𝑘 representa os níveis de intensidade da imagem de entrada; 
𝑛𝑗 corresponde ao numero de ocorrências do nível de intensidade 𝑗 na imagem de 
entrada; 
𝑛 corresponde ao número total de píxeis da imagem de entrada; 
𝑟𝑗 representa o nível 𝑗 da escala de intensidades da imagem de entrada; 
𝑝𝑟 corresponde à probabilidade de ocorrência de um dado nível de intensidade, 𝑟𝑗, 
na imagem de entrada; 
 
Conhecendo a função de transformação aplicada (representada por 𝑇, na expressão acima 
discriminada), é possível reverter o processo e recuperar o histograma original. Para além desta 
vantagem, a equalização do histograma traduz-se, do ponto de vista computacional, numa opera-
ção muito pouco intensiva. Uma das principais desvantagens associadas a esta técnica assenta no 
fato de esta nem sempre ser discriminatória. Esta particularidade pode resultar, por vezes, numa 
ampliação do ruído de fundo e numa atenuação do sinal de interesse.  
 
2.7.4 Ajuste de Brilho  
O brilho global de uma imagem depende exclusivamente do valor de intensidade associado 
a cada píxel que a compõe. Este parâmetro pode ser modificado, simplesmente, através da adição 
ou subtração de uma constante, 𝑘, ao valor de cada amostra que constitui a imagem origi-
nal, 𝑓(𝑚, 𝑛).  
𝑔(𝑚, 𝑛) =  𝑓(𝑚, 𝑛) + 𝑘 
Sempre que a constante 𝑘 for positiva, a imagem torna-se mais clara; caso contrário, a 
imagem escurece. O resultado desta transformação, tal como enfatizado na expressão X, é uma 
nova imagem, 𝑔(𝑚, 𝑛), sujeita à mesma escalda de intensidades que a imagem original.  
Caso o valor calculado para um determinado píxel ultrapasse o limite máximo (ou mínimo) 
da gama de tonalidades da imagem original, diz-se que ocorreu uma saturação de valores e, neste 
caso, o píxel passará a assumir o valor de intensidade do extremo que foi transposto. Este fenó-





Figura 2.20: Representação gráfica do mapeamento que caracteriza o aumento do brilho (para 𝒌 = 50) de 
uma imagem (retirado de [45]). 
 
2.7.5 Ajuste Gama  
Tal como mencionado anteriormente, cada píxel de uma imagem possui um determinado 
nível de intensidade, também denominado por luminância. Este valor encontra-se compreendido 
entre 0 e 1, correspondendo o 0 à cor preta e o 1 à cor branca. Para que uma imagem digital possa 
ser observada é necessário um dispositivo de projeção. O que acontece, muitas das vezes, é que 
estes dispositivos (monitores, ecrãs de telemóvel ou televisões) não captam corretamente a lumi-
nância da imagem sendo, por isso, necessário aplicar-se uma correção a este processo [47]. 
A correção gamma, ou simplesmente gamma, é uma operação não-linear que permite con-
trolar o brilho global de imagens projetadas. Este tipo de correção, nos casos mais simples, pode 
ser descrito através da seguinte lei de potências: 
𝑔(𝑚, 𝑛) = 𝐴. 𝑓(𝑚, 𝑛)𝛾 
Através desta operação, cada valor da imagem de entrada, 𝑓(𝑚, 𝑛), é elevado à potência 𝛾 
e multiplicado por uma constante, 𝐴, de modo a obter-se 𝑔(𝑚, 𝑛).  
 Imagens que não tenham sido devidamente corrigidas, no que diz respeito ao gamma, po-
dem aparentar ser demasiado claras ou escuras. Uma modificação na quantidade da correção 
gamma aplicada, para além de influenciar o brilho global da imagem, altera também as propor-
ções do vermelho, verde e azul.  
A maioria dos monitores de computador, independentemente do fabricante, possui uma 




em função da tensão elétrica com um comportamento muito semelhante ao de uma função qua-
drática de ordem igual a 2,5. Na prática, isto significa que um píxel de intensidade 𝑥 será projetado 
pelo monitor com uma intensidade igual a 𝑥2,5 [47]. 
Esta pequena divergência pode ser solucionada através da correção gamma. Conhecendo, 
a priori, a relação entre a tensão recebida pelo monitor e a intensidade por ele projetada, é possível 
corrigir-se o sinal antes que o mesmo seja recebido pelo monitor. Para tal, basta apenas elevar-se 
o sinal de entrada à potência inversa do gamma do monitor em questão (ver Figura 2.21).  
 
Figura 2.21: Representação gráfica do mapeamento que caracteriza a correção gamma (para 𝜸 = 
[1.0;1.8;2.0;2.2;2.5]) de uma imagem (retirado de [47]). 
 
2.8 Segmentação 
A segmentação, tal como mencionado anteriormente, é definida enquanto o processo atra-
vés do qual uma imagem é repartida em zonas distintas caracterizadas por píxeis com atributos 
similares. Para ser significativa e útil para a análise e interpretação de imagens, estas regiões 
devem estar fortemente relacionadas com os objetos ou características de interesse. O sucesso da 
análise de imagem encontra-se inteiramente dependente desta etapa que, na maioria das vezes, 
constitui o primeiro e um dos mais importantes passos do processamento. Apesar da relevância e 
da evolução notória sentida ao longo do percurso dos algoritmos de segmentação, a obtenção de 
uma partição precisa continua, atualmente, a representar um dos problemas mais desafiadores 










O algoritmo de segmentação proposto foi desenvolvido com o auxílio da plataforma 
MATLAB. O MATLAB (uma abreviatura para MATrix LABoratory) trata-se de um software 
interativo, altamente direcionado para o cálculo numérico, que utiliza a matriz como elemento 
base da sua estrutura de dados. Esta aplicação informática, produzida pela empresa Norte-Ame-
ricana The Mathworks, Inc, possui um conjunto vasto de funções já implementadas que se agru-
pam, consoante a área de aplicação, em bibliotecas denominadas por toolboxes. Contrariamente 
ao que se verifica na maioria das linguagens clássicas como Fortran, Basic ou C, no ambiente 
MATLAB não é necessário, entre outras tarefas habituais, a declaração de variáveis, utilização 
de ponteiros ou alocação de memória. Devido a estas, e muitas outras, facilidades providenciadas 
por este programa, a resolução de problemas relacionados com a análise numérica, cálculo com 
matrizes, processamento de sinais e construção de gráficos tornou-se bastante mais fácil, rápida 
e intuitiva [48].  
Os comandos do MATLAB são, normalmente, diretamente digitados na Janela de Coman-
dos (Command Window) e posteriormente executados pelo programa. No entanto, para além desta 
possibilidade, o MATLAB é também capaz de processar sequências de comandos contidas num 
ficheiro do tipo “.m”. Um algoritmo traduz-se em nada mais do que isto: uma sequência de co-
mandos bem definida que visa atingir um determinado objetivo previamente estipulado [49].As-








pondere, idealize e defina cada procedimento a adotar-se. Uma das ferramenta mais frequente-
mente aplicadas na esquematização de algoritmos é o fluxograma. Esta técnica, desenvolvida por 
Frank Gilberth em 1921, consiste numa representação gráfica bastante intuitiva das diferentes 
etapas que constituem um determinado processo em estudo [50]. Neste tipo de mapeamento, as 
atividades são normalmente representadas através de figuras geométricas (tais como círculos, re-
tângulos, quadrados etc.), as quais possuem um significado específico associado. Estes símbolos, 
por sua vez, encontram-se interligados por setas, de acordo com o fluxo que caracteriza o processo 
[51].  
Após a elaboração do fluxograma que descreve um determinado algoritmo, o próximo 
passo consiste em traduzir esse esquema para a linguagem de programação elegida, neste caso, o 
MATLAB. 
Através do ambiente GUIDE (graphical user interface development environment) do 
MATLAB, é possível desenvolver-se, de um modo bastante rápido e intuitivo, a própria interface 
gráfica do utilizador (frequentemente abreviada por GUI, Graphical User Interface) [52]. Através 
desta ferramenta o utilizador pode comunicar com o programa de um modo bastante mais simples 
e intuitivo através da manipulação de inúmeros controlos gráficos tais como barras de ferramen-
tas, menus, diferentes tipos de botões, slidebars e indicadores visuais. Estes elementos podem ser 
facilmente selecionados e manipulados pelo utilizador através do rato e/ou do teclado. A constru-
ção do GUI divide-se essencialmente em duas etapas principais: uma delas, consiste em produzir 
o design do layout (o qual é arquivado num ficheiro do tipo “.fig”) e a outra, na programação das 
funções callback (guardadas num ficheiro do tipo “.m”, M-file). Estas funções são criadas auto-
maticamente no M-file sempre que um novo componente é introduzido no GUIDE e devem dis-
criminar o conjunto de operações que o utilizador pretende executar sempre que um determinado 
controlo for ativado [53].  
 
3.2 Interface gráfica do utilizador 
De modo a facilitar a compreensão da interface gráfica desenvolvida no decorrer desta tese 
(ver Figura 3.2) subdividiu-se a mesma, espacial e funcionalmente, em três zonas distintas: a 
primeira, a qual permite abrir e guardar o Ficheiro que se pretende segmentar; a segunda, através 
da qual é possível (entre outras funcionalidades) visualizar, filtrar e transformar a intensidade da 





Figura 3.2: Interface gráfica do utilizador desenvolvida no âmbito desta tese. 
 
3.2.1 Abrir e guardar ficheiros 
A primeira zona, localizada no canto superior esquerdo do GUI, permite ao utilizador 
selecionar a imagem que pretende segmentar e guardar o resultado desse processo ou de outro 
tipo de operações às quais a imagem tenha sido sujeita. Estas duas funcionalidades foram imple-
mentadas, respetivamente, através da aplicação de dois conjuntos funções do MATLAB: uigetfile 
e imread para abrir a imagem; uiputfile e imwrite para guardar as alterações efetuadas. 
Uma caixa de diálogo surge sempre que um dos botões pertencentes a esta região da 
interface é pressionado. No caso do botão “Abrir”, esta janela permite ao utilizador selecionar ou 
introduzir o nome do ficheiro com o qual pretende trabalhar. Neste projeto em específico, como 
o tipo de ficheiros a processar são imagens, restringiu-se o conjunto de ficheiros considerados por 
este comando aos caracterizados pelas seguintes extensões: “*.tif”, “*.png” e “*.jpg”. Cada um 
destes formatos de imagem possui um conjunto de propriedades muito específicas que os tornam 
mais indicados para diferentes circunstâncias. Depois de se selecionar a imagem sobre a qual se 
irá trabalha, a função uigetfile irá retornar o nome e caminho do ficheiro indicado. Caso, por 
algum motivo, o nome do ficheiro escolhido seja inválido, se prima sobre a opção “Cancelar” ou 
se encerre a caixa de diálogo, esta função retorna o valor 0. Partindo do pressuposto que este 
último cenário não se verifica, a imagem selecionada irá ser lida pelo programa (com o auxílio da 
função imread do MATLAB) e projetada no sistema de eixos (axes1) localizado aproximada-




 Depois de ter sido segmentada (ou simplesmente alterada) é possível, pressionando o 
botão “Guardar”, gravar-se o resultado da aplicação desses procedimentos no computador. Ime-
diatamente após esse clique surge uma nova caixa de diálogo que permite ao utilizador definir o 
nome, diretoria e extensão com que pretende guardar a ficheiro. Depois destes parâmetros terem 
sido especificados, os seus valores são retornados pela função uiputfile e usados pelo comando 
imwrite para gravar a imagem com o nome, formato e diretoria previamente estipulados. 
 
3.2.2 Visualização e processamento de imagens   
Na segunda zona da interface, localizada na parte inferior do GUI, podem ser identificados 
quatro elementos principais: dois painéis e dois sistemas de eixos. 
Transformações de Intensidade 
 O primeiro painel, o dos ajustes, permite (como o próprio nome sugere) ajustar o brilho, 
contraste e gamma da imagem, em qualquer fase do processamento. Cada um destes valores pode 
ser interactivamente ajustado pelo utilizador através da manipulação de uma slidebar. No M-file, 
estes ajustes são aplicados à imagem através da função imadjust. Esta função, pertencente à tool-
box IPT (Image Processing Toolbox) do MATLAB, recebe quatro tipos de argumentos: o ficheiro 
sobre o qual irá ocorrer a transformação (f), o intervalo de intensidades da imagem de entrada 
([low_in   high_in]), o intervalo de intensidades da imagem de saída ([low_out   high_out]) e o 
valor assumido pelo parâmetro gamma [54]. A sintaxe associada a função é dada por: 
 
g = imadjust (f, [low_in   high_in], [low_out   high_out], gamma) 
 
Através da aplicação deste comando é possível, tal como enfatizado na Figura 3.2, mapear 
os valores de intensidade da imagem original (f) em novos valores de intensidade a serem aplica-
dos à imagem de saída (g). Nesta figura, verifica-se que o valor assumido pelo parâmetro gamma 
define curvatura da função de mapeamento. Nos casos em que gamma é menor do que 1, a inten-
sidade da imagem aumenta (i.e., a imagem torna-se mais clara). Por outro lado, sempre que o 
gamma for maior do que 1, a intensidade da imagem diminui (i.e., a imagem torna-se mais es-
cura). No caso específico em que gamma é igual à unidade, o mapeamento é linear e, caso não 





À exceção de f e gamma, todos os elementos que compõem os argumentos da função imad-
just (low_in, high_in, low_out e high_out) apresentam valores normalizados e por isso compre-
endidos entre 0 e 1.  
 
 
Figura 3.2: Diferentes tipos de mapeamento associados ao ajuste do gamma da imagem original através 
da aplicação da função imadjust (retirado de [55]). 
 
Para aumentar o contraste da imagem é necessário expandir-se o intervalo de valores de 
intensidade da imagem original. Um exemplo de uma função de transferência que visa o aumento 
do contraste é apresentado na Figura 3.3. Um parâmetro muito utilizado para ajustar este parâ-
metro é a inclinação da função de transferência aplicada. Sempre que a inclinação, relativamente 
ao eixo horizontal, for superior a 45°, o contraste da imagem aumenta. Por outro lado, sempre 
que a declive desta função for inferior a 45°, o contraste da imagem diminui.  
 
 
Figura 3.3: Mapeamento correspondente a um aumento do contraste da imagem original (adaptado de 
[56]). 
 
Variações no brilho global de uma imagem traduzem-se em translações horizontais na fun-
ção de transferência. Considerando, como referência, a função característica do mapeamento li-




preto nessa mesma figura consiste numa translação horizontal da primeira. Sempre que a transla-
ção horizontal ocorrer da esquerda para a direita, o brilho da imagem diminui. Contrariamente, 
sempre que a translação ocorrer da direita para a esquerda, o brilho da imagem aumenta.   
 
 
Figura 3.4: Mapeamento correspondente a uma diminuição do brilho da imagem original (retirado de 
[56]). 
 
Através da compreensão do comportamento das funções de transferência aquando da exe-
cução de um determinado tipo de ajuste (contraste, brilho ou gamma), foi possível determinar-se 
o conjunto de condições a atribuir a cada argumento da função imadjust de modo a que estas 
transformações pudessem ocorrer de um modo interativo.  
Tal como mencionado anteriormente, ao manipular-se cada uma das slidebars incluídas 
nesta área da interface, é possível ajustar o valor do brilho, contraste e gamma da imagem original. 
Cada um destes controlos é caracterizado pelo intervalo de valores que o parâmetro que descreve 
pode assumir e pelo valor com o qual deverá ser inicializado. No caso do brilho e contraste, estas 
estruturas são inicializadas com o valor 0 e apresentam uma gama de valores compreendida no 
intervalo: [-1;1].No caso do parâmetro gamma, a slidebar é inicializada a 1 e apresenta uma gama 
de valores que varia entre 0.3 e 3.  
Ao alterar-se a posição de cada slidebar é possível visualizar-se o valor correspondente a 
essa mesma posição no indicador visual (edit text) colocado à direita de cada barra ajustável. 
Imediatamente depois de ser projetado, este valor é lido e utilizado como parâmetro de entrada 
da função imadjust. Nesta etapa, foi necessário estabelecer-se inúmeras condições de modo a 
poder abranger-se os diversos cenários possíveis. Para além de se ter de definir, na própria sintaxe 
da imadjust, as condições que conduzem a um aumento ou diminuição do brilho, contraste e 
gamma foi necessário especificar-se ainda, fora desse comando, como proceder nos casos em que 




esta ferramenta tinha sido desenvolvida de tal modo que os ajustes, obrigatoriamente, teriam de 
ser aplicados sequencialmente de acordo com uma ordem previamente estabelecida (primeiro te-
ria de se efetuar o ajuste do brilho, depois do contraste e por último do gamma). Para além deste 
inconveniente, este algoritmo falhava sempre que a barra era deslocada num sentido e posterior-
mente movida no sentido oposto. Depois de algumas alterações significativas no código, foi pos-
sível otimizar-se esta aplicação de modo a: 
- Poder ajustar-se a imagem de acordo com a ordem (e número de vezes) que parecer mais 
conveniente ao utilizador; 
- Poder inverter corretamente o sentido da aplicação dos ajustes. 
  
Filtragem espacial 
 O segundo painel, o da filtragem, permite transformar uma dada imagem através da apli-
cação única ou sucessiva de filtros espaciais. Neste conjunto de operadores foram incluídos, no-
meadamente, o filtro de média, mediana, gaussiano, Laplaciano e Sobel (vertical e horizontal).  
Um dos principais problemas que afetam a qualidade de uma imagem digital consiste na 
contaminação da mesma com ruído. O ruído é definido, de um modo genérico, como um conjunto 
de informações indesejáveis que se sobrepõem à informação contida nas imagens. Os dois tipos 
de ruído mais frequentemente detetados nas imagens são nomeadamente o Salt and Pepper (Sal 
e Pimenta) e o ruído Gaussiano. Este último é um ruído estatístico que apresenta uma distribuição 
de Gauss e que é normalmente originado por uma má iluminação, altas temperaturas ou problemas 
associados à transmissão da imagem. O ruído Salt and Pepper, normalmente, surge como conse-
quência de uma má transmissão de dados. Para atenuar tais ruídos, ao longo dos anos, foram 
desenvolvidos inúmeros métodos de suavização. Um dos principais objetivos da aplicação destas 
técnicas consiste em preparar as imagens para etapas posteriores do processamento, como por 
exemplo a segmentação. A aplicação de filtros capazes de atenuar o ruído presente numa imagem 
e simultaneamente preservar as suas características é fundamental e deve ser incluída na etapa do 
pré-processamento. De um modo geral, os métodos desenvolvidos para a atenuação do ruído Gau-
ssiano são menos eficientes que os métodos desenvolvidos para a atenuação do ruído impulsivo 
(ou sal e pimenta). Dentre as técnicas mais conhecidas de suavização destacam-se a aplicação do 
filtro de média, mediana e gaussiano. Estes três métodos serão posteriormente descritos bem 





 Filtro de Média 
Os filtros de média são filtros simples aplicados frequentemente na etapa de pré-processa-
mento de imagem para a redução de ruídos. 
Através desta técnica de filtragem, o valor da cada píxel da imagem de entrada é substituído 
pela média aritmética dos valores de intensidade dos píxeis pertencentes a uma dada vizinhança 
(ver Figura 3.5). Quanto maior for o tamanho da máscara considerada, maior será a perda dos 
pequenos detalhes da imagem resultante, efeito conhecido por blurring ou desfocagem. De modo 
a atenuar este efeito, diferentes tipos de ajustes a este algoritmo têm sido propostos. Uma dessas 
otimizações consiste em comparar o resultado obtido com um determinado limiar (𝑇) antes de se 
proceder à alteração da intensidade. O filtro de média pode ser desenvolvido através da função 
fspecial do MATLAB e aplicado à imagem através da função imfilter.  
 
 
Figura 3.5: Filtro de média representado por uma máscara do tipo 3×3 (adaptado de [57]). 
 
 Filtro de Mediana 
O filtro de mediana é um dos filtros de suavização mais frequentemente considerados para 
a eliminação do ruído impulsivo em imagens digitais. Este filtro não-linear atua substituindo o 
valor de intensidade de cada píxel da imagem original pela mediana dos valores de intensidade 
dos píxeis inseridos numa dada vizinhança (ver Figura 3.6). O valor mediano é o valor que ocupa 
a posição central de um dado conjunto de elementos organizado por ordem crescente (ou decres-
cente) de valores. Sempre que o número de elementos que compõem esse conjunto é par, a medi-
ana é dada pela média dos dois elementos que ocupam a zona central. Uma vantagem deste mé-
todo, comparativamente ao filtro de média, é que através da aplicação deste tipo de filtragem os 
detalhes da imagem original são melhor preservados. Computacionalmente, este processo de fil-










Figura 3.6: Representação gráfica de como computar a mediana de uma dada região da imagem (adaptado 
de [58]). 
 
 Filtro Gaussiano 
A filtragem Gaussiana é uma técnica de suavização de imagem frequentemente aplicada 
na etapa do pré-processamento. A curva de Gauss, também conhecida como distribuição Normal 
ou função de Gaussiana, é uma das funções mais importantes da matemática e da estatística. Esta 
distribuição, quando considerada a duas dimensões, pode ser utilizada para definir os pesos da 
máscara de convolução associada tipo de filtragem. A função de Gauss, a duas dimensões, é dada 
pela seguinte expressão: 
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O resultado da convolução desta máscara com a imagem original será tão mais eficiente 
quanto maior for a largura da curva de Gauss utilizada na construção ao kernel. A largura desta 
curva é definida pelo valor do desvio padrão (𝜎) aplicado. 
Este filtro, à semelhança de outros, atua substituindo o cada píxel da imagem original pela 
média ponderada dos píxeis incluídos numa dada vizinhança. A grande diferença, relativamente 
a outros métodos, é que os peso atribuído a um determinado píxel da vizinhança decresce à me-
dida que a distância entre este e o píxel central aumenta. 
Comparativamente ao filtro de média, verifica-se que este tipo de filtro, por possuir pesos 
com valores distintos, preserva melhor os contornos da imagem original. Na Figura 3.7 é apre-




𝜎 igual a 1.4). O filtro gaussiano, à semelhança do filtro de média, Laplaciano e Sobel, é obtido 
computacionalmente através da função fspecial do MATLAB e aplicado à imagem através da 
função imfilter.  
 
Figura 3.7: Exemplo de uma máscara de convolução (5×5 píxeis) para a aplicação do filtro Gaussiano 
(com 𝝈 = 1.4) (retirada [59]). 
 
 Filtro Laplaciano 
O Laplaciano L(x,y) de uma função bidimensional f(x,y) consiste na sua derivada de se-








Esta equação pode ser convertida numa máscara, por exemplo do tipo 3×3, igual ou seme-
lhante às matrizes apresentadas na Figura 3.8. 
 
 
Figura 3.8: Três exemplos comuns de máscaras de convolução (3×3) para a aplicação do filtro Laplaciano 
(retirada de [60]). 
 
 Sendo o Laplaciano uma derivada, a soma dos seus coeficientes terá de ser obrigatoria-




restantes píxeis positivos no entanto, tal como podemos observar através dos exemplos acima 
destacados, a situação inversa e outras variantes também são igualmente válidas. 
  No caso em que f(x,y) é uma imagem, a convolução com este filtro irá substituir o valor de 
cada píxel da imagem original pela média ponderada dos píxeis vizinhos. A aplicação do filtro 
Laplaciano irá atuar de modo a realçar as regiões da imagem onde ocorrem mudanças bruscas de 
intensidade, sendo por isso o Laplaciano normalmente utilizado para a deteção de contornos.  
 
 Filtro Sobel 
O filtro Sobel é um operador frequentemente aplicado no processamento de imagem que, 
à semelhança do filtro Laplaciano, visa realçar os contornos da imagem original 
Este filtro calcula, para cada píxel, o gradiente de intensidade da imagem nesse ponto. Este 
parâmetro consiste num vetor que é definido por uma direção (da maior variação de claro para 
escuro) e pela quantidade de variação que ocorre ao longo dessa direção. Como os limites dos 
objetos presentes na imagem, geralmente, correspondem a zonas de variações intensas claro-es-
curo, este algoritmo consegue facilmente detetar os contornos da imagem. 
A aplicação deste filtro à imagem original ocorre através da convolução desta imagem com 




Figura 3.9: Máscaras (3×3) utilizadas para a aplicação (vertical e horizontal) do filtro Sobel (adaptado de 
[61]). 
 
 Enquanto a matriz 𝐺𝑥 é utilizada para detetar as variações horizontais na intensidade da 
imagem, a matriz 𝐺𝑦 deteta as variações verticais.  
Por sua vez, a magnitude, G, e a direção, θ, do gradiente são definidos por: 














Sistemas de eixos 
O sistema de eixos apresentado imediatamente à esquerda do painel de filtragem, tal como 
mencionado anteriormente, permite visualizar a imagem inicialmente selecionada e o resultado 
das suas respetivas alterações. Por sua vez, o sistema de eixos localizado à direita do primeiro foi 
programado de modo a projetar, a cada instante, o histograma da imagem em processamento.  
 
3.2.3 Análise e Segmentação 
A terceira zona da interface foi desenvolvida para a aplicação da segmentação às imagens. 
Neste painel foram incluídos alguns elementos que, embora não se relacionem diretamente com 
o algoritmo desenvolvido, foram essenciais, ao longo do processo, para analisar determinadas 
características da imagem.  
O primeiro conjunto de elementos a ser considerado, apresentado no painel do “Píxel”, 
permite ao utilizador visualizar, através de um simples clique, os valores das coordenadas espa-
ciais e o nível de intensidade associados a um determinado píxel de interesse.  
O segundo conjunto de elementos, destacado no painel da “Análise”, permite calcular e 
visualizar o resultado da média e da mediana dos valores de intensidade associados a uma deter-
minada área da bactéria (de dimensões pré-definidas e posição ajustável) e de uma área retangular 
do background (de posição e dimensões ajustáveis). A partir destes parâmetros é possível anali-
sar-se, de um modo mais prático e rápido, a forma como os diferentes níveis de intensidade se 
distribuem na imagem. 
Inicialmente, esta ferramenta foi bastante útil para perceber, aproximadamente, quais os 
níveis de intensidade que constituíam o plano de fundo da imagem, as bactérias ou qualquer outra 
região considerada relevante para o estudo.  
Para executar este conjunto de cálculos é necessário, antes de qualquer outro procedimento, 
pressionar-se o botão “Analisar”. Assim que este controlo é acionado, surge uma janela informa-
tiva que solicita ao utilizador que faça um clique, aproximadamente, no centro de uma das bacté-
rias observadas na imagem. Depois de a bactéria pretendida ter sido selecionada, as coordenadas 




uma região quadrangular (de dimensões 15 × 15), a qual será utilizada para o cálculo represen-
tativo da média e da mediana dos valores de intensidade associados às bactérias. Estes dois parâ-
metros estatísticos são obtidos através da aplicação de duas funções do MATLAB: a função mean 
(para o cálculo do valor médio) e a função median (para o cálculo do valor mediano). Por último, 
estes valores são projetados na coluna de elementos localizada mais à direita no painel, a qual diz 
respeito à análise estatística das E. coli. De seguida, uma nova janela informativa emerge, a qual 
exige ao utilizador a seleção de uma área do background para análise. Recorrendo à função 
imcrop do MATLAB, é possível definir-se interactivamente, com o auxílio do rato, o tamanho e 
a posição deste elemento. Depois do utilizador ter selecionado a região de interesse, as restantes 
etapas do processo seguem exatamente o mesmo protocolo adotado para o caso das bactérias. 
Imediatamente após o valor da média e da mediana terem sido calculados, os seus resultados são 
projetados na coluna de elementos localizada mais á esquerda no painel. 
O terceiro elemento, pertencente ao painel da “Segmentação”, como o próprio nome su-
gere, permite aplicar o algoritmo de segmentação desenvolvido no âmbito desta tese. Este tópico 
irá ser descrito, de um modo pormenorizado, no subcapítulo subsequente. 
 
3.3 Algoritmo  
O algoritmo de segmentação desenvolvido no âmbito desta tese pode ser separado em 7 
etapas distintas, as quais irão ser abordadas, de um modo sequencial e pormenorizado, ao longo 
deste subcapítulo. À medida que o protocolo desenvolvido for sendo explicado, resultados ilus-
trativos de cada transformação aplicada à imagem vão sendo apresentados. 
Um dos principais objetivos que impulsionou o desenvolvimento deste algoritmo foi 
transformar o processo de segmentação das Escherichia coli (contidas nas imagens providencia-
das pelo LBD) numa abordagem simples, rápida, intuitiva e que exigisse o mínimo de interação 
possível por parte do utilizador.  
Atualmente, o método que tem sido empregue para este efeito requer inicialmente, para 
cada bactéria, a execução de dois cliques (um em cada extremidade da E. coli). Após a execução 
desta tarefa, surge no plano da imagem um conjunto de 𝑛 pontos ajustáveis que se distribuem 
uniformemente ao longo do segmento de reta que une os dois extremos de cada bactéria. De 
seguida, cada ponto é individualmente ajustado na imagem de maneira a que, no final, cada con-
junto de pontos possa assumir a forma da bactéria à qual diz respeito. Considerando que uma 
imagem pode possuir dezenas ou até mesmo centenas de bactérias, este método torna-se facil-




  Com o algoritmo proposto nesta dissertação, procurou-se reduzir o número de cliques por 
bactéria para apenas um e, a partir daí, tornar o processo de segmentação tão automático quanto 
possível.  
Este algoritmo baseia-se na aproximação da morfologia de cada bactéria a uma série de 
círculos de raio 𝑟, correspondendo 𝑟 à largura (ou diâmetro) da E. coli considerada (ver Figura 
3.10). Inicialmente, é definido um primeiro círculo que, através de um conjunto de condições, se 
ajusta à dimensão da largura do microrganismo ao qual diz respeito. Este primeiro círculo, de 
modo a ser diferenciado dos restantes, passará a ser denominado por círculo central (por se posi-
cionar, aproximadamente, no centro da bactéria). A partir deste elemento inicializador serão ge-
rados n círculos que se propagam em direções opostas na bactéria. Considerando, como exemplo, 
uma E. coli disposta horizontalmente no plano da imagem, isto implicaria que, nesta fase inicial, 
𝑛
2
 círculos seriam posicionados à direita do círculo central e 
𝑛
2









 O presente algoritmo foi projetado para que a cada iteração, i, fossem gerados dois círcu-
los centralizados em pontos da imagem progressivamente mais distantes do círculo central. As-
sim, a cada iteração, o número de círculos (𝑁) que preenchem o interior da bactéria é obtido 
através da seguinte expressão: 
𝑁 = 2𝑖 + 1 
onde 
 i = 0,1,…, I 
Caso o círculo central, inicialmente, não tenha sido corretamente posicionado, isto poderá 
implicar que, numa dada iteração, 𝑗, um dos dois círculos gerados atinja uma das extremidades 
da bactéria sem que o outro tenha detetado a extremidade oposta. A partir desde momento, apenas 
o círculo que não atingiu nenhuma extremidade será considerado para continuar a preencher a 
bactéria e neste caso o número total de círculos passará a ser calculado, até que a bactéria esteja 
completa, através da seguinte equação: 
𝑁 = 2𝑗 + 1 + 𝑖 
com 𝑗 =  0,1… , 𝐽 e 𝑖 =  0,1, … , 𝐼.  
3.3.1 Imagens 
As imagens que serviram de objeto de estudo para o desenvolvimento do presente algo-
ritmo, tal como mencionado anteriormente, são imagens obtidas por microscopia de contraste de 
fase e providenciadas pelo LBD especificamente para este projeto. Distribuídas por este conjunto 
de imagens monocromáticas (com 2560×1920 píxeis a 8 bits), encontram-se diversas populações 
de Escherichia coli. Estes microrganismos, tal como se pode verificar na Figura 3.11, são repre-
sentados com uma tonalidade de cinza mais escura do que a tonalidade que caracteriza do plano 
de fundo da imagem. Esta propriedade é indicativa de que este conjunto de imagens apresentam 





Figura 3.11: Exemplo das imagens disponibilizadas pelo Laboratory of Biosystem Dynamics. A imagem 
destacada na figura representa apenas uma porção, composta por 681× 601 píxeis, da imagem original. 
 
3.3.2 Etapa 1: Filtragem 
O pré-processamento de imagem é uma das etapas que mais influência exerce nos resul-
tados de segmentação obtidos. Esta etapa traduz-se, frequentemente, na aplicação de um conjunto 
de métodos que atuam de modo a realçar determinadas características na imagem (como por 
exemplo, os contornos de um dado objeto de interesse) ou de modo a atenuar eventuais ruídos 
que se sobreponham à informação que irá ser posteriormente processada.  
No caso concreto das imagens fornecidas pelo LBD, foi possível identificar-se, logo à 
partida, uma característica considerada indesejável: a contaminação das imagens com ruído do 
tipo Gaussiano.  
O ruído Gaussiano é um tipo de ruído habitualmente originado pelos sistemas de aquisi-
ção de imagem digital. Algumas das causas mais comuns associadas ao aparecimento desta con-
taminação são nomeadamente uma má iluminação, temperaturas elevadas ou problemas na trans-
missão de dados. Através do pré-processamento de imagens, é possível atenuar parcialmente os 
efeitos desta interferência na imagem. No entanto, esta atenuação provoca, na maioria dos casos, 
a perda de alguns detalhes presentes na imagem. Algumas das técnicas espaciais que visam sua-
vizar este tipo de ruído são nomeadamente o filtro de média e o filtro Gaussiano [62].  
Depois de se avaliar o resultado da aplicação de cada método de suavização (mencionado 
no parágrafo anterior) ao conjunto de imagens em estudo, verificou-se que aquele que melhores 




foi possível reduzir-se significativamente o efeito do ruído Gaussiano sem se perder, em demasia, 
a nitidez dos contornos das bactérias. O resultado desta etapa pode ser visualizado na Figura 
3.12, na qual se encontra realçada uma zona específica da imagem original e a zona correspon-
dente na imagem pré-processada.  
 
 
Figura 3.12: Exemplo da aplicação do filtro Gaussiano para a atenuação do ruído da imagem. O 
nível do contraste e brilho de ambas as imagens foi aumentado de modo a facilitar a visualização do resul-
tado da suavização. (A) Imagem original; (B) Imagem suavizada. 
 
3.3.3 Etapa 2: Extração de contornos 
De modo a aplicar-se o algoritmo de segmentação desenvolvido, foi necessário, ainda 
associado à etapa do pré-processamento, extrair-se o conjunto de contornos que definem a mor-
fologia, posição e distribuição das bactérias na imagem. Com este objetivo em mente, desenvol-
veu-se um procedimento computacional bastante simples composto por três métodos estrategica-






Através da aplicação do primeiro e segundo método, foi possível obter-se uma binariza-
ção da imagem previamente filtrada. A binarização consiste no processo através do qual uma 
imagem, definida inicialmente em tons de cinza, é convertida numa representação binária isto é, 
numa imagem composta por apenas por dois níveis de intensidade (tipicamente, o branco e o 
preto). Esta técnica, por si só, é frequentemente empregue enquanto algoritmo de segmentação 
no entanto, quando aplicada ao conjunto de imagens de estudo deste projeto, os seus resultados 
revelaram-se insuficientes e por isso a binarização foi introduzida apenas como mais uma etapa 
do algoritmo de segmentação proposto [63]. O principal objetivo associado a esta técnica consiste 
em separar os diversos objetos contidos na imagem do plano de fundo. Para tal, é necessário 
definir-se um limiar de intensidade (também denominado por threshold), o qual irá ser comparado 
com o valor de cada píxel pertencente à imagem original. Caso o valor de intensidade assumido 
por um dado píxel seja inferior ao valor previamente estabelecido para o threshold, o píxel em 
questão passará a ser representado com a cor preta; caso contrário, o píxel passará a ser represen-
tado pela cor branca. Atualmente existem inúmeros métodos que podem ser utilizados para de-
terminar o valor ideal a atribuir ao threshold. Uma das técnicas mais frequentemente aplicadas 
para determinar um limiar ótimo de intensidade é o método de Otsu. Este algoritmo revela-se 
bastante eficiente nos casos em que a imagem original é representada por um histograma do tipo 
bimodal (isto é, um histograma onde podem ser observados apenas dois picos). O princípio de 
funcionamento associado a este método consiste em aproximar o histograma da imagem a duas 
funções Gaussianas e definir um valor de threshold que minimize a variância intra-classes [64].  
Ao analisar-se, a título de exemplo, o histograma da imagem filtrada destacada na Figura 
3.12 (B), verificou-se que esta representação se tratava de um histograma do tipo bimodal. Assim 
sendo, como primeira etapa do processo de binarização, aplicou-se o comando graythresh à ima-
gem de entrada. Através desta função, baseada no método de Otsu, foi possível determinar-se o 
valor de threshold ótimo para a executar a binarização da imagem. O histograma considerado 
neste exemplo encontra-se destacado a vermelho na Figura 3.13. A azul, nesta mesma figura, 





Figura 3.13: Histograma e histograma acumulado da imagem presente na Figura 3.11. 
 
Depois do valor ideal para o threshold ter sido calculado, esse valor é seguidamente uti-
lizado para converter a imagem filtrada numa imagem binária. Esta transformação é implemen-
tada através da função imbinarize, a qual opera substituindo todos os valores da imagem acima 
de um determinado valor de threshold por 1 e os restantes por 0. O resultado da aplicação destes 
dois primeiros métodos é realçado na Figura 3.14, abaixo destacada.  
 
Figura 3.14: Exemplo da aplicação do processo de binarização baseado no método de Otsu 
à imagem suavizada. (A) Imagem suavizada; (B) Imagem binarizada. 
 
Por último, de modo a extrair-se os contornos das bactérias, foi necessário submeter-se a 
imagem binarizada a um processo de filtragem de deteção de bordas. O filtro selecionado para 
este efeito foi o filtro Laplaciano, o qual pode ser computacionalmente construído através da 





da imagem binarizada com este operador matricial produz uma nova imagem constituída apenas 
pelas transições de intensidade e pequenos detalhes. O resultado desta filtragem pode ser visuali-
zado na Figura 3.15, abaixo apresentada. 
 
Figura 3.15: Exemplo da aplicação do processo do operador Laplaciano à imagem binari-
zada. (A) Imagem binarizada; (B) Imagem obtida através da aplicação do filtro de Laplace. 
    
3.3.4 Etapa 3: Seleção de bactérias 
 Após a extração dos contornos que delimitam as bactérias distribuídas na imagem de 
entrada, é gerada pelo programa uma janela informativa que solicita ao utilizador que selecione, 
por intermédio de uma série de cliques, o conjunto de bactérias que pretende segmentar. É espe-
cificado, na informação contida nesta janela, que cada clique deve ser efetuado, aproximada-
mente, no centro de cada bactéria-alvo.  
Depois de se pressionar o botão “OK” associado a esta janela informativa, o processo de 
seleção de bactérias é inicializado e, imediatamente depois, surge na imagem um sistema de eixos 
móvel. Este elemento, introduzido na figura através da função ginput(n), permite ao utilizador 
identificar n pontos na imagem, movimentado o cursor com o auxilio do rato. A cada clique efe-
tuado, este comando retorna as coordenadas do local da imagem onde ocorreu esse evento. 
Este processo de seleção foi implementado de modo a que cada bactéria, à exceção da 
última, possa ser iterativamente selecionada pelo utilizador com o auxílio do botão esquerdo do 
rato. A última bactéria, por sua vez, deverá ser identificada com o botão direito. Esta distinção 
visa sinalizar o programa que já não existem mais bactérias a segmentar. Com o objetivo de evitar, 
por lapso, a ocorrência de dois cliques numa mesma bactéria, implementou-se uma função que 





cor branca. Desta forma, tal como demonstrado na Figura 3.16, é possível identificar quais as 
bactérias que já foram selecionadas e as que ainda estão por assinalar.   
 
 
Figura 3.16: Exemplo do resultado obtido através da etapa da seleção de bactérias. Na porção 
da imagem realçada encontra-se destacada uma bactéria previamente selecionada pelo utilizador e agora 
identificada e distinguida através de um píxel de cor branca.  
 
3.3.5 Etapa 4: Ordenação das bactérias selecionadas 
À medida que as bactérias vão sendo selecionadas pelo utilizador, uma matriz contendo 
as coordenadas espaciais dos centros de cada microrganismo assinalado, vai sendo produzida. A 
partir desta estrutura de dados, devidamente organizada, pretende-se gerar, para cada bactéria 
assinalada, um círculo central que se ajuste à dimensão da sua largura. 
Sabemos que a Escherichia coli é uma bactéria bacilar, isto é, uma bactéria cuja morfo-
logia se assemelha à de um bastonete. Este tipo de formato pode ser aproximado a uma estrutura 
geométrica semelhante à destacada na Figura 3.17, a qual é formada por dois semicírculos de 
raio 𝑟 (que definem a largura da bactéria) e um retângulo de comprimento 𝑙 (que determina o 





Figura 3.17: Aproximação da morfologia da E. coli a um modelo geométrico constituído por um retân-
gulo e dois semicírculos.  
 
Na introdução teórica foi mencionado que a Escherichia coli possui um diâmetro aproxi-
madamente igual a 0.5-1.0 μm; em píxeis, o valor deste parâmetro também não deverá variar 
significativamente. Depois de se efetuar uma série medidas, com o auxilio de algumas das ferra-
mentas previamente desenvolvidas e de outras providenciadas pelo do MATLAB, calculou-se a 
média da largura (ou diâmetro) das E. coli presentes nas diferentes imagens e obteve-se, para este 
parâmetro, um resultado aproximadamente igual a 18 píxeis (default). Para novos conjuntos de 
imagem que sejam introduzidos, este parâmetro deverá ser recalculado e, caso se verifique que o 
valor obtido varia significativamente do valor médio default, alguns parâmetros do algoritmo (a 
partir deste ponto identificados com um “*”) deverão ser devidamente ajustados. Este valor servirá 
de referência para inúmeras etapas do algoritmo proposto, inclusivamente a próxima etapa através 
da qual o tal círculo central de dimensões ajustáveis é formado. Este processo possui uma com-
plexidade e eficiência que, como iremos verificar mais adiante, depende diretamente da vizi-
nhança na qual se insere cada píxel definido pelo utilizador como o centro de uma dada bactéria. 
Este procedimento será tão mais simples e eficiente sempre que, na vizinhança desse píxel central, 
sejam detetados píxeis pertencentes ao contorno da bactéria (isto é, píxeis representados pela cor 
branca). Assim sendo, de modo a averiguar qual o tipo de vizinhança na qual se insere cada centro 
considerado, desenvolveu-se um método que verifica, para cada bactéria-alvo, o valor de cada 
píxel incluído ao longo de uma circunferência de raio 11* (um valor intensionalmente acima do 
valor médio do raio obtido) definida em redor do ponto selecionado pelo utilizador como centro 
dessa mesma bactéria. 
Através desta etapa, é possível discriminar dois tipos de vizinhança: uma vizinhança na 
qual são detetados píxeis pertencentes ao contorno das bactérias - ver Figura 3.18 (A) e (B) - e 
uma vizinhança na qual apenas são detetados píxeis pertencentes ao plano de fundo da imagem – 





Figura 3.18: Tipos de vizinhança detetados na etapa da ordenação das bactérias seleciona-
das. (A) Ocorre a interseção da circunferência de vizinhança (de raio 11*) com duas bordas da bactéria; 
(B) Ocorre a interseção da circunferência de vizinhança apenas com uma das bordas da bactéria; (C) A 
circunferência de vizinhança não interseta nenhuma das bordas da bactéria selecionada. 
 
Depois de todos os centros terem sido classificados de acordo com a sua vizinhança, a 
matriz composta pelas coordenadas dos pontos selecionados pelo utilizador é reorganizada de 
modo a que os centros que possuem uma vizinhança que interseta o contorno das bactérias sejam 
priorizados relativamente aos restantes. 
 
3.3.6 Etapa 5: Criação do círculo central  
Antes de se desenvolver, para uma dada bactéria selecionada, um círculo central é neces-
sário criar-se uma cor através da qual este microrganismo será, daqui em diante, representado e 
distinguido. Para efetivar este procedimento, foi criado (para cada E. coli identificada) um vetor 
composto por três elementos. A dimensão e orientação deste vetor bem como os valores assumi-
dos por cada um dos seus elementos pretendem simular os componentes RGB (“Red”, “Green” e 
“Blue”) que definem a cor dos píxeis das imagens digitais. Depois desta estrutura de dados ter 
sido criada, é atribuído a cada posição desse vetor um valor aleatório compreendido entre 0 e 255. 
Sabendo que cada píxel é composto por 3 componentes RGB (um para cada cor) e que cada 
componente pode assumir 1 de 256 valores de intensidade, através deste modelo é possível gerar-
se um total de 28×3 (ou, 16.777.216 ) cores distintas. Deste conjunto de combinações apenas se 
excluiu a possibilidade de ser gerada a cor preta (por ser característica do background) e a cor 
branca (por ser característica do contorno das bactérias).  
Após a concretização deste passo inicial, fundamental para discernir as diferentes bacté-
rias presentes na imagem, é inicializado o processo que conduz à formação do círculo central. 




Este processo é propagado de bactéria para bactéria de acordo com a ordem previamente estabe-
lecida pela matriz de dados resultante da etapa anterior.  
Numa primeira fase deste processo, irá ser efetuada uma reavaliação da vizinhança na 
qual cada centro considerado se insere. Nesta análise, em vez de se observar apenas os píxeis 
incluídos ao longo de uma circunferência de vizinhança de raio 11*, consideram-se também outras 
circunferências de vizinhança com raios compreendidos no seguinte intervalo de valores [2; 12*]. 
Deste modo, a região de vizinhança considerada passa a abranger uma área da imagem semelhante 
à destacada a cinza na Figura 3.19: um anel circular. 
 
 
Figura 3.19: Anel circular que representa a vizinhança considerada para cada bactéria selecionada na 
etapa da criação do círculo central.  
 
Cada circunferência que compõe este anel será analisada individualmente, começando na 
de menor raio e terminando na circunferência caracterizada pelo raio superior.  
Através da análise dos elementos que compõem as circunferências é possível definir-se, 
para cada uma delas, quatro tipos de vizinhança: 
 
 Vizinhança 1: Sempre que forem detetados, para além dos elementos que constituem o 
plano de fundo da imagem, um ou mais píxeis de cor branca e nenhum píxel colorido; 
 Vizinhança 2: Sempre que forem detetados, para além dos elementos que constituem o 
plano de fundo da imagem, um ou mais píxeis coloridos e nenhum píxel de cor branca;  
 Vizinhança 3: Sempre que forem detetados, para além dos elementos que constituem o 
plano de fundo da imagem, píxeis brancos e píxeis coloridos; 
 Vizinhança 4: Sempre que o conjunto de píxeis detetados for composto apenas por ele-
mentos respeitantes ao plano de fundo da imagem; 
De seguida, irá descrever o modo como os círculos centrais são formados, consoante o tipo 







Uma dada circunferência de vizinhança de raio 𝑟 será classificada como uma vizinhança 
do tipo 1 sempre que este conjunto de pontos intersetar as bordas da bactéria. Esta interseção pode 
ocorrer em apenas uma das laterais da bactéria (tal como ilustrado na Figura 3.20 (A)) ou então, 
em ambas as laterais (tal como ilustrado na Figura 3.20 (B)). Para averiguar em qual das situações 
se insere a circunferência de vizinhança considerada, calcula-se a distância que separa cada com-
binação de dois píxeis brancos detetados, 𝑑. Considerando dois pontos genéricos A e B, definidos 
respetivamente por 𝑃𝐴  = [𝑥𝐴; 𝑦𝐴] e por 𝑃𝐵  = [𝑥𝐵; 𝑦𝐵], este valor é obtido através da seguinte 
expressão matemática: 
𝑑𝐴𝐵 = √(𝑥𝐵 − 𝑥𝐴)
2 + (𝑦𝐵 − 𝑦𝐴)
2 
 
Caso se verifique, para um determinado par de píxeis brancos, que a distância que os 
separa é igual ou superior a 2 × 𝑟 –  1 píxeis, conclui-se que foram detetados píxeis pertencentes 
a ambas as laterais da bactéria. Para este caso em particular, em redor do ponto indicado pelo 






Figura 3.20: (A) Interseção da circunferência de vizinhança com uma das bordas da bactéria; (B) inter-
seção da circunferência de vizinhança com ambas as laterais da bactéria considerada. 
 
Caso não se detete, para a circunferência considerada, nenhum par de píxeis brancos 
separados por este espaçamento ou só se detete um único píxel branco, então o centro da bactéria 
irá ser transladado na imagem. Este movimento irá ocorrer no sentido oposto ao do vetor que une 
o centro da circunferência e o primeiro píxel branco a ser detetado (representado a vermelho na 
Figura 3.21) até que a distância entre estes dois pontos seja superior a 𝑟 − 1 . Depois do centro 








Figura 3.21: Representação do vetor que une o centro da bactéria considerada ao primeiro píxel branco a 
ser detetado. 
 
Caso se mantenha, para a nova circunferência, o mesmo tipo de vizinhança, todo o 
procedimento descrito até este ponto volta a ocorrer. O processo termina sempre que forem 
intersetadas as duas bordas da E. coli  ou sempre que o raio da circunferência de vizinhança atinja 
um valor igual a 10* píxeis. Neste caso, o centro mantêm-se estático e gera-se em torno desse 
ponto um círculo de raio 9*. Alguns dos resultados obtidos para este tipo de vizinhança podem 
ser visualizados na Figura 3.22. Nesta imagem encontram-se destados três exemplos para o cado 




Figura 3.22: Resultados exemplificativos da aplicação da etapa da criação do círculo central 
em bactérias inseridas numa vizinhança inicial do tipo 1. (A) Exemplos em foram detetadas as 













Uma dada circunferência de raio 𝑟 é classificada como vizinhança do tipo 2 sempre que 
intersetar um ou dois círculos respeitantes a outras bactérias. De modo a determinar o número de 
círculos intersetados, à semelhança do que se efetuou para a vizinhança do tipo 1, calcula-se a 
distância entre cada combinação de dois píxeis coloridos detetados.  
Caso se verifique a existência de um par de píxeis coloridos separados por uma distância 
igual ou superior a 2 × 𝑟 –  1 píxeis, conclui-se que houve interseção da circunferência de vizi-
nhança com os círculos inerentes às duas bactérias mais próximas. Assim sendo, irá gerar-se, para 
a E. coli considerada, um círculo centrado no ponto médio do segmento de reta que une os centros 
dos dois círculos vizinhos mais próximos. O valor do raio associado a este círculo central é obtido 
através pela seguinte expressão: 
𝑟 =  
𝑑𝐴𝐵 − 𝑟𝐴 − 𝑟𝐵
2
 
onde 𝑑𝐴𝐵 representa  a distância que separa os centros dos círculos A e B, 𝑟𝐴 o raio que 
caracteriza o círculo A e 𝑟𝐵 o raio que caracteriza o círculo B.  
Este tipo de ajuste encontra-se representado na Figura 3.23, abaixo destacada. 
 
 
Figura 3.23: Representação do tipo de ajuste aplicado sempre que são detetadas duas bactérias a uma 
distância igual ou superior a 𝟐 × 𝒓 –  𝟏 píxeis do centro da bactéria considerada. 
 
Caso a condição anterior não se verifique, conclui-se que a circunferência de vizinhança 
considerada intersetou apenas um único círculo. Neste caso particular, o centro da bactéria será 
deslocado 𝑟𝐶 + 𝑟 − 1 píxeis na imagem (relativamente ao centro do círculo mais próximo). Na 
expressão do deslocamento 𝑟𝐶 representa o raio do círculo intersetado pela circunferência de vi-
zinhança de raio 𝑟. Este movimento irá ocorrer no sentido oposto ao do vetor que une o centro da 
circunferência de vizinhança e o centro do círculo ao qual pertencem os píxeis coloridos detetados 





Figura 3.24: Representação do vetor que une o centro da bactéria considerada ao primeiro píxel colorido 
a ser detetado. 
 
 Depois deste deslocamento ter sido efetuado, o raio da circunferência aumenta e, caso se 
mantenha o mesmo tipo de vizinhança e circunstâncias, este procedimento volta a ser executado 
até que se intersetem dois círculos ou até que o raio da circunferência seja igual a 10* píxeis. 
Sempre que esta última situação ocorrer, o centro da bactéria deixa de se movimentar e gera-se, 
em torno desse ponto, um circulo de raio 9*. Na Figura 3.25 encontram-se destacados dois 
exemplos-tipo dos resultados obtidos através desta metodologia um, para o caso da interseção ter 




Figura 3.25: Resultados exemplificativos da aplicação da etapa da criação do círculo central 
em bactérias inseridas numa vizinhança inicial do tipo 2. (A) Exemplo dos casos em que a cir-
cunferência de vizinhança interseta apenas um círculo central referente a outra bactéria; (B) Exemplo dos 









Uma vizinhança do tipo 3 surge sempre que sejam detetados, na mesma circunferência 
de vizinhança, píxeis brancos e píxeis coloridos. Neste caso, a abordagem a adotar é bastante mais 
simples do que as abordagens aplicadas aos dois tipos de vizinhança anteriormente apresentados. 
Ao serem detetados estes dois tipos de píxeis numa dada circunferência de vizinhança de 
raio 𝑟, o primeiro passo a executar consiste em calcular para cada par de píxeis (contituído por 
um píxel branco e outro colorido) a distância que os separa. Depois de esta operação ter sido 
aplicada a todas as combinações possíveis, é gerado um conjunto de resultados organizados numa 
matriz. A partir desta estrutura de dados determina-se o par de píxeis que se encontra separado 
por uma menor distância.   
Depois deste par ter sido detetado, segue-se a etapa de formação do círculo central. Este 
elemento irá centralizar-se no ponto médio do segmento de reta que une os dois píxeis do par 
considerado e  irá ser caracterizado por um raio igual a metade da distância que separa estes dois 




Figura 3.26: Resultados exemplificativos da aplicação da etapa da criação do círculo central em bactérias 




Uma vizinhança do tipo 4 consiste numa circunferência de raio 9 que não detetou nenhum 
píxel colorido nem branco. Para este caso específico, continuam a definir-se vizinhanças até se 
atinja o limite máximo: um raio igual a 12* píxeis.  Durante este processo, caso se detete algum 




guardadas e cria-se um círculo de raio 9* adjacente ao píxel detetado, tal como representado na 
Figura 3.27.   
Nos casos mais extremos em que seja projetada uma circunferência de vizinhança de raio 
12* e mesmo assim não se detete nenhum píxel colorido nem branco, gera-se um círculo de raio 
9* centrado no local inicialmente selecionado pelo utilizador. 
 
 
Figura 3.27: Representação gráfica do tipo de ajuste a aplicar a bactérias que, na etapa da criação do 
círculo central, se insiram numa vizinhança do tipo 4.      
       
3.3.7 Etapa 6: Setor circular direcional 
Depois de todos os círculos centrais terem sido gerados, inicia-se, para cada bactéria, uma 
nova etapa do algorimo: a etapa que conduz à formação de um par de setores circulares 
denominado por direcionais.   
Um setor circular constitui numa porção do circulo limitada por dois raios e um arco. Esta 
figura geométrica é definida por dois parâmetros: a medida do raio, R, e a dimensão do ângulo 
central ,θ (ver Figura 3.28). 
 
Figura 3.28: Setor circular de raio R e ângulo de abertura θ (adaptado de [65]). 
 
Através desta etapa do algoritmo, para cada bactéria selecionada, irão ser gerados dois 
setores circulares direcionais. Estes par de elementos são simétricos e encontram-se centralizados 




Tal como mencionado anteriormente, o principio de funcionamento do algoritmo 
proposto baseia-se na propagação de uma série de círculos de ao longo da bactéria, começando 
no centro e expandindo-se para cada uma das suas extermidades.  Para tal, é necessário definir-se 
a direção da propagação destas figuras geométricas.  Este parâmetro é calculado com o auxilio 
destes setores circulares direcionais, tal como iremos verificar mais à frente neste tópico. 
Para se formar o setor direcional é necessário, para cada Escheria coli, aceder-se a dois 
conjuntos de valores: as coordenadas do centro e a dimensão do raio que definem o seu circulo 
central.  
A partir do raio deste círculo, r, define-se o valor do raio do setor circular, R, o qual é 





Depois de ter sido definido, para cada bactéria, o valor de R, é necessário calcular-se o 
valor a atribuir ao ângulo θ. É o valor deste parâmetro que irá determinar a direção de propagação 
da bactéria, o qual é calculado através do seguinte método. 
Considerando como referência o centro do círculo central da bactéria irão definir-se n 
segmentos de retas cujo ponto médio, para todos eles, consiste precisamente nesse ponto de 
referência. Estes segmentos possuem uma dimensão igual a 2R e podem assumir qualquer 
orientação compreendida no intervalo de [0; π] relativamente ao eixo das abcissas da imagem, 
f(m,n) (ver Figura 3.29). 
Cada segmento de reta será considerado apenas se nenhum dos elementos que o constitui, 
nem numa vizinhança de 3×3 de cada elemento, for detetado um píxel branco ou um píxel 
pertencente a outra bactéria.  Primeiramente irá avaliar-se a hipótese de se definir um segmento 
para 0 radianos, seguidamente esta hipótese será avaliada para 
𝜋
60
 e assim sucessivamente até que 
se atinja  𝜋 radianos. 
À medida que este conjunto de segmentos for sido definido e contabilizado, é calculado, 
paralelamente, o número de setores circulares gerados por intermédio deste método (o qual, 






Figura 3.29: Ilustração do processo a partir do qual se forma o par de setores circulares. O 
centro do sistema de eixos da figura representa o ponto da imagem definido como o centro de uma dada 
bactéria considerada. O raio do semicírculo que se forma entre os 0 e os 2π radianos (relativamente ao eixo 
das abcissas da imagem) é igual a R. [0;2π] representa o intervalo de ângulos para o qual será testada a 
hipótese da formação de cada reta que poderá compor o par de setores circulares (adaptado de [66]). 
 
Sempre que forem originados mais dois setores circulares direcionais,  conclui-se que, 
relativamente ao caso ideal, a direção de progagação desta bactéria não se encontra tão bem 
definida. Assim que detetados, estes casos serão separados dos restantes, colocados numa matriz 
(denominada por “undefinedNewCenters”) com toda a informação considerada relevante e 
avaliados numa fase posterior do algoritmo. Os casos ideais, por sua vez, são colocados numa 
matriz distinta (denominada por “definedNewCenters”) a qual deverá ser ordenada da bactéria 
com a direção melhor definida para a bactéria com a direção menos bem definida. Para as 
bactérias incluídas na matriz undefinedNewCenters, os setores gerados no processo, tal como 
ilustrado na Figura 3.30, são eliminados de modo a não interferir com as restantes etapas do 
processo. 
Para se definir esta ordem calcula-se, para cada caso geral, o  ângulo que caracteriza a 
abertura dos dois setores definidos,θ. Quando menor for esse ângulo, mais bem definida estará a 
direção da bactéria considerada. Para além de θ , calcula-se ainda um segundo ângulo ,𝛼, que 
define a orientação da bactéria no plano da imagem. 
 Por último, de modo a definir-se quais os centros dos próximos dois círculos determina-se 


















Figura 3.30: Exemplo do resultado da aplicação da etapa da formação dos setores circulares 
direcionais. Para três das quatro bactérias selecionadas neste exemplo foi possível definir-se a direção de 
propagação dos círculos na bactéria. No caso da bactéria representada com a cor violeta, a direção de pro-
pagação não ficou bem definida e por isso esta será processada numa fase posterior relativamente às res-
tantes. 
 
3.3.8 Etapa 7: Propagação 
A etapa da propagação é um processo ciclico que se inicia criação dos dois círculos cujos 
centros foram calculados através etapa anterior. Imediatamente antes deste par de círculos ser 
formado é necessário averiguar-se a vizinhança de cada um deles. Nesta etapa, considera-se como 
vizinhança uma circunferência definida exatamente pelo mesmo raio que o do círculo central da 
bactéria. De acordo com o tipo de vizinhança detetada, caso seja necessário, aprocede-se a um 
ajuste da posição do círculo de acordo um conjunto de condições muito próximas às definidas na 
secção 3.3.6. A única diferença significativa é que nesta estapa, para a maioria dos casos, o raio 
da circunferência de vizinhança mantêm-se inalterado. A única exceção a esta regra são os casos 
em que na circunferência de vizinhança não são detetados píxeis pertencentes a outras bactérias 
(isto é, píxeis coloridos) nem píxeis associados ao contorno da bactéria considerada (isto é, píxeis 
brancos). Neste caso particular, a circunferência de vizinhança irá aumentar progressivamente, de 
um em um píxel, até atingir um raio igual a 𝑟 + 4 (𝑟 representa, nesta expressão,o valor associado 
ao raio do círculo central da bactéria a ser propagada). Assim que for detetado um píxel branco 
ou colorido a circunferência deixa de se espandir e, para o conjunto de pontos detetados, averigua-
se qual o píxel que se encontra mais próximo do centro calculado.  Depois deste elemento ter sido 
determinado, o centro do círculo será deslocado no sentido oposto ao do vetor que une o centro e 
a localização deste píxel. Esta translação irá ocorrer até que o centro do círculo se distancie 𝑟 + 1 
píxeis do ponto detetado.  
De seguida, inicia-se (para cada círculo agora ajustado) a etapa da formação dos setores 




comparativamente ao raio estipulado anteriormente. Nesta fase do algoritmo este parâmetro passa 





Outra alteração crucial que surge neste procedimento, relativamente ao anterior, relaciona-
se com o intervalo de ângulos que é considerado para se definir as retas de comprimento 2𝑅  que  
constituem os setores circulares. Nesta etapa, de modo a evitar que a propagação dos círculos 
ocorra para zonas da imagem correspondentes a outras bactérias,  estipulou-se que se procuraria 
definir estas retas direcionais dentro do mesmo intervalo de ângulos que caracteriza o par de 
setores circulares definido para o primeiro círculo da bactéria a ser formado. Assim, se para esse 
primeiro círculo o ângulo de abertura for, por exemplo, igual a 
𝜋
3
 e no intervalo considerado de 
[0; 𝜋] o primeiro raio do setor for obtido a 
𝜋
3
  e o segundo a 
2𝜋
3
, durante a fase da propagação só 






]. Esta restrição encontra-se 
ilustrada na Figura 3.31. 
 
Figura 3.31: Restrição do intervalo de ângulos para o qual será testada a hipótese da formação de cada 
reta que poderá compor o próximo par de setores circulares direcionais (adaptado de [66]). 
 
Depois de se ter formado, para cada círculo, um par de setores circulares, calcula-se o 
centro do próximos dois círculos através da média dos píxeis incluídos nos arcos dos dois setores 
circulares que se encontrem mais distantes do círculo central.   
O procedimento descrito até agora volta a repetir-se até que para um dado círculo sejam 
detetados mais do que 1 par de setores (isto é, até que a direção de propagação da bactéria não 
esteja bem definida) ou que o número de retas que constituem o par de setores seja inferior a 
determinado limiar previamente estabelecido (esta condição indica que pelo menos um dos 




A etapa da propagação, numa fase inicial, é apenas aplicada às bactérias incluídas no vetor 
definedNewCenters. Relativamente às E. coli inseridas no vetor undefinedNewCenters, essas irão 
ser primeiramente re-submetidas à etapa da formação dos setores circulares (desta vez para um 
valor de R ligeiramente superior: 
3
2
𝑟 ) e só depois de concluída essa etapa é que irão ser 
propagadas. Esta propagação ocorre em duas fases distintas: primeiro propagam-se as bactérias 
que possuirem uma direção de propagação bem definida e posteriormente as restantes. 
Depois de todas as bactérias terem sido propagadas e por um dos dois motivos acima 
mencionados essa propagação tiver sido suspensa, volta a aplicar-se esta etapa, uma segunda vez, 




𝑟). Esta alteração é feita de modo a garantir que a eventual formação de mais do que um 
par de setores ana iteração anterior não se encontra relacionada com o facto do valor de R ser 
demasiado grande e para assegurar que todos os círculos que eventualmente, conforme a condição 
anteriormente referida, tenham atingido um dos extremos da bactéria, se possam ajustar ainda 
mais a esse limite. 
Por último, são detetados todos os círculos não tenham atingido, através da propagação 
anterior, um extremo da bactéria. Depois deste conjunto de elementos ter sido identificado, cada 
círculo passa a ser considerado individualmente e é posteriormente sujeito a uma última 




Na Figura 3.32, abaixo destacada, é apresentado um exemplo do resultado da aplicação da 
etapa da propagação a uma bactéria isolada na imagem.   
 
 






























































Figura 4.1: Exemplos do resultado da aplicação do algoritmo de segmentação proposto a diversos 
conjuntos de bactérias. 
 
 
Análise de Resultados 
4.1 Resultados obtidos 
De modo a avaliar a eficiência do algoritmo implementado através desta dissertação, a 
aplicação desenvolvida foi testada num conjunto diversificado de imagens. Procurou incluir-se, 
nesta coletânea, exemplos onde as bactérias se encontrassem isoladas, organizadas em pares e 
noutro tipo de agrupamentos de maior dimensão. Esta diversidade foi introduzida de modo a po-
der comparar os resultados obtidos para os diferentes níveis de complexidade das agregações 
formadas por estes microrganismos.  
Alguns resultados, associados a etapas intermédias do procedimento adotado, foram sendo 
apresentados ao longo do capítulo 3. Na Figura 4.1, encontram-se destacados sete resultados 












4.2 Validação do algoritmo 
Para efetuar a validação do método de segmentação desenvolvido foi necessário comparar-se o 
resultado obtido através deste algoritmo com o resultado gerado pela segmentação manual das ima-
gens. A segmentação manual - embora sendo altamente subjetiva - é encarada, nesta fase, como o 
modelo correto de segmentação. Os critérios utilizados para a validação do algoritmo de segmentação 
proposto foram a precisão, a sensibilidade e a F-measure (ou F-score) da classificação.  
 
Precisão 
A precisão (também denominado por taxa de deteção ou valor preditivo positivo) é um critério 
que permite medir a qualidade da classificação do modelo de segmentação proposto. Este parâmetro 
é descrito matematicamente através da seguinte expressão: 





 TP (do inglês, true positive) corresponde ao número de píxeis corretamente classificados 
como pertencentes a uma dada bactéria (ou conjunto de bactérias) da imagem. 
 FP (do inglês, false positive) corresponde ao número de píxeis erróneamente classificados 
como pertencentes a uma dada bactéria (ou conjunto de bactérias) da imagem. 
 O denominador da expressão da precisão, 𝑇𝑃 + 𝐹𝑃, corresponde ao número total de píxeis 
classificados pelo algoritmo proposto como pertencentes a uma dada bactéria. Este parâmetro,a 
partir deste ponto denominado por 𝑆𝐴, é obtido através da contabilização do número de píxeis 
coloridos presentes nas imagens resultantes da aplicação do algorimo a ser validado. O valor 
associado a 𝑇𝑃, por sua vez, é obtido através da seguinte igualdade: 
𝑇𝑃 =  𝑆𝐴 −  𝐹𝑃 
 O valor dos falsos positivos (FP), erros do tipo I, é obtido através da subtração da imagem 
resultante da aplicação do método de segmentação desenvolvido pelo resultado da segmentação 









A sensibilidade (também denominada por revocação ou taxa de verdadeiros positivos) permite 
calcular a percentagem de verdadeiros positivos detetados, a qual pode ser descrita matematicamente 
através da seguinte expressão: 





 FN (do inglês, false negative) corresponde ao número de píxeis erróneamente classificados 
como pertencentes ao background da imagem;  
O cálculo dos falsos negativos (FN), erros do tipo II, é obtido através da subtração da 
imagem segmentada manualmente pela imagem resultante da aplicação do algoritmo proposto.  
 
F-measure 
Na análise estatística de uma classificação binária, a F-measure  é um critério que permite 
medir a eficiência do método aplicado. Na expressão utilizada para o cálculo do valor deste 
parâmetro são considerados os valores da precisão e sensibilidade do classificador. A precisão, 
como vimos anteriormente, é o número de verdadeiros positivos dividido pelo número total de 
resultados positivos e a sensibilidade, o número de resultados verdadeiros positvos dividido pelo 
número de verdadeiros positivos que deveriam ter sido detetados. 
O valor do parâmetro F-measure é obtido através da média harmónica entre a precisão e a 
sensibilidade: 




A Tabela 4.1, apresentada em seguida, discrimina os valores de 𝑆𝐴, 𝑆𝑀 (número de píxeis 
classificados pela segmentação manual como pertencentes a uma dada bactéria), FN, FP,TP, pre-
cisão (P), sensibilidade (S) e F-measure (F-m) calculados para 50 imagens distintas. As primeiras 
10, representadas a laranja, consistem em porções de imagens onde as bactérias foram encontra-
das isoladas; o segundo conjunto, representado a verde, é constituído por 8 imagens em que as 
bactérias presentes se encontravam organizadas em pares; o terceiro subconjunto, composto pelas 




Tabela 4.1: Parâmetros de validação do algoritmo de segmentação proposto calculados para 50 ima-
gens. 
 𝑺𝑨 𝑺𝑴 FN  FP TP P (%) S (%) F-m (%) 
 1087 1176 115  26 1061 97,608 90,221 93,769 
 1249 1428 179  0 1249 100,000 87,465 93,313 
 2832 3050 299  81 2751 97,140 90,197 93,540 
 3340 3988 750  202 3138 93,952 80,710 86,829 
 1375 1276 31  70 1305 94,909 97,680 96,274 
 1229 1573 354  1 1228 99,919 77,623 87,371 
 2386 2625 260  21 2365 99,120 90,095 94,392 
 1958 2394 436  0 1958 100,000 81,788 89,982 
 3418 3768 464  114 3304 96,665 87,686 91,957 
 2631 2869 263  25 2606 99,050 90,833 94,594 
 1136 1159 53  30 1106 97,359 95,427 96,383 
 2771 3050 380  101 2670 96,355 87,541 91,737 
 1056 1216 161  1 1055 99,905 86,760 92,870 
 1282 1418 179  43 1239 96,646 87,377 91,778 
 1020 1101 82  1 1019 99,902 92,552 96,087 
 1586 1607 108  87 1499 94,515 93,279 93,893 
 1489 1610 136  15 1474 98,993 91,553 95,127 
 3108 3584 487  11 3097 99,646 86,412 92,558 
 1735 2018 285  2 1733 99,885 85,877 92,353 
 2449 2798 358  9 2440 99,633 87,205 93,006 
 1259 1352 128  35 1224 97,220 90,533 93,757 
 1750 1814 126  62 1688 96,457 93,054 94,725 
 1581 1424 31  188 1393 88,109 97,823 92,712 
 2118 2426 333  25 2093 98,820 86,274 92,121 
 2159 2761 645  43 2116 98,008 76,639 86,016 
 2256 2731 495  20 2236 99,113 81,875 89,673 
 1457 1352 30  135 1322 90,734 97,781 94,126 
 1671 1737 206  140 1531 91,622 88,140 89,847 
 2147 2426 338  59 2088 97,252 86,068 91,319 
 1799 2164 367  2 1797 99,889 83,041 90,689 
 2062 2320 293  35 2027 98,303 87,371 92,515 
 4188 4380 508  316 3872 92,455 88,402 90,383 
 2110 2197 181  94 2016 95,545 91,761 93,615 
 2308 2470 261  99 2209 95,711 89,433 92,465 
 2212 2031 26  207 2005 90,642 98,720 94,509 
 3180 3216 243  207 2973 93,491 92,444 92,964 
 2582 2617 273  238 2344 90,782 89,568 90,171 
 2311 2808 554  57 2254 97,534 80,271 88,064 
 3765 4327 585  23 3742 99,389 86,480 92,486 
 2639 3204 636  71 2568 97,310 80,150 87,900 
 4416 5289 938  65 4351 98,528 82,265 89,665 
 4663 5277 725  111 4552 97,620 86,261 91,590 
 2367 2808 484  43 2324 98,183 82,764 89,816 
 2997 3266 355  86 2911 97,130 89,130 92,959 
 2650 3091 508  67 2583 97,472 83,565 89,984 
 5521 6572 1121  70 5451 98,732 82,943 90,151 
 4785 5277 682  190 4595 96,029 87,076 91,334 
 3695 4327 659  27 3668 99,269 84,770 91,449 
 3992 4656 725  61 3931 98,472 84,429 90,911 




Com base nos valores de precisão (%), sensibilidade (%) e F-measure (%) adquiridos para 
cada uma das imagens consideradas, calculou-se a média deste conjunto de parâmetros para cada 
um dos três grupos discriminados na Tabela 4.1 e ainda para o conjunto global (isto é, conside-
rando as 50 imagens). Os valores obtidos através desta etapa encontram-se discriminados na Ta-
bela 4.2, abaixo destacada.  
 
Tabela 4.2: Resumo dos valores dos parâmetros de validação do algoritmo de segmentação proposto 
obtidos para cada grupo de imagens avaliado.  
 
 
Do mesmo modo que se gerou a Tabela 4.2 para validar o algoritmo desenvolvido no 
âmbito desta tese, gerou-se de forma paralela e simultânea uma segunda tabela que permitiu com-
parar os resultados obtidos, exatamente para o mesmo conjunto de exemplos considerado, para 
um método de segmentação automático desenvolvido pelo LBD. A média da precisão obtida atra-
vés deste último método foi de 90,796%, a da sensibilidade 94,540% e a do parâmetro F-measure 
92,096%. Estes valores correspondem a uma diferença na precisão das classificações igual de 
6,091%, na sensibilidade igual a 6,743% e no F-measure igual a 0,176%. 
Apesar das diferenças nos valores da sensibilidade e F-measure não serem muito alar-
mantes, procurou-se compreender a razão destas discrepâncias e das diferenças evidentes entre a 
classificação do algoritmo proposto comparativamente à gerada pela segmentação de referência 
(ou seja, a segmentação manual). 
 Ao avaliar-se os resultados obtidos ao longo das diversas etapas do método de segmen-
tação proposto verificou-se que, para inúmeras bactérias, havia uma discordância significativa 
(relativamente à segmentação manual) no que diz respeito à morfologia assumida pelos dos con-
tornos dos microrganismos. Praticamente em todas as imagens, verificou-se que os contornos 
extraídos através do método de segmentação manual (e consequentemente, também os contornos 
associados ao algoritmo automático) eram bastante mais largos do que os obtidos através do pre-
sente algoritmo.  
Na da Figura 4.2, posteriormente apresentada, é possível observar-se essa diferença. Na 
parte superior da figura encontra-se (à esquerda) a imagem original e (à direita) os contornos 
NÚMERO DE IMAGENS PRECISÃO (%) SENSIBILIDADE (%) F-MEASURE (%) 
10 97,836 87,430 92,202 
8 97,158 91,264 94,059 
32 96,533 87,068 91,397 




obtidos através do novo método de segmentação proposto. Na parte inferior da figura, para com-
paração, estes contornos foram sobrepostos à imagem original (à esquerda) e à imagem segmen-
tada manualmente (à direita).  
 
 
Figura 4.2: (A) Imagem original; (B) Contornos das bactérias presentes na imagem original extraídos a 
partir do método apresentado na secção 3.3.3; (C) Sobreposição da imagem original com os contornos 
extraídos; (D) Sobreposição da segmentação manual com os contornos extraídos. 
 
No que diz respeito aos parâmetros discriminados na Tabela 4.1, a discrepância nas mor-
fologias dos contornos influencia fortemente o valor dos falsos negativos. De modo a simular 
crescentes níveis de aproximação entre a morfologia obtida manualmente e a morfologia obtida 
através do algoritmo proposto, consideraram-se quatro tipos de correção em que FN seria redu-












 e 0. Ao aplicar-se cada um 
destes ajustes obteve-se, respetivamente, um valor médio de sensibilidade igual a 90.506%, 
91.454%, 93.423%, 95.497% e 100% e um valor médio do parâmetro F-measure igual a 93.485%, 
94.002%, 95.055%, 96.138% e 98.397% - valores bastante mais satisfatórios do que os obtidos 
anteriormente. A variação do valor médio da sensibilidade e da F-measure, em função do tipo de 









Figura 4.3: Comparação da sensibilidade obtida para o algoritmo proposto considerando diferentes tipos 
de aproximações entre a morfologia dos contornos obtidos pelo algoritmo desenvolvido e a morfologia dos 
contornos definida pelos resultados da segmentação manual. 
 
 
Figura 4.4: Comparação da sensibilidade obtida para o algoritmo proposto considerando diferentes tipos 
de aproximações entre a morfologia dos contornos obtidos pelo algoritmo desenvolvido e a morfologia dos 
































4.3 Análise de resultados 
O algoritmo de segmentação desenvolvido, tendo em consideração o conjunto de imagens 
testado, apresenta uma precisão média de classificação igual a 96,887%, uma sensibilidade média 
igual a 87,797% e um valor de F-measure médio igual a 91,920%. Estes valores, obtidos para 
cada uma das imagens analisadas, encontram-se discriminados na Tabela 4.1. Entre os diferentes 
tipos de agrupamento de bactérias considerados, verificou-se que a eficiência da classificação 
obtida (combinando os três parâmetros de validação analisados) foi consideravelmente maior para 
os casos em que as bactérias se encontravam agrupadas em pares.  
Ao comparar-se a eficiência do algoritmo implementado com a de um segundo algoritmo 
(automático) desenvolvido pelo LBD para segmentar o mesmo tipo de imagens, verificou-se que 
a precisão deste último era (em 6,091%) inferior à do algoritmo desenvolvido, a sensibilidade 
(em 6,743%) superior e o valor de F-measure praticamente o mesmo (sendo apenas superior em 
0,176%). No entanto, apesar do algoritmo automático possuir um elevado número de píxeis coin-
cidentes com o resultado da segmentação manual, inspecionando visualmente os resultados obti-
dos, verificou-se que numa grande parte das bactérias não se encontravam corretamente segmen-
tadas.   
Na Figura 4.5, são apresentados quatro conjuntos de bactérias segmentados. Para cada 
exemplo considerado, à esquerda é possível visualizar-se o resultado da segmentação automática 
e à direita o resultado obtido através da aplicação do método de segmentação desenvolvido. Ob-
servando cada caso discriminado na figura é possível concluir que a aplicação do algoritmo auto-
mático conduz, em muitos dos casos, à subsegmentação das imagens. Na prática, isto significa 
que, através deste método, são detetadas menos bactérias do que aquelas que realmente existem. 
Através do método de segmentação desenvolvido, por ser necessário indicar o centro de cada 
bactéria presente na imagem, este problema é fortemente atenuado.  
Ao detetar-se uma discrepância entre a morfologia dos contornos das bactérias obtidos 
através do método de segmentação proposto e da segmentação de referência, avaliou-se o efeito 
que uma série de ajustes exerceria na eficiência do algoritmo. O objetivo destas correções seria 
aproximar cada vez mais as morfologias dos contornos detetados através destes dois métodos. 
Verificou-se que, consoante o tipo de ajuste aplicado, o valor médio do parâmetro F-measure (o 
qual mede a qualidade do algoritmo) poderia aumentar até 98.397%. Esta correlação pode ser 





Figura 4.5: Comparação entre alguns dos resultados de segmentação obtidos pelo algoritmo automático 
desenvolvido pelo LBD (para cada exemplo, à esquerda) e os resultados obtidos através da aplicação do 
algoritmo de segmentação proposto no âmbito desta tese (para cada exemplo, à direita). 
 
Apesar dos resultados obtidos serem bastante satisfatórios existem três fatores principais 
que podem afetar consideravelmente a eficiência do algoritmo proposto: 
 
1. A elevada diversidade de tamanhos e morfologias das bactérias apresentadas na 
imagem; 
2. A iluminação insuficiente e um elevado nível de desfocagem das imagens; 
3. O local onde é efetuado o clique central por parte do utilizador;  
 
Dos três parâmetros mencionados anteriormente, aquele mais afeta os resultados obtidos 
através do novo método de segmentação proposto é o terceiro. Quando as bactérias se encontram 
isoladas ou até mesmo aglomeradas em pares, pequenas variações no local onde o clique central 
é executado não alteram significativamente os resultados obtidos. No entanto, para maiores agru-
pamentos do que estes, um clique mal executado poderá afetar não só a segmentação da bactéria 
indicada mas também a segmentação do conjunto de bactérias adjacentes a esta. Como tal, é ful-
cral o utilizador estar consciente desta restrição e procurar selecionar as bactérias clicando tão 
mais próximo do centro de cada microrganismo quanto possível. Apesar deste inconveniente, o 




casos, ser mais eficiente do que o algoritmo automático paralelamente analisado. Comparativa-
mente ao manual, a eficiência do algoritmo desenvolvido, atualmente, é consideravelmente me-
nor. No entanto, o número de interações necessárias passou para metade e, não exigindo outro 
tipo de ajustes por parte do utilizador, o tempo necessário para a segmentação de cada imagem 
conseguiu ser reduzido de horas ou (em alguns casos) inclusivamente dias para apenas alguns 
minutos. Através da aplicação de alguns ajustes futuros na morfologia dos contornos detetados 
pelo presente algoritmo seria possível aumentar significativamente o nível de compatibilidade da 



























5.1 Considerações finais 
O principal objetivo associado à elaboração desta tese consistiu na criação de um novo 
método de segmentação a ser aplicado a um conjunto alargado de imagens microscópias da E. 
coli. Estas imagens foram obtidas por microscopia de contraste de fase e facultadas pelo LBD 
(Laboratory of Biosystem Dynamics) da Tampere University of Technology.  
O procedimento de segmentação desenvolvido baseou-se num conjunto de informações, 
conhecidas a priori, que permitiram descrever geometricamente a morfologia destas bactérias. 
Com base nestes dados, desenvolveu-se um algoritmo semi-automático que, para cada microrga-
nismo presente na imagem, procurou preencher os seus contornos através de uma sequência finita 
de círculos. O primeiro círculo gerado para cada E. coli é inicializado, através de um clique, num 
dado ponto da imagem indicado pelo utilizador como sendo o centro da bactéria. Posteriormente, 
as dimensões desta figura geométrica são ajustadas bem como o posicionamento do seu centro. 
Depois desta etapa estar concluída, inicia-se um processo cíclico através do qual novos círculos 
(de igual dimensão) são sucessivamente gerados e ajustados até que se preencha por completo o 
interior de todas as bactérias identificadas. De modo a distinguir cada microrganismo presente na 
imagem e posteriormente avaliar a qualidade da segmentação, atribuiu-se uma cor distinta a cada 
um deles. 
Visando a atenuar o ruído que se sobrepunha inicialmente às imagens de estudo, aplicou-
se um filtro de média como método integrante da etapa de pré-processamento das imagens. De 









binarização da mesmas (baseada no método de Otsu) seguida de uma convolução com um filtro 
Laplaciano. 
 De modo a facilitar a aplicação do algoritmo proposto, projetou-se e desenvolveu-se uma 
interface gráfica do utilizador (GUI). Para além da hipótese de se proceder à segmentação das 
bactérias, neste ambiente foram incluídas diversas ferramentas de processamento e análise de 
imagens. O conjunto de elementos incluídos nesta interface encontra-se discriminado no capítulo 
3.1. 
Ao aplicar-se o algoritmo desenvolvido a um conjunto composto por 50 imagens distintas, 
obteve-se uma percentagem de êxito (medida pelo parâmetro F-measure) igual a 91,920%. Após 
ter-se avaliando visualmente os resultados de segmentação obtidos, este valor revelou-se bastante 
aquém das espectativas. Depois de se investigar a causa desta discrepância descobriu-se que o 
problema consistia em diferentes interpretações daqueles que tinham sido considerados os con-
tornos das bactérias. Ao simular-se uma aproximação entre estes limites, previu-se que a eficiên-
cia do algoritmo pudesse aumentar até 98.397%.  
Comparativamente à segmentação manual, esta técnica releva-se bastante menos demorada 
e intensiva do ponto de vista da interação requerida por parte do utilizador. Comparativamente a 
outros métodos automáticos desenvolvidos, como por exemplo o método considerado na análise 
de resultados, esta técnica veio solucionar, na maioria dos casos, o problema frequente da sub-
segmentação das imagens.   
Um dos principais fatores que condicionam a qualidade da segmentação obtida através do 
algoritmo desenvolvido relaciona-se com a posição do clique inicial efetuado pelo utilizador. 
Caso se selecione, através desse evento, um ponto da imagem que significativamente distante do 
centro da bactéria (tanto longitudinalmente como transversalmente) o resultado da segmentação 
da mesma bem como o do conjunto em que esta se insere, pode ficar seriamente comprometido. 
Para além deste fator, caso a direção definida inicialmente como a de propagação dos círculos na 
bactéria não seja a correta e os ajustes não forem suficientemente abrangentes para corrigir este 
erro, o resultado da segmentação pode ser semelhantemente afetado. 
Ao longo deste projeto foram identificados alguns pontos que poderiam ser melhorados por 





5.2 Desenvolvimentos futuros 
Um dos pontos fulcrais a ser trabalhado no algoritmo proposto consiste em aproximar o 
processo da deteção dos contornos das bactérias desenvolvido à metodologia atualmente adotada 
pelo LBD. Através deste ajuste, deixaria de existir uma discrepância tão grande entre os contornos 
obtidos através dos dois métodos e por isso, consequentemente, o número de píxeis coincidentes 
iria aumentar. Esta alteração, tal como mencionado anteriormente, traduzir-se-ia, por si só, num 
aumento considerável na eficiência da segmentação. 
O processo associado à propagação dos círculos na bactéria é um procedimento que de-
pende fortemente da ordem através da qual cada bactéria do conjunto selecionado vai sendo pre-
enchida e da direção de propagação inicialmente definida para cada microrganismo. Este pro-
cesso, embora funcione bastante bem para conjuntos mais reduzidos de bactérias, quando apli-
cado a conjuntos significativamente maiores e mais complexos, por vezes falha. Assim sendo, 
seria necessário futuramente otimizar-se a ordem pela qual as bactérias vão sendo preenchidas 
bem como o processo através do qual se define a direção de propagação inicial da bactéria. Á 
partida, através deste melhoramento, seria possível eliminar ou, pelo menos, reduzir bastante a 
quantidade de ajustes necessários, o que se traduziria numa diminuição do tempo de processa-
mento associado a este método de segmentação.  
 Por último, na interface, deveriam ser implementadas e introduzidas duas novas funciona-
lidades: uma delas, que possibilitasse (de forma cíclica) selecionar um dado conjuntos de bacté-
rias e visualizar o resultado da segmentação desse agrupamento até que o utilizador desse por 
terminada a tarefa; a segunda, que permitisse anular o último resultado de segmentação obtido. 
Estes dois métodos, aplicados alternadamente, permitiriam corrigir eventuais erros de segmenta-
ção gerados para um determinado grupo de bactérias evitando que essa segmentação errónea pon-
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