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The class of edge intersection graphs of a collection of paths in a tree (EPT 
graphs) is investigated, where two paths edge intersect if they share an edge. The 
cliques of an EPT graph are characterized and shown to have strong Helly 
number 4. From this it is demonstrated that the problem of finding a maximum 
clique of an EPT graph can be solved in polynomial time. It is shown that the 
strong perfect graph conjecture holds for EPT graphs. Further complexity results 
follow from the observation that every line graph is an EPT graph. The class of 
EPT graphs is equivalent to the class of fundamental cycle graphs. 0 1985 Academic 
Press, Inc. 
1. INTR~DUCTI~N 
Let 9 be a collection of nontrivial simple paths in a tree T. We define its 
edge intersection graph r(9) to have vertices which correspond to the 
members of 9, and we join two vertices if their corresponding paths share 
an edge. An undirected graph G is called an edge intersection graph of paths 
in a tree, or EPT graph, if G = r(9) for some 9 and T. We call 9 an EPT 
representation for G. Figure 1 shows a collection of 5 paths and their EPT 
graph. Note that if two paths intersect (in a single vertex), they do not 
necessarily edge intersect. It can be shown that the class of EPT graphs is 
equivalent to the class offundamental cycle graphs introduced by Syslo [21, 
221. 
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FIG. 1. A tree T and the EPT graph r(.?) for the collection of paths .? = (I’, , P,, P,, 
p4, p51. 
We might think of T as a communications network and the paths as 
message routes competing for use of the network. Two paths conflict if they 
both require the use of some same link. Our EPT graphs model this notion of 
conflict. For example, a coloring of the vertices of the EPT graph, where 
adjacent vertices receive different colors, corresponds to a scheduling of the 
messages where each color represents a different time interval and messages 
whose routes conflict are scheduled at different times. 
At first glance, EPT graphs look like simple analogues of path graphs, i.e., 
the vertex intersection graphs of paths in a tree, which have been studied in 
[5, 191. This turns out not to be case. Not only are these two classes of 
graphs different, but while polynomial time recognition algorithms are 
known for path graphs, we have shown in [S] that recognizing EPT graphs is 
an M-complete problem. 
Our study of EPT graphs originated with a problem posed by John Klin- 
cewicz (personal communication) in connection with solving convex 
separable network flow problems. He asked how one may select, from a 
specified collection F of nonedges of a tree T, a subset S of largest possible 
size such that no two cycles of the graph T U S share an edge. In Section 6 
we will show that this problem is equivalent to finding a maximum stable set 
in an EPT graph. A maximum stable set is a subset of vertices of maximum 
size such that no two elements are adjacent, and when restricted to EPT 
graphs can be found in polynomial time [24]. 
In Section 2 we define the strong Helly number of family of sets and 
present a preliminary result on paths in trees which generalizes an obser- 
vation of Syslo [23]. We begin our investigation of EPT graphs in Section 3 
by analyzing the local structure of paths going through a fixed vertex of T. 
This yields a variety of criteria to recognize when a graph is not EPT. We 
prove that every line graph is an EPT graph. However, no complete charac- 
terization of EPT graphs is known. In Section 4 we show that the strong 
perfect graph conjecture holds for EPT graphs. In fact, an EPT graph is 
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perfect if and only if it contains no odd holes. The maximal cliques of an 
EPT graph are characterized in Section 5 and are shown to have strong 
Helly number 4. We demonstrate that one can find a maximum clique of an 
EPT graph in polynomial time. Our concluding remarks are given in 
Section 7. 
2. DEFINITIONS AND PRELIMINARIES 
Let 9 = (SiJis, be a collection of subsets of a set S. We say that 9 has 
Helly number h if, for all J G I, 0 {Si ] i E J} = 0 implies that there exist h 
indices i, ,..., i, E J such that Sil n . . . n Si, = 0. It is well known that any 
collection of subtrees of a tree (and therefore any collection of paths of a 
tree) has Helly number 2. (See Berge [2, p. 3991.) We now introduce a 
notion which is stronger than the Helly number. 
The collection Y is said to have strong Helly number s if, for all J G 1, 
there exist s indices i, ,..., i, E J such that 
Clearly, the Helly number is less than or equal to the strong Helly number. 
THEOREM 1. (i) A finite collection of closed intervals on a line has strong 
Helly number 2. 
(ii) A finite collection of paths in a tree has strong Helly number 3. 
(iii) A finite collection of subtrees of a tree with k leaves has strong 
Helly number at most k. 
Remark. Statement (ii) generalizes an observation of Syslo [23] who 
also shows that (i) fails for infinite collections. 
Proof. (i) This will follow from (iii). 
(ii) Let 9 = {PiI i E I} be a finite collection of paths in a tree T. For 
any J c 1, choose some i, E J and define P[ = Pi n PjO. Now the PI are 
intervals on the path Pi0 so by (i) there exist i,, i, E J such that Pi, n Pf, = 
n {P,lliEJ- {i,,}}. Therefore, 
Pi0 n Pi, n Pi, = Pi, n (P;, n PfJ 
=Pt,n (fl {P;jiEJ- {iO\)) 
= fJ {Pi,nPi(iEJ- {i,}} 
=n {PiliEJ} 
and the strong Helly number of .Y is 3. 
EDGE INTERSECTION GRAPHS 11 
(iii) Let & = { Ti] i E I} be a finite collection of subtrees in a tree T 
with k leaves, and let U = n {Tili E J} for some Jc_ I. The case U = 0 
follows from Helly number 2. Suppose U # 0, and let xi ,..., x, (I < k) be the 
leaves of the tree U. (The tree U, as a subtree of T, generally has less than k 
leaves.) Furthermore, let 2, denote the set of neighbors of xj which are not in 
U. Of course the sets Zj are disjoint. We will show that the strong Helly 
number of & is at most Cj=, ]Z,] which will prove (iii). For each z E Zj, 
there exists a subtree T(z) E {Tit i E J} which does not contain the edge (xj, 
z) (for otherwise (xj, z) would be in v). Therefore, U = n { T(z)[z E Zj, 
j = l,..., 1). I 
In Section 5 we will show that the maximal cliques of an EPT graph have 
strong Helly number 4. Other results about the strong Helly number of 
families of sets are implicit in the work of [ 10, 111. 
3. THE LOCAL STRUCTURE OF EPT GRAPHS 
In this section we determine a number of properties of EPT graphs and 
give examples of graphs which are not EPT graphs. We examine the local 
structure of paths passing through a given vertex of the tree, and show that 
these locally EPT graphs are equivalent to the line graphs of multigraphs. 
We begin with a simple yet important example. 
The chordless cycle on n vertices, denoted by C, is an EPT graph. The 
representation for C, shown in Fig. 2 is called a pie. Formally, apie is a star 
subgraph of T with n edges (a,,, b), (a,, b),..., (a,-,, b) such that each 
“slice” (ai, b) U (pi+, , b) for i = 0, I,..., n - 1 is contained in a different 
member of 9. (Addition is assumed to be modulo n.) The following theorem 
shows that this is essentially the only representation for C,. 
THEOREM 2. If an EPT graph G = r(9) contains a chordless cycle 
c= [x0, XI,..., X”-I, x0] (n > 4), then T contains a pie on these n vertices. 
FIG. 2. An edge intersection representation for the chordless cycle C,. 
12 GOLUMBIC AND JAMISON 
Proof Let Pi be the simple path in T corresponding to xi. Choose an 
edge ei E Pin Pi+, and let ci be an endpoint of e,. 
Claim. For all i and j, Pi and Pj share a common vertex. Suppose Pi and 
Pj do not share a vertex for some i and j, so in particular ) i - jl > 2. Let P be 
the simple path in T from ci to cj. On one hand, P is contained in the subtree 
Pi,,U **. U Pi and, since Pi and Pj do not share a vertex, there exists an 
edge e E (P-Pi - Pj)n P, for some i < k <j. On the other hand, P is 
contained in the subtree Pi+ 1 U . . . U Pi, but the edge e cannot be in any P, 
for j + l,< I< i. This proves the claim. 
Finally, since paths in a tree have Helly number 2, there is a vertex b E P, 
for all m. Choosing vertices ai such that (ai, b) E Pin Pi+, we obtain a pie 
which realizes C. I 
By Theorem 2, a vertex y of G may be adjacent to at most 4 vertices of a 
given chordless cycle C. Moreover, the pie which represents C restricts how 
these adjacencies may occur. This is stated in the following corollary which 
can easily be proven. 
COROLLARY 3. If G is an EPT graph, then for every chordless cycle 
c= [xg, XI,..., X,-I, x0] (n > 4) and every vertex y & C exactly one of the 
following holds: 
(0) Adj(y)nC=0 
(i) Adj( y) n C = {xi} for some i, 
(ii) Adj(y)n C= {xi,xitl} for somei, 
(iii) Adj(y)n C= (x~,x~+~, xi+*} for some i, 
(iv) Adj(y)nC= {xi, x~+~, xj, x~+~} for some i andj, 
where Adj (y) denotes the set of vertices adjacent to y. 
Corollary 3 immediately implies that the graphs in Fig. 3 are not EPT 
graphs. The two graphs in Fig. 4 also fail to be EPT although they do satisfy 
the conclusion of the corollary. We argue as follows. For either graph, by 
Theorem 2, any representation of Gi must contain a pie on the cycle 
C = [2, 5, 1,4,2] as shown in Fig. 5. Now, Adj(0) n C = (2,4,5 }, so e, U 
e, E P,. Since 3 is adjacent to both 0 and 1, P, must contain exactly one of 
FIG. 3. Some graphs which are not EPT graphs. 
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FIG. 4. Additional non-EPT graphs. 
ez and e3 as well as exactly one of e, and e,. But this implies that P, and P, 
share an edge and yet 2 and 3 are not adjacent in Gi, a contradiction. 
COROLLARY 4. If G is an EPT graph, then its complement C? cannot 
contain a chordless path P, on k > 6 vertices. 
ProoJ: This follows from the observation that G, of Fig. 4 is precisely 
Fe. 
Remark. Corollary 4 implies that an EPT graph may not contain the 
complement of a chordless n-cycle for n > 7. This is best possible since c, is 
an EPT graph, as illustrated in Fig. 6. 
In a pie all paths share a common central vertex. Let us pursue this idea 
further. We call G a local EPT graph if it is the EPT graph of a collection of 
paths 9 which all share a common vertex. This special class of EPT graphs 
is equivalent to the well-known class of line graphs of multigraphs. Let H be 
a multigraph, that is, an undirected graph with multiple edges allowed. The 
line graph L(H) of H has vertices corresponding to the edges of H with two 
vertices adjacent in L(H) if their corresponding edges of H share an 
endpoint. Finally, we say that a graph G has a 2-labelling if we can assign 2- 
element subsets of a set S to the vertices such that two vertices are adjacent 
if and only if their corresponding sets intersect. 
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FIG. 6. An edge intersection representation for the graph c,. 
THEOREM 5. The following statements are equivalent: 
(i) G is a local EPT graph, 
(ii) G is a line graph of a multigraph, 
(iii) G has a 2-labelling. 
Proof: (i) * (iii) Let G = r(9), where 9 = {P, ,..., P,} is a collection of 
nontrivial paths in a tree T which all pass through the vertex v, and let 
S = {e, ,..., e,} U { l,..., n ), where the e, are the edges of T which have v as 
one endpoint. We define a 2-labelling of G as follows: If P, uses two of the 
edges ei and ej, then its label is the set {ei, ej}. If P, uses only one edge ei, 
then its label is the set {ei, k}. Clearly, two paths P, and P, share an edge in 
T if and only if their labels intersect. 
(iii) q (ii) Assume that G has a 2-labelling. We construct H as follows: 
The vertex set of H is the union of all the labels, and (si, sj) is an edge of H 
of multiplicity t if and only if {si, sj} is the label of t vertices of G. Clearly 
G=L(H). 
(ii) * (i) Let G = L(H), where the multigraph H has vertex set {xi,..., x,,,}. 
Let T be the tree with vertices {v, x, ,..., x,} and edges (v, xi) for i = l,..., m. 
For every edge ek = (xi, xj) in H we define a corresponding path P, in T 
consisting of the two tree edges (v, xi) u (v, xi). Clearly, two paths P, and P, 
share an edge of T if and only if their corresponding edges ek and e, in H 
share a vertex. Moreover, each path P, shares the common vertex v, so G is 
a local EPT graph. I 
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The following computational complexity results, which are known to hold 
for line graphs immediately apply to EPT graphs. 
COROLLARY 6. The problems of finding a minimum clique cover and 
finding a minimum coloring of an EPT graph are NP-complete. 
Remark. The minimum coloring part of Corollary 6 is not as pessimistic 
for local EPT graphs as it may seem. The vertex coloring problem for the 
line graph L(H) (i.e., for a local EPT graph) is equivalent to the edge 
coloring problem in the multigraph H which can be accomplished to within t 
colors of optimality in polynomial time, where t is the maximum multiplicity 
of an edge in H. This follows from the proof of Vising’s theorem (see 
[ 1, 2, 161). Similarly, a well-known theorem of Shannon [20] gives an 
approximation algorithm for coloring line graphs of multigraphs that uses at 
most 3 the minimum number of colors. In [24] Tarjan extends this result to 
EPT graphs. 
4. THE STRONG PERFECT GRAPH CONJECTURE 
HOLDS FOR EPT GRAPHS 
A graph G is called perfect if for every induced subgraph H of G, the 
minimum number of colors needed to color the vertices of H equals the size 
of the largest clique in H. The strong perfect graph conjecture (SPGC) may 
be stated as follows: G is perfect if and only if G contains neither an odd 
chordless cycle of length 25 nor the complement of one. The SPGC has been 
shown to hold for several families of graphs including planar graphs [26], 
circular arc graphs [27], K,,,-free graphs [ 171, 3-chromatic graphs [28], 
toroidal graphs [9], (K4 - e)-free graphs [ 181, and circle graphs [3]. In this 
section we show that the SPGC is also satisfied when restricted to EPT 
graphs. This result was discovered independently by Lobb [ 151. The proof 
presented here is different and rather short. 
A graph G is called p-critical if it is minimally imperfect, that is, G itself is 
not perfect but every induced subgraph of G is perfect. The following result 
is needed in our argument. 
THEOREM 7 (Tucker [28]). If G is p-critical, then, for all vertices x, the 
subgraph G -N(x) obtained from G by removing x and all its neighbors is 
connected. 
We now present the main result of this section. 
THEOREM 8. The SPGC holds for EPT graphs. 
%?t! 3x I-? 
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ProoJ Parthasarathy and Ravindra [ 171 have shown that the SPGC 
holds for K,,,-free graphs. (Recently, in [4, 61, two simpler proofs have been 
given for this result.) It therefore suffices to show that ap-critical EPT graph 
is K,,,-free. 
Let G = (V, E) be a p-critical EPT graph, and let 9 = {Pv}v.,,. be a family 
of paths in a tree T satisfying G = r(9). Suppose that G contains an 
induced copy of K,,3. Let w, x, y, z be vertices of G such that {x, y, z } is a 
stable set and w  is adjacent to each of x, y, and z. Consider the 3 nontrivial 
edge disjoint subpaths P, n P,, P, n P,, and P, n P, of P,. One of these 
subpaths, say P,n P,, lies between the other two. Then any path from x to 
z in G must contain some vertex u such that P, shares an edge with P, n P, . 
Thus, the EPT graph G - N(y) = r( {PU ( u E V - N(y)}), where N(y) is the 
neighborhood of y, is disconnected with x and z contained in different 
connected components. This contradicts Theorem 7. Therefore, G must be 
K,.,-free. This proves the SPGC for EPT graphs. 1 
COROLLARY 9. An EPT graph is perfect if and only ifit contains no odd 
chordless cycle. 
Proof This follows from Corollary 4 and Theorem 8. 
COROLLARY 10 (Trotter [25]). The SPGC holds for the line graph of a 
graph. 
ProoJ This follows from Theorems 5 and 8. 1 
5. CLIQUES INEPT GRAPHS 
A clique is a subset of vertices every two of which are connected by an 
edge. In this section we characterize the manner in which maximal cliques 
arise in EPT graphs. Our characterization implies that, given a represen- 
tation 9 for an EPT graph G = r(9), the problem of finding a maximum 
clique in G can be solved in polynomial time. We then prove that the 
maximal cliques of an EPT graph have strong Helly number 4. 
Let G = r(9) be an EPT graph. For any edge e in the tree T, let 9 [e] = 
{P E 9”Je E P}. For any copy K in T of the star K,,, with 3 edges, let 
Y[K] = {P E 9 IP contains 2 edges of K}. Clearly, each 9 [e] and each 
Y’[K] corresponds to a clique in G. A clique of the form 9[e] will be called 
an edge clique and one of the form Y[K] will be called a claw clique. The 
next result shows that every maximal clique of G is one of these two forms. 
THEOREM 11. Any maximal clique C of an EPT graph G = r(Y) 
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corresponds to a subcollection of paths of the form 9[e] or 9[K] for some 
edge e in T or some 3-star K in T. 
Proof: Let C be a maximal clique of G = Z(9). Now C corresponds to a 
subcollection 4 of 9 whose members intersect pairwise in at least one edge 
of T. Let Q = fl {PIPE U}. By Helly number 2, Q is nonempty, and by 
strong Helly number 3 (Theorem l(ii)) there are paths P,, P,, P, E SF such 
that Q = P, n P, n P,. If Q contains an edge, then C is an edge clique. 
Otherwise, Q consists of a single vertex q, and there must be a 3-star K with 
center q and edges (q, x,) E P, ~7 P,, (q, x2) E P, n P,, (q, x,) E P, n P, . 
Since any other path P E Q must share an edge with each of the Pi 
(i = 1,2,3,) and go through q, it follows that P must contain 2 of the 3 edges 
(q, xi). Therefore, C is a claw clique. a 
Just as Theorem 2 enabled us to construct non-EPT graphs involving 
chordless cycles, Theorem 11 allows us to build non-EPT graphs from 
cliques. We leave it to the reader to verify that the graph in Fig. 7 is not an 
EPT graph. 
COROLLARY 12. The problem offinding a clique of maximum cardinality 
can be solved in polynomial time for EPT graphs. 
Proox Enumerating all edge cliques of an EPT graph G = Z(9) can be 
done in O(tn) time, where t and n are the number of vertices in T and G, 
respectively. This is easily accomplished by traversing each path P E 9 and 
maintaining a list for every edge e in T of those paths which pass through e. 
From these lists all claw cliques can then be enumerated in O(t’n) time. 
Then the largest clique is chosen. 1 
Remark. The method for finding a maximum clique presented here 
assumes that an EPT representation for G is given. This is a reasonable 
assumption in most applications. It is unlikely that one can efficiently 
construct an EPT representation for an arbitrary EPT graph, since it is an 
NP-complete problem to recognize EPT graphs [8]. Nevertheless, if an 
oracle reports that G is an EPT graph, then one may use a standard clique 
enumeration algorithm which runs in time polynomial in the number of 
FIG. 7. A non-EPT graph constructed from Theorem 11. 
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maximal cliques and simply choose the largest. This is possible since an EPT 
graph has at most O(n”) maximal cliques. 
The cenfer of a claw clique 9[K] is defined to be the central vertex q of 
K. Note that all paths in the clique contain its center. 
LEMMA 13. 1f9[Ki] (i= l,..., n) are claw cliques with the same center q 
and have nonempty intersection, then there are vertices r, s, v,, v~,..., v, in T 
such that Ki is the 3-star induced by {q, r, s, vi}. 
Proof Let P E .9 be in the intersection of all P[K,], and let (q, r)U 
(q, s) = P n K, . For j = 2 ,..., n, since P n Ki consists of exactly two edges, 
and since P may contain at most 2 neighbors of q, it follows that (q, r)U 
(q, s) = P n Kj. Finally, let vi be the remaining vertex of Ki . a 
The next theorem shows that the maximal cliques of an EPT graph have 
strong Helly number 4. 
THEOREM 14. Given any collection of n maximal cliques of an EPT 
graph, there are some 4 of these cliques whose intersection is the same as the 
intersection of all n of the cliques. 
Proof Let ZZ, denote the statement of the theorem, where n, through Z14 
are trivially satisfied. First we note that n, and 17, imply 17,+ i. Indeed, let 
the cliques be C,, C, ,..., C,+ i. Some 4 of them, say C, ,..., C,, satisfy 
C,nC,nC,nC,=C,n...nC, (1) 
by n,. Now of C,, C,, C,, C,, C,,, some 4 of them have the same inter- 
section as all 5 by II,, and since (C, n C, n C, n C,) n C,, I = 
(c,n . . . nCJnc,+, by (l), it follows that l7,+ i is satisfied. Thus, to 
prove the theorem it suffkes (by induction) to prove fls. 
Let F = {C,, C,, C,, C,, C,} be a collection of 5 cliques of an EPT graph 
G = r(,Y)). We must show that there are 4 (or fewer) of these Ci whose inter- 
section is contained in the remaining cliques of F. Of course this is trivial if 
any 4 have empty intersection. Therefore, we may assume that the members 
of F are distinct and no 4 have empty intersection. Furthermore, we may 
assume that all the Ci are claw cliques by the following argument: If 
Ci = ,P[e] is an edge clique, subdivide the edge e with a new vertex q and 
attach a new pendant edge to q. Then Ci will be a claw clique with center q. 
Case I. There are 3 claw cliques in F with the same center. Let C,, C,, 
C, be the 3 claw cliques with center q, and let r, s, vi , v2, vj be as in 
Lemma 13. By Lemma 13, it is clear that any path in C, n C, contains both 
edges (q, r) and (q, s) and hence is also in C,. Thus, 
C,nc,nc,nc,=c,nC,nc,nC,nc,. 
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Case II. At most 2 claw cliques in F have the same center. Let C, , C,, 
C, be 3 claw cliques with different centers ql, q2, q3. Since C, n C, n C, is 
nonempty, they have a path P in common and their centers q, , q2, q3 all lie 
on this path. Let q3 lie between q, and q2, and let C, = <P[K]. 
Since P E C,, it follows that 2 of the edges of K are in P. Therefore, any 
path Q E C, n C, must pass through these two edges of K, and hence 
Q E C,. Thus, we have shown that C, f7 C, E C, which implies that 
C,nc,nC,nc,nCC,=C,nCC,nC,nc,. I 
6. AN APPLICATION 
It is well known that if a and b are nonadjacent vertices of a tree T, then 
adding the edge (a, b) to T will create a unique cycle consisting of the path 
P(a, b) from a to b in T and the new edge (a, b). The following 
combinatorial problem has been posed by John Klincewicz (personal 
communication) in connection with solving convex separable network flow 
problems. 
Let F be a collection of pairs of nonadjacent vertices of a tree T. We may 
regard F as a set of nonedges which are candidates to be added to T. Find a 
subset S of F or maximum cardinality such that no two cycles of TU S 
share a common edge. 
We will show that this problem is equivalent to the stable set problem on 
EPT graphs. 
Let F be a collection of pairs of nonadjacent vertices in a tree T. Two of 
these pairs (a, b) and (c, d) are said to conflict if adding both (a, b) and (c, d) 
to T would create two cycles which share an edge. Let G be the graph 
consisting of the vertex set F and edges joining conflicting members of F. 
The graph G is called the fundamental cycle graph of F, and was introduced 
by Syslo [21]. It is easy to see that (a, b) and (c, d) conflict if and only if the 
paths P(a, 6) and P(c, d) share a common edge. Thus, G is equivalent to the 
EPT graph T({P(a, b)((a, b) E F)). The following theorem shows that we 
may add to T any subset of mutually nonconflicting members of F without 
creating any overlapping cycles. 
THEOREM 15. Let G be the fundamental cycle graph of F. A subset 
S c F is a stable set of G if and only if no two cycles of TVS share a 
common edge. 
ProojI Syslo (personal communication) reports that this result follows 
easily by the fact that the cycles created by adding S to T form a cycle basis 
of TV S. We present a short proof here for the sake of completeness. 
Let S be a stable set of G. By the definition of the conflict graph, those (S 1 
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cycles of TV S consisting of a simple path in T and one member of S 
certainly do not share any common edges. We will show that these are the 
only cycles of TU S. Suppose TU S has another cycle C which must of 
course contain at least two members of S. Consider the closed path C’ 
obtained from C by replacing each edge (x, y) E C n S by the path P(x, y). 
Now C’ may not be simple, but it does contain a cycle. However, C’ c T 
which contradicts the fact that T is a tree. Therefore, C does not exist. Thus, 
if S is stable, then no two cycles of TV S share a common edge. The 
converse statement is immediate. I 
Theorem 15 shows that the Klincewicz problem stated above is equivalent 
to the problem of finding a maximum stable set of an EPT graph. Tarjan 
[24] has shown that there exists a polynomial time algorithm to find a 
maximum stable set for EPT graphs. 
7. CONCLUDING REMARKS 
It is natural for one to wonder what classes of graphs arise as (I) the edge 
intersection graphs of paths in an arbitrary graph or (II) the edge 
intersection graph of subtrees of a tree. The answer, in both cases, is that we 
can obtain all possible graphs. 
Let G be any undirected graph. 
(I) Construct a graph H consisting of disjoint edges e, ,..., e, which 
are in one-to-one correspondence with the edges of G, a stable set S, of size 
deg(v) + 1 for each vertex 2, of G, and a path P, of each v which includes S, 
and those edges ei of H which correspond to edges of G incident with v. (See 
Fig. 8.) The edge intersection graph of the paths (P,} is G. 
(II) Construct a tree T consisting of a star with edges e,,..., e, which 
are in one-to-one correspondence with the edges of G. The subtree T,, for a 
vertex v of G includes exactly those edges e, of T which correspond to edges 
of G incident with v. The edge intersection graph of the subtrees {T,} is G. 
Edward Scheinerman (personal communication) kindly pointed out 
W 
X A 2 3 
y 4 = 
G 
FIG. 8. A graph G and the graph H obtained from G in construction (I). 
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construction (I) to the authors. Problem (II) is also answered in [ 121, and 
edge intersection graphs are considered in [ 131. 
Problem (I) becomes nontrivial however if L? is assumed to be a set of 
closed paths (cycles) of G which form a cycle basis of G. In this case, r(Y) 
is called a cycle graph, see [21, 221. In currently ongoing research, Bruno 
Simeone has been investigating the problem of deleting the minimum number 
of edges from a tree such that all paths in a collection .Y are broken. In a 
private communication (January 30, 1981) he reported showing that this 
problem i-s M-complete. We wonder what other interesting problems 
involving paths in a tree have been looked at recently. 
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