Nutrient intake is often measured with error by commonly used dietary instruments such as the food frequency questionnaire (FFQ) or 24-hour recall. More accurate assessments of true intake are obtained by using weighed diet records, in which subjects record what they eat on a real-time basis, but these records are expensive to administer. Validation studies are often performed to relate "gold standard" intake to intake according to surrogate instruments and to correct relative risk estimates obtained in the main study for measurement error. Most measurement error correction methods use validation study data at the nutrient level. However, subjects almost always report intake at the food rather than the nutrient level. In addition, the validity of measurement of different foods can vary considerably; it is relatively high for some foods (e.g., beverages) but relatively low for others (e.g., meats, vegetables). This differential validity could be incorporated into measurement error methods and potentially improve on nutrient-based measurement error methods. In this paper, the authors discuss correction methods for food-based measurement error and apply them to study the relation between FFQ intake in 1980 and incident breast cancer in 1980-1994 among approximately 89,000 women in the Nurses' Health Study, in whom approximately 3,000 incident breast cancers were observed. Am J Epidemiol 2001;154:827-35.
The role of diet in disease processes is of great scientific interest. One limitation in assessing associations between diet and disease is the often-large measurement error in reported dietary intake, which arises from two major sources. First, there is random within-person variation in reported dietary intake based on commonly used instruments such as a food frequency questionnaire (FFQ) or a 24-hour recall. Second, even if a surrogate instrument (e.g., FFQ) were perfectly reproducible, it might not be a valid measure of true dietary intake as might be captured in a weighed diet record, in which subjects record what they eat on a real-time basis.
To address the validity issue, it is becoming common to conduct a validation study. A small subset of persons, ideally from the same population as the main study, are administered both the surrogate instrument (e.g., FFQ) and a "gold standard" instrument (e.g., diet record) and the relation between them is ascertained.
Suppose the goal of the analysis is to estimate the relation between a dichotomous disease variable D and true intake x, where x is continuous, based on the model log͓ p/͑1 Ϫ p͔͒ ϭ ␣ ϩ ␤x
One method for estimating ␤ is to use the regression calibration approach, in which true intake (x) is estimated as a function of surrogate intake (X) based on a regression function derived from validation study data and a logistic regression analysis of disease is run on x rather than actual true intake (x). It can be shown in the special case of univariate logistic regression with a single exposure measured with error, if x is linearly related to X, then the estimated ␤ is given by
where ␤ * is the estimated logistic regression coefficient of D on X from the main study, and is the estimated regression slope of x on X from the validation study (1) . Typically, x and X are nutrients of interest, such as dietary fat or alcohol.
One issue is that subjects do not directly report nutrients but instead report intakes of individual foods from which nutrients are indirectly calculated by using food composition databases. In addition, the validity of individual food items can vary considerably, with some types of foods being reported with high validity (e.g., beverages) and other types with low validity (e.g., vegetables, meats) (2) . This differential validity should be taken into account when correcting for measurement error, so that food items measured with high validity are given more weight than those measured with low validity when true nutrient indices are estimated on the basis of validation study data.
There are two major goals of this paper. First, we develop a measurement error model by using the validation study population to predict diet record food intake as a function of FFQ food intake. We also obtain an estimate of diet record nutrient intake and compare the accuracy of these estimates when food-based versus nutrient-based validation study models are used. Second, we model disease incidence as a function of estimated diet record food intake and also (separately) as a function of estimated diet record nutrient intake. We then apply these methods to prospective breast cancer data from the Nurses' Health Study.
MATERIALS AND METHODS

Statistical methods
Suppose there are N main study subjects, all of whom are disease free at baseline. At baseline, each subject fills out an FFQ with J food items and is followed for disease outcome D over some time period t. A subset, N 1 , of the main study population participates in a validation study at baseline and provides diet record information on weighed consumption of the same J food items each day during 4 weeks spaced approximately 3 months apart over a 1-year period. In addition, a repeat FFQ is administered at the end of the 1-year period so that the time frame (regarding consumption during the previous year) for the FFQ and the diet record is the same. Finally, assume there are R variables measured without error among validation study subjects.
Let 1) f ij ϭ intake of the jth food recorded on the diet record from the ith validation study subject, j ϭ 1, . . . , J; i ϭ 1, . . . , N 1 ; 2) F ij ϭ intake of the jth food noted on the repeat FFQ from the ith validation study subject, j ϭ 1, . . . , J; i ϭ 1, . . . , N 1 ; and 3) Z ir ϭ the rth variable measured without error from the ith validation study subject, r ϭ 1, . . . , R; i ϭ 1, . . . , N 1 .
We consider the following prediction model for diet record intake:
where e ij ϳ N(0, j 2 ), j ϭ 1, . . . , J. Note that equation 3 assumes normality of log diet record intake (log f ij ) conditional on log FFQ intake (log F i ) ϭ (log F il , . . . , log F iJ ) and Z i as opposed to marginal normality of log f ij . The latter is unlikely to hold for many foods for which the distributions are typically asymmetric, highly skewed, and nonnormal. Equation 3 also assumes that the association between log f ij and {log F im , Z iR } is linear. We used log transformations because the linearity assumption in equation 3 was better satisfied on the basis of examination of scatter plots when this scale was used. In addition, use of logs ensures that the estimated diet record food intake values are positive.
Using equation 3, we can estimate "true" (diet record) intake of the jth food for the ith main study subject (f ij ) conditional on F i and Z i by
If we estimate f ij byf ij , we can relate D to "true" intake of food j by using the logistic regression model
where 
and estimate the logistic regression model
We can also extend equations 5 and 7 to allow for multiple foods or nutrients, respectively, or a combination of foods and nutrients in the same model. In this case, the point estimates of regression coefficients from a single multivariate linear regression of log f i ϭ (log f i1 , . . . , logf iJ ) on log F i and Z i are the same as from separate multiple linear regressions of each food (log f ij ) on log F i and Z i based on equation 3. However, the standard errors of the regression coefficients will be different.
In general, obtaining standard errors of the regression coefficients in equations 5 and 7 is difficult analytically, in the case of both single or multiple foods/nutrients measured with error when diet record intakes are estimated by using equation 3. Instead, we use bootstrap methods, in which we perform the following:
1. First, obtain a random sample with replacement of size N 1 from the validation study population. Second, obtain a random sample with replacement of size N from the main study population. 
Similar analyses can also be run for foods based on equations 3-5.
Data analysis issues
Three data analysis issues arise in implementing the methods described in the Materials and Methods section of this paper. The first is to determine which among all available FFQ foods should be used in the measurement error model in equation 3. In the Nurses' Health Study, there were 54 foods available on both the FFQ and diet record in 1980 and 173 subjects in the validation study population. Hence, the number of variables was large relative to the number of subjects. To avoid "overfitting" the model, with resulting poor predictive power when applied to an external population (e.g., the main study), several more parsimonious approaches were considered.
One possible approach is to use only log F ij as a predictor of log f ij . This approach has the advantage of extreme parsimony but ignores the possible reduction in prediction error by using information on intake of related foods by the same person. For example, the best predictor of diet record intake of french fries was FFQ hamburger intake rather than FFQ french fries intake. Therefore, for each diet record food, the corresponding FFQ food and a set of nondietary covariates Z were forced into the model, and a stepwise-up regression was used to identify other foods that added significant (p Ͻ 0.01) predictive power to the starting model. Doing so typically resulted in prediction equations for individual diet record foods with one to five FFQ foods as predictors. One problem is that the stepwise approach may not always yield the "best" prediction model. Thus, to account for error in the variable selection process, we allowed possibly different variables to enter into the fit of the model in equation 3 for each bootstrap sample (refer to the third part of step 1 above).
A second issue is the strong assumption of linearity inherent in equations 5 and 7. Many foods and nutrients have skewed, nonnormal distributions, often with outlying values, and the assumption of linearity may be unrealistic. To address this issue, the predicted diet record foods (x ij ) and nutrients (ŝ iq ) were grouped into quintiles, and the median value of each quintile was used instead of the raw values to fit the functions
where x ij (med) and ŝ iq (med) are the quintile-specific median values corresponding to x ij and ŝ iq , respectively. In addition, categorical analyses were also performed by using dummy variables for quintiles based on predicted foods and nutrients.
A third issue concerns data quality. As a preliminary check of whether the diet record and FFQ were filled out appropriately, we computed total caloric intake based on the predicted intake of diet record foods by using equations 4 and 6 and included in the analysis only those subjects whose estimated daily total caloric intake was 600 -4,200 calories. In addition, subjects who left more than 10 blanks on the FFQ were excluded. For the remaining subjects, a food for which there was a blank was assumed to represent essentially no intake and was coded as 0.001 servings per day. This value was chosen because, in residual analyses and for most foods, the linearity assumption in equation 3 was approximately satisfied by using this coding. Otherwise, the FFQ was coded in terms of servings/day as follows: Ն6 servings/day ϭ 6.0; 4 -6 servings/day ϭ 5; 2-3 servings/ day ϭ 2.5; 1 serving/day ϭ 1.00; 5-6 servings/week ϭ 0.80; 2-4 servings/week ϭ 0.43; 1 serving/week ϭ 0.14; 1-3 servings/month ϭ 0.07; and Ͻ1 serving/month ϭ 0.001.
Sample
The population for the validation study consisted of 173 members of the Nurses' Health Study cohort. All women were aged 34 -59 years in 1980, the same year in which they filled out an FFQ that included a list of 61 foods. Between June 1980 and June 1981, participants completed a 7-day dietary record four times at approximately 3-month intervals. A repeat FFQ was administered at the end of either the third or fourth week of dietary recording. Two of the 61 FFQ foods were omitted from the analysis because data from the diet record were not comparable (e.g., other fruits, home-fried food). Data on two additional foods (low-calorie carbonated drinks and artificial sweetener) were not available at the time of analysis. Furthermore, two separate FFQ questions on meat and on pie were each combined into single items for comparability with the diet record, as detailed by Salvini et al. (2) . Finally, mean reported diet record intake of sweet potatoes was very low (0.003 servings/day) and was eliminated from the analysis. Thus, 54 foods were available for analysis.
VALIDATION STUDY ANALYSES
In a previous analysis of these data (2), the Pearson's correlation coefficient between diet record intake and FFQ intake for specific foods (based on the ln(x ϩ 1) transformation) ranged from 0.08 (spinach) to 0.90 (tea) (mean, 0.52), implying a wide variation in the validity of reporting of individual food items. For illustration, table 1 presents the relation between diet record and FFQ intake for two foods for which the measured validity was high (coffee, wine) and two foods for which it was low (carrots, hamburger). Although there was an apparent relation between diet record and FFQ intake for all food items, the correspondence between median FFQ intake and actual mean diet record intake was much stronger for coffee and wine than for carrots and hamburger.
For each of the 54 foods included, we ran stepwise-up regressions with a p value for inclusion of Ͻ0.01, with
Food-based Measurement Error Correction 829 ln(diet record intake) as the dependent variable, in which a starting model of ln(FFQ intake for the same food), age in 1980, body mass index in 1980, and smoking status in 1980 (ever/never) was used. These nondietary covariates were chosen because, in the preliminary analyses for some foods, they were significant predictors of ln(diet record intake) after adjustment for ln(FFQ intake). The results for the four foods listed in table 1 are shown in table 2 .
The two FFQ foods for which validity was high (coffee and wine) had R 2 values of 0.63-0.64, while the two FFQ foods for which validity was low (carrots and hamburger) had R 2 values of 0.06 -0.14 -a major difference. For some food items, other foods on the FFQ were predictive of diet record intake. For example, fruit punch consumption on the FFQ was negatively associated with diet record coffee consumption, even after we controlled for FFQ coffee consumption; also, beef and pork consumption reported on the FFQ was negatively associated with diet record wine consumption, even after controlling for FFQ wine consumption. The latter association may reflect the possibility that both wine consumption and avoidance of beef are indicators of a "healthy lifestyle." The nondietary covariates considered were each significantly associated with 6 -9 of the 54 diet record food items. Body mass index was negatively associated with wine consumption (p ϭ 0.017) and showed a trend toward an inverse association with carrot consumption (p ϭ 0.088), again possibly because of healthy-lifestyle associations.
Overall mean R 2 values for each of the 54 diet record food regressions are shown in figure 1 . The overall results of these regressions indicated that the validity of measuring beverages and dairy products was generally high, while that for meats and vegetables was generally low.
The 54 food regression equations were then used to calculate predicted diet record food intake for each subject in the main Nurses' Health Study based on equation 4. Furthermore, from equation 6, the predicted foods were used to calculate predicted diet record nutrient intake as derived from these 54 foods for selected nutrients. An assumption made in the Materials and Methods section of this paper was that for different foods reported on the FFQ, the validity may be different. Therefore, a more precise method of estimating diet record nutrient intake would be to weight foods that contribute to this nutrient differently Food-based Measurement Error Correction 831 according to their validity as indicated by using equation 6. A more standard approach would be to estimate diet record nutrient intake directly based on FFQ nutrient intake, irrespective of which foods the FFQ nutrient intake comes from. To implement this approach, we computed nutrient intake for the qth nutrient and ith subject based on the FFQ by
and then ran the regression
where U 1 ϭ age (years), U 2 ϭ (body mass index Ϫ 23 kg/m 2 ), U 3 ϭ smoking status (ever/never), and e* iq ϳ N(0, q
2*
). An alternative estimator of diet record nutrient intake is then
To compare the food-based (ŝ iq , equation 6) with the nutrient-based (ŝ* iq , equation 11) estimator of diet record nutrient intake, we computed Spearman correlation coefficients between the actual diet record intake (s iq ) and each estimator for each of 37 nutrients available in the 1980 Nurses' Health Study database.
To assess statistical significance, we used the method of Wolfe (3) to compare dependent correlation coefficients. The results are given in table 3.
For 27 of the 37 nutrients, the food-based estimates had a higher correlation with actual diet record nutrient intake than the nutrient-based estimates. However, differences were usually, but not always, small. Significant differences were found for protein (food-based r ϭ 0.467, nutrientbased r ϭ 0.336; p ϭ 0.027) and carotene intake (foodbased r ϭ 0.446, nutrient-based r ϭ 0.368; p ϭ 0.012). Nonsignificant trends in the same direction were also found for carbohydrates (r ϭ 0.684 vs. r ϭ 0.595, p ϭ 0.081), sucrose (r ϭ 0.627 vs. r ϭ 0.545, p ϭ 0.094), dietary fiber (r ϭ 0.658 vs. r ϭ 0.558, p ϭ 0.065), and folate (r ϭ 0.688 vs. r ϭ 0.587, p ϭ 0.065). Further inspection of protein intake indicated that major sources of protein were dairy foods, meat, poultry, and fish. On the FFQ, dairy foods tended to be reported more accurately than meat, poultry, and fish. This differential validity is taken into account when the food-based, but not the nutrient-based, estimation methods are used. Similar issues may hold for the other five nutrients noted above. Conversely, some nutrients were measured equally well by using either method. For example, the correlation coefficient for total fat was 0.436 for the food-based versus 0.463 for the nutrient-based regression method. The dominant components of total fat were derived from beef and poultry intake, which had similar R 2 values (figure 1). Thus, food-based and nutrient-based methods are likely to provide similar rankings for total fat. 
EXAMPLE
As an example of the methodology used, we consider several logistic regression models relating breast cancer incidence from 1980 to 1994 to estimated sucrose and alcohol intake in 1980. The rationale for this analysis is that sucrose intake is inversely associated with alcohol intake (4), and alcohol intake is an established positive risk factor for breast cancer. Therefore, we categorized estimated sucrose intake into quintiles and related breast cancer incidence to quintile of sucrose intake while controlling for age (5-year age groups), total alcohol intake (quintiles), and total caloric intake (quintiles). The results are given in table 4.
For the FFQ, after controlling for age and total caloric intake, we found significant effects of alcohol (quintile (Q)-5 vs. Q1: odds ratio (OR) ϭ 1.29, 95 percent confidence interval (CI): 1.16, 1.43; p Ͻ 0.001) and borderline significant effects of sucrose (Q5 vs. Q1: OR ϭ 0.87, 95 percent CI: 0.76, 1.01; p ϭ 0.068). After controlling for measurement error at the food level, we used equation 7 with 100 bootstrap replications to estimate the standard errors of the regression coefficients. The effect of alcohol was slightly diminished, although still statistically significant (Q5 vs. Q1: OR ϭ 1.21, 95 percent CI: 1.04, 1.42; p ϭ 0.013), while the effect of sucrose was slightly enhanced (Q5 vs. Q1: OR ϭ 0.84, 95 percent CI: 0.70, 1.01; p ϭ 0.069). There was no significant effect of total caloric intake based on either the FFQ or estimated diet record intake.
In addition to the models shown in table 4, the dummy variables for caloric intake, alcohol quintile, and sucrose quintile were replaced by single continuous variables with quintile medians (refer to equation 8), with p values interpreted as tests for trend. In addition, we also ran nutrientbased error corrections based on the quintile medians (5, 6). The results in table 5 are based on comparisons of women whose intake was at the approximate 10th versus 90th percentile.
Based on the FFQ, after adjustment for age and total caloric intake, there were significant effects for alcohol intake (OR ϭ 1.22, 95 percent CI: 1.11, 1.35; p Ͻ 0.001) and borderline significant effects for sucrose intake (OR ϭ 0.89, 95 percent CI: 0.78, 1.02; p ϭ 0.086). When the food-based error correction methods were used, the effect of alcohol intake decreased modestly, with slightly wider confidence limits (OR ϭ 1.18, 95 percent CI: 1.05, 1.33; p ϭ 0.005), while the effect of sucrose increased slightly and became statistically significant, albeit with slightly wider confidence limits (OR ϭ 0.86, 95 percent CI: 0.74, 0.99; p ϭ 0.033). With nutrient-based error correction, the estimated odds ratios for both alcohol intake and sucrose intake became stronger, although the confidence intervals became much wider than either the odds ratios based on the FFQ or the odds ratios based on food-based error correction (alcohol: OR ϭ 1.42, 95 percent CI: 1.17, 1.73; p Ͻ 0.001 and sucrose: OR ϭ 0.73, 95 percent CI: 0.37, 1.48; p ϭ 0.39). Total caloric intake was not statistically significant for either the FFQ or either method of error correction for the diet record.
DISCUSSION
Most published dietary analyses have been based on surrogate instruments with large measurement error, such as the FFQ or the 24-hour recall. Correction methods attempt to account for this measurement error but are usually performed at the nutrient level. However, subjects report intake based on individual foods with differential validity, which should be taken into account in the analysis. To the best of our knowledge, this is the first paper to consider measurement error correction at the food level. If a large number of days of diet record are available for each subject, then this approach may reduce bias relative to FFQ-based inference.
Another approach for reducing bias in FFQ-based inference is to use cumulative averages of the FFQ over multiple years (7); however, this approach assumes that the repeated measures of the FFQ have approximately equal predictive power for subsequent incident disease. Note that diet record estimates of food intake are based on average intake over 28 days per subject and thus are subject to error. However, the regression parameter estimates in the validation study regression shown in equation 3 (, ) will still be unbiased as long as average log(diet record intake) over 28 days for specific foods provides an unbiased estimate of long-term average log(diet record intake). The impact of using a small number of days of diet record is that standard errors of validation study parameters will increase, and measurement-error-corrected confidence limits will widen. ¶ Comparing women with total alcohol intake of 0.76 g vs. 17.3 g (the approximate 10th and 90th percentiles of alcohol intake on the FFQ). # Comparing women with sucrose intake of 14 g vs. 52 g (the approximate 10th and 90th percentiles of sucrose intake on the FFQ). ** Comparing women with total caloric intake of 698 calories vs. 1,074 calories (the approximate 10th and 90th percentiles of estimated diet record total caloric intake).
† † Comparing women with total alcohol intake of 1.30 g vs. 13.56 g (the approximate 10th and 90th percentiles of estimated diet record alcohol intake).
‡ ‡ Comparing women with sucrose intake of 6.97 g vs. 16.16 g (the approximate 10th and 90th percentile of estimated diet record sucrose intake).
The analyses described in this paper indicate that sucrose intake is inversely associated and alcohol intake is positively associated with breast cancer risk. A more complete analysis of these associations would consider other known breast cancer risk factors and/or other nutrients but is beyond the scope of this paper.
An assumption of the regression calibration approach based on either foods or nutrients is that measurement error from the diet record and FFQ are independent in relation to a true gold standard. To test the validity of this assumption, Spiegelman et al. (8) extended the regression calibration approach to assess the case in which the diet record was considered an alloyed gold standard relative to a biomarker considered the true gold standard. The correlation between errors in the alloyed gold standard and the surrogate with respect to the biomarker was taken into account. For all examples considered, the results from the ordinary regression calibration approach (e.g., equation 2) and the extended regression calibration approach gave virtually the same results. Finally, we included body mass index as an additional covariate in each of the food-based validation study regressions in equation 3. Hence, even if there is differential reporting bias by subjects with high versus low body mass index for specific foods (e.g., for wine consumption in table 2), this bias is taken into account when predicted diet record intake for each specific food is estimated.
In conclusion, we have presented a method of measurement error correction at the food level. Subjects report data at the food level, with differential reporting accuracy for different foods. Therefore, compared with nutrient-based error correction, our approach has the potential for more accurate prediction of disease as a function of either true food or nutrient intake, particularly when foods that make important contributions to nutrient show large differences in validity (e.g., dairy foods vs. meat or poultry as constituents of protein). In addition, our example demonstrates some notable differences between inference based on these two approaches. However, to enable this methodology to be used, validation study data should be collected and reported at the food level. This approach warrants further investigation in other study settings.
