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(57) ABSTRACT 
In an information processing apparatus, a calculation unit 
retrieves data that indicates processing periods of processes 
executed in each time window constituting an analysis period. 
The calculation unit then calculates a total processing time for 
each time window by adding up processing times spent for 
execution of processes. The calculation unit also calculates a 
total progress quantity for each time window by adding up 
progress quantities of the processes. A determination unit 
determines, based on the total processing time and total 
progress quantity of each time window, a threshold of the total 
processing times at which the ratio of an increase of the total 
progress quantity to an increase of the total processing time is 
equal to or smaller than a predetermined value. A detection 
unit detects time windows whose total processing times are 
equal to or longer than the threshold. 
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METHOD, COMPUTER PROGRAM, AND 
INFORMATION PROCESSING APPARATUS 
FOR ANALYZING PERFORMANCE OF 
COMPUTER SYSTEM 
FIELD 
2 
time window; determining, based on the total processing time 
and total progress quantity of each time window, a threshold 
of the total processing times at which a ratio of an increase of 
the total progress quantity to an increase of the total process-
ing time is equal to or smaller than a predetermined value; and 
detecting time windows whose total processing times are 
equal to or longer than the threshold. 
The embodiments discussed herein relate to a method, 
computer program stored in a computer-readable medium, 
and information processing apparatus for analyzing perfor-
mance of a computer system. 
The object and advantages of the invention will be realized 
and attained by means of the elements and combinations 
10 particularly pointed out in the claims. 
BACKGROUND 
Some of the computer systems used today include a plu-
rality of computers hierarchically organized to share the pro-
cessing workload. Computer systems of this type are called 
"multi-tier systems." The computers constituting a multi-tier 
system are referred to herein as "servers." A known example 
It is to be understood that both the foregoing general 
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention, 
15 as claimed. 
of such multi-tier systems is a three-tier system which is 20 
formed from web servers to provide user interfaces, applica-
tion servers to execute transactions, and database servers to 
manage datasets. Those servers work together to execute 
processing requests received from users and return the results 
back to the users. In this way, multi-tier systems allot a given 25 
work to a plurality of servers, so that the system workload can 
BRIEF DESCRIPTION OF DRAWINGS 
FIG. 1 illustrates an example of a system configuration 
according to a first embodiment; 
FIG. 2 is a flowchart illustrating an example procedure of 
an analysis according to the first embodiment; 
FIG. 3 illustrates evaluation of spare capacity of servers 
according to the first embodiment; 
FIG. 4 illustrates an overall structure of a transaction sys-
tem according to a second embodiment; 
FIG. 5 illustrates an example hardware configuration of a 
computer used in the second embodiment; 
be distributed among them. Multi-tier systems also permit 
their reliability and responsiveness to be improved by deploy-
ing an adequate number of computers in each tier as neces-
sary. 
In a multi-tier system such as the web three-tier system 
mentioned above as a representative example, the end user 
may experience a slow system response due to some problem 
FIG. 6 is a block diagram illustrating an example offunc-
30 tions provided by an analysis server according to the second 
embodiment; 
in a server. In such situations, it would be an important first 
step of troubleshooting to determine in which tierthe problem 35 
lies. One of the methods commonly used for this purpose is to 
measure the processing times of servers on each tier and track 
their changes over time to detect problems. 
For example, Japanese Laid-open Patent Publication No. 
2006-11683 proposes a technique that creates transaction 40 
models, collects communication messages via a switch, and 
detects a series of messages whose progress matches with one 
of the transaction models. This technique makes it possible to 
identify a set of messages constituting a specific transaction 
and analyze the identified transaction. For example, the pro- 45 
posed technique enables tracking of processing operations 
that each application executes in response to a user request 
and continues until a response is returned. 
The conventional method discussed above can be used to 
grasp the information on processing times spent by a server 50 
under analysis, but does not help in determining whether the 
server still has some headroom left in its processing capacity. 
SUMMARY 
55 
FIG. 7 is a flowchart illustrating an example of a data 
capturing process; 
FIG. 8 illustrates an example data structure of a capture 
data storage unit; 
FIG. 9 is a flowchart illustrating an example procedure of 
performance analysis; 
FIG. 10 illustrates an example data structure of a message 
data storage unit; 
FIG. 11 illustrates an example data structure of an abstrac-
tion rule storage unit; 
FIG. 12 illustrates an example of job categories of HTTP 
protocol; 
FIG.13 illustrates an example of job categories of database 
protocol; 
FIG. 14 illustrates an example message flow in which job 
categories are identified; 
FIG. 15 illustrates an example data structure of a message 
flow data storage unit; 
FIG.16 is a flowchart illustrating an example procedure of 
tier performance analysis; 
FIG. 17 illustrates a relationship between load and 
throughput; 
FIG. 18 illustrates an example of time windows; 
FIG.19 illustrates several examples ofhow execution peri-
ods are distributed to successive time windows; 
FIG. 20 illustrates an example how processes are executed 
in parallel; 
According to an aspect of the invention, there is provided a 
computer-readable, non-transitory medium storing a pro-
gram. The program causes a computer to execute a procedure 
including: retrieving data from a storage unit which indicates 
processing periods of processes executed by a target appara-
tus during a plurality of time windows constituting an analy-
FIG. 21 is a flowchart illustrating an example procedure of 
60 throughput and load calculation; 
sis period; calculating, based on the retrieved data, a total 
processing time for each time window by adding up process-
ing times spent for execution of the processes in said each 
time window; calculating, based on the retrieved data, a total 65 
progress quantity for each time window by adding up 
progress quantities of the processes executed in said each 
FIG. 22 illustrates an example data structure of a time 
window data storage unit; 
FIG. 23 illustrates an example data structure of a normal-
ized throughput value storage unit; 
FIG. 24 depicts an example of temporal changes of 
throughput; 
FIG. 25 depicts an example of temporal changes ofload; 
US 9,251,032 B2 
3 
FIG. 26 is a scatter plot illustrating example relationships 
between load and throughput; 
FIG. 27 is a flowchart illustrating an example procedure of 
saturation point calculation; 
FIG. 28 is a flowchart illustrating an example procedure of 
bottleneck isolation; 
FIG. 29 is a scatter plot illustrating an example where the 
tier is in an absolute non-saturation state; 
FIG. 30 is a scatter plot illustrating an example where the 
tier is in a non-saturation state; 
FIG. 31 is a scatter plot illustrating an example where the 
tier is in a quasi-saturation state; 
FIG. 32 is a scatter plot illustrating an example where the 
tier is in a saturation state; 
FIG. 33 illustrates an example of what factor may disrupt 
the relationship between load and throughput; 
FIG. 34 is a scatter plot illustrating an example of through-
put and load values observed in time windows in the case 
where indirect waiting times for external resources are not 
excluded; 
FIG. 35 is a scatter plot illustrating an example of through-
put and load values observed in time windows in the case 
where indirect waiting times for external resources are 
excluded according to a third embodiment; 
FIG. 36 illustrates a transaction which is stopped for a 
while by a full garbage collection; 
FIG. 37 illustrates an example data structure of a normal-
ized throughput value storage unit according to a fourth 
embodiment; 
FIG. 38 is a scatter plot where the throughput axis repre-
sents normalized per-job throughput values; 
FIG. 39 is a scatter plot where the throughput axis repre-
sents normalized per-message throughput values; 
FIG. 40 is a flowchart illustrating an example procedure of 
saturation point calculation according to a fifth embodiment; 
FIG. 41 illustrates an example data structure of a time 
window data storage unit according to a sixth embodiment; 
FIG. 42 is a flowchart illustrating an example procedure of 
spare capacity calculation; 
FIG. 43 explains spare capacity calculation; 
10 
15 
4 
mance has reached its limit when it is found that the total 
progress quantity does not increase in spite of an increase of 
total processing time. 
FIG. 1 illustrates an example of a system configuration 
according to the first embodiment. The illustrated informa-
tion processing apparatus 1 is designed to analyze each server 
constituting a web three-tier system, for example. More par-
ticularly, the information processing apparatus 1 executes a 
performance analysis of those servers via a network 2. Web 
three-tier system is a computer system that performs process-
ing operations with a plurality of servers upon request from a 
terminal 3. For example, the illustrated web three-tier system 
is formed from a web server 4, an application server 5, and a 
database (DB) server 6. 
The information processing apparatus 1 includes, for 
example, a monitoring unit la, a storage unit lb, a calculation 
unit le, a determination unit ld, and a detection unit le. The 
monitoring unit la monitors activities of the web server 4, 
application server 5, and database server 6 during a given 
20 analysis period to collect data that indicates execution times 
of each server. The monitoring unit la stores collected data in 
the storage unit lb. 
The storage unit lb provides a storage space for data indi-
cating the execution time of each process executed by the 
25 servers under analysis during the given analysis period. The 
calculation unit le retrieves this data out of the storage unit lb 
and, based on that data, calculates a total progress quantity by 
adding up progress quantities of individual processes 
executed in a time window. Here the analysis period is divided 
30 into a plurality of time windows for the purpose of analysis. 
The calculation unit le performs the above calculation for 
each such time window. The calculation unit le also calcu-
lates, based on the retrieved data, a total processing time in 
each time window by adding up the times spent to execute the 
35 processes. 
The determination unit ld determines a threshold of total 
processing time on the basis of the calculated total processing 
time and total progress quantity of each time window. Spe-
cifically, this threshold is set at a point where the ratio of an 
40 increase of total progress quantity to an increase of total 
processing time is equal to or smaller than a specified value. 
The detection unit le then detects time windows whose total 
processing times are equal to or longer than the determined 
threshold. 
FIG. 44 is a flowchart illustrating an example procedure of 
window length selection according to a seventh embodiment; 
FIG. 45 is a flowchart illustrating an example procedure of 
average processing time calculation in low workload condi- 45 
tions according to an eighth embodiment; 
With the structure described above, the illustrated system 
performs the following processing. FIG. 2 is a flowchart 
illustrating an example procedure of an analysis according to 
the first embodiment. Each step of FIG. 2 will now be 
described below in the order of step numbers. 
FIG. 46 illustrates an example of time windows extracted 
as falling below a given threshold; 
FIG. 47 is a flowchart illustrating an example procedure of 
transient throughput drop detection according to a ninth 50 
embodiment; and 
(Step Sl) The monitoring unit la monitors activities of the 
web server 4, application server 5, and database server 6 
during a given analysis period. For example, the web server 4, 
application server 5, and database server 6 transmit and 
receive messages over the network 2. The monitoring unit la 
FIG. 48 is an example scatter plot illustrating where 
unusual transient throughput drops are detected according to 
the ninth embodiment. 
DESCRIPTION OF EMBODIMENTS 
Embodiments of the present invention will be described 
below with reference to the accompanying drawings, wherein 
like reference numerals refer to like elements throughout. 
Two or more of those embodiments may be combined 
together unless there is a contradiction in their features. 
(a) First Embodiment 
According to a first embodiment, the performance analysis 
investigates relationships between average total processing 
time and total progress quantity of processes executed in each 
unit time period, and determines that the processing perfor-
55 captures those messages from the network 2. Based on the 
captured messages, the monitoring unit la obtains informa-
tion from those servers 4, 5, and 6 about how they have 
performed their respective processing operations. The moni-
toring unit la then stores those monitoring results in the 
60 monitoring results storage unit lb. 
(Step S2) Based on the data stored in the storage unit lb, the 
calculation unit le calculates total progress quantities of each 
server under analysis. Specifically, the calculation unit le 
divides the analysis period into a plurality of time windows. 
65 Then, for each time window, the calculation unit le calculates 
progress quantities of individual processes executed by each 
server during that time window. The calculation unit le adds 
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up the calculated progress quantities for each time window, 
and for each server, thereby obtaining total progress quanti-
ties. 
6 
then consumes execution times of 10 ms, 12 ms, and 21 ms in 
time window #2, which add up to 43 ms. The proportional 
distribution of a unit quantity of progress in this case results in 
a progress quantity of0.394 in time window #1and0.606 in 
time window #2. These values will also be total progress 
quantities of the application server 5 in the example of FIG. 3 
since only one process 8 is executed during time windows #1 
and #2, invoked by a single processing request. That is, the 
total progress quantity amounts to 0.394 in time window #1 
(Step S3) Based on the data stored in the storage unit lb, the 
calculation unit le calculates total processing times of each 
server under analysis. Specifically, the calculation unit le 
divides the analysis period into a plurality of time windows. 
Then, for each time window, the calculation unit le calculates 
the times that the servers spent to execute their respective 
processes during that time window. The calculation unit le 
adds up the calculated times for each time window, and for 
each server, thereby obtaining total processing times. It is 
noted here that each server may execute a plurality of pro-
cesses in parallel, and for this reason, the calculated total 
processing times may exceed the length of a time window. 
10 and 0.606 in time window #2. 
The database server 6, on the other hand, receives four 
processing requests and initiates one process for each of those 
requests during time windows #1 and #2, thus executing four 
processes 9a, 9b, 9e, and 9d in total. Here the process 9b 
(Step S4) The determination unit ld determines a threshold 
15 corresponding the second processing request is executed 
across the two time windows #1 and #2. In this case, progress 
quantities are calculated through a proportional distribution 
of a unit quantity of 1, depending on the duration of actual 
of total processing times, based on the total processing time 
and total progress quantity in each time window. Specifically, 
the determination unit ld seeks a point where the ratio of an 
increase of total progress quantity to an increase of total 20 
processing time is equal to or smaller than a specified value. 
If such a point is found, then the determination unit ld sets a 
threshold of total processing time at that point. 
(Step SS) The detection unit le detects time windows 
whose total processing times are equal to or longer than the 25 
threshold. 
processing times. As seen, the process 9b is executed for 10 
ms in time window #1 and for 24 ms in time window #2, 
which add up to 34 ms. The proportional distribution thus 
allots a progress quantity of0.29 to time window #1, and 0.71 
to time window #2. In the example of FIG. 3, the first process 
9a is completed in time window #1 and thus scores a unit 
quantity of 1. This is added together with the above-noted 
progress quantity 0.29 of the second process 9b, which makes 
a total progress quantity of 1.29 in time window #1. In time 
window #2, two processes 9e and 9d are completed and thus 
score a progress quantity of 1 for each. These two progress 
The time windows detected in this way are interpreted as 
time periods where the progress of processing is slowed 
down. In other words, the server in question falls short of 
performance margins in those time periods. If a large number 30 quantities are then added together with 0.71 of the process 9b, 
thus resulting in a total progress quantity of 2.71 in time 
window#2. 
of time windows exceeding the threshold of total processing 
time are detected in a particular server, it means that the 
server's processing capacity is running out. Conversely, if 
almost no such threshold-exceeding time windows are 
detected in a server, it means that the server still has a suffi- 35 
cient amount of spare capacity in terms of the processing 
performance. 
FIG. 3 illustrates evaluation of spare capacity of servers 
according to the first embodiment. Each server executes a 
process in response to a processing request therefor and 40 
returns a response when the requested process is completed. 
In the example of FIG. 3, the entire progress of a process from 
its request to response is expressed as a unit quantity of 1. In 
the case where a single process is executed across a plurality 
of time windows, this unit quantity, 1, is distributed among 45 
those time windows in proportion to their respective shares of 
the processing time of the process. 
Specifically, the web server 4 receives a single processing 
request and executes a process 7 in two separate periods, i.e., 
one in time window #1 and the other in time window #2. This 50 
process consumes a first execution time of 14 ms in time 
window #1 and then a second execution time of 11 ms in time 
window #2. As noted above, a unit quantity of 1 is distributed 
to those two time windows in proportion to their execution 
times. Accordingly, the progress quantity in time window #1 55 
is calculated to be 0.56, while that in time window #2 is 
calculated to be 0.44. These values will also be total progress 
quantities of the web server 4 in the example of FIG. 3 since 
only one process 7 is executed during time windows #1 and 
#2, invoked by a single processing request. That is, the total 60 
progress quantity amounts to 0.56 in time window #1 and 
0.44 in time window #2. 
The total processing time is then calculated as a sum of 
execution times spent by a server during a single time win-
dow. In the present example, the web server 4 spent a total 
processing time of 14 ms in time window #1 and a total 
processing time of 11 ms in time window #2. The application 
server 5, on the other hand, spent a total processing time of28 
ms in time window #1 and a total processing time of 43 ms in 
time window #2. The database server 6 spent a total process-
ing time of 19 ms in time window #1 and a total processing 
time of39 ms in time window #2. 
Now that the data is compiled in the above way, a threshold 
of total processing time is then calculated for each server. The 
threshold is where the ratio of an increase of total progress 
quantity to an increase of total processing time is equal to or 
smaller than a predetermined value. For example, this "pre-
determined value" is obtained by calculating the increase 
ratio of total progress quantity to total processing time in a 
time range where the observed total processing times are 
small and multiplying the increase ratio by a predetermined 
coefficient smaller than 1. 
The above threshold is then used to detect time windows 
having longer total processing times. This detection is per-
formed for each of the plurality of servers and by using their 
respective thresholds. Referring to the example of FIG. 3, the 
graphs (left andright) of the web server4 and database server 
6 indicate that only a small number of time windows are 
plotted in the region above the threshold line. Actually, such 
time windows are far less than half of the whole. By contrast, 
the graph (center) of the application server 5 indicates that 
almost all the time windows are plotted above the threshold of 
total processing time. This means that the application server 5 
has little spare capacity and has become a bottleneck in the 
The application server 5 receives a signal processing 
request and executes a process 8 in five separate periods 
during two consecutive time windows #1 and #2. More spe-
cifically, this process consumes execution times of 19 ms and 
9 ms in time window #1, which add up to 28 ms. The process 
65 web three-tier system. 
The term "bottleneck" in this context of the multi-tier 
system refers to a factor that hampers the system from 
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increasing its overall processing performance. The multi-tier 
system includes a plurality of computers to share the process-
ing workload in a hierarchical way. Isolating a bottleneck in 
such a system is to figure out which tier of the system has a 
problem when the system does not appear to perform as well 
as expected. 
As can be seen from the above description, the first 
embodiment enables determination of which servers have a 
sufficient spare capacity and which servers do not. This fea-
ture of the first embodiment makes it easier to isolate a spe-
cific server causing a bottleneck in the multi-tier system. 
While there are several conventional techniques, it has 
generally been difficult to isolate a server bottleneck in multi-
tier systems. The following section of the description will 
discuss why the conventional methods are unsuccessful in 
detecting a computer that limits the processing performance 
of a multi-tier system. 
Conventional methods applicable to bottleneck isolation 
for a multi-tier system in a working state may largely be 
divided into five categories. See the listing and brief descrip-
tion below: 
First method: Monitoring the current usage of system 
resources 
Second method: Monitoring the detailed internal activities 
of applications 
Third method: Monitoring the external behavior (e.g., 
response times and the length of stay in each tier) of 
applications running on a computer 
Fourth method: Monitoring, from some place on the net-
work, the external behavior (e.g., response times and the 
length of stay in each tier) of applications 
Fifth method: Conducting first a workload test of the sys-
tem before it goes into service, and then isolating bottle-
necks of the system in operation, based on the acquired 
knowledge about the relationship between workload and 
throughput 
Each of the above five methods will now be described in 
detail below. 
(al) First Method 
For example, a special process (often called an "agent") is 
placed on each computer in the multi-tier system under analy-
sis, and this agent process collects various measurements 
from the computer. The techniques ofthis type are referred to 
herein as the first method. The measurements include, for 
example, parameters representing how system resources are 
used in each machine, such as CPU usage and memory usage 
in the entire machine. Other examples of measurements are 
CPU usages of individual processes and the number of open 
files. 
According to the first method, the data collected in each 
computer under analysis is stored in that computer's local 
storage device for the time being. Afterwards, another com-
puter retrieves the stored data for the purpose of analysis, or 
alternatively, the computers under analysis send their data 
directly to another computer that executes analysis. In this 
way, the data is gathered for analysis, from every computer in 
a multi-tier system to a particular computer outside the multi-
tier system. That particular computer then detects a bottle-
neck if any by analyzing the data of all computers in the 
system to discover relationships among data elements. 
(a2) Second Method 
Internal information of application software is collected 
for the purpose of analysis by using some functions integrated 
in the applications themselves or by modifying the applica-
tions. This approach is referred to herein as the second 
method. Specifically, the second method collects information 
about, for example, the processing time of database queries 
8 
(in the case of database software), the number of concurrent 
user connections, start time and end time of each internal 
method, and the like. Those pieces of information may be 
obtained by sending a query from a dedicated process (e.g., 
agent) to the application ofinterest, or may be provided by the 
application itself in the form of log files and the like. 
Similarly to the foregoing first method, the second method 
temporarily stores collected data in a local storage device of 
each computer, so that another computer can retrieve the data 
10 for the purpose of analysis. Then the latter computer analyzes 
the data to detect bottlenecks. 
( a3) Third Method 
The third method monitors external behavior of computers 
15 in a multi-tier system, generally by measuring their response 
times. Response times may be measured at every tier of the 
multi-tier system. 
Specifically, the third method records transmission and 
reception of messages between an application and other com-
20 puters. This recording is accomplished by using some func-
tions integrated in that application or by modifying the appli-
cation. Then the application investigates those records to 
extract the reception timestamp of each processing request 
and the transmission timestamp of each response and calcu-
25 !ates response times from the extracted timestamps. 
Similarly to the foregoing first method, the third method 
also stores collected data in a local storage device of each 
computer, so that another computer can retrieve the data for 
the purpose of analysis. Then the latter computer analyzes the 
30 data to detect bottlenecks. 
(a4) Fourth Method 
The fourth method also monitors external behavior of com-
puters in a multi-tier system, typically by measuring their 
response times at each tier, as in the foregoing third method. 
35 The fourth method is different from the third method in its 
way of measuring response times. Specifically, the fourth 
method does not modify any computers constituting the 
multi-tier system, but uses another computer outside the 
multi-tier system to capture communication packets flowing 
40 over the network. The latter computer examines the captured 
communication packets to analyze what messages are 
exchanged among the constituent computers of the system. 
The response times of those computer can then be calculated 
from time records of those messages. Unlike the other meth-
45 ods discussed above, the fourth method changes nothing in 
the computers under analysis. This is advantageous since the 
monitoring operation never affects the behaviorofthose com-
puters. 
More details of the fourth method are described below. 
50 Communication packets on a computer network can be cap-
tured by using a port mirroring function in network switches. 
This port mirroring function makes a copy of Internet Proto-
col (IP) packets flowing through some particular ports of the 
network switch and forwards the copy to a specified output 
55 port, so that the computer connected to that output port can 
capture and record those IP packets. 
At this stage, the captured data is in the form ofIP packets, 
i.e., the segments of messages exchanged between server 
programs on different computers. To extract necessary infor-
60 mation out of such data, the receiving computer has to recom-
bine IP packets into an original message and then parse the 
message according to its protocol type. Further analysis of the 
message content enables the computer to find out a pair of 
messages (message pair), one for a processing request and the 
65 other for a response to that request. The detected message pair 
contains two timestamps, the time difference of which indi-
cates the response time. 
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Each message further provides information about the 
details of processing requests. In the case of, for example, a 
HyperText Transfer Protocol (HTTP) request, the message 
contains a Uniform Resource Locator (URL) of the request-
ing host. In the case of a database request, the message con-
tains a Structured Query Language (SQL) statement. On the 
basis of such message contents and response time informa-
tion, the computer can determine how much time the server 
takes to respond in what kind of transaction. The computer 
can find a sign of bottleneck in a tier by tracking the temporal 
changes of its average response time. For example, when 
slower response is observed in a particular tier alone, the tier 
in question is likely to have some problem in its processing. 
As another approach, the computer may evaluate the data of 
response times by category of transactions. When a particular 
type of transactions solely indicates a drop ofresponsivity, it 
may suggest the presence of a bottleneck in some part relating 
to that transaction. 
(a5) Fifth Method 
10 
difficulty in conducting detailed analysis with very short time 
intervals for the following two reasons. 
First, a large amount of data is produced on a computer as 
a result of measurement conducted in greater detail and at 
very short time intervals. The computer has thus to deal with 
a heavy burden of such data, no matter whether the collected 
data is stored in the computer's local storage devices for later 
retrieval or sent out straight to another computer vial the 
network. This means that the data collection process may 
10 considerably affect the behavior of applications running on 
the computer. When this is the case, the observed behavior of 
those applications is quite different from their usual behavior. 
Secondly, computers have their own clocks, and those 
clocks may indicate different times from computer to com-
15 puter in the exact sense. While such differences may be cor-
rected by using a clock synchronization system such as the 
Network Time Protocol (NTP), small residual errors on the 
order of milliseconds are unavoidable. Those errors make it 
The fifth method is based on a workload test that is previ- 20 
ously conducted to collect data for analysis. The workload 
test uses, for example, a computer outside the multi-tier sys-
tem as a workload generator to emulate actual workload 
conditions forthe system. For example, the workload genera-
difficult to perform precise matching of time-stamped records 
collected from a plurality of computers, meaning that the time 
resolution of analysis is limited. 
For the above reasons, the first to third methods are unsuit-
able for detailed analysis with a high time resolution. As a 
result of this inability, a relatively longer measurement inter-
val is selected for the analysis. This setup, however, smoothes 
out variations of the measurements, thus making it impossible 
tor sends requests to the multi-tier system in a variety of 25 
patterns while changing the number of concurrent access 
users. The test results are observed by yet another computer, 
which measures the throughput of the multi-tier system for 
each different number of concurrent access users. The 
observing computer analyzes relationships between the num- 30 
ber of concurrent access users and the throughput measure-
ments, thereby determining the number of concurrent access 
users at which the throughput reaches its upper limit. This 
critical number of concurrent access users is recorded for later 
use. After such preparatory processing is finished, the fifth 35 
method monitors the multi-tier system in operation, keeping 
track of the number of concurrent access users. If the 
observed number of concurrent access users reaches the pre-
viously obtained critical number of concurrent access users, it 
means that the system has hit its performance limit. 40 
to detect transient bottlenecks that occur momentarily. It is 
also impossible, for similar reasons, to catch a bottleneck 
caused by dynamic factors that move from one tier to another 
in a shorter time than the measurement interval. 
(a7) Drawbacks of Fourth Method 
The fourth method observes external behavior of applica-
tions, such as their response times and processing times. 
However, this approach may lead to a mistake in isolating 
bottleneck locations. This is because of the lack of informa-
tion on the internal operation of the computers being moni-
tored. That is, the fourth method relies only on the observa-
tion of external behavior of computers while such behavior 
actually comes from their internal processing operations. 
For example, the following situation is often encountered 
While the first to fifth methods explained above may be 
used to detect bottlenecks in a multi-tier system, they still 
have some drawbacks as will be described below. 
(a6) Drawbacks of First Method 
The first method is unable to detect bottlenecks unless the 
system uses up a particular system resource. In other words, 
the monitoring of system resource usage alone may not 
always be sufficient to achieve the detection. More specifi-
cally, even if the system is not starved of resources, a com-
puter may become a bottleneck in the following cases: (1) The 
parallelism of processing is restricted by software setups or so 
designed in user applications, and (2) Two or more resources 
are involved to cause a bottleneck in a complex way. 
The second method noted above may be able to solve the 
problem of case (1) by monitoring detailed internal activities 
ofapplications, but it is only ifthe analyzer can obtain appro-
priate data from the system. Generally, applications have a 
large number of internal factors which are considered as 
potential causes of bottlenecks. It is practically impossible to 
keep capturing exhaustive details of all those factors because 
such operation consumes much time in writing records in 
storage devices, besides imposing great burden on the system. 
(a7) Common Drawbacks of First to Third Methods 
The first to third methods cannot detect bottlenecks that 
change themselves at very short intervals. It is noted that all 
the first to third methods rely on the self-measurement on 
each computer in the system, and this type of methods have a 
in a multi-tier system. When the system has a bottleneck in a 
certain tier, the response of that tier will greatly slow down as 
the number of processing requests increases far beyond the 
capacity of that tier. However, in the case where there is a 
45 mechanism to regulate the number of such processing 
requests at an appropriate level, the bottleneck tier would not 
be overwhelmed by excessive requests. The tier thus exhibits 
only a moderate slowdown in its responsivity. On the other 
hand, the tier above that bottleneck tier has to wait longer than 
50 usual each time it transmits a processing request downward, 
and this waiting time increases exponentially. The problem 
here is that the performance monitoring based on external 
behavior is unable to distinguish between increased waiting 
times and increased processing times in its true sense. As a 
55 result, the upper tier experiencing increased waiting times 
may be falsely taken as a bottleneck of the system. 
(a8) Drawbacks of Fifth Method 
The fifth method performs a load test of the system before 
it is put into operation, to obtain the knowledge of relation-
60 ships between load and throughput. The knowledge obtained 
in this preparatory measurement is used to isolate bottlenecks 
the system may encounter during operation. The fifth method, 
however, has several drawbacks described below. 
When applied to a multi-tier system, the fifth method can 
65 measure the load (the number of concurrent access users) on 
the topmost tier of the system, as well as the resulting 
throughput. The fifth method, however, cannot measure load-
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throughput relationships in each individual tier. Also the 
above-noted preparatory measurement has to perform the 
measurement repetitively with a varied amount of system 
load produced by using a load generator. Another factor to 
consider is that the multi-tier systems are dynamically scal-
able, and each tier can be scaled out by adding more comput-
ers. It is not practical forthe fifth method, however, to conduct 
a preparatory measurement for every possible configuration 
of such a scalable system. Yet another factor to consider is that 
the workload on the tiers of a multi-tier system depends on 
what kinds of processes are running on the system at what 
mixture ratio and in what sequence or timing. However, it is 
very difficult and unrealistic to obtain complete data by con-
ducting a preparatory test for every possible combination of 
those things. 
12 
server is slow in responding requests from an upper-tier 
server, the resulting increase of response waiting times could 
be mistaken as a bottleneck in the waiting server. The first 
embodiment isolates bottlenecks on the basis of two-dimen-
sional relationships between total processing time and total 
progress quantity. This approach reduces the possibility of 
mistaking mere increased response waiting times for a bottle-
neck. 
The first embodiment isolates bottlenecks in servers sepa-
10 rately for each individual tier. This means that the first 
embodiment solves the above-described drawback of the fifth 
method, i.e., the inability to measure the relationship between 
load and throughput of individual tiers. 
The monitoring unit la, calculation unit le, determination 
15 unit ld, and detection unit le illustrated in FIG. 1 may be 
implemented as computer programs executed by a central 
processing unit (CPU) of the information processing appara-
tus 1. The storage unit lb may be implemented as part of a 
A similar method could be applied to other tier than the 
topmost one by directing the workload generator to that tier to 
measure the relationships between load and throughput. 
However, it is hard to simulate a real-world load environment 
because of the high complexity of recent multi-tier systems. 20 
That is, a tier in the system receives a processing request from 
random access memory (RAM) or hard disk drive (HDD) in 
the information processing apparatus 1. It is also noted that 
the element-to-element connections seen inFIG. l are only an 
its upper tier and issues a load to its lower tier, where the 
timing and amount of the load depend not only on the specific 
application programs involved, but also on a complex mixture 
example of communication paths. There may be other com-
munication paths than those illustrated in FIG. 1. 
(b) Second Embodiment 
of other factors including hardware configuration and aper- 25 
ating system implementation. For those reasons, it is difficult 
and unrealistic to fully understand such mechanisms and 
build an exact model of system workload. In conclusion, the 
fifth method can be used in pre-operation testing of a system, 
but is not suitable for real-time performance analysis and 30 
bottleneck isolation of the system. 
This section describes a second embodiment. The second 
embodiment takes an approach of observing external behav-
ior of applications on the network. Specifically, the second 
embodiment captures IP packets flowing over the network by 
using port mirroring functions of a switching hub and recon-
structs protocol messages from the captured packets to obtain 
necessary measurement data. Those protocol messages con-
As can be seen from the above discussion, none of the first 
to fifth methods can properly detect bottlenecks in a multi-tier 
system because of their respective drawbacks. In contrast to 
those methods, the method according to the first embodiment 35 
calculates total progress quantities and total processing times 
for each tier on the basis of precise message timestamps and 
other information, determines their relationships in a 
dynamic fashion, and isolates performance bottlenecks. The 
proposed techniques enables precise determination of 40 
whether the server of each tier is used up to its performance 
limit, thus solving or alleviating the aforementioned draw-
backs of conventional methods. 
form to specific protocol standards. Where appropriate, those 
protocol messages are referred to simply as "messages." 
The processing performance per unit time of a computer is 
called "throughput." The second embodiment uses this term 
"throughput" to refer to what has been described above as 
"total progress quantity" in the first embodiment. In the sec-
ond embodiment, an average load of processes executed dur-
ing a time window is calculated by dividing the total process-
ing time in the first embodiment by the length of a time 
window. This value is used in the analysis as the load in that 
time window. Since the time windows have equal lengths, a 
performance analysis using load in place of the total process-
ing time will result in the same outcomes as the first embodi-For example, the first embodiment detects a bottleneck 
based on the data indicating process execution periods of each 
server, rather than each server's system resource consump-
tion. This means that the first embodiment solves the forego-
ing problem of the first method, i.e., its inability to detect 
bottlenecks unless the system uses up a particular system 
resource. 
According to the first embodiment, the analysis period 
divided into time windows, and the total processing time in 
each divided window is compared with a given threshold. The 
first embodiment solves the common drawback of the first to 
third methods, i.e., the inability to detect bottlenecks that 
change themselves at very short intervals. 
Further the first embodiment uses two distinct measure-
ment parameters, i.e., total processing time and total progress 
quantity, in its bottleneck detection. The foregoing fourth 
method, on the other hand, uses a single measurement param-
eter, i.e., response time/processing time, which may also be 
calculated from the two parameters of the first embodiment. 
As discussed above, the fourth method relies on the external 
behavior of applications and is apt to make a mistake in 
isolating bottleneck locations. One of the factors that cause 
this drawback is the possibility of mistaking mere increased 
waiting times for a bottleneck. That is, when a lower-tier 
45 ment. Accordingly the second embodiment uses the load in 
each time window when executing an analysis such as evalu-
ation of the spare capacity of a specified apparatus. 
The following description assumes that the second 
embodiment is implemented in a web three-tier system as an 
50 example of a multi-tier system. This web three-tier system is 
a computer system formed from web servers, application 
servers, and database servers organized in a multiple-layer 
structure. A web browser is running on an end-user computer, 
which issues processing requests in the form of HTTP mes-
55 sages. Those processing requests are received by a web 
server. If the requests are directed to static content, the web 
server directly responds to them by sending the requested 
content back to the end-user computer. If the processing 
requests include a request for dynamic content that is to be 
60 produced by some programs, the web server forwards that 
request to an application server. Upon receipt of this request, 
the application server executes the requested processing with 
a program described in Java™ language or the like. During 
this processing the application server may need some data 
65 managed in a database, in which case the application server 
issues a request to a relevant database server to obtain the 
necessary data. 
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FIG. 4 illustrates an overall structure of a transaction sys-
tem according to the second embodiment. The illustrated 
transaction system includes an analysis server 100, a web 
server 200, an application server 300, and a database server 
400. The servers are linked to each other via a switch 10. The 
switch 10 is also connected to terminals 21, 22, and 23 via a 
network 20. 
14 
The web server 200 produces an HTTP response when it 
receives an IIOP response corresponding to the previously 
sent IIOP request. The web server 200 transmits this HTTP 
response to the requesting terminal 21, 22, or 23. 
The application server 300 produces a query for a neces-
sary processing operation on the basis of an IIOP request 
received from the web server 200, and sends it to database 
server 400. Queries produced by the application server 300 
are written in the form of, for example, SQL statements, and 
The terminals 21, 22, and 23 are allowed to make access to 
the web server 200 via the network 20 and switch 10. More 
specifically, the web server 200 provides a graphical user 
interface (GUI) forthe users of those terminals 21, 22, and 23 
10 transmitted to the database server 400 by using a proprietary 
protocol specific to the database server 400. Where appropri-
ate, such queries issued from the application server 300 to the 
database server 400 will be referred to hereafter as "DB 
to access the transaction system. The network 20 may be, for 
example, an intranet or the Internet. In the latter case, the 
switch 10 may also serve as a firewall, and the network 
segment accommodating the web server 200 may be handled 15 
as, for example, a demilitarized zone (DMZ). 
The analysis server 100 manages operating status of the 
web server 200, application server 300, and database server 
400, and to this end, the analysis server 100 is allowed to 
collect necessary data from the switch 10. Specifically, the 20 
switch 10 has a port mirroring function, which permits the 
analysis server 100 to collect communication packets 
exchanged among the web server200, application server 300, 
and database server 400. The port mirroring function is to 
duplicate IP packets passing through specified ports on the 25 
switch 10 and forward a copy of those IP packets to another 
specified port. The analysis server 100 is connected to this 
destination port, so that the forwarded IP packets can be 
recorded and analyzed. 
requests," and their respective responses will be referred to 
hereafter as "DB responses." The application server 300 
receives a DB response corresponding to a DB request that it 
has issued previously. Based on this DB response, the appli-
cation server 300 creates an IIOP response and sends it back 
to the requesting web server 200. 
The database server 400 receives a DB request from the 
application server 300 and executes SQL statements con-
tained in the received DB request, making access to a data-
base for data retrieval and update operations. Based on the 
result of this database access, the database server 400 creates 
a DB response and sends it back to the application server 300. 
While the illustrated transaction system includes a single 
server for each tier (i.e., the web server 200, application server 
300, and database server 400 for web tier, application tier, and 
database tier, respectively), the system is not limited by this 
specific number of servers. Each tier may have a plurality of 
servers, so as to distribute its workload among those servers. 
The tiers exchange messages with each other. While there 
are several ways to collect those messages, the second 
embodiment is configured to capture IP packets flowing over 
the network to collect message information. More specifi-
cally, the second embodiment uses a switch 10 having a port 
mirroring function. 
In the rest of the description, the wording "each server" 
refers to the web server 200, application server 300, and 
The analysis server 100 receives and records communica- 30 
tion packets sent from the switch 10. This operation is 
referred to as "packet capturing." The switch 10 may be 
replaced with a repeater hub if its use is limited to the packet 
capturing. The analysis server 100 has a network interface 
capable of receiving IP packets, as well as a hard disk drive 35 
whose capacity is large enough to record those forwarded IP 
packets. Preferably, the analysis server 100 has a sufficient 
CPU performance for capturing IP packets. The analysis 
server 100 subjects the captured IP packets to a process of 
extracting messages. 40 database server 400 individually. Also the wording "the serv-
ers" refers to those servers collectively. It is assumed that the 
web server 200 is located higher than the application server 
300 and database server 400 in the tier hierarchy. It is also 
The web server 200 accepts processing requests (mes-
sages) that web browsers on the terminals 21, 22, and23 issue 
to the transaction system. It is assumed here that the web 
server 200 and terminals 21, 22, and 23 communicate mes-
sages in the HTTP protocol. The embodiment is, however, not 45 
limited by this assumption and may use other protocols as 
well. Where appropriate, the processing requests issued from 
terminals 21, 22, and 23 to the web server 200 will be referred 
to hereafter as "HTTP requests," and their corresponding 
responses will be referred to hereafter as "HTTP responses." 50 
Those requests and responses are an example of processing 
requests. In response to an HTTP request for static content 
from a terminal 21, 22, and 23, the web server 200 produces 
an HTTP response by itself and transmits it to the requesting 
terminal 21, 22, and 23. In the case of a request for dynamic 55 
content, the web server 200 produces a processing request 
(message) that specifies a necessary processing operation and 
sends it to the application server 300. 
assumed that the application server 300 is located higher than 
the database server 400 in the tier hierarchy. The analysis 
server 100 is previously provided with the information defin-
ing such hierarchical relationships of servers. 
FIG. 5 illustrates an example hardware configuration of a 
computer used in the second embodiment. The illustrated 
analysis server 100 includes a CPU 101, a read only memory 
(ROM) 102, a RAM 103, an HDD 104, a graphics processor 
105, an input device interface 106, a storage media drive 107, 
and a communication interface 108. 
The CPU 101 controls the entire system of the illustrated 
analysis server 100. The ROM 102 stores, for example, a 
basic input/output system (BIOS) program for the analysis 
server 100. The RAM 103 serves as temporary storage for at 
least part of operating system (OS) programs and application 
programs executed by the CPU 101, as well as for various 
data that the CPU 101 needs to execute processing. The HDD 
104 stores OS programs and application programs. The HDD 
104 also stores various data that the CPU 101 needs to execute 
processing. It is noted that other device such as a solid state 
drive (SSD) may be used in place of, or in addition to the HDD 
It is assumed that the web server 200 and application server 
300 communicate messages by using the Internet Inter-ORB 60 
Protocol (IMP), where ORB stands for "Object Request Bro-
ker." The embodiment is, however, not limited by this 
assumption and may use other protocols as well. Where 
appropriate, the processing requests issued from the web 
server 200 to the application server 300 will be referred to 
hereafter as "IIOP requests," and their corresponding 
responses will be referred to hereafter as "IIOP responses." 
65 104. 
The graphics processor 105 is connected to a monitor 11. 
The graphics processor 105 produces video images in accor-
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dance with commands from the CPU 101 and displays them 
on a screen of the monitor 11. The input device interface 106 
is connected to input devices such as a keyboard 12 and a 
mouse 13 and supplies signals from those input devices to the 
CPU 101. 
The storage media drive 107 is a device used to read data 
out of a storage medium 14. For example, the functions that 
the analysis server 100 is supposed to provide may be 
encoded as computer programs to be run on a computer 
system. Those programs may be recorded on a computer- 10 
readable, non-transitory medium, such as the illustrated stor-
age medium 14, for the purpose of distribution. It is noted that 
computer-readable, non-transitory media include all com-
puter-readable media, with the sole exception being a transi- 15 
tory, propagating signal. The programs may also be stored in 
a program distribution server (not illustrated) which is linked 
16 
The message parsing unit 121 parses received packets to 
reconstruct original messages transmitted by the web server 
200, application server 300, database server 400, and termi-
nals 21, 22, and 23. The message parsing unit 121 then stores 
the reconstructed messages in a message data storage unit 
122. The message data storage unit 122 provides a storage 
space for those reconstructed messages, which may be imple-
mented, for example, as part of the storage space of the RAM 
103 or HDD 104. 
The abstraction rule storage unit 131 stores abstraction 
rules that describe how to abstract the content of request 
messages. For example, the abstraction rules include those for 
combining request messages requesting the same kind of 
processes (e.g., jobs that belong to a particular category) into 
a single form of content. The abstraction rules, when applied 
to each request message, permit the analysis server 100 to 
recognize request messages having common abstract content 
as being directed to the same job category. The abstraction 
to thenetwork20 directly or via the switch 10. In this case, the 
analysis server 100 can download programs from the program 
distribution server via the switch 10 or network 20. 20 rule storage unit 131 may be implemented, for example, as 
part of the storage space of the RAM 103 or HDD 104. The storage medium 14 may be, for example, a magnetic 
storage device, optical disc, magneto-optical storage 
medium, or semiconductor memory device. Magnetic storage 
devices include, for example, HDD, flexible disks (FD), and 
magnetic tapes. The optical discs include, for example, com-
pact disc (CD), CD-Recordable (CD-R), CD-Rewritable 
(CD-RW), digital versatile disc (DVD), DVD-R, DVD-RW, 
and DVD-RAM. Magneto-optical storage media include 
magneto-optical discs (MO), for example. Semiconductor 
memory devices include, for example, flash memory such as 30 
Universal Serial Bus (USB) flash drives. 
The message flow detection unit 132 determines the type of 
processes Gobs) initiated by the messages in the message data 
storage unit 122, on the basis of abstraction rules stored in the 
25 abstraction rule storage unit 131. For example, the message 
flow detection unit 132 executes the aforementioned abstrac-
The communication interface 108 is connected to a switch 
10 via a twisted pair (TP) cable, fiber-optic cable, or the like. 
The communication interface 108 communicates data with 
other information processing devices (not illustrated) via the 35 
switch 10. The communication interface 108 also receives 
from the switch 10 communication packets exchanged 
between the servers. 
tion of request messages with given abstraction rules and 
recognizes request messages having common abstract con-
tent as being directed to the same job category. After the 
abstraction of request messages, the message flow detection 
unit 132 extracts messages resulting from a transaction (a 
series of processing operations) executed by the web server 
200, application server 300, and database server 400. For 
example, the message flow detection unit 132 has a set of 
transaction models which are previously defined. The mes-
sage flow detection unit 132 searches the message data stor-
age unit 122 to extract a combination of messages (a message 
flow) that matches with a specific transaction model. 
Further, the message flow detection unit 132 stores the The above-described hardware platform may be used to 
realize the processing functions of the second embodiment. 
While FIG. 5 only illustrates the analysis server 100, the same 
hardware configuration also applies to the web server 200, 
application server 300, and database server 400, as well as to 
the terminals 21 to 23. Further, the information processing 
apparatus 1 discussed in the first embodiment can also be 
implemented on the computer hardware platform illustrated 
in FIG. 5. 
40 exacted message flows in a message flow data storage unit 
133 as message flow datasets. Each stored message flow 
dataset includes request messages, each of which has an 
indication of job category to indicate what kind of job was 
executed by that message. The message flow data storage unit 
45 133 provides a storage space for such message flow datasets. 
FIG. 6 is a block diagram illustrating an example of func-
tions provided by an analysis server according to the second 
embodiment. Specifically, the analysis server 100 includes a 50 
capturing unit 111, a capture data storage unit 112, a message 
parsing unit 121, a message data storage unit 122, an abstrac-
tion rule storage unit 131, a message flow detection unit 132, 
a message flow data storage unit 133, a data compilation unit 
141, a time window data storage unit 142, a normalized 55 
throughput value storage unit 143, a saturation point deter-
mination unit 144, and an analyzing unit 145. 
The capturing unit 111, linked to a mirror port of the switch 
10, receives a copy of each communication packet transmit-
ted and received via the switch 10. The capturing unit 111 60 
stores the received communication packets in a capture data 
storage unit 112, adding a time stamp indicating the current 
time to each communication packet to be stored. The capture 
data storage unit 112 provides a storage space for communi-
cation packets captured by the capturing unit 111, which may 65 
be implemented, for example, as part of the storage space of 
the RAM 103 or HDD 104 in the analysis server 100. 
For example, the message flow data storage unit 133 may be 
implemented as part of the storage space of the RAM 103 or 
HDD 104. 
The data compilation unit 141 first divides a given analysis 
period into a plurality of time windows with a fine granularity 
(i.e., a small time step size). The data compilation unit 141 
then retrieves a message flow dataset from the message flow 
data storage unit 133 and compiles the records on an indi-
vidual time window basis. For example, the data compilation 
unit 141 calculates a throughput value and a load value for 
each time window, and for each tier, based on the records 
stored in the message flow data storage unit 133. The data 
compilation unit 141 stores the calculated throughput values 
and load values in a time window data storage unit 142. The 
time window data storage unit 142 provides a storage space 
for storing such load-throughput pairs of time windows, sepa-
rately for each tier. For example, the time window data stor-
age unit 142 may be implemented as part of the storage space 
of the RAM 103 or HDD 104. 
The normalized throughput value storage unit 143 pro-
vides a storage space for normalized per-job throughput val-
ues of different job categories. For example, the normalized 
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throughput value storage unit 143 may be implemented as 
part of the storage space of the RAM 103 or HDD 104. 
The saturation point determination unit 144 determines a 
saturation point. The term "saturation point" refers to a 
boundary that divides load values into to the following two 5 
ranges. In one range, throughput increases as load increases, 
whereas in the other range, there is little or no increase in 
throughput in spite of an increase ofload. In other words, the 
saturation point is a threshold of load above which no more 
meaningful increase of throughput is expected even if the 10 
load is raised. 
18 
proceeds to step Sl03. When it is in the middle of the cycle, 
the capturing unit 111 returns to step SlOl to continue cap-
turing IP packets. 
(Step Sl 03) The capturing unit 111 outputs the capture data 
from temporary storage (e.g., RAM 103) in the form ofa data 
file 112a. For example, the capturing unit 111 creates a new 
data file 112a in the capture data storage unit 112 to output the 
captured data. 
(Step Sl04) The capturing unit 111 determines whether a 
stop command is entered. For example, the analysis server 
100 allows the administrator to submit a stop command 
through a keyboard 12 or a mouse 13 (FIG. 5). When there is 
a stop command, the capturing unit 111 terminates the cap-
The analyzing unit 145 isolates a server causing a perfor-
mance bottleneck of the multi-tier system. For example, the 
analyzing unit 145 evaluates the time duration in which the 
load exceeds the saturation point, and calculates the ratio of 
that duration to the given analysis period. If this ratio exceeds 
15 turing process. Otherwise, the capturing unit 111 goes back to 
a predetermined threshold in a particular tier, then the ana-
lyzing unit 145 determines that the server in that tier is likely 
to be a bottleneck. The analyzing unit 145 then outputs its 20 
determination result by, for example, displaying a message on 
a screen of the monitor 11 to indicate which server is a 
bottleneck in the system. 
step SlOl. 
As a result of steps SlOl to S104, a new file 112a contain-
ing capture data is created and stored in the capture data 
storage unit 112 at each file output cycle. 
(Step S105) The message parsing unit 121 examines 
whether the capture data storage unit 112 contains any pend-
ing data files 112a that have not been subjected to the perfor-
mance analysis.As the capturing unit 111 supplies the capture 
data storage unit 112 with such data files at regular intervals Referring to FIG. 6, several functional blocks of the analy-
sis server 100 are interconnected by solid lines representing a 
part of communication paths. It is noted that the analysis 
server 100 is not limited by this specific example illustrated in 
FIG. 6. The actual implementations of the analysis server 100 
may have other communication paths. 
25 (i.e., file output cycles), the message parsing unit 121 finds a 
pending file at the same intervals. 
(Step Sl06) The message parsing unit 121 reads capture 
data out of the newly selected data file l 12a in the capture data 
storage unit 112. 
(Step Sl 07) The functional blocks constituting the analysis 
server 100 work together to execute a performance analysis. 
The details of this step will be described later. 
(Step Sl08) The message parsing unit 121 determines 
whether a stop command is entered. For example, the analysis 
It is also noted that the capturing unit 111, capture data 30 
storage unit 112, message parsing unit 121, message data 
storage unit 122, abstraction rule storage unit 131, and mes-
sage flow detection unit 132 in FIG. 6 are an example imple-
mentation of the monitoring unit la discussed in FIG.1.Also, 
the message flow data storage unit 133 in FIG. 6 is an example 
of the storage unit lb discussed in FIG. 1. The data compila-
tion unit 141 in FIG. 6 is an example of the calculation unit le 
discussed in FIG. 1. The saturation point determination unit 
144 in FIG. 6 is an example of the determination unit ld 
discussed in FIG. 1. The analyzing unit 145 in FIG. 6 is an 40 
example of the detection unit le discussed in FIG. 1. 
35 server 100 allows the administrator to submit a stop command 
through a keyboard 12 or a mouse 13 (FIG. 5). When there is 
a stop command, the message parsing unit 121 terminates the 
capturing process. Otherwise, the message parsing unit 121 
goes back to step S105. 
As can be seen from the above, the captured data is accu-
mulated for a fixed period (e.g., 180 ms) and subjected to a 
performance analysis at fixed intervals. As an alternative 
method, the data collection process (steps SlOl to S104) and 
the performance analysis (step Sl07) may be executed sepa-
The operation of each function of FIG. 6 will now be 
discussed in greater detail below, beginning with a packet 
capturing process executed by the capturing unit 111. FIG. 7 
is a flowchart illustrating an example of a data capturing 
process. As seen, the flowchart of FIG. 7 includes two syn-
chronization bars 31 and 32 to represent parallel processing 
45 rately without synchronization. Preferably, however, the data 
collection process (steps SlOl to S104) and the performance 
analysis (step S107) are executed together in a synchronized 
way, just as done in FIG. 7, so that collected data is immedi-as in activity diagrams according to the Unified Modeling 
Language (UML). The upper synchronization bar 31 repre-
sents an operation called "fork," which indicates that the 50 
process flow is divided into two or more parallel flows. The 
lower synchronization bar 32, on the other hand, represents an 
operation called "join," which indicates that two or more 
process flows are joined together to a single flow. 
Each step of FIG. 7 will now be described below in the 55 
order of step numbers. 
(Step SlOl) The capturing unit 111 captures IP packets 
sent from a mirror port of the switch 10. For example, the 
capturing unit 111 temporarily stores captured IP packets in 
RAM 103, together with time stamps to record when the 60 
capturing unit 111 received each IP packet. 
(Step Sl02) The capturing unit 111 determines whether a 
given file output cycle time has elapsed since the start of the 
capturing process or the previous output of a capture data file. 
The capturing unit 111 is previously configured to output a 65 
data file at intervals of, for example, 180 seconds. When this 
file output cycle time has elapsed, the capturing unit 111 
ately analyzed, and so that bottlenecks can be detected in real 
time. 
FIG. 8 illustrates an example data structure of a capture 
data storage unit. The illustrated capture data storage unit 112 
stores a plurality of data files 112a, 112b, 112c, and so on. The 
first data file 112a contains a plurality ofIP packets 112d-l to 
ll2d-7. Each IP packet 112d-l to ll2d-7 is added a record of 
reception time 112e-l to 112e-7. Other data files 112b, 112c, 
... also contain IP packets with reception time records simi-
larly to the first data file 112a. 
Referring now to FIG. 9 and subsequent drawings, the 
description will provide details of the performance analysis. 
FIG. 9 is a flowchart illustrating a procedure of performance 
analysis. Each step of FIG. 9 is described below in the order 
of step numbers. 
(Step Slll) The message parsing unit 121 reconstructs 
messages on the basis ofIP packets contained in the currently 
selected data file, and stores the reconstructed messages in the 
message data storage unit 122 in their temporal order. 
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(Step S112) The message flow detection unit 132 investi-
gates messages stored in the message data storage unit 122 to 
detect message flows. The term "message flow" refers to a 
series of messages transmitted and received in the multi-tier 
system as a consequence of a single transaction request. 
20 
associated messages, while omitting other messages which 
may actually be stored in the message data storage unit 122. 
Each line of message text is formed from the following data 
fields: date field 122a, time field 122b, session number field 
122c, source address field 122d, destination address field 
122e, command type field 122/, and message field 122g. The 
date field 122a contains a date code indicating when the 
message was captured. The time field 122b contains a time 
code indicating at what time of day the message was captured. 
10 The session number field 122c contains a session number 
According to the second embodiment, different tiers use 
different communication protocols to send messages. When 
the multi-tier system receives a request from one of the ter-
minals 21 to 23, various messages are issued from relevant 
tiers with different protocols. Many of those messages, how-
ever, lack the information necessary for associating them-
selves with others. The second embodiment solves this prob-
lem by using a model matching technique to detect 
associations between those different protocol messages. For 
example, the message flow detection unit 132 has a prepared 15 
set of message flow models, so that the messages in the 
message data storage unit 122 can be compared with those 
models. If a group of messages matches with a particular 
model, the message flow detection unit 132 identifies that 
group of messages as a message flow. 
which is used to manage resources for message transmission 
and reception in the transaction system under analysis. The 
source address field 122d contains an IP address and a port 
number which indicate the source computer of the message. 
The destination address field 122e contains an IP address and 
a port number which indicate the destination computer of the 
message. The command type field 122/indicates the request/ 
response property and protocol type (e.g., HTTP, IIOP, Data-
base query) of a command. The message field 122g contains 
(Step S113) The message flow detection unit 132 deter-
mines the job category of processes that the server of each tier 
executes in response to request messages in a detected mes-
sage flow. The message flow detection unit 132 achieves this 
20 specific details of the message. For example, when the com-
mand type field 122/ indicates that the message is a request, 
the message field 122g provides detailed content of that 
request. 
by, for example, performing abstraction of each request mes- 25 
sage according to abstraction rules stored in the abstraction 
rule storage unit 131, and then combining request messages 
having the same abstracted content as a single job category. 
Here the detected job category is given a specific identifier 
(job category name). The message flow detection unit 132 30 
then stores such message flows in the message flow data 
storage unit 133 while adding job category names to request 
messages. 
The above-described data of messages in the message data 
storage unit 122 permits the message flow detection unit 132 
to recognize what kind of messages were sent to which serv-
ers. The IP addresses seen in the message data storage unit 
122 of FIG. 10 are each associated with a specific host device 
in the system of FIG. 4 as follows. IP address "194.23.5.226" 
identifies the web server 200. IP address "194.23.7.168" 
identifies the application server 300. IP address 
"194.23.8.198" identifies the database server. IP address 
"194.185.39.24" identifies the terminal 22. 
(Step S114) The saturation point determination unit 144 
selects a specific tier for the performance analysis. For 
example, the saturation point determination unit 144 has a 
listing of protocols which are used to send request messages 
The above message parsing unit 110 is configured to fill in 
35 the date field 122a and time field 122b with the information 
to the server of each tier constituting the multi-tier system. 
The listing includes protocol names such as "HTTP," "IIOP," 
and "Database" for a web three-tier system. The saturation 40 
point determination unit 144 selects the tiers corresponding to 
those protocol names one by one. 
(Step S115) The saturation point determination unit 144 
and analyzing unit 145 work together to execute a perfor-
mance analysis of the selected tier. Details of this step will be 45 
described later with reference to FIG. 16. 
obtained from time stamps of communication packets which 
are recorded at the time of capturing. The embodiments are, 
however, not limited by this specific configuration. In the case 
where, for example, communication packets carry with them-
selves a piece of information indicating their creation time or 
transmission time at the source server, the analysis server 100 
may use that time information to populate the date field 122a 
and time field 122b. It is preferable, in this case, that the 
clocks in the servers are precisely synchronized with each 
other. 
The message flow detection unit 132 detects a specific 
message flow from reconstructed messages and identifies the 
job category of jobs executed in response to request messages 
in the messages flow. The job category refers to a group of 
50 requests that initiate similar kinds of processing operations. 
(Step S116) The saturation point determination unit 144 
determines whether every tier has been subjected to the tier 
performance analysis. For example, the saturation point 
determination unit 144 determines that there is no more tier to 
process when it has selected all tiers specified by the given 
listing of protocol names. When there is a pending tier, the 
saturation point determination unit 144 returns to step S114 to 
select that tier. Otherwise, the saturation point determination 
unit 144 exits from the present process of performance analy- 55 
SIS. 
As described above, the procedure of performance analysis 
begins with reconstruction of messages. The reconstructed 
messages are then stored in the message data storage unit 122. 
FIG. 10 illustrates an example data structure of this message 60 
data storage unit 122. The illustrated message data storage 
unit 122 contains a plurality of reconstructed messages in the 
temporal order, which are also referred herein to as "time 
series data." Placed on the left of those messages in FIG. 10 
are line numbers indicating their locations within the message 65 
data storage unit 122. It is noted that FIG. 10 focuses on the 
processing requests and responses of tiers, as well as their 
To determine such job categories, the message flow detection 
unit 132 performs abstraction of given request messages on 
the basis of abstraction rules provided in the abstraction rule 
storage unit 131. 
FIG. 11 illustrates an example data structure of an abstrac-
tion rule storage unit. The illustrated abstraction rule storage 
unit 131 stores a set of abstraction rules for each different 
protocol. In the case of, for example, HTTP protocol mes-
sages, the message flow detection unit 132 determines job 
categories from a command name, local address in URL, and 
Common Gateway Interface (CGI) parameters designated as 
"to retain." Command names include "GET' and "POST," for 
example. Local address in URL is what remains when the first 
portion "protocol_name: //host_name: port_number" is 
removed from a given URL. The illustrated abstraction rules 
131a for HTTP protocol specify which CGI parameters to 
retain. In the example of FIG. 11, the abstraction rules 131a 
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specify that two parameters named "type" and 
"comment_table" are to be retained while others are to be 
removed. 
In the case of database protocol messages, the message 
flow detection unit 132 first replaces their protocol-specific 
command names and SQL statements in accordance with 
replacement rules described by using regular expressions, 
thereby abstracting the given messages. The message flow 
detection unit 132 then determines job categories based on the 
abstracted message content. That is, the illustrated abstrac-
10 
tion rules 131b for database protocol define several specific 
replacement rules by using regular expressions. In the 
example of FIG. 11, those replacement rules follow the syn-
tax of the Perl programming language. See, for example, the 
first line "s/INSERT INTO [C ¥(]+).*/INSERT INTO $1 
VALUES ( ... )/"of the replacement rules. The topmost letter 15 
"s" indicates a replacement. Character string "INSERT INTO 
(['¥(]+).*"delimited by the first"/" and second"/" is the 
source string to be replaced with another string. Character 
string "INSERT INTO $1 VALUES ( ... )"delimited by the 
second "/" and third "/" is the replacement string that is to 20 
replace the source string. The source string contains a char-
acter string inside the parentheses, which will be recorded as 
a variable. In the case of the first line, this variable is described 
as a regular expression ''[' ¥(]" representing one or more 
repetitions of any character other than the left parenthesis"(". 25 
Such character strings enclosed by the parentheses"(" and")" 
are numbered and recorded in the left-to-right order. That is, 
then-th recorded character string is given a variable named 
$n, where n is an integer greaterthan zero. Those variables are 
specified in the replacement string so that corresponding 30 
character strings in the source string will be inserted to the 
variables' respective positions in the replacement string. 
Request messages are abstracted according to the above-
described abstraction rules. The message flow detection unit 
132 then recognizes request messages having the same 35 
abstracted content as being of the same job category. FIG. 12 
illustrates an example of job categories of HTTP protocol. In 
this example, a variety of job category names for HTTP 
protocol are each associated with a specific command name 
and abstracted job details. For example, job category "Wl" is 40 
associated with a command named "GET" and a description 
of job details which reads "/RUBBOS/SERVLET/EDU-
.RICE.RUBBOS.SERVLETS.STORIESOFTHEDAY." 
22 
ti on of message flows may be achieved by using, for example, 
a method described in Japanese Laid-open Patent Publication 
No. 2006-011683. 
FIG. 14 illustrates an example message flow in which job 
categories are identified. In this FIG. 14, each solid-line box 
represents the period in which a server execute processing 
related to a given job, while each broken-line box represents 
the period in which the server is engaged in some other things 
not related to that job. The latter period actually means, for 
example, when the server waits for a response message from 
a lower-layer server after having sent a request message to 
that server. 
In the example ofFIG.14, the web server200 starts execut-
ing a job 61 of job category Wl in response to an HTTP 
request message 41. During this course, the web server 200 
sends an IIOP request message 42 to the application server 
300. In response to this IIOP request message 42, the appli-
cation server 300 starts executing a job 62 of job category Al. 
During the job 62, the application server 300 sends a database 
request message 43 to the database server 400. The database 
server 400 thus starts executing a job 63 of job category Dl in 
response to the database request message 43. Upon comple-
tion of this job 63, the database server 400 then sends a 
database response message 44 to the application server 300. 
Subsequently, the application server 300 sends more data-
base request messages 45, 47, and 49 to the database server 
400, and the database server 400 returns response messages 
46, 48, and 50 back to the application server 300 individually. 
During this course, the database server 400 executes jobs 64, 
65, and 66 initiated by the database request messages 45, 47, 
and 49, respectively. 
The database response message 50 permits the application 
server 300 to resume the pending job 62 of job category Al. 
Upon completion of this job 62, the application server 300 
sends an IIOP response message 51 to the web server 200. 
The IIOP response message 51 permits the web server 200 to 
resume its pending job 61 of job category Wl. Upon comple-
tion of this job 61, the web server 200 sends HTTP response 
message 52 to the terminal that originally issued the HTTP 
request message 41. 
The message flow detection unit 132 stores the information 
describing message flows in the message flow data storage 
unit 133. This information, or message flow datasets, includes FIG.13 illustrates an example of job categories of database 
protocol. In this example, a variety of job time names for the 
database protocol are each associated with a specific com-
mand name and abstracted job details. For example, job cat-
egory "Dl" is associated with a command named 
"EXECREADREQ" and a description of job details which 
45 job category information. FIG. 15 illustrates an example data 
structure of a message flow data storage unit. The illustrated 
message flow data storage unit 133 stores a plurality of mes-
sage flow datasets 133a, 133b, 133c, ... corresponding to 
different transactions. 
reads "SELECT FROM STORIES, USERS 50 Specifically, each record of the message flow dataset 133a 
WHERE ..... " 
Upon completion of the abstraction processing of mes-
sages, the message flow detection unit 132 seeks associated 
messages to detect a message flow formed from such associ-
ated messages. More specifically, a message flow is a time 
series of associated messages that are issued by the tiers using 
their specific protocols during the course of conducting a 
single particular transaction. Suppose, for example, that an 
upper-tier protocol sends a message to a lower-tier server. 
This message invokes some processing in the receiving 
server, thus causing the lower-tier protocol to send some 
messages. In this case, the initiating message from the upper-
tier protocol is associated with the resulting messages from 
the lower-tier protocol. Such message-associating operation 
is conducted throughout the layer protocols, from the lowest 
to the highest, thereby reproducing the entire sequence of 
message exchanges that constitute a transaction. The detec-
has multiple data fields named as follows: "Number" (No.), 
"Time," "Session Number" (Session#), "Protocol," "Request/ 
Response," and "Job category." The data values arranged in 
the horizontal direction are associated with each other, thus 
55 forming a record describing one message. 
The number field contains a number for distinguishing the 
record from others. The time field indicates the capture time 
of a communication packet of the message. The session num-
ber field contains a session number for distinguishing a spe-
60 cific session used to transmit the message. The protocol field 
indicates the protocol of the message. The request/response 
field indicates whether the message is a request or a response. 
The job category field contains a job category name indicat-
ing what type of job is requested by the message if it is a 
65 request message. For example, the illustrated message flow 
dataset 133a includes a record with the following values: "1" 
in number field, "01: 58: 19.987" in time field, "152290" in 
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session number field, "HTTP" in protocol field, "Request" in 
request/response field, and "Wl" in job category field. 
It is noted here that the time field in the example dataset of 
FIG. 15 indicates the time with a precision on the order of 
milliseconds. The embodiments are, however, not limited by 
this specific example. The time may be recorded in smaller 
time units (e.g., microseconds). It is also noted, the session 
number field of message flow datasets contains only a mini-
mum amount of information necessary for identifying a par-
ticular request-response pair, whereas the original session 10 
number includes more information as seen from the session 
number field 122c in FIG. 10. The rest of this description uses 
the term "session number" to refer to its simplified version 
used in the message flow dataset 133a. 
Each message flow dataset contains communication time 15 
information of individual messages constituting a message 
flow, which was measured on the basis of captured packets. 
When a processing request message arrives at a certain tier, 
and it causes the tier to send a processing request message to 
a lower tier, the relationship of those events can be recognized 20 
as the successive events of message transmission in the mes-
sage flow. For example, when the message flow includes a 
request message of protocol "IIOP" followed by a request 
message of protocol "Database," this means that the latter 
"Database" request message was issued in connection with 25 
the former "IIOP" request message. Also, when it is observed 
that an upper tier issues a request message to a lower tier and 
receives a response message within a certain period, request 
messages produced by the lower tier during that period are 
considered to be caused by the upper tier's request message. 30 
The second embodiment captures IP packets flowing over 
the network, obtains information about transmitted messages 
from the captured packets, and produces message flow 
datasets each indicating a series of processing operations. 
Advantageously the proposed method imposes no extra bur- 35 
den on the system under observation, thus making it possible 
24 
ti on with the received message and stores information on such 
association of messages as log records in an HDD or other 
storage device. The analysis server 100 collects those log 
records from the web server 200, application server 300, and 
database server 400. 
The above-described alternative method relies on the web 
server 200, application server 300, and database server 400 in 
providing association between a received request message 
and its consequent request messages to low-tier servers. This 
makes it easier for the analysis server 100 to find upper-tier 
messages and their associated lower-tier messages in a single 
transaction, and to create message flow datasets. To apply this 
method, however, it is preferable that the internal clocks of the 
web server 200, application server 300, and database server 
400 are precisely synchronized with each other. 
When every possible message flow is detected from mes-
sages in the message data storage unit 122 andmade available 
in the message flow data storage unit 133, the analysis server 
100 then proceeds to performance analysis of each tier con-
stituting the web three-tier system. FIG. 16 is a flowchart 
illustrating an example procedure of a tier performance 
analysis. Note that this procedure analyzes a specific tier that 
is already selected. Each step of FIG. 16 is described below in 
the order of step numbers. 
(Step S121) The data compilation unit 141 divides a given 
analysis period with a sufficiently fine granularity. This 
"analysis period" refers to a time period in which the captur-
ing ofIP packets has been conducted. The currently selected 
time series data in the capture data storage unit 112 has been 
produced from those IP packets. The dividing of the analysis 
period produces a plurality of time windows. The saturation 
point determination unit 144 then stores details of each time 
window in the time window data storage unit 142. 
(Step S122) The data compilation unit 141 calculates 
throughput and load values in each time window. Details of 
this step S122 will be described later with reference to FIG. 
21. to observe the real behavior of the system. Also the second 
embodiment captures data at a single server, and with a single 
source of time stamps, thus being free from the problem of 
time-base differences among servers. 
(Step S123) The saturation point determination unit 144 
calculates a saturation point. Details of this step S123 will be 
40 described later with reference to FIG. 27. 
It is noted that the second embodiment assumes that the 
messages carry no particular information that associates them 
with each other. For this reason, the message flow detection 
unit 130 uses, for example, a model-matching technique with 
transaction models. As another possible implementation, 
messages may be configured to have some indication of their 
association. For example, the topmost server (web server 
200) may place an identifier of an ongoing transaction in its 
messages, so as to indicate that those messages are transmit-
ted as part of a specific transaction invoked by a received 
request message. In this case, the message flow detection unit 
130 produces a message flow by extracting messages having 
the same identifier. 
As mentioned above, the second embodiment creates mes-
sage flow datasets by using the method proposed in Japanese 
Laid-open Patent Publication No. 2006-011683. The second 
embodiment, however, is not limited by the specific method 
described in the Japanese Laid-open Patent Publication No. 
2006-011683. There are several other methods to obtain the 
(Step S124) The analyzing unit 145 determines whether 
the currently selected tier is a performance bottleneck. Details 
of this step S124 will be describedlaterwithreferenceto FIG. 
28. The analyzing unit 145 then exits from the present process 
45 of tier performance analysis. 
The following sections (bl) to (b4) will describe each step 
of FIG. 16 in greater detail. 
(bl) Time Window Definition 
The data compilation unit 141 divides a given analysis 
50 period into a plurality of time windows with a sufficiently fine 
granularity. In actual implementations of the second embodi-
ment, it is considered appropriate to select a sufficiently small 
step size for the time windows since the load may vary in a 
very short time comparable to the average processing time of 
55 jobs. 
exact transmission and reception times of each message flow- 60 
ing among a plurality of tiers related to individual transac-
Generally, the throughput varies with load as seen in FIG. 
17. Specifically, FIG. 17 illustrates a relationship between 
load and throughput. The upper half gives an example ofload 
and throughput values in tabular form (Table A), where the 
time windows have a sufficient granularity. The lower half 
illustrates a graph ofload versus throughput (Graph B). 
tions. 
For example, one method uses log files of messages trans-
mitted and received by the web server 200, application server 
300, and database server 400 constituting a three-tier Web 
system. In this method, each server 200, 300, and 400 asso-
ciates a received message with messages produced in connec-
As can be seen from FIG. 17, the load values exhibit 
significant variations when the time window length is suffi-
ciently small. As an example of longer time windows, sup-
65 pose that eight time windows. #1 to #8 in FIG. 17A are 
combined into a single time window. The load value of this 
new time window is calculated as an average of those in the 
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original windows, which is indicated by the star symbol in 
FIG. 17. As a result of this averaging, however, the analysis 
would overlook the significant variations of load values and 
thus fail to recognize the true relationship between the load 
and throughput. To avoid this problem, an appropriate step 
size of time windows is selected in such a way that the load 
does not change so much within a single time window. Pref-
erably, the step size is as small as the average job processing 
time. For example, the length of time windows is set to 100 
ms. 
FIG. 18 illustrates an example of time windows. In the 
example of FIG. 18, the analysis period is divided into a 
plurality of time windows with a length of 100 ms. According 
to the second embodiment, the time window length is previ-
ously set as a configuration parameter of the data compilation 
unit 141. As can be seen from FIG. 18, each job execution 
period is distributed at least one of those time windows. The 
resulting time series data of each time window is short in 
length. 
FIG.19 illustrates several examples ofhow execution peri-
ods are distributed among successive time windows. The web 
server 200 executes a job 61 in two discrete execution periods 
6la and 61b. The first execution period 6la belongs to time 
window #1 since it is entirely contained in that window. The 
second execution period 6lb belongs to time window #2 since 
it is entirely contained in that window period. 
The application server 300, on the other hand, executes its 
job 62 in five discrete execution periods 62a, 62b, 62c, 62d, 
and 62e. The first and second execution periods 62a and 62b 
belong to time window #1 since they are entirely contained in 
that window period. The third to fifth execution periods 62c, 
62d, and 62e belong to time window #2 since they are entirely 
contained in that window period. 
The database server 400 executes four jobs 63 to 66, each 
26 
example procedure of calculating throughput and load. Each 
step of FIG. 21 is described below in the order of step num-
bers. 
(Step S131) The data compilation unit 141 selects a time 
window that has not been subjected to the calculation. For 
example, the data compilation unit 141 selects the entries of 
time windows in the time window data storage unit 142 one 
by one, from the topmost entry to the endmost entry. 
(Step S132) The data compilation unit 141 calculates a 
10 throughput value in the selected time window. For example, 
the data compilation unit 141 calculates a weighted sum of 
throughput values of individual jobs depending on their 
respective job categories, thereby outputting an accurate 
15 throughput value of the selected time window in which a 
plurality of jobs with different processing workloads are 
handled. For the purpose of weighting, the data compilation 
unit 141 uses normalized per-job throughput values deter-
mined for different job categories, as will be described in a 
20 separate section. The data compilation unit 141 stores the 
calculated throughput value in the time window data storage 
unit 142, for example. 
(Step S133) The data compilation unit 141 calculates a load 
in the selected time window. For example, the data compila-
25 ti on unit 141 first calculates a sum of processing times in the 
selected time window, for the jobs executed by the server in 
the tierofinterest. The data compilation unit 141 then divides 
the sum by the time window length to obtain a load value in 
the time window. This load value thus represents an average 
30 load in a given time window. The data compilation unit 141 
stores the calculated load value in the time window data 
storage unit 142, for example. 
in a single continuous execution period. The first job 63 35 
belongs to time window #1 since it is executed within that 
window period. The third and fourth jobs 65 and 66 belong to 
time window #2 since they are both executed within that 
window period. The second job 64, on the other hand, is 
executed across time window #1 and time window #2. As in 40 
(Step S134) The data compilation unit 141 determines 
whether there are any other time windows that have not been 
subjected to the calculation. For example, the data compila-
tion unit 141 checks the remaining entries of time windows in 
the time window data storage unit 142. If the last entry has 
already been reached, the data compilation unit 141 deter-
mines that there are no pending time windows. When a pend-
ing time window is found, the data compilation unit 141 
returns to step Sl3 l to continue the process. When there is no this example, an execution period may extend beyond the 
boundary of time windows, in which case the execution 
period of that job belongs to a plurality of time windows. This 
type of execution period will be divided into two or more 
periods such that each divided period belongs to a different 
time window. Regarding the job 64, its execution period is 
divided into two portions, a first execution period 64a belong-
ing to time window #1 and a second execution period 64b 
belonging to time window #2. These two divided execution 
periods 64a and 64b are thus distributed to separate time 
windows. 
The foregoing examples of FIG. 18 and FIG. 19 illustrate a 
series of processing operations initiated by a single transac-
tion. The servers, however, may execute a plurality of trans-
actions in a parallel fashion. FIG. 20 illustrates an example 
how processes are executed in parallel. In this example of 
FIG. 20, the system is executing three transactions in parallel 
during the period of time windows #1 and #2. Specifically, 
jobs 61 to 66 accomplish one transaction. Jobs 71 to 75 
accomplish another transaction. Jobs 81 to 83 accomplish yet 
another transaction. The letters seen in each box indicate the 
category of the job. The execution periods of those jobs in 
parallel transactions are distributed across time windows, 
depending on which time window contains which execution 
period, similarly to the case of FIG. 19. 
The calculation of throughput and load will now be 
described in detail below. FIG. 21 is a flowchart illustrating an 
pending process, the data compilation unit 141 exits from this 
process of throughput and load calculation. 
FIG. 22 illustrates an example data structure of a time 
45 window data storage unit. The illustrated time window data 
storage unit 142 contains a plurality of time window manage-
ment tables 142a, 142b, and 142c corresponding to different 
tiers. For example, the time window management table 142a 
corresponds to the database tier to which the database server 
50 400 belongs. 
The time window management table 142a has four data 
fields titled "Time Window," "Period," "Throughput," and 
"Load." The time window field contains the name of a time 
window. The period field provides details of the period of that 
55 time window. The throughput and load fields respectively 
contain throughput and load values calculated for the time 
window. 
(b2) Calculation of Throughput and Load Values 
This section will describe in detail how the throughput and 
60 load values are calculated. 
(i) Calculation of Throughput Values 
The throughput values are calculated as follows. The satu-
ration point determination unit 144 executes this calculation 
for each individual time window, on the basis of processing 
65 times of the jobs that belong to that time window. During this 
course, the saturation point determination unit 144 applies 
appropriate weighting coefficients to those jobs, taking into 
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consideration the difference between job categories, thereby 
calculating a normalized throughput. 
The throughput normalization offers several advantages as 
will be described below. According to second embodiment, 
the analysis period is subdivided into short time windows to 
observe the relationships between load and throughput. With-
out normalization, the performance analysis could fail to 
determine correct relationships between load and throughput 
because the following two factors introduce some disturbance 
into the observation of those two variables, which degrades 10 
the credibility of the bottleneck isolation based on load-
throughput correlation. The factors are: 
1. Differences in hardware resource consumption among 
dissimilar kinds of jobs 
2. Differences in hardware resource consumption among 15 
individual jobs of the same kind 
The former factor is particularly dominant in terms of the 
absolute amount of differences, since the shorter time win-
dows mean smaller chances for different kinds of jobs to run 
together in a single time window. The latter factor, on the 20 
other hand, is expected to have a somewhat averaged distri-
bution (e.g., normal distribution or the like) because of the 
similarity of jobs. 
28 
ratio of their average processing time in low workload con-
ditions to that of the representative job category for the same 
tier. For example, the average processing time of job category 
W2 in low workload conditions is 0.604 times that of the 
representative job category Wl (i.e., 13.4 ms/22.2 
ms=0.604). Accordingly the normalized per-job throughput 
value of job category W2 is set to 0.604. 
With those normalized per-job throughput values, the data 
compilation unit 141 calculates an average throughput for 
each of the subdivided time windows. More specifically, the 
data compilation unit 141 weights throughput values on the 
basis of the average processing time of different job catego-
ries which were measured in low workload conditions. For 
example, the data compilation unit 141 first gives a base score 
ofl to each job's throughput (from request to response). The 
data compilation unit 141 then calculates weighted scores of 
the executed jobs by weighting their base scores with relevant 
normalized per-job throughput values. Further, in the case 
where a job is executed across two or more time windows, the 
data compilation unit 141 allocates the score of that job 
among those time windows in proportion to each time win-
dow's share in the entire execution period of the job. In the 
case where a job is executed within a single time window, the 
whole score of that job is allocated to that time window. The 
data compilation unit 141 then adds the distributed scores to 
the respective throughput values of time windows. 
The following example demonstrates how the throughput 
is calculated in the two time windows illustrated in FIG. 19. 
As seen in FIG. 19, the execution of jobs 61 to 66 involves 
In consideration of the above, the second embodiment is 
configured to normalize the differences in hardware resource 25 
consumption among dissimilar kinds of jobs by using a set of 
data describing average processing time of each job category, 
which has been measured in a workload test. The second 
embodiment copes with the former factor in this way and can 
thus obtain correct throughput values. To achieve the normal-
ization, the second embodiment determines how to weight 
different job categories. The information necessary for this 
determination is previously stored in the normalized through-
put value storage unit 143. 
30 interactions between tiers, and when a first tier delegates its 
job to a second tier, the first tier waits for a response from the 
second tier. Such response waiting times should be excluded 
from the execution period of this job in the first tier. Only the 
remaining, pure execution periods are subjected to the calcu-
FIG. 23 illustrates an example data structure of a normal-
ized throughput value storage unit. The illustrated normalized 
throughput value storage unit 143 contains a normalized 
throughput value table 143a. This normalized throughput 
value table 143a has data fields titled "Job Category," "Aver-
age Processing Time in Low Workload Conditions," and 
"Normalized Throughput Value." 
Specifically, the job category field of each table entry con-
tains a job category name of jobs executed by a server in the 
web three-tier system. The next data field titled "Average 
Processing Time in Low Workload Conditions" indicates an 
average processing time of the corresponding job category, 
which assumes that a server executes a job of that category 
under low workload conditions. In the example of FIG. 23, 
the average processing times are represented in units of ms. 
For example, the normalized throughput value table 143a 
stores average processing times previously measured by an 
administrator of the web three-tier system when the system 
workload is low. 
35 lation of throughput. 
Referring first to the tier of web server 200 in FIG. 19, the 
illustrated job 61 has two separate execution periods 6la and 
6lb, of which only the first execution period 61a belongs to 
time window #1. The second execution period 6lb, on the 
40 other hand, belongs to time window #2. The first execution 
period 6la has a length (processing time) of 14 ms, while the 
second execution period 6lb has a length of 11 ms. Thus the 
total processing time of this job 61 is 25 ms. The job 61 is 
categorized in job category Wl, whose normalized per-job 
45 throughput value is 1.00 as seen in the normalized throughput 
value table 143a of FIG. 23. Accordingly, this score 1.00 of 
normalized throughput is allocated among time window #1 
and time window #2 in proportion to the ratio of their pro-
cessing times. More specifically, time window #1 earns a 
50 score of 0.56 (=1.00x14/25), while time window #2 earns a 
score of0.44 (=1.00xll/25). Those two scores are added to 
the respective throughput values of time windows #1 and #2 
for the tier of the web server 200. 
Referring next to the tier of the application server 300 in 
FIG. 19, the job 62 is executed in intermittent execution 
periods 62a, 62b, 62c, 62d, and 62e. Of those five periods, 
only the first two execution periods 62a and 62b belong to 
time window #1, while the remaining three execution periods 
62c, 62d, and 62e belong to time window #2. The first execu-
tion period 62a is 19 ms, the second execution period 62b is 
9 ms, the third execution period 62c is 10 ms, the fourth 
execution period 62d is 12 ms, and the fifth execution period 
6le is 21 ms in length. Thus the total processing time of this 
job 62 amounts to 71 ms. The job 62 is categorized in job 
The normalized throughput value field contains a per-job 
throughput value which is normalized for each corresponding 55 
job category in the way described below. For example, one 
representative job category is selected for each tier. In the 
example of FIG. 23, job category Wl is selected as the rep-
resentative job category of jobs executed by the web server 
200. Likewise, job category Al is selected as the representa- 60 
tive job category of jobs executed by the application server 
300, and job category Dl is selected as the representative job 
category of jobs executed by the database server 400. Those 
representative job categories are given a normalized per-job 
throughput value of 1.00. 65 category Al, whose normalized per-job throughput value is 
1.00 as seen in the normalized throughput value table 143a of 
FIG. 23. Accordingly, this score 1. 00 of normalized through-
On the other hand, the normalized per-job throughput val-
ues of non-representative job categories are calculated as the 
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put is allocated among time window #1 and time window #2 
in proportion to the ratio of their processing times. More 
specifically, time window #1 earns a score of0.394 (=1.00x 
(19+9)/71), while time window #2 earns a score of 0.606 
(=1.00x(10+12+21)/71). Those two scores are added to the 5 
respective throughput values of time windows #1 and #2 for 
the tier of the application server 300. 
Referring lastly to the tier of the database server 400 in 
FIG. 19, four jobs 63 to 66 are executed. The first job 63 
entirely belongs to time window #1 and is 9 ms in length. 10 
Further, the first job 63 is categorized in job category Dl, 
whose normalized per-job throughput value is 1.00 as seen in 
the normalized throughput value table 143a of FIG. 23. 
Accordingly, this score 1.00 is added to the throughput value 15 
of time window #1 for the tier of the database server 400. 
30 
(ii) Calculation of Load Values 
The load values are calculated as follows. In the context of 
the second embodiment, the term "load" refers to the average 
number of jobs executed concurrently in a given time win-
dow. This load can be calculated as follows. 
[Load]~[Total job processing time in time window]/ 
[Time window lengtb] 
Here the "job processing time" in a tier only includes the 
period when the tier actually processes its jobs. It is noted that 
a tier other than the bottommost tier may delegate a part of its 
job to a lower tier and waits for a response from the lower tier. 
Such response waiting times have to be excluded from the job 
processing time of that tier. 
Referring again to the example of FIG. 19, the load values 
of each tier are calculated below. In the tier of the web server 
200, the load in time window #1is0.14 (=14/100), and that of 
time window #2 is 0.11 (=11/100). In the tier of the applica-
tion server 300, the load in time window #1is0.28 (=(19+9)/ 
The second job 64 is executed across two time windows in 
the example of FIG. 19. The leading execution period 64a 
belongs to time window #1, and the trailing execution period 
64b belongs to time window #2. The leading execution period 
64a has a length (processing time) of 10 ms, while the trailing 
execution period 64b has a length of 24 ms. Thus the total 
processing time of this job 64 amounts to 34 ms. The job 64 
20 100), and that of time window #2 is 0.43 (=(10+12+21)/100). 
In the tier of the database server 400, the load in time window 
#1is0.19 (=(9+10)/100), and that in time window #2 is 0.39 
(=(24+8+ 7)/100). 
The same calculation method applies to the cases where a 
25 plurality of transactions are running concurrently as in FIG. 
20. That is, the processing times of a plurality of transaction 
jobs are added up for each time window, regardless of what 
kind of jobs they are. The resulting sum is then divided by the 
is categorized in job category D2, whose normalized per-job 
throughput value is 3 .72 as seen in the normalized throughput 
value table 143a of FIG. 23. Accordingly, this score 3.72 of 
normalized throughput is distributed to time window #1 and 
time window #2 in proportion to the ratio of their processing 
times. More specifically, time window #1 earns a score of 
1.09 (=3.72x10/34), while time window #2 earns a score of 30 
2.63 (=3.72x24/34). Those two scores are added to the 
respective throughput values of time windows #1 and #2 for 
the tier of the database server 400. 
time window length. 
In the example of FIG. 19, the third job 65 entirely belongs 35 
to time window #2 and is 8 ms in length. This job 65 is 
categorized in job category D3, whose normalized per-job 
throughput value is 0.796 as seen in the normalized through-
put value table 143a ofFIG. 23.Accordingly, the whole score 
0.796 is added to the throughput value of time window #2 for 40 
the tierofthe database server 400. Likewise, the fourth job 66 
entirely belongs to time window #2 and is 7 ms in length in the 
example ofFIG.19. This job 66 is categorized in job category 
D4, whose normalized per-job throughput value is 3.19 as 
seen in the normalized throughput value table 143a of FIG. 45 
23. Accordingly, the whole score 3 .19 is added to the through-
put value of time window #2 forthe tier of the database server 
400. 
The load values calculated above for successive time win-
dows form a time series indicating temporal changes of the 
load. FIG. 25 depicts an example of such temporal changes of 
load. Specifically, FIG. 25 is a graph that indicates how the 
load of the database server 400 varies with time. The hori-
zontal axis of this graph represents time, and the vertical axis 
represents load. Each tick of the horizontal axis corresponds 
to one time window. 
(b3) Calculation of Saturation Point 
This section will describe a detailed process of calculating 
a saturation point. The saturation point determination unit 
144 dynamically determines a saturation point depending on 
the relationship between throughput and load. For example, 
the saturation point determination unit 144 investigates the 
relationship between throughput values and load values cal-
culated for time windows and determines a saturation point at 
which the throughput stops increasing with load. 
The presence of such a point of throughput saturation can 
be recognized without difficulty by producing a scatter plot 
representing the distribution of load-throughput pairs From the above scores in the tierofthe database server 400, 
the throughput in time window #1 is calculated to be 2.09, 
which is the total score of the whole job 63 and leading 
execution period 64a. The throughput in time window #2 is 
calculated to be 6.616, which is the total score of the trailing 
execution period 64b and whole jobs 65 and 66. 
When a plurality of transactions are running concurrently 
in multiple tiers as illustrated in FIG. 20, the scores of jobs 
relating those transaction are added up for each time window, 
and for each different tier. The resulting total scores are output 
as the throughput value of each time window and each tier. 
The above-described throughput values in successive time 
windows indicate temporal changes of the throughput. FIG. 
24 depicts an example of such temporal changes of through-
put. Specifically, FIG. 24 is a graph that indicates how the 
throughput of the database server 400 varies with time. The 
horizontal axis of this graph represents time, and the vertical 
axis represents throughput. Each tick of the horizontal axis 
corresponds to one time window. 
50 observed in different time windows. FIG. 26 is a scatter plot 
illustrating example relationships between load in the hori-
zontal (X) axis and throughput in the vertical (Y) axis. The 
throughput and load of each time window is plotted as a point 
on this diagram. As can be seen from the scatter plot of FIG. 
55 26, the throughput increases to some extent along with an 
increase ofload, but stops increasing when the load reaches a 
certain level. The saturation point determination unit 144 
determines this boundary line of the load as a saturation point. 
FIG. 27 is a flowchart illustrating an example procedure of 
60 saturation point calculation. Each step of FIG. 27 is described 
below in the order of step numbers. 
(Step S141) The saturation point determination unit 144 
seeks the minimum and maximum load values. For example, 
the saturation point determination unit 144 scans the load 
65 field of the time window management table of the currently 
selected tier, thereby extracting minimum and maximum load 
values. 
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(Step S142) The saturation point determination unit 144 
subdivides the range between the extracted minimum value 
and maximum value into equal small intervals. The resulting 
small sections of load are referred to herein as "load sub-
ranges." Each load subrange is delimited by a lower limit 
value and an upper limit value. The former is referred to 
herein as a "subrange start value," and the latter is referred to 
herein as a "subrange end value." 
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(Step S149) The saturation point determination unit 144 
sets a saturation point to the subrange start value of the cur-
rently selected load subrange. 
Suppose, for example, that the slope at the i-th load sub-
range does not fall below the threshold until the tenth sub-
range is reached, where the range of load between 0 to 50 is 
divided into 100 subranges with a step size of0.5. The tenth 
load subrange ranges from 4.5 to 5.0, and the subrange start 
value, 4.5 (=0.5x9), is selected as the saturation point. As can For example, the saturation point determination unit 144 
subdivides the range between minimum and maximum into a 
predetermined number (e.g., 100) of load subranges. Alter-
natively, the saturation point determination unit 144 may 
subdivide the same range into a variable number of fixed-
length subranges (e.g., 0 .1). For example, when the minimum 
load is 0 and the maximum load is 50, the range between 0 to 
50 is subdivided into 100 subranges with a step size of0.5. 
10 be seen from this example, the saturation point determination 
unit 144 scans the subdivided load subranges, from the lowest 
to the highest, to determine whether the slope falls below a 
specified threshold (e.g., 0.21l 1). When the slope does not fall 
below the threshold until the i-th subrange is reached, the 
15 subrange start value of the i-th load subrange is selected as the 
saturation point. 
(b4) Bottleneck Isolation (Step S143) The saturation point determination unit 144 
selects a load subrange in ascending order of load values. 
(Step S144) The saturation point determination unit 144 
extracts time windows whose load values fall in the selected 
load subrange and calculates an average load and an average 
throughput in the extracted time windows. 
Based on the saturation point selected above, a process of 
bottleneck isolation is executed in the way described below. 
20 Briefly, the analyzing unit 145 evaluates spare capacity of 
each tier from the ratio of time windows whose load values do 
(Step S145) The saturation point determination unit 144 
calculates an increase rate (slope) of the throughput with 
25 
respect to the load by comparing the currently selected load 
subrange with the previously selected load subrange (adja-
cent to the current one). Here the throughput slope is calcu-
lated by, for example, dividing the variation of average 
throughput relative to the immediately preceding load sub-
30 
range by the variation of average load relative to the same. For 
example, the slope o, at the i-th selected load subrange is 
expressed as follows: 
not exceed the saturation point. When this ratio of a particular 
tier is smaller than a given value, the analyzing unit 145 
recognizes the tier as a performance bottleneck of the system. 
Referring again to the scatter plot of FIG. 26, each dot 
corresponds to a particular time window. The plotted time 
windows are divided into two groups, i.e., one group having 
load values below the saturation point, and the other group 
having load values exceeding the saturation point. In the 
former group of time windows, the tier is considered to have 
some amount of room in its processing capacity. The analyz-
ing unit 145 therefore calculates the ratio of this group of time 
windows to the entire set of time windows, as an indicator of 
the tier's spare capacity. Suppose, for example, that the given 
[Expression l] 
llfii//d;: i= 1 O; = ~ - tp,_1 : 1 <is 100 Id; -ld;-1 (1) 
35 time-series data is 180 seconds in length, which is divided 
into 1800 time windows with a step size of! 00 ms. In the case 
where 385 out of 1800 time windows have small load values 
below the saturation point, it means that the tier had a spare 
40 
Id;: average load 
tfii: average throughput 
capacity in 21.4% (=385/1800x100) of the time windows. 
According to the second embodiment, the analyzing unit 
145 has a first threshold to compare with the ratio of time 
windows whose load values do not exceed the saturation 
point. If the ratio of such time windows is smaller than the first 
threshold, the analyzing unit 145 determines that the tier is in 
45 a full-saturation state. In other words, the workload exceeds 
the tier's processing capacity. The analyzing unit 145 thus 
sends a notice that indicates the presence of a bottleneck in the 
tier in full-saturation state. 
(Step S146) The saturation point determination unit 144 
determines whether the slope calculated at step S145 is 
smaller than a given threshold. This threshold may be 
obtained by, for example, multiplying the slope Ill at a load 
subrange where the average load is minimum by a specified 
coefficient (e.g., 0.2) smaller than 1. If the slope is smaller 50 
than the given threshold, the saturation point determination 
unit 144 advances to step S149. If the slope is equal to or 
greaterthan the given threshold, the saturation point determi-
nation unit 144 advances to step S147. 
(Step S147) The saturation point determination unit 144 55 
determines whether there are any other load subranges that 
have not been subjected to the above processing. When such 
a pending load subrange is found, the saturation point deter-
mination unit 144 returns to step S143. When it is found that 
all load subranges have been finished, the saturation point 60 
determination unit 144 proceeds to step S148. 
(Step S148) This step is reached because the slope is equal 
to or greater than the threshold in every load subrange. 
Accordingly the saturation point determination unit 144 sets 
a saturation point to the maximum value ofload obtained at 65 
step S141 and terminates the process of saturation point cal-
culation. 
According to the second embodiment, the analyzing unit 
145 also has a second threshold to compare with the ratio of 
time windows whose load values do not exceed the saturation 
point. The second threshold is higher than the first threshold 
noted above. If the ratio of such time windows is smaller than 
the second threshold, the analyzing unit 145 determines that 
the tier is in a quasi-saturation state. In other words, the tier is 
facing a workload partly exceeding the tier's processing 
capacity. The multi-tier system could experience a bottleneck 
when a plurality of tiers simultaneously fall into the quasi-
saturation state. 
The above-outlined bottleneck isolation is accomplished 
as follows. FIG. 28 is a flowchart illustrating an example 
procedure of bottleneck isolation. Each step of FIG. 28 is 
described below in the order of step numbers. 
(Step S151) The analyzing unit 145 selects a time window. 
For example, the analyzing unit 145 selects time windows one 
by one, starting with the topmost entry of a time window 
management table (see FIG. 22) of the tier under analysis. 
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(Step S152) The analyzing unit 145 compares the load 
value in the selected time window with the saturation point. If 
the load value is equal to or smaller than the saturation point, 
the analyzing unit 145 proceeds to step S153. If the load is 
greaterthan the threshold, the analyzing unit 145 skips to step 
S154. 
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to be in the absolute non-saturation state. The analyzing unit 
145 then outputs a piece ofinformation indicating that the tier 
under analysis is in an absolute non-saturation state. 
FIG. 30 is a scatter plot illustrating an example where the 
tier is in a non-saturation state. The term "non-saturation 
state" refers to a state in which the ratio of time windows 
below the saturation point is equal to or greater than the 
second threshold. Suppose, for example, that the first and 
second thresholds are set to 0.2 (20%) and 0.7 (70% ), respec-
(Step S153) The analyzing unit 145 increments a counterof 
non-saturation windows. It is assumed here that this non-
saturation window counter has been initialized to zero when 
the bottleneck isolation process is started. 
(Step S154) The analyzing unit 145 determines whether 
there are any other time windows that have not been subjected 
10 tively. In this case, the analyzing unit 145 determines that the 
tier is in a non-saturation state when 70% or more of its time 
windows are plotted below the saturation point. The analyz-
ing unit 145 then outputs a piece of information indicating to the above steps. When such a pending time window is 
found, the analyzing unit 145 returns to step S151. When no 
such pending time window is found, the analyzing unit 145 15 
proceeds to step S155. 
that the tier under analysis is in a non-saturation state. 
FIG. 31 is a scatter plot illustrating an example where the 
tier is in a quasi-saturation state. The term "quasi-saturation 
state" refers to a state in which the ratio of time windows 
below the saturation point is equal to or greater than the first 
threshold, but below the second threshold. The tier in a quasi-
(Step S155) The analyzing unit 145 determines whether 
the ratio of non-saturation windows to the whole series of 
time windows is smaller than a first threshold. This first 
threshold has previously been given to the analyzing unit 145. 
For example, the analyzing unit 145 calculates the ratio by 
dividing the number of non-saturation time windows by the 
total number of time windows, and then compares the result-
ing ratio with the given first threshold. If the ratio of non-
saturation windows is smaller than the first threshold, the 
analyzing unit 145 proceeds to step S156. If the ratio of 
non-saturation windows is equal to or greater than the first 
threshold, the analyzing unit 145 proceeds to step S157. 
20 saturation state is considered to have partly reached its per-
formance limit. This indicates that the multi-tier system as a 
whole could be experiencing a bottleneck since a plurality of 
tiers simultaneously have fallen into quasi-saturation state. In 
the case where the first and second thresholds are respectively 
(Step S156) The analyzing unit 145 determines that the 
selected tier is causing a bottleneck of the system. The ana-
lyzing unit 145 outputs this determination result to, for 
example, a screen of the monitor 11 and then exits from this 
process of bottleneck isolation. 
25 set to, for example, 0.2 (20%) and 0.7 (70%), the analyzing 
unit 145 determines that the tier is in a quasi-saturation state 
when 20% or more, but less than 70%, ofits time windows are 
plotted below the saturation point. The analyzing unit 145 
then outputs a piece of information indicating that the tier 
30 under analysis is in a quasi-saturation state (i.e., indicating the 
presence of partial bottleneck). 
FIG. 32 is a scatter plot illustrating an example where the 
tier is in a saturation state. The term "saturation state" refers 
to a state in which the ratio of time windows below the 
35 saturation point is smaller than the first threshold. The tier in 
a saturation state is considered to be a bottleneck in the 
(Step S157) The analyzing unit 145 determines whether 
the ratio of non-saturation windows to the whole series of 
time windows is smaller than a second threshold. This second 
threshold is greater than the first threshold and has previously 
been given to the analyzing unit 145. If the ratio of non-
saturation windows is smaller than the second threshold, the 
analyzing unit 145 proceeds to step S158. If the ratio of 40 
non-saturation windows is equal to or greater than the second 
threshold, the analyzing unit 145 exits from this process of 
bottleneck isolation. 
(Step S158) The analyzing unit 145 determines that the 
currently selected tier could be a cause of a complex bottle- 45 
neck of the system. This "complex bottleneck" means that the 
system is experiencing a bottleneck due to some combination 
of two or more tiers including this tier in question. The ana-
lyzing unit 145 outputs this determination result to, for 
example, a screen of the monitor 11 and then exits from this 50 
process of bottleneck isolation. 
As can be seen from the above steps, the second embodi-
ment isolates a bottleneck of a multi-tier system on the basis 
of the ratio of non-saturation time windows that have a certain 
amount of spare capacity. Referring now to FIGS. 29 to 32, 55 
the following section will describe how the server's spare 
capacity is evaluated on the basis of the ratio of non-saturated 
time windows. 
FIG. 29 is a scatter plot illustrating an example where the 
tier is in absolute non-saturation state. The term "absolute 60 
multi-tier system. In the case where the first threshold is set to, 
for example, 0.2 (20%), the analyzing unit 145 determines 
that the tier is in a saturation state when less than 20% of its 
time windows are plotted below the saturation point. The 
analyzing unit 145 then outputs a piece of information indi-
cating that the tier under analysis is in a saturation state (i.e., 
indicating the presence of a bottleneck). 
As can be seen from the above explanation, the second 
embodiment calculates load and throughput values of jobs 
executed in each tier on the basis of precise message times-
tamps, determines their relationships in a dynamic fashion, 
and isolates performance bottlenecks of the system under 
analysis. The proposed techniques make it possible to isolate 
bottlenecks properly. 
The second embodiment first divides a given analysis 
period into a plurality of short time windows and calculates 
load and throughput values for each time window and for each 
tier. The resulting load-throughput pairs of time windows are 
then analyzed in terms of the relationship between load and 
throughput. The second embodiment dynamically deter-
mines a saturation point ofload values at which the through-
put stops increasing with the load. Each tier's spare capacity 
is then evaluated according to the ratio of time windows 
whose load values exceed the saturation point. This evalua-
tion is based on the nature of throughput of servers rumiing on 
a tier. That is, there is an upper limit in the number (or 
parallelism) of jobs that a server can execute concurrently 
because of the limitations in its hardware components, oper-
non-saturation state" refers to a state in which the tier's work-
load is so low that none of the time windows exceeds the 
saturation point. It may not be possible to determine a satu-
ration point when every time window is plotted in a low load 
region as in the case seen in FIG. 29. That is, the processing 
steps discussed in FIG. 27 find that the slope exceeds a thresh-
old in all load subranges, in which case the tier is concluded 
65 ating system, and software implementations. Once the paral-
lelism reaches that limit, the throughput would not increase 
any more. 
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To detect the occurrence of a bottleneck, the second 
embodiment relies on the observed relationships between 
load and throughput. This means that the second embodiment 
can detect a bottleneck regardless of what is really causing it. 
That is, a bottleneck of a particular tier can be detected even 
if it is caused by some other reasons than the aforementioned 
software limitation on the number of concurrent jobs. 
There are a variety of factors in the multi-tier system which 
can affect the saturation point of throughput of a tier. For 
example, the saturation point is affected by differences in the 10 
kind and amount of hardware resources used, which depend 
on software implementations and job categories. Queuing at 
each level of the operating system and other software com-
ponents also affects the saturation point. The mixture ratio of 
job categories may vary with time, and thus the saturation 15 
point may dynamically change during operation of the sys-
tem. The saturation point could be influenced by such many 
internal factors, but it is very difficult to previously identify 
them through external observation ofIP packets. The second 
embodiment uses relationships between load and throughput 20 
to isolate bottlenecks, thus making it possible to eliminate the 
need for information about internal factors affecting satura-
tion points. 
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factors that could disrupt this load-throughput relationship. 
One of those factors is the time that a tier waits for some 
external resources indirectly, as opposed to the time that a tier 
waits for a response message from another tier. Such indirect 
waiting times may happen, depending on the implementa-
tions of software. 
FIG. 33 illustrates an example of what factors may disrupt 
the relationship between load and throughput. Specifically, 
FIG. 33 depicts an implementation in which applications on 
the application server 300 have a pool of reusable database 
connections for communication with the database server 400. 
Implementations of this type are commonly seen as database 
connection pools. 
For example, when those pooled database connections are 
used up, a thread in need of a new database connection has to 
wait for some other existing thread to finish the processing 
and release its database connection back to the pool. The 
former thread is unable to advance its processing if other 
threads happen to be waiting for a response from the database 
server 400. This means that the former thread is indirectly 
waiting for a response from the database server 400. Particu-
larly when a bottleneck condition exists in the database server 
400, the exponential growth of its response time brings about 
an extremely long waiting time before the application server 
300 can find a vacant resource for database connection, as 
indicated by the hatched portion in FIG. 33. 
The above-noted indirect waiting time is not part of the net 
processing time of the application server 300 because it is 
spent only in waiting for an external resource. Thus the cal-
culation of throughput and load of the application server 300 
is supposed to exclude such waiting times. The problem is, 
however, that those indirect waiting times cannot be observed 
as external behavior of the application server 300 since wait-
ing for an external resource is an internal operation of appli-
cations. 
The same applies also to the web server 200 and applica-
tion server 300 when they wait for vacancies in a thread pool. 
There is, in general, an upper limit in the number of threads 
that the web server 200 and application server 300 are allowed 
For example, the second embodiment works effectively in 
finding a tier (server) with a problem even in a situation where 25 
the system does not produce outcomes commensurate with an 
increase of the input in spite of the fact that individual system 
resources are still available. Such a symptom appears when a 
bottleneck is caused by a plurality of interrelated factors in a 
single tier. Those interrelated factors may involve a wide 30 
range of elements including computer hardware, operating 
system, software implementations, and user applications. It is 
therefore necessary to analyze individual resources, as well as 
their combinations, that could cause a bottleneck in each tier. 
However, the relationships between such resources are too 35 
complicated to analyze properly. The second embodiment 
uses relationships between load and throughput to isolate a 
tier that has a potential cause of bottleneck, thus making it 
possible to alleviate the workload of determining which 
resource is causing a bottleneck. 
The second embodiment evaluate the spare capacity of 
each tier based on the load and throughput in time windows 
that are defined with a very small step size, thus enabling 
detection of a momentary bottleneck. Referring again to the 
example of FIG. 31, there are not a small number of time 45 
windows with load values exceeding the saturation point, 
while the server itself is not a persistent bottleneck. In those 
time windows, the tier may be producing a transient bottle-
neck, which may result in, for example, a moving bottleneck 
that appears alternately on a plurality of tiers at short inter- 50 
vals. The system as a whole is unable to produce outcomes 
commensurate with the increased amount of input load. The 
second embodiment detects such bottlenecks moving among 
the tiers, as well as how much those tiers are affected. 
40 to use concurrently. When all available threads are assigned to 
received requests, the subsequent requests have to wait until 
some threads become available again. This thread waiting 
time may indirectly include an extra waiting time due to a 
( c) Third Embodiment 
This section describes a third embodiment. The third 
embodiment has a feature of excluding indirect external 
resource waiting times from the net processing times when 
calculating throughput in a time window. The third embodi-
ment may be implemented on a system with the same struc-
ture discussed above in the second embodiment. Accordingly, 
the third embodiment will be described below with reference 
to the same components of the second embodiment illustrated 
in FIG. 4 and FIG. 6. 
As have been discussed above, the performance saturation 
of a multi-tier system can be measured by analyzing relation-
ships between load and throughput. However, there are some 
delay in the response from a lower tier, since such delay adds 
more life to the thread. The thread waiting time may grow to 
a significant length, particularly when there is a bottleneck in 
the lower tier. 
Including the above-discussed indirect waiting times for 
external resources in the calculation of throughput and load 
results in very high load values, thus disturbing the relation-
ship between load and throughput. To eliminate this distur-
bance of indirect waiting times from the calculation of load 
and throughput, the third embodiment is designed to remove 
every execution period when that execution period is known 
55 to involve an indirect waiting time for external resources. For 
instance, the very first execution period in a job on a non-
lowest tier is likely to include an indirect waiting time for 
external resources. In the example ofFIG. 33, the hatched box 
represents the first execution period of the application server 
60 3 00. The third embodiment eliminates this entire period from 
the source data for load and throughput calculation. This 
method of course eliminates altogether the tier's true execu-
tion time in that same period, and the unnecessary elimination 
introduces some error into the analysis. However, the effect of 
65 such error is limited or even negligible in the entire process of 
performance analysis because both load and throughput val-
ues are reduced together by the elimination. 
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The third embodiment is implemented by modifying the 
steps of throughput calculation (step S132 in FIG. 21) and 
load calculation (step S133 in FIG. 21) discussed earlier in the 
second embodiment. The modifications are as follows. 
( c 1) Modified Throughput Calculation 
The data compilation unit 141 subtracts the length of the 
first execution period of each job from the processing time 
when calculating a throughput. Referring again to the 
example of FIG. 19, the web server 200 starts executing a job 
61 in time window #1. The data compilation unit 141 thus 10 
excludes this first execution period 61a from the net execution 
period of the job 61, not to consider its length in calculating a 
throughput of the web server 200. Similarly, the first execu-
tion period 62a in time window #1 is excluded from the net 
execution period of the job 62, not to consider its length in 15 
calculating a throughput of the application server 300. 
In the case where a single job is executed across a plurality 
of time windows, the score of that job is distributed to those 
time windows in proportion to their respective shares of the 
processing time. The modified throughput calculation also 20 
applies the exclusion of topmost execution period to this 
distribution of throughput scores. 
( c2) Modified Load Calculation 
The data compilation unit 141 subtracts the length of the 
first execution period of each job from the processing time 25 
when calculating a load value. 
As can be seen from the above description, the third 
embodiment removes the effect of indirect waiting times for 
external resources by excluding execution periods involving 
such waiting times from the source data of throughput and 30 
load calculation. This feature makes it possible to prevent 
such indirect waiting times from being included in the calcu-
lation as part of the tier's processing times and degrading the 
accuracy of observed load and throughput relationships. It is 
not uncommon for a system to experience a sudden and 35 
unusually large increase of the time that a tier indirectly waits 
for external resources (processing at a bottleneck tier), par-
ticularly when the system is facing a performance saturation. 
This indirect waiting time significantly raises load values 
while reducing throughput values, and thus spoils the accu- 40 
racy of observed load and throughput relationships. 
FIG. 34 is a scatter plot illustrating an example of through-
put and load values observed in time windows in the case 
where indirect waiting times for external resources are not 
excluded. This example is of the tier of the application server 45 
300, in which the application server 300 waits for external 
resources. FIG. 34 illustrates a large number of time windows 
are plotted in a high-load region. 
The effect of exclusion of indirect waiting times for exter-
nal resources may be tested by using the same time-series data 50 
used to calculate throughput and load values in FIG. 34. The 
result is depicted in FIG. 35. FIG. 35 is a scatter plot illus-
trating an example of throughput and load values observed in 
time windows in the case where indirect waiting times for 
external resources are excluded. FIG. 35 demonstrates a sig- 55 
nificant reduction in the load values of time windows, com-
pared to those in FIG. 34, as a result of exclusion of indirect 
waiting times. 
38 
sages, instead of the number of executed jobs. The fourth 
embodiment may be implemented on a system with the same 
structure discussed in the second embodiment. Accordingly, 
the fourth embodiment will be described below with refer-
ence to the same components of the second embodiment 
illustrated in FIG. 6. 
In the servers such as an application server 300, Java™ 
virtual machine (Java VM) may initiate a full garbage collec-
tion. Garbage collection is a memory management process 
that automatically releases memory areas in a heap when they 
are no longer used. Heap is a pool of unused memory area that 
programs can allocate dynamically. When a full garbage col-
lection begins, other ongoing processes stop momentarily. A 
job may encounter this full garbage collection and stop in the 
middle of its processing. When this happens in the application 
server 300, the performance analyzer fails to observe the real 
behavior of that job correctly because the job appears as if it 
were continuing execution. As a result, the foregoing method 
of the second embodiment calculates throughput and load 
values based on such a superficial execution period, in spite of 
the fact that the job is actually stopped during the garbage 
collection. 
FIG. 36 illustrates a transaction which is stopped for a 
while by a full garbage collection. In the example of FIG. 36, 
the application server 300 executes a job 92 in response to a 
request message from a job 91 running on the web server 200. 
The job 92 on the application server 300 sends four request 
messages to the database server 400. Upon receipt of those 
request messages, the database server 400 executes four jobs 
93 to 96. The job 91 on the web server 200 includes two 
execution periods 9la and 91b. The job 92 on the application 
server 300 includes five execution periods 92a, 92b, 92c, 92d, 
and 92e. 
It is assumed here that a full garbage collection occurs on 
the application server 300 during the execution period 92c. 
Since this full garbage collection stops the job 92 for a while, 
the apparent length of its third execution period 92c becomes 
longer than the actual processing time spent by the applica-
tion server 300 for the job 92. 
The behavior of the multi-tier system illustrated in FIG. 36 
may be taken as a transient bottleneck at the tier of the appli-
cation server 300 at the moment of full garbage collection. 
The fourth embodiment is supposed to detect such a transient 
bottleneck. To this end, the fourth embodiment is designed to 
estimate the throughput of a tier from the number of output 
messages produced by the tier. Those output messages 
include not only requests to a lower tier, but also responses to 
an upper tier. The fourth embodiment normalizes this output 
message count (i.e., the number of output messages), taking 
into account their dependence on the job categories, such that 
the normalized value will be proportional to the processing 
time of each job category in low workload conditions, and 
inversely proportional to the average per-job output message 
count of each job category. Normalized per-job throughput 
values in the fourth embodiment are also different from those 
in the second embodiment because of the difference in the 
method of throughput calculation. 
FIG. 37 illustrates an example data structure of a normal-
ized throughput value storage unit according to the fourth Even in the situation where a server has to spend time 
waiting for external resources, the accuracy of throughput 
and load values can be maintained by nullifying the effect of 
such indirect waiting times as is done in the third embodi-
ment. In other words, the proposed method contributes to 
more accurate performance analysis. 
60 embodiment. The illustrated normalized throughput value 
storage unit 143 contains a normalized throughput value table 
143b. This normalized throughput value table 143b has data 
fields titled "Job Category," "Average Processing Time in 
Low Workload Conditions," "Average Output Message 
(d) Fourth Embodiment 
This section describes a fourth embodiment which calcu-
lates a throughput on the basis of the number of output mes-
65 Count," and "Normalized Throughput Value." 
Specifically, the job category field of each table entry con-
tains a job category name of jobs executed by a server in the 
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Referring to the tierof the database server 400, the through-
put in time window #1 is 1.00 since the job 93 of job category 
Dl issued one message in that time window. The throughput 
in time window #2 is 3.72 since the job 94 of job category D2 
issued one message in that time window. The throughput in 
time window #3 is 1.59 (=0.796x2) since two jobs 95 and 96 
of job category D3 issued two messages in that time window. 
In the case where a plurality of transactions are executed 
concurrently, message-based throughput values are calcu-
lated for each tier in the above way and a sum total of through-
put values are calculated for each time window similarly to 
the foregoing second embodiment. The resulting sum totals 
are treated as throughput values of those time windows. 
The above method of throughput calculation prevents a 
web three-tier system. The next data field titled "Average 
Processing Time in Low Workload Conditions" indicates an 
average processing time of the corresponding job category, 
which assumes that a server executes a job of that category 
under low workload conditions. In the example of FIG. 37, 
the average processing times are represented in units of ms. 
For example, the normalized throughput value table 143b 
stores average processing times previously measured by an 
administrator of the web three-tier system when the system 
workload is low. The average output message count field 10 
indicates the average number of output messages produced by 
the jobs that belong to the corresponding job category. This 
average output message count includes both request mes-
sages and response messages. 
The normalized throughput value field contains a per-mes-
sage throughput value which is normalized for each corre-
sponding job category. For example, one representative job 
category is selected for each tier. In the example of FIG. 37, 
job category Wl is selected as the representative job category 20 
of jobs executed by the web server 200. Likewise, job cat-
egory Al is selected as the representative job category of jobs 
executed by the application server 300, and job category Dl is 
selected as the representative job category of jobs executed by 
the database server 400. The normalized per-message 25 
throughput value of those representative job categories is 
obtained by dividing 1.00 by the average output message 
count. For example, the representative job category Wl of the 
web server 200 has an average output message count of 2. 
Accordingly, its normalized throughput value is calculated be 30 
0.5 (=1h). 
15 throughput value from being assigned to a time period that is 
extended irrelevantly to actual execution of a job as in the case 
of an execution period 92c of the job 92 in time window #2. 
That is, no messages are output during the momentary stop of 
On the other hand, the normalized per-message throughput 
values of non-representative job categories are obtained by 
calculating the ratio of their average processing time in low 
workload conditions to that of the representative job category 35 
for the same tier and then dividing the ratio by their average 
output message count. For example, the average processing 
time of job category W2 in low workload conditions is 0.604 
times that of the representative job category Wl (i.e., 13.4 
ms/22.2 ms=0.604). This ratio (0.604) is divided by the aver- 40 
age output message count (2.00) of job category W2. The 
resulting quotient, 0.302, is the normalized per-message 
throughput value of job category W2. 
According to the fourth embodiment, the per-message nor-
malized throughput value of each job category is used to 45 
calculate a throughput value of each time window, as opposed 
operation, and the proposed method interprets the absence of 
messages as zero throughput. This means that the proposed 
method can distinguish the true execution times of jobs run-
ning on the servers and correctly recognize them in terms of 
throughput. As a result, the proposed method can identify a 
time window experiencing a transient bottleneck due to full 
garbage collection or the like. With reference to FIGS. 38 and 
39, the next section will compare two results of throughput 
calculation. That is, one is calculated on the basis of normal-
ized per-job throughput values, and the other is calculated on 
the basis of normalized per-message throughput values. 
FIG. 38 is a scatter plot where the throughput axis repre-
sents normalized per-job throughput values. This example 
scatter plot represents calculation results of the second 
embodiment, assuming that full garbage collection is invoked 
in the application server 300 during the analysis period. As 
can be seen in FIG. 38, the distribution ofload and throughput 
values does not suggest any transient bottlenecks due to full 
garbage collection. 
FIG. 39 is a scatter plot where the throughput axis repre-
sents normalized per-message throughput values. The 
example scatter plot of FIG. 39 represents the result of a 
throughput calculation according to the fourth embodiment 
using the same time series data used in that of FIG. 38. As can 
be seen from this result, the fourth embodiment permits a 
momentary stop of operation to directly appear on the 
throughput values. Therefore the scatter plot clearly indicates 
the presence of time windows whose throughput values falls 
to zero or a near-zero range because of occurrence of full 
garbage collection. The ellipse 99 seen in FIG. 39 indicates a 
group of such time windows experiencing an unusual tran-
to the foregoing throughput calculation (step S13 2 in FIG. 21) 
according to the second embodiment. In the case of a trans-
action illustrated in FIG. 36, the fourth embodiment calcu-
lates throughput values in the following way. 
Referring first to the tierof the web server 200, the through-
put in time window #1 is 0.500 since the job 91 of job category 
Wl issued one message in that time window. The throughput 
50 sient drop of throughput due to full garbage collection or the 
like. The analyzing unit 145 can detect those time windows by 
searching the time window data storage unit 142 for time 
windows whose load values exceed a given saturation point, 
in time window #2 is zero because of the lack of output 
messages. The throughput in time window #3 is 0.500 since 55 
the job 91 of job category Wl issued one message in thattime 
window. 
Referring next to the tier of the application server 300, the 
throughput in time window #1 is 0.412 (=0.206x2) since the 
job 92 of job category Al issued two messages in that time 60 
window. The throughput in time window #2 is zero because of 
the lack of output messages. The throughput in time window 
#3 is 0.618 (=0.206x3) since the job 92 of job category Al 
issued three messages. These three output messages include 
two request message sent to the database server 400 in the 65 
lower tier, and one response message returned to the web 
server 200 in the upper tier. 
but whose throughput values are not greater than a predeter-
mined threshold. The analyzing unit 145 may also be config-
ured to output a scatter plot, like the one illustrated in FIG. 39, 
on the monitor 11, so that the system administrator can notice 
the presence of transient throughput drops. 
The example illustrated in FIG. 39 as a whole exhibits a 
relatively wide scattering of throughput values. This symp-
tom suggests that there are not only full garbage collection, 
but also minor garbage collections taking place on the server. 
Such activities cause momentary ups and downs of through-
put. 
The normalization of throughput values may be simplified 
or omitted in the case where, for example, all jobs fall in a 
single job category. For example, the throughput in a time 
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window may be calculated as the number of messages trans-
mitted during that time window. While a job may transmit two 
or more messages during its execution over a plurality of time 
windows, the throughput calculation takes into account the 
number of messages transmitted during each particular time 
window. For another example, the throughput of a job in a 
time window is calculated as the ratio of the number of 
messages transmitted from the job during that time window to 
the total number of messages transmitted from the job. 
(e) Fifth Embodiment 
This section describes a fifth embodiment in which a satu-
ration point is calculated by using a technique that reduces the 
effect of variations in the observed data. The fifth embodi-
ment may be implemented on a system with the same struc-
ture discussed in the second embodiment. Accordingly, the 
fifth embodiment will be described below with reference to 
the same components of the second embodiment illustrated in 
FIG. 6. 
The foregoing second embodiment calculates a saturation 
point by using the method discussed in FIG. 27. However, the 
calculation method of the second embodiment may be 
affected by small variations in the given data and could mis-
takenly select a low saturation point if such variations tem-
porarily push the slope down below the threshold before the 
true saturation is reached. In view of the above, the fifth 
embodiment proposes a method to improve the accuracy of 
saturation point calculation. 
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[Expression 2] 
(2) 
where the value "1.96" is a constant for the 95% confidence 
10 level. 
(Step S207) The saturation point determination unit 144 
determines whether the lower end of the confidence interval is 
lower than a predetermined threshold. This threshold is 
obtained by, for example, multiplying the slope 01 at a load 
15 subrange where the average load is minimum by a specified 
coefficient (e.g., 0.2) smaller than 1. If the lower end of the 
confidence interval is lower than the given threshold, the 
saturation point determination unit 144 advances to step 
S210. If the lower end is equal to or higher than the given 
20 threshold, the saturation point determination unit 144 
advances to step S208. 
(Step S208) The saturation point determination unit 144 
determines whether there are any other load subranges that 
have not been subjected to the above processing. When such 
25 a pending load subrange is found, the saturation point deter-
mination unit 144 returns to step S203. When it is found that 
all load subranges have been finished, the saturation point 
determination unit 144 proceeds to step S209. 
(Step S209) This step is reached because the lower end of 
30 the confidence interval is equal to or higher than the threshold 
in every load subrange. Accordingly the saturation point 
determination unit 144 sets a saturation point at the maximum 
value ofload obtained at step S201 and terminates the process 
Specifically, the proposed method of the fifth embodiment 
uses statistical confidence intervals. A confidence interval 
indicates a numerical range of a given parameter in terms of 
probabilities. In the performance analysis of a multi-tier sys-
tem, the throughput and load of a server in a tier are nearly 
directly proportional when the load is relatively low. The 35 
distribution of the slope has a small statistical dispersion in 
that low-load range. However, as the server's performance 
approaches its upper limit (bottleneck), the proportional rela-
tionship between load and throughput is lost abruptly, and the 
slope begins to exhibit increased dispersions. It is noted that 
of saturation point calculation. 
(Step S210) The saturation point determination unit 144 
sets a saturation point at the subrange start value of the cur-
rently selected load subrange. 
The above process determines nk at which the lower end of 
the confidence interval obtained with expression (2) is below 
40 a predetermined threshold for the first time. The saturation 
point is then set at the subrange start value of that load sub-
range. Suppose for example, that the saturation point deter-
mination unit 144 finally finds that the lower end of confi-
dence interval is below the threshold when nk = 10, after failing 
an increase in the dispersion leads to a wider statistical con-
fidence interval of the slope. The fifth embodiment takes 
advantage of this characteristics of confidence intervals to 
make it possible to calculate a saturation point without being 
affected by small variations of data. 
FIG. 40 is a flowchart illustrating an example procedure of 
saturation point calculation according to the fifth embodi-
ment. Each step of FIG. 40 is described below in the order of 
step numbers. steps S201 to step S205 in this flowchart of 
FIG. 40 perform the same processing as step S141 to step 
S145 of FIG. 27 discussed in the second embodiment. The 
following description will thus focus on step S206 and sub-
sequent steps. It is assumed here that the load values range 
from 0 (min) to 50 (max), and that step S202 divides this 
range into 100 subranges with a step size of0.5. 
(Step S206) The saturation point determination unit 144 
calculates a statistical confidence interval of the distribution 
of slopes. For example, the saturation point determination 
unit 144 calculates a slope o, between adjacent load sub-
ranges, based on the variations of average load and average 
throughput. Specifically, the saturation point determination 
unit 144 uses formula (1) to perform this calculation, as is 
done at step S145 of FIG. 27. 
Then, by using the calculated slopes in nk subranges (nk is 
an integer in the range of 1<nksl00) from the lowermost one, 
the saturation point determination unit 144 calculates a sta-
tistic confidence interval expressed as follows: 
45 to do so with 1 <ns9. The range ofload values 0 to 50 has been 
subdivided into 100 subranges with a step size of 0.5. The 
tenth load subrange ranges from 4.5 to 5.0, and the subrange 
start value, 4.5 (=0.5x9), is selected as the saturation point. 
As can be seen from the above, the fifth embodiment cal-
50 culates a statistical confidence interval of slopes while vary-
ing the selection of load subranges by successively adding 
subranges from the lowest ones. When the calculated confi-
dence interval falls below a predetermined threshold at its 
lower end, the load value at that time is selected as the satu-
55 ration point. This method makes it possible to automatically 
determine, without being disturbed by local variations of 
slopes, a saturation point at which the load-throughput rela-
tionship exhibits a change. 
In contrast, the saturation point calculation of the second 
60 embodiment (see FIG. 27) simply tracks the load-throughput 
curve from the minimum point of load until a change in the 
slope is found at a certain load value. This method could 
detect a false change in the slope which is actually a fluctua-
tion caused by non-uniform hardware resource consumption 
65 of jobs, which exists even in the same job category. The fifth 
embodiment of FIG. 40, on the other hand, proposes a satu-
ration point calculation process that calculates a statistical 
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confidence interval of slope values to determine a saturation 
point on the criterion of whether the confidence interval 
exceeds a specified threshold at its lower end. This process 
automatically determines a saturation point at which the load-
throughput relationship exhibits a change, without being dis-
turbed by local variations of slopes. 
(f) Sixth Embodiment 
44 
(Step S302) The analyzing unit 145 compares the load 
value in the selected time window with the saturation point. 
Specifically, the above-noted time window management table 
has an entry corresponding to the selected time window. The 
analyzing unit 145 compares the load value in this entry with 
the saturation point determined by the saturation point deter-
mination unit 144. If the load value is equal to or smaller than 
the saturation point, the analyzing unit 145 advances to step 
S303. If the load value is greater than the saturation point, the 
This section describes a sixth embodiment The sixth 
embodiment calculates a remaining processing capacity of 
each tier. This feature enables capacity planning, i.e., estima-
tion of each tier's maximum processing performance. The 
sixth embodiment may be implemented on a system with the 
same structure discussed in the second embodiment. Accord-
ingly, the sixth embodiment will be described below with 
reference to the same components of the second embodiment 
illustrated in FIG. 6. 
10 analyzing unit 145 skips to step S304. 
(Step S303) The analyzing unit 145 marks the selected time 
window as a non-saturation window by setting its non-satu-
ration flag. For example, the analyzing unit 145 enters a value 
of one to the non-saturation flag field of an entry of the 
15 above-noted time window management table which corre-
sponds to the selected time window. 
The foregoing second embodiment uses a bottleneck iso-
lation method of FIG. 28, which calculates the ratio of non-
saturation windows (time windows whose load values is 
equal to or greater than the saturation point). In those non-
saturation windows, the system have some spare capacity in 
terms of its processing performance. The sixth embodiment 
more specifically evaluates such spare capacity of a tier, or the 
ratio of the remaining processing capacity with respect to the 
system's maximum processing performance. 
(Step S304) The analyzing unit 145 determines whether 
there are any other time windows that have not been subjected 
to the above steps. When such a pending time window is 
20 found, the analyzing unit 145 returns to step S301. When no 
such pending time window is found, the analyzing unit 145 
proceeds to step S305. 
(Step S305) The analyzing unit 145 determines the maxi-
mum throughput of the tier. For example, the analyzing unit 
25 145 examines each time window included in the load sub-
According to the sixth embodiment, the time window data 
storage unit 142 is configured to store a flag for each time 
window to indicate whether it is a non-saturation window. 
FIG. 41 illustrates an example data structure of a time window 
data storage unit according to the sixth embodiment. The 30 
illustrated time window data storage unit 142 contains a plu-
rality of time window management tables 142d, 142e, and 
142/ corresponding to different tiers. For example, the time 
window management table 142d corresponds to the tier to 
which the database server 400 belongs. 35 
range starting from the saturation point until the largest 
throughput value is found in those windows. 
(Step S306) The analyzing unit 145 calculates a spare 
capacity, which is expressed as follows. 
[Expression 3] 
n 
~ (tPmax - tp,) 
k=l n 
-----x---
tPmax xn TWnumau 
(3) 
where n is an integer not less than zero which represents the 
number of non-saturation time windows, tpmax is the maxi-
mum throughput observed at the saturation point, tpk repre-
sents throughput in the k-th non-saturation time window (k is 
an integer in the range from 1 ton), and TWnuma11 is the total 
number of time windows constituting the given analysis 
The illustrated time window management table 142d has 
five data fields titled "Time Window," "Period," "Through-
put," "Load," and "Non-Saturation Window Flag."The time 
window field contains the name of a time window. The period 
field provides details of the period of that time window. The 40 
throughput and load fields respectively contain throughput 
and load values calculated for the time window. The non-
saturation window flag field contains a flag indicating 
whether the time window is a non-saturation window. This 
flag is referred to as a "non-saturation window flag." For 
example, the non-saturation window flag is set to one when its 
corresponding time window is a non-saturation window. Oth-
erwise, the flag remains zero, which is an initial value of 
non-saturation window flags. 
45 period. 
The above expression (3) gives the average ratio of differ-
ence between the maximum throughput and each non-satu-
ration window's throughput to the maximum throughput, 
multiplied by the share of non-saturation windows among the 
By using the above time window management tables 142d, 
142e, and 142/, the analyzing unit 145 calculates a spare 
capacity of the server of each tier. For example, the analyzing 
unit 145 executes a spare capacity calculation process in place 
50 whole series of time windows. This calculation yields a 
remaining processing capacity of the tier under analysis. 
of the bottleneck isolation process (step S124) in the flow-
chart of FIG. 16 discussed in the second embodiment. Or 55 
alternatively, the analyzing unit 145 may execute a spare 
capacity calculation process in addition to the bottleneck 
isolation of step S124. 
FIG. 42 is a flowchart illustrating an example procedure of 
spare capacity calculation. Each step of FIG. 42 is described 60 
below in the order of step numbers. 
(Step S301) The analyzing unit 145 selects one of the time 
windows of the tier under analysis. For example, the analyz-
ing unit 145 consults one of the time window management 
tables 142d, 142e, and 142/ which corresponds to the tier 65 
under analysis and selects time windows one by one, starting 
with its topmost table entry. 
FIG. 43 explains spare capacity calculation by way of 
example. For simplicity purposes, the example of FIG. 43 
assumes that the total number of time windows is 11 as 
indicated by the black dots. There are five non-saturation time 
windows below the saturation point, and the maximum 
throughput is observed to be 2800. In this case, the above 
expression (3) gives the following value. 
(Sum of differences)/(2800x5)x5/11 
where the "differences" are indicated by the bidirectional 
arrows in FIG. 43. It has to be noted here that the above 
calculation of spare capacities excludes time windows above 
the saturation point even though their throughput values are 
smaller than the maximum throughput. In other words, the 
calculation domain is divided into two regions by the line at 
the saturation point, so that the remaining processing capacity 
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with respect to the maximum throughput is calculated only in 
the region below the saturation point. Referring to the 
example of FIG. 43, the throughput falls below the maximum 
throughput in the time windows having a load value of 10 or 
above. In those time windows, the system is considered to be 
experiencing a throughput drop due to an excessive workload. 
Since there is no remaining processing capacity in the system 
under such overloaded conditions, the calculation rejects 
these time windows from consideration. 
If the whole series of time windows were subjected to the 10 
average calculation of differences between maximum 
throughput and observed throughput, the sum of remaining 
processing capacities would be disturbed by the false data in 
a region above the saturation point where the throughput 
drops due to overload. The sixth embodiment forces the 15 
remaining processing capacity to be zero in such time win-
dows, thereby improving the accuracy of spare capacity cal-
culation. 
The sixth embodiment also enables estimation of remain-
ing processing performance of a tier which is not fully satu- 20 
rated yet, but in a quasi-saturation state. This features makes 
it possible to take proactive measures before the system falls 
into full saturation of performance. The same feature also 
makes it possible to estimate the amount of extra load that 
would bring the second weakest tier into a bottleneck after the 25 
first tier is saved from its saturation problem by scaling out 
with additional servers. 
(g) Seventh Embodiment 
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than the expected order of window length. For example, the 
tentative time window length is set to 10 ms. 
(Step S402) The data compilation unit 141 divides a given 
analysis period into a plurality of time windows each with the 
tentative time window length. 
(Step S403) The data compilation unit 141 selects one of 
the time windows which have not been subjected to the pro-
cessing of steps S404 to S407. 
(Step S404) The data compilation unit 141 calculates a load 
value in the selected time window. 
(Step S405) The data compilation unit 141 determines 
whether the calculated load value is smaller than a predeter-
mined threshold. Here the data compilation unit 141 is pre-
viously given a threshold of, for example, 0.5 or 1.0. If the 
load value is smaller than the threshold, the data compilation 
unit 141 proceeds to step S406. Otherwise, the data compila-
tion unit 141 returns to step S403. 
(Step S406) The data compilation unit 141 calculates a 
throughput value in the selected time window. 
(Step S407) Let i be the ordinal numberof the time window 
whose load values has been determined to be smaller than the 
threshold. For this i-th time window, the data compilation unit 
141 calculates an angle 8, that is the arctangent of the ratio of 
throughput to load. 
(Step S408) The data compilation unit 141 determines 
whether there are any other time windows that have not been 
subjected to the processing of steps S404 to S407. When a 
pending time window is found, the data compilation unit 141 
This section describes a seventh embodiment, which auto-
matically determines an optimal length of time windows. The 30 
seventh embodiment may be implemented on a system with 
the same structure discussed in the second embodiment. 
Accordingly, the seventh embodiment will be described 
below with reference to the same components of the second 
embodiment illustrated in FIG. 6. 35 returns to step S403 to continue the process. When there is no 
pending process, the data compilation unit 141 proceeds to 
step S409. 
The foregoing second embodiment normalizes variations 
in the hardware resource consumption among difference job 
categories, while it expects that the averaging effect would 
work for such variations among different jobs within a cat-
egory. For better averaging effect, it is desired to set a longer 40 
interval of time windows because a larger number of jobs can 
be included in a longer time window. A long interval of time 
windows, on the other hand, allows a wider variation ofload 
values within a time window, which makes it difficult to 
achieve accurate measurement of load-throughput relation- 45 
ships. The seventh embodiment thus determines an appropri-
ate time window length, such that the intra-category differ-
ences in hardware resource consumption will fall within a 
tolerable range. This feature is achieved by a method 
described below. 50 
55 
(Step S409) The data compilation unit 141 determines 
whether there are a sufficient number of time windows whose 
load values are smaller than the threshold. For example, the 
data compilation unit 141 evaluates the ratio of such low-load 
time windows to the whole set of time windows. If the low-
load time windows has at least a predetermined ratio, the data 
compilation unit 141 determines that there are a sufficient 
number of time windows whose load values are smaller than 
the threshold, and proceeds to step S411. Otherwise, the data 
compilation unit 141 proceeds to step S410, determining that 
the number oflow-load time windows is insufficient. 
(Step S410) Sincethenumberoflow-load time windows is 
insufficient, the data compilation unit 141 concludes that the 
load values are too large to determine the time window length, 
thus terminating the current process of window length selec-
tion. When this is the case, the data compilation unit 141 
selects a predetermined value (e.g., 100 ms) as the time win-
dow length and uses this value in the subsequent processing 
(i.e., step S121 in FIG. 16). Or alternatively, the data compi-
lation unit 141 may borrow a time window length determined 
Specifically, the seventh embodiment is based on the 
nearly directly proportional relationship between load and 
throughput in a range where the load is low. The relationship 
between load and throughput, however, would be disturbed if 
the window length is too short to average away the intra-
category variations in hardware resource consumption of 
jobs. This fact can be utilized in determining an appropriate 
time window length that is long enough to average away such 
variations. For example, the process of this window length 
selection is executed before step S121 in the tier performance 
analysis of FIG. 16 discussed in the second embodiment. 
60 for other tier and uses the borrowed length in the subsequent 
FIG. 44 is a flowchart illustrating an example procedure of 
window length selection. Each step of FIG. 44 is described 
below in the order of step numbers. 
(Step S401) The data compilation unit 141 sets an initial 65 
value of time window length as a tentative time window 
length. This initial value is supposed to be sufficiently smaller 
processing. 
(Step S411) The data compilation unit 141 calculates a 
coefficient of variation (CV) which indicates relative disper-
sion of a given variable, 8, in the present case. Specifically, 
CV is calculated by dividing the standard deviation of angle 8, 
obtained at step S407 by the mean value of the same. This 
calculation is expressed as follows. 
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[Expression 4] 
1 Im( lm)2 
-- x e;- -2.: e1 
m- l mJ=l 
i=l 
CV= ----~1 -m----­
- .Z.: e1 
mJ=l 
(4) 
where m is the number of time windows which have been 
allowed to undergo step S406. 
(Step S412) The data compilation unit 141 determines 
whether the coefficient of variation CV is larger than a pre-
determined threshold (e.g., 0.1). If CV is larger than the 
threshold, the data compilation unit 141 proceeds to step 
S413. If not, the data compilation unit 141 proceeds to step 
S414. 
(Step S413) The data compilation unit 141 extends the 
tentative time window length in a predetermined way. For 
example, data compilation unit 141 calculates a new tentative 
time window length by adding 10 ms to the current tentative 
time window length. The data compilation unit 141 then 
returns to step S402 to calculate a variation coefficient with 
the new tentative time window length. 
(Step S414) Now that the coefficient of variation has 
reached the threshold, the data compilation unit 141 selects 
the current tentative time window length as the time window 
length. 
The above steps make it possible to determine an optimal 
time window length, based on the knowledge that the 
throughput simply increases with load (the amount of jobs) in 
a range where the load is low (e.g., not greater than 1). The 
proposed method thus measures their correlation only in that 
low-load range. If the distribution of measurements is within 
a specified range, the method determines that the resulting 
time window length is not too short and appropriate enough to 
smooth out the intra-category variations of jobs in hardware 
resource consumption. Conversely, if the measurements of 
load-throughput correlation exhibit a large dispersion, the 
method takes it as an influence ofintra-category variations of 
jobs in hardware resource consumption, and thus chooses a 
longer time window. 
The seventh embodiment enables automatic setup of time 
window lengths on the basis of collected data, thus eliminat-
ing the need for adjusting time windows before starting the 
analysis. An inappropriate setup of time windows would lead 
the analysis to a wrong result. The seventh embodiment pre-
vents this from happening. 
(h) Eighth Embodiment 
This section describes an eighth embodiment, which 
extracts, for the purpose of optimization, average processing 
times in low workload conditions out of the time-series data 
collected in a given analysis period. The eighth embodiment 
may be implemented on a system with the same structure 
discussed in the second embodiment. Accordingly, the eighth 
embodiment will be described below with reference to the 
same components of the second embodiment illustrated in 
FIG. 6. 
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FIG. 45 is a flowchart illustrating an example procedure of 
average processing time calculation in low workload condi-
tions. For example, this process is executed after step S113 of 
FIG. 9 discussed in the second embodiment. Each step of 
FIG. 45 is described below in the order of step numbers. 
(Step S501) The data compilation unit 141 divides a given 
analysis period into a plurality of time windows each with a 
specified length. 
(Step S502) The data compilation unit 141 selects one of 
10 the time windows which have not been subjected to the pro-
cessing of steps S503 to S505. 
(Step S503) The data compilation unit 141 calculates a load 
value in the selected time window. For example, the data 
compilation unit 141 first calculates a sum of processing 
15 times in the selected time window, forthe jobs executed in the 
tier under analysis. The data compilation unit 141 then 
divides the sum by the time window length to obtain a load 
value in the time window. 
(Step S504) The data compilation unit 141 determines 
20 whether the calculated load value is smaller than a predeter-
mined threshold. Here the data compilation unit 141 is pre-
viously given a threshold of, for example, 0.5 or 1.0. If the 
load value is smaller than the threshold, the data compilation 
unit 141 proceeds to step S505. Otherwise, the data compila-
25 tion unit 141 skips to step S506. 
30 
(Step S505) The data compilation unit 141 registers the 
selected time window with a list of low workload windows. 
For example, this low workload window list is created in 
RAM103. 
(Step S506) The data compilation unit 141 determines 
whether there are any other time windows which have not 
been subjected to the processing of steps S503 to S505. When 
such a pending time window is found, the data compilation 
unit 141 returns to step S502. When there is no more pending 
35 time window, the data compilation unit 141 proceeds to step 
S507. 
(Step S507) The data compilation unit 141 calculates an 
average processing time of each job category by using data of 
jobs executed in the time windows enumerated in the low 
40 workload window list. The data compilation unit 141 stores 
the processing times calculated for different job categories in 
the normalized throughput value storage unit 143. 
(Step S508) The data compilation unit 141 calculates a 
normalized per-job throughput value of each job category by 
45 using relevant average processing times. For details of this 
calculation of normalized per-job throughput values, refer to 
the description of the second embodiment. The data compi-
lation unit 141 stores the calculated normalized per-job 
throughput values in the normalized throughput value storage 
50 unit 143. 
The process described above may be modified in the case 
where the throughput is calculated based on the number of 
output messages as in the foregoing fourth embodiment. In 
this case, the processing at step S508 is changed such that the 
55 data compilation unit 141 calculates normalized per-message 
throughput values for each job category, instead of calculat-
ing normalized per-job throughput values. For details ofthis 
calculation method, refer to the description of the fourth 
embodiment. 
60 Average processing times of different job categories are 
The second embodiment normalizes throughput values by 
using average processing times calculated from data that has 
previously been collected from the system in low workload 
conditions (see FIG. 23). In contrast, the eighth embodiment 
extracts average processing times, not from separately col- 65 
lected data, but from the time series data to be subjected to the 
performance analysis. 
calculated in the above way, on the basis of time series data 
collected in the analysis period. FIG. 46 illustrates an 
example of time windows extracted as falling below a given 
threshold. Here the time-series data is collected in the 5-sec-
ond analysis period, which is divided into 50 time windows 
with a length of0.1 seconds. The example of FIG. 46 includes 
23 time windows whose load values are not greater than 1.0, 
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and the jobs included only in those 23 time windows are 
eligible for the calculation of average processing times of 
each job category. Since those time windows are lightly 
loaded and unlikely to experience job-to-job contention, the 
processing times calculated from data collected in such con- 5 
ditions are considered to be close to the true processing times 
of jobs. 
50 
(Step S602) The saturation point determination unit 144 
seeks the minimum and maximum load values in the selected 
time window. 
(Step S603) The analyzing unit 145 determines whether 
there are any other time windows which have not been sub-
jected to the processing of step S602. When such a pending 
time window is found, the analyzing unit 145 returns to step 
S601. When no such pending time window is found, the 
analyzing unit 145 advances to step S604. 
(Step S604) The analyzing unit 145 subdivides the range 
between the extracted minimum value and maximum value 
into equal intervals. For example, the analyzing unit 145 
subdivides this minimum-to-maximum range into a predeter-
If the threshold of load values is lowered to 0.5, then the 
number of eligible time windows drops to 14. With a lower 
threshold, the calculated average processing times will have a 10 
higher accuracy because of the reduced chance of job-to-job 
contention. With a too low threshold, however, there arises a 
possibility of missing some job categories because of the 
reduced number of samples for calculation of their average 
processing times. 15 mined number (e.g., 100) of subranges, or into a variable 
number of fixed-length intervals (e.g., 0.1 ). In the case where 
the load values are distributed as in the scatter plot of FIG. 26, 
the range ofO to 50 is divided into 100 subranges with the step 
size of 0.5 (neglecting load values over 50 for simplicity of 
The method proposed in the eighth embodiment method is 
based on the knowledge that the load values tend to change 
wildly, and that if a good length of time-series data is col-
lected, the data is likely to contain a reasonable number of 
samples oflow load conditions. The method is also based on 
the concept that the samples collected from those low-load 
time windows make it possible to yield nearly ideal average 
processing times because the reduced chance of job conten-
20 explanation). The resulting subranges are referred to as "load 
subranges." 
ti on 
The average processing time of each job category is calcu- 25 
lated in the above-described way from time series data col-
lected in the analysis period, without the need for the admin-
istrator to collect data in low workload conditions only for the 
purpose normalization. Actually the average processing times 
(Step S605) The analyzing unit 145 selects one of the load 
subranges which has not been subjected to the processing of 
steps S606 to S607. 
(Step S606) The analyzing unit 145 calculates a statistical 
confidence interval of throughput values. For example, the 
analyzing unit 145 calculates the average and standard devia-
tion of throughput values in all time windows whose load 
values fall within the selected load subrange, and obtains a 
30 confidence interval expressed as follows, assuming a confi-
dence level of 95%. 
of jobs may vary in a dynamic fashion. The proposed method 
enables the performance analysis to reflect such dynamic 
characteristics of the system load because all necessary infor-
mation for the analysis can be extracted from a single set of 
time series data, rather than from some other data collected 
previously. The workload of the system in full operation is 35 
different from that when the measurement of average 
response times is conducted for the purpose of normalization. 
The proposed method prevents the performance analysis 
from degrading due to such different tendencies of system 
workload. 40 
(i) Ninth Embodiment 
This section will describe a ninth embodiment, which is 
designed to detect a transient throughput drop. The ninth 
embodiment may be implemented on a system with the same 
structure discussed in the second embodiment. Accordingly, 45 
the ninth embodiment will be described below with reference 
to the same components of the second embodiment illustrated 
in FIG. 6. 
[Expression 5] 
(5) 
where the value "1.96" is a constant for the 95% confidence 
level. 
(Step S607) The analyzing unit 145 counts the number of 
time windows whose throughput values are smaller than the 
lower end of the confidence interval. 
(Step S608) The analyzing unit 145 determines whether 
there are any other load subranges which have not been sub-
jected to the processing of steps S606 to S607. When such a 
pending load subrange is found, the analyzing unit 145 
50 returns to step S605. When no such pending time window is 
found, the analyzing unit 145 proceeds to step S609. 
Java™ virtual machine on the application server 300 may 
stop its operation for a very short time due to its full garbage 
collection, causing an abrupt and considerable drop of 
throughput in the tier of the application server 300. Such a 
transient throughput drop can be detected by a procedure 
described below. This detection process is executed by the 
analyzing unit 145, for example, in place of the foregoing 55 
bottleneck isolation at step S124 of FIG. 16 discussed in the 
second embodiment. Alternatively, the analyzing unit 145 
may be configured to execute both the detection of transient 
throughput drop described below and the bottleneck isolation 
of step S124. 
FIG. 47 is a flowchart illustrating an example procedure of 
transient throughput drop detection. Each step of FIG. 47 is 
described below in the order of step numbers. 
(Step S601) The analyzing unit 145 selects a time window. 
(Step S609) The analyzing unit 145 calculates the ratio of 
the number of time windows counted at step S607 to the total 
number of time windows. In the case of a 95% confidence 
interval (i.e., when the confidence interval is calculated at the 
95% confidence level), the analyzing unit 145 calculates the 
ratio of time windows having smaller throughput values out-
side the 95% confidence interval. 
(Step S610) The analyzing unit 145 determines whether 
60 the ratio calculated at step S609 is greaterthana given thresh-
old. Here the threshold is previously determined as a value 
that is larger than the statistical probability that throughput 
values in time windows may fall below the lower end of the 
For example, the analyzing unitl 45 selects time windows one 65 
by one, starting with the topmost entry of a time window 
management table (see FIG. 22) of the tier under analysis. 
confidence interval. For example, the threshold is set to 5% in 
the case of95% confidence interval, since the noted statistical 
probability amounts to 2.5% with that confidence interval. If 
the calculated ratio oflow-throughput time windows exceeds 
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this threshold, the analyzing unit 145 advances to step S611. 
If does not, the analyzing unit 145 advances to step S612. 
(Step S611) The analyzing unit 145 determines that the tier 
under analysis is experiencing unusual transient throughput 
drops. The analyzing unit 145 outputs this determination 
result to, for example, a screen of the monitor 11 and then 
exits from this process of transient throughput drop detection. 
(Step S612) The analyzing unit 145 determines that there 
are no unusual transient throughput drops. The analyzing unit 
145 outputs this determination result to, for example, a screen 10 
of the monitor 11 and then exits from this process of transient 
throughput drop detection. 
The above steps permit the analyzing unit 145 to detect an 
unusual transient throughput drop in a tier by calculating the 15 
ratio of time windows having low throughput values below 
the confidence interval and testing whether it exceeds a pre-
determined threshold. For example, this detection processing 
detects a transient throughput drop in the application server 
300 which happens regardless ofload values as in the case of 20 
a full garbage collection process invoked by Java™ VM. 
FIG. 48 is an example scatter plot illustrating where 
unusual transient throughput drops are detected according to 
the ninth embodiment. The scatter plot of FIG. 48 indicates 
unusual transient throughput drops produced as a result of full 25 
garbage collection of Java™VM or other events. The above-
described method easily detects such throughput drops. 
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The functions of the embodiments described above are 
implemented on a computer. In this implementation, the 
instructions describing the functions of an information pro-
cessing apparatus 1 or analysis server 100 are encoded in and 
provided as a computer program(s). A computer system 
executes the program to provide the processing functions 
discussed in the preceding sections. The program may be 
encoded in a computer-readable, non-transitory medium. 
Such computer-readable, non-transitory media include mag-
netic storage devices, optical discs, magneto-optical storage 
media, semiconductor memory devices, and other tangible 
storage media. Magnetic storage devices include hard disk 
drives (HDD), flexible disks (FD), and magnetic tapes, for 
example. Optical disc media include DVD, DVD-RAM, CD-
ROM, CD-RW and others. Magneto-optical storage media 
include magneto-optical discs (MO), for example. 
Portable storage media, such as DVD and CD-ROM, may 
be used for distribution of program products. Network-based 
distribution of software programs may also be possible, in 
which case several master program files are made available on 
a server computer for downloading to other computers via a 
network. 
A computer stores necessary software components in its 
local storage unit, which have previously been installed from 
a portable storage medium or downloaded from a server com-
puter. The computer executes programs read out of the local 
storage unit, thereby performing the programmed functions. 
Where appropriate, the computer may execute program codes 
read out of a portable storage medium, without installing 
them in its local storage device. Another alternative method is 
that the computer dynamically downloads programs from a 
server computer when they are demanded and executes them 
The ninth embodiment works more effectively when it is 
combined with the fourth embodiment. As demonstrated in 
FIGS. 38 and 39, the fourth embodiment makes transient 30 
throughput drops more apparent in the load-throughput plots. 
Now that those throughput drops are fully manifest in the 
source data, the ninth embodiment can detect them in a 
mechanical manner. 
35 upon delivery. G) Other Embodiments 
As discussed in earlier sections, the second embodiment 
captures IP packets flowing over the network and reconstructs 
protocol messages from those packets. Reconstruction of 
messages, however, is not limited by this specific method. For 
example, messages can be reconstructed from log records of 40 
jobs executed by each server in the multi-tier system. 
It is noted, however, that the method based on captured IP 
packets is advantageous in terms ofbeing free from problems 
The processing functions discussed in the preceding sec-
tions may also be implemented wholly or partly by using a 
digital signal processor (DSP), application-specific inte-
grated circuit (ASIC), programmable logic device (PLD), or 
other electronic circuit. 
The above sections have exemplified several embodiments 
and their variations. The described components may be 
replaced with other components having equivalent functions 
or may include other components or processing operations. 
Where appropriate, two or more components and features 
provided in the embodiments may be combined in a different 
way. It is noted, however, that either the second embodiment 
or the fourth embodiment is to be chosen for the method of 
of inaccuracy of computers' internal clocks. It is difficult to 
synchronize the clocks in different servers constituting a 45 
multi-tier system, and a certain amount of error is inevitable. 
However, the ability of determining precise timings of mes-
sages transmitted from different servers is important in the 
reproduction of a message flow from received packets. The 
reproducibility of message flows depends on the accuracy and 
consistency of time bases used to capture data. In the case of 
calculating throughput values. It is also noted that either the 
50 second embodiment or the fifth embodiment is to be chosen 
a method that uses log records of individual servers on the 
tiers, their time stamps have to be accurate and consistent 
since they otherwise would make it difficult to sort the differ-
ent servers' log records in the temporal order. By contrast, the 55 
above-noted method captures IP packets at a single device, 
which enables determination of the temporal order of trans-
mitted packets and is thus capable of reproducing messages 
correctly. 
The method based on captured IP packets is also advanta- 60 
geous in terms of storage and transport of source data for the 
analysis. This is unlike the server log-based method which 
has to store log data in each server constituting a multi-tier 
system and transport the stored log data from those servers to 
an analyzer apparatus. The former method, on the other hand, 65 
neither needs to store log data in the servers nor produces 
extra packet traffic on the network. 
for the method of determining a saturation point. 
The techniques discussed in the above-described embodi-
ments enable evaluation of how much spare capacity remains 
in a device under analysis in terms of processing perfor-
mance. 
All examples and conditional language recited herein are 
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the 
inventor to furthering the art, and are to be construed as being 
without limitation to such specifically recited examples and 
conditions, nor does the organization of such examples in the 
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the 
present invention have been described in detail, it should be 
understood that various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit 
and scope of the invention. 
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What is claimed is: 
1. A computer-readable, non-transitory medium storing a 
program that causes a computer to execute a procedure com-
prising: 
retrieving data from a storage unit which indicates process-
ing periods of processes executed by a target apparatus 
during a plurality of time windows constituting an 
analysis period; 
calculating, based on the retrieved data, a total processing 
time for each time window by adding up processing 10 
times spent for execution of the processes in said each 
time window; 
calculating, based on the retrieved data, a total progress 
quantity for each time window by adding up progress 
quantities of the processes executed in said each time 15 
window, the progress quantity of a process executed in a 
time window being calculated as a ratio of a portion of 
the process that is executed in the time window to the 
entire process invoked in response to a processing 
request therefor, the ratio being weighted according to a 20 
processing time, in low workload conditions, of a pro-
cess category to which the executed process belongs; 
determining, based on the total processing time and total 
progress quantity of each time window, a threshold of 
the total processing times at which a ratio of an increase 25 
of the total progress quantity to an increase of the total 
processing time is equal to or smaller than a predeter-
mined value; 
detecting time windows whose total processing times are 
equal to or longer than the threshold; 30 
calculating a ratio of the time windows whose total pro-
cessing times are equal to or longer than the threshold to 
a whole set of the time windows; 
determining that a maximum processing capacity of the 
target apparatus has been reached in the analysis period, 35 
when the calculated ratio is equal to or greater than a 
predetermined value; and 
upon determining that the maximum processing capacity 
of the target apparatus has been reached in the analysis 
period, scaling out with additional servers before the 40 
target apparatus falls into full saturation of performance. 
2. The computer-readable, non-transitory medium accord-
ing to claim 1, wherein the calculating of the total processing 
time and the calculating of the total progress quantity exclude 
a topmost execution period of a process from the processing 45 
time of the process, when that process includes transmission 
of a processing request to other apparatus. 
3. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
obtaining a minimum value and a maximum value among 50 
the total processing times in each time window, and 
dividing a range between the minimum value and the 
maximum value into a plurality of subranges of the total 
processing times; 
calculating, for each subrange, an average processing time 55 
and an average progress quantity by averaging the total 
processing times and total progress quantities in the time 
windows whose total processing times fall within said 
each subrange; 
calculating, for each two adjacent subranges, a slope rep- 60 
resenting an increase of the average progress quantity 
with respect to an increase of the average processing 
time; and 
determining the threshold based on the slope in each two 
adjacent subranges. 65 
4. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
54 
obtaining a minimum value and a maximum value among 
the total processing times in each time window, and 
dividing a range between the minimum value and the 
maximum value into a plurality of subranges of the total 
processing times; 
calculating, for each subrange, respective averages of the 
total processing times and total progress quantities in the 
time windows whose total processing times fall within 
said each subrange, and calculating a slope from the 
averages of the total processing times and total progress 
quantities; 
calculating repetitively a statistical confidence interval of 
the slopes calculated for a set of subranges while 
expanding the set of subranges by adding thereto a new 
subrange selected in ascending order of the total pro-
cessing time, until the lower end of the calculated sta-
tistical confidence interval falls below a predetermined 
value; and 
selecting the total processing time of the last-added sub-
range as the threshold. 
5. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
evaluating a spare capacity of the target apparatus as a sum 
of differences between a maximum total process 
progress quantity and the total progress quantity in each 
time window whose total processing time is shorter than 
the threshold. 
6. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
dividing the analysis period into a plurality of time win-
dows each having a length determined as the shortest 
possible time window length which makes variations of 
a variable indicating relationships between the total pro-
cessing time and total progress quantity in selected time 
windows fall below a predetermined limit, the selected 
time windows being selected as having a total process-
ing time shorter than a predetermined value. 
7. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
extracting time windows whose total processing times are 
equal to or shorter than a predetermined value; 
calculating an average processing time of each process 
category, from the data of processes executed in the 
extracted time windows; and 
determining a weight of the ratio representing the progress 
quantity of a process, according to the average process-
ing time calculated for the process category to which the 
process belongs. 
8. The computer-readable, non-transitory medium accord-
ing to claim 1, the procedure further comprising: 
determining minimum and maximum values of the total 
processing time calculated for the plurality of time win-
dows and dividing a range between the minimum value 
and the maximum value into a plurality of subranges; 
calculating, for each subrange, a statistical confidence 
interval of a distribution of the total progress quantities 
in the time windows whose total processing times fall in 
that subrange; 
calculating a ratio of the time windows whose total 
progress quantities are equal to or smaller than the lower 
end of the statistical confidence interval, with respect to 
a whole series of the time windows; and 
determining, when the calculated ratio exceeds a threshold, 
that the target apparatus has encountered a transient 
performance drop during the analysis period. 
9. A method executed by a computer to perform an analy-
sis, the method comprising: 
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retrieving data from a storage unit which indicates process-
ing periods of processes executed by a target apparatus 
during a plurality of time windows constituting an 
analysis period; 
calculating, executed by a processor, based on the retrieved 
dat~, a total processing time for each time window by 
addmg up processing times spent for execution of the 
processes in said each time window· 
calculating, executed by the proces~or, based on the 
retrieved data, a total progress quantity for each time 10 
window by adding up progress quantities of the pro-
cesses executed in said each time window, the progress 
quantity of a process executed in a time window being 
calculated as a ratio of a portion of the process that is 
executed in the time window to the entire process 15 
invoked in response to a processing request therefor, the 
ratio being weighted according to a processing time, in 
low workload conditions, of a process category to which 
the executed process belongs; 
determining, executed by the processor, based on the total 20 
processing time and total progress quantity of each time 
window, a threshold of the total processing times at 
whic~ a ratio of an increase of the total progress quantity 
to an mcrease of the total processing time is equal to or 
smaller than a predetermined value; 25 
detecting, executed by the processor, time windows whose 
total processing times are equal to or longer than the 
threshold; 
calculating, executed by the processor, a ratio of the time 
windows whose total processing times are equal to or 30 
longer than the threshold to a whole set of the time 
windows; 
determining, executed by the processor, that a maximum 
processing capacity of the target apparatus has been 
reached in the analysis period, when the calculated ratio 35 
is equal to or greater than a predetermined value; and 
upon determining that the maximum processing capacity 
of the target apparatus has been reached in the analysis 
period, scaling out with additional servers before the 
target apparatus falls into full saturation of performance. 
56 
10. An information processing apparatus comprising: 
a processor configured to perform a procedure include: 
retrieving data from a storage unit which indicates process-
ing .periods of processes executed by a target apparatus 
dunng a plurality of time windows constituting an 
analysis period; 
cal~ulating, based on the received data, a total processing 
t~me for each time window by adding up processing 
times spent for execution of the processes in said each 
time window; 
calculating, based on the received data, a total progress 
quant!t!' for each time window by adding up progress 
quantities of the processes executed in said each time 
window, the progress quantity of a process executed in a 
time window being calculated as a ratio of a portion of 
the process that is executed in the time window to the 
entire process invoked in response to a processing 
request therefor, the ratio being weighted according to a 
processing time, in low workload conditions, of a pro-
cess category to which the executed process belongs; 
determining, based on the total processing time and total 
progress quantity of each time window, a threshold of 
the total processing times at which a ratio of an increase 
of the total progress quantity to an increase of the total 
processing time is equal to or smaller than a predeter-
mined value; and 
detecting time windows whose total processing times are 
equal to or longer than the threshold; 
calcul~ting. a ratio of the time windows whose total pro-
cessmg times are equal to or longer than the threshold to 
a whole set of the time windows· 
determining that a maximum proc,essing capacity of the 
target apparatus has been reached in the analysis period, 
when the calculated ratio is equal to or greater than a 
predetermined value; and 
upon determining that the maximum processing capacity 
of t~e target apparatus has been reached in the analysis 
penod, scalinq out with additional servers before the 
target apparatus falls into full saturation of performance. 
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