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ABSTRACT
New fibre spectroscopy and radial velocities from the WIYN telescope are used to measure photospheric lithium in 242 high-
probability, zero-age-main-sequence (ZAMS) F- to K-type members of the rich cluster M35. Combining these with published
rotation periods, the connection between lithium depletion and rotation is studied in unprecedented detail. At Teff < 5500K
there is a strong relationship between faster rotation and less Li depletion, although with a dispersion larger than measurement
uncertainties. Components of photometrically identified binary systems follow the same relationship. A correlation is also
established between faster rotation rate (or smaller Rossby number), decreased Li depletion and larger stellar radius at a given
Teff . These results support models where starspots and interior magnetic fields lead to inflated radii and reduced Li depletion
during the pre main sequence (PMS) phase for the fastest rotators. However, the data are also consistent with the idea that all
stars suffered lower levels of Li depletion than predicted by standard PMS models, perhaps because of deficiencies in those
models or because saturated levels of magnetic activity suppress Li depletion equally in PMS stars of similar Teff regardless of
rotation rate, and that slower rotators subsequently experience more mixing and post-PMS Li depletion.
Key words: stars: abundances – stars: activity – (stars:) starspots – stars: magnetic fields – stars: pre-main-sequence – open
clusters and associations: individual
1 INTRODUCTION
For several decades, observations of lithium abundances in young
low-mass stars have indicated that standard models of pre-main-
sequence (PMS) stellar evolution have missing ingredients.
Lithium is present in the gas from which stars are formed, but is
destroyed at relatively low temperatures (∼ 2.5 × 106 K) in stel-
lar interiors. As low-mass PMS stars contract towards the zero age
main sequence (ZAMS) their cores become hot enough to "burn"
Li in p, α reactions (Bodenheimer 1965; Deliyannis et al. 1990;
Bildsten et al. 1997). This Li destruction will be observed at the pho-
tosphere if standard, convective mixing reaches down as far as the
Li-burning regions. In a low-mass star (< 0.35M⊙) that remains
fully convective all the way to the ZAMS, complete Li depletion is
expected. Higher mass PMS stars develop a radiative core that hin-
ders any further mixing of depleted material to the surface once the
convection zone base falls short of the Li-burning temperature. Stan-
dard PMS models (e.g. D’Antona & Mazzitelli 1997; Baraffe et al.
1998; Siess et al. 2000; Piau & Turck-Chièze 2002) predict that the
Li abundance of PMS stars should be a smooth, single-valued func-
tion of mass and age (and also metallicity) among G-, K- and early
M-type stars, with increasing Li depletion at lower masses and older
ages (and higher metallicity).
Establishing the extent and time-dependence of PMS Li deple-
tion and identifying the parameters that control it are of course im-
portant in understanding the physics of stellar interiors. It is also
a pre-requisite for understanding how much depletion takes place
subsequently on the main sequence and hence for using Li abun-
dances as a means of estimating the ages of low-mass main sequence
stars, whose structure and position in the Hertzsprung-Russell di-
agram change relatively little over billions of years (e.g Randich
2009; Soderblom 2010).
The predictions of basic PMS models have been contradicted by
many determinations of Li abundance in young, coeval clusters of
stars (e.g. see reviews by Jeffries et al. 2000; Jeffries 2006). Whilst
the general shape and progression of the Li depletion pattern (Li
abundance versus effective temperature, Teff ) with age is as expected
as far as the ZAMS, there is continuing depletion in G-dwarfs whilst
on the main sequence and a significant scatter in Li abundance at a
given Teff among late-G and K-dwarfs in the same cluster, that pre-
sumably share a similar age and overall chemical composition. Since
standard theory predicts no post-PMS photospheric Li depletion for
G-dwarfs and no scatter at a given Teff for dwarfs of any spec-
tral type, these phenomena betray the action of physical processes
not included in standard models. A small scatter may appear first
among very young (< 10 Myr) cool PMS stars (Bouvier et al. 2016;
Lim et al. 2016), increases amongst clusters with age 20–40 Myr
(Randich et al. 2001; Messina et al. 2016) and reaches 2 orders of
magnitude for ZAMS K-dwarfs at ∼ 100 Myr (e.g. Duncan & Jones
1983; Butler et al. 1987; Balachandran et al. 1988; Soderblom et al.
1993; Jeffries et al. 1998; Randich et al. 1998).
Important clues to the origin of the dispersion are that it is much
smaller among hotter G-dwarfs and that fast rotation is correlated
with higher Li abundances. Early studies used spectroscopically
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measured projected equatorial velocities as a rotation proxy; the un-
certain inclination angle leaving room for debate about the strength
of the correlation. Recent studies of stars in the Pleiades (age ≃ 120
Myr), using rotation periods determined from starspot modulation,
have demonstrated that the correlation is very strong (Barrado et al.
2016; Bouvier et al. 2018, hereafter B18).
The connection between fast rotation and Li abundance is still
uncertain. One hypothesis links this to another puzzle in low-mass
stellar astrophysics - that the components of magnetically active,
close, tidally locked eclipsing binaries are often ∼ 10% larger than
models predict (e.g. Morales et al. 2009; Torres 2013). If convec-
tive heat transfer is inhibited, either by dynamo-generated magnetic
fields in the convection zone or by the blocking of photospheric
flux by dark, magnetic starspots, then an inflated radius is expected
(e.g. Spruit & Weiss 1986; Ventura et al. 1998; Feiden & Chaboyer
2013; MacDonald & Mullan 2013; Jackson & Jeffries 2014). This
leads to cooler interior temperatures, slower Li destruction and for
stars with radiative cores, shallower convection zones and less pho-
tospheric Li depletion. Hence the suggestion that the fastest rotating
young stars, with the strongest magnetic dynamos and most spot-
ted surfaces, may be more inflated and suffer less PMS Li depletion
than their more slowly rotating siblings (Somers & Pinsonneault
2015a,b; Jeffries et al. 2017; Somers & Stassun 2017).
Others have interpreted the spread as due to additional mixing
at the base of the convection zone. The rotation dependence may
then be ascribed to greater early angular momentum loss and con-
sequent differential rotation and mixing in those PMS stars that re-
mained locked to their accretion discs for longer durations (Bouvier
2008; Eggenberger et al. 2012) or to less efficient convective pen-
etration ("overshooting") into the radiative zone for faster rotators
(Montalbán & Schatzman 2000; Baraffe et al. 2017). It is also pos-
sible that the dispersion, or at least some fraction of it, could be at-
tributed to the formation conditions of the main Li I line diagnostic.
Starspots, chromospheric activity or intense magnetic fields might
lead to some amplification of the line equivalent width that is in-
directly related to rotation rate but that does not require a genuine
spread in abundance (e.g. Stuik et al. 1997; King & Schuler 2004;
Leone 2007).
The purpose of this paper is to investigate the lithium-rotation
connection in solar-type and lower-mass stars of the open clus-
ter M35 (NGC 2168). With an age of ∼ 150 Myr and at a dis-
tance of ∼ 800 pc (Sung & Bessell 1999; von Hippel et al. 2002),
it is a much richer analogue of the well-studied Pleiades cluster,
which should enable a more detailed picture of the lithium de-
pletion pattern in ZAMS stars. Previous spectroscopic investiga-
tions of lithium in the cluster have been limited to relatively small
numbers of targets and focused more on the hotter (and brighter)
F- and G-stars. These studies do show evidence for some Li de-
pletion among the F-stars and that at least some of the Li deple-
tion dispersion observed in the Pleiades cool stars is also present
in M35 (Barrado y Navascués et al. 2001; Steinhauer & Deliyannis
2004; Anthony-Twarog et al. 2018, hereafter AT18).
Section 2 describes how a sample of targets were selected for
spectroscopic observation at the WIYN 3.5-m telescope; most of
these have published rotation periods. The section goes on to explain
the observations, data reduction and analysis of the spectra. Section
3 discusses cluster membership and combines radial velocities with
astrometry from the Gaia DR2 catalogue (Gaia Collaboration et al.
2018) to provide individual membership probabilities and how mul-
tiwavelength photometry is used to estimate the luminosity, Teff and
hence radius of the M35 members. Section 4 presents results for the
cluster members and investigates the lithium depletion pattern as a
function of Teff , rotation and binarity. Section 5 discusses these re-
sults in terms of both standard evolutionary models and those that
include magnetic fields, starspots and radius inflation. The conclu-
sions are presented in section 6.
2 TARGETS AND SPECTROSCOPIC MEASUREMENTS
The young open cluster M35 has a mean parallax of 1.1301 ±
0.0013mas (Gaia Collaboration et al. 2018) giving a cluster dis-
tance dC = 885 pc ((M − m)0 = 9.73 mag), with a conserva-
tive uncertainty of < 80 pc caused by remaining systematics in the
Gaia data (Lindegren & et al. 2018). Other cluster parameters are
reviewed extensively by AT18 and we adopt their choice of red-
dening (E(B − V ) = 0.20) and an age of about 120-160 Myr
(all our targeted stars have reached the ZAMS). From the redden-
ing value, we adopt extinctions of AV = 0.62 and AK = 0.07
(Rieke & Lebofsky 1985). Our observations cover stars in the colour
range 1.0 < (V − K)0 < 3.5, which, using a 120 Myr solar-
metallicity isochrone from Baraffe et al. (2015), is equivalent to
a temperature range of approximately 4000 < Teff < 6600 K
and a mass range of 0.6 < M/M⊙ < 1.35. The metallicity of
M35 is likely to be slightly sub-solar; previous spectroscopic work
by Barrado y Navascués et al. (2001) and Steinhauer & Deliyannis
(2004) indicates [Fe/H]= −0.21 ± 0.10 and −0.143 ± 0.014 re-
spectively. However, AT18 present some spectroscopic evidence that
the metallicity may be closer to solar. The precise metallicity has
little influence on our main results and conclusions; we adopt a so-
lar metallicity and discuss the effects of a slightly lower metallicity
where necessary.
2.1 Target selection
Targets for fibre spectroscopy were assembled from three sources. A
total of 310 stars with 14 < V < 18 were identified that had periods
measured as part of the Kepler K2 campaign (Libralato et al. 2016)
and a M35 membership probability > 0.2 from the DANCe proper
motion study of Bouy et al. (2015). Many of these also had ground-
based rotation periods recorded in Meibom et al. (2009). A further
28 stars that only had rotation periods in Meibom et al. (2009) were
added, with similar V magnitudes and proper motion membership
probabilities. Finally, a set of lower priority targets were selected;
these had no measured periods but were likely proper motion and
photometric members of M35, with 15.5 < g < 18.2 (from the
Bouy et al. 2015, catalogue) and adopting V ≃ 0.911g + 0.91
as a transformation for the purposes of target selection. For sky
subtraction, a set of "blank sky" targets were also identified that
were > 20 arcsec away from any source in the 2MASS catalogue
(Skrutskie et al. 2006).
From these lists a total of 342 targets were observed; 327 with a
measured rotation period; 301 from Libralato et al. (2016); 172 from
Meibom et al. (2009) (147 are in both catalogues) and 15 with no pe-
riod data. Where rotation periods appear in both sources, the value
from Meibom et al. (2009) was adopted (see section 4.1). Figure 1a
shows the spatial distribution of the observed targets and Fig. 1b
their V versus V −Ks photometry. Figure 1c shows a rotation period
vs colour plot for observed targets with measured rotation periods.
Optical photometry comes from Nardiello et al. (2015) for objects
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Figure 1. Targets observed in open cluster M35. Plot (a) shows the spatial distribution of the 342 targets, plot (b) shows their V versus V − KS colour
magnitude diagram and plot (c) shows the period versus (B − V )0 colour for the 324 targets with measured periods. The larger, red symbols are targets that
were later identified as (Pmem > 0.95) probable cluster members from their measured radial velocities and Gaia DR2 proper motions (see Section 3.1).
with periods from K2 or from Meibom et al. (2009) otherwise1. The
Ks magnitudes were taken from 2MASS (Skrutskie et al. 2006).
The observed targets are listed in Table 1.
2.2 Observations
Observations were made at the WIYN 3.5-m telescope using the
Hydra multi-object fibre spectrograph (Bershady et al. 2008) over
5 nights, beginning on 21 November 2017.
Six fibre configurations with a similar nominal centre of RA =
92.20 deg, Dec = +24.28 deg. were observed. The "blue" Hydra
fibres were used giving a resolving power of ∼ 14 000. Spectra were
recorded over a ∼ 400Å interval, centred at ∼ 6640Å. The FWHM
of a resolution element was sampled by ∼ 2.3 (binned) CCD pixels
of size 0.2Å.
Details of the fibre configurations and exposure times are given in
Table 2. Two configurations (1a and 1b) comprised fainter stars with
1.7 < (V −Ks)0 < 3.5, (recall that E(V − Ks) = 0.55) the re-
maining four comprised of brighter targets with 1.0 < (V −Ks)0 <
2.5. Each configuration included ∼ 15 fibres placed on blank sky.
Observations were built up from exposures of 30–60 minutes, which
were repeated until the stacked spectra measured for each field
showed a signal-to-noise ratio (SNR) of ∼ 25 per pixel for the
faintest targets.
2.3 Data reduction
The observational data were reduced using the pipeline described
in Jackson et al. (2018). De-biased science frames were normalised
with day-time tungsten lamp flat-field exposures. Spectra were ex-
tracted from the normalised images using an optimal extraction al-
gorithm (Horne 1986). Day-time Th-Ar lamp exposures were used
to define polynomial relations between pixels and wavelength in
the extracted spectra. Small corrections were applied for any drift
in the calibration using prominent emission lines from the median
sky spectrum obtained in each exposure. The spectra were rebinned
to a common wavelength range of 6441.5–6841.5Å in 0.1Å steps
and sky-subtracted using median sky spectra, weighted according to
1 The photometry used to select targets, listed in Table 1 and shown in Fig. 1,
was superseded by new photometry as described in Section 3.2.
fibre transmission efficiencies estimated from the flat-field. After he-
liocentric correction, spectra from repeat exposures were summed.
Radial velocities (RVs) were measured by cross correlation
against synthetic spectra with solar metallicity from Coelho et al.
(2005), which were broadened to match the resolution of the tar-
get spectra. Spectra in 500 K steps were selected to match the target
temperature, which was estimated from the (V−Ks)0 colour using a
Baraffe et al. (2015) solar-metallicity 120 Myr isochrone. Represen-
tative spectra for slow- and fast-rotating stars and cross correlation
functions (CCFs) are shown in Fig. 2. Figure 3 compares the RV for
182 targets in common with Geller et al. (2010), some of which will
be binary stars. This was used to determine the offset between the
measured RV (relative to the synthetic spectra) and the absolute RV.
The 2σ clipped mean offset between the two data sets is (1.6± 0.1)
km s−1. This offset was applied to the data in this paper to give the
absolute RV values shown in Table 1.
Geller et al. (2010) estimated RV uncertainties of 0.6 km s−1. The
2σ clipped standard deviation of the difference between the two data
sets is 0.8 km s−1, consistent with a similar precision for our mea-
surements. The precision of individual RVs was estimated more di-
rectly by comparing RVs from subsets of the summed spectra as
a function of the FWHM (where FWHM refers here to the width
of the CCF) and SNR, although the comparison was hampered by
the difficulty in measuring the sky line correction at low cumula-
tive exposure times. This gave an estimated precision of σRV =
0.90× FWHM/SNR in km s−1 (where FWHM is ∼ 30 km s−1 for
a slowly rotating star). As a cross-check the precision was estimated
using the empirical formula derived in Jackson et al. (2018) for RV
measurements in the Pleiades/Praesepe clusters using a similar but
not identical WIYN/Hydra set up. The results were, for practical
purposes, the same.
2.4 Equivalent width of the 6708Å Lithium line
The equivalent width (EW) of the Li I 6707.8Å line (hereafter,
EW(Li)) was measured by comparing the target spectrum (corrected
to a rest wavelength scale) to a template spectrum, with no lithium,
matched to the target Teff in 100 K steps. The synthetic spectra were
generated using the MOOG software (Sneden et al. 2012) and solar-
metallicity Kurucz model atmospheres (Kurucz 1992). The template
spectrum was broadened to match the measured FWHM and scaled
to match the target spectrum either side of the Li line as shown in
MNRAS 000, 1–20 (2020)
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Table 1. Targets in M35, giving the information from which the targets were selected (see Section 2.1), measurements from the spectra (see Sections 2.3 and 2.4)
and kinematic membership probability (see Section 3.1). Target names are from Bouy et al. (2015), but the coordinates are those used at the telescope, which
come from the Gaia DR1 catalogue (Lindegren et al. 2016). The table has 342 rows and a sample is shown here. The full table is available electronically.
OBJECT RA (ICRS) Dec (ICRS) V Ks B − V Period† SNR RV FWHM EW(Li) EW(Ca) p
‡
mem
deg deg mag mag mag d km s−1 km s−1 mÅ mÅ
J06070601+2411272 91.77509 24.19086 17.468 14.340 1.196 16.569(2) 60 −11.73± 0.47 31.3 3± 21 225 ± 21 0.002
J06070616+2402101 91.77568 24.03614 16.999 14.072 1.109 7.087(2) 61 −6.48± 0.54 36.1 148± 17 223 ± 17 0.999
J06070982+2410280 91.79092 24.17442 17.539 14.057 1.278 4.750(2) 52 +31.23± 0.79 45.6 31± 53 226 ± 53 0
... ... ... ... ... ... ... ... ... ... ... ... ...
† Source of the rotation period is noted in brackets: (1) Meibom et al. (2009), (2) Libralato et al. (2016).
‡ Kinematic membership probability. −1 indicates missing information or |RV | > 50 km s−1.
Table 2. Hydra Configurations for targets observed in open cluster M35.
Config. No. of No. of Date first No. of Exposure
number targets sky fibres exposure exposures time (s)
1a 61 14 22:11:2017 6 21600
1b 60 12 23:11:2017 5 18000
2a 60 15 21:11:2017 9 32410
2b 60 14 22:11:2017 8 28800
3a 60 15 25:11:2017 5 12000
3b 43 20 25:11:2017 5 12000
Fig. 2. This latter step ensures (and confirmed with simulations) that
EW(Li) is correctly estimated, without systematic bias, for rapid ro-
tators. A weighted profile P (λ) was used to measure EW(Li) from
the difference between the target (ST (λ)) and template (SC(λ))
spectra;
EW(Li) =
∫
[SC(λ)− ST (λ)]P (λ) dλ /
∫
P (λ)2 dλ , (1)
where P (λ) is a Gaussian profile with the FWHM of the CCF (see
Fig. 2). There is a weak (10-20 mÅ) Fe I line at 6707.4Å that is
blended with the Li line in all our spectra. The template subtraction
accounts for this blend (and any others), but EW(Li) may have been
underestimated by 3-6 mÅ if M35 has a subsolar metallicity (see
Section 2.1). The uncertainty in EW(Li) was estimated as the RMS
value of the EWs measured using the same procedure with P (λ)
centred at five wavelengths either side of the Li line. These error
bars were validated by comparing EW(Li) measured from individual
spectra from different nights prior to any summation. EW(Li) and its
error bar are listed in Table 1.
3 CLUSTER MEMBERSHIP, STELLAR PARAMETERS
AND LITHIUM ABUNDANCES
3.1 Membership Probabilities
Target RA and Dec were cross matched with Gaia DR2 data
(Gaia Collaboration et al. 2018) to give proper motions (pmRA and
pmDec) and parallax data for 337 objects in our sample. RVs and
proper motion velocities (VRA = 4.74 dC pmRA and VDec =
4.74 dC pmDec were used to determine the three dimensional (3D)
velocity of the observed stars, where dC = 885 pc. The kine-
matic distribution of 331 stars with absolute values of VRA, VRA and
|RV| < 50 km s−1 was modelled with a pair of 3D Gaussians, one
narrow component representing the cluster and a broader compo-
nent to represent any residual contamination. A maximum likeli-
hood method was used to find the best-fit cluster velocities and
intrinsic dispersions, taking into account the uncertainties in each
measurement, and to estimate membership probabilities (see Ap-
pendix A and Jackson et al. 2020). The estimated RV of the cluster
centre −8.10± 0.07 km s−1 compares well with values of −8.16±
0.05 km s−1 from Geller et al. (2010)2 and −7.70 ± 0.27 km s−1
determined by Gaia Collaboration et al. (2018).
Membership probabilities for individual targets are shown in Ta-
ble 1. Cluster members for subsequent analysis were defined as hav-
ing pmem > 0.95 and a measured rotation period, giving 244 cluster
members, and an expected number of contaminants (from the sum
of 1− pmem for these 244 targets) of just 0.4.
Figure 1 shows how cleaning the sample of less probable mem-
bers sharpens up the cluster sequence in the colour-magnitude dia-
gram and also more clearly delineates the slow-rotating "I-sequence"
and fast-rotating "C-sequence" for M35 in a plot of rotation period
versus colour (e.g. Barnes 2003).
3.2 SED fitting
The spectral energy distributions (SEDs) of targets were modelled
for the purposes of estimating luminosities, Teff and hence radii.
The available photometry is summarised in Appendix B. The
observed SEDs were analysed using the Virtual Observatory SED
Analyser (VOSA - version 6.0; Bayo et al. 2008). Observed SEDs
were built assuming a fixed cluster distance of 885 pc and de-
reddened using a fixed AV = 0.62 (i.e. assuming all targets are
members of M35). These were then compared with synthetic SEDs
derived using BT-NextGen-GNS93 model atmosphere (Allard et al.
2012), assuming log g = 4.5 and [Fe/H]= 0, to determine the best
fit luminosity and Teff using chi-squared minimisation. The uncer-
tainty in logL/L⊙ quoted in Table 3 is estimated from the chi-
squared minimisation, is usually < 0.01 dex and is likely compa-
rable with uncertainty due to distance spread for stars within the
cluster (and ignores the systematic uncertainty associated with error
in the mean cluster distance, which could be as large as 0.08 dex).
The statistical uncertainty in Teff is usually much less than the 100 K
grid spacing of the atmosphere models; the 1-sigma Teff uncertainty
is set to ±50K. Two members exhibiting a very poor fit to Ks in the
SED were cut from the sample, leaving a total of 242 Pmem > 0.95
members with P , logL/L⊙ and Teff values. The results for these
objects are shown in Table 3.
2 Though note that our RV values were offset to agree with Geller et al.
(2010).
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Table 3. The properties of cluster members (with pmem > 0.95) for which rotation periods and SED fits are available. The columns give effective temperatures
and luminosities from the SED fits (Section 3.2), NLTE lithium abundances (Section 3.3, error bars of zero indicate an upper limit), the relative over-radius
(Section 3.4), the deviation of EW(Li) from the trend defined by slowly rotating stars (positive means a higher EW(Li)), the rotation period (repeated from
Table 1, the Rossby number and a flag indicating binary status (Section 3.4, 1 = likely binary).
Object Teff logL/L⊙ A(Li) ρ ∆EWLi Period logNR Binary
K mÅ d
J06070616+2402101 4900 −0.597 ± 0.004 1.91+0.10−0.10 0.971 31± 17 7.087 −0.492 0
J06072249+2421401 4900 −0.418 ± 0.006 2.45+0.21−0.19 1.194 147± 39 0.911 −1.335 0
J06072843+2416426 5700 −0.030 ± 0.003 2.66+0.07−0.07 1.134 −13± 11 2.001 −0.697 0
... ... ... ... ... ... ... ... ...
3.3 Lithium abundance
Armed with EW(Li) and Teff for each star, the abundance of
lithium, expressed as A(Li)= 12 + logN(Li)/N(H) was esti-
mated using a spline interpolation of the curves of growth given
by Soderblom et al. (1993). These 1D LTE abundances were ad-
justed using the 3D NLTE corrections provided by the BREIDAB-
LIK code3 (E. Wang, private communication), from interpolating
synthetic spectra from the STAGGER 3D model atmosphere grid
(Magic et al. 2013). The 1D LTE to 3D NLTE additive corrections
range from +0.1 dex for the coolest stars in the sample to −0.3 dex
for the most Li-rich stars at Teff ≃ 5200K. The overall effect of the
correction is to slightly decrease the inferred spread of Li abundance
at a given Teff . The uncertainties in the abundances are calculated
by propagating the error bars in EW(Li) and Teff as independent
sources of uncertainty. The error bars are asymmetric because the
relationship between EW(Li) and A(Li) is non-linear. Note also that
the uncertainties in A(Li) and Teff are strongly correlated, with an
over-estimated Teff leading to an over-estimated abundance. The ef-
fects of EW(Li) and Teff uncertainties have a comparable size for
most objects. For a few cool stars where the error bar in EW(Li)
makes the EW compatible with zero, we use 2∆EW(Li) to define
an upper limit to A(Li), which also includes the uncertainty due to
Teff .
3.4 Radius inflation and defining a sample of probable binary
systems
Figure 4 shows a Hertzsprung–Russell (HR) diagram for the
pmem > 0.95 members of M35 that have measured rotation peri-
ods. The solid line shows a second order polynomial defining the
lower quartile value of logL/L⊙ versus Teff . This is not an empiri-
cal isochrone, it is a reference line from which the relative increase
in luminosity, ∆ logL/L⊙ of individual stars can be measured at
a given Teff . This was used to define an apparent "over-radius"
ρ =
√
10∆ logL, that corresponds to the factor by which the stel-
lar radius needs to increase to produce the observed ∆ logL/L⊙,
assuming no contribution from a binary companion.
In practice it is not possible to separate the effects of over-radius
from the effects of binarity using the HR diagram alone, so ρ is an
upper limit to the true over-radius. Our target list will include a frac-
tion of near equal mass binaries which will show ∆ logL/L⊙ ∼
0.3. The dotted line in Fig. 4 separates out 28 stars with ρ > 1.25
(∆ logL/L⊙ > 0.194), as objects that are more likely to be binaries
than other cluster members, and which can be examined separately
in subsequent analyses. Stars below this cut will still be a mixture of
3 https://github.com/ellawang44/Breidablik
single and (lower mass ratio) binary stars. Note also that the mem-
bership probability calculation in Section 3.1, may have filtered out
a small number of (short period) binaries with RV measurements
that are discrepant from the cluster mean. A further three objects
with ρ < 1.25, identified as spectroscopic binaries4 by Geller et al.
(2010) because they exhibited small, but significant, RV variations
in that paper, are also flagged as probable binary members.
4 RESULTS
Table 1 lists the positions V , Ks and B − V photometry used in
the selection of all observed targets, along with a rotation period (if
available from either Meibom et al. 2009; Libralato et al. 2016, in
that precedence order)), along with the SNR of the combined Hy-
dra spectra for that target, its measured RV , the FWHM of its CCF,
EW(Li), EW(Ca) (see Section 4.1) and calculated membership prob-
ability. For the 242 pmem > 0.95 members with rotation periods
and a valid SED fit, Table 3 gives the Teff , luminosity, A(Li), rela-
tive over-radius and a flag indicating whether the object is a potential
binary system (Section 3.4).
4.1 Trends of lithium with effective temperature and rotation
Figure 5 shows the basic observational results of our investigation.
Figure 5a plots EW(Li) as a function of Teff , with a symbol size
proportional to log(1/Period). A fiducial fourth order polynomial
was fitted in 250 K bins to the median of the slowest rotating half
of the sample and is shown as a solid line5. Likely binary stars are
identified. Figure 5b shows how rotation period varies with Teff . The
dashed line shows a quadratic fit to the median rotation period in
250 K bins6. Stars above this line comprise the sample used to define
the locus in Fig. 5a and the symbol size now varies (linearly) with by
how much EW(Li) differs from that locus. This quantity is referred
to as ∆EWLi. Larger symbols mean a star has a larger EWLi at a
given Teff . Figure 6 shows the same stars with EW(Li) replaced by
A(Li).
The most obvious results from Figs. 5 and 6 are that for Teff <
5500K there is a clear trend that faster rotating stars have larger
EW(Li) and larger Li abundance at a given Teff . The total spread in
EW(Li) reaches ∼ 300mÅ at Teff ∼ 4500K, corresponding to ∼ 2
orders of magnitude in A(Li). The median uncertainty in EW(Li) is
4 J060816660+2400372, J06083296+2408164, J06083644+2404530.
5 EW(Li) = −31530+22.89Teff−0.006261T
2
eff+7.6828×10
−7T 3eff−
3.56675 × 10−11T 4eff
6 P = −28.87 + 0.016371T 2eff − 1.84186 × 10
−6T 2eff
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Figure 2. Typical spectra observed in M35. Plots marked (a) show results for
a slowly rotating star. The upper plot shows the reduced spectrum, the second
plot shows the cross-correlation function (CCF) of the spectrum convolved
with a synthetic spectrum, and the lower plot shows the spectrum around
the 6708 Å Li I line. The solid red line shows the weighting profile used to
measure EWLi and a dotted red line shows where the template spectrum was
fitted (see Section 2.4). Plots marked (b) show similar results for a rapidly
rotating star, where the CCF and weighting profile are wider due to rotational
broadening. The asterisks mark the Ca I line at 6717.7 Å.
Figure 3. Comparison of radial velocities from Geller et al. (2010) to radial
velocities measured here after correction for a mean offset (see Section 2.3).
The solid line shows a one to one correspondence, the dashed line shows the
line prior to applying the 2σ clipped, mean offset between the two data sets.
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Figure 4. The Hertzsprung-Russell diagram for members of M35 with mea-
sured rotation periods. logL/L⊙ and Teff were determined by SED fitting
(see Section 3.2). The solid reference line is an empirical fit used to define
the over-radius. Red squares denote objects likely to be binary systems (see
Section 3.4).
13 mÅ and the median uncertainty in A(Li) is 0.08 dex, so the dis-
persion is much larger than any plausible star-to-star measurement
uncertainties. There is also a hint that for stars with Teff > 5900 K
that the opposite trend may be true, though the range of rotation rates
and EW(Li)/A(Li) is much smaller.
We considered whether systematic measurement error of EWs in
rapidly rotating stars might play some role in these relationships.
There are several other lines (mainly Fe I) close to the Li I line
which are blended-in for fast rotating stars. However, our measure-
ment technique is differential in that the target spectrum is compared
with the fiducial spectrum of a similar star and should be relatively
immune to such error. To test this, the EW of the neighbouring Ca I
line at 6717.7Å line (EW(Ca)) was measured in the same way. The
results are shown in Fig. 7. This line has a similar strength to the
Li I line and is equally affected by blending at fast rotation rates.
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Figure 5. The equivalent width of the Li I line and rotation period versus Teff for the sample of pmem > 0.95 members with rotation periods. (a) The symbol
size is proportional to the logarithm of the angular velocity. The solid line is a fourth-order polynomial fitted to the slowest rotating half of the sample in 250 K
bins. (b) The symbol size is proportional to ∆EWLi, the difference between EW(Li) and the solid curve in (a). The dashed line shows a quadratic fit to the
median rotation period in 250 K bins.
There is no indication that fast rotating stars have larger EWs; the
RMS dispersion around a cubic fit to the mean relation is 20 mÅ for
slow and intermediate rotators, increasing to 40 mÅ for the fastest
rotating quartile, with no significant systematic offset. These disper-
sions are consistent with (actually, slightly smaller than) the RMS
measurement uncertainties of 22 mÅ and 47 mÅ for the same stars,
giving further confidence in the robustness of our EW uncertainty es-
timates. Note, we choose Teff as the ordinate for these relationships
rather than colour. The dispersion in EW(Li) and EW(Ca) would
appear larger if plotted versus (e.g.) B − V and the dispersion in
EW(Ca) would also show some rotation dependence. The colours of
active stars appear to be changed by activity and starspot coverage
(Stauffer et al. 2003) and this is explored further in Sections 4.3 and
5.2.
4.2 A more detailed look at the Li-rotation correlation
To investigate the correlation of EW(Li) with rotation in more detail,
Fig 8 shows how ∆EWLi depends on rotation period for stars in four
temperature ranges, illustrating a diversity of behaviour.
Figures 8a and 8b, containing the coolest stars in our sample,
show the first important result, that there is a clear dependence of
∆EWLi on rotation period, reflecting the impression gained from
Fig. 5a that this behaviour is confined to stars cooler than 5500 K.
The correlation appears cleaner for stars with 4750 < Teff <
5450K, though this is mostly, if not entirely, explained by the larger
measurement errors for the cooler, fainter stars in the sample.
A second important result is that these correlations are not perfect
or single-valued. The scatter in Fig. 8b is larger than the measure-
ment uncertainties. In particular, there is a significant dispersion for
periods greater than 2 days, but perhaps not for faster rotating ob-
jects, where the observed scatter is consistent with the error bars.
The same dispersion appears to be present in Fig. 8a, but the scatter
due to uncertainties is larger. Note that uncertainties in Teff inject
some scatter into this diagram via the definition of the baseline lo-
cus for slow rotators in Fig. 5a. For ±50K Teff uncertainties, this
additional error is about ±10–20 mÅ in the coolest stars of the sam-
ple, negligible for those in Figs. 8b and c, increasing again to ±10
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Figure 6. The NLTE lithium abundance of M35 members versus Teff . Sym-
bols sizes are proportional to the logarithm of angular velocity. Triangles
denote upper limits. The lines represent the predictions of various "stan-
dard" stellar evolutionary models for an age of 120 Myr, assuming an initial
Li abundance of 3.26+[Fe/H] (see Section 4.4). The double-headed arrows
show the effects of a ±100 K uncertainty in Teff on the inferred A(Li) at
two different temperatures.
mÅ for the hottest stars, and has been included in quadrature with
the ∆EW(Li) uncertainties in the error bars shown in Fig. 8 (but not
in the values listed in Table 3). The picture would not change much
even if the Teff uncertainties were doubled.
To investigate whether there is any possibility that rotation pe-
riod unreliability plays a role in this dispersion (the formal uncer-
tainties are very small), a comparison of periods was made for 120
pmem > 0.95 objects with independent measurements available in
both Meibom et al. (2009) and Libralato et al. (2016).
For 110 of the objects there is good or reasonable (less than 20
per cent difference) agreement on the period (marked as squares in
Fig. 8). For 9 of the 10 objects with a larger disagreement (marked
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Figure 7. EW of the Ca I 6717.7Å line versus Teff . The meanings of symbol
types, sizes and colours are the same as in Fig. 5a. The solid line is a cubic
fit to the data.
with crosses in Fig. 8) the K2 period is much shorter than the pe-
riod found by Meibom et al. (2009) and in 6 of these cases the
K2 period is close to half that of Meibom et al. This suggests that
Libralato et al. (2016) may have identified a false period associated
with an antisymmetric pair of spot groups. The K2 dataset of Li-
bralato et al. covers a shorter observing window than does Meibom
et al.’s data, so may be vulnerable to this type of period misidentifi-
cation. This is why Meibom et al.’s period was adopted here where it
is available. Of the 122 objects with just one independent measure-
ment of the period (103 of which were measured by K2), then we
might expect another handful of spurious (probably underestimated)
periods. Overall then, the main results and trends noted above appear
robust; only one or two, but not all, of the discrepant objects that de-
fine a dispersion in the Li-rotation correlations might be explained
as due to erroneous identification of rotation periods.
A third result is that the ∆EWLi-rotation correlation either van-
ishes or even reverses at Teff > 5500K. The interval 5450 < Teff <
5750K shown in Fig. 8c is characterised by very little spread around
the mean relationship for both period and ∆EWLi. In Fig. 8d there
is a broader dispersion in rotation period and some indication that
slower rotators have larger ∆EWLi than faster rotators. However,
the significance of this result is low because the steepness of the
Teff -dependence of both rotation rate and EW(Li) in this tempera-
ture range (see Fig. 5), combined with Teff uncertainties, introduces
correlated errors that would lead to such a correlation: a positive Teff
error leads to the inference that an object is a slow rotator for its Teff
and also upwardly biases ∆EWLi (and vice versa). This is much less
of an issue at lower temperatures.
A fourth important result emerging from Fig. 8, and made possible
by the large sample size, is that stars that are probable components
of binaries (shown with red symbols) appear to behave in the same
way to the rest of the sample. Thus although there may be unrecog-
nised binaries (with small mass ratios) in the "single" star sample,
the mere fact that they are in binary systems does not appear to drive
directly the lithium-rotation correlation or the scatter that has been
identified at a given rotation rate. Note that most of these binaries are
likely to have widely separated components. By using RV as part of
the membership selection criteria it is possible that some very close
binary systems have been excluded from the sample and it may be
that in these cases the presence of tidally interacting components
could directly influence Li depletion (e.g. Thorburn et al. 1993).
4.3 M35 and the Pleiades
One of the primary motivations for this study was to probe the Li
dispersion amongst G/K stars in a Pleiades-age cluster, but using a
larger sample than available in the Pleiades itself. AT18 obtained Li
measurements for about 80 G/K stars in M35 and made comparison
with the Pleiades. They found that the mean level of Li abundance in
M35 G/K stars was similar to, or slightly below, that in the Pleiades,
but with significantly less dispersion.
Figure 9a makes a comparison of our dataset with the
same Pleiades sample considered by AT18, which comes from
(Bouvier et al. 2018, B18). The Teff values for the Pleiades are taken
directly from B18. The Li abundances were calculated by taking
B18’S EW(Li) values and estimating abundances in exactly the same
as described in Section 3.3.
Our total sample of M35 members is 3 times larger than that of
AT18 and contains many more stars at cooler temperatures. Figure 9
shows that the overall level and dispersion of Li abundance are very
similar in M35 and the Pleiades, but these trends are also defined by
about 2.5 times as many data points among the late G and K stars
(4500 < Teff < 5500K) of M35 than in the B18 Pleiades sample.
There is some disagreement at the hottest Teff values, where there is
a hint that some Pleiades late-F (binary) stars are more Li-depleted
and more rapidly rotating than in M35.
There are 44 stars in common between our sample and that of
AT18, predominantly among the warmer stars. A comparison shows
that any difference between our EW(Li) measurements and those
of AT18 are small (〈∆EW(Li)〉 = −3mÅ with σ = 15mÅ) and
consistent with the measurement uncertainties. However the AT18
temperatures for stars in common are approximately 200 K cooler
than used here.
Figure 10 plots two intrinsic colour-Teff diagrams for M35. The
plotted Teff values for our sample are those in Table 3; the sample
of stars in common with AT18 are identified and shown at the Teff
from AT18 (in blue) and the Teff derived here (in red); the colours
for both samples come from Table B1. Both datasets are compared
with the mean colour-Teff relationship for dwarf stars compiled by
Pecaut & Mamajek (2013) and updated by Mamajek (2019)7. These
diagrams illustrate several points: (i) Whilst the Teff values from this
paper are reasonably consistent with Mamajek’s mean relationship
(although perhaps marginally hotter for a given B − V ); the AT18
Teff values are certainly much cooler. (ii) Most of the AT18 sam-
ple are slow rotators for their colour, and only one of the objects in
common with this paper is classed as a binary here. (iii) The rapid
rotators in our sample are bluer in B − V for a given Teff and red-
der in V − Ks for a given Teff . This agrees with previous work
on the Pleiades which arrived at similar conclusions on the rotation
dependence of the colours (Stauffer et al. 2003; Kamai et al. 2014;
Covey et al. 2016). This has been attributed to spots or radius infla-
tion (see Sections 4.5 and 5.2).
Part of the difference between the Teff values used here and those
of AT18 may be due to the adoption of [M/H]= −0.15 in AT18 as
opposed to solar metallicity here. The VOSA SED fitting tool does
not provide a fine sampling of metallicity. We re-fitted the SEDs
using the same models and reddening but with [M/H]= −0.5. Even
7 http://www.pas.rochester.edu/
∼emamajek/EEM_dwarf_UBVIJHK_colors_Teff.dat
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Figure 8. ∆EWLi versus rotation period for stars in four temperature ranges. The symbols encode whether targets have consistently measured periods from two
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Figure 9. A comparison of the lithium abundances, rotations periods and lithium-rotation connection for stars in M35 and the Pleiades. (a) Lithium abundances
for the Pleiades, calculated from Teff and EW(Li) presented by Bouvier et al. (2018), compared with M35. (b) A comparison of rotation periods for the same
stars. (c) The equivalent of Fig. 8b but including data for the Pleiades.
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and E(V −Ks) = 0.55. In both plots, the grey symbols are the M35 members from this paper with symbol size proportional to log angular velocity. The blue
symbols are matched stars from Anthony-Twarog et al. (2018) plotted with Teff values from that paper. The red symbols show the stars in our sample they are
matched with. The solid line is a mean relationship for dwarf stars from Pecaut & Mamajek (2013), updated by Mamajek (2019).
with this large change, the mean ∆Teff only reduced from (209±16)
K to (135 ± 18) K. In summary, our Teff values are metallicity-
insensitive, might be too hot if M35 has a subsolar metallicity, but
by < 100K.
Small Teff shifts or Teff uncertainties will not systematically move
the M35 G/K stars with respect to the overall Pleiades Li trend ver-
sus Teff or lead to any difference in dispersion; lower Teff also leads
to lower A(Li) and the combined effect is to move points roughly
parallel to the trend defined by the data (see Section 4.4 for more de-
tail). The cause of the limited dispersion in AT18’s dataset appears to
be due a lack of rapid rotators in their sample and the correlation be-
tween rapid rotation and high Li abundance. There are 65 stars with
rotation periods (from Meibom et al. 2009; Libralato et al. 2016) in
AT18’s sample; only 7 (11 per cent) have rotation periods less than
2 days, and these stars do follow the upper envelope of the Pleiades
distribution in AT18. The rest of the AT18 sample are part of the
"I-sequence" of slow rotators. In contrast (see Fig. 9b), our sample
of members contains 65 stars with rotation period < 2 days (27 per
cent) and another ∼ 36 stars (14 per cent) in the transition region
between these and the slow-rotating "I sequence". It is these fast and
intermediate rotators that are responsible for much of the observed
dispersion in Li abundances seen in Fig. 7 (see also Fig. 8). The
reason for the lack of rapid rotators in AT18’s sample is discussed
further in Section 4.5.
Figure 9b shows that the distribution of rotation periods with Teff
is also very similar in the Pleiades and M35, as might be expected
if they are roughly the same age. Like M35, the Pleiades sample of
B18 also contains 35/125 (28 per cent) rapid rotators (P < 2 d)
in the range 4000 < Teff < 6500K and ∼ 19 (15 per cent) of
transition objects between these and the I-sequence. Again, we note
the presence of several fast rotating late F-stars in the Pleiades that
do not have counterparts in M35.
The position of the slow-rotating I-sequence can be used as a "gy-
rochronological" age estimator in clusters (Barnes 2003). To define
an approximate I-sequence locus, a straight line is fitted for 4000 <
Teff < 6000K to non-binary M35 members that are slower than the
median rotation rate at a given Teff . Similar non-binary Pleiades ob-
jects are fitted by the same locus if it is shifted to shorter periods by a
factor 1.07± 0.03. If these I-sequence stars obey a Skumanich-type
spin-down law (Skumanich 1972), with P ∝ t1/2, then this would
indicate that M35 is older by a factor 1.14± 0.06 than the Pleiades.
For a Pleiades age of 125±8 Myr (from the lithium depletion bound-
ary technique, Stauffer et al. 1998), this would make the age of M35
143 ± 8Myr on the same scale. However, this level of precision is
spurious; aside from the difficulty of defining the I-sequence, there
is the matter of uncertainties in the Teff scale for M35, which in turn
depend on the reddening and metallicity. A ±100 K shift in temper-
atures leads to a change in the M35 age estimate of ∓15 Myr and if
Teffs were ∼ 200K cooler, as advocated by AT18, then M35 would
be slightly younger than the Pleiades at 115 Myr. Our conclusion is
that the rotation distributions of the two samples are quite similar
and that the M35 gyrochronological age is about 140 ± 15 Myr8.
At the lower end of this range, the age of M35 may be consistent
with the Pleiades. However, the upper end of the range is more con-
sistent with the ∼ 50 Myr difference in the main-sequence turn-off
ages between M35 and the Pleiades inferred by Deliyannis et al. (in
preparation).
Figure 9c repeats Fig. 8b, but with the Pleiades data added for
comparison, using the same definition and baseline for ∆EWLi. The
Pleiades rotation periods are from Kepler K2 (Rebull et al. 2016).
The EW(Li) values from B18 generally have smaller uncertainties
than those in M35, although there could be systematic differences in
the EW(Li) measurements due to differences in continuum defini-
tion and the metallicity-dependent deblending corrections (see Sec-
tion 2.4). In all respects the Pleiades data reinforce the features of
the Li-rotation relationship seen in M35: there is a strong correla-
tion with rotation period; there is a scatter around this correlation
that is larger than the uncertainties, particularly at slow and interme-
diate rotation periods; and binaries follow the same relationship as
single stars.
4.4 A comparison with standard models
Figure 6 showed the inferred NLTE lithium abundances of M35
members along with the predictions of several "standard evolution-
8 A similar conclusion is reached if rotation period is plotted versus (B −
V )0 , (V −Ks)0 or (G −K)0 (using a G-band extinction coefficient cali-
brated by Casagrande & VandenBerg 2018).
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ary models" at an age of 120 Myr. This term refers to stellar evolu-
tionary models that do not include non-convective mixing (e.g. dif-
fusion or rotational mixing) or the structural influences of magnetic
fields or rotation. Since in these models all the stars in the consid-
ered mass range have settled onto the ZAMS by 100 Myr and ceased
Li depletion well before that, the exact choice of isochrone age does
not affect the comparison.
In order to use these models, which predict by how much lithium
has been depleted from some initial value, an assumption needs to
be made about the initial lithium abundance for the cluster, A(Li)0.
Here it is assumed that A(Li)0 scales linearly with metallicity, so
that A(Li)0 is 3.26+ [Fe/H] (e.g. Cummings 2011), where A(Li)=
3.26±0.05 is the solar system meteoritic abundance (Asplund et al.
2009).
The reader is cautioned that in addition to this possible source of
systematic error, there are also systematic uncertainties in the Teff
scale to consider (see also Section 4.3, which affect both the plotted
Teff and A(Li) of the data in a correlated way. Two arrows on Fig. 6
show the effect of a ±100 K Teff change for stars at Teff = 5500K
or 4500 K, with a median A(Li) value at that Teff . The correlated un-
certainty is kind, in the sense that points are moved roughly parallel
to the evolutionary model isochrones.
The PROSECCO models, which use the Pisa version of the
FRANEC code (Tognelli et al. 2011; Dell’Omodarme et al. 2012)
provide the closest match to the M35 data. The [Fe/H]=0.0 isochrone
lies just below the median trend for Teff < 5400K but over-predicts
the Li abundance of hotter stars. The [Fe/H]= −0.15 isochrone pro-
vides a good match to the upper envelope of the data for Teff >
5000K and moves towards, but still slightly above, the median abun-
dance at lower temperatures.
In contrast, the solar metallicity models of Baraffe et al. (2015)
over-predict the Li abundance for Teff > 5800K, but under-predict
the Li abundance, and follow the lower envelope of the M35 distri-
bution, at Teff < 5500K. Similarly, the Dartmouth solar metallicity
evolution models of Dotter et al. (2008) follow the lower envelope
of the M35 distribution at Teff < 5500K. Presumably, lower metal-
licity realisations of these models would provide a closer match to
the median of A(Li) at lower Teff , moving in a similar metallicity-
dependent way to that seen in the PROSECCO models.
None of the standard models provide any means for interpret-
ing the two orders of magnitude spread of A(Li) at a given Teff
in the cooler stars. The discrepancies between their individual pre-
dictions can be attributed to differences in the treatment of convec-
tion (e.g. the adopted mixing length), the boundary conditions be-
tween the interior and photosphere, and the interior opacities. The
latter may be the dominant factor, being dependent on the definition
of "solar metallicity". The PROSECCO models use a solar heavy
element mass fraction of Z = 0.013, Baraffe et al. (2015) uses
Z = 0.0153 and Dotter et al. (2008) uses Z = 0.0189. Increasing
metallicity leads to more opacity, deeper convection zones on the
PMS and more Li depletion at the photosphere (e.g. Chaboyer et al.
1995; Piau & Turck-Chièze 2002). These physical uncertainties in
the models, together with uncertainty in the metallicity of M35,
mean that it is difficult to say whether the spread of Li abundances at
Teff < 5500K results from rapid rotators preserving more of their
initial Li and being under-depleted with respect to standard mod-
els, or whether slow rotators have undergone more Li depletion than
predicted by standard models.
At Teff > 5800K there is evidence that stars in M35 have
depleted more Li than predicted by all the standard models.
The likely culprit here is additional, rotation-driven mixing (e.g.
Chaboyer et al. 1995; Pinsonneault 1997; Eggenberger et al. 2012;
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Figure 11. The NLTE lithium abundance of M35 members versus Teff com-
pared with "magnetic models". Symbols are as in Fig. 6; the lines repre-
sent isochronal predictions of "magnetic" models at an age of 120 Myr, as-
suming an initial Li abundance of 3.26. The isochrones are generated from
the magnetic models of Feiden (2016) and the SPOTS starspot models of
Somers et al. (2020) for spot filling factors of 0.17 and 0.34. For comparison,
the non-magnetic, counterparts of these isochrones (labelled "Dartmouth"
and "SPOTS f=0.00" respectively) are also shown as dashed lines (see Sec-
tion 4.5).
Somers & Pinsonneault 2015a). There is a potential signature of this
seen in Fig. 8d, in the form of decreasing ∆EWLi with increasing ro-
tation rate; but as mentioned in Section 4.2, both the median EW(Li)
and rotation period are changing rapidly with Teff above 5800 K.
This, combined with the Teff uncertainties and a relatively small dy-
namic range in EW(Li) and rotation period at a given Teff , means
that the apparent correlation is suggestive, but not necessarily sig-
nificant.
4.5 Comparison with magnetic models
A hypothesis to explain the dispersion of Li abundances in the
cooler stars and its connection with rotation is to invoke rotation-
dependent levels of magnetic activity that affect the structure
of a contracting PMS star. Proposed mechanisms are the mag-
netic inhibition of convective energy transport (Ventura et al. 1998;
Macdonald & Mullan 2010; Feiden & Chaboyer 2013; Feiden 2016)
or the blocking of flux at the photosphere by dark, magnetic
starspots (Jackson & Jeffries 2014; Somers & Pinsonneault 2014,
2015b). Both mechanisms lead to magnetically active cool stars
having larger radii, cooler interior temperatures and consequently
lower levels of photospheric Li depletion. The rotation depen-
dence would emerge as a result of the well known relationship be-
tween faster rotation and higher levels of magnetic activity. Ev-
idence has been accumulating that magnetically active stars are
larger than inactive stars at the same Teff (e.g. Jackson et al. 2018),
that the properties of low-mass PMS eclipsing binaries and PMS
Li depletion patterns are better explained if the stars are "in-
flated" (e.g. Lacy et al. 2016; Jeffries et al. 2017; Somers et al. 2020;
Murphy et al. 2020) and a tripartite correlation between rapid rota-
tion, radius inflation and lower Li depletion has been found in the
Pleiades (Somers & Stassun 2017).
Figure 11 is the equivalent of Fig. 6 but now showing "mag-
netic isochrones" of Li depletion: (i) a model in which a dynamo-
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Figure 12. The relationship between over-radius and magnetic activity for stars in M35. (a) Over-radius versus Teff , with symbol sizes proportional to the
logarithm of the inverse Rossby number. The loci represent the predictions of the over-radius from magnetic models (see Section 4.5, where the labels are the
spot filling factor in the SPOTS models), using their counterpart non-magnetic models as a baseline. (b) Over-radius versus Rossby number. The means in 4 bins
of Rossby number are shown with boxes. The height of the box represents the standard error in the mean and the error bar is the standard deviation in that bin.
The dashed line is a least squares fit to all the data.
generated interior magnetic field suppresses convective flux, with a
boundary condition of an equipartition magnetic field at the photo-
sphere (the magnetic Dartmouth models, Feiden 2016); (ii) models
in which cool, surface starspots block flux at the surface, with spot
coverage fractions of 0.17–0.51, and a spotted to unspotted photo-
spheric temperature ratios of 0.8 (SPOTS, Somers et al. 2020). All
these isochrones are calculated at solar metallicity (assumed to be
Z = 0.0188 and Z = 0.0165 respectively), have ages of 120 Myr
and are compared with their "non-magnetic" counterparts – in the
case of Feiden (2016) this is provided by the Dartmouth model,
whilst Somers et al. (2020) provide a variant of their model with zero
spot coverage.
Both the magnetic models are capable of explaining the patterns
of Li depletion in the cooler stars of M35 (Teff < 5500 K) if
they have a range of magnetic activity that is correlated with their
rotation rates. The magnetic Dartmouth isochrone and the SPOTS
isochrone with a spot filling factor of 0.34 both follow the upper
envelope of the M35 A(Li) distribution. However, all the magnetic
isochrones under predict the amount of Li depletion in the stars with
Teff > 5500K, suggesting that if magnetic activity is important in
these stars, then additional rotational mixing is even more important
in explaining the additional Li depletion seen in early G- and F-type
ZAMS stars. Note also that the differences between the magnetic
and non-magnetic isochrones becomes much smaller at higher tem-
peratures, perhaps explaining why a significant A(Li) dispersion is
only seen for Teff < 5500K.
If rotation-dependent stellar magnetism is responsible for the
rotation-dependent dispersion in Li depletion, then we might ex-
pect to see that fast-rotating stars are "inflated" with respect to their
slower rotating counterparts – i.e. the amount of radius inflation seen
should also be consistent with the predictions of the magnetic mod-
els and should be correlated with rotation.
Figure. 12a shows the over-radius ρ (defined in Section 3.4) as a
function of Teff , compared to the predicted over-radius of the mag-
netic models, using their non-magnetic counterparts as a baseline. In
order to compare magnetic activity levels across a range of Teff the
symbol size is made proportional to the logarithm of the inverse of
the Rossby number, logN−1R , where NR is the ratio of rotation pe-
riod to convective turnover time. Magnetic activity has been shown
to be more tightly correlated withNR than with rotation period when
aggregating data over a range of Teff , with magnetic activity increas-
ing towards smaller Rossby numbers, with a flattening or "satura-
tion" at NR < 0.1 (e.g. Pizzolato et al. 2003; Jeffries et al. 2011).
Convective turnover times were estimated from (B − V )0 using the
functional form proposed by Noyes et al. (1984) and NR values are
included in Table 3.
The largest values of ρ would require spot coverage fractions
> 50 per cent or surface magnetic fields at around their equiparti-
tion value, the latter being reasonably consistent with the constraints
from Li depletion in Fig. 11. The reader should note however, that
the empirical baseline for ρ, although defined mostly by stars with
slower rotation periods, may still be representative of a moderate
level of magnetic activity, meaning that the true ρ values with re-
spect to magnetically inactive stars may be somewhat higher than
shown.
Figure. 12b shows ρ versus NR. In both panels, only stars with
ρ < 1.25 are included, since we expect that most of the stars with
ρ > 1.25 are binaries, where the over-radius is overestimated due to
the presence of a binary companion. There is a general correlation
between smaller NR and ρ, albeit with a large amount of scatter.
The black symbols in the plot show the mean, standard deviation
and standard error in the mean, for the data gathered into 4 broad
bins of NR. There is strong evidence for an increase in ρ̄ for 0.1 <
NR < 0.5 and then weaker evidence that the relationship flattens for
smaller NR, which would be reminiscent of how magnetic activity
indicators behave in terms of "saturation" of activity for NR < 0.1.
The dashed line in the plot is a simple least squares fit, which has
a gradient of −0.23 ± 0.05. The correlation between over-radius
with Rossby number (and hence with rotation period) is probably
the reason for the lack of many fast rotators in the sample of AT18
(see Section 4.3), since AT18 selected stars "close to the single-star
fiducial sequence", which may have precluded the selection of many
rapidly rotating and inflated stars.
Some of the scatter in Fig. 12b could be attributed to unidenti-
fied binary systems with moderate mass ratios. In particular, there
are 5 clear outliers with large ρ and large Rossby numbers that
could fall into this category. However, there is no similar explana-
tion for the several objects with small Rossby numbers and small
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over-radius values. The random measurement uncertainties in ρ are
approximately equal to the numerical uncertainties in logL/L⊙,
plus uncertainties in the individual distances to cluster stars, and are
≤ 0.02 dex; the propagated uncertainty in the radius baseline due
to Teff errors is only 0.02–0.03 dex. We conclude that the measure-
ment uncertainties are much smaller than the standard deviations of
0.07–0.09 and that much of the dispersion in this plot is genuine,
although this is revisited in Section 5.3. A similar conclusion can be
drawn from a smaller sample of Pleiades rapid rotators (see fig. 5
in Somers & Stassun 2017), although slower rotators in the Pleiades
are more tightly bunched around zero over-radius than seen here in
M35. It is possible, since the census of binaries is more complete in
the Pleiades, that unrecognised binaries in M35 are responsible for
the larger scatter at slow rotation rates.
4.6 A tripartite correlation between lithium, magnetic activity
and over-radius
Somers & Stassun (2017) were able to establish a tripartite corre-
lation between reduced Li depletion, rotation and over-radius in a
sample of late-G and K-type Pleiades stars. In M35 there is the op-
portunity to explore this relationship with greater numbers.
Figure 13 shows how ∆EWLi (see Section 4.1) depends on
Rossby number and over-radius for stars with 4150 < Teff <
5450K – the range where there is clear evidence for a dispersion
in Li depletion at a given Teff (see Fig. 8). Table 4 shows the aver-
age level of ∆EWLi and ρ for stars grouped into 3 bands of Rossby
number.9 These average values are shown as solid symbols in Fig 13.
Figure 13a shows that the strong correlation between ∆EWLi and
rotation period is (unsurprisingly) repeated when using Rossby num-
ber as the independent variable. The behaviour of stars judged to be
single or binary stars appears to be indistinguishable. The means
and standard deviations of the single and binary stars in each of the
NR bins of Table 4 are very similar. The scatter in the correlation,
first noted for rotation period in Section 4.2, is still there. To demon-
strate this, a straight line is fitted to the single star data in Fig. 13a.
The reduced chi-squared of the fit (with 137 degrees of freedom) is
χ2ν = 5.89.
10 This dispersion is apparent in all three NR ranges,
despite the larger EW(Li) uncertainties for fast-rotating, cooler stars
– the rms dispersion around the fit for stars with NR < 0.1 is 57 mÅ
compared with their total rms uncertainties of 39 mÅ. The scatter
is of similar size, but is more significant in the 0.25 ≥ NR ≥ 0.1
and NR > 0.25 bins, where the uncertainties are smaller. The cor-
responding numbers for the rms dispersion (and rms uncertainties)
are 55 mÅ (21 mÅ) and 47 mÅ (19 mÅ) respectively. We recall that
the robustness of the EW uncertainties were tested using the EW of
the nearby Ca I 6717.7Å line (see Fig. 7). The relative uncertainties
in the Rossby numbers follow from the rotation period uncertainties
discussed in Section 4.2 and are unlikely to be important; any uncer-
tainties due to photometry errors in calculating the turnover time are
negligible.
Figure 13b shows the relationship between ∆EWLi and ρ. The
solid points here are the mean values of ∆EWLi and ρ in the three
NR bins listed in Table 4. There are clearly general correlations
9 Since convective turnover times only vary from ∼ 15 d to 24 d over this
range of Teff , whilst the rotation periods vary from 0.32–11.0 d, then dividing
the stars by rotation period rather than Rossby number would produce similar
results.
10 Note that the additional uncertainties in ∆EWLi due to an assumed error
in Teff of ±50K have been included (see Section 4.2). If these were doubled
then χ2ν only decreases to 4.60.
Table 4. Average values of ∆EWLi and ρ for slow, medium and fast rotating
cool stars (4150 < Teff < 5450K) in probable single and binary stars.
Slow rotators Medium rotators Fast rotators
NR >0.25 0.25 ≥ NR ≥ 0.1 NR < 0.1
Single Stars
nstar 102 11 26
∆EWLi (mÅ) 11± 5 80± 17 131± 11
ρ 1.034± 0.007 1.070 ± 0.027 1.089± 0.018
Binary stars
nstar 12 5 7
∆EWLi (mÅ) −16± 18 55± 21 141± 20
ρ 1.329± 0.043 1.389 ± 0.035 1.451± 0.049
between both higher ∆EWLi and higher ρ for single and binary
stars. However, the scatter in these relationships is large. In partic-
ular, although there may be a few objects in the "single star" sam-
ple that are actually binaries and have an over-estimated ρ, note the
presence of three objects with very low Rossby numbers that have
∆EWLi > 60mÅ but ρ < 1.0 that cannot be explained in this way.
The difference in ρ between the smallest and largest NR subsam-
ples is 0.055 ± 0.019 for single stars and 0.122 ± 0.065 for bina-
ries. Precision is hampered by the wide scatter in ρ as a function of
NR, which has a standard deviation of about σρ ≃ 0.08 for all the
subsamples and which is several times larger than the measurement
uncertainties in ρ.
At first glance it may seem surprising that the binary stars follow
similar correlations (but offset in ρ). However, if these are mainly
wide binaries then the components probably behave like the sum
of two independent single stars. In which case both the ∆EWLi,
NR and the ∆EWLi, ρ correlations will still be present, albeit with
an offset and more scatter in ρ because of the presence of binary
companions with a range of mass ratios.
5 DISCUSSION
The large sample of stars that have been observed in M35, and the ro-
bust estimates of measurement uncertainties have allowed confirma-
tion and a more detailed exploration of the connection between ro-
tation and Li depletion, previously established for stars with Teff <
5500K in the Pleiades and other young clusters (Barrado et al. 2016,
B18). The new information established here is that, at the ZAMS,
the relationship between ∆EWLi and rotation (or NR) is not single-
valued; there may not be a straightforwardly deterministic relation-
ship between rotation rate and how much Li depletion is expected
for a star at a given Teff . In addition, the presence of binary stars in
the sample (albeit, not close, tidally-locked binary systems) is not
responsible for any scatter, since such systems appear to follow the
same relationship.
Explanations for the Li-rotation connection either suggest that fast
rotators have had their Li depletion inhibited through some sort of
magnetic inhibition of flux transport out of the star, that rapid rota-
tion somehow inhibits internal mixing, or that the stars have under-
gone additional, perhaps rotation-dependent mixing, such that their
photospheres are more Li-depleted than expected by the time they
reach the ZAMS. Figures 6 and 11 generally favour the latter class
of explanation for hotter stars Teff > 5700K. All of the standard
models (those that feature only convective mixing and neglect the
influences of rotation and magnetic fields) under-predict the Li de-
pletion seen in M35 at these temperatures (if its initial Li abundance
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Figure 13. Demonstrating the tripartite relationship between excess lithium (∆EWLi), Rossby Number (NR) and over-radius (ρ). (a) ∆EWLi vs NR with
symbol size proportional to log(N−1R ). The filled symbols show the mean values in three NR ranges from Table 4, with the error bars showing the standard
error in the mean. The plotted mean NR value for binaries in the low NR bin has been decreased by 0.01 for clarity. The dashed line is a linear fit to the single
star data. (b) ∆EWLi versus ρ. The symbol sizes and meanings are the same as in panel (a).
A(Li)0 > 3.1). This has been noted before (and with higher quality
data) in the hotter stars of M35 and has been attributed to slow rota-
tional mixing, rather than diffusion (Steinhauer & Deliyannis 2004),
but other possibilities, including mixing by gravity waves, have been
proposed to explain Li depletion beyond the PMS in solar-type stars
(e.g. Garcia Lopez & Spruit 1991; Schatzman 1993). The data in
Fig. 8d suggest a weak relationship between faster rotation and in-
creased Li depletion but the size of the uncertainties in the data com-
pared with the range of EW(Li) and rotation rates makes this incon-
clusive.
In the cooler stars, the situation is less well-defined. All the stan-
dard models in Fig. 6, even those with the slightly sub-solar metal-
licity that may be appropriate for M35, over-predict the levels of Li
depletion seen in the most rapidly rotating mid-G to K-type stars
(Teff < 5500 K) and some predict as much depletion as seen in
the slowest rotators. This suggests that rapid rotation inhibits PMS
Li depletion. However, there is still sufficient uncertainty in (i) the
microphysics in the models, especially the adopted solar metallicity
and the assumed convective mixing length during PMS evolution;
(ii) the metallicity of M3511; and (iii) the initial Li abundance, that
it is still possible that improved standard models, with perhaps lower
interior opacities or smaller mixing lengths in PMS stars, may yet
match the upper envelope of the M35 (and Pleiades) G- and K-type
stellar Li distribution.. If so, then it cannot be ruled out that the dis-
persion seen is caused by additional depletion in the slower rotators,
rather than inhibited depletion in the fastest rotators.
5.1 The case for magnetic inflation
A number of authors have suggested that magnetic activity, ei-
ther in the form of starspots or interior magnetic fields, sup-
presses the emergent radiative flux, resulting in a larger star with
a lower core temperature and less Li depletion (King et al. 2010;
Somers & Pinsonneault 2015a,b; Feiden 2016; Jeffries et al. 2017).
The Li abundance would always be higher than that predicted by a
11 Although note that there is no such uncertainty in the nearly solar-
metallicity of the Pleiades, shown in Fig. 9.
standard model at a given Teff , as shown in Fig. 11, due to a combi-
nation of less Li depletion at a given mass and a reduction in Teff at
the ZAMS for a given mass.
Figure 11 suggests that matching the upper envelope of observed
Li depletion in the cool stars of M35, requires some combination
of equipartition-strength magnetic fields at the surface or dark spots
covering > 30 per cent of the photosphere. The Li-rotation connec-
tion would then emerge if there was a relationship between magnetic
activity and rotation that produces significantly different degrees of
radius inflation and consequent levels of photospheric Li depletion.
Magnetic activity at these levels is expected in the fast-rotating cool
stars of M35 – the connection between magnetic activity measured
by coronal and chromospheric emission and rotation is well known,
but there is also evidence for: a correlation of global magnetic field
strength with rotation deduced from spectropolarimetric observa-
tions (Folsom et al. 2016); a large filling factor (∼ 0.5) of the sur-
faces of active young K-stars by equipartition magnetic fields in-
ferred from Zeeman broadening (Valenti & Johns-Krull 2001); and
rotation-dependent starspot filling factors of up to 0.5 for cool stars
in the Pleiades, derived from the relative strengths of molecular
bands (Fang et al. 2016).
Direct evidence in favour of this scenario comes from the dif-
ferential levels of radius inflation between stars with fast and slow
rotation rates, or between stars with small and large NR (Fig. 12b),
and the clear tripartite correlation between reduced levels of Li de-
pletion, rapid rotation (or small NR) and the over-radius (Fig. 13).
In relative terms, the 6 ± 2 per cent difference in ρ between the
stars with the smallest and largest NR is similar to the ∼ 10 per
cent difference inferred between fast and slow rotating K-stars in
the Pleiades using similar techniques (Somers & Stassun 2017), but
is lower than the 14 per cent inflation estimated for fast-rotating M-
stars in the Pleiades in comparison with radii predicted by standard
models (Jackson et al. 2018). Note though that the absolute over-
radius could be larger than ρ, since ρ is estimated in comparison to
low luminosity stars in M35, which may themselves still be moder-
ately magnetically active. Taking into account observational uncer-
tainties, the range of ρ is also broadly consistent with the amount
of inflation predicted by the same magnetic models that match the
envelope of observed Li abundances (see Figs. 11 and 12a).
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5.2 Spots or magnetic inhibition of convection?
Whilst both starspots or the inhibition of convective flux could be
responsible for inflating stars and reducing PMS Li depletion in a
similar way, there are other observational consequences that can dis-
tinguish between the two mechanisms. Inflation of the star (by any
mechanism) will decrease Teff at a given luminosity, but the inho-
mogeneous photospheres implied by spots have a different spectral
energy distribution to a star of similar Teff but uniform tempera-
ture. Unspotted regions on a spotted star, which dominate the ob-
served flux, should be slightly hotter than in an unspotted star of the
same mass or luminosity, and of course should be hotter than Teff
(Spruit & Weiss 1986; Jackson et al. 2009; Jackson & Jeffries 2014;
Somers et al. 2020). This leads to colour anomalies whereby a spot-
ted star is bluer in B − V for a given luminosity but, depending on
the temperature ratio of the spotted to unspotted photosphere, redder
in colours like V − Ks where the starspot flux makes a significant
contribution. Such anomalies have been noted before in active stars
(e.g. Stauffer et al. 2003) and demonstrated to be rotation-dependent
(Kamai et al. 2014; Covey et al. 2016).
Figure 14 shows three intrinsic colour vs absolute colour-
magnitude diagrams (CMDs) for the M35 stars, using a distance of
885 pc, E(B − V ) = 0.20, AV = 0.62, E(V −Ks) = 0.55 (see
Section 2) and values of AG = 0.55 and E(GBP − GRP) = 0.27
using coefficients from Casagrande & VandenBerg (2018). Super-
posed are the magnetic model isochrones and their standard model
counterparts discussed in Sections 4.4 and 4.5. In order to remove
any dependence on model atmospheres and bolometric correction
calibrations from the comparisons between isochrones, the lumi-
nosity and Teff of the non-magnetic Dartmouth and Feiden (2016)
magnetic inhibition models have been converted to absolute magni-
tudes and colours using the same bolometric corrections used in the
unspotted Somers et al. (2020) isochrone.
The non-magnetic isochrones are very similar in each CMD, but
the predictions of the magnetic models are quite different. The mag-
netic inhibition models of Feiden (2016) predict that magnetically
active cool stars should be redder than inactive stars at a given ab-
solute magnitude in all three CMDs, but with only small differ-
ences for the hotter stars. On the contrary, the SPOTS isochrones of
Somers et al. (2020) predict that heavily spotted cool stars should be
bluer in B−V than unspotted stars of the same absolute magnitude,
but similar in GBP −GRP and V −Ks, and that spotted hotter stars
would have similar colours to unspotted stars in B−V , but would be
redder in GBP−GRP and V −Ks. In the data there is clear evidence
that single stars with lower NR, and presumably more magnetically
active, are bluer in B−V , slightly redder in V −Ks and very similar
in GBP − GRP to their less active siblings. In the hotter stars there
is very little evidence for a displacement that depends on NR, and
the range in NR is smaller in any case. The binary stars are mostly
found above and well separated from the single stars in most cases,
as expected, though the separation is cleanest in the GBP − GRP
CMD.
These findings are qualitatively similar to that found in the
Pleiades by Kamai et al. (2014). The rotation-dependent blueward
displacement of the cooler K-stars in the B − V CMD, which is
the opposite of that expected by the simple inflation produced by
globally inhibited convection, is strong evidence for photospheric
temperature inhomogeneities. The size of the displacement appears
compatible with the level of spot coverage that would be capable
of explaining the Li results (see Fig. 11). The exact displacements
will depend on both the spot filling factor and the ratio of spotted to
unspotted photospheric temperatures (assumed to be 0.8 by Somers
et al.). At redder colours, the lack of displacement in the GBP−GRP
CMD and the small rotation-dependent drift redward in V − Ks
CMD, is also qualitatively consistent with a heavily spotted model
but probably needs a slightly larger spotted/unspotted temperature
ratio to reach quantitative agreement. A caveat to these considera-
tions is that none of these models include chromospheric emission
or plages that may make a significant contribution to the B-band
flux.
5.3 Problems for magnetic inflation
Whilst the concordance of Li depletion, magnetic activity and the
degree of radius inflation on average is encouraging, there are as-
pects of the M35 observations that are problematic for the "mag-
netic inflation" model. There is a wide dispersion in over-radius as a
function of NR (see Fig. 12b). Perhaps as a consequence, the rela-
tionships between ∆EWLi and NR and especially between ∆EWLi
and ρ, also show significant scatter. This requires some explanation,
because the ∆EWLi, ρ relationship should be fundamental to why
there is a dispersion in Li at all. In particular it is a puzzle as to why
there are a couple of examples of Li-rich stars with small NR but
ρ < 1; a few stars with small NR that are not very Li-rich; and
some stars with large NR that are moderately Li-rich and with large
ρ (see Fig. 13). Whilst the last of these anomalies might be explained
by unrecognised binarity, the other outliers are harder to understand.
These outlying stars and the wide dispersion (σρ ≃ 0.08 and
σEW(Li) ≃ 50mÅ at a given NR) are unlikely due to simple mea-
surement uncertainties, but some part of the scatter may be caused by
additional systematic errors associated with the stellar atmosphere.
Photospheric inhomogeneities have both a short term and long term
effect on the star. The modelling of Somers et al. (2020) deals only
with the long-term structural effects of spots and their average ef-
fect on the appearance of the star. It is well documented that ac-
tive stars undergo large changes in spot coverage and brightness on
timescales of days (associated with rotational modulation), weeks
(associated with the appearance and disappearance of spot groups,
e.g. Collier Cameron 1995; Jeffers et al. 2007) and years (possibly
associated with activity cycles, e.g. Innis et al. 1988; Järvinen et al.
2005). These changes are on timescales much shorter than the ther-
mal timescale of the envelope and have no short-term effect on the
radius of the star (e.g Spruit & Weiss 1986). However they do have
short-term effects on the observed luminosity and hence on the de-
rived ρ, depending on whether the photometry in all bands is cotem-
poral and how well the derived Teff tracks the luminosity. In the
visible and Kepler K2 bands these effects might add ±2–5 per cent
error to the average luminosity measured from single epoch pho-
tometry just due to rotational modulation (e.g. see the Kepler K2
light curves of K-type Pleiades stars, Rebull et al. 2016). However,
longer timescale variations may be more important. A number of
field K-dwarfs with short rotation periods, comparable in age and
activity to the cool stars of M35, have been monitored over years and
decades. These exhibit long term variations that have full amplitudes
of ∼ 0.2 mag in V (e.g. Messina & Guinan 2003; Järvinen et al.
2005; Karmakar et al. 2016), which could lead to ±5–10 per cent
errors in estimated luminosity and feed through to an additional
∼ ±0.05 scatter in ρ. This is possibly sufficient to explain the dis-
persion in the ρ, NR relation and perhaps even explain the scatter
in ∆EWLi versus ρ. Indeed, Fig. 12b is qualitatively reminiscent of
fig. 11 in Fang et al. (2016), which shows a general correlation of
increasing spot filling factor with decreasing NR, but with a scatter
that is significantly larger than the measurement uncertainties.
Spots and chromospheric activity in inhomogeneous atmospheres
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Figure 14. Intrinsic colour vs absolute magnitude diagrams for M35. In each plot the symbol size is proportional to log(N−1R ). Isochrones at 120 Myr are
shown for both magnetic models (starspots with a filling factor of 0.51 and Feiden’s magnetic inhibition of convection model, see Section 4.5) and these are
compared with their non-magnetic counterparts (spot filling factor of zero and "Dartmouth" respectively).
may also play a role in additional causing EW(Li) variations
either through complex NLTE effects on the line formation or
through the temperature inhomogenities contributed by starspots
or chromospheric plages (e.g. Barrado y Navascués et al. 2001;
King & Schuler 2004; Xiong & Deng 2005; King et al. 2010). There
is some empirical evidence for EW(Li) changes that correlate with
the rotational modulation of starspots. The rms variations are of or-
der 10–20 mÅ (Jeffries et al. 1994; Hussain et al. 1997), but there
was little evidence for any EW(Li) changes greater than a few mÅ
in a sample of rapidly rotating Pleiades G/K-stars on timescales of
a year (Jeffries 1999). It is possible that these additional sources of
scatter may partially explain the additional dispersion in the ∆EWLi
versus rotation or NR relationships.
A more interesting physical cause of dispersion in the ∆EWLi
versus rotation or NR relation could be the rotational histories of
stars. The rotation rates at the ZAMS do not necessarily reflect the
rotation rates they had when they were depleting Li. According to
the evolutionary tracks of Somers et al. (2020) (with a spot filling
factor of 0.34), stars with 5400 ≥ Teff ≥ 4200K in M35 have
masses of 0.95 ≥ M/M⊙ ≥ 0.65. Stars at the extreme ends of
these ranges start and end their PMS Li depletion at ages of 3–15
Myr and 4–25 Myr respectively and it is their rotation and magnetic
activity levels at these epochs that are crucial to the amount of Li
depletion now seen in their photospheres.
At both ends of this mass range, the stellar moment of inertia de-
creases by about a factor of 3.5 between the beginning and end of Li
burning and then by a further factor of 3 by the time they reach the
ZAMS. Towards the beginning of Li burning the stars may or may
not be locked to an accretion disc that prevents their spin up and
they may also have initial rotation rates that vary by a factor of 10.
In the paradigm of early disc-locking, followed by PMS contrac-
tion and angular momentum loss through a magnetised wind (e.g.
Denissenkov et al. 2010; Spada et al. 2011), there is a degeneracy
between disc lifetime and initial rotation rate in determining the ro-
tation rate at the ZAMS (Gallet & Bouvier 2013, 2015). Moderately
slow rotators may have been born slow or have very long-lived discs,
whereas moderately fast rotators may have been born fast or had
short-lived discs. The importance of this is that stars with similar
rotation rates on the ZAMS may have had different rotation rates at
∼ 10 Myr when they were depleting their Li and this could lead to
additional scatter in any relation between Li depletion and ZAMS
rotation rate. If that were so, then perhaps the relationship should be
tighter in younger clusters, during the epoch of Li destruction.
A further problem for the magnetic inflation idea is that a dis-
persion in Li depletion requires a dispersion in magnetic activity,
internal magnetic fields or surface spot coverage that is correlated
with rotation rate (or NR), so that there is then a rotation-dependent
degree of magnetic inflation that leads on to rotation-dependent Li
depletion. There is plenty of evidence for a rotation-magnetic ac-
tivity connection at slower rotation periods (> 3 d) and larger
Rossby numbers (NR > 0.1), but almost all indicators of mag-
netic activity exhibit a plateau or "saturation" at NR < 0.1, in-
cluding chromospheric and coronal fluxes and the average surface
magnetic flux (Vilhu 1984; Pizzolato et al. 2003; Reiners et al. 2009;
Marsden et al. 2009; Wright et al. 2011; Jeffries et al. 2011).
This is a problem for a magnetic inflation explanation of the Li
dispersion, since it is likely that all the M35 stars considered here
had saturated levels of magnetic activity between ages of a few Myr
and when their Li depletion phase was completed. Although their
rotation periods were probably slightly slower on average than at
the ZAMS (1 < Prot/d < 10 for subsolar mass stars in several
star forming regions, e.g. see fig. 1 of Gallet & Bouvier 2015), the
convective turnover times of PMS stars, which are fully or almost
fully convective, are 3–20 times larger during the epoch of Li de-
pletion than they are at the ZAMS (again, using the spot models of
Somers et al. 2020). Even a 0.95M⊙ star with a rotation period of
∼ 10 d would have NR ∼ 0.15 at the end of its Li depletion epoch,
and NR would be smaller at shorter periods, younger ages or lower
masses. If so, then it is hard to see how any rotation-dependence
is injected into the Li depletion pattern, unless interior fields and
surface spot filling factors do not saturate in the same way as other
magnetic activity indicators. That spot filling factor may only satu-
rate at much faster rotation rates and NR < 0.02 has been claimed
by some authors, based on a continuing rise in light curve amplitudes
at short periods (O’Dell et al. 1995; Messina et al. 2001). However,
such studies only measure the asymmetric component of spot cover-
age and more sensitive spectroscopic studies that are sensitive to the
total spot coverage do suggest starspot saturation at NR ∼ 0.1, like
other indicators, albeit with significant scatter (Fang et al. 2016).
A plausible scenario that deserves consideration is that all the
M35 stars had their PMS Li depletion inhibited by a similar amount
at any given mass, regardless of their rotation rate, because of their
saturated levels of magnetic activity. This would set the upper en-
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velope of A(Li) at or above the upper envelope of rapid rotators in
M35, with little dispersion. Subsequent to this, non-standard mix-
ing mechanisms would act to provide additional Li depletion. If
any additional mixing were more effective in slower rotators then
the observed Li-rotation correlation in the cool stars might be re-
produced. This cannot be the slow rotational mixing mechanism
that may lead to more Li depletion in faster rotating F- and early
G-stars, but possibilities include: mixing associated with rotational
shear and core-envelope decoupling that develops as stars contract
towards the ZAMS, with slow rotators experiencing more internal
differential rotation (Bouvier 2008; Gallet & Bouvier 2015); or pen-
etration of convective plumes into the radiative zone that becomes
less effective in rapid rotators (Montalbán & Schatzman 2000). So
far, quantitative models of these processes have focused on stars at
around a solar mass and predict a dispersion among ZAMS stars
with Teff > 5500K that isn’t seen and too much depletion at lower
Teff (e.g. Eggenberger et al. 2012; Baraffe et al. 2017). There is an
urgent need to extend these models to lower Teff where the most
significant Li dispersion is observed.
6 SUMMARY
WIYN-Hydra observations of cool stars in the rich open cluster
M35, along with Gaia DR2 astrometry, have allowed us to com-
pile a database of 242 stars with secure membership, measurements
of lithium, rotation periods from ground-based surveys and Kepler
K2 observations, and SEDs based on multi-wavelength photome-
try. This is the largest sample from one open cluster with which
to address the Li-rotation connection in young ZAMS stars. These
measurements confirm earlier assertions from other clusters that the
fast-rotating stars with 4100 < Teff < 5500 K are less depleted
than slower rotating siblings at the same temperature by almost 2
orders of magnitude and less depleted than predicted by standard
models of PMS stellar evolution. Instead, the upper envelope of Li
abundance for cool stars in M35 is better represented by "magnetic
models" which feature inhibition of convection by interior magnetic
fields or the blocking of radiative flux at the photosphere by dark
starspots. The magnetic models "inflate" the stars, making their in-
teriors cooler, leading to lower levels of photospheric Li depletion.
Stars with Teff > 5500K are more depleted than predicted by stan-
dard models; there is a hint that the faster rotating hot stars are more
depleted, but any trend is masked by observational uncertainties and
a relatively small range of Li abundance and rotation at the higher
temperatures.
The Li depletion pattern and distribution of rotation periods with
Teff in M35 is very similar to that found in the Pleiades, but with a
membership sample that is about 2.5 times larger. The slow rotating
"I sequence" in M35 is a factor of 1.07 ± 0.03 slower than in the
Pleiades. This together with a consideration of uncertainties in the
Teff scale, reddening and metallicity yield an age of 140 ± 15Myr
in comparison to an assumed age of 125 Myr for the Pleiades.
Supporting evidence for the magnetic models is found in strong
correlations between high EW(Li), rotation (or Rossby number, NR)
and relative stellar radius determined from SED modelling. On av-
erage, the fastest rotating stars with the smallest NR are inflated by
6 ± 2 per cent with respect to the slow rotators and have higher
EW(Li) at the same Teff . This corresponds well with what is ex-
pected from the same magnetic models that are capable of explain-
ing the range of Li abundances; these require that convection is sup-
pressed by global magnetic fields that reach equipartition levels at
the surfaces of the fastest rotators, or that the fastest rotators have
> 30 per cent of their photospheres obscured by dark starspots. An
examination of colour-magnitude diagrams betrays colour anoma-
lies that get bigger for smaller NR, which favours the starspot sce-
nario.
The EW(Li)-rotation (or NR) correlation at Teff < 5500K has a
dispersion larger than the measurement uncertainties. Since the pho-
tometric binaries in M35 follow a very similar relationship, unrecog-
nised binarity is unlikely to play a role in this. The lack of a deter-
ministic relationship between rotation, Teff and EW(Li) may be due
to remaining uncertainties in the relationship between EW(Li) and
Li abundance, caused by inhomogeneous photospheres and mag-
netic activity. Alternatively, it could be that the rotational history
of the stars, and in particular the rotation rate at the epoch of Li
destruction (3–30 Myr), which is not uniquely determined by their
present rotation rates, may play the dominant role in determining the
photospheric Li abundance at the ZAMS.
Any model where rotation-dependent magnetic activity leads to
radius inflation and a rotation-dependent level of Li depletion faces
an important challenge from the saturation of magnetic activity indi-
cators observed to occur at NR < 0.1. At the epoch of Li destruction
we expect almost all the M35 stars to have had NR < 0.1. Unless
starspot coverage or interior magnetic fields saturate at significantly
lower NR, then it is difficult to see how a rotation-dependence is im-
printed on the Li depletion pattern. Instead, the data are also consis-
tent with the idea that magnetic inflation reduces the PMS Li deple-
tion of all stars by a similar amount, regardless of rotation rate, and
that subsequent, rotation-dependent mixing causes the slow rotators
to deplete more of their photospheric Li depletion by the time they
reach the age of M35. Resolving these issues requires more mod-
elling efforts and would benefit from similar observational studies
to track both the extent and rotation-dependence of photospheric Li
depletion for clusters both during and immediately after the main
epoch of PMS Li destruction at 3–30 Myr.
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Table A1. Results of the 3D maximum likelihood analysis used to determine
the intrinsic velocities, velocity dispersions and fraction of cluster members
for the model Gaussian distribution of representing the cluster population.
VRA (km s−1) VDec (km s−1) RV (km s−1)
Cluster velocity 9.50±0.08 -12.24±0.07 -8.10±0.07
Cluster dispersion 1.00±0.07 0.90±0.07 0.74±0.07
fC 0.78± 0.02
APPENDIX A: CALCULATION OF THE PROBABILITY
OF CLUSTER MEMBERSHIP OF INDIVIDUAL TARGETS
A maximum likelihood technique was used to determine the clus-
ter membership probability for each target, using their their radial
velocity (RV) and proper motion velocities (VRA and VDEC). The
intrinsic probability density of the targets in velocity space was mod-
elled as the sum of two 3-dimensional (3D) Gaussian distributions.
The first is a relatively narrow distribution representing cluster mem-
bers and the second a broader distribution representing a background
population of field stars. This intrinsic distribution was broadened
by measurement uncertainties in velocity and, in the case of the RV
component, by the effects of binary motion on the measured RV of
binary stars, to give a model distribution of target velocities.
A maximum likelihood method was used to determine the proper-
ties of the intrinsic Gaussians and the fraction fC of targets belong-
ing to the cluster. Full details of the modelling procedure are pre-
sented in Jackson et al. (2020). To model the effects of binarity on
the RV distribution, a binary fraction of 0.4 was assumed and the bi-
nary period and flat mass ratio distribution found by Raghavan et al.
(2010) for field stars. As shown in Jackson et al. (2020), the assumed
parameters of the binary distribution hardly affect the membership
probability estimates but do have small effects on the derived intrin-
sic velocity dispersion. The effect of binarity on the proper motion
measurements are ignored, as is any dispersion in the distance to
the cluster members. The former effect was shown by Jackson et al.
(2020) to be much smaller than that of binarity on the RV distribu-
tion because of the averaging effect of taking Gaia DR2 measure-
ments over 22 months. The latter is negligible at the 885 pc distance
to M35. Uncertainties in the average distance lead to uncertainties in
the tangential velocity dispersions but have no effect on membership
probabilities.
The results of the analysis are given in Fig. A1 and Table A1. The
upper plots in Fig. A1 show contours of log likelihood for different
combinations of model parameters along each dimension of the ve-
locity space. The lower plots compare the data and best-fit model
distribution (using the median uncertainties). Membership probabil-
ities are computed for each target and are listed in Table 1. Note that
the cluster parameters listed in Table A1 are a first approximation
to the true velocity dispersions. There are a number of systematic
effects (rotation, expansion, asymmetry etc.) that have not been con-
sidered that could affect the velocity dispersions but are unlikely to
change the membership probabilities significantly (see Jackson et al.
2020, for a discussion).
APPENDIX B: PHOTOMETRY USED IN THE SED
FITTING
Table B1 lists the photometry used in the SED fitting (Section 3.2).
The photometric data (with uncertainties) were gathered from vari-
ous catalogues (cross-matching co-ordinates within 2 arcsecond);
(i) G, GBP and GRP magnitudes from the Gaia DR2 catalogue
(Gaia Collaboration et al. 2018).
(ii) J , H and Ks from the 2MASS catalogue (Skrutskie et al.
2006).
(iii) Near infrared W 1 and W 2 magnitudes from the ALLWISE
catalogue (Cutri et al. 2013).
(iv) U , B, V , RC and IC magnitudes were taken where possible
from a recent homogeneous photometric survey of M35 (see AT18).
U magnitudes were available for only 33 per cent of members.
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