The management of Operational Risks has always been difficult due to the high number of variables to work with and their complex multivariate distribution. A Copula is a statistic tool which has been recently used in finance and engineering to build flexible joint distributions in order to model a high number of variables. The goal of this paper is to propose its use to model Operational Risks, by showing its benefits with an empirical example.
Model Description
The actuarial approach employs two types of distributions: the one that describes the frequency of risky events and the one that describes the severity of the losses that arise for each considered event. The frequency represents the number of loss events in a time horizon, while the severity is the loss associated to the k − th loss event. Formally, for each type of risk i and for a given time period, operational losses could be defined as a sum (S i ) of the random number (n i ) of the losses (X ij ):
1 A widespread statistical model is the actuarial model . In this model, the probability distribution of S i could be described as follows:
• F i (S i ) = probability distribution of the expected loss for risk i;
• F i (n i ) = probability of event (frequency) for risk i;
• F i (X ij ) = loss given event (severity) for risk i.
The underlying assumptions for the actuarial model are:
• the losses are random variables, independent and identically distributed (i.i.d.);
• the distribution of n i (frequency) is independent of the distribution of X ij (severity).
Alternative Bayesian models were proposed by Cornalba and Giudici (2004) . In the actuarial model, the frequency of a loss event in a certain time horizon could be modelled by a Poisson distribution or a Negative Binomial. For the severity, we could use an Exponential, a Pareto or a Gamma distribution. The distribution F i of the losses S i for each intersection i among business lines and event types, is then obtained by the convolution of the frequency and severity distributions: nevertheless, the analytic representation of this distribution is computationally difficult or impossible. For this reason we prefer to approximate this distribution by Monte Carlo simulation: we generate a great number of possible losses (i.e. 100000) with random extractions from the theoretical distributions that describe frequency and severity. We obtain in this way a loss scenario for each risky intersection i.
A risk measure like Value at Risk (VaR) or Expected Shortfall (ES)
is then estimated to evaluate the capital requirement for that particular intersection i. The Value at Risk could be defined as a statistical tool that measures the worst expected loss over a specific time interval at a given confidence level. Formally, while 1 -α is the confidence level.
For example, the 1% VaR is defined as the 1 − th percentile of the loss distribution F i . As we've said before, the analytical representation of this distribution doesn't exist or is computationally difficult, and by thus we use a Monte Carlo simulation.
Therefore, VaR represents the maximum loss of a risky intersection i, for a given confidence level 1 − α: however, when this event occurs, it doesn't give any information about the dimension of this loss. Moreover, it was shown that Value at Risk is not a "coherent risk measure" (Artzner et al.,1999) , and it could underestimate risk when dealing with leptokurtic variables, with potential great losses . (Yamai and Yoshiba, 2002 ).
An alternative risk measure, which has recently received great attention is the Expected Shortfall, or expected loss (Acerbi and Tasche 2002) . Formally,Definition 2.2 (Expected Shortfall) the ES at the confidence level α is defined as the expected loss for intersection i, given the loss has exceeded the VaR with probability level α :
The ES at the confidence level 1 -α for a given time horizon, represents the expected value of the losses that have exceeded the correspondent quantile given by the VaR: for example, the expected loss at the 99% confidence level is defined as the portfolio average loss, conditionally to the fact that the losses exceeded the 1 − th percentile of the loss distribution, given by the 1% VaR. Therefore, differently from Value at Risk, the Expected Shortfall indicates the average loss level that could be achieved in a given time horizon, given the losses exceed the loss correspondent to a certain confidence level.
Once the risk measures for each intersection i are estimated, the global VaR is usually computed as the simple sum of these individual measures, thus assuming a perfect dependence among the different losses S i . In this paper, instead, we want to show how copulae can be used to describe the dependence structure among the losses S i and to reduce the required capital to allocate for the global VaR.
A copula is a function that models the dependence structure among the variables of a random vector: in our case, this vector contains the losses for each risk event i. Moreover, when the copula is applied to the marginal distributions of these variables, not necessarily equal, it defines their multivariate distribution. In fact, the Sklar's theorem (1959) 1 tells us that the joint distribution H of a vector of losses S i , i = 1 . . . R, is the copula of the cumulative distribution functions of the losses' marginals :
A copula allow us to splits the joint distribution of a random vector of losses into individual components given by the marginals, with a dependence structure among them given by a copula. Consequently, copulae allow us to model the dependence structure among different variables in a flexible way and, at the same time, to use marginal distributions not necessarily equal. Nelsen (1999) provide an introduction to copula theory, while Cherubini et al. (2004) discusses the main financial applications of the copulae.
The analytic representation for the multivariate distribution of all losses S i with copula functions is not possible, and an approximate solution with Monte Carlo methods is necessary.
To use copula functions, first of all we have to simulate a multivariate random vector from a specified copula C with marginals uniformly distributed in the unit interval [0,1]. Subsequently, we invert the uniform distributions with the losses cumulative distribution functions
obtaining a loss scenario for each risky intersection i. Since F i are discontinuous functions with jumps, previously generated with a Monte Carlo procedure, we have to use the generalized inverse of the functions F i , given by F
Then, we sum the losses S i for each intersection i, obtaining a global loss scenario. Finally, we repeat the previous three steps a great number of times, and we calculate a risk measure like VaR or ES. The procedure to obtain the required total capital is the following:
1. Estimate the marginal distribution F i of the losses S i for each risk event i, i = 1,. . . ,R, 
Marginals Modelling
We are now going to show in detail the distributions that we'll use to model the losses frequency and severity for each risky intersection.
The frequency is a discrete phenomenon and the most suitable probability distributions to describe this random variable are the Poisson and the Negative Binomial. We actually want to determine the probability that a certain number of loss events occurs in a predetermined time horizon. If we denote a random variable with X, it has a Poisson distribution with parameter λ if its probability distribution assumes the following form:
This random variable enumerates or counts random phenomena that produce events which take place a random number of times in a predetermined time or space interval. This is why it constitutes a suitable distribution to describe the frequency.
If we assume the parameter of the Poisson random variable to be Gamma distributed, we obtain the Negative Binomial, which is a special type of mixture distribution. The probability function is given by
where p indicates the probability of success, (1 − p) the probability of failure and x the number of failures before obtaining the ϑ-th success. The Negative Binomial random variable is sometimes called "waiting time", since it counts the failures we ought to wait for to have exactly ϑ successes. The severity is a continuous phenomenon, instead, which can be described by a density function belonging to the Gamma family.
The random variable X is Gamma distributed if it has the following density function:
where
This is the most general form. However, If we put β 1 = α, β 2 = 1 ϑ and β 3 = 0, the density function is modified to its standard form as follows:
Another distribution which is suitable to model the loss S i associated to a certain event for a given intersection i, is represented by the Exponential. This random variable could be derived by the Gamma with β 1 = 1, β 2 = 1/λ, β 3 = 0, thus obtaining
Finally, it is possible to model the severity using the Pareto distribution, whose density function is given by:
The parameters of the previous distribution can be estimated with empirical data by method of moments and method of maximum likelihood. See Gourieroux and Monfort (1995) for more details.
Copula Theory
An n-dimensional copula is a multivariate cumulative distribution function with uniform distributed margins in [0, 1] . We now recall its definition, following Joe(1997) and Nelsen (1999) . Let consider X 1 , . . . X n to be random variables, and H their joint distribution function, then we have:
Definition 4.1 (Copula) A copula is a multivariate distribution function H of random variables X 1 . . . X n with standard uniform marginal distributions F 1 , . . . , F n, defined on the unit n-cube [0,1] n , with the following properties:
The previous three conditions provides the lower bound on the distribution function and ensures that the marginal distributions are uniform. The Sklar's theorem justifies the role of copulas as dependence functions.
Theorem 4.1 (Sklar's theorem) Let H denote a n-dimensional distribution function with margins F 1 . . . F n . Then there exists a n-copula C such that for all real (x 1 ,. . . , x n )
If all the margins are continuous, then the copula is unique; otherwise C is uniquely determined on
where Ran is the range of the marginals. Conversely, if C is a copula and F 1 , . . . F n are distribution functions, then the function H defined in (2.2) is a joint distribution function with margins F 1 , . . . F n .
Proof: See Sklar (1959), Joe(1997) or Nelsen (1999) .
The last statement is the most interesting for multivariate density modelling, since it implies that we may link together any n ≥ 2 univariate distributions, of any type (not necessarily from the same family), with any copula in order to get a valid bivariate or multivariate distribution.
From Sklar's Theorem, Nelsen (1999) derives the following corollary:
denote the generalized inverses of the marginal distribution functions, then for every (u 1 , . . . , u n ) in the unit n-cube, exists a unique copula C :
Proof: See Nelsen (1999), Theorem 2.10.9 and the references given therein.
From this corollary we know that given any two marginal distributions and any copula we have a joint distribution. A copula is thus a function that, when applied to univariate marginals, results in a proper multivariate pdf: since this pdf embodies all the information about the random vector, it contains all the information about the dependence structure of its components. Using copulas in this way splits the distribution of a random vector into individual components (marginals) with a dependence structure (the copula) among them without losing any information. By applying Sklar's theorem and using the relation between the distribution and the density function, we can derive the multivariate copula density c(
By using this procedure, we can derive the Normal and the T-copula:
1. The copula of the multivariate Normal distribution is the Normal-copula, whose probability density function is:
′ is the vector of univariate Gaussian inverse distribution functions, u i = Φ (x i ), while Σ is the correlation matrix.
2. On the other hand, the copula of the multivariate Student's T-distribution is the Student's T-copula, whose density function is:
′ is the vector of univariate Student's T inverse distribution functions, ν are the degrees of freedom, u i = t ν (x i ), while Σ is the correlation matrix.
Both these copulae belong to the class of Elliptical copulae 2 . An alternative to Elliptical copulae is given by Archimedean copulae: however, they present the serious limitation to model only positive dependence (or only partial negative dependence), while their multivariate extension involve strict restrictions on bivariate dependence parameters. This is why we do not consider them here.
These copula densities can then be used to fit operational risks data with maximum likelihood methods. When we use the Normal Copula, the log-likelihood is given by
If the log-likelihood function is differentiable in θ and the solution of the equation ∂ θ l(θ) = 0 defines a global maximum, we can recover theθ M L =Σ for the Gaussian copula:
and thereforeΣ
When we use the T-copula, the log-likelihood is defined as follows:
In this case, we don't have any analytical formula for the ML estimator and a numerical maximization of the likelihood is required. However, this can become computationally cumbersome, if not impossible, when the number of operational risks is very large. This is why multistep parametric or semi-parametric approaches have been proposed. Three methods are the most used: the first one, suggested by Bouyé et al. (2000), is based on a recursive optimization procedure for the correlation matrix. However, this procedure can be computationally intensive when dealing with several risky intersections i and large data sets; moreover it can present numerical instability due the inversion of close to singular matrices. by the Kendall's Tau. Even though it is faster and more stable then the previous method, it can become computationally cumbersome when the number of considered operational risks is high. We follow here a third approach proposed by Chen, Patton, et al.(2004) , which is a mixed parametric approach, based on Method of Moments and Maximum Likelihood estimates. The estimation steps are the following:
1. Transform the dataset (x 1t , x 2t , . . . , x N t ), t = 1 . . . T into uniform variates (û 1t ,û 2t , . . .û N t ), using a parametric distribution function, or the empirical distribution defined as follows:
where 1l {x≤•} represent the indicator function.;
2. LetΣ the correlation matrix for the Gaussian copula, estimated using equation (4.8), and then setΣ Ga =Σ 3. Estimate ν maximizing the log-likelihood function of the Student's T copula density:
log(c student (û 1,t , ...,û N,t ;Σ Ga , ν)
Finally, getΣ T −copula using equation (4.8) again:
An iterative procedure can be implemented as well (but Chen, Patton et al. don't do that). However, after the first step the differences are rather minimal. For a review of copula estimation methods and their asymptotic properties, see Fantazzini (2005).
Simulation Studies
In this section we present the results of a Monte Carlo study of the small sample properties of the estimators discussed in Section 3 for the parameters of the Frequency and Severity distributions 3 .
The simulation Data Generating Processes (DGPs) are designed to reflect the stylized facts about real operational risks: we chose the parameters of the DGPs among the ones estimated in the following empirical section. We consider two DGPs for the Frequency:
and three DGPs for the Severity:
In addition to the five DGPs, we consider four possible data situations: 1)T = 72; 2)T = 500; 3) T = 1000; 4) T = 2000. The first situation correspond to the size of our empirical dataset, since we have 72 monthly observations ranging from January 1999 till December 2004. We will look at the mean of the N = 10000 replicationŝ
whereθ i is the estimate based on the i th Monte Carlo replication. We'll compare the estimators by looking at their mean squared error (MSE),
where θ 0 is the true parameter, and we'll look at their Variation Coefficient (VC), which is an adimensional indicator used to compare the dispersion of different sample distributions:
Finally, we'll report the percentage of times out of the N=10000 replications when the parameters are smaller than zero, that is when the distribution is not defined. The results are reported below in Tables 1-5 . The previous tables show some interesting results:
As for Frequency distributions, the Poisson distribution gives already consistent estimates with 72 observations, with zero probability to get negative estimates. Moreover, the Variation Coefficient is already below one with 72 observations. As for Severity distributions, we have again mixed results. The Exponential and Gamma distributions give already consistent estimates with 72 observations, and they quickly stabilize around the true values when T increases. The Exponential shows slightly better properties than the Gamma, but this was an expected outcome, since the Exponential is a special case of the Gamma with some parameters restrictions.
The Pareto have problems in small samples instead, with 2% of cases of negative coefficients and very high MSE and VC. Similar to the Negative Binomial, the estimates do not reach the true values even with a dataset of 2000 observations, and a size of, at least, T =5000 is required.
Therefore, the previous results suggest to use the Exponential or the Gamma distributions in small samples, where the latter is a better choice when more flexibility is required. This is surely the case for operational risks, where extreme events are very important when estimating risk measures such as Value at Risk or Expected Shortfall.
6 Empirical Analysis
The model we described in Section 2 was applied to an (anonymous) banking loss dataset, ranging from January 1999 till December 2004, for a total of 72 monthly observations. The overall loss events in this dataset are 407, organized in 2 business lines and 4 event types, so that we have 8 possible risky combinations (or intersections) to deal with. For privacy law reasons, the bank assigned a random code to the business lines and the event types in order to hide their identification: however, the direct association between these latter codes and the real ones were preserved.
The overall average monthly loss was equal to 202.158 euro, the minimum to 0 (for September 2001), while the maximum to 4.570.852 euro (which took place on July 2003). Table 6 reports a piece of the dataset we used for the empirical analysis. We estimated the parameters of the frequency and severity distributions by method of moments, for every risky intersection. Table 7 reports the parameters of the frequency distributions n i , while Table 8 shows the ones of the severity distributions X ij . We obtained the marginal distribution of the losses S i for every intersection between business lines and event type thanks to the convolution of the frequency and severity distributions, and we approximated it by Monte Carlo simulations. We then estimated the Value at Risk and Expected
Shortfall with a 95% and 99% confidence levels, and their sum for all intersections i gave us a measure of the global VaR and ES for the case of perfect dependence.
Besides, we got also the global VaR by using copulas, in order to model the dependence structure among the marginal losses S i within a more realistic framework than the previous perfect dependence case. Table 9 presents the correlation matrix of the risky intersections i estimated with the Normal Copula, while Table 10 reports the global VaR and ES relative to different frequency and severity distributions, as well as different copulas. Figure 1 shows, as an example, the Global Loss Distribution used to estimate the VaR and ES values, when using the Negative Binomial for the frequency distribution, the Pareto for the Severity distribution and a Normal Copula for the dependence structure. First of all, it is possible to observe that the hypothesis of perfect dependence is not realistic since all correlations are rather small and all around zero. Secondly, one can notice that copulae allow for a remarkable saving of money for the bank. If we compare the case of perfect dependence to that of copulas, we see that in the latter case the required capital is always lower, with savings ranging between 30 and 50 % with respect to the former case. This is particularly clear when comparing the Expected Shortfall values.
The choice of the Normal or T-copula (with 9 degrees of freedom) doesn't modify the results substantially, since it is more important a proper choice of the marginal distributions, instead, and this is particularly true for the severity. Despite the Basel agreements require a backtesting procedure involving at least 250 observations, we anyway use this methodology to compare the different models (Table 5 ). Our decision is justified by the fact that record-keeping of operational risks losses is a very recent procedure, and older datasets that starts before 1999 are very rare and/or not reliable. For greater details about alternative backtesting methods and distributions, see . Table 11 shows that the Exponential distribution for severity modelling presents the worst backtesting results, while the Gamma and Pareto have a better behavior. However, we showed in Section 5 that the Pareto distribution have problems when dealing with small samples, since it requires a high number of observations to have consistent parameters estimates (at least higher than 5.000). This is why the Gamma distribution is usually the best choice.
We finally report in Table 12 the Log-Likelihood at the estimated parameters, as well as the Schwarz Criterion, to appraise the goodness of fit of the marginals distributions. Similarly to what we've found so far, the frequency distributions n i do not show any relevant differences, while the Gamma and Pareto distributions are the best choices to model the severities X ji . 
Conclusions
The goal of this work was to apply to loss banking data a model for estimating the required capital when dealing with multivariate operational risks. The main contribution of our paper is the proposition of a new method (based on copula theory) to model loss data in a multivariate framework.
