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Abstract. The steady state of the Fokker-Planck equation correspond-
ing to a density dependent one-step process is approximated by a suit-
able normal distribution. Starting from the master equations of the pro-
cess, written in terms of the time dependent probabilities, pk(t) of the
states k = 0, 1, . . . , N , their continuous (in space) version, the Fokker-
Planck equation is formulated. This PDE approximation enables us to
create analytic approximation formulas for the steady state distribution.
These formulas are derived based on heuristic reasoning and then their
accuracy is proved to be of order 1/Nβ with some power β < 1.
1. Introduction
Deterministic limits and diffusion approximations of density dependent
Markov processes have been widely studied since the early works of Kurtz
and Barbour [3, 10]. In these pioneering papers a functional law of large
numbers and a central limit theorem were established, claiming that a den-
sity dependent process converges (uniformly in probability) over any finite
time interval to the solution of the deterministic mean-field ODE model and
providing a PDE diffusion approximation for the fluctuations of the process
around the deterministic trajectory. These results were put later in a unified
context in the framework of martingale theory [8]. The approximation re-
sults were motivated by and applied to stochastic population models [13, 15]
and network processes [2, 4, 7, 12]. Our main motivation is SIS epidemic
propagation on a random graph when the state space is {0, 1, . . . , N} with
N denoting the number of nodes in the network, and pk(t) is the probability
that there are k infected nodes at time t. The process can be described by
a density dependent Markov chain with possible transitions from state k to
k−1 with recovery and to state k+1 with infection. The probabilities pk(t)
are determined by a system of linear differential equations, called master
equations. Solving this system (with a given initial condition) yields the full
description of the process enabling us to view the problem from a differential
equation perspective.
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New approaches for deriving deterministic limits and diffusion approxima-
tions, based purely on differential equation techniques, has been developed
recently in [5, 6, 9, 16]. In [6] it is shown by using the approximation the-
ory of operator semigroups that the difference between the expected value∑ k
N pk(t) and the mean-field approximation is of order 1/N . This opera-
tor semigroup approach enabled the authors to approximate not only the
expected value but also the distribution pk itself using a partial differential
equation in [5]. The approximation is based on introducing a two-variable
function u for which u(t, k/N) ≈ pk(t) and deriving the Fokker-Planck equa-
tion [14]. Then the master equation can be considered to be the discreti-
sation of the Fokker-Planck equation in an appropriate sense. Armbruster
and coworkers developed a simple approach in [1], based only on elementary
ODE and probability tools, to prove that the accuracy of the mean-field
approximation is order 1/N , providing also lower and upper bounds for the
expected value that can be used for finite N (in contrast to the asymptotic
results).
According to [15], the diffusion approximation can be strengthened by
identifying an approximating Ornstein-Uhlenbeck process. Our main fo-
cus in this paper is on the approximation of the stationary solution of the
Fokker-Planck equation by a normal distribution. This can be carried out by
approximating the Fokker-Planck equation with a parabolic PDE, in which
the drift coefficient is linear and the diffusion coefficient is constant, hence
it corresponds to an Ornstein-Uhlenbeck process, see Section 5.3 in [14].
The solution of this approximating PDE can be given explicitly as a normal
distribution, moreover, we can prove by using only elementary differential
equation techniques that the difference between the stationary solutions of
the Fokker-Planck equation and its approximation is of order 1/Nβ with
some power β < 1.
Although the problem can be formulated in very general terms, here we
restrict ourselves to a specific situation which creates a balance between
tractability and mathematical generality. We make the following three as-
sumptions. First, the process is assumed to be Markovian and density de-
pendent as it is defined in [15]. The state space is then a subset of ZD,
and our second assumption is that D = 1 with the state space chosen as
{0, 1, . . . , N}. Finally, we assume that the transition from state k is pos-
sible only to states k − 1 and to k + 1, i.e. only one-step processes are
considered (called also counting or birth-death processes). The second and
third assumptions are mainly technical, i.e. the proof is probably extend-
able to the general density dependent case. We note that in our case the
transition matrix is tridiagonal, hence powerful methods, e.g. that devel-
oped recently by Smith and Shahrezaei [17] can be used for computational
purposes. However, here our goal is the theoretical approximation of the
steady state distribution, which is given by the eigenvector corresponding
to the zero eigenvalue of the transition matrix. This is approximated by
the steady state solution of the Fokker-Planck equation. In the special
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case, when the transition rates depend linearly on k, the coordinates of the
eigenvector are given by a binomial distribution and the steady state of the
Fokker-Planck equation is a normal distribution, hence our approximation
result reduces to the Moivre-Laplace theorem. We will prove that a similar
result holds in the nonlinear case as well. A novelty of our result is that it is
formulated in differential equation terms and its proof uses only elementary
analysis techniques. Hence it may be reachable for a broader part of the
scientific community, including those who are more familiar with differential
equations than stochastic techniques.
The paper is structured as follows. The problem setting is formulated in
Section 2. Then, as a motivation for the further study, the approximation
result is presented in the case, when the transition rates depend linearly
on k in Section 3. Our main general approximation result is formulated in
Section 4 and proved in Section 5. In Section 6 we give a brief outlook to
further results on time dependent solutions.
2. Setting of the problem
Consider a continuous time Markov chain with state space {0, 1, . . . , N}.
Denoting by pk(t) the probability of state k at time t and assuming that
transition from state k is possible only to states k− 1 and k+ 1, the master
equation of the process takes the form
p˙k = ak−1pk−1 − (ak + ck)pk + ck+1pk+1, k = 0, . . . , N. (ME)
The equation corresponding to k = 0 does not contain the first term in the
right hand side, while that corresponding to k = N does not contain the
third term, i.e. there are no terms belonging to a−1 and to cN+1. Moreover,
in order to have a proper Markov chain, where the sum of each coloumn in
the transition matrix is zero, we assume that aN = 0 = c0.
Several network processes can be described by this prototype model. For
example, in the case of SIS propagation on a complete graph, or on a
configuration random graph pk(t) is the probability that there are k infected
nodes. For a complete graph ak = τk(N − k), ck = γk, where τ = β/N is
the rate of infection across an edge and γ is the rate of recovery of a node.
(It is important here that the infection rate τ scales with 1/N because
otherwise the infection pressure to a node would tend to infinity as the
number of nodes, together with the degree of a node, tend to infinity.) For
configuration random graphs with different degree distributions, e.g. regular
random graphs and power-law graphs, the coefficient ak was determined
numerically from simulations in [11].
The infinite size limit, i.e. the case when N → ∞, can be described
by differential equations in the so-called density dependent case, when the
transition rates ak and ck can be given by non-negative, continuous functions
A,C : [0, 1]→ [0,+∞) satisfying A(1) = 0 = C(0) as follows
ak
N
= A
(
k
N
)
and ck
N
= C
(
k
N
)
. (1)
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We note that the conditions A(1) = 0 = C(0) ensure aN = 0 = c0. The
special case when these functions are linear or constant can be fully described
mathematically, and will serve as motivation for studying the nonlinear case.
We note that this definition is the special case of Definition 3.1 in [15].
2.1. Deterministic limit: mean-field equation. Once the above system
is solved for pk, we can determine the expected value (first moment) as
m1(t) =
N∑
k=0
k
N
pk(t). (2)
In the case of epidemic propagation this is the expected proportion of in-
fected nodes at time t. In the density dependent case (1) we obtain the
following differential equation for m1
m˙1 =
N∑
k=0
[
A
(
k
N
)
− C
(
k
N
)]
pk,
see [6, Lemma 2]. Introducing y1 as the approximation of m1, the approxi-
mating closed differential equation – called mean-field equation – takes the
form
y˙1 = A(y1)− C(y1). (MF)
In [6] it was proved that in a bounded time interval the accuracy of the
approximation can be estimated as
|m1(t)− y1(t)| ≤ K
N
,
where K is a constant depending on the length of the time interval.
2.2. Diffusion approximation: Fokker-Planck equation. The aim of
our investigation in this paper is to approximate the distribution pk itself.
It will be carried out by using a PDE, called Fokker-Planck equation [14]
that can be considered as the continuous version of the master equation
(ME). We wish to approximate the solution pk(t) by considering it as a
discretisation of a continuous function u(t, z) in the interval [0, 1], i.e.,
u
(
t,
k
N
)
= pk(t) (3)
for 0 ≤ k ≤ N . The PDE is usually given in the form
∂tu(t, z) = ∂zz(g(z)u(t, z))− ∂z(h(z)u(t, z)). (FP)
The functions g and h are determined in such a way that the finite difference
discretization of (FP) will yield the master equation (ME). We follow [5,
Section 3] and [9, Section 2.2], and use the second order finite difference
discretization approximation
f(z−h)− 2f(z) + f(z+h) ≈ h2f ′′(z), f(z+h)− f(z−h) ≈ 2hf ′(z) (4)
for a function f smooth enough.
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Thus we get that the desired unknown functions g and h have to be
defined in such a way that the relations
g
(
k
N
)
= gk =
1
2N2 (ak + ck), h
(
k
N
)
= hk =
1
N
(ak − ck)
hold.
The corresponding boundary conditions are
∂z(gu)
(
t,− 12N
)
− (hu)
(
t,− 12N
)
= 0, and (5)
∂z(gu)
(
t, 1 + 12N
)
− (hu)
(
t, 1 + 12N
)
= 0, (6)
see [5, Section 3].
In the density dependent case (1), we obtain that g and h can be given
as
g(z) = 12N (A(z) + C(z)), h(z) = A(z)− C(z). (7)
Hence, the Fokker-Plank equation for density dependent coefficients is
∂tu(t, z) =
1
2N ∂zz((A(z) + C(z))u(t, z))− ∂z((A(z)− C(z))u(t, z)) (8)
subject to boundary conditions
1
2N ∂z((A+ C)u)(t,−δ)− ((A− C)u)(t,−δ) = 0, (9)
1
2N ∂z((A+ C)u)(t, 1 + δ)− ((A− C)u)(t, 1 + δ) = 0, (10)
where δ = 12N .
3. Steady state of the Fokker-Planck equation: Linear
coefficients
If we have linear coefficients in (ME) we obtain special forms for g and
h, enabling us to determine the steady state solution analytically. Let the
coefficients in (1) be given as
A(z) = a · (1− z), C(z) = c · z (11)
with some positive constants a and c. Then equation (8) takes the form
∂tu(t, z) =
1
2N ∂zz (((c− a)z + a)u(t, z))− ∂z ((a− (a+ c)z)u(t, z)) . (12)
The solution in the steady state, i.e. when ∂tu(t, z) = 0, will be determined
as follows.
1. The derivation is carried out first in the special case a = c for the
sake of simplicity. Denoting the steady state solution by U(z) it satisfies the
ODE
1
2NU
′′(z) = ((1− 2z)U(z))′.
5
Integrating this equation leads to
1
2NU
′(z) = (1− 2z)U(z) +K.
The boundary condition (9) at z = −1/2N implies that K = 0. Then the
equation can be easily integrated again by the separation of the variables
yielding
U(z) = U
(1
2
)
exp
(
−2N(z − 12)
2
)
.
The constant U(12) has to be chosen in such a way that the integral of U
become 1/N , see [5, Section 3]. This gives
U(z) =
√
2√
piN
exp
(
−2N(z − 12)
2
)
. (13)
Note that this is an approximation of the binomial distribution. Namely,
according to the Moivre-Laplace theorem the binomial distribution
Bk(N, q) =
(
N
k
)
qk(1− q)N−k
can be approximated by the normal distribution as
Bk(N, q) ≈ 1√
Nq(1− q)φ
(
k −Nq√
Nq(1− q)
)
, (14)
where
φ(x) = 1√
2pi
exp
(
−x
2
2
)
is the density function of the standard normal distribution. Applying this
approximation for q = 1/2 yields that
Bk(N, 1/2) ≈ U(k/N)
that is the steady state of the Fokker-Planck equation can be considered as
the continuous version of the binomial distribution, which is the steady state
of the master equation (ME). The accuracy of the Fokker-Planck equation
is illustrated in the left panel of Figure 1, where the exact steady state of
the master equation is plotted together with function U . One can see that
the agreement is excellent even for N = 50.
2. In the general case when a = c is not assumed, the stationary solution
U satisfies the differential equation
1
2N (((c− a)z + a)U(z))
′′ = (((a− (a+ c)z)U(z))′. (15)
Integrating this equation leads to
1
2N (((c− a)z + a)U(z))
′ = (a− (a+ c)z)U(z)
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Figure 1. The steady state of the distribution in the linear
case, when A(z) = a(1 − z) and C(z) = cz for N = 50.
The binomial distribution as the exact solution of the master
equation (circles) is shown together with U , the solution of
the Fokker-Planck equation (continuous curve). In the left
panel the case a = c = 1 is shown, when U is given by (13).
In the right panel the case a = 2, c = 1 is shown, when U is
given by (16).
since the integrating constant is zero due to the boundary condition. This
differential equation can be solved by separation of variables, yielding
U(z) = K(c− a)z + ae
H(z), (16)
where the constant K is determined in such a way that the integral of U is
1/N , see [5, Section 3], and
H(z) = 2N(a− c)2
[
(a2 − c2)z + 2ac ln(a+ (c− a)z)
]
. (17)
This steady state does not coincide with a normal distribution, however, it
will be shown in Subsection 4.2 that it can be easily approximated by a nor-
mal distribution which is close to the corresponding binomial distribution.
This is illustrated in the right panel of Figure 1, where function U is plotted
together with the binomial distribution.
4. Steady state of the Fokker-Planck equation: General case
Introducing the differential operators
Dv := (gv)′ − hv and Lv := (Dv)′, (18)
the Fokker-Planck equation (FP) takes the form
∂tu = Lu. (19)
The boundary conditions can be written as
(Du)(α) = 0, (Du)(β) = 0 (20)
7
with α = −1/2N , β = 1 + 1/2N. Then simple integration shows that∫ β
α u(t, z) dz is constant in time. According to [5, Section 3], this constant
should be equal to 1/N .
In general, we can say that the Fokker-Plank equation is a parabolic PDE
with given initial and boundary conditions. Hence, its solution can be given
by using the Fourier method. We obtain that the solution of (19) subject
to the boundary conditions (20) can be given as
u(t, z) =
∞∑
k=0
ckeλktvk(z)
with coefficients ck determined by the initial condition
u0(z) =
∞∑
k=0
ckvk(z).
The eigenvalue problem belonging to the Fokker-Planck equation can be
transformed to a Sturm-Liouville problem, hence it has countably many
eigenvalues and its eigenfunctions form a complete system, see [14] p. 106.
4.1. Stationary solution. The eigenvalues cannot be determined explic-
itly in general, hence we consider only the stationary solution. If λ0 = 0,
then there is a stationary solution v satisfying
Lv = 0, (Dv)(α) = 0 = (Dv)(β).
The definition of L in (18) yields that Dv is constant, when v is the sta-
tionary solution. According to the boundary condition this constant is zero,
i.e. Dv = 0, yielding (gv)′ = hv. Introducing the function f = gv, this
differential equation is equivalent to f ′ = hf/g. This can be integrated to
yield f(z) = K · exp(H(z)), where K is a constant and H is the primitive
of h/g, i.e. H ′ = h/g. Thus the stationary solution is
v(z) = K
g(z)e
H(z), with H ′(z) = h(z)
g(z) , (21)
where the constant K = K(N) is determined by
∫ β
α v(z) dz = 1N .
In the following we turn our attention to the density dependent case and
show a method of approximating the stationary solution.
Using (7), the stationary solution (21) of the Fokker-Planck-equation in
the density dependent case has the form
v(z) = 2NK
A(z) + C(z)e
H(z) with H ′(z) = 2N(A(z)− C(z))
A(z) + C(z) . (22)
Hence, the integral of the function A−CA+C is needed. If A and C are polyno-
mials then this integral can be explicitly determined, however, the formulas
become rather complicated even for low degree polynomials. The case of
first order polynomials, when A(z) = a(1 − z) and C(z) = cz, was solved
in Section 3. Then computing the integral of the function a−(a+c)za+(c−a)z yields
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the formula (17), leading to a rather complicated formula for the stationary
solution v.
4.2. Approximation of the stationary solution. A significantly sim-
pler approximation, with normal distribution, can be derived by using the
Ornstein-Uhlenbeck approximation corresponding to the case when the drift
coefficient is linear and the diffusion coefficient is constant, see Section 5.3
in [14]. This uses the linear approximation of the coefficient functions A−C
and A + C. The approximation is based on the observation that the sta-
tionary distribution is concentrated around its expected value, which can be
approximated by the steady state solution of the mean-field equation (MF).
This steady state is the solution z∗ ∈ [0, 1] of the equation
A(z∗)− C(z∗) = 0,
which exists because of the sign conditions A(0) ≥ 0, C(0) = A(1) = 0 and
C(1) ≥ 0. Then the following zeroth order approximation is used in the
diffusion term
A(z) + C(z) ≈ A(z∗) + C(z∗)
and the first order approximation below is applied in the drift term
A(z)− C(z) ≈ (A′(z∗)− C ′(z∗))(z − z∗).
Thus
A(z)− C(z)
A(z) + C(z) ≈
(A′(z∗)− C ′(z∗))(z − z∗)
A(z∗) + C(z∗) ,
the integral of which is a quadratic function. Hence, the function H in (22)
is approximated as
H(z) ≈ H(z) := Nq(z − z∗)2 with q = A
′(z∗)− C ′(z∗)
A(z∗) + C(z∗) . (23)
Using this, the stationary distribution (22) can be approximated by the
normal distribution
v(z) ≈ w(z) = K1eH(z) = K1eNq(z−z∗)2 . (24)
The first question is how the constant K1 in (24) should be chosen. One
idea is that K1 should ensure – as for v – that
∫ β
α w(z)dz = 1N . But it turns
out that for our purposes the following method is more expedient. Let us
take the constant K = K(N) and the primitive function H in (22) such that
H(z∗) = 0 which is a natural assumption since in (23) we approximate H
by a function that is 0 in z∗. This means that
H(z) = 2N
∫ z
z∗
A(x)− C(x)
A(x) + C(x) dx =: NB(z) (25)
with
B(z) = 2
∫ z
z∗
A(x)− C(x)
A(x) + C(x) dx. (26)
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Then let
K1 :=
2NK
A(z∗) + C(z∗)
ensuring that
v(z∗) = w(z∗).
Hence,
w(z) = 2NK
A(z∗) + C(z∗)e
Nq(z−z∗)2 =: 2NK
A(z∗) + C(z∗)e
Np(z) (27)
with
p(z) = q(z − z∗)2. (28)
Example 1. In the linear case, when A(z) = a(1 − z) and C(z) = cz, the
solution of the equation A(z) − C(z) = 0 is z∗ = aa+c and q = − (a+c)
2
2ac .
Hence using (22) and (25), the exact formula for the steady state is
v(z) = 2NK
a+ (c− a)z e
H(z),
where
H(z) = 2N(a− c)2
[
(a2 − c2)(z − z∗) + 2ac ln a+ (c− a)z
a+ (c− a)z∗
]
and K is the normalization constant given by the equation
∫ β
α v(z) dz = 1N .
According to (27) the approximating formula for the steady state takes the
form
w(z) = NK(a+ c)
ac
exp
(
−N (a+ c)
2
2ac (z − z
∗)2
)
.
If a and c are of the same magnitude, then w yields an extremely accurate
approximation of the exact solution v, in fact they are visually indistinguish-
able if plotted in the same figure. In order to show the difference between
them they are plotted for a = 10 and c = 1 in Figure 2 together with the
steady state of the master equation, which is a binomial distribution with
parameter a/(a+ c).
Our purpose is now to give exact bounds on the accuracy of the steady
state approximation w given by (27) in the general density dependent case.
That is, we will estimate the distance of the functions
v(z) = 2NK
A(z) + C(z)e
NB(z) and w(z) = 2NK
A(z∗) + C(z∗)e
Np(z) (29)
for z ∈ [0, 1], where B(z) is given in (26), p(z) is given in (28) and z∗ is the
solution of the equation A(z∗) − C(z∗) = 0. It turns out that if N is large
enough, the difference is O(N−β) for any 0 < β < 1. In order to formulate
this statement rigorously, we collect the assumptions about the coefficient
functions A and C.
Assumptions 1. The functions A and C are assumed to satisfy the follow-
ing conditions.
10
Figure 2. The steady state of the distribution in the linear
case, when A(z) = a(1−z) and C(z) = cz. The binomial dis-
tribution as the exact solution of the master equation (circles)
is shown together with v, the solution of the Fokker-Planck
equation (continuous curve), and with w, the solution of the
approximate Fokker-Planck equation (dashed curve). The
parameter values are N = 50, a = 10 and c = 1.
a1: A ∈ C2[0, 1], C ∈ C2[0, 1] are nonnegative functions;
a2: A+ C > 0 on [0, 1] and z∗ is the unique root of A− C in [0, 1];
a3: A′(z∗)− C ′(z∗) < 0.
These assumptions imply that z∗ ∈ (0, 1) and A−C is positive on [0, z∗)
and negative on (z∗, 1]. Furthermore, q given in (23), is a negative number.
Assumptions 1 also imply that z∗ is a globally stable equilibrium point of
the mean-field equation
z˙ = A(z)− C(z) (MF)
in [0, 1]. We are now in the position to formulate our main result.
Theorem 1. Let v be the steady state of the Fokker-Planck equation and
w be its approximation given by (29). Let the coefficient functions A and
C satisfy Assumptions 1. Then for each 0 < β < 1 there exist C > 0 and
N0 = N0(β,C) ∈ N such that
|v(z)− w(z)| ≤ C
Nβ
, N ≥ N0, z ∈ [0, 1]. (30)
The proof contains some rather technical tools and is expounded in the
next section.
We conclude this section by summarizing our approximation result in
order to ease its practical application. Our goal was to approximate the
steady state distribution of the master equation (ME), which is given by
the leading eigenvector of the matrix in the right hand side of (ME). This
distribution is approximated by the steady state v of the Fokker-Planck
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equation given in (22). This function may be difficult to determine explicitly
because of the integration in the definition (26) of B(z), hence a further
approximation is given by w, as a normal distribution. That is the steady
state distribution pk of the master equation (ME) can be approximated as
pk ≈ w(k/N) by using the explicit formula of w in (27). The accuracy of this
approximation was illustrated by Example 1 and is formulated in rigorous
terms in Theorem 1.
5. Proof of the main theorem
To prove Theorem 1 we will use the Taylor expansion of function B given
in (26). Since A(z∗) = C(z∗) and
B′(z) = 2A(z)− C(z)
A(z) + C(z) ,
B′′(z) = 2(A
′(z)− C ′(z))(A(z) + C(z))− (A(z)− C(z))(A′(z) + C ′(z))
(A(z) + C(z))2 ,
we obtain that together with
B(z∗) = p(z∗) = 0, B′(z∗) = p′(z∗) = 0 (31)
also
B′′(z∗) = p′′(z∗) = 2A
′(z∗)− C ′(z∗)
A(z∗) + C(z∗) = 2q < 0 (32)
holds.
The next two propositions serve as important technical tools for the proof
of our main theorem.
Proposition 1. There exist negative real numbers r and R with
r ≤ q ≤ R < 0
such that
r(z − z∗)2 ≤ B(z) ≤ R(z − z∗)2 for all z ∈ [0, 1].
Proof. Consider the function f : [0, 1]→ R,
f(z) :=
{
B(z)
(z−z∗)2 , z 6= z∗,
q, z = z∗.
Using L’Hospital’s rule and (32) we obtain
lim
z→z∗
B(z)
(z − z∗)2 = limz→z∗
B′(z)
2(z − z∗) = limz→z∗
B′′(z)
2 = q.
Hence, by Assumptions 1 f is a negative continuous function on [0, 1]. Tak-
ing r as the minimum and R as the maximum of f we obtain the state-
ment. 
Proposition 2. Let |y| ≤ 1. Then
|1− ey| ≤ 2|y|.
12
Proof. If −1 ≤ y ≤ 0 then
|1− ey| = 1− ey ≤ −y = |y| ≤ 2|y|.
If 0 < y ≤ 1 then
|1− ey| = ey − 1 < 2y = 2|y|
where we have used that x 7→ ex is a strictly convex function. 
The proof of Theorem 1 is then carried out in three main steps. First, in
Proposition 3 we estimate the difference∣∣∣eNB(z) − eNp(z)∣∣∣ .
As the next step, in Proposition 4, we derive an upper bound of the form
L/Nγ with 0 < γ < 1/2 for the difference
1
2NK |v(z)− w(z)|.
Finally, in Proposition 5 we prove that NK = O(N− 12 ) and this will com-
plete the proof of the theorem.
Proposition 3. For each 0 < γ < 12 there exist D > 0 and M0 = M0(D, γ) ∈
N such that ∣∣∣eNB(z) − eNp(z)∣∣∣ ≤ D
Nγ
, N ≥M0, z ∈ [0, 1]. (33)
Proof. Let 0 < γ < 12 be arbitrary and define
α := γ + 13 .
Then 13 < α <
1
2 .
We will prove the statement separately for the cases
|z − z∗| < 1
Nα
and |z − z∗| ≥ 1
Nα
.
Case 1: Let |z− z∗| < 1Nα for some fixed N ∈ N. We will apply the equality∣∣∣eNB(z) − eNp(z)∣∣∣ = eNp(z) · ∣∣∣1− eN(B(z)−p(z))∣∣∣ .
Using Taylor’s formula, Assumptions 1.a1, (31) and (32), we obtain that for
each z ∈ [0, 1] there exists z¯ ∈ (z∗, z) (or z¯ ∈ (z, z∗)) such that
B(z)− p(z) = B(z∗)− p(z∗) + (B′(z∗)− p′(z∗)) · (z − z∗)+
+ 12(B
′′(z∗)− p′′(z∗)) · (z − z∗)2 + 16(B
′′′(z¯)− p′′′(z¯)) · (z − z∗)3
= 16B
′′′(z¯) · (z − z∗)3,
since p′′′(z) = 0, z ∈ [0, 1]. Hence, if z ∈ [0, 1], |z − z∗| < 1Nα then
|N(B(z)− p(z))| =
∣∣∣∣N6 B′′′(z¯) · (z − z∗)3
∣∣∣∣ ≤ D16 N1−3α = D16Nγ
13
with
D1 = max
z∈[0,1]
|B′′′(z)|.
Thus, there exists M1 = M1(D1, γ) such that if N ≥M1 and |z − z∗| < 1Nα
then
|N(B(z)− p(z))| < 1.
Using Proposition 2 we obtain that for such N and z∣∣∣1− eN(B(z)−p(z))∣∣∣ ≤ 2N |B(z)− p(z)| ≤ D13Nγ = D2Nγ
holds with D2 = D13 . Hence, if N ≥M1 and |z − z∗| < 1Nα then∣∣∣eNB(z) − eNp(z)∣∣∣ ≤ eNp(z) · D2
Nγ
≤ D2
Nγ
since p(z) ≤ 0 for all z ∈ [0, 1].
Case 2: Let |z − z∗| ≥ 1Nα for some fixed N ∈ N. Then
(z − z∗)2 ≥ 1
N2α
.
Using Proposition 1 we know that
NB(z) ≤ NR(z − z∗)2 ≤ RN1−2α
since R is negative. Hence there exists M2 = M2(γ) ∈ N such that
eNB(z) ≤ eRN1−2α < 12Nγ , N ≥M2.
Similarly, we obtain that there exists M3 = M3(γ) ∈ N such that
eNp(z) = eNq(z−z∗)2 ≤ eqN1−2α < 12Nγ , N ≥M3.
Thus taking M4 = M4(γ) := max{M2,M3}, if N ≥ M4 and |z − z∗| ≥ 1Nα
then ∣∣∣eNB(z) − eNp(z)∣∣∣ ≤ eNB(z) + eNp(z) < 1
Nγ
.
We remark that here the inequality holds for any γ > 0 if N is large enough.
Combining cases 1 and 2 yields that there exist D := max{1, D2} > 0 and
M0 = M0(D, γ) = max{M1,M4} ∈ N such that∣∣∣eNB(z) − eNp(z)∣∣∣ ≤ D
Nγ
, N ≥M0, z ∈ [0, 1].

Proposition 4. For each 0 < γ < 12 there exist D′ > 0 and M ′0 =
M ′0(D′, γ) ∈ N such that
1
2NK |v(z)− w(z)| ≤
D′
Nγ
, N ≥M ′0, z ∈ [0, 1]. (34)
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Proof. We will benefit from the following triangle inequality:∣∣∣∣v(z)− w(z)2NK
∣∣∣∣ =
∣∣∣∣∣ eNB(z)A(z) + C(z) − e
Np(z)
A(z∗) + C(z∗)
∣∣∣∣∣
≤
∣∣∣∣∣eNB(z) − eNp(z)A(z) + C(z)
∣∣∣∣∣+ eNp(z)
∣∣∣∣ 1A(z) + C(z) − 12A(z∗)
∣∣∣∣ (35)
=
∣∣∣∣∣eNB(z) − eNp(z)A(z) + C(z)
∣∣∣∣∣+ eNp(z) |A(z) + C(z)− 2A(z∗)|2A(z∗) · (A(z) + C(z)) (36)
since A(z∗) = C(z∗) > 0. By Assumptions 1.a2 we also have that there
exists d > 0 such that
A(z) + C(z) ≥ d, z ∈ [0, 1]. (37)
Let 0 < γ < 12 be arbitrary. We will again distinguish the following two
cases according to the position of z ∈ [0, 1]:
|z − z∗| < 1
Nγ
and |z − z∗| ≥ 1
Nγ
.
Case 1: Let |z − z∗| < 1Nγ for some fixed N ∈ N. We will use (36) for this
part of the proof. From Taylor’s formula we obtain that for each z ∈ [0, 1]
there exists z¯ ∈ (z∗, z) (or z¯ ∈ (z, z∗)) such that
A(z) + C(z)− 2A(z∗) = (A′(z¯) + C ′(z¯)) · (z − z∗).
Hence,
|A(z) + C(z)− 2A(z∗))| ≤ D′1|z − z∗| (38)
with
D′1 = max
z∈[0,1]
|A′(z) + C ′(z)|.
Let D > 0 and M0 = M0(D, γ) ∈ N be the constants from Proposition
3. Combining (36), (37), (38), and using that p(z) ≤ 0, we obtain that if
N ≥M0 and |z − z∗| < 1Nγ then
1
2NK |v(z)− w(z)| ≤
D
dNγ
+ 12dA(z∗) ·
D′1
Nγ
.
Thus, there exist constants
D′2 :=
D
d
+ D
′
1
2dA(z∗) > 0
and M0 = M0(D′2, γ) ∈ N such that if N ≥M0 and |z − z∗| < 1Nγ then
1
2NK |v(z)− w(z)| ≤
D′2
Nγ
.
Case 2: Let |z − z∗| ≥ 1Nγ for some fixed N ∈ N. We will use (35) for this
part of the proof. Since q < 0 we have that there exists M ′1 = M ′1(γ) ∈ N
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such that if N ≥M ′1 then
eNp(z) = eNq(z−z∗)2 ≤ eqN1−2γ ≤ 1
Nγ
. (39)
Let D > 0 and M0 = M0(D, γ) ∈ N be the constants from Proposition 3.
Combining (35), (37) and (39), we obtain that if N ≥ max{M0,M ′1} := M ′2
and |z − z∗| ≥ 1Nγ then
1
2NK |v(z)− w(z)| ≤
D
dNγ
+ 1
Nγ
(1
d
+ 12A(z∗)
)
.
Thus there exist constants
D′3 :=
D
d
+ 1
d
+ 12A(z∗) > 0
and M ′2 = M ′2(D′3, γ) ∈ N such that if N ≥M ′2 and |z − z∗| ≥ 1Nγ then
1
2NK |v(z)− w(z)| ≤
D′3
Nγ
.
Cases 1 and 2 complete the proof of the statement. 
Proposition 5. For the constant K = K(N) in the function
v(z) = 2NK
A(z) + C(z)e
NB(z), z ∈ [0, 1]
we have that K = O(N− 32 ).
Proof. In Proposition 1 we have seen that there exist negative real numbers
r and R such that
r(z − z∗)2 ≤ B(z) ≤ R(z − z∗)2 for all z ∈ [0, 1].
We know that ∫ ∞
−∞
e−Nz2 dz =
√
pi√
N
.
Since by Assumptions 1.a2, A+C is a positive continuous function on [0, 1],
we obtain that ∫ 1
0
1
A(z) + C(z)e
NB(z) dz = O
( 1√
N
)
,
that is the integral can be estimated from below and from above by C/
√
N
for some C > 0 and N large enough. In (21) we assumed for v that∫ β
α v(z) dz = 1/N . Hence
O
( 1
N
)
=
∫ 1
0
v(z) dz = 2NK
∫ 1
0
1
A(z) + C(z)e
NB(z) dz,
implying that K = O(N− 32 ). 
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Proof of Theorem 1. By Proposition 4 we know that for each 0 < γ < 12
max
z∈[0,1]
1
2NK |v(z)− w(z)| = O
( 1
Nγ
)
.
Using Proposition 5 we obtain that NK = O(N− 12 ), hence the statement of
the theorem follows.
6. Discussion
The method of Subsection 4.2 can be used not only for the steady state
solution of the mean-field equation (MF) but also at each time instant. We
namely know, that the distribution of the solution of (ME) is concentrated
at each time around the solution of (MF), y1(t). Therefore we can substitute
g by its value at y1(t), and we substitute h by the first term of its Taylor
expansion around y1(t), hence, by a linear term.
That is:
g(z) = 12N (A(z) + C(z)) ≈
1
2N (A(y1(t)) + C(y1(t))) =: b(t),
h(z) = A(z)− C(z)
≈ A(y1(t))− C(y1(t)) +
(
A′(y1(t))− C ′(y1(t))
) · (y1(t)− z)
=: d(t) + l(t) · (y1(t)− z).
Putting this in (FP) yields the following Fokker-Planck equation:
∂tu˜(t, z) = ∂zz(b(t)u˜(t, z))− ∂z(d(t) + l(t) · (y1(t)− z)u˜(t, z)). (F˜P)
This is the Fokker-Planck equation of a (one-dimensional) Ornstein-Uhlen-
beck process. Our conjecture is that using similar methods as above, it is
possible to prove that the solution of (F˜P) is near to the solution of (FP),
hence to the solution of (ME).
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