Abstract. We discuss smoothing effects of homogeneous dispersive equations with constant coefficients. In case where the characteristic root positively homogeneous, time-global smoothing estimates are known. It is also known that a dispersiveness condition is necessary for smoothing effects. We show time-global smoothing estimates where the characteristic root is not necessarily homogeneous. Our results give a sufficient condition so that lower order terms can be absorbed by the principal part, and also indicate that smoothing effects may be caused by lower order terms in case that the dispersiveness condition fails to hold.
Introduction
We will consider the initial value problem for homogeneous pseudodifferential equations with constant coefficients
where u(t, x) is a complex-valued unknown function of (t, x) = (t, x 1 , . . . , x n ) ∈ R 1+n , n 1 and
where i always denote the imaginary unit. Here, a(D) is a pseudodifferential operator defined by a(D)u(x) = (2π)
−n R n R n e i(x−y)·ξ a(ξ)u(y)dydξ.
Throughout this paper, we assume that the symbol a(ξ) is real-valued, is continuous and has at most polynomial growth at infinity. The solution to the initial value problem (1.1)-(1.2) is given by e ita(D) φ(x) = (2π)
−n R n R n e i(x−y)·ξ+ita(ξ) φ(y)dydξ.
Smoothing effects of dispersive equations have been studied by many authors. First, Sjölin [11] showed a local estimate in the case where a(ξ) = |ξ| m , m > 1. Let us focus our attention on time-global L 2 -estimates for homogeneous equations. After smoothing effects of dispersive equations in the case where −a(D) is the Laplacian ∆ = n j=1 ∂ 2 /∂x 2 j , that is, a(ξ) = |ξ| 2 , were established, some similar results for more general real-valued symbols a were studied. See [1] , [3] , [6] , [7] , [9] , [10] , [12] , [13] , [14] , [15] and references therein. To explain the detail, we introduce notation of function spaces. Let Ω be a subset of a Euclidean space. For s ∈ N ∪ {0}, let C s (Ω) denote the set of all s times continuously differentiable real-valued functions on Ω. Let L 2 (Ω) denote the set of all square integrable functions f on Ω. Set
Let S ′ (R n ) be the set of all tempered distributions on R n . A local smoothing effect for positively homogeneous symbols is established as follows.
is a positively homogeneous of degree m > 1, and satisfies the dispersiveness condition
Other types of local smoothing estimates are known. See [10] and references therein. Roughly speaking, local smoothing effects are caused by the dispersiveness condition, which is equivalent to the nontrapping condition of classical orbits, that is, X(t; x, ξ) = x + t∇a(ξ) goes to infinity as t → ±∞ for any (x, ξ) ∈ R n × R n \ {0}. Hoshiro recently proved that the dispersiveness condition is necessary for local smoothing effects. 
Then, the dispersiveness condition
holds.
The aim of this paper is to show time-global smoothing estimates where the characteristic root is not necessarily homogeneous. The cases where the symbol is a positively homogeneous function or a polynomial have been ever mainly considered. We show a smoothing effect where the symbol a(ξ) need not be a positively homogeneous function nor a polynomial. Let a m (ξ) be the principal part of the symbol a(ξ) where a m is positively homogeneous of order m. While ∇a m (ξ) = 0 for ξ ∈ R n \ {0} is assumed in Theorem 1.1, we allow a to exist the lower part and we assume ∇a(ξ) = 0 for ξ ∈ R n \ {0}. We show a smoothing effect which is similar to Theorem 1.1 under another three types of assumptions on a symbol.
To state our results, we introduce the notion of zero dimensional sets in Euclidean spaces. Definition 1.3. A closed nonempty set X ⊂ R n is zero dimensional if and only if for any point x ∈ X and each neighborhood V ⊂ X of the point x, there exists an open and closed set U ⊂ X in X such that x ∈ U ⊂ V .
In R n a set of isolated points is a zero-dimensional set. However, the converse is not always true. A counterexample is given by L = {(1/l, 0, . . . , 0) ∈ R n ; l = 1, 2, . . .}∪{0}. Our results are the following.
, lim |ξ|→∞ |∇a(ξ)| = ∞, and ∇a(ξ) = 0 if and only if ξ = 0. Set N = {ξ ∈ R n ; det Hes a(ξ) = 0}. We assume one of the following:
(B1) N is a set of isolated points or an empty set.
Here Hes a(ξ) denotes the Hessian matrix of a(ξ):
Our results give the following significance. First, even if the lower part exists, we can gain a smoothing effect whenever it satisfies appropriate conditions. For instance, let n 3 and consider
Then all of the assumptions in Theorem 1.4 are satisfied, and so is the dispersiveness condition (1.4). The lower order term is absorbed by the principal part. Second, even if the condition for the principal symbol ∇a m (ξ) = 0 for ξ ∈ R n \ {0} fails, if the lower part a − a m "helps" to hold ∇a(ξ) = 0 for ξ ∈ R n \ {0}, then we can also gain a smoothing effect whenever it satisfies appropriate conditions. In other words, we can gain a smoothing effect for some operators which are not of real principal type. For instance, let n 3 and consider
Then all of the assumptions in Theorem 1.4 are satisfied, and the dispersiveness condition (1.4) is not. The lower order term causes a smoothing effect. Now we state extra results similar to Theorem 1.4.
where 
We give an example which satisfies the assumptions in Theorem 1.5;
Then a = n l=1 a l is neither a polynomial nor a positively homogeneous function. We give an outline of our method. We here define the Fourier transform in (t, x) ∈ R 1+n by settingf
Generally speaking, a time-global smoothing estimate
is equivalent to a Fourier restriction inequality
by duality. For homogeneous symbols, in [3] , Chihara decomposed the Fourier phase space R n into finite connected cones according to nonvanishing entries of ∇a(ξ), and obtained (1.5) by some change of variables in each cone. Since our symbols are not homogeneous, we need to introduce pseudoconic decomposition. As above, we decompose the Fourier phase space R n into finite connected pseudocones to show (1.5). The organization of this paper is as follows. In Section 2, we introduce pseudoconic decomposition, and give a proof of Theorem 1.4. In Section 3, we prove Theorems 1.5 and 1.6.
Pseudoconic decomposition
In this section, we introduce pseudoconic decomposition, and provide a criterion to prove main theorems. We also give a proof of Theorem 1.4.
Let n 2. We assume that a ∈ C 1 (R n ) and
Fix a positive number ε > 0. Set
which is open in R n . Let {Γ j,k } k=1,2,... be the decomposition of Γ j by nonempty connected components; Γ j = k Γ j,k . Then, (2.1) implies
We give a criterion to get the Fourier restriction inequality (1.5).
Lemma 2.1. Let n 2. Suppose that a ∈ C 1 (R n ) ∩ S ′ (R n ) and ∇a(ξ) = 0 for ξ ∈ R n \ {0}. Moreover, we assume (A1) There exists a positive number c > 0 such that
{Γ j,k ∩ S} j,k becomes a covering of S. Since S is compact by (A1), there exists a finite subcovering {Γ 0 j,k ∩ S} j,k . We claim that {Γ 0 j,k } j,k is a finite covering of R n \ {0}. Fix an arbitrary ξ ∈ R n \ {0}. Then Φ(ξ) ∈ S. Since S is covered with the finite subcovering
j,k ∩ S for some j and k. It follows from (A3) that ξ ∈ Γ 0 j,k . Therefore, {Γ 0 j,k } j,k is a finite covering of R n \ {0}. We set
. . , ξ n ). It follows from the definition of Γ j,k that when ξ ∈ Γ 0 j,k , a(ξ) is strictly increasing or strictly decreasing with respect to ξ j . Then a mapping (2.2) Γ 0 j,k ∋ ξ → (τ,ξ j ) = (a(ξ),ξ j ) ∈ Z j,k is bijective. We here denote its inverse by
We split the integral in the left hand side of (1.5) into integrals on Γ 0 j,k . Namely we have
Changing the variables by (2.2), and using (2.3), the Minkowski inequality and the Plancherel-Perseval formula, we deduce
Applying this and the Schwartz inequality, we obtain
, which is the desired inequality (1.5). This completes the proof.
We will now get down to proving Theorem 1.4. To prove it, in view of Lemma 2.1, we have only to prove the following.
and N is a zero-dimensional set. Then, the assumptions (A1)-(A3) in Lemma 2.1 are satisfied.
The following results are due to Chua and Lam. 
In Theorem 2.3, the assumption n = 2 is necessary. In the two-dimensional case, a counterexample is also given in [4, p. 608] .
Next, we state a result needed later.
Then we are ready to prove Lemma 2.2.
Proof of Lemma 2.2.
It is easy to see that lim |ξ|→∞ |∇a(ξ)| = ∞ implies (A1). All assumptions in Theorem 2.3 except (J1) are satisfied, with v = ∇a. We see that (J1) follows with v = ∇a below. Since a set of isolated points is a countable set and then a zero-dimensional set (see [8, Example II 1] ), it follows from Theorem 2.4 that (B1) or (B2) implies that R n \ N is a connected set. Since det Hes a(ξ) is a continuous function on R n , the set (det Hes a)(R n \ N) = {det Hes a(ξ) ∈ R \ {0}; ξ ∈ R n \ N} is connected in R. This implies that (det Hes a)(R n \ N) must be contained either in (0, ∞) or in (−∞, 0), which means (J1) with v = ∇a. By virtue of Theorem 2.3, ∇a is a homeomorphism of R n onto R n . Therefore, ∇a is a homeomorphism of R n \ {0} onto R n \ {0}. Again, we define a mapping Ψ θ : R n \ {0} → R n \ {0}, 0 θ 1 by
Then Ψ θ has the following properties: (P1) Ψ 0 is an identity mapping on R n \ {0}.
is a continuous mapping with respect to θ.
On the other hand, Ψ 1 (ξ) ∈ S by (P3). Therefore, we have Φ(ξ) = Ψ 1 (ξ) ∈ Γ j,k ∩ S. Thus, we obtain (A2). Lastly, on one hand, ξ ∈ Γ j,k ′ =⇒ Φ(ξ) ∈ Γ j,k ′ as we showed above. On the other hand, it follows from (P2) that Φ(ξ) ∈ Γ j,k =⇒ ξ ∈ Γ j . Now, suppose Φ(ξ) ∈ Γ j,k . Then we have
. Namely, we have ξ ∈ Γ j,k . Thus, we obtain (A3). This completes the proof.
We would like to find a suitable sufficient condition in no terms of a determinant for the assumption (B1) in Theorem 1.4. Although the following result obtained by Bernstein and Toupin does not give a sufficient condition, it provides a partial resolution. Theorem 2.5 (Bernstein and Toupin [2, Theorems I, IV and VI]). Let n 1. Let a ∈ C 2 (R n ) be a strictly convex function in the sense that
for all ξ, ζ ∈ R n with ξ = ζ. Note that this is equivalent to
for all ξ, ζ ∈ R n with ξ = ζ. Then, Hes a is nonnegative semidefinite in R n and positive definite except on a nowhere dense subset of R n . In particular, det Hes a > 0 on R n , and det Hes a = 0 except on a nowhere dense subset of R n .
Proofs of the other theorems
In this section, we give proofs of Theorems 1.5 and 1.6. To prove Theorem 1.5, in view of Lemma 2.1, we have only to prove the following. Proof. It follows immediately that a ∈ C 1 (R n )∩S ′ (R n ) and ∇a(ξ) = 0 for ξ ∈ R n \{0}. We take ε = c = 1. Take an arbitrary ξ ∈ S. Since |a Then Ψ θ has the properties (P1)-(P4), and we can argue as we did in the proof of Lemma 2.2 to obtain (A2) and (A3). This completes the proof.
Finally we prove Theorem 1.6.
Proof of Theorem 1.6. It follows from the definition of a(ξ) that ∇a(ξ) = g ′ (h(ξ))(a 
