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Cap´ıtulo 0
Introduccio´n
La gestio´n del tra´fico ae´reo (Air Traffic Management, ATM) consiste en la instalacio´n
de nuevos sistemas y tecnolog´ıas de comunicacio´n entre el aeropuerto, la aeronave
y el centro de control, para as´ı, lograr aumentar la capacidad de los Servicios de
Navegacio´n Ae´rea. Desde hace muchos an˜os existen mecanismos e instituciones que
se encargan de gestionar y coordinar el tra´fico ae´reo de todo el mundo. Considerando
el caso europeo, que es uno de los ma´s transitados a nivel mundial, se tiene como
gestores de tra´fico ae´reo ma´s importantes los siguientes: ENAIRE en Espan˜a, DSNA
en Francia, DFS en Alemania, ENAV en Italia, NATS en Reino Unido, EUROCON-
TROL MUAC en el Noroeste de Alemania, Be´lgica, Luxemburgo y los Pa´ıses Bajos.
Por su gran importancia, destaca Eurocontrol, pues es la Organizacio´n Europea
para la Seguridad de la Navegacio´n Ae´rea que fue creada en 1963 con el objetivo
de apoyar la aviacio´n europea. Adema´s, junto con la Comunidad Europea (CE),
fundaron la empresa SESAR Joint Undertaking (SESAR JU) que esta´ llevando a
cabo la iniciativa conocida como Single European Sky ATM Research (SESAR).
Dicho proyecto surge como instrumento tecnolo´gico de la iniciativa europea Single
European Sky (SES), y se trata de uno de los ma´s innovadores desarrollados por la
Unio´n Europea. Con su desarrollo, se busca reformar la arquitectura actual de la
gestio´n del tra´fico ae´reo de Europa con el objetivo de crear y poner en pra´ctica una
pol´ıtica comu´n de transporte ae´reo. Todo esto, es necesario y muy importante (prin-
cipalmente por la fragmentacio´n del espacio ae´reo europeo), y con ello, se pretende
lograr mejorar la eficiencia y la seguridad del tra´fico ae´reo, reducir gastos de fun-
cionamiento, el impacto medioambiental, as´ı como optimizar el uso del espacio ae´reo.
Dado que la gestio´n del tra´fico ae´reo es un tema bastante complejo y delicado de
realizar, ya que intervienen muchos elementos y factores (como la gran cantidad de
aeropuertos y de aeronaves y aerol´ıneas por cada uno de ellos), estos nuevos sistemas
buscan introducir mejoras para modernizar los sistemas actuales. Para conseguir
dichas mejoras y propo´sitos mencionados, se requiere hacer uso de varias te´cnicas de
vigilancia. Entre ellas destacan las te´cnicas radar y el sistema de control de tra´fico
ae´reo Automatic Dependant Surveillance (ADS), el cual, permite que las aeronaves
proporcionen de manera automa´tica a trave´s de un enlace de datos todos los datos
necesarios sobre la navegacio´n, posicio´n, identificacio´n, etc. al servicio de control de
tra´fico ae´reo (ATS), para as´ı, lograr mejorar la seguridad del tra´fico ae´reo.
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Dentro de este marco de investigacio´n, surge el proyecto “AIRPORTS (CIEN, 2015)”
liderado por Boeing Research and Technology Europe (BR&T-E), el cual entre otras
muchas l´ıneas de investigacio´n, busca estudiar la eficiencia de los vuelos de aeronaves
comerciales en funcio´n de la trayectoria que estos describen al realizar dicho vuelo.
Dichas aeronaves esta´n equipadas con un sistema conocido como Automatic Depen-
dant Surveillance Broadcast (ADS-B) que se encarga de enviar diferentes mensajes
ADS-B describiendo el estado del vuelo en cada momento. Estos mensajes contie-
nen informacio´n de importancia como es: el identificador del mensaje, el tiempo de
recepcio´n (timestamp), la posicio´n (en te´rminos de longitud, latitud y altitud) de
la aeronave, su velocidad (tanto horizontal como vertical), si esta´ o no en suelo, la
fecha de realizacio´n, etc. Adema´s, se necesitan diferentes redes de sensores distribui-
das por distintas partes del planeta que permiten obtener diversas fuentes de datos
ADS-B pudiendo ser comerciales o no. Una vez que se reciben los mensajes ADS-B
que describen el estado del vuelo, el equipo del proyecto “AIRPORTS” los utiliza
para reconstruir las distintas trayectorias de vuelo. Gracias a su reconstruccio´n es
posible realizar su estudio, y para ello, se usa una plataforma Big Data, la cual, es
un prototipo que permite calcular una gran variedad de me´tricas de eficiencia.
La motivacio´n de este proyecto surge cuando al estudiar dichas trayectorias nos
damos cuenta de que hay problemas con respecto al alineamiento temporal de las
sen˜ales obtenidas, siendo las causas principales: el retardo en el tiempo de recepcio´n
de dichos mensajes y la falta de sincronizacio´n horaria de los dispositivos receptores.
Por ello, el presente trabajo tiene como objetivo establecer un modelo matema´tico
que permita resolver este mal alineamiento temporal, estableciendo las trayectorias
con una alineacio´n temporal correcta y corrigiendo las que presentan anomal´ıas.
El objeto de estudio presenta cierta relacio´n con problemas ya existentes y estudia-
dos desde hace mucho tiempo como es el caso de la teor´ıa de grafos, la optimizacio´n,
etc. pudiendo adema´s ser formulado como un problema matema´tico que es una va-
riante del famoso problema conocido como “El problema del viajante o Travelling
Salesman Problem (TSP)”.
A lo largo del presente trabajo, se comenzara´ en el Cap´ıtulo 1 describiendo el proble-
ma del viajante para introducir y entender el problema que se plantea resolver. Para
resolver este problema existen diversos algoritmos que encuentran una ruta factible
a trave´s de la bu´squeda de ciclos hamiltonianos, pero en nuestro caso, nos centra-
remos en los algoritmos de mejora. En particular, en el Cap´ıtulo 2 estudiaremos el
Simulated Annealing, que es un algoritmo estoca´stico y funciona bien en bastantes
ocasiones, especialmente, en el caso en que la solucio´n de partida sea pro´xima a la
o´ptima que es la situacio´n que se tendra´ en la pra´ctica.
Luego, en el Cap´ıtulo 3 se ilustran y muestran ejemplos generales que se resuelven
aplicando el algoritmo Simulated Annealing. Tras ello, en el Cap´ıtulo 4, dichas apli-
caciones se realizan sobre datos de trayectorias reales aportadas por el tutor y para
su resolucio´n se aplican diversos algoritmos. Despue´s, a partir de los resultados obte-
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nidos, se realiza una pequen˜a comparacio´n entre ellos para sacar conclusiones sobre
su comportamiento frente al problema planteado. Finalmente, en el Cap´ıtulo 5, se
establecen unas conclusiones generales sobre la realizacio´n del trabajo, as´ı como si
ha resultado exitoso o no su desarrollo, y por lo tanto, si ha contribuido de manera
positiva para la mejora y avance en la gestio´n del tra´fico ae´reo.
Conviene decir que la realizacio´n del presente Trabajo de Fin de Grado se ha reali-
zado de manera paralela con el Trabajo de Fin de Grado de Informa´tica. Por ello,
la tema´tica de ambos es la misma, pero mientras que el de Matema´ticas se centra
principalmente en el estudio y ana´lisis teo´rico de la convergencia del algoritmo Si-
mulated Annealing, el de Informa´tica busca implementar una solucio´n escalable que
permita resolver el problema planteado en la pra´ctica logrando encontrar una ruta
lo ma´s pro´xima posible a la solucio´n o´ptima.
Ha sido de gran utilidad poder realizar ambos trabajos de manera conjunta y coordi-
nada, puesto que as´ı, se ha podido profundizar ma´s en el estudio del algoritmo y con
ello dar una buena solucio´n al problema planteado. Por un lado, el trabajo realiza-
do en Informa´tica me ha permitido corroborar los resultados teo´ricos descritos en el
presente documento sobre la convergencia del algoritmo, ya que se ha podido realizar
su visualizacio´n pra´ctica. Por otro lado, el de Matema´ticas tambie´n ha contribuido
y ha sido u´til para realizar el trabajo de Informa´tica, ya que he podido entender
en detalle y profundidad el funcionamiento de dicho algoritmo antes de realizar la
implementacio´n del mismo usando el modelo de programacio´n MapReduce, lo cual,
me ha ayudado a ir ma´s ra´pido en su realizacio´n y entender cada uno de los pasos
realizados.
Tambie´n, conviene sen˜alar que las ejecuciones pra´cticas realizadas sobre diversos
conjuntos de datos en los Cap´ıtulos 3 y 4 se han llevado a cabo de forma conjun-
ta y coordinada con mi compan˜ero Juan Manuel Velasco Heras, y por lo tanto los
resultados obtenidos en ambos trabajos son los mismos. Para que resulte ma´s claro
cua´les son las partes comunes, se volvera´ a indicar en las mismas. Adema´s, para
su realizacio´n se ha usado el dashboard creado en el Trabajo de Fin de Grado de
Informa´tica usando el entorno R-Studio, de manera que las ima´genes y resultados
mostrados durante el documento sobre trayectorias de vuelo se han obtenido del
mismo. Sin embargo, aunque la tema´tica del trabajo de mi compan˜ero y la mı´a es
similar, yo me he centrado en estudiar la heur´ıstica de mejora Simulated Annealing
que se basa en la aleatoriedad o el azar, y e´l ha estudiado las heur´ısticas de mejora
local, como es el caso del 2-opt y Lin-Kernighan, que se basan en la realizacio´n de
intercambios. Todo esto ha enriquecido el trabajo realizado y ha permitido reali-
zar una comparativa de los resultados obtenidos por dichos algoritmos para sacar
conclusiones sobre su funcionamiento.
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Cap´ıtulo 1
El problema del viajante
1.1. Definicio´n
El problema del viajante tambie´n conocido como “Travelling Salesman Problem
(TSP)”, consiste en determinar la ruta ma´s corta posible que recorre un conjunto
de ciudades (de manera general nodos), de manera que el nodo final coincida con el
nodo de partida y que todas las ciudades sean visitadas una u´nica vez.
Dicho problema ha sido estudiado durante muchos an˜os y au´n es objeto de estu-
dio dentro de la optimizacio´n combinatoria pues, aunque aparentemente parezca un
problema fa´cil de resolver debido a que el nu´mero de posibles caminos que existe
entre un conjunto de nodos sea finito, en realidad no lo es. Se trata de un problema
complejo de resolver, de hecho, es un problema de tipo NP-Duro. Por ello, incluso se
considera la posibilidad de no llegar nunca a encontrar un algoritmo que, en todas
las situaciones posibles, encuentre la solucio´n o´ptima.
Para desarrollar el contenido de los apartados de esta seccio´n se ha usado el libro
de William J.Cook [1] y el de E.L. Lawler y otros [2].
1.2. Historia
El estudio del problema del viajante surgio´ hace muchos an˜os y es debido principal-
mente a la gran utilidad que presenta en las situaciones de la vida real estando muy
relacionado con la log´ıstica, la distribucio´n de productos, el transporte, etc.
En el an˜o 1832 se dio a conocer en Alemania el primer libro sobre este tema de-
nominado “El viajante de comercio: co´mo debe ser y que´ debe hacer para conseguir
comisiones y triunfar en su negocio. Por un viajante de comercio veterano”.
Durante los siguientes an˜os, muchos matema´ticos se dedicaron a investigar sobre
dicho problema, sin embargo, no fue hasta el an˜o 1930 cuando fue definido formal-
mente en te´rminos matema´ticos. Dicha formulacio´n fue realizada por el matema´tico
y economista Karl Menger quien considero´ en un primer momento como me´todo de
resolucio´n la fuerza bruta, aunque pronto observo´ que no era un me´todo eficiente y
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menos au´n o´ptimo.
Poco despue´s, Hassler Whitney dio a conocer dicho problema con el te´rmino anglo-
sajo´n “Travelling Salesman Problem” y, poco a poco, en las de´cadas de los 50 y 60
dicho problema gano´ mucha popularidad como consecuencia principalmente de la
publicidad llevada a cabo por Procter and Gamble en 1962. En ella, se propuso un
concurso donde se pod´ıa obtener un premio de 10.000$ si se resolv´ıa el problema del
viajante para un conjunto de 33 ciudades de EE.UU.
Resulto´ ser un problema complejo de resolver y, aunque nadie logro´ llevarse el pre-
mio, se pudo demostrar que ya en el an˜o 1954, esto es, 8 an˜os antes, tres matema´ticos
de Rand Corp. (George Dantzing, Ray Fulkerson y Selmer Johnson) hab´ıan encon-
trado la solucio´n o´ptima para un conjunto de exactamente 49 ciudades. Para ello
desarrollaron el me´todo de los Planos de Corte y lo aplicaron a su estudio obtenien-
do resultados muy positivos.
Este resultado fue un gran avance y, de hecho, supuso un reto a superar que no se
logro´ hasta 1971, esto es, 17 an˜os despue´s, cuando los investigadores de IBM Michael
Held y Richard Karp resolvieron el problema para el caso de 64 ciudades distribuidas
al azar en una regio´n cuadrada, donde los costos eran considerados como la distancia
en l´ınea recta entre cada par de ellas.
Cuatro an˜os ma´s tarde, concretamente en 1975, Panagiotis Miliotis logro´ la solucio´n
o´ptima para el caso de 80 puntos distribuidos de manera aleatoria.
Ya en 1977 Gro¨tschel publico´ su tesis doctoral en la que determinaba la solucio´n
o´ptima para el caso de 120 ciudades. Fue entonces cuando se asociaron Padberg y el
investigador de IBM Harlan Crowder obteniendo la solucio´n o´ptima para el proble-
ma de 318 ciudades distribuidas en un tablero de circuitos. La ocurrencia de todos
estos sucesos fueron muy relevantes en la historia del TSP y dieron lugar a un gran
avance en el desarrollo de dicho problema, ya que, Gro¨tschel y Padberg de manera
independiente lograron hallar la solucio´n o´ptima para el caso de 532 ciudades en
Estados Unidos, 666 localizaciones en el mundo, 1.002 ciudades con problemas de
perforacio´n, y posteriormente, de 2.392 ciudades.
Ma´s tarde en 1988, como consecuencia de los e´xitos ocurridos, Vasek Chva´tal y
William J.Cook se unieron en el estudio del problema logrando en el an˜o 1992 re-
solverlo para el caso de 3.038 ciudades, para lo que hicieron uso de una amplia red
de computadoras que trabajaban en paralelo. Siguiendo con ello, lograron en 1998
encontrar la ruta o´ptima de 13.509 ciudades en Estados Unidos, otra de 24.978 en
Sucia en el an˜o 2004, y finalmente, otra en 2006 de 85.900 ciudades.
Todos estos avances en el estudio y desarrollo del problema del viajante fueron po-
sibles gracias al uso de una herramienta informa´tica denominada Concorde que se
comenzo´ a usar ya en el an˜o 1992. Se trata de un programa en C muy usado actual-
mente (intentando su mejora y avance) para este tipo de problemas de optimizacio´n
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de redes y, que en an˜os anteriores, supuso una gran revolucio´n en el avance del TSP.
En la Figura 1.1 se puede ver el avance producido gracias al uso de la herramienta
Concorde puesto que se paso´ muy ra´pidamente de encontrar la ruta o´ptima para
el caso de 33 ciudades (se corresponde con la ruta negra) y de 120 ciudades (se
corresponde con la azul) a lograr la solucio´n o´ptima para el caso de 15112 ciudades
(se corresponde con la ruta roja).
Figura 1.1: Tres recorridos distintos en Alemania
William J.Cook ([1, pa´g. 14])
En la Figura 1.2 se muestra de manera gra´fica la evolucio´n en el avance de los
resultados obtenidos a medida que aumenta el nu´mero de ciudades consideradas. Se
aprecia como a partir del 2006 dicho aumento es exponencial.
Figura 1.2: Evolucio´n de ciudades resueltas a lo largo de los an˜os
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1.3. Aplicaciones
El problema del viajante o TSP ha sido y sigue siendo uno de los principales proble-
mas de estudio, debido principalmente a su contribucio´n y aplicacio´n en diferentes
a´reas para mejorar y resolver diversas situaciones y problemas de la vida diaria. Las
principales a´reas de aplicacio´n son la log´ıstica y distribucio´n, as´ı como la programa-
cio´n de curvas de produccio´n.
Al inicio, las mejoras del TSP ten´ıan como objetivo conseguir aplicarlo de manera
directa, como por ejemplo en rutas de autobuses escolares o de una empresa de la-
vander´ıa. Poco a poco el a´mbito de aplicacio´n fue creciendo y hoy en d´ıa incluso es
u´til para problemas en el a´mbito gene´tico.
Se detallan a continuacio´n las aplicaciones ma´s importantes dentro del a´rea de
log´ıstica as´ı como en la industria:
Log´ıstica: El TSP tiene aplicaciones muy abundantes en log´ıstica como son las
siguientes.
· Vendedores, Turistas: Suelen usar algu´n tipo de sistema para planificar las
rutas tur´ısticas de manera que esta´n sean o´ptimas tanto en tiempo como en coste
volviendo al punto de partida. Estos planificadores suelen basarse en algoritmos
de resolucio´n de tipo TSP.
· Rutas escolares y laborales: Al igual que en el caso anterior se determinan
rutas mediante algoritmos de tipo TSP para ahorrar costes y tiempo.
· Transporte de paquetes y mercanc´ıas: Este tipo de problemas se suele adap-
tar mejor a problemas de arcos en lugar de problemas de nodos como es el caso
del TSP pero, sin embargo, resulta u´til cuando las distancias entre los lugares de
reparto son lejanas o so´lo se desea visitar un lugar concreto.
Sector Industrial: Aunque las aplicaciones del TSP en la industria son menos
abundantes tambie´n son importantes y se podr´ıan considerar las siguientes.
· Secuenciacio´n de las tareas: Consiste en realizar diversas tareas de la manera
ma´s ra´pida posible minimizando el costo de su produccio´n, y para ello, el orden de
su realizacio´n debe ser independiente entre las mismas. En este caso cada una de
las tareas se asemeja al papel de una ciudad y el tiempo que se tarda en realizar
una tarea i habiendo hecho antes la tarea j es lo que equivale a la distancia entre
las ciudades, luego dicho tiempo es el que se tiene que minimizar.
· Produccio´n de placas de circuitos electro´nicos: Consiste en realizar agujeros
en una placa mediante la perforacio´n automa´tica de la misma usando la te´cnica
del TSP. Para ello, se considera cada uno de los puntos a perforar como una
ciudad diferente, de manera que el tiempo en crear dichas placas se reduce al
mı´nimo posible.
Existen ma´s aplicaciones del TSP, pero algunas de ellas, tienen una relacio´n menos
intuitiva con dicho problema ya que no requieren de movimientos f´ısicos como es el
caso de la bu´squeda de planetas o la organizacio´n de datos en diferentes grupos que
es usado para la miner´ıa de datos o para extraer patrones en los datos.
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1.4. Complejidad
La clasificacio´n de los problemas a resolver puede realizarse segu´n su complejidad
y, segu´n dicho criterio se distingue entre problemas NP, problemas P y problemas
NP-Completos. Hasta el momento, los problemas de tipo P y NP-Completos tienen
interseccio´n vac´ıa siendo ambos problemas de tipo NP.
Un problema de tipo P es aquel que se resuelve en tiempo polinomial por un al-
goritmo determinista (ej: una ma´quina de Turing determinista), mientras que un
problema NP es aquel que se resuelve en tiempo polinomial por un algoritmo no
determinista (ej: una ma´quina de Turing no determinista).
Los problemas de tipo NP-Completo son problemas de tipo NP-Duro que esta´n con-
tenidos en la clase de problemas NP, donde x es un problema NP-Duro si cualquier
problema que pertenezca a la clase de problemas NP puede reducirse en tiempo
polinomial a x.
Para que resulte ma´s claro lo descrito con anterioridad, en la Figura 1.3 se muestra
un gra´fico acerca de la relacio´n que existe entre los tipos de problemas comentados.
Figura 1.3: Diagrama de Venn siendo P 6= NP
Como ya se comento´, el problema del viajante o TSP es considerado a d´ıa de hoy
un problema NP-Duro, luego, todo problema que pertenezca a la clase de problemas
de tipo NP puede transformarse en tiempo polinomial en e´l.
Frente a estos conceptos surge la cuestio´n de encontrar algu´n problema NP-Completo
que sea de tipo P ya que, en ese caso, se obtendra´ que P = NP. Dicho resultado se
dio a conocer por Stephen Cook en 1971 (William J.Cook [1, pa´g.9]) y todav´ıa no
ha sido posible su demostracio´n.
Con respecto al problema del viajante, al ser un problema de tipo NP-Completo,
desde hace an˜os se esta´ estudiando si se puede resolver en tiempo polinomial para
poder con ello demostrar que P = NP. Esto, que au´n no se ha podido demostrar,
tiene una gran importancia, ya que en ese caso, se tendr´ıa que todos los problemas
NP-Completos, y por lo tanto, todos los problemas NP podr´ıan ser resueltos en tiem-
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po polinomial permitiendo resolver muchos problemas que hoy en d´ıa son intratables.
Por lo tanto, aunque a simple vista el problema del viajante parezca un problema
sencillo, hoy en d´ıa au´n no existe un algoritmo eficiente para resolverlo, pero como
se vera´, si existen buenos algoritmos que obtienen soluciones muy pro´ximas a la
o´ptima en un tiempo razonable.
1.5. Teor´ıa de Grafos
Es una de las ramas matema´ticas y de las ciencias de computacio´n que se centra en
estudiar las propiedades de los grafos.
Para poder entender algunos de los algoritmos propuestos para resolver el TSP es
necesario conocer antes los conceptos fundamentales de Teor´ıa de Grafos y, en este
apartado, se hace una pequen˜a introduccio´n a alguno de ellos.
Para ello, se ha usado principalmente el libro de A. Caicedo, G. Wagner y R.M
Me´ndez [9] junto con el de L.W. Beineke y R.J. Wilson [10].
Grafo: Un grafo, denotado por G = (V,A), es una pareja ordenada en la que V es
un conjunto de ve´rtices no vac´ıo {v1, ..., vn} y A es el conjunto de aristas o arcos
entre dichos ve´rtices, esto es, A esta´ formado por pares no ordenados de ve´rtices de
la forma aij = (vi, vj) siendo i 6= j.
Las aristas son las l´ıneas que unen un par de ve´rtices y pueden ser de varios tipos:
Adyacentes : Aquellas que convergen en el mismo ve´rtice.
Paralelas : Aquellas aristas conjuntas para las que el ve´rtice inicial y final es el mismo.
Cı´clicas : Aquellas que parten de un ve´rtice y entran en s´ı mismo.
Cruzadas : Aquellas que se cruzan en el mismo punto.
Tambie´n existen diferentes tipos de grafos, siendo algunos los siguientes:
Grafo dirigido u orientado: Se suele denominar d´ıgrafo y es aquel en el que las
aristas son pares ordenados, esto es, aij 6= aji, ∀ i 6= j. Dichas aristas se suelen
representar con una flecha que va del ve´rtice de partida al ve´rtice final.
Grafo no dirigido o no orientado: Es aquel en el que los pares aij y aji se
corresponden con la misma arista, esto es, las aristas no tienen direccio´n. Durante
el desarrollo del trabajo se considera este tipo de grafos.
Grafo completo: Es aquel en el que aparecen trazadas todas las posibles aristas.
Grafo etiquetado: Es aquel en el que las aristas del mismo tienen un determinado
peso asociado. Por ejemplo en el caso de las ciudades ser´ıa la distancia que hay entre
cada par de ellas.
En la Figura 1.4 se muestra un ejemplo de cada uno de ellos.
A continuacio´n se detallan unos conceptos que sera´n utilizados para describir el
problema del viajante o TSP en te´rminos matema´ticos.
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Camino: Es un conjunto de ve´rtices conectados a trave´s de aristas que van de
un ve´rtice inicial a un ve´rtice final. Se trata de sucesiones en las que aparecen
elementos de V y A de forma alternativa, esto es, v0, a01, v1, ..., vn−1, an−1n, vn donde
vi ∈ V, ∀ i = 0, ..., n y aij ∈ A, ∀ i = 0, ..., n− 1 y j = i+ 1.
En el caso en el que el nodo o ve´rtice inicial coincida con el ve´rtice final, esto es,
v0 = vn se denomina circuito o camino cerrado. Se pueden considerar distintos tipos:
Camino hamiltoniano: Es aquel camino que pasa por todos los nodos del grafo
en una u´nica ocasio´n. Ma´s formalmente es una secuencia de la forma v0a01...an−1nvn
donde vi 6= vj, ∀ i, j = 0, ..., n con i 6= j, vi ∈ V y aij ∈ A, ∀ i = 0, ..., n − 1 y
j = i+ 1.
Camino euleriano: Es aquel camino que recorre todas las aristas del grafo en una
u´nica ocasio´n. Ma´s formalmente es una secuencia de la forma v0a01...an−1nvn donde
aij 6= aji, ∀ i = 0, ..., n−1 y j = i+1, vi ∈ V y aij ∈ A, ∀ i = 0, ..., n−1 y j = i+1.
Circuito hamiltoniano: Es aquel circuito que pasa por todos los nodos del grafo
en una u´nica ocasio´n. Ma´s formalmente es una secuencia de la forma v0a01...an−1nvn
donde v0 = vn, vi 6= vj, ∀ i, j = 1, ..., n− 1 con i 6= j, vi ∈ V y aij ∈ A,
∀ i = 0, ..., n− 1 y j = i+ 1.
Circuito euleriano: Es aquel circuito que recorre todas las aristas del grafo en una
u´nica ocasio´n. Ma´s formalmente es una secuencia de la forma v0a01...an−1nvn donde
v0 = vn, aij 6= aji, ∀ i = 0, ..., n− 1 y j = i + 1, vi ∈ V y aij ∈ A, ∀ i = 0, ..., n− 1
y j = i+ 1.
(a) Dirigido (b) No dirigido (c) Completo (d) Etiquetado
Figura 1.4: Tipos de grafos
A partir de lo anteriormente descrito, se puede observar la relacio´n existente entre la
Teor´ıa de Grafos y el TSP, de manera que puede describirse como un problema de
Teor´ıa de Grafos donde el objetivo es encontrar un circuito hamiltoniano de coste
mı´nimo.
Para ello, se debe considerar un grafo completo G = (V,A) donde V denota el con-
junto de ciudades a visitar y A son las aristas entre ellas. Como ya se comento´, dicho
grafo debe estar etiquetado, esto es, a cada arista de unio´n entre dos ciudades se la
asocia un peso que, en este caso, es una distancia de la forma dvivj (distancia de la
ciudad en el ve´rtice vi a la ciudad en el ve´rtice vj).
Por lo tanto, lo que se busca es encontrar en dicho grafo un circuito que sea ha-
miltoniano y de coste el menor posible, pues as´ı, todas las ciudades sera´n visitadas
exactamente una sola vez y con la ruta de menor distancia posible.
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Todo ello nos lleva a considerar dos tipos de problemas TSP:
TSP sime´trico: Es el que se considera en el trabajo y se basa en que G es un
grafo no dirigido, por lo que dvivj = dvjvi para todo (vi, vj) ∈ A con i 6= j, esto
es, la distancia entre dos ciudades es la misma independientemente de la ciudad de
partida y de destino.
En te´rminos matema´ticos el propo´sito es minimizar la funcio´n objetivo siguiente:∑
i
∑
j
dvivjxij
donde xij toma el valor 0 si la arista (vi, vj) no forma parte de la solucio´n y 1 en
caso contrario.
Adema´s se tienen una serie de restricciones como son:∑
i
xij = 1 ∀ j,
∑
j
xij = 1 ∀ i
De esta manera, se establece que so´lo una arista puede entrar en un ve´rtice del grafo
(desde cada ciudad vj so´lo se puede llegar a una ciudad vi) y, que so´lo una arista
puede salir de cada ve´rtice (desde cada ciudad vi so´lo se puede llegar a una ciudad
vj). As´ı, se logra que cada ciudad sea visitada en una u´nica ocasio´n.
Sin embargo, con esto no es suficiente, ya que se necesita considerar una serie de
restricciones a mayores para evitar que haya subciclos.
Sea W un subconjunto de ve´rtices del conjunto V considerado. Considerando los
siguientes conjuntos,
A(W ) = {aij = (vi, vj) ∈ A : vi, vj ∈ W}
δ−(W ) = {aij = (vi, vj) ∈ A : vi 6∈ W, vj ∈ W}
δ+(W ) = {aij = (vi, vj) ∈ A : vi ∈ W, vj 6∈ W}
se tiene que satisfacer la siguiente condicio´n:∑
(vi,vj)∈A(W )
xij ≤ |W | − 1 , ∀ W ⊂ V ≡
∑
vi∈W,vj 6∈W
xij ≥ 1 , ∀ W ⊂ V
Las condiciones anteriores son equivalentes y denotan que en todo subconjunto de
nodos debe haber al menos un arco que salga del mismo para as´ı evitar subciclos.
De esta manera quedar´ıa descrito el problema del viajante de comercio en te´rminos
matema´ticos.
TSP asime´trico: En este caso G es un grafo dirigido. No se considera en el trabajo
ya que no es de intere´s para resolver el problema de las trayectorias que lo motiva.
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Para resolver el problema del TSP se plantean varias alternativas.
Una de ellas, consiste en buscar un me´todo o algoritmo que permita determinar la
solucio´n o´ptima del problema planteado, pero, hasta el momento, esta posibilidad no
ha resultado factible para el caso en que se tienen ma´s de 20 ve´rtices. Por lo tanto,
se ha optado por una segunda alternativa que consiste en buscar un me´todo con el
que se obtenga una primera ruta factible, y tras ello, mejorar el coste de la misma
intentando as´ı estar lo ma´s cerca posible de la solucio´n o´ptima, esto es, se buscan
soluciones aproximadas. Estos me´todos se denominan heur´ısticos y se caracterizan
por ser eficientes, buenos (solucio´n pro´xima a la o´ptima) y robustos (probabilidad de
que la solucio´n no sea pro´xima a la o´ptima es baja). As´ı, mediante su uso se logra
encontrar una solucio´n factible o satisfactoria del problema de manera bastante
ra´pida y eficiente.
1.6. Heur´ısticas para encontrar una ruta factible
Existen diversos me´todos heur´ısticos usados para resolver el TSP que conviene men-
cionar. Se puede distinguir entre heur´ısticas constructivas, heur´ısticas de mejora, as´ı
como otros. Todos ellos permiten acercarse lo ma´s posible a la solucio´n o´ptima.
1.6.1. Heur´ısticas constructivas
Existen diversas heur´ısticas constructivas que se basan en considerar la mejor solu-
cio´n en cada iteracio´n, esto es, la que cueste menos de acuerdo a un determinado
criterio establecido.
Heur´ıstica vecinos ma´s pro´ximo: Este me´todo busca encontrar un circuito ha-
miltoniano de coste mı´nimo apoya´ndose en la idea de elegir siempre el ve´rtice del
grafo que este´ ma´s cercano del actual (aristas de menor coste) y no haya sido visita-
do. Una vez visitados todos los ve´rtices se termina uniendo el u´ltimo ve´rtice visitado
con el de partida. Por ir siempre en busca de lo mejor, se suele considerar un me´todo
ambicioso o voraz.
De manera gene´rica, sea un grafo G = (V,A) de n ve´rtices tal y como fue descrito
en la Seccio´n 1.5. Los pasos seguidos por este algoritmo son los siguientes:
1. Se selecciona un ve´rtice vi del grafo al azar donde i ∈ {0, ..., n}.
2. Se considera p = i y el subgrafo W = V \ {i}.
3. Mientras W 6= ∅
a. Se selecciona un ve´rtice vi ∈ W tal que dpi = min{dpj : ∀ j ∈ W}.
b. Se une el ve´rtice vp con vi.
c. Se considera W = W \ {i} y p = i
En la Figura 1.5 se muestra un ejemplo muy sencillo para ilustrar el funcionamiento
del me´todo anterior. Para ello, se indica en color amarillo el nodo de partida y de
llegada. En este caso el camino encontrado es el o´ptimo pero no siempre es as´ı.
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Figura 1.5: Ejemplo vecino ma´s pro´ximo
Para situaciones en las que se tienen pocos nodos o ciudades dicho algoritmo resulta
u´til debido a su sencillez y rapidez pero, en general, no es recomendable pues lo ha-
bitual es tener una gran cantidad de nodos, y en este caso, suele obtener recorridos
bastante malos con respecto a la solucio´n o´ptima.
Una de las principales consecuencias por la que se obtienen recorridos lejanos al
o´ptimo se debe a que cuando se realiza la eleccio´n de los nodos so´lo se tiene en
cuenta el nodo que se encuentra ma´s pro´ximo. Esto provoca que la distancia entre el
u´ltimo nodo considerado y el de partida sea demasiado grande haciendo ineficiente
dicho algoritmo. Si el objetivo fuera considerar un camino hamiltoniano en lugar
de un circuito hamiltoniano dicho me´todo resultar´ıa muy adecuado, ya que, en la
mayor´ıa de los casos se encontrar´ıa la solucio´n o´ptima o una muy pro´xima a la misma.
Dicho problema descrito se muestra en la Figura 1.6, donde se considera el coste de
las aristas como la distancia existente entre pares de ve´rtices, siendo el nodo amarillo
el de partida. Es un ejemplo muy sencillo donde se puede ver co´mo esta situacio´n
afecta de manera negativa para encontrar la ruta o´ptima.
(a) Me´todo vecinos ma´s pro´ximo
(b) Posible mejor solucio´n
Figura 1.6: Heur´ıstica vecinos ma´s pro´ximo
Heur´ıstica de insercio´n: Son un conjunto de me´todos que se basan en construir
circuitos usando un determinado conjunto de ve´rtices, y posteriormente, se van in-
sertando uno a uno los restantes ve´rtices en dicho circuito hasta formar un circuito
hamiltoniano.
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De manera gene´rica, sea un grafo G = (V,A) de n ve´rtices tal y como fue descrito
en la Seccio´n 1.5. Los pasos seguidos por este algoritmo son los siguientes:
1. Se selecciona un conjunto inicial con j ve´rtices.
2. Se considera el subgrafo W = V \ {ve´rtices seleccionados del conjunto}.
3. Mientras W 6= ∅
a. Se considera un ve´rtice vi ∈ W segu´n un determinado me´todo (se explican
a continuacio´n los ma´s usados).
b. Se inserta dicho ve´rtice vi de manera que el coste del circuito se incremente
lo menos posible.
c. Se considera W = W \ {i}.
Existen diferentes me´todos de insercio´n segu´n el criterio usado para an˜adir los nodos.
Estos fueron descritos por Robacker y son los siguientes:
Insercio´n ma´s cercana: Consiste en elegir la ciudad o ve´rtice vi ma´s cercana a las
ciudades del circuito actual, esto es, si W es el circuito actual,
dmin(vi) = min{dmin(vj) : vj ∈ W}.
Insercio´n ma´s lejana: Consiste en elegir la ciudad o ve´rtice vi ma´s alejada de las
ciudades del circuito actual, esto es, si W es el circuito actual,
dmin(vi) = max{dmin(vj) : vj ∈ W}.
Insercio´n aleatoria: Consiste en elegir la ciudad o ve´rtice vi al azar, esto es, sin
seguir ningu´n criterio.
Insercio´n ma´s barata: Consiste en elegir la ciudad o ve´rtice vi que produce el
menor incremento de coste posible, esto es, que mantiene el circuito existente lo ma´s
corto posible.
A continuacio´n, en la Figura 1.7 se muestran las diferentes elecciones de nodos segu´n
el me´todo de insercio´n ma´s lejano, ma´s cercano y ma´s barato para insertar al ciclo
de 4 ve´rtices actual. Para el caso de la insercio´n ma´s lejana habr´ıa que an˜adir el
nodo j al circuito actual, en el caso ma´s cercano el nodo k y en el caso ma´s barato
el nodo i, pues con e´l se obtiene el circuito menor posible a partir del actual.
Figura 1.7: Elecciones segu´n el me´todo elegido
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Heur´ıstica de Christofides: Fue creada por Christofides en 1976 (William J.Cook
[1, pa´g. 72]) y esta´ muy relacionada con los a´rboles de coste mı´nimo, por ello, antes
de explicar el me´todo es necesario entender este tipo de a´rboles.
Un a´rbol de coste mı´nimo de un grafo es un subgrafo que es un a´rbol y, adema´s,
contiene todos los ve´rtices del grafo inicial con el mı´nimo coste posible. La bu´squeda
de este tipo de a´rboles es un problema que se puede resolver en tiempo polinomial
mediante algoritmos eficientes a diferencia de lo que ocurre con el TSP y, es u´til,
ya que la solucio´n de este tipo de problemas proporciona una cota del coste de la
solucio´n o´ptima para el TSP que es mı´nima.
Esto se debe a que si de un circuito que es solucio´n se elimina una arista se obtiene
un a´rbol, el cual, posee un u´nico camino de unio´n entre las distintas ciudades. Por
ello, como la solucio´n o´ptima debe tener una arista ma´s que el a´rbol anterior, ya
que debe ser un circuito cerrado, el coste de dicha solucio´n o´ptima va a ser necesa-
riamente mayor que el del a´rbol de mı´nimo coste.
El me´todo de Christofides es un algoritmo que busca soluciones aproximadas a la
o´ptima, de manera que si el coste de la solucio´n aproximada es x y el de la solucio´n
o´ptima es y, entonces x ≤ 3
2
y. Comienza buscando el a´rbol de mı´nimo coste L de
un grafo G completo y etiquetado. Tras ello se elige el conjunto de ve´rtices de grado
impar del a´rbol L (el grado de un ve´rtice es el nu´mero de aristas que inciden en e´l)
y se halla un apareamiento perfecto M (conjunto de aristas sin ve´rtices en comu´n)
de mı´nimo peso en G sobre dichos ve´rtices considerados. Tras ello se forma un mul-
tigrafo (en e´l dos nodos pueden estar conectados por ma´s de una arista) mediante
la combinacio´n de las aristas de M y L. Finalmente se obtiene un circuito euleriano
en dicho multigrafo y, quitando los nodos ya visitados, se obtiene el circuito hamil-
toniano buscado.
A continuacio´n, en la Figura 1.8 se muestra un ejemplo de lo anteriormente comenta-
do. El primer dibujo se corresponde con el grafo completo G del cual se quiere hallar
la ruta o´ptima. Para ello, primero se busca el a´rbol de mı´nimo coste que se muestra
en el segundo dibujo, y despue´s, tras encontrar el par de ve´rtices de grado impar se
forma el emparejamiento M a partir del grafo G sobre esos ve´rtices. Finalmente el
u´ltimo dibujo se corresponde con el multigrafo unio´n de L y M que como resulta
ser un circuito hamiltoniano de mı´nimo coste termina la bu´squeda.
Figura 1.8: Ejemplo heur´ıstica de Christofides
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1.6.2. Heur´ısticas de mejora
Se trata de una serie de me´todos que buscan una solucio´n factible y, para ello,
siguen diversas te´cnicas. Se distingue entre aquellos que se basan en realizar diversos
intercambios y otros que se basan en el azar o aleatoriedad.
1.6.2.1. Heur´ısticas de mejora k-opt o Lin-Kernighan
Son procedimientos que se conocen gracias a las primeras definiciones desarrolladas
por Flood, los cuales, consisten en intercambiar diversas aristas de una solucio´n ini-
cial de partida buscando mejorarla y conseguir una nueva solucio´n ma´s pro´xima a la
o´ptima. Por lo tanto, dichos me´todos se basan en realizar k-intercambios de aristas
e ir generando rutas k-o´ptimas hasta que no sea posible mejorarlas ma´s. Para enten-
derlos es necesario describir unos conceptos previos, que se detallan a continuacio´n.
El proceso de realizar un k-intercambio de aristas en una ruta inicial dada consiste
en eliminar exactamente k aristas de dicha ruta y reemplazarlas por otras k aristas
diferentes de manera que la nueva ruta obtenida sea mejor que la anterior, esto es,
de menor coste. En ese caso, dicha ruta se conoce como k-o´ptima.
La complejidad de este tipo de me´todos es O(nk) (siendo n el nu´mero de nodos), ya
que en cada paso, el nu´mero de posibles elecciones es
(
n
k
)
. Sin embargo, aunque a
mayor valor de k mejores soluciones se esperan obtener, el nu´mero de operaciones a
realizar crece mucho. Por ello, lo ma´s usual es usar un valor de k no mayor que 3,
pues en otro caso el coste temporal ser´ıa muy grande, no siendo recomendable.
Para que resulte ma´s claro dicho procedimiento se describe el caso en que k = 2.
El proceso comienza con un ciclo hamiltoniano inicial y con el valor de la variable
mejora = 1. Tras ello, mientras mejora valga 1, esto es, se encuentren soluciones
mejores, se establece mejora a 0 y se van seleccionando los ve´rtices que no han sido
explorados. Para cada uno de ellos se realizan todos los posibles movimientos de
dos intercambios que incluyan a dicho ve´rtice y uno sucesor. Si alguno de dichos
intercambios reduce la distancia actual, se elige el mejor de ellos y mejora pasa
a valer 1. Tras ello, dicho ve´rtice se considera explorado y se sigue con el resto
hasta que mejora vale 0 pues, en ese caso, ningu´n intercambio mejora la distancia
actual. El coste computacional en cada paso no es grande siendo del orden de O(n2).
A continuacio´n, se muestra un ejemplo sencillo de este me´todo.
Figura 1.9: Ejemplo heur´ıstica 2-opt
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Se puede observar que se basa en la idea de eliminar “cruces” entre aristas, aunque
en la pra´ctica, esto es dif´ıcil de visualizar. En el ejemplo de la Figura 1.9 se puede
ver en el primer dibujo que las aristas en color rojo forman la ruta de partida con un
coste de 24 unidades, mientras que en el segundo dibujo, al intercambiar las aristas
de mayor coste (la de 8 y 6) por otras de menor coste (la de 4 y 2) se obtiene una
mejor solucio´n, siendo el coste de esta de 16 unidades.
Una variante de esta heur´ıstica se denomina V-opt y difiere del k-opt en que las
aristas que son eliminadas no esta´n fijas, sino que, dicho nu´mero aumenta con el
nu´mero de iteraciones que se hacen.
Dentro de esta heur´ıstica destaca el me´todo Lin-Kernighan. Se trata de una de las
mejores heur´ısticas que se conocen para resolver el problema del viajante. Consiste
en ir intercambiando un nu´mero diferente de aristas segu´n resulte ma´s conveniente
en cada caso.
1.6.2.2. Heur´ısticas de mejora aleatorias
Estos me´todos usan diversas te´cnicas para ir generando soluciones o rutas que este´n
cada vez ma´s pro´ximas a la ruta o´ptima logrando conseguir buenos resultados en
un tiempo reducido.
Algoritmos Gene´ticos: Son me´todos que se basan en simular los feno´menos natu-
rales de evolucio´n. Se parte de una poblacio´n inicial generada de manera aleatoria
(conjunto de nodos al azar) que sigue un proceso con las siguientes etapas:
Seleccio´n: Consiste en elegir de la poblacio´n actual aquellos descendientes que poseen
las mejores caracter´ısticas. Para ello, existe una funcio´n fitness que mide la calidad
de cada una de las distintas alternativas.
Mezcla: Consiste en el traspaso de informacio´n gene´tica entre cromosomas de los
padres a los descendientes, lo cual, en el problema del TSP equivale a realizar saltos
entre los distintos estados del espacio de bu´squeda.
Conviene mencionar que sera´n usados de manera equivalente los te´rminos estado y
solucio´n a lo largo del presente trabajo.
Mutacio´n: Tras el cruce, cada uno de los nuevos individuos generados puede sufrir
mutaciones con una determinada probabilidad p, que si es menor que la tasa de
mutacio´n (se elige en el rango [0.001, 0.05]), entonces se lleva a cabo dicha mutacio´n.
Una vez realizadas estas etapas se eligen las mejores soluciones entre las existentes
(las anteriores ma´s las nuevas obtenidas) volviendo a realizar el proceso descrito.
As´ı, se logra obtener diversas soluciones y a medida que aumentan las iteraciones
esta´n ma´s pro´ximas a la solucio´n o´ptima.
El procedimiento seguido en los algoritmos gene´ticos para buscar soluciones o´ptimas
se muestra en la Figura 1.10 de manera gra´fica.
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Figura 1.10: Procedimiento algoritmos gene´ticos
Bu´squeda tabu´: Es un algoritmo de bu´squeda local desarrollado por Fred Glover
que trata de evitar que la bu´squeda se quede bloqueada en o´ptimos locales no llegan-
do a encontrar soluciones pro´ximas a la o´ptima. Para ello, hace uso de estructuras
de memoria que pueden ser a corto (denominado lista tabu´) o largo plazo permitien-
do moverse a soluciones que sean peores que la actual para poder escapar de esos
o´ptimos locales.
Colonia de hormigas: Al igual que los algoritmos gene´ticos se basa en imitar los
procesos naturales.
Si se tiene un conjunto de n hormigas que salen del hormiguero, cada una de ellas
hace su propio recorrido marcando cua´l es el camino seguido mediante el rastro de
feronomas que dejan. Como a medida que pasa el tiempo el rastro de feromonas
se evapora, los caminos que son ma´s largos tienen menos probabilidades de ser se-
guidos, pues en ellos, se reduce la fuerza de atraccio´n que mueve a las hormigas
en su eleccio´n. Este proceso de evaporacio´n es u´til ya que permite que se detenga
convergiendo en o´ptimos locales. Por ello, cuando se encuentra un camino que es
bueno, esto es, de menor distancia hay ma´s posibilidades de que sea elegido y seguido.
Este hecho fue considerado para aplicarlo a la resolucio´n del TSP buscando encon-
trar en un grafo completo el camino hamiltoniano de menor coste. En este caso, el
agente que se mueve entre las ciudades juega el papel de la hormiga.
Simulated Annealing: Dicho me´todo fue descrito de manera independiente por
Scott Kirkpatrick, C. Daniel Gelatt y Mario P. Vecchi, as´ı como por Vlado Cˇerny´
en los an˜os 80 y esta´ relacionado con el campo de la termodina´mica.
Es un me´todo simple y muy usado debido a su gran potencial para buscar soluciones
pro´ximas a la o´ptima en problemas generales de optimizacio´n combinatoria.
No consume mucha memoria, produce muy buenos resultados para problemas de
taman˜o grande y tiene la ventaja de que no se bloquea en o´ptimos locales, ya que
permite considerar soluciones peores a la actual sobretodo en las primeras etapas.
Este trabajo se centra en el estudio de dicho algoritmo por lo que las explicaciones
detalladas se muestran en el Cap´ıtulo 2.
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Cap´ıtulo 2
Algoritmo Simulated Annealing
Este apartado del trabajo tiene como objetivo dar una descripcio´n del algoritmo
Simulated Annealing, as´ı como establecer los resultados necesarios para probar su
convergencia hacia el conjunto de soluciones o´ptimas de una funcio´n objetivo dada.
Para ello, en la primera seccio´n se establece de manera formal en que´ consiste di-
cho algoritmo. Una vez descrito el algoritmo, en la siguiente seccio´n se comienza
introduciendo las definiciones y resultados previos para probar la convergencia del
mismo, y posteriormente, se prueba dicha convergencia. Para finalizar el presente
cap´ıtulo, se consideran varias alternativas de eleccio´n de los para´metros que forman
parte del algoritmo, de manera que la convergencia se realice en tiempo finito.
2.1. Descripcio´n formal del algoritmo
El algoritmo Simulated Annealing es una heur´ıstica que tiene como propo´sito en-
contrar un valor lo ma´s pro´ximo posible al valor o´ptimo de una funcio´n objetivo
determinada. Por lo tanto, se trata de un me´todo de optimizacio´n global que tiene
la ventaja de resolver problemas de optimizacio´n gene´ricos de manera ra´pida y efi-
ciente en espacios de estados grandes.
A continuacio´n, se introduce la notacio´n que se va a usar para describir el algoritmo:
S = {soluciones posibles del problema a optimizar}, siendo finito y denominado
espacio de soluciones.
f : Es la funcio´n objetivo a optimizar, que va del espacio de soluciones posibles a la
recta real, esto es,
f : S −→ R
(S, f): Es un par que simboliza una determinada instancia del problema de optimiza-
cio´n combinatoria. Para cada solucio´n o estado i ∈ S se considera el conjunto Si ⊆ S
como el conjunto de las soluciones pro´ximas a i, esto es, el entorno o estructura de
vecinos de i. Se tiene que j ∈ Si ⇔ i ∈ Sj.
Sopt = {soluciones o´ptimas del problema a optimizar}.
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fopt: Es el valor de la funcio´n objetivo en una solucio´n o´ptima del problema de
optimizacio´n. Por ejemplo, para el caso del problema del viajante se debe buscar
iopt ∈ Sopt tal que f(iopt) ≤ f(i), ∀ i ∈ S (pues se trata de un problema de minimi-
zacio´n), donde iopt es una solucio´n global o´ptima de dicho problema.
ck: Es el valor del para´metro de control en la iteracio´n k o paso k-e´simo.
Lk: Es el nu´mero de transiciones o movimientos a realizar en la iteracio´n k o paso
k-e´simo.
Definicio´n 2.1. Una transicio´n es un proceso formado por dos etapas donde, en
la primera se aplica un mecanismo para generar una solucio´n o estado sucesor del
actual, y tras ello, se aplica el criterio de aceptacio´n (Definicio´n 2.2) para ver si se
sigue con la solucio´n o estado actual, o se elige el sucesor.
Una vez que se tienen los estados, el espacio de soluciones, la funcio´n objetivo, etc.
es necesario determinar co´mo se va a llevar a cabo el proceso de aceptacio´n de los
diferentes estados. Dicho proceso sigue el siguiente criterio.
Definicio´n 2.2 (Criterio de aceptacio´n). Sea (S, f) una instancia de un proble-
ma de optimizacio´n combinatoria y sean i, j ∈ S dos soluciones con valores o costes
asociados f(i), f(j) respectivamente.
Se define el criterio de aceptacio´n para pasar del estado i al estado j mediante la
siguiente probabilidad:
Pc (aceptar j) =
{
1 si f(j) ≤ f(i)
exp
(
f(i)−f(j)
c
)
si f(j) > f(i)
, (2.1)
donde c ∈ R+ es denominado el para´metro de control.
Es importante sen˜alar que, a la hora de determinar la convergencia o no del algorit-
mo en las secciones siguientes, el comportamiento de dicho para´metro c va a tener
gran importancia.
Una vez que ya se tienen todos los conceptos y criterios anteriores, se describe el
proceso seguido para llevar a cabo el algoritmo Simulated Annealing.
Dada (S, f) una instancia de un problema de optimizacio´n combinatoria, para en-
contrar un valor pro´ximo al valor o´ptimo de la funcio´n objetivo f , se siguen los
siguientes pasos:
1. Se inicializa el estado inicial iinicial, el valor inicial del para´metro de control c0, as´ı
como el nu´mero de transiciones o movimientos a realizar en la iteracio´n inicial,
denotado por L0.
2. Se fija k = 0, i = iinicial.
3. Se repite lo siguiente hasta que se cumpla el criterio de parada fijado:
a. Para l = 1, ..., Lk.
20
2.1. Descripcio´n formal del algoritmo
a.1. Se genera un nuevo estado j ∈ Si.
a.2. Si f(j) ≤ f(i) =⇒ i = j
Si f(j) > f(i) y exp
(
f(i)−f(j)
ck
)
> random[0, 1) =⇒ i = j
b. k = k + 1.
c. Se calcula el valor Lk.
d. Se calcula el valor ck.
Se tiene que random[0, 1) es una variable aleatoria uniforme en [0, 1), el paso a.1 es
el mecanismo de generacio´n de nuevos estados (se eligen estados dentro del entorno
del estado actual) y el paso a.2 es el mecanismo llevado a cabo para aceptar o no
dichos estados generados.
El criterio de parada usado para finalizar dicho proceso, puede venir dado fijando
un nu´mero ma´ximo de iteraciones posibles a realizar, o bien cuando tras un nu´mero
de iteraciones, no se consigue mejorar el estado o solucio´n actual.
Por lo tanto, dicho algoritmo se trata de una heur´ıstica de bu´squeda local que per-
mite llevar a cabo movimientos que lleven del estado actual a otros peores durante el
inicio del proceso, y a medida que desciende de forma gradual el valor del para´metro
de control c, dicha probabilidad se reduce para evitar alejarse del valor o´ptimo de
la funcio´n objetivo.
El intere´s de permitir aceptar estados peores que el actual en las primeras etapas,
es lo que permite al algoritmo escapar de o´ptimos locales, permitiendo as´ı explorar
todo el espacio de estados S. Adema´s, si la disminucio´n de c se realiza lentamente, se
puede garantizar que el algoritmo encuentra el o´ptimo global con una probabilidad
cercana a 1.
Como consecuencia de ello, supone una mejora con respecto a otros algoritmos de
bu´squeda local, como es el caso del Hill Climbing. Este algoritmo presenta el incon-
veniente de quedarse bloqueado en o´ptimos locales por no permitir ir a soluciones
peores que la actual. En la Figura 2.1 se muestra dicho problema, ya que dicho
algoritmo, se quedar´ıa bloqueado en el mı´nimo local sin llegar al global.
Figura 2.1: Inconveniente de la bu´squeda local determinista
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2.2. Convergencia asinto´tica del algoritmo
Como ya se explico´ en la seccio´n anterior, el algoritmo Simulated Annealing, dado
un estado i ∈ S busca otro estado j ∈ Si, esto es, dentro del espacio de estados o
soluciones pro´ximas a la actual.
Por lo tanto, se puede observar que la generacio´n de un nuevo estado so´lo depende
del estado anterior. Como las cadenas de Markov sirven para modelizar las tran-
siciones que se llevan a cabo en un determinado sistema de estados, debido a su
analog´ıa con el proceso seguido por el Simulated Annealing, dicho algoritmo puede
describirse matema´ticamente usando cadenas de Markov.
As´ı, en esta seccio´n, se formaliza la convergencia asinto´tica del algoritmo al espa-
cio de soluciones globales, haciendo uso de cadenas de Markov. Para ello, durante la
primera parte se introduce la teor´ıa sobre cadenas de Markov desarrollada por Feller
y Seneta, y posteriormente, se estudia bajo que´ condiciones se da la convergencia
buscada. La convergencia de dicho algoritmo se comenzara´ probando usando cade-
nas de Markov homoge´neas, y tras ver que en la pra´ctica no es lo ma´s conveniente,
se probara´ usando cadenas de Markov no homoge´neas.
Para su desarrollo, se ha usado principalmente los libros de P.J.M. Van Laarhoven
y Emile Aarts [3] y Emile Aarts y Jan Korst [4].
2.2.1. Teor´ıa de cadenas de Markov
Definicio´n 2.3. Un proceso estoca´stico es una sucesio´n de observaciones
X1, X2,... (variables estoca´sticas) cuyos valores no se pueden predecir exactamente,
esto es, son aleatorios, pero sin embargo, s´ı es posible especificar las probabilidades
para los distintos posibles valores en cada instante determinado.
Definicio´n 2.4. Una cadena de Markov es un proceso estoca´stico en el que si se
conoce el estado actual Xn y los estados previos X1, ..., Xn−1 entonces la probabilidad
del estado futuro so´lo depende del actual, esto es,
P (Xn+1 = sn+1 | X1 = s1, ..., Xn = sn) = P(Xn+1 = sn+1 | Xn = sn), (2.2)
siendo si el valor en el estado i-e´simo.
Definicio´n 2.5. Se consideran las siguientes definiciones:
1. Un vector v = (v1, ..., vn, ...) es estoca´stico si cumple lo siguiente:
0 ≤ vi ≤ 1, ∀ i y
∑
i
vi = 1. (2.3)
2. Una matriz cuadrada, P, sera´ estoca´stica por filas si cumple lo siguiente:
0 ≤ Pij ≤ 1, ∀ i, j y
∑
j
Pij = 1, ∀ i, (2.4)
esto es, los elementos son no negativos y por cada fila suman 1, siendo Pij la
probabilidad de transicio´n del estado i al estado j.
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A cada cadena de Markov se la puede asignar una u´nica matriz de transicio´n cuya
dimensio´n dependera´ del nu´mero de estados considerados.
Dicha matriz de transicio´n es una matriz cuadrada y estoca´stica por filas, luego,
suponiendo una cadena de Markov de n estados, la matriz de transicio´n asociada
sera´ la siguiente:
P =

P11 P12 . . P1n
P21 P22 . . P2n
. . . . .
Pn1 Pn2 . . Pnn
 ∈Mn×n, cumpliendo las expresiones dadas en (2.4).
Para el caso del algoritmo Simulated Annealing, interesa conocer cual es la proba-
bilidad de transicio´n del estado i al j en el paso k-e´simo que se representa como:
Pij(k) = P(Xk = j | Xk−1 = i). (2.5)
Dichos valores determinan la matriz de transicio´n de estados P (k) que es una matriz
estoca´stica.
Notacio´n: Se denota la probabilidad de que ocurra el estado i en el k-e´simo paso
por:
ai(k) = P(Xk = i) =
∑
l
P(Xk−1 = l) · P(Xk = i | Xk−1 = l) =
∑
l
al(k − 1)Pli(k).
Definicio´n 2.6. Una cadena de Markov puede ser de distintos tipos:
Finita: So´lo existe un nu´mero finito k de estados posibles (en el caso del algorit-
mo Simulated Annealing el conjunto finito de posibles soluciones), y en cualquier
instante de tiempo, la cadena se encuentra en uno de ellos.
Homoge´nea: Es aquella en la que la probabilidad de ir del estado i al estado j en
un determinado paso, no depende del momento del tiempo en el cual se encuentre
la cadena, esto es,
P(Xn = j | Xn−1 = i) = P(X1 = j | X0 = i), ∀ n, i, j. (2.6)
No homoge´nea: Es aquella en la que ocurre lo contrario que en el caso anterior, esto
es, la probabilidad de ir del estado i al estado j en un determinado paso, depende
del mismo.
Definicio´n 2.7. Se considera f
(k)
ij la probabilidad de que empezando en el estado i
se vaya por primera vez al estado j en el k-e´simo paso, esto es,
f
(k)
ij = P(Xk = j,Xk−1 6= j, ..., X1 6= j | X0 = i).
Por convencio´n se considera que, f
(0)
ij = 0.
Adema´s, se tiene que (P k)ij =
∑k
m=1 f
(m)
ij (P
k−m)jj, lo cual se corresponde con la
probabilidad de volver al estado j en el paso k-e´simo, esto es, P k denota la matriz
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de transicio´n tras k pasos. Sus componentes son (P k)ij = P(Xk = j | X0 = i).
Tambie´n se considera por convencio´n que:
(P 0)ij =
{
0 si i 6= j
1 si i = j
Definicio´n 2.8. Se define fij =
∑∞
k=1 f
(k)
ij y µj =
∑∞
k=1 kf
(k)
jj , donde fij ≤ 1 es la
probabilidad de que el sistema vaya del estado i al estado j por lo menos una vez y
µj es el tiempo medio de recurrencia del estado j.
Nota: Se observa que la definicio´n de µj so´lo tiene sentido si fjj = 1.
Definicio´n 2.9. Se considera la siguiente clasificacio´n de estados:
Un estado j es persistente si fjj = 1, esto es, si despue´s de haber llegado al estado
j, el proceso definitivamente regresara´ a dicho estado. Por lo tanto, la probabilidad
de volver al estado j habiendo empezado en dicho estado es 1.
Un estado j es transitorio si fjj < 1, esto es, si despue´s de haber alcanzado dicho
estado el proceso nunca regresa a e´l, o lo que es lo mismo, so´lo es visitado un nu´mero
finito de veces. Por lo tanto, la probabilidad de volver al estado j habiendo comenzado
en e´l es menor que 1.
Un estado persistente j es nulo si µj =∞ (el nu´mero esperado de transiciones para
regresar a e´l es ∞) y persistente no nulo si µj < ∞ (se regresa a dicho estado en
un nu´mero finito de transiciones).
Lema 2.10 (Feller, 1950 [6]). A partir de las definiciones anteriores se tienen los
siguientes resultados:
a) Un estado j es transitorio ⇐⇒ ∑∞k=0(P k)jj < ∞. Adema´s, en dicho caso, se
tiene que
∑∞
k=1(P
k)ij <∞, ∀ i ∈ S.
b) Un estado j es persistente nulo ⇐⇒ ∑∞k=0(P k)jj = ∞, pero (P k)jj k→∞−→ 0.
Adema´s, en dicho caso, se tiene que (P k)ij
k→∞−→ 0, ∀ i ∈ S.
Como ya se ha comentado, en el algoritmo Simulated Annealing se va decrementando
el valor del para´metro de control c. En funcio´n del tipo de cadena de Markov usada
(homoge´nea o no homoge´nea) y de co´mo se lleve a cabo dicho decremento de c, se
puede probar la convergencia asinto´tica del algoritmo de dos formas diferentes:
1a forma: Consiste en modelizar el algoritmo usando una secuencia infinita de
cadenas de Markov homoge´neas, donde cada una de ellas es generada consideran-
do un valor de c fijo que se decrementa al cambiar a otra cadena de la secuencia
(c1 > ... > ck−1 > ck > ..., donde ci es el para´metro de control correspondiente a la
cadena i-e´sima). Adema´s, conviene mencionar que se va a considerar una cadena de
Markov diferente para cada paso del algoritmo, esto es, se asociara´ a cada paso del
mismo una determinada cadena de Markov.
Aunque dicha modelizacio´n es sencilla, al no poderse realizar en la pra´ctica, se
considera una 2a forma.
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2a forma: Consiste en modelizar el algoritmo usando una u´nica cadena de Markov
no homoge´nea donde el valor del para´metro de control c se decrementa en cada paso
o transicio´n de la misma.
Definicio´n 2.11. Dada (S, f) una instancia de un problema de optimizacio´n com-
binatoria, las componentes de la matriz de transicio´n de probabilidades P (ck) para
el algoritmo Simulated Annealing vienen dadas por:
Pij(k) = Pij(ck) =
{
GijAij(ck) si i 6= j
1−∑l∈S,l 6=i Pil(ck) si i = j ∀ i, j ∈ S, (2.7)
donde G es la matriz de generacio´n de probabilidades y A(ck) la matriz de aceptacio´n.
Las componentes de la matriz de G vienen definidas como:
Gij =
1
Θ
χSi(j), ∀ i, j ∈ S, siendo χSi(j) =
{
1 si j ∈ Si
0 si j 6∈ Si (2.8)
y Θ = |Si|, ∀ i ∈ S, esto es, los elementos de la matriz de generacio´n de estados
son independientes del para´metro de control ck y uniformes sobre los elementos de
su entorno. Adema´s se supone que para todos ellos, el entorno considerado es del
mismo taman˜o, por ello, Θ = |Si|, ∀ i ∈ S.
Por otro lado las componentes de A(ck) vienen definidas por:
Aij(ck) = exp
(−(f(j)− f(i))+
ck
)
, ∀ i, j ∈ S, (2.9)
donde ∀ a ∈ R, a+ = a si a > 0 y 0 en otro caso.
Adema´s, de (2.7), (2.8) y (2.9) se obtiene que, tanto la matriz de probabilidades
P (ck) como la matriz de generacio´n de probabilidades G son matrices estoca´sticas,
mientras que la matriz de aceptacio´n de probabilidades A(ck) no lo es.
El objetivo perseguido, es probar la convergencia asinto´tica del algoritmo hacia el
conjunto de soluciones o´ptimas Sopt de una funcio´n objetivo dada f (bajo un cierto
comportamiento asinto´tico del para´metro de control ck), esto es:
l´ım
k→∞
P(Xk ∈ Sopt) = 1. (2.10)
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2.2.2. Convergencia usando cadenas homoge´neas
Como ya se comento´ en el apartado 2.2.1, el algoritmo Simulated Annealing puede
modelarse de manera matema´tica usando la teor´ıa de cadenas de Markov.
Este apartado se centra en probar su convergencia modeliza´ndolo mediante una se-
cuencia infinita de cadenas de Markov homoge´neas.
Considerando dicha modelizacio´n, se obtendra´ la expresio´n dada en (2.10), esto es,
la convergencia asinto´tica del algoritmo. Para probar dicha convergencia, se vera´ que
es muy importante, la existencia de una distribucio´n estacionaria u´nica para cadena
de Markov considerada en la representacio´n del comportamiento de dicho algoritmo.
Adema´s, se tendra´ que para que exista, deben cumplirse una serie de condiciones:
cada cadena de Markov de la secuencia considerada ha de tener longitud infinita,
las matrices de generacio´n de probabilidades y de aceptacio´n definidas en (2.8) y
(2.9) deben satisfacer ciertas condiciones y l´ımk→∞ ck = 0, siendo ck el valor del
para´metro de control correspondiente a la cadena k-e´sima de Markov de la secuen-
cia considerada, esto es, la correspondiente al paso k-e´simo del algoritmo.
Como las cadenas de Markov consideradas son homoge´neas, el valor del para´metro
de control para cada una de ellas, tiene que ser constante.
Por lo tanto, al ser constante para cada cadena de Markov de la secuencia consi-
derada, se tiene que, por ejemplo para la cadena k-e´sima, ck = c y que adema´s, la
matriz de transicio´n asociada a la misma sera´ P = P (c) cuyas componentes vendra´n
dadas por:
Pij(c) =
{
GijAij(c) si i 6= j
1−∑l∈S,l 6=i Pil(c) si i = j ∀ i, j ∈ S.
A continuacio´n, se realiza dicho estudio. Primero se establecen una serie de defini-
ciones y resultados previos, y posteriormente, se prueba dicha convergencia.
Definicio´n 2.12 (Feller, 1950 [6]). La distribucio´n estacionaria correspondiente
a una cadena de Markov finita y homoge´nea con matriz de transicio´n P viene dada
por el vector q cuya componente i-e´sima es de la forma:
qi = l´ım
k→∞
P(Xk = i | X0 = j), ∀ j ∈ S. (2.11)
Por lo tanto, si existe dicha distribucio´n estacionaria q, se correspondera´ con la dis-
tribucio´n de probabilidades sobre el espacio de soluciones S tras un nu´mero infinito
de pasos (transiciones), ya que:
l´ım
k→∞
ai(k) = l´ım
k→∞
P(Xk = i) = l´ım
k→∞
∑
j∈S
P(Xk = i | X0 = j) · P(X0 = j)
= qi
∑
j∈S
P(X0 = j) = qi.
Adema´s, considerando el vector inicial de la distribucio´n de probabilidades
a(0) = (ai(0)) donde i ∈ S, se tiene que q es un autovector por la izquierda de la
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matriz de transicio´n P con autovalor asociado 1:
qT = l´ım
k→∞
a(0)T
k∏
n=1
P (n) = l´ım
k→∞
a(0)TP k = l´ım
k→∞
a(0)TP k−1P
= l´ım
n→∞
a(0)TP nP = qTP.
(2.12)
En la u´ltima igualdad de (2.12) se ha usado la propiedad de que la distribucio´n de
probabilidades inicial a(0) y las potencias de la matriz de transicio´n P determinan
la distribucio´n de las variables de la cadena de Markov. Adema´s, este hecho prueba
que q es el vector asociado a la distribucio´n estacionaria para la cadena de Markov.
Para el caso del algoritmo Simulated Annealing dado que la matriz P depende de
c, q tambie´n lo hara´, esto es, se tendra´ que q = q(c). Ahora, se muestran una serie
de resultados que son necesarios para poder probar la existencia de una distribu-
cio´n estacionaria para cadena de Markov homoge´nea considerada, y con ello, poder
concluir la convergencia asinto´tica del Simulated Annealing.
Definicio´n 2.13. Una cadena de Markov con matriz de transicio´n P es irreducible
si para cada par de estados i, j ∈ S hay una probabilidad positiva de ir de i a j en
un nu´mero finito de pasos, esto es,
∀ i, j ∈ S,∃ n : 1 ≤ n <∞ tal que (P n)ij > 0. (2.13)
Definicio´n 2.14. Una cadena de Markov con matriz de transicio´n P es aperio´dica
si todos sus estados son perio´dicos de periodo 1, esto es,
∀ i ∈ S, mcd(Di) = 1 donde Di = {n ∈ N+ : (P n)ii > 0}, (2.14)
siendo mcd(Di) el ma´ximo comu´n divisor de Di que se conoce como periodo de la
solucio´n o estado i.
Lema 2.15. Una cadena de Markov irreducible con matriz de transicio´n P es ape-
rio´dica si ∃ j ∈ S : Pjj > 0.
Demostracio´n: Se sabe por la Definicio´n 2.13 que:
∀ i, j ∈ S,∃ k, l : 1 ≤ k, l <∞ tal que (P k)ij > 0, (P l)ji > 0.
Por lo tanto, si n = k+ l, (P n)ii ≥ (P k)ij(P l)ji > 0 y (P n+1)ii ≥ (P k)ijPjj(P l)ji > 0
ya que por hipo´tesis ∃ j ∈ S : Pjj > 0. Entonces se tiene que n, n+ 1 ∈ Di y, como
1 ≤ mcd(Di) ≤ mcd(n, n+ 1) = 1 =⇒ mcd(Di) = 1.
Lema 2.16. Dado un estado j con periodo d entonces d es el ma´ximo comu´n divisor
del conjunto de enteros n para los que f
(n)
jj > 0.
Demostracio´n: Dado que (P s)jj =
∑s
m=1 f
(m)
jj (P
s−m)jj es claro que si s es el entero
ma´s pequen˜o para el que f
(s)
jj > 0, entonces tambie´n es el entero ma´s pequen˜o para el
que (P s)jj > 0. Sea d
′
N el ma´ximo comu´n divisor de los enteros positivos s ≤ n ≤ N
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para los que f
(n)
jj > 0 y d
′′
N el ma´ximo comu´n divisor para los que (P
n)jj > 0.
Se prueba por induccio´n sobre N :
Es claro que f
(s)
jj = (P
s)jj (debido a como fue definido s), por lo que d
′
s = d
′′
s .
Ahora, se supone que d
′
N = d
′′
N y se debe ver que d
′
N+1 = d
′′
N+1:
(PN+1)jj =
N+1∑
m=1
f
(m)
jj (P
N+1−m)jj =
N∑
m=1
f
(m)
jj (P
N+1−m)jj + f
(N+1)
jj
· Si f (N+1)jj , (PN+1)jj > 0 =⇒ d′N+1 = d′′N+1.
· Si f (N+1)jj , (PN+1)jj = 0 =⇒ d′N+1 = d′′N+1
· Si f (N+1)jj = 0 y (PN+1)jj > 0 =⇒ ∃ m, 1 ≤ m ≤ N : f (m)jj (PN+1−m)jj > 0,
luego d
′
N divide a m y d
′′
N divide a N +1−m. As´ı que, tanto d′N como d′′N dividen
a N + 1, ya que d
′
N = d
′′
N . Como consecuencia, d
′
N+1 = d
′
N = d
′′
N = d
′′
N+1.
Lema 2.17. Dado un nu´mero finito de enteros positivos ns con 1 ≤ s ≤ t y d
el ma´ximo comu´n divisor de ellos, entonces existe un N tal que ∀ n ≥ N existen
enteros positivos cs con 1 ≤ s ≤ t satisfaciendo que:
nd =
t∑
s=1
csns.
Demostracio´n: Fijados los elementos ns con 1 ≤ s ≤ t, entonces el conjunto de
elementos c1n1 + ... + ctnt con cs ≥ 0, ∀ s es un semigrupo generado por dichos
elementos, el cual se denota por < n1, ..., nt >.
Adema´s, sera´ un semigrupo nume´rico o de complemento finito si su complementario
en N es finito, esto es, si ∃ N : ∀ n ≥ N, n ∈ < n1, ..., nt >.
Por el Lema 2.1 del libro de Rosales y Garc´ıa-Sa´nchez [12], se sabe que < n1, ..., nt >
es un semigrupo nume´rico si y solo si mcd({n1, ..., nt}) = 1.
Por lo tanto, considerando ms =
ns
d
y < m1, ...,mt > semigrupo nume´rico, se sabe
que ∃ n ≥ N : n ∈ < m1, ...,mt >. Luego, existen c1, ..., ct con cs ≥ 0, ∀ s tal que
n = c1m1 + ...+ csms =
1
d
(c1n1 + ...+ ctnt) =⇒ nd =
∑t
s=1 csns.
Lema 2.18 (Kai Lai Chung [11]). Si el estado j es persistente no nulo y ape-
rio´dico, (P k)jj
k→∞−→ 1
µj
.
Demostracio´n: Sea ∀ k ≥ 0, rk =
∑∞
l=k+1 f
(l)
jj . Luego, por ser j un estado persistente
es claro que r0 =
∑∞
l=1 f
(l)
jj = 1 y
∑∞
k=0 rk =
∑∞
l=1 lf
(l)
jj = µj.
Como rl − rl−1 = −f (l)jj se tiene que:
(P k)jj =
k∑
l=1
f
(l)
jj (P
k−l)jj = −
k∑
l=1
(rl − rl−1)(P k−l)jj
=⇒
k∑
l=0
rl(P
k−l)jj =
k−1∑
l=0
rl(P
k−1−l)jj
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En consecuencia, ∀ k ≥ 0, la suma anterior vale siempre lo mismo con independencia
del nu´mero de sumandos. Adema´s, como r0(P
0)jj = 1,
k=0∑
l=0
rl(P
k−l)jj = r0(P 0)jj = 1.
Por lo tanto, al ser dicha suma independiente de k y valer 1 para k = 0, se deduce
que:
∀ k ≥ 0 ,
k∑
l=0
rl(P
k−l)jj = 1. (2.15)
Dado λ = l´ım supk→∞(P
k)jj, existe una subsucesio´n {kn} de manera que
l´ımn→∞(P kn)jj = λ. Sea s tal que f
(s)
jj > 0:
λ = l´ım inf
n→∞
(P kn)jj = l´ım inf
n→∞
(
f
(s)
jj (P
kn−s)jj +
kn∑
l=1,l 6=s
f
(l)
jj (P
kn−l)jj
)
≤ f (s)jj l´ım inf
n→∞
(P kn−s)jj +
∞∑
l=1,l 6=s
f
(l)
jj l´ım sup
n→∞
(P kn−l)jj
≤ f (s)jj l´ım inf
n→∞
(P kn−s)jj + (1− f (s)jj )λ
Luego l´ım infn→∞(P kn−s)jj ≥ λ, y por la propia definicio´n de λ se tiene que
l´ımn→∞(P kn−s)jj = λ.
Este resultado es cierto ∀ s tal que f (s)jj > 0 y cada subsucesio´n {kn} para la que
l´ımn→∞(P kn)jj = λ. Por ello, aplicando el resultado anterior un nu´mero finito de
veces, se concluye que:
l´ım
n→∞
(P kn−t)jj = λ, ∀ t de la forma
l∑
m=1
cmsm, donde cm, sm ∈ N+
y tal que f
(sm)
jj > 0, 1 ≤ m ≤ l.
Por el Lema 2.16, existen sm con 1 ≤ m ≤ l y f (sm)jj > 0 tal que su ma´ximo comu´n
divisor es d = 1 ya que el estado j es aperio´dico.
Por el Lema 2.17 de Teor´ıa de Nu´meros, ∃ s0 : ∀ s ≥ s0, ∃ cm ≥ 0 con 1 ≤ m ≤ l
de manera que s =
∑l
m=1 cmsm. Luego ∀ s ≥ s0, l´ımn→∞(P kn−s)jj = λ.
Si se toma k = kn − s0 en (2.15), se obtiene que:
kn−s0∑
l=0
rl(P
kn−s0−l)jj = 1
n→∞−→ λ
∞∑
l=0
rl = 1 =⇒ λ = 1∑∞
l=0 rl
=
1
µj
Luego se puede concluir que l´ım supk→∞(P
k)jj =
1
µj
y por analog´ıa se tiene que
l´ım infk→∞(P k)jj = 1µj . Como consecuencia, l´ımk→∞(P
k)jj =
1
µj
.
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Lema 2.19. Todos los estados de una cadena de Markov irreducible son del mismo
tipo.
Demostracio´n: Sean j, k dos estados arbitrarios de una cadena de Markov irre-
ducible. Por ser dicha cadena irreducible se sabe que existen r, s ∈ N+ tal que
(P r)jk = α > 0 y (P
s)kj = β > 0. Luego se tiene que:
(P n+r+s)jj ≥ (P r)jk(P n)kk(P s)kj = αβ(P n)kk, j, k, r, s fijos y n arbitrario.
Si j es transitorio, por el Lema 2.10 se sabe que
∑∞
n=0(P
n+r+s)jj <∞, luego es una
serie convergente, y por lo tanto,
∑∞
n=0(P
n)kk <∞, esto es, k es transitorio.
Si j es persistente nulo, por el Lema 2.10 se sabe que (P n)jj
n→∞−→ 0, y tambie´n se
tendra´ que (P n)kk
n→∞−→ 0, luego k sera´ persistente nulo. Igual para el caso no nulo.
Si j es aperio´dico, entonces su periodo es 1, esto es, mcd(Dj) = 1. En consecuencia,
Pjj > 0, y por el Lema 2.15, dicha cadena de Markov es aperio´dica, luego todos sus
estados son aperio´dicos, y en particular, k lo es.
Todo esto es igualmente va´lido si se intercambian los papeles de j y k.
Lema 2.20. Dado un estado j persistente, existe un u´nico conjunto cerrado irre-
ducible C que contiene a j y tal que para cada par de estados i, k ∈ C, fik = 1 y
fki = 1.
Demostracio´n: Sea k un estado alcanzable desde j y sea α la probabilidad de llegar
a k desde j, sin poder ir a j desde k. Luego, una vez alcanzado el estado k, la
probabilidad de no volver nunca a j es 1− fkj. Por lo tanto, la probabilidad de que
empezando en el estado j nunca se regrese a dicho estado es al menos α(1 − fkj).
Dado que j es un estado persistente, la probabilidad de no retorno es 0, por lo que
fkj = 1, ∀ estado k alcanzable desde j.
Sea C el conjunto de todos los estados a los cuales se puede llegar desde el estado j
e i, k ∈ C. Al igual que vimos que se puede llegar a j desde k, tambie´n es posible
llegar a i desde k. Por lo tanto, cada estado en C puede ser alcanzado desde otro
estado en C, esto es, C es irreducible. Como j es persistente todos los estados en
C lo son (Lema 2.19), luego cambiando el papel de j por i en el argumento del
principio se tiene que fki = 1, ∀ estado k alcanzable desde i.
Como consecuencia del lema anterior, deducimos que ningu´n estado transitorio pue-
de alcanzarse desde un estado persistente.
Lema 2.21. Si una cadena de Markov es finita entonces no existen estados nulos y
es imposible que todos sus estados sean transitorios.
Demostracio´n: Dada la matriz de transicio´n P k, se sabe que es estoca´stica por filas,
luego es imposible que (P k)ij
k→∞−→ 0, ∀ i, j ∈ S (condicio´n necesaria de convergen-
cia) ya que, por ser finita, tiene un nu´mero fijo de elementos. Por lo tanto, todos los
estados no pueden ser transitorios.
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Por otro lado un estado persistente va a pertenecer a un conjunto C irreducible
(Lema 2.20), y por lo tanto, todos sus estados han de ser del mismo tipo (Lema
2.19). Como C tiene al menos un estado persistente no nulo, no puede tener ningu´n
estado nulo.
Por lo tanto, del lema anterior se deduce que todos los estados de una cadena de
Markov finita son persistentes no nulos.
Teorema 2.22 (Feller, 1950 [6]). Sea P la matriz de transicio´n de una cadena de
Markov finita y homoge´nea. Entonces existe la distribucio´n estacionaria q asociada
a dicha cadena si esta es irreducible y aperio´dica. Adema´s sus componentes esta´n
definidas de manera u´nica por:
qi =
∑
j
qjPji, ∀ i ∈ S (Ecuacio´n de balance general), (2.16)
donde
∑
i∈S qi = 1 con qi ≥ 0.
Nota: Se puede observar que dicho vector q cumple la expresio´n dada en (2.12).
Demostracio´n: Para poder realizar la demostracio´n lo primero que hay que ver es
que, por ser la cadena de Markov irreducible y aperio´dica, dado i ∈ S, ∀ j ∈ S
existe qi = l´ımk→∞ P(Xk = i | X0 = j).
Por ser la cadena de Markov finita, del Lema 2.21, se puede considerar un estado j
persistente no nulo, tal que fij =
∑∞
m=1 f
(m)
ij = 1 (Lema 2.20).
Adema´s como (P k)ij =
∑k
m=1 f
(m)
ij (P
k−m)jj se tiene que,
(P k)ij ≤
N∑
m=1
f
(m)
ij (P
k−m)jj +
k∑
m=N+1
f
(m)
ij ≤
N∑
m=1
f
(m)
ij (P
k−m)jj +
∞∑
m=N+1
f
(m)
ij
Por lo tanto, sabiendo por el Lema 2.18 que l´ımk→∞(P k)jj = 1µj ,
l´ım sup
k→∞
(P k)ij ≤ 1
µj
N∑
m=1
f
(m)
ij +
∞∑
m=N+1
f
(m)
ij , cuando N →∞, l´ım sup
k→∞
(P k)ij ≤ 1
µj
Por otro lado, se toma N < k tal que
∑N
k=1 f
(k)
ij > 1− . Entonces,
(P k)ij ≥
N∑
m=1
f
(m)
ij (P
k−m)jj ≥ mı´n
k−N≤m≤k−1
(Pm)jj(1− ) =⇒ l´ım inf
k→∞
(P k)ij ≥ 1
µj
Finalmente se tiene que:
l´ım sup
k→∞
(P k)ij ≤ 1
µj
≤ l´ım inf
k→∞
(P k)ij =⇒ qi = l´ım
k→∞
(P k)ij =
1
µj
<∞
por ser j persistente no nulo.
Tras ello queda probar que la distribucio´n q con componentes qi es estacionaria, as´ı
como la unicidad de la misma. Se realiza en varias partes:
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Primero se debe ver que
∑
i∈S qi = 1: Sea j ∈ S fijo, se sabe que para todo k ∈ N∑
i∈S
P(Xk = i | X0 = j) = 1 =⇒ l´ım
k→∞
(∑
i∈S
P(Xk = i | X0 = j)
)
= 1
Por ser S un conjunto finito, se tiene que:
1 = l´ım
k→∞
(∑
i∈S
P(Xk = i | X0 = j)
)
=
∑
i∈S
(
l´ım
k→∞
P(Xk = i | X0 = j)
)
=
∑
i∈S
qi
Ahora se debe ver que qi =
∑
j qjPji, ∀ i ∈ S: Sea i ∈ S y l ∈ S un estado arbitrario,
se tiene que:∑
j∈S
qjPji =
∑
j∈S
(
l´ım
k→∞
P(Xk = j | X0 = l) · P(X1 = i | X0 = j)
)
= l´ım
k→∞
(∑
j∈S
P(Xk = j | X0 = l) · P(X1 = i | X0 = j)
)
= l´ım
k→∞
(∑
j∈S
P(Xk = j | X0 = l) · P(Xk+1 = i | Xk = j)
)
= l´ım
k→∞
(∑
j∈S
P(Xk+1 = i | Xk = j) · P(Xk = j | X0 = l)
)
= l´ım
k→∞
P(Xk+1 = i | X0 = l) = l´ım
m→∞
P(Xm = i | X0 = l) = qi
Finalmente falta probar la unicidad de la distribucio´n: Para ello se supone que existe
otra distribucio´n estacionaria q˜ y se debe ver que q˜ = q. Para ello bastara´ ver que
∀ i ∈ S, qi = q˜i. Sea i ∈ S, luego:
q˜i =
∑
j∈S
q˜jPji =
∑
j∈S
(∑
l∈S
q˜lPlj
)
Pji =
∑
l∈S
q˜l
(∑
j∈S
PljPji
)
=
∑
l∈S
q˜lP
2
li
Por lo tanto, ∀ k ≥ 1, q˜i =
∑
j∈S q˜jP
k
ji =
∑
j∈S q˜j P(Xk = i | X0 = j).
Ahora tomando el l´ımite cuando k →∞ se tiene que:
q˜i = l´ım
k→∞
(∑
j∈S
q˜j P(Xk = i | X0 = j)
)
=
∑
j∈S
q˜j
(
l´ım
k→∞
P(Xk = i | X0 = j)
)
=
∑
j∈S
q˜jqi = qi
∑
j∈S
q˜j = qi, ∀ i ∈ S.
Lema 2.23. Sea P la matriz de transicio´n de una cadena de Markov homoge´nea y
finita, siendo irreducible y aperio´dica. Consideremos la distribucio´n de probabilidades
q sobre el espacio de estados S, cuyas componentes verifican lo siguiente:
qiPij = qjPji, ∀ i, j ∈ S (Ecuacio´n de balance detallado). (2.17)
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Entonces se tiene que q es la distribucio´n estacionaria asociada a dicha cadena de
Markov.
Demostracio´n: Por ser la cadena de Markov irreducible y aperio´dica, se sabe que
existe la distribucio´n estacionaria asociada a dicha cadena.
Se debe probar si es la dada en el lema: Para ello, se debe garantizar que la distri-
bucio´n q dada, verifica la expresio´n (2.16).
Se sabe que: ∀ i, j ∈ S, qiPij = qjPji, luego sumando en j ∈ S en ambos lados de la
igualdad, se obtiene que:∑
j∈S
qiPij =
∑
j∈S
qjPji
P estoca´stica
=⇒ qi =
∑
j∈S
qjPji,
y por lo tanto, se tiene que q es la distribucio´n estacionaria asociada a la cadena de
Markov dada con matriz de transicio´n P , y adema´s, es u´nica.
Como consecuencia del Lema 2.23, se deduce que para una cadena de Markov ho-
moge´nea y finita con matriz de transicio´n P , existira´ una distribucio´n estacionaria
q u´nica, siempre que sus componentes verifiquen la expresio´n (2.17) y la cadena de
Markov sea irreducible y aperio´dica.
Nota 2.24. Se denota por q∗ a una distribucio´n de probabilidades sobre el espacio
de soluciones S cuyas componentes vienen dadas por:
q∗i (c) =
1
N0(c)
exp
(−f(i)
c
)
, ∀ i ∈ S donde N0(c) =
∑
j∈S
exp
(−f(j)
c
)
, (2.18)
donde i ∈ S y N0(c) es una constante de normalizacio´n.
Antes de realizar la demostracio´n del teorema que nos garantizara´ la convergencia
del algoritmo hacia el espacio de soluciones o´ptimas Sopt, se van a definir y demostrar
una serie de resultados que nos van a hacer falta. Estos resultados, nos van a permitir
probar ciertas propiedades de la distribucio´n dada en la Nota 2.24.
Corolario 2.25. Dada (S, f) una instancia de un problema de optimizacio´n com-
binatoria y una adecuada estructura de estados vecinos. Dada la distribucio´n de
probabilidades q∗ de la Nota 2.24, se tiene que:
q∗∗i
def
= l´ım
c→0
q∗i (c) =
1
|Sopt|χSopt(i) donde χSopt(i) =
{
1 si i ∈ Sopt
0 si i 6∈ Sopt . (2.19)
Demostracio´n: Se sabe que
l´ım
c→0
e
a
c =
{
1 si a = 0
0 si a < 0
,
lo cual, va a ser usado a lo largo de la demostracio´n.
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l´ım
c→0
q∗i (c) = l´ım
c→0
exp
(
−f(i)
c
)
∑
j∈S exp
(
−f(j)
c
) (1)= l´ım
c→0
exp
(
fopt−f(i)
c
)
∑
j∈S exp
(
fopt−f(j)
c
)
(2)
= l´ım
c→0
χSopt(i)∑
j∈S exp
(
fopt−f(j)
c
) + l´ım
c→0
exp
(
fopt−f(i)
c
)
∑
j∈S exp
(
fopt−f(j)
c
) χS\Sopt(i) (3)= χSopt(i)|Sopt| .
Para resolver el l´ımite, en el paso 1 se multiplica arriba y abajo por e
fopt
c , y en el
paso 2, se separa el l´ımite resultante en dos segu´n si i ∈ Sopt o no.
Tras el paso (2) se obtiene que:
· El primer te´rmino sera´ no nulo cuando i ∈ Sopt, y en ese caso, se tiene que si
j ∈ Sopt entonces la exponencial vale 1, y en caso contrario, como fopt − f(j) < 0
dicho l´ımite valdra´ 0. Entonces el denominador del primer te´rmino valdra´ |Sopt|.
· Por otro lado, el segundo te´rmino de la expresio´n sera´ no nulo si i 6∈ Sopt, pero en
ese caso, fopt − f(i) < 0, as´ı que el l´ımite de la exponencial vale 0, y como el del
denominador es finito, dicho l´ımite es nulo.
Por lo tanto, la suma de los l´ımites sera´ la expresio´n que queda en el paso 3, finali-
zando as´ı la demostracio´n.
El resultado que se obtiene del corolario anterior tiene mucha importancia, ya que
cuando el valor de c decrece a 0, la distribucio´n q∗ definida en la Nota 2.24 se com-
porta de manera adecuada. Este comportamiento se debe a que dicha distribucio´n
en el l´ımite es uniforme sobre el conjunto de soluciones o´ptimas Sopt y, por ser un
conjunto finito, se podra´ obtener la expresio´n dada en (2.10). Por lo tanto, el objetivo
perseguido sera´ probar que dicha distribucio´n es la estacionaria asociada a una ca-
dena de Markov finita y homoge´nea, ya que as´ı, se podra´ deducir la convergencia del
algoritmo hacia el conjunto de soluciones o´ptimas Sopt de una determinada funcio´n f .
Para ello, antes es necesario enunciar y probar una serie de resultados adicionales.
Definicio´n 2.26. Se define el coste esperado Ec(f), el coste cuadra´tico esperado
Ec(f
2), la varianza de coste V arc(f) y la entrop´ıa Sc considerando la distribucio´n
dada en la Nota 2.24 como:
Ec(f)
def
=
∑
i∈S
f(i)q∗i (c).
Ec(f
2)
def
=
∑
i∈S
f 2(i)q∗i (c).
V arc(f)
def
= σ2c = Ec(f
2)− Ec(f)2.
Sc
def
= −
∑
i∈S
q∗i (c) ln(q
∗
i (c)).
(2.20)
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Corolario 2.27. Dada la distribucio´n q∗i (c) se tienen los siguientes resultados:
a)
∂
∂c
Ec(f) =
σ2c
c2
y
∂
∂c
Sc =
σ2c
c3
.
b) l´ım
c→∞
Ec(f)
def
= E∞(f) =
1
|S|
∑
i∈S
f(i).
c) l´ım
c→0
Ec(f) = fopt.
d) l´ım
c→∞
Sc
def
= S∞ = ln |S|.
e) l´ım
c→0
Sc
def
= S0 = ln |Sopt|.
(2.21)
Demostracio´n:
a)
∂
∂c
N0(c) =
∂
∂c
(∑
j∈S
exp
(−f(j)
c
))
=
∑
j∈S
exp
(−f(j)
c
)
f(j)
c2
.
∂
∂c
q∗i (c) =
∂
∂c
exp
(
−f(i)
c
)
N0(c)
 = exp
(
−f(i)
c
)
f(i)
c2
N0(c)− exp
(
−f(i)
c
)
∂
∂c
N0(c)
N0(c)2
= q∗i (c)
f(i)
c2
−
∑
j∈S exp
(
−f(j)
c
)
f(j)
c2
N0(c)

=
q∗i (c)
c2
(
f(i)−
∑
j∈S
q∗j (c)f(j)
)
=
q∗i (c)
c2
(f(i)− Ec(f)).
Por lo tanto, se tiene que:
∂
∂c
Ec(f) =
∂
∂c
(∑
i∈S
f(i)q∗i (c)
)
=
∑
i∈S
f(i)
q∗i (c)
c2
(f(i)− Ec(f))
=
1
c2
(∑
i∈S
f 2(i)q∗i (c)− f 2(i)(q∗i (c))2
)
=
Ec(f
2)− Ec(f)2
c2
=
σ2c
c2
.
∂
∂c
Sc = −
∑
i∈S
(
∂
∂c
q∗i (c) ln(q
∗
i (c))
)
= −
∑
i∈S
(
∂
∂c
q∗i (c) ln(q
∗
i (c)) +
∂
∂c
q∗i (c)
)
= −
∑
i∈S
(
q∗i (c)
c2
(f(i)− Ec(f))(ln(q∗i (c)) + 1)
)
= −
∑
i∈S
(
q∗i (c)
c2
(f(i)− Ec(f)) −f(i)
c
)
=
1
c3
(∑
i∈S
q∗i (c)f(i)
2 − q∗i (c)f(i)Ec(f)
)
=
Ec(f
2)− Ec(f)2
c3
=
σ2c
c3
.
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b) l´ım
c→∞
Ec(f)
def
= l´ım
c→∞
∑
i∈S
f(i)q∗i (c) =
∑
i∈S
f(i)
 l´ım
c→∞
exp
(
−f(i)
c
)
∑
j∈S exp
(
−f(j)
c
)

(∗)
=
1
|S|
∑
i∈S
f(i).
En la igualdad identificada con (∗), se ha realizado el l´ımite de q∗i (c). Como cuando
c → ∞ las exponenciales tienen a 1, se tiene que el numerador vale 1 y el denomi-
nador |S|.
c) l´ım
c→0
Ec(f)
def
= l´ım
c→0
∑
i∈S
f(i)q∗i (c) =
∑
i∈S
f(i)
(
l´ım
c→0
q∗i (c)
)
(2.19)
=
∑
i∈S
f(i)
χSopt(i)
|Sopt|
(∗)
= fopt.
En la igualdad identificada con (∗), se ha tenido en cuenta que los te´rminos de la
suma son nulos excepto para i ∈ Sopt, luego dicha suma quedara´ |Sopt||Sopt|fopt = fopt.
d) l´ım
c→∞
Sc
def
= − l´ım
c→∞
∑
i∈S
q∗i (c) · ln(q∗i (c))
(∗)
= −
∑
i∈S
1
|S| ln
(
1
|S|
)
= − ln
(
1
|S|
)
= ln |S|.
En la igualdad identificada con (∗) se ha aplicado que q∗i (c) c→∞−→ 1|S| .
e) l´ım
c→0
Sc
def
= − l´ım
c→0
∑
i∈S
q∗i (c) · ln(q∗i (c))
(∗)
= −
∑
i∈S
χSopt(i)
|Sopt| ln
(
χSopt(i)
|Sopt|
)
(∗∗)
=
−|Sopt|
|Sopt| ln
(
1
|Sopt|
)
= ln |Sopt|.
En la igualdad identificada con (∗), se ha aplicado que q∗i (c) c→0−→
χSopt(i)
|Sopt| , y en (∗∗),
que el nu´mero de elementos que no se anulan son exactamente |Sopt| ya que so´lo
para i ∈ Sopt, χSopt(i) = 1.
Corolario 2.28. Sea (S, f) una instancia de un problema de optimizacio´n combi-
natoria donde Sopt 6= S y q∗i (c) la distribucio´n dada por la Nota 2.24. Entonces se
tiene que:
a) ∀ i ∈ Sopt, ∂
∂c
q∗i (c) < 0,
b) ∀ i 6∈ Sopt con f(i) ≥ E∞(f), ∂
∂c
q∗i (c) > 0,
c) ∀ i 6∈ Sopt con f(i) < E∞(f), ∃ cˆi > 0, ∂
∂c
q∗i (c)

> 0 si c < cˆi
= 0 si c = cˆi
< 0 si c > cˆi
.
(2.22)
Demostracio´n: Por el Corolario 2.27 se sabe que ∂
∂c
q∗i (c) =
q∗i (c)
c2
(f(i)−Ec(f)), luego
el signo de dicha derivada parcial vendra´ determinado por el de f(i)−Ec(f), ya que
∀ i ∈ S, q∗i (c)
c2
> 0.
Adema´s, por el Corolario 2.27 se tiene tambie´n que a medida que crece c, Ec(f)
aumenta de valor de fopt a E∞(f), siempre que Sopt 6= S.
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Si i ∈ Sopt, entonces f(i) = fopt por lo que, f(i) < f(j) ∀ j ∈ S y f(i) < Ec(f) por
lo que ∂
∂c
q∗i (c) < 0.
Si i 6∈ Sopt se tiene que f(i) 6= fopt y se pueden dar varias situaciones:
· Si f(i) ≥ E∞(f), entonces f(i)− Ec(f) > 0 por lo que ∂∂cq∗i (c) > 0.
· Si f(i) < E∞(f), entonces ∃ cˆi > 0 donde f(i) − Ec(f) = 0, y por lo tanto, se
tiene que:
∂
∂c
q∗i (c)

> 0 si c < cˆi
= 0 si c = cˆi
< 0 si c > cˆi
El estudio de la primera derivada de dicha distribucio´n q∗ permite determinar los
puntos cr´ıticos y la monoton´ıa de dicha funcio´n. Por lo tanto, se puede ver por el
apartado a), que la probabilidad de encontrar una solucio´n o´ptima va a aumentar a
medida que decrece el valor del para´metro de control c.
Por otro lado para aquellas soluciones que no sean o´ptimas, ∃ cˆi > 0 tal que para
c < cˆi, la probabilidad de encontrar dicha solucio´n decrece mono´tonamente a medida
que decrece c.
Teorema 2.29. Sea (S, f) una instancia de un problema de optimizacio´n combina-
toria con matriz de transicio´n asociada P(c) (dada en la Definicio´n 2.11) para el
algoritmo Simulated Annealing. Si adema´s se satisface la siguiente condicio´n:
∀ i, j ∈ S, ∃ p ≥ 1, l0, ..., lp ∈ S siendo l0 = i, lp = j y Glklk+1 > 0, k = 0, ..., p− 1,
se tiene que la cadena de Markov tiene como distribucio´n estacionaria la dada en la
Nota 2.24.
Demostracio´n: Para demostrar dicho resultado se va a hacer uso del Teorema 2.22
de Feller, y para ello, se debe ver que se cumplen las hipo´tesis del mismo, esto es,
que la matriz de transicio´n P es irreducible y aperio´dica.
Irreducible: Se debe ver que ∀ i, j ∈ S, ∃ p : 1 ≤ p <∞ tal que (P p)ij(c) > 0.
(P p)ij(c) =
∑
k1∈S
· · ·
∑
kp−1∈S
Pik1(c) · · · Pkp−1j(c) ≥ Pil1(c) · · · Plp−1j(c)
(2.7)
= Gil1Ail1(c) · · ·Glp−1jAlp−1j(c) > 0,
ya que, Aij > 0 ∀ i, j ∈ S y Glklk+1 > 0, k = 0, ..., p− 1 por hipo´tesis.
Aperio´dica: Se debe ver que ∀ i ∈ S mcd(Di) = 1, y para ello, se usara´ el Lema
2.15, esto es, bastara´ probar que ∃ i ∈ S : Pii(c) > 0.
Se supone sin pe´rdida de generalidad que i, j ∈ S y f(i) < f(j) con Gij > 0, lo cual,
sera´ va´lido dada la condicio´n del enunciado siempre que Sopt 6= S.
Aij(c) = exp
(−(f(j)− f(i))+
c
)
= exp
(−(f(j)− f(i))
c
)
=
1
e
f(j)−f(i)
c
< 1 (2.23)
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Pii(c)
(2.7)
= 1−
∑
l∈S,l 6=i
Pil(c)
(2.7)
= 1−
∑
l∈S,l 6=i
GilAil(c) = 1−GijAij(c)
−
∑
l∈S,l 6=i,j
GilAil(c)
(2.23)
> 1−Gij −
∑
l∈S,l 6=i,j
Gil = 1−
∑
l∈S,l 6=i
Gil = 0,
donde la u´ltima desigualdad se deduce por ser G estoca´stica.
Por el Teorema 2.22 de Feller, existe una u´nica distribucio´n estacionaria y so´lo queda
probar que es la dada, esto es, que q(c) es un vector estoca´stico y sus componentes
satisfacen la expresio´n (2.17).
Estoca´stico: Se debe ver que la suma de las componentes del vector q es 1.
q(c) = (q1, ..., qn, ...) =
(
1
N0(c)
e
−f(1)
c , ...,
1
N0(c)
e
−f(n)
c , ...
)
.
Luego
∑
j∈S
qj =
1
N0(c)
(
e
−f(1)
c + ...+ e
−f(n)
c + ...
)
=
1
N0(c)
∑
j∈S
e
−f(j)
c = 1.
Satisface (2.17): Sea Si el conjunto formado por todos los estados vecinos al estado
i, se tiene que i ∈ Sj ⇔ j ∈ Si, luego χSj(i) = χSi(j) por lo que Gij = Gji (∗).
En consecuencia,
q∗i (c)Pij(c) = q
∗
j (c)Pji(c)
(∗)≡ q∗i (c)Aij(c) = q∗j (c)Aji(c),
q∗i (c)Aij(c) =
1
N0(c)
exp
(−f(i)
c
)
exp
(−(f(j)− f(i))+
c
)
=
1
N0(c)
exp
(−f(j)
c
)
exp
(
−f(i)− f(j) + (f(j)− f(i))
+
c
)
=
1
N0(c)
exp
(−f(j)
c
)
exp
(−(f(i)− f(j))+
c
)
= q∗j (c)Aji(c).
En la primera igualdad se han usado las expresiones (2.18) y (2.9), en la segunda
se ha multiplicado la expresio´n por exp
(
f(j)−f(j)
c
)
= 1, y en la tercera la expresio´n
de la segunda exponencial es 0, por lo que equivale a exp
(
−(f(i)−f(j))+
c
)
ya que
f(j) > f(i).
En el Corolario 2.25 se vio que l´ımc→0 q∗i (c) =
1
|Sopt|χSopt(i), luego este resultado junto
con el teorema probado, garantiza la convergencia asinto´tica del algoritmo Simulated
Annealing hacia el conjunto de soluciones o´ptimas Sopt, puesto que:
l´ım
c→0
(
l´ım
k→∞
P(Xk ∈ Sopt)
)
= l´ım
c→0
 l´ım
k→∞
∑
i∈Sopt
P(Xk = i)
 = l´ım
c→0
∑
i∈Sopt
qi(c)
(∗)
=
∑
i∈Sopt
l´ım
c→0
q∗i (c) =
∑
i∈Sopt
1
|Sopt|χSopt(i) = 1,
ya que, so´lo para i ∈ Sopt, χSopt(i) = 1. En (∗) se ha aplicado la unicidad de la
distribucio´n estacionaria.
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2.2.3. Convergencia usando cadenas no homoge´neas
El desarrollo de esta seccio´n se centra en demostrar la convergencia del algoritmo
Simulated Annealing para el caso en que se modeliza mediante una u´nica cadena de
Markov no homoge´nea. Esto se debe a que, aunque el uso de cadenas de Markov
homoge´neas es ma´s sencillo, en la pra´ctica no se puede realizar, ya que se necesita
definir infinitas cadenas de Markov homoge´neas (una para cada valor descendiente
del para´metro de control c).
Para hacer frente a este inconveniente, el algoritmo Simulated Annealing se puede
modelar o describir mediante la construccio´n de una u´nica cadena de Markov no
homoge´nea cuya matriz de transicio´n de probabilidades viene dada por la expresio´n
(2.7). As´ı, se reduce la consideracio´n de una secuencia de cadenas de Markov ho-
moge´neas infinitamente largas a una sola no homoge´nea de longitud infinita.
Al igual que en el caso de las cadenas homoge´neas, para obtener la convergencia
asinto´tica del algoritmo, sera´ necesario que las matrices de generacio´n de probabi-
lidades y de aceptacio´n definidas en (2.8) y (2.9) cumplan ciertas condiciones, que
l´ıml→∞ c
′
l = 0, etc., y por lo tanto, se comienza estableciendo la notacio´n usada, as´ı
como una serie de definiciones y resultados previos.
Notacio´n:
c
′
l: Valor del para´metro de control en la l-e´sima cadena homoge´nea de Markov.
L: Longitud de las cadenas de Markov homoge´neas consideradas.
ck: Valor del para´metro de control en el paso k-e´simo del algoritmo. Como var´ıa en
cada paso se considera c = ck.
{ck; k ∈ N+}: Es la secuencia de valores que toma el para´metro de control. Se
considera que:
ck = c
′
l, donde lL < k ≤ (l + 1)L,
esto es, se elige constante para un nu´mero determinado de transiciones. Por lo tanto,
la cadena de Markov no homoge´nea resultante es la combinacio´n de un nu´mero
infinito de cadenas de Markov homoge´neas de longitud en este caso finita.
Adema´s se cumple que:
c
′
l+1 ≤ c
′
l, l = 0, 1, ... y l´ım
l→∞
c
′
l = 0
Definicio´n 2.30. Dada una cadena de Markov no homoge´nea, se considera la matriz
de transicio´n P (m, k) definida como:
P (m, k) =
k∏
l=m+1
P (l), donde Pij(m, k) = P(Xk = j | Xm = i) y m < k. (2.24)
Nota: Para m = 0, se tiene que P (0, k) = P k.
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Definicio´n 2.31 (Seneta, 1981). Dada P ∈ Mn×n estoca´stica, se define el coefi-
ciente de ergodicidad τ(P ) como:
τ(P ) =
1
2
max
i,j
n∑
k=1
|Pik − Pjk| = 1−min
i,j
n∑
k=1
min(Pik, Pjk), 0 ≤ τ(P ) ≤ 1. (2.25)
Definicio´n 2.32 (Seneta, 1981). Una cadena no homoge´nea finita de Markov es
de´bilmente ergo´dica si:
∀ i, j, l ∈ S, ∀ m > 0 : l´ım
k→∞
(Pil(m, k)− Pjl(m, k)) = 0. (2.26)
Definicio´n 2.33 (Seneta, 1981). Una cadena no homoge´nea finita de Markov es
fuertemente ergo´dica si existe un vector estoca´stico q∗∗ tal que:
∀ i, j ∈ S, ∀ m > 0 : l´ım
k→∞
Pij(m, k) = q
∗∗
j . (2.27)
Por lo tanto, de las Definiciones 2.32 y 2.33 se deduce que la propiedad de ergodicidad
de´bil asegura que para todo m hay pe´rdida de memoria, esto es, Xk pasa a ser
independiente de Xm cuando k →∞, mientras que la propiedad de ergodicidad
fuerte, implica la convergencia en distribucio´n de Xk:
l´ım
k→∞
P(Xk = j) = l´ım
k→∞
(∑
i∈S
P(Xk = j | Xm = i)P(Xm = i)
)
(2.24)
= l´ım
k→∞
(∑
i∈S
Pij(m, k)P(Xm = i)
)
(2.27)
= q∗∗j
∑
i∈S
P(Xm = i) = q∗∗j .
(2.28)
Tambie´n, de las definiciones se deduce que toda cadena finita fuertemente ergo´dica
es de´bilmente ergo´dica, ya que:
l´ım
k→∞
(Pil(m, k)− Pjl(m, k)) = l´ım
k→∞
Pil(m, k)− l´ım
k→∞
Pjl(m, k) = q
∗∗
l − q∗∗l = 0
Adema´s, si la cadena de Markov es homoge´nea, de´bilmente ergo´dica y fuertemente
ergo´dica son definiciones equivalentes ya que por el Teorema 2.22 de Feller, la distri-
bucio´n estacionaria para una cadena homoge´nea es u´nica. Para el caso de cadenas
no homoge´neas, a continuacio´n se muestran una serie de resultados para determinar
que´ condiciones adicionales aseguran la equivalencia anteriormente descrita.
Teorema 2.34 (Seneta, 1981 [7]). Una cadena de Markov no homoge´nea es de´bil-
mente ergo´dica si y solo si existe una secuencia de nu´meros estrictamente positivos
{ki}, i = 0, 1, ... tal que:
∞∑
i=0
[1− τ(P (ki, ki+1))] =∞. (2.29)
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Demostracio´n: Para probar el Teorema se deben demostrar ambas implicaciones.
Por un lado, se supone que se tiene una cadena de Markov no homoge´nea de´bilmente
ergo´dica.
Por un resultado (Isaadson and Madsen, 1976 [8]) se sabe que ser de´bilmente ergo´di-
ca equivale a que τ(P (m, k))
k→∞−→ 0, por lo que ∀ m > 0, 1− τ(P (m, k)) k→∞−→ 1.
Se considera m = k0 > 0, luego existe k1 tal que 1− τ(P (k0, k1)) > 12 . Al igual que
antes existe k2 tal que 1 − τ(P (k1, k2)) > 12 y as´ı sucesivamente. Por lo tanto, se
cumple que:
k∑
i=0
[1− τ(P (ki, ki+1))] > k + 1
2
k→∞−→ ∞,
esto es, la suma es divergente. En consecuencia, se tiene una secuencia {ki} de nu´me-
ros estrictamente positivos tal que
∑∞
i=0 [1− τ(P (ki, ki+1))] = ∞, como se quer´ıa
probar.
Se prueba ahora el rec´ıproco, esto es, que si existe dicha secuencia de nu´meros
estrictamente positivos cumpliendo (2.29), la cadena de Markov no homoge´nea es
de´bilmente ergo´dica. Para ello se va a probar que τ(P (m, k))
k→∞−→ 0.
Por un resultado de ana´lisis (Isaadson and Madsen, 1976 [8]) se sabe que si {j}∞j=1
es una secuencia de nu´meros tales que 0 < j < 1, ∀ j, entonces:
n∏
j=m
(1− j) n→∞−→ 0⇔
∞∑
j=m
j =∞.
Para la secuencia {ki} dada se cumple (2.29) por lo que tambie´n se cumple que∑∞
i=j [1− τ(P (ki, ki+1))] =∞, ∀ j.
Como 0 < τ(P (ki, ki+1)) < 1, ya que si τ(P ) = 0 entonces P ser´ıa una ma-
triz constante y, por un resultado (Isaadson and Madsen, 1976 [8]) se sabe que
τ(P (m, k)) ≤ ∏kj=m+1 τ(P (j)) = (12)(k−m)/2, luego τ(P (ki, ki+1) ≤ (12)(ki+1−ki)/2 < 1.
Por lo tanto, se puede aplicar el resultado anterior y concluir que:
l∏
i=j
[1− (1− τ(P (ki, ki+1)))] =
l∏
i=j
τ(P (ki, ki+1))
l→∞−→ 0
Fijado un m, se define j = min{i : ki > m} y ∀ k > m, l = max{i : ki < k}. Es claro
que si k →∞, l tambie´n lo hara´. Adema´s por un resultado (Isaadson and Madsen,
1976 [8]) se sabe que si P y Q son dos matrices estoca´sticas, τ(QP ) ≤ τ(Q)τ(P ),
por lo que finalmente se obtiene lo buscado:
τ(P (m, k)) ≤ τ(P (m, kj))
l−1∏
i=j
τ(P (ki, ki+1))τ(P (kl, k))
k→∞−→ 0
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Teorema 2.35 (Isaadson and Madsen, 1976 [8]). Una cadena de Markov finita
y no homoge´nea es fuertemente ergo´dica si se cumplen las siguientes condiciones:
1) La cadena de Markov es de´bilmente ergo´dica.
2) Para todo valor de k existe un vector estoca´stico q(k) que es un autovector por la
izquierda de P(k) con autovalor asociado 1.
3) Los autovectores q(k) satisfacen que:
∞∑
k=1
‖q(k)− q(k + 1)‖ <∞.
Adema´s se tiene que si q = l´ımk→∞ q(k), entonces dicho vector es el dado en la
Definicio´n 2.33.
Demostracio´n: Para probar el Teorema es necesario enunciar unos resultados que se
usara´n aunque no se demostrara´n. Dichos resultados se pueden encontrar en el libro
indicado en el Teorema:
a) Sea P una matriz estoca´stica y R una matriz tal que
∑∞
k=1 rik = 0, ∀ i con
‖R‖ <∞, entonces ‖RP‖ ≤ ‖R‖τ(P ).
b) Si
∑∞
k=1 ‖q(k)−q(k+1)‖ <∞ entonces es convergente, y por lo tanto, {q(k)}∞k=1
converge en norma a un vector q. Como consecuencia, l´ımk→∞ q(k) = q.
Teniendo en cuenta el resultado dado en b) se tiene que ‖q(k) − q‖ k→∞−→ 0. Luego,
dado que q(k) es un vector estoca´stico, q tambie´n lo sera´. Para la demostracio´n del
Teorema se define la matriz estoca´stica constante Q cuyas filas son todas iguales al
vector estoca´stico q. Por analog´ıa, Qk sera´ una matriz estoca´stica constante cuyas
filas sera´n todas iguales a q(k), ∀ k.
Se debe ver que si una cadena de Markov no homoge´nea cumple las condiciones 1),
2) y 3) entonces es fuertemente ergo´dica y por la Definicio´n 2.33 se reduce a probar
que:
l´ım
n→∞
Pij(m,n) = qj ≡ ‖P (m,n)−Q‖ n→∞−→ 0, ∀ m > 0 (2.30)
Ahora, fijado m, usando que P (m,n) = P (m, l)P (l, n) y la desigualdad triangular:
‖P (m,n)−Q‖ ≤ ‖P (m,n)−Qn‖+ ‖Qn −Q‖
≤ ‖P (m, l)P (l, n)−Ql+1P (l, n)‖+ ‖Ql+1P (l, n)−Qn‖+ ‖Qn −Q‖
Luego para ver que se cumple la expresio´n (2.30), se toma  > 0, y se busca un K
tal que ∀ n ≥ K, ‖P (m,n)−Q‖ < . Por lo tanto, para concluir basta acotar cada
una de las tres desigualdades anteriores por 
3
.
Se debe probar que ‖Ql+1P (l, n)−Qn‖ < 3 : Como consecuencia de la condicio´n 2),
se sabe que Ql+1P (l + 1) = Ql+1, luego:
Ql+1P (l, n) = Ql+1P (l + 1, n) = Ql+1P (l + 1, n)−Ql+2P (l + 1, n) +Ql+2P (l + 1, n)
= (Ql+1 −Ql+2)P (l + 1, n) +Ql+2P (l + 1, n)
= (Ql+1 −Ql+2)P (l + 1, n) + (Ql+2 −Ql+3)P (l + 2, n) +Ql+3P (l + 2, n)
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Haciendo esto sucesivamente y teniendo en cuenta que QnP (n) = Qn se deduce que:
Ql+1P (l, n) =
n−1∑
k=l+1
(Qk −Qk+1)P (k, n) +Qn
Entonces aplicando la desigualdad triangular, que 0 ≤ τ(P ) ≤ 1 y el resultado dado
en a) al principio de la demostracio´n:
‖Ql+1P (l, n)−Qn‖ = ‖
n−1∑
k=l+1
(Qk −Qk+1)P (k, n)‖ ≤
n−1∑
k=l+1
‖(Qk −Qk+1)P (k, n)‖
a)
≤
n−1∑
k=l+1
‖Qk −Qk+1‖τ(P (k, n)) ≤
n−1∑
k=l+1
‖Qk −Qk+1‖ =
n−1∑
k=l+1
‖q(k)− q(k + 1)‖,
y debido a la condicio´n 3) se puede considerar un valor l∗ > m tal que ∀ n > l∗,
‖Ql∗+1P (l∗, n)−Qn‖ ≤
n−1∑
k=l∗+1
‖Qk −Qk+1‖ =
n−1∑
k=l∗+1
‖q(k)− q(k + 1)‖ < 
3
.
Se debe probar que ‖P (m, l)P (l, n)−Ql+1P (l, n)‖ < 3 : Fijado l∗, como P (m, l∗) y
Ql∗+1 son matrices estoca´sticas, ‖P (m, l∗) − Ql∗+1‖ ≤ 2. Usando el resultado a) se
tiene:
‖P (m, l∗)P (l∗, n)−Ql∗+1P (l∗, n)‖ = ‖(P (m, l∗)−Ql∗+1)P (l∗, n)‖
a)
≤ ‖P (m, l∗)−Ql∗+1‖τ(P (l∗, n)) ≤ 2τ(P (l∗, n))
Por la condicio´n 1), se sabe que la cadena es de´bilmente ergo´dica luego se puede
tomar un K1 > l
∗ tal que ∀ n ≥ K1, τ(P (l∗, n)) < 6 . Para dichos valores de n,
‖P (m, l∗)P (l∗, n)−Ql∗+1P (l∗, n)‖ ≤ 2 
6
=

3
Se debe probar que ‖Qn−Q‖ < 3 : Debido a la condicio´n 2), {q(k)}∞k=1 converge en
norma a un vector q cuando k →∞, ∀ k por lo que, ‖Qn−Q‖ n→∞−→ 0. Por lo tanto,
existe un K2 tal que ∀ n ≥ K2, ‖Qn −Q‖ < 3 .
Finalmente se tiene que, ∀ n ≥ K = ma´x{K1, K2}, ‖P (m,n)−Q‖ < 33 = .
Por lo tanto, se tendra´ la convergencia en distribucio´n del algoritmo si se prueba
que la cadena de Markov no homoge´nea que lo modela es fuertemente ergo´dica, lo
cual, es el objetivo del siguiente teorema.
Teorema 2.36. Sea (S, f) una instancia de un problema de optimizacio´n combina-
toria y P(k) la matriz de transicio´n asociada al algoritmo Simulated Annealing que
viene definida en (2.7), (2.8) y (2.9) cumplie´ndose adema´s que:
1) ∀ i, j ∈ S, ∃ p ≥ 1, l0, ..., lp ∈ S siendo l0 = i, lp = j y Glklk+1 > 0, k = 0, ..., p−1.
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2) La secuencia {c′l} satisface lo siguiente:
c
′
l ≥
(L+ 1)∆
log(l + 2)
, l = 0, 1, ..., donde ∆ = max
i,j∈S
{f(j)− f(i) : j ∈ Si},
y L se corresponde con el ma´ximo valor entre los valores mı´nimos correspondientes
al nu´mero de transiciones o pasos requeridos para ir del estado j a iopt, ∀ j ∈ S.
Dicho valor siempre existe debido a la condicio´n 1).
En ese caso se tiene que la cadena de Markov converge en distribucio´n a q∗∗ con
componentes:
q∗∗i =
1
|Sopt|χSopt(i), ∀ i ∈ S. (2.31)
Demostracio´n: Se debe ver que se satisfacen las tres condiciones del Teorema 2.35
para concluir.
La cadena de Markov es de´bilmente ergo´dica: Para ello se va a hacer uso del Teore-
ma 2.34 de Seneta.
Debido a la expresio´n dada en (2.7) se tiene que, ∀ k > 0, ∀ i ∈ S, j ∈ Si\{i} (se
trata del caso en que i 6= j), por lo que se obtiene la siguiente desigualdad:
Pij(k) = GijAij(ck) =
χSi(j)
Θ
exp
(
−(f(j)− f(i))
+
ck
)
def ∆≥ 1
Θ
exp
(−∆
ck
)
. (2.32)
Sea Sˆ el conjunto de soluciones ma´ximas locales y δ = min
i,j∈S
+{f(j) − f(i) : j ∈ Si}
(se coge el valor mı´nimo de entre aquellos que sean positivos). Entonces existe un
k0 > 0 tal que ∀ k > k0, ∀ i ∈ S\Sˆ se cumple que:
1− exp
(−δ
ck
)
> exp
(−∆
ck
)
. (2.33)
Por lo tanto, se tiene que ∀ k > k0, ∀ i ∈ S\Sˆ:
Pii(k) = 1−
∑
j∈Si\{i}
GijAij(ck) = 1−
∑
j∈Si\{i}
Aij(ck)
Θ
≥ 1− 1
Θ
(
Θ− 1 + exp
(−δ
ck
))
=
(
1− exp
(−δ
ck
))
1
Θ
(2.33)
>
1
Θ
exp
(−∆
ck
)
.
Sea p ∈ S tal que:
Ppiopt(k − 1, k + L) = min
i∈S
(
Piiopt(k − 1, k + L)
)
. (2.34)
Luego ∀ k ≥ k0,
min
i∈S
(
Piiopt(k − 1, k + L)
)
= P(Xk+L = iopt | Xk−1 = p) =
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=
∑
j1∈S
· · ·
∑
jL∈S
Ppj1(k) · · · PjLiopt(k + L) ≥ Ppl1(k) · · · PlLiopt(k + L)
(2.32)
≥
(
1
Θ
exp
(−∆
ck
))L+1
Se quiere probar (2.29) para la secuencia {kl}, luego ∀ k ≥ k0, se tiene que:
1− τ(P (k − 1, k + L)) = min
i,j∈S
(∑
p∈S
min{Pip(k − 1, k + L), Pjp(k − 1, k + L)}
)
(2.34)
≥ min
i∈S
(
Piiopt(k − 1, k + L)
) ≥ ( 1
Θ
exp
(−∆
ck
))L+1
= Θ−L−1exp
(−∆(L+ 1)
ck
)
.
Usando lo anterior y considerando kl = lL− 1 se obtiene que:
∞∑
l=0
[1− τ(P (kl, kl+1))] ≥
∞∑
l=k0
[1− τ(P (lL− 1, lL+ L))]
≥
∞∑
l=k0
Θ−L−1exp
(−∆(L+ 1)
c
′
l
)
2)
≥
∞∑
l=k0
Θ−L−1
1
l + 2
=∞,
ya que la serie armo´nica es divergente.
∀ k existe un vector estoca´stico q que es autovector por la izquierda de P (k) con
autovalor asociado 1: Esto es consecuencia directa de la condicio´n 1) dada usando
el Teorema 2.29, donde las componentes de q vienen dadas por la Nota 2.24. Luego
se denota como q∗.
Finalmente se debe probar que:
∞∑
k=1
‖q∗(k)− q∗(k + 1)‖ <∞,
y, para ello se usan los resultados obtenidos en el Corolario 2.28.
Debido a dicho Corolario, se sabe que si i ∈ Sopt, entonces q∗i (ck+1) − q∗i (ck) > 0 y
que va a existir un k1 tal que ∀ k > k1 con i 6∈ Sopt, q∗i (ck+1)− q∗i (ck) < 0.
Por lo tanto, ∀ k ≥ k1 se tiene que:
‖q∗(k)− q∗(k + 1)‖ def=
∑
i∈S
|q∗i (ck)− q∗i (ck+1)| =
∑
i∈Sopt
q∗i (ck+1)− q∗i (ck)
−
∑
i 6∈Sopt
q∗i (ck+1)− q∗i (ck) = 2
∑
i∈Sopt
q∗i (ck+1)− q∗i (ck)
 ,
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ya que
∑
i 6∈Sopt q
∗
i (c) = 1−
∑
i∈Sopt q
∗
i (c).
Finalmente se obtiene lo siguiente:
∞∑
k=1
‖q∗(k)− q∗(k + 1)‖ =
k1∑
k=1
‖q∗(k)− q∗(k + 1)‖+
∞∑
k=k1+1
‖q∗(k)− q∗(k + 1)‖
=
k1∑
k=1
‖q∗(k)− q∗(k + 1)‖+ 2
∑
i∈Sopt
q∗i (c∞)− q∗i (ck1+1)
 ≤ 2k1 + 2 <∞.
Como consecuencia, la cadena de Markov no homoge´nea converge en distribucio´n
hacia q∗∗ = l´ımk→∞ q∗, y por lo tanto, se concluye que:
l´ım
k→∞
P(Xk ∈ Sopt) = l´ım
k→∞
∑
i∈Sopt
P(Xk = i)
(2.28)
=
∑
i∈Sopt
q∗∗i =
∑
i∈Sopt
χSopt(i)
|Sopt| = 1
As´ı, se concluye que el algoritmo Simulated Annealing (modelado en este caso como
una u´nica cadena de Markov no homoge´nea) converge en distribucio´n al conjunto de
soluciones o´ptimas, siempre que la disminucio´n del para´metro de control sea lenta
(determinado por la segunda hipo´tesis de dicho teorema).
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2.3. Eleccio´n de los para´metros (caso finito)
Las secciones anteriores se han desarrollado para probar que el algoritmo Simulated
Annealing converge hacia el conjunto de soluciones o´ptimas tras un nu´mero infinito
de pasos o transiciones realizadas. Sin embargo, en la mayor´ıa de los casos va a
interesar que dicho tiempo sea mucho menor, aunque con ello, so´lo se logre obtener
soluciones pro´ximas a la o´ptima.
Por ello, esta seccio´n se centra en estudiar cua´l debe ser la eleccio´n correcta de los
para´metros que intervienen en el algoritmo, de manera que se obtengan soluciones
tan cercanas a la o´ptima como sea posible.
En este caso, se considera la implementacio´n del algoritmo como una secuencia fi-
nita de cadenas homoge´neas de Markov, tambie´n de longitud finita. Para probar la
convergencia, se deben estudiar los para´metros que influyen en la misma, para as´ı,
elegirlos de la manera ma´s adecuada posible.
En el recocido simulado o Simulated Annealing hay que tener en cuenta:
Para´metro de control ck: Se debe considerar un valor inicial c0, que debe ir
decrementa´ndose lentamente hasta obtener un valor final, mediante un determinado
criterio de parada.
Transiciones realizadas por cada valor del para´metro de control: Sera´ nece-
sario realizar un nu´mero finito de pasos o transiciones para cada valor determinado
del para´metro de control, para lo cual, las cadenas de Markov homoge´neas consi-
deradas tendra´n longitud finita. Lk sera´ la longitud correspondiente a la k-e´sima
cadena de Markov de la secuencia.
Para poder determinar el valor de dichos para´metros de la manera ma´s adecuada, es
necesario conocer lo que es el cuasi-equilibrio, ya que es lo que se pretende obtener.
Definicio´n 2.37. Dada una secuencia de cadenas de Markov homoge´neas de longi-
tud finita, se dice que se logra obtener el cuasi-equilibrio si:
‖a(Lk, ck)− q(ck)‖ < , donde  > 0, (2.35)
siendo a(Lk, ck) la distribucio´n de probabilidad de las soluciones tras Lk transiciones
en la k-e´sima cadena de Markov y q(ck) la distribucio´n estacionaria en ck que fue
definida en la Nota 2.24.
Esta condicio´n es demasiado estricta y llevar´ıa a considerar, como en las secciones
anteriores, muchas transiciones para lograr alcanzar la distribucio´n estacionaria. Pa-
ra ello, el tiempo requerido ser´ıa de orden exponencial por lo que se establecera´n
condiciones menos r´ıgidas que la dada, logrando obtener soluciones lo ma´s pro´ximas
posibles a la o´ptima en tiempo polinomial.
Todo esto, ha dado lugar a considerar diversos enfoques a la hora de determinar el
valor de dichos para´metros, siendo unas ma´s sencillas que otras.
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Estas consideraciones suelen realizar decrementos pequen˜os del para´metro de con-
trol ck para as´ı poder usar cadenas de Markov de menor longitud, pues en caso de
que estos decrementos fueran ma´s grandes, su longitud aumentar´ıa an˜adiendo mayor
complejidad.
A continuacio´n, se describen dos propuestas. La primera fue realizada por Kirk-
patrick, Gelatt y Vecchi (1982-1983). La segunda fue propuesta por Aarts y Van
Laarhoven (1985) y, aunque garantiza que la ejecucio´n se realiza en tiempo poli-
nomial, tiene el inconveniente de que no establece la diferencia existente entre la
solucio´n obtenida y la o´ptima.
2.3.1. Valor inicial del para´metro de control
Primera propuesta: Debe ser lo suficientemente alto para permitir que al comienzo
todas las transiciones sean aceptadas, de manera que se pueda explorar todo el
espacio de estados S. Para ello, exp
(
f(i)−f(j)
c0
)
≈ 1 para casi todos los estados i, j.
Un me´todo para lograrlo consiste en tomar como c0 un valor grande y fijar una tasa
de aceptacio´n inicial χ0 (suele ser 0.8). Tras ello, se realizan una serie de transiciones
y si la tasa de aceptacio´n
χ =
nu´mero de transiciones aceptadas
nu´mero total de transiciones
< χ0,
entonces c0(l + 1) = 2 · c0(l) siendo l la iteracio´n en la que se encuentra el proceso
que calcula el valor inicial del para´metro de control. Dicho proceso es iterativo y
continua hasta que χ > χ0 .
Segunda propuesta: La eleccio´n de c0, al igual que en el caso anterior, se basa en
que al comienzo todos los posibles estados sean aceptados con la misma probabili-
dad. Para lograrlo se sigue un me´todo ma´s riguroso que el anterior.
Se considera una serie de transiciones m0 con para´metro de control c y sean:
m1: Nu´mero de transiciones propuestas para ir del estado i al j siendo f(j) ≤ f(i).
m2: Nu´mero de transiciones propuestas para ir del estado i al j siendo f(j) > f(i).
∆f
+
: Media de la diferencia del incremento en coste debido al aumento de coste de
las transiciones de m2.
Se define entonces el ratio de convergencia χ mediante la aproximacio´n al valor
χ ≈
m1 +m2 · exp
(
−∆f+
c
)
m1 +m2
=⇒ c = ∆f
+
ln
(
m2
m2·χ−m1(1−χ)
) (2.36)
Para calcular el valor inicial del para´metro de control primero se fija c0(0) = 0 y,
se generan m0 transiciones. Tras cada transicio´n o paso se genera un nuevo valor
usando la ecuacio´n (2.36) donde χ = χ0 es la tasa de aceptacio´n inicial (≈ 0.8).
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Los valores de m1 y m2 se corresponden con el nu´mero de transiciones que contribu-
yen a reducir o aumentar el costo respectivamente hasta el momento considerado,
siendo m0 = m1 + m2. Gracias a experimentos nume´ricos, se sabe que aplicando
este procedimiento, se obtiene la convergencia a un valor final adecuado siempre y
cuando los estados del conjunto de estados S sean fa´cilmente alcanzables en cada
transicio´n, esto es, la distancia entre ellos no debe ser muy grande ni deben existir
entornos en los que haya una gran concentracio´n de estados. Finalmente, el valor
obtenido es el valor inicial del para´metro de control considerado.
2.3.2. Disminucio´n del para´metro de control
Primera propuesta: Suelen considerarse disminuciones del para´metro de control
pequen˜as tomando funciones lineales de la forma ck+1 = α · ck, donde k ∈ N+ se re-
fiere al paso k-e´simo del algoritmo, y α es el ratio de enfriamiento. Dicho para´metro
suele tomar un valor pro´ximo a 1, esto es, α ∈ [0.8, 0.99].
Segunda propuesta: En este caso se relaja la condicio´n del cuasi-equilibrio dada
en la Definicio´n 2.37 y se sustituye por la siguiente:
‖q(ck)− q(ck+1)‖ < , ∀ k ≥ 0 y  > 0 (pequen˜o),
esto es, se busca que
1
1 + δ
<
qi(ck)
qi(ck+1)
< 1 + δ ∀ k ≥ 0, ∀ i ∈ S y δ > 0 (pequen˜o). (2.37)
As´ı, se estara´ cada vez ma´s cerca de la distribucio´n estacionaria en cada transicio´n
o paso entre valores distintos del para´metro de control (se logra el cuasi-equilibrio
para cada cadena considerada). Dicha condicio´n tambie´n debe cumplirla el valor
inicial del para´metro de control c0, y de hecho, fue elegido para verificarla.
Para garantizar que se cumple la expresio´n (2.37), es necesario que se den ciertas
condiciones, que se estudian a continuacio´n.
Teorema 2.38. Sea q(ck) la distribucio´n estacionaria para una cadena de Markov
homoge´nea asociada al Simulated Annealing cuyas componentes vienen dadas por la
expresio´n (2.18) y tal que ck > ck+1 (valores sucesivos del para´metro de control). Si
se cumple que:
exp
(
−δi
ck
)
exp
(
−δi
ck+1
) < 1 + δ ∀ k ≥ 0, ∀ i ∈ S, (2.38)
siendo δi = f(i)− fopt entonces se cumple la expresio´n dada en (2.37).
Demostracio´n: Se sabe por las expresiones dadas en (2.18) que:
qi(c) =
1
N0(c)
exp
(−f(i)
c
)
, ∀ i ∈ S donde N0(c) =
∑
j∈S
exp
(−f(j)
c
)
.
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Multiplicando las dos expresiones anteriores por exp
(
fopt
c
)
y sustituyendo c por ck
se obtiene lo siguiente:
qi(ck) =
1
M0(ck)
exp
(−δi
ck
)
, ∀ i ∈ S donde M0(ck) =
∑
j∈S
exp
(−δj
ck
)
.
Como por hipo´tesis ck > ck+1 se tiene que M0(ck) ≥M0(ck+1) (∗), y en consecuencia,
se obtienen las desigualdades dadas en (2.37), ∀ i ∈ S pues:
qi(ck) =
exp
(
−δi
ck
)
M0(ck)
(∗)
≤
exp
(
−δi
ck
)
M0(ck+1)
(2.38)
< (1 + δ)
exp
(
−δi
ck+1
)
M0(ck+1)
= (1 + δ) qi(ck+1)
qi(ck) =
exp
(
−δi
ck
)
M0(ck)
≥
exp
(
−δi
ck+1
)
M0(ck)
(2.38)
>
exp
(
−δi
ck+1
)
∑
j∈S(1 + δ)exp
(
−δj
ck+1
) = qi(ck+1)
(1 + δ)
Como consecuencia de este teorema, se puede saber cua´l debe ser el valor del para´me-
tro de control ck+1 en funcio´n del de ck, ya que basta con despejar su valor de la
expresio´n (2.38) y realizar las sustituciones oportunas. Se obtiene que:
ck+1 >
ck
1 + ck ln(1+δ)
f(i)−fopt
, ∀ i ∈ S y ∀ k ≥ 0 (2.39)
Sin embargo, esta expresio´n puede simplificarse algo ma´s si se restringe la condicio´n
dada en (2.38) al conjunto de soluciones que ocurren con mayor probabilidad duran-
te la generacio´n de la k-e´sima cadena de Markov. Para ello, es necesario introducir
el concepto de coste medio y varianza de costes considerados en la Definicio´n 2.26 y
considerar el conjunto Sck = {i ∈ S : f(i)− fopt ≤ Eck(f)− fopt + 3σck}.
Gracias a estudios realizados sobre el comportamiento de la distribucio´n de proba-
bilidades de los valores de coste de las soluciones, se sabe que la probabilidad de que
una solucio´n obtenida en la k-e´sima cadena de Markov pertenezca a ese conjunto es
pro´xima a 1. Por ello, teniendo en cuenta lo anterior y realizando las sustituciones
oportunas, se tiene que:
ck+1 >
ck
1 + ck ln(1+δ)
Eck (f)−fopt+3σck
, k ≥ 0 (2.40)
Como adema´s, en la mayor´ıa de las ocasiones el valor de fopt es desconocido y el
comportamiento frente al para´metro de control de la media y la varianza es similar,
se puede sustituir Eck(f)− fopt + 3σck por 3σck . Para que la eliminacio´n del te´rmino
Eck(f) − fopt no afecte en la correcta eleccio´n habra´ que considerar valores muy
pequen˜os de δ, de manera que la disminucio´n del valor del para´metro de control
vendra´ determinado por la eleccio´n de dicho valor, conocido como para´metro de
distancia.
ck+1 =
ck
1 + ck ln(1+δ)
3σck
, siendo ck+1 > ck, k ≥ 0 (2.41)
Por lo tanto, si se toman valores pequen˜os de δ se tendra´ que los decrementos del
para´metro de control sera´n ma´s pequen˜os (es lo recomendable), mientras que para
valores grandes, el decrecimiento sera´ ma´s ra´pido.
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2.3.3. Valor final del para´metro de control
Primera propuesta: Se considera como criterio de parada, que el coste de la fun-
cio´n objetivo obtenido en el u´ltimo paso de una de las cadenas de Markov, no se vea
modificado para un determinado nu´mero de cadenas consecutivas.
Segunda propuesta: En este caso se hace uso de la extrapolacio´n del valor medio
del coste Eck(f) cuando ck
k→∞−→ 0.
Para ello, se va a tener en cuenta una consideracio´n sobre la que no se va a pro-
fundizar que es la siguiente: Usando el Teorema Central del L´ımite y la Ley de los
Grandes Nu´meros se sabe que el coste esperado Ec(f) y la desviacio´n esta´ndar de
coste σc pueden ser aproximadas por f¯(c) y σ(c) donde,
f¯(c) =
1
L
L∑
i=1
fi(c) y σ(c) =
(
1
L
L∑
i=1
(fi(c)− f¯(c))2
) 1
2
(2.42)
siendo L el nu´mero de soluciones generadas para un valor determinado de c.
Si se considera 4Ec(f) = Ec(f)− fopt, de manera teo´rica es claro que el algoritmo
parara´ cuando dicho valor sea pequen˜o comparado con Ec0(f) (coste esperado en
c0) y, por el Corolario 2.27 se sabe que cuando c0 es grande, Ec0(f) ≈ E∞(f). Para
valores de c mucho menores que 1, se puede considerar la siguiente aproximacio´n:
4Ec(f) ≈ c ∂Ec(f)
∂c
= c
σ2c
c2
=
σ2c
c
.
Por lo tanto, de manera teo´rica, el criterio de parada de dicho algoritmo se basa en
encontrar un k tal que:
ck
E∞(f)
∂Ec(f)
∂c
∣∣∣∣
c=ck
< s, siendo s > 0 y pequen˜o. (2.43)
s suele denominarse para´metro de parada.
Sin embargo, dado que los valores anteriores no son fa´ciles de determinar, en la
pra´ctica se consideran las aproximaciones dadas en (2.42). En este caso el valor
f¯(ck) usado para aproximar Eck(f) puede variar mucho, sobretodo cuando el valor
del para´metro de control ck es grande. Esto, puede provocar que se satisfaga muy
pronto el criterio de parada dado en (2.43), provocando que el algoritmo pare antes
de haber logrado converger al conjunto de soluciones o´ptimas Sopt.
Para evitar este inconveniente, se suele suavizar el valor de f¯(ck) sustituyendo cada
par de datos (ck, f¯(ck)) por (ck, fs(ck)), siendo fs(ck) la media para un conjunto de
valores consecutivos de f¯ en torno a ck.
2.3.4. Longitud de las cadenas de Markov
Primera propuesta: Su eleccio´n se basa en lograr que para cada valor ck conside-
rado se logre recuperar el cuasi-equilibrio. Por ello, si para una determinada cadena
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el valor de ck disminuye bastante, provocara´ que en la siguiente sean necesarias ma´s
transiciones para lograr el estado de cuasi-equilibrio con ck+1, y por lo tanto, llevara´
ma´s tiempo. En consecuencia, se tendra´ que Lk
k→∞−→ ∞ cuando ck k→∞−→ 0, por lo
que la longitud de las cadenas suele limitarse por una constante, para evitar as´ı que
crezcan mucho cuando el para´metro de control se aproxime a cero.
Segunda propuesta: Se sabe que si la disminucio´n del valor del para´metro de con-
trol es la considerada con anterioridad, con un nu´mero de transiciones relativamente
pequen˜o, la aproximacio´n a la distribucio´n estacionaria sera´ mayor para el siguiente
valor del para´metro de control. Por lo tanto, en este caso, se trata de encontrar
el valor de k (nu´mero de transiciones) necesario para visitar la mayor parte de los
estados vecinos de un determinado estado o solucio´n.
Teorema 2.39. Dado el conjunto S de cardinalidad S, se tiene que la cantidad es-
perada de elementos diferentes elegidos de S en N muestras aleatorias con repeticio´n
de elementos de S para valores de S y N grandes, es aproximadamente 1−exp(−N
S
).
Demostracio´n: Se sabe que la cantidad esperada de elementos diferentes elegidos de
S en N muestras equivale a la probabilidad de elegir un determinado elemento de S
en N muestras.
Por lo tanto, dicha probabilidad vendra´ dada por: P =
[
1−
(
1− 1
S
)N]
y, tomando l´ımites en infinito para N y S se tiene que:
l´ım
N→∞
(
l´ım
S→∞
1−
(
1− 1
S
)N)
= 1− exp
(
l´ım
N→∞
−N
S
)
= 1− e−x, con x = N
S
.
Se considera en este caso, que Lk = L = Θ ∀ k, esto es, la longitud de las cadenas de
Markov va a ser igual al taman˜o del entorno de vecinos que se considera constante.
Se considera que el Simulated Annealing comienza generando una cadena de Markov
de longitud L a partir de un estado i, y que durante la generacio´n de la cadena de
Markov no se acepta ninguna transicio´n. Por lo tanto, segu´n el Teorema 2.39, siendo
S = Θ y N = L = Θ, se tiene que las soluciones que siendo entorno de i sera´n
visitadas es 1 − e−1. En las sucesivas cadenas de Markov, este valor se aproximara´
a 1, de manera que pra´cticamente todas las soluciones del entorno sera´n visitadas.
Por lo tanto, la segunda propuesta esta´ determinada por la eleccio´n que se realice
de los para´metros: χ0, δ y s.
Para finalizar, el siguiente teorema garantiza que el nu´mero de transiciones necesarias
para realizar esta segunda propuesta, esta´ limitado por O(ln |S|).
Teorema 2.40. Se considera la funcio´n de disminucio´n para el para´metro de control
como:
ck+1 =
ck
1 + αkck
, ∀ k donde αk = ln(1 + δ)
3σck
, ∀ k (2.44)
y sea K el primer entero para el cual se satisface el criterio de parada (expresio´n
(2.43)). Entonces se tiene que K = O(ln |S|).
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Demostracio´n: Primero se expresa el nu´mero de transiciones K como una funcio´n
de cK (valor final del para´metro de control).
Por induccio´n se tiene que:
ck ≤ c0
1 + kαc0
, ∀ k, donde α = min
k
αk. (2.45)
Es claro que se cumple para k = 0. Se supone que se cumple para k y se debe ver
que es cierto para k + 1.
ck+1 =
1
1
ck
+ αk
(2.45)
≤ 1
1+kαc0
c0
+ α
=
c0
1 + (k + 1)αc0
De esta manera, ya quedar´ıa probada dicha desigualdad ∀ k. Como consecuencia, se
obtiene que:
K ≤ c0 − cK
αc0cK
<
1
αcK
(2.44)
=
3 max
k
(σck)
ln(1 + δ)cK
≈ 3 σ∞
ln(1 + δ)cK
(2.46)
Ahora se debe probar que K = O(ln |S|): Para ello se hara´ uso de la Definicio´n 2.26
y el Corolario 2.27 pues se sabe que:
∂
∂c
Ec(f) =
σ2c
c2
;
∂
∂c
Sc =
σ2c
c3
=⇒ ∂
∂c
Ec(f) = c
∂
∂c
Sc (2.47)
Tambie´n se sabe que S∞ = ln |S| y S0 = ln |Sopt|. Por la expresio´n dada en (2.43) se
tiene que:
∃ ′ ∈ (0, ] : ′ = cK
E∞(f)
∂Ec(f)
∂c
∣∣∣∣
c=cK
(2.47)
=⇒ ′ = c
2
K
E∞(f)
∂Sc
∂c
∣∣∣∣
c=cK
Como cK es mucho menor que 1,
∂Sc
∂c
∣∣∣∣
c=cK
≈ SK − S0
cK
, por lo que: (2.48)

′ (2.48)≡ c
2
K
E∞(f)
SK − ln |Sopt|
cK
<
cK ln |S|
E∞(f)
=⇒ cK > E∞(f)
′
ln |S|
Sustituyendo en (2.46) se obtiene que:
K <
ln |S|
αE∞(f)
′
(2.44)≈ 3 σ∞ ln |S|
ln(1 + δ)E∞(f)
′
Como consecuencia, el nu´mero total de transiciones necesarias es del orden de
O(ln |S|), pues los otros te´rminos son constantes.
Por lo tanto, si se realizan las elecciones de los para´metros segu´n lo descrito, el
tiempo de ejecucio´n del algoritmo es del orden de O(τ · L · ln |S|), donde:
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L: Es la longitud de las cadenas de Markov.
τ : Es el tiempo para realizar una transicio´n.
ln |S|: Es el l´ımite superior de cadenas de Markov consideradas.
L y τ pueden elegirse de forma polinomial en el problema considerado, por lo tanto,
el tiempo de ejecucio´n sera´ polinomial si ln |S| se elige para que lo sea.
Conclusiones:
Podemos decir que la primera alternativa es ma´s sencilla de realizar que la segun-
da, donde la principal diferencia viene dada por la manera en la que se realiza la
disminucio´n del para´metro de control c y por co´mo se determina la longitud de
las cadenas de Markov consideradas. Mientras que para la primera alternativa la
longitud de las cadenas de Markov es variable (depende del momento en el que se
encuentre la ejecucio´n del algoritmo) y el decremento del para´metro de control es
fijo, para la segunda, dicho decremento es variable pero la longitud de las cadenas
es fija.
Por otro lado, cabe destacar la diferencia existente entre el valor final del para´metro
de control en cada alternativa, ya que, mientras que en la primera, la ejecucio´n del
algoritmo termina si el coste de la funcio´n objetivo no mejora para un cierto nu´mero
de cadenas de Markov consecutivas, en la segunda se basa en realizar extrapolacio-
nes del coste medio de los diferentes estados a lo largo de una serie de cadenas de
Markov consecutivas.
Por todo ello, la primera alternativa es adecuada cuando se requiere sencillez pues
se basa en la aplicacio´n de una serie de reglas emp´ıricas bastante simples. Por otro
lado, la segunda alternativa es algo ma´s elaborada y compleja ya que sigue un pro-
ceso ma´s teo´rico, y en consecuencia, ma´s dif´ıcil de realizar.
Ambas propuestas se realizan en tiempo de ejecucio´n finito, y adema´s, se sabe que
la segunda se realiza en tiempo polinomial del orden O(τ · L · ln |S|). Sin embargo,
aunque la segunda alternativa sigue un procedimiento ma´s elaborado que la primera,
presenta el inconveniente de no poder determinar con certeza la distancia existente
entre la solucio´n obtenida tras su aplicacio´n y la solucio´n o´ptima.
Gracias a estudios realizados, se sabe que los resultados obtenidos siguiendo ambas
alternativas son bastante buenos, siendo para el caso de la segunda alternativa ma´s
cercanos a la solucio´n o´ptima, lo cual, se pod´ıa esperar dado que el procedimiento
en el que se basa esta u´ltima es ma´s elaborado.
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Cap´ıtulo 3
Simulated Annealing para la
resolucio´n de ejemplos generales
En el presente cap´ıtulo se pretende explicar y mostrar de manera visual algunas
de las aplicaciones que tiene el algoritmo Simulated Annealing, ya que, adema´s de
resolver el problema del TSP se aplica a la resolucio´n de muchos ma´s problemas. Su
amplia aplicacio´n se debe a que es un me´todo general de optimizacio´n combinato-
ria que se basa en optimizar una determinada funcio´n objetivo (tanto maximizarla
como minimizarla) sujeto a una serie de restricciones.
En el caso en que dichas restricciones deban ser satisfechas por una determinada
solucio´n es recomendable dividir el conjunto de soluciones S en dos: el conjunto de
soluciones viables, esto es, aquellas que satisfacen las restricciones y el conjunto que
no las satisface. El conjunto de soluciones viables se denota por S
′
.
En un problema de minimizacio´n el objetivo sera´ encontrar una solucio´n o´ptima
iopt ∈ S ′ tal que f(iopt) ≤ f(i), ∀ i ∈ S ′ .
A continuacio´n, se van a considerar algunas aplicaciones de dicho me´todo, de manera
que unas sera´n descritas de forma teo´rica, y otras se ilustrara´n mediante ejemplos
pra´cticos. La ma´quina usada para realizar las distintas pruebas es un ordenador
porta´til ACER Aspire 5 A515-51G-751G con un procesador Intel Core i7-7500U,
cuya velocidad va de 2.7 GHz a 3.5 GHz, con memoria RAM de 8 GB y Sistema
Operativo Windows 10 Home.
3.1. Problema del corte ma´ximo
Es un problema NP-Duro cuyo objetivo es buscar a partir de un grafo G = (V,A)
con valores positivos en las aristas, una particio´n disjunta de V en V0 y V1 tal que
la suma de los pesos de las aristas de A que tienen un ve´rtice en V0 y otro en V1 sea
ma´xima.
En este caso se tiene que:
S = {V0, V1 : V = V0
⋃˙
V1}, esto es, todas las posibles particiones disjuntas del
conjunto V en los conjuntos V0 y V1.
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La funcio´n de coste u objetivo f a maximizar viene dada por:
f(V0, V1) =
∑
(v0,v1) ∈ δ(V0,V1)
w(a01),
donde w(a01) es el valor de la arista que une el ve´rtice v0 ∈ V0 con v1 ∈ V1 y δ(V0, V1)
el corte de la particio´n de V en V0 y V1, esto es,
δ(V0, V1) = {a01 ∈ A : v0 ∈ V0 y v1 ∈ V1}
El mecanismo para generar nuevos estados o soluciones consiste en elegir de manera
arbitraria un ve´rtice vi ∈ V y moverlo de V0 a V1 si vi ∈ V0 o viceversa.
Por lo tanto, la diferencia de coste viene dada por:
∆f =
∑
(vi,vj)∈A\δ(V0,V1)
w(aij)−
∑
(vi,vj)∈δ(V0,V1)
w(aij)
A continuacio´n, se muestra en la Figura 3.1 un ejemplo del problema descrito donde
V0 = {v0, v2, v4, v6} y V1 = {v1, v3, v5} siendo 1 el peso de todas las aristas. En este
caso, dicha particio´n es ma´xima siendo el valor de la funcio´n objetivo 9 pues es el
nu´mero de aristas en comu´n entre V0 y V1 ya que el peso de todas ellas es 1.
Figura 3.1: Corte ma´ximo
3.2. Problema del conjunto independiente
Es un problema NP-Duro cuyo objetivo es buscar a partir de un grafo G = (V,A)
el mayor subconjunto V
′ ⊂ V tal que ∀ vi, vj ∈ V ′ , aij 6∈ A.
En este caso se tiene que:
S = {V ′ : V = V ′ ⋃˙ V \ V ′}, esto es, el conjunto de todas las posibles particiones
disjuntas de V en V
′
y V \ V ′ siendo S ′ el conjunto de todas las particiones tal que
∀ vi, vj ∈ V ′ , aij 6∈ A.
La funcio´n de coste u objetivo f que hay que maximizar viene dada por
f(V
′
) = |V ′ | − α|A′ |
siendo A
′
= {aij ∈ A : vi, vj ∈ V ′} y α un factor de ponderacio´n mayor que 1.
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Se puede observar de la expresio´n anterior, que las soluciones viables so´lo contribuyen
en el primer te´rmino de la funcio´n de coste, mientras que las inviables (no cumplen
las restricciones) tambie´n contribuyen al segundo te´rmino, lo cual, reduce el coste
de las particiones que tengan la misma cardinalidad. Se consideran ambos tipos de
soluciones ya que ayuda a que el algoritmo converja hacia el conjunto de soluciones
o´ptimas Sopt permitiendo escapar de o´ptimos locales.
El mecanismo de generacio´n de nuevas soluciones se basa en elegir de manera arbi-
traria un ve´rtice vi ∈ V y moverlo de V ′ a V \ V ′ si vi ∈ V ′ o viceversa.
Por lo tanto, la diferencia de coste viene dada por:
∆f = (χV \V ′ (vi)−χV ′ (vi))
1− α ∑
(vi,vj)∈A,vj∈V ′
1

En la Figura 3.2 se muestra para el caso del cubo 6 conjuntos independientes (los
dos primeros ma´ximos), donde V
′
esta´ formado por los ve´rtices en color amarillo.
Figura 3.2: Conjuntos independientes del cubo
3.3. P´ıxeles de una imagen
Se trata de un modelo donde la funcio´n de energ´ıa considera como para´metro de
entrada una imagen en blanco y negro. La energ´ıa viene definida de manera local
para cada p´ıxel de la imagen que se representa mediante un cuadrado que puede ser
negro o blanco. La funcio´n de energ´ıa global es la suma de la energ´ıa de cada uno
de los p´ıxeles. En este caso, el objetivo es minimizar la energ´ıa global del sistema
teniendo en cuenta que esta se minimiza cuando para cada p´ıxel, el color del p´ıxel
superior e inferior es el mismo pero distinto del situado a su izquierda y su derecha.
La imagen inicial que representa el estado de partida contiene la misma cantidad de
p´ıxeles blancos y negros, siendo estos dispuestos de manera aleatoria. Por lo tanto,
es claro que un estado o´ptimo consiste en obtener l´ıneas alternas verticales de color
blanco y negro. Para buscar la solucio´n o´ptima se hace uso del algoritmo Simulated
Annealing mediante el control (principalmente) de la temperatura ya que va a de-
terminar el nu´mero de cambios a realizar y si se aceptan los estados generados o no
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(tal como se explico´ en el Cap´ıtulo 2).
A continuacio´n, se ilustra mediante ima´genes lo explicado con anterioridad, donde
para ello, se ha hecho uso del programa NetLogo.
En las siguientes gra´ficas se ve que en funcio´n del valor de los para´metros conside-
rados, la solucio´n obtenida es diferente. Se tienen diversos para´metros a controlar:
cooling-rate: Permite ajustar la velocidad con la que disminuye la temperatura.
En todos los casos se fija al mismo valor para que dicha disminucio´n sea lenta pues
es una condicio´n necesaria para garantizar la convergencia del algoritmo.
swap-radius: Permite controlar lo lejos que puede estar un p´ıxel de la imagen de
otro para poder ser intercambiado con e´l.
accept-equal-changes?: Puede tomar el valor ON/OFF. En el caso de que este´
activo (valor ON) se aceptan nuevos estados aunque la energ´ıa del sistema no var´ıe
al pasar de un estado a otro.
(a) Estado inicial (b) Estado final con swap-radius = 1
(c) Estado final con swap-radius = 2 (d) Estado final con swap-radius = 3
Se puede observar que se obtienen mejores resultados cuando se aceptan estados que
tienen la misma energ´ıa que el actual, as´ı como cuando el valor de swap-radius es
mayor ya que se realiza un mayor nu´mero de intercambios, esto es, se explora todo
el espacio de soluciones S.
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3.4. Aplicacio´n al problema del viajante o TSP
Como ya se ha comentado en otras ocasiones, el algoritmo Simulated Annealing es
aplicado para resolver el problema del viajante conocido como TSP. Por ello, para
finalizar este cap´ıtulo se ha realizado un estudio del comportamiento de la mayor´ıa
de los algoritmos descritos en la Seccio´n 1.6 del Cap´ıtulo 1 junto con el Simulated
Annealing. Adema´s, se llevara´ a cabo una comparativa de los mismos en funcio´n de
los resultados obtenidos en cuanto a distancia recorrida y tiempo de ejecucio´n.
Para ello, se ha utilizado el programa R-Studio, as´ı como una serie de paquetes y
comandos necesarios, que no sera´n detallados en el trabajo.
Conviene mencionar que esta parte del trabajo se ha realizado de manera conjun-
ta con Juan Manuel Velasco Heras, esto es, ambos hemos considerado los mismos
datasets para realizar las pruebas, que han sido realizadas en la ma´quina cuyas ca-
racter´ısticas fueron comentadas al comienzo del cap´ıtulo. Por lo tanto, los resultados
obtenidos son los mismos en ambos trabajos, y las conclusiones de cada uno similares.
Primero, partimos de un dataset denominado Ciudades que consta de cuatro colum-
nas (una es el nombre de la ciudad, otra es un ID con los tres primeros caracteres
de la ciudad, la tercera es la longitud y la cuarta la latitud de la misma) y 55 filas,
esto es, tenemos 55 ciudades.
Adema´s, se ha considerado a la hora de realizar las diversas implementaciones, como
distancia entre cada par de ciudades consideradas, la distancia del haversiano que ha
sido calculada a trave´s de la fo´rmula de Haversine. Esta fo´rmula sirve para calcular
la distancia de c´ırculo ma´ximo entre dos puntos de la esfera sabiendo su longitud y
su latitud.
Tras ello, a dicho conjunto de datos, se le ha aplicado la resolucio´n del TSP usando
una serie de me´todos y considerando como ciudad de partida (siempre que el me´to-
do considerado permita dejarla fija) la primera del dataset, esto es, Santander. Los
me´todos considerados son los siguientes: Insercio´n ma´s cercana, ma´s lejana, ma´s
barata y aleatoria, Vecinos ma´s pro´ximo y Vecinos ma´s pro´ximo repetitivo, 2-opt,
Lin-Kernighan, Concorde y Simulated Annealing.
Todos los me´todos mencionados con anterioridad han sido descritos o considerados
en el Cap´ıtulo 1 a excepcio´n del me´todo Vecinos ma´s pro´ximo repetitivo. Dicho
me´todo aplica el me´todo vecinos ma´s pro´ximo partiendo de cada una de las diferentes
ciudades, para as´ı, quedarse con el recorrido que da el mejor resultado.
Tambie´n conviene decir, que el me´todo Concorde es un algoritmo bastante avanzado
y preciso para resolver el TSP y se basa en te´cnicas de ramificacio´n y corte. Por ello,
es de esperar obtener muy buenos resultados al ser aplicado.
Todos estos me´todos se encuentran dentro del paquete de R-Studio denominado
TSP a excepcio´n del algoritmo Simulated Annealing, por lo que ha sido necesario
hacer uso del me´todo optim() que se encuentra en el paquete stats, e ir variando los
valores de las iteraciones y la temperatura elegida para ver con cua´les se obten´ıan
mejores resultados.
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A continuacio´n, se muestran una serie de gra´ficos que ilustran el camino seguido
para resolver el TSP, para cada uno de los me´todos considerados.
La ciudad de partida (que tambie´n es la de fin) viene marcada con un c´ırculo negro,
a diferencia del resto, que tienen color azul. Tambie´n se muestra en dichas ima´genes
cua´l es el recorrido total de la ruta en km para cada uno de los me´todos usados.
(e) Insercio´n ma´s cercana (34070.34 km) (f) Insercio´n ma´s lejana (32888.65 km)
(g) Insercio´n ma´s barata (35410.33 km) (h) Insercio´n aleatoria (32084.69 km)
(i) Vecinos ma´s pro´ximo (34796.00 km) (j) Vecinos ma´s pro´ximo repetitivo (33783.12
km)
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(k) 2-opt (36857.00 km) (l) Lin-Kernighan (30417.48 km)
(m) Concorde (30417.48 km) (n) SA con iter = 1000000 (32230.00 km)
(n˜) SA con iter = 100000 (32242.00 km) (o) SA con iter = 40000 (32706.00 km)
Figura 3.3: Ruta ordenada tras aplicar el algoritmo de ejecucio´n indicado
Para el caso del algoritmo Simulated Annealing se muestran tres ima´genes diferen-
tes que se corresponden con un nu´mero de iteraciones de 1000000, descendiendo a
100000, y finalmente, fija´ndolo en 40000.
Se puede observar que a mayor nu´mero de iteraciones realizadas, el valor del recorri-
do total de la ruta es menor y ma´s pro´ximo al valor o´ptimo. Sin embargo, el tiempo
de ejecucio´n aumenta considerablemente, por lo que, dado que en el caso de 100000
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iteraciones so´lo se obtienen 12 km a mayores con respecto a las 1000000 iteraciones,
y el tiempo es mucho ma´s reducido ser´ıa una mejor opcio´n a considerar.
Tras ello, se han considerado otros dos datasets. Uno de ellos denominado Ciudades1
que consta de 502 ciudades y otro denominado Ciudades2 que consta de 1200 ciuda-
des. Esto nos ha permitido comparar el funcionamiento de dichos me´todos cuando
se aumenta el nu´mero de ciudades consideradas para su resolucio´n.
A continuacio´n, se muestra una tabla comparativa de todos los algoritmos, teniendo
en cuenta la distancia recorrida y el tiempo de ejecucio´n para el caso de 55, 502 y
1200 ciudades.
Algoritmo 55 ciudades 502 ciudades 1200 ciudades
de resolucio´n Distancia Tiempo Distancia Tiempo Distancia Tiempo
Insercio´n ma´s cercana 34070.34 0.00 120688.81 0.79 181704.24 9.59
Insercio´n ma´s lejana 32888.65 0.02 105201.13 0.89 160878.27 7.47
Insercio´n ma´s barata 35410.33 0.03 115215.36 0.58 179368.30 6.42
Insercio´n aleatoria 32084.69 0.00 107423.11 0.02 162013.16 0.02
Vecinos ma´s pro´ximo 34796.00 0.00 130530.73 0.00 187372.14 0.05
Vecinos ma´s pro´ximo repetitivo 33783.12 0.07 118415.83 8.23 185668.79 84.14
2-opt 36857.00 0.00 108908.00 0.44 160585.00 8.37
Lin-Kernighan 30417.48 0.19 100692.08 3.37 148663.53 17.92
Concorde 30417.48 0.50 98438.31 13.74 147638.86 61.59
SA (40000 iteraciones) 32706.00 2.70 105113.00 4.91 160878.00 13.54
SA (100000 iteraciones) 32242.00 9.32 104987.00 10.60 160846.00 27.64
SA (1000000 iteraciones) 32230.00 70.83 104512.00 105.89 160479.00 164.34
Tabla 3.1: Comparativa de los algoritmos en distancia (km) y tiempo de resolucio´n (sg)
Segu´n los resultados obtenidos, se puede decir que los algoritmos que mejor resul-
tado obtienen en cuanto a distancia recorrida son el Concorde y el Lin-Kernighan.
Adema´s, si se tiene en cuenta el tiempo de ejecucio´n de ambos, el mejor de ellos ser´ıa
el Lin-Kernighan pues difiere muy poco de los resultados obtenidos con Concorde
siendo su tiempo de ejecucio´n bastante menor. Obtener resultados tan buenos para
estos dos me´todos era de esperar dado que se han disen˜ado para resolver este tipo
de problemas.
Por otro lado, se ve que los algoritmos Insercio´n ma´s cercana, Insercio´n ma´s barata
y Vecinos ma´s pro´ximo aunque tienen un buen tiempo de ejecucio´n, el resultado
obtenido sobre la distancia difiere bastante de los obtenidos con Lin-Kernighan y
Concorde. Como es lo´gico, debido al procedimiento seguido por el algoritmo Vecinos
ma´s pro´ximo repetitivo, los resultados obtenidos son mejores que los del algoritmo
Vecinos ma´s pro´ximo, sin embargo, para ello se necesita un tiempo de ejecucio´n
bastante mayor. Otros como Insercio´n ma´s lejana o Insercio´n aleatoria obtienen
resultados medios y tienen la ventaja de que el tiempo de ejecucio´n no es elevado.
Para el caso del algoritmo 2-opt, los resultados obtenidos no son tan buenos como
los de Concorde o Lin-Kernighan, y es debido principalmente a la disposicio´n de las
ciudades consideradas, pues en otros casos (como veremos en el Cap´ıtulo 4), dicho
algoritmo obtiene muy buenos resultados (iguales o mejores que los otros dos) y tie-
ne la ventaja de que el tiempo de ejecucio´n es mucho menor. Por lo tanto, podemos
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decir que mientras que los algoritmos Lin-Kernighan y Concorde se adaptan bien
tanto a situaciones de partida buenas o malas, el algoritmo 2-opt funciona bien pero
para ello es necesario que la ruta de partida considerada no sea muy mala.
Para el algoritmo Simulated Annealing se han realizado pruebas para distintas ite-
raciones. Adema´s, para el caso de 55 ciudades se ha usado una temperatura de 1500,
mientras que, para los otros dos casos se ha aplicado primero el algoritmo Insercio´n
ma´s lejana, y tras ello, el Simulated Annealing con una temperatura de 20. El haber
aplicado primero dicho algoritmo, se debe a que la relacio´n que presenta en te´rminos
de distancia y tiempo de ejecucio´n es relativamente buena, y as´ı, al partir de una
solucio´n pro´xima a la o´ptima, Simulated Annealing logra mejorarla, pues sin apli-
carlo, el resultado obtenido es mucho peor y se necesitar´ıan muchas ma´s iteraciones
para lograr lo mismo.
En conclusio´n, centra´ndonos en el algoritmo Simulated Annealing que es nuestro
me´todo de estudio, se puede decir que es adecuado para resolver el problema del
viajante, ya que en muchas ocasiones, logra mejorar la solucio´n de partida apro-
xima´ndose a la o´ptima (siempre y cuando la disminucio´n del para´metro de control
sea lo suficientemente lenta).
Sin embargo, como se ha podido ver existen otros algoritmos que son ma´s adecuados
para resolver este tipo de problema, y se debe principalmente, a que han sido crea-
dos espec´ıficamente para ello. Pero el Simulated Annealing, a diferencia del resto,
puede ser aplicado para resolver mu´ltiples problemas, algunos de los cuales fueron
comentados al principio de esta seccio´n, ya que, partiendo de un espacio de estados
inicial, una funcio´n a optimizar, una funcio´n generadora de estados y una medida
de la diferencia de coste entre soluciones o estados, dicho algoritmo logra optimizar
cualquier funcio´n objetivo dada.
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Cap´ıtulo 4
Comportamiento del Simulated
Annealing y otras heur´ısticas
frente al problema planteado
Antes de realizar la aplicacio´n de los distintos algoritmos a las trayectorias de
los vuelos proporcionados, se va a realizar una breve introduccio´n del proyecto
“AIRPORTS” con el que se esta´ colaborando en la realizacio´n del presente trabajo,
as´ı como del problema que se presenta.
4.1. Problema planteado sobre la reordenacio´n de
trayectorias de vuelo
El presente trabajo busca resolver el problema sobre el alineamiento temporal de las
trayectorias que describen las distintas aeronaves. Se enmarca dentro del contexto
de “AIRPORTS” que es un proyecto liderado por Boeing Research and Technology
Europe (BR&T-E) en el que participan varias instituciones espan˜olas (como es el
caso de la Universidad de Valladolid).
El objetivo de dicho proyecto es mejorar la eficiencia del sistema de vuelos mediante
el ana´lisis de las trayectorias que estos describen. Dichas trayectorias se construyen
gracias a los distintos mensajes ADS-B que son transmitidos por las aeronaves du-
rante el vuelo, los cuales, provienen de diferentes fuentes o proveedores.
Una vez transmitidos dichos mensajes, la entidad receptora se encarga de captarlos
y asignarlos el tiempo de recepcio´n, conocido como timestamp. Como consecuencia
del retardo en el tiempo de recepcio´n de dichos mensajes y debido a que los relojes
de tiempo de los dispositivos receptores no se encuentran sincronizados, los tiempos
asignados pueden no ser los correctos. Debido a ello, dichos mensajes se registran
con un orden inadecuado, esto es, no es el mismo orden con el que fueron emitidos.
Esta situacio´n provoca que cuando se construye la trayectoria a partir de los distin-
tos mensajes obtenidos, sea erro´nea.
Por ello, el propo´sito perseguido con la aplicacio´n de las distintas heur´ısticas des-
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critas en el Cap´ıtulo 1 al conjunto de vuelos de estudio, es poder obtener el camino
hamiltoniano de mı´nima distancia para cada una de las trayectorias proporcionadas
y realizar la nueva asignacio´n de tiempos para aquellos puntos que han sido alterados
tras la ordenacio´n.
4.2. Aplicacio´n de las distintas heur´ısticas
En esta seccio´n, se van a aplicar las heur´ısticas descritas en el Cap´ıtulo 1 a ciertas
trayectorias con el objetivo de mejorarlas encontrando la ruta de mı´nima distancia.
Para ello, se persigue resolver el problema de los caminos hamiltonianos de mı´nima
distancia. Luego, si tenemos un conjunto de n datos, la resolucio´n de dicho problema
consiste en encontrar el recorrido ma´s corto que una el punto o estado 1 con el punto
o estado n (siendo estos fijados al principio), de manera que so´lo se pase por cada
estado en una u´nica ocasio´n. Como la formulacio´n de este problema no coincide
exactamente con la del problema del TSP descrita en el Cap´ıtulo 1, es necesario
realizar una adaptacio´n del mismo. Para ello, se ha considerado la adicio´n de un
estado o punto auxiliar en la trayectoria que tiene distancia cero con el resto de
estados considerados, y por lo tanto, permite obtener un camino cerrado.
Lo anteriormente descrito se puede visualizar en la Figura 4.1 que se muestra a
continuacio´n. As´ı, mediante la adicio´n de dicha ciudad abstracta (marcada en co-
lor amarillo), se puede formar un circuito hamiltoniano de coste mı´nimo que es el
objetivo para resolver el problema del viajante o TSP. En ella, los datos aparecen
ordenados en funcio´n del tiempo de recepcio´n de los mismos y viene indicado justo
encima de cada punto.
Figura 4.1: Recorrido en el que se an˜ade una ciudad abstracta
As´ı, resolver el problema del camino hamiltoniano de mı´nima distancia entre el es-
tado inicial 1 y el estado final n (considerando un conjunto de n datos y siendo
estos estados fijados al comienzo), equivale a encontrar el circuito hamiltoniano de
mı´nima distancia considerando la adicio´n del estado auxiliar, siendo este el objetivo
del propio problema TSP. Para que quede ma´s claro, supongamos que se tiene el
conjunto D = {di : i ∈ {1, ..., n}}, y que se an˜ade el punto auxiliar denotado por O.
Como la distancia entre dicho punto y el resto de puntos del conjunto D es 0, esto
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es, dist(di, O) = 0, ∀ i ∈ {1, ...n}, se puede aplicar el problema del TSP a dicho
conjunto buscando encontrar el circuito hamiltoniano de coste mı´nimo.
As´ı, si se fija como punto inicial d1 y como final dn, se obtendra´ un circuito de mı´ni-
ma distancia formado por n+ 1 puntos, por ejemplo vendra´ dado segu´n la secuencia
de puntos siguiente: d1d4d2d3....diOdi+2...dn−2dn. Ahora, para encontrar el camino
hamiltoniano de mı´nima distancia entre los puntos inicial y final fijados, basta eli-
minar la arista que une los puntos di con O y la que une los puntos O con di+2, pues
al ser la distancia entre ellos 0, el coste de la solucio´n no se vera´ alterado. Luego, en
este caso se obtendra´ el camino hamiltoniano siguiente: d1d4d2d3....didi+2...dn−2dn
cuya distancia sera´ la misma que en el caso anterior. Este camino es la solucio´n al
problema del camino hamiltoniano de mı´nima distancia.
Para encontrar el camino hamiltoniano de coste mı´nimo de una serie de vuelos pro-
porcionados, se ha usado al igual que en la Seccio´n 3.4, el paquete TSP y el me´todo
optim() del paquete stats. Su uso en R-Studio permite disponer de una serie de algo-
ritmos, que han sido aplicados a las distintas trayectorias de los vuelos obtenidas, y
son los siguientes: Insercio´n ma´s cercana, ma´s lejana, ma´s barata y aleatoria, Veci-
nos ma´s pro´ximo y Vecinos ma´s pro´ximo repetitivo, 2-opt, Lin-Kernighan, Concorde
y Simulated Annealing. En este caso, a mayores de lo realizado en la Seccio´n 3.4,
para llevar a cabo las distintas pruebas y ejecuciones se plantean dos posibilidades
diferentes: aplicar los algoritmos usando ventanas de tiempo o sin usarlas.
El motivo de poder elegir la opcio´n de ejecutar los algoritmos usando ventanas de
tiempo se debe a que al reducir el nu´mero de datos a los cuales se aplican los al-
goritmos, se mejoran los resultados obtenidos en distancia recorrida y tiempo de
ejecucio´n. Para el caso del Simulated Annealing como el nu´mero de iteraciones para
cada ventana es fijo, el tiempo de ejecucio´n es algo mayor cuando se consideran ven-
tanas que cuando no se hace. Sin embargo, este aumento de tiempo no es relevante
con respecto a la mejora en distancia obtenida. Adema´s, se considera la posibilidad
de elegir un solapamiento entre las distintas ventanas para as´ı evitar aislar los datos
entre pares de ventanas consecutivas. Dicho solapamiento se realiza entre los u´lti-
mos elementos de una ventana y los primeros de la siguiente. Tambie´n, es posible
elegir taman˜os de ventana y de solapamiento diferentes en las zonas del aeropuerto
y en la zona central del vuelo, lo cual, se debe a que en las zonas del aeropuerto
las trayectorias no son tan rectas como en la zona central, presentando diversos
quiebros y zig-zag. Por lo tanto, en ocasiones, es conveniente reducir el taman˜o de
las ventanas en el aeropuerto y el nu´mero de datos de solapamiento para obtener
mejores resultados.
A continuacio´n, se explican dichas posibilidades de manera ma´s formal:
1a) Sin usar ventanas de tiempo: Esta posibilidad, permite resolver el problema
considerado con el algoritmo indicado, el cual, es aplicado a todo el conjunto de
datos del dataset.
2a) Usando ventanas de tiempo: Con esta posibilidad, se consideran subconjun-
tos del conjunto de datos original, a los cuales, se les aplica el algoritmo indicado.
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Para ello, sera´ necesario considerar ventanas de tiempo de un cierto taman˜o y con
un determinado solapamiento entre ellas.
Formaliza´ndolo en te´rminos matema´ticos: Sea D = {di : i ∈ N} un conjunto tal que
di es la informacio´n asociada al mensaje ADS-B i recibido de un vuelo, de manera
que d1 < d2 < ... < dn < ..., esto es, los mensajes esta´n ordenados de manera
creciente en funcio´n del tiempo de recepcio´n (timestamp). Se entiende por ventana
de tiempo de taman˜o t a un subconjunto de datos D
′ ⊂ D tal que |D′| = t < |D|
(considerando que hay ma´s de una ventana de tiempo pues sino |D′ | = t = |D|).
Si se tienen n ventanas de tiempo consecutivas de taman˜o t con solapamiento s entre
ellas siendo s ≤ t, entonces se tiene que: D1, ..., Dn ⊂ D de manera que |D1| = ... =
|Dn| = t y |Di ∩Di+1| = s, ∀ i = 1, ..., n, esto es, coinciden los s u´ltimos elementos
de la ventana Di con los s primeros de Di+1. Luego, si Di = {d(i−1)t, ..., dit−1} y
Di+1 = {dit, ..., d(i+1)t−1}, entonces d(it−1)−s = dit, ..., dit−1 = dit+s.
En la Figura 4.2 se detalla de manera gra´fica la explicacio´n anterior.
Figura 4.2: Usando ventanas de tiempo
Cuando se usen ventanas de tiempo se van a considerar dos posibles casos:
· El caso en que todas las ventanas son del mismo taman˜o t con solapamiento s. En
dicho caso, la aplicacio´n del algoritmo debe realizarse sobre cada uno de las ventanas
consideradas, donde el nu´mero de ejecuciones vendra´ dado por:
f(t, s) = 1 +
⌊ |D| − s− 1
t− s
⌋
· El caso en que se consideran diferentes taman˜os de ventana. En este caso so´lo se
van a tener en cuenta dos taman˜os diferentes, donde uno se correspondera´ con las
zonas de los aeropuertos, y el otro con la zona central del vuelo, siendo el motivo
de esta diferenciacio´n el comentado anteriormente. Se denota por tv el taman˜o de
ventana en vuelo, ta el taman˜o de ventana en el aeropuerto, sv el solapamiento en
vuelo y sa el solapamiento en el aeropuerto. As´ı, el algoritmo se aplica a cada uno
de los diferentes trozos: en los dos trozos del aeropuerto, se aplica f(ta, sa) veces y,
en el trozo del vuelo se aplica f(tv, sv) veces. Por lo tanto, se obtiene que el nu´mero
de veces que se aplica el algoritmo es 2f(ta, sa) + f(tv, sv).
Dependiendo de si un vuelo presenta ma´s problemas debido al fallo en el alinea-
miento temporal o menos, sera´ recomendable aplicar una alternativa u otra.
A continuacio´n, se muestran los resultados obtenidos de una serie de ejemplos rea-
lizados con diferentes vuelos y consideraciones.
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Las dos ima´genes siguientes 4.3a y 4.3b, sirven para ilustrar como en determinados
vuelos cuyas trayectorias cerca de los aeropuertos presentan ciertos quiebros y zig-
zag es u´til usar ventanas de tiempo. La presencia de dichas irregularidades se debe
a que en las fases del aterrizaje y el despegue las aeronaves suelen realizar ma´s
maniobras que en la zona del vuelo, siendo en el vuelo las trayectorias ma´s rectas.
Se observa como en la imagen 4.3b se corrige la desviacio´n presente en la trayectoria
de la imagen 4.3a.
(a) Sin usar ventanas (b) Usando ventanas con ta = 10 y sa = 2
Figura 4.3: Trayectoria ordenada sin usar ventanas de tiempo o usa´ndolas
Estas correcciones aunque resulten mı´nimas son muy importantes, pues gracias a
ello, en vuelos largos se logra reducir la distancia total obtenida.
Este hecho se puede observar cuando se aplica la heur´ıstica de mejora Simulated
Annealing al vuelo IBE05DK (temperatura 1 y 100000 iteraciones) cuya ruta sin
aplicar ningu´n algoritmo es de 602.47 km. En el caso en que no se usan ventanas
de tiempo se reduce dicha distancia a 590.95 km, y si se usan ventanas en la zona
del aeropuerto (para aquellos datos con altura inferior a 6000) de taman˜o 20 y so-
lapamiento 5, se reduce a 582.79 km. Por lo tanto, se produce una disminucio´n de
la distancia obtenida en el caso en que se usan ventanas de tiempo en la zona del
aeropuerto, llegando a reducirse en 8.16 kilo´metros. Esto nos lleva a concluir que el
uso de ventanas de tiempo resulta ventajoso y es aconsejable utilizarlo ya que se con-
siguen resultados ma´s pro´ximos a la solucio´n o´ptima, esto es, la de mı´nima distancia.
A continuacio´n, usando el ordenador cuyas caracter´ısticas fueron detalladas en el
Cap´ıtulo 3, se muestran dos tablas donde se realiza una comparativa de los distin-
tos algoritmos comentados en te´rminos de distancia recorrida y tiempo de ejecucio´n.
Conviene mencionar que para estas ejecuciones no se han usado ventanas de tiempo.
Adema´s, cabe destacar que al igual que en el Cap´ıtulo 3, dichas tablas se han reali-
zado de manera conjunta con Juan Manuel Velasco Heras y son las mismas en ambos
trabajos, pues se han usado los mismos vuelos y me´todos para su realizacio´n.
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Los vuelos considerados para realizar dicho estudio son 5 y son los siguientes:
IBE04HT : Vuelo de Madrid a Asturias que tiene 1090 mensajes ADS-B.
IBE04NL: Vuelo de Asturias a Madrid que tiene 1151 mensajes ADS-B.
IBE0519 : Vuelo de A Corun˜a a Madrid que tiene 1105 mensajes ADS-B.
IBE05DK : Vuelo de Madrid a A Corun˜a que tiene 1079 mensajes ADS-B.
RYR9KY 4CA97C : Vuelo de Ibiza a Barcelona que tiene 533 mensajes ADS-B.
Algoritmo IBE04HT IBE04NL IBE0519
de resolucio´n Distancia Tiempo Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 511.99 - 659.99 - 682.84 -
Insercio´n ma´s cercana 453.22 5.46 588.89 7.24 639.72 5.60
Insercio´n ma´s lejana 533.07 5.41 570.51 6.14 600.42 5.97
Insercio´n ma´s barata 452.95 3.76 570.42 4.03 600.38 3.89
Insercio´n aleatoria 529.76 0.05 576.98 0.05 873.01 0.04
Vecinos ma´s pro´ximo 518.98 0.05 888.53 0.05 1227.06 0.05
Vecinos ma´s pro´ximo repetitivo 453.49 66.22 570.76 67.54 602.57 55.41
2-opt 452.95 0.42 570.42 0.63 600.38 0.50
Lin-Kernighan 452.97 20.85 570.39 18.58 600.38 22.14
Concorde 452.97 8.08 570.39 10.44 600.38 8.05
SA (40000 iteraciones) 505.91 5.04 657.75 5.08 677.75 5.22
SA (100000 iteraciones) 503.99 12.20 656.83 14.06 664.79 12.56
SA (1000000 iteraciones) 482.97 141.86 611.94 133.66 641.93 120.99
Tabla 4.1: Comparativa de los algoritmos en distancia (km) y tiempo de resolucio´n (sg)
Algoritmo IBE05DK RYR9KY 4CA97C
de resolucio´n Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 602.47 - 346.98 -
Insercio´n ma´s cercana 573.73 5.59 300.85 0.78
Insercio´n ma´s lejana 801.13 4.97 360.63 0.80
Insercio´n ma´s barata 558.69 3.04 299.99 0.49
Insercio´n aleatoria 653.80 0.05 330.80 0.02
Vecinos ma´s pro´ximo 913.47 0.04 332.44 0.01
Vecinos ma´s pro´ximo repetitivo 558.77 51.36 310.66 6.75
2-opt 558.69 0.28 299.99 0.03
Lin-Kernighan 558.69 16.97 299.99 3.62
Concorde 558.69 8.40 299.99 2.49
SA (40000 iteraciones) 601.86 5.59 340.84 3.65
SA (100000 iteraciones) 590.95 11.98 327.98 9.17
SA (1000000 iteraciones) 578.84 120.21 309.50 89.64
Tabla 4.2: Comparativa de los algoritmos en distancia (km) y tiempo de resolucio´n (sg)
Cabe destacar que en el caso de la Seccio´n 3.4 la ruta inicial de partida se considero´
de manera aleatoria, mientras que en el presente estudio se espera que esta difiera
poco de la solucio´n o´ptima, por lo que ciertos algoritmos que se comportaban mal
podr´ıan mejorar su comportamiento al ser aplicados para realizar la reordenacio´n
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de las trayectorias de los vuelos antes mencionados.
Al igual que en la Seccio´n 4 del Cap´ıtulo 3 observamos que los mejores me´todos en
cuanto a distancia recorrida son el Lin-Kernighan y el Concorde. Adema´s, observa-
mos como el 2-opt arroja muy buenos resultados, y como ya comentamos, es debido
a que en este caso la solucio´n de partida no es muy lejana a la o´ptima, esto es, las
trayectorias no son muy malas. Con respecto a los algoritmos que obtienen buenos
resultados, el me´todo 2-opt presenta la ventaja de tener un tiempo de ejecucio´n bas-
tante menor. Tambie´n se observa que otros algoritmos como Insercio´n ma´s barata y
Vecinos ma´s pro´ximo repetitivo arrojan muy buenos resultados.
Por otro lado, para algoritmos como Insercio´n ma´s cercana, ma´s lejana y Vecinos
ma´s pro´ximos vemos que el resultado depende de la ejecucio´n realizada, de manera
que las soluciones mostradas en las Tablas 4.1 y 4.2 podr´ıan mejorarse si se realizan
una serie de ejecuciones y se elige la mejor de ellas. Este es uno de los inconvenientes
que presentan dichos algoritmos, pues en funcio´n del dato de partida considerado se
obtienen mejores o peores resultados, aunque para el caso del algoritmo Vecinos ma´s
pro´ximos, la distancia obtenida suele estar en la mayor´ıa de las ocasiones lejana de la
o´ptima (incluso llega a empeorarla). Adema´s, para el algoritmo Insercio´n aleatoria,
como la insercio´n de los nodos se realiza al azar, habra´ diferencias en los resultados
dependiendo de la ejecucio´n realizada pues cada vez sera´ diferente, arrojando en
algunos casos mejores resultados que en otros.
Por u´ltimo vemos como el Simulated Annealing tambie´n obtiene buenos resultados,
logrando aproximarse bastante a la solucio´n o´ptima, pero para ello, es necesario rea-
lizar unas cuantas iteraciones lo que provoca un aumento del tiempo de ejecucio´n.
En este caso para realizar las ejecuciones del algoritmo Simulated Annealing no se
ha usado un algoritmo previo de resolucio´n.
A continuacio´n, se muestran dos gra´ficas en las Figuras 4.4 y 4.5, donde se represen-
ta para cada uno de los algoritmos considerados en las Tablas 4.1 y 4.2 la diferencia
entre la distancia original de cada uno de los vuelos considerados con respecto a la
distancia tras aplicar un determinado algoritmo de resolucio´n.
En la primera gra´fica (ver Figura 4.4) se puede ver como para algunos algoritmos se
obtienen diferencias negativas, ya que en ocasiones, la ejecucio´n de dichos algoritmos
arroja resultados peores que los de partida.
Por otro lado, en la segunda gra´fica (ver Figura 4.5), se muestra la representacio´n
asociada a las heur´ısticas no constructivas basados en realizar intercambios (2-opt y
Lin-Kernighan) o en el azar (Simulated Annealing) junto con el algoritmo Concorde.
Se puede observar como para el caso del Simulated Annealing si se usa un adecuado
nu´mero de iteraciones la diferencia con respecto a los otros algoritmos no es muy
elevada. Adema´s, como se ha podido comprobar tras realizar diferentes pruebas, los
resultados de dicho algoritmo se aproximan mucho ma´s a la solucio´n o´ptima cuando
se considera el uso de ventanas de tiempo, lo cual, no fue considerado en este caso.
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Figura 4.4: Comparativa de todos los algoritmos de resolucio´n
Figura 4.5: Comparativa de algunos algoritmos de resolucio´n
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Para ilustrar la mejora del algoritmo Simulated Annealing cuando se usan ventanas
de tiempo, se ha realizado la ejecucio´n de los vuelos mostrados en las Tablas 4.1 y
4.2. Para ello, se ha usado un taman˜o de ventana de 100, un solapamiento de 20
(igual para la zona del vuelo que para las zonas del aeropuerto) y una temperatura
de 1. Los resultados obtenidos se muestran en las siguientes tablas.
Simulated Annealing con 40000 iteraciones:
Algoritmo IBE04HT IBE04NL IBE0519
de resolucio´n Distancia Tiempo Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 511.99 km - 659.99 km - 682.84 km -
Sin ventanas 505.91 km 5.04 sg 657.75 km 5.08 sg 677.75 km 5.22 sg
Con ventanas 467.14 km 45.30 sg 587.62 km 44.93 sg 619.90 km 53.21 sg
Tabla 4.3: Comparativa entre el uso o no de ventanas de tiempo (40000 iteraciones)
Algoritmo IBE05DK RYR9KY 4CA97C
de resolucio´n Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 602.47 km - 346.98 km -
Sin ventanas 601.86 km 5.59 sg 340.84 km 3.65 sg
Con ventanas 570.51 km 47.68 sg 307.80 km 18.47 sg
Tabla 4.4: Comparativa entre el uso o no de ventanas de tiempo (40000 iteraciones)
Simulated Annealing con 100000 iteraciones:
Algoritmo IBE04HT IBE04NL IBE0519
de resolucio´n Distancia Tiempo Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 511.99 km - 659.99 km - 682.84 km -
Sin ventanas 503.99 km 12.20 sg 656.83 km 14.06 sg 664.79 km 12.56 sg
Con ventanas 463.05 km 126.93 sg 580.08 km 142.59 sg 614.23 km 134.98 sg
Tabla 4.5: Comparativa entre el uso o no de ventanas de tiempo (100000 iteraciones)
Algoritmo IBE05DK RYR9KY 4CA97C
de resolucio´n Distancia Tiempo Distancia Tiempo
Sin aplicar algoritmo 602.47 km - 346.98 km -
Sin ventanas 590.95 km 11.98 sg 327.98 km 9.17 sg
Con ventanas 568.21 km 127.81 sg 305.93 km 46.64 sg
Tabla 4.6: Comparativa entre el uso o no de ventanas de tiempo (100000 iteraciones)
No se ha considerado el caso de 1000000 iteraciones dado que la mejora obtenida
con respecto al caso de 100000 iteraciones ser´ıa mı´nima y el tiempo de ejecucio´n au-
mentar´ıa mucho, no siendo recomendable. Adema´s, en las tablas se puede observar
que la mejora es mucho mayor que cuando no se usan ventanas de tiempo, aunque
es cierto que con su uso aumenta el tiempo de resolucio´n, y como ya se comento´,
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es debido a que el nu´mero de iteraciones para cada ventana es fijo. Sin embargo,
como la mejora en te´rminos de distancia es muy significativa y el tiempo tampoco
es demasiado elevado, se puede concluir que el uso de ventanas resulta adecuado y
recomendable para este algoritmo.
Para finalizar el presente cap´ıtulo, en las image´nes de la Figura 4.6 se muestra un
trozo de la ruta de partida del vuelo IBE04HT y el resultado obtenido al ejecutar
el algoritmo Simulated Annealing (con temperatura 1 y 100000 iteraciones) a dicha
trayectoria de vuelo.
Figura 4.6: Trozo no ordenado y ordenado del vuelo IBE04HT
Se puede observar como para el caso de la ruta ordenada la distancia recorrida es
menor. Esto se debe a que la ejecucio´n del algoritmo va intercambiando diversos
pares de estados o puntos queda´ndose con aquellos que logran reducir la distancia
de la ruta actual (en este caso un total de 108 puntos han sido alterados). Adema´s, en
las ima´genes se observa una de las mejoras realizadas en dicho vuelo. Estas pequen˜as
mejoras hacen que la distancia vaya disminuyendo poco a poco hasta acercarse lo
ma´s posible a la solucio´n o´ptima, esto es, a la ruta de mı´nima distancia.
73
Cap´ıtulo 5
Conclusiones
Una vez realizado el desarrollo del presente trabajo, se puede concluir que han sido
alcanzados con e´xito los objetivos planteados al comienzo del mismo. As´ı, gracias
al estudio y desarrollo de los distintos algoritmos presentados a lo largo del mismo,
en particular centra´ndonos en el Simulated Annealing, se ha podido obtener una so-
lucio´n eficiente y escalable que permite corregir aquellas trayectorias que presentan
alguna anomal´ıa (asociada principalmente a una mala asignacio´n de los timestamps)
y realizar la correspondiente reasignacio´n de timestamps para los puntos que han
sido alterados durante la realizacio´n de la reordenacio´n. Por lo tanto, se ha podido
observar como los fundamentos teo´ricos de dicho algoritmo y las conclusiones de los
mismos que fueron descritas en el Cap´ıtulo 2 eran certeras, ya que ha sido posible
su visualizacio´n pra´ctica.
Para ello, ha sido de gran utilidad el dashboard realizado usando el entorno de
programacio´n R-Studio. El dashboard creado ha sido el pilar fundamental para la
realizacio´n del Trabajo de Fin de Grado de Informa´tica, y adema´s, ha sido usado
en el presente trabajo para poder ver el funcionamiento de los diferentes algoritmos
y realizar la comparativa mostrada en el Cap´ıtulo 4. Gracias a ello, se ha podido
ilustrar co´mo al aplicar alguno de dichos algoritmos a los distintos vuelos proporcio-
nados, se logra obtener trayectorias cuyas distancias reducen de manera considerable
la de la trayectoria de partida.
Todo esto, permite concluir que el estudio realizado puede ser llevado a cabo para su
aplicacio´n en los sistemas actuales de gestio´n del tra´fico ae´reo. Para el caso concreto
del Simulated Annealing, se ha realizado un proyecto en Java usando el modelo de
programacio´n MapReduce, que permite obtener las rutas ordenadas de un conjunto
dado de vuelos de manera eficiente y escalable, as´ı como los nuevos tiempos obtenidos
para cada punto tras la reordenacio´n. El propo´sito de su realizacio´n es que pueda
ser incorporado al tratamiento de los datos que se hace en las plataformas Big Data
que tratan con las trayectorias y que permita mejorar y avanzar en lo relativo a
la gestio´n del tra´fico ae´reo. Esto, es una mı´nima parte de todo lo que es necesario
y queda por hacer para lograr optimizar el uso del espacio ae´reo, pero es un buen
punto de partida con el que se puede seguir trabajando e investigando.
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