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Hkratna lokalizacija in kartiranje je računalniški problem, pri katerem je cilj popis neznane 
okolice v karto in istočasno slediti lokaciji robota. Razvoj na tem področju je v zadnjih letih 
v razmahu in primere aplikacij, ki so povezane s tem vidimo zmeraj pogosteje v vsakdanu, 
kot so avtonomni avtomobili, droni, sesalci, itd. Zaradi preprostosti sistema je uporaba čim 
manj senzorjev  dobrodošla. S tem namenom in njihove dostopnosti se zmeraj pogosteje 
uporabljajo kamere. Tako bomo v tem delu pregledali teorijo na kateri slonijo algoritmi za 
reševanje tega problema, uporaba kamer in robota za raziskovanje okolice. Na podlagi 
praktične aplikacije teh sistemov smo ugotovili, da lahko z zelo preprostim sistemom 
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Simultaneous localisation and mapping is a computational problem at which the goal is 
mapping an unknown environment and simultaneously track the robots location. Research 
in this field is in full swing and examples of applications that involve this problem can be 
seen ever more frequently in our everyday life as in autonomous cars, drones, vacuum 
cleaners, etc. For preserving the simplicity of a system the goal is to reduce the number of 
sensors. With this intention cameras alone are used increasingly more because of their 
accessibility. In this work we will be discussing the theory on which algorithms for solving 
this problem are based on, use of cameras and robots for exploration. On our application of 
these systems we have observed that with a relatively simple system we can successfully 
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matrika lastnih parametrov kamere 
razdalja med kamerama 
kot smeri mejnika od robota 
odometrija robota  
vektor stanja robota 
goriščna razdalja  
optični center 
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[R|t] / matrika rotacij in translacij 
s / faktor povečave 





napaka meritve kota 


















pozicija robota v x in y osi 
hitrost robota v x in y smeri 
rotacija robota 
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binarni opisnik lastnosti slike, binarne robustne samostojne osnovne 
lastnosti (angl. Binary Robust Independent Elementary Features)  
centralna procesna enota (angl. Central processing unit) 
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ROS robotski operacijski sistem, (angl. Robot Operating System) 







poenoten robotski opisni format (angl. Unified Robot Description 
Format) 












1.1 Ozadje problema 
Ljudje smo bili že od nekdaj izpostavljeni problemu, kako se pravilno orientirati v naši 
okolici in kako le to popisati karseda natančno. Že pred 4000 leti so ljudje začeli uporabljati 
primitivne postopke za iskanje svoje pozicije pri plovbi. Če so vedeli svojo začetno lego so 
lahko z merjenjem hitrosti in opazovanjem spremembe smeri predvideli, kje se nahajajo 
oziroma, kje se bodo nahajali. Poleg tega so lahko uporabljali prepoznavne znake ali lastnosti 
v svojem okolju katere pozicija je bila znana in iz tega lahko razbrali svojo pozicijo oziroma 
popravili svojo oceno.  
 
V današnjem času za navigacijo med drugim uporabljamo GPS (globalni pozicijski sistem, 
angl. Global Positioning System), s katerim lahko dobimo odlične rezultate za naše potrebe. 
Problemi se pojavijo pri naravi delovanja tega sistema, kar je uporaba šibkih radijskih valov 
iz satelitov orbite Zemlje, kateri komunicirajo z našimi napravami na površju, da se 
lokaliziramo. Tako mora biti pot do satelitov neovirana, poleg tega, pa lahko signal motijo 
drugi signali. To pomeni, da ga ne moremo uporabljati v zgradbah, v globokih kanjonih, ter 
ponekod v mestih ali drugih okoliščinah, kjer je preveč motenj ali ovir.  
 
Za take primere potrebujemo nekaj, kar lahko uporabljamo na robotu z lokalnim 
računalnikom in ni odvisno od moči signala. Tukaj pride v poštev tip algoritmov za hkratno 
lokalizacijo in kartiranje (SLAM angl. Simultaneous Localisation and Mapping). Cilj teh 
algoritmov je, da lahko robot v neznanem okolju popiše to okolje v karto in se hkrati 
orientira. V zadnjem desetletju je bilo še posebej veliko zanimanja na tem področju in 
posledično veliko napredkov ter raziskav. Velika večina del se osredotoča na izboljšavah 
učinkovitosti preračunavanja in obdelave podatkov, medtem ko nočejo žrtvovati 
zanesljivosti in natančnosti rezultatov karte in orientiranosti robota oziroma vozila.  
 
Uporaba različnih senzorjev nam tudi lahko omogoči različne načine hkratne lokalizacije in 
kartiranja z različnimi rezultati. Na primer z uporabo laserskega skenerja. lahko popišemo 
okolico v skoraj vseh smereh s pozicije senzorja v zelo kratkem času, poleg tega pa dobimo 
zelo natančne rezultate, medtem ko bi z uporabo dotičnih senzorjev to trajalo mnogo dlje, bi 
bili omejeni na samo takojšno okolico robota, itd. Eden izmed najbolj privlačnejših 




Tako pridemo do uporabe cenenih kamer za hkratno lokalizacijo in kartiranje z pomočjo 
odprto kodnih SLAM algoritmov. To nam omogoča nedavni razvoj kamer ter njihova zmeraj 
večja dosegljivost in zmogljivost. Kljub vsem tehnologijam v našem času pa se osnova 
delovanj teh algoritmov še zmeraj lahko opira na ideje, ki izvirajo iz zgodovine, tudi par 
tisoč let. Eden izmed problemov uporabe robotov v našem življenju in interakcije z njimi 
predstavlja, kako zaznavati svoje okolje in kako naj se orientirajo v njem. Z razvojem na tem 
področju v zadnjem času pa so se nam odprle nove in poceni možnosti za reševanje teh 
problemov. ORB-SLAM2 predstavlja odprtokodni SLAM algoritem, katerega lahko 
uporabljamo v kombinaciji z ogrodjem ROS (robotski operacijski sistem, angl. Robot 
Operating System), kar nam omogoča še preprostejšo integracijo dodatnih komponent in 
nadaljnje razvijanje sistema. 
1.2 Cilji 
Cilji diplomskega dela so predstaviti teorijo o lokalizaciji in kartiranju, delovanje algoritma 
za izvedbo le tega, pregled delovanja slikovnega sistema in njegove umeritve ter 
razumevanje delovanja robotskega operacijskega sistema ROS.  
 
Končni cilj pa predstavlja sestavljen sistem mobilnega robota ter računalnika. Cilj je robota  
nato voditi po prostoru, medtem ko na računalniku teče program, kateri kartira okolico in se 
lokalizira v njej. Poleg tega s pomočjo ogrodja ROS želimo narediti sistem, ki omogoča 
preprosto nadaljnjo inkorporacijo dodatnih komponent, kot bi lahko bil algoritem za 
samostojno vodenje robota.   
 
3 
2 Teoretične osnove in pregled literature 
2.1 Lokalizacija in kartiranje 
V današnjem času se navigacija kot je GPS večina ljudem zdi samoumevna. Uporabljamo 
ga lahko skoraj kjerkoli s pomočjo prenosnih naprav, kot so pametni telefoni. Ministrstvo za 
obrambo ZDA je začelo z uvedbo GPS-a v letu 1973 in omogočila civilno uporabo nekaj let 
kasneje v osemdesetih letih. Z razvojem tehnologije omogoča GPS natančnost pozicije tudi 
do pet metrov kar z najnovejšimi tehnologijami zmanjšajo na samo 30 cm. Deluje s pomočjo 
posebnih satelitov kateri uporabljajo atomske ure, sinhronizirane med seboj in zemeljskimi. 
Vsaka napaka je popravljena dnevno z referenčno uro na Zemlji. Poleg tega so pozicije 
satelitov natančno poznane. Vsak satelit konstantno oddaja signal in ko prejemniki sprejmejo 
signal primerjajo zapisan čas oddajanja s svojo uro ter tako izračunajo prepotovano razdaljo. 
Poleg tega mora imeti naenkrat imeti v »vidnem kotu« prejemnik vsaj 4 satelite za izračun. 
Predstavi pa se tudi nekaj slabosti sistema. Ker deluje s pomočjo šibkih radijskih valov od 
1.1 do 1.6 GHz je dosleden do motenj, kot so motnje v okolju z veliko podobnimi signali, 
na primer mesta ali namerno zatiranje signalov. Poleg tega mora imeti zmeraj neprekinjeno 
linijo med prejemnikom in več sateliti naenkrat tako ne deluje v globokih kanjonih in 
dolinah, podzemlju ter v zgradbah. Za take primere moramo uporabiti rešitve katere delujejo 
lokalno, brez odvisnosti na dostopnost signala. 
 
V preteklosti ljudje seveda ni imelo dostopa do take tehnologije in so morali odkriti svoje 
načine za karseda natančno navigacijo. Eden izmed teh principov določanja položaja 
predstavlja tako imenovana računska navigacija (angl. Dead reckoning), katero si bomo 
podrobneje pogledali saj tak princip lahko uporabimo v ne malo robotskih aplikacijah.  
 
Računska navigacija je približek lokacije glede na ocenjeno hitrost, smerjo potovanja ter čas 
le tega glede na prejšnjo oceno. Tako lahko po preprosti geometriji izračunamo našo lokacijo 
skozi čas, kam bomo kdaj prišli ali kam smo prišli glede na našo pot. Tak princip lahko 
uporabimo pri robotih, kjer merimo obrate koles in iz tega podatka lahko izračunamo 
prevoženo razdaljo in spremembo smeri. 
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Slika 2.1: Računska navigacija 
 
Ta način je dovzeten do naključnih napak ter napak merjenja. V sedanjem času imamo dokaj 
natančne inštrumente, ampak v zgodovini pred par sto leti niso imeli tega razkošja. Zaradi 
narave procesa, da ponavljamo izračune in meritve zaporedno pomeni, da se tudi napaka 
akumulira skozi čas, kar je v preteklosti še posebej predstavljalo problem, zlasti pri več 
mesečnih morskih potovanjih, kjer je lahko napaka doprinesla, do napačne ocene lokacije za 
več kilometrov. Tako so lahko popravljali svojo pozicijo z opazovanjem dodatnih informacij 
kot so bili otoki, gore, uporaba kart in opazovanjem sonca ter zvezd. 
 
Mejniki predstavljajo vidne lastnosti v okolju katerih poznamo lokacijo glede na neko 
referenco. Slika 2.1 prikazuje kako ocenimo našo lokacijo s pomočjo znanih pozicij lastnosti 
na karti. Najprej uporabimo kompas ter poravnamo karto s severom. En mejnik v tem 
primeru svetilnik A nas omejuje da ležimo nekje na modri črti. Z opazovanjem drugega 
mejnika, svetilnika C nas omejuje na lokacijo nekje na rdeči črti, torej mora biti naša pozicija 
na križanju teh dveh črt v točki p.  
 
Slika 2.2: Približek lokacije z uporabo mejnikov in karte [1] 
 
Ta postopek je odvisen od tega, da dodelimo opazovane lastnosti pravim lastnostim na karti. 
Na primer če zamenjamo C svetilnik z B svetilnikom in predvidevamo da ležimo na rdeči 
črtani črti dobimo napačno pozicijo q namesto p. Tako bi bila naša meritev napačna in bi 
predvidevali da smo bolj oddaljeni od obale kot smo v resnici. 
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V preteklosti je zaradi take napake potopilo nemalo ladij. Z razvojem tehnologije pa so lahko 
naredili svetilnike z unikatnimi vzorci svetlobnih signalov katere so lahko razbrali iz kart. 
Problem pa je predstavljal tudi postopek ustvarjanja kart katere so lahko dopolnjevali 
postopoma glede na prej opazovane predele. Ta način postopnega dopolnjevanja pa je vnesel 
napake velikosti lastnosti. 
 
V današnjem času se za robote, kjer ni možnosti uporabe GPS-a, predstavijo enake težave, 
kot v zgodovini in si za razvoj rešitev pomagamo z že uveljavljenimi navigacijskimi 
tehnikami iz preteklosti. Tako je, zaradi delovanja algoritmov za lokalizacijo, pozicija robota 
lahko le približek, poleg tega pa lahko obratuje v nepopolni karti, oziroma je sploh nima, 
zato je dodatna uporaba ključnih točk pomembna za zmanjševanje napak in popravljanje 
ocene lokacije. 
 
Za naš primer računanja lokacije robota lahko rečemo, da je to verjetnostna funkcija. 
Grafični primer ocene pozicije robota vidimo v sliki 2.3. 
 
 
Slika 2.3: Verjetnost lokacije robota [1] 
 
Po navadi je uporabljena Gaussova porazdelitev. Robot ima največjo verjetnost, da je na 
lokaciji pod vrhom hriba in verjetnost, da je dlje od vrha je zmeraj manjša z večanjem 








Od robota lahko dobivamo odometrijo, kar v našem primeru sestavljata dva podatka 
prepotovana razdalja ter sprememba smeri potovanja, k pa predstavlja časovni interval. 
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In sprememba pozicije v prihodnjem časovnem intervali glede na odometrijo: 
 
𝜺(𝒌+𝟏) = [
𝑥(𝑘) + 𝛿𝑑(𝑘)𝑐𝑜𝑠(𝜃(𝑘) + 𝛿𝜃)




Model do sedaj je tretiran kot popoln. Zato dodamo 𝛿𝑑, 𝛿𝜃 naključni napaki 𝑢𝑑 in 𝑢𝜃. 
 
𝜺(𝒌+𝟏) = [
𝑥(𝑘) + (𝛿𝑑(𝑘) + 𝑢𝑑)𝑐𝑜𝑠(𝜃(𝑘) + 𝛿𝜃 + 𝑢𝜃)
𝑦(𝑘) + (𝛿𝑑(𝑘) + 𝑢𝑑)𝑠𝑖𝑛(𝜃(𝑘) + 𝛿𝜃 + 𝑢𝜃)
𝜃(𝑘) + 𝛿𝜃 + 𝑢𝑑
] (2.5) 
 
Iz zgornje matrike vidimo kako se pozicija spreminja skozi čas iz enega intervala v 
naslednjega. Napaka se pri vsaki komponenti sešteva in akumulira. Brez načina za vnos 
novih informacij to pomeni, da ne moremo zmanjšati napake in naš izračun o lokaciji robota 
postaja zmeraj bolj nezanesljiv. 
 
Za sprotni izračun lokacije se lahko uporablja Kalmanov filter [1]. To je algoritem kateri 
poda najbolj optimalen rezultat za sistem v katerem so napake tretirane v Gauss obliki, brez 
odklona torej simetrične na sredini raztrosa. Ta verjetnost razporeditve lokacije robota je na 
primer grafično prikazana v sliki 2.3. Kot pa tudi vidimo na sliki 2.4, ta napaka skozi čas 
narašča. To prikazujejo zelene elipse ob začetku vsakega intervala. Elipse predstavljajo mejo 
1𝜎 v kateri je ~69% verjetnost da je robot v tem prostoru. 
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Slika 2.4: Naraščanje negotovosti lokacije robota [1]  
 
2.2 Lokalizacija s pomočjo mejnikov 
Kot smo videli kako napaka oz. negotovost lokacije s časom raste z uporabo zgolj računske 
navigacije, tako moramo v izračun prinesti nove informacije za popravilo rezultatov. Tako, 
kot so to ugotovili že Feničani pred 4000 leti, lahko vnesemo nove informacije s pomočjo 
opazovanja značilnih lastnosti ali mejnikov iz okolja, katerih poznamo pozicije. 
 
Če razširimo zgornji model, kjer ima robot edino razpoložljivo informacijo za ugotavljanje 
lokacije merjenje prepotovane poti ter sprememba smeri, tu dodamo senzor, ki lahko izmeri 
razdaljo med robotom ter opazovanim mejnikom in meritev smer v kateri je mejnik. Tako 
dobimo podatke iz senzorja o opažanju mejnikov v odvisnosti do robota: 
 
𝒛 = ℎ(𝑥𝑣, 𝑥𝑓 , 𝑤) (2.6) 
Kjer predstavlja xv stanje robota enačba 2.1, xf  znana lokacija opazovanega mejnika enačba 
2.7 v koordinatnem sistemu sveta in w spremenljivka, ki opisuje napake senzorja. Tako je 
predstavljena lokacija i-tega mejnika v obliki: 
 
𝑥𝑓𝑖 = (𝑥𝑖 , 𝑦𝑖) (2.7) 
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Kar nato združimo v izraz, ki vsebuje razdaljo od mejnika do robota oziroma senzorja ter 



























Kjer z v osnovi predstavlja funkcijo razdalje r in smeri β mejnika glede na robota: 
 
𝒛 = (𝑟, 𝛽) (2.9) 
 
xi, yi predstavljata pozicijo mejnika, xv, yv pozicijo robota, θ orientacijo robota, wr napaka 
meritve razdalje senzorja in wβ napaka meritve smeri mejnika senzorja. Napake razdalje in 
smeri sta neodvisni druga od druge. Z uporabo enačbe 2.8 lahko robot oceni svojo pozicijo 
na osnovi znane lokacije opazovanega mejnika, torej kot rezultat dobi razdaljo do mejnika 
in v kateri smeri je. Vsaka razlika med lokacijo dobljene iz senzorja in iz računanja kot v 
prejšnjem poglavju pomeni napako v predvidevanju dejanske lokacije. Ta razlika predstavlja 
ključni del delovanja Kalmanovega filtra [1], saj uporabi to novo uvedeno informacijo za 
popravo ocene lokacije in dodatno posodobi oceno negotovosti. To pomeni, da se napaka 
sproti odpravlja in posledično ne narašča ali lahko celo pada. Slabost tega sistema, ki bi se 
lahko pojavila je, da bi senzor zaznal neko močnejšo motnjo (npr. večja napaka pri merjenju 
kota), kar bi povzročilo močan nenaden odklon predvidevane lokacije. 
 
Kot je prikazano na sliki 2.5, elips skorajda ne vidimo, so zgolj majhne temne pike na krivulji 
poti. Rezultati so zdaj skorajda popolni v primerjavi z dejansko potjo. Seveda je natančnost 
močno odvisna od natančnosti naših meritev. 
 
Tako lahko posodabljamo rezultate lokacije s pomočjo mnogih in raznolikih senzorjev. Kot 
na primer smer potovanja s pomočjo kompasa, naklon z giroskopom, kamere, pozicijo z GPS 
itd. V našem primeru smo predvidevali, da senzor točno ve kateri mejnik je opazovan. V 
resnici, so po navadi anonimni, torej ne vemo kaj opazujemo in posledično lahko ne vemo 
njihove prave pozicije. 
 
To predstavlja pravi problem, saj po tem, ko posodobimo naše stanje z napačnim mejnikom, 
ga shranimo ter ga uporabimo za nadaljnje izračune, lahko to hitro vodi do napak pri 
naslednjih meritvah mejnikov, kar se nato samo še stopnjuje. Tu pridejo v poštev različni 
algoritmi, ki računajo verjetnost, da vidijo določeni mejnik in temu primerno upoštevajo 
tiste, kateri so bolj verjetni, da jih opazujemo. 
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Slika 2.5: Lokalizacija robota s pomočjo mejnikov [1] 
 
2.3 Hkratna lokalizacija in kartiranje 
Na splošno SLAM (hkratna lokalizacija in kartiranje, angl. Simultaneous Localisation and 
Mapping) algoritmi poskušajo rešiti nalogo, kjer želimo neznano okolico popisati v karto, 
ter se hkrati orientirati v njej, torej poznati svojo lokacijo v okolici. Obstaja veliko različnih 
pristopov reševanja tega problema, a si kljub temu veliko osnovnih principov lahko delijo. 
2.3.1 Ključne točke 
Eden izmed najpomembnejših komponent algoritmov SLAM so ključne točke (angl. 
keypoints). Te točke predstavljajo točke v okolju katere program, skozi zajemanje podatkov 
iz okolja, na primer s kamero, lahko prepozna, dobro popiše in jih nato uporabi za 
prepoznavanje lokacije in popisovanje okolice. Po navadi so to robovi, koti, lahko pa 
prepozna tudi teksturo površine torej 2D lastnosti. Ker nam ena točka ne pomaga prav veliko 
jih algoritmi shranjujejo v oblake točk torej mora razbrati iz slik njihovo razdaljo od kamere 
in pozicijo. Pomembno je, da so dobro razberljive iz okolja, da jih lahko prepozna tudi iz 
drugih smeri opazovanja. Spremembe katere morajo algoritmi upoštevati so med drugim 
perspektiva, šum slike, pogledi iz drugih kotov, rotacija, osvetlitev in popačenje slik zaradi 
hitrega gibanja. 
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2.3.2 Senzorji za zajemanje 
Za SLAM je priporočljivo uporabljati več vrst senzorjev (če želimo natančnost, ne 
preprostost) kar nam omogoča primerjanje in popravljanje dobljenih podatkov. Na primer 
senzorje zasuka kolesa v kombinaciji z pospeškometrom. Za različne senzorje se razvija 
drugačne algoritme za različne aplikacije in rezultate. Primer teh razlik so lahko laserski 
skenerji in dotični senzorji. Z laserji lahko pokrijemo velike površine v dokaj malem času in 
dobimo natančne rezultate. Po drugi strani, bi pa z dotičnimi senzorji bili za zaznavanje 
omejeni le na neposredno bližino robota, zajemanje bi potekalo počasi, ne bi dobivali 
podatkov na drugih višinah, itd. Za izbiro senzorjev moramo upoštevati naše potrebe, 
primernost senzorja na nalogo ter seveda ceno. Tako pridemo do uporabe kamer katerih cena 
je padla hkrati pa so postale boljše in dostopnejše. 
 
Še posebej v zadnjem času je bilo narejenega veliko razvoja na področju SLAM algoritmov 
izključno z uporabo kamere, saj predstavljajo enega izmed boljših senzorjev glede na to 
koliko informacij lahko dobimo ter njihova nizka cena. Poleg tega to predstavlja dodatno 
poenostavitev zaradi uporabe samo enega senzorja. 
2.3.3 Zapiranje zank 
Zaznavanje zaprtih zank predstavlja pomemben problem za vsak SLAM sistem še posebej 
sedaj, ko se za zmeraj več robotskih sistemov opira na uporabo izključno kamer za 
zaznavanje svoje okolice. Problem nastane zaradi majhnih napak pri zajemanju in skozi 
naravo algoritmov, kot so megljenja slike, zaradi hitrosti premikanja, osvetlitve, perspektive, 
drsenje in napak kamere, katerih se težko znebimo. Zaradi teh napak se lahko zgodi, da ko 
pride robot na isto mesto in zazna enake točke, da se zgrajena karta ne ujema z tem kar je 
resnično in dobimo prekinitev poti kot vidimo na levi strani slike 2.6. 
 
 
Slika 2.6: Postopek zapiranja [2] 
 
Slika 2.6 prikazuje osnovne korake zapiranja zanke. Ko je zanka zaznana algoritem združi 
točke katere so zaznane da so enake in popravi nabrano napako razmerij med točkam, torej 
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Reševanja problema zaznavanja zank se lahko algoritmi lotijo na različne načine. Trije 
osnovni so primerjava [2]: 
 
- karte s karto 
Podobnosti iščemo med lastnostmi podkart (majhnimi deli celotne karte), kjer se upoštevajo 
njihov prikaz ter relativna pozicija. 
 
- slike s sliko 
Podobnosti se iščejo med zadnjo sliko iz kamere ter prejšnjimi videnimi slikami. 
 
- slika s karto 
Podobnosti se iščejo med zadnjo sliko iz kamere ter lastnostmi iz karte. 
 
Cilj teh algoritmov je torej izračunati zdrs, ki smo ga nabrali preden smo prišli na isto mesto 
in ustrezno zapreti zanko, ustrezne redundančne točke odstraniti, ter paziti na velikost karte. 
Kot vidimo v sliki 2.6, kjer opazimo da imajo deli kart, pred zapiranjem napačne velikosti, 
jih algoritem nato primerno poveča ali zmanjša in nato sklene kartirano pot. 
2.3.4 Raziskovanje okolice 
Polje raziskave predstavljajo tudi principi in optimalni postopki popisa okolice. Robota oz. 
kamero lahko nadzorujemo mi in vodimo po prostoru, ter tako popišemo okolico. Bolj 
privlačne rešitve raziskovanja okolice pa so, ko je robot samostojen in tudi to delo opravi 
sam. Na tem področju se raziskuje, kako lahko robot raziskuje, kar se da učinkovito in se 
hkrati sam izogibati opaženim oviram. Postopek raziskovanja je posebej pomemben pri 
SLAM aplikacijah, kjer ni na voljo veliko informacij in jih moramo kar se da dobro 
izkoristiti, kot na primer pri taktilnem načinu zajemanja podatkov. 
 
Poleg tega predstavlja privlačno rešitev uporaba več robotov sočasno, kjer si med seboj 
lahko delijo karto in jo skupaj gradijo. To nam omogoča hitrejše pokrivanje večjih površin, 
ter lahko tudi večkratno preverjanje že obdelane okolice z namenom zanesljivost in 
natančnosti.  
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2.4 ORB-SLAM2 
ORB-SLAM2 je SLAM algoritem za monokularne, stereo in RGB-D kamere. Vključuje 
ponovno uporabo kart, zapiranje zank in relokalizacijske sposobnosti. Sistem lahko deluje v 
pravem času na povprečno zmogljivem CPU (centralna procesna enota, angl. Central 
Processing Unit) v raznolikih okoljih, od majhnih notranjih prostorov, do letečih dronov v 
mestnem okolju. Algoritem je odprtokoden z namenom široke in preproste uporabe. 
2.4.1 Delovanje 
ORB-SLAM2 za stereo in RGB-D kamere je zgrajen na monokularnem ORB-SLAM. 
Osnovno zgradbo si delita, razlikujeta se le pri uporabi stereo točk ali monokularnih točk ter 
dodanim četrtim procesom optimizacije pri ORB-SLAM2. Glavna ideja pri ustvarjanju tega 
sistema je bila, da se isti podatki, ki se uporabljajo pri kartiranju in sledenju, uporabljajo tudi 
pri prepoznavanju okolice za izvajanje relokalizacije in detekcijo zank. To naredi ta sistem 
učinkovit in se izogne potrebi po interpoliranju globine prepoznanih lastnosti iz bližnjih točk 
[3], [4]. 
 
V osnovi program deluje v treh vzporednih procesih, kot je to prikazano v sliki 2.7.  
1. Sledenje za lokalizacijo kamere z vsako sliko z iskanjem ujemov (značilnosti)  z 
lokalno karto in minimiziranjem napake reprojekcije z pomočjo optimizacije snopa 
BA (angl. bundle adjustment). 
 
2. Lokalno kartiranje procesira nove ključne slike in uporablja local BA za 
optimizacijo lege kamere v okolici zdajšnje lokacije kamere. Išče tudi ujeme ORB 
(angl. Oriented FAST and Rotated BRIEF) točk v naslednji sliki in jih poveže z 
prejšnjimi. Poleg tega filtrira točke, da ostanejo samo točke višje kvalitete torej take 
katere je lažje prepoznati. Poleg tega zmanjšuje tudi število ključnih slik, če 
vsebujejo premalo podatkov. 
 
3. Zapiranje zank, zaznavanje večjih zank in popravljanje nakopičenega zdrsa z 
izvajanjem optimizacije poteka lege kamere (angl. pose-graph oprimisation). Če 
zazna zanko, poravna obe strani in združi podvojene točke. Ta proces pa naknadno 
izvede četrti proces kateri izvede polno/globalno optimizacijo (angl. full BA) po 
optimizaciji poteka lege kamere, da izračuna optimalno strukturo in pomik. Četrti 
proces je prisoten le pri ORB-SLAM2. 
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Slika 2.7: Prikaz delovanja ORB-SLAM [3] 
V spodnjem delu je razširjen opis delovanja osnovnih treh procesov. ORB-SLAM in ORB-
SLAM2 si delita bistvo delovanja z manjšimi razlikami. Tu je opisan ORB-SLAM, a se po 
osnovnem delovanju ne razlikujeta veliko. ORB-SLAM2 za razliko od svojega predhodnika 
vsebuje dodatne funkcije za uporabo stereo kamer in RGB-D poleg monokularnih. Med 
drugim je dodan tudi četrti proces, ki ga zažene tretji, kateri dodatno optimizira celotno karto 
in popravi napake ocen globine, razmerij in drsenja. Poleg tega razdeli ključne točke na 
začetku na monokularne in stereo. Delita se po tem, da s stereo točkam lahko izračunamo 
globino iz ene slike, medtem ko z monokularno kamero potrebuje algoritem te točke 
opazovati iz več pozicij, da jih lahko naprej uporabi. Še ena prednost uporabe stereo sistema 
je, da dobimo pravilne popise velikosti karte. 
 
Stereo točke so definirane s tremi koordinatami pozicije, dvema na levi sliki in samo 
horizontalno koordinato na desni sliki. ORB je obdelan za to točko na obeh slikah. Delijo se 
tudi na bližnje in daljne z mejo 40-kratnik razdalje med senzorjema. Iz bližnjih lahko 
izračuna rotacijo, translacijo in velikost, med tem ko daljne uporabi samo za izračune rotacije 
in translacije. Monokularne so medtem definirane samo z dvema koordinatama točke na levi 




- ORB ekstrakcija 
Iz slike se najprej izvlečejo FAST (angl. Features from Accelerated Segment Test)  koti, pri 
večanju resolucije je smiselno uporabiti več kotov in obratno. Algoritem razdeli sliko na več 
celic in poskuša iz vsake celice izvleči določeno število kotov, da zagotovi približno 
homogeno distribucijo. Če ne zazna dovolj kotov, temu primerno zmanjša mejo zaznavanja. 
























































Popravljanje zank Detekcija zank
Teoretične osnove in pregled literature 
14 
nato obdelane in algoritem iz njih preračuna orientacijo in ORB opisnike katere od tu naprej 
uporablja za nadaljnje izračune. 
 
- Primarno predvidevanje pozicije iz prejšnje slike 
Če je bilo sledenje uspešno za prejšnjo sliko predvideva algoritem konstantno hitrost za 
iskanje ključnih točk in predvideva njihovo pot. Če jih ne nade dovolj, razširi iskanje na širšo 
okolico prejšnjih točk.  
 
- Primarno predvidevanje pozicije z globalno relokalizacijo 
Če je sledenje izgubljeno shrani sliko v BoW (opisnik lastnosti/vektor pogostosti lastnosti, 
angl. Bag of Words) in ga primerja s ključnimi slikami za globalno relokalizacijo. Pri tem 
primerja ORB točke z točkami v vsaki ključni sliki. Ko ponovno najde pozicijo kamere z 
primarnimi ujemi ORB točk, jo mora najprej še optimizirati z več zadetki preden se lahko 
sledenje noramlno nadaljuje. 
 
- Lokalna karta 
Ko imamo približek pozicije kamere in prve zadetke ključnih točk, začne algoritem graditi 
karto. Da je algoritem uporaben tudi z velikimi območji je cela karta razdeljena na manjše 
lokalne podkarte, katere so sestavljene iz nekaj ključnih slik. To algoritmu omogoča 
postopno obravnavanje podatkov in porazdeli breme. 
 
- Iskanje novih ključnih slik 
Zadnja naloga sledenja je odločanje ali je sedanja slika ključna ali ne. Ker je v nadaljevanju 
delovanju algoritma funkcija, ki odstranjuje odvečne oz. ponavljajoče ključne slike je tu cilj, 
da jih shranjuje algoritem kar se da hitro kar ga naredi bolj robustnega in odpornega posebej 




- Vstavljanje ključnih slik 
 
Najprej se posodobi karta z prej izračunanimi točkami, ki so skupne z drugimi ključnimi 
slikami. Nato se izračuna BoW trenutne ključne slike, ki pomaga z triangulacijo novih točk. 
 
- Prebiranje nedavnih točk v karti 
 
Da se točke ohranijo v karti morajo prestati določene teste da zagotovimo, da so sledljive in 
niso napačno triangulirane. Točka mora biti vidna v 25% ključnih slikah, v kateri 
predvidevamo da je in v vsaj treh ključnih slikah od kreacije, če je bila opazovana v že 
prejšnji ključni sliki. Če izpolnjuje teste jo lahko izbrišemo le, če je kadarkoli opazovana iz 
manj kot treh ključnih slik. To se zgodi, ko algoritem briše neustrezne ključne slike. Tako bi 
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- Ustvarjanje novih točk 
 
Nove točke so ustvarjene z triangulacijo ORB iz povezanih ključnih slik. Za vsako točko 
brez ujema se išče povezave z drugimi točkami brez ujema v drugih ključnih slikah. Da so 
sprejete, kot nove točke so testirane za različne napake [3]. 
 
- Lokalna optimizacija snopa 
 
Tu procesiramo trenutno obravnavano ključno sliko in vse, ki so povezane z njo ter vse točke 
vsebovane v njih. Optimizacija snopa za nas lahko v osnovi pomeni glajenje rezultatov, kot 
je pot kamere, ter brisanje močnih odstopanj. 
 
- Lokalno prebiranje ključnih slik 
 
Algoritem zaradi kompaktnosti poskuša zaznati odvečne ključne slike in jih zbrisati. To 
pomaga pri kompleksnosti računanja, ter pri kartiranju istega okolja, da ključne slike ne 
naraščajo v neskončnost. Tako algoritem zbriše ključne slike v katerih je vsaj 90% točk 
vidnih na vsaj treh drugih ključnih slikah. S tem tudi pomagamo, da karta ohrani samo tiste 




- Detekcija kandidatov zank 
 
Tretja nit začne z iskanjem med BoW vektorji za podobnosti med vsemi v okolici za trenutno 
obravnavano ključno sliko. Za izbiro za kandidate ima algoritem več kriterijev. Lahko 
dobimo več kandidatov za zanke, če je več točk na karti katere si delijo podobnosti. 
 
- Računanje podobnosti 
 
Najprej primerja ORB točke pripadajočim točkam na karti v trenutni ključni sliki in 
trenutnim kandidatom zank. Tu primerja 3D z 3D točkami za vsakega kandidata. Za izbiranje 
najprimernejšega kandidata ponovno uporabi dodatne algoritme in kriterije [3]. 
 
- Spoj zank 
 
Prvi korak za spajanje zank je združitev podvojenih točk. Nato začne z posodobitvijo 
sosednjih točk, da jih poravna z novo dobljeno zanko. S tem mora algoritem posodobiti vse 
točke karte, ORB točke in ključne slike katerih lokacija je bila do sedaj napačna, zaenkrat to 
naredi samo v bližnji okolici spoja zanke. 
 
- Optimizacija poti 
 
Da dokončno uspešno zapre zanko izvede algoritem še optimizacijo celotne karte oz. zanke 
s katero popravi napako zaradi zapiranja zanke in zaradi do sedaj nabrane napake zaradi 
napačnega merjenja velikosti (zdrs, angl. scale drift). 
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2.4.2 ORB 
Za algoritem ORB (angl. Oriented FAST and Rotated BRIEF) lahko rečemo, da je sestavljen 
iz dveh večjih komponent. FAST za zajemanje točk in BRIEF (angl.  Binary Robust 
Independent Elementary Features) binarnega opisnika. ORB torej ne samo zazna ključnih 
točk, ampak jih ob detekciji tudi opiše, lahko rečemo, doda nek prstni odtis [5]. 
 
FAST (angl. Features from Accelerated Segment Test) je algoritem za zaznavanje ključnih 
točk. To so točke na sliki kateri imajo dobro definirano pozicijo in so lahko zaznani. Te 
interesne točke imajo za naše potrebe veliko informacijsko vrednost in jih mora algoritem 
zaznati. Deluje na principu razlike kontrasta med slikovnimi točkami v krogu okoli sredine 
izbrane točke. Slabost je, da je občutljiv na hrup slike (angl. image noise) in odvisen od 
nastavitve meje kontrasta T slikovne točke, tako ne mora uspešno zaznavati točk na slikah z 
nizkim kontrastom. Razvit je bil z namenom za real-time uporabo kot so SLAM mobilni 
roboti kateri imajo omejeno računsko moč, tako je optimiziran za preprostejše delovanje [6]. 
 
 
Slika 2.8: Izbrane slikovne točke [6] 
 
Opis algoritma: 
1. Izbere slikovno točko ''p'' na sliki in predpostavi/zapiše njeno intenziteto z Ip. Izbrana 
točka bo po obdelavi identificirana kot interesna točka ali ne. 
2. Nastavi mejo intenzitete vrednost T (primer 20% intenzitete testirane slikovne točke).  
3. Izbere krog okoli točke, sestavljen iz 16 slikovnih ročk, na radiju treh slikovnih točk, 
slika 2.8. 
4. ''N'' obravnavanih slikovnih točk od 16 mora biti pod ali nad Ip z razliko T, če 
hočemo, da je izbrana točka p zaznana kot interesna točka. 
5. Da je algoritem hitrejši najprej primerja intenzitete slikovnih točk 1, 5, 9 in 13 z Ip 
slika 2.8. Od teh točk morajo vsaj 3 zadostovati kriteriju, da imajo 20% večjo ali 
manjšo intenziteto od obravnavane točke p. 
Teoretične osnove in pregled literature 
17 
6. Če vsaj tri slikovne točke niso nad ali pod Ip (Ip+T, Ip-T ) potem p ni interesna točka. 
V nasprotnem primeru pa preveri še preostale od 16 točk če N točk ustreza kriteriju. 
7. Ta postopek se ponovi za vse slikovne točke na sliki. 
 
 
Avtorji ORB-SLAM2 algoritma so izbrali N=12 v prvi verziji. Ta številka vpliva na hitrost 
algoritma, manjše število slikovnih točk algoritem preveri hitrejši je, a izgubimo na 
natančnosti oz. zanesljivosti zajemanja točk. 
 
BRIEF (angl.  Binary Robust Independent Elementary Features) je nedavno razvit opisnik 
lastnosti (angl. feature descriptor). Opisniki lastnosti zapišejo značilne informacije 
obdelovanih podatkov v serijo številk, črk ali besed in tako delujejo kot neke vrste slovar ali 
prstni odtis, kateri je potem uporabljen za prepoznavanje in ločevanje lastnosti drugo od 
druge.  
 
Po zaznavanju ključnih točk ta algoritem okoli vsake določi nek majhen del katerega 
obravnava naprej. To je po navadi samo nekaj slikovnih točk velik del slike. Te dele slike 
opisniki lastnosti pretvorijo v vektorje lastnosti. Binarni vektorji lastnosti so vektorji, ki 
vsebujejo samo 1 in 0. Pri BRIEF je vsaka ključna točka opisana z lastnostnim vektorjem 
dolžine 128 do 512 bitov. 
 
Ker to deluje na nivoju posameznih slikovnih točk je zelo občutljiv na šum slike. Zaradi tega 
dele pred obdelavo zamegli kar zmanjša občutljivost na šum in hkrati izboljša ponovljivost. 
Nato algoritem po različnih postopkih (naključno, zaporedno, različni vzorci) izbere neko 
število točk katerih intenzitete zapiše v vektor. Ta sam po sebi je občutljiv na rotacijo slike, 
kar je odpravljeno z nadgradnjo algoritma v ORB [7]. ORB reši težave z občutljivostjo na 
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Te opisnike si lahko v osnovi predstavljamo kot histograme pogostosti. Ko preberejo sliko 
izberejo posamezne dele slike in pogleda kolikokrat se ta določena lastnost slike ponovi. V 
primeru BRIEF ta algoritem opiše okolico posamezne ključne točke na nivoju intenzitete 
slikovnih točk (kolikokrat se določena intenziteta ponovi). 
2.5 ROS 
ROS (robotski operacijski sistem angl. Robot Operating System) predstavlja odprtokodno 
ogrodje oz. strojno-programsko opremo za pisanje programov robotov. Vsebuje različna 
orodja za prikaz programske strukture sistema, odpravljanje napak, knjižnic ter  navodil oz. 
postopkov, katerih namen je poenostaviti razvijanje robotskih programov na različnih vrstah 
platform.  
 
Ustvarjen je bil z poudarkom na ponovni uporabi kode. Tako, da lahko uporabniki poljubno 
izbirajo in dodajajo komponente, katere so že ustvarjene in dodajajo svoje, da sistem karseda 
enostavno prilagodijo svojim potrebam. Torej, dejansko jedro ROS-a predstavlja struktura, 
po kateri morajo programi delovati in komunicirati, orodja za iskanja napak in zmožnost, ki 
jih dodajo paketi. 
2.5.1 Delovanje 
Procesi ROS-a so predstavljeni kot vozlišča (angl. Node) povezane z črtami imenovanimi 
teme (angl. Topic). Vozlišča se lahko sporazumevajo med seboj preko tem, ponujajo storitve 
drugim vozliščem ali preberejo podatke iz serverja parametrov. 
 
Za vsem delovanjem stoji ROS Master proces, ki registrira vozlišča, nastavi komunikacijo 
med vozlišči in nadzoruje posodobitve na serverju parametrov. Komunikacija med vozlišči 
ne gre preko ROS Master procesa, ampak ta le vzpostavi povezavo med vsemi vozlišči po 
registraciji. Za to strukturo lahko rečemo, da je necentralizirana. Tako imamo lahko močan 
računalnik in robota, kateri posreduje težke preračune nazaj na računalnik, nezahtevni deli 
programa pa lahko delujejo na robotu, kot je zajemanje podatkov iz senzorjev. Zaganjamo 
ga z ukazom roscore, ki poleg tega zažene še server parametrov. 
 
Vozlišče predstavlja proces, ki izvaja preračune. Več vozlišč skupaj sestavlja graf in lahko 
komunicirajo z objavljanjem tem, izmenjavo storitev med seboj in branjem podatkov is 
serverja parametrov. Na primer eno vozlišče lahko kontrolira motorje robota, drugo 
preračunava lokacijo, tretje lahko prikazuje podatke, itd. Vsako vozlišče mora imeti unikatno 
ime. Ta princip delovanja, da je naš sistem sestavljen iz več ločenih delov predstavlja 
prednost, kot ob primeru, da eno vozlišče preneha delovati oziroma je v njem napaka je to 
izolirano na samo to vozlišče in lažje najdemo napako. 
 
Teme so poimenovani protokoli oziroma vmesniki, preko katerih si vozlišča izmenjujejo 
podatke. Da se vozlišča sporazumevajo, lahko oddajajo podatke in jih objavljajo ali pa jih 
sprejemajo. Za to so namenjeni oglaševalci (angl. publisher) in naročniki (angl. subscriber). 
Vozlišča ne dobijo podatka, od kod in kam gredo sporočila. ROS ima priporočila in vnaprej 
pripravljene primere, kako naj zgledajo posamezni tipi sporočil. Tako, ko ustvarimo vozlišče 
in hočemo oddajati nek tip sporočila preprosto vstavimo oglaševalca in uredimo zapis 
podatkov v pravo obliko sporočila ali ko sprejemamo vidimo, kako so kakšni podatki 
zapisani. 
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Server parametrov je uporabljen za shranjevanje in branje parametrov med izvajanjem. Ni 
bil ustvarjen z namenom velike zmogljivosti, zato je najbolje uporabljen za shranjevanje ne 
spreminjajočih podatkov, kot so parametri za konfiguracijo, ki jih preberemo samo na 
začetku zagona. Je globalno dostopen (glede na program), da ga lahko katerikoli del 
programa enostavno uporablja, torej bere ali spreminja.  
 
Catkin predstavlja sistem za generiranje končnih datotek iz izvirne kode, ki jih kasneje 
lahko uporablja uporabnik. Te končne datoteke so lahko knjižnice, programi, skripte, itd. Te 
datoteke pa so organizirane v obliki paketov. 
 
Delovni prostor (angl. Workspace) predstavlja niz direktorij v katerih so paketi in jih 
ustvarjamo, nameščamo ter posodabljamo. Lahko imamo več neaktivnih naenkrat, a ROS 
rabi imeti vir (angl. source) v katerem trenutno obratuje. Delovni prostor je sestavljen iz več 
poddirektorij. Par osnovnih kateri vsebujejo skoraj vsi so  src mapa v kateri se nahajajo 
paketi, launch mapa v kateri so vsebovane .launch datoteke s katerimi lahko zaženemo 
pakete oz. več teh in priložimo parametre, kateri ob zagonu lahko spremenijo delovanje 
paketov. 
 
Paketi (angl. Package) predstavljajo komponente, katere lahko dodajamo ali ustvarjamo za 
opravljanje različnih funkcij. Lahko so čisto osnovni in vsebujejo samo datoteke za zagon 
drugih komponent, lahko pa vsebujejo cel sistem same po sebi z veliko funkcijami, kot na 
primer ORB-SLAM2. 
 
RViz (angl. ROS Visualization) je vizualizacijsko okolje v kombinaciji z ROS. Z njim lahko 
preprosto vizualiziramo podatke, ki jih oglašujemo, spreminjamo prikaze, vstavljamo 
modele, spremljamo slike iz kamer, itd. 
 
Glavni elementi vmesnika je okno v katerem je 3D vizualizacija podatkov kot so oblaki točk, 
modeli in koordinatni sistemi. Poleg tega pa imamo tudi orodne vrstice v katerih lahko 
spreminjamo, katere elemente prikazujemo in spreminjamo njihov prikaz, kot so barva, 
velikost itd. 
2.6 Slikovni sistemi 
Prve zametke sodobne kamere lahko izsledimo nazaj več kot 2000 let, ko je kitajski filozof 
prvič opisal optični pojav ''camera obscura''. To predstavlja najosnovnejšo optično napravo 
za preslikavo oz. lahko tudi zajemanje slike. Sestavljena je iz zatemnjene škatle z majhno 
luknjo na eni stranici. Skozi to luknjico nato spustimo svetlobo in posledično dobimo na 
nasprotni stranici obrnjeno sliko scene. Na enakem modelu je zasnovan postopek umeritve 
kamere z luknjico (angl. pinhole camera), katero bomo predstavili ob umeritvi kamere. 
Model je enak, a namesto majhne luknjice sedaj kamere uporabljajo leče saj nam daje to 
med drugim ostrejše slike, nismo omejeni na temno sobo, itd. Posledično zaradi uporabe leč 
vnesemo v sistem distorzijo, katero lahko z umeritvijo kamere odpravimo. 
  
Teoretične osnove in pregled literature 
20 
2.6.1 Stereo kamere 
Stereo kamera je tip kamere, pri kateri uporabimo dve (ali več) leči s posameznima 
senzorjema. To omogoča oponašanje človeškega vida, kar nam poda možnost zajemanja 
globine iz slik (3D slik). Razdalja med lečami je po navadi podobna razdalji, kot pri človeku, 
kar je približno 6.5 cm. Večje razdalje med lečami nam omogočajo zajemanje bolj ekstremne 
tri dimenzionalnosti.  
 
Z uporabo stereo kamer in posebnih algoritmov lahko posledično zgradimo 3D karte okolja 
in s poznano razdaljo med kamerama dobimo to karto v pravi velikosti. Nekatere izvedbe 
senzorjev za merjenje globine ne uporabljajo samo navadnih kamer, ampak tudi infrardeče 
kamere, senzor časa preleta in ultrazvočni senzorje. 
 
V našem primeru je od razdalje med lečama odvisno kako tretira ključne točke. Meja med 
točkami, katere se tretirajo kot bližnje in daljne je 40 kratnik razdalje med lečama. Ta meja 
predstavlja maksimalno razdaljo iz katerih točk še lahko izračuna program globino z 
zadovoljivo natančnostjo. 
  
Slika 2.10: Prikaz geometrije stereo senzorja [9] 
 





Kjer predstavljata x in x' razdaljo med točkama na sliki opazovane lastnosti v svetu in njunim 
optičnim centrom. B je dolžina med obema kamerama in f je goriščna razdalja medtem ko je 
Z globina oz. razdalja opazovane točke od kamere. Kot vidimo iz enačbe 2.10 je globina 
točke obratno sorazmerna z razliko razdalje med točkama na sliki in njunima optičnima 
centroma. Iz te enačbe lahko postopek ponovimo za vse točke, katere so zaznane na obeh 
slikah. 
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2.6.2 Model umeritve kamere 
Kamere dobro poznamo že kar nekaj časa, a ob koncu 20. stoletja so z hitrim razvojem 
zmeraj boljših in cenenih kamer, postale del našega vsakdana, od varnostnih kamer, 
telefonov, itd. S časom jih srečujemo samo še pogosteje. To pa ne pomeni da nimajo slabih 
lastnosti. Z uvedbo cenenih ''pinhole'' kamer na osnovi majhne luknjice prinesemo v 
zajemanje slik distorzijo. K sreči lahko to s preprosto umeritvijo učinkovito odpravimo [10]. 
 
Umeritev kamere predstavlja postopek v katerem predvidevamo parametre leče in senzorja 
kamere. Te parametre lahko uporabimo za popravilo distorzije slike, izmerimo pravo 
velikost predmeta ali lociramo kamero v prostoru. Te aplikacije so pogosto uporabljene na 
primer v strojnem vidu za detekcijo in meritve objektov. Poleg tega se uporablja v robotiki 
za navigacijske sisteme in 3D izgradnjo scene.  
 
Parametre umeritve kamere predstavljajo lastni, zunanji parametri in parametri distorzije. 
Uporabljeni program uporablja za umeritev model kamere z luknjico. S tem modelom 
kamere je slika sestavljena s projekcijo 3D točk na 2D površino s tako imenovano 
perspektivno transformacijo enačba 2.11, 2.12 [11]. 
 



























Kjer v enačbi 2.12 predstavljajo:  -(X,Y,Z) koordinate 3D točk v prostoru 
     -(u,v) koordinate točk projekcije v slikovnih točkah 
     -A je matrika kamere lastnih parametrov: 
-(cx, cy) je optični center (angl. Optical center/ 
principal point) v slikovnih točkah. Po navadi v 
centru slike.  
-(fx, fy) sta goriščni razdalji po vsaki osi izraženi 
v slikovnih točkah 
-R|t predstavlja matriko zunanjih parametrov  
-s je faktor povečave 
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Slika 2.11: Matematični model kamere z luknjo [11] 
Če je slika povečana ali pomanjšana za nek faktor moramo vse te parametre pomnožiti ali 
deliti za enak faktor. Matrika lastnih parametrov ni odvisna od opazovane scene, tako da jo 
lahko ponovno uporabljamo dokler so goriščne razdalje enake (v primeru možnosti 
povečave/zoom na kamerah). Matrika R|t vsebuje zunanje parametre kamere in opisuje 
pomik kamere okoli statične scene ali obratno pomikajoča se scena okoli statične kamere. 
Torej  R|t translatira koordinate točke v svetu (X,Y,Z) v koordinatni sistem, ki je fiksen glede 


















𝑢 =  𝑓𝑥 ∗ 𝑥
′ + 𝑐𝑥 (2.16) 
𝑣 =  𝑓𝑦 ∗ 𝑦
′ + 𝑐𝑦 (2.17) 
Ker v zgornjem modelu ni všteta distorzija leče saj se ne pojavi pri idealnih kamerah z 
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Slika 2.12: Osnovna tipa radialne distorzije [11] 
 
Radialna distorzija se pojavi ko se svetloba lomi bolj ob kotu leče kot na optičnem centru in 
jo popravimo z enačbama 2.19 in 2.20. Deli na dva pogosta tipa, pozitivno (Barrel distortion) 
ter negativno (pincushion distortion), primere katere vidimo na sliki 2.12. 
𝑟2 = 𝑥′2 + 𝑦′2 (2.18) 








Tangentna distorzija se pojavi ko senzor za zajemanje slike in leča nista vzporedna. Lahko 
je popravljena z formulama 2.21 in 2.22:  
 








Vzporedna leča in senzor Nevzporedna leča in senzor
Brez tangentne distorzije Tangentna distorzija
Leča Leča
Senzor Senzor
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𝑥𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑥 + (2𝑝1𝑥𝑦 + 𝑝2(𝑟
2 + 2𝑥2)) (2.21) 
𝑦𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑦 + (𝑝1(𝑟
2 + 2𝑦2) + 2𝑝2𝑥𝑦) (2.22) 
 







1 + 𝑘4𝑟2 + 𝑘5𝑟4 + 𝑘6𝑟6
 + 2𝑝1𝑥
′𝑦′ + 𝑝2(𝑟







1 + 𝑘4𝑟2 + 𝑘5𝑟4 + 𝑘6𝑟6
 + 𝑝1(𝑟
2 + 2𝑦′2) + 2𝑝2𝑥
′𝑦′ (2.24) 
 
𝑢 = 𝑓𝑥 ∗ 𝑥
′′ + 𝑐𝑥 (2.25) 
 
𝑣 = 𝑓𝑦 ∗ 𝑦
′′ + 𝑐𝑦 (2.26) 
Na koncu umeritve nam program poleg matrike kamere poda vektor koeficientov distorzije: 
𝐷𝑖𝑠𝑡𝑜𝑟𝑧𝑖𝑗𝑎𝑘𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑖 = (𝑘1, 𝑘2, 𝑝1, 𝑝2, [𝑘3[, 𝑘4, 𝑘5, 𝑘6]]) (2.27) 
Od koeficientov radialne distorzije (k1, k2, k3) zadostujeta samo dva koeficienta k1, k2. k3 
lahko vključimo v primeru ko umerjamo kamero z zelo močno distorzijo, kot pri 
širokokotnih lečah (angl. wide angle lenses).  
Ti koeficienti distorzije so tudi neodvisni od scene. Poleg tega ostanejo enaki tudi ob 
spremembi resolucije v nasprotju z fx, fy, cx in cy kateri morajo biti glede na spremembo 
resolucije primerno skalirani. Zato lahko koeficienti iz enačbe 2.27 spadajo med lastne 
parametre kamere. 
𝑓𝑦 = 𝑓𝑥 ∗ 𝑎 (2.28) 
Če imata obe osi skupno goriščno razdaljo podamo razmerje a (po navadi 1) in dobimo 
enačbo 2.29. Zaradi tega dobimo v formuli 2.28 eno goriščno razdaljo f. Formulo 2.29 lahko 
tudi uporabimo za pretvorbo enot (npr. iz razdalje v slikovnih točkah na sliki lahko 














Kjer predstavlja v enačbi 2.29 in 2.30 A matriko kamere, (u, v) točke slike, ( , ,Z) točke v 
svetu, [R, t] rotacija in translacija scene ali kamere, K pa predstavlja notranje parametre 
kamere. 
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2.7 Mobilni robot z diferencialnim pogonom 
V tem poglavju si bomo ogledali enega izmed najosnovnejših in najširše uporabljenih 
predstavnika robotov, mobilnega robota z diferencialnim pogonom. Ta tip robotov lahko 
vidimo v našem vsakdanu, kot samostojne sesalce, kosilnice, v skladiščih za samostojno 
manipuliranje z blagom kot tudi pri učenju osnov robotike [13].  
 
Ta tip robota ima dve kolesi z samostojnima pogonoma tako, da sta neodvisna drug od 
drugega. Po navadi ju poganjamo z enosmernimi elektromotorji. Poleg gnanih dveh koles 
dodamo lahko tretje kolo ali v našem primeru dve sprednji kolesi, ki se prilagajata smeri 
vožnje ali pa preprosto površino po kateri drsi. 
2.7.1 Popis modela robota 
 
Slika 2.14: Dimenzije robota s koordinatnima sistemoma [13] 
 
Da lahko opišemo lokacijo potrebujemo definirati dva koordinatna sistema: 
 
1. Globalni koordinatni sistem (xg, yg) 
Je fiksiran v okolju ali na ploskvi kateri se robot pomika. Ta koordinatni sistem je 
tudi tretiran kot referenčni. 
 
2. Koordinatni sistem robota (xr, yr) 
Je lokalni koordinatni sistem in je fiksiran na robota, tako da se z njim pomika. 
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Ta dva koordinatna sistema sta prikazana v sliki 2.14 vključno z drugimi lastnostmi. 
Izhodišče koordinatnega sistema robota predstavlja točka A, katera leži na sredini osi med 
kolesi. Težišče je na xr osi oddaljeno d od točke A. 
 











Za pretvorbo iz globalnega koordinatnega sistema v robotski koordinatni sistem 
potrebujemo naslednjo operacijo: 
𝑲𝒈 = 𝑹(𝜽)𝑲𝒓 (2.33) 






R in posledično enačba 2.33 nam poleg pozicije povezujeta tudi hitrosti med koordinatnima 
sistemoma (če namesto pozicije vstavimo hitrosti v koordinatnih sistemih). 
 
Glavni cilj pridobiti kinematični model robota je najti kakšna je povezava med vrtenjem 
koles in pomikanjem robota. 
 
Da lahko popišemo model moramo prevzeti dve omejitvi: 
 
- Robot ne zdrsuje na stran. To pomeni da se lahko giblje le naprej in nazaj ne mora 
se pa pomikati levo ali desno, ne da bi se pomikal hkrati naprej in nazaj. V 
koordinatnem sistemu robota to pomeni da je v točki A hitrost v bočni smeri 0. 
𝑦
?̇?
𝑟 = 0 (2.35) 
Z uporabo rotacijske matrike je hitrost v globalnem sistemu: 
−?̇?𝐴sin𝜃 + ?̇?𝐴cos𝜃 = 0 (2.36) 
- Čisto nakotaljevanje. Vsako kolo ima zmeraj stik z podlago v eni točki in ne zdrsuje 
v nobeno smer. 
Hitrost kontaktnih točk sta povezani z hitrostjo koles z enačbama: 
𝑣𝐷 = 𝑅𝜑̇̇𝐷 (2.37) 
𝑣𝐿 = 𝑅𝜑̇̇𝐿 (2.38) 
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V globalnem koordinatnem sistemu pa te hitrosti lahko izračunamo kot funkcijo 
hitrosti centra robota A: 
?̇?𝐷 = ?̇?𝐴 + 𝐿?̇?cos𝜃 (2.39) 
?̇?𝐷 = ?̇?𝐴 + 𝐿?̇?sin𝜃 (2.40) 
?̇?𝐿 = ?̇?𝐴 + 𝐿?̇?cos𝜃 (2.41) 
?̇?𝐿 = ?̇?𝐴 + 𝐿?̇?sin𝜃 (2.42) 
Z uporabo rotacijske matrike so sestavljene omejitve kotaljenja: 
?̇?𝐷cos𝜃 + 𝑦̇𝐷sin𝜃 = 𝑅𝜑̇̇𝐷 (2.43) 
?̇?𝐿cos𝜃 + 𝑦̇𝐿sin𝜃 = 𝑅𝜑̇̇𝐿 (2.44) 
 
2.7.2 Kinematični model 
Kinematično modeliranje je študija pomikanja mehaničnih sistemov, brez ozira na sile katere 
to povzročujejo. V našem primeru je glavni namen predstaviti hitrosti robota, kot funkcijo 
hitrosti koles skupaj z geometrijskimi parametri robota. 
 
Linearna hitrost robota v njegovem sistemu je povprečje hitrosti obeh koles 2.45 in izraženo 

























Hitrosti robota v sistemu robota lahko sedaj predstavimo s hitrostjo in rotacijo točke A glede 













𝑟 = 0 (2.48) 











Teoretične osnove in pregled literature 
28 


































Hitrosti robota lahko prikažemo tudi iz globalnega sistema predstavljeno v odvisnosti zasuka 












































Druga možnost prikaza enakih hitrosti pa je v obliki, kjer predstavimo hitrosti robota v 





















3 Eksperimentalni sistem 
Osnova našega sistema bo prenosnik ThinkPad T450s z i5 5300U procesorjem (2 jedra 4 niti 
@2.3GHz), 8GB delovnega spomina in SSD. To predstavlja povprečen prenosnik za 
vsakdanja opravila, ni pa to delovna postaja za izvajanje zahtevnih opravil, kot so obsežno 
3D modeliranje itd. 
 
Za uporabo ORB-SLAM2 priporočajo štiri jedrni i7 procesor za realno časovno računanje, 
prikaz rezultatov in na splošno gladko delovanje. Naš sistem ne zadostuje njihovim 
priporočilom, a kot smo videli v preizkusih, to ni predstavljalo problema za naš nivo 
uporabe. 
 
Poleg tega, bomo za pomikanje našega računalnika po prostoru uporabljali robota z 
diferencialnim pogonom. Robota preprosto nadziramo iz že zgrajenega programa na 
samostojnem ločenem prenosniku. Deluje s pomočjo spletnega strežnika, kjer lahko 
nadziramo pomike robota. Računalnik pa preko brezžične povezave in Arduinom posreduje 
ukaze dvema elektromotorjema na robotu. 
 
Uporabljene kamere so par Logitech QuickCam Pro 5000, katere imajo maksimalno 
resolucijo 640x480, kar bo tudi naša uporabljena resolucija. Pri stereo postavitvi kamer smo 
uporabili razdaljo 13,75 cm. 
3.1 Namestitev programov 
Naša osnova za sistem je verzija Ubuntu 16.04 Xenial, ki podpira ORB-SLAM2 ter ROS. 






Začnemo z namestitvijo ROS paketov saj je priloženih nekaj paketov, katerih bo potreboval 
ORB-SLAM2. Poleg tega moramo pred namestitvijo ORB-SLAMA2 ustvariti catkin 
delovni prostor v katerega ga bomo lahko namestili, za to pa potrebujemo orodja, ki pridejo 
z ROS. 
 
Namestitev ROS-a se začne z nastavitvijo računalnika, da bo sploh lahko sprejemal 
programsko opremo iz ROS spletne strani packages.ros.org, ter nastavitvijo ključev za 
preverjanje podpisov programske opreme. 
 
1 sudo sh -c 'echo "deb http://packages.ros.org/ros/ubuntu 
$(lsb_release -sc) main" > /etc/apt/sources.list.d/ros-latest.list' 
2 sudo apt-key adv --keyserver 'hkp://keyserver.ubuntu.com:80' --
recv-key C1CF6E31E6BADE8868B172B4F42ED6FBAB17C654 
3 sudo apt-get update 
4 sudo apt upgrade 
Najprej še posodobimo zbirko že nameščenih programov in jih po potrebi posodobimo (ni 
potrebno, a je dobra praksa pri nameščanju novih programov, saj lahko vsebujejo odvisnosti 
do drugih programov).  
 
Sedaj pridemo do dejanske namestitve ROS. Namestili bomo polno-namizno ROS verzijo 
(angl. Desktop-full), kar pomeni, da poleg osnovnega ROS ogrodja zraven namestimo še 
RViz in druga uporabna orodja. 
 
5 sudo apt-get install ros-kinetic-desktop-full 
Po končani namestitvi moramo inicializirati rosdep. (kar nam omogoča urejanje sistemskih 
odvisnosti za vire katere hočemo kompilirati.) 
 
6 sudo rosdep init 
7 rosdep update 
Da nam ni treba vsakič vpisovati virov spremenljivk ROS okolja uporabimo naslednje ukaze 
(pot v tem ukazu lahko prilagodimo našem delovnem prostoru): 
 
8 echo "source /opt/ros/kinetic/setup.bash" >> ~/.bashrc 
9 source ~/.bashrc 
Sedaj imamo jedro ROS-a nameščenega za namestitev paketov pa potrebujemo dodatna 
orodja. 
 






Naslednja stvar ki jo bomo namestili je knjižnica katero potrebuje ORB-SLAM2, Eigen3. 
Eigen 3 je knjižnica z funkcijami za računanje matrik, vektorjev in druge numerične metode. 
1 sudo apt install libeigen3-dev 
Da lahko namestimo različne pakete in ustvarimo svoje moramo ustvariti delovni prostor v 
katerem bomo to lahko delali. 
1 mkdir -p ~/catkin_ws/src 
2 cd ~/catkin_ws/ 
3 catkin make 
4 source devel/setup.bash 
Z prvo vrstico smo ustvarili dva direktorija catkin_ws in v tem src mapo. Nato se 
pomaknemo v cakin_ws mapo in zaženemo ukaz za izgradnjo našega delovnega prostora. 
Po končani izgradnji moramo podati vir našega delovnega prostora v katerem bomo sedaj 
nadaljevali naše namestitvene postopke. 
Nato preidemo na namestitev samega ORB-SLAM2. Ker je to samo dodaten paket za ROS 
je namestitev preprosta. Začnemo s kloniranjem repozitorija iz GitHub-a. Najprej se moramo 
s oknu v katerem izvajamo ukaze pomakniti v direktorij v katerega moramo klonirati. V 
našem primeru se to nahaja v našem catkin delovnem prostoru v src (angl. source) mapi. 
1 cd catkin_ws/src 
2 git clone https://github.com/appliedAI-
Initiative/orb_slam_2_ros.git 
Po kopiranju pa ponovno zaženemo ukaz za izgradnjo našega delovnega prostora. S tem ko 
smo vstavili paket, ga bo program zaznal in zgradil. 
3 cd ~/catkin_ws/ 
4 catkin make 
3.2 Ustvarjanje datotek za zagon kamer 
Sedaj pridemo na ustvarjanje zagonskih datotek, za zagon komponent našega sistema. Te 
datoteke potrebujemo, da si olajšamo delo, lažje spreminjamo parametre zagnanih 
programov, poleg tega pa poenostavi proces in preglednost zagona našega sistema. 
 
To bo prišlo še posebej v poštev pri uporabi dveh kamer, kjer moramo obe kameri zagnati 






3.2.1 Enojna kamera 
Začnemo z ustvarjanjem zagonske datoteke za posamezno kamero. Za začetek moramo iti v 
svoj catkin delovni prostor (catkin_ws/src), kjer ustvarimo novo mapo z imenom, ki ga 
želimo imeti. V našem primeru ustvarimo mapo camera_launcher. V tej mapi nato 
ustvarimo še eno mapo launch, v kateri bodo prebivale dejanske datoteke za zagon kamer. 
 
Ustvarimo datoteko z imenom camera_left.launch. Končnica te datoteke je uporabljena za 
tip datoteke katere ROS uporablja za zagon paketov. Odločili smo se da bomo uporabili levo 
kamero na robotu, dejansko pa bi lahko tudi desno. 
 
V datoteki moramo najprej poimenovati, kako se bo imenovalo naše vozlišče. Tu ni 
pomembno kakšno ime izberemo, pomembno bo samo kako poimenujemo temo katero 
bomo objavljali v našem primeru slike. Poleg tega moramo navesti, kateri paket bomo 
zaganjali, v našem primeru je to paket usb_cam in tip usb_cam_node. Po tem v vrstici 5 
izberemo ime video naprave, katero hočemo uporabiti. V našem primeru imamo prenosnik 
z že vgrajeno dodatno kamero, kar pomeni da je video0 že zaseden. Nato sta vrstici 6 in 7 v 
katerih definiramo našo resolucijo zajema. Naše uporabljeni kameri sta omejeni na 
maksimalno resolucijo 640 480, kar bomo tudi uporabljali za naše preizkuse. V vrstici 8 
definiramo našo umeritveno datoteko (kako jo dobimo obravnavano v naslednjem poglavju 
umeritev kamer). To potrebujemo, kajti brez te datoteke usb_cam uporablja privzete 
nastavitve za kamero, kar prepiše naše, posledično ne moremo nastavljati naših parametrov, 
kot so resolucija, hitrost zajema slik na sekundo, itd. Parametrov umeritve tu ne bomo 
potrebovali, kajti pošiljamo surovo ne popravljeno sliko, nakar bo ORB-SLAM2 sam 
popravil. Poleg tega v nekaterih primerih popravi samo zajete ključne točke, kar zmanjša 
zahtevnost računanja. In nato še v 9 vrstici preimenujemo ime naše teme. Preimenujemo jo 
na to ime katero je definirano na spletni strani ORB-SLAM2 ROS verzije, ki ga sprejema za 




3   <node name="usb_cam_left" pkg="usb_cam" type="usb_cam_node" 
output="screen"> 
4  
5     <param name="video_device" value="/dev/video1"/> 
6     <param name="image_width" value="640" /> 
7     <param name="image_height" value="480" /> 
8     <param name="camera_info_url" 
value="file:///home/blaz/catkin_ws/src/camera_launcher/calibrati
on/head_camera.yaml" /> 
9     <remap from="usb_cam_left/image_raw" 
to="camera/rgb/image_raw"/> 
10  




V tej datoteki lahko nato naknadno dodajamo parametre, katere hočemo spreminjati in 




3.2.2 Stereo sistem 
Tako, kot prej ustvarimo v isti mapi camera_launcher novo datoteko in jo poimenujemo 
camera_launcher_stereo.launch. Datoteka je sestavljena podobna kot prejšnja, le da tu 
zaženemo dve vozlišči naenkrat. Pri imenih teh vozlišč moramo paziti samo na to, da si ne 
delita imen. Če si delita enako ime, bi ob zagonu prepisala drug drugo in bi dobili sliko iz 
samo ene kamere. Poleg tega moramo paziti, kakšno zaporedje uporabimo za priključevanje 
kamer na računalnik, saj jih temu primerno poimenuje. V našem primeru smo najprej 
priključili levo (dev/video1) in nato desno (dev/video2). 
 
Tako preimenujemo posamezni vozlišči za levo in desno kamero. Teme posameznih vozlišč 




3   <node name="usb_cam_left" pkg="usb_cam" type="usb_cam_node" 
output="screen"> 
4  
5     <param name="video_device" value="/dev/video1"/> 
6     <param name="image_width" value="640" /> 
7     <param name="image_height" value="480" /> 
8     <param name="camera_info_url" 
value="file:///home/blaz/catkin_ws/src/camera_launcher/calibrati
on/head_camera.yaml" /> 
9     <remap from="usb_cam_left/image_raw" 
to="image_left/image_color_rect"/> 
10  
11   </node> 
12  
13   <node name="usb_cam_right" pkg="usb_cam" type="usb_cam_node" 
output="screen"> 
14  
15     <param name="video_device" value="/dev/video2"/> 
16     <param name="image_width" value="640" /> 
17     <param name="image_height" value="480" /> 
18     <param name="camera_info_url" 
value="file:///home/blaz/catkin_ws/src/camera_launcher/calibrati
on/head_camera.yaml" /> 
19     <remap from="usb_cam_right/image_raw" 
to="image_right/image_color_rect"/> 
20  
21   </node> 
22  
23 </launch> 
3.3 Model robota 
Če hočemo, da se v vizualizacijskem okolju RViz prikazuje model robota, moramo tudi za 
to, ustvariti nov paket. Ustvarimo mapo my_robot v našem delovnem prostoru 
(catkin_ws/src). V novo ustvarjeni mapi pa naredimo še dve mapi urdf in launch. Launch 
mapa, bo podobno kot prej pri kamerah, vsebovala datoteko za zagon robota 




Oblika zapisa za definiranje modela robota je URDF (angl. Unified Robot Description 
Format) shranjena kot XML (razširljivi označevalni jezik, angl. Extensible Markup 
Language) datoteka. Model lahko tudi uvozimo oz. pretvorimo iz drugih programov. Mi se 
bomo lotili z definiranjem robota z geometrijskimi primitivi kot so kvader in cilinder. 
 
Spodaj je predstavljen zapis, da dobimo preprost siv kvader. Definirati moramo tudi na kateri 
člen je robot vezan v našem primeru je to camera_link. To pomeni da se bo pomikal po karti 
skupaj s kamero, katere pozicijo objavlja ORB_SLAM2.  
 
1 <?xml version="1.0"?> 
2  
3 <robot name="robot_cart" 
xmlns:xacro="http://www.ros.org/wiki/xacro"> 
4  
5 <material name="black"> 
6   <color rgba="0.1 0.1 0.1 1"/> 
7 </material> 
8  
9   <link name="camera_link"> 
10  
11     <visual> 
12       <geometry> 
13  
14         <box size="0.4 0.15 0.5"/> 
15       </geometry> 
16       <origin rpy="0 0 0" xyz="0 0.08 -0.25"/> 
17       <material name="black"/> 
18     </visual> 
19  
20   </link> 
21 </robot> 
 
Torej v datoteki robota preprosto definiramo kateri primitiv hočemo vstaviti ter definiramo 
material oziroma barvo, ki jo določimo na začetku datoteke. Poleg velikosti modela lahko 
definiramo tudi postavitev glede na izhodišče ter rotacije okoli osi. Polna datoteka zapisa 
našega robota je prikazana v prilogi A. Končni model pa lahko vidimo v sliki 3.1. 
 
 




Za zagon modela pa potrebujemo dodatno datoteko. V tej datoteki definiramo ime robota, 
ter ukaz da poišče naš model robota. V 5 vrstici vidimo ukaz za zagon RViz-a. Nato pa so 




3 <param name="robot_description" command="$(find xacro)/xacro --
inorder $(find my_robot)/urdf/my_robot_model.xacro" /> 
4  
5 <node name="rviz" pkg="rviz" type="rviz" /> 
6  
7 <node name="robot_state_publisher" pkg="robot_state_publisher" 
type="state_publisher" /> 
8  
9 <node name="joint_state_publisher" pkg="joint_state_publisher" 
type="joint_state_publisher" > 




3.4 Umeritev kamer 
Preden lahko pravilno začnemo uporabljati naš sistem moramo umeriti naše kamere. Za ta 
proces bomo uporabili ROS paket camera_calibration [14], ki smo ga namestili vključno z 
ROS. Paket nam bo omogočil umeritev naših kamer s pomočjo umeritvenega vzorca. Na 
izbiro imamo več vzorcev različnih velikosti. Za naš primer smo izbrali A4 velikost 
šahovnico razmerja 7 4 z velikostjo kvadratov 55 mm. 
 
Dejanski postopek umeritve stereo kamere in monokularne se ne razlikuje. Razlikujeta se le 
pri zagonu, ter katere rezultate dobimo po umeritvi. Preden začnemo moramo začeti 
objavljati slike. Pri tem lahko uporabimo že ustvarjene datoteke za zagon. 
 
Zagon programa za umeritev monokularne kamere izvedemo z naslednjim ukazom: 
 
1 rosrun camera_calibration cameracalibrator.py --size 7x4 --square 
0.055 image:=/camera/rgb/image_raw –no-service-check 
 
V tem ukazu moramo definirati s katerim vzorcem se bomo lotili umeritve in ime pod 
katerim objavljamo slike. Za umeritev stereo kamere moramo ukaz spremeniti. Poleg tega, 
da navedemo naslova vsake slike in imena kamer moramo dodati tudi argument, ki pove da 
kameri ne pošiljata slik ob istih časih in uvedemo neko toleranco, koliko lahko sliki zamujata 
ali prehitevata druga od druge. Brez tega ukaza se program ne zažene. 
 
1 rosrun camera_calibration cameracalibrator.py –size 7x4 –square 
0.055 right:=/image_right/image_rect 
left:=/image_left/image_rect right_camera:=image_Right 





Slika 3.2: Vmesnik programa za umeritev kamere 
 
V sliki 3.2 vidimo vmesnik umeritvenega programa. Na sredini vidimo kar vidi kamera, na 
desni strani, pa vidimo naš napredek pri postopku umeritve. Pove nam, kako še moramo 
obrniti, približati ali premakniti vzorec. Ko zajame zadovoljivo število vzorcev za računanje 
lahko pritisnemo tipko calibrate. Program nato preračuna parametre distorzije ter matriko 
kamere. Ko konča lahko pritisnemo tipko save, kar shrani umeritvene datoteke v /tmp mapo.  
 
Nato lahko kopiramo ustvarjeno datoteko v novo mapo v catkin_ws/src/camera_launcher, 
kamor vodi tudi definirana pot v zagonskih datotekah. Poleg te datoteke moramo ustvariti 
nove v /catkin_ws/src/orb_slam_2_ros/orb_slam2/config, katere bere algoritem ORB-
SLAM2. Za primere datotek, kako mora izgledati, lahko vzamemo že ustvarjene datoteke v 
omenjeni mapi. Pri tem se razlikujejo datoteke za monokularne in stereo kamere. 
 
V teh datotekah moramo izpolniti notranje parametre kamere ter distorzije, lahko pa tudi 
spreminjamo druge nastavitve, kot so maksimalno število ORB točk, ki naj jih algoritem 
poišče. Pri datoteki za stereo kamero moramo dodatno navesti stereo_baseline, ki je 








Po končanih namestitvah in ustvarjanju datotek imamo na razpolago sestavljen delujoč 
sistem. Prikaz tega vidimo na sliki 4.1. Na sprednjem delu robota vidimo dve kameri, katerih 
pozicijo lahko poljubno nastavimo. Na robotu imamo postavljen računalnik, ki mora biti 
žično povezan na kameri. Sistem pa še vsebuje robota, katerega nadziramo brezžično s 




Slika 4.1: Eksperimentalni sistem 
 
1. Stereo kameri katerih razmak lahko prilagodimo. 
2. Računalnik na katerem teče ROS, RViz in ORB-SLAM2. 
3. Voziček robota v katerem je baterija in Arduino za komunikacijo z dodatnim 
računalnikom za sprejemanje ukazov pomika. 
4. Elektromotorja robota. 
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4.1 Zagon sistema 
Da sistem lahko začnemo uporabljati moramo zagnati vse komponente. Da je sistem bolj 
pregleden je zagon razdeljen na tri dele, poleg tega pa se v enem terminalu lahko izvaja samo 
en proces naenkrat. Tako imamo razdeljeno, da v prvem terminalu zaženemo kamere stereo 
ali posamezno. V drugem terminalu zaženemo ustrezni ORB-SLAM2 algoritem (stereo ali 
monokularen). Poleg prvih dveh zagonov komponent je vgrajen zagon roscore, če slučajno 
ni že zagnan. In tretji del predstavlja zagon modela ter vizualizacijskega okolja RViz. 
 
Za zagon se moramo najprej pomakniti v naš delovni prostor in ga določiti za trenutnega. 
To moramo ponoviti v vseh treh terminalih, ki jih bomo potrebovali. 
 
1 cd catkin_ws 
2 source devel/setup.bash 
 




3 roslaunch orb_slam2 camera_ _left.launch 
 




3 roslaunch camera_launcher camera_launcher_left.launch 
 
3 roslaunch camera_launcher camera_launcher.launch  
 
Model in RViz: 
 
3 roslaunch my_robot my_robot.launch model:=urfd/my_robot_model.urdf 
 
Dejanski vrstni red za naš primer ni pomemben, le da zagon modela in RViza ni prvi, kajti 
še ni zagnan roscore. Preden zaženemo zgornje ukazi, bi morali naši terminali zgledati kot 





Slika 4.2: Izgled terminalov pred zagonom programov 
 
4.2 Prikazovanje podatkov 




Slika 4.3: Prazen vmesnik RViz 
 
Preden lahko vidimo naše rezultate moramo izbrati podatke katere želimo prikazovati. V 
RViz-u to naredimo tako da pritisnemo Add in tu pod zavihkoma By topic in By display type 
izberemo podatke za prikaz. V našem primeru smo izbrali levo in desno kamero, sliko ki jo 
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odda ORB-SLAM2 na kateri vidimo najdene točke ter oblak točk pod zavihkom By topic. 
Prikaz koordinatnih sistemov ter robota, pa moramo izbrati pod drugim zavihkom By display 
type. Izbire tega vidimo na sliki 4.4. 
 
Slika 4.4: Izbrani podatki za prikaz 
 
Pri uporabi ene same kamere izberemo edino razpoložljivo sliko. V spodnji sliki pa vidimo 




Slika 4.5: Vmesnik RViz-a po izbiri podatkov za prikaz 
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4.3 Rezultati enojne kamere 
Po zagonu programov in urejenem prikazu podatkov smo lahko robota zapeljali skozi 
laboratorij. Pri uporabi enojne kamere je algoritem pogosto izgubil sledenje pri rotaciji. 
Poleg tega, ob zagonu sistema ni prikazoval karte in najdenih točk, ta primer vidimo na sliki 
4.6. Preden je začel prikazovati točke in karto se je moral za neko razdaljo pomakniti kot 
vidimo na sliki 4.7.  
 
 
Slika 4.6: Začetek programa z uporabo ene kamere 
 
 




Slika 4.8: Karta z uporabo ene kamere 
Končano karto z uporabo ene kamere pa lahko vidimo na sliki 4.8. Poleg tega če smo robotu 
zakrili kamero in ga postavili na drugo mesto, že kartiranega prostora se je znal ponovno 
najti. 
4.4 Rezultati stereo sistema 
Na začetku zagona stereo sistema lahko opazimo da takoj brez pomikanja algoritem že najde 
točke in ustvari začetek karte. Ta začetek programa je prikazan na sliki 4.9. 
 
 




Slika 4.10: Karta z uporabo dveh kamer 
 
Končana karte dveh kamer je prikazana v sliki 4.10. Tu vidimo veliko razpršenost točk, 
oziroma napačnih točk. Kljub temu, da končana karte ni videti bolj urejena ne pomeni, da se 
je robot težje orientiral oz. našel in sledil točkam. V primerjavi z uporabo ene same kamere 
je robot bil manj občutljiv na ostre ovinke. Poleg tega je lahko zaznaval nove točke ob samo 
izključni rotaciji. 
 
Obremenitev sistema se je pri uporabi stereo vida povečala za približno 10 %. Kjer je pri 
uporabi ene kamere bila uporaba okoli ~60 % je pri uporabi dveh kamer naraslo na ~70 %. 
To povečavo je težje oceniti zaradi konstantnega nihanja uporabe procesorja in različne 
porabe v vsakem preizkusu. Povečanje pri stereo sistemu, bi lahko pripisali temu, da 






V sliki 4.11 vidimo primerjavo končnih kart. Na zaslonu prenosnika, ob delovanju sistema 
je bilo lažje opaziti podobnosti. Karte so obrnjene iz smeri katere je najbolje predstavljala 
karto. Vidimo da je veliko točk našel na robovih stolov, robovih vrat omar itd. Kot vidimo 




Slika 4.11: Primerjava realne okolice z ustvarjenima kartama, zgoraj levo stereo, spodaj levo sistem 







Od zametkov postopkov navigacije pred več tisoč leti, do danes je bil na tem področju 
narejen ogromen napredek. Od časov, ko smo lahko na dolga potovanja ocenili lokacijo na 
par kilometrov natančno lahko sedaj z uporabo naprav, ki pašejo v naše roke skoraj kadarkoli 
izvemo našo lokacijo, do par metrov natančno. 
 
V današnjem času z razvojem odprtokodnih algoritmov kot je ORB-SLAM2 postaja uporaba 
teh algoritmov zmeraj bolj dostopna. Poleg razvoja takih algoritmov pomaga tudi zmeraj 
boljša zmogljivost računalnikov in kamer. 
 
Zanimivo je bilo tudi raziskovanje ozadja teh algoritmov in preučevanje delovanja ORB-
SLAM2. Iz površja ne bi pomislili koliko procesov in preračunov mora algoritem dejansko 
opraviti, preden dobimo predstavljiv rezultat.  
 
Tako smo v tem zaključnem delu uporabili ORB-SLAM2 algoritem v kombinaciji z ROS. 
Kot smo videli tekom tega dela je dejanska uporaba dokaj preprosta. Največ problemov smo 
imeli z urejanjem prenosa podatkov in objavljanja preko ROS in prikazovanju le teh v RViz-
u, saj se je dokaj lahko kje zmotiti pri kakšnem imenu, da se potem ne ujema s sprejemnikom, 
kar povzroči prekinitev toka podatkov.  
 
Poleg tega smo iz preizkusov sistema tudi v praksi opazili prednosti in slabosti sistema, ki 
uporablja eno kamero ali dve. Kot smo že navedli med teorijo da je monokularen šibek 
oziroma sploh ne deluje pri zaznavanju okolice izključno z rotacijo smo lahko to videli tudi 
med našimi preizkusi. To sklada s tem, kar je bilo razloženo v teoriji, da potrebuje z uporabo 
ene kamere videti opazovane točke iz več kotov, da jih lahko preračuna, česar pa ne dobimo 
iz rotacije v eni točki. Poleg tega, ko zaženemo program moramo na začetku robota najprej 
nekaj časa premikati (lahko tudi rotirati malo), da sploh najde prve ključne točke in začne 
ustvarjati karto. 
 
Te probleme popolnoma odpravi uporaba dveh kamer. Na začetku ko zaženemo sistem 
opazimo, da veliko hitreje, če ne takoj, ko še sploh ne premikamo robota algoritem najde 
točke in ustvari mapo. Ta ugotovitev se tudi sklada z rezultati, saj da ugotovimo globino 
scene potrebujemo minimalno dve sliki. Poleg tega je stereo sistem veliko bolj odporen, če 




Še ena dodatna pozitivna stvar stereo sistema pa je, da nam poda realno velikost karte. Iz 
samo dveh slik, bi lahko izračunali globino, a ne bi imeli prave velikosti le pravo razmerje 
med posameznimi točkami globine. Tako, ko podamo pravo razdaljo med kamerama sistem 
dobi referenco po kateri lahko izračuna prave velikosti opazovanega sveta in to prenese v 
karto. 
 
Kot smo videli iz ustvarjenih kart se je izkazalo, da je pri uporabi ene kamere karta bolj 
urejena in lažje razberemo oblike okolice. Na dejansko uporabo sistema ta opazka nima 
velikega pomena. Estetski izgled karte je odvisen od okolice. Lepšo karto bi gotovo dobili v 





Cilj tega zaključnega dela je bil, raziskati uporabo kamere za hkratno lokalizacijo in 
kartiranje z uporabo mobilnega robota. Pregledali smo veliko ozadja na čem bazirajo 
uporabljeni algoritmi, ter kako delujejo.  
 
1) Ugotovili smo iz preizkusov, da je uporaba stereo kamer boljša od ene same glede 
ostrih zavojev oziroma čiste rotacije. Končane karte pa izgledajo bolj urejene pri 
uporabi ene same kamere. 
 
2) ORB-SLAM2 predstavlja zmogljiv algoritem za lokalizacijo in kartiranje. Je 
nezahteven za poganjanje na povprečnem računalniku in pravilno in zanesljivo sledi 
lokaciji robota.  
 
3) ROS omogoča dobro ogrodje za sestavljanje robotskih sistemov in predstavlja dobro 
podlago za dodajanje in nadgrajevanje komponent. 
 
4) Ustvarili smo datoteke za zagon kamer, posamezne in dveh naenkrat. Ustvarili smo 
tudi model robota za prikaz v RViz-u. Skupaj nam je to omogočilo enostavnejši 
zagon sistema. 
 
5) Izvedli smo umeritev sistema z eno kamero in dveh. Kot rezultat smo dobili notranje 
parametre kamer ter pripadajoče parametre distorzij. Te podatke pa smo lahko 
uporabili za popravek slik. 
 
Predlogi za nadaljnje delo: 
 
Ustvarjeni sistem lahko po zahvali ROS sedaj poljubno nagrajujemo naprej. Prvo stvar, ki 
bi dodala dodaten nivo berljivosti bi bil razvoj programa, ki bi spremenil oblak točk v nek 
lepši prikaz karte s površinami ter mogoče celo na njih nanesel barve, katere zazna s kamero.  
 
Kot drugič, bi lahko dodali algoritem za samostojno raziskovanje okolice. Lahko bi robot 
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<robot name="robot_cart" xmlns:xacro="http://www.ros.org/wiki/xacro"> 
   
  <material name="black"> 
    <color rgba="0.1 0.1 0.1 1"/> 
  </material> 
 
  <material name="gray"> 
    <color rgba="0.5 0.5 0.5 1"/> 
  </material> 
 
  <link name="camera_link"> 
   
//Base 
    <visual> 
      <geometry> 
        <box size="0.4 0.15 0.5"/> 
      </geometry> 
      <origin rpy="0 0 0" xyz="0 0.08 -0.25"/> 
      <material name="gray"/> 
    </visual> 
 
// Wheels back 
    <visual> 
      <geometry> 
        <cylinder length="0.04" radius="0.08"/> 
      </geometry> 
      <origin rpy="0 1.5708 0" xyz="0.22 0.11 -0.35"/> 
      <material name="black"/>  
    </visual> 
 
    <visual> 
      <geometry> 
        <cylinder length="0.04" radius="0.08"/> 
      </geometry> 
      <origin rpy="0 1.5708 0" xyz="-0.22 0.11 -0.35"/> 
      <material name="black"/> 
    </visual> 
 
// Wheels front 
    <visual> 
 
 
      <geometry> 
        <cylinder length="0.02" radius="0.02"/> 
      </geometry> 
      <origin rpy="0 1.5708 0" xyz="0.18 0.17 -0.05"/> 
      <material name="black"/> 
    </visual> 
 
    <visual> 
      <geometry> 
        <cylinder length="0.02" radius="0.02"/> 
      </geometry> 
      <origin rpy="0 1.5708 0" xyz="-0.18 0.17 -0.05"/> 
      <material name="black"/> 
    </visual> 
 
// Cameras 
    <visual> 
      <geometry> 
        <box size="0.04 0.04 0.04"/> 
      </geometry> 
      <origin rpy="0 0 0" xyz="0.16 -0.015 -0.02"/> 
      <material name="black"/> 
    </visual> 
 
    <visual> 
      <geometry> 
        <box size="0.04 0.04 0.04"/> 
      </geometry> 
      <origin rpy="0 0 0" xyz="-0.16 -0.015 -0.02"/> 
      <material name="black"/> 
    </visual> 
 
  </link> 
</robot> 
  
 
 
 
