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Abstract
BPS equations and wall solutions are studied keeping (part of) super-
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ear sigma models in four dimensions with T ∗CP n target manifold, which
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1 Introduction
Brane world scenario has attracted much attention in recent years [1, 2]. To realize our world
on a brane such as a wall, it is useful to consider supersymmetric (SUSY) theories which is
the most promising theory beyond the standard model [3]. Wall (junction) configurations can
preserve half (quarter) of the SUSY charges [4]–[8] and are called 1
2
(1
4
) BPS states. To obtain
four dimensional brane as a wall/or junction, we have to consider a SUSY fundamental theory
in five or more spacetime dimensions, and such a theory must have at least eight SUSY charges
[9]. These SUSY are so restrictive that possible potential terms are severely constrained. The
nontrivial interactions require either nonlinearity of kinetic term (nonlinear sigma model) or
gauge interactions [10]–[17]. If the theory is dimensionally reduced to four dimensions, it has at
least N = 2 SUSY. In the N = 2 SUSY in four dimensions, one has to consider nonlinear sigma
model with nontrivial Ka¨hler metric in field space if one wants interacting theories with only
hypermultiplets. The target spaces of such theories must be hyper-Ka¨hler (HK) manifolds [19].
Potential terms can be induced only when masses of hypermultiplets are introduced. It was
shown that its form can be described by the norm of Killing vector of target metric [11, 13].
Therefore, we have to consider massive nonlinear sigma models for N = 2 SUSY theories if one
wants to obtain an interesting solution like domain walls using only the hypermultiplets.
There have been a number of works to study the nonlinear sigma models with eight super-
charges [10]–[23]. The massive nonlinear sigma model with nontrivial Ka¨hler metric as target
space was studied, and BPS equations and BPS wall/or junction solutions were obtained [12]–[18].
Multi domain walls solution was also obtained and the dynamics of those walls was examined
[15, 16]. In most papers, nonlinear sigma models were studied in terms of component fields.
However, it is often useful to maintain as much SUSY as possible. For instance, maintaining
three-dimensional SUSY is useful to obtain a low energy effective action (LEEA) on the wall in
four-dimensional SUSY as fundamental theory [24]. Harmonic superspace formalism (HSF) [25]
is most suited to maintain the SUSY maximally, but there has been relatively few attempt to
formulate the BPS equations and to obtain BPS solutions in the HSF [27].
The purpose of our paper is to present SUSY formulation of BPS equations and solutions
in N = 2 nonlinear sigma models in four dimensions using both N = 1 superfield and N = 2
superfield (HSF). Action of nonlinear sigma model can be constructed by the method of HK
quotient in both languages. Furthermore, one has to introduce masses for hypermultiplets in
order to obtain a scalar potential with nontrivial interactions. Therefore, we need to construct
a HK quotient for the massive nonlinear sigma model. We call such a quotient massive HK
1
quotient. In this paper, we construct massive HK quotient of nonlinear sigma model on the
cotangent bundle over CP n, namely T ∗CP n, with the potential term and describe the action in
both N = 1 and N = 2 formalisms. In N = 1 formalism, the massless HK sigma model on
T ∗CP n was obtained as the HK quotient [22, 23]. The massive HK quotient was obtained in
component level [16]. In N = 2 formalism, the massless model on T ∗CP 1 was first constructed
in Ref. [28], and its central extension was analysed in Ref. [29]. The massive HK sigma model
on T ∗CP n in superfield languages can be easily obtained as an extension of above models. Since
T ∗CP n is one of the simplest classes of HK manifolds, we anticipate these quotient constructions
to be useful in future.
In this paper, as the simplest case, we focus on the n = 1 case, massive T ∗CP 1 model
and examine the BPS equations and wall solutions. We show that the solution which is obtained
from both languages corresponds to that derived in the component formalism [13]. Our formalism
hopefully provides a starting point to obtain solutions and effective actions in more realistic cases
of four-dimensional wall in five or higher dimensional theories.
Four is the minimum number of SUSY charges in four dimensions. Hence one might expect
that one could deal with the models in the manner where four SUSY conserved by BPS wall is
manifest, since BPS walls in N = 2 nonlinear sigma models conserve four SUSY. However, we
cannot construct Lorentz invariant field theory keeping only those four SUSY conserved by the
wall manifestly, because half SUSY condition for BPS wall itself breaks the Lorentz invariance
for four dimensional spacetime. For instance, the Weyl spinor parameters of N = 2 SUSY
ǫi (i = 1, 2) are constrained by the 1
2
SUSY condition for BPS wall solutions depending on a
single coordinate y (with a simple choice of spinor basis and of parameters)
σ2ǫ¯1 = iǫ1, σ2ǫ¯2 = −iǫ2 (1.1)
as derived 1 in Appendix A.1. The four SUSY selected by this condition allows the model to
be Lorentz invariant for only three dimensional spacetime (t, x, z) corresponding to the world
volume of the wall.
In sect. 2, we introduce HK quotient methods in the N = 1 superfield formalism to construct
massive nonlinear sigma models with T ∗CP n target space manifolds. We examine BPS equations
and a wall solution in the n = 1 case. In sect. 3, we study the same contents in the previous
section by using the HSF. In sect. 4, the relation between the usual method to obtain LEEA of
zero modes and the Manton’s approach [30] is discussed. In Appendices we explain some details
of Lorentz invariance versus 1
2
BPS condition, HSF, and some topics related to each section.
1We follow mostly the notation of Ref. [9], except that µ, ν, . . . denote space time in four dimensions, a, b . . .
three dimensions on the wall.
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2 Massive hyper-Ka¨hler quotient with N = 1 superfield
In this section, the massive HK sigma model on T ∗CP n is obtained in the N = 1 superfield
formalism. We show that the potential term is the square of a tri-holomorphic Killing vector on
the manifold as shown in the component level by Ref. [13]. We then obtain the BPS wall solution
in the massive HK sigma model on T ∗CP 1. In appendix B, we give another N = 1 superfield
formulation of the massive T ∗CP 1 model and its BPS wall solution, with generalisation to the
Gibbons-Hawking metric [31] using the Hitchin method [32].
2.1 Massive HK sigma model on T ∗CP n
In this subsection, we construct massive HK sigma model on T ∗CP n by using the HK quotient
in N = 1 superfield formalism.
An N = 2 hypermultiplet can be decomposed into two chiral superfields in the N = 1
superfield formalism. We decompose (n + 1)-hypermultiplets belonging to the fundamental
representation of SU(n + 1) into N = 1 chiral superfields φ(x, θ, θ¯) = (φ1, · · · , φn+1)T and
χ(x, θ, θ¯) = (χ1, · · · , χn+1)T , belonging to the fundamental and anti-fundamental representations
of SU(n + 1), respectively, whose transformation laws under SU(n + 1) are given by
φ→ φ′ = gφ , χ→ χ′ = (g−1)Tχ , (2.1)
with g ∈ SU(n+1). An N = 2 vector superfield of the U(1) gauge symmetry can be decomposed
into N = 1 vector and chiral superfields, V (x, θ, θ¯) and σ(x, θ, θ¯). The U(1)-charges of φ and χ
are 1 and −1, respectively. The U(1) gauge transformation is given by
eV → eV ′ = eiΛ−iΛ†eV , φ→ φ′ = eiΛφ , χ→ χ′ = e−iΛχ , (2.2)
where Λ(x, θ, θ) is a chiral superfield of a gauge parameter. Note that this U(1) gauge symme-
try is actually enhanced to its complexification, U(1)C. Then the Lagrangian of the (n + 1)-
hypermultiplets interacting with the auxiliary vector multiplet can be given by2
L =
∫
d4θ(eV φ†φ+ e−V χ†χ− cV ) +
(∫
d2θσ(χT · φ− b) + c.c.
)
+
(∫
d2θ
n∑
α=1
mαχ
THαφ+ c.c.
)
, (2.3)
2We omitted the trace part of the mass term χT · φ, since it vanishes under the superspace integration using
the constraint (2.6), in the following.
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where the dot denotes the inner product of two vectors, Hα (α = 1, · · · , n) are the diagonal
generators of the Cartan subalgebra of SU(n + 1) and mα are the n mass parameters. Here
c ∈ R and b ∈ C are coefficients of the Fayet-Iliopoulos (FI) term which transforms as an
SU(2)R triplet (See Lagrangian (3.3) in the next section.) [34].
In the limit of mα = 0 for all α, the Lagrangian (2.3) becomes that of the massless HK
nonlinear sigma model on T ∗CP n [20]–[23] whose isometry is SU(n+1). By introducing the mass
mα 6= 0 of the last term in (2.3), we will obtain the massive HK nonlinear sigma model on T ∗CP n.
The mass term explicitly breaks SU(n + 1) into U(1)n: if we write g = eiε
ATA in (2.1) where TA
are the fundamental representation of the generators of SU(n + 1) (A = 1, · · · (n + 1)2 − 1), the
infinitesimal variation of the mass term
δε(
n∑
α=1
mαχ
THαφ) = iχ
T [
∑
α
mαHα,
∑
A
εATA]φ (2.4)
vanishes only when TA ∼ Hα.
We eliminate the auxiliary fields V and σ to obtain the nonlinear Lagrangian. The equations
of motion for V and σ read
∂L/∂V = eV |φ|2 − e−V |χ|2 − c = 0 , (2.5)
∂L/∂σ = χT · φ− b = 0 , (2.6)
respectively. Setting X = eV in the first equation, we obtain the algebraic equation |φ|2X2 −
cX − |χ|2 = 0, which can be solved to give X = (c ±
√
c2 + 4|φ|2|χ|2)/(2|φ|2). We thus obtain
the Ka¨hler potential of the form
K =
√
c2 + 4|φ|2|χ|2 − c log
(
c+
√
c2 + 4|φ|2|χ|2
)
+ c log |φ|2 , (2.7)
where we have chosen the plus sign of the solution for the positivity of the metric. This Ka¨hler
potential (2.7) is still invariant under the U(1)C gauge transformation (2.2) up to a Ka¨hler
transformation. Fixing a gauge and substituting a solution of (2.6), we obtain the Lagrangian of
the massive HK sigma model on T ∗CP n in terms of independent N = 1 superfields.
We can consider the two cases of i) c = 0 and ii) b = 0, which are related by an SU(2)R
transformation.
i) c = 0. Using the U(1)C gauge degree of freedom, we can set [21, 22]
φ =
1√
1 + vT · w
(
1
v
)
, χ =
b√
1 + vT · w
(
1
w
)
, (2.8)
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where v and w are vectors of n chiral superfields. We thus obtain the Lagrangian of the massive
HK sigma model on T ∗CP n whose Ka¨hler potential and superpotential are given by
K = 2|b|
√√√√(1 + |v|2)(1 + |w|2)
|1 + vT · w|2 ,
W =
b
1 + vT · w
n∑
α=1
mα(1, w
T )Hα
(
1
v
)
, (2.9)
respectively.
ii) b = 0. In this case, we can set
φ =
(
1
v
)
, χ =
(−vT · w
w
)
, (2.10)
by using the U(1)C gauge symmetry. We obtain
K =
√
c2 + 4(1 + |v|2)(|vT · w|2 + |w|2)
−c log
(
c+
√
c2 + 4(1 + |v|2)(|vT · w|2 + |w|2)
)
+ c log(1 + |v|2) ,
W =
n∑
α=1
mα(−vT · w,wT )Hα
(
1
v
)
. (2.11)
Since SU(2)R rotates three complex structures among themselves, these two cases (c = 0 and
b = 0) cannot be related to each other by a holomorphic field redefinition.
2.2 Massive HK sigma model on Eguchi-Hanson space
The n = 1 case of T ∗CP n, T ∗CP 1 is the Eguchi-Hanson space of the gravitational instanton [33].
The parameters b and c correspond to the blow up and the deformation of the orbifold singularity
in C2/Z2, respectively. In this subsection, we present the explicit form of the Lagrangian in the
c = 0 case.
Setting n = 1, m1 ≡ µ and H1 = 12σ3 the superpotential (2.9) becomes
W = bµ
1
1 + vw
, (2.12)
where we have omitted a constant shift, since it disappears under the superspace integral.
We denote the coordinates of the sigma model manifold by the superfields ϕi = (v, w). The
Ka¨hler metric gij∗ = ∂i∂j∗K, where ∂i denotes a differential with respect to ϕ
i, is found to be
gij∗ =
K
4
( (
1 + K
2
4|b|2
)
1
(1+|v|2)2
− 1
|1+vw|2
(w−v∗)2
(1+|v|2)(1+|w|2)
− 1
|1+vw|2
(v−w∗)2
(1+|v|2)(1+|w|2)
(
1 + K
2
4|b|2
)
1
(1+|w|2)2
)
, (2.13)
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or
ds2 =
K
4
(
1 +
K2
4|b|2
)[
dvdv∗
(1 + |v|2)2 +
dwdw∗
(1 + |w|2)2
]
− K
4|1 + vw|2
(v − w∗)2dvdw∗ + (w − v∗)2dwdv∗
(1 + |v|2)(1 + |w|2) . (2.14)
Since the determinant is det gij∗ = |b|2/|1 + vw|4, the inverse of the metric is obtained as
gij
∗
=
K|1 + vw|4
4|b|2
( (
1 + K
2
4|b|2
)
1
(1+|w|2)2
1
|1+vw|2
(v−w∗)2
(1+|v|2)(1+|w|2)
1
|1+vw|2
(w−v∗)2
(1+|v|2)(1+|w|2)
(
1 + K
2
4|b|2
)
1
(1+|v|2)2
)
. (2.15)
Therefore the scalar potential can be calculated as
V = gij
∗
∂iW∂j∗W
∗
=
|µ|2
4
K
[ |w|2
(1 + |w|2)2 +
|v|2
(1 + |v|2)2 +
|v|2 + |w|2
(1 + |v|2)(1 + |w|2)
]
, (2.16)
where we have used the same letters with superfields for their lowest components. The vacua are
given by |v| = |w| = 0 or |v| = |w| =∞.
Next, we show that this scalar potential can be rewritten by the norm of the Killing vector
whose action preserves the superpotential, corresponding to the SU(2) generator 1
2
σ3. We note
that the SU(2) action (2.1) on φ and χ breaks the gauge fixing condition of χ1/φ1 = b in Eq.(2.8).
Hence a compensating U(1) gauge transformation is needed for the SU(2) action on v and w to
preserve the gauge fixing condition. In the case of g = eiε
1
2
σ3 , the variation δε(χ1/φ1) = iε(χ1/φ1)
should be compensated by (2.2) with Λ = −ε/2. Therefore we find δ3v ≡ δεv + δΛv = −iεv and
δ3w ≡ δεw + δΛw = iεw. We thus obtain the Killing vector for 12σ3, given by
ki3 =
1
ε
(
δ3v
δ3w
)
=
(−iv
iw
)
. (2.17)
Using this Killing vector, we find
V = |µ|2gij∗ki3k∗j3 . (2.18)
We can consider the projection map from the bundle T ∗CP 1 to the base manifold CP 1. It is
given by v = w∗ [21]. By this map, the metric (2.14) is mapped into the Fubini-Study metric on
CP 1
ds2|v=w∗ = 2|b|dvdv
∗
(1 + |v|2)2 , (2.19)
and the potential (2.16) is reduced to
V |v=w∗ = 2|b||µ|
2|v|2
(1 + |v|2)2 , (2.20)
which coincides with the one of the massive CP 1 model [12].
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2.3 BPS equation and its solution
In this subsection, we construct the BPS domain wall in the massive T ∗CP 1 model. The SUSY
transformation on the fermion is given by
δǫψ
i = i
√
2σµǫ¯∂µϕ
i +
√
2ǫF i . (2.21)
Let us choose y = x2 as the spatial direction perpendicular to the BPS domain wall. Without
loss of generality, we can require the direction of preserved SUSY as
eiασ2ǫ¯ = iǫ (2.22)
with a phase factor eiα to be determined later. Then the BPS equations are given by [7]
∂2ϕ
i = −eiαgij∗∂j∗W ∗ , (2.23)
where the both sides are evaluated at classical fields. In the case of the massive T ∗CP 1 model,
after eliminating the auxiliary fields, these BPS equations reduce to
∂2v = e
iαµ
∗
4b
K(1 + vw)2
[ |1 + vw|2 + (1 + |v|2)(1 + |w|2)
|1 + vw|2(1 + |w|2)2 w
∗ +
(v − w∗)2v∗
|1 + vw|2(1 + |v|2)(1 + |w|2)
]
,
∂2w = e
iαµ
∗
4b
K(1 + vw)2
[ |1 + vw|2 + (1 + |v|2)(1 + |w|2)
|1 + vw|2(1 + |v|2)2 v
∗ +
(w − v∗)2w∗
|1 + vw|2(1 + |v|2)(1 + |w|2)
]
.
(2.24)
Now we must choose the phase eiα to absorb the phase of the parameter 3 µ∗/b
eiα
µ∗
b
=
∣∣∣∣µb
∣∣∣∣ . (2.25)
By subtracting the complex conjugate of the second equation from the first one in Eq.(2.24), we
obtain
∂(v − w∗)
∂y
=
∣∣∣∣µb
∣∣∣∣ K4

(
1 + vw
|1 + vw|
)2
v∗ −
(
1 + v∗w∗
|1 + vw|
)2
w
 (v − w∗)2(1 + |v|2)(1 + |w|2) (2.26)
+

(
1 + vw
|1 + vw|
)2
w∗
(1 + |w|2)2 −
(
1 + v∗w∗
|1 + vw|
)2
v
(1 + |v|2)2
{|1 + vw|2 + (1 + |v|2)(1 + |w|2)}
 ,
whose right-hand side vanishes for v = w∗. The BPS equation (2.26) dictates that v = w∗ is
valid for arbitrary y, if an initial condition v = w∗ is chosen at some y. Since we can choose the
initial condition v = w∗ at y = −∞, we find the BPS equations (2.24) simply reduce to
∂2v = |µ|v , (2.27)
3For simplicity, we choose µ to be real positive in the following.
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which is the BPS equation on the submanifold CP 1 (2.19) defined by v = w∗. Therefore we
obtain a BPS wall configuration connecting two vacua v = w∗ = 0 at y = −∞ to v = w∗ = ∞
at y =∞ along v = w∗ with a constant phase eiϕ0
v = w∗ = e|µ|(y+y0)eiϕ0 , (2.28)
where y0 is also a constant representing the position of the wall. Thus we find two collective
coordinates (zero modes) corresponding to the spontaneously broken translation (y0) and U(1)
symmetry (ϕ0).
We can show that BPS solution (2.28) coincides with that derived in component formalism
[13] through the following field redefinition 4 v → X,ϕ
v ≡ eu+iϕ, X = |b| tanhu, (2.29)
where u, ϕ and X are real scalar fields. After the field redefinition, the theory of massive CP 1
model is described by X and ϕ, and the wall solution (2.28) is mapped to
X = |b| tanh |µ|(y + y0), ϕ = ϕ0. (2.30)
This solution coincides with that derived in Ref. [13].
3 HSF and domain wall solution
In this section, we describe the massive HK sigma model on T ∗CP n in the HSF, and examine
BPS equations of the n = 1 case, massive T ∗CP 1 model.
As we discussed in the previous section, domain wall solutions can be obtained in the T ∗CP 1
case as (2.28). As in the N = 1 SUSY theory, we can obtain the BPS equations from the SUSY
transformations for fermions imposing half SUSY condition, and by eliminating auxiliary fields.
The main difference between N = 1 formalism and N = 2 formalism (HSF) is that there is an
infinite set of auxiliary fields in the harmonic superfield, while there is single auxiliary field F i
for each chiral superfield in the N = 1 superfield formalism. As a result, BPS conditions contain
an infinite set of auxiliary fields in addition to physical fields. To obtain the BPS equations, the
infinite set of the auxiliary fields should be eliminated by using the solution of the equations of
4Actually, using this field redefinition, one can show that massive CP 1 model corresponds to the truncated
model of massive T ∗CP 1 model in component formalism given in Ref. [13]. We discuss the truncated model
further in section 4.
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motion for auxiliary fields. We call these solutions “on-shell condition”. After substituting the
on-shell condition and the half SUSY condition into the SUSY transformation of fermions, the
BPS equations can be obtained.
In the following, we first describe the action of the massive T ∗CP n model in the HSF, and
briefly describe the n = 1 case. Next we derive the equations of motion for auxiliary fields
and show how to eliminate the infinite set of auxiliary fields. Then, it is shown that the BPS
equations are obtained by using the on-shell condition. Finally we solve the BPS equations and
show that the solution coincides with Eq. (2.30). Notation we use in this section is summarized
in Appendix C.1.
3.1 Massive HK sigma model on T ∗CP n
We can easily describe the massive HK sigma model on T ∗CP n in the HSF by considering the
action in terms of the N = 1 superfield formalism (2.3). We consider (n + 1)-hypermultiplets
φ+a (a = 1, . . . , n + 1) in the fundamental representation of SU(n + 1) which transform under
U(1) gauge transformation with unit charge
φ+a → e−iλ(ζA,u)φ+a , (3.1)
where λ is the real analytic superfield representing the gauge transformation parameter, and also
the vector multiplet transforming under the U(1) gauge transformation as
δV ++ = D++λ(ζA, u). (3.2)
Then, the action of the massive T ∗CP n model is described as
S = −
∫
dζ
(−4)
A du
n+1∑
a=1
{
φ˜+a (D
++ + iV ++)φ+a + ξ
++V ++
}
, (3.3)
where ξ++ = ξ(ij)u+(iu
+
j) is the coefficient of the FI term which is the SU(2)R triplet. Harmonic
variables are denoted as u±i , i = 1, 2 being SU(2)R indices. See Appendix C.1 for details. The
integral measure dζ
(−4)
A is the analytic measure which is defined by dζ
(−4)
A = d
4xAd
2θ+d2θ¯+. The
covariant derivative D++ is defined as
D++ = ∂++ − 2iθ+σµθ¯+∂Aµ − (θ+2Z¯ − θ¯+2Z), (3.4)
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where ∂++ is harmonic differential defined by ∂++ = u+i
∂
∂u−
i
, and ∂Aµ is the spacetime derivative
in analytic basis. The central charge is denoted as Z whose eigenvalue is given as 5
Zφ+a =
n∑
α=1
n+1∑
b=1
mα(Hα)abφ
+
b , (3.5)
where mα is complex mass parameters, and Hα are the diagonal generators of the Cartan subal-
gebra of SU(n+1) as in (2.3). The central charge Z vanishes for fields neutral under SU(n+1)
such as V ++. In the limit of mα = 0, the action (3.3) becomes massless T
∗CP n model whose
isometry is SU(n + 1). The mass term explicitly breaks SU(n + 1) into U(1)n. These features
are identical to the case of N = 1 formalism.
3.2 Massive HK sigma model on Eguchi-Hanson space
In the following, we focus on the n = 1 case, massive HK sigma model on T ∗CP 1. Here we follow
the original notation introduced in Ref. [28], which uses O(2) gauge invariant form instead of the
U(1) in Eq.(3.3). It is described by 6
S = −
∫
dζ
(−4)
A du
(
q˜+1 D
++q+1 + q˜
+
2 D
++q+2 + V
++(q˜+1 q
+
2 − q˜+2 q+1 + ξ++)
)
, (3.6)
where the central charge Z satisfies the following eigenvalue equation which is obtained by using
field redefinition, and taking n = 1, m1 = µ ∈ R and H1 = 12σ3 in (3.5)
Zq+a =
µ
2
q+a , (3.7)
where we take the complex mass parameter µ to be real for simplicity . The action (3.6) is
invariant under O(2) gauge transformation
δq+1 = −λ(ζA, u)q+2 , (3.8)
δq+2 = λ(ζA, u)q
+
1 , (3.9)
and (3.2).
5Since the central charge is defined by Z = −i(∂5 + i∂6), the solution of Eq. (3.5) depends on extra spacetime
x5 and x6. But the action does not depend on them. See Ref. [26] in detail.
6The action (3.3) with n = 1 and (3.6) is related by φ+1 =
1√
2
(q+1 − iq+2 ), φ+′2 = 1√2 (q
+
1 + iq
+
2 ) with the
identification φ˜+2 ≡ φ+′2 (φ+2 = −φ˜+′2 ).
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To write down the component action (3.6), we derive the equations of motion 7. Varying (3.6)
with respect to the superfields q+a , (and their conjugate) and V
++ yield the equations of motion,
D++q+1 + V
++q+2 = 0, (3.10)
D++q+2 − V ++q+1 = 0, (3.11)
q˜+1 q
+
2 − q˜+2 q+1 + ξ++ = 0, (3.12)
where (3.10) and (3.11) include kinematical and dynamical parts, and (3.12) is a constraint.
The auxiliary fields are eliminated by using the solutions of the kinematical part of Eqs. (3.10)
and (3.11). To derive the kinematical part of equations of motion, we substitute the component
expansion (C.12) and (C.13) for the analytic superfields q+a and V
++ into (3.10) and (3.11) 8.
Then, one obtains the equations of motion as (C.15)-(C.28) for the Grassmann coefficients in
(C.12) and (C.13), and one can solve easily the kinematical part (C.15)-(C.18) and (C.22)-(C.25).
The solutions are given by
F+a (xA, u) = f
i
a(xA)u
+
i , (3.13)
ψa(xA, u) = ψa(xA), ϕ¯a(xA, u) = ϕ¯a(xA), (3.14)
A−1µ(xA, u) = 2(∂
A
µ f
i
1 + Vµf
i
2)(xA)u
−
i , (3.15)
A−2µ(xA, u) = 2(∂
A
µ f
i
2 − Vµf i1)(xA)u−i , (3.16)
M−1 (xA, u) = −
(
M¯vf
i
2 −
µ
2
f i1
)
(xA)u
−
i , (3.17)
M−2 (xA, u) =
(
M¯vf
i
1 +
µ
2
f i2
)
(xA)u
−
i , (3.18)
N−1 (xA, u) = −
(
Mvf
i
2 +
µ
2
f i1
)
(xA)u
−
i , (3.19)
N−2 (xA, u) =
(
Mvf
i
1 −
µ
2
f i2
)
(xA)u
−
i . (3.20)
Note that the infinite set of auxiliary fields in the harmonic expansion are eliminated and the
physical fields f ia, ψa, ϕ¯a and the Lagrange multipliers Mv, Vµ are left. The latter are eliminated
by using algebraic equations as will be mentioned later.
At this stage, we can write down the component action. In the following, we focus on the
bosonic part of the action in order to obtain the equations of motion for Lagrange multipliers
which are necessary to derive the BPS equations 9. Substituting (C.12), (C.13) and (3.13)-(3.20)
7In this section, we express the action using harmonic superfields with constraints instead of independent ones,
in contrast to the N = 1 case (2.9) and (2.11) which were obtained after eliminating the Lagrange multipliers.
Action can be expressed by independent harmonic superfields as in Refs. [26, 35]. However, we will solve the
constraint and gauge away redundant degrees of freedom, after writing down the on-shell action.
8Here we take the Wess-Zumino gauge where the gauge transformation is not complexified but real (see (C.13)).
9We write down the full on-shell action including fermions in Appendix C.2.
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into the action (3.6), and integrating Grassmann variables and the harmonic variable, the bosonic
part of the action becomes
Sboson = −
∫
d4xA
{
(∂µAf
i
1 + V
µf i2)(∂
A
µ f¯1i + Vµf¯2i)
+(∂µAf
i
2 − V µf i1)(∂Aµ f¯2i − Vµf¯1i)
−1
2
(
M¯v f¯
i
1 −
µ
2
f¯ i2
)(
Mvf1i − µ
2
f2i
)
− 1
2
(
M¯vf¯
i
2 +
µ
2
f¯ i1
)(
Mvf2i +
µ
2
f1i
)
−1
2
(
Mv f¯
i
1 +
µ
2
f¯ i2
)(
M¯vf1i +
µ
2
f2i
)
− 1
2
(
Mvf¯
i
2 −
µ
2
f¯ i1
)(
M¯vf2i − µ
2
f1i
)
+
1
3
Dv(ij)(−f¯ (i1 f j)2 + f¯ (i2 f j)1 + ξ(ij))
}
. (3.21)
Equations of motion for the auxiliary fields Mv and V
µ are given by
Mv = −M¯v = −µ
2
(f i1f¯2i − f i2f¯1i)
f i1f¯1i + f
i
2f¯2i
, (3.22)
2V µ =
−(∂µAf¯1if i2 − f¯1i∂µAf i2 − ∂µAf¯2if i1 + f¯2i∂µAf i1)
f i1f¯1i + f
i
2f¯2i
. (3.23)
Substituting (3.22) and (3.23) into (3.21), we finally obtain the bosonic part of the action
Sboson =
∫
d4xA
(
− ∂µAf i1∂Aµ f¯1i − ∂µAf i2∂Aµ f¯2i
+
(∂µAf¯1if
i
2 − f¯1i∂µAf i2 − ∂µAf¯2if i1 + f¯2i∂µAf i1)2
4(f i1f¯1i + f
i
2f¯2i)
−1
3
D(ij)(−f¯ (i1 f j)2 + f¯ (i2 f j)1 + ξ(ij))− V (f1, f2)
)
, (3.24)
V (f1, f2) =
µ2
4
1
f i1f¯1i + f
i
2f¯2i
{
−|f i1f¯2i − f i2f¯1i|2 + (f i1f¯1i + f i2f¯2i)2
}
. (3.25)
It was proved that the target metric for the four independent bosonic fields is just the Eguchi-
Hanson metric [20, 28, 35]. To see that the dimension of the physical boson manifold equals four,
one should take into account that the constraint in (3.24)
− f¯ (i1 f j)2 + f¯ (i2 f j)1 + ξ(ij) = 0 (3.26)
eliminates three out of the original eight bosonic degrees of freedom, while one more degree of
freedom is gauged away by the O(2) gauge invariance. In the end of this section, we explicitly
show that the kinetic term in the action (3.24) corresponds to the nonlinear sigma model with
Eguchi-Hanson metric.
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Let us also note that the theory has discrete SUSY vacua 10. After describing the potential
(3.25) in terms of the four independent variables, it is found that the potential (3.25) corresponds
to one which was originally derived in Ref. [13] (see (3.58)), and that there exist two SUSY discrete
vacua. These SUSY vacua are understood as the fixed points of the Killing vector, as will be
seen at the end of this section.
3.3 BPS equation and its solutions
In this subsection, we derive the BPS equations, but we give here only an outline how to derive
the BPS equations. Detailed derivation is given in Appendix C.3.
In order to obtain the BPS equations, we have to derive the SUSY transformations for
fermions. They can be derived in a model independent way although an infinite set of the
auxiliary fields are involved. In our case, the SUSY transformations can be derived for λ−(ζA, u)
in the vector multiplet V ++(ζA, u), and ψa(ζA, u), ϕ¯a(ζA, u), ξ
−−
a (ζA, u) and χ¯
−−
a (ζA, u) in the
hypermultiplets q+a (ζA, u), since the action (3.6) is described by those superfields. However, we
do not have to derive the SUSY transformations for all fermionic components because most
fermions are auxiliary fields. Actually, since the bosonic part of the action (3.24) is described
by the on-shell component f ia(xA), it is enough to derive the SUSY transformations for their
superpartners ψa(xA) and ϕ¯a(xA) which are the first order components in Grassmann expansion
of the analytic superfields (C.12) 11.
Recall that the Wess-Zumino gauge is chosen in our case. Since SUSY transformations break
the Wess-Zumino gauge, one has to pull back to the Wess-Zumino gauge by using the O(2)
gauge transformation (3.2). As a result, SUSY transformation δˆ in the Wess-Zumino gauge
is defined as δˆ = δS + δG where δS and δG are the original SUSY transformation and O(2)
gauge transformation, respectively, in order to preserve the Wess-Zumino gauge. The gauge
parameters λ(ζA, u) in O(2) gauge transformation are determined so as to keep the Wess-Zumino
gauge ((C.42)-(C.47)). Putting altogether, the SUSY transformations for on-shell fermions are
derived as (C.54)-(C.57). Substituting the on-shell condition (3.13)-(3.20) and the half SUSY
10The scalar potential (3.25) was originally derived in Ref. [29]. It was argued that supersymmetry is sponta-
neously broken in contrast to our result of partial SUSY conservation. As is shown at the end of this section,
there exist two discrete SUSY vacua in the theory.
11Since the scalars f ia(xA) are SU(2)R doublets in the Fayet-Sohnius hypermultiplets, their superpartners are
SU(2)R singlet, ψa(xA) and ϕ¯a(xA). Actually, it is found that full on-shell action is described by f
i
a(xA), ψa(xA)
and ϕ¯a(xA) (see Appendix C.2). Alternatively, it is found that the fields ξ
−−
a and χ¯
−−
a are auxiliary fields since
they do not have the kinetic term (see the equations of motion (C.19)-(C.21) and (C.26)-(C.28)).
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condition (1.1) into (C.54)-(C.57), we obtain the BPS equations,
δˆψ1 =
√
2ǫ1
{
(M¯v − V2)f 12 −
(
µ
2
+ ∂A2
)
f 11
}
+
√
2ǫ2
{
(M¯v + V2)f
2
2 −
(
µ
2
− ∂A2
)
f 21
}
= 0, (3.27)
δˆϕ¯1 =
√
2ǫ¯1
{
(Mv + V2)f
1
2 +
(
µ
2
+ ∂A2
)
f 11
}
+
√
2ǫ¯2
{
(Mv − V2)f 22 +
(
µ
2
− ∂A2
)
f 21
}
= 0, (3.28)
δˆψ2 =
√
2ǫ1
{
−(M¯v − V2)f 11 −
(
µ
2
+ ∂A2
)
f 12
}
+
√
2ǫ2
{
−(M¯v + V2)f 21 −
(
µ
2
− ∂A2
)
f 22
}
= 0, (3.29)
δˆϕ¯2 =
√
2ǫ¯1
{
−(Mv + V2)f 11 +
(
µ
2
+ ∂A2
)
f 12
}
+
√
2ǫ¯2
{
−(Mv − V2)f 21 +
(
µ
2
− ∂A2
)
f 22
}
= 0. (3.30)
To satisfy the BPS equations (3.27)-(3.30), all coefficients of ǫi must vanish, namely there are
eight BPS equations. However, using the relation Mv = −M¯v (see (3.22)), we find that only four
equations are independent;
(Mv + V2)f
1
2 +
(
µ
2
+ ∂A2
)
f 11 = 0, (3.31)
(Mv − V2)f 22 +
(
µ
2
− ∂A2
)
f 21 = 0, (3.32)
−(Mv + V2)f 11 +
(
µ
2
+ ∂A2
)
f 12 = 0, (3.33)
−(Mv − V2)f 21 +
(
µ
2
− ∂A2
)
f 22 = 0. (3.34)
To solve the BPS equations (3.31)-(3.34), we first have to solve the constraint (3.26) and gauge
away the O(2) gauge degrees of freedom. To do that we first set the following parameterization
φα1 =
1√
2
(f 2,α1 + if
2,α
2 ), φ
α
2 =
1√
2
(f 1,α1 + if
1,α
2 ), (3.35)
where α = 1, 2, and f i,1a = f
i
a and f
i,2
a = f¯
i
a. In this basis, the action corresponds to that given by
Curtright and Freedman [20]. The SU(2)R transformation allows us to choose ξ
(11) = ξ(22) = 0
and ξ(12) = −iξ (ξ ∈ R, ξ > 0) without loss of generality 12. It is most convenient to introduce
independent fields zα, z¯α, α = 1, 2 through the following Ansatz [21, 35]
φα1 = g(r)
zα√
r
, φα2 = f(r)iσ
2αβ z¯
β
√
r
, (3.36)
12Taking a SU(2)R transformation on the model of this case, we can obtain the case of ξ
(11) 6= 0 and ξ(22) 6= 0.
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with the constraint
φ11φ
2
2 − φ21φ12 = −z1z¯1 − z2z¯2, (3.37)
where zα are complex fields and r = z1z¯1 + z2z¯2. The real functions f(r) and g(r) are uniquely
determined by the constraints (3.26) and (3.37) as
f(r)2 = −ξ +
√
r2 + ξ2, g(r)2 = ξ +
√
r2 + ξ2. (3.38)
At this stage, the action can be described by the independent complex fields zα. Finally we set
for later convenience 13,
z1 =
√
r cos Θ
2
exp i
2
(Ψ + Φ), (3.39)
z2 =
√
r sin Θ
2
exp i
2
(Ψ− Φ), (3.40)
0 ≤ r ≤ ∞, 0 ≤ Θ ≤ π, 0 ≤ Φ ≤ 2π, 0 ≤ Ψ ≤ 2π.
By using the above spherical coordinates, the BPS equations are rewritten as
0 = − e
i
2
(Φ−Ψ)
2
√
2
√
r2 + ξ2
{
r′(f − g) sin Θ
2
+ ξ cos
Θ
2
(f + g)(µ sinΘ + i sin ΘΦ′ +Θ′)
+ r(f − g)
(
µ sin
Θ
2
+ i sin
Θ
2
Φ′ − i sin Θ
2
Ψ′ + cos
Θ
2
Θ′
)}
, (3.41)
0 =
e
i
2
(Φ+Ψ)
2
√
2
√
r2 + ξ2
{
r′(f − g) cos Θ
2
− ξ sin Θ
2
(f + g)(µ sinΘ− i sinΘΦ′ +Θ′)
− r(f − g)
(
µ cos
Θ
2
− i cos Θ
2
Φ′ − i cos Θ
2
Ψ′ + sin
Θ
2
Θ′
)}
, (3.42)
0 = − ie
i
2
(Φ−Ψ)
2
√
2
√
r2 + ξ2
{
r′(f + g) sin
Θ
2
− ξ cos Θ
2
(f − g)(µ sinΘ + i sinΘΦ′ +Θ′)
+ r(f + g)
(
µ sin
Θ
2
+ i sin
Θ
2
Φ′ − i sin Θ
2
Ψ′ + cos
Θ
2
Θ′
)}
, (3.43)
0 = − ie
i
2
(Φ+Ψ)
2
√
2
√
r2 + ξ2
{
r′(f + g) cos
Θ
2
+ ξ sin
Θ
2
(f − g)(µ sinΘ− i sinΘΦ′ +Θ′)
− r(f + g)
(
µ cos
Θ
2
− i cos Θ
2
Φ′ − i cos Θ
2
Ψ′ + sin
Θ
2
Θ′
)}
, (3.44)
where prime denotes the derivative in terms of y. BPS wall solution should approach the super-
symmetric discrete vacua as y → ±∞. By eliminating the terms with y derivative in Eqs. (3.41)-
(3.44), we find the supersymmetric vacuum condition
0 = ξ cos
Θ
2
(f + g)µ sinΘ + r(f − g)µ sin Θ
2
, (3.45)
13About the domain of the coordinates, see Ref. [33].
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0 = ξ sin
Θ
2
(f + g)µ sinΘ + r(f − g)µ cos Θ
2
, (3.46)
0 = ξ cos
Θ
2
(f − g)µ sinΘ− r(f + g)µ sin Θ
2
, (3.47)
0 = ξ sin
Θ
2
(f − g)µ sinΘ− r(f + g)µ cos Θ
2
. (3.48)
It is found that there are only two vacua satisfying all these equations : (r,Θ) = (0, 0), (0, π).
Therefore we consider the domain wall solution connects these vacua, and we can expect that
Θ has nontrivial configuration. After some calculations, we can derive the four independent
differential equations from Eqs. (3.41)-(3.44) in the following
r′ = µ cosΘ · r, r ·Ψ′ = 0, (3.49)
Θ′ = −µ sin Θ, sin Θ · Φ′ = 0. (3.50)
The boundary condition of r = 0 at y = −∞ dictates the solution 14 of (3.49) to be r = 0 and
Ψ = 0. On the other hand, nontrivial BPS solutions are obtaind from (3.50) as
Θ = arccos[tanhµ(y + y0)], Φ = ϕ0, (3.51)
where y0 and ϕ0 are real constants: y0 determines the position of the domain wall along y
direction and ϕ0 corresponds to the Nambu-Goldstone (NG) mode of U(1) isometry of target
space.
We can show that the solution (3.51) can be mapped to (2.30). To see this, we put the
following parameterization 15
X1 = r sinΘ cosΨ, (3.52)
X2 = r sinΘ sinΨ, (3.53)
X3 =
√
r2 + ξ2 cosΘ, (3.54)
ϕ = Φ+Ψ. (3.55)
Substituting r = Ψ = 0 and (3.51) into (3.52)-(3.55), we obtain the following form
X1 = X2 = 0, (3.56)
X3 = ξ tanhµ(y + y0), ϕ = ϕ0. (3.57)
It is found that this solution coincides with that derived in Ref. [13] 16. We also show that the
bosonic part of the action (3.24) corresponds to that given in Ref. [13]. By using the parame-
14We may set to Ψ = 0 because of the singularity of coordinate Ψ at r = 0 on the target space.
15This parameterization has an ambiguity in the rotation of X1, X2 and X3.
16We find the same BPS wall solution as previous section in spite of solving the BPS equation associated with
different 12 SUSY condition. The relation between two
1
2 SUSY conditions are discussed in Appendix A.
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terisation (3.35)-(3.40) and (3.52)-(3.55), the bosonic part of the action (3.24) can be rewritten
as
L = −1
2
{
U∂µX · ∂µX+ U−1DµϕDµϕ+ µ2U−1
}
, (3.58)
where Dµϕ = ∂µϕ+A · ∂µX and
∇×A =∇U. (3.59)
The harmonic function U can be described
U =
1
2
[
1
|X− ξn| +
1
|X+ ξn|
]
, (3.60)
where n is a unit three vector, which is given by n = (0, 0, 1). A is a potential whose solution is
given as
A1 =
1
2
{
X2
|X− ξn|(X3 − ξ + |X− ξn|) +
X2
|X+ ξn|(X3 + ξ + |X− ξn|)
}
, (3.61)
A2 =
1
2
{ −X1
|X− ξn|(X3 − ξ + |X− ξn|) +
−X1
|X+ ξn|(X3 + ξ + |X+ ξn|)
}
, (3.62)
A3 = 0. (3.63)
It is found that the target metric of the action (3.58) is just the Eguchi-Hanson metric [20, 28, 35].
Finally we give the BPS solution in terms of harmonic superfields q+a . This is a starting
point to derive the LEEA around the wall background. They are derived by using the change of
variables (3.35)-(3.40). The results are
q+1 = f
i
1u
+
i =
√
ξ
2
e
i
2
ϕ0
 −√1− tanh(µ(y + y0))u+1√
1 + tanh(µ(y + y0))u
+
2
 , (3.64)
q+2 = f
i
2u
+
i = −i
√
ξ
2
e
i
2
ϕ0
 √1− tanh(µ(y + y0))u+1√
1 + tanh(µ(y + y0))u
+
2
 . (3.65)
4 Discussion
Obtaining the LEEA is usually one of the objectives to study models with domain walls. There
have been a number of works studying linear sigma models. Since nonlinear sigma model is often
necessary to consider eight or more SUSY, we shall consider LEEA for nonlinear sigma model in
this section. To illustrate an issue, we use component formalism here and leave the treatment in
the superfield formalism for future work.
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Let us take the component action of the T ∗CP 1 model in (3.58). In order to obtain a 1
2
BPS
wall solution, it has been found that one can consistently truncate [13] by taking X1, X2 = 0 to
obtain a truncated model with ϕ and X ≡ X3 whose range is |X| ≤ ξ with U = ξ/(ξ2 −X2)∫
d4xLtruncated = −1
2
∫
d4x
{
U∂µX∂
µX + U−1∂µϕ∂
µϕ+ µ2U−1
}
. (4.1)
If we assume the field configurations to depend on a single coordinate y, energy density in the
truncated model can be rewritten as
Etruncated = 1
2
[
U (∂2X)
2 + U−1 (∂2ϕ)
2 + µ2U−1
]
=
1
2
[
U(∂2X − µU−1)2 + U−1(∂2ϕ)2
]
+ ∂2 (µX) , (4.2)
and one can obtain the 1
2
BPS equation as
∂ϕ
∂y
= 0,
∂X
∂y
= µU−1 = µ
ξ2 −X2
ξ
. (4.3)
The BPS wall solutions become
Xcl = ξ tanhµ(y + y0), ϕcl = constant = ϕ0. (4.4)
Without loss of generality, we can choose y0 = 0 and ϕ0 = 0.
To describe the field theory of fluctuations on the background, we decompose the fields in
terms of mode functions which are usually defined by linearized equations of motion
X(x, y) = Xcl(y) +
∑
n
Xn(x)an(y), ϕ(x, y) = ϕcl(y) +
∑
n
ϕn(x)bn(y) , (4.5)
where x denotes three-dimensional world volume coordinates of of domain wall. Among various
bosonic modes, one can easily find massless modes corresponding to spontaneously broken global
symmetry generators, namely the Nambu-Goldstone (NG) particles corresponding to translation
and the U(1) isometry
a0(y) ≡ dXcl
dy
=
µξ
coshµy
, b0(y) ≡ dϕcl(y)
dϕ0
∣∣∣∣∣
ϕ0=0
= 1. (4.6)
We are usually interested in LEEA of massless or nearly massless modes. If decoupling holds,
massive modes give contributions suppressed by inverse powers of their masses after functional
integration. In such a circumstance, we can obtain LEEA by retaining only the massless modes
X(x, y)→ Xcl(y)+X0(x)a0(y), and ϕ(x, y) = ϕcl(y)+ϕ0(x)b0(y). After keeping only zero modes
X0(x), ϕ0(x) and integrating over y, we obtain a candidate of LEEA∫
d3xLLE eff =
∫
d3x (Lkinϕ + LkinX + Lpot + Ebkgr) , (4.7)
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Lkinϕ = −ξ
2
(
2
µ
− 4
3
µX20
)
(∂aϕ0)
2, LkinX = 1
2
ξ
2µX20
log
(
1− 4µ2X20
)
(∂aX0)
2, (4.8)
Lpot = −ξµ
2
{
6− 4
3
µ2X20 +
2
µX0
log
(
1− 2µX0
1 + 2µX0
)
−
(
2 +
1
2µ2X20
)
log
(
1− 4µ2X20
)}
, (4.9)
where index a = 0, 1, 3 denotes spacetime dimensions corresponding to the world volume of the
wall, and Ebkgr = 2µξ is the energy density of the wall. Let us note that the U(1) zero mode ϕ0
is normalizable in spite of the constant wave function b0(y) ≡ 1 in Eq.(4.6). This shows that the
U(1) zero mode is effectively localized because of the nonlinearity of the kinetic term, whereas
the wave function a0(y) of the translation zero mode X0 is manifestly localized. By examining
the linearized equation of motion for the three-dimensional fields X0(x) and ϕ0(x), we find that
the masses of these fields vanish. On the other hand, there are nonlinear interaction terms both
of derivative and non-derivative types in Eqs. (4.7)-(4.9). There are two problems leading to the
above result. One problem is that decoupling of massive modes requires to retain auxiliary fields
of the remaining SUSY [24]. The other problem is the possible field redefinition which we now
wish to examine.
In choosing a field variable for zero modes, we can take the celebrated Manton’s method as a
guiding principle. He has proposed to obtain (a part of) LEEA of zero modes [30], [16]. When
a soliton has a moduli such as a translational collective coordinate, one promotes the collective
coordinate to a field on the soliton world volume. Since the method presupposes a slow motion
in the moduli space, the Manton’s method should give LEEA of the zero mode at least up to two
derivative terms correctly. The collective coordinates y0 for the translation and ϕ0 for the U(1)
isometry appear in the classical solution as in Eq. (4.4). Promoting the collective coordinates to
the zero mode fields y0(x), ϕ0(x) by the Manton’s method, we obtain
X(x, y) = ξ tanhµ(y + y0(x)) = Xcl(y)|y0=0 +
dXcl
dy
(y)
∣∣∣∣∣
y0=0
y0 +O(y
2
0) + · · · , (4.10)
ϕ(x, y) = ϕ0(x) =
dϕcl
dy
(y)
∣∣∣∣∣
ϕ0=0
ϕ0(x). (4.11)
As we have seen, the zero mode wave function is usually obtained by a derivative of the classical
field configuration. This usual definition of zero mode field coincides with the Manton’s method
only when we choose the field variables as u, ϕ by a field redefinition X → u
X = ξ tanh u, v ≡ eΩ ≡ eu+iϕ. (4.12)
We can identify u, ϕ as real and imaginary part of a chiral scalar field Ω, since a scalar multiplet
of N = 2 SUSY in three dimensions requires a complex scalar field. With u, ϕ, the truncated
19
model is given by a massive CP 1 nonlinear sigma model∫
d4xLtruncated = −ξ
2
∫
d4x
1
cosh2 u
(
(∂µu)
2 + (∂µϕ)
2 + µ2
)
= −ξ
2
∫
d4x
4
(1 + |v|2)2
(
∂µv
∗∂µv + µ2v∗v
)
(4.13)
where the Fubini-Study metric of CP 1 can be recognised. This choice of field precisely corre-
sponds to the truncated model with the N = 1 superfield Eqs. (2.19) and (2.20). BPS wall
solution and the NG mode function for translation is given by
ucl(y) = µ(y + y0), au0(y) ≡ ducl(y)
dy
= µ. (4.14)
After decomposing into modes u(x, y) = ucl(y) +
∑
un(x)aun(y), retaining fields u0(x), ϕ0(x)
corresponding to zero modes and integrating over y, we find precisely a free massless complex
scalar action ∫
d3xLLE eff = −µξ
2
∫
d3x
(
(∂au0)
2 + (∂aϕ0)
2
)
+ Ebkgr. (4.15)
We have computed all powers in the fields u0, ϕ0 without making approximations. Let us observe
that the field redefinition from X0(x) to u0(x) is not just an ordinary field redefinition local in
x. It involves all higher massive modes and functions of y in a complicated way as one can see
by comparing mode expansions
X(x, y) = Xcl(y) +
∑
n
Xn(x)an(y) = ξ tanhu(x, y) = ξ tanh
(
ucl(y) +
∑
n
un(x)aun(y)
)
. (4.16)
We have no reason to believe that the LEEA in Eq. (4.15) can be obtained from Eq. (4.7) by
a local field redefinition u0(x) = f (X0(x)). Therefore it is important to choose the appropriate
variable to define zero mode field. With the Manton’s method, we are at least sure that the
zero modes u0(x), ϕ0(x) have no interactions as far as two derivative terms are concerned in
conformity with the low energy theorems. LEEA of NG particles associated with walls can be
obtained also by means of nonlinear realization [36], whose result is consistent with ours up to
two derivatives as expected.
Let us also note that the choice of u, ϕ has also allowed the identification of these fields
as a complex scalar field of the chiral scalar multiplet of N = 2 SUSY in three dimensions (4
supercharges). Thus the choice of the field variable is better for preserved SUSY which requires
the two real scalar fields for zero mode to have the identical wave function.
When one wants to obtain the LEEA, Ka¨hler Normal Coordinate (KNC) [38] may be useful
to represent all modes. Using the KNC, any tensor can be expanded covariantly to keep the
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complex structure. Then, the general action described by Ka¨hler potential and superpotential
can be expanded, and on-shell action is obtained in terms of boson and fermion fields, which is
described by the KNC geometrically. Applying the KNC with the real domain wall solution as
the background and expanding the general action, it is easy to find the correspondence between
mode equations for boson and fermion fields in all modes including massive modes. In Appendix
D, we show such a correspondence.
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A Two 1/2 SUSY conditions and Lorentz invariance
A.1 1/2 SUSY condition
In this Appendix, we derive the half SUSY condition (1.1), and find a SU(2)R transformation
between the two models discribed in N = 1 superfield and the HSF, by examining the relation
of 1
2
SUSY conditions. We also show that models allowed by this condition are Lorentz invariant
only for three dimensional spacetime.
In order to find SUSY conserved by BPS wall background, let us examine SUSY transfor-
mation of fermions in bosonic background. The SUSY transformation in N = 2 SUSY massive
nonlinear sigma model in four dimensions (D = 4) is obtained from the SUSY transformation
in N = 1 SUSY nonlinear sigma models in six dimensions (D = 6) with nontrivial dimensional
reduction. The SUSY transformation of fermions in D = 6 is given by
δχa = ΓMfaiX ∂Mφ
Xεi, (X = 1, .., 4n), (A.1)
where ΓM(M = 0, 1, ..., 5) are the D = 6 Dirac matrices, faiX (a = 1, .., 2n, i = 1, 2) are fielbeins
of target hyper-Ka¨hler manifold, transforming in the (2n, 2) representation of Spn × Sp1, and εi
is a Sp1-Majorana and Weyl spinor satisfying Γ
012345εi = εi. On-shell SUSY transformation of
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fermions in D = 4 N = 2 SUSY nonlinear sigma models with potential terms can be obtained
by the nontrivial dimensional reduction from D = 6 to D = 4 [13]
∂φX
∂x4
= 0,
∂φX
∂x5
= µkX , (A.2)
where k ≡ kX∂X is a tri-holomorphic Killing vector, which is the same as Eq. (2.17), and µ is a
real mass parameter.
Substituting the Eguchi-Hanson metric and corresponding Killing vector to the r.h.s. of
Eqs. (A.1) and (A.2), and requiring the vanishing SUSY variation, we obtain the condition of
SUSY configuration, after some algebra [10, 13],
Γµ[ρi
j · ∂µX+ δij · iU−1Dµϕ]εj = −iµU−1Γ5εi, (µ = 0, ..., 3). (A.3)
When we substitute the BPS equations (4.3) into the Eq.(A.3), we obtain the 1
2
BPS condition
for wall solution as
Γ25(ρ3)i
jεj = −iεi. (A.4)
If we choose the chiral representation of Dirac matrices such as
Γµ = γµ ⊗ τ 1, Γ4 = γ5 ⊗ τ 1, Γ5 = i14 ⊗ τ 2, (A.5)
then spinor parameters can be reduced four component spinors like (εi)
T = ((εi)
T , 0, 0, 0, 0),
corresponding to two sets of Majorana spinors in D = 4. Moreover the Eq. (A.4) can be rewritten
as
σ2ǫ¯1 = iǫ1, σ
2ǫ¯2 = −iǫ2, (A.6)
where ǫi are two Weyl spinors in D = 4, such as (εi)
T ≡ ((ǫi)T , (ǫ¯i)T ). This condition coincides
with (2.22), if we identity ǫ = ǫ1, for α = 0 corresponding to the case of real parameters b and µ.
From the Eq. (A.6) we can see that BPS wall solution conserves four SUSY out of eight SUSY
in four dimensions.
A.2 SU(2)R transformation
We show that 1
2
SUSY condtion (1.1) is related with (A.6) by an SU(2)R transformation. Let us
take a SU(2) transformation generated by
gi
j ≡ 1√
2
 1 −1
1 1
 (A.7)
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on the both sides of Eq.(A.4). Then we obtain the new condition
Γ25(ρ1)i
jε′j = −iε′i. (A.8)
given by new basis of spinor parameters ε′ ≡ gε. This can be rewritten, in two Weyl spinors in
D = 4, as
σ2ǫ¯′
1
= iǫ′2 = iǫ
′1, σ2ǫ¯′
2
= iǫ′1 = −iǫ′2, (A.9)
where (ε′i)
T ≡ ((ǫ′i)T , (ǫ¯′i)T ). This new condition coincides with (1.1) and was used in subsection
3.3 to derive BPS equations. Therefore we can see that two 1
2
SUSY conditions in this paper are
related with each other by the SU(2)R transformation given by (A.7), which also relates between
two models discussed in N = 1 superfield and in HSF.
A possible identification of the FI term in N = 1 language and N = 2 (HSF) language is
given as follows. In the N = 2 language, the FI term is given as LFI = −ξ(ij)D(ij)v /3 after
u integration and taking a normalisation . In this form, the SU(2)R covariance is manifest.
Since the coefficients of the FI term ξ(ij) is SU(2)R triplet, it is represented as, for example,
ξ(ij) = iξaǫikσak
j (ξ(ij) ≡ ξ(ij) = ǫikǫjlξ(kl)) where ξa is a real parameter, while D(ij)v is defined as
D(ij)v = iD
aǫikσak
j. It can be recognised as the FI term in the N = 1 formalism by a relation
ξ1 = −Reb, ξ2 = Imb, ξ3 = − c
2
, D1 = −3ReF, D2 = −3ImF and D3 = −3
2
D.
A.3 Lorentz symmetry
From (A.6), Majorana spinor parameters ε‖i (ε⊥i) of SUSY conserved (broken) by the wall can
be rewritten, by using projection operator, as
ε‖i ≡ Pεi ≡
1
2
(
14 − iγ2σ3ij
)
εj, P† = P, (A.10)
ε⊥i ≡ (14 − P)εi ≡ 1
2
(
14 + iγ
2σ3i
j
)
εj. (A.11)
Supercharges corresponding to conserved (broken) 1
2
SUSY are given as, in Majorana represen-
tation,
ε¯iQi ≡ ε¯i‖Q‖i + ε¯i⊥Q⊥i, Q‖i ≡ (14 − P)Qi, Q⊥i ≡ PQi, (A.12)
where the bar denotes the Dirac conjugate ε¯ = ε†γ0. Original N = 2 SUSY algebra in four
dimensions is [
ε¯iQi, η¯
jQj
]
= (εi)
†(γ0) {Qi, (Qj)†(γ0)} ηj
= (εi)
†(γ0)
[
2γµPµδ
j
i + {14ℜ(Zij)− γ5ℑ(Zij)}
]
ηj. (A.13)
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From Eqs. (A.10) and (A.12), the algebra of 1
2
SUSY (4 SUSY) conserved by the wall becomes[
ε¯iQ‖i, η¯
jQ‖j
]
= (ε‖i)
†(γ0) {Qi, (Qj)†(γ0)} η‖j
= (εi)
†(γ0)(14 −P) {Qi, (Qj)†(γ0)}Pηj
= (εi)
†(γ0)
[
2γaPaδ
j
i + {14ℜ(Zij)}
]
Pηj , (a = 0, 1, 3). (A.14)
We find in Eq. (A.14) that the momentum along y direction does not appear in the r.h.s. of
the commutators of four supercharges conserved by the wall, but it appears in the r.h.s. of
the commutators of supercharges broken and unbroken by the wall. The part (A.13) of algebra
of SUSY charges in four dimensions conserved by the wall is equivalent to the N = 2 SUSY
algebra in three dimensions. Therefore the theory which maintains four supercharges conserved
by the wall has Lorentz invariance of three dimensions, but not of four dimensions. We have
thus understood this result, as due to the fact that 1
2
SUSY condition of the wall breaks the
four-dimensional Lorentz invariance preserving only three dimensional one.
B Hitchin coordinates
In this appendix, we give the N = 1 superfield formulation of the massive HK sigma model on
the asymptotically localy Euclidean (ALE) space, which inculdes T ∗CP 1. Then, we obtain the
BPS wall solution in the case of T ∗CP 1. The multi-center metric of ALE may be used for the
construction of an intersecting lumps solution [17] or a domain wall junction [8].
Let ϕ and X = (X1, X2, X2) be coordinates of a four dimensional HK manifold with an U(1)
isometry of a constant shift of ϕ. The metric defined by [31]
ds2 = U(X)dX · dX+ U−1(X)(dϕ+A · dX)2 , (B.1)
∇×A = ∇U , (B.2)
is the multi-center ALE space if U is given by
U =
1
2
k∑
i=1
1
|X−Xi| . (B.3)
Here, k is the number of the centers, Xi is the position of the i-th center in the three dimensional
space of X, and A = (A1, A2, A3) is a potential. The case of k = 2 corresponds to the Eguchi-
Hanson space, T ∗CP 1.
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We introduce complex coordinates using the method of Hitchin [32]. Here we follow Ref. [37].
For simplicity we take the parameter ξ = 1 in Eq.(3.60) here. First, we take a gauge of
A1 = 0 ,
A2 =
1
2
∑
i
X3 −X3i
|X−Xi|(X1 −X1i − |X−Xi|)
,
A3 =
1
2
∑
i
−(X2 −X2i )
|X−Xi|(X1 −X1i − |X−Xi|)
. (B.4)
Defining the complex coordinates ϕi = (v, w) by
v = X2 + iX3 , (B.5)
w = Ce−iϕ
k∏
i=1
√
−b+ bi +∆i . (B.6)
the metric becomes
ds2 = U |dv|2 + U−1
∣∣∣∣∣dww − δdv
∣∣∣∣∣
2
. (B.7)
Here, we have defined
∆i ≡ |X−Xi| , δ ≡ 1
2
∑
i
(b− bi) + ∆i
∆i(v − ei) , (B.8)
and
b ≡ X1 , bi ≡ X1i , ei ≡ X2i + iX3i . (B.9)
In the derivation of (B.7), we have used
dw
w
= −Udb − idϕ+ Re(δdv) . (B.10)
The components of the metric and its inverse in the coordinates ϕi = (v, w) are obtained as
gij∗ =
 U + U−1|δ|2 −U−1 δw∗
−U−1 δ∗
w
U−1 1
|w|2
 , (B.11)
gij
∗
=
 U−1 U−1δ∗w∗
U−1δw |w|2(U + U−1|δ|2)
 , (B.12)
respectively.
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Since we know already that the scalar potential is given [see Eq. (3.58)] by
V = µ2U−1 , (B.13)
we find the superpotential
W = µv . (B.14)
There are k isolated vacua given by X = Xi.
The BPS equation, ∂2ϕ
i = −eiαgij∗∂j∗W ∗, for BPS walls in the general ALE space becomes
∂2v = e
iαµU−1 , ∂2w = e
iαµδwU−1 . (B.15)
From now on, we concentrate on the Eguchi-Hanson space (two centers). Set the two centers as
(b1, e1) = (0, i), (b2, e2) = (0,−i) , (B.16)
Let us set X1 = X2 = 0 and define v = iX3 ≡ iX . Then,
U =
1
1−X2 , δ = iU, (B.17)
and the BPS equations (B.15) become
i∂2X = e
iαµ(1−X2) , ∂2w = ieiαµw . (B.18)
Now we must choose α = π
2
, and then we see that |w| = 0 and arg(w) = const. satisfy the second
equation. The BPS domain wall solution is thus obtained as
− iv = X3 = tanhµ(y + y0) , − arg(w) = ϕ = ϕ0 . (B.19)
C The HSF
C.1 Notation in the HSF
In this Appendix, we summarize our conventions in section 3, which are mostly the same as those
of Refs. [25, 26] and [9]. Here we give only conventions related to the HSF.
Harmonic superspace is defined as (xµ, θi, θ¯
i, u±i ) which is called the central basis. The u
±
i is
called the harmonic variable which parameterizes the coset SU(2)R/U(1)r ∼ S2. The superfield
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in the HSF is not defined in the central basis but in the subspace which is called the analytic
subspace {ζA, u±i |xµA = xµ − 2iθ(iσµθ¯j)u+(iu−j), θ+ = θiu+i , θ¯+ = θ¯iu+i , u±i }, where parentheses for
indicies i, j mean symmetrization, for instance, u+(iu
−
j) = (u
+
i u
−
j + u
+
j u
−
i )/2. Hypermultiplet and
vector multiplet superfields are defined as the function in the analytic subspace as q+(ζA, u) and
V ++(ζA, u), respectively, which are called the analytic superfields.
To describe the real action in terms of the analytic superfield, the star conjugation must be
introduced in addition to the usual complex conjugation. The complex conjugation rules for the
cofficients in the harmonic expansions f i1···in (see (C.14)), the Grassmann variable θiα and the
harmonic variable u±i are defined as
f i1···in ≡ f¯i1···in , fi1···in = (−1)nf¯ i1···in, (C.1)
θiα = θ¯
i
α˙, θ
i
α = −θ¯α˙i, (C.2)
u+i = u−i , u
+
i = −u−i, (C.3)
respectively. The star conjugation rules are defined as
(f i1···in)∗ = f i1···in , (C.4)
(θiα)
∗ = θiα, (C.5)
(u+i)∗ = u−i, (u+i )
∗ = u−i , (u
−i)∗ = −u+i, (u−i )∗ = −u+i , (C.6)
(u±i )
∗∗ = −u±i . (C.7)
Note that the star conjugate acts only on the quantity having U(1)r charge. We write the
combination of the complex and the star conjugation as
(q+(ζA, u))
∗ ≡ q˜+(ζA, u). (C.8)
The combined conjugation rules are defined by
˜f i1···in = f i1···in ≡ f¯i1···in , (C.9)
θ˜+ = θ¯+, θ˜− = θ¯−, ˜¯θ+ = −θ+, ˜¯θ− = −θ−, (C.10)
(u˜±i ) = u
±i, (u˜±i) = −u±i . (C.11)
The simple example of the real action is the free massless action of the Fayet-Sohnius hyper-
multiplet; S = − ∫ dζ (−4)A du φ˜+D++φ+ where D++ is defined by (3.4) with Z = 0. The action
is real in the sense of ordinary complex conjugation S¯ = S. This property follows from the fact
that q˜+ = −q+.
27
C.2 The massive T ∗CP 1 model
In this Appendix, we show how to arrive at the on-shell action, and that it is described by on-shell
bosonic fields f ia(xA), and their superpartners ψa(xA) and ϕ¯a(xA).
We first derive the equations of motion for components. The Grassmann expansions for
analytic superfields are given by
q+a (ζA, u) = F
+
a +
√
2θ+ψa +
√
2θ¯+ϕ¯a + iθ
+σµθ¯+A−aµ + θ
+θ+M−a + θ¯
+θ¯+N−a
+
√
2θ+θ+θ¯+χ¯−−a +
√
2θ¯+θ¯+θ+ξ−−a + θ
+θ+θ¯+θ¯+D−−−a , (C.12)
V ++WZ (ζA, u) = θ
+θ+M¯v + θ¯
+θ¯+Mv − 2iθ+σµθ¯+Vµ
+
√
2θ+θ+θ¯+λ¯iu−i +
√
2θ¯+θ¯+θ+λiu−i + θ
+θ+θ¯+θ¯+D(ij)v u
−
(iu
−
j), (C.13)
where a = 1, 2 is flavor index. Note that each component in the hypermultiplet analytic superfield
(C.12) includes infinite series expanded by the harmonic variable (harmonic expansions), for
instance,
F+a (xA, u) =
∞∑
n=0
f (i1···in+1j1···jn)(xA)u
+
(i1
· · ·u+in+1u−j1 · · ·u−jn). (C.14)
Thus, the hypermultiplet includes infinite many auxiliary fields in addition to physical fields.
Similary, component in the vector multiplet can be expanded in general but infinite many aux-
iliary fields are eliminated by U(1) gauge transformation (3.2). As a result, physical fields
Mv(xA), Vµ(xA), λ
i(xA) and auxiliary fields Dv(xA)
(ij) are left as in (C.13). Substituting (C.12)
and (C.13) into (3.10)-(3.12), one obtains the equations of motion. The equation of motion (3.10)
reads
∂++F+1 = 0, ∂
++ψ1 = 0, ∂
++ϕ¯1 = 0, (C.15)
∂++A−1µ − 2∂Aµ F+1 − 2VµF+2 = 0, (C.16)
∂++M−1 −
µ
2
F+1 + M¯vF
+
2 = 0, (C.17)
∂++N−1 +
µ
2
F+1 +MvF
+
2 = 0, (C.18)
∂++χ¯−−1 −
µ
2
ϕ¯1 + M¯vϕ¯2 − iσ¯µVµψ2 + λ¯−F+2 − iσ¯µ∂Aµ ψ1 = 0, (C.19)
∂++ξ−−1 +
µ
2
ψ1 +Mvψ2 + iσ
µVµϕ¯2 + λ
−F2 + iσ
µ∂Aµ ϕ¯1 = 0, (C.20)
−∂µAA−1µ −
µ
2
N−1 +
µ
2
M−1 + ∂
++D−−−1 + M¯vN
−
2 +MvM
−
2
−V µA−2µ − λ¯−ϕ¯2 − λ−ψ2 +D−−v F+2 = 0, (C.21)
whereas equation (3.11) gives
∂++F+2 = 0, ∂
++ψ2 = 0, ∂
++ϕ¯2 = 0, (C.22)
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∂++A−2µ − 2∂Aµ F+2 + 2VµF+1 = 0, (C.23)
∂++M−2 −
µ
2
F+2 − M¯vF+1 = 0, (C.24)
∂++N−2 +
µ
2
F+2 −MvF+1 = 0, (C.25)
∂++χ¯−−2 −
µ
2
ϕ¯2 − M¯vϕ¯1 + iσ¯µVµψ1 − λ¯−F+1 − iσ¯µ∂Aµ ψ2 = 0, (C.26)
∂++ξ−−2 +
µ
2
ψ2 −Mvψ1 − iσµVµϕ¯1 − λ−F+1 + iσµ∂Aµ ϕ¯2 = 0, (C.27)
−∂µAA−2µ −
µ
2
N−2 +
µ
2
M−2 + ∂
++D−−−2 − M¯vN−1 −MvM−1
+V µA−1µ + λ¯
−ϕ¯1 + λ
−ψ1 −D−−v F+1 = 0. (C.28)
As for constraint (3.12), we write down the relevant part only;
F˜+1 F
+
2 − F˜+2 F+1 + ξ++ = 0, (C.29)
F˜+1 ψ2 − F+2 ϕ1 − F˜+2 ψ1 + F+1 ϕ2 = 0. (C.30)
Equations of motion (C.15)-(C.18) and (C.22)-(C.25) are purely kinematical. They eliminate the
infinite set of auxiliary fields in the harmonic expansions. The solutions are given as (3.13)-(3.20).
Substituting the component expansion (C.12) and (C.13) and on-shell condition (3.13)-(3.20) into
the action (3.6), and integrating the Grassmann and the harmonic variable, we obtain
S =
∫
d4xA
{
− ∂Aµ f ia∂µAf¯ai −
µ2
4
(f iaf¯ai)
2 +
| (µ/2)f iaǫabf¯bi − ψ¯aǫabϕ¯b |2
f iaf¯ai
−iψ¯aσ¯µ∂Aµ ψa − iϕaσµ∂Aµ ϕ¯a −
µ
2
(ψaϕa + ψ¯aϕ¯a)
+
(f ia∂
µ
Aǫabf¯bi − ∂µAf iaǫabf¯bi − iψ¯aσ¯µǫabψb − iϕaσµǫabϕ¯b)2
4f iaf¯ai
−λ
i
2
ǫab(ϕafbi − ψaf¯bi) + λ¯
i
2
ǫab(ψ¯afbi + ϕ¯af¯bi)− 1
3
Dv(ij)(ǫabf¯
(i
a f
j)
b + ξ
(ij))
}
, (C.31)
where flavor indices are summed and ǫ12 = −1, ǫ21 = 1. The last line stands for constraints for
bosons and fermions. It is found that full component action is described by the hypermultiplet
components f ia and ψa, ϕ¯a. Note that they are still subject to the constraint (3.26) and ǫab(ϕafbi−
ψaf¯bi) = 0. In the end of subsection 3.3, we briefly review how to solve the constraint (3.26),
and rewrite the bosonic part (3.24) of the action (C.31) by independent variables as (3.58). It is
found that the target metric in field space of the action (3.58) coincides with the Eguchi-Hanson
metric [20, 28, 35].
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C.3 BPS equations in the HSF
In this Appendix, it is shown that the BPS equations are given as (3.27)-(3.30). As mentioned
in subsection 3.3, we are interested in the on-shell fermions ψa(xA) and ϕ¯a(xA). Thus, in the
following, we first derive the SUSY transformations for these fermions. They can be read off
from the SUSY transformations for the analytic superfields q+a . The SUSY transformations for
the coordinates on the analytic basis are defined as
δSx
µ
A = −2i(ǫiσµθ¯+ + θ+σµǫ¯i)u−i ,
δSθ
+ = ǫiu+i , δS θ¯
+ = ǫ¯iu+i , δSu
±
i = 0, (C.32)
δSx5 = 2i(ǫ
iθ+ − ǫ¯iθ¯+)u−i ,
δSx6 = 2(ǫ
iθ+ + ǫ¯iθ¯+)u−i ,
where the translations in x5 and x6 can be used to generate the central charge Z by the sub-
stitution −i(∂5 + i∂6) → µ/2. In general, µ is complex but we take it to be real as mentioned
in section 3.1. To derive the SUSY transformations which preserve the Wess-Zumino gauge, we
calculate the sum of the SUSY transformation and the compensating gauge transformation for
the vector multiplet in the Wess-Zumino gauge,
δˆV ++WZ = (δS + δG)V
++
WZ = δSV
++
WZ +D
++λ, (C.33)
where δˆ denotes a sum of SUSY transformation δS and gauge transformation δG. The gauge
parameter λ(ζA, u) is expanded in the component fields as
λ(ζA, u) = Fλ +
√
2θ+ψ−λ +
√
2θ¯+ψ¯−λ + θ
+θ+M¯−−λ + θ¯
+θ¯+M−−λ
+iθ+σµθ¯+A−−λµ +
√
2θ¯+θ¯+θ+ξ−−−λ +
√
2θ+θ+θ¯+ξ¯−−−λ + θ
+θ+θ¯+θ¯+D
(−4)
λ .
(C.34)
Eq. (C.33) is defined as the new SUSY transformation. Substituting (C.34) into (C.33) and using
(C.32) with the understanding −i∂5 → µ/2 lead to explicit form:
δˆV ++WZ = δˆF
++
v +
√
2θ+δˆψ+v +
√
2θ¯+δˆψ¯+v + θ
+θ+δˆM¯v + θ¯
+θ¯+δˆMv + iθ
+σµθ¯+δˆVµ
+
√
2θ¯+θ¯+θ+δˆλ− +
√
2θ+θ+θ¯+δˆλ¯− + θ+θ+θ¯+θ¯+δˆD−−v (C.35)
where
δˆF++v (xA, u) = 0 + (∂
++Fλ)(xA, u), (C.36)
δˆψ+v (xA, u) =
√
2ǫiu+i M¯v(xA)−
√
2iσµǫ¯iu+i Vµ(xA) + (∂
++ψ−λ )(xA, u), (C.37)
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δˆMv(xA, u) =
1√
2
ǫiλi(xA) +
√
2ǫ(iλj)(xA)u
+
(iu
−
j) + (∂
++M−−λ )(xA, u), (C.38)
δˆVµ(xA, u) = − i
2
√
2
(ǫ¯iσ¯µλi − ǫiσµλ¯i)(xA)− i√
2
(ǫ¯(iσ¯µλ
j) − ǫ(iσµλ¯j))(xA)u+(iu−j)
−1
2
(∂++A−−λµ − 2∂Aµ Fλ)(xA, u), (C.39)
δˆλ−(xA, u) = −
√
2i(σµǫ¯iu−i )∂
A
µMv(xA)−
√
2σν σ¯µǫiu−i ∂
A
µ Vν(xA) +
√
2ǫ(iDjk)v (xA)u
+
(iu
−
j u
−
k)
−2
√
2
3
ǫjD
(jk)
v (xA)u
−
k + (∂
++ξ−−−λ + iσ
µ∂Aµ ψ¯
−
λ )(xA, u), (C.40)
δˆD−−v (xA, u) =
√
2i(ǫ(iσµ∂Aµ λ¯
j)(xA)− ǫ¯(iσ¯µ∂Aµ λj)(xA))u−(iu−j) + (∂++D(−4)λ − ∂µAA−−λµ )(xA, u).
(C.41)
The last parenthesis for each equation means the contribution from the gauge transformation.
The shifts from the Wess-Zumino gauge are represented by the fields with higher harmonic
variables which do not appear in Eq. (C.13), and they are pulled back to the original one by
taking the gauge parameter as
Fλ(xA, u) = fλ(xA), (C.42)
ψ−λ (xA, u) = −
(√
2ǫiM¯v(xA)−
√
2iσµǫ¯iVµ(xA)
)
u−i , (C.43)
M−−λ (xA, u) = −
√
2ǫ(iλj)(xA)u
−
(iu
−
j), (C.44)
A−−λµ (xA, u) = −
√
2i(ǫ¯(iσ¯µλ
j)(xA)− ǫ(iσµλ¯j)(xA))u−(iu−j), (C.45)
ξ−−−λ (xA, u) = −
√
2ǫ(iDjk)v (xA)u
−
(iu
−
j u
−
k), (C.46)
D
(−4)
λ (xA, u) = 0. (C.47)
At this stage, we can obtain the SUSY transformations δˆ in the Wess-Zumino gauge for on-shell
fermions, which can be derived from the SUSY trandformation for hypermultiplets δˆq+a . They
are defined as
δˆq+1 = (δS + δG)q
+
1 = δSq
+
1 − λq+2 , (C.48)
δˆq+2 = (δS + δG)q
+
2 = δSq
+
2 + λq
+
1 . (C.49)
Substituting (C.12) and (C.42)-(C.47) into (C.48) and (C.49), the SUSY transformation δˆ for
on-shell fermions can be derived as
δˆψ1(xA, u) =
√
2ǫiu+i M
−
1 −
√
2iσµǫ¯iu−i (∂
A
µ F
+
1 + VµF
+
2 )
+
i√
2
σµǫ¯iu+i A
−
1µ −
√
2
(
µ
2
F+1 − M¯vF+2
)
ǫiu−i , (C.50)
δˆϕ¯1(xA, u) =
√
2ǫ¯iu+i N
−
1 +
√
2iσ¯µǫiu−i (∂
A
µ F
+
1 + VµF
+
2 )
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− i√
2
σ¯µǫiu+i A
−
1µ +
√
2
(
µ
2
F+1 +MvF
+
2
)
ǫ¯iu−i , (C.51)
δˆψ2(xA, u) =
√
2ǫiu+i M
−
2 −
√
2iσµǫ¯iu−i (∂
A
µ F
+
2 − VµF+1 )
+
i√
2
σµǫ¯iu+i A
−
2µ −
√
2
(
µ
2
F+2 + M¯vF
+
1
)
ǫiu−i , (C.52)
δˆϕ¯2(xA, u) =
√
2ǫ¯iu+i N
−
2 +
√
2iσ¯µǫiu−i (∂
A
µ F
+
2 − VµF+1 )
− i√
2
σ¯µǫiu+i A
−
2µ +
√
2
(
µ
2
F+2 −MvF+1
)
ǫ¯iu−i . (C.53)
Substituting on-shell condition (3.13)-(3.20) and using u+i u
−
j − u−i u+j = ǫij , we find
δˆψ1(xA) = −
√
2ǫi
(
M¯vf2i − µ
2
f1i
)
+
√
2iσµǫ¯i(∂Aµ f1i + Vµf2i), (C.54)
δˆϕ¯1(xA) = −
√
2ǫ¯i
(
Mvf2i +
µ
2
f1i
)
−
√
2iσ¯µǫi(∂Aµ f1i + Vµf2i), (C.55)
δˆψ2(xA) =
√
2ǫi
(
M¯vf1i +
µ
2
f2i
)
+
√
2iσµǫ¯i(∂Aµ f2i − Vµf1i), (C.56)
δˆϕ¯2(xA) =
√
2ǫ¯i
(
Mvf1i − µ
2
f2i
)
−
√
2iσ¯µǫi(∂Aµ f2i − Vµf1i). (C.57)
Finally, substituting half SUSY condition (1.1), we obtain the BPS equations (3.27)-(3.30).
D Mode expansions of boson and fermion
In this appendix, we show that there exists the correspondence of bosons and fermions in the mode
expansions to all orders including massive modes. To this end, we extensively use the covariant
expansion of the Lagrangian in the Ka¨hler normal coordinates (KNC). First, we present a brief
review of KNC [38], and then we discuss the mode expansion around the BPS domain wall
background, generalising the result of Chibisov and Shifman [5].
D.1 Covariant expansion of nonlinear Lagrangian
The Lagrangian of N = 1 SUSY nonlinear sigma models is given by [19, 9]
L =
∫
d4θ K(Φ,Φ†) +
[∫
d2θW (Φ) + c.c.
]
, (D.1)
where Φi(x, θ, θ¯) are chiral superfields which consist of complex scalar fields Ai(x), Weyl fermions
ψi(x) and auxiliary complex scalar fields F i(x):
Φi(y, θ) = Ai(y) +
√
2θψi(y) + θθF i(y) , yµ = xµ + iθσµθ¯ , (D.2)
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andK is the Ka¨hler potential andW is the superpotential. Field redefinitions of chiral superfields
Φi′ = f i(Φ) yield
Ai′ = f i(A) , ψi′ =
∂f i(A)
∂Aj
ψj , (D.3)
and redefinitions of F i. Therefore, the scalar fields Ai transform as coordinates in the target
manifold, whereas the fermions ψi transform as a holomorphic tangent vector. Equations of
motion for F i are
F i =
1
2
Γijkψ
jψk − gij∗∂j∗W ∗, (D.4)
where Γijk(A,A
∗) = gil
∗
gjl∗,k∗(A,A
∗) is the connection. We denote differentiation by gjl∗,k∗ ≡
∂gjl∗/∂A
k∗.
After the elimination of the auxiliary fields, the Lagrangian of SUSY nonlinear sigma models
is obtained as
L = −gij∗∂µAi∂µA∗j − igij∗ψ¯jσ¯µDµψi + 1
4
Rij∗kl∗ψ
iψkψ¯jψ¯l
−gij∗DiWDj∗W ∗ − 1
2
DiDjWψ
iψj − 1
2
Di∗Dj∗W
∗ψ¯iψ¯j , (D.5)
where Di and Dµ are the covariant derivatives on the target space and their pull-back to the
space-time, respectively:
DiW = ∂iW (A) , DiDjW = ∂i∂jW (A)− Γkij(A,A∗)∂kW (A) ,
Dµψ
i = ∂µψ
i + ∂µA
jΓijk(A,A
∗)ψk . (D.6)
The Lagrangian is invariant under holomorphic field redefinitions, corresponding to holomorphic
coordinate transformations in the target manifold.
We decompose scalar fields into the background fields ϕi(x) and fluctuating fields πi(x) around
them:
Ai(x) = ϕi(x) + πi(x) . (D.7)
There appear lots of non-covariant terms in the expansion of the Lagrangian in terms of πi. To
eliminate such non-covariant terms, we transform the fluctuation fields πi to KNC fields by [38]
ωi =
∞∑
n=1
1
n!
[gij
∗
K,j∗i1···in (z, z
∗)]ϕπ
i1 · · ·πin , (D.8)
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where the index “ϕ” denotes a value evaluated at the background Ai = ϕi. Under holomor-
phic coordinate transformations of fluctuations πi → πi′ = πi′(π), the KNC ωi transform as a
holomorphic tangent vector, as well as the fermions:
ωi → ωi′ = ∂π
i′
∂πj
ωj , ψi → ψi′ = ∂π
i′
∂πj
ψj . (D.9)
In KNC, the Taylor expansion gives us a covariant expansion, because all non-covariant terms
vanish. Then, using (D.9) we have covariant expansion of each term in the Lagrangian in general
coordinates as follows:
gij∗(A,A
∗) = gij∗|ϕ +Rij∗kl∗|ϕωkω∗l +O(ω3) ,
gij
∗
(A,A∗) = gij
∗|ϕ +Rij∗kl∗|ϕωkω∗l +O(ω3) ,
DiW (A) = DiW |ϕ +DjDiW |ϕωj + 1
2
Dj1Dj2DiW |ϕωj1ωj2 +O(ω3) ,
∂µπ
i(x) = Dµω
i(x)− 1
2
∂µϕ
∗j(x)Rik1j∗k2 |ϕωk1(x)ωk2(x) +O(ω3) . (D.10)
The covariant derivatives are defined by
Dµω
i = ∂µω
i + ∂µϕ
jΓijk(ϕ, ϕ
∗)ωk,
Dµψ
i = ∂µψ
i + ∂µϕ
jΓijk(ϕ, ϕ
∗)ψk . (D.11)
Using the expansion (D.10), the Lagrangian can be expanded in terms of KNC as
L = L(0) + L(1) + L(2) +O(3) , (D.12)
in which each order of the expansion can be calculated as
L(0) = −gij∗∂µϕi∂µϕ∗j − gij∗DiWDj∗W ∗,
L(1) = −gij∗(Dµωi∂µϕ∗j + ∂µϕiDµω∗j)
−gij∗ [(DkDiW )Dj∗W ∗ωk +DiW (Dl∗Dj∗W )ω∗l],
L(2) = −gij∗DµωiDµω∗j
−Rij∗kl∗
(
ωkω∗l∂µϕ
i∂µϕ∗j − 1
2
ωiωk∂µϕ
∗j∂µϕ∗l − 1
2
ω∗jω∗l∂µϕ
i∂µϕk
)
+[gmj
∗
gin
∗
Rmn∗k1l∗1DiWDj∗W
∗ − gij∗(Dk1DiW )(Dl∗1Dj∗W ∗)]ωk1ω∗l1
−1
2
gij
∗
[(Dk1Dk2DiW )Dj∗W
∗ωk1ωk2 +DiW (Dl∗
1
Dl∗
2
Dj∗W
∗)ω∗l1ω∗l2 ]
−igij∗ψ¯j σ¯µDµψi − 1
2
DiDjWψ
iψj − 1
2
Di∗Dj∗W
∗ψ¯iψ¯j . (D.13)
All tensors and the connection are evaluated at the background fields ϕ, but we use the same
notation with the evaluation at general fields A unless there is confusion.
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D.2 Expansion around a BPS Domain Wall Background
We consider (a parallel configuration of) BPS domain walls as a background ϕi. Without loss of
generality, we can take the spatial direction perpendicular to the walls as y. The BPS equation
for domain walls in the covariant form is
ϕi′ = −gij∗(ϕ, ϕ∗)Dj∗W ∗(ϕ∗), (D.14)
where the prime denotes the differentiation with respect to the spatial coordinate y.
On the BPS domain wall background, the covariant derivative Dµ in spacetime reduces to
Dµ = δ
2
µ(ϕ
i′Di + ϕ
∗i′Di∗) = −δ2µ(gij
∗
Dj∗W
∗Di + g
ij∗DiWDj∗) , (D.15)
where we have used the BPS equation (D.14). Acting the operator D2 on the BPS equa-
tion (D.14), we obtain
ϕi′′ = gij
∗
glk
∗
DlW (Dk∗Dj∗W
∗) , (D.16)
in which we have used DkDj∗W
∗ = ∂k∂j∗W
∗ = 0 and the metric compatibility Dkgij∗ = 0.
We now show that L(1) around the wall background, given by
L(1) = −gij∗(D2ωiϕ∗j ′ + ϕi′D2ω∗j)
−gij∗[(DkDiW )Dj∗W ∗ωk +DiW (Dl∗Dj∗W )ω∗l] , (D.17)
is a total derivative. This can be rewritten as
L(1) = −∂2[gij∗(ωiϕ∗j ′ + ϕi′ω∗j)] + gij∗(ωiϕ∗j ′′ + ϕi′′ω∗j)
−gij∗[(DkDiW )Dj∗W ∗ωk +DiW (Dl∗Dj∗W )ω∗l] . (D.18)
Substituting (D.16) into (D.18), we find
L(1) = −∂2[gij∗(ωiϕ∗j ′ + ϕi′ω∗j)] . (D.19)
We thus obtain the expansion of Lagrangian around the BPS domain wall background, given
by
L = L(0) + ∂2(· · ·)
−gij∗DµωiDµω∗j − gij∗(Dk1DiW )(Dl∗1Dj∗W ∗)ωk1ω∗l1
+
1
2
Rij∗kl∗
(
gmj
∗
gnl
∗
DmWDnWω
iωk + gim
∗
gkn
∗
Dm∗W
∗Dn∗W
∗ω∗jω∗l
)
−1
2
gij
∗
[(Dk1Dk2DiW )Dj∗W
∗ωk1ωk2 +DiW (Dl∗
1
Dl∗
2
Dj∗W
∗)ω∗l1ω∗l2]
−igij∗ψ¯j σ¯µDµψi − 1
2
DiDjWψ
iψj − 1
2
Di∗Dj∗W
∗ψ¯iψ¯j +O(3) , (D.20)
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where we have used the BPS equation (D.14).
Next, we discuss the linearized equation of motion for fluctuation. We denote the coordinates
along the wall by xa = (t, x, z). The linearized equations of motion can be derived from (D.20).
The equations of motion for ω∗i read
0 = DaD
aωi +D2D
2ωi − gij∗glm∗(DkDlW )(Dm∗Dj∗W ∗)ωk
+[gij
∗
gpm
∗
gkn
∗
Rpj∗kl∗Dm∗W
∗Dn∗W
∗ − gij∗gnm∗DnW (Dm∗Dj∗Dl∗W ∗)]ω∗l, (D.21)
where we have used the equation gij∗Dµω
iDµω∗j = −ω∗jgij∗DµDµωi + ∂µ(ω∗jgij∗Dµωi). The
equations of motion for ψ¯i and ψi read
0 = −iσ¯aDaψi − iσ¯2D2ψi − gij∗(Dj∗Dk∗W ∗)ψ¯k ,
0 = −iσaDaψ¯i − iσ¯2D2ψ¯i − gji∗(DjDkW )ψk, (D.22)
respectively. In the case of flat target space, equations Rij∗kl∗ = 0, Dµ = ∂µ and Di = ∂i hold,
and therefore Eqs. (D.21) and (D.22) reduce to the linearized equation of motion [5] generalized
to an arbitrary number of components.
Now let us decompose complex fields into real fields. First, set boson fields ωi ≡ ωiR + iωiI .
Then Eq. (D.21) is decomposed into
0 = DaD
aωiR − [−δil (D2)2 + gij
∗
gkm
∗
(DkDlW )(Dm∗Dj∗W
∗)
−gij∗gpm∗gkn∗Rpj∗kl∗Dm∗W ∗Dn∗W ∗ + gij∗gnm∗DnW (Dm∗Dj∗Dl∗W ∗)]ωlR
≡ DaDaωiR −AilωlR ,
0 = DaD
aωiI − [−δil (D2)2 + gij
∗
gkm
∗
(DkDlW )(Dm∗Dj∗W
∗)
+gij
∗
gpm
∗
gkn
∗
Rpj∗kl∗Dm∗W
∗Dn∗W
∗ − gij∗gnm∗DnW (Dm∗Dj∗Dl∗W ∗)]ωlI
≡ DaDaωiI − BilωlI , (D.23)
where we have defined two matrix-operators Aij and Bij. Second, let us decompose the Weyl
fermions into sets of real fermions as ψ =
(
ψ1
ψ2
)
≡ ψR+ iψI . Then their complex conjugates are
σ2ψ¯ =
(−iψ¯2˙
iψ¯1˙
)
= i
(
ψ¯1˙
ψ¯2˙
)
= i
(
ψ∗1
ψ∗2
)
= i(ψR − iψI) . (D.24)
After some calculation, it is found that Eq. (D.22) is decomposed into
0 = −iDˆψiR − [δikD2 + gij
∗
(Dj∗Dk∗W
∗)]ψkI ≡ −iDˆψiR − (OR)ikψkI ,
0 = −iDˆψiI − [−δikD2 + gij
∗
(Dj∗Dk∗W
∗)]ψkI ≡ −iDˆψiI − (OI)ikψkR , (D.25)
where we have defined the matrix-operators OR and OI , and Dˆ is defined by
Dˆα
β = σ2αβ˙σ¯
aβ˙βDa = −σaαβ˙σ¯2β˙βDa . (D.26)
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D.3 Mode expansions
Finally, we show the correspondence of boson and fermion in the mode expansion. To this end,
we show that the remarkable relations between the matrix-operators for bosons and fermions,
defined in Eqs. (D.23) and (D.25), hold:
(OR)ik(OI)kj = Bij , (OI)ik(OR)kj = Aij . (D.27)
These can be shown as follows:
(OR)ik(OI)kj = −δij(D2)2 + gim
∗
gkl
∗
(DkDmW )(Dl∗Dj∗W
∗) +D2[g
il∗(Dl∗Dj∗W
∗)] .(D.28)
Using Eq. (D.15), the last term can be rewritten as
D2[g
il∗(Dl∗Dj∗W
∗)]
= −gmn∗gil∗Dn∗W ∗(DmDl∗Dj∗W ∗)− gil∗gnm∗DnW (Dm∗Dl∗Dj∗W ∗) . (D.29)
The term in the parenthesis can be calculated, to give
DmDl∗Dj∗W
∗ = Rml∗j∗
p∗Dp∗W
∗ +Dl∗DmDj∗W
∗ = Rml∗j∗
p∗Dp∗W
∗ , (D.30)
in which the equation DmDj∗W
∗ = ∂m∂j∗W
∗ = 0 has been used. We thus have shown the first
equation in (D.27). The second one can be shown in the same way.
Using the operator relation (D.27), we discuss the mode expansion. Prepare sets of the mode
functions ajn(y) and b
j
n(y) (n = 1, 2, · · ·) satisfying
(OR)ijajn(y) = κnbin(y) , (OI)ijbjn(y) = λnain(y) . (D.31)
Then these functions satisfy
(OIOR)ijajn(y) = (mn)2ain(y) , (OROI)ijbjn(y) = (mn)2bin(y) , (D.32)
where we have defined mn =
√
κnλn. Therefore an ≡ {ain} (bn ≡ {bin}) is an eigenvector of the
matrix operator OIOR (OROI) with an eigenvalue (mn)2. Using a complete set of an and bn, the
fluctuating fields can be expanded as
ωiR =
∑
n
√
λna
i
n(y)ω
(n)
R (x
a) , ωiI =
∑
n
√
κnb
i
n(y)ω
(n)
I (x
a) ,
ψiR =
∑
n
√
λna
i
n(y)ψ
(n)
R (x
a) , ψiI =
∑
n
√
κnb
i
n(y)ψ
(n)
I (x
a) . (D.33)
The linearized equations of motion (D.23) and (D.25) reduce to
DaD
aω
(n)
R − (mn)2ω(n)R = 0 , DaDaω(n)I − (mn)2ω(n)I = 0 ,
−iDˆψ(n)R −mnψ(n)I = 0 , −iDˆψ(n)I −mnψ(n)R = 0 , (D.34)
which are equations of motion in the three dimensional effective field theory on the wall.
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