The development of modern materials science has led to a growing need to understand the phenomena determining the properties of materials and processes on an atomistic level. The interactions between atoms and electrons are governed by the laws of quantum mechanics; hence, accurate and efficient techniques for solving the basic quantum-mechanical equations for complex many-atom, many-electron systems must be developed. Density functional theory (DFT) marks a decisive breakthrough in these efforts, and in the past decade DFT has had a rapidly growing impact not only on fundamental but also industrial research. This article discusses the fundamental principles of DFT and the highly efficient computational tools that have been developed for its application to complex problems in materials science. Also highlighted are state-ofthe-art applications in many areas of materials research, such as structural materials, catalysis and surface science, nanomaterials, and biomaterials and geophysics.
Introduction
During the past decade, computer simulations based on a quantum-mechanical description of the interactions between electrons and atomic nuclei have had an increasingly important impact on materials science, not only in fundamental understanding but also with a strong emphasis toward materials design for future technologies. The simulations are performed with atomistic detail by solving the Schrödinger equation to obtain energies and forces, require only the atomic numbers of the constituents as input, and should describe the bonding between the atoms with high accuracy. The Schrödinger equation for the complex many-atom, many-electron system is not analytically solvable, and numerical approaches have become invaluable for physics, chemistry, and materials science. A breakthrough in these computational efforts was realized in 1964 when Walter Kohn and coworkers developed the density functional theory (DFT), a theory based on electron density, which is a function of only three spatial coordinates. 1 The Kohn-Sham equations of DFT cast the intractable complexity of the electron-electron interactions into an effective single-particle potential determined by the exchange-correlation functional. This functional (i.e., a function whose argument is another function) describes the complex kinetic and energetic interactions of an electron with other electrons. Although the form of this functional that would make the reformulation of the many-body Schrödinger equation exact is unknown, approximate functionals have proven highly successful in describing many material properties.
Efficient algorithms devised for solving the Kohn-Sham equations have been implemented in increasingly sophisticated codes, tremendously boosting the application of DFT methods. New doors are opening to innovative research on materials across physics, chemistry, materials science, surface science, and nanotechnology, and extending even to earth sciences and molecular biology. The impact of this fascinating development has not been restricted to academia, as DFT techniques also find application in many different areas of industrial research. The development is so fast that many current applications could not have been realized three years ago and were hardly dreamed of five years ago.
The articles collected in this issue of MRS Bulletin present a few of these success stories. However, even if the computational tools necessary for performing complex quantum-mechanical calculations relevant to real materials problems are now readily available, designing a series of simulations that meaningfully represent a physical or chemical property or model a process (e.g., a chemical reaction or phase transformation in a material), remains a challenging task, requiring a judicious choice of approximations and an expert handling of these tools.
Designing DFT Calculations for Materials Science
The successful application of DFT to a materials problem involves three distinct steps: (1) translation of the engineering problem to a computable atomistic model, (2) computation of the required physicochemical properties, and (3) validation of the simulation results by confrontation with laboratory experiments.
Translation
A theory that relates computable quantities to macroscopic engineering behavior is a prerequisite in order for DFT calculations to be relevant. Before any computation can be started, significant effort often must be expended to translate an engineering problem into questions and challenges that can be addressed with DFT. This initial step requires considerable insight into the materials science and engineering aspects of the problem.
The translation step may be illustrated by the application of DFT to the design of better materials for rechargeable lithium batteries. Some properties, such as the electrode potential for a new material, can be directly related to total energy differences 2 and are therefore easy to compute. But another critical property, such as cycle life (the loss of capacity after repeated charge and discharge), is more difficult to predict with DFT, because it can be caused by a variety of poorly identified phenomena, such as reaction of the material with the electrolyte to form an insulating layer, mechanical degradation with resulting loss of electrical contact, and phase transformations in the material. Each of these factors requires a different computation.
Computation
In many cases, solving the Schrödinger equation is not enough. The length and time scales accessible by DFT calculations are defined by the maximal system size (typically a few hundred atoms; up to a few thousand in special cases) and by the maximum time span that can be covered by ab initio molecular dynamics (MD) simulations (several tens of picoseconds). A strategy of multiscale simulations must be used to translate the results of atomistic DFT simulations to real-world scales. As an example, the elementary steps in the catalytic oxidation of CO on a metallic surface (adsorption/desorption/diffusion of CO and O 2 , surface oxidation, dissociation of oxygen, reaction CO + O → CO 2 , desorption of CO 2 , etc.) at fixed chemical potentials of the reactants may be treated by DFT calculations, and the results must be fed into kinetic Monte Carlo simulations to develop a comprehensive picture of the reaction under realistic pressure conditions and at real time scales (see also the article by Nørskov et al. on catalysis in this issue).
Validation
After DFT computations are performed, validation is an important step. This requires going beyond the computation of energies, band structures, and atomic configurations to the calculation of experimentally accessible properties such as mechanical or thermodynamic properties and electronic or vibrational spectra.
Discrepancies between computation and experimental observation can be attributable to inaccuracies in the DFT approach, but more often point to discrepancies between the experimental and computational situations. An experimental result may be influenced by impurities not accounted for in the computation, it may be kinetically constrained, or it may differ from the computed result because of other factors that are not characterized well in the problem translation. However, it should be emphasized that one of the most important roles of computational modeling is to provide information that is not accessible (or accessible only with great difficulty) by laboratory experiments.
Hierarchy of Exchange-Correlation Functionals for DFT
DFT reformulates the many-body Schrödinger equation in the form of a set of coupled one-electron equations (the Kohn-Sham equations), where all of the many-body interactions are contained in the exchange-correlation functional
where n(r) is the electron density distribution in the crystal. (For a modern introduction into DFT, see, for example, Dreizler and Gross 3 or the recent book by Martin, 4 which also provides a thorough introduction to the theory and practice of electronic structure calculations.) However, the exact form of this functional for which the Kohn-Sham equations would give exactly the same ground-state answer as the many-body Schrödinger equation is not known, and approximations must be used. Perdew 5 has referred to the hierarchy of approximations developed during the last two decades as the "Jacob's ladder of DFT." In the local density approximation (LDA), the local exchange-correlation energy density is taken to be the same as in a uniform electron gas of the same density. Modern forms of the LDA are based on the total energy of the homogeneous electron gas derived from quantum Monte Carlo calculations.
The generalized gradient approximation (GGA) introduces a dependence of E xc on the local gradient of the electron density, ͉∇n(r)͉. Many different forms of GGA functionals are available in the literature, but for materials simulations, it is good practice to use parameter-free functionals derived from known expansion coefficients and sum rules of many-body theory 6, 7 and to avoid empirical parameterizations popular in molecular quantum chemistry.
Meta-GGA functionals use the kinetic energy density (or the Laplacian of the electron density) as an additional variable. 8 Hyper-GGA uses Kohn-Sham oneelectron wavefunctions (instead of the many-body wavefunctions) to evaluate the Hartree-Fock exchange formula; this is commonly called "exact" exchange.
Hybrid functionals 9,10 mix exact (i.e., Hartree-Fock) and DFT exchange. LDA and GGA are by far the most commonly used functionals today. All functionals exist in spin-degenerate and spin-polarized versions. Quite generally, GGA calculations represent a systematic improvement, compared with the LDA, although for heavy elements, a certain tendency of the GGA to overcorrect the LDA error is observed. In certain cases (prominent examples are the structural and magnetic ground state of iron and the potential-energy landscape for molecular dissociation on a metal surface) the difference is not merely a quantitative one: only GGA calculations 11 predict iron to be bcc and magnetic, whereas the LDA predicts the ground state to be hexagonal and nonmagnetic. Only GGA calculations lead to the correct height and location of the dissociation barrier for a diatomic molecule in contact with the surface of a metal. 12 Climbing the density functional ladder further to the meta-GGA or hyper-GGA leads to only moderate progress, compared with the GGA. 13 Hybrid functionals enjoy enormous popularity in molecular chemistry, but in materials science they are merely at the test stage. Preliminary results show great promise for insulating and semiconducting systems, but also show a need to develop new hybrid functionals better suited to describing metals. 14 
Basis Sets
Practically, the effective one-electron Kohn-Sham equations are nonlinear partial differential equations that are iteratively solved by representing the electronic wave functions by a linear combination of a set of basis functions. Basis sets fall into two classes: plane-wave basis sets and local basis sets. Basis-set convergence is crucial for the accuracy of the calculations-in particular, for the prediction of pressure, stresses, and forces.
Plane-Wave Basis Sets: Calculating Accurate Forces and Stresses
Basis-set convergence is easily controlled in calculations using plane-wave basis sets; it is sufficient to monitor the evolution of the results with the cut-off energy, the highest kinetic energy associated with a plane wave. However, to achieve convergence at a tractable computational effort, the plane-wave basis set must be either augmented by solutions of the radial Schrödinger equation in a region surrounding the nucleus (a modern approach following this line is the full-potential linearized augmented plane-wave method, LAPW) or by using pseudopotentials to describe the electron-ion interaction. A particular advantage of plane-wave calculations is that the calculation of forces acting on the atoms and stresses on the unit cell is straightforward with the Hellmann-Feynman theorem. This opens the route to quantum ab initio MD simulations studying the time development of a system.
Local Basis Sets: Toward Linear Scaling
Basis-set convergence is much more difficult to control if local basis functions (for example, atom-centered orbitals in a linear combination of atomic orbitals, or LCAO) are used. These approaches have been actively pursued as, in principle, a much smaller basis set; typically 10 to 20 basis functions per atom should be sufficient to achieve the same accuracy as plane-wave calculations using hundreds of plane waves per atom. However, very recent extended tests have questioned that advantage, indicating that to match the accuracy of fully converged plane-wave calculations, very large local basis sets are required. 14 A specific advantage of local basis sets is that they enable the implementation of linear-scaling DFT methods (i.e., algorithms for which the computational effort increases linearly with the number of atoms). [15] [16] [17] These techniques rely on the fact that the wave function may be localized and have an exponential decay leading to a sparse Hamiltonian.
For molecular, insulating, and semiconducting systems, linear-scaling, or O(N), techniques enable the performance of atomistic studies for systems containing thousands of atoms. However, this does not hold if the gap between occupied and empty states vanishes, as in metals, for which it has turned out to be difficult to reconcile linear scaling and high accuracy.
Potentials and Pseudopotentials
Methods using local basis sets or augmented plane waves may be constructed as all-electron methods in the sense that the effective one-electron potential is calculated using the full set of relaxed core and valence orbitals. In plane-wave calculations, the electron-ion interactions must be described by a pseudopotential, eliminating the need for an explicit treatment of the strongly bound and chemically inert core electrons. Pseudopotentials may also be used in local orbital methods to reduce the computational effort. The theory of pseudopotentials is mature, but the practice of constructing transferable and efficient pseudopotentials is far from straightforward. Methods for generating pseudopotentials include the pseudopotentials by Troullier and Martins 18 (conserving the norm of the wave function) and the ultrasoft pseudopotentials introduced by Vanderbilt 19 (which have the merit of making calculations for d-and f-electron metals feasible at an acceptable computation cost). The criterion for the quality of a pseudopotential is not how well the calculation matches experiment, but how well it reproduces the result of accurate allelectron calculations. Mature codes (see Table I ) provide extensive databases of well-tested pseudopotentials. A certain drawback of pseudopotential calculations is that because of the nonlinearity of the exchange interaction between valence and core electrons, elaborate nonlinear core corrections are required in all systems where the overlap between the valence-and core-electron densities is not completely negligible. The projectoraugmented wave (PAW) method proposed by Blöchl 20 and adapted by Kresse and Joubert 21 avoids the necessity of core corrections and combines the efficiency of pesudopotentials with the accuracy of full-potential, all-electron calculations. All-electron codes exist using local or augmented plane-wave basis sets. Both Gaussian 03 and CRYSTAL can perform DFT, exact exchange, and hybrid calculations, and FPLO is a fully relativistic code for solving the Dirac equation. DMol 3 uses a numerical basis set working either in an all-electron mode or using semilocal pseudopotentials. WIEN2K, FLAIR, and QMD-FLAPW are all-electron codes using the full-potential LAPW method. WIEN2K offers the ability to add local orbitals to the basis set to speed up convergence. Allelectron codes are important for providing benchmarks for pseudopotential codes; this applies in particular to the fullpotential LAPW method in which the augmented plane-wave basis provides an efficient control of basis-set convergence.
Codes
Today, calculations with tens of atoms are extremely fast, with pseudopotential as well as all-electron codes. Calculations for unit cells containing a few hundred atoms are routine with pseudopotential and PAW codes, but are very demanding or even out of reach for most all-electron codes. Using the most efficient codes, very accurate calculations involving a thousand or more atoms are possible (it should be pointed out that the real figure of merit is the number of valence electrons-the current limit is somewhere close to 10 4 electrons). Linear-scaling calculations may be extended to several thousands of atoms.
Tools and Capabilities
For many applications in materials science, the availability of a basic code for solving the Schrödinger equation is not sufficient; the resulting energies, wave functions, and electron and spin densities are merely the starting point for the calculations of many different materials properties. Much current code development is focused on the development of routines for the post-processing of DFT results ("tools") to yield a comprehensive description of materials and dynamic modeling of time-dependent processes in materials. Examples of such capabilities include 1. Crystal structure, phase stability, and phase diagrams. Whereas the calculation of structural free-energy differences for polytypes of ordered crystalline materials is a standard task within DFT, the combination of ab initio total energy calculations with genetic algorithms 22, 23 is leading to the development of a truly predictive computational crystallography. 2. Mechanical properties. Symmetrygeneral techniques have been developed for the calculation of elastic constants. 24 Intense efforts are being made to calculate tensile and shear strength and to simulate fracture behavior. 25 3. Vibrational spectroscopy. The vibrational eigenstates of molecular and crystalline systems can now be calculated either via direct force-constant methods 26 or a linear response route, 27 including quantitative predictions of infrared, Raman, and inelastic neutron scattering intensities. 4. Surfaces and interfaces. Accurate calculation of surface and interface energies enables the prediction of the morphology of nanoclusters and precipitate shapes. Ab initio MD has made it possible to resolve even very complex surface reconstructions. 28 5. Adsorption, reactions, and catalysis. Whereas theoretical studies previously have been restricted to ideal low-index surfaces, recent advances permit the investigation of molecular adsorption and reactions at stepped, kinked, and defective surfaces 29 and the simulation of catalytic reactions under realistic conditions of temperature and pressure. Acidcatalyzed reactions at the internal surfaces of functionalized microporous and mesoporous materials have been studied using a variety of DFT techniques. 30 6. Spectroscopy and dielectric properties. The possibility of calculating the polarizability of a material via a Berry phase approach has led to a new quality of calculated optical spectra 31 and has opened the way toward an ab initio treatment of ferroelectricity 32 and piezoelectricity. 33 Tools for calculating nuclear magnetic resonance spectra 34 and for scanning tunneling spectroscopy 35 have been developed. 7. Magnetic properties. A fully relativistic treatment is required to tackle problems related to magnetic anisotropy; a vectorfield treatment of magnetization density is necessary for the description of the complex non-collinear structure of frustrated antiferromagnets where exchange interactions and lattice topology are in conflict. 36 8. Electronic transport. The development of tools for the calculation of electronic transport processes in nanostructured materials is a very active field. Particular attention has been paid to transport in systems showing giant magnetoresistance 37 and in molecular devices. 38 9. Liquids and glasses. Although diffraction experiments yield the full threedimensional structure for crystalline materials, these techniques yield only onedimensional projections of the structure of liquids and glasses. Ab initio MD leads to highly accurate structural prediction for liquids and glasses without the use of empirical force fields. 39 Only a few references are given in this section for lack of space; the reader is referred to the Internet home pages of the most important ab initio codes (see Table I ).
Multiscale Modeling: Bridging the Gaps in Time and Length Scales
It is clear that substantial gaps exist between the dimensions of even the largest systems accessible to DFT simulations and between the maximum time span of ab initio MD simulations and the time and length scales of laboratory experiments. To bridge these gaps, strategies for multiscale simulations are being developed. This task is tackled from different sides. Configurational free energies of extended systems, including substitutional disorder in multicomponent systems, can be obtained from cluster-expansion methods, which extract representative lattice models from DFT that can then be used in Monte Carlo simulations to obtain such quantities as temperature-composition phase diagrams, short-range order of disordered phases, interfacial free energies, and precipitate shapes. 40, 41 The special quasi-random structure approach 42 makes possible the direct calculation of electronic and energetic properties of disordered systems using small-unit-cell structures amenable to DFT. These models have been implemented with significant success and lead to true structure predictions, later verified by experiments. 43 In a similar spirit, DFT computations of the formation energy of intermetallic compounds have been used as input in the CALPHAD models for the thermodynamics of materials. 44 One new area that holds considerable promise is the integration of DFT with phase-field models to study the evolution of microstructures. 45 DFT can be used to compute such quantities as free energies, diffusion constants, and interfacial energies. These first-principles-predicted quantities can then serve as the thermodynamic and kinetic driving forces for the phase-field models of microstructural evolution.
Another strategy for solving the length scale problem is embedding. For a small reactive center where atomistic resolution and high accuracy are important, a calculation at a high level of sophistication is performed. The boundary conditions for this calculation are determined by a treatment of the area surrounding the center at a lower level. Examples for this approach are the quantum-mechanical/molecular modeling approach used in heterogeneous catalysis; 46 the description of crack propagation using DFT to simulate the crack tip, embedded in an atomistic forcefield description of the strain field at intermediate distances; and a continuum approach on a macroscopic scale. A particularly attractive version of this embedding scheme is the "learn-on-the-fly" strategy, 47 where local quantum computations are used to continually tune the parameters of the force field used for the classical part of the simulations.
Time-scale gaps are caused by energy barriers for chemical reactions and firstorder structural phase transitions. Rare events such as activated chemical reactions can be treated within transition-state sampling methods; 48 temperatureaccelerated MD methods 49, 50 or metadynamic techniques. 51 This allows one to identify novel phases under extreme thermodynamic conditions and to trace out transformation pathways for structural phase transitions. Kinetic Monte Carlo simulations can be used to simulate growth processes or chemical reactions on regular lattices under realistic conditions of temperature.
Hardware
DFT simulations of materials do not require supercomputer resources. A typical hardware base for such simulations consists of a PC cluster with fast processors equipped with sufficient memory (Ն1 Gbyte) and a fast interconnect. Modern DFT codes offer efficient simulation of medium-sized systems on clusters of about 32 CPUs.
Applications of DFT in Materials Research
This issue of MRS Bulletin collects a diversity of DFT success stories from such wide-ranging materials research topics as surface science and catalysis, earth sciences, nanotechnology, and structural metals. Of course, any such list of examples will necessarily be incomplete, but it should give the reader a sense of the types of capabilities and opportunities presently at hand.
Mechanical Properties and Structural Materials
The article by Ikehata et al. from the Toyota research group of Takashi Saito describes a specific example of the use of DFT in an alloy design problem, namely, the search for a low-modulus, highstrength titanium alloy. This article provides an excellent illustration of the power of a combined theoretical and experimental approach directed toward the search for a material with specified properties.
Applications of DFT to structural materials also exist in steels, notably, the work of Olson and co-workers, 52 who use various computational materials techniques to accelerate the design process of new highstrength steels. The Virtual Aluminum Castings program at Ford Motor Company involves the use of DFT and its connection to higher-length-scale modeling tools 44,45 directed toward improved processing and enhanced properties of aluminum cast alloys.
A novel MD approach combining quantum-mechanical embedding with classical force-field models has been used by Csanyi et al. 47 to model crack propagation in silicon using a model containing about 200,000 atoms (see Figure 1 ). About 300 atoms near the crack tip are treated quantum-mechanically, and this is essential for a correct description of the (2 × 1) periodicity of the reconstruction of the crack surface. Although this method has currently been applied to Si, future extensions of this method to structural materials could produce useful insight on crack propagation in a variety of materials types.
Catalysis and Surface Science
Electronic-structure calculations have been used extensively in the fields of surface science and catalysis. Nørskov et al. review how DFT is being used to elucidate atomic-scale mechanisms for chemical reactions on surfaces and to quantitatively describe the rates of heterogeneous catalysis reactions. These authors also provide an intriguing discussion of the future prospects of the calculations to predict new catalysts and, hence, provide a rational guide for catalyst development. DFT techniques are also applied to the investigation of acid-based catalysis by microporous materials such as zeolites. An interesting innovation is the production of ε-caprolactam (a precursor molecule to the polymer nylon-6) by conversion of cyclohexanone (the so-called Beckmann rearrangement) in a zeolite or a structurally related aluminophosphate, 53,54 a reaction that is environmentally much more benign than the conventional route through homogeneous catalysis in sulfuric acid. Figure 2 shows the final step in the formation of ε-caprolactam, the hydrolysis of an intermediate carbiminium ion in the pore of a zeolite.
Magnetism and Magnetic Materials
The enormous increase in the recording density of hard disk drives by eight orders of magnitude during the past 50 years (see the May 2006 issue of MRS Bulletin on "Materials for Magnetic Data Storage") has been achieved by downsizing the bits recorded in the magnetic storage layer. This approach is, however, limited by the onset of superparamagnetism, which occurs when the grain size in the recording medium is reduced to an extent that the magnetic energy stored in a grain becomes comparable to the thermal energy. Recently, based on DFT calculations, tetragonal iron cobalt alloys were proposed as promising materials with the desired high uniaxial magnetic anisotropy and high saturation magnetization. 55 Stability of the tetragonal FeCo phase can be achieved in FeCo/Pt superlattices (see Figure 3 ); again, DFT calculations turned out to be essential. 56 This is a good example of a real computer-aided materials design. The application of DFT in transition-metal oxides requires considerably more care, as the spurious self-interaction in DFT overly delocalizes electrons, leading to excessive metallic behavior and the washing out of mixed-valence states in doped oxides, affecting local spin magnetism, conductivity, and even phase stability. Despite these limitations, DFT and enhanced DFT methods can be used to assist in the rational design of new materials. A good example can be found in the search for a lithium-battery electrode material with higher energy and power density. 43 In this field, DFT computations are now commonplace in industry and academic labs.
Oxides and Minerals

Semiconductors and Nanotechnology
Semiconductors probably form the class of materials that has seen the most widespread use of DFT. Calculations of electronic properties for known semiconductors, such as bandgaps and defect states, are now commonplace and have been performed for virtually all unary and binary semiconductor systems as well as for a wealth of higher-order compounds, ordered and disordered alloys, dopant types, and surface structures. In his contribution to this issue, Marzari reviews the applications of DFT to semiconductor nanotechnology, concentrating on Si-H nanostructures, single-walled carbon nanotubes, and self-assembled monolayers. The combined investigation, based on experiment and DFT calculations, of the adsorption of large organic molecules on metallic and semiconducting surfaces, the formation of ordered structures through a self-assembly process, 57 and the electronic transport process in these molecular devices 38 is an essential contribution toward the development of molecular electronics.
Biomaterials
DFT calculations play an increasingly important role for understanding complex processes in biological materials. For example, the protonation of the retinal chromophore is of crucial importance for the visual process. Protonation leads to the formation of a highly polarizable π-system required for long-wavelength adsorbance and wavelength regulation by the protein environment, and deprotonation is required for the protein to reach the activating state after light adsorption. Sugihara et al. 58 and Röhrig et al. 59 have applied DFT techniques to investigate the structure and dynamics of the retinal chromophore of rhodopsin in different environments. Figure 4 shows the DFT-optimized structure of the chromophore binding site. One of the exploratory studies based on a linear-scaling code presents a total energy calculation of a piece of DNA consisting of more than 2500 atoms. 17
High-Throughput Ab Initio Calculations
High-throughput (combinatorial) experimentation has played an increasingly important role in materials science. By studying large numbers of systems, one can screen combinatorial spaces for new systems with desired properties. Modern DFT codes have now become very robust, enabling many tasks to be performed automatically. Combined with the increasing speed of computers, this opens the way toward high-throughput computation. 60 Pioneering applications have been devoted to crystal structure predictions 61 and the search for stable quaternary alloys. 62
Summary and Outlook
DFT is the most detailed "microscope" currently available to glance into the atomic and electronic details of matter. As such, it has catalyzed a renewed interest into the fundamental science, chemistry, and physics of materials. Its impact is likely to continue to grow through the further development of tools that build upon DFT to model higher-level properties not directly accessible to DFT because of timescale, length-scale, or complexity issues. Much of this application-driven modeling is likely to be performed by people with field-specific knowledge in cooperation with the DFT practitioners and code developers; therefore, educating the materials
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The Impact of Density Functional Theory on Materials Research scientists of the future through new textbooks, online courses, and tutorials is a crucial aspect of increasing the impact of DFT. Despite all of its successes, DFT is not accurate for all problems. We have already mentioned the continuing effort to construct exchange-correlation functionals leading to improved accuracy. Although DFT does an excellent job on the groundstate properties of metals and semiconductors, the "bandgap" problem (i.e., the difficulty of achieving a quantitatively accurate prediction of the gap between the highest occupied and the lowest empty eigenstates) and the inability to describe the physics of van der Waals interactions are notorious. Also, the properties of strongly correlated systems such as transition-metal oxides are not well reproduced by common exchange-correlation functionals. Evidently, explorations of the many-body aspects of electron correlation beyond current DFT methods are needed, and this is currently a very active field of research. Many-body perturbation theory (the GW method) corrects most of the bandgap problem in DFT, even for difficult cases such as narrow-gap semiconductors. 63 LDA+U approaches combine a DFT description of extended states with a Hartree-Fock-like treatment of the Coulomb repulsion U between states in narrow d-and f-bands, and lead to a significant improvement in the structural, electronic, magnetic, and optical properties of transition-metal oxides 64 and other systems where electron localization is strong. Dynamic mean-field theory (DMFT) may be considered as a manybody extension of DFT that attempts to capture the true many-body physics of the electron-electron interaction. For strongly correlated systems, LDA+DMFT agrees with LDA+U, but it subsumes the LDA for weakly correlated metals and achieves a correct description at arbitrary strength of the onsite Coulomb repulsion. 65 At this point, no unified "post-DFT" theory exists, and practitioners will need to decide with care which improvement strategy is best suited for a property that cannot be accurately computed at the DFT level. Finally, the recent development of a highly efficient quantum Monte Carlo approach 66 could open the way toward materials simulations with an unprecedented level of accuracy and sophistication.
