Software defined networking (SDN) represents a new approach in which the decision-making process of the network is moved from distributed network devices to a logically centralized controller, implemented as software running on commodity servers. This enables more automation and optimization of the network and, when combined with software defined compute and software defined storage, forms one of the three pillars of IBM's software defined environment (SDE). This paper provides an overview of SDN, focusing on several technologies gaining attention and the benefits they provide for cloud-computing providers and end-users. These technologies include (i) logically centralized SDN controllers to manage virtual and physical networks, (ii) new abstractions for virtual networks and network virtualization, and (iii) new routing algorithms that eliminate limitations of traditional Ethernet routing and allow newer network topologies. Additionally, we present IBM's vision for SDN, describing how these technologies work together to virtualize the underlying physical network infrastructure and automate resource provisioning. The vision includes automated provisioning of multi-tier applications, application performance monitoring, and the enabling of dynamic adaptation of network resources to application workloads. Finally, we explore the implications of SDN on network topologies, quality of service, and middleboxes (e.g., network appliances).
Introduction
Software defined networking (SDN) represents a fundamental advancement, revolutionizing the network industry [1] . SDN differs from traditional networking in three critical ways. First, SDN separates the data plane, which forwards traffic at full speed, from the control plane, which makes decisions about how to forward traffic at longer time scales. Second, SDN provides a well-defined interface between the now-separated control and data planes, including a set of abstractions for network devices that hide the many of their details. Third, SDN migrates control plane logic to a logically centralized controller that exploits a global view of network resources and knowledge of application requirements to implement and optimize global policies. Figure 1 shows a high-level SDN architecture where the lines indicate policy and/or network services applied to connectivity. Figure 3 shows the underlying network resources for one potential realization of the abstract network depicted in Figure 2 . The thick arrows correspond to the abstract connectivity in Figure 2 , whereas thin lines indicate the physical links in the network. The underlying implementation is far more complicated than the abstract representation. Traditional networks are specified in terms of the underlying implementation. This is analogous to programming in assembly language. Software defined networks are specified in abstract terms that more closely resemble programming in a high-level language.
Virtualization and abstraction
SDN defines open, standard abstractions for networks that hide the details of the underlying infrastructure, similar to how an operating system abstracts the complexity of underlying hardware by exporting common application programming interfaces (APIs) to services such as file systems, virtual memory, sockets, and threads. These 
Figure 2
The abstract network specification for a three-tier web workload including a firewall service and a load balancer service on the logical link between the Internet and web servers. Further, connections between application servers and database servers are labeled with a higher quality of service.
abstractions provide new tools to enable the richer networking functionalities demanded by recent industry trends including dynamic virtual server workloads, multi-tenant cloud computing, and warehouse-scale data centers. Existing standards and abstractions have proven inadequate for delivering this functionality Bat scale[; for example, 12-bit virtual local area network (VLAN) identifiers [2] allow for up to 4,096 isolated tenants. To address this, networks have become increasingly complex, including proprietary routing, traffic engineering mechanisms, and labor-intensive configuration of network appliances used to secure and optimize multi-tier systems. SDN offers the potential to reverse this trend by addressing these problems in the controller software running on commodity servers that programs network hardware using open protocols.
The dominant use of SDN that enables solutions to these problems is network virtualization. Network virtualization involves abstracting the physical network in two ways: (i) isolating multiple tenants and giving them a Bview[ such that they are the only ones using the network and (ii) presenting an abstract topology that may differ from the physical topology, e.g., an abstract topology with all hosts attached to a single, large switch. A related concept is Network Functions Virtualization (NFV) [3] , which replaces specialized appliances such as firewalls, load balancers, and intrusion detection systems with virtual machines (VMs) running on conventional servers [4] [5] [6] [7] connected to the network. In the server world, virtualization has enabled new applications and revenue streams that would not have been technically possible or economically feasible otherwise. It is anticipated the same will be true for networking.
Splitting the data plane and the control plane In conventional networks, each device implements both data and control plane functionality. For example, when a packet is received at a switch, the data plane matches fields in the packet with respect to forwarding rules and performs specified actions such as changing the destination Internet Protocol (IP) address and forwarding the packet on a specific port. To instantiate these rules, various mechanisms are used. For basic forwarding, each device participates in distributed control plane logic, communicating with peers using protocols such as spanning tree [8] or Transparent Interconnection of Lots of Links (TRILL) [9] for Ethernet switchesVand Border Gateway Protocol (BGP) [10] or Open Shortest Path First (OSPF) [11] for IP routers.
SDN combines these control channels into one mechanism that can control both basic forwarding and more sophisticated services. Each device continues to forward packets at full speed on the basis of currently installed forwarding rules, but the distributed control plane is replaced with a logically centralized controller that programs the forwarding rules of each device in the network. The controller uses its global network view to create basic forwarding rules that are not
Figure 3
The underlying network implementing the abstract network shown in Figure 2 . The thick arrows represent the tunnels that provide the abstract connectivity from the Internet to the various services via the appropriate middleboxes. The hypervisor virtual switches (labeled vSwitch) are responsible for routing traffic in to and out of the tunnels. The quality of service requirements between the application servers and database servers are provided by configuration in the switches and are not shown.
limited to spanning trees and dovetail with higher-level functionalities such as Network Address Translation (NAT) and VLANs. The ability to control all aspects of the network results in flexibility and innovation.
Centralizing network control
Once the data and control planes are split, it is no longer necessary to have a distributed control plane. As a consequence most realizations of SDN migrate a substantial portion of network control functionality to a logically centralized SDN controller. The controller connects to every switch in the network, typically through a separate control network, which allows it to monitor and control each device. A tightly coupled cluster of SDN controllers can be used for scale-out and fault-tolerance [12] [13] [14] . In such clusters, consistently distributing shared state can be problematic and many recent efforts have explicitly distributed some tasks either to a subset of the cluster or to switches to alleviate these issues [15, 16] . Though less common, the distributed management plane can also be replaced with a logically centralized management point, possibly the same controller, to enable network-wide monitoring, management, and policy enforcement [17] .
While there are well-recognized trade-offs between distributed and centralized control, the advantages of centralization appear to greatly outweigh the disadvantages in the context of SDN. Most of the problems described earlier can be solved using SDN technology. For example, an SDN controller has global visibility into the current state of the network, e.g., link and buffer utilization, device failures, and where hosts are located, so it can implement end-to-end quality of service (QoS) and respond rapidly to failures [18, 19] . However, SDN need not centralize control entirely. Internet scale networks and networks of large organizations will continue to consist of numerous independent administrative domains.
The rest of this paper is organized as follows. The next section describes several example SDN scenarios: network virtualization and abstraction, middlebox connectivity, fabrics, monitoring-control loops, and QoS. That is followed by a discussion of IBM's SDN vision and offerings including the OpenDaylight** Project [20] . After that, examples of early adopters of SDN technology are presented. Two final sections briefly discuss migration to SDN technology and provide concluding remarks.
Example SDN scenarios SDN provides a platform on which a wide variety of scenarios can be realized. Ultimately, the functionality delivered via this platform will be limited only by developers' ingenuity and imagination. Here, we describe six scenarios that have already been realized: network virtualization, network abstraction, middlebox insertion, fabrics, monitoring-control loops, and QoS. These examples are chosen to both give an idea of the breadth of SDN's uses and illustrate some of the most prevalent current use cases.
Network virtualization
Perhaps the most common SDN scenario is network virtualization. In fact, people sometimes mistakenly equate SDN with virtualization. The Merriam-Webster dictionary defines virtual as Bbeing such in essence or effect though not formally recognized or admitted.[ For example, a virtual Ethernet switch, such as Open vSwitch [21] , behaves just like a physical Ethernet switch. It receives incoming Ethernet frames on its ports and forwards them, transmitting each on the appropriate port(s), based on fields in the frame header such as the destination address. Unlike a physical Ethernet switch, however, a virtual switch is realized in software, typically in a hypervisor running on a general-purpose computer. This enables virtual switches, and virtual networks, to be created quickly and easily, which is one of the key benefits of virtualization.
Virtual Ethernet switches forward Ethernet frames between virtual network interface cards (vNICs) associated with VMs running on a hypervisor and one or more of the hypervisor's physical Ethernet NICs. This allows a single physical Ethernet NIC to be shared by multiple VMs. By itself, interface sharing only allows vNICs to be connected to physical Ethernet switches. A typical physical Ethernet network consists of multiple interconnected switches. To construct a virtual network, the connections between switches must be virtualized as well. This raises some interesting challenges for which SDN is particularly well-suited.
Virtual networks can be implemented using a variety of means. One is by using VLAN tags. Such tags segment traffic flowing throughout a single Ethernet into multiple conceptual or Bvirtual[ local area networks. Switches direct traffic tagged for a particular VLAN only to ports associated with the corresponding tag thus enforcing the appearance of multiple and separate networks. At first glance, VLANs might appear to be an ideal mechanism for network virtualization. Their effectiveness for this purpose is limited by several factors. First, VLANs do not, by themselves, span multiple Ethernet networks, or even multiple Ethernet switches. Instead, they require careful coordination of the configuration at all switches that might need to handle traffic for that VLAN. This is a severe limitation for a virtual network, which can reasonably be expected to span multiple physical networks potentially over geographically dispersed regions. Second, the total number of VLANs is limited to 4,096 because of the number of bits in the VLAN tag. This limit is smaller than the number of virtual networks that might be needed in even a small to medium sized data center. VLANs, though useful, do not provide an ideal solution for network virtualization. The tunnels form a network that is overlaid on top of an IP network. This approach has several benefits. One is the lack of any need to configure or otherwise control physical switches. The only requirement overlays have on the underlying network is IP connectivity, which has long been ubiquitous. Another benefit is their significantly greater scalability relative to VLANs. One important consideration with overlays is the approach used to select switches between which a tunnel is established. Tunnels could be established between every pair of switches. This generates n 2 tunnels where n is the number of virtual switches. In another approach, a single virtual switch is selected with which all other switches establish a tunnel. Both approaches can run into scalability issues when there are very large numbers of virtual switches. Current solutions use traditional routing, e.g., BGP or OSPF, to interconnect different overlay networks when they reach these scaling limits.
Overlays also have some drawbacks. Perhaps the largest is that the mappings from destination addresses to corresponding tunnels have to be disseminated and kept up-to-date even as VMs join, leave and move. This adds either increased latency to the first packet while the virtual switch pulls this information from a centralized service or extra communication and complexity overhead to keep correct entries pre-cached. Further, encapsulation adds additional headers reducing the amount of data in each physical Ethernet frame available for useful data (slightly) decreasing throughput. Encapsulation and de-encapsulation also entail processing and memory overhead. Finally, while building on top of IP eases deployment, it also means accepting IP's best effort delivery. Alternately, the overlay controller can leverage QoS features in the underlying switches at the cost of the added complexity involved in configuring and using QoS queues in each switch.
A third approach to network virtualization leverages OpenFlow** [24] . OpenFlow is a standard protocol by which an SDN controller can configure forwarding rules in Ethernet switches. The protocol allows packets to be identified by a comprehensive set of header fields such as source and destination Media Access Control (MAC) addresses, IP addresses and Transmission Control Protocol (TCP) or UDP port numbers. OpenFlow can be used to implement a virtual network by programming virtual and physical switches to forward packets between network interfaces attached to the same virtual network while prohibiting flows between different networks. OpenFlow does not require encapsulation. Furthermore, once a switch is programmed for a particular flow, it forwards frames using the same mechanism and identical performance as for a conventional nonvirtualized network.
A key consideration when leveraging OpenFlow is the approach used to program switch forwarding rules. Rules may be programmed reactively, where packets that do not match an already-installed rule are sent to the controller, which then installs an appropriate rule. They may also be programmed proactively, for example, when a new host is discovered or a virtual network is defined. This exposes a tradeoff between the added latency of contacting the controller on the first packet of each flow and needing to keep rules installed for all flows versus only currently active flows. The reactive approach is more commonly used today as the number of fully flexible rules that can be simultaneously installed in physical switches is often quite limited, e.g., 1,000 rules. Increasing rule sizes and hybrid approaches promise to improve this state of affairs.
OpenFlow provides fine-grained control over a switch's forwarding behavior including the ability to enforce QoS. This can be leveraged to limit or eliminate performance interference between distinct virtual networks. OpenFlow too has its limitations. Its primary drawback is that it requires OpenFlow capable switches and the administrative authority to exploit that capability. OpenFlow is a new and still emerging technology so its deployment is currently limited. Currently deployed OpenFlow controllers typically manage a limited set of switches such as those within a single data center. Thus, while highly effective for use within a data center, OpenFlow, by itself does not currently represent a viable solution for network virtualization across geographically dispersed sites without using overlay tunnels between Bislands[ of OpenFlow switches.
The preceding discussion of virtualization options may seem to reflect increasing complexity rather than the simplification promised by SDN. However, the details of the implementation and ultimately the selection of an implementation are handled by the SDN controller. A virtual network user need only specify the required connectivity and desired network services. The controller takes these specifications and configures implementation artifacts such as tunnels or OpenFlow rules as needed to realize virtual networks on the available underlying network resources.
Network abstraction
Traditionally, one measure of virtualization quality is the extent to which virtual entities appear to be as real as possible. Fidelity between real and virtual entities allows the entire ecosystem of software and expertise developed in the real world to be leveraged in the virtual one. It eliminates the need for solutions already perfected on real resources to be re-implemented. One benefit of virtualization however is the ability of virtual entities to offer enhanced functionality. SDN therefore provides not only network virtualization, but also abstraction. The Merriam-Webster dictionary defines the term abstract as Bdisassociated from any specific instance.[ An abstract network, therefore, is one that retains the fundamental capabilities of a general class of networks, for example packet forwarding, without exhibiting the specific behaviors of any one instance, such as a network of Ethernet switches.
An abstract network adheres to a given model. The model defines the entities supported by the network and their behaviors including interactions among entities and with the external world. Many models are possible. Virtual Ethernet, described earlier, though not particularly abstract, represents one network model. Virtual Ethernet implementations typically provide some level of abstraction. One popular model is the Bbig switch[ in which all virtual network interfaces appear to be plugged into a single switch regardless of the presence of multiple underlying physical and virtual Ethernet switches. A single link in a virtual Ethernet may actually correspond to multiple links or paths in the physical network. Higher levels of abstraction are possible. Ethernet follows a Bdefault on[ approach. In the absence of specific action to the contrary, all interfaces connected to the same network can communicate with one another.
An alternate model from IBM Research called Meridian [25] takes a Bdefault off[ approach. With Meridian, specifying that server A can communicate with both server B and server C does not imply B and C can communicate with each other. This facilitates handling real world scenarios that are not as well suited to a default on model. One example is where a set of web servers must communicate with a set of application servers but there is no requirement for communication among the web or application servers themselves.
As with high level programming languages, numerous models are possible and model development is expected to continue for the foreseeable future. A good model is generally easy to use, abstract, dynamic, comprehensive and composable. A model should be intuitive to use and naturally fit typical scenarios. It should not mandate specification of details that may not always be necessary. A good model is adept at handling changes in both the abstract and physical networks. Strong models provide comprehensive network services, for example address assignment and name resolution, enabling but not requiring essential services be provided externally. Finally, a good model facilitates composition of higher-level services from fundamental model entities.
An SDN controller may support multiple models concurrently. These models may exhibit equivalence in which any scenario described in one can be identically represented in another. In this case, it may be possible to interact with a single abstract network instance using multiple models. Incompatibilities between models may also exist. In such cases, the controller may augment or adapt one or more models to enable better interoperation. Alternately, such incompatibilities may simply prohibit an abstract network specified using one model from being manipulated via another.
Middlebox insertion
A middlebox is a hardware or virtual appliance that provides functionality along a network path. Example middleboxes include firewalls, intrusion detection and/or prevention, proxies, caches, and wide area network (WAN) accelerators. Middlebox deployment is a significant pain point for data centers. Physical appliances are expensive to purchase and require a specialized skill set to configure thus increasing both capital and operational expense. They often have to be cabled in-line at specific locations in the network limiting flexibility. Firmware upgrades can be a risky undertaking. To date, the industry has failed to converge on a standard protocol for configuration of firewalls, load balancers and other middleboxes. Data centers are left with a variety of heterogeneous appliances, each with their own method of configuration whose semantics differ from device to device.
An emerging trend is replacement of physical middleboxes with virtual appliances, most recently termed NFV. Virtual appliances are highly flexible in that they can be placed on any host server. Being VMs, they can be copied and started throughout the data center making them ideal for auto-scaling in response to traffic load. One approach taken in this direction is to create a distributed platform for middlebox appliances (e.g., vAMOUR [26] or Embrane** [27]). The middlebox platform controller is separate from the SDN controller and deploys the required middlebox functionality across the VMs it manages. The middlebox controller tunnels traffic between middlebox VMs as specified by a user-specified chain. A drawback to this approach is that, typically, a given middlebox controller only interoperates with middleboxes from that vendor either limiting the set of available middleboxes or requiring multiple such controllers.
IBM's vision is for the SDN controller to manage middlebox deployment as an integral part of virtual network deployment, and to consider middleboxes as first class entities within the network model. In actuality, we would like to manage network services, which might be middleboxes or other network functionality, such as higher QoS. The user can specify which types of cloud provided network services need to service which flows. The user may accept the default rule set that is provided by a firewall or specify some custom changes in a manner that declares the desired semantics without having to delve into a low-level rule specification language.
To support middleboxes from different vendors, the SDN controller provides a plug-in mechanism that enables vendors to manage their company's middleboxes using their vendor-specific protocol. The SDN controller maps the virtual network model, including its network services, to an internal representation and calls the appropriate vendor plug-in to configure the appropriate middleboxes. The SDN controller manages the routing of all packet flows in the networkVbetween hosts and network services. This integrated, global view and control allows for fast scale up/down, insertion and removal of network services and servers.
Current virtualized middleboxes mimic their physical counterparts and thus inherit certain drawbacks. This includes the need for network interfaces into each network that they service. Overlay network based service chaining can aid in removing these restrictions thereby simplifying the deployment of these devices.
Network fabrics
A fabric is a set of network devices, such as switches, that provide connectivity as a holistically managed unit. Fabrics are a natural fit for SDN because a controller normally manages a set of switches in much the same way. Fabrics typically provide shortest path forwarding and some degree of multipathing. They can thus offer significantly more bandwidth than traditional networksVespecially at the Ethernet layer where the spanning tree protocol typically restricts these features. Fabrics also usually allow for straightforward host mobility, a feature missing from traditional IP networks since moving between subnets requires changing a host's IP address.
While there are recent standards that build fabrics in a distributed manner [9, 28] , with SDN fabrics are constructed by having the logically centralized controller determine the network topology, e.g., via Link Level Discovery Protocol (LLDP) [29] , and then directly compute and install routes. This centralized approach can offer faster convergence to network changes, e.g., failures, and globally optimized use of network resources. A variety of such SDN fabrics have been proposed and some built [30] [31] [32] [33] offering different trade-offs. IBM's SDN controller implements a fabric called Scalable Per-Address RouTing Architecture (SPARTA) based on PAST (Per-Address Spanning Tree) [34] . A key benefit of SDN fabrics is the ability to improve, or replace, the fabric simply by upgrading the SDN controller.
As fabrics need not implement standard routing protocols internally, they open the possibility of using more exotic topologies than the typical folded-Clos-style fat trees used today. There are a variety of existing topologies optimized for different communication patterns, e.g., HyperX [35] , the cabling-optimized Dragonfly [36] , and the randomly wired Jellyfish [37] . These topologies provide multiple shortest paths between endpoints, so fabrics' support for multiple paths can exploit these unconventional topologies to increase performance and/or lower cost. These new topologies typically employ a single type of switch instead of the different core, aggregation, and edge switches commonly found in current networks. Thus, an entire fabric can be built out of a large number of relatively inexpensive top-of-rack switches.
When a fabric has multiple paths available, it must choose which path to use for each flow. Typically, switches hash packet header fields and use the hash function to choose the path; this spreads different flows onto different paths while preventing packets of a single flow from being reordered. Hashing works well when there are a large number of flows of roughly equal bandwidth, but high-bandwidth flows and random hash collisions cause load imbalances within fabrics. Advanced fabrics can monitor for such imbalances and reroute flows to spread load more evenly, reducing congestion and increasing overall network throughput. SDN makes such automatic traffic engineering easier to implement because the central controller can aggregate measurements of the whole network and perform global optimizations [18, 19] .
Monitoring-control loops
While the most significant work on SDN has come on the control side, the ability to program switches is worthless without the context of how they are connected and what traffic they must forward.
To provide this context, SDN solutions typically provide three monitoring mechanisms:
1. Topology discoveryVMechanisms to discover links between network devices and thus deduce the topology of the network. This includes both physical links, and multi-hop links, e.g., tunnels. Polling counters on all network devices from a centralized SDN controller may prove to be costly. Prior work has shown that to be effective, the polling should finish within a second or less [38, 39] , which is difficult. Several researchers have explored using flow monitoring techniques such as NetFlow [40] and sFlow [41] in conjunction with topology discovery [42] . Nearly all current virtual and physical switches support NetFlow or sFlow. NetFlow enabled switches send Netflow records to a collector at periodic intervals. These contain details about all flows observed during the last monitoring interval. sFlow enabled switches sample one out of every N packets (where N is a configured sampling rate) and sends the packet header to a collector. These approaches offer potentially lower-latency and more scalable approaches to monitoring the current network state. Significant prior work has focused on how to use these measurements to effectively infer network conditions [43] and perform high layer functions such as network aware VM management [44] .
Combining accurate knowledge of the network topology, flows, and link utilization with the ability to change forwarding behavior illustrates the strength of SDN. This combination allows an adaptive control loop to monitor and react to network events in real time. For example, this can be used to redirect large flows away from congested links.
Over time, with proper annotation of particular workloads, the controller can even learn the network behavior of different workloads and adapt the forwarding rules in anticipation rather than merely as a reaction. In a virtualized environment, VM placement can be based on network conditions and VMs can be migrated if beneficial. At even longer time-scales, knowledge of fine-grained workload usage combined with big data analytics can inform decisions of how to reconfigure and upgrade the network. For example, simply adding an extra link between certain racks might have the same effect for certain workloads as upgrading the entire network.
Quality of service SDN enables several types of network QoS. A coarse form of Bbest-effort[ QoS can be achieved by quickly detecting congestion and rerouting traffic around congested links. This is an active area of research and several researchers have looked at how to reduce time required to detect congestion and reroute flows [45] .
Providing stronger QoS guarantees typically requires two switch features: (i) the ability to create and configure queues with dedicated bandwidth at each switch port and (ii) the ability to place flows into these queues [46] . The latter is easily available through the OpenFlow enqueue action, whereas the former has been largely achieved out-of-band. Configuration of queues is an essential part of the OF-Config specification [15] . An alternate approach proposed recently is to combine rate control at end hosts with OpenFlow-based control of flows in the physical network to give end-to-end guarantees [47] .
In an environment, where SDN is supported only at the network edge, QoS options are limited. A controller can employ explicit rate control (supported in Open vSwitch), but without knowledge of the internal topology it is difficult or impossible to avoid oversubscribing links. Alternately, the controller can explicitly set the IP type of service [48] and/or Ethernet priority code point [49] packet header fields for downstream routers and switches to act on.
IBM's SDN approach, architecture, and offerings IBM SDN for Virtual Environments (SDN-VE) is an SDN controller that can control an overlay network, a fabric, or both together. The SDN-VE controller is based on the Linux Foundation's OpenDaylight Project [20] . Alongside the controller, IBM provides virtual switches designed for specific hypervisor platforms including virtual switch for VMware (the IBM System Networking's Distributed Virtual Switch 5000V [50] ) and a virtual bridge for Kernel-based VM (KVM) as part of SDN-VE.
This section describes SDN-VE including its OpenDaylight base, the architectural framework, how that framework integrates with cloud infrastructure such as OpenStack, and operates over various underlying protocols such as OpenFlow. [52] , Border Gateway Protocol (BGP) [10] , the Locator/ID Separation Protocol (LISP) [53] , and services including Distributed Denial of Service (DDoS) mitigation and network virtualization. At its core, the OpenDaylight controller consists of Java**-based, OSGi bundles [54] that allow for individual components of the controller to be easily swapped in and out combined with a Service Abstraction Layer (SAL) that insulates applications or services running on top of the controller from the protocol details of Bdrivers[ that logically sit at the bottom of the controller.
Architectural framework
The SDN-VE architecture consists of: (i) the controller core, northbound APIs and southbound driver plug-in interfaces; (ii) integrated network services and applications, which can be hosted within or outside the SDN-VE platform; and (iii) the underlying physical network. The SDN-VE platform has a layered architecture. Network services and applications sit at the top layer and interact with the controller via an abstract network API. The middle layer is an orchestration layer that interprets the abstract network API calls, converts them into network specific tasks and implements the tasks through one or more drivers at the bottom layer. The bottom layer is composed of a set of protocol drivers or interfaces enabling the controller to communicate with different devices as well as deployed environments in the network. Figure 4 shows the architecture of the SDN-VE controller.
SDN-VE controller coreVThe core provides a set of common functionality essential for building network services and applications. It includes an object modeling infrastructure to represent network elements such as switches, routers and gateways along with their configuration and interconnections as well as a data store Figure 4 The IBM SDN-VE architecture. The core platform consists of three layers: (i) the abstract, northbound network API, which is compatible with OpenStack Neutron, (ii) an orchestration layer (represented by BCore Services and Apps[ and the BOpenDaylight-based SDN controller,[ which maps abstract API calls to actions on devices and vice versa, and (iii) the southbound drivers for devices including OpenFlow and DOVE. Provisioning platforms make use of the northbound APIs to configure the network. The DOVE driver provides overlay virtual networks (shown on the middle right) across both OpenFlow and IP networks (shown at the bottom), while the OpenFlow driver allows for control of the underlying fabric if it supports OpenFlow.
for maintaining configurations, topology, state, policies and other critical data needed for controller operation. Further, it provides synchronization between controller instances deployed in a cluster for fault-tolerance and to scale-out. In addition, the core provides methods for unified topology discovery and maintenance. Northbound APIsVThe SDN-VE northbound API is a superset of Neutron [55], the OpenStack networking API. This has been deliberately designed to make the integration of SDN with SDE, which is based on OpenStack, easier as discussed in SDN integration section below. Currently, the SDN-VE northbound API provides support layer-2 virtualization using networks, subnets, and ports as primitives. Further, it can perform layer-3 routing between subnets it manages. It also supports several Neutron extensions such as port binding and provider network [56] extensions. Southbound driversVThe SDN-VE platform offers extensibility through southbound drivers that control network devices. In particular it uses (i) OpenFlow 1.0 and 1.3 drivers to manage switches that support those protocols and (ii) drivers for virtual switches in hypervisors to implement overlay virtualization using Distributed Overlay Virtual Ethernet (DOVE) including support for KVM [57] and VMware environments. Over time, we expect that SDN-VE will add additional drivers both from OpenDaylight and IBM efforts. Orchestration layerVThe orchestration layer is responsible for mapping requests received from northbound layer to the appropriate set of devices and consequently drivers. A similar mapping from devices to northbound API concepts translates events generated in the network to applications that have registered for such notifications. Network applications integrated with SDN-VEVThe SDN-VE platform is designed to be extensible through the addition of network applications and even possibly open to third-party developers, but a variety of core applications come pre-integrated with SDN-VE:
Logical networksVThis service enables creation of disparate logical networks over the shared physical infrastructure, along with provisioning for the necessary physical and virtual resources. It supports multi-tenancy with per tenant virtual network configuration, policies, traffic isolation, statistics and topology views. Connectivity serviceVBased on the grouping of hosts into logical networks, the connectivity determines whether hosts should be allowed to communicate and if so, through what middleboxes and/or network services. Scalable Per-Address RouTing Architecture (SPARTA)VSPARTA is a scalable layer-2 forwarding solution designed to make efficient use of network fabrics. SPARTA, which is based on PAST [34] , computes per-MAC-address, destination-rooted spanning trees and programs switches to forward traffic to each host in the network along its associated tree. SPARTA supports an arbitrary (mesh) topology and balances flows across multiple paths, thus helps do away with the limitations of traditional Ethernet networks with a single spanning tree. Further, SPARTA leverages access to larger layer-2 specific forwarding tables to support more than 100,000 hosts on some switches. Flow replication and redirectionVThis allows a higher layer application to logically tap into flows between a given source and destination by having the traffic replicated to another destination. This service can be used for pushing selected flows to diagnostic tools. It can also test new services on live traffic before deployment.
Service plane integrationVAs SDN is deployed, a key aspect is how the SDN controller integrates network services and appliances. SDN-VE supports three different kinds of network services. First, the controller can route traffic through an existing physical appliance, but if the appliance is not SDN-aware, the traffic may need to be proxied by an SDN gateway that removes any SDN-specific encapsulation and headers. Second, virtual appliances behave similarly, but can be dynamically instantiated as VMs on commodity servers and proxied by the hypervisor virtual switch. Finally, some network services can be implemented purely via OpenFlow rules installed by a software module running in the controller.
To orchestrate this integration, the SDN-VE northbound API extends the Neutron API to allow for the specification of network service and middlebox insertion. In particular, when using overlay routing, SDN-VE provides the ability to define and configure special virtual networks that contain (either physical or virtual) network services such as firewalls and load balancers. Further, these services can be chained and applied to fine-grained subsets of traffic. For example, only TCP traffic on port 80 between two virtual networks. The application of these chains and the services in them is determined solely by properties of the traffic and the grouping of the source and destination into virtual networks, rather than being based on hosts' physical locations. IBM is in the process of proposing these service chaining features and APIs as additions to OpenStack Neutron. OpenStack [58] , an open source platform for cloud computing is emerging as the platform of choice for building open clouds and forms the core of IBM's SDE. The OpenStack networking component, Neutron, provides ways to create basic layer-2 and layer-3 connectivity and is quickly expanding to support higher-level network services. In particular, Neutron currently defines standard ways to specify that firewalls, load balancers and Virtual Private Network (VPN) services should be applied to certain traffic. Both OpenDaylight and IBM's SDN-VE provide plug-ins to interface with Neutron. Further, the extensibility of Neutron allows the differentiating features of SDN-VE to be presented to OpenStack users through Neutron extensions.
IBM SDN integration with SDE architectures
While overlay network virtualization merely uses the existing physical network for IP transport, SDN-VE is also able to control the underlying fabric and coordinate actions between the underlay and overlay. For example, when SDN-VE provides a SPARTA fabric, the overlay component can ask for link-disjoint paths to avoid correlated failures. When it comes to interoperability between the fabric and/or overlay and existing physical networks, SDN-VE ensures the behavior at the edge is compatible with the layer-2 and layer-3 expectations of existing physical networks.
Early adoption
This section describes several early SDN deployments to give an idea of what real-world use cases exist and thus how others might start to deploy SDN.
Financial data distribution in real time
A provider of financial information had specific service-level agreement (SLA) requirements to deliver financial information to different subscribers while ensuring fairness so each subscriber received information at the same time. They used IBM's OpenFlow solution including IBM switches and IBM's Programmable Network Controller to move forwarding decisions off servers/firewalls and into an OpenFlow network. Defining flow rules that rewrote packets, added them to multicast groups and forwarded them to specified ports, all in a few microseconds ensured that they were able to meet the SLA requirement.
Application-driven network bandwidth allocation A large European university deployed an SDN-based solution using IBM switches that enables network administrators to easily configure and manage virtual networks that control traffic on a per-flow basis based on application requirements. This helps to ensure more predictable performance for large transfers of data in the university's complex environment.
On-demand network monitoring via virtual taps A large managed service provider deployed an SDN-based solution using IBM switches to provide the ability to Btap[ any location in their data center network and send packets from the tap to a centralized location for analysis. This gave them the flexibility to deploy virtual monitoring points throughout the network to diagnose performance and other network issues without having to dedicate physical resources to the monitoring when it is not in use.
Careful management of expensive and critical network resources One of the first high-profile displays of the current generation of SDN solutions was Google's announcement that it was using OpenFlow to operate its BG-Scale[ private inter-data-center WAN. The SDN features of this network allow for traffic over their WAN to be scheduled and to take non-default paths enabling them to more efficiently use the expensive resource. In particular, they are able to persistently drive their WAN links to near-maximum utilization without ill effects giving a 2-3 times improvement over standard practices [59] [60] [61] .
Pervasive security enforcement One of the major changes between traditional networking and SDN is the notion that SDN holistically manages the network in a logically centralized manner. An obvious area that this can help with is security. Security appliances such as firewalls and intrusion detection/prevention systems have typically been point solutions and ensuring that they sit at choke points in the network has been error-prone and performance limiting. Instead SDN allows for a controller to dictate logically pervasive security and route traffic through the appropriate appliances or services. HP has demonstrated this approach with clients in the enterprise space in their presentation at the 2013 Open Network Summit [62] . IBM offers similar features in SDN-VE.
Migration
Given the magnitude of the shift between traditional networking and SDN, it is difficult not to wonder how to introduce SDN into an existing network, allowing for interoperation with legacy networks, and eventually migrating more of the network to SDN. While this paper elides a fuller discussion of these issues due to space limitations, we highlight some of the issues.
SDN deployments can involve an overlay, control of physical devices, or both. In general, deploying an overlay alone requires less effort as it does not usually require new hardware and instead uses existing layer-3 connectivity. Overlays do generally require new software often in the form of a specialized virtual switch for hypervisors and a controller, but this is still less invasive than deploying a full SDN solution which controls physical network devices as well.
Interoperation with existing networks requires some planning and while there are a variety of strategies, a common strategy is to use existing internetworking approaches to stitch SDN-enabled portions of the network to legacy networks. For example, having a layer-3 gateway that handles traffic to and from the SDN-enabled network as though it were a normal IP prefix or subnet reduces, but does not eliminate, the integration issues. Alternately, the SDN-enabled network can speak typical interoperability protocols like OSPF, BGP, or Intermediate System to Intermediate System (IS-IS). Recent research efforts have also looked at how to maximally benefit from a limited deployment of SDN by using traditional network approaches to ensure that all paths traverse at least one SDN-enabled device [63] .
Lastly, deploying SDN can change the set of risks a network operator or architect must take in to consideration. The SDN controller and the channels between it and network devices are new elements that need to be considered from both a security and stability standpoint. In terms of stability, a variety of recent work [64] [65] [66] has applied model checking and software verification to SDN controllers and applications to find bugs and instabilities. As for security, if the SDN controller is attached to an already-secured management network, it should offer little additional attack surface, but in some cases, especially when controlling hypervisor virtual switches, the controller must connect to the data network which makes it more critical to secure both the controller and switches. Fortunately, most SDN protocols, including OpenFlow, allow for authenticated and encrypted communication.
Conclusion
SDN promises to drastically increase the flexibility and efficiency of computer networks. By separating the forwarding plane from the control plane and moving the control plane to logically centralized software running on commodity hardware, we can rapidly innovate and provide new network features while globally optimizing network behavior. This can already be seen in current solutions, which offer the ability to easily deploy multiple virtual networks on the same physical hardware while also providing simpler, higher-level abstractions of the network to ease configuration and management. Going forward, SDN will enable more efficient use of network resources by enabling tight monitoring-control loops to perform adaptive traffic engineering, intelligent workload placement and QoS guarantees.
IBM's SDN efforts can be seen in the SDN-VE product, which allows for abstract virtual networks to be rapidly instantiated. Further, SDN-VE interoperates with OpenStack and provides the networking features of IBM's broader SDE initiative via an OpenStack Neutron plugin, which offers virtual networking APIs. It is capable of providing overlay virtual networks, managing the underlying fabric, or both in concert. It also includes a suite of network applications including middlebox interposition, flow redirection/duplication, and network-aware VM placement. Combined, these enable SDN-VE to easily manage networks for multi-tenant clouds. Going forward, SDN-VE will serve as a platform for IBM's future SDN efforts.
SDN remains a fertile ground for research and development. Remaining challenges include (i) the design and implementation of abstract network models that both allow for expressive policy and are easy to understand, (ii) developing frameworks to allow SDN controllers to be extended with third-party modules while avoiding conflicts, and (iii) more intelligent orchestration of network resources to provide self-managing and self-tuning networks. enterprise mobile and cloud runtimes and services, and energy-efficient server, storage, and memory system design. His personal research has spanned many areas of systems research, including distributed systems (Munin and Khazana), multiprocessor computer architecture (Avalanche and S-COMA), advanced memory system design (Ultraviolet and Impulse), and networking (SPARTA 
