The maximal function along a curve (t, γ (t) 
Introduction
Let be a C 1 -mapping (x, t) → (x, t) defined in a neighborhood of the origin in R n × R k taking values in R n with (x, 0) ≡ x. Let K be a Calderón-Zygmund kernel in R k . By this we mean that K ∈ C 1 (R k − {0}) is homogeneous of degree −k and satisfies |t|=1 K (t) dt = 0. Then we form the singular Radon transform H defined in C ∞ 0 by H f (x) = p.v. f (x, t) K (t) dt, (1.1) and the corresponding maximal operator is defined by
Let us look at the translation invariant case. Suppose that (x, t) in (1.1) and (1.2) is given by (x 1 −t, x 2 −γ (t)), where γ is a convex function on R + → R + and γ (0) = 0. Define an auxiliary function on R + by h(t) = tγ (t) − γ (t). It is known that if γ has bounded doubling time, then h has bounded doubling time, but the reverse is not true (see [17] ). In [17] and [18] , L 2 -theorems were proved. THEOREM In [5] , an L p -theorem was given by the following. THEOREM 2 Let γ be extended as an even or odd function in R 1 . Suppose that γ has bounded doubling time; then H is bounded on L p (R 2 ) for 1 < p < ∞, and M is bounded for 1 < p ≤ ∞.
In this paper we consider H and M defined on the Heisenberg group as a variable coefficient model. Let H 1 be the three-dimensional Heisenberg group identified with R 2 × R. The group multiplication is defined by (x 1 , x 2 , x 3 ) · (y 1 , y 2 , y 3 ) = x 1 + y 1 , x 2 + y 2 , x 3 + y 3 + 2(x 1 y 2 − x 2 y 1 ) , and the inverse is given by (x 1 , x 2 , x 3 ) −1 = (−x 1 , −x 2 , −x 3 ). We define a class of operators H α and M α by formulas (1.1) and (1.2) with n = 3 and k = 1, and α (x 1 , x 2 , x 3 , t) = (x 1 , x 2 , x 3 ) · t, γ (t), αtγ (t) −1 for each α ∈ R 1 . Here γ : R + → R + is a convex function with γ (0) = 0. In [12] the combination of the group representation theory and the almost orthogonality argument of [20] proved the following L 2 -theorem. THEOREM In [5] the authors derived Theorem 2 from the good decay estimate of the Fourier transform of the singular measure in the complement of the normal direction of γ ; the normal direction of γ was handled by a Littlewood-Paley argument based on a decomposition of the Fourier transform plane into lacunary sectors as in [16] .
In this paper we develop the Littlewood-Paley argument of [5] on the Heisenberg group, and we combine this with the techniques of [12] to prove the following result.
MAIN THEOREM
Let γ be extended as an even or odd curve in R 1 . Suppose that γ has bounded doubling time. Then H α is bounded on L p (H 1 ) for 1 < p < ∞, and M α is bounded on L p (H 1 ) for 1 < p ≤ ∞.
Remark 1 (1)
The L p (H 1 )-norms of H α and M α are independent of α (see Sec. 5.3). (2) The assumption that convex function γ is even or odd can be weakened by the balanced biconvex curve in [9] and [12] . (3) In [4] the L p (H 1 )-boundedness of H α and M α was proved under some stronger assumptions for odd curves γ . The main technique in [2] (which uses the dilation property for the scaling argument) was applied for the proof of [4] , and this method has also been developed in [3] for the oscillatory singular integrals considered in [20] . However, the operators neither in the main theorem nor in [20] are known to be bounded in L p under the condition of [2] such that h (t) > h(t)/t for some > 0 with odd γ . (4) Examples. The above four theorems admit the following classes of curves: (i) affine linear curve on [t j+1 , t j ] (where j ∈ Z, t j → 0 as j → ∞, and t j → ∞ as j → −∞) with the ratios t j /t j+1 bounded piecewise linear convex curve plotting points on (t, γ (t)) ; (ii) flat curves defined by γ (t) = exp(−1/t), or γ (t) = exp(− exp(1/t)), and so on, in R + .
This paper is organized as follows. In Section 2, we briefly discuss the group representation theory, which is used for the L 2 -estimates of the convolution-type operators on the Heisenberg group. In Section 3, we give an analogue of the multiparameter Marcinkiewicz multiplier theorem of [13] on the Heisenberg group, which is the essential part for the proof of the Littlewood-Paley theory for angular sectors on H 1 . In Sections 4 -6, we give the proof of the main theorem.
Notation
Suppose that D is a doubling constant of γ satisfying the condition in Definition 1. LetD = log 2/log D; then γ (2 n t) ≥ 2D n γ (t) for t > 0. We also denote D = 2D. Given two quantities a and b, we write a b or b a if there is a constant C (depending only on D or the dimensions of the given space) such that a ≤ Cb.
Group Fourier transform
In this section we sketch some basic facts about group Fourier transforms in [11] and [22] .
. Right invariant vector fields on H n can be defined for 1 ≤ j ≤ n:
Then {X j , Y j , T } forms a basis of the Lie algebra h n corresponding to the Lie group H n (h n is called the Heisenberg Lie algebra).
We also define the operators P j and Q j acting on the Hilbert space, say, L 2 (R n ), where
For each λ ∈ R 1 , we define a one-parameter Schrödinger representation by a mapping R λ from the Heisenberg group H n to the group of unitary operators on
3) where P = (P j ), Q = (Q j ), and I is the identity operator. For the proof of the second equality in (2.3), see [11, Chap. 1 
where F 2,3 is the Euclidean Fourier transform with respect to the second and third component of f . By (2.4), we can also show that
where the multiplication on the right is the composition of operators. From (2.4) and (2.7), we can prove a Fourier inversion formula such as 8) where tra(T ) denotes the trace of the operator
and the Plancherel theorem is of the form 9) where · H S is a Hilbert-Schmidt norm. From (2.7) and (2.9), the following result can be proved.
itself if and only if the family of operator norms
For the details of the proof, see [22, Chap. 12] and [12] . Proposition 1 applies to vector-valued operators. Let T be the operator defined by Tf = {k j * f j } j∈Z for
where
Littlewood-Paley theory in the Heisenberg group

Dyadic decomposition in H
Then, on the Euclidean space, a dyadic decomposition of the νth axis can be defined as
where F is the Fourier transform in R 1 . By the Fourier inversion formula and integration by parts, we can show that this formula is the dyadic decomposition of the function f on the Fourier transform side. By analogy we can define dyadic decomposition of each νth axis in H n as
Here we denote Y j in (2.1) by X j+n and T by X 2n+1 . Then by (2.5), (2.6), and (2.7),
where ν = 1, . . . , 2n + 1 and where F −1 is the inverse Fourier transform in R 1 . Bỹ y ν we denote a vector in R 2n by removing νth component of y, and δ is the Dirac measure at zero in R 2n .
Proof
We show the proof for the cases ν 1 = 1, ν 2 = 2, and n = 1. By (3.1),
Here we denote f (
follows from (3.2) and the Marcinkiewicz multiplier theorem on the one-dimensional Euclidean space. In the same way,
. And let us define, for each ν = 1, . . . , 2n
LEMMA 2
For each ν = 1, . . . , 2n + 1 and for 1 < p < ∞,
.
Proof
The above inequality (for ν = 1) follows from (3.2) together with the corresponding vector-valued inequality on the Euclidean space (see [21, Chap. 4, Th. 4] ). The same proof applies to the case ν = 1.
Marcinkiewicz theorem for the Kohn-Nirenberg correspondence
Let m be a differentiable function away from each of the axes in R d . In particular, m satisfies the condition that 
In this section we show how one can extend this result on the Heisenberg group H n in an appropriate way.
Let us denote (X j ) n j=1 by X and (Y j ) n j=1 by Y . By using a functional calculus (here we adapt the Kohn-Nirenberg correspondence), we assign an operator m K N on 
Instead of the spectral calculus, we used the Kohn-Nirenberg correspondence in (3.4) since X j and Y j are not commutative
Another useful functional calculus for noncommuting operators is the Weyl correspondence (see [1] , [10] , [11] , [24] ). Let N be a nilpotent group, and let n be its Lie algebra with dimension d. Then we define an operator
and {Z j : 1 ≤ j ≤ d} forms a basis of the Lie algebra n as a vector space. It would also be interesting to investigate the L p -boundedness of m W under the condition of (3.
Since L and T are self-adjoint and commuting operators, the joint spectral multiplier
is proved under the condition of (3.3) with d = 2 and a = ((2n + 2) + )/2 ( > 0) for 1 < p < ∞, and this theorem can also be extended on the product space of the Nilpotent groups (see [14] , [15] 
Proof of Theorem 4
We
and m satisfying (3.3) with d = 3. First, we consider the case when m is a function of the first two variables such that A(
in the definition of (3.1), and write χ ν k as χ k . We have
From interpolation and duality, it suffices to show that, for 2 ≤ p < ∞,
for some positive constant c.
From this, together with the duality and Lemma 1, it suffices to show that
. We may assume that the support of the integral kernel of the above operator is contained in the first quadrant:
here m j indicates the partial derivative of m in the jth variable. By inserting each term on the right-hand side of (3.11) in (3.10), we express
Here
By using the Schwarz inequality for
Apply the change of variables 2 l t 2 = t 2 and 2 k t 1 = t 1 to the above integral. Then by the Minkowski inequality, we know that
The first inequality follows in the same way as the proof of Lemma 1, the second follows from Lemma 2, and the third follows from Lemma 1. So we proved that, for
when we restrict the support of the integral kernel in (4.4) to the first quadrant. And the above argument also applies to the other quadrants. The same results can be proved
From (2.10) with the Cotlar-Stein lemma, it suffices to show that
In this paper we may assume, without loss of generality, that λ > 0 for the L 2 -estimates of all the operators given by the group Fourier transform of (2.4).
Proof of (3.13)
The uniform boundedness of T λ,m k,l op follows from (3.9). So we can assume that m > 100. Let us fix λ, l, k and take two smooth cutoff functions 1 , 2 satisfying supp 1 ⊂ {|x| > 2 |m|/10 2 (l−3) /λ} and supp 2 ⊂ {|x| < 2 |m|/10 2 (l+3) /λ} with 1 + 2 = 1. By 1 and 2 , we split T λ,m
By applying integration by parts on dy for the kernel L 1 (x, ξ ), we obtain for fixed x,
Integration by parts on dy for L 1 (x, ξ ) yields for fixed ξ ,
From (3.15) and (3.16), T 1 op ≤ 2 −|m|/2 . We apply integration by parts on dη for the kernel L 2 (x, ξ ) to obtain for fixed ξ ,
Integration by parts on dy for L 2 (x, ξ ) yields for fixed x,
Thus T 2 op ≤ 2 −|m|/20 by (3.17) and (3.18). Therefore (3.13) is proved.
Proof of (3.14) The uniform boundedness of (3.9) . And the same result also holds for its adjoint operator.
where * is the convolution on R 1 . Since
]| 1/|x|, we have for any fixed y (or x) and for l 1 l 2 ,
Hence (3.19) follows from (3.20) . Next, we show that, for some constant c,
The operator norm above is bounded by
It suffices to show that (3.22) is bounded by 2
Let us fix l 1 l 2 . Integration by parts yields for each fixed y (or x),
Thus (3.21) is proved by the above inequality.
Hence (3.14) holds, and this completes the proof of (3.8).
Therefore the desired estimation is given for the proof of Theorem 4 when m does not depend on the last component. The proof of Theorem 4 (for n = 1) follows by using another decomposition for the third component of A:
Here we need eight operators instead of four in (3.12): we use an octant such as
The proof for H n is the same as above. Here we just replace
, and L 2n+1 j in (3.7) and (3.8). And 2 2n+1 operators corresponding to (3.12) are used.
Angular decomposition on the Heisenberg group
On the Euclidean space R 2 , a projection operator to the angular sector {|ξ/η| ≈ b ν j } on the Fourier transform side is defined by
. On each coordinate plane of H 1 , an analogue of this projection operator can be defined as ν j (X, T ), ν j (Y, T ), or ν j (X, Y ) by using the Kohn-Nirenberg correspondence in (3.4). The convolution kernel is given by Lemma 3:
here F −1 denotes the inverse Fourier transform with respect to the first and second
2 )δ(y 3 − 2y 1 y 2 ) and prove the following lemma.
LEMMA 4 For 1 < p < ∞ and for ν = 1, 2, 3,
Proof First, we show the proof for ν = 1. Let
where * R 2 is convolution on R 2 . We use the change of variable x 3 = x 3 − 2x 1 x 2 in (3.25), and we apply the Littlewood-Paley inequality of the lacunary sectors in the Euclidean space R 2 . For the case ν = 3, the similar proof applies. However, for ν = 2, the Euclidean Littlewood-Paley theory does not apply in the same straightforward way as for ν = 1, 3. By using a sequence of Rademacher functions {r
dt,
. This proves Lemma 4 for ν = 2.
Some vector-valued or maximal inequalities
Proof
Let us define
Then the vector-valued version of the Calderón-Zygmund theory in [21] implies that, for 1 < p < ∞,
with C independent of a. But by the Fourier inversion formula we can obtain
where g ∈ C ∞ 0 (R). Thus by applying the Minkowski inequality on (3.27) combined with (3.26), we have
And we define an operator by
(3.29)
The first inequality follows from the Hölder inequality for p/2 and q, and the second follows from the reverse Minkowski inequality for 0 < p/2 < 1. Let us recall the notation f j,
Thus we have from (3.28) and (3.29),
This proves Lemma 4 for 1 < p ≤ 2. And the case for 2 < q < ∞ also holds because L q (l 2 ) is the dual space of L p (l 2 ), where 1 < p < 2.
, and ψ ∈ C ∞ 0 . From this and (3.2), we observe that sup j | m≥ j L 1 m | * f (x) is bounded by the strong maximal function in the x 1 -variable. The same proof applies to ν = 2, 3. And the second inequality can be proved in view of (3.25) and the corresponding result on the Euclidean space R 2 .
LEMMA 7
Suppose that σ j is a positive measure in H 1 . We assume that
for some p 0 ≤ 2. Then we have for
Proof
Let f = { f j } be a vector-valued function, and let R be the operator defined by Rf = {σ j * f j }. The hypotheses above imply that H 1 )) . The interpolation of the two vector-valued spaces H 1 ) ) completes the proof of Lemma 7.
Main estimate for M α
For the proof of the main theorem, we need to know the supports of χ ν j in (3.1) and
And we choose
(D is defined in Sec. 1.) Then j=∞ j=−∞ ν j (ξ, η) ≡ 1 except on the two axes, and each ν j is homogeneous of degree zero for ν = 1, 2, 3. We have
We first consider the case α = 0 in the main theorem. In Section 5.3 the case α = 0 is handled by a simple modification of the proof for α = 0. Choose a nonnegative function ϕ ∈ C ∞ 0 [1/2, 1] such that ϕ dt = 1. Set ϕ j (t) = (1/2 − j )ϕ(t/2 − j ), and define a measure
We know that |M 0 f (x)| sup j |µ j * f (x)|, so we show the L p -boundedness of M which is defined by M f = sup j |µ j * f |. The group Fourier transform of µ j is the class of one-dimensional oscillatory integral operators given by, for each λ,
Here we do not consider π and some constants such as 1/2, 1/4 in (3.1) without loss of generality. The derivative of the phase function is given by
Observe that there is a positive constant β such that 2 −β |γ (t)t| ≤ |h(t)| ≤ |γ (t)t|. (β can be chosen depending only on the doubling constant D of γ ; see [17, Lem. 2(ii)].) In [12] the kernel of µ j (λ) in (4.3) is decomposed into three different regions: {y : |y| ≈ 2 − j }, {y : |y| 2 − j }, and {y : |y| 2 − j }. The first region (where the singularity occurs) is handled by the measure estimate for the union of such sets with j. On the second or third region, the oscillatory term 2yγ (x − y), or h(x − y), gives the good decay for each region.
We also apply this decomposition for the L p -estimation. Fix j ∈ Z, and define three measures, E ν j for ν = 1, 2, 3, on H 1 :
where B 1 j = {m ∈ Z : j − 5D ≤ m ≤ j + 5D}, B 2 j = {m ∈ Z : m < j − 5D}, and B 3 j = {m ∈ Z : m > j + 5D}. HereD = β +D −1 . By (2.6),
where ν = 1, 2, 3. Since ν m is homogeneous of degree zero, we can write
, where
By (4.2) we see that supp 1 j = {|y| ≈ 2 − j }, supp 2 j = {|y| 2 − j }, and supp 3 j = {|y| 2 − j }. We now define three maximal operators by using E ν j (ν = 1, 2, 3), 
The bootstrap argument extends the range to 1 < p ≤ ∞. By using L ν j 's in (3.1), let us decompose the measure µ j * E ν j for each ν = 2, 3 so that 
Estimate of
for ν = 2, 3. The first inequality follows from the L p -boundedness of the maximal operator defined by sup j |b j * f |, the second and third inequalities from Lemma 6.
For ν = 2, 3,
The first inequality follows from Theorem 3 with Lemma 7, the second from Lemma 5, and the third from Lemma 1. Now we show that there is a constant c such that
By (2.6) and (2.7), a group Fourier transform of 
uniformly in λ. Therefore, to show (4.7), by the Cotlar-Stein lemma we have only to prove that, for ν = 2, 3 and l ≤ 20D,
Proof of (4.10) On the support of S 3,λ j,l (x, y), a mean value property on the exponential function shows that
And on the support of S 2,λ j,l (x, y),
With (4.12) and (4.13), we apply the Minkowski inequality to the
where c 2 =D + 1 and c 3 =D + 2. Therefore (4.10) is proved.
Proof of (4.11)
We may assume that | j 1 − j 2 | > 10 without loss of generality. The kernel of
(i) For the case ν = 2, from (4.8), the support of the above integral is contained in
By triangular inequality, |y| ≈ |z|; this implies that χ 2
(ii) For the case ν = 3, χ 3
Hence we obtain (4.7). By interpolation of (4.6) and (4.7), we also obtain
for some positive constant c. Hence this and (4.5) yield
Estimate of M ν
∞
We now assume that γ ∈ C 2 for technical reasons. However, this assumption can be removed by using the approximation of identity of γ (see [12, Rem. 5] ). Now we set, for ν = 2, 3,
and we define measures in H 1 as follows: y 2 , y 3 ) .
f L p (H 1 ) immediately follows from Theorem 3 and Lemmas 1, 4, 5, and 7. Moreover,
By interpolation, in proving the
∞ , it suffices to show that there is a positive constant c such that 
, and the kernel of T ν,λ j,l for each ν = 2, 3 is given by
Note that ν j plays the role of excluding the region {|ξ | ≈ |∂(λγ (x − y)(x + y))/∂ y|} from the integral in (4.22) and (4.23).
Proof of (4.21)
For ν = 3, (4.21) follows by the same reasoning as in the proof of (4.11). For ν = 2,
follows in the same way as in (4.11) combined with the uniform boundedness of
As a consequence of Theorem 3, µ j (λ) op is uniformly bounded in λ. Therefore it suffices to show that
The integral kernel of this operator is written as
We use (4.15) and then apply integration by parts for the above integral. Then we obtain
Hence we have for each fixed y,
and the analogous estimate for the y-integral also holds. Therefore (4.21) is proved for ν = 2, 3.
Proof of (4.20) When ν = 3, from (4.2) and (4.15), 3 j (ξ, λ) is supported on the set
We split
where ρ A is a characteristic function on the set A. On the support of the integral in (4.23), |∂(λγ (x − y)(x + y) + ξ y)/∂ y| (|ξ | + λγ (2 − j−1 )2 − j−1 ). So, integration by parts for (4.23) yields
So, for any fixed ξ ,
For any fixed x, Now there remains only the proof of (4.20) for the case ν = 2.
Proof of the
In this section we show that T Now we define an operator for each m:
B is handled by the T * T -method in Section 5.2. For the L 2 -estimation of A , we develop the idea used in [12, §3.2] so that we can reduce our estimation to the Euclidean one of [5] .
Proof of the L 2 -estimate of
(5.2) We can find a positive number a m > 1/3 such that
For each m, we decompose supp in (5.2) into small pieces of interval with the same length. Assume that y > 0 in supp without loss of generality. First, take
(which is the smallest positive number on supp ), and then choose y k ∈ supp so that y k = y 0 + k2 − j 2 m l with k ∈ N ( m is chosen as a number depending only on a m later). Let us define a family of cutoff functions
We now decompose T m = k T m,k , where
Let us define two operators
Proof of the estimate of
For the L 1 -norm estimation of the above integral, we need to know supp k (·, y). Note that when y ∈ supp ω k in (5.5),
where m is chosen less than a m . From (4.2), (4.15), and (5.8), we observe that supp k (·, y) is contained for each y ∈ supp k in the set P = P 1 ∪ P 2 , where P s is defined by
By using the mean value property for 2 j and the definitions of the integrand in (5.7), we get the estimates
Integration by parts yields
By using the monotonicity of γ combined with (5.9) -(5.11), we obtain
for each s = 1, 2. By the above inequalities, we get
and that y 0 > 2 (1+D)l 2 a m l 2 − j in the proof of (5.8). Thus, from (5.13) and (5.14), we obtain
The last inequality above holds when we choose m = a m /3.
Proof of the estimate of
By the mean value property for the exponential function, we obtain (e iλγ (x−y)(x+y)
Now we use the Minkowski inequality to estimate the L 2 -norm of (5.16), and we get
Hence from (5.6),
The third inequality above follows from the fact that the support of u and v is disjoint for |u − v| ≥ 2. Finally, the fourth inequality follows from the fact that sup k |M k g| is bounded by the one-dimensional Hardy-Littlewood maximal function. The equality holds because m is taken as (1/3)a m .
Proof of the estimate of E m op
Let us introduce two smooth cutoff functions 1 and 2 so that 19) and 1 + 2 ≡ 1. For s = 1, 2, define
where * refers to the convolution in R 1 and where F is the Fourier transform in R 1 . Now E m,k splits as
We observe that E 1 m,k and E 2 m,k have the same form as the convolution operators in the Euclidean space which appeared in [5, p. 264] . Let
Then the Plancherel theorem shows that
We rewrite
We use two observations. On the support of the integral in (5.21),
(5.23) By (4.2) and (4.15), the support of 2 j (η, λy k ) is contained in the set 
So, we have
From this and the inequality k 1/y 3
where m is taken as (1/3)a m .
So, we obtain from the above inequality and (5.15), (5.17) , and (5.20),
Therefore we have
The last inequality holds because we choose 2 −a m l = λγ (2 − j m )2 − j 2 − j and γ (2 − j m+1 ) = 2γ (2 − j m ).
Proof of the L 2 -estimate of B
Now we prove that, for each fixed j, l, λ, there exists a positive constant c independent of j, l, λ:
where λ (x, y, z, ξ, η) is given by
and where V m (x, y, z, ξ, η) is given by
The partial derivatives of the phase function are
We can see that on Q m ,
Let us define a constant
Choose cutoff functions 2 1 , 2 2 such that 2 1 is supported in {|ξ | < 2τ m }, 2 2 is supported in {|ξ | > τ m }, and 2 1 We gain the multiple of 1/|I m | or 1/2 − j when we take the derivative of V m (x, y, z, ξ, η) in the direction of y, z, or x. By the derivatives of ( λ y ) −1 , ( λ z ) −1 , we essentially gain the multiple of 1/2 − j . We have We also obtain the same bound for fixed ξ : For H ν 0,2 we decompose
To show L p -boundedness of H ν 0,2 , we prove that there exists a positive constant c such that, for each ν = 2, 3, 
Then from the duality and Lemmas 1, 4, and 5, we obtain
f L p (H 1 ) .
By the above two inequalities, (6.7) is proved. Inequality (6.8) follows from the similar estimation of (4.19). This completes the proof of L p -boundedness of H .
