With the increasing demand for document transfer services such as the World Wide Web comes a need for better resource management to reduce the latency of documents in these systems. To address this need, we analyze the potential for document caching a t the application level in document transfer services. We have collected traces of actual executions of Mosaic, reflecting over half a million user requests for WWW documents. Using those traces, we study the tradeoffs between caching at three levels in the system, and the potential for use of application-level information in the caching system. Our traces ahow that while a high hit mte in terms of URLs is achievable, a much lower hit rate is possible in terms of bytes, because most profitably-cached documents are small. We consider the performance of caching when applied a t the level of individual user sessions, at the level of individual hosts, and a t the level of a collection of hosts on a single LAN. We show that the performance gain achievable by caching a t the aession level (which is straightforward to implement) is nearly all of that achievable a t the LAN level (where caching is more difficult to implement). However, when resource requirements are considered, LAN level caching becomes much more desirable, since it can achieve a given level of caching performance using a much smaller amount of cache space. Finally, we consider the use of orgonizational boundary information as an ezample of the potential for use of application-level information in caching. Our results suggest that distinguishing between documents produced locally and those produced remotely can provide useful leverage in designing caching policies, because of differences in the potential for sharing these two document types among multiple users.
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systems such as the World Wide Web (WWW), the Anonymous FTP transfer system, the Wide Area Information System (WAIS), and the Gopher system. These services are characterized by a many-to-many pattern of file transfer -most hosts in the system are potentially capable of serving files as well as requesting them. We refer to these systems as document iransfer systems and to the files involved as documents since each file has essentially been electronically "published."
An increasingly large fraction of available bandwidth on the Internet is being used to transfer documents [9]. Strategies for reducing the latency of document access, the network bandwidth demand of document transfers, and the demand on document servers are becoming increasingly important. Techniques that could reduce document latency, network bandwidth demand, and server demand include data caching and replication. However, in contrast to most distributed file systems, document transfer services usually incorporate simple caching strategies, if any, and do not typically provide location transparency.
While techniques based on distributed file systems could be used to improve significantly the performance of document transfer systems, there are a number of advantages to considering caching and replication at the application level, rather than at the filesystem level. First, application-level caching does not require all users to agree on a common filesystem; it enables heterogeneous systems to participate easily. Second, and more important, application-level caching allows cache strategies to make use of the higher semantic content available at the application level to exploit such information as document type, user profile, user past history, document content, and organizational boundaries.
Introduction
This paper describes initial investigations into some of the most popular services currently pro-application-level strategies for document caching and replication on wide area networks. While we are in vided by the Internet are the distributed information general concerned with all three aspects of the prob-*This work has been partjay supported by NSF (grent lem (document latency, network demand, and server
CCR-9308344).
demand) we focus in this paper on minimizing docu-ment latency as our primary goal. As a result, we concentrate on caching strategies rather than document replication, which is mainly a technique for reducing server load.
Mosaic as a session, and we call the log of each session a troce.) The results in this paper are based on 4,700 traces. Next, we used the traces as input to an event-driven simulation that determined how various caching strategies and cache sizes affected the performance of the system. The simulation outputs a set of statistics that describes the effectiveness of caching in terms of bytes transferred and document latency.
This paper discuseee cache policies that operate at three levels: 1) the session level, in which caches for separate sessions are managed independently; 2) the host level, in which caches for separate hosts are managed independently; and 3) the LAN level, in which caches for separate LANs are managed independently.
Session caches are similar to the policies used in current versions of NCSA Mosaic. Host caches consist of a single host's buffers allocated to document caching that persist acro88 invocations of the client. Host caches could be implemented by a local server, or by periodically synchronizing each application's memorybased cache with a disk buffer. LAN caches consist of a cache managed by the clients on a single LAN, as in [4]. LAN caches require cooperation among the participating clients; host and session caches do not.
Our work is unique in a number of ways. First, we base it on the large amount of user trace data we have collected. Second, we consider caching policies that can be implemented without client cooperation as well as policies that re uire client cooperation. Finally, trace data and in formulating cache policies.
Our results show that caching Strategies that are nearly as effective as a cooperative strategy can be implemented at the application level without cooperation; in fact, session level strategies yield nearly all the gains of host level and LAN level strategies. In addition, while m i o n level caching is nearly as effective as the otheys, it consumes much more system resources. For a given level of performance, less SYStem resources are consumed b host level caching, and if a fixed amount of system resources is to be allocated to caching, they are best allocated to LAN level caching.
Finally, our data suggest that the use of application-level information can significantly improve some ypects of system performance; in particular, identifying documents that originate outside of the local organizational boundary in our case, the Boston tuning cache performance. We discuss cache policies we use application-? eve1 information in analyzing our even less are consumed by L A: N level caching. Thus, University community) is use I ul in Understanding and that favor or discourage retention of local documents. We show that documents originating outside the local organization show markedly different sharing patterns from those that are served locally.
The remainder of the paper consists of: first, a description of our trace data and the collection process; next, the results of our simulations for various caching policies using that data; next, a comparison of our work with related research; and, finally, our conclusions.
Reference Patterns 2.1 Data Collection Methods
Prior studies of WWW traffic have been baaed on logs from proxies [7,16], or logs from the HTTP server daemon [13]. Our study required knowledge of individual user's acce88 patterns, and we did not wish our data to be influenced by the caching behavior built in to the client application Moeaic). For these reawns, all accesses performed by the mer. Thus the entries in our traces consist of each URL requested by the user, whether it was served from Moeaic's cache or from the network.
Each entry in a trace consists of the client host name, the time stamp when the r uest was made, the of the protocol) and the round trip retrieval time.
environment considered in this workstations comprised the set of client hosts. The LANs used are part of a larger, subnetted domain (bu. adu) which consists of many hundreds of worketations, many of which act as WWW servers. Five of the workstations support graduate students in BU's Computer Science Department, and the other 32 support a general population of computer science students. The traces used in this study were collected over a period of 3.5 months, from middle of November 1994 to end of February 1995. In this period a total of 4,700 sessions were traced, representing 591 different wrs. Uaer names were mapped to numeric IDS so that researchers performing data analysis were not aware of user identities.
Summary of Data Collected
Descriptive statistics summarizing our data are given in Table 1 Figure 1 .' In the figure, the complete distributions are shown in the left-hand histograms; the right-hand histograms show the distributions for small documents only (less than 6.4 k bytes).
The upper histograms plot the distribution of documents, while the lower histograms plot the distribution of references to documents.
Previous studies of user filesystem re uests have shown a strong preference for small files [ 119. Our data shows a similar pattern; the most popular document size is between 256 and 768 bytes.
The strong preference for small files is somewhat surprisin due to the potential for multimedia content of W W d documents and the large amounts of data needed to transfer images, video, and sound. However a number of factors may tend to increase the proportion of small file sires. First, many of the images small icon bitmaps are actually fairly small in size; dosaic aware of how many small images are employed in a WWW document. Second, users may tend to interrupt document transfers that take too long; our data does not include any documents whose transfer was interrupted. Finally, we feel that these data indicate that despite the great potential for large, multimedia document transfers, such transfers do not as of yet constitute the predominant use of the WWW.
The differences between the upper and lower plots in Figure 1 indicate that, while most documents are small, the effect of user reference patterns is to increase the preference for small documents. That is, smaller documents are more likely to be requested than are large documents. In fact, there is a significant correlation between the size of a document and the number of times it is requested. typically cac L es these images so users are not often a document and its size. However the data is quite noisy and the least squares estimator (references = 9.67 sire'0.s5) only explains a small part of the total variation (R2 = 0.14).
Caching Effectiveness

Experimental Setup and Metrice
In this section we present results of trace-driven simulation of various caching schemes. The traces used consist of all references that a user makea during a session with M&c and were described in Section 2.2. The individual session traces are combined to allow for the simulation of the 3 granularities of caching: session, host and LAN.
We show results for both finite and infinite cache sizes. The measurements obtained for an infinite cache provide an upper bound on the effectiveness of caching at each granularity. We also use the traces to drive simulations of finite cachin with variable size caches and least frequently used LFU) replacement. Since we are dealing only with f published" documents we do not consider invalidation of cache entries. In the analysis of our results it is also useful to distinguish between documents that are local and those which are stored at remote locations. We consider a document to be local if w a~ served from a host within the Boston University organization, which can be detected based on the server's name.
For each caching granularity and cache size, we measure three quantities: hit rate, byte-hit rate and latency savings.
The first measure is H , the hit rate. This is defined as the ratio of the number of references satisfied by the cache to the total number of references.
Hit rate is a good measure only if the documents are of equal sizes. However, our traces reference documents of widely varying sizes. In order to et a betweight each reference by the document size to calculate the byte-hit rate B .
Comparisons based on B alone presume that all bytes cost the same. Just aa there is a wide variation in document size there are varying distances from which documents must be fetched introducing variation in delay. A measure of the fraction of worst-case latency saved by caching, which captures the variation in distance, can be defined by weighting each reference by the round-trip delay time for the document. We denote this measure of latency savings by C.
Simulation Results
Infinite Caches
For the case of an infinite cache we define H, B, and C in terms of the following variables. Each trace entry represents a reference to a document i from the set of all documents { 1,2,. . . , n). For each document i we denote the size of the document by si, the round-trip delay for document retrieval by di and the number of references to the document by ri.
Given an infinite cache all but the first reference to any document will be cache hits:
ter idea of the effectiveness of the caching sc f emes we By weighting each reference ri by the round-trip delay di we can define the fraction of worst-case latency saved by caching as:
The percentages H, B and C can be calculated directly for the single cache at the LAN. For In Table 2 we present the results we have obtained by running the trace-driven simulation on data compiled from all 4,700 sessions. Each row gives values of H, B and C as a percentage for one of the cache granularities studied. Table 3 gives values when only remote references are included in the simulation and Table 4 gives values when only local references are considered. These tables show a steady increase in hit rate as the granularity of the cache is increased. This is to be expected as repeated references are increasingly captured when more references are passed through an infinite cache. Table 2 shows that a relatively hi h hit rate (H = 91%) is possible for an infinite cac % e at the LAN level. However, the corresponding byte-hit rate is only 60%. This is in fact the best possible byte-hit rate since Table 1 shows that of 2713 MB requested, 1088 MB 40%) are unique. These data reflect the as profitably cached -they are referenced relatively few times each. This agrees with the trend shown in Figure 2 . Turning to our measure of latency savings (C), we see a relatively small effect as cache granularity is increased. That is, for the combined data in Table 2 it appears that the advantage of a LAN cache is that it caches a greater percentage of the bytes referenced but does not save that much time compared to s e e sion or host caches. This is due to the extra sharing being composed primarily of local (inexpensive) documents as seen from Table 4 . For local documents, the byte-hit rate increases from 41% at the session granularity to 91% at the LAN. Thus, the local proportion of the shared bytes increases as the cache granularity is increased. In addition, the cost of retrieving remote documents is so much higher than for local ones (the fact that t 6 e large documents in our traces are not ratio of the total cost for remote document retrieval to the total cost for local document retrieval is approximately 18 for our traces) that the C values in Table 2 reflect the diminishing returns of caching remote documents at the LAN granularity. For B values, remote documents contribute 4 times aa many bytes as lacal documents and 80 the combined figures also more claxly reeemble those of the remote documents.
Since the results presented in this section were obtained using infinite caches, it might be the case that in practice actual hit rates would not approach these ideal rates. To test this possibility we measured the hit rates obtained by Mosaic itself, which demonstrates a real session caching al orithm operating with limited table shows the mion-level hit rates, byte-hit rates, and latency reduction rates obtained in our ideal simulation and obtained by Mosaic. These data show that the hit rates obtained in our simulation are very close to those obtainable in practice.
cache space. The rem P ts are shown in Table 6 shows that local and remote documents do not differ in siw on avera e. However, these data sughibit significantly different sharing patterns. To explore the utility of distinguishing between local and remote documents, we studied the performance of of sharing among loc ar documents than remote docugest that accesaea to loc f and remote documents ex- Figure 3 : Multi-way byte-hit rate vs LAN cache size caching policies that used document location information.
We first characterized the differences in sharing patterns between remote and local documents by studying caching policies that cached documents of only one of the two types. The Remote policy caches only remote documents; the Local policy caches only lacal documents. To study sharing patterns, we simulated multi le users sharing a sin le cache (essentially a LAN cacte). To do this for fi users, we divided the traces into N sets; in each set, traces were concatenated, and the sets were then interleaved. This strategy ensured a constant level of multi-way sharing of the cache.l Figure 3 shows the relationship between the cache size and the achievable byte-hit rate, for different levels of multi-way sharing (namely for 1, 5, and 30 users). There are two sets of curves. The first illustrates the behavior of the Remote policy, whereas the second illustrates the behavior of the local policy. Fi ure 3 shows that users are more likely to share loca f documents than remote ones. In order to quantify this level of sharing, we define the Sharing Indez (SI) Tables 7 and 8 suggests that caching policies might profitably exploit the distinction between local and remote documents. To quantify the potential benefits from this approach, we define the Cache Ezpansion Index (CEI for a particular level of be the ratio of L(a, N) to L(a, 1). This is the expected "expansion" in cache size that is necessary to maintain the byte-hit rate at a constant a, while the number of users sharing the cache increases from 1 to N. A larger CEI signifies a smaller level of sharing, whereas a smaller CEI signifies a larger level of sharing. Figure 4 illustrates the value of CEI for various numbers of users and for various byte-hit rates. Again, we notice that, due to the higher level of N-way sharing of local documents compared to remote documents), the Local policy ex 6 ibits a small CEI, compared to the Remote policy. Fi ure 4 suggests that the CEI The constant for the Local policy is very small (0.03)3, whereas the constant for the Remote policy is much byte-hit rate a and a particu 1 ' ar number of users N to for both the Local and f i emote policies is linear in N .
"This meam that a 3% increase in cache size is necessary to maintain the same hit rate with one additional user Figure 4 : Cache Expansion Index larger 0.12). In both casea there is no indication of the CE (I reaching a plateau (at least for the number of users we considered in our simulations). Figure 4 also shows no particular correlation between the CEI and the desired hit rate level.
Cache Space Utilization
In order to explore resource utilization trade-offs we ran simulations for all three caching granularities with various limited cache sizes and LFU replacement. Figures 5 and 6 show the hit rate and byte-hit rate respectively for the three caching granularities with cache sizes ranging from lOKB to 2GB.
The graphs in
For session and host granularities the total number of cache bytes is equally divided amon five hosts since the total number of unique bytes accessed by all references is 157MB, ideal caching occurs at or above this cache size for the LAN granularity. That is B a p proaches 4896, the value found for an infinite cache of LAN granularity. Figure 5 shows the clear superiority of cooperative LAN caching regardless of cache size as measured by hit rate. Session caching gives the smallest hit rate at all granularities while host caching equals the performance of session caching at smaller cache sizes and rises to within three percentage points of LAN caching performance at higher cache sizes.
Once again we focus on the more informative measure of byte-hit rate. Figure 6 gives the byte-hit rates over the range of cache sizes studied. Here again the benefit of LAN caching is clearly evident.
Session caching actually outperforms Host caching at cache sizes less than 4MB (800 KB/host) due to interference between users sharing a cache on a workstation. Above this level the cache is big enough that documents can remain in the cache long enough for sharing to occur and be reflected in the byte-hit rate. our traces were collected on five wor ei( stations. Since At a cache size of 9MB, LAN caching achieves a 37% bytehit rate. To get the same benefit from host caching would require approximately 90MB or 10 times a,a much memory. S.ession caching never achieves this rate, even with infinite caches for each client session. Viewed another way, given a total cache size of 250KB, deployment of five 50KB host caches gives 250KB LAN cache achieves a rate of 19%. An this relative difference remains consistently robust: for a size of 75MB, session caching reaches its peak bytehit rate of 31% while the same size cache shared by session on each host improves the byte-hit rate to 36% and a cooperatively shared cache at the LAN provides further improvement to 48976, the performance of an infinite cache. a byte-hit rate of 10% while cooperative sharin 3 Of?
4 Related Work A great deal of research on caching and replication in distributed file s eteme has been conducted previously (e.g., [14, 1511. I n such research the main goal has been to improve the overall performance of the system. In contrast to these etudies, the material presented in this paper focuses mainly on reducin rerather than caching at the file eyetem level. Danzig et al. [5 propose a hierarchical caching aye systems within the NSFNET. The main goal of their research is to reduce the bandwidth used by the aye tem; their study shows that the NSFNET backbone traffic can be reduced by as much as 21%. Such schemes do not make use of application-level information. In our study significant differences were observed between documents identified at the application to be local from those identified as remote. Although we did not report on network bandwidth reduction, we have performed preliminary studies that show a aignificant potential for network bandwidth reduction by application-level caching.
The reduction of network t r d c due to intelligent data placement and replication is also studied in [l] . They present a distributed dynamic re lice technique to learn file a c c w patterns. In c?ntr.ast, our focus is on data caching rather than replication and placement techniques.
In [12] the authors approximate an optimal caching schedule baaed on fixed network and stor e costs.
be cached. In the worst-caee the algorithm produces a schedule that is no worse than twice the optimal one. Their theoretical work is an off-line algorithm in comparison to the work presented here in which trace data from user accesses is used to study on-line algorithms. A different approach to reducing server load and latency for distributed information systems, such at the WWW, is baaed on the popularity-based dissemination of information from servers to proxies, which are closer to clients. There are three problems to be tackled for such an ap roach, namely what, how far, and in which direction^) to disseminate. The work in
[Z] addresses the first two aspects, whereas the work in [8] investigates the third. Supply-based dissemination of information is complementary to demanddriven cachin ; the former aims primarily at reducing traffic an8 balancing load (through replication), whereas the latter aims primarily at reducing the service time (through caching).
Conclusion
In this paper we have presented results of a study tracing user accesses to the World Wide Web, and the results of simulations employing those traces to study caching algorithms for document transfer systems.
Our trace data shows that a high hit rate is possible in terms of document accesses; however, the fraction of bytes that could be found even in an infinite cache is much lower. This occurs because a large fraction of documents requested are small, despite the large file sizes needed for multimedia. Thus, effectively eliminating latency to large, infrequently accessed documents is not well addressed in this work.
Given the relatively low upper bound for byte-hit rate, we show that session level strate ies (the easiest benefit of LAN level strategies (which require interclient cooperation). This is shown by the fact that the maximum possible byte-hit rate results in a document latency reduction of 77% for the LAN level strategy, compared to 64% achievable using a session level strategy.
When the resource requirements of the three caching levels are considered, the LAN level becomes much more desirable. LAN level caching consistently requires less cache space to achieve a given byte-hit rate when compared to host and session level caching.
In a wide range (up to 30% byte hit rate) LAN level caching can perform as well as session or host level caching in approximately one-fourth the space. Finally, we consider the recognition of organizational boundaries as an example of the use of application-level information in the caching process. We show that local documents experience a higher degree of sharing among clients on our LAN than do remote documents. It is important to note that while organizational boundaries might be deduced or known at the level of the filesystem, the proper response of the caching algorithm might vary depending on the application.
While this study yields a number of insights into application-level document caching, it also suggests a number of areas of future work. We are beginning a longer term project to study many of these issues. to implement) can achieve much of t f e performance
