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Abstract
Electrokinetic phenomena, including electrophoresis and electroosmosis, provide a
significant tool for engineering the transport of fluids and particles at microscopic scales.
This thesis describes additional mechanisms for generating electrokinetic flow by using
a nematic liquid crystal electrolyte. Under an applied electric field the anisotropic
properties of the liquid crystal lead to separation of ionic impurities present in the fluid,
which couple with the applied field to produce electrostatic forces that drive fluid and
particle motion. This force is quadratic in the electric field, implying that systematic
flow occurs even in the presence of an oscillating field. This thesis presents numerical
and analytical investigations of this electrokinetic mechanism. We show that the charge
density and fluid velocity of a system depends strongly on the topology of the liquid
crystal orientation, and we present results for several distinct configurations, including
periodic distortions, isolated disclinations, and particle suspensions. We also show that
liquid crystal electrokinetic systems can be designed to mimic the behaviors of active
nematics – collections of particles which can self-propel along a particular direction.
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Chapter 1
Introduction
1.1 Motivation
The use of electric fields to transport fluids (electroosmosis) and particles (electrophore-
sis), generally referred to as electrokinetics, is an important tool for particle, second
phase, or fluid transport in a wide variety of engineering, soft matter, and biological sys-
tems. For instance, electrokinetics have been used to create “lab-on-chip”micropumps,
nanofluidic diodes, microfluidic field-effect transistors, and e-ink devices such as the
Amazon Kindle [7–10].
Many electrokinetic applications use direct current (DC) fields, which allow for direct
manipulation of charged colloidal particles, with particle velocity proportional to the
applied field [9]. However, these systems suffer from reduction of electric field strength
due to charge accumulation near electrodes [11]. Instead, nonlinear electrokinetics, in
which velocities are proportional to the square of the electric field, allow for the use
of alternating current (AC) fields with frequencies much faster than the rate of charge
accumulation at electrodes. Two examples of nonlinear electrokinetics are depicted in
Fig. 1.1. The applied field polarizes solid boundaries, causing ionic impurities within
the solvent to form charge double-layers near the polarized boundaries. These charged
regions couple again with the applied field to drive flow [8]. The charge density is linear
in the electric field, and fluid velocity is proportional to the electrostatic force ρE. Thus
the velocity is proportional to the square of the electric field, and thus persists even in
an oscillating field. Systematic flow can be generated by using asymetric electrodes
1
2or nonuniform suspended particles [1, 2, 8]. Limitations in nonlinear electrokinetics
with isotropic fluids arise when one wishes to create systematic flow with symmetrical
electrodes or symmetrical particles. Furthermore, the design of complex flow patterns,
such as those used for mixing two species, requires the fabrication of a fluid cell with
obstructions, pressure gradients, or a complex scheme of electrodes [12].
(a)
cal microscope. The average particle velocities were cal-
culated for 15–25 particles for each experimental condi-
tion. The standard error of each average is reported in all
plots.
The Janus particles were subjected to ac fields between
100–320 V=cm at a frequency between 0.1–10 kHz. When
the electric field in the cell was turned on, the particles
oriented such that the plane between their hemispheres
(gold-coated or conductive hemisphere appearing dark
and bare or dielectric hemisphere appearing light) aligned
in the direction of the electric field. The rotation of the
particles to this stable orientation can be caused at least
partly by DEP, since it results in the largest induced dipole
moment, aligned with the electric field direction. ICEO
flows may also contribute, however, since the associated
hydrodynamic torque is predicted to rotate the particle to
the same orientation as DEP [7]. The particles then moved
normal to the applied electric field with their polystyrene
hemisphere forward [Fig. 2(a)]. This motion cannot be
attributed to DEP. The larger particles moved at a higher
velocity than the smaller ones [Fig. 2(a)]. The phenomenon
is nicely illustrated in the movies provided as supplemen-
tary material [21].
These observations of a new mode of particle mobility
are qualitatively consistent with ICEP [7]. At low ac fre-
quency, there is ample time for double-layer charging to
screen the electric field, leading to the induced-charge
distribution sketched in Fig. 2(b). In each half cycle of
the ac field, all of the induced charges change sign in phase
with the field, thus yielding the same ICEO flow, varying as
E2. For a homogeneous particle, the flow profile is quad-
rupolar, drawing fluid in along the field axis and ejecting it
FIG. 2. (a) Optical micrographs from different frames of a
recording of the position and orientation of Janus particles of
three different diameters (4.0, 5.7 and 8:7 !m) in an ac field of
amplitude 140 V=cm and frequency 1 kHz. The two particles on
the right side in the top image have moved out of the field of
view and another particle has moved into view in the bottom
image approximately 5 s later. (b) Schematic of a particle in one-
half cycle of ac electric field in the stable configuration. The
electric double layer on the gold side (black hemisphere) is more
strongly polarized and thus drives a stronger ICEO slip (arrows)
than the polystyrene side, resulting in ICEP motion in the
direction of the dielectric side.
FIG. 1. (a) SEM image of 4:0 !m polystyrene particles par-
tially coated with gold. The gold-coated hemispheres appear
brighter due to their higher conductance. (b) Schematic of the
experimental set-up (not drawn to scale). Two gold electrodes
are deposited on the bottom plate. A Teflon spacer sustains a
60–80 !m gap between the bottom and the top microscope
cover slip. The particle suspension is surrounded by a hydro-
phobic ring and confined in this thin chamber by capillarity.
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(b)
Figure 1.1: Two examples of nonlinear electrokin ti flow in isotropic fluids. (a) Two
electrodes are placed in such a way as to create a nonuniform electric field. Charges
accumulate near the el ctro es due to the pre enc of the applied field. The charges
then couple with the field again to generate an electrostatic force on the fluid that is to
the right on the right electrode, and to th left on he left lectrode. Th asymmetry of
the electrodes lea s to systematic flow in the channel. This figure is reproduced from
Ref. [1]. (b) A nonuniform “Janus Particle” comprised of a dielectric and a metallic
hemisphere is placed in a uniform lectric field. The applied field polarizes the particle,
leading to a layer of charged ions in the fluid collecting near the particle surface. The
ion couple with the electric fie d again to d ive fluid flow toward the cent r of the figure.
The asymmetry of the particle permittivity leads to systematic particle motion. This
figure is reproduced from Ref. [2].
In this thesis we present theoretical results regarding a new technique for fluid-flow
engineering driven by electric fields: liquid crystal electrokinetics (LCEK). Liquid crys-
tal molecules are anisotropic with at least one primary axis and can be visualized as
long, thin rods. In their nematic state, liquid crystals form a fluid with a (potentially)
3nonuniform orientational order. This orientational order is determined by boundary
conditions and depends strongly on the topology of the system. In LCEK, the nematic
liquid crystal replaces the isotropic solvent in traditional electrokinetics, and the assy-
mentry of the nematic solvent provides an additional mechanism for ionic charge sepa-
ration, leading to nonlinear electrokinetic flow. By manipulating the orientational order
of the nematic, LCEK can produce flow behaviors not possible with isotropic nonlinear
electrokinetics, such as the systematic transport of spherically symmetrical particles [5],
systematic fluid pumping, and micromixing using symmetrical electrodes [3,13]. In par-
ticular, the structure of the LCEK flow depends strongly on the topology of the nematic
orientation.
1.2 Notational Conventions
Throughout this thesis, variables are occasionally presented in both dimensional and
dimensionless forms. Wherever confusion may arise, we use an asterisk to denote di-
mensional variables, while dimensionless variables have no asterisk (e.g. L∗ has units of
length, while L = L∗/`∗ is dimensionless). For physical parameters which always appear
as dimensional in the thesis, such as field frequency ω, mobilities µ‖, µ⊥, permittivity
of free space 0, we do not use an asterisk. We use L
∗ to denote system size, and `∗ for
a characteristic length of the configuration under study (in some cases `∗ = L∗, while
in others `∗ is the radius of a suspended particle or the separation between topological
defects). We use ρ to denote charge density and % to denote mass density. Finally, in
all equations, unless otherwise noted, summation is implied over repeated indices (e.g.
uivi = uxvx + uyvy + uzvz).
1.3 Structure
This thesis investigates the physical mechanisms behind LCEK through analytical and
numerical results. Chapter 2 discusses the LCEK model, the nature of topological
defects in nematics, and the numerical method used to investigate LCEK systems. We
compare two methods for describing order in nematics, and discuss the mechanisms
responsible for electrokineitc flow using a simple example.
4Chapter 3 investigates prototypical configurations to ascertain the relationship be-
tween topological defects and fluid flow by considering the LCEK behavior of thin films
with imposed orientational patterns containing singularities. This numerical work is
in coordination with a series of benchmark experiments performed to further establish
this relationship between topology and fluid flow. We find a direct relationship between
the topological charge of the orientational singularities and the angular structure of
the charge density and fluid velocity. Additionally we find that while the orientational
patterns are singular, the charge density and velocity fields are both bounded at the
orientational singularities.
Chapter 4 generalizes the results of Chapter 3 for arbitrary director pattern. We find
a Green’s function for the LCEK-induced charge density at small mobility and dielectric
anisotropy, and we use these results to determine the charge and velocity behavior for
various multipole moments of the director field.
Chapter 5 extends the results for patterned cells to systems of particles suspended
in a nematic matrix. We show that the boundary conditions around the suspended
particles necessitate the nucleation of topological defects, and that defect nucleation
breaks symmetry and drives systematic particle motion. Additionally, we consider the
effects of backflows on fluid velocity and nematic orientation. In conjunction with
experiments, we show that the velocity of suspended particles can be manipulated and
even reversed by adjusting the relative anisotropy of nematic dielectric permittivity. We
also find that electrokineitc flows produce an attractive or repulsive force between two
suspended particles depending on the relative orientation of the nematic molecule and
the particle surface.
Chapter 6 compares LCEK to another system of recent interest, active nematics, in
which collections of self-propelling particles (such as bacteria) drive fluid flow through
their collective motion [14]. We present an electrokinetic system analog in which the
numerically-obtained velocity field agrees with experimental studies of active nematics
with the same nematic orientation. We determine a set of conditions in which the
driving force in electrokinetic systems matches the driving force in active systems, and
we discuss how the behavior of ionic concentrations compare to the behavior of bacterial
concentrations.
Finally, in Chapter 7 we summarize our findings.
Chapter 2
Background, model equations,
and connection to experiments
Liquid crystals are materials with large molecular anisotropy which leads to the ap-
pearance of phases which are intermerdiate between a solid and a liquid as a function
of temperature or concentration. In the so-called nematic phase, rotational invariance
is broken, while translational invariance remains. In this chapter we discuss how this
symmetry breaking may be used as a mechanism to produce electrokinetic phenomena.
We begin by discussing the nematic order parameter, its topology, and the energy asso-
ciated with elastic distortions. Next we discuss two different descriptions of the nematic
order, and present the corresponding derivations of the governing equations for LCEK.
We illustrate the mechanisms responsible for electrokinetic fluid flow by using a simple
example configuration, and make contact with experiments expressely designed to verify
the model introduced. We end the chapter with a description of the numerical method
that we use to solve the governing equations for more complex configurations.
2.1 Order Parameter
The simplest ordered liquid crystal phase is the uniaxial nematic. In the nematic state,
a non polar molecular axis is oriented on average parallel to a common direction nˆ,
called the director. The director nˆ is defined as a unit vector, and the states nˆ and −nˆ
are indistinguishable.
5
6Let aˆ be the axis of a liquid crystal molecule. In a coordinate system where zˆ = nˆ
with polar angle θ and azimuthal angle φ, define p(θ, φ)dΩ as the probability of finding
aˆ within a solid angle dΩ. We expect cylindrical symmetry about nˆ, so p is independent
of φ, and invariance under nˆ → −nˆ implies p(θ) = p(pi − θ). Suppose we write p as a
multipole expansion,
p(θ) =
∞∑
n=0
CnPn(cos θ), (2.1)
where Pn is the n
th Legendre polynomial and,
Cn =
2n+ 1
2
∫ pi
0
p(θ)Pn(cos θ) sin θ dθ. (2.2)
We find C0 = 1/(4pi) due to normalization requirements for p and C1 = 0 since p(θ) =
p(pi−θ). Thus the first nontrivial term in Eq. (2.1) is the quadrupole term. We describe
the degree to which molecules are aligned with nˆ by the the scalar order parameter S,
which is proportional to the quadrupole moment of p,
S =
∫
p(θ)P2(cos θ)dΩ, (2.3)
P2(cos θ) =
1
2
(3 cos2 θ − 1).
Note that S is a function of temperature, S = 1 in the completely aligned state, and
S = 0 in the disordered (isotropic) state.
While S describes the degree of orientational order and nˆ describes the direction of
orientational order, a complete description of nematic order, invariant under nˆ→ −nˆ,
is given by the symmetric, traceless tensor order parameterQ. For the uniaxial nematic,
Qij = S(T )(ninj − δij/d), where d is the dimensionality of space. Following Landau
theory, one can write a mean field theory of liquid crystals with the free energy for
nematic-isotropic transitions a functional of scalar combinations of Q,
F ∗(T ) =
∫
[A(T )QijQji +B(T )QijQjkQki + C(T )QijQjkQklQli]d
dx∗, (2.4)
7or, using the definition of Q, as a functional of S,
F ∗(T ) =
∫
[A(T )S2 +B(T )S3 + C(T )S4]ddx∗, (2.5)
where A(T ), B(T ), C(T ) are phenomenological functions of temperature. It is generally
assumed B and C are constant in T , while A(T ) = A0(T−Tc), where Tc is the transition
temperature. In two dimensions, the fact that Q is symmetric and traceless implies
Tr(Q3) = 0, so the cubic terms in Eqs. 2.4 and 2.5 vanish. Thus the nematic-isotropic
transition is first order for d = 3 and second order for d = 2.
2.1.1 Elasticity
If the molecular orientation is not uniform, one defines Q(r∗), S(r∗), and nˆ(r∗) as
their local average over a ball of radius R∗ centered at r∗, with a∗  R∗  L∗, where
a∗ ∼ 10A˚ is the length of a liquid crystal molecule and L∗ ∼ 1 µm is the typical
distortion scale [15]. We expect an elastic term f∗el in the free energy density which
is a functional of gradients of Q. Since nematic systems are invariant under uniform
rotations of Q, f∗el cannot contain terms proportional to ∇∗Q. Thus to second order
in ∇∗Q, f∗eq = K˜ijklmn∂∗iQjk∂∗l Qmn, where K˜ijklmn is a tensor that may be a func-
tion of Q. This description involves many phenomenological constants and requires
that short scale phenomena and energies beyond experimental resolution are correctly
described [15, 16]. Typical analytical studies of nematics using Q assume a single elas-
ticity parameter, Kijklmn = (K/2)δilδjmδkn. The complete free energy density including
elastic distortions is known as the Landau-de Gennes free energy density, written as,
f∗LdG =
K˜
2
(∂∗iQkj)
2 + a(T )QijQji + b(T )QijQjkQki + c(T )QijQjkQklQli. (2.6)
While the complete description of the phenomenological constants in the Q-tensor
elastic free energy is beyond the scope of current experiments, for weak distortions,
a∗  L∗, the magnitude of the anisotropy of the optical properties of the liquid crystal
are observed to depend only on nˆ, implying S is independent of r∗ [15]. Thus we
may consider f∗el to be an expansion in gradients of nˆ. Thus to second order in ∇∗nˆ,
f∗el = Kijkl∂
∗
i nj∂
∗
knl, where Kijkl again may be a function of nˆ. Given |nˆ|2 = 1 and
8considering that f∗el must be invariant under r
∗ → −r∗ and nˆ→ −nˆ, one finds that f∗el
reduces to three bulk terms [17],
f∗OF =
K1
2
(∇∗ · nˆ)2 + K2
2
(nˆ · (∇∗ × nˆ))2 + K3
2
(nˆ× (∇∗ × nˆ))2, (2.7)
where K1,K2,K3 are the splay, twist, and bend elastic constants, respectively. Equation
(2.7) is often referred to as the Oseen-Frank elastic free energy density [15]. The elastic
constants in Eq. (2.7) can be accurately determined experimentally with typical values
around 10 pN . Under the assumptionK1 = K2 = K3 = K, Eq. (2.7) matches the elastic
term in Eq. (2.6), with S uniform and K = 2S2K˜. Furthermore, in this one-constant
approximation, the total elastic energy is
FOF =
∫
K
2
(∇nˆ)2ddx. (2.8)
Using calculus of variations, the director field in elastic equilibrium satisfies Laplace’s
equation, ∇∗2ni = 0, with the normalization condition, |nˆ|2 = 1. While the one-elastic
constant approximation is generally not true experimentally, it is often used in analysis
due to the simplification of the equations governing director orientation.
2.2 Topological Defects
Topological defects in nematics are singularities in nˆ. Mathematically, the director nˆ is
a mapping from the domain of the system Ω to the order parameter space R, and the
topology of singularities in nˆ depends on the topology of R. Since nˆ is a unit vector and
the system is invariant under nˆ → −nˆ, the order parameter space in two dimensions
is a circle with opposite ends identified, S1/Z2, while in three dimensions R is the unit
sphere with opposite ends identified, S2/Z2.
In d dimensions, a k-dimensional contour encloses a (d−k−1)-dimensional singular-
ity. For instance, a one-dimensional contour encloses a point defect in two dimensions
and a line defect in three dimensions, while a two-dimensional contour encloses a point
defect in three dimensions. The stability of a (d − k − 1)-dimensional singularity is
determined by the topology of k-dimensional contours on R.
Two directed k-dimensional contours γ1, γ2 on R are said to be homotopic if γ1 can
9be continuously deformed into γ2. The set of all contours that are mutually homotopic
forms a homotopy class. Let GM be the set of directed contours passing through an
aribitrary base point M ∈ R. Define the operation ⊗ such that γ1 ⊗ γ2 is the contour
that traverses γ1 followed by γ2. Then the set of all contours passing through M with
the operation as defined above form a group; for any γ1, γ2 ∈ GM , γ1 ⊗ γ2 ∈ GM ,
the operation ⊗ is associative, the identity element is the point M , and the inverse of
γ1 ∈ GM traverses the same path as γ1 in the opposite direction. Furthermore, we
can define the group pik(R) as the set of homotopy classes in R with the operation
A⊗B = γA⊗γB, where γA, γB ∈ GM are representatives of the homotopy classes A,B.
The group pik(R) is known as the kth homotopy group. If d is the dimensionality of Ω,
stable (d− k − 1)-dimensional defects exist in Ω if pik(R) is nontrivial [18].
Figure 2.1: Three sample topological defects in two dimensions, with the director
depicted as thin lines. The director nˆ maps a directed closed contour Γ enclosing
the defect onto the order parameter space S1/Z2, the unit circle with opposite ends
identified. The topological charge m is the number of times γ = nˆ(Γ) wraps around S1,
with m < 0 if the direction of nˆ(Γ) is opposite Γ. (a) Along the countour Γ, the director
nˆ completes a half revolution around S1, giving it a topological charge m = 1/2. (b)
The director traces a full revolution along Γ; thus the defect charge is m = 1. (c) The
mapping nˆ(Γ) completes a half revolution around S1 but in the opposite direction of Γ.
Therefore the topological charge is m = −1/2.
In two dimensions point defects are stable, and the homotopy classes of pi1(R) are
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characterized by the topological charge m; the number of times an arbitrary closed
contour γ = nˆ(Γ) wraps around S1. Specifically, if nˆ(r) = (cos[θ(r)], sin[θ(r)]),
m =
1
2pi
∮
Γ
∇θ · dl. (2.9)
Since nˆ = −nˆ, half-integral values of m are allowed.
Fig. 2.1 shows three sample topological defects in two dimensions. Let the directed
contour Γ be a circle of radius R centered at the origin, directed in the counter-clockwise
direction. We see that in Fig. 2.1a nˆ completes half a revolution as we trace along Γ,
in Fig. 2.1b nˆ completes a full revolution, and in Fig. 2.1c completes half a revolution
but in the opposite (clockwise) direction of Γ. Therefore the topological charges in Fig.
2.1 are m = 1/2, 1,−1/2, respectively.
More quantitatively, in polar coordinates with the origin at the defect center, the
nematic configurations depicted in Fig. 2.1 are defined by θ(r, φ) = mφ, where m =
1/2, 1,−1/2 respectively. Using Eq. (2.9), the topological charge of each configuration
is therefore,
1
2pi
∮
Γ
∇θ · dl = 1
2pi
∫ 2pi
0
1
R
∂θ
∂φ
Rdφ =
1
2pi
∫ 2pi
0
mdφ = m. (2.10)
Because the topological charges of these three configurations are different, they belong
to different homotopy classes, and one configuration cannot be continuously transformed
into another.
Using the group operation defined above, one can see that the inverse of a topological
defect of charge m is a defect of charge −m. Figure 2.2a shows a pair of (1/2,−1/2)
defects. If Γ is a contour enclosing both defects, the mapping γ = nˆ(Γ) completes zero
net revolutions around the unit circle S1. Thus the contour nˆ(Γ) can be continuously
deformed to a point, and the director field nˆ(r) can be continuously deformed into a
uniform field, Figs. 2.2b-2.2c. Furthermore, the total topological charge of a system
of N defects is simply the sum of the topological charges of the individual defects. In
mathematical terms, the first homotopy group for the unit circle with opposite ends
identified, pi1(S
1/Z2), is isomorphic to the group 12Z – the set of half-integers under
addition.
In three dimensions, both line defects (called disclinations) and point defects are
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Figure 2.2: (a) Two topological point defects in two dimensions. The left defect has
charge m = 1/2, while the right defect has charge m = −1/2. On a contour Γ enclosing
both defects, the director nˆ traverses half the unit circle in one direction, then half the
unit circle in the opposite direction. Thus the net number of revolutions of nˆ(Γ) about
the unit circle S1 is zero. This implies the director field nˆ(r) may be continuously
deformed into a uniform alignment, as shown in (b)-(c).
stable. Similar to two dimensions, if a disclination passes through a directed closed
one-dimensional contour Γ, the topological charge is the number of times nˆ(Γ) wraps
around the unit sphere. Unlike two dimensions, integer-strength disclinations do not
exist in three dimensions, as they can be continuously deformed into the uniform state.
Figure 2.3 shows an example (+1) disclination line in the zˆ direction. By rotating nˆ
about φˆ, the azimuthal direction, the director field is continuously deformed until it
reaches a uniform state. On the unit sphere, we see the mapping nˆ(Γ) is deformed from
a great circle around the equator to a point at the top of the sphere.
While integer-strength disclinations do not exist in three dimensions, we may recall
that opposite ends of the unit sphere are equivalent for the order parameter space
of nˆ. Since contours whose ends remain on opposite ends of the sphere cannot be
continuously deformed into a point, half-integer disclinations are topologically distinct
from uniform director fields. Unlike in two dimensions, however, we find that (+1/2)-
strength disclinations and (−1/2)-strength disclinations may be continuously deformed
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(a) (b)
(c)
Figure 2.3: The director nˆ maps a directed, closed contour onto the unit sphere.
(a) The contour encloses a disclination of topological charge (+1) as shown by the
mapping completing one revolution around the unit sphere. (b)-(c) as nˆ is rotated
about the azimuthal direction φˆ, the mapping of the contour shrinks to a point. Thus a
(+1) disclination line is topologically equivalent to a uniform director field. Thus (+1)
disclination lines are not topologically stable.
into one another, making them topologically equivalent. Figure 2.4 depicts a director
field with a (+1/2)-strength disclination line in the zˆ direction undergoing a continuous
rotation about yˆ, eventually becoming a (−1/2)-strength disclination. Therefore in
three dimensions there are only two homotopy classes in the first homotopy group: one
corresponding to no singularity, and one corresponding to a contour traversing half the
unit sphere. Thus pi1(S
2/Z2) = Z2.
In three dimensions, the second homotopy group pi2(S
2/Z2) classifies the topological
characteristics of point defects, known as hedgehogs. Instead of a contour encircling a
disclination line, we consider a surface σ1 on Ω surrounding a point defect. nˆ maps σ1
into the surface Σ1 on S
2/Z2. The set of homotopy classes formed by surfaces along
with an operation combining surfaces forms the second homotopy group pi2(S
2/Z2).
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(a) (b)
(c)
Figure 2.4: In three dimensions, half-integer disclinations of different charge can be con-
tinuously deformed into each other. (a) Along a contour enclosing a (+1/2) disclination,
the director nˆ traces a path halfway around the unit sphere. (b) nˆ is rotated about yˆ.
(c) After rotating about yˆ by pi, the director field is now disclination of charge (−1/2),
with nˆ tracing a path halfway around the unit sphere in the opposite direction. Any
two half-integer strength disclinations can by continuously deformed into each other by
similar methods.
One finds pi2(S
2/Z2) = Z, i.e. point defects can have integer topological charge, which
can be computed by integrating over the surface σ1 [19],
m =
1
4pi
∫
σ1
nˆ
(
∂nˆ
∂u1
× ∂nˆ
∂u2
)
du1du2, (2.11)
where u1 and u2 are coordinates on the surface σ1. Note that Eq. (2.11) is odd in
nˆ, thus there is some ambiguity in the sign of a point defect, as m changes sign with
nˆ→ −nˆ. Thus for two point defects with charges m1,m2, it is unclear whether together
they have a topological charge of magnitude |m1 + m2| or |m1 −m2|. This ambiguity
is resolved by choosing a base point M on the unit sphere S2, and requiring that the
mapping of all surfaces used to compute topological charges pass through M [20]. This
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restriction constrains the sign of nˆ in Eq. (2.11), resolving the ambiguity of the sign
of m1,m2, and the topological charge of the two hedgehogs together is just their sum
m1 +m2.
The topological charge of closed disclination loops can also be characterized by the
second homotopy group by considering the homotopy class of the image of a surface
enclosing the disclination loop. It has been shown that stable discllination loops have
the same topological charge as point defects [21]; thus point defects can can expand
into (1/2)-strength disclination loops, and (1/2)-strength loops can shrink into a point
defect.
One may consider more complicated topological structures, such as systems with
point defects and disclination lines, knotted disclination loops, hopfions, and more [20,
22]. These cases are beyond the scope of this thesis. We will restrict our studies to
the three defect types described above: point defects in two dimensions, line defects in
three dimensions, and point defects in three dimensions.
2.3 Electrokinetic transport model
The anisotropy, elasticity, and topology of nematics distinguish nematic hydrodynamics
from the hydrodymatics of isotropic fluids. A number of hydrodynamics models for
liquid crystals have been proposed using either the director nˆ [23–25] orQ-tensor [26–28]
as order parameter, describing how orientational distortions produce elastic stresses,
coupling the order parameter to the velocity and pressure fields.
Our research is motivated by ongoing experiments that help narrow the wide range
of physical phenomena that are present and values of parameters to explore. In them, a
thin cell is filled with a nematic fluid with typical lateral dimension L∗ ∼ 10 mm, much
larger than the cell thickness h∗ ∼ 50− 100 µm (Fig. 2.5). The fluid is subjected to an
applied AC electric potential. In addition to liquid crystalline molecules, ions are always
present in the fluid which originate synthetic impurities, or being produced at electrodes,
through dissociation of neutral molecules, absorption from surroundings such as glue,
alignment layers, etc. [29]. Thus in LCEK the nematic response strongly depends on
the presence and evolution of ionic impurities under an applied electric potential. In
addition to conventional distortions in a nematic fluid due to specified conditions at the
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Figure 2.5: Typical experimental cell used for LCEK experiments. A chamber with
lateral dimension ∼ 10 mm and thickness ∼ 50− 100 µm is filled with a nematic fluid.
Two indium-tin-oxide (ITO) electrodes separated by a distance ∼ 10 mm apply an AC
electric potential, generating LCEK flows
boundaries, we investigate two configurations of special interest: Nonuniform boundary
conditions induced by photopatterning of the top and bottom cell boundaries, Sec. 2.4,
or those induced by suspended dielectric particles, Chapter 5.
In this section we introduce two hydrodynamic models to account for LCEK behav-
ior. We first present a model generalizing the Leslie-Ericksen hydrodynamic model [23],
in which the orientational order is described by the director nˆ. Next we present an
alternative derivation of the governing equations using the Q-tensor and the principle
of energy dissipation [30]. We then discuss the merits of each of the models.
2.3.1 Leslie-Ericksen Electrokinetics
Consider k = 1, . . . , N ionic species of charge ezk, where e is the elementary (positive)
charge and zk an integer, immersed in a liquid crystalline fluid (neutrally charged). We
assume that the masses of the ionic species are small compared to the masses of the
liquid crystal molecules. The liquid crystal is in its nematic phase (exhibiting long range
orientational order, but no positional order), characterized by the local nematic director
nˆ(r). We write continuity for the k species as ∂t∗c
∗
k + ∇∗ · J∗k = 0, where c∗k is the
concentration of species k and J∗k its number density flux. Using standard irreversible
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thermodynamics for electrolyte solutions [31], we decompose the flux J∗k into a reactive
component including advection of a local element of volume at the barycentric velocity
v∗ (which includes the liquid crystal), and a dissipative contribution arising from species
diffusion and drift induced by the electrostatic field E∗ = −∇∗Φ∗,
J∗k = c∗kv
∗ −D · ∇∗c∗k − c∗kzkµ · ∇∗Φ∗.
The quantities D and µ are the diffusivity and ionic mobility tensors respectively, which
will be assumed to be anisotropic and depend on the local orientation of the liquid
crystalline molecule. They are also assumed to obey Einstein’s relation D = kBTe µ.
Given the ratios of masses between the ionic species and the liquid crystalline matrix,
we will approximate v∗ in what follows by the velocity of the liquid crystal alone. By
mass continuity the equation governing the evolution of the concentration of species k,
∂c∗k
∂t∗
+∇∗ · (v∗c∗k) = ∇∗ · (D · ∇∗c∗k + c∗kzkµ · ∇∗Φ∗) (2.12)
The mobility tensor µ is assumed to be anisotropic and to depend on the local ori-
entation of the nematic [32]. In Cartesian components, µij = µ⊥δij + ∆µ ninj where
δij is the Kroenecker delta, and we define ∆µ = µ‖−µ⊥, where µ‖ and µ⊥ are the ionic
mobilities parallel and perpendicular to nˆ, respectively. They have been experimen-
tally determined for the liquid crystaline system of interest [3]; the calculations below
correspond to a nematic fluid which has µ‖/µ⊥ ≈ 1.4. If c0 is the equilibrium con-
centration of carriers in the system, we further define the electrical conductivity tensor
σij = ec0µij . As there is no information on the number and nature of the dissolved
carriers in the experiments, but only about their overall concentration, we consider in
this thesis only two species of charge z1 = 1 and z2 = −1, and the system as a whole is
assumed electrically neutral.
In the time scales of interest, the system is assumed to be in electrostatic equilibrium,
so that the total electrostatic potential in the medium Φ∗ satisfies
−0∇∗ · ( · ∇∗Φ∗) =
N∑
k=1
ezkc
∗
k (2.13)
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Although the liquid crystal molecules are not charged, they are polarizable [15]. The
nematic is assumed to be a linear dielectric medium, with dielectric tensor ij = ⊥δij +
∆ ninj , with ∆ = ‖ − ⊥, where ‖ and ⊥ are the dielectric constants parallel and
perpendicular to nˆ, respectively. The fluid is assumed under a uniform and oscillatory
electrostatic field along the x∗ direction, E∗ = E∗0 cos(ωt∗)xˆ.
In terms of momentum conservation, we assume that the total mass density and
velocity v∗ of an element of volume can be well approximated by those of the liquid
crystal. The liquid crystal is incompressible, ∇∗ · v∗ = 0, and flow is overdamped.
The incompressibility assumption is justified since a typical electrokinetic velocity is
negligibly small compared to the speed of sound in nematics [33], corresponding to a
Mach number ∼ 10−8. Typical velocities considered are v∗ ∼ 10µm/s or less, and the
characteristic length scales of the flow is on the order of the film thickness (of order µm).
With liquid crystal densities %∗ ∼ 103kg/m3 and viscosities η ∼ 0.1kg/(ms) [15, 19]
one estimates the Reynolds number Re = %∗v∗`∗/η to be Re ∼ 10−5 − 10−4; hence
inertia can be neglected. Momentum balance then reduces to the balance between the
incompressible viscous stresses and the body force exerted by the ionic species in a field,
0 = ∇∗ · T ∗ −
N∑
k=1
ezkc
∗
k∇∗Φ∗ (2.14)
In Cartersian components, the stress tensor is T ∗ij = −p∗δij + T ∗eij + T˜ ∗ij , where p∗ is the
hydrostatic pressure and T e is the elastic stress,
T ∗eij = −
∂f∗
∂(∂∗jnk)
∂nk
∂x∗i
(2.15)
where f∗ is the Oseen-Frank elastic free energy density [15]. The viscous stress T˜ ∗
is [15],
T˜ ∗ij = α
∗
1ninjnknlA
∗
kl + α
∗
2N
∗
i nj + α
∗
3niN
∗
j + α
∗
4A
∗
ij + α
∗
5njA
∗
iknk + α
∗
6niA
∗
jknk (2.16)
with N∗i = n˙
∗
i−Ω∗ijnj , and A∗ij = 12
(
∂v∗j
∂x∗i
+
∂v∗i
∂x∗j
)
and Ω∗ij =
1
2
(
∂v∗i
∂x∗j
− ∂v
∗
j
∂x∗i
)
the symmetric
and antisymmetric parts of the velocity gradient tensor. The coefficients αi are the Leslie
viscosities [34], and n˙∗i = ∂ni/∂t
∗ + (v∗ · ∇∗)ni.
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Finally, we consider angular momentum conservation, which defines the dynamics
of the director nˆ. For a nematic in an electric field, the balance of torques yields: [15]
nˆ× h0∗ − nˆ× h′∗ + 0∆(nˆ ·E∗)(nˆ×E∗) = 0, (2.17)
where
h0∗i = −
∂f∗
∂ni
+
∂
∂x∗j
∂f∗
∂(∂∗jni)
, (2.18)
and
h′∗i = γ
∗
1N
∗
i + γ
∗
2A
∗
ijnj , (2.19)
where γ∗1 = α∗3 − α∗2 and γ∗2 = α∗3 + α∗2 are rotational viscosities. The first term in
Eq. (2.17) corresponds to the elastic torque on the director field, the second term
corresponds to viscous torque, and the third term is the torque due to the anisotropy
of nematic polarization.
Equations (2.12) through (2.17) are the complete set of governing equations together
with the incompressibility condition. A more complete derivation of this transport
model has been described in Ref. [35].
2.3.2 Q-Tensor Electrokinetics
There are a variety of variational principles governing transport in nonequilibrium sys-
tems [36]. In classical mechanics, for instance, irreversible dynamics of a system can be
described by means of a Rayleigh dissipation function R = 12ξij q˙iq˙j quadratic in gener-
alized velocities q˙ = (q˙1, ..., q˙M ). The basic idea is to balance frictional and conservative
forces in Lagrange’s dynamical equations
d
dt
∂L
∂q˙m
− ∂L
∂qm
+
∂R
∂q˙m
= 0, (2.20)
where q = (q1, ..., qM ) are generalized coordinates conjugated with the velocities q˙ and
L = 12aij(q)q˙iq˙j−U(q) is the Lagrangian of the system, defined as the difference between
the kinetic energy 12aij(q)q˙iq˙j and the potential energy U(q). In what follows, we assume
that the matrices (ξij) and (aij) are symmetric.
Equations (2.20) can be recast into a variational problem as their solutions provide
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critical points of the functional ∫
Ω
d3r
{
E˙ +R
}
with respect to a special class of variations δq˙ of the generalized velocities q˙. Here
Ω ⊂ R3 is the region occupied by the system, E = L + 2U is the total energy and
the superimposed dot (as well as ddt) denotes the total or material time derivative.
Unlike Hamilton’s principle of stationary action, the current approach “freezes” both
the configuration q and the generalized forces Xm =
d
dt
∂L
∂q˙m
− ∂L∂qm , m = 1, . . . ,M acting
on the system at a given time. The state of the system is then varied by imposing
arbitrary instantaneous variations δq˙ of the velocities q˙. Note that variations δq, δq˙,
and δq¨ are mutually independent except for the condition that the generalized forces
Xm, m = 1, . . . ,M should remain unaltered [37]. Then, by using the product rule and
relabeling, we indeed have
δ
δq˙m
∫
Ω
d3r
{
E˙ +R
}
=
δ
δq˙m
∫
Ω
d3r
{
aij q¨j q˙i +
1
2
∂aij
∂qk
q˙kq˙j q˙i +
∂U
∂qi
q˙i +R
}
=
δ
δq˙m
∫
Ω
d3r
{[
d
dt
(aij q˙j)− 1
2
∂akj
∂qi
q˙kq˙j +
∂U
∂qi
]
q˙i +R
}
=
δ
δq˙m
∫
Ω
d3r {Xiq˙i +R}
= Xm +
∂R
∂q˙m
=
d
dt
∂L
∂q˙m
− ∂L
∂qm
+
∂R
∂q˙m
, (2.21)
for every m = 1, . . . ,M . Hence, the Euler-Lagrange equations
δ
δq˙
∫
Ω
d3r
{
E˙ +R
}
= 0 (2.22)
are identical to the generalized equations of motion (2.20) and thus govern dynamics
of a dissipative mechanical system. Since the conservative forces are assumed to be
fixed here and R is a positive-definite function, Eqs. (2.22) yield a minimum of energy
dissipation [38,39]. It is worth noting that for overdamped systems—where q¨ = 0—this
principle of minimum energy dissipation is equivalent to Onsager’s variational approach
[40].
Again consider a nematic liquid crystal that contains k = 1 . . . N species of ions
with charge ezk at concentrations c
∗
k. We assume that all ionic concentrations are
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small so that the resulting electrolyte solution is dilute. In LCEK experiments [5], the
concentration of ions is on the order of 1019 m−3, which correspond to typical distances
between isolated ions to be rather large, ∼ 0.5 micrometer in absence of the electric
field. Then one can write the energy density of the ionic subsystem as a sum of the
entropic and Coulombic contributions
E∗ion = kBT
N∑
k=1
c∗k ln c
∗
k +
N∑
k=1
ec∗kzkΦ
∗, (2.23)
where kB and T stand for the Boltzmann constant and the absolute temperature, re-
spectively, Φ∗ denotes the electric potential, and e the elementary charge. Under the
action of the field, the ions move with the effective velocities uk∗ which satisfy the
continuity equations ∂t∗c
∗
k +∇∗ · (c∗kuk∗) = 0.
In order to take into account the interaction between the electric field E∗ = −∇∗Φ∗
and the liquid crystal, we have to supplement the Landau-de Gennes free energy, Eq.
(2.6), with
E∗E = −1
2
D∗ ·E∗, (2.24)
where D∗ denotes the electric displacement vector D∗i = 0ijE∗j , where in this case the
dielectric tensor  is defined as,
ij =
1
3
(‖ + 2⊥)δij + ∆Qij (2.25)
Neglecting inertia of molecular rotations (Q¨ij = 0), one can write the total energy
per unit volume of the system in the form
E∗ = 1
2
%∗v∗i v
∗
i + F
∗
LdG + EE + Eion (2.26)
with %∗ being the nematic mass density and v∗ the macroscopic velocity of its flow
which we assume to be incompressible, ∇∗ · v∗ = 0.
We require the dissipation function to be frame-indifferent, positive-definite and
quadratic in the generalized velocities. Then, choosing v∗ and Q˙
∗
to be the generalized
velocities, the dissipation function of a nematic liquid crystalRnem has to be quadratic in
v∗ and Q˙
∗
. This restriction, however, does not specify the dependence of the dissipation
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function onQ which, in general allows for a large number of nematic viscosity coefficients
[38]. Following Ref. [41], we reduce the number of these coefficients by restricting Rnem
to the terms that are at most quadratic in the scalar order parameter S. Then
2Rnem = ζ∗1 Q˚ijQ˚ji + 2ζ∗2A∗ijQ˚∗ji + 2ζ∗3A∗ijQ˚∗jkQki + 2ζ∗4A∗ijA∗jkQki + ζ∗5A∗ijA∗jkQklQli
+ ζ∗6
(
A∗ijQji
)2
+ ζ∗7A
∗
ijA
∗
jiQklQlk + ζ
∗
8A
∗
ijA
∗
ji, (2.27)
where A∗ij =
1
2(∂
∗
j v
∗
i + ∂
∗
i v
∗
j ) represents the symmetric part of the velocity gradient
and Q˚∗ij = Q˙
∗
ij − Ω∗ikQkj − Ω∗jkQki, with Ω∗ij = 12(∂∗j v∗i − ∂∗i v∗j ), gives the rate of the Q-
tensor change relative to a flow vorticity [38]. Inserting the uniaxial representation of the
tensorial order parameter Q in Eq. (2.27) and taking into account that N∗i = n˙
∗
i −Ω∗ijnj
and assuming S˙∗ = 0, the dissipation function takes the form
2R(n)nem = (α∗3−α∗2)N∗i 2+2(α∗5−α∗6)N∗i A∗ijnj+(α∗5+α∗6)(A∗ijnj)2+α∗4(A∗ij)2+α∗1(niA∗ijnj)2,
(2.28)
when written in terms of the director nˆ. Now one can relate the viscosities ζ∗i to the
Leslie viscosities α∗j in the viscous stress tensor derived with nˆ, Eq. (2.16) [42]:
α∗3 − α∗2 =2S2ζ∗1 , α∗6 − α∗5 = 2Sζ∗2 +
1
3
S2ζ∗3 ,
α∗1 =S
2ζ∗6 , α
∗
5 + α
∗
6 = Sζ
∗
4 +
1
2
S2ζ∗5 ,
α∗4 =ζ
∗
8 −
1
3
Sζ∗4 +
1
3
S2
(
1
3
ζ∗5 + 2ζ
∗
7
)
.
(2.29)
It follows from Eq. (2.29) that the viscosities ζ∗3 , ζ∗5 , and ζ∗7 are higher-order corrections
to the Leslie viscosities in terms of the scalar order parameter S. Thus, one can set
ζ∗3 = ζ∗5 = ζ∗7 = 0 and arrive at a simpler form of the dissipation function
2Rnem = ζ∗1 Q˚∗ijQ˚∗ji + 2ζ∗2A∗ijQ˚∗ji + 2ζ∗4A∗ijA∗jkQki + ζ∗6
(
A∗ijQji
)2
+ ζ∗8A
∗
ijA
∗
ji, (2.30)
which involves only five nematic viscosities.
For the nematic electrolyte, we also need to incorporate dissipation due to the dif-
fusive motion of the ions. Taking into account that the mobilities of ions along and
perpendicular to the director nˆ are different and treating the ionic velocities uk∗ with
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1 ≤ k ≤ N as the generalized velocities, the contribution of ions to dissipation is given
by [43]
2Rion = kBT
N∑
k=1
c∗k(Dij)
−1(uk∗i − v∗i )(uk∗j − v∗j ). (2.31)
Here the diffusion matrix Dij = (D‖ + 2D⊥)δij/3 + (D‖ − D⊥)Qij accounts for the
anisotropy of the liquid crystal electrolyte. The expression (2.31) is a direct analog of
the dissipation functional for ordinary colloidal solutions [40].
Thus, the total energy dissipation rate in the nematic electrolyte is equal to the sum
R = Rnem +Rion with Rnem as specified in Eq. (2.30).
Once the energy E∗, the dissipation R, and the generalized velocities of the system
are specified, we are in a position to derive equations describing electro-osmotic flows
in nematics. The equations are implicitly given by
δ
δv∗
∫
Ω
d3r
{
E˙∗ +R− p′(∂∗i v∗i )− ΛQii
}
= 0,
δ
δQ˙
∫
Ω
d3r
{
E˙∗ +R− p′(∂∗i v∗i )− ΛQii
}
= 0,
δ
δuk∗
∫
Ω
d3r
{
E˙∗ +R− p′(∂∗i v∗i )− ΛQii
}
= 0,
(2.32)
where the two Lagrange multipliers, p′ and Λ, are associated with the flow incompress-
ibility and the tracelessness of the tensor order parameter, respectively. We impose
Dirichlet conditions on ∂Ω,
v∗ = 0, Q˙∗ = 0, uk∗ = 0 on ∂Ω. (2.33)
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Neglecting inertia, the resulting system of equations governing LCEK are,
∂c∗k
∂t∗ +∇∗ ·
[
c∗kv
∗ − c∗kkBTD(∇∗µk)
]
= 0,
∂f∗LdG
∂Q −∇∗ ·
[
∂fLdG
∂(∇∗Q)
]
− ΛI− 120∆E∗E∗ + ζ∗1Q˚
∗
+ ζ2A
∗ = 0,
∇ · [−T el∗ + p∗I− T V ∗ − 0E∗( ·E∗)] = 0,
∇∗ · [13 (‖ + 2⊥)E∗ + ∆Q ·E∗] = e0 ∑Nk=1 ckzk,
µk = kBT (ln c
∗
k + 1) + ezkΦ
∗,
∇∗ · v∗ = 0,
Tr Q = 0,
(2.34)
where I is the identity tensor, T el∗ik = −
∂f∗LdG
∂(∂∗kQmn)
(∂∗iQmn) is the elastic stress tensor,
and T V ∗ is the viscous stress tensor:
T V ∗ij = ζ
∗
1
(
Q˚∗jkQki − Q˚∗ikQkj
)
+ ζ∗2 Q˚
∗
ij + (ζ
∗
4 + ζ
∗
2 )A
∗
jkQki+
+ (ζ∗4 − ζ∗2 )A∗ikQkj + ζ∗6 (A∗klQlk)Qij + ζ∗8A∗ij . (2.35)
2.3.3 Discussion of the two models
The primary difference between the Leslie-Ericksen electrokinetic model, Eqs. (2.12)-
(2.17), and the Q-tensor model, Eq. (2.34), is that the Leslie-Ericksen model assumes
the scalar order parameter S is fixed. Inserting Qij = S(ninj + δij/3) into Eq. (2.34),
one finds the Leslie-Ericksen electrokinetics match the Q-tensor electrokinetics with
fixed S, apart from a body force term D∗j∂
∗
jE
∗
i , and with the substitutions,
‖ →
1
3
(‖(1− S) + ⊥(2 + S)),
⊥ → 1
3
(‖(1 + 2S) + 2⊥(1− S)),
D‖ →
1
3
(D‖(1− S) +D⊥(2 + S)),
D⊥ → 1
3
(D‖(1 + 2S) + 2D⊥(1− S)).
(2.36)
The body force term fp∗i = D
∗
j∂
∗
jE
∗
i is the force on the nematic per unit volume
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due to dielectric polarization. We now show that for systems of interest, this term is
negligible. Using the definition of the displacement field,
fp∗i = 0⊥E
∗
j
∂E∗i
∂x∗j
+ 0∆njnkE
∗
k
∂E∗i
∂x∗j
. (2.37)
Using the vector calculus identity,
1
2
∇(A ·A) = ∇× (∇×A) + (A · ∇)A,
and the fact that ∇×E = 0, Eq. (2.37) becomes,
fp∗i =
∂
∂x∗i
(
1
2
0⊥E∗2
)
+ 0∆njnkE
∗
k
∂E∗i
∂x∗j
. (2.38)
The first term on the right hand side of Eq. (2.38) contributes only to a change in
pressure, and does not change the flow velocity. The second term on the right hand side
of Eq. (2.38) can, however, generate flows.
We can estimate the size of this term relative to the force density due to the ionic
charges, ρE∗, where ρ∗ =
∑N
k=1 ezkc
∗
k is the charge density. Suppose the system is
subject to an applied field E0 cos(ωt) which is spatially uniform. Then by Poisson’s
equation, spatial variations inE∗ will scale with the charge density, i.e. ∇∗E∗ ∼ ρ/(¯0),
with ¯ = (‖ + ⊥)/2. Thus we anticipate |fp∗/(ρ∗E)| ∼ ∆/¯. For typical experiments
considered here ∆/¯ ∼ 0 − 0.5, and for most other experimental studies of interest,
∆/¯  10−3 [3, 5, 44]. Therefore, the force due to dielectric polarization is negligible
relative to ρ∗E∗ for the parameters of interest.
While both models describe the same electrokinetic phenomena in the limit of small
anisotropy and small variations of S, the primary analysis in this thesis is based on
the Leslie-Ericksen electrokinetic model. This choice is based on that fact that its
elastic constants K1,K2,K3, and associated viscosities can be accurately determined
experimentally. Although the Leslie-Ericksen elastic constants can be mapped onto the
Landau-de Gennes elastic constants for small distortions, there remain open questions
about the mapping, and about the boundedness of the resulting free energy when not
within the single constant approximation [45]. Due to these uncertainties, finite element
formulations of the Leslie-Ericksen model such as the one employed here are one of the
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methods of choice to investigate topological defects in nematics [46,47].
Nevertheless, the choice of the Leslie-Ericksen model presents a numerical challenge
of resolving singularities in the director field (in the tensor description, the singular
defect core is replaced by a small defect region, on the order of 10 nm in thermotropic
liquid crystals where Q remains finite. [48, 49]). In Chapter 3 we show that the charge
distributions and velocities fields associated with a single disclination are not themselves
singular; hence the difficulties associated with short scale singularities do not explicitly
arise. In Chapter 5 we introduce a regularization technique in our numerical method in
order to solve for equilibrium director distortions containing singularities.
2.4 LCEK Mechanisms: Periodic Anchoring
In order to illustrate the mechanisms of electrokinetic flow, and validate our model
and numerical analysis, we begin by investigating a two-dimensional domain with a
fixed periodically anchored director, nˆ(y∗) = (cos(q∗y∗), sin(q∗y∗)). This is a simple
case that can be solved analytically to obtain the scalings of the change density and
flow velocity in terms of the physical parameters. It has been recently investigated in
experiments custom-made to validate this LCEK model [3]. The experiments enforce
periodic anchoring through a photo-patterning method described below.
Lithographic surface patterning offers the opportunity of tailoring flow fields in ne-
matics for specific applications, for example, to engineer flows in microfluidic channels,
to effect immersed particle motion or species separation, or to create stirring flows at
the microscale. An example experimental setup is shown in Fig. 2.6. A nematic fluid is
confined within a thin cell. A photo-sensitive material is coated onto the two glass plates
bounding the cell, which are then exposed to light that has been polarized through a
mask with nanoslits etched in the desired orientational pattern nˆ0(r
∗) [3]. This expo-
sure aligns the primary axes of photo-sensitive molecules with the desired pattern [50].
The two glass plates are then used to form a cell whose thickness h∗ is much smaller
than the lateral dimension of the system `∗.
Define a coordinate system (x∗, y∗, z∗) such that the glass plates are located at
z∗ = ±h∗/2. The anchoring energy of a the nematic orientation nˆ(r∗) on the surface of
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Figure 2.6: Experimental photoalignment configuration described in Ref. [3]. A pho-
tomask with the desired pattern polarizes a light source, which then causes a photo-
sensitive substrate on the bounding glass plate of the cell to align with the desired
pattern. The director is then aligned with the substrate.
the glass plates is given by [51],
F ∗s =
∫∫
w∗
2
(
1−
[
nˆ
(
x∗, y∗,±h
∗
2
)
· nˆ0(x∗, y∗)
]2)
dx∗dy∗, (2.39)
where w∗ is a coupling constant. The ratio of elastic and anchoring effects at the
cell boundaries can be estimated as w∗`∗/K, where K is an average elastic constant.
For typical experimental values, w∗ is much larger than K/`∗ ∼ 10−5 J/m2 [52], so
we may assume nˆ
(
x, y,±h2
)
= nˆ0(x, y). Furthermore, with h
∗  `∗ and assuming
elastic torques are much larger than viscous torques, we may assume the system is
approximately two-dimensional, with the director fixed by the imposed pattern – in
this case nˆ(y∗) = (cos(q∗y∗), sin(q∗y∗)). We will discuss more complex applications of
this photo-patterning technique in Chapters 3 and 4.
In addition to the photo-patterning experiments described here, electroosmosis of
nematic fluids due to periodic distortions have also been investigated both experimen-
tally [53,54] and analytically [55–57], as small spontaneous periodic director distortions
subject to an AC field lead to electrohydrodynamic convection [15]. The numerous in-
vestigations of this specific pattern make it a good benchmark system for validating our
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model, which unlike Refs. [55–57], considers the dynamics of individual ionic species.
Since the director field is a function of y∗ only, we assume concentrations, velocities,
and induced electric fields do not depend on x∗. Furthermore, by symmetry v∗y = 0.
For two ionic species we define ∆c∗ = c∗1− c∗2 and C∗ = c∗1 + c∗2 and write Eq. (2.12) as
∂C∗
∂t∗
=
∂
∂y∗
(
Dyy
∂C∗
∂y∗ + ∆c
∗µyi
∂Φ∗
∂x∗i
)
(2.40)
∂∆c∗
∂t∗
=
∂
∂y∗
(
Dyy
∂∆c∗
∂y∗
+ C∗µyi
∂Φ∗
∂x∗i
)
(2.41)
(a) (b)
Figure 2.7: (a) Ionic mobility anisotropy leads positive and negative ions to collect
in different regions of the cell under an applied electric field. (b) Regions with high
concentration of positive ions will flow in the direction of the electric field, while regions
of high negative concentration will flow opposite to the electric field.
Under the applied field, anisotropic mobility leads to charge separation through the
drift term in the right-hand side of Eq. (2.41), and is schematically illustrated in Figure
2.7a (the director is shown as thin lines in the figure). With an electric field in the
+xˆ direction, positive ions move to the right. Since the mobility is higher parallel to
nˆ, positive ions drift in this pattern toward regions where nˆ is parallel to the y axis.
Negative ions on the other hand drift to the left toward regions where nˆ is parallel to
the x axis.
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(a) (b) (c)
(d) (e) (f)
Figure 2.8: (a) Dielectric anisotropy leads to polarization which varies as a function of
director orientation. (b)-(c) Nematic polarization generates nonuniform electric fields
in response to the applied field, creating an overall nonuniform electric field. (d)-(e)
The nonuniform electric field causes positive and negative ions to collect in different
regions of the fluid. Note the sign of the charges in a given region is opposite that of
Fig. 2.7a. (f) Regions of positive and negative charge density drive nematic flow in
opposite directions.
Charge separation due to dielectric permittivity anisotropy also occurs via the drift
term in the right-hand side of Eq. (2.41) and its coupling with Poisson’s equation,
Eq. (2.13); Figure 2.8 illustrates this mechanism. If the dielectric permittivity is higher
parallel to the director (∆ > 0), polarization will reduce the electric field more strongly
when it is parallel to the director than perpendicular. Thus an applied field in the +xˆ
direction will generate a total electric field with sources where nˆ is parallel to the y
axis and sinks where nˆ is parallel to x axis, as shown in Fig. 2.8c. Therefore the
concentration of positive ions will be high in regions where nˆ is parallel to xˆ, while
the concentration of negative ions will be higher in regions where nˆ is parallel to yˆ, as
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shown in Fig. 2.8e.
After charge separation has taken place, fluid elements experience an electrostatic
body force through the last term on the right-hand-side of Eq. (2.14) as indicated
schematically in Figs. 2.7b and 2.8f. Note that the net charge density in a given
region due to dielectric anisotropy has a sign opposite to that of charge separation
due to mobility anisotropy, thus implying the two mechanisms can counteract each
other. Importantly, when the electric field polarity is inverted, charge separation is also
reversed, but the body force direction is unchanged. This is because the charge density
is induced by the electric field, ρ∗ ∼ E∗, and therefore the body force depends on two
powers of E∗, ρE∗ ∼ E∗2. Therefore this system will exhibit systematic flow even under
an AC field.
For both mechanisms, the charge separation induced by the applied field saturates
by species diffusion and the additional transverse field −∂Φ∗/∂y∗ induced by charge
separation itself. Both effects lead to different characteristic times for saturation, which
can be deduced by examining Eq. (2.41) and Poisson’s equation. If saturation is due
to the induced transverse field, the characteristic time scale is τρ = ¯0/(c0eµ¯). On
the other hand, the mass diffusion time is τD = (D¯q
∗2)−1, with q∗ set by the director
patterning scale. For typical liquid crystal parameters, ¯ ∼ 10, µ¯ ∼ 10−9 m2/(V s),
c0 ∼ 1019 m−3, 2pi/q∗ ∼ 100µm, and at room temperature, we find τρ ∼ 0.1 s and
τD ∼ 10 s, hence diffusive saturation of charge separation is negligible for pattern scales
on the order of 100 µm or smaller. Furthermore, both characteristic times need to be
compared to the frequency of the applied field ω. From Eq. (2.41) when ω  1/τρ, ∆c
will be out of phase with the imposed field by pi/2. In the limit ω → 0, on the other hand,
the imposed field and ∆c will be in phase. Therefore, since the body force on the liquid
crystal medium, Eq. (2.14), involves the product of the charge and the applied field, we
expect systematic transport to occur only for sufficiently low frequencies, 0¯ω/c0eµ¯ < 1.
Charge separation can also induce variations in the total concentration C∗ by the last
term on the right-hand side of Eq. (2.40). We estimate the size of this term relative to
∂C∗/∂t∗ by first using Poisson’s equation to estimate the size of ∆c∗: ∆c∗ ∼ 0¯q∗E0/e.
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Then if we assume the scale of C is C∗ ∼ c0, we estimate∣∣∣ ∂∂y∗ (∆c∗µyi[∂Φ∗/∂x∗i ])∣∣∣
|∂C∗/∂t∗| ∼
(q∗E0)2¯0µ¯
ωec0
. (2.42)
This ratio is very small, ∼ 10−3, and thus variations in C∗ are negigible so that C∗ ≈
c0, independent of time. Under these conditions, and by defining the charge density
ρ∗ = e∆c∗, Eq. (2.41) becomes simply
∂ρ∗
∂t∗
=
∂
∂y
(
σyj
∂Φ∗
∂x∗j
)
, (2.43)
where we recall and σij = σ⊥δij + (σ‖ − σ⊥)ninj = c0eµij . Equations (2.13) and (2.43)
can be solved to yield
ρ∗(y∗, t∗) =
(
−∆σ
σ¯
+
∆
¯
)
0¯E0
∂
∂y∗
 σ¯ cos(ωt∗ − δ(y∗)) sin(2q∗y∗)
2
√
[σyy(y∗)]2 + [ω0yy(y∗)]2
 , (2.44)
tan δ(y∗) =
ω0yy(y
∗)
σyy(y∗)
,
where ∆σ = σ‖ − σ⊥ and σ¯ = (σ‖ + σ⊥)/2.
Note that the induced charge density vanishes linearly with anisotropies ∆σ and
∆, is linear in the applied field, and oscillates with frequency ω at a phase shift δ(y∗)
from the applied field. As anticipated, charge separation due to mobility and dielectric
anisotropy are of opposite signs in a given region.
By assuming no variation along x∗, Eq. (2.14) reduces to ∂∂y∗ T˜
∗
xy + ρ
∗E∗x = 0, which
can be integrated explcitly,
T˜ ∗xy =
(
∆σ
σ¯
− ∆
¯
)
0¯σ¯E
2
0 cos(ωt
∗) cos(ωt∗ − δ(y∗)) sin(2q∗y∗)
2
√
[σyy(y∗)]2 + [ω0yy(y∗)]2
(2.45)
At high frequencies, ω  σyy/(0yy), δ = pi/2, and the stress oscillates around zero
with a small average. At low frequencies, δ ≈ pi, and the resulting stress has a non zero
average, hence leading to systematic flow.
By using ∇∗ ·v∗ = 0, the assumption of variation in y∗ only, and fact that nˆ is fixed,
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one finds
∂v∗x
∂y∗
=
(
∆σ
σ¯
− ∆
¯
)
0¯σ¯E
2
0 sin(2q
∗y∗) cos(ωt∗) cos(ωt∗ − δ(y∗))
2
√
[σyy(y∗)]2 + [ω0yy(y∗)]2
× 1[
α∗1
2 sin
2(2q∗y∗) + (α∗2 + α∗3) cos(2q∗y∗) + α∗3 + α∗4 + α∗5
] (2.46)
This equation can be integrated exactly. Like the charge density, the velocity is pro-
portional to the difference in relative mobility and dielectric anisotropy. The velocity
magnitude is proportional to the square of the electric field, and the phase shift δ(y∗)
indicates that as the driving frequency increases, the systematic part of the velocity
approaches zero.
We mention that the analytic expression for the flow field suggests a method for
experimentally determining the so-called Miezowicz viscosities of the liquid crystal –
three viscosities ηa, ηb, ηc associated with three fundamental geometries in a simple shear
flow: (a) nˆ ⊥ v∗ and nˆ ⊥ ∇∗v∗; (b) nˆ ‖ v∗ and nˆ ⊥ ∇∗v∗; and (c) nˆ ⊥ v∗ and
nˆ ‖ ∇∗v∗ [15]. For the periodic pattern at y = 0, the velocity is parallel to the director
and hence
1
2
(α∗3 + α
∗
4 + α
∗
6)
[
∂∗2y v
∗
x
]
y∗=0 =
(
−∆σ
σ¯
+
∆
¯
)
¯0σ¯E
2
0 cos(ωt
∗) cos(ωt∗ − δ⊥)√
σ2⊥ + (ω⊥0)2
, (2.47)
tanδ⊥ =
ω0⊥
σ⊥
,
whereas at y∗ = pi/(2q∗), we find,
1
2
(−α∗2 + α∗4 + α∗5)
[
∂∗2y v
∗
x
]
y∗= pi
2q∗
=
(
−∆σ
σ¯
+
∆
¯
)
¯0σ¯E
2
0 cos(ωt
∗) cos(ωt∗ − δ‖)√
σ2‖ + (ω‖0)
2
,
(2.48)
tan δ‖ =
ω0‖
σ‖
.
The Leslie viscosity combinations in the left hand sides of Eqs. (2.47) and (2.48)
precisely correspond to the Miezowicz viscosities, η‖ = ηb = 12(α
∗
3 + α
∗
4 + α
∗
6) and
η⊥ = ηc = 12(−α∗2 +α∗4 +α∗5) [15]. Therefore one can use the experimentally determined
flow fields near y∗ = 0 and y∗ = pi/(2q∗) to obtain η‖ and η⊥.
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2.5 Nondimensionalization of Equations
In order to further investigate the relative sizes of LCEK effects, we use the results
of Sec. 2.4 to recast Eqs. (2.12)-(2.17) in dimensionless form. Specifically we note
that for periodic anchoring, the total ionic concentration is approximately uniform, c0,
while Eq.(2.44) demonstrates the charge density scales as
(
∆µ
µ¯ − ∆¯
)
¯0E0q
∗, where
µ¯ = 12(µ‖ + µ⊥) is the average mobility
1 . Equation (2.46) suggests the velocity scales
as approximately
(
∆µ
µ¯ − ∆¯
)
¯0E
2
0/(ηq
∗), where η is the average viscosity.
We use these results to determine appropriate scalings for nondimensionalization.
We scale time by applied field frequency ω and total concentration C∗ = c∗1 + c∗2 by c0.
Lengths are scaled by characteristic length `∗; for systems with a single disclination,
`∗ is the system size L∗, for sets of disclination, `∗ is the separation length between
disclinations, and for colloidal systems, `∗ is the radius of the suspended particles.
Electric potential is scaled by E0`
∗, the Leslie viscosities α∗i are scaled by their average,
η, and the free energy density f∗ is scaled by K/`∗2. We use the results of Sec. 2.4
discussed above to determine charge and velocity scales, but we do not include the
mobility and permittivity anisotropies in our scaling so that they appear explicitly in
the governing equations. Thus we scale charge density ρ∗ = c∗1 − c∗2 by 0¯`∗−1E0 and
velocity by 0¯`
∗η−1E20 . We also scale the pressure by 0¯E20 . We can then write Eqs.
(2.12) through (2.17) in dimensionless form:
Ω
∂C
∂t
+W
∂Cvi
∂xi
= γ
∂
∂xi
[
Dij
D¯
∂C
∂xj
]
+ Y 2
∂
∂xi
[
ρ
µij
µ¯
∂Φ
∂xj
]
(2.49)
Ω
∂ρ
∂t
+W
∂ρvi
∂xi
= γ
∂
∂xi
[
Dij
D¯
∂ρ
∂xj
]
+
∂
∂xi
[
C
µij
µ¯
∂Φ
∂xj
]
(2.50)
∂
∂xi
[
ij
¯
∂Φ
∂xj
]
= −ρ, (2.51)
0 = ∇ · T − ρ∇Φ, T = −pI+ 1
Er
T e + T˜ , (2.52)
1 Note that ∆µ/µ¯ = ∆σ/σ¯. We choose to refer to mobilities rather than conductivities going forward
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nˆ× h0 − Er
(
nˆ× h′ − ∆
¯
(nˆ ·E)(nˆ×E)
)
= 0, (2.53)
where Ω = ωτρ is the size of the driving frequency relative to the characteristic time for
charge separation (as in Sec. 2.4, τρ = 0¯/(ec0µ¯)), W = τρ0¯E
2
0/η is the charging time
relative to advection time, γ = τρD¯/`
∗2 is the ratio of diffusion and charge separation,
Y = 0¯E0/(`
∗ec0) is the charge density relative to the total ionic concentration, and
Er = 0¯E
2
0`
∗2/K is the Ericksen number – the ratio of viscous to elastic torques. Note
that γ can be also be written as γ = λ∗2D /`
∗2, where λ∗D =
√
0¯kBT/(e2c0) is the Debye
length. We also note that in the scaled variables Ni = (Ω/W )∂tni + vj∂jni − Ωijnj .
Eqs. (2.49)-(2.53) represent the full set of governing equations in dimensionless form,
and will be used throughout the thesis.
2.6 Numerical Method
Equations (2.49) through (2.53), together with the incompressibility condition, com-
pletely describe our system. We solve them numerically in two dimensions with the
finite element commercial package COMSOL; the code developed is available for down-
load [58].
An advantage to the finite element method is the ability to create nonuniform
meshes, allowing for higher resolution in regions where gradients are large. The domain
of our system is composed of triangular and quadrilateral elements, with the numerical
solution to the dependent variables of the system defined by its values at element nodes.
If u(x) is a solution for one of the dependent variables of the system, the numerical ap-
proximation of u(x) is u˜(x) =
∑
α uαNα(x), where the sum is taken over the nodes α
and Nα(x) are a set of basis functions, polynomials defined locally within each element
such that Nα(xβ) = δαβ. In our numerical study, the pressure is represented with linear
basis functions, with a node at each element vertex. All other variables are represented
by quadratic basis functions, with nodes at vertices and at midpoints between vertices.
All numerical solutions were obtained in a square domain S0 with side length L. For
periodic anchoring, we choose L = 1; for anchored disclinations, L = 15; and for studies
with suspended particles, L = 48. We define a coordinate system (x, y), the origin of
which is at the center of S0. We specify the electrostatic potential at the boundaries
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Φ(x = L/2, y) = 0 and Φ(x = −L/2, y) = −L cos(t), and use the Neumann boundary
conditions yi∂iΦ = 0 at y = ±L/2. Thus the applied AC field is uniform and parallel
to the x axis.
Figure 2.9: (a) Mesh used in the numerical solution in which nˆ is periodic. The mesh
uses thin quadrilateral boundary-layer elements on the lateral walls and triangular el-
ements throughout the remaining domain. (b) Mesh used for the solution involving
anchored disclinations. The central region and lateral walls are much more refined than
the outer regions. (c) Mesh used for studies with suspended particles, which is more
refined in the center of the cell. (d) Magnification of mesh used for particle studies,
showing the finer elements near the particle boundary and the companion defect.
For periodic anchoring, periodic boundary conditions were used on the domain walls
normal to the direction of the applied electric field (y = ±1/2). On x = ±1/2, no-slip
boundary conditions were used for the velocity, and no flux boundary conditions for each
of the ionic concentrations. Figure 2.9a shows the mesh used for this case of periodic
anchoring. Although COMSOL does have an option for periodic boundary conditions,
to insure the mesh was periodic in the y direction we created a mesh for half of the
domain (y > 0) and then reflected the mesh about the line y = 0. The mesh consists of
9876 triangular elements of maximum linear size 3.5×10−2 and minimum size 1.0×10−3.
The mesh is finer near x = ±1/2 to resolve the boundary layer that forms there.
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For anchored disclinations, we use no-slip boundary conditions for the velocity and
zero flux boundary conditions for ion currents on all boundaries. The numerical im-
plementation involves two meshes with different resolutions. Within the square S0 we
create a circle C0 with radius R = 0.1L in which the mesh is finer. Figure 2.9b shows
the mesh used for disclinations. C0 contains 109,196 triangular elements, with maxi-
mum linear size 1.3×10−2, and minimum size 4.8×10−5. The remainder of S0 contains
12,800 triangular elements with linear size between 1.2 × 10−3 and 1.0, and 240 thin
quadrilateral boundary layer elements near the domain boundaries at x = ±L/2.
For studies involving suspended particles, we again use no-slip boundary conditions
for velocity and zero flux boundary conditions for ion currents on all boundaries. We
impose nˆ = xˆ on the boundary of S0, and nˆ normal to the surface of the suspended
particle. Within S0 we create a circle C0 with radius r0 = 3; at the center of C0 is a
disk-shaped particle C1 with radius r1 = 1. A circle C2 of radius r2 = 0.17 is located
at (−1/√2, 0) to resolve the defect that appears due to topological considerations. C2
consists of 11,808 triangluar elements with linear size between 6×10−4 and 5×10−3; C1
has 23,434 triangular elements with linear size between 0.015 and 4.44, C0 has 43,816
triangular elements with linear size between 11.24 × 10−4 and 0.3, and S0 has 1990
elements with linear size between 0.015 and 4.44. Additionally, C0 contains 11,520
quadrilateral elements at the boundary with C1, and S0 has 320 quadrilateral elements
on the domain boundaries at x = ±L/2. Figures 2.9c and 2.9d show the mesh used for
single-particle studies.
To determine the behavior of the system, Eqs. (2.49) through (2.53) are written
in weak form, in which an integral equation must be satisfied for arbitrary weight
functions. The time dependent solution is found using the IDA algorithm; an implicit
solver which utilizes the Backward Differentiation Formula (BDF) methods for iterating
in time along with Newton’s method for solving the nonlinear equations at each time
step [59]. For systems with an imposed director field (Chapters 3 and 4), Eq. (2.53)
is not solved, rather nˆ is taken as fixed. For systems which start with the director in
elastic equilibrium (Chapter 5), first the stationary solution to Eq. (2.53) is found, with
all other variables held constant. This solution is then used as an initial condition for
nˆ, and the entire set of equations is simultaneously solved.
A particular challenge of modeling topological defects is that the elastic stress T e,
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Parameter Value Comment
c0 10
−19 m−3 Total ion concentration
µ¯ 1.45× 10−9 m2/(Vs) Average ion mobility
D¯ kBT µ¯/e = 3.69× 10−11 m2/s Average ion diffusivity
α1 −29 mPa s Leslie-Ericksen viscosity
α2 −173 mPa s Leslie-Ericksen viscosity
α3 −30 mPa s Leslie-Ericksen viscosity
α4 118 mPa s Leslie-Ericksen viscosity
α5 137 mPa s Leslie-Ericksen viscosity
α6 −66 mPa s Leslie-Ericksen viscosity
Table 2.1: Physical constants used in numerical calculations. e is the electron charge,
kB is Boltzmann’s constant, and T = 295K, room temperature.
Eq. (2.15), is singular at defect cores. However by utilizing several properties of the
elastic stress, we show that in elastic equilibrium, the leading divergence in the elastic
stress only contributes to a change in pressure, allowing us to numerically solve Eq.
(2.52) without this singular contribution. First, using Eq. (2.15), we find
−∂jT eij = ∂j(pikj∂ink) = ∂ink∂jpikj + pikj∂j(∂ink) (2.54)
where piij = ∂f/∂(∂jni). Then with Eq. (2.18) we find
−∂jT eij = ∂ink
(
h0k +
∂f
∂nk
)
+ pikj∂j(∂ink) = h
0
k∂ink +
∂f
∂nk
∂ink + pikj∂j(∂ink) (2.55)
Additionally, elastic equilibrium implies nˆ×h0 = 0, or alternatively h0 = λ(r)nˆ, where
λ(r) is a Lagrange multiplier enforcing the normalization of nˆ. Therefore note that
h0k∂ink = λ(r)nk∂ink =
1
2λ(r)∂i(n
2
k) = 0, since n
2
k = 1. Using this and the definition of
piij , we can write
−∂jT eij =
∂f
∂nk
∂ink + pikj∂j(∂ink)
=
∂f
∂nk
∂ink +
∂f
∂(∂jnk)
∂j(∂ink)
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Parameter Value Comment
ω 10pi rad/s Applied field frequency
E0 40 mV/µm Applied field amplitude
¯ 6 Average dielectric permittivity
∆µ/µ¯ 0.34 Relative mobility anisotropy
∆/¯ 0 Relative dielectric anisotropy
`∗ 160 µm Wavelength of pattern
Table 2.2: Physical constants used in numerical calculations for imposed periodic di-
rector orientation. The relative mobility and dielectric anisotropies are as listed except
as noted in Fig. 2.12.
And then noting ∂j(∂ink) = ∂i(∂jnk) and using the chain rule, we find
−∂jT eij =
∂f
∂nk
∂ink +
∂f
∂(∂jnk)
∂i(∂jnk) = ∂if. (2.56)
Thus following a procedure similar to Stark [51], we numerically solve for p˜ = p+ f/Er
rather than p and write Eq. (2.14) as
0 = − ∂p˜
∂xi
+
∂
∂xj
T˜ij −
N∑
k=1
ezkck∇Φ. (2.57)
Thus while the free energy near a nematic singularity diverges at director singularities,
this divergence in f will be cancelled exactly by a divergence in the pressure p, so that
the difference p˜ is finite. The velocity field given by Eq. (2.52) is not affected by this
redefinition of the pressure (since the fluid is incompressible).
In order to study electrokinetic phenomena in realistic ranges of physical param-
eters, we have chosen a parameter set that corresponds to experimental studies of
Refs. [3, 5, 44]. While we have shown good agreement between the numerical and ex-
perimental results, our comparison with experiments is limited by a number of factors:
First, our numerical model is solved on a square domain of size ∼ 1 mm2 or smaller,
while the experiments are done in a chamber of size ∼ 100 mm2, with the pattern
imposed only on a similarly sized patterned region. Second, our equations are solved
in two dimensions, and while there is no evidence of the third dimension affecting the
overall experimental behavior, one would expect a Poiseuille-type flow across the cell
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thickness that is unaccounted for in our calculations. Finally, while the Leslie viscosities
in Table 2.1 are used for all numerical studies in this thesis, we compare our results with
a wide variety of experimental conditions, many of which involve different liquid crystals
or binary mixtures for which the Leslie viscosities have not been measured. In partic-
ular, the Leslie viscosities in Table 2.1 were determined by averaging the viscosities of
MLC7026-000 and E7 liquid crystals at a ratio of 89.1:10.9, matching the experimental
composition of Ref. [5].
(a) (b)
(c) (d)
Figure 2.10: Analytic and numerical solutions in dimensionless units for charge density
and velocity for periodic director patterning. (a) Charge density as a function of time at
y = 0. (b) Charge density as a function of y at t = 2pi. (c) Velocity difference between
y = 1/4 and y = 0 as a function of time. (d) Velocity as a function of y relative to
velocity at y = 0, at t = 2pi.
We have used Eqs. (2.44) and (2.46) to validate our numerical code for the pe-
riodic director pattern discussed in Sec. 2.4 in a region of parameters for which the
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approximate equations discussed hold, a region which is consistent with the experimen-
tal parameters described in Table 2.1 and Table 2.2. Figure 2.10 shows good agreement
between the numerical solutions and Eqs.(2.44) and (2.46).
(a) (b) (c)
Figure 2.11: Numerical and experimental results for a periodically anchored director. (a)
Numerical charge density in dimensionless units at t = 2pi. (b) Velocity field averaged
over a period of the electric field. (c) Experimental velocity for a periodic director
pattern obtained by Particle Image Velocimetry by time averaging over the locations of
tracer particles [3].
To further validate our model, we compare our numerical results with the experi-
ments of of Peng, et al. [3]. While our numerical calculations for the periodic pattern
use periodic boundary conditions along y and no slip boundary conditions on x = ±1/2,
the experiments involve a small patterned sub-region within a larger cell with uniform
top and bottom boundaries. Therefore open boundary conditions would be a closer
representation of the experiments. As seen in Fig. 2.11a, the boundary layers near
the ends of the computational domain are much smaller than the domain, and we have
verified that the results presented are independent of system size. Nevertheless, Fig.
2.11 shows good agreement between our numerical results for the parameters listed in
Table 2.1 and the experiments of Peng, et. al. [3] (Fig. 2.11c).
One particular consequence of Eqs. (2.45) and (2.46) is that flow can be reversed or
completely stopped by simply changing the signs of the anisotropies in dielectric per-
mittivity or ionic mobility. Flow reversals have been observed in isotropic electrolytes,
but the mechanism is not yet understood [60]. In the nematic case, reversals arise from
competing charge separation fluxes as described in Figs. 2.7 and 2.8. Flow reversals
are illustrated by the numerical solution of the full set of governing equations as shown
in Fig. 2.12 where we consider the cases of ∆/¯ −∆σ/σ¯ < 0, ∆/¯ −∆σ/σ¯ = 0, and
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(a) ∆/¯ = 0, ∆σ/σ¯ = 0.34 (b) ∆/¯ = 0.34, ∆σ/σ¯ = 0.34 (c) ∆/¯ = 0.34, ∆σ/σ¯ = 0
Figure 2.12: Numerical solution showing the applied electric field, induced charge den-
sity, and x component of the velocity in dimensionless units as a function of time at (0, 0)
for periodic anchoring. The velocity direction changes when the quantity ∆/¯−∆σ/σ¯
changes sign.
∆/¯−∆σ/σ¯ > 0, with all other parameters constant.
In summary, we find that charge separation occurs due to two potentially competing
mechanisms: mobility anisotropy produces a transverse component to ionic motion,
while dielectric anisotropy leads to a spatially nonuniform electric field. The nematic
fluid is then driven by a body force ρE, and since ρ→ −ρ if E → −E, the force on the
fluid is invariant under E → −E, and therefore the flow remains unchanged. We also
see that our two-dimensional numerical model agrees well with both the approximate
analytic solution and the experimental results.
Chapter 3
LCEK Flows in Thin Films
Patterned with Isolated
Disclinations
3.1 Introduction
Having validated our model and numerical code for the simple case of periodic patterning
in the previous chapter, we now look to study more complex two-dimensional patterns,
which can be created by the lithographic technique discussed. We focus on patterns
comprising isolated disclinations of arbitrary topological charge, which can be used as
building blocks for complex designer flow fields. An example of such a complex flow field
is shown in Fig. 3.1, where an array of photo-patterned (−1/2) and (+1) disclinations
produces an array of vortices. Additionally, investigation of fixed disclinations allows
us to determine the effect of topology on electrokinetic flow patterns, which is useful in
studying more complex electrokinetic systems, such as nematic colloids.
We begin with a numerical investigation of LCEK flow generated by a disclinations
of charges m = +1/2,+1,−1/2. Next we obtain a perturbative solution for the charge
density, along with a more general solution for the special case of the (+1) disclination.
We then discuss the effect of topological charge on the LCEK velocity field, approxi-
mating the viscous stress as Newtonian. Finally, we consider the electrokinetic flows of
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Figure 3.1: (a) Experimentally obtained director field consisting of an array of discli-
nations of topological charge (−1/2) (triangle) and (+1) (circle), created via the photo-
patterning method discussed in Chapter 2. (b) LCEK velocity field for the same discli-
nation array subject to an AC field in the horizontal direction. The prescribed pattern
generates an array of vortices with alternating vorticity.
sets of disclinations and compare numerical and experimental results in such a case.
3.2 Electrokinetics of a Single Disclination
Consider a two-dimensional configuration with a fixed nematic director orientation
nˆ(r) = (cos θ(r), sin θ(r)), where θ(r) is the angle between the director and the x
axis, and lengths are scaled by system size, `∗ = L∗ = 1.2 mm in our reference experi-
ments. We begin with investigating the LCEK of a single defect of charge m, given by
θ(r) = mφ, where φ is the polar angle.
We have numerically solved Eq. (2.49) through (2.52) for this fixed director config-
uration on a square domain of side length L = 1. The parameters used are listed in
Tables 2.1 and 3.1. Figure 3.2 shows the charge densities and velocity fields obtained
for the cases m = 1/2, 1, and −1/2. Electrical neutrality is preserved for the m = 1/2
disclination through a boundary layer of positive charge on the outer walls of the cell
(not shown in Fig. 3.2a). The remaining distributions are electrically neutral due to
the angular dependence of the charge density. We see the angular behavior of both the
charge density and velocity depend on the topological charge of the defect pattern.
3.2.1 Perturbative calculation of charge density
Although we assume that the director orientation is fixed, the governing equations, Eqs.
(2.49)-(2.52) are still quite complex. In order to develop an analytical understanding
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(a) (b) (c)
(d) (e) (f)
Figure 3.2: Numerical results at t = 2pi for single anchored disclinations with electric
field applied in the horizontal direction. (a)-(c) Plots of charge density within a square
of dimensionless side length 215 , centered at the disclination. (d)-(f) Velocity across the
entire cell for various disclinations. Color indicates velocity magnitude.
of the charge density and velocity fields, we expand the dimensionless variables ρ, C,v
and Φ in powers of ∆µ/µ¯ and ∆/¯, both assumed small and of the same order.
At zero-th order in ∆, the equations correspond to a purely isotropic medium with
c1,0 = c2,0 = 1/2 (ρ0 = 0, C0 = 1), and v0 = 0. Zero charge density also implies from
Eq. (2.13) that ∇2Φ0 = 0 which we take equal to the imposed field Φ0 = −x cos(t).
At first order and using Eq. (2.51), Eqs. (2.49) and (2.50) become,
Ω
∂C1
∂t
= γ∇2C1 − Y 2 cos(t)∂ρ1
∂x
(3.1)
Ω
∂ρ1
∂t
= γ∇2ρ1 − ρ1 −
(
∆µ
µ¯
− ∆
¯
)
cos[(2m− 1)φ] cos(t)
r
− cos(t)∂C1
∂x
. (3.2)
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Parameter Value Comment
ω 10pi rad/s Applied field frequency
E0 40 mV/µm Applied field amplitude
¯ 6 Average dielectric permittivity
∆µ/µ¯ 0.34 Relative mobility anisotropy
∆/¯ 0 Relative dielectric anisotropy
Table 3.1: Physical constants used in numerical calculations for nematics with imposed
director orientation. The remaining parameters are listed in Table 2.1.
Recall that Ω = ωτρ is the scale of the applied field frequency relative to the charging
time τρ = ¯0/(ec0µ¯), Y = ¯0E0/(`
∗ec0) as the scale of charge separation relative to
the total ionic concentration, and γ = λ∗2D /`
∗2, where λ∗D is the Debye length. For
typical values as given in Chapter 2, λ∗D ∼ 10−6m, whereas cell sizes are on the order
of `∗ ∼ 10−4 − 10−2m, so γ ∼ 10−8 − 10−4. Thus the term proportional to γ in Eqs.
(3.1) and (3.2) is a singular perturbation, negligible away from the disclination core, but
important within a distance on the order of the Debye length from the core, r . √γ.
There is a driving term in the right hand side of Eq. (3.2) which explicitly shows
(∆µµ¯ −∆¯ ) as a coefficient multiplying the order one angular factor. Note that the angular
dependence of this term matches the angular dependence of the numerical charge density
fields in Fig. 3.2.
To obtain a solution for the charge density at this order, we first write ρ1 and C1 as
a Fourier series,
ρ1(r, t) =
∑
n
an(r)e
int, C =
∑
n
bn(r)e
int (3.3)
Inserting Eq. (3.3) into Eqs. (3.1) and (3.2) yields
Ωinbn = γ∇2bn − Y
2
2
∂
∂x
(an−1 + an+1) (3.4)
Ωinan = γ∇2an − an − 1
2
∂
∂x
(bn−1 + bn+1)
−
(
∆µ
µ¯
− ∆
¯
)
m cos[(2m− 1)φ]
2r
(δn,1 + δn,−1)
(3.5)
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where δm,n is Kronecker delta.
We further simplify the problem and assume a system in which Y 2/(4γ
√
1 + Ω2)
1,1 and we will now show that this assumption implies that spatial variations in
C = c1+c2 contribute negligibly to the charge density ρ1. To begin we Fourier transform
Eqs. (3.4) and (3.5) in space,
bˆn(q) = − Y
2iqx
2(γq2 + inΩ)
[aˆn−1(q) + aˆn+1(q)] (3.6)
(Ωni+ γq2 + 1)aˆn(q) =−
(
qxY
2
)2 [ aˆn−2(q) + aˆn(q)
γq2 + i(n− 1)Ω +
aˆn(q) + aˆn+2(q)
γq2 + i(n+ 1)Ω
]
− F (q)(δn,1 + δn,−1)
(3.7)
where
F (q) =
∫∫
e−iq·xd2x
(
∆µ
µ¯
− ∆
¯
)
m cos[(2m− 1)φ]
2r
(3.8)
Note that∣∣∣∣∣
(
qxY
2
)2 1
[γq2 + i(n± 1)Ω][γq2 + 1 + Ωni]
∣∣∣∣∣ ≤ Y 24γ√1 + Ω2  1 (3.9)
Which implies ∣∣∣∣∣
(
qxY
2
)2 aˆn
γq2 + i(n± 1)Ω
∣∣∣∣∣ |(Ωni+ γq2 + 1)aˆn|
so we may approximate Eq. (3.7) as
(Ωni+ γq2 + 1)aˆn(q) =−
(
qxY
2
)2 [ aˆn−2(q)
γq2 + i(n− 1)Ω +
aˆn+2(q)
γq2 + i(n+ 1)Ω
]
− F (q)(δn,1 + δn,−1)
(3.10)
We assume ρ is continuous and differentiable in time and space. Therefore |an| → 0
1 For typical values given in Tables 2.1 and 3.1, Y 2/(4γ
√
1 + Ω2) ≈ 0.4. While this quantity is not
vanishingly small, we will show in this section that this assumption leads to an analytical expression
that agrees well with our numerical results.
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as |n| → ∞. We use this assumption to show |aˆ3|  |aˆ1|. First suppose |aˆn−2| ∼ |aˆn|
for n ≥ 3. Inequality (3.9) along with Eq. (3.10) then implies |aˆn|  |aˆn+2|. Thus if
|aˆ1| ∼ |aˆ3|, then by induction |aˆn| does not approach zero as n→∞, which contradicts
our assumption that ρ is continuous and differentiable. Therefore |aˆ3|  |aˆ1|.
Equation (3.10) for n = 1 is
(γq2 + 1 + Ωi)aˆ1(q) = −
(
qxY
2
)2 aˆ−1(q)
γq2
−
(
qxY
2
)2 aˆ3(q)
γq2 + 2Ωi
− F (q) (3.11)
Inequality (3.9) and the fact that |aˆ3|  |aˆ1| imply the second term on the right-hand-
side of Eq. (3.11) is negligible relative to the left-hand-side. Additionally,∣∣∣∣( qxY2 )2 aˆ−1γq2 ∣∣∣∣
|(γq2 + 1 + Ωi)aˆ1| =
(
qxY
2
)2 1
γq2
√
(γq2 + 1)2 + Ω2
≤ Y
2
4γ
√
1 + Ω2
 1
Thus the first term in Eq. (3.11) is negligible, and we may approximate Eq. (3.11) as
(γq2 + 1 + Ωi)aˆ1(q) = −F (q) (3.12)
or in real space,
γ∇2a1(r, φ)− (1 + Ωi)a1(r, φ) =
(
∆µ
µ¯
− ∆
¯
)
m cos[(2m− 1)φ]
2r
(3.13)
Define ξ = r/
√
γ/(1 + iΩ); then the solution to Eq. (3.13) is
a1(ξ, φ) =
(
∆µ
µ¯
− ∆
¯
)
m cos[(2m− 1)φ]
2
√
γ(1 + Ωi)
fm(ξ) (3.14)
We note that the angular dependence of charge density is a function of the topological
charge m, varying as cos[(2m− 1)φ], and the radial dependence fm(ξ) solves,
f ′′m(ξ) +
1
ξ
f ′m(ξ)−
(
(2m− 1)2
ξ2
+ 1
)
fm(ξ) =
1
ξ
(3.15)
Note the radial dependence of the charge density is in general dependent on m. The ho-
mogeneous solutions to this differential equation are modified Bessel functions, I|2m−1|(ξ),K|2m−1|(ξ).
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The particular solutions can be found through variation of parameters, but may also be
written in a simpler form for certain vales of m, which we discuss below.
For m = 1/2, the solution to Eq. (3.15) bounded for all ξ is
f 1
2
(ξ) =
pi
2
(L0(ξ)− I0(ξ)) (3.16)
where L0(ξ) is the modified Struve function of order zero [61]. For ξ  1, I0(ξ) → 1
and L0(ξ)→ 2pi ξ, so
f 1
2
(ξ → 0)→ ξ − pi
2
. (3.17)
The charge density is finite as r → 0, but it can be large, scaling as γ−1/2. For ξ  1,
given the asymptotic relation [61],
Lα(ξ) = I−α(ξ)−
(
ξ
2
)α−1
Γ
(
α+ 12
)√
pi
+O(ξα−3) (3.18)
one has
f 1
2
(ξ →∞)→ −1
ξ
. (3.19)
For m = 1, the solution to Eq. (3.15) bounded for all ξ is
f1(ξ) = K1(ξ)− 1
ξ
. (3.20)
Note f1(ξ)→ 0 as r → 0 and f1(ξ) matches Eq. (3.19) for ξ  1.
For m 6= 1/2, 1, the solution to Eq. (3.15) can be obtained by variation of parame-
ters,
fm(ξ) = I|2m−1|(ξ)
∫ ξ
K|2m−1|(ξ′)dξ′ −K|2m−1|(ξ)
∫ ξ
I|2m−1|(ξ′)dξ′ (3.21)
The asymptotic behavior of fm(ξ) at long distances can be found by recalling the asymp-
totic expansions for Ik(ξ),Kk(ξ) for large ξ:
Ik(ξ) =
eξ√
2piξ
(
1 +O
(
1
ξ
))
, (3.22)
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Kk(ξ) =
√
pi
2ξ
e−ξ
(
1 +O
(
1
ξ
))
. (3.23)
For ξ  1, using integration by parts,∫ ξ
Ik(ξ
′)dξ′ =
eξ√
2piξ
+
∫ ξ
O(ξ′−3/2eξ′)dξ′, (3.24)
∫ ξ
Kk(ξ
′)dξ′ = −
√
pi
2ξ
e−ξ +
∫ ξ
O(ξ′−3/2e−ξ′)dξ′. (3.25)
Therefore for ξ  1, we find
fm(ξ)→ −1
ξ
. (3.26)
For ξ  1, note for integral k > 1,
Ik(ξ) =
1
k!
(
ξ
2
)k
(1 +O(ξ2)) (3.27)
Kk(ξ) =
(k − 1)!
2
(
2
ξ
)k
(1 +O(ξ2)) (3.28)
Using these expansions in (3.21) we find, to leading order in ξ for ξ  1,
fm(ξ) ∼ ξ|2m− 1|([2m− 1]2 − 1) (3.29)
So a1 linearly approaches zero as ξ → 0.
Using Eq. (3.3), we may write the charge density in its complete form
ρ(ξ, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
m cos[(2m− 1)φ]
2
√
γ(1 + Ω2)
1
4
[ei(t−δ/2)fm(ξ) + e−i(t−δ/2)f∗m(ξ)] (3.30)
where tan δ = Ω. Note that while the form of fm(ξ) depends on m; for all values of m
the charge density is linear in ξ near the defect core (approaching zero for m 6= 1/2), and
decays as ξ−1 far from the core. In particular, for ξ  1 Eq. (3.30) can be approximated
as
ρ(r, φ, t) = −
(
∆µ
µ¯
− ∆
¯
)
m cos(t− δ)√
1 + Ω2
cos[(2m− 1)φ]
r
(3.31)
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(a) (b)
(c)
Figure 3.3: Numerical and analytical charge density results at t = 2pi for single anchored
disclinations. (a)-(b) Numerical and analytical results along φ = 0 for m = 1/2 and
m = 1. (c) Numerical and analytical results plotted as a function of angle at a distance
r = 0.1 from the disclination core.
Figure 3.3 compares Eq. (3.30) and the numerical charge density results for several
topological charges. Despite the fact that the numerical solutions are obtained with
∆µ/µ¯ and Y 2/(γ
√
1 + Ω2) not vanishingly small, Eq. (3.30) accurately describes the
numerical results across a variety of length scales. In particular, our analysis above
shows that despite the singularity in the director field, the charge density itself is not
singular at the defect core. Importantly, our numerical method remains quite accurate
in the determination of the -finite- charge density at the defect core, despite variations
on the order of the Debye length.
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3.2.2 Alternative expansion for (+1) disclination
Equation (3.30) is valid only for small mobility and permittivity anisotropies. Here we
consider an alternative solution for the charge density generated by a (+1) disclina-
tion which does not require the assumption that the anisotropies be small. Instead,
assume the time scale for charge separation is much smaller than either the character-
istic advection time or the period of the applied field, Ω  1, and assume Y 2/γ  1,
implying a uniform total concentration, C = 1. For this case, we scale charge density
with 0⊥E0/`∗ rather than 0¯E0/`∗, and we define γ = 0⊥D⊥/(ec0µ⊥`∗2). Then
with the above assumptions, and since µ and D are related by Einstein’s relation, Eq.
(2.50) becomes,
0 ≈ ∂
∂xi
[
µij
∂
∂xj
(γρ+ Φ)
]
(3.32)
Define ψ = γρ + Φ. Then since we have a (+1) disclination, in polar coordinates
Eq. (3.32) becomes,
µ′
r
∂
∂r
(
r
∂ψ
∂r
)
+
1
r2
∂2ψ
∂φ2
= 0. (3.33)
where µ′ = µ‖/µ⊥. The general solution to Eq. (3.33) is,
ψ(r, φ, t) = α0(t) log r+β0(t)φ+
∞∑
n=0
(
An(t)r
n/
√
µ′ +Bn(t)r
−n/√µ′
)
[Cn(t) cos(nφ)+Dn(t) sin(nφ)]
(3.34)
Assume our system is a disc of radius 1 with Φ(1, φ, t) = − cosφ cos t and ρ(1, φ, t) =
0. Then Eq. (3.34) becomes
ψ(r, φ, t) = −r1/
√
µ′ cosφ cos t (3.35)
Using Poisson’s equation, Eq. (3.35), and the definition ψ = γρ + Φ, we find the
charge density solves,
γ′
r
∂
∂r
(
r
∂ρ
∂r
)
+
γ
r2
∂2ρ
∂φ2
− ρ =
(
1− 
′
µ′
)
r
1√
µ′
−1
cosφ cos t, (3.36)
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where ′ = ‖/⊥. Define ξ = r/
√
′γ, then ρ(ξ, φ, t) = (1−′/µ′)(γ′)
1
2
√
µ′
−1
f(ξ) cosφ cos t
solves Eq. (3.36), with f(ξ) solving,
f ′′(ξ) +
1
ξ
f ′(ξ)−
(
′−1
ξ2
+ 1
)
f(ξ) = ξ
1√
µ′
−2
. (3.37)
For arbitrary ′, µ′, the homogeneous solutions to Eq. (3.37) are Modified Bessel func-
tions I 1√
′
(ξ),K 1√
′
(ξ). The particular solution to Eq. (3.37) can be found by variation
of parameters,
f(ξ) = I 1√
′
(ξ)
∫ ξ
K 1√
′
(ξ1)ξ
1√
µ′
−1
1 dξ1 −K 1√
′
(ξ)
∫ ξ
I 1√
′
(ξ1)ξ
1√
µ′
−1
1 dξ1. (3.38)
In the limit of small anisotropy, ′, µ′ → 1, Eq. (3.38) can be written as f(ξ) = K1(ξ)−
1/ξ, matching the for m = 1 solution from Sec. 3.2.1. Unlike in Sec. 3.2.1, we find
that in general the radial dependency of the charge density is a function of the system
anisotropy. Specifically, away from defect cores, ξ  1, using the asymptotic expansions
given by Eqs. (3.22) and (3.23), we find,
∫ ξ
K 1√
′
(ξ1)ξ
1√
µ′
−1
1 dξ1 ≈ −
√
pi
2
Γi
(
1√
µ′
− 1
2
, ξ
)
, (3.39)
∫ ξ
I 1√
′
(ξ1)ξ
1√
µ′
−1
1 dξ1 = −
ξ
1√
µ′
− 1
2
√
2pi
E 3
2
− 1√
µ′
(−ξ), (3.40)
where Γi(s, x) is the incomplete Gamma function,
Γi(s, x) =
∫ ∞
x
ts−1e−tdt,
and En(x) is the generalized Exponential Integral function,
En(x) =
∫ ∞
1
e−xt
tn
dt.
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The asymptotic expansions for Γi(s, x) and En(x) are [62],
Γi(s, x) ∼ xs−1e−x
(
1 +O
(
1
x
))
, (3.41)
En(x) ∼ e
−x
x
(
1 +O
(
1
x
))
. (3.42)
Therefore, far from the disclination core, Eq. (3.38) is f(ξ  1) ≈ −ξ
1√
µ′
−2
, and the
charge density is,
ρ(r, φ, t) ≈
(
′
µ′
− 1
)
r
1√
µ′
−2
cosφ cos t =
µ⊥
µ‖
(
∆
⊥
− ∆µ
µ⊥
)
r
√
µ⊥
µ‖
−2
cosφ cos t. (3.43)
Thus at r  √γ′, the radial dependency of the (+1) defect charge density decays as a
power law which depends on the mobility anisotropy. In Sec. 3.2.1, we found that the
charge decays as 1/r, which is the small anisotropy limit of Eq. (3.43).
3.2.3 Analysis of velocity fields
In order to understand the flow structure shown in Fig. 3.2, as well as the large distance
behavior of the velocity under a body force that decays as a power law of distance away
from the defect we solve the simpler problem of a Newtonian fluid,
−∇p+∇2v − ρ∇Φ = 0; ∇ · v = 0, (3.44)
in a disk of radius 1, with v = 0 at r = 1, and v finite for r < 1. We consider only
the part of the body force that does not time-average to zero, which far from the defect
core is,
−ρ∇Φ = −
(
∆µ
µ¯
− ∆
¯
)
m cos2(t)
(1 + Ω2)
cos[(2m− 1)φ]
r
(3.45)
Taking the curl of Eq. (3.44) and defining the stream function ∇× (ψmzˆ) = −v one
obtains
∇4ψm(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
m cos2(t)
(1 + Ω2)r2
[m sin(2mφ) + (m− 1) sin(2(m− 1)φ)] (3.46)
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Note that, as in the periodic case in Sec. 2.4, the velocity is linear in the anisotropy
difference, and in the high frequency limit, Ω  1, the systematic flow in the cell will
disappear. Additionally, the angular dependence of the flow is set by the right hand
side of Eq. (3.46). In particular, the angular flow structure will be a superposition of
2m and 2(m− 1) harmonics.
For m = 1 and m = 1/2, the solutions to (3.46) satisfying the stated boundary
conditions are
ψ1(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
cos2(t)r2 sin(2φ)
16(1 + Ω2)
[
1
2
(
1− r2)+ log (r)] (3.47)
ψ 1
2
(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
cos2(t)r
12(1 + Ω2)
(r − 1)2 sinφ (3.48)
Note that the angular dependence for the m = 1 is ψ1 ∼ sin(2φ) (four vortices), since
the m − 1 term in Eq. (3.46) is zero, and the angular dependence for m = 1/2 is
ψ 1
2
∼ sinφ (two vortices) since sin(2mφ) = − sin(2(m− 1)φ) for m = 1/2.
To find solutions for m 6= 1/2, 1, first note that the function
Pα(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
cos2(t)r2 sin(αφ)
(1 + Ω2)(α+ 2)α(α− 2)
×
(
(α− 2)
2
rα − α
2
rα−2 + 1
)
, α > 2,
(3.49)
solves the equation
∇4Pα(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
cos2(t)α
(1 + Ω2)r2
sin(αφ) (3.50)
with ∂Pα/∂r and (1/r)(∂Pα/∂φ) finite for r < 1, and
∂Pα
∂r
∣∣∣∣
r=1
=
1
r
∂Pα
∂φ
∣∣∣∣
r=1
= 0 (3.51)
Using this solution we find the stream functions for m = −1/2,−1, 3/2, and 2,
ψ− 1
2
(r, φ, t) = −1
2
[ψ 1
2
(r, φ, t) + P3(r, φ, t)] (3.52)
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ψ−1(r, φ, t) = −ψ1(r, φ, t)− P4(r, φ, t) (3.53)
ψ 3
2
(r, φ, t) =
3
2
[ψ 1
2
(r, φ, t) + P3(r, φ, t)] (3.54)
ψ2(r, φ, t) = 2[ψ1(r, φ, t) + P4(r, φ, t)] (3.55)
and the stream functions for all other values of m,
ψm(r, φ, t) = m[P2m(r, φ, t) + P2(m−1)(r, φ, t)] (3.56)
Thus we see that the angular structure of the flow is indeed a superposition of sin 2mφ
and sin 2(m − 1)φ terms, with the relative strength of each term determined by the
specific topological charge m. Despite the simplification of assuming a Newtonian fluid,
the angular depencence of Eqs. (3.47) (m = 1) and (3.48) (m = 1/2) and (3.52)
(m = −1/2) agrees with the flow fields shown in Fig. 3.2.
In addition, our results for a Newtonian fluid suggest that given the slow decay of
the charge density created by a single disclination, the fluid velocity would diverge at
large distances in an infinite domain. The bounded nature of our numerical results
follow from the no-slip boundary conditions.
3.3 Sets of Disclinations
Having analyzed the electrokinetic behavior induced by a single disclination, we consider
next configurations comprising a set of disclinations with total topological change zero,
which may be used to engineer more complex flow structures. We use the same scaling
of dimensionless variables as in Sec. 3.2, except we use the defect separation as the
characteristic length `∗ (to match the experiments of Ref. [3], we set `∗ = 80 µm).
We begin by deriving the charge density for an arbitrary imposed pattern θ(r), and
we will use this result for the specific case where θ(r) is a set of disclinations. Following
the same procedure as described at the beginning of Sec. 3.2, we find the equation for
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charge density to first order in ∆µ/µ¯ and ∆/¯ with prescribed director angle θ(r) is,
Ω
∂ρ
∂t
= γ∇2ρ− ρ−
(
∆µ
µ¯
− ∆
¯
)
cos(t)
2
(
∂
∂x
cos(2θ(r)) +
∂
∂y
sin(2θ(r))
)
. (3.57)
(a) (b)
Figure 3.4: (a) Analytic charge density according to Eq. (3.59) for a superposition of a
(-1/2,1,-1/2) disclination triplet pattern expressed in dimensionless units at t = 2pi. (b)
Numerical charge density in dimensionless units at t = 2pi for the same parameters.
Far from disclination cores, the solution to Eq. (3.57) is,
ρ(r, t) = −
(
∆µ
µ¯
− ∆
¯
)
cos(t− δ)
2
√
1 + Ω2
(
∂
∂x
cos(2θ(r)) +
∂
∂y
sin(2θ(r))
)
. (3.58)
In the low frequency limit, Ω → 0, Eq. (3.58) agrees with the analytic solution
reported by Ref. [3]. While Eq. (3.58) is valid for arbitrary θ(r) far from singularities,
it does not provide much insight into the effect of specific disclination combinations on
the charge density.
We consider next a set of n disclinations. In general, the director field created by
a set of isolated dislocations is not the sum of the individual contributions except in
the one elastic constant approximation to the Oseen-Frank elastic energy, K1 = K2 =
K3. However, the one constant approximation allows us to investigate a variety of
disclination patterns and compare the solutions with the single disclination solutions
above. Consider a set of n disclinations, so the director field has the form θ(r) =
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n∑
i=1
miφi, where mi is the topological charge of disclination i located at (xi, yi), and
tanφi = (y − yi)/(x− xi). With this definition for θ(r), Eq. (3.58) becomes,
ρ(r, t) = −
(
∆µ
µ¯
− ∆
¯
)
cos(t− δ)√
1 + Ω2
n∑
i=1
mi cos(2θ(r)− φi)
ri
, tan δ = Ω, (3.59)
where ri =
√
(x− xi)2 + (y − yi)2 is the distance from disclination i. Note that this
solution reduces to Eq. (3.31) when n = 1. The solution is not quite a superposition of
single-disclination charge densities, as the term cos(2θ(r)− φi) contributes cross-terms
to the sum in Eq. (3.59).
(a) (b) (c)
Figure 3.5: (a) Pattern with three disclinations; two with charge -1/2 and one with
charge +1. (b) Time averaged velocity under AC field applied horizontally (c) Time
averaged experimental velocity for the same configuration.
Figure 3.4 compares Eq. (3.59) to a numerical charge density solution obtained for
a configuration with three disclinations of topological charge (-1/2, 1, -1/2), studied
experimentally by Peng, et al. [3], showing good qualitative agreement between the
analytical and numerical solutions. The numerical solution shown in Fig. 3.5b uses
the same parameters as the single disclination studies, but with lengths scaled by the
defect separation `∗ = 80 µm. We use no-slip boundary conditions on the velocity in
the far field, while in the experiments, the director pattern is only imposed in a small
subdomain of the experimental cell. Figure 3.5c shows the experimental flow field, which
is close both in structure and magnitude to that in Fig. 3.5b which has been obtained
numerically. The flow is a “pusher” flow, as the velocity along the axis of the defect set
points outward.
In summary, the transport model of Chapter 2 both qualitatively and quantitatively
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accounts for the main transport features in a nematic film with an imposed set of discli-
nations and subjected to an oscillatory, uniform, electrostatic field. For small mobility
and dielectric anisotropies, the topological charge plays a crucial role in the angular
structure of the charge density, but not in the radial structure away from defect cores.
The angular structure of the electrokinetic flow is also determined by the topological
charge of the disclination. One can extend the results for single disclinations to sets of
disclinations, which can be used to design specific flow patterns. Both the spatial struc-
ture of the flows and the velocity amplitudes obtained for sets of isolated disclinations
are in good agreement with the experiments.
Chapter 4
General Features of LCEK
Charge Densities and Velocities
Due to Fixed Director Patterns
4.1 Introduction
The LCEK results for a periodically modulated director pattern of Chapter 2, and results
concerning isolated disclinations in Chapter 3, suggest some general characteristics of
the charge density and velocity fields that are generated in a liquid crystalline fluid with
a fixed director pattern subject to an AC field. In this chapter we discuss general features
of charge density separation end electrokinetically generated flows by an arbitrary fixed
director field nˆ. We begin with a discussion of the charge density at first order in a
perturbation expansion in mobility and dielectric anisotropies, including the derivation
of a Green’s function for arbitrary nˆ. The velocity fields are more complicated to
obtain, but we discuss a few methods for finding approximate solutions and predicting
the far-field behavior of the flow.
4.1.1 Equation Scaling
In this chapter and throughout the remainder of the thesis, we make a small adjustment
in nondimensionalization of variables. The scaling method is the same as Chapters 2 and
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3, but with µ⊥, ⊥ as the characteristic mobility and dielectric anisotropy rather than
µ¯, ¯. Thus charge density is now scaled by 0⊥`∗−1E0 and velocity by 0⊥`∗η−1E20 .
With this adjustment Eqs. (2.49) through Eq. (2.53) become,
Ω
∂C
∂t
+W
∂Cvi
∂xi
= γ
∂
∂xi
[
Dij
D⊥
∂C
∂xj
]
+ Y 2
∂
∂xi
[
ρ
µij
µ⊥
∂Φ
∂xj
]
(4.1)
Ω
∂ρ
∂t
+W
∂ρvi
∂xi
= γ
∂
∂xi
[
Dij
D⊥
∂ρ
∂xj
]
+
∂
∂xi
[
C
µij
µ⊥
∂Φ
∂xj
]
(4.2)
∂
∂xi
[
ij
⊥
∂Φ
∂xj
]
= −ρ, (4.3)
0 = ∇ · T − ρ∇Φ, T = −pI+ 1
Er
T e + T˜ , (4.4)
nˆ× h0 − Er
(
nˆ× h′ − ∆
⊥
(nˆ ·E)(nˆ×E)
)
= 0, (4.5)
Where Ω = ωτρ is the ratio of the driving frequency to the characteristic time for
charge separation, τρ = 0⊥/(ec0µ¯), W = τρ0⊥E20/η is the charging time relative
to the advection time, Y = 0⊥E0/(`∗ec0) is the charge density relative to the total
ionic concentration, Er = 0⊥E20`∗2/K is the Ericksen number, and γ = λ∗2D /`
∗2, where
λ∗D =
√
0¯kBT/(e2c0) is the Debye length.
This change of scaling does not change the governing equations. We choose this
scaling for the remainder of the thesis because it allows for a more direct comparison
with other studies [30, 44], and because this choice allows charge and velocity results
from complex patterns to be written in a simpler form.
4.2 Charge Density
Suppose a nematic with arbitrary fixed pattern nˆ(r) is subjected to an applied field
E = Eˆ0 cos t, where Eˆ0 is an arbitrary unit vector. Following the same argument as in
Chapter 3, to first order in ∆ and assuming Y 2/(γ
√
1 + Ω2) 1, the total concentration
is uniform, C = 1, the electric field E is simply the applied field, and the charge density
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is,
Ω
∂ρ
∂t
= γ∇2ρ− ρ+ (˜− µ˜) ∂
∂xi
(ninjEj), (4.6)
where ˜ = ∆/⊥ and µ˜ = ∆µ/µ⊥. If γ  1 (i.e. the Debye length λ∗D is much smaller
than the characteristic system length `∗), then the first term on the right hand side of
Eq. (4.6) is a singular perturbation, significant only near defect cores. Far from defect
cores, therefore, the charge density is,
ρ(r, t) =
(˜− µ˜) cos(t− δ)√
1 + Ω2
∂
∂xi
(ninjEˆ0j), (4.7)
while near defect cores diffusion cannot be neglected. Note that in two dimensions one
may alternatively write nˆ = (cos[θ(r)], sin[θ(r)]), in which case Eq. (4.7) is equivalent
to Eq. (3.58), apart from the difference in scaling discussed above.
Since Eqn. (4.6) is linear and inhomogeneous, it can alternatively be solved using a
Green’s function G(r, t; r′, t′) satisfying
Ω
∂G
∂t
− γ∇2G+G = δ(r − r′)δ(t− t′)
Taking a Fourier transform with respect to r and t, one obtains,
iωΩG(q, ω; r′, t′) + γq2G(q, ω; r′, t′) +G(q, ω; r′, t′) = e−iq·r
′
e−iωt
′
,
thus,
G(q, ω; r′, t′) =
−ie−iq·r′e−iωt′
Ωω − i(γq2 + 1) ,
which implies,
G(q, t; r′, t′) = e−iq·r
′
∫ ∞
−∞
−ieiω(t−t′)
Ωω − i(γq2 + 1)
dω
2pi
. (4.8)
The integrand in Eq. (4.8) has one pole at i(γq2 + 1)/Ω. If t > t′, one can close the
integral in the positive imaginary half of the complex plane, finding,
G(q, t; r′, t′) =
1
Ω
e−iq·r
′
e−(γq
2+1)(t−t′)/ΩH(t− t′),
where H(t − t′) is the Heaviside step function. The Green’s function in real space is
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given by
G(r, t; r′, t′) =
1
Ω
e−(t−t
′)/ΩH(t− t′)
∫∫
eiq·(r−r′)e−γq2(t−t′)/Ωd2q
4pi2
, (4.9)
so
G(r, t; r′, t′) =
1
Ω
e−(t−t
′)/ΩH(t− t′)
∫ ∞
−∞
eiqx(x−x′)e−γq2x(t−t′)/Ωdqx
2pi
×
∫ ∞
−∞
eiqy(y−y′)e−γq
2
y(t−t′)/Ωdqy
2pi
.
(4.10)
We have two Fourier transforms of Gaussians, so using this result we get the Green
function in real space:
G(r, t; r′, t′) =
1
4piγ
H(t− t′)e−(t−t′)/Ωe−Ω|r−r′|2/(4γ(t−t′))
(t− t′)
Then the charge density to first order in the anisotropies for an arbitrary director pattern
is,
ρ(r, t) =
(˜− µ˜)
4piγ
∫∫
d2r′
∫ t
−∞
e−(t−t′)/Ωe−Ω|r−r′|2/(4γ(t−t′))
(t− t′) cos(t
′)
× ∂
∂x′i
(ni(r
′)nj(r′)Eˆ0j)dt′ (4.11)
Assume γ/Ω 1, so the integrand is sharply peaked at r = r′. Then by Laplace’s
method, the leading order behavior of the spatial integral is,
1
4piγ
∫∫
d2r′
e−Ω|r−r′|2/(4γ(t−t′))
(t− t′)
∂
∂x′i
(ni(r
′)nj(r′)Eˆ0j)
≈ 1
Ω
∂
∂xi
(ninjEˆ0j) (4.12)
Then the time integral is,∫ t
−∞
e−(t−t
′)/Ω cos t
′
Ω
dt′ =
cos(t− δ)√
1 + Ω2
, (4.13)
where tan δ = Ω. Thus in this limit, far from defect cores, the Green’s function produces
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the far-field charge solution, Eq. (4.7).
4.3 Nematic Velocity
While the far-field solution for the charge density can be determined for arbitrary nˆ, the
velocity field is in general much more complicated, since the viscous stress T˜ is a function
of nˆ. However, as shown in Chapter 3, one can determine many of the qualitative
features of the velocity v by approximating the nematic viscosity as Newtonian and
solving the Navier-Stokes equations,
−∇p+∇2v + ρE = 0, ∇ · v = 0, (4.14)
with ρ determined in Sec. (4.2). Equation (4.14) can be solved using a number of
techniques, such as by finding stream function solutions or by using the two-dimensional
analogue of the Oseen tensor [63].
We can use the general far-field features of the solution to the director field to predict
the far-field radial behavior of the velocity. Consider N disclinations in a domain with
size much larger than the separation between disclinations. Using complex variables
z = x + iy, the solution for disclination j at position (xj , yj) with topological charge
mj is θj(r) = Im(mj log(z − zj)), where zj = xj + iyj , again in the one elastic constant
approximation. This is equivalent to the definition θj(r) = mφj from Chapter 3. Note
that
log(z − zj) = log z + log
(
1− zj
z
)
= log z +
∞∑
n=1
1
n
(zj
z
)n
. (4.15)
Thus for N disclinations, θ(r) = Im[u(z)], where
u(z) =
(
N∑
i=1
mi
)
log z +
∞∑
n=1
 1
nzn
 N∑
j=1
mjz
n
j
 (4.16)
Equation (4.16) is a 2D multipole expansion of u; we will use this to determine the
behavior of the electrokinetic charge density ρ and velocity v far from the system of
defects. Note that Eq. (4.7) implies ρ ∼ ∇θ, and Eq. (4.14) implies ∇2v ∼ ρE; thus
the behavior of θ(r) at r = |z|  1 will determine the behavior of ρ and v.
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If the system has a nonzero total topological charge, then the leading order behavior
of θ at large r is θ ∼ (∑imi)φ, which implies ρ ∼ 1/r and v ∼ r. This corresponds with
the velocity behavior for single disclinations described in Chapter 3. For systems with
zero total topological charge but nonzero dipole moment, θ ∼ r−1, ρ ∼ r−2, v ∼ log r.
For systems with zero total charge and zero dipole moment, θ ∼ r−2, ρ ∼ r−3, v ∼ r−1.
Figure 4.1: Log-log plot of the numerical velocity in the x direction as a function of
position along y = 0 for the (−1/2,+1,−1/2) disclination triplet, plotted for several
numerical system sizes. The lines x1 and x−1 are also plotted for reference. For x 1,
we expect the velocity to grow linearly in x, as is the case for single isolated disclinations.
For x  1, we expect v ∼ x−1 since the triplet pattern is quadrupolar. Near the
boundary of the numerical domain the velocity changes rapidly to satisfy the no-slip
boundary conditions.
The (−1/2, 1,−1/2) disclination triplet is an example of a pattern with zero total
charge and zero dipole moment. Figure 4.1 plots the numerical x-velocity along y = 0
for this pattern, for a variety of system sizes L. We see that near the disclination
set the velocity is linear in x, which we expect for a single disclination. Far from the
disclination set, x  1, the velocity decays as x−1, until it changes rapidly to satisfy
no-slip boundary conditions. One would expect that for an infinite domain the velocity
decay would remain as x−1, and we see a better agreement between the numerical
far-field velocity and the x−1 prediction as we increase L. In fact, a consequence of
the multipole analysis above is that in infinite two dimensional domains, only director
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patterns with zero total topological charge and zero dipole moment will have a bounded
velocity as r →∞.
It is important to note that this analysis only considers the far-field charge density
behavior, and does not account for far-field perturbations due to viscous forces near
defect cores. Unlike the far-field charge density, which is explicitly determined by the
driving term in Eq. (4.6), the far-field velocity solution cannot be fully determined
without solving for the velocity field near defect cores. Thus the behavior of the velocity
and charge density near singularities in nˆ can add homogeneous terms to the far-field
velocity solution, as will be seen in Chapter 5. Still, the conclusions above that in two
dimensions, director fields with nonzero topological charge or nonzero dipole moment
diverge on an infinite domain, is valid, since the electrostatic body force ρE will lead
to unbounded inhomogeneous terms in v.
In conclusion, we find that to first order in ∆ and assuming little variation in C,
the charge density can be determined analytically. The velocity field is more difficult to
determine, yet one can show that in two dimensions the imposed director pattern must
have zero topological charge and zero dipole moment to have a bounded velocity field
on an infinite domain.
Chapter 5
LCEK of interacting particles
5.1 Introduction
Microscale manipulation of colloidal particles and fluids by electric fields is a broad
area of active scientific research ranging from fundamental studies of non-equilibrium
phenomena [60,64–66] to the development of practical devices for informational displays,
portable diagnostics, sensing, delivery, and cell sorting [67–69]. When particles are
suspended in a nematic matrix rather than an isotropic fluid, electrokinetic phenomena
acquire qualitatively new characteristics, since space charge is generated in the medium
because of director distortions which occur due to topological constraints, rather than
at the interface between solid particles and the electrolyte.
In this chapter, we investigate the mechanisms for electrokinetic flow in systems of
particles suspended in a nematic matrix. The presence of a colloidal particle leads to
distortions in the director field nˆ due to the finite strength of surface anchoring. Define
ν(r) as the unit vector normal to the boundary ∂Ω of domain Ω. We will typically
consider two types of anchoring: homeotropic, in which the nˆ(r) aligns perpendicular
to ν(r) at the surface, and planar anchoring, in which nˆ(r) aligns parallel to ν(r) at the
surface. In the general case, a phenomenological expression for the anchoring energy, in
dimensionless units, is written as [51],
Fs =
∫
∂Ω
(
w∗`∗
K
)
1
2
(1− (nˆ · ν)2)dS, (5.1)
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where lengths are scaled by `∗ = a∗, the radius of the particle, and w∗ is a coupling con-
stant with units of energy per area, with w∗ > 0 corresponding to homeotropic anchor-
ing, and w∗ < 0 corresponding to planar anchoring. For typical experimental values of
the systems we examine in this thesis, |w∗| is much larger than K/`∗ ∼ 10−5 J/m2 [52],
thus we can assume strong anchoring and replace the anchoring energy with bound-
ary conditions nˆ(r) = ν(r) for r ∈ ∂Ω when w∗ > 0 (homeotropic anchoring) and
nˆ(r) · ν(r) = 0 for r ∈ ∂Ω when w∗ < 0 (planar anchoring). The topological charac-
teristics of the anchoring on the surface of the particle and on the outer domain walls
can lead to the nucleation of defects whose topological charge can impact electroki-
netic flow, as seen in Chapter 3. We begin this chapter by discussing the nature of
the director distortions in colloidal suspensions and the types of distortions which are
topologically allowed. Next we describe the mechanisms for mobility of a single parti-
cle with a companion “hedgehog” point defect defect; a state in which the asymmetry
of director distortions, rather than particle asymmetry, leads to systematic flow. We
compare our numerical studies to experimental results about particle motion and inter-
action. We also examine how particles may be manipulated by changing the nematic
dielectric anisotropy. Finally, we briefly discuss numerical results for electrokinetic flows
of two-particle systems.
5.2 Particle suspension topology
5.2.1 Homeotropic anchoring
Consider a particle (with no holes) suspended in a nematic liquid crystal. Assume
homeotropic anchoring of the director on the particle surface, i.e. nˆ(r) = ν(r), while
on the outer boundaries of the domain nˆ is uniform. Recall from Chapter 2 that the
order parameter space for nˆ in two dimensions is S1/Z2, the unit circle with opposite
ends identified, and the topological charge within a domain is the number of revolutions
nˆ(r) makes about the unit circle as it traces a contour enclosing the domain (Fig. 2.1).
In a two-dimensions, nˆ completes one revolution around the unit circle as we trace a
path around the surface of the particle. Therefore the particle has a topological charge
of (+1). Since the director is uniform on outer domain boundaries, the total topological
charge of the system is zero. Therefore there must be N point defects whose topological
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charges sum to (−1); the simplest possibilities are a single (−1) defect, Fig. 5.1, or two
defects each with charge (−1/2), Fig. 5.2. We will discuss the relative stability of each
of these configurations below.
Figure 5.1: Topology of a two-dimensional particle with homeotropic anchoring and a
companion defect. The director angle along a clockwise-oriented contour Γ1 enclosing
the particle surface traces a full revolution around the unit circle S1 in the clockwise
direction. Thus the particle has charge (+1). Along Γ2, which encloses the defect, the
director completes a full revolution in the opposite direction as Γ2, thus giving the defect
a charge of (−1). Therefore, the total topological charge of the system is zero, which
can be seen by considering a contour Γ3 enclosing bot the particle and the defect. The
mapping of Γ3 onto the unit circle can be continuously deformed to a point, implying
zero net topological charge enclosed.
In three dimensions, the suspended particle has a topological charge of magnitude
(+1) (recall from Chapter 2 there is some ambiguity to the sign of point defects in three
dimensions; we choose to define the homotopy group pi(S2/Z) such that the charge of
the suspended particle is always positive). As with the two-dimensional system, the
total charge of the remaining defects (hedgehogs and disclination loops) must sum to
(-1). The simplest solutions satisfying this condition are a single companion point defect
or disclination ring, Fig. 5.3.
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Figure 5.2: Topology of a two-dimensional particle with homeotropic anchoring and
two companion defects. The director traces a full revolution around the unit circle along
a contour Γ1 enclosing the particle. Therefore the particle has a topological charge of
(+1). Along a contour Γ2 enclosing either defect, the director completes half a rotation
about the unit circle in the opposite direction as Γ2, thus each defect has topological
charge (−1/2). The total topological charge of the system is the sum of the individual
charges; therefore the topological charge is zero, as can be seen by the mapping of the
contour Γ3 onto the unit circle. The contour nˆ(Γ3) can be continuously deformed to a
point, implying the total charge enclosed is zero.
5.2.2 Planar anchoring
Consider the same system as above except with nˆ parallel to the particle surface, nˆ(r) ·
ν(r) = 0. In two dimensions, the topological charge of the particle is again (+1);
therefore there must be defects with topological charge totaling (−1), as above.
Unlike in two dimensions, planar anchoring in three dimensions leads to solutions
topologically distinct from homeotropic anchoring solutions. An example solution for a
sphere with tangential anchoring is shown in Fig. 5.4a. While planar anchoring in two
dimensions (and homeotropic anchoring in three dimensions) fully specifies the director
orientation at the particle surface, the planar anchoring condition nˆ(r) · ν(r) = 0 in
three dimensions leaves one degree of freedom unconstrained, i.e. there are an infinite
number of planar configurations which satisfy tangential anchoring, and the director
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Figure 5.3: Three examples of director configurations around a sphere of radius a
satisfying homeotropic anchoring at the surface of the sphere and uniform anchoring
far from the sphere in the direction nˆ0 (director depicted as black streamlines in the
figure). Homeotropic anchoring gives the suspended particle a topological charge of
(+1). Uniform boundary conditions require zero total topological charge in the system,
requiring the existence of director singularities in the bulk with topological charge to-
taling (-1). This condition may be satisfied by the inclusion of (a) a point defect or
(b) a (1/2)-strength disclination loop. The configuration in which the disclination loop
surrounds the equator of the particle, (c), is known as the “Saturn Ring” configuration.
This figure is reproduced from Ref. [4].
orientation is specified by minimizing elastic distortions on the particle surface as well
as in the bulk.
Unlike for two dimensional problems on a planar surface, the topology of the particle
surface will impact the formation of surface defects. By the Poincare´-Brouwer theorem,
the sum of the topological charges of defects on a surface must equal its Euler charac-
teristic [70]. The Euler characteristic of a sphere is two, so there must be point defects
on the particle surface, commonly known boojums, whose charges sum to (+2), Fig.
5.4b.
Despite the presence of defects on the surface two-dimensional surface, the three-
dimensional topological charge of the particle is zero, as the director does not trace
a path along the entire particle surface that covers the unit sphere, as shown in Fig.
5.5. When tracing a surface from one boojum to the other, the mapping begins at the
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Figure 5.4: (a) Director field for sphere with tangential anchoring, depicted as blue
streamlines. (b) Director field on the surface of the sphere. The sum of the topological
charges on the surface of the sphere must equal its Euler characteristic. This is satisfied
here by two (+1) boojum defects at opposite poles.
equator of the unit sphere and moves upward (Fig. 5.5a), then moves back downward,
ending again at the equator, (Fig. 5.5b). Thus the net covering of the unit sphere is
zero, the topological charge of the particle is zero, and hence no defects are required
within the bulk domain when the far-field director is uniform.
5.3 Elastic equilibrium
Since topology allows different types of configurations, we address here their relative
stability with respect to the elastic energy of the nematic. Consider a radially symmetric
particle, with either homeotropic or planar anchoring, suspended in a nematic domain
of infinite size, with nˆ(r →∞)→ nˆ0, where nˆ0 is uniform. In equilibrium nˆ minimizes
the Oseen-Frank free energy, or the Landau-de Gennes free energy when using the order
parameterQij = S(ninj−δij/d), where d is the dimensionality of space. These equations
are highly nonlinear, and while an analytic solution has been recently found for the so-
called “Saturn ring” configuration [71], other director configurations cannot be found
analytically. Instead, for the purposes of this qualitative discussion, we consider the
one-constant approximation, K1 = K2 = K3 = K, under which the Euler-Lagrange
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Figure 5.5: The mapping of the director orientation along the surface of a particle with
tangential anchoring onto the order parameter space S2/Z2 is shown in two steps. (a)
Consider a surface Σ covering the lower half of the sphere. At the boojum at the base
of the sphere, the director is mapped to the equator of the unit sphere. Tracing Σ up
the sphere, the mapping also moves upward, reaching the top of S2 as Σ reaches the
equator of the particle. (b) Suppose Σ covers the upper half of the particle. At the
equator of the particle, the director is uniformly upward, corresponding to the top of
the unit sphere. The mapping moves downward as one traces along Σ upward, reaching
the equator as Σ reaches the second boojum. Thus the mapping of the top half of the
particle traverses S2 in the opposite direction as the mapping of the bottom half of the
particle. Thus the topological charge of the sphere is zero.
equations for the Oseen-Frank energy reduce to,
∇2nˆ = 0, |nˆ|2 = 1. (5.2)
Below we discuss the possible director solutions in three and two dimensions.
5.3.1 Three Dimensions
Consider a spherical particle of radius 1, and define a coordinate system where nˆ0 = zˆ.
With these conditions and homeotropic anchoring, two director solutions have been
experimentally found: the “hyperbolic hedgehog” configuration, consisting of a point
defect on the z-axis near the particle [72], depicted in Fig. 5.6a, and the “Saturn ring”
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configuration, consisting of a (1/2)-strength disclination ring around the equator of the
particle in the xy plane [73], depicted in Fig. 5.3c. We explore the key characteristics
of the director fields for these two configurations.
Even with the one-constant approxmation, Eq. (5.2) is still nonlinear in three di-
mensions due to the normalization condition, so we make a further approximation to
investigate the behavior of nˆ(r  1). Far from the particle, we approximate the di-
rector field as nˆ ≈ (nx, ny, 1) with nx, ny  1 and ∇2nα = 0, α = x, y. Since nα
solves Laplace’s equation, regardless of anchoring we may write nα as a multipole ex-
pansion [74],
nα(r) =
qα
r
+ 3
pαjxj
r3
+ 5
Qαjkxjxk
r5
+ · · · α = x, y; j, k = x, y, z (5.3)
Throughout the remainder of this section, greek subscripts run over x, y, and i, j, k run
over x, y, z. The leading order behavior of nα can be determined by examining the
symmetry of the two experimentally obtained solutions.
Figure 5.6: Director field of a generated by a sphere with homeotropic anchoring and
corresponding “hedgehog” (located on the left). The structural dipole p is shown by an
arrow, parallel to zˆ.
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The hyperbolic hedgehog is axisymmetric about zˆ. Therefore we expect nˆ · φˆ = 0,
where φˆ is a unit vector in the azimuthal direction. Using Eq. (5.3), nˆ · φˆ = 0 implies
qα = 0, pxx = pyy and all other values of pαj zero. Thus the leading order behavior of
the hedgehog-sphere pair is dipolar for r  1,
nα(r  1) ≈ 3pxxxα
r3
+O(r−3) (5.4)
Note that pxx > 0 when the hedgehog defect is below the sphere, while pxx < 0 when
the defect is above the sphere. We therefore define a vector p corresponding to the
elastic dipole moment, directed from the hedgehog toward the sphere (see Fig. 5.6),
and write Eq. (5.4) as,
nα(r  1) ≈ 3(p · zˆ)xα
r3
+O(r−3) (5.5)
For the case of a Saturn ring, the director field is both axisymmetric and also sym-
metric for reflections in the xy plane at z = 0. Using nˆ = −nˆ, reflection symmetry across
z = 0 implies (nx(x, y,−z), ny(x, y,−z), nz(x, y,−z)) = (−nx(x, y, z),−ny(x, y, z), nz(x, y, z)),
which implies pxx = pyy = 0 (the remaining elements of pαj along with qα are again
zero due to axisymmetry). Therefore the Saturn ring produces a quadrupolar director
field at r  1.
Experimental studies of particles with tangential anchoring show a director field
with two boojums along the z axis at opposite ends of the particle [75], depicted in
Fig. 5.4a. Like the Saturn ring, this configuration is axisymmetric and is symmetric
about the plane z = 0; therefore the leading order behavior of nˆ far from the particle
is quadrupolar.
Experimental studies of particles of size ∼ 1 µm or greater with homeotropic anchor-
ing find the particle-hedegehog configuration as the equilibrium state except when the
thickness of the confining cell is on the order of the particle diameter [76]. Therefore,
we will not focus on the Saturn ring configuration, and instead consider only particle-
hedgehog pairs when the anchoring is homeotropic.
In order to perform further analysis of particle-hedgehog pairs, we wish to find a
solution to the director at r . 1. However, an analytic solution to Eq. (5.2) is not
known in three dimensions, due to the presence of the normalization condition. Instead
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we seek an ansatz that will satisfy the boundary conditions at the particle surface and
the far-field behavior of Eq. (5.3). For the hyperbolic hedgehog, such an approximate
solution can be found by considering the electric field E of a conducting sphere of radius
R = 1 with charge q placed in a uniform electric field E0 = zˆ. The electric field
corresponding to this system is [72],
E = zˆ + q r
r3
− 1
r5
(r2zˆ − 3zr) (5.6)
Then nˆ = E/|E|. This function satisfies the boundary conditions at r = 1 and the
far-field behavior of Eq. (5.3). It has a point defect at −z0zˆ, where z30 − qz0 + 2 = 0.
Neither q nor z0 are defined. One proceeds variationally by minimizing the elastic with
respect to thse parameters. In the one constant approximation the elastic energy,
Eel =
∫
1
2
(∇nˆ)2d3x, (5.7)
it is minimized when q ≈ 3.078, corresponding to z0 = 1.17. We will use this solution
in Sec. 5.4 to investigate the effect of dimensionality on LCEK flows.
5.3.2 Two Dimensions
Since the LCEK experiments of interest are performed in thin-film cells [44], we ex-
pect the system to be quasi two-dimensional. Therefore we investigate the conditions
for elastic equilibrium in two dimensions, and compare the results to those in three
dimensions.
In two dimensions, our particle is a disc of radius 1 centered at the origin of a
coordinate system, with far field director orientation in the x direction, nˆ0 = xˆ. While
Eq. (5.2) is nonlinear in three dimensions, in two dimensions one can define the director
angle θ(r) where nˆ = (cos(θ), sin(θ)), and the elastic free energy, Eq. (5.7) becomes,
Eel =
∫
1
2
(∇θ)2d2x, (5.8)
which is minimized when ∇2θ = 0. Thus θ(r) is a harmonic function. We solve for θ(r)
by considering analogies to the electrostatics of point charges in two dimensions. The
solution for an isolated disclination of charge m at r0 is θ(r) = mφ0, with tanφ0 =
y−y0
x−x0 .
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Note that θ(r) = Im(m log(z− z0)) where z = x+ iy, z0 = x0 + iy0, and i2 = −1. Thus
the harmonic conjugate to θ(r) = mφi is Φ(r) = Re(m log(z − z0)) = m ln(|r − r0|),
which is the 2D electrostatic potential of a point charge of size m. In fact, since u(z) =
Φ(x, y) + iθ(x, y) is analytic, the Cauchy-Riemann equations state ∂xΦ = ∂yθ, ∂yΦ =
−∂xθ. Thus (∇Φ)2 = (∇θ)2, so the free energy of a two dimensional nematic in elastic
equilibrium is equivalent to the energy of the related electrostatic analog. In particular,
a 2D system of disclinations in elastic equilibrium is equivalent to a system of 2D electric
point charges at the same locations in electrostatic equilibrium. Additionally, since the
the energy densities of both systems are the same, the force between two defects is the
same as the force between two point charges,
F =
m1m2(r1 − r2)
|r1 − r2|2 (5.9)
Assume homeotropic anchoring on the disc, θ(1, φ) = φ and note that nˆ0 = xˆ implies
θ(r →∞)→ 0. This system can be solved by the method of image charges, in analogy
to electrostatic systems. The solution is,
θ(r) = Im
(
log
(
z2
(z + x0)(z + 1/x0)
))
, (5.10)
which corresponds to a director field with with one (-1) defect at (−x0, 0) and two image
defects within the particle, one of charge (+2) at the origin and one of charge (-1) at
(−1/x0, 0). To see that the boundary conditions are satisfied, note that for r  1,
θ(r  1)→ Im
(
log
(
z2
z2
))
= 0, (5.11)
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and for r = 1,
θ(r = 1) = Im
(
log
(
e2iφ
(eiφ + x0)(eiφ + x
−1
0 )
))
= Im
(
− log
(
(1 + x0e
−iφ)(1 + x−10 e
−iφ)
))
= Im
(
log(x0e
iφ)− log[(1 + x0e−iφ)(1 + x0eiφ)]
)
= Im
(
log x0 + iφ− log(1 + 2x0 cosφ+ x20)
)
= φ.
Note that θ(r) is harmonic everywhere in the domain excluding the defect.
The equilibrium position of the defect x0 will be where the force on the defect from
the image charges is zero,
− 2
x0
+
1
x0 − x−10
= 0 =⇒ x0 =
√
2. (5.12)
As with the particle-hedgehog three-dimensional solution, the leading order behavior of
Eq. 5.10 for r  1 is dipolar, and we may define the elastic dipole p pointing from the
defect to the center of the particle.
While the two- and three-dimensional particle-defect solutions are dipolar, Eq. (5.10)
is not simply a two-dimensional slice of the three-dimensional solution. This is because
the far-field behaviors of the two solutions, while both dipolar, have different radial
dependencies. The leading order behavior of Eq. (5.10) at r  1 decays as r−1, while
at r  1 the three-dimensional particle-hedgehog solution decays as r−2, as shown in
Eq. (5.5).
A second solution satisfying homeotropic anchoring and nˆ0 = xˆ has two (−1/2)
defects at (0,±y0), one (+2) image defect at the origin, and two (−1/2) image defects
at (0,±1/y0), depicted in Fig. 5.2.
The director field is then,
θ(r) = Im
(
log
(
z2√
(z − iy0)(z − i/y0)(z + iy0)(z + i/y0)
))
(5.13)
This configuration is quadrupolar rather than dipolar. Through the same force
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balance argument, one finds y0 =
4
√
7/3 [77].
Since both the dipolar and quadrupolar solutions are topologically allowed, we must
consider energetic arguments to determine the relative stability of the two solutions.
However, since the director fields are singular, the elastic energy diverges. For instance,
the director field of a point defect of charge m is θ = mφ, and the corresponding free
energy density (the integrand in Eq. (5.8)) is (1/2)(∇θ)2 = m2/(2r2), which diverges at
the point defect. To avoid these singularities, we introduce a defect core of radius δ  1
and a core energy of approximately E
(m)
core = m2pi [78]. Thus for the above example the
energy of a point defect of radius m in a disc of radius R is Em = m
2 log(R/δ) + 2pim.
For the dipole system the energy is [78],
Edip = pi log 4− pi log δ + E(1)core = pi(log 4− log δ + 1) (5.14)
while the energy of the quadrupole system is [77],
Equad =
pi
8
[
3 log
(
7
3
)
+ 4 log
(
7
8δ
)]
+ 2E
( 12)
core
=
pi
8
[
3 log
(
7
3
)
+ 4 log
(
7
8δ
)]
+
pi
2
. (5.15)
The difference in energy is
Equad − Edip = pi
2
(
log δ − 1− log 16− log
[
8
7
(
3
7
) 3
4
])
(5.16)
If the core size small, δ  1, this difference is negative. Thus the quadrupolar structure
is energetically preferred in two dimensions.
We have confirmed this energetic preference through numerical investigation in two
dimensions. While thus far we have used the director nˆ to model nematic orientation,
numerical studies involving nˆ only allow for integer-strength defects, since half integer
defects would have a discontinuity at the branch cut where nˆ → −nˆ. However, the
Q tensor description does not have this discontinuity at half-integer defects, since for
uniaxial nematics Qij = ninj − δij/2. Thus for this investigation of the energetic
preference between the two configurations, we solve the Euler-Lagrange equations for
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the Q-tensor in two dimensions:
−∇2Qij +
(
A`∗2
K˜
)
Qij +
(
C`∗2
K˜
)
QijQklQkl = 0. (5.17)
Where K˜ is the elastic constant, `∗ is the particle radius, and A and C are phenomeno-
logical constants, as discussed in Chapter 2. Equation (5.17) was solved numerically
using a damped Newton’s method algorithm [59]. Figure 5.7a plots the stable equilib-
rium solution, with two (-1/2) defects at opposite ends of the particle. We find that for
a variety of core sizes set by
√
A/K < `∗, the algorithm iterates away from an initial
guess near the single defect solution, with the (−1) defect splitting into two (−1/2) de-
fects, thus confirming the stability of the quadrupolar structure relative to the dipolar
structure.
(a)
(b)
Figure 5.7: (a) Numerical solution to Eq. (5.17) for one particle with homeotropic
anchoring suspended in a square domain with uniform alignment on the outer walls. The
director nˆ is plotted as black arrows, while the quantity Q211 + Q
2
12 is plotted in color.
We see the solution has two (-1/2) defects on either side of the suspended particle. (b)
Comparison of the analytical and numerical solutions for nˆ corresponding to a particle-
defect pair. Plotted in color is the dot product of the numerical solution minimizing
Oseen-Frank energy with regularization term with core size δ = 0.01, and the analytical
solution nˆ = (cos θ, sin θ), where θ(r) is given by Eq. (5.10). The analytic director field
is also plotted as thin lines for comparison. The two solutions align everywhere except
within the defect core, where the magnitude of the numerical solution approaches zero
while the magnitude of the analytic director remains uniform.
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We see that the dimensionality of space plays a significant role in the relative en-
ergetic stability of the dipolar and quadrupolar director configurations. Furthermore,
since the quadrupolar structure is energetically preferred in two dimensions and contains
half-integer defects, investigating the two-dimensional electrokinetics of the minimum
energy configuration requires the use of the Q-tensor order parameter. However, as
discussed in Chapter 2, it is more challenging to relate Q-tensor numerical studies to
experimental results, since it requires experimental knowledge of the structure of defect
cores. Furthermore, two-dimensional studies using the quadrupolar solution may not
provide much insight into thin-film experiments, since the director field is dipolar in
most experiments, and because electrophoretic systems with quadrupolar symmetry do
not produce net particle motion [5]. Therefore, we choose to numerically investigate
thin film LCEK using the polar vector field nˆ (i.e. nˆ(r) 6= −nˆ(r)), allowing us to more
directly compare viscosities and elastic constants to experiments, and giving us the di-
rector structure most similar to experiments. While the solution for the polar vector
field nˆ and the three-dimensional solution are both dipolar, it is important to note that
the dipole term decays as r−1 in two dimensions, and as r−2 in three dimensions. We
will discuss the consequences of this difference in far-field director behavior in Sec. 5.4.2.
Regularization near director singularities
As discussed above, the director field and the elastic energy density diverge at topological
defects. This issue presents particular challenges in numerical modeling, as numerical
methods are not well equipped to handle singular solutions and diverging energies. In
order to compute director configurations and their dynamics on domains that include
defects, we relax the normalization constraint, |nˆ|2 = 1, and instead introduce a free
energy term term f∗reg = K/(4δ
∗2)(n2−1)2 which penalizes deviations in the magnitude
of n. Here K is the average of the Frank elastic constants and δ∗ is related to the size of
the defect core. The total free energy f is the sum of freg and the Osseen-Frank elastic
energy, fOF . In the one-constant approximation, the molecular field h
0 is then,
h0i =
∂
∂xj
∂f
∂(∂jni)
− ∂f
∂ni
= ∇2ni − 1
δ2
(n2 − 1)ni, (5.18)
where δ = δ∗/`∗.
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Recall the balance of torques, Eq. (4.5), is,
n× h0 − Er
(
n× h′ − ∆
⊥
(n ·E)(n×E)
)
= 0, (5.19)
where h′ = γ1Ni + γ2Aijnj and Ni = (Ω/W )∂tni + vj∂jni−Ωijnj . The inclusion of the
regularization term does not change this equation, as n×n = 0. In the set of governing
equations, we do not make use of the director normalization condition, rather we allow
the equation for the balance of torques to include changes in the magnitude of n,
n · h0 − Er
(
n · h′ − ∆
⊥
(n ·E)2
)
= 0. (5.20)
Equations (5.19) and (5.20) can be written more compactly as h0−Er(h′+ ˜(n·E)E) =
0, where ˜ = ∆/⊥. Note that the addition of freg does not change Eq. (5.19), since
the new term in h0 is parallel to n. Additionally, Eq. (5.20) reduces to the original
normalization condition,|n|2 = 1, for r  δ. Thus we expect this regularized director
to produce the same results as the normalized director away from defect cores.
Figure 5.7b plots the dot product of the analytic and regularized (δ = 0.01) numerical
director solutions, with the analytic solution also plotted as thin lines for comparison.
We see that despite the regularization condition and the fact that the numerical solution
is on a finite cell and Eq. (5.10) assumes an infinite domain, the numerical solution
agrees with the analytical solution everywhere except near the defect core, where the
numerical magnitude approaches zero while the analytical magnitude remains constant.
For a disc with tangential anchoring, the solutions to θ(r) are the same as the
homeotropic case but rotated everywhere by pi/2. Since nˆ = −nˆ, there is no equivalent
to a boojum on the surface of a disc. However, if we remove this condition, making nˆ
a polar vector, then one-dimensional boojum-like singularities can exist on the surface
of a disc, at places where nˆ→ −nˆ.
To create a two-dimensional analog to a particle with boojum surface defects, we
solve for the polar field nˆ with particle boundary conditions θ(1, φ) = (φ mod pi)−pi/2,
which are discontinuous at x = ±1, and θ(r → ∞, φ) → 0. The solution for these
boundary conditions involves a (+2) image defect at the origin and two (−1) defects
at x = ±1, as shown in Fig. 5.8. Note that by rotating the solution about y = 0, one
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Figure 5.8: Analytic solution for polar director field in a two-dimensional analog to a
sphere with tangential anchoring. We create a one-dimensional analog to a boojum with
the boundary condition θ(1, φ) = (φ mod pi)− pi/2, which is discontinuous at x = ±1.
The solution consists of a (+2) image defect at the origin and (−1) defects at x = ±1,
as shown in the figure. This configuration is used to model particles with tangential
anchoring in thin films.
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produces a director field on the surface which matches that of a spherical particle with
tangential anchoring. Thus we use this configuration to model two dimensional flows
around particles with tangential anchoring.
5.4 LCEK of a single particle-defect pair
5.4.1 Mechanism for Particle Mobility
Having described the equilibrium configurations of a particle suspended in a nematic
fluid, we next consider the electrokinetic behavior of such suspensions. We begin by in-
vestigating the two-dimensional electrokinetics of a disc-shaped particle with homeotropic
anchoring at its surface, a companion (−1) point defect, and uniform anchoring at cell
boundaries. We consider an applied AC field that is either parallel or perpendicular to
the elastic dipole p of the particle-defect pair.
In experiments, suspended particles are free to move, and the electrophoretic par-
ticle velocity is a key feature of nematic colloids [44]. To simplify the problem both
analytically and numerically, however, the particle remains fixed in our study, with no-
slip boundary conditions for velocity at the particle surface. The corresponding motion
if the particle were free can be determined by finding the force on the fixed particle,
which is obtained by integrating the normal component of the stress over the surface of
the particle,
Fi =
∮
TijνjdS, (5.21)
where Tij = −pδij + Er−1T eij + T˜ij is the stress tensor and ν is the unit normal to the
particle surface. We scale lengths by particle radius, `∗ = a∗ = 4.8µm; the remaining
scalings are the same as in Chapter 4. We solve the governing equations, Eqs. (4.1)-
(4.5), on a domain of dimensionless size L = 48. We assign the particle a dielectric
constant of p = 0.3¯. The remaining parameters are listed in Table 5.1.
The electrokinetic behavior of this system is more complex than the patterned thin-
film studies of Chapters 2-4 involving patterned director patterns for a number of rea-
sons. First, the suspended particle is a physical barrier which distorts the fluid flow
induced in the nematic. The particle itself is also polarizable, which implies that in the
83
Parameter Value Comment
ω 5pi rad/s Applied field frequency
E0 19.75 mV/µm Applied field amplitude
⊥ 6 Perpendicular dielectric permittivity
∆µ/µ⊥ 0.4 Relative mobility anisotropy
∆/⊥ 0 Relative dielectric anisotropy
Table 5.1: Physical constants used in numerical calculations in Sec. 5.4.1, with all
others listed in Table 2.1
presence of an applied field, the polarization of the particle can lead to charge accu-
mulation at the particle surface through induced-charge electrokinetic (ICEK) mecha-
nisms [2]. Our system is much more complex than induced-charge electrokinetics studies
of colloids in isotropic fluids since, as we have seen, topological constrains on the di-
rector field lead to charge separation in the nematic through mobility and dielectric
anisotropies. This is in addition to any charge separation due to polarization of solid
surfaces (which is a weak effect in the cases considered).
This section investigates the effect of each of these added complexities on elec-
trokinetic flow. To further simplify our study, we will initially use the one-constant
approximation for elasticity, K1 = K3 = K (recall in two dimensions there is no twist,
K2). We will discuss the consequences of K1 6= K3 in Sec. 5.4.4. We also first assume
elastic torques dominate over viscous torques (Er 1), and will consider the effects of
backflow (Er ∼ 1) in Sec. 5.4.5. Under these assumptions, the director field n decouples
from the remaining variables, and satisfies,
−∇2ni + 1
δ
(|n|2 − 1)ni = 0. (5.22)
The decoupling of n allows us to simplify the numerical problem by solving the
governing equations in two steps: first, we solve Eq. (5.22) to find the director field
corresponding to elastic equilibrium. Next we solve Eqs. (4.1)-(4.4) with the elastic
equilibrium solution for n just obtained as given.
Furthermore, as shown in Chapter 2, elastic equilibrium implies the divergence of
the elastic stress can be written as ∂jT
e
ij = −∂if . Thus we define p˜ = p + f/Er and
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numerically solve [51],
−∇p˜+∇ · T˜ + ρE = 0. (5.23)
We consider systems in which the imposed AC field is parallel to the elastic dipole
p, and ones in which the field is perpendicular to p. In Figs. 5.9 and 5.10, we plot the
instantaneous charge density and time-averaged velocity for systems with the electric
field parallel and perpendicular to p, respectively. The velocity average is computed
over a period of the applied field, after allowing for transient effects to die down. We
compute the force on the particle, Eq. (5.21), and find that the force points opposite p
for the parallel field case and along p in the transverse field case. The force is always
parallel to p, even when the imposed field is perpendicular to p. Thus if the particles
were free to move, they would move parallel to p regardless of the field direction.
(a) (b)
Figure 5.9: Numerical charge density at t = 2pi (a) and time-averaged velocity (b) of
electrokinetic flow around a two-dimensional particle with electric field parallel to elastic
dipole. The electrokinetic force on the particle, computed using Eq. (5.21), is found to
point opposite the elastic dipole p.
As a reference, and in order to further investigate the role of the director configura-
tion on the charge and velocity distributions of Figs. 5.9 and 5.10, we have computed
the corresponding electrokinetic flows for a fixed pair of isolated disclinations – one with
charge (+1) representing the particle, and another of charge (−1) representing the com-
panion defect. The two defects are separated by a distance of
√
2, equal to the distance
between the (−1) defect and the center of the particle at equilibrium in two-dimensions.
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(a)
(b)
Figure 5.10: Numerical charge density at t = 2pi (a) and time-averaged velocity (b) of
electrokinetic flow around a two-dimensional particle with electric field perpendicular
to elastic dipole. The electrokinetic force on the particle, computed using Eq. (5.21), is
found to point along the elastic dipole p.
This system is topologically equivalent to the particle-defect system, yet since it has no
suspended particle, the effects of particle polarization and no-slip boundary conditions
at the particle surface will not be present. Therefore, by comparing the two studies, we
can determine how the mechanisms for electrokinetic flow in colloidal systems compares
with the mechanisms for systems of disclinations alone. We begin by comparing the two
systems with the applied field parallel to the elastic dipole p, and then we investigate
the results with transverse fields.
Electric Field Parallel to Elastic Dipole
The numerical charge density for a (−1,+1) disclination pair with applied field parallel
to p is plotted in Fig. 5.11 alongside the corresponding charge density for the particle-
defect pair. In Fig. 5.11a, the magnitude of the charge density near the (+1) disclination
is approximately the same as near the (−1) disclination. This is contrasted by the
charge density near the suspended particle, Fig. 5.11b, where the charge density near
the particle is much larger than near the (−1) defect. We anticipate this difference is due
to the polarization of the suspended particle. Isotropic electrokinetics predicts charge
screening within a Debye length λ∗D from the particle [11]. For the values considered,
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(a) (b)
Figure 5.11: Numerical charge density at t = 2pi for a (−1,+1) disclination set, (a),
and a particle-defect pair, (b).
λ∗D = 1.4 µm = 0.29`
∗, so relative to the particle size the screening length is not small.
Furthermore, near both a single (+1) disclination and a polarized particle in an isotropic
fluid, the charge density is dipolar, with the same dipole orientation. Therefore, near
the particle surface both the LCEK and ICEK effects will contribute to accumulation of
positive charge on the left side of the particle, and negative charge on the right, leading
to the larger charge density shown in Fig. 5.11b.
Despite the difference in scale, we notice some similarities in the structure of the
charge density. In particular, there are six charge lobes near the (−1) defect in both
plots, with the sign of each lobe in Fig. 5.11b matching its corresponding lobe in Fig.
5.11a. Furthermore, since we expect the thickness of the charge layer induced by the
particle polarization to be λ∗D, charge separation at r  1 will be due to LCEK effects
only.
We can further quantify the far-field charge density at r  1 using the techniques
developed in Chapter 4. Recall that to first order in ∆, and assuming uniform total
concentration, the equation for charge density due to LCEK is,
Ω
∂ρ‖
∂t
= γ∇2ρ‖ − ρ‖ + (˜− µ˜) cos(t)∂i(ninx), (5.24)
where ˜ = ∆/⊥, µ˜ = ∆µ/µ⊥, γ = (λ∗D/`
∗)2, and Ω = ωτρ. If nˆ = (cos[θ(r)], sin[θ(r)]),
the equilibrium director angle θ(r) for a particle-defect pair is given in Eq. (5.10), while
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for the (−1,+1) set, the director angle is,
θ(d)(r) = Im
(
log
(
z
z +
√
2
))
. (5.25)
With the assumption of θ(r) fixed, Eq. (5.24) is a linear, inhomogeneous partial
differential equation, whose solution can be found by use of a Green’s function, as derived
in Chapter 4. However, the particular form of θ(r) for a particle defect pair, Eq. (5.10),
or even a (−1,+1) set, Eq. (5.25), is very complicated, and thus the inhomogeneous
term in Eq. (5.24) has a very complex dependency on position. Furthermore Eq. (5.24)
does not account for the accumulation of charge due to particle polarization. Thus an
analytic solution to the charge density at r ∼ 1 is not known.
Instead of finding a complete solution, we note that diffusion is negligible far from
disclination cores as discussed in Chapter 4, and the charge density may be written as,
ρ‖(r, t) = (˜− µ˜)
cos(t− δ)
2
√
1 + Ω2
(
∂
∂x
cos(2θ(r)) +
∂
∂y
sin(2θ(r))
)
, tan δ = Ω, (5.26)
For the (−1,+1) defect pair, the charge density is,
ρ
(d)
‖ (r, t) = (˜− µ˜)
cos(t− δ)√
1 + Ω2
[
2 cos(φ− 2φ−1)
r
− cos(2φ− 3φ−1)
r−1
]
, (5.27)
where r =
√
x2 + y2, tan(φ) = y/x, r−1 =
√
(x+
√
2)2 + y2, and tanφ−1 = y/(x+
√
2).
Note that the behavior of the far-field charge density is independent of the behavior at
r ∼ 1. This is because the Laplacian term in Eq. (5.24) is negligible at r  1,
and therefore the far-field solution contains no homogeneous terms that need to be
“matched” to an inner solution.
For the particle-defect pair, we combine Eqs. (5.10) and (5.24) to find the charge
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density,
ρ
(p)
‖ (r, t) = (˜− µ˜)
cos(t− δ)√
1 + Ω2
[
2 cos(3φ− 2φ−1 − 2φ˜−1)
r
− cos(4φ− 3φ−1 − 2φ˜−1)
r−1
−cos(4φ− 2φ−1 − 3φ˜−1)
r˜−1
]
, (5.28)
where in addition to r, φ, r−1, and φ−1 defined above, r˜−1 =
√
(x+ 1/
√
2)2 + y2 and
tan φ˜−1 = y/(x+ 1/
√
2).
(a) (−1,+1) Disclination Set (b) Particle-Defect Pair
Figure 5.12: Magnitude of the first three Fourier components of charge density for a
(-1,+1) disclination set, (a), and a particle-defect pair, (b), at t = 4pi. Numerically
obtained values are plotted as points, while the analytic solutions at r  γ−1/2, Eqs.
(5.27) and (5.28) are plotted as dashed lines. The numerical solution approaches the
analytic approximations as r increases, and at large r, we see that |ρ2| is much larger
than the others, as expected.
Note that at r  1, the leading order behavior of Eq. (5.27) is,
ρ
(d)
‖ (r  1, φ, t) ≈ (˜− µ˜)
cos(t− δ)√
1 + Ω2
√
2 cos(2φ)
r2
, (5.29)
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while the leading order behavior of Eq. (5.28) is,
ρ
(p)
‖ (r  1, φ, t) ≈ (˜− µ˜)
cos(t− δ)√
1 + Ω2
3 cos(2φ)√
2r2
. (5.30)
Thus at large distances the charge behavior of both systems is the same, with ρ
(p)
‖ =
(3/2)ρ
(d)
‖ .
In order to compare the analytical and numerical charge densities, we may write
ρ‖ as a Fourier series, ρ‖(r, φ, t) =
∑
n ρn(r, t)e
inφ. Figure 5.12a plots the numerical
magnitudes |ρ1|, |ρ2|, |ρ3|, at t = 2pi as a function of r for the (−1,+1) set, along with
the corresponding analytical values from Eq. (5.27). Similarly, Fig. 5.12b plots the
first three Fourier components for the particle-defect pair, both numerically-obtained
and from Eq. (5.28). In both plots we see that as r increases, the numerical solution
approaches the analytical solution, and the component |ρ2| decays more slowly than the
other components, dominating the charge behavior at large distances.
The angular structure of the charge density at r  1 is qualitatively different than
near defects or particle boundaries. As discussed in Chapter 3, the angular structure of
a single (+1) defect has two lobes, (|ρ1| large), while a single (−1) defect has six charge
lobes (|ρ3| large). Figures. 5.9a and 5.11a show two charge lobes near the particle
and (+1) defect, respectively, and both show six charge lobes near the (−1) defect.
Thus the charge behavior near defects and particle boundaries matches the structure of
single disclinations, while at r  1 the director field is dipolar, and the second angular
harmonic dominates.
To summarize, the charge density near a particle-defect pair is complicated, involving
director distortions, charge diffusion diffusion, and particle polarization effects. At
distances much larger than a Debye length from the particle surface or the defect core,
the charge density is determined by LCEK only, and can be written in an analytic
form which agrees well with the numerical solution. At very large distances, the charge
density matches that of a (−1,+1) disclination set, differing only by a factor of (3/2).
Velocity Field
While the charge density fields of the particle-defect pair and the (−1,+1) disclination
are similar, the velocity fields, plotted in Fig. 5.13, are qualitatively very different, even
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(a) (b)
Figure 5.13: Numerical velocity fields for a (-1,+1) disclination set, (a), and a particle-
defect pair, (b), averaged over a period of the applied field. While the director fields in
both systems are topologically equivalent, the presence of the particle boundary leads
to a qualitatively different flow, with two vortices in (a) and six vortices in (b)
at r  1. Near the disclination set and the particle-defect pair the flow direction is the
same (to the left, toward the (−1) defect), but six vortices are seen in Fig. 5.13b, while
only two appear in Fig. 5.13a. Thus the presence of the particle has a more significant
effect on the far-field velocity than the far-field charge density.
We can explore the origins of these differences by approximating the hydrodynamics
of a the nematic with those of a Newtonian fluid with body force ρE,
−∇p+∇2v + ρE = 0 (5.31)
To find the velocity for the (−1,+1) disclination system , we solve Eq. (5.31) on a disc
of radius R  1, with no-slip boundary conditions at r = R. To find the velocity for
the particle-defect system, we solve Eq. (5.31) on an annulus with unit inner radius and
outer radius R 1, with no-slip boundary conditions at r = 1 and r = R.
In order to better investigate the difference in angular structure between the two
systems, we write the body force in Eq. (5.31) as a Fourier series; specifically, we write
ρE =
∑
n fn(r, φ, t), where,
fn = f
(r)
n (r, t)e
inφrˆ + f (φ)n (r, t)e
inφφˆ (5.32)
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Then using linearity, we write the solutions for pressure and velocity as v(r, φ, t) =∑
n vn(r, φ, t), p(r, φ, t) =
∑
n pn(r, φ, t), where,
vn = v
(r)
n (r, t)e
inφrˆ + v(φ)n (r, t)e
inφφˆ, (5.33)
pn = pn(r, t)e
inφ, (5.34)
and vn, pn solve,
−∇pn +∇2vn + fn = 0, ∇ · vn = 0 (5.35)
We may furthermore define the stream function ψn such that ∇×(−ψnzˆ) = vn. Taking
the curl of Eq. (5.35), one finds ψn solves,
∇4ψn +∇× fn = 0 (5.36)
No slip boundary conditions at r = R imply ψ(R,φ) = 0, ∂rψ(R,φ) = 0. The
particle-defect system has additional no-slip conditions at the particle surface, ψ(1, φ) =
0, ∂rψ(1, φ) = 0.
Having formulated the equations for pressure and stream function at each harmonic
n, one could use the method of matched asymptotic expansions to investigate the dif-
ferences in flow field between the paricle-defect and (−1,+1) disclination systems. For
either system, using Eqs. (5.29) and (5.30), the electrostatic body force at r  1 is,
ρ‖E‖ ≈ (˜− µ˜)
cos2 t
1 + Ω2
α
2r2
[rˆ(cosφ+ cos(3φ)) + φˆ(sinφ− sin(3φ))] (5.37)
where α =
√
2 for the (−1,+1) disclination set, and α = 3/√2 for the particle-defect
pair. Using Eq. (5.32), at r  1,
f
‖
1 = (˜− µ˜)
cos2 t
1 + Ω2
α
2r2
(rˆ cosφ+ φˆ sinφ), (5.38)
f
‖
3 = (˜− µ˜)
cos2 t
1 + Ω2
α
2r2
(rˆ cos(3φ)− φˆ sin(3φ)), (5.39)
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Define ξ = r/R. Then the “outer solutions” ψ
(o)
1 , p
(o)
1 , ψ
(o)
3 and p
(o)
3 , satisfying the
no-slip condition at r = R are,
ψ
(o)
1 (ξ, φ, t) = Q
(o)(t)R
[(
a1ξ
3 + b1ξ − (4a1 + 2b1)ξ log ξ − (a1 + b1)ξ−1
)
cosφ
+
(
c1ξ
3 + d1ξ − (4c1 + 2d1)ξ log ξ − (c1 + d1)ξ−1
)
sinφ
]
,
(5.40)
p
(o)
1 (ξ, φ, t) = −
Q(o)(t)
R
[(
8c1(ξ
2 + 1) + 4d1 +
1
2
)
cosφ
ξ
− 4(2a1(ξ2 + 1) + b1)sinφ
ξ
]
,
(5.41)
ψ
(o)
3 (ξ, φ, t) = Q
(o)(t)R
[
(a3ξ
5 + b3ξ
3 − (4a3 + 3b3)ξ−1 + (3c3 + 2d3)ξ−3) cos(3φ)
+ (c3ξ
5 + d3ξ
3 − (4c3 + 3d3)ξ−1 + (3c3 + 2d3)ξ−3) sin(3φ)
− ξ
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(ξ2 − 1)2 sin(3φ)
]
,
(5.42)
p
(o)
3 (ξ, φ, t) =
Q(o)(t)
R
[
8
((
1
16
− 2c3
)
ξ6 + 4c3 + 3d3
)
cos(3φ)
ξ3
+8((4− 2ξ6)a3 + 3b3)sin(3φ)
ξ3
+
cos(3φ)
4ξ
]
, (5.43)
with
Q(o)(t) = (˜− µ˜) α cos
2 t
1 + Ω2
. (5.44)
The coefficients an, bn, cn, dn would be determined by matching the outer solution to an
inner solution which we do not compute. The qualitative difference between the two
cases can be understood without the detailed inner solution. The last term in ψ
(o)
3 and
the last term in p
(o)
3 cannot be cancelled by any combination of the other terms, due to
their spatial structure. Thus these two terms will be present in the far-field solutions,
while all other terms depend on the behavior of the inner solution. In particular,
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unilke ψ
(o)
3 it is possible for ψ
(o)
1 to be zero, as every term is proportional to a linear
combination of a1, b1, c1, d1. Therefore we find that while any system with a dipolar
far-field director will have a stream function term proportional to e3iφ, the presence of
a term proportional to eiφ depends on the detailed form of the inner solution.
(a) (-1,+1) Disclination Set (b) Particle-Defect Pair
Figure 5.14: First three Fourier components of numerical angular velocity for a system
with a (-1,+1) disclination set, (a), and a particle-defect pair, (b), averaged over a
period of the field, plotted as a function of r.
It should also be noted that additional homogeneous terms ψ
(o)
n , p
(o)
n of other har-
monics einφ may be present in the full outer solutions to ψ and p. The existence of
such terms depends on the nature of the inner solution only, as the far-field body force,
Eq. (5.37), contains eiφ and e3iφ terms only. We do not write these terms explicitly for
notational simplicity, but a complete investigation of the inner solution flow field would
be necessary to determine if additional harmonics exist in the outer solution.
Figure 5.14 plots the magnitude of the Fourier components |v(1)φ |, |v(2)φ |, |v(3)φ | of the
angular velocity for both director configurations as a function of r, where
∑
n v
(n)
φ e
inφ =
v·φˆ. As expected, both systems show a nonzero |v(3)φ | term at large r, but |v(1)φ | is smaller
than |v(3)φ | at r & 20 for the particle defect pair, while for the (-1,+1) disclination set,
|v(1)φ | is larger than |v(3)φ |. These results are consistent with the six vortices seen far
from the particle in Fig. 5.13b, and the two vortices seen in Fig. 5.13a. Furthermore,
these results show that the details of the inner solution lead to a non-negligible |v(2)φ |
term even in the far-field, despite the fact that there is no e2iφ term in the far-field body
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force.
To summarize, while the disclination pair and the particle-defect pair are topologi-
cally equivalent and share the same far-field director orientation, the differences in their
structure at r ∼ 1 lead to very different far-field velocity behaviors. This is contrasted
with the far-field charge densities of the two systems, where at r  1 the two charge
densities agree up to a constant of order unity. Thus while the system topology is enough
to determine the charge behavior at long distances, the velocity depends strongly on
the specifics of the director field at short distances. The difference between the charge
density and velocity dependency on the inner behavior is due to differences in their
far-field governing equations: At r  1, the equation governing charge density contains
no spatial derivatives, while the presence of the Laplacian term in Eq. (5.31) leads to
homogeneous velocity terms that depend on the inner solution.
(a) (b)
Figure 5.15: Numerical charge density at t = 2pi for a (-1,+1) disclination set, (a), and
a particle-defect pair, (b), with applied field perpendicular to the elastic dipole p.
Electric Field Perpendicular to Elastic Dipole
We consider next the case in which the applied field is perpendicular to the elastic dipole
p. As with the parallel field, we compare the particle-defect charge density to the that
of a (−1,+1) disclination pair in Fig. 5.15. We see a large accumulation of charge near
the particle surface in Fig. 5.16b due to both LCEK and ICEK effects. We also see six
charge lobes around the (−1) defect in both studies due to the topology of the defect
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pair.
We again attempt to find an analytical solution valid away from particle boundaries
and defect cores. Following a procedure similar to Chapter 4, the charge density in this
region for the (−1,+1) disclination system is,
ρ
(d)
⊥ (r, t) = (˜− µ˜)
cos(t− δ)√
1 + Ω2
[
sin(φ− 2φ−1)
r
− sin(2φ− 3φ−1)
r−1
]
. (5.45)
while for the particle-defect system, the charge density is,
ρ
(p)
⊥ (r, t) = (˜− µ˜)
cos(t− δ)√
1 + Ω2
[
2 sin(3φ− 2φ−1 − 2φ˜−1)
r
− sin(4φ− 3φ−1 − 2φ˜−1)
r−1
−sin(4φ− 2φ−1 − 3φ˜−1)
r˜−1
]
. (5.46)
The coordinates r, φ, r−1, φ−1r˜−1, φ˜−1 are the same as the previous section. As was the
case for the charge density with a parallel field, at r  1, Eqs. (5.45) and (5.46) reduce
to,
ρ⊥(r  1, φ, t) ≈ − (˜− µ˜) cos(t− δ)√
1 + Ω2
α sin(2φ)
r2
, (5.47)
where α =
√
2 for the (−1,+1) defect system and α = 3/√2 for the particle-defect
system. Therefore we find that while the charge densities under a transverse field are
different than under a parallel field, the overall conclusions are the same: near the par-
ticle surface, the particle polarization and the director distortions contribute to charge
accumulation, but the far-field charge behavior differs from a (−1,+1) disclination set
by only a factor of 3/2.
Velocity Field
The velocity fields for both the (-1,+1) set and the particle-defect pair subject to a
transverse field are plotted in Fig. 5.16. Unlike for the parallel field studies, where the
qualitative features of the two velocity fields were very different, the flow structures in
Fig. 5.16 are quite similar. Specifically, in both plots we see four vortices; two large
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(a) (b)
Figure 5.16: Numerical velocity field for a (-1,+1) disclination system,(a), and a system
containing a particle-defect pair, (b).
vortices extending across a large extent of the domain, and two thin vortices on the
right side of the cell.
We again analytically investigate the “outer solution” for the velocity field in each
system. Using Eq. (5.47), the electrostatic body force at r  1 is,
ρ⊥E⊥ ≈ − (˜− µ˜) cos
2 t
1 + Ω2
α
2r2
[rˆ(cosφ+ cos(3φ))− φˆ(sinφ− sin(3φ))] (5.48)
where α =
√
2 for the (−1,+1) disclination set, and α = 3/√2 for the particle-defect
pair. Using Eq. (5.32), we may write the Fourier components of Eq. (5.48) as,
f⊥1 = − (˜− µ˜)
cos2 t
1 + Ω2
α
2r
(rˆ cosφ+ φˆ sinφ), (5.49)
f⊥3 = (˜− µ˜)
cos2 t
1 + Ω2
α
2r
(rˆ cos(3φ)− φˆ sin(3φ)). (5.50)
Remarkably, by comparing Eqs. (5.49)-(5.50) to Eqs. (5.38)-(5.39), one finds f⊥1 = −f‖1,
f⊥3 = f
‖
3. Thus under a transverse applied field, the far-field particular solutions for
pressure and velocity at eiφ will be opposite those under a parallel applied field, and
the solutions for either applied field will match at e3iφ.
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We again approximate the viscous stress as Newtonian and write the momentum
balance equation at the nth harmonic as,
−∇pn +∇2vn + f⊥n = 0, ∇ · vn = 0 (5.51)
The outer solutions ψ
(o)
1 , p
(o)
1 , ψ
(o)
3 and p
(o)
3 for a circular domain of radius R with
no-slip boundary conditions at r = R, are,
ψ
(o)
1 (ξ, φ, t) = Q
(o)(t)R
[(
a1ξ
3 + b1ξ − (4a1 + 2b1)ξ log ξ − (a1 + b1)ξ−1
)
cosφ
+
(
c1ξ
3 + d1ξ − (4c1 + 2d1)ξ log ξ − (c1 + d1)ξ−1
)
sinφ
]
,
(5.52)
p
(o)
1 (ξ, φ, t) = −
Q(o)(t)
R
[(
8c1(ξ
2 + 1) + 4d1 − 1
2
)
cosφ
ξ
− 4(2a1(ξ2 + 1) + b1)sinφ
ξ
]
,
(5.53)
ψ
(o)
3 (ξ, φ, t) = Q
(o)(t)R
[
(a3ξ
5 + b3ξ
3 − (4a3 + 3b3)ξ−1 + (3c3 + 2d3)ξ−3) cos(3φ)
+ (c3ξ
5 + d3ξ
3 − (4c3 + 3d3)ξ−1 + (3c3 + 2d3)ξ−3) sin(3φ)
− ξ
64
(ξ2 − 1)2 sin(3φ)
]
,
(5.54)
p
(o)
3 (ξ, φ, t) =
Q(o)(t)
R
[
8
((
1
16
− 2c3
)
ξ6 + 4c3 + 3d3
)
cos(3φ)
ξ3
+8((4− 2ξ6)a3 + 3b3)sin(3φ)
ξ3
+
cos(3φ)
4ξ
]
, (5.55)
with
Q(o)(t) = (˜− µ˜) α cos
2 t
1 + Ω2
. (5.56)
Again ξ = r/R and an, bn, cn, dn are constants which depend on the inner solution.
Apart from the first term in p
(o)
1 , the outer solutions under a transverse applied field
have the same form as the outer solutions under a parallel applied field.
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(a) (−1,+1) Disclination (b)
Figure 5.17: First three Fourier velocity components for (a) a (−1,+1) disclination set
and (b) a particle-defect pair under an applied field perpendicular to the elastic dipole
p. Unlike the case of the applied field parallel p, in this case the behavior at r ∼ 1 leads
to a nonzero far-field |v(2)φ | term.
Figure 5.17 plots first three Fourier components for angular velocity corresponding
to the (−1,+1) set and the particle defect pair. Despite the fact that the body force
at r  1 contains only eiφ and e3iφ terms, the details of the inner solution for both
patterns leads to a nonzero e2iφ velocity component in the far-field. Unlike the for the
applied field parallel to the elastic dipole p depicted in Fig. (5.14), in which |v(2)φ | is
always smaller than |v(1)φ | or |v(3)φ |, Fig. (5.17) shows that the applied field perpendicular
to p generates a velocity field in which |v(2)φ | dominates around r ∼ 10 – corresponding
with approximately the center of the two vortices on the right side of Figs. 5.16a and
5.16b. At larger distances, the two other vortices in Figs. 5.16a and 5.16b dominate,
giving leading to eiφ behavior, as shown in Fig. 5.17.
The difference in far-field behavior among the four cases above highlights the role of
the electrokinetic behavior at r ∼ 1 on the far-field velocity. The electrostatic force on
the fluid at r  1 allows for potentially matching velocity fields regardless of whether
the system contains a (−1,+1) disclination or a particle-defect pair, or whether the
system is subject to a field parallel or perpendicular to the elastic dipole. However
the details of the charge density and velocity at r ∼ 1 lead to numerical flow fields
that are qualitatively distinct. Under a parallel field, a disclination set produces two
vortices, while a particle-defect pair produces six vortices. Under a transverse field, the
disclination set and the particle-defect pair produce a qualitatively similar flow field
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with four distinct vortices. We conclude that topology alone does not determine the
electrokinetic behavior of a suspended particle. Rather, the behavior depends strongly
on the details of the system near disclination cores and particle boundaries.
5.4.2 Effect of dimensionality and system size on LCEK velocity pro-
file
In Sec. 5.4.1 we found that the qualitative features of the electrokinetic flow around a
particle-defect pair are sensitive to the details of the specific configuration, even though
the various configurations are topologically identical. In this section we consider how the
dimensionality of typical particle-defect experiments affects the long distance behavior
of the system.
Typical LCEK experiments consist of a particle with diameter 2a∗ ∼ 5 − 50 µm
placed in a cell of thickness h∗ ∼ 50−100 µm and lateral size L∗ ∼ 10 mm [5,44,79]. In
these experiments, in which h∗  L∗, there is no evidence of three dimensional flows.
Futhermore, except in the immediate vicinity of the particle, there is no evidence either
of three dimensionality in the director field. The expectation therefore is that the long
distance behavior of the charge and velocity fields are approximately two-dimensional.
However, a circular particle in two dimensions corresponds to a cylinder in a thin film
rather than a sphere. Furthermore, the leading order behavior of a dipolar field decays
as 1/r in two dimensions and 1/r2 in three dimensions. Thus it is possible that some
elements of the behavior of the experiments in thin films are not captured by either a
two-dimensional model or a three-dimensional model. Rather, confinement effects in the
third dimension may have to be resolved to provide even a qualitative understanding of
the flows and particle motion.
In typical electrokinetic nematic colloid experiments, suspended particles are free to
move, and understanding the electrophoretic velocity is the key result for applications
in particle manipulation. We generally find that the direction of the force of electroki-
netic origin on a spatially fixed particle in our numerical solutions does agree with the
observed direction of motion of free particles in a variety of experiments with simi-
lar parameter values [44, 79, 80]. Somewhat surprisingly, the observed electroosmotic
flow around a fixed particle, presented in Ref. [5], is qualitatively different than the
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(a)
(b)
Figure 5.18: (a) Average experimental electroosmotic flow around a particle-defect
pair, reproduced from Ref. [5]. The hedgehog defect is located on the left side of the
particle in the figure, and the applied field is parallel to p. (b) Numerical flow past a
particle-defect pair in two dimensions, averaged over a period of the field, with applied
field parallel to p.
two-dimensional numerical velocity field, as shown in Fig. 5.18. Thus, while the two-
dimensional assumption appears to produces the correct direction of particle motion, it
does not appropriately characterize even the large scale of the flow structure.
We analyze two cases in order to ascertain the effects of dimensionality on the
structure of the flow field. First, we compare our two-dimensional numerical results to
fully three-dimensional axisymmetric numerical results described in Ref. [30]. Next, we
perform a two-dimensional numerical particle-defect study similar to the one described
above, except that instead of using the two-dimensional equilibrium solution for the
director field, we assume that the director field is a two-dimensional slice of the fully
three-dimensional variational solution from Sec 5.3.1. With this formulation, the far-
field behavior of the director field is three-dimensional, yet the charge density and
velocity fields are two-dimensional.
Particle-Defect Pair in d = 3. Axisymmetric configuration and DC field
Numerical investigations in three dimensions are limited by the large number of degrees
of freedom required to adequately resolve the defect core, even when solving on an
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Parameter Value Comment
E0 40 mV/µm Applied field amplitude
D¯ 5× 10−11 m2/s Average diffusivity
a∗ 1 µm Particle radius
⊥ 10 Dielectric permittivity perpendicular to nˆ
∆µ/µ⊥ 1 Relative mobility anisotropy
∆/⊥ 0 Relative dielectric anisotropy
Table 5.2: Physical constants used in numerical simulations comparing an axisymmetric
model using Q and a two-dimensional model using n.
axisymmetric domain. To simplify the problem, our axisymmetric numerical study [30]
uses a much smaller system size, L = 10, and a DC field with Dirichlet boundary
conditions at the electrodes and Neumann boundary conditions νiij∂jΦ = 0 on the
remaining domain boundaries. The study also constrains the ionic concentrations using
Dirichlet boundary conditions c1 = c2 = 1/2 at the electrodes. Furthermore, the three-
dimensional study describes nematic order with the Q-tensor rather than the director
nˆ.1 In order to compare the two-dimensional model to the axisymmetric model,
we solve the governing equations, Eqs. (2.49)-(2.53) , with the same domain size and
boundary conditions, as well as with the same physical parameters, listed in Table 5.2.
Figure 5.19: Numerical charge density and velocity for an axisymmetric particle-
hedgehog configuration, with DC applied field along the elastic dipole p. Note that
unlike previous figures, p points vertically upward.
Despite these adjustments, a detailed comparison of the two studies is limited by
1 The choice of Q rather than nˆ was made in this study order to also investigate Saturn ring
configurations, which involve challenging singularities to model using nˆ, as discussed in Sec. 5.3.2.
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(a)
(b)
Figure 5.20: (a) Charge density for system with same parameters as Fig. 5.19, except
using nˆ in two-dimensions. The defect position is denoted by the small circle to the left
of the particle. (b) Corresponding fluid velocity.
the difference in order parameter used. However, we see significant agreement in both
charge density and velocity fields between the two studies, as shown in Figs. 5.19 and
5.20. The agreement in both qualitative structure and in magnitude suggests minimal
difference between Q-tensor electrokinetics in an axisymmetric geometry and nˆ-vector
electrokinetics in two dimensions.
However, the angular structure of the velocity field depicted in Fig. 5.20b is very
different than the velocity field in the numerical study depicted in Fig. 5.18b, with
two vortices in the former and six in the latter. To investigate whether this difference
is due to the use of a DC field in Fig. 5.20b and an AC field in Fig. 5.18b, we
have also computed the electrokinetic velocity with the same system size and with the
same parameters listed in Table 5.2, except instead of Dirichlet boundary conditions
for ionic concentrations and a DC applied field, we use zero-flux boundary conditions
for concentrations and an AC applied field with characteristic frequency ω = 10pi/s.
We find that unlike the two-vortices found with a DC field, Fig. 5.21a, the velocity
field has six vortices when using an AC field, Fig. 5.21b. Unlike in Fig. 5.18b, the six
vortices in Fig. 5.21b are not uniformly distributed across the cell – instead we see four
vortices on the left side of the particle and two vortices on the right. We suspect the
qualitative difference between Fig. 5.21b and 5.18b is due to the difference in system
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(a) DC field (b) AC field
Figure 5.21: (a) Fluid velocity obtained on a two-dimensional domain using director
field nˆ, with parameters matching Fig. 5.19 (b) Time-average velocity using the same
parameters but with an AC field
size. Thus we find that the nature of the applied field, the boundary conditions for ionic
concentrations, and the cell size contribute to the details of the flow field.
While we find good agreement between the axisymmetric Q-tensor model and the
two-dimensional nˆ-vector model at small system size and with a DC field, we still
find that the flow structure depicted in Fig. 5.20b does not agree with the experimental
results depicted in Fig. 5.18a. Figure 5.18a shows four distinct vortices near the particle,
while Fig. 5.20b only has two. Furthermore, in Fig. 5.18a the flow on the left side of the
particle is toward the right, and flow on the right side of the particle is toward the left,
while in Fig. 5.20b, the flow near the particle is always toward the left, with returning
flows along the boundary walls. Detailed experimental observations of the fluid flow
near the particle surface have not been done, so it is not clear whether the experimental
flow at short length scales would be similar to Fig. 5.20b. Still, it is clear that the small
cell axisymmetric system with a DC field does not exhibit the flow characteristics of a
large thin film system under an applied AC field.
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Two-dimensional flow and three-dimensional variation configuration of the
director
Having found no qualitative agreement between experimental flows and a confined,
axissymmetric model, we turn to our second method for investigating the effect of di-
mensionality on electrokinetic flow. In order to investigate the effect of the difference
in far-field behavior of two-dimensional and three-dimensional director fields on elec-
trokinetic flow, we compute the two-dimensional LCEK velocity of a system with a
particle-defect pair using the same parameters as the large cell system of Sec. 5.4.1 but
with a different director field. Instead of using the two-dimensional analytic solution for
nˆ, we use a two-dimensional slice of the three-dimensional variational solution discussed
in Sec. 5.3.1,
E(r) = xˆ+ qr
r3
+
3xr − r2xˆ
r5
, nˆ =
E
|E| , (5.57)
with q ≈ 3.078. Unlike the two-dimensional analytic solution, Eq. (5.10), this solution
agrees with the three-dimensional multipole expansion, Eq. (5.3). Specifically, the
leading order behavior of Eq. (5.57) decays as 1/r2, while the leading order far-field
behavior of the two-dimensional equilibrium solution, Eq. (5.10) decays only as 1/r.
Since charge density scales with gradients of the director field, ρ ∼ ∇nˆ, and the viscous
force scales with the elastic force, ∇2v ∼ ρE, we expect ∇2v ∼ ∇nˆ. Therefore, the 1/r2
leading order far-field behavior of the ansatz implies v ∼ O(r−1) at r  1, while the 1/r
leading order behavior of the two-dimensional solution implies v ∼ O(log r). Thus we
see that the radial dependency of the velocity field depends strongly on whether at r  1
the decay of the director field is two-dimensional or three-dimensional. Experimental
investigations of the radial dependency of the electroosmotic velocity field around a
suspended particle have not been performed, so it remains to be seen whether the far-
field behavior of the director is two- or three-dimensional. By using the ansatz director
field given by Eq. (5.57) while solving for other variables on a two-dimensional domain,
this study models the behavior of the director field of a particle in a thin cell as three-
dimensional, and the charge and velocity fields as two-dimensional.
The LCEK velocity field computed using the variational solution for the director, Eq.
(5.57), is shown in Fig. 5.22a. Unlike both the axisymmetric confined-cell study, Fig.
5.19b, and the fully two-dimensional study, Fig. 5.18b, we find qualitative agreement
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(a)
(b)
Figure 5.22: (a) Time-averaged numerical velocity field obtained using a two-
dimensional slice of the three-dimensional director ansatz given in Eq. (5.57). (b)
Experimental electroosmotic flow past a particle-defect pair.
between the numerical velocity field of Fig. 5.22a and the experimental velocity field,
Fig. 5.22b. Specifically, in both figures the velocity flow near the left of the particle
flows to the right, while the velocity near the right of the particle flows to the left.
Far from the particle, we see two vortices which dominate the flow behavior. This is
in contrast with the velocity field in Fig. 5.18b obtained using the two-dimensional
equilibrium solution, in which we see flow near the particle always to the left, and six
vortices far from the particle.
We can begin to understand the the origins of the different flow behavior when
using the ansatz director solution by considering the far-field behavior of the variational
solution. For r  1, the director field is approximately,
nˆ ≈ xˆ+ qy
r3
yˆ = xˆ+
q sin θ
r2
yˆ (5.58)
Using Eqs. (5.26) and (5.58), the charge density for r  1 to first order in ∆ is
approximately
ρans(r, φ, t) ≈ (˜− µ˜) cos(t− δ)√
1 + Ω2
q[−1 + 3 cos(2φ)]
r3
(5.59)
Comparing Eq. (5.59) with the far-field charge density generated by the two-dimensional
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equilibrium director field, Eq. (5.30), we see that in addition to a more rapid radial
decay, Eq. (5.59) contains an additional term ρ′ans that is radially symmetric.
ρ′ans(r, φ, t) = − (˜− µ˜)
cos(t− δ)√
1 + Ω2
q
r3
. (5.60)
At first order in ∆, the body force ρ′ansE due to this extra term written in polar
coordinates is,
ρ′ansE = − (˜− µ˜)
cos(t− δ)√
1 + Ω2
q
r3
(rˆ cosφ− φˆ sinφ) (5.61)
Thus the presence of this additional radial term leads to an additional term in the
body force with dipolar symmetry. While one must determine the charge and flow
behavior near the particle in order to fully compute the velocity field, the presence
of an additional dipolar term in the body force is consistent with the numerical and
experimental observation of two vortices dominating the flow behavior at r  1.
To summarize, we find that the experimental electroosmotic flow of a particle in
a thin nematic film is best accounted for by a two-dimensional velocity field obtained
from an effective three dimensional director field. While the two-dimensional and ax-
isymmetric velocity fields agree in a confined cell, the flow structure does not match
the experimental flow in a thin film. Despite these differences, we find the direction of
the electrokinetic force on the particle, Eq. 5.21, is in the same direction in all systems
studied.
5.4.3 Flow control through tuning of mobility and dielectric anisotropies
The far-field charge density solution for a particle-defect pair, Eq. (5.59), predicts
that the charge density (and therefore the nematic velocity) is proportional to the
difference in mobility and dielectric anisotropies. This suggests that the direction of
electrophoretic motion of a free (unfixed) particle can be reversed by manipulating
this difference. Dielectric anisotropy can by manipulated by using nematic mixtures
with broadly varying dielectric anisotropy of the constituents, and by changes in the
dielectric anisotropy with temperature. Flow reversals have been observed in isotropic
electrolytes, but the mechanism is not yet understood [60]. In this section, we compare
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numerical studies of LCEK flow past a particle with corresponding experiments at a
variety of dielectric anisotropy values in order to verify this key element of the LCEK
mechanism. We demonstrate that both the force on a fixed particle and the velocity of
a free particle are proportional to the anisotropy difference, and can reverse sign as a
function of composition and temperature. This result is confirmed experimentally.
Since the imposed two-dimensional slice of the three-dimensional ansatz, Eq. (5.57),
produced a flow field that most resembled experimental flows, as discussed in the pre-
vious section, we will use it again in this section. The resulting far-field charge density,
Eq. (5.59) predicts a body force which behaves at r  1 as,
ρE ≈ (˜− µ˜) cos(t− δ) cos t√
1 + Ω2
qxˆ[−1 + 3 cos(2φ)]
r3
(5.62)
Since this force is symmetric about the x axis, we expect the velocity to be along the x
axis. This is consistent with the symmetry of the problem, as symmetry in nˆ is broken
along xˆ only, due to the presence of the defect. Furthermore, since Eq. (5.62) is balanced
by the divergence of the stress tensor, we anticipate the stress tensor, and therefore the
electrokinetic force on the particle, to be proportional to (˜− σ˜) cos(t−δ) cos t/√1 + Ω2.
Assuming the electrokinetic force is always balanced by a viscous drag, Eq. 5.62 predicts
the time-averaged velocity of a spherical particle to be u = uxˆ, where
u = (˜− σ˜) β
1 + Ω2
, (5.63)
where σ˜ = µ˜ is the conductivity anisotropy, and β is a numerical parameter that should
depend on the details of director configuration, finite surface anchoring, and anisotropy
of viscoelastic parameters of the nematic; its exact theoretical value is not known. As
predicted by Eq. (5.63), one can reverse the direction of fluid velocity v with respect
to the structural dipole p by altering the sign of (˜ − σ˜). When (˜ − σ˜) > 0, the
electrophoretic velocity is parallel to the elastic dipole, and when (˜ − σ˜) < 0, the two
vectors are antiparallel.
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Figure 5.23: Numerical solutions for LCEK flows around fixed particle in two dimensions
for various dielectric anisotropies, with applied field parallel to the dipole. (a)-(b)
Charge density plotted in color, with arrows representing the director field. (c)-(d)
Corresponding flow velocity map, showing flow reversal as (˜− σ˜) changes sign. (e)-(f)
Volumetric flows along the x-axis (Qx) and along the y-axis (Qy) pumped around the
particle by the electric field.
Correlation of velocity reversals and material properties: numerical results
We consider a 2D geometry and neglect particle polarization and assume Er  1. In
order to best compare flow structure with experiments, we use as input the variational
solution for the nematic field around a sphere with homeotropic anchoring, Eq. (5.57).
We then solve for the charge distribution and velocity fields under a uniform and os-
cillatory AC electric field. The circular particle, a disc of unit radius, is considered
as immobilized, with a fixed location. Physical parameters were chosen to match the
experimental study, and are listed in Table 5.3.
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Parameter Value Comment
ω 50pi rad/s Applied field frequency
E0 19.75 mV/µm Applied field amplitude
⊥ 14 Perpendicular dielectric permittivity
∆µ/µ⊥ 0.4 Relative mobility anisotropy
a∗ 4.8 µm Particle radius
Table 5.3: Physical constants used in numerical calculations in Sec. 5.4.3, with all
others listed in Table 2.1
Figure 5.23 shows the instantaneous charge distribution when (˜ − σ˜) is negative
(Fig. 5.23a) and positive (Fig. 5.23b), and the corresponding flow fields (averaged over
a period of the field), in Fig. 5.23c and 5.23d, respectively. Despite differences in the
details, the resulting average flow fields for negative and positive (˜− σ˜) are very similar,
except that the flows are completely reversed, as clear from the comparison of Fig. 5.23c
and 5.23d in which the arrows indicate the velocity fields. The electro-osmotic flows
around the particle with hedgehog defect (Fig. 5.6) acquire dipolar symmetry due to
left-right asymmetry of the dipolar director configuration around the colloid, Figure 5.6.
The asymmetry in flows causes pumping of nematic electrolyte along the x-axis, either
parallel or antiparallel to the structural dipole p, depending on the sign of (˜− σ˜) [3,5].
In order to determine the net pumping direction near the particle, we compute the
volumetric flows along the x-axis, Qx =
∫ y0
−y0 vxdy and along the y-axis, Qy =
∫ x0
−x0 vydx,
where x0 = y0 = 4. Under the action of the electric field, the nematic is pumped from
one side of the colloid to another; there is no pumping in the orthogonal y direction,
Fig. 5.23e and Fig. 5.23f. An alternative view of this pumping effect can be obtained
by computing the viscous force along the x-axis on the immobile particle by integrating
the normal component of the stress, Eq. (5.21). The dependency of this average force
on (˜− σ˜), Fig. 5.24, shows a reversal of the force direction with the change of the sign
of (˜− σ˜). When (˜− σ˜) < 0, the nematic fluid around the immobilized disc is pumped
along p, Fig. 5.23e, and the viscous force on the particle is opposite p, Fig. 5.24. The
direction v of electrophoretic propulsion of a free particle would be in the direction of the
viscous force when fixed, and is opposite the polarity of the electro-osmotic pumping.
In the experiment, the free particles in the medium with (˜− σ˜) < 0 are indeed moving
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Figure 5.24: Average viscous force acting along the -direction on a fixed particle by
the LCEK flow, calculated for a variety of values of (˜ − σ˜) by integrating the normal
component of the viscous stress over the particle perimeter. Note that since the stress
tensor is a force per unit area, the integration over the perimeter yields a force per unit
length. The results show that the force changes sign with (˜− σ˜).
towards the negative direction of the x-axis, v < 0 , with the hedgehog leading the
way, Figs. 5.27b, and 5.28. In other words, the electrophoretic velocity v is antiparallel
to the dipole p. For the case (˜ − σ˜) > 0, polarity of electroosmotic pumping, Fig.
5.23f, and viscous force, Fig. 5.24 are reversed. This also implies that the direction of
electrophoretic motion with respect to the structural dipole should be reversed.
We have also computed the electrokinetic flow past a sphere for a variety of anisotropies
when the applied field is perpendicular to p. Figure 5.25 shows the charge density and
velocity for two values of (˜− σ˜), showing that the charge and velocity change sign with
(˜− σ˜).
Figure 5.26 shows the numerically-computed force on the particle, which changes sign
with (˜−σ˜). Thus if the particle were not fixed, the motion of the particle can be reversed
by changing (˜− σ˜). Note that the force on the fixed particle (and correspondingly the
velocity of a free particle) for a transverse field is in the opposite direction as for a
parallel field with the same value of (˜− σ˜).
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Figure 5.25: Numerical solutions for LCEK flows around fixed particle with field per-
pendicular to elastic dipole p. (a)-(b) Charge density for transverse field, with (˜−σ˜) < 0
and (˜− σ˜) > 0, respectively. (c)-(d) Corresponding flow velocity, showing flow reversal
as (˜− σ˜) changes sign.
Correlation of velocity reversals and material properties: experimental re-
sults
Flow reversal experiments were performed with binary mixtures of room-temperature
nematics pentylcyanobiphenyl (5CB) and HNG715600-100 (referred to as HNG in what
follows). 5CB exhibits ˜ = 1.9 [81] and HNG exhibits ˜ = −0.7 [82] at room temperature.
Concentration variation of mixtures changes (˜ − σ˜) strongly, both in absolute value
and in sign. Dry soda-lime-silica spheres of diameter 2a∗ = (9.6 ± 1)µm were used as
electrophoretic particles. The spheres were treated to impart perpendicular orientation
of nˆ. The nematic layers of thickness h∗ = 60µm were confined between two glass
plates with planar alignment nˆ0. The AC electric field of frequency f
∗ = 25Hz was
applied parallel to nˆ0 using two aluminium strips separated by a distance L
∗ = 4mm.
The amplitude of the field acting on the particles in the center of the cells is E0 =
19.75mV/µm, which is 79% of the applied field (the reduction is caused by the difference
of dielectric permittivities of glass plates and the nematic [5] and was determined by
numerical simulations).
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Figure 5.26: Numerical force on particle as a function of (˜ − σ˜), showing the force
changes sign with (˜− σ˜).
Experiments were conducted such that ˜ varied broadly from mixture to mixture
while the anisotropy of conductivity remained constant, σ˜ = 0.4. To achieve these
conditions, the experiments were performed at the temperature T − TNI = −5◦C for
each mixture, where TNI is the temperature of the isotropic-nematic transition of that
mixture, Figure 5.27a. At high weight concentrations of 5CB, c > 0.54, the spheres
move with the sphere leading the way, u > 0, Figure 5.27b. For c < 0.54, the polarity
is reversed, u < 0, i.e., the sphere follows the hedgehog, Figure 5.27b. Equation (5.63)
was fit to experimental data as shown in Fig. 5.27b, with β = 110± 20.
Analysis of the data in Fig. 5.27 suggests that the polarity of electrophoresis can be
reversed by simply changing the temperature of the nematic mixture with concentrations
close to c = 0.52. Figure 3 shows that this is indeed the case, as the electrophoretic
velocity changes from negative to positive as the temperature decreased, with tv ≈ −7◦C
being the point of reversal. Equation (5.63) shows good agreement with experimental
velocity, with β = 120± 20.
Equation (5.63) has been deduced assuming |˜ − σ˜|  1, while the numerical and
experimental studies consider a much large range of values for (˜− σ˜), so we anticipate
higher order terms in ˜ and σ˜ to contribute to the particle velocity. Additionally, thus
far we have not explicitly considered the exact details of the director field and charge
density near the particle surface. It is possible that the director may be distorted by
surface polarization and flexoelectric mechanisms [83] and by viscous flow effects [84]. In
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Figure 5.27: (a) Phase diagram of 5CB-HNC mixtures. Open circles show TNI and
the filled circles show the temperatures t = T − TNI = −5◦C at which the material
parameters and electrophoretic velocities were measured. (b) Concentration dependence
of electrophoretic velocity v, dielectric ˜, and conductivity σ˜ anisotropies; solid line is
the fit of v(c) by Eq. (5.63) with β = 110± 20.
the one elastic constant approximation, the field-induced realigning torques that rotate
the director from the sphere-imposed direction by a small angle δθ can be estimated as
e′E0δθ for the flexoelectric-surface polarization effect [83]; where e′ = e1 + e3±P where
e1 and e3 are the flexoelectric coefficients, P is the surface polarization; e
′ can be as
high as ∼ 10−10 C/m [83]. For the cited electric fields, e′E0 ∼ 2 × 10−6 J/m2. This
value is not negligibly small when compared to the expected polar anchoring strength
(10−6−10−4) J/m2 [85–87] that is responsible for the appearance of the hedgehog next
to the sphere of radius a∗ ≈ 5µm. The Ericksen number for this system is Er = 0.084,
which while small, does not imply that viscous torques are completely negligible. Thus
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Figure 5.28: Temperature-triggered reversal of electrophoretic velocity v, plotted to-
gether with the temperature dependencies ˜ and σ fora binary mixture c = 0.52; the
solid line is the fit of v(t) by Eq. (5.63) with β = 120± 20
both the field [83] and flow [84] might modify the director and influence β in Eq. (5.63).
We discuss the effect of non-negligible viscous torques in particular in Sec. 5.4.5.
In conclusion, nematic electrolytes allow one to control both the magnitude and
the polarity of electrokinetic flows by simply tuning the temperature or composition
to change the value of (˜ − σ˜). We determined the numerical coefficient in Eq. (5.63)
that connects the electrophoretic velocity to the material parameters as β = 110− 120.
Analysis of the experimental and numerical data also suggests that the next level of
detailed description of LCEK in which β is derived as a function of higher orders in
˜, σ˜, flexoelectric and surface polarization effects, etc., should account for the dynamic
nature of the director deformations in the applied electric field and their modification
by the flows.
5.4.4 Effect of splay and bend on particle-defect flows
Having analyzed the mechanisms responsible for particle mobility, we now consider the
effects neglected in our simplifying assumptions of Sec. 5.4.1. While in Sec. 5.4.2
we found that the experimental systems were best represented by considering a two-
dimensional slice of the three-dimensional director field, this configuration requires the
use of a known field, and thus does not allow for the investigation of the effects of non-
equal elastic constants, backflows, or the presence of multiple particles. Thus, for the
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(a)
(b)
Figure 5.29: (a) Equilibrium director field near the particle for K1/K3 = 1 ,with mag-
nitude plotted in color. (b) Equilibrium director field near the particle for K1/K3 = 0.1
Note that the position of the defect is farther from the particle and the amount of bend
near the particle is reduced.
remainder of this chapter, we return to the system of Sec. 5.4.1, in which the director
field satisfies its governing equations in two dimensions, Eq. (2.53). As noted in Sec.
5.4.2, the electrokinetic force on the suspended particle for this system is consistent with
particle motion in electrophoresis experiments, so we will consider this quantity the key
result for experimental comparison.
We begin by considering the effect of K1 6= K3 on the eletrokinetic flows and forces
on a suspended particle with homeotropic anchoring. Recall that in two dimensions,
the Oseen-Frank elastic free energy is,
f =
K1
2
(∇ · nˆ)2 + K3
2
(nˆ×∇× nˆ)2. (5.64)
The first term in Eq. (5.64) is associated with splay distortions, while the second term
is associated with bend. Thus at low K1/K3, the system will prefer splay distortions
over bend distortion.
To understand the effect of K1/K3 on director orientation and electrokinetic flow,
consider again a (+1,−1) pair. Note that as the defect separation rd increases, the
amount of splay near the (+1) defect increases, while the bend decreases. Thus as
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(a) (b)
Figure 5.30: (a) Defect position rd as a function of K1/K3. (b) Viscous force acting
on suspended particle as a function of K1/K3, averaged over a period of the field.
K1/K3 decreases, splay is preferred over bend; thus we anticipate rd increases. Fur-
thermore, since rd is the characteristic length of a (+1,−1) pair, and velocity scales
with the characteristic length, we anticipate that flow velocity and particle forces will
increase as K1/K3 decreases. Figure 5.29 plots the solutions to the regularized direc-
tor n for K1/K3 = 1 and K1/K3 = 0.1 in two dimensions. We see that as expected
from the (+1,−1) analogy, the defect position rd is larger and there is more splay for
K1/K3 = 0.1. Figure 5.30a plots rd as a function of K1/K3, showing a decrease in rd as
K1/K3 increases. Figure 5.30b shows the viscous force on the particle, averaged over a
period of the field. The viscous force increases as K1/K3 decreases, consistent with our
prediction that fluid velocity grows with rd.
5.4.5 Particle-hedgehog flows with the inclusion of backflow effects
We examine next the effects of viscous torques on director orientation, which we have
neglected thus far in Sec. 5.4.1. This consideration adds significant complexity to the
problem, as the director field is now coupled to the other variables and is no longer
solved independently. Specifically, recall from Sec. 5.3.2, the director field (with the
regularization technique) satisfies,
h0 − Er(h′ + ˜(n ·E)E) = 0 (5.65)
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with h′ = γ1Ni + γ2Aijnj , and in the one-constant approximation,
h0i =
∂
∂xj
∂f
∂(∂jni)
− ∂f
∂ni
= ∇2ni − 1
δ2
(nˆ2 − 1)ni. (5.66)
We obtain the numerical solution in two steps: first, we find the solution to nˆ which
minimizes the regularized elastic free energy. We use this solution as an initial condition
for nˆ, and we simultaneously solve Eqs. (4.1)-(4.5), with a slight modification to Eq.
(4.4). Recall from Chapter 2 the viscous stress tensor for nematics is,
T˜ij = α1ninjnknlAkl + α2Ninj + α3niNj + α4Aij + α5njAiknk + α6niAjknk (5.67)
with Aij = (1/2)(∂jvi + ∂ivj) and Ni = (Ω/W )n˙i − Ωijnj . Since N contains time
derivatives of n, the equations for both momentum balance and director dynamics, Eqs.
(4.4) and (4.5), depend on n˙, which makes the problem much more difficult to solve
numerically. Since we have seen no significant differences between solutions with the
full viscous stress tensor and the analytic analysis using the Newtonian stress tensor,
(Secs. 3.2, 5.4.1), we simplify the numerical problem by replacing the Leslie viscous
stress, Eq. (5.67), with the Newtonian stress tensor. Equation (2.52) then becomes,
−∇p+ 1
Er
∇ · T e +∇2v + ρE = 0. (5.68)
While we have assumed the nematic satisfies the momentum conservation equations of
a Newtonian fluid, we still have nonzero rotational viscosities γ1, γ2 in the definition of
h′, for if γ1 = γ2 = 0, there is no viscous torque on the director.
Since the director is regularized in the numerical solution, there are no singularities
in its field, even though there are defects present. However, since the defect core size is
small (δ = 0.01), we anticipate the divergence of the elastic stress, ∇ · T e, is very large
at the defect core for the following reason: Since the elastic stress is defined as,
T eij = −
∂f
∂(∂jnk)
∂nk
∂xi
, (5.69)
and f ∼ (∇n)2, the divergence of the elastic stress scales as ∇ · T e ∼ (∇n)2. Near
defect cores ∇n scales as r−1, as discussed in Sec. 5.3.2; thus we anticipate near defect
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Figure 5.31: Viscous force on particle as a function of time computed in the numerical
scheme with a time-independent director (Er = 0) and with a time-dependent director
with Er = 0.01.
cores ∇ · T e ∼ r−3 ∼ δ−3 ∼ 106, which is very large and makes Eq. (5.68) difficult to
solve numerically.
We resolve this numerical challenge by using the definition h0i = ∂jpiij − ∂f/∂ni,
where piij = ∂f/∂(∂jni), to write Eq. (5.69) as,
−∂jT eij = ∂ink
(
h0k +
∂f
∂nk
)
+ pikj∂j(∂ink) = h
0
k∂ink +
∂f
∂nk
∂ink + pikj∂j(∂ink) (5.70)
Using Eq. (5.65), note that h0k∂ink = Er (h
′
k∂ink − ˜(nˆ ·E)Ek∂ink).Using this and the
definition of piij , we can write
−∂jT eij =
∂f
∂nk
∂ink + pikj∂j(∂ink) + Er
(
h′k∂ink − ˜(nˆ ·E)Ek∂ink
)
=
∂f
∂nk
∂ink +
∂f
∂(∂jnk)
∂j(∂ink) + Er
(
h′k∂ink − ˜(nˆ ·E)Ek∂ink
)
And then noting ∂j(∂ink) = ∂i(∂jnk) and using the chain rule, we find
−∂jT eij = ∂if + Er
(
h′k∂ink − ˜(nˆ ·E)Ek∂ink
)
. (5.71)
The first term on the right hand side of Eq. (5.71) decays as r−3 near the defect
core, since f ∼ (∇n)2. The remaining terms are all linear in ∇n, thus they decay as
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r−1. Thus the leading divergence in Eq. (5.71) is in ∇f only. Furthermore, we define
p˜ = p+ f/Er and write Eq. (5.68) as,
−∇p˜− (h′k∂ink − ˜(nˆ ·E)Ek∂ink)+∇2v + ρE = 0. (5.72)
We find that while ∇·T e can be very large, scaling as r−3 near defect cores, its leading
order divergence contributes only to a divergence in the pressure. The remaining terms
in ∇ · T e scale as r−1, as does the charge density around a single disclination, since
ρ ∼ ∇n. Thus all terms in Eq. (5.72) have the same scale near disclination cores,
reducing the numerical difficulties in computing the fluid velocity.
We have first verified that the viscous force on the particle, the key result for ex-
perimental comparison, is appropriately captured for Er  1 by the time-independent
director method used in Sec. 5.4.1. Figure 5.31 compares the viscous force on the parti-
cle as a function of time computed using the time-independent imposed director scheme
and with a time-dependent director field with Er = 0.01. We see good agreement be-
tween the two studies, verifying that at low Ericksen number the assumption of a fixed
director field is valid.
Next we examine the difference in electrokinetic flow between Er = 0 and Er = 1.
Figure 5.32 plots the difference in director and velocity solutions between Er = 1 and
Er = 0. Figures 5.32a and 5.32b show that the difference in director is less than 0.1, and
the difference is largest near the defect core. The velocity differences in Figs. 5.32c and
5.32d are normalized by the maximum velocity value for Er = 0, and we see less than
a 5% change in velocity magnitude due to backflow effects. The difference in charge
density is not plotted; we find the difference is on the order of 10−4 or smaller.
To determine the origins of the small backflow effect, we consider the governing
equations as a perturbation expansion in mobility anisotropy µ˜ as before, except we
now we assume Er = 1 and explicitly expand the director n in powers of µ˜ as well. For
the purposes of this section, we assume ∆ = 0 (as is the case in the numerical study
above), allowing us to neglect the effect of dielectric torques.
At zero-th order in µ˜, as seen in Chapter 3, the system behaves as an isotropic
electrolyte, and is solved with ρ(0) = 0, C(0) = 1, E(0) = xˆ cos t, v0 = 0 and n
(0) in
elastic equilibrium.
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Figure 5.32: Time-averaged differences between solution with Er = 1 and Er = 0 for
(a) nx, (b) ny, (c) vx, and (d) vy. The velocity differences (c)-(d) are normalized by the
maximum value of the velocity when Er = 0.
At first order in µ˜, the concentration and charge density equations become,
Ω
∂C(1)
∂t
= γ∇2C(1) − Y 2 cos(t)∂ρ
(1)
∂x
(5.73)
Ω
∂ρ(1)
∂t
= γ∇2ρ(1) − ρ(1) − µ˜ ∂
∂xi
(n
(0)
i n
(0)
j E
(0)
j )− E(0)j
∂C(1)
∂xj
. (5.74)
Since the driving term in Eq. (5.74) depends explicitly on µ˜, at first order it is a
function of only the zero order field n(0). Thus to first order in µ˜, the charge density
and concentration equations do not depend on director reorientation.
By writing the divergence of the elastic stress as ∂jT
e
ij = −∂if −h′k∂ink as discussed
above (with ∆ = 0 and Er = 1), and defining p˜ = p+ f , the momentum equation, Eq.
(4.4) at first order in µ˜ is,
−∂p˜
(1)
∂xi
− h′(1)k
∂n
(0)
k
∂xi
+
∂
∂xj
T˜
(1)
ij + ρ
(1)E
(0)
i = 0. (5.75)
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There are only three terms in Eq. (5.75) which depend on n(0). The first is (γ1ΩW )∂tn
(1)
k ∂in
(0)
k ,
which appears implicitly in the second term on the left hand side of Eq. (5.75).
The second and third terms appear in the divergence of the viscous stress, and are
(α2ΩW )∂j(n
(0)
j ∂tn
(1)
i ) and (
α3Ω
W )∂j(n
(0)
i ∂tn
(1)
j ) (note that these two terms are neglected
in the numerical solution, as discussed above – we include them in our analysis here
to highlight their negligible contribution and further justify this choice). In all three
of these terms, the first-order correction to n appears as a time derivative. Since the
system is driven by an oscillating field, we anticipate that after transient terms decay
to zero, averaging over a period of the field yields 〈∂tn〉 = 0. Thus the effect of director
torques on average velocity are negligible at O(µ˜).
Finally at first order in µ˜ Eq. (5.65) becomes,
∇2n(1)i +
1
δ2
n
(1)
i ([n
(0)
j ]
2 − 1) + 2
δ2
n
(0)
i n
(0)
j n
(1)
j − γ1N (1)i − γ2A(1)ij n(0)i = 0 (5.76)
Unlike charge and velocity fields, it is unclear upon first examination of Eq. (5.76)
why the variations in n shown in Fig. 5.32 are so small. For instance, if one assumes that
far from defect cores, the first term on the left hand side of Eq. (5.76) is balanced by the
last term on the left hand side of Eq.(5.76), i.e. ∇2n(1)i ∼ γ2A(1)ij n(0)j , then we estimate
the scale of the corrections to the director field to be n(1) ∼ γ2v(1). From our numerical
velocity results, we estimate |v(0)| ∼ 0.08. Therefore this analysis predicts n(1) ∼ 0.1,
which is approximately one order of magnitude larger than what is experimentally
observed (except near the defect core).
To summarize, we find the inclusion of director reorientation due to viscous torques
does not significantly change the charge, velocity, or director fields, even at Er = 1. We
show that corrections to the charge density and velocity due to director reorientation do
not appear at order O(µ˜). Further investigation is needed to determine why corrections
to n at Er = 1 are very small.
5.5 Two-particle flows
We now turn to investigating the LCEK interactions between two suspended particles.
Studies of elastic interactions between multiple colloidal particles have been performed
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experimentally [72, 75], analytically [77, 78, 88, 89], and numerically [90–93], but there
are no studies addressing the effect of electrokinetics in inter particle interactions.
(a)
(b)
(c)
Figure 5.33: Numerical LCEK results for two-particles with homeotropic anchoring,
separated by s = 0.426. (a) Director field at t = 2pi, with magnitude plotted in color.
(b) Charge density at t = 2pi, with electric field pointing to the right. (c) Velocity field
averaged over a period of the applied field.
5.5.1 Homeotropic anchoring
We first consider the electrokinetics of two circular particles with homeotropic anchoring,
each with a companion hedgehog defect, and we compute the forces on the suspended
particles. Recall the nematic stress tensor can be written as Tij = −pδij +Er−1T eij + T˜ij ,
where T eij and T˜ij are the elastic and viscous stress tensors, respectively. The total
force F on a particle is computed by integrating the normal component of the stress
over the particle surface, as given in Eq. (5.21). For the following investigations, it is
useful to separate F into a component F e originating from elastic distortions, and a
component F v originating from viscous stresses. As noted in Sec. 5.4.5, the divergence
of the elastic stress T e leads to a contribution −f/Er in the pressure, where f is the
elastic free energy. Thus we may write the pressure as p = p˜ − f/Er, where p˜ is the
pressure contribution due to viscous flow and −f/Er is the contribution due to elastic
distortions. Grouping the elastic contributions together, the force F e on the particle
due to elastic distortions is,
F ei =
1
Er
∮
(fδij + T
e
ij)νjdS, (5.77)
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where ν is the unit normal to the particle. The force F v on the particle due to viscous
flow is the integral of the remaining terms,
F vi =
∮
(−p˜δij + T˜ij)νjdS. (5.78)
Parameter Value Comment
E0 50 mV/µm Applied field amplitude
⊥ 6 Perpendicular dielectric permittivity
∆µ/µ⊥ 0.4 Relative mobility anisotropy
∆/⊥ 0 Relative dielectric anisotropy
Table 5.4: Physical constants used in numerical calculations in Sec. 5.5, with remaining
parameters listed in Table 2.1
In elastic equilibrium, particle-defect pairs form chains, with defects between adja-
cent particles [72, 74, 93]. Since electrokinetic forces on a single particle are along the
elastic dipole p, we expect that when subject to an electric field, and thus a nonzero
viscous force, particles in a chain will remain collinear, though the inter-particle sepa-
ration may change, and the chain pair will be subjected to a net force along ±p. There
are a number of numerical challenges to solving the full system of LCEK equations
with moving particles; instead we investigate specifically the electrokinetic effect on the
average separation of two collinear particles by finding the separation length at which
the time-averaged difference in viscous force balances the difference in elastic force.
We solve Eqs. (4.1)-(4.5) on a domain of size L = 30, with no-slip boundary con-
ditions for velocity, zero-flux boundary conditions for ion concentration, and AC field
of frequency ω = 2pi rad/s applied in the horizontal, x-direction by Dirichlet boundary
conditions Φ(−L/2, y, t) = −L cos t, Φ(L/2, y, t) = 0, and Neumann boundary condi-
tions yi∂iΦ = 0 at y = ±L/2. For this section, lengths are scaled by particle diameter
`∗ = 2a∗ = 25 µm, rather than particle radius. The remaining physical constants used
are listed in Table 5.4. As in Sec. 5.4.5, our results for two-particle systems with
homeotropic anchoring includes the effects of backflows.
Figure 5.33 plots the numerically obtained director field, instantaneous charge den-
sity, and time-averaged velocity field for two particles at separation s = 0.426. Far from
the two particles, we anticipate the director to have a dipolar structure, leading to six
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Figure 5.34: Numerical difference in viscous and elastic force between two particle with
homeotropic anchoring at Er = 2, averaged over a period of the field and plotted as a
function of particle separation. For the range of parameters plotted the viscous force is
always attractive, while the elastic force is more repulsive at closer distances. The total
force difference is also plotted, and we see the equilibrium position occurs at s ≈ 0.429.
vortices as seen in Sec. 5.4.1. The behavior of the fluid between the two particles is less
clear, but it appears that when the electric field points to the right, as in Fig. 5.33b, the
left particle screens positive charges moving right, and the right particle screens negative
charges moving left, leading to smaller charge accumulation between the particles.
Figure 5.34 plots the difference average elastic and viscous force between two par-
ticles as a function of particle separation at Er = 2. We see that for the range of
parameters plotted, the viscous force is attractive and nearly independent of separation
s, while the elastic difference is more repulsive as s decreases. We find the total average
force difference is zero at s ≈ 0.429. Thus while the total force on the two particles is
not zero (the dipolar nature of the director field causes their center of mass to trans-
late), the relative separation of the two particles is smaller than in the absence of the
electrostatic field.
In order to compute the average separation of the two particles as a function of
Ericksen number, we solved the electrokinetic system for a variety of particle separations
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Figure 5.35: Particle separation as a function of Ericksen number. The decrease in
separation as Er increases implies the viscous LCEK force is attractive.
s; at each s we find the value of Er at which the difference in viscous force between the
two particles balances the difference in elastic force. Figure 5.35 plots the separation
distance at which the average viscous force difference balances the elastic force difference,
as a function of Ericksen number. We see that the separation decreases as the Ericksen
number increases, consistent with an attractive viscous force. Therefore, we would
expect a chain of particles suspended in a nematic would cluster more closely together
when subject to an applied field. It is important to note that Fig. 5.35 plots only the
average particle separation. Since the electric field is oscillating, the viscous force and
therefore the interparticle separation will also oscillate. We have not considered the
effects of particle oscillations, which will likely contribute to the electrokinetics of the
system, particularly when the amplitude of the particle oscillations is on the order of the
particle separations. Our results suggest that without the effects of particle oscillations,
even at Ericksen number as high as 6, the decrease in interparticle separation is less
than 6%.
5.5.2 Tangential anchoring
Spherical particles with tangential anchoring also form chains in elastic equilibrium, but
the chains are oriented at an angle of ∼ 30◦ from the far-field director orientation nˆ0 [75].
We model this behavior using circular particles with director angle θ = tan−1(−νx/νy)
on the particle boundary, where ν is the unit normal to the boundary. This boundary
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Figure 5.36: Elastic energy for system of two circles at various surface-to-surface sep-
arations s and angles θ (rad).
condition leads to two defects at opposite ends of each particle which are one-dimensional
analogues of boojums on a sphere, as discussed in Sec. 5.3. A numerical advantage of
this system is the lack of singularities in the bulk. The finite element method that we
use can handle singularities on boundaries, so that the challenges described in Sec. 5.3.2
are not present, and no regularization of the director field is needed.
Figure 5.37: Instantaneous charge density in color for system of two circular particles
fixed at the position minimizing elastic free energy, subject to an electric field pointing
vertically upward
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We first confirm the elastic equilibrium position for two circular particles by mini-
mizing the elastic free energy at a variety of separations and angles, Fig. 5.36. We find
elastic equilibrium at θ ≈ 31.5◦, consistent with the experimental results in Ref. [75].
We also find the energy is minimized when the separation between the particle surfaces
is approximately s ≈ 0.2.
(a) (b)
Figure 5.38: (a) Time-averaged electrokinetic velocity for system of two circular parti-
cles with tangential anchoring and imposed field perpendicular to nˆ0. (b) Magnification
of same result to show boundary layer near particle surfaces.
Figure 5.37 plots the instantaneous charge density for two circular particles fixed
at the elastic equilibrium position and orientation, with director field perpendicular to
nˆ0, while the corresponding average velocity is plotted in Fig. 5.38. For this study, we
assume Er 1 and do not consider the effects of backflows. Unlike in the previous two-
particle studies with homeotropic anchoring, we find the velocity forms a boundary layer
near the particle surfaces; the origins of this boundary flow are not yet understood. Since
the system has no dipole moment, we do not expect any systematic flow, and indeed
we find no net force on the two-particle system. However, we do find two particles
experience a repulsive viscous force and positive torque about their center of mass,
suggesting that if free to move the particle separation would increase, as would their
orientation angle relative to nˆ0. Further investigation is needed to determine the size
of this effect and the mechanisms responsible for it.
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5.5.3 Assymetrical particles
We have also considered LCEK of assymetrical particles, analogous to those studied
in Ref. [94]. We consider two pear-shaped particles in two dimensions, with tangential
surface anchoring and applied field perpendicular to far-field director orientation nˆ0.
As with the circular particles with tangential anchoring above, in elastic equilibrium
the pear-shaped particles will align at an angle φ0 from nˆ0.
Figure 5.39: Elastic energy as a function of alignment angle of two anisometric particles
relative to nˆ0.
Figure 5.39 plots the elastic free energy as a function of θ0 for a variety of particle
separations. Since the particles have assymmetrical boundaries, we write the particle
separation as a function of d, the distance between the centers of the two particles,
rather than the surface-to-surface distance s used in the previous section. We find the
energy is minimized at θ0 ≈ 33.2◦ and at separation d = 2.2.
While boojums on the surface of three-dimensional particles have finite energy, one
must take care in computing the energy of a two-dimensional system with point defects
or defects on surfaces. Consider a point defect of charge m. The director angle in polar
coordinates θ(r, φ) = mφ, implying the free energy density is f ∼ m2/r2. Therefore the
total energy of a point defect is diverges logarithmically. Instead we introduce a core
size c and write the total energy as F ∼ log(R/c) + Fcore where Fcore is an ansatz for
the core energy [78].
To investigate the behavior of the defects at the surface of the pear-shaped particles,
we compute the free energy density as a function of radial distance from a surface defect
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Figure 5.40: Log-log plot of elastic free energy density as a function of radial distance
near the core of a defect at the surface of a pear-shaped particle. For r . 1 and at
distances much greater than the mesh size, we see the energy density decays as r−2, as
expected for a point defect.
for a variety of particle separations and orientations, Fig. 5.40. We find that for r . 1
the free energy density decays as ∼ r−2, as anticipated for a two-dimensional point
defect. The radial behavior changes as we approach the size of the numerical mesh.
Thus we exclude a small core region of size δc = 0.01 when computing free energy for
both circular and pear-shaped particles.
The instantaneous charge density for the system fixed at elastic equilibrium is shown
in Fig. 5.41, with velocity plotted in Fig. 5.42 The overall flow structure across the cell is
qualitatively similar to the system of circular particles with tangential anchoring. Unlike
the case of circular particles, the particle shape breaks left-right symmetry, leading
to a net viscous force to the right at an angle approximately 11◦ below the x axis.
Additionally, the relative viscous force on each particle is repulsive, and the two-particle
system experiences a positive torque about its center of mass. Like the circular particles,
the fluid velocity forms a boundary layer near the particle surface, Fig. 5.42b. The
origins of this boundary layer are not known, and further investigation is required to
understand the mechanisms and scale for the viscous forces and torques on the system.
Additionally, our investigation was conducted assuming the dipole moment of each
particle was aligned with nˆ0, based on the theoretical work of Ref. [74]. It is possible
that the orientation of each individual particle, orientation of the two-particle system,
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Figure 5.41: Instantaneous charge density for system of two anisometric particles fixed
at elastic equilibrium. Note the electric field is oriented upward in the figure.
and inter-particle separation are all modified by LCEK flows.
To summarize, distortions and topological defects formed due to the presence of sus-
pended particles drive LCEK fluid flow and particle motion in nematic colloids. Direc-
tor distortions induce charge separation due to mobility and permittivity anisotropies,
which drive fluid flow, as predicted from the electrokinetics of disclinations discussed in
Chapter 4. LCEK velocities show a linear dependence on the difference in mobility and
permittivity anisotropy, which can be manipulated to reverse motion of suspended par-
ticles via control of nematic composition and temperature. Particle-hedgehog pairs with
homeotropic anchoring experience an attractive electrokinetic force, while the viscous
force on circular and anisometric particles with tangential anchoring is repulsive. The
off-axis alignment of particles with tangential anchoring leads to an additional torque
due to LCEK flow, which has the potential to create more complex effects than in
nematic colloids with homeotropic anchoring.
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(a) (b)
Figure 5.42: (a) Time-averaged electrokinetic velocity for system of two anisometric
particles with tangential anchoring and imposed field perpendicular to nˆ0. (b) Magni-
fication of same result to show boundary layer near particle surfaces.
Chapter 6
Active-Like Flows in LCEK
Systems
6.1 Introduction
In this chapter we investigate the ways in which the results that we have obtained for
LCEK can be used to model a few elements of the behavior of active systems in a
nematic matrix. Active systems are composed of particles which can self-propel along
a particular direction. Examples include living systems such as bacterial colonies or
schools of fish, and non-living particle collections such as rods on a vibrating mem-
brane or catalytic motors in aqueous hydrogen peroxide [95, 96]. Experimental studies
of quasi-2D active systems such as microtubules and kinesin motors in Ref. [97] find
that active forces generically lead to the nucleation of numerous pairs of topological
defects, and the combination of active stress and elastic stress drive fluid flow. Another
type of active system is the so called living liquid crystal (LLC), composed of a mixture
of active bacteria and a passive liquid crystal matrix in its nematic phase [66]. Experi-
mental and numerical investigations of LLCs show a number of qualitatively interesting
phenomena, including bacterial segregation induced by topological defects: higher bac-
terial concentration at (+1/2) defects, and lower concentration at (−1/2) defects [98].
These results suggest that nematic liquid crystalline matrices can be used to control the
motion of active matter, a subject of considerable interest. Such tailor made flows can
be orchestrated by photo-patterning techniques similar to those described in Chapter 2.
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In addition, the effect of fixed isolated disclinations on active flows has been investigated
experimentally, showing the unexpected result that bacterial macroscopic flows do not
always align with the nematic director nˆ, despite the local propensity of active particles
to move parallel to the director [6].
This chapter proposes a possible mapping between the governing equations of certain
LCEK systems and those of living liquid crystals. When two mutually orthogonal AC
fields are applied to an LCEK system, we show that the time-averaged electrokinetic
body force has the same the form as the postulated driving stress in an active system. We
begin this chapter by considering a prototypical configuration in which the electrokinetic
flow due to a rotating applied field would lead to a corresponding flow in an LLC.
We then generalize these results and discuss the origins of the active stress, and how
the resulting terms compare to electrokinetic stresses. Next we discuss the equations
governing bacterial concentrations in LLC systems and the range of parameters in which
they agree with the equations governing the motion of the ionic species in LCEK. We
conclude with a discussion of the challenges and limitations in comparing these two
distinct physical systems.
6.2 Electrokinetic and active flows due to a spiral director
vortex
We begin with a prototypical example of a simple LLC system which produces system-
atic flow: bacteria in a nematic matrix with fixed spiral director field. This system has
been considered experimentally in Ref. [6], in which a director field with director angle
θ(r, φ) = φ − pi/4 is imposed through the same photo-patterning method discussed in
Chapter 2. Experiments on the living system show that the bacterial ensemble rotates
around the defect center, with an azimuth velocity profile that depends on the radial
coordinate as v(r, φ) ∝ r log r φˆ (Fig. 6.1a [6]). In this section we extend the results of
Chapter 3 to determine the electrokinetic velocity for the same imposed pattern; first
with applied field E = xˆ cos t as before, and then with E = xˆ cos t + yˆ sin t. We will
compare these results to the velocity profile of the active system.
Consider a thin film of a nematic fluid with an imposed (+1) disclination director
pattern, shifted by a phase pi/4, θ(r, φ) = φ − pi/4. Following the same procedure as
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(a) (b)
(c)
Figure 6.1: (a) Experimental average velocity field of LLC with imposed director angle
θ = φ − pi/4, reproduced from Ref. [6]. (b) Time-average numerical LCEK velocity
generated by a rotating imposed field of constant magnitude and fixed director angle
θ = φ − pi/4. (c) Angular component of numerical velocity plotted as a function of
r alongside the analytical solution given by Eq. (6.20). Both solutions exhibit r log r
behavior.
deriving Eq. 3.30 in Chapter 3, under an applied field E = cos(t)xˆ, the charge density
for r  1 to first order in ∆ is,
ρ(ξ, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
sinφ
2
√
γ(1 + Ω2)
1
4
[ei(t−δ/2)f(ξ) + e−i(t−δ/2)f∗(ξ)], (6.1)
where tan δ = Ω, ξ = r/
√
γ/(1 + iΩ), and,
f(ξ) = K1(ξ)− 1
ξ
, (6.2)
where K1(ξ) is a modified Bessel function. At ξ  1, Eq. (6.1) becomes,
ρ(r, φ, t) = −
(
∆µ
µ¯
− ∆
¯
)
cos(t− δ)√
1 + Ω2
sinφ
r
. (6.3)
Using Eq. (6.3), the electrostatic body force at first order in ∆ at ξ  1 is,
ρE = −
(
∆µ
µ¯
− ∆
¯
)
cos(t− δ) cos t√
1 + Ω2
sinφ
r
xˆ, (6.4)
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and we recall the momentum balance equation in elastic equilibrium,
−∇p+∇ · T˜ + ρE = 0, (6.5)
where T˜ is the nematic stress tensor.
Equation (6.4) has one term proportional to sin(2t) which will average to zero over
time, and a term proportional to cos2 t, which will have a nonzero temporal average. We
will consider just the systematic part of Eq. (6.4), and write 〈ρE〉 = f0f(r, φ), where
f(r, φ) = xˆ sinφ/r is just the spatial term in 〈ρE〉, and,
f0 = −
(
∆µ
µ¯
− ∆
¯
)
1/2
1 + Ω2
. (6.6)
Writing f in polar coordinates, one obtains the resulting average body force on the
fluid,
f =
cos(2φ)
2r
φˆ− 1
2r
φˆ+
sin(2φ)
2r
rˆ. (6.7)
The first term in Eq. (6.7) may be written as ∇g, where,
g(φ) =
sin(2φ)
4
, (6.8)
and therefore the first term in Eq. (6.7) can be included in a redefintion of the pressure
in this incompressible fluid. The second term in Eq. (6.7) also has zero curl, which
would suggest that it too can be included in the pressure. However, this term may be
rewritten as,
− 1
2r
φˆ = ∇
(
−φ
2
)
(6.9)
Thus if this term were included in the pressure, we would find that the pressure is not
single valued, p(φ) 6= p(φ+ 2pi), which is unphysical. Therefore the body force given by
the second term in Eq. (6.7) even though irrotational must be balanced by a viscous
force instead. Specifically, if we assume the viscous stress to be Newtonian, T˜ij = ∂jvi,
we can write v(r, φ) = f0(v1(rφ) + v2(r, φ)) and p(r, φ) = f0(p1(r, φ) + p2(r, φ) + g(φ)),
with
−∇p1 +∇2v1 − 1
2r
φˆ = 0, (6.10)
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−∇p2 +∇2v2 + sin(2φ)
2r
rˆ = 0. (6.11)
Suppose we solve this system on a disc of unit radius with no-slip boundary conditions
at r = 1. Equation (6.10) is solved with p1 uniform and v1 defined as,
v1 =
1
4
r log rφˆ. (6.12)
Meanwhile, Eq. (6.11) may be solved by defining the stream function ψ2 such that
∇ × (−ψ2zˆ) = v2. Then taking the curl of Eq. (6.10), we find the following equation
for ψ2,
∇4ψ2 = cos(2φ)
r2
(6.13)
We recognize this as the solution for the stream function equation for a (+1) disclination
with no phase, as discussed in Chapter 3, except with φ → φ − pi/2. The solution to
Eq. (6.13) satisfying the stated boundary conditions is,
ψ2 = − r
2
16
cos(2φ)
(
1
2
(1− r2) + log r
)
(6.14)
Therfore, the full stream function ψ satisfying ∇× (−ψzˆ) = f0(v1 + v2) is,
ψ(r, φ) = − f0
16
r2(1− 2 log r)− f0r
2
16
cos(2φ)
(
1
2
(1− r2) + log r
)
. (6.15)
Thus the systematic (nonzero average) flow is a combination of a circulating flow and a
quadrupolar flow.
Suppose instead that the applied field were E = yˆ sin t. Since the system is radially
symmetric, this change amounts only to a rotation and phase shift of the solution just
given. Thus the charge density at ξ  1 is,
ρ(r, φ, t) =
(
∆µ
µ¯
− ∆
¯
)
sin(t− δ)√
1 + Ω2
cosφ
r
, (6.16)
while the systematic part of the stream function is,
ψ(r, φ) = − f0
16
r2(1− 2 log r) + f0r
2
16
cos(2φ)
(
1
2
(1− r2) + log r
)
. (6.17)
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Since at first order in ∆ the equation governing charge density is linear in both
ρ and E, the total charge density for a rotating field of constant magnitude, E =
xˆ cos t+ yˆ sin t, is just the a linear combination of the two charge densities found above.
Thus at ξ  1, the charge density for this field is
ρ(r, φ, t) = −
(
∆µ
µ¯
− ∆
¯
)
1√
1 + Ω2
(
cos(t− δ) sinφ
r
− sin(t− δ) cosφ
r
)
, (6.18)
Thus the systematic part of the electrostatic body force is 〈ρE〉 = f0f(r, φ), where
f0 is again defined by Eq. (6.6) and,
f(r, φ) = − φˆ
r
+
Ωrˆ
r
. (6.19)
The first term in Eq. (6.19) is twice the second term in Eq. (6.7). The remaining terms
in Eq. (6.7) are cancelled by their corresponding terms due to the induced field along
y. The second term in Eq. (6.19) originates from the systematic part of the cross terms
cos(t− δ) sin t and sin(t− δ) cos t. However, this term may be written as ∇(Ω log r), so
it can be included in the pressure. The stream function corresponding to Eq. (6.19) is,
ψ = −f0
8
r2(1− 2 log r). (6.20)
While the force on the fluid due to the rotating field E = xˆ cos t+ yˆ sin t is not simply
the sum of the forces due to xˆ cos t and yˆ sin t, the additional cross terms in Eq. (6.19)
only contribute to a change in pressure; thus the stream function Eq. (6.20) is the sum
of Eqs. (6.15) and (6.17).
Equation (6.20) corresponds to a velocity field v = (f0/2)r log rφˆ. Thus to first
order in ∆ and far from defect cores, the velocity field of a nematic with fixed spiral
pattern subject to a uniform rotating field has the same form as the observed velocity
field of an LLC under a fixed spiral director configuration.
To further confirm Eq. (6.20) we have numerically computed the LCEK velocity
for a spiral director pattern and under a rotating electrostatic field as described above.
The parameters used are listed in Table 6.1. Figure 6.1b plots the numerical velocity
field, averaged over a period of the applied field. Figure 6.1c plots the average angular
component of both the analytical and numerical velocity field. While the numerical
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Parameter Value Comment
ω 10pi rad/s Applied field frequency
`∗ 600 µm Radius of nematic cell
E0 40 mV/µm Applied field amplitude
¯ 6 Average dielectric permittivity
∆µ/µ¯ 0.34 Relative mobility anisotropy
∆/¯ 0 Relative dielectric anisotropy
Table 6.1: Physical constants used in numerical LCEK calculations in this chapter.
The remaining parameters are the same as those listed in Table 2.1
and analytical solutions differ by a factor of approximately 1.4, they both exhibit r log r
behavior. It is unclear why the difference in magnitude between the numerical an
analytical results is so large, though we note that Eq. (6.20) was derived assuming
small anisotropy, while the numerical value used, ∆µ/µ¯ = 0.34 is not vanishingly small.
Additionally, Eq. (6.20) neglects charge effects near the defect cores, which may not be
negligible, as discussed in Chapter 5. However, the agreement in order of magnitude
and in the r log r behavior of the numerical solution and Eq. (6.20) suggests that for
this fixed nematic configuration, the electroosmotic flow generated by a rotating field
mimics the flow generated by swimming bacteria in a nematic matrix with fixed director
orientation.
6.3 General comparison of driving terms in active nemat-
ics and electrokinetic systems
Of course, the connection between both systems is not superficial. We explore in this
section the equations governing fluid flow in both systems. The momentum equations
for both systems may be written as,
−∇p+∇ · T r +∇ · T d + f = 0 (6.21)
where p is the pressure and T r,T d are the reactive and dissipative parts of the stress,
respectively. There are some differences in T r,T d between LCEK and active systems
due to their different physical nature. However, this discussion is beyond the scope of
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this thesis. We focus here on the driving body force f which ultimately generates flows
in both cases. In LCEK systems, it is the electrostatic force density ρE. In active
nematics, it is the force on the fluid driven by active particles. We first explore the
origins and form of f for active particles; then we examine the conditions in which
the force ρE in electrokinetic systems can be mapped onto the body force f in active
systems.
6.3.1 Active Stress
Consider a collection of self-propelling particles in an ambient fluid. Let aα be the
primary axis of particle α located at rα with length |aα|. Following a procedure similar
to Ref. [99], particle α exerts a force fα ∝ ±aα on its surrounding fluid. By Newton’s
third law, the net force on the particle-fluid system is zero. Therefore, assume there is a
pair of forces on the particle-fluid system ±fα at rα± 12aα. Summing over all particles,
the force density f˜(r) is,
f˜(r) ∝
∑
α
aα[δ(r − rα − 1
2
aα)− δ(r − rα + 1
2
aα)] (6.22)
Assume particle lengths |aα| are much smaller than the system size L. Then to first
order in aα, Eq. 6.22 is,
f˜(r) ∝ ∂
∂xj
[∑
α
aαi a
α
j δ(r − rα)
]
. (6.23)
We coarse grain Eq. (6.23) and write the coarse-grained active force density f(r) =
〈f˜(r)〉 as the divergence of an active stress, fi = ∂jσAij , with
σAij = −Λc(r)ninj (6.24)
where c(r) is the concentration of active particles and, as with passive nematics, the
director field nˆ(r) is the coarse-grained average of active particle orientations, with
nˆ2 = 1. The parameter Λ is the force dipole moment associated with the active particles,
and is positive for “pusher”type particles and negative for “puller”types [14].
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6.3.2 Active-like forces in LCEK
Given the form of the body force in active systems, we consider next the electrokinetic
force generated by an electric field oscillating in the xˆ and yˆ directions, and a fixed
director field. We begin by discussing the general case in which nˆ(r) is arbitrary and
the applied field comprises two orthogonal components which differ in amplitude and
phase. We then consider the special case of a rotating field of constant magnitude, and
a director pattern that is fixed and has one single disclination in Sec. 6.2.
For the remainder of the chapter we use the scalings of Chapter 4, with ⊥, µ⊥ as the
characteristic permittivity and mobility for scaling rather than ¯, µ¯ This choice allows
us to more easily compare the governing equations for active and LCEK systems.
Consider a nematic thin film with the director orientation fixed by the boundaries,
and assume that mass diffusion is small (γ  1) with an overall ioninc concentration
that is large (Y 2  1). Suppose an electric field is imposed, with two orthogonal
components of different frequency and phase, E = xˆ cos t + Ayˆ cos(βt + γ). This is a
rotating field of constant magnitude when A = 1, β = 1, and γ = pi/2. Far from defect
cores, the equation for the charge density ρ can be written as,
Ω
∂ρ
∂t
+ ρ = (˜− µ˜)∇ · (n(n ·E)), (6.25)
where ˜ = ∆/⊥ and µ˜ = ∆µ/µ⊥. As discussed in Chapter 4, the solution to Eq. (6.25)
to first order in ∆ is,
ρ(r, t) = (˜− µ˜) cos(t− δ)√
1 + Ω2
∇ · (nnx) + (˜− µ˜) cos(βt+ γ − δ2)√
1 + (βΩ)2
A∇ · (nny), (6.26)
with tan δ = Ω and tan δ2 = βΩ. To first order in (˜− µ˜), the body force on the nematic
fluid is f = ρE = ρ(r, t)(xˆ cos t+Ayˆ cos(βt+ γ)), or,
f = (˜− µ˜)
[
cos t cos(t− δ)√
1 + Ω2
∇ · (nnxxˆ) + A
2 cos(βt+ γ) cos(βt+ γ − δ2)√
1 + (βΩ)2
∇ · (nnyyˆ)
+
A cos(βt+ γ) cos(t− δ)√
1 + Ω2
∇ · (nnxyˆ) + A cos t cos(βt+ γ − δ2)√
1 + (βΩ)2
∇ · (nnyxˆ)
]
(6.27)
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Figure 6.2: Average LCEK velocity for imposed director field θ = φ− pi/4 and applied
field given by Eq. (6.32) with β = 2.
We define a time-averaged force, 〈f〉 = (1/T ) ∫ T0 fdt. Note that
lim
T→∞
1
T
∫ T
0
cos(t− δ) cos(βt+ γ)dt =
{
1
2 cos(δ + γ), |β| = 1
0, otherwise
(6.28)
lim
T→∞
1
T
∫ T
0
cos t cos(βt+ γ − δ2)dt =
{
1
2 cos(δ − γ), |β| = 1
0, otherwise
(6.29)
Assume first |β| 6= 1. Then the last two terms of Eq. (6.27) average to zero, and the
average force is,
〈f〉 = (˜− µ˜)
[∇ · (nnxxˆ)
2(1 + Ω2)
+
A2∇ · (nnyyˆ)
2(1 + (βΩ)2)
]
(6.30)
Let A =
√
(1 + (βΩ)2)/(1 + Ω2). Then Eq. (6.30) becomes,
〈f〉 = (˜− µ˜) ∇ · (nn)
2(1 + Ω2)
. (6.31)
Equation (6.31) has the same form as in active nematics, fi ∝ ∂jninj . Thus for
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(a) (b)
Figure 6.3: (a) Director pattern for a (+1/2,−1/2) disclination set. (b) Experimental
trajectories of bacteria in an LLC with fixed (1/2,−1/2) disclination pattern. Bacterial
motion is away from the (-1/2) defect and toward the (+1/2) defect [6].
arbitrary Ω = ωτρ, the body force in the electrokinetic system equals that of the active
system when the applied field has the form,
E = xˆ cos t+ yˆ
√
1 + (βΩ)2
1 + Ω2
cos(βt+ γ) (6.32)
Figure 6.2 plots the numerically computed average velocity for the electrokinetic
model when the director is given by the spiral pattern of Sec. 6.2 and the applied
electric field is given by Eq. (6.32) with β = 2. This velocity field is nearly identical
to the velocity field depicted in Fig. 6.1b. Note that the velocity field is not parallel
to the local nematic as noted in the experiments. Whereas this is surprising in the
context of a living liquid crystal in which bacteria are known to move parallel to the
local director, it is not for an electrokinetic system. In the latter case, motion is due
to the local body force that originates from charge separation, and does not in general
follow director lines. Instead, charge accumulates in regions in which the director is
normal to the imposed electric field.
We have also examined another configuration of interest that comprises a pair of
fixed disclinations with topological charges (+1/2,−1/2) (Fig. 6.3a). This configuration
has been argued to allow steering of propelled particle motion, and therefore potentially
useful in guiding and controling the motion of active particles by a nematic matrix.
Experimental LLC studies find bacterial motion away from the (−1/2) defect and toward
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Figure 6.4: Average numerical LCEK velocity for (+1/2,−1/2) disclination set, with
magnification of the boxed region shown on the right. Velocity flows from the (−1/2)
defect toward the (+1/2) defect.
the (+1/2) defect, as shown in Fig. 6.3b. The average numerical LCEK velocity field
obtained for the electrokinetic analog is shown in Fig. 6.4, which also has fluid flow
directed toward the (+1/2) defect.
Having shown that LCEK systems can produce active-like forces for β 6= 1, we next
examine the case of a purely rotating field, β = 1 and A = 1. Then in the limit T →∞
the average force is,
〈f〉 = (˜− µ˜) [∇ · (nn) + (cos γ + Ω sin γ)∇ · (nnxyˆ) + (cos γ − Ω sin γ)∇ · (nnyxˆ)]
2(1 + Ω2)
.
(6.33)
In order for the force Eq. (6.33) to generate flows of the type present in an active system,
we must be able to write the second and third terms as the sum of a term proportional
to ∇ · (nn) and a term that only contributes to a change in pressure, i.e.
(cos γ + Ω sin γ)∇ · (nnxyˆ) + (cos γ − Ω sin γ)∇ · (nnyxˆ) ∝ ∇(nn) +∇h, (6.34)
where h is continuous and differentiable away from disclination cores. Thus in general,
such an applied field will not generate active-like forces for arbitrary nˆ(r), but only for
those patterns for which the above condition holds.
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Consider now the case of γ = −pi/2, so E = xˆ cos t + yˆ sin t is a rotating field of
constant magnitude. Equation (6.33) becomes,
〈f〉 = (˜− µ˜) ∇ · (nn) + Ω∇ · (n[nyxˆ− nxyˆ])
2(1 + Ω2)
. (6.35)
Equation (6.35) is active-like for arbitrary nˆ(r) but only in the limit Ω→ 0. Otherwise,
a rotating field does not in general produce active-like forces.
Finally, suppose the director field consists of a single disclination of charge m located
at the origin. In polar coordinates (r, φ), the director angle is θ(r, φ) = mφ+ α, where
α is an arbitrary phase shift. Equation (6.35) becomes,
〈f〉 = (˜− µ˜) m(rˆ cos[2(m− 1)φ+ 2α− δ] + φˆ sin[2(m− 1)φ+ 2α− δ])
2r
√
1 + Ω2
. (6.36)
For arbitrary Ω = tan δ, Eq. (6.36) is the same as the active stress for m = 1 only. For
m = 1, Eq. (6.36) is,
〈f〉 = (˜− µ˜) φˆ sin(2α− δ)
2r
√
1 + Ω2
+∇
[
(˜− µ˜) log r cos(2α− δ)
2
√
1 + Ω2
]
. (6.37)
Thus only the first term in Eq. (6.37) contributes to the velocity in the incompressible
case. If we assume the nematic obeys the Navier-Stokes equations (one viscosity) with
the body force of Eq. (6.37), then momentum balance can be written as,
−∇p′ +∇2v + (˜− µ˜) φˆ sin(2α− δ)
2r
√
1 + Ω2
= 0, ∇ · v = 0, (6.38)
where
p′ = p− (˜− µ˜) log r cos(2α− δ)
2
√
1 + Ω2
.
The solution to Eq. (6.38) in a disc of radius 1 with no-slip boundary conditions is
constant p′ and
v = − (˜− µ˜) φˆ sin(2α− δ)r log r
4
√
1 + Ω2
, (6.39)
which agrees with the solution found in Sec. 6.2 when α = −pi/4. Note that the flow
reverses as 2α− δ changes sign. Thus, unlike in active systems, the flow can be reversed
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in the LCEK system by changing the driving frequency, with the velocity vanishing at
Ω = tan(2α).
To summarize, we find that the average driving force in LCEK systems agrees with
the driving force in active systems when the applied field consists of two orthogonal
components of different frequencies and magnitudes satisfying Eq. (6.32). For a rotating
field of constant magnitude, the LCEK force agrees with the active force for arbitrary
director field only in the limit Ω → 0. However, for the specific case a single (+1)
disclination with arbitrary phase, a rotating field does produce active-like forces for
arbitrary Ω.
6.4 Correspondence between bacterial and ionic concen-
trations
Having shown a connection between stresses in LCEK flows and stresses in active sys-
tems, we next examine the relationship between mass transport of ionic species in
LCEK and transport of bacteria in an LLC. We find agreement in the equations of
motion within a narrow range of parameters, and show that the techniques and re-
sults from Chapter 3 can be used to determine characteristics of equilibrium bacterial
concentrations around isolated disclinations.
Systems of bacterial colonies immersed in liquid crystals have been studied analyti-
cally and numerically in Ref. [98]. In that study, the concentration of bacteria ca is sep-
arated into two species, c+a , c
−
a , where c
+
a denotes bacteria moving in one direction along
nˆ whereas c−a denotes bacteria moving in the opposite direction. Note that since the
system is invariant under nˆ→ −nˆ, it must also be invariant under (c+a , c−a )→ (c−a , c+a ).
With this definition, and in dimensional units, the concentrations have been argued to
satisfy [98],
∂c±∗a
∂t∗
+∇∗ · (±V0nˆc±∗a + v∗ac±∗) = ∓
1
τ
(c+∗ − c−∗) +Da∇∗2c±∗, (6.40)
where V0 is the intrinsic bacterial velocity, v
∗
a is the velocity of the nematic, and Da is
the bacterial diffusivity. The parameter τ is a bacterial reversal time, i.e. a bacterium
in c+a travels along nˆ for a time τ before reversing direction and thus joining c
−
a .
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We anticipate a similarity between the evolution of bacterial concentrations c±a and
the average behavior of ionic concentrations ck in LCEK for the following reasons:
Recall from Chapter 2 that the electrostatic drift velocity v∗drift for positive ions has
two components,
v∗drift(r
∗, t∗) = µ⊥E∗(r∗, t∗) + ∆µnˆ(r∗)[nˆ(r∗) ·E∗(r∗, t∗)]. (6.41)
For simplicity, suppose E∗ is a uniform rotating field of constant magnitude. For a
specific position r∗, by averaging over values of E∗ for which nˆ · E∗ > 0, we find
〈E∗〉 = (2E0/pi)nˆ and 〈(nˆ · E∗)〉 = 2E0/pi. Thus 〈v∗drift〉 = (2µ‖E0/pi)nˆ. Similarly,
by averaging over values of E∗ for which nˆ ·E∗ < 0, we find 〈v∗drift〉 = −(2µ‖E0/pi)nˆ.
Thus the average motion of a positive ion in a rotating field matches the motion of
a bacteria in the c+a population (v ∼ nˆ) when nˆ · E∗ > 0 and a bacteria in the c−a
population (v ∼ −nˆ) when nˆ · E∗ < 0. By a nearly identical argument, we find the
opposite correspondence for negative ions. Thus we anticipate c+a to be represented by
the average concentration of ions with charge sign matching the sign of (nˆ · E∗), and
c−a represented by the average concentration of ions with charge sign matching the sign
of −(nˆ ·E∗).
Furthermore, we may define ca(r, t) = c
+
a (r, t) + c
−
a (r, t) and wa(r, t) = c
+
a (r, t) −
c−a (r, t), where ca(r, t) represents the total bacterial concentration at (r, t), while wa(r, t)
represents the difference in bacterial concentration. By the argument above and the
definitions of ca, and wa, we anticipate ca to be represented by the average total ionic
concentration 〈C〉, while wa is represented by the average value of ρ when nˆ · E > 0
and by the average of −ρ when nˆ ·E < 0.
Using the definitions of ca and wa, Eqs. (6.40) become,
∂c∗a
∂t∗
+∇∗ · (V0nˆw∗a + v∗ac∗a) = Da∇∗2c∗a, (6.42)
∂w∗a
∂t∗
+∇∗ · (V0nˆc∗a + v∗aw∗a) = −
2
τ
w∗a +Dc∇∗2w∗a, (6.43)
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and additionally, recall the nematic velocity satisfies,
−∇∗p∗ +∇∗ · T ∗ − Λ∇∗ · (c∗anˆnˆ) = 0 (6.44)
In order to best compare Eqs. (6.42) - (6.44) with the electrokinetic equations for ionic
concentration and velocity, we scale lengths by system size `∗, time by `∗/V0, v∗a by V0
c∗a by its average c∗a, w∗a by τV0c∗a/`∗. Then Eqs. (6.42) - (6.44) in dimensionless form
are,
ΩA
∂ca
∂t
+∇ · (Ω2anˆwa + Ωavca) = γa∇2ca, (6.45)
Ωa
∂wa
∂t
+∇ · (nˆca + Ωavwa) = −wa + γa∇2wa, (6.46)
−∇p+∇ · T − κ∇ · (canˆnˆ) = 0, (6.47)
where Ωa = τV0/(2`
∗), γa = Daτ/`∗2, and κ = Λc∗0a`∗/(ηV0), where η is the average
viscosity.
To further compare Eqs. (6.45)-(6.47) in a similar limit as the electrokinetic system
of Chapter 2, assume Ωa  1 1 . The leading order behavior for ca, wa then satisfies,
∇2ca ≈ 0 =⇒ ca ≈ 1, (6.48)
∇ · nˆ ≈ −wa + γa∇2wa. (6.49)
Recall from Chapter 4 that to first order in ∆ and assuming Y 2/γ  1, the charge
density satisfies,
Ω
∂ρ
∂t
= γ∇2ρ− ρ− (˜− µ˜)∇ · (nˆ(nˆ ·E)), (6.50)
where E is the (uniform) applied field. In particular, at low driving frequency, Ω→ 0,
Eq. (6.50) is,
0 = γ∇2ρ− ρ− (˜− µ˜)∇ · (nˆ(nˆ ·E)). (6.51)
1 Typical bacterial velocities are V0 ∼ 10 µm/s [6, 98], and reversal times τ ∼ 50 − 100 s [98]. If
lengths are scaled by cell size `∗ ∼ 10 mm, then these values imply Ωa ∼ 0.05 − 0.1. While Ωa is not
vanishingly small for these values, it suggests that the assumption Ωa  1 is not entirely unrealistic.
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Note the homogeneous part of Eq. (6.49) agrees with Eq. (6.51).
Suppose E is a rotating field of constant magnitude: E = xˆ cos t+ yˆ sin t. We have
already shown in Sec. 6.3.2 that in the limit Ω→ 0, this field produces active-like forces
in the momentum equation. Define w˜ such that,
w˜(r, t) =
{
ρ(r, t); (n ·E) ≥ 0
−ρ(r, t); (n ·E) < 0
(6.52)
With this definition, Eq. (6.51) can be written as,
γ∇2w˜ − w˜ = (˜− µ˜)∇ · (nˆ|nˆ ·E|). (6.53)
By taking the average of Eq. (6.53) over a period of the field, one finds,
γ∇2〈w˜〉 − 〈w˜〉 = (˜− µ˜)∇ · (nˆ〈|nˆ ·E|〉). (6.54)
Note that 〈|nˆ ·E|〉 = 〈| cos(t− θ(r))|〉 = 2/pi. Thus Eq. (6.54) becomes,
γ∇2〈w˜〉 − 〈w˜〉 = 2
pi
(˜− µ˜)∇ · nˆ. (6.55)
Note that Eq. (6.55) agrees with Eq. (6.49) if wa = (pi/(2 (˜− µ˜)))〈w˜〉. Thus we find a
direct connection between wa in active systems and charge density in LCEK systems;
specifically the behavior of wa for Ωa  1 is proportional to the average of the quantity
w˜ in an electrokinetic system under a rotating electric field. This is consistent with the
physical argument given at the beginning of this section, wa behaves as the average of
ρ when nˆ ·E > 0 and as the average of −ρ when nˆ ·E < 0.
We can use this connection and the results of Chapter 3 to compute wa when nˆ =
(cos(θ(r)), sin(θ(r))) is an anchored disclination of charge m with arbitrary phase α,
i.e. θ(r, φ) = mφ+ α. With this director, Eq. (6.49) becomes,
m cos[(m− 1)φ+ α]
r
= γa∇2wa − wa. (6.56)
Equation (6.56) is exactly the spatial equation for charge density of a single disclination,
Eq. (3.13), but with Ω→ 0,
(
∆µ
µ¯ − ∆¯
)
→ 1, and cos[(2m− 1)φ]→ cos[(m− 1)φ+ α].
149
From Chapter 3, the solution to Eq. (6.56) is,
wa(ξ, φ) =
m cos[(m− 1)φ+ α]√
γa
fm(ξ), (6.57)
where ξ = r/
√
γa, and fm(ξ) solves,
f ′′m(ξ) +
1
ξ
f ′m(ξ)−
(
(m− 1)2
ξ2
+ 1
)
fm(ξ) =
1
ξ
, (6.58)
As shown in Chapter 4, the solutions to Eq. (6.58) at m = 1,m = 2 are,
f1(ξ) =
pi
2
(L0(ξ)− I0(ξ)), (6.59)
f2(ξ) = K1(ξ)− 1
ξ
, (6.60)
Where Iν(ξ),Kν(ξ) are modified Bessel functions, and L0(ξ) is the modified Struve
function of order zero. For all other values of m, fm(ξ) can be found by variation of
parameters,
f(ξ) = I|m−1|(ξ)
∫ ξ
K|m−1|(ξ′)dξ′ −K|m−1|(ξ)
∫ ξ
I|m−1|(ξ′)dξ′. (6.61)
Thus the similarities between the two systems in this limit allow us to use the solutions
to the electrokinetic charge density to determine the solutions to wa, which we show for
the specific case of the patterned disclination.
It should be noted that while Sec. 6.3.2 shows that average LCEK forces map into
active forces when E = xˆ cos t + yˆA cos(βt + γ), with A =
√
(1 + (βΩ)2)/(1 + Ω2),
we do not find a mapping of ionic concentrations to active concentrations with this
field, even in the limit Ωa  1 discussed above. This is because for this field, the
quantity 〈|nˆ · E|〉 is a function of r, while for a rotating field of constant magnitude,
〈|nˆ · E|〉 is uniform. Therefore, while the LCEK system reproduces active forces with
this two-frequency applied field, its average concentrations do not necessarily reproduce
bacterial concentrations. However, for a rotating field of constant magnitude and in
the limit Ω 1, our analysis shows that the time-averaged electrokinetic system agrees
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with the LLC system in both concentration imbalance between particles swimming in
opposite directions and driving body force.
6.5 Discussion
While the results above show a interesting connection between LCEK living liquid crys-
tals, the connection has been derived under the assumption of fixed director orientation
and uniform total ionic concentration. Below we discuss the significance of relaxing
these assumptions.
While the experiments of Ref. [6] use photo-patterning to impose a specific director
field within the thin film, the assumption of a fixed director is in general not realistic.
For typical experiments, the Ericksen number is not small; reported as high as Er = 125
in Ref. [100]. Thus viscous torques on director orientation will be at least as large as
elastic torques, and the velocity field should distort the director orientation. Further-
more, the typical bacterial length in LLCs is a∗ ∼ 5 µm and cannot be necessarily well
approximated as point-particles as ionic species are. A non-negligible size implies that
a bacterium will produce director distortions of their own (the liquid crystal molecule
tends to orient parallel to the surface of the active particle, or planar anchoring). Thus
unlike ions in LCEK, whose presence and motion do not directly distort the nematic,
the size and motion of bacteria in typical systems will significantly distort director ori-
entation, with a behavior closer to that of suspended particles with planar anchoring.
Therefore, one would need to investigate electrokinetic systems in the limit of finite
Ericksen number to determine if the connection between LCEK and LLC is still valid.
The electrokinetic forces and velocities above were computed assuming Y 2/γ 
1, which implies uniform total ionic concentration to first order in ∆. Without this
assumption, the equations for ρ and C to first order in ∆ are,
Ω
∂C(1)
∂t
= γ∇2C(1) − Y 2E(0) · ∇ρ(1) (6.62)
Ω
∂ρ(1)
∂t
+
∂
∂xi
(C(1) (˜− µ˜)ni(nˆ ·E(0))) = γ∇2ρ(1) − ρ(1) −E(0) · ∇C(1), (6.63)
as discussed in Chapter 3. The presence of active-like forces discussed in Sec. 6.3.2
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assumes the the first and third terms on the right hand side of Eq. (6.63) are negligibly
small. While the first term is negligibly small for r  1/√γ, as discussed in Chapter 4,
the second term is not negligibly small when C(1) is not uniform. Thus for conditions in
which C(1) is not uniform (Y 2/γ & 1), the average electrostatic body force 〈ρE〉may not
behave as an active force. While some active nematic systems have been investigated
assuming uniform concentration of active particles [95,101], in general spatial variations
concentration need not be small [6, 98]. More analysis is needed to determine if the
similarities between the two systems persist when total concentration is not uniform.
In summary, we find that under certain conditions, the behavior of active nematics
corresponds to the average behavior LCEK systems under time dependent electric fields.
Specifically, we find that in the limit of low driving frequency, Ω 1, small anisotropy,
|µ˜|, |˜|  1, and uniform total ionic concentration, the average ionic charge density and
electrostatic forces of LCEK systems do map onto bacterial concentration differences and
active forces in LLC systems. Under an applied field with two orthogonal components
at arbitrary unequal frequencies, the average body force in LCEK systems corresponds
to the driving force in active nematics, though the evolution of ionic concentrations
under such a field does not correspond with the evolution of bacterial concentrations.
Further work is needed to determine whether the similarities between the two systems
persist across a broader range of parameters.
The mapping just discussed is nevertheless useful in using some of the singularity
solutions already known for LCEK systems to interpret singularity driven flows in LLC.
However, clearly, the same flows could have been directly derived from the equations
governing the motion of living liquid crystals [98]. The correspondence just discussed
may also prove useful in that the experiments involving ionic systems are free of some
of the complication inherent in handling active matter, including controling the activity
during the experiments. In this respect, LCEK flows under rotating electric field may
prove useful in studying synthetic configurations involving designer flows, later to be
verified directly on the living liquid crystal.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
Liquid crystal electrokinetic (LCEK) phenomena provide a new method for fluid and
particle manipulation by an AC electric field. Because the symmetry breaking occurs
in the suspending fluid itself rather than due to properties of the suspended material,
LCEK allows for systematic transport of material of any phase (solid, liquid, gaseous)
and with arbitrary (even neutral) charge.
This thesis has studied how molecular anisotropy in the nematic matrix (both
anisotropic permittivity of the nematic solvent, ∆, and anisotropy in the mobility
of ionic impurities, ∆µ), lead to spatial charge separation under an applied electrostatic
field, and to streaming flows. Because the charge density is proportional to the elec-
tric field, ρ ∼ E, the electrostatic body force is proportional to the square of the field,
ρE ∼ E2, which implies systematic flow even under an AC field.
Specifically, we have found that to first order in mobility and dielectric anisotropy,
and assuming small variations in total concentration, the charge density satisfies,
Ω
∂ρ
∂t
= γ∇2ρ− ρ+
(
∆
⊥
− ∆µ
µ⊥
)
∇ · (nˆ(nˆ ·E)), (7.1)
where Ω = ωτρ is the applied field frequency relative to the charging time τρ =
⊥0/(µ⊥ec0), and γ = λ∗2D /`
∗2 is the square of the Debye length relative to a char-
acteristic system length `∗. The model, and many of the numerical calculations have
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been conducted in parallel with experiments in prototypical nematic director configura-
tions to validate both the model, the algorithm and the code. We have generally found
good agreement with experiments in the large scale features of the flows (except for the
case of a single, immersed particle), and between analytic predictions and the code for
the case of singular director configurations.
We have also examined how the topology of the director configuration has a signifi-
cant impact on charge density and induced velocity fields. Specifically, we find that the
angular distribution of the charge density and velocity generated by a single disclination
is a function of its topological charge. We find that whereas the far-field charge density
can be determined for relatively complex systems through a multipole expansion of the
director field and the topology of the defects, the far-field velocity depends strongly on
the inner solution behavior, and it is more difficult to obtain.
In addition, we find that when the applied field has two oscillatory components that
are mutually perpendicular, the electrokinetic system maps into an active set of parti-
cles suspended in a nematic matrix. We have studied the correspondence between the
equations governing bacterial concentrations in active systems and ionic concentrations
in LCEK systems with a rotating electric field, as well as the associated stresses, and
have shown that LCEK results for charge density and flows can be used to determine
bacterial concentrations within some range of physical parameters.
7.2 Future Work
Investigations of the electrophoresis of suspended particles in thin films present a number
of modeling challenges regarding the dimensionality of the system. Since the nematic
is contained in a thin film, one expects the behavior far from the particle to be quasi
two-dimensional. However, the features of a spherical particle are inherently three-
dimensional, and considering the dependency of the velocity field on the inner solution
behavior discussed in Chapter 5, the difference between the electrokinetic flow around a
circular particle in two dimensions and a spherical particle in a three-dimensional thin
film may not be insignificant. While an axisymmetric model captures the dimensionality
of the sphere, the cell geometry is no longer a thin film. Thus a fully three-dimensional
model is necessary to capture all of the features of this experimental geometry. This
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study is a precursor of a more comprehensive study of inter-particle interations of elec-
trokinetic origin. Experiments show clustering of particles, as well as swarming, but
there is no indication yet about the details of the interparticle forces.
Throughout the numerical work in this thesis we have represented the nematic by a
polar vector. It is well known that this representation does not allow half integer sin-
gularities. This limitation has been useful in stabilizing a hyperbolic hedgehog in two
dimensions for a range of particle sizes in which a disclination ring is known to be stable
experimentally. To what extent the flows computed would depend on the aspect ratios
between defect cores and particle radius, and particle radius to cell thickness, cannot
be determined with our representation. This is certainly a factor that contributes to
the discrepancy between our results in three dimensions, their two dimensional couter-
parts, and the experiments. A three dimensional numerical solution in the tensor order
parameter representation appears not to be feasible at present for realistic experimental
sizes.
In addition to our two-dimensional assumption, we have only considered systems in
which the variations in total concentration C are small. Relaxing this assumption leads
to an additional term E · ∇C in Eq. (7.1). It is not clear how this term will affect the
charge behavior when it is of the same order as the last term on the right hand side
of Eq. (7.1). While the presence of variations in C couples ρ with C, the system of
equations is still linear, suggesting that a solution is possible.
Additionally, the focus of this thesis is on systems with small mobility and dielectric
anisotropies. The relative mobility anisotropy in experimental systems is ∆µ/µ⊥ ≈ 0.3,
while the dielectric anisotropy can be as high as ∆/⊥ ≈ 0.5; neither of which are
vanishingly small [5,44]. Thus it would be useful to investigate higher order anisotropy
effects. In Chapter 3, we derive an alternative solution for the charge density due to a
(+1) disclination without the assumption of small anisotropy, and find the charge density
depends radially on the anisotropy, decaying as r
√
µ⊥/µ‖−2. This solution was possible
because of the radial symmetry of the (+1) defect; it is not clear whether a similar
method could be derived for other topological defects. Furthermore, at higher dielectric
anisotropy, the effects body force due to polarization and the dielectric torque on the
nematic cannot be neglected. While the results of Ref. [30] investigate anisotropies
as high as O(1), the difference in geometry between this study and the analysis in this
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thesis make it difficult to evaluate the effect of higher anisotropy on isolated disclinations
and particles in large thin cells. For larger anisitropies, flexoelectric effects cannot be
neglected, adding another layer of complexity.
The systems studied are confined to zero or small Ericksen number. Together with
the absence of flexoelectric phenomena, and the small thickness of the experimental
cells, it is reasonable to assume that the director in the thin film is constant, and
equal to that imposed at the boundaries in photo patterned cells. Indeed, there is no
experimental indications of deviations due to flows or other phenomena. However, some
of the experiments involve Ericksen numbers of order one, and hence one would expect
director deviations of viscous origin. This subject remains virtually unexplored.
Finally, in Chapter 6 we predict that electrokinetic systems with electric fields with
two oscillating components will produce flows similar to those of active nematics. This
hypothesis has not been tested experimentally. It would be useful to determine if the
higher order behaviors neglected in this analysis are indeed negligible in experimental
studies, and if the behaviors of the two systems do agree. Furthermore, our comparison
assumes uniform total concentration of active particles, which is generally not true. It
remains an open question whether a mapping between the two systems exists without
this assumption.
In summary, our work demonstrates that LCEK produces unique behaviors due to
mobility and permittivity anisotropy, and our results suggest that further investigation
provides an opportunity to better understand the effects of system geometry, variations
in concentration, and high anisotropy on nematic flow. Additionally, we find a promising
connection between LCEK and active nematics, but experimental verification of the
connection is needed.
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