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The recently published DeePMD model, based on a deep neural network
architecture,1 brings the hope of solving the time-scale issue which often prevents
the application of first principle molecular dynamics to physical systems. With this
contribution we assess the performance of the DeePMD potential on a real-life ap-
plication and model diffusion of ions in solid-state electrolytes. We consider as test
cases the well known Li10GeP2S12, Li7La3Zr2O12 and Na3Zr2Si2PO12. We develop
and test a training protocol suitable for the computation of diffusion coefficients,
which is one of the key properties to be optimized for battery applications, and
we find good agreement with previous computations. Our results show that the
DeePMD model may be a successful component of a framework to identify novel
solid-state electrolytes.
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2I. INTRODUCTION
Optimization of solid-state electrolytes (SSE) can improve significantly the performance
of all-solid-state batteries, enabling new technologies which can have a considerable impact
on our society by providing e.g. safer portable devices and electric vehicles with a longer
battery life2.The importance of this topic is exemplified by the huge experimental and the-
oretical effort ongoing both in the industrial and academic environment.
An optimal candidate SSE needs to be stable with respect to both electrodes, electronically
insulating, and permit an easy flow of ionized cations from the anode to the cathode and vice
versa3,4. The latter property can be computationally predicted via the ionic diffusion coeffi-
cient from accurate first principle-molecular dynamics (FPMD) simulations5. The screening
of material databases is impeded by the computational cost required to arrive at reliable
predictions. Therefore, computational groups have been devoting their efforts either to the
search of descriptors6–9, or to the development of computational strategies to speed-up the
simulations10.
In this context, machine learning models based for example on deep neural networks11 have
been developed to model the potential energy surface of molecules, materials and liquids12–17,
offering the possibility to perform molecular dynamics (MD) simulations at a cost compa-
rable to empirical classical force fields and with the accuracy of first-principles molecular
dynamics at density functional theory (DFT) level. The ultimate goal can be seen in the
development of a transferable universal model able to accurately predict the ionic diffu-
sion properties of candidate SSE materials after being trained on a set of known materials.
The recently developed open-source DeePMD model, based on a deep neural network (DNN)
architecture1,18, has already been tested for its transferability properties in Al–Mg systems19,
and it is therefore a good candidate model for such a purpose. In this work, we develop
training strategies and test the power of the DeePMD model for the prediction of diffusion
properties of three well-known SSEs: Li10GeP2S12 (LGPS)
20–22, Li7La3Zr2O12 (LLZO)
23–26,
and Na3Zr2Si2PO12 (NASICON)
27,28 . Overall, the deepMD model is able to reproduce the
superionic behavior of SSEs and we reach with our training protocol an uncertainty on the
computed diffusion coefficients of about 20% or smaller, which is precise enough for applica-
tions. The activation energies computed from the DeepMD model are in line with previous
FPMD simulations, when available, and compatible with experiments.
3II. TRAINING PROTOCOL
We consider a generic model of a potential energy surface with parameters w which, in
the case of a DNN, are the connections between the neurons, also called weights11. Let Ω
be the phase space of the system, whose configurations are defined by the coordinates and
velocities of all atoms {q, p} ∈ Ω. Any fitting procedure starts by defining a loss function
for a given configuration. The most common choice is the squared loss:
Lw({q, p}) ≡ |Ow({q, p})−Oexact({q, p})|2, (1)
where O : Ω→ RN is a selected set of (real) observables, in general forces, energy and virial.
The parameters w are then fitted to minimize the loss function Lω ≡ 〈Lω({q, p})〉D averaged
over a fixed distribution D on Ω.
For molecular dynamics simulations, the natural choice of D is the canonical Boltzmann
distribution PB({q, p}) ∼ exp[−U({q, p})/kBT ], which provides the probability of each con-
figuration, but in order to sample this distribution one would need to perform beforehand
expensive molecular dynamics or Monte Carlo simulations. We must therefore resort to a
distribution defined by a training set S ∈ Ω. When training DNNs, a bad choice of S can
lead to overfitting and poor generalization.
The authors of the DeePMD model recently introduced the concept of active learning to
circumvent these problematics19. A starting set of configurations S0 is chosen, which serves
to train a first approximate model. The initial training set is then augmented in an iterative
procedure that is divided into three conceptual steps: Exploration, Labeling and Training,
combined in an iterative way. In the exploration phase, a subset of the phase space is sam-
pled via molecular dynamics using an approximate model. In order to decide whether to
add a new configuration to the training set S, the authors proposed to fit different models
changing the initialization of the weights. If the fitted models disagree on the predicted en-
ergy and forces, the configuration is labelled, i.e. the corresponding exact energy and forces
are computed via DFT, and added to the training set. When the training set is sufficiently
augmented, an improved model is trained.
In this work, we follow the same conceptual steps of Ref.19 and we develop a learning strat-
egy where the training set is augmented over time. However, we simplify the labelling step
and aim at a Boltzmann distributed training set via a self-consistent procedure. Our gen-
eral strategy is summarized in Fig. 1. We start from an initial set of configurations S0
4and a set of parameters w0. For the exploration phase a molecular dynamics simulation is
performed using the approximate model. We then sample the approximate canonical dis-
tribution PmodelB ∼ exp[−Umodel({q, p})/kBT ] by selecting equidistant snapshots from the
MD trajectory performed with a Nose´-Hoover thermostat29. All selected configurations are
added to the training set, the DNN weights are retrained and the procedure continues. We
call training step a retraining of the model followed by an update of the training set. For
this work, we chose the MD temperature at which the additional training configurations are
sampled in each training step to raise from 300 K to 1000 K, in steps of 50 K, and we call one
such temperature ramp a training loop. A complete training for one material can require
several loops. We control the convergence of the training workflow by introducing an evalu-
ation step where the quantity of interest, in our case the diffusion coefficient, is determined.
Ideally, when convergence is obtained, the DFT energies and forces are consistent with the
ones predicted by the model for all configurations sampled. Otherwise, they are added to
the training set until self-consistency is achieved and the diffusion coefficient predicted in
the evaluation step becomes stationary.
While similar, the approach of Ref.19 focuses its convergence criterion on an estimate of the
uncertainty of the underlying potential energy model. Our criterion focuses on an explicit
check of the quality of the fitted model on a Boltzmann distributed set in order to avoid
overfitting as much as possible.
We test and compare two different choices for the starting distribution S0:
• We perform short FPMD simulations with constant number of particles, volume and
temperature (NVT) at three different temperatures (300, 600 and 900 K), using the
experimental volume provided in the material cif-file.
• We sample S0 from long MD simulations using a polarizable force field (PFF) that was
preliminary fitted using the procedure in Ref.30. PFF-MD simulations are performed
at the same three different temperatures, but the volume is equilibrated beforehand
via PFF-MD simulations at constant number of particles, pressure and temperature
(NPT). Here, a larger number of atoms can be used for producing the starting training
set S0.
The first procedure is straightforward using available FPMD codes, whereas the second one
requires the expertise to fit the coefficients of semi-empirical models. By comparing the
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FIG. 1. The workflow defining the training protocol used in this work. A starting training set of
configurations S0 is chosen. A training step consists in a reoptimization of the parameters and the
creation of an enlarged training set via a MD simulation: Si
train−−−→ wi MD−−→ Si+1. The temperature
for the MD steps rises from Tmin to Tmax and all training steps belonging to one temperature ramp
constitute a training loop. Convergence is controlled via the evolution of the diffusion coefficient
computed in the evaluation step, until stationarity is achieved.
results of the training loop with different choices of S0, we obtain information on the effect
of the different meta-parameters on the final result. Further details are reported in appendix
A.
III. RESULTS
We found it necessary to apply a cleaning procedure to the training sets to help the
algorithm converge to a physical model. In particular we considered the following cleaning
steps:
• Minimum ion-ion distance. We rejected MD trajectories where the minimum ion-ion
distance became smaller than a cutoff chosen at 0.6 A˚. In such a case, the training
step was performed again with an increased batch size for DeePMD to converge to a
different, and ideally more physical, model.
• Energy and force cleaning. We excluded a configuration as an outlier when its total
energy was outside of the interval (m− i ∗ f,m+ i ∗ f), where m is the median energy
across all configurations of the current training set, i the corresponding interquartile
range, and the factor f = 2 was manually optimized. For the forces we followed a
similar procedure with f = 10.
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FIG. 2. Species resolved MSDs obtained from NVE MD simulations with the DeePMD model, at
a target temperature of 625 K. Different curves refer to models evaluated in different training steps
of a second iteration of the training loop. S0 was sampled from a short FPMD trajectory for each
material. The ion conduction behavior of the SSEs is confirmed, with a linear Lithium/Sodium
MSD reported in blue with an associated one σ confidence interval. Only for NASICON, we find a
significant spread of the MSDs of the carriers. We report with different colors the bounded MSDs
of the non-diffusive species.
• Loss condition. If during the training procedure the loss function Lω on the training
set did not decrease fast enough, training was restarted from scratch with an increased
batch size. This way the stochastic part of the gradient descent algorithm was reduced,
permitting to reach a local minimum of the parameter space.
• Optional: Maximum bond variation. If a bond is stretched or compressed more than
20% with respect to the original value, the configuration was rejected. We will explic-
itly state when the criterion of maximum bond variation was active in the following
examples.
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FIG. 3. Arrhenius plots for Li diffusion in LGPS. On the left, S0 is sampled from short FPMD
trajectories and a cell of 50 atoms, and on the right from long PFF-MD trajectories and a cell of
50 atoms (top) and 200 atoms (bottom). In all plots, the blue lines are fitted from diffusion data
of the first training loop; red points are evaluated during the second loop; yellow points belong to
the second training loop and are considered outliers. For the simulation with 200 atoms only the
first loop is reported.
The evaluation of the diffusion coefficient was performed using the LAMMPS31 implementa-
tion of the deepMD model32 under constant particle number, volume and energy conditions
(NVE). The DeePMD model provided excellent energy conservation in all systems up to
2 ns of dynamics, which permitted to evaluate the Arrhenius plot for diffusion in the high
temperature regime, i.e. for T larger than 600 K, a standard choice in the field of SSE
simulations. The cell used for the NVE simulations contained 200, 192 and 480 atoms for
LGPS, LLZO, and NASICON, respectively. From a structural point of view LGPS, LLZO
and NASICON are composed by a rigid matrix of stable units, like PS4, GeS4, SiO4, PO4
tetrahedra or ZrO6 octahedra through which ionized lithium can diffuse. The models pro-
8vided by our training strategy, often already during the first training loop, preserved these
bonded units. Representative mean squared displacements (MSD), resolved by species,
are reported in Fig. 2. The superionic behavior is clearly observed in all materials, with
the MSD of Lithium/Sodium growing linearly over time, and with a bounded MSD for
all elements belonging to the rigid matrix of the material, which are just vibrating around
their equilibrium positions. A detailed discussion of the Arrhenius plots for each SSE follows.
LGPS. In terms of ionic conductivity, LGPS is one of the most performing SSEs, with
values comparable to the ones of organic liquid electrolytes20. This property is believed to be
linked to the high polarizability of the sulphur atoms. The value of the diffusion coefficient
for different starting training sets S0 is reported in Fig. 3. On the left we report two different
independent runs whose starting training sets were taken from short FPMD dynamics 10 ps
long in a supercell of 50 atoms. On the right we report the diffusion coefficients resulting
from PFF-MD initial configurations and using a simulation cell of 50 (top) and 200 (bottom)
atoms, respectively.
Considering the runs started from FPMD configurations, a poor performance of the model is
observed during the first training loop, reported as blue fitted lines, but both runs converge
to very similar values when the diffusion coefficients from the second loop are considered.
Only one model produced some outliers in the second loop,which we report as yellow points.
For the training loops initiated by the PFF-MD initial data, we observed, in the case of the
50 atom cell, a similar degree of stochasticity, whereas for the 200 atom cell convergence
was achieved much faster, even during the first training loop.
From linear fits of the Arrhenius plots, we estimate an activation energy of 0.16 eV, which is
slightly lower than experimental values (0.22 eV)33 and in line with previous computational
studies (0.17 and 0.21 eV)22,34. We note that for this system the distribution of Ge and P
across the simulation cell can have an influence35.
LLZO. LLZO can be considered as a reference material for computational studies of
oxide Li-ion conducting SSEs. We included this SSE in the set of materials tested because
of the chemical difference between sulphides and oxides.
The smallest possible simulation cell contains 192 atoms, which was chosen for all simula-
tions. In the case of a S0 set sampled from a short, 5ps long, FPMD trajectory, convergence
was obtained during the second training loop. In Fig. 4, we report the Arrhenius plots
9evaluated during the second and third loops of the training workflow. Overall the spread
of the computed diffusion coefficients is around ∼ 0.1 in Log-scale, which corresponds to a
factor of ∼ 1.25. Such small shift is not important for applications and could be related to
a different modelling of the vibrational frequencies. The activation energies are very stable
with values ranging from 0.2 to 0.22 eV. Previous computational studies of LLZO report
values between 0.18 and 0.27 eV25,36,37. Our results are in very good agreement with the ex-
perimental activation energy of cubic LLZO. High temperature experimental measurements
give values of 0.21 and 0.20 eV38,39. Note that the reported value of the activation energy
reported in39 is lower because it was fitted on conductivity rather than on diffusion data.
Once converting conductivity to diffusivity via the Nernst-Einstein equation22 one recovers
compatibility between experimental results and the ones computed in this work.
In the case of a S0 set sampled from long PFF-MD simulations, we obtained similar values of
the diffusion coefficient and activation energies. For LLZO, we tested two different volumes
of the cell chosen to produce S0. In the first case, we equilibrated with NPT simulations,
similar to the procedure followed for the other materials. In the second case, we used the
experimental value as reported in the cif-file. The results are quite insensitive with respect
to this choice, as can be seen in the first and second plot of Fig. 5 . Interestingly, when
switching on the “maximum bond variation” criterion, we observed a wrong activation en-
ergy for the first training steps of the second loop, as can be seen in the third plot of Fig.
5. Nevertheless, after reaching convergence, all diffusion coefficients were compatible. This
result suggests that inserting unfavourable configurations in the training set can provide
a speed-up of convergence because the potential energy model can be better interpolated.
During the last training steps, when the trajctories computed were more physical, config-
urations were not rejected any more by the cleaning procedure. Further, we observe that
during the first training steps it is much harder to recognize an Arrhenius-like behavior,
i.e. a line in semilog scale with a definite activation energy. As soon as the models become
smoother thanks to an enlarged of training set, the Arrhenius behavior is recovered.
NASICON. We tested NASICON as a representative of Na-ion conducting SSE ma-
terials. Among the NASICON family Na1+xZr2SixP3−xO12, the member with x = 2 ex-
perimentally shows the highest value of ionic conductivity28 and is therefore used for this
study. We produced the initial training set S0 from a 10ps long trajectory via FPMD with
10
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FIG. 4. Arrhenius plots for Li diffusion in LLZO, with S0 sampled from a short FPMD trajectory.
Plots (a) and (b) report diffusion coefficients evaluated during the second and third training loop,
respectively. The color coding refers to the step number during the temperature ramp, counting
as first the training step at 300K.
a small simulation cell of 80 atoms. Using this choice of S0, almost all DeePMD models
trained during the first loop failed to produce meaningful NVE dynamics for the evaluation
of the diffusion coefficient due to non-physical trajectories. Nevertheless, the thermostat
active in NVT MD during the training steps produced physical trajectories so that the
training workflow could proceed. Consequently, we obtained Arrhenius plots of the diffusion
coefficient during the second and third training loop. However, also after introducing the
different cleaning procedures, we could not observe a clear convergence of the workflow from
the Arrhenius plots even after the third loop, when more than 3000 configurations had been
added to the training set. This is exemplified in the left of Fig. 6. The fitted activation
energies spanned a range from 0.2 to 0.4 eV, which represents a large error resulting in large
differences when extrapolating the diffusion coefficient to ambient temperature. In contrast,
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FIG. 5. Arrhenius plots for Li diffusion in LLZO, with S0 sampled from initial PFF-MD simulations.
Only the second loops are reported and the same conventions as Fig. 4 are followed. (a,b) Training
workflows using different LLZO volumes, cf. text. (c) Diffusion coefficients computed during a
work ow where the ”maximum bond variation” check was active.
when the training loop is started with an initial training set from PFF-MD configurations
and a larger simulation cell (480 atoms), convergence is obtained even during the first
training loop. The corresponding activation energy evaluated from the right plot in Fig. 6
was around 0.2 eV, in line with high temperature experiments providing activation energies
between 0.18 and 0.20 eV28.
We note that the number of force components in S0 was equal to ∼ 4 ∗ 105 for PFF-MD
and ∼ 3 ∗ 104 for FPMD (see Appendix A). During the third training loop started from
a short FPMD trajectory and reported in Fig. 6, the number of force components in the
training set more than doubled the force components initially present in the training set
S0 sampled from PFF-FPMD. Nevertheless, the diffusion coefficients struggled to converge.
This example showcases the importance of starting the training loop with enough data
12
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FIG. 6. Arrhenius plots for Na diffusion in NASICON with two different choices of S0. For the
initial training set from a FPMD trajectory with an 80 atoms cell, we report data evaluated during
the third training loop at different training steps. No convergence is observed. When S0 is sampled
from PFF-MD simulations and a larger cell (480 atoms), convergence is achieved already during
the first training loop.
which sample a relevant portion of the phase space in order to obtain generalizable models.
IV. CONCLUSIONS
We conclude that the DeePMD model is a good candidate to simulate transport in SSEs,
able to reproduce the superionic behavior and to provide reasonable activation energies.
Nevertheless, care must be taken when choosing the training set. The proposed training
protocol based on an augmenting training set via intermediate molecular dynamics simu-
lations is able to assess the quality of the approximate trajectories and of the computed
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physical properties. We found it important to perform a cleaning of the training set to re-
move outliers which can impede the training of a physically meaningful model. The starting
set of configurations S0 can be extracted either from short FPMD simulations or using an
approximate classical PFF potential. We found that the latter choice led to a faster conver-
gence of the training workflow, because larger simulation cells could be used.
In this work we trained an independent model for each material. Building a universal po-
tential in future work will require the weights, i.e. the parameters, of the neural network
to be shared and trained on a larger set of materials. Our results show that the DeePMD
model is promising for developing such a universal potential, even if care must be taken
when selecting the configurations used for training.
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Appendix A: Simulation parameters
The short FPMD simulations were performed at the PBE level40 of DFT including van-
der-Waals correction within the Grimme-D2 parametrization41 as implemented in the CPMD
code42. The corresponding structures were taken from ICSD43 file numbers 188886 , 422259,
and 473 for LGPS, LLZO, and NASICON, respectively.
The parameters of the supercells used for the NVE calculations were taken from Ref.33 for
LGPS, from ICSD entry 422259 for LLZO, and from ICSD entry 62383 for NASICON.
The total number of configurations in the starting training set S0 was equal to 240, 60, and
120 for LGPS, LLZO, and NASICON, respectively, selected from the FPMD simulations.
Increasing the number of configurations, i.e. increasing the sampling frequency, did not
improve the convergence of the workflow. We conclude that using uncorrelated snapshots
provides the best performance. The starting training sets S0 selected from PFF-MD con-
tained a total number of 300 uncorrelated snapshots.
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For the training workflows started from FPMD initial data, 100 configurations were added
at every training step, sampling every picosecond the NVT simulations. For the training
workflows started from PFF-MD initial data, only 40 configurations were added at every
training step, sampled with the same frequency, because of the larger simulation cells used.
All parameters of the DeePMD model were fixed in this work to the suggested default values
and the virial was introduced in the loss function. A training batch size of 1 was generally
used, which was increased if a training step had to be repeated.
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