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Abstract 
While extant literature on privacy in social networks is plentiful, issues pertaining to 
information security remain largely unexplored. This paper empirically examines the 
relationship between online victimisation and users' activity and perceptions of personal 
information security on social networking services (SNS). Based on a survey of active users, 
we explore how behavioural patterns on social networks, personal characteristics and 
technical efficacy of users impact the risk of facing online victimisation. Our results suggest 
that users with high-risk propensity are more likely to become victims of cybercrime, whereas 
those with high perceptions of their ability to control information shared on SNS are less 
likely to become victims. The study shows that there is a negative and statistically significant 
association between multipurpose dominant SNS (e.g. Facebook, Google+) usage and 
victimisation. However, activity on the SNS for knowledge exchange (e.g. LinkedIn, Blogger) 
has a positive and statistically significant association with online victimisation. Our results 
have implications for practice as they inform the social media industry that protection of 
individual information security on SNS cannot be left entirely to the user. The importance of 
user awareness in the context of social technologies plays an important role in preventing 
victimisation, and social networking services should provide adequate controls to protect 
personal information.  
 
Keywords: Social media, cyber threats, personal information privacy, information security, 
cybercrime victimisation, social networking services. 
 
 
Introduction 
Recent trends in information and communication technologies have taken the rates of 
personal information sharing, storage and processing to an unprecedented level (Conger et 
al., 2012). This is largely due to the popularity of social networking services (SNS). Social 
networks enable data accumulation on a previously unimaginable scale, yielding both 
benefits and undesirable consequences for their users. Amongst such inadvertent outcomes of 
social networking use are breaches of personal information security, which have become 
repeatedly reported in the press. Personal and security sensitive information losses resulting 
from cybercrime, including online identity theft or usurpation (Al-Daraiseh et al., 2014; 
Reyns, & Henson, 2015), financial fraud, stalking and blackmail, are on the rise (Gradon, 
2013; Guitton, 2013). 
However, much of the extant literature dealing with security and privacy is based on 
studies conducted in corporate environments. These studies emphasise potential economic 
losses to organisations as a result of online information disclosure (Campbell et al., 2003; 
Cavusoglu et al., 2004; Rauch, 2001), further adding to the paucity of coverage of negative 
aspects of technology at the individual level. Legacy interpretations of personal information 
privacy (e.g. Smith et al., 1996) have treated safeguarding personal information as an 
individual responsibly of users. Although many social networkers consider themselves 
technologically savvy and confidently transact online, it has come to light that personal 
information privacy is not directly linked to the skill level nor to the experience of users 
(Dinev & Hart, 2004; Mesch, 2009). It is now widely accepted that information privacy is no 
longer achievable at the individual level. As such, we follow on the research agenda set by 
Conger et al. (2012) in which they call for further studies into the online behaviour of users, 
and voice the need for raising public awareness to avoid technology-enabled privacy losses.  
Even though SNS facilitate information dissemination and social interactions 
(Sherchan et al., 2013), there is a side to social networking that most users are unaware of. 
Sodhi & Sharma (2012) found that information posted on social media sites was used by 
cyberstalkers to identify potential victims, while a content analysis of Facebook profiles by 
Shelton & Skalski (2013) found that there is an overrepresentation of negative content. 
Furthermore, in the context of information systems research, some perceive SNS as a 
potentially addictive technology (Turel & Serenko, 2012), and therefore a negative 
phenomenon. Social networkers, especially youth, are vulnerable to cyber harassment, 
including unwanted sexual solicitation via chat rooms, instant messaging and blogs 
 
 
(Mitchellet al., 2010; Ybarra & Mitchell, 2008; Wolaket al., 2006; Subrahmanyam & 
Greenfield, 2004). Online harassment extends to cyberbullying
1
 and research indicates that 
the frequency of Internet usage is related to cyber bullying, i.e. higher usage of the Internet 
leads to higher risk of cyber bullying victimisation (Mesch, 2009). Recent studies have 
investigated the scale of information disclosure on social media, which is undesirable or 
inadvertent in many cases (e.g. Chen & Sharma, 2013), leading to personal information 
security breaches. 
On social networks, cybercrime victimisation
2
 is viewed differently, while the 
attributes of crime –e.g. victims, offenders and safeguards – remain the same as in traditional 
crime. The Routine Activity Theory (RAT), established by Cohen & Felson (1979), has been 
successfully applied to explain the macroview of online crime, i.e. how the offender and the 
victim are brought together in the absence of appropriate safeguards (Mesch, 2009). Based on 
this theory, criminologists argue that continuous compulsive usage of SNS increases users’ 
risk of exposure to motivated offenders (i.e. cybercriminals). In line with the RAT, repetitive 
use of SNS increases opportunities for offenders and victims to converge in cyberspace 
(Reyns, 2013; Reyns et al., 2011). Extant literature shows that while significant research 
attention has been devoted to exploring positive outcomes of social networking usage, 
literature on the negative aspects of social technology is relatively lean. This study bridges 
this gap in literature and establishes the link between information security, the SNS usage and 
its effects on online victimisation.  
In this study we have investigated four important areas. Firstly, we examine whether 
high usage of social media increases the risk of online victimisation. Based on the premise of 
RAT, it becomes easier for criminals to find potential victims on social networks. 
Furthermore, users who are more active on SNS create more opportunities for offenders to 
locate them as victims (Reyns et al., 2011). As such, the frequency of SNS usage should 
increase the risk of cybercrime victimisation. Secondly, we look at ‘guardianship’ –another 
component of RAT (Reyns et al., 2011) –which, in the case of social networks, represents 
information security measures. We study the guardianship of information in terms of 
perceived control individuals have over their personal information. We are interested to find 
out whether users with a higher perception of control over the security and privacy of their 
                                                          
1
Cyberbullying is defined as the use of e-mails, instant messaging and Websites to inflict repeated harm wilfully 
on a person (see Patchin & Hinduja, 2006). 
2
Definitions of crime victimisation refer to being the subject of a criminal deed leading to personal harm, loss or 
injury (Cronje & Zietsman, 2009). The difference in the definition of cybercrime victimisation from the 
definition of general victimisation is contextual. Thus, cybercrime victimisation means 'personal harm, loss or 
injury due to actions of cyber-criminals or online perpetrators' (Bougaardt & Kyobe, 2011:63). 
 
 
information on social networking sites are less likely to be victimised online. Thirdly, we 
examine the relationship between technological competency of individuals and online 
victimisation. Past research suggests that the technical efficacy of users is positively related 
to trust in technology (Connolly & Bannister, 2006), but the applicability of this conclusion 
with regards to social networking remains unclear.  
Finally, in information systems and security research, the treatments of risk and risk 
analysis have been established among the pillars of security literature (Dhillon & Backhouse, 
2001). In this study, we focus on the concepts of risk perception and risk propensity. While 
risk perception is a psychological status, risk propensity is an action state that determines the 
amount of risk an individual is willing to take. Cases (2002) argues that risk propensity 
depends on sources of risk and identifies the Internet as a source of cyber risk. Social 
networking sites such as Facebook, Twitter and LinkedIn fall into the category of online 
sources of risk due to their Internet-based nature. We verify the above propositions using data 
collected in a survey of 514 social media users and offer a categorisation of SNS based on the 
content sharing purpose guided by the principal component factor model to account for 
structure. The article is organised as follows. After discussing the different categories of 
social networks, we review extant literature on the subject of online information security and 
privacy, setting forward the research hypotheses. The following section discusses the 
research design and methodology. These are followed by the data analysis and a presentation 
of our findings. The last section discusses the results of the study, and their implications for 
theory and practice.  
 
Categories of Social Networking Services 
While the usage patterns of social networks attracted research attention, the frequency of 
logins, time spent on and other engagement metrics (Hoffman & Fodor, 2010) collectively do 
not provide an accurate account of social activity online. The duration of leisure use of social 
networks is likely to exceed the one for business or professional uses. It is also possible to 
surmise that users on professional SNS are more vigilant about their personal information 
than on leisure networks of trusted friends and family members. Therefore it is necessary to 
distinguish between the purpose and the nature of uses of social networks and apply this 
categorisation in the context of online victimisation (Stuzman et al., 2013).   
Individuals use social networks to communicate and keep in contact with family and 
friends, while other networks have a specific business and professional orientation. With the 
fast changing landscape of social technologies, challenges have emerged in the academic 
 
 
attempts to categorise social networks. Previous research by Junco (2012) confirms that 
popular SNS such as Facebook are often used for reasons other than to socialise. As many 
principal networks have blurred the lines of personal versus professional use, the typology of 
social networks has had to be reassessed. This paper offers a categorisation of social media 
based on classifications used by Hoffman & Fodor (2010), Kaplan & Haenlein (2010) and 
Xiang and Gretzel (2010), and also uses a principal component factor model to detect 
structure. Hence, multipurpose dominant social networking services include Facebook, 
Skype, Google+ and YouTube, which all have a common feature: they allow users to share 
and access content as well as interact on a personal basis. They are the most dominant 
platforms in the marketplace. The second category includes social media mainly used for 
narrow purposes (narrow purpose social networking services), specifically World of 
Warcraft, Second Life and MySpace. These sites focus on users interacting virtually around 
narrow interests (for example, music interests or gaming). Only a small set of these SNS’ 
functionality is used, hence the term 'narrow purpose'. With regards to the personal purposes 
of this SNS type, it was found that virtual social worlds, such as Second Life, have a high 
social presence and a high self-disclosure rate, while virtual game worlds such as World of 
Warcraft have a high social presence and low self-disclosure (Kaplan & Haenlein, 2010). 
These 'niche' networks have fewer users than the multipurpose dominant SNS. Finally, 
knowledge-exchange purpose social networking services, including Twitter, LinkedIn, 
Blogger and Flickr, allow users to share ideas and content.  
 
Online Victimisation and Traditional Crime Theories 
Researchers argue that the use of social networking sites is associated with many forms of 
online victimisation (Ybarra & Mitchell, 2008). Cohen & Felson (1979) developed the 
routine activity theory (RAT), which has been successfully applied to explain different types 
of victimisation, including online victimisation (Reyns et al., 2011; Marcum, 2008). The 
theory suggests that for a crime to take place, certain conditions should be fulfilled (see 
Figure 1). These conditions include convergence of a victim and a motivated offender; a 
criminal not only capable, but also willing to commit a crime; in the absence of guardianship 
to prevent the crime (Cohen & Felson, 1979; Pedneault & Beauregard, 2013). Based on the 
Routine Activity Theory (RAT), scholars argue that exposure to victimisation depends on an 
individual’s lifestyle and routine daily activities (Mesch, 2009). For online crimes, RAT takes 
on a new meaning when one considers victimisation in terms of creating an ‘opportunity’ for 
offenders to find their online victims, and the enablement of ‘guardianship’. Victimisation in 
 
 
cyberspace takes a broad range of forms, including online consumer fraud (Pratt et al., 2010; 
Van Wilsem, 2013), cyber stalking, harassment (Nhan et al., 2009; Pedneault & Beauregard, 
2013; Pittaro, 2007), among others. For these types of victimisation, an offender and a 
multitude of targets are brought together in cyberspace, where the opportunity for online 
victimisation is deemed greater than in the physical world (Reyns et al., 2011).  
 
Figure 1. Elements of the Routine Activity Theory (Cohen & Felson, 1979) 
 
 
As for guardianship, the questions of who should safeguard and what they should 
protect are a subject of an ongoing debate. While some argue that online guardianship should 
be measured in terms of the availability of firewalls and security software (Choi, 2008; Holt 
& Bossler, 2009), others suggest that guardianship should be exercised by individuals in 
terms of the control over their online information (Reyns et al., 2011). According to Dhillon 
& Backhouse (2001), ‘security can be achieved by analysing the behaviour of all elements in 
the system’ (p.138). Security controls in the context of social networking have received 
mixed views. Current media coverage provides a rich account of constant personal data leaks 
by SNS providers, and unsuccessful attempts by individuals to find who is responsible for 
ensuring personal information security on SNS. While users view SNS as the responsible 
agent in ensuring security, SNS imply that the security breaches are caused by individual user 
behaviour (see Stuzman et al., 2013).  
Relevant theories which help explain online behaviour, e.g. the theory of reasoned 
action (TRA) and theory of planned behaviour (TPB), have been used as a method for 
examining individuals’ decisions when performing specific behaviours (Burak et al., 2013,), 
and these have informed the theoretical framework of this study. Specifically, TRA and TPB 
(Fishbein & Ajzen, 1975; Ajzen & Fishbein, 1980; Ajzen, 1985, 1988)posit that beliefs about 
outcomes of behaviours, beliefs about resources and perceived beliefs of referent individuals 
are antecedents of attitudes and intentions of behaviour (Burak et al., 2013). TRA and TPB 
 
Victimisation 
 
 
have been successfully applied in e-commerce to explain consumers’ online behaviour 
(Pavlou & Chai, 2002). TRA addresses individual motivational factors and their link to 
specific behaviour, and shows the relationship between attitudes, intentions and behaviours 
(Montano & Kasprzyk, 2008). Its extension – TPB – includes perceptions of behavioural 
control as an additional predictor of intentions and behaviour (Madden et al., 1992). Users’ 
behaviour towards protective information technology has been explained through the 
extension of TPB in Dinev et al.(2009). Their model described the formation of behaviour 
intentions in response to cyber-attacks and other negative technologies. Dinev et al. (2009) 
show how technology awareness takes a central stage in determining users’ behavioural 
intentions and attitudes. In our study, we were interested in exploring the behaviour of 
individual users on social networking sites. Through the lens of TRA and TRB, we 
hypothesise that users' perception of security, control over information and risk can influence 
their attitudes, intentions and behaviours on social networking sites. 
 
Hypotheses Development 
A continuous increase of social activity online and higher usage of ICT have served as 
antecedents of cybercrime victimisation through simplifying the options of reaching and 
exposing intended targets (Festl & Quandt, 2013). There is a growing body of research on 
cybercrime victimisation; however, there is a definite lack of validated measures which 
specifically examine victimisation in relation to SNS (Landoll et al., 2013). Some have 
associated victimisation with higher usage of social media through the application of RAT. 
For instance, Reyns et al. (2011) argue that higher usage leads to more exposure to offenders, 
and therefore leads to higher likelihood of online victimisation. Usage of SNS has been 
measured in terms of the number of SNS profiles per individual, and the purpose and 
frequency of usage (Tynes & Mitchell, 2013).We have adopted a similar approach in this 
research by incorporating two methods of measuring SNS usage (and thus exposure to 
victimisation): 1) SNS accounts owned by respondents; and 2) amount of time spent on SNS.  
 
We therefore propose to test the following hypothesis: 
 
H1: High social media usage has a direct positive impact on the risk of user online 
victimisation (i.e. user becoming a victim of cybercrime). 
 
 
 
Foxman & Kilcoyne (1993) found that individuals habitually assess the value of their 
personal information and the amount of control they have over it. This assessment over the 
control of information is termed ‘perceived ability to control submitted information’ (Dinev 
& Hart, 2004, p.419). Moor (1997) and Tavani (2000) suggest that privacy is best understood 
by the control or restrictions one has over information about oneself. Many websites, 
including e-commerce, offer users some control over information by giving them an option to 
opt out (Chadwick, 2001), thereby controlling the actions of the online vendor (Malhotra et 
al., 2004; Sheehan & Hoy, 2000). Control over information also relates to the principle of 
guardianship in the RAT. For SNS, control over information has been measured in terms of 
how users control privacy settings to limit third-party access to their SNS accounts, and how 
they use profile tracker programmes to see who views their profiles (Reyns et al., 2011). If 
users perceive they have a reasonable level of control over their information on SNS, and 
they use SNS security options, then their SNS information is better safeguarded from 
cybercriminals and there will be fewer opportunities for victimisation. Based on this 
argument, we derive our second hypothesis: 
 
H2: High perception of control over information maintained by social media has a negative 
impact on the risk of user victimisation. 
 
Significant research attention has been paid to preventative measures against 
cybercrime. Control over personal information has been identified as one such measure, but 
researchers were interested in how user characteristics (e.g. technical efficacy) influence 
online behaviour (e.g. Burns & Roberts, 2013). Some argue that the technical efficacy of SNS 
users may be one reason why users take a defensive stance against cybercrime. According to 
Hsia et al. (2014:53), the origins of computer self-efficacy go back to the research on locus of 
control (Rotter, 1966; Bandura, 1997; Zimmerman, 2000) and it is strongly associated with 
‘perceived control’. Anderson and Agarwal (2010) argue that technical efficacy is an 
individual’s understanding of their personal competencies required to ensure security. George 
(2002) refers to it as the ‘computer skills’ necessary to operate a computer system and 
software packages; while Lee and Turban (2001) define efficacy as 'an operator’s 
understanding of the underlying characteristics and processes that govern the system’s 
behaviour' (p.4). We are interested in testing whether the possession of better IT skills 
 
 
measured using self-reported scores
3   – or higher technical efficacy – affects victimisation 
rates. Hence, we propose the following hypothesis: 
 
H3: Possession of better ICT skills has a direct negative effect on the risk of user 
victimisation. 
 
Many theorists (e.g. Crowe & Horn, 1967; Joffe, 2003; Kaplan & Garrick, 1981; 
Kasperson et al., 1988; March & Shapira, 1987; Renn,1998; Renn & Rohrmann, 2000; 
Trimpop,1994) associate risk with ‘outcomes’ or ‘consequences’ of ‘cost and benefits’, 
‘gains and losses’, ‘damages’ and ‘physical, social or financial harm’. In this research, ‘risk’ 
of cybercrime victimisation refers to the likelihood of an individual experiencing physical, 
social or financial harm as a result of cyber threat. Such risks could range from financial loss 
due to theft of personal information via SNS to physical or psychological damage caused by 
social cyberstalking or bullying (Cases, 2002; Dowling & Staelin, 1994; Hutchings, 2013). 
When people are faced with the risk of loss, they tend to assess how serious the threat 
actually is, which is referred to as ‘risk perception’ (Joffe, 2003). Crime literature suggests 
that 'when people believe that they will become a future victim of a nominated offence, they 
can in fact transpire to become so' (Chadee et al., 2007, p.2). If so, does this imply that the 
low risk perception of SNS users impacts their vulnerability cybercrimes, i.e. victimisation? 
We propose to test the following hypothesis to answer this question: 
 
H4: Low risk perception has a direct positive effect on the risk of user victimisation. 
 
Information security is often said to be contingent on education, training and 
awareness programmes (Whitman, 2003), which should increase risk awareness. This is 
because risk assessment, and therefore risk management, is intertwined with social 
amplification and relationships (Kasperson et al., 2003). Risk propensity is referred to as the 
willingness to assume risk (Luhmann, 1988; Mayer et al., 1995; Rousseau et al., 1998; 
Sheppard & Sherman, 1998) or an individuals’ current tendency to take or avoid risks (Sitkin 
& Pablo, 1995, p.4). In decision-making, this is seen as the action stage that follows the 
decision to take or avoid risk (Trimpop, 1994). According to the theories of reasoned action 
                                                          
3
 We acknowledge, however, that an objective measure of computer skills may be a better alternative to self-
reported measure as applied here. For example, one can argue that some respondents may under-estimate their 
skills level and some others may be overly confident. However, this study relies on self-reported data of 
computer skills. 
 
 
and planned behaviour, this is the result of attitudes and perceptions influencing individual 
actions or behaviour (Liu et al., 2005). In SNS, individuals engage in risk-taking behaviour, 
such as communicating online with strangers and sharing personal information, which could 
increase the likelihood of their victimisation (Whittle et al., 2012). Hence: 
 
H5: High risk propensity has a direct positive effect on the risk of user victimisation. 
 
Figure 2 represents the proposed research model, and contains the theoretical 
constructs representing user behaviour on social media, perceptions of information security 
attributes and victimisation, along with the hypothesised causal associations between the 
constructs. Validated measures for behaviour online and information security constructs have 
been applied, along with the new constructs specific to social media.  
 
Figure 2. Social media behaviour and risk of cybercrime victimisation  
(Hypotheses and expected associations) 
 
 
 
Data and Empirical Methodology  
Sampling and Design 
The research population consists of online social media users. Since there are no existing 
sampling frames to sample this population, purposeful (non-probability) sampling or 
volunteer panels of Internet users are employed to collect data for this study. In reference to 
the sample size, Krejcie & Morgan (1970) and Isaac & Michael (1981) recommend a sample 
 
 
of approximately 400 respondents for a population of 100,000 plus. Duffy (2002) argues that 
if Internet samples are unrestricted, anyone who comes across the survey could complete it 
(also known as ‘self-selection’), and such a sample may not be representative. However, 
research findings indicate that participants from self-selected samples provide clearer, more 
complete responses than participants who are not self-selected volunteers (Gosling & Vazire, 
2004).This view is further confirmed by others (e.g. Pettit, 2002; Walsh et al., 1992). In fact, 
it is believed that self-selection in Web surveys is favoured over interception (e.g. randomly 
selecting visitors to a website by displaying a message) or using college subject pools 
(Marsden & Wright, 2010).  
To overcome the issue of under-representation, a Web-based questionnaire was 
developed using Qualtrics software, and then administered to the target sample through Web 
postings (e.g. on popular SNS like Facebook, LinkedIn, Twitter, etc.) and through personal 
contacts. This increased the representativeness of the sample (Bhutta, 2012). The survey was 
only accessible to either members of a particular group (e.g. LinkedIn specialised groups, 
such as specialist cybercrime forensics groups, academics having profiles on Method Space) 
or posted on personal websites that can only be accessed by contacts of the site owner (e.g. 
the researcher’s Facebook, LinkedIn and Twitter pages; The Web Experiment List). In the 
survey invitation, a criterion was imposed to eliminate any non-social media users who might 
come across the survey’s bypassing restrictions. The criteria specify that only those using 
social media sites are eligible to take part in the survey. Further filtering is conducted by 
analysing responses to questions in the first section of the questionnaire (e.g. what are the 
SNS the respondents are currently using, and how often do they use them). Over 700 
individuals responded to the survey, but after the data purification procedure the number of 
usable respondents was 514. 
 
Measures 
The survey asked respondents whether they have been a victim of cybercrime, providing 
them with a number of options to describe the nature of victimisation. The options included ‘I 
have never been a victim of cyber-crime’; ‘Spam’; ‘Fraud (e.g. bank fraud, identity theft)’; 
‘Offensive content’; ‘Harassment (e.g. cyber-stalking, cyber-bullying)’; and any other type of 
victimisation not mentioned above. Hence, we can construct the dependent binary indicator 
variable (vsnsi), which takes the value of one if the individual has been victim of cybercrime 
 
 
(66.53%)
4
, and the value of zero if the individual has not experienced any form of 
victimisation (33.47%).
5
 
Social media usage is measured by frequency analysis, whereby respondents indicated 
their usage (or non-usage) of SNS (Twitter, LinkedIn, MySpace, Google+, YouTube, 
Blogger, Skype, Flickr, SecondLife, World of Warcraft and Facebook), and how often each 
SNS is used (Scale: ‘Never’;‘Registered but do not use’;‘Open all the time’;‘Several times a 
day’;‘Once or twice per day’;‘Every 2–3 days’;‘Once a week’; and ‘Less than once a week’). 
We recode the variable to range from one to eight, where one means no use and eight means 
open all time. The fast-paced nature of social media technologies explains the challenges in 
academic attempts to categorise social networks; however, this paper uses a principal 
component factor model.
6
 The first factor loads most highly on multipurpose dominant social 
networking services like Facebook, Skype, Google+ and YouTube (msnsi). A common 
feature of these sites is that they allow users to share and access content as well as interact on 
a personal basis. They are dominant platforms in the marketplace. The second factor includes 
social media mainly used for narrow purposes (narrow purpose social networking services), 
specifically World of Warcraft, Second Life and MySpace (nsnsi). The common feature of 
these sites is that they focus on users interacting virtually around narrow interests (for 
                                                          
4
 Since most of users in our sample report being a victim of spam (55.38%) – and only a small proportion of 
individuals report being a victim of fraud, offensive content harassment or other type - we use a broader 
category of known online victimisation. Existing research has also shown that definitions of types of crimes can 
be at odds with what users really experience emotionally (Dredge et al., 2014) and therefore an aggregate 
measure of victimisation is likely to capture a wider cross-section of concerns of being a victim of cybercrime. 
Also, it can deal with the measurement error issue within the process of aggregation and reflect more accurately 
underlying victimization trends. Overall the data shows that most of the active users of Youtube, Facebook, 
Skype and Linkedin have been victims of the cyber crimes considered in this study (with an average around 
77%). 
5
 Data limitations, however, do not allow us to measure victimisation in terms of repetition and severity. Also, 
some users may not know that they have been victims of cyber crime, especially for crimes such as fraud. 
However, by generating an overall measure of victimisation this problem may be limited since an individual 
who has been a victim of fraud also reported being a victim of other types of cybercrime (for example nearly 
60% of those reported being a victim of fraud have also reported being a victim of spam). Hence, it is likely that 
those who are not aware of being a victim of fraud are aware and reported being a victim of a different type of 
cybercrime (e.g. spam) and thus is included in the victimization variable. 
6
Our classification of social media was derived by combining the classification used by Hoffman & Fodor 
(2010), Kaplan & Haenlein (2010) and Xiang & Gretzel (2010). The first finding can be supported to some 
extent by previous research by Junco (2012), who found that SNS such as Facebook is often used for reasons 
other than to socialise. This confirms the fact that SNS similar to Facebook can be safely categorised as ‘dual 
purpose’, but we cannot support the argument that dual purpose SNS are more significant than any of the other 
forms. With regards to SNS used for personal purposes, it was found that virtual social worlds such as Second 
Life have high social presence and a high self-disclosure rate, while virtual game worlds such as World of 
Warcraft have high social presence and low self-disclosure (Kaplan & Haenlein, 2010). This would indicate that 
the second category (SNS for personal use) may include further subcategories and, depending on the nature of 
personal usage, may rank differently compared to other SNS. SNS used for sharing are seen as a means of 
interaction, and whether users wish to interact or not may depend on the functional objective of the social media 
platform (for instance, the objects of sociality on Flickr are pictures; Kietzmann et al., 2011, p.245). This may 
account for the low factor loading for this category of SNS. 
 
 
example, music in the case of MySpace). These networks are much more ‘niche’, with far 
fewer users than the multipurpose dominant social networking sites. The final factor 
describes knowledge-exchange purpose social networking services, including Twitter, 
LinkedIn, Blogger and Flickr (ksnsi). The common feature of these sites is that they allow 
users to share ideas and content. 
The variable perceived control over personal information is measured with four 
items, capturing ability to control access, and information released, used and provided (cpii). 
The responses varied from strongly disagree (1) to strongly agree (7) (mean = 3.318; 
Cronbach’s alpha = 0.893).7 The variable technical-efficacy (tei) is measured with four items, 
which asked respondents if they feel confident working with a personal computer, 
understanding terms and troubleshooting problems (mean = 5.930; Cronbach’s alpha = 0.917) 
through a seven-point scale (1 = strongly disagree, 7 = strongly agree).
8
 The variable risk-
perception (rperi) is measured using four seven-point scale questions (1 = strongly disagree;7 
= strongly agree) that assessed how risky it is to is to provide information to SNS, as well as 
associated losses and problems (mean = 4.792; Cronbach’s alpha = 0.912). Finally, risk 
propensity (rproi) is measured using a seven-point scale (1 = strongly disagree; 7 = strongly 
agree), and is measured with five items asking respondents about their willingness to take and 
accept risks (mean = 2.827; Cronbach’s alpha = 0.793).  A full list of scales is given in the 
Appendix. Although not discussed here, we also account for the effects of the various 
individual variables such as age, gender, occupational status and qualification. For instance, 
results from a 2012 survey suggest that Facebook is more appealing to adult women aged 18–
29, while Pinterest (a recent addition to SNS landscape and not considered in the present 
study) is popular among adult women, under 50 years of age, with some college education 
(Duggan & Brenner, 2012).  
 
Statistical Model 
Given the nature of our data, we use a probit model to examine the probability of a discrete 
event (see Greene, 2000) such as being a victim of cybercrime. The explanatory variables can 
either be dichotomous, ordinal or continuous. We define a latent variable, vsns*, that 
represents the propensity of an individual to be a victim of cybercrime. This drives the 
                                                          
7
 Since our study is cross-sectional, changes in perceptions over time cannot be observed. For example, 
perceptions may change if an individual experience victimisation. However, this issue goes beyond the scope of 
this paper.  
8
 To check for common method bias between ‘concept of control’ and ‘technical efficacy’ variable, we 
implement the Harman’s single factor test. A single factor, however, accounts only for 41% of the variance in 
the model suggesting that common method bias is not a concern here (see Podsakoff et al., 2003).  
 
 
observed binary indicator of whether an individual has experienced victimisation, vsns, 
through the following measurement equation: 
                                                     𝑣𝑠𝑛𝑠𝑖
∗ = 𝑏𝑋𝑖 + 𝑢𝑖                                                                        (1) 
                                                     𝑣𝑠𝑛𝑠𝑖 = {
1            if 𝑣𝑠𝑛𝑠𝑖
∗ > 0 
0         otherwise        
                                                (2) 
where Xi is a row vector of explanatory variables (msnsi, nsnsi , ksnsi ,cpii , tei , rperi , rproi) and 
b is the vector of corresponding coefficients estimated my maximum likelihood methods. We 
use the variance inflation factor (ivf) approach to test for multicollinearity (i.e. there is a 
perfect linear relationship among the predictors, see Wooldridge, 2000, pp. 95-97). The vif 
values are low - with an average value of 1.08 - suggesting that multicollinearity is not an 
issue in our estimation approach. The estimation of equation (1) as a probit model provides us 
with direct measures of the impact of the explanatory variables used in this study on the 
likelihood of being a victim of cybercrime.
9
 Finally, we report marginal effects (for an 
average individual) to show the change in probability when the independent variable 
increases by one unit (see Bartus, 2005). 
 
Empirical Findings 
The results are presented in Table 1. Model 1 includes the three categories of social media 
usage as explanatory variables. Model 2 adds the other key explanatory variables. Model 3 
presents a reduced form of the model where the narrow purpose social networking services 
variable is excluded from the specification. Finally, Model 4 examines whether the 
associations are robust when accounting for various individual characteristics. Hypothesis 1 
suggests that high social media usage has a direct positive impact on the risk of user 
                                                          
9
 We also carried out a path analysis. In this model, we assume that risk propensity, perceived risk, technical 
efficacy and perceived control affect SNS usage, and SNS usage along with the other variables affect whether or 
not the user experience victimization. In this model, the coefficients of the multipurpose and knowledge-
exchange purpose SNS usage are found to be -0.045 (p<0.05) and 0.077 (p<0.01), respectively. The coefficient 
of narrow purpose SNS usage is found to be statistically insignificant providing further support to the findings 
reported in Table 1. Similar to probit estimates, perceived control is found to be statistically significant with 
estimated coefficient of -0.041 (p<0.01). Finally, when the model excludes narrow purpose SNS usage, we also 
find positive and significant effect of the risk propensity variable (coeff.=0.024, p<0.1). Hence, the results are 
consistent with the one reported by using a probit specification. 
 
 
 
 
victimisation. In fact, intensive usage of the Internet has been viewed as an expansion of the 
possibilities of perpetration and victimisation, as it simplifies the options of reaching and 
exposing the intended targets (Festl & Quandt, 2013). Similarly, Reyns et al. (2011) suggest 
that higher usage leads to more exposure to offenders, and therefore increases the risk of 
becoming a victim of cybercrime. Usage of SNS has been expressed as the number of SNS 
profiles per individual, plus the purpose and frequency of usage (Tynes & Mitchell, 2013). 
Model 1, however, shows that there is a negative and statistically significant association 
between multipurpose dominant social media usage (msnsi) and victimisation (M.E.=-0.057, 
p < 0.01), but a positive and statistically significant association between knowledge-exchange 
purpose social media usage (ksnsi) and being a victim of cybercrime (M.E.=0.091,p< 0.01). 
Additionally, we find no association between narrow purpose social media usage (nsnsi) and 
victimisation. The results remain robust across different specifications (Models 2–4).10 
Furthermore, when we aggregate the social media usage categories to create an index of 
overall social media usage, we find that the coefficient of this variable is statistically 
insignificant. Perhaps the two opposite effects of the dual purpose and the sharing purpose of 
social media usage cancel each other out. Thus, hypothesis 1 is partially supported.  
Although the difference between groups of social media is perplexing at first, it is 
possible to explain it on three levels. Firstly, multipurpose dominant social media sites have 
significantly revamped their security protocols in the past few years. Most have introduced 
some form of two-step identification, unusual device or location verification. However, the 
data used in this study do not allow us to determine the exact time of victimisation which 
may not overlap with the above changes in security.  Secondly, because of their dominance in 
the marketplace, these sites have also been subjected to much more media interest, which 
would have raised risk awareness. Increased awareness means that even if the sites in 
questions now make it easier for users to divulge personal information by default, the trends 
show that users are in fact disclosing less and less on a broadcast basis (Stutzman et al., 
2013). Thirdly, in the case of knowledge exchange sites, successful networking often relies 
                                                          
10
 Dividing SNS into three groups, we find that there are a substantial number of respondents (nearly 45%) in 
the “knowledge-exchange purpose social networking services” that do not use this SNS platform. For the 
“multipurpose dominant social networking services” and “narrow purpose social networking services” only 6% 
and 3% reported no use of these SNS platforms, respectively. Hence, we focus on the former category and test 
whether there is a significant difference between the treated (i.e. users) and control (i.e. non-users) groups. We 
construct a dichotomous variable, which takes the value of 1 if the responder has used this SNS platform and 0 
otherwise. We then follow a propensity score matching estimator proposed by Becker and Ichino (2002) and 
estimate the average treatment effect of the treated using the stratification method. The results suggest that the 
average change in the probability of being a victim is 0.112 for individuals who use the “knowledge-exchange 
purpose social networking services”. The results are robust even when different matching methods are used. 
This finding is in line with the results presented in Table 1.  
 
 
on the disclosure of significant amounts of personal information, whether in the form of blogs 
(Blogger), career information (LinkedIn) or personal pictures (Flickr). RAT suggests that the 
risk of victimisation grows as a result of the ‘opportunity’ offered to criminals being 
exacerbated by the fact that knowledge-exchange requires a wide broadcast of information 
for SNS to be successful. The fact that narrow purpose social media use does not increase the 
risks of victimisation would again support this hypothesis. Such sites do not require their 
users to broadcast so much information indiscriminately in order for users to fulfil their goals.  
Hypothesis 2 suggests that a high perception of control over information maintained 
by social media (cpii) has a negative impact on the risk of user victimisation. The results 
presented in Table 1 provide support of this hypothesis (M.E.=-0.041, p<0.01). Vast amounts 
of personal data are held by social media sites, and how much control users may exercise 
over their information has been a point of much debate in recent years. Dinev & Hart (2004) 
describe an individual’s ability to stay in charge of information disclosure as the perceived 
ability to control submitted information. Information privacy, according to Moor (1997) and 
Tavani (2000), is linked to the control or restrictions users have over their personal 
information. Social networking sites generally provide control over privacy settings to restrict 
outside access to individual user accounts, and use profile tracker programmes to see who 
views their profiles (Reyns et al., 2011). Control over personal information is also reflected in 
the principle of guardianship in the RAT. When users perceive having control over their 
information posted on social media, they may be less likely to become victims of cybercrime. 
Our model examines whether individuals with better computer skills and higher technical 
efficacy (tei) are better protected from threats of cybercrime. This premise is expressed in 
hypothesis 3. The proliferation of technologies into every aspect of personal and professional 
activity has possibly led to the increased importance of technological efficacy for individuals. 
Our findings, however, suggest that there is a positive and statistically insignificant 
relationship between higher technical efficacy and victimisation. The positive coefficient may 
be explained, for example, by personal perceptions of individual skills, leading to behaviour 
which increases the risk of becoming a victim of cybercrime. 
Hypothesis 4 and hypothesis 5 suggest a link between perceived risk and victimisation and 
risk propensity and victimisation, respectively. Risk perception has been associated by 
theorists with 'consequences',' losses', 'damages' and 'social and financial harm' (Crowe & 
Horn,1967; Joffe, 2003; Kaplan & Garrick, 1981; Kasperson et al., 1988; March & Shapira, 
1987; Renn, 1998; Renn & Rohrmann, 2000; Trimpop, 1994). Risk-taking or avoidance has 
been strongly linked to individual attitudes and perceptions (see Liu et al., 2005; Trimpop, 
 
 
1994), including the premise of TRA and TPB. Risk propensity refers to the willingness to 
assume risk (Luhmann, 1988; Mayer et al., 1995; Rousseau et al., 1998; Sheppard & 
Sherman, 1998). Consequently, risky behaviour may increase the likelihood of user 
victimisation (Whittle et al., 2012). Risk-taking in the context of social media manifests itself 
in user behaviour involving, for example, communicating with strangers’ online and sharing 
personal information with malicious illegal parties (fourth parties in the extended personal 
information privacy model of Conger et al., 2012). The consequences of risk-taking 
behaviour range from financial loss due to theft of personal identities via SNS to physical or 
psychological damage caused by cyberstalking or bullying (Cases, 2002; Dowling & Staelin, 
1994; Hutchings, 2013). Our results, however, show that risk propensity (rproi) is positively 
related to cybercrime victimisation (M.E.=0.026, p<0.10) supporting hypothesis 5; however, 
they also show that risk perceptions (rperi) have an insignificant effect, thus rejecting 
hypothesis 4.  
 
 
Implications for Policy and Practice 
The findings of the study provide three important practical implications. Firstly, the results 
show that social networking usage has an impact on online victimisation, but the sign, 
significance and magnitude of the effect depend on the network type. Specifically, high usage 
of narrow purpose SNS (typically services that support groups with specific interests) and 
multipurpose SNS that are dominant in the social media sphere (such as Facebook) do not 
increase the likelihood of becoming a victim of cybercrime. In cases of multipurpose 
dominant social media, the probability actually decreases. However, high usage of SNS for 
knowledge-exchange purposes is found to increase the likelihood of victimisation. This is 
perhaps due to the fact that sharing purpose SNS expose more sensitive information that can 
be used by potential criminals. Secondly, cybercrime can be mitigated by increasing service 
security controls on social media sites, and by improving skills of end users to better control 
the process of personal information disclosure. Finally, awareness of risky user behaviour on 
social media plays a significant role in reducing cyber victimisation. Awareness of risk has
 
 
Table 1:Probit estimates  
 
Model 1 Model 2 Model 3 Model 4^ 
Focal variables M.E. S.E. M.E. S.E. M.E. S.E. M.E. S.E. 
Multipurpose SNS usage(msnsi) -0.057*** 0.022 -0.046** 0.023 -0.045** 0.022 -0.049* 0.025 
Narrow purpose SNS usage (nsnsi) 0.039 0.025 0.031 0.026 
    Knowledge-exchange purpose SNS usage (ksnsi) 0.091*** 0.022 0.085*** 0.023 0.083*** 0.023 0.083*** 0.025 
Perceived control (cpii) 
  
-0.041*** 0.015 -0.042*** 0.015 -0.042*** 0.015 
Technical efficacy (tei) 
  
0.023 0.017 0.024 0.017 0.026 0.019 
Perceived risk (rperi) 
  
-0.027 0.017 -0.026 0.017 -0.025 0.018 
Risk propensity (rproi) 
  
0.023 0.014 0.026* 0.014 0.027* 0.015 
Controls No No No Yes 
Log-likelihood -306.465 -300.307 -301.202 -292.123 
Observation 502 502 502 502 
Notes: ***p < 0.01, **p < 0 .05 and *p < 0.10. Dependent variable: 1= Being a victim of cybercrime; and 0 = otherwise. Marginal effects (M.E.) and robust standard errors (S.E.) 
are reported. We aggregate the social media usage categories to create an index of overall social media use. We find, however, that the coefficient of this variable is 
statistically insignificant (M.E.=0.040 and S.E.=0.030). This is possibly is due to the fact that the dual purpose and sharing purpose variables have opposite effects, and 
they may therefore cancel each other out when an overall measure is considered.  
^ Mode 4 estimates equation 1 controlling for various individual characteristics. Specifically, this model finds that individuals aged 29–38 (M.E.=-0.162), 39-49 
(M.E.=-0.201) and 49-58 (M.E.=-0.189) are less likely to be victims of cybercrime than individuals aged 18–28. Also, individuals with professional (M.E.=0.19) and 
technical status(M.E.=0.15)  are more likely to be victims than students. We find that there is no gender effect on victimisation. Finally, those with an undergraduate 
qualification have less probability of being a victim of cybercrime (M.E.=-0.1) than those with a postgraduate qualification (full results are available upon request).We 
also experiment using an interaction term between control and efficacy but we find no significant statistical association. 
 
 
 
 
 
been shown to be an antecedent of the intention to perform security behaviours, both in 
personal and professional contexts. For this reason, most studies that take into account the 
social aspects of information security advocate education and awareness programmes (Dutta 
& McCrohan, 2002; Von Solms, 2001a; 2001b; Warman, 1992; Whitman, 2003). Although 
information security in social networking is traditionally seen as an individual or personal 
issue, many businesses, schools, colleges and universities provide some form of educational 
programme aimed at raising awareness of the risks of cybercrime victimisation. It is clear 
from the research presented here that much remains to be done, but that effective risk 
awareness education programmes can help improve risk perceptions.  
However, it is questionable whether the awareness education and media involvement 
in reducing online victimisation is effective across all social levels. For example, some argue 
that older population are more vulnerable to online frauds due to their accumulated wealth, 
trusting nature and social isolation (James et al., 2014). Compared to younger population, 
older victims are less likely to report online victimisation (Pak & Shadel, 2011) and the lack 
of data on victimisation of senior citizens makes it an arduous task to clearly identify the 
causes of such victimisation. In terms of awareness education for senior citizens, information 
may be disseminated through legislatures (as has been done in the US by the introduction, for 
example, of the Protecting Seniors from Fraud Act in 2000). The need for security education 
is quite specific to this population cluster and thus requires further research attention.  
Beyond education and awareness training through the workplace, schools, colleges 
and university (among others), the media represents another potential source of information 
and learning. With the increased media attention to information security and privacy issues, 
there is a lack of research on how perceptions of risks associated with social media 
victimisation are amplified by the media. We know from the social amplification of risk 
literature that even with well-documented risks, people’s ability to understand, let alone 
assess, the scale of the danger is much less clear. It is therefore necessary to understand the 
role that society (notably the media) plays in the amplification (or reduction) of risk (Rosa, 
2003). It is likely that as numbers of reports of victimisation increase, so will risk awareness. 
Our research suggests that this would then result in lower victimisation risks. This is 
illustrated in Figure 3. Unfortunately, at times there is a tendency to downplay security 
breaches in the corporate sector, despite evidence that openness and disclosure generally 
results in a lower likelihood of future breaches (Wang et al., 2013).While, to our knowledge, 
there has been no studies looking at disclosure (or lack of) of victimisation incidents in a 
 
 
social media context, there are good reasons to speculate – both from the extant literature and 
the research presented in this paper – that this would be detrimental to lowering risks.  
 
Figure 3. Social media implications for cybercrime victimisation 
 
 
 
 
 
 
 
This research urges further exploration of the ways to raise user awareness about the 
negative consequences of social networking activity, and calls for external interventions to 
enforce privacy and information security measures on social networking sites, which are 
currently lacking. At the same time, the fact that social amplification may play a role in the 
reduction of victimisation suggests that social media services should be encouraged (or even 
compelled) to publish security breaches, as it is likely to increase safer use. In this respect, 
the results of this study help inform the development of social media user awareness 
practices, and enhance security mechanisms implemented on social networking platforms. 
Furthermore, the findings are important to future researchers and scholars who may wish to 
test similar relationships in different contexts. 
 
Conclusions 
While significant research attention has focused on exploring positive outcomes of social 
networking, the negative aspects of social technology lack academic attention and their 
implications for SNS industry and users are rarely discussed. The main contribution of this 
research is in bridging the gap in the current literature exploring the link between user 
behaviour on social networks and the risk of their online victimisation. We investigated 
behaviours on social media, such as usage, as well as users' attitudes, for examples their 
ability to control individual information, technical efficacy, and perceptions of risk and risk 
propensity, and their association with becoming a victim of cybercrime.  
Previous research finds that online victimisation leads to various negative outcomes 
for the victim. Even when no financial or physical harm is inflicted directly, the negative 
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impact, in terms of social and emotional outcomes, can be significantly exacerbated by the 
amount of time spent online (Brown et al., 2014). The findings of this study show that the 
overall intensity of social media usage alone may not increase the risk of becoming a victim 
of cybercrime. However, when the effects are considered by the category of SNS, we find 
that the usage of the dominant multipurpose social media services (such as Facebook) is 
negatively related to victimisation. On the other hand activity on the knowledge-sharing 
purpose social media increases individual's chances of becoming a victim of cybercrime. Due 
to the strong interest of the press in the delinquency linked to the usage of the dominant 
social media sites, the public has grown wary of their inherent risks, and are now becoming 
more security conscious. In addition, there is an increasing amount of interest in the role of 
other users in the protection from victimisation (see, for example, Bastiaensens et al., 2014) 
and social learning (gaining skills by observing each other's behaviour). It is also possible 
that intensive users of the dominant multi-purpose social media services have a higher 
perception of friendship ties on these networks, which might in turn create safer perceived 
usage environment.  
We find no evidence that personal computer efficacy plays an important role in the 
risk of victimisation. We also find that the opportunity for online victimisation increases with 
higher risk propensity of users, and not to individual risk perception on social networking 
users. Importantly, the results show that the need for having and exercising control over 
personal information on social media is an important aspect which needs the attention of both 
SNS industry and policymakers to raise awareness, as well asto improve users’ skills to 
control information shared with SNS. Similarly, Hajli & Lin (2014) found a strong link 
between perceived control and perceived privacy risks, as well as a link between perceived 
control and information sharing behaviors. However we were able to go one step further: not 
only do users with high perceived control feel safer and share more - they are also less likely 
to become a victim of cyber-crime. This is an important finding, indicating that service 
providers and developers need to take more responsibility in implementing controls for 
safeguarding social networking users.  
There have been many reports of social networks making it ‘too difficult’ for users to 
exercise control over their private information, and of calls for this to be changed. Such a 
discourse is often couched in civil liberty and quasi-human rights terms. In parallel there are 
calls for SNS to introduce tools (e.g. anti-bullying reporting tools) and automatic security 
measures (such as dual factor identification requests when users log-in from unknown 
computers), and give greater control to users (Gradon, 2013; Cassidy et al., 2012; Whittle et 
 
 
al., 2012). This paper adds to these calls by suggesting that not only do privacy settings, their 
availability, ease of discovery and ease of use are important from a perceived privacy point of 
view, but they might be also important in making users more responsible for their personal 
information, as we have shown that users who perceive high levels of control are less likely 
to be victimised. Perhaps SNS should be more open about the risks faced by their users and 
through the application of the social amplification theory proceed to draw users' attention to 
the responsible online behaviours, while at the same time improving the industry efforts on 
the automatic prevention and detection techniques to safeguard users. 
 
Limitations and Directions for Future Research  
Our study has some limitations. We can only measure victimisation that is known to users. 
However, since we use an aggregate measure of victimisation this may more closely reflect 
the underlying trends rather than studying individual cyber-crimes separately. Also, the legal 
environment is identified as a variable affecting information security, but due to the complex 
nature of national and international legal frameworks pertaining to information security, it is 
not included in our research model. For the same reason, economic structure or technological 
status across countries is not considered when conducting this research. Testing such 
variables along with information security constructs considered in this study opens up 
opportunities for future research. Additionally, future survey design and analysis may wish to 
include questions regarding the frequency of victimisation and investigate how victimisation 
rates relate to various types of cyber-crimes and to the timeline of victimisation. The data 
used in this study did not explore the exact times of victimisation which may relate to 
changes in security settings and SNS countermeasures. Including objective measures of 
computer skills will also allow direct and potentially interesting comparison with the self-
reported data. Lastly, interpretive research is likely to prove very useful in explaining some of 
the intricate phenomena we have uncovered. It has long been recognised in information 
security research that an in-depth understanding of user behaviours and motivations can be 
gained through qualitative research such as discourse analysis (Bowen-Schrire et al., 2004). 
Furthermore, even though our data is gathered from the larger population of social media 
users on the Internet, the sample size is comparatively smaller compared to the billions of 
worldwide social media users and refers to a single time period. A longitudinal and larger 
scale study, for example, could provide additional insight into whether the effects of social 
networking usage on victimisation differ across crime categories and how perceptions of 
 
 
security, risk and control adjust after victimisation. Finally, future research should 
incorporate a control group (non-SNS users) in the design. Therefore, our results should be 
interpreted with caution, but should still stimulate future empirical work in the field. 
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Appendix. Scale items used as independent variable measures 
Construct  Measurement 
scale in 
original 
study 
Original Question Question adopted for this study Source 
Control over 
personal 
information 
(cpii) 
Strongly 
disagree to 
strongly agree 
(seven points) 
1. I believe I have control over who can get access to my personal 
information collected by these websites. 
2. I think I have control over what personal information is released 
by these websites. 
3. I believe I have control over how personal information is used by 
these websites. 
4. I believe I can control my personal information provided to these 
websites. 
1. I believe I have control over who can get access to my personal 
information collected by SNS. 
2. I think I have control over what personal information is released by 
SNS. 
 3. I believe I have control over how personal information is used by 
SNS. 
4. I believe I can control my personal information provided to SNS. 
Xu et al, 
2008 
Technical 
efficacy 
(tei) 
Strongly 
disagree to 
strongly agree 
(five points) 
1. I feel confident working on a personal computer. 
2. I feel confident understanding terms/ words relating to computer 
hardware. 
3. I feel confident understanding terms/words relating to computer 
software. 
4. I feel confident troubleshooting computer problems. 
1. I feel confident working on a personal computer. 
2. I feel confident understanding terms/ words relating to computer 
hardware. 
3. I feel confident understanding terms/words relating to computer 
software. 
4. I feel confident troubleshooting computer problems. 
Sam et al., 
2005 
Risk 
perception 
(rperi) 
Strongly 
disagree to 
strongly agree 
(seven points) 
1. In general, it would be risky to give (information) to online 
companies. 
2. There would be high potential for loss associated with giving 
(information) to online firms. 
3. There would be too much uncertainty associated with giving 
(information) to online firms. 
4. Providing online firms with (information) would involve many 
unexpected problems. 
1. In general, it would be risky to give (information) to SNS 
2. There would be high potential for loss associated with giving 
(information) to SNS. 
3. There would be too much uncertainty associated with giving 
(information) to SNS. 
4. Providing SNS with (information) would involve many unexpected 
problems. 
Malhotra 
et al., 
2004 
Risk 
propensity 
(rproi) 
Strongly 
disagree to 
strongly agree 
(number of 
scale points 
not reported) 
1. I am willing to take substantial risks to do online shopping. 
2. I am willing to accept some risk of losing money if online 
shopping is likely to involve an insignificant amount of risk. 
1. I am willing to take substantial risks to do online shopping. 
2. I am willing to accept some risk of losing money if online shopping 
is likely to involve an insignificant amount of risk. 
3. I am willing to accept some risk to my personal information if online 
shopping is likely to involve an insignificant amount of risk.  
4. I am more comfortable using a familiar SNS than something I am 
not sure about. 
5. I am cautious when trying new SNS. 
Chang & 
Chen, 
2008 
 
 
