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Abstract
Let G = G(d) be a random graph with a given degree sequence d, such
as a random r-regular graph where r ≥ 3 is fixed and n = |G| → ∞. We
study the percolation phase transition on such graphs G, i.e., the emer-
gence as p increases of a unique giant component in the random subgraph
G[p] obtained by keeping edges independently with probability p. More
generally, we study the emergence of a giant component in G(d) itself as
d varies. We show that a single method can be used to prove very precise
results below, inside and above the ‘scaling window’ of the phase tran-
sition, matching many of the known results for the much simpler model
G(n, p). This method is a natural extension of that used by Bolloba´s
and the author to study G(n, p), itself based on work of Aldous and of
Nachmias and Peres; the calculations are significantly more involved in
the present setting.
1 Introduction and results
In 1997, Aldous showed that inside the ‘scaling window’ of the phase transition,
i.e., when p = (1 + αn−1/3)/n with α = O(1), the rescaled sizes of the largest
components of G(n, p) converge to a certain distribution related to Brownian
motion. His proof was based on a natural exploration process, introduced in
the context of random graphs by Karp [16] and considered in a closely related
context a little earlier by Martin-Lo¨f [18], but with a twist: after finishing
exploring a component one starts exploring the next component in such a way
that a certain quantity related to the exploration behaves very much like a
random walk with independent increments.
Recently, Nachmias and Peres [22] used the same process (with the same
‘restarts’) to study G(n, p) outside the scaling window, giving a simpler proof
of somewhat weaker forms of known results for this case; in [6] Bolloba´s and
the author showed that with a little more work, much stronger results could be
proved by analyzing the same exploration process in a new way.
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Nachmias and Peres [23] adapted their approach to study the phase tran-
sition in random r-regular graphs, i.e., the emergence of a giant component
in the subgraph of a random r-regular graph obtained by selecting edges with
probability p; they showed in particular that the ‘window’ is when p = (1 +
Θ(n−1/3))/(r − 1). Independently, Janson and Luczak [14] used a different ap-
proach to prove the supercritical part of this result in a more general context.
In this paper we shall extend and generalize the results mentioned in the
previous paragraph. Firstly, rather than a random subgraph of a random regular
graph, we study the ‘configuration model’ of Bolloba´s [3], giving a random
(simple or multi-)graph with a given (here bounded) degree sequence; it is easy
to see that random subgraphs of random regular graphs can be viewed in this
way (see Fountoulakis [11]). Secondly, we prove much more precise results,
obtaining essentially the full strength of the corresponding results for G(n, p).
In particular, we show that above the window the size of the giant component
is asymptotically normally distributed, corresponding to the result of Pittel and
Wormald [26] for G(n, p), and prove results equivalent to those of Aldous [1] in
the critical case. The approach used here is very much that of Bolloba´s and the
author in [6], adapted to the configuration model.
Throughout we assume that we are ‘near’ the phase transition, in the range
corresponding to np→ 1 in G(n, p). Perhaps surprisingly, the proofs are easier
the closer the graphs are to critical. The method used here could probably be
extended to the more strongly supercritical case (covered for G(n, p) in [6]), but
further away from the phase transition other approaches (based on studying
small components) are likely to be simpler. We assume here that the maximum
degree remains bounded; this assumption can doubtless be weakened.
Before turning to the details, let us comment briefly on the history of this
problem. The existence and size of the giant component in the configuration
model were first studied by Molloy and Reed [20, 21], who found the size of the
largest component up to a o(n) error (not only near the phase transition, of
course). It is easy to check that a random subgraph of a random graph gener-
ated by the configuration model is again an instance of the configuration model.
Hence, studying the percolation phase transition in the (random) environment
of the configuration model reduces to studying the transition in the configura-
tion model itself as its parameters are varied. (This is spelled out in detail by
Fountoulakis [11]; see also Janson [13].) Nevertheless, percolation on random
r-regular graphs has received separate attention; for many proof techniques this
special case is much easier to handle. In this special case, the critical point of
the phase transition was established explicitly by Goerdt [12], and Benjamini
raised the question of finding the ‘window’ of the phase transition (see [25, 23]).
Results establishing the approximate width (either for this special case or more
generally for the configuration model itself) were given recently by Kang and
Seierstad [15], Pittel [25] and Janson and Luczak [14], in all cases with logarith-
mic gaps in the bounds. The exact width of the window, and the asymptotic size
of the largest component in all ranges, was found by Nachmias and Peres [23],
but only for the case of random subgraphs of random r-regular graphs. As men-
tioned above, here we not only extend this result to the configuration model, but
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greatly improve the precision, establishing not only the asymptotic size of the
largest component above and below the window, but also the scale and limiting
distribution of its fluctuations.
Let d = dn = (d
(n)
1 , . . . , d
(n)
n ) be a degree sequence, i.e., a sequence of non-
negative integers with even sum. For the moment we assume only that all de-
grees are at most some constant dmax ≥ 2. In the following results the sequence
of course depends on n, but often we suppress this in the notation, writing di
for the degree of vertex i, for example.
Let Gm
d
be the configuration multigraph with degree sequence d, introduced
by Bolloba´s [3], defined as follows. Let S1, . . . , Sn be disjoint sets with |Si| = di;
we call the elements of the Si stubs. Let P be a pairing of
⋃
Si, i.e., a partition
of
⋃
Si into parts of size 2, chosen uniformly at random from all such pairings.
Form the multigraph Gm
d
from P by replacing each pair {s, t} with s ∈ Si and
t ∈ Sj by an edge with endvertices i and j.
Let us write Li(G) for the number of vertices in the ith largest (when sorted
by number of vertices) component of a graph G, noting that the definition is
unambiguous even if there are ties in the component sizes. Our main aim is to
study the distribution of L1(G
m
d
).
When it comes to asymptotic results, we shall always make the following
two assumptions. Firstly, there is a constant dmax such that all degrees satisfy
d
(n)
i ≤ dmax. (1)
Secondly, there is a constant c0 > 0 such that
|{i : d(n)i /∈ {0, 2}}| ≥ c0n (2)
for all large enough n. There are two aspects to this second condition. Firstly,
degree-0 vertices play no role in the construction, so we could just as well rule
them out. However, in applications we shall consider sequences containing some
zeros, and to avoid an extra rescaling step (where n is replaced by the number
of non-zero degrees), it is convenient to allow them.
The situation with degree-2 vertices is somewhat similar: apart from the
possibility of cycle components, the multigraph Gm
d
is a random subdivision of
the multigraph Gm
d′
, where d′ is obtained by deleting all degree-2 vertices from
d. For the scaling behaviour, it is the number of (non-isolated) vertices in d′
that matters, not the number in d. The condition (2) ensures that n is (up to a
constant) the correct scaling parameter in conditions such as ε3n→∞ below.
Given a degree sequence d, let
µr = µr(d) = n
−1
n∑
i=1
(di)r (3)
denote the rth factorial moment of d, where (x)r = x(x− 1) · · · (x− r+1). Let
λ = λ(d) =
∑
di(di − 1)∑
di
=
µ2
µ1
. (4)
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As is well known (see, e.g., [20, 5]), the quantity λ corresponds to the average
‘branching factor’ in Gm
d
. Our main interest is the ‘weakly supercritical’ case
where λ → 1 from above, but (λ − 1)n1/3 → ∞, so we are outside the ‘scaling
window’ of the phase transition. However, we shall also prove results for the
critical and weakly subcritical cases.
We usually write λ = λ(n) as 1 + ε(n), and assume throughout that
λ =
µ2
µ1
→ 1 (5)
as n→∞, i.e., that ε→ 0.
Let η = η(n) denote the random variable obtained by choosing an element
of d at random, with each element chosen with probability proportional to its
value. Thus λ = E(η − 1) and ε = E(η − 2). The quantity
v0 = Var(η) = Var(η − 2) (6)
will play an important role in our results. An elementary calculation shows that
v0 =
µ3µ1 + µ2µ1 − µ22
µ21
.
Under our assumptions we have E(η − 2)→ 0 and, from (2), supP(η = 2) < 1,
which implies that Var(η − 2) = Θ(1). Since µ2/µ1 → 1, it follows that
v0 ∼ µ3
µ1
= Θ(1) (7)
as n→∞.
Writing pd = pd(n) = n
−1|{i : di = d}| for the fraction of vertices with
degree d, for λ > 1, let z be the smallest solution in [0, 1] to the equation
z =
∑
d
zd−1
dpd
µ1
, (8)
and set
ρ = ρ(d) = 1−
∑
d
zdpd. (9)
This quantity is most naturally seen as the survival probability of a certain
branching process (see [5]; z is essentially the probability that when we follow a
random edge, we end up in a small component). What we call ρ here is exactly
the quantity ǫD appearing in the result of Molloy and Reed [21]. Let
ρ∗ = ρ∗(d) =
∑
d
zdpd − µ1z
2
2
− 1 + µ1
2
; (10)
it will turn out that ρ∗n will give asymptotically the nullity (or excess) of the
giant component. Although we shall not prove this, this is also asymptotically
the number of vertices in the ‘kernel’.
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We shall show later (see Lemma 3.4(v) and (68)) that
ρ ∼ 2µ
2
1
µ3
ε and ρ∗ ∼ 2µ
3
1
3µ23
ε3. (11)
Molloy and Reed [21] showed, under different conditions, that L1(G
m
d
) = ρ(d)n+
op(n). (Their result allowed much larger degrees, and they did not assume that
ε→ 0; indeed, their result does not ‘bite’ in this case.) Our main result concerns
the fluctuations of L1(G
m
d
) around ρ(d)n in the weakly supercritical case.
Theorem 1.1. Let dmax ≥ 2 and c0 > 0 be fixed. For each n let d = dn be a
degree sequence satisfying (1) and (2). Define µi, λ, ρ and ρ
∗ as above, noting
that these quantities depend on n. Setting ε = λ − 1, suppose that ε → 0 and
ε3n→∞. Let L1 and N1 denote the order and nullity of the largest component
of Gm
d
. Then L′1 = L1 − ρn and N ′1 = N1 − ρ∗n are asymptotically jointly
normally distributed with mean 0,
Var(L′1) ∼ 2µ1ε−1n, Var(N ′1) ∼ 5ρ∗n ∼
10µ31
3µ23
ε3n, and Cov(L′1, N
′
1) ∼
2µ21
µ3
εn.
Furthermore,
L2(G
m
d ) = Op
(
ε−2 log(ε3n)
)
. (12)
Here, as usual, given a sequence (Zn) of random variables and a deterministic
function f(n), Zn = Op(f(n)) means that Zn/f(n) is bounded in probability,
i.e., for any δ > 0 there exists C such that P(|Zn| ≤ Cf(n)) ≥ 1 − δ for all
(large enough) n. We say that an event (formally a sequence of events) holds
with high probability or whp if its probability tends to 1 as n → ∞. We write
Zn = op(f(n)) if Zn/f(n) converges to 0 in probability, i.e., if for any δ > 0 we
have |Zn| ≤ δf(n) whp.
We assume a bounded maximum degree for simplicity. The proof extends
to the case where the maximum degree grows reasonably slowly; we have not
investigated this further.
The asymptotic correlation coefficient Cov(L′1, N
′
1)/
√
Var(L′1)Var(N
′
1) given
by Theorem 1.1 is simply
√
3/5. Although this case is not covered by our result,
if we take the degree distribution to be Poisson as in G(n, p) then when p ∼ 1/n
we have µi ∼ 1 for all i, and the variance and covariance formulae above are
consistent with those given by Pittel and Wormald [26, Note 4] for G(n, p).
The proof of Theorem 1.1 will show that for each d the number L1(d) of
degree-d vertices in the largest component satisfies
L1(d) = nd(1− zd) +Op(
√
n/ε), (13)
where nd = npd is the total number of degree-d vertices and z is defined by
(8). The parameter z corresponds to ξ in [14], so (13) refines the results there.
Our method would allow us to establish joint normality of these numbers with
variances and covariances of order n/ε, but we shall not give the details.
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We next consider the subcritical case. Writing, as before, pd = pd(n) for
the proportion of vertices with degree d, let qd = dpd/µ1 = P(η = d) be the
corresponding size-biased distribution. Let an be the (unique – see Section 7)
solution to
∑
(d− 2)qdean(d−2) = 0, and define
δn = − log
(∑
d
qde
an(d−2)
)
. (14)
Theorem 1.2. Let dmax ≥ 2 and c0 > 0 be fixed. For each n let d = dn
be a degree sequence satisfying (1) and (2). Define µi and λ as above, noting
that these quantities depend on n. Setting ε = 1 − λ, suppose that ε → 0 and
ε3n→∞. Then for all x ∈ R we have
P
(
L1(G
m
d
) ≤ δ−1n (log Λ−
5
2
log log Λ + x)
)
= exp
(−ce−x)+ o(1), (15)
where Λ = ε3n, c = c(d) = Θ(1) is given by (90), and δn, defined in (14),
satisfies
δn ∼ ε
2
2v0
∼ ε
2µ1
2µ3
. (16)
In particular,
L1(G
m
d
) = δ−1n (log Λ−
5
2
log log Λ +Op(1)), (17)
and L1(G
m
d
) = (2µ3/µ1 + op(1))ε
−2 log Λ.
The bound (12) in Theorem 1.1 is proved by applying Theorem 1.2 to what
remains of the supercritical graph after deleting the largest component, so in
Theorem 1.1 we in fact obtain bounds of the type (15),(17) but with c, δn and
Λ defined for the ‘dual’ distribution with ndz
d vertices of each degree d; see (13)
and the remark at the start of Subsection 1.1.
Theorem 1.2 is the equivalent of (the corrected form of, see [5])  Luczak’s
extension [17] of Bolloba´s’s result [4] for G(n, p) in the subcritical case.
Finally, in the critical case, we obtain an analogue of the results of Aldous [1]
for G(n, p). The statement requires a few definitions, analogous to those in [1].
Let (W (s))0≤s<∞ be a standard Brownian motion. Given real numbers α0,
α1 and α2 with α0 > 0, let
Wα0,α1,α2(s) = α
1/2
0 W (s) + α1s−
α2s
2
2
(18)
be a rescaled Brownian motion with drift α1 − α2s at time s, and set
B(s) = Bα0,α1,α2(s) =Wα0,α1,α2(s)− min
0≤s′≤s
Wα0,α1,α2(s
′). (19)
Also, define a process N(s) of ‘marks’ so that, given B(s), N(s) is a Poisson
process with intensity βB(s)ds, where β > 0 is constant. (For the formal details,
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see [1].) Finally, order the excursions γj of B(s), i.e., the maximum intervals on
which B(s) is strictly positive, in decreasing order of their lengths |γj |. Writing
N(γj) for the number of marks in γj , this defines a joint distribution(|γj |, N(γj))j≥1 (20)
that depends on the parameters α0, α1, α2 and β.
Theorem 1.3. Suppose that d = dn satisfies assumptions (1) and (2) above.
Suppose also that n1/3(λ− 1) converges to some α1 ∈ R, that µ3/µ1 → α0, that
µ3/µ
2
1 → α2, and that 1/µ1 → β. Ordering the components by number of ver-
tices, for any fixed r the sequence (n−2/3|Cj |, n(Cj))rj=1 converges in distribution
to the first r terms of the sequence (|γj |, N(γj)) defined above, where n(Cj) is
the nullity of Cj.
Note that in the light of (7), assuming µ3/µ1 → α0 is equivalent to assuming
v0 → α0.
We have written Theorem 1.3 with the scaling that arises most naturally
in the proof. From the scaling properties of Brownian motion, one can check
that Bα0,α1,α2(s) is equal in distribution (as a process) to α
′B1,α′
1
,1(α
′
0s) where
α′ = α
2/3
0 α
−1/3
2 , α
′
0 = α
2/3
2 α
−1/3
0 and α
′
1 = α1α
−1/3
0 α
−1/3
2 . Hence, if we con-
sider only the component sizes, there is a single-parameter family of limiting
processes, characterized by α′1, the limiting value of n
1/3(λ − 1)µ1µ−2/33 . Not-
ing that the excursion lengths are scaled by α′0, Theorem 1.3 shows that if
n1/3(λ − 1)µ1µ−2/33 → α, then (n−2/3µ1/33 µ−11 Li)ri=1 converges to the first r
sorted excursion lengths of B1,α,1. These excursion lengths are exactly the
rescaled component sizes appearing in Aldous’s result for G(n, 1/n+ αn−4/3).
If we also consider the nullities, or mark counts, then there is a two-parameter
family of possible limits.
1.1 Applications and Extensions
Let d satisfy the assumptions above (in particular, (1), (2), (5) and Λ = ε3n→
∞). Observing at all times the restriction that all degrees are at most dmax,
changing m entries of d changes the proportion pd of degree-d vertices by
O(m/n), and hence changes the quantities µ1, µ2 and µ3, which are all of order
1, by O(m/n). It follows that ε = λ − 1 = µ2/µ1 − 1 changes by an absolute
amount that is O(m/n), so if m = o(εn) the relative change in ε is O(m/(εn)).
It is easy to see, and will follow from the results later in the paper, that the
relative change in ρ, ρ∗, Λ = ε3n or δn is of this same order O(m/(εn)), as one
would expect from the formulae (11) and (16).
When m = o(
√
n/ε), the changes in ρn and ρ∗n are small compared to the
relevant standard deviations, and it follows that Theorem 1.1 applies just as
well to Gm
d′
for any d′n obtained from dn by changing o(
√
n/ε) entries, even
when all quantities in the conclusion of the theorem are calculated for d rather
than for d′. Similarly, if m = O(
√
n/ε) then the relative change in δn is
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O(1/
√
Λ) = o(1/ log Λ), and it is not hard to check that Theorem 1.2 applies
to Gm
d′
in this case; for Theorem 1.3, the corresponding condition is simply
m = o(n2/3), so that the limit of n1/3(λ−1) is unchanged. Note thatm = O(√n)
satisfies the bound on m in all three cases.
One application of these observations concerns random subgraphs of random
r-regular graphs, or indeed random subgraphs of configuration (multi-)graphs.
Let d be the (random) degree sequence of the graph Gmr [p] obtained by start-
ing with an r-regular configuration multigraph, selecting edges independently
with probability p, and retaining the selected edges. Conditional on d, the dis-
tribution of Gmr [p] is simply that of Gd. Hence, as noted by Fountoulakis [11],
one can study Gmr [p] by studying G
m
d
.
It is very easy to check that for 0 ≤ d ≤ r, the proportion pd of degree-d
vertices in d satisfies
pd = p
0
d +Op(n
−1/2) where p0d =
(
r
d
)
pd(1− p)r−d.
It follows that the quantities µi defined above satisfy
µi = µ
0
i +Op(n
−1/2) where µ0i = p
i(r)i = p
ir(r − 1) · · · (r − i+ 1).
Note that λ0 = µ02/µ
0
1 = p(r − 1), and when λ0 → 1, i.e., p ∼ 1/(r − 1), then
µ01 ∼ r/(r − 1) and µ03 ∼ r(r − 2)/(r − 1)2. From the remarks above, even
though the actual number of vertices of each degree is random, Gm
d
will satisfy
the conclusions of Theorem 1.1–1.3 for the idealized sequence with pd replaced
by p0d. Hence, defining ρ
0 by (8) and (9) with pd replaced by p
0
d, Theorems 1.1–
1.3 have the following consequence. (We omit the nullity result and the analogue
of (15) for simplicity; these also carry over.)
Corollary 1.4. Let r ≥ 3 be fixed and let p = (1+ε)/(r−1) where ε = ε(n)→ 0.
Let G be the random subgraph of the random r-regular configuration multigraph
on n vertices obtained by selecting edges independently with probability p.
If ε > 0 and ε3n→∞ then
L1(G)− ρ0n
σ
√
n
d→ N(0, 1),
where ρ0 (defined above) satisfies ρ0 ∼ 2εr/(r − 2), and σ2 = 2ε−1r/(r − 1).
If ε < 0 and |ε|3n→∞ then
L2(G) = δ
−1
n (log Λ−
5
2
log log Λ +Op(1)),
where Λ = |ε|3n and δn, defined by (14) with p0d in place of pd, satisfies δn ∼
r−1
2(r−2)ε
2.
Finally, if n1/3ε → α1 ∈ R then the sizes and nullities of the components
sorted in decreasing order of size converge in distribution to the distribution
described in (20) with α0 = (r− 2)/(r− 1), α2 = (r− 2)/r and β = (r− 1)/r.
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Note that this result is consistent with, but much sharper than, the results
of Nachmias and Peres [23]. Of course, one can formulate a similar corollary
concerning the random subgraph Gm
d
[p] of Gm
d
, for any degree sequence d sat-
isfying (1) and (2); passing to the subgraph multiplies µi by p
i, just as in the
r-regular case, and p must be chosen so that the value of the ‘branching factor’
λ in the subgraph (p times that in the original) is of the form 1+ ε with ε→ 0.
As shown by Bolloba´s [3] (see also [2]), when the maximum degree is bounded,
the probability that the configuration multigraph Gm
d
is simple is bounded away
from 0, and conditional on this event, Gm
d
has the distribution of Gd, a uni-
formly random simple graph with degree sequence d. It follows that any ‘whp’
results for Gm
d
transfer to Gd. This applies to Theorem 1.2, in the weaker form
(17), but not to the other results above. More precisely, as shown in [3] (or,
after translating from the enumerative to probabilistic viewpoint, [2]), when
the maximum degree is bounded, the probability p that Gm
d
is simple satisfies
p ∼ exp(−θ− θ2), where θ =∑i (di2 )/∑i di, which in our notation is µ2/(2µ1).
The proofs of Theorems 1.1–1.3 involve ‘exploring’ part of the graph. We
can end these explorations when certain entire components have been revealed,
comprising in total o(n) vertices. It is easy to check that the probability of
encountering a loop or multiple edge in the exploration is o(1). Moreover, the
unexplored part of the graph may be seen as a configuration multigraph G′.
Since only o(n) vertices have been explored, the (conditional) probability thatG′
is simple is p+o(1): the corresponding θ is within o(1) of the original θ. It follows
that if E is some not too unlikely event defined in terms of our exploration, then
the probability that E holds and Gm
d
is simple is (P(E)+o(1))(p+o(1)) ∼ pP(E).
Thus conditioning on Gm
d
being simple hardly changes the probability of E .
Using this observation it is easy to transfer the results above to random simple
graphs; we omit the details.
Theorem 1.5. All the results above apply unchanged if Gm
d
is replaced by the
random simple graph Gd. 
Note that in the analogue of Corollary 1.4 this means that we consider a
random subgraph of a random r-regular simple graph. Here one must be slightly
careful with the argument: we need to explore the subgraph, but then check
whether the original graph is simple.
The rest of the paper is organized as follows. In the next section we define
the exploration process that we study, and two corresponding random walks
(Xt) and (Yt). In Section 3 we establish some key properties of (Xt), includ-
ing the ‘idealized trajectory’ that we expect it to remain close to. Using these
properties, and assuming Theorem 1.2 for the moment, we prove Theorem 1.3
in Section 4 and Theorem 1.1 in Section 5. In Section 6 we prove a local limit
theorem (Lemma 6.3) for certain sums of independent random variables. Fi-
nally, in Section 7 we prove Theorem 1.2. The proof (which uses the local limit
theorem) is rather different from that of the other main results: we use domi-
nation arguments to study the initial behaviour of (Xt), rather than following
its evolution as in the main part of the paper. This is the reason for postponing
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the proof, even though (a weak form of) the result is needed in the proofs of
Theorems 1.1 and 1.3, to rule out ‘other’ large components.
2 The exploration process
Consider the following exploration process for uncovering the components of
G = Gm
d
. This is a slight variant of the standard process, in that we check for
‘back-edges’ forming cycles as we go. A form of this variant was used by Ding,
Kim, Lubetzky and Peres [9] in their study of the diameter of G(n, p); we could
in fact use a more standard exploration here, but the variant results in slightly
cleaner calculations.
We shall define an exploration so that after t steps of the process, t vertices
have been ‘reached’; the other n − t are ‘unreached’. Furthermore, a certain
random number of stubs will have been paired with each other, and each un-
paired stub will be either ‘active’ or ‘unreached’; the active stubs are attached
to reached vertices, the unreached ones to unreached vertices. We write At for
the number of active stubs, and Ut for the number of unreached stubs. The
process we define will be such that in the complete pairing P , the active stubs
are paired to a subset of the unreached stubs, and the remaining unreached
stubs are paired with each other. Moreover, the conditional distribution of the
pairing P given the first t steps of the process is such that all pairings of the
active and unreached stubs satisfying this condition are equally likely.
At step t+ 1 of the process, if At > 0 then we pick an active stub at+1, for
example the first in some order fixed in advance. Then we reveal its partner
ut+1 in the random pairing P , which is necessarily unreached. Let vt+1 be the
corresponding unreached vertex. The stubs at+1 and ut+1 are now paired (so in
particular at+1 is no longer active), and the remaining stubs ut+1,1, . . . , ut+1,rt+1
attached to vt+1 are provisionally declared active. But now
(i) we check whether any other (previously) active stubs are paired to any
of the ut+1,i, and then
(ii) we check whether any of the remaining ut+1,i are paired to each other.
We declare any pairs found in (i) or (ii) ‘paired’, and continue. These pairs
correspond to ‘back-edges’.
If At = 0 then we simply pick vt+1 to be a random unreached vertex, chosen
with probability proportional to degree, provisionally declare all its stubs active,
and then perform the second check (ii) above. In this case we say that we ‘start
a new component’ at step t+ 1.
For (partial) compatibility with the notation in [6], let ηt+1 denote the degree
of vt+1. We write θt+1 for the number of back-edges found during step t + 1,
and Yt =
∑
i≤t θi for the total number of back-edges found during the first t
steps.
Let Ct be the number of components that we have started exploring within
the first t steps, and set
Xt = At − 2Ct. (21)
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Considering separately the cases At > 0 and At = 0, and noting that finding a
back-edge pairs off two stubs, we see that
Xt+1 −Xt = ηt+1 − 2− 2θt+1, (22)
while by the definition of Yt,
Yt+1 − Yt = θt+1. (23)
Let Ft denote the (finite, of course) sigma-field generated by the information
revealed by step t. Let Ud,t denote the number of unreached vertices of degree
d after t steps, so, recalling that Ut denotes the (total) number of unreached
stubs, we have
Ut =
∑
d
dUd,t. (24)
In both cases above, the vertex vt+1 is chosen from the unreached vertices and,
given Ft, the probability that any given vertex is chosen is proportional to its
degree. Hence
P(ηt+1 = d | Ft) = dUd,t/Ut. (25)
In particular,
E(ηt+1 − 1 | Ft) = U−1t
∑
d
d(d− 1)Ud,t.
In the analysis that follows, we shall impose the assumption
t ≤ c0n/2, (26)
where c0 is the constant in (2). Since at least c0n vertices have degree at least 1,
(26) implies that
Ut ≥ c0n/2, (27)
and in particular that Ut = Θ(n). This will simplify some formulae in the
calculations.
Suppose that At > 0. Then, given Ft and vt+1, the expected number of
pairs discovered during check (i) above is exactly
(At − 1)ηt+1 − 1
Ut − 1 = (ηt+1 − 1)At/Ut +O(1/n),
using Ut = Θ(n) for the approximation. Indeed, each of the At − 1 other stubs
that were active before this step is equally likely to be paired to any of the Ut−1
remaining unreached stubs. We could write an exact formula for the expected
number of pairs found during check (ii), but there is no need: instead we simply
note that the expectation is O(1/n). It follows that
E(θt+1 | Ft, ηt+1) = (ηt+1 − 1)At/Ut +O(1/n), (28)
and hence that
E(θt+1 | Ft) = E(ηt+1 − 1 | Ft)At/Ut +O(1/n). (29)
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The last two formulae are also valid when At = 0: this time there is no check
(i), and the expected number of back-edges found during check (ii) is O(1/n).
From (22) and (21) it follows that
E(Xt+1 −Xt | Ft) = −1 + E(ηt+1 − 1 | Ft)(1− 2Xt/Ut) +O(Ct/n). (30)
We use Ct ≥ 1 for t ≥ 1 to avoid writing a separate O(1/n) error term, not that
it matters.
Simply knowing the expected changes at each step is good enough to allow
us to deduce fairly tight bounds on the size of the giant component. But for
asymptotic normality we need a bound on the variance. We could give a formula
that is useful when At is comparable with Ut, but we shall not need this. Instead,
we simply note that the number θt+1 of pairs found during our checks (i) and
(ii) is bounded, and for t = o(n), which implies At = o(Ut), we have θt+1 = 0
whp. Since ηt+1 is bounded, it follows easily that for t = o(n) we have
Var(Xt+1 −Xt | Ft) = Var(ηt+1 | Ft) + o(1) = v0 + o(1),
where v0 is defined in (6), and the second equality follows from the fact that
only o(n) vertices have been ‘used up’ by time t.
Since At ≥ 0, with equality only when we have just finished exploring a
component, the times t1, . . . , tc(G) at which we finish exploring components are
given by
ti = min{t : Xt = −2i}. (31)
Since exactly one vertex is revealed at each stage, if Ci denotes the ith component
explored, then
|Ci| = ti − ti−1,
where we set t0 = 0.
Recall that Yt denotes the number of back-edges found within the first t
steps. Then Yti − Yti−1 is simply the nullity of Ci:
n(Ci) = Yti − Yti−1 . (32)
In the rest of the paper we shall study the behaviour of the random walks
(Xt) and (Yt), and use this to prove our main results.
3 Trajectory and deviations
As in [6], we shall write the difference Xt+1 − Xt as Dt + ∆t, where Dt =
E(Xt+1 − Xt | Ft), so the ∆t may be regarded as a sequence of martingale
differences. It is more or less automatic that
∑
i≤t∆i is asymptotically normally
distributed, so we need to understand the sum of the Dt. Each Dt depends on
Xt, but it turns out that the dependence is not very strong. So if we can find an
‘ideal’ trajectory (corresponding to all ∆t being equal to zero), then bounding
the deviations of (Xt) from this trajectory will not be too difficult.
The first problem is that the term Ut appearing in (25) is not so simple. We
start with some lemmas. The first is a standard result about order statistics.
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Lemma 3.1. Let Z1, . . . , Zn be i.i.d. samples from a distribution Z on [0, 1]
with distribution function G(x) = P(Z ≤ x), and let Nn(x) = |{i : Zi ≤ x}|.
Then for any (deterministic) function y = y(n) we have
sup
0≤x≤y
|Nn(x) − nG(x)| = Op(
√
nG(y)). (33)
Proof. LetA have a Poisson distribution with mean n, and givenA, let Z ′1, . . . , Z
′
A
be i.i.d. with distribution Z, so the set {Z ′i} forms a Poisson process on [0, 1]. (If
Z has a density function g(x) = G′(x), then the intensity measure of the Poisson
process is ng(x)dx.) Writing N ′(x) for the number of Z ′i in [0, x], consider the
random function F (x) = N ′(x)− nG(x). From basic properties of Poisson pro-
cesses, this function is a continuous-time martingale on [0, 1] with independent
increments. Hence Doob’s maximal inequality [10, Ch. III, Theorem 2.1] gives
P(sup
x≤y
|F (x)| ≥ t) ≤ Var(F (y))
t2
=
nG(y)
t2
,
since Var(F (y)) = Var(N ′(y)), and up to an additive constant, N ′(y) is simply
Poisson with mean nG(y). It follows that
sup
x≤y
|F (x)| = Op(
√
nG(y)). (34)
The expected value of |A − n| is O(√n). When A > n, delete a random
subset of the points {Z ′i} of size A − n. When A < n, add n − A i.i.d. new
points to {Z ′i} with distribution Z. In this way we obtain a set of n i.i.d.
samples from Z. Given A, the added/deleted points have distribution Z, so the
expected number in [0, y] is |A− n|G(y). Hence the unconditional expectation
of the number of points added or deleted in [0, y] is O(
√
nG(y)) = O(
√
nG(y)).
Hence (33) follows from (34).
In our exploration process, the next vertex vt+1 is always chosen with prob-
ability proportional to its degree. Hence the (distribution of) the random se-
quence σ = (v1, . . . , vn) has the following alternative description: first assign
a random order to all stubs. Then sort the vertices so that v comes before w
if and only if v’s earliest stub comes before w’s earliest stub. In turn, we may
realize the random order on the stubs by assigning i.i.d. U [0, 1] variables to the
stubs; we shall call these variables stub values.
For each t, there is a random ‘cut-off’ Zt ∈ [0, 1] so that a vertex v is among
v1, . . . , vt if and only if its smallest stub value is at most 1−Zt. Fixing a cut-off
value z, the expected number of vertices with all stub values at least 1 − z is
exactly
∑
d ndz
d, so we expect to have
n− t ∼
∑
d
ndZ
d
t .
Let f(z) = fn(z) denote the probability generating function of the degree
distribution d, so
f(z) =
dmax∑
d=1
nd
n
zd. (35)
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Recall that Ud,i denotes the number of unreached degree-d vertices after i steps,
i.e., the number of degree-d vertices not among the first i elements of our random
order on the vertices.
Theorem 3.2. Let d = dn be any degree sequence of length n with all degrees
between 1 and some constant dmax, and let (v1, . . . , vn) be the random order on
the vertices defined above. Define a function τ 7→ z(τ) from [0, 1] to [0, 1] by
f(z(τ)) + τ = 1, where f is the probability generating function of d. Then for
any t = t(n) ≥ 1 we have
max
1≤d≤dmax
max
1≤i≤t
|Ud,i − ndz(i/n)d| = Op(
√
t),
where nd is the number of degree-d vertices in d.
Proof. Construct the sequence v1, . . . , vn from stub values as above. Let Z
(d)
denote the distribution obtained by taking the minimum of d independent U [0, 1]
random variables. Note that Z(d) has distribution function Gd(x) = 1−(1−x)d.
For each d, let Zd,i denote the minimum stub value of the ith degree-d
vertex. Then Zd,1, . . . , Zd,nd are i.i.d. with distribution Z
(d). Let md(x) denote
the number of degree-d vertices whose smallest stub value is at most x. Then
by Lemma 3.1, for any (deterministic) y = y(n) and any d we have
Ed,y = sup
0≤x≤y
|md(x)− ndGd(x)| = Op(
√
ndGd(y)).
Summing over d, and using
∑k
i=1
√
ai ≤
√
k
√∑
ai, we have
Ey =
∑
d
Ed,y = Op(
√
nG(y)),
where
G(x) =
dmax∑
d=1
nd
n
Gd(x) = 1− f(1− x). (36)
Let m(x) =
∑
dmd(x). Then by the triangle inequality we have
sup
0≤x≤y
|m(x)− nG(x)| ≤ Ey. (37)
Define y by nG(y) = t, so Ey = Op(
√
t). For 1 ≤ i ≤ t set xi = 1− z(i/n).
From (36) we have G(xi) = 1 − f(z(i/n)), so by the definition of the function
z, we have G(xi) = i/n, i.e., nG(xi) = i. Note that x1 < x2 < · · · < xt = y.
From (37), for every i ≤ t we have |m(xi)−i| ≤ Ey. Furthermore, the number
of degree-d vertices among the first m(xi) vertices, namely md(xi), differs from
ndGd(xi) by at most Ed,y ≤ Ey. It follows that the number of degree-d vertices
among the first i vertices differs from ndGd(xi) by at most 2Ey, i.e.,
|(nd − Ud,i)− ndGd(xi)| ≤ 2Ey.
The difference on the left is exactly |Ud,i−ndz(i/n)d|, so the result follows.
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Returning to our process, recall that the vertices v1, v2, . . . are chosen ac-
cording to the random distribution considered above. Recall also that when
(26) holds, then Ut = Θ(n).
Corollary 3.3. Define z(τ) by f(z(τ)) + τ = 1. Then for any t ≤ c0n/2,
writing z for z(i/n), we have
sup
i≤t
∣∣∣∣Uin − zf ′(z)
∣∣∣∣ = Op(√t/n) (38)
and
sup
i≤t
∣∣∣∣E(ηi+1 − 1 | Fi)− zf ′′(z)f ′(z)
∣∣∣∣ = Op(√t/n). (39)
Furthermore, if t = o(n), then
sup
i≤t
∣∣Var(ηi+1 − 1 | Fi)− v0∣∣ = O(t/n) = o(1),
where v0 is defined by (6).
Proof. By Theorem 3.2 there is some random Kt such that Kt = Op(
√
t) and,
for all i ≤ t and all d ≤ dmax,
|Ud,i − ndz(i/n)d| ≤ Kt. (40)
Fix i and write z for z(i/n). Noting that zf ′(z) = n−1
∑
d dndz
d, (24) and (40)
give
|Ui/n− zf ′(z)| = 1
n
∣∣∣∣∣
dmax∑
d=1
dUd,i −
∑
d
dndz
d
∣∣∣∣∣ ≤ d2maxKt/n.
Since Kt = Op(
√
t), this proves (38).
For (39), note that P(ηi+1 = d | Fi) is by definition equal to dUd,i/Ui (see
(25)), so when (40) holds, P(ηi+1 = d | Fi) is within O(Kt/n) of
qd(z) =
dndz
d∑
d′ d
′nd′zd
′
.
The bound (39) follows by noting that∑
d
(d− 1)qd(z) =
∑
d(d− 1)ndzd∑
d dndz
d
=
z2f ′′(z)
zf ′(z)
=
zf ′′(z)
f ′(z)
.
The variance bound is immediate from the fact that by time t we have ‘used
up’ O(t) vertices of each degree, changing the conditional variance by at most
O(t/n).
Let us now define the idealized trajectory that we have in mind. Recall that
f(z) = fn(z) is defined by (35), and z = z(τ) by
f(z) + τ = 1 (41)
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for 0 ≤ τ ≤ 1, so
dz
dτ
= − 1
f ′(z)
. (42)
We shall think of τ as a rescaled time parameter, taking τ = t/n, but will write
our trajectory as a function of z. In the light of our assumption (26), we need
only consider τ ≤ c0/2. It is easy to check that this implies z ≥ 1/2. In fact,
we can always assume that τ = o(1) and so z = 1− o(1).
Let µ1 = f
′(1) = n−1
∑
dnd be the average degree in our graph G = G
m
d
,
and define functions x(τ) and u(τ) by
x = zf ′(z)− f
′(z)2
µ1
(43)
and
u = zf ′(z). (44)
Using elementary calculus, it is straightforward to check that these functions
satisfy x = 0 when τ = 0, i.e., when z = 1, and
dx
dτ
=
dx
dz
dz
dτ
= −1 + zf
′′(z)
f ′(z)
(
1− 2x
u
)
. (45)
Recall that f may depend on n. Since at least c0n vertices have degree
between 1 and dmax, for z ≥ 1/2 (which is the only range we consider), we have
f ′(z) ≥ c02−dmax , so f ′(z) is bounded below away from zero. Also, any given
derivative of f(z) is bounded by a constant depending only on dmax. Using (42)
it follows easily that the derivative of any fixed order of x with respect to τ is
bounded uniformly in (large enough) n.
One can check that
−(f ′)3µ1 d
2
dτ2
x = 2(f ′)2f ′′′ + µ1z(f
′′)2 − µ1f ′f ′′ − µ1zf ′f ′′′.
Substituting z = 1 and noting that µi = f
(i)(z)|z=1, we have
−µ41
d2
dτ2
x
∣∣∣∣
z=1
= 2µ21µ3 + µ1µ
2
2 − µ21µ2 − µ21µ3 = µ1(µ1µ3 + µ22 − µ1µ2).
By assumption λ = µ2/µ1 ∼ 1, and as noted in Section 1, µ3 = Θ(1) (see (7)).
Hence
d2
dτ2
x
∣∣∣∣
τ=0
∼ −µ3
µ21
= −Θ(1). (46)
Let us collect together some basic properties of the trajectory x. We write
x˙ for the derivative of x with respect to τ .
Lemma 3.4. Suppose that d satisfies the assumptions (1) and (2), and that
λ = λ(d)→ 1. Then
(i) x(0) = 0,
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(ii) x˙(0) = λ− 1 and
(iii) x¨(τ) = −µ3
µ2
1
+ o(1), uniformly in τ = o(1).
Suppose in addition that ε = λ − 1 > 0 and that ε3n → ∞, and let ρ = ρn be
defined by (9). Then also
(iv) x(ρ) = 0,
(v) ρ ∼ 2µ21µ3 ε,
(vi) x˙(ρ) ∼ −ε and
(vii) x(τ) > ετ/2 whenever 0 ≤ τ = o(ε).
Proof. We have noted (i) already. Substituting z = 1 (corresponding to τ = 0)
into (45) gives (ii). (iii) follows from (46) and the fact (noted above) that the
third derivative of x is uniformly bounded over τ = o(1).
Turning specifically to the supercritical case, (iv) follows easily from (43) and
(9). Indeed, recalling that f is the generating function of our degree distribution,
(8) says exactly that z is the smallest positive solution to z = f ′(z)/µ. From
(43) we have x = 0 at this value of z. Now (9) says that ρ = 1− f(z) which, by
our change of variable formula (41), is exactly the corresponding value of τ .
(v)–(vii) follow from (i)–(iv) and Taylor’s Theorem.
For 1 ≤ t ≤ c0n/2 set xt = nx(t/n) and ut = nu(t/n); our aim is to show
that Xt will be close to xt and Ut close to ut; the functions x and u are the
corresponding ‘scaling limits’. Since, as a function of τ , x has uniformly bounded
second derivative, we have
xt+1 − xt = dx
dτ
∣∣∣∣
τ=t/n
+O(1/n).
Hence, from (45), writing z for z(t/n), and defining wt =
zf ′′(z)
f ′(z) , we have
xt+1 − xt = −1 + wt
(
1− 2xt
ut
)
+O(1/n), (47)
which is strongly reminiscent of (30). Our aim is to show that (Xt) will whp re-
main close to (xt), and use this, and the asymptotic normality of the deviations,
to prove Theorem 1.1.
For the rest of the section we fix some tmax = tmax(n) = o(n) (see the next
two sections for specific values). In what follows, we shall only consider values
of t up to tmax.
Set
Dt = E(Xt+1 −Xt | Ft),
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noting that Dt is random. Corollary 3.3 shows that for any deterministic t =
t(n) with t ≤ tmax, there is some random Kt satisfying
Kt = Op(
√
t/n) (48)
such that |Ui − ui|/n ≤ Kt and |E(ηi+1 − 1 | Fi) − wi| ≤ Kt for all i ≤ t.
Recalling that Ui ≥ c0n/2 in the range we consider, and noting that ηi+1 is
bounded by dmax, it follows using (30) and (47) that for i ≤ t ≤ tmax we have
|Di − (xi+1 − xi)| ≤ c
( |Xi − xi|
n
+Kt +
Ci
n
)
, (49)
for some constant c that depends only on dmax and c0. Since X0 = 0, we may
write Xt as
Xt =
∑
i<t
(Di +∆i) =
∑
i<t
Di + St,
where
St =
∑
i<t
∆i.
Let
X˜t = xt + St, (50)
which we shall think of as a (rather precise) random approximation to Xt, and
define the ‘error term’ Et by
Et = Xt − X˜t =
∑
i<t
Di − xi. (51)
Recall that xt is deterministic. The key point is that the distribution of St
is easy to control, since (St) is a martingale with bounded differences. Let
Mt = max
0≤i≤t
|Si|.
Lemma 3.5. For any (deterministic) t = t(n) and any m ≥ 0 we have
P(Mt ≥ m) ≤ d2maxt/m2. (52)
In particular, Mt = Op(
√
t). Furthermore, for any α = α(n) > 0 and any
ω = ω(n)→∞, the event {Mt ≤ αt/4 for all ω/α2 ≤ t ≤ tmax} holds whp.
Proof. Since the differences ∆i are bounded by dmax, their (conditional) vari-
ances are at most d2max, so Var(St) ≤ d2maxt. Applying Doob’s maximal inequal-
ity gives (52). That Mt = Op(
√
t) follows immediately.
For the last part, let ti = 2
iω/α2, and let Ei be the event thatMti+1 ≥ αti/4.
Then (52) gives
P(Ei) ≤ d
2
maxti+1
α2t2i /16
≤ 32d
2
max
2iω
.
It follows that
∑
P(Ei) = o(1), so whp no Ei holds, giving the result.
18
Lemma 3.6. Let t = t(n) satisfy t → ∞ and t = o(n). Then St is asymptoti-
cally normal with mean 0 and variance v0t, where v0 is given by (6).
Proof. Recall that (St) is a martingale with S0 = 0, and the differences ∆i are
bounded. Moreover, by Corollary 3.3, Var(∆i+1 | Fi) ∼ v0 when i = o(n). The
result thus follows from a standard martingale central limit theorem such as
Brown [7, Theorem 2].
We now turn to the error terms Et. Using the second expression for Et in
(51), summing (49) over 1 ≤ i < t, and noting that |Xi − xi| = |Si + Ei|, for
t ≤ tmax we see that
|Et| ≤ c
(
t
n
max
i<t
|Xi − xi|+ tKt + tCt−1
n
)
≤ ct
n
max
i<t
|Ei|+ c
(
tMt
n
+ tKt +
tCt−1
n
)
.
Since ct/n ≤ ctmax/n = o(1) is less than 1/2 if n is large, then for n large enough
(which we assume from now on), it follows by induction on i that
|Ei| ≤ 2c
(
tMt
n
+ tKt +
tCt−1
n
)
(53)
for 0 ≤ i ≤ t.
Set
M∗t = 2c
(
tMt
n
+ tKt
)
. (54)
Note thatM∗t is increasing in t. Also, for 0 ≤ t ≤ tmax, (53) (applied with i = t)
gives
|Et| ≤M∗t + 2ctCt−1/n. (55)
For any (deterministic) t = t(n), it follows from (48) and Lemma 3.5 that
M∗t = Op(t
3/2/n). (56)
4 The critical case
Using the bounds from the previous section, it is very easy to prove Theorem 1.3.
The hardest part is establishing that the description of the limit actually makes
sense; this follows from the results of Aldous [1] by simple rescaling. Since all
probabilistic technicalities are same as in [1], we shall not mention them. Indeed,
we take a combinatorial point of view in the estimates that follow.
Proof of Theorem 1.3. Recall that by assumption n1/3(λ− 1)→ α1 ∈ R, while
µ3/µ1 → α0 and µ3/µ21 → α2 with α0, α2 > 0. For the moment, let ω be a large
constant. A little later we shall allow ω to tend to infinity slowly.
Define a random function S(s) on [0, ω] by setting S(t/n2/3) = n−1/3St for
0 ≤ t ≤ ωn2/3, and interpolating linearly between these values. Recall that St
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is a martingale with bounded differences and that for t ≤ ωn2/3 = o(n), the
conditional variances of the differences are v0 + o(1) ∼ µ3/µ1 ∼ α0 (see (7)).
It follows easily that S converges to α
1/2
0 W where W is a standard Brownian
motion on [0, ω], in the sense that these random functions can be coupled so
that sups∈[0,ω] |S(s)−α1/20 W (s)| converges to 0 in probability. (To see this, one
can apply a functional martingale central limit theorem, or simply subdivide
into suitable short intervals and use a standard martingale CLT.)
Recalling that X˜t = xt + St = nx(t/n) + St, define a random function X˜(s)
on [0, ω] by setting
X˜(s) = n−1/3X˜t = n
2/3x(sn−1/3) + S(s)
whenever s = t/n2/3 for integer t ≤ ωn2/3, and again interpolating linearly.
Note that X˜ is given by adding a deterministic function to S. From Lemma 3.4
and Taylor’s theorem, we have
n2/3x(sn−1/3) = 0 + n2/3(λ− 1)sn−1/3 − n2/3
(
µ3
µ21
+ o(1)
)
s2n−2/3
2
= α1s− α2
2
s2 + o(1),
uniformly in s ∈ [0, ω]. It follows that X˜ converges to the inhomogeneous
Brownian motion Wα0,α1,α2 defined in (18).
Setting tmax = ωn
2/3, by (56) the quantity M∗tmax defined in (54) satisfies
M∗tmax = Op(t
3/2
max/n) = Op(1) = op(n
1/3).
Pick some (deterministic) k = k(n) with k/n1/3 →∞. Suppose that we explore
more than k components in the first tmax steps. When we finish exploring the
kth component we have Xt = −2k and Ct = k. Since tmax = o(n), the bound
(55) thus gives |Et| ≤ Op(1)+ o(k). In particular, whp |Et| ≤ k. It then follows
that |X˜t| ≥ |Xt| − |Et| ≥ k. From the convergence of (X˜t) to Wα0,α1,α2 we
have supt≤tmax |X˜t| = Op(n1/3). It follows that Ctmax = Op(n1/3). Using (55)
again, this gives supt≤tmax |Et| = Op(1). In other words, the ‘idealized random
trajectory’ X˜t is an extremely close approximation to Xt up to time tmax. Using
(Xt) to defining a function X on [0, ω] as for S and X˜ above, it follows that X
also converges to Wα0,α1,α2 .
Finally, recalling that Xt = At − 2Ct, and that Xt first hits −2k when we
finish exploring the kth component, i.e., just before Ct increases to k + 1, it is
easy to check that for t > 0 we have At = Xt −mini<tXi + O(1). Defining a
final function A on [0, ω] using the At, we see that A converges to the function
B defined in (19). So far ω was fixed, but convergence for all fixed ω implies
convergence for ω → ∞ sufficiently slowly. Now the sizes of the components
explored during the first ωn2/3 steps are simply n2/3 times the excursion lengths
of A, which converge to the excursion lengths of B. (This follows from basic
properties of B.)
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For the component sizes, it remains only to show that when ω → ∞, for
any δ > 0, whp there are no components of size at least δn2/3 in the rest of the
graph. This follows from Theorem 1.2 by an argument similar to that at the
end of Section 5.
Finally, we also claimed convergence for the nullities, or numbers of back-
edges, to appropriate Poisson parameters. For t = o(n), which implies Ut ∼ µ1n
and E(ηt+1 − 1 | Ft) ∼ E(η − 1) = λ ∼ 1, from (29) we have
E(θt+1 | Ft) = (1 + o(1)) At
µ1n
+O(1/n).
In terms of the rescaled function A on [0, ω], this corresponds to formation
of back-edges at rate A(s)/µ1, and joint convergence of the component sizes
and back-edge counts to the excursion lengths and mark counts claimed in the
theorem follows easily as in [1].
5 The supercritical case
We follow the argument in [6] closely, and attempt to use the same notation
where possible. Throughout this section we fix a function ω = ω(n) tending to
infinity slowly, in particular with ω6 = o(ε3n) and ω2 = o(1/ε). As in [6], set
σ0 =
√
εn
and
t0 = ωσ0/ε,
ignoring, as usual, the irrelevant rounding to integers. Note for later that t0 =
o(εn), and that t0 ≥ ω/ε2 if n is large. We shall apply the results of Section 3
with, say
tmax = 4
µ21
µ3
εn ∼ 2ρn = Θ(εn); (57)
see Lemma 3.4(v).
Lemma 5.1. Let Z denote the number of components completely explored by
time t0, and let T0 = inf{t : Xt = −2Z} be the time at which we finish exploring
the last such component. Then Z ≤ ω/ε ≤ σ0/ω and T0 ≤ ω/ε2 ≤ σ0/(εω) hold
whp.
Proof. Set k = ω/ε and t′0 = ω/ε
2. It is easy to check that k ≤ σ0/ω and
t′0 ≤ σ0/(εω), so it suffices to prove that Z ≤ k and T0 ≤ t′0 hold whp.
Note first that t0 = ω(n/ε)
1/2, so t
3/2
0 /n = ω
3/2(ε3n)−1/4 = o(ω3/2) = o(k).
Let A1 denote the event that M∗t0 < k/8, so A1 holds whp by (56). Let A2 be
the event that Mt′
0
< k/8, and A3 the event that Mt ≤ εt/4 for all t′0 ≤ t ≤ t0.
Then, noting that k/
√
t′0 =
√
ω → ∞, the events A2 and A3 hold whp by
Lemma 3.5.
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From Lemma 3.4 we have xt = nx(t/n) ≥ εt/2 ≥ 0 for all t ≤ t0 = o(εn).
Suppose that A = A1 ∩ A2 ∩ A3 holds. Then we have xt + St ≥ xt −Mt ≥
εt/4− k/8 for all t ≤ t0, using A2 for t ≤ t′0, and A3 for t > t′0.
For t ≤ t0, from (55) and the fact that t0 = o(n) we have
|Et| ≤M∗t0 + 2ctCt/n ≤ k/8 + Ct
if A1 holds and n is large.
At time T0 we have XT0 = −2Z (see (31)) and CT0 = Z. Suppose that A
holds. Then X˜T0 = XT0−Et ≤ −Z+k/8. Since X˜T0 = xT0+ST0 ≥ εT0/4−k/8,
it follows that
−Z + k/8 ≥ X˜T0 ≥ εT0/4− k/8.
Rearranging gives Z ≤ k/4 − εT0/4 ≤ k/4 and hence, since Z ≥ 0, T0 ≤ k/ε,
completing the proof.
Let T1 = inf{t : Xt = −2(Z+1)}, so T1 is the first time after t0 at which we
finish exploring a component. In particular, there is a component with T1 − T0
vertices.
Lemma 5.2. T1 − T0 is asymptotically normally distributed with mean ρn and
variance 2µ1ε
−1n, where ρ is defined by (9).
Proof. For t ≤ T1 we have Ct ≤ Z + 1, which is whp at most ω/ε + 1 by
Lemma 5.1. For t ≤ min{T1, tmax} it follows that tCt/n = O(ω). Since t3/2max/n =
Θ(ε3/2n1/2), the bounds (55) and (56) imply that whp
max
t≤min{T1,tmax}
|Et| ≤ ω
√
ε3n ≤ σ0/
√
ω, (58)
say.
Ignoring the irrelevant rounding to integers, let t1 = ρn. Let t
−
1 = t1 − t0
and t+1 = t1 + t0. Recalling (57), we have t
+
1 ≤ tmax = O(εn) = O(σ20). Hence,
by Lemma 3.5, Mt+
1
= Op(σ0). Since Xt = xt + St + Et it follows that
max
t≤min{T1,t
+
1
}
|Xt − xt| ≤
√
ωσ0 (59)
holds whp.
Let a = −x˙(ρ), so from Lemma 3.4,
a = −x˙(ρ) ∼ ε. (60)
Since x(ρ) = 0 and x¨ is uniformly bounded, recalling that t0 = o(εn) it
follows easily that xt−
1
and xt+
1
are both of order εt0 = ωσ0. To be concrete, if
n is large enough, then we certainly have
xt−
1
≥ 10√ωσ0 and xt+
1
≤ −10√ωσ0,
say. By Lemma 3.4 we have xt0 ≥ εt0/2 ≥ 10
√
ωσ0. Also xt increases near
(within o(εn) of) t = 0, decreases near t = t1, and is of order Θ(ε
2n) in between.
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It follows that inft0≤t≤t−1
xt ≥ 10
√
ωσ0. Let B denote the event described in
(59). Then, whenever B holds, we have Xt ≥ 0 for t0 ≤ t ≤ min{T1, t−1 }. Since
XT1 ≤ −2(Z + 1) < 0, and T1 > t0 by definition, this implies T1 > t−1 .
Recall from Lemma 5.1 that Z ≤ σ0 whp. Suppose Z ≤ σ0, B holds, and
T1 > t
+
1 . Then from B and the bound on xt+
1
we haveXt+
1
≤ −9√ωσ0 < −2Z−2,
contradicting T1 > t
+
1 . It follows that T1 ≤ t+1 holds whp.
We claim that
sup
|t−t1|≤t0
|X˜t − X˜t1 − a(t1 − t)| = op(σ0). (61)
From (50) we may write X˜t − X˜t1 as
(xt − xt1) + (St − St1).
Recalling that t1 = ρn, x˙(ρ) = −a and that x¨ is uniformly bounded, the differ-
ence between the first term and a(t1 − t) is O(|t − t1|2/n) = O(t20/n) = o(σ0).
Since (St − St−
1
)
t+
1
t=t−
1
is a martingale with final variance O(t0) = o(σ
2
0), Doob’s
maximal inequality gives sup|t−t1|≤t0 |St − St1 | = op(σ0), and (61) follows.
Recall from Lemma 5.1 that Z, the number of components explored by time
t0, satisfies Z = op(σ0). We have shown above that whp T1 = inf{t : Xt =
−2(Z + 1)} lies between t−1 and t+1 . From (58), Xt is within op(σ0) of X˜t at
least until T1. It follows that at time T1, we have X˜t = op(σ0). Since a = Θ(ε),
(61) thus gives
T1 = t1 + X˜t1/a+ op(σ0/ε). (62)
From Lemma 3.6, (50) and the fact that x(ρ) = 0, we have that X˜t1 is asymp-
totically normal with mean 0 and variance v0ρn. Hence X˜t1/a is asymptotically
normal with mean 0 and variance
v0ρn/a
2 ∼ 2µ1ε−1n,
using (7), (11) and (60). Since this variance is of order ε−1n = ε−2σ20 , the
op(σ0/ε) error term in (62) is irrelevant, and T1 is asymptotically normal with
mean t1 = ρn and variance 2µ1ε
−1n. Finally, from Lemma 5.1 we have T0 =
op(σ0/ε). It follows that T1 − T0 is asymptotically normal with the parameters
claimed in the theorem.
We are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Let C denote the component explored from time T0 to
T1. We have already shown that C has the size claimed; two tasks remain,
namely to study the nullity of C, and to show that there are no other ‘large’
components.
Recall from (29) that the conditional expected number of back-edges added
at each step satisfies
E(θt+1 | Ft) = E(ηt+1 − 1 | Ft)At/Ut +O(1/n). (63)
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For the nullity, we shall consider only t ≤ min{T1, tmax}, recalling that whp
T1 ≤ tmax = O(εn). In this range, we have Ct ≤ Z + 1 ≤ 2ω/ε whp by
Lemma 5.1. Also |Et| ≤ ω
√
ε3n whp by (58). Since ε → 0 and ε3n → ∞, if
ω → ∞ sufficiently slowly then both these bounds are o(√εn). Recalling that
X˜t = Xt − Et = At − 2Ct − Et it follows that whp
|X˜t −At| = o(
√
εn) (64)
throughout our range.
For t ≤ tmax, Lemma 3.4 gives xt = O(ε2n), and it follows easily from the
bounds above that X˜t is whp O(ε
2n). Recalling that f ′′(1)/f ′(1) = µ2/µ1 ∼ 1,
and defining z by f(z) + t/n = 1 as before, by Corollary 3.3 the maximum
relative error (for t ≤ tmax) in approximating Ut by nzf ′(z) or E(ηt+1 − 1 | Ft)
by zf ′′(z)/f ′(z) is Op(
√
εn/n) = op(1/
√
ε3n). Using (63) and (64) it follows
that whp
D∗t+1 = E(θt+1 | Ft) =
X˜t
n
f ′′(z)
f ′(z)2
+ o(
√
ε/n) (65)
for all t ≤ T1.
Recalling that xt1 = 0, the bounds in the proof of Lemma 5.2 show that
whp |X˜t| ≤ ωσ0 for t−1 ≤ t ≤ T1, and that whp T1 ≤ t−1 + 2t0. It follows
from (65) that whp no more than, say, ω2σ0t0/n = ω
3σ20/(εn) = ω
3 = o(
√
ε3n)
back-edges are added between time t−1 and time T1. A similar bound holds for
steps up to t0 and for steps between T1 and t1 = ρn. Let Y = Yρn be the total
number of back-edges found up to time ρn. Using (32), it follows that
|Y − n(C)| = op(
√
ε3n). (66)
Let us write θt+1 as D
∗
t+1 + ∆
∗
t+1, so by definition E(∆
∗
t+1 | Ft) = 0. Then
Y = D∗ + S∗, where D∗ =
∑
t<ρnD
∗
t and S
∗ =
∑
t<ρn∆
∗
t . Note that D
∗ is
random. Recalling that X˜t = xt+St and that ESt = 0, it follows from (65) and
the definition of xt = x(t/n) (see (43)) that
ED∗ =
ρn−1∑
t=0
(
zf ′(z)− f
′(z)2
µ1
)
f ′′(z)
f ′(z)2
+ op(
√
ε3n),
where, as usual, z = z(t) is defined by f(z) + t/n = 1.
It is not hard to see that the sum above sufficiently well approximated by
the corresponding integral. Recalling that with τ = t/n we have dτdz = −f ′(z),
it follows that
ED∗ = n
∫ 1
z=z1
(z − f ′(z)/µ1)f ′′(z)dz + op(
√
ε3n),
where z1 corresponds to τ = ρ. In other words, z1 is the value of z defined in
(8), which as noted in the proof of Lemma 3.4 satisfies z1 = f
′(z1)/µ1. The
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integrand above is the derivative of zf ′(z)− f(z)− f ′(z)2/(2µ1). It follows that
ED∗ = n
(
f(z1)− µ1z
2
1
2
− 1 + µ1
2
)
+ op(
√
ε3n) = ρ∗n+ op(
√
ε3n), (67)
recalling (10). Since E∆∗ = 0, this gives EY = ρ∗n+ op(
√
ε3n).
From Lemma 3.4(v) and (42) it follows easily that δ = 1 − z1 ∼ ρ/µ1 ∼
2εµ1/µ3. We may write ρ
∗ as f(1 − δ) − 1 + µ1δ − µ1δ2/2. Expanding f(z)
about z = 1, using f(1) = 1, f ′(1) = µ1, f
′′(1) = µ2 = (1 + ε)µ1, f
′′′(1) = µ3
and f (4) = O(1), a little calculation establishes that
ρ∗ ∼ 2µ
3
1
3µ23
ε3. (68)
We now turn to the variance and covariance estimates. Here we can be much
less careful, as a o(1) relative error does not affect our conclusions.
Recall that D∗ is random. From (65), (67) and the fact that X˜t = EX˜t+St
we can write D∗ as ρ∗n+D′ + op(
√
ε3n), where
D′ =
ρn−1∑
t=0
St
n
f ′′(z)
f ′(z)2
.
Thus
Y = D∗ + S∗ = ρ∗n+D′ + S∗ + op(
√
ε3n).
Throughout the relevant range, f ′′(z)/f ′(z)2 ∼ f ′′(1)/f ′(1)2 = µ2/µ21 ∼ 1/µ1.
Since St =
∑
i<t∆i, it follows that
D′ =
ρn−1∑
i=0
ai∆i,
for some constants ai = ai(n) satisfying
ai ∼ (ρn− i)/(µ1n).
Since the ∆i are martingale differences with variances v0 + o(1), it follows that
Var(D′) ∼
ρn−1∑
i=0
v0a
2
i ∼
v0
µ21
ρn−1∑
i=0
(ρn− i)2
n2
∼ v0ρ
3
3µ21
n ∼ 8µ
3
1
3µ23
ε3n,
using (7) and (11). Hence D∗ = ρ∗n+Op(
√
ε3n) = (1 + op(1))ρ
∗n.
Recalling that θt+1 ≥ 2 is much less likely that θt+1 = 1, we have
Var(∆∗t+1 | Ft) = Var(θt+1 | Ft) ∼ E(θt+1 | Ft).
Summing, it follows that
s2 =
ρn−1∑
t=0
Var(∆∗t+1 | Ft) = (1 + op(1))D∗ = (1 + op(1))ρ∗n.
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In particular s2/(ρ∗n) converges in probability to 1.
Recall that given Ft, ∆t+1 and ∆∗t+1 both have conditional expectation 0.
Recalling (28), their conditional covariance, which is just that of ηt+1 − 1 and
θt+1, is asymptotically Var(ηt+1 − 1 | Ft)At/Ut ∼ v0At/Ut = Θ(ε2). This
is much smaller than the square root of the product of their variances. It
follows easily that, after appropriate normalization, the joint distribution of
S = Sρn =
∑
t<ρn∆t and N
′ = D′+S∗ =
∑
t<ρn(at∆t+∆
∗
t ) is asymptotically
multi-variate normal, with
Var(N ′) ∼ Var(D′) + Var(S∗) ∼ 10µ
3
1
3µ23
ε3n
and
Cov(N ′, S) ∼ Cov(D′, S) ∼
ρn−1∑
t=0
atv0 ∼ ρ
2v0
2µ1
n ∼ 2µ
2
1
µ3
ε2n.
Recalling that the nullity of C is Y + op(
√
ε3n) = ρ∗n+N ′+ op(
√
ε3n) and that
|C| = ρn+S/a+ op(
√
εn) where a = −x˙(ρ) ∼ ε, it follows that |C| and n(C) are
jointly asymptotically normal with the means, variances and covariance claimed
in Theorem 1.1.
It remains only to prove that all components other than C have size bounded
by Op
(
ε−2 log(ε3n)
)
= o(εn) as in (12). Lemma 5.1 shows that T0 = Op(ε
−2),
so whp by time T1 we have found no second component larger than this.
Let us stop the exploration at time T1. Then the unexplored part of the
graph is simply the configuration multigraph on the degree sequence d′ given by
the vertices not yet reached. Note that λ(d′) is exactly the expected value, given
the history, of the degree ηT1+1 of the vertex about to be chosen. Since we have
explored O(εn) = o(n) vertices, d′ satisfies the assumption (2) (with a slightly
reduced c0), and it is still bounded. Since
√
εn/n = o(ε), by Corollary 3.3
E(ηT1+1 − 1 | T1,FT1) = x˙(ρ) + op(ε), so we find that λ(d′) = 1 − a + op(ε)
with a as in (60). Since a = Θ(ε), Theorem 1.2 thus tells us that the largest
component remaining has size Op(ε
−2 log(ε3n)), as required.
Remark 5.3. Considering a random walk with independent increments with
distribution η− 2, one would expect that the probability that our random walk
(Xt) ‘takes off’ without hitting −2 near the start is roughly the expected degree
of the initial vertex times 2ε/v0. (To see this, simply solve the recurrence relation
for the probability of hitting −2 as a function of the initial value.) The expected
degree of the initial vertex (which is chosen with probability proportional to
degree) is roughly 2, giving a ‘take-off’ probability of roughly 4ε/v0 ∼ 4µ1/µ3;
it is not hard to check that this is asymptotically correct in the actual process
(Xt).
One should expect this probability to be simply related to (or at first sight
equal to) ρ; here the difference is that ρ is the probability that a uniformly
chosen random vertex is in the giant component. It is not hard to check that
the giant component is ‘tree-like’, and in particular has average degree 2+ o(1),
so the probability that a vertex chosen with probability proportional to degree
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is in the giant component is around 2ρ/µ1. From (11) this is asymptotically
4εµ1/µ3, as it should be.
This comment illustrates a strange feature of the trajectory tracking argu-
ments here and in the papers of Nachmias and Peres [23] and Bolloba´s and
Riordan [6]: there is a related viewpoint using branching processes which more
easily gives the approximate size of the giant component, essentially by con-
sidering the probability that a vertex is in a large component, i.e., that the
random trajectory ‘takes off’. One can prove quite accurate bounds by this
method without worrying about when the trajectory will hit zero eventually;
see Bollobas and Riordan [5]. However, for the distributional result, it seems
easier to follow the whole trajectory.
6 A local limit theorem
As a step towards the proof of Theorem 1.2 we shall need a local limit theorem
(Lemma 6.3 below) that may perhaps be known, but that we have not managed
to find in the literature. This concerns a sequence (Sn) of sums of independent
random variables. As usual in the combinatorial setting, each Sn involves differ-
ent variables; we cannot make the more usual assumption in probability theory
that each Sn is the sum of the first n terms of a single sequence. This makes
little difference to the proofs, however.
We start from Esseen’s inequality in the following form, also known as the
Berry–Esseen Theorem; see, for example, Petrov [24, Ch. V, Theorem 3]. We
write φ(x) and Φ(x) for the density and distribution functions of the standard
normal random variable.
Theorem 6.1. Let Z1, . . . , Zt be independent random variables such that ρ =∑t
i=1 E(|Xi|3) <∞, and let S =
∑t
i=1 Zi. Then
sup
x
∣∣P(S ≤ x) − Φ((x− µ)/σ)∣∣ ≤ Aρ/σ3,
where µ and σ2 are the mean and variance of S, and A is an absolute constant.

Given an integer-valued random variable Z, let br(Z) denote the rth Bernoulli
part of Z, defined by
br(Z) = 2 sup
i
min{P(Z = i),P(Z = i+ r)}. (69)
It is easy to check that for any p ≤ b1(Z) we can write Z in the form
Z = Z ′ + IB, (70)
where I ∼ Bern(p), B ∼ Bern(1/2), and B is independent of the pair (Z ′, I).
Here Bern(p) denotes the Bernoulli distribution assigning probability p to the
value 1 and probability 1 − p to the value 0. Similarly, for p ≤ br(Z) we can
write Z in the form Z ′ + rIB with the same assumptions on Z ′, I and B.
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We should like a ‘local limit theorem’ giving, under mild conditions, an
asymptotic formula for P(S = ⌊µ⌋), say, where S is a sum of independent
random variables and µ = ES. As is well known (see, e.g., [24, Ch. VII]),
when the summands take integer values in a finite range, the only obstruction
is their taking values in a non-trivial arithmetic progression, in which case the
sum cannot take certain values. Results similar to the next lemma are stated
in [24], but the conditions are different in important ways.
Lemma 6.2. Let k ≥ 1 be fixed. Suppose that for each n we have a sequence
(Zni)
t(n)
i=1 of independent random variables taking values in {−k,−k+1, . . . , k}.
Let Sn =
∑t(n)
i=1 Zni, and let µn and σ
2
n denote the mean and variance of Sn.
Suppose that σ2n = Θ(t(n)), that t(n)→∞, and that
b1,n =
t(n)∑
i=1
b1(Zni)→∞.
Then for any sequence (xn) of integers satisfying xn = µn +O(σn) we have
P(Sn = xn) ∼ p0(n) = 1
σn
√
2π
exp
(
− (xn − µn)
2
2σ2n
)
. (71)
Proof. The condition |Zni| ≤ k ensures that E(|Zni|3) < k3 = O(1), while by
assumption σ2n = Θ(t(n)), so Theorem 6.1 gives
sup
x
∣∣P(Sn ≤ x)− Φ((x− µn)/σn)∣∣ = O(t(n)−1/2).
We shall not use exactly this bound, instead applying Theorem 6.1 to a slightly
different sum of independent variables.
Let ω = ω(n) be an integer chosen so that ω → ∞, but ω6 ≤ b1,n and
ω24 ≤ t(n), say. Choose pi = pni so that 0 ≤ pi ≤ b1(Zni) and
∑
pi = ω
6.
Suppressing the dependence on n in the notation, let us write Zi = Zni in
the form Zi = Z
′
i + IiBi as in (70), where Ii ∼ Bern(pi), Bi ∼ Bern(1/2), Bi is
independent of (Z ′i, Ii), and variables associated to different i are independent.
Let I = (I1, . . . , It), and let N = |I| =
∑
Ii.
The idea is simply to condition on I, and thus on N . Let S0 = S0n =
∑
Z ′i,
and S1 = S1n =
∑
i:Ii=1
Bi, so Sn = S
0 + S1. Then, given I, S0 and S1
are independent. Furthermore, the conditional distribution of S1 is binomial
Bi(N, 1/2).
In the following argument we shall consider values of N in three separate
ranges: N ≥ t1/3, N ≤ ω6/2, and the ‘typical’ range ω6/2 ≤ N ≤ t1/3.
Since N is a sum of independent indicators with EN = ω6 ≤ t1/4, standard
results (e.g., the Chernoff bounds) imply that P(N ≥ t1/3) is exponentially small
in t1/3, and hence, extremely crudely, that P(N ≥ t1/3) = o(t−1/2). Thus
P
(
Sn = xn ∧N ≥ t1/3
)
= o(t−1/2). (72)
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Note that ES0 = µn−EN/2 = µn−ω6/2 = µn+ o(
√
t). Similarly, VarS0 =
VarSn + o(
√
t) = σ2n + o(
√
t). Let µ˜ and σ˜2 denote the conditional mean and
variance of S0 given I. Given I, the summands Z ′i in S
0 are independent, but
their individual distributions depend on the Ii. Changing one Ii only affects
the distribution of one summand, and all Z ′i are bounded by ±k, so we see that
µ˜ and σ˜2 change by O(1) if one entry of I is changed. It follows easily that
µ˜ = ES0 +O(N +EN) and σ˜2 = VarS0 +O(N + EN). Hence, when N ≤ t1/3
we have
µ˜ = µn + o(t
1/2) and σ˜ ∼ σn. (73)
Given I, S0 is a sum of t independent random variables whose third moments
are all bounded by k3. By Theorem 6.1 it follows that when N ≤ t1/3 then
P(S0 < x | I) = Φ((x − µ˜)/σ˜) +O(t−1/2) (74)
uniformly in x. Considering consecutive (integer) values of x, it follows that
sup
x
P(S0 = x | I) = O(t−1/2) (75)
whenever N = |I| ≤ t1/3.
To handle the case N ≤ ω6/2, recall that after conditioning on I, the sums
S0 and S1 are independent. Thus
P(Sn = xn | N ≤ ω6/2) ≤ sup
I0:|I0|≤ω6/2
sup
m
P(S0 = xn −m | I = I0, S1 = m)
= O(t−1/2),
using (75) for the final bound. Since P(N ≤ ω6/2) = o(1), this gives
P
(
Sn = xn ∧N ≤ ω6/2
)
= o(t−1/2). (76)
Finally, consider the ‘typical’ case, where ω6/2 ≤ N ≤ t1/3. Condition
on I, assuming that N is in this range. Let I be an ‘interval’ consisting of ω
consecutive integers. By (74) we have
P(S0 ∈ I | I) = Φ(y + ω/σ˜)− Φ(y) +O(t−1/2),
where y = (min I − µ˜)/σ˜. If the endpoints of I are within o(√t) of xn =
µn+O(σn) then using (73) we have y ∼ (xn−µn)/σn, and it follows easily that
P(S0 ∈ I | I) = ωp0 +O(t−1/2) ∼ ωp0, (77)
where p0 is as in (71), and we used p0 = Θ(t
−1/2) and ω → ∞ in the final
approximation.
For a = 0, 1, 2, . . . , let Ja be the interval [aω, (a + 1)ω − 1], and let Ia =
xn − Ja. Recalling that S0 and S1 are conditionally independent, we have
P(Sn = xn | I) ≥
N/ω+1∑
a=0
P(S0 ∈ Ia | I) min
j∈Ja
P(S1 = j | I),
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and a corresponding upper bound with min replaced by max. Since N ≤ t1/3 =
o(
√
t), from (77) we have P(S0 ∈ Ia | I) ∼ ωp0 for all a ≤ N/ω+1, so we obtain
P(Sn = xn | I) ≥ (1 + o(1))ωp0
∑
a
min
j∈Ja
P(S1 = j | I),
and a corresponding upper bound with min replaced by max. Recall that,
conditional on I, the distribution of S1 is simply binomial Bi(N, 1/2). Since the
standard deviation
√
N/2 of S1 is much larger than ω, elementary properties of
the binomial distribution imply that∑
a
min
j∈Ja
P(S1 = j | I) ∼
∑
a
max
j∈Ja
P(S1 = j | I) ∼ 1/ω.
(The bulk of each sum comes near the middle of the binomial distribution, where
the point probabilities hardly change within one interval; all that is actually
needed here is ω = o(
√
N).) This gives us an estimate for P(Sn = xn | I) valid
whenever ω6/2 ≤ N ≤ t1/3, and it follows that
P
(
Sn = xn ∧ ω6/2 < N < t1/3
) ∼ p0P(ω6/2 < N < t1/3) ∼ p0. (78)
Combining (72), (76) and (78) gives the result.
Results somewhat similar to Lemma 6.2 are certainly known; see, for ex-
ample, McDonald [19], where Bernoulli parts are used to deduce a local limit
theorem from a central limit theorem. However, the assumptions are different,
and the Bernoulli part needed is much larger.
Note that uniform boundedness is not really needed in Lemma 6.2; a suit-
able condition on the third moments should suffice. Also, we may replace the
condition
∑
i b1(Zni) → ∞ by
∑
i br(Zni) → ∞ for all r ∈ R, where R is any
set of integers with highest common factor 1. This latter condition is ‘almost’
necessary (after passing to a subsequence): without it there is some d (the high-
est common factor of the integers in R) such that even distribution modulo d
will only happen because of a ‘coincidence’; see the discussion in [24, Ch. VII].
We shall need a result along the lines of Theorem 6.2 but away from the
central part of the distribution. This follows easily using a trick called ‘expo-
nential tilting’, introduced by Crame´r [8], and suggested to us by Paul Balister.
Let Z be a random variable, here with finite support, such that P(Z > 0) and
P(Z < 0) are both positive. Consider the function
f(α) = E(ZeαZ) =
∑
x
pxxe
αx,
where px = P(Z = x). Note that
f ′(α) = E(Z2eαZ) > 0.
Also, if the support of Z is contained in [−k, k], then |f ′′(α)| = |E(Z3eαZ)| ≤
k3e|α|k.
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Since f(α) is increasing and tends to ±∞ as α → ±∞, there is a unique
a = a(Z) such that f(a) = 0. Define
c = c(Z) = E(eaZ) =
∑
x
pxe
ax, (79)
and let Z ′ be the random variable with
P(Z ′ = x) = P(Z = x)eax/c,
noting that these probabilities sum to 1 by the definition of c, and that E(Z ′) = 0
by the definition of a. It is easy to check that if St denotes the sum of t
independent copies of Z and S′t the sum of t independent copies of Z
′, then
P(S′t = x) = P(St = x)e
ax/ct. (80)
Recall that b1(Z) is the Bernoulli part of Z, defined by (69).
Lemma 6.3. Let F be a finite set of integers, and let Zn, n ≥ 1, be a sequence
of probability distributions supported on F , with lim inf P(Zn < 0) > 0 and
lim inf P(Zn > 0) > 0. Suppose that t = t(n) → ∞, and that tb1(Zn) → ∞.
Let Sn denote the sum of t independent copies of Zn, and define an = a(Zn),
cn = c(Zn) and Z
′
n as above. Then
P(Sn = x) ∼ 1
σ˜n
√
2πt
e−anxctn
uniformly in integer x = o(
√
t), where σ˜2n is the variance of Z
′
n.
Proof. In the light of (80), it suffices to prove that P(S′n = x) ∼ 1/(σ˜n
√
2πt),
where S′n is the sum of t independent copies of Z
′
n.
Passing to a subsequence, we may suppose that P(Zn = i) converges for
each i, and that there are i < 0 and j > 0 for which the limit is strictly
positive. It follows that the ‘tilting amounts’ a = a(Zn) are bounded. Hence
b1(Z
′
n) = Θ(b1(Zn)), so tb1(Z
′
n)→∞. Also, Var(Z ′n) is bounded below by some
positive number. Lemma 6.2 thus applies to the sum of t independent copies of
Z ′n, giving the result.
We finish this section by noting some basic properties of tilting applied to
random variables whose mean is close to zero.
Lemma 6.4. Let k be fixed. If Zn is a sequence of distributions on {−k, . . . , k}
with εn = EZn → 0 and Var(Zn) = σ2n = Θ(1), then the quantities an = a(Zn)
and cn = c(Zn) defined above satisfy
an ∼ −εn/σ2n (81)
and
1− cn ∼ ε2n/(2σ2n). (82)
Furthermore, Var(Z ′n) ∼ σ2n, and if Wn is supported on {−k, . . . , k} and may
be coupled to agree with Zn with probability 1− pn where pn = o(εn), then
|a(Wn)− an| = O(pn) and |c(Wn)− cn| = O(εnpn). (83)
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Proof. Suppressing the dependence on n, let f(α) = E(ZeαZ) as above. Then
f(0) = EZ = ε, and f ′(0) = EZ2 = σ2 + ε2 ∼ σ2. Also, f ′′(α) is uniformly
bounded for α ∈ [−1, 1], say. It follows easily that an, the solution to f(α) =
0, satisfies (81). Similarly, let g(α) = E(eαZ). Then g(0) = 1, g′(0) = ε,
g′′(0) = f ′(0) ∼ σ2 and g′′′(α) is bounded for α = O(1). It follows that
cn = g(an) = 1 + anε+ a
2
nσ
2/2 +O(ε3), giving (82).
To see that Var(Z ′n) ∼ σ2n it is enough to note that an → 0. The final part
may be proved using the fact that for each fixed j and all α ∈ [−1, 1], we have
|E(Zjne−αZn)− E(W jne−αWn)| = O(pn).
7 The subcritical case
In this section we prove Theorem 1.2. Although we do use the exploration
process considered in the rest of the paper, we do not track the deviations of this
process from its expectation; instead we use stochastic domination arguments
to ‘sandwich’ the process between two processes with independent increments.
We start with a lemma concerning the tail of the distribution of the time that
a certain random walk with independent increments takes to first hit a given
value. In the application we shall essentially take Zn to be the distribution of
η − 2, where η is the degree of a vertex of our graph chosen with probability
proportional to its degree (see Section 2). In fact, we shall adjust the distribution
slightly both to allow us to use stochastic domination, and to meet the condition
tb1(Zn) → ∞. In what follows we often suppress dependence on n in the
notation. Recall that the Bernoulli part b1(Z) of a distribution Z is defined by
(69).
Lemma 7.1. Let k ≥ 1 be fixed, and let Zn be a sequence of probability distribu-
tions on {−1, 0, 1, . . . , k} converging in distribution to some Z with Var(Z) > 0,
such that ε = ε(n) = −EZn > 0 and ε → 0. Let Wn = (Wt)t≥0 be a random
walk with W0 = 0 and the increments independent with distribution Zn, and let
τr = τr(n) = inf{t :Wt = −r}. Suppose that r ≥ 1 is fixed, and that t = t(n) is
such that ε2t→∞ and tb1(Zn)→∞. Then
P(τr ≥ t) ∼ cr,Zδ−1t−3/2e−δt, (84)
where δ = δn = − log(c(Zn)) with c(Zn) defined as in (79), and cr,Z > 0 is
some constant depending on r and Z.
Proof. We start with the case r = 1. Here Spitzer’s Lemma [27] gives P(τ1 =
t) = P(Wt = −1)/t; indeed, given a sequence of possible values x1, . . . , xt of
the first t increments summing to −1, there is exactly one cyclic permutation of
(x1, . . . , xt) such that the walk with the permuted increments stays non-negative
up to step t.
Lemma 6.4 gives an → 0 and cn = 1 −Θ(ε2). Thus δ = Θ(ε2) and, writing
σ˜2 for the variance of Z ′n, σ˜ ∼ σ. Lemma 6.3 thus gives
P(Wt = −1) ∼ 1
σ
√
2πt
e−δt,
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whenever t→∞ with tb1(Zn)→∞. Hence
P(τ1 = t) ∼ t−3/2 1
σ
√
2π
e−δt. (85)
When δt→∞, summing over t easily gives
P(τ1 ≥ t) ∼ δ−1t−3/2 1
σ
√
2π
e−δt. (86)
Indeed, the sum is dominated by the first O(δ−1) = O(ε−2) terms, and in this
range t−3/2 hardly changes.
For general r we simply note that τr is distributed as the sum of r indepen-
dent copies τ (1), . . . , τ (r) of τ1. Since
∑
t≥1 t
−3/2 converges, using (85) it is easy
to see that the dominant contribution to P(τr ≥ t) comes from the case that one
of the τ (i) is large and the others are O(1). Convergence in distribution of Zn
implies that for each j P(τ1 = j) converges to some limit, so (84) follows from
(86).
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let Z = Zn denote the distribution of η − 2, recalling
that η is the degree of a vertex chosen with probability proportional to its degree.
Passing to a subsequence, we may assume that Zn converges in distribution to
some distribution Z∗. Nonetheless, in what follows we must work with the
actual distribution Zn rather than the limit, since the bounds are sensitive to
small changes in the distribution of Zn.
Note that Z = Zn is supported on {−1, 0, . . . , dmax − 2}, and that by (7)
we have Var(Z) = Θ(1). Also, EZ = −ε, where by assumption ε → 0 and
ε3n→∞. Let δ = δ(Z) = − log(c(Z)) be defined as above, noting that
δ ∼ ε
2
2v0
= Θ(ε2) (87)
by Lemma 6.4. Note also that δ is exactly the quantity δn appearing in the
statement of Theorem 1.2.
Let Λ = ε3n, recalling that Λ→∞ by assumption, and set
t+ = δ−1(log Λ− 5
2
log log Λ + ω)
for some ω →∞ with ω = o(log log Λ).
Let Z ′ be defined in the same way as Z, except that we first remove the
2dmaxt
+ = o(n) non-isolated vertices of lowest degree from our degree sequence.
Then, conditional on the first t ≤ 2t+ steps of our process, using (22) the
distribution of the next increment Xt+1 −Xt = ηt+1 − 2 − 2θt+1 ≤ ηt+1 − 2 is
stochastically dominated by Z ′. Let γ = ε3/2/ logΛ, say, noting that γ → 0,
γt+ ∼ ε−1/2 → ∞, and εγt+ → 0. Define Z+ by modifying the distribution of
Z ′ as follows: Pick some k such that P(Z ′ = k) ≥ 2γ, and shift mass γ from
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k to k + 1. Note that b1(Z
+) ≥ γ, so t+b1(Z+) → ∞. Also Z+ stochastically
dominates Z ′, and Z+ and Z may be coupled to agree with probability 1 − p,
where
p = O(t+/n+ γ).
Note that ε−1t+/n = Θ((logΛ)/Λ) = o(1), and clearly γ = o(ε), so p = o(ε).
Considering the random walk with independent increments distributed as
Z+, writing C1 for the first component revealed by our exploration, stochastic
domination and Lemma 7.1 give
P(|C1| ≥ t+) = P
(
inf{t : Xt = −2} ≥ t+
) ≤ (1 + o(1))c(δ+)−1(t+)−3/2e−δ+t+ ,
where δ+ is defined as δ, but using Z+ in place of Z, and c = c2,Z∗ is a positive
constant.
Lemma 6.4 gives δ+ ∼ δ, and indeed |δ+− δ| = O(εp). Thus |δ+t+− δt+| =
O(εpt+), which is easily seen to be o(1). Thus the bound above can be written
more simply as
P(|C1| ≥ t+) ≤ (1 + o(1))cδ−1(t+)−3/2e−δt
+
= c
t+
n
nδ−1(t+)−5/2Λ−1(log Λ)5/2e−ω
∼ c t
+
n
(2v0)
−3/2e−ω
=
t+
n
Θ(e−ω) = o(t+/n).
If our graph Gm
d
contains a component of order at least t+, then the probability
that we explore this component first is at least (2t+ − 2)/(dmaxn) = Θ(t+/n).
It follows that P(L1 ≥ t+) = o(1), proving the upper bound in (17).
Turning to the lower bound, we use stochastic domination in the other di-
rection. This time we must account for back-edges. At a given step t ≤ 2t+, the
(conditional, given the history) probability of forming a back-edge is O(t+/n),
simply because there can only be O(t+) active stubs. It follows that we can
define a distribution Z− that may be coupled to agree with Z with probability
1−O(t+/n+γ) so that the conditional distribution of Xt+1−Xt stochastically
dominates Z− whenever t ≤ 2t+. Setting
t− = δ−1(log Λ− 5
2
log log Λ− ω), (88)
the argument above adapts easily to prove that
P(|C1| ≥ t−) ∼ c t
−
n
(2v0)
−3/2eω.
Let I = [t−, t+] and write t = (t− + t+)/2, say. Noting that t− ∼ t+ ∼ t, the
bounds above combine to give P(|C1| ∈ I) ∼ c′eωt/n, where c′ = c(2v0)−3/2.
Let N denote the number of components C with |C| ∈ I. It is easy to check
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that with high probability no such component will have significantly more than
|C| edges. Since our initial vertex is chosen with probability proportional to
its degree, it follows that P(|C1| ∈ I) ∼ (EN)2t/(µ1n), where µ1 is the overall
average degree. Hence
EN ∼ c′µ1eω/2→∞.
Finally, with C2 the second component explored by our process, we have
P(|C1|, |C2| ∈ I) ∼ E(N(N − 1))(2t/(µ1n))2. (89)
The estimates above apply just as well to bound P(|C2| ∈ I | |C1| ∈ I): through-
out, we only needed that at most 2t+ vertices had been ‘used up’. We find that
the left-hand side in (89) is asymptotically (c′eωt/n)2, so it follows that
E(N(N − 1)) ∼ (c′µ1eω/2)2 ∼ (EN)2.
Since EN → ∞, this gives E(N2) ∼ (EN)2, so Chebyshev’s inequality implies
that P(N > 0)→ 1, completing the proof of (17).
The argument for (15) is essentially the same; we simply replace−ω by +x in
the definition (88) of t−. With N the number of components with order between
this new t− and t+ it follows as above that EN ∼ α = c′µ1e−x/2. Moreover,
arguing as for N(N − 1) above, for each fixed r the rth factorial moment of N
converges to αr. It follows by standard results that N converges in distribution
to a Poisson distribution with mean α, so P(N = 0) → e−α. Note that the
constant c in (15) is
c = c′µ1/2 = c2,Z∗(2v0)
−3/2µ1/2 ∼ c2,Z∗2−5/2µ5/21 µ−3/23 , (90)
with c2,Z∗ as in Lemma 7.1.
Acknowledgement. The author would like to thank Be´la Bolloba´s for many
helpful discussions, as well as for the invitation to visit the University of Mem-
phis, and Paul Balister for suggesting the use of ‘tilting’ in the proof of Lemma 6.3.
References
[1] D. Aldous, Brownian excursions, critical random graphs and the multi-
plicative coalescent, Ann. Probab. 25 (1997), 812–854.
[2] E.A. Bender and R.E. Canfield, The asymptotic number of labeled graphs
with given degree sequences, J. Combinatorial Theory Ser. A 24 (1978),
296–307.
[3] B. Bolloba´s, A probabilistic proof of an asymptotic formula for the number
of labelled regular graphs, European J. Combin. 1 (1980), 311–316.
[4] B. Bolloba´s, The evolution of random graphs, Trans. Amer. Math. Soc.
286 (1984), 257–274.
35
[5] B. Bolloba´s and O. Riordan, Random graphs and branching processes,
in Handbook of large-scale random networks, Bolyai Soc. Math. Stud 18,
B. Bolloba´s, R. Kozma and D. Miklo´s eds (2009), pp. 15–115.
[6] B. Bolloba´s and O. Riordan, Asymptotic normality of the size of the giant
component via a random walk, preprint available from arXiv:1010.4595.
[7] B.M. Brown, Martingale central limit theorems, Ann. Math. Stat. 42
(1971), 59–66.
[8] H. Crame´r, Sur un nouveau the´ore`me-limite de la the´orie des probabilite´s,
Actualite´s Scientifiques et Industrielles No. 736, 5–23 (1938).
[9] J. Ding, J.H. Kim, E. Lubetzky, and Y. Peres, Diameters in supercritical
random graphs via first-passage percolation, Combin. Probab. Comput. 19
(2010), 729–751.
[10] J.L. Doob, Stochastic processes, JohnWiley and Sons, New York; Chapman
and Hall, London, 1953. viii+654 pp.
[11] N. Fountoulakis, Percolation on sparse random graphs with given degree
sequence, Internet Mathematics 4 (2007), 329–356.
[12] A. Goerdt, The giant component threshold for random regular graphs with
edge faults, Theoret. Comput. Sci. 259 (2001), 307–321.
[13] S. Janson, On percolation in random graphs with given vertex degrees,
Electron. J. Probab. 14 (2009), 87–118.
[14] S. Janson and M.J. Luczak, A new approach to the giant component prob-
lem, Random Structures Algorithms 34 (2009), 197–216.
[15] M. Kang and T.G. Seierstad, The critical phase for random graphs with a
given degree sequence, Combin. Probab. Comput. 17 (2008), 67–86.
[16] R.M. Karp, The transitive closure of a random digraph, Random Structures
Algorithms 1 (1990), 73–93.
[17] T. Luczak, Component behavior near the critical point of the random graph
process, Random Structures Algorithms 1 (1990), 287–310.
[18] A. Martin-Lo¨f, Symmetric sampling procedures, general epidemic processes
and their threshold limit theorems, J. Appl. Probab. 23 (1986), 265–282.
[19] D.R. McDonald, On local limit theorem for integer valued random vari-
ables, Teor. Veroyatnost. i Primenen. 24 (1979), 607–614; see also Theory
Probab. Appl. 24 (1980), 613–619.
[20] M. Molloy and B. Reed, A critical point for random graphs with a given
degree sequence, Random Structures Algorithms 6 (1995), 161–179.
36
[21] M. Molloy and B. Reed, The size of the giant component of a random graph
with a given degree sequence, Combin. Probab. Comput. 7 (1998), 295–305.
[22] A. Nachmias and Y. Peres, Component sizes of the random graph outside
the scaling window, ALEA Lat. Am. J. Probab. Math. Stat. 3 (2007), 133–
142.
[23] A. Nachmias and Y. Peres, Critical percolation on random regular graphs,
Random Structures Algorithms 36 (2010), 111–148.
[24] V.V. Petrov, Sums of independent random variables, translated from the
Russian by A. A. Brown. Ergebnisse der Mathematik und ihrer Grenzgebiete
82, Springer-Verlag, New York-Heidelberg, 1975. x+346 pp.
[25] B. Pittel, Edge percolation on a random regular graph of low degree, Ann.
Probab. 36 (2008) 1359–1389.
[26] B. Pittel and C. Wormald, Counting connected graphs inside-out, J. Com-
binatorial Theory B 93 (2005), 127–172.
[27] F. Spitzer, A combinatorial lemma and its application to probability theory,
Trans. Amer. Math. Soc. 82 (1956), 323–339.
37
