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THE OSTROVSKY–VAKHNENKO EQUATION
BY A RIEMANN–HILBERT APPROACH
ANNE BOUTET DE MONVEL∗ AND DMITRY SHEPELSKY†
Abstract. We present an inverse scattering transform approach for the equation
utxx − 3ux + 3uxuxx + uuxxx = 0.
This equation can be viewed as the short wave model for the Degasperis–Procesi equation or
the differentiated Ostrovsky–Vakhnenko equation. The approach is based on an associated
Riemann–Hilbert problem, which allows us to give a representation for the classical (smooth)
solution, to get the principal term of its long time asymptotics, and also to describe loop
soliton solutions.
1. Introduction
We consider the partial differential equation
utxx − 3κux + 3uxuxx + uuxxx = 0, (1.1)
where κ > 0 is a parameter and u ≡ u(x, t) is real-valued. This equation stems from the
short-wave limit of the Degasperis–Procesi (DP) equation [16], which is a model describing
the unidirectional propagation of nonlinear shallow water waves:
ut − utxx + 3κux + 4uux = 3uxuxx + uuxxx. (1.2)
Indeed, introducing new space and time variables (x′, t′) and a scaling of u by
x′ =
x
ε
, t′ = εt, u′ =
u
ε2
where ε is a small positive parameter, then (1.1) is the leading term of (1.2) as ε→ 0. Thus,
the equation (1.1) can be named as “the short wave model for the Degasperis–Procesi equation”.
Interestingly, equation (1.1) arises also in the theory of propagation of surface waves in deep
water, see [26], as an asymptotic model for small-aspect-ratio waves.
For κ = 0, (1.1) reduces to the derivative Burgers equation
(ut + uux)xx = 0,
whereas for κ = −1/3, (1.1) reduces to the (differentiated) Vakhnenko equation [32,37]
(ut + uux)x + u = 0. (1.3)
Alternatively, (1.1) with κ = 1/3 reduces to (1.3) after the change of variables (u, t) 7→ (−u,−t).
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2 A. BOUTET DE MONVEL AND D. SHEPELSKY
Equation (1.3) arises (and is known as the “Vakhnenko equation”) in the context of propaga-
tion of high-frequency waves in a relaxing medium [37,38]. On the other hand, being written
in the form
(ut + c0ux + αuux)x = γu, (1.4)
it is also called the “reduced Ostrovsky equation” [35]: it corresponds, in the case β = 0, to
the equation
(ut + c0ux + αuux + βuxxx)x = γu (1.5)
that was derived by Ostrovsky in 1978 [31], in the study of weakly nonlinear surface and
internal waves in a rotating ocean influenced by Earth rotation. Therefore, it is more correct
to name (1.3) the “Ostrovsky–Vakhnenko (OV) equation”, as it is proposed in [12].
Equation (1.5) is also known as the “Rotation-Modified KdV equation” (RMKdV); see, e.g.,
[10,11] and the literature cited there. The term βuxxx reflects a small-scale dispersion whereas
the term γu (kept in the reduced form (1.4) of the equation) is responsible for a large-scale
dispersion due to the influence of Earth rotation (the Coriolis dispersion). In [23], Hunter
noted that equation (1.4) in the form
(ut + uux)x − u = 0 (1.6)
(which corresponds to γ = −1 in (1.4)) arises as a short-wave limit of the RMKdV equation
and, more generally, it is the canonical asymptotic equation for genuinely nonlinear waves
that are non-dispersive as their wavelength tends to zero. This justifies the terminology
“Ostrovsky–Hunter equation”, which is also used for (1.6) (see, e.g., [10]). Again notice that
the change of variables u→ −u, t→ −t transforms (1.6) to (1.3).
Equation (1.3) can be reduced to the “Bullough–Dodd–Mikhailov equation” [18, 29], see
[24, 26]. The transformation of (1.3) to the “Caudry–Dodd–Gibbon–Sawaga–Kotega equation”
[13,20,33] is presented in [12].
Well-posedness of the Cauchy problem for the Ostrovsky equation and its relatives (reduced
Ostrovsky equation, generalized Ostrovsky equation, etc.) in Sobolev spaces has been widely
studied in the literature, using PDE techniques; see [15, 25,27,34,36].
On the other hand, equation (1.1) is (at least, formally) integrable: it possesses a Lax pair
representation
ψxxx = λ(−uxx + κ)ψ, (1.7a)
ψt =
1
λ
ψxx − uψx + uxψ, (1.7b)
where ψ ≡ ψ(x, t, λ).
In [40] the authors introduced a change of variables
u(x, t) = U(X,T ) = WX(X,T ), x = x0 + T +W (X,T ), t = X, (1.8)
which reduces (1.3) to the so-called “transformed Vakhnenko equation”
WXXT + (1 +WT )WX = 0. (1.9)
These variables turned out to be convenient for applying Hirota’s method for constructing
exact soliton solutions to (1.3) [30,40,43]. These solutions are multi-valued functions having
the form of a loop (1-soliton) or many loops (multi-solitons).
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Another approach to deriving formulas for multi-loop solutions of (1.1) was proposed in
[28], where these solutions were obtained by taking a scaling limit in the Hirota-type formulas
for the multi-soliton solution of the Degasperis–Procesi equation.
In [41] a formalism of the inverse scattering method has been applied to (1.9), which allowed
to show that the loop solitons can be associated, in a standard way, with the eigenvalues of
the X-equation of the Lax pair associated with (1.9), assuming that the spectral functions
associated with the continuous spectrum do not contribute to the solution of the inverse
spectral problem for the X-equation (zero reflection) and thus the inverse problem can be
solved explicitly by linear algebra. The X-equation has the form of a 3× 3 matrix ODE
ΨX = (A(ζ) +B(ζ,X))Ψ.
Recently [42], this idea has been applied to the case with singular (point) contribution from
the continuous spectrum, which allowed to construct particular singular periodic solutions and
solutions combining a singular periodic wave and a soliton.
In this respect, we notice that the new variable X is in fact the original time variable t, and
thus the formalism of the inverse scattering method is applied in [41,42] in such a way that
the t-equation (in the original variables) is used as spectral problem whereas the x-equation
provides the “evolution” of the spectral data in x.
Now we notice that the change of variables (1.8) is actually the same as we use in the present
paper, see Section 2: in our notations, T = y, X = t, and W = N . But we are working with
these variables in a different (in a sense, opposite) way. Namely, we keep t as the evolution
variable whereas we use y as a space-type variable. This approach allows us to treat the initial
value problem for (1.1) (or, equivalently, (1.3)) in a general setting consistent with the natural
physical sense of variables: the initial data is a function of x, and we are interested in their
evolution in t (the natural time variable).
In this paper we present a Riemann–Hilbert (RH) approach to equation (1.1), which is
based directly on the Lax pair (1.7) in the form of a pair of 3× 3 matrix ODEs. In Section 2
we develop a RH formalism for the OV equation. Particularly, we apply this formalism to
the study of the Cauchy problem on the line x ∈ (−∞,∞), assuming that the initial data
u(x, 0) = u0(x) are smooth, decay sufficiently fast as |x| → ∞, and satisfy −u0xx + κ > 0 for
all x. In Section 3 we show how the loop solitons can be retrieved in the framework of our
Riemann–Hilbert approach. The long time asymptotics of the solution of the Cauchy problem
(2.1) is discussed in Section 4.
2. Riemann–Hilbert formalism
Without loss of generality, in what follows we assume that κ = 1. We consider the Cauchy
problem
utxx − 3ux + 3uxuxx + uuxxx = 0, x ∈ (−∞,∞), t > 0, (2.1a)
u(x, 0) = u0(x), x ∈ (−∞,∞), (2.1b)
where
(i) u0(x) is smooth,
(ii) u0(x) decays sufficiently fast as |x| → ∞,
(iii) −u0xx(x) + 1 > 0 for all x.
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In analogy with the DP equation and the Camassa–Holm (CH) equation, one can show that
−uxx(x, t) + 1 > 0 for all (x, t) [14]. The role of this condition in the integrability of equation
(2.1a) is discussed in [24].
As we have mentioned in Introduction, the problem of existence and uniqueness of solutions
for this Cauchy problem can be successfully studied using PDE techniques. On the other
hand, it is the inverse scattering methods that show their high efficiency in studying important
properties of the solution — first of all, its long-time behavior [4,5,9,17]. Following this general
approach, we propose an inverse scattering formalism, where the solution is represented in
terms of the solution of an associated Riemann–Hilbert problem in the complex plane of the
spectral parameter. In the case of the DP equation, a similar approach was developed in [8].
Similarly to the case of the Degasperis–Procesi equation [8], it is convenient to introduce
the inverse scattering formalism for the Lax pair in the form of a system of first order, 3× 3
matrix-valued linear equations, which allows a good control on the behavior of dedicated
solutions of this system as functions of the spectral parameter.
2.1. Lax pairs. Let z be the spectral parameter defined by λ = z3. The coefficients of the
original Lax pair (1.7) have singularities at z =∞ and also at z = 0. In order to have a good
control on the behavior of eigenfunctions at z =∞ and at z = 0 we introduce new forms of
(1.7), the first one appropriate at z =∞, the second one at z = 0.
Introduce
Λ(z) ≡
λ1 0 00 λ2 0
0 0 λ3
 = z
ω 0 00 ω2 0
0 0 1
 ≡ zΛˆ, (2.2)
where ω = e2pii/3, λj = zωj , j = 1, 2, 3, and Λˆ = diag{ω, ω2, 1}.
Proposition 2.1 (1st 3× 3 Lax pair). The sDP equation (2.1a) is the compatibility condition
of the system of 3× 3 linear equations:
Φ˜x − qΛ(z)Φ˜ = U Φ˜, (2.3a)
Φ˜t +
(
uqΛ(z)− Λ−1(z)) Φ˜ = V Φ˜, (2.3b)
where Φ˜ ≡ Φ˜(x, t, z),
q = (−uxx + 1)1/3, (2.4a)
U =
qx
3q
 0 1− ω2 1− ω1− ω 0 1− ω2
1− ω2 1− ω 0
 (2.4b)
V = −uU + 1
3z
3
(
1
q
− 1
)
I +
(
q2 − 1
q
)1 1 11 1 1
1 1 1

ω2 0 00 ω 0
0 0 1
 . (2.4c)
Here I is the 3× 3 identity matrix.
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Proof. Let Φ ≡ Φ(x, t, z) be the vector-valued function defined by
Φ =
 ψψx
ψxx
 . (2.5)
Then the Lax pair (1.7) can be written in the matrix form:
Φx =
 0 1 00 0 1
z3q3 0 0
Φ, (2.6a)
Φt =
 ux −u z−31 0 −u
−z3uq3 1 −ux
Φ. (2.6b)
Introduce
D(x, t) =
q−1(x, t) 0 00 1 0
0 0 q(x, t)
 , (2.7a)
P (z) =
 1 1 1λ1 λ2 λ3
λ21 λ
2
2 λ
2
3
 ≡
1 0 00 z 0
0 0 z2
 1 1 1ω ω2 1
ω2 ω 1
 . (2.7b)
Setting Φ˜ = P−1D−1Φ, the system (2.3)-(2.4) for Φ˜ follows from (2.6). 
Notice that the Lax pair (2.3)-(2.4) is appropriate for controlling the behavior of its solutions
for large z because U ≡ U(x, t, z) and V ≡ V (x, t, z) are bounded at z =∞ and, moreover,
the diagonal part of U vanishes identically while the diagonal part of V is O(1/z) as z →∞
(see [1, 6, 8]).
Proposition 2.2 (2nd 3× 3 Lax pair). The sDP equation (2.1a) is the compatibility condition
of the system of 3× 3 linear equations:
Φ˜0x − Λ(z)Φ˜0 = U0Φ˜0, (2.8a)
Φ˜0t − Λ−1(z)Φ˜0 = V0Φ˜0, (2.8b)
where Φ˜0 ≡ Φ˜0(x, t, z),
U0 = −zuxx
3
ω 0 00 ω2 0
0 0 1
1 1 11 1 1
1 1 1
 , (2.9a)
V0 =
ux
3
 0 1− ω2 1− ω1− ω 0 1− ω2
1− ω2 1− ω 0
− zu
ω 0 00 ω2 0
0 0 1
I − uxx3
1 1 11 1 1
1 1 1
 . (2.9b)
Proof. Introduce Φ˜0 ≡ Φ˜0(x, t, z) by Φ˜0 = P−1Φ. Then (2.8)-(2.9) for Φ˜0 follows from
(2.6). 
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Since U0 ≡ U0(x, t, z) and V0 ≡ V0(x, t, z) are bounded at z = 0, the Lax pair (2.8)-(2.9) is
appropriate for controlling the behavior of its solutions as z → 0.
Moreover, U0(x, t, 0) ≡ 0 for all (x, t). This property will be used below, in establishing the
relationship between the solution of the associated Riemann–Hilbert problem and the solution
of equation (2.1a).
2.2. Eigenfunctions. Now assume that u(x, t) is a solution of the Cauchy problem (2.1) and
define dedicated solutions of the systems (2.3) and (2.8), taking into account that U, V, U0,
and V0 all decay to 0 as |x| → ∞.
The l.h.s. of (2.3) suggest introducing a matrix-valued function Q(x, t, z) satisfying the
system of equations
Qx = q(x, t)Λ(z),
Qt = −u(x, t)q(x, t)Λ(z) + Λ−1(z).
Introducing the new variable
y(x, t) := x−
∫ ∞
x
(q(ξ, t)− 1) dξ, (2.10)
so that ∂y/∂x = q, one defines Q by
Q(x, t, z) = y(x, t)Λ(z) + tΛ−1(z). (2.11)
Notice that the equality Qt = −uqΛ + Λ−1 follows from the equality qt = −(uq)x, which is an
equivalent form of (2.1a).
The role of Q(x, t, z) is to catch the large-z behavior of solutions of the Lax equations (2.3).
Indeed, introducing M(x, t, z) by
M = Φ˜e−Q
reduces (2.3) to the system
Mx − [Qx,M ] = UM, (2.12a)
Mt − [Qt,M ] = VM, (2.12b)
(brackets denote matrix commutator), whose solutions can be constructed as solutions of the
Fredholm integral equation
M(x, t, z) =
I +
∫ (x,t)
(x∗,t∗)
eQ(x,t,z)−Q(ξ,τ,z) (UM(ξ, τ, z)dξ + VM(ξ, τ, z)dτ) e−Q(x,t,z)+Q(ξ,τ,z). (2.13)
The matrix equation (2.13) has to be understood as a collection of scalar integral equations,
where the initial point of integration (x∗, t∗) can be chosen differently for different matrix
entries of the equation, e.g., (x∗jl, t
∗
jl) for Mjl. Particularly, for the Cauchy problem considered
here, it is reasonable to reduce the integration in (2.13) to paths parallel to the x-axis, i.e.,
t∗jl = t and to choose x
∗
jl =∞jl = ±∞ as the initial point of integration in such a way that
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the exponentials in (2.13) provide analyticity and boundedness for the matrix entries. Namely,
defining
∞jl =
{
+∞, if Reλj(z) ≥ Reλl(z),
−∞, if Reλj(z) < Reλl(z),
(2.14)
and taking into account that V → 0 as |x| → ∞, equation (2.13) reduces to the system of
Fredholm integral equations
Mjl(x, t, z) = Ijl +
∫ x
∞j,l
e−λj(z)
∫ ξ
x q(ζ,t)dζ [(UM)jl(ξ, t, z)]e
λl(z)
∫ ξ
x q(ζ,t)dζdξ. (2.15)
Introduce the set Σ = {z | Reλj(z) = Reλl(z) for some j 6= l}. By (2.2), λj = ωj , hence Σ
consists of six rays
lν = R+e
pii
3
(ν−1), ν = 1, . . . , 6
and divides the z-plane into six sectors
Ων =
{
z
∣∣∣ pi
3
(ν − 1) < arg z < pi
3
ν
}
, ν = 1, . . . , 6.
Proposition 2.3 (see [1]). Let M(x, t, z) be the solution of the system of equations (2.15),
where the limits of integration are chosen according to (2.14). Then
(i) M is piecewise meromorphic with respect to Σ, as function of the spectral parameter z.
(ii) M(x, t, z) → I as x → +∞ and M(x, t, k) is bounded as x → −∞ for all z ∈ C \ Σ
where M is regular.
(iii) M(x, t, z)→ I as z →∞.
Equations (2.15) provide only the boundedness ofMj,l( · , · , z) as z → 0 in the corresponding
sector Ων . In order to have better control of the behavior of solutions as z → 0, it is convenient
to use the Lax pair (2.8).
Introducing M0(x, t, z) by
M0 = Φ˜0e
−Q0 ,
where Q0 = exΛ+tΛ
−1 , reduces (2.8) to the system
M0x − [Q0x,M0] = U0M0, (2.16a)
M0t − [Q0t,M0] = V0M0, (2.16b)
whose solutions, in analogy with M , can be constructed as solutions of the Fredholm integral
equation
M0jl(x, t, z) = Ijl − z
3
∫ x
∞j,l
eλj(z)(x−ξ)[(uxxΩM0)jl(ξ, t, z)]e−λj(z)(x−ξ)dξ, (2.17)
where Ω =
( ω ω ω
ω2 ω2 ω2
1 1 1
)
.
Similarly to Proposition 2.3, equation (2.17) determines a piecewise meromorphic, 3 × 3
matrix-valued function M0. Moreover, the particular dependence on z in (2.17) implies a
particular form of the first coefficients in the expansion of M0 as z → 0.
Proposition 2.4. Let M0(x, t, z) be the solution of the system of equations (2.17), where the
limits of integration are chosen according to (2.14). Then
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(i) M0 is piecewise meromorphic with respect to Σ, as function of the spectral parameter z.
(ii) M0(x, t, z) → I as x → +∞ and M0(x, t, z) is bounded as x → −∞ for all z ∈ C \ Σ
where M0 is regular.
(iii) M0(x, t, z)→ I as z → 0. Moreover,
M0(x, t, z) = I +M
(1)
0 (x, t)z +M
(2)
0 (x, t)z
2 + O(z3) as z → 0, (2.18)
where
M
(1)
0 (x, t) = −
1
3
uxΩ, M
(2)
0 (x, t) = −
1
3
uΩ˜, (2.19)
with Ω˜ = ΛˆΩ− ΩΛˆ and Λˆ = diag{ω, ω2, 1}.
Remark 2.1. The important property of (2.18) is that its terms, up to the second order, do
not depend on the sector of the z-plane where the limit is taken. This is due to the fact that
the integrals
∫ x
±∞ uξξdξ = −ux and
∫ x
±∞(x− ξ)uξξdξ = −u, which arise when calculating the
expansion, do not depend on the sign at infinity. However, the further terms in (2.18) depend,
in general, on the sector.
Now, noticing that M and M0 are related to the same linear system of PDEs (1.7), tracing
back the way that the differential equations for M and M0 were derived, and taking into
account their behavior for large x lead to the following
Proposition 2.5. The functions M and M0 are related as follows:
M(x, t, z) = G(x, t)M0(x, t, z)e
N(x,t)zΛˆ, (2.20)
where
N(x, t) = x− y(x, t) =
∫ +∞
x
(q(ξ, t)− 1)dξ (2.21)
and
G(x, t) = P−1(z)D−1(x, t)P (z) =
α β β¯β¯ α β
β β¯ α
 (2.22)
with
α = α¯ =
1
3
(
q + 1 +
1
q
)
, β =
1
3
(
q + ω2 +
ω
q
)
. (2.23)
Remark 2.2. In spite of the fact that P−1(z) = 13
(
1 ω2 ω
1 ω ω2
1 1 1
)( 1 0 0
0 z−1 0
0 0 z−2
)
is singular at z = 0,
the factor G is nonsingular. Moreover, it is independent of z.
From (2.20)-(2.11) and (2.18)-(2.19) we derive the following expansion of M as z → 0:
M = G
(
I + z
{
−ux
3
Ω +N Λˆ
}
+ z2
{
−u
3
Ω˜− ux
3
NΩΛˆ +
N2
2
Λˆ2
}
+ O(z3)
)
. (2.24)
Proposition 2.6 (symmetries). M(x, t, z) satisfies the symmetry relations:
OSTROVSKY–VAKHNENKO EQUATION BY A RIEMANN–HILBERT APPROACH 9
(S1) Γ1M(x, t, z¯)Γ1 = M(x, t, z) with Γ1 =
(
0 1 0
1 0 0
0 0 1
)
.
(S2) Γ2M(x, t, z¯ω2)Γ2 = M(x, t, z) with Γ2 =
(
0 0 1
0 1 0
1 0 0
)
.
(S3) Γ3M(x, t, z¯ω)Γ3 = M(x, t, z) with Γ3 =
(
1 0 0
0 0 1
0 1 0
)
.
(S4) M(x, t, zω) = C−1M(x, t, z)C, with C =
(
0 0 1
1 0 0
0 1 0
)
.
Actually, assuming any two symmetries from above, the other two follow.
2.3. Matrix RH problem.
2.3.1. Jump conditions. For z on the common boundary of two adjacent domains Ων , the
limiting values of M , being the solutions of the system of differential equations (2.12), must
be related by a matrix independent of (x, t). Supplying the rays lν with an orientation, see
l1
l2l3
l4
l5 l6
Figure 1. Rays lν in the z-plane
Figure 1, we can write for the limiting values of M :
M+(x, t, z) = M−(x, t, z)eQ(x,t,z)S0(z)e−Q(x,t,z), z ∈ l1 ∪ · · · ∪ l6. (2.25)
Considering (2.25) at t = 0 we see that S0(z) is determined by u(x, 0), i.e., by the initial data
for the Cauchy problem (2.1), via the solutions M(x, 0, z) of the system of integral equations
(2.15) whose coefficients are determined by u(x, 0). Thus the relation (2.25) can be considered
as a “pre-Riemann–Hilbert problem” associated with (2.1): the data are S0(z), and we seek
for a piecewise meromorphic function M satisfying (2.25) for all (x, t), in the hope that one
can further extract the solution u(x, t) to (2.1) by evaluating M(x, t, z).
The matrix S0(z) has a particular matrix structure, see [8]. Indeed, the integral equations
(2.15) allow studying the limiting values ofM as x→ ±∞ for z ∈ Σ. Set t = 0 and consider, for
example, the limiting values M±(x, 0, z) for z ∈ l1 = R+. For such z, Reλ1(z) = Reλ2(z) <
Reλ3(z), and thus the structure of integration paths in (2.15) (see (2.14)) implies that, as
x→ +∞,
M+(x, 0, z) =
1 r+(z)E(x, z) 00 1 0
0 0 1
+ o(1) (2.26)
10 A. BOUTET DE MONVEL AND D. SHEPELSKY
and
M−(x, 0, z) =
 1 0 0r−(z)E−1(x, z) 1 0
0 0 1
+ o(1) (2.27)
with some r±(z) independent of x, and where
E(x, z) = eQ11(x,0,z)−Q22(x,0,z) = ey(x,0)(λ1(z)−λ2(z)) = ey(x,0)z(ω−ω
2).
The symmetry (S1) from Proposition 2.6 implies that r−(z) = r+(z). On the other hand, M+
and M− are bounded for all x (particularly, as x→ −∞).
Letting x→ +∞ in the r.h.s. of
S0(z) = e
−Q(x,0,z)M−1− (x, 0, z)M+(x, 0, z)e
Q(x,0,z)
we get that (S0)31(z) = (S0)32(z) ≡ 0 and (S0)11(z) = (S0)33(z) ≡ 1. On the other hand,
letting x→ −∞ yields (S0)13(z) = (S0)23(z) ≡ 0. Thus
S0(z) =
 1 0 0−r(z) 1 0
0 0 1
1 r(z) 00 1 0
0 0 1
 , (2.28)
where r(z) := r−(z) = r+(z).
For z ∈ l4 = R−, the structure of S0(z) is similar to (2.28) whereas for z ∈ lν with ν 6= 1, 4,
the construction of S0(z) follows from the symmetries of Proposition 2.6: S0(ωz) = CS0(z)C−1.
Thus, as in the case of the Degasperis–Procesi equation, the jump matrix on the whole
contour is determined by a scalar function — the reflection coefficient r(k) given for k ∈ R, and
has only a 2×2 nontrivial block (different blocks for different lν ’s, according to Proposition 2.6).
In turn, as it follows from (2.26) and (2.15) for t = 0, the reflection coefficient is determined
by the initial condition u0(x) via the solution of (2.15), where q(x, 0) ≡ (−uxx(x, 0) + 1)1/3 in
the construction of U(x, 0, z), see (2.4b), is replaced by q0(x) ≡ (−u0xx(x) + 1)1/3.
Proposition 2.7. r(z) = O(z3) as z → 0.
Proof. This follows from (2.25), (2.28), and from the fact that the terms up to z2 of the
expansions of M+ and M− as z → 0 coincide, see (2.24). 
Remark 2.3. The dependence of the matrix eQS0e−Q, relating M+ and M− in (2.25), on the
parameters (x, t) justifies the use of the variable y = y(x, t) in (2.10). Indeed, introducing
Mˆ(y, t, z) := M(x(y, t), t, z),
(2.25) can be written in terms of the parameters (y, t) as
Mˆ+(y, t, z) = Mˆ−(y, t, z)S(y, t, z), (2.29)
where the jump matrix
S(y, t, z) = eyΛ(z)+tΛ
−1(z)S0(z)e
−yΛ(z)−tΛ−1(z) (2.30)
is determined in terms of the initial condition u(x, 0) = u0(x) and depends explicitly on the
parameters (y, t).
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2.3.2. Normalization condition.
Mˆ(y, t, z) = I + O(1/z) as z →∞. (2.31)
See (iii) in Proposition 2.3.
2.3.3. Residue conditions. If M(x, t, z) (or Mˆ(y, t, z)) has poles in C \ Σ, the formulation of
the RH problem has to be completed by residue conditions at these poles. The following
statement holds true.
Proposition 2.8 (see [1]). Generically, there are at most a finite number of poles lying in
C \ Σ, each of them being simple, with residue conditions of a special matrix form: distinct
columns of Mˆ have distinct poles, and if zn is a pole of the l-th column, then for some j 6= l
Resz=zn Mˆ
(l)(y, t, z) = Mˆ (j)(y, t, zn)v
jl
n e
y(λj(z)−λl(z))+t(λ−1j (z)−λ−1l (z)) (2.32)
with some scalar constants vjln .
These constants, similarly to the jump matrix S0(z), are determined by the initial condition
u0(x) via the solution of (2.15) considered at t = 0; thus conditions (2.32) have to be consistent
with the symmetries of Proposition 2.6.
Now we observe that relations (2.29), (2.31), (2.32) can be viewed as conditions defining a
Riemann–Hilbert problem:
Matrix RH problem. Given the scattering data {S0(z), z ∈ Σ; {vjln }Nn=1} (which are deter-
mined by u0(x)), find, for each y ∈ R and t ≥ 0, a piecewise (relative to Σ) meromorphic
3× 3 matrix-valued function Mˆ(y, t, z) satisfying the jump condition (2.29), the normalization
condition (2.31), and the residue conditions (2.32).
Notice that since detS0 ≡ 1, the solution of this problem (which exists by construction) is
unique, by Liouville’s theorem.
Summarizing, we arrive at the following
Theorem 2.1 (representation of u in terms of Mˆ). Let u(x, t) be the solution of the Cauchy
problem (2.1). Then u(x, t) can be expressed in terms of the solution Mˆ(y, t, z) of the matrix
Riemann–Hilbert problem formulated above, with data (jump matrix and residue conditions)
determined by u0(x). This expression has a parametric form:
u(x, t) = uˆ(y(x, t), t),
where
x(y, t) = y + lim
z→0
(∑3
j=1 Mˆj3(y, t, z)∑3
j=1 Mˆj3(y, t, 0)
− 1
)
1
z
, (2.33a)
uˆ(y, t) =
∂x(y, t)
∂t
. (2.33b)
Proof. In view of (2.24), the r.h.s. of (2.33a) gives y+N , which, in view of (2.21), gives x(y, t).
In turn, the form qt = −(uq)x of the sDP equation (2.1a) and the definition (2.10) of y(x, t)
imply that ∂y∂t (x, t) = −
∫∞
x qtdξ = −uq, which, in view of the identity 0 = ∂y∂x ∂x∂t + ∂y∂t , gives
(2.33b). 
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Theorem 2.1 gives a representation of the solution of the Cauchy problem (2.1) under
assumption of existence of a solution to this problem. On the other hand, the construction of
the RH problem above allows solving the Cauchy problem (2.1) under assumption of existence
of a solution to the RH problem satisfying a certain structural condition.
Theorem 2.2 (structured matrix RH problem). Let S0(k) and {zn, vjln } be respectively the
scattering matrix and the residue parameters determined by u0(x) via the solution of (2.15) at
t = 0. Let the Riemann–Hilbert problem specified by the jump condition (2.29), the residue
conditions (2.32), and the normalization condition (2.31) have a unique solution Mˆ(y, t, z)
satisfying the structural condition at z = 0:
Mˆ(y, t, 0) =
α β β¯β¯ α β
β β¯ α
 (2.34)
where α(y, t) and β(y, t) have the form
α = α¯ =
1
3
(
qˆ + 1 +
1
qˆ
)
, β =
1
3
(
qˆ + ω2 +
ω
qˆ
)
(2.35)
with some qˆ(y, t) > 0 such that qˆ → 1 as y → ∞. Introduce x = x(y, t) and u = u(x, t) as
follows:
• ∂x
∂y
= qˆ−1(y, t) and x− y → 0 as y → +∞,
• u(x, t) := ∂x
∂t
(y, t)
∣∣∣
y=y(x,t)
,
• q(x, t) := q(y(x, t), t).
Then:
(i) qˆ(y, t) satisfies the differential equation(
qˆy
qˆ
)
t
= qˆ2 − 1
qˆ
. (2.36)
(ii) u(x, t) and q(x, t) satisfy the system of equations
qt = −(uq)x, uxx = 1− q3, (2.37)
which is equivalent to (2.1a).
(iii) u(x, t) satisfies the initial condition (2.1b).
Remark 2.4. The fact that a solution Mˆ of the RH problem satisfies (2.34) actually follows
from the symmetries of Mˆ (see Proposition 2.6), which, in turn, follow from the respective
symmetries of S0(k) and {zn, vjln }, and the uniqueness of the solution of the RH problem.
Thus, it is the representation of α and β as in (2.35), which is a necessary condition in view of
(2.22)-(2.24), that constitutes an additional condition that must be imposed on the solution
of the RH problem. This situation is different from that in the case of classical integrable
equations like the Korteweg–de Vries equation or the nonlinear Schrödinger equation, where
no conditions on the solution of the respective RH problems are to be imposed. On the other
hand, it is typical for the so-called “peakon equations”, like the CH and DP equations [7, 8].
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Proof of Theorem 2.2. The first step in the proof that the solution of the RH problem gives
rise to a solution of the nonlinear equation in question follows the standard scheme, see, e.g.
[19]. Defining Ψ := MˆeyΛ+tΛ−1 and introducing the derivatives Ψy and Ψt, one obtains that:
a) ΨyΨ−1 = zΛˆ +W (y, t) + O(1/z) as z →∞, where W = [M1, Λˆ] and M1 comes from the
expansion Mˆ = I + M1z + O(1/z
2) as z →∞, whereas ΨyΨ−1 has no jumps and is bounded
in z ∈ C.
b) ΨtΨ−1 =
A(y,t)
z + O(1) as z → 0, where A = G0Λˆ−1G−10 and G0 comes from the expansion
Mˆ = G0 + O(z) as z → 0; ΨtΨ−1 = O(1/z) as z →∞; and ΨyΨ−1 has no jumps and is
bounded in z ∈ C \ 0.
Then by Liouville’s theorem we conclude that Ψ satisfies the system of equations
Ψy = zΛˆΨ +W (y, t)Ψ, (2.38a)
Ψt =
A(y, t)
z
Ψ. (2.38b)
Moreover, the compatibility condition Ψxt = Ψtx for (2.38) leads to the system of equations
for W and A:
Ay = [W,A], (2.39a)
Wt = [A, Λˆ]. (2.39b)
Now we notice that
(i) taking into account the symmetries of Proposition 2.6 provides Mˆ(y, t, 0) with the
structure (2.34) with α and β satisfying the equation α3 + β3 + β¯3 − 3α|β|2 = 0,
(ii) it is the additional condition (2.35) that reduces (2.39) to a single equation (2.36) for a
single function, namely, for qˆ.
Further, defining uˆ(y, t) := ∂x∂t (y, t), it follows that
∂uˆ
∂y
(y, t) =
(
1
qˆ
)
t
= − qˆt
qˆ2
. (2.40)
Substituting this into (2.36) yields
qˆ3 − 1 = − (uˆy qˆ)y qˆ, (2.41)
or, in the (x, t) variables,
q3 − 1 = −uxx (2.42)
where q(x, t) = qˆ(y(x, t), t) and u(x, t) = uˆ(y(x, t), t). Further, taking into account that if
fˆ(y, t) = f(x, t), then ∂fˆ∂t =
∂f
∂x
∂x
∂t +
∂f
∂t =
∂f
∂xu+
∂f
∂t , (2.36) and (2.42) give(
qt + uqx
q
)
x
= −uxx. (2.43)
Provided ux → 0 as x→ +∞, integrating (2.43) finally gives qt +uqx = −qux, or qt = −(uq)x.
In order to verify the initial condition, one observes that for t = 0, the RH problem reduces
to that associated with u0(x), which yields u(x, 0) = u0(x), owing to the uniqueness of the
solution of the RH problem. 
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Remark 2.5. Introducing φ by qˆ = e2φ, equation (2.36) reduces to the Bullough–Dodd–
Mikhailov equation [18,29]
φyt =
1
2
(
e4φ − e−2φ
)
.
The analysis of the soliton solutions, see Section 3, suggests making the conjecture that
initial data u0(x) satisfying the condition −u0xx + 1 > 0 for all x give rise to a piecewise
analytic RH problem, i.e., without residue conditions. On the other hand, forcing residue
conditions (consistent with the symmetries) leads to a representation of non-classical solutions
(singular, non-smooth, multivalued, etc.) provided that the solution of the associated RH
problem satisfies the structural condition (2.34), (2.35) at z = 0.
Theorem 2.3. Let r(k), k ∈ R be a smooth function such that r(k) = O(1/k) as |k| → ∞ and
r(0) = 0. Let {zn, vjln } be a set which is consistent with the symmetries from Proposition 2.6.
Assume that the RH problem constructed from the given data above has a solution, which, being
evaluated at z = 0, satisfies the structural condition (2.34)-(2.35).
Then qˆ from (2.35) satisfies equation (2.36) and thus q(x, t) and u(x, t), determined from qˆ
as in Theorem 2.2, satisfy (2.37). Moreover, if, additionally, r(k) = O(k3) as k → 0, then
u→ 0 and ux → 0 as x→ −∞.
Remark 2.6. The facts that u→ 0 and ux → 0 as x→ +∞ follow from the asymptotic analysis
in Section 4.
2.4. Vector RH problem. The structure of M at z = 0, see (2.24), suggests the transition
from the 3×3 matrix RH problem to a row vector RH problem, for the 1×3 row vector-valued
function µ, which can be viewed as the result of left multiplication by the constant row vector
(1 1 1):
µ(y, t, z) =
(
1 1 1
)
Mˆ(y, t, z).
Then (2.29) reduces to the jump condition for µ across Σ:
µ+(y, t, z) = µ−(y, t, k)S(y, t, k), (2.44)
whereas the residue conditions and the normalization condition take respectively the forms:
Resz=zn µl(y, t, z) = µj(y, t, zn)v
jl
n e
y(λj(z)−λl(z))+t(λ−1j (z)−λ−1l (z)). (2.45)
and
µ(y, t, z) =
(
1 1 1
)
+ O(1/z) as z →∞. (2.46)
Then (2.24) yields the following behavior of µ( · , · , z) as z → 0:
µ1 = qˆ
(
1 + zωN +
1
2
z2ω2N2
)
+ O(z3), (2.47a)
µ2 = qˆ
(
1 + zω2N +
1
2
z2ωN2
)
+ O(z3), (2.47b)
µ3 = qˆ
(
1 + zN +
1
2
z2N2
)
+ O(z3). (2.47c)
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Similarly to the matrix RH problem, relations (2.47) indicate that having known µ(y, t, z) for
all (y, t) and for all z near z = 0 allows reconstructing the solution u(x, t) of the original initial
value problem (2.1) in a parametric form as follows:
u(x, t) = uˆ(y(x, t), t),
where
x(y, t) = y + lim
z→0
(
µ3(y, t, z)
µ3(y, t, 0)
− 1
)
1
z
, (2.48a)
uˆ(y, t) =
∂x(y, t)
∂t
. (2.48b)
Notice also the formula for qˆ:
qˆ(y, t) = µ3(y, t, 0). (2.49)
In the vector formulation, the structural condition (2.34)-(2.35) is obviously lost. On the
other hand, the definitions of y(x, t) and N(y, t), see (2.10) and (2.21), yield the following
necessary condition to be satisfied by the coefficients N and qˆ in the expansion (2.47), for
small z, of the solution of the vector RH problem:
∂N
∂y
=
1− qˆ
qˆ
. (2.50)
3. Loop solitons
For all j, l and z, (λj(z)− λl(z))2 = −3λj(z)λl(z) and thus the exponential in (2.45) can
be written as
ey(λj−λl)+t(λ
−1
j −λ−1l ) = eyν+t
3
ν , (3.1)
where ν = ν(z) = λj(z)− λl(z).
When integrating soliton nonlinear equations by a Riemann–Hilbert approach, soliton
solutions correspond to trivial jump conditions on the associated contour, which reduces the
solution of the RH problem to the solution of a system of algebraic equations generated by
the residue conditions. In order to have real-valued solutions, the exponentials in the residue
conditions have to be real (see [6, 8]). Particularly, for the equation (2.1a), this means that
ν(z) for z at the pole locations has to be real-valued. Since λ1(z)− λ2(z) = z(ω−ω2) = zi
√
3,
λ1(z)−λ3(z) = z(ω− 1) = −z
√
3 e−ipi/6, and λ3(z)−λ2(z) = z(1−ω2) = z
√
3 eipi/6, the poles
may lie only on the lines z ∈ iR ∪ eipi/6R ∪ e−ipi/6R. More precisely, the poles for µ1, µ2, and
µ3 may lie on iR ∪ eipi/6R, iR ∪ e−ipi/6R, and eipi/6R ∪ e−ipi/6R, respectively.
Due to the symmetries (see Proposition 2.6), the simplest case involves 6 poles, at z =
ρ e
ipi
6
+ ipim
3 , m = 0, . . . , 5 for some ρ > 0, with the residue condition
Resz=−iρ µ1(y, t, z) = µ2(y, t, iρ)γe
−√3ρy−
√
3
ρ
t
for some constant γ ≡ |γ|eiφ (other residue conditions are determined by the symmetries).
Then the solution of the (vector) RH problem has the form
µ =
(
1 +
α
z + iρ
+
α¯ω
z + ρe
ipi
6
, 1 +
α¯
z − iρ +
αω2
z + ρe
−ipi
6
, 1 +
αω
z − ρe ipi6
+
α¯ω2
z − ρe−ipi6
)
, (3.2)
16 A. BOUTET DE MONVEL AND D. SHEPELSKY
where
α = 2
√
3ρ
eiφeˆ+ eˆ2
1− 4 cos(φ− pi3 )eˆ+ eˆ2
(3.3)
with
eˆ(y, t) =
|γ|
2
√
3ρ
e
−√3ρy−
√
3
ρ
t
= e
−√3ρ(y+ t
ρ2
+y0) (3.4)
and
y0 = − 1√
3ρ
log
|γ|
2
√
3ρ
.
Notice that:
• the structure of µ in (3.2) for small z is consistent with all equations in (2.47);
• it yields real-valued x(y, t) (and thus uˆ(y, t) and qˆ(y, t)) for all α ∈ C:
x(y, t) = y − 2
ρ
Re(αe
ipi
3 )
1 + 2ρ Imα
, (3.5a)
qˆ(y, t) = 1 +
2
ρ
Imα. (3.5b)
Substituting (3.3) into (3.5) gives the parametric representation for a candidate for one-soliton
solution:
x(y, t) = y +N(y, t) = y +
2
√
3
ρ
−2 cos(φ+ pi3 )eˆ+ eˆ2
1− 4 cos(φ+ pi3 )eˆ+ eˆ2
, (3.6a)
uˆ(y, t) =
∂x(y, t)
∂t
=
12
ρ2
eˆ(cos(φ+ pi3 )− eˆ+ cos(φ+ pi3 )eˆ2)
(1− 4 cos(φ+ pi3 )eˆ+ eˆ2)2
, (3.6b)
qˆ(y, t) =
1− 4 cos(φ+ pi3 )eˆ+ eˆ2
1− 4 cos(φ− pi3 )eˆ+ eˆ2
. (3.6c)
Now, applying the condition (2.50) to (3.6) and introducing β := −2 cos(φ + pi3 ) and βˆ :=−2 cos(φ− pi3 ) reduces (2.50) to the equation
− 3 β + 2eˆ+ βeˆ
2
1 + 2βeˆ+ eˆ2
= β − βˆ. (3.7)
Equation (3.7) becomes an identity (in (y, t)) only in two cases:
(i) β = 1 and βˆ = −2,
(ii) β = −1 and βˆ = 2.
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But in case (ii) we have
x(y, t) = y − 2
√
3
ρ
eˆ
1− eˆ , (3.8a)
uˆ(y, t) =
6
ρ2
eˆ
(1− eˆ)2 , (3.8b)
which corresponds to an unbounded uˆ (at y = − t
ρ2
− y0, where eˆ(y, t) = 1) and a singular
dependence x = x(y, t).
x
u
Figure 2. The soliton in the
(x, t) variables.
y
uˆ
Figure 3. The soliton in the
(y, t) variables.
On the other hand, for β = 1 and βˆ = −2, which, in terms of φ, corresponds to φ = pi3 , we
have a bounded solution described as follows:
x(y, t) = y +
2
√
3
ρ
eˆ
1 + eˆ
, (3.9a)
uˆ(y, t) = − 6
ρ2
eˆ
(1 + eˆ)2
, (3.9b)
qˆ(y, t) =
1 + 2eˆ+ eˆ2
1− 4eˆ+ eˆ2 , (3.9c)
where eˆ = eˆ(y, t) is given by (3.4).
Notice that the representation of the loop solitons in the form (3.9) coincide with that in
[28] under an obvious change of notations.
One can directly verify that q(x, t) = qˆ(y(x, t), t) and u(x, t) = uˆ(y(x, t), t) determined by
(3.9) satisfy the equation (2.1a) in the form of the system qt = −(uq)x, uxx = 1− q3.
Remark 3.1. In the variables (y, t), the soliton solution (3.9b) is a smooth function having a
bell shape, see Fig. 3 (corresponding to the change from Euler to Lagrange picture), which is
typical for solitons of integrable nonlinear evolution equations. It is the change of variable
y 7→ x (3.9a), which, for any fixed t, is not monotone (see Fig. 4), that makes the soliton in
the original variables (x, t) to be a multivalued function having a loop shape (see Fig. 2). The
physical context of ambiguous (multi-valued) solutions is discussed in [37].
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y
x
Figure 4. The change of variables y 7→ x.
4. Long time asymptotics
The representation of the solution u to the Cauchy problem (2.1) in terms of an associated
RH problem allows applying the nonlinear steepest descent method [17] for obtaining a detailed
long time asymptotics of u. A key feature of this method is the deformation of the original
RH problem according to the “signature table” for the phase functions in the jump matrix
S in (2.29) or (2.44). Since the structure of the jump matrix is similar, in many aspects,
to that in the case of the Degasperis–Procesi equation, the long time analysis shares many
common features with that for the DP equation [8]. On the other hand, the short wave limit
nature of (2.1a) suggests the presence of certain common issues with the case of the short
wave Camassa–Holm equation [9].
First, consider the structure of the jump matrix S (2.30) for z ∈ R. The exponentials in
the (j, l) entry of S, which has the form (3.1), can be written as et(ζν+
3
ν ), where ζ = yt and
ν = λj(z)− λl(z) = z(ωj − ωl). Particularly, for the (1, 2) entry one has ν = i
√
3z and thus
eit
√
3(ζz− 1z ) ≡ e−2itΘ(ζ,z),
where Θ(ζ, z) has the same form, up to sign and scaling factors, as in the case of the short
wave limit of the CH equation [9]:
Θ(ζ, z) = −
√
3
2
(
ζz − 1
z
)
.
Therefore, the signature table, i.e., the distribution of signs of Im Θ in the z-plane (near the
real axis) is similar to that in [9]. Particularly,
Im Θ = 0 ⇐⇒ Im z
(
ζ +
1
|z|2
)
= 0
and thus, similarly to [9], two cases are to be distinguished.
(i) Case ζ ≥ 0. In this case the set {z | Im Θ(ζ, z) = 0} coincides with the real axis Im z = 0
and ± Im Θ > 0 for ∓z > 0.
(ii) Case ζ < 0. In this case
{z | Im Θ(ζ, z) = 0} = {z | Im z = 0} ∪ {z | |z| = |ζ|−1/2}.
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Accordingly, the long time behavior of u(x, t) turns out to be qualitatively different for x > 0
and for x < 0.
4.1. Range x/t > ε. In the sector x/t > ε for any ε > 0, in order to move the oscillatory
terms, in the jump relation, into regions where they are decaying [17], the signature table
suggests the deformation of the original RH problem according to trigonal factorizations of
the jump matrix of type (2.28). In what follows, we will assume that r(z) has an analytic
extension to a small neighborhood of the real axis. This is, for example, the case if we assume
that the solution is exponentially decaying as |x| → ∞. Otherwise one can split r(z) into an
analytic part plus a reminder producing a polynomially decaying (in t) error term, the decay
depending on the rate of decay of the initial condition u0(x) as |x| → ∞ (see, e.g., [4, 21]).
For z ∈ R, writing S(z) in the form
S(z) =
 1 0 0−r(z)e2itΘ(ζ,z) 1 0
0 0 1
1 r¯(z)e−2itΘ(ζ,z) 00 1 0
0 0 1
 , z ∈ R (4.1)
suggests absorbing the triangular factors into the new RH problem, for µ(1), involving a contour
Σ1 = Σ1+ ∪ Σ1− near the real axis, see Figure 5, which replaces the real axis in the original
Σ1+Σ
1
+
Σ1−Σ
1
−
0
R
Figure 5. Contour Σ1 near the real axis
contour:
µ(1) =

µ
 1 0 0−r(z)e2itΘ(ζ,z) 1 0
0 0 1
 , z between R and Σ1−,
µ
1 −r¯(z)e−2itΘ(ζ,z) 00 1 0
0 0 1
 , z between R and Σ1+,
µ, everywhere else.
Similarly, one absorbs the triangular factors associated with the factorizations of S on the
lines ωR and ω2R, which, due to the symmetries (see Proposition 2.6), are as follows:
S(z) =
1 0 −r(ω2z)e2itΘ(ζ,ω2z)0 1 0
0 0 1
 1 0 00 1 0
r¯(ω2z)e−2itΘ(ζ,ω2z) 0 1
 , z ∈ ωR
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and
S(z) =
1 0 00 1 r¯(ωz)e−2itΘ(ζ,ωz)
0 0 1
1 0 00 1 0
0 −r(ωz)e2itΘ(ζ,ωz) 1
 , z ∈ ω2R.
This reduces the RH problem to a new one, on the contour Σˆ = Σ1 ∪ωΣ1 ∪ω2Σ1, see Figure 6,
whose jump matrix is exponentially decaying (in t) to the identity matrix. Assuming there are
Figure 6. Contour Σˆ for ζ > 0.
no residue conditions, the solution to this problem decay fast to I and consequently uˆ(y, t)
decay fast to 0 (while y approaches fast x), uniformly in any sector x/t > ε with ε > 0 (see
[9]), and thus u(x, t) = O(t−n) with n > 1 depending on the decay of u0(x) through the decay
of the non-analytic reminder in the analytic approximation of the reflection coefficient [21].
4.2. Range x/t < −ε. In the sector ζ < −ε for any ε > 0, the signature table dictates the
use of two types of factorizations of the jump matrix. Again consider first the real axis.
• For z ∈ (−κ,κ), where κ ≡ κ(ζ) = 1/√|ζ|, we use again the factorization (4.1).
• For z ∈ (−∞,−κ) ∪ (κ,∞), the appropriate factorization is as follows:
S(z) =
1 r¯(z)e
−2itΘ(ζ,z)
1−|r(z)|2 0
0 1 0
0 0 1

 11−|r(z)|2 0 00 1− |r(z)|2 0
0 0 1

 1 0 0− r(z)e−2itΘ(ζ,z)1−|r(z)|2 1 0
0 0 1
 . (4.2)
Taking into account the symmetries, the factorization (4.2) suggests introducing the diagonal
factor δ˜(z) ≡ δ˜(ζ, z) (see [8]):
δ˜(z) =
δ(z)δ−1(ω2z) 0 00 δ−1(z)δ(ωz) 0
0 0 δ(ω2z)δ−1(ωz)
 (4.3)
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where
δ(z) ≡ δ(ζ, z) = exp
{
1
2ipi
(∫ −κ(ζ)
−∞
+
∫ ∞
κ(ζ)
)
− log(1− |r(s)|2)
s− z ds
}
. (4.4)
Then, introducing µ(1) := µδ˜−1(z), the jump conditions for µ(1) are
µ
(1)
+ = µ
(1)
− S1(ζ, t, z)
with S1 possessing appropriate triangular factorizations with non-diagonal terms decaying to
0 upon deforming the contour Σ to a contour Σˆ close to Σ, with self-intersection points at 0,
±κ, ±ωκ, ±ω2κ, see Figure 7.
κ−κ
ωκ
−ωκω2κ
−ω2κ
Figure 7. Contour Σˆ for ζ < 0.
For instance, for z ∈ R (before the deformation) one has
S1(ζ, t, z) =
1 r¯(z)1−|r(z)|2 δ
2
−(z)
δ(ω2z)δ(ωz)
e−2itΘ(ζ,z) 0
0 1 0
0 0 1

 1 0 0r(z)1−|r(z)|2 δ(ω2z)δ(ωz)δ2+(z) e2itΘ(ζ,z) 1 0
0 0 1

for z ∈ (−∞,−κ) ∪ (κ,∞) (4.5a)
and
S1(ζ, t, z) =
 1 0 0−r(z) δ(ω2z)δ(ωzδ2(z) e2itΘ(ζ,z) 1 0
0 0 1

1 −r¯(z) δ
2(z)
δ(ω2z)δ(ωz)
e−2itΘ(ζ,z) 0
0 1 0
0 0 1

for z ∈ (−κ,κ). (4.5b)
Similarly for z ∈ ωR and z ∈ ω2R.
Then, absorbing the triangular factors from (4.5) (and the analogous factors from the
factorizations on ωR and ω2R), the main contribution to the long time asymptotics comes
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from the sum of (separate) contributions of each small cross (after the contour deformation)
centered at ±κ, ±ωκ, and ±ω2κ (see [4, 8, 17]):
µ(z) =
(
1 1 1
)( 6∑
j=1
M (j)(z)− 5 · I
)
δ˜(k) + O
(
t−α
)
as t→∞, (4.6)
with some α > 1/2, where M (j)(z) are the solutions of the 3× 3 matrix RH problems on the
crosses centered at ±κ, ±ωκ, and ±ω2κ.
Particularly, for M (1)(z) associated with the cross centered at κ, the factors in the jump
matrix (4.5) can be approximated, as t→∞, as follows (see [4, 5, 8]):
δ2(z) δ−1(ω2z) δ−1(ωz) e−2itΘ(ζ,z) ' δ2∗ · (−zˆ)2ihe−izˆ
2/2, (4.7)
where
h = h(κ) = − 1
2pi
log(1− |r(κ)|2), (4.8)
and where the scaled spectral parameter zˆ is defined by
zˆ =
√
ct
(
z − κ)
with
c = c(κ) =
2
√
3
κ3
. (4.9)
Moreover, the constant (w.r.t. zˆ) factor δ∗ is as follows:
δ∗ = e
−i√3
κ t
(
8
√
3
κ
t
)−ih/2
e−iχ0 , (4.10a)
where
χ0 =
1
2pi
(∫ −κ
−∞
+
∫ ∞
κ
)
log|κ − s|d log(1− |r(s)|2)
+
1
4pi
(∫ −κ
−∞
+
∫ ∞
κ
)
log(1− |r(s)|2) 2s+ κ
s2 + sκ + κ2
ds. (4.10b)
Similarly, for z near −κ, one has
δ2(z) δ−1(ω2z) δ−1(ωz) e−2itΘ(ζ,z) ' δ¯2∗ · (zˆ)−2iheizˆ
2/2, (4.11)
where now
zˆ =
√
ct(z + κ).
Conjugating out the constant factors in (4.7) and (4.11), the resulting problems on the crosses
(in the zˆ plane) become RH problems whose solutions are given in terms of parabolic cylinder
functions [4, 5, 8, 17]. Particularly, M (1)(z) ≈ ∆IMˆ (1)∆−1I with ∆I = diag{δ∗, δ−1∗ , 1}, where
the large-zˆ behavior of Mˆ (1)(zˆ) is given by
Mˆ (1)(zˆ) = I +
Mˆ1
zˆ
+ O(zˆ−2),
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where
Mˆ1 =
 0 iβ¯ 0−iβ 0 0
0 0 0

with
β =
r(κ)Γ(−ih)h√
2pi eipi/4e−pih/2
. (4.12)
Here Γ is the Euler Gamma function.
Recalling the relationship zˆ =
√
ct
(
z − κ), the evaluation of the main term of M (1)(z) as
t→∞, for z close to 0, reduces to the following (see [9]):
M (1)(z) ' ∆I
(
I +
Mˆ1√
ct (z − κ)
)
∆−1I
= I +
∨
M1√
ct (−z + κ) , (4.13a)
where
∨
M1 =
 0 −iβ¯δ2∗ 0iβδ−2∗ 0 0
0 0 0
 . (4.13b)
Similarly, for M (2)(z) associated with the cross centered at −κ, one has
M (2)(z) = I +
∨
M2√
ct(z + κ)
, (4.13c)
where
∨
M2 =
 0 iβ∗δ−2∗ 0−iβ¯∗δ2∗ 0 0
0 0 0

with
β∗ =
r(−κ)Γ(−ih)h√
2pi eipi/4e−pih/2
. (4.13d)
For the crosses M (j), j = 3, . . . , 6 centered at ±ωκ and ±ω2κ, one applies the symmetries
of Proposition 2.6, which gives the following.
M (3)(z) ' I + 1√
ct(−zω2 + κ)
 0 0 iβδ−2∗0 0 0
−iβ¯δ2∗ 0 0
 , (4.13e)
M (4)(z) ' I + 1√
ct(zω2 + κ)
 0 0 −iβ¯∗δ2∗0 0 0
iβ∗δ−2∗ 0 0
 , (4.13f)
M (5)(z) ' I + 1√
ct(−zω + κ)
0 0 00 0 −iβ¯δ2∗
0 iβδ−2∗ 0
 , (4.13g)
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M (6)(z) ' I + 1√
ct(zω + κ)
0 0 00 0 iβ∗δ−2∗
0 −iβ¯∗δ2∗ 0
 . (4.13h)
Collecting all relations (4.13) and substituting into (4.6) gives
µ3(z) ' δ˜33(z)
{
1 +
A1
−zω2 + κ +
A¯1
−zω + κ +
A2
zω + κ
+
A¯2
zω2 + κ
}
, (4.14)
where
A1 = A1(ζ) = iβδ
−2
∗ , (4.15a)
A2 = A2(ζ) = iβ
∗δ−2∗ . (4.15b)
In view of (2.48), in order to evaluate the asymptotics of u, we use expansions, as z → 0, of
the r.h.s. of (4.14) (see [9]). From (4.3) and (4.4) it follows that
δ˜33(z) = 1 + z∆ + O(z
2), (4.16)
where
∆ = ∆(κ(ζ)) =
√
3
pi
∫ ∞
κ
log
(
1− |r(s)|2)
s2
ds, (4.17)
and thus
µ3(z)− µ3(0)
µ3(0)z
= ∆ +
2
κ2
√
ct
(
Re(A1ω
2)− Re(A2ω)
)
+ O
(
t−α
)
. (4.18)
Using (4.8), (4.9), (4.10), (4.12), (4.13d) in (4.15) yields the following expressions for the terms
in the r.h.s. of (4.18):
Re(A1ω
2) =
√
h cos
(
2
√
3
κ
t+ h log t+ φ1
)
, (4.19a)
Re(A2ω) =
√
h cos
(
2
√
3
κ
t+ h log t+ φ2
)
, (4.19b)
where
φj = h log
8
√
3
κ
+ arg r
(
(−1)j−1κ)+ arg Γ(−ih) + 2χ0 + pi
4
+ (−1)j 2pi
3
, j = 1, 2. (4.20)
Substituting (4.19) with (4.20) into (4.18) gives, in view of (2.48a), the principal term of the
asymptotics for x(y, t):
x(y, t) = y + ∆ +
c˜1√
t
sin (c2t+ c3 log t+ c˜4) + O
(
t−α
)
, (4.21)
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where the error term is uniform in the sector x/t < −ε. The coefficients cj and c˜j are, similarly
to ∆, functions of κ:
c˜1 = −2
(
4
3
)1/4√ h
κ
sin
(
arg r(κ)− arg r(−κ)
2
− 2pi
3
)
, (4.22a)
c2 =
2
√
3
κ
, (4.22b)
c3 = h, (4.22c)
c˜4 = h log
8
√
3
κ
+
arg r(κ) + arg r(−κ)
2
+ arg Γ(−ih) + 2χ0 + pi
4
. (4.22d)
Now the asymptotics of u(x, t) can be calculated by differentiating (4.21) with respect to t
(keeping y fixed; see (2.48b)) and taking into account the change of variables y 7→ x, which
(asymptotically) results in an additional phase shift. This results in the following
Theorem 4.1. Let u(x, t) be the solution of the Cauchy problem (2.1). Then the behavior of
u as t→∞ is as follows. Let ε be any small positive number.
(i) In the domain x/t > ε, u(x, t) tends to 0 with fast decay:
u(x, t) = O(t−n) for some n > 1.
(ii) In the domain x/t < −ε, u(x, t) exhibits decaying, of order O(t−1/2), modulated oscilla-
tions:
u(x, t) =
c1√
t
cos(c2t+ c3 log t+ c4) + O
(
t−α
)
(4.23)
with some α > 1/2. The coefficients cj are functions of x/t given in terms of the
associated spectral function r(z):
c1 = −2 32 3 14
√
h
∨κ3
sin
(
arg r(
∨κ)− arg r(− ∨κ)
2
− 2pi
3
)
,
c2 =
2
√
3
∨κ
, c3 = h,
c4 = c˜4(
∨κ) +
√
3
∨κ∆( ∨κ)
= h log
8
√
3
∨κ
+
arg r(
∨κ) + arg r(− ∨κ)
2
+ arg Γ(−ih)
+
pi
4
+
3
∨κ
pi
∫ ∞
∨κ
log
(
1− |r(s)|2)
s2
ds
+
1
pi
(∫ −∨κ
−∞
+
∫ ∞
∨κ
)
log| ∨κ − s|d log(1− |r(s)|2)
+
1
2pi
(∫ −∨κ
−∞
+
∫ ∞
∨κ
)
log(1− |r(s)|2)(2s+ ∨κ)
s2 + s
∨κ + ∨κ2
ds,
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with
h = h(
∨κ) = − 1
2pi
log(1− |r( ∨κ)|2) and ∨κ =
√
t
|x| .
Remarks 4.1. The error terms in Theorem 4.1 are uniform in the sectors x/t > ε and x/t < −ε.
The matching of the asymptotics for positive and negative values of x is provided by the fast
decay of the amplitude c1 in the sector x/t < −ε as t/|x| → ∞. Indeed, in this limit, the
critical point κ =
√
t/|x| is growing and thus the factor h = h( ∨κ) in c1 is decaying to 0 as
fast as the reflection coefficient r( ∨κ) is, the latter depending on the smoothness and decay of
the initial condition u0(x).
Here one can see an analogy with matching the asymptotics for, e.g., the modified Korteweg-
de Vries (mKdV) equation, where a similar behavior of the critical points takes place when
x/t is approaching −∞, see [17].
In this respect we notice that in the case of the mKdV equation, there also exists a specific
transition zone matching, for small x, the soliton sector and the sector of modulated oscillations
[17] (the latter is similar to the sector x/t < −ε for the Ostrovsky–Vakhnenko equation).
In this zone, the main asymptotic term is expressed in terms of a solution of the Painlevé
II equation. A similar transition zone exists for the Degasperis–Procesi equation (for small
x/t− 3) and for the Camassa–Holm equation (for small x/t− 2), see [3]. On the other hand,
for short-wave approximations of these equations, i.e., for the short-wave model for the CH
equation [9] and the Ostrovsky–Vakhnenko equation, Painlevé zones are not present. The
appearance of a Painlevé zone in the asymptotics of nonlinear equations is indeed characterized
by two factors:
i) At the corresponding point (x = 0 for mKdV and KdV, x/t = 2 for CH, x/t = 3 for DP),
there is a bifurcation in the signature table for the associated RH problem.
ii) The value of the reflection coefficient at the corresponding point κ is non-zero, so one can
define a nontrivial solution of the Painlevé II equation (w.r.t. s) having the asymptotics
r(κ) Ai(s) as s→ +∞, where Ai(s) is the Airy function.
In the case of short-wave equations, none of these properties is satisfied in the seemingly
analogous zones adjacent to the sectors of slow decaying, modulated oscillations.
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