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Abstract
The aim of this thesis is to develop an understanding of how hydrogen defects
behave in uranium dioxide. As a major concern is the formation of pyrophoric
UH3 at the uranium metal/uranium oxide interface. There is currently very little
data, experimental or theoretical, available for hydrogen in UO2. However, due to
uranium dioxide’s prominence as a nuclear fuel, there is a vast repository of data for
UO2 available in the literature. This has shown that UO2 is also highly susceptible
to oxidation, this further complicates the problem of determining how hydrogen
behaves as this is highly dependent on the oxygen stoichiometry.
This thesis begins by outlining the background to nuclear power, the nuclear
fuel cycle and the uranium-oxygen system (Chapter 1). This is followed by an
explanation of the quantum mechanical methodology used (Chapter 2). A range of
different GGA+U functionals (PBE+U, PBEsol+U, PW91+U and rPBE+U ) are
investigated to determine the most suitable for simulation of UO2 (Chapter 3). This
is followed by an assessment of the functional dependence on the predicted behaviour
of hydrogen in UO2 (Chapter 4). From the results of Chapters 3 and 4 the PBE+U
functional was determined to be the most suitable for the simulation of UO2 and
predicting hydrogen behaviour in UO2. The PBE+U functional was then used to
investigate the behaviour of hydrogen as a function of oxygen content in UO2±x
(Chapter 5), where hypostoichiometric UO2 was found to favour hydride formation
and hyperstoichiometric UO2 favoured protonic defects (as part of a hydroxyl group).
Having determined the preferred hydrogen species in UO2 the energy barriers to
transport are the assessed (Chapter 6), with the lowest energy pathway predicted to
involve the conversion of hydride defects to hydroxyl defects, with a corresponding
U5+ to U3+ conversion. UO2 is particularly susceptible to oxidation, leading to
a large range of proposed oxygen defect clusters in the literature. The effect of
hydrogen on the stability on the smallest of these clusters (split di-interstitial and
2:2:2 Willis) is investigated (Chapter 7), where a single hydrogen atom is enough to
stabilise the 2:2:2 Willis cluster. One of the motivations for investigating hydrogen
behaviour in UO2 is the formation of UH3 at the metal oxide interface. The chosen
methodology for hydrogen defects in UO2 is assessed for its suitability to simulate
UH3 (Chapter 8) and the oxidation of the hydride is investigated. In the final results
chapter (Chapter 9) a model is developed to assess the thermodynamic stability of
all the different defects as a function of varying oxygen and hydrogen chemical
potentials. Finally, the conclusions and possible directions for building on the work
in this thesis are presented (Chapter 10).
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1 Introduction
There is an ever growing need to generate a large amount of energy, without causing
the harmful environmental effect of CO2 production. Nuclear power is a proven
technology for the reliable generation of energy on demand without CO2 production.
However, nuclear power does present other challenges such as how to safely store
nuclear waste. Not only does spent nuclear fuel need to be stored over a long period
to reduce radioactivity but the material integrity needs to be maintained to ensure
the harmful radionuclide species, stored in the fuel, are prevented from reaching
the environment. Therefore, there is a need to engage in fundamental research to
understand the materials chemistry, and hence be able to predict material behaviour
under varying conditions and as a function of time. However, there is one element,
that is ubiquitous in all components of nuclear fuel, but has received remarkably
little attention; hydrogen. Thus investigating the effect of hydrogen on the materials
chemistry is overdue and the subject of this thesis.
This chapter will summarise the background knowledge to explain the context
for the research described in this thesis. First nuclear power will be introduced,
followed by discussion of the different types of nuclear reactor and nuclear fuels.
Then, the nuclear fuel cycle for uranium oxide will be described. This will be
followed by a broad overview of the whole uranium oxygen system. An overview of
the behaviour of hydrogen in other oxide materials will be given, before, finally the
detailed objectives of this thesis are set out. A detailed discussion of the relevant
literature for UO2, hydrogen and the interaction of hydrogen with different defects
in UO2 can be found at the beginning of the appropriate chapters.
1.1 Nuclear Power
Nuclear power refers to the process of converting the heat of nuclear fission into elec-
trical power. The fission process is where the nucleus of an atom splits into smaller
fragments and a small amount of mass is converted into energy. The radioactive
decay of a nucleus is a natural form of nuclear fission.
Nuclear fission was first demonstrated by Otto Hahn and Fritz Strassmann in
1938 [1]. This discovery coincided with the start of World War II, which led to a
vast research effort to exploit and harness the power of nuclear fission. This was
successfully done by the USA in the Manhattan project. After the Second World
War the development of nuclear weapons continued, leading to an arms race between
the USA and the Soviet Union, a key component of the Cold War.
As a result of developing nuclear weapons, a large number of the other tech-
nologies were acquired. This included the realisation that it would be possible to
harness the power of the nuclear bomb to generate power. The 1950s and 1960s
1
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saw the development of nuclear reactors. The first nuclear reactor to produce elec-
tricity was the Experimental Breeder reactor in December 1951, 18 miles southeast
of Arco, Idaho. Commercial nuclear power would not become available for another
nine years. The first commercial reactor, designed by Westinghouse, was operational
for 32 years from 1960 until 1992 [2].
Towards the end of the 1970s nuclear power and research into nuclear materials
had fallen into a decline [3]. This decline was, in part, due to growing public concern
over the safety of nuclear technologies. Incidents such as the Three Mile Island
accident in 1979 and the Chernobyl disaster in 1986 helped turn public opinion
away from nuclear power.
More recently, there has been a nuclear renaissance. An increased awareness
of issues, such as CO2 emissions, diminishing fossil fuel supplies and ensuring a
secure energy supply has led to renewed interest in nuclear power [4]. However,
this renaissance has been set back by the Fukushima Daiichi nuclear disaster, which
caused the public to once again question the safety of nuclear power. The public
outcry was most evident in Germany, where there were large scale protests [5].
In response to these protests the German government announced a reversal of its
policy to maintain its nuclear plants and instead promised to close them by 2022
[6]. Despite this, there are around 440 nuclear reactors operating in 31 countries,
providing approximately 11% of global energy requirements [7].
1.2 Nuclear Reactors
The evolution of nuclear reactors can be divided into four generations (Figure 1.1).
There are four main types of nuclear reactor in operation today, all of which come
from generation II or III: the pressurised water reactor (PWR) (Figure 1.2a), the
Figure 1.1: Evolution of nuclear power plants designs [8].
boiling water reactor (BWR) (Figure 1.2b), the pressured heavy water reactor
(PHWR/Candu) (Figure 1.2c) and the advanced gas cooled reactor (AGR) (Fig-
ure 1.2d). Generation III+ are improvements to the current generation III reactors
and generation IV are new reactor designs, possibly using different fuel materials,
such UO2 particles in a prism [9].
2
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1.2.1 Reactor Operation
Nuclear reactors operate on the same principles as conventional fossil fuel power
stations. Heat is used to convert water into steam and drive a turbine. All reactors
have the same components: the fuel, a moderator, control rods, coolant, a pressure
vessel, a steam generator and some form of containment [10]. The fuel is usually
uranium based, either as UO2 or U metal, though mixed oxide fuels of Pu and U are
possible. The different types of nuclear fuel will be discussed more in Section 1.3.
In order to be able to harness the fission process to generate energy, the rate
of fission needs to be increased in a controlled manner. This is achieved by using
neutrons to split a nucleus, and for uranium this results in additional neutrons being
released causing a chain reaction to occur. The chain reaction is moderated by the
control rods, which are comprised of a neutron absorbing material. The control
rods prevent the chain reaction from a nuclear reactor from becoming supercritical.
The control rods can be inserted or removed from the reactor to regulate the power
generation.
The purpose of the moderator is to reduce the speed of the neutrons released
from the fission process. Neutrons released from a fission reaction are known as fast
neutrons. Once they have been moderated, they are known as thermal neutrons.
The moderator is typically water (either H2O or D2O) or graphite. The former
ensures a there is a readily available source of hydrogen in close proximity to the
fuel. There are reactors based on both types of neutrons, fast and thermal, with the
vast majority of commercially active plants using thermal reactors.
The control rods determine the amount of heat produced from a reactor. They
are typically made from cadmium, hafnium or boron as these materials are good
neutron absorbers. To reduce the power output the control rods are inserted further
into the reactor, this results in more neutrons being absorbed and less fission of the
fuel occurring.
The coolant and reactor core are all contained in the pressure vessel which con-
tains the extreme pressures present in the reactors. These can be up to 150 times
atmospheric pressure [10]. Most nuclear reactor designs use two separate systems
for the transfer of heat from the reactor to the steam generator. The exception is
the BWR type which uses the cooling water to directly power the steam turbine. If
there are two circuits to transfer heat, then the coolant will go to a heat exchanger
where a second water circuit is used to generate steam. Regardless of the method
used to generate steam, the steam produced drives a steam turbine and this is where
the electricity is produced. Finally all reactors are contained within a meter thick
concrete and steel structure. This is to protect the reactor from damage and reduce
the effects of radiation on people who work at the power station.
3
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1.2.2 Thermal Reactors
A thermal reactor is a reactor which has a moderator to slow the neutrons released
from the fission process. The vast majority of commercial reactors in operation are
thermal reactors [10]. Figure 1.2 shows the four main reactor designs. Both the PWR
and PHWR reactor designs are very similar in how they function. The difference is
that for the PWR reactor the core is completely surrounded by water and can only
be accessed when the reactor is off-line and the coolant drained. For the PHWR the
fuel elements are in individual pressure tubes, which allows for them to be isolated
during reactor operation so that fuel can be replaced as the reactor is running. The
BWR reactor is a simplified version of the PWR reactor, where the coolant is used to
directly drive the steam turbine. This reduces construction costs, but does increase
maintenance costs as radiological protection is needed during turbine maintenance.
The AGR uses a different material for the moderator and coolant (Graphite and




Figure 1.2: The four main types of nuclear reactor in operation today [10].
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1.2.3 Fast Reactors
Fast neutron reactors are a reactor in which there is no moderator to slow the
neutrons. The main fuel source is plutonium rather than uranium as fission using
fast neutrons from uranium is inefficient, due to a low neutron cross section [11].
As plutonium does not occur naturally, reactors which use plutonium as the fuel
source are initially filled with uranium and this is converted into plutonium. Fission
of plutonium is sufficient using fast neutrons to maintain the chain reaction. As
fission of plutonium also produces more neutrons than uranium per event, there
are enough neutrons to convert more of the non-fissile U-238 isotope to Pu-239
and Pu-241. These isotopes of plutonium then undergo fission to produce neutrons
in the same manner as U-235 in a thermal reactor. Fast neutron reactors can be
divided into three different types; burners, breeders and iso-breeders. This is based
on the amount of plutonium that the reactor produces. Burners consume more
than produced, breeders produce more than consumed and iso-breeders produce the
same amount of plutonium as consumed in operation. Burner reactors have been
suggested as a means of disposal for ex-military plutonium. The future nuclear
reactors are all likely to be fast reactors rather than thermal [12]. This is because
a fast neutron reactor makes more efficient use of the fuel source than a thermal
reactor by up to 60 times. Fast reactors have another advantage over thermal
reactors which is their ability to fission actinides. This means that waste from a
conventional reactor could be placed in a thermal reactor and the long-lived nuclides
can be reduced to shorter lived nuclides. The latest generation of nuclear reactors,
generation IV, are all likely to be based on fast neutrons for these reasons.
1.2.4 Future Nuclear Reactors
The latest generation of nuclear reactors, Generation IV, are being developed by
the Generation IV International Forum (GIF) [9]. It is an international collective
representing 13 countries; Argentina, Brazil, Canada, China, France, Japan, Russia,
South Korea, South Africa, Switzerland, the UK, the USA and the EU. In 2002 GIF
announced six reactor technologies that were to be developed as the future of nuclear
power. These new reactors will be deployed between 2020 and 2030. The reactor
designs were chosen based on being a clean, safe and cost-effective means of meeting
increased energy demands sustainably. Also, the designs were chosen to be resistant
to weapons proliferation and secure from terrorist attacks. The new reactor designs
include gas-, lead- or sodium-cooled fast reactors, molten-salt reactors, super-critical
water-cooled reactors and very high-temperature reactors.
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1.3 Nuclear Fuels
The most commonly used nuclear fuel is uranium, normally in the oxide form UO2
[10]. Uranium is composed of two different isotopes, U-235 and U-238. In a conven-
tional thermal reactor it is the U-235 which is split to produce energy. The U-238
is non-fissile. Unfortunately natural uranium is only 0.7 % U-235 [13]. Therefore,
less than 1 % of the uranium is available to produce energy. For the PWR and
BWR reactor designs which use light water (H2O) as the moderator, the percentage
of U-235 needs to be increased. Nuclear fuel that has had the percentage of U-235
increased is known as enriched fuel. The reason for the enrichment is that light
water absorbs some neutrons in addition to slowing them down. The percentage of
U-235 is increased from 0.7 % to between 3 - 5 %.
If heavy water (D2O) or graphite is used as the moderator, as is the case in
the PHWR and AGR designs, then it is possible to use an unenriched uranium fuel
source [10]. The four reactors discussed in Section 1.2 all use UO2 as a fuel source.
For all reactors, except the PHWR, this is enriched UO2, even though the AGR uses
a graphite moderator, so does not need an enriched fuel source. There is, however,
a lesser degree of enrichment of 2.5 - 3.5 %, compared to the PWR and BWR at
3 - 5 % [10].
Some earlier nuclear reactors used uranium metal as a fuel source. The predeces-
sor to the AGR reactor was the Magnox reactor, and this used unenriched uranium
metal as the fuel source. The Magnox reactor was developed, in the UK, due to the
USA having a virtual monopoly on uranium enrichment [2].
The future materials used as nuclear fuels are likely to be very different from the
standard UO2 currently used. The next generation of nuclear reactors will likely be
fast rather than thermal reactors. Current fast reactors, which are more research
orientated rather than commercial, use a variety of materials as fuels sources ranging
from more conventional metal and oxide, to carbide and nitride. These are either
purely uranium based or a mixture of uranium and plutonium, e.g. UC, UC2, U2C3
and (U, Pu)C [14]. For the generation IV reactors being developed, some fuels are
even more exotic, such as UF in salt [9].
1.4 The Nuclear Fuel Cycle
The nuclear fuel cycle refers to all the processes involved in the production of elec-
tricity from nuclear fuels, from mining to reprocessing and waste storage. The
nuclear fuel cycle can be broken down into three separate phases: the front end,
power generation and the back end. This is shown schematically in Figure 1.3.
The front end, or first phase, refers to the process involved in the production
of nuclear fuel. This starts with the mining of uranium ore, which is then milled,
converting it into U3O8, sometimes known as yellowcake. The waste ore from this
process or tailings contains most of the radioactivity and waste material from the
mining stage. Tailings need to be properly disposed of due to their high levels of
radioactive material, though the quantity and lifetime of the radionuclides present
is shorter than the original ore [15]. It is not possible to use U3O8 as a nuclear fuel,
so it is refined into UO2. At this stage, the uranium can be used in a reactor that
does not require an enriched fuel source, such as the PHWR and AGR designs, or it
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Figure 1.3: A schematic image of the complete nuclear fuel cycle [15].
can be converted into UF6 and sent to an enrichment plant. Most uranium is sent to
the enrichment plant, where the two different isotopes of uranium are separated in
centrifuges. After the enrichment process, the UF6 is then converted back into UO2.
The final stage of the front end is the fuel fabrication stage. Pressed pellets of UO2
are sintered at high temperatures (1400 - 1750 ◦C), usually in an argon/hydrogen
atmosphere [15, 16].
The second stage of the nuclear fuel cycle is power generation. This is when the
fuel pellet is placed in the reactor and used to generate electricity.
The final stage of the nuclear fuel cycle is the back end. This, is where spent
nuclear fuel is either reprocessed or prepared for disposal in long-term storage. Used
nuclear fuel still contains the vast majority of the original uranium, approximately
96 %, though the U-235 content is less than 1 %. The rest of the fuel is comprised
of plutonium (1 %) and high level radioactive waste (3 %) [15]. The spent fuel can
either be reprocessed into enriched UO2, or converted into a mixed oxide fuel (MOX).
MOX fuels combine plutonium and uranium, using the plutonium to substitute for
the U-235.
A future use for spent fuels would be as a fuel source for a fast neutron reactor.
This has the advantage that there would be much less waste from a thermal reactor.
Any spent fuel stored would be useful as a fuel source for future fast reactors.
The very last stage of the nuclear fuel cycle is disposal. This is where used fuel
containing high-level radioactive waste is incorporated into borosilicate glass placed
into a stainless steel container. These containers are currently placed into long term
storage, rather than being disposed of completely. This is for two reasons: firstly, the
total volume of waste produced is not large and secondly, the spent fuel represents
a significant energy resource which could later be harnessed, e.g. in generation IV
fast neutron reactors.
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1.5 The Uranium-Oxygen System
UO2 has the lowest oxygen content of the isolatable uranium oxides, the upper
oxygen limit is represented by UO3 [17–19]. Between these two limits exist a range
of different oxides in which uranium is present in a variety of oxidation states, U4+,
U5+ and U6+, as well as a number of polymorphs. This affinity for additional oxygen,
coupled with the range of oxidation states which uranium can readily adopt (U4+ -
U6+), gives rise to a complex family of oxides, existing between the limits of UO2
and UO3 [19]. Shown in Figure 1.4a is the uranium oxide phase diagram [19] formed
as a function of the oxygen/uranium ratio and temperature. Figure 1.4b shows how
the uranium/oxygen phase diagram varies when pressure is included.
(a)
(b)
Figure 1.4: Phase diagram of the binary uranium/oxygen system, for composi-
tions in the range UO2 - UO3. Figure 1.4a: oxygen/uranium ratio as a function of
temperature; Figure 1.4b: oxygen/uranium ratio as a function of temperature and
pressure [19].
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There are two main classes of structures for uranium oxides: fluorite and layered.
The type of structure is determined by the oxygen/uranium (O/U) ratio. When O/U
≤ 2.5, e.g. UO2, U4O9 and U3O7, a fluorite-type structure is adopted. For higher
oxides, where O/U ≥ 2.5, e.g. U3O8 and UO3 a layered structure is preferred. The
transformation between these two structural types occurs at an oxygen/uranium
ratio of 2.5 (U2O5). U2O5 is reported to have a range of polymorphs with some
fluorite based and others layered [20]. The most well-studied of all the uranium
oxides is UO2, which comes from the predominance of UO2 as a commercial nuclear
fuel [18, 20–37], as well as concerns over the formation of uranium hydride at UO2/U
metal interfaces [38–44].
1.5.1 Fluorite Based Uranium Oxides
For the fluorite-based oxides, the additional oxygen is initially incorporated as point
defects and once a high enough defect concentration is reached defect clustering
starts to occur. There have been a wide range of defect clusters proposed, both
experimentally and theoretically, from the 2:2:2 Willis cluster [45–47], to a variety of
split di-, tri- and quad- interstitial clusters and a range of cuboctahedral defects [26,
48]. There is still considerable debate in the literature over the nature of the defect-
clustering scheme that occurs. This is possibly best characterised by the discrepancy
between experiment and theory over the appearance of the Willis Cluster. The
Willis cluster has been proposed experimentally, but subsequent theoretical studies
found isolated Willis clusters to be energetically unstable with respect to a split di-
interstitial [24, 49]. More recently, Brincat et al. [21] found edge-sharing 2:2:2 Willis
clusters in UO2+x, with composition 0.125 < x < 0.25, to be stable. Below x = 0.125
the clusters were unstable and relaxed to split di-interstitial clusters, demonstrating
that the oxygen stoichiometry has a significant impact on cluster structure. A more
detailed discussion of the different types of oxygen defect clustering in UO2+x can
be found in Chapter 7.
1.5.2 Layered Based Uranium Oxides
For the higher uranium oxides, there is by contrast, much less fundamental research.
However, in recent years there has been a growing body of research into the higher
oxides [18, 20, 22, 50–52]. As noted above, once the uranium oxygen ratio reaches
2.5 the structure type transfers from being fluorite based to layered. The layered
uranium oxide structures display a large range of polymorphism, with multiple dif-
ferent phases reported for each stoichiometry. The non-stoichiometric behaviour
shown by the fluorite-based uranium oxides, (Figure 1.4), is also evident for the
layered structures, especially for the trioxide. Cornman [53] reported difficulties in
achieving stoichiometric samples, with the U/O ratio ranging from 3.03 - 3.07. Gir-
gis [54] reported oxygen/uranium ratios of 2.97 - 3.00 for six different polymorphs
of UO3, suggesting the presence of uranium interstitials or oxygen vacancies. As
the oxygen content increases, from 2.5 to 3, there is also an increase in the num-
ber of reported different polymorphs. Table 1.1 summarises the reported literature
structures of uranium oxides, with a U/O ratio ≥ 2.5.
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Table 1.1: Summary of reported uranium oxide phases with a stoichiometry of
UO2.5 or greater. † Fluorite based U2O5 phases. ‡ Proposed structural symmetry
used by Johnson [55].
Stoichiometry Phase Symmetry Space Group Reference
U2O5
α-U2O5
† - - [19]
β-U2O5
† Hexagonal - [19]
γ-U2O5
† Monoclinic - [19]



















δ-UO3 Cubic Pm-3m [66]
η-UO3 Orthorhombic P212121 [67]
-UO3 Triclinic
‡ - [55, 68]
ζ-UO3 Amorphous - [53, 54]
1.5.2.1 U2O5
As U2O5 is the transitional stoichiometry between the fluorite and layered structural
types, reported structures include both fluorite [19] (α-, β-, γ- U2O5) and layered
[56] (δ-U2O5) structures. Since the work of Hoekstra [69] and Kovba [56] there have
been no further experimental structural investigations of U2O5. For the fluorite-
based structures, this means there is a lack of structural information available, which
also hampers any theoretical research on the structural and electronic properties.
For δ-U2O5 there is structural data available and there are a limited number of
computational studies on its properties [22, 50]. There are two possible types of
uranium charge compositions in U2O5. The first is where there is a mixture of
U4+/U6+ [70], although more recent work has suggested the presence of U5+ [52].
The presence of U5+ is also further supported by the computational study of Brincat
et al.[22], which found only U5+ and no mixed U4+/U6+. One of the reasons for the
lack of experimental data for U2O5 is that it is thermodynamically unstable with
respect to U3O8 [50], and therefore difficult to synthesise experimentally.
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1.5.2.2 U3O8
U3O8 represents the first isolatable layered uranium oxide. This is because U3O8 is
the kinetic oxidation product, whilst UO3 is the thermodynamic oxidation product
[51, 65]. Depending upon conditions other uranium oxides will either oxidise or dis-
proportionate to UO2 [71] and U3O8 over time. It is also possible to form U3O8 by
the reduction of UO3 at high temperatures. U3O8 is the first uranium oxide found
in the nuclear fuel cycle, as this is the form that uranium is mined, before conversion
to UO2. The formation of U3O8 is of concern both during reactor operation and
long-term spent waste fuel storage, as the formation of U3O8 from UO2 is accom-
panied by a volume increase of approximately 36 % [72]. Therefore, U3O8 has been
the subject of a number of studies examining its electronic, structural and thermo-
dynamic properties [19, 36, 57–59, 69, 73–85], in addition to a number of theoretical
studies [22, 50, 71, 86–89], as a result of its kinetic stability and importance to the
nuclear fuel cycle.
There are five different polymorphs found in the literature [36, 57–60] for U3O8,
as detailed in Table 1.1. The phase formed is dependent on the synthesis conditions.
α-U3O8 is the most common phase formed under standard conditions, whereas β-
U3O8 is the high-temperature phase and γ-U3O8 is the high-pressure phase [22].
U3O8 is a mixed-valence oxide, with two possible uranium charge configura-
tions: either 1U4+/2U6+ or 2U5+/1U6+. Earlier experimental work suggests that
the 1U4+/2U6+ is the correct configuration [70, 90], whilst more recent studies sug-
gest 2U5+/1U6+ [52, 84]. Computational studies suggest an average charge of U5.33+
[88, 91]; however, more recent DFT calculations support the 2U5+/1U6+ configura-
tion [22, 71, 89].
Whilst U3O8 has been the subject of a number of studies examining its properties,
there are limited experimental measurements of the band gap and no experimental
reports of the bulk modulus of U3O8 in the literature. There is only one theoretical
report of bulk moduli values for the polymorphs of U3O8, in the work of Brincat et
al. [22]. The bulk modulus for all phases of U3O8 was predicted to be lower than
that of UO2, and there was an inverse relationship between the volume per uranium
ion and the bulk modulus.
Only the band gap of α-U3O8 has been reported, and these are substantially
different from each other. Scott et al [92] measured a value of 0.6±0.1 eV, whereas
He et al. [85] found a much higher value of 1.81±0.03 eV. Table 1.2 lists the literature
values of the band gap for Amm2 α-U3O8. Similar to the large discrepancy in
experimental values, there is also a wide range of theoretical values, depending on
the DFT functional used. From these values, it is possible to see that the charge
configurations of the uranium ions has a significant effect on the band gap. The
work of Brincat et al. [22] suggests that samples of He and Scott were in different
charge configurations, as this would explain the large difference between the two
measurements. The reason for the different charge states observed could due to
differences in synthesis methodologies.
What is clear is that this is an area of research which needs more work, in order
to definitively determine the charge configuration, band gaps and other properties
of interest (e.g. bulk modulus) of not just Amm2 α-U3O8 but all phases of U3O8.
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Table 1.2: Experimental and theoretical literature values for the band gap of Amm2
α-U3O8.
Method U Charge Configuration Band Gap (eV) Reference
Experiment - 0.6±0.1 [92]
Experiment - 1.81±0.03 [85]
LDA+U 2U5+/1U6+ 2.43 [85]
PBE+U 1U4+/2U6+ 0.71 [22]
PBE+U 2U5+/1U6+ 2.05 [22]
PW91+U 2U5+/1U6+ 0.63 [89]
PBE 3U5.33+ 2.20 [88]
HSE 2U5+/1U6+ 0.80 [71]
PBE+U 2U5+/1U6+ 1.20 [71]
1.5.2.3 UO3
Uranium trioxide (UO3), represents the upper limit of uranium oxidation. At this
stoichiometry, all of the uranium ions have been oxidised from U4+ to U6+, and
therefore all of the valence electrons have been removed. As seen in Table 1.1, UO3
displays the largest number of polymorphs of all the uranium oxides. Understanding
the properties of UO3 is important, as UO3 is the thermodynamic oxidation product
for the uranium-oxygen system [51, 65]. This means that, given enough time and
the correct conditions, eventually all uranium oxides will convert to UO3.
Understanding the properties of UO3 is not just of importance for the nuclear
fuel cycle, to ensure materials safety and reactor integrity, but also has potential
applications in the field of “nuclear forensics”, as the polymorph of UO3 formed is
indicative of the synthesis conditions used [93].
Whilst UO3 is certainly a much simpler material to simulate computationally,
compared to the lower uranium oxides, due to only having U6+ and no f -electrons,
experimentally it very difficult to produce stoichiometric UO3 samples. This is be-
cause, in addition to the previously-mentioned extensive non-stoichiometry, UO3
compounds are well known to form hydrolysis and hydration products, even under
ambient conditions [94–96]. To further compound the difficulty, it is difficult to
produce some trioxide samples without also forming others [66, 93]. As a result, the
majority of studies on the different phases of UO3 have focused on structural deter-
mination. However, there are a few phases which have been studied to determine
electronic [54, 85, 97, 98], optical [93] and thermodynamic [99] properties. As the
most stable of all the trioxide phases, or of any uranium oxide [74], γ-UO3 is the
most extensively studied of the trioxide phases.
Brincat et al.[18] studied five phases of UO3 (α-, β-, γ-, δ and η-) σ- and ζ-UO3
were not considered due to insufficient structural data. In UO3, the U
6+ ion is found
in a range of co-ordination environments. One of the unique environments found in
some UO3 phases (β-, γ- and η-) at this stoichiometry is the uranyl bond, due to the
presence of shorter axial bonds similar to those found in the uranyl (UO2+2 ) cation.
It was predicted that phases which contained uranyl bonds had a smaller band gap
and lower bulk modulus (<100 GPa), compared to those without uranyl bonds.
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As with U3O8, there is a need for more research into the different phases of UO3
to build a greater understanding of the fundamental properties of these materials,
which would aid in the development of improved methodologies for the processing
and long term storage of spent nuclear material.
1.6 Hydrogen in Oxides
As there are only a limited number of studies in the literature concerning the nature
of hydrogen in UO2, this section will briefly review the wider literature available for
hydrogen in oxide materials. In addition the available literature for the interaction
of H2O with MO2 (M = Ce, U, Pu) oxide surfaces will also be discussed, as the
adsorption and dissociation of water to the surfaces of oxides has been proposed as
a route for hydrogen incorporation in the UO2 lattice.
Oxide materials find use in a wide range of technological applications including:
battery materials [100], catalysts [101], electrochemical water splitting [102], energy
storage [103], gas sensors [104], hydrogen separation membranes [105], mixed proton-
electron conductors [106], hydrogen (deuterium, tritium) permeation barriers [107],
solid oxide fuel cells [108] and nuclear fuels [109]. For all these applications the
defect properties are essential in determining the material behaviour. The presence
of hydrogen in oxide materials is generally overlooked, but can play a dominant role
in determining properties and ultimately of the device performance [110].
Hydrogen in oxide materials can be broadly classified into two categories: de-
sirable or undesirable. In applications such as mixed proton-electron conductors
and solid oxide fuel cells, the presence of hydrogen is essential for the device perfor-
mance. However, there are many other applications where the presence of hydrogen
is undesirable, as it leads to embrittlement [111], device degradation [112] or the
formation of other phases, such as pyrophoric hydride materials [113, 114].
Regardless of whether the presence of hydrogen is desired or not, before hydrogen
can dissolve into an oxide lattice it first must interact with the oxide surface. This
can result in the dissociation of H2 via either a heterolytic or homolytic pathway,
based on the redox activity of the oxide [115]. For a nonreducible oxide such as MgO
[116, 117] or γ-Al2O3 [118], a heterolytic pathway is proposed due to the presence of
M-H and O-H bands in the infra-red (IR) spectra, whereas for redox active oxides,
such as TiO2 [119] or CeO2 [120, 121], a homolytic pathway is inferred due to the
presence of only O-H bands in the IR spectrum.
However, recent theoretical work on CeO2, has shown that it is possible to achieve
the homolytic dissociation product via a heterolytic pathway [115]. The initial
dissociation is heterolytic, caused by polarisation of the H-H bond as the hydrogen
approaches the surface, resulting in M-H and O-H bonds. The hydrogen (in the M-H
bond) then transfers to another oxygen atom, and the two electrons on the hydride
transfer to metal ions. This is in contrast to the theoretical calculations of Reimers
et al. [122], which showed for both ZnO and CeO2 that hydrogen did not dissociate
when in contact with the surface. The reason for the difference could be ascribed to
the, experimentally observed low reactivity of pure ceria surfaces towards hydrogen
[123].
Despite this inherently low reactivity towards hydrogen, it is possible to increase
the reactivity of ceria. This is achieved by forming a mixed oxide with a more re-
active oxide. Ga2O3 is far more reactive towards hydrogen than CeO2 [123]. When
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formed as a mixed oxide with ceria (75:25, Ce:Ga), a significant increase in the in-
tensity of Ce3+ is observed, with no change of the Ga3+ oxidation state detectable
upon exposure to hydrogen. As with CeO2 forming a mixed oxide phase the reac-
tivity of oxide surfaces can also be modified using dopants. In the case of ZnO, Be
and Cu doping was shown to improve the adsorption of hydrogen to the (0001¯) and
(101¯0) surfaces [104, 124].
In addition to changing the reactivity of an oxide, dopants can also be used
to alter the solubility of hydrogen in an oxide. Altering the ratio of TiOx/SiO2, in
TiOx-MnO-SiO2 results in a varying hydrogen content [125]. This also has the effect
of changing the dominant dissolution mechanism from an incorporated hydroxyl to
a free hydroxyl.
Whilst the use of dopants can be used to enhance the reactivity between oxide
surfaces and hydrogen, for applications such as hydrogen sensors, this is not always
desirable. There are many applications where the absorption of hydrogen is unde-
sirable, as it leads to embrittlement [126, 127] or the formation of hydride phases
[39, 40], which can exhibit pyrophoric behaviour [113]. This is particularity impor-
tant in the nuclear fusion industry, where there are concerns over the loss of tritium
from plasma degrading reactor integrity. As such there is considerable interest into
hydrogen permeation barriers [111].
Hydrogen permeation barrier materials tend to be an undoped oxides, such as
Al2O3 [107, 128], Cr2O3 [129], Er2O3 [128, 130], Y2O3 [131] and ZrO2 [132]. There
have also been some investigations of composite materials e.g. Er2O3/Cr2O3 [133].
The effectiveness of a material as a hydrogen permeation barrier is not just derived
from the bulk materials, but is also dependent on the surface microstructure [131,
134]. Additionally, the formation of OH bonds in the oxide layer has been shown
to help increase resistance to hydrogen diffusion through a ZrO2/Zr1.88 layer on
zirconium hydride. Though at elevated temperatures hydrogen is rapidly removed
from the zirconium oxide layer [135].
The solubility of hydrogen has been measured in a range of oxide materials, for
both single-crystal and polycrystalline samples. In these measurements the solubility
of hydrogen was greater in the polycrystalline samples, by an order of magnitude,
suggesting that grain boundaries are important structural features where hydrogen
can more easily dissolve and build up high local concentrations [42–44, 130, 136, 137].
This is an issue as grain boundaries present a break in an oxide layer which allows
for hydrogen to more easily corrode and degrade materials below the oxide layer
[40].
Another of the challenges in exploring hydrogen diffusion is determining the
nature of the diffusing species. It is possible that the transport of hydrogen through
an oxide results not just in a proton moving but also an electron. This generates a
class of materials known as mixed proton-electron conductors, where the diffusion of
a proton is accompanied by transport of an electron on the metal sites. An example
of a mixed proton-electron conductor is CeO2 [138]. In bulk stoichiometric CeO2
DFT calculations have shown the preferred defect is the formation of a hydroxyl
group accompanied by reduction of a Ce4+ to Ce3+ [139]. More recent calculations
have also shown that this also occurs in PuO2 [140], whereas a H
−/U5+ pair is the
preferred defect in UO2 [140, 141]. An additional layer of complexity to hydrogen
diffusion is the nature of the crystal structure, which has been shown to influence the
preferred direction of hydrogen diffusion in Al2O3 and Er2O3 [128]. This is where
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hydrogen is diffusing parallel (favourable) or perpendicular (unfavourable) to the
planes of Er2O3 units.
Recently, the interaction of atomic hydrogen with the PuO2 (110) surface has
been studied using DFT (PBE+U) calculations. H2 was found to only weakly absorb
to the surface, whereas H atoms are strongly bound to surface oxygen [142]. The en-
ergy barrier to hydrogen dissociation was calculated to be 0.48 eV, but there is a sig-
nificantly favourable absorption energy of 5.147 eV, making the process favourable.
However, the (110) surface shows a significant barrier to hydrogen diffusing to sub-
surface layers of 2.15 eV [143]. This suggests that pristine (110) surfaces could act
as a barrier to hydrogen diffusion into the bulk oxide.
Modelling or measuring the properties of hydrogen in oxides remains a challeng-
ing but fundamentally important research area, as there are a vast multitude of
applications which require an improved understanding of the behaviour of dissolved
hydrogen ranging from materials safety to energy materials.
1.6.1 The Interaction of Water and MO2 (M = Ce, U, Pu)
Whilst the interaction of hydrogen with the surfaces of UO2 and other actinide and
lanthanide oxides has not been the focus of significant research effort, the interaction
of water with actinide/lanthanide oxide surfaces has been the subject of many studies
[101, 144–150]. Additionally, the interaction of water with UO2 specifically has been
the subject of extensive investigation [151–155], mainly due to concerns over water
ingress into a failed, spent waste container in a long-term waste repository [156].
The interaction of water with the surfaces of actinide/lanthanide oxides is not
just a concern for long-term waste storage, but has also been proposed as a method
for the generation of H2 and O2 [157]. Heating water in the presence of UO2 would
result in the dissociation of H2O and oxidation of UO2 with the production of H2.
This would be a heavily surface dependent process, and would require an under-
standing of how water interacts with the various surfaces of UO2. For the low index
surfaces of stoichiometric MO2 oxides ((100), (110), (111)) there is a variation in
the nature of the water absorption, i.e. whether it is dissociative or molecular in
nature.
For the pristine (100) and (110) surfaces there is a clear preference for dissociative
absorption regardless of metal cation (Ce, U, Pu) [101, 148], whereas the (111)
surface shows no preference for either dissociative or molecular absorption [101, 147–
149] and a mix of dissociative and molecular absorption occurs. The strength of the
interaction between the water oxygen ion and surface cation and the value of the
oxide lattice constant affects the strength and structure of the H-bonding network,
as well as the electrostatic repulsion between charged dissociated moieties, which
determine the degree of dissociation which occurs [149].
When the surfaces are defective, the dissociative absorption of water is favourable
at all Miller indices reported, as this results in the regeneration of the stoichiometric
surface [101, 147, 148, 152, 155]. The dissociative absorption which occurs on the
defective surfaces also results in the generation of hydrogen [152, 153]. The presence
of hydrogen has also been shown to reduce the degree of oxidation that occurs when
UO2 is exposed to steam [158]. Therefore, the generation of hydrogen by restoring
defective surfaces may reduce the rate of oxidation and prevent further oxidation to
higher oxides.
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UO2 Spent Fuel Storage
One of the proposed routes for dealing with, highly radioactive, spent nuclear fuel is a
long-term waste repository. This is where the spent fuel containing the radioactive
species is stored underground for a sufficient length of time that the radioactive
material decays away to safe levels. The ingress of water could lead to the radiolytic
dissolution of the fuel matrix and release of high level radioactive isotopes into the
ground water. The radiolytic fission of the water in contact with the surface of









+) [159–164]. As illustrated in
Figure 1.5, these reactive species result in the oxidation of surface U4+ to U6+ and
the formation of the uranyl ion (UO2+2 ), which has significantly greater solubility in
water than UO2 [165]. The dissolution of UO2 in this way would also result in the
release of the stored radioactive nuclides in the fuel matrix into the groundwater.
Figure 1.5: A schematic illustration of the key chemical reactions anticipated in
a failed, ground water flooded waste container [166].
Whilst a large array of oxidising species are produced from the radiolysis of
water, H2O2 has been shown to be the only oxidant of real significance [165]. The
oxidation of UO2 by H2O2 is catalysed by the inclusion of Pd [167]. Pd is used to
simulate the composition of a spent nuclear fuel pellet, which will have other metal
ions present in addition to uranium. Additionally, the oxidative dissolution of UO2
is further enhanced by the presence of HCO−3 and CO
2−
3 [160, 162, 164, 168]. This
enhancement to the dissolution occurs because the HCO−3 and CO
2−
3 ions prevent
the build-up of U6+ on the surface of the fuel pellet.
One of the reducing species produced both from the corrosion of the steel con-
tainer and the radiolysis of water is hydrogen. The presence of a hydrogen atmo-
sphere has been shown to reduce or entirely inhibit the oxidation of the UO2 pellet,
depending on hydrogen pressure, the presence of noble metal particle inclusions and
the concentration of other gas species [166, 169–172].
There is also some variation in the oxidative dissolution yield, the ratio between
the amount of dissolved uranium and the amount of consumed H2O2, with the pellet
composition [173]. These differences in oxidative yield have been shown to be due
to the redox reactivity of the pellet used, and as the irradiation time increases this
difference in oxidative dissolution yield decreases [174].
One further consideration that has not been extensively considered is the surface
morphology and any cracks present in the pellet. However, a 2D model has been
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proposed for how the redox conditions in cracks evolve over time [175]. The model
shows that as time progresses the conditions in the cracks become more reducing
than the surrounding environment, preventing corrosion from proceeding.
1.7 Aims of the Thesis
The radioactive nature of uranium oxides and the challenge in determining the
behaviour of hydrogen experimentally make theoretical approaches attractive for
studying hydrogen in uranium oxides. The aim of this thesis is to explore the be-
haviour of hydrogen in UO2±x, in order to probe the structure, stability and trans-
port of hydrogen in UO2±x, making predictions of preferred defect structures and
electronic properties.
The aims of this thesis are:
• Establish a single effective DFT approach for simulating:
– Uranium dioxide.
– Uranium dioxide containing hydrogen defects.
– Uranium hydride.
• Use the chosen approach to evaluate how oxygen stoichiometry affects hydro-
gen incorporation.
• Calculate how hydrogen affects the structure and stability of oxygen defect
clusters.
• Consider the size of the barriers to hydrogen transport through the oxide
lattice.
• Develop a thermodynamic model to identify the most stable defects as a func-
tion of oxygen and hydrogen concentration.
The following chapter describes the DFT approach used and validation of the
simulations used throughout the investigation. Results are then presented beginning
with an assessment of different functionals for simulating UO2 (Chapter 3), followed
by an assessment of these functionals with hydrogen defects in UO2 (Chapter 4) to
determine the most appropriate functional for simulating hydrogen in UO2. Having
established the most suitable methodology this will then be used to explore how oxy-
gen stoichiometry affects hydrogen behaviour (Chapter 5), the barriers to hydrogen
transport in UO2 (Chapter 6), how hydrogen affects the properties of oxygen defect
clusters is explored in (Chapter 7), the suitability of the methodology to simulating
UH3 is also determined (Chapter 8), the data from the previous chapters is then
used as the input for a thermodynamic model (Chapter 9). Each chapter will begin
with a discussion of the relevant literature, followed by a presentation and discussion
of results. Finally the thesis will conclude with a summary of the findings presented




In order to model a chemical system at the atomic level successfully, an accurate
representation of the interactions between atoms is required. This can be achieved
by using one of two theoretical approaches; classical or quantum mechanics. Each
of these approaches makes approximations which balance the accuracy of the cal-
culation with the time taken to get the result. For either of these two different
theoretical approaches, there are range of different techniques which can be used de-
pending on the nature of the problem being investigated. These include energy min-
imisation, which seeks to find the lowest energy configuration from a given starting
configuration, molecular dynamics, where Newton’s equations of motion are solved
to determine the trajectories of ions in a system and Monte Carlo where random
moves are generated and the result accepted based on how the energy of the system
is affected.
In the classical mechanics approach, the interactions between atoms are described
by a set of parametrised equations. The equations are derived by fitting to experi-
mental or quantum mechanical data, for known properties such as lattice parameters
or defect energies. However, as the ions are modelled as point charges, the electrons
are not explicitly considered. This means that electronic redistribution is not possi-
ble, and electronic properties cannot be calculated. The advantage of being able to
use classical mechanics to model a system is that a large system, numbering many
hundreds of thousands of atoms, can be simulated with relative ease.
In contrast, quantum mechanical calculations calculate the properties of a system
by explicitly considering the electrons (or electron density). This requires far less
prior knowledge of the system being studied in comparison to classical mechanics.
The drawback to this approach is that the calculation is far more computationally
expensive and as a result the size of system that can be modelled is far smaller than
with classical mechanics.
As an aim of this thesis is to explore the behaviour of hydrogen in UO2, for
which there is very little experimental data to derive potential models for classical
simulations, it is sensible to start with a quantum mechanical approach for this
problem.
This chapter is divided into three sections. The first covers the theoretical back-
ground, the second covers the different computational techniques and the final sec-
tion covers the calculation of crystal properties.
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2.1 Computational Theory
This section will describe the background theory and explain what needs to be
considered to allow for calculation of materials properties.
2.1.1 Quantum Mechanics
The aim of quantum mechanics is to accurately describe the behaviour of a chemical
system by solving the many-body Schro¨dinger equation. The time-independent form
of the Schro¨dinger equation is shown in Equation 2.1,
HˆΨ = EΨ (2.1)
where Hˆ is the Hamiltonian operator, E is the total energy of the system and Ψ is the
electronic wave function. The Hamiltonian operator is composed of the operators
for the kinetic and potential energy of the nuclei and electrons, as described by
Equation 2.2.
Hˆ = Tˆn + Tˆe + Vˆnn + Vˆee + Vˆne (2.2)
where Tˆ n and Vˆ nn are the kinetic and potential nuclear operators, Tˆ e and Vˆ ee are the
equivalent electronic operators and Vˆ ne represents the nuclear-electron interaction.
One issue is that the Vˆ ne term needs to be decoupled into a set of independent
equations. This is addressed by the Born-Oppenheimer approximation [176], which
allows the nuclear and electronic degrees of freedom to be decoupled. The Born-
Oppenheimer approximation states that even though the forces acting on the nuclei
and electrons are the same, due to the significant different in mass of the nuclei
compared to the electron, the nuclei are effectively stationary compared to the elec-
trons. The result of this approximation is that the nuclei can be considered to be
fixed charges and therefore form part of the external potential. The Hamiltonian
can then be redefined as shown by Equation 2.3.
Hˆ = Tˆe + Vˆee + νext{(Ri)} (2.3)
The Hamiltonian now considers an N electron system in an external potential,
νext, which is imposed by the configuration of the nuclear positions Ri.
2.1.1.1 Density Functional Theory
Density functional theory (DFT) is one of the various electronic structure methods
that currently exist, another example being the Hartree-Fock (HF) approach. In
the HF approach, the multi-electron wave function is expressed as a Slater determi-
nant of N single electron wave functions, and the full calculation of the N -electron
wave function is performed [177]. Unlike HF, DFT uses single electron functions to
calculate the electron density. The principle underpinning DFT is that there is a
relationship between the total electronic energy and the electron density. The major
advantage of using the electron density is that it reduces the dimensionality of the
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problem from 4N degrees of freedom, of the electron spin-orbitals, to just three spa-
tial coordinates. The reduction of dimensionality results in a solution being more
computationally tractable.
The first attempts to use this approach were by Thomas and Fermi in 1927
[178, 179]. However, the exclusion of exchange and correlation effects made it too
inaccurate to be of practical use for general calculations. Dirac modified this ap-
proach to include a local approximation for exchange in 1930 [180], though it would
not be until the work of Hohenberg and Kohn in 1964 that a real breakthrough was
made in the use of this approach to electronic structure calculations.
2.1.1.2 The Hohenberg-Kohn Theorems
The two theorems which form the basis of modern DFT were formulated by Hohen-
berg and Kohn in 1964 [181]. The first of these theorems state that the external
potential (νext) in the Hamiltonian (Equation 2.3) is a unique functional of the elec-
tron density (ρ(r)). This has the result that the full many-body ground state wave
function (Ψ) is also a unique functional of ρ(r). Therefore, the ground and excited
state properties of a given atomic system are uniquely determined by the electron
density of that system. This allows for the total energy to be written as a function
of the electron density:
E[ρ] =
∫
ρ(r)νext(r)dr + FHK[ρ] (2.4)
The first term accounts for the interaction of the electron density with the
external potential. The second of the Hohenberg-Kohn theorems states that the
Hohenberg-Kohn functional, FHK[ρ], produces the lowest energy for a system when
it is provided with the true ground state electron density. The Hohenberg-Kohn
functional is composed of the kinetic energy (T[ρ]) and the total energy of the
electron-electron interactions (Eee[ρ]).
FHK[ρ] = T [ρ] + Eee[ρ] (2.5)
The total electronic energy term (Eee[ρ]) is defined as the sum of the electron-
electron Coulomb repulsion (J[ρ]) and a non-classical contribution (Encl[ρ]), which
accounts for the exchange and correlation contributions.
Eee[ρ] = J [ρ] + Encl[ρ] (2.6)
If all terms in the Hohenberg-Kohn functional are known exactly, it is possible
to obtain the exact solution to the Schro¨dinger equation. However, whilst the clas-
sical contribution (J[ρ]) is well known, the kinetic energy, T[ρ], and non-classical
contribution, Encl[ρ], are unknown contributions.
However, whilst the Hohenberg-Kohn theorems provide the foundation for DFT
methods and show that in principle it is possible to solve the Schro¨dinger equation
to obtain the ground state, they do not provide a method to locate a solution. The
later work of Kohn and Sham built on the Hohenberg-Kohn theorems to provide a
means to approximate the unknown functionals.
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2.1.1.3 The Kohn-Sham Equations
The work of Kohn and Sham [182] provides a way of approximating the unknown
quantities in the Hohenberg-Kohn functional. Previous attempts to calculate the
electronic structure were too inaccurate because they tried to calculate the kinetic
energy explicitly as a function of the position-space electron density. The difficulty of
using this approach is that the kinetic energy is dependent on the electron velocities,
and consequently has a complicated relationship with the position-space electron
density, which only contains the spatial distribution of the electrons.
In the Kohn-Sham approach the interacting many-electron system is replaced by







∇2i + νref(ri)] (2.7)
The non-interacting reference system is defined so that it has an identical elec-
tron density to the real system as defined in Equation 2.8. The advantage of using
the non-interacting electron system, is this removes the electron-electron interac-
tions in the reference system. The solution can then be exactly represented by a
Slater determinant comprised of single electron functions (φi), known as Kohn-Sham





The advantage of the Kohn-Sham approach, to previous approaches, is that as
much of the energy as possible is calculated explicitly and the rest is then approx-








The exactly known part of the kinetic energy can be incorporated into the Equa-
tion for the total energy for the real system of interacting electrons (Equation 2.11).
The unknown part of the kinetic energy is then incorporated into the exchange-
correlation functional, EXC[ρ], Equation 2.10.
EXC[ρ] = (T [ρ]− Tref[ρ]) + (Eee − J [ρ]) = TCorr[ρ] + Encl[ρ] (2.10)
The exchange-correlation functional replaces the non-classical contribution in
Equation 2.6. The EXC[ρ] term contains all the unknown components of the elec-
tronic energy: the exchange and correlation effects and the remaining part of the




ρ(r)νref(r)dr + Tref[ρ] + J [ρ] + EXC[ρ] (2.11)
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As the Kohn-Sham system is composed of non-interacting electrons, the solutions
can be found independently (Equation 2.12).
[−1
2
∇2i + νext(r) + J [ρ] + VXC(r)]φi = iφi (2.12)
The first term is the kinetic energy operator, νext is the external potential, the
third term is the Coulomb interaction and, finally, VXC(r) is the exchange-correlation
potential. The final component of the Kohn-Sham equation is to find a reference
potential which will produce a non-interacting electron density which matches the
electron density of the real system.
For any system, when a trial density (ρ¯) is used the calculated energy will always
be greater than or equal to the real ground state energy (E0) (Equation 2.13). The
only condition under which E[ρ¯] will equal E0 is when the trail density matches the
electron density of the real system.
E[ρ¯] ≥ E0 (2.13)




∇2 + νref(r) (2.14)
It is possible to write an expression for the reference potential in terms of the
interacting system as shown in Equation 2.15
νref(r) = νext(r) + J [ρ] + VXC(r) (2.15)
Where the exchange-correlation potential, which is defined as the functional





In order to solve the Kohn-Sham equations, a self-consistent approach is used. An
initial trial electron density in used (Equation 2.12) to generate a set of Kohn-Sham
orbitals, which are then used to generate an improved representation of the electron
density. The improved electron density is then compared to the input density, and
the process is repeated until the input density matches the output density. The
electronic energy of the system can then be calculated using Equation 2.11.
All of the uncertainty in the Kohn-Sham Equations is combined into the exchange-
correlation functional. The final part of calculating the electronic structure is to
choose an exchange correlation functional to approximate this contribution to the
total electronic energy.
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2.1.1.4 Exchange-Correlation Functionals
As all of the uncertainty with the Kohn-Sham approach has been collected into
the exchange-correlation functional, all that is required is to determine a functional
which best approximates the exchange and correlation interactions. However, exact
functionals are only known for the free electron gas. There are two main different
ways to build the exchange-correlation functional, either semi-empirical methods
(e.g. BLYP [183]) or purely theoretically (e.g. PBE, PBEsol [184, 185]). The
functionals used in this work are based on the theoretical approach. Most avail-
able functionals are based on either the local density approximation (LDA) or the
extension of LDA known as the generalised gradient approximation (GGA).
DFT functionals are classified by what is known as Jacob’s ladder [186], with
each rung representing a higher level of theory. The lowest rung represents LDA
functionals and the second GGA. There are several rungs beyond GGA functionals
which include additional terms to increase the accuracy of the calculations, at the
cost of greater computational expense. This work uses the GGA functional PBE,
as current higher level functionals have been shown to be impractical to simulation
of uranium oxides [187] due to simulation time and limits on system size, therefore
a brief summary of other functionals will be given followed by a more detailed
description of the functionals used in this thesis.
The LDA approach is the simplest and uses the uniform electron gas to obtain
EXC. The drawback of this is that in order to accurately predict properties the elec-
tron density needs to vary slowly through space. This is typically suitable for metals
but not for insulating systems (e.g. UO2). Beyond LDA is the GGA approach which
includes the first derivative of the electron density this allows for an improvement
over LDA by allowing variation in electron density to be considered.
The first of the functional types beyond GGAs are meta-GGAs which include
the second derivative of the electron density (∇2ρσ) [188, 189] or the kinetic energy
density (τσ) [190–194]. There are even some meta-GGAs which incorporate both
∇2ρσ and τσ [195, 196]. There are now a wide variety of meta-GGA functionals
available in the literature [191, 193, 197–202], which obey a varying number of
known exact constraints [203–206].
The next rung on the ladder above meta-GGAs are hybrid functionals, which are
different to the previously mentioned functionals because they include an amount
of exact exchange from Hartree-Fock (HF) theory. There are a variety of hybrid
functionals available [207–211], which either add fixed amounts of HF exchange
energy (PBE0 [209]) or allow for a tuning of the HF exchange which is added (HSE
[210]).
The highest rung of the ladder is the random phase approximation (RPA), which,
when using KS orbitals, is believed to treat long-range correlation exactly [186] and
gives most of the van der Waals interactions [212–214]. However, the RPA struggles
with short range correlation, though it is possible to incorporate it through a local
field factor [215, 216] or an explicit density functional.
Finally, there are also a number of other functionals available which correct for
van der Waals interactions that local and semi local functionals struggle to capture.
These are either applied as an additive correction [217–219] or as a more general,
van der Waals inclusive functional [220–223].
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The Local Density Approximation
The simplest functional available for approximating the exchange-correlation en-
ergy is the LDA approach, which is based on the uniform electron gas model [181].
The exchange-correlation energy is calculated locally assuming a uniform electron
gas. The form of the exact exchange functional for the uniform electron gas was
determined by Dirac [180].











The exchange-correlation energy, EXC, is assumed to depend solely on the local
electron density where the functional is evaluated (Equation 2.18). Where XC is




However, the correlation functional cannot be determined in the same manner
as exchange functional, from first principles. Instead, the correlation functional is
derived from Monte Carlo simulations of the uniform electron gas [224], which is
fitted to an analytic form, examples of which include the Vosko, Wilk and Nusair
(VWN) [225], Perdew and Zunger (PZ) [226] and Perdew and Wang (PW92) [227].
The extension of the LDA approximation for spin-polarised systems is called
the local spin density approximation (LSDA). Calculation of the exchange energy is
simple when the exact spin scaling is known. For the correlation energy, as with the
LDA, further approximations are required to facilitate its calculation. The LSDA
functional is described by Equation 2.19, where the total density is the sum of ρα




The LDA is based on the assumption that the exchange-correlation energy de-
pends only on the local electron density. The electron correlation is, however, in-
herently non-local, resulting in a number of errors in the predicted properties of
materials. This occurs because the LDA requires that the electron density varies
slowly through space, which is not the case for strongly correlated systems (e.g.
semiconductors) [229]. The common errors associated with LDA calculations are
predicting stronger binding energies, resulting in shorter bond lengths, smaller sys-
tem volumes, underestimating band gaps and a failure to describe van der Waals
interactions accurately. Despite this, the LDA does give good predictions of charge
moments, equilibrium geometries and vibrational frequencies.
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The Generalised Gradient Approximation
The generalised-gradient approximation (GGA) improves upon the LDA by includ-
ing the gradient of the electron density in the exchange-correlation functional. This
offers an improvement over LDA as it attempts to account for variation in density.
GGAs can be written generally as shown in Equation 2.20, where the FXC term is a






For the GGA approach the gradient corrections are typically divided into ex-
change and correlation contributions. However, there is no clear method by which
to choose the FXC term. This has led to a variety of functionals being proposed in
the literature.
The first approach is empirical fitting to experimental data. Becke (B88) [183]
proposed a functional containing a single empirical parameter fitted to experimental
data for rare gas atoms to correct the exchange portion of the energy. This is also
the form used in the Perdew-Wang (PW91) functional [230], though it was modified
to remove the dependence on empirical parameters.
The second approach is to determine the correction theoretically. This is the
approach used in the Perdew-Burke-Ernzerhof (PBE) [184] and Becke86 (B86) [231]
functionals. Typically, these GGA functionals display the opposite behaviour to the
LDA in that they underbind, resulting in longer bond lengths and larger volumes.
In order to overcome this issue, the PBE functional was modified for densely packed
solids (PBEsol) [185]. This resulted in a functional which gave slightly compressed
lattice parameters compared to PBE, though it is less accurate for the calculation
of dissociation and cohesive energies [185]. As with LDA, GGA functionals also
underestimate band gaps and fail to describe van der Waals interactions accurately.
Whilst they do not correct all the issues with LDA functionals, generally GGA
functionals offered an improved description of materials compared to LDA. Though
results can vary between different GGA functionals, for the same material, resulting
in a need to compare against experimental data to ensure accuracy.
2.1.1.5 The Hubbard Correction
One of the major limitations of DFT is that it often fails to describe strongly cor-
related (localised) d - and f - electrons. This is common to both LDA and GGA
functionals.
If a system that contains an isolated atom is connected to an external reser-
voir with which it can exchange charge (either to or from), then the change in the
system energy when part of an electron is added or removed is linear in δE/δnelec
and is discontinuous at integer occupation values [232]. The linear behaviour be-
tween integer occupation values (i.e. ±1 electron) is because partial occupation is
described quantum mechanically as a time average of states with an integer num-
ber of electrons. Both LDA and GGA functionals deviate from this behaviour as
they have continuous derivatives with respect to nelec, which artificially lowers the
energy for partial occupancies (Figure 2.1) [233]. This gives the self-interaction er-
ror. This is exhibited as an electron repelling itself. The result is transition metal
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and rare-earth oxide semiconductors and insulators can be predicted to have metal-
lic electronic band structures with itinerant electrons, in contrast to their actual
properties [234–236].
One commonly used method to overcome this limitation is the Hubbard model
[237]. This treats the Coulomb interaction in a mean-field Hartree-Fock manner.
When using the Hubbard model, the Hubbard correction is added to the Hamilto-
nian, so that the total energy of the system is the sum of the DFT functional and
the Hubbard correction. The Hubbard correction itself depends on two parameters,
the onsite Coulomb interaction (U ) and the effective onsite exchange parameter (J ).
The effect of using the Hubbard correction is that it forces the orbital occupancy
to an integer value for the number of electrons (i.e. making partial occupancy less
energetically favourable).
Figure 2.1: Graphical representation of the total energy profile as a function of
the number of electrons in a general atomic system. This applies for both LDA and
GGA. The correction is simply the difference between the exact energy and the LDA
(or GGA) energy [233].
There are two common implementations of the Hubbard model; the Lichtenstein
[238] and Dudarev [236, 239] approaches. In the Lichtenstein approach both U and
J are considered and contribute to correct the self-interaction error, whereas in
the Dudarev scheme (Equation 2.21) only the difference between U and J (U eff) is
important. The nmσ term gives the number of electrons occupying an orbital with
the magnetic quantum number m and spin σ at a given atomic site.





(nnσ − n2mσ) (2.21)
Values for U and J can be determined from linear regression [240, 241], or by
tuning to produce the correct band gap or structural parameters for the material
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being investigated using experimental data. This work uses the Dudarev approach
with U eff = 3.69 eV (U = 4.50 eV and J = 0.54 eV), which is applied to the uranium
f -electrons. The value of U eff was derived from X-ray photoelectron experiments on
UO2 [242, 243].
Another consideration on the implementation of a Hubbard coefficient is not only
to which electrons the correction is applied (i.e. d - or f -, depending on the element)
but how the orbital occupancies are determined from the calculated electron density.
VASP determines the orbital occupancies by projecting the orbitals onto spherical
harmonics for the electron density within a cutoff distance from a given atom. The
value of the cutoff distance can only be defined unambiguously for mono-atomic
systems, where the volume of the spheres around each atom should give the total
volume of the cell. For systems with more than one atomic species present there
are several ways which the cutoff distance can be set; the first is to set the cutoff
distance so that overlap between spheres is minimised, the second, and simpler
implementation, is to set the radius of each sphere to the covalent radius of an
atom. The overwhelming majority of DFT calculations use this second approach
for determining than nature of the electron density around each atom, rather than
explicitly varying the size of the cutoff, and this is the method employed in this
thesis.
An alternative method to overcome the issue of the self-interaction error is hybrid
DFT. A hybrid DFT functional includes a portion of exact exchange from Hartree-
Fock theory combined with exchange and correction from either ab initio or empirical
sources. In hybrid DFT the exact exchange energy functional is expressed in terms
of Kohn-Sham orbitals, rather than electron density. As orbitals rather than the
electron density are used as the basis for Hartree-Fock theory this means that the
expression for the orbital energy contains a Coulomb interaction and an exchange




〈φaφb|φaφb〉 − 〈φaφb|φbφa〉 (2.22)
As the sum over b is over all the occupied orbitals, self-interaction happens when
b = a. When this occurs, the Coulomb interaction of an electron with itself is can-
celled by an equivalent term in the exchange energy. Therefore the self-interaction
energy is exactly cancelled. Whilst hybrid DFT provides a means to remove the
self-interaction error, the functionals are currently too computationally expensive
to be used for uranium oxides [187]. This additional expense comes from the cal-
culation of the exchange energy using the Hartree-Fock approach, as a large basis
set will be required to accurately describe the uranium ions. Additionally, Hartree-
Fock uses the electron-spin orbitals rather than the density so the full N -electron
wave-function is calculated.
2.1.1.6 Allocating Charge States
Related to the determination of the nature of electrons on an atomic site is the
allocation of an atom’s charge state. By default the charge assigned to an atom
comes from using the projectors, described above, to divide the charge density in
the system between the atoms. As before this is an arbitrary process, however, there
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are schemes which attempt to apply a criterion to the allocation of charge density,
one of these is Bader analysis. In the Bader approach atoms are divided by zero
flux surfaces. A zero flux surface is a 2-D surface on which the charge density is at a
minimum perpendicular to the surface, the charge density is assessed between pairs
of atoms.
For this work both methods have been assessed and found that they do not
provide a clear discrimination between atoms in different charge states. Therefore,
an alternative method to discriminate between different charge states is required.
Examining the magnetic moment calculated for each ion provides a means of clearly
discriminating between ions in different charge states. For example a U4+ ion has a
calculated magnetic moment of 2 µB, whereas a U5+ has a value of 1 µB.
2.2 Energy Minimisation
Energy minimisation (EM) is one of three main techniques used to find the lowest
energy configurations from a given starting geometry. The work in this thesis uses
METADISE [244] to setup the simulations cells and VASP [245–248] to perform the
DFT calculations and EM. It is possible to perform ab initio molecular dynamics
(AIMD) and quantum MC, but both of these approaches are too computationally
intensive to be a practical approach.
Regardless of which EM algorithm is used, EM requires an initial configuration
of the atoms. Typically, this will come from an experimentally determined crystal
structure. An alternative approach is to trial a large number of initial configurations,
to improve the chance of finding the global minimum. Though, this second approach
can be computationally intensive and there is no absolute guarantee that the global
minimum has been found, unless all possible configurations can be trialled.
There are, however, a number of limitations to the EM approach that need to
be considered:
• An initial configuration is required, which can bias a simulation.
• EM will find the closest energy minimum to the initial configuration, which is
not guaranteed to be the global energy minimum.
• The simulation neglects temperature. Therefore, the vibrational properties
of the crystal are neglected. Strictly speaking this is not a 0 K simulation
because the zero point energy contributions are also neglected.
Despite these limitations, EM is an effective tool for exploring the energy land-
scape of different materials. Additionally, because EM locates the closest minimum
it is an effective tool for exploring the relative stability of different polymorphs [18].
EM is an iterative procedure which aims to decrease the lattice energy U L to a
minimum based on the atomic coordinates r. This is achieved by trying to minimise
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In order to use the iterative approach for EM, the energy is expressed as a Taylor
expansion in terms of the basis strain (δr). As the positions r are composed of three
components, this generates a 3N array.













As the energy is expressed as a Taylor expansion the more terms that are in-
cluded the longer the calculation will take to complete. The procedure of EM then
becomes a balancing act between computing time and accuracy. Typically, in DFT
simulations the highest derivative calculated analytically is the first.
Finally, there are two main different types of EM calculations, constant volume
(CV) and constant pressure (CP). In a CV calculation, the atoms are allowed to
relax but the cell parameters are kept fixed, whereas in a CP calculation the cell
parameters are allowed to relax in addition the atomic coordinates. This is achieved
by applying Hooke’s law to alter the lattice vectors based on the bulk lattice strain.
2.2.1 Steepest Descent
The simplest EM algorithm is the steepest descent approach (Equation 2.25), where
the initial positions (ri) are updated to a lower energy configuration, by moving in
the direction defined by the gradient vector (si).
rn+1 = ri + αnsn (2.25)
where the gradient vector is defined in Equation 2.26 and gi is the gradient for
iteration i. All that is left now is to determine αi, which is the step size in the





There are two methods for determining αi. The first and most simple approach
is an arbitrary step length. This is where an initial default value is used, and if the
energy decreases the step length is increased, until the energy increases, at which
point the method is deemed to have overshot the minimum so the direction is revered
and the step length decreased.
The second approach is a one-dimensional line search. In this approach, three
points are found along one direction such that the middle point is lower than the end
two points. The energy minimum must therefore be between the two outer points.
This process is then repeated by reducing the distance between the two outer points
until the minimum has been located.
While the steepest-descent approach is not the most computationally intensive,
it can result in oscillations back and forth across an energy well, particularly if well
with is less than α, and this result in a large number of iterations being performed
to reach the minimum. As such, the steepest descent method is rarely employed in
modern computational studies.
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2.2.2 Conjugate Gradients
The conjugate gradient approach is a progression of the steepest descent method.
In a conjugate gradient minimisation the first step is the same as a steepest descent
minimisation, but for all subsequent iterations information from the previous gra-
dient is used in the calculation of the new gradient vector [249, 250]. The gradient








The addition of information from the previous step in the gradient vector results
in an algorithm that will converge well regardless of the shape of the energy land-
scape. This also removes the oscillations in narrow energy minima that the can occur
with the steepest descent approach. Consequently, the conjugate gradient approach
is commonly used in computational studies, as it is an efficient method for finding
energy minima. The conjugate gradient approach is used in the EM calculations
presented in this work.
2.2.3 Newton-Raphson
Beyond the first derivative EM techniques are second derivative approaches. The
simplest of these is the Newton-Raphson method, which uses the second derivative
of the energy to increase the efficiency of the calculation. This reduces the required
number of steps to reach the minimum, but the computational cost of each step is
increased, as the second derivatives must be calculated [251].
The Newton-Raphson method takes the Taylor expansion of the energy (Equa-
tion 2.24) to the second derivative. The gradient of iteration i is then expressed in
Equation 2.28.
gi+1 = gi + Wi−1 · δr (2.28)
where Wi−1 is the Hessian matrix and δr is the displacement of ions between iter-
ations i and i -1. When the gradient is equal to zero, the atomic displacements are
given by Equation 2.29.
δr = −gi−1 ·W−1i−1 (2.29)
W−1i−1 is the inverse Hessian, which is used to determine the new atomic positions
(Equation 2.30).
ri+1 = ri − gi ·W−1i (2.30)
As with the first-order EM algorithms, the Newton-Raphson approach is im-
plemented iteratively. For a purely harmonic system only one iteration would be
needed. However, most energy surfaces are not perfectly harmonic, so convergence
will take several iterations. One drawback, however, is that if the starting configu-
ration is far from the energy minimum convergence will be inefficient. This means
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ensuring a good starting configuration when using a Newton-Rahpson minimisation
is necessary. Typically this would mean preforming a minimisation with a first-order
approach, e.g. conjugate gradient, then use the Newton-Raphson method to find a
more precise minimum.
The major drawback of Newton-Raphson is that for each step the Hessian and
the inverts Hessian have to be calculated. Computationally this is very expensive,
even though there is an efficiency gain from using the second derivatives so fewer
iterations are required and typically for DFT codes, such as VASP, these are not
routinely calculated. In order to try and retain the advantages of the Newton-
Raphson approach but reduce the computational cost the Quasi-Newton methods
have been developed.
2.2.4 Quasi-Newton
In order to increase the speed of the Newton-Raphson method whilst retaining its
accuracy, the quasi-Newton methods approximate the inverse Hessian matrix, rather
than explicitly calculate a new inverse Hessian. There are a number of different
quasi-Newton algorithms proposed in the literature, including the Davidon-Fletcher-
Powell (DFP) [249], Broyden-Fletcher-Goldfarb-Shanno (BFGS) [252–255] and the
RMM-DIIS methods [256].
The quasi-Newton methods only use the change in forces, strain and the previous
inverse Hessian matrix, which itself may be an estimate, in the calculation of the
new inverse matrix. Equation 2.31 shows how the Hessian is approximated for the
DFP approach. δr is the change in atomic co-ordinates and δg is the change in the
gradient.
Wi ≈Wi−1 + δr⊗ δr
δr · δg −
(Wi · δg)⊗ (Wi · δg)
(δg ·Wi · δg) (2.31)
The BFGS approach is similar to the DFP method, but includes an additional
term which results in greater efficiency.
Wi ≈WDFPi + (δg ·Wi · δg)u⊗ u (2.32)
The vector, u is defined by Equation 2.33.
u =
δr
δr · δg −
Wi−1 · δg
δg ·Wi−1 · δg (2.33)
Using the assumption that the approximation of the inverse Hessian remains
correct, with an increasing number of iterations the approximate inverse Hessian
becomes closer to the true inverse Hessian. Once the quasi-Newton method ap-
proaches the minimum, it has a similar level of accuracy to the Newton-Raphson
approach.
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2.3 Periodicity
One of the issues of simulating a material is both quantum and classical methods
are limited by the number of atoms that can be simulated (∼102 for DFT and ∼105
for classical). This is many orders of magnitude less than the number of atoms that
are present in a real system (∼1023). This leaves the problem of how to simulate a
near infinite system using a much smaller finite number of species.
2.3.1 Periodic Boundary Conditions
Periodic boundary conditions (PBC) provide the solution to this problem. PBCs
work by surrounding the simulation cell with identical images of the cell. When
an atom moves across the boundary of the simulation cell, the equivalent atom in
the image on the opposite side moves into the simulation cell. Figure 2.2 shows an
example of PBC in two dimensions.
Figure 2.2: 2D representation of periodic boundary conditions. The simulation
cell is highlighted in yellow [257].
There are a couple of drawbacks to using PBC to simulate a material. Firstly only
periodic fluctuations which have a wavelength shorter than the simulation cell can
be simulated. Secondly, if the simulation cell is not large enough, then the periodic
interactions can impose an artificial long-range ordering that is not present in the
real system. However, both of these issues can be overcome by using a sufficiently
large simulation cell (albeit at greater computational expense).
Another feature of PBCs is that the electronic density will also be periodic, which
allows for a more rapid calculation of the electronic properties. A key parameter of
periodicity is the reciprocal lattice, discussed below.
2.3.2 The Reciprocal Lattice
The reciprocal lattice is a representation of a crystal lattice defined in reciprocal
space (k space). This is commonly used by X-ray crystallographers, who define the
three reciprocal lattice vectors a∗, b∗ and c∗, such that a∗ is perpendicular to b and
c and scaled such that the product of a∗ and a equals 1. b∗ and c∗ are similarly
defined in Equation 2.34.
a∗ =
b× c
a · b× c ; b
∗ =
a× c
b · a× c ; c
∗ =
a× b
c · a× b (2.34)
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For computational work it is convenient to work in an expanded reciprocal space.
This is done by multiplying each of the reciprocal lattice vectors by 2pi. This gives
the reciprocal cell the same periodicity as the wave function.
a$ = 2pia∗; b$ = 2pib∗; c$ = 2pic∗ (2.35)
As is the case with constructing real space from unit cells, the reciprocal lattice
is constructed using primitive cells. The primitive cell associated with a particular
lattice point has the property that any coordinate within the cell is closer to the
lattice point than any other lattice point. The primitive cell is known as the first
Brillouion zone (BZ). The reciprocal lattice vectors (G) are defined such that:
G = na$ +mb$ + oc$ = 2pina∗ + 2pimb∗ + 2pioc∗ (2.36)
We can now consider the complex exponential function exp(iG·r), which can be
expanded as the sum of cosine and sine functions (Equation 2.37), where α, β and
γ are coefficients between 0 and 1.
(2.37)exp(iG · r) = cos(2pinα + 2pimβ + 2pioγ) + isin(2pinα + 2pimβ + 2pioγ)
As n, m and o are integral the function exp(iG·r) varies with the same period-
icity as the real space lattice. This is of crucial importance to electronic structure
calculations as the electronic wave function can be completely characterised in the
first BZ.
Figure 2.3: A 2D hexagonal lattice showing the relationship between the real space
and reciprocal space lattice. (a) shows the real space hexagonal lattice atoms (grey
circles), with the unit cell in red. (b) shows the corresponding reciprocal lattice.
The reciprocal lattice points shown in grey, reciprocal unit cell in red and the first
BZ in blue. [258].
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2.3.3 Bloch Theorem and Plane Waves
Whilst PBCs allow for simulation of an infinite material with a finite number of
species, there are a further two problems to solving the Schro¨dinger equation that
PBCs do not directly solve. The first of these is that because the crystal is infinite
there are an infinite number of electrons to be simulated. In addition, the wave
function for each of these electrons is spread over the entire crystal, resulting in
the need for an infinite basis set [259]. These limitations can be overcome by using
Bloch’s Theorem.
Bloch’s theorem states that an electron’s wave function in a periodic potential
can be expressed as the product of a wave-like term and a term which has the same
periodicity as the unit cell, known as a Bloch wave (Equation 2.38).
ψn(r) = e
ik·rfn(r) (2.38)
ψn(r) is the wave function of an electron (n) in a periodic potential, k is the wave
vector representing the direction and frequency of the Bloch wave in the first BZ.
The cell dependent part of the wave function (fn(r)) is comprised of a discrete set of





cn,G exp(iG · r) (2.39)
The wave function for each electron is now the sum of all plane waves defined




cn,k+G exp{i(k + G) · r} (2.40)
Truncating the series allows for the basis set to be limited to a finite size because
plane waves with higher |G| have a higher kinetic energy and contribute an ever
decreasing amount to the wave function. In practice this requires that a cut-off
energy is set and the plane wave basis set is then truncated to only include the plane
waves with a kinetic lower energy than this value. For DFT calculations this means
testing a system to determine when convergence has been achieved, i.e. increasing
the cut off energy has no further effect on the calculated energy or properties of the
system.
As the wave function (ψ) is a continuous function of k, then two points in k -
space that are close to each will have similar wave functions. Therefore, ψ over
an appropriate volume of k -space can be represented using a single k -point. This
means the system can be sampled with a finite number of discrete k -points, which
removes the requirement of an infinite number of electrons.
As with the cut off energy, it is important to select an appropriate set of k -points
for the system in question to achieve an accurate representation of band structures
and density of states. This work uses the Monkhorst-Pack scheme [260], which
distributes the k -points evenly throughout the first BZ, centred on the Γ-point. The
Γ-point is the origin of the reciprocal lattice. The advantage of this method is that
many k -points are then related by symmetry, resulting in a reduction of the number
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of k -points that need to be evaluated. This homogeneous distribution of k -points is
described in Equation 2.41.
k = x1a
∗ + x2b∗ + x3c∗ (2.41)
The coefficient x i is determined by the folding parameter n i (Equation 2.42),




with l = 1, . . . , ni (2.42)
The density of the k -point mesh is determined by the type of material being
simulated. Conducting materials (e.g. metals and small band gap semiconduc-
tors) require dense k -point meshes, so consequently have large folding parameters.
Conversely, for insulating materials or large band gap semiconductors, a less dense
k -point mesh is required and therefore a smaller folding parameter is used. Addi-
tionally, the larger the real-space simulation cell that is used the smaller the folding
parameter needs to be, as the reciprocal cell is smaller and the k -points are closer
together. For this work the folding parameters are varied for each material to have
a consistent k -point density in all simulations.
Figure 2.4: The Monkhorst-Pack k -point grid for a hexagonal reciprocal lattice.
The Γ and K points are high symmetry points which represent the centre and edge
of the BZ. k -points shown as dark grey points, with the irreducible k -points shown
in black and the irreducible BZ shaded in light grey. [258].
2.3.4 Pseudopotentials
Plane waves are usually an inappropriate representation of the electronic wave func-
tions of tightly-bound core electrons. This is because a large number of plane waves
is needed to represent the spatial oscillations close to the nucleus. The problem is
worse for elements with high masses, as the number of core electrons increases.
The basis of the pseudopotential approximation is that the physical properties
of the system are determined by the valence electrons [261] and therefore the core
electrons will have minimal impact on the physical properties. This means that
the core electrons can be considered as part of a combined potential including the
nucleus.
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Practically, pseudopotentials work by replacing the core electrons and strong
ionic potential of the nucleus with a weaker potential. The valence wavefunctions
are modelled as pseudo-wave functions rather than true valence wavefunctions. The
pseudo-wavefunction (ψpseudo) is the same as the all electron wave function (ψ) above
a cut off distance and as a result is valid beyond the cut off distance. However, the
advantage of pseudopotentials compared to all-electron calculations is that fewer
plane waves are required to describe the wavefuncation. Figure 2.5 shows a schematic
representation of a pseudopotential.
Figure 2.5: A schematic representation of the all electron (blue) and pseudo (red)
potentials (V) and corresponding wavefunction (Ψ). The cut off (rc) represents the
radius beyond which Vpseudo and Ψpseudo match V and Ψ respectively [259].
There are range of different types of pseudopotentials available [177, 229, 262].
The majority of pseudopotentials are derived from all-electron ab initio calculations.
However, they can also be defined empirically. Pseudopotentials are categorised by
“softness”, which is a measure of the smoothness of the core and cut off distance.
The softer a pseudopotential is, the fewer planes waves are needed. This comes at
the cost of accuracy and reduced transferability due to the larger cut off distances.
The two earliest types of pseudopotential used are norm-conserving and ultra-
soft. Norm-conserving pseudopotentials maintain the same valence electron density
in the core region and consequently are more transferable than ultrasoft pseudopo-
tentials. The ultrasoft pseudopotentials are smoother and require fewer plane waves
to describe them, which reduces the calculation time. However, they are not norm-
conserving, and make use of auxiliary functions close to the ion core to represent
rapid variations in core electron density.
This work uses the projector augmented wave (PAW) method [263]. PAW po-
tentials are similar to ultrasoft pseudopotentials, making use of localised auxiliary
functions. Where the method differs is that it still captures the full all-electron wave
function, by using mathematical operations to convert the smooth pseudopotential
back to the real wave function. The result is a pseudopotential that requires fewer
plane waves to describe but retains the accuracy of the full wave function.
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2.4 Calculation of Crystal Properties
The final section of this chapter discusses how properties of a material are calcu-
lated after the structural minimisation has been performed. This is split into two
parts: the first deals with material properties, such as the bulk modulus and the
second details the calculated properties of reference materials, which are required to
determine defect energies.
2.4.1 Density of States
The occupancy of the electronic states in a crystalline solid is given by the density of
states (DOS). The DOS is defined as the number of electronic states per unit volume
as a function of energy. In addition to being able to calculate the total DOS, it is
also possible to determine the contributions from individual atoms, which gives the
partial density of states (pDOS). The pDOS can be used to determine which states
make up the conduction and valence bands. This provides information on which
orbitals are occupied or are involved in bonding. Additionally, the Fermi level can
be determined from DOS calculations. The Fermi level at 0 K and in thermodynamic
equilibrium is defined as the energy level with a 50 % probability of occupation.
Where the Fermi level is located within the DOS determines the type of electrical
behaviour a material exhibits. Semiconductors and insulators show a band gap
between the valence and conduction bands. The band gap is a forbidden energy
region where the DOS is equal to zero. For a metallic or semi-metallic system the
Fermi level lies in a delocalised band and these materials do not possess a band gap.
The lack of a band gap results in the high electrical conductivity as there is a large
number of partially filled states that allow for high electron mobility. In comparison,
for insulators the Fermi level lies in a large band gap which is far from any accessible
states. The nature of the states on either side of the band gap determine the type
of insulating behaviour. The most common behaviour observed is that of charge-
transfer insulator, where the valence band are composed of anion states and the
condition band is composed of cation states, e.g. in NiO [264]. The less common
type of insulating behaviour is that of Mott-Hubbard insulating materials, where
the states at the top of the valence band and bottom of the conduction band are
composed predominately of the same orbitals, e.g. U5f states in UO2 [265].
There are three types of semiconducting materials: p-type, n-type and intrin-
sic. For p-type semiconductors the Fermi level sits at the top of the valence band.
Conversely for n-type semiconductors the Fermi level is at the bottom of the con-
duction band. Finally, for intrinsic semiconductors, the Fermi level sits between the
conduction and valence bands.
A DOS is determined as part of the energy minimisation calculation, as the total
energy is an integration over the occupied bands. The calculation of the DOS in this
manner is not of high accuracy, however, due to the low k -point density typically
used. In order to calculate an accurate DOS, there are two possible approaches.
The first is to perform a minimisation with a very fine k -point mesh. This is a
computationally intensive approach. The alternative is to perform a standard struc-
tural energy minimisation and then perform a non-self-consistent calculation, which
keeps a fixed charge density, with a denser k -point mesh. For the calculation of
DOS in this work the second of these two approaches is used, as it is significantly
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less expensive and the results are comparable to a self-consistent approach.
2.4.2 Bulk Modulus
The bulk modulus represents the compressibility of a material. It can be calculated
using one of two methods: fitting an energy/volume curve to the Birch-Murnaghan
equation of state or through the effect of finite displacement on the stress matrix.
The first of these methods, the Birch-Murnaghan equation of state [266, 267],
calculates the bulk modulus expanding and contracting the lattice from the pre-
dicted equilibrium geometry. For each expansion or contraction the structure is
minimised at constant volume. The data for these points is then fit to the Birch-
Murnaghan equation of state which yields the bulk modulus, as a fitting parameter.
The advantage of this approach is that it is computationally inexpensive. However,
it only calculates the bulk modulus, and provides no information on the individual
derivatives of the elastic constant tensor. The Birch-Murnaghan equation of state
is shown in Equation 2.43 [267].
E(η) = E0 +
9B0V0
16
(η2 − 1)2(6 +B′0(η2 − 1)− 4η2) (2.43)
The second method, which is computationally more intensive, uses the finite dis-
placement method. The finite displacement method is based on Hooke’s Law [268],
that for small deformations the strain is directly proportional to the stress. In this
approach, small finite displacements are made to the lattice parameters and atomic
positions. The expense of the calculation can be reduced by only considering sym-
metry inequivalent sites [269]. The response of the stress matrix is then determined
(Equation 2.44), where W is the second derivative matrix with respect to the strain




(W −WrW−1rr Wr) (2.44)
This then produces the full elastic stiffness constant matrix (C11:C66), from which
the bulk modulus can be determined by averaging the first nine (C11:C33) individual
elastic constants. Alternatively, it is possible for the higher symmetry crystal types
(Cubic [270], Hexagonal [271], Orthorhombic [272]) to use symmetry adjusted equa-
tions to calculate the bulk modulus (Equation 2.45 - 2.50). There are no symmetry
adjusted equations for the lower symmetry crystal systems.
For cubic systems, which only have three unique elastic constants (C11, C12, C44)




(C11 + 2C12) (2.45)
Hexagonal crystals have five unique elastic constants (C11, C12, C13, C33, C55)
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Finally, orthorhombic crystals have the most complex equation, due to lower
crystal symmetry (Equation 2.47) [272].
B =
Λ
(1 + α + β)2
(2.47)
with Λ, α and β defined in Equations 2.48, 2.49 and 2.50 respectively.
Λ = C11 + 2C12α + C22α
2 + 2C13β + C33β
2 + 2C23αβ (2.48)
α =
(C11 − C12)(C33 − C13)− (C23 − C13)(C11 − C13)
(C33 − C13)(C22 − C12)− (C13 − C23)(C12 − C23) (2.49)
β =
(C22 − C12)(C11 − C13)− (C11 − C12)(C23 − C12)
(C22 − C12)(C33 − C13)− (C12 − C23)(C13 − C23) (2.50)
2.4.3 Vibrational Properties
The calculation of vibrational properties has two main uses in computational chem-
istry: it allows for prediction of IR and Raman spectra and the stability of a structure
can be assessed from the vibrational frequencies. The presence of imaginary modes
indicates that the system is dynamically unstable, and that the calculated structure
is thus not an energy minimum. However, by adjusting the atom coordinates in
the direction of the associated eigenvector(s) a lower energy solution can usually
be found by further minimisation. The presence of a single imaginary mode indi-
cates the structure is a transition state between two energy minima (i.e. an energy
maximum in one direction).
There are two approaches to calculating the vibrational frequencies. The first
is the finite displacement method, this is the same method as was described for
the calculation of the bulk modulus in Section 2.4.2. The second approach is to
use Density Functional Perturbation Theory (DFPT) [273, 274]. The difference in
the DFPT approach is that the force constants are found analytically rather than
numerically. This work uses the finite displacement approach, as the bulk modulus
can conveniently be determined at the same time.
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2.4.4 Reference Energies
In order to calculate defect formation energies in this investigation, it is necessary
to calculate a series of reference energies, for elemental hydrogen, oxygen and ura-
nium. This section details the results of these calculations and compares calculated
properties to experimental data, to validate the models.
2.4.4.1 Hydrogen Gas
A H2 molecule was placed in the centre of a 20 x 20 x 20 A˚ box. The H2 molecule
was minimised using the PBE functional, with a plane wave cut off of 500 eV and
a single Γ-centred k -point. Table 2.1 compares the calculated properties of H2 with
experimental values.
Table 2.1: Calculated and experimental properties of H2. The reference energy is
calculated directly from DFT for a hydrogen atom in a H2 molecule. The dissociation
energy is the energy of an isolated hydrogen atom minus the energy of a single
hydrogen atom in a hydrogen molecule.
Property Experiment Calculated ∆%
Bond Length (A˚) 0.74 [275] 0.75 1.35
Vibrational Frequency (cm−1) 4401.23 [275] 4330 -1.62
Dissociation Energy, ED (eV) 4.48 [275] 4.53 1.78
Reference Energy, EH (eV) - -3.39 -
There is very good agreement between the calculated and observed properties
of H2. The dissociation energy (ED) was calculated by comparing the difference in
energy between an isolated atom (EH) and half the energy of the hydrogen molecule
(EH2), as shown in Equation 2.51.
ED = EH − 1
2
EH2 (2.51)
While the calculated dissociation energy shows very good agreement, with the
experimental values it was decided for consistency of approach the reference energy
will be set to the value directly calculated from DFT.
2.4.4.2 Oxygen Gas
An O2 molecule was placed in the centre of a 20 x 20 x 20 A˚ box. The O2 molecule
was minimised using the PBE functional, a plane wave cut off of 500 eV, a single
Γ-centred k -point and the triplet electronic state. O2 is multiconfigurational, pos-
sessing both a triplet, which is the electronic ground state and, a singlet excited
state. The result this is that there are large differences in the reported calculated
energies [187]. Table 2.2 compares the calculated properties of O2 with experimental
values.
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Table 2.2: Calculated and experimental properties of O2. The reference energy is
calculated directly from DFT. The dissociation energy is the energy of an isolated
oxygen atom minus the energy of a single oxygen atom in an oxygen molecule.
Property Experiment Calculated ∆%
Bond Length (A˚) 1.21 [276] 1.23 1.65
Vibrational Frequency (cm−1) 1580.2 [275] 1567 -0.84
Dissociation Energy, ED (eV) 5.11 [277] 6.67 30.53
Reference Energy, EO (eV) - -4.94 -
Good agreement between the calculated and experimental properties of O2 is
found, except for the calculated dissociation energy. The dissociation energy was
calculated by comparing the energy of O in a 20 A˚3 box with the energy of O2 in
an equivalently sized box. While the calculated dissociation energy is significantly
more than the experimental value, the reference energy calculated from DFT shows
good agreement with the experimental dissociation energy. Therefore, in order to
maintain consistent approach the reference energy will be set to the value directly
calculated from DFT.
2.4.4.3 Uranium Metal
Uranium metal has three different phases (α [278], β [279], γ [280]) depending on
the temperature. The α-U phase exists up to 945 K and is therefore the 0 K phase,
as such, it was chosen as the reference uranium state. Figure 2.6 shows the four
atom Cmcm unit cell of α-U.
Figure 2.6: Orthorhombic Cmcm unit cell of α-uranium.
As one of the requirements to calculate the properties of the oxide is inclusion
of a Hubbard parameter, the reference calculations also require the same parame-
ter. Therefore calculations on uranium metal have also been performed with the
Hubbard coefficient. This is despite typically the inclusion of a Hubbard coefficient
is not required for the simulations of metals as it localises the electrons. However,
ultimately the goal is to simulate an oxide supported on a metal surface and there-
fore having a consistent methodology that can be applied across the whole system
regardless of if the uranium ion is in the metal or oxide layer is important. The
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effective Hubbard coefficient used was that determined from Kotani el al.’s [243]
experimental measurements on UO2 (U eff = 3.96 eV).
Simulation of metals requires a higher k -point density than for insulators. Figure
2.7 shows the k -point convergence test performed for α-U. The calculations were
performed with a 500 eV cut off energy, using PBE and PBE+U. Convergence is
achieved with a k -point density of 2 k -points/A˚3, for both PBE and PBE+U.
Figure 2.7: k -point convergence test for α-uranium with a 500 eV cut off energy
using the PBE and PBE+U functionals.
Having determined the convergence criteria for α-U, the best magnetic configu-
ration for α-U can be assessed. Table 2.3 compares the calculated properties for α-U
metal to experiment and literature DFT simulations. The trialled magnetic configu-
rations considered in this work were PBE and PBE+U using a non-magnetic (NM),
ferromagnetic (FM) and an antiferromagnetic (AFM) ordering.
Table 2.3: Comparison of calculated properties of α-U metal with experiment
and calculated literature values. For PBE+U three different magnetic orderings
were trialled. The reference energy is calculated directly from DFT. The heat of
deposition is the reference energy minus the energy of an isolated uranium atom.
The percentage difference from experiment is given in brackets.










Experiment [278] 2.85 5.87 4.95 83.01 - -5.52 [99] -
PBE 2.77 (-2.8) 5.85 (-0.4) 4.87 (-1.6) 79.09 (-4.7) 0.00 -6.28 (13.77) -11.34
PBE+U (NM) 2.97 (4.1) 5.97 (1.7) 5.08 (2.5) 90.04 (8.5) 0.00 -2.48 (-55.1) -7.09
PBE+U (FM) 3.66 (28.2) 6.32 (7.8) 5.92 (19.5) 136.95 (65.0) 3.12 -3.95 (-37.1) -8.56
PBE+U (AFM) 3.36 (17.8) 5.98 (1.8) 5.72 (15.5) 132.38 (38.4) 2.27 -3.94 (-37.3) -8.54
PW91 [281] 2.75 (-3.5) 5.86 (-0.2) 4.92 (-0.6) 79.28 (-4.3) - - -
PW91 [282] 2.83 (-0.8) 5.83 (-0.7) 4.91 (-2.2) 80.96 (-2.2) - - -
PW91 [283] 2.80 (-1.8) 5.89 (0.4) 4.89 (-1.2) 80.77 (-2.5) - - -
FP-LMTO [284] 2.84 (-0.2) 5.82 (-0.9) 4.99 (0.9) 82.69 (-0.1) - - -
LDA [285] 2.85 (0.0) 5.88 (0.1) 4.93 (-0.2) 82.61 (-0.2) - - -
The PBE configuration used here is in excellent agreement with experiment and
the other literature calculations of α-U, with only a small percentage variation in
the calculated lattice parameters. The NM PBE+U configuration has slightly larger
predicted lattice parameters, this is to be expected from the inclusion of the Hubbard
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coefficient. However, the heat of formation, for the NM PBE+U configuration, is
significantly underestimated. For the FM and AFM magnetic configurations the
structural parameters are overestimated compared to experiment. This is reduced
using an AFM configuration where the attraction between the ions helps counter
the expansion. The calculated heat of formation is still underestimated compared to
experiment, but is a significant improvement upon the NM configuration. While the
properties of α-U are not as well reproduced as either H2 or O2, in order to apply a
consistent, fully ab initio, methodological approach the AFM PBE+U configuration
was chosen as a reference state, due to reduced lattice expansion and an improved
energetic description.
The inclusion of the Hubbard coefficient results in the localisation of the elec-
trons. Therefore, there is a need to check the metallic nature of uranium metal is
predicted. This can be examined by inspecting the DOS to ensure that there are
states at the Fermi level. Figure 2.8 shows the calculated DOS of α-U using the
AFM PBE+U configuration. At the Fermi level there are states indicating metallic
behaviour and these are comprised of uranium f and d states. The predicted DOS
here agrees well with the partial DOS predicted by Chantis et al.[286], who used a
higher level of theory (QSGW) to predict the DOS of α-U.
Figure 2.8: Calculated pDOS of α-U using AFM PBE+U. Only the spin up channel
shown as the spin down is identical. Uranium f -states shown in red and d -states
shown in blue, the total DOS is represented by the dashed line. The Fermi energy
has been set to 0 eV.
Overall, the most appropriate model for α-U to use in this thesis is the AFM
PBE+U configuration, as it has the best representation of the experimental energies,
though this comes at the expense of the structural properties. Additionally, as
the Hubbard coefficient is required for UO2, the reference uranium calculation also
require a Hubbard coefficient. Finally, whilst the inclusion of the Hubbard parameter
reduces the number of states at the Fermi level, crucially, it still retains its metallic
nature.
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3 Uranium Dioxide (UO2)
UO2 has been extensively studied with many experimental and computational stud-
ies. Before considering hydrogen in UO2, there is a need to assess the suitability
of DFT for simulating stoichiometric UO2. This chapter will describe the structure
and relevant properties of UO2 and give the details of the convergence tests and how
well calculated properties compare to experimental values. Before the results are
discussed and compared to experiment there is a short review of previous studies of
UO2.
3.1 UO2 Literature Review
3.1.1 Structure
UO2 has the fluorite structure, space group Fm3¯m (225), with a cubic unit cell,
shown in Figure 3.1. Each unit cell contains four UO2 formula units, with the
uranium occupying face centred cubic positions and the oxygen in tetrahedral sites.
Desgranges used neutron diffraction to determined a0 as 5.468 A˚ [36] with a melting
temperature of 3120 ± 30 K [287] and a density of 10.97 g cm−3 [287].
Figure 3.1: UO2 unit cell. Uranium shown in blue and oxygen shown in red.
Is it commonly accepted that the fluorite structure of UO2 is maintained until its
melting point. However, the most recent work by Desgranges et al. [37] shows that
UO2 has local regions within the crystal structure which have lower local symmetry,
Pa3¯, this is used to explain some of the properties of UO2 particularly the increase
in heat capacity at approximately 1000 K, as well as the interesting thermoelectric
properties displayed by UO2.
At high pressure, Benedict et al. [32] report that, UO2 undergoes a phase tran-
sition to an orthorhombic cotunnite structure, Figure 3.2, in a pressure range of
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29 - 38 GPa. The structural fitting was unable to give an ambiguous structural
assignment. It was able to determine the high pressure structure as one of two
structures either; Pnma (a = 5.93, b = 3.51. c = 6.56 A˚) or Cmcm (a = 3.41, b
= 6.70. c = 6.07 A˚). Later work by Idiri et al. [288] found a higher pressure phase
transition at approximately 42 GPa and only the Pnma structure previously pro-
posed corresponds to the phase observed, although the transition was not complete
even at the highest pressure, 69 GPa.
(a) (b)
Figure 3.2: High pressure cotunnite structure of UO2. Uranium shown in blue and
oxygen shown in red. [32]
Theoretical calculations on UO2 and UO2.03 found transition pressures of 18 GPa
and 27 GPa, respectively, between cubic and orthorhombic phases [289]. This sug-
gests that a reason for the large difference in reported phase transition pressures
could be the stoichiometry of the samples.
Crowhurst et al. [290] have more recently measured a transition pressure of
35 GPa, but this transition was not complete until approximately 50 GPa. As the
UO2 samples were obtained from a single crystal which was grown approximately
30 years ago in 1985 it is likely that there is some degree of hyperstoichiometry.
Therefore the different values for the transition pressure of fluorite UO2 to cotunnite
UO2 is dependent on the O/U ratio and that the pressure to achieve complete
conversion is higher with a larger O/U ratio.
(a) (b)
Figure 3.3: High pressure and high temperature modified fluorite phase of UO2.
Uranium shown in blue and oxygen shown in red. [291]
When the structure of UO2 was measured under both high temperature and high
pressure by Gre´aux et al. [291], the cotunnite phase reportedly previously [32, 288]
was not observed. Instead a modified fluorite phase, Figure 3.3, Pa3¯ (a = 5.329 A˚)
was observed at 18 GPa and an orthorhombic Pbca (a = 9.688 A˚, b= = 5.332 A˚,
c = 5.350 A˚) phase from 33 - 82 GPa, Figure 3.4.
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(a) (b)
Figure 3.4: High pressure and high temperature orthorhombic phase of UO2.
Uranium shown in blue and oxygen shown in red. [291]
These studies show that under high pressure and/or high temperatures the struc-
ture of UO2 changes, this will have an effect on the bulk properties such as the bulk
modulus, band gap and defect energies. However, as under normal nuclear fuel cycle
conditions the high pressure phases are not observed, and the focus of this research
is on how hydrogen behaves in the unmodified fluorite phase, they has not been
considered, but represent an interesting class of materials worthy of study.
3.1.2 Elastic Properties
The bulk modulus of a material is defined as a material’s resistance to uniform
compression. A material’s bulk modulus is determined by measuring the material’s
elastic constants. The bulk modulus can then be calculated by averaging the first
nine elastic constants. However, it is also possible to derive equations to calculate
the bulk modulus. These are a symmetry adapted simplification of averaging the
first nine elastic constants. A cubic crystal has three unique elastic constants; C11,
C12 and C44. The relationship between the elastic constants and the bulk modulus,




(C11 + 2 C12) (3.1)
Table 3.1 shows literature values for the bulk modulus of UO2 from both exper-
iment and theory. The experimental values are consistent with each other. There is
a temperature dependence to the elastic constants, where C11 and C12 both increase
with decreasing temperature to a maximum at approximately 80 K [35, 292].
There is then a rapid decrease in the values of C11 and C12 at the Ne´el temper-
ature, before at increase below the Ne´el temperature. At temperatures below the
Ne´el temperature the values of C11 and C12 are larger than at room temperature,
therefore the theoretical methods may slightly overestimate the value of the bulk
modulus. However, most of the theoretical calculations underestimate the values of
the bulk modulus, some quite significantly. This usually comes from an underes-
timation of the C11 elastic constant, although in the case of rPBE there is also a
significant underestimation of the C12 elastic constant.
The best theoretical value for the bulk modulus would appear to come from using
the PBEsol+U functional [187], as this has the smallest difference from experiment
at 0.37%. This occurs from a favourable cancellation of errors, the C11 elastic
constant is underestimated and the C12 elastic constant is overestimated. Therefore
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Table 3.1: Experimental and theoretical values for the unique elastic constants
and bulk modulus of UO2. ∆ % is the percentage difference between the theoretical
values and the experimental value [293] of the bulk modulus.
Method Temperature C11 C12 C44 BM ∆ % Ref
(K) (GPa) (GPa) (GPa) (GPa)
Velocity
of sound





















296.15 389 118 59 209.0 - [294]
PBE+U - 382 130 54 214 0.8 [27]
PW91+U - 361.2 114.7 63.9 197 -7.2 [270]
PBE+U - 345.7 115.4 63.4 192.2 -9.5 [295]
PBE+U - 343.1 121.3 62.7 209 -1.6 [296]
rPBE - 370 86 69 180.7 -14.9 [297]
PBEsol+U - 340.8 149.3 103.5 213.1 0.4 [187]
PBE+U - 409.1 118.1 62.0 215.1 1.3 [187]
to understand fully if accurate elastic properties have been calculated the unique
individual elastic constants also need to be examined.
This leaves the PBE+U functional, used by Dorado [27] and Brincat [187], with
the best values for the bulk modulus and elastic constants when compared to exper-
iment. However, as can be seen it is not just the functional which determines how
well the bulk modulus is reproduced, as Sanati et al. [295] also used PBE+U but
the value of the bulk modulus was lower than experiment by 9.5 %. This is likely
due to a variation in the chosen input parameters.
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3.1.3 Magnetic Properties
UO2 is paramagnetic but undergoes a transition to an antiferromagnetic (AFM) or-
dering at 30.8 K [298]. A 1k collinear (CL) AFM was proposed by Allen [299], Figure
3.5a (Top). This was accompanied by a one dimensional Jahn-Teller distortion of
the oxygen sub-lattice, Figure 3.5a (Bottom). Subsequent experimental work [300]
revised this to a non-collinear (NCL) 2k AFM ordering, Figure 3.5b (Top), again
with an oxygen sub-lattice distortion. The magnetic moment of the uranium ions




Figure 3.5: (Top) 1k, 2k and 3k magnetic configurations. (Bottom) 1, 2 and 3
dimensional oxygen sub-lattice distortions. Uranium ions shown in blue and oxygen
shown in red [302].
More recent experimental work has shown that the magnetic structure, which
best matches the observed properties, is a 3k NCL ordering [303, 304], with a three
dimensional oxygen sub-lattice distortion, Figure 3.5c.
Theoretical calculations of the magnetic structure UO2 have found that the 3k,
with a three dimensional oxygen sub-lattice distortion, to have the lowest energy
[187, 305–307]. Additionally, the calculated electric field gradient of the uranium ions
only agreed with the experimental uranium electric field gradient for the 3k struc-
ture [305]. Experimental and theoretical evidence now points towards the magnetic
structure of UO2 below 30.8 K to be 3k NCL AFM, with a three dimensional oxygen
sub-lattice distortion.
Since DFT calculations are at 0 K, the AFM ordering is of importance as this
is the ground state. There is the potential that this is not relevant for to real
systems at ambient or elevated temperatures which will have a different magnetic
ordering. Recently, DFT calculations using a paramagnetic ordering in UO2 have
been reported [30] to assess the effect of a 1k AFM ordering on the properties
compared to a paramagnetic (PM) ground state. This used the disordered local
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moments approach, where the spins are randomly orientated. The study showed
that, providing defect energies are not dependent on the magnetic ordering, the 1k
AFM ordering used by the majority of studies on UO2 is an excellent approximation
for the PM ordering at ambient temperature. As the difference in energy between
the AFM and PM states is a few meV/atom compared to the several eV energies of
point defects.
3.1.4 Electronic Properties
A range of experimental techniques have been used to determine the electronic prop-
erties of UO2, including X-ray Photoemission Spectroscopy (XPS) and Bremsstrahlung
Isochromat Spectroscopy (BIS). UO2 has been determined to be an insulator with
a band gap of 2.1 eV [308–310]. Additionally, UO2 is known to be a Mott-Hubbard
insulator [310], this is where the top of the valence band and the bottom of the
condition band are both composed of uranium states. For UO2 this has been con-
firmed as a f -f transition, by a combination of X-ray absorption and first principle
calculations [310].
Table 3.2 shows the range of values reported in the literature, for a variety of
different theoretical approaches, to calculating the band gap of UO2. The calculated
value for the band gap of UO2 is heavily dependent on the parameters and functional
selected. The same functional can also produce very different values for the band
gap depending on the parameters selected. All the LDA and GGA calculations
include a Hubbard U parameter, this prevents the self-interaction error of LDA
and GGA calculations which predict a metallic ground state. The value of the
Hubbard U has a significant effect on the value of the calculated band gap. This is
because it acts on the f -states and these form the top of the conduction and bottom
of the valence band. Therefore by varying the U parameter the size of the band
gap can be controlled. Both the LSDA+U underestimate the value for the band
gap. The LDA calculations get closer, though for one of these it is a ferromagnetic
(FM) configuration and the ground state of UO2, at 0 K is AFM. While the LDA
calculations are an improvement on the value of the band gap, over the LSDA+U
calculations, these did involve imposing symmetry constraints on the system [311].
At higher levels of theory, it is possible to include a percentage of Hartree-Fock
(HF) exchange and spin orbit coupling (SOC), where the amount of HF exchange
needs to be considered as this greatly affects the values of the band gap. A value of
40 % HF exchange appears to be the best value for reproducing the experimental
band gap, as this also agrees with the calculations of Brincat [187] who used the
HSE functional with 40 % HF exchange. However, these levels of calculations are
very computationally expensive, illustrated by the HSE calculation of Brincat which
was performed on a three atom UO2 unit cell.
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Table 3.2: Theoretical and experimental literature values for the band gap of UO2.
Method Magnetic Ordering Band Gap (eV) Ref
XPS - 2.1±0.1 [308]
XPS/BIS - 2 [309]
XPS/BIS - 2.1 [310]
LDA+U SOC AFM 2.0 [312]
LDA+U FM 2.1 [311]
LSDA+U AFM 1.3 [239]
LSDA+U AFM 1.75 [313]
PBE+U AFM 1.94 [187]
PBE+U AFM 2.8 [28]
PBE1PBE FM 2.6 [314]
PBE 25% HF SOC AFM 1.401 [315]
PBE 40% HF SOC AFM 2.025 [315]
HSE 40% HF FM 2.20 [187]
rTPSS AFM 2.17 [187]
3.1.5 Vibrational Properties
The vibrational properties of UO2 are also well characterised, having been subject to
numerous investigations, using both Infra-Red [316, 317] and Raman spectroscopy
[80, 318–321]. The IR spectrum of UO2 shows one peak at 340 cm
−1 (transverse
optical), with a shoulder at 470 cm−1 (longitudinal optical) [316]. There is a single
peak in the Raman spectrum of UO2 which occurs at 445 cm
−1, corresponding to
a triply degenerate T2g vibration [80], this has been assigned as a U-O stretching
vibration [318].
The reason for extensive number of studies of the IR and Raman spectrum of
UO2 is that it can provided detailed information about the oxidation of UO2. This
is because excess oxygen concentration causes the IR and Raman spectra to change
with new peaks appearing [318, 319], characteristic of higher oxide phases. Thus,
it is also possible to use this information to determine which uranium oxide phases
are present [80].
Raman spectroscopy has been combined with X-ray diffraction (XRD) [321] to
explain the structural evolution that occurs as the oxygen increases from UO2 to
UO2.24. Four different structural transitions were determined. Below UO2.05 excess
oxygen is incorporated as isolated interstitials. Between UO2.05 and UO2.11 the excess
oxygen rearrange to ordered defect clusters. As the excess oxygen approaches UO2.11
the clusters reorganise to cuboctahedral clusters. This reorganisation is complete
by UO2.20, which leads to a new ordered superstructure containing oxygen vacancies
(U4O9−y). These oxygen vacancies are then filled, at least until UO2.24.
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3.1.6 Intrinsic Point Defects
UO2 rarely exists in a pure stoichiometric form, most is hyperstoichiometric as
oxygen is readily absorbed from the atmosphere [31]. This oxidation initially results
in the formation of intrinsic point defects, in the form of oxygen interstitials. Overall,
there are four different possible intrinsic point defects in UO2; oxygen interstitials
(Oi), oxygen vacancies (VO), uranium interstitials (Ui) and uranium vacancies (VU).























UO2−−→ V′′′′U + 4U·U + U(s) (3.5)
By far the most common of these defects is the Oi, as UO2 will readily absorb
oxygen from the atmosphere. Conversely, VO and uranium point defects are partic-
ularly unfavourable, with large positive formation energies (Table 3.3). This results
in the limit of hypostoichiometry in UO2 being UO1.98 [17]. Stoichiometries with a
O/U ratio less than 1.98 are unstable and will separate to form uranium metal and
hypostoichiometric UO2.
The reason for isolated VO defects being unfavourable is that they should lead
to the formation of U3+ defects, however, there is no report of the formation of a
uranium sesquioxide (U2O3), while there are reports of other actinide oxides forming
sesquioxide phases (Pu2O3 [322, 323], Cm2O3 [324], Am2O3 [325]). This suggests
that the formation of a U3+ state is particularly unfavourable in uranium oxides.
This is supported by DFT calculations of VO in UO2, where a single VO should
result in the formation of two U3+ ions. However, delocalised charges are reported in
the literature [187, 326]. In contrast to these results Dorado et al. [29, 327] calculated
the defect energies where there were localised U3+ defects. The localisation of the
U3+ does not alter the result of the calculation significantly, giving similar formation
energies to other literature values which did not use occupational matrix control
(OMC) [29]. The localisation of the U3+ was achieved by using OMC, this sets the
5f occupancies and the energy calculated with the given electronic configuration.
Schottky and Frenkel defects are formed of a number of individual point defects,











UO2−−→ 2V··O + V····U (3.8)
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A Frenkel pair represents when an ion becomes displaced form its lattice site
forming a vacancy-interstitial pair. The Schottky defect is the removal of a formula
unit from the bulk generating a set of vacancy sites. There are two ways to calculate
the energies of Frenkel and Schottky defects either explicitly or by summing the
values for the appropriate individual point defect calculations.
All the DFT calculations in Table 3.3 were performed in a 2 x 2 x 2 expansion
of the cubic unit cell, except for three earlier reports which were in a 2 x 1 x 1
[285, 328, 329]. All the defects considered were neutral isolated point defects, except
for the work of Crocombette et al. [330, 331] where charged defects were considered.
All the potential model calculations considered the defects at infinite dilution.
When calculating Frenkel and Schottky defect energies by summing the appro-
priate equations from Equations 3.2 - 3.5 this results in there also being oxidation
and reduction of the lattice which is not present when these defects form. For exam-
ple calculating the energy of an O-Frenkel pair by summing Equations 3.2 and 3.3
would results in 2U3+ and 2U5+ which would cancel out in a crystal. It is possible
to account for this using one of two approaches; the first is to place both defects
within the same super-cell [332], the second is to explicitly alter the charge of the
cell containing isolated defects [333]. The first approach resulted in a lowering for
the Frenkel formation energies to 10.2 and 2.8 eV, for U and O respectively, com-
pared with 14.2 and 4.0 eV, calculated from isolated charge neutral defects [332]. In
the second approach by considering charged defects it was found that energy of the
Frenkel and Schottky defects was lower for the charge defects compared with the
charge neutral defects [333]. However, it was also reported that the charge neutral
defect energies gave a better agreement with experiment than the charged defect
calculations.
The calculations of Frenkel and Schottky defects in this thesis uses the isolated
charge neutral defects approach and is therefore directly comparable to the major-
ity of the DFT literature data presented in Table 3.3, with the exception of the
previously mentioned calculations which use charged defects. Although, whilst the
energies are not directly comparable the effect of altering the charge appears to be
a shift to the energies and not a change in the energetic ordering of the defects.
Therefore, it is possible to compare the predicted ordering of the defects.
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Table 3.3: Literature values for isolated point defects, Frenkel pairs and Schottky
trio defects in UO2.
Method
Defect Energy (eV)






Exp[334, 335] - - - - 4.6 ± 0.5 - -
Exp[336] - - - - 3.0-4.6 8.5-9.6 6.0-7.0
Exp[337] - - - - 1.55-2.7 4.75-6.3 2.00-2.3
LDA[285] - - - - 3.9 10.7 5.8
LDA[328] -3.3 10.0 11.5 19.1 5.9 22.1 14.5
GGA[329] -2.5 6.1 7.0 4.8 3.6 11.8 5.6
LSDA+U [326] -2.2 7.5 8.2 9.1 5.4 17.2 10.6
LSDA+U [338] - - - - 5.38 14.34 10.53
GGA+U [332] -1.6 5.6 11.5 19.1 4.0 14.2 17.1
GGA+U [339] -2.44 5.06 13.48 -6.50 2.61 6.974 3.62
GGA+U [333] -1.34 5.29 8.04 7.04 3.95 15.08 7.6
PBE+U [340] -0.44 4.46 4.70 8.45 - - -
PBE+U [29] 0.1 5.67 - - 5.77 - -
PBE+U [327] -0.05 5.30 - - 5.25 - -
PBE+U [331] -1.4 5.6 - -4.7 4.2 - 6.4
PBE+U [187] -1.76 5.77 4.13 7.75 2.00 5.94 6.43
PBE0[330] -0.75 5.0 - -4.25 6.4 - 9.9
PM[341] -11.05 17.17 -60.06 81.57 5.31 18.54 10.32
PM[342] -11.35 16.44 -61.63 79.98 5.09 18.35 9.78
PM[343] -12.15 16.91 -60.82 80.22 4.76 19.40 11.33
PM[344] - - - - 3.5 12.1 4.5
PM[345] - - - - 1.6 6.3 2.2
PM[346] - - - - 3.6-3.8 10.4 2.5-3.0
PM[337] -11.52 16.14 -60.91 78.12 2.19 8.15 2.62
PM[347] - - - - 4.4 6.1 9.4
PM[348] - - - - 3.4 10.3 5.2
53
Chapter 3 3.2. CALCULATED PROPERTIES
3.2 Calculated Properties
Before modelling hydrogen in UO2 it is important to test whether the property
calculated is specific to the functional that has been chosen or is consistent across
a variety of functionals. Therefore in the following section a number of calculated
properties of UO2 will be compared for a range of cell sizes and functionals. There
will also be calculations which include the effects of SOC. There are a range of
functionals available in the VASP code. These include, but are not limited to,
PBE [184], revised PBE [349] (rPBE), the modification to PBE for solids PBEsol
[185], Perdew-Wang 91 [230] (PW91) and the functional developed by Mattsson and
Armiento (AM05) [350, 351]. The AM05 functional is not used as this was unable
to successfully minimise H2 as a reference state to determine the formation energies
of hydrogen defects.
3.2.1 Convergence Tests
In this thesis four different sized simulation cells of bulk UO2 are used; a single unit
cell (12 atom) shown previously in Figure 3.1, a 2 x 2 x 2 expansion of the 12 atom
unit cell (96 atoms) Figure 3.6c, a reorientation of the cubic cell along a <111> axis
which was then expanded 2x1x1 (36 atoms) Figure 3.6a, and a reorientation of the




Figure 3.6: 36 atom (3.6a), 48 atom (3.6b) and 96 atom (3.6c) UO2 cells. Uranium
shown in blue and oxygen shown in red. Bonds shown for clarity.
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As a test to verify that the selected parameters provide an accurate represen-
tation of the system being studied it is important to ensure that convergence of
the parameters has been achieved. These parameters include the cut-off energy and
k -point sampling meshes. This ensures that a model with sufficient accuracy is com-
puted within a reasonable amount of CPU time. Table 3.4 shows the cut-off energy
ranges and k -point meshes used for the four different bulk UO2 simulations cells.
The results of the convergences tests are displayed in Figure 3.7, as k -point density
verses the calculated energy per UO2 formula unit, in the simulation cell.
Table 3.4: Energy cut-off ranges and k -point mesh tests for bulk UO2 models used
in this thesis. The energy cut-off was varied in 100 eV steps and the k -point mesh
was varied uniformly, in 1x1x1 steps, between the smallest and largest meshes.
System 12 atom 36 atom 48 atom 96 atom
Energy Cut-off Range (eV) 400 - 600 300 - 600 300 - 600 300 - 500
k-point meshes
Smallest 3x3x3 1x1x1 1x1x1 1x1x1
Largest 6x6x6 6x6x6 5x5x5 4x4x4
From the convergence tests it is clear that for a 12 atom unit cell that an energy
cut-off of 400 eV is too low. However, when the energy cut off is increased to 500 eV
the energy converges with a k -point density of 0.1 k -points/A˚3. For the 36 atom
bulk system, Figure 3.7b, as with the 12 atom system a cut-off energy of 400 eV
is not enough to reach convergence. Again, when a 500 eV cut off energy is used
convergence is reached at a k -point density of 0.07 k -points/A˚3. Figure 3.7c, shows
the convergence tests for the 48 atom bulk UO2 simulation cell. From the 400 eV cut
off upwards good convergence is observed, with the energy reaching a convergence
at 0.02 k -points/A˚3. In order to maintain a similar k -point density to the previous
simulation cells the k -point density was increased to 0.05 k -points/A˚3.
Finally, for the 96 atom super cell as this is a simple 2 x 2 x 2 expansion of the 12
atom unit cell the reciprocal lattice vectors will be half the magnitude and as such the
k -point mesh of the single unit cell can be halved. The final consideration with the 96
atom cell is that a 500 eV cutoff energy requires a large amount of computationally
very expensive. In order to reduce this expense a lower cut off energy of 400 eV
has been chosen as this still provides accurate results at a reduced computational
expense. Employing the lower energy cut-off results in an energy difference of 0.02 eV
per UO2 formula unit between the 12 atom and 96 atom simulation cells. Employing
this lower cut off energy criteria is consistent with the literature on simulation of
UO2 in a 2 x 2 x 2 expansion of the unit cell [21, 25, 187]. This gives an energy of
-29.34 eV/UO2 for the 96 atom cell, compared to -29.32 eV/UO2 for the 12 atom
system and -29.35 eV/UO2 for both the 36 and 48 atom systems.
Table 3.5, summarises the selected energy cut values and k -point meshes chosen
for this work. The rest of this chapter will now asses how well these parameters
reproduce experimental properties of UO2 as a validation of the chosen parameters
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Table 3.5: Selected energy cut off and k -point meshes for bulk UO2 systems used
in this work.
System 12 atom 36 atom 48 atom 96 atom
Energy Cut-off (eV) 500 500 500 400
k-point Mesh 4x4x4 4x4x4 4x4x4 2x2x2
(a) 12 atom UO2 simulation cell.
(b) 36 atom UO2 simulation cell.
(c) 48 atom UO2 simulation cell.
Figure 3.7: Convergence tests of the 12, 36 and 48 atom UO2 simulation cells.
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3.2.2 Structure
Table 3.6 compares the calculated lattice parameters for a 12 atom unit cell of UO2
using a range of different functionals. All the different functionals perform in a
comparable manner, there is a marginal expansion of the lattice in all directions
and there is a tetragonal distortion present in all. Though the rPBE+U comes the
closest to reproducing a cubic lattice, however, it has the largest volume expansion
compared to experiment.
Table 3.6: Lattice Constants of UO2 for a range of functionals.
Method a (A˚) b (A˚) c (A˚) Volume (A˚3) Volume per U (A˚3)
Exp [36] 5.468 5.468 5.468 163.49 40.81
PBE+U 5.57 5.50 5.57 170.60 42.65
PBEsol+U 5.50 5.44 5.50 164.56 41.14
PW91+U 5.57 5.49 5.57 170.32 42.58
rPBE+U 5.57 5.56 5.57 172.49 43.12
Table 3.7 shows the calculated lattice parameters, volume and volume per UO2
unit for the 12, 36 and 96 atom cells compared with experiment. In all cases the
calculated lattice parameters are a small overestimation of the experimental lat-
tice parameters. This is a known effect of the GGA+U methodology which tends
to overestimate the lattice parameter and has been reported previously using the
DFT+U methodology [27, 295, 313].
In addition to the small overestimation of the lattice parameter there is also a
hexagonal distortion of the lattice present, this results in the b lattice parameter
being shorter than the a and c lattice parameters. The distortion is caused by the
simplified magnetic ordering which is used in the calculation (1k collinear config-
uration), Figure 3.5a. The distortion occurs because there is an overestimation of
the attraction between the layers of opposite magnetic spins. This distortion how-
ever is another known effect of the methodology used and has been reported in the
literature [187, 306, 313].
It possible to remove the distortion caused by the 1k AFM ordering, this involves
including SOC which allows for three dimensional rotation of the magnetic vector.
As can be seen for the 12 atom unit cell the inclusion of SOC results in a consistent
expansion to all three lattice vectors. Additionally, the use of hybrid functionals,
such as PBE0 or HSE, can prevent the occurrence of the tetragonal distortion [187,
352]. Though these methods are computationally more expensive and the small
improvement to the lattice parameter itself does not warrant the extra cost.
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Table 3.7: Comparison of calculated and experimental lattice parameters, volume
and volume per UO2 unit for 12, 36, 48 and 96 atom cells. Calculated using PBE+U
functional. † Experimental unit cell parameters, for the 36 atom and 48 atom
(<111> and <110> orientations, respectively), were calculated by reorientation of
a cubic unit cell using METADISE [244]. ‡ Experimental parameters for the 96 atom
cell calculated by doubling experimental cubic unit cell. Numbers in parenthesis are
the percentage difference to experimental values.
12 atom
Exp CL SOC
a (A˚) 5.468 5.47 (1.9) 5.55 (1.5)
b (A˚) 5.468 5.50 (0.6) 5.55 (1.5)
c (A˚) 5.468 5.47 (1.9) 5.55 (1.5)
Volume (A˚3) 163.49 170.60 (4.4) 170.95 (4.6)
Volume /U (A˚3) 40.87 42.65 (4.4) 42.74 (4.6)
36 atom
Exp† CL SOC
a (A˚) 7.72 7.87 (1.9) 7.83 (1.4)
b (A˚) 6.69 6.76 (1.1) 6.80 (1.6)
c (A˚) 9.46 9.60 (1.5) 9.60 (1.5)
Volume (A˚3) 488.58 510.73 (4.5) 511.14 (4.6)
Volume /U (A˚3) 40.71 42.56 (4.5) 42.60 (4.6)
48 atom
Exp† CL SOC
a (A˚) 11.14 11.00 (-1.6) 11.10 (-0.4)
b (A˚) 7.83 7.87 (0.5) 7.82 (-0.1)
c (A˚) 7.83 7.87 (0.5) 7.87 (0.5)
Volume (A˚3) 682.98 681.31 (-0.3) 683.13 (0.1)
Volume /U (A˚3) 42.69 42.58 (-0.3) 42.70 (0.1)
96 atom
Exp‡ CL SOC
a (A˚) 10.94 11.05 (1.0) -
b (A˚) 10.94 10.93 (-0.1) -
c (A˚) 10.94 11.05 (1.0) -
Volume (A˚3) 1309.34 1334.58 (1.9) -
Volume /U (A˚3) 40.92 41.71 (1.9) -
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3.2.3 Elastic Properties
Table 3.8 shows the predicted independent elastic constants and bulk modulus for
UO2, using a range of functionals. The PBE+U functional gives very good agree-
ment with experimental values of the bulk modulus and performs better than when
SOC is included. However, this largely comes down to PBE+U SOC significantly
underestimating the C11 elastic constant. For the overall bulk modulus the best
value is the PBEsol+U functional, however, there is a significant overestimation
of the C44 constant. The PBEsol+U functional also had the smallest predicted
lattice constants, as would be expected from this functional, as it was designed to
reduce the lattice expansion of the PBE functional. Correspondingly, the smallest
predicted bulk modulus is for rPBE+U, this functional had the largest predicted
lattice constants and hence volume, of all the functionals.
Table 3.8: Experimental and predicted independent elastic constants and bulk
modulus for UO2. A 12 atom UO2 unit cell was used with a range of functionals,






C11 ∆% C12 ∆% C44 ∆% ∆%
Experiment [35] 399 - 123 - 63 - 215.0 -
PBE+U 378.2 -5.2 114.1 -7.2 61.3 -2.7 200.2 -6.9
PBE+U SOC 359.0 -10.0 113.5 -7.7 59.6 -5.4 195.4 -9.1
PBEsol+U 390.1 -2.2 131.0 6.5 79.4 21.6 214.2 -0.4
PW91+U 369.6 -7.4 116.0 -5.7 71.7 13.8 195.5 -9.1
rPBE+U 353.5 -11.4 109.0 -11.4 60.5 -4.0 190.0 -11.6
3.2.4 Magnetic Properties
The experimental value of the magnetic moment of the uranium ions, below the Ne´el
temperature, is 1.74 µB [305]. This is the sum of the orbital and spin components.
As previously mentioned this work uses a simplified 1k AFM ordering, which only
accounts for the spin component. For all the bulk UO2 systems used, with the 1k
AFM ordering, the calculated value of the magnetic moment is 2.00 µB, as shown
in Table 3.9. This is a slight over estimation, however, agrees well with experiment.
As with the Hubbard correction the calculated magnetic moment is affected by the
choice of projector scheme used, this is discussed in Section 2.1.1.5. By comparing
the calculated and experimental values for the magnetic moment it is possible to
have confidence that the choice of projector used is a good representation of the
system, as the predicted magnetic moments match well with experimental values.
If SOC is included the number of possible magnetic configurations increases,
Figure 3.8 shows the calculated energy difference for all the possible magnetic con-
figurations and oxygen sub-lattice distortions. As can be seen the 3k3k magnetic
ordering is significantly more stable than the other orderings. Using the 3k3k mag-
netic ordering the predicted values (spin 1.54 µB, orbital -3.25 µB and total 1.71 µB)
compares very well to previously reported calculations using the all electron code
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WIEN2k [305] (spin 1.80 µB, orbital -3.55 µB and total 1.75 µB). As the cell simula-
tion cell size is increased the calculated total magnetic moment improves to become
the reported experimental value, of 1.74 µB.
Table 3.9: Experimental and calculated total magnetic moment and the magnitude
of the spin and orbital contributions, for the uranium ions in a 12, 36, 48 and 96
atom cells. Calculated using PBE+U functional. The magnetic ordering and oxygen
sub-lattice distortion is given by nknk ; where the first nk refers to the alignment
of the magnetic moment and the second denotes along how many lattice vectors
the oxygen sub-lattice has been distorted. For a diagram of the different magnetic




Spin Only (µB) Orbital (µB)
Total Magnetic
Moment (µB)
Exp [305] - - - 1.74
12 atom
1k0k 1.99 - 1.99
3k3k 1.54 -3.21 1.67
36 atom
1k0k 2.00 - 2.00
3k3k 1.54 -3.25 1.71
48 atom
1k0k 2.00 - 2.00
3k3k 1.53 -3.27 1.74
96 atom 1k0k 1.99 - 1.99
An additional advantage of including SOC is that the tetragonal distortion
caused by the 1k magnetic ordering is removed, however inclusion of SOC results in
approximately a 2400% increase in calculation time. Thus, as the improvement in
the description of UO2 with the inclusion of SOC, is small compared to the increased
computational cost, SOC will be used to confirm important results found using the
1k co-linear magnetic configuration are consistent with the inclusion of SOC. In
addition previously reported work has shown the effect of SOC to be negligible on
the structure, relative stability and electronic properties of UO2 [353].
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Figure 3.8: Calculated energy different for 1k, 2k and 3k magnetic configurations
and 1k, 2k and 3k oxygen sub-lattice distortions, in a 12 atom UO2 atom cell. The
magnetic ordering is given by each line and the oxygen sub-lattice distortion by the
position along the x-axis. The lowest energy configuration (3k3k) has been set to
zero. Lines have been added to highlight the points.
Finally, Table 3.10 compares the calculated spin only magnetic moments for a
range of different functionals. All the functionals reproduce a magnetic moment of
2 µB per uranium ion in both the 12 and 96 atom simulation cells.
Table 3.10: Spin only contribution to the magnetic moment in a 12 and 96 atom
UO2 for a range of functionals.
Functional
Magnetic Moment µB
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3.2.5 Electronic Properties
UO2 is a Mott-Hubbard insulator, where the top of the valence band and bottom of
the conduction band are composed of 5f uranium states [310], with a band gap of
2.1 eV [308]. Figure 3.9 shows the partial density of states (pDOS) for the spin only
UO2 simulation cells, with the calculated values for the band gap listed in Table
3.11. All pDOS calculations reproduce the Mott-Hubbard insulating nature of UO2,
however, the 12 atom unit cell significantly underestimates the band gap. This is
due to a large tail in the conduction band, compared to the large systems predicted
conduction bands. Predicting the shape of the conduction band is more difficult for
DFT techniques, as these states are empty and therefore do not contain any electron
density. There is also the appearance of a large gap between -2 and -3 eV for the
12 atom system, this is made to look much larger than it is on the graph due to the
scaling, the actual gap distance is ≈0.25 eV.
There is variation in the shape of the DOS especially between the cubic (12 and
96 atom) and orthorhombic (36 and 48 atom) systems, this is most prevalent for the
O p-states between -2 - -7 eV. This is likely due to a magnetic superstructure effect,
which in the orthorhombic cells does not fit within the re-orientated unit cell, but
is captured by the cubic systems. When SOC is included the DOS (Figure 3.10)
shows a better agreement between the cubic and orthorhombic cells. This can be
attributed to the distortion caused by alternating planes of opposing magnetic spins
being removed, which is most prevalent for the 12 atom system as the distortion
is the most significant in this system. Overall, the variation in DOS between the
cubic and orthorhombic systems is a combination of the tetragonal distortion and
a magnetic superstructure which is not fully captured by using the orthorhombic
simulation cells. Importantly, this difference in the pDOS does not have a significant
effect on the predicted band gap. For the larger simulation cells there is a small over
estimation of the band gap. This decreases as the system size increases until the 96



























Figure 3.9: Partial DOS for 1k AFM 12, 36, 48, and 96 atom UO2 systems calculated without SOC. Only the spin up channel shown
as the spin down is identical. The Fermi energy has been set to 0 eV. Calculated using PBE+U functional.
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Table 3.11: Calculated values of the band gap in UO2 for the 12, 36, 48 and 96 atom
systems using the spin only and SOC formalisms. SOC was not included for the 96




12 atom 1.68 2.17
36 atom 2.25 2.18
48 atom 2.19 2.18
96 atom 2.12 -
Exp [308] 2.1
The pDOS for the 12, 36 and 48 atom simulation cells including SOC is shown
in Figure 3.10. As with the spin only pDOS all the systems reproduce the Mott-
Hubbard insulating nature. The inclusion of SOC has the largest effect on the 12
atom unit cell where the tail in the conduction band is removed. The other effect of
including SOC is that now for all systems virtually the same band gap is predicted
(2.18 eV), which is in very good agreement with experiment.
The calculated pDOS for a range of functionals is shown in Figure 3.11, all
functionals reproduce the Mott-Hubbard insulating nature. The calculated band
gap values are shown in Table 3.12. The PBE+U functional reproduces the band
gap as would be expected, due to the Hubbard parameter being determined to
reproduce the band gap. Both PW91+U and rPBE+U both underestimate the
band gap by 0.2 eV. The PBEsol+U functional significantly underestimates the
band gap by 0.4 eV. As with the 12 atom PBE+U unit cell this appears to come
from a tail in the conducting states.
Table 3.12: Calculated band gap of a 96 atom UO2 cell for a range of functionals.































Figure 3.10: Partial DOS for AFM 12, 36 and 48 atom UO2 systems calculated with SOC. The Fermi energy has been set to 0 eV.



























Figure 3.11: Partial DOS for 96 atom UO2 systems calculated with a range of functionals. Only the spin up channel shown as the spin
down is identical. The Fermi energy has been set to 0 eV.
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3.2.6 Vibrational Properties
The infra-red spectrum for UO2 has been calculated using a range of functionals and
the spectrum is displayed in Figure 3.12. The values of the peaks are listed in Table
3.13. Experimentally, UO2 has a single IR peak in the region of 280 cm
−1 [308].
All the functionals predict a peak that is shifted to a lower wave number, except
for PBEsol+U. The PBEsol+U spectrum predicts two separate peaks, the reason
for this split is the tetragonal distortion that occurs due to the 1k AFM magnetic
ordering, as the PBE+U SOC calculation has a single peak. The PW91+U and
PBE+U functionals both show slight shoulders but do not have a clear separation
of peaks, again due to the tetragonal distortion. The rPBE+U shows a single peak
with no shoulder and again this can be related to the lack of a tetragonal distortion
in the calculated lattice parameter. The shift to a lower wave number appears to
be related to the calculated lattice parameter. The greater the expansion of the
lattice predicted, by a functional, the lower the wave number at which the peak is
predicted to occur.
Figure 3.12: Calculated infra-red spectrum for UO2 with a range of functionals
and 1k AFM ordering.
Table 3.13: Experimental and calculated infra-red peaks.
IR peak (cm−1)
Experimental
Axe and Petit [354] 278 ± 2
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3.2.7 Point Defects
Table 3.14 summarises the calculated isolated point defect, Frenkel and Schottky
defects for UO2, using a range of functionals. All defects were calculated using the
96 atom UO2 simulation cell. All of the defects calculated here are charge neutral.
The addition or removal of a uranium or oxygen atom causes a significant change
to the stoichiometry of the unit simulation cell; UO2.03Oi, UO1.97VO, UO1.94Ui and
UO2.06VU . All functionals predicted the same ordering of defect energies, except for
rPBE+U where the uranium interstitial (Ui) is higher in energy than the oxygen
vacancy (VO). However, the same ordering of Frenkel and Schottky energies (O-
Frenkel < Schottky < U-Frenkel) as experiment is achieved for all functionals.
All the functionals predict that the more favourable defect is an oxygen intersti-
tial (Oi), this is accompanied by the oxidation of two U
4+ to U5+. This is consistent
with the oxidation of UO2 which occurs under atmospheric conditions. The VO
defect was accompanied by the delocalisation of the charge over four uranium ions
rather than localisation to form two U3+ defects, which is consistent with the litera-
ture on the formation of U3+ being unfavourable. For the Ui defect as with the VO
there is a delocalisation of the charge across the uranium ions, though one uranium
ion is fully reduced to U3+. In the case of a uranium vacancy (VU) four uranium
ions were oxidised to U5+. This further supports the ease of uranium oxidation in
UO2 compared with the reduction of uranium to U
3+.
Table 3.14: Calculated formation energy of isolated point defects, oxygen and
uranium Frenkel defects and Schottky defects in a 96 atom UO2 cell for a range
of functionals. Frenkel defect energies refer to the entire defect and the Schottky
defect energies are given per individual defect (total energy divided by three), as is
the literature convention. Selected theoretical literature references are also included
for comparison. A full table of literature values is presented in Table 3.3.
Defect Formation Energy (eV)
Oi VO Ui VU O-Frenkel U-Frenkel Schottky
Exp [336] - - - - 3.0-4.6 8.5-9.6 6.0-7.0
GGA+U [332] -1.6 5.6 11.5 19.1 4.0 14.2 17.1
GGA+U [339] -2.44 5.06 13.48 -6.50 2.61 6.974 3.62
GGA+U [333] -1.34 5.29 8.04 7.04 3.95 15.08 7.6
PBE+U [340] -0.44 4.46 4.70 8.45 - - -
PBE+U [187] -1.76 5.77 4.13 7.75 2.00 5.94 6.43
PBE+U -1.23 5.77 3.00 8.19 4.54 11.19 6.58
PBEsol+U -1.03 4.00 3.32 8.26 2.98 11.58 5.42
PW91+U -0.98 5.38 3.78 8.88 4.40 12.66 6.55
rPBE+U -1.02 4.34 4.86 8.45 3.32 13.31 5.71
The study of point defects experimentally is extremely difficult and the only
experimental study which provides values for both Frenkel pairs and the Schottky
defect comes from Matzke [336]. The calculated defect energies for the oxygen
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Frenkel all fall in the range provided by Matzke. The PBE+U and PW91+U also
agree very well with the value provided by Hutchings [335] of 4.6 ± 0.5 eV.
The uranium Frenkel energy is overestimated, regardless of the functional. The
closest agreement to experiment is achieved using the PBE+U functional. For the
Schottky defect PBEsol+U and rPBE+U both underestimate, whereas PBE+U
and PW91+U both fall within the experimental range. Comparing the calcu-
lated values to literature theoretical values sees good agreement, the Oi is the most
favourable and only values with a negative value with the exception of the VU in
the calculation of Yu et al. [339].
3.3 Conclusions
The fluorite UO2 system is an excellent benchmark, against which to test the suit-
ability of a range of different GGA+U functionals and the inclusion of SOC, to
determine the best modelling approach as there is an abundance of experimental
data with which to compare.
The selected parameters for the cut off energy and k -points (Table 3.5) repro-
duce the experimentally observed properties of UO2 to a high degree of accuracy,
validating the choice of cut off energy and k -point mesh.
Overall, all the functionals used to predict the properties of UO2 perform well.
Whilst the best functional varies depending on the property being evaluated, the
functional which performs consistently across all properties is PBE+U. The PBE+U
functional reproduces the bulk modulus (∆14.8 GPa, -6.9 %), the best band gap
value (∆0.02 eV, 0.9 %), vibrational spectrum (∆17 cm−1, -6.1 %), point defect en-
ergies (no experimental data but good agreement with other theoretical literature)
and has the best agreement with experiment for the O-Frenkel (within experimental
range), U-Frenkel (∆1.59 eV, 16.6 %) and Schottky defect energies (within experi-
mental range).
The inclusion of SOC was found to improve the predicted properties in all cases
where it was included in the calculation. Particularly, in the calculation of the
magnetic moment and removal of the tetragonal distortion caused by the 1 k AFM
approximation. The inclusion of SOC also improved the consistency for the differ-
ent cell sizes with which the calculation of the band gap. However, the significant
increase in computational expense means that it is unsuitable for the largest system.
Therefore, SOC is going to be used on key results to confirm the energies and prop-
erties calculated using the PBE+U functional. Potentially, with the advancement
of computing power it will be possible to include the effect of SOC for all systems,
including the 96 atom simulation cell.
Whilst the functional chosen is reliable for reproducing the known properties of
UO2, it is unknown if the predicted properties will depend on the functional when
hydrogen is present. Therefore, the next chapter will evaluate the defect energies
and properties of hydrogen in UO2 using the range of functionals assessed in this
chapter.
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4 Hydrogen in UO2:
Functional Dependence
There are a very limited number of experimental studies of hydrogen in bulk UO2.
The first of these was by Wheeler [42] in the early 1970s, who examined the diffusion
of hydrogen in single crystals of UO2. Subsequent to this study Sherman and Olander
[43, 44, 356] performed several experiments which investigated hydrogen dissolution
in polycrystalline UO2 samples.
The solubility of hydrogen in UO2 is found to increase by an order of magnitude
when going from single crystals (0.04 µg H / g UO2 [42]) to polycrystalline samples
(3.3 µg H / g UO2 [43, 44]). Additionally, there is little difference in the solubility
of hydrogen in stoichiometric and hyperstoichiometric UO2. However, there is an
increase by an order of magnitude when using hypostoichiometric UO2 [44].
The nature of the hydrogen charge state in UO2 has not been definitively deter-
mined. There is a debate whether hydrogen is present as a monatomic or molecular
species [42, 44]. Wheeler suggests that hydrogen may be present as H2, additionally
the presence of hydrogen as hydroxyl species is suggested [42]. In contrast Sherman
and Olander present data which suggest that hydrogen dissolves as a monatomic
species, as Sievert’s law is obeyed [44]. Theoretical studies of hydrogen in UO2 are
even more limited than the available experimental literature. There has been a sin-
gle study which examined hydrogen in both UO2 and PuO2 computationally [140],
this agreed with the published work [141] from this chapter concerning the nature
of hydrogen in UO2. It was predicted that in UO2 that the preferred defect state
for hydrogen was as a hydride in the octahedral interstitial site, compensated by
the formation of a U5+. Conversely, in PuO2 the opposite was observed where the
hydroxyl defect was more favourable with the formation of a Pu3+ [140].
As there is a lack of a consensus on the nature of hydrogen defects in UO2 this
chapter aims to evaluate the preferred defect nature of hydrogen in UO2. This will
be achieved by examining different defects and the effect of the functional on the
predicted hydrogen behaviour.
A paper concerning the behaviour of monatomic hydrogen defects in UO2 has been
published in Chemical Communications entitled “Hydride Ion Formation in Stoi-
chiometric UO2”[141].
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4.1 Hydrogen Defects
Three types of hydrogen defect have be considered. The first is a single H atom
in the octahedral interstitial site, (Figure 4.1a), the second is displacement of the
H atom in a [111] direction towards a lattice oxygen, Figure 4.1b. The distance
displaced is ≈1.5 A˚, this generates a hydroxyl starting configuration. The final
configuration is H2 placed in the octahedral interstitial site, Figures 4.1c.
(a) H (b) OH
(c) H2
Figure 4.1: Hydrogen defect locations in UO2. 4.1a atomic hydrogen in the oc-
tahedral interstitial site, 4.1b single hydrogen atom displaced from the octahedral
interstitial site towards a lattice oxygen and 4.1c molecular hydrogen in the octa-
hedral interstitial site. Only a single unit cell and oxygen bonds shown for clarity.
Uranium shown in blue, oxygen shown in red and hydrogen in orange.
As discussed in the previous chapter, the inclusion of SOC significantly increases
the cost of the calculation and thus it is not possible to use SOC for the 96 atom
cell. Therefore, in order to assess the significance of SOC the different hydrogen
defects have been modelled in the smaller 36 atom cell. The solution energies for all
of the different hydrogen defects was calculated according to Equation 4.1.




As molecular hydrogen represents double the hydrogen concentration compared
with the monatomic defects these two cases will be analysed separately. First,
the predicted behaviour of monatomic defects with the PBE+U functional will be
presented, as this functional gave the best representation of UO2. This will then
be followed by the results for the other functionals that were tested for UO2 for
comparison. Then the results of the predicted behaviour for how molecular hydrogen
behaves will be presented. For both monatomic and molecular species a comparison
between the spin only formalism and SOC will also be made.
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4.1.1 Monatomic Hydrogen Behaviour in UO2
Table 4.1 shows the predicted results for monatomic hydrogen defects in a 36 atom
simulation cell, with and without SOC. The predicted lattice parameters and final
defect states are in excellent agreement, between the spin only formalism and the
SOC calculation. The inclusion of SOC does result in an increase to the predicted
solution energy compared to the spin only calculation. However, the relative energy
of the hydride and hydroxyl defects are very similar, with only 0.03 eV difference
between the spin only and SOC calculation.
If hydrogen is placed in the octahedral interstitial site a hydride defect compen-
sated by a U5+ is predicted to form, this defect is more stable than the hydroxyl
defect which forms when the hydrogen is displaced towards a lattice oxygen. The
lower energy of the hydride defect can be attributed to the formation of a U5+ defect
compared with a U3+ for the hydroxyl. U5+ formation is favourable for the UO2
lattice whereas U3+ is known to be a particularity unfavourable oxidation state for
uranium to adopt in UO2.
Table 4.1: Predicted solution energy (E Sol) and relative solution energy (∆E Sol)
to the most stable defect. Defect states, lattice parameters and change in volume
(∆V) compared to pure UO2 for hydrogen defects in a 36 atom UO2 cell, calculated
using the PBE+U functional with and without the inclusion of SOC.
Spin Only SOC
Defect Location H OH H OH
ESol /H (eV) 1.31 1.56 2.08 2.30
∆ESol /H (eV) 0.00 0.25 0.00 0.22
H Defect H− OH− H− OH−
U Defect U5+ U3+ U5+ U3+
a (A˚) 7.82 7.93 7.82 7.89
b (A˚) 6.80 6.88 6.80 6.86
c (A˚) 9.55 9.53 9.56 9.59
∆V /H (A˚3) -3.29 8.18 -2.61 7.93
As with stoichiometric UO2 it is important to understand if the behaviour shown
is specific to the functional that has been chosen or is consistent across a variety
of functionals. As seen in the previous chapter there is some variation between the
functionals in the representation of the properties of UO2. Overall the PBE+U func-
tional gave the best representation across the properties considered, when compared
to experiment. Table 4.2 summarises the results for the predicted hydrogen be-
haviour for the PBEsol+U, PW91+U and rPBE+U functionals, with and without























Table 4.2: Predicted solution energy (E Sol) and relative solution energy (∆E Sol) to the most stable defect. Defect states, lattice
parameters and change in volume (∆V) compared to pure UO2 for hydrogen defects in a 36 atom UO2 cell, calculated using the PBEsol+U,
PW91+U and rPBE+U functionals with and without the inclusion of SOC.
PBEsol+U PW91+U rPBE+U
Spin Only SOC Spin Only SOC Spin Only SOC
Defect Location H OH H OH H OH H OH H OH H OH
ESol /H (eV) 1.53 2.22 2.00 2.61 4.41 4.55 2.28 5.11 1.70 1.33 2.42 2.38
∆ESol /H (eV) 0.00 0.69 0.00 0.61 0.00 0.14 0.00 2.83 0.37 0.00 0.04 0.00
H Defect H− OH− H− OH− H− OH− H− OH− H· OH− H· OH−
U Defect U5+ U3+ U5+ U3+ U5+ U3+ U5+ U3+ - U3+ - U3+
a (A˚) 7.74 7.83 7.75 7.78 7.83 7.94 7.83 7.89 7.89 8.03 7.88 7.93
b (A˚) 6.70 6.84 6.71 6.76 6.78 6.84 6.79 6.86 6.86 6.87 6.84 6.91
c (A˚) 9.48 9.49 9.51 9.48 9.57 9.56 9.62 9.60 9.64 9.62 9.68 9.68
∆V /H (A˚3) -2.91 6.37 -0.45 4.17 -16.10 -5.32 -0.26 7.80 0.03 8.51 0.10 8.92
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In all cases there is agreement between the spin only and SOC calculations, for
each functional, as to the nature of the hydrogen defect, compensating uranium
defect and predicted lattice parameters. For the PBEsol+U and PW91+U this is
the same as for the PBE+U functional. Both a hydride compensated by a U5+ and a
hydroxyl compensated for by a U3+ are predicted, with the hydride being the more
favourable defect. In the case of the rPBE+U functional a hydride defect could
not be stabilised in the octahedral interstitial site, for this defect concentration
of hydrogen. A hydroxyl defect was predicted when the hydrogen was displaced
towards the oxygen of the lattice, the hydroxyl defect is predicted to be most stable
defect with the rPBE+U functional. This can be ascribed to the larger volume
that the rPBE+U functional predicts for pure UO2, resulting in the hydroxyl defect
being favoured.
Comparing between the spin only formalism and SOC calculation for each func-
tional as with the PBE+U functional the inclusion of SOC results in a shift to the
predicted solution energies. Only for the PBEsol+U does the relative energy differ-
ence stay comparable at 0.08 eV. For the PW91+U and rPBE+U there is a large
increase and decrease in the relative energy respectively, upon inclusion of SOC. This
does not change the order of stability for the defects. All the calculations predict
that E Sol is positive which agrees with the observations of Wheeler and Sherman
and Olander who report endothermic adsorption for hydrogen in UO2 [42, 44].
Typically the inclusion of SOC results in an increase to the predicted solution en-
ergies for the defects. However for the hydride defect using the PW91+U functional
a significant decrease in the solution energy occurs. This can likely be attributed to
the significant volume change that is predicted for the spin only calculation compared
with the SOC calculation, where even the formation of a U3+ defect is predicted to
have a volume decrease, despite the formation of a larger ion.
4.1.2 Molecular Hydrogen Behaviour in UO2
The predicted results for molecular hydrogen defects in UO2 are shown in Table
4.3. As with the monatomic hydrogen defects there is very good agreement between
the spin only formalism and SOC calculations for the lattice parameters, defect
states and change in volume except for the PW91+U functional where there is a
large discrepancy between the predicted volume change between the only formalisms
and SOC calculation. The predicted lattice parameters show excellent agreement
between the SOC and spin only calculations. As before, with the monatomic hy-
drogen, there is a large discrepancy between the predicted volume change for the
PW91+U functional, which is due to the spin only calculation for the pure UO2
over estimating the volume. All the calculations predict that a molecular hydrogen
defect will remain as H2 and not dissociate. The likely reason for this is that by
remaining as H2 there is no change in the any of the uranium’s oxidation states.
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Table 4.3: Predicted solution energy (E Sol), defect states, lattice parameters and
change in volume (∆V) compared to pure UO2 for molecular hydrogen defects in a 36
atom UO2 cell, calculated using the PBE+U, PBEsol+U, PW91+U and rPBE+U
functionals with and without the inclusion of SOC.
PBE+U PBEsol+U PW91+U rPBE+U
Spin SOC Spin SOC Spin SOC Spin SOC
ESol /H (eV) 0.29 2.03 0.45 0.48 3.72 1.20 0.37 0.76
H Defect H2 H2 H2 H2 H2 H2 H2 H2
U Defect - - - - - - - -
a (A˚) 7.85 7.83 7.76 7.74 7.86 7.83 7.89 7.90
b (A˚) 6.80 6.80 6.70 6.73 6.78 6.80 6.85 6.86
c (A˚) 9.63 9.66 9.56 9.55 9.66 9.66 9.70 9.70
∆V /H (A˚3) 1.26 1.68 1.34 1.54 -5.08 3.15 1.49 3.58
4.1.3 Dependence on Functional
For both monatomic and molecular hydrogen defects there is very good agreement
between the spin only and SOC calculations for all the functionals as to the nature of
the hydrogen defect, any compensating uranium defect, predicted lattice parameters
and the change in volume. There are only a couple of exceptions to this, first is for
the PW91+U functional where there are significant differences in the predicted
volume change between the spin only and SOC calculations. The second is for the
rPBE+U functional where a hydride defect could not be stabilised at the octahedral
interstitial site. Instead a radical defect was predicted, this occurred for both the
spin only and SOC calculations. The other three functionals tested all predicted a
hydride species to form. The exact reason for the hydrogen radical being predicted, is
uncertain, however the rPBE+U functional was the least suitable for the simulation
of pure UO2 and had the largest expansion of the lattice. Therefore, it is possible
that this carries over and the interactions which result in the formation of a hydride
are not adequately described, using the rPBE+U functional.
Upon inclusion of SOC there is a shift in the solution energies, typically an
increase, though for the PW91+U hydride and H2 calculation there is a decrease.
This occurs from the SOC predicting a more accurate volume for the pure UO2. For
both the PW91+U and rPBE+U there is a large difference in the predicted relative
energies between the two monatomic hydrogen defects between the spin only and
SOC calculations. The PBE+U and PBEsol+U show very good agreement in the
relative energies between the hydride and hydroxyl defects for the spin only and
SOC calculations.
4.1.4 Effect of Concentration
The previous section considered hydrogen defects in a 36 atom cell and how these
results were affected by the inclusion of SOC. However, this represents a very high
hydrogen defect concentration 311 µg H / g UO2 (622 µg H / g UO2 for H2).
This is far in excess of the experientially reported concentration for both single
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(0.04 µg H / g UO2 [42]) and polycrystalline samples (3.3 µg H / g UO2 [43, 44]).
Therefore, this section will evaluate hydrogen defects in the largest UO2 simulation
cell used in this thesis (96 atoms), with the same range of functionals that were used
previously. The defect concentration for a monatomic hydrogen defect in a 96 atom
simulation cell is still large at 117 µg H / g UO2 and 234 µg H / g UO2 for H2. The
only difference here is due to the size of these calculations there is no comparison
with calculations including the effect of SOC.
This will be set out as with the previous sections; first monatomic hydrogen
defects will be discussed followed by the molecular hydrogen defects results.
4.1.4.1 Monatomic Hydrogen
The results of monatomic hydrogen defects placed at the octahedral interstitial site
in the 96 atom cell and displaced towards a lattice oxygen are shown in Table 4.4.
The results are very similar to the 36 atom system calculations. The PBE+U,
PBEsol+U and PW91+U functionals all predict a hydride and hydroxyl defect as
before, with the hydride being the more stable of the two defects. Interestingly, the
PBEsol+U predicts a favourable solution energy for the hydride defect, this would
suggest at these concentrations that hydrogen will favourable dissolve into UO2. This
would run counter to the endothermic absorption reported experimentally [42, 44].
The decrease in concentration has also resulted in the rPBE+U functional pre-
dicting a hydride and hydroxyl defect combination. The difference here is that the
hydroxyl is predicted to be marginally more stable than the hydride defect (0.07 eV).
The agreement between the different functionals for the predicted defect states
and change of volume are in very good agreement with each other. The relative
energies between the different defects varies more than the other properties.
Table 4.4: Predicted solution energy (E Sol), defect states, lattice parameters and
change in volume (∆V) compared to pure UO2 for monatomic hydrogen defects
in a 96 atom UO2 cell, calculated using the PBE+U, PBEsol+U, PW91+U and
rPBE+U functionals.
PBE+U PBEsol+U PW91+U rPBE+U
Defect Location H OH H OH H OH H OH
ESol /H (eV) 0.19 0.41 -0.22 0.66 0.59 0.77 0.51 0.44
∆ESol /H (eV) 0.00 0.22 0.00 0.88 0.00 0.18 0.07 0.00
H Defect H− OH− H− OH− H− OH− H− OH−
U Defect U5+ U3+ U5+ U3+ U5+ U3+ U5+ U3+
a (A˚) 11.01 11.02 10.89 10.91 11.00 11.02 11.08 11.10
b (A˚) 11.02 11.05 10.89 10.92 11.02 11.04 11.09 11.12
c (A˚) 11.01 11.05 10.89 10.93 11.00 11.05 11.08 11.12
∆V /H (A˚3) -2.52 7.24 -3.01 7.64 -2.95 7.76 -2.79 7.87
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4.1.4.2 Molecular Hydrogen
The predicted properties of molecular H2 at the octahedral interstitial site are shown
in Table 4.5. All of the functionals show reasonable agreement with each other. All
predict that H2 will remain as H2 and that there is a small volume increase compared
with pure UO2. They also all predict a favourable solution energy, as with the
favourable energy predicted for the hydride defect using the PBEsol+U functional,
this would seem to be in contradiction to experiment [42, 44], where endothermic
adsorption of hydrogen is reported.
A potential explanation is that at low concentrations the adsorption of hydrogen
is favourable and as the concentration increases it becomes unfavourable, as seen
be the difference in solution energies for H2 in the 26 and 96 atom simulation cells.
Alternatively, it is possible that H2 has to dissociate to dissolve into UO2 and is
predominantly a monatomic species in the lattice, as suggested by Sherman and
Olander [44]. However, if hydrogen recombines to form H2, as this is energetically
favourable, then hydrogen molecule may represents an irreversible trap in UO2.
Table 4.5: Predicted solution energy (E Sol), defect states, lattice parameters and
change in volume (∆V) compared to pure UO2 for hydrogen defects in a 96 atom UO2
cell, calculated using the PBE+U, PBEsol+U, PW91+U and rPBE+U functionals.
PBE+U PBEsol+U PW91+U rPBE+U
ESol /H (eV) -0.28 -0.42 -0.14 -0.11
H Defect H2 H2 H2 H2
U Defect - - - -
a (A˚) 11.02 10.91 11.02 11.11
b (A˚) 11.03 10.90 11.03 11.11
c (A˚) 11.02 10.90 11.02 11.11
∆V /H (A˚3) 1.32 1.37 1.48 1.58
The overall effect of hydrogen defects on the structure of UO2, as represented
by the volume change per hydrogen, shows no dependence on concentration for
molecular hydrogen defects, but some effect for monatomic defects, where a change
of uranium oxidation state occurs. In the 36 atom simulation cell the predicted
volume change was -3.29 A˚3 for the hydride, 8.18 A˚3 for the hydroxyl and 1.26 A˚3 for
molecular hydrogen compared to -2.52 A˚3 for the hydride, 7.24 A˚3 for the hydroxyl
and 1.32 A˚3 for molecular hydrogen in the 96 atom simulation cell. There is a smaller
contraction and expansion predicted for the hydride and hydroxyl defects at lower
concentrations respectively, whereas for molecular hydrogen no significant volume
change is predicted between the two concentrations (0.06 A˚3).
The concentration has a far more significant effect on the solution energies for
both monatomic and molecular hydrogen defects, with the higher concentration of
hydrogen resulting in much larger solution energies.
The predicted defect states and compensating uranium defects do not change
with a change of hydrogen concentration for all of the functionals with the ex-
ception of rPBE+U functional and monatomic hydrogen occupying the octahedral
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interstitial site. Here a change from a hydride at lower concentrations to a radical
at high concentrations occurred.
The next stage is assessing the effect of hydrogen defects on the electronic pro-
prieties of the UO2 lattice.
4.1.5 Electronic Properties
Table 4.6 contains the calculated bad gap for the three different hydrogen defects
in UO2 for both the 96 and 36 atom cells, with and without the inclusion of SOC
(36 atom simulation cell). While, Figures 4.2, 4.3 4.4 show the pDOS for the H2,
hydroxyl and hydride defects, in a 96 atom cell, respectively. Figure 4.5 shows a
zoomed in section of the hydride pDOS graphs to clearly show the hydride defect
states exist. Due to the similarity of all the pDOS graphs for the different systems
only the 96 atom graphs are shown, the full series of pDOS graphs can be found in
Appendix A.
Table 4.6: Calculated values of the band gaps, in eV, for hydrogen defects in a 36
atom UO2 cell with and without including the effects of SOC and hydrogen defects
in a 96 atom cell, using a range of functionals. A - represents where there are states
at the Fermi level.
Defect Hydride Hydroxyl H2
System 36 SOC 36 Spin 96 atom 36 SOC 36 Spin 96 atom 36 SOC 36 Spin 96 atom
PBE+U 0.78 0.88 1.18 0.52 0.58 0.65 2.05 2.06 2.06
PBEsol+U - 1.22 1.25 - 0.51 0.45 2.05 2.06 2.00
PW91+U 1.53 1.36 1.05 0.68 0.51 0.58 2.03 2.04 2.19
rPBE+U - - 1.18 0.52 0.86 0.71 2.23 2.11
For all the different functionals, in a 96 atom cell, the pDOS spectrum of all
the different defects are very similar. The predicted value of the band gaps are all
very similar as are the location of the defect states. For the H2 defect the band gap
remains nearly unchanged from that of non-defective UO2. This is because the H2
states appear between 8-9 eV below the Fermi level. This would also equate with
the H2 being a very stable defect in UO2.
For the hydroxyl defect the U3+ occupies what was the band gap of pure UO2. As
the hydrogen has become protonic there are no states associated with the hydrogen
and this does not appear in the pDOS spectrum. The location of the U3+ states
results in a much smaller band gap than pure UO2. In the case of the hydride
defect the hydride states exist at the top of the valence band (Figure 4.5), while the
U5+ defect states occur at the bottom of the conduction band. The result of these
features is that the hydride gives a smaller band gap than stoichiometric UO2, but
a much larger band gap than the hydroxyl defect.
Similar behaviour is observed for the 36 atom system with and without the
inclusion of SOC. The only exceptions to this are for the rPBE+U H defect for both
spin and SOC calculations, along with the PBEsol+U SOC monatomic hydrogen
calculations. In these cases there are states at the Fermi level which suggest a
metallic behaviour. Again the results shown by the rPBE+U functional can be
explained by the presence of a hydrogen radical rather than a hydride ion.
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As for the PBEsol+U SOC calculations metallic behaviour is predicted for both
the hydride and hydroxyl defects. Whilst the exhibited behaviour is of a hydride de-
fect (Table 4.2), closer examination of the hydrogen species shows that the hydrogen
defect is not completely converted into a hydride defect and therefore retains some
hydrogen radical nature. For the hydride defect this is caused by defect states at the
top of the valence band, occupying the bottom of what was the stoichiometric band
gap (Figure A.11). As seen with the rPBE+U functional, when the hydrogen defect
is a radical species states are predicted to exist at the Fermi level (Figure A.12).
Potentially, this could be due to the PBEsol+U predicting a smaller band gap for
the stoichiometric oxide (Table 3.12) compared with the other functionals. This is
not seen in the PBEsol+U spin only calculations as there is complete conversion of
the hydrogen into a hydride defect. Whereas in the hydroxyl defect case it is caused
by the U3+ defect states occupying what was the top of the stoichiometric band gap























Figure 4.2: Partial DOS for a molecular hydrogen defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi























Figure 4.3: Partial DOS for a hydroxyl defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi energy has been























Figure 4.4: Partial DOS for a hydride defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi energy has been
set to 0 eV.
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(a) PBE+U (b) PBEsol+U
(c) PW91+U (d) rPBE+U
Figure 4.5: Partial DOS for a Hydride defect in a 96 atom UO2 cell calculated
with a range of functionals. The Fermi energy has been set to 0 eV. The graph has
been scaled to show the Hydride states at the top of the valence band.
4.2 Conclusions
The results of incorporating hydrogen at the two concentrations shows that the
concentration of hydrogen in the cell has a marked effect on the predicted solution
energies, with a higher concentration having a higher solution energy. Consequently
the solubility is significantly dependent on the hydrogen concentration, particularly
for the molecular hydrogen defects which were predicted to have a favourable solution
energy at the lowest concentration. All of the functionals agree structurally in
terms of the hydrogen speciation (with minor exceptions) and geometry. There is
a minimal effect of the volume change as a function of hydrogen concentration for
monatomic defects and no effect for molecular hydrogen defects. The predicted
electronic properties show very consistent behaviour across all the functionals, with
similar band gaps predicted for all the different defects. The only calculations where
this differed is where a metallic nature was predicted.
The major constraint, in assessing hydrogen behaviour as a function of concen-
tration was the CPU resource available, but in future it would be useful to test larger
cells and lower hydrogen concentrations to determine the convergence of hydrogen
defect properties.
Overall the behaviour of hydrogen in UO2 as predicted by the different function-
als tested in this chapter suggest that there is not a large properties dependence of
the functionals. There are some small difference as would be expected from using a
range of functionals.
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On balance the rPBE+U and PW91+U functionals appear to be less well suited
to the modelling of hydrogen defects in UO2 when compared to the PBE+U and
PBEsol+U functionals. Lastly, from this exploration of the dependence of hydrogen
behaviour of the functional the best and most consistent functional is PBE+U. There
were no cases in which the PBE+U functional exhibited different behaviour form
the majority of the functionals. Additionally, where it was possible to compare with
SOC calculations the relative energy of the hydrogen defects agreed with the SOC
calculations. From the previous chapter the PBE+U functional was also the most
appropriate for the simulation of UO2. Therefore, going forward in this work on the
PBE+U functional will be used, as it gives the best representation of UO2 and the
behaviour of hydrogen defects in UO2.
Having now shown that the behaviour of hydrogen is largely independent of the
selected functional the next chapter will now use the PBE+U functional to explore
how hydrogen behaves in UO2±x.
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5 Hydrogen in UO2±x
The aim of this chapter is to explore how a wider range of hydrogen defects (concen-
trations and compositions) behave in UO2. In addition to exploring how hypo- and
hyper- stoichiometry affects the hydrogen defects. As hyperstoichiometric UO2 is
the most commonly found form of uranium dioxide. It is also known that uranium
hydride (UH3) forms at uranium metal/oxide interfaces [39, 40], therefore hydrogen
is going to be present in a region where the uranium oxide is likely to be hyposto-
ichiometric. This will be achieved by using a 96 atom simulation cell with either a
single VO or single Oi. The reason for only considering a single defect is that the
removal of one oxygen from a 96 atom cell is already at the limit of hypostoichiom-
etry of UO2, generating a cell that has stoichiometry of UO1.97 [17]. In both cases
in order to determine the preference for hydrogen to interact with the defect site
(Vo/Oi) or to be separate from the defect, hydrogen was added to the system in two
separate approaches. The first is where the hydrogen is interacting with the defect
location (i.e. hydrogen is in the same unit cell as the defect). The second is where
the hydrogen was added in a unit cell which did not contain the oxygen defect.
5.0.1 Hydrogen in UO2
To explore the behaviour of hydrogen in UO2 a range of different hydrogen defect
concentrations and configurations have been considered. For single hydrogen defects
two different configurations were trialled, the octahedral site and displacement in
a [111] direction as described in the previous chapter. Doubling the defect con-
centration, four different configurations were assessed. These were H2 and three
2H configurations. Figure 5.1 shows the different 2H defect configurations, where
2H were placed on separate octahedral sites, 2H were displaced from separate oc-
tahedral sites and finally one hydrogen was placed on an octahedral site and the
other was displaced from the octahedral site. The final defect configuration consid-
ered was where there were 2H2 defects on separate octahedral sites. The solution
energy was calculated according to either Equation 5.1 (Stoichiometric), Equation
5.2 (Hypostoichiometric) or Equation 5.3 (Hyperstoichiometric), depending on the








H2 → UO1.97Hm + 0.03O2 (5.2)
UO2 + 0.03O2 +
n
2
H2 → UO2.03Hm (5.3)
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The initial configurations of the H, OH and H2 defects is the same as in the pre-
vious chapter (Figure 4.1). The new configurations for the 2H defect configurations
are shown in Figure 5.1. For the H OH configuration this was trialled with both
hydrogen in the same cell (Figure 5.1c) and separate cells (Figure 5.1).
(a) 2H
(b) 2OH
(c) H OH 1 (d) H OH 2
Figure 5.1: 2 Hydrogen defect locations in UO2. Uranium shown in blue, oxygen
shown in red and hydrogen in orange. Bonds have been drawn between oxygen
atoms for clarity.
The H, OH and H2 defects behave as described before in the previous chapter.
However, a significant change in behaviour is observed on addition of a second
hydrogen defect. If this is added to another octahedral interstitial site (Figure
5.1a), rather than two hydrides forming only one hydrogen converts to a hydride,
the other remains as a radical. This is further supported by the presence of a
single U5+ defect. The reason for this could be that due to the fact the hydrogen
atoms were placed as far apart as possible that the formation of 2U5+ defects over
this distance is unfavourable. In contrast when an oxygen is added as an interstitial
both of the U5+ localise next to the oxygen defect, suggesting a preference for defects
to be clustered together.
More interesting is, when the 2 hydrogen defects are either set up as two OH
defects or a H OH configuration in separate cells (Figure 5.1c), then no oxidation
of the uranium ions occurs. Instead one of the hydrogen remains as a proton and
the other adopts the position of a hydride defect in the octahedral interstitial site.
This behaviour changes if the H and OH occupy the same cell, in this case the
hydrogen defects form molecular H2. This is consistent with the previous two defect
configurations which suggest that the most favourable hydrogen defects are those
which result in there being no oxidation of the uranium ions. Both the defect
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configurations where there is a single H2 present have favourable solution energies.
The favourable solution energy only occurs for the lowest concentrations of hydrogen
defects as the addition of a second H2 molecule results in an unfavourable solution
energy. However this is not very endothermic.
Table 5.1: Predicted solution energy (E Sol), defect concentration, defect states,
lattice parameters and volume change for hydrogen defects in a 96 atom UO2 cell.
∆V is calculated relative to the predicted volume of UO2.
Initial Defect H OH 2H 2OH H OH (1) H OH (2) H2 2H2
[H] µg/gUO2 117 117 233 233 233 233 233 467
ESol/H (eV) 0.19 0.41 1.36 0.42 0.50 -0.22 -0.28 0.20
Hydrogen Defect H− OH− H− / H· H− / OH− H− / OH− H2 H2 2H2
Uranium Defect U5+ U3+ U5+ - - - - -
a (A˚) 11.01 11.02 11.01 11.03 11.03 11.02 11.02 11.03
a (A˚) 11.02 11.05 11.01 11.03 11.03 11.03 11.03 11.02
a (A˚) 11.01 11.05 11.00 11.03 11.03 11.03 11.02 11.05
Volume (A˚3) 1334.68 1344.44 1344.10 1342.21 1341.33 1340.59 1339.84 1342.96
∆V/H (A˚3) -2.52 7.24 -3.11 5.01 4.12 3.38 2.64 5.76
Overall for hydrogen defects in UO2, it is possible to say that hydride defects
are more favourable than hydroxyl defects. Hydrogen defects configurations that do
not result in a change of uranium oxidation are also particularly stable configura-
tions. The predicted volume change could be potentially be used as an indicator
of the hydrogen defect state in UO2, as hydrides are predicted to cause a volume
contraction and H2 is predicted to cause a volume expansion.
Having gained insight into the behaviour of hydrogen in UO2 the next two sec-
tions will examine how hydrogen behaves when the stoichiometry changes, as the
majority of UO2 is likely to be hyperstoichiometric.
5.0.2 Hypostoichiometric UO2 (UO1.97)
In order to generate hypostoichiometric UO2 an oxygen atom was removed from a 96
atom UO2 cell. This generated a stoichiometry of UO1.97, as shown in Equation 5.4.
This had a formation energy of 5.77 eV. Formally a VO should generate two U
3+,
however, the excess charge delocalised over four uranium ions, which surrounded
the VO, Figure 5.2. This is consistent with the literature on the formation of 2U
3+
being unfavourable and requiring the use of methods such as occupational matrix
control to achieve. There was also a small volume expansion (0.55 A˚3) predicted.





Figure 5.2: Minimised configuration of a single oxygen vacancy in UO2. U
4+ shown
in blue, reduced uranium ions shown in yellow and oxygen shown in red.
5.0.3 Hydrogen Defects in UO1.97
The introduction of an oxygen defect (either VO of Oi) results in another variable
to be considered when adding hydrogen defects. Namely, does the hydrogen prefer
to interact with the defect site or be isolated from the defect location? As such, for
both the VO and Oi defects hydrogen has been added where it is directly interacting
with the oxygen defect, this is defined as being in the same unit cell as the defect.
Hydrogen was also added where it was not interacting with the oxygen defect, by
being placed as far as possible from the location of the oxygen defect.
There were six different initial hydrogen defect configurations for hydrogen in-
teracting with the VO (Figure 5.3). The first of these is one hydrogen placed on the
VO (Figure 5.3a), the second is where a single hydrogen is on the octahedral site in
the unit cell containing the vacancy (Figure 5.3b) and the third is a H2 molecule on
the VO (Figure 5.3c). The next three defects are all initially configured as hydroxyl
defects, where the direction of the hydroxyl is in either a [100], [110] or [111] from
the VO site (Figure 5.3d - 5.3f).
The predicted properties of hydrogen defects are shown in Table 5.2, where the
energy of solution has been calculated as according to Equation 5.5. All of the




H2 → UO1.97Hn + 1
2
O2 (5.5)
The most favourable location was for monatomic hydrogen to be on the VO site,
since when the hydrogen is present on the VO site it forms a hydride defect. The
formation of the hydride defect accounts, for one of the excess electrons present and
additionally stabilises the formation of a single U3+. This hints at how the hydride
phase might begin to nucleate at metal oxide interfaces. Hydride defects form on
VO sites and this helps stabilise U
3+ which can then potential act as a nucleation
site for the formation of the hydride. However, the most stable defect by far is when
H2 is on a VO site, as the H2 dissociates into two hydride ions, which bridge the VO
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(a) H VO (b) H Oh
(c) H2 VO (d) OH <100>
(e) OH <110> (f) OH <111>
Figure 5.3: Initial hydrogen defect configurations in UO2. Uranium shown in blue,
oxygen shown in red and hydrogen in orange. Bonds have been drawn between
oxygen atoms for clarity.
site (Figure 5.4). This further illustrates the unfavourable nature of U3+ formation
in UO2. This also may suggests why the nucleation of UH3 occurs at the metal
oxide interface rather than in the oxide layer itself. As in bulk UO2 the presence of
hydrogen acts to absorb excess electrons, via the formation of hydride ions, whereas
at the metal oxide interface the presence of hydride ion helps promote the formation
of U3+, hence the formation of UH3.
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Figure 5.4: Final H2 defect configurations in UO1.97. Uranium shown in blue,
oxygen shown in red and hydrogen in orange. Bonds have been drawn between
oxygen atoms for clarity.
Where the hydrogen was initially placed at the octahedral site, the predicted
structure appears to have converged to a local minima, as it lies partway from
transitioning from the octahedral site to the VO location (Figure 5.5). The solution
energy is also over 1 eV higher than hydrogen which was placed on the VO site.
Figure 5.5: Final H defect configurations in UO1.97. Uranium shown in blue,
oxygen shown in red and hydrogen in orange. Bonds have been drawn between
oxygen atoms for clarity. The H-H distance is 1.35 A˚, compared to 0.74 A˚ for H2.
The formation of hydroxyl defects is particularly unfavourable, even more so
than in stoichiometric UO2. This is due the formation of additional U
3+ ions. The
hydride defect being the most favourable defect is also evidenced by the initial
hydroxyl defects, where in the <100> configuration the hydrogen transitions from
the oxygen to the VO site. In the initial <110> and <111> this did not occur and
the solution energy is more than double compared to the <100> configuration.
Where the hydrogen defects are not interacting with the VO site a total of six
different configurations were considered. These are divided into two single hydrogen
defects, one at the octahedral interstitial location and the other is a hydroxyl. These
are configured the same way as in stoichiometric UO2 (Figure 4.1). The remaining
four hydrogen defects are where there are two hydrogen present in the simulation
cell (Figure 5.1). The first of these is H2 at the octahedral interstitial site. The other
three two hydrogen configurations are where there are two single hydrogen defects
present in the simulation cell. These are two hydride, two hydroxyl and a hydride
hydroxyl configuration, as shown in Figure 5.1.
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Table 5.2: Predicted solution energy (E Sol), defect states, lattice parameters and
volume change for hydrogen defects in a 96 atom UO2 cell containing a single oxygen
vacancy. Where the hydrogen was added to the same cell as the VO. ∆V is calculated
relative to the predicted volume of UO1.97. U
3.5+ represents a partially reduced
uranium and U4.5+ represents a partially oxidised uranium.
Hydrogen Location
Defect Cell
H VO H Oh OH <100> OH <110> OH <111> H2 VO
ESol/H (eV) 2.88 3.95 3.10 6.39 6.51 2.16
Final Hydrogen Defect H− H− H− OH− OH− 2H−
Uranium Defect U3+ 2U3.5+/2U4.5+ U3+ 2U3+/2U3.5+ U3+/3U3.5+ -
a (A˚) 11.03 11.01 11.03 11.03 11.04 11.00
b (A˚) 11.02 11.02 11.02 11.06 11.03 11.00
c (A˚) 11.02 11.01 11.02 11.04 11.03 11.08
Volume (A˚3) 1339.18 1336.97 1339.70 1346.21 1343.84 1340.22
∆V/H (A˚3) 1.42 -0.79 1.95 8.46 6.09 1.24
The results of the calculations where hydrogen was in a separate cell to the VO
are given in Table 5.3. Similar behaviour is observed as for the hydrogen interacting
with the VO. These calculations further support the hydride defect being the most
favourable defect in hypostoichiometric UO2. In all cases where a single hydrogen
atom occupied the octahedral interstitial site became a hydride defect. The only
case that hydrogen at the octahedral interstitial did not become a hydride was the
case of H2, which remained as H2. As before the case where two hydride defects
could be formed (2H Oh) was the most favourable defect. This is due to the hydro-
gen preventing the formation of U3+ defects, but as these defects are not close to
positive VO site the energy is significantly higher, 0.40 eV/H. The significant energy
difference between two hydride defects on the VO with two hydrides occupying two
separate octahedral interstitials suggests that VO have the potential to be trap sites
for hydrogen in UO2. As the metal/oxide interface is likely to be hypostoichiometric
in nature, resulting in a significant quantity of VO sites, this could act as a trapping
region for hydrogen. Which would allow for a significant concentration of hydride to
accumulate at the interface region. The build up of hydride at the interface in this
way could also be another way the nucleation of UH3 at interface regions occurs.
Wheeler [42] suggests that H2 could diffuse through the UO2 lattice via an in-
terstitial vacancy mechanism, without changing the uranium valency. The calcu-
lations presented here suggest that presences of H2 does not result in a change to
the uranium valency. However, this is because the H2 dissociates into two hydride
ions. Additionally, the calculations suggest that the VO site is most energetically
favourable site for the hydrides to occupy. Therefore the hydride may not diffuse
through the lattice but become trapped on VO sites.
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Table 5.3: Predicted solution energy (ESol), defect states, lattice parameters and
volume change for hydrogen defects in a 96 atom UO2 cell containing a single oxygen
vacancy. Where the hydrogen was added to a cell not containing the VO. ∆V is
calculated relative to the predicted volume of UO1.97. U
3.5+ represents a partially
reduced uranium and U4.5+ represents a partially oxidised uranium.
Hydrogen Location
Non-Defect Cell
H Oh OH H2 Oh 2H Oh 2OH H Oh / OH
ESol/H (eV) 4.64 6.63 2.64 2.56 4.29 3.46
Final Hydrogen Defect H− OH− H2 2H− 2OH− H− / OH−
Uranium Defect 2U3.5+/2U4.5+ U3+/3U3.5+ 3U3.5+ - 2U3+/4U3.5+ 4U3.5+
a (A˚) 11.02 11.04 11.00 11.02 11.06 11.02
b (A˚) 11.01 11.04 11.01 11.01 11.05 11.02
c (A˚) 11.02 11.03 11.06 11.05 11.07 11.04
Volume (A˚3) 1334.07 1344.50 1340.39 1339.46 1351.58 1341.08
∆V/H (A˚3) -0.69 6.75 1.32 0.85 6.91 1.66
Unlike stoichiometric UO2, where the preferred defect is hydride or H2 depending
on the hydrogen concentration. The preferred defect in UO1.97 is a hydride which is
on the VO, this preference is further increased when H2 is on the VO site as it can
dissociate into two hydrides which bridge the vacancy. Additionally, it was found to
be more favourable for hydrogen defects to be interacting with the VO defect site.
The reason for the formation of the hydride being so preferable is that it prevents
the formation of a U3+ defect, which allows for the second U3+ to be stabilised and
form, rather than being delocalised. If it possible for two hydride defects to form
then this is even more favourable as it prevents the formation of any U3+ defects.
This is similar to what was seen for UO2 where hydrogen defects that did not change
the uranium oxidation state where particularity favourable.
5.0.4 Hyperstoichiometric UO2 (UO2.03)
UO2.03 was generated by adding a single O atom to an octahedral interstitial site,
with the defect energy calculated according to Equation 5.6. This has a favourable
formation energy of -1.23 eV, which agrees well with literature values and matches
the observation that UO2 will oxidise under atmospheric conditions. The addition
of an O atom resulted in the oxidation of two U4+ to U5+, this is accompanied by a




O2 → UO2.03 (5.6)
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Figure 5.6: Minimised configuration of a single oxygen interstitial in UO2. U
4+
shown in blue, U5+ ions shown in green and oxygen shown in red.
5.0.5 Hydrogen Defects in UO2.03
As with UO1.97 the hydrogen defects were considered where there was a direct in-
teraction with the Oi and when the hydrogen was added to a unit cell that did
not contain the Oi. In all cases the solution energy of the hydrogen defects was







H2 → UO2.03Hn (5.7)
Where hydrogen was added to the cell containing the Oi five different configura-
tions were considered. There were two single hydrogen defects, these were hydrogen
placed a bond length from the Oi in either a <100> or <111> direction, Figure
5.7a - 5.7b. The remaining defects were three different orientations of H2 in relation
to the Oi. These were hydrogen placed end on to the Oi (Figure 5.7c), H2 placed
side on to the Oi (Figure 5.7d) and H2 placed in a <111> direction between the Oi
and a lattice oxygen (Figure 5.7e).
The results of adding hydrogen defects to the Oi defect are shown in Table 5.4.
In all cases the calculated solution energy was significantly favourable, suggesting
that partial oxidation of UO2 may enhance the solubility of hydrogen in UO2. When
an Oi is added there is a predicted reduction in the volume due to the formation of
U5+, addition of hydrogen results in a predicted volume expansion as the hydrogen
become protonic in nature, reducing the U5+ to U4+. For the single hydrogen defects
one U5+ was reduced and in the case of H2 both U
5+, introduced by the Oi were
reduced. Similar to the case of H2 on the VO site in UO1.97, addition of H2 to the
Oi resulted in dissociation of the H2, into either two hydroxyl groups (Figure 5.8b)
or the formation of a water molecule (Figure 5.8a). There is no significant energetic
preference found between the interstitial water of two hydroxyl defects.
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(a) OH <100> (b) OH <111>
(c) H2 <100> (d) H2
(e) H2 <111>
Figure 5.7: Initial hydrogen defect configurations in UO2. Uranium shown in blue,
oxygen shown in red and hydrogen in orange. Bonds have been drawn between
oxygen atoms for clarity.
Table 5.4: Predicted solution energy (ESol), defect states, lattice parameters and
volume change for hydrogen defects in a 96 atom UO2 cell containing a single oxygen
vacancy. Where the hydrogen was added to the same cell as the Oi. ∆V is calculated
relative to the predicted volume of UO2.03.
Hydrogen Location
Defect Cell
OH <100> OH <111> H2Oi <100> H2Oi H2Oi <111>
ESol/H (eV) -1.92 -1.99 -0.81 -0.83 -0.52
Final Hydrogen Defect OH− OH− 2OH− H2O 2OH−
Uranium Defect U5+ U5+ - - -
a (A˚) 11.01 11.03 11.04 11.02 11.05
b (A˚) 11.02 11.02 11.03 11.04 11.04
c (A˚) 11.04 11.02 11.06 11.06 11.06
Volume (A˚3) 1339.00 1339.17 1346.25 1345.87 1349.23
∆V/H (A˚3) 6.76 6.93 7.00 6.81 8.49
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(a) H2 (b) H2 <111>
Figure 5.8: Final hydrogen defect configurations in UO2.03. Uranium shown in
blue, oxygen shown in red and hydrogen in orange. Bonds have been drawn between
oxygen atoms for clarity.
The calculated properties of hydrogen defects not directly interacting with the
Oi are shown in Table 5.5. The hydrogen defect configurations are the same as in
the case of UO1.97, except they are in relation to an Oi rather than a VO.
As with UO1.97 it is far less favourable for hydrogen to be in a separate cell from
the oxygen defect. The only case with a significantly favourable solution energy is
the OH defect configuration, however, this is 1.44 eV less favourable than a single
hydrogen on the Oi. The formation of additional U
5+ defects, as seen when single
hydrogen atoms were placed on the octahedral site, is particularly unfavourable. An
interesting result is the two initial hydroxyl defects converted to form a hydroxyl and
hydride defect, without changing the oxidation of the uranium ions. The previous
defect configurations have shown that if hydrogen can be added and this prevents
the oxidation or reduction caused by an oxygen defect then this is usually quite a
favourable configuration.
Table 5.5: Predicted solution energy (ESol), defect states, lattice parameters and
volume change for hydrogen defects in a 96 atom UO2 cell containing a single oxygen
vacancy. Where the hydrogen was added to a cell not containing the Oi. ∆V is
calculated relative to the predicted volume of UO1.97. U
3.5+ represents a partially
reduced uranium and U4.5+ represents a partially oxidised uranium.
Hydrogen Location
Non-Defect Cell
H Oh OH H2 Oh 2H Oh 2OH H Oh / OH
ESol/H (eV) 0.80 -0.55 -0.08 1.65 0.85 0.75
Final Hydrogen Defect H− OH− H2 H− / H· H− / OH− H− / OH−
Uranium Defect 3U5+ U5+ 2U5+ 3U5+ / U4.5+ 2U5+ 2U5+
a (A˚) 10.99 11.03 11.00 10.98 11.08 11.01
b (A˚) 11.00 11.03 11.01 10.99 11.01 11.02
c (A˚) 11.00 11.02 11.03 11.01 11.04 11.02
Volume (A˚3) 1329.86 1340.25 1335.14 1329.97 1339.28 1337.16
∆V/H (A˚3) -2.39 8.01 1.45 -1.14 3.52 2.46
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Similar behaviour is observed for hydrogen in UO2.03, compared with UO1.97. In
both cases placing the hydrogen defect, interacting or not with the Oi, the preferred
defect species for hydrogen is as a proton, in either a hydroxyl or part of a H2O
molecule. As with UO1.97, there is a clear preference for hydrogen to be interacting
with the defect oxygen.
The formation of the protonic defects (OH−) resulted in a reduction of the num-
ber of U5+ present equal to the concentration of hydrogen defects added to the
system. The ability of hydrogen to reduce U5+/U6+ defects has been observed in
experimental fuel pellet dissolution studies [166, 169–172], where a pressure of hy-
drogen was able to reduce or completely prevent the oxidative dissolution of UO2
fuel pellets.
5.1 Conclusions
As uranium dioxide goes from hypostoichiometric to stoichiometric and finally hy-
perstoichiometric the nature of the preferred hydrogen defect species changes. In
hypostoichiometric UO2 hydride is the preferred hydrogen species. For stoichiomet-
ric UO2 for monatomic hydrogen species the hydride is more stable than the hy-
droxyl defect, however, there is a preference for configurations which do not result
in oxidation of the uranium ions. Finally, in hyperstoichiometric UO2 the preferred
hydrogen defect is protonic, as this results in reduction of the U5+ introduced by
the additional oxygen.
It is possible that measuring the changes in the lattice parameters could be
used as an indicator of the hydrogen charge state. This will however require the
stoichiometry of the oxide to be known, as the volume change predicted depends
not only on the hydrogen charge state but also the stoichiometry of the UO2. Given
that unless it is tightly controlled, UO2 is likely to be hyperstoichiometric, it can
be said that protonic defects cause an expansion of the lattice parameters, whereas
hydride defects result in a reduction.
In stoichiometric UO2 it is predicted that the hydride defect is more favourable
than the hydroxyl defect, though there is not a significant energy difference between
the two defects. For H2 a favourable solution energy is predicted, however on in-
creasing the defect concentration this becomes unfavourable. Which agrees with the
experimentally observed low solubility of hydrogen in UO2. The most favourable
defect configurations are those that do not result in any oxidation of the uranium
ions.
In hypostoichiometric UO2 it is predicted that the most favourable defect is a
hydride species which occupies the oxygen vacancy. This results in the localisation
of the remaining excess charge in a single U3+ ion. If it is possible to form hydride
defects for each VO then no U
3+ formation is observed. The favourable nature of
hydride defects on VO sites indicates that they may be trap sites which prevent the
diffusion of hydrogen through the oxide lattice. This may also lead to an explanation
of why hydriding occurs at the metal oxide interface. The presence of VO in the
oxide allows for the build up of hydride species at the metal/oxide interface, which
stabilises the formation of U3+ ions, which could potentially act as nucleation site
for the formation of the hydride.
For hyperstoichiometric UO2 the hydrogen defects show a preference to interact
with the oxygen defect as was the case in UO1.97. However, the preferred charge
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state of hydrogen is now a proton, either as part of a hydroxyl (or water) group. The
formation of the protonic defects also resulted in the reduction of the U5+ defects
introduced by the addition of oxygen to the lattice. The ability of hydrogen to
reduce U5+/U6+ has been observed in experimental fuel pellet dissolution studies.
Therefore, the presence of hydrogen in hyperstoichiometric UO2 may help slow the
rate of oxidation of UO2. Given the low solubility it may be that the quantity of
hydrogen that can be dissolved is inconsequential to the oxidation rate.
Whilst this chapter has built an understanding of the different hydrogen defects
present in UO2, what has not been considered is how these hydrogen species diffuse
through the lattice. Thus the next chapter aims to begin to explore how hydrogen
defects diffuse through the UO2 lattice.
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6 Hydrogen Transport in UO2
The previous chapter explored the structure and relative stability of a range of
hydrogen defects in UO2. However, this ignores an important consideration which
is how does hydrogen diffuse through the oxide lattice. Experimentally, it has been
shown that monatomic dissolution occurs [44]. The implication of this is that the
diffusing species is, at least initially, monatomic hydrogen. The previous chapters
have shown that the nature of the hydrogen defects can vary significantly based on
the location and stoichiometry of the UO2. This presents a complex landscape of
defect states through which hydrogen could transform as it moves through the oxide
lattice.
This chapter will focus on exploring how hydrogen defects change as they move
through the oxide lattice, to build the foundations of exploring hydrogen transport
in UO2. This chapter will be further divided into two sections; the first will consider
the conversion of the hydride defect to the hydroxyl as these two defects have a
similar formation energy (∆E ≈ 0.2 eV), therefore it is necessary to understand how
easily the conversion between these two defect states can occur. Additionally, the
hydride and hydroxyl defect positions are only separated by a very small distance
of ≈1.5 A˚. The second will consider how hydrogen (H− and H2) move between
octahedral interstitial locations. This can be thought of as intra- and inter- cell
behaviour, respectively.
A paper concerning the conversion of hydride to hydroxyl defects in UO2 has
been published in Chemical Communications entitled “Hydride Ion Formation in
Stoichiometric UO2”[141].
6.1 Intra-cell Hydrogen Behaviour
As seen in the Chapter 4 the hydride and hydroxyl defects in UO2 have a similar
formation energy (∆E ≈ 0.2 eV) and the optimised locations are only separated
by a distance of ≈1.5 A˚. Therefore, it is likely that conversion between these two
different defect species could occur on a rapid basis. This may result in similar
defect populations of hydride and hydroxyl species in UO2, particularly at higher
temperatures. Additionally, if there are hydroxyl defects present they may rotate
and the hydrogen could dissociate in one of the remaining two crystallographic
directions (<100> and <110>).
In order to assess the barrier between these two defect species, along the three
directions (<100>, <110> and <111>), re-orientated unit cells were used to allow
for the use of selective dynamics methodology. For the <100> and <110> a 48
atom system was used and for the <111> a 36 atom system was generated. This is
where the hydrogen was only allowed to minimise in two of the three crystallographic
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directions and held fixed in the third. This means that the hydrogen will explore
the energy landscape at a fixed distance from the lattice oxygen atom.
The combinations of all these calculations will then give a fuller view of how
hydrogen behaves in the pure UO2 lattice as a function of O-H distance. The use
of different sized simulation systems will result in solution energies which vary from
each other. This can be seen in the solution energies for the hydride and hydroxyl
defects in the 36 atom cell (1.31 eV (H−) and 1.56 eV (OH−)) and 96 atom cell
(0.19 eV (H−) and 0.41 eV (OH−)), in Chapter 4. Whilst the absolute value of
the solution energy does change, the relative energy for the two systems remained
similar (0.25 eV for the 36 atom and 0.22 eV for the 96 atom). This allows for
a comparison of the behaviour of hydrogen at different defect concentrations and
relative energies but not the absolute values of the energies.
Figure 6.1 shows the hydrogen defects along the three different crystallographic
directions. The full simulation cell is shown along with a single oxygen sub-lattice
highlighting the individual pathway being explored. The orientation of the oxygen
sub-lattice is identical to that displayed in the full simulation cell. Only the two
end points of each direction are displayed. The range of distances considered, for
each direction, is from an O-H bond length from the oxygen atom to the mid-point
between the two oxygen atoms at the end of each direction.
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Figure 6.1: End points of hydrogen exploration along the <100> (6.1a and 6.1b),
<110> (6.1c and 6.1d) and <111> (6.1e and 6.1f) crystallographic directions. Red
atoms are oxygen, blue are uranium and orange are hydrogen. Bonds have been
drawn on the oxygen sub-lattice for clarity. The orientation of the oxygen sub-
lattice is the identical to that displayed in the full simulation cell.
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6.1.1 Hydrogen behaviour in the <100> Direction
The <100> direction is the shortest of the three directions considered, with the
O-O distance of 2.73 A˚. As the O-H distance is never very large the final hydrogen
species is protonic, in all except two cases, as seen in Figure 6.2. The two cases
where protonic defects where not formed hydride species were predicted. These two
defects are significantly higher in energy (0.5 eV and 0.85 eV) than the most stable
hydroxyl defects. The energy of the hydroxyl defects predominately showed only a
small variation as a function of O-H distance, with all except four defects within
0.26 eV of the most stable. The volume showed a consistent change (≈7A˚3) for the
hydroxyl defects regardless of the O-H distance, due to the formation of a U3+ ion.
There is slight decrease in the volume expansion with larger O-H distances but his
is marginal. Interestingly, the two hydride defects also predict a volume expansion,
despite the formation of a smaller U5+ ion. This can be ascribed to the repulsion
caused by the formation of a negative charge (hydride defect) between the two oxide
ions.
Figure 6.2: The relative solution energy (Squares) and change in cell volume
(Triangles) for the hydrogen in a <100> path in UO2. Final hydrogen species
represented by colour; red proton and black hydride. The energies are set relative
to the lowest energy configuration (OH− and U3+).
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6.1.2 Hydrogen behaviour in the <110> Direction
The profile of hydrogen as it transitions across the face of the oxygen sub-lattice, in
the <110> direction, is shown in Figure 6.3. Similar behaviour is observed to the
<100> direction, up to ≈1.2 A˚, where protonic defects (OH−) compensated by U3+
and corresponding volume expansion is predicted. The most stable defect is again
predicted to be a hydroxyl group. This protonic region is then followed by a region
for which there was no final O-H distance between ≈ 1.2 - 1.5 A˚, suggesting that it
is a particularity unfavourable distance. Above 1.5 A˚ the hydrogen is predicted to
exist as a radical species, these decrease in energy as the O-H distance increases. As
there are no species, that have an O-H distance, in the region where the transition
between the protonic and radical species occurs trends have been extrapolated from
the protonic and radical results to predict an energy barrier. This suggests that the
barrier to in this direction is between 0.45 - 0.55 eV.
The volume shows a linear decrease as the O-H distance increases, where if a U3+
species is formed then there is a large increase in volume. Whereas when a radical
species is formed there is no significant volume change and as the radical species
become lower in energy there is a gradual decrease in the volume predicted. The
most stable radical species also have a slight volume decrease predicted and upon
examining the uranium magnetisation this is due to partial oxidation occurring,
where some of the U4+ is being partially converted to a U5+.
Figure 6.3: The relative solution energy (Squares) and change in cell volume (Tri-
angles) for the hydrogen diffusion path in UO2. Final hydrogen species represented
by colour; red proton and blue radical. The energies are set relative to the lowest
energy configuration (OH− and U3+). Trend lines added to predict the intersection
of the two species.
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6.1.3 Hydrogen behaviour in the <111> Direction
The profile analysis of hydrogen moving along in a <111> between a hydride and
hydroxyl defect as a function of hydrogen oxygen distance is shown is Figure 6.4.
As the hydrogen moves from the octahedral site towards the lattice oxygen it
converts from a hydride to a radical hydrogen species before becoming part of a
hydroxyl defect. There are three distinct regions shown in Figure 6.4. The first
occurs close to the oxygen atom, up to 1.13A˚, where the hydrogen becomes a proton,
as part of a hydroxyl group, and there is a corresponding U3+ defect formed. This
has a large increase (1.40%) in volume of the unit cell due to the formation of the
U3+. The second region, at 1.13A˚ - 2.00A˚ from the oxygen atom, is where there is no
change in oxidation state of the hydrogen or uranium. In this region the hydrogen
is a radical and could be seen as an intermediate state between the hydride and
proton species. This region is higher in and shows a small volume expansion (0.06%
- 0.50%) compared to the stoichiometric unit cell. The final region, when the oxygen
hydrogen distance is greater than 2.00A˚, the final hydrogen species is a hydride and
this is the most stable hydrogen defect. The formation of the hydride is accompanied
by the formation of a U5+ and results in a decrease (-0.30% - -0.66%) in volume of
the unit cell.
For all of the protonic defects formed the corresponding U3+ defect was formed
as a nearest neighbour defect (2.38A˚ – 3.56A˚). For the hydride defects, the U5+
formed as a next nearest neighbour defect (4.27A˚ - 5.85A˚).
Figure 6.4: The relative solution energy (Squares) and change in cell volume (Tri-
angles) for the hydrogen diffusion path in UO2. Final hydrogen species represented
by colour; red proton, blue radical and black hydride. The energies are set relative
to the lowest energy configuration (H− and U5+).
The only two exceptions, where the U5+ defect formed as a nearest neighbour
defect (2.36A˚, 2.64A˚), were both higher in energy than the positions to either side of
them, however the energy difference was only ≈0.1 eV. Thus whilst forming a U5+
as a nearest neighbour defect is less favourable, it is not accompanied by significant
increase in energy. This suggests that there are multiple local minima which may
have implications for electron transport.
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As there are three distinct regions, shown in Figure 6.4, where the hydrogen is a
proton, then a radical and finally a hydride this shows that the transition between
the proton and hydride could occur as two one step processes, where the proton
becomes a radical and then a hydride, rather than a single two step electron process
where the proton becomes a hydride. From Figure 6.4 it is also possible to estimate
the activation energy barrier for the formation a hydroxyl group from a hydride
species; the barrier is 0.94 eV.
The presence of the two different defects, hydride and hydroxyl, relatively close
to each other in location and with similar energies will have an influence on the
diffusion of hydrogen in stoichiometric UO2. It is possible that the diffusion of
hydrogen could be a concerted mechanism involving both species, compared to the
diffusion of hydrogen in CeO2 where the hydrogen remains as a proton and moves
as a proton from one lattice oxygen to the next. It is therefore clear that the fluorite
structure might trigger hydrogen dissolution but as the hydrogen solubility in CeO2
was reported to be lower than in UO2, this implies that the nature of the actinide
cation has a significant impact [44, 353]. Ce4+ does not oxidise to higher oxidation
states while U4+ does [84], but readily reduces to Ce3+ while U4+ does not. Thus,
CeO2, contrary to UO2 is a mixed proton electron conductor as hydrogen dissolves
as a proton forming hydroxyl groups [101, 357]. On the other hand, it is difficult to
define the hydrogen species diffusing and the mechanisms due to the uncertainties
of the quantum nature of the hydrogen, which might require ab initio path integral
molecular dynamics [358, 359]
The DOS spectrum is the same as was seen in the Chapter 4 (Figure 4.3 and
Figure 4.4) where the hydride occupies states just below the top of the valence band
and the U5+ is at the bottom of the conduction band. For the hydroxyl defect the
U3+ has become the top of the valence band.
6.1.4 Hydrogen Species in UO2
The exploration of hydrogen behaviour along the three different directions has al-
lowed for a picture of the energetic landscape to be established. In addition the
preferred defect state shows a strong dependence on the O-H distance, with this in-
fluencing the hydrogen species that forms which in turn determines how the uranium
sub-lattice responds, either oxidation or reduction. As a result of this it is possi-
ble to make a prediction of the hydrogen charge state based on the O-H distance,
though at the interface region between two defects states is not clearly defined as a
hard change. There is instead a small region where the charge states are in between
two different defect states, however these regions are particularly unstable so the
hydrogen will not spend a significant amount of time in these regions. Figure 6.5
shows a visual representation of the hydrogen behaviour in UO2 based on the O-H
distance as has been determined from the results above.
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Figure 6.5: Visual representation of the behaviour of hydrogen based on O-H
distance in UO2. Where hydrogen is protonic in nature shown in red, as a radical
in light blue and as a hydride in black. Uranium shown in light grey and oxygen
shown in dark blue. The top corner has been cut away to show the environment
around the oxygen atoms.
6.2 Inter-cell Hydrogen Behaviour
The previous section has examined how a monatomic hydrogen defect behaves within
a UO2 unit cell, this can be used as the base for building an understanding of how
hydrogen transitions between unit cells. The ideal method to examine diffusion be-
haviour is ab initio molecular dynamics, however this is too computationally expen-
sive to be applied to UO2. Therefore, two alternative methods to examine hydrogen
transport have been applied. The first uses a series of isolated minimisations, in a
96 atom simulation cell, on different hydrogen configurations in order to generate
a series of energy levels which will scope out the energy landscape. This will not
provide the barrier to hydrogen diffusion but can help reduce the search space to
find the likely pathway of hydrogen diffusion. Additionally, using the largest cell
possible will give a more realistic hydrogen concentration.
The second approach is the climbing nudged elastic band method (cNEB), un-
fortunately, the 96 atom cell is too large to use the cNEB approach at a reasonable
computational cost. Therefore, the smaller 48 atom simulation cell will be used with
the cNEB method to fully scope out the pathway and determine the barriers to dif-
fusion, in addition to investigating how the nature of the hydrogen species evolves
as it moves between interstitial sites.
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6.2.1 Monatomic Hydrogen
The structure of the fluorite lattice is such that diffusion can only easily occur by
passing through the edge of the cube of the oxygen sub-lattice, as any other direction
is blocked by a U4+ ion. In the <111> direction this means passing through the edge
of the cube of the oxygen sub-lattice. Including the data about hydrogen behaviour
within a unit cell from the previous section there are three possible pathways for
hydrogen diffusion in UO2. Hydride moving between adjacent octahedral sites as a
hydride species (Pathway 1, Figure 6.6a), hydride moving between octahedral sites
via a hydroxyl intermediary (Pathway 2, Figure 6.6b) and finally, there is the proton
hopping between lattice oxygen, without changing to a hydride defect (Pathway 3,
Figure 6.6c). In order to initially assess these different potential pathways the key
individual positions where constructed and minimised in a 96 atom simulation cell.
(a) Pathway 1 (b) Pathway 2
(c) Pathway 3
Figure 6.6: Initial configurations of H used to explore the energy landscape towards
monatomic hydrogen diffusion in UO2. Figure 6.6a shows the configurations where
the diffusing species is hydride. Figure 6.6c shows where the diffusing species is a
proton. Figure 6.6b shows where the hydride converts to a hydroxyl and back for
the diffusing species. Oxygen shown in red and hydrogen in orange. Uranium not
shown and bonds have be drawn between oxygen for clarity.
Figure 6.7 shows the relative energies of these positions representing key positions
on the pathway between unit cells for a hydrogen atom, as it diffuses between unit
cells. The energies have been set relative to the lowest energy defect, which is
hydride at the octahedral interstitial site. Each of the individual levels for the three
pathways corresponds to the position of a hydrogen atom in the pathway illustrated
by Figure 6.6. The black line corresponds to Pathway 1, blue to Pathway 2 and red
to Pathway 3.
As can clearly be seen while the initial transition within the unit cell is similar
for all pathways, when the main transition occurs both the hydride to hydride and
hydroxyl to hydroxyl pathways have a significantly larger energy barrier than the
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hydride converting to a hydroxyl defect. Based on these results as hydrogen diffuses
through the lattice it is not as a static species but involve a more complicated
diffusion mechanism, involving both hydride and hydroxyl defects. This, has the
additional complication that as the hydrogen changes from hydride to hydroxyl a
uranium ion changes from the 5+ oxidation state to the 3+ oxidation state.
Figure 6.7: Relative energies of different diffusing pathways for monatomic hydro-
gen defect, moving between octahedral interstitial sites in UO2. Energies have been
set relative to the lowest energy defect. Pathway 1 (Hydride to Hydride) shown in
black, Pathway 2 (Hydride to Hydride via Hydroxyl) shown in blue and Pathway 3
(Hydroxyl to Hydroxyl) shown in red.
6.2.2 Molecular Hydrogen
From Chapter 4 when molecular hydrogen’s properties were calculated using range
of functionals all predicted a favourable solution energy. This suggests that if H2
forms in UO2 then it has the potential to be trapped and in order to move through
the lattice may require dissociation to occur.
To explore this and simulate how H2 moves between octahedral interstitial sites
a series of isolated H2 configurations representing different stages of a H2 transition
were created. These are shown in Figure 6.8, the first three positions represent
the transition from the octahedral interstitial site to the O-O edge. Positions 4-6
represent the different potential transitions H2 could have at the O-O edge. Position
4 (Figure 6.8d) is where the H2 carries on along a linear trajectory and passes through
the centre of the O-O edge. Position 5 (Figure 6.8e) is similar to position 4 except
that the H2 passes through the O-O edge closer to one of the lattice oxygen that the
other. This was set such the both hydrogen atoms of the H2 were approximately an
O-H bond length from the lattice oxygen. Finally, position 6 (Figure 6.8f) is where
the H2 passes through the O-O parallel rather than perpendicular. This puts the
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hydrogen atoms at an O-H distance away from the lattice oxygen.
(a) Position 1 (b) Position 2
(c) Position 3 (d) Position 4
(e) Position 5 (f) Position 6
Figure 6.8: Initial configurations of H2 used to explore the energy landscape to-
wards hydrogen diffusion in UO2. Oxygen shown in red and hydrogen shown in
orange. Uranium removed and bonds shown between oxygen for clarity.
The resulting relative energies for these calculation are given in Table 6.1, where
the energy of H2 at the octahedral interstitial site (Figure 6.8a) has been set to
zero. There is a small energy barrier for hydrogen to move towards the O-O edge,
≈0.5 eV. However, once the hydrogen occupies the space between the two oxygen
atoms the energy barrier rapidly increases to ≈2.3 eV. In all cases the H2 remained
as H2 and did not dissociate. Instead either one or both of the oxygen atoms on
the corners of the cube moved away from their lattice sites, moving towards forming
interstitial oxygen species (Figure 6.9).
Table 6.1: Relative energy of different H2 positions (H2 in the Oh site set to zero)
and the change in volume compared to stoichiometric UO2.
Position 1 2 3 4 5 6
Relative Energy (eV) 0.00 0.54 2.32 2.59 2.54 2.27
∆V (A˚3) 2.80 4.06 7.92 12.96 7.93 13.07
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The lowest energy configuration is for position 6, where the H2 is parallel to the
O-O edge, this configuration is lower in energy by ≈0.3 eV. This appears to be due
to two medium strength hydrogen bonds which are present at position 6 between
the H2 and the two oxygen atoms which are displaced. This is compared to the two
configurations (Positions 4 and 5) where the hydrogen is perpendicular to the O-O
edge and the presence of only very weak hydrogen bonding interactions.
The size of the energy barrier also raises the question of how readily H2 diffuse
through the lattice, given the barrier is ≈2.3 eV. It is possible that if H2 forms
within the oxide lattice that it is effectively trapped within a unit cell and only if it
dissociates is it able to diffuse. As the barrier to monatomic hydrogen diffusion is
lower at ≈1 eV.
(a) Position 3 (b) Position 4
(c) Position 5 (d) Position 6
Figure 6.9: Final configurations for positions 3-6. Lattice sites where oxygen has
moved away from its lattice site indicated by yellow atom. Oxygen shown in red and
hydrogen shown in orange. Uranium removed and bonds shown between oxygen for
clarity.
Whilst the rotated H2 molecule, which is parallel to the O-O edge, is the lowest
in energy (from these calculations) the likelihood of rotation occurring is unknown
from these calculations. In order to explore this there are two possible methods; ab
inito molecular dynamics, which is too computationally expensive, or the climbing
nudged elastic band method. The second of these two methods have been employed
here and the results are discussed in the next section.
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cNEB Approach
In the climbing nudged elastic method there are two minimised end configurations
which are then linked by a series of images representing the pathway between the
two end points. In effect a reverse minimisation is preformed such that the middle
image becomes the highest energy point between the two minima. For the explo-
ration of the behaviour of H2 in these calculations one and three images have been
used.
Table 6.2 summaries the energies, final defect states and change in volume for
the 5 image cNEB calculations. The final configurations are shown in Figure 6.10.
As the H2 moves from one interstitial site to the next there is only small increase in
the energy, until the O-O edge is crossed. At this point the energy barrier becomes
very large and this is seen visually in Figure 6.11. Equally there is a large change in
volume as the H2 moves across the O-O edge, this arises from the two oxygen atoms
on the corner of the oxygen sub-lattice being moved off their lattice sites (Figure
6.10c), as was seen in the static calculations.
Table 6.2: Relative energy, final defect state and the change in volume compared
to stoichiometric UO2 for the 5 image H2 cNEB calculation.
Image 1 2 3 4 5
Relative Energy (eV) 0.00 0.46 2.38 0.64 0.11
Hydrogen Defect H2 H2 H2 H2 H2
H2 Bond Length (A˚) 0.75 0.76 0.87 0.75 0.75
∆V (A˚3) 2.60 4.38 12.73 7.18 2.36
Whilst the H2 remains as H2 and does not dissociate, there is a significant length-
ening of the H-H bond distance as the molecule crosses the O-O edge. This occurs
because whilst the two oxygen atoms have been displaced from their lattice potions
there are still very strong O-H interactions. The O-H distances are 1.39 A˚ and
1.71 A˚and these O-H interactions are strong to high medium strength H-bond in-
teractions [360]. This offers an explanation as to why the barrier to diffusion is
predicted to be so large, and as to why it increases very rapidly as hydrogen ap-
proaches the O-O edge. In order for H2 to move from one unit cell to the next it
needs to displace two oxygen atoms from their lattice positions and overcome two
strong O-H interactions. The O-H interactions cause the lengthening of the H2 bond
from its equilibrium distance, without causing full dissociation to occur and this is
energetically unfavourable for the H2 molecule.
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Figure 6.10: Final configurations for of H2 in the 5 image cNEB calculation.
Oxygen shown in red and hydrogen shown in orange. Uranium removed and bonds
shown between oxygen for clarity.
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Figure 6.11: Relative energies of H2 5 image cNEB calculation. Energies have
been set relative to the lowest energy defect.
6.3 Conclusions
In this chapter we have begun to evaluate the energy surface for hydrogen migration
in UO2, although clearly there is still much more work required to explore fully
hydrogen diffusion in UO2. The preferred hydrogen defect state is governed by the
oxygen hydrogen distance. At short OH distances (<≈1.20 A˚) protonic defects are
formed, compensated for by the formation of a U3+. When the OH distance is large
(>≈2.0 A˚) hydride defects form, with the oxidation of a U4+ to U5+, this is the
most stable monatomic hydrogen defect found in UO2. In between these two limits
no oxidation or reduction of the uranium ions occurs and the hydrogen remains as a
radical species, this is typically the most energetically unfavourable species formed.
In addition to mapping the energy landscape of hydrogen in UO2, the barriers
to both monatomic and molecular hydrogen species diffusing have been assessed.
For monatomic hydrogen three different pathways were considered, the most ener-
getically favourable pathway involved conversion of the hydride defect to a hydroxyl
defect, with a corresponding conversion of U5+ to U3+. The barrier to a monatomic
hydrogen defect diffusion is ≈ 1 eV.
For molecular hydrogen the barrier to diffusion was calculated to be ≈ 2.4 eV.
The energy landscape of H2 is relatively flat, until the H2 approached the edge
of the oxygen sub-lattice where the energy rises rapidly. Interestingly, the most
favourable geometry for the H2 to pass through the edge for the oxygen sub-lattice
cube was parallel, where two strong O-H interactions occur. This seems to be the
major contribution to the large barrier to diffusion. This is more favourable than a
perpendicular crossing of the O-O edge as in this case four, individually less strong,
O-H interactions occur. However, overall these interactions sum to be greater than
the parallel transition geometry. One way to more fully assess the barriers and states
that form on hydrogen diffusion would be to use ab initio molecular dynamics but
currently this is too computationally expensive to be employed for these systems.
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Further work could also include the calculation of the H2 dissociation mechanism
with UO2, a further exploration of the energy landscape and consideration of how
the energy landscape is modified in the presence of non-stoichiometry (both hypo
and hyper) and the subsequent effects this has on hydrogen diffusion.
DFT is an excellent method to explore the electronic structure of materials and
make an assessment of the size of energy barriers that exist for atoms to diffuse.
One limitation is that under the Born-Oppenheimer approximation the nuclei are
treated as classical partials, the larger the mass of the nucleus the more applicable
the approximation. Hydrogen represents the case where the Born-Oppenheimer
approximation is the least applicable, as of all nuclei the mas of hydrogen is closest
to that of an electron. This leads to the likelihood that when using DFT to assess
energy barriers to hydrogen diffusion that the barrier will be overestimated and the
rate underestimated because hydrogen is able to tunnel through energy barriers.
One method by which this could be assessed is ab initio path integral molecular
dynamics, this would allow for the hydrogen to be treated as a quantum rather than
classical particle. This would allow for an assessment of the importance of tunnelling
for hydrogen diffusing in UO2.
This chapter has considered how hydrogen defect diffuse through a non-defective
UO2 lattice, as this is the simplest case of UO2. The majority of UO2 is likely to
be hyperstoichiometric due to the natural affinity for excess oxygen which UO2
displays. Therefore, in order to assess the behaviour of hydrogen in more realistic
systems the next chapter will determine the effect which hydrogen has on oxygen
defect clusters.
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7 The Interaction of Hydrogen with
Oxygen Defect Clusters in UO2+x
As previously mentioned UO2 does not exist purely as a stoichiometric oxide phase
but commonly as UO2+x hyperstoichiometric phases and the fluorite lattice can
adopt significant amounts of excess oxygen whilst retaining its structure (up to x
= 0.5). This has given rise to a large number of different defect cluster models
for UO2 representing a variety of excess oxygen concentrations. Therefore it is
useful to consider how hydrogen interacts with these clusters in order to investigate
if there are any significant effects to the local crystal and electronic structure of
UO2. Additionally, the trapping of hydrogen at oxygen defect clusters must also
be considered, as it may affect the solubility of both types of defects. Hydrogen
trapping in functional materials is also a nanoscopic phenomenon with macroscopic
effects on the materials properties.
This chapter will first cover the literature of oxygen defect clusters in UO2,
before detailing the models used to simulate hydrogen in UO2+x and a method for
distinguishing between reversible and irreversible traps in UO2+x.
As the introduction of excess oxygen greatly increases the number of potential
configurations of hydrogen and defect oxygen it is not feasible to simulate every pos-
sible configuration. Therefore, as the interest is in obtaining the effect of hydrogen
on the defect clusters only hydrogen interacting with the defect clusters has been
considered.
A paper concerning the behaviour of hydrogen defects in UO2+x is in preparation
and is entitled “The Critical Role of Hydrogen on the Stability of Oxygen Defect
Clusters in Uranium Oxide”.
7.1 Literature Review
As the predominant nuclear fuel, substantial research has been directed towards
UO2, revealing that it is highly susceptible to oxidation during the nuclear fuel
cycle [73]. Despite many studies having shown that the defect chemistry of UO2 is
highly sensitive to the oxygen partial pressure, there are not many that focus on the
interaction of hydrogen with the UO2 matrix. This is despite hydrogen being present
throughout the fuel’s lifetime from fabrication [361] to long term repository storage
of spent fuel [166]. A major concern is during the corrosion of uranium metal as
hydrogen diffuses through the UO2 layer which coats U metal [41, 362] generating
pyrophoric uranium hydride [113, 363]. A comprehensive mathematical model for
the initiation of hydriding of U metal, thus predicting hydrogen diffusivity in the
coating layer of UO2 was proposed by Glascott [39, 40], accounting for hydrogen
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permeation through the surface oxide film due to intrinsic variations in the oxide
thickness. However, this macroscopic modelling does not provide information on
structural features that interact directly with hydrogen species.
The presence of structural features such as defect clusters, grain boundaries and
dislocations has been shown to increase oxygen diffusivity [24, 364, 365]. Conversely,
dislocations in doped ceria have been shown to decrease the oxygen diffusion [201].
Thus, it is sensible to assume that these features may have a strong interaction with
hydrogen. In this chapter the focus is on the relationship of hydrogen with oxygen
defect clusters, not least as, the oxygen stoichiometry and clustering are highly likely
to affect the hydrogen diffusion and solubility [43, 44].
Experimentally, it was found that stoichiometric and hyperstoichiometric UO2
have comparable hydrogen solubility, while hypostoichiometric UO2 displays an or-
der of magnitude increase in hydrogen solubility. It was also proposed that hydrogen
dissolves as an atomic species rather than as molecular hydrogen [44]. The effect
of atomic hydrogen was studied in stoichiometric UO2 using ab initio techniques
[140, 141]. It was found that both hydride and hydroxyl defects may form, although
the hydride was the most favourable and was accompanied by the oxidation of U4+
to U5+. However, most of the theoretical work focusses on the adsorption and disso-
ciation of water on the surfaces of lanthanides and actinides[145, 146, 148], which is
only one of the routes by which hydrogen can be incorporated into the UO2 lattice.
UO2 is capable of incorporating significant amounts of excess oxygen whilst still
(nominally) retaining the fluorite structure, giving rise to the structurally-complex,
defective UO2+x region of the U-O phase diagram. A large number of stable, non-
stoichiometric, fluorite-based uranium oxides are known to exist in the region (most
notably U4O9 and U3O7) and all are associated with periodic arrangements of defect
clusters within the lattice. At low oxygen concentrations, excess oxygen is incorpo-
rated as isolated oxygen interstitials (Oi), and as the concentration increases, oxygen
defect clusters form [21, 22, 24–26, 37, 50, 72, 321]. The complex redox chemistry of
UO2, including the oxidation state of uranium and oxygen clustering has led to the
proposition of a range of different defect clusters [21, 26, 33, 34, 37, 45, 321, 366].
Figure 7.1 shows the different proposed oxygen defect clusters found in the literature.
The first cluster proposed was the 2:2:2 Willis cluster (W222) [45–47] (Figure
7.1b). Theoretical calculations indicated that an isolated W222 is unstable and re-
laxes into a split di-interstitial (Ix2) (Figure 7.1a). Recently, Brincat et al. [21]
demonstrated that the oxygen stoichiometry has a significant impact on the defect
cluster structure, as edge-sharing W222 clusters were found to be stable in UO2+x
with composition 0.125 < x < 0.25, but not below x = 0.125.
Both the Ix2 and the W222 represent the smallest oxygen cluster proposed in the
literature. As the excess oxygen concentration increases the oxygen cluster become
larger, the next defect cluster proposed is the split tri-interstitial ((Ix3)) (Figure 7.1c).
This is composed of a single VO surrounded by a tetrahedron of Oi.
Increasing the excess oxygen concentration further results in formation of the
split quad interstitial cluster ((Ix4)) (Figure 7.1d). In this cluster there two VO and
six Oi. This cluster can also be thought of being two adjacent I
x
2 clusters.
The final and largest defect cluster model reported is the cuboctahedron (COT)
(Figure 7.1e and 7.1f). In this cluster eight lattice oxide ions have become interstitial
and there are an additional four interstitial oxygen atom which form the cuboctahe-
dron cluster (Figure 7.1e). The centre of this defect can then be vacant or occupied
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(a) Ix2 (b) W222
(c) Ix3 (d) I
x
4
(e) COT-12 (f) COT-13
Figure 7.1: Proposed oxygen defect clusters. U4+/U5+ not shown for clarity, lattice
oxygen shown in red, Oi in green and VO shown in purple. Bonds have been drawn
to highlight defect cluster geometries.
by an interstitial uranium ion or an additional oxygen atom. The COT cluster which
has an oxygen occupying the centre of the defect has been found to be the most
stable configuration of this defect cluster [49, 187, 367].
Whilst the evolution of oxygen defect clusters is a well-studied phenomenon
in UO2, although still debated, the interaction of hydrogen with defect cluster is
not well explored. However, oxide materials find uses in a wide range of materi-
als applications, from energy storage [100, 103] and generation [368–370], catalysts
[101, 371, 372], mixed proton-electron conductors [106], electrochemical water split-
ting [102] to nuclear fuels [109]. In all of these materials, defects play an essential
role in determining the materials properties. Although extensive research has been
undertaken towards extrinsic substitutions and intrinsic oxygen defects in oxide ma-
terials, the presence of hydrogen is somewhat overlooked despite drastically affecting
materials properties and device performance [110].
The nature of defects in oxide materials plays a key part in determining the
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hydrogen behaviour. α-Al2O3 is used as a hydrogen permeation barrier material,
where grain boundaries have increased hydrogen diffusion compared to the bulk.
However, grain boundaries are also regions where radiation induced oxygen vacancies
will cluster. Where clustering of oxygen vacancies occurs in the grain boundary
plain. When the grain boundary possesses these oxygen vacancies then the grain
boundary acts as a hydrogen trap, as opposed to enhancing hydrogen diffusion [373].
Additionally, oxygen vacancy clusters have been shown to act as strong trap sites
for hydrogen in other materials (e.g. oxide dispersion-strengthened steels [374]).
7.2 Structural Models for UO2+x and UO2+xHn
Before discussing the behaviour of hydrogen in UO2+x, the structural models used
and the corresponding energetics are explained.
7.2.1 UO2+x Structural Models
The two smallest oxygen clusters proposed in UO2 are the split di-interstitial (I
x
2)
and the 2:2:2 Willis cluster (W222), shown in Figure 1. A I
x
2 cluster (Figure 7.2a)
has a central oxygen vacancy (VO) and three oxygen interstitials (Oi) displaced in
the < 111 > directions by approximately 1.6 A˚. This causes the displacement of
three lattice oxygen by approximately 0.3 A˚ from their lattice sites. In our models
the excess oxygen changes the stoichiometry from UO2.00 to UO2.06. This results
in oxidation of the four nearest neighbouring uranium ions to the VO from U
4+ to
U5+. A Ix2 cluster is found to have a formation energy of -1.27 eV in agreement with
previous literature values [25, 49].
A W222 (Fig. 7.2b) consists of two VO and four Oi each displaced approximately
1 A˚ from an octahedral interstitial site; two Oi displaced in <110> directions (O
′
i)
and two in <111> directions (O′′i ). The W222 cluster was the first cluster proposed
for UO2 [45, 46], and it was initially predicted to be stable by interatomic potential
model calculations [341]. However, these calculations have since been rejected by ab
initio calculations, which predict that W222 clusters relax to I
x
2 clusters [24, 49, 326].
Only recently, ab initio calculations found edge-sharing W222 clusters are stable in
UO2+x (0.125 < x < 0.25) [21], but are unstable by x = 0.33 [23], emphasising how
sensitive UO2 defect chemistry is to oxygen partial pressure.
7.2.2 UO2+xHn Structural Models
Hydrogen was added to our UO2.06 models and the concentration was varied from 117
to 467 µgH / gUO2 (equivalent to 1 to 4 interstitial hydrogen atoms). There are up to
35 million unique configurations of 1 - 4 hydrogen atoms in our chosen simulation cell,
however as the aim of our research is to determine whether oxygen defect clusters
act as hydrogen trapping sites, we have limited the number of configurations studied
to those where hydrogen is interacting solely with oxygen atoms belonging to defect
clusters forming hydroxyl groups and where the position of the hydrogen serves to
maximise the hydrogen bonding network. This generates 16 different configurations
for hydrogen interacting with the W222 cluster and 8 for hydrogen interacting with
the Ix2 cluster.
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The hydrogen can interact with the oxygen cluster in different ways: the newly
formed hydroxyl group can hydrogen bond to lattice oxygen ions (superscript L) or
other interstitial oxygen ions (i.e. those belonging to the defect cluster - superscript
D). There are only two different configurations for each hydrogen concentration
for the Ix2 system (
LIx2 and
DIx2 ), as it is composed of three equivalent Oi (Fig.
7.2a). The lower symmetry of the Willis cluster (arising from the two symmetrically
inequivalent Oi) is responsible for the greater number of distinct configurations (e.g.
DWO
′,2O′′
222 denotes three hydrogen atoms, one at a O
′
i interstitial site and one at each




Figure 7.2: Split di-interstitial (7.2a) and 2:2:2 Willis defect (7.2b) structures.
Lattice oxygen shown in red, Oi in green, displaced lattice oxygen shown in dark
blue and VO shown in purple. Uranium ions not shown for clarity and bonds have
been drawn to highlight defect cluster geometries.
7.2.3 Energetics of Hydrogen in UO2+x
To study the thermodynamic stability of the clusters, the solution energies of a
hydrogen defect is expressed as:
ESol =
EUO2.06Hn − (EUO2.00 + n2EH2 + EO2)
n
(7.1)
where EUO2.00 , EUO2.06 and EUO2.06Hx are the energies of stoichiometric and hypersto-
ichiometric uranium dioxide and hydrogen doped uranium dioxide, while EH2 and
EO2 are the energies of molecular H2 and O2, respectively. The hydrogen defect
concentration is denoted by n.
To examine the preference for formation of hydrogen-oxygen defect clusters or
isolated point defects (i.e. oxygen interstitial Oi and hydride), we have expressed
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where EUO2.06Hx is the energy of hyperstoichiometric, hydrogen doped uranium diox-
ide. The references for the isolated components of the defect cluster are the energies
of an isolated hydrogen (EH−) in the form of the most stable hydride (0.2 eV) species
found in UO2 [141], and an Oi in the UO2 structure (EOi) calculated to be -1.23 eV
in agreement with previous literature [326, 331, 332, 340, 375]. A positive value of
binding energy indicates a preference for the cluster with hydrogen over the isolated
point defects.
7.3 Effect of Hydrogen on Oxygen Defect Clus-
ters
Tables 1-4 summarises the structure of the hydrogen-oxygen defect clusters and their
corresponding solution and binding energies at hydrogen concentrations of 117 - 467
µgH / gUO2.
The introduction of an Oi in the UO2 matrix is accompanied by the oxidation
of two U4+ to U5+. Thus, when considering Ix2 and W222 clusters, each contain two
excess oxygen atoms, the compensating defect charges are localised on four U5+.
These are defined as nearest neighbour (NN) U5+ defects when the U5+ belongs
to the first coordination sphere, and next nearest neighbour (NNN) when the U5+
is located in the second coordination sphere taking the centre of the defect as the
origin. The addition of hydrogen to oxygen clusters is accompanied by the formation
of hydroxyl groups and reduction of U5+ to U4+. For every hydrogen added to a
cluster of oxygen atoms a U5+ is reduced to U4+. The location of the compensating
U5+ defect (NN or NNN) do not greatly impact on the geometry and energetics of
the defect clusters.
We have also calculated the number and strength of hydrogen bonds present
in each defect cluster. We consider a hydrogen bond to be between the hydrogen
and the acceptor oxygen (the oxygen not bonded directly to the hydrogen atom).
The strength of a hydrogen bond is based on the oxygen-hydrogen distance; with a
strong H-bond between 1.2-1.5 A˚, a medium between 1.5-2.2 A˚ and a weak H-bond
2.2-3.0 A˚[360].
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7.3.1 H-O clusters at 117 µgH / gUO2
The presence of hydrogen in Ix2 clusters does not significantly alter their structures
(Figure 7.3). The results in table 7.1 there is an energetic preference of approxi-
mately 1 eV for the hydrogen species to point towards a lattice oxygen rather than
towards an interstitial oxygen defects. The position of the compensating U5+ defects
does not greatly impact the structure and energetics of Ix2 clusters.
The presence of hydrogen in W222 has a significant effect on the structure. In
DW222 configurations where the hydrogen is pointing towards a defect cluster oxy-
gen, the O” is prevented from relaxing onto the VO site (Figure 7.2b). This has the
remarkable effect of stabilising an isolated W222 cluster. In contrast,
LW222 config-
urations with the hydrogen pointing towards a lattice oxygen were not stabilised by
the presence of hydrogen and relaxed to Ix2 clusters, similarly to an isolated W222 in
the absence of hydrogen. This is directly attributed to the absence of a hydrogen
bond to the O” that prevents the oxygen from relaxing onto the vacant oxygen site.
Despite the increased stability of W222 clusters, the most stable clusters at 117
µgH / gUO2 remain Ix2 clusters. All W222 clusters are less stable than LIx2 clusters.
Furthermore, whilst all the clusters at 117 µgH / gUO2 have favourable solution
energies, the binding energies suggest that it is still preferable for the cluster de-
fect’s components (i.e. individual Oi and H) to remain isolated rather than cluster
together.
Table 7.1: Final hydrogen oxygen defect cluster configurations, an arrow denotes
where a change in the initial oxygen cluster geometry has occurred. ∆V is the change
in calculated volume compared to stoichiometric UO2, U
5+ defect concentration,
solution and binding energies per hydrogen and number of strong, medium and
weak hydrogen bonds at 117 µgH / gUO2.
Cluster Configuration ∆V /H (A˚3)
[U5+] (mgU5+ / gUO2) Energy / H (eV) Hydrogen Bonds
NN NNN Solution Binding Strong Medium Weak
1 LWO
′
222 → LIx2 3.74 55 28 -1.52 -0.72 0 0 4
2 LIx2 2.13 0 83 -1.44 -0.80 0 1 3
3 LWO
′′
222 → LIx2 3.57 55 28 -1.27 -0.97 0 2 2
4 DIx2 2.92 83 0 -0.58 -1.65 0 2 1
5 DWO
′
222 4.35 55 28 -0.91 -1.33 1 0 2
6 DWO
′′
222 5.51 55 28 -0.58 -1.66 0 2 2
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(a) LWO
′
222 → LIx2 (b) LIx2
(c) LWO
′′







Figure 7.3: Final configurations of clusters at 117 µgH / gUO2. U
4+/U5+ not
shown for clarity, lattice oxygen shown in red, Oi in green, VO shown in purple
and hydrogen shown in orange. Bonds have been drawn to highlight defect cluster
geometries.
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7.3.2 H-O clusters at 234 µgH / gUO2




rather than on a Ix2 cluster. This demonstrates further that hydrogen can signifi-
cantly affect the stability of oxygen clusters. Once again, W222 clusters retain their
structure if there is a hydrogen bonding network that prevents O” relaxation onto
the vacant oxygen site (clusters 7, 8, 9 and 10) and relax into Ix2 clusters in the
absence of such a network (clusters 12 and 13).
All clusters have favourable solution energies. Some of the defect clusters also
have favourable (i.e. positive) binding energies (clusters 7 and 11). This may provide
a viable route for irreversible hydrogen trapping, as hydrogen would prefer to cluster
with Oi instead of remaining isolated. This also suggests that it is possible to have
local regions (i.e. oxygen defect clusters) that can sustain and trap high hydrogen
concentrations even if the overall hydrogen concentration in the sample remains low.
Table 7.2: Final hydrogen oxygen defect cluster configurations, an arrow denotes
where a change in the initial oxygen cluster geometry has occurred. ∆V is the change
in calculated volume compared to stoichiometric UO2, U
5+ defect concentration,
solution and binding energies per hydrogen and number of strong, medium and
weak hydrogen bonds at 234 µgH / gUO2.
Cluster Configuration ∆V / H (A˚3)
[U5+] (mgU5+ / gUO2) Energy / H (eV) Hydrogen Bonds
NN NNN Solution Binding Strong Medium Weak
7 LW2O
′′
222 5.19 28 28 -1.23 0.21 0 3 3
8 LW2O
′
222 4.91 0 55 -0.64 -0.37 0 2 7
9 DW2O
′
222 5.97 55 0 -0.79 -0.23 1 2 1
10 DW2O
′′
222 7.43 55 0 -0.27 -0.74 0 4 4
11 LIx2 4.36 0 55 -1.07 0.05 0 2 5
12 LWO
′,O′′
222 → LIx2 4.71 0 55 -1.01 -0.01 0 2 6
13 DWO
′,O′′
222 → DIx2 5.07 0 55 -0.61 -0.40 1 2 3
14 DIx2 5.45 0 55 -0.59 -0.42 2 0 3
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222 → DIx2 (h) DIx2
Figure 7.4: Final configurations of clusters at 234 µgH / gUO2. U
4+/U5+ not
shown for clarity, lattice oxygen shown in red, Oi in green, VO shown in purple
and hydrogen shown in orange. Bonds have been drawn to highlight defect cluster
geometries.
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7.3.3 H-O clusters at 351 µgH / gUO2
At a hydrogen concentration of 351 µgH / gUO2, all clusters retained their initial
geometry after upon relaxation with the exception of LW2O
′O′′
222 (cluster 16), where
the absence of a hydrogen bond directly to the O” allowed the O” to relax onto the
vacant oxygen site.
The most stable cluster at 351 µgH / gUO2 is based on a I
x
2 rather than a W222
cluster and the most stable cluster, LIx2 (cluster 15) has all hydrogen bonds pointing
towards lattice oxygen.
Whereas the solution energies of clusters at 351 µgH / gUO2 are lower compared
with the clusters at 117 µgH / gUO2, all clusters have either a favourable or a
marginally unfavourable binding energy, with the exception of DIx2 (cluster 17).
This suggests that as the hydrogen concentration increases, the clustering of defects
(H and Oi) becomes more favourable, and that reversible and irreversible hydrogen
traps may also depend on the local hydrogen concentration.
Table 7.3: Final hydrogen oxygen defect cluster configurations, an arrow denotes
where a change in the initial oxygen cluster geometry has occurred. ∆V is the change
in calculated volume compared to stoichiometric UO2, U
5+ defect concentration,
solution and binding energies per hydrogen and number of strong, medium and
weak hydrogen bonds at 351 µgH / gUO2.
Cluster Configuration ∆V / H (A˚3)
[U5+] (mgU5+ / gUO2) Energy / H (eV) Hydrogen Bonds
NN NNN Solution Binding Strong Medium Weak
15 LIx2 4.64 0 28 -0.97 0.36 0 3 7
16 LW2O
′,O′′
222 → LIx2 5.28 0 28 -0.86 0.25 0 1 12
17 DIx2 6.02 0 28 -0.42 -0.19 0 5 3
18 LWO
′,2O′′
222 5.43 0 28 -0.78 0.17 0 2 10
19 DWO
′,2O′′
222 5.76 0 28 -0.59 -0.02 2 1 5
20 DW2O
′,O′′
222 6.02 0 28 -0.58 -0.03 3 0 4
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Figure 7.5: Final configurations of clusters at 351 µgH / gUO2. U
4+/U5+ not
shown for clarity, lattice oxygen shown in red, Oi in green, VO shown in purple
and hydrogen shown in orange. Bonds have been drawn to highlight defect cluster
geometries.
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7.3.4 H-O clusters at 467 µgH / gUO2
467 µgH / gUO2 is the highest hydrogen concentration considered in this work. To
achieve this concentration, we added four hydrogen species into the simulation cell,
which allowed all the U5+ introduced by the excess oxygen to be reduced to U4+.
The most stable cluster is based on the W222 geometry as it was in the case of 234
µgH / gUO2. There is a clear preference within the W222 clusters (Figure 7.6a,
7.6b), for the hydroxyl groups to point externally towards lattice oxygen ions rather
than to other defect cluster Oi (cluster 22). The reason for this preference is due to
a shortening of the O’-O” distances when hydrogen species are between the oxygen
ions of the defect cluster. The more stable cluster, (cluster 21 - Figure 7.6a), has
O’-O” distances of 2.34 A˚, 2.36 A˚, 2.50 A˚ and 2.62 A˚, whereas cluster 22 (Figure
7.6b) has distances of 2.35 A˚(x2), 2.43A˚ and 2.44 A˚.
As stated in the UO2+x model section, the I
x
2 cluster only has three defect oxygen.
For this reason, the fourth hydrogen was placed in close proximity to the VO site of
the defect cluster. In the case of cluster 24, the H-O cluster relaxed into 3 hydroxyl
groups and 1 hydride species, and adopted a split tri-interstitial cluster geometry
(Ix3) as shown in Figure 7.1c. As a result of the formation of the hydride species,
not all the U5+ were reduced to U4+. This configuration is also the only one which
has an unfavourable formation energy at this hydrogen concentration.
In the case of cluster 23, the Ix2 cluster geometry was retained, all U
5+ introduced
by the excess oxygen, were reduced to U4+, and two hydroxyl and one water molecule
were formed (Figure 7.6c).
At 467 µgH / gUO2 all the clusters with favourable formation energies also had
favourable binding energies, suggesting that once the concentration is high enough
only irreversible trapping will occur.
Table 7.4: Final hydrogen oxygen defect cluster configurations, an arrow denotes
where a change in the initial oxygen cluster geometry has occurred. ∆V is the change
in volume calculated compared to stoichiometric UO2, U
5+ defect concentration,
solution and binding energies per hydrogen and number of strong, medium and
weak hydrogen bonds at 467 µgH / gUO2.
Cluster Configuration ∆V / H (A˚3)
[U5+] (mgU5+ / gUO2) Energy / H (eV) Hydrogen Bonds
NN NNN Solution Binding Strong Medium Weak
21 LW2O
′,O′′
222 5.88 0 0 -0.79 0.39 0 2 14
22 DW2O
′,O′′
222 6.21 0 0 -0.50 0.10 4 0 6
23 LIx2 5.41 0 0 -0.60 0.20 0 6 6
24 DIx2 → DIx(3) 3.35 28 28 0.09 -0.50 1 4 4
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Figure 7.6: Final configurations of clusters at 467 µgH / gUO2. U
4+/U5+ not
shown for clarity, lattice oxygen shown in red, Oi in green, VO shown in purple
and hydrogen shown in orange. Bonds have been drawn to highlight defect cluster
geometries.
7.3.4.1 Effect of Hydrogen on Defect Cluster Energetics
Fig. 7.7 shows the solution and binding energies per hydrogen species as a function
of hydrogen concentration for the most stable configurations of LIx2 ,
DIx2 ,
LW222
and DW222. For every system, with the exception of one, addition of hydrogen to
the oxygen defect cluster resulted in favourable solution energies, although these
become less favourable with increasing hydrogen concentration and the effect is
more pronounced in LIx2 ,
DIx2 and
LW222 than
DW222 (Fig. 7.7). Additionally, defect
configurations with a hydrogen bonding network formed with lattice oxygen atoms
(Fig. 7.7a and 7.7c) are always favoured compared to those with a hydrogen bonding
network formed within the interstitial oxygen (i.e. that belonging to a defect cluster)
(Fig. 7.7b and 7.7d). The preference for defect clusters over isolated point defects
is expressed by the binding energy. This is generally unfavourable at low hydrogen
concentrations (117-234 µgH / gUO2) and becomes increasingly favourable at higher
concentrations (351-467 µgH / gUO2). At the highest concentration (467 µgH /
gUO2) all clusters with favourable solution energies also have favourable binding
energies (Fig. 7.7). There is no straightforward correlation between stability of the
clusters and the total number of hydrogen bonds (Fig. 7.7 and Tables 7.3 - 7.6). It
appears that as the hydrogen concentration increases the number of hydrogen bonds
per hydrogen decreases with the exception of LW222 clusters (Fig. 7.7c).
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Figure 7.7: Solution energy per hydrogen (Red Triangles), binding energy per
hydrogen (Blue Squares) and total number of hydrogen bonds per hydrogen (Black




DW222 (7.7d) defect configurations.
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7.3.4.2 Effect on Uranium Oxidation
It is widely accepted that the oxidation of UO2 is accompanied by oxygen hypersto-
ichiometry and a contraction in volume due to the oxidation[22, 23, 51, 65, 84] of
U4+ → U5+. The Ix2 , the only stable cluster at low partial pressure of oxygen, in-
deed shows a contraction (Fig. 7.8 - green triangle). Upon hydrogenation of oxygen
defect clusters, our results show that the reduction of U5+ to U4+ is accompanied
by an expansion of the lattice. This seems to take a relatively linear relationship as
a function of hydrogen concentration (Fig. 7.8).
Figure 7.8: The Willis (Red Squares) and split di-interstitial (Blue Diamonds)
configurations volume change compared to UO2 for the range of hydrogen concen-
trations considered in this work. The volume of UO2.06 was taken as that of the split
di-interstitial with no hydrogen. The green triangle is the volume change compared
to UO2 for a split di-interstitial with no hydrogen present.
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7.3.5 Thermodynamic Distribution of Defect Clusters
We suggest that these results can be used to infer which defect clusters maybe
reversible and irreversible traps. Where reversible traps have a favourable solution
energy and an unfavourable binding energy, whereas for an irreversible trap both
energies are favourable. As the local concentration of hydrogen increases, there is a
clear shift from reversible, which dominates at the lowest concentration 117 µgH /
gUO2, to irreversible trapping, independent of cluster type (Fig. 7.9).
(a) 117 µgH / gUO2 (b) 234 µgH / gUO2
(c) 351 µgH / gUO2 (d) 467 µgH / gUO2
Figure 7.9: Defect Cluster Probability at varying concentrations. The probability
of the different defect cluster configurations occurring at a range of temperatures,
the probability has been calculated relative to the most stable cluster for each con-
centration. The defect configurations are considered in terms of the base oxygen
cluster geometry (W222 or I
x
2 ) and if the reversibility of the cluster. Reversible W222
shown in green, irreversible W222 in blue, reversible I
x




While we cannot compare our data directly with experimental detrapping data
[42, 44], as this accounts for kinetic parameters, it is intriguing that the experimen-
tal models suggest that hydrogen dissolved in UO2 is not released by a diffusion
controlled process. The desorption curve for UO2 single crystal shows a small peak
at ≈1100 K and a large peak at ≈1700 K, associated with desorption energies of 80
and 210 kJmol−1 respectively [44]. This precludes hydrogen diffusion via interstitial
sites in the UO2 lattice and supports the idea that hydrogen is bound to discrete
sites, as we see in our model structures. These hydrogen traps (although the ex-
130
Chapter 7 7.4. CONCLUSIONS
perimental work cannot determine the nature of them) will be characterised by a
binding energy and a rate constant of release.
Although we have calculated the binding energies for hydrogen to oxygen defect
cluster in UO2, we have no information on the rate constants for hydrogen release,
which depend on temperature and the nature of the cluster. When considering a
thermodynamic distribution that accounts for hydrogen traps at all hydrogen con-
centrations (Fig. 7.10), irreversible trapping (i.e. positive binding energy) appears
at temperatures higher than 900 K and is slightly more likely to be based on the
Willis geometry (1.3 % at 1000 K and 5 % at 2000 K) compared to the split di-
interstitial (0.3 % at 1000 K and 3.5 % at 2000 K). Up to 10 % of irreversible
hydrogen traps appear at 2000 K, whereas the majority (up to 90 %) of hydrogen
traps will still be reversible and based on the Ix2 cluster (Fig. 7.10). As the ir-
reversible traps are stabilised by a more complex hydrogen bonding network, they
are more stable at higher hydrogen concentrations and thus their thermodynamic
distribution increases with temperature, contrary to the reversible traps that are
mainly oxygen-hydrogen clusters with low hydrogen concentration.
Figure 7.10: Defect Cluster Probability. The probability of the different defect
cluster configurations occurring at a range of temperatures, the probability has
been calculated relative to the most stable cluster for all concentrations. The defect
configurations are considered in terms of the base oxygen cluster geometry (W222 or
Ix2 ) and if the reversibility of the cluster. Reversible W222 shown in green, irreversible
W222 in blue, reversible I
x




These calculations show that the presence of hydrogen greatly affects the oxygen
defect chemistry of UO2, altering the stability of oxygen defect clusters as a function
of hydrogen content. The most crucial and significant finding is that hydrogen is
found to stabilise the 2:2:2 Willis cluster, over the inherently more stable split di-
interstitial cluster. The stabilisation of a W222 cluster in the presence of hydrogen,
is of particular note, as this cluster has never been found to be stable, unless as a
chain of Willis clusters at high partial pressure of O2.
The calculations in this chapter show that hydrogen strongly affects the structure
and energetics of oxygen defect clusters in hyperstoichiometric UO2. The analysis
used here defines a thermodynamic route to determine reversible and irreversible
hydrogen traps. Reversible traps are identified by a favourable solution energy and
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unfavourable binding energy, associated with the formation of the hydrogen-oxygen
cluster; whereas irreversible traps are characterised by both energy contributions
being favourable. Showing that there are stable local regions (i.e. oxygen defect
clusters) that can trap and sustain high local hydrogen concentrations despite a low
overall hydrogen concentration in the sample. The use of an ab initio approach
allows for quantitative measurement of the population of hydrogen traps, which
changes as a function of hydrogen concentration and temperature. This will enable
the prediction of microscopic properties such as the dynamics of hydrogen-defect
complexes and microstructural changes under non-equilibrium conditions that can
arise in service due to the presence of extreme environments (e.g. radiation, tem-
perature).
The stabilisation of Ix2 and W222 clusters is strongly dependent on local hydrogen
concentration and that the presence of very small amounts of hydrogen within the
oxygen cluster is sufficient to radically change the nature and structure of the cluster
(as little as a single hydrogen interstitial per defect cluster). This is also likely to
apply to the larger oxygen defect clusters, though a more compete survey is required
before this can be confirmed.
The result of this study indicates that if safe and successful strategies for con-
trolling the evolution of the nuclear fuels are to be devised, a greater advance in
experimental and computational techniques has to be developed to gain insights
into the structure and defect chemistry of the material. As most long term storage
strategies consider the evolution of the fuel matrix based on the oxygen conditions
and not how these are affected by the presence of other impurities.
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Uranium hydride (UH3) is a pyrophoric [113] material which can form in the long
term storage of waste nuclear material [376, 377], particularity uranium metal. As
such it has received the attention of a number of experimental studies, but has been
hampered by being very unstable in air and hence it is far less well characterised
than the oxides of uranium. Thus the aim of the work in this chapter is to gain
insight into the electronic structure, bonding and stability of this material, with
the ultimate objective of investigating its reactivity with oxygen. However, in order
to compare with the previous work in this thesis on hydride in UO2 this chapter
starts with the details of the convergence testing and how the calculated properties
compare to experimental values. Although a study of reactivity is beyond the scope
of this thesis, the effect of oxygen on the stability is assessed by evaluating the
substitution of oxygen atoms onto the hydride sites. However, before the results are
discussed and compared to experiment the available literature on UH3 is reviewed.
8.1 UH3 Literature Review
One of the major concerns of long term spent nuclear fuel storage is the integrity
of the fuel matrix over extended time periods. This is especially important for the
Magnox style reactors which use uranium metal rather than an oxide based fuel
source. The formation of unwanted phases, such as uranium hydride (UH3), in
the fuel matrix can lead to stress on the fuel matrix due to the difference in lattice
parameters between the oxide, hydride and metal [36, 278, 378]. Additionally, UH3 is
a pyrophoric [113] material, therefore understanding the process of hydride formation
and how it can be prevented is of importance to the nuclear industry.
Uranium metal is typically covered by a passivating layer of UO2. This passivat-
ing layer protects the underlying metal and reduces the rate at which the hydriding
of the metal occurs. The protection provided is dependent on the oxide thickness
and the presence of defects, e.g. grain boundaries, within the oxide layer [39, 40].
Despite the protection offered by the oxide layer hydriding of the underlying metal
still occurs.
Unlike the uranium oxygen system where there are multiple different phases [19],
only two different crystalline of UH3 have been identified; α- and β-UH3. Both of the
reported uranium hydride phases are tri-hydrides. The uranium hydrogen system
does not exhibit the multitude of phases seen in the uranium oxygen system despite
the availability of multiple oxidation states. This is even in contrast with other
actinide hydrides which exhibit multiple different hydride phases e.g. AmHx (x =
1-3) [379], ThH2 and Th4H15 [380], PuH2 and PuH3 [381].
Structurally, α-UH3 has two formula units per unit cell [382], where the uranium
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ions occupy body centred cubic positions. Each uranium ion is surrounded by twelve
equidistant hydride ions which form an icosahedron around the uranium ion (Figure
8.1a). β-UH3 has eight formula units per unit cell [378], with two distinct uranium
sites. Two uranium ions (UI sites) occupy body centred cubic positions as in the
α phase. The remaining six uranium ions (UII sites) occupy face centred cubic
positions. Figure 8.1b shows the two different uranium sites in β-UH3. Uranium
ions at both sites are surrounded by twelve hydride ions. For the UI sites these are
all equidistant, as is the case for α-UH3, at 2.264 A˚, whereas for the UII sites the
hydride ions are further away and have two sets of distances, four at 2.344 A˚ and




Figure 8.1: Crystal structures of α-UH3 (8.1a) [382] and β-UH3 [378]. For α-UH3
uranium ions are shown in blue and hydrogen in white. For β-UH3 the UI sites
shown in blue and the UII sites shown in yellow, green and black. Only the uranium
ions are shown in Figure 8.1b and the polyhedron of hydrogen around the uranium
ions is shown in Figure 8.1c.
Recent work has suggested that under storage conditions α-UH3 [376] is the
dominate hydride phase. This is despite the α phase being unstable relative to the
β phase, proposed on the basis of the irreversible transition occurring upon heating
[382]. This poses a challenge in experimentally determining the properties of the
relevant hydride as experimentally a pure α-UH3 phase has never been synthesised.
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The best reported sample of α-UH3 is a 1:1 ratio of α-UH3:β-UH3. However, while
it is not possible to prepare a pure binary hydride phase, addition of Zr results not
only forming pure α phase but also the resulting material, (UH3)1−xZrx, is air stable
[383].
The inability to synthesise pure α-UH3 means there is still uncertainty in the
nature of its electronic and magnetic properties. Experimental work to determine the
magnetic moment of α-UH3 has observed a magnetic ordering temperature (≈170 K)
that coincides with that of the β hydride [383, 384], and a magnetic moment of
0.9 µB. However, a later neutron study found that α-UH3 was non-magnetic down
to 15 K [385]. This was questioned by the work of Tkach et al. [383] who found for
the Zr stabilised α-UH3 the magnetic moment was 1 µB. Therefore, the magnetic
nature of α-UH3 is still to be fully resolved. However, there is some consistency
in the limited literature to report magnetic values, where α-UH3 is predicted to
be magnetic the magnitude of the magnetic moment is ≈1 µB [383, 384]. The
theoretical study of Taylor [386] showed that the magnetic moment predicted was
sensitive to volume, where small changes in the volume could lead to significantly
different predicted magnetic moments.
In contrast due to its relative stability and ability to be synthesised as a pure
phase, β-UH3 is much better characterised and studied. There have been several
reports of the magnetism in β-UH3 with the magnetic field measurements record-
ing values between 0.86 - 1.18 µB [387–390]. These values are all lower than those
that come from neutron or NMR measurements, where the measured values are in
much closer agreement with each other at 1.45 ± 0.11 µB [378, 391, 392]. There
are a number of reasons why the measured magnetic moments using magnetic fields
are lower than those of the neutron measurement; firstly magnetic actinide com-
pounds can exhibit large anisotropy, secondly the measured value comes from an
extrapolation of experimental measurement and finally, Henry [388] also suggests
that hydride exhibits a quasi-metallic behaviour which leads to a lower measured
moment. Interestingly, despite the symmetrical inequivalence of the uranium sites
in β-UH3 they are reported to be magnetically equivalent [378].
Although the magnetism of β-UH3 is characterised, the charge state of the ura-
nium ions is less clear, which is likely due to the itinerant nature of the electrons
in the hydride [390]. Formally, with a hydride carrying a charge of -1 the ura-
nium ion would be expected to be in the +3 oxidation state. However, examining
the literature, values of the oxidation state have been reported from the +2 to +5
[386, 393–395]. Allen even suggests that the oxidation state of the uranium ions is
as low as +1.4 [395], with a high degree of covalancy present in the hydride. The
reason for this uncertainty in the oxidation state of the uranium ions is likely due to
the metallic nature of the hydride. This is seen in the experimental DOS spectrum,
measured with XPS, where the DOS for the hydride is much closer to that of ura-
nium metal than UO2 [396]. Part of the reason for the wide ranging set of values for
the oxidation state of uranium in the hydride could be due to the sensitivity of these
properties to the volume. DFT calculations have shown that the electronic structure
is sensitive to the volume, with small volume changes causing a large change in the
predicted DOS spectrum [386].
Thus, the metallic nature of the hydride and the resulting itinerant electrons,
along with the sensitivity to the volume, suggest that the oxidation state of the
uranium ions is less clearly defined, than the oxide. This implies that the oxida-
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tion state is potentially a non-integer value and somewhere between +2 and +3,
depending on conditions.
In addition to the studies to determine the properties of pure uranium hydride
phases, the hydriding of uranium metal is also an area of focused research effort,
in order to determine the process by which the hydride phase forms. When clean
uranium metal is exposed to a hydrogen atmosphere hydride formation occurs [395],
however the hydride does not form evenly across the whole surface [397]. Instead
regions of surface defects act as initiation sites for the formation of the hydride.
The rate of hydride formation is also determined by the presence of an oxide over-
layer, where the thicker the oxide over-layer the slower the rate of hydride formation
[41]. In oxidising conditions uranium metal shows significant hydriding at grain
boundaries [398], with an increase of three orders of magnitude in probability of
hydriding occurring. This gives an explanation as to why the hydride occurs at
the metal oxide interface. The oxide layer is stable with respect to reaction with
hydrogen, so the hydrogen has to pass through the oxide layer and when it reaches
a defective region (i.e. the metal oxide interface), the uranium metal is reactive
enough for the hydride to form. This leads to the propagation of the hydride along
the grain boundary.
The rate that the hydride forms controls how much of the α or β phase is formed.
A slower rate of formation results in more of the β hydride forming [399]. There are
a number of studies which suggest that the rate limiting step in hydride formation
is the formation of the α hydride phase [386, 399]. Therefore, even though α-UH3 is
unstable and will convert to β-UH3 it is likely to be present and hence its properties
need to be considered. Additionally, there is work which shows under long term
storage conditions [376] α-UH3 is the most dominate hydride phase. Whilst the α-
UH3 may be the dominant phase under storage conditions, β-UH3 will still be present
and the rate of β-UH3 with water has been shown to be increased by the presence
of α-UH3 [377]. This leads to a further imperative to understand the properties of
both hydride phases.
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8.2 Convergence Tests
As UH3 is much closer in nature to uranium metal rather than the oxide, this requires
a greater k -point density in order to accurately simulate its properties. This section
will detail the k -point and convergence tests for both phases of UH3. For both
phases the energy cut-off was varied from 400 - 900 eV with k -point meshes from
4x4x4 - 18x18x18. Figure 8.2 shows the results for the convergence testing. In order
to select parameters to use for the calculations the results will also be considered in




Figure 8.2: Results of convergence testing for α-UH3 and β-UH3.
The results show that while a cut-off of 500 eV is sufficient for the α phase
convergence, it is not for the β phase. Therefore, for both phases a higher cut-off
energy of 600 eV has been selected as very good convergence is achieved for both
phases. The final consideration is the k -point mesh to use for each phase. In order to
have similar k -point densities for both phases k -point meshes which give the closest
densities have been chosen. For α-UH3 this is a 5x5x5 k -mesh and a 8x8x8 k -point
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mesh for β-UH3. This give k -point densities of 0.13 k -point/A˚
3 and 0.11 k -point/A˚3,
respectively.
8.3 Methodology Assessment
Having established suitable cutoff parameters for UH3, the suitability of the PBE+U
methodology for determining the properties of UH3 needs to be established. Due
to the metallic nature of the hydride the presence of the Hubbard coefficient may
result in incorrect properties being predicted. This will be assessed by consideration
of predicted lattice parameters, DOS and hydrogen point defects with and without
the inclusion of a Hubbard coefficient and SOC.
Table 8.1 compares the predicted lattice parameters and volume for both α-
and β- UH3, using the PBE functional, with and without inclusion of the Hubbard
coefficient. As can be seen the PBE functional slightly underestimates the lattice
parameter, while when the Hubbard coefficient is included there is a small expansion
to the lattice predicted. α-UH3 has a smaller volume per UH3 compared with β-UH3
and this is reproduced in the calculations for both PBE and PBE+U.
The energy per UH3 is very similar for the PBE functional, with only a 0.02 eV
difference in favour of the β hydride. This would suggest that both the α- and β-
hydrides are of very similar stability, but, it does not explain why the transition
from α-UH3 to β-UH3 is reported as irreversible [382]. When a Hubbard coefficient
is included, in the calculation, the difference in energy increase to 0.43 eV, in favour
of β-UH3. This would suggest that there is more of an energetic driving force to
convert from α-UH3 to β-UH3.
Both PBE and PBE+U give reasonable structural agreement with experiment
for both α- and β- UH3, however one of the other major effects of including a
Hubbard coefficient is on the localisation of the electrons. UH3 is metallic in nature
and the DOS spectrum is much closer to that of U metal rather than the oxide
[396]. Figure 8.3 shows the predicted partial DOS for both α- and β- UH3, using
the PBE functional with and without the inclusion of a Hubbard coefficient. All of
the DOS predict metallic behaviour, though as would be expected the inclusion of
the Hubbard coefficient results in suppression of these states. The pDOS also shows
that the states present at the Fermi level are predominately from Uf states with
some Ud states, while the hydrogen states are much lower in energy.
Overall the PBE+U functional reproduces the structural parameters of both
hydride phases, with a small expansion as is typically seen for GGA+U approaches.
Importantly the metallic nature of the hydride is retained with the inclusion of the
Hubbard coefficient. Although the number of states are suppressed for the PBE+U
when compared to the PBE calculation.
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Table 8.1: Experimental and calculated properties for α- and β- UH3 using the
PBE functional with and without a Hubbard coefficient. The number in parenthesis
is the percentage variation from the experimental value.
α-UH3
Experiment [382] PBE PBE+U
Energy per UH3 (eV) - -22.52 -20.13
a (A˚) 4.160 4.14 (-0.6) 4.22 (1.5)
b (A˚) 4.160 4.14 (-0.6) 4.22 (1.5)
c (A˚) 4.160 4.14 (-0.6) 4.22 (1.5)
Volume (A˚3) 71.99 70.81 (-1.6) 75.28 (4.6)
Volume per U (A˚3) 35.99 35.40 (-1.6) 37.64 (4.6)
β-UH3
Experiment [378] PBE PBE+U
Energy per UH3 (eV) - -22.54 -20.56
a (A˚) 6.643 6.60 (-0.6) 6.77 (1.9)
b (A˚) 6.643 6.60 (-0.6) 6.77 (1.9)
c (A˚) 6.643 6.60 (-0.6) 6.77 (1.9)
Volume (A˚3) 293.15 288.02 (-1.9) 310.17 (5.8)

































Figure 8.3: Partial density of states for α-UH3 and β-UH3 using the PBE functional with and without the inclusion of a Hubbard
coefficient.
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Having considered the effect of including a Hubbard coefficient on the structural
and electronic properties of uranium hydrides, now the effect on the defect energetics
will be considered. To investigate the effect on the defect energetics either a hydrogen
vacancy (VH) or hydrogen interstitial (HI) were generated in a 2x2x2 expansion of
the α-UH3 unit cell or the β-UH3 the cell, both defects are charge neutral. For
β-UH3 the cell was not expanded as this results in a simulation cell which is too
expensive to calculate in a reasonable amount of time. While this results in a
relatively large defect concentration as the aim is to compare between PBE and
PBE+U the defect concentration will be the same for both systems. Uranium
defects were not considered as this would result in a ±0.2 change of stoichiometry
in the largest simulation cell used for the hydride.
The formation energies of hypo- and hyper- stoichiometric UH3 were calculated
according to Equations 8.1 and 8.2 respectively.








Table 8.2 shows the results for charge neutral intrinsic hydrogen point defects
placed in a 2x2x2 expansion of the α-UH3 unit cell and a β-UH3 unit cell. For
α-UH3 the PBE functional predicts that the hydrogen vacancy will cause a contrac-
tion of the lattice and a hydrogen interstitial will cause an expansion. Both defects
have unfavourable formation energies, with the hydrogen vacancy being significantly
larger than the hydrogen interstitial. Similar behaviour is seen when the Hubbard
coefficient is included in the calculations, a contraction (albeit very minor) and an
expansion are predicted for the vacancy and interstitial, respectively. Though this
is much reduced compared to the PBE prediction, this can be ascribed to the sto-
ichiometric hydride having a large predicted volume using PBE+U compared with
PBE meaning that there is less of a contraction or expansion needed to accommo-
date the defect. The formation energies calculated using PBE+U similar to PBE
are both large positive numbers, however, the order of the two defects has swapped.
The hydrogen interstitial is now predicted to be less favourable that the hydrogen
vacancy.
Examining the literature there is no available experimental values for the for-
mation energy of HI defects, but there is data for the hydrogen vacancy formation
energy. This is reported to be 69 ± 1 kcal/mol [400, 401], which corresponds to a
value of 3 eV. This is significantly larger than the predicted value of the VH energy
for α-UH3. The stoichiometry of the hydride used in these calculations is at the
limit that is reported experimentally, so this much lower energy cannot be readily
attributed to a difference in vacancy concentration between experiment and theory.
A potential explanation is that due to the elevated temperatures used in the ex-
periment there was no α-UH3 present and the calculated vacancy formation energy
is for β-UH3. It has been reported that at elevated temperatures (>250
◦C) that
α-UH3 will irreversibly convert into β-UH3 [382].
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Table 8.2: Calculated formation energy (EF ), lattice parameter and change in
volume (∆V) for charge neutral intrinsic hydrogen point defects in a 2x2x2 expansion
of the α-UH3 unit cell and the β-UH3 unit cell. Calculated using the PBE functional
with and without a Hubbard coefficient. ∆V is calculated relative to the predicted
volume for the stoichiometric hydride and is the total volume change.
PBE
α-UH3 β-UH3
Defect VH HI 2VH VH HI
Stoichiometry UH2.94 UH3.06 UH2.75 UH2.88 UH3.12
EF /H (eV) 0.90 0.60 0.91 0.91 1.35
a (A˚) 8.22 8.24 6.56 6.60 6.63
b (A˚) 8.27 8.33 6.58 6.58 6.67
c (A˚) 8.27 8.24 6.60 6.61 6.66
∆V (A˚3) -1.56 1.60 -3.00 -1.15 6.61
PBE+U
α-UH3 β-UH3
Defect V H HI 2V H V H HI
Stoichiometry UH2.94 UH3.06 UH2.75 UH2.88 UH3.12
EF /H (eV) 0.77 1.01 -0.52 -1.92 0.22
a (A˚) 8.67 8.77 6.91 6.91 6.94
b (A˚) 8.66 8.59 6.93 6.92 6.93
c (A˚) 8.59 8.57 6.92 6.92 6.86
∆V (A˚3) -0.03 0.48 21.55 21.11 20.10
For β-UH3, using the PBE functional, similar to the α-UH3 calculations, both
the vacancy and interstitial calculations have unfavourable formation energies and a
predicted volume contraction and expansion respectively. The predicted expansion
is much larger than for the α-UH3 equivalent, this can be attribute to the larger
defect concentration in the β-UH3 calculation.
In contrast, for the PBE+U calculation the most striking result of the calcula-
tions is that a single hydrogen vacancy is predicted to be significantly more stable
than the stoichiometric hydride. In order to determine if this was the most sta-
ble configuration a second vacancy was added to the system. The system with two
hydrogen vacancies is less favourable than the single hydrogen vacancy system, how-
ever, it is still more favourable that the stoichiometric hydride, using the PBE+U
functional. Calculating the properties of two vacancies using the PBE functional
without the Hubbard coefficient predicts this to be more unfavourable than the
mono-vacancy, with a volume contraction which is larger by a factor of 2.6.
One of the most significant differences between the PBE and PBE+U calcula-
tions is that a very large volume expansion predicted for single hydrogen vacancy
and then this only increases by 0.44 A˚3 on the addition of a second vacancy. This
volume expansion comes from the change in the uranium ions the presence of a va-
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cancy causes. For the stoichiometric calculation the uranium ions have an average
magnetic moment of 2.60 µB, suggesting a charge state that is some where between
U3+ and U4+. By comparison the average magnetic moment for the single vacancy
calculation is 2.94 µB, which is indicative of a U
3+. Therefore, the large volume
expansion that occurs from the introduction of a hydrogen vacancy is due to the
uranium ions increasing in volume.
This leads to needing to consider the magnetism of the uranium ions. β-UH3 is
reported to have a magnetic moment of 1.45 ± 0.11 µB [378] which is the same for
both of the two symmetrically inequivalent uranium sites. For α-UH3 the magnetism
is less well defined, with reports of α-UH3 being non-magnetic down to 15 K [385]
using neutron diffraction, though more recent study using Zr to stabilise α-UH3
suggests that there is a magnetic moment of approximately 1 µB [383]. Thus there
is still a debate as to whether both phases of the hydride have similar magnetic
properties [383–385, 393].
Table 8.3 gives the predicted magnetic moments for both the α- and β- hydride
calculations, using the PBE functional with and without a Hubbard coefficient. For
both hydride phases using the PBE (without the Hubbard coefficient) the average
magnetic moment per uranium ion is around 2.5 µB, this is also not significantly
affected by the presence of hydrogen defects. Another key factor for β-UH3 is there
is a clear distinction between the two uranium sites, in contrast to experimental
reports [378].
Table 8.3: Average predicted magnetic moments for the uranium ions in both α-
and β- UH3. For β-UH3 the average for the UI and UII is also shown.
PBE
α-UH3 β-UH3
Stoichiometry UH2.94 UH3 UH3.06 UH2.75 UH2.88 UH3 UH3.12
UI (µB) - - - 2.32 2.33 2.32 2.30
UII (µB) - - - 2.44 2.48 2.52 2.47
Average (µB) 2.48 2.51 2.48 2.41 2.44 2.47 2.43
PBE+U
α-UH3 β-UH3
Stoichiometry UH2.94 UH3 UH3.06 UH2.75 UH2.88 UH3 UH3.12
UI (µB) - - - 2.91 2.85 2.85 2.81
UII (µB) - - - 3.02 2.97 2.51 2.69
Average (µB) 2.89 2.86 2.81 3.00 2.94 2.60 2.72
In contrast for the PBE+U calculation a larger magnetic moment per uranium
ion is predicted, this is much close to a value of 3, which is what would be expected
for an ion with three unpaired electrons using the spin only approximation. This
value is much larger than experimental, however in these calculations the orbital
component of the magnetism is not considered, inclusion would result in a reduction
of the moment for each ion.
The most significant result of introducing a hydrogen vacancy on the magnetism
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of the uranium ions is that there is now very good agreement between the predicted
magnetic moments for both of the uranium sites. This, coupled to being the most
stable β-hydride calculated, would suggest that there is some degree of hypostoi-
chiometry for β-UH3. It is unlikely to be as high as has been used here and it would
be useful to use larger simulation cells to observe if a lower vacancy concentration
would have a similar effect.
The hypostoichiometry of the β-hydride being predicted to be more favourable
offers some insight into the work of Libowitz [400–402], who reported pressure-
composition isotherms showing hypostoichiometric UH3, at elevated temperatures.
Due to the significant temperature differences (between theory and experiment),
and both of the hydrogen vacancy concentrations used representing extreme H/U
stoichiometry, it is difficult to compare directly with experiment. Therefore, it
may be possible that β-UH3 is intrinsically defective, though this may only occur
at elevated temperatures. As the PBE+U calculations predicts that β-UH2.88 is
energetically more favourable than β-UH3 it is important to check how this affects
the DOS. Figure 8.4 shows the pDOS for β-UH2.88, the presence of the V H has not
caused a loss of the metallic nature and there is a combination of f and d states
above the Fermi level, while the main contribution below the Fermi level is from the
f states. This is in contrast to the β-UH3 pDOS (Figure 8.3d) which predicts the
main contribution is from the f states above and below the Fermi level.
Figure 8.4: Partial DOS for β-UH2.88. The Fermi energy has been set to 0 eV.
This presents an interesting direction for future research, exploring the effect
of vacancy concentration on predicted properties, the effects and importance of
including SOC and including varying values for the Hubbard coefficient.
Overall, for this research the inclusion of a Hubbard coefficient results in an
expansion of the lattice parameters, quite significantly for the β-hydride vacancy
calculation, however this is due to an increased localisation of the electron on the
uranium ions resulting in all the uranium ions increasing in size. The other effect of
the hydrogen vacancy is that there is now agreement between the two symmetrically
distinct uranium sites in β-UH3. This is only achieved with the inclusion of the
Hubbard coefficient. Additionally, the inclusion of a Hubbard coefficient results in
a suppression of the number of states in the DOS, when compared to the PBE
calculation without the Hubbard coefficient as would be expected but crucially does
not result in the loss of a metallic nature.
Thus, while the PBE+U approach used here may not be the most appropriate
simulation criteria if the interest was purely in the hydride without considering any
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other phase, it still results in a suitable enough model of the hydride to allow for
comparison with the oxide calculations of this work. The next section will now use
this simulation methodology to explore the oxidation of uranium hydride.
8.4 Oxidation of Uranium Hydride
The main focus of this work is to examine hydrogen defects in uranium dioxide, in
order to build an understanding of the process of how uranium hydride forms at the
uranium metal/oxide interface. As mentioned previously this is of concern due to
the pyrophoric nature of UH3, which leads to the formation of UO2 under oxidising
conditions. Therefore, in order to explore the formation of UO2 from the oxidation
of UH3 we examine whether it forms via an oxy-hydride. This will allow for a model
of UH3 oxidation to be developed.
In order to achieve this goal, the Madelung energy of the hydride sites was
calculated in the METADISE code and for each unique hydride site an oxygen
atom replaced the hydride [371]. The most stable defect configuration was then
determined using VASP and the process repeated, with the lowest energy system
determined from the DFT calculations. The reason for this approach was to reduce
the vast number of calculations for all possible configurations, for the oxidation of
UH3, to a reasonable number for which the properties could be calculated. In this
chapter only the results of the most stable configuration, at each oxygen defect
concentration, are reported, the complete results for all configurations are available
in Appendix C. In order to make the calculated energies more easily comparable
to experimental values water was chosen as product rather than hydrogen gas as
the product of oxidation of UH3 is UO2 and water [113]. UH2.88 (i.e. 1V H) was
chosen as the starting hydride rather than UH3 as the hypostoichiometric hydride
was predicted to be more stable that the stoichiometric hydride. This gives the




O2 → UH3−yOy + nH2O (8.3)
The defect formation energy was then calculated according to Equation 8.4.




Table 8.4 summarises the calculated properties for uranium hydride at varying
oxygen defect concentrations. One of the most notable results is the large and
negative values of the formation energy for all the different oxygen concentrations.
Given the pyrophoric nature of UH3 this qualitatively agrees well with experiment
and should perhaps not be that unexpected. The formation energy increases per O as
the oxygen concentration increases, indicating that the reaction is more favourable
at higher oxygen concentrations and there is no barrier to the oxidation of the
hydride. There appears to be no discernible relationship between the volume and
oxygen concentration. As the most favourable configuration for UH2.75O0.25 was
the only calculation to predict a volume expansion and in the UH2.63O0.37 set of
calculations there was an alternation of volume expansion and contractions which
does not correlate to the relative energy ordering of the calculations (Appendix C).
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Table 8.4: Calculated formation energies, volume change and number of U4+ de-
fects in UH3−xOx with varying oxygen concentrations. β-UH2.88 has been include as
a reference. The change in volume (∆V) is calculated relative to β-UH2.88.
UH2.88 UH2.88O0.12 UH2.75O0.25 UH2.63O0.37
EF / O (eV) 0.00 -4.34 -4.68 -4.94
a (A˚) 6.91 6.92 6.95 6.92
b (A˚) 6.92 6.90 6.91 6.92
c (A˚) 6.92 6.91 6.92 6.90
∆V / O (A˚3) 0.00 -1.17 0.40 -0.22
Number of U4+ 0 1 2 3
From these results, if the trend of uranium oxidation continues, then in order
to achieve complete oxidation of the U3+ ions to U4+ only 8 oxygen atoms would
be required, an O/U ratio of 1:1. This suggests that the U3+ oxidation state is
particularly reactive and will easily be converted to a higher, more stable, oxidation
state. This is further supported by the lack of any hypostoichiometric oxide phases
(UO2−x), which would require the presence of U3+ ions.
All of the configurations considered had significantly favourable formation ener-
gies, which is relatively unaffected by the configuration of the uranium ions that were
oxidised. The largest difference in relative energy was 0.25 eV per defect oxygen
(Table C.2).
Examining the data set above allows for some general trends to be extracted as
to the nature of which uranium ions will be preferentially oxidised. For UH2.75O0.25
the most stable configuration was the only configuration to have a UI oxidised. The
remaining configurations had 2UII sites oxidised. This suggests a small energetic
preference for the UI sites to be oxidised, although there is only a small energy range
across all the configurations of 0.24 eV. The uranium ion which was oxidised was
determined from the predicted magnetic moments of the uranium ions.
Increasing the oxygen defect concentration to UH2.63O0.37, resulted in the two
most stable configurations with both UI sites oxidised, the next most stable con-
figurations (7 configurations) had 1UI and UII oxidised and the most unstable (3
configurations) had 2UII oxidised. The configuration of uranium sites which were
oxidised had a major role in determining the stability of the configuration, with an
energy difference of 0.92 eV between the most stable and least stable configurations.
It should be reiterated at this point whilst this is a large energy difference, nearly
1 eV, between the two configurations the overall solution energy is still a large neg-
ative value (≈-5 eV per O), this is far more significant than the relative energy
difference.
This work is only the beginning of modelling the oxidation of UH3 and needs
to be taken to completion (including using the PBE functional) in order to build
a more complete picture of oxidation. However, from these results here it would
suggest that the oxidation of the U3+ to U4+, is the first part of the oxidation
process and this will occur when there is a 1:1 O/U ratio. There are also additional
mechanisms that would require exploration before a more definitive answer to how
the process occurs can be determined. An example of another potential reaction is
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given in Equation 8.5, this is similar to the reaction in Equation 8.3 but for every
oxygen atom added two hydrogen atoms are removed.
U8H24 +O2 → U8H22O +H2O (8.5)
In addition to using these results to explore the effect of oxygen on the physical
and energetic properties of UH3, we can also explore how the presence of oxygen
affects the electronic properties and how the conversion of UH3 to UO2 occurs.
8.4.1 Electronic Properties
The pDOS for β-UH2.88, UH2.88O0.12, UH2.75O0.25 and UH2.63O0.37 is shown is Fig-
ure 8.5, a magnified area around the Fermi level for the different oxygen defect
concentrations is shown in Figure 8.6.
On addition of a single oxygen defect (UH2.88O0.12) there are two major differ-
ences to the DOS spectrum (Figure 8.5b) when compared to β-UH2.88. The first of
these is presence of U4+ f -states in both the conduction and valence band regions
of the DOS spectrum (Figure 8.5b). There is also clearly a loss of metallic nature,
Figure 8.6a shows the pDOS magnified around the Fermi level, with only a very
small number of states predicted to be at the Fermi level. Suggesting that the tran-
sition from metallic to insulating behaviour will only require a relatively low oxygen
content. The oxygen p-states are predicted to exist between -2 eV and -6 eV below
the Fermi level, which is very similar to the prediction for the oxygen p-states in
UO2 (Figure 8.7a).
However, the presence of a second oxygen defect (UH2.75O0.25) sees a very dif-
ferent predicted DOS (Figure 8.5c), compared to UH2.88O0.12. By contrast with the
predicted DOS for UH2.88O0.12 there is a metallic nature predicted for the system,
with this arising primarily from the U3+ f -states and a small contribution form the
U4+ f -states.
The final DOS spectrum (Figure 8.5d) at the highest oxygen defect concentration
(UH2.63O0.37), examined in this work, is remarkably different to the previous DOS
for UH2.75O0.25. As with the predicted DOS for UH2.88O0.12 there is a reduction of
states at the Fermi level (Figure 8.6c). Additionally, the predicted DOS bears some
similarity to the pDOS predicted for a single hydroxyl defect in UO2 (Figure 8.7b),
where there is a gap of ≈2 eV between the U4+ f -states and the U3+ f -states occupy
the gap in between. The oxygen p-states are again at lower energy values which are
similar to that of UO2 (Figure 8.7a).
The electronic properties of uranium hydride show an evolution towards a DOS
which is similar to that of UO2 as the oxygen content increases. The number of U
4+
f -states predicted increases, with increasing oxygen content, and a corresponding
decrease in the U3+ f -states is observed.
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Figure 8.5: Partial DOS for β-UH3, UH2.88O0.12, UH2.75O0.25 and UH2.63O0.37. The
Fermi energy has been set to 0 eV. The horizontal axis is E-Ef eV and the vertical
axis is the number of state.
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Figure 8.6: Partial DOS for UH2.88O0.12, UH2.75O0.25 and UH2.63O0.37 the graphs
have been scaled to highlight the region around the Fermi level. The Fermi energy
has been set to 0 eV. The horizontal axis is E-Ef eV and the vertical axis is the
number of state.
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(a) UO2
(b) UO2H0.03 (Hydroxyl Defect)
(c) UH2.63O0.37
Figure 8.7: Partial DOS for UO2, a hydroxyl defect in UO2 and UH2.63O0.37. The
Fermi energy has been set to 0 eV. For UO2 only the spin up channel is shown as
the spin down is identical. The horizontal axis is E-Ef eV and the vertical axis is
the number of state.
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8.5 Conclusions
The formation of UH3 is of considerable concern for the long term safe storage of
uranium metal. This is due to the pyrophoric nature of UH3. The work in this
chapter has examined the suitability of the methodology developed for UO2 in de-
termining the properties of the hydride, in order to allow for a direct comparison
between the oxide and hydride. Despite a Hubbard coefficient typically not being
used in the simulation of metallic systems. However, whilst the inclusion of the
Hubbard coefficient is not required it does not significantly alter predicted lattice
parameters or atom positions. The electronic DOS is suppressed as would be ex-
pected from the inclusion of a Hubbard coefficient, but does not remove the metallic
nature. Overall, the methodology developed for the simulation of UO2 is suitable
to simulate the hydride phases of uranium.
The simulation of hydrogen point defects in β-UH3 showed that a single neutral
hydrogen vacancy had a favourable formation energy and that potentially β-UH3
is intrinsically defective. This is in contrast to experimental work [400–402] that
shows the formation of a hydrogen vacancy is unfavourable and offers evidence that
PBE+U may not be the best approach. This requires further research; the use
of larger systems sizes and the inclusion of SOC to fully explore this behaviour.
Another explanation for the significant difference between theory and experiment is
the vastly different defect concentrations. Therefore, with the use of larger system
sizes and defect concentrations closer to experimental values a more detailed study
could be undertaken. If, hydrogen vacancies do have a favourable formation energy
at the concentrations used in this work, then it suggests that once a certain vacancy
concentration is reached β-UH3 becomes unstable and either β-UH3−x or β-UH3 and
U-metal would form.
In addition to exploring hydrogen point defects on the properties of β-UH3 the
effect of oxygen substitution on hydride sites was investigated, in order to build a
model for the oxidation of UH3 into UO2. This showed very large and negative
formation energies as would be expected for a pyrophoric material. The conversion
of the U3+ present in the hydride to U4+ is predicted to only require an O/U ratio
of 1:1, suggesting that the U3+ oxidation state is particularly unfavourable. The
unfavourable nature of localised U3+ defects in UO2 is well known.
The electronic DOS showed a conversion from the hydride DOS to a spectrum
which resembled that of a hydroxyl defect in UO2. The growth of the U f -states at
the top of the valence and bottom of the conduction band was observed, with the
U3+ f -states occupying the gap in between.
The work in this chapter and the previous chapters has explored a wide range
of defects at varying oxygen and hydrogen concentrations, this makes it difficult to
form a complete picture of what different defect states are the most significant and
important to consider. Therefore the next chapter will use the data generated from
this thesis to build a thermodynamic model which will facilitate an understanding
of the most important defects and phases to consider with varying conditions. The
data generated from this chapter can also be used to aid in the fitting of potentials
to allow for simulation of larger systems and extended defect structures.
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Stability
The previous chapters in this thesis have examined a range of hydrogen defects
with varying excess oxygen concentrations in order to determine how the structure,
stability and electronic properties of UO2 are affected by the presence of hydro-
gen. Whilst these calculations provide important insights at the atomic scale, it
is difficult to draw macroscopic scale conclusions directly from these calculations.
However, it is possible to use the data generated from these calculations to produce
a thermodynamic model. This thermodynamic model will allow for an assessment
of the most important phases, including defect phases, that need to be considered.
Additionally, it will also allow for an exploration of which phases are important
metastable states that also need to be considered, which is achieved by inhibiting
the more thermodynamically stable states to determine which phases exist below
them.
This chapter will first set out the methodology used to assess the thermody-
namic stability. Following this will be the results of the thermodynamic stability
assessment, which will also incorporate the data generated by Brincat for higher
uranium oxides during his thesis [187] to encompass a more complete survey of the
uranium/oxygen/hydrogen system.
9.1 Methodology
In order to assess the thermodynamic stability of different compositions of uranium,
oxygen and hydrogen the free energy needs to be determined. The first stage to this
is to determine an expression for the thermodynamic properties at equilibrium, once
this has been established it is then possible to calculate the free energy which allows
for the thermodynamic stability of the different compositions to be determined.
9.1.1 Calculating the Free Energy at Equilibrium (δGT,p)
The first requirement to assess the thermodynamic stability is to define a generic
reaction scheme, which can be used to form any of the phases considered in the
model. This is achieved using Equation 9.1.
nUO2 + xO2 + yH2 → UnOmHz (9.1)
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When the system is at equilibrium the chemical potentials of the products and
reactants will be equal. This also means than the change in free energy δGT,p is
zero, such that:
δGT,p = µUnOmHz − nµUO2 − xµO2 − yµH2 = 0 (9.2)




where µ0Species is the partial molar free energy of the species. For both H2 and O2
making the assumption that they behave as gases then the free energy is:
µSpecies = µ
0
Species + δµSpecies (9.4)
where the δµSpecies is the change in the chemical potential due to the change in partial
pressure of the gas and can be calculated according to Equation 9.5, assuming ideal
gas behaviour, where p	 is 1 bar in the standard state.






Applying Equations 9.3 and 9.4 to Equation 9.2 gives Equation 9.6, which is the
change in the free energy due to the change in number of a species. For this work
this can be interpreted as a change of gas pressure.
δGT,p = µ
0
UnOmHz − nµ0UO2 − x(µ0O2 + δµO2)− y(µ0H2 + δµH2) = 0 (9.6)
As µ0Species is the partial molar free energy of the individual species Equation 9.6
can be rewritten as:
δGT,p = ∆G
0 − xδµO2 − yδµH2 = 0 (9.7)
where ∆G0 is the free energy. As the system is at equilibrium Equation 9.7 can be
rearranged to give:
∆G0 = xδµO2 + yδµH2 (9.8)
For an ideal gas Equation 9.8 can also be written as:
∆G0 = RT ln(pxO2 · pyH2) (9.9)
It is now possible to determine δµSpecies for H2 and O2 when Equation 9.1 is
at equilibrium. The method outlined can now be applied to all compositions of
UnOmHz and this will identify the thermodynamically most stable composition,
provided that ∆G0 is known for each composition.
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9.1.2 Calculating the Free Energy (∆G0)






For this work the free energy of each material is calculated using the DFT energy.
Where there are three components to the free energy of each material (Equation
9.11), U0 is the DFT calculated internal energy, UZPE is the zero point energy and
AV ib is the Helmholtz vibrational free energy.
∆Gf = U0 + UZPE + AVib (9.11)
This work currently only considers the internal energy component of the free
energy, as to calculate the zero point energy and the Helmholtz vibrational free
energy would require a large amount of computational resource and time. A clear
expansion to the work here would be to calculate these properties for all of the
phases considered and to determine how they affect the predicted thermodynamic
stability. This would also show how necessary these contributions are to producing
an accurate representation of thermodynamic stability.
9.2 Thermodynamically Stable Structures
This section will give the results of the thermodynamic assessment. Whilst the
inclusion of kinetic effects is not possible, it is still possible to explore the stability
of metastable phases. This is achieved by inhibiting the more stable phases, in
practical terms this means that the phase is removed from the calculation. This will
give insight into the first defect structures that are likely to form and need to be
considered in long term waste storage plans. Additionally, a prediction of the likely
pathway of UO2 oxidation under varying conditions can be made, by predicting the
thermodynamically stable phases from the least to the most stable phase.
In order to help interpret the results, three sets of reference conditions for ∆µ
of both H2 and O2 have been selected. These reference conditions are summarised
in Table 9.1. The partial molar free energy (µ0Species) excluding temperature effects
(i.e. 0 K) has been set to zero and the change in free energy from 0 K to 298 K at
1 bar and atmospheric pressures of H2 and O2 has been calculated using data from
the NIST database [403].
Table 9.1: Reference conditions chosen for the thermodynamic model.
Conditions ∆µ (eV)
PH2 (bar) PO2 (bar) Temperature (K) H2 O2
1 1 0 0.00 0.00
1 1 298 -0.54 -0.32
Atmospheric Atmospheric 298 -0.58 -0.57
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Listed in Table 9.2 are all of the lowest energy configurations for each stoichiom-
etry. The number is an index to refer to the regions as they appear on the different
thermodynamic model predictions, the stoichiometry represents the stoichiometry
of the U-O-H system and the defect column identifies the corresponding defect.
Table 9.2: List of all of the lowest energy configurations for each stoichiometry.
The index is a reference number for the regions in the thermodynamic model predic-
tions, stoichiometry is the defect stoichiometry and the defect column identifies the
defect corresponding to the given stoichiometry. All UO2 systems are for a 96 atom
simulation cell, all β-UH3 is for a single unit cell and all α-UH3 is a 2x2x2 supercell.
All calculations used the PBE+U functional, with the same U eff (3.96 eV).
Index Stoichiometry Defect Index Stoichiometry Defect
0 UO1.97 VO 21 UO2.13H0.06 I
x
4 2Hi
1 UO1.97H0.03 VO Hi 22 UO2.13H0.09 I
x
4 3Hi
2 UO1.97H0.06 VO 2Hi 23 UO2.13H0.12 I
x
4 4Hi
3 UO2.00 - 24 UO2.16 COT-13
4 UO2.00H0.03 Hi 25 UO2.16H0.03 COT-13 Hi
5 UO2.00H0.06 H2i 26 UO2.16H0.06 COT-13 2Hi
6 UO2.03 Oi 27 α-U (metal) -
7 UO2.03H0.03 OiHi 28 β-UH3.00 -
8 UO2.03H0.06 2OiHi 29 β-UH2.88O0.12 1Oi
9 UO2.06 I
x
2 30 β-UH2.75O0.25 2Oi
10 UO2.06H0.03 I
x
2 Hi 31 β-UH2.63O0.37 3Oi
11 UO2.06H0.06 W222 2Hi 32 U3O7 -
12 UO2.06H0.09 I
x
2 3Hi 33 U2O5 -
13 UO2.06H0.12 W222 4Hi 34 β-U3O8 -
14 UO2.09 I
x
3 35 γ-UO3 -
15 UO2.09H0.03 I
x
3 Hi 36 α-UH3.06 Hi
16 UO2.09H0.06 I
x
3 2Hi 37 α-UH2.94 VH
17 UO2.09H0.09 I
x
3 3Hi 38 β-UH2.75 2VH
18 UO2.09H0.12 I
x
3 4Hi 39 β-UH2.88 VH
19 UO2.13 I
x
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9.2.1 Full Thermodynamic Model
Figure 9.1 shows the predicted thermodynamically stable phases as a function of
hydrogen and oxygen chemical potential. Extremely low pressures of oxygen and
hydrogen are required in order for uranium metal (27) to be predicted as the most
thermodynamically stable which agrees with uranium metal being passivated by a
layer of UO2 in atmospheric conditions. As the oxygen pressure is increased first
UO2−x (0) forms then UO2 (3) before hyperstoichiometric UO2 occurs in the form
of Oi (6). Then the higher uranium oxides are predicted, with U2O5 (33), β-U3O8
(34) and finally γ-UO3 (35). Here, it should be noted that the U2O5 structure used
is based on that of Np2O5 which Brincat’s calculations [404] have predicted to be
more stable than the δ-U2O5 configuration. However, the Np2O5 structure was also
predicted to be unstable at high pressures and temperatures, where U2O5 phases are
synthesised. If the δ-U2O5 energy is used then the region of Np2O5 (33) disappears
and is replaced by a combination of β-U3O8 (34) and Oi (6). This agrees well with
the known oxidation behaviour of uranium metal into UO2 and then eventually the
higher uranium oxides.
A very important region to observe in the model is the presence of the Willis
cluster with four hydrogen atoms (13). This predicts that it is possible for the Willis
cluster to be stable as an isolated defect and does not require chains to stabilise the
defect, which is the only previous theoretical report of stable Willis defects [21].
Figure 9.1: Thermodynamic model including all calculated systems, see Table 9.2
for a key of the structures shown.
If instead of increasing the oxygen pressure the hydrogen pressure is increased
the model predicts that uranium metal will convert to different degrees of hyposto-
ichiometric uranium hydride (38, 39) before becoming hyperstoichiometric uranium
hydride (36 and 40). To simply use this model to say how uranium metal would
156
Chapter 9 9.2. THERMODYNAMICALLY STABLE STRUCTURES
evolve under increasing pressures of hydrogen may not be accurate as this would
suggest that a conversion from β-UH3 (39) to α-UH3 (36) occurs, which would con-
tradict the experiments of Mulford [382] who reports that the conversion of α-UH3
to β-UH3 is irreversible. If the hypostoichiometric α-UH3 (36) is removed from the
calculation then the regions of hypo- (39) and hyper- (40) stoichiometric β-UH3 ex-
pand to cover this region. There is no predicted region of stoichiometric UH3, again
suggesting that perhaps UH3 is intrinsically defective. Though this could also be
due to the PBE+U functional not being the most suitable for simulation of UH3, re-
sulting in stabilisation of the hydrogen vacancies. This is an area which will require
further investigation.
Finally, if both hydrogen and oxygen pressures are increased together then as the
pressures increase the most stable defects are those with the highest hydrogen and
excess oxygen concentrations. There is a relatively small region where the oxygen
defects in UH3 (29 and 31) are predicted as stable, which seems unlikely given the
reactivity of UH3 towards oxygen. However, these regions are at extremes of either
oxygen and/or hydrogen pressures.
The phases that exist at the set of reference conditions are given in Table 9.3.
Under all three sets of conditions it is the higher uranium oxides which are predicted.
For U3O8 and UO3 this is understandable as U3O8 is the kinetic oxidation product
and UO3 is the thermodynamic oxidation product for uranium oxides. The unex-
pected result is under atmospheric conditions U2O5 is predicted. U2O5 is known to
be one of the most unstable oxides of uranium [22, 50, 404], but as noted above,
work by Brincat et al. [404] accounts for this by showing that Np2O5 based structure
is unstable at the temperatures and pressure at which U2O5 is formed.
Table 9.3: Predicted most thermodynamically stable phase for the chosen set of
reference conditions when all U-O-H compositions are included.
Conditions ∆µ (eV)
Phase
H2 (bar) O2 (bar) Temperature (K) H2 O2
Atmospheric Atmospheric 298 -0.58 -0.57 U2O5
1 1 298 -0.54 -0.32 β-U3O8
1 1 0 0.00 0.00 γ-UO3
The synthesis conditions for U2O5 are extreme and it is possible that these
conditions are not suitable for the formation of a Np2O5 structured material. It
is also possible that as this model only considers the thermodynamic stability that
there are large kinetic barriers to the formation of U2O5. As mentioned previously
if the δ-U2O5 structure is used then this region disappears and instead β-U3O8 is
predicted to be the most stable oxide under atmospheric conditions. This shows
that there is further research required into oxides of uranium around the O/U ratio
of 2.5, which is the least studied region of the U/O system.
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9.2.2 Inhibiting Higher Uranium Oxides
Another feature of this simple approach is that phases can be inhibited to explore the
metastable phases which may potentially be pre-cursors to the most stable phases.
Figure 9.2 shows the results of inhibiting the higher uranium oxides, in order to
visualise the relative stabilities if the defective UO2 structures.
As the higher uranium oxides are inhibited there is only a small change in the
predicted phases. It is not until all the uranium oxides at an O/U ratio of 2.5 or
greater have been inhibited that there is any real change to the predicted phases.
Once the higher oxides are inhibited there are three new regions which appear,
these are the split di-interstitial (9), the split tri-interstitial (14) and the split quad-
interstitial with four hydrogen atoms (23). There is also a large expansion of the
Willis cluster with 4 hydrogen defects (13). Showing that this is a very stable defect
configuration and further supporting the earlier results showing that isolated Willis
clusters are possible, in the presence of hydrogen.
The most stable phases at the chosen reference conditions changes to always be
the highest uranium oxide included for all conditions, until UO3, U3O8 and U2O5
are inhibited, Figure 9.2c. At the atmospheric reference conditions isolated Oi (9)
are predicted to be the most stable phase, with U3O7 predicted for the other two
reference conditions.
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(a) Inhibiting UO3
(b) Inhibiting UO3 and U3O8
(c) Inhibiting UO3, U3O8 and U2O5
Figure 9.2: Thermodynamic stability predictions when higher uranium oxides are
inhibited. Showing the predicted most thermodynamically stable U-O-H configura-
tion when all phases when UO3 (9.2a), UO3 and U3O8 (9.2b) and UO3, U3O8 and
U2O5 (9.2c) have been inhibited. See Table 9.2 for a key of the structures shown.
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9.2.3 Complete Inhibition of Higher Uranium Oxides
This final section shows the predicted phases when all of the higher uranium oxides
(O/U>2.33) have been inhibited. In this model a large number of new regions
have appeared at higher oxygen pressures. The split tri-interstitial (14) region has
expended slightly and then evolves into the cuboctahedron (COT -13) defect (24).
The Willis defect with 4 hydrogen (13) is a larger region again and dominates the
centre of the model. The split quad-interstitial with four hydrogen atoms (23)
region is much larger. Finally, at high oxygen and hydrogen pressures a new region
is predicted this is the COT -13 with 2 hydrogen defects (26). For the regions at the
extreme high pressures of hydrogen and oxygen are likely to be subject to significant
change as there are very few configurations included for this region. It is highly
likely that as more of the larger oxygen defect clusters properties are explored with
higher hydrogen concentration and even if higher uranium oxides are considered
with hydrogen defects that they will dominate in this region of the model.
Figure 9.3: Thermodynamic model prediction inhibiting all higher uranium oxides.
Showing the predicted most thermodynamically stable U-O-H configuration when
all phases with an O/U>2.33 have been inhibited.
Table 9.4 shows the phases predicted at the set of reference conditions. Although
not unexpected, it is worth noting that the split di-interstitial and cuboctahedron
defects are commonly discussed in the literature, but less so is that the stability
of these defects is heavily dependent on oxygen partial pressure. Additionally, the
presence of hydrogen has been seen in this thesis to have a significant effect on the
cluster stability. While the 1 bar H2 and O2 at 0 K predicts the COT-13 this is on
the border of stability with the Willis with four hydrogen atoms (13). This would
only require a -0.1 shift in the chemical potential of oxygen, for the Willis to be the
most stable defect under these conditions. This again highlights the need to extend
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the range of defects and impurities when considering oxidation of UO2, as these
small concentrations of impurities significantly alter the chemistry and stability of
these defects.
Table 9.4: Predicted most thermodynamically stable phase for the chosen set of
reference conditions for the full thermodynamic model.
Conditions ∆µ (eV)
Phase
PH2 (bar) PO2 (bar) Temperature (K) H2 O2
Atmospheric Atmospheric 298 -0.58 -0.57 UO2.03 I
x
2
1 1 298 -0.54 -0.32 COT-13
1 1 0 0.00 0.00 COT-13
9.3 Conclusions
This chapter has built a simple thermodynamic model, to help visualise the relative
stability of the different defects simulated in this thesis and included the higher
uranium oxides previous simulated by Brincat [187] during his thesis, to construct
a picture of the most important phases to consider for uranium oxidation.
The complete thermodynamic model, which includes the higher oxides, predicts
the most stable phases to be U3O8 which is the kinetic oxidation product and UO3
is the thermodynamic oxidation product for uranium oxides at 1 bar H2 and O2
at 298 K and 0 K, respectively. The model also predicts that under atmospheric
conditions that U2O5 is the most stable phase. The structure of this phase is based
on that of Np2O5 and is a newly predicted low energy U2O5 structure [404]. This
strongly indicates that U2O5 has the potential to form stable structures, but have
significant kinetic barriers to their formation. Which is why only the high energy
structures have been observed, due to extreme synthesis conditions.
The model also allows for metastability to be explored, by the inhibition of
phases. As the higher uranium oxides are inhibited, the model remains largely
unchanged in its predictions. However, once all of the higher uranium oxides
(O/U>2.33) have been removed a large range of different defect clusters with vary-
ing hydrogen concentrations are predicted. The most significant result from this
calculation is that the hydrogen containing Willis cluster (with four hydrogen) only
requires a shift of 0.1 eV in the chemical potential of oxygen from being predicted
as the most stable configuration at 1 bar H2 and O2 at 0 K. This shows that this
defect cluster has the potential to be stabilised under the appropriate environmental
conditions.
While the work in this chapter has laid the foundations for a thermodynamic
model which allows for an exploration of the stability of varying hydrogen and oxygen
pressures it is currently limited by neglecting temperature. The most important
progression of this work would be the calculations of the vibrational entropy of all
the phases, as this would allow for the inclusion of temperature.
The thermodynamic model presented in this chapter acts as a method to combine
all of the various calculations in this thesis and the thesis of Brincat in order to
develop a visual representation of the relative stability of the U-O-H system. The
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next chapter will collate the conclusions of the individual chapters and provide an
overview of directions that future work could take in order to build on the work of
this thesis and develop further understanding of the U-O-H system.
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10 Conclusions and Future Work
The conclusions of the individual results chapter are summarised here, along with
proposed routes for expanding and furthering this research.
10.1 DFT Model of Hydrogen in UO2
Chapters 3 and 4 explored the suitability of a range of functionals to firstly model
UO2, due to the wide range of available experimental data to validate the model.
Secondly these functionals were also used to explore hydrogen defects in UO2. While
there is not the same quantity of experimental evidence of hydrogen defects in UO2,
as there is for UO2, by using the range of functionals this acted as a self validation
to determine the sensitivity of the results to the functional chosen.
The necessity of SOC was also considered for both UO2 and hydrogen defects.
For the pure UO2 system the inclusion of SOC gave a better representation of the
magnetic moment of the uranium ions over the spin only formalism when compared
to the experimental value. Additionally, the tetragonal distortion introduced by
the simplified 1k AFM CL ordering used was removed. This distortion is a well
documented and understood consequence of the simplified approach to simulating
UO2. Fortunately, the effect is minimal and does not affect the predicted properties
or energies significantly, i.e. within 2 kJmol−1.
Qualitatively, the functionals were all consistent with each other predicting the
same order of stability and same type of hydrogen defects, with the occasional excep-
tion. The functionals also agreed well when SOC was included in the calculations,
again showing qualitative agreement with each other. The agreement between the
spin only and SOC formalisms agreed well and predicted the same order and type of
defects to occur, however, while the relative energy of monatomic defects did not re-
quire the inclusion of SOC to make a comparison, for H2 there was a large difference
in the relative energy when compared to monatomic defects with the spin only and
SOC formalisms. The exact reason for this is currently unknown, but appears to
be related to the presence of a H-H bond. Further work is need to explore why this
energy is so different and a potential route is to consider the weak van der Waals
interactions. This can be achieved with a variety of correction functionals such as
D3, opt-86 and opt-88.
Overall, the most efficient functional balancing reliability and CPU time, to
simulate both UO2 and hydrogen defects on UO2 is currently PBE+U.
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10.2 Hydrogen Defects in UO2±x
The next investigation was to evaluate how the oxygen stoichiometry affected the
structural stability of hydrogen defects. A range of hydrogen defects were explored in
UO2 containing a single oxygen vacancy or interstitial, generating three stoichiome-
tries; hypo- (UO1.97), hyper- UO2.03 and stoichiometric UO2. Hypostoichiometric
UO2 preferentially formed hydride defects occupying the vacancy site. Even H2
when placed on the vacancy site dissociated into two hydride defects bridging the
vacancy site. For hyperstoichiometric UO2 protonic defects (hydroxyl) are the pre-
ferred species, again where the hydrogen interacts with the defect site, in this case
the interstitial oxygen atom.
Stoichiometric UO2 is the crossover between the hydride and protonic (hydroxyl)
preference, in UO2 both hydride and hydroxyl defects form with only a small en-
ergy difference between them (0.2 eV). This slightly favours the hydride due to the
compensating uranium defect, U5+ versus the U3+ which forms with the hydroxyl.
U3+ is known to be unfavourable in UO2 matrices from oxygen defects. It is also
possible that for stoichiometric UO2, the H2 molecule is overall the preferred hy-
drogen defect as this does not alter the uranium sub-lattice’s oxidation state. This
needs further work because as mentioned previously there was a discrepancy in the
relative energy between spin only and SOC calculations, when comparing H2 with
a hydride or hydroxyl defect, which still needs resolving.
As UO2 is also highly symmetric it was possible to build a simple model of
hydrogen behaviour based on the O-H distance as this appears to be the major
factor in determining the hydrogen defect state. When the O-H distance is less that
≈1.2 A˚ a hydroxyl defect forms, between ≈1.2 A˚ and ≈2.0 A˚ a radical defect forms
and above ≈2.0 A˚ a hydride defect occurs. Further exploration of the hydrogen
landscape in UO1.97 and UO2.03 would also allow for similar models to be built for
the region around the defect.
10.3 Hydrogen Transport in UO2
Another important property to be investigated was how hydrogen moves through
the lattice and whether it moves as monatomic or molecular hydrogen. To simplify
the problem only stoichiometric UO2 was considered.
For monatomic hydrogen a range of different pathways were investigated. The
lowest energy pathway, of those considered, was via the conversion of a hydride
defect to a hydroxyl defect. This was accompanied by the corresponding conversion
of a U5+ to U3+. The barrier to this diffusion pathway was ≈1 eV.
In contrast, the nudged elastic band calculations for molecular hydrogen showed
that there was a large energy barrier to diffusion ≈2.4 eV. Equally, while the H-H
bond was predicted to elongate it did not break. The energy landscape for hydrogen
transport appears to be relatively flat, until the H2 approaches the edge of the
oxygen sub-lattice. This is where the energy dramatically increases, the cause of
this increase in the energy is due to the partial dissociation of the H-H bond and the
two oxygen atoms on the corner of the oxygen sub-lattice being pushed away from
their lattice positions. This gives rise to the possibility that molecular hydrogen
defects could be a trapped defect species within UO2 and it is monatomic species
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which diffuse through UO2.
The calculations to explore hydrogen transport in UO2, whether minimisations
or NEB calculations, neglect temperature. One extension to further this research
would be to apply ab initio molecular dynamics (AIMD), though the major drawback
of this approach is requiring electronic convergence at each time step. The resulting
vast computational expense is the reason that it was not attempted here. A further
expansion would be to consider ab initio path integral molecular dynamics to allow
for the hydrogen nucleus to be treated as a quantum rather than classical particle
and thus make an assessment of how significant tunnelling is for hydrogen diffusion
in UO2.
10.4 Uranium Hydride
In addition to exploring hydrogen defects in UO2, uranium hydride was also consid-
ered as it is one of the key undesirable phases which can form in long term storage
of spent nuclear fuel. The suitability of the PBE+U methodology, that was devel-
oped for UO2, was assessed to determine how appropriate it was to simulate UH3.
The PBE+U was found to be suitable to simulate the properties of UH3, while the
inclusion of the Hubbard coefficient resulted in suppression of the states in the DOS,
as would be expected, importantly the metallic nature of the hydride was retained.
There was also a small expansion of the lattice parameters similar to that observed
with UO2.
Experimentally, both of the symmetrically inequivalent uranium sites in βUH3
are magnetically equivalent. Stoichiometric β-UH3 was predicted to have a magnetic
difference between the two uranium sites, whereas hypo-stoichiometric UH3 (UH2.88)
was found to have comparable magnetic values for all uranium sites. UH2.88 was also
found to be energetically favourable compared with UH3 again further supporting
the possibility of hydrogen vacancies being part of UH3. This result does contrast
with the available experimental data showing that there is an energy cost to form
hydrogen vacancies in UH3, this can potentially be explained by the significant
difference in the stoichiometry of the experimental and simulated configurations. In
order to fully explore this larger hydride systems containing hydrogen defects need
to be explored, however, these larger systems are computationally very expensive
to compute. For example a 2x2x2 expansion of the β-UH3 unit cell contains more
electrons from uranium atoms as the total number of electrons in a 2x2x2 expansion
of the oxide unit cell. The PBE and PBE+U functionals did give different results,
showing that there is a need to focus more attention on the functional and value of
the Hubbard coefficient (if included at all) to accurately simulate UH3. This will
also become a balancing act with maintaining a functional which can accurately
simulate the oxides of uranium if a comparison between phases or hydride/oxide
interfaces are to be modelled.
In addition to the hydrogen defects the systematic conversion of the hydride into
the oxide was investigated. In order to minimise the number of calculations required,
the Madelung energies of all hydride sites was calculated and used to identify the
unique hydride sites for substituting an oxygen atom. Each of these configurations
was then minimised using DFT and the process repeated on the energetically most
stable result from the DFT calculations.
These calculations showed that the oxidation of UH3 is very favourable, with
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large negative formation energies, in line with UH3 being pyrophoric. The favourable
energies is further evidence that the 3+ oxidation state is unfavourable. The elec-
tronic DOS also showed a rapid conversion from the metallic hydride DOS to a
spectrum which resembled that of a hydroxyl defect in UO2. The growth of the U
f -states at the top of the valence and bottom of the conduction band was observed,
with the U3+ f -states occupying the gap in between. The likely further evolution
of the DOS spectrum would be a continued decrease in the U3+ f -states peak and
continued growth of the U4+ f -states.
This work could provide the basis of exploring the oxidation of UH3 in more detail
and to complete oxidation. As this used a static approach and the oxidation is a
violent exothermic reaction it would also be worth considering AIMD to investigate
the structural changes into the oxide lattice.
10.5 Thermodynamic Model
Finally, the work presented in this thesis and the previous work of Brincat [187] was
used to build a thermodynamic model of UO2 under varying hydrogen and oxygen
partial pressures. This allows for the most stable defect states to be identified and
visualised as a function of excess hydrogen and oxygen concentrations. The inclusion
of Brincat’s work also allowed for the higher uranium oxides to be added into the
model to give a more complete picture of the whole U-O-H system.
This model is only the basis or building a more complete picture of the U-O-H
system. To improve this model there a several avenues available, firstly the com-
pletion of the exploration of hydrogen defects in oxygen defect clusters, particularly
the larger clusters. Hydrogen defects could also be added to the higher uranium
oxides and defects within the higher uranium oxides, though this is perhaps the
least important avenue to explore as there is still much more that needs to be devel-
oped from understating the base oxide, e.g. U2O5, before another variable is added
into the mix. Finally, vibrational analysis could be completed on all the structures
included in the model, this would achieve three important outcomes; the stability
of the defects and phases would be known, it would be possible to produce both
IR and Raman spectra for the defects as a library to help interpret experimental
results and most importantly for the thermodynamic model it would facilitate the
inclusion of temperature.
Overall, the work in this thesis has shown that DFT can give valuable insights
into the nature of hydrogen defects in uranium matrices. However, what is also
abundantly clear is this is an area of research which still has many unanswered
questions. For example, it is clear that there is a strong concentration dependence.
In our case the largest super cell available to us was considered for this work, clearly
considering larger supercells or QM/MM approaches would represent valuable future
directions. This means that research into UO2 and other actinides will remain an
interesting and active field for many years.
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A pDOS of Hydrogen Defects in UO2
Complete set of DOS graphs for 36 and 96 atom unit cells for pure, hydride and
hydroxyl defects. Using a range of functionals and including the effects of SOC for
the 36 atom system.























Figure A.1: Partial DOS for a Hydrogen defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi energy has























Figure A.2: Partial DOS for a Hydroxyl defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi energy has























Figure A.3: Partial DOS for a Hydride defect in a 96 atom UO2 cell calculated with a range of functionals. The Fermi energy has been
set to 0 eV.
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Appendix A A.2. 36 ATOM CELL SPIN DOS
(a) PBE (b) PBEsol
(c) PW91 (d) rPBE
Figure A.4: Partial DOS for a Hydride defect in a 96 atom UO2 cell calculated
with a range of functionals. The Fermi energy has been set to 0 eV. The graph has
been scaled to show the Hydride states at the top of the valence band.


























Figure A.5: Partial DOS for a Hydrogen defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has


























Figure A.6: Partial DOS for a Hydroxyl defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has


























Figure A.7: Partial DOS for a Hydride defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has been
set to 0 eV.
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Appendix A A.3. 36 ATOM CELL SOC DOS
(a) PBE (b) PBEsol
(c) PW91 (d) rPBE
Figure A.8: Partial DOS for a Hydride defect in a 36 atom UO2 cell calculated
with a range of functionals. The Fermi energy has been set to 0 eV. The graph has
been scaled to show the Hydride states at the top of the valence band.


























Figure A.9: Partial DOS for a Hydrogen defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has


























Figure A.10: Partial DOS for a Hydroxyl defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has


























Figure A.11: Partial DOS for a Hydride defect in a 36 atom UO2 cell calculated with a range of functionals. The Fermi energy has been
set to 0 eV.
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Appendix A A.3. 36 ATOM CELL SOC DOS
(a) PBE (b) PBEsol
(c) PW91 (d) rPBE
Figure A.12: Partial DOS for a Hydride defect in a 36 atom UO2 cell calculated
with a range of functionals and including the effect of SOC. The Fermi energy has
been set to 0 eV. The graph has been scaled to show the Hydride states at the top
of the valence band.
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B Hydrogen Defects in Larger Oxy-
gen Defect Clusters
B.1 Hydrogen in Larger Oxygen Defect Clusters
Chapter 7 has only focused on the smallest reported oxygen clusters, the Ix2 and
W222, however there are a number of larger reported cluster models. In order to
survey how these clusters respond to varying hydrogen concentrations as has been
done in this chapter for the Ix2 and W222 would require a significant number of
calculations, especially if hydrogen is added until all U5+ has been reduced. This
would require the addition of 10 hydrogen atoms for the COT-13 cluster. Despite
this a small number of configurations have been trialled for these larger clusters to
make an assessment of how they respond to addition of hydrogen.
Table B.1 summarises the results for the hydrogen configurations trialled on the
larger oxygen defect clusters. The behaviour is similar to that seen for the smaller
oxygen clusters. Addition of hydrogen results in the reduction of U5+, proportional
to the hydrogen concentration added. The hydrogen species convert into hydroxyl or
water groups, depending on if the multiple hydrogen are placed near the same defect
oxygen. The formation energy shows the same trend as the hydrogen concentration,
increasing with hydrogen concentration, while the binding energy shows the reverse
becoming more favourable. Though without a full range of configurations tested it
is not possible to say for certain if this trend will hold true to the complete reduction
of the U5+ concentration. There is also the preference for hydrogen to point towards
lattice, rather then defect oxygen, as shown by clusters 28, 32 and 33 where the O-H
groups have rotated to point away from defect oxygen.
It would be interesting to do a full study of hydrogen on the COT clusters,
as these are the defects that exists before the phase change into U4O9. As the
COT cluster has a large amount of empty space it could contain large quantities
of hydrogen with relative ease and therefore act as a trap site, or indeed a possibly
reservoir of hydrogen if reversible trapping occurs. Though this would mean that
there are potentially very large local hydrogen concentrations. Additionally, it would
be interesting to compare between the COT-12 and COT-13 clusters, as the void
in the centre of the COT-12 could very easily accommodate a hydride or even H2
defect.
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Appendix B B.1. HYDROGEN IN LARGER OXYGEN DEFECT CLUSTERS
Table B.1: Final hydrogen oxygen defect cluster configurations for the Ix3 , I
x
4 and
COT-13 clusters, an arrow denotes where a change in the initial oxygen cluster ge-
ometry has occurred. ∆V is the change in volume calculated compared to stoichio-
metric UO2, U
5+ defect concentration, solution and binding energies per hydrogen
and number of strong, medium and weak hydrogen bonds for hydrogen concentra-
tions of 117 - 467 µgH / gUO2. Where the final configuration contains hydrogen
pointing towards both lattice and defect oxygen is denoted by a having both the D
and L superscript, the accompanying number denotes how many hydrogen point to
defect/lattice oxygen.
Cluster Configuration ∆V / H (A˚3) [H] (µgH / gUO2)
[U5+] (mgU5+ / gUO2) Energy / H (eV) Hydrogen Bonds
NN NNN Solution Binding Strong Medium Weak
25 DIx3 -0.25 117 110 28 -0.69 -2.77 0 3 0
26 DIx3 4.09 234 28 83 -0.49 -1.38 0 4 2
27 DIx3 5.00 351 0 83 -0.49 -0.85 0 6 2
28 DIx3 → D2L2Ix3 5.63 467 28 28 -0.57 -0.57 0 5 9
29 DIx4 -0.86 117 165 28 -0.86 -3.82 1 2 0
30 DIx4 2.23 234 138 28 -0.47 -2.00 1 0 2
31 DIx4 4.45 351 83 55 -0.35 -1.31 3 7 1
32 DIx4 → D3LIx4 5.19 467 55 55 -0.40 -0.92 3 4 7
33 DIx4 → D2L2Ix4 4.74 467 55 55 -0.43 -0.91 2 3 8
34 DCOT-13 -8.66 117 165 83 -3.11 -2.79 0 0 5
35 DCOT-13 -0.01 234 165 55 -1.49 -2.10 0 3 5
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C Complete UH3 Oxygen Defects Data
Full set of results for oxygen defects in UH3.
Table C.1: Calculated formation energies, relative energy, volume change and
number of U4+ defects in UH3−xOx with varying oxygen concentrations. The relative
energy is given with the most stable defect at any oxygen concentration set to zero.
UH2.88O0.12 UH2.75O0.25
Configuration Number 1 1 2 3 4 5 6
EF/O (eV) -4.34 -4.65 -4.57 -4.64 -4.58 -4.68 -4.63
Relative Energy (eV) - 0.03 0.12 0.04 0.11 0.00 0.05
a (A˚) 6.92 6.90 6.88 6.92 6.90 6.95 6.92
b (A˚) 9.60 6.90 6.90 6.9 6.92 6.91 6.93
c (A˚) 6.91 6.90 6.90 6.87 6.90 6.92 6.88
∆V / O (A˚3) -1.17 -1.21 -1.56 -1.22 -0.61 0.40 -0.62









Table C.2: Calculated formation energies, relative energy, volume change and number of U4+ defects in UH2.63O0.37. The relative energy
is given with the most stable defect set to zero.
UH2.63O0.37
Configuration Number 1 2 3 4 5 6 7 8 9 10 11 12
EF/O (eV) -4.83 -4.85 -4.82 -4.88 -4.73 -4.80 -4.84 -4.70 -4.76 -4.64 -4.94 -4.80
Relative Energy (eV) 0.12 0.10 0.12 0.06 0.22 0.14 0.10 0.25 0.19 0.31 0.00 0.15
a (A˚) 6.96 6.98 6.95 6.96 6.94 6.95 6.90 6.91 6.98 6.91 6.92 6.95
b (A˚) 6.91 6.92 6.91 6.93 6.94 6.90 6.93 6.92 6.95 6.91 6.92 6.96
c (A˚) 6.89 6.89 6.89 6.88 6.88 6.91 6.91 6.88 6.87 6.90 6.90 6.84
∆V / O (A˚3) 0.18 0.67 0.04 0.31 0.12 0.10 -0.52 -0.77 0.77 -0.50 -0.22 0.07
Number of U4+ 3 3 3 3 3 3 3 3 3 3 3 3214
