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Re´sume´ – L’objectif de ce papier est de caracte´riser le degre´ d’organisation de signaux spatio-temporels. Dans une perspective de travail sur
des signaux biome´dicaux multidimensionnels, aux me´canismes sous-jacent de´terministes et non line´aires, nous nous focalisons sur la com-
plexite´ de Lempel-Ziv : nous proposons une extension multidimensionnelle de cette complexite´ et en donnons certaines proprie´te´s et non pro-
prie´te´s. Nous pre´sentons alors des premiers re´sultats de la complexite´ de Lempel-Ziv conjointe sur un re´seau binaire ale´atoire ainsi que sur des
e´lectrocardiogrammes (classification rythme sinus normal/arythmie).
Abstract – The purpose of this paper is to characterize a measure of organization of spatio-temporal signals. In order to work on biomedical
signals, that are issued from nonlinear deterministic mechanisms, we focus on the Lempel-Ziv complexity: we propose a multidimensional
extension of this tool and give some properties and non properties of this extension. Then we present some previous results of this tool on
random boolean networks and on electrocardiograms (classification normal sinus rhythm/arrhythmia).
1 Introduction
Un des enjeux importants de l’analyse de signaux
biome´dicaux concerne la classification “aveugle” de diffe´rents
types de pathologies. Dans le cas d’e´lectrocardiogrammes
(ECG), il s’agit par exemple de faire la distinction entre des
signaux non pathologiques et des signaux d’arythmie, etc.
Etant donne´e la dynamique complexe sous-jacente aux signaux
ge´ne´ralement e´tudie´s, c’est naturellement soit vers des outils de
la the´orie de l’information, soit vers des outils de l’analyse non
line´aire, que se penchent les analystes de signaux biome´dicaux
soucieux de caracte´riser au mieux le “niveau d’organisation” de
ces signaux. La premie`re de ces deux approches est plutoˆt de
type statistique et les outils utilise´s sont divers et varie´s comme
de types entropie [1, 2, 3], des mesures statistiques a` l’ordre
deux [4], de l’analyse spectrale [5], etc. La seconde approche se
justifie par le fait que les me´canismes sous-jacents aux signaux
biome´dicaux sont ge´ne´ralement de´terministes non line´aires :
dans l’exemple des ECG, les cellules cardiaques provoquent
la propagation d’ondes e´lectriques dans le tissu cardiaque et
l’ECG est une mesure du champs e´lectrique que cette propaga-
tion engendre. Les auteurs utilisent alors naturellement la pa-
noplie des outils de la dynamique non line´aire pour caracte´riser
ces signaux, comme les outils du chaos [6] (dimensions, expo-
sants de Lyapunov), ou encore les outils de type complexite´ au
sens de Kolmogorov, la complexite´ de Lempel-Ziv en particu-
lier [7, 8].
Dans ce papier, nous nous focalisons sur la complexite´ de
Lempel-Ziv (CLZ). Dans la litte´rature, cet outil est utilise´ pour
analyser des signaux mono-dimensionnels [7, 8]. Nous propo-
sons ici d’e´tendre son utilisation a` des signaux de type vecto-
riel et proposons en ce sens une extension de sa de´finition aux
se´quences vectorielles. L’objectif est d’utiliser cet outil pour
caracte´riser un syste`me (ou une pathologie) a` partir de plu-
sieurs signaux de meˆme nature (multicapteurs), ou de plusieurs
se´quences de´rive´es d’un meˆme signal, ou encore de signaux de
natures diffe´rentes.
2 Rappels sur la CLZ
Conside´rons une se´quence (ou mot)  	
 de taille
 dont les e´le´ments

appartiennent a` un alphabet  de taille
finie  . Par de´finition, la complexite´ au sens de Kolmogorov
d’une telle se´quence est la taille du programme binaire minimal
qui permet de ge´ne´rer cette se´quence [9]. Derrie`re cette notion
tre`s ge´ne´rale, pouvoir calculer cette complexite´ (en temps de
calcul fini) n’est pas garantie [9]. Dans leur papier re´fe´rence
[10], Lempel et Ziv proposent de de´finir une complexite´ au
sens de Kolmogorov, en se limitant aux programmes base´s sur
deux ope´rations e´le´mentaires de copiage et collage (re´cursifs).
Ils de´finissent ainsi deux notions, au coeur de la complexite´ de
Lempel-Ziv (CLZ) : la production et la reproduction. Notons
 
l’ope´ration de concate´nation de deux se´quences, 
 
la













et ! l’ope´ration de suppression du dernier e´chantillon de la
se´quence (i.e.   ! "  $#%$  &&' #  ). Ces deux ope´rations se
de´finissent de la manie`re suivante :







appartient a` l’ensemble des sous-se´quences
de
 
! . On notera alors
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est appele´ pointeur pour la reproduction
 8',+
( .
Production : Une se´quence
 
non nulle est dite productible a`
























de suite [10]. Lempel et Ziv de´finissent ensuite une histoire
d’une se´quence
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est dite exhaustive si chaque composante, sauf
e´ventuellement la dernie`re, est exhaustive. En notant 2
 
le nombre de composantes de l’histoire G 
 
, Lempel et Ziv
de´finissent la CLZ comme e´tant le minimum sur toutes les




   
  (processus de
production le plus court). Lempel et Ziv montrent alors que
chaque se´quence a une histoire exhaustive unique et que la CLZ
est le nombre de composantes de son histoire exhaustive [10].
En terme de quantite´ d’information, si on connaıˆt la taille de
chaque mot d’une histoire exhaustive, l’ensemble des pointeurs
pour chaque reproduction et la dernie`re lettre de chaque mot
exhaustif, on sera capable de reproduire la se´quence entie`re
uniquement par copier-coller re´cursif de lettres.
Une telle approche permet de de´finir une complexite´ de
manie`re tre`s simple et correspond bien a` la notion de com-
plexite´ au sens de Kolmogorov. Une proprie´te´ inte´ressante













 tend vers l’entropie de Shannon des
  [10, 9] :
asymptotiquement la CLZ rejoint la notion de “quantite´ d’in-
formation moyenne” au sens de Shannon.
3 Extension multidimensionnelle
Dans [11], Kaspar et Schuster proposent d’utiliser la CLZ
pour analyser des signaux spatio-temporels en effectuant a`
chaque instant  du signal, un calcul de CLZ spatial. Ils re-
gardent alors comment cette CLZ spatiale e´volue dans le
temps : si elle de´croıˆt, ils peuvent en de´duire que le signal tend
a` s’organiser. Ne´anmoins, cette approche purement spatiale ne
tient pas compte des enchaıˆnements temporels. Dans le cas li-
mite d’un signal a` 2 dimensions par exemple, la CLZ spatiale
est toujours e´gale a` 2 et clairement ne peux pas caracte´riser le
comportement spatio-temporel de la se´quence (i.e. dimension
spatiale pas suffisante).
Une seconde approche qui semble naturelle pour e´tendre
la CLZ aux signaux a` plusieurs composantes est simple-
ment d’e´tendre l’alphabet de travail. Prenons le cas de deux
se´quences  et  de lettres prises sur un alphabet  de








# . On peut alors construire un signal 

















 est donc de´fini sur un alphabet  de taille  C . Dans toute
la suite, nous noterons  l’alphabet de cardinal  et  l’al-
phabet e´tendu. Nous proposons alors comme de´finition de la














































































































































: G $ 630

est e´galement une histoire
exhaustive de 20 et donc leurs CLZ sont e´gales.
Ainsi, peu importe l’ordre des signaux choisi pour e´tendre
l’alphabet. On peut ge´ne´raliser cette de´marche a` des signaux
7














et la CLZ conjointe ainsi de´finie est invariante par permuta-
tion des  9 . On pourra noter que dans [10], bien que cela
ne soit pas sugge´re´, les e´le´ments de l’alphabet pourraient eˆtre
conside´re´s comme des vecteurs. Cela signifie en de´finitive que





de la formulation par de´composition de base  est essentiel-
lement pratique (comparaisons de scalaires pour calculer la
CLZ). D’autres constructions, de type concate´nation ou entre-
lacement de´chantillons, brisent la syme´trie et ne permettent pas
d’appre´hender les liens a` la fois spatiaux et temporels.
La CLZ ainsi e´tendue posse`de un certain nombre de pro-
prie´te´s, dont toutes celles de la CLZ de [10].















ou` B   
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 . D’apre`s [10, 9],













































60YE et le re´sultat est imme´diat.
Cette proprie´te´ met en e´vidence que les liens spatiaux sont
pris en compte (au moins asymptotiquement et statistiquement)
dans cette CLZ conjointe.

















































et de meˆme pour  .
G%$  

est donc une histoire de  et G:$ "

une histoire de







et de meˆme pour  .
Proprie´te´ 4. Soit  et  se´quences de lettres de  . S’il existe
une bijection a de  dans  telle que ﬂ   a  ﬀD  pour tout










. La re´ciproque est fausse.

































































par bijectivite´ de a , #a  ﬀ '( ,.- ﬂ    	




























et donc G b #

est e´galement une histoire exhaus-
































. En conclusion G b &

est e´galement
une histoire exhaustive de  , ce qui termine la preuve.




















sans que  ne
se de´duise de  par une bijection sur   
# .
Cette proprie´te´ est similaire a` une proprie´te´ triviale sur l’entro-
pie de Shannon, a` sa re´ciproque pre`s : si la probabilite´ de 
conditionne´e par  est e´gale a` 1 (i.e.  entie`rement de´termine´
par  ) alors B4" ! H B    . Mais contrairement a` l’en-




ne signifie pas que 
est entie`rement de´termine´ par  . Il faudra donc prendre des
pre´cautions quant a` l’interpre´tation d’un tel re´sultat en pra-
tique.
Par analogie avec l’entropie de Shannon, on peut aussi























de suite. Ces quantite´s sont asymptotiquement relie´es aux
entropies conditionnelles et mutuelles au sens de Shannon,
pour des se´quences temporellement iid (puisque les CLZ et
CLZ conjointes le sont). D’apre`s la proprie´te´ 3, nous avons
@#	 
 Z 
, comme c’est le cas pour l’entropie de Shannon,
mais la proprie´te´ 4 limite l’analogie :  entie`rement de´termine´
par  implique l’e´galite´ mais la re´ciproque est fausse.
L’information mutuelle est souvent utilise´e comme crite`re
de mesure d’inde´pendance et donc a` des fins de se´paration
de source ou classification. On souhaite ici utiliser la com-
plexite´ conjointe pour ame´liorer la caracte´risation de signaux,
ou encore 
 comme mesure de “distance” a` une classe de si-

















donne   /!
I
'
# ) ce qui rend de´licat l’utilisation de  comme mesure de
distance. De meˆme, la non re´ciprocite´ de la proprie´te´ 4 ainsi





























, meˆme en e´tendant la notion d’e´galite´
de se´quences (via une permutation sur  ), contrairement a` ce
qui peut eˆtre fait avec l’entropie de Shannon [9]. Cet ensemble
de non-proprie´te´s brise l’analogie avec l’entropie de Shannon
et surtout ne´cessite de prendre beaucoup de pre´cautions quant
a` l’analyse des re´sultats pratiques obtenus en termes de CLZ.
4 Analyse de signaux par CLZ
4.1 Re´seau binaire ale´atoire
Ce premier exemple sert a` illustrer comment la complexite´
conjointe peut capter le “degre´ d’organisation” spatio-temporel
d’un signal. Le signal qu’on e´tudie est un re´seau binaire
ale´atoire (connu sous RBN pour random boolean network dans
la litte´rature). Il s’agit de  automates ou` chaque cellule  est
spatialement lie´e a`  autres cellules, et dont l’e´volution tem-
























. Le re´seau peut eˆtre controˆle´ par le gel
de   
ﬁﬀ
 cellules a` chaque instant ( ﬃﬂ @  #_E et ﬀ ﬂ @  #_E
proportion maximum de cellules gele´es). En de´pit de son nom,
ce type de re´seau peut eˆtre vu comme de´terministe car toutes
les parties ale´atoires (e´tats initiaux, fonctions   , connectivite´s


et cellules controˆle´es) sont tire´es une fois pour toute et res-
tent fige´es tout au long de l’e´volution du processus. Pour plus
de de´tail sur un RBN et son controˆle, on pourra se reporter a`
[12] et aux re´fe´rences incluses.
La figure 1 (haut) repre´sente l’e´volution d’un tel re´seau, libre
au de´but, controˆle´ pendant un certain temps, puis e´voluant a`
nouveau librement. Dans sa phase d’e´volution libre, le com-
portement est plutoˆt de´sordonne´, tandis qu’il est plus orga-
nise´ lors de son controˆle (visuellement, apparition de motifs
spatio-temporels pe´riodiques). La seconde courbe de la figure
repre´sente l’e´volution de la CLZ spatiale comme propose´ dans
[11]. Sur cette exemple, la CLZ spatiale n’appre´hende pas le
comportement plus organise´ durant le controˆle du re´seau. Les
deux courbes suivantes de la figure 1 repre´sentent l’e´volution
de la CLZ, sur une feneˆtre glissante, respectivement pour la
cellule 1 et la cellule 50, tandis que la dernie`re courbe donne
l’e´volution de la CLZ conjointe de l’ensemble des cellules. Ces
figures illustrent le fait que la complexite´ conjointe arrive a` cap-
ter les liens temporels simultane´s de l’ensemble des variables
(nous retrouvons le comportement de la fonction de controˆle),
alors que la CLZ sur une variable capte plus difficilement l’or-
ganisation spatio-temporelle. Pour terminer sur cet exemple,
notons que la CLZ conjointe nous permet e´galement de retrou-
ver certains re´sultats de [12] (discrimination des zones d’ordre
et chaos en fonction de la connectivite´ et de la probabilite´ uti-
lise´e pour tirer les 

, etc.).
4.2 Illustration sur des ECG
Dans cet exemple, nous avons utilise´ des signaux de la base
de donne´es du MIT [13], en particulier des signaux non pa-
thologiques (rythme sinus de la base “nsrdb”) et des signaux
d’arythmie (base “mitdb”). Les signaux ont e´te´ de´barrasse´s de
leur e´ventuelle de´rive par filtrage passe haut, puis afin de pou-
voir comparer les re´sultats de la CLZ, les signaux non patho-
logiques ont e´te´ sur-e´chantillonne´s afin que les deux jeux de
donne´es soient e´chantillonne´s a` la meˆme cadence (360Hz). Sur
chaque signal nous avons alors fait glisser une feneˆtre de 5 se-
condes, sans recouvrements. Sur chaque feneˆtre nous avons
cre´e´ deux signaux binaires : le premier, qu’on notera  en
mettant a` 1 tous les e´chantillons plus grand que 30% de la va-
leur maximale de l’ECG sur la feneˆtre ; le second,  , en met-
tant a` 1 tous les e´chantillons plus petits que 10% de la valeur
minimale (ne´gative) sur la feneˆtre. De ce fait, nous espe´rons
repe´rer les pics R des complexes QRS (voir figure 2) sur le
signal  , et les ondes S et/ou Q sur le signal  . Dans la me-
sure ou` la variabilite´ du rythme cardiaque (intervals RR) est
ge´ne´ralement admis comme e´tant un crite`re de caracte´risation
des pathologies cardiaques ou non, nous espe´rons via le signal
binaire  appre´hender cette variabilite´. Avec le signal  nous
espe´rons alors retenir plus d’information en utilisant l’infor-
mation sur l’onde Q et/ou S. La figure 2 montre l’e´volution
de la CLZ sur les feneˆtres pour le signal  dans un cas non
pathologique (les 100000 premiers points du signal # 16265
sur-e´chantillonne´ de la base “nsrdb”) et dans le cas d’un si-
gnal d’arythmie (signal # 100 de la base “mitdb”), ainsi que
l’e´volution de la CLZ conjointe entre  et  . Les CLZ @  
sont sensiblement identiques pour les deux types de signaux,
tandis que les CLZ conjointes @" !  sont bien diffe´rentes
dans les deux cas de figure : on peut ainsi espe´rer utiliser cet
outil pour classifier ces deux types de pathologies. Ce re´sultat
est une premie`re e´bauche mais illustre la possibilite´ que peut
offrir la CLZ conjointe par rapport a` la CLZ sur un seul si-
gnal comme utilise´ dans [8]. Bien que non repre´sente´ ici, des
histogrammes de @ 

et de @ /!

sur ces deux cas de fi-
gure tendent vers la meˆme conclusion, bien que la classification
entre les deux cas soit moins nette que sur l’exemple pre´sente´.
5 Discussion
Les premiers re´sultats d’utilisation de la CLZ conjointe sur
des ECG semblent prometteurs mais doivent eˆtre e´tudie´s plus
en de´tail. En particulier il convient de pre´-traiter correctement
les signaux pour nettoyer correctement les complexes QRS, de
repe´rer proprement les ondes R et S pour choisir judicieuse-
ment les seuils (ex. mi-hauteur pour chaque onde) etc. Des
analyses statistiques sur les bases de donne´es doivent eˆtre ef-
fectue´es et compare´es a` d’autres re´sultats [1]-[8]. A titre de
perspectives, une autre ide´e peut eˆtre de travailler avec la CLZ
simultane´ment sur des signaux issus de plusieurs e´lectrodes.
En effet, dans l’exemple d’une propagation e´lectrique normale
sur le tissu, un front d’onde passera sous une e´lectrode, puis
sous l’autre, ce qui doit conduire sche´matiquement a` deux
ECG de´cale´s dans le temps. Dans le cas d’un flotteur, une
spirale e´lectrique tournera sur elle meˆme, ce qui aura pour
conse´quence que deux e´lectrodes ne verront pas exactement les
meˆmes variations du champs e´lectrique : c’est l’ide´e exploite´e
dans [4, 5]. Nous espe´rons ainsi que l’analyse conjointe de plu-
sieurs ECG ame´liore les sche´mas de classification de [7, 8]
par exemple. Dans le cas d’enregistrements mono-capteur, une
autre ide´e est de comparer un signal a` une re´fe´rence via une
sorte de distance au sens de la complexite´, avec toutes les































































ﬂ applique´ entre  ﬃﬀ et  ! #"$ ). Les trace´s
repre´sentent respectivement l’e´volution spatio-temporelle du re´seau,
l’e´volution temporelle de la CLZ spatiale [11], les CLZ de la cellule 1,
de la cellule 50, et la CLZ conjointe des 100 cellules (feneˆtre glissante











CLZ pour un signal normal/arrhytmique










FIG. 2 – Gauche : complexe QRS ; Droite haut : complexite´ pour le
signal % sur des feneˆtres glissante (sans recouvrement) pour un ECG
normal (trait plein) et un ECG d’arythmie (trait mixte) ; Droit bas :
complexite´s jointe &%(')* dans les deux cas de figure pre´ce´dent.
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