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Abstract
Let m be a positive integer, not divisible by 2, 3, 5, 7. We generalize the classification of basic quasi-
Hopf algebras over cyclic groups of prime order given in Etingof and Gelaki (2006) [11] to the case of
cyclic groups of order m. To this end, we introduce a family of non-semisimple radically graded quasi-
Hopf algebras A(H, s), constructed as subalgebras of Hopf algebras twisted by a quasi-Hopf twist, which
are not twist equivalent to Hopf algebras. Any basic quasi-Hopf algebra over a cyclic group of order m is
either semisimple, or is twist equivalent to a Hopf algebra or a quasi-Hopf algebra of type A(H, s).
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In what follows, k will denote an algebraically closed field of characteristic zero. All the
algebras and tensor categories considered here are over k.
A finite-dimensional associative algebra is basic if all its irreducible representations are
1-dimensional. Dually, we obtain pointed coalgebras. Thus, the problem classification of ba-
sic Hopf algebras up to isomorphism is equivalent to the problem of classification of finite-
dimensional pointed Hopf algebras up to isomorphism. When the group G(H) of grouplike
elements of a finite-dimensional pointed Hopf algebra H is abelian of order not divisible by
2,3,5,7 and k is as before, this problem was solved by Andruskiewitsch and Schneider, see [4].
One of the main difficulties is, once one knows all the coradically graded pointed Hopf algebras
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all the Hopf algebras H whose associated graded Hopf algebra is H0.
The result of Andruskiewitsch–Schneider also yields a classification of pointed finite tensor
categories with abelian groups of grouplike elements of order not divisible by 2,3,5,7 which
have a fiber functor, as the categories of comodules over such pointed Hopf algebras (see [14]).
Moreover, by Masuoka’s Theorem [18, Thm. A1], the equivalence classes of such categories
reduce to the graded case, because the category of comodules over a lifting H of H0 is equivalent
to the category of comodules over H0.
The general problem of classification of pointed finite tensor categories (not necessarily hav-
ing a fiber functor) reduces to classification of basic quasi-Hopf algebras up to twist, and it is
closely related to the classification of pointed Hopf algebras. The first approach to this prob-
lem was suggested by Etingof and Gelaki in a series of papers, in which they classified pointed
finite tensor categories whose group of invertible objects has prime order (see [11] for a com-
plete answer). To do so, they considered the quasi-Hopf algebras A(q) with non-trivial associator
constructed in [15]. This family completes the list of such categories, with the categories of rep-
resentations of Hopf algebras and the semisimple ones.
In this work we classify pointed tensor categories such that their group of invertible objects
is cyclic, with order not divisible by 2,3,5,7. This restriction on the order comes mainly from
the classification theorem for pointed Hopf algebras over abelian groups in [4]. In fact, we can
classify basic radically graded quasi-Hopf algebras over cyclic groups of odd order, but restrict as
above when we consider liftings of these algebras because liftings of pointed Hopf algebras are
not known in general. To the author’s knowledge there are no counterexamples of Hopf algebras
which are not twist equivalent to their coradically graded Hopf algebra for small values of the
order. Therefore the main theorem could still hold for any cyclic group of odd order if one can
extend the theory of liftings and Masuoka’s results for any group of odd order.
This family of categories has a subfamily corresponding to non-semisimple quasi-Hopf alge-
bras A(H, s), constructed in a similar way to the family of Gelaki’s quasi-Hopf algebras A(q).
Consider H =⊕n0 H(n) a radically graded Hopf algebra, generated by a group like element
χ of order m2 and skew primitive elements x1, . . . , xθ such that:
χxiχ
−1 = qdi xi, (xi) = xi ⊗ χbi + 1 ⊗ xi, (1.1)
where q is a root of unity of order m2. Call
Υ (H) := {s ∈ {1, . . . ,m− 1}: bi ≡ sdi(m), 1 i  θ}. (1.2)
Consider its subalgebra A(H, s) generated by σ := χm and x1, . . . , xθ . Modifying the coalgebra
structure of H by a twist Js ∈ H ⊗ H (there exists one Js for each s ∈ Υ (H)), we shall prove
that A(H, s) with the induced coalgebra structure by restriction is a quasi-Hopf algebra, which
is not twist equivalent to a Hopf algebra.
As we will prove that liftings of quasi-Hopf algebras A(H, s) come from de-equivariantiza-
tions of liftings of Hopf algebras, Masuoka’s Theorem simplifies the classification problem: we
can restrict to the radically graded case.
The main result of this work is the following:
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A/RadA ∼= k[Zm] as algebras, for some m ∈ N not divisible by primes 7. Then A is equivalent
by a twist to one of the following:
(1) a radically graded finite-dimensional Hopf algebra A such that
A/RadA ∼= k[Zm], or
(2) a semisimple quasi-Hopf algebra k[Zm], with associator given by ωs ∈ H 3(Zm,k×), s ∈
{1, . . . ,m− 1}, or
(3) a quasi-Hopf algebra A(H, s), where H is a radically graded Hopf algebra such that
H/RadH ∼= k[Zm2], and s ∈ Υ (H).
We will give the proof in Section 4.4.
Recall that a tensor category C is pointed if every simple object of C is invertible. Invertible
objects form a group. The previous theorem implies the corresponding statement for pointed
finite tensor categories.
Corollary 1.0.2. Let C be a pointed finite tensor category whose simple objects form a cyclic
group of order m, where m is not divisible by 2,3,5,7. Then C is equivalent to one of the follow-
ing:
(1) the category of finite-dimensional H -modules, for H a radically graded finite-dimensional
Hopf algebra such that H/RadH ∼= k[Zm], or
(2) a semisimple category Repωs (Zm), or(3) the category of finite-dimensional A(H, s)-modules, for some radically graded Hopf algebra
H such that H/RadH ∼= k[Zm2], and s ∈ Υ (H).
Proof. The fact that the category is pointed implies that its objects have integer Frobenius–
Perron dimension, so by [14] it is the category of finite-dimensional modules of some quasi-Hopf
algebra A. This quasi-Hopf algebra is basic (because C is pointed), so the result follows from
Theorem 1.0.1. 
The organization of this paper is the following. In Section 2 we describe some tools which we
use in the rest of the work. The two key results are the classification of pointed Hopf algebras over
abelian groups given by Andruskiewitsch and Schneider, and the equivariantization procedure.
In Section 3 we construct basic radically graded quasi-Hopf algebras over Zm as a general-
ization of the family A(q) in [15]. Using some methods in Etingof–Gelaki’s work [10], we prove
that these are all the basic radically graded quasi-Hopf algebras over Zm up to twist equivalence.
After that, we consider liftings of these graded algebras in Section 4. We prove that each basic
quasi-Hopf algebra whose associated radically graded quasi-Hopf algebra has trivial associator
is a Hopf algebra, as in [11]. For each non-semisimple basic radically graded quasi-Hopf algebra
with non-trivial associator, we prove that any lifting A can be extended to a Hopf algebra H as
in the graded case, so RepH is the equivariantization of RepA for some action of Zm; for an
analogous procedure see [12]. In this way we can describe such A using the inverse procedure, the
de-equivariantization of RepH for an inclusion of RepZm (a result of Masuoka in [18] reduces
it to the graded case), and we complete the classification.
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some n ∈ N. Such description is important for the general case, where we reduce some results to
the case pn.
2. Preliminaries
For any Hopf algebra H , ,  and S will denote the coproduct, counit and antipode, respec-
tively. For the coproduct we will use Sweedler notation: for any c ∈ C, (c) = c1 ⊗ c2.
For each tensor category C we denote by Z(C) the Drinfeld center of C. For each object X of
C, we denote by FP dimX the Frobenius–Perron dimension of X, see [14].
To begin with, we will describe some topics. First we give a brief introduction to Yetter–
Drinfeld modules over a Hopf algebra H . Second, we consider the equivariantization and de-
equivariantization procedures, for a better description see [8,12,13].
Also we consider the lifting theory for pointed Hopf algebras and the main results, see [4].
For these Hopf algebras, we will give a brief characterization of their duals, which give place
to basic Hopf algebras; i.e. their radical is a Hopf ideal, and H/RadH ∼= FunG for some finite
group G.
2.1. Yetter–Drinfeld modules and Nichols algebras
We recall the definition of a Yetter–Drinfeld module over a Hopf algebra in order to write the
formulas defining this notion.
Definition 2.1.1. Let H be a Hopf algebra. A left Yetter–Drinfeld module M over H is a left
H -module M , with action denoted by · : H ⊗ M → M , which is also a left H -comodule, with
coaction δ : M → H ⊗M , δ(m) = m(−1) ⊗m(0), satisfying:
δ(h ·m) = h1m(−1)S(h3)⊗ h2 ·m(0), h ∈ H, m ∈ M. (2.1)
Morphisms of Yetter–Drinfeld modules are H -linear morphisms which also preserve the comod-
ule structure. The category of left H -comodules is denoted by HH YD: it is a tensor category,
which inherits the action in the tensor product as H -modules, and coaction δM⊗N : M ⊗ N →
H ⊗M ⊗N ,
δM⊗N(m⊗ n) = m(−1)n(−1) ⊗m(0) ⊗ n(0), m ∈ M, n ∈ N. (2.2)
This category is braided, where the braiding for each pair M,N ∈ HH YD is given by cM⊗N :
M ⊗N → N ⊗M ,
cM⊗N(m⊗ n) = m(−1) · n⊗m(0), m ∈ M, n ∈ N. (2.3)
Remark 2.1.2. (2.1) is equivalent to the following:
(h1 ·m)(−1)h2 ⊗ (h1 ·m)(0) = h1m(−1) ⊗ h2 ·m(0), h ∈ H, m ∈ M. (2.4)
Remark 2.1.3. The category H YD is equivalent to the category RepD(H) = Z(RepH).H
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⊕
n0 V
⊗n is a Yetter–Drinfeld module over H .
Moreover, it is a braided graded Hopf algebra in HH YD, where each x ∈ V is a primitive element.
Definition 2.1.4. The Nichols algebra of V is the quotient of T (V ) by the greatest ideal of graded
Hopf ideal T (V ), generated by elements of degree greater or equal than 2. It is denoted by B(V ).
B(V ) =⊕n0 B(V )n is a braided graded Hopf algebra in HH YD which satisfies B(V )0 = k1
and B(V )1 = V . For a complete description and equivalent definitions see [2].
For any braided Hopf algebra R in HH YD we can give a Hopf algebra structure to the tensor
product R ⊗H (denoted by R#H ), whose product and coproduct are given as follows:
(r#h)(s#k) = r(h1 · s)#h2k, (2.5)
(r#h) = r(1)#(r(2))−1h1#(r(2))0#h2, (2.6)
where for any r ∈ R, r(1)⊗ r(2) = R(r) denotes the coproduct in R. It is called the bosonization
of R by H [22].
The following are Hopf algebra maps:
π : R#H → H, π(r#h) = R(r)h, (2.7)
ι : H → R#H, ι(h) = 1#h. (2.8)
They satisfy π ◦ ι = idH and R#1 = {a ∈ R#H : (id ⊗ π)(a) = a ⊗ 1}.
Reciprocally, given Hopf algebras morphisms π : A ⊗ H and ι : H → A such that π ◦ ι =
idH , then R = AcoH is a braided Hopf algebra in HH YD, and A ∼= R#H (see [2] for a complete
explanation).
2.2. Equivariantization and de-equivariantization
Let C be a finite tensor category. Denote by Aut C the category which has as objects the tensor
auto-equivalences of C, and its morphisms are isomorphisms of tensor functors. It is a monoidal
category, whose tensor product is the composition of tensor functors.
For any group Γ denote by Γ the category whose objects are elements of Γ , its morphisms
are just the identities on each object, and the tensor product corresponds to the multiplication
in Γ .
Definition 2.2.1. An action of a group Γ on a finite tensor category C is a monoidal functor
F : Γ → Aut C.
In this way, we have a collection of functors {Fg: g ∈ Γ } ⊂ Aut C, and isomorphisms
γg,h :Fg ◦ Fh ∼−→ Fgh, g,h ∈ Γ,
defining the tensor structure of the functor F .
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object of C is an object X ∈ C with a family of isomorphisms ug : Fg(X) → X such that for all
pairs g,h ∈ Γ the following diagram commutes:
Fg(Fh(X))
Fg(uh)
γg,h
Fg(X)
ug
Fgh(X)
ugh
X.
A morphism of equivariant objects β : (X, (ug)g∈Γ ) → (Y, (vg)g∈Γ ) is a morphism β : X →
Y in C such that for all g ∈ Γ , β ◦ ug = vg ◦ Fg(β). The category of Γ -equivariant objects is
called the equivariantization of C, and will be denoted CΓ .
For such category, we have a natural inclusion ι : RepΓ → CΓ .
We consider the inverse procedure. Consider a finite tensor category D such that Z(D) con-
tains a Tannakian subcategory RepΓ for some finite group Γ , and the composition RepΓ →
Z(D) → D is an inclusion. The algebra Fun(Γ ) of functions Γ → k is an algebra in the ten-
sor category RepΓ : the group Γ acts on Fun(Γ ) by left translations. In this way Fun(Γ ) is an
algebra in the braided category Z(D).
Definition 2.2.3. The category of Fun(Γ )-modules in D is called the de-equivariantization of D,
and will be denoted by DΓ . It is a tensor category.
We will use the following result about equivariantization and de-equivariantization. For a
complete reference and proofs about these facts, see [8].
Theorem 2.2.4. (i) Let Γ be a finite group acting on a finite tensor category C. Then RepΓ
is a Tannakian subcategory of Z(CΓ ) (that is, the braiding of Z(CΓ ) restricts to the symmetric
braiding of RepΓ ), and the composition of RepΓ → Z(CΓ ) with the forgetful functor Z(CΓ ) →
CΓ is the natural inclusion ι.
(ii) The procedures of equivariantization and de-equivariantization are inverse to each other.
Example 2.2.5. We describe here an example over pointed semisimple categories. Although
we shall work over non-semisimple categories, we shall consider the semisimple part of some
pointed ones and this will be useful in what follows.
Consider an action of a group Γ over the category C = VecK,ω , where K is an abelian group
and ω ∈ H 3(K,k×). We will denote the simple elements of C just with the elements of K .
We assume that the action over the objects is trivial; that is, Fγ (X) = X for all object X and
all γ ∈ Γ . With this assumption and following the description in [25, Section 7], the action is
described by an element ψ ∈ H 2(Γ, Kˆ):
ψ(γ1, γ2) : Fγ1 ◦ Fγ2 → Fγ1γ2 , γi ∈ Γ.
From the tensor structure of each Fγ we have an element ξ ∈ H 2(K, Γˆ ),
ξ(k1, k2)(γ ) : Fγ (k1)⊗ Fγ (k2) = k1 + k2 → Fγ (k1 + k2) = k1 + k2,
where ki ∈ K,γ ∈ Γ .
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we have CΓ ∼= (C  Γ )∗C . For our context, we derive that Γ is abelian (notice also that we have
an inclusion of RepΓ in CΓ ) and so RepΓ ∼= VecΓˆ . For a description as in [20], the action of Γˆ
on K is trivial, and C  Γ ∼= VecK×Γˆ .
As FP dim(CΓ ) = |Γ |FP dim C = |Γ ||K|, CΓ has |Γ ||K| non-isomorphic simple objects.
Such objects are pairs (k, (uγ )γ∈Γ ), for scalars uγ ∈ k× satisfying uγ1uγ2 = ψ(γ1, γ2)(k)uγ1+γ2 .
Therefore two simple objects (k, (uγ )γ∈Γ ) and (k, (vγ )γ∈Γ ) are related by an element f ∈ Γˆ
such that vγ = uγ f (γ ) for all γ ∈ Γ , which are isomorphic if and only if f = 1. In this way we
identify simple elements in CΓ as pairs (k, f ) ∈ K × Γˆ .
Also for any fixed k, there exist |Γ | elements (k, (uγ )γ∈Γ ), and
ψ(γ1, γ2)(k) = uγ1uγ2u−1γ1+γ2 = ψ(γ2, γ1)(k).
Therefore ψ(γ1, γ2) = ψ(γ2, γ1) for all γi ∈ Γ , and from the relation given in [25] we derive that
ξ(k1, k2) = ξ(k2, k1) for all ki ∈ K . The elements of H 2(K, Γˆ ) parameterize central extensions
of K by Γˆ , and if L is the corresponding to ξ , then L is abelian and we can identify CΓ =
VecL,ω˜ for some ω˜ ∈ H 3(L,k×), because the tensor product in CΓ satisfies under the previous
considerations:
(k1, f1)⊗ (k2, f2) =
(
k1 + k2, f1 + f2 + ξ(k1, k2)
)
, ki ∈ K, fi ∈ Γˆ .
Such ω˜ is the pullback of ω under the projection π : L → K corresponding to the extension,
because the forgetful functor CΓ → C is a tensor functor. This can also be derived from Naidu’s
work.
Also ψ ∈ H 2(Γ, Kˆ) is the element corresponding to the dual extension Lˆ of Γ by Kˆ .
Note that, given a morphism T : Γˆ → Lˆ such that for all f1, f2 ∈ Γˆ ,〈
T (f1), (0, f2)
〉= 1,
the function ω : K3 → k× given by
ω(k1, k2, k3) =
〈
T
(
ξ(k2, k3)
)
, (k1,0)
〉
, ki ∈ K,
defines an element in H 3(K,k×), which will be denoted also by ω. The pullback ω˜ of such
element is trivial in H 3(L,k×). Indeed, if we consider the function α : L×L → k× given by
α
(
(k1, f1), (k2, f2)
)= 〈T (f2), (k1, f1)〉= 〈T (f2), (k1,0)〉,
then δ2(α) = ω˜. In this way, CΓ ∼= VecL, and we have an inclusion
RepΓ ∼= VecΓˆ ↪→ Z(VecL) ∼= VecL⊕Lˆ,
which composed with the forgetful functor to CΓ = VecL gives the canonical inclusion RepΓ ↪→
VecL, so we have an inclusion of groups Γˆ ↪→ L ⊕ Lˆ, which composed with the projection to
the first component gives the inclusion Γˆ ↪→ L.
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RepΓ as a Tannakian subcategory of Z(D), which factorizes through the center Z(VecL) ∼=
Vec
L⊕Lˆ; Γ and L are abelian groups as before, and we call K the corresponding quotient group,
which we also assume abelian. Therefore we have an inclusion ι : Γˆ → L, and a morphism
T : Γˆ → Lˆ, such that for all f1, f2 ∈ Γˆ , 〈T (f1), (0, f2)〉 = 1. Such T parameterizes the natural
morphisms cV,− : V ⊗ − → − ⊗ V for each V ∈ RepΓ viewed as an element of D.
Consider L as an extension of K by Γˆ , in such a way the inclusion ι is the canonical one, and it
corresponds to an element ξ ∈ H 2(K, Γˆ ). The algebra A = FunΓ is just the sum A =⊕
f∈Γˆ kf
as element of VecΓˆ , with the canonical product, so we consider A =⊕
f∈Γˆ k(0, f ) inside D.
By the previous considerations, we obtain DΓ ∼= VecK,ω for some ω ∈ H 3(K,k×).
The functor F : D → DΓ , F(X) = A ⊗ X is a monoidal functor, where the natural isomor-
phisms
JX,Y : F(X)⊗A F(Y ) → F(X ⊗ Y)
are given by the natural isomorphisms induced by T followed by the multiplication in A. Con-
sidering the monoidal functor axiom we deduce that ω(k1, k2, k3) = 〈T (ξ(k2, k3)), (k1,0)〉.
2.3. Pointed Hopf algebras and liftings
We recall the Andruskiewitsch–Schneider Classification Theorem for pointed Hopf algebras
over abelian groups whose order is divisible by primes greater than 7, and a result about their
categories of comodules, due to Masuoka.
Definition 2.3.1. (See [4].) Let Γ be an abelian group. A datum of finite Cartan type over Γ ,
D = D(Γ, (gi)i=1,...,θ , (χi)i=1,...,θ ,A = (aij )i,j=1,...,θ ),
consists of elements gi ∈ Γ , χi ∈ Γˆ and a Cartan matrix of finite type A satisfying for all i, j
qij qji = qaijii , qii = 1,
where we define qij := χj (gi).
Now call Φ the root system of the Cartan matrix A, X the set of connected components
of the corresponding Dynkin diagram and α1, . . . , αθ a set of simple roots; we write i ∼ j if
αi,αj are in the same connected component. For each J ∈ X , ΦJ denotes the root system of the
component J .
Fix a datum D. For each α =∑θi=1 kiαi ∈ Φ+, we define
gα :=
θ∏
i=1
g
ki
i , χα :=
θ∏
i=1
χ
ki
i . (2.9)
For our purposes, we consider qii of odd order, and coprime with 3 if αi belongs to a connected
component of type G2. In such case the order of qii is constant on each connected component
J ∈ X , and we define NJ as the order of any qii .
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λ = (λij )i,j∈{1,...,θ},ij
of elements of k satisfying the condition:
if gigj = 1 or χiχj = , then λij = 0. (2.10)
The second family is μ = (μα)α∈Φ+ , which elements are also in k, satisfying the condition:
if gNJα = 1 or χNJα = , then μα = 0, α ∈ Φ+J , J ∈ X . (2.11)
In [4], for any family μ and any α ∈ Φ , they introduce an element uα(μ) ∈ k[Γ ], which
belongs to the augmentation ideal of k[gNii ]. An important fact for our work is that uα(0) = 0 for
all α ∈ Φ+, where μ = 0 denotes the family which consists of all parameters equal to 0.
Also there exist elements xα,α ∈ Φ+, which determine a PBW basis (see [4] and the refer-
ences therein).
Definition 2.3.2. (See [4].) The Hopf algebra u(D, λ,μ) is generated by Γ and x1, . . . , xθ , with
the following relations:
gxig
−1 = λi(g)xi, i = 1, . . . , θ, g ∈ Γ ; (2.12)
adc(xi)
1−aij xj = 0, i = j, i ∼ j ; (2.13)
adc(xi)xj = λij (1 − gigj ), i < j, i  j ; (2.14)
xNJα = uα(μ), α ∈ Φ+J , J ∈ X . (2.15)
Remark 2.3.3.
(1) In [4] they prove that the algebra u(D, λ,μ) is a Hopf algebra, where the coproduct is defined
by (g) = g ⊗ g for all g ∈ Γ , and (xi) = xi ⊗ 1 + gi ⊗ xi . Its group-like elements are
G(u(D, λ,μ)) = Γ .
(2) The graded case (trivial lifting) corresponds to μ = 0, λ = 0. Moreover, u(D,0,0) is the
coradically graded Hopf algebra associated to u(D, λ,μ), for any families of parameters.
Theorem 2.3.4. (See [4].) Let H be a finite-dimensional pointed Hopf algebra, with group of
group-like elements Γ = G(H). Assume that the order of Γ is not divisible by primes  7. Then
there exist a datum D and families λ,μ such that H ∼= u(D, λ,μ).
Definition 2.3.5. (See [2] and references therein.) Let H be a bialgebra. A 2-cocycle on H is a
bilinear map σ : H ×H → k, which satisfies the following conditions
σ(a1, b1)σ (a2b2, c) = σ(a, b1c1)σ (b2, c2), (2.16)
σ(a,1) = σ(1, a) = (a), (2.17)
for all a, b, c ∈ H .
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uct on H given by
a·σ := σ(a1, b1)a2b2σ−1(a3, c3), a, b ∈ H.
Then H with this product, the same unit and the same coproduct structure is a new bialgebra. We
denote it by Hσ . If H is a Hopf algebra with antipode S, define
Sσ (a) = σ
(
a1, S(a2)
)
S(a3)σ
−1(S(a4), a5), a ∈ H.
Then Sσ is an antipode for Hσ , so Hσ is a Hopf algebra.
The following property of these liftings for coradically graded pointed Hopf algebras shall
help us when we want to describe the category of representation of duals of pointed Hopf alge-
bras.
Theorem 2.3.6. (See [18].) Given a datum D and families λ,μ, the Hopf algebra u(D, λ,μ) is
a cocycle deformation of the associated graded Hopf algebra u(D,0,0).
Remark 2.3.7. By the previous theorem, the category of u(D, λ,μ)-comodules is tensor equiv-
alent to the category of u(D, λ,μ)-comodules, see [23]. Consider now a basic Hopf algebra H
such that H/RadH ∼= FunΓ , where Γ is an abelian group as in the Andruskiewitsch–Schneider
Classification Theorem. Denote by H0 its associated radically graded Hopf algebra. Then H ∗
is a pointed Hopf algebra isomorphic to some u(D, λ,μ), and its associated coradically graded
Hopf algebra is H ∗0 , which is isomorphic to u(D,0,0). Therefore, RepH is tensor equivalent
to RepH0, because they are isomorphic to the categories of comodules over their corresponding
duals.
2.4. Duals of pointed Hopf algebras
Recall the following result:
Proposition 2.4.1. (See [6].) Let Γ be a finite abelian group, and V ∈kΓkΓ YD, with basis
v1, . . . , vθ where vi ∈ V χigi for some giΓ , χi ∈ Γˆ , such that B(V ) is finite-dimensional. If
H = B(V )#kΓ , then H ∗ ∼= B(W)#kΓˆ , where we consider W ∈kΓˆkΓˆ YD with a basis wi ∈ W
gi
χi .
Remark 2.4.2. The corresponding braiding matrices of V and W coincide: (χi(gj ))1i,jn.
We will describe duals of non-trivial liftings of Hopf algebras u(D, λ,μ) (see [6] for case
A1 ⊗ · · · ⊗ A1, that is quantum linear spaces). Consider the coradically graded Hopf algebra
H0 = B(V )#kΓ , for some abelian group Γ and some V ∈k[Γ ]k[Γ ] YD such that V is a diagonal
braided vector space of Cartan type; if A = (aij ) is the associated Cartan matrix of finite type,
consider a basis y1, . . . , yθ with yi ∈ V χigi (gi ∈ Γ,χi ∈ Γˆ ) satisfying χi(gj )χj (gi) = χi(gi)aij
for all i = j .
Liftings (in the coradical sense) H are characterized as in Theorem 2.3.4, with the linking re-
lations (2.14) and the power root vector relations (2.15). Such H has a basis {hy: h ∈ Γ, y ∈ B},
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for each α ∈ J , J ∈ X .
Define for each γ ∈ Γˆ and each y ∈ B the element fγ,y ∈ H ∗, which satisfies:
fγ,y
(
gy′
)= γ (g)δy,y′ , g ∈ Γ, y′ ∈ B. (2.18)
In this way, {fγ,y : γ ∈ Γˆ , y ∈ B} is a basis of H ∗. We call xi := f,yi for any i ∈ {1, . . . , θ}, and
identify γ = fγ,1 for any γ ∈ Γˆ .
Lemma 2.4.3. Consider H,x1, . . . , xθ as above. Then,
(1) Γˆ ∪ {x1, . . . , xθ } generate H ∗ as algebra.
(2) RadH ∗ is the ideal generated by {x1, . . . , xθ }.
(3) In H ∗, γ xi = γ (gi)xiγ for any i ∈ {1, . . . , θ}, γ ∈ Γˆ .
Proof. (1) This follows from [9, Lemma 2.1].
(2) Remember that Corad(H)⊥ = Rad(H ∗), so the radical of H ∗ is the ideal generated by
x1, . . . , xθ and H ∗/Rad(H ∗) ∼= Γˆ , by (1).
(3) We calculate this explicitly for each g ∈ Γ, z ∈ B ,
(γ xi)(gz) = (γ ⊗ xi)(gz) = (γ ⊗ xi)
(
gz ⊗ g + ggi ⊗ z+ ˜(z)
)
= γ (ggi)δz,yi = γ (gi)(xi ⊗ γ )
(
gz ⊗ g + ggi ⊗ z+ ˜(z)
)
= γ (gi)(xi ⊗ γ )(gz) =
(
γ (gi)xiγ
)
(gz),
where ˜(z) is a sum of terms in which the first or the second tensor term vanishes by apply-
ing γ . 
Lemma 2.4.4. Consider H,x1, . . . , xθ as above. Call
Ω := {γ ∈ Γˆ : γ (λi(gNii − 1))= γ (αij (gigj − 1))= 0, 1 i  j  θ}. (2.19)
(1) For the coproduct on H ∗ we have:
(xi)− xi ⊗ 1 − χi ⊗ xi ∈ Rad
(
H ∗
)⊗ Rad(H ∗), (2.20)
(χ)− χ ⊗ χ ∈ Rad(H ∗)⊗ Rad(H ∗). (2.21)
(2) Ω is the group of group-like elements of H ∗.
Proof. (1) Note that (f )(x, y) = f (xy) for all f ∈ H ∗, x, y ∈ H . Now for any χ ∈ Γˆ we note
that
(χ)− χ ⊗ χ ∈ (Γˆ ⊗ RadH ∗)⊕ (RadH ∗ ⊗ Γˆ )⊕ (RadH ∗ ⊗ RadH ∗)
(it is straightforward that (χ) contains χ ⊗ χ as the component in Γˆ ⊗ Γˆ ). Evaluating in
(g, g′y) and (gy, g′) for g,g′ ∈ Γ , y ∈ B , we deduce that there are no components in Γˆ ⊗
RadH ∗ ⊕ RadH ∗ ⊗ Γˆ , because gyg′ = q gg′y for some q ∈ k×.
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as a sum of elements of B replacing xαxβ by a sum of elements of B of the same degree (where
degree means length of words, i.e. viewing these in the tensor algebra of V ), or where we replace
some powers xNαα by uα(μ), or replace xixj by χj (gi)xj xi + λij (1 − gigj ). So after reordering
terms, zz′ is a sum of terms of the same degree in B , or of terms of less degree which have as
factor uα(μ) or λij (1 − gigj ). Then,
(xi)
(
gz,g′z′
)= xi(q gg′zz′)= 0, ∀(z, z′) = (xi,1), (1, xi),
because uα(μ),λij (1 − gigj ) ∈ ker . Also,
(xi)
(
gxi, g
′)= xi(χi(g′)gg′xi)= χi(g′),
(xi)
(
g,g′xi
)= xi(gg′xi)= 1,
so we prove (2.20).
(2) It follows from the previous analysis about the expression of zz′, z, z′ ∈ B; see also [6]. 
3. Basic graded quasi-Hopf algebras
In what follows, m will denote a positive integer.
Consider a finite-dimensional radically graded quasi-Hopf algebra: H =⊕i0 H [i], where
I := RadH =⊕i1 H [i], I k =⊕ik H [i]. In such case, H [0] is semisimple and H is gener-
ated by H [0] and H [1] [9, Lemma 2.1].
Observe that if H is also basic, then H [0] = Fun(Γ ) for some finite group Γ , where the
associator (being in degree 0) corresponds to a class in H 3(Γ,k×). Also, by [24], H [1] is a free
module over H [0]. Consider now the case Γ = Zm.
Let σ,χ be generators of Zm,Zm2 , respectively, related by the condition χm = σ (considering
the canonical inclusion Zm ↪→ Zm2 ). Let {1b: 0  b  m2 − 1} be the set of idempotents of
k[Zm2], defined by the condition χ1b = qb1b (q a primitive root of unity of order m2). Also, let
{1s : 0 s m− 1} be the set of idempotents of k[Zm]: as it is noted in [15],∑
0im−1
1mi+s = 1s , 0 s m− 1. (3.1)
Also by [15], {ωs : 0 s m− 1} = H 3(Zm,C×), where ωs : (Zm)3 → k× is defined by
ωs(i, j, k) = qsi(j+k−(j+k)′) (3.2)
(as in [15]: i′ denotes the remainder of the division by m).
In consequence, if H is basic radically graded, the associator is
Φs :=
m−1∑
i,j,k=0
ωs(i, j, k)1i ⊗ 1j ⊗ 1k, (3.3)
for some 0 s m− 1, which is trivial if and only if s = 0.
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ible and satisfies:
(ε ⊗ id)(Js) = (id ⊗ ε)(Js) = 1, Φs = dJs. (3.4)
3.1. Quasi-Hopf algebras A(H, s)
Given a radically graded Hopf algebra H =⊕n0 H(n) generated by a group like element χ
of order m2 and skew primitive elements x1, . . . , xθ satisfying 1.1, H = R#k[Γ ], where R ∈k[Γ ]k[Γ ]
YD the algebra of coinvariants. If dimH is finite, m2 does not divide bidi (because qbidi = 1).
We will define a quasi-Hopf algebra A(H, s) for each s ∈ Υ (H) (recall the definition of
Υ (H) given in Section 1), such that A(H, s)/RadA(H, s) ∼= k[Zm], with associator given by
ωs ∈ H 3(Zm,k×).
Consider the twist quasi-Hopf algebra (HJs ,Js , ε,ΦJs , SJs , αJs βJs ,1) and its subalgebra
A(H, s) generated by σ := χm and x1, . . . , xk . Note that if H is finite-dimensional,
dimA(H, s) = dimH/m = mdimR.
Proposition 3.1.1. (A(H, s),Js , ε,ΦJs , SJs , σ−s ,1) is a quasi-Hopf algebra, which is not twist
equivalent to a Hopf algebra.
Proof. To simplify notation, we simply call A = A(H, s). First of all, Φs ∈ A ⊗ A ⊗ A. Using
that 1zxi = xi1z−di ,
Js (xi) =
m2−1∑
z,y=0
c(z, y)s
c(z− di, y)s q
biyxi1z−di ⊗ 1y +
c(z, y)s
c(z, y − di)s 1z ⊗ xi1y−di
=
m−1∑
y=0
qbiy
(
m−1∑
k=0
qmk(bi−sdi )xi ⊗ 1y+km
)
+
m2−1∑
z,y=0
qz((y+di )′−di−y′)1z ⊗ xi1y
=
m−1∑
y=0
qbiyxi ⊗ 1y +
m−1∑
k=0
(m−d ′i−1∑
j=0
qsk(d
′
i−di )1k ⊗ xi1j
+
m−1∑
j=m−d ′i
qsk(d
′
i+m−di )1k ⊗ xi1j
)
.
Therefore Js (xi) ∈ A⊗A, and (A,Js , εJs ,ΦJs ) is a quasi-bialgebra.
Now, αJs =
∑m2−1
c(−z, z)s1z, βJs =
∑m2−1
c(z,−z)s1z, soz=0 z=0
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m2−1∑
z=0
c(−z, z)sc(z,−z)s1z =
m2−1∑
z=0
qsmz1z
=
m−1∑
k=0
qsmk1k =
(
m−1∑
k=0
qk1k
)ms
= σ−s .
Remember that S(xi) = −xiχbi , so
SJs (xi) = βJs S(xi)β−1Js = −xi
(
m2−1∑
y=0
c(y + di,−y − di)s
c(y,−y)s q
−biy1y
)
= −xi
(
m2−1∑
y=0
q−biy+s(y+di )(m−(y+di )′+y+di )−sy(m−y′+y)1y
)
= −xi
(
m−1∑
k,l=0
q−bi l+s(l+di )(m−(l+di)′+l+di )−slm+km(sdi−bi )1km+y
)
= −xi
(
m−1∑
l=0
q−bi l+s(l+di )(m−(l+di )′+l+di )−slm1l
)
,
where we use again that m divides bi − sdi .
If we suppose that AJ is a Hopf algebra for some invertible element J ∈ A ⊗ A, then we
consider its degree-zero component
J0 =
m−1∑
i,j=0
a(i, j)11 ⊗ 1j , a(i, j) ∈ k.
Therefore Φs = dJ0, which is equivalent to ωs = da, a contradiction. 
3.2. Radically graded quasi-Hopf algebras as subalgebras of twisted Hopf algebras
We prove now that any radically graded quasi-Hopf algebra over Zm looks like the quasi-
Hopf algebras in the previous section. This fact gives us a characterization of all such quasi-Hopf
algebras, in order to classify them.
Theorem 3.2.1. Let A =⊕n0 A[n] be a finite-dimensional radically graded quasi-Hopf alge-
bra over Zm, with associator Φs for some s and A[1] = 0. Then, there exists a finite-dimensional
radically graded Hopf algebra H as above, where H = B(V )#Zm2 for some Yetter–Drinfeld
module V over Zm2 , and a graded quasi-Hopf algebra epimorphism π : A A¯ := A(H, s),
which is the identity restricted to degree 0 and 1.
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where
Ar [1] =
{
x ∈ A[1]: σxσ−1 = Qrx},
Q = qm a primitive root of unity of order m. Note that if x ∈ Ar [1], 1ix = x1i−r . Also, by [14],
we have that A0[1] = 0.
Let Aˆ be the tensor algebra of A[1] over A[0]: it is a quasi-Hopf algebra, and we have a
canonical surjective homomorphism π1 : AˆA. Let γ be the automorphism of Aˆ defined by
γ |A[0] = id, γ |Ar [1] = qr id.
Consider L the sum of all quasi-Hopf ideals of Aˆ contained in
⊕
i2 Aˆ[i]. Therefore kerπ1 ⊆
L, and γ (L) = L, so γ acts over A¯ := Aˆ/L. We define H¯ as the quasi-Hopf algebra generated
by A¯ and a group-like element χ , where χm = σ (χ has order m2), and χzχ−1 = γ (z) for all
z ∈ H . Note that Ad(σ ) = γm, so it is well defined, and χ generates a group isomorphic to Zm2 .
We consider the twist H := H¯ J−1 , which is a finite-dimensional radically graded Hopf al-
gebra. In such case, it is of the way H = R#Zm2 , for some braided graded Hopf algebra R
in the category of Yetter–Drinfeld modules over Zm2 . We consider skew primitive elements
x1, . . . , xk ∈ H [1] which are eigenvectors of Ad(χ):
χxiχ
−1 = qdi xi, (xi) = xi ⊗ 1 + χbi ⊗ xi, bi, di ∈ Zm2 .
Therefore, σxiσ−1 = qdjmxi ; as H0[1] = 0, m  dj .
If we denote by ¯ the coproduct of H¯ , ¯(xi) ∈ A¯⊗ A¯ because A¯ is a quasi-Hopf subalgebra
of Hˆ . As ¯(xi) = J(xi)J−1, we have
¯(xi) =
m2−1∑
z,y=0
c(z, y)s
c(z − di, y)s q
biyxi1z−di ⊗ 1y +
c(z, y)s
c(z, y − di)s 1z ⊗ xi1y−di
=
m2−1∑
y=0
qsdi (y
′−y)+biyxi ⊗ 1y +
m2−1∑
z,y=0
qsz(y
′−di−(y−di )′)1z ⊗ xi1y−di
=
m−1∑
y=0
qbiy
(
m−1∑
k=0
qmk(bi−sdi )xi ⊗ 1y+km
)
+
m−1∑
z,y=0
qsz((y+di )′−di−y)1z ⊗ xi1y.
The first summand belongs to A¯⊗ A¯, so bi ≡ sdi(m).
Now, the braided graded Hopf algebra R in the category of Yetter–Drinfeld modules over Zm2
is generated in degree 1; call V := R[1]. Therefore there exists an epimorphism of Hopf algebras
H  B(V )#Zm2 , which induces by twisting and restriction (note that the kernel of such map
is generated in degree  2) a surjective morphism A¯ = A(H, s) A(B(V )#Zm2, s). As both
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degree  2, such surjective map is an isomorphism, and H = B(V )#Zm2 . 
3.3. Generation in degree 1
In what follows, consider m odd. Strictly speaking, we consider radically graded Hopf alge-
bras, which are dual of coradically graded Hopf algebras.
Although H and H ∗ are of the same type (as groups, Zm ∼= Ẑm canonically), to be con-
sistent with the notation we consider a braided vector space of diagonal type W as above and
fix a basis x1, . . . , xθ , where xi ∈ Wgiχi for some gi ∈ Zm2 , χi ∈ Ẑm2 , so the braiding matrix is
(χi(gj ))1i,jn. Call X the set of connected components of A. By Heckenberger’s classifica-
tion, on each connected component:
• it is a braiding of Cartan type (see [17]): there exists a Cartan matrix A = (aij ) such that for
all i, j , qaijii = qij qji , or• 3 divides m and V is of type (5.1), (5.2) (see Section 5).
Such Nichols algebra is Zθ -graded, where each xi has degree ei .
Consider first the Cartan case. Let + be the set of positive roots of A. We know that for
each α ∈ +, there exists an element xα ∈ B(V ) of degree α, such that the xα’s determine a
PBW basis, with height NI , determined by I ∈ X if α ∈ I (here is important that 2 does not
divide n); see [3] and the references therein. Moreover,
Theorem 3.3.1. (See [4, Thm. 5.5], see also [5].) The algebra B(W) is presented by generators
x1, . . . , xθ and relations
adc(xi)
1−aij xj = 0, (3.5)
xNIα = 0. (3.6)
Therefore, the algebra A˜ is generated by the same relations, and
σm = 0, σxiσ−1 = qdimxi (i = 1, . . . , θ). (3.7)
if σ denotes the generator of Zm ∼= Ẑm (because the multiplication is not changed by twisting).
Our goal now is to prove that π : A A¯ as above is really an isomorphism. In order to do
that, we will prove that the relations (3.5) and (3.6) hold in A (relations (3.7) are satisfied because
π is an isomorphism in degree 0 and 1, and a morphism of algebras).
Proposition 3.3.2. Let π : A A¯ be as in Theorem 3.2.1, with A finite-dimensional. Then, for
all i = j , adc(xi)1−aij xj = 0 holds in A.
Proof. Suppose that zij := adc(xi)1−aij xj = 0 in A. Then xi, xj , zij are linearly indepen-
dent (because they are linearly independent in H ). By the previous construction, Aˆ =
A(T (V )#kZm2,ωs), so we look a the coproduct in A from the corresponding in Aˆ and pro-
jecting.
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zij is primitive in T (V ). So the subalgebra B generated by a, xi, xj and zij in Aˆ is a quasi-
Hopf algebra, because 
Aˆ
(zij ) = J(zij )J−1. Applying Theorem 3.2.1 for B , there exists a
projection B B¯ = A(B(V1)#kZm2, s), so B¯ is also finite-dimensional. As the braiding of V1 is
independent of the basis for which is calculated (it is of diagonal type, see [1]), we can calculate
it with respect to the basis y1 = xi , y2 = xj , y3 = zij . Let (Qst )s,t=1,2,3 be the corresponding
matrix. Using that V is of Cartan type, we have
Q11 = qii , Q12Q21 = qij qji,
Q22 = qjj , Q13Q31 = q2−aijii ,
Q33 = q1−aijii , Q23Q32 = q
aij (1−aij )
ii q
2
jj .
This braiding is of Cartan type, or standard Bˆ2 × A1, or as in (5.2), because the order of the
elements in the diagonal are odd and B¯ is finite-dimensional. In any case, there exists a ma-
trix (mst ) as in [5] associated with the braiding (Qst ). Therefore at least two vertices are not
connected (there exist s = t such that mst = mts = 0):
• If Q23Q32 = 1, then q2jj = q
aij (aij−1)
ii = q
aji (aij−1)
jj , so ordqjj divides 2 − aij aji + aji . This
is a contradiction because ordqjj is odd, greater than 1.
• If Q12Q21 = 1, then aij = aji = 0 and q−m13+2ii = Q−m1311 Q13Q31 = 1. The unique possibil-
ity is m13 = 3, in which case m23 = m32 = 0, but this contradicts the previous item.
• If Q13Q31 = 1, then ordqii divides 2 − aij , which cannot happen by a similar argument.
From this contradiction, zij = 0 in A. 
Proposition 3.3.3. Let π : A A¯ be as in Theorem 3.2.1, with A finite-dimensional. Then, for
all α ∈ I , I ∈ (X), xNIα = 0 holds in A.
Proof. Following notation in [3], consider B˜(V ) the algebra generated by V , where the xi ’s
are primitive, and where relation (3.5) holds for all i = j : that is, consider the quotient of the
tensor algebra T (V ) by the braided Hopf bi-ideal generated by the quantum Serre relations. Call
H1 := B˜(V )#Zm2 . For A1 := A(H1, s) we have a surjective map of algebras A1 A, because
of Proposition 3.3.2, which is of quasi-Hopf algebras because they have the same structure in
degree 0, 1 and they are generated by these components. So we have the following picture:
H1 Hˆ
H
 Aˆ = A(Hˆ ,ωs) A1 = A(H1,ωs)
A¯ = A(H¯ ,ωs) A.
Call K(V ) the subalgebra generated by the xNIα in B˜(V ): by Proposition 4.7 in [3], it is a braided
Hopf subalgebra of B˜(V ). In consequence, by twisting and restriction, the algebra K generated
by a and xNIα in A1 is a quasi-Hopf subalgebra of A1.
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a and xNIα , is a non-zero quasi-Hopf subalgebra of A (it is the image of K). Consider then xNIα
a non-zero element of minimal degree: it is a non-zero primitive element because of the degree
consideration. Therefore the subalgebra K′ generated by a and xNIα in A is finite-dimensional,
and admits a projection over a finite-dimensional quasi-Hopf algebra K′′ = A(R#Zn2 ,ωs).
Looking at xNIα as an element of B˜(V ), we have c(xNIα ⊗ xNIα ) = xNIα ⊗ xNIα , because NI is
the order of qα , where qα is the scalar such that c(xα ⊗ xα) = qαxα ⊗ xα (it depends just on
the Zθ -graduation). Call z = xNIα . In R, as  is an algebra morphism (inside the category of
Yetter–Drinfeld modules) and (z) = z⊗ 1 + 1 ⊗ z; inductively,

(
zk
)= k∑
j=0
(
k
j
)
zj ⊗ zk−j
(here we use that c(z⊗z) = z⊗z). As R is finite-dimensional (because K′′ is finite-dimensional),
there exists k such that zk = 0. Considering the minimal one, we derive that z = 0 because the
field is of characteristic 0. From this, R = 0, which contradicts that some xNIα is non-zero. 
Consider now V of standard type (5.1) (see [5] for definition of standard braiding: we do not
consider the case (5.2) at the moment, because it does not appear for Zm as we shall prove in
Section 5.1). By [5], we know that B(V ) is presented by generators x1, x2 and relations:
x31 = xN2 = 0, (3.8)(
adc(x1)x2
)3 = (adc(x1)2x2)N ′ = 0, (3.9)
adc(x1)
3x2 = adc(x2)2x1 = 0, (3.10)[
adc(x1)
2x2, adc(x1)x2
]
c
= 0, (3.11)
where N,N ′ denote the order of ζ, ζ ξ−1, respectively.
Proposition 3.3.4. Let A be a finite-dimensional quasi-Hopf algebra such that as in Theo-
rem 3.2.1 we have π : A A¯ = A(B(V )#Zm2, s) for such 2-dimensional standard braided
vector space. Then (3.8), (3.9), (3.10) and (3.11) hold in A.
Proof. The strategy to prove them is to consider algebras H1 as in the proof of Proposition
3.3.3 such that the corresponding A1 = A(H1, s) projects onto A, in order to obtain quasi-Hopf
subalgebras of A, then apply Theorem 3.2.1 and derive a contradiction if these relations are
non-zero.
(i) Relations (3.8) are easily proved, because x31 , xN2 are primitive in T (V ) as braided Hopf
algebra in kZmkZmYD.(ii) The second relation in (3.10) holds as in Proposition 3.3.2, because q22q21q12 = 1 as in
the Cartan case, and this is what is used in the proof of such proposition. For the second, it is
better to consider H1 as the quotient by the Hopf ideal generated by x31 , because in such case
adc(x1)3x2 is skew-primitive by [5, Lemma 5.7]. In such case, we work as in Proposition 3.3.2,
considering the braiding matrix (Qij )i,j=1,2,3 with respect to y1 = x1, y2 = x2, y3 = adc(x1)3x2:
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Q22 = ζ, Q13Q31 = ζ−1,
Q33 = ζ−2, Q23Q32 = ζ−1.
This diagonal braiding is not associated with a Nichols algebra of diagonal type, because all
the vertices are connected but all the Qii ’s have odd order. We have a contradiction, so (3.10)
hold in A. In a similar way, left-hand side of (3.11), which we call y3, is skew-primitive by [5,
Lemma 5.9]. Considering the braiding matrix (Qij )i,j=1,2,3 with respect to y1 = x1, y2 = x2, y3:
Q11 = ξ, Q12Q21 = ζ−1,
Q22 = ζ, Q13Q31 = ζ−2,
Q33 = ζ−2, Q23Q32 = ζ.
We have a contradiction again, so also (3.11) holds in A.
(iii) Now consider B˜(V ) the quotient of T (V ) by the braided Hopf bi-ideal generated by
all the relations except (3.9), and H1 = B˜(V )#Zm2 . As before, let A1 = A(H1, s). If B(V ) =
T (V )/I (V ), the ideal I (V ) is generated in consequence by (3.8)–(3.11), so (adc(x1)x2)3 is
primitive in B˜(V ), because it belongs to the kernel of the surjection onto B(V ) and is of min-
imal degree. Therefore (adc(x1)x2)3 = 0 in A by an analogous proof as in Proposition 3.3.3.
If now B˜(V ) denotes the quotient of T (V ) by the braided Hopf bi-ideal generated by all
the relations except (adc(x1)2x2)N
′ = 0, in such algebra (adc(x1)2x2)N ′ is primitive, and then
(adc(x1)2x2)N
′ = 0 in A. 
3.4. Classification
With the previous results we can describe all the radically graded quasi-Hopf algebras over
Zm for m odd. We summarize this in the following result.
Theorem 3.4.1. Let A be a radically graded finite-dimensional quasi-Hopf algebra such that for
some odd integer m,
A/Rad(A) = k[Zm].
Then H is twist equivalent to one of the following quasi-Hopf algebras:
(1) radically graded Hopf algebras A such that A/Rad(A) ∼= k[Zm],
(2) semisimple quasi-Hopf algebras k[Zm] with associator given by ωs ∈ H 3(Zm,k×), for some
s ∈ {0,1, . . . ,m− 1},
(3) an algebra A(H, s), for some radically graded Hopf algebra H such that A/Rad(A) ∼=
k[Zm2], and some s ∈ Υ (H).
Proof. Given a radically graded quasi-Hopf algebra, if its associator is trivial, it corresponds to
a Hopf algebra which dual is coradically graded with coradical Zm. But this family is self-dual.
Consider now radically graded quasi-Hopf algebras A with non-trivial associator Φs . If rank
of A[1] over A[0] is zero, A is semisimple, so A = k[Zm]. If the rank of A[1] over A[0] is greater
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and a projection of quasi-Hopf algebras π : A A(H, s). If H is of Cartan type, by Proposi-
tions 3.3.2 and 3.3.3, the relations defining A(H, s) are satisfied in A, so π is an isomorphism.
If H is not of Cartan type, by Heckenberger’s classification of diagonal braidings [17], it is of
standard type with some connected component of the generalized Dynkin diagram not of Cartan
type, and by Proposition 3.3.4 relations defining A(H, s) are satisfied in A, so again π is an
isomorphism. This completes the proof. 
4. Liftings of quasi-Hopf algebras over k[Zm]
In this section, for any radically graded quasi-Hopf algebra A0 with associator Φs such that
A0/Rad(A0) ∼= k[Zm] we consider the possible liftings: that is, all the non-semisimple quasi-
Hopf algebras A such that the associated graded quasi-Hopf algebra (with respect to the radical
filtration) is A0.
By the previous section, such A0 are related with radically graded Hopf algebras H0 such
that H0/Rad(H0) ∼= k[Zm2]: A0 = A(H0, s). We will relate the liftings A of A0 with liftings H
of H0.
We will use the same denomination of deformation as in [11]: a deformation of a map f0 is a
map f obtained by adding terms in degree higher than some degree d .
We restrict to the case m is not divisible by primes  7: at the moment pointed Hopf alge-
bras over abelian groups are completely classified for those groups whose order is not divisible
by 2,3,5,7 (see [4]).
4.1. Lifting of quasi-Hopf algebras with trivial associator
We begin with quasi-Hopf algebras whose coradical is a quasi-Hopf ideal, such that the corre-
sponding graded quasi-Hopf algebra is a Hopf algebra; i.e. the corresponding associator is trivial.
Remember the following result:
Proposition 4.1.1. (See [11].) Let A be a finite-dimensional quasi-Hopf algebra whose radical
is a quasi-Hopf ideal and the corresponding graded algebra A0 = gr(A) is a Hopf algebra. If
H 3(A∗0,k) = 0, then A is twist equivalent to a Hopf algebra.
Fix a radically graded Hopf algebra A0 and consider a set of skew-primitive elements xi and
a group-like element γ as in Section 3, which generate A0 as an algebra.
Write m = pα11 · · ·pαkk , the decomposition of m as product of primes, pi > 7 by hypothesis.
Define
V (pi) :=
{
j ∈ {1, . . . , θ}: bidi ≡ 0
(
p
αi
i
)}
. (4.1)
As we consider finite-dimensional Hopf algebras, qbidi = 1, or equivalently m does not divide
bidi . Therefore,
⋃
l V (pl) = {1, . . . , θ}. Also for each pair i ∼ j , we have aij , aji ∈ {1,2,3} and
aij bidi ≡ ajibj dj (m), so i ∈ V (pl) iff j ∈ V (pl). In this way each V (pl) is a union of connected
components of the Dynkin diagram associated with the diagonal braiding of A0.
Lemma 4.1.2. Let pl,V (pl) be as above. Then |V (pl)| 2.
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finite Cartan matrix. We have
aij bidi ≡ bidj + bjdi ≡ ajibj dj
(
p
αl
l
)
.
If m′ =∏k =l pαkk , and q¯ = qm′ , it is a root of unity of order pαll , then the braiding (q¯bidj )i,j∈Vl
is of finite Cartan type, associated to a braided vector space W with a basis x¯i , such that we can
fix a generator σ¯ of Z
p
αl
l
satisfying:
σ¯ x¯i σ¯
−1 = q¯di x¯i , (x¯i) = x¯i ⊗ 1 + σ¯ bi ⊗ x¯i .
Therefore it is one in Section 5.1, and |V (pl)| = dimW  2. 
Now we state an analogous result to [11, Thm. 1.3], and adapt the proof.
Theorem 4.1.3. Let A be a finite-dimensional quasi-Hopf algebra whose coradical is a quasi-
Hopf ideal such that A/Rad(A) ∼= k[Zm], and the associated graded quasi-Hopf algebra A0 =
gr(A) is a Hopf algebra. Then A is twist equivalent to a Hopf algebra.
Proof. By Proposition 4.1.1, it is enough to prove that H 3(A∗0,k) = 0. Note that A∗0 is a corad-
ically graded Hopf algebra with G(A∗0) = Zm. By the results in Section 5.1.1, it is of the way
A∗0 = Zm  B(V ), where V is a braided vector space of Cartan type, and q is a root of order m2:
H •
(
A∗0,k
)= H •(B(V ),k)Zm = H •(u+q ,k)Zm.
The last equality is proved in [11] (although B(V ) and u+q can be non-isomorphic as algebras,
we have H •(B(V ),k) = H •(u+q ,k)).
In [16] they prove that H •(u+q ,k) =
∑
w∈W Cηw ⊗ S(n+), where W is the Weyl group, each
ηw has degree the length of w (that we will denote (w)) and S(n+) is the symmetric algebra of
the positive part of the associated Lie algebra sitting in degree 2.
Define ρ := 12
∑
α∈+ α. A generator σ of Zm acts trivially on S(n+), and by a scalar λw on
each ηw . Such scalar is
λw := q−
∑
i nidi where
∑
i
niαi = γw :=
∑
α∈+: w(α)<0
α = ρ −w(ρ).
As Zm acts trivially in S(n+) and by qdi = 1 on w = si , in order to prove that H 3(uq,k)Zm = 0
it is enough to prove that λw = 1 for any w such that (w) = 3. Write w = si1si2si3 , where at
least two of them are different.
Assume first that i1, i2, i3 ∈ V (pl) for some prime pl dividing m. Therefore two of them are
equal, because such component belongs to one of the sets V (pl), and any of them has at most
two elements by the above lemma; then i1 = i3 so V (pl) = {i1, i2}. Such set corresponds to a
subdiagram of type A1 × A1, A2, B2 or G2. The condition λw = 1 is equivalent to ∑i nidi ≡
0(m), which we can consider just modulo pαll . Using the characterization in Section 5.1 and a
computation analogous to the one in [11, Prop. 5.1], we conclude that λw = 1 in this case.
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simplicity ij = j . In this way there exists one of them which is in a different component: assume
3 ∈ V (pl) and 1,2 /∈ V (pl); i.e. pαll divides b1d1, b2d2, but it does not divide b3d3.
Write bi = pβil ai , di = pγil ci , where pl does not divide ai , ci . Then β1 + γ1, β2 + γ2  αl ,
but β1 + γ1 < αl . Also, b1d2 + b2d1 ≡ 0(pl): it follows because b1d2 + b2d1 ≡ 0(m) if 1  2, or
because we consider 1,2 /∈ V (pl) if 1 ∼ 2. Therefore min{β1 + γ2, β2 + γ1} αl . From all this
equations,
min{β1, β2} + min{γ1, γ2} αl.
Suppose now that λw = 1. Therefore d3 ≡ −n1d1 − n2d2(m), where at least one of n1, n2 ∈
{1,2,3} (n3 = 1 because 3 is in a different connected component of the Dynkin diagram). In this
way, as pαll does not divide d3 (because it does not divide b3d3) we deduce that min{γ1, γ2} γ3.
Also, as 3 is not connected with 1,2, we have b1d3 + b3d1 ≡ b2d3 + b3d2 ≡ 0(pαll ), so
b3d3 ≡ −b3(n1d1 + n2d2) ≡ d3(n1b1 + n2d2)
(
p
αl
l
)
.
It follows that β3 + γ3 min{β1, β2} + γ3 min{β1, β2} + min{γ1, γ2} αl , which contradicts
the hypothesis 3 ∈ V (pl). Therefore λw = 1 also in this case.
From all these computations, H 3(uq,k)Zm = 0. 
4.2. Equivariantization of liftings of quasi-Hopf algebras
We want to obtain from each quasi-Hopf algebra A which is a lifting of A0, a Hopf algebra
H which is a lifting of H0.
Theorem 4.2.1. Let A be a quasi-Hopf algebra such that Rad(A) is a quasi-Hopf ideal, and
gr(A) = A0 = A(H0, s). There exists an action of Γ = Zm on the category C = Rep(A) which
fixes the simple elements of C, such that the equivariantization CΓ is tensor equivalent to RepH ,
for some Hopf algebra H . Such Hopf algebra is a lifting of H0, and there exists an inclusion of
quasi-Hopf algebras A ↪→ HJ , for some twist J ∈ H ⊗H .
Proof. The first step is to construct H . The idea is to ‘extend’ A as for the radically graded case
following the steps in [11]. We recall the main steps in order to see that such proof still holds in
our context.
Consider the automorphism χ = S2 of the algebra A. Define χ(x) := (χ ⊗ χ)((χ−1(x)))
for each x ∈ A. By [7, Proposition 1.2], there exists a twist K such that χ(x) = K(x)K−1 for
all x ∈ A. Call K0 the degree zero part of K , which commutes with 0(x) for all x (0 denotes
the coproduct of A0), so K0 = 1, and hence K = 1 + hdt .
Note that [11, Lemma 4.1] holds in our setting: it uses just the fact that the character λ, which
determines the isomorphism of tensor functors V → λ⊗V ∗∗∗∗ ⊗λ−1 in RepA satisfies λm = 1.
Therefore we conclude that S2m is an inner automorphism: there exists b = σ +hdt ∈ A (σ ∈ A0
is the fixed group element) such that S2m(x) = bxb−1 for all x ∈ A. Also [11, Lemma 4.2] applies
here (it uses the fact that A is a lifting of A0 with A0/Rad(A0) = Zm but not the particular
structure of A0), and then we can choose b satisfying the relation
K−1χ⊗2
(
K−1
) · · · (χn−1)⊗2(K−1)= (b)(b−1 ⊗ b−1). (4.2)
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quasi-Hopf algebra
H˜ := (k[χ,χ−1] A)/(χn − b).
Note that this algebra is characterized by the multiplication of A, χaχ−1 = χ(a) = S2(a) and
the relation χn = b established by the quotient.
Considering a lifting J ∈ H˜ ⊗ H˜ of Js , H := H˜ J−1 is a quasi-Hopf lifting of H0. As it is
showed [11, Theorem 1.3] (we use really a generalization of this proof for Zm in place of Zp ,
see proof of Theorem 4.1.3), H 3(H ∗0 ,k) = 0 when H0 corresponds to Nichols algebras of Cartan
type for Zm, so as in [11, Theorem 4.3] we can change J for JF for some F = 1 + hdt such
that H is a Hopf algebra (still a lifting of H0).
Note that Rep H˜ ∼= RepH . To complete the proof, define the action of Zm on C = RepA (this
is analogous to the proof of [12, Thm. 4.2]): we call h a generator of Zm, to distinguish it from
χ ∈ H˜ . To do this, we have to define a collection of functors {Fk := Fhk }k=0,1,...,m−1 ⊂ Aut(C).
For each (V ,πV ) ∈ RepA, consider Fk(V ) = V , and πFk(V )(a) = πV (S2(a)) for all a ∈ A.
The natural isomorphism γi,j : Fi(Fj (V )) → F(i+j)′(V ) is given by the action b
(i+j)′−i−j
n ∈ A:
explicitly, Fk ◦ Fj = Fk+j if j + k < n, and Fk ◦ Fj is related with Fj+k−n up to the action of
b−1.
For this action, a Γ -equivariant object of C is an object X ∈ C together with a collection of
linear isomorphisms uk : Fk(X) = X → X such that
uk(a · v) = S2k(a)uk(v), a ∈ A, v ∈ V ;
ukuj = u(k+j)′b
(i+j)′−i−j
n .
These relations are exactly the ones defining H as we have seen if uk = χk , so we have an
equivalence of categories between CΓ and RepH ; the tensor product of these representations is
the same as for representations of HJ = H˜ . So this completes the proof. 
4.3. De-equivariantization of RepH for liftings of H0
We want to obtain A from H for each lifting H of a Hopf algebra H0 as above; this is possible
thanks that the de-equivariantization procedure is the inverse of equivariantization. But then we
want to know for which liftings H of H0 we can apply it, in order to obtain all the quasi-Hopf
liftings A. That is, we want to know all inclusions RepZm → Z(RepH) ∼= RepD(H) such that
they factorize the inclusion RepZm → RepH . We begin characterizing such functors.
Consider a radically graded Hopf algebra over Zm2 such that Υ (H0) = ∅. We prove now a
technical lemma which we need in what follows.
Lemma 4.3.1. Fix H a lifting of H0 as in Section 3. Then, σ = χm ∈ G(H).
Proof. To prove that χm is a group-like element is equivalent to prove that χm(gigj ) =
χm(g
Nα
α ) = 1 for each pair i, j such that λij = 0 and for each positive root α such that μα = 0,
by Lemma 2.4.4.
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s ∈ Υ (H0), bk ≡ sdk(m) for all k. Then bi + bj ≡ s(di + dj ) ≡ 0(m), so
χm(gigj ) = χm
(
gbi+bj
)= qm(bi+bj ) = 1.
Now consider a positive root α =∑njαj such that μα = 0. Therefore
 = χNαα =
(
θ∏
j=1
χ
nj
j
)Nα
= χNα(
∑
nidi ).
Then Nα(
∑
nidi) ≡ 0(m2). Consider s as above, so we have
Nα
(∑
nibi
)
≡ Nαs
(∑
nidi
)
≡ 0(m),
which implies that χm(gNαα ) = 1. 
Proposition 4.3.2. Fix H a lifting of H0 as in Section 3. There is a bijection between:
(1) functors F : RepZm → Z(RepH) such that RepZm is a Tannakian subcategory of
Z(RepH), and the composition RepZm → Z(RepH) → RepH is an inclusion,
(2) integers s ∈ Υ (H0).
Proof. As before, χ denotes a generator of Ẑm2 = Zm2 , which satisfies χ(g) = q for our fixed
root of unity of order m2.
Consider a functor as in (1): it is given by the projection H  H/Rad(H) ∼= k[Zm2]
k[Zm], where both projections are the canonical ones. In this way, we have the element γ ∈
H \ Rad(H), which is a preimage of the generator of Ẑm2 = Zm2 , as we defined in Section 2.
RepZm is semisimple, and we essentially have to identify the simple Zm-modules Mi = kvi
(we fix a non-zero vector vi of this one-dimensional vector space), i = 0,1, . . . ,m − 1. By the
equivalence Z(RepH) ∼= HH YD, we consider Mi ∈HH YD, where the action should be given by
γ · vi = qmivi .
We have to define a structure of H -comodule for each Mi , δ : Mi → H ⊗Mi . As dimMi = 1,
it is determined by a group-like element χi ∈ H for each i = 0,1, . . . ,m − 1, such that δ(vi) =
χi ⊗ vi .
In RepG, Mi ⊗ Mj ∼= M(i+j)′ , and we want a tensor inclusion. By (2.2), this means that
χiχj = χ(i+j)′ , so χ1 = χms for some s ∈ {0,1, . . . ,m − 1}, and this determines χi = χmsi for
all i = 0,1, . . . ,m− 1. By Lemma 4.3.1, all the χmsi are group-like elements.
These action and coaction should satisfy (2.4). As χ,x1, . . . , xθ generates H as algebra, it is
enough to prove this relation for these generators. We use here Lemma 2.4.4. When h = χ and
m = vi , as RadH acts by 0, both sides of (2.4) are equal to qmi χmsi+1 ⊗ vi . When h = xk and
m = vi , as xk acts by 0, the left and the right-hand sides of (2.4) are, respectively,
(xk · vi)(−1)1 ⊗ (xk · vi)(0) +
(
χbk · vi
)
(−1)xk ⊗
(
χbk · vi
)
(0) = qbkmiχmsixk ⊗ vi,
xkχ
msi ⊗ 1 · vi + χbkχmsi ⊗ xk · vi = qdksmiχmsixk ⊗ vi.
Therefore the action satisfies (2.4) if and only if bk ≡ sdk(m) for all k.
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for each pair k, j , the braiding cMk,Mj : Mk ⊗Mj → Mj ⊗Mk is, by (2.3),
c(vk ⊗ vj ) = (vk)(−1) · vj ⊗ (vk)(0) = χmsk · vj ⊗ vk = qm2skj vj ⊗ vk = vj ⊗ vk.
Reciprocally, consider s ∈ Υ (H0). Define Fs : RepZm → HH YD as the functor which is
the induced by the projection H  H/Rad(H) ∼= k[Zm2] k[Zm] as modules, and for each
Mi = kvi define as before δ : Mi → H ⊗Mi , δ(vi) = χmsi ⊗ xi . By the previous computations,
these structures satisfy the compatibility condition (2.4), so Fs sends objects to objects. For mor-
phisms, the semisimplicity of RepZm gives a canonical definition of Fs , preserving the abelian
structures of categories.
As above Fs is tensorial, and moreover is braided, if we consider the canonical symmetric
braiding of RepZm. So the proof is completed. 
Lemma 4.3.3. Suppose that s ∈ Υ (H0). Then the de-equivariantization (RepH)Zm induced by
the inclusion Fs is RepA for some basic quasi-Hopf algebra such that A/RadA ∼= k[Zm] with
associator given by ωs ∈ H 3(Zm,k×).
Proof. By [8, Corollary 4.27], the category (RepH)Zm is integral, so it corresponds to RepA
for some quasi-Hopf algebra A. We apply the computations in Example 2.2.6 to the semisimple
part of these categories, and we obtain that the semisimple part of RepA is VecZm,ω, where ω is
given as in such example. As here we have T : Zm → Ẑm2 , T (a)(b) = qsab for q a root of unity
of order m2 as above, and the 2-cocycle defining Zm2 as an extension of Zm by Ẑm ∼= Zm is
ξ : Zm × Zm → Zm ∼= 〈m〉 ⊆ Zm2, ξ(j, k) = (j + k)′ − j − k,
we deduce that ω = ωs . 
In order to classify all the liftings of quasi-Hopf algebras, we have to classify all the possible
inclusions RepZm → RepD(H) for liftings H of Hopf algebras which satisfy conditions in
Section 3, and consider their de-equivariantizations.
Lemma 4.3.4. Let H0 be a radically graded Hopf algebra such that H0/RadH0 ∼= Zm2 . For
each integer s ∈ Υ (H0), the de-equivariantization of RepH0 corresponding to the functor Fs is
RepA(H0, s).
Proof. By the proof of Theorem 3.2.1 and Theorem 3.4.1, we can extend each A(H0, s) to HJs
in such a way we obtain RepH0 as a equivariantization of RepA(H0, s) by an action of Zm fixing
the invertible elements, see the proof of Theorem 4.2.1. By Theorem 2.2.4, each RepA(H0, s) is
in consequence a de-equivariantization of RepH0 by an inclusion of RepZm. The result follows
by the previous lemma. 
4.4. Proof of Theorem 1.01
For A a quasi-Hopf algebra as in the theorem, consider its associated radically graded quasi-
Hopf algebra A0. If A0 has trivial associator, then it is a Hopf algebra, and A is twist equivalent
to a Hopf algebra by Theorem 4.1.3. The dual algebra has coradical isomorphic to Zm, because
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its dual is a lifting u(D, λ,μ) for a datum D over Zm, but by Theorem 2.3.6 it is a cocycle
deformation of A∗0 = u(D,0,0), so A is twist equivalent to A0, which is also of type u(D′,0,0)
for some datum D′ over Zm.
Consider now the case when A0 has non-trivial associator: by Theorem 3.4.1, it is semisimple
with non-trivial associator, or it is of the way A(H0,ωs) for some radically graded (and in con-
sequence also coradically graded) Hopf algebra H0 with group of group-like elements Zm2 and
s ∈ Υ (H0). In the first case we are done, so consider the second. By Theorem 4.2.1, the category
RepA admits an action of Zm whose equivariantization is RepH , where H is a lifting (in the
radical sense) of the Hopf algebra H0.
On the other hand, RepH is tensor equivalent to RepH0 by Remark 2.3.7, and this ten-
sor equivalence induces an equivalence between the corresponding centers, which commutes
with the forgetful functors. So an inclusion of RepZm in RepH factorizing through the cen-
ter of RepH corresponds univocally to an inclusion in RepH0 factorizing through the center
of RepH0, and that tensor equivalence induces also a tensor equivalence between the FunZm-
modules on such categories. That is, de-equivariantizations of RepH are tensor equivalent to
de-equivariantizations of RepH0.
In consequence we reduce the problem to the graded case, and RepH0 admits as many
inclusions RepG → RepD(H) as numbers s are in Υ (H0). But each s corresponds to a de-
equivariantization RepA(H0,ωs) = (RepH)Zm by Lemma 4.3.4, so they correspond to all the
de-equivariantizations. As these procedures are inverse one of the other, RepA ∼= RepA(H0,ωs)
for some s, and in consequence A is equivalent to A(H0,ωs).
5. Explicit description of quasi-Hopf algebras over Zpn , p prime
As an example of the previous result, we will describe all the basic finite-dimensional quasi-
Hopf algebras A such that A/RadA ∼= k[Zpn ], for p a prime greater than 7 and any n ∈ N.
This is based in the classification of pointed Hopf algebras over Zpn , so first of all we describe
all the possible Nichols algebras of finite dimension over k[Zpn]. It is done as in [1] for n =
1, and we shall obtain here an analogous description for the general case. Moreover, we can
classify radically graded quasi-Hopf algebras over Zpn for any odd prime p (by the general
Theorem 3.4.1). Then we restrict our attention to the case p > 7, because of Theorem 2.3.4.
5.1. Nichols algebras over Zpn
We consider which are the possible Nichols algebras over Zpn following the description in [1].
We fix q a primitive root of unity of order pn and g a generator of Zpn , p odd.
As in such work, we consider a basis x1, . . . , xl , where xi ∈ V χigi for some gi ∈ Zpn and some
characters χi . The characters are determined by χi(a) = qdi , and we write gi = gbi . Consider
ai, ci ∈ N not divisible by p, and αi, γi  0 such that bi = pαi ai , di = pγi ci .
By [17], the braiding matrix (qij := χi(gj )) is of Cartan type, or p = 3 and the braiding is
one of the following:
Bˆ2 :◦ξ ζ
−1
—– ◦ζ , ξ ∈ G3, ζ ∈ k× \
{
1, ξ, ξ2
}
, (5.1)
◦ζ ζ−1—– ◦ζ ζ−1—– ◦ζ−3, ◦ζ ζ−1—– ◦ζ−4 ζ 4—– ◦ζ−3, ζ ∈ G9, (5.2)
where Gk denotes the set of primitive root of unity of order k.
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When l = 2, the braiding is of Cartan type A1 ×A1, A2, B2, G2, or non-Cartan of type Bˆ2.
A1 × A1: We have 1 = q12q21 = qb1d2+b2d1 , so b1d2 + b2d1 ≡ 0(pn). First of all, α1 + γ2 =
α2 + γ1, because both numbers are less than n; we call m to this number. Also, a1c2 + a2c1 ≡
0(pn−m). We can describe then the set of solutions as choosing αi m < n, a1, a2, c1, c2 non-
divisible by p such that a1c2 + a2c1 ≡ 0(pn−m) (one can choose freely three of them and
determine the other), and define γi = m− αi .
A2: Now, b1c1 ≡ b2c2 ≡ −b1c2 − b2c1(pn), so
α1 + γ1 = α2 + γ2 = min{α1 + γ2, α2 + γ1}.
From this, α1 = α2 and γ1 = γ2. Also, a1c1 ≡ a2c2 ≡ −a1c2 − a2c1(pn−m), where m = αi + γi .
Therefore, a21 +a1a2 +a22 ≡ 0(pn−m), so p = 3, m = n−1 and a1 ≡ a2(3), or a1a−12 ≡ 1(pn−m)
is a cubic root of unity, in which case p ≡ 1(3).
B2: We have b1c1 ≡ 2b2c2 ≡ −b1c2 − b2c1(pn), and then α1 + γ1 = α2 + γ2 = min{α1 +
γ2, α2 + γ1}. As before, α1 = α2 and γ1 = γ2. Also, a1c1 ≡ 2a2c2 ≡ −a1c2 − a2c1(pn−m), if
m = αi + γi . In this case, a21 + 2a1a2 + 2a22 ≡ 0(pn−m), so as in [1], this equation has solution
if and only if −1 is an square modulo p, which implies p ≡ 1(4).
G2: In this case, b1c1 ≡ 3b2c2 ≡ −b1c2 − b2c1(pn). If p = 3, then α1 + γ1 = α2 + γ2 + 1 =
min{α1 + γ2, α2 + γ1}, which is a contradiction.
If p = 3, α1 + γ1 = α2 + γ2 = min{α1 + γ2, α2 + γ1}. Therefore, α1 = α2 and γ1 = γ2. Also,
a1c1 ≡ 3a2c2 ≡ −a1c2 − a2c1(pn−m) for m = αi + γi . Therefore, a21 + 3a1a2 + 3a22 ≡ 0(pn−m),
so this equation has solution if and only if −3 is an square modulo p, which implies p ≡ 1(3).
Bˆ2: In this case, p = 3 and ζ is a primitive root of order 3k for 2  k  n, so ξ = ζ±3k−1
(note that if k = 1, then the braiding is of Cartan type A2 or B2). Changing q , we can assume
ζ = q3n−k , so we have
b1d1 ≡ ±3n−1
(
3n
)
, b2d2 ≡ 3n−k
(
3n
)
, b1d2 + b2d1 ≡ −3n−k
(
3n
)
.
From these equations, α1 + γ1 = n− 1, α2 + γ2 = n− k and min{α1 + γ2, α2 + γ1} = n− k, so
α1 = α2 (in which case γ1 = γ2 + k − 1), or γ1 = γ2 (in which case α1 = α2 + k − 1), and
a1c1 ≡ ±1(3), a2c2 ≡ 1
(
3k
)
,
{
a1c2 + 3k−1a2c1 ≡ −1
(
3k
)
, α1 = α2;
3k−1a1c2 + a2c1 ≡ −1
(
3k
)
, γ1 = γ2.
Consider the second case; the first is analogue. Multiplying by the invertible element c2 (modulo
pk), we have
a1c
2
2 + c2 + 3k−1c1 ≡ 0
(
3k
)
.
This equation has a solution if and only if 1 − 4a1c13k−1 ≡ 1 ± 3k−1(3k) is a quadratic residue.
Note that (±3k−1 ± 1)2 ≡ ±2 · 3k−1 + 1 ≡ 1 ∓ 3k−1(3n),
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ules of this kind, reconstructing bi, di .
Now we are ready to prove the analogous statement to Proposition 5.1 of [1] for pn.
Proposition 5.1.1. Let V be a Yetter–Drinfeld module over Zpn of finite Cartan type, dimV  3.
Then, p = 3 and V is of type A2 ×A1 or A2 ×A2.
Proof. Consider V of dimension 3; we discard first the non-Cartan cases: they are Bˆ2 × A1 or
as in (5.2). For all cases, we can consider vertices 1, 2 determining a subdiagram of type Bˆ2,
vertices 1, 3 not connected, and vertices 2, 3 determining a subdiagram of type A2 or A1 × A1.
From the first condition, α1 + γ1 > α2 + γ2; from the second, α1 + γ1 = α3 + γ3, and from the
last, α2 + γ2 = α3 + γ3. But this is a contradiction.
Consider then V of Cartan type. As in [1], it is not of type A1 ×A1 ×A1, so we can assume
vertices 1 and 2 of the corresponding Dynkin diagram are connected, and vertices 1 and 3 are
disconnected. Moreover, we can assume that if there exists a multiple arrow, it is the one between
vertices 1 and 2. That is,
• b1d3 ≡ −b3c1(pn);
• b1c1 ≡ mb2c2 ≡ −b1c2 − b2c1(pn) for some m = 1,2,3, in which case b2d3 ≡ −b3c2(pn)
(cases X2 ×A1 for X = A,B,G), or b3c3 ≡ b2c2 ≡ −b3c2 − b2c3(pn) and m = 1,2 (cases
A3,B3); or
• 2b1c1 ≡ b2c2 ≡ −b1c2 − b2c1(pn), in which case b3c3 ≡ b2c2 ≡ −b3c2 − b2c3(pn) and
m = 1,2 (case C3).
As the corresponding submatrices should be of finite Cartan type, we use the previous description
for rank 2. After to reduce the powers of p involved in each equation, we reduce to a equation
modulo p for ai, ci not divisible by p. A detailed study as in [1] gives as unique remaining case
A2 ×A1, in which case p = 3.
Thus if we consider dimV  4, each subdiagram of three vertices is of type A2 × A1, so we
have only one possibility: A2 ×A2 and p = 3. In this case, we can describe such V as follows:
b1 = b2 = 3αa, d1 = d2 = 3γ c, α + γ = n− 1, 3  ac,
b3 = b4 = 3α′a′, d3 = d4 = 3γ ′c′, α′ + γ ′ = n− 1, 3  a′c′,
α + γ ′ = α′ + γ ⇒ α = α′, γ = γ ′,
ac′ + a′c ≡ 0(3). 
5.2. Basic quasi-Hopf algebras over Zpn
Proposition 5.2.1. Let A be a basic radically graded Hopf algebra, with A[0] = k[Zpn] and
associator Φs , where p does not divide s. Then the rank of A[1] over A[0] is  1.
Proof. Suppose there exists A as above such that the rank of A[1] over A[0] is  2, and con-
sider A of minimal possible dimension. By Theorem 3.2.1, A = A(H, s), H¯ = R#Zp2n for some
Nichols algebra R of diagonal type, dimR[1] = 2 and the braiding is given by (qbidj )i,j=1,2. By
Heckenberger’s classification [17], it is of Cartan type:
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b1d1 + b1d2 + b2d1 ≡ mb2d2 + b1d2 + b2d1 ≡ 0
(
p2n
)
, m = 1,2,3, respectively;
• if it is of type A1 ×A1, b1d2 + b2d1 ≡ 0(p2n);
or p = 3 and
• it is of standard Bˆ2 type, with conditions as in Section 5.1.1.
We write bi = pαi ai , di = pγi ci , where p does not divide aici . As bi ≡ sdi(pn), we have αi = γi .
For cases X2, note that p2α1a1c1 ≡ p2α2ma2c2(p2n), so α1 = α2 (we simply call them α).
Therefore a1c1 ≡ ma2c2 ≡ −a1c2 −a2c1(p2n−2α), ai ≡ sci(pn−α). These equations imply a21 ≡
−2a1a2(pn−α), so a1 ≡ −2a2(pn−α), and ma22 ≡ a21 ≡ 4a22(pn−α). That is, pn−α|(4 −m)a22 . It
follows that p = 3, α = n− 1 and m = 1. But in this case,
(a1 − a2)(c1 − c2) ≡ 3a1c1(9).
As a1 ≡ −2a2 ≡ a2(9) and ai ≡ ci(3), it follows that 9|3a1c1, a contradiction.
For case A1 × A1, α1 = α2 as above, and a1c2 + a2c1 ≡ 0(p2n−2α). It follows that 2a1a2 ≡
0(pn−α), which is a contradiction.
From the previous contradictions, the rank of H [1] over H [0] is  1. 
Remark 5.2.2. Note that for any m, A(q) = A(B(V )#Zm2,ω1), where V is the diagonal braided
vector space of dimension 1 and braiding given by q .
The question now is what happens when p divides s and we consider the associator given by
ωs ∈ H 3(Zm,k×). Consider the quasi-Hopf algebras A(H, s), for H = R#Zp2n , and write s =
pθ t , where α  1 and p does not divide t . Consider αi, γi  0 such that bi = pαi ai , di = pγi ci .
When R has rank one, the unique condition is b1 ≡ sd1(pn), which is possible choosing any
d1, γ1 < n: if θ + γ1 < n, then b1 is uniquely defined modulo pn, if θ + γ1  n, simply choose
b1 such that pn divides b1.
When R has rank two, R is of Cartan type A1 × A1, A2, B2 or G2, or p = 3 and it is of
standard type Bˆ2. In the first case, we will see in Section 5.1 that it is determined by αi m< n,
a1, a2, c1, c2 non-divisible by p such that a1c2 + a2c1 ≡ 0(p2n−m), and define γi = m − αi . As
also bi ≡ sdi(pn), if we suppose pn does not divide b1 (α1 < n), then α1 = θ + γ1 and a1 ≡
c1(p). But in such case, α2 = θ + γ2 and a2 ≡ c2(p) so 2c1c2 ≡ 0(p), which is a contradiction.
Therefore, pn divides bi , and we have γi + θ  n. The unique restriction is in consequence to
choose γi, αi such that n γi + θ , γi + αi < 2n.
In the other cases, the condition bi ≡ sdi(pn) gives a contradiction if we suppose pn does
not divide bi in a similar way to the previous case, so we consider pn|bi for all i. The other
restrictions are given in Section 5.1. This condition is implicit when we consider the special case
for A2 and p = 3, where αi + γi = 2n− 1.
When R has rank greater than 2, we know p = 3 and R is of type A2 × A1 or A2 × A2. In
this case, αi + γi = 2n − 1, so any of those examples such that pn divides βi gives such H : we
have αi = n, γi = n− 1, and the fact that p divides s says that bi ≡ sdi(pn) holds trivially.
From Theorem 3.4.1, we have proved:
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bra over Zpn , with associator Φs for some s such that the rank of A[1] over A[0] is θ  1. Then
A = A(B(V )#Zp2n ,ωs) for some Yetter–Drinfeld module V over Zp2m of dimension θ = 2,3,4.
Moreover, θ = 3,4 if and only if p = 3 and V is of type A2 ×A1, A2 ×A2, respectively.
Also there exist quasi-Hopf algebras H(pn, s), 1  s  pn − 1, generated by a group-like
element σ of order pn, with non-trivial associator Φs , distinguished elements αs = σ−s , β = 1
and S(σ ) = σ−1. In a similar way as for n = 1, here an automorphism preserves the power of
p which divides s, so we have 2(n − 1) classes of equivalences up to isomorphism: if s0 is a
non-quadratic residue coprime with p, then these classes are
H+
(
pn,m
) := H (pn,pm), H−(pn,m) := H (pn, s0pm) (1m n− 1).
Also, these classes are not twist equivalent.
We restrict our attention to the case p > 7 as above. As a consequence of Theorem 1.0.1 we
have:
Theorem 5.2.4. Let A be a finite-dimensional quasi-Hopf algebra such that
A/Rad(A) ∼= k[Zpn ],
for some prime p > 7. Then A is twist equivalent to one of the following quasi-Hopf algebras:
(1) radically graded Hopf algebras u(D,0,0) for some datum D of type A2, B2 or G2 over Zpn ,
(2) the semisimple quasi-Hopf algebras H±(pn,m) (1m n− 1),
(3) the algebras A(H,ωs), where H ∼= u(D,0,0) for some datum D of type A2, B2 or G2 over
Zp2n and some s ∈ Υ (H).
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