This article explores smoothing with edge-preserving properties as a spatial constraint for the resolution of hyperspectral images with multivariate curve resolution-alternating least squares (MCR-ALS). For each constrained component image (distribution map), irrelevant spatial details and noise are smoothed applying an L 1 -or L 0 -norm penalized least squares regression, highlighting in this way big changes in intensity of adjacent pixels. The feasibility of the constraint is demonstrated on three different case studies, in which the objects under investigation are spatially clearly defined, but have significant spectral overlap. This spectral overlap is detrimental for obtaining a good resolution and additional spatial information should be provided. The final results show that the spatial constraint enables better image (map) abstraction, artifact removal, and better interpretation of the results obtained, compared to a classical MCR-ALS analysis of hyperspectral images.
Introduction
Hyperspectral imaging allows for the visualization of different components present in a chemical or biological sample based on their spectral signatures. It is also extensively used in remote sensing with applications ranging from urban mapping [1] [2] [3] [4] to fire detection. [5] [6] [7] The collected hyperspectral data provide both spectral and spatial information that can be used to extract pure spectral contributions and chemical distributions for the object or specimen investigated. The underlying assumption is that regions of almost identical spectral properties should be physically/chemically alike (i.e., with a similar composition) and, most often, the aim of hyperspectral image analysis is indeed to assess spatial information. Hyperspectral image analysis can be performed applying multivariate curve resolution-alternating least squares (MCR-ALS) 8, 9 which assumes an approximation of the Beer-Lambert law so that a bilinear model can be used to decompose the data mixture into the pure individual contributions. This approach was originally developed for process-like spectroscopy data [10] [11] [12] and later extended for hyperspectral imaging data. 13, 14 In this context, we have shown recently that image processing and image manipulation techniques can be implemented as spatial constraints in MCR-ALS to readily take into consideration spatial information by adding a refolding of the concentration profiles to their corresponding distribution map at each least squares step. 15 Image processing consists of treating or transforming the raw measurement of an image to reveal or enhance the information of interest. The scope of this problem is constantly broadening due to the ever-growing importance of scientific visualization in many diverse scientific fields. 16 ,17 1 Université de Lille, Sciences et Technologies, LASIR, CNRS, Lille, France 2 KU Leuven, Molecular Imaging and Photonics Unit, Heverlee, Belgium
In particular, image smoothing is frequently applied. It attempts to capture important spatial patterns while filtering high-frequency noise in order to extract or highlight characteristic features. Applications can be found for artifact removal, 18, 19 image abstraction, 20, 21 or edge enhancement. 19, 22 Edges are borders that separate high-contrasted spatial regions, or, to put it in another way, objects with a significant intensity difference. These borders can be of quite different structure, depending on the nature of the images, but are one of the most striking features of an image. In remote sensing applications, edges are step-like and often consist of long linear features such as ridges, rivers or roads, whereas in chemistry or biology, edges are less likely to be linear and boundaries are fuzzier as they may correspond to interfaces between different phases or different physical aspects of the same samples.
A great deal of research in image smoothing has gone into designing methods for removing noise and irrelevant spatial details while preserving major edges. 19, [22] [23] [24] [25] For this purpose, global smoothing algorithms based on gradient domain methods (forcing the output to have a sparse gradient) turn out to be very efficient. They process the whole image simultaneously using some kind of prior knowledge related to a measure of sparsity. Unlike local filtering approaches such as Gaussian smoothing, global smoothing allows edge-aware image manipulation, correctly smoothing large-scale details while preserving sharp edges. The compromise between smoothing irrelevant spatial details (which are ''flattened'' by removing small non-zero gradients) and preserving, or enhancing, prominent edges is determined by the choice of the regularizer (as the large gradients receive the same penalty as the small gradients). In this work, we use two different ways to achieve the desired result. A first approach is based on the L 1 -norm and might be found more adapted to chemical or biological samples, where boundaries usually change in a gradual way. In this work, we use an approach based on total variation 22 that minimizes an energy regularizer by a convex gradient function. In contrast, for applications requiring lessphotorealistic rendering, an L 0 -norm solution is more suitable. It produces sharper edges and piece-wise constant amplitudes, 19 perfectly suitable to, for example, enhance prominent structures in remote sensing applications.
Summing up, the main goal of this work is to implement and apply an edge preservation image smoothing constraint in MCR-ALS in order to better resolve spatial heterogeneities within a sample, to enhance edge contrast and to improve the apparent sharpness of the resolved distribution maps. We provide and discuss the results obtained investigating samples of different nature for which the regularizer is adapted, depending on the physical nature of the interface between regions.
Theory

Global Smoothing with Edge Preservation
The L 1 -norm and L 0 -norm global smoothing algorithms are based on penalized least squares regression. 22 Specifically, they aim at minimizing a characteristic objective function as the one in Eq. 1:
where I in and I out are the input (measured) and output (processed) images, respectively, is the regularization parameter of the function F(I out ), directly controlling its weight in the optimization, and kk 2 denotes the Euclidean norm. Equation 1 is composed by two different terms:
, which is the classical least squares term, allowing I out to be an accurate reconstruction of I in , and FðI out Þ, which regulates how the image smoothing is carried out. Its mathematical formulation depends on whether an L 1 -or an L 0 -norm is taken into account.
For an L 1 -norm, 22, 26 FðI out Þ can be written as:
where i x,y represents the intensity value of the (xÂy)th pixel of I out . In other words, the computational procedure tries to estimate an output image that is as close as possible to the input image, but, at the same time, it features a low directional gradient (variation between neighboring pixels) along the two spatial dimensions of the image.
For an L 0 -norm, 19 FðI out Þ can be written as:
Here, F I out ð Þ connotes the number (#) of all the pixels p of I out , for which the sum of the L 0 -norm (k k 0 ) of the intensity differences along the x and y dimension is not zero. That means the algorithm minimizes the total amount of non-zero variations between neighboring pixels across the whole image.
In order to visually highlight the diversity of the two approaches, two target-shaped one-channel images were simulated: the first (see Fig. 1a and 1b) exhibits gradually changing boundaries between the various regions of interest (ROIs), while in the second (see Fig. 2a and 2b) such areas are separated by step-like edges. As one can clearly see, the L 1 -norm-based optimization guarantees better smoothing performance when there exist gradual shifts between adjacent ROIs. In such circumstances, penalizing the L 0 -norm of the directional gradients as in Eq. 3 may generate undesired artifacts (see also Fig. 1e and 1f , where the intensity trace of a single pixel row of the image is displayed). On the other hand, when sharper borders are concerned, a perfect noiseless reconstruction of the original image is obtained by the L 0 -norm smoother. In this situation, the L 1 -norm smoothing algorithm blurs the edges and distorts the overall intensity of the ROIs. However, the main point to be stressed regards the fact that these boundaries, which constitute the main characteristics of the images, are still detected, as stated before. In this case, the use of an L 1 -norm smoother in those non-ideal situations will improve the results, but, not as drastically as using the L 0 -norm smoother. The reverse, on the other hand, is not necessarily the case.
In the penalized least squares regression framework, the parameter regulates the balance between the least squares and the smoothing term. For high , I out will be smooth, while close to zero will give an I out similar to I in . Unfortunately, tuning is a critical step of the process (an illustrative example is shown in the Supplemental Material Fig. S1 ). When dealing with one-dimensional signals (e.g., time-series), automatic optimization of this parameter can be done by using cross-validation. 27, 28 Nevertheless, when the problem becomes two-dimensional (e.g., images), finding a univocal criterion for assessing the smoothing quality is not straightforward, making an automatic procedure difficult. In most scenarios, the regularization parameter is manually tuned until a reasonable result is obtained, and this has to be done for every individual image. However, in specific cases where an L 0 -norm smoother is applied, the number of pixels p for which non-zero variations are expected, or the number of expected steps in intensity levels, can be fixed and is set accordingly, as a correspondence relationship between p and exists. 19 Still, setting this number without proper a priori knowledge could be hard due to image complexity.
Multivariate Curve Resolution-Alternating Least Squares for Hyperspectral Images
Multivariate curve resolution-alternating least squares 8, 9, 29 is a standard soft-modeling approach originally developed for the resolution of multicomponent evolving chemical systems into individual components/contributions according to the bilinear model in Eq. 4:
The goal of this method is the decomposition of the matrix D (NÂJ) into the pure profiles C (NÂA) and S T (AÂJ) associated to the data variation along its rows and columns, respectively. In particular, for spectroscopic measurements, the rows of D correspond to the collected spectra, while the columns of C and the rows of S T are usually associated to the concentration and the pure spectral profiles of the resolved components, respectively. E (NÂJ) denotes the residuals array, i.e., the portion of D not explained by the model for the chosen rank, A.
Equation 4 is iteratively solved by alternately calculating C and S T , optimally fitting the experimental data matrix D and minimizing the so-called lack-of-fit (LOF), defined as:
with d n,j and e n,j the (nÂj)th elements of D and E, respectively. Such an optimization is carried out for a certain number of components A and exploiting initial guesses of either C or S T , computed, e.g., based on a preliminary knowledge of the system under study, using evolving factor analysis (EFA), 30 SIMPLe-to-use interactive self-modeling mixture analysis (SIMPLISMA) 31 or derived methods. Specific constraints may be applied to C and/or S T in order to restrict the MCR-ALS solution and obtain meaningful response profiles from a physicochemical point of view.
When resorting to MCR-ALS for the analysis of a hyperspectral image (which is a three-dimensional data array) the data first need to be unfolded into a matrix whose rows contain the spectra recorded for all the pixels of the image. Such a matrix is then decomposed as detailed in Eq. 4, and, at the end of the optimization procedure, the profiles in C are rearranged according to the original dimensions of the image to visualize the spatial distribution of the various resolved components. Nevertheless, to preserve specific relations among neighboring pixels (spatial restrictions), the single temporary profiles in C can be refolded to the original image size, at each iteration of the MCR-ALS algorithm, as our group recently proposed. 15 In this way, spatial and image processing constraints can be applied to some or all the resulting distribution maps, which are afterwards unfolded again to allow the computational procedure to continue (see the scheme in Fig. 3 ). This adaptation has proven to enable reliable and robust resolutions of hyperspectral images. 15, [32] [33] [34] In this framework, a spatial constraint based on global smoothing algorithms is proposed to enhance the differentiation of objects/areas captured by a hyperspectral image, in the attempt of improving the selectivity of the MCR-ALS distribution maps and possibly of the spectral profiles. The constraint can be applied at different spatial levels, depending on its goal. When a separation between different objects is desired, but details within the object(s) of interest want to be kept, a relatively low regularization parameter should be applied. When details are not important but the goal is only separation, then a high parameter should be applied. The tuning of this regularization parameter is done manually outside the ALS procedure and for every individual component image (obtained from a spatially unconstrained MCR-ALS analysis). It is then kept fixed during the spatially constrained MCR-ALS analysis. However, final applicability of the constraint always depends on the convergence of the results, the LOF obtained and the chemical meaning of the recovered profiles.
Experimental
Three different case studies are used. They represent data in which the objects under investigation are spatially clearly defined, but have significant spectral overlap. The spectral overlap is detrimental for obtaining a good resolution of the data and thus additional spatial information should be provided.
Salinas Scene
The first data set used in the paper is a low altitude hyperspectral image captured by NASA's airborne visible/infrared imaging spectrometer (AVIRIS sensor) 35 over the Salinas Valley in California, USA, in 1998. The original data set consists of 204 bands and the image is 217 Â 512 pixels with high spatial resolution (3.7 m pixels). The AVIRIS sensor in itself captures 224 bands in the range of 400-2500 nm in radiance mode, but several water absorption bands and bands containing severe noise were discarded. The data include vegetables, vineyard fields, bare soils, etc. The ground truth of the data is available at the website of the Universidad del Pais Vasco 36 and contains 16 different classes. For the purpose of this study, the size of the image was limited to a zone of 30 Â 40 pixels in which three different classes are found, as indicated in Fig. 4a , where the data and representative spectra of the different zones (obtained by averaging the spectra of several of their pixels) are shown. The selected data contain two types of fallow fields (one with a rough plow and the other with a smooth plow) and a field of stubble.
Hyperspectral Image of Plastics
An image of several different plastics was acquired using near infrared spectroscopy (NIR) as it is a fast and lowcost technique that is nondestructive by nature. In the original publication where the data were first described, 37 the data set is used to discriminate between different plastics containing variable amounts of brominated flame retardants (BFRs) by using classification models. In this study, discrimination of the plastics is done by using MCR-ALS. The original data set contains five different plastics, produced in the shape of small pellets of about 5 mm diameter: acrylonitrile butadiene styrene (ABS), polyamide 6 (PA6), polybutylene terephthalate (PBT), polypropylene (PP) and polystyrene (PS). It was acquired within the wavelength range of 1009-1694 nm in absorbance mode. The image was acquired with a spectral resolution of 4.85 nm (a spectrum of 142 bands was recorded for every pixel) and a spatial resolution of 300 mm. For this study, the data were limited to a smaller zone of the total data set (175 Â 115 pixels). No data preprocessing apart from offset correction was performed. The selected zone contains two reference plastics (PA6 and PBT) and two plastics doped with BFRs (PP and ABS). The preprocessed hyperspectral image and the representative spectra for each of the plastics can be seen in Fig. 4b . These spectra are obtained by taking the average spectrum of pixels in which only that plastic is present.
Oil-in-Water Emulsion
An oil-in-water emulsion sample was prepared by mixing a thickener and octane together in a 1 : 99 ratio. The thickener consists of a paraffin oil and water. The emulsion was stabilized by adding two surfactants: Span 60 (more hydrophobic) and Tween 60 (more hydrophilic). They were added in a 90 : 10 ratio, respectively, while the total surfactant mixture amount was 1% of the emulsion. All chemicals were purchased from Sigma-Aldrich, France. A Raman hyperspectral image of the emulsion sample was acquired over a range of 100-4000 cm -1 with a Horiba Scientific Labram HR Evolution spectrometer (excitation at 515 nm) using a temperature-controlled microscope stage (Linkam THM600 sample holder) to avoid degradation of the sample. Acquisition time was 5 s, with ten accumulations. The spectral resolution was 1.9 cm -1 . The final average image is 30 Â 30 pixels (spatial resolution of 0.9 mm, 100Âobjective) and is displayed in Fig. 4c . For data analysis, no pre-processing was performed. The spectral range was limited to the fingerprint region between 675-1550 cm -1 .
Software
The calculations were performed in Matlab version R2016a (The MathWorks Inc.), using an in-house adapted MCR-ALS command line code (http://mcrals.wordpress.com/download/mcr-als-command-line/) in which the constraint has been implemented.
Results and Discussion
Salinas Scene
The first data set used is a small region of the Salinas Valley data set. The selected zone is especially interesting because there are two adjacent zones of fallow (as indicated in Fig. 4a) , each with a different way of plowing. Their reflectance spectra, together with the reflectance spectra of the stubble (see Fig. 4a ), are very similar and unmixing them only using spectral variation is difficult. This is confirmed when the data set is decomposed by using MCR-ALS with non-negativity applied to the component distribution maps and the spectral profiles, as shown in Fig. 5a and 5c (black line). Initial estimates were obtained on the spectral profiles by using SIMPLISMA and LOF was 0.77%. As can be seen from these results, the spectra of the three components are indeed quite similar to one another and thus a complete separation in the spatial domain is not possible. It is clear that there are still minor interferences in each of the component distribution maps and in particular for the two components representing the fallow fields. The component describing the stubble field is also less defined. However, from this initial analysis, the main contributions for each component can be already recognized.
To further improve the images obtained for the different components, and thus to highlight their main contributions, we applied the image smoothing constraint based on the L 0 -norm algorithm (see the ''Global Smoothing with Edge Preservation'' section), as the different ROIs are separated by sharp boundaries. The constraint was applied to the distribution maps of the three components. Optimization of the regularizer was performed by fixing the number of expected steps in intensity level, known from the groundtruth of the data. Note that this number should not be equal to the number of components present in the data set. For the image of the fallow rough plow, one step is expected, two steps are expected for the fallow smooth, and one again for the stubble image. As can be seen from the results presented in Fig. 5b , the images corresponding to the three components have changed significantly. The edges separating the main regions are enhanced, while the small magnitude changes, coming from noisy pixel structures and incomplete unmixing of the different components, are flattened. This leads to the clarification of the image structure, the removal of image artifacts and abstraction of the images. For this data set, the interest lies indeed in the separation of the different contributions, and not necessarily in recognizing many details within the components. The spectra related to these images are shown in Fig. 5c (red line), and one can see that they have not changed much with respect to the spectra obtained before. However, this is as expected considering the data at hand, as discussed above. Spatial constraints on the component images proved to be important in this case where spectral variation is small.
Hyperspectral Image of Plastics
For this data set, the number of components is known to be five, as there are four different plastics present, and a background or support. A classical MCR-ALS analysis with non-negativity constraint is performed first. Furthermore, the spectrum for the background component was fixed throughout the analysis. It was estimated averaging spectra obtained for pixels where none of the plastics is present (see Fig. 4b ). This was required to allow the recovery of the PBT component for which absorptivity is small in the spectral range. 37 Doing so facilitates the analysis, and allows us to focus on just the discrimination of the plastics. An alternative would be to perform a multiset MCR-ALS analysis (under non-negativity constraints), using as the second data set spectra collected in a zone of only background. However, the results are comparable (in terms of figures of merits and profiles obtained) to what results when fixing the background spectrum and therefore omitted from this manuscript. The component distribution maps are shown in Fig. 6a , while the corresponding spectra are shown in Fig. 6c (black line) .
Looking at the obtained images it can be noted first that where PBT is present, the background is also quite intense. This is not the case for the other plastics. For the different images, we can notice contributions coming from other plastics in addition to the expected ones. Some of them might be quite significant, as for the image of PA6. Of course, the origin of this lies in spectral overlap between the components. This can be especially noted for the PBT component, whose spectral profile does not resemble its representative spectrum obtained from the raw data (see Fig. 4b, red line) . That is to say, this component is mixed with the PA6 component (as is clearly visible from their corresponding component distribution maps), which affects the spectral profile as well. Eliminating these spatial artifacts from the images should enable extracting the correct spectral profiles of the different plastics. To do so, MCR-ALS with the L 0 -norm image smoothing constraint was applied to the four plastic components. The goal here is to remove the contributions coming from the other plastics, but to retain as much detail as possible in the object of interest. The component distribution maps obtained from this analysis can be seen in Fig. 6b and their associated spectral profiles in Fig. 6c (red line) . We recall that the spectrum for the background component was fixed. The LOF increased from 13.15% of the initial analysis to 20.19% for the new analysis, due to the fact that some of the details are smoothed (and thus removed to the residuals) together with an expected increase because of the addition of more constraints. 8 The results obtained show that unmixing in the spatial domain is completely (or almost completely) achieved (contributions of the other plastics are removed). Added to this is that: (1) the morphology of the plastic objects is preserved; (2) the edges are clear and undistorted; and (3) the image corresponding to the background becomes more selective in the zones where the plastics are located. The spatial constraint also has a clear influence on the spectral profiles of the four plastics, albeit in some cases just in peak ratio, as can be expected in NIR. Moreover, when looking at the spectral profile of the PBT plastic, one can notice that the removing the PBT artifacts from the component image of the PA6 plastic, leads to a restoration of the profile, closer to that one shown in Fig. 4b .
Oil-in-Water Emulsion
The emulsion data set is expected to have two main components (i.e., the aqueous phase and the oily phase) and a minor third component, which is to be the interface between the two immiscible phases. 33 A representative spectrum of the two main components is shown in Fig. 4c , but it is not readily available for this interface component. However, getting a clear signature for the interface component is important to get insight into how the exchange between the two main phases can take place. The results obtained for a three-component MCR-ALS analysis performed with non-negativity constraints on both C and S T are shown in Fig. 7a . The two main phases have clear boundaries as their chemical composition is completely different (aqueous phase is polar, organic phase is apolar), but the interface component is less clearly defined. It contains the chemical signature of the two surfactants, mixed with contributions from the main phases (considering the pixel size, which is much larger than the physical dimension of the interface). This is because the interface component differs from the two other components mainly in intensity ratios of the peaks (1100-1500 cm -1 for the oily phase component and 800-1000 cm -1 for the aqueous phase component), making it hard to distinguish between the three different components. Increasing the contrast within the different components by imputing zero values would be a possible strategy. However, to provide extra information and increase the sharpness of the borders of the different phases, the image smoothing constraint, aiming here at edge enhancement, is applied during the MCR-ALS. In contrast to the two previous examples dealt with in this work, we investigate here a liquid mixture, and thus no clear definition of the borders between the different phases is expected. The change in concentration from one pixel to adjacent pixels should be forced to be quite gradual. For this reason, an L 1 -norm image smoothing constraint (see ''Global Smoothing with Edge Preservation'') was applied in addition to non-negativity on C and S T during the MCR-ALS analysis. The results obtained are provided in Fig. 7b . A first clear change with respect to the previous results is that the interface component can be better distinguished. The contrast has also improved significantly, leading to a better definition of the image. Thus, the constraint led to an enhancement of the contribution in pixels in which there is a strong presence of the interface component while reducing the contribution in pixels in which it is expected to be absent. This is also reflected in the spectral profile for this interface component (red curve) from which the contributions of the other components were removed. When focusing on the components of the main phases, it is clear that the change in contribution is more gradual than what was obtained in the initial analysis. Adjacent pixels have more similar values now, while edges can still be recognized, resulting in a better interpretable image.
Conclusion
This work proposes a global image smoothing constraint with edge preservation, implemented in MCR-ALS, to help resolve hyperspectral image data sets. The constraint favors artifact removal, edge preservation and enhancement, and abstraction of images obtained. In order to induce this global smoothing, two algorithms are used in a penalized least squares regression setting, based on an L 1 -norm and an L 0 -norm. They induce a low gradient in each spatial direction, or minimize the number of nonzero variations between adjacent pixels, respectively. This flattens out irrelevant spatial details and enhances large changes within the images. To regularize this penalized least squares minimization, only a parameter has to be tuned, making this constraint flexible but powerful. This parameter is tuned outside the ALS procedure, on the images obtained from a spatially unconstrained MCR-ALS analysis and then fixed during the subsequent spatially constrained analysis.
In order to demonstrate the feasibility of the constraint, three case studies are investigated that can benefit from this behavior, i.e., a remote sensing data set of the Salinas valley, acquired by the AVIRIS sensor, a NIR hyperspectral image of plastics and a Raman image of an oil-in-water emulsion. It was shown that the constraint with L 0 -norm can be used on images with clearly defined objects or structures, while the constraint with L 1 -norm is more applicable to cases of less clear object separation (such as chemical samples). The results obtained provide a simpler description of the component distribution maps, by making them more abstract, while simultaneously preserving, or enhancing, the edges of the captured objects.
