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Figure 1. Spontaneous spatial coupling is a hybrid technique of motion-matching and pointing. Controls in the form of moving targets are presented to
the user (A). When the user synchronises their movement with a target (B), a spatial coupling is created between the input modality (C) and the control
(D). The technique enables ad hoc appropriation of any part of their body, or any object they hold, as a pointing device.
ABSTRACT
Pointing is a fundamental interaction technique where user
movement is translated to spatial input on a display. Con-
ventionally, this is based on a rigid configuration of a display
coupled with a pointing device that determines the types of
movement that can be sensed, and the specific ways users can
affect pointer input. Spontaneous spatial coupling is a novel
input technique that instead allows any body movement, or
movement of tangible objects, to be appropriated for touchless
pointing on an ad hoc basis. Pointer acquisition is facilitated
by the display presenting graphical objects in motion, to which
users can synchronise to define a temporary spatial coupling
with the body part or tangible object they used in the process.
The technique can be deployed using minimal hardware, as
demonstrated by MatchPoint, a generic computer vision-based
implementation of the technique that requires only a webcam.
We explore the design space of spontaneous spatial coupling,
demonstrate the versatility of the technique with application
examples, and evaluate MatchPoint performance using a multi-
directional pointing task.
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INTRODUCTION
With the evolution of technology and computer vision, touch-
less bodily interaction has been brought into the main stream.
Using the body as an input device frees the user from having
to carry or use different physical devices and remote controls,
a significant trait in a world where computing devices are
ubiquitous and embedded in our everyday life.
In this work we introduce spontaneous spatial coupling, a
hybrid technique of motion-matching and pointing that allows
users to temporarily acquire a pointer, as illustrated in Figure 1.
Controls are presented to the user as moving targets that are
differentiable by their movement. To activate a control the user
matches its motion using any movement they can generate (e.g.
a body part or an object they move). Upon synchronisation
with a displayed target, a spatial coupling is created between
the user’s input modality and the control. The spatial coupling
is temporary for the purpose of a particular interaction.
Pointers can be acquired on-demand, using any type of move-
ment captured by the input device, to be used for manipulation
of individual controls or entire interfaces. Users can decouple
from a pointer whenever they choose, providing the flexibility
to change input modality in the case of fatigue, or for situa-
tional or contextual reasons. Everyday objects can be coupled
to controls and left in place for prolonged periods, provid-
ing the opportunity to create unique tangible user interfaces.
Multiple pointers can be instantiated, to support single users
for bi-manual, multi-modal and multi-point interaction, and
multiple users for simultaneous engagement and collaboration.
MatchPoint is a computer vision-based implementation of
spontaneous spatial coupling. Matchpoint is highly deploy-
able as it requires only a webcam as minimal hardware, and
enables users to interact flexibly with minimal constraints
on their pose and ways of providing input. The system is
based on display of controls with orbiting targets, and accepts
any form of movement in its field of view as matching input.
MatchPoint can detect and track multiple pointing instances
in parallel. Due to its generic approach to motion detection,
the system does not require any calibration or training. As
the system requires only a webcam, it can be deployed in
many application domains, including on large displays, tablets,
laptops, and smartphones.
Our aim in this work is to define spontaneous spatial coupling
as a new interaction technique and to explore the opportunities
it affords. We advance theoretical and practical understanding
of the technique through the following contributions:
• Definition of the properties that define spontaneous spatial
coupling, and an exploration of the design space.
• MatchPoint, a webcam-based implementation of sponta-
neous spatial coupling which uses generic computer vision
processing to accept any form of input.
• Practical examples, built for MatchPoint, which demon-
strate the versatility of spontaneous spatial coupling for
different interaction techniques.
• Evaluation of MatchPoint as an input device for pointing
using the ISO 9241-9 multi-directional pointing task.
BACKGROUND AND RELATED WORK
Pointing is a fundamental interaction principle that draws
on human spatial abilities and skills. The principle is at the
core of graphical user interfaces on our desktops, tablets and
smartphones, but naturally extends to touchless interaction
with displays that are remote, shared, large, public, ambient or
used in settings that prohibit touch for hygienic reasons [9, 21,
7, 61, 55, 46]. A range of devices exist for remote pointing
but our interest is in computer vision methods that support
users in pointer control without the need for mediating devices.
Related work generally assumes use of the hands for pointing
(e.g., [61, 52, 5, 34, 13]) but work in other areas has shown
that humans are equally natural at pointing with other parts
of their body (literally, from head [45, 38] to toe [58]). We
reflect this in an approach that is input-agnostic and supports
any body movement to be adopted for pointing, contrasting
existing systems that are optimised for specific modalities such
as tracking of hand gestures [48], head pose [54], or feet [56].
Conventional user interfaces support pointing by tightly cou-
pling a pointing device with a display surface, or by integrating
pointing and display. Mapping the user’s movement to the
display is a challenge for touchless pointing, as the user’s
input space is not straightforward to discover. Ill-conceived
mapping may exacerbate fatigue issues, commonly referred
to as “Gorilla Arm” when using the hands [29], or require the
user to be centred to the input device. Jude et al. showed that
accuracy can be maintained when pointing on small displays
if the user is able define their input space during a calibration
phase [34]. As we will show, spontaneous spatial coupling can
avoid explicit calibration of the user’s input space, instead us-
ing the user’s range of movement during the motion-matching
phase to define the mapping between the modality and dis-
play. Touchless pointing often suffers from the “Midas Touch”
problem when the user has no means to ‘turn-off’ the pointer,
as it is not always evident if a gesture is directed towards the
display [39]. Our technique reduces the problem, as pointers
are instantiated temporarily only when the user signals their
intent to interact by synchronising with a displayed motion.
Motion-matching is an alternative selection mechanism to
pointing, relying on the ability of users to couple with motion
displayed at the interface [57]. First explored by Williamson
and Murray-Smith [63], motion-matching has been used with a
variety of different input modalities, including the mouse [63,
24], eye gaze [47, 59, 22], and recently touchless interac-
tion [13, 17, 16]. PathSync demonstrated the discoverability,
intuitiveness and multi-user capacity of motion-matching for
hand-based gestures [13], while TraceMatch showed users’
capacity to synchronise using different input modalities [16].
TraceMatch also introduced a webcam-based implementation
of motion-matching that accepts any form of movement as
input [17], an approach we adopt for the motion-matching
phase in MatchPoint. Prior work proposed motion-matching
as an alternative to spatial coupling, whereas we combine the
two principles to leverage their respective advantages.
Pointing is usually based on a rigid coupling of a pointing
mechanism with a display. Our concept differs fundamen-
tally in supporting temporary creation of pointers, on demand
for the purpose of a spontaneous interaction. Prior work has
demonstrated spontaneous coupling of smartphones for point-
ing on public displays [4, 10], contrasting our work where
users do not require any device. In other work, pointers have
been dynamically mapped based on context, for instance of
the user’s gaze attention to different displays [19], whereas
our approach provides users with explicit control over where
and when to create a pointer.
Spontaneous spatial coupling as implemented in MatchPoint
extends to dynamic coupling of tangible objects with on-screen
functionality. When the user moves an object in synchrony
with a displayed control, the object becomes a pointing device.
In this sense, our work relates to graspable interfaces that use
physical tokens for pointing [25], token-based interfaces that
employ real-world props as handles for spatial controls [30],
and tangible user interfaces that support ad hoc coupling of
physical inputs [27, 60, 8]. MatchPoint supports such forms
of physical control in a highly dynamic manner, but moreover
also allows for incidental use of objects, for instance when the
user synchronises with a control while they happen to hold an
object. Other work enabling tangible interactions around de-
vices has relied on computer vision for object classification [2,
37, 65], whereas our technique enables spatial coupling and
tracking of objects without the need for the system to have
prior knowledge of the objects.
Pointing has mostly been studied with applications that in-
volve sustained interaction. In contrast, spontaneous spatial
coupling is geared toward use in contexts where users interact
on impulse, where interactions are short, or where interactions
occur on the side of other activity. Such forms of interaction
are becoming more typical as we engage with increasing num-
bers of devices in our environments, highlighting a need for
users to have instant control “right here, right now” [40]. Spon-
taneous spatial coupling addresses this need with a low-effort
method for instant, yet expressive control.
SPONTANEOUS SPATIAL COUPLING
The interaction principle behind spontaneous spatial coupling
is defined by five properties:
1. Distinct motions displayed to the user represent controls
available for interaction;
2. A user’s intent to interact with a control is expressed through
movement corresponding to the control’s motion;
3. The selection of a control is determined by the correlation
between the system’s output and the user’s input;
4. Upon selection a spatial coupling is created between the
user and the underlying functionality of the control;
5. The user is able to decouple from the control at will.
The interaction involves a phase of motion-matching followed
by pointer control. The matching phase can be based on any
shape of motion, and method for determining a correlation.
Considerations for the design include how distinctive the mo-
tion is (to accidental matches), how easily and efficiently users
can match it, and how reliably and robustly it can be detected.
Velloso et al. provide a comprehensive review of design con-
siderations for motion correlation interfaces [57].
Any input modality that produces motion can be used for both
the matching phase and subsequent input. The matching phase
results in a specific spatial coupling between the user and the
control’s underlying functionality. The coupling can be inter-
preted as a pointing device for which a cursor is instantiated,
or as a device for describing gestural input. The output device
needs to be able to present motion to facilitate the coupling,
but once the user is coupled other types of feedback can be
used for interaction (e.g. audio feedback when controlling the
volume of a radio).
In the following, we discuss system design considerations to
take into account when designing controls for spontaneous
spatial coupling.
Control-Display Gain
The CD gain of the pointer can be set according to the size of
the user’s movement in the motion-matching phase. This ap-
proach assumes the user’s movement range during the motion-
matching phase is indicative of the movement range used when
spatially coupled with a control. This may not always hold
true and one might want to define the CD gain to increase the
allowed range of movements, for example when manipulating
objects on very-large displays.
Transfer Function
Absolute control maps provide a fixed gain so that the user’s
movement is directly mapped to the on-screen controls. To
allow for greater precision, relative control maps, such as
pointer-acceleration-based transfer functions, can be used in
conjunction with techniques such as semantic pointing [7]. A
drawback of relative control maps is the need for the input
device to provide the ability to clutch, temporarily disabling
the gesture, in order to allow the user to reposition themselves.
Pointer Starting Position
The user is in motion at the point of synchronisation with
a moving target. If the system switched immediately into
pointing mode, the pointer would move in continuation of
the motion described for matching. For tasks such as param-
eter control or spatial selection, the user may wish to start
the interaction from a well-defined position (e.g. the option
currently selected). To allow this, the system can indicate
when the match is detected, wait for the user to stop their
matching motion, and enable pointing only after the matched
input modality has become stationary. This may not always
be required, for example when the pointer is used to represent
an on-screen cursor using an absolute control mapping.
Pointer Termination
A range of mechanisms are possible for decoupling from a
control. A pointer could terminate after completion of a single
task for which it was instantiated, or after a pre-set time of
inactivity. It is also possible to have the user explicitly trigger
pointer termination, for instance using dwell or goal-crossing
techniques [1]. If only one of the axes is used for input, users
can use the other to signal task completion. If the coupling
is used for gestural input, a specific gesture can be included
for decoupling. Other than such generic techniques, specific
implementations might afford device dependent decoupling
mechanisms (e.g. using the depth axis of a depth sensor).
System Visibility
Moving targets are displayed to the user for acquisition and
selection. The dynamic nature of the controls may be visibly
distracting if the user is focussing on the display and has no
intention of interacting with the system for prolonged periods
of time. To overcome this the moving targets can be hidden
from the user by assigning a specific control to hide the targets,
or after a period of time with no input from the user. To display
the moving targets, generic gestures can be used, e.g. moving
an input modality in a full circle. There may be no need to
hide the moving targets for applications where the user’s main
focus is not on the display.
MATCHPOINT
MatchPoint is a webcam-based implementation of sponta-
neous spatial coupling that accepts any type of movement as
input. The system consists of two main processing pipelines:
the motion matching pipeline which allows the user to select a
control and acquire a pointer; and the tracking pipeline which
allows the user to manipulate the pointer by providing a spatial
coupling between the user’s input modality and the control.
Instances of the tracking pipeline can run in parallel with the
motion-matching pipeline to allow a single user to acquire
multiple pointers, or for multiple users to acquire a pointer.
Figure 2. Initialisation of the MatchPoint tracker once a user is in synchrony with an Orbit. Left: One matched feature point showing its trajectory
(green) with fitted circle (red and blue). Centre: The result after connected-component labelling of candidate pixels that matched the motion of the
feature point (green), calculated using dense optical flow. Right: The region of interest of the object to be tracked (green).
Motion-Matching
For motion-matching we use the TraceMatch processing
pipeline, introduced by Clarke et al. [17]. TraceMatch uses
Orbits, introduced by Esteves et al. [22], as input controls
which consist of an orbiting target around a circular widget,
a motion that is not likely to be reproduced accidentally by
the user. FAST feature points [49] are detected and tracked
using the pyramidal Lucas-Kanade optical flow algorithm [43,
11]. Each feature point that exhibits a minimum amount of
movement is compared to all of the Orbis currently displayed
to the user. A match is confirmed if the minimum Pearson cor-
relation coefficient between either the x or y axis of a feature
point and an Orbit is above a minimum threshold, and if the
feature’s trajectory can be successfully fitted to a circle with
the appropriate arc length using RANSAC.
Spatial Coupling
To provide the spatial coupling between the user and the con-
trol we first initialise a region of interest (ROI) in the frame
relating to the input modality, before tracking it in subse-
quent frames using a modified version of the Median Flow
tracker [35]. We further process the output to remove pointer
jitter introduced by image noise.
Tracker Initialisation
The output of the matching process is one or more feature
points, however we ideally want to track as much of the body
part, or object, which activated the control in order to improve
downstream tracking performance. To do this we calculate
the dense optical flow of the scene and compare the matched
feature points’ trajectories with the dense optical flow infor-
mation, see Figure 2. First, we calculate the trajectories for all
n matched feature points, A= {a1, . . . ,an}, between frames t
and t−1 using their respective x and y coordinates, where the
match occurred at frame t:
ai =
(
xt−1i − xti ,yt−1i − yti
)
for i= 1, . . . ,n (1)
We then calculate the Euclidean distance of each trajectory,
D = {‖a1‖, . . . ,‖an‖}, and the average angle of the trajecto-








Where θ¯ = ∠a¯. Using the Farnebäck algorithm [23] we cal-
culate the dense optical flow of the scene, F = {f1, . . . , fN},
between frames t and t−1 for all N pixels, P= {p1, . . . ,pN}
where:
pti = (xi,yi) for i= 1, . . . ,N (3)
pt−1i = (xi+∆xi,yi+∆yi) for i= 1, . . . ,N (4)
fi = (∆xi,∆yi) for i= 1, . . . ,N (5)
We then identify pixels that matched the motion of the matched
feature point(s) by assessing whether the ith pixel satisfies the
following equations:
(1− thd)min{D}< ‖fi‖< (1+ thd)max{D} (6)
θ¯ − thθ < ∠fi < θ¯ + thθ (7)
Where ‖fi‖ is the magnitude of the dense flow at pixel i, ∠fi is
the angle of the dense flow at pixel i, thd is a distance threshold
between 0 and 1, and thθ is an angle threshold measured in
radians. For this implementation we use values of 0.25 and
pi/8 for thd and thθ respectively. This produces a mask of can-
didate pixels which is further processed to remove candidates
resulting from image noise or background movement.
Finally, we use connected-component labelling to find candi-
date groups from the candidate pixels. We seed the connected-
component labelling with 10px × 10px areas around the
matched feature points because errors can be introduced in
the tracking of individual feature points during the motion-
matching phase, i.e. a feature point is offset from the body
part/object. We then fit a rotated rectangle around all the
candidate groups connected to the matched feature point(s),
resulting in the initial ROI for the tracker which will be
tracked in subsequent frames. In the event there are no
candidate groups, we initialise a minimum rectangular ROI
(30px×30px) around the matched feature points.
Control-Display Gain
During the initialisation phase we also calculate the control-
display (CD) gain. The output of the matching process returns
a fitted circle for each matched feature point which indicates
the ideal trajectory of the user’s movement when matching the
control (i.e. without any noise). We use this as an indication
of the range of movement for which the user is comfortable
using, as it takes into account the input modality used and
distance from the camera, e.g. a head movement may result in
a much smaller radius than a hand movement. The CD gain,
CDgain, is calculated by taking the reciprocal of the average









The CD gain is then multiplied by the appropriate distance
depending on the context, e.g. for a screen cursor this would
be the width or height of the screen, whereas for a single
control this would be the width or height of the control.
Tracking
The body part or object to be tracked may not exhibit smooth
movements. The tracking should cope with unpredictable
movements and changes in perspective of the body part/object
relative to the camera. We experimented using different
trackers, including Median Flow [35], KCF [18], MIL [3],
TLD [36], and OLB [26]. Preliminary testing indicated that
non were suitable for this application so we instead use a
modified version of Median Flow to track a rotated rectangle.
The first modification we made was the selection of points
to track at each iteration using Median Flow. Kalal et al.
recommend using a grid of equidistant points or the use of a
feature detector, such as FAST [35]. However, the body part or
object that we wish to track may not fill the whole of the ROI,
so instead we use a grid spacing based on central polygonal
numbers (aka. the Lazy Caterer’s sequence) to reduce the
chance of the tracker getting stuck on background objects.
The second modification was to introduce a “recalibration”
phase for the tracker, which accounts for changes in the size
and perspective of the body part/object that is being tracked,
whilst ensuring that the ROI covers as little as the background
as possible. For recalibration we follow the same steps for
initialising the ROI, however instead of using the matched
feature point’s trajectory in Eq. 1 and 2 we use the trajectory of
the ROI calculated using its centre, and instead of the matched
feature points acting as the seeds to the connected-component
labelling we use the centre of the ROI. As we have knowledge
of the previous ROI we focus the search to a rectangular area
around the centre of the ROI prior to calibration with width,
2×W , and height, 2×H, where W and H are the width and
height of the ROI prior to recalibration. We remove the scaling
of the ROI provided by the original Median Flow algorithm as
this is performed during the recalibration phase.
The recalibration phase relies on the movement of the ROI,
therefore we only perform the tracker recalibration when the
magnitude of the ROI’s trajectory is above a threshold, thROI ,
and at most every trecalib seconds to limit processing time. For
our implementation we set thROI to 2 pixels, and trecalib to
500ms. The centre of the ROI is used as the reference point
of the tracker (i.e. the point which updates the on-screen
control). When we recalibrate the ROI, the centre may change
which would cause a jump in the cursor from the perspective
of the user. To avoid this we record the offset caused by
the recalibration of the ROI and apply this to the output in
subsequent frames so that the recalibration is unnoticeable to
the user.
Reducing Pointer Jitter
Cameras are subject to image noise that affect tracker perfor-
mance and result in unwanted movement of the pointer at the
interface. To reduce the effects of noise we take the average
position of the ROI using a dynamic moving window when
the Euclidean distance between the centre of the tracker from
the previous frame to the current frame, dt , is less than dMIN
pixels. The size of the moving window, NB is calculated as:
NB = NMAX −bdt ×NMAXdMIN c (9)
Where NMAX is the maximum size of the moving window in
frames, MatchPoint uses 10 frames. The moving window
introduces input lag, therefore the value of NMAX should be
carefully considered based upon the frame rate of the camera.
The value of dMIN will vary depending on the quality of the
camera, for our implementation this is set to 2.5 pixels using a
Logitech C920 webcam.
INTERACTION TECHNIQUES & APPLICATIONS
In the following we explore interactions that can be supported
with spontaneous spatial coupling. We consider five cases:
• Single pointer→Multiple functionality – one pointer pro-
vides all the functionality in the interface;
• Multiple pointers→Multiple functionality – each pointer
provides a different functionality;
• Multiple pointers→ Single functionality – multiple pointers
provide the same functionality;
• Parallel pointers – multiple pointers used in parallel;
• Tangible interfaces – creating temporary tangible interfaces
using everyday objects.
The first case is the conventional case of “pointing as we
know it". For all other cases, we present novel techniques
and application demonstrators implemented with MatchPoint.
All of the examples are applicable to both single and multiple
users, as controls can be matched and spatially coupled in a
non-exclusive manner.
Single Pointer→ Multiple Functionality
Conventionally, touchless pointers use one pointer to control
many on-screen input controls. This technique can be used
with spontaneous spatial coupling, allowing users to decide
which input modality to use, and in the event of fatigue to
desist pointing and resume with another input modality. If
only one pointer is required, it is also possible to replace the
motion-matching stage with a generic motion gesture, as there
is no need to differentiate between different controls.
Multiple Pointers→ Multiple Functionality
Multiple pointers can be used to provide different function-
ality. Users can acquire different pointers depending on the
interaction to be performed, removing the need for a user to
navigate through an interface using a single pointer. This also
allows the CD gain to be mapped according to the size of a
control, as opposed to size of the display. To demonstrate this
concept, we developed two applications for different scenarios:
a TV remote control for the living room, and a video player
for use when engaged in other physical activity (e.g., in the
kitchen).
Figure 3. TV remote control prototype, showing Orbits for: channel up
and down (left), TV guide and channel select (middle), and mute toggle
and volume control (right).
TV Remote Control
Conventionally, a TV remote control is shared, and it must be
passed from person to person. Gesture control for TV has been
investigated in prior research, driven by users’ desire to have
instant control [40], but this has primarily focussed on library-
based gestural techniques [14, 31, 33]. The level of interaction
with TVs is increasing with the integration of “smart” features,
while users primarily focus on the content displayed, or may
watch it in the background whilst performing other tasks with
minimal interaction. This provides an exemplar application
space for MatchPoint.
The TV remote control application features controls for chang-
ing the channel up and down, muting the volume, changing
the volume, selecting a channel from a list, and showing a TV
guide (Fig. 3). Changing the channel up and down, and muting
the volume, are binary choices and do not require spatial cou-
pling, therefore these are implemented as motion-matching
only controls.
Upon selecting the volume control, a one-directional slider
is presented to the user (Fig. 4, left). The control waits until
the user’s input modality is stationary prior to displaying the
control, allowing the user to change the volume relative to
the current volume of the TV. Movement in the y-direction
sets the volume level, and movement in the x-direction either
cancels the control (when user moves left), or confirms the
new volume level (when user moves right).
The channel selection control displays a one-directional
carousel control (Fig. 4, right). This also waits for the user’s in-
put to be stationary prior to activating to ensure the user starts
searching the channels from their currently selected channel.
Movement in the x-direction scrolls through the channels,
Figure 4. Volume slider which can be controlled with movements in the y-
axis (left), and channel selection control showing the programme details
and slider to indicate the position of the user’s movements in the x-axis
which controls the carousel (right).
Figure 5. TV remote control prototype, showing the TV guide.
dwelling on a channel displays the programme details, and
movement in the y-direction either cancels the control (down)
or changes the channel to the current selection (up).
For the TV guide the user is presented with a cursor for navi-
gation (Fig. 5). Dwelling on a programme displays the details
in the upper-most box, which can be selected to present the
user with a number of options depending on the programme,
including watch now, set a reminder, start a recording, or close
the TV guide. The user can also close the guide by dwelling
at the edge of the interface.
Video Player
Building upon the TV context we developed a video player
application. Video guides for practical tasks, such as cooking
or car maintenance, are popular on platforms such as YouTube.
Users will often watch the videos in-situ on a portable device,
such as a laptop, tablet or mobile phone, whilst performing
a task. Interactions with the video guide will be relatively
sparse, such as pausing and rewinding, as the user is primarily
focussed on performing the actions demonstrated in the video
guide. Spontaneous spatial coupling allows the user to perform
other tasks whilst interacting with the video player, e.g. using
cooking utensils in the kitchen whilst cooking.
The video player features controls that allows the user to play
or pause, change the playback, navigate to a specific time,
and mute or change the volume (Fig. 6). The controls for
play/pause and muting the volume are binary choices, there-
fore we use motion-matching only controls.
Figure 6. Video control prototype showing Orbits for: play/pause (left),
video progress bar and playback (middle), and volume control (right).
Figure 7. Playback control for the video control prototype where move-
ments in the x-direction select different playback options.
The video playback control allows the user to trigger play-
back of the video through movement in the x-direction, while
movement in the y-direction exits the control (Fig. 7). Upon
activation the control waits for the user’s input modality to
become stationary, ensuring that the play button is selected
when the interaction starts.
The control allowing users to navigate to a specific time in the
video uses movement in the x-direction to select the time, and
movement in the y-direction to either confirm the selection (by
moving up) or cancel the control (by moving down). Upon
activation the user must pause their motion briefly so that
search can resume from the current time in the video.
Multiple Pointers→ Single Functionality
In the above examples multiple users can interact with the
controls, but only one can interact with a specific control at
any given time (e.g. two people can’t change the volume at
the same time). In some instances, it may be desirable for
multiple users to acquire a pointer with the same functionality,
for example to contextualize their discussions [46].
Whiteboard Pointing Prototype
A scenario in which this would be beneficial is a meeting
room where users are remote from the display but would like
to indicate a position on the screen. For this we designed a
“whiteboard” pointing prototype featuring a control to allow
users to acquire a cursor (Fig. 8). Upon selection, users acquire
a cursor with a unique colour to allow multiple people to
control a pointer and provide input to a shared space as and
when required.
Parallel Pointers
Users can acquire multiple pointers at the same time. The
functionality of the pointers used in parallel may be:
• Unrelated – control of one pointer does not affect the
other(s)
Figure 8. White board pointing prototype demonstrating multiple cur-
sors (green, red, and blue). Dotted lines and rectangles represent the
input modality and user controlling the cursor. The Orbit (pink) shows
the colour of the next cursor to be generated.
Figure 9. Two prototypes for parallel pointing. Multi-modal pan and
zoom (left): one input modality controls the pan (the head), the other
controls the zoom (the hand). Bi-manual pointing (right): the centre
point between the hands determines the pan position, the distance deter-
mines the zoom, and the angle determines the rotation.
• Loosely coupled – the pointers affect the same object, but
can be used individually
• Tightly coupled – interaction results from the relationship
between the pointers
For unrelated and loosely coupled pointers, parallel usage
allows users to complete tasks in less time, or to manipulate
one control based on the state of another. Tightly coupled
pointers offer more complex interactions by using the pointers’
spatial relationship with each other, however they must be
used at the same time and can not be used individually.
Object Manipulation Prototype
To demonstrate loosely and tightly coupled parallel pointing,
we created two prototypes for object manipulation (Fig. 9).
The first is a multi-modal prototype designed to be used with
any input modality. It consists of two loosely coupled input
controls: one to pan the object, and the other to zoom. The
pan control uses the x and y directions of the user’s first input
modality to position the object. The zoom control uses move-
ment in the y-direction of the user’s second input modality to
zoom in or out, using an acceleration-based transfer function
to control the level of zoom. Movement in the x-direction is
used to enable clutching (by moving to the left) or exits the
control (by moving to the right).
The second prototype demonstrates bi-manual input, designed
specifically for the hands using two tightly-coupled controls.
Object manipulation is supported in a way that is familiar from
touch-screens: the distance between the hands determines the
zoom, the centre point between the hands determines the pan
position, and the positions of the hands relative to each other
determines the rotation.
The bi-manual prototype requires both controls to be activated
in order to enable the parallel pointing interaction. However, it
provides the user with three functions (pan, zoom and rotate)
using only two pointers, contrasting the multi-modal approach
which only provides two functions (pan and zoom). Note that
the system does not identify body parts, and that it would be
possible for users to acquire the controls with other than the
intended modalities. To avoid this, an interface should convey
to the user if a specific input modality is required.
Tangible Interfaces
Other than creating a coupling with a part of their body, users
can also move a tangible object in synchrony with a displayed
Figure 10. A tangible interface created with MatchPoint. The cup con-
trols the playlist, the toy figure controls the playback, and the toy car
controls the volume. Moving the objects left and right changes the value
of the respective control.
motion. The result is a spatial coupling between tangible ob-
ject and control. The use of objects in this way presents a
distinct case, as they become tangible intermediaries between
user and control. This has interesting affordances, as a user
can leave an object stationary in between interactions, with a
persistent coupling. Objects can also afford specific manip-
ulations depending on their shape and weight, for example
nudging, rolling and tilting.
Graspable Music Player
To demonstrate this concept we developed a tangible music
player interface (Fig. 10). Three controls are displayed to
the user allowing them to change the playlist, volume, or the
playback. Once the user couples a physical object to a control
the system waits for the user to position the object into its
starting position. The control is not fully activated until the
object remains stationary for an extended period of time (e.g. 4
seconds). All input controls in this example utilise movement
in the x-axis to manipulate the respective control, e.g. moving
the toy car left lowers the volume, moving it right increases
the volume. The objects remain paired with the controls until
they are removed from the camera’s field of view.
MULTI-DIRECTIONAL POINTING TASK EVALUATION
We conducted a two-directional Fitt’s Law study, based on the
ISO 9241-9 standard, to understand the performance of Match-
Point as an input device for pointing and to provide insights
into pointing performance with different input modalities. We
compare three input modalities (head, hand and cup-in-hand)
to investigate their throughput and other pointing character-
istics in a simulated living room environment. We chose a
simulated living room environment to test how the system
performed when the user was at a larger distance (>2m) from
the input device.
Task
Ten circular targets of diameter W were displayed in a circular
configuration with a radius of A/2. In order to avoid possible
confounds we used Guiard’s Form x Scale design [28], with
three levels of W (50px, 100px, 200px) and one level of A
(900px), resulting in three unique index of difficulty (ID) val-
ues of 4.24, 3.32, and 2.46 respectively. When calculating the
throughput we use the effective index of difficulty, IDe, by
measuring the effective values of A and W , which take into
consideration the speed/accuracy trade-offs participants make
when completing the task:
IDe = log2(Ae/We+1) (10)
Where Ae is the average movement distance observed [53],
and We is the standard deviation of endpoints, defined as:
We = 4.133×SDx,y (11)
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Dwell was used as the selection process, with a dwell time of
240ms to simulate the time taken to press a button [50]. We
also measure the number of target re-entries, as defined by
MacKenzie et al. [44].
Participants and Apparatus
We recruited 12 participants to undertake the study (mean =
28.1, SD = 3.9). Six participants were female, and one was
left-handed. None of the participants had used the MatchPoint
system prior to the study.
The study was conducted in a simulated living room environ-
ment, using a Samsung 55" Smart TV (1920 x 1080) as the
display. An unmodified off-the shelf webcam was used as the
input device to the MatchPoint system and captured a 640 x
480 region of interest from a 1920 x 1080 frame. The region
of interest was used to ensure that only movement relating
to the study was captured by the webcam. Participants were
seated on a couch 2.23m from the TV (based on a TV size
to viewing distance calculator). For the cup-in-hand input
modality participants were asked to hold a cup half-filled with
water to simulate holding a drink.
Procedure
At the beginning of the study participants completed a demo-
graphics questionnaire and were introduced to the MatchPoint
system. They were instructed to relax and work comfortably
whilst performing the tasks as quickly and as accurately as
possible. No instructions were given regarding how to hold
the cup or position the hand when matching and pointing.
For each input modality, participants undertook three sets (one
for each ID), where a set consisted of five blocks of 10 target
selections. The first block was used as a warm-up, with the
remaining four being used for data collection. At the start of
each block the users acquired a cursor by matching the motion
of an Orbit with the specified input modality. Participants
were instructed to let the researcher know if they required a
break in between blocks due to fatigue. A Latin square design
was used to counterbalance for input modality, and the order
in which the IDs were presented and the starting position of
the first target were randomised. The movement time was only
measured after the first target was selected. The study ended
with a brief verbal discussion to gain feedback on the system.
Excluding the warm-up blocks the study involved 12 partici-
pants × 3 input modalities × 3 IDs × 4 blocks × 10 trials per
block = 4320 trials.
Results
Movement times, shown in Figure 11, were analysed using
a one-way repeated measures ANOVA to determine whether
any statistically significant differences existed for different
input modalities. The data was normally distributed, as as-
sessed by boxplot and Shapiro-Wilk test, p > .05, and the
assumption of sphericity was not violated, as assessed by
Mauchly’s test of sphericity, χ2(2) = 3.903, p = .142. The
test revealed a significant difference between movement times
(F2,22 = 73.166, p < .001). Post-hoc pairwise comparisons
with Bonferroni corrections revealed the movement time of
the head (3.12s) was significantly higher compared to both the
hand (2.37s) and cup (2.54s), at p < .001. There was also a
significant difference between the movement time of the hand
and cup, at p= .035.
The grand throughputs for each input modality were calculated
using the mean of means approach [53]. A one-way repeated
measures ANOVA was used to determine whether there were
statistically significant differences between throughputs for
different input modalities. The data was normally distributed,
as assessed by boxplot and Shapiro-Wilk test, p > .05, and
the assumption of sphericity was not violated, as assessed
by Mauchly’s test of sphericity, χ2(2) = 1.856, p = .395. A
significant difference between input modalities was revealed
(F2,22 = 54.617, p < .001). Post-hoc pairwise comparisons
with Bonferroni corrections showed that the throughput of
the head (1.03 bits/s) was significantly lower compared with
both the hand (1.35 bits/s) and cup (1.25 bits/s), at p< .001.
There was not a statistically significant difference between the
throughputs of the hand and the cup, at p= .059. Using linear
regression, we then developed Fitts’ Law models of the form:
MTmodality = a+b · IDe (13)
Where, MTmodality is the predicted movement time for an input
modality, measured in seconds. The parameters for a and b,
and the R-squared model fit values are given in Table 1.
We were interested to see whether a statistically significant
difference existed between target re-entries for different in-
put modalities and target sizes (Fig. 12). For this, we used
a two-way repeated measures ANOVA. The data was nor-
mally distributed, as assessed by boxplot and Shapiro-Wilk
test (p > .05), and in all cases the assumption of sphericity was
not violated, as assessed by Mauchly’s test of sphericity (p >
.05). We discovered significant main effects for input modal-
ity (F2,22 = 24.836, p< .001), size (F2,22 = 44.341, p< .001),
Figure 11. Movement times for each target size and input modality.
Input modality a b R2
Head -1.000 1.345 0.766
Hand 0.417 0.624 0.556
Cup -0.118 0.857 0.795
Table 1. Fitts’ Law parameters and model fits for each input modality.
and a significant interaction for input modality× size, (F4,44 =
11.472, p< .001). We further analysed the main effects using
Bonferroni corrected pairwise comparison of means.
For the main effect of input modality, we observed that the
head had a significantly higher number of target re-entries
(0.541) compared with both the hand (0.299) and cup (0.304),
p < .001. There was no statistical significant difference be-
tween the hand and the object, p = 1.0. The main effect for
size showed that smaller targets (0.649) resulted in a higher
number of target re-entries compared with medium targets
(0.323), which in-turn resulted in a higher number of target
re-entries compared with larger targets (0.172). In all cases
the results were statistically significant at p< .005.
To analyse the input modality× size interaction, we performed
a one-way repeated measures ANOVA for each size to assess
which input modalities, if any, caused a significant difference
to target re-entries. For all sizes, Mauchly’s test of sphericity
was not violated. There was no significant difference between
input modalities for the large size, however there were signifi-
cant differences for both the medium (F2,22 = 5.513, p< .011)
and small sizes (F2,22 = 22.546, p< .001). Post-hoc Bonfer-
roni corrected pairwise comparisons revealed the head had a
significantly higher number of target re-entries compared with
the cup for medium target sizes, at (p= .011), and both the
hand and cup for small target sizes, at (p < .005). No false
motion-matching activations occurred during the study.
Study Discussion
The larger throughput and number of target re-entries for the
head may be a result of both user and system performance. The
head is used much less frequently for everyday pointing tasks
compared with the hand, and the smaller range of movement
at a distance of over 2m from the camera equates to fractional
changes per pixel between frames. The moving window used
to reduce cursor jitter for very small movements introduces
a time lag which could have affected the user’s fine-grain
pointing performance. This can be alleviated using augmented
cursors, which have been shown to improve target acquisition
of smaller targets for gestural interaction [20].










[12] Hand Leap Motion 2.8
[15] Hand MS Kinect v1 1.42
[32] Head Head-mounted marker 1.61
[48] Hand MS Kinect v1 2.1
[62] Head Optical IR markers 1.40
>1m
[6] Head MS Kinect v2 2.3
[6] Hand MS Kinect v2 2.45
[42] Head MS Kinect v1 0.75
[51] Hand MS Kinect v1 1.19-1.38*
Unknown
[41] Hand Wii Remote 2.97
[50] Hand MS Kinect v1 0.5-2.0**
[51] Hand Swiss Ranger 4000 0.75-1.57*
Table 2. Touchless input devices used in previous studies that used the
ISO 9241-9 multi-directional pointing task to assess throughput (TP) for
hand and head gestures. * indicates a range of throughputs due to dif-
ferent selection techniques. ** indicates estimated throughput.
Table 2 details prior work which used the ISO 9241-9 multi-
directional pointing task to examine the throughput of input
devices for head and hand gestures. A direct comparison of
devices cannot be made due to the variability of participants,
distances to the input device, measurement of endpoint devia-
tion, selection of IDs, and difference in selection techniques.
However, it appears that MatchPoint has a similar throughput
to the first version of the Microsoft Kinect when used at larger
distances. It is also important to note that we used a dwell
time of 240ms to simulate the time taken to press a button.
This may be suitable for some tasks, but for others a larger
dwell time may be needed to reduce false detections when a
user hovers over a control.
DISCUSSION
Spontaneous spatial coupling can support wide-ranging appli-
cations by enabling flexible touchless input over a distance. At
the core of the concept is the motion-matching phase – it em-
powers users to simultaneously select the function they wish to
control, and the input modality to use (implicit in their action).
The selections made by the user, and additional contextual
information such as scale and range of motion observed in the
matching process, in turn enable input to be uniquely tailored
to the context. As shown, this encompasses tracking of the
specific modality of choice as a pointing device, calibration of
the control display gain based on context, and the possibility
to map input in a task-specific manner to parameters of the
selected function.
The dynamic appropriation of “anything the user can move” as
a pointing device presents a new design opportunity, inviting
exploration of mappings that might not be general purpose but
fitting for specific contexts. As shown, our concept extends
to spatial coupling of multiple controls at a time, by one or
multiple users, with body parts and/or objects. This opens up
a compelling design space, for which we have provided an
initial framing and demonstrated a range of novel techniques.
MatchPoint provides a highly deployable implementation of
spontaneous spatial coupling. The system requires only an
off-the-shelf RGB camera, and uses low-cost computer vision
techniques that are able to track input without the need for
recognition of objects or body parts. Other sensing modalities
could be considered for spatial coupling, for example depth
sensors to extend motion-matching and pointing into 3D, or
inertial measurement units, to leverage sensors that are widely
deployed in mobile and wearable devices.
MatchPoint’s ability to accept any form of input is compelling
as it enables users to choose a form of input that is conve-
nient in a given context. As shown, users perform well with
MatchPoint for pointing over a distance, but the modality can
affect performance – raising the question of when to design for
flexible choice versus specific modality. Based on its ability to
accept any form of input, MatchPoint could also be deployed
as an accessibility device, to provide users who can not operate
a conventional mouse with a flexible alternative.
The motion-matching phase in MatchPoint is based on circular
motion, adopted for the purpose as it provides uniformity
to acquisition of controls. However, the system could be
extended to support matching with any shape of motion by
using a generic model fitting approach. Matching against
any type of motion could provide designers with additional
opportunities, for example selection of graphical objects for
manipulation by tracing their outline, or use of polygonal
motion paths as corners could help users synchronise.
There are several limitations in the current implementation of
MatchPoint. The tracker used for spatial coupling does not
handle occlusion, and simultaneous motion could result in
tracking errors when feature points are detected for body parts
connected to the user’s desired input modality (e.g. tracking
of the elbow when using the hand). If multiple people perform
the exact same motion at the same time the system might also
attempt to track their combined movements. The system may
also attempt to track the hand when it is removed from a physi-
cal object when creating tangible interfaces. These limitations
could be overcome by incorporating object recognition and
segmentation of body parts, which would also open up the
possibility for designers to present different interfaces for a
control depending on which input modality is being used.
CONCLUSION
Spontaneous spatial coupling is a powerful concept for touch-
less input as it empowers users to dynamically appropriate any
part of their body, or object they hold, as a pointing device.
The concept leverages motion-matching as an intuitive method
for users to select a control while implicitly creating a spatial
coupling that is tailored to the context, supporting the acquis-
tion of a pointer as and when needed. The concept also opens
up an entirely new design space for interactions that leverage
spontaneous coupling of multiple controls at a time, by one
or multiple users, with different body parts, or with objects as
tangible intermediaries.
MatchPoint is a systems contribution that provides a complete
implementation of spontaneous spatial coupling. The system
lends itself to wide deployment as it only requires an off-the-
shelf camera and computer vision for detection, matching and
tracking of motion input. The system is able to take input of
any form, and adapts the control display gain to provide users
with a comfortable input range.
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