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Abstract
This thesis is a collection of five self contained empirical macroeconomic papers on
the asymmetric effects of energy price shocks on various economies.
Chapter 2 formally determines the number of regime changes in the US natural gas
market by employing a Markow Switching Vector Autoregression (MS-VAR) model.
Estimated using Bayesian methods, three regimes are identified for the period 1980
- 2016, namely, before the Decontrol Act, after the Decontrol Act and the Recession.
The results show that the natural gas market tends to be much more sensitive to mar-
ket fundamental shocks occurring in a Recession regime than in the other regimes.
The paper also finds that the price of natural gas is mainly driven by specific demand
shocks and not natural gas production and US economic activity. Augmenting the
model by incorporating the price of crude oil, the results reveal that the impacts of
oil price shocks on natural gas prices are relatively small.
Chapter 3 provides new empirical evidence on the asymmetric reactions of the U.S.
natural gas market and the U.S. economy to its market fundamental shocks in differ-
ent phases of the business cycle. To this end, we employ a smooth-transition vector
autoregression (STVAR) model to capture the asymmetric responses depending on
economic conditions. Our results indicate that in contrast to the prediction made by
a linear VAR model, the STVAR model provides a plausible explanation to the be-
havior of the U.S. natural gas market, which asymmetrically reacts in bad times and
good times. In addition, U.S. economic activity is found to be much more sensitive
to oil and natural gas price shocks occurring in recessions than in expansions.
Chapter 4 employs a class of time-varying Bayesian vector autoregressive (VAR) mod-
els on new standard dataset of China’s GDP constructed by Federal Reserve Bank of
Atlanta to examine the relationship between China’s economic growth and global oil
market fluctuations between 1992Q1 and 2015Q3. We find that: (1) the time varying
parameter VAR with stochastic volatility provides a better fit as compared to it’s con-
stant counterparts; (2) the impacts of intertemporal global oil price shocks on China’s
output are often small and temporary in nature; (3) oil supply and specific oil de-
mand shocks generally produce negative movements in China’s GDP growth whilst
oil demand shocks tend to have positive effects; (4) domestic output shocks have
ix
xno significant impact on price or quantity movements within the global oil market.
The results are generally robust to three commonly employed indicators of global
economic activity: Kilian’s global real economic activity index, the metal price index
and the global industrial production index, and two alternative oil price metrics: the
US refiners’ acquisition cost for imported crude oil and the West Texas Intermediate
price of crude oil.
Chapter 5 examines the effects of world energy price shocks on China’s macroecon-
omy. We begin by showing that the use of oil prices as a proxy for more general
energy price dynamics does not extrapolate to the case of China. Having estab-
lished this fact, we propose a new index of primary commodity energy prices which
accurately reflects both the structure of China’s energy expenditure shares, as well
as intertemporal fluctuations in international energy prices. The index is then in
employed a sufficiently rich set of time varying BVARs, identified by a new set of
agnostic sign restrictions. Uniformly sized positive energy price shocks are shown to
consistently generate economic stagflation over the past two decades. Interestingly,
while the contemporaneous inflation responses are relatively constant, the real GDP
responses have approximately halved. Next, the PBOC’s monetary policy responses
are found to depend on the choice of monetary policy instrument. While the required
reserve ratio is consistently found to be contractionary over the sample period, the
PBOC bank rate is found to be expansionary over the first half of the sample but
contractionary over the second. These results are shown to be robust to various data
sources, thus strengthening the conclusion that world energy price shocks have sig-
nificant time varying effects on China’s macroeconomy.
Chapter 6 compares the macroeconomic effects of global oil and iron ore price shocks
on the Australian economy. Using a Bayesian structural vector autoregression (VAR)
model with sign restrictions, we identify three types of shock: supply, demand and
specific demand. The main results suggest that, over the period 1990Q1 to 2014Q4,
the oil shock has a relative larger impact than that of the iron ore shock on output and
inflation while the iron ore shock is the dominant source of interest and exchange
rate movements. The effects crucially depend on the underlying sources of oil or
iron ore price shifts. Real GDP responds negatively to the rise of oil prices driven by
supply disruptions but positively to a similar shock on the iron ore market. Higher
global demand for these commodities has a positive impact on the economy but the
iron ore demand shock is about two times larger. However, a positive oil and iron
ore price shock driven by specific demand lead to a temporary decline in real GDP.
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Chapter 1
Introduction
This thesis investigates the asymmetric effects of fluctuations in a range of energy and
commodity prices, including crude oil, coal, natural gas and iron ore, on macroeco-
nomic activity in various economies (e.g. Australian, Chinese and the U.S.). It begins
with the natural gas market (Chapter 2), in which the number of regime switches
in the market is determined along with the impulse responses to structural shocks.
The thesis then extends the analysis by examining the relationship between the nat-
ural gas market and the price of crude oil (Chapter 3). The asymmetric reactions of
US economic activity to shocks stemming from natural gas and oil market are also
explored in this chapter. Next, Chapter 4 and 5 focus on the structural impacts of
energy price shocks to the Chinese economy, which specially takes time-varying ef-
fects into account. Finally, Chapter 6 uses the Australian economy as a case study to
compare the macroeconomic impacts of crude oil and iron ore price shocks.
In order to explore the impact of energy prices on the macroeconomy, the thesis em-
ploys a wide range of advanced econometric models. These models include Bayesian
Vector Autoregressive (BVAR), Time varying Bayesian VAR with stochastic volatil-
ity (TVP-VAR-SV), Smooth Transition VAR (ST-VAR) and Markov Switching VAR
(MS-VAR). While Bayesian methods are used to improve the estimation accuracy,
non-linear models are utilized to capture the possibility and significance of a time-
varying and non-linear relationship between commodity price shocks and macroeco-
nomic variables. Those features cannot be found in classical econometric models.
The thesis mainly extends the literature in five ways.
First, while the mentioned econometric methods have been commonly applied in
mainstream macroeconomics studies that typically examine the effects of monetary
and fiscal policy shocks, the use of these advanced tools to study the macroeconomic
impacts of energy prices has only begun to emerge. Hence, the empirical findings
1
2 Introduction
in the thesis provide a better understanding of the asymmetric relationship between
different energy prices and macroeconomic performance. For example, the use of the
MS-VAR framework to explore regime switching in the natural gas market is novel
in the literature. Similarly, using the STVAR approach to investigate the link between
the natural gas and oil price and the asymmetric reactions of the US economy to
energy price shocks in different phase of the business cycle is also considered as the
first empirical study in the literature.
Second, not only are the advanced econometrics tools applied, but the thesis also
employs a number of non standard sets of agnostic restrictions, such as sign and
zero combining restrictions, sign and additional sign restrictions. These non uncon-
ventional identification schemes enhance the robustness of the findings.
Third, to insure that the applied models are the best in-sample fit to the data, the
thesis also conducts model comparison exercises based on marginal likelihood and
Bayes factor, which is an advancement on the current literature.
Fourth, to address concerns about the quality of the Chinese macroeconomic data,
the thesis compiles various data sources in the analysis, including the novel standard
dataset constructed by the Federal Reserve Bank of Atlanta. The chapter based on
this dataset is considered the first study using this data and has been published in
Energy Economics.
Finally, one of the major contributions of the thesis is the construction of the Chinese
energy price index. Since the use of oil prices as a proxy for general energy price (as
in developed economies) does not extrapolate to the case of China, the thesis pro-
poses a new index of primary commodity energy prices. It shows that the estimated
results with the index are much more plausible and accurately reflect the structure
of China’s energy expenditure shares, as well as inter-temporal fluctuations in global
energy prices.
1.1 Thesis outline
The remainder of the thesis is organized as follows
• Chapter 2 - Understanding the US natural gas market: A Markow Switching
VAR approach.
• Chapter 3 - Asymmetric reactions of the US natural gas market and economic
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activity.
• Chapter 4 - The relationship between oil price shocks and China’s output: A
time-varying analysis.
• Chapter 5 - Time varying macroeconomic effects of energy price shocks: A new
measure for China.
• Chapter 6 - Oil and iron ore price shocks: What are different economic effects
in Australia?
• Chapter 7 - Conclusion
4 Introduction
Chapter 2
Understanding the U.S. Natural
Gas Market:
A Markov Switching VAR
Approach
2.1 Introduction
Over the past three decades, the United States (US) has witnessed significant changes
in the structure of the natural gas market. These changes would not have been real-
ized without a period of deregulation introduced to the market, such as the Natural
Gas Wellhead Decontrol Act of 1989. Although the deregulation has often focused
on price mechanisms and the supply of natural gas, but, as a results, consumers also
have been affected. Indeed, decomposing the market, we can see that the changes
involve both the supply and demand side, as confirmed by Table 2.1. With regard
to the supply side, in the past natural gas extracted from gas wells was the primary
source of gas production, accounting for 79 percent of total supplies. However, re-
cently conventional form of natural gas has been replaced by unconventional forms
of gas. Products found in shale gas and coalbed wells have gradually became the ma-
jor source of the gas market. By 2016, unconventional gas contributed 48 percent of
total natural gas production. Similarly, the significant change has also taken place on
the demand side. Although commercial and residential users are still important with
more than 50 percent of the market share, electric generators have, in recent years,
emerged as major users, with more than one third of total natural gas consumption.
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Table 2.1: Structural changes in the US natural gas market (percent)
1982 2006 2016
Production 100 100 100
Gas well 79 73 33
Oil well 21 27 19
Shale gas and Coalbed well 0 0 48
Consumption 100 100 100
Residential 26 24 17
Commercial 15 15 12
Industrial 38 46 33
Transportation 3 3 3
Electric power 18 12 35
Source: Calculation based on data from U.S. Energy Information Administration
(EIA), Monthly Energy Review, various volumes.
The aforementioned change clearly suggests that the structural change is likely to
exist in the US natural gas market. Therefore, in this paper I develop a multivari-
ate Markov-switching (MS) model to investigate this structural instability of the US
natural gas market over the last three decades. I makes three main contributions to
the current literature. First, I conduct a formal model comparison exercise to de-
termine whether there has been regime changes in the US natural gas market and
how many regimes I should model to improve the model in-sample fit. Second, I
investigate whether or not the detected regimes are distinct or recurrent. In other
words, I investigate whether regime recurrence occurs in the US natural gas market.
Third, I further investigate and compare the transmission mechanism of the regime-
dependent shocks of the natural gas demand and supply to the natural gas prices in
the US market.
A common approach in empirical work on natural gas markets, or natural gas prices
in particular, is to investigate the relationship between natural gas prices and crude
oil prices. However, previous studies have produced conflicting evidence on the in-
tertemporal relationship between the two prices. Some studies, for example, Pindyck
[2004], Brown and Yücel [2008], Brigida [2014] Zamani [2016], and Jadidzadeh and
Serletis [2017] find that movements in crude oil prices have a key role in shaping
natural gas prices. In contrast, other studies conclude that there is a very weak or no
connection between the crude oil prices and natural gas prices [Serletis and Rangel-
Ruiz, 2004; Bachmeier and Griffin, 2006; Ramberg and Parsons, 2012]. A common
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feature of these investigations is that they do not capture the possible regime shift in
the natural gas market or allow for changes in natural gas demand and production as
endogenous. Brigida [2014], for example, relying on an error correction model, finds
that regime-switching exists in the relationship between oil and natural gas prices
but does not further investigate the underlying sources of the shift. Jadidzadeh and
Serletis [2017] study the reactions of natural gas prices to shocks stemming from the
global crude oil market based on a linear VAR model, which implicitly assumes that
reactions of the natural gas price are time-invariant.
This paper departs from the traditional literature by proposing a Markov switching
vector autoregressive (MS-VAR) model of the US natural gas market. Following the
seminal work of Kilian [2009], I treat the real natural gas price as endogenous and
disentangle three different types of shocks that would results from: (1) supply shocks
caused by exogenous disruptions in US natural gas production; (2) demand shocks
driven by unpredicted changes in US economic activity; and (3) specific demand
shocks that could be associated with speculative or precautionary motives. While
the specification allows for identification of the underlying shocks of the natural gas
market, the MS-VAR model is an appropriate tool to detect the possible structural
shift. The novelty in applying this econometric framework lies in the two main im-
portant features of the MS-VAR model. First, unlike its counterparts, such as the
time varying VAR model, the MS-VAR model does not restrict the size of the change
when a structural break occurs but often assumes a small number of in-sample break.
Hence, if the data dose not favour a large number of regimes, the MS-VAR model
seems a natural choice [Sims et al., 2008]. In addition, the MS models allow for
regime recurrence. This feature is not assumed in the traditional structural break
models. Allowing the regime recurrence dose not only tend to improve the esti-
mation accuracy but also helps us to understand more about the interrelationship
among the detected regimes.
The main findings of the chapter are as follows. First, three regimes are identified
over the period from 1980 to 2016, namely, before the Decontrol Act, after the Decon-
trol Act and the recent Recession in 2008. Second, our results show that the natural
gas market tends to be much more sensitive to its market fundamental shocks occur-
ring in Recession than other regimes. I also find that shocks to natural gas production
and US economic activity are not the main driver of the movements of natural gas
prices across regimes. The price of gas is mainly driven by specific demand shocks.
Finally, augmented the model by incorporating the price of oil, the results reveal that
oil price shocks have a small effect on natural gas prices.
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The remainder of the chapter is organized as follows: First, Section 2.2 outlines the
econometric methodology, including the model specification and estimation. Next,
Section 2.3 and 2.4 provide a brief overview of regulation changes and the pricing
of the U.S. natural gas market and the data used in the paper. Section 2.5 then
presents the results, including model comparisons, regime characteristics and im-
pulse response functions. The role of oil price shocks is also examined in this section.
Finally, Section 2.6 concludes the paper.
2.2 Empirical methodology
As highlighted in the introduction, the MS-VAR modelling framework has impor-
tant features that can capture well the typical properties of the natural gas market as
compared to its competitors. In general, there are three common methods that can
be applied to detect the regime switching. The first method is that I can simply split
the sample estimation into different subsamples and test whether there is a structural
break. For example, to study the volatility of oil price shocks and the effectiveness
of monetary policy, Blanchard and Gali [2008] and Nakov and Pescatori [2010] set
a particular point in time (1984) as a break point. With this traditional method, we
have to accept the assumption that all the parameters change at the same time, which
is not necessarily the case, and more important, we should have prior knowledge of
a break date, which also involves uncertainty [Boivin, 2006].
The second method is that we can utilize threshold models. These models, such as
Threshold VAR or Smooth Transition VAR models, can allow for discrete shifts in
parameters, like MS-VAR models, but the researcher has to specify a threshold value
or transition variable.1 Recent examples of this approach in the energy literature in-
clude Rahman and Serletis [2010] and Nguyen and Okimoto [2017]. Unlike threshold
models, the number of regime changes detected by MS-VAR models is based on a la-
tent Markov process which is directly estimated from data. In other words, the main
advantage of MS-VAR models over threshold models is that the researcher needs not
to predetermine the threshold value or transition variable before estimation.
Time-varying parameter models can be seen as the third framework to accommodate
the nonlinearity in the relationship among the variable of interest. This modelling
framework typically models variation as drifting parameters, which assumes that the
1Recent surveys of this literature can be found in Hubrich and Teräsvirta [2013] and Teräsvirta et al.
[2014].
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regime could change gradually and continuously. These models have been employed
by Baumeister and Peersman [2013b], Cross and Nguyen [2017b] and Nguyen and
Cross [2017] to examine the macroeconomic effects of oil and energy price shocks.
Obviously, the time-varying models provide nice features that can be well suited to
capturing smooth structural change of the economy. However, changes in economic
structure may be not always continuous and independent. In other words, there is
the possibility that changes in regime exist at a certain time. Regime changes in the
natural gas market for example, due to a number of regulations and technology con-
straints on production and transmission, the changes are likely discrete. In this case,
the MS-VAR model can be an appropriate tool to modeling the market.
The theory and practice of MS-VAR models were laid out by Krolzig [1997] who gen-
eralized the univariate MS model proposed by Hamilton [1989]. Since then, many
types of the MS-VAR model have been developed and refined by Rubio-Ramirez
et al. [2005]; Sims and Zha [2006]; Sims et al. [2008]; Hubrich and Tetlow [2015], Hou
[2016] and Chang et al. [2017]. As with these studies, we adopt a sufficiently rich
set of MS-VAR models to detect the number of regime changes in the US natural gas
market and use its structure form to investigate the impacts of demand and supply
shocks in the market. Specifically, coefficients and covariance shocks of the model
are allowed to change over time.
In the spirit of the global crude oil model proposed by Kilian [2009], the US natural
gas market is modelled by employing a three-variable MS-VAR model.2 These vari-
ables include the percentage change in the US natural gas production (∆prod), the
percentage change in US real economic activity (∆ip), and the percentage change in
the real price of US natural gas (∆rpg). Let yt = (∆prodt,∆ipt,∆rpgt)′ be an 3× 1
vector of observation at time t. The structural representation of the M-states Markov
switching vector autoregressive model (MS-VAR(p)) with p lag can be expressed as
B0,styt = bst + B1,st yt−1 + · · ·+ Bp,st yt−p + et, et ∼ N (0,Ωst ), (2.1)
where et is assumed to independently follow a standard multivariate normal distri-
bution. The reduced form of MS-VAR is obtained by premultiplying B−10,st to both
2Kilian [2009] employs the three-variable recursive VAR model consisting of global crude oil pro-
duction, real global economic activity and real price of crude oil to investigate the effects of demand and
supply shocks in the crude oil market. We also note that, while Kilian [2009] use real global economic
activity to reflect the movements of global demand for crude oil, we use real US industrial production
to capture the fluctuations of demand for the US market. This reflects the fact that, different from oil
markets, natural gas markets are not global. Natural gas prices are mainly determined by regional
supply and demand.
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side of (2.1) as
yt = cst +A1,st yt−1 + · · ·+Ap,st yt−p + et, et ∼ N (0,Σst ), (2.2)
where cst is an 3× 1 intercepts, A1,st , . . . , Ap,st are 3× 3 VAR coefficient matrices at
time t and N (·, ·) denotes the Gaussian distribution with Σst is the 3× 3 covariance
matrix . The regime indicator variable st is assumed to follow a M-state Markov
process Pr(st = j|st−1 = i) = pij for i, j = 1, . . . , M. Compactly, we can rewrite (2.2)
as
yt = Xtβst + et et ∼ N (0,Σst),
where βst = vec
(
(cst , A1,st , . . . , Ap,st)
′) is kβ × 1 vector with kβ = 3(3p + 1) and
Xt = In ⊗ (1, y′t−1, . . . , y′t−p). Thus, the time-variation of the VAR coefficients (βst )
and covariance (Σst) are determined by the regime indicator variable st ∈ {1, 2, ...M}.
To complete the model specification, we assume the following independent prior for
the model parameters:
βi ∼ N (β0, V0), Σi ∼ IW(S0, ν0), for i = 1, . . . , M,
where IW(S, ν) denote the Inverse Wishart distribution with scale matrix S and the
degree of freedom ν. For the transition probability, we assume
(pi1, . . . , piM) ∼ D(αi1, . . . , αiM), for i = 1, . . . , M,
where D(a1, . . . , aM) denotes the Dirichlet distribution with concentration parame-
ters (a1, . . . , aM). This implies that the prior mean of the transition probability is
given by E(pi1, . . . , piM) = (
αi1
∑Mj=1 αj1
, . . . , αiM
∑Mj=1 αj1
). Generally, many time series data
evolve with high persistence, frequently switching among regimes over time is em-
pirically implausible. We incorporate this feature by imposing a informative prior on
the regime transition probability. To be specific, we let
α11 α12 . . . α1M
α21 α22 . . . α2M
...
...
. . .
...
αM1 αM2 . . . αMM
 = 1M + ρIM,
where 1M is a M×M matrix with all its entries equal to one. The parameter ρ > 0
captures the regime persistence. It can be easily verified that the larger the value of
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ρ, the higher the E(pii) for i = 1, . . . , M, which implies a high regime persistence.
Identification: Having estimated the reduced form, we then recover the structural
shocks of the model by assuming that each state B0,st has a recursive structure. There-
fore, the relationship between the reduced-form error (et) and the structure shock
(et), or the natural gas market fundamental shocks, in a given regime (st) can be
decomposed as follows:e∆prod,te∆ip,t
e∆rpg,t
 =
b11 0 0b21 b22 0
b31 b32 b33
×
e∆prod,te∆ip,t
e∆rpg,t
 . (2.3)
Similar to Kilian [2009], the recursive identification scheme based on equation (2.3)
postulates a vertical short-run supply curve of natural gas, which is plausible with
monthly data. This assumption implies that shifts in the demand curve, either driven
by US economic activity (e∆ip) or specific factors related to the real price of natural
gas (e∆rpg) do not have a contemporaneous effect on the level of natural gas produc-
tion but unexpected changes in the natural gas production can immediately impact
on the economic activity and the price of natural gas. It also assumes that the reac-
tion of US economic activity to natural gas price shocks is delayed after a month.
The impulse responses to supply and demand shocks are constructed in a given
regime; we therefore ignore any feedback from changes in st into the dynamics of
the natural gas market variables. By doing that, we assume the system can stay for
a long time in a regime. Having said that, the estimated time-varying coefficients
and variance shocks support our assumption. Results reveal that almost all regimes
span a considerable length of time and hence impulse response functions in different
regimes have their own economic history and can be comparable among them.
In this paper, we adopt a Bayesian approach to obtain a joint posterior distribution of
the parameters and the latent variables. We employ two sets of priors for estimating
the model, one for the VAR parameters and one for the transition process, Following
Sims et al. [2008] and Hubrich and Tetlow [2015] we use standard Minnesota priors
for the parameters and the Dirichlet prior for the transition matrix. The details of
the posterior sampler for the model and priors are presented in Appendix 2.7.1 and
2.7.2, respectively. Following Nguyen and Okimoto [2017], we set p = 6 as lag length
of the model.
12 Understanding the U.S. Natural Gas Market: A Markov Switching VAR Approach
2.3 Regulation changes in the US natural gas market
Before estimating the model, it is useful to acknowledge the periods of important
regulatory reforms in the US natural gas market. Indeed, the market received major
reforms moving from a highly regulated to a highly competitive industry [Moham-
madi, 2011; Joskow, 2013]. In general, over the sample period from 1980 to 2016, a
major deregulation is the Natural Gas Wellhead Decontrol Act of 1989 (NGWDA) in-
troduced in 1989. Therefore, the behaviour of the natural gas market can be different
between periods before and after 1989.
Prior to 1989, natural gas wellhead prices were regulated by the Natural Gas Policy
Act of 1978 (NGPA). The NGPA established price ceilings for wellhead first sales of
natural gas that vary with the applicable gas category and gradually increase over
time. It also established a three-stage elimination of price ceilings for certain cate-
gories. Right after the NGPA was passed, the global crude oil market experienced a
deep crisis in 1979/80, when the price of West Texas Intermediate crude oil rose from
less than $15 per barrel in September 1978 to almost $40 in April 1980 [Baumeister
and Kilian, 2016a]. The jump in oil prices initially exacerbated shortages of natural
gas because major customers, such as industrial and electrical users, switched from
oil to natural gas. However, the price of crude oil peaked only in 1981 and fell back
to about $15 per barrel in July 1988, making natural gas less economical compared
to crude oil. As a consequence, customers began to switch from natural gas to other
forms of energy. The high volatility in oil prices and hence the large fluctuations in
the demand of the natural gas market required a newly adequate price system rather
than the NGPA celling price scheme introduced in 1978. As a consequence, in 1989
Congress passed the Natural Gas Wellhead Decontrol Act of 1989 (NGWDA) in an
effort to bring natural gas prices up to market-clearing levels by removing all price
ceilings dictated by NGPA. The US system of natural gas price regulation came to an
end in 1992 with Federal Energy Regulatory Commission Order 636, further allowing
more efficient use of the interstate natural gas transmission system by fundamentally
changing the way pipeline companies conduct business.
2.4 Data
There are different types of natural gas prices that are observed in different markets;
therefore, the behavior of these prices may vary across suppliers and users and the
responses to exogenous shocks are also different. In this section, we begin by briefly
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reviewing the pricing of natural gas in U.S. markets and then describe the data used
in this paper.
As highlighted by Nguyen and Okimoto [2017], the price of gas travels from well-
heads (upstream markets) where natural gas is produced to the end users (down-
stream markets). According to Brown and Yucel [1993] and Mohammadi [2011], there
are six separate segments, including wellhead, city gate, and four end-use nodes (e.g.,
commercial, industrial, residential, and electrical customers). It begins with wellhead
price. The price of gas is first determined at the wellhead by independent brokers
and pipeline companies. Therefore, the wellhead price often refers to the price of
the upstream market. Pipeline companies and brokers then sell their natural gas to
local distribution companies (LDCs) and some end users. The prices observed in
this market refer to city gate prices. Generally, because industrial and electrical end
users can switch easily between natural gas and other forms of energy to minimize
their costs, these end users tend to purchase their natural gas directly from pipeline
companies and brokers with competitive spot prices. For this reason, prices paid
by industrial and electrical users refer to industrial prices and electric power prices. In
contrast, commercial and residential users normally cannot switch between different
fuel forms; their energy expenditure is linked with a single fuel type. As a conse-
quence, both commercial customers and residential customers purchase their natural
gas from LCDs, and they are offered commercial prices and residential prices, respec-
tively.
The above overview suggests that, in nature, the wellhead price serves as a bench-
mark reference for downstream markets, including physical and spot markets.3 There-
fore, this paper utilizes the wellhead price as the benchmark price for the U.S. market.
Similar to Jadidzadeh and Serletis [2017], we divide the nominal price series sourced
from the U.S. Department of Energy (EIA) by the U.S. CPI to obtain the real price of
natural gas. The natural gas price series is in percent changes by taking the first dif-
ference of the monthly logarithm of the variable. We also note that the set of available
data the wellhead price is only from January 1980 to December 2012. Thus, we ex-
tend the data to the latest date by using natural gas import prices from January 2013
onward. That being said, because the domestic natural gas market is a competitive
market, the movements of the wellhead price and the import price (in log levels) are
almost identical, as can be seen from Figure 2.1. Regarding natural gas production,
we use monthly U.S. natural gas gross withdrawals, also compiled by the EIA, as
3An examination of the relationship between upstream and downstream prices can be found in
Mohammadi [2011].
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a proxy for natural gas supply. The variable is seasonally adjusted and then enters
the model by taking the first difference of the natural logarithm. To capture the U.S.
economic activity, that drives demand for natural gas in the U.S. market, we utilize
the U.S. monthly industrial production index, seasonally adjusted, retrieved from the
Federal Reserve Bank of St. Louis and then transform the index to a growth rate by
taking the first difference of the natural logarithm. Finally, we use the US refiners’
acquisition cost for imported crude oil (IRAC), published by the EIA, to compute the
real price of crude oil with the same method used to calculate for the real natural gas
price.4
Figure 2.1: Historical evolution of the series (1980M2-2016M11)
Note: The shaded region shows recessions as defined by the NBER.
Figure 2.1 plots the historical evolution of our series from February 1980 to November
2016. This sample period was chosen as it is the longest set of available data for
monthly US natural gas production.
2.5 Empirical results
We begin our analysis with a discussion of the Bayesian comparison exercise. This
formal exercise is applied to determine the best model by which the number of
4A discussion on whether or not we should consistently use the price of oil and natural gas in
percent change (first differences of the natural logs of the variables), along with other variables, can
be found, for example, in Kilian [2009], Kilian and Park [2009], Kilian and Murphy [2014], Lütkepohl
and Netšunajev [2014], and Jadidzadeh and Serletis [2017]. According to these empirical works, it is
not clear whether the real price of crude oil, and hence the natural gas price in this paper, should
be modeled in log levels or log differences. The level specification is preferred because it produces
consistent impulse response estimates, regardless of the assumption of unit root.
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optimal regime changes detected. Having identified the number of regimes, we then
analyse the dynamic impulse responses of the natural gas to different natural gas
supply and demand shocks. The role of oil prices is also examined in this section.
2.5.1 Model comparisons
In this subsection, we conduct a formal model comparison exercise using the marginal
likelihood as a selection criterion. To be specific, given model Mi, the marginal like-
lihood is defined as
p(yo|Mi) =
∫
p(yo|θi, Mi)p(θi|Mi)dθi,
where yo = (yo1, . . . , y
o
T) is the observed data with sample size T and θi is a vector of
the parameters of model Mi. In addition, the marginal likelihood of model Mi can
be rewritten as a product of one step ahead predictive likelihoods evaluated at the
observed data. To be specific, p(yo|Mi) = p(yo1|Mi)∏Tt=2 p(yot |yo1, . . . , yot−1, Mi). We
will use this expression to compute the marginal likelihood and use it as a criteria
determining the best candidate specification. The marginal likelihood is often used
in model selection or model averaging in Bayesian data analysis. Intuitively speak-
ing, the marginal likelihood can be interpreted as the predictive probability of the
observed data. Thus, a larger value of marginal likelihood implies a better in-sample
fit of the model given the observed data. More discussion and details about the
marginal likelihood can be found in Kass and Raftery [1995].
Table 2.2: Log marginal likelihood for MS-VAR(6) with different number of regimes (Mi)
M = 1 M = 2 M = 3 M = 4 M = 5
0 66.1 68.3 42.7 41.6
Note: the Table presents the relative log marginal likelihood of Mi model to the
constant model (M1) model. The highest value of the log marginal likelihood
indicates the best model.
To determine the number of regime, we compare the marginal likelihoods of the MS-
VAR(6) with M = 1, . . . , 5. To facilitate the comparison, we report the difference of
log marginal likelihood of the MS-VAR(6) models and the constant VAR(6) model.
Hence, the model with the highest value indicates the best in-sample fit as compared
with the counterpart constant VAR(6) model. Our estimated results are shown in Ta-
ble 2.2. It is immediately obvious that the model with three regimes is the preferred
one. In other words, the empirical results suggest that regime switching exists within
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the US natural gas market. In the next subsection, we discuss the economic charac-
terization of these regimes by examining the estimated coefficients and covariance
shocks over time.
2.5.2 Regime characteristics
Having discovered that the 3-regime model provides the best in-sample fit for the US
natural gas market, we now examine the economic characterization of these regimes.
The time-varying estimated coefficients and standard deviations of the structural
socks are shown in Figure 2.2 and Figure 2.3 respectively. Several interesting obser-
vations arise with regard to the interpretation of these results. First, we find evidence
that regime switches in the US natural gas market driven by not only the variances
of shocks but also its market fundamental changes (switching in model coefficients).
Therefore, the transmission of shocks is certainly different among regimes.
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Figure 2.2: Time-varying coefficients
Note: The figures show the estimated time-varying coefficients (βi) of MS-VAR(6) (solid lines)
together with the 95 percent probability bands (dotted lines).
Second, the results also reveal clearly that three regimes exist over the sample period
from 1980M1 to 2016M11. Accordingly, a regime existed during the period before
1989, namely before the Decontrol Act or R1 for short. This is because this period is as-
sociated with the phase that the US natural gas market was regulated by the NGPA.
From 1989 onward, two different regimes are evidently detected. One regime, we
call after Decontrol Act or R2 for short, is frequently observed over the period. The
other regime prevails only in the time that the US economy was in recession, which
is short lived in comparison with the other regimes. Thus, we call this is the Recession
regime (R3). Figure 2.4 displays a heat map for the latent states st, which further pro-
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Figure 2.3: Time varying variance - covariances
Note: The figures show the estimated time-varying covariance matrices (σi) of MS-VAR(6)
(solid lines) together with the 95 percent probability bands (dotted lines).
vides a more nuanced picture of these regimes. Following Song [2014]; Hou [2016],
we plot the estimation of P(si = sj|y1:T) and report in a table in which colour differ-
ences denote different probabilities over the range of i = 1, . . . , T and j = 1, . . . , T.
More precisely, the clustering of the regimes is presented through a T × T matrix;
therefore the figure is symmetric against the 450 line. For interpretation purposes,
the light color on the main diagonal of the figure indicates a new regime that occurs
in the period i = j are unique and light color off the main diagonal indicates regime
recurrences. Presented in this manner, we clearly observe periods of unique regime,
which confirms structure changes in the US natural gas market. At the same time,
the figure also shows recurrences in regime (regime switching) existing in some pe-
riods in the market.
Finally, switching in shock variances is substantially different, as can be seen from Ta-
ble 2.3. The table shows the normalized standard deviations from regime to regime.
More precisely, we normalize the standard deviations such that the volatilities of R1
are unity and compare to that of other regimes. Presented in this manner, it is imme-
diately clear that the variances of the shocks in R3 state stands out for all variables.
While the natural gas price shocks in R2 are relative high as compared to that in R1,
other variance shocks are less then unity. This evidence clearly suggests that shocks
to natural gas prices play a more important role in driving market dynamics than
shocks to natural gas production and US economic activity.
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Figure 2.4: The estimated weighted heat map for the regime indicator (st)
Note: The figure shows the estimation of P(si = sj|y1:T) over the range of i and j.
Table 2.3: Relative standard deviations of structural shocks by regime
∆prod ∆ip ∆rpg
R1 1 1 1
R2 0.34 0.43 31.23
R3 4.77 2.35 57.98
Note: Entries are normalized such that the volatility of each variable is unity for
the first regime (R1).
2.5.3 Regime-dependent reactions of the US natural gas market
In this subsection, I investigate the responses of the US natural gas market to its
fundamental shocks and compare these responses across regimes. The market fun-
damental shocks include a natural gas supply, demand and specific demand shock.
We again note that, in our structural model, the supply shock presents an exogenous
disruption of US natural gas production that may be caused, for example, by bad
weather. This shock is normalized as a positive shock. While the demand shock
arises from the fact that increases in real US economic activity, the specific demand
shock is associated with specific factors, which are not directly related to the real
demand for gas, causing higher natural gas prices. These factors could be associated
with changes in expectation about the future price of natural gas.
The estimated impulse responses to one standard deviation shocks are presented in
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Figure 2.5-2.7. Overall, the empirical results reveal that the US natural gas market is
much more sensitive to its fundamental shocks occurring in Recession (R3) than other
regimes. This finding is consistent with previous evidence investigated by Nguyen
and Okimoto [2017] who employ a smooth transition VAR model to examine the US
natural gas market. Different from my model, Nguyen and Okimoto [2017] quantify
two independent regimes depending on the state of the business cycle and document
that the impact of energy price shocks on US economic activity tends to be larger in
recessions and than in expansions. Along with this feature, the results also reveal
that the market also behaves slightly different before the Decontrol Act (R1) and
after the Decontrol Act (R2) states.
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Figure 2.5: Natural gas production responses
Note: The Figures show impulse responses base on the MS-VAR(6) model of the three regimes
(R1, R2 and R3). The shaded areas indicate 68% posterior credible sets.
Figure 2.5 presents the dynamic responses of natural gas production to shocks across
three regimes. The results show that the initial responses of natural gas production
to the demand shock is different between R1 and R2 although the impact is not very
large. Before 1989, unexpected increases in the US economic activity have a positive
impact on the natural gas production. This feature is also found in the recession
state but, with R2, we find the opposite. This is because, even if the US demand
for gas suddenly increases, the supply of gas is not very responsive to the shock.
However, the natural gas production is found to be more sensitive to unexpected
changes in the specific demand shock in recent years. I find that a sudden increase
in the price of gas, which is not related to changes in natural gas production or US
economic activity, has slightly positive effects on the natural gas supply after two
months. However, this reaction did not exist before 1989, meaning that the supply
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elasticity was about inelastic under the NGPA ceiling price scheme.
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Figure 2.6: US economic activity responses
Note: See Figure 2.5
Turning to the responses of US economic activity to natural gas supply and price
shocks, I find that the economy is significantly impacted only in periods of slack
economic activity, as can be seen in Figure 2.6. This evidence again confirms the
finding in Nguyen and Okimoto [2017]. In particular, the results show that only the
natural gas supply shock occurring before 1989 has a significant positive effect on the
economy. Recently, shocks to natural gas production have a negligible impact on the
US economic activity. Similarly, the economy is also found to be not very sensitive
to the natural gas price shocks in normal times. This finding is contrasted with evi-
dence found in the conventional literature regarding the macroeconomic impacts of
crude oil price shocks on the US economy, such as Kilian [2009] and Baumeister and
Peersman [2013b]. These studies find that increases in real oil prices have significant
negative effect on the US economy. However, as highlighted by Nguyen and Oki-
moto [2017], previous evidence often relies on linear models and ignores the fact that
the macroeconomic impacts of energy price shocks may be asymmetric in different
regimes. Indeed, the empirical findings in Nguyen and Okimoto [2017] indicate that
in good times oil price shocks are found to be more important than natural gas price
shocks. More precisely, oil price shocks have significant effects in the long run, while
the natural gas price shocks have essentially no impacts on the US economy, which
supports our findings.
The final variable in our analysis is the price of natural gas, for which the asso-
ciated responses are presented in Figure 2.7. Sharing the same features with the
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Figure 2.7: Natural gas price responses
Notes: See Figure 2.5
responses of natural gas supply and the US economy, we also observe that the dy-
namic responses of the price of natural gas in the Recession regime are relatively
stronger than other regimes. With regard to the impacts of the supply shock, we
find a strong negative response of the natural gas price to the supply shock in the
Recession regime, which is roughly 3 percent on impact. However, in response to
the same shock, the effect is only 1 percent in R2 and negligible in R1. Shocks to US
economic activity have negligible impact on the price of natural gas in R1 and R2
but are significant in R3. More specifically, the results reveal that, within the reces-
sion regime, a one standard deviation shock to US economic activity can raise the
natural gas price by about 7 percent. While shocks to natural gas production and US
economic activity are found not to be the main drivers to the movements of natu-
ral gas prices, impulse response results provide strong evidence that positive shocks
to specific demand lead to consistent increases in the natural gas price across three
regimes.
2.5.4 The role of oil prices
To examine whether the movements of crude oil prices have an impact on the US
natural gas market, we augment our benchmark model by incorporating the global
price of crude oil. Following Nguyen and Okimoto [2017], shocks to the price of
crude oil are allowed to have a contemporaneous effect on the natural gas market.
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Figure 2.8 shows the estimated impulse response functions across three regimes.5
The results show that oil price shocks have a considerable role in influencing the
natural gas price and the impact is more pronounced in recession regimes. More
precisely, positive shocks to the oil price can lead to small increases in the price of
natural gas but decreases in the natural gas production. The results further reveal
that the strong connection between natural gas market and oil price movements only
appears in recession times, in the other regimes oil price shocks have a marginal
effect on natural gas quantities and prices. The results are consistent with recent
findings in Nguyen and Okimoto [2017] and Caporin and Fontini [2017]. Interest-
ingly, in line with previous studies, Kilian [2009], Baumeister and Peersman [2013b]
for example, results obtained from the augmented model show that unexpected in-
creases in the real price of oil in different regime have significantly negative effects
on the US economic activity, although the effect of R2 is relative smaller. Along with
these additional findings, the main results remain unchanged.
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Figure 2.8: IRFs of the augmented model
Notes: The Figures show impulse responses base on the augmented MS-VAR(6) model of the
three regimes (R1, R2 and R3)
2.6 Conclusion
In this paper, I investigated whether regime switching exists in the US natural gas
market and analysed the reactions of the market to its fundamental shocks across
various regimes. To this end, I utilized a Bayesian class of MS-VAR models that
5To improve the readability of the plot, we do not present the error bands, but they are available
upon request.
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allows for time-variation in model coefficients and shock variances. The model en-
ables us to detect efficiently the number of regime switches that are generated by
both market structure change and exogenous shocks.
The chapter has three major findings. First, the results support regime switching
in the US natural gas market. In particularly, formal Bayesian model comparison
techniques revealed the model with three regimes is the best in-sample fit. The
first regime prevails prior to the introduction of the NGWDA in 1989, hence we
call this the before Decontrol Act regime. The second regime has existed since the
NGWDA was implemented, which corresponds to the period that US natural gas
prices freely fluctuate in response to supply and demand shocks. I name this the
after Decontrol Act regime. Interestingly, the results also reveal that, when the US
economy falls into recession, the natural gas market switches to another regime with
greatly high volatilities although the regime is found to be short lived. I, therefore,
call this the Recession regime. Second, I found that the natural gas market is much
more sensitive to these shocks occurring in Recession than in the other regimes. I
also observed that shocks to natural gas production and US economic activity are
not the main driver of the movements of natural gas prices. Finally, I found that,
contrary to common perceptions, shocks to oil price play a relatively small effect on
the natural gas market.
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2.7 Appendix
In this Appendix we provide the MCMC algorithms for MS-VAR estimation and
Priors.
2.7.1 Estimation
In this section I provide the details of the posterior sampler for MS-VAR(p). Let
Θ = {βi,Σi}Mi=1 be the collection of the parameters in the M regimes, and P be the
M×M Markov transition matrix, i.e., Pij = pij. To simplify the notation, we adopt
the following convention xt1:t2 = (xt1 , . . . , xt2).
The posterior draws can be obtained by sequentially sampling from:
1. p(s1:T|Θ, y1:T);
2. p(Θ|s1:T, y1:T);
3. p(P|s1:T).
To implement Step 1: I apply the forward-backward algorithm of Chib [1996]. To be
specific, given p(st−1|y1:t−1, θ) we compute p(st|y1:t) by
p(st|y1:t, θ) = p(yt|st,Θ)p(st|y1:t−1,Θ)∑st p(yt|st,Θ)p(st|y1:t−1,Θ)
=
p(yt|st,Θ)∑st−1 p(st, st−1|y1:t−1,Θ)
∑st p(yt|st,Θ)p(st|y1:t−1,Θ)
=
p(yt|st,Θ)∑st−1 p(st|st−1)p(st−1|y1:t−1,Θ)
∑st p(yt|st,Θ)p(st|y1:t−1,Θ)
until we get p(sT|y1:T,Θ). Then we implement the backward sampling by first sam-
ple sT from p(sT|y1:T,Θ), then we sample st given st+1 from
p(st|st+1:T, y1:T,Θ) = p(st|y1:t,Θ)p(st+1|st)∑st p(st|y1:t,Θ)p(st+1|st)
.
To implement Step 2: Note that conditional s1:T, we can regroup data into M distinct
regimes. For i = 1, . . . , M, the model in a regime i can be written as
yi = Xiβi + ei ei ∼ N (0, ITi ⊗ Σi),
where yi and Xi collect the observations belonging to regime i and Ti is the number
of observations in regime i. Following the standard results for the linear regression
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model, we have
βi ∼ N (β̂i, K̂−1i ), Σi ∼ IW(Ŝi, ν̂i),
where K̂i = Xi
′
(ITi ⊗ Σi)−1 Xi + V−10 , β̂i = K̂−1i
(
Xi
′
(ITi ⊗ Σi)−1 yi +V−10 β0
)
, ν̂i =
Ti + ν0 and Ŝi =
(
yi − Xi) (yi − Xi)′ + S0.
To implement Step 3: Given s1:T, we draw the jth row of P
(pj1, . . . , pjM) ∼ D(αj1 + nj1, . . . , αjM + njM),
for j = 1, . . . , M, where nkl = ∑T−1j=1 1(sj = l, sj+1 = k) and 1(A) is the indicator
function that is equal to one if statement A is true and zeros otherwise.
To allow for convergence of the Markov chain to a stationary distribution, in all
models I obtain 25,000 posterior draws, discarding the first 5,000 draws as a burn-in
period.
2.7.2 Priors
I outline the hyperparameters of the prior for fitting the MS-VAR(p) model. I assume
the conditional mean coefficients to follow a Minnesota prior. For the prior mean,
I set β0 = 0. For the variance, I assume that V0 = diag(v1, . . . , vk), where k =
n(np + 1). If we write (v1, . . . , vk) = vec((c0, A10, , . . . , Ap0)′), then we set c0 to be a
vector with 10 in all its entries, i,e, the prior variance of the intercepts of the VAR
model is equal to 10. For the variance of the VAR coefficient, I set
Aijl =

λ21λ2
lλ3
σi
σj
for l = 1, . . . , p and i 6= j,
λ21
lλ3
for l = 1, . . . , p and i = j.
where Aijl denotes the (i, j) th element of the matrix Al and σr is set equal to the
standard deviation of the residual from AR(p) model for the variable r. For the
hyperparameters, I set λ1 = 0.2, λ2 = 0.5, λ3 = 2.
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Chapter 3
Asymmetric Reactions of the US
Natural Gas Market and Economic
Activity
3.1 Introduction
A large amount of empirical literature has been devoted to understanding the be-
havior of the US natural gas market, especially the relationship between the price of
natural gas and crude oil. However, the literature has yet to show a consensus. Some
studies, for example Pindyck [2004], Brown and Yücel [2008], Zamani [2016], and
Jadidzadeh and Serletis [2017] find that movements in crude oil prices have a key
role in shaping natural gas prices. In contrast, other studies conclude that there is a
very weak or no connection between the two prices [Serletis and Rangel-Ruiz, 2004;
Bachmeier and Griffin, 2006; Ramberg and Parsons, 2012]. In fact, empirical results
obtained from these previous studies rely on linear models that assumed that the
price of oil and natural gas react indifferently over the business cycle. This contrasts
with recent studies emphasizing that regime-switching exists in the relationship be-
tween the price of natural gas and crude oil [Brigida, 2014; Atil et al., 2014]. As a
consequence, studies that do not take economic conditions into account may yield a
misleading understanding about the behavior of the two energy prices.
There is also a vast literature that investigates the effects of oil prices on the real econ-
omy, but there are relatively few studies that consider the effects of natural gas prices.
Studies investigating the macroeconomic impacts of oil price shocks can be found in
Hamilton [1983, 2003], Mork [1989], Rotemberg and Woodford [1996], Bernanke et al.
[1997], Dhawan and Jeske [2008], Kilian [2009], Baumeister et al. [2010], Jo [2014],
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among others.1 In addition, the nonlinear relationship between energy price shocks
and economic activity has recently begun to emerge in the literature. For example,
while Hamilton [2003] quantifies the different effects on economic activities between
oil price increases and decreases, Baumeister and Peersman [2013b] document the
time-varying effects of oil supply shocks on the economy. Other studies include
Huang et al. [2005], Rahman and Serletis [2011], Hamilton [2011], Katayama [2013],
Baumeister and Kilian [2016b], and Cross and Nguyen [2017b]. Therefore, it is also
crucial to consider possible nonlinear relationships between the energy prices and
real economy.
In this chapter, we depart from the traditional literature by seeing if the US natural
gas market behaves asymmetrically in different phases of the business cycle. In ad-
dition, we also examine the possible asymmetry in the responses of the US economy
to shocks in oil and natural gas prices. More specifically, we address the follow-
ing two questions: First, are the reactions of the U.S natural gas supply and price
to its market fundamental shocks different in recessions and expansions? Next, are
the responses of US economic activity to oil and natural gas prices different over its
business cycle? Clearly, the answer to these questions is important to understanding
not only the behavior of the natural gas markets, but also the reactions of the US
economy to shocks on the oil and natural gas prices in the context of a nonlinear
environment, something which has not been comprehensively investigated yet in the
current literature.
We address these questions by modeling an augmented natural gas market with a
smooth-transition vector autoregression (STVAR) model. Following the seminal work
of Kilian [2009], we model the real natural gas price as endogenous and disentangle
the causes underlying market fundamental shocks. In particular, there are three fun-
damental shocks stemming from the natural gas market: natural gas supply shocks,
shocks to the US demand, and natural gas specific demand shocks. In addition,
to account for the fact that the price of oil can influence the natural gas market as
well as the US economy, we incorporate the world price of crude oil into the model
and allow for shocks to the price of oil to have contemporaneous effects on the US
natural gas market and economic activity. While the augmented natural gas market
allows us to investigate how the US natural gas market and economic activity react
to the fundamental shocks, the STVAR model provides a nonlinear framework that
enables us to capture the possible state-dependent responses of the US natural gas
1For comprehensive surveys of the relationship between oil prices and the macroeconomy, see
Hamilton [2008] and Kilian [2008a, 2014].
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market and economy.2 In other words, the STVAR model is well suited to capturing
a phenomenon that the responses of both energy markets and the economy would
be asymmetric in bad times and good times. For example, the recent unexpected
declines in the real oil price have not caused a strong economic expansion as one
conjectured [Baumeister and Kilian, 2016b; Kilian, 2017]. This suggests that a nonlin-
ear framework, such as the STVAR model, that admits nonlinear interactions among
variables could address well the research questions in this paper.
Our results indicate that in contrast to the prediction made by a linear VAR model,
the STVAR model provides a plausible explanation to the behavior of the US natural
gas market, reacting asymmetrically in bad times and good times. For example, the
oil price shock is found to be an important factor driving the production of natural
gas, however the directions of impact are totally different depending on the economic
condition. During recession, a positive real oil price shock has a negative impact on
natural gas production and the impact is still evident after a year. In contrast, during
expansion, the responses of natural gas production to the same shock are signifi-
cantly positive in the long-run. Similarly, in recessions, the real price of natural gas
strongly responds to the global oil price shock with more than 6 percent rise in the
short-run, but then the impact becomes insignificant in the long-run. In contrast, the
oil price shock has significant positive impacts on the real price of natural gas even
in the long-run, increasing it about 3 percent over expansion periods. The finding
of positive relationship between the oil and natural gas prices is consistent with the
findings in Jadidzadeh and Serletis [2017] and Zamani [2016], but our results suggest
this relationship is more prominent in recessions in the short-run and in expansions
in the long-run.
Furthermore, our empirical analysis shows more new evidence of asymmetric reac-
tions regarding US economic activity. Specifically, the US economic activity is much
more sensitive to shocks occurring in recessions than in expansions. In line with con-
ventional evidence documented by, for example, Kilian [2009] and Baumeister and
Peersman [2013b], an unexpected increase in the real price of crude oil and natural
gas has significant negative effects on the economy in recessions. However, in ex-
pansion, natural gas has essentially no impacts on the US economy, while oil price
2The STVAR model has been widely applied in macroeconomics and typically examined the effects
of policy shocks in bad times and good times. For example, Auerbach and Gorodnichenko [2012],
Berger and Vavra [2014], and Caggiano et al. [2015] find differences in the size of fiscal spending
multiplier in the US economy over the business cycle. Similarly, Weise [1999] and Rahman and Serletis
[2010] use the model to quantify the impact of monetary policy shocks. More recently, the STVAR
model is also used to investigate the asymmetric effects of news shocks [Bolboaca and Fischer, 2016]
and uncertainty shocks [Caggiano et al., 2014, 2017].
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shocks still have significant effects, though the magnitude of the impacts is much
less than that in recessions. Examining the impact of the natural gas supply shocks
on the US economy, our results indicate that an unexpected decline in natural gas
production has a negative effect on the economy only in expansions.
The remainder of the chapter is organized as follows: First, Section 3.2 outlines the
econometric methodology, including the model specification and estimation. Next,
Section 3.3 provides a brief overview of the pricing of the US natural gas market
and the data used in the paper. Sections 3.4 then presents the results, including the
estimated results of the linear setting and nonlinear setting. Section 3.5 reports the
robustness check. Finally, Section 3.6 concludes the paper.
3.2 Empirical methodology
This section begins by describing our benchmark model, which is based on a tradi-
tional recursive VAR model. This linear setting enables us to understand the behavior
of the US natural gas market in a linear environment. Once established, the next step
in our empirical analysis is to apply a nonlinear STVAR model to investigate the
asymmetric reactions of the natural gas market and the response of US economic
activity through impulse response functions (IRFs).
3.2.1 Benchmark model
To examine the reactions of the US natural gas market on its market fundamental
shocks, including global oil price shocks, as well as demand and supply shocks, and
the responses of the US economy to the associated shocks, our benchmark model
is based on the models of Kilian [2009] and Jadidzadeh and Serletis [2017]. Kilian
[2009] employs the three-variable recursive VAR model consisting of global crude oil
production, real global economic activity, and real oil price to examine the effects of
demand and supply shocks in the crude oil market. Extending Kilian’s model by
adding real US natural gas prices, Jadidzadeh and Serletis [2017] investigate the im-
pacts of demand and supply shocks in the global crude oil markets on the real price
of natural gas in the US Departing from these studies, our focus is on the effects of
oil prices, as well as demand and supply shocks in the US natural gas market on the
US natural gas prices and production, and the US economy. Therefore, our bench-
mark model is a similar recursive VAR model consisting of four variables: real price
of crude oil (rpo), the percentage change in US natural gas production (∆prodg), the
percentage change in US real economic activity measured by US industrial produc-
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tion (∆ip), and the real price of US natural gas (rpg).
Let zt = (rpot,∆prodgt,∆ipt, rpgt)′. The structural representation of our benchmark
VAR(p) model can be expressed as
Bzt = γ+
p
∑
i=1
Γizt−i + εt, (3.1)
where εt is assumed to independently follow a standard multivariate normal distri-
bution.
Following Kilian [2009] and Jadidzadeh and Serletis [2017], we assume the recursive
structure on B, namely B, is a lower-triangular matrix with 1 along the diagonal
elements. The reduced form of VAR is obtained by premultiplying B−1 to both sides
of (3.1) as
zt = α+
p
∑
i=1
Aizt−i + et, (3.2)
where α = B−1γ, Ai = B−1Γi, and et = B−1εt. The reduced form can be easily esti-
mated by the equation-by-equation ordinary least squares (OLS), which is equivalent
to the maximum likelihood estimation (MLE) under the normality assumption of εt.
3.2.2 STVAR model
In addition to the benchmark analysis, we also estimate the STVAR model to ex-
amine the possible asymmetric reactions of the US natural gas market to its market
fundamental shocks, depending on the phases of the business cycle. This is relevant
because recent studies, for example, Brigida [2014] and Atil et al. [2014], find the
regime switching in the relationship between the oil and natural gas prices. It is also
well-documented that the relationship between energy price shocks and economic
activity is nonlinear, shown by, among others, Huang et al. [2005], Rahman and Ser-
letis [2011], Hamilton [2011], Baumeister and Kilian [2016b], and Cross and Nguyen
[2017b]. Therefore, it is very instructive to accommodate the nonlinearity in the re-
lationship among the prices of natural gas and crude oil, as well as US economic
activity, by introducing a regime-switching characterized by a smooth transition.
The smooth-transition autoregressive (STAR) model was developed by, among oth-
ers, Chan and Tong [1986] and Granger and Teräsvirta [1993], and its statistical in-
ference was established by Teräsvirta [1994]. Since then, many types of the smooth-
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transition models have been considered. In particular, the STVAR model is an exten-
sion of the STAR model to a multivariate system of equations that can analyze the
dynamic relations among several variables with taking a possible regime change or
asymmetry into account (e.g., Weise [1999], Gefang and Strachan [2010], and Auer-
bach and Gorodnichenko [2012]). The same as these studies, we adopt a STVAR
model to examine the asymmetric relationship among the prices of natural gas and
crude oil, as well as US economic activity, with a possible regime change, depending
on the phase of the business cycle.
Following Weise [1999] and Gefang and Strachan [2010], we accommodate the smooth
transition into the reduced form equation (3.2) as
zt = (1− F(st−1))
(
α(1) +
p
∑
i=1
A(1)i zt−i
)
+ F(st−1)
(
α(2) +
p
∑
i=1
A(2)i zt−i
)
+ et, (3.3)
where α(j) and A(j)i are reduced form parameters for regime j, F(·) is a transition
function taking the values between 0 and 1 with a transition variable st.
The transition function and transition variable are determined according to the pur-
pose of the analysis. For example, to identify the differences in the size of the fis-
cal spending multiplier in the US economy over the business cycle, Auerbach and
Gorodnichenko [2012] use a logistic transition function with a seven-quarter moving
average of the output growth rate as a transition variable. Following a similar idea,
we use a logistic transition function given as
F(st−1; c,γ) =
1
1+ exp
(−γ(st−1 − c)) , γ > 0, (3.4)
and an average growth rate of US industrial production over the last p-months as a
transition variable st.3 Adopting the convention, we date the index s by t− 1 to avoid
contemporaneous feedbacks. With this choice of transition function and variable, we
can interpret regime 1, characterized by α(1) and A(1)i , as the recession regime with
F(st−1) ≈ 0 and regime 2, characterized by α(2) and A(2)i , as the expansion regime
with F(st−1) ≈ 1. The location parameter c determines the threshold between the
recession and expansion. More specifically, if st is smaller (larger) than c, the VAR
dynamics become closer to those in the recession (expansion) regime or regime 1
(regime 2). The smoothness parameter γ determines the speed of the transition from
3We set the length of period to define the past economic performance as equal to the lag length
for VAR model. This assumption is not necessary, but it is not unreasonable under the assumption
that the current economic growth can be affected by past economic growth up to the pth lag. We also
normalized st so that it has mean of 0 and standard deviation of 1.
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regime 1 to regime 2 as the past p-month economic growth rate increases. More
specifically, when γ takes a large value, the transition is abrupt, whereas the transi-
tion is gradual for small values of γ.
One of the advantages of the logistic transition function (3.4) is that it can express
various forms of transitions, depending on the values of c and γ. Additionally, c
and γ can be estimated from the data, enabling the selection of the best asymmetric
interdependence patterns among the prices of natural gas and crude oil and US eco-
nomic activity based on data, which is very attractive for the purposes of this chapter.
In principle, we can estimate all the parameters of the STVAR model (3.3) simultane-
ously by MLE. However, it is challenging, if not impossible, to maximize the likeli-
hood function with respect to all parameters because of a large number of parameters
and the highly nonlinear structure of the STVAR model. For example, Weise [1999]
fixes c at a predetermined value and estimates γ by the grid search while Auerbach
and Gorodnichenko [2012] assume c = 0 and calibrate γ without any estimation. In
contrast to these studies, we estimate both c and γ by the grid search.4 Given the
fixed values of c and γ, the STVAR model becomes a seemingly unrelated regression
(SUR) model with the same set of regressors. In this case, we can maximize the like-
lihood with the equation-by-equation OLS. Therefore, using the grid search we can
find the ML estimates of c and γ relatively easily.
3.3 The pricing of natural gas in US markets and data selec-
tion
Because different types of natural gas prices are observed in different markets, the
behavior of these prices may vary across suppliers and users and, thus, respond dif-
ferently to shocks. We begin by briefly reviewing of the pricing of natural gas in US
markets and then describe the data used in this paper.
The price of gas travels from wellheads (upstream markets) where natural gas is pro-
duced to the end users (downstream markets). Generally, there are six natural gas
prices which are observed in six separate market segments: wellhead prices, city gate
4One cost to estimate c and γ with a grid search is that standard errors are not able to be evaluated
for c and γ. Therefore, the standard errors for the impulse responses calculated below do not consider
the effects of the estimation of c and γ. However, judging from the estimation results, this should not be
a serious problem because the rest of parameter estimates seem to be insensitive to the small changes
in the estimates of c and γ.
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prices, industrial prices, electric power prices, commercial prices and residential prices5. In
nature, the wellhead price serves as a benchmark reference for downstream markets,
including physical and spot markets.6 Therefore, this paper utilizes the wellhead
price as the benchmark price for the US market. Similar to Jadidzadeh and Serletis
[2017], we divide the nominal price series sourced from the US Department of En-
ergy (EIA) by the US CPI to obtain the real price of natural gas. The natural gas price
series is 100 times the monthly logarithm of the real price. We also note that the set
of available data of the wellhead price is only from January 1980 to December 2012.
Thus, we extend the data to the latest date by using natural gas import prices from
January 2013 onward. That being said, because the domestic natural gas market is
a competition market, the movements of the wellhead price and the import price (in
log levels) are almost identical, as can be seen from Figure 3.1. Regarding natural
gas production, we use monthly U.S natural gas gross withdrawals, also complied by
EIA, as a proxy for natural gas supply. The variable is seasonally adjusted and then
enters to the model by taking the first difference of the natural logarithm. To capture
the US economic activity, that drives demand for natural gas in the US market, we
utilize the US monthly industrial production index, seasonally adjusted, retrieved
from Federal Reserve Bank of St. Louis and then transform the index to growth rate
by taking the first difference of the natural logarithm. Finally, we use the US refiners’
acquisition cost for imported crude oil (IRAC), published by the EIA, to compute the
real price of crude oil with the same method used to calculate for the real natural gas
price.7
5According to Brown and Yucel [1993] and Mohammadi [2011], there are six separate segments,
including wellhead, city gate, and four end-use nodes (e.g., commercial, industrial, residential, and
electrical customers). It begins with wellhead prices. The price of gas is first determined at the wellhead
by independent brokers and pipeline companies. Therefore, the wellhead price often refers to the price
of the upstream market. Pipeline companies and brokers then sell their natural gas to local distribution
companies (LDCs) and some end users. The prices observed in this market refers to city gate prices.
Generally, because industrial and electrical end users can switch easily between natural gas and other
forms of energy to minimize their costs, these end users tend to purchase their natural gas directly
from pipeline companies and brokers with competitive spot prices. For this reasons, prices paid by
industrial and electrical users refer to industrial prices and electric power prices. In contrast, commercial
and residential users normally cannot switch between different fuel forms; their energy expenditure is
linked with a single fuel type. As a consequence, both commercial customers and residential customers
purchase their natural gas from LCDs, and they are offered commercial prices and residential prices,
respectively.
6An examination of the relationship between upstream and downstream prices can be found in
Mohammadi [2011].
7A discussion on whether or not we should consistently use the price of oil and natural gas in
percent change (first differences of the natural logs of the variables), along with other variables, can
be found, for example, in Kilian [2009], Kilian and Park [2009], Kilian and Murphy [2014], Lütkepohl
and Netšunajev [2014], and Jadidzadeh and Serletis [2017]. According to these empirical works, it is
not clear whether the real price of crude oil, and hence the natural gas price in this paper, should
be modeled in log levels or log differences. The level specification is preferred because it produces
consistent impulse response estimates, regardless of the assumption of unit root.
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Figure 3.1: Historical evolution of the series (1980M2-2016M11)
Note: The monthly raw data of crude oil prices, natural gas prices and production collected
from EIA. US monthly industrial production index (US economic activity) is sourced from
Fed of St. Louis. WTI, wellhead price, city gate price and import price series span from
1986M1 to 2016M11, 1980M1 to 2012M12, 1983M10 to 2016M11, and from 1989M1 to 2016M11
respectively. Natural gas production, US economic activity are in percent changes, remaining
series are in log-levels.
Figure 3.1 plots the historical evolution of our series from February 1980 to Novem-
ber 2016, as well as series used for robustness exercises presenting in Section 3.5.
This sample period is the longest set of available data for monthly US natural gas
production.
3.4 Empirical results
We begin our analysis by considering the reactions of the US natural gas market
and economic activity to fundamental shocks in the linear model with no regime
shifts. Having established this result, we then discuss the significance of allowing
for possible state dependence in investigating the reactions of the natural gas market
and the different responses of the US economy over the business cycle.
3.4.1 Results based on the VAR model
In this subsection, we document the results of a linear VAR model as a benchmark.
To this end, we estimate its reduced form (3.2) by MLE and use it to construct the
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structural VAR representation (3.1).8 Following Kilian [2009], our impulse response
analysis is based on a recursive-design wild bootstrap with 2,000 replications. For
the details of the method, see Gonçalves and Kilian [2004].
Figures 3.2, 3.3, and 3.4 plot the estimated dynamic responses to a one-standard-
deviation shock to market fundamentals together with one standard error bands.
These shocks include the natural gas supply, US economic activity, natural gas price
(or specific demand shock), and the world price of crude oil shocks. Following Kilian
[2009] and Jadidzadeh and Serletis [2017], we define the natural gas supply shock as
a negative shock while other shocks are positive shocks. Therefore, all shocks will
tend to raise the price of natural gas.
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Figure 3.2: Natural gas production responses to one-standard-deviation structural shocks
Note: The Figures show impulse responses based on model 3.1. The confidence intervals
were constructed using a recursive-design wild bootstrap. The natural gas supply shock is
normalized to disrupt US natural gas production.
As can be seen from Figure 3.2, we find that natural gas production is not sensitive
to the fluctuations of the price of crude oil. Similarly, although the price of natural
gas positively affects natural gas production in the short term, it does not have any
8For the analyses of this and the next subsections, we use p = 6 as a lag length of the VAR and
STVAR models. Although Jadidzadeh and Serletis [2017] and Kilian [2009] assume p = 24, it is not
reasonable to use the same lag length for the STVAR model, given the nonlinear nature of the system
and that the effective number of observations for each regime, particularly for recessions, is small.
Thus, p = 6 is a reasonable choice for maintaining the estimation plausibility and capturing enough
interactions among variables. We conducted a sensitivity analysis of our benchmark results, estimated
with the linear VAR model, by assuming p = 24 as in previous studies, which will be provided upon
request. The main results still hold under this alternative lag length.
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Figure 3.3: Natural gas price responses to one-standard-deviation structural shocks
Note: See Figure 3.2.
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Figure 3.4: US economy responses to one-standard-deviation structural shocks
Note: See Figure 3.2.
38 Asymmetric Reactions of the US Natural Gas Market and Economic Activity
significant effects on the natural gas supply in the long term. In contrast, US demand
shock brings a positive effect on the supply of natural gas, increasing it more than
0.2 percent in the long run.
Regarding the reactions of the natural gas price reported in Figure 3.3, we observe
that the real oil price and natural gas supply shocks are considered relatively strong
drivers of natural gas price movements. In other words, an increase in the real oil
price leads to a higher natural gas price, and a decrease in natural gas production
also increases the natural gas price significantly. More specifically, a one-standard-
deviation oil price shock could lead to the real price of natural gas consistently
increasing about 3 percent, while a one-standard-deviation negative supply shock
could increase the real natural gas price persistently by 1 percent. The former find-
ing is in line with Jadidzadeh and Serletis [2017], who also conclude that crude oil
market fundamentals are an important determinant of natural gas price. Similarly,
the US demand shock is found to be another significant factor for natural gas price,
particularly in the long run, increasing the natural gas price by 2 percent. Thus,
US strong demands push up the natural gas price eventually, even though these de-
mands also lead to more natural gas supply. In addition, the specific natural gas
demand shock has a strong effect that immediately leads to a surge in the natural
gas price; however, the impact becomes weaker in the long run. This is partly be-
cause the increase in natural gas price induces more supply in the short run, as we
discussed above. Thus, we observe that more natural gas is produced in response to
higher economic activity, but at the same time, we also find the price of natural gas
increased.
Finally, evidence obtained from the linear framework provides contrasting results
to the conventional literature regarding the macroeconomic effects of energy market
shocks, such as Kilian [2009] and Baumeister and Peersman [2013b]. As can be seen
from Figure 3.4, we find that US economic activity responds negatively to the natural
gas supply shock but temporarily increases in response to a positive shock of oil
price. US economic activity also is found to not be sensitive to an unexpected increase
in the price of natural gas in the short run, but there is evidence that the economy is
slightly negatively affected in the long run. In other words, the US economic activity
is found to be positively affected by oil price shock and insensitive to shocks in
natural gas prices in the short run. In addition, US economic activity is not affected
by the oil price shock in the long run. These findings contradict previous studies,
such as Kilian [2009] and Baumeister and Peersman [2013b]. However, our findings
based on the SVAR model might be a result of the ignorance of possible nonlinearity.
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We will examine this possibility by estimating the STVAR model in next subsection.
3.4.2 Results based on the STVAR model
Although the estimated results obtained with the standard linear VAR model provide
some interesting findings on how the US natural gas market and economic activity
react to different structural shocks, they are fully silent on the propagation dynamics
over the business cycle. However, the recent studies, for example, Brigida [2014] and
Atil et al. [2014], find there is regime switching in the relationship between the oil
and natural gas prices. In addition, other recent studies, such as Huang et al. [2005],
Rahman and Serletis [2011], and Hamilton [2011], indicate that the relationship be-
tween energy price shocks and economic activities is asymmetric and depends on
the phase of business cycle. Following these studies, we introduce regime switch-
ing to play a role in the system and take the US business cycle into account. More
specifically, we document in this subsection the results based on the STVAR model
(3.3) to better understand the asymmetric reactions of the U.S natural gas market and
economy in bad and good times.
Figure 3.5: NBER dates and weight on recession regime F(st)
Note: The shaded region shows recessions as defined by the NBER. The solid line shows the
weight on recession regime F(st).
We estimate c and γ by the grid search, and their estimates are given by −0.036
and 106.8, respectively. This means that if the average growth rates over the last six
months is lower than −0.036 percent or −0.434 percent per year, the regime would
become closer to the recession regime. In addition, the relatively large estimate of
γ indicates that this transition from the expansion regime to the recession regime is
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rather rapid. This can be also be confirmed from Figure 3.5, plotting the estimated
dynamics of transition function (3.4) or the weight on the expansion regime along
with recessions identified by the NBER. The estimated regime dynamics reasonably
correspond to the business cycle. More specifically, the weight on the expansion
regime is almost zero during the NBER recession dates and nearly one for most of
other dates. Thus, our estimation result of transition function (3.4) strongly indicates
that the dynamic relationship among the prices of natural gas and crude oil, as well
as US economic activity could be different depending on the phase of the business
cycle, which can be examined more formally by comparing the impulse response
functions of each regime.
3.4.2.1 Asymmetric reactions of natural gas markets
Having discovered that the STVAR model provides evidence that the dynamic re-
lationship among the prices of natural gas and crude oil and US economic activity
could be different depending on the phase of the business cycle, we now examine the
asymmetric responses over the business cycle in more details to answer whether the
US natural gas market reacts differently to market fundamental shocks in recessions
and expansions.
Figures 3.6 presents the dynamic responses of natural gas production conditional on
a recessionary and expansionary phase of the economy, showing the quantitatively
different pictures between bad and good times. For example, in contrast to the pre-
diction made by the linear VAR, the STVAR reveals that the reactions of natural gas
production to the real oil price shock are statistically significant, with remarkable
differences between recessions and expansions. During a recession, a positive real
oil price shock has a negative impact on natural gas production, and the impact is
still evident after a year. In contrast, during an expansion, the responses of natural
gas production to the same shock are positive, particularly in the long run. Similarly,
in response to the demand shock, we also find the opposite. During periods of slack
economic activity, even if the US demand for natural gas suddenly increases, the
supply of natural gas is not very responsive to the shock. However, we find strong
positive responses of natural gas supply to the US demand in the long run during an
expansion.
Another interesting difference can be seen from the reactions of natural gas produc-
tion to the specific natural gas demand shock. The specific demand shock is defined
as an unexpected increase in natural gas prices that is not related to changes in nat-
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ural gas production or US economic activity. Although the reactions of natural gas
production to the natural gas price shock are insignificant in the long run for both
regimes, there is a significant positive response in the short run only when in a pe-
riod of expansion.
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Figure 3.6: Natural gas production responses to one-standard-deviation structural shocks
Notes The Figures show impulse responses based on model 3.3. The confidence intervals
were constructed using a recursive-design wild bootstrap. The natural gas supply shock is
normalized to disrupt US natural gas production.
Turning to the responses of natural gas price, we find that the responses in recessions
and expansions are also very different, as can be seen in Figure 3.7. In recessions,
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Figure 3.7: Natural gas price responses to one-standard-deviation structural shocks
Note: See Figure 3.6.
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the real price of natural gas strongly responds to the global oil price shock in the
short run, but then the impact becomes insignificant in the long run. In contrast, the
oil price shock has significant positive impacts on the real price of natural gas even
in the long run during expansions. The finding of positive relationship between the
oil and natural gas prices is consistent with the findings in Atil et al. [2014], Zamani
[2016], and Jadidzadeh and Serletis [2017], but our results demonstrate this relation-
ship is more prominent in recessions in the short run and in expansions in the long
run. For example, although this study does not distinguish between the underlying
sources of the oil price shocks, Jadidzadeh and Serletis [2017] apply a VAR model
and identify different shocks stemming from the global oil market, namely oil sup-
ply shock, aggregate demand shock, and oil-specific demand shock. Their results
indicate that although different oil price shocks have different time-varying impacts
on the natural gas price, the overall impact is about 2-4 percent, which is consistent
with our findings. More precisely, our results further highlight that, in the short run,
the reaction of the natural gas price is stronger in recessions, about 6.5 percent, when
compared to those in expansions, about 4 percent. But in the long run, the effects
found in expansions are 2.6 percent and larger compared to recessions, with no sig-
nificant effects found.
The real natural gas price also evidently reacts to the unanticipated changes in nat-
ural gas production. Specifically, the negative supply shock induces higher natural
gas prices in the short run in both recessions and expansions, but only the reaction
in expansions is statistically significant in the long run. Interestingly, the estimation
results from the STVAR model reveal that the natural gas price is not sensitive much
to the US demand shock, which generally contrasts with evidence found in oil mar-
kets.9 We see that, during a recession, an increase in the demand for natural gas leads
to no significant changes in the natural gas price. On the other hand, and somewhat
surprisingly, the US demand shock negatively affects the natural gas price in the long
run during expansions. Given that the natural gas supply responds significantly and
positively to the US demand shock, the real natural gas price falls permanently, but
the magnitude is quite small at about 1 percent. At the same time, we observe from
Figure 3.7 that the specific demand shock is considered as a relatively stronger factor
that affects the natural gas price. More specifically, the results indicate that the price
of natural gas consistently increases, but the impact in a recession dies out after about
a year while the associated impact is more permanent, with more than a 3 percent
9We note one reason for this is that over the past three decades, the price of oil was led by factors
related to the global demand rather than the supply side. See Baumeister and Kilian [2016a] for a nice
survey.
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rise during expansions.
3.4.2.2 Asymmetric reactions of US economic activity
We find empirical evidence that US economic activity responds asymmetrically to
shocks stemming from the natural gas and oil markets. In general, as can be seen
in Figure 3.8, economic activity is much more sensitive to the shocks occurring in
recession periods compared to the responses to the same shocks occurring in expan-
sion periods. Specifically, an unexpected increase in the real price of crude oil and
natural gas has significant negative effects on the economy during recessions. This
finding is consistent with previous evidence for oil prices, for example Kilian [2009]
and Baumeister and Peersman [2013b], but it provides new evidence for the natural
gas prices.
However, during an expansion, the oil price shocks are found to be more important
than the natural gas price shocks. More precisely, natural gas shocks have essentially
no impacts on the US economy while oil price shocks still have significant negative
effects in the long run; although, the magnitude of the impacts is much less than in
recessions. In addition, when examining the impact of the natural gas supply shocks,
we observe that in recessions, the associate shock induces a hump-shaped response
from the US economy, but the effect is not statistically significant in the long run. In
expansions, our results show strong evidence that an unexpected decline in natural
gas production has a negative effect of −0.2 percent on the economy, which is small
but persistent. This is partly because in good times, the natural gas price is found to
increase in response to the natural gas supply shock.
Although this study is the first, at least best of our knowledge, to estimate the asym-
metric reactions of the responses of the US economy to natural gas and oil price
shocks, taking the business cycle into consideration, it is nonetheless interesting to
compare the results with related studies. Regarding the magnitude of the responses
of US economic activity to an oil price shock, our results are more in line with recent
empirical studies, such as Hamilton [2003], Hamilton and Herrera [2004], and Bjørn-
land et al. [2016]. Depending on the sample and model specification, these studies
show that following a one-standard-deviation shock to the price of crude oil, which
is roughly 10-15 percent, US GDP declines by 0.4-0.8 percent within two years.10 Our
10We note that, although these studies do not disentangle shocks attributed to driving oil price
fluctuations, recent studies, for example Kilian [2009], Aastveit et al. [2015], and Caldara et al. [2016],
show that when controlling the underlying sources of crude oil price shocks, the effects are much
smaller.
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Figure 3.8: US economic activity responses to one-standard-deviation structural shocks
Note: See Figure 3.6.
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results are not only in line with these previous results, but also provide richer in-
sights. We find that in response to the oil price shocks, US economic activity declines
gradually, about 0.8 percent during recessions but only 0.25 percent during expan-
sions. Interestingly, the impact of the natural gas price shock is found to be larger
than that of the oil price shock during a recession, about 1.5 percents, but during
expansions, the impacts of the natural gas price shock are negligible.
3.5 Robustness
In this section, we perform additional exercises that examine the robustness of our
findings. The main conclusions of the paper remain unchanged after all these ro-
bustness checks. Below, we provide a short summary.
First, as we mentioned in Section 3.3, the price of natural gas is observed in different
nodes, from the upstream to downstream markets. We have used the upstream price
(wellhead price) as a benchmark price in our model. To address concerns regarding
the sensitivity of the selection of the natural gas price, we also estimated the model
by using the city gate price. We observed that the main results remained unchanged
when using this alternative natural gas price metric, but natural gas production is
found to react differently to the city gate price shocks during expansion periods.
Although the relationship between natural gas production and the wellhead price
shock is not statistically significant, we found a small disruption in natural gas pro-
duction in response to an unexpected higher city gate price.
Second, in Section 3.3, we noted that the wellhead price of natural gas data ends in
2012M12; therefore, we extend the series by using the import price of natural gas
from 2013M1. We also investigated the sensitivity of our results to this extension.
To this end, we estimated the model using a truncated estimation sample, ending in
2012M12. Given that the effective number of observations is smaller, the confidence
bounds are greater for the IRFs, particularly in the recession regime. We found that
the estimated results were not sensitive to this alternative estimation sample.
Finally, regarding the series of oil prices, there are two main alternative oil price
metrics that have been widely used in the literature: the US refiners’ acquisition cost
for imported crude oil (IRAC) and the West Texas Intermediate (WTI) price of crude
oil. Because it is generally considered to be the best proxy for the free global oil
price market [Baumeister et al., 2010], the present paper has used the former price
for the benchmark model. When WTI is used, however, we found that the main
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results based on the VAR model are not sensitive to the change. However, in a non-
linear environment, the IRFs estimated with WTI are less stable during recessions,
particularly for the response of natural gas production while the estimated impulse
responses in expansions are almost identical to those presented in Section 3.4.2.
3.6 Conclusion
In this chapter, we examined the reactions of the US natural gas market to market
fundamental shocks in both linear and nonlinear environments. These shocks in-
clude the following: the global real oil price shock, the natural gas supply shock,
US economic activity shock, and the specific demand shock. We also addressed the
important question that whether the US economy responds asymmetrically to the
shocks during periods of recession and expansion. We began the analysis by exam-
ining the impulse response of the natural gas market and the US economy to these
shocks in the linear VAR model. Although the estimated results provide interest-
ing findings, they do not show much regarding the propagation dynamics over the
business cycle. We then re-estimated the model by admitting different phases of the
US business cycle, that is, recessions and expansions, to see what role they play in
the system. We found that the nonlinear setting provides sensible responses as com-
pared to their linear counterparts.
We showed novel evidence that in contrast to the prediction made by conventional
VAR models, the STVAR model provides a plausible explanation to the behavior of
the US natural gas market, asymmetrically reacting in bad and good times. In par-
ticular, the finding of a positive relationship between the oil and natural gas prices
is consistent with the findings in Atil et al. [2014], Zamani [2016], and Jadidzadeh
and Serletis [2017], but our results indicate this relationship is more prominent in
recessions in the short run and in expansions in the long run. Specifically, during re-
cessions, the real price of natural gas strongly responds to the global oil price shock
with a more than 6 percent rise in the short run, but then, the impact becomes in-
significant in the long run. In contrast, over expansion periods, the oil price shock has
significant positive impacts on the price of natural gas even in the long run, increas-
ing it about 3 percent. We further showed that the oil price shock is an important
factor driving the production of natural gas; however, the directions of the impact
are totally different, depending on economic conditions. More precisely, during a
recession, a positive real oil price shock has a negative impact on natural gas pro-
duction, and the impact is still evident after a year. In contrast, during an expansion,
the responses of natural gas production to the same shock are significantly positive
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in the long run.
In addition, our analysis contributes to the growing literature on the asymmetric
impacts of energy price shocks on the US economy. Studies characterizing the non-
linear macroeconomic effects of oil price changes and the US economy can be found
in work conducted by, for example, Hamilton [2003] and Baumeister and Peersman
[2013b]. In this paper, we demonstrate that US economic activity is much more sen-
sitive to oil and natural gas price shocks during recessions rather than expansions.
An unexpected increase in the real price of crude oil and natural gas have negative
effects on the economy during recessions. However, during expansions, natural gas
shock have essentially no impacts on the US economy while oil price shocks still have
a significant negative effect in the long run; although, the magnitude of the impacts
is much less than during recessions. Furthermore, examining the impacts of the
natural gas supply shocks, our results provide new evidence that an unexpected de-
cline in natural gas production has a negative effect on the US economy only during
expansions.
Chapter 4
The Relationship between Oil Price
Shocks and China’s output: A
Time-varying Analysis
4.1 Introduction
In 1978 the Communist Party of China, led by Deng Xioping, initiated a series of
economic reforms which have since seen China rise from being the 9th largest econ-
omy by world share of GDP, to the second largest economy in 2015.1 Because of
this unprecedented expansion in economic growth after mid-90s, China becomes the
world’s largest net importer of petroleum and other liquid fuels since 2013.2 This
being said, there is surprisingly little research examining the relationship between
China’s macroeconomic growth and world oil markets. This paper is the first to in-
tegrate a newly constructed standard macroeconomic data set constructed by Chang
et al. [2015] along with a class of time varying parameter BVARs to examine the
possibility and significance of a time varying relationship between China’s macroe-
conomic growth and global oil market fluctuations.
The idea that supply and demand shocks stemming from global oil markets can have
real macroeconomic effects is not new. Motivated by two oil crises in the 1970’s ini-
tial studies in this field date back to the early 1980’s (see, e.g., Darby [1982]; Bruno
and Sachs [1982]; Hamilton [1983]). Whilst there is a consensus that oil markets have
historically had significant real macroeconomics on the US economy, see [Baumeister
1For research showing the links between fiscal decentralization and economic growth in China
see, for instance: Borensztein and Ostry [1996], Chow [1993] and Zhang and Zou [1998]. The data
source for the growth statistics is obtained through the International Monetary Fund (IMF) website:
http://www.imf.org/external/pubs/ft/weo/2015/02/weodata/download.aspx
2The data source is obtained through the US Energy Information Administration (EIA) website:
https://www.eia.gov/beta/international/analysis.cfm?iso=CHN
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and Kilian, 2016a] for example, the small literature that does look into the case of
China’s economy is yet to reach a conclusion. In fact, whilst Tang et al. [2010] finds
that an increase in oil prices impacts negatively on China’s output, contrasting evi-
dence that an oil price increase leads to a rise in the real GDP growth rate is found
by Du et al. [2010], Cunado et al. [2015] and Wei and Guo [2016]. That being said,
Herwartz and Plödt [2016] have recently suggested that negative oil supply shocks
have a neutral effect on China’s macroeconomic aggregates. Three likely reasons
for these contrasting results are the paucity and quality of readily available Chinese
macroeconomic data along with the fact that all of the aforementioned studies are
conducted with econometrically static models (as compared to models which allow
for time varying parameters). We will consider the effects of each of these issues in
turn.
In the first instance, when considering key macroeconomic indicators, such as quar-
terly real GDP, for example, the National Bureau of Statistics of China only publishes
the data from 2001. In an attempt to overcome this paucity of data, empirical studies
examining China’s macroeconomy tend to either use monthly growth in industrial
production as a proxy of real GDP growth [Tang et al., 2010; Du et al., 2010] or rely
purely on microeconomic survey data [Hsieh and Klenow, 2009; Nakamura et al.,
2014]. This lack of consistency in the choice of variables to proxy key macroeco-
nomic indicators undoubtedly effects the conclusions of the aforementioned studies
and thus presents issues relating to policy inference.
In addition to this issue, numerous researchers have recently documented their con-
cerns with the quality of official Chinese data [Fernald et al., 2013; Nakamura et al.,
2014; Holz, 2014]. For instance, Holz [2014] points out various statistical anomalies
in official GDP data, whilst Nakamura et al. [2014] present numerous systematic dis-
crepancies between cross-sectional and time-series Engel curves to argue that official
GDP and inflation statistics present a smoothed version of reality. In an attempt to
overcome these issues, Chang et al. [2015] have recently developed a panel of Chinese
macroeconomic time series comparable to those commonly used in the macroeco-
nomic literature on Western economies. The main idea is to utilize readily available
data at annual and quarterly frequencies and either interpolate or estimate those
that are publicly unavailable as in Leeper et al. [1996] and Bernanke et al. [1997].
With these data issues in mind, an objective of this paper is to contribute towards
a resolution of the aforementioned debate about the relationship between China’s
macroeconomic growth and world oil markets.
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A final possible reason for the discrepancies in conclusions of the existing literature is
that no one has examined whether the relationship between China’s macroeconomic
growth and world oil markets is changing over time. Recent research has docu-
mented the existence and significance of such a dynamic relationship between oil
markets and macroeconomic variables for the US economy (see, e.g., Kilian [2008b];
Baumeister and Peersman [2013a]; Baumeister and Peersman [2013b]) along with var-
ious other developed economies [Peersman and Van Robays, 2012].3 Given the rapid
expansion of China’s macroeconomic growth along with the accompanied growth in
oil consumption, it makes sense to formally examine whether the relationship be-
tween these two markets is also changing over time.
To this end, our econometric methodology employs a sufficiently rich class of time
varying Bayesian VAR models to enable us to distinguish between sources of time
variation stemming from independent volatility in both Chinese macroeconomic
growth and global oil market fluctuations and any time variation that exists in the
propagation of these shocks. Specifically, to assess the statistical significance of allow-
ing for time variation in each of these sources, we conduct a formal Bayesian model
comparison exercise which utilizes an adaptive importance sampling based algo-
rithm proposed by Chan and Eisenstat [2015a,b] to efficiently compute the marginal
likelihoods of the following models: a traditional constant parameter VAR (CVAR),
a time varying VAR with constant error covariance matrix (TVP-VAR), a time vary-
ing VAR with stochastic volatility in the error covariance matrix (TVP-VAR-SV) and
a constant parameter VAR with stochastic volatility in the error covariance matrix
(VAR-SV).4
Having selected the best model for examining the relationship between China and
world oil markets, we then investigate both the impacts of oil market shocks on the
China and the impacts of Chinese economic growth on world oil markets. Iden-
tification of the structural VAR model from the estimated reduced form model is
traditionally done through the use of exclusion restrictions in which assumes a ver-
tical short-run crude oil supply curve [Kilian, 2009]. More recently, Baumeister and
Peersman [2013b] have proposed the application of robust sign restrictions in which
an oil supply shock moves oil prices and oil production in opposite directions. Taken
together, this forms a sufficiently rich set of identification restrictions such that no
further restrictions need to be placed on the co-movement between macroeconomic
3We highlight that whilst the panel of countries examined in this paper is vast, it excludes the
Chinese economy.
4For a detailed discussion on Bayesian model comparison techniques, see, e.g. Koop et al. [2007]
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growth and world oil market fluctuations. This means that instead of impossible
exclusion restrictions, the data is left to determine the size and direction of any
spillover effects between the markets. In our structural analysis we therefore follow
the restrictions put forth by Baumeister and Peersman [2013b] however, given the
aforementioned discrepancies in the findings relating to literature on the relation-
ship between China and world oil markets, we extend this identification procedure
to examine the possibility that China factor cannot impact the global oil market by
combining both exclusion and sign restrictions.
Our analysis yields several intriguing results. In the first instance we find that the
time varying parameter VAR with stochastic volatility provides a better fit as com-
pared to its constant counterparts. Next, the structural analysis reveals that the im-
pacts of different global oil price shocks on China’ output are often small and not
persistent. Whilst oil supply and specific oil demand shocks tend to have negative
movements in China’s GDP growth, oil demand shock generally produce positive ef-
fects. We also find that Chinese output shocks have no significant impact on price or
quantity movements within the global oil market. Importantly, all results are robust
to three commonly employed indicators of global economic activity: Kilian’s Index,
the Metal price index and the Industrial production index.
The remainder of the chapter is organized as follow. Section 4.2 outlines the econo-
metric methodology including the various model specifications, model comparison
techniques, identification strategy and computation of the non-linear impulse re-
sponse functions. Section 4.3 provides a detailed discussion of the data. Section 4.4
presents the main empirical results. Section 4.6 presents robustness checks and Sec-
tion 4.6 concludes.
4.2 Empirical methodology
The first step in our empirical analysis is to conduct a formal Bayesian model com-
parison exercise to distinguish between relevant features of the data. Having estab-
lished the best model the next step is to identify a set of structural shocks which can
then be used to investigate the relationship between China’s output and global oil
markets through intertemporal innovations accounting procedures, namely: impulse
response functions and historical decompositions. The present section begins by de-
scribing the set of time-varying BVAR models under consideration. We then present
an overview of the Bayesian model comparison exercise, identification procedure and
computation of the non-linear impulse response functions.
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4.2.1 A VAR model with time-varying parameter and stochastic volatility
Following Primiceri [2005], the traditional VAR(n,p) model can be extended to a time
varying parameter VAR with stochastic volatility (TVP-VAR-SV) model by adopting
a state space representation with measurement equation defined by:
yt = bt + B1,tyt−1 + · · ·+ Bp,tyt−p + ut, ut ∼ N (0,Σt) , (4.1)
where yt is an n× 1 vector of variables of interest, bt is an n× 1 vector of time vary-
ing intercepts, Bi,t, i = 1, . . . , p, are n× n matrices of time varying VAR coefficients
and Σt is an n× n time varying error covariance matrix.
For estimation purposes (4.1) can be written in the form of a seemingly unrelated
regression (SUR) model:
yt = Xtβt + ut, (4.2)
where Xt = In ⊗
[
1 y′t−1 . . . y
′
t−p
]
and βt = vec
([
bt B1,t . . . Bp,t
]′)
5.
The time varying error covariance matrix in (4.1) contains time varying variance and
covariance terms. Estimating of the model therefore requires identification of each
element within the matrix. To this end, Primiceri [2005] proposes an LDL factoriza-
tion in which the error covariance matrix is decomposed into two distinct matrices;
Lt and Dt, in which Lt is a lower triangular matrix with ones along the main diagonal
and time varying contemporaneous interactions amongst the endogenous variables
in the lower portion of the matrix and Dt is a diagonal matrix of exogenous time
varying disturbances. Formally, we have:
Σt =
(
L′tD−1t Lt
)−1
. (4.3)
For instance, if n = 4 then we have:
Lt =

1 0 0 0
a21,t 1 0 0
a31,t a32,t 1 0
a41,t a42,t a43,t 1
 , Dt =

eh1,t 0 0 0
0 eh2,t 0 0
0 0 eh3,t 0
0 0 0 eh4,t
 .
Set in this manner the time varying coefficients can capture any non-linearities within
5Note that ⊗ denotes the Kronecker Product and vec (·) is a vectorization operation that takes the
intercept and the VAR coefficients and stacks them into a k × 1 vector equation by equation where
k = n (n + 1).
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the (lagged) relationships between the macroeconomic variables within the system.
Similarly, the time varying error covariance matrix can distinguish between volatility
within the contemporaneous relationships amongst the endogenous macroeconomic
variables and volatility stemming from any exogenous shocks. By allowing for time
variation in both the coefficients and the variance covariance matrix, the TVP-VAR-
SV model allows for the data to determine whether any time variation exists in both
the size and frequency of exogenous shocks as well the contemporaneous responses
and lagged propagation of the variables to those shocks.
To complete the state space representation we need to specify the various laws of
motion for the time varying states. To this end, let h•,t = (h1,t, h2,t, h3,t, . . . , hn,t)′
and hi,• = (hi,1, . . . hi,T)
′. That is, h•,t is an n × 1 vector obtained by stacking hi,t
by the first subscript whilst hi,• is the T × 1 vector obtained by stacking the second
subscript. Next, let at denote the vector of time varying contemporaneous interaction
terms collected row wise from Lt i.e. at =
[
a21, a31, a32, . . . , an(n−1)
]′
so that at is an
m× 1 vector of parameters where m = n (n− 1) /2. With this notation in mind, the
laws of motion for the time varying states are given by:
βt = βt−1 + νt, νt ∼ N
(
0,Ωβ
)
, (4.4)
at = at−1 + ψt, ψt ∼ N (0,Ωa) , (4.5)
h•,t = h•,t−1 + ηt, ηt ∼ N (0,Ωh) , (4.6)
for t = 2, . . . , T, where Ωβ = diag
(
ω2β1, . . . ,ω
2
βk
)
, Ωa = diag
(
ω2a1, . . . ,ω
2
am
)
and
Ωh = diag
(
ω2h1, . . . ,ω
2
hn
)
, where all elements are assumed to follow independent In-
verse Gamma distributions. Finally, the states are initialized as β1 ∼ N
(
β0, Vβ
)
, a1 ∼
N (a0, Va) and h1 ∼ N (h0, Vh) where β0, a0, h0, Vβ, Va and Vh are all assumed to
be known. Estimation is completed using a lag length of four quarters. The priors
along with the estimation details are provided in Appendix 4.7.2.
In order to distinguish between the importance of allowing for time variation in
the coefficients and the volatility of exogenous shocks, we estimate three alternative
models, namely:
1. A traditional VAR with constant coefficients and constant error covariance ma-
trix (CVAR) put form by Sims [1980];
2. A VAR with time varying coefficients and constant error covariance matrix
(TVP-VAR) put forth by Cogley and Sargent [2001]; and
3. A VAR with constant coefficients and time varying error covariance matrix
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(VAR-SV) in which the error covariance is modeled as above.
We highlight that all of these models are nested in (4.1) and can thus be estimated
using the framework described in Appendix 4.7.2. To be clear, the TVP-VAR is a
nested version of the TVP-VAR-SV model with the only difference being that the
covariance-variance matrix is constant i.e. (Σ = Σ1 = · · · = ΣT). In this the standard
natural conjugate prior is Σ ∼ IW (νΣ, SΣ) where IW (·, ·) is the Inverse Wishart
distribution with degree of freedom parameter νΣ ≥ p and positive definite scale
matrix SΣ. Next, the constant VAR is a nested version of the TVP-VAR with the only
difference being that the parameters are not time varying i.e. β = β1 = · · · = βT. In
this case we maintain the Gaussian prior and set β ∼ N (β¯0, V¯β). Finally, the VAR-
SV model is a nested version of the TVP-VAR-SV model with the only difference
being that the parameters are not time varying. In this case we maintain overall
consistency between the various specifications and set the same prior for β as in the
case of the VAR and the same prior for Σt as in the TVP-VAR-SV model. Each model
is estimated using a lag length of one quarter.6
4.2.2 Model comparison
This section presents an overview of the formal Bayesian model comparison exercise
used to select the best model for the given application. To this end, let the set of
models under consideration be defined by {M1, M2, M3, M4}. Each of the proposed
models is defined by two distinct components: (1) a likelihood function p (Y |θi, Mi),
which is dependent on the model-specific parameter vector θi; and (2) a prior density
p (θi|Mi). Given this information a formal method of model comparison is then
based on the Bayes factor of Mi against Mj, defined as:
BFij =
p (Y|Mi)
p
(
Y|Mj
) , (4.7)
where
p (Y|Mk) =
∫
p (Y|Mk, θk) p (θk|Mk) dθk (4.8)
is the marginal likelihood of model Mk , k = i, j.
The marginal likelihood can be interpreted as the likelihood that a particular model
provides the true data generating process. In other words, if the observed data
are highly likely under the model then the corresponding marginal likelihood value
6Since the number of observations in our sample are short, the Bayesian information criterion (BIC)
or Schwarz information criterion (SIC) is used to determine the lag length number.
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would be relatively large. This means that if BFij > 1 then the observed data is
more likely under model Mi as compared to model Mj and vice-versa. Given this
information, if BFij > 1 then a natural question to ask is to what extent is model
Mi preferred to model Mj. To this end, Kass and Raftery [1995] show that a Bayes
factor of between 1 and 3 provides positive evidence in favour of model Mi whilst
Bayes factors of between 20 to 150 and greater than 150 respectively provide strong
and very strong evidence in favor of model Mi. For a more detailed discussion of the
Bayes factor, we refer the reader to Kass and Raftery [1995].
Whilst the Bayes factor has a nice, simple theoretical underpinning, computation of
the marginal likelihood of the highly dimensional time varying models proposed in
Section 4.2 presents a non-trivial computational concern. Early attempts to compute
the likelihood of such highly dimensional models replied on estimation techniques
which utilize the conditional likelihood (e.g., Koop et al. [2009]). More recently,
authors have begun to show that this approach can be extremely inaccurate. For in-
stance, Chan and Grant [2015] show that the marginal likelihood estimates computed
using the (modified) harmonic mean as in Gelfand and Dey [1994] can have a sub-
stantial finite sample bias and can thus lead to inaccurate model selection. Frühwirth-
Schnatter [1994a] provide a similar inference for Chib’s marginal likelihood method
(Chib [1995]). To overcome these issues we follow a series of work on the efficient
estimation of marginal likelihood functions for TVP-VARs which are not based on
the conditional likelihood as those previously mentioned, but instead, the integrated
likelihood (i.e. the marginal density of the data unconditional on the time-varying
coefficients and log-volatilities). More precisely, estimation of the marginal likeli-
hood for the CVAR and TVP-VAR follows the work of Chan and Grant [2014], whilst
estimation of the VAR-SV and TVP-VAR-SV models follow the methods outlined in
Chan and Eisenstat [2015a] and Chan and Eisenstat [2015b]. We refer the reader to
those papers for precise details.
4.2.3 Identification
The estimation methods provided so far allow us to estimate and compare reduced
form models. In order to have any meaningful economic interpretation we require a
structural interpretation of underlying the reduced form model. To this end, we are
interested in recovering the structural shocks, which we denote et. Specifically, using
the notation in Equation (4.1) we have the following relationship:
ut = Atet, (4.9)
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where et is an n× 1 vector of heteroscedastic unobservable structural shocks and At is
a n× n matrix of contemporaneous time varying relationships between the variables
in the VAR system with ones along the main diagonal. For instance if n = 4 then At
takes the following form:
At =

1 α12,t α13,t α14,t
α21,t 1 α23,t α24,t
α31,t α32,t 1 α34,t
α41,t α42,t α43,t 1
 ,
where αij,t denotes the time varying contemporaneous impact of the j− th (unit) in-
novation on the i − th variable in the VAR system, at time t. Since the j-th column
of At represents the contemporaneous impact of the j-th innovation on all other vari-
ables, the matrix At is commonly referred to as the impact matrix.
It is well known that the identification of a structural model from the reduced form
estimation is a subject of ongoing debate and research within the structural VAR lit-
erature.7 Here we provide a brief justification for our identification strategy.
Following Sims [1980], traditional identification of the SVAR model is completed by
placing a recursive structure on the contemporaneous relationships between the vari-
ables in the system. This recursive identification strategy has been widely applied
in macroeconomics and is typically justified on the basis that certain relationships
response with a lag. For instance, in the literature on monetary policy transmission
mechanisms, it is often argued that monetary policy decisions are made with lagged
information on the current state of the economy (see, e.g., Christiano et al. [1999],
Primiceri [2005], Koop et al. [2011] or Chan and Eisenstat [2015a]). In regards to the
oil market literature, [Kilian, 2009] postulates that the short-run oil supply curve is
perfectly inelastic, thus implying that global oil production does not respond to oil
demand shocks instantaneously, but only with a delay of a month. Since this argu-
ment relies on a monthly lag, it cannot be made for quarterly data.
An additional problem associated with recursively identified SVAR models is that
they are subject to order effects [Kilian, 2013]. To overcome this issue it has recently
become popular to incorporate behavioral outcomes implied by economic theory in
the identification strategy to restrict the sign of various responses of selected (see, e.g.
Faust [1998], Canova and De Nicolo [2002], Kilian and Murphy [2012] and Baumeis-
7For a nice discussion see Kilian [2013]
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ter and Peersman [2013a]). Following this line of literature, identification of our time
varying SVAR model is completed using the latter methodology. We now discuss
the methodology utilized to identify mutually orthogonal shocks stemming from oil
markets and China’s output in turn.
The oil market: There are typically three main shocks attributed to driving oil
price fluctuations: oil supply shocks, specific oil demand shocks and global demand
shocks. In the first instance supply shocks represents an exogenous disruption of
global oil production that may be caused, for example, by geopolitical turmoil. In
line with existing literature, we define a positive oil supply shock to be one that
causes positive responses of global oil production and world economic activities but
reduces the real oil price. The second type of shock originates from specific factor
generated demand. This idea comes from Kilian [2009] who finds that an increase in
precautionary demand for crude oil associated with changes in market expectations
about the availability of future oil supply relative to future demand is also an im-
portant factor causing oil price shocks. This type of shock is therefore categorized as
an oil specific demand shock. In line with the literature, the specific demand shock
is the one that induces a positive correlation between the oil production and its real
price but reduces global economic activity. The final type of shock arises from the
fact that increases in aggregate global economic activity tend to generate higher com-
modity prices. Global oil demand shocks are associated with increases in both global
oil production and the real price of oil. Since the main purpose of this paper is to
study the relationship between global oil market shocks and China’s GDP, we do not
impose any restrictions on either the response of Chinese GDP to global oil market
shocks or the response of global oil markets to shocks in Chinese GDP.
The China factor in global oil market fluctuations: An important question raised
when orthogonalizing the structural shocks is whether or not China’s output shocks
have a significant impact on the fluctuations of international crude oil prices. Since
China is the largest oil importer in the global oil market, ones would expect that its
economic activity could be an important factor affecting global oil market. This being
said, current evidence on the China factor in such fluctuations has been not clear. On
one hand, literature showing that the relationship between US GDP and international
crude oil price fluctuations is weakening has suggested that recent oil price fluctu-
ations to growth in emerging markets, such as China and India (see e.g., Hamilton
[2009]; Kilian [2009]; Baumeister and Peersman [2013a]). Whilst these judgements
are normative in nature, empirical support has recently be shown by Liu et al. [2016]
who finds that the oil demand from China plays crucial role in oil price changes,
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accounting for 51 percent between 2000 and 2014. In contrast, another strand of the
literature argue that China’s oil demand has little or no impact on the global oil
price. For instance Lin and Li [2015] suggests that Chinese oil demand shock can
only explain 4.6 percent of oil price variations between 1998 to 2012, whilst Wu and
Zhang [2014] find the existence of a statistically significant uni-directional causality
from oil markets to China. Similarly, Mu and Ye [2011] find no statistically significant
evidence to support the hypothesis that China’s net oil import growth has impacted
the world oil price.8
In the first instance we allow for a contemporaneous relationship between China’s
output shocks and the global oil market. In this case, in line with the aforementioned
identification strategy, the directional signs for these restrictions of the impact matrix
(At) are as follows: 
uQ,t
uP,t
uYW ,t
uYC ,t
 =

+ + + ×
− + + ×
+ − + ×
× × × +


eQ,t
eP,t
eYW ,t
eYC ,t
 ,
where Q, P, YW and YC respectively denote the oil quantity, oil price, global eco-
nomic activity index and Chinese real GDP respectively. The signs, +, − and ×
denote a positive, negative and unspecified response respectively.
The second case considers the hypothesis set by Wu and Zhang [2014] and Mu and Ye
[2011]; that output shocks stemming from China have no contemporaneous impact
on the oil market, but maintains the possibility that shocks stemming from the oil
market have contemporaneous implications on Chinese GDP growth. To this end we
implement the following identifying restrictions:
uQ,t
uP,t
uYW ,t
uYC ,t
 =

+ + + 0
− + + 0
+ − + ×
× × × +


eQ,t
eP,t
eYW ,t
eYC ,t
 .
The additional exclusion restrictions, which denote 0 imply that both oil production
and price do not respond to an output shock from China. A practical guide to the
8Specifically, Wu and Zhang [2014] find that Brent spot oil price changes effect the arrangement of
China’s oil imports but China’ oil imports do not have significant impact on Brent spot price changes.
In this paper, we consider both sides of the argument.
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implementation of the sign restrictions and the combining zero and sign restrictions
are provided in Appendix 4.7.3.
4.2.4 Generalized impulse response functions (GIRFs)
To investigate the significance of time variation within the propagation mechanism of
exogenous shocks we wish to conduct an inter-temporal comparison of the resulting
impulse response functions. One difficulty in creating impulse response functions
with time varying models is that they present non-linearities. For instance a direct
consequence of allowing for time varying shocks is that a one standard deviation
shock is not homogeneous amongst all time periods. This means that the scale of the
impulse responses will differ over time and a direct comparison of inter-temporal
propagation mechanisms can not be made. In order to facilitate the desired compari-
son of inter-temporal impulse response functions it is therefore necessary to establish
a benchmark scenario against which the time varying impulse responses can be as-
sessed. One simple benchmark used in Nakajima et al. [2011] is to set the size of the
shock equal to the time-series average of the stochastic volatility for each series over
the sample period. Set in this manner, the impulse responses present the effects of
an average-sized experimental structural shock’ hitting the VAR system. Another bench-
mark utilized by Chan and Eisenstat [2015a] is to simply use an identified shock from
a specified time period, such as the final period, to generate all inter-temporal IRFs.
The primary issue with either approach is that an average sized shock, or the ad hoc
selection of a specific period, fails to reflect the true nature of the economic condi-
tions in each time period. An alternative approach which better adopts the spirit
of employing a time varying model adopted by Baumeister and Peersman [2013a]
and Baumeister and Peersman [2013b] is to compute non-linear or generalized impulse
response functions (GIRFs) as in Koop et al. [1996]. Following Koop et al. [1996], the
GIRFs at each point in time are defined as:
GIRFt+k = E [yt+k|et, It]−E [yt+k|It] , (4.10)
where yt+k is the forecast of the endogenous variable k periods into the future, et de-
notes the structural shock at time t whilst It denotes the set of information available
at time t. It is important to note that this information set contains knowledge of the
states of all parameters, hyper-parameters and structural shocks up to time period t.
The first term in equation (4.10) denotes a forecast of the endogenous variables con-
ditioned on knowledge of a structural shock in et, whilst the second term is our
benchmark scenario in which the forecast is made with no knowledge of the shock
(i.e. et = 0). Thus, the GIRF is the difference between the conditional expectations
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of the endogenous variables taken with and without a structural shock. In practice,
GIRFs are computed numerically using Monte Carlo methods. A practical guide to
implementing the GIRFs is provided in Appendix 4.7.4.
4.3 Data
All models are estimated using quarterly data over the sample period 1992Q1-2015Q3.
The particular sample period is chosen mainly due to the availability of the time-
series data of China’s GDP. As mentioned previously, we employ a novel data set
constructed by Chang et al. [2015] in which the GDP series is revised so that it’s legit-
imacy is comparable to commonly used in the macroeconomic literature on Western
economies. In our study, real GDP growth is obtained by taking the first difference
of the natural logarithms.
Regarding the oil market variables, there are two main alternative oil price series
that have been widely used in the literature: the US refiners’ acquisition cost for im-
ported crude oil (IRAC) and the West Texas Intermediate (WTI) price of crude oil.
As it is generally considered to be the best proxy for the free global oil price market
[Baumeister et al., 2010], this paper uses the former price for the benchmark model.
To obtain a measure of the real oil price, the nominal price is deflated by the US Con-
sumer price Index. Oil production is the world crude oil supply. Since both of these
variables are of monthly frequency, we follow Baumeister and Peersman [2013a] and
transform them to non-annualized quarter-on-quarter rates of growth by taking the
first difference of the natural logarithm. For the sensitive analysis with regard to
the choice of the oil price variable, we also use WTI and apply the same method to
transform the series.
Finally, one issue with selecting data for global demand for oil is that it is not di-
rectly measured. In the recent literature, there are three main indicators that serve as
proxy’s for capturing the relevant dynamics of global oil demand.9 They include
global real economic activity index constructed by Kilian [2009] (Kilian’s index),
global industrial production (IP), and the metal price index published by Interna-
tional Monetary Fund (MI). Briefly, the index of global real economic activity is the
first proposal aiming to measure changes in the demand for industrial commodities
in global markets. Kilian [2009] uses data of dry cargo single voyage ocean freight
9See Caldara et al. [2016] for a discussion. Besides these three indicators, Hamilton [2014, 2015] have
recently proposed a multi-variable measure to reflect global economic conditions, including copper
prices, the foreign exchange value of the U.S. dollar, and the yield on 10-year U.S. Treasury securities.
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rate to proxy global real economic activity and applies a recursive VAR model to
identify the demand for crude oil. Although remaining a few drawbacks, this indica-
tor offers a good proxy and has been widely used in recent oil market VAR models.10
Studies using this index can be found in, for example: Baumeister and Hamilton
[2015b], Kilian and Murphy [2012] and Ratti and Vespignani [2013]. Next, IP data is
also in favour because it is widely available and collected at high frequency (monthly)
than GDP and not subject to large revisions [Melolinna, 2014; Caldara et al., 2016].
Hence, IP is a very reliable candidate since it can capture fluctuations of global eco-
nomic activity. The main limitation of this index is that it may be a lagging indicator
of global oil demand [Caldara et al., 2016]. Empirical research has employed IP as an
identified variable for the oil demand includes, for example: Baumeister et al. [2010];
Peersman and Van Robays [2012]; Melolinna [2014]; Caldara et al. [2016]; Iwaisako
and Nakata [2016]. Finally, the metal price index has recently been employed as an
alternative indicator of the health of the global economy. As argued by Caldara et al.
[2016], base metals are the lifeblood of industrial activity and hence purchase deci-
sions for metal inputs are related to expectations of future market conditions. The
authors further provide empirical evidence that the metal price index has a predictive
power for the business cycle.11 Appendix 4.7.1 provides a more detailed explanation
of the data description and sources. Due to it’s general popularity, in this paper,
we use the Kilian’s index for a benchmark model however IP and MI results are
included to examine the robustness of our findings. Whilst IP and MI are in form
of log-differences, KI variable enters the model in form of percent deviations from
trends.12
4.4 Empirical results
We begin our analysis with a discussion of model selection and then emphasize
the significance of allowing for time-varying volatility within the data. Hence, our
empirical results is estimated based on the TVP-VAR-SV model. We utilize the afore-
mentioned identification procedure to conduct innovations accounting procedures:
10See, for exmaple Melolinna [2012], Ravazzolo and Vespignani [2015] for critiques.
11Instead of using metal prices, Ravazzolo and Vespignani [2015] show that world steel production
is also the best monthly indicator of global economic activity.
12We conduct standard ADF unit root tests for all series. With the exception of KillianâA˘Z´s index
(KI) rejects the null at the 10%, all series reject the null of a unit root at the 1% level of significance.
Since the ADF test has low power in the presence of a unit root we further conduct a KPSS test which
shows a failure to reject the null of stationarity at the 1% level of significance. For further examination
we present results from a breakpoint unit root test for the KI by following Perron (1997). Allowing
for a structural break in the intercept of the KI, the Perron unit root test detects a break around 2002,
however the null hypothesis that KI has a unit root is rejected at the 1% level of significance. We prefer
the reader to our online Appendix for a more detailed discussion.
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(generalized) impulse response analysis and historical decompositions, aimed at in-
vestigating the effect of the oil price shocks and assessing the importance of the China
factor in global oil market fluctuations.
4.4.1 Model comparison results
Bayes factors for competing models are summarized in Table 4.1. Following Kass
and Raftery [1995] the Bayes factors are expressed in the natural logarithm. A con-
clusion can be drawn from this exercise is that the TVP-VAR-SV model is strongly
favored by all datasets. According to the guidelines from Kass and Raftery [1995] the
dataset with Kilian’s index overwhelmingly supports the TVP-VAR-SV model with
highest score (85.65). Similarly, the same conclusion can be drawn from an alter-
native criteria, the log-marginal likelihood. Results are reported in Table 4.2.13 For
interpretation purposes the model with the highest log-ML is the preferred model.
Therefore, again, all three data sets strongly support the TVP-VAR-SV model.
Table 4.1: Bayes factors for competing VAR models
TVP-VAR-SV TVP-VAR VAR-SV VAR
Kilian’s Index 85.65 -184.70 63.19 0.00
Industrial Production 75.67 -110.53 49.88 0.00
Metal Price Index 80.50 -83.61 56.69 0.00
Table 4.2: Log marginal likelihood (log-ML) for competing VAR models (numerical standard
errors in parentheses)
TVP-VAR-SV TVP-VAR VAR-SV VAR
Kilian’s Index -939.05 -1209.40 -961.51 -1024.70
(0.2407) (5.2328) (0.7323) (0.0031)
Industrial Production -681.38 -867.58 -707.17 -757.06
(0.527) (6.9238) (0.3814) (0.0027)
Metal Price Index -868.19 -1032.30 -892.01 -948.69
(0.1639) (4.2711) (0.3965) (0.0023)
In additional to the Bayes factor results we further investigate the usefulness of allow-
ing for time variation in the VAR model by conducting a Bai and Perron test of struc-
tural breaks on the individual equations of the proposed model (see Bai and Perron
[1998, 2003] for details). Each regression allows for up to 5 breaks in which the error
distributions are estimated under Newey-West standard errors with a Quadratic-
Spectral kernel and automatic bandwidth selection as determined by the Andrews
13Each log marginal likelihood estimate is based on 10000 evaluations of the integrated likelihood,
where the number of posterior draws was 25000 and burn-in periods was 15000.
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Table 4.3: Break dates for individual equations of the baseline VAR model by the Bai and
Perron test of structural breaks
Oil quantity Oil price Killian’s index Chinese real GDP
Break Date 1 1997Q2 1996Q3 1995Q4 1996Q1
Break Date 2 2000Q4 2000Q1 2001Q4 1992Q2
Break Date 3 2004Q4 2003Q2 2005Q1 2003Q1
Break Date 4 2008Q1 2008Q4 2008Q4 2008Q1
Break Date 5 2011Q2 2012Q1 2012Q2 2011Q2
automatic method and may differ across breaks.14 The estimation is completed by
using the Bai-Perron Global L breaks vs. none method with the Unweighted-Max F
(UDMax) test to determine the number of breaks, and set a Trimming percentage of
15, and a Significance level of 0.05. Finally, in line with the lag specification tests, the
lag length is fixed at 1 and the results for the break-dates are presented in Table 4.3.
The results provide evidence for the existence of five breaks in each of the respective
equations and thus provides further motivation for the use of a time varying VAR
model.
4.4.2 Estimated volatility
Having selected the best model we now investigate the relationship between China’s
growth and global oil markets. To begin this analysis it is useful to develop an insight
if the degree of time variation within the volatility of each of the series involved in
the analysis. To this end the variables of the benchmark model are displayed in Fig-
ure 4.1 whilst Figure 4.2 presents the posterior means of the estimated time-varying
standard deviations of the innovations in each of the variables. It is immediately
obvious that the innovations stemming from oil price and global demand shocks are
both much larger and of higher frequency as compared to those stemming from the
oil supply and Chinese macroeconomic growth. Given the high degree of variability
in the oil price and global demand shock volatility, it is not surprising that a standard
VAR which assumes homoscedastic innovations does not fit the data well. Looking at
each series independently, it is interesting to note that whilst China has experienced
extraordinary year on year growth over the sample period the volatility of the innova-
tions seems to be quite small. This observation supports the argument by Nakamura
et al. [2014]. It is also interesting to contrast the downward trend in the volatility of
the oil supply with the upward trend in both the oil price and global economic activ-
ity. Whilst the shocks are independent, it does seem to suggest a significant relation-
ship positive exists between the oil price and global economic activity, particularly
14We highlight 5 breaks is the maximum number allowed given our sample size.
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up to the start of the 2007/08 financial crisis. This being said, the lack of volatility on
the supply side of the market suggests that at least for the given sample period, oil
production has experienced little volatility with output being relatively stable. This
property is in line with Baumeister and Kilian [2016a], among others, who document
that the surge in global oil price in the past two decades mainly driven by an unex-
pected expansion of the global economy, emerging demand in Asian in particular.
1995 2000 2005 2010 2015
-3
-2
-1
0
1
2
3
pe
rc
en
t
Oil supply
1995 2000 2005 2010 2015
-80
-60
-40
-20
0
20
40
pe
rc
en
t
Oil price
1995 2000 2005 2010 2015
-60
-40
-20
0
20
40
60
80
pe
rc
en
t
Global demand
1995 2000 2005 2010 2015
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
pe
rc
en
t
Chinese GDP
Figure 4.1: The data
Note: (From left) Global oil production, real crude oil price, Chinese real GDP growth, global
real economic activity index (Kilian’s Index).
4.4.3 Impulse response functions
In this section we investigative the relationship between China’s macroeconomic
growth and the world oil market by considering the propogation of the identified
intertemporal structural shocks. We begin our analysis by examining the effects of oil
market shocks on China’s macroeconomic growth. Following Baumeister and Peers-
man [2013b], we normalize all structural shocks so that they lead to raise the real oil
price by 10 percent on impact at each point in time. The intertemporal generalized
impulse response functions for real Chinese GDP growth in response to an oil sup-
ply, specific demand and demand shock are shown in Figure 4.3. More specifically,
the figure shows the response corresponding to the first quarter of each calendar
year to an unanticipated increase in global real oil prices caused by either suddenly
changes in supply or demand factors. Two broad conclusions can be drawn. First,
the magnitude response of China’s output to the oil price shocks are small. Sec-
ond, throughout the sample period, the pattern responses of China’s output to the
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Figure 4.2: Estimated standard deviations of the structural shocks
Note: (From left) Global oil production, real crude oil price, global real economic activity
index (Kilian’s Index), Chinese real GDP growth. The shaded areas indicate 68 percent
posterior credible sets.
oil price shocks are not persistent. The first finding is consistent with evidence in a
recent study by Herwartz and Plödt [2016] who observe that the reaction of Chinese
real GDP to different global oil price shocks is relatively flat and insignificant. One
potential reason for these small effects could be the structure of Chinese economy.
As documented in Hamilton [2009] and further empirically supported by Aastveit
et al. [2015], the share of energy purchases in total expenditure is the key parameter
in determining the impact of an oil price shock. More precisely, Aastveit et al. [2015]
highlight the fact that per capital oil consumption in the US is 10 times lager than
that in China and the oil production pricing mechanism in China may prevent the
full pass-through of a higher international oil price to domestic users. Moreover de-
spite the Chinese economy being the worlds second largest oil importing nation, the
energy structure of the Chinese economy is coal-dominated.15 The second finding
reflects clearly that the structural effect of the oil price shocks on Chinese economy is
changing over time and implies the importance of allowing for time variation in ex-
amining the relationship between China’s output and the shocks of world oil prices.
Next, we present and briefly discuss the evolution over time of the impulse response
to specific oil shocks.
Oil supply shock: The responses to the oil supply shock are presented in the top-left
15The share of oil, coal and natural gas in total energy consumption, calculate based on 2013 IEA
statistics is 36%, 57% and 7%, receptively.
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Figure 4.3: GIRFs for Chinese GDP growth
Note: (Clockwise from top left panel) Responses to the oil supply, oil specific demand, China’s
output and global demand shock.
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Figure 4.4: Time-varying median impact impulse responses of China’s output
Note: (From left) Responses to the oil supply, specific demand and demand shock. The
shaded areas indicate 68 percent posterior credible sets.
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graph in Figure 4.3. The results show that output in China slightly falls by unan-
ticipated increases in global oil prices driving by the disruption of oil production.
But, as is clearly captured by the figure, the impact response changes over time. A
few years before and after the Asian crisis in 1997, the global supply shock did not
matter for the economy. This dynamic effect, again, is reflected more clearly in the
first column in Figure 4.4 which displays the median responses of China’s output
to the supply shock after four quarters the shock occurs. We find that the response
of output was slightly positive in 1996 and 1999. However, for alternative horizons
output responds negatively to the oil supply shock. More specifically, the negative
impact was lager during the period from 2002 to 2008 when the global economy ex-
perienced the most remarkable surge in the price of oil since 1979.
Oil specific-demand shock: The top-right graph in Figure 4.3 shows the response of
Chinese real GDP growth to the specific-demand shocks. The shock is defined as
a surprisingly increase in global oil prices that is not related to changes in oil pro-
duction or global economic activity. As can be seen from the graph, the response of
output to the shock also changes over time but less volatile than that of the above
supply shock. Broadly speaking, the impact of the specific demand shock is largest
than that of other shocks in terms of scale. The scale of the response can bee seen in
the second column in Figure 4.4. We also observe a deeply negative impact over the
period of the great sure of oil price of 2002-2008.
Oil demand shock: The bottom-left graph in Figure 4.3 characterizes the response of
China’s output to the oil demand shock. Throughout the sample period, China’s
output responds positively for the quarter in which the oil demand shock occurs.
A few negative impacts appear during the Asian financial crisis time (1997) but the
magnitude of those changes are negligible. The last column in Figure 4.4 plots the
median response and provides clearly the pattern of impact. We find that an increase
in global oil prices caused by raising global demand has a positive effect on Chinese
real GDP growth in the years after the global financial crisis of 2008. Before 2008, the
oil demand shock produces negative impact on Chinese GDP growth, especially in
the year that the Asian crisis occurs. Interestingly, looking at the two recent crises,
the Asian financial crisis 1997 and the global financial crisis 2008, we observe that the
effect of the oil demand shock in the former crisis is deeper than the latter event.
Whilst this study is the first to estimate the time-varying effects of different oil shocks
to China’s output, it is nonetheless interesting to compare the results with related
studies. The most relevant studies can be found in work conducted by Herwartz
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and Plödt [2016] and Zhao et al. [2016]. Both of these studies differentiate between
an oil supply and demand shock but they apply different methods; Herwartz and
Plödt [2016] utilize a CVAR model whilst Zhao et al. [2016] obtain their results by
simulating a dynamic stochastic general equilibrium (DSGE) model. With regards to
the supply shock on output, Herwartz and Plödt [2016] find a negligible effect while
Zhao et al. [2016] show a more clearly negative impact. The same conclusion can be
drawn for the scenario of the specific demand shock. The reaction of Chinese real
GDP to the specific demand shock is flat in Herwartz and Plödt [2016] but negatively
in Zhao et al. [2016]. Under the demand shock, finally, both of these studies agree
that the shock produces a positive impact on output in China. Our results are not
only in line with the previous results but also provide richer information. Whilst we
agree that both the oil supply and specific demand shock can harm the economy,
the results presented here show that such shocks also stimulate GDP growth. This
view is supported by Aastveit et al. [2015], who find that an adverse oil supply can
produce a positive impact on GDP in Asia, and in China in particular. Similarly, the
oil demand shock can bring benefits to the country but not all horizon in our sample
period. In closing, we highlight the fact that the response of China’s output to the
price of oil is not a simple constant relationship but is in fact evolving over time.
4.4.4 The China factor in global oil market fluctuations
In this section we quantify the China factor by looking at historical decompositions in
which we suppose that China’s output shock can generate contemporaneous global
oil market fluctuations. Figure 4.5 displays the actual time series of oil production,
oil price and the index of global demand along with the contribution of each variable
to the fluctuations in the actual series. Intuitively, the closer the two lines are, the
better the shock can explain the movement of the interested variable. By looking at
the fourth column it is immediately obvious that China’s output has had a negligible
role in explaining the evolution of global oil supply. Instead, the quantity of oil is
mostly explained by the oil price shock and the global demand condition fluctuation
(see the second and third graph of the first row). Similarly, the oil price movement
was not neither explained by the China’s output shock, evidently shown in the last
graph of the second row in the figure. In fact, the main driver of the changes in the
global oil price was the shock of global demand in our sample. We therefore con-
clude that when considering international crude oil market fluctuations the China
factor is found to be erroneous.
We highlight that this result supports the views of Wu and Zhang [2014] and Mu
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Figure 4.5: Historical decompositions of oil market variables
Note: Actual series in orange and median contribution in blue. World oil production growth
(Y1), real oil price growth Y2 and real economic activity index (Kilian’ index) (Y3) with respect
to oil supply shocks (V1), oil specific demand shock (V2), oil demand shock (V3) and China’s
output shocks (V4).
and Ye [2011] as mentioned in Section 4.2.3, but is out of line with those in Liu et al.
[2016] and Chen et al. [2016b]. One possible reason for these contrasting results is
that neither of these studies take into account the impacts of global economic activity.
More precisely, Liu et al. [2016] assume that only the US and China are representative
of global oil demand. Hence, they find that China plays a crucial role in explaining
global oil price changes. Next, Chen et al. [2016b] also conclude that over the period
from January 1997 to January 2012 China’s oil consumption share appears to be the
second most important factor determining global oil prices while the main factor is
attributed to either OECD oil supply restrictions or speculation. We note, however
that this findings are in stark contrast with the mainstream view that during this
period the price of oil was lead by factors related to the global demand rather than
the supply side (see Baumeister and Kilian [2016a] for a nice survey).
To further elicit this insight we investigate whether the proposed results in the previ-
ous section on the median responses are consistent with an alternative identification
procedure which combines sign and zero restrictions. The median impact response
of China’s output to the oil shocks are displayed in Figure 4.6. The key take away is
that if China’s output disturbances are not allowed to affect the oil market, the im-
pacts of the oil shocks are still consistent with results obtaining from the benchmark
identification, and thus our main conclusions are unchanged.
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Figure 4.6: GIRFs for Chinese GDP growth
Note: (Clockwise from top left panel) Responses to the oil supply, oil specific demand, China’s
output and global demand shock identified by combining sign and zero restrictions
4.5 Robustness
In this section we conduct a sensitivity analysis of the main results by repeating
the exercise with two alternative data compositions. As discussed in Section 4.7.1,
instead of Kilian’s index, industrial production index (IP) and metal price index (MI)
are also used as the indicator of global economic activity. It is therefore necessary
to determine whether our results hold under these alternative measures. Figure 4.7
display the comparison of the median response of Chinese GDP growth to the oil
price shocks between the differently alternative indicators of global demand: Kilian’s
index (KI), IP and MI. Overall, the impact directions of the oil shocks to output
are consistent with the patterns finding in the benchmark model. In regards to IP,
the effect of oil supply and demand shock does not change our main conclusion
however the reaction of output to the specific oil demand shock is certainly of larger
magnitude. A similar result is obtained when using the MI as a proxy for global
oil demand. Specifically, observe that the effect of the oil supply shock is positive
while both the special demand and global demand shock is negative at all horizon.
One reason for this may be that China is one of the worlds largest metal producing
countries. For instance, according to the latest official statistics, China is the number
one steel producing country in the world.16 We highlight that this fact implies that
the MI indicator of global demand would cause an identification issue in the sense
that China plays a crucial role in global metal markets and thus contributed greatly
16Source: World Steel Association (World Steel in Figures 2016): http://www.worldsteel.org/
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to the overall value of the MI. We also investigate the sensitive of our results by
using the alternative oil price measure: the WTI spot oil price. The comparison of
the median response of China’s output to the WTI oil price shocks are presented
in Figure 4.8. We find that the dynamic response of Chinese GDP to the global oil
market shocks is not sensitive to different oil price measures.
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Figure 4.7: Time-varying responses of China’s output to IRAC
Note: (From left) Responses to the oil supply, specific demand and demand shock
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Figure 4.8: Time-varying responses of China’s output to WTI
Note: (From left) Responses to the oil supply, specific demand and demand shock
§4.6 Conclusion 73
4.6 Conclusion
In this chapter, we utilized a class of time-varying Bayesian VAR models to provide
an empirical evidence on the time-varying relationship between China’s output and
global oil market shocks. Formal Bayesian model comparison techniques revealed
that the TVP-VAR-SV model was preferred to it’s time invariant counterparts. The
selected model allowed then us to capture key structural changes in the relationship
between Chinese economic growth and the global oil market, which a traditional
constant parameter VAR model would be unable to detect. The structural shocks
were then identified using a sufficiently rich set of sign restrictions which disentan-
gled underlying sources of the global oil price shifts into three categories: supply
shocks, oil specific demand shocks and demand shocks, each of which had differ-
ent impact on Chinese GDP growth. We then applied two alternative identification
schemes to test the statistical significance of the China factor in explaining global oil
market fluctuations.
In summary, we derived three key results: First, the impacts of the global oil price
shocks on China’s output are small and temporary in nature; Second, the supply
and specific oil demand shock tend to produce a negative impact on China’s output.
However, in recent years, the demand shock has a positive impact; Third, historical
decompositions showed that output shocks in China had no significant impact on
both oil production and oil price movements over the sample period. In other words,
the China factor plays an insignificant role in the global oil market. Taken together
our analysis has provided new evidence on endogenous oil price shocks and their
impacts on China’s output. These results not only emphasize the importance of un-
derstanding the source of the oil price changes, and in turn, their different effects
on the economy, but also feature the time-variation property of the responses of oil
price shift to structural shocks.
We highlight that we have only shown the presence of a time varying relationship
between Chinese economic growth and global oil market fluctuations. Future re-
search investigating the possibility and significance of a time varying relationship
between broader energy price dynamics and Chinese macroeconomic variables is still
required. It would also be interesting to consider the relationship between China’s
economic growth and price cycles in world commodity markets. We plan on tackling
both of these topics as future research.
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4.7 Appendix
4.7.1 Data description and sources
Oil market variables: Data on all-oil related variables were obtained from the US En-
ergy Information Administration (EIA) and the International Energy Agency (IEA).
The real oil price is the monthly average of nominal refiner acquisition cost of im-
ported crude oil in US dollars per barrel, deflated using monthly US CPI (in 1982-
1984 prices). According to Kilian [2009] and Baumeister et al. [2010], this price is
considerably the best proxy for the free market of imported crude oil in the liter-
ature. Global oil production is the seasonally adjusted monthly average of world
crude oil production in thousand barrels per day reported by EIA’s Monthly Energy
Review.
Global economic activity indicators: There are three alternative measures used in
this paper: (1) the index of global real economic activity introduced in Kilian [2009].17
The data was retrieved from Lutz Kilian’s web page and the monthly series was con-
verted to quarterly series by taking the average; (2) the index of industrial production
(IP). We used the world monthly (production weight) IP index constructed by CPB
Netherlands Bureau for Economic Policy Analysis (CPB).18 The index covers 97% of
global industrial production. CPB publishes two data sets. The first data set starting
from 1991 to 2010 are constructed on a fixed base year 2000. The second series are
from 2000 to 2016, constructed on a fixed base year 2005. Hence, we connect the two
series by calculating growth rates based on the second series. We then seasonally
adjust the monthly data and calculate the quarterly values by taking average of the
monthly growth rates; and (3) the index of metal prices published by IMF (code:
PMETA).19 We first seasonally adjusted the series and then expressed in real terms
using the U.S CPI. The quarterly frequency is calculated by taking the average of the
monthly series and enters to our model in the form of log de-trended.
China’s output: China’s output is real quarterly GDP published by Center of Quan-
titative Economic Research of Federal Reserve Bank of Atlanta, datasets released on
Mar 16, 2016.20
17Data is available at http://www-personal.umich.edu/ lkilian/reaupdate.txt
18Data is available at http://www.cpb.nl/en/data
19Data is available at http://www.imf.org/external/np/res/commod/index.aspx
20Data is available at https://www.frbatlanta.org/cqer/research/china-macroeconomy/?panel=1
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4.7.2 MCMC algorithm
In this Appendix we provide details of the initial conditions, priors and Markov
Chain Monte Carlo (MCMC) procedures used to estimate the models as specified in
Section 4.2. Specification of the initial conditions and prior distributions in each of the
models are in line with Chan and Eisenstat [2015a] and Chan and Grant [2014] which
provide the framework for the model comparison exercise presented in Section 4.2.2.
Specifically, when considering the TVP-VAR-SV model, we follow Chan and Eisenstat
[2015a] and let the initial conditions of the state equations take the following forms:
β1 ∼ N (0, 10 · Ik) , a1 ∼ N (0, 10 · Im) , h1 ∼ N (0, 10 · In). Next, priors for the degree
of freedom parameters in the Inverse-Gamma distributions associated with the i-th
diagonal of the covariance matrices of the state equations are taken to be: νβ =
νaj = νhi = 5, whilst the scale parameters are set so that the prior means are 0.1
2
respectively. Note that in order to distinguish between VAR coefficients and intercept
terms, the prior means are set to 0.012 for the former and 0.12 forthe latter. Next,
when considering models with either constant parameters or covariance matrix we
follow the prior specifications set out in Chan and Grant [2014]. Specifically, in the
former case set β¯0 = 0 and V¯β = 5 · Ik, whilst in the latter case set νΣ = n + 3 and
SΣ = In.
Next, to estimate the TVP-VAR-SV model, posterior draws are obtained by a 6 block
Gibbs sampler that cycles though:
1. p
(
β|y, h, a,Ωβ,Ωh,Ωa
)
2. p
(
h|y, β, a,Ωβ,Ωh,Ωa
)
3. p
(
a|y, β, h,Ωβ,Ωh,Ωa
)
4. p
(
Ωβ|y, β, h, a,Ωh,Ωa
)
5. p
(
Ωh|y, β, h, a,Ωβ,Ωa
)
6. p
(
Ωa|y, β, h, a,Ωβ,Ωh
)
Sampling from these conditional distributions is traditionally conducted using Kalman
Filter based algorithms as in Carter and Kohn [1994] and Frühwirth-Schnatter [1994a]
(see, e.g. Primiceri [2005]). Here we make use of efficient estimation algorithms
which exploit the fact that the precision matrices are sparse. Specifically, sampling
from blocks 1,3,4,5 and 6 is completed via precision sampler techniques developed by
Chan and Jeliazkov [2009], whilst block 2 makes use of the auxiliary mixture sam-
pler developed by Kim et al. [1998] along with an efficient algorithm put forth by
Chan and Hsiao [2014]. As discussed in Section 4.2, since all other models are nested
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versions of the TVP-VAR-SV model they can be estimated by straightforward modifi-
cations of this sampling procedure. To allow for convergence of the Markov chain to
a stationary distribution, in all models we obtain 25000 posterior draws, discarding
the first 5000 draws as a burn-in period.
4.7.3 Identification by sign & zero Restrictions
Implementation of the identification procedure discussed in Section 4.2.3 is con-
ducted by following the procedure set out in Baumeister and Peersman [2013a],
adopted from Rubio-Ramirez et al. [2010]:
1. Take the eigenvalue-eigenvector decomposition of the reduced form covariance
matrix: Σt, so that Σt = PtDtP′t where Dt is a diagonal matrix of eigenvalues
and Pt is a matrix of corresponding (right) eigenvectors.
2. Draw a random n× n matrix K from the standard normal distribution i.e. K ∼
N (0, In) - note that each draw is independent.
3. Take the QR decomposition of K so that K = QR where Q is an orthogonal
matrix and R is an upper triangular matrix.
4. Compute the time varying impact matrix At = PtD
1
2
t Q
′.
(a) To add zero restrictions, perform a change of basis on At via post-multiplication
with the required Givens rotation matrix, G(i, j, θ). This creates a trans-
formed matrix denoted A˜t in which the i, j-th element is zero.
5. Check that the proposed matrix satisfies the restrictions outlined in in Sec-
tion 4.2.3. If yes, keep it. Otherwise, discard it and redraw K.
Note that Step 4 (a) is not a part of the original algorithm proposed by Rubio-Ramirez
et al. [2010] but instead adopted from Haberis and Sokol [2014]. For this reason, it
is useful to outline the procedure to construct the transformed matrix A˜t. To this
end, recal that given a full rank matrix of size n; denote this as A, then the Givens
rotation matrix associated with the annihilation (or zeroing out) of the i, j-th element
of A, denoted G (i, j, θ), is constructed by taking an n× n identity matrix and setting
elements gii = gjj = cos (θ) and elements gij = sin (θ) and gji = − sin (θ). Defined
in this manner, Givens rotations matrices are, by construction, orthonormal matri-
ces. This means that G (i, j, θ)G (i, j, θ)′ = In and the orthogonality of the structural
shocks obtained under the identification procedure set out by Rubio-Ramirez et al.
[2010] is preserved.
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4.7.4 Generalized impulse response analysis
Following Koop et al. [1996], the Monte Carlo integration procedure used to com-
pute the non-linear generalized impulse response functions for the VAR-SV model
discussed in Section 4.2.4 is outlined as follows:
1. Take a Gibbs draw of the states; βt, h•,t and at, using the algorithm in Ap-
pendix 4.7.2
2. Identify the time varying structural impact matrix: At, using the algorithm in
Appendix 4.7.3
3. Using the Gibbs draws of the current states along with the impact matrix, simu-
late future paths of the elements in the covariance matrix: h•t and at, 20 periods
into the future.
4. Using the impact matrix found in Step 2, recover the structural innovations
using the identity: ut = Atet, where ei,t ∼ N (0, 1) and i ∈ {1, 2, 3, 4}. The
benchmark model is then given by: E [yt+k|It] , where It denotes the informa-
tion set up to time t.
5. Using the structural innovations found in Step 4, compute the contemporane-
ous impact of a unit shock using the identity: u˜t = Ate˜t. For instance if we
shock y1,t then e˜t = (e1,t + 1, e2,t, e3,t, e4,t) where ei,t is the i-th entry of et. The
model with the shock is then given by: E [yt+k|e˜t, It], where It denotes the
same information set in Step 4.
6. Derive the generalized impulse response functions by taking the difference be-
tween the shocked model in Step 5 and the benchmark model in Step 4.
We repeat this procedure every 100th draw from the stationary distribution obtained
in the MCMC Algorithm described in Appendix 4.7.2. This yields a set of 2000
responses of the four endogenous variables over the accepted rotations at each point
in time. The representative impulse responses at each point in time are then taken to
be the median of this distribution.
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Chapter 5
Time-varying Macroeconomic
Effects of Energy Price Shocks: A
New Measure for China
5.1 Introduction
Despite the important of China as a major economic player and energy consumer in
the world, there has seen a small literature on the relationship between energy price
shocks and China’s macroeconomic variables (Tang et al. [2010] Du et al. [2010],
Cunado et al. [2015], Wei and Guo [2016], Herwartz and Plödt [2016] and Cross
and Nguyen [2017a]). Consistent with existing literature in the US and other devel-
oped economies, the standard approach to modeling energy price shocks has been
to examine the effects of an exogenous, unanticipated rise in the price of imported
crude oil prices (see, e.g., Hamilton [1983], Kilian [2008a, 2009, 2014], Peersman and
Van Robays [2009], Peersman and Van Robays [2009], Lippi and Nobili [2012] or
Baumeister and Peersman [2013b] among others). While an examination of the rela-
tionship between oil price shocks and Chinese macroeconomic variables is of interest
in it’s own right, a deeper investigation into the structure of China’s quarterly energy
expenditure shares reveals that the use of oil prices as a proxy for modeling more
general energy price shocks paints an incomplete picture. After establishing this fact,
the objective of this paper is to propose a new index of quarterly energy prices, which
accurately reflects both the structure of China’s total energy expenditure shares on
primary commodities, along with intertemporal fluctuations in international energy
prices. Once established, the index is then used alongside three key macroeconomic
variables; inflation, real GDP growth and a short term interest rate, to investigate the
effects of energy price shocks on China’s macroeconomy over the past two decades.
To provide evidence in support of the claim that oil prices are not a good proxy for
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more general energy price dynamics, Figure 5.1 compares the expenditure shares on
primary energy commodities: coal, crude oil and natural gas, within China and the
US, over the period 1993Q1-2016Q2.1
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Figure 5.1: Primary energy consumption share by fuel type (1993-2016)
Note: Data is retrieved from EIA database website (World Energy Balances), measured in
energy units: thousand tonnes of oil equivalent (ktoe). Shares in 2015 and 2016 are assumed
equal to the previous year 2014.
Two points are worth emphasizing. In the first instance, while oil expenditure is
clearly the dominant share of total energy expenditure in the US, the data reveals
that coal, not oil, is the major source of energy expenditure in China. More precisely,
the total expenditure on oil in the US contributed around 70 percent of the primary
commodity energy expenditure share, with coal and natural gas contributing the re-
maining 30 percent. In contrast, oil expenditure in China’s economy accounts for just
34 percent of the total energy expenditure share, with coal contributing to 62 percent
and natural gas the remaining 4 percent. In addition to this fundamental difference
in average expenditure shares, we also highlight the fact that while the primary en-
ergy expenditure shares in the US are relatively stable, China’s expenditure shares
have significantly changed over time. More precisely, the total energy expenditure on
oil in 1993 was just 24 percent of total energy consumption, compared to 35 percent
in 2016. Similarly, the total energy expenditure on natural gas has grown from just 2
percent in 1993 to 8 percent in 2016.
Combined together, these simple empirical facts suggest that the common use of
oil prices as a proxy for more general energy price dynamics in studies on the US
economy, does not extrapolate to the case of China. Instead, since it comprises the
1As later discussed in Section 2, this sample period corresponds to the longest set of available data
for China’s macroeconomic variables. We also highlight the findings of a recent report from the US
Energy Information Administration (EIA), which stated that the combined expenditure on these three
primary energy commodities accounted for 91 percent of total China’s energy consumption in 2012,
compared to 81 percent in the US.
§5.1 Introduction 81
highest average expenditure share, a superior proxy is provided by coal. That being
said, the second observation suggests that a superior proxy to using coal prices can
be obtained by an energy price index that accurately reflects both the the structure
of China’s energy expenditure shares along with fluctuations in international energy
prices. For this reason, the first objective of this paper is therefore to develop such
an index. Once established, we then investigate the effects of energy price shocks on
China’s macroeconomy over the past two decades.
To this end, our empirical analysis employs a sufficiently rich set of time varying
BVAR models: a traditional constant parameter VAR, a time varying parameter VAR,
a constant parameter VAR with stochastic volatility and a fully flexible time varying
VAR with stochastic volatility. The motivation for this set of econometric models
stems from the recent work of Cross and Nguyen [2017a], who show that when
modeling the relationship between China’s economic growth and global oil price
shocks, a time-varying parameter BVAR with stochastic volatility provides superior
in-sample fit as compared to its time-invariant counterparts.2 To elicit a distinction
between any sources of time variation within the endogenous relationship between
energy prices and China’s macroeconomy and any time varying volatility in any of
the innovations, we conduct a formal Bayesian model comparison exercise through
which the relevant features of the data are identified. After selecting the best reduced
form model, the associated structural VAR (SVAR) is identified through the use of a
new set of agnostic sign restrictions, which are motivated by structural differences
between China and the US.
Our analysis yields three intriguing results. First, from a modeling perspective, the
time varying parameter VAR with stochastic volatility is shown to provide the best
in-sample fit of the data. Next, positive energy price shocks have consistently gener-
ated economic stagflation over the past two decades. Interestingly, while the inflation
responses are consistent over the inflation period, the real GDP responses have de-
creased by around half over the sample period. Next, the interest rate responses are
found to depend on the choice of monetary policy instrument. More precisely, the
response of the PBOC bank rate to an energy price shock was found to be increasing
over the sample period, suggesting that the PBOC is becoming more focused on in-
flation stabilization as compared to facilitating output growth. On the contrary, the
2Since it is closely related to our current paper, we highlight two major distinctions between Cross
and Nguyen [2017a] and the present study. First, the development and use of the energy price index
allows us to model more comprehensive energy price dynamics than those attributed to oil prices.
Next, the present study seeks to investigate the relationship between energy price shocks and China’s
macroeconomy in general, not just real GDP growth.
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results under the required reserve ratio were found to be consistently positive over
the sample period. These results are shown to be robust to both official national data
and those developed by Chang et al. [2015], thus strengthening the conclusion that
energy price shocks have of significant time varying effects on China’s macroecon-
omy.
The remainder of the chapter is organized as follow. First, Section 5.2 presents the
new energy price index and data sources. Next, Section 5.3 outlines the econometric
methodology including the various model specifications, model comparison tech-
niques, identification strategy and computation of the non-linear impulse response
functions. Sections 5.4 and 5.5 then present the results along with various robustness
checks. Finally, Section 5.6 concludes.
5.2 Data and index creation
5.2.1 Index creation
As highlighted in the introduction, a compelling index of quarterly energy prices
must not only reflect fluctuations of international energy prices but also the dynamic
structure of China’s total energy expenditure shares. One natural way to incorporate
these features into an energy price index is to utilize a simple dynamic weighted
average of the world prices of coal, oil and natural gas in which the time varying
weights are based on the annual share of total energy expenditure. To this end, let
I(q,y) denote the the value of the index in a particular quarter of a given year. Then:
I(q,y) =∑
i
δpi ,(q,y)ωi,(•,y),
where δpi ,(q,y) and ωi,(•,y) respectively denote the growth in the price and associated
weight of the i-th energy commodity, with i = coal, gas, oil. The notation (•, y) is
used to emphasize the fact that the weights are held constant across quarters but are
time varying over years.
The reason for choosing the growth in prices instead of the price level is that the
price of primary energy commodities are measured in different units that are not
directly comparable. More precisely, the international price of crude oil is given by
the monthly average of Dubai Fateh 32 API price in US dollars per barrel, the price
of coal is the monthly average of Australian thermal coal price in US dollar per met-
ric tons, and the price of natural gas is the monthly average of imported liquefied
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natural gas in Japan in US dollar per million BTU (British Thermal Unit). All of these
time series are available from World Bank.3 To obtain quarterly real price series, the
monthly nominal prices are first deflated using monthly US CPI and then converted
to quarterly data by taking the corresponding three month averages. Next, China’s
annual energy expenditure on coal, crude oil and natural gas were retrieved from
IEA database, measured in tonne of oil equivalent unit. These annual measures are
then converted to quarterly frequency through a linear interpolation procedure in
which we assume that the structure of China’s expenditure shares does not change
within a given year.
The resulting growth rates of the energy price index along with the growth rate of oil,
coal and natural gas prices are displayed in Figure 5.2. By construction, the growth
in the energy price index reflects a weighted average of all fluctuations in the prices
of these three commodities.
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Figure 5.2: Evolution of the growth rate of the real price of oil, coal, natural gas and energy.
5.2.2 Discussion of the Index
Before proceeding we address two natural concerns that may arise in regards to the
creation of a new index. In the first instance, we discuss why previously established
world energy price indexes, such as those published by the International Monetary
Fund (IMF) and World Bank, are not appropriate when examining the effects of en-
ergy price shocks on China’s macroeconomy. Next, we address the query of whether
3Source: http://www.worldbank.org/en/research/commodity-markets.print
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using international energy prices is an appropriate metric for our study.
To respond to the first of these concerns, first note that the IMF uses the volume
of world export of crude oil, coal and natural gas product to compute weights for
its energy price index which is updates about every five years. More precisely, the
weights in this index are derived from the relative trade values compared to the
total world trade as reported in the UN Comtrade database using a Laspeyres index
approach in which crude oil, coal and natural gas are weighted 85 percent, 4 percent
and 11 percent, respectively. Conversely, World Banks index is designed for low
and middle income countries with fixed weighs of crude oil, coal and natural gas
expenditure in which the weights are 4.7 percent and 10.8 percent. In light of these
definitions, we note that while the primary energy commodities considered in our
analysis are identical with those used in the IMF and World Bank, as discussed in
the introduction, our objective is to design an index that accurately represents the
evolving structure of the Chinese economy. To help illustrative this point, Figure 6.2
displays the comparison between the quarterly growth rate of the real Chinese energy
price that we construct and the real global energy prices calculated based on data
published by the IMF and World Bank. Two points are worth noting. First, the
directions of the fluctuations in each of the indexes is quite similar. This comes
about because the underlying price data in our index is identical to those used by
the IMF and World Bank indexes. Next, the magnitude of these fluctuations is much
smaller for the China specific energy index as compared to the IMF and World Bank
counterparts. This result is reflective of the fact that each of the indexes use different
weights in their calculations. This also because the weight of coal is higher for China,
than most countries, while coal prices do not fluctuate much.4
To respond to the second query, we argue that the answer is yes; on the grounds that
our sample commences in 1993. Prior to 1993, there was a little connection between
the Chinese market and the broad global energy market. Since then, an increasing
shortage in domestic energy supply has resulted in the gradual relaxation a centrally
planned energy sector towards a market-oriented mechanism.5 This microeconomic
reform started in the coal industry, where a system of dual track pricing was intro-
duced as an incentive to increase coal production. One year later, the oil market also
received a major reform in which state-regulated prices were completely replaced by
an international price mechanism. A similar reform for the natural gas industry came
in 1997. Empirical support for the integration of China’s energy industry with the
4Before 2014, coal prices were determined 2 year contrasts, thus, the prices were not spot prices.
5For an overview of China’s energy product pricing mechanism see, for example, He et al. [2013b];
Zhang and Xie [2016]; Guo et al. [2016] or He et al. [2016].
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Figure 5.3: The growth rate of Chinese energy price (by authors) and global energy price (by
the IMF and World Bank)
international energy markets has been provided by He et al. [2013b], who find a high
degree of correlation between Chinese and international oil prices. For instance, do-
mestic oil prices closely follow the movement of global oil prices with the lag of one
or two months. Their study also finds high degrees of co-movement between Chinese
coal prices are the price of coal in Australia. More recently, Zhang and Xie [2016] fur-
ther investigate the energy pricing mechanism in China, concluding that domestic
prices tend to follow international prices. They suggest that economic agents have
learned that the domestic prices closely follow their international counterparts and
thus form expectations based on fluctuations in global energy markets.
5.2.3 Data
To analyze the relationship between energy price shocks and China’s macroeconomy,
we use the following set of macroeconomic variables: real GDP, GDP deflator infla-
tion and a short-term interest rate. All data in the main study is sourced from the
CEIC Asia Database in which the original source is the National Bureau of Statistics
of China and The People’s Bank of China (PBOC).6 To capture the cyclical compo-
nent of the data, both Real GDP and inflation are are linearly de-trended prior to
estimation.
To address concerns relating to the quality of official Chinese macroeconomic data
6Since The National Bureau of Statistics of China only publishes quarterly real GDP or GDP deflator
from 2001. For this reason, real GDP is obtained by adjusting nominal GDP by the GDP deflator, where
the latter variable is sourced from the Federal Research Bank of Atlanta website.
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(see, e.g., Fernald et al. [2013]; Nakamura et al. [2014]; Holz [2014] or Cross and
Nguyen [2017a]), all main results are subjected to a sensitivity analysis in which we
re-estimate the models with real GDP and inflation data as developed by Chang et al.
[2015].7 Next, recent literature has highlighted the fact that The PBOC has used a
range of different monetary instruments to conduct its policy.8 For instance, Fernald
et al. [2014] use a broad set of Chinese economic indicators from 2000M1 to 2013M9
and provide evidence that Chinese monetary policy in China has moved closer to
those of Western market economies through the utilization of a single bank rate.
Following this result, the short-term, interest rate in our main analysis is taken to be
the PBOC bank rate (less than 20 days). Sensitivity analysis of these results by using
the required reserve ratio as alternative measures of monetary policy is presented in
Section 5.5.
5.3 Empirical methodology
This section begins by describing the set of Bayesian time varying VAR models used
to distinguish between time variation in the endogenous relationship between energy
prices and the Chinese economy and any volatility in the innovations. Once estab-
lished, the first step in our empirical analysis is to conduct a formal Bayesian model
comparison exercise to distinguish between relevant features of the data. Having
established the best model, we then propose a new set of agnostic sign restrictions to
identify a set of structural shocks. These structural shocks are then used within gen-
eralized impulse response functions to investigate the effects of energy price shocks
on China’s macroeconomy.
5.3.1 A VAR model with time varying parameter and stochastic volatility
Following Primiceri [2005], the traditional VAR(n,p) model can be extended to a time
varying parameter VAR with stochastic volatility (TVP-VAR-SV) model by adopting
a state space representation with measurement equation defined by:
yt = bt + B1,tyt−1 + · · ·+ Bp,tyt−p + ut, ut ∼ N (0,Σt) , (5.1)
where yt is an n× 1 vector of variables of interest, bt is an n× 1 vector of time varying
intercepts, Bi,t, i = 1, . . . , p, are n× n matrices of time varying VAR coefficients and
Σt is an n× n time varying error covariance matrix.
7This data is sourced from the Federal Research Bank of Atlanta website.
8For empirical work on such controversial issues pertaining to Chinese monetary policy, the reader
is referred to Xiong [2012]; He et al. [2013a]; Fernald et al. [2014] and Chen et al. [2016a].
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For estimation purposes (5.1) can be written in the form of a seemingly unrelated
regression (SUR) model:
yt = Xtβt + ut, (5.2)
where Xt = In ⊗
[
1 y′t−1 . . . y
′
t−p
]
and βt = vec
([
bt B1,t . . . Bp,t
]′)
9.
The time varying error covariance matrix in (5.1) contains time varying variance
and covariance terms. Estimation of the model thus requires identification of each
element within the matrix. To this end, Primiceri [2005] proposes a factorization in
which the error covariance matrix is decomposed into two distinct matrices; Lt and
Dt, in which Lt is a lower triangular matrix with ones along the main diagonal and
time varying contemporaneous interactions amongst the endogenous variables in the
lower portion of the matrix and Dt is a diagonal matrix of exogenous time varying
disturbances. Formally, we have:
Σt =
(
L′tD−1t Lt
)−1
. (5.3)
For instance, if n = 4 then:
Lt =

1 0 0 0
a21,t 1 0 0
a31,t a32,t 1 0
a41,t a42,t a43,t 1
 , Dt =

eh1,t 0 0 0
0 eh2,t 0 0
0 0 eh3,t 0
0 0 0 eh4,t
 .
To complete the state space representation we need to specify the various laws of
motion for the time varying states. To this end, let h•,t = (h1,t, . . . , hn,t)′ and hi,• =
(hi,1, . . . hi,T)
′. That is, h•,t is an n × 1 vector obtained by stacking hi,t by the first
subscript whilst hi,• is the T × 1 vector obtained by stacking the second subscript.
Next, let at denote the vector of time varying contemporaneous interaction terms
collected row wise from Lt i.e. at =
[
a21, a31, a32, . . . , an(n−1)
]′
so that at is an m× 1
vector of parameters where m = n (n− 1) /2. With this notation in mind, the laws of
motion for the time varying states are given by:
βt = βt−1 + νt, νt ∼ N
(
0,Ωβ
)
, (5.4)
at = at−1 + ψt, ψt ∼ N (0,Ωa) , (5.5)
h•,t = h•,t−1 + ηt, ηt ∼ N (0,Ωh) , (5.6)
9Note that ⊗ denotes the Kronecker Product and vec (·) is a vectorization operation that takes the
intercept and the VAR coefficients and stacks them into a k × 1 vector equation by equation where
k = n (n + 1).
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for t = 2, . . . , T, where Ωβ = diag
(
ω2β1, . . . ,ω
2
βk
)
, Ωa = diag
(
ω2a1, . . . ,ω
2
am
)
and
Ωh = diag
(
ω2h1, . . . ,ω
2
hn
)
, where all elements are assumed to follow independent In-
verse Gamma distributions. Finally, the states are initialized as fi1 ∼ N
(
β0, Vβ
)
, a1 ∼
N (a0, Va) and h1 ∼ N (h0, Vh) where β0, a0, h0, Vβ, Va and Vh are all assumed to
be known. The priors along with the estimation details are provided in Appendix 5.8.
In order to distinguish between the importance of allowing for time variation in
the coefficients and the volatility of exogenous shocks, we estimate three alternative
models, namely:
1. A traditional VAR with constant coefficients and constant error covariance ma-
trix (CVAR) put forth by Sims [1980];
2. A VAR with time varying coefficients and constant error covariance matrix
(TVP-VAR) put forth by Cogley and Sargent [2001]; and
3. A VAR with constant coefficients and time varying error covariance matrix
(VAR-SV) in which the error covariance is modelled as above.
All of these models are nested in (5.1) and can thus be estimated using the Markov
chain Monte Carlo (MCMC) framework described in Appendix 5.8. To be clear, the
TVP-VAR is a nested version of the TVP-VAR-SV in which the covariance-variance
matrix is constant i.e. (Σ = Σ1 = · · · = ΣT). In this case the standard natural
conjugate prior is Σ ∼ IW (νΣ, SΣ) where IW (·, ·) is the Inverse Wishart distribution
with degree of freedom parameter νΣ ≥ p and positive definite scale matrix SΣ. Next,
the constant VAR is a nested version of the TVP-VAR in which the parameters are not
time varying i.e. β = β1 = · · · = βT. In this case we maintain the Gaussian prior and
set β ∼ N (β¯0, V¯β). Finally, the VAR-SV model is a nested version of the TVP-VAR-
SV model in which the parameters are not time varying. In this case we maintain
overall consistency between the various specifications and set the same prior for β as
in the case of the VAR and the same prior for Σt as in the TVP-VAR-SV model. Each
of the models are estimated using a lag length of two quarters.10
5.3.2 Model comparison
This section presents an overview of the model comparison exercise used to select
the best model for the given application. To this end, suppose that we wanted to
compare the in-sample fit of models Mi against model Mj. Each model Mk, k = i, j,
10Lag length is determined by the Bayes-Schwarz Information Criteria in a CVAR model. We high-
light that this lag length remains optimal across the many data specifications used in the robustness
section of the analysis.
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is formally defined by a likelihood function a likelihood function p (y|θk, Mk) and
a prior on the model-specific parameter vector θk denoted by p (θk|Mk). Given this
information a formal method of model comparison is then based on the Bayes factor
of Mi against Mj, is defined as:
BFij =
p (y|Mi)
p
(
y|Mj
) , (5.7)
where
p (y|Mk) =
∫
p (y|Mk, θk) p (θk|Mk) dθk (5.8)
is the marginal likelihood of model Mk , k = i, j.
Following Geweke and Amisano [2011], the marginal likelihood can be interpreted
as a density forecast of the observed data y under the model Mk. In other words, if
the observed data are highly likely under the model then the corresponding marginal
likelihood value would be relatively large and vice-versa. For instance, if BFij > 1
then the observed data are more likely under model Mi as compared to model Mj.
Whilst the Bayes factor has simple theoretical foundations, computation of the marginal
likelihood of the the highly dimensional time varying models proposed in Section 5.3
presents a non-trivial computational concern. Early attempts to compute the likeli-
hood of such highly dimensional models relied on estimation techniques which uti-
lize the conditional likelihood (e.g., Koop et al. [2009]). More recently, authors have
shown that this approach can be extremely inaccurate. For instance, Chan and Grant
[2015] show that the marginal likelihood estimates computed using the (modified)
harmonic mean as in Gelfand and Dey [1994] can have a substantial finite sample
bias and can thus lead to inaccurate model selection. Frühwirth-Schnatter and Wag-
ner [2010] provide a similar inference for Chib’s marginal likelihood method (see,
Chib [1995]). To overcome these concerns we follow a series of work on the efficient
estimation of marginal likelihood functions for TVP-VARs which are not based on
the conditional likelihood as those previously mentioned, but instead, the integrated
likelihood (i.e. the marginal density of the data unconditional on the time varying
coefficients and log-volatilities). More precisely, estimation of the marginal likeli-
hood for the CVAR and TVP-VAR follows the work of Chan and Grant [2014], whilst
estimation of the VAR-SV and TVP-VAR-SV models follow the methods outlined in
Chan and Eisenstat [2015a] and Chan and Eisenstat [2015b]. We refer the reader to
those papers for precise details.
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5.3.3 Identification
It is well known that the identification of a structural VAR model is a subject of on-
going research.11 Following Sims [1980], traditional identification of the SVAR model
is completed by placing a recursive structure on the contemporaneous relationships
between the variables in the system. This recursive identification strategy has been
widely applied in macroeconomics and is typically justified on the basis that certain
relationships response with a lag. For instance, in regards to the oil market literature,
[Kilian, 2009] postulates that the short-run oil supply curve is perfectly inelastic, thus
implying that global oil production does not respond to oil demand shocks instanta-
neously, but only with a delay of a month. Importantly, since this argument is based
on the observation of a one month lag, it cannot be made for quarterly data. An
additional problem associated with recursively identified SVAR models is that they
are subject to order effects [Kilian, 2013]. To overcome this issue it has recently be-
come popular to incorporate behavioral outcomes implied by economic theory in the
identification strategy to restrict the sign of various responses of selected (see, e.g.
Peersman [2005], Kilian and Murphy [2012] and Baumeister and Peersman [2013a]).12
With these identification concerns in mind, we follow the seminal work of Peersman
[2005] and postulate a set of agnostic sign restrictions in which the theoretical foun-
dations come from a simple aggregate demand and supply model.13 The underlying
idea is that structural output and inflation shocks can be identified by noting that
they tend to respond positively to an aggregate demand shock and negatively to an
aggregate supply shock. Similarly, the energy price and the interest rate responses
can be identified from the resulting structural energy price shocks and domestic
monetary policy shocks. In adopting these restrictions, we highlight two important
modifications made in this paper, that better reflect key structural differences be-
tween the US and Chinese economies.
In the first instance, while Peersman [2005] allows for US aggregate demand, supply
and monetary policy shocks to have sign specific contemporaneous effects on the
international oil price, we do not restrict the direction of Chinese macroeconomic
shocks on movements in the energy price. This agnostic approach is motivated by
recent empirical studies on the role of China’s output shock to the movement of the
international crude oil market, in which the degree and direction of contemporane-
11For a nice discussion see Kilian [2013].
12For a critical review of sign restrictions, we refer the reader to Fry and Pagan [2011].
13For a replication and extension of Peersman [2005] results to a time-varying parameter VAR model
see Grant [2015].
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ous reactions of oil prices is still in debate (see e.g. Cross and Nguyen [2017a] and
references therein). Next, regarding Chinese monetary policy, a number of recent
papers provide strong evidence that the policy is designed to support output growth
rather than react to inflation dynamics (see, e.g. Xiong [2012], Sun [2013] and Chen
et al. [2016a]). In light of this research, we abstract from Peersman [2005] postulated
sign restrictions by not imposing any restrictions on the impact of the energy price
shock and the supply shock to the monetary policy rate. Set in this manner, we
allow for the interest rate reaction to both an energy price shock and an inflation
shock to be completely determined by the data. The resulting identification strategy
is summarized in Table 5.1.
Table 5.1: Sign restrictions
eE,t eP,t eY,t eR,t
Real energy price > 0 × × ×
CPI inflation > 0 > 0 > 0 6 0
Real GDP growth 6 0 6 0 > 0 6 0
Monetary policy rate × × > 0 > 0
To provide some economic intuition for these inequality constraints, first consider
the energy price shock in the first column of the table. In line with conventional
aggregate demand and supply modeling, we postulate that a positive energy price
shock (eE,t), will raise the real price of energy which induces both inflation and a
decline in Chinese GDP growth. Since the direction of the response of monetary pol-
icy to an exogenous energy price shock is uncertain, the impact of an energy price
shock on the monetary policy rate is left unrestricted. Next, the signs in the second
column postulate that a positive aggregate supply shock (eP,t) will lead to a rise in
inflation and a reduction in output growth, however we remain agnostic about the
implications for both the energy price and the monetary policy decision and instead
allow for the data to determine the direction of these responses. Next, column three
of Table 5.1 describes the sign restrictions that we impose on the aggregate demand
shock (eY,t). Intuitively, a positive demand shock induces positive co-movements in
both inflation and output growth. In this case, in line with the aforementioned lit-
erature about China’s monetary policy regime, despite the positive growth in the
aggregate price level, the interest rate is assumed to have a non-negative response
to the demand shock. Finally, the imposed sign restrictions of the monetary policy
shock (eR,t) are shown in the final column. In this case a tightening of monetary pol-
icy is assumed to tend to reduce Chinese inflation and GDP growth. Since there is
no literature on the precise relationship between energy prices and Chinese interest
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rate movements, we remain agnostic about energy price movements.14
We highlight that remaining agnostic about these responses does not come without
costs. More precisely, in the event that the real energy price responds positively to the
aggregate supply shock then column one and two of the sign restriction matrix will
be equivalent and we cannot completely identify the structural shocks. To overcome
this issue we follow the advise of Peersman [2005] and Aastveit et al. [2015] and
assume that the energy price shock has a larger contemporaneous impact on the
real energy price. This assumption is based on the idea that the energy price shock
has an immediate and full effect on the price itself before having impacts on other
variables. Details on the implementation of the sign restriction procedure can be
found in Appendix 5.9.
5.3.4 Generalized impulse response functions (GIRFs)
To investigate the significance of time variation within the propagation mechanism
of exogenous shocks we now conduct an intertemporal comparison of the resulting
impulse response functions. A major difficulty in creating impulse response func-
tions with time varying models is that they present non-linearities. For instance a
direct consequence of allowing for time varying shocks is that a one standard de-
viation shock is not homogeneous amongst all time periods. This means that the
scale of the impulse responses will differ over time and a direct comparison of inter-
temporal propagation mechanisms can not be made. In order to facilitate the desired
comparison of inter-temporal impulse response functions it is therefore necessary to
establish a benchmark scenario against which the time varying impulse responses
can be assessed. One simple benchmark used in Chan and Eisenstat [2015a] is to
simply use an identified shock from a specified time period, such as the final period,
to generate all inter-temporal IRFs. The primary issue with is that an ad hoc selec-
tion of a specific period fails to reflect the true nature of the economic conditions
over the entire sample. Following Baumeister and Peersman [2013a,b], an alterna-
tive approach which better adopts the spirit of employing a time varying model is
to compute non-linear or generalized impulse response functions (GIRFs) as in Koop
et al. [1996]. Intuitively, the GIRF is defined as the difference between the conditional
expectations of the endogenous variables taken with and without a structural shock.
14More recently, Kim et al. [2017] apply different econometric models to investigate the relationship
between oil price shocks and the Chinese interest rate. They find that the response of the interest rate
to the oil price shocks is not only time varying but also shows quite different signs of responses.
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More formally, at a given date t, the GIRF k periods into the future is defined by:
GIRFt+k = E
[
yt+k|et, It
]−E [yt+k|It] , (5.9)
where yt+k denotes the forecast of the endogenous variable k periods into the future,
et denotes the structural shock at time t and It denotes the set of information avail-
able at time t. It is important to note that this information set contains knowledge
of the states of all parameters, hyper-parameters and structural shocks up to time
period t.
The first term in equation (5.9) denotes a forecast of the endogenous variables con-
ditioned on knowledge of a structural shock in et, whilst the second term is our
benchmark scenario in which the forecast is made with no knowledge of the shock
(i.e. et = 0). In practice, GIRFs are computed numerically using Monte Carlo meth-
ods. A practical guide to implementing the GIRFs is provided in Appendix 5.10.
5.4 Empirical results
We begin our analysis with a discussion of the formal Bayesian model selection ex-
ercise in which the TVP-VAR-SV model is found to be the best model. Having es-
tablished this result we then discuss the significance of allowing for time varying
volatility. The section then concludes by utilizing the aforementioned identification
procedure along with (generalized) impulse response functions to investigate the
relationship between China’s macroeconomy and energy price shocks.
5.4.1 Model comparison results
As discussed in Section 5.3.2, a formal Bayesian model comparison technique used
to conduct such a model comparison exercise is provided by Bayes Factor which is
a presentation of the marginal likelihood of each model. The results for each model
are presented in Table 5.2.15 For interpretation purposes, the model with the highest
log-ML is the preferred one. It is immediately obvious that the TVP-VAR-SV model
provides the best in-sample fit to the data. In other words, the empirical results sug-
gest that structural instabilities exist within the data and allowing for both structural
changes in the relationship between the energy price shocks and Chinese macroecon-
omy, as well as stochastic volatility are significant modeling features.
15Each log marginal likelihood estimate is based on 20 samples each consisting of 10000 evaluations
of the integrated likelihood, where the number of posterior and burn-in draws were 75000 and 50000
respectively.
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Table 5.2: Log marginal likelihood (log-ML) and Bayes factor for competing VAR models
(numerical standard errors in parentheses)
VAR TVP-VAR VAR-SV TVP-VAR-SV
Log-ML -864.38 -1299.01 -834.47 -824.43
(0.00 ) (6.96) (0.56) (0.28)
Bayes Factor 0.00 -434.72 29.91 39.95
5.4.2 Estimated shock volatilities
Having discovered that the TVP-VAR-SV model provides the best in-sample fit for
our application, we now examine the significance of allowing for time varying volatil-
ities. The posterior means and 68 percent credible intervals are shown in Figure 5.4.
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Figure 5.4: Estimated standard deviation of the shocks
Note: The shaded areas indicate 68% posterior credible sets)
Three points are worth emphasizing. First, since none of the credible sets contain
zero, the time varying standard deviations for all variables statistically significant
over the sample period. Next, while the price of energy and the Chinese macroeco-
nomic variables have experienced extraordinary year on year growth over the sample
period, the innovations display the downward trend in all series. This suggests that
the growth exhibited in Figure 5.4 is reflective of growth in the mean or trend com-
ponent of each variable, as opposed to cyclical fluctuations. Finally, looking at each
series independently, the magnitude of the GDP growth and inflation volatility are
approximately twice as large as those in both energy prices and the interest rate.
§5.4 Empirical results 95
5.4.3 Responses to an energy price shock
In this section we investigative the effect of energy price shocks on China’s macroe-
conomy through the use of generalized impulse response functions in which energy
price shocks are normalized to represent a one percent increase in the energy price
index.
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Figure 5.5: GIRFs: Growth rate of GDP response to energy price shocks
Figure 5.5 displays the intertemporal response of GDP growth. The shock consis-
tently generates a reduction in the growth rate of real GDP over the sample period.
This complements existing empirical evidence on the effects of energy price shocks
on the Chinese economy. For instance, using a constant VAR model with the fuel
power purchasing price index, Cong and Shen [2013] find that a rise in fuel prices
have an adverse effect on Chinese economic growth. In addition to this fact, our
time-varying GIRFs reveal that the contemporaneous impact oil price shocks has
consistently declined over the 21st century. More precisely, the negatively reaction in
real GDP peaked at -1.9 percent in 1999, and has since reduced to about -1.2 percent.
Interestingly, despite the reduction in the contemporaneous response, the recovery
from the recessionary effects of the energy price shocks has been relatively consistent
over the sample period. This feature is more clearly seen in Figure 5.6 which plots the
real GDP response at selected horizons. Presented in this manner, it is immediately
clear that the associated economic recovery tends to take around 4 quarters over the
entire sample.
Having established the relationship between real GDP growth and the energy price
shock, Figure 5.7 presents the associated inflation responses to the same shock. The
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Figure 5.6: Median impact responses of GDP growth rate at selected horizons
results show that an unexpected increase in the Chinese prices of energy generates
inflationary pressures in all periods. While the initial impact of the energy price
shocks are relatively consistent over the sample period, about 3 percent on impact,
the time varying estimates also allow for an examination of how the size and pattern
of the impulse impact responses at different horizons over the sample period. Inter-
estingly, Figure 5.8 shows that the inflationary effects typically die out after just one
year.
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Figure 5.7: GIRFs: Inflation response to energy price shocks
The final domestic variable in our analysis is the short-term interest rate, for which
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Figure 5.8: Median impact responses of inflation at selected horizons
the associated responses are presented in Figure 5.9. The contemporaneous response
of the bank rate is found to increase over time - being slightly negative in the early
1990’s to one quarter of a percent in the most recent decade - suggesting that the
PBOC is becoming more weary of energy price fluctuations. Given that the energy
price shock consistently produces stagflation in the macroeconomy, one possible ex-
planation for this response is that the PBOC is increasingly focused on inflation sta-
bilization as opposed to supporting output growth. We highlight that this hypothesis
is in contrast with Chen et al. [2016a] who argue that The PCOBs monetary policy
objectives are primarily focused on supporting GDP growth and is thus worthy of
future structural analysis.
5.5 Additional results and sensitivity analysis
As discussed in Section 5.2.3, the benchmark model made use of frequently criti-
cized data from The National Bureau of Statistics of China along with one of three
widely used central bank policy instruments. To investigate the robustness of the
main results we therefore re-estimate the model using a number of alternative data
compositions.
In the first instance, we address concerns about the quality of China’s official macroe-
conomic statistics by replacing the official real GDP series with those presented in the
newly released data set developed by Chang et al. [2015]. As shown in Figure 5.10,
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Figure 5.9: GIRFs: Interest rate response to energy price shocks
the inflation and real GDP responses are similar to those presented in the main anal-
ysis. That being said, there are some differences in the prorogation mechanisms, with
the responses returning to zero at a much faster rate as compared to those obtained
under the official data. The interest rate responses are also found to be larger than
those presented in the main results. Importantly, both of these quantitative differ-
ences do not impact the qualitative results presented in the main conclusion.
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Figure 5.10: GDP, inflation and interest rate responses (Chang et al. [2015]’s data)
Next, to examine the implications of using the PBOC bank rate over the required re-
serve ratio we re-estimate the model by removing the former variable and inserting
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the latter. The results are displayed in Figure 5.11. Interestingly, while the response
patterns of real GDP and inflation are qualitatively similar to those obtained in the
main analysis, the magnitudes are relatively smaller. Moreover, while the contempo-
raneous reactions of the PBOC bank rate were found to exhibit time-variation of the
sample period, the required reserve ratio remains relatively constant. That being said,
time variation in the propogation of the shocks exhibit substantial time-variation with
the bank having a more contractionary stance in response to the energy policy shock
in the second half of the sample period as compared to the first.
0
20
1
15 2015
Pe
rc
en
t
Inflation
201010
2
20055 20001995
20
-2
-1
15 2015
Pe
rc
en
t 0
GDP growth
201010
1
20055 20001995
0
20
0.5
15 2015
Pe
rc
en
t
Required reserve ratio
1
201010 20055 20001995
Figure 5.11: GDP, inflation and required reserve ratio responses
Finally, to further investigate the sensitivity of our results to the measure of inflation,
we replace the GDP deflator with the CPI inflation measure. The results in Figure 5.12
show that the main conclusions are robust. The only difference is that the decline
in real GDP growth is smaller than those in the previous exercises; only about 1.5
percent on impact.
5.6 Conclusion
This chapter examined whether energy price shocks have real effects on China’s
macroeconomy. We began by highlighting the existence of two fundamental differ-
ences in the total energy expenditure shares on primary commodities; coal, crude oil
and natural gas, within China and the US. In the first instance, total oil expenditure
in the US contributed around 70 percent of the primary commodity energy expen-
diture shares, with coal and natural gas contributing the remaining 30 percent. In
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Figure 5.12: GDP, CPI inflation and interest rate responses
contrast, oil expenditure in China’s economy was just 34 percent of the total energy
expenditure share, with coal contributing to 62 percent and natural gas the remaining
4 percent. In addition to this fundamental difference in average expenditure shares,
we also noted that while the relative sizes of these expenditure shares in the US have
been approximately constant over the past two decades, China’s total energy expen-
diture shares have experienced significant time variation.
In light of these empirical facts, we argued that the common application of oil prices
as a proxy for more general energy price dynamics in studies on the US economy,
does not extend to the case of China. Instead, since it comprises the highest aver-
age expenditure share, we suggested that coal is a more accurate proxy. That being
said, considering that coal contributes to just 62 percent of the energy expenditure
share, we then argued that a superior proxy could be obtained by constructing a
new index of quarterly energy prices. Importantly, this index was created in such a
manner that it accurately reflects both the structure of China’s energy expenditure
on primary commodities, along with any fluctuations in international energy prices.
Once obtained, the index was applied alongside key macroeconomic variables; infla-
tion, real GDP growth and a short term interest rate, to investigate whether energy
price shocks have had any real effects on China’s macroeconomy over the past two
decades.
To elicit a distinction between any sources of time variation over this period we
subjected a sufficiently rich class of BVARs to a formal Bayesian model comparison.
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Statistical justification was then given to a time varying parameter VAR with stochas-
tic volatility in favor of it’s static counterparts. Economically, the time varying VAR
is useful because it allows us to distinguish between intertemporal variations in the
size and frequency of exogenous shocks from the endogenous propagation of those
shocks. Armed with the best reduced form model, the associated structural VAR
(SVAR) was identified through the use of a new set of agnostic sign restrictions,
which were motivated by structural differences between China and the US.
The analysis revealed that uniformly sized positive energy price shocks have con-
sistently generated economic stagflation over the past two decades. Interestingly,
while the inflation responses are consistent over the inflation period, the real GDP
responses have decreased by around half over the sample period. Next, interest rate
responses for the first half of the sample are shown to differ across monetary policy
instruments. More precisely, the response of the PBOC bank rate to an energy price
shock was found to be increasing over the sample period, suggesting that the PBOC
is becoming more focused on inflation stabilization as compared to facilitating out-
put growth. On the contrary, the results under the required reserve ratio were found
to be consistently positive over the sample period. These contrasting monetary policy
conclusions highlight the importance of future research relating to the PBOC’s choice
of monetary policy instrument and underlying structural policy objectives. All pre-
sented results were shown to be robust under both official national data and those
developed by Chang et al. [2015], thus strengthening our conclusion that energy price
shocks have significant time varying effects on China’s macroeconomy.
5.7 Appendix
5.8 MCMC algorithm
In this Appendix we provide details of the initial conditions, priors and Markov
Chain Monte Carlo (MCMC) procedures used to estimate the models as specified in
Section 5.3.1. Specification of the initial conditions and prior distributions in each of
the models are in line with Chan and Eisenstat [2015a] and Chan and Grant [2014]
which provide the framework for the model comparison exercise presented in Sec-
tion 5.3.2. Specifically, when considering the TVP-VAR-SV model, we follow Chan
and Eisenstat [2015a] and let the initial conditions of the state equations take the fol-
lowing forms: β1 ∼ N (0, 10 · Ik) , a1 ∼ N (0, 10 · Im) , h1 ∼ N (0, 10 · In). Next, priors
for the degree of freedom parameters in the Inverse-Gamma distributions associated
with the i-th diagonal of the covariance matrices of the state equations are taken to
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be: νβ = νaj = νhi = 5, whilst the scale parameters are set so that the prior means
are 0.12 respectively. Note that in order to distinguish between VAR coefficients and
intercept terms, the prior means are set to 0.012 for the former and 0.12 forthe latter.
Next, when considering models with either constant parameters or covariance matrix
we follow the prior specifications set out in Chan and Grant [2014]. Specifically, in
the former case set β¯0 = 0 and V¯β = 5 · Ik, whilst in the latter case set νΣ = n+ 3 and
SΣ = In.
Next, to estimate the TVP-VAR-SV model, posterior draws are obtained by a 6 block
Gibbs sampler that cycles though:
1. p
(
β|y, h, a,Ωβ,Ωh,Ωa
)
2. p
(
h|y, β, a,Ωβ,Ωh,Ωa
)
3. p
(
a|y, β, h,Ωβ,Ωh,Ωa
)
4. p
(
Ωβ|y, β, h, a,Ωh,Ωa
)
5. p
(
Ωh|y, β, h, a,Ωβ,Ωa
)
6. p
(
Ωa|y, β, h, a,Ωβ,Ωh
)
Sampling from these conditional distributions is traditionally conducted using Kalman
Filter based algorithms as in Carter and Kohn [1994] and Frühwirth-Schnatter [1994b].
Here we make use of a new suit of efficient estimation algorithms which exploit the
fact that the precision matrices are both banded and sparse. Specifically, sampling
from blocks 1,3,4,5 and 6 is completed via precision sampler techniques developed by
Chan and Jeliazkov [2009], whilst block 2 makes use of the auxiliary mixture sampler
developed by Kim et al. [1998] along with an efficient algorithm put forth by Chan
and Hsiao [2014]. As discussed in Section 5.3.1, since all of our models can be viewed
as nested versions of the TVP-VAR-SV model they can also be estimated by straight-
forward modifications of this sampling procedure. To allow for convergence of the
Markov chain to a stationary distribution, in all models we obtain 75,000 posterior
draws, discarding the first 50,000 draws as a burn-in period.
5.9 Identification by sign and additional sign restrictions
Implementation of the identification procedure discussed in Section 5.3.3 is con-
ducted by following the procedure set out in Baumeister and Peersman [2013a],
adopted from Rubio-Ramirez et al. [2010]:
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1. Take the eigenvalue-eigenvector decomposition of the reduced form covariance
matrix: Σt, so that Σt = PtDtP′t where Dt is a diagonal matrix of eigenvalues
and Pt is a matrix of corresponding (right) eigenvectors.
2. Draw a random n× n matrix K from the standard normal distribution i.e. K ∼
N (0, In) - note that each draw is independent.
3. Take the QR decomposition of K so that K = QR where Q is an orthogonal
matrix and R is an upper triangular matrix.
4. Compute the time varying impact matrix At := PtD
1
2
t Q
′.
5. Check that the proposed matrix satisfies the restrictions outlined in in Sec-
tion 5.3.3. If yes, keep it. Otherwise, discard it and redraw K.
In the event that the energy price and aggregate supply shocks are indistinguishable
by sign restrictions, we assume that the energy price shock is the shock with the
larger contemporaneous impact on the real energy price.
5.10 Generalized impulse response analysis
Following Koop et al. [1996], the Monte Carlo integration procedure used to compute
the non-linear generalized impulse response functions for the TVP-VAR-SV model
discussed in Section 5.3.4 is outlined as follows:
1. Take a Gibbs draw of the states; βt, h•,t and at, using the algorithm in Ap-
pendix 5.8
2. Identify the time varying structural impact matrix: At, using the algorithm in
Appendix 5.9
3. Use the Gibbs draws of the states along with their respective covariance matri-
ces to simulate future paths of the time varying parameters βt and the elements
in the covariance matrix: h•t and at, k periods into the future.
4. Using the impact matrix found in Step 2, recover the structural innovations
using the identity: ut = Atet, where et ∼ N (0, I). The benchmark model is then
given by the simulated path of E [yt+k|It], where It denotes the information set
up to time t.
5. Using the structural innovations found in Step 4, compute the contemporane-
ous impact of a unit shock using the identity: u˜t = Ate˜t. For instance if we
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shock y1,t then e˜t = (e1,t + 1, e2,t, e3,t, e4,t) where ei,t is the i-th entry of et from
the previous step. The shock model is then given by the simulated path of
E [yt+k|e˜t, It].
6. Derive the generalized impulse response functions by taking the difference be-
tween the shocked model in Step 5 and the benchmark model in Step 4.
We repeat this procedure after every draw from the stationary distribution obtained
in the MCMC Algorithm described in Appendix 5.8. This yields a set of 25000 re-
sponses at each date. The presented impulse responses are the median of this distri-
bution.
Chapter 6
The impact of oil and iron ore price
shocks in Australia
6.1 Introduction
Whether oil or iron ore price shocks have a stronger impact on economic perfor-
mance is a question that would have policy implication for Australian authorities.
The reason is that, on the one hand, Australia is a net oil importing country but
produces and exports other forms of energy; on the other hand, the country is the
world’s largest exporter of iron ore. This commodity accounts for the largest share
in Australia’s exports, which is close to one-fifth of total export value [Reserver Bank
of Australia, 2015; BREE, 2012].
Figure 6.1 below summarizes the share of the oil and gas and iron ore industry in
the Australian economy. Since 2007, the value-added share of the iron ore industry
overtook the share of oil and gas extraction in the mining sector, and hence the iron
ore share has gradually contributed a larger component in GDP. Therefore, changes
in the value of the iron ore industry are important in explaining Australian economic
growth performance.
These stylized facts imply that the economic consequences of a global oil and iron
ore price shock on the Australian economy would be different from those on other
comparable oil-importing economies. First, the economy could potentially benefit
from an adverse oil price shock through the demand for alternative sources of en-
ergy, such as natural gas, which could also increase as indicated by Peersman and
Van Robays [2012] and Baumeister et al. [2010]. Second, given the importance of iron
ore in the Australian economy, shocks in that market would have profound effects on
the country’s macroeconomic variables. Third, the nominal and real prices of oil and
iron ore exhibit not only large fluctuations, but also a raise in their volatility over the
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Figure 6.1: Share of oil, gas extraction and iron ore mining
Note: Authors’ calculation based on data from Australian Bureau of Statistics (Cat. No. 5206).
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Figure 6.2: Evolution of nominal and real prices
Note: The oil price is the monthly average of U.S. Crude Oil Imported Acquisition Cost by
Refiners (Dollars per Barrel) and the iron ore price is the weighted average value of iron ore
as shipped from mines, to include both export and domestic sales value (US dollar per dry
metric ton), both real terms deflated using monthly US CPI data.
period 1990:Q1-2014:Q4 (see Figure 6.2(a) and Figure 6.2(b)).
A number of empirical studies investigate the repercussions of oil price shocks on
macroeconomic variables for the United States or across a set of countries, in which
Australia is only examined as a comparison case (see for instance Baumeister et al.
[2010]; Peersman and Van Robays [2012]). Other studies are concerned with the
macroeconomic effects of commodity price fluctuation, which is closely related to
changes in Australian’s terms of trade over the years of the mineral boom [Bjørn-
land and Thorsrud, 2016; Dungey et al., 2014; Knop and Vespignani, 2014; Jääskelä
and Smith, 2013]. Earlier work at a more disaggregated level can be found in work
conducted by Ratti and Hasan [2013] or Tcha and Wright [1999]. These studies ana-
lyze the effect of oil price shocks on Australia’s stock returns and investigate factors
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affecting China’s demand for Australia’s iron ore. However, there is currently little
empirical evidence regarding the macroeconomic impact of iron ore price shocks and
little is known about the difference between the economic effects of oil and iron ore
price shocks on the Australian economy.
The present paper, instead, empirically compares the economic impact between oil
and iron ore price shocks on major macroeconomic indicators of the Australian econ-
omy. Understanding the consequence of different commodity shocks is important
for formulating appropriate policy responses, especially for a resource-rich econ-
omy, such as Australia. In addition, recent key studies by, for example Kilian [2009],
Peersman and Van Robays [2009], Lippi and Nobili [2012], Kang et al. [2016], among
others, have pointed out that not all energy price movements have the same under-
lying source and it is practically important to distinguish the driving force of these
price shifts. Those shifts could be generated separately by typical shocks on de-
mand, supply and other speculative or precautionary motives in the energy market
or commodity market, in general. Hence, this suggests that there is no one-size-fits-
all policy response for all commodity price shocks.
To address this different impact issue, we propose a sign identified-structure VAR
(SVAR) model of the global crude oil and iron ore market, using the Bayesian estima-
tion method. This approach is not only well established in the analysis of the impact
of oil price shocks in previous studies (for example, see Bernanke et al. [1997]; Kil-
ian [2009]; Peersman and Van Robays [2009]; Baumeister et al. [2010]; Cunado et al.
[2015] among others), but also allows us to capture the dynamic structure of the oil
or iron ore market and relationships between relevant macroeconomic variables of
interest. More precisely, the model can disentangle three different types of oil and
iron ore price shocks that would result from: (1) supply shocks caused by exogenous
disruptions in oil and iron ore production, (2) demand shocks driven by changes in
global economic activity, and (3) specific demand shocks which could be associated
with speculative or precautionary motives. To identify these underlying shocks, we
introduce a set of sign restrictions on the global oil and iron ore market, following
Peersman and Van Robays [2009] and Baumeister et al. [2010].
Our analysis yields several interesting results. Contrary to common perception,
as a major global iron ore supplier, besides the oil price shock, the iron ore price
shock also plays a considerably important role in explaining economic activities and
prices in Australia. In particular, forecast error variance decompositions illustrate
that movements in real GDP and inflation are primarily driven by the oil supply
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shock while the iron ore shock is the most important driver of interest rates and ex-
change rates. Furthermore, the economy responds to these shocks in different ways,
crucially depending on the underlying source of these market dynamics.
First, after an increase in the oil price that is caused by supply disruptions (supply
shocks), the country would face a temporary fall in real GDP, whereas if a similar
shock suddenly occurs in the iron ore market, output will increase. We also find
inflationary effects associated with these shocks but monetary policy reacts in dif-
ferent directions. In particular, with the oil shock, a lower interest rate is applied in
response to output contraction, but with the iron ore shock the interest rate response
is generally in line with the reaction of the effect of inflation. Hence, there is not
much fluctuation in the real exchange rate in accordance with the oil shock, but we
observe a large appreciation since the country enjoys the benefits of the higher iron
ore price.
Second, the economic effect of an unexpected increase in global demand for oil and
iron ore is substantially different from the impact of oil and iron ore supply shocks.
More specifically, our estimation results reveal that the impact of the iron ore demand
shock on real GDP is about two times larger than the impact of the oil demand shock.
Contrasted with the supply shock, we find that other variables likely display similar
patterns to either the oil or iron ore demand shocks. Although the country has a
transitory increase in real GDP, the Australian economy faces short-run inflationary
effects. Consequently, the interest rate is raised significantly and the real exchange
rate is increased.
Third, a specific demand shock, which is mainly driven by shifts in market expec-
tations, negatively affects economic activity. Our empirical results confirm that the
unfavourable oil-specific demand shock causes a deeper fall in real GDP than the
same shock on the iron ore market. Furthermore, besides output contractions, the
economy also copes with higher inflation. In these circumstances, we observe that
the monetary policy seems to be expansionary to simulate the economy, rather than
to be contractionary to reduce inflationary pressures. In both cases (the oil and iron
ore shock), the interest rate permanently falls, while the real exchange rate changes
slightly in different patterns, but the effect of the real exchange rate shows no statis-
tical significance.
The empirical results emphasize the importance of distinguishing the source of a
commodity price shock in explaining macroeconomic responses. The sources of
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commodity price shock may result from either demand, supply or specific demand
created by speculative or precautionary motives directed to those two commodities.
Furthermore, not only the underlying factors causing the shock are crucial, but also
a particular commodity may have different effects on the economy. These character-
istics must be considered for a more relevant and effective monetary and exchange
rate policy design. To the best of our knowledge, this is the first paper to explicitly
compare and qualify the global oil and iron ore price shock for the Australian econ-
omy.
The remainder of the chapter is organized as follow. Section 6.2 outlines the econo-
metric methodology and describes the identification strategy, data and the estimation
procedure. Section 6.3 discusses the main empirical results and Section 6.4 evaluates
the robustness of our findings to numerous specification tests. Section 6.5 concludes.
6.2 Empirical methodology
6.2.1 A SVAR model and identification
Oil and iron ore prices fluctuate for a number of reasons. Generally, there are three
main reasons driving such fluctuations [Kilian, 2009; Peersman and Van Robays,
2009]. The first reason would originate from the supply side. A fall in oil and iron
ore production would cause oil and iron ore prices to rise. This shock is called a
supply shock, representing an exogenous disruption of global oil and iron ore produc-
tion that may be caused, for example, by geopolitical turmoil. The second reason
would be an increase in global economic activity leading to higher prices of those
commodities. This is called a demand shock. The third reason would originate from
specifically factor-creating demand. Price movements may not be caused by sup-
ply and demand alone. They may be caused by more specific factors. Kilian [2009]
finds that an increase in precautionary demand for crude oil associated with changes
in market expectations about the availability of future oil supply relative to future
demand is also an important factor causing oil price shocks. This type of shock is
categorized as a specific demand shock for oil and also iron ore.
There are several ways to identify these shocks in a SVAR framework, such as Kil-
ian [2009] applies a recursive identification scheme in the studied SVAR model. The
author assumes a short-run vertical oil supply curve. Therefore, shifts in the de-
mand curve, either driven by general or specific demand, can only immediately af-
fect prices, but do not have a contemporaneous effect on the level of production. In
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contrast, an unexpected supply shock can explain both innovations to global eco-
nomic activity and the price of oil. Finally, the specific demand shock does not affect
instantaneously global demand. This restriction is plausible with monthly data, but
is less appropriate for estimations with quarterly data [Baumeister et al., 2010]. Thus,
in this study, we employ sign restrictions as an alternative approach to disentangle
the different sources of oil and iron price shocks. The identifying assumptions allow
both the supply and demand shock can affect not only the price of oil and iron ore
but also the quantity of these commodities.
The sign restrictions method pioneered by Faust [1998] and further developed by a
number of authors (see, for example Canova and Pina [2000]; Canova and De Nicolo
[2002]; Uhlig [2005] and Mountford and Uhlig [2009]) has been employed to mea-
sure the effects of monetary policy shocks, technology shocks, government spending
shocks and oil price shocks. Unlike other exclusion restriction approaches, the iden-
tification through sign restrictions avoids the imposition of zero constraints on the
impact responses, which is potentially inconsistent with economic theories. Sign-
identified VAR models that are used to study oil markets can be found in studies by
Peersman and Van Robays [2009], Baumeister et al. [2010], Baumeister and Peersman
[2013a], Kilian and Murphy [2012] and Kilian and Murphy [2014].
Our model uses a quarterly SVAR model that has general representation as
B0
[
Xt
Yt
]
= β+
p
∑
j=1
Bj
[
Xt−j
Yt−j
]
+
[
uXt
uYt
]
(6.1)
To investigate the economic effects of oil market shocks on the Australian economy,
there are two groups of vector variables that we include in the model. The first group
(Xt), captures the conditions in the oil market, including world oil production (Q),
the real price of crude oil in US dollars (P) and a measure of global economic activ-
ity (YW). Global economic activity reflects changes in global income and that could
affect the demand for oil. The second group (Yt) is a vector containing Australia’s
variables. These endogenous variables include real GDP (Y), inflation (Pa), interest
rate (R), and the nominal effective exchange rate (S). A matrix of constants and lin-
ear trends is β, Bj is a coefficient parameter matrix, B0 is postulated as B−10 , that is
the contemporaneous impact matrix of the vector or orthogonalized error terms uXi,t
and uYt , capturing the structure shocks in the global oil market and the shocks in the
domestic economy. The same specification is applied for the iron ore market and the
two models are estimated separately for each commodity.
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Following Peersman and Van Robays [2009] and Baumeister et al. [2010], we im-
pose sign restrictions to structural shocks in the first group of endogenous variables
(Xt) but country variables (Yt) are left unconstrained in the estimations. Therefore,
the direction and magnitude of these responses are determined by the data. Table 6.1
summarizes signs imposed for identification of three types of oil and iron ore shocks.
Table 6.1: Sign restrictions for the benchmark model
Structural shocks Q YW P Y Pa R S
Supply shock − − +
Demand shock + + +
Specific demand shock + − +
Based on sign restrictions imposed on the SVAR model, the first row in Table ?? dis-
plays how the supply shock is defined. Accordingly, the supply shock reflects a fall
of oil or iron ore world production and hence this shock leads to a positive response
of the price but world economic activity will not expand. The second row shows
responses to the demand shock. These responses are constructed in such a way that
a surge in demand for these commodities caused by raising global economic activity,
will induce increase in the production and price of both oil and iron ore. Finally, the
third row describes the identification of the specific demand shock, in which global
oil and iron ore prices and the production of these commodities are expected to rise
but there is no positive changes in the global economy.
We estimate equation 6.1 for each commodity with four lags using the Bayesian
method with Minnesota prior as Del Negro and Schorfheide [2004], for example.
Appendix 6.6.1 provides more details on the Bayesian estimation procedure and the
implementation of sign restrictions.
6.2.2 Data
The VAR model is estimated using quarterly data over the sample period 1990:Q1-
2014:Q4. The particular sample period is chosen mainly due to the availability of
time-series data of iron ore figures.1 Real GDP, CPI, real exchange rate, oil and iron
ore production variables are all transformed to quarterly growth rates by taking the
first difference of the natural logarithms. The interest rate variable remains in levels
1The World Steel Association has published monthly data of Iron Ore production since January
1990.
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(in percent-point terms) and real oil and iron ore prices are expressed in logs after
de-trending.
Regarding oil prices, there are two main alternative oil price series that have been
widely used in the literature: the US refiners’ acquisition cost for imported crude oil
and the West Texas Intermediate (WTI) price of crude oil. This paper uses the former
price for the benchmark model because it is considered the best proxy for the free
global oil price market [Baumeister et al., 2010]. Furthermore, when we replace the
latter variable our conclusions are largely unchanged.2
To capture global economic activity, we use Main Economic Indicators (MEI) taken
from the Organization of Economic Co-operation and Development (OECD) for the
benchmark model. MEI is aggregated industrial production for OECD countries and
as well as the major six OECD non-members economies: Brazil, China, India, In-
donesia, Russian Federation and South Africa. A similar idea can be found in recent
studies by Baumeister et al. [2010] and Peersman and Van Robays [2012].
Besides MEI, the Global Real Economic Activity index constructed by Kilian [2009] is
another popular measure of global economic activity. We also use this index as an
alternative proxy.3 Both variables enter the model in form of percent deviations from
trends. Appendix 6.6.2 provides a more detailed explanation of the data description
and sources.
6.3 Empirical results
The results reported in this section are based on estimations of the benchmark SVAR
model. We first show the error forecast variance decomposition of domestic variables.
We then present the impulse response for the variables of the Australian economy
to the three identified shocks (supply, demand and specific demand shocks) on both
oil and iron ore markets, respectively. Each response is depicted in the first twenty
quarters of shock, together with error bands. For comparison purposes, we normal-
ize these shocks in such a way that they all lead to a 10 per cent increase in the
real price of oil and iron ore. We also examine the historical decomposition of these
shocks on variables of interest.
2Further discussion on alternative measures of oil price can be found in Alquist et al. [2013].
3While ? uses Baltic Dry Index as a single proxy of global economic activity, recently Hamilton
[2015, 2014] proposes a multiple measure in his analysis to reflect global economic conditions, including
copper prices, the foreign exchange value of the U.S. dollar, and the yield on 10-year U.S. Treasury
securities
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In general, except for the global iron ore supply shock, other shocks increase Aus-
tralian inflation but the direction of real GDP responses is substantially different, de-
pending on the underlying source of the shocks. Oil and iron ore also have different
effects on the economy although they are stemmed from the same shock. As a result,
the movement of interest rate and real exchange rates is likely to be determined by
either the reaction of output or inflation.
6.3.1 Forecast error variance decompositions of domestic variables
Forecast error variance decompositions for the oil and iron ore market are displayed
in Table 6.2. The table shows the contribution of global supply, global economic
activity and the price of each commodity in the model to the variance in domes-
tic variables. Overall, at all horizons, comparing between the oil and iron ore price
shock, both of them are important in explaining real GDP and inflation fluctuations,
but the oil price shock has a relatively larger impact. In contrast, while the oil price
shock has a small impact, the iron ore shock becomes a dominant factor in causing
the movements in the interest and exchange rates.
Table 6.2: Variance decompositions: Oil vs. Iron Ore
Shock
Supply Demand Specific demand
Variable &
Horizon
4; 8 4; 8 4; 8
GDP 0.12; 0.12 0.29; 0.29 0.51; 0.50
Oil Inflation 0.58; 0.56 0.17; 0.17 0.10; 0.11
Interest rate 0.04; 0.05 0.48; 0.24 0.01; 0.01
Exchange rate 0.03; 0.05 0.32; 0.31 0.02; 0.04
GDP 0.02; 0.02 0.29; 0.28 0.34; 0.34
Iron Inflation 0.05; 0.05 0.01; 0.03 0.63; 0.60
Ore Interest rate 0.06; 0.06 0.54; 0.35 0.02; 0.11
Exchange rate 0.26; 0.24 0.45; 0.41 0.03; 0.07
Note: Each row–column intersection reports forecast error variance decompositions for
horizons 4 (left) and 8 (right)
In particular, three features stand out. First, both the global oil and iron ore supply
shocks have limited explanation of the variance of Australian variables, except for
inflation and the exchange rate. More precisely, the decompositions illustrate that
one or two years after the shock occurs, the global oil supply can explain more than
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50 percent of inflation fluctuation but only 5 percent of the variation in the exchange
rate. In contrast, the global iron ore supply shock can explain 26 percent of exchange
rate movements but contribute only 5 percent of the variation of inflation in our sam-
ple.
Second, while about 30 percent of GDP variation is explained by the global activity
shock, the interest and exchange rate seem to be more sensitive to this shock. As
regards the interest rate, for example, 48 and 54 percent of its variation are respec-
tively attributed to global oil and iron ore demand shocks after a year. The global
oil demand shock contributes about 17 percent of changes in inflation at all horizons
but the global iron ore demand shock is not the main factor in explaining Australian
inflation.
Third, turning to the specific demand shock, more than 50 percent of the variance in
output is explained by an unexpected oil price shock driven by the specific demand,
while the comparable number is 34 percent for the iron ore price shock. It is interest-
ing that shocks to the iron ore specific demand have a greater impact than shocks to
the oil specific demand on inflation. However, both oil and iron ore specific demand
shock account for a negligible share of interest and exchange rate movements.
6.3.2 The economic effects of oil and iron ore supply shocks
The impact on real GDP is strikingly different between oil and iron ore supply shocks.
Figure 6.3(a) presents how the real GDP response to a 10% unfavorably higher in oil
price driven by supply disruption. We find that the oil supply shock causes a sharp
decline in economic activity within two years. In contrast, we observe a temporary
increase in real GDP when the economy faces the same shock in the iron ore market,
as illustrated in Figure 6.3(b). The one-standard-error bands imply that the response
of real GDP to the oil supply shocks is highly significant, while the corresponding re-
sponse to the iron ore supply shock turns out to be statistically insignificant after only
a few months. The impact of the oil supply shocks is consistent with a recent study
conducted by Baumeister et al. [2010], finding that Australian GDP temporally falls
after an unexpected oil supply shock. Similarly, Peersman and Van Robays [2012]
highlight the fact that, in the long-run, Australia benefits from an adverse shock on
oil prices. This is because the country is an importer of all petroleum products for
its needs but is still a significant non-oil energy exporter, such as natural gas and coal.
For inflation consequences, we find different pattern impacts between the oil and
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Figure 6.3: Impact of a 10 percent price increase driven by supply discruptions of oil and
iron ore on real GDP
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Figure 6.4: Impact of a 10 percent price increase driven by supply discruptions of oil and
iron ore on inflation
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Figure 6.5: Impact of a 10 percent price increase driven by supply discruptions of oil and
iron ore on the interest rate
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Figure 6.6: Impact of a 10 percent price increase driven by supply discruptions of oil and
iron ore on the exchange rate
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iron ore markets (see Figure 6.4). Accordingly, shocks on the supply side of the oil
market significantly raise inflation in the short-run. This result is in accordance with
recent studies examining global oil supply shocks in Australia, such as studies con-
ducted by Baumeister et al. [2010] and Peersman and Van Robays [2012]. At the same
time, this shock on the iron ore market causes an initial fall in inflation and then an
increase after two quarters before it starts to decline, but the impact is mostly statis-
tically insignificant at all horizons.
The different impact on consumer prices between the oil and iron ore supply shock
is probably driven by the response of the exchange rate. Figure 6.6 displays the re-
sponse of the real exchange rate from impulses in the oil and iron ore supply shock.
We observe an immediate large appreciation of the Australian dollar after the iron
ore price shift due to a decline in global iron ore production. However, the global oil
supply disruption has a small effect on the value of the country currency. If anything,
there is statistical evidence of a slight depreciation within about a month.
Again, the response of the interest rate to the oil and iron ore supply shock is distinct
from that of the demand shock (see Figure 6.5). While we can see that monetary
policy is tightened to stabilize inflation after the iron ore supply shock (Figure 6.5(b)),
the policy rate is reduced in line with the reaction of output contraction after the oil
supply shock (Figure 6.5(a)). Similar evidence that policy interest rates are reduced in
response to a negative oil supply shock are also found in energy-exporting countries
such as Canada, the United Kingdom and the United State [Kilian and Lewis, 2011;
Lorusso et al., 2015]. However, Peersman and Van Robays [2012] find that monetary
policy is significantly tightened to stabilize inflation in oil-importing countries.
6.3.3 The economic effects of oil and iron ore demand shocks
Being a commodity-exporting country, Australia benefits from an oil and iron ore
demand shock driven by rising global economic activity, which is distinct from the
economic effects of supply shocks. Figure 6.7 shows that real GDP responds posi-
tively to both unexpected higher oil and iron ore prices. In particular, in line with
the prediction from the country characteristics, an unanticipated aggregate demand
expansion of the iron ore market has a stronger effect on the economy than the effect
of the demand expansion of the oil market.
However, we find a slightly different impact of the oil and iron ore demand shock on
inflation. Because the country exports other forms of energy but still is considered
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Figure 6.7: Impact of a 10 percent price increase driven by raising global demand of oil and
iron ore on real GDP
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Figure 6.8: Impact of a 10 percent price increase driven by raising global demand of oil and
iron ore on inflation
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Figure 6.9: Impact of a 10 percent price increase driven by raising global demand of oil and
iron ore on the interest rate
0 2 4 6 8 10 12 14 16 18 20
-2
-1
0
1
2
3
4
5
Yw→s
(a) Oil
0 2 4 6 8 10 12 14 16 18 20
-4
-2
0
2
4
6
8
10
Yw→s
(b) Iron Ore
Figure 6.10: Impact of a 10 percent price increase driven by raising global demand of oil and
iron ore on the exchange rate
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to be a net importer of oil products, an increase in oil prices leads to an increase in
inflation (Figure 6.8(a)), whereas an unfavorably higher iron ore price mostly brings
no pressure on the domestic price since almost all iron ore products are exported
abroad (Figure 6.8(b)). Given the temporary increase in economic activity, there is
no trade-off for monetary policy in the short-run between output and the interest
rate. We observe that the interest rate rises significantly. The effect is statistically
significant for the first year (see Figure 6.9).
In contrast to the supply shocks, both the oil and iron ore demand shocks depreciate
the real exchange rate (Figure 6.10). It can be seen that the immediate reaction to
higher global demand is the depreciation in the real exchange rate, but the effect
declines over one quarter and is insignificant.
The responses of the Australian macroeconomic variables are consistent with the
findings of Baumeister et al. [2010], Peersman and Van Robays [2012] and Dungey
et al. [2014]. A empirical study by Dungey et al. [2014], for example, uses China
steel production as a proxy for the demand for natural resources of Australia and
shows evidence that the economy has an expansionary effect on the impact of a
positive resource demand shock. Similar results can be found in a study conducted
by Bjørnland and Thorsrud [2016]. This study further emphasizes the point that the
size of the impact depends on the degree of openness of the studied country. The
authors empirically show that the Norwegian economy has a larger effect than the
Australian economy because Norway is about twice as open as Australia even though
the two countries face the same positive global demand shock.
6.3.4 The economic effects of oil and iron ore specific demand shocks
Figure 6.11 illustrates the impulse response of real GDP to the specific demand shock
of the oil and iron ore markets. The economic effects of the specific demand shocks
are considerably different from the dynamic impacts of the two other sources of oil
and iron ore price shifts. As there is no positive gain in the global economy with the
specific demand shock, Australian output also experiences a temporary fall. More
specifically, the effect of the oil shock on output is deeper than that of the iron ore
shock. The growth rate of Australian GDP can be initially declined by 2.5 percent
due to a 10 percent increase in the oil price (Figure 6.11(a)), but a 10 percent increase
in the iron ore price can only contract the economy activity by one percent. Simi-
lar patterns are also found in other countries. Applying the same method, a recent
study by Cunado et al. [2015] shows that economic activity in Japan, India and Ko-
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rea responds negatively to a specific demand shock. Like Australia, these countries
rely heavily upon exports. Therefore, higher commodity prices without a change in
global demand can only lead to an increase in other production factor prices, which
harms economic activities.
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Figure 6.11: Impact of a 10 percent price increase driven by raising precautionary demand of
oil and iron ore on real GDP
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Figure 6.12: Impact of a 10 percent price increase driven by raising precautionary demand of
oil and iron ore on inflation
Similar to shocks on the supply side, the country faces inflation pressures, albeit that
the interest rate reacts in different ways. Figure 6.12 shows that both an unexpected
increase in oil and iron ore market-specific demand tend to raise the price level. The
inflationary pressure is relatively higher in the case of the iron ore market shock even
though the confident interval bands are statically significant only after two quarters
(see Figure 6.12(b)). In contrast, the specific demand shock from the oil market is
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Figure 6.13: Impact of a 10 percent price increase driven by raising precautionary demand of
oil and iron ore on the interest rate
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Figure 6.14: Impact of a 10 percent price increase driven by raising precautionary demand of
oil and iron ore on the exchange rate
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statistically significant at all horizons, see Figure 6.12(a).
As shown in Figure 6.13(b), there is no evidence that the Australian Reserve Bank
reacts to fight the inflationary pressure resulting from the iron ore specific demand
shock. However, over the first two quarters of the same shock on the oil market,
the monetary policy rate is raised to cope with the response of inflation, see Fig-
ure 6.13(a).
With regard to the real exchange rate, Figure 6.14 summarizes the responses of this
variable to the specific demand shocks. In response to the specific demand shocks,
we find an opposite reaction between the oil and iron ore market. Accordingly, an
impulse in the oil shock is immediately followed by a appreciation of the real ex-
change rate, which is reversed after two quarters. The exchange rate continues to
depreciate slightly before becoming stabilized. On the iron ore market, if the same
shock occurs, it is associated with a temporary depreciation of the real exchange rate
in a very short-run. A similar result is also observed in Bjørnland and Thorsrud
[2016], who find that a commodity price shock does not explain much variation in
the exchange rate.
In sum, the economic effect of the oil and iron ore price shocks critically depend on
the underlying sources of the price changes. Furthermore, these different impacts of
these two commodities reflect not only the role in the economy, where oil is imported
but iron ore is exported, but also the different ways that policy-makers react to the
different shocks between oil and iron ore.
6.3.5 Historical decomposition
It is interesting to examine the main source of GDP variations in greater detail over
the sample period. Figure 6.15 shows the historical decomposition of each of the
three types of the global oil price shocks (supply, specific demand, demand shock) to
quarterly GDP growth. It is quite clear that, at all horizons, global specific demand
and global demand are the most important drivers of Australian GDP growth. In
particular, over this period, the economy experienced at least three short recessions.
The first recession occurred in 1991, which was initially driven by an adverse specific
demand shock and then was followed by a slight fall in global economic activity. The
recession of 2000, on the other hand, shows that the oil price shock driven by the
supply side was an important factor, while the specific demand shock during this re-
cession period accounted for a small fraction of the falling GDP. The recent recession
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that occurred from 2008 to 2010, was caused by multiple factors. The initial source of
the economic downturn was primarily due to the fall in global demand, but the later
years of this recession were driven by the specific demand along with a small share
of the global supply shock.
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Figure 6.15: Oil: historical shock decomposition of real GDP
Note: The lines display the actual quarterly GDP growth. The bars show the structural shocks
of the oil market contributed to GDP growth.
Compared to the oil market, almost all structural shocks in the iron ore market con-
tributed a similar pattern to GDP growth. In particular, the global supply shock
played a minor role in explaining output growth over this period. However, in re-
cent years, the historical decomposition of the iron ore model reveals that Australian
GDP would have declined sharply if there had been no specific demand shocks on
the market of this commodity. The evidence is clear from Figure 6.16, which depicts
that, since 2011, the specific demand factor has been the only strongly positive driver
that contributed to GDP fluctuations.
Turning to inflation, Figures 6.17 and 6.18 contain the historical contributions of the
different types of the oil and iron ore shocks to CPI inflation over the studied period.
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Figure 6.16: Iron ore: historical shock decomposition of real GDP
Note: The lines display the actual quarterly GDP growth. The bars show the structural shocks
of the iron ore market contributed to GDP growth.
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Figure 6.17: Oil: historical shock decomposition of real GDP
Note: The lines display the actual quarterly inflation rate. The bars show the structural shocks
of the oil market contributed to the rate.
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Figure 6.18: Iron ore: historical shock decomposition of real GDP
Note: The lines display the actual quarterly inflation rate. The bars show the structural shocks
of the iron ore market contributed to the rate.
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We observe that the structural shocks in oil and iron ore markets played distinct
roles in explaining the dynamic of the inflation variable. The results presented in
Figure 6.17 show that the global oil supply shock was the dominant source of the
development of inflation, whereas changes in the precautionary demand for iron
ore was another main factor contributing to the price fluctuations in Australia (see
Figure 6.18). These findings, again, confirm the above average contributions of the
structural shocks of the forecast error variance decomposition.
6.4 Robustness
We investigated the sensitivity of our results by estimating the model using a num-
ber of alternative data compositions, for which details can be provided on request.
We found that the main conclusions of the paper are robust. First, the results pre-
sented in this paper used the imported refiners’ acquisition cost of composite crude
oil price, but when we replaced it with the West Texas Intermediate spot oil price, the
main results remain unchanged. Similarly, if the real oil or iron ore price is altered
by the nominal oil or iron ore price, these changes do not change our findings. Sec-
ond, our results are not very sensitive to different measures of the global economic
activity. When the global real economic activity index which was produced by Kilian
[2009], instead of OECD monthly economic indicator, was used, we still found the
same pattern responses of the Australian economy to oil and iron ore price shocks.
Finally, decreasing our model by three lags (instead of four) and using different prior
specifications, did not change our conclusions.
6.5 Conclusion
In this chapter, we have provided empirical evidence for the impact of structural oil
and iron ore price shocks on the Australian economy. The structural shocks of these
commodities were identified using sign restrictions in a Bayesian VAR, in which we
disentangled the underlying sources of oil and iron ore price shifts. Accordingly,
each of these commodity price shocks can be partially explained by the supply, de-
mand and specific demand shocks and, in turn, these three underlying factors have
different impacts on the economy. To our knowledge, this is the first paper to explic-
itly compare the macroeconomic effects of oil and iron ore shocks on the Australian
economy. We derive two main results.
First, we find that shocks on oil and iron ore markets both contribute strongly to GDP
and inflation variations. However, the oil price shock has a relative larger impact on
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these variables than the iron ore price shock. Furthermore, regarding interest and
exchange rate movements, the iron ore price shock becomes a major contributing
factor while the oil price shock is less important.
Second, we also find that macroeconomic variables respond differently to these com-
modity price changes, strongly depending on the underlying cause of the price in-
crease or decrease. For example, an increase in global demand for oil and iron ore
causes a large increase in GDP but an increase in the specific demand (precautionary
demand) for these commodities leads to a fall in GDP. However, the effects of the oil
and iron ore supply shocks turn out to be different. A global oil supply disruption,
which increases the oil price, has a negative impact on GDP but the same event ap-
pearing in the iron ore market has a positive effect on GDP. In terms of inflation,the
effects from different sources of shocks are not much differentiated. Almost all the
shocks bring inflationary pressure on the economy. Only the iron ore supply shock
shows that the inflationary impact is negligible. For that reason, the interest and
exchange rates do not react in the same direction.
These results emphasize the importance of understanding the source of the oil and
iron ore price changes so that policy-makers can develop appropriate policies to cope
with their impacts on the Australian economy. Our results also highlight the fact that
not all commodity price shocks are alike and we believe that our empirical results are
important for policy-makers. We also hope that a time-varying parameter approach
following this studies could be a complimentary analysis.
6.6 Appendix
6.6.1 Implementation of sign restrcitions
As described in Section 6.2.1, the SVAR model we use has the following reduced
form representation: [
Xi,t
Yt
]
= α+
p
∑
j=1
Aj
[
Xi,t−j
Yt−j
]
+
[
eXi,t
eYt
]
or simply, its infinite moving average representation can be derived as:
A(L)yt = α+ et
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where et = [eXi,t, e
Y
t ]
−1 is a vector of white noise reduced-form innovations with
variance-covariance matrix Σ. A(L) = (I − B−10 B1 − B−10 B2 − . . . − B−10 Bp). From
equation (1), the link between the reduced-form and the structural innovations can
be written: [
eXi,t
eYt
]
= B−10
[
uXi,t
uYt
]
or simply
et = B−10 ut
and the relationship between the two variance-covariance matrices is as follow:
E{ete′t} = B−10 E{utu′t}B−10
′
or
Σ = B−10 B
−1
0
′
Thus, to identify the structural shocks, we need to find a matrix B−10 such that
et = B−10 ut and E{utu′t} = I. The impulse responses of the structural representa-
tion are characterized by impulse matrix B−10 . The sign restriction approach allows
us to constrain the sign of certain elements of B−10 to obtain outcomes predicted by
economic theory. For example, we look for a matrix B−10 so that bijujt > 0 (or < 0),
which implies that variable i raise (or decreases) at time t after a positive innovation
of the structural shock uj,t.
We could decompose the covariance matrix into the lower triagular matrix P such
that PP′ = Σ. If we could find an orthogonal matrix H such that HH′ = H′H = I,
then the relationship between the reduced form residuals and the structural shocks
can be rewritten as follow:
et = PHut
since E[et, e′t] = E[PHutu′tH′P′] = PHH′P′ = Σ and made use of E[utu′t] = I
How do we find the H matrix? Using Householder transformations and Givens
rotation matrices is among two most popular ways to do this. In this paper, following
Canova and De Nicolo [2002], we approach the latter procedure that constructing
H(α) where α ∈ (0,pi]. H(α) are called Givens rotation matrices. There will be
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infinite number of given matrix H. For the bivariate VAR, we can choose
H =
[
cos(α) sin(α)
−sin(α) cos(α)
]
We have
HH′ =
[
cos(α) −sin(α)
sin(α) cos(α)
] [
cos(α) sin(α)
−sin(α) cos(α)
]
=
[
1 0
0 1
]
because cos2(α) + sin2(α) = 1
In general Hij is formed by taking (n× n) identity matrix and setting:
Hiiij = cos(α) H
ij
ij = −sin(α)
H jiij = sin(α) H
jj
ij = cos(α)
the superscripts indicate the rows and columns of matrix Hij. For example, with 3
variable VAR, we define
HG(α) = H12(α1)H13(α2)H23(α3)
=
 cos(α) −sin(α) 0sin(α) cos(α) 0
0 0 1

 cos(α) 0 −sin(α)0 1 0
sin(α) 0 cos(α)

 1 0 00 cos(α) −sin(α)
0 sin(α) cos(α)

α = (α1, α2, α3); 0 ≤ αk ≤ pi
Obviously, HG(α)H′G(α) = I. If we choose B
−1
0 = [HG(α)], then E(utu
′
t) = I which
implies et = B−10 ut are orthogonal shocks.
The contemporaneous affects in the structural VAR will be decided by the sign of
elements of matrix B−10 = PHG(α). For example, based on our identification of
oil/iron market model (three variables) we can expect the signs of matrix B−10 as
qt
pt
ywt
=
 − + ++ + +
− − +

 uqup
uwy

where qt, pt, ywt is oil/iron ore production (supply), oil/iron ore price (specific de-
mand) and global economic activity (global demand), respectively.
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The contemporaneous affects in the structural VAR will be decided by the sign of
elements of matrix B−10 = PHG(α). We can generate a large number of matrices B
−1
0
and retain only matrices that have the signs of their elements agree with the pos-
tulated signs. In this paper, we use the mean target method proposed by Fry and
Pagan [2011].4
Summing up, to obtain sign-identified matrices B−10 , we follow closely the procedure
of Rubio-Ramirez et al. [2010], which consists of following steps:
1. The reduced–form VAR model is estimated by Bayesian method to obtain ma-
trix Σ.
2. Let Σ = PP′ be the Cholesky decomposition of the reduced–form VAR variance–
covariance matrix Σ = PP′ and B−10 = P.
3. Draw HG(α).
4. Use HG(α) to compute matrices of structural shocks, ut, and then check whether
in response to ui,t restrictions are satisfied. If they are, keep the draw; otherwise
drop it.
5. Redo step 1–4 until finding a total of sufficient sign–satisfied matrices.
6. From the latter set, subtracting the mean of each impulse, divided the sub-
tracting mean impulses by their standard errors to get standardized impulses,
standardized impulses will be placed in a vector Θk for each value of αk choose
k that minimize (Θk)(Θk)′ and report percentile response bands.
6.6.2 Data description and sources
Data on all-oil related variables are obtain from the US Energy Information Admin-
istration (EIA) and the International Energy Agency (IEA). The real oil price is the
monthly average of nominal refiner acquisition cost of imported crude oil in US dol-
lars per barrel, deflated using monthly US CPI (in 1982–1984 prices). According to
Kilian [2009] and Baumeister et al. [2010], this price is considerably the best proxy
for the free market of imported crude oil in the literature. The real West Texas Inter-
mediate spot oil price is also used as an alternative measure for the oil market price,
4There are some alternative way to summarize the available models. While Fry and Pagan [2011]
suggest finding the model with the impulse responses closest to the median responses, Kilian and
Murphy [2012] suggest to add size restrictions to the element of the matrix B−10 . Recently, Baumeister
and Hamilton [2015a] have developed a new method using prior information about the elasticity of
responses of certain variables to judge the "true" candidate sing–restricted model
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transformed by the same method. Global oil production is the seasonally adjusted
monthly average of world crude oil production in thousand barrels per day reported
by EIA’s Monthly Energy Review.
Quarterly nominal iron ore prices are averages of monthly observations in US dol-
lar per dry metric ton, which are taken from Index Mundi. The real iron ore price
is deflated by monthly US CPI. Data for global and Australia iron ore production
are collected from World Steel Association. Quarterly data are average of seasonally
adjusted monthly observations in thousand ton.
For global economic activity measures, there are two alternative proxies. The first
proxy is the Monthly Economic Indicator reported by OECD. Quarterly data is ob-
tained by taking averages of monthly basis. The second proxy is the Global Real
Economic Activity Index proposed in Kilian [2009]. The index is based on dry cargo
single voyage ocean freight rates which assumed to capture shifts in the demand for
global industrial commodity market. The monthly series are collected from the au-
thor’s website as percent deviation from trends and then converted to quarterly data
by taking averages.
Data for Australian macroeconomic variables are obtained from Australian Bureau
of Statistics (ABS) and Reserve Bank of Australia (RBA). In particular, real GDP is
transformed to growth rate by taking the first difference of the natural logarithms
of the seasonally adjusted, chain volume measure (constant prices) of GDP (ABS
Cat No 5206.0). Similarly, inflation series is the CPI (2011-2012 based year) in first
difference-log form (RBA Statistical Table G1). Interest rate is quarterly average of
the target cash rate (RBA Statistical Table F1) which has been the main monetary
policy instrument at RBA [Dungey et al., 2014]. The exchange rate is presented by
real trade-weighted index (1995 =100, A$/US$) calculated by RBA (Statistical Table
F15) and transformed to growth rates by computing its log differences.
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Chapter 7
Conclusion
This thesis presents five self-contained chapters on the macroeconomic impacts of
various energy and commodity price shocks on the Australia, Chinese and US economies.
In particular, the thesis provides new evidence on the asymmetric reactions of the
US natural gas market and US economy to oil and natural gas market fundamental
shocks. It also contributes to the empirical literature on the non-linear relationship
between oil prices and natural gas prices. The thesis also contributes to the emerging
literature a different approach in examining the relationship between energy price
shocks and China’s macroeconomic performance. The thesis also provides a novel
evidence on the impacts of oil and iron ore price shocks on the Australian economy.
7.1 What we have learned?
Results in Chapter 2 confirm regime switching in the US natural gas market. There
are three regimes, namely, before the Decontrol Act, after the Decontrol Act and the
Recession. The results also show that the natural gas market tends to be much more
sensitive to its market fundamental shocks occurring in Recession regime than in the
other regimes. The paper reveals that the price of natural gas is driven mainly by
specific demand shocks and not by natural gas production and by the US economic
activity. The model with the incorporation of the price of crude oil shows that the
impacts of oil price shocks on natural gas prices are relatively small.
Chapter 3 provides a new empirical evidence on the asymmetric reactions of the U.S.
natural gas market and the U.S. economy to its market fundamental shocks in differ-
ent phases of the business cycle. More precisely, results of this chapter indicate that
in contrast to the prediction made by a linear VAR model, the STVAR model provides
a plausible explanation to the behavior of the U.S. natural gas market, which asym-
metrically reacts in bad times and good times. In addition, the U.S. economic activity
is found to be much more sensitive to oil and natural gas price shocks occurring in
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recessions than in expansions.
Chapter 4 provides several insights with regard to the relationship between oil price
and China’s output: (1) the time varying parameter VAR with stochastic volatility
provides a better fit as compared to it’s constant counterparts - CVAR; (2) the im-
pacts of intertemporal global oil price shocks on China’s output are often small and
temporary in nature; (3) oil supply and specific oil demand shocks generally pro-
duce negative movements in China’s GDP growth whilst oil demand shocks tend to
have positive effects; (4) Chinese output shocks have no significant impact on price
or quantity movements within the global oil market.
Chapter 5 proposes a new index of primary commodity energy prices for China.
Uniformly sized positive energy price shocks are shown to consistently generate
economic stagflation over the past two decades. Interestingly, while the contem-
poraneous inflation responses are relatively constant, the real GDP responses have
approximately halved. The paper also finds that the PBOC’s monetary policy re-
sponses are found to depend on the choice of monetary policy instrument. While
the required reserve ratio is consistently found to be contractionary over the sample
period, the PBOC bank rate is found to be expansionary over the first half of the
sample but contractionary over the second.
The main results in Chapter 6 suggest that, over the period 1990Q1 to 2014Q4, the
oil shock has a relative larger impact than that of the iron ore shock on output and
inflation while the iron ore shock is the dominant source of interest and exchange
rate movements. The effects crucially depend on the underlying sources of oil or
iron ore price shifts. Real GDP responds negatively to the rise of oil prices driven
by supply shocks but positively to a similar shock on the iron ore market. Higher
global demand for these commodities has a positive impact on the economy but the
iron ore demand shock is about two times larger. However, a positive oil and iron
ore price shock driven by specific demand lead to a temporary decline in real GDP.
7.2 Future research directions
The results of this thesis open up a number of new avenues for future research.
Chapter 2 of the thesis used the MS-VAR framework to detect the regime change in
the US natural gas market. The analysis of this chapter can be further extended by
looking at disaggregate data. It can be done by decomposing the market, allowing
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for different users to play their roles in determining natural gas prices. Chapter 3
found that US economic activity is much more sensitive to oil and natural gas price
shocks occurring in recessions than in expansions but the question of the mechanism
is still not clear. An interesting extension of this Chapter would be to develop a larger
model, that could capture more information, such as monetary variables or exchange
rates. A smooth transition FAVAR model could be a potential tool for this project.
The findings in Chapter 4 and 5 of the thesis also suggest some avenues for future
research. China’s energy price index that is constructed in this thesis could be used
for various purposes. It can be used as a variable for estimating China’s monetary
policy function. Utilizing the calculation method in the Chapter, one can compute
energy indexes for different countries. This study can be then extended to compare
the impacts of energy price shocks on different groups of country.
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