This paper considers simultaneous wireless information and power transfer (SWIPT) over a dual-hop dynamic decode-and-forward (DF) relay network with the power-splitting (PS) energy harvesting protocol at the relay. The circuit power consumption (CPC), which includes power requirements for both decoding and encoding circuits, is considered at the relay. For a rate-dependent linear CPC model, we formulate an optimization problem to decide the optimal throughput, PS ratio, relay transmit power and time ratio for the source to relay transmission. Although the resultant optimization problem is nonconvex, we derive an efficient optimization algorithm, requiring significantly less floating point operations than an interior point method. Finally, we present numerical results which lead to some interesting insights for system design.
I. INTRODUCTION
Communication nodes in wireless sensor networks (WSNs) and Internet of Things (IoT) are typically powered by individual power supplies [1] . Due to inconsistent availability and/or implementation overhead for fixed and ambient energy sources such as solar, wind or vibration, wireless energy transfer (WET) and ambient backscatter communications have been introduced as promising techniques which require lowcost modifications to existing communication circuitry [2] - [5] . Since the same radio frequency (RF) signal can carry both energy and information, WET approach is known as simultaneous wireless information and power transfer (SWIPT). Cooperative communication with relay nodes is a vital ingredient in WSNs to improve connectivity and energy efficiency [6] . Further, relaying is an effective technique to improve the wireless connectivity by helping to extend the wireless network coverage without a need to deploy wired backhaul facilities, e.g., [7] and references therein. Due to this reason, SWIPT in relay networks has gained much attention recently as detailed below.
For SWIPT, the time-switching (TS), power-splitting (PS) and hybrid WET protocols are introduced for both amplifyand-forward (AF) and decode-and-forward (DF) relay networks in [8] - [12] , where the optimal PS and TS ratios are derived to achieve the maximum performance with negligible This work is supported in part by the Australian Research Council (ARC) through the Discovery Early Career Researcher (DECRA) Award under Grant DE160100020 and in part by the Discovery Project (DP) under Grant DP180101205. circuit power consumption (CPC). However, when the source node is the only node with a power supply, the benefits of using a relay may rapidly decay with CPC [13] . The CPC can be modeled as an information rate dependent [14] - [17] , transmitpower (i.e., power used for the information transmission) dependent [18] , or as a fixed power [19] .
Despite a lot of literature on WET, analysis considering CPC appears to be lacking. In [17] , optimal energy beamforming and time assignment is derived considering a rate-dependent CPC model in a wireless powered sensor network in which each sensor node directly transmits information to a destination node. However, this work is not for relay networks. In [15] , energy and information beamforming is jointly optimized considering constant CPC in each wireless powered sensor that directly transmits information to a destination node. In [20] , a transmit power-dependent CPC model is used to derive optimal power allocation for a transmitting node powered by energy harvesting from ambient energy sources which transmits information directly to a destination node. However, to the best of our knowledge, no work has considered the SWIPT relay networks.
In addition, most of the work assumes static and equal time durations for source to relay and relay to destination transmissions in the DF relay. However, [21] , [22] shows that the DF relay with dynamic time durations which are dependent on the channels, outperforms the static case. The diversity order and the sum information rate of dynamic DF relays are calculated in [23] . The dynamic DF concept is applied to a two-way SWIPT relay in [24] to derive the optimal outage probability for PS and TS protocols.
To the best of our knowledge, this is the first work which considers an optimization framework for resource allocation considering rate-dependent CPC at a dynamic DF relay. In particular, this paper analyzes a dual-hop dynamic DF relay network with the PS protocol by considering CPC at the relay which includes power requirements for both decoding and encoding circuits. We use the information rate dependent linear CPC model as our target is to maximize the information rate. Then, we formulate the optimal resource allocation problem to jointly optimize throughput, PS ratio, power allocation at the relay and the time ratio for source to relay transmission. We show that the problem is non-convex and propose an efficient sub-optimal algorithm which achieve near-optimal performance. The rest of this paper is organized as follows. Section II presents the system model. Section III solves optimization problem for the resource allocation and provides low-complex near-optimal resource allocation algorithm. Section IV presents numerical and simulation results. The concluding remarks are in Section V followed by the respective proof in Appendix.
II. SYSTEM MODEL

A. Network Model
We consider a half-duplex wireless relay network where a source node (S) communicates with a destination node (D), via a DF relay node (R). All three nodes operate with same fixed sampling time T 0 . We assume that the direct link between S and D is not available due to a blockage. As shown in the Fig. 1 , S transmits to R using first N s samples with transmit power Q and R transmits to D using the remaining N r samples with transmit power P t . The ratio of S − R transmit time compared to the total block time is denoted by θ = Ns /(Ns + Nr). The channel coefficients of the S to R (S − R) and R to D (R − D) channels are h 1 and h 2 , respectively, which stay constant during the total block time (N s + N r ) T 0 . The source generates information with rate τ (bits/s). The relay uses λ and (1 − λ) portions of the received signal for information and energy harvesting respectively using the PS protocol. At the beginning of each slot, channel state information (CSI), i.e, h 1 and h 2 , is available at a decision node which chooses τ , λ, P t and θ, and passes them to all three nodes (anyone of the three nodes may be considered as the decision node).
B. Analytical Model
Signal-to-noise ratios of S − R and R − D links can be given respectively as Qg1λ (1+λ)σ 2 and Ptg2 2σ 2 , [11] . Therefore, the maximum amount of information, that can be transferred in S − R and R − D links can be written as
bits ,
where g 1 = |h 1 | 2 , g 2 = |h 2 | 2 and σ 2 is the noise power. Since the source generates (N s + N r ) T 0 τ information bits at the beginning of each block, we have
. This can be given as
As shown in Fig. 2 , the relay consists of information decoding, energy harvesting, information encoding circuits, and also a temporary energy storage (e.g. capacitor). Since (N s + N r ) T 0 τ information bits sent to the decoding circuits during a T 0 N s period, the effective information rate at the relay decoding circuits, is τ θ . Similarly, effective information rate at the relay encoding circuits, is τ (1−θ) . As CPC is modeled as an information rate dependent linear model [8] , CPCs at decoding, P dec , and encoding, P enc , can be given, respectively, as
where ϵ d , ϵ e > 0 are unit rate dynamic energy consumption at decoder and encoder, respectively; and P d and P e are static power consumption at the decoder and the encoder, respectively. The total energy used by the relay can not be larger than the total harvested energy. Thus, with the aid of (4), we can write
where E h = ηQg 1 (1 − λ) T 0 N s is the total harvested energy in R. This shows that optimal choice of source information rate, PS ratio, relay transmit power and S − R transmit time ratio depends on the CPC.
III. RESOURCE ALLOCATION
Our objective is to design λ, P t and θ, in order to maximize the source information rate, τ , for given values of g 1 and g 2 . The optimization problem can be given as
The constraint (6b) and (6c) comes from (3), while constraint (6d) comes from dividing (5) by (N s + N r ) T 0 . The condition λ 1 is explicitly satisfied in (6d) as τ 0 and P t 0. The optimal solution is denoted by (τ * , P * t , λ * , θ * ).
A. Feasibility of the Resource Allocation
If the maximum achievable of the right hand side of the inequality (6d) is smaller than the minimum achievable of the left hand side, the feasible set of the optimization problem (6) is empty, in which case the resource allocation problem is infeasible. Therefore, for a fixed θ, a condition for feasibility can be written as P d θ + P e (1 − θ) < ηQg 1 θ. The set of all θ that satisfy this condition, can be given by
Since θ ∈ (0, 1), the feasible set (θ 0 , 1) is empty if ηQg 1 P d . In addition, g 2 > 0 is required for τ > 0 in (6c). Thus, we solve the optimization problem only when ηQg 1 > P d and g 2 > 0. The optimization problem is non-convex, but we next discuss an efficient method to find a near optimal solution.
B. Near Optimal Method for the Resource Allocation
By noticing that (6) is convex for fixed θ, we first solve the optimization problem for fixed θ =θ ∈ (θ 0 , 1) and use a one-dimensional grid search to get the near optimal overall solution.
Proposition 1:
) .
.
Proof: See Appendix A It can be easily shown that fθ (P t ) is strictly decreasing in [0, c]. Together with fθ (0) > 0 and fθ (c) 0, this ensures thatP t is unique. Thus, any root finding algorithm can be used to solve fθ (P t ) = 0. To get a near-optimal solution to (6), we perform a simple grid search along θ ∈ (θ 0 , 1) with n number of grid levels using the following algorithm.
Algorithm 1 Near Optimal Resource Allocation
Input: grid levels n > 0, g 1 , g 2 , Q, σ 2 , T 0 (τ * , P * t , λ * , θ * ) ← (0, 0, 0, 0) if ηQg 1 > P d and g 2 > 0 then for i = 1, · · · , n dō
C. A Lower Bound for Maximum Source Information Rate
Feasible set of the problem is defined by the constraints of the problem (6) . A lower bound can be obtained by considering a suitable element of the feasible set. To this end, we first set θ = 1 /2 and by using the Proposition 1 we can write
where P t is in [0, Qg1 /g2]. The solution to f θ (P t ) = 0 can not be obtained in closed form due to the rational and the log function in (7) and (8), respectively. Thus, we use a suitable P t ∈ [0, Qg1 /g2] that satisfy constraint (6d), which can be used to obtain a lower bound for τ * . Thereupon, we notice that f 2 (P t , 1 /2) is a concave function and we use the tangent at f 2 (0, 1 /2) to obtain an upper bound for the function f 2 (P t , 1 /2). This can be written as,
Moreover, we also notice that the function
) is concave. Thus, using the straight line between f 1 (0, 1 /2) and f 1 ( Qg1 /g2, 1 /2) we can write ηQg 1
(
In order to find a lower bound for τ * , functions f 2 (P t ) and f 1 (P t ) are upper and lower bounded linear functions of P t to assume that CPC requires more power than the model in (4) and the total harvested energy is smaller than then with the aid of (9) and (10) we have the constraint (6d) satisfied. In comparison to f θ (P t ) = 0 the equation (11) is a solution to a linear function of P t , which can be simplified to give
which can take a negative value if ηQg 1 < P d +P e . Therefore, by substituting in (8), a lower bound for τ * can be written as,
IV. NUMERICAL AND SIMULATION RESULTS
In this section, we use Q = 500 mW, σ 2 = 10 mW, T 0 = 500 µs, η = 0.8 and n = 500.
If the optimization problem (6) for fixed θ is solved using an interior-point method with Newton step, it involves a matrix inversion of a 3 × 3 matrix in every iteration [25] . If Gaussian elimination is used for the matrix inversion, total number of floating point operations (FLOPS) per iteration is 27 for that matrix inversion. In contrast, the bisection method requires only 3 FLOPS per iterations to solve fθ (P t ) = 0 in proposition 1. Fig 3 shows the variation of the total number of FLOPS (= number of iterations × FLOPS per iteration,× n) with g 1 when P e , P d = 5 mW, ϵ e + ϵ d = 10 mW/bits/s/Hz, g 2 = 0.1. As shown in the figure, the total FLOPS is at least 60 times higher in the interior-point method. Due to this calculation efficiency, we use Algorithm 1 to generate the rest of the numerical results. Fig. 4 shows the variation of the optimal throughput with g 1 when P e , P d = 5 mW, ϵ e + ϵ d = 0.1 mW/bits/s for g 2 = 0.05, 0.1 and 0.3. The lower bound in (12) for maximum source information rate is also shown in the figure. The simulation results for each pair of g 1 and g 2 is obtained by solving the optimization Problem (6) using an interior point method for fixed θ combined with a grid search in θ. The numerical results obtained by Algorithm 1 exactly match with the simulation results, which validates our analysis. As shown in Fig. 4 , the lower bound gives a close approximation to maximum source information rate when g 1 and g 2 are small. Fig. 5 shows the variation of the optimal θ with Q. For smaller Q, the optimal θ is close to 1. However, when Q is large, the optimal θ is close to 1 /2 which make the conventional DF relay performance close to dynamic DF relay performance. This due to the fact that, large received power enables the relay to harvest sufficient amount of energy with θ = 1 /2. 6 shows the variation of the optimal average throughput with ϵ e +ϵ d , when P d , P e = 10 mW. We assume Rician fading channels with Rice factor K = 1, 2 or 3. For the comparison, we also plot the no CPC case, and the conventional DF relay with θ = 1 /2. The optimal average throughput gradually decreases when ϵ e + ϵ d increases. This is because the power available for information transmission reduces due to CPC. Dynamic DF relay shows significant performance gains over conventional DF relay when the CPC from ϵ e + ϵ d is large. Extra design variable θ in dynamic DF relay provides a trade off between throughput performance and the computational complexity of the resource allocation. Due to a stronger lineof-sight component, the throughput increases when the Rice factor increases. Fig. 7 shows the optimal average throughput vs P e = P d , when ϵ e + ϵ d = 0.03 mW/bits/s. The optimal throughput gradually decreases when P e or P d increases.
V. CONCLUSION
This paper considers a SWIPT dynamic DF relay network, in which the relay uses the PS energy harvesting protocol. The circuit power consumption at the relay is modeled by an information rate dependent linear model. The throughput is targeted to be maximized by jointly optimizing the PS ratio and relay transmit power and the time ratio for source to relay transmission. This problem is non-convex and an efficient suboptimal algorithm is given, which achieves a near optimal performance. A closed form expression of a lower bound for maximum source information rate is obtained, which provide deeper insight to the problem structure. Numerical results show that the extra degree of freedom to choose an appropriate transmit time ratio for source to relay transmission in dynamic DF relay provides a trade off between throughput performance and the computational complexity of the resource allocation. The circuit power consumption has a significant impact on the the throughput of the network. 
APPENDIX A PROOF OF PROPOSITION 1
The Lagrangian dual function for the optimization problem (6) , can be written as,
where C 1 and C 2 are the left hand sides of the constraints (6b) and (6c), respectively. Dual variables a 1 , a 2 , a 3 , a 4 , a 5 , a 6 0.
The KKT conditions in addition to constraints (6b)-(6e), can be written as,
From Lemma 1 we have that for the fixedθ, the problem is convex and satisfies Slaters condition. Thus, the KKT conditions are necessary and sufficient for the optimality. We first consider the case, when 0 <λ and 0 <P t . According to (16) , we have a 3 = 0 and a 4 = 0. Using (13), the only possibility for a 1 and a 2 with a 5 0, is a 1 > 0 and a 2 > 0. Thus, we have a 6 > 0 and from the conditions a 1 C 1 = 0 and a 2 C 2 = 0 we have C 1 = 0 and C 2 = 0, which arē
)
in the proposition for λ and τ , respectively. With the aid of (15), we have fθ (P t ) = 0 in the proposition. By considering f 1 (P t ) and f 2 (P t ) independently, it is easily shown that fθ (P t ) is stickily decreasing with respect toP t . Moreover, fθ (c) 0 and fθ (0) 0 support that the solution to fθ (P t ) = 0 is unique in [0, c].
A. Lemma 1 : For fixedθ, the problem is convex. Furthermore, when P dθ + P e ( 1 −θ ) < ηQg 1θ and g 2 > 0, Slater's condition is satisfied.
Proof: By noting that ∂ 2 ∂λ 2 log 2
( 1 + Qg1λ (1+λ)σ 2 ) < 0 ; ∀λ 0, it can be used to show that the Hessian matrix is positive definite. To prove that Slater's condition holds, it is sufficient to prove that there exists a feasible [τ, λ, P t ] such that the equality constraint (6d) is satisfied while all inequality constraints in (6) are satisfied with strict inequalities. To this end, we first parametrize τ, P t , λ by a parameter δ ∈ [ 0, ηQg 1θ − P dθ − P e ( 1 −θ )] such that they satisfy the constraint (6d). Thus, we can write
The set (0, ηQg 1θ − P dθ − P e ( 1 −θ ) ) is non-empty and for any δ ∈ (0, ηQg 1θ − P dθ − P e ( 1 −θ ) ) we have P t > 0 and 0 < λ < 1 and τ > 0. Moreover, if δ = 0 we havē
Thus, there exists δ 1 ∈ (0, ηQg 1θ − P dθ − P e ( 1 −θ ) ) such that
Similarly, there exists δ 2 ∈ (0, ηQg 1θ − P dθ − P e ( 1 −θ ) ) such that
. For all δ < δ 0 , all inequality constraints in (6) are strict. This satisfies Slater's condition (Theorem 5.26 in [25] ), which completes the proof of the lemma.
