Abstract. In a recent paper, W.
Introduction and Statement of Results
The smallest parts partition function spt(n) of Andrews is defined for any integer n ≥ 1 as the number of smallest parts among the integer partitions of size n. For example, the partitions of n = 4 are (with the smallest parts underlined): One can compute spt(n) by making use of the generating function
where (a; q) ∞ = ∞ n=0 (1 − aq n ). We use this generating function to compute the values of spt(n) required for this paper.
In analogy with the Hardy-Ramanujan asymptotic for p(n), there is an asymptotic formula for spt(n) which follows from work of Bringmann [4] . Namely, we have that
Recently, Ahlgren and Andersen [1] gave the following Rademacher-type exact formula for the spt-function as a conditionally convergent infinite sum of I-Bessel functions and Kloosterman sums. For all n ≥ 1, they proved that spt(n) = π 6 (24n − 1)
We will use a different formula for spt(n) from [1] , combined with some analytic number theory, to prove the following recent conjectures of Chen [6] .
Conjecture (Chen) .
(1) For n ≥ 5, we have √ 6 π √ n p(n) < spt(n) < √ n p(n). (3) For n ≥ 36, we have spt(n) 2 > spt(n − 1) spt(n + 1).
(4) For n > m > 1, we have spt(n) 2 > spt(n − m) spt(n + m).
(5) For n ≥ 13, we have spt(n − 1) spt(n) 1 + 1 n > spt(n) spt(n + 1) .
(6) For n ≥ 73, we have spt(n − 1) spt(n) 1 + π √ 24n 3/2 > spt(n) spt(n + 1) .
Remark. Conjectures (1) and (2) are slight modifications of Chen's original claims. The only difference is that (1) was conjectured to hold for all n ≥ 3.
We prove the following theorem in Section 6. Theorem 1.1. All of the conjectures are true.
There is a more precise version of Theorem 1.1 regarding Conjecture (1), which we will prove in Section 5. Theorem 1.1 (1) is the case where ǫ = 1 − √ 6/π. In fact, the truth of this result for large n can be seen from earlier work of Bringmann [4] on these asymptotics. However, to effectively determine the range of n for all of these inequalities is a delicate matter which we discuss below. Theorem 1.2 (Refined Theorem 1.1 (1)). For each ǫ > 0, there is an effectively computable constant N (ǫ) > 0 such that for all n ≥ N (ǫ), we have √ 6 π √ n p(n) < spt(n) < √ 6 π + ǫ √ n p(n).
To prove Theorems 1.1 and 1.2, we make use of classic work of Lehmer [14] which gives effective bounds for the partition function, recent work of Desalvo and Pak [8] and Chen, Wang, and Xie [7] , and a formula different from (1) by Ahlgren and Andersen [1] for spt(n). Complications arise from the conditional convergence of the infinite sum in (1) , which makes it difficult to find effective estimates for error terms. There are now different types of formulas for p(n) and spt(n). For example, Bruinier and Ono [5] proved that the coefficients of certain weight −1/2 harmonic Maass forms are essentially traces of singular moduli for weak Maass forms, from which they obtained a formula for the partition function as a finite sum of algebraic numbers. More precisely, consider the weight zero weak Maass form for Γ 0 (6) defined by
where g(z) is the weight −2 weakly holomorphic modular form for Γ 0 (6) defined by
Bruinier and Ono [5] proved the following formula for p(n).
Theorem (Bruinier-Ono). For all n ≥ 1, we have
where Q 6 n is any set of representatives of the equivalence classes of Γ 0 (6) acting on discriminant −24n + 1 positive definite, integral binary quadratic forms Q = [a, b, c] such that 6|a and b ≡ 1 (mod 12), and τ Q is the Heegner point in the complex upper half-plane H for which Q (τ Q , 1) = 0.
Similarly, let f (z) be the weight zero weakly holomorphic modular form for Γ 0 (6) defined by
Ahlgren and Andersen [1] proved the following analogue of (2) for spt(n).
Theorem (Ahlgren-Andersen). For all n ≥ 1, we have (4) spt(n) = 1 12
In [9] , Dewar and Murty used (2) to re-prove the Hardy-Ramanujan asymptotic for p(n). Their method lends itself to finding effective bounds for error terms. Using a similar approach, we carefully bound each term in the finite sum (4) to obtain the following effective asymptotic formula for spt(n) which is analogous to the aforementioned bounds of Lehmer [14] for p(n).
where
Remark. The size of the constant in the error bound of Theorem 1.3 plays no essential role in our analysis.
This paper is organized as follows. In Section 2 we review some facts regarding quadratic forms and Heegner points. In Section 3 we give an effective asymptotic formula for the trace of f (z). In Section 4 we discuss the asymptotic properties of p(n) and spt(n), and prove Theorem 1.3. In Section 5 we prove Theorem 1.2. Finally, in Section 6 we prove the remaining conjectures.
Quadratic forms and Heegner points
Let N be a positive integer and Q −D,N be the set of positive definite, integral binary quadratic forms
where for σ = α β γ δ ∈ Γ 0 (N ) we have
Given a solution r (mod 2N ) of r 2 ≡ −D (mod 4N ), we define the subset of forms
Then the group Γ 0 (N ) also acts on Q −D,q,r .
To each form Q ∈ Q −D,N , we associate a Heegner point τ Q which is the root of Q (X, 1) given by
The Heegner points τ Q are compatible with the action of Γ 0 (N ) in the sense that if σ ∈ Γ 0 (N ), then
3. Asymptotics for the trace of f (z)
In this section, we give an effective asymptotic formula for the trace of the Γ 0 (6)-invariant function f (z) defined by (3) which appears in the algebraic formula (4) for spt(n). This asymptotic formula will be used crucially in the proof of Theorem 1.3.
Following [9] , we let Q 1 n denote a set of primitive, SL 2 (Z)-reduced forms representing the classes in Q −24n+1,1 /SL 2 (Z). The number of such forms equals the class number h(−24n + 1) of the imaginary quadratic field Q √ −24n + 1 . Also, we let Q 6 n denote a set of primitive forms representing the classes in Q −24n+1,6,1 /Γ 0 (6).
The group Γ 0 (6) has index 12 in SL 2 (Z). We choose the following 12 right coset representatives: We denote this set of coset representatives by C 6 . The matrices γ ∈ C 6 are scaling matrices for the 4 cusps {∞, 1/3, 1/2, 0} of the modular curve X 0 (6), which have widths 1, 2, 3, and 6, respectively. In particular, we have γ ∞ (∞) = ∞, γ 1/3,r (∞) = 1/3, γ 1/2,s (∞) = 1/2, and γ 0,t (∞) = 0.
For each Q ∈ Q 1 n , there is a unique choice of coset representative γ Q ∈ C 6 such that
n . This induces a bijection
Q ; see the proposition on page 505 in [11] , or more concretely, [9, Lemma 3] , where an explicit list of the matrices γ Q ∈ C 6 is given.
Define the trace of f (z) by
By virtue of the bijection Q 1 n → Q 6 n and (5), the trace can be written as
Therefore, to study the asymptotic distribution of S(n), we need the Fourier expansion of f (z) with respect to the scaling matrices γ ∞ , γ 1/3,r , γ 1/2,s , and γ 0,t .
First, observe that the Fourier expansion of f (z) at the cusp ∞ is given explicitly by (see [1, equation (4.6) 
where a(0) = 4π Since f (z) is an eigenfunction for the Atkin-Lehner involutions of level 6, the Fourier expansion of f (z) with respect to the scaling matrices γ 1/3,r , γ 1/2,s , γ 0,t can be determined from the Fourier expansion at ∞. In particular, if ζ 6 := e(1/6) is a primitive sixth root of unity, we have (see for example [9, (3. 2)])
a m,r (z), More generally, given a form Q ∈ Q 1 n and corresponding coset representative γ Q ∈ C 6 , we let h Q ∈ {1, 2, 3, 6} be the width of the cusp γ Q (∞) and ζ Q be the sixth root of unity such that
In the following lemma we give effective bounds for the Fourier coefficients a(m).
Lemma 3.1. The following bounds hold.
(1) For m = 0 we have
(2) For m < 0 we have
Proof. We first estimate |a(0)|. Since (ℓ, c) = 1, we can evaluate the Ramanujan sum as
where the last equality follows from [13, equation (3.4) ]. Therefore,
and we get
We next estimate |a(m)| for m < 0. Using the series
we find that
On the other hand, by [16, page 3] we have the uniform asymptotic formula
where the error terms satisfy the bounds (see [16, 
3 (x, 1) < 1 for x ≥ 1. Hence
Then using the Weil bound
and the estimates (8) and (9), we get
and
For all ǫ > 0 we have the following effective bound for the divisor function,
For future reference, we note that
.
Then using (11) with ǫ = 1/2 we get
Also, we have
Then after combining estimates, we get
Finally, we estimate |a(m)| for m > 0. Using the inequality (see [15, (6. 25)])
On the other hand, by [16, 
equation (A.4)] we have
where K 1 is the usual Bessel function. Then
Now, by [16, page 26] we have the uniform asymptotic formulas
where the error terms satisfy the bounds (see [16, equations (1.26 ) and (B.1)])
and (see [16, 
1 (x, 1) < 1 for x ≥ 1. Here for p > 0 and ω = 0, we have
where Γ(1 − p, ω) is the incomplete Gamma function. Hence we get
Then using the estimates (10), (12) and (13), we get
As before, using (11) with ǫ = 1/2 we get
Then combining estimates yields
In the following theorem we give an effective asymptotic formula for S(n).
Theorem 3.2. For all n ≥ 1, we have
Proof. By (6) and (7) we have
We first give an effective upper bound for |E 1 (n)|. The class number bound h(−24n + 1) ≤ 12n − 1 (14) and Lemma 3.1 give
Next, observe that
Since Q ∈ Q 1 n is reduced, the corresponding Heegner point τ Q lies in the standard fundamental domain F for SL 2 (Z). In particular, we have
which implies that
Then using (15) and (14), we get
Similarly, since
the same argument gives
Hence by Lemma 3.1 we have
Combining the preceding estimates yields
We now estimate the infinite sums. First, we have
Next, write
and observe that π
Let α := ⌈64/3⌉ = 22. Then if m ≥ α, we have
Now, we split the sum into appropriate ranges and use the preceding bound to get
A calculation shows that
Also, if we let
Combining things, we have shown that
where C(α, β) is the explicit positive constant defined by
We now find an explicit upper bound for C(α, β). We have 8 3 π 4 ≈ 259.75 < 260.
Also, since
and ζ(3/2) ≈ 2.61 < 3, we have
Similarly, we have
2 e ≈ 5207.25 < 5208,
and Γ(3/2, αβ) ≈ 0.54 < 1, so that C 2 2.38 × 10 7 + β −3/2 Γ(3/2, αβ) < 5208 2.38 × 10 7 + 119 < 1.24 × 10 11 .
After combining estimates, we get C(α, β) < 260 + 679 + (1.24 × 10 11 ) = 939 + (1.24 × 10 11 ) = 124000000939.
Summarizing, we have shown that
It remains to analyze the main term. For any form
Now, by [9, (4.2)] there are exactly 4 forms Q ∈ Q 1 n with a Q h Q = 6, and these are given by
Moreover, the corresponding coset representatives
n are given by
For all other forms Q = [a Q , b Q , c Q ] ∈ Q 1 n with Q = Q i , we have a Q h Q ≥ 12. Write the main term as
A short calculation gives
Then since a Q h Q ≥ 12 for Q = Q i , using (14) we get
Next, using the identity
we have e(−z) − e(−z) = 2π √ yI 1/2 (2πy)e(−x), z = x + iy.
Therefore, since a Q i h Q i = 6 for i = 1, 2, 3, 4, we get
Also, from the Fourier expansions of f (z) with respect to γ 0,1 , γ 1/2,−1 , γ 1/3,0 , and γ ∞ given previously, we have
Then simplifying yields
Finally, by combining the preceding results we conclude that
where E(n) := E 1 (n) + E 2 (n) with
Effective bounds for spt(n)
To prove our results, we will require an effective asymptotic formula for p(n) due to Lehmer [14] . For convenience, define
Inspired by the Hardy-Ramanujan asymptotic for p(n), Rademacher [17] obtained the following exact formula:
where A c (n) is the Kloosterman sum Using Rademacher's formula, Lehmer [14] proved the following result.
Theorem 4.1 (Lehmer) . For all n ≥ 1, we have
We first use Theorem 4.1 to quickly deduce the following effective bound.
Lemma 4.2. For all n ≥ 1, we have
Proof. Using the identity
we may write Theorem 4.1 (with the choice N = 2) as
Now, using (18) and (17) we get
By [15, (6. 24)], we have the bound
Then an estimate using the trivial bound |A c (n)| < c and the bound (19) yields
Similarly, two straightforward estimates yield
4.1. Proof of Theorem 1.3. Using (2), the formula (4) can be written as
Now, a straightforward calculation using (16) shows that
Hence the asymptotic formula in Theorem 3.2 can be written as
where E(n) := E(n) + E 3 (n) with
Then using (20), (21), and Lemma 4.2, another straightforward calculation yields
where the error term
satisfies the bound
As pointed out by Bessenrodt and Ono [3] , it is straightforward to obtain from Theorem 4.1 that
for all n ≥ 1. We will use Theorem 1.3 to prove the following analogous statement for spt(n), where √ n is replaced by any positive integral power of n.
Theorem 4.3. For each l ∈ Z + and k ∈ Z + , there is an effective positive integer B k (l) such that for all n ≥ B k (l), we have
Proof. By Theorem 1.3 we have the bounds
Clearly, there is an effective positive integer B k (λ) such that the inequality
holds for all n ≥ B k (λ). For instance, if λ = k = 1 then B 1 (1) = 1468. This completes the proof.
Proof of Theorem 1.2
By Theorem 1.3 and Lemma 4.2, we may write
Also, for ǫ > 0 we define
We must prove that there exists an effective positive constant N (ǫ) > 0 such that for all n ≥ N (ǫ), we have
First, using (22) and (23) we find that the lower bound in (24) is equivalent to
where c 1 (n) := α(n) − β(n)γ(n). Now, the error bounds in Lemma 4.2 and Theorem 1.3 imply that
where c 2 (n) := (1324)γ(n) + (124000002265)(24n − 1).
Then noting that c 1 (n) > 0 for all n ≥ 1, we find that (25) is implied by the bound
or equivalently, the bound n > 1 24
A calculation shows that (26) holds for all n ≥ N := 1297.
Similarly, using (22) and (23) we find that the upper bound in (24) is equivalent to
where c 4 (n, ǫ) := β(n)γ(n, ǫ) − α(n). The error bounds in Lemma 4.2 and Theorem 1.3 imply that
where c 5 (n, ǫ) := (1324)γ(n, ǫ) + (124000002265)(24n − 1).
Moreover, there exists an effective positive constant N 1 (ǫ) > 0 such that c 4 (n, ǫ) > 0 for all n ≥ N 1 (ǫ). Then arguing as above, we find that if n ≥ N 1 (ǫ), the bound (27) is implied by the bound n > 1 24
where c 6 (n, ǫ) := c 5 (n, ǫ)/c 4 (n, ǫ). Clearly, there exists an effective positive constant N 2 (ǫ) ≥ N 1 (ǫ) such that (28) holds for all n ≥ N 2 (ǫ).
Let N (ǫ) := max{N, N 2 (ǫ)}. Then the inequalities (24) hold for all n ≥ N (ǫ).
6. Proof of Theorem 1.1 6.1. Proof of Conjecture (1). Let ǫ = 1 − √ 6/π in Theorem 1.2. We need to determine the constant N (1 − √ 6/π). A short calculation shows that the inequality c 3 (n, 1 − √ 6/π) > 0 holds if and only if
Another calculation shows that (29) holds if n ≥ N 1 (1 − √ 6/π) for N 1 (1 − √ 6/π) = 4. Next, we need to find the smallest positive integer N 2 (1 − √ 6/π) ≥ 4 such that the bound n > 1 24
holds for all n ≥ N 2 (1 − √ 6/π). A calculation shows that this constant is given by N 2 (1 − √ 6/π) = 1111. We now have
Therefore, the inequalities
hold for all n ≥ 1297. Finally, one can verify with a computer that these inequalities also hold for 5 ≤ n < 1297.
Proof of Conjecture (2).
We follow closely the proof of [3, Theorem 2.1]. By taking l = k = 1 in Theorem 4.3 (recall that B 1 (1) = 1468), we find that
for all n ≥ 1468. One can verify with a computer that (31) also holds for 1 ≤ n < 1468. Now, assume that 1 < a ≤ b, and let b = Ca where C ≥ 1. From (31) we get the inequalities
and spt(a + Ca) < √ 3 π 24(a + Ca) − 1 1 + 1 a + Ca e µ(a+Ca) .
Hence, for all but finitely many cases, it suffices to find conditions on a > 1 and C ≥ 1 such that
Then by taking logarithms, we find that (32) is equivalent to
As functions of C, it can be shown that T a (C) is increasing and S a (C) is decreasing for C ≥ 1, so we have that
and log(S a (1)) ≥ log(S a (C)).
Hence it suffices to show that
Moreover, since
for all C ≥ 1 and all a > 1, it suffices to show that
By computing the values T a (1) and S a (1), we find that (34) holds for all a ≥ 5.
To complete the proof, assume that 2 ≤ a ≤ 4. For each such integer a, we calculate the real number C a for which
The values C a are listed in the table below. By the discussion above, if b = Ca ≥ a is an integer for which C > C a , then (33) holds, which in turn gives the theorem in these cases. Only finitely many cases remain, namely the pairs of integers where 2 ≤ a ≤ 4 and 1 ≤ b/a ≤ C a . We compute spt(a), spt(b), and spt(a + b) in these cases to complete the proof.
6.3. Proof of Conjecture (3). We require some lemmas and a proposition analogous to those of Desalvo and Pak [8] in order to prove the remaining conjectures.
The following is [8, Lemma 2.1].
Lemma 6.1. Suppose h(x) is a positive, increasing function with two continuous derivatives for all x > 0, and that h ′ (x) > 0 is decreasing, and h ′′ (x) < 0 is increasing for all x > 0. Then for all x > 0, we have
By Theorem 1.3, we may write
Lemma 6.2. Let F (n) := 2 log(f (n)) − log(f (n + 1)) − log(f (n − 1)).
Then for all n ≥ 4, we have 24π 24(n + 1) − 1
Proof. We can write f (n) from (35) as
Then we have
Since the functions µ(x) and µ(x) := log(µ(x)) satisfy the hypotheses of Lemma 6.1, we get
Computing derivatives gives 24π 24(n + 1) − 1
for all n ≥ 2, from which we deduce that 24π 24(n + 1) − 1
Lemma 6.3. Define the functions
Then for all n ≥ 2, we have
Proof. First observe that for all n ≥ 1, we have
Note also that y n < 1 for all n ≥ 1. Then using (36) and the inequalities log(1 − x) ≥ − x 1 − x for 0 < x < 1 and log(1 + x) < x for x > 0, we get
for all n ≥ 2. Similarly, we get
Proposition 6.4. Let spt 2 (n) := 2 log(spt(n)) − log(spt(n + 1)) − log(spt(n − 1)).
Then we have 1 (24n) 3/2 < spt 2 (n) < 2 n 3/2 , where the lower bound holds for all n ≥ 1865 and the upper bound holds for all n ≥ 1804.
Proof. We first bound spt(n) by
Then recalling that y n := |E s (n)| /f (n), we take logarithms in the preceding inequalities to get
It follows immediately from Lemmas 6.2 and 6.3 that for all n ≥ 4, we have
and spt 2 (n) < 24π
Finally, a calculation shows that 24π 24(n + 1) − 1
for all n ≥ 1865 and 24π
for all n ≥ 1804. This completes the proof.
To prove Conjecture (3), it suffices to show that spt(n) 2 > spt(n − 1)spt(n + 1).
Taking logarithms, we see that this is equivalent to spt 2 (n) > 0. By the lower bound in Proposition 6.4, we have spt 2 (n) > 0 for all n ≥ 1865. Finally, one can verify with a computer that spt 2 (n) > 0 for all 36 ≤ n < 1865. This completes the proof.
6.4. Proof of Conjecture (4). We follow closely the proof of [8, Theorem 5.1]. We have proved that the sequence spt(n) is log-concave, that is spt(n) 2 − spt(n − 1)spt(n + 1) > 0 for all n ≥ 36. It is known that log-concavity implies strong log-concavity
for all 0 ≤ k ≤ ℓ ≤ n and 0 ≤ i ≤ ℓ − k (see e.g. [18] ). In particular, we take k = n − m, ℓ = n + m, and i = m to obtain spt(n) for all m ≥ 6290. Taking logarithms in (41), we see that it suffices to prove that 2 log(spt(m + 1)) − log(spt(36)) − log(spt(36 + 2m)) > 0 (42) for all m ≥ 6290. By [12] and [10] , respectively, we have the lower and upper bounds 6.5. Proof of Conjecture (5) . Taking logarithms, we find that Conjecture (5) is equivalent to spt 2 (n) < log 1 + 1 n for all n ≥ 13. By the upper bound in Proposition 6.4 and some straightforward estimates, we have spt 2 (n) < 2 n 3/2 < 1 n + 1 < log 1 + 1 n for all n ≥ 1804. Finally, one can verify with a computer that the conjectured inequality also holds for all 13 ≤ n < 1804. This completes the proof.
6.6. Proof of Conjecture (6) . We follow closely the proof of [7, Conjecture 1.3] . Taking logarithms, we find that Conjecture (6) for all n ≥ 2187. Then using the inequality x(1 − x) < log(1 + x) for x > 0, we get spt 2 (n) < log 1 + 24π (24n) 3/2 = log 1 + π √ 24n 3/2 for all n ≥ 2187. Finally, one can verify with a computer that this inequality also holds for all
