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Abstract
A square complex matrix A is said to be sectorial if the values of the corresponding
quadratic form x∗Ax belong to the sector {z : | arg z|  α} of the complex plane with α ∈
[0, π/2). We prove criterions for square matrix to be sectorial. The case of sectorial block
matrix is considered and the corresponding criterions by means of Schur complements and
quadratic forms are established. We also consider square matrices of the class C˜ connected
with sectorial matrices via the Cayley transform.
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1. Let A = ‖aij‖ni,j=1 be a complex n × n matrix. Denote by A(x) the corre-
sponding quadratic form
A(x) = x∗Ax =
n∑
i,j=1
aij xj x¯i ,
where x := [x1, x2, . . . , xn]T ∈ Cn. Let α ∈ [0, π/2) and let (α) be the sector in
the complex plane defined by
(α) = {z : | arg z|  α, z ∈ C}.
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Definition 1. The matrix A is called sectorial if
A(x) ∈ (α)
for every vector x ∈ Cn.
The number α will be called a semiangle of sectorial matrix and the smallest
possible semiangle will be called the index of sectoriality. For α = 0 the notion of
sectorial matrix coincides with the notion of positive semidefinite matrix [8]. If this
is the case we write A  0. Recall that the matrix A is said to be positive definite if
A(x) > 0 for all x /= 0. The following theorem is well known.
Theorem 1 [8,9]. A necessary and sufficient condition for the matrix A to be positive
semidefinite is nonnegativity of all its principal minors.
The matrix A is positive definite if and only if 1 > 0,2 > 0, . . . , n > 0,
where 1,2, . . . , n are the leading principal minors of A.
In this paper we give necessary and sufficient conditions for a given matrix or a
block-matrix to be sectorial.
2. First recall some facts from the theory of bounded linear operators in Hilbert
spaces [1,10]. Let A be a bounded operator in a Hilbert spaceH. ByR(A) and Ker A
we will denote the range and the null-space of A, respectively. In the following
we consider only bounded operators whose domains coincide with H. Let A∗ be
the adjoint operator of A, i.e. (Ax, y) = (x,A∗y) for all vectors x, y ∈H. The
following orthogonal decomposition ofH holds:
H = R(A) ⊕ Ker A∗. (1)
Let the operators
AR = A + A
∗
2
, AI = A − A
∗
2i
be the real and imaginary parts of A, respectively. Clearly,
A = AR + iAI.
The numerical range of the operator A is the set
W(A) = {(Ax, x), ‖x‖ = 1}.
The linear operator A is called selfadjoint if A = A∗, i.e. AI = 0. The self-
adjoint operator A is called nonnegative (positive definite) if (Af, f )  0 for all
f ∈H((Af, f )  m‖f ‖2 for all f ∈H, where m > 0). If A is a selfadjoint and
nonnegative operator inH, then
|(Ax, y)|2  (Ax, x)(Ay, y) for all x, y ∈H.
It follows that for a selfadjoint and nonnegative operator A the condition (Ax,
x) = 0 is equivalent to the condition Ax = 0.
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It should be noted that if AR is nonnegative then
Ker A = Ker A∗ ⊆ Ker AR.
Actually, if Ax = 0, then Re(Ax, x) = (ARx, x) = 0. Consequently, ARx = 0
and A∗x = 2ARx − Ax = 0.
This yields that for A with nonnegative real part AR the subspaceR(A) reduces A.
Definition 2 [10]. A linear operator A is called sectorial with the vertex at the origin
and a semiangle α ∈ [0, π/2), if
W(A) ⊆ (α).
The condition W(A) ⊆ (α) is equivalent to the inequalities:
|Im(Ax, x)|  tan α Re(Ax, x) for all x ∈H, (2)
or to the inequalities
AR sin α ± AI cos α  0. (3)
For a bounded sectorial operator A with the vertex at the origin its real part AR
is selfadjoint nonnegative and if the semiangle is α then A can be represented as
follows [10]:
A = A1/2R (I + iM)A1/2R ,
where A1/2R is the nonnegative square root for AR and M is a bounded selfadjoint
operator in the subspace R(AR) and ‖M‖  tan α. This representation yields the
inequality
|(Ax, y)|2  1
cos2 α
Re(Ax, x)Re(Ay, y) for all x, y ∈H. (4)
This implies that
Ker A = Ker A∗ = Ker AR. (5)
The smallest number αA among the semiangles of a sectorial operator A is said
to be the index of sectoriality. Observe that for α = 0 the sectorial operator A is
selfadjoint and nonnegative.
Lemma 1. If A is a bounded operator inH and AR is positive definite then A is a
sectorial operator with the vertex at the origin.
Proof. If AR is positive definite, then for every y ∈H the inequality holds
(ARy, y)  m‖y‖2,
where m > 0. Hence, we get
|Im(Ay, y)|  ‖AI‖ ‖y‖2  ‖AI‖
m
(ARy, y).
Thus, A is a sectorial operator with the vertex at the origin. 
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3. Define in Cn the usual inner product:
(x, y) =
n∑
k=1
xky¯k = y∗x, (6)
for x = [x1, x2, . . . , xn]T and y = [y1, y2, . . . , yn]T. Let 〈e1, e2, . . . , en〉 be the stan-
dard orthonormal basis in Cn:
ek = [0, . . . , 0, 1︸ ︷︷ ︸
k
, 0, . . . , 0]T, k = 1, 2, . . . , n.
Let A = ‖aij‖ni,j=1 be an n × n matrix with complex entries. Let us associate
with the matrix A a linear operator A in Cn by the rule:
Ax = A[x1, x2, . . . , xn]T.
Then for the quadratic form of the matrix A(x) we have the equality
A(x) =
n∑
i,j=1
aij xj x¯i = (Ax, x) = x∗Ax.
Therefore the sectoriality of the matrix A is equivalent to the fact that the corre-
sponding operator A is sectorial with the vertex at the origin. Let A∗ = ‖a¯j i‖ni,j=1
be the adjoint matrix of A and let
AR = A + A
∗
2
, AI = A − A
∗
2i
be the Hermitian components of A. Then the matrices of the real and imaginary parts
of A w.r.t. the basis 〈e1, e2, . . . , en〉 coincides with AR and AI, respectively.
By rank A we will denote the rank of the matrix A.
Lemma 2. Let A be a square matrix such that AR is positive definite. Then A is
sectorial matrix and for the index of sectoriality αA the following identity holds
αA = max
{
arctan |λ| : λ an eigenvalue of AIA−1R
}
. (7)
Proof. By Lemma 1 the matrix A is sectorial. From (2) we obtain that ∥∥A−1/2R ×
AIA
−1/2
R
∥∥ = tan αA. But∥∥A−1/2R AIA−1/2R ∥∥ = max {|λ| : λ an eigenvalue of A−1/2R AIA−1/2R }.
Since
A
−1/2
R AIA
−1/2
R = A1/2R A−1R AIA−1/2R = A−1/2R AIA−1R A1/2R ,
the operators A−1R AI and AIA
−1
R have the same eigenvalues (which are real numbers)
as the operator A−1/2R AIA
−1/2
R . This yields (7). 
The Moore–Penrose (pseudo) inverse B[−1] for the matrix operator B is uniquely
defined by the following conditions [9]:
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BB[−1], B[−1]B are Hermitian matrices,
BB[−1]B = B, B[−1]BB[−1] = B[−1].
Theorem 2. In order for a square matrix A to be sectorial it is necessary and suffi-
cient that the following two conditions are fulfilled:
(1) AR is positive semidefinite,
(2) rank A  rank AR.
Moreover, for the index of sectoriality of A the following identity holds
αA = max
{
arctan |λ| : λ an eigenvalue of AIA[−1]R
}
, (8)
where A[−1]R is the pseudoinverse to AR.
Proof. Let A be n × n a sectorial matrix. Then the associated operator A in Cn is
sectorial with the vertex at the origin. Therefore AR is a nonnegative operator and
the relations (5) take place. It follows that the identity rank A = rank AR holds.
Conversely, let the conditions 1 and 2 of the theorem be fulfilled. Then Ker A ⊆
Ker AR and Ker A∗ ⊆ Ker AR. From (1) we get
R(AR) ⊆ R(A), R(AR) ⊆ R(A∗).
But rank A  rank AR, and therefore, R(AR) = R(A) = R(A∗). It follows that
the subspace R(A) reduces the operators A, A∗ and AR. Moreover, the restric-
tions of these operators to R(A) are invertible. Let B = AR(A). Then B acts in
R(A), B∗ = A∗R(A), BR = ARR(A) and BR is a positive definite operator in
R(A). By Lemma 1 the operator B is sectorial inR(A) with the vertex at the origin.
Since Ker A ⊕R(A) = Cn, also A is a sectorial operator in Cn.
Let PA be the orthogonal projection in Cn onto R(A). Then it is easy to see that
the pseudoinverse A[−1]R to AR is the operator A
[−1]
R = B−1R PA. Taking into account
the identity (7), we get (8). 
From (5) for a sectorial matrix A = AR + iAI using the reduction of the pair of
Hermitian quadratic forms to the canonical and normal forms [8] and Theorem 2, we
obtain the following result.
Theorem 3. Let A be a sectorial matrix. Then there exists a nonsingular linear
transformation which reduces the quadratic form A(x) = ∑ni,j=1 aij xj x¯i to the form
r∑
k=1
(1 + iλk)|yk|2,
where r is the rank of the matrix A and λk(k = 1, r) are real eigenvalues of the
matrix AIA[−1]R .
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The index of sectoriality is equal to
max
{
arctan |λk|, k = 1, r
}
.
Next we prove the criterion of sectoriality of the matrix by means of its principal
minors.
Theorem 4. The square matrix A is sectorial if and only if the following conditions
are fulfilled:
(1) all principal minors of the matrix AR are nonnegative;
(2) the corresponding principal minors of the matrices A and AR vanish simulta-
neously.
Proof. Let the n × n matrix A be sectorial. Then the corresponding operator A in
Cn is sectorial with the vertex at the origin. The matrix AR is positive semidefi-
nite. Therefore, by Theorem 1, all principal minors of AR are nonnegative. Let B =
‖ail im‖ be the k × k matrix determined by the rows and columns i1 < i2 · · · < ik of
the matrix AR. So, the determinant of B is a principal minor of A. Let Hk be the
subspace of Cn spanned by
〈ei1 , ei2 , . . . , eik 〉
and let P be the orthogonal projection in Cn ontoHk. Define the operator B inHk
by the equality
B = PA|Hk.
Then the matrix of the operator B w.r.t. the basis 〈ei1 , ei2 , . . . , eik 〉 coincides with
B. Clearly, B is a sectorial operator with the vertex at the origin, therefore B is a
sectorial matrix. Its real part BR coincides with the matrix determined by AR and
rows and columns i1 < i2 · · · < ik. Its determinant is the principal minor of the ma-
trix AR also determined by these rows and columns. Since rank B = rank BR, the
determinants of the matrices B and BR vanish simultaneously.
Conversely, let the conditions 1 and 2 in Theorem 4 be fulfilled. Then by Theorem
1 the matrix AR is positive semidefinite. Consequently, rank A  rank AR. Let us
prove that the condition 2 implies rank A = rank AR.
Let r = rank A and r ′ = rank AR. We have r  r ′. As it is well known [8], for
the characteristic polynomial of any n × n matrix B the following relation holds:
det(B − λI) =
n∑
k=0
(−1)n−kSkλn−k, (9)
where Sk is the sum of all principal minors of order k of the matrix B. We apply
the relation (9) to the matrices A and AR. Note that by nonnegativity of the matrix
AR, the multiplicity of zero as the root of the characteristic polynomial of A coin-
cides with the dimension of the kernel (null-space) of A (and is equal to n − r). The
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same holds for AR. It follows that the sum of all principal minors AR of any order
p  n − r ′ + 1 is equal to zero. Since every principal minor of AR is nonnegative,
we obtain that all principal minors of orders n − r ′ + 1, . . . , n are equal to zero. The
condition 2 yields that the sums of all principal minors of the matrix A of orders
n − r ′ + 1, . . . , n are equal to zero as well. By applying (9) to the matrix A, we get
that the dimension of the kernel of the matrix A is at least n − r ′. Consequently,
r = rank A  r ′. Thus, r = r ′, and by Theorem 2, the matrix A is sectorial. 
4. Let
S =
[
A B
C D
]
(10)
be a square block matrix with square blocks A and D. Suppose that A is nonsingular.
Recall that the matrix D − CA−1B is called the Schur complement [8]. As it is well
known [9], a Hermitian block matrix W =
[
A C∗
C D
]
with nonsingular Hermitian
matrix A is positive semidefinite if and only if A is positive definite and the Schur
complement
D − CA−1C∗
is positive semidefinite. In this section we give necessary and sufficient conditions
for a block matrix S to be sectorial matrix by means of Schur complements of S and
its real part SR.
Let U =
[
I 0
−CA−1 I
]
, then the matrix U is nonsingular and we have
Z = USU∗ =
[
A −AA∗−1C∗ + B
0 D − CA−1B
]
. (11)
The matrices S and Z have the same rank. Moreover, the following statement is
evident.
Lemma 3. The matrices S and Z are simultaneously sectorial with equal indices of
sectoriality.
Theorem 5. Let S be given by (10) with the square nonsingular matrix A. The
matrix S is sectorial if and only if the following conditions are fulfilled:
(1) the matrix A is sectorial;
(2) the Schur complement DR − (C + B∗)A−1R (C∗ + B)/4 of the matrix SR is posi-
tive semidefinite matrix;
(3) rank(D − CA−1B) = rank(DR − (C + B∗)A−1R (C∗ + B)/4).
Proof. Let the matrix S be sectorial. Then the matrix A is also sectorial and by
Theorem 2 its real part AR is positive definite. Besides, the real part
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SR =
[
AR 12 (B + C∗)
1
2 (C + B∗) DR
]
is positive semidefinite matrix. By Lemma 3 its transformation of the form (11), i.e.[
I 0
− 12 (C + B∗)A−1R I
] [
AR 12 (B + C∗)
1
2 (C + B∗) DR
] [
I − 12 A−1R (B + C∗)
0 I
]
=
[
A 0
0 DR − (C + B∗)A−1R (C∗ + B)/4
]
is also positive semidefinite. Then DR − (C + B∗)A−1R (C∗ + B)/4 is positive semi-
definite and by Theorem 2 the ranks of S and SR are equal. It follows that
rank(D − CA−1B) = rank(DR − (C + B∗)A−1R (C∗ + B)/4).
Conversely, let the conditions 1–3 be fulfilled. Then the matrix AR is positive
definite, the matrices[
A −AA−1∗C∗ + B
0 D − CA−1B
]
and
[
A 0
0 DR − (C + B∗)A−1R (C∗ + B)/4
]
have equal ranks and by Lemma 3 the matrix SR is positive semidefinite. Hence,
rank S = rank SR. By Theorem 2 the matrix S is sectorial. 
As a consequence we obtain the following statement.
Proposition 1. Let A be an n × n matrix with positive definite real part AR and
let C be an arbitrary m × n matrix. Then there exists a unique (n + m) × (n + m)
sectorial block matrix S with entries A and C such that rank S = n. This matrix takes
the form
S =
[
A AA∗−1C∗
C CA∗−1C∗
]
. (12)
Proof. Let S be given by (12). Then a straightforward calculation shows that the
Schur complements of the matrix S and SR are equal to zero. By Theorem 5 the
matrix S is sectorial and rank S = n.
Suppose that
S =
[
A B
C D
]
is a sectorial block matrix and rank S = n. Then from (11) and Lemma 3 we get
D − CA−1B = 0 and the matrix
Z =
[
A −AA∗−1C∗ + B
0 0
]
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is also sectorial. Let Y = −AA∗−1C∗ + B. The real part of the matrix Z takes the
form
ZR =
[
AR 12 Y
1
2 Y
∗ 0
]
.
The Schur complement of this matrix is equal to −Y∗A−1R Y/4. Since ZR is posi-
tive semidefinite, we obtain Y = 0. Consequently,
B = AA∗−1C∗.
The condition rank S = n implies D = CA∗−1C∗. 
5. Recall the following well known fact concerning a positive semidefinite block
matrix.
Theorem 6 [9]. Let A and D be positive semidefinite n × n and m × m matrices and
let C be an m × n matrix. Then the following statements are equivalent:
(1) the matrix T =
[
A C∗
C D
]
is positive semidefinite;
(2) (x∗Ax) (y∗Dy)  |x∗C∗y|2 for all x ∈ Cn and all y ∈ Cm;
(3) x∗Ax + y∗Dy  2|x∗C∗y| for all x ∈ Cn and all y ∈ Cm.
Here we give an analog of this result for a sectorial block matrix. We start with an
upper triangular block matrix. Let
S =
[
A V
0 W
]
be a square block matrix with square blocks A and W. Then
SR =
[
AR 12 V
1
2 V
∗ WR
]
, SI =
[
AI −i i2 V
i
2 V
∗ WI
]
and
SR sin α ± SI cos α =
[
AR sin α ± AI cos α 12 (sin α ∓ i cos α)V
1
2 (sin α ± i cos α)V∗ WR sin α ± WI cos α
]
.
From (3) and Theorem 6 we obtain the following result.
Proposition 2. Let A and W be n × n and m × m sectorial matrices with the semi-
angle α ∈ [0, π/2) and let V be an n × m matrix. Then the block matrix
S =
[
A V
0 W
]
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is sectorial with the semiangle α if and only if for all x ∈ Cn and all y ∈ Cm the
following inequalities hold:
x∗(AR sin α ± AI cos α)x + y∗(WR sin α ± WI cos α)y  |x∗Vy|. (13)
From (13) we obtain for a sectorial matrix
S =
[
A V
0 W
]
with the semiangle α:
sin α(x∗ARx + y∗WRy)  |x∗Vy|, x ∈ Cn, y ∈ Cm. (14)
Theorem 7. Let A and W be n × n and m × m matrices and let V be an n × m
matrix. If the matrix S =
[
A V
0 W
]
is sectorial with the semiangle α ∈ [0, π/2),
then for all x ∈ Cn and all y ∈ Cm the following inequality holds
4 sin2 α Re(x∗Ax) Re(y∗Wy)  |x∗Vy|2. (15)
Conversely, if the n × n and m × m matrices A and W are sectorial and if the n × m
matrix V satisfies the inequality
4δ2Re (x∗Ax)Re(y∗Wy)  |x∗Vy|2 (16)
for all x ∈ Cn and all y ∈ Cm with some number δ ∈ [0, 1), then the matrix S =[
A V
0 W
]
is sectorial.
Proof. Let S =
[
A V
0 W
]
be a sectorial matrix with the semiangle α. Then for all
x ∈ Cn and all y ∈ Cm and real t it follows from (14) that
t2 sin α(x∗ARx) − t |x∗Vy| + sin α(y∗WRy)  0.
Hence we get (15).
Suppose that A and W are sectorial matrices and (16) is fulfilled. Then we have
Re(x∗Ax + x∗Vy + y∗Wy)  (1 − δ)Re(x∗Ax + y∗Wy),
|Im(x∗Ax + x∗Vy + y∗Wy)|  |Im(x∗Ax)| + |Im(y∗Wy)|
+ δRe(x∗Ax + y∗Wy).
Let α and β be the semiangles of the sectorial matrices A and W, respectively.
Then
|Im(x∗Ax + x∗Vy + y∗Wy)| max{tan α, tan β} + δ
1 − δ
× Re(x∗Ax + x∗Vy + y∗Wy).
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For z =
[
x
y
]
∈ Cn+m the previous inequality implies that
|Im(z∗Sz)|  c Re(z∗Sz)
for some positive number c. Thus, the matrix S is sectorial and the index of sectori-
ality αS of S has the estimate
max{αA, αW}  αS  arctan
(
max{tan αA, tan αW} + δ
1 − δ
)
. 
Theorem 7 and the transformation (11) imply the following criterion for a block
matrix to be sectorial which is formulated by means of the corresponding sesquilin-
ear forms:
Theorem 8. Let S =
[
A B
C D
]
be a block matrix with n × n and m × m entries A
and D and let AR be positive definite. Then S is sectorial if and only if the following
conditions are fulfilled:
(1) the Schur complement D − CA−1B is sectorial;
(2) for all x ∈ Cn and all y ∈ Cm and for some number δ ∈ [0, 1) the following
inequality holds
|x∗(B − AA−1∗C∗)y|2  4δ2Re(x∗Ax) Re(y∗(D − CA−1B)y).
Clearly, the last condition is equivalent to
(B∗ − CA−1A∗)A−1R (B − AA∗−1C∗)  4δ2(D − CA−1B)R.
The next theorem give a parametrization of all block sectorial matrix S with given
entries A and C.
Theorem 9. Let A be an n × n matrix with positive definite real part AR and let C
be an arbitrary m × n matrix. Then all sectorial (n + m) × (n + m) matrices S with
entries A and C take the form
S =
[
A AA∗−1C∗ + 2A1/2R YW1/2R
C CA∗−1C∗ + 2CA−1A1/2R YW1/2R + W
]
, (17)
where W is any sectorial m × m matrix and Y is any strictly contractive n × m
matrix (I − Y∗Y is a positive definite m × m matrix), and where A1/2R and W1/2R are
positive semidefinite square roots of the matrices AR and WR, respectively.
Proof. Let the matrix S be given by (17). Then
B = AA∗−1C∗ + 2A1/2R YW1/2R ,
D = CA∗−1C∗ + 2CA−1A1/2R YW1/2R + W.
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Therefore,
D − CA−1B = W,
B − AA−1∗C∗ = 2A1/2R YW1/2R .
Since Y is a strictly contractive n × m matrix, the condition 2 of Theorem 8 is
fulfilled. Hence, the matrix S is sectorial.
Conversely, let the matrix
S =
[
A B
C D
]
be sectorial. Define W := D − CA−1B. By Theorem 8 the matrix W is also sectorial
and ∥∥A−1/2R (B − AA∗−1C∗)y∥∥2  4δ2∥∥W1/2R y∥∥2
for some δ ∈ [0, 1) and for all y ∈ Cm.
Let
Y = 1
2
A−1/2R (B − AA∗−1C∗)W[−1/2]R ,
where W[−1/2]R denotes the pseudoinverse matrix to W
1/2
R . Then Y is strictly a con-
tractive n × m matrix and
B = AA∗−1C∗ + 2A1/2R YW1/2R .
Hence, D = CA∗−1C∗ + 2CA−1A1/2R YW1/2R + W. 
Remark 1. A more general problem concerning conditions of sectoriality of a block
operator matrix with in general unbounded entries and in a separable Hilbert space
H =H1 ⊕H2 has been considered in [2]. The approach in [2] is based on the
theory of maximal sectorial extensions of a sectorial operator developed in [3–5]. In
particular, for the case of bounded entries it is proved in [3] that the operator S =[
A B
C D
]
acting in the Hilbert spaceH =H1 ⊕H2 and with bounded m-sectorial
operator A inH1 having bounded inverse A−1, is sectorial if and only if
|((D − CA−1B)f, f )| 
 4(DRf, f ) − (A−1R (C∗ + B)f, (C∗ + B)f ),
f ∈ H2.
6. Here we consider square matrices which are connected with sectorial definite
matrices via the Cayley transform.
Definition 3 [6]. A square matrix T is said to belong to the class C(α) for α ∈
(0, π/2) if
I − (T∗ sin α ∓ i cos αI)(T sin α ± i cos αI)  0.
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It is easy to see from Definition 3 that a n × n matrix T belongs to the class C(α)
if and only if
2|x∗TIx|  tan α(x∗x − x∗T∗Tx) for all x ∈ Cn. (18)
Therefore any matrix T of the class C(α) is contraction (i.e. I − T∗T  0) w.r.t.
to the usual inner product (6) in Cn. Moreover, it is natural to define the class C(0)
as the class of selfadjoint contractive matrices (i.e. the class of Hermitian matrices T
such that the matrices I ± T are positive semidefinite). Besides, it is clear that T and
T∗ belong to the class C(α) simultaneously.
With straightforward calculation one can show that the following conditions are
equivalent:
1. T belongs to the class C(α);
2. the matrix A = (I − T∗)(I + T) = I − T∗T + 2iTI is sectorial with the semian-
gle α and the smallest αT among all α for which T ∈ C(α) coincides with the
index of sectoriality αA of the matrix A.
Matrices of the class C(α) are connected with sectorial matrices with the semian-
gle α via the Cayley transform.
Proposition 3 [6]. Let the matrix S be sectorial with a semiangle α. Then the Cayley
transform T = (I − S)(I + S)−1 belongs to the class C(α). Conversely, if the matrix
T belongs to the class C(α) and I + T is nonsingular then the Cayley transform
S = (I − T)(I + T)−1 is a sectorial matrix with the semiangle α.
Let C˜ = ⋃α∈[0,π/2) C(α). Operators of the classes C(α) in a separable Hilbert
space have been studied in [6,7]. We quote the following result [6] for the matrix
case:
If n × n matrices T1 and T2 belong to the class C(α) then
1
2
(T1T2 + T2T1), 12i (T1T2 − T2T1) ∈ C(α),
in particular if T1 and T2 commute and belong to the class C(α), then T1T2 ∈ C(α).
Let us prove a criterion for the square matrix T to belong to the class C˜.
Theorem 10. Let T be a square matrix. Then the following conditions are equivalent:
(1) T belongs to the class C˜;
(2) the matrix I − T∗T is positive semidefinite and rank(I − T∗)(I + T) =
rank(I − T∗T);
(3) the matrix I − T∗T is positive semidefinite and rank(I − (TR)2) = rank(I −
T∗T).
Proof. The equivalence 1 ⇐⇒ 2 is a consequence of Theorem 2 and the fact that
the matrix A = (I − T∗)(I + T) = I − T∗T + 2iTI is sectorial iff T ∈ C˜.
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Let us prove the equivalence 1 ⇐⇒ 3. It is to see that for an arbitrary square
matrix T the following identity holds
I − T∗T + I − TT∗ + 2(TI)2 = 2(I − (TR)2). (19)
If T ∈ C˜ then the matrix A = (I − T∗)(I + T) = I − T∗T + 2iTI is sectorial.
Therefore, I − (TR)2 is positive semidefinite and by Theorem 2 rank(I − T∗)(I +
T) = rank(I − T∗T). Moreover, if (I − T∗T)x = 0 for some x /= 0 then TIx = 0. It
follows
T∗x = Tx = TRx, (I − (TR)2)x = 0.
Consequently, rank(I − T∗T)  rank(I − (TR)2).
The relation (19) shows that rank(I − (TR)2)  rank(I − T∗T). Thus, rank(I −
T∗T) = rank(I − (TR)2).
Conversely, let the two conditions in the theorem be fulfilled. From (19) and
the condition rank(I − (TR)2) = rank(I − T∗T) we get that (I − T∗T)x = 0 if and
only if (I − (TR)2)x = 0. Again by (19) if (I − T∗T)x = 0 then TIx = 0. This yields
(I − T∗)(I + T)x = 0. So, rank(I − T∗)(I + T)  rank(I − T∗T). Therefore, by
Theorem 2 the matrix A = (I − T∗)(I + T) is sectorial. This is equivalent
to T ∈ C˜. 
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