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ABSTRACT
Despite the theoretical development and experimental discovery of a variety
of topological materials over the past decade, their use in next-generation
technologies remains limited. To better characterize the utility of these
unique materials for engineering applications, we critically study the physics
and application of topological insulators (TIs), paying particular attention
to how magnetic interactions can alter their high-frequency response. To
model AC transport within these materials, we develop a novel simulation
framework that self-consistently solves frequency-domain quantum transport
equations with the full solution of Maxwell’s equations in three-dimensions.
By simulating the radiation pattern of a quantum-confined monopole antenna
using this methodology, we show that the field profile deviates from classical
expectations and demonstrate the utility of the simulation technique in mod-
eling nanoscale devices where both quantum mechanics and electrodynamic
coupling are relevant. Such a simulation tool allows for accurate performance
benchmarking over a wide range of operating frequencies of device designs
utilizing topological materials. Having developed a comprehensive quantum
transport simulation framework, we turn our attention to the study of the
magnetic proximity effect, whereby a ferromagnet placed in proximity to a
3D TI creates a mass gap in the Dirac surface states and generates a quantum
anomalous Hall effect (QAHE). Although this platform has long been pro-
posed for technological applications ranging from topological transistors to
qubits for quantum computing, the microscopic details of the proximity effect
have to date been neglected. By constructing a contact self-energy for the fer-
romagnet, we show that when metallic bands of the ferromagnet are present
at the Dirac point, the effective Hamiltonian describing the heterostructure
is non-Hermitian with broadening that can obscure the mass gap. We cal-
culate the Hall conductivity of the non-Hermitian effective Hamiltonian and
show that it is no longer quantized due to the finite lifetime of quasiparticle
ii
states. When the ferromagnet is insulating at the Dirac point, however, a
finite spectral gap forms, enabling the observation of the QAHE. We then
use this knowledge of the magnetic proximity effect to design a paradigmati-
cally different inductor. By placing magnetic islands on the surface of the 3D
TIs to locally create a QAHE, we show that current is directed into highly
inductive loops. Using our high-frequency transport simulation technique,
we show that this topological inductor provides inductance densities and op-
erating frequencies that exceed those of competing technologies. Thus, we
demonstrate that the physics of TIs can be successfully leveraged to design
high-performance post-CMOS device architectures.
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CHAPTER 1
INTRODUCTION
The last decade has seen a revolution in our understanding of electronic band
structure with the prediction and subsequent realization of topological insu-
lators (TIs) [1, 2]. While appearing to be ordinary insulators based on the
band gap in their bulk band structure, TIs possess highly conductive edges
and surfaces that cannot be explained solely by band structure or surface
reconstruction. The origin of this unconventional physics lies in the topo-
logical band theory of materials, which enables one to distinguish different
gapped phases by a topological invariant that cannot be altered by adiabatic
changes to the Hamiltonian. At the junction between topological insulators
and ordinary insulators, the band gap must close to accommodate the phase
transition across the interface, which results in the observed edge and sur-
face states. These interface states are often topologically protected by an
underlying symmetry giving them robust conductance even in the presence
of perturbations, provided the perturbations do not break the symmetry [3].
One such case of a symmetry-protected topological state that has garnered
significant attention is the three-dimensional time-reversal-invariant topo-
logical insulator (3D TI). The surfaces of 3D TIs host linearly-dispersing,
2D Dirac electrons that are topologically protected by time-reversal sym-
metry from backscattering off of nonmagnetic impurities. In addition to
having high-mobility due to this topological protection, these surface states
also host novel physical phenomena such as the quantum anomalous Hall
effect [4, 1, 2, 5]. Because of the rich physics these materials possess, a
number of device applications using the unique properties of 3D TIs have
been suggested ranging from transistors [6, 7, 8] and interconnects [9, 10] to
more exotic applications such as spintronics [11, 12, 13] and quantum com-
putation [14], yet few have offered the performance or reliability necessary
to be considered for integration into next-generation, post-CMOS electronic
circuits.
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This thesis aims to better transfer this novel material system from the
world of basic physics to the world of engineering by examining the proper-
ties of TIs that can be leveraged for practical electronic devices and focusing
on how various physical parameters can impact device performance. In par-
ticular, we focus on how ferromagnetic interactions can be used to generate
unique responses that typical semiconductor materials cannot reproduce. In
this first chapter, we introduce basic concepts and models to understand
topological insulators such as the quantum anomalous Hall insulator, the
quantum spin Hall insulator, and the 3D time-reversal-invariant topological
insulator. We show that topological invariants are quantities that cannot be
changed through adiabatic deformations to the Hamiltonian. By introduc-
ing the Chern number and the Z2 invariant, we demonstrate that topological
invariants and their related physical responses are associated with the eigen-
states of the Bloch Hamiltonian and not the eigenenergies, a departure from
traditional understanding of the transport properties of materials. Finally,
we show that through the introduction of magnetic interactions, the surface
of 3D TIs can be a platform to observe the QAHE and related phenomena.
In Ch. 2, we focus on computational modeling methods to simulate trans-
port within topological systems. We introduce tight-binding Hamiltonians
as an efficient framework to fully capture the quantum mechanical nature of
topological materials while providing the flexibility to model different ma-
terials through empirical fitting parameters. Next, Green functions are in-
troduced as a methodology that can provide useful transport properties of
materials. We first present the Bastin and Kubo-Streda formulas, which can
be used to determine the linear response of the system to perturbations. We
finish the chapter by detailing the non-equilibrium Green function (NEGF)
method, which allows for the fully quantum mechanical modeling of coherent
and incoherent transport.
Chapter 3 presents an extension of the NEGF method to characterize
high-frequency transport. Motivated by the strong electrodynamic coupling
that is encountered in RF devices, we derive a novel methodology that
self-consistently solves the AC NEGF equations with the full solution of
Maxwell’s equations in three dimensions. We validate the simulation tech-
nique by modeling a quantum monopole antenna and show that the radiative
response of such a nanoscale antenna deviates significantly from classical ex-
pectations. Our method, therefore, will enable accurate modeling of the next
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generation of high-speed nanoscale electronic devices.
Having developed a full suite of simulation techniques, in Ch. 4 we turn
our attention to the physics of magnetic interactions in the surface of 3D
TIs. Specifically, we study the magnetic proximity effect, whereby a ferro-
magnetic is proximity-coupled to a 3D TI to break time-reversal symmetry
in the Dirac surface states. By constructing a contact self-energy for the
ferromagnet, we show that in addition to generating a mass gap in the sur-
face spectrum, the ferromagnet can introduce a non-Hermitian broadening
term, which can obscure the mass gap in the spectral function. We calculate
the Hall conductivity for the effective non-Hermitian Hamiltonian describing
the heterostructure and show that it is no longer quantized despite being
classified as a Chern insulator based on non-Hermitian topological band the-
ory. Our results indicate that the QAHE will be challenging to experimen-
tally observe in ferromagnet-TI heterostructures due to the finite lifetime of
quasi-particles at the interface.
Based the magnetic proximity effect studied in the previous chapter, in
Ch. 5 we present a novel method for magnetic energy transduction that
utilizes ferromagnetic islands on the surface of a 3D time-reversal-invariant
topological insulator to produce paradigmatically different inductors. De-
pending on the chemical potential, the FIs induce either an anomalous or
quantum anomalous Hall effect in the topological surface states. These Hall
effects direct current around the FIs, concentrating magnetic flux and pro-
ducing a highly inductive device. Using the novel self-consistent simulation
technique developed in Ch. 3, we demonstrate excellent inductance densities
up to terahertz frequencies, thus harnessing the unique properties of topo-
logical materials for practical device applications.
1.1 Quantum Anomalous Hall Effect
The most famous example of a topological state of matter is historically the
integer quantum Hall effect (IQHE). In this state, a two-dimensional elec-
tron gas is subjected to a strong perpendicular magnetic field, which creates
highly degenerate energy levels called Landau levels. When the Fermi en-
ergy is tuned to lie between these Landau levels, the system exhibits a Hall
conductivity that is exactly quantized to integer multiples of e2/h, where
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e is the electron charge and h is Planck’s constant [15, 16]. The origin of
this quantization has been shown to be intimately related to the quantiza-
tion of a bulk topological invariant that characterizes the system: the Chern
number [17]. Rather than studying the topology within the context of this
exotic system that requires strong magnetic fields, we turn our attention to
a more technologically-relevant model: the quantum anomalous Hall effect
(QAHE). Like the IQHE, the QAHE is characterized by a Chern number and
a quantized Hall conductivity but can be realized in much less exotic envi-
ronments. As such, the QAHE provides a much more pedagogical example
to understand the physics of topological phases of matter.
To understand the QAHE, we begin the continuum two-dimensional Dirac
Hamiltonian, which in momentum space is given as
H2D Dirac(k) = α(kx σx + ky σy) +mσz, (1.1)
where k = (kx, ky) is the wave vector of the electron, σi are the Pauli spin
matrices, α = ~vF , ~ is the reduced Planck’s constant, vF is the Fermi veloc-
ity of the Dirac electron, and m is referred to as the mass. This Hamiltonian
has energy eigenvalues
±k = ±
√
α2k2 +m2 = ±k, (1.2)
where k = |k|, and eigenvectors
∣∣u±k 〉 = 1√
2k(k ±m)
(
m± k
kx + iky
)
. (1.3)
For the purposes of characterizing the transport properties of materials,
we typically focus on the energy dispersion in Eq. (1.2). For example, the
velocity of an electron is given simply as v±i =
1
~
∂±k
∂ki
, and the band gap is given
by Eg = 
+
k=0 − −k=0 = 2m. One interesting property of this Hamiltonian
is that both positive and negative values of m are permitted, which, by
examining the energy dispersion in Eq. (1.2), appears to have no impact
on the transport properties of the material. We will see, however, that the
insulating phase with m > 0 is topologically distinct from the phase with
m < 0, which can be physically be seen by calculating the Hall conductivity
of the system. Despite the fact that the majority of bulk electronic and
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optical properties can be found from the eigenvalues of the Hamiltonian,
topological invariants, like the Chern number, and related phenomena, like
the quantized Hall conductivity, are instead intimately associated with the
eigenvectors.
1.1.1 Quantization of Hall Conductivity
Although the dispersion relation in Eq. (1.2) cannot distinguish the two
phases of the 2D Dirac Hamiltonian in Eq. (1.1), here we show, using the
Kubo formula for the linear response of a system to a perturbation, that the
DC Hall conductivity does. The Kubo formula for the DC conductivity σµν
is given as [18]
σµν =
i~
V
∑
n,m
f(Em)− f(En)
(En − Em)(En − Em + i~δ) 〈m| jˆν |n〉 〈n| jˆµ |m〉 , (1.4)
where V is the volume of the system, f(E) = (1 + e−E/kBT )−1 is the Fermi-
Dirac distribution function, kB is the Boltzmann constant, T is temperature,
δ is an infinitesimally small value that ensures the denominator does not
diverge, jˆµ is the current operator for the Hamiltonian, and |n〉 is a complete
set of eigenstates. By recognizing that jˆµ = −evˆµ and vˆµ = 1~ ∂H(k)∂kµ , we can
write the Hall conductivity as
σxy =
ie2~
V
∑
n,m
f(Em)− f(En)
(En − Em)(En − Em + i~δ) 〈m|
∂H
∂ky
|n〉 〈n| ∂H
∂kx
|m〉 . (1.5)
In a seminal work, Thouless, Kohmoto, Nightingale, and den Nijs (TKNN)
showed that this expression for the Hall conductivity could be written solely
in terms of derivatives of the eigenstates of the system [17]:
σxy =
e2
h
∑
n∈occupied
∫
Ω
d2k
2pi
i
[〈
∂unk
∂ky
∣∣∣∣ ∂unk∂kx
〉
−
〈
∂unk
∂kx
∣∣∣∣ ∂unk∂ky
〉]
, (1.6)
where n is the band index and Ω is the volume of momentum space. Impor-
tantly, TKNN showed that the integrand could be interpreted as a curvature,
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referred to as the Berry curvature, given by
Fn(k) = i
[〈
∂unk
∂ky
∣∣∣∣ ∂unk∂kx
〉
−
〈
∂unk
∂kx
∣∣∣∣ ∂unk∂ky
〉]
(1.7)
for the band index n. When a curvature is integrated over a closed manifold,
such as the entirety of momentum space, Ω, the integral can be shown to be
a topological invariant for the system called the TKNN invariant or Chern
number, ν [19]. Therefore, the Hall conductivity in Eq. (1.6) can be rewritten
in the simple form
σxy =
e2
h
∑
n∈occupied
νn, (1.8)
a relation that holds for all topological insulators characterized by Chern
numbers, including the IQHE [17]. A topological invariant is a conserved
quantity that cannot be altered from its quantized value by smooth defor-
mations of the manifold. Only non-smooth deformations such as cutting the
surface can alter this topological invariant. Since the Hall conductivity has
been shown to be proportional to a topological invariant, the response is
remarkably robust to adiabatic deformations that do not close the band gap.
To better illustrate the topological invariance of the Hall conductivity for
the QAHE, we consider again the Hamiltonian in Eq. (1.1). One caveat in
defining the Chern number is that the curvature in Eq. (1.7) must be inte-
grated over a closed manifold, but momentum space for this continuum sys-
tem spans from negative to positive infinite and is, therefore, open. However,
if we consider the limits of k → −∞ and k → +∞ of the energy dispersion in
Eq. (1.2), we see that both approach the same limit of k → +∞. Since both
limits approach the same positive value, we can identify the two limits and
compactify the manifold Ω as a two-dimensional sphere. When the manifold
is a two-dimensional sphere and the energy dispersion scales linearly with k,
the Chern number is constrained to be (n + 1
2
), where n ∈ Z [19]. We can
see this half-quantization by explicitly evaluating the Chern number for this
Hamiltonian. The Berry curvature for this system is given as
F±(k) = i
[〈
∂u±k
∂ky
∣∣∣∣ ∂u±k∂kx
〉
−
〈
∂u±k
∂kx
∣∣∣∣ ∂u±k∂ky
〉]
(1.9)
=
m
2(α2k2 +m2)3/2
. (1.10)
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Then by integrating this curvature over momentum space, we can obtain the
Chern number:
ν± =
1
2pi
∫
Ω
F±(k) · d2k = ±sgnm
2
. (1.11)
Therefore, when the Fermi energy is place in the band gap such that only
the bottom band is occupied, the Hall conductivity given by Eq. (1.8) is
quantized to be
σxy = sgnm
e2
2h
. (1.12)
Despite the energy dispersion in Eq. (1.2), which is invariant with the sign
of m, we see that direction of the Hall conductivity is dependent on the
sign of m, which distinguishes these two phases of matter. Therefore, we
say that these are two topologically distinct phases of matter, which can
be distinguished by their Chern numbers. The only way to go from one
topological phase to another is by closing the bulk band gap of the system,
which in this case is obvious since the only way to change the sign of the
mass is by crossing the point when m = Eg/2 = 0.
The topological invariance of the Hall conductivity is also immediately
evident from this expression in Eq. (1.12). The magnitude of the Hall con-
ductivity is invariant regardless of the magnitude of the band gap or the
Fermi velocity. In fact, detailed theoretical and experimental studies have
found that this quantization is accurate to a few parts in 1010 even in the
presence of disorder and other perturbations that would normally alter the
transport properties of a conventional metal or semiconductor [20, 15, 21].
This robust bulk response is a hallmark of topological systems [1, 2]. Put
another way, all topologically non-trivial systems have some quantized bulk
response associated with their topological index.
1.1.2 Chiral Edge States
The bulk topological response that we observed in the previous section is
paired with boundary response, a relation referred to as the bulk-boundary
correspondence. To understand the bulk-boundary correspondence, we con-
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sider a real-space 2D continuum Dirac Hamiltonian where
m(x) =
−m x ≤ 0+m x > 0 , (1.13)
where m is a positive real number. Since both semi-infinite halves of this
space are insulators, one would naively expect that the interface would remain
gapped. As we discussed in the previous section, however, the only way to
go from one topological phase to another is by closing the bulk band gap. In
this heterostructure, since ν = −1/2 for x ≤ 0 and ν = +1/2 for x > 0, there
must be a topological phase transition at the interface. As such, at x = 0,
we expect the bulk band gap to close, resulting in a gapless interface state.
We can see this explicitly by solving for the wave function at the interface
in real-space. By Fourier transforming the momentum by replacing kµ with
the −i ∂
∂µ
in Eq. (1.1) we obtain the real-space form of the Dirac equation,
which is given as
H = −iα ∂
∂x
σx − iα ∂
∂y
σy +m(x)σz. (1.14)
Since the bulk band gap acts a potential barrier to any interface state, we
know that the wave function cannot propagate into the xˆ direction, so it is
sensible to assume that the wave function decays exponentially proportional
to some constant λ. The yˆ direction, which is parallel to the mass domain
wall, is translationally invariant, so we look for plane wave solutions that
vary with ky since momentum remains a good quantum number. With these
assumptions, we can build an ansatz wave function of the form
Ψ(x, y) =
1√
V
eikyye−λ|x|
(
ψ1
ψ2
)
, (1.15)
where V is the area of the system and ψ1/2 are unknown spinor compo-
nents. By solving the eigenvalue equation HΨ = EΨ, we obtain the energy-
dependent decay length
λ =
1
α
√
m2 + α2k2y − E2. (1.16)
Note that for E >
√
m2 + α2k2y, this “decay length” is imaginary, resulting in
8
a b
Figure 1.1: The chiral edge state of the quantum anomalous Hall effect at
the interface between a region with mass −m and +m. (a) This boundary
edge state is exponentially localized to the interface with a decay length
proportional to the magnitude of the mass m. (b) When considering a
finite-sized system, the chiral edge state wraps around the entirety of the
sample. Although the chiral mode on each edge appears to violate current
conservation locally, the system as a whole does not.
extended plane wave solutions, which are ordinary bulk propagating solutions
that are not of interest here. For E <
√
m2 + α2k2y, however, we obtain real
solutions, which indicate that solutions of the form in Eq. (1.15) exist within
the band gap. The spinor components then follow the relation
ψ1 = iα
λ sgnx+ ky
E −m sgnxψ2 = i
sgnx
√
m2 + α2k2y − E2 + αky
E −m sgnx ψ2. (1.17)
By requiring continuity of the spinor across x = 0 and considering the E =
ky = 0, we obtain the solution(
ψ1
ψ2
)
=
1√
2
(
1
i
)
= φ. (1.18)
Figure 1.1(a) schematically depicts the probability density of this solution,
|Ψ(x)| along the xˆ direction. This edge state is exponentially localized at the
boundary and has no dispersion in the xˆ direction. The solution along the
mass domain wall in the yˆ direction is very different and corresponds to a
current-carrying plane-wave state.
To understand the dispersion in the yˆ direction for non-zero ky, we first
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consider the fact that the solution for the spinor we found corresponds to
the eigenvalue equation
[−iα ∂
∂x
σx +m(x)σz
]
Ψ(ky = 0) = 0. Therefore, the
energy dispersion of the state is governed by the remaining αkyσyΨ = EΨ.
By recognizing that σyφ = +φ, we find that the energy dispersion is given
as E = αky. This result is peculiar since it corresponds to a chiral, unidi-
rectional mode with velocity vy = α/~. In conventional materials, a single
chiral mode violates current conservation and, therefore, is forbidden. To
physically understand this result, we consider the situation where the mass
profile is reversed, as would be case on the opposite side of a finite-sized
material as depicted in Fig. 1.1(b). In this scenario, we find that the chi-
ral mode satisfies the dispersion relation E = −αky, which corresponds to
a chiral mode in the opposite direction with velocity vy = −α/~. Current
conservation is, therefore, satisfied since the opposing chiral modes on each
side of a finite-sized system cancel each other. Figure 1.1(b) shows that for
any finite-sized system, the chiral mode actually wraps around the entirety
of the system. Since the forward propagating mode is spatially separated
from the backward propagating mode, transport through these edge states is
extremely robust since electrons must cross the bulk of the material in order
to scatter backwards [22]. The presence of chiral edge states is a hallmark of
all topological insulators characterized by Chern numbers, such as the IQHE
and the QAHE, and it can be shown that the number of boundary states
present is equal to the Chern number difference across the boundary [5].
The chiral edge state is an example of the more general bulk-boundary cor-
respondence in topological materials, whereby mid-gap states form at the
boundaries of materials with non-trivial bulk topological invariants.
1.1.3 Quantum Anomalous Hall Insulators
Although the continuum Dirac Hamiltonian we discussed in the previous
section is a useful introduction to topology, it is not a Hamiltonian that
accurately describes the bulk of two-dimensional band insulators since the
“bands” are unbounded (i.e. E → ∞ as k → ∞) and there is no discrete
translational symmetry. In practice, a continuum model is usually consid-
ered a long wavelength limit approximation of a lattice model. Therefore to
construct a lattice model of the 2D Dirac equation, we regularize Eq. (1.1)
10
on a square lattice to provide a finite bandwidth and discrete translational
symmetry in the xˆ and yˆ directions with a lattice spacing a. This can be
realized by recognizing that sin ki ≈ ki in the limit of small k, or equivalently,
long momentum. Therefore, we can make the substitutions
ki → 1
a
sin kia, (1.19)
k2i →
4
a2
sin2 kia =
2
a2
(1− cos kia) (1.20)
to lattice regularize continuum models.
By applying these substitutions to Eq. (1.1), we obtain
H(k) =
α
a
(sin kya σx + sin kya σy) +mσz, (1.21)
which, at first glance, satisfies the requirements of having a finite bandwidth
and discrete translational symmetry. However, if we consider the limit of
m→ 0, we see that we create linearly dispersing Dirac cones not only at the
Brillouin zone center, but also at (0,±pi) and (±pi, 0). This is an unphysical
side-effect of lattice regularization, called the fermion-doubling problem [23],
that can significantly alter the low-energy physics and transport properties of
the lattice model. To correct this issue, we add additional terms that remove
the Dirac cones at the edge of the Brillouin zone, resulting the lattice model
HQAHI(k) =
α
a
(sin kxa σx + sin kya σy)
+
[
m+
2
a2
(2− cos kxa− cos kya)
]
σz.
(1.22)
The additional cosine terms do not alter the low energy dispersion or trans-
port at the Brillouin zone center since (1 − cos ki) ≈ 0 for small values of
ki. At the Brillouin zone edges, these cosine terms are non-zero and ensure
that a finite σz mass gaps the additional Dirac cones. We will refer to this
lattice-regularized version of the 2D Dirac equation as the quantum anoma-
lous Hall insulator (QAHI), as it is the simplest model of the QAHE that
satisfies the properties of a band insulator. Historically, the QAHI was first
introduced by Haldane in a seminal work that constructed a QAHI model
using the hexagonal lattice of graphene with next-nearest-neighbor hoppings
and a spatially-varying magnetic field with zero net flux per unit cell [24]. For
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a b
Figure 1.2: (a) In continuum models, the momentum space manifold is a
sphere with the energy dispersion scaling linearly with k. These properties
force the Chern number to be half-integer quantized (ν = n+ 1
2
for n ∈ Z).
(b) In lattice models, the periodicity of the Brillouin zone results in a
toroidal manifold on which the Chern number is calculated. The torus
forces the Chern number to be integer-quantized (ν = n for n ∈ Z).
pedagogical purposes, however, we will focus on the conceptually and math-
ematically simpler Hamiltonian in Eq. (1.22) as our model for the QAHI.
The lattice regularization in Eq. (1.22) also changes the topological char-
acter of the Hamiltonian. If we utilize the TKNN formula in Eq. (1.6), we
find that the Hall conductivity is altered to be σxy = n
e2
h
, where n is an
integer that depends on the values of m. This is not an unphysical result,
and is in fact a consequence of altering the momentum space structure of
the problem. For the continuum problem, the manifold on which the Chern
number is calculated is a compactified sphere as depicted in Fig. 1.2. The
spherical momentum space along with the fact that the energy dispersion
scales linearly with k results in a Chern number that is half-integer quan-
tized [19], that is, ν = n + 1
2
for n ∈ Z. In the case of a periodic Brillouin
zone, ki = −pi/a and ki = pi/a are identified as the same point. Figure 1.2
shows that when this is the case, momentum space is now a torus instead
of a sphere. This constraint forces the Chern number to be integer-valued
meaning that ν = n for n ∈ Z. Because all 2D band insulators are periodic in
momentum space, this constraint of integer Chern number is the physically
meaningful quantization of the Chern number for condensed matter physics.
12
1.2 Quantum Spin Hall Insulators
From the discussion of the previous section, it would appear that the Chern
number topologically classifies two-dimensional insulating states of matter.
Topological classification, however, depends not only on the dimensionality
of the systems but also the symmetries the system possesses [3]. In fact, we
can build a two-dimensional topologically insulating phase of matter using
only the QAHI Hamiltonian introduced in Eq. (1.22) by adding an addi-
tional, orbital degree of freedom. We first rewrite the QAHI Hamiltonian as
HQAHI(k) = dx σx + dy σy + dzσz, where dx =
1
a
sin kxa, dy =
1
a
sin kya, and
dz = m +
2
a2
(2 − cos kxa − cos kya). From here, we can build a block diag-
onal momentum space Hamiltonian called the quantum spin Hall insulator
(QSHI) [25, 26]:
HQSHI(k) =
(
dx σx + dy σy + dzσz 0
0 dx σx + dy σy − dzσz
)
. (1.23)
Rather than having a quantized charge conductivity like the QAHI, the QSHI
has a quantized spin Hall conductivity. We can simplify the notation in
Eq. (1.23) by using orbital Pauli matrices, τi, and defining the gamma ma-
trices Γx = σ0 ⊗ τx, Γy = σ0 ⊗ τy, Γz = σz ⊗ τz, allowing us to rewrite the
QSHI Hamiltonian as
HQSHI(k) = dx Γx + dy Γy + dzΓz (1.24)
=
α
a
(sin kxaΓx + sin kyaΓy)
+
[
m+
2β
a2
(2− cos kxa− cos kya)
]
Γz.
(1.25)
On the surface, this just appears to be two copies of the QAHI, which was
characterized by a Chern number. In fact, if we solve for edge states as we
did in Sec 1.1.2, but this time with an interface with the vacuum, we will
find two counter-propagating edge states, called helical edge states, instead
of the chiral edge mode we observed earlier.
If we calculate the Chern number for the top-left quadrant and the bottom-
right quadrant of the Hamiltonian, we find that they have Chern numbers
ν = +1 and ν = −1, respectively. Since the Hall conductivity given by
Eq. (1.8) is the sum over all occupied bands, however, the Hall conductivity
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when the Fermi level is within the band gap is
σxy =
e2
h
∑
n∈occupied
νn =
e2
h
(1− 1) = 0. (1.26)
Even though each quadrant of the QSHI Hamiltonian has a non-zero Chern
number, the total Chern number of occupied states and, as a result, the Hall
conductivity are zero. Since the sum of occupied Chern numbers for the
QSHI is zero, it must be a topologically distinct insulator from the QAHI
previously discussed.
1.2.1 Time-reversal symmetry
Despite the similarities between the QAHI and the QSHI, one main difference
between them is the presence or absence of time-reversal symmetry. Time-
reversal symmetry (TRS) is the property that physical laws remain invariant
when shifted forward or backward in time. In momentum space with spinful
particles, the time-reversal operator T is an antiunitary operater (T 2 = −1)
that takes a particle with momentum k and spin σ to momentum −k and −σ.
Therefore, we can show that the electron creation and annihilation operators
follow the relations
T c(†)k,↑T −1 = c(†)−k,↓, (1.27)
T c(†)k,↓T −1 = −c(†)−k,↑, (1.28)
where c
(†)
k,σ is the annihilation (creation) operator for a electron with momen-
tum k and spin σ. In general, the time reversal operator can be written as
T = UK, where K is the complex conjugation operator and U is some uni-
tary operator. Using this definition and recognizing that for a Hamiltonian
to possess a certain symmetry, the symmetry operator must commute with
the Hamiltonian, we can determine the following property of a time-reversal-
symmetric Bloch Hamiltonian Hσσ′(k):
H =
∑
k
c†kσHσσ′(k)ckσ′ (1.29)
T HT −1 =
∑
k,σ,σ′
T c†kσHσσ′(k)ckσ′T −1 (1.30)
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=
∑
k,σ,σ′
T c†kσT −1T Hσσ′(k)T −1T ckσ′T −1 (1.31)
=
∑
k,σ,σ′,α
c†−k,↓(U
†)ασT Hσσ′(k)T −1Uσ′αc−kσ′ (1.32)
=
∑
k,σ,σ′,α
c†−k,↓(U
†)ασH∗σσ′(−k)Uσ′αc−kσ′ . (1.33)
Therefore, for the total Hamiltonian, H, to preserve TRS, the Bloch Hamil-
tonian must satisfy the constraint U †H∗(−k)U = H(k).
For the QAHI Hamiltonian in Eq. (1.22), the operator that satisfies Eqs. (1.27)–
(1.28) is T = −iσyK, which we can use to see if the Bloch Hamiltonian is
time-reversal-symmetric:
(−iσy)H∗QAHI(−k)(iσy) =
α
a
(sin kxa σx + sin kya σy)
−
[
m+
4β
a2
− 2β
a2
cos kxa− 2β
a2
cos kya
]
σz.
(1.34)
We see that both the σx and σy terms are invariant under T , but the σz
term is not. For this reason, the σz term is frequently referred to as the
time-reversal-breaking mass term. Since the QSHI is two copies of the QAHI
but with opposite mass, however, its Hamiltonian in Eq. (1.25) proves to
be time-reversal-invariant (TRI), which is a distinguishing feature of this
system.
Time-reversal invariant systems have a special property in that they satisfy
Kramer’s theorem, which states that all TRI Hamiltonians have at least
a two-fold degeneracy in the eigenstates, called Kramer’s degeneracies or
Kramer’s pairs. It is straightforward to prove this theorem by starting with
the Shro¨dinger equation for an eigenstate of the Hamiltonian H |ψ〉 = E |ψ〉.
If T is a symmetry of H, it must commute with the Hamiltonian, which
means that HT |ψ〉 = ET |ψ〉 = E |T ψ〉. If |T ψ〉 6= |ψ〉, then there must be
a degeneracy of the two states with energy E. To prove that these two states
are distinct, we remember that T 2 = −1 and that degenerate states should
be orthogonal. Therefore, the inner product 〈ψ | T ψ〉 must be zero. We can
see this explicitly:
〈ψ | T ψ〉 = 〈ψ| T |ψ〉 (1.35)
= 〈T ψ| T |T ψ〉 (1.36)
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= T 2 〈ψ | T ψ〉 . (1.37)
In the second line, we made use of the fact that 〈ψ |φ〉 = 〈T φ | T ψ〉. Since
T 2 = −1 for spinful systems, Eq. (1.37) shows us that 〈ψ | T ψ〉 = −〈ψ | T ψ〉 =
0, thereby proving that |ψ〉 and |T ψ〉 are orthogonal, degenerate eigenstates
of H.
The Kramer’s degeneracy of eigenstates due to time-reversal symmetry is
important to understand the helical edge states of the QSHI. Although the
presence of helical modes means that each edge of the QSHI has forward and
backward propagating modes, the modes are Kramer’s pairs, which means
that as long as TRS is preserved, these modes cannot gap each other out. In
addition, just like the chiral edge states of the QAHE, the edge states of the
QSHI are robust to elastic scattering as long as the disorder respects TRS.
Since this phase is robust as long as TRS is preserved, we refer to it as a
symmetry protected topological phase.
One consequence of the of time-reversal symmetry is that the Hall conduc-
tivity must be exactly zero. Although this can be easily seen in the QSHI
Hamiltonian since each quadrant has a quantized Hall conductivity with op-
posite sign, this is a general property of TRI systems. The vanishing of the
Hall conductivity in TRI systems can be demonstrated by recognizing that
current density Ji is odd under T , but the electric field Ei is even. Therefore,
under T , the Hall conductivity is
T σxyT −1 = T Jy
Ex
T −1 = −Jy
Ex
= −σxy = 0. (1.38)
The spin Hall conductivity is not forced to be zero, however. It can be shown
that the edge states of the QSHI are spin-polarized, which allows us to define
spin Chern numbers, ν↑/↓, for each spin quadrant. Although the charge Hall
conductivity is zero, the spin Hall conductivity has a quantized value of
σsxy =
e2
h
(ν↑ − ν↓) = 2e
2
h
, (1.39)
which holds true as long as spin is a good quantum number [26].
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1.2.2 Z2 Topological Invariant
Although we have discussed the helical edge states and quantized spin Hall
conductivity associated with the QSHI, we have yet to define a topological
invariant for this two-dimensional topological insulator. It may be tempt-
ing to assume that the quantization spin Hall conductivity is the topological
invariant of the system, but this is only true in systems where spin is a
good quantum number such as the QSHI model Hamiltonian we used in
Eq. (1.25) [26]. The relationship between the edge states, time-reversal sym-
metry, and Kramer’s theorem indicates that the topological invariant must
be related to the TRS operator. This is in fact the case, and the topological
invariant of TRS TIs can be shown to be a quantity called the Z2 invariant,
which we will denote as ν2.
One concept that must be first explained before calculating ν2 is that of
time-reversal invariant momenta (TRIM). Since T takes electrons with mo-
mentum k to −k, states at special momenta, the TRIM, remain unchanged
under TRS. One obvious TRIM is the Brillouin zone center, k = 0. Due to
the periodicity of the Brillouin zone, momenta half a reciprocal lattice vector
away from the origin are identified and, thus, are also TRIM. For example,
in the square 2D Brillouin zone with lattice constant a, the TRIM are (0, 0),
(0, pi/a), (pi/a, 0), and (pi/a, pi/a). For the purposes of calculating ν2, we
will designate these TRIM as Λa where a runs through all the TRIM for the
Brillouin zone of the given Hamiltonian.
Here, we overview the calculation of ν2 and the important aspects related
to it. Calculating ν2 begins with defining the sewing matrix [27, 5]
wmn(k) = 〈um(−k)| T |un(k)〉 , (1.40)
where
∣∣un/m(k)〉 are the occupied eigenstates of the Bloch Hamiltonian. At
TRIM, the sewing matrix can be shown to be a purely antisymmetric matrix,
which can be characterized with a quantity called the Pfaffian, defined as
Pf[w(Λa)]
2 = det[w(Λa)]. Next, we can determine the sign of the Pfaffian at
Λa as δa = Pf[w(Λa)]/ det[w(Λa)] = ±1. Finally, the Z2 topological invariant,
ν2, is defined through the relationship
(−1)ν2 =
N∏
a=1
δa, (1.41)
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where N is the number of TRIM in the Brillouin zone and ν2 ∈ {0, 1}.
Therefore, ν2 is known as the Z2 invariant because it is only allowed to be
valued in the set integers modulo 2 (Zmod 2).
The fact that the Z2 invariant is only allowed to be two values indicates
that there are only two types of TRS insulators: trivial ones with ν2 = 0 and
non-trivial ones with ν2 = 1. This is in stark contrast to Chern insulators
where the Chern number ν can be any integer number.
1.3 Three-dimensional Time-reversal-invariant
Topological Insulators
Fu, Kane, and Mele showed that the Z2 classification discussed in the pre-
vious section generalizes to three-dimensions by adding dispersion of the
QSHI Hamiltonian in Eq. (1.25) in the zˆ direction [27]. Here, we focus
on a minimal model Hamiltonian that captures the salient characteristics
of three-dimensional time-reversal-invariant topological insulators, which we
will simply refer to as 3D TIs. The minimal Hamiltonian describing 3D TIs
is the three-dimensional lattice-regularized Dirac equation, which is given
as [28]
H3DTI(k) = M Γ0 +
∑
i=x,y,z
[
Ai
a
sin(kia) Γi +
Bi
a2
(1− cos(kia)) Γ0
]
, (1.42)
where Γ0 = σ0 ⊗ τz, Γi = σi ⊗ τx, σi are spin Pauli matrices, τi are orbital
Pauli matrices, M is the Dirac mass, and Ai and Bi are material dependent
parameters. When M/Bi > 0, this Hamiltonian is in the non-trivial topo-
logical phase with ν2 = 1. When the opposite is true with M/Bi < 0, the
Hamiltonian is in the trivial phase with ν2 = 0.
While a mass domain wall for the QSHI results in one-dimensional edge
states, a mass domain wall in 3D TIs occurs across a two-dimensional inter-
face which, by the bulk-boundary correspondence, results in two-dimensional
surface states when ν2 = 1. Following a similar procedure as Sec. 1.1.2, we
can solve for the surface state wave function of the 3D TI by first convert-
ing the zˆ direction to a continuum model and then making the substitution
kz → −i~ ∂∂z [29]. Like the edge states of two-dimensional TIs, the surface
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states are exponentially localized in the zˆ direction but can propagate freely
parallel to the interface. Because the 3D TI is characterized by the Z2 in-
variant, it follows that the surface dispersion is required to have a Kramer’s
degeneracy where the surface bands cross the bulk band gap. By projecting
the Hamiltonian in Eq. (1.42) onto the surface state eigenstates, we obtain
an effective Hamiltonian for the surface states, which to leading order in
momentum is
Hsurf = ±~(vF1kyσx − vF2kxσy), (1.43)
where the upper (lower) sign refers to the top (bottom) surface and vFi =
A3
√
1−D2i /B2i is the Fermi velocity [29]. This effective Hamiltonian is no-
table because it is the 2D Dirac Hamiltonian in Eq. (1.1) discussed in Sec. 1.1
but with the mass term set to zero, thereby preserving TRS. Therefore, by
breaking TRS, the surface of 3D TRI TIs provides a unique platform to re-
alize the QAHE discussed in Sec. 1.1. The ability to control the sign and
size of the mass gap in the surface states of 3D TIs with a TRS-breaking
magnetic field, magnetic impurity doping, or the magnetic proximity effect
has, thus, motivated the design of a variety of device designs ranging from
topological transistors [6], to electronic waveguides [8], and, as we propose
in Ch. 5, high-performance inductors [30].
1.4 Experimental Realization
So far, our discussion of topological insulators has been restricted to mini-
mal model Hamiltonians that capture the essential topological physics but
are not directly related to actual materials. Here, we seek to bridge theory
and experiment by discussing the theoretical prediction and experimental re-
alization of 3D TIs and the methods to incorporate magnetism to observe the
QAHE. The synergy between theory and experiment has been a key factor
that has enabled the rapid discovery and development of the variety of topo-
logical insulator materials that exist today, so we highlight both theoretical
and experimental results regarding the discovery of topological insulators.
One vital ingredient to the experimental realization of topological insu-
lators is the concept of band inversion. As we saw in the lattice models
for topological insulators in two and three dimensions, the mass parameter,
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Figure 1.3: (a) Evolution of the molecular orbital energy levels when (I)
chemical bonding is turned on, (II) crystal field splitting is added, and (III)
the spin-orbit interaction is accounted for. Although in the atomic limit,
the energy levels of bismuth are higher in energy than that of selenium,
once spin-orbit coupling is included, the orbitals “invert,” which
corresponds to changing the sign of the mass and creating a topologically
non-trivial phase. (b) Ab initio calculations of the surface band structure of
Bi2Se3 confirm the existence a single Dirac cone, the hallmark of a 3D TI.
Adapted from Ref. [31].
which controls the band gap in of the material, plays a fundamental role in
determining whether or not a material is in a topologically trivial or non-
trivial phase. From a materials standpoint, the energy band gap is controlled
by the bonding of atoms, and so in order to change the sign of the mass gap
in TRI TIs, the interactions within the bonding itself must be such that the
energy levels of the molecular orbitals are “inverted” compared to where they
are without bonding, a case referred to as the atomic limit.
To understand this concept more concretely, Fig. 1.3(a) schematically de-
picts the chemical bonding that occurs when bismuth and selenium atoms are
brought together to form the 3D topological insulator compound Bi2Se3 [31].
When simple molecular bonding and crystal field splitting are introduced, in-
teractions (I) and (II), respectively, we see that although energy levels shift,
the ones associated with the selenium atom remain below all those asso-
ciated with the bismuth atom, preserving the gap of the atomic insulating
limit. After the spin-orbit interaction is included, marked as interaction (III),
an energy level of selenium is raised above one of bismuth, a clear departure
from the atomic limit. Therefore, when a macroscopic sample of this com-
pound is made from these molecular orbitals such that bands are formed, the
insulating phase including spin-orbit interaction must be topologically dis-
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Figure 1.4: (a) Angle-resolved photoemission spectroscopy (ARPES) of the
surface of Bi2Se3 reveals a linearly dispersing Dirac cone, verifying that it is
a 3D TI. (b) Spin-resolved ARPES shows that the spin-polarization of the
Fermi surface possesses the characteristic spin-momentum locking of Dirac
electrons. Adapted from Ref. [32].
tinct from the one without, since the bulk band gap must close and change
the sign of the mass in order to take the bands back to the atomic limit. Fig-
ure 1.3(b) shows ab initio calculations of the surface dispersion of Bi2Se3 [31],
which show a clear Dirac cone in the bulk gap and theoretically verify the
prediction based on the molecular orbitals of bismuth and selenium.
Based on this theoretical prediction of Bi2Se3 being a topological insulator,
experiments quickly followed to demonstrate the presence of Dirac surface
states on its surface. Figure 1.4(a) shows angle-resolved photoemission spec-
troscopy (ARPES) results of the surface of Bi2Se3, which unambiguously
reveal a single Dirac cone crossing the bulk band gap [32]. By performing
spin-resolved ARPES, they demonstrated that the spin texture of the Dirac
cone matches that of the 2D Dirac Hamiltonian in Eq. (1.43). Therefore,
if time-reversal symmetry is broken in 3D TIs, a mass gap can be gener-
ated in the surface spectrum, which enables the QAHE. The generation of a
quantized Hall conductivity without requiring the strong magnetic fields and
pristine two-dimensional electron gas of the IQHE presents an attractive and
much more accessible alternative to modern metrology standards [16].
One mechanism to break time-reversal symmetry in these 3D TI materi-
als is by the incorporation of magnetic dopant atoms. It was shown that
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at sufficiently high dopant densities, the Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction between the dopant spins aligns them perpendicular
to the surface to form a ferromagnetic ground state [33]. Such ferromag-
netic ordering of the dopants generates a uniform mass gap in the TI surface
states and enables the observation of the QAHE [34]. Figure 1.5(a) shows
the ARPES measurement of the surface dispersion of Bi2Se3 when doped
with iron atoms [35]. We see that a small spectral gap is indeed generated
in the surface dispersion, evidence that time-reversal symmetry is broken.
To verify that the spectral gap is generated by the ferromagnetic ordering of
the dopants, this result is compared to the spectrum where Bi2Se3 is doped
instead with nonmagnetic zinc impurities in Fig. 1.5(b). Since zinc is a non-
magnetic atom, time-reversal symmetry is preserved, and no spectral gap is
opened. This result, therefore, verifies that the gap generated in panel (a)
is caused by the magnetism of the dopants and not just a consequence of
increased impurity scattering. With magnetically doped 3D TIs validated
as a platform to generate 2D massive Dirac fermions, the measurement of
the QAHE soon followed. Figure 1.5(c) demonstrates the quantization of the
Hall conductivity in chromium-doped bismuth antimony telluride, a different
magnetically doped TI that offers the same QAHE physics [36]. The quan-
tization in the Hall conductivity in Fig. 1.5(c), however, does not posses the
precision associated with the IQHE, which limits the utility of this system for
metrology purposes. Recent advances in growth uniformity have increased
the accuracy of the QAHE in these materials up to a precision of a few parts
per million [37, 38], but self-heating within the device has been shown to
limit the ability to increase this precision further. These developments have
also enabled the observation of quantized longitudinal transport through the
chiral edge states using non-local conductivity measurements [39]. Despite
these advancements, millikelvin temperatures are required to observe these
transport signatures, making the practical application of magnetically-doped
3D TIs challenging.
Much of the issue with observing the QAHE in magnetically-doped TIs can
be attributed to the inability of the magnetic dopants to maintain a uniform
ferromagnetic ground state and generate a large mass gap. An alternative
mechanism to create large gap at higher temperatures and better uniformity
is through the magnetic proximity effect, whereby a ferromagnet is deposited
on the surface of a 3D TI. At the interface, exchange coupling from the fer-
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Figure 1.5: (a) When Bi2Se3 is doped with magnetic atoms, in this case
iron, a small gap opens in the surface dispersion, indicating that
time-reversal symmetry is broken. Adapted from Ref. [35]. (b) When doped
with non-magnetic impurities, no gap is observed in the surface spectrum,
indicating that the gap is indeed introduced by the magnetism and not
impurity scattering. Adapted from Ref. [35]. (c) By measuring transport
within magnetically doped Bi2Se3, a quantized Hall conductivity can be
measured within the magnetic gap. Adapted from Ref. [36].
romagnet tunnels into the surface states and generates a mass gap in the
Dirac dispersion [40, 41, 42, 43]. A ferromagnet is much less susceptible to
thermal instability and should, in principle, generate a more controllable and
uniform magnetic gap in the surface spectrum. Experimentally verifying the
magnetic gapping of the surface state is more challenging in this heterostruc-
ture than with magnetic doping since the surface is inaccessible by direct
surface probes, such as ARPES. Therefore, indirect techniques such as neu-
tron scattering and transport measurements must be used to understand
the physics at the interface. To this end, neutron scattering experiments in
heterostructures of the ferromagnetic insulator EuS and the TI Bi2Se3 have
measured signatures of magnetism in the surface layer of the TI [44, 45].
Unfortunately, this technique cannot directly probe the magnetism of the
surface states, and transport measurements only indicate a slight decrease
in the longitudinal conductivity, indicating that a full spectral gap is not
formed. Further transport measurements in heterostructure with EuS and
other ferromagnetic insulators (e.g., yttrium iron garnet, thulium iron gar-
net) have demonstrated hysteresis with the sweeping of magnetic fields and
the emergence of weak localization [46, 47, 48], signals which indicate mag-
netism in surface state transport and the gapping of the surface dispersion.
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Despite these successes in inducing magnetism in the surface of 3D TIs via
the proximity effect, an unambiguous measurement of the quantized Hall
conductivity in these heterostructures remains elusive.
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CHAPTER 2
QUANTUM TRANSPORT FORMALISM
In the first chapter, we introduced the basic notions of topological invariants,
the associated quantization of physical responses, and simple models in which
to understand them. Those discussions largely focused on translationally-
invariant, clean systems, which allowed for analytically soluble calculations.
Real-world materials and experiments, however, are rarely pristine and are
subject to the presence of defects and disorder, which makes analytic solu-
tions of transport in these materials untenable. The purpose of this chapter
is to present a practical, numerical framework in which to study transport
phenomena in inhomogeneous topological materials and devices. As topolog-
ical insulators are intrinsically quantum mechanical materials, semi-classical
transport theory that only accounts for the energy dispersion of the band
structure, such as the drift-diffusion equations or Boltzmann transport equa-
tion, fail to capture vital transport characteristics of the surface and edge
states. As such, we require a fully quantum mechanical transport theory to
fully model the topological properties of these novel materials.
The non-equilibrium Green function (NEGF) formalism has emerged as a
comprehensive quantum transport theory that not only is capable of mod-
eling coherent transport through topological edge and surface states but is
flexible enough to perturbatively treat the effect of both elastic and inelastic
scattering. In this chapter, we present the details of the NEGF methodol-
ogy. We begin by introducing the tight-binding Hamiltonian method as an
efficient means to model the real-space discretization of topological insulator
materials. We show that the lattice topological insulator models described
in the previous chapter can be Fourier-transformed to real-space and provide
a general methodology to Fourier-transform generic Hamiltonians. Next,
the NEGF method is introduced as a methodology that can provide useful
transport properties of materials described by tight-binding Hamiltonians.
We first show that linear response quantities can be recovered from Green
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functions through the Bastin and Kubo-Streda formulas. We then present
the full non-equilibrium theory, which allows for the study of quantum trans-
port beyond linear response. In this discussion, we focus in detail on how
the system under study can be opened to leads through the calculation of
contact self-energies.
2.1 Tight-Binding Hamiltonians
In Ch. 1, we introduced momentum-space Hamiltonians for a variety of two-
dimensional and three-dimensional topological insulators. Here we show that
any of these Hamiltonians can be Fourier-transformed to a real-space basis to
generate a tight-binding Hamiltonian suitable for studying transport. Fre-
quently, Hamiltonians are given as low-energy, effective Hamiltonians sim-
ilar to the continuum QAHE Hamiltonian in Eq. (1.1). When Fourier-
transformed, these continuum Hamiltonians, sometimes referred to as k · p
Hamiltonians, are highly non-local, resulting in dense real-space Hamiltonian
matrices. A tight-binding Hamiltonian is a real-space Hamiltonian where
the number of non-local terms are truncated to a finite number of “nearest-
neighor” sites, which results in a sparse matrix from which calculations can
be performed efficiently. This truncation should be done in a physically
sensible fashion to ensure the transport characteristics are unchanged. One
simple method to systematically perform such a truncation is to first lat-
tice regularize the continuum Hamiltonian using the substitutions outlined
in Eqs. (1.19)–(1.20). If the continuum Hamiltonian is limited to terms that
are quadratic in momentum, the lattice regularized Hamiltonian will be lim-
ited to terms containing sines and cosines of a single spatial frequency. When
Fourier transformed, these terms only connect to lattice sites that are one
lattice spacing away, which is referred to as a nearest-neighbor tight-binding
Hamiltonian. If terms higher than quadratic functions of momentum are
retained, next-nearest-neighbor terms can arise.
To give a concrete example of generating a tight-binding Hamiltonian for
a lattice Hamiltonian, we explicitly Fourier transform the QAHI given in
Eq. (1.22). We begin with the total Hamiltonian, which is given as
HQAHI =
∑
k
ψ†kHQAHI(k)ψk (2.1)
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=
∑
k
ψ†k
{
α
a
(sin kxa σx + sin kya σy)
+
[
m+
2
a2
(2− cos kxa− cos kya)
]
σz
}
ψk,
(2.2)
where ψk = (ck,↑, ck,↓)
T is the spinor containing annihilation operators, ck,↑/↓,
for electrons with up and down spin and momentum k and ψ†k is its associated
creation operator. The discrete Fourier transform for a system containing N
lattice sites on a square lattice with lattice constant a is given as
ψ†k =
1√
N
∑
m,n
eik·(m,n)aψ†m,n, (2.3)
ψk =
1√
N
∑
m,n
e−ik·(m,n)aψm,n, (2.4)
where ψ
(†)
m,n is the annihilation (creation) operator at real-space lattice index
(m,n), m indexes the xˆ position, and n indexes the yˆ position. By sub-
stituting in these relationships and recognizing that cosx = 1
2
(eix + e−ix),
sinx = 1
2i
(eix − e−ix), and 1
N
∑
k e
ik(m−m′) = δm,m′ , we can determine the
real-space representation of this Hamiltonian:
HQAHI = 1
N
∑
m′,n′,m,n,k
ψ†m′,n′e
ik·(m′,n′)a
{
α
a
(sin kxa σx + sin kya σy)
+
[
m+
2β
a2
(2− cos kxa− cos kya)
]
σz
}
e−ik·(m,n)aψm,n
(2.5)
=
1
N
∑
m′,n′,m,n,k{ α
2ia
ψ†m′,n′e
i(kxm′+ikyn′)a
(
eikxa − e−ikxa) e−i(kxm+ikyn)a σxψm,n
+
α
2ia
ψ†m′,n′e
i(kxm′+ikyn′)a
(
eikya − e−ikya) e−i(kxm+ikyn)a σyψm,n
+
(
m+
4β
a2
)
ψ†m′,n′e
i[kx(m′−m)+iky(n′−n)]a σzψm,n
− β
2a2
ψ†m′,n′e
i(kxm′+ikyn′)a
(
eikxa + e−ikxa
)
e−i(kxm+ikyn)a σzψm,n
− β
2a2
ψ†m′,n′e
i(kxm′+ikyn′)a
(
eikya + e−ikya
)
e−i(kxm+ikyn)a σzψm,n
}
(2.6)
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=
1
N
∑
m′,n′,m,n,k{
α
2ia
(
ei[kx(m
′−m+1)+iky(n′−n)]a − ei[kx(m′−m−1)+iky(n′−n)]a
)
ψ†m′,n′σxψm,n
+
α
2ia
(
ei[kx(m
′−m)+iky(n′−n+1)]a − ei[kx(m′−m)+iky(n′−n−1)]a
)
ψ†m′,n′σyψm,n
+
(
m+
4β
a2
)
ei[kx(m
′−m)+iky(n′−n)]aψ†m′,n′σzψm,n
− β
2a2
(
ei[kx(m
′−m)+iky(n′−n+1)]a + ei[kx(m
′−m)+iky(n′−n−1)]a
)
ψ†m′,n′σzψm,n
− β
2a2
(
ei[kx(m
′−m)+iky(n′−n+1)]a + ei[kx(m
′−m)+iky(n′−n−1)]a
)
ψ†m′,n′σzψm,n
}
(2.7)
=
∑
m′,n′,m,n
{ α
2ia
(δm′+1,mδn′,n − δm′−1,mδn′,n)ψ†m′,n′σxψm,n
+
α
2ia
(δm′,mδn′+1,n − δm′,mδn′−1,n)ψ†m′,n′σyψm,n
+
(
m+
4β
a2
)
δm′,mδn′,nψ
†
m′,n′σzψm,n
− β
2a2
(δm′+1,mδn′,n + δm′−1,mδn′,n)ψ
†
m′,n′σzψm,n
− β
2a2
(δm′,mδn′+1,n + δm′,mδn′−1,n)ψ
†
m′,n′σzψm,n
}
(2.8)
=
∑
m,n
{ α
2ia
(
ψ†m+1,nσxψm,n − ψ†m−1,nσxψm,n
)
+
α
2ia
(
ψ†m,n+1σxψm,n − ψ†m,n−1σxψm,n
)
+
(
m+
4β
a2
)
ψ†m,nσzψm,n
− β
2a2
(
ψ†m+1,nσzψm,n + ψ
†
m−1,nσzψm,n
)
− β
2a2
(
ψ†m,n+1σzψm,n + ψ
†
m,n−1σzψm,n
)}
.
(2.9)
After this tedious calculation, we find a very simple form for the real-space,
tight-binding Hamiltonian, where hopping terms for each lattice site only ex-
ist to its immediate nearest neighbor. This lengthy Fourier-transform can
be avoided by recognizing that each sine and cosine term in the momentum-
space lattice Hamiltonian produces a pair of nearest-neighbor hopping terms
in the tight-binding Hamiltonian. In Table 2.1, we summarize the prescrip-
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Table 2.1: Fourier-transform Shortcuts for Generating Tight-binding
Hamiltonian Terms for a Square Lattice
k-space Term Real-space Term
αψ†kΓiψk αψ
†
m,nΓiψm,n
αψ†k sin kxaΓiψk
α
2i
(
ψ†m+1,nΓiψm,n − ψ†m−1,nΓiψm,n
)
αψ†k sin kyaΓiψk
α
2i
(
ψ†m,n+1Γiψm,n − ψ†m,n+1Γiψm,n
)
αψ†k cos kxaΓiψk
α
2
(
ψ†m+1,nΓiψm,n + ψ
†
m−1,nΓiψm,n
)
αψ†k cos kyaΓiψk
α
2
(
ψ†m,n+1Γiψm,n + ψ
†
m,n+1Γiψm,n
)
tion for generating various real-space, tight-binding Hamiltonian terms that
correspond to possible momentum-space terms of a lattice Hamiltonian. A
similar prescription can be easily generalized for three-dimensional cubic lat-
tices.
Having established the methodology to obtain nearest-neighbor tight-binding
Hamiltonians from lattice-regularized momentum-space model Hamiltonians,
we touch briefly on modeling realistic materials with such model Hamiltoni-
ans. From a theoretical standpoint, first-principles methods, such as density
functional theory (DFT) [49, 50], are often relied upon as the most accurate
method to obtain the electronic band structure of materials. The price of this
accuracy, however, is a high computational burden, especially when model-
ing real-space quantum transport in mesoscopic systems [51]. By fitting the
parameters in lattice models to DFT results or experimental measurements,
however, highly accurate transport calculations on mesoscopic devices can
be performed in a much more computationally efficient manner [52, 53, 54].
Conveniently, these fitting parameters are often provided in the literature for
topological insulator materials [31, 28]. As such, we make extensive use of
tight-binding models in this thesis since they afford both highly accurate and
computationally efficient quantum transport models.
2.2 The Non-equilibrium Green Function Method
In this section, we outline the steady-state non-equilibrium Green function
(NEGF) formalism that we utilize to calculate quantum transport in topolog-
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ical materials modeled by tight-binding Hamiltonians. Rather than solving
for the wave function of individual electrons, the NEGF method provides a
formalism to calculate the expectation values of observables for a statistical
ensemble of electrons at finite temperature [55]. The key strengths of the
NEGF method are its capabilities to model open quantum systems via the
calculation of contact self-energies, denoted as ΣrL and Σ
r
R (see Sec. 2.2.2),
and to account for the effect of interactions and scattering through a system-
atic perturbative expansion of a scattering self-energy, denoted ΣrS. Since the
detailed form of the scattering self-energy is dependent on the type of inter-
action, we do not focus on the derivation of ΣrS here but instead calculate it
as necessary in later chapters (see for example, the calculation of magnetic
disorder scattering in Ch. 4 and App. A.4).
The NEGF method is concerned with calculating four Green functions:
the retarded Green function Gr(E), the advanced Green function Ga(E), the
lesser Green function G<(E), and the greater Green function G>(E). The
retarded and advanced Green functions contain relevant spectral informa-
tion such as the local density of states and the spin-polarization of states
as a function of energy. The lesser Green function, referred to as the elec-
tron correlation function, accounts for the thermal occupation of states and
contains all relevant local transport observables such as electron density and
current density. The greater Green function, referred to as the hole correla-
tion function, contains the same transport observables but for holes instead
of electrons. The lesser and greater Green functions are functions of the
retarded and advanced, so we begin with their equations of motion.
In the following, we will assume the system of interest is given by a Hamil-
tonian H in matrix form. The steady-state governing equations for the re-
tarded and advanced Green functions are given as
Gr(E) = [(E + iη)IN −H− Σr(E)]−1 (2.10)
Ga(E) = [(E − iη)IN −H− Σa(E)]−1 , (2.11)
where η is a positive infinitesimal that shifts the poles of the Green function
away from the real axis, IN is the N×N identity matrix, N is the total num-
ber of degrees of freedom (coordinate, orbital, and spin) of the Hamiltonian,
and Σr(E) is the total sum of all retarded self-energies for contacts, inter-
actions, and scattering mechanism. The advanced self-energy can be shown
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to follow the relation Σa(E) = [Σr(E)]†. From this definition, it follows that
the advanced Green function is related to the retarded Green function as
Ga(E) = [Gr(E)]†. Therefore, the only unknown in this formulation is the
retarded self-energy, which we will discuss in later sections. The spectral
function, which contains information regarding the density of states within
the system is given as
A(r, r′, E) = i [Gr(r, r′, E)−Ga(r, r′, E)] , (2.12)
where we have assumed the Green function is in the position basis. The
diagonal values of the spectral function correspond to the local density of
states (LDOS)
ρ(r, E) =
1
2pi
A(r, r, E) = − 1
pi
ImGr(r, r, E), (2.13)
which can be used to understand the distribution of states as a function of
the coordinate variable.
2.2.1 Linear Response
Before discussing the full non-equilibrium lesser and greater Green functions,
we take a moment to calculate the response of a system to a perturbative
bias. Calculating the DC linear response of a system is important for under-
standing many topological responses such as the quantized Hall conductivity
in Eq. (1.8), which we calculated via the Kubo formula in Eq. (1.4). In the
following, we calculate the charge conductivity, but it should be noted that
the current operator can be replaced with any desired operator to obtain
different responses for the system, such as the spin Hall conductivity of the
QSHI. By replacing the summation over the eigenstates in Eq. (1.4) with a
trace over Green functions, we obtain the Bastin formula [56]:
σµν =
i~
V
∫ ∞
−∞
f(E)tr
[
jν
dGr
dE
jµρ(E)− jνρ(E)jµdG
a
dE
]
, (2.14)
where V is the volume of the system, the trace is taken over all coordi-
nate, orbital, and spin degrees of freedom, f(E) = (1 + e(E−EF )/kBT )−1 is the
Fermi-Dirac distribution, EF is the Fermi energy, kB is the Boltzmann con-
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stant, and T is temperature. This formulation provides a key advantage over
the traditional Kubo formula in that the effect of interactions and scattering
mechanisms can be easily included via self-energies in the Green function [57].
Notably, the Bastin formula only relies on the retarded and advanced Green
function, so the calculation of the lesser and greater Green functions is un-
necessary. As such, the Bastin formula can be a computationally efficient
method to obtain DC transport characteristics of the system.
By taking the zero temperature limit and integrating the Bastin formula
by parts, we obtain the Kubo-Streda formula, which is given as [58]
σµν = σ
I(a)
µν + σ
I(b)
µν + σ
II
µν , (2.15)
where
σI(a)µν =
~
2piV
tr[jνG
r(EF )jµG
a(EF )], (2.16)
σI(b)µν = −
~
4piV
tr[jνG
r(EF )jµG
r(EF ) + jνG
a(EF )jµG
a(EF )], (2.17)
σIIµν =
~
4piV
∫ EF
−∞
dE tr
[
jνG
rjµ
dGr
dE
− jν dG
r
dE
jµG
r
−jνGajµdG
a
dE
+ jν
dGa
dE
jµG
a
]
.
(2.18)
Although this appears to be simply rewriting of Eq. (2.14), the different
terms of the Kubo-Streda formula provide an insightful interpretation of
the conductivity. The first two terms σ
I(a)
µν and σ
I(b)
µν are evaluated only at
the Fermi energy and thus are referred to as the Fermi surface contributions.
These terms are non-zero only when the Fermi energy crosses an energy band
and can accurately capture the impact of disorder scattering on transport [59,
60]. The last term, σIIµν involves an integration over all filled states and is
therefore referred to as the Fermi sea term. It can be shown that this term
exactly reproduces the quantized Hall conductivity of the QAHE when the
Fermi energy is in the energy gap [58, 60]. Because the Kubo-Streda formula
is written in terms of Green functions, however, it can be used to calculate
topological responses in interacting systems where the Kubo formula would
typically fail (for example, see Ch. 4).
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2.2.2 Contact Self-Energies
The NEGF method, however, is capable of modeling beyond linear response
to study full non-equilibrium transport in quantum systems. This capability
hinges on appropriately modeling an open system connected to leads where
electrons can be injected and extracted. Figure 2.1(a) depicts the simulation
domain of a system of interest, which we refer to as the device, described
by the Hamiltonian HDD, which is connected to two leads described by the
Hamiltonians, HLL and HRR, through the hopping matrices HLD, HDL, HRD,
and HDR. The Hamiltonian matrix, H, of this total system is given as
H =
HLL HLD 0HDL HDD HDR
0 HRD HRR
 . (2.19)
It is important to consider the sizes of these matrices. The device region of
interest is typically a nanoscale or mesoscopic system with a finite number of
lattice points. The left and right leads, however, are extremely large macro-
scopic regions, which, for all practical purposes, are semi-infinite in extent.
Calculating the retarded Green function via (2.10) for the whole Hamiltonian
in Eq. (2.19) is therefore impossible sinceH is an infinite-dimensional matrix.
Since we are only concerned about transport in the device region, we seek
an efficient way to model the system without calculating quantities for the
full Hamiltonians of the leads. By defining a matrix A = [(E + iη)IN −H],
which has the same matrix structure as H, we can rewrite Eq. (2.10) the
Green function of the total system as [61]ALL ALD 0ADL ADD ADR
0 ARD ARR

G
r
LL G
r
LD G
r
LR
GrDL G
r
DD G
r
DR
GrRL G
r
RD G
r
RR
 =
INL 0 00 IND 0
0 0 INL
 . (2.20)
Here NL is the total number of lattice sites and degrees of freedom of the left
lead, ND is that for the device region, and NR is that for the right lead. For
simplicity, we have assumed that the scattering self-energy ΣrS is zero, but
the definition of A can easily be generalized to include ΣrS.
Our interest is not in calculating the total Green function of H but in
determining the Green function of the device region, GrDD, which, based on
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Figure 2.1: Modeling contacts within NEGF. (a) The non-equilibrium
device region is given by a Hamiltonian HDD. The left and right
semi-infinite leads are described by the Hamiltonians HLL and HRR,
respectively, which are connected to the device region through the hopping
matrices HLD, HDL, HRD, and HDR. Although the device region is in
non-equilibrium, each lead is considered a reservoir of a large number of
electrons in equilibrium with chemical potentials µL and µR. (b) Since we
are concerned with transport in the non-equilibrium device region, the
effect of the leads can be fully summarized by calculating the contact
self-energies ΣL and ΣR, thereby significantly truncating the size of the
simulation domain.
Eq. (2.20), can be found by solving the system of equations
ADLG
r
LD + ADDG
r
DD + ADRG
r
RD = IND , (2.21)
GrLD = −A−1LLALDGrDD, (2.22)
GrRD = −A−1RRARDGrDD. (2.23)
By substituting Eqs. (2.22)–(2.23) into Eq. (2.21), we obtain a single matrix
equation for the ND ×ND device Green function:[
ADD − ADLA−1LLALD − ADRA−1RRARD
]
GrDD = IND . (2.24)
By recognizing the resemblance of this equation to Eq. (2.10), we can define
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the left and right contact self-energies as
ΣrL = ADLG
r
0,LLALD, (2.25)
ΣrR = ADRG
r
0,RRARD, (2.26)
respectively, where Gr0,LL and G
r
0,RR are the isolated retarded Green functions
of the left and right leads, respectively. The contact self-energies are ND×ND
matrices, so once determined, the device Green function, GrDD, can be found
by solving the finite-dimensional matrix equation
[(E + iη)IN −H− ΣrL − ΣrR]GrDD = IND , (2.27)
which is depicted schematically in Fig. 2.1(b).
Although Eq. (2.27) for the device Green function is now a finite-dimensional
matrix equation that appears to be computationally tractable, the definitions
of the contact self-energies in Eqs. (2.25)–(2.26) still depend on the infinite-
dimensional Green functions of the isolated left and right leads. Therefore,
the computational burden is now transferred to calculating the contact self-
energies. If we carefully analyze Eqs. (2.25)–(2.26), however, we will find that
the full Green function of the isolated leads does not in fact need to be cal-
culated. To show this, we examine Eq. (2.25) for the left contact self-energy.
For the purposes of this discussion, we label the index along the transport
direction as i as indicated in Fig. 2.1. Although Gr0,LL can in general be a
dense matrix, ALD = −HLD and ADL = −HDL = −H†LD are very sparse ma-
trices. For a nearest-neighbor tight-binding Hamiltonian like those discussed
in Sec. 2.1, this hopping matrix takes the form
HLD =

0 · · · 0
...
. . .
...
τ · · · 0
 , (2.28)
where τ is the nearest-neighbor hopping matrix that connects all sites at
i = 1 of the device Hamiltonian, HDD, to the sites at i = 0 of the left lead
Hamiltonian, HLL. When we consider the definition of the Σ
r
L in Eq. (2.25),
the products of ADLG
r
0,LL or G
r
0,LLALD are only non-zero for indices that
correspond to the first, surface layer of Gr0,LL at i = 0. Therefore, the problem
of calculating the contact self-energy is reduced to that of obtaining the
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i = 0 layer of the full lead Green function, a quantity referred to as the
surface Green function. Following a similar analysis for the right lead, we
can rewrite Eqs. (2.25)–(2.26) as
ΣrL = τ
†grLτ, (2.29)
ΣrR = τg
r
Rτ
†, (2.30)
where grL and g
r
R are the surface Green functions for the left and right lead
Green functions, respectively.
The surface Green function of a general lead Hamiltonian can be calculated
by using the recursive Green function method, which is covered in detail in
Sec. 3.2.3. When the lead Hamiltonian is considered to be a uniform semi-
infinite material, it can be shown that the surface Green functions for the
left and right leads follow the quadratic equations [61][
AL,0 − tL grL t†L
]
grL = I, (2.31)[
AR,n+1 − t†R grR tR
]
grR = I. (2.32)
Here, AL,0 is the “slice” of the lead Hamiltonian at i = 0, and tL is the
hopping matrix that couples it to the previous layer at i = −1. The ma-
trix AR,n+1 is the equivalent slice for the right lead at i = n + 1, where
tR is the hopping matrix between it and the layer at i = n + 2. For one-
dimensional wires, the surface Green function can frequently be calculated
analytically [62, 63], but otherwise these equations must be solved numer-
ically, either by transfer matrix methods, which are rather slow but can
account for inhomogeneities in the lead, or by so-called “decimation” tech-
niques, which are extremely efficient for homogeneous leads. Reference [61]
provides a clear and detailed algorithm for one such decimation technique
called the Sancho-Rubio method [64, 65].
The contact self-energy can also be treated in a very simple phenomeno-
logical manner called the wide-band limit (WBL) approximation. Since self-
energies encode particle exchange with a reservoir, they are in general non-
Hermitian matrices with complex eigenvalues. If we consider the governing
equation for GrDD in Eq. (2.27), we can see that the real part of a self-energy
simply shifts the eigenvalues of the Hamiltonian H. The imaginary part,
however, moves the poles of the Green functions away from the real axis,
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resulting the broadening of states in the spectral function. The WBL ap-
proximation consists of neglecting the real part of the contact self-energy
and assuming that the imaginary part is a constant function of energy:
ΣrL = Σ
r
R ≈ −i
Γ
2
, (2.33)
where Γ is the broadening parameter. Although this appears to be an arbi-
trary and egregious assumption, it can very accurately model large metallic
leads with a large density of states relative to the device region [66]. In that
case, the density of states is a slow function of energy and Γ = |τ |2ρ(EF ),
where ρ(EF ) is the density of states of the lead at the Fermi energy [61].
2.2.3 Calculating Non-equilibrium Observables
Now that we have established a systematic method to connect a device region
of interest to leads via the calculation of contact self-energies, we can discuss
non-equilibrium transport using the NEGF method. The non-equilibrium ob-
servables within the device region are calculated from two additional Green
functions referred to as the lesser Green function, G<, and the greater Green
function, G>. Whereas the retarded and advanced Green functions can pro-
vide spectral information without accounting for occupation of the states,
the lesser and greater Green functions explicitly account for the occupancy.
They are related to the retarded and advanced Green functions as
G<(E) = Gr(E)Σ<(E)Ga(E), (2.34)
G>(E) = Gr(E)Σ>(E)Ga(E), (2.35)
where Σ< (Σ>) is the lesser (greater) self-energy for all contacts and scat-
tering mechanisms, which for non-equilibrium must be solved for via a non-
equilibrium Dyson equation [18]. In equilibrium, however, the fluctuation-
dissipation theorem relates G≶ with Gr/a by
Σ<(E) = if(E − µ) (Σr(E)− Σa(E)) = f(E − µ)Γ(E), (2.36)
Σ>(E) = i[1− f(E − µ)] (Σr(E)− Σa(E)) = [1− f(E − µ)]Γ(E), (2.37)
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where Γ(E) = i (Σr(E)− Σa(E)) is referred to as the broadening function, an
analog of the spectral function for self-energies, f(E) is the Fermi-Dirac dis-
tribution function, and µ is the chemical potential describing thermodynamic
equilibrium of the system. The device region is explicitly in non-equilibrium,
so this relation for Σ≶ does not appear to apply at first glance. The contact
self-energies calculated in the previous section, however, describe the lead re-
gion, not the device region. Since the leads are macroscopic reservoirs much
larger than the device region, we can consider each lead to be individually in
equilibrium and described by a chemical potential µL/R as shown in Fig. 2.1.
Non-equilibrium in the device region is then generated by maintaining a dif-
ference of chemical potentials between the leads. To be more concrete, we
consider the two-terminal system shown in Fig. 2.1. The lesser self-energy is
written as
Σ<(E) = f(E − µL)ΓL(E) + f(E − µR)ΓR(E), (2.38)
where ΓL/R(E) = i
(
ΣrL/R(E)− ΣaL/R(E)
)
. Note that for symmetric leads
where ΓL = ΓR, the lesser self-energy, and therefore the lesser Green function
for the device, is identically zero when µL = µR, thereby demonstrating that
non-equilibrium is generated by the difference in the chemical potentials of
the leads.
Once the lesser and greater Green functions are obtained by employing
Eqs. (2.34)–(2.37), we can readily calculate observables from them. For the
purposes of concreteness, we consider a lattice tight-binding Hamiltonian
matrix defined by H = ∑i,j Hi,j, where i, j index the site position. The
electron and hole densities are given by the diagonal entries of the lesser and
greater Green function as
n(r) = − i
V
∫
dE
2pi
G<i,i(E), (2.39)
p(r) =
i
V
∫
dE
2pi
G>i,i(E), (2.40)
where ∆V is the volume of a lattice unit cell. In tight-binding Hamiltonians,
the current density is the electron flux between sites on the lattice, which, in
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the limit of nearest-neighbor interactions, we can show to be [67, 61]
Ji→j = − e
A~
∫
dE
2pi
[
Hj,iG
<
i,j(E)−G<j,i(E)Hi,j
]
, (2.41)
where A is the area of the face of the unit cell through which the current
flows. The terminal current can be found by evaluating Eq. (2.41) at the left
of the right contact. The resultant formula at the left contact is given as
JL =
e
A~
∫
dE
2pi
{[
Gr1,1(E)−Ga1,1(E)
]
Σ<L(E) + iG
<
1,1(E)ΓL(E)
}
. (2.42)
In the limit of coherent transport where the scattering self-energy is zero,
we can simplify Eq. (2.42) by recognizing that Gr − Ga = G> − G< =
−iGa(ΓL+ΓR)Gr and that iG< = −Gr(ΓLf(E−µL)+ΓRf(E−µR)Ga. The
final form of the terminal current for coherent systems is given as
IL =
e
~
∫
dE
2pi
T (E) [f(E − µL)− f(E − µR)] , (2.43)
where
T (E) = tr [ΓL(E)G
r(E)ΓR(E)G
a(E)] (2.44)
is referred to as the transmission function. The transmission function formu-
lation of the terminal current has a number of advantages. Since Eq. (2.44)
has no dependence on G<, we can obtain the terminal current without explic-
itly evaluating G<. In fact, with clever matrix manipulation and techniques
such as the recursive Green function algorithm (see Ref. [68], Ref. [67], and
Sec. 3.2.3), one can evaluate a single block diagonal element of the retarded
Green function to obtain the terminal current. Lastly, by recognizing that the
conductance is given by eIL
µL−µR , we can find the small-signal, zero-temperature
conductance by take taking the limit of (µL − µR)→ 0:
G(E) = lim
(µL−µR)→0
eIL
µL − µR =
e2
h
T (E). (2.45)
Therefore the small-signal, zero-temperature conductance at energy E is di-
rectly proportional to the transmission function.
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CHAPTER 3
THEORY OF AC QUANTUM TRANSPORT
WITH FULLY ELECTRODYNAMIC
COUPLING
Although the NEGF method detailed in the previous chapter can accu-
rately model DC quantum mechanical transport, device proposals leverag-
ing topological insulators must be characterized and benchmarked using ad-
vanced simulation techniques that can capture the electrodynamic coupling
that is important for high-speed device operation. To this end, we formulate
a new simulation framework that self-consistently solves quantum electron
transport with the full solution of Maxwell’s equations, allowing us to fully
characterize nanoscale device operation through a wide range of operating
frequencies. We begin by introducing the governing equations of the AC non-
equilibrium Green function (AC NEGF) technique, which is a high-frequency
extension of the DC NEGF formalism covered in the previous section. We
then present a finite-difference frequency-domain (FDFD) method that, in-
stead of solving for the electric and magnetic fields, solves directly for the
scalar and vector electromagnetic potentials on a Yee cell. The output charge
and current densities from AC NEGF are coupled with the FDFD potentials
to obtain a self-consistent solution. We then apply this technique to model
the electrodynamic radiation emitted by a quantum monopole antenna, an
antenna that possesses quantum-confined states, and show that our simula-
tion methodology reveals unexpected radiation patterns that are altered by
the quantum mechanical nature of charge transport in the quantum antenna.
Portions of this chapter were previously published in Ref. [63] and are reprinted with
permission (copyright 2018 by Springer)
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3.1 Introduction
The non-equilibrium Green function (NEGF) methodology has found great
utility in modeling DC electron transport in a wide variety of quantum sys-
tems such as quantum dots [69, 70, 71], resonant tunneling diodes [72, 73],
and metal-oxide-semiconductor (MOS) transistors [74, 75, 76]. The success
of the method derives not only from its ability to accurately model quantum
coherent transport but also from its systematic framework within which to
introduce incoherence and interactions [68, 62, 67, 61]. The standard, DC
formulation of the NEGF method, however, fails to capture transient features
of transport and electrodynamic coupling that are important in phenomena
such as cross-talk in high-frequency circuits [77]. Although such full-wave
coupling has been treated semi-classically in the context of the time-domain
Boltzmann transport and the drift-diffusion equations [78, 77, 79, 80, 81],
fully dynamic electromagnetic coupling to quantum transport has not yet
been achieved for effectively modeling electronic devices.
The time-domain NEGF formulation can be used to understand dynamic
phenomena and has successfully been applied to elucidate a variety of non-
interacting phenomena ranging from the AC conductance in graphene [82] to
the transient properties of quantum interferometers [83, 84, 85]. In addition,
interactions, such as electron-electron and electron-photon interactions, have
also been successfully integrated with time-dependent transport formulations
giving the method great flexibility to study open quantum systems [86, 87].
Such transient NEGF calculations, however, suffer from the memory effect,
whereby the entire history of the Green function must be stored in order
to accurately evolve the Green function [88, 89]. Although some approxi-
mations, such as the wide bandwidth limit, can greatly reduce the storage
requirements [90, 91, 92, 93], time-dependent calculations are still demand-
ing for time scales longer than a few picoseconds since a sub-femtosecond
time step is required for numerical stability and the computation time scales
at least linearly with the total number of time steps. Therefore, to accu-
rately model device responses at sub-terahertz operating frequencies, the
DC NEGF formulation has been extended to simulate AC steady state trans-
port, thereby providing a platform for studying quantum transport at any
frequency [94, 95, 96, 97, 98, 99, 100].
Although AC NEGF provides a simple extension of DC NEGF to under-
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stand high-frequency transport, care must be taken to accurately account for
displacement current and thereby satisfy gauge invariance and charge con-
servation [97, 100]. The AC NEGF methodology on its own does not satisfy
either of these conditions, and so they must be enforced through additional
measures. Fortunately, this problem can be alleviated by self-consistently
solving the transport equations with the Coulomb potential at the Hartree
level of approximation [97, 100]. To date, however, electromagnetic interac-
tions with AC NEGF transport have been assumed to be quasi-static, where
a solution of Poisson’s equation is sufficient to capture the electrostatics of
the problem. The quasi-static approximation fails, however, in situations
that involve dynamic electromagnetic fields, such as electromagnetic induc-
tion or field radiation, which are features that are vital to characterize the
properties of high-frequency devices [101].
In this work, we present a gauge-invariant and current-conserving simu-
lation technique that self-consistently solves the AC NEGF equations with
the full solution of Maxwell’s equations in the frequency domain to consider
the influence of both static and dynamic fields in the presence of fully quan-
tum mechanical electron transport in three dimensions. In Sect. 3.2, we
introduce details of the simulation methodology, including the tight-binding
form of Hamiltonian and the governing equations of the method for quan-
tum transport, which are used to calculate charge and current density within
the system. We then present a finite-difference frequency-domain (FDFD)
method that, instead of solving for the electric and magnetic fields, solves
directly for the scalar and vector electromagnetic potentials on a Yee cell. By
solving for the potential formulation of Maxwell’s equations rather than the
electric and magnetic fields that standard treatments obtain, we can directly
couple the output potentials into the Hamiltonian. The output charge and
current densities from the AC NEGF are coupled with the FDFD poten-
tials to obtain a self-consistent solution. In Sec. 3.3, we apply this technique
to model the electrodynamic radiation emitted by a quantum monopole an-
tenna, an antenna that possesses quantum-confined states. We begin with an
overview of the classical operation of a monopole antenna, with emphasis on
the expected radiation patterns at different operating frequencies. We then
compare these classical expectations to the AC NEGF/FDFD simulations
of a quantum monopole. The quantization within the quantum wire signif-
icantly alters the charge and current density distribution, which ultimately
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changes the macroscopic radiation pattern. Despite driving the antenna at
the quarter-wave frequency, we find that the quantum monopole antenna
fails to achieve the directivity gain associated with a classical quarter-wave
antenna.
3.2 Simulation Methodology
3.2.1 Tight Binding Hamiltonian
Our transport formulation models the quantum system under consideration
with a nearest-neighbor real-space, tight-binding Hamiltonian of the form
H(r) =
∑
r
[
ψ†rH0ψr +
∑
δ
(
ψ†rHδψr+δ + H.c.
)]
, (3.1)
where ψr is the electron annihilation operator at position r, ψ
†
r is the electron
creation operator at position r, δ are the distances between the nearest-
neighbor atoms in the lattice, H0 is the on-site term, and Hδ is the nearest-
neighbor hopping term. For the case of the cubic lattice we consider in this
work, δ has the form δ = (±a xˆ,±a yˆ,±a zˆ), where a is the lattice constant.
3.2.2 AC NEGF
The governing equations for the AC NEGF derive from the time-domain
Keldysh equation [55, 61]. The formal expression for the full, two-time Green
function for the total system including the leads is given by the Dyson equa-
tion [55, 102]
Gγ(t1, t2) = g
γ
0 (t1, t2)+∫
dt3
∫
dt4 [ g
γ
0 (t1, t3)Σ
γ(t3, t4)δ(t3 − t4)Gγ(t4, t2)
+ gγ0 (t1, t3)U(t3)δ(t3 − t4)Gγ(t4, t2)] ,
(3.2)
where Gγ(t1, t2) is the fully-dressed retarded or advanced Green function
(γ = {r, a}), gγ0 (t, t′) is the Green function for the isolated (i.e. uncontacted)
device Hamiltonian including any time-independent potentials, Σγ(t, t′) is the
43
self-energy that describes the time-independent and time-dependent influence
of the leads, and U(t) is the time-dependent potential energy. Without loss
of generality, Eq. (3.2) can be Fourier transformed to the energy domain by
using the two-time Fourier transform defined as [98]
H(E1, E2) =
∫
dt1
2pi
∫
dt2
2pi
eiE1t1/~eiE2t2/~h(t1, t2), (3.3)
where h(t1, t2) is any generic time-domain function of times t1 and t2, and
H(E1, E2) is the Fourier transform of h at energies E1 and E2. Since the AC
bias implies that the system is no longer time-independent, we cannot utilize
a single time/energy Fourier transform based on the difference t1 − t2 as is
traditionally considered in DC NEGF.
The resultant energy-domain form of Eq. 3.2 is written
Gγ(E1, E2) = G
γ
0(E1)δ(E1 − E2)
+
∫
dE3G
γ
0(E1)Σ
γ(E1 − E3)Gγ(E3, E2)
+
∫
dE3G
γ
0(E1)U(E1 − E3)Gγ(E3, E2),
(3.4)
where Gγ0(E) is the DC contribution to the Green function given by
Gr0(E) = [(E + iη)I −H− U0 − Σr0(E)]−1 . (3.5)
Here, I is the identity matrix, η is an infinitesimal positive number that
pushes the poles of the Green function into the complex plane, allowing for
integration along the real energy axis [67], U0 is the DC potential energy pro-
file, and Σr0(E) is the DC contact self-energy that integrates out the influence
of the semi-infinite leads. In general, the contact-self-energy is non-analytic,
but decimation techniques can be used to efficiently obtain self-energies for
semi-infinite leads [65, 64].
To obtain the system response at frequency ω, we evaluate the Green
function in Eq. (3.4) at E1 = E+ = E + ~ω and E2 = E. For an AC bias of
the form V (t) = VAC cosωt applied to the leads, we simplify the expression
for the Green function to
Gr(E) = Gr0(E) + g
r
ω(E), (3.6)
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where grω(E) is first-order response of the system to the AC bias. Similarly,
the total self-energy can be expressed as a function of DC component and a
small-signal AC component:
Σγ(E) = Σγ0(E) + σ
γ
ω(E) (γ = r,<), (3.7)
where σγω(E) is the AC self-energy due to the small-signal AC bias. Previous
work has shown that this AC self-energy can be perturbatively expanded in
powers of eVAC/~ω, where e is the electron charge, which provides a system-
atic framework to evaluate the system’s response [99]. Using this result, the
AC self-energy to first-order in the bias amplitude is given simply as
σγω(E) =
eVAC
~ω
[Σγ0(E)− Σγ0(E+)] (γ = r,<). (3.8)
Taking advantage of this simplified form, the AC retarded Green function,
grω(E), can be determined by substituting Eqs. (3.6)–(3.8) into Eq. (3.4)
and only retaining terms that are linear in the bias amplitude, VAC . The
resulting expression is a product of DC Green functions at energies E and
E+ = E + ~ω [97]:
grω(E) = G
r
0(E+) [Uω + σ
r
ω(E)]G
r
0(E), (3.9)
where Uω is the AC potential energy profile. We note that this AC retarded
Green function is in fact equivalent to the small bias amplitude limit (eVAC 
~ω) of the Floquet NEGF method, in which a single Fourier frequency is
sufficient to accurately model transport [103, 104, 105, 106, 107, 99]. For such
small signal modulations, the AC NEGF method accurately characterizes
AC transport phenomena without requiring the higher-order terms of the
full Floquet series. As such the AC NEGF method provides a powerful
formalism to characterize AC transport for nanoscale systems.
The AC retarded Green function is sufficient to calculate density of states
and, in the wide-band limit when the contact self-energy is assumed to be
independent of energy, terminal currents, but the AC lesser Green function
is necessary to calculate spatially-resolved particle and current density. The
AC lesser Green function gives one direct access to charge flow within the
system by convolving the density of states information contained in the AC
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Figure 3.1: (a) The device region can be considered as diagonal matrix
slices Hq,q connected to the nearest neighbor lattice Hq+1,q+1 through
off-diagonal matrix blocks Hq,q+1 and Hq+1,q. (b) The tight-binding
Hamiltonian matrix of this layered hopping structure is a block tridiagonal
matrix. The AC recursive Green algorithm exploits this matrix structure to
efficiently calculate the AC Green functions.
retarded Green function with the occupancy of the leads that is stored in
the lesser self-energy, Σ<(E). In the energy-domain, this convolution can be
simply written by the Keldysh equation [97]:
G<(E1, E2) =
∫
dE3dE4G
r(E1, E3)Σ
<(E3, E4)G
a(E4, E2). (3.10)
After Eqs. (3.6) and (3.7) are substituted into this relation, the expression
for the AC lesser Green function to first-order in the AC bias amplitude is
given as
g<ω (E) =G
r
0(E+)Σ
<
0 (E+)g
r
ω(E)
†
+Gr0(E+)σ
<
ω (E)G
r
0(E)
†
+ grω(E)Σ
<
0 (E)G
r
0(E)
†.
(3.11)
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Again, we see that the AC linear response of the system is a product of DC
Green functions at energies E and E+.
Once the AC retarded Green function and AC lesser Green function are
computed, observables can be calculated in a fashion similar to DC NEGF [67,
61]. The spatially-resolved local density of states (LDOS) is only dependent
on the AC retarded Green function and is calculated by
LDOS(r) =
i
2pi
(
grω;r,r(E)− grω;r,r(E)†
)
. (3.12)
The frequency-dependent electron density nω(r) is given as
nω(r) = −i
∫
dE
2pi
g<ω;r,r(E). (3.13)
While the electron density is important to understand charge dynamics, the
AC particle current density must be determined to self-consistently calculate
the dynamic magnetic field within the system and is given by
Jα,ω(r) =− e~
∫
dE
2pi
[
Hr+aαˆ,rg
<
ω;r,r+aαˆ(E)
−g<ω;r+aαˆ,r(E)Hr,r+aαˆ
]
(α = x, y, z).
(3.14)
Additionally, the AC terminal currents can be computed as [97]
Iβ,ω = − e~
∫
dE
2pi
Tr [g<ω (E)Σ
r
0β(E)
† − Σr0β(E+)g<ω (E)
grω(E)Σ
<
0β(E)− Σ<0β(E+)grω(E)†
Gr0(E+)σ
<
ωβ(E)− σ<ωβ(E)Gr0(E)†
G<0 (E+)σ
r
ωβ(E)
† − σrωβ(E)G<0 (E) ] ,
(3.15)
where β = L,R for the left and right contact currents.
3.2.3 AC Recursive Green Function Algorithm
Although the AC NEGF equations described in the previous section can
be directly solved to simulate electron transport, it is a computationally
intensive task since two matrix inversions are required to obtain Gr0(E) and
Gr0(E+) at each step of the energy integration necessary to calculate the
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particle density and current density in Eqs. (3.13) and (3.14). For a matrix
of side length Ntot, the number of operations needed to invert it scales as
O(N3tot) [67]. Since the Hamiltonian side length is a product of the number
of lattice sites and the number of orbitals, the AC NEGF algorithm becomes
prohibitively expensive for large systems due to the computational burden
of inverting large matrices. Calculating particle and current density using
Eqs. (3.13) and (3.14), however, does not require all of the matrix elements
of the entire Green function. In fact, only the main diagonal blocks and
the first off-diagonal blocks of the lesser Green function are necessary to
calculate these observables. With this in mind, we develop an AC recursive
Green function (RGF) algorithm for the AC NEGF equations that efficiently
solves for only the main diagonal and first off-diagonal of the AC lesser Green
function while avoiding full matrix inversions by exploiting the sparse nature
of the Hamiltonian matrix. Our AC RGF algorithm extends the well-known
DC RGF algorithm that is commonly used in modern DC NEGF transport
simulations to the AC NEGF Eqs. (3.9) and (3.11) [68, 67].
Since our algorithm requires some parts of the DC RGF algorithm, we
begin by reviewing the RGF algorithm for the DC NEGF method before
extending it to the AC case. Equation (3.5) for the DC retarded Green
function, Gr, can be rewritten as
AGr = I, (3.16)
where A = ((E+iη)I−H−U0−Σr) is the inverse of the Green function, H is
the matrix representation of the Hamiltonian, U0 is the DC potential energy
profile, and Σr is the self-energy that captures the influence of external leads
and scattering mechanisms. In order to avoid inverting the entireAmatrix to
obtain the Green function, we must consider the structure of the Hamiltonian.
The RGF algorithm is most efficiently applied to layered systems, where
the Hamiltonian matrix parallel to the transport direction consists of Nb
orbitals/lattice sites that can be considered a single layer or slice. Each
Nb × Nb slice of the Hamiltonian is only connected to the next slice in the
transport direction though an off-diagonal Nb × Nb block. Aside from the
main diagonal block and first off-diagonal blocks, the rest of the Hamiltonian
matrix H is zero. Figure 3.1 schematically depicts the layered system and
the resulting Hamiltonian matrix. We adopt a matrix notation where Hq,s
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refers to an Nb ×Nb block of the Hamiltonian, H, for block row index q and
block column index s:
Hq,s = H(q−1)Nb+1:qNb,(s−1)Nb+1:sNb (3.17)
For example, when Nb = 10, H3,4 refers to the matrix block comprising rows
21 to 30 and columns 31 to 40. In Fig. 3.1a, we depict each layer of Nb
orbitals and lattice sites as blue slices labeled by Hq,q, where q runs from 1 to
N total number of slices. Coupling between the layers in the transport direc-
tion is indicated by the arrows between the slices labeled Hq−1,q and Hq+1,q.
Figure 3.1b depicts the matrix representation of this layered structure as
a sparse, block tridiagonal matrix with side length Ntot = NbN , where all
nonzero blocks are labeled by their block indices. The A matrix in Eq. (3.16)
for these layered structures is, therefore, also sparse and has the same block
tridiagonal structure as the Hamiltonian. The DC RGF algorithm exploits
the sparsity and block tridiagonal form of this matrix to calculate the rele-
vant blocks of the Green function using N inversions of Nb×Nb and a number
of computationally trivial matrix multiplications instead of inverting a single
matrix of side length NbN . This reduces the computational complexity of
calculating the Green function from O(N3bN
3) to O(N3bN) and provides sig-
nificant speedup in obtaining the Green function for systems that have many
layers [68, 67].
Retarded Green Function
The RGF algorithm begins by inverting the first Nb × Nb block of the A
matrix, which is the first block of the left-connected Green function, gr,L.
The name of this Green function derives from the fact that it only contains
information about the left-lead through the contact self-energy that is part
of the first block of A. To obtain the elements of the full Green function,
we must build the rest of gr,L until it is connected to the right contact self-
energy. The blocks of a given Green function will be subscripted with the
same notation as the A matrix. The first block of the left-connected Green
function is given simply as
gr,L1,1 = A−11,1. (3.18)
Subsequent diagonal blocks of gr,L are connected back to the first block re-
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cursively through the following relationship:
gr,Lq,q =
(
Aq,q −Aq,q−1gr,Lq−1,q−1Aq−1,q
)−1
. (3.19)
Thus, gr,L is constructed by starting on the top left of the A matrix and
iterating over q until q = N , where the right contact is located. Since this
last block, gr,LN,N , includes the influence of the contact self energy at both
q = 1 and q = N , it is exactly the last diagonal block of the fully-connected
Green function GrN,N .
We also build an analogous right-connected Green function that begins
at q = N and is connected only to the right contact though the contact
self-energy that is present in AN,N . The q = N block is given as
gr,RN,N = A−1N,N . (3.20)
The blocks of the right-connected Green function are found by the recursive
relationship
gr,Rq,q =
(
Aq,q −Aq,q+1gr,Rq+1,q+1Aq+1,q
)−1
. (3.21)
Therefore, the blocks of gr,R are computed by iterating backwards from q = N
to q = 1. Again, we note that similar to the last block of gr,L being the
last block of the full Green function, the q = 1 block of right-connected
Green function, gr,R1,1 , is exactly G
r
1,1. In the DC NEGF formulation, one
typically only needs to compute one of either gr,L or gr,R to obtain the desired
elements of the full Green function, but for the AC extension of the recursive
algorithm described in the following sections, we will need to obtain both
the leftmost and rightmost columns of the full Green function. Although
these columns can be calculated using just gr,L and matrix multiplication, the
large number of off-diagonal components of the Green that must be computed
makes the approach computationally inefficient. It is, therefore, more efficient
to calculate both gr,L and gr,R to obtain the desired columns.
Once the left-connected and right-connected Green functions have been
constructed, any off-diagonal block of the full Gr matrix can be computed
using multiplicative relationships. Elements above the main diagonal of the
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Green function are recursively related by
Grq,s
∣∣
q<s
= −gr,Lq,qAq,q+1Grq+1,s
= −Grs,q−1Aq−1,qgr,Rq,q ,
(3.22)
and elements below the main diagonal follow the relationship
Grq,s
∣∣
q>s
= −Grs,q+1Aq+1,qgr,Lq,q
= −gr,Rq,qAq,q−1Grq−1,s.
(3.23)
The AC RGF implementation requires the left and right columns of Gr,
so we use Eqs. (3.22)–(3.23) to obtain them by multiplying away from the
main diagonal blocks:
G
r(rgt)
q,N = −gr,Lq,qAq,q+1Gr(rgt)q+1,N , (3.24)
G
r(lft)
q,1 = −gr,Rq,qAq,q−1Gr(lft)q−1,1. (3.25)
For clarity, we add the superscript (rgt) to the elements of the rightmost
column of the Green function and (lft) to the elements of the leftmost column.
Once the left and right columns of the DC Green function are obtained, the
AC Green function can be computed.
RGF Formulation for AC Retarded Green Function
For the AC RGF algorithm described below, we assume coherent trans-
port such that AC self-energies, σrω and σ
<
ω , are only nonzero in the first
(q = 1) and last (q = N) diagonal sub-blocks due to the presence of con-
tacts. Under such an assumption, we show in the proceeding section that
the lesser AC Green function, g<ω;q,q, blocks can be calculated using simple
matrix multiplication using just the left and right block columns of Gr0, G
r
+,
and grω.
The AC NEGF method involves calculating the product of Green functions
at two different energies, previously denoted as Gr0(E) and G
r
0(E + ~ω). As
such, there will be a number of left-connected and right-connected Green
functions associated with each full matrix. To simplify notation, we will
denote functions associated with Gr0(E) with a subscript 0 and those with
Gr0(E + ~ω) with subscript +. For example, g
r,L
0 refers to the left-connected
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Green function of Gr0(E) = G
r
0, while g
r,L
+ refers to that of G
r
0(E+~ω) = Gr+.
The AC Green function will continue to be subscripted with ω, so gr,Lω refers
to left-connected Green function of the AC retarded Green function, grω.
We can rewrite Eq. (3.9) in this abbreviated notation as
grω = G
r
+(σ
r
ω + Uω)G
r
0, (3.26)
A+grω = (σrω + Uω)Gr0, (3.27)
where A+ = ((E + ~ω + iη)I −H − Σ(E + ~ω)). Equation (3.27) resembles
the equation of the DC lesser Green function G<0 [62], and so we develop an
RGF algorithm for grω, similar to the recursive algorithm used to calculate
the DC lesser Green function [67]. To obtain grω, we first use the recursive
algorithm from the previous section to obtain the left- and right-connected
Green functions for both Gr0 and G
r
+ in addition to the left and right columns
of their full matrices.
To calculate the relevant blocks of the AC retarded Green function, we
first must obtain the diagonal blocks of the left-connected AC retarded Green
function, gr,Lω;q,q. The first, q = 1, block of g
r,L
ω;q,q can be trivially calculated
from the left-connected Green functions gr,L0 and g
r,L
+ :
gr,Lω;1,1 = g
r,L
+;1,1(Uω;1,1 + σ
r
ω;1,1)g
r,L
0;1,1. (3.28)
The subsequent diagonal blocks of the gr,Lω can be computed through the
multiplicative, recursive relationship
gr,Lω;q,q = g
r,L
+;q,q
[
Uω;q,q + σ
r
ω;q,q +A+;q,q−1gr,Lω;q−1,q−1A+;q−1,q
]
gr,L0;q,q. (3.29)
In general, for any pair of block indices q and s where q 6= s, A+;q,s = Aq,s, so
no additional matrix elements must be computed to evaluate Eq. (3.29). We
simply retain the subscripted + to keep consistent notation with Eq. (3.27).
We also compute the right-connected AC retarded Green function, gr,Rω , via
analogous expressions:
gr,Rω;N,N = g
r,R
+;N,N [Uω;N,N + σ
r
ω;N,N ]g
r,R
0;N,N (3.30)
gr,Rω;q,q = g
r,R
+;q,q[Uω;q,q + σ
r
ω;q,q +A+;q,q+1gr,Rω;q+1,q+1A+;q+1,q] gr,R0;q,q. (3.31)
To calculate the lesser AC Green function, we need the leftmost and right-
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most columns of grω(E). We can obtain them using the minimum number of
matrix multiplication through the following relations:
g
r(rgt)
ω;q,N =− gr,Lω;q,qA+q,q+1Gr(rgt)0;q+1,N − gr,L+;q,qA+q,q+1gr(rgt)ω;q+1,N , (3.32)
g
r(lft)
ω;q,1 =− gr,Rω;q,qA+q,q−1Gr(lft)0;q−1,1 − gr,R+;q,qA+q,q−1gr(lft)ω;q−1,1. (3.33)
Again, we add the superscript (rgt) to the elements of the right column
of the Green function and (lft) to the elements of the left column. Using
this methodology, we simplify the AC Green function computation from two
inversions of NbN × NbN matrices to 2N inversions of Nb × Nb matrices
along with a handful of computationally trivial matrix multiplications. This
reduces the computational complexity from O(N3bN
3) to O(N3bN), which can
greatly increase computational speed.
AC Lesser Green Function
Once the leftmost and rightmost columns of the AC retarded Green func-
tion are obtained using Eq. (3.32)–(3.33), we can calculate the AC lesser
Green function, which is then used to calculate relevant observables. In the
abbreviated notation we have established, Eq. (3.11) for the AC lesser Green
function is written as
g<ω = G
r
+Σ
<
+g
r†
ω +G
r
+σ
<
ωG
r†
0 + g
r
ωΣ
<
0 G
r†
0 , (3.34)
= g<1ω + g
<2
ω + g
<3
ω . (3.35)
In the second line, we label each term in the first line with a superscripted
number. It is more convenient to calculate each of these terms individually
and then add them together to obtain the total AC lesser Green function.
If the two-terminal transport is coherent, the self-energies Σ<0/+ and σ
<
ω are
zero except for the q = 1 block diagonal and the q = N block diagonal due
to the presence of contact self-energies. With such simplification, the three
terms of g<ω can be calculated using block matrix multiplication involving the
leftmost and rightmost columns of Gr0, G
r
0, and g
r
ω. In the block notation of
the RGF algorithm, the three terms of g<ω are calculated as
g<1ω;q,q = G
r(lft)
+;q,1Σ
<
+;1,1
(
g
r(lft)
ω;q,1
)†
+ G
r(rgt)
+;q,NΣ
<
+;N,N
(
g
r(rgt)
ω;q,N
)†
, (3.36)
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Figure 3.2: Comparison of simulation run time as a function of the number
layers in the transport direction, referred in the text as N , for the DC and
AC NEGF methods using both full matrix inversion and the DC and AC
RGF algorithms. The AC method requires more computation time than
the DC method for both algorithms since two Green functions are needed
at each value of energy. The AC RGF algorithm provides significant
speedup over full matrix inversion and scales with N at the same rate as
the DC RGF algorithm.
g<2ω;q,q = G
r(lft)
+;q,1σ
<
ω;1,1
(
G
r(lft)
0;q,1
)†
+ G
r(rgt)
+;q,Nσ
<
ω;N,N
(
G
r(rgt)
0;q,N
)†
, (3.37)
g<3ω;q,q = g
r(lft)
ω;q,1Σ
<
0;1,1
(
G
r(lft)
0;q,1
)†
+ g
r(rgt)
ω;q,NΣ
<
0;N,N
(
G
r(rgt)
0;q,N
)†
, (3.38)
which when added together to obtain g<ω;q,q, allow us to compute the particle
density using Eq. (3.13). To compute current density using Eq. (3.14), we
need the off-diagonal elements g<ω;q,q+1 and g
<
ω;q+1,q. The off-diagonal compo-
nents of g<ω are computed in a similar fashion to the diagonal elements:
g<1ω;q+1,q = G
r(lft)
+;q+1,1Σ
<
+;1,1
(
g
r(lft)
ω;q,1
)†
+ G
r(rgt)
+;q+1,NΣ
<
+;N,N
(
g
r(rgt)
ω;q,N
)†
, (3.39)
g<2ω;q+1,q = G
r(lft)
+;q+1,1σ
<
ω;1,1
(
G
r(lft)
0;q,1
)†
+ G
r(rgt)
+;q+1,Nσ
<
ω;N,N
(
G
r(rgt)
0;q,N
)†
, (3.40)
g<3ω;q+1,q = g
r(lft)
ω;q+1,1Σ
<
0;1,1
(
G
r(lft)
0;q,1
)†
+ g
r(rgt)
ω;q+1,NΣ
<
0;N,N
(
G
r(rgt)
0;q,N
)†
, (3.41)
g<1ω;q,q+1 = G
r(lft)
+;q,1Σ
<
+;1,1
(
g
r(lft)
ω;q+1,1
)†
+ G
r(rgt)
+;q,NΣ
<
+;N,N
(
g
r(rgt)
ω;q+1,N
)†
, (3.42)
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g<2ω;q,q+1 = G
r(lft)
+;q,1σ
<
ω;1,1
(
G
r(lft)
0;q+1,1
)†
+ G
r(rgt)
+;q,Nσ
<
ω;N,N
(
G
r(rgt)
0;q+1,N
)†
, (3.43)
g<3ω;q,q+1 = g
r(lft)
ω;q,1Σ
<
0;1,1
(
G
r(lft)
0;q+1,1
)†
+ g
r(rgt)
ω;q,NΣ
<
0;N,N
(
G
r(rgt)
0;q+1,N
)†
. (3.44)
If transport on incoherent or other blocks of the self-energies are nonzero,
Eqs. (3.36)–(3.44) are no longer valid. Instead, g<ω must be constructed from
left-connected and right-connected Green functions for each term g
<1/2/3
ω fol-
lowing the recursive framework used to calculate the elements of grω, as pre-
sented in the previous section. Evaluating the above equations to obtain the
elements of g<ω only requires matrix multiplications, which are significantly
less computationally demanding than matrix inversions. As such the com-
putational complexity for this AC NEGF algorithm to obtain g<ω remains
O(N3bN).
In Fig. 3.2, we benchmark the simulation run time of the AC RGF al-
gorithm against AC NEGF using full inversion, as well as against the DC
RGF method and DC NEGF using full inversion, on a nearest-neighbor,
tight-binding metal Hamiltonian with dimensions 5× 5×N , where N is the
number of layers in the transport direction. For both full matrix inversion
and RGF algorithms, we observe that the AC NEGF method requires ap-
proximately 50% more computation time than the DC counterpart. This
increase in computation time is due to the fact that two Green functions are
needed to calculate the retarded Green function in Eq. (3.9) whereas only
a single Green function calculation is necessary in the DC method. Static
overhead computation, such as memory allocation and initialization, limits
the increase to about 50% instead of the expected 100%. The AC RGF
algorithm, however, affords a significant speedup compared to full matrix
inversion, demonstrating the efficiency of such on algorithm on layered struc-
tures. The scaling with N is comparable with the DC RGF algorithm, which
confirms that AC RGF algorithm indeed possesses the same computational
complexity of O(N3bN).
AC RGF Solution Procedure
In summary, the RGF procedure to obtain the relevant blocks of the AC
retarded and lesser Green functions within the limit of coherent, two-terminal
transport can be calculated with the following steps:
1. Evaluate the blocks of left-connected DC Green function using Eq. (3.18)
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at E, the energy of interest, to obtain gr,L0;1,1 and at E+ = E + ~ω to
obtain gr,L+;1,1.
2. Using the recursive relationship for the left-connected DC Green func-
tion defined in Eq. (3.19), construct the remaining blocks of gr,L0 and
gr,L+ by iterating q = 2, 3, . . . N − 1, N .
3. Evaluate the blocks of the right-connected DC Green function using
Eq. (3.20) at E to obtain gr,R0;N,N and at E
+ to obtain gr,R+;N,N .
4. To obtain the remaining blocks of the right-connected DC Green func-
tions gr,R0 and g
r,R
+ , iterate over q = N − 1, N − 2, . . . , 2, 1 and evaluate
Eq. (3.19). This iterative loop can also be used to calculate the right-
most columns of both fully-connected DC Green functions Gr0 and G
r
+
using Eq. (3.24).
5. Now that all the blocks of the left- and right-connected DC Green
functions gr,L0 , g
r,L
+ , g
r,R
0 and g
r,R
+ , have been obtained, the AC left- and
right-connected Green functions, gr,Lω and g
r,R
ω , can be computed. Start
by using Eq. (3.28) to calculate the first block of the left-connected AC
Green function, gr,Lω;1,1.
6. Build the remainder of the left-connected AC Green function, gr,Lω , by
iterating Eq. (3.29) over q = 2, 3, . . . , N − 1, N . It is also convenient to
calculate the left columns of the fully-connected DC Green functions
Gr0 and G
r
+ using Eq. (3.25) on this iterative loop.
7. Next, begin calculating the blocks of the right-connected AC Green
function gr,Rω by using Eq. (3.30) to obtain g
r,R
ω;1,1.
8. Construct the remainder of the right-connected AC Green function gr,Rω
by iterating Eq. (3.31) over q = N−1, N−2, . . . , 2, 1. The right column
of the fully-connected AC Green function grω can also be calculated
during the loop using Eq. (3.32).
9. Finally, one last iterative loop over q = 2, 3, . . . , N−1, N is necessary to
calculate the leftmost column of the fully-connected AC Green function
gr,Rω using Eq. (3.32).
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Figure 3.3: The FDFD equations are solved on a cubic Yee cell with side
length a, which matches the lattice constant of the tight-binding
Hamiltonian. The tight-binding Hamiltonian lattice, where the charge
density ρ is located, is marked by the solid squares at the corners of the
grid; the potential, V , is naturally defined at the same positions. The
current density, Jα(α = x, y, z), is located between lattice sites in the αˆ
direction, so the same component of the vector potential Aα is also at these
positions. The definition of electric field, E = −∇φ+ iωA, naturally
co-locates Eα at the same sites. The definition of the magnetic flux density,
B = ∇×A, places its components at offset positions from the electric field.
10. Now that the leftmost and rightmost columns of DC Green function at
E, Gr0, the DC Green function at E+, G
r
+, and the AC Green function,
grω, have been calculated, Eqs. (3.36)–(3.44) are used to obtain the main
diagonal and first off-diagonal blocks of the AC lesser Green function,
g<ω .
This procedure must be repeated over a discretized energy range to com-
pute particle density using Eq. (3.13) with the main diagonal of g<ω and the
current density using Eq. (3.14) with the first off-diagonal of g<ω .
3.2.4 Electrodynamics Coupling
Potential formulation of Maxwell’s equations
Charge transport through a system is strongly influenced by electric and
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magnetic fields, and thus must be accounted for when solving the AC NEGF
equations. In DC NEGF, the self-consistent electrostatic potential is suffi-
cient to capture the effect of the electromagnetic environment. At frequencies
when the ratio of the frequency to the speed of light, ω/c, is not negligible,
however, this electrostatic assumption is not adequate to account for the
dynamic charge motion, so the full solution of Maxwell’s equation must be
solved to fully understand the influence of electrodynamic coupling.
Standard treatments for solving Maxwell’s equations calculate the elec-
tric field, E, and magnetic field, B [108], but the quantum mechanical wave
function is dependent, however, on the scalar potential V and vector poten-
tial A [109]. We therefore reformulate the finite-difference frequency-domain
(FDFD) method [110, 111] to solve directly for the electromagnetic poten-
tials. In the frequency-domain, Maxwell’s equations in the Lorenz gauge,
where ∇ ·A = − iω
c2
V , take the form(
∇2 + ω
2
c2
)
Vω = −ρω
ε
, (3.45)(
∇2 + ω
2
c2
)
Aω = −µJω, (3.46)
where ω is the frequency of interest, c is the speed of light, ε is the elec-
tric permittivity, and µ is the magnetic permeability. The charge density
ρω and current density Jω are extracted from AC NEGF using Eqs. (3.13)
and (3.14). We note that our coupling strategy is therefore distinct from
that presented by Meng et al. [112]. Their multiscale modeling framework
does account for dynamic electromagnetic coupling in the semi-classical re-
gion, but coupling within the AC NEGF region of their method remains
quasi-static. Our strategy explicitly couples the AC charge and current den-
sities to the scalar and vector potentials over the entire simulation domain
to characterize the electrodynamic response. Once the potentials have been
obtained, the electric field and magnetic flux density components, Eα and
Bα (α = x, y, z), respectively, are numerically calculated from the potentials
using the frequency domain relations:
Eω = −∇Vω + iωAω, (3.47)
Bω = ∇×Aω. (3.48)
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Typical electromagnetic simulation techniques, such as the finite-difference
time-domain (FDTD) method, often do not enforce Gauss’s law since only a
subset of Maxwell’s equations are solved [113]. When these methods are then
coupled to transport calculations, unphysical charge accumulation can occur
unless Gauss’s law is enforced at every point in the simulation domain [80]. In
our formulation, we explicitly enforce Gauss’s law by solving all of Maxwell’s
equations instead of only the curl equations, and, therefore, our approach
does not suffer from such unphysical charge accumulation.
Discretization
Solving for the scalar and vector potential via Eqs. (3.45) and (3.46) on a
discrete lattice requires care because the charge density and current density
components from AC NEGF are not co-located on the same grid. The charge
density is located at the lattice sites of the Hamiltonian, but the current
density components, calculated from the particle flux transferred between
lattice sites, is located between lattice sites. Therefore, Eqs. (3.45) and (3.46)
must be solved on the staggered Yee cell illustrated in Fig. 3.3, where the
scalar potential is defined at the same sites as the tight-binding lattice, while
the components of the vector potential Aα (α = x, y, z) are offset in position
from the lattice to be co-located with the current density components Jα.
As a result, when Eqs. (3.47) and (3.48) are evaluated using these staggered
potentials, the electric and magnetic fields naturally are defined locations
as would be expected in the standard finite-difference time-domain (FDTD)
Yee cell discretization [110].
Equations (3.45) and (3.46) both describe Helmholtz equations, which in
rectangular coordinates can be generically written(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
+
ω2
c2
)
u(r) = −f(r). (3.49)
To solve for the scalar potential, f(r) is replaced with ρω(r)/ε and u(r) with
Vω(r). Similar replacements can be made for the different components of the
vector potential. We discretize the Laplacian in Eq. (3.49) in rectangular
coordinates using a second-order, central finite difference:
∂2u
∂x2
≈ ui+1,j,k − 2ui,j,k + ui−1,j,k
∆x2
, (3.50)
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where we adopt the notation ui,j,k = u(i∆x, j∆y, k∆z). For uniform, cubic
grid-spacing where ∆x = ∆y = ∆z, the discrete form of the Helmholtz
equation is written
ui+1,j,k + ui−1,j,k + ui,j+1,k+
ui,j−1,k + ui,j,k+1 + ui,j,k−1+(
r2ω − 6
)
ui,j,k = −∆x2fi,j,k,
(3.51)
where rω = ∆xω/c and the ∆x is equal to the lattice constant, a, of the lattice
Hamiltonian. To minimize discretization error, the condition rω < 1 should
be enforced [114]. This discretization forms a system of linear equations that
can be solved by any number of linear algebra solvers.
Appropriate boundary conditions must be applied at the edges of the sim-
ulation domain to accurately model the behavior of the fields away from the
device region. To model a metallic boundary or ground place, we apply per-
fect electric conductor (PEC) boundary conditions that force the tangential
components of the electric field to vanish. In the potential formulation of
Maxwell’s equation this boundary condition becomes [109]
nˆ×Aω(r) = 0 (3.52)
Vω(r) = 0, (3.53)
where nˆ is the unit normal to the surface of the boundary. The PEC bound-
ary conditions perfectly reflect any incident electromagnetic waves, which
accurately captures the behavior of highly conductive surfaces. When PEC
boundary conditions are applied to all faces of the simulation domain, how-
ever, an electromagnetic cavity is created whereby waves with wavelengths
commensurate with the domain side length are enhanced and others are at-
tenuated. Such behavior must be avoided when modeling field radiation,
as these cavity modes will significantly alter the radiation profile. As such,
radiative boundary conditions that do not reflect incident waves must be ap-
plied for any boundary that is not explicitly metallic. To this end, stretched-
coordinate, convolutional perfectly-matched-layers are attached to all non-
metallic boundaries to absorb any radiating fields and inhibit the develop-
ment of artificial cavity modes [115, 116].
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Figure 3.4: Schematic of the device design and the operation of a classical
monopole antenna. (a) A monopole antenna comprises a current-carrying
wire of length L that is extended above a conductive ground plane. (b) The
image charge and currents in the ground plane result in radiation from the
monopole antenna that mimics that from dipole antenna of length 2L. (c) A
short antenna is one whose length is much less than wavelength of operation
(L λ0), which generates a current profile that linearly drops from the
feed point to the end of the antenna. When the antenna length L = λ0/4,
the current distribution forms a sinusoidal, standing wave current profile.
(d) The sinusoidal current profile of the quarter-wave monopole creates in a
more directed classical radiation pattern than that of a short monopole.
Self-consistency with AC NEGF
Once Eqs. (3.45) and (3.46) are solved using the charge and current den-
sity obtained from the AC NEGF calculations, the output scalar and vector
potentials must be reinserted into the transport simulation. The scalar po-
tential enters as an on-site potential which modifies the on-site term in the
Hamiltonian described in Eq. 3.1:
H0 → H0 − eV (r). (3.54)
The vector potential is coupled to the tight-binding Hamiltonian through a
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Peierl’s phase on the off-diagonal hopping terms [117]:
Hδ → Hδ exp
(
−ie
~
∫ r+δ
r
A(r) · d`
)
. (3.55)
Based on the Yee cell discretization of the FDFD equations described in
the previous section, the components of the vector potential are piece-wise
constant between lattice sites. Therefore, the modified hopping amplitude is
simplified to
Hα → Hα exp
(−ie∆α
~
Aα(r+ ∆α/2αˆ)
)
, (3.56)
where α = {x, y, z}. After these substitutions are made, the AC NEGF
and FDFD equations must be solved again repeatedly until their solutions
stabilize and self-consistency is attained. We mark self-consistency in our
simulations when the change in the scalar potential between successive itera-
tions is less than 1 µV. Reaching self-consistency with this iterative method
can fail to converge and is often time-consuming, so we utilize the Anderson
mixing scheme to stabilize and accelerate self-consistency [118]. With this
mixing scheme, self-consistency is typically achieved within four iterations in
the systems we study here.
In order for our self-consistent quantum transport theory to be physically
meaningful, it must be gauge-invariant, which is the principle that physical
observables of the theory should remain unchanged under gauge transfor-
mations [94, 96]. A consequence of this gauge invariance is the fact that
current is conserved and follows the continuity equation ∇ · J = −iωρ. The
right-hand side of the continuity equation, referred to as the displacement
current, is the dynamic charge accumulation that occurs in a system un-
der an AC modulation and must be accurately accounted for in order to
satisfy charge conservation and gauge invariance. The AC NEGF method
is notable in that it is neither gauge-invariant nor current-conserving and
fails to capture the displacement current unless the long-range Coulomb in-
teraction is considered. It has been shown, however, that both of these
conditions are satisfied when the Coulomb interaction is considered at the
Hartree level by self-consistently solving the AC NEGF equations with Pois-
son’s equation [94, 97, 100]. Although Poisson’s equation is often considered
the quasi-static approximation of the Eq. (3.45), we note that it is, in fact,
exact within the Coulomb gauge. In the Coulomb gauge where ∇ ·A = 0,
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Figure 3.5: Schematic of simulated quantum monopole antenna. The AC
NEGF technique is used to calculate transport for an end-fed 1D metal
wire with L = 750 µm. Transport is coupled self-consistently with the
electrodynamic scalar and vector potentials in an FDFD domain with side
length ` = 1.73 mm. Perfect electrical conductor electromagnetic (EM)
boundary conditions, indicated with the solid gray face, are applied to the
bottom y-z plane while absorbing EM boundary conditions, indicated by
the dashed edges, are applied on the other faces to inhibit the development
of cavity modes.
Eqs. (3.45) and (3.46) become
∇2Vω = −ρω
ε
, (3.57)(
∇2 + ω
2
c2
)
Aω = −µJω + µ∇(iωVω). (3.58)
When A and ω are small, Eq. (3.58) can be neglected, and the quasi-static
approximation is recovered. Our potential formulation of Maxwell’s equa-
tion in Eqs. (3.45)–(3.46) simply corresponds to a gauge transformation of
Eqs. (3.57)–(3.58) and, therefore, our self-consistent simulation method re-
tains the gauge-invariance demonstrated by previous work [97, 98, 99, 100].
By self-consistently solving Eqs. (3.45)–(3.46), we ensure that the displace-
ment current is accurately captured, thereby satisfying the continuity equa-
tion at every point in the simulation domain and verifying the gauge invari-
ance of our theory.
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3.3 Monopole Radiation
3.3.1 Classical Case
To illustrate the efficacy and utility of this coupled AC NEGF/FDFD method-
ology, we numerically calculate the radiation emitted by a quarter-wave
monopole antenna that possesses quantized energy states. Figure 3.4(a) illus-
trates the design of a monopole antenna. A wire of length L is mounted on a
conductive ground plane, which reflects the fields radiated from the antenna.
The reflected fields from the ground plane can be modeled as image charges
and currents below the monopole that result in radiation that is equivalent
to a dipole antenna of length 2L, as depicted in Fig. 3.4(b).
Figure 3.4(c) illustrates the classically expected current density in an elec-
trically short monopole antenna, where L  λ0 and λ0 is the operating
wavelength, and a quarter-wave monopole antenna, where L = λ0/4. In a
short monopole, the current drops linearly from the feed point to the end of
the antenna with Ishort(x) = iI0(L − x). When the antenna is extended to
a length L = λ0/4, however, the antenna operates at its resonant frequency
and the current distribution forms a sinusoidal standing wave along the an-
tenna with the form Iλ/4(x) = iI0 cos
2pix
λ0
. Figure 3.4(d) shows the expected
radiation pattern for both a short and quarter-wave monopole. We see that
these altered current profiles along the length of the antenna result in differ-
ent classical radiation patterns. The resultant far-field electric field for the
short antenna has the form [119]
|Eshort| = I0
4εcr
L
λ0
sin θ, (3.59)
where θ is the angle measured from the x axis. The angular dependence of
radiation follows a simple sin θ relationship that creates the circular lobes in
the radiation pattern depicted in Fig. 3.4(d). When the antenna is driven at
the quarter-wave frequency, the far-field electric field profile becomes
|Eλ/4| = I0
2piεcr
cos (pi/2 cos θ)
sin θ
. (3.60)
This more complicated angular dependence results in less power delivered at
small angles and more at angles close to θ = pi, which is illustrated by the
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Figure 3.6: The calculated local density of states of the quantum wire
antenna reveals quantized energy states at µ1 = 34 meV and µ2 = 140
meV. The quantum confined wave functions in this structure alters the
current distribution within the antenna, which in turn modifies the
macroscopic radiation pattern.
oval shaped lobes of the λ0/4 radiation pattern in Fig. 3.4(d). Driving the
antenna on resonance, therefore, creates a more directed radiation pattern
than that of a short monopole, which can be used to more efficiently direct
radiation at angles close to θ = pi.
3.3.2 Quantum Case
Having reviewed the expected radiation patterns from a classical short and
quarter-wave monopole antenna, we now investigate the radiation behavior of
a monopole antenna that possesses quantized energy states, which we will call
a quantum monopole antenna. We use the self-consistent AC NEGF/FDFD
technique described here to model the radiation of the quantum monopole
antenna shown in Fig. 3.5. The antenna is modeled by a 20 lattice site
one-dimensional metal Hamiltonian
H(r) =
∑
i
t0
[
2ψ†xψx −
(
ψ†xψx+a0 + H.c.
)]
, (3.61)
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Figure 3.7: Simulation results of a quantum quarter-wave antenna through
the first and second quantized energy level at the chemical potentials
µ1 = 34 meV and µ2 = 140 meV, respectively. (a) The charge density
distribution along the length of the antenna differs from the classical
expectation due to the wave function of the quantized states. (b) The
quantum confinement also alters the current density and does not create
the expected sinusoidal profile. (c) The continuity equation, dJx
dx
= −iωρ, is
satisfied throughout the simulation domain, verifying that the results are
current-conserving and gauge-invariant. (d) The quantization effects on the
charge and current density result in a modification to the macroscopic
radiation pattern.
with hopping amplitude t0 = 1.5 eV and total length L = 750 µm [62]. Al-
though the length of this antenna is relatively large and seemingly classical,
the hopping parameter value we use creates quantized states within the wire.
Since current is only injected at one end of the monopole antenna, only one
end of the antenna has an open NEGF boundary condition, while the other
end has a closed boundary condition. The quantum antenna is placed in a
cubic electromagnetics domain with side length ` = 1.73 mm, with perfect
electric conductor boundary conditions applied to the y-z plane to provide
the ground plane needed for operation of the monopole antenna. Absorbing
electromagnetic boundary conditions are applied to all other faces of the elec-
trodynamics domain to allow for field radiation away from the antenna. With
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such a small electrodynamics simulation domain, the field surrounding the
antenna is largely dominated by the non-radiative near field. To understand
the far-field radiation pattern, we perform a near-to-far-field transformation
on the self-consistent electrodynamic fields around the antenna [120]. This
technique allows us to understand the macroscopic radiative characteristics
of the antenna without simulating a large electromagnetic domain outside
the near field. We drive the antenna at the quarter-wave frequency of 100
GHz to understand the differences between the classical model of a monopole
antenna using our quantum coherent AC NEGF/FDFD simulation method-
ology.
Figure 3.6 shows the computed LDOS of the quantum antenna. The en-
ergies of the states within the one-dimensional wire match those of an infi-
nite square well within 5 meV, thereby demonstrating the quantum nature
of transport within the antenna. We self-consistently calculate transport
through the first and second quantized state by setting the chemical poten-
tial µ1 = 34 meV and µ2 = 140 meV, respectively. In Fig. 3.7(a), we see
that the AC quantum charge density differs significantly from the classically
expected charge distribution. Rather than being maximized at the end of the
antenna as is anticipated in the classical charge distribution, the wave func-
tion of the quantized electronic state maximizes the charge distribution where
the anti-nodes of the wave functions are seen in the LDOS. Figure 3.7(b)
shows that the current density also deviates from the classical expectation
at both chemical potentials. We can understand this deviation as a conse-
quence of the current-conserving nature of the AC NEGF/FDF technique.
Figure 3.7(c) explicitly shows that the continuity equation, dJx
dx
= −iωρ, is
satisfied at every point in the simulation domain, demonstrating that charge
conservation and gauge invariance are enforced with our self-consistent sim-
ulation framework. Since the current distribution must reflect the altered
charge density within the antenna, it no longer forms the standing wave
along the length of the antenna, despite being driven at the quarter-wave,
resonant frequency. These non-ideal charge and current densities due to the
spatial form of the quantum-confined wave function result in the distorted
macroscopic radiation pattern in Fig. 3.7(d). Therefore, instead of having
the directivity of gain associated with a classical quarter-wave monopole,
the quantum quarter-wave monopole has little to no gain at either chemical
potential and radiates identically to a short antenna.
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These results suggest that our AC NEGF/FDFD simulation framework can
effectively model the high-frequency behavior of a variety of quantum me-
chanical systems. Although the simulation results presented here were per-
formed within the coherent limit of a nearest-neighbor tight-binding Hamil-
tonian, the AC NEGF method can be applied to study more complicated
Hamiltonians. In fact, the AC NEGF has been successfully used to study
the AC response of systems ranging from carbon nanotubes [98, 100, 112]
to more complex Hamiltonians such as molecules within first-principles cal-
culations [121]. The presented AC RGF algorithm enables the study of
much larger, more complex two-dimensional structures, such as irregularly-
shaped graphene flakes [122], and three-dimensional nanoelectronic devices,
such as topological-insulator-based inductors [30]. In addition, interactions
such as the electron-phonon interaction, can readily be incorporated within
AC NEGF, allowing the study of AC quantum transport in the presence
of scattering and decoherence [123]. Our hybrid AC NEGF/FDFD simula-
tion technique can be adapted to study transport with full electrodynamic
coupling within these more complex Hamiltonians and interactions simply
by appropriately modifying the discretization of Maxwell’s equations in Sec-
tion 3.2.4 to match the lattice structure of the molecule or device.
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CHAPTER 4
MAGNETIC PROXIMITY EFFECT IN 3D
TOPOLOGICAL INSULATOR SURFACE
STATES
Having introduced the simulation techniques to model electronic transport
in quantum mechanical systems, in this chapter we turn our attention to the
transport properties of 3D TI surface states when proximity-coupled to a
metallic ferromagnet. Although the QAHE has been experimentally observed
in magnetically doped TIs [36], the same is not true for the case ferrromagnet-
TI heterostructure. Experiments have shown signatures of magnetization in
the TI surface [44, 46], but transport signatures have not yet shown the
quantization associated with the QAHE. In this chapter, we study the prox-
imity effect at this interface using the tight-binding Hamiltonian method.
By constructing a contact self-energy for the ferromagnet, we show that in
addition to generating a mass gap in the surface spectrum, the ferromagnet
can introduce a non-Hermitian broadening term, which can obscure the mass
gap in the spectral function. We calculate the Hall conductivity for the ef-
fective non-Hermitian Hamiltonian describing the heterostructure and show
that it is no longer quantized despite being classified as a Chern insulator
based on non-Hermitian topological band theory. Our results indicate that
the QAHE will be challenging to experimentally observe in ferromagnet-TI
heterostructures due to the finite lifetime of quasi-particles at the interface.
4.1 Introduction
The last decade has seen a revolution in the understanding of the electronic
structure of solids with the formulation and development of topological band
theory, which provides a unified system to classify materials ranging from
Portions of this chapter were previously published in Ref. [124] and are reprinted with
permission.
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insulators and semi-metals to superconductors using topological invariants [1,
2, 5]. These quantized topological invariants provide a robust classification
for materials, as they cannot be changed by adiabatic deformations of the
systems. An important consequence of a non-trivial topological classification
is that some response of the system to an external stimulus is also quantized
proportional to its topological invariant. One well-known example of this
quantization is in the integer quantum hall effect (IQHE) or the quantum
anomalous Hall effect (QAHE), in which the Hall conductivity is given as
σyx = −νocc e
2
h
, (4.1)
where e is the electron charge, h is Planck’s constant, and νocc is the sum
of the TKNN invariants or Chern numbers of occupied bands [125, 24]. Be-
cause of the topological quantization of σyx, the Hall response is remarkably
robust to perturbations and the presence of disorder, allowing for experi-
mental measurements of the IQHE accurate to a few parts in 1010 of the
theoretically-predicted, quantized value [21]. Despite this success in pre-
dicting the quantization of the Hall conductivity, topological band theory is
formulated for closed, Hermitian Hamiltonians, and it is therefore unclear if
and how open systems can be topologically classified.
To address this issue, recent studies have extended topological band the-
ory to characterize non-Hermitian Hamiltonians [126, 127, 128, 129, 130,
131, 132], which arise in systems that are opened to external reservoirs or
interactions with other particles. Notably, non-Hermitian Hamiltonians can
host topological phases and invariants that cannot be seen in Hermitian
systems, resulting in unusual predictions such as bulk Fermi arcs in 2D sys-
tems [133, 131]. Despite this progress in the understanding of non-Hermitian
systems and their topological classifications, the effect of non-Hermiticity on
the quantization of physical observables is not well-understood.
In this work, we explore the consequences of non-Hermiticity on physical
observables by quantitatively studying the QAHE generated in the Dirac
surface states of a 3D time-reversal-invariant topological insulator (TI) when
proximity-coupled to a metallic ferromagnet. In addition to a time-reversal-
breaking mass gap generated in the Dirac surface spectrum by the ferromag-
net, we see that the presence of metallic bands at the Dirac point give the
surface states a finite lifetime, as electrons can escape into the ferromagnet.
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This finite lifetime results in broadening of the states that is comparable in
magnitude to the mass gap, which in turn results in a gapless spectral func-
tion. To characterize the impact of the this broadening on the QAHE, we
calculate the Hall conductivity of this system via the Kubo-Streda formula.
Non-Hermitian topological band theory suggests that such a system retains
its classification as a Chern insulator, but we find that the Hall conductivity
is no longer quantized as in Eq. (4.1). We compare the proximity-coupled
case to one where the mass gap is generated by bulk magnetic dopants and
find that the broadening due to magnetic impurity scattering is much smaller
than the mass gap, thus allowing for the observation of the QAHE in these
systems. Our results show that the non-Hermiticity introduced in open topo-
logical systems causes the loss of topological quantization of observables and
can severely limit the ability to experimentally observe such responses.
4.2 Model Hamiltonian and Ferromagnet Contact
Self-Energy
Figure 4.1(a) depicts a schematic for the TI-ferromagnet heterostructure we
study. The low-energy, effective Hamiltonian for the surface states of a 3D
time-reversal-invariant TI is given by the 2D Dirac equation
Hsurf(k) = α(kyσx − kxσy), (4.2)
where k = (kx, ky) is the momentum of the electron, α = ~vF , vF is the
Fermi velocity of the surface electrons, and σi are the spin Pauli matrices.
We model the ferromagnet with a tight-binding Hamiltonian with nearest-
neighbor hopping in the zˆ direction given by
HFM(k) =
∑
z
[
ψ†k,zHon(k, z)ψk,z +
(
ψ†k,zHhopψk,z+azˆ + H.c.
)]
, (4.3)
where ψ†k,z (ψk,z) is the creation (annihilation) operator for an electron with
in-plane momentum k = (kx, ky) and position z, Hon = (k)σ0 + MFM σz is
the on-site term, (k) is the in-plane dispersion of the metallic bands of the
ferromagnet, MFM is the spin-splitting energy within the ferromagnet, and
Hhop = −t0 σ0 is the hopping matrix in the zˆ direction. In App. A.1, we
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calculate the contact self-energy that fully captures the influence of a semi-
infinite ferromagnetic metal coupled to the surface state Hamiltonian in the
zˆ direction with coupling matrix Hcoupling = −tcσ0. The resulting expression
for the contact self-energy is
Σc(E) =
[
Σ↑ 0
0 Σ↓
]
, (4.4)
where the diagonal components are given as
Σ↑/↓ =

|tc|2
2|t0|2
(
E − (k)∓MFM
+
√
(E − (k)∓MFM)2 − 4 |t0|2
)
E ≤ (k) +MFM,
|tc|2
2|t0|2
(
E − (k)∓MFM
−
√
(E − (k)∓MFM)2 − 4 |t0|2
)
E > (k) +MFM,
(4.5)
and the upper (lower) sign corresponds to up (down) spin.
To understand the impact of metallic bands at the Dirac point, we focus
on the case where the bands of the ferromagnet are centered around E = 0
such that, at low momenta, (k)→ 0. In addition, we impose the constraint
MFM < 2t0 to ensure that the spin up and spin down bands do not completely
separate in energy to create a ferromagnetic insulator. Within this regime,
we can understand the influence of the metallic ferromagnet by studying the
low-energy limit of the contact self-energy in Eq. (4.4)–(4.5):
Σc ≈ −i |tc|
2
2 |t0|2
√
4 |t0|2 −M2FM σ0 −
|tc|2
2 |t0|2
MFM σz. (4.6)
Utilizing this approximation, we create an effective Hamiltonian that de-
scribes the TI surface states in the presence of a proximity-coupled ferro-
magnet as
Heff = Hsurf + Σc
= −iΓσ0 + α(kyσx − kxσy)−Mσz,
(4.7)
where Γ ≡ |tc|2
2|t0|2
√
4 |t0|2 −M2FM and M ≡ |tc|
2
2|t0|2MFM. As expected, the
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Figure 4.1: (a) Schematic of the proximity-coupled heterostructure. The
topological insulator surface, given by the Hamiltonian Hsurf, is
proximity-coupled to a semi-infinite ferromagnet, given by the Hamiltonian
HFM, where tc is the strength of the coupling. (b) The spectral function of
the effective Hamiltonian, given by Eq. (4.7), that describes the
proximity-coupled heterostructure with parameters α = 1, MFM = 1, t0 = 1,
and tc = 0.5. Although the ferromagnet generates a time-reversal breaking
mass gap in the surface states, the broadening that is also introduced by
the presence of metallic bands at the Dirac point is large enough to result
in a gapless spectrum. (c) The eigenvalues for the Hamiltonian with the
same parameters reveal that the real part of the spectrum is gapped by the
mass term and the non-Hermitian contribution simply shifts the eigenvalues
into the complex plane. Since the bands remain separable, the system
retains its classification as a Chern insulator.
proximity-coupled ferromagnet introduces a time-reversal breaking term pro-
portional to the exchange interaction strength in the ferromagnet. In addi-
tion, the presence of the metallic bands from the ferromagnet introduces a
non-Hermitian broadening term that gives the surface states a finite lifetime
as surface state electrons can escape into the ferromagnet. Broadening is
a common consequence of a integrating out the effect of an interaction or
coupling to an external reservoir, but this self-energy is notable in that the
broadening, Γ, can exceed the mass gap, M , when
√
2t0 > MFM. This implies
that the spectral function, given as A(k, E) = −2Im(Gr(k, E) − Ga(k, E)),
where Gr(k, E) = [Eσ0 −Heff(k)]−1 is the Green function of the system and
Ga = Gr†, can be gapless, as is demonstrated in Fig. 4.1(a), despite the fact
that a mass gap has been generated in the surface spectrum.
When we inspect the energy eigenvalues, given as (k) = −iΓ±√M2 + α2|k|2
and plotted with ky = 0 in Fig. 4.1(b), we see that the real part is gapped
and exactly that of a massive Dirac electron. The non-Hermitian broad-
ening simply shifts these eigenvalues by −iΓ but does not close the gap in
the complex energy spectrum. Since the bands remain separable with non-
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zero Γ and the eigenvectors are unchanged from the Hermitian Hamiltonian,
this non-Hermitian Hamiltonian is adiabatically connected to the Hermitian
Chern insulator with ν = ±1
2
[132]. When the Fermi energy is within the
mass gap of a Hermitian Chern insulator, we anticipate that the Hall con-
ductivity should be quantized to be σyx = −e2/2h for positive values of
MFM as in Eq. (4.1). Since the non-Hermitian broadening introduced by the
ferromagnet contact self-energy can be large enough that the gap in the spec-
tral function is closed, it is not immediately obvious if the Hall conductivity
continues to be exactly quantized for non-Hermitian Chern insulators.
4.3 Hall Conductivity
To quantify the impact of non-Hermiticity on the quantization of the topo-
logical observable in this system, we explicitly compute the DC Hall conduc-
tivity of the non-Hermitian Hamiltonian in Eq. (4.7) using the Kubo-Streda
formula [58], which at zero temperature is given as
σyx = σ
I(a)
yx + σ
I(b)
yx + σ
II
yx, (4.8)
where
σI(a)yx =
e2~
2piV
tr[vyG
r(F )vxG
a(F )], (4.9)
σI(b)yx = −
e2~
4piV
tr[vyG
r(F )vxG
r(F ) + vyG
a(F )vxG
a(F )], (4.10)
σIIyx =
e2~
4piV
∫ F
−∞
d tr
[
vyG
rvx
dGr
d
− vy dG
r
d
vxG
r
−vyGavxdG
a
d
+ vy
dGa
d
vxG
a
]
.
(4.11)
Here V is the volume of space, vi is the velocity operator in the iˆ direction,
and F is the Fermi energy. For the effective Hamiltonian in Eq. (4.7), the
velocity operators are vx = −α~σy and vy = α~σx.
The first two terms in this formulation, σ
I(a)
yx and σ
I(b)
yx , are Fermi sur-
face contributions and are only non-zero when the Fermi energy crosses an
energy band. The first term, σ
I(a)
yx , includes the intrinsic Berry phase compo-
nent of the anomalous Hall conductivity in addition to extrinsic effects due
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Figure 4.2: Hall conductivity of the effective Hamiltonian in Eq. (4.7) as a
function of the Fermi energy, F , for three values of Γ/|M |. When Γ = 0,
the Hall conductivity is exactly quantized to e2/h when the Fermi energy is
within the mass gap (F/|M | < 1). As the broadening, Γ, is increased, we
see that the total Hall conductivity monotonically decreases and is no
longer exactly quantized.
to the presence of scattering mechanisms such as side-jump and skew scat-
tering [60, 59, 134]. The second term, σ
I(b)
yx , is identically zero for the Dirac
Hamiltonian (see App. A.2 and Ref. [59]). The third term, σIIyx, corresponds
to the contribution to the Hall conductivity that is due to the Fermi sea since
the integration over energy can, in principle, include contributions from all
occupied states. This contribution is quantized when the Fermi energy is
within the mass gap and gives rise to the QAHE when a Chern insulating
band is fully occupied and ΓM .
When Γ is finite, the Fermi surface and Fermi sea contributions to the Hall
conductivity take the closed form:
σI(a)yx = −
e2
h
M
|F |2pi
[
pi
2
− sgn F arctan
(
Γ2 +M2 − 2F
2ΓF
)]
, (4.12)
σIIyx = −
e2
h
sgnM
2pi
[
pi
2
− arctan
(
Γ2 −M2 + 2F
2Γ|M |
)]
. (4.13)
(see App. A.2). Figure 4.2 shows the Hall conductivity for the effective non-
Hermitian Hamiltonian as a function of Fermi level, F , at three different
values of Γ/|M |. When Γ = 0 and when the Fermi energy is within the mass
gap, the components of the Hall conductivity take the expected form: |σI(a)yx |
is identically zero, while |σIIyx| is exactly quantized to e2/2h [60, 59]. When Γ
is non-zero, however, both σ
I(a)
yx and σIIyx are non-zero within and above the
mass gap. When Γ/|M |  1, despite the fact that σI(a)yx > 0 and σIIyx < e2/2h,
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the total Hall conductivity, σyx = σ
I(a)
yx + σIIyx, appears to remain quantized
within the mass gap. This behavior can be understood by expanding the
expressions in Eqs. (4.12)–(4.13) in powers of Γ/|M |. In App. A.3, we show
that the correction of σ
I(a)
yx to first-order in Γ/|M | exactly cancels that of σIIyx.
Therefore, the leading-order correction to the quantized Hall conductivity
within the mass gap is cubic in Γ/|M |:
σyx ≈ −e
2
h
[
sgnM
2
− 4Γ
3M
3pi
M2 + 2F
(2F − |M |2)3
]
. (4.14)
Thus, when Γ/|M |  1, the total Hall conductivity deviates negligibly from
the quantized value.
When Γ/|M | is comparable in magnitude to the mass gap, however, higher-
order corrections are large enough to significantly decrease the total Hall
conductivity from the quantized value. Thus, broadening can generate a
distinct non-quantization of the Hall conductivity, in stark contrast to the
robustness associated with Hermitian topological systems. In fact, we see
from the expressions for the Hall conductivity in Eqs. (4.12)–(4.13) that any
non-zero value of Γ breaks the quantization of the Hall conductivity.
4.4 Discussion
Our characterization of the impact of non-Hermiticity on the quantization of
the Hall conductivity in Chern insulating systems has clear ramifications for
experimental observation of such phenomena. Because the non-Hermitian
broadening introduced by the ferromagnet contact self-energy in Eqs. (4.4)–
(4.5) is comparable to the mass gap in the ferromagnet-TI heterostructure,
the Hall conductivity deviates significantly from the quantized value pre-
dicted from the topological classification of the system. Although our anal-
ysis was limited to the specific case of a ferromagnetic metal with bands
centered on the Dirac point, we note that large levels of broadening can arise
even in heterostructures with ferromagnetic insulators when the Dirac point
lies within the band gap of the ferromagnet. Figure 4.3 depicts the band di-
agram of a heterostructure of the TI Bi2Se3 and the ferromagnetic insulator
MnSe [42]. Due to charge transfer generated by the work function difference
between the two materials, a significant amount of band bending occurs at
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the interface. The Dirac point, indicated by the red circle, remains within
the band gap of MnSe, which allows us to neglect broadening caused by the
bulk bands of the ferromagnet. The bend bending on the TI side of the in-
terface, however, shifts the Dirac point below the top of the valence band of
the TI. As such, the surface state electrons can tunnel through the potential
barrier and escape into the bulk valence band of the TI, giving the surface
states a finite lifetime similar to what we observe in metallic ferromagnets.
Theoretical studies on band bending effects at the surface of TIs have already
shown that significant broadening is generated through tunneling into bulk
bands [135, 136]. Therefore, even when a ferromagnetic insulator is used to
generate a mass gap in the TI surface states, the QAHE will be challeng-
ing to observe unless the work function difference between the materials is
overcome using electrostatic gating.
We contrast our analysis of the mass gap and broadening generated within
proximity-coupled, ferromagnet-TI heterostructures with the mass gap and
broadening created in a magnetically-doped TI [34], a material system in
which the QAHE has already been experimentally demonstrated [36]. In
addition to the exchange splitting that is generated by the magnetic dopants,
scattering of electrons on these impurities can give the states a finite lifetime
that could cause a loss in quantization of the Hall conductivity. In App. A.4,
we characterize the mass gap and broadening generated by this magnetic
impurity scattering through a disorder-averaged self-energy. The leading-
order contributions to this self-energy take the form
Σimp(E) ≈ nimp
[
uz σz − i u
2
z
4α2
|E|σ0
]
(4.15)
≡Mimpσz − iΓimpσ0, (4.16)
where nimp is the concentration of magnetic impurities and uz is the effective
exchange interaction introduced by the magnetic dopants. This scattering
self-energy is perturbatively expanded in powers of uz, which is taken to be
much less than unity. Similar to the ferromagnet contact self-energy, we see
that the presence of magnetic impurities introduces both a mass gap, Mimp,
and a non-Hermitian broadening, Γimp. These contributions, however, arise
from different orders in the perturbation series, and it is therefore trivial to
show that Γimp/Mimp ∝ uz  1. Therefore, the broadening introduced by
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Figure 4.3: Band diagram of the junction between the TI Bi2Se3 and the
ferromagnetic insulator MnSe, where Ec is indicates the energy
corresponding to the bottom of the conduction band of the materials and
Ev indicates the energy corresponding to the top of the valence band. Due
to work function differences between the two materials, significant band
bending can occur in the TI. Although the Dirac point, indicted by the red
circle, lies within the band gap of MnSe, it is now below Ev for z < zinterface,
which allows surface state electrons to tunnel to the bulk valence band of
Bi2Se3 and gives the surface states a finite lifetime. Adapted from [42].
magnetic impurities is constrained to be much smaller than the mass gap,
resulting in a nearly quantized Hall conductivity based on Eqs. (4.12)–(4.13)
and Fig. 4.2. Such analysis excludes vertex corrections that naturally arise in
perturbative calculations of conductivity, but the qualitative interpretation
remains the same. The small broadening generated by magnetic impurity
scattering is much less than that generated by a proximity-coupled ferro-
magnet and explains why experimental observation of the QAHE is possible
in magnetic topological insulators [36].
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CHAPTER 5
HIGH-PERFORMANCE NANOSCALE
TOPOLOGICAL ENERGY
TRANSDUCTION
In the preceding chapter, we showed that the magnetic proximity effect
could be leveraged to generate a mass gap in the surface of 3D TIs. Al-
though we showed that broadening due to the conductive bands of a metallic
ferromagnet obscures the QAHE, broadening can be eliminated if the ferro-
magnet is insulating. Based on this knowledge, we present a novel method for
magnetic energy transduction that utilizes ferromagnetic islands (FIs) on the
surface of a 3D time-reversal-invariant topological insulator (TI) to produce
paradigmatically different inductors. Depending on the chemical potential,
the FIs induce either an anomalous or quantum anomalous Hall effect in
the topological surface states. These Hall effects direct current around the
FIs, concentrating magnetic flux and producing a highly inductive device.
Using the novel self-consistent simulation technique developed in Ch. 3, we
demonstrate excellent inductance densities up to terahertz frequencies, thus
harnessing the unique properties of topological materials for practical device
applications.
5.1 Introduction
On-chip inductors are integral, passive circuit components that convert or
transduce electrical energy into magnetic energy for use in a variety of ana-
log filter and voltage regulating circuits [137, 138, 139]. Two key require-
ments for effective on-chip inductors are: a small footprint to allow for the
integration of more active components within modern microelectronic chips
and a high operating frequency as necessitated by the operating frequencies
Portions of this chapter were previously published in Ref. [30] and are reprinted with
permission (Creative Commons 2017 by Nature Research)
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of modern and future device technologies. Due to the demands of the pla-
nar fabrication process, typical on-chip inductors consist of spiraled metallic
wire traces, usually made from copper, that link the magnetic flux generated
by the concentric coils to concentrate magnetic energy. Although the spiral
geometry maximizes flux linkage for a two-dimensional system, limitations
in fabricating highly-conducting, closely-spaced spiraled traces result in the
consumption of a large chip area to create components with significant induc-
tance [140]. Various solutions have been proffered to mitigate this issue from
the incorporation of magnetic NixFe1−x yokes to enhance the magnetic field
through the core [141, 142, 140] to the substitution of graphene [143, 144, 145]
or carbon nanotubes [146] for the conducting material to increase the current
flow within the coils. These solutions, however, are limited by their operating
frequency, as is the case for magnetic yokes in copper inductors [140], or by
their fabrication reliability and low inductance density, for the carbon-based
designs. Fundamentally, an inductor design based on new phenomena, ge-
ometries, and materials would enable on-chip inductors to achieve the size
and inductance targets needed for nanoscale circuits of the future [147].
Recently discovered three-dimensional, time-reversal-invariant topological
insulators (TIs) have drawn significant attention for possessing high mobil-
ity and for hosting novel physical phenomena [4, 1, 2, 5]. A number of
device applications using the unique properties of TIs ranging from tran-
sistors [6, 7, 8] and interconnects [9, 10] to more exotic applications such
as spintronics [11, 12, 13] and quantum computation [14] have been sug-
gested, yet few have offered the performance or reliability necessary to be
considered for integration into next-generation, post-CMOS electronic cir-
cuits. Like ordinary insulators, TIs have a bulk electronic band gap, but
the nontrivial topology of their band structures results in gapless conduct-
ing two-dimensional Dirac fermions on their surface [27, 31, 148]. Using
the unconventional physics enabled by the Dirac surface states such as the
anomalous Hall effect (AHE)[134, 149] and the quantum anomalous Hall ef-
fect (QAHE) [24, 150], we present a pragmatically different geometry for
magnetic energy transduction that does not rely on the conventional method
of physically spiraling a conductor. We theoretically investigate the per-
formance afforded by our topological inductor design by utilizing a novel
hybrid quantum transport and electrodynamics simulation that captures the
dynamic fields that enable flux linking.
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5.2 Results
5.2.1 Device design and ideal operation
The surface states of a TI are Dirac electrons characterized by the low-energy
energy-momentum dispersion [31]
Esurf =
√
~2v2F |k|2 +M2, (5.1)
where ~ is the reduced Planck’s constant, vF is the electron’s Fermi velocity,
k is the electron’s momentum, and M is the magnetically-induced Zeeman
energy. Figure 5.1a illustrates the linear dispersion of the surface states in
the absence of ferromagnetism when M = 0. The linear dispersion combined
with the fact that spin, illustrated by the superimposed arrows in Fig. 5.1a,
is locked to momentum results in highly conductive surfaces with suppressed
backscattering [151]. When a perpendicularly-oriented ferromagnet is placed
in proximity to the surface resulting in M 6= 0, a gap opens in the dispersion
that divides the surface states into topologically nontrivial 2D bands [33, 35,
152] characterized by the Chern number ν, as indicated in Fig. 5.1a. When
the magnetization orientation is away from (towards) the bulk, M is positive
(negative), resulting in the lower occupied band having a Chern number ν of
+1/2 (-1/2). When an electric field is applied in a Chern insulating system
while the chemical potential lies within the magnetic gap, charge is pumped
perpendicular to the field by the QAHE with a quantized Hall conductivity
σxy = νocc.e
2/h, where νocc. is the sum of the Chern numbers of all occupied
bands, e is the electron charge, and h is Planck’s constant [20, 17].
Figure 5.2a illustrates how this unique Hall response can be utilized to
make a highly-efficient topological inductor. The design involves a TI sub-
strate where the chemical potential is within the bulk band gap, resulting in
transport being carried solely through the surface states. Ferromagnetic is-
lands (FIs), indicated as orange and purple squares corresponding to +zˆ and
−zˆ oriented magnetizations, respectively, are placed on the surface of the TI
to selectively create magnetic band gaps in the surface state dispersion. For
ideal operation, the chemical potential is placed within the magnetic band
gap such that the ferromagnetically-doped regions are insulating. When the
surface current density J, generated by a bias V applied in the xˆ direction,
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encounters the first island with M > 0 and νocc. = +1/2, it is guided counter-
clockwise around the island by the QAHE. After traversing around the first
island, the surface current is then directed clockwise around the second island
with M < 0 and νocc. = −1/2 by the opposite flowing QAHE. By directing
the current density around the islands, the current-generated magnetic flux
density B is concentrated through the FIs resulting in the storage of mag-
netic energy. The magnetic fields generated by circulating currents around
an FI, in addition to that created by the currents encircling nearby FIs, cre-
ate flux linkages that amplify the magnetic energy within the system and
result in a highly inductive device. In other inductor designs that rely on
ferromagnetic materials, one of the primary limiting factors is ferromagnetic
resonance (FMR) frequency.
Our inductor design is notable in that the orientations of the FIs do not
switch with the direction of current flow as is the case in modern, ferrite-
core inductors. Typical designs that use magnetic materials utilize soft fer-
romagnets with a low coercivity in order to easily and rapidly switch the
magnetization with the direction of current flow. Switching ferromagnetics
domains, however, is not possible beyond the ferromagnetic resonance (FMR)
frequency, which ultimately limits the high-frequency operation of ferrite-core
inductors [142]. In contrast, the topological inductor can sustain its perfor-
mance well beyond the FMR frequency, despite the use of ferromagnetic
materials, as the FI are used to provide proximity-induced magnetization to
open a gap in the topological surface states. Our design, therefore, can benefit
from the use of hard ferromagnetic materials such as Co/Pd multilayers that
possess high coercivity, exchange coupling, and magnetic anisotropy [153].
The high coercivity of these materials minimizes the influence of the strong
spin torque that has been observed in the surface states of TIs and has been
shown to alter the magnetization of softer ferromagnets [154, 155, 156]. In
addition, Co/Pd multilayer islands have been shown to form single magnetic
domains [157] and maintain antiparallel alignments even in tightly-packed,
nanoscale arrays [158]. Furthermore, their orientation can be manipulated
with relative ease using magnetic force microscopy cantilevers or giant mag-
netoresistive recording heads, thereby providing a viable route to fabricate
and orient the FI arrangement required for our design.
We theoretically evaluate the basic implementation and efficacy of the
topological inductor by simulating the device using a novel method that
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Figure 5.1: Physics of topological insulator surface states. The surface
states of TIs host 2D Dirac surface states with linear dispersion when there
is no magnetic Zeeman interaction (M = 0). Their characteristic
spin-momentum locking is evident from the superimposed arrows indicating
the spin. When magnetization is added with M > 0, a gap is generated
creating two topologically nontrivial bands with Chern numbers ν = ±1/2.
When the sign of the magnetization is flipped with M < 0, the Chern
numbers of the resulting bands also switch.
couples AC quantum transport self-consistently with the full solution of
Maxwell’s equations for electrodynamics in three-dimensions as detailed in
Ch. 3. A fully quantum treatment of transport is necessary to capture the
topological QAHE that is integral to the device operation. We use the
AC non-equilibrium Green function (NEGF) technique that computes the
first-order response of a device to an AC driving voltage (see Methods sec-
tion) [97, 98, 100]. The computed currents and charge density from AC
NEGF are then input into a fully dynamic finite-difference frequency-domain
(FDFD) electromagnetics simulation [111] to accurately evaluate the induc-
tance resulting from the dynamic magnetic flux generation (see Methods
section). The output electrodynamic potentials are then input back into the
transport equations resulting in a iterative cycle that is terminated once the
change in dynamic potentials between successive iterations is less than 1 µV,
which we define as our criterion to reach self-consistency. It is important
to note that a simple self-consistent solution of Poisson’s equation severely
underestimates the inductance even at low frequencies, thus demonstrating
the necessity for the full dynamic electromagnetic calculation to capture the
flux linking by the circling currents (see App. A.5). As previously noted,
we assume that the FIs have high coercivity, thereby allowing us to neglect
magnetization dynamics.
83
10
8
10
10
10
12
Frequency (Hz)
0
100
200
300
In
d
u
c
ta
n
c
e
 (
n
H
/m
m
2
)
w/ islands
w/o islands
d
Figure 5.2: Schematic and ideal operation of the topological inductor. (a)
A schematic of a two-island topological inductor that utilizes the surface
states of a time-reversal-invariant TI. By alternating the magnetization of
each subsequent island, indicated by the orange and purple squares, under
bias, the surface current density wraps around the FIs because of the
QAHE induced by the ferromagnetism. The altered motion of the current
around the islands concentrates magnetic energy through the islands,
resulting in enhanced inductance. (b) The self-consistent AC NEGF
simulation of the current density in the top surface of a topological inductor
under an AC bias of 10 mV reveals the circulating currents generated by
the QAHE. The FIs are indicated by the two colored squares where the
Zeeman field M is nonzero, and the current density by the black arrows.
(c) The resulting zˆ-directed magnetic flux density Bz at an AC bias of 10
mV, where the gray outline indicates the position of the inductor. The
electromagnetic domain is larger than the NEGF domain to capture any
fringing and radiating fields. (d) The frequency response of the topological
inductor demonstrates high inductance density up to terahertz frequencies.
Using this coupled AC NEGF-FDFD technique, we simulate a (12a0, 10a0,
5a0) device, where a0 = 1 A˚, with a model Hamiltonian that reproduces the
same symmetries of a 3D TI and has a bulk band gap of 1 eV (see Methods
section). Square FIs are placed on the top surface with side length of 0.3 nm,
separation of 0.2 nm, and M = ±0.2 eV. The chemical potential is set to
0.1 eV to be within the magnetic gap such that the inductor operates within
the QAHE regime. The temperature is set to 300 K, but results are largely
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insensitive to the specific choice as long all relevant energy scales are well
above the thermal energy. After self-consistency is attained, the inductance
L is calculated as L = 2EB/I
2, where I is the current through the device
and the stored magnetic energy EB is calculated as EB =
∫
dV 1
µ0
|B|2, where
µ0 is the magnetic permeability of the material and B is the magnetic flux
density.
Figure 5.2b displays the AC current density profile of the top surface of
the device at a frequency of 10 GHz and AC voltage of 10 mV. Since the
AC observables are averaged over the period of the driving frequency, the
resultant current density appears to completely encircle the islands due to
the addition of forward and backward current flow. This current circulation
due to the QAHE generates high magnetic fields over the islands as shown in
Fig. 5.2c. In Fig. 5.2d, we repeat the simulation of the topological inductor
over a frequency range from 10 MHz to 1 THz. Without any specific op-
timization of the device geometry, we achieve an inductance density of 225
nH/mm2, an order of magnitude greater than the 23.2 nH/mm2 attained by
CNT inductors and comparable to the 1000 nH/mm2 of high-density copper
spiral inductors. The topological inductor sustains this performance over
the entire frequency range simulated, which is well above the low cut-off fre-
quencies, ranging from 0.2 GHz to 150 GHz, of other current and proposed
designs. When we simulate a bare TI without the FIs, we find that the sur-
face states naturally have an inductance density less than 1 pH/mm2, which
demonstrates the dramatic impact the FIs can have on energy transduction.
At high frequencies near 1 THz, we observe an increase in the inductance
both with and without islands. At such high frequencies, spurious charge
accumulation due to the AC NEGF contact approximation utilized results
in an artificial increase in the inductance [100]. In principle, however, the
only limitation on operation frequency is the size of the island compared to
the wavelength of the driving voltage. Once the island side length exceeds
half a wavelength, the rapidly oscillating electric field does not produce uni-
form circulating currents around the islands, resulting an unreliable current
density and magnetic field profile.
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Figure 5.3: Device performance with respect to island spacing, chemical
potential, and impurity disorder. (a) The inductance is maximized when a
half-period of the input voltage signal is captured between the FIs and is
proportional to the square of the current between the FIs, I2y , which is
calculated numerically and approximated analytically. (b) Inductance at a
frequency of 10 GHz as a function of chemical potential. The locations of
µ1 = 0.1 eV, µ2 = 0.3 eV, and µ3 = 0.6 eV, which lie within the magnetic
gap, inside only the surface bands, and inside both the surface and bulk
bands, respectively, are illustrated on the band structure schematic in the
inset. (c) The magnetic field Bz as a function of x at y = y0 (see inset
device schematic) increases with chemical potential. The shaded regions
correspond to the location of FIs. (d) The current density Jy at y = y0
reveals that the stronger magnetic field is due to the increase in circulating
current around the islands. (e) Inductance of the design under the influence
of random disorder impurity potentials. (f) The current density on the
surface of the device is illustrated at disorder strength of D = 0.6 eV, where
the square outlines mark the location of the FIs. As disorder is increased,
the current density becomes dominated by circulating currents caused by
skew scattering off impurities. (g) A schematic of skew scattering, whereby
electrons with different spins scatter to different directions due to an
asymmetry in the scattering amplitude of a given spin, generated by broken
time-reversal symmetry. (h) Skew scattering is easily recognized in a
simulation of a single magnetic island, indicated by the blue square with
M = −0.2 eV, and a nearby row of impurities with strength 1.7 eV,
indicated by the red rectangle. The characteristic rotation of current
around the FIs is disrupted by skew scattering, resulting in the
accumulation of spin on each side of the impurities.
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5.2.2 Non-idealities
The performance of the topological inductor is intimately tied to the flux
linking between adjacent current loops and therefore is a function of the
spacing between successive islands. Thus, we simulate a larger (32a0, 10a0,
5a0) structure with 0.3 nm side length islands, a frequency of 10 GHz, and
island spacing ranging from 0.2 nm to 1.7 nm to understand the effect of
island spacing on the observed inductance. In Fig. 5.3a, we plot the induc-
tance in addition to the numerically calculated and analytically approximated
square of the current between the FIs, I2y (see App. A.6). The magnetic field
generated by the circulating current is proportional to current density by
Ampe´re’s law, and inductance is proportional to the square of the magnetic
field. Therefore, it follows that the peak inductance can be found by maxi-
mizing the amount of current that circulates around and between the islands,
which is proportional to Iy. The analytic approximation for the current be-
tween the islands, approximated as semi-infinite magnetic regions, reveals
that the current between the islands varies sinusoidally with island spacing.
The inductance peaks at the width that captures a half period of the sinu-
soidal current profile, which corresponds a spacing of 1.2 nm in our system.
After 1 nm, the islands can no longer be approximated as semi-infinite, and
thus the analytic calculation begins to deviate from the numerical.
The chemical potential, µ, in TIs cannot always be accurately placed within
the magnetic band gap. For example, in the TI Bi2Se3, the proliferation of
selenium vacancies in the growth process results in a highly electron-doped
material in which the chemical potential crosses the bulk bands [159]. Con-
trolling the chemical potential position in these materials with conventional
methods such as electrostatic gating has proved to be challenging [32] and
thus it is imperative to understand how its position effects the resultant
inductance. Figure 5.3b shows that the inductance in fact decreases with
increasing µ at a frequency of 10 GHz. To better understand the device
response to the chemical potential placement, we consider three values de-
picted in the inset: µ1 = 0.1 eV, which lies within the magnetic band gap,
µ2 = 0.3 eV, which crosses the surface band, and µ3 = 0.6 eV, which crosses
both the bulk and surface bands. Figure 5.3c shows a cross section along the
center of the device, y = y0 in the inset, of the zˆ magnetic flux density, Bz,
with the location of the FIs illustrated by orange and purple shaded regions.
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We see that the magnetic flux density grows with increasing chemical poten-
tials µ2 and µ3. Figure 5.3c similarly displays a cross cut of the yˆ current
density, Jy, and reveals that the the increased magnetic flux density is due
to the increase in current circulating around the islands. When the chemi-
cal potential crosses the surface bands at µ2, the QAHE is replaced by the
AHE, whereby a bulk, non-quantized transverse current is generated by a
longitudinal electric field [134]. The AHE combined with increased electron
density at the higher chemical potentials results in the larger current densi-
ties observed. The enhancement of the magnetic flux density and circulating
current density, however, is offset by an increase in terminal current, resulting
in the net decrease of inductance seen in Fig. 5.3b. Raising µ further to µ3,
where bulk states contribute to transport, results in a further reduction in
inductance as the terminal current is again increased. Despite this non-ideal
current flow resulting from the AHE and additional conduction through the
bulk states, we observe only a 4% reduction in inductance at µ = 0.7 eV,
indicating that the performance of the inductor is largely independent of the
specific location of the chemical potential.
Conduction through the surface states of TIs is known to be robust to
the presence of non-magnetic disorder [151, 160], but time-reversal-breaking
ferromagnetism can destroy this topological protection [161]. Since the oper-
ation of the topological inductor is reliant on the presence of FIs that break
time-reversal symmetry, the surface states may not be as resilient to disorder
as a pristine TI sample. To characterize the influence of disorder on the topo-
logical inductor performance, we calculate the inductance with the original
dimensions of (12a0, 10a0, 5a0) at a frequency of 10 GHz with µ = 0.1 eV
and include the presence of on-site impurity potentials throughout the de-
vice domain with energies ranging between −D/2 and D/2, where D is the
disorder strength. Figure 5.3e shows the simulated inductance averaged over
three real-space disorder potential configurations as a function of the disorder
strength. We find that the inductance rises with disorder strength, leading
to an inductance density of 1.5 µH/mm2 at D = 0.6 eV. We also observe
that the variance in inductance increases with disorder strength, indicating
that the physical layout of dopants plays a considerable role in the resulting
energy transduction. Figure 5.3f shows the current density profile of the top
layer of the device overlaid on a specific disorder potential profile distribution
with D = 0.6 eV. Rather than observing the currents circulating around the
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FIs, we see a much more erratic current distribution. The disorder strengths
studied here are lower than that which would be necessary for a disorder-
induced phase transition [162]. Thus, the disturbances observed are related
to scattering in the now vulnerable surface states. The origin of such unpre-
dictable electron motion can be traced back to the onset of skew scattering
off the impurity potentials. Skew scattering, illustrated schematically in Fig-
ure 5.3g, is a spin-selective scattering mechanism that, although unrelated
to topological character, is unique to systems possessing strong spin-orbit
coupling and broken time-reversal symmetry, as considered here [163, 164].
In skew scattering, the time-reversal-breaking magnetic field or magnetiza-
tion generates an asymmetry in the scattering transition probability based
on the spin of the electron [60, 134, 165]. Therefore, a spin-up electron de-
flects off an impurity in the opposite direction of a spin-down electron. Since
the surface states of the TI are spin-momentum locked, right-moving elec-
trons have the opposite spin of left-moving electrons and therefore scatter
in opposite directions. Figure 5.3h shows this clearly in a simulation of a
single FI with M = −0.2 eV marked with the blue square and a row of
impurity potentials with barrier height 1.7 eV marked by the red rectangle.
The physical origin of the asymmetric scattering is easily understood in this
example: a left-moving electron encountering the impurities will more likely
deflect above them into the circulating QAHE current around the FI. Simi-
larly, it is energetically unfavorable for right-moving electrons to scatter into
the opposite-moving QAHE current, so they scatter below the impurities.
Because left-moving and right-moving electrons take opposite paths around
the dopants, the AC current density distribution in Figure 5.3h appears to
encircle the impurities. The expectation value of zˆ spin, 〈Sz〉, accumulates
with opposite sign on each side of the impurities, which demonstrates that
the underlying mechanism for this disturbance to the current profile is indeed
skew scattering. The inadvertent current circulation around impurities due
to skew scattering causes localized magnetic flux “pockets” away from the
magnetically defined regions, resulting in a net increase in the inductance of
the device. However, because these impurities are randomly placed these cal-
culations show that although disorder does not degrade performance in the
topological inductor, it does make the inductance more difficult to predict
due to the loss of control of the surface current density distribution.
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Table 5.1: Comparison of modern inductor performance. Low-frequency
(LF) copper-based inductors provide a large inductance due to their low
resistance, but this performance is limited below 1 GHz due to the skin
effect that constricts current flow. Higher frequency radio-frequency (RF)
copper inductors can offer higher cut-off frequencies at the cost of a
significantly lower inductance density. Carbon-based CNT and graphene
designs offer moderate and high inductance, respectively, but their
operation frequency is again limited by the anomalous skin effect that
greatly increases resistance above 150 GHz. As the topological inductor
utilizes surface current flow, skin effects have negligible impact on
performance and thus the device offers high inductance into terahertz
frequencies.
Cut-off Inductance
Inductor Frequency (GHz) (nH/mm2)
LF Copper [142] 0.2 1700
RF Copper [137] 6 282
CNT [146] 150 23.2
Graphene [143] 150 636
Topological Inductor 1000 930
5.3 Discussion
In order to benchmark the topological inductor for use as an on-chip induc-
tor, we compare its performance to current and proposed inductor designs
in Table 5.1. Although the physical dimensions of our simulated device are
small, by comparing inductance per unit area, we obtain metrics that are
independent of the device geometry, thereby allowing us to compare differ-
ent technologies on equal footing. The low resistance of copper combined
with recent advances in depositing magnetic yokes to enhance magnetic flux
linking gives copper inductors superior low-frequency performance exceeding
1700 nH/mm2 [142]. This high inductance density, however, is limited to
below one GHz. At high frequencies, the skin effect constricts current to
the surface of the copper wire, dramatically increasing resistance and rapidly
decreasing the inductance below 40 nH/mm2 [140, 142]. Radio-frequency
copper inductors can offer reliable performance up to 6 GHz, but their in-
ductance density is greatly reduced to 282 nH/mm2 due to a combination
of skin effect resistance increases and ferromagnetic resonance permeabil-
ity degradation [137]. High-mobility carbon-based conductor materials have
been proffered as alternatives to copper-based design and have dramatically
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increased cut-off frequencies of up to 150 GHz. To create carbon-nanotube
(CNT) spiral inductors, a metallic contact must be placed at each turn of
the design, resulting in a high series contact resistance that severely restricts
inductance densities below 23.2 nH/mm2. Since graphene-based design can
be lithographically patterned, their inductance is not limited by a series con-
tact resistance, like CNT designs, and thus can reach inductance densities in
excess of 600 nH/mm2. The anomalous skin effect, an analog of the normal
skin effect relevant in materials with mean free paths longer than the skin
depth, however, limits the conductance of graphene inductors beyond 150
GHz [143, 145]. The novel, simple geometry of the topological inductor allows
it to achieve an inductance density of 930 nH/mm2, approaching inductance
densities of state-of-the-art magnetic-core copper inductors at operating fre-
quencies well above those of competing technologies. This broad spectrum
performance is afforded by the fact that its operation is based on surface
conduction. Therefore, any high frequency surface confinement effects do
not change conduction properties and the inductance is unaltered. Further-
more, as we are not concerned with motion of the ferromagnetic domains,
we are not constrained by the known high-frequency limitations associated
with ferromagnetic resonances [142].
While our proof-of-concept inductor design demonstrates high performance,
greater inductance may be achieved by adding more islands in series, and
thereby would increase flux linkages between islands. Additionally, further
flux linking can be generated by adding islands to the bottom surface and side
walls. The ability to optimize island size, spacing, and arrangement makes
this system a versatile and promising inductor design. As the operation of
the inductor only requires the presence of a QAHE or AHE, the design is not
limited only to the surface of TIs and can be realized in a variety of material
systems including but not limited to Weyl semimetals [166, 167, 168], 2D
transition-metal dichalcogenides [169, 170, 171], and dilute magnetic semi-
conductor systems [172, 173].
Our study illustrates that the unique properties of TIs provide a plat-
form for novel information processing device architectures. By placing fer-
romagnetic islands with alternating magnetization on the surface of a TI,
we utilize the QAHE or AHE to deform the current density around the is-
lands, concentrating magnetic flux within current loops. We find that the
topological inductor, when simulated with a hybrid AC quantum transport
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and frequency-domain electromagnetics simulation, offers high performance
over a broad frequency range, making it an exceptional candidate for use in
nanoscale wireless communication and power electronic applications.
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APPENDIX A
SUPPLEMENTARY CALCULATIONS
A.1 Ferromagnet Contact Self-energy
To understand the effect of proximity coupling a ferromagnet to a topological
insulator (TI) surface state, we calculate the contact self-energy that fully
captures the effect of a semi-infinite ferromagnetic contact. To obtain the
self-energy, we first must compute the surface Green function, g(E), of the
contact, which for a semi-infinite, uniform material follows the equation [61]
[A(E)−Hhopg(E)H†hop]g(E) = I, (A.1)
where A(E) = EI−Hon, E is the energy of interest, I is the identity matrix,
Hon is the on-site Hamiltonian matrix for the surface of the contact, and Hhop
is the hopping matrix perpendicular to the contacting surface. For general
Hamiltonians, the solution to Eq. (A.1) is non-analytic, but for Hamiltonians
that have the specific property that Hon and Hhop are diagonal, as is the case
for the ferromagnet Hamiltonian in Eq. (4.3) of the main text, an analytic
closed-form solution can be obtained. Here, we derive the closed-form solu-
tion for the surface Green function assuming the matrices in Eq. (A.1) are
2×2 to match the dimensionality of the matrices for the Hamiltonian of the
ferromagnet. We assume that the matrices in Eq. (A.1) have the form:
A(E) =
[
a11 0
0 a22
]
, Hhop =
[
−t 0
0 −t
]
, and g(E) =
[
g11 g12
g21 g22
]
.
(A.2)
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We then solve for the components of the surface Green function using Eq. (A.1):([
a11 0
0 a22
]
−
[
−t 0
0 −t
][
g11 g12
g21 g22
][
−t∗ 0
0 −t∗
])[
g11 g12
g21 g22
]
=
[
1 0
0 1
]
(A.3)[
(a11 − |t|2 g11)g11 − |t|2 g12g21 (a11 − |t|2 g11)g12 − |t|2 g12g22
− |t|2 g12g11 + (a22 − |t|2 g22)g21 − |t|2 g21g12 + (a22 − |t|2 g22)g22,
]
=
[
1 0
0 1
]
.
(A.4)
The final matrix equation represents four coupled equations for the com-
ponents of the surface Green function. We simultaneously solve the four
equations and find the solutions:
g11 =
a11 ±
√
a211 − 4 |t|2
2 |t|2 , (A.5)
g22 =
a22 ±
√
a222 − 4 |t|2
2 |t|2 , (A.6)
g12 = g21 = 0. (A.7)
Although this result is derived explicitly for the case where the matrices are
2×2, the result can be generalized for any diagonal A matrix with diagonal
matrix elements aii. The elements of the surface Green function are written
as
gii =
aii ±
√
a2ii − 4 |t|2
2 |t|2 , (A.8)
gij(i 6=j) = 0. (A.9)
Once the surface Green function of the contact is found, the contact self-
energies are given simply as
Σc(E) = H
†
couplingg(E)Hcoupling, (A.10)
where Hcoupling is the coupling matrix between the system of interest and the
contact.
Using this closed-form solution for the contact self-energy of a semi-infinite
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Figure A.1: Comparison of analytic ferromagnetic self-energy to numerical
result at kx = 0, 1, 2 and with MFM = 0.2 eV and in-plane dispersion
(k) = 2− cos kxa− cos kya. The real part of the self-energy is given by the
solid lines, while the imaginary is given by the dashed.
contact, we apply it to the tight-binding Hamiltonian given by Eq. (4.3) in
the main text. This model Hamiltonian is parameterized with the matrices
Hon = (k)σ0 +MFMσz, (A.11)
Hhop = −t0σ0, (A.12)
where (k) is the dispersion of the energy bands in the in-plane direction,
MFM is the exchange coupling strength, and σi are the spin Pauli matrices.
We can write the surface Green function for a semi-infinite contact of this
material as
g(E) =
[
g11 0
0 g22
]
=
[
g↑ 0
0 g↓
]
, (A.13)
where
g↑ =

E−(k)−MFM+
√
(E−(k)−MFM)2−4|t0|2
2|t0|2 E ≤ (k) +MFM
E−(k)−MFM−
√
(E−(k)−MFM)2−4|t0|2
2|t0|2 E > (k) +MFM
(A.14)
g↓ =

E−(k)+MFM+
√
(E−(k)+MFM)2−4|t0|2
2|t0|2 E ≤ (k)−MFM
E−(k)+MFM−
√
(E−(k)+MFM)2−4|t0|2
2|t0|2 E > (k)−MFM
. (A.15)
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The energy E in these expressions must have a small, positive, imaginary
component when evaluating this analytic formula. Otherwise, the imaginary
part of this self-energy will have the wrong sign.
We assume that the coupling matrix between the TI surface state and the
ferromagnet is given by Hcoupling = −tcσ0, resulting in the contact self-energy:
Σc(E) = |tc|2
[
g↑ 0
0 g↓
]
=
[
Σ↑ 0
0 Σ↓
]
. (A.16)
We verify this result in Fig. A.1 by comparing the analytic expression derived
here to the contact self-energy obtained through efficient numerical methods
for the surface Green function [64, 65]. We find that the differences between
our analytic result and the numerical calculation are negligible.
A.2 Calculation of Hall Conductivity for Non-zero
Broadening
Typical calculations of the DC Hall conductivity assume that broadening is
negligible within the mass gap of the 2D Dirac Hamiltonian [60, 59], but the
effective Hamiltonian we derive in Eq. (4.7) of the main text can have a large
broadening contribution. Here we explicitly calculate the DC Hall conduc-
tivity assuming non-zero broadening for the massive 2D Dirac Hamiltonian
Heff = −iΓσ0 + α(σxky − σykx)−Mσz. (A.17)
To calculate the Hall conductivity for this effective Hamiltonian, we follow
the methodology of Nunner et al. by using the Kubo-Streda formula [59, 58].
It is useful to have the Green function, Gr(E) = [(E + i0+)I−Heff]−1 for
this system, which is given as
Gr(E) =
1
(E + iΓ)2 −M2 − α2k2 [(E + iΓ)σ0 + αkyσx − αkxσy −Mσz] ,
(A.18)
= Gr0σ0 +G
r
xσx +G
r
yσy +G
r
zσz. (A.19)
Here, the small imaginary part in the definition of the Green function, 0+, is
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absorbed into the much larger broadening term, Γ. The individual terms of
this Green function can be written in a simpler form [59]:
Gr0 =
1
2
(
Gr+ +G
r
−
)
, (A.20)
Grx =
αky
2λk
(
Gr+ −Gr−
)
, (A.21)
Gry = −
αkx
2λk
(
Gr+ −Gr−
)
, (A.22)
Grz =
M
2λk
(
Gr+ −Gr−
)
, (A.23)
where
Gr± =
1
E − Ek± + iΓ , (A.24)
Ek± = ±λk, (A.25)
λk =
√
M2 + α2k2. (A.26)
Using this analytic form of the Green function for the effective Hamilto-
nian, we explicitly evaluate the Kubo-Streda formula for the DC Hall con-
ductivity given in Eqs. (4.9)–(4.11) of the main text [59, 60]. One Fermi
surface term, σ
I(b)
yx , identically vanishes, as the integrand is an odd function
of momentum:
σI(b)yx = −
e2~
4piV
tr 〈vyGr(F )vxGr(F ) + vyGa(F )vxGa(F )〉 (A.27)
= − e
2
4pi~
∫
d2k
(2pi)2
α4
λ2k
kxky
[
(Ga− −Ga+)2 + (Gr− −Gr+)2
]
(A.28)
= − e
2
4pi~
∫ ∞
−∞
∫ ∞
−∞
dkxdky
(2pi)2
α4
λ2k
kxky
[
(Ga− −Ga+)2 + (Gr− −Gr+)2
]
(A.29)
σI(b)yx = 0. (A.30)
The Fermi surface contribution to the Hall conductivity is then fully cap-
tured by σ
I(a)
yx . Here, we derive this contribution in the presence of finite
broadening.
σI(a)yx =
e2~
2piV
tr 〈vyGr(F )vxGa(F )〉 (A.31)
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=
e2~
2pi
∫
d2k
(2pi)2
tr 〈vyGr(F )vxGa(F )〉 (A.32)
=
e2
2pi~
∫
d2k
(2pi)2
α2
λ2k
[
α2kxky(G
a
+ −Ga−)(Gr+ −Gr−)
+iMλk(G
a
+G
r
− −Ga−Gr+)
] (A.33)
= −e
2
h
4α2MΓ
2pi
∫ ∞
0
dk
k
(Γ2 + λ2k)
2
+ 4F + 2
2
F (Γ− λk)(Γ + λk)
. (A.34)
Using the relationship dλk/dk = α
2k/λk:
σI(a)yx = −
e2
h
4MΓ
2pi
∫ ∞
M
dλk
λk
(Γ2 + λ2k)
2
+ 4F + 2
2
F (Γ− λk)(Γ + λk)
(A.35)
= −e
2
h
M
F2pi
[
pi
2
− arctan
(
Γ2 +M2 − 2F
2FΓ
)]
. (A.36)
Care must be taken when taking the F → 0 of this expression since the
prefactor diverges. To appropriately take this limit, one must recognize that
the term within the brackets also approaches zero, so one must account for
this using L’Hoˆpital’s rule. Alternatively, one can take the limit of F → 0
before integrating Eq. (A.35):
lim
F→0
σI(a)yx = −
e2
h
4MΓ
2pi
∫ ∞
M
dλk
λk
(Γ2 + λ2k)
2 (A.37)
= −e
2
h
M
pi
Γ
Γ2 +M2
. (A.38)
In the limit Γ→ 0, the Fermi surface contribution to the Hall conductivity,
σ
I(a)
yx , vanishes within the gap, since there are no states present to carry the
current. When the broadening is finite, however, the Fermi surface contribu-
tion is nonzero since the Lorentzian tails of the broadened states now cross
the Fermi surface.
Next, we now calculate the Fermi sea contribution to the Hall conductivity,
σIIyx, which is the source of the quantum anomalous Hall effect (QAHE).
Typically, calculation of this term assumes the clean limit where Γ → 0,
which is a useful and accurate approximation when the broadening comes
from disorder in the sample and is small compared to the mass gap. In the
case of a proximity-coupled metal, Γ can be on the order of the mass gap,
so we explicitly calculate σIIyx with finite Γ. We start with the expression in
98
Eq. (11) of the main text:
σIIyx =
e2~
4piV
∫ ∞
−∞
d f()tr
〈
vyG
r()vx
dGr()
d
− vy dG
r()
d
vxG
r()
−vyGa()vxdG
a()
d
+ vy
dGa()
d
vxG
a()
〉
.
(A.39)
After substituting in the expression for the Green function in Eqs. (A.19)–
(A.23) and the velocity operators vx = −α~σy and vy = α~σx, we can simplify
this equation to
σIIyx = −
e2
4pi~
∫
d2k
(2pi)2
(
2iα2M
λk
)∫ ∞
−∞
d f()
(
Gr+()
dGr−()
d
−Gr−()
dGr+()
d
−Ga+()
dGa−()
d
+Ga−()
dGa+()
d
)
.
(A.40)
Here, we have also converted the trace to an integral over momentum space.
By recognizing that dG
r/a
± /d = −(Gr/a± )2, we can further simplify this ex-
pression for σIIyx:
σIIyx = −
e2
2h
∫
d2k
(2pi)2
(
2iα2M
λk
)∫ ∞
−∞
d f()
(−Gr+()[Gr−()]2
+Gr−()[G
r
+()]
2 +Ga+()[G
a
−()]
2 −Ga−()[Ga+()]2
)
.
(A.41)
=
e2
h
2α2M
∫
d2k
(2pi)2
1
λk
∫ ∞
−∞
d f() Im
[
Gr+G
r
−
(
Gr+ −Gr−
)]
(A.42)
=
e2
h
2α2M
∫
d2k
(2pi)2
1
λk
∫ ∞
−∞
d f() Im
[
2λk
(E − Ek+ + iΓ)2(E − Ek− + iΓ)2
]
(A.43)
=
e2
h
2α2M
∫ 2pi
0
dθ
(2pi)2
∫ ∞
0
k dk
1
λk
∫ ∞
−∞
d f()
Im
[
2λk
(E − Ek+ + iΓ)2(E − Ek− + iΓ)2
] (A.44)
=
e2
h
2α2M
pi
∫ ∞
0
k dk
∫ ∞
−∞
d f() Im
[
1
(E − Ek+ + iΓ)2(E − Ek− + iΓ)2
]
.
(A.45)
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We take the zero temperature limit, which gives us the expression:
σIIyx =
e2
h
2α2M
pi
∫ ∞
0
k dk
∫ F
−∞
d
Im
[
1
(E − Ek+ + iΓ)2(E − Ek− + iΓ)2
] (A.46)
=
e2
h
2α2M
pi
∫ ∞
0
k dk
∫ F
−∞
d
4Γ (Γ2 + λ2k − 2)
(Γ2 + (− λk)2)2 (Γ2 + (λk + )2)2
(A.47)
=
e2
h
α2M
2pi
∫ ∞
0
k dk
[
Γ
λ2k(Γ
2 + (F − λk)2)
+
Γ
λ2k(Γ
2 + (F + λk)2)
+
1
λ3k
arctan
(
2F + Γ
2 − λ2k
2Γλk
)
− pi
2λ3k
]
.
(A.48)
Again making use of the fact that dλk/dk = α
2k/λk, we use a change of
variable to perform the integration:
σIIyx =
e2
h
M
2pi
∫ ∞
|M |
dλk
[
Γ
λk(Γ2 + (F − λk)2) +
Γ
λk(Γ2 + (F + λk)2)
+
1
λ2k
arctan
(
2F + Γ
2 − λ2k
2Γλk
)
− pi
2λ2k
] (A.49)
= −e
2
h
sgnM
2pi
[
pi
2
− arctan
(
2F + Γ
2 − |M |2
2Γ|M |
)]
. (A.50)
One must be careful in taking the limit of this expression as Γ→ 0 as the
argument of the arctangent when F < |M | is in fact negative:
lim
Γ→0
σIIyx = −
e2
h
M
2pi|M |
[pi
2
+
pi
2
]
= −sgnM e
2
2h
. (A.51)
We see that when the limit is correctly taken, the Hall conductivity within the
mass gap is exactly quantized to half a conductance quantum, as expected.
For completeness, we plot both contributions and their sum in Fig. A.2.
A.3 Perturbative Expansion of Total Hall Conductivity
Figure A.2 shows that when Γ > 0, σ
I(a)
yx within the gap becomes non-zero
and σIIyx decreases from the quantized value. Despite these deviations from
the Hermitian theory, the total Hall conductivity, σyx, appears to exhibit a
large plateau of quantization when Γ/|M | < 1. To understand this behavior,
100
Figure A.2: The magnitudes of the Fermi surface contribution to the Hall
conductivity, σ
I(a)
yx , Fermi sea contribution to the Hall conductivity, σIIyx, and
total Hall conductivity, σyx = σ
I(a)
yx + σIIyx, as functions of both the Fermi
energy, F , and the non-Hermitian broadening, Γ.
we expand each contribution to the Hall conductivity in powers of Γ. We
assume that F < |M | since we are interested in the quantization of the Hall
conductivity within the mass gap and consider the asymptotic expansion for
arctanx (or equivalently the Taylor expansion of arctan 1
x
):
arctanx ∼ sgnxpi
2
− 1
x
+
1
3x3
−O(x5). (A.52)
Using this expression, we expand σ
I(a)
yx in powers of Γ:
σI(a)yx =
e2
h
M
F2pi
[
arctan
(
Γ2 +M2 − 2F
2FΓ
)
− pi
2
]
(A.53)
lim
Γ→0
σI(a)yx ∼
e2
h
M
F2pi
[
pi
2
− 2FΓ
Γ2 +M2 − 2F
+
8
3
3FΓ
3
(Γ2 +M2 − 2F )3
− pi
2
]
(A.54)
σI(a)yx ∼ −
e2
h
[
1
pi
ΓM
M2 − 2F
− 4M
3pi
2FΓ
3
(M2 − 2F )3
]
(A.55)
Similarly, σIIyx is expanded as
σIIyx =
e2
h
sgnM
2pi
[
arctan
(
2F + Γ
2 − |M |2
2Γ|M |
)
− pi
2
]
(A.56)
lim
Γ→0
σIIyx ∼
e2
h
M
2pi|M |
[
−pi
2
− 2Γ|M |
2F + Γ
2 − |M |2 +
8
3
Γ3|M |3
(2F + Γ
2 − |M |2)3 −
pi
2
]
(A.57)
σIIyx ∼ −
e2
h
[
sgnM
2
− 1
pi
ΓM
M2 − 2F
− 4M
3pi
Γ3M2
(2F − |M |2)3
]
(A.58)
From these approximations, we can see that the first-order terms in σ
I(a)
yx
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and σIIyx exactly cancel:
σI(a)yx ∼ −
e2
h
[
+
1
pi
ΓM
M2 − 2F
− 4M
3pi
2FΓ
3
(M2 − 2F )3
]
(A.59)
σIIyx ∼ −
e2
h
[
sgnM
2
− 1
pi
ΓM
M2 − 2F
− 4M
3pi
Γ3M2
(2F − |M |2)3
]
(A.60)
σtotyx ∼ −
e2
h
[
sgnM
2
− 4Γ
3M
3pi
M2 + 2F
(2F − |M |2)3
]
. (A.61)
Therefore, the quantized plateau we observe in the total Hall conductivity in
Fig. A.2 is due to the fact that the leading order correction to the quantized
Hall conductivity is cubic in Γ. We note, however, that for any non-zero
value of Γ, the Hall conductivity is no longer exactly quantized.
A.4 Magnetic Impurity Scattering
Another method to realize the QAHE in the surface of 3D time-reversal-
invariant TIs is by doping the material with magnetic dopants. The localized
moments of the magnetic dopants create the exchange coupling that gaps the
surface spectrum, but the presence of impurities generates scattering events
that give the surface states a finite lifetime. As such, it is important to
quantify this impurity scattering broadening to understand its impact on the
quantization of the Hall conductivity.
To calculate the influence of magnetic scattering on TI surface states, we
consider a random impurity potential distribution of the form
V (r) =
Nimp∑
i
U(r−Ri), (A.62)
U(r−Ri) =
(
uixσx + u
i
yσy + u
i
zσz
)
δ(r−Ri), (A.63)
where Ri are the locations of the magnetic impurities, σα are the spin Pauli
matrices, Nimp is the total number of magnetic impurities, and u
i
α is the
effective exchange interaction in the αˆ direction that is induced by the mag-
netic impurity. When the QAHE is observed experimentally [36], a small
magnetic field is typically applied to align the magnetic dopants uniformly
in the zˆ direction. Therefore, we can simplify the expression for the impurity
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potential distribution to the case where uix = u
i
y = 0 and u
i
z = uz, allowing
us to rewrite Eq. (A.63) as
U(r) = uzσzδ(r). (A.64)
For the next steps, it is convenient to have the Fourier transform of this
real-space potential profile, which for the delta potential we have is given
simply
U(k) =
1
V
∫
dr e−ik·rU(r) =
1
V u(k), (A.65)
=
uzσz
V
∫
dr e−ik·rδ(r), (A.66)
=
1
V uzσz, (A.67)
u(k) = uzσz. (A.68)
In principle, this random impurity potential breaks the translational sym-
metry of the system, which means that momentum is no longer a good quan-
tum number. However, an experimental sample is typically much larger
than the phase coherence length in the system, so within each phase coher-
ence length, an electron travels under a different random impurity potential
configuration before losing its phase information. Therefore, the electron will
travel under a large number of impurity configurations before being collected
at a terminal, which allows us to perform an impurity self-average to restore
translational invariance of the system [18]. The effect of the impurity scat-
tering can then be calculated using an impurity-averaged self-energy, which
to second order in uz is written
Σeff(E) = 〈V 〉+ 〈V G0(E)V 〉, (A.69)
= Σ
(1)
eff (E) + Σ
(2)
eff (E), (A.70)
where 〈〉 is averaging over disorder configurations and G0 is the bare Green
function for the massless Dirac Hamiltonian in Eq. (4.2) of the main text,
which is given as
Gr0 =
1
(E + i0+)2 − α2k2 [(E + i0+)σ0 + αkyσx − αkxσy] , (A.71)
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= Gr0,0 σ0 +G
r
0,x σx +G
r
0,y σy. (A.72)
We proceed by calculating the first-order term of the effective self-energy,
which is given simply as [18]
Σ
(1)
eff (E) = 〈V 〉, (A.73)
= NimpU(k = 0), (A.74)
Σ
(1)
eff (E) = nimpuz σz ≡Mimp σz, (A.75)
where nimp =
Nimp
V
is the density of impurities in the system. To lowest
order in magnetization strength, uz, we see that a random arrangement of
magnetic impurities results in a net exchange splitting for the system that is
proportional to the magnetic impurity density.
The second-order term can be calculated in a similar fashion [18]:
Σ
(2)
eff (E) = 〈V G0(E)V 〉 (A.76)
= Nimp
∑
k1
U(k− k1)G0(E,k)U(k1 − k) (A.77)
=
Nimp
V2
∑
k1
u(k− k1)G0(E,k)u(k1 − k) (A.78)
= nimp
1
V
∑
k1
uzσzG0(E,k)uzσz (A.79)
= nimpu
2
z
∫
dk
(2pi)2
σzG
r
0(E,k)σz (A.80)
= nimpu
2
zσ0
∫
dφk dk
(2pi)2
E + i0+
(E + i0+)2 − α2k2 (A.81)
=
nimpu
2
z
2pi
σ0
∫
k dk
1
2
[
1
E − αk + i0+ +
1
E + αk + i0+
]
(A.82)
=
nimpu
2
z
2pi
σ0
∫
k dk
1
2
[
1
E − αk +
1
E + αk
−ipiδ(E − αk)− ipiδ(E + αk)
]
.
(A.83)
The real part of this diverges due to the unbounded nature of the delta
function impurity potential at the origin. Such a term, however, can be
regularized with a suitable momentum cutoff. Typical calculations choose a
Brillouin zone cutoff ΛBZ = pi/a, where a is the lattice constant, to limit the
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calculation within the first Brillouin zone, so we adopt this regulator [174]:
Re Σ
(2)
eff (E) =
nimpu
2
z
4pi
σ0
∫ pi/a
0
dk
[
k
E − αk +
k
E + αk
]
(A.84)
=
nimpu
2
z
4piα2
E
[
lnE2 − ln
(
E2 − α
2pi2
a2
)]
σ0 (A.85)
=
nimpu
2
z
4piα2
E ln
(
E2
E2 − α2pi2
a2
)
σ0. (A.86)
This second-order effect in uz simply raises the on-site energy and does not
change the qualitative physics of the problem. Typically, we consider this as
a renormalization of the Fermi energy F → F + limE→F Re Σ(2)eff [175].
We now focus on the imaginary part of this self-energy, which provides the
finite limetime to the electrons due to the impurity scattering:
iIm Σ
(2)
eff (E) = −i
nimpu
2
z
4
σ0
∫
k dk [δ(E − αk) + δ(E + αk)] (A.87)
= −inimpu
2
z
4|α| σ0
E
α
[
θ
(
E
α
)
− θ
(
−E
α
)]
(A.88)
iIm Σ
(2)
eff (E) = −i
nimpu
2
z
4α2
|E|σ0 ≡ −iΓimp σ0. (A.89)
This term is the leading order contribution to the broadening due to mag-
netic impurity scattering. Notably, it acts on both spins with the same sign
and follows the exact form of the broadening due to non-magnetic impuri-
ties [174]. With the leading order contributions in the mass gap and the
broadening in hand, we see that the ratio of the broadening to the mass gap,
Γimp
Mimp
=
|E|
4α2
uz ∝ uz, (A.90)
is proportional to the perturbative parameter, uz, which is taken to be much
less than unity. As such, the Hall conductivity generated by the presence of
magnetic dopants lies in the regime Γ/M  1 where it deviates negligibly
from the quantized value.
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A.5 Static versus Dynamic Contributions to
Inductance
We stress the importance of using a fully dynamic electromagnetics solu-
tion when calculating inductance as a quasistatic solution by Poisson’s equa-
tion alone, as the quasistatic solution would fail to capture any flux linkage
generated by the circulating currents and adjacent islands. In Fig. A.3, we
illustrate this importance by recalculating the frequency response of the topo-
logical inductor as described in the main text using a self-consistent solution
of the AC NEGF equations with Poisson’s equation. After self-consistency is
reached, the magnetic field is computed from the final current density profile
using magnetostatics. We see that over the entire frequency range, self-
consistency using Poisson’s equation severely underestimates the inductance
of the topological inductor by 930%. Most notably, even at low frequen-
cies, where the quasistatic approximation might seem to hold, we still see
a dramatic difference between the two electromagnetic solutions. Because
Poisson’s equation only incorporates charge dynamics, it fails to capture the
inductive coupling that is essential to understanding the performance of the
topological inductor. Thus the fully electrodynamic method presented here
is necessary in regimes where both transient and magnetic dynamics can-
not be ignored such as in photoabsorption and magneto-optical Kerr effect
spectroscopy.
A.6 Influence of Island Spacing on Inductance
To understand the effect of island spacing within the topological inductor, we
analytically solve for the wave function of the surface state of a TI between
two semi-infinite regions of magnetization as depicted in Fig. A.4. The low-
energy momentum-space surface state Hamiltonian is given by
H = vFpxσ
y − vFpyσx + Vzσz, (A.91)
where pi are momenta, σ
i are the spin Pauli matrices, and Vz is the Zeeman
field. To account for a spatially varying Zeeman field, we Fourier tranform
the Hamiltonian into real-space by replacing the momentum pi with −i~∂i,
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Figure A.3: Frequency response calculated using AC NEGF with
self-consistency with FDFD and Poisson’s equation. Because of its ability
to capture dynamic magnetic flux linking, FDFD electromagnetic coupling
results in an inductance 930% greater than using only Poisson’s equation.
giving
H = −i~vF∂xσy + i~vF∂yσx + Vz(x)σz, (A.92)
where ~ is Planck’s constant. Here, the Zeeman field varies in the x direction.
We solve for a system as indicated in Fig. A.4 where the Zeeman field is a
step-wise function of position as
Vz(x) =

+M x < 0 (Region I)
0 0 ≤ x < L (Region II)
−M x > L (Region III)
. (A.93)
Therefore, we can construct an ansatz wave function obtained from simple
plane wave solutions for Dirac’s equation for the three regions in Fig. A.4.
We have set ~ = vf = 1 for the proceeding, but units will be restored later.
ΨI(x) = α
(
1
κx−py
E+Vz
)
eκxx+ipyy (A.94a)
ΨII(x) = A1
(
1
−ipx−py
E
)
eipxx+ipyy + A2
(
1
ipx−py
E
)
e−ipxx+ipyy(A.94b)
ΨIII(x) = β
(
1
−κx−py
E+Vz
)
e−κxx+ipyy. (A.94c)
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Figure A.4: Schematic of the geometry used to derive current between
successive FIs. The space between the FIs is approximated as a region
without magnetization between two semi-infinite regions of ±M
magnetization.
Since the wave functions within the magnetic domains in regions I and III
are exponentially damped and should not vary with the spacing, we focus
our analysis on region II. In the DC case, the xˆ momentum is much larger
than the pˆ momentum due to the xˆ-directed electric field. Therefore by
demanding spinor continuity at the interfaces and taking the limit px  py,
we simplify the wave function to the form
ΨII(x)=
2A2
px(E+Vz)+iEκx
(
px(E + Vz) cos(pxx)− 2Eκx sin(pxx)
px
E
[2Eκx cos(pxx) + px(E + Vz) sin(pxx)]
)
.(A.95)
The y-directed current density between the islands can then be found to
be proportional to the y-directed velocity given as 〈vy〉 = −vF 〈ΨII |σx|ΨII〉.
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After restoring units, we find that
〈vy〉 = −4~v
2
F |A2|2
κx{
p2x(E + Vz)
2
p2x(E + Vz)
2 + (pyVz + Eκx)2
(κx − py)
E + Vz
+
κx
Ep2x(E + Vz)
2 + E3κ2x[
sin2(pxL/~)(px(E + Vz)− Eκx)(E(κx + px) + pxVz)
+Eκxpx(E + Vz) sin(2pxL/~)]
+
(px(E + Vz) cos(pxL/~)− (Eκx + Vzpy) sin(pxL/~))2
p2x(E + Vz)
2 + (pyVz + Eκx)2
(−κx − py)
E + Vz
}
.
(A.96)
The current density can then be simply calculated as Jy = en〈vy〉. In this
approximation, we find that the velocity and thus current density profile
between the magnetic domains varies sinusoidally as a function of position.
For our system, vF = 151930 m/s, M = 0.2 eV and E = µ = 0.1 eV resulting
in an approximation that matches quite well with the peak of the inductance
we see with island spacing in the main text.
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