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Abstract
Let Der(Cq) be the derivation Lie algebra of the quantum torus Cq . We construct a functor from
gld -modules to Der(Cq)-modules, which generalizes the constructions obtained by Shen [Scientia
Sinica A 29 (1986) 570], Larsson [Internat. J. Modern Phys. A 7 (1992) 6493], and Rao [J. Algebra
182 (1996) 401]. We also give a complete description of the structure of the Der(Cq)-modules when
all the entries of the quantum torus matrix q = (qij )d×d are roots of unity.
 2004 Elsevier Inc. All rights reserved.
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Introduction
In this paper we construct a functor from gld -modules to Der(Cq)-modules, where
Der(Cq) is the Lie algebra of derivations on quantum torus Cq associated with matrix
q = (qij )d×d . By using the techniques from [2,3], we prove that the image module of a
finite-dimensional irreducible gld -module is most often completely reducible. The only
exceptions are these of the fundamental modules and the one-dimensional modules. In
these cases we also describe their sub-modules and the irreducible quotients. Our results
generalize the results obtained by Rao [3].
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W. Lin, S. Tan / Journal of Algebra 275 (2004) 250–274 251Let gld be the Lie algebra of d × d matrices over the field of complex numbers C.
We write gld = sld ⊕ CId where sld is the finite-dimensional simple Lie algebra of
trace zero matrices, and Id the identity matrix. It is well known that finite-dimensional
irreducible modules and dominant integral weights are in one-to-one correspondence for
finite-dimensional simple Lie algebra. Let V (ψ) be a finite-dimensional irreducible sld -
module corresponding to a dominant integral weight ψ . Let Id , the central element of gld ,
act by a complex number b and denote the corresponding gld -module by V (ψ,b). Let
A be the ring of Laurent polynomials in commuting variables. Larsson [6] (see also [7])
constructed a functor Fα from gld -modules to DerA-modules, which is indeed a special
case of the modules constructed by Shen [9]. Rao [3] studied the structure of the image
modules, under the functor Fα , of finite-dimensional irreducible gld -modules, and proved
that Fα(V (ψ,b)) is irreducible unless (ψ,b)= (δk, k) or (0, b), where δk for 1  k < d
are the fundamental weights for gld . Enlightened by their work, we construct a functor
Fαg (for α belonging to Cd and g being a function from the weight lattice Γ to C) from
gld -modules to Der(Cq)-modules. These modules are weight modules of Der(Cq), and the
dimension of each weight space is in fact the dimension of the gld -module. In this paper
we study the structure of the Der(Cq)-modules, where we assume that all the entries of the
quantum torus matrix q are roots of unity. As a special case, if all the entries of quantum
torus matrix equal to 1, the functor Fαg is precisely the functor Fα defined by Rao. The
results proved by Rao [3] are indeed included in this paper.
In Section 1 we give some notations and recall the necessary facts on gld -modules
and the Lie algebra of derivations on quantum torus. Then we construct the functor Fαg
from gld -modules to Der(Cq)-modules. In Section 2 we define an equivalence relation
on the weight lattice Γ , which is used in Section 5 to describe the module structure of
Der(Cq). In Section 3 we investigate the properties of the submodules of Der(Cq)-module
Fαg (V (ψ,b)) with (ψ,b) = (δk, k) or (0, b), while in Section 4 we study the properties
of the Der(Cq)-module Fαg (V (ψ,b)) with (ψ,b)= (δk, k) or (0, b). Finally, in Section 5
we state the main theorems and prove them by using the results obtained in Sections 2–4.
One of the main results is Theorem 5.2, where we prove that Fαg (V (ψ,b)) is completely
reducible when (ψ,b) = (δk, k) or (0, b), and the number of irreducible submodules of
Fαg (V (ψ,b)) equals to the number of the equivalence classes in Γ . We remark that when
the entries of the quantum torus matrix are all equal to 1 there is only one equivalence
class in Γ , therefore the Der(Cq)-module Fαg (V (ψ,b)) in this case is irreducible [3].
Theorems 5.3 and 5.4 are devoted to the study of the module structure with (ψ,b)= (δk, k)
and (0, b), respectively. For additional material one may consult [4,8,10].
1. Functor and Der(Cq)-modules
Throughout this paper we fix a positive integer d  2. We also fix a vector space U over
C with a basis e1, e2, . . . , ed . Let (· , ·) be a bilinear form on U such that (ei, ej )= δij . Let
Γ = Ze1 ⊕ · · · ⊕Zed be a lattice in U . Throughout this paper we will use a, b, c, n, m, r ,
and s to denote the elements of Γ . We first recall some facts of Der(Cq) [1].
Let q = (qij )d×d be any d×d matrix with nonzero entries satisfying qii = 1, q−1ij = qji ,
for all 1  i, j  d . Let Jq denote the ideal of the non-commutative Laurent polynomial
252 W. Lin, S. Tan / Journal of Algebra 275 (2004) 250–274ring S[d] = C[x±11 , . . . , x±1d ]n.c. generated by the elements {xixj − qij xjxi , xix−1i − 1,
x−1i xi − 1 for 1 i, j  d}. We let Cq be the factor ring S[d]/Jq . As usual we again write
xi ∈ Cq for the image of xi ∈ S[d] under the natural homomorphism, so we have xixj =
qij xjxi , x
−1
i xi = xix−1i = 1, 1 i, j  d . Cq is called the quantum torus associated with
the matrix q , and q is called the quantum torus matrix.
If n =∑di=1niei ∈ Γ , we let xn = xn11 · · ·xndd ∈ Cq . It is clear that the units of Cq are
of the form cxn, where c ∈ C∗ (set of nonzero complex numbers), and n ∈ Γ . We define
maps σ,f : Γ × Γ →C∗ by
σ(n,m)=
∏
1i<jd
q
njmi
ji , f (n,m)= σ(n,m)σ(m,n)−1
for all m,n ∈ Γ . Then we have the following results [1]:
(1) f (n,m)= f (m,n)−1, f (n,n)= f (n,−n)= 1,
f (n+m,s + r)= f (n, s)f (n, r)f (m, s)f (m, r).
(2) σ(n+m,s + r)= σ(n, s)σ (n, r)σ (m, s)σ (m, r).
(3) xnxm = σ(n,m)xn+m, [xn, xm]= (σ(n,m)− σ(m,n))xn+m
for all n,m, r, s ∈ Γ . Define the radical of f , denoted by rad(f ),
rad(f )= {n ∈ Γ | f (n,m)= 1,∀m ∈ Γ }.
It is clear that rad(f ) is a subgroup of Γ . As Cq is graded by Γ , we have the degree
derivations der1, . . . ,derd satisfying deri (xn) = nixn for n =∑di=1niei ∈ Γ . The inner
derivations adxn satisfy adxn(xm) = (σ (n,m) − σ(m,n))xn+m. If n ∈ rad(f ), then
adxn = 0, otherwise adxn = 0.
As usual, if u1, . . . , uk are elements in a vector space, we denote by 〈u1, . . . , uk〉 the
linear span over C. For n ∈ rad(f ), u=∑di=1uiei ∈ U , we set D(u,n)= xn∑di=1ui deri .
Let Der(Cq)n be the set of derivations of Cq with homogeneous degree n. We have the
following results.
Lemma 1.1 (see [1, Lemma 2.48]). Let n ∈ Γ , then
(1) Der(Cq)=
⊕
n∈Γ
Der(Cq)n;
(2) Der(Cq)n =

C adxn, if n /∈ rad(f ),
d⊕
i=1
Cxn deri , if n ∈ rad(f ).
The set Der(Cq) of derivations on the quantum torus Cq is a Lie algebra with the
following Lie structure:
W. Lin, S. Tan / Journal of Algebra 275 (2004) 250–274 253(1) ∀s, s′ /∈ rad(f ), [adxs, adxs ′ ] = σ(s, s′)(1− f (s′, s)) adxs+s ′ ;
(2) ∀s /∈ rad(f ), r ∈ rad(f ), u ∈ U, [adxs,D(u, r)] = −(u, s)σ (r, s) adxr+s ;
(3) ∀r, r ′ ∈ rad(f ), u,u′ ∈ U , [D(u, r),D(u′, r ′)] =D(w, r + r ′),
where w = σ(r, r ′)((u, r ′)u′ − (u′, r)u).
One can easily see that {D(u,0) | u ∈ U} is a maximal abelian subalgebra of Der(Cq).
Let Eji be the elementary matrix with (j, i)th entry 1 and 0 elsewhere. Then Eji , 1 
i, j  d forms a basis of gld , and the Lie structure is given by [Eij ,Ekl] = δjkEil− δliEkj .
Let E be the subspace of diagonal matrices of gld . gld = sld ⊕ CId , where sld is the
subspace of trace zero matrices and Id is the identity matrix. Let E0 = E ∩ sld with
standard basis α∨i = Eii − Ei+1,i+1, 1  i  d − 1, be a Cartan subalgebra of sld .
Let E∗0 be the dual space of E0 and let δ1, . . . , δd−1 be fundamental weights in E
∗
0
defined by δi(α∨j ) = δi,j . An element ψ in E∗0 is called a dominant integral weight if
ψ(α∨i ) is nonnegative integer for all i . It is well known that finite-dimensional irreducible
modules for sld and dominant integral weights are in one–one correspondence. Let V (ψ)
be the finite-dimensional irreducible sld -module corresponding to the dominant integral
weight ψ . We can view V (ψ) as a gld -module by defining Id to act as a complex number b.
We denote the corresponding gld -module by V (ψ,b). Obviously, the fundamental weights
are dominant integral weights.
Let P ⊆ E∗ be the set of all weights for the module V (ψ,b). Let α∨ij = Eii −Ejj be a
co-root for i = j . Let αij be the corresponding root defined as an element of E∗ such that
αij (Eii )= 1 and αij (Ejj )=−1 and αij (Ekk)= 0 for k = i, j . It follows that αij (Id)= 0
and αij (α∨ij )= 2
Let G be a Lie algebra with Cartan subalgebra H. Let H∗ be the dual space of H.
A G-module W is called a weight module if W =⊕λ∈H ∗ Wλ, where
Wλ =
{
v ∈W | hv = λ(h)v for all h ∈H}.
The vectors of Wλ are called weight vectors of weight λ.
Fixing a function g :Γ →C∗, which satisfies g(n)g(m)= g(n+m), for n,m ∈ Γ , and
g(n)= 1, for n ∈ rad(f ). One can easily see that there are many functions with the above
properties. For example, fix any n ∈ Γ , then g(s)= f (n, s) satisfies the above properties.
Let A(u, r)=∑i,j uirjEji ∈ gld , for u=∑uiei ∈ U , and r =∑iriei ∈ Γ .
Definition 1.2. For α ∈ U and function g :Γ → C∗ satisfying g(m)g(n) = g(m+ n) and
g(k)= 1 for m,n ∈ Γ , k ∈ rad(f ), we define a map
Fαg : gld -modules−→Der(Cq)-modules,
V −→ Fαg (V )= V ⊗Cq =
⊕
n∈Γ
V (n),
where V (n)= V ⊗ xn for each n ∈ Γ , and the action of Der(Cq) on Fαg (V ) is defined as
follows:
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(
g(s)− f (n, s))v(s + n);
(2) D(u, r)v(n)= (u,n+ α) id⊗Lxr .v(n)+A(u, r)⊗Lxr .v(n)
= (u,n+ α)σ(r, n)v(r + n)+ σ(r, n)A(u, r)v(r + n),
where A(u, r) = ∑i,j uirjEji , v(n) := v ⊗ xn ∈ V (n), adg xs = g(s)Lxs − Rxs , and
Lxs ,Rxs are left and right multiplication operators for s /∈ rad(f ), r ∈ rad(f ), u ∈ U .
To show that the map Fαg is well-defined, we need to check the vector space Fαg (V ) is
a Der(Cq)-module for each gld -module.
Lemma 1.3. Fαg (V ) is a Der(Cq)-module.
Proof. Since Der(Cq) consists of inner derivations and outer derivations, we need to divide
our proof into three stages.
(1) By the Lie structure of Der(Cq), we have, for s, s′ /∈ rad(f ), and v ∈ V , n ∈ Γ ,[
adxs, adxs
′]
.v(n)= ad[xs, xs ′].v(n)= id⊗ adg[xs, xs ′].v(n).
On the other hand, by the definition of Fαg , we have
adxs.
(
adxs
′
v(n)
)− adxs ′ .(adxsv(n))
= (id⊗ adg xs adg xs ′ − id⊗ adg xs ′ adg xs)v(n)
= (id⊗(g(s)g(s′)LxsLxs′ − g(s)LxsRxs′ − g(s′)RxsLxs′ +RxsRxs′ )
− id⊗(g(s′)g(s)Lxs′Lxs − g(s)Rxs′Lxs − g(s′)Lxs′Rxs +Rxs′Rxs )).v(n)
= id⊗(g(s + s′)L[xs,xs′ ] −R[xs,xs′ ]).v(n)
= id⊗ adg
[
xs, xs
′]
.v(n).
This implies[
adxs, adxs
′]
.v(n)= adxs.(adxs ′v(n))− adxs ′ .(adxsv(n))
as required.
(2) Next, we show that[
D(u, r),D(u′, r ′)
]=D(u, r)(D(u′, r ′)v(n))−D(u′, r ′)(D(u, r)v(n)),
for all r, r ′ ∈ rad(f ), u,u′ ∈ U . Indeed,[
D(u, r),D(u′, r ′)
]
v(n)=D(w, r + r ′)v(n)
= (w,n+ α) id⊗L r+r′ v(n)+A(w, r + r ′)⊗L r+r′ v(n),x x
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A(u, r)A(u′, r ′)= (u, r ′)A(u′, r) for u,u′ ∈ U , r ′, r ∈ rad(f ), we have
D(u, r)
(
D(u′, r ′)v(n)
)−D(u′, r ′)(D(u, r)v(n))
= ((u,n+ r ′ + α) id⊗Lxr +A(u, r)⊗Lxr )
× ((u′, n+ α) id⊗L
xr
′ +A(u′, r ′)⊗L
xr
′
)
.v(n)− ((u′, n+ r + α) id⊗L
xr
′
+A(u′, r ′)⊗Lxr′
)(
(u,n+ α) id⊗Lxr +A(u, r)⊗Lxr
)
.v(n)
= (((u, r ′)(u′, n+ α)− (u′, r)(u,n+ α)) id⊗LxrLxr′
+ (u, r ′)A(u′, r ′)⊗LxrLxr′
)
v(n)
− ((u′, r)A(u, r)⊗LxrLxr′ − [A(u, r),A(u′, r ′)]⊗LxrLxr′ )v(n)
= ((w,n+ α) id⊗L
xr+r′
+ ((u, r ′)A(u′, r + r ′)− (u′, r)A(u, r + r ′))⊗LxrLxr′ )v(n)
= ((w,n+ α) id⊗L
xr+r′ +A(w, r + r ′)⊗Lxr+r′
)
v(n).
(3) Finally, we show that[
adxs,D(u, r)
]
v(n)= adxs(D(u, r)v(n))−D(u, r)(adxsv(n))
for s /∈ rad(f ), r ∈ rad(f ), u ∈ U , v ∈ V , and n ∈ Γ . In fact, we have[
adxs,D(u, r)
]
v(n)=−(u, s)σ (r, s) adxr+sv(n)=−(u, s)σ (r, s)(id⊗ adg xr+s)v(n).
Moreover, we have σ(s, r)= σ(r, s), g(r+s)= g(s), ∀r ∈ rad(f ), s ∈ Γ , so Lxr = Rxr
and adg xsLxr = Lxr adg xs = σ(r, s) adg xr+s . Hence
adxs.
(
D(u, r)v(n)
)−D(u, r)(adxsv(n))
= (id⊗ adg xs)((u,n+ α) id⊗Lxr +A(u, r)⊗Lxr )v(n)
− ((u,n+ s + α) id⊗Lxr +A(u, r)⊗Lxr )(id⊗ adg xs)v(n)
=−(u, s)σ (r, s)(id⊗ adg xr+s)v(n).
This completes the proof of the lemma. ✷
Remark 1.4.
(1) For any gld -modules V1,V2 and h ∈ Homgld (V1,V2), let Fαg (h) :Fαg (V1)→ Fαg (V2),
v1(n) → h(v1)(n), ∀v1 ∈ V1, n ∈ Γ . Then Fαg is a functor from gld -modules to
Der(Cq)-modules.
(2) Fαg (V (ψ,b)) is a {D(u,0) | u ∈ U} weight module and the dimension of its weight
space equals to the dimension of V (ψ,b).
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is in modules with finite-dimensional weight spaces, meanwhile a finite-dimensional
gld -modules are completely reducible, it is sufficient for us to consider Fαg (V (ψ,b))
with dominant integral weight ψ .
2. Equivalence relation on Γ
Let W be a submodule of Fαg (V (ψ,b)), then W is also a weight module. In the rest of
the paper we write W =⊕n∈Γ W(n), where W(n) is its weight space. In this section we
define an equivalence relation on Γ , which will be used later on to study the structure of
the Der(Cq)-modules. For n ∈ Γ , we first define some notations:
Γ 1n =
{
s /∈ rad(f ) ∣∣ f (n, s) = g(s)},
Γ 2n =
{
s /∈ rad(f ) ∣∣ f (n, s)= g(s) and f (n, r) = g(r), f (n+ s, r) = g(r)
for some r /∈ rad(f )},
Γ 3n =
{
s /∈ rad(f ) ∣∣ f (n, s)= g(s) and for all r /∈ rad(f ), if f (n, r) = g(r),
then f (n+ s, r)= g(r)},
Γn = Γ 1n ∪ Γ 2n ∪ rad(f ).
Definition 2.1. For s1, s2 ∈ Γ , we define s1 ∼ s2 ⇔ s1 + Γs1 = s2 + Γs2 .
It is clear that “∼” is an equivalence relation on Γ . For simplicity we denote the
equivalence class corresponding to s by s for s ∈ Γ .
Remark 2.2. According to the definition, we have the following result:
(1) Γ 1n ,Γ 2n ,Γ 3n , rad(f ) do not intersect each other, for n ∈ Γ .
(2) Γ = Γn ∪ Γ 3n , rad(f ) + Γn = Γn, rad(f ) + Γ 3n = Γ 3n , Γ 1n = Γ 1n+s , Γ 2n = Γ 2n+s , for
n ∈ Γ , s ∈ rad(f ).
Lemma 2.3. For all n ∈ Γ , we have the following statements:
(1) s ∈ Γ 1n ⇔−s ∈ Γ 1n+s ; s ∈ Γ 2n ⇔−s ∈ Γ 2n+s .
(2) s ∈ Γn if and only if Γn = s + Γn+s .
Proof. (1)
s ∈ Γ 1n ⇐⇒ f (n, s) = g(s) ⇐⇒ f (n,−s) = g(−s)
⇐⇒ f (n+ s,−s) = g(−s) ⇐⇒ −s ∈ Γ 1n+s .
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f (n+ s, a) = g(a) ⇐⇒ f (n+ s,−s)= g(−s),
and f (n+ s, a) = g(a) and f (n+ s − s, a) = g(a) for some a /∈ rad(f ), i.e., −s ∈ Γ 2n+s .
(2) “⇐” Suppose Γn = s + Γn+s , we have s ∈ s + Γn+s = Γn.
“⇒” On the other hand, assume s ∈ Γn, we first prove that Γn ⊆ s + Γn+s .
For any m ∈ Γn, we must show that m − s ∈ Γn+s . According to the properties of s,
we divide our discussion into three cases, while each case consists of three subcases in
accordance with the properties of m.
Case 1. We consider s ∈ rad(f ).
Subcase 1. If m ∈ rad(f ), then we have m− s ∈ rad(f )⊆ Γn+s .
Subcase 2. If m ∈ Γ 1n , then f (n,m) = g(m). Since s ∈ rad(f ), we have f (n, s) =
g(s)= 1. Hence f (n+ s,m− s) = g(m− s), so we have m− s ∈ Γ 1n+s .
Subcase 3. If m ∈ Γ 2n , then f (n,m) = g(m) and for some a /∈ rad(f ), we have
f (n, a) = g(a) and f (n + m,a) = g(a). Since s ∈ rad(f ), we have f (n + s,m − s) =
g(m− s) and f (n+ s, a) = g(a) and f (n+ s +m− s, a) = g(a). Hence m− s ∈ Γ 2n+s .
Case 2. If s ∈ Γ 1n , then we have f (n, s) = g(s).
Subcase 1. If m ∈ rad(f ), it follows that f (n + s,m − s) = f (n,−s) = g(−s) =
g(m− s), thus m− s ∈ Γ 1n+s .
Subcase 2. m ∈ Γ 1n then f (n,m) = g(m). If m − s /∈ Γn+s , then f (n + s,m − s) =
g(m− s), and for any a /∈ rad(f ), we have that if f (n+ s, a) = g(a), then f (n+m,a)=
g(a).
Since f (n, s) = g(s), we have f (n + s, s) = g(s). Thus f (n + m,s) = g(s). On
the other hand, we have f (n,m)f (m + n,−s) = f (n + s,m − s) = g(m − s), hence
f (n,m)= g(m). Contradiction to m ∈ Γ 1n .
Subcase 3.
(2.1) If m ∈ Γ 2n , then f (n,m) = g(m) and there exist a /∈ rad(f ) satisfying f (n, a) =
g(a) and f (n+m,a) = g(a).
(2.2) If m− s /∈ Γn+s , i.e., m− s ∈ Γ 3n+s , then we have f (n+ s,m− s)= g(m− s) and
for any b /∈ rad(f ), if f (n+ s, b) = g(b), then f (n+m,b)= g(b).
(2.3) Since f (n+ s,m − s) = g(m − s), we have f (n,m)f (m+ n,−s) = g(m)g(−s).
Hence f (n+m,s)= g(s).
If f (n+ s, a+ s) = g(a+ s), then by (2.2) we have f (n+m,a+ s)= g(a+ s). Hence,
by (2.1), we have f (n+m,s) = g(s). Contradiction to (2.3).
If f (n+ s, a + s) = g(a + s), then f (n+ s, a)f (n, s) = g(a)g(s). Since s ∈ Γ 1n , we
have f (n+ s, a) = g(a) then by (2.2) we have f (n+m,a)= g(a). Contradiction to (2.1).
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(2.4) If s ∈ Γ 2n , then we have f (n, s)= g(s) and f (n, a) = g(a), f (n+ s, a) = g(a), for
some a /∈ rad(f ).
Subcase 1. For all m ∈ rad(f ), we have f (n + s,m − s) = f (n,−s) = g(−s) =
g(m− s) and f (n+ s, a) = g(a) and f (n+m,a)= f (n, a) = g(a). Thus m− s ∈ Γ 2n+s .
Subcase 2. For any m ∈ Γ 1n , we have f (n,m) = g(m).
(2.5) If m − s /∈ Γn+s , i.e., m − s ∈ Γ 3n+s , then f (n + s,m − s) = g(m − s), i.e.,
f (n,m)f (n,−s)f (s,m)= g(m)g(−s).
(2.6) For b /∈ rad(f ), if f (n+ s, b) = g(b), then f (n+m,b)= g(b).
(2.7) By (2.4), (2.5), we have f (n,m)f (s,m)= g(m) and f (m, s) = 1.
Again by (2.4), we have f (n+ s, a + s) = g(a + s), hence by (2.6) we get f (n+m,
a + s) = g(a + s). Thus by (2.4) and (2.6), we have f (n + m,a)f (m, s) = g(a),
f (n+m,a)= g(a), hence f (m, s)= 1. Contradiction to (2.7).
Subcase 3.
(2.8) For all m ∈ Γ 2n , we have f (n,m) = g(m) and f (n, b) = g(b) and f (n + m,b) =
g(b), for some b /∈ rad(f ).
(2.9) If m − s /∈ Γn+s , then f (n + s,m − s) = g(m − s) and for any c /∈ rad(f ), if
f (n+ s, c) = g(c), then f (n+m,c)= g(c).
By (2.8), (2.9), we have f (n+ s, b) = g(b), then by (2.4) we have f (n+ s, a + b) =
g(a + b). Hence by (2.9) we have f (n + m,a + b) = g(a + b). But by (2.4) we
have f (n + s, a) = g(a), hence f (n + m,a) = g(a) (where we have used (2.9)). Thus
f (n+m,b)= g(b). Contradiction to (2.8).
From all of above, we conclude that if s ∈ Γn, then Γn ⊆ s + Γn+s , for n ∈ Γ .
Furthermore, for n ∈ Γ , if s ∈ Γn, we have −s ∈ Γn+s (by (1)). So we have Γn+s ⊆
(−s)+ Γn, i.e., s + Γn+s ⊆ Γn. This completes the proof. ✷
With the above lemma we can easily deduce the following result.
Corollary 2.4. For all n1, n2 ∈ Γ , we have
(1) n2 − n1 ∈ Γn1 if and only if n1 + Γn1 = n2 + Γn2 .
(2) (n1 + Γn1)∩ (n2 + Γn2) = φ if and only if n1 + Γn1 = n2 + Γn2 .
Proof. (1) By Lemma 2.3, we have
n2 − n1 ∈ Γn1 ⇐⇒ Γn1 = n2 − n1 +Γn2
i.e., n1 + Γn1 = n2 + Γn2 .
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Γn1 + n1 = s + Γs and Γn2 + n2 = s + Γs ⇔ n1 + Γn1 = n2 + Γn2 . ✷
From the above corollary, we have the following result.
Corollary 2.5. For all s ∈ Γ , s = s + Γs .
Now we describe some properties for the inner derivations of the quantum torus Cq .
Lemma 2.6. For any submodule W of Fαg (V (ψ,b)) and n ∈ Γ , v ∈ V (ψ,b), we have
(1) If v(n) ∈W(n) and s ∈ Γ 1n ∪ Γ 2n , then v(n+ s) ∈W(n+ s).
(2) If m+ s ∈ Γ 3n , then adxsv(n+m)= 0 for all m ∈ Γn and s /∈ rad(f ).
Proof. (1) According to the properties of s, we divide our proof into two parts.
Case 1. Suppose s ∈ Γ 1n , we have f (n, s) = g(s) and
adxsv(n)= σ(s, n)(g(s)− f (n, s))v(n+ s) ∈W(n+ s),
thus v(n+ s) ∈W(n+ s).
Case 2. Suppose s ∈ Γ 2n , we have f (n, s)= g(s) and f (n,m) = g(m),f (n+s,m) = g(m)
for some m /∈ rad(f ).
Thus f (n,m+s) = g(m+s), by Case 1 we have v(n+m+s) ∈W(n+m+s). We also
have f (n+m+ s,−m)= f (n+ s,−m) = g(−m), then by Case 1, v(n+m+ s −m)=
v(n+ s) ∈W(n+ s).
(2.10) To prove (2), we suppose the assertion is false, and then we have adxsv(n+m) = 0
for some m ∈ Γn, s /∈ rad(f ), and m + s ∈ Γ 3n . Therefore, we have g(s) =
f (n+m,s).
(2.11) Since m + s ∈ Γ 3n , we have f (n,m + s) = g(m + s), and if f (n, b) = g(b) for
b /∈ rad(f ), then f (n+m+ s, b)= g(b).
Now we deduce contradiction case by case in accordance with the choice of m.
Case 1. If m ∈ rad(f ), then by (2.10), we have g(s) = f (n, s), but by (2.11) we have
f (n, s)= f (n,m+ s)= g(s) (since f (n,m)= g(m)= 1), which is a contradiction.
Case 2. Ifm ∈ Γ 1n , we have f (n,m) = g(m). Thus by (2.11), we have f (n+s,m)= f (n+
m+ s,m)= g(m), and f (n,m+ s)= g(m+ s)= f (n+ s,m)g(s). Therefore, f (n, s)=
f (s,m)g(s). So we have f (n + m,s) = f (m, s)f (n, s) = f (m, s)f (s,m)g(s) = g(s).
Contradiction to (2.10).
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and f (n + m,b) = g(b). By (2.11), we have f (n,m + s) = g(m + s), so we have
f (n, s)= g(s). Thanks for (2.10) we have
f (m, s) = 1. (2.12)
Since f (n, b) = g(b) and f (n,m) = g(m), we have f (n,m + b) = g(m + b). Thus
by (2.11), we have f (n+m+ s,m+b)= g(m+b). On the other hand, we have f (n, b) =
g(b), also by (2.11), we have f (n+m+ s, b)= g(b). Then we have f (n+m+ s,m)=
g(m), moreover, we have f (s,m)= 1 (since m ∈ Γ 2n ). Contradiction to (2.12). ✷
3. Regular Der(Cq)-modules
Let Fαg (ψ,b) := Fαg (V (ψ,b)) and let Fαg (ψ,b)(n) := V (n). If (ψ,b) = (δk, k) (1 
k  d − 1) or (0, b), we will call Fαg (ψ,b) irregular Der(Cq)-modules, otherwise we will
call Fαg (ψ,b) regular Der(Cq)-modules. In this section we investigate the properties of
regular Der(Cq)-modules.
In the rest of this paper we assume that all the entries of the quantum torus matrix are
roots of unity.
Lemma 3.1. If all the entries of quantum torus matrix are roots of unity, then for each
1 i  d , there exists some pi ∈N such that piei ∈ rad(f ).
Proof. It can be verified directly from the definition of rad(f ). ✷
We first recall a standard fact of sl2 theory. Let λ ∈ P and let vλ be a nonzero weight
vector. Then λ(Eii − Ejj ) = p − q , where q and p are maximal with the property that
EijEij · · ·Eij vλ = 0 (q times) and EjiEji · · ·Ejivλ = 0 (p times). We also need to recall
some definitions introduced by Rao [3].
Definition 3.2.
(1) We say that λ, µ satisfy property A if
(i) λ,µ ∈ P , λ = µ.
(ii) For any i ∈ {1,2, . . . , d} := I , λ(Eii)= µ(Eii) or λ(Eii)+µ(Eii)= 1.
(2) S(λ,µ)= {i ∈ I | λ(Eii)+µ(Eii)= 1 and λ(Eii) = µ(Eii)}.
(3) λ ∈ P is called unit if λ(Eii) ∈ {0,1} for i ∈ I .
(4) Let v(n)=∑ki=1vλi (n) be a vector of W(n), where each vλi is a gld weight vector of
weight λi . We say that v(n) is of length k.
In the rest of this section we deal with the case with (ψ,b) = (δk, k), (0, b).
Now we will prove a basic lemma on Fαg (ψ,b) which we will use to prove almost all
the results in this section.
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then W(n) contains the following vectors:
(V1) (Eii −EiiEii)v(n);
(V2) EjiEjiv(n) (i = j);
(V3) EijEiiv(n) (i = j);
(V4) ((n+ α)iEjk − (n+ α)kEji)v(n) for i, j, k, and n+ α =∑i (n+ α)iei .
Proof. From definition (1.3), we have, for r ∈ rad(f ), u,u′ ∈ U ,
D(u′,−r)D(u, r)v(n)= σ(−r, r)((u′, n+ α + r)(u,n+ α)
+ (u′, n+ α + r)A(u, r)− (u,n+ α)A(u′, r)
−A(u′, r)A(u, r))v(n).
Thus
(
(u′, n+ α + r)A(u, r)− (u,n+ α)A(u′, r)−A(u′, r)A(u, r))v(n) ∈W(n). (3.1)
(V1) Let u= u′ = ei , r = piei ∈ rad(f ). Then we have
(
(ni + αi + pi)piEii − (ni + αi)piEii − p2i EiiEii
)
v(n)
= p2i (Eii −EiiEii )v(n) ∈W(n).
(V2) Let u= u′ = ej , r = piei (i = j), then by (3.1), we have
(
(nj + αj )piEij − (nj + αj )piEij − p2i EijEij
)
v(n)=−p2i EijEij v(n) ∈W(n).
(V3) Let u= u′ = ei + ej , r = piei , i = j , then by (3.1), we have
(
(ni + αi + pi + nj + αj )pi(Eii +Eij )− (ni + αi + nj + αj )pi(Eii +Eij )
− p2i (Eii +Eij )(Eii +Eij )
)
v(n)
= p2i (Eii −EiiEii −EijEij +Eij −EiiEij −EijEii)v(n) ∈W(n).
Now by (V1), (V2), and the fact
EijEiiv(n)= [Eij ,Eii]v(n)+EiiEij v(n)=EiiEij v(n)−Eij v(n),
we get (V3).
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(ni + αi +pj δi,j )pjEjk − (nk + αk)pjEji − p2jEjiEjk
)
v(n) ∈W(n). (3.2)
If k = i , then (V4) is clear. If k = i , i = j , then by (3.2), we have
pj
(
(n+ α)iEjk − (n+ α)kEji
)
v(n)+ p2j (Ejk −EjiEjk)v(n) ∈W(n).
Since
Ejkv(n)= [Ejj ,Ejk]v(n)=EjjEjkv(n)−EjkEjjv(n),
then by (V3), we have (V4). Next if k = i = j = k, then by (3.2) and (V3), we have (V4).
Finally, if k = i , i = j , j = k, then by interchanging i and k, from (3.2) we have(
(n+ α)kpjEji − (n+ α)ipjEjk − p2jEjkEji
)
v(n) ∈W(n). (3.3)
Since
(EjkEji −EjiEjk)v(n)= [Ejk,Eji]v(n)= 0,
then (V4) follows from (3.2) and (3.3). ✷
With the above lemma we obtain the following results [3].
Lemma 3.4. Suppose λ, µ satisfy property A and S = S(λ,µ). Then
(1) |S| = 2∑i∈S λ(Eii);
(2) |S| 2;
(3) λ(Eii −Ejj)=−µ(Eii −Ejj ) for i, j ∈ S;
(4) λ(Eii −Ejj) = 0 for some i, j ∈ S .
Proof. For (1)–(3), see [3, Lemma 2.3]. For (4), if λ(Eii −Ejj)= 0 for i, j ∈ S , then we
can let λ(Eii)= a for i ∈ S . Thus by (1) we have |S| = 2a|S|. This implies a = 1/2. Then
by the definition of S , we have µ(Eii)= 1− λ(Eii)= 1/2= λ(Eii) which is absurd. ✷
Lemma 3.5. Let W be a submodule of the Der(Cq)-module Fαg (ψ,b), and let v(n) =∑k
i=1 vλi (n) be a vector of length k in W(n). Suppose property A does not hold for some
λi , λj . Then W(n) contains a vector of length at most k − 1.
Proof. It follows from Lemma 3.3 (see [3, Lemma 3.7] for detail). ✷
We will give an alternative proof of the following lemma which is originally proved by
Rao (see [3, Lemmas 2.5, 3.9]). One can see that our proof is simpler than the proof given
in [3].
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i=1 vλi (n) be a vector of length k of W(n) such that property A holds for pairs {λi, λj }.
Furthermore, assume that λ= λl is not a unit for some l. Then W(n) contains a vector of
at most length k − 1.
Proof. Fix µ = λp (p = l). For any i ∈ {1,2, . . . , d}, j ∈ S(λ,µ) with j = i . We have
EijEiiv(n) ∈ W(n) and EjiEjj v(n) ∈ W(n) by (V3) of Lemma 3.3. We also note that
property A does not hold for {λ+ αij ,µ+ αij } and {λ+ αji ,µ+ αji}. So by Lemma 3.5,
the result is true unless EijEiivλ = EijEiivµ = EjiEjj vλ = EjiEjj vµ = 0. Suppose that
is the case. We prove that this will give a contradiction.
Note that λ is not a unit, we have λ(Eii)= a /∈ {0,1} for some i ∈ {1,2, . . . , d}. Thus
Eij vλ = 0 for j ∈ S(λ,µ). Now by Lemma 3.4(4), we see that there exists j ∈ S(λ,µ)
such that λ(Eii −Ejj )= b = 0.
Case 1. If λ(Ejj ) = 0 we have Ejivλ = 0, then by sl2 theory, we have λ(Eii −Ejj )= 0,
which is absurd.
Case 2. If λ(Ejj )= 0 we have µ(Ejj )= 1 (since j ∈ S(λ,µ)). Thus µ(Eii) equals to a
or 1− a since λ,µ satisfy property A. This implies µ(Eii −Ejj ) equals to a − 1 or −a.
Hence Ejivµ = Eij vµ = 0 and µ(Eii − Ejj ) = 0 (since a /∈ {0,1}). But by sl2 theory
again, we have µ(Eii −Ejj)= 0, which is false. ✷
Lemma 3.7. Let W be a submodule of the Der(Cq)-moduleFαg (ψ,b), and (ψ,b) = (δk, k).
Let V (n)=∑ki=1 vλi (n) be a vector of W(n) of length k. Assume n+ α = 0 and λi to be
unit. Then W(n) contains a vector of length at most k − 1.
Proof. It follows from Lemma 3.3 and the Weyl group theory (see [3, Lemma 3.10] for
detail). ✷
Lemma 3.8. Let W be a submodule of the Der(Cq)-moduleFαg (ψ,b) andW(n) be nonzero
weight space for some n such that n+ α = 0. Then there exists a gld -weight vector v such
that v(n) ∈W(n).
Proof. It follows from Lemmas 3.5–3.7 and the downward induction (see [3, Proposi-
tion 3.1]). ✷
Lemma 3.9. Let W be a submodule of the Der(Cq)-module Fαg (ψ,b). If (n+ α)i = 0 for
i and W(n) = (0), then we have W(n)= V (n).
Proof. It follows from Lemma 3.8 (see [3, Lemma 4.1]). ✷
Lemma 3.10. Let W be a submodule of the Der(Cq)-module Fαg (ψ,b) and W(n) = 0,
then W(n+ r) = 0 for r ∈ rad(f ).
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assume n+ α = 0 (in fact, if n+ α = 0, we have
D(ej ,piei)v(n)= σ(piei , n)piEij v(n+ piei) ∈W(n+ piei)
for i , j , and W(n + piei) = 0, n + piei + α = 0 since V (ψ,b) is a nontrivial sld -
module). By Lemma 3.8, we see that W(n) contains a gld weight vector, say v(n). For
any r ∈ rad(f ), u ∈ U , we have
D(u, r)v(n)= σ(r, n)((u,n+ α)v(n+ r)+A(u, r)v(n+ r)).
Case 1. If D(u, r)v(n) = 0 for some u ∈ U , we have W(n+ r) = 0.
Case 2. If D(u, r)v(n)= 0 for u ∈ U , we have (n+ α)iv(n+ r)+∑j rjEjiv(n+ r)= 0.
(3.4) As distinct gld -weight vectors are linearly independent, we have ((n + α)i +
riEii )v(n+ r)= 0 for i .
As n+ α = 0 and piei ∈ rad(f ) for i and some pi ∈ N, we may choose s, s˜ ∈ rad(f )
with the following properties:
(a) ((n+ α)i + siEii)v = 0, ((n+ α)j + s˜jEjj )v = 0 for some i , j .
(b) (n+ α + s)k = 0 = (n+ α+ s˜)k for all k.
(c) sk = s˜k for k.
Then by (3.4) and Case 1, we have W(n + s) = 0 = W(n + s˜). Now by (b) and
Lemma 3.9, we have W(n+ s)= V (n+ s) and W(n+ s˜)= V (n+ s˜).
Let w be a nonzeroψ-weight vector. From the above, one sees thatw(n+s) ∈W(n+s)
and w(n + s˜) ∈ W(n + s˜). Let t = r − s and t˜ = r − s˜ so that n + s + t = n + r =
(n + s˜)+ t˜ . Then from D(u, t)w(n + s) ∈W(n + r) and D(u, t˜ )w(n + s˜) ∈W(n + r),
we have W(n+ r) = 0. Otherwise, by (3.4) we have ((n+ s + α)i + tiEii)w(n) = 0 and
((n + s˜ + α)i + t˜iEii)w(n) = 0. Thus ti(ψ(Eii ) − 1) = t˜i (ψ(Eii) − 1), but by (c) we
have ti = t˜i for i . Therefore ψ(Eii )= 1. This forces ψ|E0 = 0, which is a contradiction as
(ψ,b) = (δk, k), (0, b). ✷
Proposition 3.11. Let W be a submodule of the Der(Cq)-module Fαg (ψ,b). If W(n) = 0,
then W(n+ r)= V (n+ r) for r ∈ rad(f ).
Proof. Our proof consists of two stages. We first prove that W(n + r) = V (n + r) if
n+ r +α = 0. Then we prove W(n+ r)= V (n+ r) even if n+ r +α = 0 by applying the
result obtained in the first step. We fix r ∈ rad(f ).
Case 1. If (n + r + α)i0 = 0 for some i0. Let S = {i | (n + r + α)i = 0} and let
m= n+ r −∑i∈S piei . Then we have r −∑i∈S piei ∈ rad(f ) and (m+ α)i = 0 for i .
By Lemmas 3.9 and 3.10, we have W(m)= V (m).
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have
D(u,piei)v(m)= σ(piei,m)
(
(ei ,m+ α)v(m+ piei)
+A(u,piei)v(m+ piei)
) ∈W(m+ piei).
Thus
v(m+ piei)−Eiiv(m+ piei) ∈W(m+ piei).
Hence W(m + piei) contains all gld -weight vectors except possibly when Eiiv = v.
Suppose that is the case. Note that
D(ei0 ,piei)v(m)= σ(piei ,m)
(
(m+ α)i0v(m+ piei)
+ piEii0v(m+ piei)
) ∈W(m+ piei),
andEiiEii0v = [Eii,Eii0]v+Eii0Eiiv = 2Eii0v, we haveEii0v(m+piei) ∈W(m+piei).
This implies that v(m+piei) ∈W(m+piei). Thus we have W(m+piei)= V (m+piei).
Choose j ∈ S such that j = i . Replace W(m) by W(m + piei), and repeat the above
argument, we get W(m + piei + pjej ) = V (m+ piei + pjej ). Continuing this process
one gets W(n+ r)= V (n+ r).
Case 2. n+ r + α = 0. Let v be a gld -weight vector and let j = i be such that Ejiv = 0.
Let u= ej , s = piei ∈ rad(f ), then n+ r− s+α = 0. By Case 1, we have V (n+ r− s)=
W(n+ r − s). Note that
D(u, s)Ejiv(n+ r − s)= σ(s, n+ r − s)
(
(u,n+ r − s + α)Ejiv(n+ r)
+ piEijEjiv(n+ r)
)
,
we have EijEjiv(n+ r) ∈W(n+ r). By sl2-theory, EijEjiv is a nonzero multiple of v,
so v(n+ r) ∈W(n+ r). Thus W(n+ r)= V (n+ r). ✷
4. Irregular Der(Cq)-modules
In this section we deal with the case for (ψ,b)= (δk, k) (1  k  d − 1) or (ψ,b)=
(0, b), and investigate some properties of irregular Der(Cq) modules when the outer
derivations act on them. We first recall some facts about V (0, b). Note that V (0, b) is a
one-dimensional gld -module, on which sld acts trivially and the central element Id acts as
a scalar b.
Let v(n) be a nonzero vector of V (0, b). Then it is easy to see, from Definition 1.2, that
the module Fαg (0, b) is given by
(1) ∀s /∈ rad(f ), adxsv(n)= σ(s, n)(g(s)− f (n, s))v(s + n);
(2) ∀r ∈ rad(f ), u ∈ U , Der(u, r)v(n)= σ(r, n)(u,n+ α + (b/d)r)v(n+ r).
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(1) W(m+ r) = V (m+ r) for r ∈ rad(f ) unless α ∈ Γ , b = 0, and m = −α or α ∈ Γ ,
b = d , m = −α, and r =−m− α ∈ rad(f ).
(2) If α ∈ Γ , b = 0, and m=−α, then D(u, r)w(m) = 0 for r ∈ rad(f ), u ∈ U , w(m) ∈
W(m).
(3) If α ∈ Γ , b = d ,m = −α, and r =−m−α ∈ rad(f ), then D(u, r)w(m)= 0 for u ∈ U ,
w(m) ∈W(m).
Proof. Since dimV (m)= 1, we have W(m)= V (m) whenever W(m) = 0. Note that
D(u, r)w(m)= σ(r,m)(u,m+ α + (b/d)r)w(n+ r) ∈W(m+ r).
(4.1) If m + α + (b/d)r = 0, then (u,m + α + (b/d)r) = 0 for some u ∈ U . Thus
W(m+ r)= V (m+ r).
(1) We first prove that, if α /∈ Γ or b /∈ {0, d}, then W(m + r) = V (m + r), for
r ∈ rad(f ).
Case 1. Suppose α /∈ Γ . For all 0 = w(m) ∈ W(m), r ∈ rad(f ), u ∈ U , if m + α +
(b/d)r = 0, then, by (4.1), we have W(m+ r)= V (m+ r). If m+ α + (b/d)r = 0, then
(b/d)r /∈ Γ (since α /∈ Γ ). So we have m + α + 2(b/d)r = 0, then by (4.1) we have
W(m + 2r) = V (m + 2r). Thus we have W(m + r) = V (m + r) (since m + 2r + α −
(b/d)r = 0).
Case 2. Suppose α ∈ Γ and b /∈ {0, d}. If m+ α+ (b/d)r = 0 or r = 0, then we can easily
check W(m+ r)= V (m+ r). If m+α+ (b/d)r = 0 and r = 0, then m+α+2(b/d)r = 0.
Thus by (4.1) we have W(m + 2r) = V (m + 2r). Moreover, since b /∈ {0, d}, we have
m+ 2r + α − (b/d)r = 0. By (4.1) again, we have W(m+ 2r − r)= V (m+ r).
Next we prove that, if α ∈ Γ , b = 0, and m = −α, then W(m + r) = V (m + r) for
r ∈ rad(f ). As m = −α, b = 0, then m+ α + (b/d)r = 0 for r ∈ rad(f ). Hence by (4.1),
we have W(m+ r)= V (m+ r). Finally, from (4.1) again, we have that if α ∈ Γ , b = d ,
m = −α, and r = −m− α, r ∈ rad(f ), then W(m+ r)= V (m+ r).
(2) If α ∈ Γ , b = 0, and m = −α, then m + α + (b/d)r = 0 for r ∈ rad(f ). Hence
D(u, r)W(m)= 0 for all r ∈ rad(f ),u ∈ U , w(m) ∈W(m).
(3) If α ∈ Γ , b = d , m = −α, and r = −m− α ∈ rad(f ), then m + α + (b/d)r = 0.
Hence D(u, r)W(m)= 0, for u ∈ U . ✷
Now we recall some facts about V (δk, k) (see [5]). In the vector space U , the natural
representation of gld is defined by Ejiel = δliej , and U " V (δ1,1). Consider the exterior
product: Ek(U) = U ∧ U ∧ · · · ∧ U (k times), which is a gld -module defined by X(v1 ∧
· · · ∧ vk)=∑ki=1v1 ∧ · · · ∧ vi−1 ∧Xvi ∧ · · · ∧ vk , for X ∈ gld .
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check from Definition 1.2 that the action of the outer derivations on Fαg (δk, k) is given by
D(u, r)(v1 ∧ · · · ∧ vk)(n)= σ(r, n)
(
(u,n+ α)(v1 ∧ · · · ∧ vk)(n+ r)
+
k∑
i=1
(u, vi)(v1 ∧ · · · ∧ vi−1 ∧ r ∧ · · · ∧ vk)(n+ r)
)
. (4.2)
For n ∈ Γ , let Uk(n) = 〈(n + α) ∧ v1 ∧ · · · ∧ vk−1(n) | vi ∈ U , 1  i  k − 1〉 and
Ukn =
⊕
r∈Γn Uk(n+ r). Let Un =
⊕
r∈Γn V (n+ r). If α ∈ Γ , let U˜−α = Uk−α ⊕ V (−α).
We next prove some lemmas, which will be used in Section 5.
Lemma 4.2. Suppose W is a submodule of Fαg (δk, k), and Uk(n)∩W(n) = {0}. Then
(1) Uk(n)⊂W(n);
(2) Uk(n+ r)⊂W(n+ r) for r ∈ rad(f ).
Proof. (1) Let 0 = v1∧· · ·∧vk(n) ∈ Uk(n)∩W(n), then we can assume v1 = n+α. By the
definition of exterior product, we see that n+ α,v2, . . . , vk are linearly independent. Now
we choose u ∈ U such that (u,n+α)= (u, v3)= · · · = (u, vk)= 0 and (u, v2)= 1. Choose
r = pi2ei2 ∈ rad(f ) such that n+ α,pi2ei2 , v3, . . . , vk are linearly independent. Hence
0 =D(u, r)(v1 ∧ · · · ∧ vk(n))
= pi2σ(r, n)(n+ α)∧ ei2 ∧ v3 ∧ · · · ∧ vk(n+ r) ∈W(n+ r).
Choose u′ such that (u′, n+ α)= 1. We have
0 =D(u′,−r)(n+ α)∧ ei2 ∧ v3 ∧ · · · ∧ vk(n+ r)
= σ(−r, n+ r)(n+ α)∧ ei2 ∧ · · · ∧ vk(n).
This implies that (n+α)∧ei2 ∧· · ·∧vk(n) ∈W(n). Continuing this process one can prove
(n+α)∧ei2 ∧· · ·∧eik (n) ∈W(n) for linearly independent vectors n+α, ei2 , . . . , eik . Thus
we have Uk(n)⊆W(n).
(2) By applying (1), we see that it is sufficient to prove W(n+ r) ∩ Uk(n+ r) = 0 for
r ∈ rad(f ) and n+ r + α = 0 (as Uk(n+ r)= 0 if n+ r + α = 0).
Choose {v2, . . . , vk} ⊂ V such that {n + α + r, v2, . . . , vk} and {n + α,v2, . . . , vk}
are linearly independent sets of vectors. Choose u ∈ U such that (u,n + α) = 1 and
(u, v2)= (u, v3)= · · · = (u, vk)= 0. Notice that
D(u, r)
(
(n+ α)∧ v2 ∧ · · · ∧ vk(n)
)
= σ(r, n)(n+ α + r)∧ v2 ∧ · · · ∧ vk(n+ r) ∈W(n+ r)∩Uk(n+ r),
we have W(n+ r)∩ Uk(n+ r) = 0 as required. ✷
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then W(n+ r)= V (n+ r), for r ∈ rad(f ).
Proof. (1) We first proveW(n)= V (n). As n+α = 0, let v1∧· · ·∧vk(n) ∈W(n)\Uk(n).
We have v1, . . . , vk, n+α are linearly independent. Choose u ∈ U such that (u, v1)= 1 and
(u,n+ α)= (u, v2)= · · · = (u, vk)= 0, and u′ ∈ U such that (u′, n+ α)= 1, by (4.2) we
have
D(u′,−r)D(u, r)v1 ∧ · · · ∧ vk(n)= σ(−r, r)r ∧ v2 ∧ · · · ∧ vk(n) ∈W(n)
for r ∈ rad(f ). Now choose r = pi1ei1 ∈ rad(f ) such that ei1 , v2, . . . , vk, n+α are linearly
independent. We have ei1 ∧ v2 ∧ · · · ∧ vk(n) ∈W(n).
Continuing the above process we have ei1 ∧ ei2 ∧ · · · ∧ eik (n) ∈ W(n) for linearly
independent vectors ei1 , ei2, . . . , eik , n+ α. Thus V (n) \ Uk(n)⊂W(n). To see the result
it is sufficient to prove Uk(n) ⊂W(n). Therefore, we only need to show, by Lemma 4.2,
that Uk(n) ∩W(n) = {0}.
Suppose n+ α =∑lj=1λj etj (λj = 0, 1  j  l). For any set of linearly independent
vectors {ei1 , . . . , eik } if it does not contain {et1, . . . , etl } as a subset, then we have ei1 ∧· · ·∧
eik (n) ∈W(n).
If l > k we have W(n) = V (n) (since V (n)\Uk(n) contains a basis of V (n)). If l  k,
we choose a class of linearly independent vectors of the form et1, . . . , etl−1, ei1 , . . . , eik−l+1
which does not contain et1, . . . , etl . Then et1 ∧ · · · ∧ etl−1 ∧ ei1 ∧ · · · ∧ eik−l+1(n) ∈W(n).
Let u= ei1 . Choose r = petl ∈ rad(f ) such that n+ α + r = 0. We note that
0 =D(u, r)et1 ∧ · · · ∧ etl−1 ∧ ei1 ∧ · · · ∧ eik−l+1(n)
= σ(r, n)pet1 ∧ · · · ∧ etl ∧ ei2 ∧ · · · ∧ eik−l+1(n+ r) ∈W(n+ r),
where et1 ∧ · · · ∧ etl ∧ ei2 ∧ · · · ∧ eik−l+1(n + r) ∈ Uk(n + r). By Lemma 4.2, we have
U(n)⊆W(n). Thus W(n)= V (n).
(2) Next we prove that, if W(n)= V (n), then W(n+ r)= V (n+ r) for r ∈ rad(f ) such
that n+ α + r = 0.
Suppose v1, . . . , vk, n + α are linearly independent vectors in U . Choose u ∈ U such
that (u,n+ α)= 1 and (u, v1)= (u, v2)= · · · = (u, vk)= 0, and choose u′ ∈ U such that
(u′, n+ α + r)= 1, we have
D(u, r)v1 ∧ · · · ∧ vk(n)= σ(r, n)v1 ∧ · · · ∧ vk(n+ r) ∈W(n+ r),
D(u, r)(n+ α)∧ v2 ∧ · · · ∧ vk(n)
= σ(r, n)(n+ α+ r)∧ v2 ∧ · · · ∧ vk(n+ r) ∈W(n+ r),
and
D(u′, r)r ∧ v2 ∧ · · · ∧ vk(n)= σ(r, n)r ∧ v2 ∧ · · · ∧ vk(n+ r) ∈W(n+ r).
Hence we have W(n+ r)= V (n+ r).
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Let v1, . . . , vk be linearly independent vectors in U . Choose r ′ ∈ rad(f ) such that
n + r ′ + α,v1, . . . , vk are linearly independent. Hence we can choose u ∈ U such that
(u,n + r ′ + α) = 1 and (u, v1) = (u, v2) = · · · = (u, vk) = 0. By step (2), we have
v1 ∧ · · · ∧ vk(n + r ′) ∈ V (n + r ′) = W(n + r ′). Let s = r − r ′ ∈ rad(f ). We have
n+ r ′ + s = n+ r . Moreover, since
D(u, s)v1 ∧ · · · ∧ vk(n+ r ′)= σ(s, n+ r ′)v1 ∧ · · · ∧ vk(n+ r) ∈W(n+ r),
we have V (n+ r)=W(n+ r) for n+ r + α = 0. ✷
Lemma 4.4. If W is a submodule of Fαg (δk, k), n+α = 0, andW(n) = 0, then Uk(n+r)⊂
W(n+ r), for r ∈ rad(f ).
Proof. The statement is true when r = 0 (as Uk(n)= 0). Now we assume 0 = r ∈ rad(f ).
Suppose 0 = v1∧· · ·∧vk(n) ∈W(n). We have v1, . . . , vk are linearly independent. Thus
v1, . . . , vi−1, r, vi+1, . . . , vk are linearly independent for some i . Hence we can choose u
such that (u, vi)= 1 and (u, vj )= 0 for j = i , and
0 =D(u, r)v1 ∧ · · · ∧ vi ∧ · · · ∧ vk(n)
= σ(r, n)v1 ∧ · · · ∧ vi−1 ∧ r ∧ vi+1 ∧ · · · ∧ vk ∈W(n+ r).
Since n + α + r = r = 0, by Lemmas 4.2, 4.3, we have Uk(n + r) ⊂ W(n + r) as
required. ✷
Lemma 4.5. If (ψ,b)= (δk, k), then D(u, r)Ukn ⊂ Ukn , and D(u, r)U˜−α ⊂ Uk−α , for α ∈ Γ .
Proof. Let (n+ s + α)∧ v1 ∧ · · · ∧ vk−1(n+ s) ∈ Uk(n+ s), where s ∈ Γn. Since
D(u, r)(n+ s + α)∧ v1 ∧ · · · ∧ vk−1(n+ s)
= σ(r, n+ s)
(
(u,n+ s + α)(n+ s + r + α)∧ v1 ∧ · · · ∧ vk−1(n+ s + r)
+
k−1∑
i=1
(u, vi)(n+ s + α)∧ v1 ∧ · · · ∧ vi−1 ∧ r ∧ · · · ∧ vk−1(n+ s + r)
)
= σ(r, n+ s)
(
(u,n+ s + α)(n+ s + r + α)∧ v1 ∧ · · · ∧ vk−1(n+ s + r)
+
k−1∑
i=1
(u, vi)(n+ s + r + α)∧ v1 ∧ · · · ∧ vi−1 ∧ r ∧ · · · ∧ vk−1(n+ s + r)
)
∈ Uk(n+ s + r)
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lemma we need to prove D(u, r)V (−α) ∈ Uk−α for all u ∈ U , r ∈ rad(f ). This indeed
follows from
D(u, r)v1 ∧ v2 ∧ · · · ∧ vk(−α)
= σ(r,−α)
k∑
i=1
(u, vi)v1 ∧ · · · ∧ vi−1 ∧ r ∧ vi+1 ∧ · · · ∧ vk(−α + r)
∈ Uk(−α+ r)⊆ Uk−α. ✷
5. Structure of the Der(Cq)-modules
In Section 2, we introduced an equivalence relation on Γ , and investigated some
properties of the equivalence relation, and in Sections 3 and 4, we developed some lemmas
about the regular and irregular Der(Cq)-modules, respectively. Now we use them to
study the structure of the Der(Cq)-modules defined by the functor Fαg . For the sake of
convenience, we introduce the following notations:
Γ ∗ = Γ/∼, Γ˜ = {n ∈ Γ ∗ | Γ 1n ∪ Γ 2n = φ}, Γ = {n ∈ Γ ∗ | Γ 1n ∪ Γ 2n = φ}.
Therefore, Γ ∗ = Γ˜ ∪ Γ .
Lemma 5.1. For any dominant weight ψ and b ∈C, we have
Fαg (ψ,b)=
⊕
n∈Γ ∗
Un,
where Un =⊕r∈Γn V (n+ r) is a submodule of Fαg (ψ,b) for n ∈ Γ .
Proof. Fix n ∈ Γ ∗. Let r ∈ Γn and w(n+ r) ∈ Un. We have
D(u, s)w(n+ r)= σ(s, n+ r)((u,n+ r + α)w(n+ r + s)
+A(u, s)w(n+ r + s)) ∈ V (n+ r + s)
for u ∈ U , s ∈ rad(f ). By Remark 2.2, it is easy to see that r + s ∈ Γn. Hence D(u, s) ·
w(n+ r) ∈ Un, and therefore D(u, s)Un ⊂ Un, for u ∈ U, s ∈ rad(f ). Moreover,
adxsw(n+ r)= σ(s, n+ r)(g(s)− f (n+ r, s))w(n+ r + s),
for s /∈ rad(f ). By Lemma 2.6, we have adxsw(n + r) = 0 for r + s /∈ Γn, and adxs ·
w(n+ r) ∈ V (n+ r + s)⊂ Un for r + s ∈ Γn. Hence adxsUn ⊂ Un for s /∈ rad(f ), and Un
is a submodule of Fαg (ψ,b).
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when n =m. This completes the proof. ✷
Now we describe the structure of the regular Der(Cq)-modules.
Theorem 5.2. If (ψ,b) = (δk, k), (0, b), then Fαg (ψ,b) =
⊕
n∈Γ ∗ Un, where Un =⊕
r∈Γn V (n+ r) is irreducible Der(Cq)-module for n ∈ Γ ∗.
Proof. By Lemma 5.1, it is sufficient to prove Un is irreducible for n ∈ Γ ∗. Suppose T
is a nonzero submodule of Un. Then there exists a weight space T (n + r) = 0 for some
r ∈ Γn. By Proposition 3.11, we have T (n+ r)= V (n+ r). If r ∈ rad(f ), then again by
Proposition 3.11, we have T (n) = V (n). If r ∈ Γ 1n ∪ Γ 2n , then by Lemma 2.3, we have
−r ∈ Γ 1n+r ∪ Γ 2n+r . Hence by the first part of Lemma 2.6, we have T (n) = V (n). Thus
T (n) = V (n) is true for both cases. Moreover, by Proposition 3.11 and Lemma 2.6, we
have T = Un as required. ✷
One can easily see that if all the entries of the quantum torus matrix equal to 1, then
there is only one equivalence class in Γ . Thus, in this case, the regular Der(Cq)-module is
irreducible itself. Therefore, our results include the corresponding results in [3] as special
cases.
In the following theorem we investigate the structure of the irregular Der(Cq)-modules
Fαg (δk, k).
Theorem 5.3. For any 1 k  d−1, we have Fαg (δk, k)= U ′ ⊕U ′′ where U ′ =
⊕
n∈Γ˜ Un,
U ′′ =⊕m∈Γ Um, and
(1) Un is irreducible for n ∈ Γ˜ .
(2) Ukm is an irreducible submodule of Um, for m ∈ Γ .
Furthermore, we have
(i) if −α /∈m ∈ Γ , then Ukm is the unique nontrivial submodule of Um,
(ii) if −α ∈ Γ and −α ∈ Γ , then U˜−α/Uk−α is a d-dimensional trivial module and is the
unique maximal proper submodule of U−α/Uk−α .
Proof. By Lemma 5.1, it is clear that Fαg (δk, k) = U ′ ⊕ U ′′ where U ′ =
⊕
n∈Γ˜ Un and
U ′′ =⊕m∈Γ Um.
(1) Let T be any nonzero submodule of Un for n ∈ Γ˜ . Then T (n + r) = 0, for some
r ∈ Γn. Thanks for Lemmas 4.2–4.4, we have Uk(n+ r+ s)⊂ T (n+ r+ s) for s ∈ rad(f ).
As Γ 1n ∪ Γ 2n = φ and r ∈ Γn, by Lemma 2.3 we have Γ 1n+r ∪ Γ 2n+r = φ. Then by
Remark 2.2, we have Γ 1n+r+s ∪ Γ 2n+r+s = Γ 1n+r ∪ Γ 2n+r = φ, for s ∈ rad(f ). Fix m ∈
Γ 1n+r ∪ Γ 2n+r . We can choose s ∈ rad(f ) so that n + r + s + α and n + r + s + m + α
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r + s +m+ α,v2, . . . , vk are linearly independent (since k  d − 1). Then
(n+ r + s + α)∧ v2 ∧ · · · ∧ vk(n+ r + s) ∈ Uk(n+ r + s)⊂ T (n+ r + s),
and by Lemma 2.6, we have
0 = (n+ r + s + α)∧ v2 ∧ · · · ∧ vk(n+ r + s +m) ∈ T (n+ r + s +m).
By the choice of v2, . . . , vk and s, we have
(n+ r + s + α)∧ v2 ∧ · · · ∧ vk(n+ r + s +m) /∈ Uk(n+ r + s +m)
and n + r + s + m + α = 0. Hence by Lemmas 4.3 and 2.6, T (n + r + s + m + a) =
V (n+ r + s +m+ a), for a ∈ Γn+r+s+m. Corollary 2.4 then gives us
n+ r + s +m+ Γn+r+s+m = n+ r +m+Γn+r+m = n+ r + Γn+r = n+ Γn.
This implies T (n+ r)= V (n+ r), for r ∈ Γn, i.e., T = Un.
(2) Since m ∈ Γ , we have Γ 1m ∪ Γ 2m = φ. Then by Lemmas 2.6 and 4.5, we have Ukm is
a submodule of Um.
Now we let T be any nonzero submodule of Ukm. Then T (m + r) = 0, for some r ∈
rad(f ) (since Γ 1m∪Γ 2m = φ). Hence by Lemma 4.2, we have Uk(m+ r+ s)⊂ T (m+ r+ s)
for s ∈ rad(f ). Therefore Uk(m+ s)⊂ T (m+ s) for s ∈ rad(f ). Thus T = Ukm. Therefore
Ukm is irreducible. Moreover,
(i) For −α /∈ m, we have m + r = −α for r ∈ rad(f ). As m ∈ Γ , we have Um =⊕
r∈rad(f ) V (m+ r). Let T be any nonzero submodule of Um, which is not contained
in Ukm. Then ∅ = T (m+ r) \ Uk(m+ r) for some r ∈ rad(f ). Hence by Lemma 4.3,
and the fact m+ r + α = 0, we have T (m+ r + s) = V (m+ r + s) for s ∈ rad(f ),
i.e., T = Um.
(ii) Since U˜−α/Uk−α " V (−α) as a vector space, hence dim(U˜−α/Uk−α)= d . As −α ∈ Γ ,
we have Γ 1−α ∪ Γ 2−α = φ. Thus by Lemmas 2.6 and 4.5, U˜−α/Uk−α is a trivial proper
submodule of U−α/Uk−α .
Suppose T/Uk−α is a nonzero submodule of U−α/Uk−α which is not contained in
U˜−α/Uk−α . By Lemma 4.3, we have T/Uk−α = U−α/Uk−α (since −α ∈ Γ ). This completes
the proof. ✷
Finally, we deal with the structure of the irregular Der(Cq)-modules Fαg (0, b).
Theorem 5.4. Fαg (0, b)=
⊕
n∈Γ ∗ Un, and
(1) Un is irreducible unless −α ∈ n+Γn, Γ 1−α ∪ Γ 2−α = φ, and b ∈ {0, d}.
(2) If −α ∈ n ∈ Γ and b= 0, then V (−α) is the only nontrivial submodule of U−α .
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irreducible submodule of U−α .
Proof. By Lemma 5.1, we get Fαg (0, b)=
⊕
n∈Γ ∗ Un. To prove (1) we divide the argument
into three cases.
Case 1. Suppose −α /∈ n. Let T be any nonzero submodule of Un. Then T (n + r) =
V (n+ r), for some r ∈ Γn (since dimV = 1). We denote n+ r by m. Then m = −α and
m+ s = −α for s ∈ rad(f ).
Now by Proposition 4.1, T (m + s) = V (m + s) for s ∈ rad(f ). By Lemma 2.6,
T (m+ s)= V (m+ s) for s ∈ Γ 1m ∪ Γ 2m. Hence T = Un (since m+Γm = n+ Γn).
Case 2. Suppose −α ∈ n + Γn and Γ 1−α ∪ Γ 2−α = φ. Then Un = U−α . Let T be any
nonzero submodule of U−α . Then T (−α+ r)= V (−α+ r) for some r ∈ Γ−α . We denote
−α+ r by m, then −α =m. Applying Proposition 4.1, we have T (m+ s)= V (m+ s) for
s ∈ rad(f ) unless b = 0 and m=−α or b= d and m = −α. Thus by Lemma 2.6, we have
T = Um = U−α unless b = 0 and m=−α or b = d and m = −α.
Subcase 1. If b = 0 and m = −α. Since Γ 1−α ∪ Γ 2−α = ∅, we have Γ 1m ∪ Γ 2m = φ. For
s ∈ Γ 1m ∪ Γ 2m, by Lemma 2.6, we have T (m + s) = V (m + s). Since m + s = −α, we
have T (m+ s + n)= V (m+ s + n), for n ∈ Γm+s (by Proposition 4.1 and Lemma 2.6).
Corollary 2.4 then gives m + s + Γm+s = m + Γm = −α + Γ−α . Thus T (−α + r) =
V (−α+ r), for r ∈ Γ−α , i.e., T = U−α .
Subcase 2. Suppose b= d and m = −α. If r /∈ rad(f ), then by Proposition 4.1, we have
T (m + s) = V (m + s) for s ∈ rad(f ). Thanks for Lemma 2.6 we have T = Um = U−α
(since −α = m). On the other hand, if r ∈ rad(f ), then we have Γ 1m ∪ Γ 2m = φ by
Remark 2.2 and the fact: Γ 1−α ∪ Γ 2−α = φ. Let s ∈ Γ 1m ∪ Γ 2m, then s ∈ Γ 1−α ∪ Γ 2−α and
−r + s ∈ Γ 1m ∪ Γ 2m (by Remark 2.2). Hence T (−α + r − r + s) = V (−α + s) and
T (−α)= V (−α) (by Lemmas 2.6, 2.3). Now by Lemma 2.6 and Proposition 4.1, we have
T = U−α .
Case 3. Suppose −α ∈ Γn and Γ 1−α ∪ Γ 2−α = φ, and b /∈ {0, d}, then the statement is clear
(by Proposition 4.1 and Lemma 2.6).
Next we prove (2). Since −α ∈ Γ , we have Γ 1−α ∪ Γ 2−α = φ. Hence by Lemma 2.6,
adxsV (−α) = 0, for s /∈ rad(f ). By Proposition 4.1, one gets D(u, r)V (−α) = 0 for
r ∈ rad(f ),u ∈ U . Thus V (−α) is a submodule of U−α and V (−α) is a trivial module. To
show that V (−α) is the only nontrivial submodule, we let T by a submodule of U−α which
is not contained in V (−α). Then by Proposition 4.1 and Lemma 2.6, we get T = U−α .
Finally, we prove (3). Since −α ∈ Γ , using Lemma 2.6, we have adxsU−α = 0, for
s /∈ rad(f ), and by Proposition 4.1, we get D(u, r)U ′ ⊂ U ′ for r ∈ rad(f ), u ∈ U . Thus
U ′ is a submodule of U−α . Moreover, let T be any submodule of U−α which is not
contained in U ′. Then by Proposition 4.1 and Lemma 2.6, we get T = U−α as required.
Finally, we prove the irreducibility of U ′. Suppose W is a submodule of U ′, then we have
W(−α + r)= V (−α + r) for some r ∈ rad(f ) \ {0}. Hence by Proposition 4.1, we have
274 W. Lin, S. Tan / Journal of Algebra 275 (2004) 250–274W(−α + r + s) = V (−α + r + s), for s ∈ rad(f ) and s = −r . Therefore W = U ′. This
completes the proof. ✷
Remark 5.5. If all the entries of the quantum torus matrix equal to 1, then Γ˜ = φ and
there is only one equivalent class in Γ . Thus Theorems 5.3 and 5.4 include the two results
(Proposition 5.1 and Theorem 5.5) in [3] as special cases.
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