We present a parameterization of the statistical rate function, f , for 20 superallowed 0 + → 0 + nuclear β transitions between T =1 analog states, and for 18 superallowed "mirror" transitions between analog T =1/2 states. All these transitions are of interest in the determination of V ud . Although most of the transition QEC values have been measured, their precision will undoubtedly be improved in future. Our parameterization allows a user to easily calculate the corresponding new f value to high precision (±0.01%) without complicated computing.
I. INTRODUCTION
Precise measurements of nuclear β decay provide a valuable window into the electroweak standard model. In particular, superallowed 0 + → 0 + transitions between T =1 analog states are used to set a limit on the presence of scalar interactions and to determine V ud , the upper left element of the Cabibbo-Kobayashi-Maskawa (CKM) matrix and a key contributor to the most demanding available test of the unitarity of that matrix. While these transitions currently lead to the most precise determination of V ud , mirror transitions between T = 1/2 analog states are becoming of interest as a means of confirming V ud via a different experimental approach. To be useful, not only must the Q EC value for each of these transitions be measured very precisely but the statistical rate function, f , which uses the Q EC as input, must be calculated with equivalent precision.
Because there is no widely available means for calculating f to the required level of precision, we have devised a simple parameterization that reproduces the results of our full code for energies spanning a small range around the currently known Q EC values for both types of superallowed transition. Together, these should provide a convenient resource for experimentalists to use in future to obtain high-precision f values from improved Q ECvalue measurements for these transitions.
Our goal in what follows is to parameterize f and present tables of the parameters for the two sets of transitions: 1) the 20 superallowed 0 + → 0 + nuclear β transitions between T =1 analog states, whose properties have been surveyed in Refs. [1, 2] ; and 2) the 18 superallowed "mirror" β transitions between the analog T =1/2 states surveyed in Ref. [3] . For each transition, we have computed f for 100 values of Q EC taken over a range of ±60 keV around the transition Q EC -value 1 and fitted these results to determine the coefficients in our parameteriza- * Electronic address: towner@comp.tamu.edu † Electronic address: hardy@comp.tamu.edu 1 For 70 Br the Q EC -value is less precisely known, so the Q ECvalue range for fitting was extended to ±600 keV.
tion. Our aim in fitting these 100 values is to achieve an accuracy of 0.01%, nearly a factor of ten more precise than is currently required.
II. PARAMETERIZATION OF THE STATISTICAL RATE FUNCTION
To achieve 0.01% accuracy, the electron wave function must be determined with great precision. In our detailed evaluation of f [4], we accomplished this by solving the Dirac equation for the emerging electron moving in the Coulomb field of the nuclear charge distribution. The full expression for the computation of f is
where W is the electron total energy in electron rest-mass units, W 0 is the maximum value of W , p = (
is the electron momentum, Z is the charge number of the daughter nucleus (positive for electron emission, negative for positron emission), F (Z, W ) is the Fermi function and f 1 (W ) is the shape-correction function as defined by Holstein [5] (but with kinematic recoil corrections omitted). Further, Q(Z, W ) is a screening correction for which we use the analytic prescription of Rose [6] (see Eq. (A44) in Ref. [4] ), and r(Z, W ) is an atomic overlap correction described in Ref. [1] . The kinematic recoil corrections that Holstein includes in f 1 (W ) are here written as R(W 0 ). The expression for R(W 0 ) is derived in Appendix A, with the result that
where M A is the average of the initial and final nuclear masses expressed in electron-mass units. Last, for allowed transitions it is customary to remove the leading nuclear matrix element from the definition of f . Thus we have introduced ξ in Eq. In order to parameterize f , it is convenient to factor it into two contributions:
The purpose of this factorization is to place the role of the shape-correction function f 1 (W ) entirely within the correction term δ S , which is typically of the order of a few percent. The shape-correction function depends on nuclear matrix elements and differs for Fermi and GamowTeller transitions. This piece of the calculation is somewhat less certain since it is nuclear-structure dependent; however, being small, its accuracy is also less critical.
In the limit that F (Z, W )Q(Z, W )r(Z, W ) → 1, which occurs when Z = 0, the integral f 0 has an analytic value:
This suggests a fitting function of the form
In fitting 100 values of f 0 , we found that the four parameters a 0 , a 1 , a 2 and a 3 could not be uniquely determined with precision. Thus it was decided to fix a 2 and a 3 to their Z = 0 values, namely a 2 = −2/15 and a 3 = 1/4, and use the fitting process to determine a 0 and a 1 . This procedure yielded the required precision for f 0 . The resultant values of a 0 and a 1 are given in Table I for the 0 + → 0 + transitions, and in Table II for the T = 1/2 mirror transitions.
For the correction δ S we start with the approximate expression
and write
The coefficients B 0 , B 1 , B 2 and B 3 are different for Fermi and Gamow-Teller transitions. This choice of parameterization is guided by the early work of Schopper [7] who used such a parameterization for the shape-correction function.
A. Superallowed 0
For Fermi (vector) transitions,
(αZ)R,
where R is the radius of the nuclear charge distribution expressed in electron Compton wavelength units. We derived these equations from the work of Behrens and Bühring [8] who give algebraic expressions for the shapecorrection function as expansions in the small quantities R and (αZ). Our Eqs. (10) and (14) below are correct to second order in these quantities, namely to order R 2 , (αZ) 2 and (αZ)R. Inserting Eqs. (10) and (9) into Eq. (8) we obtain
where W n is the value of W n averaged over the electron spectrum. Estimates of these quantities are:
0 /2 and W 2 = 2W 2 0 /7. This leads to our final choice of parameterization for the correction δ S :
where approximate values of the coefficients are
We fitted the expression in Eq. (12) to the exactly computed value of δ S from Eq. (5) to obtain the parameters b 0 , b 1 , b 2 and b 3 . Again, it was found that all four parameters could not be uniquely determined with precision, so the coefficients b 2 and b 3 were fixed at the values given in Eq. (13) for b For pure Gamow-Teller (axial-vector) transitions, coefficients in the expression for the shape-correction function in Eq. (9) are: 
Rb,
where
and also β ≃ 6/5, g M = 4.706 and M is the nucleon mass in electron rest-mass units. Where there is a ± symbol, the upper sign is used for electron emission beta decays, the lower sign for positron emitters. All the transitions discussed in this work are positron emitters, so the lower sign is consistently used. The nuclear matrix elements are defined in Eq. (68) of Ref. [5] . Schematically, they are written:
Note that the matrix element M σL , and hence d, vanishes in diagonal matrix elements, as would occur in a mirror transition between isobaric analogue states.
The correction δ S is again parameterized as in Eq. (12) with approximate expressions for the coefficients derived from Eq. (14). For pure Gamow-Teller transitions they yield Table II along with the a 0 and a 1 coefficients. In such mixed transitions the inverse of the partial lifetime is proportional to
The statistical rate functions f V and f A are easily obtained from the parameters listed in Table II . 
III. CONCLUSIONS
We have provided simple parameterizations of the statistical rate functions, f , for nuclear β transitions of current interest in determining V ud and testing CKM unitarity. In most but not all cases, the transition Q EC values have already been measured with ∼1-keV precision or better. In a few cases they are much less well known. In all cases, the Q EC values will undoubtedly be remeasured, leading possibly to different values and certainly to reduced uncertainties. When this happens, experimenters will need f values of equivalent precision, and the parameterizations presented here will satisfy that need without complicated computing.
It is important to note that our parameterization is only valid for the transitions identified and only for a limited range of energies (±60 keV for all cases except for the decay of 70 Br which covers ±600 keV) around the currently accepted Q EC values for those transitions [2, 3] . The coefficients of our parameterization should not be applied outside the range of energies specified or to any other transitions.
Appendix A: Kinematic recoil corrections
Let M A be the average mass of the initial and final nuclei. Then the kinematic recoil corrections are of or-der W 0 /M A and, in all but the most precise work, they can generally be ignored. The recoil correction enters the calculation in two places: firstly, the end-point energy is slightly modified, a correction we denote ∆f a ; and secondly, additional terms are added to the shape-correction function f 1 (W ), providing a correction we call ∆f b . For the first correction: If W 0 is the end-point energy without consideration of recoil and W
