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By confining photons to small volumes for long periods of time, optical
nanocavities offer the ability to greatly enhance the interaction between light
and matter. This can greatly improve the efficiency of photonic devices as well
as lead to novel physical phenomena. While over the past several years res-
onators have improved to confine photons for longer periods of time, the vol-
ume in which light can be confined has remained relatively stagnant on the
order of a cubic half-wavelength which has been thought to be the fundamental
limit.
In this dissertation we demonstrate that the effective mode volume of opti-
cal resonant cavities can be reduced below a cubic half-wavelength. We develop
novel tools to characterize these highly confined optical modes, and utilize this
light confinement to achieve efficient light-matter interaction in photonic de-
vices. Finally we present novel physical phenomena which result from this
nanoscale light confinement.
The dissertation is organized into six chapters. Chapter 1 gives a brief in-
troduction to photonics and the reasons for pursuing nanoscale light confine-
ment. In Chapter 2 we define the effective mode volume and discuss its theo-
retical limit. We show with analytical and numerical calculations that contrary
to previous assumptions sub-wavelength-sized dielectric structures can enable
mode volumes smaller than a cubic half-wavelength. In Chapter 3 we dis-
cuss experimental techniques for measuring these ultra-small mode volumes.
We introduce a new high-resolution near field measurement technique called
Transmission-based Near-field Scanning Optical Microscopy (TraNSOM), and
show experimental results verifying nanoscale light confinement in our devices.
In Chapter 4 we discuss applications for these small-mode-volume devices. We
show analytically and numerically that these devices can be surprisingly effi-
cient for achieving gain and lasing in an electrically-pumped silicon-based plat-
form, and we experimentally demonstrate highly sensitive detection of acety-
lene gas. In Chapter 5 we discuss new physical phenomena associated with
small volume optical resonant cavities. We show that these cavities can behave
as an individual radiating dipole and, using the TraNSOM technique, the life-
time of this dipole can be modified at long distances. Chapter 6 gives a brief
conclusion and outlook on the future of this field.
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CHAPTER 1
INTRODUCTION
The need for faster and more efficient communication and information process-
ing has grown steadily over the past several decades. Since 1974 the capacity-
distance product for telecommunications has grown by a factor of 10 every 4
years [1] indicating an ever increasing demand to sendmore information longer
distances. This increase in the capacity-distance product puts enormous de-
mands on the number and size of nodes needed to sustain such a network. If
this trend continues without improvements in the network hardware or archi-
tecture, in twenty years optical network nodes will consume 10,000 times more
energy and space.
By creating smaller and more efficient optical devices it might be possi-
ble to accommodate the increasing demand on optical communication without
consuming additional financial and natural resources. Over the past several
decades advancements in micro and nano fabrication have allowed scientists
and engineers to construct devices with feature sizes comparable to the wave-
length of light. With this precise control over device geometry has come the
ability to accurately manipulate the wavefunction of optical photons dramati-
cally altering the way light behaves. This field of study, known as photonics,
has produced a number of engineering and scientific breakthroughs over the
past several years.
Because so many components for optical communication such as lasers[2, 3],
light emitting diodes[4], sensors[5, 6, 7], detectors[8, 9, 10], and modulators[11,
12, 13, 14] rely on the efficient interaction between light and matter, a large
subset of photonic breakthroughs have been focused on enhancing this inter-
1
action by confining photons in time and space. Additionally, more futuristic
technologies such as optical quantum computing[15], and quantum informa-
tion processing[16, 17, 18] also greatly benefit from stronger light-matter inter-
actions.
Photons are typically confined in time and space using optical micro or nano
cavities which can be characterized by their quality factor (Q) and effective
mode volume (Veff ). The Q factor is related to how long on average photons
remain trapped in the resonator and Veff is related to the volume in which the
photons are confined. Since interaction between light and matter increases by
both confining photons in a smaller volumes and by confining them for longer
periods of time, the figure of merit for increasing light-matter interaction is typ-
ically the ratio Q/Veff [19]. Thus there is a large effort in the photonics com-
munity to produce large quality factor small volume resonant cavities. Over the
past several years the quality factors of micron scale resonant cavities has grown
steadily to values in excess of 106 [20, 21, 22], however the effective mode vol-
umes of these cavities have hovered on the order of a cubic half-wavelength.
In this dissertationwe demonstrate how Veff can be decreased below a cubic-
half wavelength, introduce new techniques for characterizing these devices,
demonstrate the resulting enhanced interaction between light and matter, and
discuss additional physical consequences of this nanoscale light confinement.
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CHAPTER 2
BEATING THE ”DIFFRACTION LIMIT” IN DIELECTRICS
2.1 Introduction
In transparent (dielectric) materials light is confined based on wave interference
and therefore it is generally believed that the degree of confinement in each
dimension is fundamentally limited to a half wavelength in the propagation
medium (λ/2n where n is the refractive index of the material [1, 2]). Since the
efficiency of many photonic devices improves with increased light confinement
[3, 4] considerable effort has been made to push below the λ/2n limit (some-
times referred to as the diffraction limit [5, 6]). Surface plasmon polariton (SPP)
modes confined to the surface of conducting materials have attracted much at-
tention as a means to achieve light confinement in regions with cross sectional
dimensions smaller than λ/2n; however, this increased confinement comes at
the cost of increased fundamental optical loss due to absorption by the metal
[7, 8, 9, 10, 11]. The fundamental trade-off between confinement and loss in
SPP waveguides limits their application particularly for long-range propaga-
tion and high quality factor resonant cavities. In this Chapter we show how
utilizing nanoscale dielectric discontinuities allows one to decrease the effective
mode volume several orders of magnitude below a cubic half-wavelength in
dielectric materials 1.
1Portions of this chapter are reproduced with permission from [12]
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2.2 Light-Matter Interaction in Dielectric Nanostructures
To understand how the mode volume can be reduced it is first necessary to for-
mulate a meaningful definition. Since the purpose of nanoscale light confine-
ment is to increase the interaction between light and matter we must chose a
specific light-matter interaction and from there derive the appropriate effective
mode volume (Veff ). In general, the definition of Veff should vary depending
on the light-matter interaction of interest. The most commonly used definition
of Veff (and the one we shall use here) relates to the change in the spontaneous
emission rate for an atom placed in an optical resonant cavity. This is known as
the Purcell effect [13]. We will follow a derivation of Veff similar to [3] with a
few corrections.
The Purcell factor (a measure of the spontaneous emission rate enhance-
ment) for an emitter in a resonant cavity can be derived directly from Fermi’s
golden rule [3, 14]:
Γ =
2pi
h¯2
∫ ∞
∞
〈|~pa · α~E(~re)|2〉ρc(ω)ρe(ω)dω (2.1)
Where ρc(ω) is the density of photon modes in the cavity, ρc(ω) is the mode
density for the dipole transition (material emission spectrum), ~pa is the atomic
dipole moment, ~E(~re) is the electric field at the location of the emitter normal-
ized by a factor α2 ≡ h¯ω
2
4pi∫
∞ ε(~r)
~E2(~r)d3r
to the zero point energy. From Eq. (2.1)
we see that for a given emitter with (ρe(ω)), there are two ways to increase
the spontaneous emission rate. First one can increase the cavity mode density
(ρc(ω)). This is commonly measured as an increase in the cavity quality factor
(Q = ω0/∆ω) where ω0 is the resonant frequency and ∆ω is resonant linewidth.
Secondly one can increase the value of the normalized electric field at the emitter
6
(α~E(~re)). As we will show below, this amounts to decreasing the effective vol-
ume of the electromagnetic energy in the resonant mode (Veff ). Thus the com-
mon figure of merit for resonant cavities is the ratioQ/Veff [4, 3, 15]. This can be
seen from the Purcell factor (Fp) in Eq. (2.2). From Eq. (2.1) when the emitter is
paced at the peak of the electric field and the cavity resonant frequency equals
the peak emission frequency (ωe), the ratio of spontaneous emission rate in the
cavity compared to bulk can be written as [13, 16, 3]
Fp =
Γ
Γ0
=
6Q(λ/2n)3
pi2
(~rmax)max[| ~E(~r)|2]∫
(~r)| ~E(~r)|2d3r =
6Q(λ/2n)3
pi2Veff
=
6Q
pi2V˜eff
(2.2)
where n is the index of refraction at the peak field (~rmax). We define the normal-
ized unitless effective mode volume as:
V˜eff = Veff
(
2n(~rmax)
λ
)3
=
∫
(~r)| ~E(~r)|2d3r
(~rmax)max[| ~E(~r)|2]
(
2n(~rmax)
λ
)3
(2.3)
where ~rmax is the location of the maximum squared field. It is important to
note that this definition of Veff differs from most previously published defini-
tions in that (~rmax) sits outside of the max[] operator. Because most previous
derivations consider light to be confined within a homogeneous material ( is
independent of ~r) this term is usually found within the max[] operator. When
dealing with nanostructuredmaterial as we are here, onemust remove this term
from the max[] operator. It is also important to note that Eq. (2.2) is valid under
the condition that the cavity’s resonance linewidth is greater than the emission
linewidth of the active element [3, 16]. When the resonance linewidth of the
cavity is much smaller than that of the emitter (as is the case at room temper-
ature for high-Q cavities in rare-earth-doped materials), ρc(ω) in Eq. (2.1) is
replaced by δ(ωe). In this regime the ”material Q” (Qm = ωe/∆ωe where ∆ωe is
the linewidth of the emitter) replaces the cavityQ in Eq. (2.2) [16]. Thus increas-
ing the cavityQ has no effect on the spontaneous emission rate. The only means
of increasing the spontaneous emission rate in this regime is to decrease V˜eff .
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Figure 2.1: a-c: The index profile for the slab waveguide with embedded
low index slot regions of various slot widths (ws) d-f: The field
distribution of the fundamental mode in the slab waveguide
for various values of ws. The electric field is polarized normal
to the interface. E0 is the maximum value of the electric field
for the slab with no slot and ∆n is the ratio nH/nL.
2.3 Mode Volumes Below the ”Diffraction Limit” in Dielectric
Optical Resonators
As shown in the previous section a reduction V˜eff can be achieved by simply
increasing the maximum value of the normalized squared field
(
max[|E(~r)|2]∫
∞ (~r)|E(~r)|2d3r
)
in Eq. (2.3).
We can achieve this increase in the normalized maximum field by using sub-
wavelength-sized dielectric material discontinuities [17]. For example, consider
a one dimensional high index contrast slab (Fig. 2.1(a)). Fig. 2.1(d) shows the
field distribution of the fundamental mode in this structure, for an electric field
polarized normal to the interface. One can introduce an infinitesimal low in-
8
dex slot at the location of peak intensity oriented perpendicular to the electric
field polarization. Fig. 2.1(b) shows an example of this slot introduced in a one
dimensional slab. We recall from Maxwell’s equations that the normal compo-
nent of the electric displacement (D) is continuous across the boundary of two
dielectrics thus LEL = HEH where L and H denote the low and high refrac-
tive index regions respectively. Fig. 2.1(e) shows the new eigenmode of the slab
waveguide after the introduction of a narrow slot. The unitless effective mode
volume in a waveguide with an infinitesimal slot is given by:
V˜ ∗eff =
∫
(~r)|E(~r)|2d3~r
L|H/LE0|2
(
2nL
λ
)3
(2.4)
where E0 is the maximum value of the field in the high index before introduc-
ing the slot. The infinitesimal slot has a negligible effect on the integral in the
numerator; therefore the ratio of unitless mode volumes, or the Purcell factors
(see Eq. (2.2)), before and after the introduction of a slot is approximately given
by
Fp
F ∗p
=
V˜ ∗eff
V˜eff
≈
(
L
H
)5/2
(2.5)
The above decrease in effective mode volume is wavelength independent and
can represent more than an order of magnitude reduction. For example using
dielectric materials such as air ( = 1) and amorphous Silicon in the infrared
( = 13.9) results in a reduction in V˜eff by a factor of over 700. Due to the
normalization to the bulk spontaneous emission rate in the Purcell factor, the
radiative decay rate in the cavity is proportional to the Purcell factor times the
bulk index. This bulk index is different for the cavity with and without the
slot since the emitter is embedded in different bulk materials (nH for the cavity
without the slot and with nL for the cavity with the slot). Thus the increase in
the spontaneous emission rate at the peak field resulting from the introduction
9
Figure 2.2: The ratio of the effective mode volume of a slot waveguide
compared to a slab waveguide for ∆n = 1.5 (circles),∆n = 2.5
(triangles), and ∆n = 3.5 (squares), where ∆n is the ratio of
high to low refractive indices. The slab thickness is λ/nH .
of the slot is given as:
Γ∗
Γ
=
V˜eff
V˜ ∗eff
(
nL
nH
)
≈
(
H
L
)2
(2.6)
Field enhancement in the low index region of slot waveguides has recently been
demonstrated experimentally in [18]. In Figs. 2.1(e) and 2.1(f) we show the
field distributions in a slab waveguide with two different slot widths shown
in Figs. 2.1(c) and 2.1(d). As the slot width increases the mode no longer re-
sembles the original mode with a discontinuity, but becomes more confined to
either side of the high index material. We plot in Fig. 2.2
V˜ ∗eff
V˜eff
as a function of slot
width for a cavity in which the field is confined in a slab waveguide of width
λ/nH for various index contrasts (∆n =
√
H/L). From Eq. (2.5) we see this
ratio is equivalent the ratio of Purcell factors in the non-slot and slot cavities.
As the width of the slot narrows the relative decrease in Veff approaches the
dashed lines which represent the theoretical limit of ∆n−5 given in Eq. (2.5).
In order to analyze the effect of the reduced mode volume on the Purcell
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effect, we embed the waveguide with a slot in a quasi-one-dimensional micro-
cavity with Q ∼ 102. The microcavity shown in Fig. 2.3(b) is a 460 nm x 260
nm buried waveguide with refractive index of 3.48 and a cladding index of 1.46
[19]. The 1D photonic crystal on either side of the cavity consists of five 200 nm
diameter holes spaced 360 nm center-to-center with a refractive index of 1.46.
The cavity length at the center of the structure is 880 nm between the hole cen-
ters. The slot at the center of the cavity in Fig. 3(a) has a refractive index of
1.0 which is similar to recently reported fabrication [18]. Fig. 2.3(b) shows the
squaredmagnitude of the electric field at the resonant wavelength of 1556 nm in
the cross-sectional plane at the waveguide center (z = 130 nm). Fig. 2.3(a) shows
the same cavity after the introduction of a 20 nm wide slot with a refractive in-
dex of 1.0 in the cavity region. The magnitude of the electric field is determined
using 3D finite difference time domain (FDTD) technique to calculate the reso-
nant mode in each of the cavities (note that a shift of the resonance occurs, from
1556 nm to 1431 nm, when the slot is introduced due to the resulting decrease
in the effective index of the cavity). Using Eq. (2.3) and the results of the 3D
FDTD we calculate a decrease in Veff from approximately 3.34(λ/2n)3 in Fig.
2.3(b) to 0.042(λ/2n)3 in Fig. 2.3(a). From Eq. (2.5) this corresponds to nearly an
80-fold increase in the Purcell factor and an increase in spontaneous emission
rate for atoms in the cavity center by more than a factor of 20. Note from Eqs.
(2.5) and (2.6) that the increase in the Purcell factor is larger than the increase
in the spontaneous emission rate by a factor of nH/nL. The increase is smaller
than the one predicted from Eqs. (2.5) and (2.6) due to the finite width of the
slot. A smaller slot in the same materials could yield over 500-fold increase in
the Purcell factor. The Q factor (determined by measuring the intensity decay
rate of the cavity mode (1/τp) where Q = ωτp [20]) is slightly lowered by the
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Figure 2.3: (a) |E|2 field spatial distribution from 3D FDTD in the a cavity
based a on buriedwaveguidewith an embedded low index slot
at its resonant wavelength of 1431.3 nm. (b) |E|2 field spatial
distribution from 3D FDTD in a quasi-1Dmicrocavity based on
a buried waveguide without a slot for the resonant wavelength
of 1556.4 nm.
introduction of the slot, decreasing from 305 to 175. Optimization of the cavity
to better confine the new mode could be used to raise the new Q factor [21].
Note that the Purcell formalism described above in Eqs. (2.1) and (2.2) is
valid in the regime in which the field does not vary significantly over the size
of the emitter. To verify the proposed structure is indeed in this regime we
compare the field decay length in the slot (1/γs) to the size of the emitter. Taking
λ to be 1.55 µm, for slots ranging from 0.001 to 0.2 λ/2nH , 1/γs is about three
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order of magnitude larger than the size of an atom or ion-based emitters. Thus
these structures are well within the regime described by Eq. (2.1) [17]. Also
note that throughout the paper we assume that the coupling of the cavity to the
emitters is in the weak coupling regime, i.e., the photon lifetime (τp) is much
smaller than the inverse of the emitter-cavity coupling frequency. In the present
work, for realistic sub-micron cavities with Q ∼ 103 (τp ∼ 0.8ps) we are well
within this regime.
2.4 Summary
In this chapter we have shown that because the local value of the electric field
is responsible for light-matter interaction, Veff can be decreased by simply en-
hancing the local electric field value. This can be achieved by utilizing the elec-
tric field discontinuity at dielectric interfaces. This allows one to create confined
optical modes with a Veff several orders of magnitude belowwhat was believed
to be the (λ/2n)3 ”diffraction limit.”
This principle of reduction of Veff , well below the dimensions of the wave-
length of light can be applied to nearly every existing microcavity resonator to
enhance not only light emission but also non-linear effects. Examples of emitters
embedded in low index media that could be used are gas-phase atoms and rare-
earth doped oxides. Such a reduction can enable the demonstration of effective
mode volumes on the order of 10−2(λ/2n)3 or smaller and increase the Purcell
factor by orders of magnitude. This technique may enable new experiments
in cavity Quantum Electrodynamics, ultra-sensitive single atom detection, and
low threshold lasers.
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CHAPTER 3
MEASUREMENT OF NANOSCALE LIGHT CONFINEMENT
3.1 Introduction
While evidence of the type of nanoscale light confinement described in Chap-
ter 1 can be inferred from several experiments [1, 2, 3, 4], direct observation of
light confinement below λ/2n in dielectric materials requires the development
of novel Near field Scanning Optical Microscopy (NSOM) techniques.
Traditional near field measurement techniques are incapable of this mea-
surement since they suffer from either poor aperture-limited resolution or poor
collection efficiency. Aperture NSOM techniques typically use tapered optical
fibers (often metal coated) to collect light from the evanescent field through a
sub-wavelength sized aperture [5, 6, 7, 8]. Measuring the power collected as a
function of probe position creates an image of the local evanescent field. This
technique has been used to observe confinement and guiding in micron-sized
semiconductor waveguides and transverse optical decay lengths as small as λ/7
in the near infrared have been reported [8]. Performing these measurements is
challenging since NSOM probes are typically metal coated and thus the probe
size is about twice that of the physical aperture. This prevents the aperture
from moving close to the sides of the waveguide to measure short transverse
optical decay lengths. Additionally, the resolution of these NSOM measure-
ments is limited by the aperture size which is typically no smaller than λ/10.
This lower bound on the aperture size relates to the transmission through sub-
wavelength-sized holes which falls as (r/λ)4 where r is the aperture radius [9].
Apertureless NSOM (a-NSOM), also known as scattering NSOM (s-NSOM), of-
16
fers several advantages over traditional aperture NSOM. In s-NSOM a sharp
metal or dielectric probe scatters some of the local evanescent field into the far
field where it can be detected [10, 11, 12]. Compared to aperture NSOM probes,
s-NSOM probes are generally more robust, inexpensive and easy to fabricate.
The main advantage of such systems, relative to NSOM, is that since light is
not collected through the probe, probe diameters can be orders of magnitude
smaller than aperture NSOM probes and still generate measurable signals. This
greatly increases the spatial resolution of the optical measurements. Since the
entirety of the s-NSOM probe is sensitive to the local field (unlike metal coated
NSOM probes which only collect light through the aperture at the probe cen-
ter), it can be used to measure the field very close to the sides of the waveguide.
Applying the s-NSOM technique to photonic devices, however, is challenging.
Scattered light is often collected in the far field from multiple sources includ-
ing defects along the waveguide. Separating light scattered from the probe and
that scattered from these defects requires complex heterodyne interferometric
measurement techniques [13, 2] similar to those used in time-resolved NSOM
measurements [3]. Additionally, scattering from sharp probes is inherently a
highly polarization-sensitive process [14, 15, 16, 17] and cannot measure the
field confined in nanoscale slot geometries.
In this chapter we present two new types of apertureless NSOM:
Transmission-based Near field Scanning Optical Microscopy (TraNSOM), and
interferometric Transmission-based Near field Scanning Optical Microscopy (i-
TraNSOM) which offer both the high resolution and high collection efficiency
necessary to characterize nanoscale light confinement in photonic structures.
We show that the TraNSOM technique like the s-NSOM technique is highly po-
larization sensitive while the i-TraNSOM technique, unlike previously demon-
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strated NSOM techniques measures, measures all polarizations equally.
Using the TraNSOM technique we measure sub-100 nm the transverse op-
tical decay lengths for near-infrared (IR) light. At the time of this publication
these transverse decay lengths, shorter than λ/15, are the shortest values to be
measured[14].
Using the i-TraNSOM technique we directly measure the spatial distribution
of light with a wavelength of 1525 nm confined to an 85 nm (λ/15) air gap in a
silicon waveguide as described in Chapter 1. This represents the first direct
measurement of light confinement below λ/2n in dielectric structures1.
3.2 Transmission-basedNear-field ScanningOpticalMicroscopy:
TraNSOM
3.2.1 Introduction
Unlike previously demonstrated NSOM techniques, Transmission-based Near
field Scanning Optical Microscopy (TraNSOM) offers both high resolution mea-
surement and high collection efficiency, eliminating the need for interferometric
heterodyne measurements or far-field collection optics. We achieve this high
resolution and improved collection efficiency by measuring the transmission of
light through a device where the mode is disturbed by a metallic Atomic Force
Microscope (AFM) probe. By disturbing the mode, some of the light confined
in the guided mode is coupled to radiation modes (scattering) or absorbed by
1Portions of this chapter are reproduced with permission from [12]
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the probe. The amount of scattering and absorption is related to the local mag-
nitude of the optical near field. Thus, by measuring the transmission as we scan
the AFM probe, we construct an image of the optical near field. In contrast to
previous s-NSOM techniques we achieve much larger collection efficiency since
almost all the light scattered and absorbed contributes to the measured drop in
transmission.
Historically, the TraNSOM technique was first reported in [14] and indepen-
dently in [4], although subsequent implementations have sometimes been re-
ferred to as T-SNOM [18] and SNOM interaction-scanning mode[19].
3.2.2 Experimental Setup
The experimental TraNSOM setup consists simply of a photonic chip bonded to
input and output optical fibers and placed under a AFM. In our setup we use
a commercial Dimension 3100 AFM in an acoustic enclosure to reduce optical
noise associated with vibration of the input and output fibers. A schematic of
this setup is shown in Fig. 3.1. As a light source we use about 80 mW of unpo-
larized amplified spontaneous emission (ASE) output from an Erbium Doped
Fiber Amplifier (EDFA) sent through a tunable grating filter set to 1532 nm to
match the peak of the ASE. The output of the filter is sent through an in-line po-
larization controller to a cleaved optical fiber which is coupled to the waveguide
input and bonded to the microscope slide using a low-shrink UV curable epoxy
(Dymax OP-4-20641). A cleaved optical fiber is also coupled to the waveguide
output and bonded to the microscope slide. The output fiber is sent to a photo-
detector and power meter. We then place the packaged photonic in the AFM to
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Figure 3.1: Experimental setup for TraNSOMmeasurements
be imaged. Using a PtIr coated probe from Nanosensors we image the device
in intermittent contact or ”tapping” mode. The analog output of the power me-
ter is sent to voltage pre-amplifier with a 30 Hz low pass filter to reduce high
frequency noise. The output of the voltage pre-amplifier is sent to the auxiliary
input of the AFM which simultaneously records the topography and transmis-
sion through the device as the probe is scanned over the sample.
3.2.3 Interpreting the TraNSOM Signal
To quantitatively understand what is measured by the change in transmission,
we analyze the scattering and absorption induced by the near-field probe. Ac-
cording to scattering theory [7, 3], to first order the power scattered and ab-
sorbed is the result of damped dipole radiation induced by the incident electric
field. The magnitude of the induced dipole depends on the probe material,
geometry, and the relative polarization and magnitude of the incident electric
field. By modeling the probe as a cone, one can choose the principal axes of the
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cone as a Cartesian basis such that yˆ is along the cone axis and xˆ and zˆ are in
the plane perpendicular to the cone axis (see Fig. 3.1). Since the polarizability
is diagonal in this basis we can write the total power lost Pext as the sum of the
power lost to absorption Pabs and scattering Psca:
Pext = Pabs + Psca (3.1)
=
1
2
√
µ0
0
∫
A
(
Qext⊥ |Ex|2 +Qext‖ |Ey|2 +Qext⊥ |Ez|2
)
da, (3.2)
where A is the cross sectional area of the scattering probe, Qext⊥ is the ex-
tinction efficiency for the field perpendicular to the probe axis, and Qext‖ is the
extinction efficiency for the field parallel to the probe axis. The extinction effi-
ciency is defined as the scattering cross section plus the absorption cross section
divided by the geometric cross section [3]. This is equivalent to the total power
scattered and absorbed normalized to the power incident on the probe. Scat-
tering efficiencies much less than one indicate that light passes relatively unim-
peded through the object. It has been shown by several sources [20, 21, 22] that
the probe-field interaction is dominated by the polarization component along
the tip axis. Appling this condition (Qext‖ >> Qext⊥) we can approximate the
total power loss as:
Pext ≈ Qext‖1
2
√
µ0
0
∫
A
|Ey|2 da, (3.3)
We now relate themeasured transmission signal to the local electric field. We
can write the transmitted power measured at the detector (Pout) in terms of the
power input from the source (Pin), the total transmittance between the source
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Figure 3.2: Model of the TraNSOM measurement where Pin is the power
input from the source, T1 is the transmittivity between the
source and the probe, Pabs is the power absorbed from by the
probe, Psca is the power scattered by the probe, T2 is the trans-
mittivity between the probe and the detector, and Pout is the
power detected at the output
and the probe position (T1) and the probe position and detector (T2), and the
power lost to absorption and scattering by the probe (Pext) (see Fig. 3.2) as
Pout = T1T2Pin
(
1− Pext
P1
)
, (3.4)
where we have defined the power in the waveguide immediately before the
probe as P1 ≡ T1Pin which is equivalent to an integral of the pointing flux
through an infinite plane just before the probe . In the absence of the probe
the measured power follows from
(
P1 =
1
2
∫
∞Re[
−→
E ×−→H ∗] · zˆda
)
Eq. 3.4:
Pout0 = T1T2Pin. (3.5)
We define the measured signal (∆T ) in terms of the measured transmission
with and without the probe:
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∆T ≡ 1− Pout
Pout0
=
Pext
P1
≈
Qext‖
√
µ0
0
∫
A |Ey|2 da∫
∞ Re[
−→
E ×−→H ∗] · zˆda
. (3.6)
Therefore the measured quantity is related to the square of the local electric
field normalized to the local power in the mode.
3.2.4 Measurement of Nanoscale Optical Decay Lengths
To test the TraNSOM technique we fabricate sub-micron scale silicon waveg-
uides on an SOI wafer with a 3 micron buried oxide layer. Using a series of
thermal oxidation steps the silicon is thinned to a thickness of about 250 nm
covered with about 150 nm of thermal oxide. The waveguides are then pat-
terned using electron beam lithography and etched using inductively coupled
plasma etching leaving a silicon core approximately 520 nm wide at its base
and 250 nm tall covered on top with about 150 nm of thermal oxide. A side
wall angle of 79o is estimated from the waveguide width at the top and bottom
measured using a scanning electron microscope. The waveguides are air clad
with the exception of the input and output where we adiabatically narrow the
width of the waveguides to about 120 nm and cover them with 2 micron tall by
8 micron wide waveguides made of photoresist which we fabricate using con-
tact lithography. This increases the coupling efficiency and selectivity for the
quasi-TE mode [4, 23]. Using an in-line polarization controller to minimize or
maximize the output we can selectively excite either the quasi-TM or quasi-TE
mode respectively. We measure a total transmittance for quasi-TE to be about
20 times larger than for quasi-TM.
Using the experimental setup described in Section 3.2.2 we measure the to-
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Figure 3.3: (a) AFM image of the SOI waveguide (b) simultaneously
recorded TraNSOM image of the fundamental quasi-TM mode
(c) simulated major component (|Ey|2) of the fundamental
quasi-TM mode. Dashed lines show the outline of the probe
at three positions. Bold arrows show the path of the probe con-
volution. (d) Solid line shows the measured TraNSOM signal
taken along the solid line in (b). Dashed line shows the simul-
taneously measured topography. Dotted line shows the probe-
field convolution for all three polarization components accord-
ing to Eq. 3.1 with Qext‖ = 6.4 and Qext⊥ = 0.08.
pography and optical mode of a sub-micron-sized SOI waveguide. Fig. 3.3(a)
and (b) show the simultaneously recorded topographic and TraNSOM image of
the quasi-TM mode scanned over a 2x2 micron region. We use a 2-line inter-
polation in WSxM to help remove high frequency noise in the images. Notice
that the small pillars to the left and right of the waveguide resulting frommicro-
masking in the fabrication process do not appear in the optical image since the
optical field is confined only to the waveguide.
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We verify the measurement technique by comparing the measured mode
profile to calculated results and determine the transverse optical decay length
for the quasi-TM mode. Since the probe is most sensitive to the field polarized
along the cone axis, we plot the major component of the quasi-TM mode (|Ey|2)
in Fig. 3.3(c) calculated using a finite element mode solver and normalized to
unit power. The dashed lines outline the probe cross section at three different
positions as it is scanned over the waveguide. The probe dimensions are taken
from the manufacturer specifications of a 10o half angle and 25 nm radius of
curvature. Fig. 3.3(d) shows a cross section of the measured ∆T (solid blue)
taken along the line shown in Fig. 3.3(b). The simultaneously measured topog-
raphy is shown as the dashed black line. The dotted red line in Fig. 3.3(d) shows
the convolution of the probe cross section (A) with the simulated mode profile
shown in Fig. 3.3(c). This convolution was performed for all three field com-
ponents and weighted by and (given below) according to Eq. 3.1. We measure
the transverse optical decay length by analyzing the evanescent field measured
to the left and right of the waveguide. We fit the evanescent field in Fig. 3.3(d)
to an exponential which decays as exp(−|x|/ξ) where x is the distance from the
waveguide core and ξ is the transverse optical decay length. From the fit we
measure this quantity to be 100 ± 12 nm (∼ λ/15), where the error represents
the 95% confidence interval. This result compares well with the convolution of
the probe with the calculated mode profile which predicts a transverse optical
decay length of 70 nm.
To confirm we are indeed predominantly measuring the field polarized
along the probe axis, we compare a measurement of the quasi-TE mode with
its calculated minor field component (|Ey|2). Fig. 3.4(a) and (b) show the si-
multaneously recorded topographic and TraNSOM image of the quasi-TEmode
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scanned over the same 2x2 micron region as Fig. 3.3(a) and (b). Fig. 3.4(c) shows
the minor component for the quasi-TE mode normalized to unit power and the
path of the probe convolution. Note that since this is the minor field compo-
nent, the magnitude of the field is ten times smaller than the major component
of the quasi-TMmode (Fig. 3.3(c)) and concentrated near the waveguide corners
which is typical in high-index-contrast waveguides. This is in agreement with
the measured mode profile in Fig. 3.4(b) which shows the field is concentrated
near the edges of the waveguide and shows a ten fold decrease in themagnitude
of the measured signal compared to the quasi-TM mode (note the scale differ-
ence of ∆T in Figs. 3.3(b) and 3.4(b)). Fig. 3.4(d) shows a cross section of the
measured ∆T (solid blue) taken along the line shown in Fig. 3.4(b). The simul-
taneously measured topography is shown as the dashed black line. The dotted
red line in Fig. 3.4(d) shows the convolution of the probe cross section (A) with
the simulated mode profiles shown in Fig. 3.4(c) weighted by Qext‖ and Qext⊥.
Similarly to the analysis of the major field component of the quasi-TM mode,
we analyze the transverse optical decay length of the minor field component
(|Ey|2) of the quasi-TE mode. Fitting the exponential decay to the left and right
of the waveguide we measure the minor field transverse optical decay length to
be 49± 9 nm (∼ λ/30), which compares very well with the 46 nm decay length
predicted by our simulations. To our knowledge, these transverse optical de-
cay lengths for the quasi-TM and quasi-TE modes are the shortest measured
for waveguides in the near infrared and are a result of the high index contrast
between Si and air.
We determine the quantitative extinction efficiency of the probe for two or-
thogonal polarizations by fitting the measured data to the calculated probe-field
convolution. The values of Qext‖ = 6.4± 0.5 and Qext⊥0.08± 0.05 are calculated
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by performing a least squares fit of the simulated probe-field convolution to
the measured data simultaneously for the quasi-TE and quasi-TM data over the
regions that are topographically flat. The results of this fit are plotted as the
dotted lines in Figs. 3.3(d) and 3.4(d). The fact that Qext‖ is two orders of mag-
nitude larger than Qext⊥ confirms the assumption in Section 3.2.3 that for this
probe geometry, the field along the probe axis (Ey) dominates the measured
signal (i.e.: Qext‖ >> Qext⊥). Note that the simulated data over-estimates the
probe-field interaction near the upper corners of the waveguide since the fabri-
cated waveguide has rounded corners with about a 60 nm radius of curvature,
as seen in the AFM images (Figs. 3.3(a) and 3.4(a)), which keep the probe farther
from the waveguide core than is predicted from the sharp cornered simulations
shown in Figs. 3.3(c) and 3.4(c).
3.2.5 Summary
In this section we have described a novel technique for measuring sub-micron
optical features of highly confined photonic structures. Using this new high
resolution apertureless technique we measure a transverse optical decay length
for the quasi-TM mode of λ/15 which, to our knowledge, is the shortest decay
length measured in near infrared waveguides. As opposed to previous near
field measurement techniques, this technique enables both high collection effi-
ciency and high resolution and therefore does not require any far field collection
optics, interferometric measurements, or expensive aperture probes.
Because this technique, as we have shown, is highly polarization sensitive,
to locally measure both polarizations of the optical mode we must turn to a new
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Figure 3.4: (a) AFM image of the SOI waveguide (b) simultaneously
recorded TraNSOM image of the fundamental quasi-TM mode
(c) simulated minor component (|Ey|2) of the fundamental
quasi-TE mode. Dashed lines show the outline of the probe
at three positions. Bold arrows show the path of the probe con-
volution. (d) Solid line shows the measured TraNSOM signal
taken along the solid line in (b). Dashed line shows the simul-
taneously measured topography. Dotted line shows the probe-
field convolution for all three polarization components accord-
ing to Eq. 3.1 with Qext‖ = 6.4 and Qext⊥ = 0.08
.
measurement technique which is the subject of the next section.
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3.3 Interferometric Transmission-based Near-field Scanning
Optical Microscopy: i-TraNSOM
3.3.1 Introduction
As mentioned in the introduction to this chapter, techniques for characterizing
optical modes are limited in resolution or collection efficiency rendering them
incapable of characterizing optical modes with sub-100 nm optical features. In
the previous section we have introduced a new TraNSOM technique aimed at
solving this problem. While this technique works well for measuring the polar-
ization component of light parallel to the probe axis, other polarization compo-
nents are inefficiently characterized. Since in this dissertation we are interested
in highly confined modes which are confined to nanoscale dielectric slots, we
require measurement of polarization components perpendicular to the probe
axis.
To overcome the limitations of current near field measurement techniques
and directly measure sub-100 nm light confinement in a dielectric slot, we mea-
sure the phase shift of the optical mode induced by a scanning nanoscale Atomic
Force Microscope (AFM) probe. Unlike current apertureless NSOM techniques
(including the TraNSOM technique discussed in the previous chapter [14, 4]),
by detecting the phase shift induced by the probe we ensure that the measure-
ment is polarization independent [24]. This is allows us to directly measure the
highly confined slot mode which has a large in-plane polarization component.
To measure the phase shift induced by the probe we implement the TraN-
SOM apparatus in an interferometer and thus we call this phase sensitive near
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field measurement technique interferometric Transmission-based Near field
Scanning Optical Microscopy or i-TraNSOM.
3.3.2 Experimental Setup
The experimental setup is nearly identical to that described in Section 3.2.2 with
two important differences. First, the probe used in this experiment is a high
aspect ratio silicon probe shown in Fig. 3.5(d). Since here are interested using
the probe to induce a phase shift as opposed to create loss we use a dielectric
probe with a known index of refraction as opposed to a highly-scattering metal-
lic probe as was used in Section 3.2. Second, the slot waveguide is placed in
an unbalanced Mach-Zender Interferometer (MZI) since since this allows us to
measure the phase shift induced in the slot waveguide bymonitoring the power
transmitted through the MZI.
A scanning electron micrograph (SEM) of the slot waveguide structure mea-
sured in this section is shown in Fig. 3.5(a). Figure 3.5(b) plots for the funda-
mental TE mode showing confinement of light to the slot region as calculated
with a finite element mode solver.
The MZI used in this experiment (Fig. 3.5(d)) was fabricated in 250 nm thick
silicon on insulator using electron beam lithography and reactive ion etching.
The device is approximately 250 microns long consisting of one arm with a 300
nmwide reference waveguide, and another armwith a 450 nmwide waveguide
with an 85 nm slot (measured at the waveguide center via SEM). Coupling be-
tween the arms is achieved using directional couplers. Tomeasure the change in
phase velocity induced by the probe we record the power transmitted through
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Figure 3.5: (a) SEM image of the silicon slot waveguide cross section.
(b) |E|2 for the fundamental TE mode of the slot waveguide.
(c) SEM image of the unbalanced Mach-Zender interferometer
showing the slot waveguide and reference waveguide in false
color. (d) SEM image of the silicon AFM probe (e) SEM image
showing the slot (top) and reference (bottom) waveguides in
false color.
the MZI as we scan the slot waveguide with the silicon probe. Since the effec-
tive refractive index of each arm is different, we can tune the phase relationship
between the reference and slot arm by tuning the input wavelength. Details of
the fabrication process are discussed in Section 3.2.4.
3.3.3 Measurement of Light Confinement in Nanoscale Slot
Waveguides
To measure the field confined to the 85 nm slot region shown in Fig. 3.5 we
record the power as we scan the slot waveguide with an AFM probe. The
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change in transmission (∆T ) through the MZI is directly proportional to the
local electric field intensity (|E|2). This can be understood by noting that at a
wavelength in which the two arms are out of phase, the transmission is propor-
tional to cos(−pi/2+ δ) or sin(δ)where δ = ±2pi∆neffL/λ is the phase difference
induced by the probe and L is the interaction length with the probe. ∆neff is
the increase in the effective index due to the interaction with the probe which to
first order can be written as [24, 25]:
∆neff =
np
neff
·
∫
Ap
|E|2da∫
∞ |E|2da
(3.7)
where np andAp are the refractive index and cross-sectional area of the probe
respectively. In our configuration ∆neff < 1 and L ≈ λ/15; therefore, we expect
a maximum probe-induced phase shift of |δ| < pi/8 radians. Using the small
angle approximation the change in transmission is therefore given by:
∆T ∝ sin(δ) ≈ δ ∝
∫
Ap
|E|2da. (3.8)
The measured topography of the slot waveguide and simultaneously
recorded transmitted power are shown in Fig. 3.6(a) and (b) respectively. The
large increase in transmission when the probe is in the slot is a direct mea-
surement of the strong electric field confined in this region. The solid line in
Fig. 3.6(c) shows a cross section of the TraNSOMmeasurement. Notice the sharp
peak of the field in the slot has 20 nm full width half-maximum which agrees
with the simulated phase shift (dashed line) computed by convolving the probe
profile with the fundamental TE mode shown in Fig. 3.5(b). We chose a wave-
length of 1524.5 nm for this measurement since this corresponds to a phase dif-
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Figure 3.6: (a) AFM topography of the slot waveguide. (b) simultaneously
recorded transmission through the MZI shown in Fig. 3.5((c).
(c) solid line: cross section through the dashed line in (b);
dotted line: simultaneously recorded waveguide topography;
dashed line: simulated convolution of the probe profile with
|E|2 of the fundamental slot mode shown in Fig. 3.5(b).
ference of δφ = −pi/2 between the two arms of the MZI where ∆φ ≡ φs − φr
and φs and φr are the phase accumulated in the slot and reference waveguide
respectively. This is marked as λ1 in Fig. 3.7(a) where we plot the transmission
through the MZI as a function of wavelength. Since the reference waveguide
has a larger effective index and thus longer optical path length, λ1 corresponds
to the case where the reference waveguide has acquired an additional phase of
pi/2 compared to the slot waveguide (∆φ = −pi/2).
To confirm that we are measuring changes in phase velocity we record the
power transmitted through the MZI as we scan the reference and slot waveg-
uides at different wavelengths. As mentioned above λ1 = 1524.75 nm in
Fig. 3.7(a) corresponds to ∆φ = −pi/2. Since the probe always increases the
phase acquired in the arm being scanned, according to our definition of ∆φ, we
expect the additional phase difference induced by the probe (δ defined above)
to be positive when scanning the slot waveguide and negative when scanning
the reference waveguide. Since at this wavelength ∆T is proportional to δ, we
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expect the transmission to increase when scanning the slot waveguide and de-
crease when scanning the reference waveguide. Figure 3.7(c) and (d) show
the change in transmitted power (∆T ) as a function of probe position in the
slot waveguide and in the reference waveguide respectively. To compare the
sign of ∆T between images we have normalized each figure to |∆T |. One can
see that as expected, at λ1, scanning the slot waveguide increases the transmis-
sion through the MZI while scanning the reference waveguide decreases the
transmitted power. Changing the wavelength to λ = 1526.5 nm in Fig. 3.7(a)
we change to a situation where the reference waveguide has acquired an ex-
tra phase of 3pi/2 compared to the slot waveguide (∆φ = −pi/2). In this case
∆T ∝ − sin(δ) ≈ δ. Therefore we expect the transmission to decreasewhen scan-
ning the slot waveguide and increase when scanning the reference waveguide.
Figure 3.7(d) and (e) show the transmitted power as a function of probe posi-
tion for the slot and reference waveguide respectively. As expected, the sign of
∆T has changed as a result of changing the wavelength to λ2. This confirms
that we are indeed measuring the effect of the probe on the phase velocity, and
this effect dominates over other effects such as induced loss due to scattering.
Note that if the dominant effect was probe-induced scattering, we would expect
the transmitted power to decrease at both λ1 and λ2 as we scan the waveguide
propagating the most power.
3.3.4 Summary
In this section we have introduced a new high-resolution polarization-
insensitive optical measurement technique. Using this technique we were able
to make the first direct measurement of light confinement below λ/2n in di-
34
Figure 3.7: Transmitted power through the MZI as a function of wave-
length. (b) and (c): Normalized change in transmission
through the MZI as the slot waveguide is scanned with λ =
1524.75 nm and λ = 1526.50 nm respectively. (d) and (e): Nor-
malized change in transmission through the MZI as the ref-
erence waveguide is scanned with lambda = 1524.75 nm and
λ = 1526.50 nm respectively.
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electric materials. This underscores the point that the degree of light confine-
ment possible in transparent media is not fundamentally limited by the wave-
length. Additionally, the dielectric materials used here have extremely low op-
tical losses allowing long propagation lengths and high quality factor resonant
cavities. Devices based on this strong light confinement in dielectrics will find
applications in a number of areas which benefit from increased light-matter in-
teraction.
3.4 Summary
In this chapter we have discussed two new near field measurement techniques:
TraNSOM and i-TraNSOM. The main advantage of these techniques is that they
offer superior resolution compared to standard NSOM techniques and can be
easily implemented on commercial AFM systems.
We have shown the TraNSOM technique like other scattering-based NSOM
techniques is highly polarization sensitive and selects primarily the polariza-
tion component along the long axis of the probe. We have used this technique
to measure optical features smaller than λ/15 in the near-IR. By carefully ana-
lyzing the signal collected during the TraNSOMmeasurements we were able to
quantify the scattering efficiency of the probe for different polarizations. This
could become a powerful technique to characterize the scattering properties of
nanoscale objects.
As opposed to scattering-based NSOM techniques (including the TraNSOM)
we have shown that the i-TraNSOM measures all polarizations equally. This is
critically important for characterizing the interaction between light and mat-
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ter at the nanoscale particularly in slot waveguides. With this technique we
have presented the first direct experimental measurement of light confinement
to sub-λ/2 dimensions in dielectric materials.
The nanoscale light confinement presented in Chapter 2 and measured in
this chapter can have important ramifications for the efficiency of devices based
on light-matter interaction. Some representative applications will be discussed
in the next chapter.
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CHAPTER 4
APPLICATIONS OF NANOSCALE LIGHT CONFINEMENT
4.1 Introduction
As discussed in Chapter 1 decreasing the size of photonic devices can improve
their efficiency by enhancing the interaction between light and matter. In this
chapter we analyze two applications which benefit from enhanced light-matter
interaction.
In Section 4.2 we analyze the use of nanoscale slot waveguides to achieve
gain and lasing in a silicon-based device. We show that new figures of merit
need to be considered when optimizing these structures for lasing applications.
Namely we show why the power confined to the slot region is not a useful
metric. Using the appropriate metrics we show that slot-based devices can per-
form surprisingly well for lasing applications than would be expected based on
power confinement.
In Section 4.3 we demonstrate a highly sensitive on-chip refractometric gas
sensor based on slotted resonant cavities. We analyze the sensitivity of this
device and use it to measure acetylene gas at varying pressures. At the time of
this dissertation this remains the most sensitive refractometric silicon photonic
gas sensor1.
1Portions of this chapter are reproduced with permission from [1] and [2]
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4.2 Optical Gain in Slot Waveguides
4.2.1 Introduction
A critical photonic component yet to be demonstrated on a silicon-based plat-
form is an electrically pumped device with optical gain for amplification or las-
ing. Achieving this optical gain in a silicon-based device is extremely challeng-
ing since silicon is an indirect band-gap semiconductor and therefore an inef-
ficient photon source. Hybrid silicon devices based on direct band-gap III-V
materials bonded to silicon photonic elements present an interim solution [3],
however, the reliance on a wafer bonding step prohibits a high throughput fab-
rication process possible with a silicon-based process.
One possible configuration for silicon-based gain is the recently proposed
slot waveguide design [4, 5]. In this configuration a low-index gain material
such as Er-doped SiO2 or Er-doped Si3N4 can be inserted into one [6] or multiple
[7, 8] thin slots between two silicon rails (see Fig. 4.1(a)). Electrical excitation of
the gain material could be achieved by passing a tunneling current through the
slot-region.
One key advantage of this configuration is the large optical field enhance-
ment in the slot-region due to the boundary conditions imposed on the electric
field normal the slot interface (see Chapter 2). Since the normal electric displace-
ment (D = E) must be continuous across the interface, the electric field in the
slot waveguide is enhanced by the ratio of the dielectric constant of silicon to
that of the slot material. In semiconductor materials this enhancement can be as
large as one order of magnitude.
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In the following sections we derive from first principles the appropriate
confinement factors and figures of merit for modal gain in high-index-contrast
waveguides. We show explicitly that the modal gain is dependent on two quan-
tities: the group velocity and the electric field energy confinement in the slot
region. The lasing threshold however is independent of the group velocity (for
a cavity with negligible end-mirror losses) and determined only by the electric
field energy confinement. We also show that in some instances decreasing the
width of the slot can decrease the lasing threshold despite the reduction of gain
material. This counter-intuitive result can be understood as the increased emis-
sion rate for material in narrow slots [9] overcoming the reduction in volume of
gain material. Additionally we show that the percentage of power confined to
the slot region (sometimes used as a confinement factor) can incorrectly predict
the modal gain in high-index-contrast waveguides.
4.2.2 Why Power Confinement is Unimportant
Typically waveguide gain is assumed to be proportional to the percentage of
the guided mode power which overlaps with the gain medium; however, this
is not true for high-index contrast waveguides due to the large electric field
discontinuities at dielectric interfaces. This discrepancy results from Fermi’s
Golden Rule which states that the electric field of an electromagnetic wave, not
the power, determines the emission rate for an excited state and consequently
the modal gain (see Section 2.2 and [10]).
In standard low-index-contrast waveguides, optical gain and power confine-
ment are considered proportional based on the following arguments. For elec-
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tromagnetic plane waves in homogenous media the magnetic field H can be
written in terms of the electric field E and the impedance of the material accord-
ing to:
H =
c
n
(eˆz × E) (4.1)
where eˆz is a unit vector along the direction of propagation (which we have
chosen to be the z-direction) and n is the index of refraction of the material.
This is often written in the form relating the major components of the electric
and magnetic fields (for a TM mode in this case):
Ey =
−ωµ0
β
Hx, (4.2)
where β is the propagation constant defined as β ≡ 2pin/λ (and n is the effec-
tive refractive index of the guided mode) [4]. Based on these relationships the
electric field energy, and waveguide power stored in a given region can be used
interchangeably since they differ only be a constant. In this case the percentage
of power overlapping the gain medium can be used to calculate the resulting
modal gain, and it is often assumed that the same is true for high-index contrast
structures.
For high-index-contrast waveguides, however, the linear relationships be-
tween the electric and magnetic fields (Eqs. 4.1 and 4.2) do not hold since they
must satisfy different boundary conditions. This is shown in Fig. 4.1. For low-
index-contrast waveguides, Eqs. 4.1 and 4.2 are close approximations. Fig-
ure 4.1 (a) and (b) shows the fundamental TM modewith an index difference
of 0.25 between the core and cladding. We see close agreement in the magni-
tude and spatial profiles of these two fields. However, as the index-contrast
is increased to 2.5 (Fig. 4.1(c) and (d)) there is a noticeable difference between
Ey and −ωµ0β Hx. Notice that Ey must be continuous across the dielectric inter-
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faces to the left and right of the waveguide, and discontinuous across the top and
bottom interfaces. On the other hand, Hx must be continuous across all inter-
faces since the magnetic susceptibility is the same in all regions. This leads to
noticeable differences between the electric and magnetic field magnitudes and
profiles. This difference becomes dramatic when the peak of the electric field is
placed at a dielectric discontinuity as is the case for slot waveguides (Fig. 4.1(e)
and (f)).
The strong difference between the spatial distribution of the electric and
magnetic fields in high index contrast is the reason that power confinement is no
longer a relevant quantity when calculating gain in high-index-contrast waveg-
uides. This issue is also present when calculating the sensitivity of waveg-
uides to changes in refractive index. Several previous papers have overcome
this problem by either determining waveguide sensitivity empirically [11] or by
introducing correction factors [12], however, there is little discussion as to the
origin of the correction factors.
In the next section we will formulate from first principles the correct figures
of merit for gain in high-index contrast waveguides.
4.2.3 Confinement Factor for Slot Waveguides
To rigorously calculate gain in high-index-contrast waveguides we derive from
first principles. a proportionality constant (known as a confinement factor Γ)
which relates bulk material gain (gm) to the modal gain (gm) in a guiding struc-
ture:
Γ ≡ gm/gb, (4.3)
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Figure 4.1: Fundamental TMmodes at a wavelength of 1.5 µm for waveg-
uides 500 nm wide and 600 nm tall. All modes are normalized
to unit power. The high-index material (n = 3.5) is outlined in
black. The waveguides are clad with n = 3.25 for (a) and (b)
and n = 1.5 for (c)-(f). The first and second columns show Ey
and −ωµ0
β
Hx respectively, plotted on the same color scale. The
two fields become increasingly dissimilar as more electric field
is concentrated at high-index-contrast boundaries.
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where and have units of inverse length. (Note that Γ here refers to the confine-
ment factor and not the spontaneous emission rate as in Section 2.2.) Although
a similar derivation has been shown in [13] we develop a simplified expression
and include our derivation for pedagogical reasons. The bulk material gain can
be determined from the magnitude of the electric field for a plane wave propa-
gating along the z-direction through the gain medium:
|E(z)|2 = |E0|2egbz. (4.4)
To calculate the effective confinement factor for a given waveguide mode pro-
file, we begin with an expression for the electric field of a guided mode propa-
gating along the z-direction. This can be written as the sum of all three vector
components of the electric field using Einstein summation notation:
E(x, y, z) = eˆjEj0Ψ(x, y)je
i(ωt−β˜z), (4.5)
where eˆ is the polarization unit vector,Ψ is the cross sectional mode profile, and
β˜ is the complex propagation constant defined as
β˜ ≡ k0(nr + ini), (4.6)
where k0 is the angular wavenumber in free space, and nr and ni are the real
and imaginary parts of the effective index respectively. By writing Eq. 4.5 in
the same form as Eq. 4.4 we can see that the modal gain is determined by the
complex propagation constant. From Eq. 4.6 we can then write the gain of the
guided mode in terms of the imaginary part of the effective index:
gm = 2Im{β˜} = 2k0ni. (4.7)
Similarly we can write the bulk material gain in terms of the imaginary part of
refractive index of the active gain material:
gb = 2k0nAi. (4.8)
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Expressing gain in this form allows us to treat it as a perturbation to the refrac-
tive index of the waveguide. We can now calculate the modal gain by introduc-
ing a small imaginary part to the refractive index (∆nAi) in a given active region
(A) and solve for the complex propagation constant of the guided mode. This
can be performed using variational methods [14]:
∆β˜ =
ω
∫ ∫
∞∆˜|E|2dxdy
1
2
∫ ∫
∞ Re{ E×H∗ } · eˆzdxdy
(4.9)
where ∆˜ = (nA + i∆nAi)2. According to Eqs. 4.6-4.8 this can be written in the
form:
gm =
[
nAc0
∫ ∫
A |E|2dxdy∫ ∫
∞ Re{E×H∗} · eˆzdxdy
]
gb (4.10)
Here c is the speed of light in vacuum, the integral in the numerator is carried
out only over the area of the active gain region (since this is where∆ ˜epsilon 6= 0),
and the integral in the denominator is carried out over the entire cross section of
the mode. We recognize the term in the brackets as the proportionality constant
in Eq. 4.3 and therefore we can express the confinement factor as:
Γ =
nAc0
∫ ∫
A |E|2dxdy∫ ∫
∞ Re{E×H∗} · eˆzdxdy
(4.11)
Note that as expected the stimulated emission rate (and thus the gain), depends
on the intensity of the field which is proportional to |E|2. Since this term is nor-
malized to unit power, the confinement factor can be thought of as the amount
of intensity overlapping the gain medium per unit input power. Note that most
previous derivations of this confinement factor err by incorrectly substituting
the electric for magnetic field in attempts to simplify the expression. This is
commonly written as [15, 16, 17]:
1
2
∫ ∫
Re {E×H∗} · eˆzdxdy = 1
2
β
ωµ0
∫ ∫
|E|2dxdy, (4.12)
and thus Eq. 4.11 could be written as the percentage of power or intensity con-
fined to the active region. However, as shown in Section 4.2.2, the expression in
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Eq. 4.12 is not valid for high-index-contrast waveguides since it is based on the
relationship for plane waves in homogeneous media thatH = c
n
(eˆz × E)[18].
The expression for the confinement factor (Eq. 4.9) can be simplified into the
product of two terms: one related to the group velocity, and the other related
to the confinement of the energy density of the electric field. The energy stored
per unit length (U/l) in a dielectric waveguide can be written as [18]:
U/l =
1
2
∫ ∫
∞
|E|2dxdy. (4.13)
Note that here we have neglected material dispersion when writing the stored
energy per unit length. To account for material dispersion one should replace
epsilon with d(ω)/dω in Eq. 4.13 [19, 20]. If silicon is the most dispersive ma-
terial, the error introduced by making this approximation is less than 7% at a
wavelength of 1.55 microns. The group velocity of the mode (vg) describes the
speed with which energy flows through a given cross section. Therefore we can
write the power flux through a given cross section of the waveguide as:
1
2
∫ ∫
Re {E×H∗} · eˆzdxdy = vg 1
2
∫ ∫
|E|2dxdy. (4.14)
Using the definition of group index (ng ≡ c/vg) we substitute Eq. 4.14 into
Eq. 4.11 and rewrite the confinement factor as:
Γ =
ng
nA
∫ ∫
A |E|2dxdy∫ ∫
∞ |E|2dxdy
≡ ng
nA
γA. (4.15)
We see from the simplified expression for the confinement factor that the
modal gain can be defined as the product of a term related to the group in-
dex and a term related to the confinement of the electric field energy density.
The first term can be thought of as a confinement in time since increasing the
real part of the group index relative to the bulk index has the effect of slowing
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the propagation of the guided mode. Therefore for a given waveguide length,
light can spend more time in the gain media resulting in an enhancement of the
modal gain per unit length. The second term represents the spatial confinement
of the energy density to the active region of the waveguide which we define as:
γA ≡
∫ ∫
A |E|2dxdy∫ ∫
∞ |E|2dxdy
. (4.16)
Since this term can be as large as 1 we see that the total confinement factor in
Eq. 4.15 can be larger than 1 if the group index is larger than the bulk refrac-
tive index. This means that it is possible to achieve more gain per unit length
in a guided structure than would be possible in bulk. This phenomenon has
been noted before for modal absorption [21] and results from the fact that light
spends more time in a structure with a large group index, and thus interacts
more with the gain material per unit length.
4.2.4 Numerical Verification
To verify our expression for the confinement factor (Eq. 4.13) we use numeri-
cal methods to calculate the relationship between material gain and modal gain
and compare it to the analytical results. Since the material gain can be expressed
in terms of an imaginary part of the dielectric constant, we can simulate mate-
rial gain in a given waveguide region by adding an imaginary component to
the dielectric constant and calculating the propagation constant of the guided
mode using a finite difference mode solver. The imaginary part of this complex
propagation constant can then be written in terms of the modal gain accord-
ing to Eq. 4.7. This relationship between the modal gain and material gain is
the definition of the confinement factor Eq. 4.3 and should match the derived
expression Eq. 4.15.
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We numerically calculate the modal gain according to the waveguide geom-
etry and the corresponding fundamental TM mode as shown in Fig. 4.2(a) and
(b) respectively. The waveguide geometry consists of two high index rails 500
nmwide and 250 nm tall separated by a horizontal slot 50 nm tall. For simplicity
we use a wavelength of 1.5 µm and 3.5 and 1.5 for the high and low refractive
indices respectively. This is approximately the index contrast between Si and
SiO2. Figure 4.2(b) shows the fundamental TMmode calculated using a Matlab-
based finite difference mode solver. We simulate material gain by introducing
an imaginary part of the dielectric constant to the low-index slot region. For
each value of material gain we use the finite difference mode solver to calculate
the complex propagation constant and calculate the corresponding modal gain
according to Eq. 4.7.
By plotting the numerically calculated modal gain (gm) versus material gain
(gb) in Fig. 1(c) we show excellent agreement with the analytically calculated
confinement factor. The slope of the line gm versus gb (circles in Fig. 4.1(c)) rep-
resents the confinement factor according to Eq. 4.3. We also calculate the con-
finement factor based on Eq. 4.15 and the calculated TM mode in Fig. 4.1(b).
We plot Γgb as the dashed line in Fig. 4.1(c). As expected, our calculated con-
finement factor agrees very well with the relationship between the modal and
material gain from numerical simulations. The difference between these two
factors (0.4328 from Eq. 4.15) and 0.4368 from the numerical simulations) is less
than 1%. To highlight the difference between this confinement factor and the
confinement of power to the gain medium we also plot on this graph PA where
we define the power in the active region as:
PA ≡ frac
∫ ∫
A
Re {E×H∗} · eˆzdxdy
∫ ∫
∞
Re {E×H∗} · eˆzdxdy. (4.17)
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Figure 4.2: Numerical study of modal gain. (a) Schematic of slot waveg-
uide with gain material defined by an imaginary component
of the refractive index confined to the slot region (pink). (b)
Major field component of the fundamental TM mode for the
same structure as (a) calculated using a finite difference mode
solver. (c) Circles show the modal gain (gm) calculated from the
complex effective index of the fundamental TM mode as de-
termined using a finite difference mode solver. Material gain
is added via the imaginary part of the refractive index in the
slot. Dashed line shows the modal gain calculated according
to Eq. 4.3 based on the confinement factor Γ determined from
the zero-gain mode profile from Eq. 4.15. Dotted line shows
the product of the power in the active gain region (PA) and the
material gain. We see that the confinement factor proposed in
this paper correctly predicts the modal gain simulated numeri-
cally, while the power confinement greatly underestimates the
simulated modal gain.
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We see from Fig. 4.1(c) that the modal gain of a slot waveguide is substan-
tially larger than would be expected from the percentage of power confined to
the gain region. As discussed in Section 4.2.3, this enhanced modal gain results
from both the large group index as well as the increased electric field energy
density in the slot. The electric field energy density is underestimated using the
H field (See Fig. 4.1(e) and (f)).
4.2.5 Minimizing the Lasing Threshold
One of the primary interests in these structures is achieving lasing, therefore
it is important to identify which factors aid in reaching the condition that the
modal gain exceeds themodal loss. Since material gain was written as a positive
imaginary part of the material’s refractive index, similarly, material loss can be
written as a negative imaginary part of the refractive index. The modal loss can
then be determined following the same derivation in Section 4.2.3. The result is
the modal loss (αm) is related to the bulk material loss (αb) by
αm =
ng
nb
γbαb, (4.18)
where nb is the refractive index of the bulk material and γb is the electric field en-
ergy density confinement in thematerial similar to Eq. 4.16. In general there will
be several loss mechanisms which can be written as sum of terms of the form
Eq. 4.18. We do not consider here non-distributed losses, such as end-mirror
loss, which are not fundamentally limiting to a waveguide structure (through
the application of high-reflection mirror coatings and/or lengthening of the
laser cavity). To achieve lasing, the threshold condition requires the modal gain
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per unit length be greater than the modal loss per unit length:
ng
γA
nA
gb − ng
∑
i
γi
ni
αi > 0. (4.19)
We see immediately that the group index can be divided out of Eq. 4.19. This is
because increasing ng increases the time it takes light to propagate through the
waveguide which increases both the gain and loss per unit length equally.
We see from the lasing threshold condition (Eq. 4.19) that increasing the
group indexwill not help one reach the lasing threshold despite that fact that the
gain per unit length increases. While above and below the lasing threshold the
net modal gain depends on the confinement factor Γ, we see from Eq. 4.19 that
the lasing threshold itself is determined only by the confinement of the electric
field energy density (γA). Although γA is generally larger than the power con-
finement in the slot, it is always less than or equal to 1. Therefore the lowest
lasing threshold for these structures is limited by the bulk material gain. An
identical result can be derived by analyzing resonant cavities. In that case γA
relates the material to modal gain per unit time [22].
Based on the threshold condition in Eq. 4.19 we can define a new figure
of merit which represents how easily lasing can be achieved in a waveguide.
Since in practice the modal loss αm is often an experimentally measured param-
eter with units of inverse length, we can substitute this measured quantity into
Eq. 4.19 and rewrite the lasing threshold condition as:
γb >
αm
Γ
. (4.20)
This quantity αm/Γ is a useful figure of merit since it is equal to the minimum
bulk material gain needed to reach the lasing threshold in the waveguide. Be-
cause the group index cancels out in Eq. 4.18, this figure of merit can be di-
54
rectly compared for waveguides of different geometries to determine which can
achieve lasing with the lowest material gain coefficient.
4.2.6 Scaling of Gain vs. Slot Thickness
While narrow slots enjoy greater local field enhancement, they also contain less
gainmaterial. Therefore the important question arises as to how the total gain in
these structures depends on the slot thickness. As the width of the slot becomes
increasingly narrow, the magnitude of the electric field increases until it reaches
its maximum determined by the difference between dielectric constants in the
high and low index region. This results in a greater stimulated (and sponta-
neous) emission rate of the material in the slot region [9]. According to the laser
rate equations this should result in larger modal gain coefficients [23]. However,
as the slot becomes increasingly narrow the area of the active region decreases.
Therefore although the gain material is ”working harder” there is less matter
contributing to the gain. Thus it is important to understand how these compet-
ing phenomena affect the lasing threshold.
To minimize the lasing threshold we look for a maximum in the spatial con-
finement factor (γA) as a function of slot thickness which is plotted in Fig. 4.3(a).
The maximum near a slot width of 60 nm illustrates the important point that the
tradeoff between emission rate (which increases as the slot is narrowed) and ma-
terial volume (which decreases as the slot is narrowed) results in an optimal slot
width for minimizing the lasing threshold. Initially, as the slot narrows from
120 nm, the increased emission rate more than compensates for the decrease in
volume of gain material, and γA increases. Near a thickness of about 50 nm
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Figure 4.3: (a) The spatial confinement factor γA plotted as a function of
slot thickness t, where the gain region is defined as the slot
(pink region in inset) between the high-index rails (green).
Narrow slots result greater emission rates of gain material
while thicker slots provide more material which contributes to
the gain. The peak in γA near a slot width of 60 nm indicates
the conditionwhere the combination of enhanced emission rate
and volume of gain material result in the lowest lasing thresh-
old. (b) The total confinement factor (Γ) (squares) and power in
the slot region (PA) (triangles) as a function of slot width. Dot-
ted and dashed lines mark the slot widths which maximize Γ
and PA respectively. The discrepancy between these two plots
shows that the percentage of power in the gain media is not
an accurate indication of either the magnitude or the optimal
design for modal gain.
the emission rate begins to saturate as it approaches its maximum value deter-
mined by the index contrast between the high and low index regions. After this
point, further reduction of the slot thickness decreases the volume of material
contributing to the gain without much enhancement of the emission rate, and
the result is a sharp drop in γA.
As a comparison to previous methods, we plot in Fig. 4.3(b) the relative
power confined in the slot region according to Eq. 4.17 and show again that slot
waveguides outperform expectations based on previous theoretical treatments.
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We see that both the magnitude of the modal gain and the optimal geometry
are miscalculated using this method. The gain calculated numerically (in agree-
ment with Γ) is nearly twice as large as would be expected based on the power
confined to the slot mode. Additionally, the optimal slot width is miscalculated
by more than 10% using power confinement.
4.2.7 Optimizing Slot Waveguide Geometry
To optimize the dimensions of a slot waveguide for an electrically pumped sili-
con laser, we apply the principles in the proceeding sections to achieve a waveg-
uide design with a minimal lasing threshold. We estimate that the slot thickness
should be no larger than 10 nm in order to achieve electrical injection via tun-
neling into an oxide-based gain media using bias voltages on the order of volts
[6]. Therefore we keep the slot thickness fixed at 10 nm and compute the con-
finement factors as we vary the height and width of the waveguide. Here we
have used the refractive indices of Si (3.48) and SiO2 (1.46) as the high and low
index material respectively, and a wavelength of 1.55 µm. We have assumed
that gain only occurs in the slot region. Figure 4.4(b) - (d) show respectively
the total confinement factor (Γ), the group index normalized to the slot index
(ng/nA), and the energy density confinement factor (γA) as a function of height
and width of the waveguide.
We see in Fig. 4.4(b) that the maximum modal gain for a 10 nm thick slot
occurs near a waveguide width of 940 nm and a height of 340 nm (marked by
the square) and has a value Γ = 0.336. Both the energy density and group in-
dex peak near a waveguide height of 340 nm. As the width of the waveguide
57
Figure 4.4: Optimization of width and height of Si/SiO2/Si slot waveg-
uidewith a 10 nm thick slot assumed to contain a gainmedium.
(a) Schematic of slot waveguide. (b) Total confinement factor
Γ, proportional to the total modal gain. (c) Group index ng
divided by the slot index (1.46), which is responsible for the
difference between the lasing threshold and modal gain. (d)
Electric field energy confinement γA, inversely proportional to
the lasing threshold. Themaximum total modal gain is marked
by the square in (a). The white contour shows the region which
corresponds to a 5% change from themaximumvalues of Γ and
γA.
is increased, the energy density in the slot region (and thus the net gain) in-
creases. The group index, on the other hand, decreases with increasing waveg-
uide width. These competing parameters result in a maximum Γ near a width
of about 940 nm.
In contrast to the modal gain, with a fixed slot thickness, the minimal las-
ing threshold (determined by γA) shows no well-defined optimum. This is be-
cause the lasing threshold will scale only with the energy density confinement.
The value of γA (Fig. 4.4(d)) increases monotonically with waveguide width
and asymptotically approaches the value for an infinitely wide slab waveguide,
which we calculate to have a maximum of γA = 0.137 for a waveguide height of
340 nm.
We see from Fig. 4.4 that the optimal device geometry is relatively insensitive
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to variation in waveguide dimensions. Around the optimal design, variations of
approximately ±50 nm in the total height and width of the waveguide result in
changes in the confinement factors of less than 5%. This allows the device per-
formance to be relatively unaffected by size variations which can occur during
fabrication.
4.2.8 Summary and Discussion
Wehave shown that some commonly appliedmetrics are not appropriate for de-
termining gain in high-index-contrast waveguides, and from first principles de-
veloped several figures of merit to characterize waveguide structures for gain.
In particular we have shown that the concept of power confinement to the gain
region significantly miscalculates the gain experienced by the waveguide mode.
Instead we have shown that the true confinement factor which determines gain
per unit length results from the combination of group index and confinement
of the electric field energy to the gain region. These terms can combine and
in some cases exceed unity meaning that one can achieve greater gain per unit
length than would be possible in the bulk material. The lasing threshold on the
other hand only depends on the percentage of electric field energy in the gain
region. To account for this we have introduced a new figure of merit to describe
the suitability of a waveguide to achieve low-threshold lasing. This figure of
merit is the experimentally measured propagation loss divided by the confine-
ment factor introduced in this paper. The evaluation of this ratio determines the
minimal material gain required to achieve lasing in the waveguide structure.
Additionally we have applied our analysis to the design of slot waveguide
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structures. We have shown that the lasing threshold has a minimum for a par-
ticular slot width and increases dramatically as the slot is made thinner. Also
we have shown that gain characteristics of the waveguides are fairly insensitive
to variations in overall waveguide dimensions.
Since the confinement factors presented here were derived from perturba-
tion theory, they can be applied to other phenomena in high-index-contrast
waveguides including refractive index sensing. In deriving the confinement
factors presented here we have studied gain as a perturbation of the imaginary
part of the refractive index over a given region of the guided mode. The same
formalism holds true for perturbations to the real part of the refractive index
and therefore the confinement factors for gain presented in the paper can also
be used as confinement factors for refractive index sensing [12, 21] and have
shown good agreement with experiment [1].
In summary, this section provides the qualitative and quantitative analysis
necessary in developing high-index-contrast waveguides with nanoscale light
confinement for applications such as amplification and lasing.
4.3 On-Chip Gas Detection in Slotted Optical Resonators
4.3.1 Introduction
Interaction of light with matter in a gaseous state is an important functional-
ity for sensors as well as for addressing isolated atomic or molecular states for
quantum optic applications [24]. The vast majority of room-temperature exper-
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iments involving light-matter interactions in integrated photonic devices have
been performed with matter in the solid or liquid state [11, 25, 26, 27, 28, 29].
This is primarily due to the typically small refractive index and absorption dif-
ferences between gasses at optical frequencies. Recently on-chip optical interac-
tion with Rb vapor in ARROWwaveguides was demonstrated by exploiting the
enhanced optical interaction at atomic resonances [24]. In the absence of such
atomic resonances, on-chip room-temperature optical interaction with gasses
has remained unexplored, due to the relatively weak strength of interaction. In
order to achieve on-chip optical interrogation of weakly interacting gasses we
use a high confinement resonant cavity formed by slotted waveguides. Res-
onant cavities have proven to be extremely useful as sensors of change in re-
fractive index [11, 25, 26, 27, 28, 29], and the slot waveguide geometry (as dis-
cussed in Chapter 2) allows us to enhance the light-matter interaction with the
gas [11, 9, 12]. Therefore, by combining the enhanced light-matter interaction
of the slot waveguide with the refractive index sensitivity of the microring res-
onator we demonstrate here the ability to detect small changes in the refractive
index of surrounding gasses.
4.3.2 Experimental Setup
A scanning electron micrograph (SEM) of the 20 µm-diameter silicon microring
like the one used for gas detection is shown in Fig. 4.5(a). The resonant wave-
length of the devices is determined by the optical path length in the ring which
depends on the effective index of the slot waveguide which, in turn, is deter-
mined by the refractive index of the gas surrounding the waveguide. Therefore
by measuring changes in the resonant wavelength of the microring (∆λ) we
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can detect small changes in refractive index of the gas (∆ngas)[11]. For changes
in ∆ngas small compared to the core-cladding index difference, we can assume
that the mode shape does not change. This is equivalent to taking the first-order
correction to the resonant wavelength which can be expressed mathematically
as:
∆λ = λ0 (Γ/neff )∆ngas, (4.21)
where λ0 is the unperturbed resonance wavelength, neff is the unperturbed
value of the effective index in the ring, and Γ is the confinement factor as defined
in Eq. 4.11 which satisfies the relationship ∆neff = Γ∆ngas.
Using a slot waveguide geometry we enhance the sensitivity of the reso-
nance wavelength to changes in refractive index [12]. By virtue of the boundary
conditions at dielectric interfaces, slot waveguides have been shown to greatly
increase the electric field in the low-index slot region for the quasi-TE mode [4].
This has the effect of both increasing Γ according to Eq. 4.11 as well as lowering
neff which increases the sensitivity to according to Eq. 4.21. Figure 4.5(b) shows
a cross-sectional SEM of a slot waveguide like the one used in our device. Based
on this geometry we use a finite difference mode solver to calculate the funda-
mental quasi-TE mode and plot the major electric field component in Fig. 4.5(c).
The sidewall angles and waveguide dimensions of approximately 600 nm wide
by 250 nm tall waveguide with a 40 nm slot (measured at the mid-point) are
based on the cross sectional SEM in Fig. 4.5(b). From the results of the mode
solver we calculate Γ and neff to be 0.64 and 2.01 respectively. Note that this
large confinement factor means that the effective index of the slot waveguide
changes by 0.64 times the change in index of the gas. This is a surprising result
considering that only about 23% of the mode power resides in the gas region.
This large confinement factor is the result of the enhanced electric field in the
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Figure 4.5: (a): SEM image of a silicon slotted microring resonator like the
one used in our experiment. Inset shows the slot waveguide
in the ring. Red arrows show direction of light propagation
along the bus waveguide (b) cross sectional SEM image of a
slot waveguide like the one in (a). (c) calculated mode profile
for the major E-field component of the fundamental quasi-TE
mode for the waveguide shown in (b). The high concentration
of electric field in the gas region makes the resonator more sen-
sitive to changes in refractive index of the gas.
region between the two silicon ridges as shown in Fig. 4.5(c). According to this
ratio of Γ/neff we expect the slot waveguide to improve the sensitivity of the
ring by a more than a factor of 20 compared to a waveguide with the same cross
section without a slot. The sensitivity of the device is determined by the fac-
tor relating the shift in the resonant wavelength to the shift in refractive index
(λ0Γ/neff ) which for our device is approximately 490 nm/refractive index unit
(RIU). Due to the large index contrast and thus large interaction factor for our
device, this quantity is more than a factor of two larger than previously reported
slot-based resonant sensors for fluids [11].
To control the gaseous environment surrounding the ring resonator we affix
63
a 1 x 1.5 cm glass cell atop the silicon chip using a UV-curable epoxy. We attach
flexible tubing connected to hose barbs on either end of the glass cell to control
the type and pressure of the gas above the microring resonator. A photograph
of the gas cell attached to a silicon chip is shown in Fig. 4.6(a). A schematic
of the experimental setup is shown in Fig. 4.6(b). Our optical source is a fiber-
coupled 5 mW tunable near-IR laser (1520-1620 nm) which is passed through
an inline polarization controller (PC) which is adjusted to excite the quasi-TE
mode. Using a cleaved fiber and an inverse nanotaper [30] we couple light into
the waveguide at the chip edge. To distinguish guided from unguided light we
offset the waveguide output by approximately one centimeter as depicted in
Fig. 4.6(a) and (b). The light from the waveguide output at the chip edge is col-
limated with a collection less and passed through a polarization filter oriented
to pass light polarized in the plane of the chip. The light which passes through
the polarizer is measured with an InGaAs photodetector and power meter. By
adjusting the PC to maximize the power through the polarization filter we can
selectively excite and measure the quasi-TE mode. We record the transmission
spectrum by scanning the wavelength of the tunable laser and plotting the col-
lected power as a function of wavelength. Using needle valves we can control
the flow of acetylene or compressed air over the chip. A pressure gauge at the
output allows us to monitor the gas pressure in the system.
4.3.3 Measurement and Analysis
We determine the relative change in refractive index of gasses at various pres-
sures by measuring changes in the resonant wavelength of the microring cavity.
Figure 4.7(a) shows the transmission spectrum for the microring resonator in air
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Figure 4.6: (a): Photograph of the gas cell affixed to the silicon pho-
tonic chip. Dotted line shows the path of the light through the
waveguide and the circle denotes the approximate location of
the microring. (b) schematic of the experimental setup which
was used to measure the resonant wavelength of the microring
under different gaseous environments.
(solid) and acetylene gas (dashed) at room temperature and atmospheric pres-
sure. A resonance shift of approximately 0.2 nm is clearly visible. To confirm
that the shift in resonance is due entirely to the difference in gasses we repeated
the measurement 3 times alternating between air and acetylene. We calculate
an average resonance shift of 0.19 nm with a standard deviation of 0.07 nm ver-
ifying that the shift in resonance is a reproducible consequence of the changing
index of the surrounding gas. At room temperature and atmospheric pressure
the difference in index between acetylene and air is approximately 3.24 ∗ 10−4
RIU [31]. According to Eq. 4.21 this index difference should result in a reso-
nance shift of 0.16 nmwhich agrees with the experimental data within one stan-
dard deviation. In Fig. 4.7(b) we plot the resonance wavelength as a function of
acetylene gas pressure. For each pressure, we take three measurements over the
course of approximately five minutes. We then fit the measured transmission
data to a Lorentzian using a least squares method. Each symbol in Fig. 4.7(b)
represents the average resonant wavelength from the three measurements as
determined by the fit. The error bars represent plus and minus one standard
deviation. Solid symbols represent the measured resonance shift as the cell is
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Figure 4.7: (a): Transmission spectra for the microring resonator in the
presence of air (solid) and acetylene gas (dotted) at room tem-
perature and atmospheric pressure. The shift in resonance is
due to the difference in refractive index between air and acety-
lene gas. (b): Change in resonant wavelength as a function of
gas pressure for acetylene. Solid and open shapes represent the
average of three measurements for increasing and decreasing
pressure respectively. Error bars represent the standard devi-
ation of the three measurements for each data point. Dashed
line shows the theoretical resonance shift based on the proper-
ties of the resonator. The slope of 490nm/RIU determines the
sensitivity of the device.
pressurized and open symbols represent measurements as the cell is depres-
surized. The overlap of these measurements verifies that the shift in resonance
wavelength is a reproducible result of the pressure of the surrounding acetylene
gas.
We verify the measured index change due to variation in pressure by com-
paring it to the Gladstone-Dale model for the refractive index of gasses as a
function of density. According to this model we can write the change in index
of the gas (∆n) as a linear function of the change in pressure (∆P ):
∆n =
KGD
RT
∆P, (4.22)
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where KGD is the Gladstone-Dale constant, R is the ideal gas constant, and T
is the temperature. According to [31] we compute the Gladstone-Dale constant
for acetylene at a wavelength of 1527.5 nm to be KGD = 14.26 cm3/mol. Note
that despite the weak molecular resonances which absorb in this wavelength
range [32], to a good approximationKGD can be considered to be constant. This
is due to the fact that the overall refractive index of acetylene gas at 20 oC and
atmospheric pressure is n = 1+5.93∗10−4 [31] which is due mostly to electronic
transitions in the ultra-violet [33]. From the Kramers-Kronig relation we deter-
mine the maximum correction to the refractive index from the measured max-
imum absorption near 1527 nm (0.33 cm−1) to be approximately 2 ∗ 10−6 [34].
Since this correction is two orders of magnitude smaller than the background
index we can neglect this effect and treat KGD as a constant in this wavelength
range. Using the room temperature of 20 oC and the calculated values of KGD
and Γ/neff we combine Eqs. 4.22 and 4.21 to plot the expected shift in resonance
wavelength as the dashed line in Fig. 4.7. This theoretical resonance shift agrees
with the measured data within the experimental error. To demonstrate the sen-
sitivity of this device we can rewrite the x-axis in Fig. 4.7 in terms of the change
in refractive index of the gas according to Eq. 4.22. This is plotted as the top
x-axis in Fig. 4.7 showing that our device is sensitive to refractive index changes
on the order of 10−4. Note that the slope of the data in Fig. 4.7 is proportional to
the ratio Γ/neff . Therefore the sensitivity of this measurement is proportional to
the interaction factor and thus more than 20 times greater than the same device
without a slot. One should note that the shift in resonant wavelength is de-
pendent only on this ratio Γ/neff and independent of the cavity quality factor
(Q = λ0/∆λ , where ∆λ is the full width half maximum of the resonance). The
ability to accurately quantify very small changes in the resonance wavelength
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will be aided by an increase in Q since this results in a narrowing of the reso-
nance linewidth (∆λ). Due to the large value of Γ/neff we were able to perform
this experiment using a resonator with a relatively modest Q factor of about
5000. Much larger Q factors on the order of 106 and greater have been reported
in similar structures by several groups [27, 35, 36] and could greatly improve
this technique by allowing more accurate readout of the wavelength shift.
4.3.4 Summary
Using a silicon slotted microring resonant cavity we have demonstrated a chip-
scale photonic system capable of detecting small changes in the refractive index
of a gas due to composition and pressure. Due to the nanoscale slot geometry of
our resonant cavity we have shown a large interaction factor of 0.64 indicating
that the change in effective index of the slot waveguide is 64% of the change
in index of the gas despite the fact that only 23% of the mode power resides in
the gas region. This large interaction factor leads to a large device sensitivity of
490 nm/RIU. With this device we have demonstrated the detection of refractive
index changes on the order of 10−4 using a resonator with a Q factor of 5000.
Increasing this Q factor could further increase the accuracy of this detection
scheme.
This platform for the interaction of gas-phase molecules with optical micro-
cavities could open the door for a number of experiments in atomic and molec-
ular optics as well as applications in gas sensing.
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4.4 Summary
In this chapter we have presented two representative applications which ben-
efit from confinement of light to nanoscale dimensions: silicon-based optical
gain and gas sensing. We have developed confinement factors for describing
how these devices perform and verified their accuracy numerically and experi-
mentally. Based on our analysis we have shown that the enhanced light-matter
interaction in these devices can greatly enhance their performance. In the case
of optical gain we have shown that devices can operate more efficiently than
one would expect based on the power confined to the gain media. In the case
of sensing, we have used nanoscale light confinement in the slot waveguide
to demonstrate the most sensitive optical-microcavity-based refractometric gas
sensor reported to date.
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CHAPTER 5
NOVEL PHYSICAL EFFECTS IN OPTICAL NANOSTRUCTURES
5.1 Introduction
In the previous chapters we have discussed the principals of nanoscale light
confinement, performed measurements characterizing the optical modes, and
demonstrated representative applications. In this chapter we focus on new
physical phenomena resulting from nanoscale light confinement which could
form the basis of future applications. Namely we show that an optical resonant
cavity with a nanoscale mode volume can behave as an individual radiating
dipole. We demonstrate for the first time that like a radiating dipole, the radia-
tive lifetime of this cavity can be controlled by altering its physical environment
even if these changes occur at distances which are large compared to the optical
wavelength1.
5.2 Far-field Control of Radiation from an Optical Nanocavity
Controlling the time that photons remain trapped in an individual state before
being emitted is a fundamental challenge in photonics and quantum informa-
tion processing. Optical resonant cavities allow one to trap photons for a period
of time (photon lifetime) dictated by the cavity geometry. In active photonic
devices such as switches, modulators, and buffers, it is often necessary to dy-
namically modify the photon lifetime (τp) of optical resonant cavities [2]. To
1Portions of this chapter are reproduced with permission from [1]
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achieve this dynamic control of the photon lifetime several recent techniques
have demonstrated tunable modification of τp. These current techniques includ-
ing free carrier injection[3], thermal control [4], integrated fluidics [5], and near-
field probes [6] all rely on physical changes within the near-field of the cavity
(distances less than one wavelength).
In instances where physical modifications in the near-field are impractical,
far-field control of the radiative properties can in principle be achieved by ma-
nipulating the local density of states at the source. It has been known for more
than three decades that reflections at metallic or dielectric interfaces can modify
the local density of states for optical dipoles resulting in a change of their radia-
tive rate [7]. While far-field control of radiative lifetimes has been observed in
atomic and molecular ensembles [8, 9, 10], only recently has this been achieved
for individual optical dipoles using sensitive scanned probe experiments [11].
Here, applying similar techniques, we show the first far-field control of the ra-
diative rate (or the photon lifetime) of an individual optical nanocavity and
show it to be analogous to an individual radiating dipole.
5.2.1 Experimental Setup and Measurement
To demonstrate far-field tuning of the radiative rate of an optical nanocavity,
we perturb the local density of states with a scanning metallic probe and extract
the resulting change in radiative rate from the cavity’s transmission properties.
The effect of changing local density of states can be calculated by considering
the interference between the source field and its reflection [12, 13]. An increase
or decrease in the local density of states is equivalent to the reflected field con-
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structively or destructively interfering with the source field. This results in an
increase or decrease of the radiative rate depending on the phase relationship
between the source field and radiation reflected by a metallic probe. By control-
ling the position of a scanning probe we tune this phase relationship between
the source and reflected fields thereby controllably increasing or decreasing the
radiative rate of the cavity. We increase the sensitivity of the experiment by
working in a cavity configuration and extracting changes in radiative lifetime
from changes in the cavity transmission. Using this technique we can detect
lifetime modifications of less than one percent. This corresponds to a temporal
sensitivity of less than one femtosecond for the cavity used in our experiment
which has a photon lifetime of about 20 fs. This experiment enabled both by
TraNSOM as discussed in Section 3.2 as well as the integrated resonant cavities
with a nano-scale mode volumes described Section 2.3.
The optical nanocavity used in our experiment is embedded in a quasi-1D
photonic crystal coupled to an input and output waveguide (as described in
Section 2.3). The device is fabricated in silicon on insulator (SOI) using electron
beam lithography and reactive ion etching. Fabrication details can be found
in Section 3.2.4. As seen in the scanning electron micrograph (SEM) in the
Fig. 5.1(a) inset, the nanocavity is defined by the two sets of holes separated
by about 500 nm. These sets of holes act as quasi-1-D photonic crystals form-
ing partial reflectors that trap light between them when the input wavelength
matches the resonance condition [14]. The slot in the cavity center decreases
the effective volume of the resonance cavity and increases the radiative rate as
a result of the lower index contrast between the cavity and the cladding [15].
The experimental setup described in detail in Section 3.2.2 consists of ampli-
fied spontaneous emission filtered to λ = 1565 nm to match the cavity reso-
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Figure 5.1: (a) Topography of the resonant cavity as measured by an
atomic force microscope. Inset shows a scanning electron mi-
crograph corresponding to the dashed box. Arrows show
the direction of light propagation. (b) Measured transmission
through the cavity recorded simultaneously with the topogra-
phy in (a). (c) Measured (solid line) and calculated (dashed
line) relative change in transmission (T ′/T ) and corresponding
change in radiative lifetime (∆τrad) as a function of the source-
probe separation taken along the dashed line in (b) and (d) re-
spectively. (d) Calculated change in transmission as a function
of probe position based on the model in Fig. 5.2.
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nance and coupled into and out of the device through optical fibers. The device
is then imaged using a PtIr-coated probe in tapping-mode on an atomic force
microscope (AFM) which simultaneously records the topography and power
transmitted through the device. Note that the transmission is not demodulated
at the tapping frequency. In tapping mode the amplitude of probe oscillation
in the z-direction is about one hundredth of the optical wavelength used in this
experiment. Therefore, the effect of probe oscillation on the change in radiative
lifetime is negligible and the probe can be considered to be in contact with the
surface. Figure 5.1(a) shows the topography of the resonant cavity as measured
with the AFM and Fig. 5.1(b) shows the simultaneously measured change in
transmission as a function of probe position. Figure 5.1(c) shows a cross section
through the measured data and theoretical model taken along the dashed line in
Fig. 5.1(b) and (d) respectively. Figure 5.1(d) represents a theoretical model for
the experimentally measured change in transmission shown in Fig. 5.1(b). This
model, based on probe-cavity interaction, is explained in detail in the following
sections.
5.2.2 Theory and Analysis
To extract the change in τrad from the measured change in power transmitted
through the cavity, we model the optical cavity as shown in Fig. 5.2(a). We can
write the on-resonance cavity transmittivity (T ) and reflectivity (R) of the cavity
shown in Fig. 5.2(a) as [16]:
T = [(2/τc)/(1/τrad + 2/τc)]
2 , (5.1)
R = [(1/τrad)/(1/τrad + 2/τc)]
2 , (5.2)
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where τrad and τc are the radiative and coupling lifetimes respectively. Since
absorption in small volume resonant cavities is negligible [17], τrad refers to the
time it takes for the energy in the resonant cavity to decay by a factor of 1/e
if the cavity is isolated from the input and output waveguides. Similarly to
atomic dipoles, the stored energy is lost by radiation into free space which is
determined by the local density of states. The coupling lifetime, on the other
hand, refers to the time it takes light to couple into or out of the resonant cav-
ity through the waveguides (Fig. 5.2(a)). It is important to note that unlike τrad,
τc is independent of the local density of states and is determined only by the
mode overlap between the guided mode in the resonator, the decaying Bloc
mode in the 1D photonic crystal, and the waveguide mode [17]. Since the probe
is several wavelengths away from the guided modes we can apply first or-
der perturbation theory and assume that the mode profiles do not change as
a result of the probe [18] and the overlap integrals which determine τc remain
unchanged. The photon lifetime refers to the time it takes the energy in the
coupled cavity (Fig. 5.2(a)) to decay by a factor of 1/e and can be written as:
1/τp = 1/τrad + 2/τc. Defining the ratio of the unperturbed radiative to cou-
pling lifetimes as β ≡ τrad/τc, we can write the relative change in transmission
in terms of the change in τrad:
T ′
T
=
[
τ ′p
τp
]2
=
[
1 + 2β
τrad/τ ′rad + 2β
]2
. (5.3)
Here the primes indicate the perturbed quantities. In principle β can be deter-
mined experimentally from the ratio of the on-resonance transmittivity (Eq. 5.1)
and reflectivity (Eq. 5.2) of the resonator: β = 1/2
√
T/R [16]. In practice this
requires precise knowledge of the transmission and reflection coefficients at
each optical fiber-to-chip interface. Since the positions of the optical fibers shift
slightly during the adhesive curing process, the coefficients at these interfaces
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Figure 5.2: (a) Schematic of an optical resonant cavity coupled to the input
and output waveguides where T and R are the transmittivity
and reflectivity respectively (b) Model of the cavity-probe in-
teraction as viewed from the side (not to scale). Stars labeled I1
and I2 represent image dipoles resulting from reflections at the
probe apex and cantilever respectively.
vary significantly making the absolute transmission properties difficult to char-
acterize. Instead we estimate β by simulating pulse propagation through the
device using a 3D FDTD method. Using this technique we calculate an on-
resonance transmittivity of T = 0.48 and reflectivity of R = 0.10 from which we
estimate β to be 1.09. Note that we neglect the transmission change resulting
from a shift in resonant frequency since for classical dipoles this effect is smaller
than the change in τrad by a factor 1/ω0τrad  1 [13]. Note that in Fig. 5.1(b)
changes in τrad are observed at distances of more than nine microns from the
source which corresponds to more than five optical wavelengths. This confirms
we are indeed observing source-probe interaction beyond the near-field.
The oscillation of the transmitted power shown in Fig. 5.1(b-d) can be under-
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stood by the model shown in Fig. 5.2(b) depicting a side-view of the cavity and
the image dipoles resulting from the reflections by the probe. Reflection from
the tip of the probe and the cantilever create two distinct image dipoles denoted
as the stars labeled I1 and I2 respectively. As the probe position changes, the
distances between the source and image dipoles change, altering the phase re-
lationship between the source and reflected fields. Therefore, we expect τrad to
oscillate as a function of probe position which we indeed measure in Fig. 5.1(b).
Based on the geometry of the probe-cavity interaction in Fig. 5.2(b), we expect
the lifetime oscillation due to I1 to have a period of λ/2 cos(θ) where θ is the
half angle of the probe cone near the apex as depicted in Fig. 5.2(b). Since θ is
a small angle (15 ± 3◦ according to SEM images of the probe) the period of the
oscillation is close to half the free space wavelength (0.783 microns). This cor-
responds to the dipole-like radiation pattern centered at the cavity as shown in
Fig. 5.1(b). On the other hand, lifetime oscillation due to I2 should have a period
of λ/2 sin(φ)where φ is the angle of the cantilever which is specified by the man-
ufacturer to be 13 ± 0.5◦. This corresponds to a period of about seven microns
and should vary only as the probe is scanned in the y direction. This is seen in
as the long oscillations along the y direction measured in Fig. 5.1(b). Note that
a scan along the y direction corresponds to a scan from right to left in Fig. 5.2(b)
and a scan from bottom to top in Fig. 5.1(b). We verify the effect of both image
dipoles by plotting in Fig. 5.3 the 2DFFT of Fig. 5.1(b). Indeed Fig. 5.3 shows
distinct peaks at large wave numbers near 4pi cos(15◦)/λ (dotted circle) as well
as peaks at small wave numbers along the y direction near 4pi sin(13◦)/λ (dashed
lines). Note that the probe is modeled simply as a reflecting surface at an an-
gle determined according to Fig. 5.2(b) and a reflectivity that contributes to the
constant κ defined below. Probes of other materials or complex geometries with
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Figure 5.3: 2D FFT of the data in Fig. 5.1(b). Dotted circle shows the
wave numbers corresponding to the probe cone half-angle of
15 degrees. Dashed line shows the wave numbers along the
y-direction corresponding to the cantilever angle of 13 degrees.
multiple facets could allow for additional image dipoles of varying magnitudes
which could result in a greater overall effect on the τrad.
To quantify the absolute change in τrad wemathematically express the above
model and compare it to the measured data using a single fitting parameter.
The field from the image dipoles interacts with the cavity (source dipole) per-
turbing its dipole moment. We write this perturbed dipole moment (p′) as the
sum of the unperturbed dipole moment (p) and the effect of the image dipole:
p′ = p− κpep(r). Here the image dipole is represented as |p|ep(r)where ep(r) is
the electric field of a unit dipole at position r (determined by the probe position
according to Fig. 5.2(b)) measured at the cavity position. This term is multi-
plied by the reflectivity of the probe and the effective polarizability of the cavity
which we group as a single term κwhich is our fitting parameter. Note from the
minus sign proceeding ep that we have assumed that reflection from themetallic
82
probe results in a pi phase shift as expected from near-perfect metals. Since the
radiated power is proportional to the square of the oscillating dipole moment
[13] we can write:
τrad/τ
′
rad = |p′|2/|p|2 = |pˆ− κep(r)|2. (5.4)
We calculate the expected change in transmission as a function of probe posi-
tion by first calculating the known radiation pattern of a unit dipole, combining
Eq. 5.4 with Eq. 5.3, and taking the unit vector pˆ to be along the y direction (as
suggested by Fig. 5.1(b)), and β to be the calculated value of 1.09. We then fit
our model to the measured data using a least-squares fit along the dashed line
in Fig. 5.1(b) with κ as the sole fitting parameter. According to the fit we deter-
mine κ = 4piε0(6.3 ± 0.1 ∗ 10−22)m3 (which is about eight orders of magnitude
larger than the polarizability of a single atom) and plot our model (dashed) and
the measured data (solid) in Fig. 5.1(c). Note we have applied this fit over a re-
gion where the probe is more than one wavelength away from the cavity center.
This is done to avoid probe-cavity interactions in the near field where the anal-
ogy between the nanocavity and a radiating dipole breaks down since one must
consider the exact mode profile of the resonant cavity [19, 20]. The model shows
excellent agreement with the measured data for large probe-cavity separations.
For short separation distances, however, the measured data has a slightly longer
oscillation period since the half-cone angle of the probe is smaller near the apex.
We determine the unperturbed value of τrad from the full width half maximum
(FWHM) of the resonance (∆λ = 65 ± 12nm) and the calculated value of β ac-
cording to τrad = (1 + 2β)λ20/2pic∆λ = 63 ± 13fs. This can be derived from
the definition of β and ω0τp ≈ λ/∆λ [18]. Using the values of β = 1.09 and
τrad = 63 fs we calculate the absolute change in τrad according to Eq. 5.1 and
represent those values as the y-axis on the right hand side of Fig. 5.1(c). Note
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that by extracting the change in τrad from the change in transmission we are
able to resolve changes of less than one femtosecond which would be extremely
difficult to measure in the time domain. For high-Q cavities, however, such as
those reported in [21] this long-range change in τrad could be on the order of
picoseconds. Optimizing the probe geometry could also greatly enhance these
long-range effects.
To verify that our model correctly predicts the measured transmission
changes in two dimensions (Fig. 5.1(b)) we plot in Fig. 5.1(d) the simulated 2D
probe-cavity interaction based on Eq. 5.1, the calculated value of β, and the fit-
ted parameter κ. Note that in Fig. 5.1(d) we have only included the effect of the
image dipole formed by the probe (I1 in Fig. 5.2(b)) since this is the most sen-
sitive to the probe position. We see that the simulated transmission changes in
Fig. 5.1(d) indeed match the measured dipole-like pattern shown in Fig. 5.1(b).
Note that Fig. 5.1(d) is generated based on the angle of both the probe and the
cantilever as shown in Fig. 5.2(b). The small 13◦ angle of the cantilever causes
the pattern above the cavity (positive y) to be slightly different than the pattern
below the cavity (negative y). Although this effect is small, the fringes above the
cavity are noticeably stronger than those below the cavity in both the measured
(Fig. 5.1(b)) and calculated (Fig. 5.1(d)) images.
5.3 Summary
In this chapter we have discussed novel physical phenomena which occurs in
nanoscale optical resonant cavities which could lead to future photonic applica-
tions. By controlling the position of a scanning probe in the optical far field we
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have demonstrated the first far-field control of the radiative lifetime of an indi-
vidual optical nanocavity. By extracting this change in τrad from the change in
resonant cavity transmission we have demonstrated sub-femtosecond temporal
sensitivity. Although the magnitude of change in τrad reported in this paper is
less than one percent, these changes can be extremely precise and tunable. The
magnitude can be increased by changing the reflectivity of the probe material
or altering the geometry to allow for a greater number of image dipoles. The
long-range control of radiative properties reported here could lead to advances
in photonics, and quantum information processing, which require precise con-
trol over photon dynamics. We have also shown that radiation from photonic
nanocavities is analogous to individual optical dipole radiation. This opens the
door to new experiments controlling and characterizing the radiation properties
of individual optical dipoles as well as photonic nanocavities.
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CHAPTER 6
CONCLUSIONS AND OUTLOOK
It is likely that over the next several decades photonics will play an increasingly
important role in solving the looming problems in power consumption and foot-
print as communication and information processing demands increase. Imple-
mentation of photonic devices will likely occur everywhere from chip-to-chip
and on-chip optical networking to components in network nodes in the telecom-
munications backbone. The future impact of these devices rely on (among other
things) their efficiency. As discussed in this dissertation the efficiency of these
devices is often related to the efficiency of the interaction between light and
matter.
In this dissertation we have discussed the principles, measurement, and ap-
plications for enhanced interaction between light and matter via nanoscale light
confinement. We have shown that in nanostructured dielectric materials it is
possible to confine light to effectivemode volumesmuch less than a cubic wave-
length. To characterize these highly confined optical modes we have developed
and implemented novel microscopy techniques which we have named TraN-
SOM and i-TraNSOM. Using the principles of nanoscale light confinement we
have discussed how optical gain can be efficiently achieved on a silicon plat-
form and demonstrated highly sensitive refractometric gas detection. Finally
we have shown novel physical phenomena whereby nanoscale resonant cavi-
ties can be tuned with distant probes. We have shown that due to their small
size these resonant cavities behave as individual radiating dipoles with radia-
tive lifetimes which depend on their environment.
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Throughout this text we have consistently found that due to the small length
scales and large index contrast in semiconductor nanophotonics, many com-
monly held assumptions from the table-top and fiber optics community are not
valid in this nanoscale regime. It is the hope of this author that in addition
to the few technical advancements described in this dissertation the commu-
nity can benefit from the knowledge that when working in this new regime it
is important to investigate the subtleties of electrodynamics and continuously
reevaluate concepts which are borrowed from other disciplines.
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