We study the response of the Southern Hemisphere circulation to the 1982 eruption of El Chichón and 1991 eruption of Pinatubo volcanoes in a suite of up-to-date coupled climate models. We find a significant response in austral spring and autumn in the years following the eruptions, which consists of a stronger stratospheric polar vortex and lowered sea-level pressure over the Antarctic, both consistent with the positive phase of the Southern Annular Mode. The seasonality of the response may be explained in terms of zonal flow-planetary wave interactions. This dynamical response is inconsistent with the observational reanalyses in the polar stratosphere in spring, but not in the troposphere where the internal variability is large compared to the magnitude of the response.
Introduction
Sulphur dioxide injected into the stratosphere by large volcanic eruptions is converted to sulphate aerosols that remain there for a few years, altering the radiative budget of the atmosphere. Aerosols reflect solar visible radiation causing cooling at the Earth's surface and absorb solar near-infrared and terrestrial radiation causing warming of the stratosphere (Robock, 2000) . Known impacts of large eruptions that inject sulphur dioxide into the stratosphere also include a strengthening of the Northern Hemispheric (NH) stratospheric polar vortex and the tropospheric midlatitude westerly winds in the winters following the eruption (Graf et al., 1993; Kodera, 1994) . The strengthened extratropical zonal circulation corresponds to a positive phase of the Northern Annular Mode (NAM: Thompson and Wallace, 2000) . The NH dynamical response is reproduced by climate models, albeit with a weaker magnitude (Stenchikov et al., 2006) .
Whether or not a dynamical response to large volcanic eruptions exists in the Southern Hemisphere (SH) remains unclear. Marshall (2003) and Roscoe and Haigh (2007) used a station-based Southern Annular Mode (SAM) index (Marshall, 2003) and found a negative SAM response to volcanic forcing, corresponding to a positive sea-level pressure anomaly over the Antarctic. Crooks and Gray (2005) in a regression analysis of the reanalysis data from the European Centre for Medium-Range Weather Forecasts (ERA-40) also found a weakened annual-averaged wind response in the SH troposphere, suggesting a negative SAM response. However Robock et al. (2007) studied the SH circulation after the Pinatubo eruption in the ERA-40 and National Centers for Environmental Prediction/National Center for Atmospheric Research reanalysis (NNR) datasets and in the Goddard Institute for Space Studies (GISS) Model-E coupled climate model and found no response in the SAM. Robock et al. (2007) concentrated on austral winter and looked only at the output of one climate model. In this paper we re-examine the dynamical response of the SH circulation to large volcanic eruptions using the outputs of several atmosphere-ocean coupled climate models and show that the models exhibit a significant dynamical response to the eruptions in austral spring and autumn similar to that observed and simulated in the NH in winter. The model results are compared with the observed response, and possible mechanisms are discussed to explain the discrepancy between the modelled and observed responses.
Data and Methodology
We use data from nine coupled atmosphere-ocean general circulation models available from the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) dataset at https://esgcet.llnl.gov:8443/. For both GISS-E models data were downloaded directly from the GISS server (ftp://data.giss.nasa.gov/pub/pcmdi/). Volcanic forcing in the CMIP3 models is described in Stenchikov et al. (2006) . Only a subset of nine CMIP3 models that include volcanic forcing in their simulations of the twentieth-century climate is used (see Table I ). In addition to the CMIP3 dataset we make use of nine HadGEM1 model simulations with anthropogenic and natural forcings including volcanic aerosol: the baseline and the baseline+ozone+QBO threemember ensembles described in Dall'Amico et al. (2009a) and a further set of three baseline+ozone+QBO simulations conducted on a different computing facility. Volcanic forcing in these simulations is identical to the HadGEM1 simulation of the twentieth-century climate from the CMIP3 dataset, but a more realistic ozone forcing which includes observed interannual ozone variability, and also a zonal wind relaxation to the Quasi-Biennial Oscillation (QBO) in zonal winds, are implemented in the six baseline+ozone+QBO simulations (HadGEM1 QBO). Altogether data from 41 simulations are available for upper-air variables and 42 simulations are available for surface variables. The multimodel ensemble mean (MULTI) is calculated by averaging across all available simulations. We also examine the ERA-40 (Uppala et al., 2005) , and the NNR (Kalnay et al., 1996) datasets. The Hadley Centre Sea Ice and Sea Surface Temperature dataset (Rayner et al., 2003) is used to calculate observed El Niño 3.4 index.
We concentrate on the response to two eruptions: El Chichón (4 April 1982) and Pinatubo (15 June 1991) since these are the eruptions with the largest radiative forcing during the twentieth century (see Table II of Stenchikov et al., 2006) , and they both occurred during the period of satellite observations. Statistical significance of the ensemble mean anomalies is evaluated using a one-sample twosided t-test assuming each model simulation represents an independent sample. Statistical significance of the difference between the models and the reanalyses after the eruptions is evaluated using a two-sample two-sided t-test assuming each post-volcanic year and each model simulation represent independent samples. Since different models have different numbers of simulations, the multi-model ensemble means may be biased towards models that have a larger number of simulations. However, the main conclusions of this study do not depend on whether the multi-model ensembles are composed of the model means or of the individual simulations. Figure 1 shows time series of monthly mean anomalies of the SH low-latitude (0
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• -40 • S) temperature at 50 hPa and at the surface as well as the SH polar cap (60 • S-90 • S) 50 hPa geopotential height and mean-sea-level pressure (MSLP) for the period 1979-1999 in MULTI, in the HadGEM1 QBO ensemble, and in the reanalyses. The anomalies were calculated by subtracting linear trends for the period 1979-1999 for each month separately. A two-year period following each eruption was excluded from the trend calculations. The models reproduce the temperature response to the radiative effects of volcanic aerosol in low latitudes. The warming of the low-latitude stratosphere caused by the absorption of solar near-infrared and terrestrial radiation by the volcanic aerosol lasts for 2-3 years after the eruptions (Figure 1(a) ). The simulated warming appears larger than that in the reanalyses during the first year after the Pinatubo eruption. Analysis of the vertical structure of the warming (Figure 2) shows that this overestimation is largest at 60 hPa. Stenchikov et al. (2006) found that differences across the models in simulating the warming are understandable in terms of the treatment of the aerosol properties. The largest warming is simulated by the Model for Interdisciplinary Research on Climate (MIROC) models, likely because they assume a fixed effective radius of particles representative of the background aerosol, which leads to more near-infrared absorption. On the other hand the GISS and Geophysical Fluid Dynamics Laboratory (GFDL) models, which assume a more realistic volcanic aerosol radius varying in space and time, simulate a more realistic warming. Despite these differences, the warming in MULTI is not inconsistent with the reanalyses throughout the lower stratosphere after both the eruptions in the first two years following an eruption according to a ttest. Only at 10 hPa where the post-volcanic anomalies in the reanalyses are negative do the models appear inconsistent Figure 1(b) shows low-latitude surface temperatures in the models and in the reanalyses. The observed temperature variability is strongly modulated by the El Niño/La Niña events (e.g. Turner, 2004) . The simulated low-latitude surface temperatures in MULTI drop after the eruptions due to reduced solar radiation, whereas the observed anomalies are positive after the El Chichón eruption due to the 1982/1983 El Niño event and only slightly negative during the first year after the Pinatubo eruption due to the 1991/1992 El Niño event. The HadGEM1-QBO ensemblemean surface temperature drops after the Pinatubo eruption but not after the El Chichón eruption. This feature is likely associated with the QBO as discussed in Dall'Amico et al. (2009b) .
In the high-latitude stratosphere, significant negative geopotential height anomalies, indicating strengthening of (Figure 1(c) ). The largest negative anomaly is simulated in austral spring 1982 following the El Chichón eruption. Large negative anomalies are also seen in spring and autumn 1992, the year after the Pinatubo eruption. A negative anomaly is also simulated in spring 1991 but of smaller magnitude than in the following year. The periods of the strengthening coincide with negative MSLP anomalies (Figure 1(d) ), although the anomalies after the Pinatubo eruption do not exceed the internal variability. In the reanalyses the anomalies are positive in austral spring 1982 and after the Pinatubo eruption both in the stratosphere and in the troposphere. According to a t-test, the polar stratosphere response in the models in the first two springs following an eruption is inconsistent with the reanalyses with p < 0.05 but the models are not significantly different from the reanalyses either at the surface or in the polar stratosphere in autumn.
Figure 3(a) shows zonal mean stratospheric aerosol optical thickness for the post-volcanic years described in Sato et al. (1993) (http://data.giss.nasa.gov/modelforce/strataer/) and used by the majority of the models (Stenchikov et al., 2006) . The enhanced values, which are largest in the Tropics after both eruptions, indicate volcanic forcing. Figure 3(b) shows zonal mean temperature anomalies at 70 hPa. Significant cooling is simulated in the SH high latitudes after both eruptions maximising in spring/early summer (October-December) and in autumn (March-May). An SH high-latitude stratospheric cooling in the spring following the Pinatubo eruption similar to that shown in Figure 3 (b) has been simulated in several other models (e.g. Kirchner et al., 1999; Ramachandran et al., 2000; Rozanov et al., 2002) ; however, it received no attention in these studies. The SH stratospheric westerly jet at 50 hPa (Figure 3(d) ) exhibits periods of strengthening which coincide with the periods of maximum high-latitude cooling. In ERA-40 (Figures 3(c) ) the tropical warming is modulated by the QBO (Figures 3(e) ) and consistent SH high-latitude cooling is missing. The cooling is also missing in the NNR (Figure 4 ). According to a t-test the difference between the models and the reanalyses in the polar stratosphere temperatures in the first two springs following an eruption is significant with p < 0.05. Figure 5 shows zonal mean geopotential height anomalies in the SH during one post-El-Chichón spring (1982) and two post-Pinatubo springs (1991 and 1992) . Similar patterns are obtained for the post-volcanic autumns (Figure 6(a) , (c) and (e)). Positive stratospheric anomalies and negative tropospheric anomalies related to the direct radiative volcanic forcing are seen in low latitudes. At high latitudes, significant negative geopotential height anomalies are found in the stratosphere and the troposphere south of ∼55-60 • S in all three seasons, the 1991 anomalies being noticeably weaker. In ERA-40 (and also in the NNR, not shown) the geopotential height anomalies in low latitudes are similar to simulated ones, but in high latitudes they are the opposite.
The decreases in geopotential height at high latitudes and weak increases at mid-latitudes project onto the positive phase of the SAM. The positive SAM phase is seen in the simulated MSLP anomalies (Figure 7 ) averaged over the springs of 1982 and 1992 when the response appeared most pronounced according to Figure 5 . In the multi-model mean the negative MSLP anomalies over the Antarctic exceed 1.5 standard deviations (SD) of the respective time series. All the individual models apart from the GISS-ER, MIROC3.2 (medres), and CCSM3.0 models simulate the anomalously low MSLP over the Antarctic.
Discussion and Conclusions
In the NH the dynamical response to volcanic eruptions is observed during winter when large-scale planetary waves are able to propagate from the troposphere to the stratosphere and transfer heat poleward. The response is usually interpreted as a manifestation of the zonal flow-planetary wave interactions (e.g. Graf et al., 1993) . Heating of the tropical stratosphere by volcanic aerosols results in a stronger meridional temperature gradient which, consistent with thermal wind balance, translates to stronger stratospheric zonal winds. However this alone cannot explain the cooling of the high-latitude stratosphere. Kodera (1994) suggested that the stronger winds refract the planetary waves equatorward resulting in a reduced heat transport to the polar stratosphere and further leading to a stronger and colder polar vortex. The stratospheric anomaly propagates downward resulting in a positive NAM phase in the troposphere.
In the SH, maximum planetary wave amplitudes in the polar stratosphere are observed in spring and late autumn (Randel, 1988) since strong zonal winds reduce wave propagation to the polar stratosphere in winter. The stratospheric SAM variability, which reflects the zonal flow-planetary wave interactions, exhibits a maximum in spring only (Thompson et al., 2005) , but some studies (e.g. Farrara et al., 1992) also found strong zonal flow-planetary wave interactions in autumn-early winter in the SH. Here we show that climate models simulate a significant response of the SH circulation to volcanic forcing in spring and in autumn. The result is consistent with the zonal flow-planetary wave interaction mechanism proposed to explain the NH response, provided the seasonality of the SH stratospheric planetary waves, which are needed to amplify the dynamical response, is taken into account. Eddy meridional heat flux at 100 hPa, which is a traditional proxy of wave activity flux into the stratosphere, is shown in Figure 8(a). The flux, which for convenience is considered to be directed southward, exhibits a maximum in spring in the reanalyses and in the models, and also a weak secondary maximum in late autumn/early winter in the reanalyses and in some models. Wind and heat flux anomalies in the post-volcanic years are shown in Figure 9 . To account for the cumulative effect of the eddy heat flux on the mean flow (Newman et al., 2001) , the flux shown for a given month is averaged over that month and the two preceding months. Strong negative anomalies in the flux are seen in spring and a weaker one is seen in April, coinciding with maximum positive anomalies in the zonal wind. This supports the hypothesis that the seasonality of the response may be related to the seasonality of planetary waves propagating from the troposphere. (Note that since daily model data were not available, only the stationary component of the flux is shown; this limitation should be kept in mind when interpreting the results.) This seasonality in stratosphere-troposphere coupling may also explain why Robock et al. (2007) found no dynamical response to the Pinatubo eruption in the SH in winter when planetary wave propagation from the troposphere to the stratosphere is weakened.
Why is the simulated polar stratosphere response inconsistent with the reanalyses in spring? Stenchikov et al. (2006) found that the simulated stratospheric zonal winds in the NH are stronger than those in the reanalyses and argued that this might explain the weaker magnitude of the simulated volcanic response in the NH. They suggested that the too-strong simulated polar vortex may be unrealistically resistant to penetration by planetary waves. However, Figure 8(b) shows that the simulated SH winds are in a reasonable agreement with the reanalyses. On the other hand the simulated eddy heat flux is smaller than that in the reanalyses in spring, especially in October when the fluxes in the reanalyses fall outside the 5-95% confidence intervals calculated across the simulated fluxes. It is not clear whether this difference is related to the different volcanic responses. One may speculate, based on the results from a simple one-dimensional model of the wave-zonal mean flow interaction (e.g. Holton and Dunkerton, 1978) , that a weaker wave flux from the troposphere is more sensitive to the changes in differential heating due to volcanic aerosol than a stronger wave flux, because in the former case the increase in zonal winds due to anomalous differential heating is more likely to result in conditions unfavourable for vertical wave propagation, provided that the undisturbed zonal flow is supportive for the propagation. This interpretation may be applied if the reason for the weaker simulated flux is a weaker tropospheric source, but it may not be applied if the reason is an unrealistically large damping of the planetary waves in the stratosphere in these models. The extratropical MSLP anomalies in the ERA-40 reanalysis (Figure 7 ) project on the negative SAM phase, which has been shown to occur during El Niño events (e.g. L'Heureux and Thompson, 2006) . The circulation anomalies associated with the El Niño events occurring after the eruptions (see Figure 1 ) may oppose the dynamical volcanic response in the real atmosphere. To test this hypothesis we calculated the El Niño signal by regressing the El Niño 3.4 index on the SH polar cap 50 hPa geopotential height in spring, when the simulated volcanic response is inconsistent with the reanalyses, and removed the signal from the simulations and the reanalyses. The El Niño signal in the reanalyses is small and accounts for about 2% of the SH polar cap geopotential height variability at 50 hPa. After removal of the El Niño signal the difference between the models and the reanalyses still appeared significant with p < 0.05. Although the extratropical circulation could be linked to El Niño in a complicated nonlinear way, such a link is difficult to quantify. On the other hand, the linear approach provides no evidence that the different volcanic response is attributable to the El Niño influence.
Further factors that are likely to influence the volcanic response but are not well represented in current climate models are: (1) the QBO in equatorial winds which is known to influence midlatitude wave propagation (Baldwin et al., 2001) , and (2) ozone depletion following the eruption, which cools the lower tropical stratosphere and hence moderates the direct radiative signal at the Equator. Stenchikov et al. (2004) showed that the easterly QBO phase cooled the tropical stratosphere during the first year after the Pinatubo eruption leading to a smaller warming than that expected from the aerosols' heating only. However we find that the simulated warming after both the eruptions is not inconsistent with the reanalyses throughout most of the lower stratosphere. This suggests that the difference in the tropical stratosphere response is unlikely to explain the different dynamical response. Further, the six-member HadGEM1 QBO ensemble shows a weakened MLSP signal when compared with the standard HadGEM1 response, but still has the opposite sign to the ERA-40 distribution (Figure 7 ). Similar to MULTI, this ensemble shows a strengthened SH polar stratospheric vortex after the eruptions (Figure 1(c) ), although this response is only significant in autumn (p < 0.05). The ozone forcing in the HadGEM1 QBO simulations includes observed interannual variability, but some satellite data were missing following the two eruptions (Dall'Amico et al., 2009a , their Appendix A). However Rozanov et al. (2002) in chemistry-climate model simulations found that the volcano-induced tropical ozone depletion is rather small and unlikely to provide a considerable cooling. Therefore model deficiency in representing the tropical ozone depletion is unlikely to explain the difference between the simulated and observed responses in the SH high latitudes.
The effects of volcanic eruptions detected here in model simulations may be useful in forecasting the climate response to future eruptions or possibly artificial injection of aerosol into the stratosphere. Therefore it is important to understand the reasons for the different dynamical responses between the models and the reanalyses. Given the small size of the observational sample (four seasons), the power of our consistency tests is low. It is plausible that the enhanced planetary wave propagation from the troposphere to the stratosphere which caused the positive anomalies in observed stratospheric geopotential height fields, thus biasing the observational sample, is related to modes of internal climate variability other than El Niño. Factors that control the variability of the SH stratosphere need to be understood better. Also the role of QBO, ozone depletion and El Niño in modulating the SH high-latitude response to volcanic eruptions needs to be investigated in models more suitable for stratospheric studies than the CMIP3 models, the majority of which have a poorly resolved stratosphere (e.g. Cordero and Forster, 2006) . Given the low signal-tonoise ratio, the size of simulation ensembles in such studies needs to considerably exceed the size of the HadGEM1-QBO ensemble (six members) available for the present study.
