Neural architecture for named entity recognition has achieved great success in the field of natural language processing. Currently, the dominating architecture consists of a bidirectional recurrent neural network (RNN) as the encoder and a conditional random field (CRF) as the decoder. In this paper, we propose a deformable stacked structure for named entity recognition, in which the connections between two adjacent layers are dynamically established. We evaluate the deformable stacked structure by adapting it to different layers. Our model achieves the state-of-the-art performances on the OntoNotes dataset.
Introduction
Named entity recognition(NER) is a subtask of sequence labeling. It is similar to other sequence labeling tasks considering its working procedure that is assigning a certain label to each token of a sequence. But unlike partof-speech(POS) tagging and other sequence labeling task evaluated on accuracy, the performance of an NER system is evaluated on the whole named entity using precision, recall, and f1 score. Thus, the output of an NER system at each position is not independent with each other and much related to its neighboring positions. The most common assumption of sequence labeling is the Markov property that the choice of label for a particular token is directly dependent only on the immediately adjacent labels; hence the labels of all the tokens in a sequence form a Markov chain. Therefore, the widely-used statistical models for sequence labeling involve hidden Markov model (HMM) (Rabiner and Juang 1986) , maximum entropy Markov model (MEMM) (McCallum, Freitag, and Pereira 2000) and conditional random field (CRF) (Lafferty, McCallum, and Pereira 2001) .
In recent years, neural network architectures for NER (Huang, Xu, and Yu 2015; Ma and Hovy 2016; Strubell et al. 2017 ) are proposed to reduce the efforts of feature engineering and the model complexity and have achieved great success. Currently, the dominative neural NER architecture consists of a bi-directional recurrent neural network (RNN) as the encoder and a conditional random field (CRF) as the decoder (Huang, Xu, and Yu 2015) . The RNN encoder can effectively extract the context-aware features for each token, avoiding the cost of manually designing features.
Despite of their success, the network architecture of the encoder still need be manually designed for different tasks and lacks flexibility. Due to the inherent hierarchical structure of natural language, the crucial information for a token could appear in a changeable position. Taking the following NER instance for example, there are two entity mentions in the following sentence,
He bought 30 shares of Acme in 2006. For the token "2006", its self-information is enough to decide its entity type. But for the token "Acme", the information from its neighbour "shares" could be more important. Since the position of the crucial information for each token is different, the current rigid network architecture heavily depends on the ability of RNNs to capture the context information.
In this paper, we propose a deformable stacked structure to flexibly choose the most informative features as input. Unlike the vanilla stacked structure, the connections between two adjacent layers are dynamically constructed. The input of each position in the upper layer is dynamically chosen from the lower layer, instead of a fixed position. Specifically, we introduce a dynamical offset to indicate the input's position. The offsets are dynamically computed according to the current hidden states. To make the whole neural network end-to-end trainable, we further propose an approximate solution to use a continuous offset to softly select the inputs via a bilinear interpolation, instead of the exact discrete offset.
The contributions of the paper can be summarized as follows. 1. We propose a deformable stacked structure, whose stacking connections are dynamically determined, instead of in a pre-defined way. The deformable stacked way can effectively alleviate the pressure of RNNs for collecting the context information. 2. We also propose an approximate strategy to softly change the connections, which makes the whole neural network differentiable and end-to-end trainable. 3. Compared to the models with rigid network architecture, our model is more flexible and suitable for named entity recognition tasks and achieves the state-of-the-art performances for named entity recognition on OntoNotes dataset. 
General Neural Architecture for Named Entity Recognition
Given a sequence with n tokens X = {x 1 , . . . , x n }, the aim of named entity recognition is to figure out the ground truth of labels Y * = {y * 1 , . . . , y * n }:
where T is the target set. There are lots of prevalent methods to solve named entity recognition problem such as maximum entropy Markov model (MEMM), conditional random fields (CRF), etc. Recently, neural models are widely applied to named entity recognition for their ability to minimize the effort in feature engineering (Huang, Xu, and Yu 2015; Ma and Hovy 2016) . Moreover, neural models also benefit from the distributed representations, which can enhance the generalization capabilities with the pre-trained word embeddings on the largescale un-annotated corpus.
The general architecture of neural named entity recognition could be characterized by three components: (1) an embedding layer; (2) encoding layers consisting of several classical neural networks and (3) a decoding layer. The role of encoding layers is to extract features, which could be either convolution neural network or recurrent neural network. In this paper, we adopt the bidirectional longshort-term-memory (BiLSTM) neural networks followed by a CRF as decoding layer. Figure 1 illustrates the general architecture.
Embedding Layer
To represent discrete tokens as distributed vectors, the first step is usually to map them to distributed embedding vectors. Formally, we lookup embedding vector from embedding matrix for each token x i as e xi ∈ R de , where d e is a hyper-parameter indicating the size of embedding.
Encoding Layers
To incorporate information from both sides of sequence, we use bi-directional LSTM with forward and backward directions. Notably, the parameters of two LSTMs with different orientations are independent. The update of each hidden state can be written precisely as follows:
where − → h i and ← − h i are the hidden states at position i of the forward and backward LSTMs respectively; ⊕ is concatenation operation; θ denotes all the parameters in BiLSTM model.
Decoding Layer
After extracting features, we employ a conditional random fields (CRF) layer to inference tags. In CRF layer, p(Y |X) in Eq (1) could be formalized as:
Here, Ψ(Y |X) is the potential function, and we only consider interactions between two successive labels (first order linear chain CRFs):
where b y y ∈ R is transition parameter, indicating how possible a label y will transfer to another label y. Score function s(X, i) ∈ R |T | assigns score for each label on tagging the i-th character:
where h i is the hidden state of BiLSTM at position i; W s ∈ R d h ×|T | and b s ∈ R |T | are trainable parameters. At test phase, the Viterbi algorithm is employed to decode the best target sequence in polynomial time complexity.
Deformable Stacked Structure
The critical factor of neural named entity recognition models is the encoding layer, whose role is to extract useful features to judge the label of each token. To better model the complex compositional features, we could increase the depth of neural network by stacking the recurrent encoding layers. Vanilla Stacked Structure A conventional way to stack layers is to take the output of the lower layer as the input of upper layer at each position (Pascanu et al. 2013) . For each position i at (l + 1)-th layer, its input is taken from position i at l-th layer.
where f is a non-linear function. Despite being successful for NER, the vanilla stacked structure has a limitation of the fixed geometric structures. The stacking structures are manually designed and lack flexibility.
Deformable Stacked Structure Due to the inherently hierarchical structure of natural language, the crucial information for a token could appear in a changeable position. As usually seen in NER, while in some case the information of a token itself is enough to decide its entity type, in another case the information of its neighbors could be more important.
To flexibly capture the most informative features, we propose a deformable stacked structure to choose the input's position from the lower layers dynamically. For each position i at (l + 1)-th layer, its input is taken from position i + o at (l)-th layer.
where o is a offset, o ∈ Z. The offsets o is predicted by an extra module based on the hidden states of the lower layers.
We can adapt deformable stacked structure between different layers, which we will further explain in the experiment section. Figure 2 gives the comparison of two different stacked structure.
Differentiable Deformable Stacked Structure
In our proposed deformable stacked structure, the index of the lower layer is discrete, which results in a nondifferentiable network. Although we can use reinforcement
Figure 3: A differentiable implementation of deformable stacked structure. f (·) is defined by Eq (10), denotes the bilinear interpolation.
learning to learn the parameters, in this paper, we propose a differentiable variant to utilize the strengths of backprorogation of the neural network.
Inspired by (Dai et al. 2017) , we use bilinear interpolation to replace the exact discrete index. Figure 3 shows the architecture of deformable stack.
Offset Learning Instead of a discrete offset, we use a continuous offset to make the whole network to be differentiable. The offset is calculated by a simple function. The offset at the position i can be given as:
where
is the hidden states at position i of the (l)-th layer.
Deformable Input To bridge the continuous offset and discrete position, we apply bilinear interpolation to select the inputs from the lower layer softly.
For each position i at (l + 1)-th layer, its input z (l+1) i can be given as:
i , j) is a bilinear interpolation kernel and can be given as:
can be regarded as a mask vector which has two non-zero elements at most.
For example, assuming that the length of input sequence is 5, and the current position is 2, a continuous offset o = 1.2 gives the mask vector
By the above strategy, we can make the whole neural network to be differentiable, which can be end-to-end trained efficiently.
Multi-Offset Extension
To make the input of each recurrent layer more flexible, we can allow it to choose information from the multiple positions in the lower layer.
Therefore, a simple extension of our model is the multioffset deformable structure, which allows the model to utilize the information at different positions jointly.
In multi-offset extension, we can predict k offsets at position i, o
where o (l)
i ∈ R k is a vector consisting of k offsets, and V ∈ R k×d is the parameter matrix.
With k offsets, we can obtain k deformable inputs z
via bilinear interpolation. Then we concatenate these inputs to get the final input of position i to the next layer.
where ⊕ indicates the concatenation operation.
Wide-Window Extension
Another extension of our model is to involve neighbor hidden states when calculating the offsets.
In wide-window extension, we can predict k offsets at position i with window size w by a convolutional neural network,
where O ∈ R n×k is a matrix consisting of k offsets in n positions. W ∈ R w×k×d is the parameter matrix of the convolutional neural network.
, the objective is to minimize the cross entropy loss L(θ):
where θ represents all the parameters, λ represents the regularizer factor. We use stochastic gradient descent with a momentum of 0.9. The initial learning rate is set according to the dataset and task. To avoid overfitting, dropout is applied after each recurrent or convolutional layer.
Initialization We take advantage of pre-trained word embeddings such as Glove (Pennington, Socher, and Manning 2014) to transfer more knowledge from large unlabeled data. For the words that don't appear in Glove, we randomly initialize their embeddings from a normal distribution with mean 0 and standard deviation 1 dim following (Ma and Hovy 2016) , dim is the dimension of word embedding. The network weights are initialized with Xavier normalization (Glorot and Bengio 2010) to maintain the variance of activations throughout the forward and backward passes. Biases are uniformly set to zero when the network is constructed.
Character Embedding Following (Ma and Hovy 2016), we also apply convolutional neural network (CNN) to extract character-level features of words. The character-level feature of words helps the model better handle the OOV (out of vocabulary) problems. For each character, we randomly initialize its embedding from a normal distribution with mean 0 and standard deviation 1.
Experiment
We consider three different kinds of deformable stacked structure in our paper.
1. Deformable stacked structure between BiLSTM layers.
2. Deformable stacked structure between the encoder layer (BiLSTM in our paper) and decoder layer (CRF in our paper). For the digits in both of the datasets, we replace them with digit 0. The details of the two datasets are shown in 
Hyper-parameters
Hyper-parameters of our models are shown in Table 2 . For the word embedding, we use Glove pre-trained embedding of 100 dimensions on 6 billion words.
Result
The results of our model on OntoNotes 5.0 and CoNLL-2003 dataset datasets are shown in Table 3 and Table 4 .
On both of the two datasets, our model outperforms the vanilla stacked BiLSTM-CNN-CRF baseline. We also compare our model with existing models on the two datasets. On OntoNotes dataset, our model also achieves the state-ofthe-art result.
Deformable stacked structure utilizes the feature of neighbor words. Thus, it should make better predictions when OOV occurs. We conduct experiments on models without character embedding. The results are shown in Table 5 .
Comparison of different deformable stacked structure On OntoNotes dataset, we adopt three different deformable stacked structures. We evaluate the performance of the three different structure with varying numbers of offsets.
As we can see from Table 6 , the deformable stacked structure between LSTM layers has greater improvement compared with the deformable stacked structure between the encoder layer and the decoder layer. These two structures differ on the function of their next layers, and the difference in improvement also comes from that. For structure 1, the deformable stacked structure reconstructs the input of the next LSTM layer. Thus, it plays a role of feature augmentation for the next LSTM layer to better extract related information. And better extraction of feature also helps with the decoding procedure. For structure 2, the deformable stacked structure reconstructs the input of the CRF layer and plays a role of feature selection for decoding.
Taking information from multiple positions helps as increasing the number of offsets shows improvement.
We can also draw a significant character of the deformable stacked structure from Table 6 . Compared with the baseline model, the deformable stacked structure has great improvement in recall. It indicates that the deformable stacked structure can discover more named entity in the sentence.
Offsets Visualization
To give an intuitive impression of how the offset dynamically changing, we show the kernel density estimation of offset values of different deformable stacked structures on the OntoNotes test set in Figure 4 .
For the multiple offsets setting, we give the kernel density estimation of each offset. From Figure 4 , we can see that these offsets have the normal distribution in general. For multiple offsets of deformable stacked structure between LSTM layers, we observe that at least one of the offsets has a distribution similar to a normal distribution with mean 0 and the means of the rest distribution are slightly shifted from 0. For multiple offsets of deformable stacked structure between the encoder layer and the decoder layer, the distributions shift from 0 significantly. 
Case Study
We also visualize the offsets of a real case of structure 3 with offset number k = 3 in Figure 5 . For simplicity, we only display the part of sentences that have different predictions from the vanilla stacked model.
With deformable stacking, our model can better recognize the borders of named entities. We can see that the positions that our model predicts correctly while the vanilla stacked structure predicts wrongly have similar offsets between the CRF layer and the second LSTM layer. These offsets provide features from the following positions and let the model know that the named entity doesn't break at the word "Faith". Correctly predicting the borders of named entities shows great performance improvement when using BIOES tagging.
Related Work
There are mainly two lines of work related to ours.
One is the neural architecture for named entity recognition. Recently, several different neural network architectures have been proposed and successfully applied to NER. Among these neural architectures, BiLSTM+CRF (Huang, Xu, and Yu 2015) has become a fundamental architecture, which consists of a bi-directional LSTM as the encoder and a conditional random field (CRF) as the decoder. Some work (Chiu and Nichols 2016a; Ma and Hovy 2016; Chen, Qiu, and Huang 2017 ) also introduced a CNN layer before BiLSTM layer to model character-level information and achieved better performances. Besides BiLSTM, there is also some work to adopt CNN as encoder to capture the context information. (Strubell et al. 2017 ) use a dilated convolutional neural networks to efficiently aggregate broad context information. Table 6 : Effects of different structure setting on OntoNotes 5.0 datset. Structure 1: deformable stacked structure between LSTM layers. Structure 2: deformable stacked structure between LSTM layers and CRF. Structure 3: both structure 1 and structure 2.
Compared to these models, our model can effectively increase the input width of stacked layers and help aggregate more broad context.
Another is neural architecture search (Pham et al. 2018; Zoph and Le 2016; Zhang, Huang, and Zhao 2018) . Neural architecture search aims to automatically design the architecture of neural networks for a specific task. The current methods mainly adopt reinforcement learning to maximize the expected accuracy of the generated architectures on a validation set.
Our model can be regarded as a "lightweight" architecture search model, and changes the connections between the adjacent stacked layers. Moreover, we use an approximate strategy to change the connections softly.
Conclusion
We present deformable stacked structure, in which connections between two adjacent layers are dynamically generated. Three different deformable stacked structures are designed and evaluated. Moreover, we also propose an approximate strategy to softly change the connections, which makes the whole neural network differentiable and endto-end trainable. Our model achieves the state-of-the-art performances on the OntoNotes dataset.
There are several potential directions for future work. First, we hope to extend this work to build more flexible neural architecture. We have already established deformable connections between the most of layers of the encoder, but some layers are still vanilla stacked such as the embedding layer. Another exciting direction is to apply our model to other NLP tasks, such as parsing. Since our model does not require any task-specific knowledge, it might be effortless to apply it to these tasks.
