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Abstract. We revisit a family of infinite-energy solutions of the 3D incompressible Euler
equations proposed by Gibbon et al. [9] and shown to blowup in finite time by Constantin
[6]. By adding a damping term to the momentum equation we examine how the damping
coefficient can arrest this blowup. Further, we show that similar infinite-energy solutions of
the inviscid 3D Boussinesq system with damping can develop a singularity in finite time as
long as the damping effects are insufficient to arrest the (undamped) 3D Euler blowup in
the associated damped 3D Euler system.
1. Introduction
We consider a family of exact infinite-energy solutions of two three-dimensional (3D) fluid
models with a damping term, the incompressible Euler equations
(1)
{
ut + u · ∇u+ αu = −∇p,
divu = 0,
and the inviscid Boussinesq system
(2)

ut + u · ∇u+ αu = −∇p+ θe3,
θt + u · ∇θ = 0,
divu = 0.
In (1)-(2), u represents the fluid velocity, p is the scalar pressure, θ is the scalar temperature
in the context of thermal convection or the density in the modeling of geophysical fluids,
e3 = (0, 0, 1)
T , and α ∈ R+ is a real parameter. For α = 0, (1) reduces to the standard 3D
Euler equations describing the motion of an ideal, incompressible homogeneous fluid, while
(2) becomes the standard 3D inviscid Boussinesq system modeling large scale atmospheric
dynamics and oceanic flows [11, 16, 19]. If θ ≡ 0, (2) reduces to (1). When αu in (1) is
replaced by the diffusion term −ν∆u, we obtain the classical 3D Navier-Stokes equations.
The global (in time) regularity problem for the aforementioned 3D models are long-standing
open problems in mathematical fluid dynamics. See Constantin [7] for a history and survey
of results on the 3D Euler regularity problem and Fefferman [8] for a more precise account
of the Navier-Stokes regularity problem. In general, the main obstacle in obtaining global
existence of smooth solutions of these 3D models for general initial data is controlling non-
linear growth due to vortex stretching [14, 12]. To gain insight into this challenging problem,
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many researchers have turned their efforts to the 2D viscous Boussinesq equations
(3)

ut + u · ∇u = −∇p+ ν∆u+ θe2,
θt + u · ∇θ = κ∆θ,
divu = 0.
System (3) can be shown to be formally identical to the 3D Euler or Navier-Stokes equations
for axisymmetric swirling flows and retains key features of the 3D models such as the vortex
stretching mechanism (see, e.g., [17]). The global regularity issue for (3) has been settled in
the affirmative under various degrees of viscosity and dissipation: with full viscosity ν > 0
and κ > 0, partial viscosity ν > 0 and κ = 0, or ν = 0 and κ > 0, for anisotropic models
[1, 4, 13, 15], and with fractional Laplacian dissipation (see [23] and references therein).
In contrast, the question of global regularity for (3) in the inviscid case ν = κ = 0 remains
open; it is not apparent how to control vortex stretching when there is no dissipation (ν = 0)
and no thermal diffusion (κ = 0). Using a somewhat different approach, Adhikaria et al.
[2] replaced ν∆u and κ∆θ in (3) with damping terms −αu and −βθ for α > 0 and β > 0
real parameters. Although the resulting damping effects are insufficient to control vortex
stretching for general initial data, the authors showed that a local (in time) solution will
persist globally in time if the initial data is small enough in some homogeneous Besov space.
The aim of this work is to examine how damping affects the global regularity of a particular
class of infinite-energy solutions of (1) and (2) which, in the absence of damping (α = 0),
blowup in finite-time from smooth initial data. More particularly, the fluid velocity and
temperature considered here have the form
(4) u(x, z, t) = (u(x, t), v(x, t), zγ(x, t)), θ(x, z, t) = zρ(x, t)
for (x, z) = (x, y, z). Our spatial domain will be the semi-bounded 3D channel
(5) Π ≡ {(x, z) ∈ Q× R}
of rectangular periodic cross-section Q ≡ [0, 1]2 with u and θ both periodic in the x and y
variables with period one. Note that the unbounded geometry of (5) in the vertical direction
endows the fluid under consideration with, at best, locally finite kinetic energy.
Solutions of the 3D incompressible Euler equations
(6)
{
ut + u · ∇u = −∇p
divu = 0
of the form (4)i) were proposed by Gibbon et al. [9], and then shown to blowup in finite
time numerically by Ohkitani and Gibbon [18], and analytically by Constantin [6]. See also
[5, 22, 20, 21] for blowup results of other similar infinite-energy solutions of the Euler and
Boussinesq equations in two and three dimensions. For convenience of the reader, we now
summarize Constantin’s blowup result.
The set-up used by Constantin is effectively the same as the one considered here. Imposing
a velocity field of the form (4)i) on (6) subject to periodicity in the x and y variables of period
one and with spatial domain (5), it follows that the vertical component of the velocity field,
zγ, satisfies the vertical component of the momentum equation (6)i) if the mean-zero function
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γ = − (ux + vy) solves the nonlocal two-dimensional equation
(7) γt + u
′ · ∇γ = −γ2 + 2
∫
Q
γ2 dx
with u′ = (u, v). For (a, t) ≡ (a1, a2, t), a ∈ Q, Constantin constructed the solution formula
γ(Y(a, t), t) = −τ
′(t)
τ(t)
{
1
1 + γ0(a)τ(t)
−
(∫
Q
da
1 + γ0(a)τ(t)
)−1 ∫
Q
da
(1 + γ0(a)τ(t))2
}
(8)
for γ(a, 0) = γ0(a), τ satisfying the initial value problem (IVP)
(9) τ ′(t) =
(∫
Q
da
1 + γ0(a)τ(t)
)−2
, τ(0) = 0,
and a→ Y(a, t) the 2D flow-map defined by
dY
dt
= u′(Y(a, t), t), Y(a, 0) = a.
By comparing the blowup rates of the time integrals in (8) against the local term, Constantin
proved the following blowup result for a large class of smooth initial data γ0.
Theorem 1.1 ([6]). Consider the initial boundary value problem for (7) with smooth mean-
zero initial data γ0 and periodic boundary conditions. Suppose γ0 attains a negative minimum
m0 at a finite number of locations a0 ∈ Q and, near these locations, γ0 has non-vanishing
second-order derivatives. Set τ ∗ = − 1
m0
and let
(10) tE(τ) =
∫ τ
0
(∫
Q
da
1 + γ0(a)µ
)2
dµ.
Then there exists a finite time TE > 0, given by
TE ≡ lim
τ↗τ∗
tE(τ),
such that both the maximum and minimum values of γ diverge to positive and respectively
negative infinity as t↗ TE.
The outline for the remainder of the paper is as follows. In Section 2 we introduce the
damped two-dimensional equations (12)-(14) and summarize the main results of the paper.
Then in Section 3 we derive the solution formulae (33)-(37), which we use in Section 4 to
prove the Theorems.
2. Preliminaries
2.1. The Damped Two-dimensional Equations.
As stated in the previous section, we are interested in the global regularity of solutions of
(1) and (2) of the form (4) subject to periodic boundary conditions in the x and y variables
(period one), and with spatial domain (5). First note that, from incompressibility and
periodicity, γ = − (ux + vy) satisfies the mean-zero condition
(11)
∫
Q
γ(x, t) dx = 0.
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Then imposing the ansatz (4) on the damped Boussinesq system (2), it is easy to check that
the vertical component of the velocity field, zγ, and the scalar temperature, zρ, satisfy the
vertical component of (2)i) and equation (2)ii) if γ and ρ solve the nonlocal 2D system
(12)
{
γt + u
′ · ∇γ = ρ− γ2 − αγ + I(t), x ∈ Q, t > 0,
ρt + u
′ · ∇ρ = −γρ, x ∈ Q, t > 0
with u′ = (u, v), α > 0 a real parameter, and
(13) I(t) = 2
∫
Q
γ2(x, t) dx−
∫
Q
ρ(x, t) dx.
For ρ ≡ 0, (12)-(13) reduces to
(14)
{
γt + u
′ · ∇γ = −γ2 − αγ + I(t), x ∈ Q, t > 0,
I(t) = 2
∫
Q
γ2(x, t) dx,
which is just the associated 2D equation obtained from the vertical component of the damped
3D Euler system (1).
For simplicity we will refer to equations (7) and (14), and the system (12)-(13), as the
undamped Euler equation, the damped Euler equation, and the damped Boussinesq system,
respectively.
Before summarizing the main results of the paper, we define some notation that will be
helpful in differentiating among solutions of the various equations under consideration.
2.2. Notation.
For α > 0, we denote by (γBα , ρα) and γ
E
α the solution of the damped Boussinesq sys-
tem (12)-(13) and the damped Euler equation (14), respectively. The undamped (α = 0)
counterparts of (γBα , ρα) and γ
E
α will be denoted by dropping the subscript, i.e., (γ
B, ρ) and
respectively γE, with the latter given (along characteristics) by formula (8). Other notation
will be introduced in later sections in a similar manner. Lastly, by C we mean a generic
positive constant that may change in value from line to line.
2.3. Summary of Results.
For a smooth initial condition γ0 satisfying the conditions of Theorem 1.1, we determine
in Theorem 2.1 below “how much” damping is required for the solution γEα of the damped
Euler equation (14) to persist globally in time, or alternatively, for the finite-time blowup of
the solution γE of the undamped Euler equation (7) to be suppressed.
Theorem 2.1. Consider the damped Euler equation (14) with smooth mean-zero initial data
γ0 and periodic boundary conditions. Suppose γ0 satisfies the conditions of Theorem 1.1, so
the solution γE of the undamped Euler equation (7) blows up at a finite time TE. Then for
α ≥ 1/TE, the solution γEα of the damped Euler equation (14) exists globally in time. More
particularly, for α = 1/TE, γEα converges to a non-trivial steady state as t→ +∞, whereas,
for α > 1/TE, convergence is to the trivial steady state. In contrast, if 0 < α < 1/TE,
then there exists a finite time TEα > T
E such that the maximum and minimum values of
γEα diverge to positive and respectively negative infinity as t ↗ TEα . More particularly, let
τ ∗ = −1/m0 for m0 the negative minimum of γ0 attained at a finite number of points in Q,
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and set tEα (τ) = − 1α ln
∣∣1− αtE(τ)∣∣ for tE(τ) the undamped Euler time variable (10). Then
for 0 < α < 1/TE, the finite blowup time is TEα ≡ limτ↗τ∗ tEα (τ).
Before summarizing our next result, we note that Gibbon and Ohkitani [10] established a
regularity criterion of BKM [3] type whereby a solution γE of (7) blows up at a finite time
TE if and only if
(15)
∫ TE
0
‖γE(x, s)‖∞ds = +∞
for ‖ · ‖∞ the supremum norm. Let (u, p) be a solution of the damped Euler system (1) for
u as in (4)i). Since the vertical component ω = vx − uy of the vorticity ω = curlu satisfies
ωt + u
′ · ∇ω = (γEα − α)ω,
we may refer to γEα as the vorticity stretching rate. In the spirit of (15), a similar BKM-type
criterion can be established for a solution of the damped Euler equation (14) where the
blowup time TEα is defined as the smallest time at which∫ TEα
0
‖γEα (x, s)‖∞ds = +∞.
Additionally, the argument used to prove Theorem 1.1 in [21], together with Theorem 2.2
below, shows that the same regularity criterion1 is true for a solution of the damped Boussi-
nesq system (12)-(13). Part one of our next Theorem shows that for smooth γ0 satisfying
the conditions of Theorem 1.1 and ρ0 ≥ 0, the existence of a finite blowup time TE for the
undamped Euler equation (7) leads to finite-time blowup of the damped Boussinesq system
(12)-(13) if the damping coefficient satisfies 0 < α < 1/TE and there is at least one point
a1 ∈ Q such that γ0(a1) = m0 and ρ0(a1) = 0. In particular, we find that the time inte-
gral of γBα diverges to negative infinity for a = a1, in agreement with the aforementioned
BKM-type criterion. The second part of Theorem 2.2 shows that finite-time blowup is not
restricted to nonnegative ρ0, although the blowup mechanism we uncover for nonpositive ρ0
is of a different nature and the singularity is effectively one dimensional. Briefly, we show
the existence of smooth γ0 attaining its negative minimum m0 at infinitely many points
a′ ∈ Q, and ρ0 ≤ 0 satisfying ρ0(a′) 6= 0, such that for TB > 0 the finite blowup time of the
associated undamped Boussinesq system (i.e. (12)-(13) with α = 0), if 0 < α < 1/TB, then
the time integral of γBα diverges to positive infinity for a 6= a′.
Theorem 2.2. Consider the damped Bousinesq system (12)-(13) with periodic boundary
conditions.
(1) Suppose γ0 satisfies the conditions of Theorem 1.1, so the solution γ
E of the undamped
Euler equation (7) blows up at a finite time TE. Further, let 0 < α < 1/TE, so that
by Theorem 2.1 the solution γEα of the damped Euler equation (14) blows up at a
finite time TEα . Assume γ0 attains its negative minimum m0 at finitely many points
ai ∈ Q, 1 ≤ i ≤ n, and ρ0 ≥ 0 is smooth with ρ0(aj) = 0 for some 1 ≤ j ≤ n. Then
there exists a finite time TBα , satisfying 0 < T
B
α < T
E
α , such that
J(aj, t) = exp
{
−
∫ t
0
γBα (X(aj, s), s)ds
}
→ +∞
1With γEα replaced by γ
B
α
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as t↗ TBα for J = det
{
∂X
∂a
}
the Jacobian of the 2D flow-map (see (16)).
(2) There exist smooth mean-zero initial data γ0 attaining its negative minimum m0 at
infinitely many points a′ ∈ Q, and smooth ρ0 ≤ 0 with ρ0(a′) 6= 0, such that for
TB > 0 the finite blowup time of the associated undamped Boussinesq system, if
0 < α < 1/TB and a 6= a′, then
J(a, t) = exp
{
−
∫ t
0
γBα (X(a, s), s)ds
}
→ 0
as t↗ TBα = − 1α ln
(
1− αTB) > TB.
3. Solution along characteristics
In this section we derive the representation formula (33)-(34) for the general solution
(γBα (x, t), ρα(x, t)) (along characteristics) of the damped Boussinesq system (12)-(13). Our
approach is a natural generalization to higher dimensions of the arguments in [20, 21], and
is somewhat more direct than the argument used in [6] to derive (8)-(9).
For (a, t) ≡ (a1, a2, t), a ∈ Q, and u′ = (u, v), define the 2D flow-map a→ X(a, t) as the
solution of the IVP
(16)
dX
dt
= u′(X(a, t), t), X(a, 0) = a.
Integrating equation (12)ii) along the flow-map yields
(17) ρα(X(a, t), t) = ρ0(a) exp
{
−
∫ t
0
γBα (X(a, s), s) ds
}
.
Note that
(18) ρα(X(a, t), t) = ρ0(a)J(a, t)
for J(a, t) = det
{
∂X
∂a
}
the Jacobian determinant of X satisfying
(19) J(a, t) = exp
{
−
∫ t
0
γBα (X(a, s), s) ds
}
.
Formula (18) follows directly from (17) and the fact that the Jacobian satisfies
(20) Jt(a, t) = −J(a, t)γBα (X(a, t), t), J(a, 0) ≡ 1.
Next we use the above formulas to derive a second-order linear ODE for ξ = J−1.
From (12)i), (18), and (20), it follows that
∂
∂t
(γBα (X(a, t), t)) = ρ0(a)J(a, t)−
(
Jt(a, t)
J(a, t)
)2
+ α
Jt(a, t)
J(a, t)
+ I(t).(21)
Then differentiating (20) with respect to t, and using (20) and (21) on the resulting expression
leads to
Jtt =
(
2
J2t
J2
− ρ0J − αJt
J
− I(t)
)
J.(22)
Setting ξ = J−1 in (22) yields, after some rearranging,
(23) ξtt(a, t) + αξt(a, t)− I(t)ξ(a, t) = ρ0(a),
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a second-order linear ODE parametrized by a ∈ Q. Fix a ∈ Q and set f(t) = ξ(a, t). Then
by (20) and (23), f solves the IVP
(24) f ′′(t) + αf ′(t)− I(t)f(t) = ρ0, f(0) = 1, f ′(0) = γ0(a)
for
′ ≡ d
dt
. To find a general solution of (24) we follow a standard variation of parameters
argument. Consider the associated homogeneous equation
(25) f ′′h (t) + αf
′
h(t)− I(t)fh(t) = 0.
Let φ1(t) and φ2(t) be two linearly independent solutions of (25) satisfying φ1(0) = φ
′
2(0) = 1
and φ′1(0) = φ2(0) = 0. Then by reduction of order, the general solution of (25) takes the
form fh(t) = φ1(t)(c1(a) + c2(a)τα(t)) for
τα(t) =
∫ t
0
e−αs
φ21(s)
ds.
Now consider a particular solution fp(t) = v1(a, t)φ1(t) + v2(a, t)φ2(t) of (24) for φ2(t) =
τα(t)φ1(t) and v1 and v2 to be determined. After some standard computations, we can write
the general solution of (24) as
(26) ξ(a, t) = φ1(t) [Ψ(a, t)− ρ0(a)σ(t)]
for
Ψ(a, t) = 1 + γ0(a)τα(t)(27)
and
σ(t) =
∫ t
0
eαsτα(s)φ1(s)ds− τα(t)
∫ t
0
eαsφ1(s)ds
= −
∫ t
0
∫ t
s
φ1(s)
φ21(z)
eα(s−z)dzds.
(28)
The Jacobian is now obtained from (26) and ξ = J−1 as
(29) J(a, t) =
φ−11 (t)
Ψ(a, t)− ρ0(a)σ(t) .
To find φ1 note that for fixed a ∈ Q and c ∈ Z2, the IVP
(30) Z′(t) = u′(Z(t), t), Z(0) = a+ c
has a unique solution as long as u′ = (u, v) stays smooth. Then by periodicity of u′ and (16),
Z1(t) = X(a, t) + c and Z2(t) = X(a+ c, t) both solve (30) with the same initial condition.
Thus X(a, t) + c = X(a+ c, t), which implies that
(31)
∫
Q
J(a, t)da ≡ 1.
Integrating (29) now yields
(32) φ1(t) =
∫
Q
da
Ψ(a, t)− ρ0(a)σ(t) .
For i ∈ Z+, set
Ki(a, t) = γ0(a)
(Ψ(a, t)− ρ0(a)σ(t))i , K¯i(t) =
∫
Q
γ0(a)
(Ψ(a, t)− ρ0(a)σ(t))ida
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and
Li(a, t) = ρ0(a)
(Ψ(a, t)− ρ0(a)σ(t))i , L¯i(t) =
∫
Q
ρ0(a)
(Ψ(a, t)− ρ0(a)σ(t))ida.
Then using (18), (20), (29) and (32) we obtain, after a lengthy but straight-forward compu-
tation, the solution formula
γBα (X(a, t), t) = τ
′
α(t)
(
K1(a, t)− K¯2(t)
φ1(t)
)
+
(
L1(a, t)− L¯2(t)
φ1(t)
)∫ t
0
eαsφ1(s)ds(33)
for τα(t) satisfying
(34) τ ′α(t) =
e−αt
φ21(t)
, τα(0) = 0.
Moreover, the Jacobian (29) becomes
(35) J(a, t) =
1
Ψ(a, t)− ρ0(a)σ(t)
(∫
Q
da
Ψ(a, t)− ρ0(a)σ(t)
)−1
.
Since (18) implies that if ρ0 ≡ 0, then ρα ≡ 0 for as long as the solution is defined, setting
ρ0 ≡ 0 in (33)-(34) yields, after some rearranging, the general solution of the damped Euler
equation (14) as
γEα (X(a, t), t) = −
τ ′α(t)
τα(t)
{
1
1 + γ0(a)τα(t)
−
(∫
Q
da
1 + γ0(a)τα(t)
)−1 ∫
Q
da
(1 + γ0(a)τα(t))2
}(36)
for
(37) τ ′α(t) = e
−αt
(∫
Q
da
1 + γ0(a)τα(t)
)−2
, τα(0) = 0.
4. Proof of the Main Theorems
The blowup result in Theorem 1.1 for the solution γE of the undamped Euler equation (7)
is established by estimating blowup rates for the integral terms in (8) under the assumption
that the smooth initial data γ0 behaves quadratically near the points where its minimum is
attained [6]. Since we are interested in how damping can arrest this blowup, we consider
the same class of initial data. In particular, this means that the blowup rates derived in [6]
for the integral terms also hold here; however, and for convenience of the reader, we outline
how to obtain these estimates in the proof of Theorem 2.1 below.
Proof of Theorem 2.1. Suppose the mean-zero initial data γ0(a) is smooth and attains
its negative minimum m0 at a finite number of locations a0 ∈ Q. Then the spatial term
(38)
1
1 + γ0(a)τα(t)
in (36) diverges to positive infinity when a = a0 as τα approaches
τ ∗ = − 1
m0
,
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and remains finite and positive for all 0 ≤ τ ≤ τ ∗ and a 6= a0. Suppose γ0 has nonzero
second-order partials near a0, so that locally,
m0 +
1
2
λ2|a− a0|2 ≤ γ0(a) ≤ m0 + 1
2
λ1|a− a0|2
for 0 ≤ |a− a0| ≤ r, r > 0 small, and λ1 > λ2 > 0 the eigenvalues of the Hessian matrix of
γ0 at a0.
2 This implies that
(39) C1 ln
(
1 +
λ1r
2
2
)
≤
∫
D
da
+ γ0(a)−m0 ≤ C2 ln
(
1 +
λ2r
2
2
)
for  > 0 small, Ci =
2pi
λi
> 0, i = 1, 2, and D the disk centered at a0 of radius r. Setting
 = 1
τα
+m0 in (39), it follows that
(40)
∫
Q
da
1 + γ0(a)τα
∼ −C ln(τ ∗ − τα)
for τ ∗ − τα > 0 small. By a similar argument,
(41)
∫
Q
da
(1 + γ0(a)τα)2
∼ C
τ ∗ − τα .
Next we need the corresponding behavior of the exponential term
(42) e−αt = exp
{−αtEα (τα)}
in (36)-(37) as τα ↗ τ ∗. In (42) we have introduced the notation t = tEα to differentiate the
time variable in (36)-(37) from that in (33)-(34). For α > 0, we will refer to tEα and t
B
α as
the damped Euler time variable and respectively the damped Boussinesq time variable.
Since γ0 satisfies the conditions of Theorem 1.1, the limit T
E ≡ limτα→τ∗ tE(τα), for
(43) tE(τα) =
∫ τα
0
(∫
Q
da
1 + γ0(a)µ
)2
dµ
the associated undamped Euler time variable (10), is positive and finite, and represents the
blowup time for γE in Theorem 1.1. That TE is finite follows from (40) and (43) which
imply, for τ ∗ − τα > 0 small, the asymptotic relation
(44) TE − tE ∼ (τ ∗ − τα)(ln(τ ∗ − τα)− 1)2
whose right-hand side vanishes as τα ↗ τ ∗.
Since (37) implies that the damped Euler time variable satisfies
(45) tEα (τα) = −
1
α
ln
∣∣1− αtE(τα)∣∣ ,
it follows that the behavior of the exponential (42) is determined by the limit
(46) TEα ≡ lim
τα↗τ∗
tEα (τα),
which in turn depends on whether 0 < α < 1/TE or α ≥ 1/TE.
2If λ1 = λ2 = λ, then near a0, γ0 ∼ m0 + 12λ|a− a0|2 and the blowup rates (40)- (41) still hold.
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Case 1 - Finite-time blowup for 0 < α < 1/TE.
For 0 < α < 1/TE, the argument of the logarithm in (45) satisfies 0 < 1 − αtE(τα) ≤ 1
for all 0 ≤ τα ≤ τ ∗. This implies that the limits
lim
τα↗τ∗
tEα (τα) = T
E
α , lim
τα↗τ∗
exp
{−αtEα (τα)} = exp{−αTEα }
are both positive and finite. Using estimates (40) and (41) on (36), it follows that for a = a0
the spatial term dominates and γEα diverges to negative infinity,
γEα (X(a0, t), t) ∼ −
C
(τ ∗ − τα) ln2(τ ∗ − τα)
→ −∞
as t ↗ TEα . If instead a 6= a0, the second term in the bracket of (36) now dominates and
the blowup is to positive infinity,
γEα (X(a, t), t) ∼ −
C
(τ ∗ − τα) ln3(τ ∗ − τα)
→ +∞.
From (45) note that the blowup time TEα approaches the undamped blowup time T
E as the
damping coefficient vanishes. Further, for α > 0 and τα ≥ 0, we have that tEα (τα) ≥ tE(τα)
with equality only at τα = 0. Thus T
E
α > T
E.
Case 2 - Convergence to a nontrivial steady state for α = 1/TE.
For α = 1/TE,
(47) lim
τα↗τ∗
tEα (τα) = −TE lim
τα↗τ∗
∣∣∣∣1− tE(τα)TE
∣∣∣∣ = +∞
and the exponential (42) vanishes,
lim
τα↗τ∗
exp
{−αtEα (τα)} = 0.
To determine how fast we use (44) and (45) to obtain
(48) exp
{−αtEα (τα)} = 1TE (TE − tE(τα)) ∼ C(τ ∗ − τα)(ln(τ ∗ − τα)− 1)2
for τ ∗ − τα > 0 small. Using (40)-(41) and (47)-(48) on (36), we see that γEα converges to a
mean-zero nontrivial steady state as t→ +∞,
lim
t→+∞
γEα (X(a, t), t) =
{
−C, a = a0,
0, a 6= a0.
Case 3 - Convergence to the trivial steady state for α > 1/TE.
For α > 1/TE, (45) implies the existence of 0 < τ1 < τ
∗ such that tE(τα) ↗ 1α < TE as
τα ↗ τ1. Then tEα (τα)→ +∞ as τα ↗ τ1, and
lim
τα↗τ1
exp
{−αtEα (τα)} = 0.
Since the spatial and integral terms in (36) stay positive and finite for 0 ≤ τα ≤ τ1, it follows
that γEα (x, t)→ 0 as t→ +∞ for all x ∈ Q.

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Before proving Theorem 2.2 we establish the following Lemma.
Lemma 4.1. Let ρ0(x) ≥ 0 and set τ ∗ = −1/m0. If 0 ≤ τα(t) < τ ∗ for all t ∈ Ξ ≡ [0, T ),
0 < T ≤ +∞, then 0 < φ1(t) < +∞ on Ξ.
Proof. Suppose ρ0(a) ≥ 0 and 0 ≤ τα(t) < τ∗ for all t ∈ Ξ ≡ [0, T ), 0 < T ≤ +∞. The latter
and (27) imply that Ψ(a, t) = 1 + γ0(a)τα(t) > 0 for all (a, t) ∈ Q× Ξ. Since φ1(t) satisfies
φ1(0) > 0, there exists, by continuity, a positive t1 ∈ Ξ such that 0 < φ1(t) < +∞ for all
t ∈ [0, t1) ⊂ Ξ. Note that φ1(t) cannot diverge to positive infinity at t1. Indeed, suppose
(49) lim
t↗t1
φ1(t) = +∞.
Since ρ0(a) ≥ 0, Ψ(a, t) > 0 for all (a, t) ∈ Q× [0, t1], and σ(t) ≤ 0 on [0, t1) (by (28)ii)),
Ψ(a, t)− ρ0(a)σ(t) ≥ Ψ(a, t) > 0
for all (a, t) ∈ Q× [0, t1), and thus
(50) φ−11 (t) ≥
(∫
Q
da
Ψ(a, t)
)−1
> 0
for t ∈ [0, t1). From (49) and (50) it follows that
lim
t↗t1
∫
Q
da
Ψ(a, t)
= +∞,
contradicting Ψ(a, t) > 0 for all (a, t) ∈ Q× Ξ.
Now suppose there exists t2 ∈ Ξ such that φ1(t) vanishes as t↗ t2, namely,
(51) lim
t↗t2
∫
Q
da
Ψ(a, t)− ρ0(a)σ(t) = 0.
Since ρ0(a) ≥ 0 and 0 < φ1(t) < +∞ on [0, t2) ⊂ Ξ, σ(t) ≤ 0 is continuous on [0, t2). Then
boundedness of τα on [0, t2] and Ψ(a, t)−ρ0(a)σ(t) > 0 for all (a, t) ∈ Q× [0, t2) imply that,
for (51) to hold, σ(t)→ −∞ as t↗ t2. From this and (28)i) it follows that
lim
t↗t2
{
τα(t)
∫ t
0
eαsφ1(s)ds
}
= +∞,
or since 0 ≤ φ1 < +∞ on [0, t2], τα(t)→ +∞ as t↗ t2, contradicting 0 ≤ τα < τ ∗ on Ξ.

Proof of Theorem 2.2. Suppose γ0(x) satisfies the conditions in Theorem 1.1 and ρ0(x) ≥
0 for all x ∈ Q. Further, and without loss of generality, assume there is one location a1 ∈ Q
such that ρ0(a1) = 0 and γ0(a1) = m0. Set τ∗ = −1/m0. Then Lemma 4.1 and formulas
(28) and (35) imply that, as long as 0 ≤ τα < τ∗,
(52) J(a, t) ≥ 1
1 + γ0(a)τα(t)− ρ0(a)σ(t)
(∫
Q
da
1 + γ0(a)τα(t)
)−1
for all a ∈ Q. Setting a = a1 on (52) and using (40), it follows that
J(a1, t) ≥ 1
1 +m0τα(t)
(∫
Q
da
1 + γ0(a)τα(t)
)−1
∼ − C
(τ ∗ − τα) ln(τ ∗ − τα)
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for τ ∗ − τα > 0 small, and therefore
J(a1, t)→ +∞
as τα ↗ τ ∗. Next, for 0 < α < 1/TE and TE > 0 the finite blowup time of the undamped
Euler equation (7), we prove the existence of a finite TBα > 0 such that t↗ TBα as τα ↗ τ ∗.
From (32), (34) and Lemma 4.1,
(53) e−αtdt ≤
(∫
Q
da
1 + γ0(a)τα
)2
dτα
for 0 ≤ τα < τ ∗. Denote the damped Boussinesq time variable t = tBα (τα). Then integrating
(53) between 0 and tBα yields the upper-bound
(54) tBα (τα) ≤ −
1
α
ln
∣∣1− αtE(τα)∣∣ = tEα (τα)
for tBα in terms of the damped Euler time variable t
E
α , which in turn depends on the undamped
Euler time variable tE in (10) and the damping coefficient α > 0. Since γ0 satisfies the
conditions of Theorem 1.1, the limit TE ≡ limτα↗τ∗ tE(τα) is positive and finite. Suppose
0 < α < 1/TE. Then Theorem 2.1 implies that TEα ≡ limτα↗τ∗ tEα (τα) is also positive and
finite. Thus letting τα ↗ τ ∗ in (54), we see that the blowup time TBα > 0 is finite and
satisfies
TBα ≡ lim
τα↗τ∗
tBα (τα) ≤ TEα .
This finishes the proof of the first part of the Theorem. For the second part we adapt an
argument used in [5, 21] to construct blowup and respectively global infinite-energy solutions
of the 2D Euler and inviscid Boussinesq equations.
Let ρ0(x) = − sin2(2pix). Then we look for a solution of (23) satisfying ξ(x, 0) ≡ 1 and
ξt(x, 0) = γ0(x). Suppose µ1(t) and µ2(t) solve
(55) µ′′1 + αµ
′
1 − I(t)µ1 = 0, µ′′2 + αµ′2 − I(t)µ2 = 1
with µ1(0) = µ
′
1(0) = 1 and µ2(0) = 0, µ
′
2(0) 6= 0. Then
(56) µ(x, t) = µ1(t) + ρ0(x)µ2(t)
satisfies
µtt + αµt − I(t)µ = ρ0, µ(x, 0) = 1.
Note that µ′2(0) 6= 0 must be such that γ0(x) = µt(x, 0) = 1 +ρ0(x)µ′2(0) has mean zero over
Q, as required by (11). Now, since J satisfies (31) it follows that
1 =
∫
Q
dx
µ1 − sin2(2pix)µ2
,
which yields the relation
(57) µ2 = µ1 − 1
µ1
.
Using (57) we see that γ0(x) = cos(4pix), which satisfies the mean-zero condition (11).
Next, using (57) on (55)ii) to eliminate the nonlocal term I(t) in (55)i) gives, after some
simplification,
d
dt
(
µ′1
µ1
)
+ α
µ′1
µ1
=
µ1
2
.
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Dividing both sides by µ1, differentiating the resulting equation, and then setting N(t) =
µ′1/µ1 now leads to
(58)
d
dt
(
N ′ − 1
2
N2 + αN
)
= αN2.
Since N(0) = 1 and N ′(0) = 1
2
− α, we integrate (58) and use a standard Gronwall-type
argument to obtain
(59) z′ ≥ 1
2
e−αtz2, z(0) = 1
for z(t) = eαtN(t). Set
(60) TBα = −
1
α
ln (1− 2α)
for 0 < α < 1/2. Note that TBα is positive and finite. Then solving (59) for t ∈ [0, TBα ) gives
z(t) ≥ 2α
e−αt − (1− 2α) ,
or since z(t) = eαtN(t) = eαt d
dt
(lnµ1(t)),
(61) µ1(t) ≥ 4α
2
(e−αt − (1− 2α))2 .
From (61) it follows that µ1 → +∞ as t↗ TBα . Then by (56) and (57),
1
J(x, t)
≥ cos2(2pix)µ1(t) + sin
2(2pix)
µ1(t)
,
which implies that J(x, t) → 0 as t ↗ TBα for x ∈ B ≡ {(x, y) ∈ Q |x /∈ {1/4, 3/4}}. Note
that B are precisely the points where γ0(x) = cos(4pix) does not equal its negative minimum.
Lastly, by setting α = 0 in (58) it is easy to see that the Jacobian of the associated
undamped Boussinesq system vanishes as t ↗ 2, which agrees with TBα → 2 in (60) as
α → 0. Thus we may write 0 < α < 1/2 as 0 < α < 1/TB for TB = 2 the blowup time for
the solution of the undamped Boussinesq system with the same initial data.

Note that the blowup result in part 2 of Theorem 2.2 is effectively one dimensional in the
sense that the initial data depends only on one of the two coordinate variables. Currently
we do not know if this particular blowup is suppressed for α ≥ 1/TB, or if a solution of
the damped Boussinesq system (12)-(13) persist globally in time for α ≥ 1/TE when the
initial data satisfies the conditions of part one of Theorem 2.2 and is such that the associated
undamped solution blows up in finite time.
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