In the majority of papers on rough set theory itis assumed that the information is complete, i.e., that 
Introduction
Rough set theory is relatively a new decision making tool which can be applied to wide range of fields such as medicine, banking, financial markets, military and education etc. The rough set philosophy is founded on the assumption that with every object of the universe of discourse there is some information associated (data, knowledge). We assume that the input data files are in the form of a table known as a  decision table or information table. In this table, each column represents one attribute and each attribute represents some feature of the examples, and each row represents an example by all its attribute values. There are basically two types of attributes in a decision table one is called as condition attributes and other is called as decision attribute. Condition attributes are called independent variables of the decision table and decision attribute is called dependent variable [8] . In Most of the cases each decision table has only one decision attribute, there may be any number of condition attributes in the decision table. Rough set theory is basically used for finding: hidden patterns in data, significance of attribute, reduced subset of data, dependency of attributes and so on.
However, in real life applications, input data presented in the form of table is usually missing or in other word we can say that decision tables are incompletely specified and some attribute values are frequently absent. Handling missing attribute values in rough set theory is a big challenge. The concept of rule induction from incomplete data set is first given by Jerzy W. Grzymala-Busse [2] . There are two main reasons why an attribute value ismissing: either the value was lost (e.g., was erased) or thevalue was not important. In the former case attributevalue was useful but currently we have no access to it. Inthe latter case the value does not matter, so such values arealso called "do not care" conditions. In practice it meansthat originally the case was classified (the decision valuewas assigned) in spite of the fact that the attribute valuewas not given, since the remaining attribute values weresufficient for such a classification or to make a decision.For example, a test, represented by that attribute, wasredundant.
The first rough set approach to missing attributevalues, when all missing values were lost, was describedin 1997 in [3] , where two algorithms for rule induction,LEM1 and LEM2, modified to deal with such missingattribute values, were presented. In 1999 this approachwas extensively described in [9] , together with amodification of the original idea in the form of a valuedtolerance based on a fuzzy set approach.The second rough set approach to missing attributevalues, in which the missing attribute value is interpretedas a "do not care" condition, was used for the first time in1991 [2] . A method for rule induction was introduced inwhich each missing attribute value was replaced by allpossible values. This idea was further developed andfurnished with theoretical properties in 1995 [9] . A simple method for computing a characteristic relationdescribing the decision table with missing attribute valuesof either of these two types was presented [8] .It was shown thatthe set of all characteristic relations, defined by all possibledecision tables with missing attribute values, together with two defined operations onrelations, forms a lattice. But, some of these definitions should have preference of use for ruleinduction.
In this paper a more general approach tomissing attribute values is presented. In this approach, inthe same decision table, some missing attribute values areassumed to be lost and some are "do not care" conditions. A simple method for computing a variation relationdescribing the decision table with missing attribute values is presented. We use the attribute variation against the error variation, i.e. replacing all the missing attribute values by minimum error sums of square for the total variation and thereby completing the information table. Subsequently, we find the reduct and core of the complete decision table and verify that the reduct and core find by our method is better than the reduct and core find by ROSE2 software. The most important thing is to be different in the decision rules according to handling missing attribute values. Our results are validated by conducting the same rough set analysis on the incomplete information system using the software ROSE2.
Missing Attribute Values and Relations
When all the values of condition attribute are not specified in an information table then that table is known as incomplete decision table. We know that all missing attribute values are denoted either by "?" or by "*". The lost values will be denoted by "?", and "do not care" conditions will be denoted by "*". For each case at least one attribute value is specified. There are many approaches of completing the missing attribute values such as most common attribute value, concept most common attribute value, method of assigning all possible values of attribute, event covering method, C4.5, a special LEM2 algorithm [4] . CN2 algorithm deals with completing the information table with the help of Most Common Attribute Value. It is one of the simplest methods to deal with missing attribute values [1] . The value of the attribute that occurs most often is selected as the value for all the missing values of the attribute.
In this section, we discuss the missing attribute values in view of special relations. Function f describing Table 1 is completely specified(total). In practice, input data for data mining arefrequently affected by missing attribute values. In otherwords, the corresponding function f is incompletelyspecified (partial).Incompletely specified tables can be described bycharacteristic relations instead of indiscernibility relations [5] .An example of an incompletely specified table is presentedin Table 2 , where all missing attribute values are lost.
Table 2. An Incompletely Specified Decision Table
For decision tables, in which all missing attributevalues are lost, a special characteristic relation was definedby J. Stefanowski and A. Tsoukias in [16] , see also [15, 17] . In this paper that characteristic relation will bedenoted by V(B), where B is a nonempty subset of the setA of all attributes. For x, y U characteristic relationV(B) is defined as follows:(x, y) V(B) if and only if f(x, a) = f(y, a)for all a B such that f(x, a) ≠?.For any case x, the characteristic relation V(B) may bepresented by the characteristic set IB(x), whereIB(x) = {y | (x, y) V(B)}.For Table 2 , characteristic sets IA(x), where x U, areIA(1) = {1},IA(2) = {2, 4},IA(3) = {3},IA(4) = {4}, andIA(5) = {1, 5}.
Condition attributes
Decision attribute A1 A2 A3 A4 For decision tables where all missing attribute valuesare "do not care" conditions a special characteristic relation,denoted by C(B), was defined by M.Kryszkiewicz in [6] , see also, e.g., [7] . For x, y Ucharacteristic relation C(B) is defined as follows:(x, y) C(B) if and only if f(x, a) = f(y, a) or f(x, a) = * or f(y, a) = * for all a B.Similarly, for a case x, the characteristic relationC(B) may be presented by the characteristic set JB(x),whereJB(x) = {y | (x, y) C(B)}.For Table 3 , characteristic sets JA(x), where x U, areJA(1) = {1, 5},JA(2) = {2, 4},JA(3) = {3, 5},JA(4) = {2, 4}, andJA(5) = {1, 3, 5}.Relation C(B) is reflexive and symmetric butnot transitive. Table 4 presents a more general case, a decision tablewith missing attribute values of both types: lost valuesand "do not care" conditions.In a similar way we may define a characteristic relationR(B) on U for an incompletely specified decision tablewith both types of missing attribute values: lost valuesand "do not care" conditions:(x, y) R(B) if and only if f(x, a) = f(y, a) or f(x, a) = *or f(y, a) = * for all a B such that f(x, a) ≠ ?,where x, y U and B is a nonempty subset of the set A ofall attributes. For a case x, the characteristic relation R(B)may be also presented by its characteristic set KB(x),whereKB(x) = {y | (x, y) R(B)}.For Table 4 , characteristic sets KA(x), where x U, areKA(1) = {1, 5},KA(2) = {2, 4},KA(3) = {3, 5},KA(4) = {4}, andKA(5) = {1, 5}.Obviously, characteristic relations V(B) and C(B)are special cases of the characteristic relation R(B). For acompletely specified decision The characteristic relation R(B) is known if we knowcharacteristic sets K(x) for all x U. Thus we mayconcentrate on computing characteristic sets K(x). For completely specified decisiontables if t = (a, v) is an attribute-value pair then a block oft, denoted [t] , is a set of all cases from U that for attributea have value v [1, 5] . For incompletely specified decisiontables the definition of a block of an attribute-value pairmust be modified. If an attribute a there exists a case xsuch that f(x, a) = ?, i.e., the corresponding value is lost,then the case x is not included in the block [(a, v)] for anyvalue v of attribute a. If for an attribute a there exists acase x such that the corresponding value is a "do not care"condition, i.e., f(x, a) = *, then the corresponding case xshould be included in blocks [(a, v) ] for all values v ofattribute a. The characteristic set KB(x) is the intersectionof blocks of attribute-value pairs (a, v) for all attributes afrom B for which f(x, a) is specified and f(x, a)= v.For decision table from Table 4 For the sake of simplicity, in this section allrelations will be defined for the entire set Aof attributes instead of its subset B and we will write Rinstead of R(A). By the same token, in characteristic setsKA(x), the subscript A will be omitted.Two decision tables with the same set U of all cases,the same attribute set A, the same decision d, and the samespecified attribute values will be called congruent. Thus,two congruent decision tables may differ only by missingattribute values * and ?. Decision tables from Tables 2, 3 ,and 4 are all pairwise congruent.Two congruent decision tables that have the samecharacteristic relations will be called indistinguishable.
For example, decision tables, presented in Tables 5 and 6are indistinguishable, both have the same characteristicrelation with K(1) = {1},K(2) = {2, 4},K(3) = {3},K(4) = {2, 4}, andK(5) = {1, 3, 5}. Table 6 . Decision Table Indistinguishable from Table 5 Two subsets of the set of all congruent decision tables are special: set E of n decision tables such that every decision table from E has exactly one missing attribute value "?" and all remaining attribute values equal to "*" and the set F of n decision tables such that every decision table from E has exactly one missing attribute value "*" and all remaining attribute values equal to "?". In the above example, decision tables presented in Tables 5 and 6 belong to the set E.
Let G be the set of all characteristic relations associated with the set E and let H be the set of all characteristic relations associated with the set F. In our example, the set G has three elements, say R 1 , R 2 , and R 3 , defined by the following family of sets K 1 , K 2 , and K 3 , respectively:
where R 1 is the characteristic relation of the decision table D 1 from Table 5 , and R 2 is the characteristic relation of the decision table D 2 congruent with D 1 and with f 2 (2, A2) = ?. All remaining missing attribute values equal to "*". R 3 is the characteristic relation of the decision table D 3 congruent with D 1 and with f 2 (3, A3) = ?, and all remaining missing attribute values equal to "*".
Let D and D' be two congruent decision tables with characteristic relations R and R', and with characteristic sets K(x) and K'(x), respectively, where x∈U. We define a characteristic relation R+R' as defined by characteristic sets K(x) ∨K'(x), for x∈U, and a characteristic relation R×R' as defined by characteristic sets K(x) ∧K'(x). The set of all characteristic relations for the set of all congruent tables, together with operations + and ×, is a lattice L (i.e., operations + and × satisfy the four postulates of idempotent, commutative, associative, and absorption laws). Each characteristic relation from L can be represented (using the lattice operations + and × ) in terms of characteristic relations from G (and, similarly for H). Thus G and H are sets of generators of L. In the above example, set G, together with the operation × , generates all characteristic relations from L, except for C, which may be computed as R 1 + R 2 , for any two distinct characteristic relations R 1 and R 2 from G.
Similarly, set H = { R 1 × R 2 , R 1 ×R 3 , R 2 × R 3 }, together with the operation +, generates all characteristic relations from L, except for V, which may be computed as R 1 Figure 1 .
Figure 1. A Lattice Diagram of all Relations
Even though these approaches cover the situation in which in the same decision table some missing attribute values are considered to be lost and other are "do not care" conditions, there exist many other possibilities to interpret missing attribute values. For example, for the attribute A2from the above example, we may introduce a special value 3, for case 2 and we may consider that the missing attribute value for case 5 should be 2. Neither of these two cases falls into the category of lost values or "do not care" conditions. Another problem appears in case of many missing values or almost uniform frequencies of typical attribute values. The lattice diagram approach is better than the other methods in case of very small missing values or having unbalanced frequencies of the attributes. However, this approach does not outperform the typical ones in case that the information table has many missing values or uniform histogram of the attributes.
Missing Treatment by Variation Relations
We assume that an information table is composed of n attributes A 1 , A 2 , …,A n and l cases O 1 , O 2 , …, O l . Let p ij be an attribute value of case O i for attribute A j , and let p m be total average of the attribute values. Then, the difference between p ij and p m is divided by the following.
( )
Here p i. is the average of the cases taken under attribute A i , and p .j is the average of the attribute values taken under case O j . We may express the total corrected sum of squares as
The above equation represents a partition of the total sum of squares. Expressing the sums of squares symbolically, we have
We may view V O as a variation relation that results from differences between cases and V A as a variation relation within attributes. That is, V O measures the contribution of the difference between cases, and V A measures the contribution of the difference between attributes. V E is the residual variation due to error. Thus, Total variation of an information table is partitioned as case variation, attribute variation and error variation.We would like to make the information error as small as possible, that is, we would like to remove the variability between attributes from the information error.
Consider an information table such as Table 7 . In Table 7 
is firstly computed. Suppose we wish to estimate the missing value so that the missing value will have a minimum contribution to the error variation. 
Since an estimated value is a real number, rounding (or chopping) operation can be used in order to transform into a categorical value. This paper adopts following four step methodology to validate reduct and rules.
Step 1: Completing the incomplete decision table with the help of the proposed method of information variation, i.e, replacing every missing attributes values by error variation minimization. Step2: Finding the Reduct and Core of the complete information table and validating that reduct and core find by our method is better than ROSE2 software.
Step 3: Generating Rules based on Reduct of the complete information table.
Step 4: Validating Rules with the help of ROSE2 software. Explorer) is a software implementing basic elements of the rough set theory and rule discovery techniques. It has been created at the Laboratory of Intelligent Decision Support Systems of the Institute of Computing Science in Poznan, basing on fourteen-year experience in rough set based knowledge discovery and decision analysis. All computations are based on rough set fundamentals introduced by Z. Pawlak. One of implemented extensions applies the variable precision rough set model defined by W. Ziarko. It is particularly useful in analysis of data sets with large boundary regions. Another extension implements the rough set approach based on a similarity relation, as proposed by R. Slowinski. The similarity relation is assessed from data via inductive learning. This similarity relation is close to our error variation minimization in view of the missing attribute value estimation. th case for A4 and 12 th case for A6. The reason of these selections is that the possibility of all two is very high in case of most missing value estimation methods. Firstly, the estimation result for A1 is 2.5612 in case of using 135 cases except 5 cases. Thus the rounding value is 3. Secondly, the missing value of A2 is estimated as 1.4937, and hence the rounding value is 1. Thirdly, 5 th case of A3 is estimated as 1.4918, and hence the rounding value is 1. 26 th case for A4 is estimated as 2.028, and hence the rounding value is 2. Finally, 12 th case for A6 is obtained as 1.1313, and hence the rounding value is 1. The results are entirely consistent with the source data. Figure 3 denotes the estimation results by ROSE2 software. Red-yellow box is different from the source data in the Figure 3 , and grey box is consistent with the source data. Using ROSE2 software, hitting ratio is approximately 40 percent. This result is same as the other methods. Table 8 denotes the decision making rules by the proposed preprocessing method and LEM2, and table 9 denotes the preprocessing by ROSE2 and the decision rules. The proposed method generates 22 rules including 6 approximation rules, while the preprocessing by ROSE2 generates 21 rules including six approximation rules. That is, our method has exactly 16 rules, and ROSE2 has 15 rules. A rule showed the difference is the following.
Results
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Conclusion
There are so many methods for filling the missing attribute values. Incompletely specifieddecision tables can be described by special relations, which for completely specified decision tables are reducedto the indiscernibility relation. Thus,it is more reasonable tocompute special relations using an idea of block ofattribute-value pairs, used in some rule inductionalgorithms, such as LEM2. However, eventhough the special relations cover the situation inwhich in the same decision table some missing attributevalues are considered to be lost and other are "do not care"conditions, there exist many other possibilities to interpretmissing attribute values. Moreover, when there is not most frequently occurring value or almost uniformly occurring ones, it is useless to replace each missing attribute value by some special relations. In this paper, we applied an information variation relation that is replacing each missing attribute value by error variation minimization. Rule generation through this preprocessing is an important aspect of data mining provided the number of the rules generated issmall and at the same time most representative of the underlying data set. Completing the incomplete decision table with the help of the proposed method of information variation, we produced the reduct and core of the decision table to understand the concept of consistency and inconsistency. A decision table is known as consistent if all the same values of condition attribute leads to the same decision attribute. But if for the same values of condition attribute we have different decision attribute values then that table is known as inconsistent. These reduct and core are validated using ROSE2 software. Finally decision rules were generated using the reduct of the decision table. Thereafter these rules were also validated using ROSE2 software..
