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While complex adaptive systems are all around us as discussed throughout these proceedings, a prerequisite to 
our ability to effectively model and influence these systems, or even understand these systems, is good measurement 
and monitoring. Depending on the type of system under consideration, whether it is natural or engineered, this often 
calls for careful selection and positioning of a number of sensors and a variety of sensors collecting different types 
of data (chemical, biological, physical) and at different frequencies (controlled or event driven). Whether we are 
trying to manage traffic in an urban city, distribute power on the electrical grid, or carryout any other meaningful 
objective in dealing with these complex adaptive systems, the effectiveness of our control or intervention lies in the 
intelligent processing and analysis of these sensor data streams. While some of this can take place at the sensor to 
reduce band-width issues, other settings might call for additional processing at the data distribution nodes or the 
central servers. What follows is a collection of six articles outlining some novel approaches in the domain of 
complex sensor data analysis.  
Takagi and Yadohisa propose a new correspondence analysis method for interval contingency tables based on 
interval algebra, to overcome the problem of losing internal variation of intervals when computing statistical indices 
using existing methods.  Sato-Ilic proposes an effective symbolic clustering method for coping with high-
dimensional but low sample-size data. The fuzzy clustering mechanics within the approach provide uncertainty 
bounds and the ability of the method to handle interval valued data addresses the curse of dimensionality. Terada 
and Yadohisa propose a more flexible multidimensional scaling method that allows for nested hyperspheres with 
reduced restrictions for representing objects, addressing short-comings of some existing methods.  Katayama, 
Yamaguchi, Imoto, Matsuura, Watanabe, and Miyano propose a hierarchical clustering approach for the visual 
analogue scale (VAS) in the domain of symbolic data analysis. The method seems to allow for comparison of 
responses across individuals, overcoming earlier difficulties. Sultornsanee, Zeid, and Kamarthi propose an approach 
for diagnosis of neuromuscular disorders using recurrence quantification analysis and support vector machines. The 
method seems to overcome the limitations of existing time series analysis methods in their ability to cope with the 
complexity and non-stationarity nature of the electromyography signals. Nair, Foytik, Tompkins, Diskin, Aspiras, 
and Asari propose an effective real-time system for recognition and tracking of faces under multiple poses. 
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