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論文要旨
本論文では，固有値問題における固有値の分布を推定する方法に対して，フィルタ特性の
解析による解法の性能比較および，非線形固有値問題への応用，特殊な領域に対する固有値
数の推定，さらに並列実装による高速化を目標としている．本論文で扱う確率的固有値分布
推定法は，固有値の分布を推定する方法の一つであり，有理式型推定法と多項式型推定法の
2つが存在する．本論文では，2つの推定法のフィルタ特性を解析することによって，これま
で行われていなかった推定法の性能比較を行う．また，非線形固有値問題に対する確率的固
有値分布推定法は提案されていないため，拡張された Smithの標準形を用いて，非線形固有
値問題への拡張を行う．そして，有理式型推定法のフィルタ特性を変更することで，特殊な
領域に対する固有値数が推定可能であることを示す．さらに，マスター・ワーカ方式並列処
理を用いて，並列計算機での有理式型推定法の実装手法を示し，高速化を図る．
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第1章 序論
現在，航空機や自動車等の構造解析による製品の設計・開発や，タンパク質やDNA等の機
能解析による創薬，気象現象のシミュレーションによる，精密な天気予測・解明など，様々な
分野において科学技術計算が必要とされている．そして科学技術計算では，コンピュータを
用いた数値シミュレーションが盛んに行われている．この数値シミュレーションでは固有値
問題という問題が現れることがあり，計算の規模が大規模になるにつれて，その求解には膨
大な時間を要する．そのため，スーパーコンピュータなどの大規模並列環境での並列計算に
よって固有値問題の求解に要する時間を軽減させる必要がある．
固有値問題とは行列値関数 F ()について，
F ()x = 0; ( 2 C; x 2 Cn 6= f0g);
を満たす固有値 と固有ベクトル x（固有対）を求める問題である．固有値問題には標準固
有値問題，一般化固有値問題，非線形固有値問題がある．標準固有値問題，一般化固有値問
題はそれぞれ，
F () = I  A; F () = B  A;
となる問題である．ここで，行列A;B 2 Cnnであり，Iは n次の単位行列である．また，非
線形固有値問題は多項式固有値問題，指数型固有値問題，平方根型固有値問題，など様々な
タイプが存在し，それらはそれぞれ，
F () = A0 + A1 + : : :+ 
pAp; F () = A0 + A1 + e
A2; F () = A0 + A1 +
p
A2;
で表される．ここで，行列A0; A1; : : : ; Apは n nの行列である．
様々な科学や工学の分野において現れる固有値問題には，一部の固有対のみが必要な問題
がある．例として，量子ドットの電子状態計算で現れる固有値問題 [1]では，最小固有値から
数個の固有対が必要となる．また，遅延微分方程式から現れる固有値問題 [2]では，実数部が
正の値を持つ固有値が重要となる．また，ナノエレクトロニクスデバイスの構造解析から現
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れる固有値問題 [3]では，複素平面上の特定の円の円周近傍の固有値およびそれに対応する
固有ベクトルが必要となる．そのような固有値問題の解法としては，全固有値を求める方法
と，一部の固有対を求める方法が存在する．全固有値を求める方法には，行列の変形を伴う
方法を用いたQZ法 [4, 5]が代表される，一部の固有対を求める方法には，shift-invert-Arnoldi
法 [6, 7]や Sakurai-Sugiura法 [8, 9, 10]，FEAST法 [11, 12, 13]，Spectrum Slicing法 [14]など
が代表される．特に，一部の固有対を求める方法は，不必要な固有対を求める必要がなくな
るため，大規模固有値問題に対して有効な解法である．しかし，一部の固有対を求める方法
は，求めたい固有値付近にどの程度固有値が存在するのかという，固有値の分布情報に基づ
いたパラメータ設定が必要であり，適切なパラメータを設定をしない場合，解の精度が低く
なることがある．以上により，固有値問題において，固有値の分布を推定することは，固有
値解法の適切なパラメータを設定などに利用することができるため重要である．また，遅延
微分方程式から現れる固有値問題や，3次元フォトニック結晶構造解析から現れる固有値問題
[15, 16]では，固有値が存在しない区間幅を求める必要となる．そのため，固有値の分布を推
定する方法はそのような科学技術計算への応用が期待できる．
固有値分布を推定する方法には，Gershgorin定理 [17, 18]や Sylvester慣性則 [19]，Algebraic
Sub-structuring method[20]，確率的固有値分布推定法 [21, 22]などがある．各手法について，
Gershgorin定理は，標準・一般化固有値問題に対する手法であり，全固有値が存在する範囲
を推定する．しかし，この方法は固有値の密集情報を推定することができないため，固有値
の粗密を求められないという問題がある．Sylvester慣性則は，標準・一般化エルミート固有
値問題に対する手法であり，指定した値よりも大きい，もしくは小さい固有値の数を求める．
この方法は固有値数を厳密に求めることができるが，計算の過程で修正コレスキー分解 [19]
という行列分解が必要となり，行列が大規模な疎行列である場合，適用が難しいという問題
がある．AS法を用いた方法は，標準・一般化エルミート固有値問題に対する手法であり，近
似固有値・固有ベクトルを求めて固有値分布を推定する．この方法は，固有値の粗密を推定
することができるが，Sylvester慣性則と同様に計算の過程で修正コレスキー分解が必要とな
り，こちらも大規模な疎行列に対して適用が難しい．確率的固有値分布推定法は，指定した
領域内部の固有値数を推定する手法である．この方法は行列分解を行わずに固有値の粗密を
推定することができるため，大規模な疎行列に対して，適用が可能となる．本論文では，確
率的固有値分布推定法について考える．
確率的固有値分布推定法には多項式型推定法 [22]，有理式型推定法 [21]の 2つが存在する．
多項式型推定法は標準・一般化エルミート固有値問題に対する手法であり，指定した区間内
部の固有値数を推定する．多項式型推定法の計算過程では複数の行列・ベクトル積の計算を
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行う．有理式型推定法は標準・一般化固有値問題に対する手法であり，指定した複素平面上
の円領域内部の固有値数を推定する．有理式型推定法の計算過程では複数の線形方程式の求
解を行う．この線形方程式の求解に反復法の一つであるKrylov部分空間反復法を用いること
で，行列分解を行わずに固有値数を推定することが可能となる．また複数の線形方程式の計
算は独立した計算が可能となるため，並列計算機によって線形方程式を並列に計算すること
で高速な計算が可能となる．
確率的固有値分布推定法の問題点として，多項式型推定法および有理式型推定法の計算過
程が異なることから，計算コストによる比較が困難となっていることがあげられる．また，確
率的固有値分布推定法を含め，前述した固有値の分布を推定する方法は，標準・一般化固有
値問題を対象としており，非線形固有値問題に対する固有値分布を推定する方法が提案され
ていない．有理式型推定法の問題点として，前述したように，ナノエレクトロニクスデバイ
スの構造解析から現れる固有値問題では，特定の円の円周近傍の固有対が必要となる．その
ような問題に対しては円周上の固有値の分布情報が必要となるため，有理式型推定法の適用
が困難となっている．また有理式型推定法で現れる線形方程式にKrylov部分空間反復法を用
いて，並列環境で計算する場合，各計算機での計算時間ののばらつきが発生し，それによっ
て並列効率の悪化が発生する．
以上のことから本論文では，2つの推定法のフィルタ特性を解析することによって，これま
で行われていなかった推定法の性能比較を行う．また，有理式型推定法に対して，拡張され
た Smithの標準形を用いて，非線形固有値問題への拡張を行う．そして，有理式型推定法の
フィルタ特性を変更することで，特殊な領域に対する固有値数が推定可能であることを示す．
さらに，マスター・ワーカ方式並列処理を用いて，並列計算機での有理式型推定法の効率的
な実装手法を示し，高速化を図る．
1.1 本論文の構成
本論文の構成を以下に述べる．第 2章では，先行研究である確率的固有値分布推定法およ
びその推定法によって作成されるフィルタ関数について述べる．第 3章では，有理式型推定
法および多項式型推定法のフィルタ特性を解析し，各推定法の性能比較を行う．第 4章では，
拡張された Smithの標準形を用いて，非線形固有値問題に対する有理式型推定法を提案する．
第 5章では，有理式型推定法のフィルタ特性を変更し，特殊な領域に対する有理式型推定法
の拡張手法を提案する．第 6章では，有理式型推定法を並列計算機で実装した場合の問題を
示し，その問題を軽減させるためにマスター・ワーカ方式並列処理を用いた実装手法を示す．
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最後に第 7章で本論文で得られた結論をまとめる．
4
第2章 確率的固有値分布推定法
本章では先行研究である確率的固有値分布推定法について述べる．確率的固有値分布推定
法には，有理式型推定法 [21]と多項式型推定法 [22]が存在する．本章では各手法の概要およ
び各手法で作成されるフィルタ関数について述べる．
2.1 有理式型推定法
有理式型推定法は，複素平面上に任意に設定された閉曲線内部の固有値の数を数値積分に
よって計算する方法である．同手法は一般化固有値問題
F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cnnf0g; z 2 C);
を対象としている．
複素平面上に閉曲線  を任意に置き， 上の点を zとし， 内の固有値の数をmRとする．
このとき，mRは以下の周回積分により求めることができる．
mR =
1
2i
I
 
tr

(zB  A) 1B

dz: (2.1)
ここで，trは行列の対角要素の総和 (トレース)を表す．また，(zB  A)は正則な行列束であ
るとする．
図 2.1に有理式型推定法の概略図を示す．横軸，縦軸はそれぞれ実軸，虚軸を表している．
緑色の点は固有値を表しており，橙色の領域は閉曲線  とその内部の領域を表している．概
略図ではmR = 4となる．
以下に，式 (2.1)により固有値数を求めることができることを示す．
行列AおよびBに対し QZ分解を行うことにより，以下のように表すことができる．
A = URWH; B = UTWH:
ここで，U およびW はユニタリ行列であり，T およびRは上三角行列となる．このとき一般
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図 2.1: 有理式型推定法の概略図
化固有値問題の固有値 iは，行列 T の対角要素 tiiおよび行列Rの対角要素 riiを用いて，
i =
8><>:
rii
tii
; (tii 6= 0)
1; (tii = 0)
;
と表すことができる．
式 (2.1)で現れる tr((zB  A) 1B)に対して，以上の行列分解を用いることにより，
tr

(zB  A) 1B

= tr
 
zUTWH   URWH 1 UTWH ;
と表せる．行列のトレースの性質により，
tr
 
zUTWH   URWH 1 UTWH = tr(zT  R) 1 T = nX
i=1
tii
ztii   rii =
n0X
i=1
1
z   i ;
と表すことができる．ここで n0は，i 6=1である固有値の数である．
複素平面上での周回積分について，定理 2.1が成り立つ．
定理 2.1 (留数定理). 複素平面内のある開領域Dで連続な複素関数を f (z)とする．開領域D
内に閉曲線  を置き，その閉曲線内部で f (z)が特異点 1; 2; : : : ; mを持つとき，以下の式
6
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が成り立つ．
1
2i
I
 
f (z) dz =
mX
j=1

lim
z!j
f (z) (z   j)

:
定理 2.1を用いることで，以下の式が導出される．
1
2i
I
 
tr

(zB  A) 1B

dz =
mRX
j=1
 
lim
z!j
n0X
i=1
1
z   i (z   j)
!
= mR:
以上により式 (2.1)は閉曲線  内部の固有値数を求めることができる．
図 2.2: 積分点の配置
式 (2.1)の周回積分を計算機上で計算させるために，N 点台形則による近似計算を行う．こ
れにより，式 (2.1)式のmRは m^Rに近似される．
mR  m^R =
N 1X
j=0
wj

tr

(zjB  A) 1B

: (2.2)
ここで，zjは中心 ，半径 の円  上に等間隔にN 個配置させた点であり，wjは各積分点に
対応した重みである．それらは以下の式で表される．
wj =

N
e
2i(j+1=2)
N ; zj =  + e
2i(j+1=2)
N :
図 2.2に，有理式型推定法における積分点 zj の配置の概略図を示す．赤点が積分点を表して
いる．
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式 (2.2)について，tr((zjB   A) 1B)の計算は行列の逆行列の計算があるため計算コスト
が非常に高い．そこで，その計算を高速化するために行列のトレースの確率的推定 [23, 24]を
用いる．
定理 2.2 (行列のトレースの確率的推定 [23, 24]). 行列 Aを n次対称行列とし，vを要素が等
確率で 1か 1である n次の確率変数ベクトルとする．このとき以下の式が成り立つ．
E
 
vTAv

= tr (A) ;
Var
 
vTAv

= 2
nX
i=1
nX
j=1;j 6=i
aij :
ここで，E()およびVar()はそれぞれ平均値および分散を表し，aij は行列Aの i行 j列の要
素を表している．
定理 2.2を用いることで，式 (2.2)は式 (2.3)で近似される．
m^R  ~mR =
N 1X
j=0
wj
 
1
L
LX
`=1

vT` (zjB  A) 1Bv`
!
: (2.3)
ここで，v`; (` = 1; 2; : : : ; L)は要素がランダムで 1か 1となる L本のベクトルである．式
(2.3)はBv`を右辺ベクトルとした連立一次方程式
(zjB  A)xj;` = Bv`; (j = 0; 1; : : : ; N   1; ` = 1; 2; : : : ; L);
を解き，その解ベクトルを用いて以下のように計算することができる．
~mR =
N 1X
j=0
wj
 
1
L
LX
`=1
 
vT` xj;`
!
:
そのため，逆行列の計算をする必要が無く，Lの数が zjB  Aの次数よりも小さい場合，式
(2.2)の計算を行うよりも高速な計算が可能となる．
Algorithm 1に有理式型推定法のアルゴリズムを示す．
有理式型推定法では，複数の閉曲線  1; 2; : : :を配置し，各閉曲線に対して式 (2.3)の計算
を行い固有値の数を推定することで，固有値分布を推定する．このとき閉曲線を多くとるこ
とでより詳細な固有値の分布を求めることができる．
図 2.3および図 2.4に閉曲線の配置例を示す．図 2.3および図 2.4では区間 ([a0; b0]; [a1; b1])，
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Algorithm 1有理式型推定法のアルゴリズム
Input: A;B;N;L; ; 
Output: ~mR
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
~mR  0
for j = 0 to N   1 do
zj   + e
2i(j+1=2)
N
wj  N e
2i(j+1=2)
N
for ` = 1 to L do
solve (zjB  A)xj;` = Bv` for xj;`
~mR  ~mR + wj(vT` xj;`)=L
end for
end for
図 2.3: 閉曲線の配置例 (K = 4)
図 2.4: 閉曲線の配置例 (K = 6)
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(a0; a1; b0; b1 2 R)内部に同じ大きさの閉曲線  1; 2; : : : K を等間隔に配置している．全固有
値が全て実数となる場合は図 2.3のような配置が考えられ，固有値が複素平面上に存在する場
合は図 2.4のような配置が考えられる．
2.2 多項式型推定法
多項式型推定法は，任意に設定された区間内部の固有値の数を Chebyshev多項式を用いて
計算する方法である．同手法ではエルミート標準固有値問題および対称一般化固有値問題を
対象としている．このとき，各固有値問題の全固有値は実数となる．
2.2.1 エルミート標準固有値問題における多項式型推定法
エルミート標準固有値問題
F ()x = (I  A)x = 0; (A 2 Cnn;x 2 Cn; z 2 C); A :エルミート行列; I :単位行列
において，任意の実数区間 [a; b]; (a; b 2 R)を置き，その区間内部の固有値数をmPとする．
このとき，mPは以下の式で求めることができる．
mP =
nX
i=1
hP(i) = tr(hP(A)): (2.4)
ここで，hP()は区間 [a; b]内部では 1となり外部では 0となるフィルタ関数である．
hP() =
8<: 1; (a    b)0; (otherwise) : (2.5)
式 (2.4)について，固有値の計算は計算コストが高い．そのためフィルタ関数を Chebyshev
多項式を用いて近似する．これにより，フィルタ関数は以下の式に近似される．
hP(A) 
pX
j=0
j(a; b)Tj(A): (2.6)
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ここで，Tj(A)は j次の第 1種 Chebyshev多項式
Tj(A) =
8>><>>:
I; (j = 0)
A; (j = 1)
2ATj 1(A)  Tj 2(A); (j > 1)
;
であり，j()は Chebyshev多項式に対する重みである．
j(a; b) =
8>>><>>>:
arccos(a)  arccos(b)

; (j = 0)
2(sin(j arccos(a))  sin(j arccos(b)))
j
; (j > 0)
: (2.7)
ここで，Aの全固有値は [ 1; 1]に存在している場合を想定している．そのため，行列Aの全
固有値が [ 1; 1]に存在するように，A; a; bに対してマッピングを行う．
M(A) =
2A  (n + 1)I
n   1 ; M(a) =
2a  n + 1
n   1 ; M(b) =
2b  n + 1
n   1 :
ここで，nは最大固有値，1は最小固有値である．
以上により式 (2.4)を以下の式で近似することで，固有値数を近似計算することができる．
mP  m^P = tr
0@ pX
j=0
j(M(a);M(b))Tj(M(A))
1A : (2.8)
式 (2.8)では，全固有値の計算が必要ないため計算コストを抑えることができる．
式 (2.8)について，計算コストが高い部分は第 1種 Chebyshev多項式 Tj(A)の計算で現れる
行列・行列積の計算部分である．そこで，その計算を抑えるために前節と同様に行列のトレー
スの確率的推定 [23, 24]を用いる．それにより，m^Pは式 (2.9)で近似できる．
m^P  ~mP = 1
L
LX
`=1
pX
j=0
j(M(a);M(b))
 
vT` Tj(M(A))v`

=
1
L
LX
`=1
vT` Pp(A)v`: (2.9)
ここで，v`; (` = 1; 2; : : : ; L)は要素がランダムで 1か 1となるL本のベクトルであり，Pp(A)
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は p次の多項式である．式 (2.9)では，Tj(M(A))の計算の代わりに以下の行列・ベクトル積
wj;` = Tj(M(A))v` =
8>><>>:
v`; (j = 0)
M(A)v`; (j = 1)
2M(A)wj 1;`  wj 2;`; (j > 1)
; (2.10)
を計算し，得られたベクトルwj を用いて以下のように計算することができる．
~mP =
1
L
LX
`=1
pX
j=0
j(M(a);M(b))
 
vT` wj;`

:
そのため，行列・行列積の計算をする必要が無く，Lの数が行列の次数よりも小さい場合，式
(2.8)の計算を行うよりも高速な計算が可能となる．
Algorithm 2に標準固有値問題における多項式型推定法のアルゴリズムを示す．
Algorithm 2エルミート標準固有値問題における多項式型推定法のアルゴリズム
Input: A; a; b; P; L
Output: ~mP
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
compute 1; n
~mP  0
for j = 0 to p do
if j = 0 then
j(M(a);M(b)) arccos(M(a)) arccos(M(b))
else
j(M(a);M(b)) 2(sin(j arccos(M(a))) sin(j arccos(M(b))))j
end if
for ` = 1 to L do
if j = 0 then
wj;`  v`
else if j = 1 then
wj;`  M(A)v`
else
wj;`  2M(A)wj 1;`  wj 2;`
end if
~mP  ~mP + j(M(a);M(b))(vT` wj;`)=L
end for
end for
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2.2.2 対称一般化固有値問題における多項式型推定法
対称一般化固有値問題
F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cn; z 2 C); A :対称行列; B :正定値対称行列
において，多項式型推定法行う場合，2つの行列A;Bが現れるため，式 (2.4)で表すことがで
きない．
このような問題に対して，行列 B が正定値対称行列であることからコレスキー分解を用
いて，
B = LLT
とする．ここで，Lは下三角行列である．このとき，対称一般化固有値問題を以下の標準固
有値問題
(LLT  A)x = 0) (I   L 1AL T)(LTx) = 0
に帰着させることで，対称標準固有値問題における多項式型推定法を適用することが可能と
なる．しかしこの場合，行列Bに対する行列分解を行う必要がある．そのため，行列が大規
模疎行列の場合，行列分解の計算コストが高い．
以下では対称一般化固有値問題に対して，行列分解を行わずに固有値分布を推定する方法
について述べる．
対称一般化固有値問題において，定理 2.3が成り立つ．
定理 2.3 (Sylvester慣性則 [19]). 任意の行列 AおよびX がそれぞれ対称行列，非特異行列と
する．この時，行列Aの正および負の固有値の数は，行列XTAX のそれらと一致する．
補題 2.3より，任意の値  2 Rを用いた行列 A   Bの正および負の固有値の数は，行列
L 1(A  B)L Tのそれらと一致することがわかる．B = LLTであることから，
L 1(A  B)L T = L 1AL T   I
となる．これによりA  Bの正および負の固有値数を推定することで，L 1AL T   I の
それらを推定することができる．そのため，対称一般化固有値問題における区間 [a; b]内部の
固有値は行列A  aBの正の固有値数およびA  bBの正の固有値数を推定し，その差分を取
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ることで求めることができる．
行列 B   Aに対して正の固有値数をm()P とする．m()P は以下の式により近似すること
ができる．
m
()
P  m^()P = tr
0@ pX
j=0
j(0; 1)Tj(M(A  B)))
1A :
行列のトレースの確率的推定を用いることで m^()P は ~m
()
P に近似される．
m^
()
P  ~m()P =
1
L
LX
`=1
pX
j=0
j(0; 1)
 
vT` Tj(M(A  B))v`

:
対称一般化固有値問題において，区間 [a; b]内部の固有値数をmPとする．このとき，mP
は以下の式で近似計算できる．
mP  ~mP = ~m(b)P   ~m(a)P : (2.11)
多項式型推定法では，複数の区間 [a1; b1]; [a2; b2] : : :を配置し，各区間に対して式 (2.9)もし
くは式 (2.11)の計算を行い固有値の数を推定することで，固有値分布を推定する．このとき
区間を多くとることでより詳細な固有値の分布を求めることができる．Algorithm 3に一般化
固有値問題における多項式型推定法のアルゴリズムを示す．
2.3 固有値分布推定法におけるフィルタ関数
多項式型推定法では，フィルタ関数を多項式近似して固有値数を推定している．有理式型
推定法では，周回積分を積分近似することで固有値数を推定しており，その計算ではフィル
タ関数を有理式近似している．本節では有理式型および多項式型推定法で用いられているフィ
ルタ関数について述べる．
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Algorithm 3対称一般化固有値問題における多項式型推定法のアルゴリズム
Input: A; a; b; P; L
Output: ~mP
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
compute 1; n
~m
(a)
P  0
~m
(b)
P  0
for j = 0 to p do
if j = 0 then
j(0; 1) arccos(0) arccos(1)
else
j(0; 1) 2(sin(j arccos(0)) sin(j arccos(1)))j
end if
for ` = 1 to L do
if j = 0 then
w
(a)
j;`  v`
w
(b)
j;`  v`
else if j = 1 then
w
(a)
j;`  M(A  aB)v`
w
(b)
j;`  M(A  bB)v`
else
w
(a)
j;`  2M(A  aB)w(a)j 1;`  w(a)j 2;`
w
(b)
j;`  2M(A  bB)w(b)j 1;`  w(b)j 2;`
end if
~m
(a)
P  ~m(a)P + j(0; 1)(vT` w(a)j;` )=L
~m
(b)
P  ~m(b)P + j(0; 1)(vT` w(b)j;` )=L
end for
end for
~mP  ~m(b)P   ~m(a)P
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2.3.1 有理式型推定法におけるフィルタ関数
有理式型推定法のフィルタ関数について述べる．2.1章と同様に，有理式型推定法において，
式 (2.2)に対して QZ分解を行う．これにより，
m^R =
N 1X
j=0
wj

tr

(zjB  A) 1B

=
N 1X
j=0
wj
n0X
i=1
1
zj   i =
n0X
i=1
f(i): (2.12)
と表せる．ここで，
f(i) =
N 1X
j=0
wj
zj   i
である．式 (2.12)により，有理式型推定法は，各固有値 iに対して，フィルタ関数 f(i)を
行っているとみなせる．
1
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図 2.5: 複素平面上での有理式型推定法のフィルタ関数 (N = 8)
図 2.5および図 2.6に有理式型推定法におけるフィルタ関数 f(i)を示す．閉曲線  を  =
0;  = 0:3としてフィルタ関数 f(i)を計算した．N = 8とする．図 2.5について，右下の
軸は実数軸，左下の軸は虚数軸，縦軸はフィルタ関数値を表しており，フィルタ関数 f(i)の
16
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図 2.6: 実軸上での有理式型推定法のフィルタ関数 (N = 8)
値をメッシュで示す．図 2.6について，横軸は実数軸，縦軸はフィルタ関数値を表している．
閉曲線の両端  + および    を赤点線で示し，フィルタ関数 f(i)の値を青線で示す．図
2.5および図 2.6から，フィルタ関数 f(i)が閉曲線  内部では 1となり，外部では 0となる
ことがわかる．
2.3.2 多項式型推定法におけるフィルタ関数
多項式型推定法のフィルタ関数について述べる．エルミート標準固有値問題における多項
式推定法に対して，固有値分解を行う．これにより,
A = UUH
となる．ここで，U はユニタリ行列であり，は対角要素が固有値となる対角行列である．式
(2.8)に対して固有値分解を行うと，
m^P = tr
0@ pX
j=0
j(a; b)Tj(M(A))
1A = tr
0@U pX
j=0
j(a; b)Tj(M())U
H
1A = nX
i=1
Pp(i) (2.13)
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となる．ここで，
Pp(i) =
pX
j=0
j(a; b)Tj(M(i))
である．式 (2.13)により，多項式型推定法は，各固有値 iに対して，フィルタ関数 Pp(i)を
行っているとみなせる．
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図 2.7: 多項式型推定法のフィルタ関数 (p = 30)
図 2.7に多項式型推定法におけるフィルタ関数 Pp(i)を示す．実数区間 [a; b] = [ 0:3; 0:3]
としてフィルタ関数 Pp(i)を作成した．p = 30とする．図 2.7について．横軸は実数軸，縦
軸はフィルタ関数値を表している．区間の端点である aおよび bを赤点線で示し，フィルタ
関数 Pp(i)の値を青線で示す．図 2.7から，フィルタ関数 Pp(i)が区間 [a; b]内部では 1と
なり，外部では 0となることがわかる．
図 2.7から，フィルタ関数 Pp(i)に振動が発生していることがわかる．これは，Pp(i)の
計算に第 1種 Chebyshev多項式を用いており，第 1種 Chebyshev多項式から発生する Gibbs
振動が影響していると考えられる．Pp(i)の振動によって，指定区間外部の固有値が 0に減
衰しなくなるため，振動は少ないほうが望ましい．
Gibbs振動に対して，以下の Jackson係数を加えることによって振動を抑えることができる
18
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[25].
Jj;p =

1  jp+2

sin(p) cos(jp) +
1
p+2 cos(p) sin(jp)
sin(p)
; p =

p+ 2
これにより，以下に示す Jackson係数を加えたフィルタ関数 P (J)p (i)が得られる．
P (J)p (i) =
pX
j=0
Jj;pj(a; b)Tj(M(i))
また，以下に示す Jackson係数を加えた多項式型推定法による推定値 m^(J)P が得られる．
m^
(J)
P =
nX
i=1
P (J)p (i) (2.14)
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図 2.8: 多項式型推定法+Jackson係数のフィルタ関数 (p = 30)
図 2.8に多項式型推定法における Jackson係数を加えたフィルタ関数 P (J)p (i)を示す．実数
区間 [a; b] = [ 0:3; 0:3]，p = 30としてフィルタ関数P (J)p (i)を作成した．図 2.8について．横
軸は実数軸，縦軸はフィルタ関数値を表している．区間の端点である aおよび bを赤点線で示
し，フィルタ関数 Pp(i)の値を青線で示し，フィルタ関数 P (J)p (i)の値を紫線で示す．図 2.8
から，フィルタ関数 P (J)p (i)では Pp(i)で発生した振動が取り除かれていることがわかる．
しかし，P (J)p (i)は指定した区間内部 [ 0:3; 0:3]でも減衰している．そのため，Jackson係数
を加えた多項式型推定法による推定値は，実際の固有値数より小さくなる可能性がある．
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間反復法を利用した多項式表現
2章では固有値の分布を求める方法の一つである確率的固有値分布推定法について述べた．
本章では確率的固有値分布推定法の一つである有理式型推定法に対するKrylov部分空間反復
法を利用した多項式表現について述べる．さらに，多項式型推定法と有理式型推定法を比較
することで各手法の有効性について検証する．
3.1 序説
本章では標準エルミート固有値問題
F ()x = (I  A)x = 0; (A 2 Cnn;x 2 Cn; z 2 C); A :エルミート行列; I :単位行列
における固有値の分布計算について考える．
2章で述べたように，固有値の分布を求める方法の一つに確率的固有値分布推定法がある．
確率的固有値分布推定法には有理式型推定法と多項式型推定法の 2つがあり，どちらも求め
たい固有値成分のみを透過するフィルタ関数を作成し，固有値数を推定している．有理式型
推定法および多項式型推定法のフィルタ関数はそれぞれ，有理関数近似および多項式近似に
よって作成しており，関数の近似にかかる計算コストがそれぞれ異なる．そのため，有理式型
推定法と多項式型推定法のフィルタ関数に対する計算コストの比較を行うことが困難となっ
ている．
2.1節で述べたように，有理式型推定法では計算過程で複数の線形方程式の求解が必要とな
る．線形方程式に対する解法として，Gaussの消去法や LU分解法 [19]に代表される直接解
法と，Krylov部分空間反復法 [26]に代表される反復解法がある．特にKrylov部分空間反復法
は反復計算によって線形方程式の近似解列を生成し，その近似解は多項式で表現できる．そ
のため，有理式型推定法で現れる複数の線形方程式に対してKrylov部分空間反復法を利用す
ることで，有理式型推定法を多項式で表現することが可能となる．これにより，有理式型推
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定法におけるフィルタ関数は多項式近似で表すことが可能となるため，多項式型推定法との
フィルタ関数に対する計算コストの比較を行うことが容易となる．本章では，有理式型推定
法に対して，Krylov部分空間反復法を利用した多項式表現を行い，多項式型推定法との比較
を行う．
本章ではまず，Krylov部分空間反復法およびKrylov部分空間反復法によって得られる近似
解の多項式表現について述べる．次に，有理式型推定法に対して，Krylov部分空間反復法を
利用した多項式表現について述べる．さらに，数値実験によって多項式型推定法とのフィル
タ関数の比較を行い，各手法の有効性を検証する．
3.2 Krylov部分空間反復法
本節では線形方程式
Ax = b; (A 2 Cnn; b;x 2 Cn);
の近似解を求める反復解法の一つである Krylov部分空間反復法について述べる．ここで，A
は正則な行列であり，bは既知のベクトルである．
反復解法とは，任意の初期解x0を基に，反復計算を行い，それによって近似解xi; i = 1; 2; : : :
を更新し，近似解を真の解 xに近づける解法である．反復解法の一つであるKrylov部分空間
反復法では，k反復目の近似解 xkに対して，以下の条件を満たすように求める．
xk 2 x0 +Kk(A; r0): (3.1)
ここで，x0は初期解，r0 = b Ax0は初期残差ベクトルを表し，Kk(A; r0)は行列Aおよび
初期残差ベクトル r0によって生成される以下の Krylov部分空間を表す．
Kk(A; r0)  span(r0; Ar0; A2r0; : : : ; Ak 1r0):
以上の条件によって xkおよび rkは式 (3.2)および式 (3.3)で表される．
xk = x0 +
k 1X
i=0
hikA
ir0 = x0 + Sk 1(A)r0; (3.2)
rk = b Axk = b A
 
x0 +
k 1X
i=0
hikA
ir0
!
= r0  
k 1X
i=0
hikA
i+1r0 = Ck(A)r0: (3.3)
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ここで，hik 2 Cは定数であり，Sk 1(A)およびCk(A)はそれぞれ k  1次の多項式および k
次の多項式である．特に，Ck(A)は残差多項式と呼ばれ，式 (3.4)で表される．
I   Ck(A) = ASk 1(A): (3.4)
以上によって近似解 xk および残差ベクトル rk を更新する．しかし，以上の式では近似解
xkおよび残差ベクトル rkが一意に定まらないため，条件を付加する必要がある．このとき，
近似解 xk もしくは残差ベクトル rk に対する条件のかけ方に応じて，様々な解法に変化す
る．本論文では Krylov部分空間反復法の一つである BiCG(Biconjugate Gradient)法 [27]およ
び COCG(Conjugate Orthogonal Conjugate Gradient)法 [28]について述べる．
3.2.1 BiCG法
BiCG法は，非エルミート行列 A 6= AHに対する線形方程式 Ax = bを解く数値解法であ
る．BiCG法では線形方程式Ax = bの他にもう一つ別の線形方程式
AHx = b;
に対する Krylov部分空間を考える．ここで，b 2 Cnは既知のベクトルである．
BiCG法では線形方程式 Ax = bの残差ベクトル rk に対して，以下の双直交条件 (Petrov-
Galerkin条件)を課すことで近似解 xkを一意に定めている．
rk ? Kk(AH; r0): (3.5)
ここで，Kk(AH; r0)は，線形方程式AHx = bの行列AHおよび初期残差ベクトル r0によっ
て生成される Krylov部分空間である．
以下に，BiCG 法による k 反復目の近似解 xk の計算について述べる．Krylov 部分空間
Kk(A; r0) を張る正規直交ベクトル列を fr0; r1; : : : ; rk 1g とする．また，Krylov 部分空間
Kk(AH; r0)を張る正規直交ベクトル列を fr0; r1; : : : ; rk 1gとする．このとき，式 (3.5)から，
それぞれの直交ベクトル列はGram-Schmidtの直交化法を用いて式 (3.6)と表すことができる．
rk+1 = k
 
kX
i=0
(ri ; Ark)
(ri ; ri)
ri  Ark
!
; rk+1 = k
 
kX
i=0
(ri; A
Hrk)
(ri; ri )
ri  AHrk
!
: (3.6)
ここで，(x;y)はベクトル xと yの内積を表し，は複素共役を表す．また，k; k 2 Cはそ
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れぞれ rk+1; rk+1を正規化するためのパラメータである．
次に式 (3.6)が 3項間漸化式で表せることについて示す．式 (3.6)の内積計算について以下
の式が成り立つ．
(ri ; Ark) = (A
Hri ; rk); (ri; A
Hrk) = (Ari; r

k):
また，式 (3.6)からAHri は fr0; r1; : : : ; ri+1gの線形結合で表すことができる．さらに，rkは
式 (3.5)の双直交条件を満たすことから，以下の式が成り立つ．
(AHri ; rk) =
8<: 0; (i = 1; 2; : : : ; k   2)  1k 1 (rk; rk); (i = k   1) ; (Ari; rk) =
8<: 0; (i = 1; 2; : : : ; k   2)  1k 1 (rk; rk); (i = k   1) :
そのため，式 (3.6)は以下の 3項間漸化式で表すことができる．
rk+1 = k
(rk; Ark)
(rk; rk)
rk   k
k 1
(rk; rk)
(rk 1; rk 1)
rk 1   kArk; (3.7)
rk+1 = k
(rk; A
Hrk)
(rk; r

k)
rk  
k
k 1
(rk; r

k)
(rk 1; rk 1)
rk 1   kAHrk: (3.8)
ここで，式 (3.3)から rk は r0と Ck(A)の積で表されることから，式 (3.7)により，以下の式
が成り立つ．
Ck+1(A) = k
(rk; Ark)
(rk; rk)
Ck(A)  k
k 1
(rk; rk)
(rk 1; rk 1)
Ck 1(A)  kACk(A):
式 (3.4)より，残差多項式 Ck+1(A)の定数項は Iなので，式 (3.9)が成り立つ．
k
(rk; Ark)
(rk; rk)
  k
k 1
(rk; rk)
(rk 1; rk 1)
= 1: (3.9)
次に，式 (3.7) および式 (3.8) が交代漸化式で表せることについて示す．補助ベクトルを
pk =
xk+1 xk
k
; pk =
xk+1 xk
k
とする．ここで，xkは線形方程式AHx = bの k反復目の近
似解である．このとき，b Axk = rk; b Axk = rkであることから，式 (3.10)が得られる．
rk+1 = rk   kApk; rk+1 = rk   kAHpk: (3.10)
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式 (3.10)および式 (3.9)を式 (3.7)に代入することで，以下の交代漸化式が得られる．
rk+1 =
 
1 +
k
k 1
(rk; rk)
(rk 1; rk 1)
!
rk   k
k 1
(rk; rk)
(rk 1; rk 1)
rk 1   kArk;
rk+1   rk = k
k 1
(rk; rk)
(rk 1; rk 1)
(rk   rk 1)  kArk;
pk =
(rk; rk)
(rk 1; rk 1)
pk 1 + rk = k 1pk 1 + rk: (3.11)
同様に，式 (3.10)および式 (3.9)を式 (3.8)に代入することで以下の交代漸化式が得られる．
pk =
(rk; r

k)
(rk 1; rk 1)
pk 1 + r

k =
k 1pk 1 + r

k: (3.12)
以上により k + 1反復目の近似解 xk+1は xk+1 = kpk + xkで求めることができる．
最後に k の値を示す．式 (3.1)より，pk 2 Kk+1(A; r0); pk 2 Kk+1(AH; r0)となるため，
式 (3.10)に対して，pk; pkの内積をとると，以下の式が得られる．
(pk; rk) = k(p

k; Apk); (pk; r

k) = k(pk; A
Hpk):
また，式 (3.11)，式 (3.12)に対してそれぞれ，rk+1; rk+1の内積をとると，以下の式が成り
立つ．
(pk+1; r

k+1) = (rk+1; r

k+1); (p

k+1; rk+1) = (r

k+1; rk+1):
以上により k; kは以下の式となる．
k =
(rk; rk)
(pk; Apk)
; k =
(rk; r

k)
(pk; AHp

k)
: (3.13)
以上をまとめることによって，Algorithm 4に示すBiCG法のアルゴリズムとなる．Algorithm
4について， 2 Rは収束判定定数を表している．
3.2.2 COCG法
COCG法は，複素対称行列 A = AT 6= AHに対する線形方程式 Ax = bを解く数値解法で
ある．COCG法も BiCG法と同様に式 (3.5)に示す双直交条件を用いて，近似解 xk および残
差ベクトル rkを一意に定める．そのため，rk+1; rk+1; pk+1; pk+1は BiCG法と同様に，以
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Algorithm 4 BiCG法のアルゴリズム
Input: A; b;x0
Output: xk+1
r0  b Ax0
set r0 such that (r0; r0) 6= 0
p0  r0; p0  r0; k  0
while krkk2  kbk2 do
k  
(rk; rk)
(pk; Apk)
xk+1  kpk + xk
rk+1  rk   kApk; rk+1  rk   kAHpk
k  
(rk+1; rk+1)
(rk; rk)
pk+1  kpk + rk+1; pk+1  kpk + rk+1
k  k + 1
end while
下の式で表せる．
rk+1 = rk   kApk; rk+1 = rk   kAHpk;
pk+1 = kpk + rk+1; p

k+1 =
kp

k + r

k+1:
ここで，r0 = r0としたとき，p0 = r0となることから，以下の式が成り立つ．
pk+1 = pk+1 = k pk + rk+1:
また，A = AT 6= AHであることから，AH = Aとなるため，以下の式が成り立つ．
rk+1 = rk+1 = rk   k Apk:
また，式 (3.7)に示す 3項間漸化式は，式 (3.9)を用いることで，式 (3.14)で表すことができる．
rk+1 =

1 +
kk 1
k 1

rk   kk 1
k 1
rk 1   kArk: (3.14)
以上により，rk+1; pk+1の計算を行わずに近似解を求めることができるため，計算効率が向
上する．
Algorithm 5に COCG法のアルゴリズムを示す．
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Algorithm 5 COCG法のアルゴリズム
Input: A; b;x0
Output: xk+1
r0  b Ax0
p0  r0; k  0
while krkk2  kbk2 do
k  
(rk; rk)
( pk; Apk)
xk+1  kpk + xk
rk+1  rk   kApk
k  
(rk+1; rk+1)
(rk; rk)
pk+1  kpk + rk+1
k  k + 1
end while
3.3 Shifted Krylov部分空間反復法
前節では線形方程式Ax = bの近似解を求めるKrylov部分空間反復法について述べた．本
節では任意のシフト値 j 2 C; (j = 1; 2; : : :)を含むシフト行列A+ jI によるシフト線形方
程式
(A+ jI)xj = b; (A 2 Cnn; I :単位行列; b;xj 2 Cn; j = 1; 2; : : : ; N)
に対する Krylov部分空間が満たす性質について述べる．また Krylov部分空間が満たす性質
を利用して，シフト線形方程式を効率的に求めるKrylov部分空間反復法の一例である Shifted
COCG法 [29]について述べる．
シフト線形方程式に対してKrylov部分空間反復法を用いた場合，式 (3.1)に示すように，得
られる k反復目の近似解 x(j)k は以下の式を満たすように決定する．
x
(j)
k 2 x(j)0 +Kk(A+ jI; r(j)0 ):
ここで，r(j)0 = b  (A+ jI)x(j)0 は j によるシフト線形方程式の初期残差を表し，Kk(A+
jI; r
(j)
0 )は以下で定義される Krylov部分空間である．
Kk(A+ jI; r(j)0 )  span(r(j)0 ; (A+ jI)r(j)0 ; (A+ jI)2r(j)0 ; : : : ; (A+ jI)k 1r(j)0 ):
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以上の条件により，j によるシフト線形方程式の k反復目の近似解 x(j)k および k反復目の残
差 r(j)k はそれぞれ式 (3.2)，式 (3.3)によって以下で表現できる．
x
(j)
k = x
(j)
0 + S
(j)
k 1(A+ jI)r
(j)
0 ;
r
(j)
k = C
(j)
k (A+ jI)r
(j)
0 2 Kk+1(A+ jI; r(j)0 ):
ここで，S(j)k 1(A+ jI)は k   1次の多項式であり，C(j)k (A+ jI)は式 (3.15)で表される
k次の残差多項式である．
I   C(j)k (A+ jI) = (A+ jI)S(j)k 1(A+ jI): (3.15)
このとき，Krylov部分空間および残差多項式について定理 3.1が成り立つ．
定理 3.1 (Krylov部分空間におけるシフト不変性 [30]). 任意の行列Aおよびベクトル bによって
生成されるKrylov部分空間をKk(A; r0)とし，シフト行列A+Iによって生成されるKrylov
部分空間をKk(A+ jI; r(j)0 )とする．このとき，r0 = r(j)0 であれば，2つのKrylov部分空間
は一致する．
Kk(A; r0) = Kk(A+ jI; r(j)0 ):
定理 3.1により，残差ベクトル r(j)k は r
(j)
k 2 Kk+1(A; r0)となる．
3.3.1 Shifted COCG法
Shifted Krylov部分空間反復法は，シフト不変性を効率的に利用して，複数のシフト線形
方程式を同時に解く解法である．本節ではその Shifted Krylov部分空間反復法の一例である
Shifted COCG法について述べる．
COCG法では線形方程式Ax = bに対して，以下の直交条件を課すことで近似解 xkを一意
に定めている．
rk ? Kk( A; r0): (3.16)
一方，シフト線形方程式 (A + jI)x(j) = bに対して　 COCG法を用いた場合は，以下の直
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交条件が課される．
r
(j)
k ? Kk( A+ jI; r(j)0 ):
このとき，定理 3.1により，残差ベクトル r(j)k は，r
(j)
k 2 Kk+1(A; r0)となり，Krylov部分空
間は，Kk( A; r0) = Kk( A+ jI; r(j)0 )となる．以上により，シフト線形方程式の残差ベクトル
r
(j)
k は，rkと同じ k + 1次の空間に属し，同じ k次の空間に直交するため，rkと同じ方向の
ベクトルとなる．つまり r(j)k はスカラー値 
(j)
k 2 Cによって式 (3.17)で表される．
r
(j)
k = 
(j)
k rk: (3.17)
また，r(j)k は，r
(j)
0 と残差多項式C
(j)
k (A+ jI)との積で表わされることから，式 (3.18)が成
り立つ．
C
(j)
k (A+ jI) = 
(j)
k Ck(A): (3.18)
ここで Ck(A)は式 (3.3)に示す残差多項式である．
次に Shifted COCG法による補助ベクトル，近似解の計算について述べる．残差ベクトル
r
(j)
k+1は式 (3.14)から，以下の 3項間漸化式で表すことができる．
r
(j)
k+1 =
 
1 +

(j)
k 
(j)
k 1

(j)
k 1
!
r
(j)
k  

(j)
k 
(j)
k 1

(j)
k 1
r
(j)
k 1   (j)k (A+ jI)r(j)k : (3.19)
式 (3.19)の右辺に対して，式 (3.17)を用いることで，式 (3.20)が得られる．
r
(j)
k+1 =
 
1 +

(j)
k 
(j)
k 1

(j)
k 1
!

(j)
k rk  

(j)
k 
(j)
k 1

(j)
k 1

(j)
k 1rk 1   (j)k (j)k (A+ jI)rk: (3.20)
また，式 (3.17)の右辺に対して，式 (3.14)を用いることで，式 (3.21)が得られる．
r
(j)
k+1 =

1 +
kk 1
k 1


(j)
k+1rk  
kk 1
k 1

(j)
k+1rk 1   k(j)k+1Ark: (3.21)
このとき，式 (3.20)および式 (3.21)の rk; rk 1; Ark それぞれの係数を比較することで，式
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(3.22)が得られる．

(j)
k 1 = k

(j)
k+1

(j)
k
; 
(j)
k 1 = k 1
(
(j)
k )
2
(
(j)
k 1)2
; 
(j)
k+1 =
k 1
(j)
k 
(j)
k 1
k 1(1 + kj) + kk 1(
(j)
k 1   (j)k )
:
(3.22)
ただし，(j) 1 = 
(j)
0 =  1 = 1;  1 = 0とする．シフト線形方程式に対する，近似解 x
(j)
k+1
および補助ベクトル p(j)k+1は，3.2.2項により，式 (3.23)で表される．
x
(j)
k+1 = 
(j)
k p
(j)
k + x
(j)
k ; p
(j)
k+1 = 
(j)
k p
(j)
k + r
(j)
k+1 = 
(j)
k p
(j)
k + 
(j)
k+1rk+1: (3.23)
以上により，(j)k ; 
(j)
k は，式 (3.22)により，スカラー値の計算で求めることができる．
COCG法の計算過程で一番計算コストの高い部分は，k の計算および rk+1の計算で現れ
る行列・ベクトル積の計算である．そのため，複数のシフト線形方程式を COCG法によって
計算する場合，行列・ベクトル積の計算は反復回数とシフト点数の積 (k N 回)となる．し
かし，Shifted COCG法では，式 (3.22)および式 (3.23)に示すように，kおよび rk+1の計算
結果を再利用している．そのため，Shifted COCG法の行列・ベクトル積の計算は反復回数の
み (k回)となり，計算効率を向上させることができる．
Algorithm 6に Shifted COCG法のアルゴリズムを示す．Algorithm 6において，s 2 Cは任
意のシフト値であり，シードシフト値と呼ばれる．
3.4 有理式型推定法におけるKrylov部分空間反復法を用いた多項式
表現
3.2節および 3.3節では，線形方程式に対する解法の一つである Krylov部分空間反復法に
ついて述べた．2章で述べた有理式型推定法では線形方程式の求解が必要となるため，それ
に対して Krylov部分空間反復法を用いることで，固有値数を推定することができる．特に，
Krylov部分空間反復法を利用した場合，その反復過程で推定値の計算が可能となる．さらに，
Krylov部分空間反復法で得られる反復ごとの近似解は，多項式で表現できることから，有理
式型推定法も多項式で表現できると考えられる．
本節では，有理式型推定法に対してKrylov部分空間反復法を用いた場合，有理式型推定法
が多項式で表現可能であることを明らかにし，Chebyshev多項式を用いた方法との多項式次
数による比較を行う．本節ではエルミート標準固有値問題 F ()x = (I  A)x = 0を対象と
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Algorithm 6 Shifted COCG法のアルゴリズム
Input: A; b; s; j ; for j = 1; 2; : : : ; N
Output: x(j)k+1; for j = 1; 2; : : : ; N
x0  0; r0  b; p0  b;  1  1;  1  0
x
(j)
0  0; (j) 1  1; (j)0  1 for j = 1; 2; : : : ; N
k  0
while max(j(j)k jkrkk2; krkk2)  kbk2 do
k  
(rk; rk)
( pk; (A+ sI)pk)
xk+1  kpk + xk
for j = 1 to N do

(j)
k+1  
k 1
(j)
k 
(j)
k 1
k 1(1 + kj) + kk 1(
(j)
k 1   (j)k )

(j)
k 1  k 1
(
(j)
k )
2
(
(j)
k 1)2

(j)
k 1  k

(j)
k+1

(j)
k
p
(j)
k+1  (j)k p(j)k + (j)k+1rk+1
x
(j)
k+1  (j)k p(j)k + x(j)k
end for
rk+1  rk   k(A+ s)pk
k  
(rk+1; rk+1)
(rk; rk)
pk+1  kpk + rk+1
k  k + 1
end while
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した固有値分布推定計算を行う．
3.4.1 有理式型推定法の多項式表現
標準固有値問題に対する有理式型推定法は，式 (2.3)より，以下の式を計算する．
~mR =
1
L
LX
`=1
N 1X
j=0
wjv
T
` xj;`; (zjI  A)xj;` = v`: (3.24)
ここで，線形方程式 (zjI  A)xj;` = v`の計算にKrylov部分空間反復法を用いる．このとき，
(k + 1)反復目の近似解を x(k+1)j;` としたとき，式 (3.2)から，以下の多項式で表現できる．
x
(k+1)
j;` = S
(j;`)
k (zjI  A)v`:
ここで S(j;`)k (zjI   A)は k次の多項式であり，初期解 x(0)j;` = 0とする．これにより， ~mRは
以下の式で表すことができる．
~mR  ~m(k)R =
1
L
LX
`=1
N 1X
j=0
wjv
T
` x
(k+1)
j;` =
1
L
NX
j=1
LX
`=1
wjv
T
` S
(j;`)
k (zjI  A)v`: (3.25)
式 (3.25)に対して，3.3節で述べた Shifted Krylov部分空間反復法を用いる．Shifted Krylov部
分空間反復法のシフト不変性を利用することにより，S(j;`)k (zjI   A)は以下の k次の多項式
Q
(N;`)
k (A)で表現することができる．
Q
(N;`)
k (A) =
NX
j=1
wjS
(j;`)
k (zjI  A) :
以上により，有理式型推定法による推定値 ~m(k)R は多項式型推定法と同様に k 次の多項式に
よって表現できる．
~m
(k)
R =
1
L
LX
`=1
vT` Q
(N;`)
k (A)v`: (3.26)
3.4.2 有理式型推定法と多項式型推定法の比較
本項では，有理式型推定法と多項式型推定法の計算コストおよび，フィルタ関数の比較を
行う．
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多項式型推定法によって計算した k反復目の推定値を ~m(k)P としたとき，式 (2.9)に示すよ
うに， ~m(k)P は k次の多項式 Pk(A)で求められる．
~m
(k)
P =
1
L
LX
`=1
vT` Pk(A)v`:
~m
(k)
P の計算で最も計算コストの高い部分は行列・ベクトル積となり，計算回数は反復回数と
v`の本数の積 (k  L回)となる．
有理式型推定法は Shifted Krylov部分空間反復法を用いることで，式 (3.26)に示すように
k次の多項式 Q(N;`)k (A)で表される．多項式 Q
(N;`)
k (A)は，Shifted Krylov部分空間反復法に
よる近似解の多項式から得られる．そのため， ~m(k)R の計算で最も計算コストの高い部分は，
Shifted Krylov部分空間反復法の計算過程で現れる行列・ベクトル積の計算となる．3.3.1項で
述べたように，Shifted Krylov部分空間反復法を用いた際の行列・ベクトル積の計算回数は反
復回数のみ (k回)となる．そのため， ~m(k)R の行列・ベクトル積の計算回数は，多項式型推定
法と同様に，反復回数と v`の本数の積 (k  L回)となる．
以上により，多項式型推定法および有理式型推定法の行列・ベクトル積の回数は，反復回
数と v`の本数が同じ場合，同数となる．
次に各推定法のフィルタ関数の比較を行う．
多項式型推定法のフィルタ関数は式 (2.13)で述べたように，k次の多項式Pk()で表される．
このフィルタ関数は，第 1種 Chebyshev多項式によって求めているため，行列の性質に関わ
らず，多項式の次数 kのみに依存した関数となる．
有理式型推定法のフィルタ関数について述べる．行列 Aは固有値分解により A = UUH
と表すことができる．ここで，は固有値 1; 2; : : : ; n を対角要素とする対角行列であり，
U は i列目のベクトル uiが固有ベクトルとなるユニタリ行列である．式 (3.26)に対して固有
値分解を用いることで，以下のように展開できる．
~m
(k)
R =
1
L
LX
`=1
vT` UQ
(N;`)
k ()U
Hv` =
nX
i=1
1
L
LX
`=1
Q
(N;`)
k (i)
vT` ui2 :
これにより有理式型推定法では多項式の次数ごとに以下のフィルタ関数R(N;L)k を作成する．
R
(N;L)
k (i) =
1
L
LX
`=1
Q
(N;`)
k (i) :
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フィルタ関数R(N;L)k ()は多項式の次数 kに依存した関数となる．
次に有理式型推定法の誤差について調べる．有理式型推定法による推定値と，Shifted Krylov
部分空間反復法を用いた有理式型推定法による推定値との誤差を eR = ~mR  ~m(k)R とする．式
(3.24)および式 (3.25)から以下の式が得られる．
eR =
1
L
LX
`=1
N 1X
j=0
wjv
T
` ((zjI  A) 1 v`   x(k+1)j;` ) =
1
L
LX
`=1
N 1X
j=0
wjv
T
` (zjI  A) 1 r(k+1)j;` :
ここで，r(k+1)j;` はKrylov部分空間反復法によって得られる (k+1)反復目の残差ベクトルであ
る．このとき，初期解 x(0)j;` = 0として，Shifted COCG法を用いた場合，シフト不変性によっ
て以下の式が得られる．
r
(k+1)
j;` = 
(k+1)
j;` r
(k+1)
` = 
(k+1)
j;` C
(`)
k+1 (I  A)v`:
ここで，r(k+1)` は任意の  2 Cによる線形方程式 (I  A)x = v`の k + 1反復目の残差ベク
トルであり，C(`)k+1(I  A)は r(k+1)` から得られる k+ 1次の残差多項式である．上記の式お
よび固有値分解を用いることで，
eR =
1
L
LX
`=1
N 1X
j=0
wjv
T
` (zjI  A) 1 (k+1)j;` C(`)k+1 (I  A)v`
=
1
L
LX
`=1
nX
i=1
g
(`)
k+1 (i) kr(k+1)` k 12 C(`)k+1 (   i)
vT` ui2 ;
となる．ここで，g(`)k+1(i) = kr(k+1)` k2
PN 1
j=0 wj
(k+1)
j;` =(zj i)である．このとき，行列I A
は正定値エルミート行列である場合，多項式C(`)k+1(  i)は，各固有値 i; i = 1; 2; : : : ; nに
対して，以下の式を最小化するように構成される．
min
i
(
nX
i=1
(   i) 1(C(`)k+1(   i)jvT` uij)2
)
以上により，g(`)k+1(i)は閉曲線  から離れるにつれて減少していく関数となり，フィルタ関
数R(N;L)k ()は，多項式の次数 kの他に，行列の性質に依存した関数となる．
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3.5 数値実験
本節では，エルミート標準固有値問題 F ()x = (I  A)x = 0に対して，多項式型推定法
および有理式型推定法をもちいて固有値数を推定し，その性能を比較する．有理式型推定法
では線形方程式の求解に Shifted COCG法を用いた．数値実験は，
CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，
OS: Mac OS ver.10.9.5，
上で行い，MATLAB8.5.0を用いた．本実験において v`はMATLABの関数である randを用
いており，そのシード値は ‘twister’の 0シードを用いた．
3.5.1 数値実験 3-1
本項では，多項式型推定法と有理式型推定法のフィルタ関数が，行列によってどのように
変化するのかを調べる．対象とする行列Aは，3つの 1000次元の対角行列を用いた．各対角
行列の対角要素A = faiigi=1;2;:::;1000はそれぞれ，
パターン 1: aii = ci，パターン 2: aii = sign(ci)  c2i，パターン 3: aii = sign(ci) 
pjcij
とした．ここで，ci は区間 [ 1; 1]内で線形に等間隔な値 ci =  1 + 2  (i   1)=999であり，
sign()符号関数である．
固有値数を推定する区間 [a; b]は [ 0:035; 0:035]とした．各行列における，区間内部の実際
の固有値数はそれぞれ，
パターン 1: 34，パターン 2: 186，パターン 3: 2
である．確率的固有値分布推定法のパラメータについて，v`の本数はL = 30とし，多項式の
次数は k = 200とした．有理式型推定法では，閉曲線の中心 を (a+b)=2，半径 を (a b)=2
とした．これにより多項式型推定法と有理式型推定法は同じ区間の固有値数を推定する．
有理式型推定法について，積分点数はN = 16とし，Shifted COCG法のシードシフト値は
 = 2 > max (i)とした．
各行列における実験結果をそれぞれ図 3.1，図 3.2，図 3.3に示す．横軸はフィルタ関数の引
数部分の値を示しており，縦軸はフィルタ関数の絶対値を表している．黒点は固有値の分布
を示しており，青点，緑点，赤点はそれぞれ，多項式型推定法によって得られるフィルタ関数
Pk()，多項式型推定法+Jackson係数によって得られるフィルタ関数 Pk()(Jackson)，有理式
型推定法によって得られるフィルタ関数R(N;L)k ()を示している．また h()は，理想のフィル
タ関数を示している．図 3.1，図 3.2，図 3.3から，フィルタ関数 Pk()および Pk()(Jackson)
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図 3.1: パターン 1行列における 200次のフィルタ関数
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図 3.2: パターン 2行列における 200次のフィルタ関数
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図 3.3: パターン 3行列における 200次のフィルタ関数
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は，どのような行列でもフィルタ関数が変化していないことがわかる．これにより，多項式
型推定法は行列の性質に依存しないフィルタ関数を作成する．一方，フィルタ関数R(N;L)k ()
は，行列によって形が変化していることがわかる．また，g(`)k+1()は固有値数を求める区間か
ら離れるにつれて，0に減衰していることがわかる．これにより，有理式型推定法は行列に性
質に依存したフィルタ関数を作成する．特に図 3.3から，R(N;L)k ()および g
(`)
k+1()は Pk()
および Pk()(Jackson)と比べて，固有値数を求める区間外部の減衰が早いことがわかる．以
上によって，有理式型推定法は，指定した区間内部の固有値数が少ない場合，多項式型推定
法よりも効果的なフィルタ関数を作成することがわかる．
3.5.2 数値実験 3-2
本項では，多項式型推定法と有理式型推定法のフィルタ関数および推定値が，多項式の次
数によってどのように変化するのかを調べる．対象とする行列は ELSES matrix library[31, 32]
のVCNT4000を用いた．VCNT4000はガーボンナノチューブの振動計算から現れる，実対称
4000次元の行列である．本実験ではMATLABの関数である eigで求めた固有値を実際の固
有値とした．固有値数を推定する区間 [a; b]は 3つの区間を用いた．各区間はそれぞれ，
パターン 1: [0:1; 0:15]，パターン 2: [ 0:125; 0:075]，パターン 3: [0:33; 0:38]
とし，全ての区間の区間幅は同じものとした．各区間での実際の固有値数は，
パターン 1: 32，パターン 2: 4，パターン 3: 0
である．確率的固有値分布推定法のパラメータについて，v`の本数は L = 30とし，多項式
の次数は k = 10; 20; 50; 100; 150; 200と変化させた．有理式型推定法では，閉曲線の中心 を
(a+ b)=2，半径 を (a  b)=2とした．これにより多項式型推定法と有理式型推定法は同じ区
間の固有値数を推定する．有理式型推定法について，積分点数はN = 16とし，Shifted COCG
法のシードシフト値は  = 2 > max (i)とした．
表 3.1，表 3.2，表 3.3に各推定法の推定値を示す．全ての表から，どの解法においても，多
項式の次数 kを増やすことで，推定値が実際の値に近づいていくことがわかる．特に，表 3.3
から，固有値が存在しない区間 [0:33; 0:38]の場合は，有理式型推定法が多項式型推定法より
も少ない多項式の次数で実際の値に近づくのがわかる．これは，前項の実験で示したように，
推定する区間内部の固有値数が少ない場合，有理式型推定法が多項式型推定法よりも効果的
なフィルタ関数を作成することが理由と考えられる．図 3.4，図 3.5，図 3.6に各推定法の区間
ごとのフィルタ関数を示す．図の横軸，縦軸，各マーカの意味は，前項の実験結果と同じで
ある．全ての図から，どの解法においても，推定する区間外部では減衰するフィルタ関数が
作成されていることがわかる．特に，図 3.6では，有理式型推定法のフィルタ関数R(N;L)k ()
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表 3.1: 区間 [0:1; 0:15]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 134.83 110.55 279.15
20 72.75 118.51 159.12
50 24.30 88.22 33.80
100 34.18 52.55 36.75
150 32.45 42.54 31.13
200 31.52 38.62 31.19
実際の値 32 32 32
表 3.2: 区間 [ 0:125; 0:075]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 86.22 115.63 223.48
20 22.80 101.49 89.00
50 2.52 49.83 7.07
100 1.39 18.71 4.24
150 3.22 9.57 3.98
200 4.49 6.38 3.96
実際の値 4 4 4
表 3.3: 区間 [0:33; 0:38]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 96.86 154.60 0.00
20 8.50 122.17 0.00
50 6.01 41.10 0.01
100 3.93 11.05 0.02
150 0.86 3.86 0.02
200 0.33 1.43 0.02
実際の値 0 0 0
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図 3.4: 区間 [0:1; 0:15]における 150次のフィルタ関数
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図 3.5: 区間 [ 0:125; 0:075]における 150次のフィルタ関数
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図 3.6: 区間 [0:33; 0:38]における 150次のフィルタ関数
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が，多項式型推定法よりも，区間外部で減衰していることがわかる．以上により，固有値が
存在しない区間を推定する際には，有理式型推定法の方が多項式型推定法よりも有効である．
固有値が存在しない区間を求めることは，遅延微分方程式から現れる固有値問題 [2]や，3
次元フォトニック結晶構造解析から現れる固有値問題 [15, 16]などにおいて必要とされる．そ
のため，有理式型推定法はそのような問題への応用が期待できる．
3.6 小括
本章では線形方程式を求解する反復解法の一つであるKrylov部分空間反復法および Shifted
Krylov部分空間反復法について述べ，それらによって得られる近似解が多項式で表現可能で
あることを示した．また，Krylov部分空間反復法の多項式表現を利用して，有理式型推定法
が多項式で表現できることを示した．これにより，多項式型推定法との計算コストによる比
較およびフィルタ関数による比較が可能となることを示した．特にKrylov部分空間反復法を
利用した有理式型推定法によって得られるフィルタ関数は，多項式の次数および行列の性質
によって変化することを示した．数値実験から，固有値数を推定する領域内部の固有値数が
少ない場合，多項式型推定法よりも，領域外部の減衰が強いことがわかった．また，固有値
が存在しない領域に対して，有理式型推定法は，多項式有理式型推定法よりも少ない多項式
の次数によって固有値数を推定できることがわかった．この結果より，有理式型推定法は，多
項式型推定法よりも固有値が存在しない領域の固有値数を効果的に求めることができる．
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2章および 3章では，標準・一般化固有値問題に対する固有値の分布を求める方法の一つで
ある，確率的固有値分布推定法について述べた．本章では確率的固有値分布推定法の一つで
ある有理式型推定法をを拡張された Smithの標準形を用いて拡張し，非線形固有値問題に適
用する方法について述べる．
4.1 序説
本章では非線形固有値問題
F ()x = 0; (x 2 Cnnf0g; z 2 C; F () : C! Cnn)
における固有値の分布推定について考える．
非線形固有値問題は様々な科学技術計算において現れる．例として，遅延微分方程式から
指数関数を含む非線形固有値問題 [2]が現れ，量子ドットの電子状態計算から 5次多項式固有
値問題 [1]が現れ，高エネルギー加速器の設計から平方根を含む非線形固有値問題 [33]が現
れる．このような問題に対して固有値の分布を推定することは，固有値解法のパラメータな
どに利用することができるため重要となる．
1章で述べたように，固有値の分布を求める方法には様々な方法が存在する．しかし，それ
らの解法は全て標準・一般化固有値問題を対象としており，非線形固有値問題に対する分布
推定法は提案されていない．
そのため，本章では，非線形固有値問題に対する固有値の分布を推定する方法を提案する．
本章で提案する方法は，固有値分布推定法の一つである有理式型推定法を非線形固有値問題
に拡張した手法である．
本章では，まず提案法である非線形固有値問題における有理式型推定法について述べ，提
案法が，一般化固有値問題における有理式型推定法から拡張が可能となることを理論的に説
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明する．次に，数値実験によって提案方法の有効性を検証する．
4.2 有理式型推定法の非線形固有値問題に対する拡張
非線形固有値問題
F ()x = 0; (x 2 Cnnf0g; z 2 C; F () : C! Cnn)
について，F (z)を解析的行列値関数とする．ここで解析的行列値関数とは複素平面上の領域

内で解析的な関数 fij(z) : C ! C; (i = 1; 2; : : : ; n; j = 1; 2; : : : ; n)を要素として持つ n次
行列とする．つまり，領域 
内であれば F (z)は正則であり，zに対する微分が可能である．
複素平面上の任意の閉曲線  内部の固有値の数をmRとする．拡張法では，式 (4.1)を計算
することにより，mRを求める．
mR =
1
2i
I
 
tr

F (z) 1
dF (z)
dz

dz; (z 2 
): (4.1)
以下に，式 (4.1)から固有値数を求めることが可能であることを証明する．
解析的行列関数について定理 4.1が成り立つ．
定理 4.1 (拡張された Smithの標準形 [34, 35]). 解析的行列関数 F (z) : C! Cnnは，次のよ
うに表される．
F (z) = U (z)D (z)V (z) :
ここで行列U(z) : C! Cnnおよび V (z) : C! Cnnは正則であり，行列式が非零の定数と
なる．またD(z)は dj(z) : C! C; (j = 1; 2; : : : ; n  1)を対角要素とする対角行列で表され
る．dj は領域 
内で解析的な関数であり，j = 2; 3; : : : ; n  1のとき dj(z)は dj 1(z)で割り
切れ，d1(z) 6= 0である．
式 (4.1)のトレース以下の式に対して，拡張された Smithの標準形を用いることにより，式
(4.2)が成り立つ．
tr

F (z) 1
dF (z)
dz

= tr

U (z) 1
dU (z)
dz

+ tr

D (z) 1
dD (z)
dz

+ tr

V (z) 1
dV (z)
dz

:
(4.2)
ここで，補題 4.2および補題 4.3から定理 4.4が成り立つ．
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定理 4.2 (Jaccobi’s formula[36]). 行列 Aが正則の時， ~Aを行列 Aの余因子行列とすると，以
下の式が成り立つ．
d (detA)
dz
= tr

~A
dA
dz

: (4.3)
ここで detAは行列Aの行列式を表す．
定理 4.3 (クラメルの公式). 行列Aが正則の時， ~Aを行列Aの余因子行列とすると，以下の式
が成り立つ．
A 1 =
~A
detA
: (4.4)
定理 4.4. 行列Aが正則のとき，以下の式が成り立つ．
tr

A 1
dA
dz

=
1
detA
d (detA)
dz
: (4.5)
式 (4.2)に対して定理 4.4適用すると，行列式が非零の定数となることから，以下の式が成
り立つ．
tr

U (z) 1
dU (z)
dz

=
1
det (U (z))
d (det (U (z)))
dz
= 0;
tr

V (z) 1
dU (z)
dz

=
1
det (V (z))
d (det (V (z)))
dz
= 0:
これにより，式 (4.2)は式 (4.6)となる．
tr

F (z) 1
dF (z)
dz

= tr

D (z) 1
dD (z)
dz

=
nX
j=1
ddj (z)
dz
1
dj (z)
: (4.6)
ここで，i (i = 1; 2; : : : ; s)を多項式 dj(z)の相異なる零点とする．dj(z)は dj 1(z)で割り切
れることから，
dj(z) = hj(z)
sY
i=1
(z   i)ji ;
と表すことができる．このとき，ji 2 Z+で，hj(z)は z 2 
で非零となる解析的な関数で
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ある．このことから，式 (4.6)は以下の式で表せる．
nX
j=1
ddj (z)
dz
1
dj (z)
=
sX
i=1
Pn
j=1 ji
z   i +
nX
j=1
dhj (z)
dz
1
hj (z)
: (4.7)
式 (4.7)に対して周回積分を行うと，留数定理より以下の式が導き出せる．
1
2i
I
 
0@ sX
i=1
Pn
j=1 ji
z   i +
nX
j=1
dhj (z)
dz
1
hj (z)
1Adz
=
tX
k=1
 
lim
z!k
sX
i=1
Pn
j=1 ji
z   i (z   k)
!
+
tX
k=1
0@ lim
z!k
nX
j=1
dhj (z)
dz
1
hj (z)
(z   k)
1A
=
tX
k=1
nX
j=1
ji = mR;
となる．ここで，tは閉曲線  内部の相異なる固有値数を表しており，
Pn
j=1 jiは固有値 i
の重複度を表している．以上により，式 (4.1)は閉曲線  内部の固有値数を求める．
拡張法の計算機上での計算には，2.1章で述べたN 点台形則を用いる．それにより式 (4.1)
は式 (4.8)に近似される．
mR  m^R =
N 1X
j=0
wj

tr

F (zj)
 1 F 0 (zj)

; F 0 (zj) =
dF (z)
dz

z=zj
: (4.8)
ここで，zjは中心 ，半径 の円  上に等間隔にN 個配置させた点であり，wjは各積分点に
対応した重みである．それらは以下の式で表される．
wj =

N
e
2i(j+1=2)
N ; zj =  + e
2i(j+1=2)
N :
式 (4.8)について，2.1章と同様に行列のトレースの確率的推定を行う．定理 2.2で対象とす
る行列は対称行列である．しかし F (z)は非対象となる場合が存在する．そのため，対象とす
る行列が非対称行列の場合でも定理 2.2が成り立つことを示す．
行列Aが非対称行列の場合，
trA =
1
2
tr
 
A+AT

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となる．ここで
 
A+AT

は対称行列なので，定理 2.2から
1
2
tr
 
A+AT

=
1
2
E
 
vT
 
A+AT

v

=
1
2
E
 
2
 
vTAv

= E
 
vTAv

が成り立つ．これにより，行列Aが非対称行列の場合でも定理 2.2が成り立つ．
以上により式 (4.8)は以下の式で近似できる．
m^R  ~mR =
N 1X
j=0
wj
 
1
L
LX
`=1

vT` F (zj)
 1 F 0 (zj)v`
!
: (4.9)
式 (4.9)は F 0 (zj)v`を右辺ベクトルとした線形方程式
F (zj)xj;` = F
0 (zj)v` (j = 0; 1; : : : ; N   1; ` = 1; 2; : : : ; L)
を解き，その解ベクトルを用いて以下のように計算することができる．
~mR =
N 1X
j=0
wj
 
1
L
LX
`=1
 
v`
Txj;`
!
:
そのため，逆行列の計算をする必要が無く，Lの数がF (zj)の次数よりも小さい場合，式 (4.8)
の計算を行うよりも高速な計算が可能となる．Algorithm 7に拡張法のアルゴリズムを示す．
拡張法は，2.1節で述べた一般化固有値問題に対する有理式型推定法と同様に，複数の閉曲
線  1; 2; : : :を配置し，各閉曲線に対して式 (4.9)の計算を行い，固有値の数を推定すること
で，固有値分布を推定する．このとき閉曲線を多くとることでより詳細な固有値の分布を求
めることができる．
4.3 数値実験
本節では非線形固有値問題に対する有理式型推定法の有効性を検証する．対象とする行列
は表 4.1に示す．Butterflyは NLEVP[37]の行列”Butterfly”である．Quantum Dot（以下 QD）
は量子ドットの電子状態計算から現れる 5次多項式固有値問題 [1]である．Delay-Differential
Equation (以下DDE)は遅延微分方程式の数値計算から現れる要素に指数関数を含む固有値問
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Algorithm 7非線形固有値問題における有理式型推定法のアルゴリズム
Input: F (z); N; L; ; 
Output: ~mR
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
~mR  0
for j = 0 to N   1 do
zj   + e
2i(j+1=2)
N
wj  N e
2i(j+1=2)
N
for ` = 1 to L do
solve F (zj)xj;` = F 0(zj)v` for xj;`
~mR  ~mR + wj(vT` xj;`)=L
end for
end for
題 [2]である．Accelerator Designs（以下 SLAC）は高エネルギー加速器の設計から発生する，
要素に平方根を含む固有値問題 [33]である．数値実験は，
CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，
OS: Mac OS ver.10.9.5，
上で行い，MATLAB8.5.0を用いた．線形方程式の数値計算はMATLABの関数であるmldivide
を用いた．サンプルベクトル v`はMATLABのコマンドである randを用いており，そのシー
ド値は ‘twister’の 0シードを用いた．本実験では非線形固有値問題に対応した Sakurai-Sugiura
法 [38, 39]によって求めた固有値を実際の固有値とした．
表 4.1: 数値実験で対象とする行列
F () Size
Butterfly
P4
i=0 
iAi 64
QuantumDot (QD)
P5
i=0 
iAi 2475
Delay-Differential Equation (DDE) I  A0  A1e  3600
Accelerator Designs (SLAC) A0   A1 + i
p
  2A2 5384
各問題における行列A0; A1; A2; A3; A4; A5はそれぞれ異なる
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4.3.1 数値実験 4-1
本項では非線形固有値問題に対する有理式型推定法による推定値が，積分点数によってど
のように変化するのかを調べる．対象とする行列の積分路  の中心 ，半径 を表 4.2に示す．
積分点数N = 4; 6; 8; 16; 32; 64と変化させ，式 (4.8)の m^Rがどのように変化するかを調べる．
実験結果を表 4.3に示す．実験結果から，全ての m^Rについて，一桁目は実際の固有値の数
と一致している．このことから，式 (4.8)によって閉曲線内部の固有値の数が近似できること
がわかる．そして，積分点数を増やしても推定値 m^の値にはあまり変化が見られない．提案
手法である固有値数推定計算は，N  Lの線形方程式を求解する必要があり，計算コストを
抑えるためには，N は小さい方が望ましい．以上により，固有値分布推定に用いるN の値は
4から 8程度であればよいと考えられる．
表 4.2: 数値実験 4-1で用いる閉曲線  のパラメータ
 
Butterfly 1 + 0:7i 0:5
QD 1 0:06
DDE  4:3 + 6:3i 0:2
SLAC 360000 25000
表 4.3: 数値実験 4-1の実験結果 m^R
N Butterfly QD DDE SLAC
4 26.65 35.54 22.77 10.48
6 27.27 33.10 23.30 10.35
8 27.10 32.23 23.55 10.97
16 28.50 31.12 23.69 9.89
32 27.30 30.81 24.97 9.98
64 28.19 31.08 23.75 10.00
実際の値 28 31 24 10
4.3.2 数値実験 4-2
本項では行列のトレースの確率的推定による推定値が，ベクトル v` の数 Lによってどの
ように変化するのかを調べる．本項では，異なる 30通りのランダムシーケンスを用いて，式
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(4.9)の
~tj =
1
L
LX
`=1

vT` F (zj)
 1 F 0 (zj)v`

:
を Lを 1から 100まで計算し，Lの値ごとにランダムシーケンス同士の平均と標準偏差を計
算し，その値の変化を調べる．各行列値関数 F (zj)に対する zj の値は表 4.4に示す．
実験結果を図 4.1，図 4.2，図 4.3，図 4.4に示す．横軸はベクトル v`の数Lの値を示し，縦
軸は平均値と標準偏差を示している．破線は ~tj の平均値を表しており，点線は ~tj の標準偏差
を表しており，実線は実際の行列のトレースの計算結果を示している．実験結果から，~tjの標
準偏差はLが大きくなるにつれて 0に近くなっている．また，全ての計算結果について，Lが
0から 30の値の間で ~tj標準偏差が急激に減少し，その後は減少幅が小さくなっている．このこ
とから，L = 30以上であれば異なるランダムシーケンスを用いた場合でも，式 (4.9)の値はお
互いに近い値となることがわかる．行列のトレースの確率的推定の近似精度は，F (z) 1F 0(z)
の対角優位性に依存する．そのため，F (z) 1F 0(z)の対角要素の値が非対角要素の値よりも
十分に大きい行列（SLAC）はLが小さい値でもトレースの値に近づき，対角要素の値があま
り大きくない行列（Butterfly，QD，DDE）はトレースの値に近づくのが遅い．
表 4.4: 数値実験 4-2の zj の値
Butterfly QD DDE SLAC
zj 1 + 0:7i 0:1  3 + 6i 10
4.3.3 数値実験 4-3
本項では非線形固有値問題に対する有理式型推定法による推定値が，ベクトル v`の数Lに
よってどのように変化するのかを調べる．対象とする行列の積分路  は数値実験 1と同様の
値を用いる．積分点数N = 8とし，ベクトル v`の数 Lを 10から 1000まで変化させて，式
(4.9)の ~mRを計算し，その値がどのように変化するかを調べる．
実験結果を表 4.5に示す．実験結果から，式 (4.9)の ~mRの値は，式 (4.8)の m^Rに近い値を
示している．このことから，非線形固有値問題に対する有理式型推定法は，閉曲線内部の固
有値の数を近似できていることがわかる．また，本実験で示した ~mと m^との差と，数値実験
1で示した m^と実際の値との差を比べると，~mと m^との差の方が大きい．このことから，周
回積分の近似による誤差の値より，行列のトレースの確率的推定による誤差の方が大きいこ
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図 4.1: 数値実験 4-2の実験結果 (Butterfly)
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図 4.2: 数値実験 4-2の実験結果 (QD)
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図 4.3: 数値実験 4-2の実験結果 (DDE)
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図 4.4: 数値実験 4-2の実験結果 (SLAC)
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とがわかる．そして，Lの値を大きくしても， ~mの値にあまり変化が見られない．4.3.1項で
述べたように，Lの値は計算する線形方程式の数に影響するため，Lは小さい方が望ましい．
また 4.3.2項で述べたように，L = 30以上であれば，行列のトレースの推定値はどのランダ
ムシーケンスでも近い値を取る．そのため，Lの値は 30程度であればよいと考えられる．さ
らに，実験結果の値は実際の値と小数桁まで一致していないことから，線形方程式の求解に
高精度な解は必ずしも必要でない．
表 4.5: 数値実験 4-3の実験結果 ~mR
L Butterfly QD DDE SLAC
10 27.48 38.89 36.64 11.63
20 23.49 35.86 26.94 10.18
30 24.06 35.44 19.08 10.38
40 25.70 34.92 17.90 9.41
50 27.44 33.63 19.10 8.89
100 28.19 33.14 22.06 9.64
500 28.42 32.92 22.76 10.71
1000 27.46 33.15 23.65 10.50
m^R 27.10 32.23 23.55 10.97
4.3.4 数値実験 4-4
本項では，非線形固有値問題における有理式型推定法を用いて固有値の分布を推定し，そ
の有効性を検証する．対象とする行列のパラメータを表 4.6に示す．非線形固有値問題におけ
る有理式型推定法を用いて，複数の閉曲線に対する固有値数の推定を行う．閉曲線の配置は
図 4.5に示す．N;Lの値は数値実験 4-1,4-2,4-3から考察した結果を基に設定した．
実験結果を図 4.6，図 4.7，図 4.8，図 4.9に示す．横軸は kの実数の値を，縦軸は固有値の
数を示しており，Exactは実際の固有値の数，Estimateは ~mRの値を示している．実験結果か
ら有理式型推定法による計算結果と実際の固有値数が近い値となっており，固有値の多い箇
所，少ない箇所が推定されている．特に，固有値が存在しない箇所に対して,推定値は存在し
ていないことを示している．また，固有値が存在している箇所の固有値数に関しては，正確
な固有値の数を推定していない箇所が存在するが，固有値の粗密情報は推定されている．こ
のことから，固有値分布推定法は固有値が存在している箇所，存在していない箇所の判別に
利用することができ，また，固有値の粗密を推定できることがわかる．
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表 4.6: 非線形固有値問題に対する有理式型推定法のパラメータ
N L K (a0; b0) (a1; b1)
Butterfly 8 30 30 ( 3:2; 0:5) (3:2; 0:5)
QD 8 30 30 (0; 0) (2; 0)
DDE 8 30 30 ( 10; 0) (5; 0)
SLAC 8 30 30 (0:02 106; 0) (1:02 106; 0)
. . .
Re
Im
Γ1 Γ2 ΓK
γKγ1 γ2
ρ2ρ1 ρK
(a1, b1)(a0, b0)
図 4.5: 数値実験 4-4の閉曲線の配置
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図 4.6: 数値実験 4-4の実験結果（Butterfly）
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図 4.7: 数値実験 4-4の実験結果（QD）
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図 4.8: 数値実験 4-4の実験結果（DDE）
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図 4.9: 数値実験 4-4の実験結果（SLAC）
4.4 小括
本章では非線形固有値問題に対する，固有値の分布を推定する方法として，有理式型推定法
を拡張した方法を提案した．これにより，有理式型推定法が標準・一般化固有値問題以外に，
非線形固有値問題に適用可能であることを示した．数値実験から，有理式型推定法において，
積分点数は 4点もしくは 8点程度で固有値数を推定することができることを示した．また，行
列のトレースの確率的推定によって近似される値は，ランダムベクトル v`の本数が L = 30
以上であれば，どのようなランダム値であっても，互いに近い値となることを示した．さら
に，有理式型推定法において，ランダムベクトル v`の本数が L = 30程度であれば固有値数
が推定できることを示した．この結果より，非線形固有値問題における有理式型推定法は，非
線形固有値問題の固有値の分布情報を効果的に求めることができる．
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2章，3章，4章では確率的固有値分布推定法の一つである，有理式型推定法について述べ
た．有理式型推定法では任意の円領域内部の固有値の数を推定した．本章では有理式型推定
法を拡張し，任意の円弧近傍の固有値数を求める方法を提案する．
5.1 諸言
本章では一般化固有値問題
F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cn; z 2 C)
および非線形固有値問題
F ()x = 0; (x 2 Cnnf0g; z 2 C; F () : C! Cnn)
における固有値の分布計算について考える．
このような固有値問題は，様々な科学技術計算において現れ，それらの問題には特定の領
域の固有値の分布情報が必要となる問題がある．特に，ナノエレクトロニクスデバイスの構
造解析から現れる固有値問題では，複素平面上の特定の円の円弧近傍の固有値分布が必要と
なる [3]．本章では，そのような円弧近傍の固有値分布を求める問題について考える．
2章で述べたように，確率的固有値分布推定法の一つに有理式型推定法がある．有理式型推
定法は，指定した閉曲線内部の固有値数を推定する方法であり，特定の領域の固有値数を推
定することが可能となる．しかし，有理式型推定法では閉曲線に円を用いているため，円弧
近傍の固有値数を求める場合には，複数の閉曲線を配置した計算などが必要となり，計算コ
ストが増加する問題が発生する．
本論文ではそのような問題に対して，実数区間に対するフィルタ関数を応用し，円弧近傍
の固有値数を推定する拡張方法を提案する．提案法により，円弧近傍の固有値数を効率的に
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求めることができる．
本章ではまず，実数区間に対するフィルタ関数について述べる．次に，そのフィルタ関数
を応用し，円弧近傍の固有値数を推定する有理式型推定法の拡張ついて述べる．さらに，数
値実験によって，拡張手法の有効性を検証する．
5.2 実数区間に対するフィルタ関数
有理式型推定法では，式 (2.12)の f(i)によってフィルタ関数を作成している．このフィル
タ関数 f(i)は，指定した区間外部の固有値を減衰する関数となっており，これによって固有
値数を推定している．フィルタ関数は積分点 zj ; j = 0; 1; : : : ; N   1および積分点に対応する
重みwj j = 0; 1; : : : ; N   1によって作成されており，これらの値を変化することで減衰する
固有値が変わる．文献 [40, 41, 42]では，実軸上に配置した Chebyshev点によってある実数区
間近傍の固有値を透過させるフィルタ関数を作成している．
線分 [ 1; 1]に対して，その線分近傍の固有値を透過するフィルタ関数を考える．このとき
zj ; wj を以下のように設定することで，線分 [ 1; 1]外部では 0に減衰するフィルタ関数が作
成される [40, 41, 42]．
zj = cos

2j   1
2N


; wj =
TN 1(zj)
N
: (5.1)
ここで，Tj(x)は以下に定義される第 1種Chebyshev多項式であり，zjはTN (x)の零点である．
Tj(x) =
8>><>>:
1; (j = 0)
x; (j = 1)
2xTj 1(x)  Tj 2(x); (j  2)
:
以上の zj ; wj を用いて線分近傍に対するフィルタ関数 f (S)(i)を計算することにより，フィ
ルタ関数は f (S)(i) = 1=TN (i)で表される．多項式型推定法によるフィルタ関数 Pk(i)に
おいても，線分近傍に対するフィルタ関数 f (S)(i)と同様に，第 1種 Chebyshev多項式を用
いているが，f (S)(i)は，第 1種 Chebyshev多項式の逆数を用いているため，Pk()とは異な
るフィルタ関数となる．
図 5.1，図 5.2に線分近傍に対するフィルタ関数 f (S)(i)を示す．式 (5.1)を用いて，f (S)(i)
を計算した．積分点数N = 8とした．図 5.1について，横軸は実数軸，縦軸はフィルタ関数
値を表している．実数値  1および 1を赤点線で示し，フィルタ関数を f (S)(i)の値を青線
で示す．図 5.2について，右下の軸は実数軸，左下の軸は虚数軸を表しており，フィルタ関
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数 f (S)(i)の値をメッシュで示す．図 5.1，図 5.2から線分近傍に対するフィルタ関数 f (S)(i)
が，線分 [ 1; 1]外部では 0に減衰することがわかる．また，図 2.7に示す，多項式型推定法
によるフィルタ関数 Pk(i)とは異なるフィルタ関数となることがわかる．
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図 5.1: 線分 [ 1; 1]に対するフィルタ関数 (N = 8)
以上の積分点 zjおよび積分点に対応する重みwjを用いて，式 (2.3)を計算することにより，
線分 [ 1; 1]近傍近傍の固有値数を推定することができる．
5.3 円弧近傍に対する有理式型推定法の拡張
前節では線分近傍に対するフィルタ関数について述べた．本節では線分近傍に対するフィ
ルタ関数を応用し，円弧近傍に対するフィルタ関数を作成し，それを用いて有理式型推定法
を拡張する．
図 5.3に示すように，複素平面上の中心 ，半径 によって作成される円に対して，開始角
度 aおよび終了角度 bによって作成される円弧線を Lとする．
L : z =  + ei; a    b: (5.2)
ここで，0  a < b  2である．このとき積分点 zj および積分点に対する重み wj を以下
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図 5.2: 複素平面上での線分 [ 1; 1]に対するフィルタ関数 (N = 8)
図 5.3: 複素平面上の円弧線 Lおよび積分点 zj の概略図
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のように設定する．
zj =  + e
ij ; wj =
TN 1(zj)
N
; (5.3)
j = a + (b   a)j + 1
2
; j = cos

2j   1
2N


:
jおよびwjは式 (5.1)の zjおよびwjと同じものを用いる．式 (5.3)により，実数区間 [ 1; 1]
上の積分点が円弧線 L上にマッピングされる．図 5.3に積分点の配置を示す．5.2節で示した
ように，実数区間に対するフィルタ関数は線分 [ 1; 1]外部では 0に減衰するフィルタ関数が
作成される．式 (5.3)では，実数区間 [ 1; 1]上の積分点を円弧線 L上にマッピングしている
ため，円弧線のフィルタ関数 fL(i)も円弧線から離れるにつれて 0に減衰するフィルタ関数
が作成されると考えられる．以上の積分点 zj および積分点に対応する重み wj を用いて，式
(2.3)を計算することにより，円弧線近傍の固有値数を推定することができる．また，4章で
示したように，非線形固有値問題に対する，有理式型推定法においても，積分点 zj および積
分点に対応する重み wj を用いて円領域内部の固有値数を推定している．そのため，式 (5.3)
の zj ; wj を用いて式 (4.9)を計算することで，非線形固有値問題の円弧線上の固有値数を推
定することができる．
拡張法の問題点として，積分点 zj と固有値が完全に一致した場合は数値破綻が起こること
が考えられる．実数区間に対するフィルタ関数は，積分点近傍で 1よりも大きい値を示して
いる．そのため，拡張法のフィルタ関数においても，積分点近傍では 1よりも大きい値とな
ると考えられる．それにより，zj が固有値と限りなく近い場合，推定値に影響を及ぼすこと
が考えられる．
5.4 数値実験
本章ではいくつかの数値実験によって，提案法の有効性を検証する．数値実験は，MATLAB
8.3を用いた．
本節では，円弧近傍に対する有理式型推定法の拡張法によって円弧近傍の固有値数を推定
し，その性能を比較する．数値実験は，
CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，
OS: Mac OS ver.10.9.5，
上で行い，MATLAB8.5.0を用いた．本実験において v` はMATLABの関数である randを
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用いており，そのシード値は ‘twister’の 0シードを用いた．また，線形方程式の数値計算は
MATLABの関数である mldivideを用いた．本実験ではMATLABの関数である eigによっ
て求めた固有値を実際の固有値とした．
5.4.1 数値実験 5-1
本項では，円弧近傍に対する有理式型推定法によって作成されるフィルタ関数が積分点数に
よってどのように変化するのかを調べる．円弧線Lのパラメータについて  = 0;  = 1; a =
0; b = とする．積分点数N をN = 4; 8; 16と変化させ拡張法のフィルタ関数 fL(i)の変
化を調べた．
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図 5.4: 複素平面上での円弧近傍に対する有理式型推定法のフィルタ関数 (N = 4)
図 5.4，図 5.5，図 5.6に複素平面上での拡張手法によって得られる複素平面上でのフィルタ
関数を示す．右下は実数軸，左下は虚数軸を表しており，拡張手法によるフィルタ関数の絶対
値 jfL(i)jを色で表している．拡張手法によるフィルタ関数は，指定した円弧から外部に行
くにつれて減衰していることがわかる．また，積分点数を増やすことで，減衰が強くなるこ
とがわかる．図 5.7，に実数軸上での拡張手法によって得られる複素平面上でのフィルタ関数
を示す．横軸は実数軸，縦軸はフィルタ関数の絶対値 jfL(i)jを表している．図 5.7からも，
実数部が 1; 1付近においてフィルタ関数 jfL(i)jが 1に近く，外部では 0に減衰している
ことがわかる．また，積分点数を増やすことで，減衰が強くなっていることがわかる．以上
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図 5.5: 複素平面上での円弧近傍に対する有理式型推定法のフィルタ関数 (N = 8)
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図 5.6: 複素平面上での円弧近傍に対する有理式型推定法のフィルタ関数 (N = 16)
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図 5.7: 実数軸上での円弧近傍に対する有理式型推定法のフィルタ関数
のことから，拡張手法が円弧近傍の固有値のみを透過するフィルタ関数を作成している．
5.4.2 数値実験 5-2
本項では円弧近傍に対する有理式型推定法による推定値が，積分点数によってどのように
変化するのかを調べる．表 5.1に対象とする固有値問題を示す．各行列について，Sampleは
複素平面上の中心 0，半径 1の円周上に等間隔に置いた 64点と，複素平面上の中心 0，半径
0.8の円内の乱数 936点を要素に持つ対角行列である．OLM5000はMatrix market[43]の行列
“OLM5000”である．図 5.8，図 5.9に各行列の固有値分布を示す．
表 5.1: 数値実験 5-2で対象とする固有値問題
行列タイプ 固有値問題 n
Sample 複素対称 標準固有値問題 1000
OLM5000 実非対称 標準固有値問題 5000
本項では，積分点数N = 4; 8; 16; 32; 64と変化させて，式 (5.3)の zj ; wj を用いて式 (2.3)
を計算して，その推定値の変化を調べる．表 5.1に実験で用いた領域のパラメータを示す．そ
の他のパラメータとして L = 32とする．
実験結果を表 5.3に示す．実験結果から，積分点数N を増やすことで推定値が実際の値に
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図 5.8: 行列 Sampleの固有値分布
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図 5.9: 行列 OLM5000の固有値分布
表 5.2: 数値実験 5-2のパラメータ
次元数 (; ; [a; b])
Sample 1000 (0; 1; [0; ])
OLM5000 5000 ( 5; 6:6; [0; ])
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表 5.3: 積分点数N の変化による有理式型推定法の推定値 ~mRの変化
N Sample OLM5000
4 61.92 170.93
8 6.27 5.47
16 29.33 10.93
32 22.33 13.50
64 32.91 9.95
実際の数 32 13
近づいていくことがわかる．特に行列 SampleではN = 16以上で推定値に近い値が得られて
おり，行列 OLM5000ではN = 8以上で推定値に近い値が得られていることがわかる．以上
により，拡張手法によって円弧近傍の固有値の数が推定できていることがわかる．
5.5 小括
本章では実数区間に対するフィルタ関数について述べ，フィルタ関数を有理式型推定法に
応用できることを示した．また，実数区間に対するフィルタ関数の積分点を円弧上にマッピン
グすることにより，円弧近傍の固有値が透過されるフィルタ関数が作成できることを示した．
そして，円弧近傍に対するフィルタ関数を有理式型推定法に応用した拡張手法を示した．数
値実験から，円弧近傍に対するフィルタ関数は円弧外部で 0に減衰することがわかった．特
に，積分点数を増やすことによって，円弧外部ではより 0に減衰するフィルタ関数が作成さ
れることがわかった．また，拡張法によって円弧近傍の固有値数が推定できることがわかっ
た．この結果より，円弧近傍に対する有理式型推定法は，円弧近傍の固有値数を効果的に求
めることができる．
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これまでの章では，確率的固有値分布推定法の一つである有理式型推定法および，その拡
張法について述べてきた．本章では，マスター・ワーカ方式並列処理を用いて，並列計算機
での有理式型推定法の効率的な実装手法を示し，高速化を図る．
6.1 序説
本章では一般化固有値問題
F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cn; z 2 C)
および非線形固有値問題
F ()x = 0; (x 2 Cnnf0g; z 2 C; F () : C! Cnn)
における有理式型推定法の並列計算ついて考える．
2章で述べたように，有理式型推定法では複数の閉曲線を設定し，各閉曲線で固有値数を推
定することで，固有値の分布を推定している．このとき各閉曲線での固有値数推定法は独立
に計算できるため閉曲線数分の並列計算が可能である．また，有理式型推定法は，計算過程
で積分点N ごとにベクトル v`の本数 L本の線形方程式の計算が発生する．このとき各積分
点での線形方程式の計算は独立に計算できるため，N  L個分の並列計算が可能である．こ
れにより，十分な計算ノードが存在する場合，(閉曲線数) (積分点数) (v`の本数)個の並
列計算が可能となるため，非常に並列性が高い．
また，3章で述べたように，線形方程式の求解に反復法の一つである Krylov部分空間反復
法を用いることで，行列分解を行わずに固有値数を推定することが可能となる．さらに，反
復過程で固有値数の推定値を得ることにより，高速に推定値を求めることができる．そのと
き，線形方程式の解の精度は低くなるが，有理式型推定法による推定値も近似値であること
から，解の精度が低くても問題はない．
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しかしながら，線形方程式の求解にKrylov部分空間反復法を用いた場合，閉曲線ごとに反
復回数が異なるため，図 6.1に示すように，待機する計算資源が生じ，ロードバランスが悪く
なる問題が発生する．
本章ではまず，ロードバランスを軽減させるためにマスター・ワーカ方式を用いた有理式
型推定法の並列実装について述べる．次に，複数の閉曲線によって作成される，積分点の総
数を減らす実装アルゴリズムの提案を行う．さらに，数値実験によって実装アルゴリズムの
有効性を検証する．本章では，有理式型推定法の閉曲線は円を用いる．
Solve linear system!
Solve linear system!
Solve linear system!
Solve linear system!
Resource1!
Resource2!
Resource3!
Resource4!
Calculate 
number of 
eigenvalues!
time!
Wait!
Wait!
Wait!
図 6.1: 有理式型推定法の並列計算モデル例：Waitが待機時間を示す
6.2 マスタ ・ーワーカ方式並列計算を用いた有理式型推定法の並列実装
前節で示したように，有理式型推定法から現れる線形方程式に対して並列実装を行う場合，
ロードバランスが悪くなる問題が発生する．本節では，この問題を解決するために，マスタ ・ー
ワーカ方式を用いた実装アルゴリズムについて述べる．本論文では，有理式型推定法におけ
るマスター・ワーカ方式を用いた実装アルゴリズムを完全形メッシュアルゴリズムと呼ぶ．
6.2.1 マスター・ワーカ方式並列計算
マスター・ワーカ方式とは，並列実行時の複数の計算プロセスをマスターとワーカに分け
る並列実装方式である．マスターとワーカーに割り当てられたプロセスはそれぞれ処理が異
なる．マスターはワーカへのタスク割り当てと結果の管理を行い，ワーカは割り当てられた
タスクの処理を行う．図 6.2にマスター・ワーカ方式並列処理の概略図を示す．本論文では，
マスターのプロセス数を 1とし，ワーカのプロセス数を残りのプロセス数Nwとする．
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図 6.2: マスター・ワーカ方式並列処理の概略図
6.2.2 完全型メッシュアルゴリズム
完全型メッシュアルゴリズムとはマスター・ワーカ方式並列処理を用いて有理式型推定法
を計算する並列計算手法である．完全型メッシュアルゴリズムでは，図 6.3のように一様に
閉曲線を配置し，積分点数をN = 4とする．これにより，積分点を正方格子状になり，積分
点ごとの線形方程式の計算結果を共有することができる．このとき生成される格子を完全型
メッシュと呼び，完全型メッシュによって生成される総積分点数をNallとする．
図 6.3: 有理式型推定法における閉曲線およびその積分点の配置
初めにマスターはNall個のタスクをタスクセットに追加する．ここで，タスクはある 1つ
の積分点における L本分の線形方程式の求解とし，タスクセットは未処理のタスクの集合と
する．マスターはタスクセットの中からワーカ数に応じて，タスクの処理を各ワーカに命じ
る．各ワーカは受け取ったタスクの情報に基づいて線形方程式を反復解法で解き，収束判定
を満たしたとき，以下の式の ~tjkをマスターに送る．
tr

F (zjk)
 1 F 0 (zjk)

 ~tjk = 1
L
LX
`=1
 
vT` F (zjk)
 1F 0(zjk)v`

(6.1)
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ここで，zjk; j = 0; 1; 2; 3; k = 1; 2; : : :は k番目の閉曲線の j番目の積分点を表す．ワーカか
ら計算結果を受け取ったマスターは 4点分の計算が終わった領域内部の固有値数を推定する．
~m
(k)
R =
1
N
3X
j=0
wj~tjk (6.2)
この後，マスターはタスクセットが空でないならばタスクの処理をワーカに命じる．このタス
クはランダムに選択する．マスターが全ての領域について推定固有値数を求めたならば，最
後に全ワーカに終了命令を出して終了する．
Algorithm 8 および Algorithm 9 に完全型メッシュアルゴリズムのマスターとワーカのア
ルゴリズムを示す．Algorithm 8について， ~m(k)R は，k番目の閉曲線における推定値である．
Algorithm 9について，x(`)jk は，線形方程式 F (zjk)x
(`)
jk = F
0(zjk)v`の近似解である．
Algorithm 8完全型メッシュアルゴリズム（マスター）
Input: F (z); (a0; b0); (a1; b1); Nall
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; 2; : : : ; Nall
2: Add Nall tasks to TaskSet
3: Send tasks to all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive ~tjk from a worker
6: if Converge all integral points in  k then
7: Compute ~m(k)R by Eq.(6.2)
8: end if
9: if TaskSet is not empty then
10: Send a task to free worker
11: end if
12: end while
13: Send END to all workers
図 6.4に完全型メッシュの例を示す．格子点が積分点となる．
6.3 適応型メッシュアルゴリズム
前節で述べた完全型メッシュアルゴリズムは，固有値の分布に関わらず一様に格子を配置
し固有値数推定を行う手法である．しかし，有理式型推定法を固有値解法のパラメータ設定
に用いる場合，固有値分布推定法はできるだけ早く計算結果を出すのが望ましい．そのため
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Algorithm 9完全型メッシュアルゴリズム（ワーカ）
1: Receive task from master
2: while have not received END do
3: Solve F (zjk)x
(`)
jk = F
0(zjk)v` for x
(`)
jk ; ` = 1; 2; : : : ; L
4: Compute ~tjk by Eq.(6.1)
5: Send ~tjk to master
6: Receive task or END from master
7: end while
Re
Im
(a0, b0)
(a1, b1)
図 6.4: 完全型メッシュ例（Nall=25）
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固有値が存在しない領域を粗く推定し，固有値が存在している領域を細かく推定することで
計算量を削減することができる．適応型メッシュアルゴリズムは階層的に有理式型推定法を
計算し，固有値の粗密に応じた格子での固有値分布推定を行うアルゴリズムである．
適応型メッシュアルゴリズムのワーカのアルゴリズムは完全型メッシュアルゴリズムと変
わらないが，マスターのアルゴリズムは異なる．マスターは，はじめに完全型メッシュの積
分点のうち Npart個の初期格子点を選び，粗い格子による初期領域を決定し，タスクセット
にタスクを追加する．次にマスターはタスクセットの中からワーカ数Nw に応じて，タスク
の処理を各ワーカに命じる．各ワーカは受け取ったタスクの情報に基づいて線形方程式を反
復解法で解き，収束判定を満たしたとき，~tjkをマスターに送る．ワーカから計算結果を受け
取ったマスターは 4点分の計算が終わった領域内部の固有値数を推定する．そして推定値が
ユーザが与えた閾値m0よりも大きい場合，その格子を分割し新たに計算を必要とする積分点
をタスクセットに追加する．この後，マスターはタスクセットが空でないならばタスクの処理
をワーカに命じる．このアルゴリズムによって生成される格子を適応型メッシュとよぶ．適
応型メッシュアルゴリズムにより，総積分点数の削減が可能となる．
Algorithm 10および Algorithm 11に適応型メッシュアルゴリズムを示す．
Algorithm 10適応型メッシュアルゴリズム（マスター）
Input: F (z); (a0; b0); (a1; b1); Nall; Npart;m0
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; : : : ; Nall
2: Add Npart initial tasks to TaskSet
3: Send tasks for all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive ~tjk from a worker
6: if Converge all integral points in  k then
7: Compute ~m(k)R by Eq.(6.2)
8: end if
9: if ~m(k)R > m
0 then
10: Add new tasks to TaskSet
11: end if
12: if TaskSet is not empty then
13: Send tasks to free workers
14: end if
15: end while
16: Send END
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Algorithm 11適応型メッシュアルゴリズム（ワーカ）
1: Receive task from master
2: while have not received END do
3: Solve F (zjk)x
(`)
jk = F
0(zjk)v` for x
(`)
jk , ` = 1; 2; : : : ; L
4: Compute ~tjk by Eq.(6.1)
5: Send ~tjk to master
6: Receive task or END from master
7: end while
適応型メッシュの例を図 6.5に示す．完全型メッシュアルゴリズムとの違いは以下の 2点で
ある．まず，アルゴリズムの 1行目で初期タスクの決定を行っている点である．適応型メッ
シュの初期点は指定領域全体をカバーすることが望ましいため，ワーカプロセス数に応じた
初期格子点を求める必要がある．次に，領域分割とタスクの追加である．適応型メッシュでは
4点が収束した領域から有理式型推定法を行い，m0と比較して分割の必要性を判断する．分
割が必要な場合は，新しく計算が必要となる積分点のうち，タスクセットに入っていないも
のを追加する．このとき，分割された領域の最小サイズを完全型メッシュの領域サイズと同
じにすることで，適応型アルゴリズムの最大積分点数は完全型メッシュアルゴリズムの積分
点数と等しくなる．そのため，適応型メッシュは完全型メッシュと比べて計算する積分点数
を減らすことができ，完全型メッシュアルゴリズムよりも計算量を削減する事ができる．し
かし，適応型メッシュアルゴリズムは最初粗い格子で有理式型推定法を行い，固有値数が推
定された後でタスクを追加していくため，負荷分散がとりづらくなる．また，分割の判断は
格子の 4点目の計算終了後に判断するため，4点目の計算が遅いと分割の判断ができない．こ
れにより，タスクセットが空になりやすく，計算待ち状態のワーカが発生しやすいという問
題がある．
6.4 先読み付き適応型メッシュアルゴリズム
前節で述べたように，適応型メッシュアルゴリズムは，タスクセットが空になりやすく，計
算待ち状態のワーカが発生しやすいという問題がある．その問題を軽減させる手法として先
読み付き適応型メッシュアルゴリズムを提案する．
先読み付き適応型メッシュアルゴリズムは，有理式型推定法に必要な 4点目の計算が終わ
るよりも前に分割の判断をし，分割の必要性があるとわかれば，新しく計算が必要な積分点
をより早くタスクセットに追加する方法である．これにより待ち状態のワーカにより早くタ
スクを与えることができ，負荷バランスが向上する可能性がある．
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4点目の計算が終わるよりも前に分割の判断をするために，積分点 3点が収束し収束してい
ない点の線形方程式解法の反復回数が上限に達したならば，数値積分に必要な重みwjを収束
した 3点で計算するよう再定義して，有理式型推定法を行う．このとき，積分点が円周上に
等間隔に並んでいない場合の wj の計算はN 次線形方程式
N 1X
j=0
wj
k 1
j =
8<: 1; k = 00; k = 1; : : : ; N   1 ; (6.3)
を解くことで求められる [44, 45, 46]．
式 (6.3)で得られたwj を用いて式 (6.2)の計算を行うことで，先読みした推定固有値数が求
められる．この先読みを行うために，各ワーカにおける線形方程式解法の反復回数上限の設
定で反復を途中で停止させ，マスターから命令が来たときに計算を再開するようにする．
Algorithm 12，Algorithm 13に先読み付き適応型メッシュアルゴリズムを示す．適応型メッ
シュアルゴリズムとの変更，追加は以下の通りである．マスターに関しては，6-9および 14
行目に先読みに関する追加を行った．また，15-19行目ではワーカの反復の停止と再開を実現
するためにマスターからの命令，ワーカからの結果の受け取りに変更を行った．ワーカのア
ルゴリズムは 5-12行目で反復の停止と再開を実現するために，マスターとのやり取りに関し
て変更を行った．
3点積分による先読みで得られる推定固有値数は，一般に 4点積分の場合と異なる．そのた
め，先読みの判断の誤りには 2種類のタイプがある．1つ目は 3点では分割の必要がないと判
断したが，4点で求めた場合では分割が必要と判断した場合である．これはタスクセットへの
追加のタイミングが先読みなしと同じになるため，先読みのメリットは得られないが，デメ
リットもない．2つ目は 3点では分割が必要と判断したが，4点で求めた場合では分割が不必
要だった場合である．この場合は，先読み無しの場合には計算の必要がなかった積分点をタ
スクセットに追加してしまうため，計算量を増やしてしまうというデメリットがある．
先読みの目的は，タスクセットの中身が 0のために次のタスクが割り振られず，待ち状態
となったワーカを出さないことにある．そのため，ワーカに割り振るタスクがあるときはリ
スクを冒してまで先読みをする必要はない．この先読みのリスクを軽減するために，先読み
はタスクセットが 0のときのみ行うようにした．
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Algorithm 12先読み付き適応型メッシュアルゴリズム（マスター）
Input: F (z); (a0; b0); (a1; b1); Nall; Npart;m0
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; : : : ; Nall
2: Add Npart initial tasks to TaskSet
3: Send tasks to all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive result
6: if Converge integral points in  k  3 then
7: if 1 point NotConverge and TaskSet is empty then
8: Compute wj by Eq.(6.3)
9: end if
10: Compute ~m(k)R by Eq.(6.2)
11: if ~m(k)R > m
0 then
12: Add new tasks to TaskSet
13: end if
14: end if
15: if result is NotConverge then
16: Send CONTINUE
17: else if TaskSet is not empty then
18: Send tasks to free workers
19: end if
20: end while
21: Send END
Algorithm 13先読み付き適応型メッシュアルゴリズム（ワーカ）
1: Receive task from master
2: while have not received END do
3: Solve F (zjk)x
(`)
jk = F
0(zjk)v` for x
(`)
jk , ` = 1; 2; : : : ; L
4: if equation solver converge then
5: Compute ~tjk by Eq.(6.1)
6: result ~tjk
7: else
8: result NotConverge
9: end if
10: Send result to master
11: Receive task, CONTINUE or END
12: end while
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6.5 数値実験
本章では，有理式型推定法の並列化実装アルゴリズムの有効性を検証する．数値実験は，
CPU: AMD Opteron(tm) Processor 6180 SE(2.5GHz) 12-Core  4，Memory: DDR3 SDRAM
8GB  32 (Total 256 GB)，OS: Cent OS 5.4上で行い，C言語とMPI，ソフトウェア・ライブ
ラリ PETSc[47, 48]を用いて実装した．対象とする行列は表 6.1に示す．QDSub2は QDの 2
次の項までを用いた問題であり，QDSub4は 4次の項までを用いた問題である．ベクトル v`
の本数は L = 32とする．線形方程式の反復解法にはリスタート付き GMRES法 [49]を用い，
収束条件は相対残差が 10 3を下回ったときとし，リスタート数を 30とした．線形方程式の
前処理には ILU(0)前処理 [50]を用いる．
表 6.1: 数値実験で対象とする行列
F () Size (a0; b0) (a1; b1)
QDSub2
P2
i=0 
iAi 245 ( 0:56; 0:19) (0:04; 0:21)
QDSub4
P4
i=0 
iAi 2475 ( 1:1; 0:7) (0:9; 1:3)
Butterfly
P4
i=0 
iAi 64 ( 2; 2) (2; 2)
6.5.1 数値実験 6-1
本項では適応型メッシュアルゴリズムの有効性を調べる．対象とする行列は，QDSub2と
Butterflyを用いる．本項では，タスク数Nallを変化させて，完全型メッシュアルゴリズム，適
応型メッシュアルゴリズムを行い，それぞれで生成された，完全型メッシュ，適応型メッシュ
の総積分点数を調べた．今回の実験では，固有値が存在しないと思われる領域では分割を行
わないようにするために，閾値m0 = 0:5とした．適応型メッシュアルゴリズムの初期タス
クNpartは，QDSub2では指定領域を実軸 3分割，虚軸 2分割したときの積分点 12点を与え，
Butterflyでは指定領域の端点 4つを与える．
実験結果を図 6.6，図 6.7，表 6.3に示す．図 6.6，図 6.7は，QDSub2，Butterflyをそれぞれ
適応型メッシュアルゴリズムで解いたときのメッシュ構造と固有値の分布である．横軸は実
軸，縦軸は虚軸を示しており，黒い点が固有値，四角の枠が適応型メッシュアルゴリズムで
生成される格子を示している．固有値はMATLABの関数 polyeigで求めた値である．
図 6.6，図 6.7から，固有値の存在する周辺の領域ほど分割が行われており，固有値密度に
応じた格子を生成していることがわかる．表 6.3は完全型メッシュと適応型メッシュの総積分
点数である．表 6.3から，タスク数Nallを変化させた場合，完全型メッシュアルゴリズムで
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は，Nall個の積分点での計算を行っているが，適応型メッシュアルゴリズムは，Nall個の積
分点での計算を行なっていないことがわかる．これによりタスク数Nallを広く変化させても，
適応型メッシュでは完全型メッシュより，積分点数を増やさずに固有値が密に集まっている
部分での詳細な分布情報を得ることができていることがわかる．
有理式型推定法を固有値解法のパラメータ設定に用いる際，固有値が少ない領域での詳細
な分布情報の必要性は少ないため，適応型メッシュアルゴリズムでも十分な情報が得られて
いる．また，有理式型推定法の計算はなるべく早く計算させるのが好ましく，少ない計算量
で固有値分布が得られる適応型メッシュアルゴリズムが有効であることがわかる．
表 6.2: 数値実験 6-1の各メッシュの積分点数（QDSub2）
Nall 完全型メッシュ 適応型メッシュ 適応型/完全型
35 35 35 1.00
117 117 79 0.67
425 425 167 0.39
1617 1617 315 0.19
6305 6305 560 0.09
24897 24897 859 0.03
表 6.3: 数値実験 6-1の各メッシュの積分点数（Butterfly）
Nall 完全型メッシュ 適応型メッシュ 適応型/完全型
25 25 25 1.00
81 81 81 1.00
289 289 217 0.75
1089 1089 505 0.46
4225 4225 1081 0.26
16641 16641 2443 0.17
6.5.2 数値実験 6-2
本項では，先読み付き適応型メッシュアルゴリズムの有効性を調べる．対象とする行列は，
QDSub4を用いる．本項では，適応型メッシュアルゴリズムと先読み付き適応型メッシュアル
ゴリズムを行い，先読みの正誤と各ワーカが仕事をしている時間を調べる．
本実験では，閾値m0 = 20をとし，適応型メッシュアルゴリズムの初期タスクNpartは，指
定領域を実軸，虚軸ともに 4分割し，25点の積分点を与える．ワーカプロセス数Nw は 48，
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マスタープロセス数は 1とする．
実験結果は図 6.8，図 6.9，表 6.4に示す．図 6.8は，適応型メッシュアルゴリズムの各ワー
カプロセスの実行状況である．図 6.9は，先読み付き適応型メッシュアルゴリズムの各ワー
カプロセスの実行状況である．横軸はマスタープロセスの経過時間，縦軸が各ワーカプロセ
スの番号を示している．ワーカが線形方程式を解いている時間を実行時間（busy time）と呼
び，各図で赤い線で示した．また，線形方程式を解いていない時間を待ち時間（wait time）と
呼び，各図の線のない部分にあたる．グラフの結果から，先読み付き適応型メッシュアルゴ
リズムは，初期タスクが割り当てられなかったワーカ（26番から 48番）に対して適応型メッ
シュアルゴリズムよりも早くタスクを渡し計算の始まりを早くすることができている．これ
は，先読みによってタスクセットにタスクが早く追加されたことによるものである．また，適
応型メッシュアルゴリズムでは 3秒前後においてタスクリストが空になり，待ち状態のワーカ
が多数現れたが，先読み付き適応型メッシュアルゴリズムでは同じ時間において十分にワー
カが働いている．このことから，先読みが約 4秒までの結果において有効であったことがわ
かる．本実験では，最後にいくつかの線形方程式の反復数が非常に多くなり，実行時間が長
くなった．これは領域を細かくした際に積分点が固有値に近い値をとってしまったため，反
復数が非常に増えたと考えられる．このような状況に対する改善案として，線形方程式の最
大反復回数を分割前の 1つ粗い領域における各積分点の反復回数から定めるといった方法が
考えられる．
表 6.4は先読みの正誤表である．先読みは全部で 106回行われた．「先読みで分割し実際は分
割する」と「先読みで分割せず実際は分割しない」場合は先読みが正しく行われており，合計
で 90回あった．そのため，正答率は約 84.9%となった．先読みが失敗した内訳は「先読みで
分割せず実際は分割する」という場合は 2回発生した．これは先読み無しと同じであるため，
問題はない．しかし，「先読みで分割し実際は分割しない」という判断が 14回行われてしまっ
た．この場合は本来必要のない計算が発生するため，計算量が増加してしまう．失敗の原因
としては 3点積分による先読みにおける推定値の精度悪化が考えられる．この改善案として，
対象とする領域の分割前の一階層粗い領域の推定数と，そこから分割され計算の終わった別
の領域における推定数を用いて対象とする領域の推定数の精度を改善していくことが挙げら
れる．
表 6.4: 先読みの正誤
先読みで分割する 先読みは分割しない
実際に分割する 42 2
実際に分割しない 14 48
75
第 6章確率的固有値分布推定法の並列実装
6.6 小括
本章ではマスター・ワーカ方式並列計算について述べ，有理式型推定法の計算過程で発生
する複数の線形方程式に対して，マスター・ワーカ方式を用いた並列実装アルゴリズム（完
全型メッシュアルゴリズム）を提案した．提案アルゴリズムによって，ロードバランスの悪
化の軽減が可能であることを示した．また，固有値の粗密状況によって閉曲線の大きさを変
更する並列実装アルゴリズム（適応型メッシュアルゴリズム）を提案した．これにより，総積
分点数が減少し，計算する線形方程式の数を減らせることを示した．さらに，以上のアルゴ
リズムに固有値数の推定値の先読み計算を付加した並列実装アルゴリズム（先読み付き適応
型メッシュアルゴリズム）を提案した．これにより，タスクを早く追加することができ，タス
クが計算途中で空になることを防げることを示した．数値実験から，適応型メッシュアルゴ
リズムによって作成された総積分点数は完全型メッシュアルゴリズムの総積分点数よりも少
ない数になることがわかった．これにより，線形方程式の求解回数を減らすことが可能となっ
た．また，適応型メッシュアルゴリズムの並列実装では計算途中でタスクが空になり，タス
ク待ち状態となるワーカが発生していたが，先読み付き適応型メッシュアルゴリズムによっ
て，タスク待ち状態を軽減できることがわかった．以上の結果により，提案した 3つの並列
実装アルゴリズムの有効性を示した．
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図 6.5: 適応型メッシュ例（Npart=9，m0=2）
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図 6.6: 数値実験 6-1の実験結果（QDSub2）
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図 6.7: 数値実験 6-1の実験結果（Butterfly）
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図 6.8: 適応型メッシュアルゴリズムの各ワーカプロセスの実行状況
78
第 6章確率的固有値分布推定法の並列実装
!" #" $" %" &" '!" '#"
'"
$"
("
'!"
')"
'%"
'*"
##"
#+"
#&"
)'"
)$"
)("
$!"
$)"
$%"
図 6.9: 先読み付き適応型メッシュアルゴリズムの各ワーカプロセスの実行状況
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本論文では，確率的固有値分布推定法の一つである有理式型推定法に対して，Krylov部分
空間法を用いた際のフィルタ関数の解析および，確率的固有値分布推定法の一つである多項
式型推定法との比較を行った．また有理式型推定法に対して，非線形固有値問題への拡張手
法の提案，円弧領域における拡張手法の提案，マスター・ワーカ方式による並列実装アルゴ
リズムの提案を行った．
第 2章では，確率的固有値分布推定法である有理式型推定法および多項式型推定法につい
て説明した．さらに，有理式型推定法および多項式型推定法によって作成されるフィルタ関
数について説明した．
第 3章では，線形方程式を求解する反復解法の一つであるKrylov部分空間反復法について
説明し，Krylov部分空間反復法の一つであるBiCG法およびCOCG法について述べた．また，
複数のシフト線形方程式を同時に解く Shifted Krylov部分空間反復法について説明し，Shifted
Krylov部分空間反復法の一つである Shifted COCG法およびその多項式表現について述べた．
さらに，有理式型推定法の計算過程で発生する線形方程式に対して，Shifted Krylov部分空間
反復法を用いることで，有理式型推定法が多項式で表現可能であることを示し，有理式型推
定法の行列・ベクトル積の計算回数が，多項式型推定法と同様に多項式の次数によって決ま
ることを示した．そして，数値実験によって，有理式型推定法のフィルタ関数は，多項式の
次数と行列に依存することを示した．また，固有値数を推定する区間内部の固有値数が少な
い場合，有理式型推定法は，多項式型推定法よりも，区間外部のフィルタ関数の減衰が強く，
少ない多項式の次数で推定値を求めることができることを示した．以上により，有理式型推
定法は固有値が存在しない区間を求めるのに有効であることがわかる．
第 4章では，有理式型推定法を非線形固有値問題に拡張した方法を提案し，拡張した Smith
の標準形を用いて，拡張法によって固有値数を求めることができることを数式によって示し
た．数値実験から，有理式型推定法において，積分点数は 4，点もしくは 8点程度で固有値
数を推定することができることを示した．また，行列のトレースの確率的推定によって近似
される値は，ランダムベクトル v`の本数が L = 30以上であれば，どのようなランダム値で
あっても，互いに近い値となることを示した．さらに，有理式型推定法において，ランダム
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ベクトル v`の本数が L = 30程度であれば固有値数が推定できることを示した．以上により，
非線形固有値問題に対する有理式型推定法の拡張法を用いることで，これまで不可能であっ
た非線形固有値問題に対する固有値数の推定が可能となる．
第 5章では．実数区間に対するフィルタ関数について述べ，実数区間に対するフィルタ関
数を有理式型推定法に応用できることを示した．また，実数区間に対するフィルタ関数を応
用し，円弧近傍に対する有理式型推定法の拡張手法を示した．数値実験から，拡張手法のフィ
ルタ関数は円弧外部で 0に減衰することを示し，積分点数を増やすことによって，円弧外部
ではより 0に減衰するフィルタ関数が作成されることを示した．また，拡張法によって円弧
近傍の固有値数が推定できることを示した．以上により，円弧近傍に対する有理式型推定法
の拡張手法は，円弧近傍の固有値数を効果的に求めることができる．
第 6章では，並列実装方式の一つであるマスター・ワーカ方式並列計算について述べた．ま
た，有理式型推定法の計算過程で発生する複数の線形方程式に対して，マスター・ワーカ方
式を用いた並列実装アルゴリズム（完全型メッシュアルゴリズム）を提案し，ロードバラン
スの悪化の軽減が可能であることを示した．また，固有値の粗密状況によって閉曲線の大き
さを変更する並列実装アルゴリズム（適応型メッシュアルゴリズム）を提案した．これによ
り，総積分点数が減少し，計算する線形方程式の数を減らせることを示した．適応型メッシュ
アルゴリズムに固有値数の推定値の先読み計算を付加した並列実装アルゴリズム（先読み付
き適応型メッシュアルゴリズム）を提案した．適応型メッシュアルゴリズムの並列実装では
計算途中でタスクが空になり，タスク待ち状態となるワーカが発生していたが，先読み付き
適応型メッシュアルゴリズムによってタスクを早く追加することができ，タスクが計算途中
で空になることを防げることを示した．以上により，有理式型推定法に対する 3つの並列実
装アルゴリズムの有効性を示した．
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