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In this paper, we study the discrete-time quantum walks on 1D Chain with the moving and
swapping shift operators. We derive analytical solutions for the eigenvalues and eigenstates of the
evolution operator Uˆ using the Chebyshev polynomial technique, and calculate the long-time aver-
aged probabilities for the two different shift operators respectively. It is found that the probability
distributions for the moving and swapping shift operators display completely different character-
istics. For the moving shift operator, the probability distribution exhibits high symmetry where
the probabilities at mirror positions are equal. The probabilities are inversely proportional to the
system size N and approach to zero as N → ∞. On the contrary, for the swapping shift oper-
ator, the probability distribution is not symmetric, the probability distribution approaches to a
power-law stationary distribution as N → ∞ under certain coin parameter condition. We show
that such power-law stationary distribution is determined by the eigenstates of the eigenvalues ±1
and calculate the intrinsic probability for different starting positions. Our findings suggest that the
eigenstates corresponding to eigenvalues ±1 play an important role for the swapping shift operator.
PACS numbers: 03.67.-a,05.60.Gg,89.75.Kd,71.35.-y
I. INTRODUCTION
Quantum walks have become a popular research topic
in the past few years [1–5]. The continuous inter-
est in quantum walk can be attributed to its broad
applications to many distinct fields, such as polymer
physics, solid state physics, biological physics, and quan-
tum computation [6, 7]. In the literature [1–3], there
are two types of quantum walks: continuous-time and
discrete-time quantum walks. The main difference of
the two types of quantum walks is that discrete-time
quantum walk (DTQW) requires an extra coin Hilbert
space in which the coin operator acts, while continuous-
time quantum walks (CTQWs) do not need this ex-
tra Hilbert space. Aside from this, these two quantum
walks (QWs) are similar to their classical counterparts.
Discrete-time quantum walks evolve by the application
of a unitary evolution operator at discrete time inter-
vals, and continuous-time quantum walks evolve under a
(usually time-independent) Hamiltonian in Schro¨dinger
picture. Due to the different dimensional Hilbert space,
CTQWs can’t be regarded as the limit of DTQWs as the
time step goes to zero and there is no simple relation
connecting the two quantum walk models [8, 9].
Here, we focus on the discrete-time quantum walk
(DTQWs). Previous work have studied DTQWs on sim-
ple regular structures, for instance, the line [10], cy-
cle [11, 12] and hypercube [13]. For DTQWs on the
line, the problem could be simplified using the Fourier
transform technique. In Ref. [11], Bednarska et al. have
studied the DTQWs using a Hadamard coin on the cycle.
Various methods such as Schro¨dinger picture [14], combi-
natorial approach [15–17], generating function [18], scat-
tering theory [19], etc, are employed to treat the problem.
In Refs. [20, 21], the authors have studied the 1D DTQWs
with one and two absorbing boundaries. They introduce
absorbing boundary by implementing a measurement op-
erator to the quantum state and derive an absorption
probability for the boundaries using a Hadamard coin.
On the contrary, in this paper we concentrate on the
pure quantum evolution process without measurement
and disturbance. We will study the DTQWs on the
one-dimensional (1D) chain, which lacks one connection
compared to the cycles. The left-most and right-most
points are topological boundaries of the 1D chain and
will impose some influences to the quantum dynamics.
Although there are some studies of 1D DTQWs in the
literature [22], DTQWs on 1D chain has received little
attention due to the difficult analytical calculation. In
this work, we will shed some light on this problem. We
study DTQWs on 1D chain with two different shift op-
erators: the moving and swapping shift operators. Both
of the shift operators are used in the community, the
moving shift operator acting on a state only move the
position of the particle while the swapping shift operator
changes both the position and direction of the particle’s
quantum state. The swapping operator can be applied
to any graphs and widely used in the Szegedy’s quan-
tum walk [23], which is a generalized discrete quantum
walk defined on general graphs via the quantization of
a stochastic matrix. We will derive analytical results for
DTQWs on 1D chain with the moving and swapping shift
operators, and compare the difference between them.
The rest of the paper is organized as follows. Section
II introduces the model of DTQWs on general graphs.
Section III gives the theoretical framework of DTQWs
2on 1D chain with moving and swapping shift operators,
and determines the matrix form of the various shift op-
erators and evolution operators in the Hilbert space. In
Sec. IV, we show the analytical results for the moving
shift operator. We determine the eigenvalues and eigen-
states of the evolution operator and obtain the long-time
averaged probability. In Sec. V, we show the analytical
results for the swapping shift operator. We determine
the eigenvalues and eigenstates of the evolution operator
and calculate the long-time averaged probability. We also
show that the eigenstates corresponding to the eigenval-
ues ±1 play an important role in the quantum dynamics.
We compare the dynamical difference between the two
shift operators. Conclusions and discussions are given in
the last part, Sec. VI.
II. DEFINITION OF DISCRETE-TIME
QUANTUM WALKS
Discrete-time quantum walk was first introduced by
Mayer and Aharonov et al. in Ref. [24, 25]. DTQW
takes place in a discrete position space, with a unitary
evolution of coin toss and position shift in discrete time
steps. Here, we review the definition of DTQWs on d-
regular graph, which is a regular graph each vertex has
exactly d edges.
DTQW on d-regular graph happens on the coin Hilbert
spaceHc and position Hilbert spaceHp, the total Hilbert
space is given by H = Hc⊗Hp [1]. If the d-regular graph
has N vertices, the position and coin Hilbert space are
denoted as Hp = {|i〉 : i = 1, 2, ..., N}, Hc = {|J〉 : J =
1, 2, ..., d}. The coin flip operator Cˆ and position shift
operator Sˆ are applied to the total state in H at each
time step [1]. The coin flip operation Cˆ (acting on Hc) is
the quantum equivalent of randomly choosing which way
the particle will move, then the position-shift operation
Sˆ moves the particle according to the coin state, trans-
ferring the particle into the new superposition state in
position space. For every vertex, all the outgoing edges
are labeled as 1, 2, . . . , d. Let us call eJi an edge e = (i, i
′)
which on i’s end is labelled by J. The conditional shift
operation Sˆ moves the particle from i to i′ if the edge
(i→ i′) is labeled by J on i’s side [1]:
Sˆ|i, J〉 =
{ |i′, J〉, if eJi = (i, i′),
0, otherwise.
(1)
The evolution of the system at each step of the walk is
governed by the total operator,
Uˆ = Sˆ(Iˆp ⊗ Cˆ), (2)
where Iˆ is the identity operator in Hp. Thus the total
state after t steps is given by,
|ψ(t)〉 = Uˆ t|ψ(0)〉, (3)
where |ψ(0)〉 is the initial state. Finally, we obtain the
probability distribution,
P (i, t) =
d∑
J=1
|〈i, J |ψ(t)〉|2 =
d∑
J=1
|〈i, J |Uˆ t|ψ(0)〉|2. (4)
Suppose the eigenvalue equation of Uˆ is Uˆ |Ψi′,J′〉 =
ui′,J′ |Ψi′,J′〉 (i′ ∈ [1, N ], J ′ ∈ [1, d]), where ui′,J′ and
|Ψi′,J′〉 are the eigenvalues and orthonormalized eigen-
states of the evolution operator Uˆ . Then Eq. (4) can be
written as,
P (i, t) =
d∑
J=1
∣∣∣ d∑
J′=1
N∑
i′=1
uti′,J′〈i, J |Ψi′,J′〉〈Ψi′,J′ |ψ(0)〉
∣∣∣2
=
d∑
J=1
∑
i′,J′
∑
i′′,J′′
uti′,J′u
∗t
i′′,J′′〈i, J |Ψi′,J′〉〈Ψi′,J′ |ψ(0)〉
〈ψ(0)|Ψi′′,J′′〉〈Ψi′′,J′′ |i, J〉.
(5)
Noting that Uˆ is a unitary operator, i.e., Uˆ Uˆ † = Iˆ (which
leads to |u| = 1), the long time averages of P (i, t) can be
written as,
χ(i) = lim
T→∞
1
T
T∑
t=0
P (i, t)
=
d∑
J=1
∑
i′,J′
∑
i′′,J′′
〈i, J |Ψi′,J′〉〈Ψi′,J′ |ψ(0)〉
〈ψ(0)|Ψi′′,J′′〉〈Ψi′′,J′′ |i, J〉 lim
T→∞
1
T
T∑
t=0
(ui′,J′u
∗
i′′,J′′)
t
=
d∑
J=1
∑
i′,J′
∑
i′′,J′′
δ(ui′,J′ − ui′′,J′′)〈i, J |Ψi′,J′〉〈Ψi′,J′ |ψ(0)〉
〈ψ(0)|Ψi′′,J′′〉〈Ψi′′,J′′ |i, J〉,
(6)
where δ(ui′,J′ − ui′′,J′′) takes value 1 if ui′,J′ = ui′′,J′′
and equals to 0 otherwise. In the above equation, we
can see that the limit distribution χ(i) depends on the
eigenvalues and eigenstates of the evolution operator Uˆ .
If all the eigenvalues {ui′,J′ |i′ ∈ [1, N ], J ′ ∈ [1, d]} are
different (i.e., all the eigenvalues are not degenerated),
the above Equation can be simplified as,
χ(i) =
d∑
J=1
∑
i′,J′
|〈i, J |Ψi′,J′〉|2 · |〈Ψi′,J′ |ψ(0)〉|2. (7)
In order to calculate the analytical expressions for P (i, t)
and χ(i), all the eigenvalues ui′,J′ and eigenstates |Ψi′,J′〉
of the evolution operator Uˆ are required. In the following
we will use Eq. (7) to derive the limit probability distri-
bution of DTQWs on 1D chain, and put emphasis on the
calculation of the eigenvalues and eigenstates of Uˆ .
3III. DTQWS ON 1D CHAIN WITH THE
MOVING AND SWAPPING SHIFT OPERATORS
In this section, we will continue the calculation for
DTQWs on 1D chain. For a 1D chain system com-
posed of N nodes, which are labeled as {i : i =
1, 2, ..., N}, each node 1 < i < N is connected two
nearest neighbors (i − 1 and i + 1) except the left-
most node 1 and rightmost node N . The Hilbert
space has 2N − 2 base vectors, which are denoted as
|2, L〉, |3, L〉, · · · , |N,L〉, |1, R〉, |2, R〉, · · · , |N − 1, R〉. We
will derive the matrix form for the coin operator and shift
operator in the Hilbert space, and obtain the matrix rep-
resentation for the evolution operator. We also determine
the eigenvalues and eigenstates of Uˆ based on the matrix
representation.
A. Coin operator Cˆ and initial state
The probability distribution is related to the coin op-
erator Cˆ and initial state |ψ(0)〉. In the scientific com-
munity, the coin flip operator Cˆ can be of various forms,
for instance, the most commonly used Grover coin and
the Discrete Fourier Transform (DFT) coin [1, 2]. It has
been shown that different choices of coin flip operator
Cˆ and initial state |ψ(0)〉 may have different dynamics.
Here, we will specify the form for the coin operator Cˆ
and initial state |ψ(0)〉.
For the coin operator, we use the coin type of DTQWs
in Szegedy’s scheme [26], which can be generalized to
high dimensional case. If the particle is located at the
two end points (i = 1, N), the particle will move to the
neighboring node in the next step (do not need coin). If
the particle is located at the center nodes 1 < i < N , we
use an arbitrary coin state |φ〉 = cos 12ω|L〉+eiϕ sin 12ω|R〉
to generate the coin operator,
Cˆ =2|φ〉〈φ| − I = cosω|L〉〈L|+ eiϕ sinω|L〉〈R|
+ e−iϕ sinω|R〉〈L| − cosω|R〉〈R|
(8)
When ϕ = 0, the above coin operator becomes
Cˆ =
[
cosω|L〉〈L| sinω|L〉〈R|
sinω|R〉〈L| − cosω|R〉〈R|
]
≡
[
a|L〉〈L| b|L〉〈R|
b|R〉〈L| −a|R〉〈R|
]
, a ≡ cosω, b ≡ sinω.
(9)
The direct product of Iˆp and Cˆ can be written as,
Cˆp = Iˆp ⊗ Cˆ =|1〉〈1| ⊗ |R〉〈R|+ |N〉〈N | ⊗ |L〉〈L|
+
N−1∑
i=2
|i〉〈i| ⊗ Cˆ.
(10)
In the Hilbert space, the above coin operator Cˆp can be
represented as the following matrix,
Cˆp =


2 ··· N−1 N 1 2 ··· N−1
2 a 0 0 0 b 0
...
. . .
...
...
. . .
N−1 0 a 0 0 0 b
N 0 · · · 0 1 0 0 · · · 0
1 0 · · · 0 0 1 0 · · · 0
2 b 0 0 0 −a 0
...
. . .
...
...
. . .
N−1 0 b 0 0 0 −a


, (11)
where the four squares correspond to the orthonormal-
ized basis set |L〉〈L|, |L〉〈R|, |R〉〈L|, |R〉〈R| respectively.
In this paper, we will use this coin operator to do ana-
lytical calculations.
For the initial state |ψ(0)〉 = |i0〉 ⊗ |C0〉, the initial
position i0 can be at the two end points and the cen-
ter nodes, and the corresponding initial coin state |C0〉
can be single state (|L〉 or |R〉) and superposed state
(cosω0|L〉 + eiϕ0 sinω0|R〉). Consequently, the initial
state |ψ(0)〉 can be summarized as follows,
|ψ(0)〉 =


|1〉 ⊗ |R〉 = |1, R〉, if i0 = 1
|N〉 ⊗ |L〉 = |N,L〉, if i0 = N
|i0〉 ⊗ (cosω0|L〉+ eiϕ0 sinω0|R〉), i0 ∈ (1, N)
(12)
Here, for the sake of simplicity, we set ω0 = pi/4
and choose appropriate ϕ0 value to make the product
|〈Ψi,J |ψ(0)〉|2 equals to |〈Ψi0,L|i0, L〉|2 · |〈i0, L|ψ(0)〉|2 +
|〈Ψi0,R|i0, R〉|2 · |〈i0, R|ψ(0)〉|2 (i0 ∈ (1, N)).
B. The moving and swapping shift operators
In this section, we define the moving and swapping
shift operators. The moving shift operator Sˆm moves
the particle to the neighboring position and keep the di-
rection J unchanged. This means Sˆm|i, L〉 = |i − 1, L〉
(i ∈ [3, N ]), Sˆm|i, R〉 = |i+1, R〉 (i ∈ [1, N − 2]). For the
two boundary positions, we use the elastic reflection con-
dition: Sˆm|2, L〉 = |1, R〉, Sˆm|N − 1, R〉 = |N,L〉. Thus,
the moving shift operator acting on |i, J〉 is summarized
as follows,
Sˆ
m|i, J〉 =


|i+ 1, J〉, if J = R and 1 6 i 6 N − 2
|i− 1, J〉, if J = L and 3 6 i 6 N
|N,L〉, if J = R and i = N − 1
|1, R〉, if J = L and i = 2
(13)
Hence, the element of Sˆm in the Hilbert space is,
〈i, J |Sˆm|i′, J ′〉 =


δi+1,i′ , if J = L, J
′ = L
δi,i′+1, if J = R, J
′ = R
1, if |i, J〉 = |N,L〉, |i′, J ′〉 = |N−1,R〉
1, if |i, J〉 = |1, R〉, |i′, J ′〉 = |2, L〉
0,Otherwise.
(14)
4For brevity, we represent the moving shift operator Sˆm
in the Hilbert space using the following matrix,
Sˆm =


2 ··· N−1 N 1 2 ··· N−1
2 0 1 0 0 0 0 0
...
...
. . . 0 0 0 0
N−1 0 0 1 0 0 0 0
N 0 · · · 0 0 0 0 0 1
1 1 0 0 0 0 0 · · · 0
2 0 0 0 0 1 0 0
... 0 0 0 0
. . .
...
N−1 0 0 0 0 0 1 0


(15)
The swapping shift operator swaps the particle’s state,
moving the particle to the neighboring position and
changing the direction. The swapping shift operator does
not need boundary condition and can be applied to ar-
bitrary graphs. Specifically, the swapping shift operator
Sˆs acting on |i, J〉 is summarized as,
Sˆs|i, J〉 =
{
|i+ 1, L〉, if J = R
|i− 1, R〉, if J = L (16)
Thus, the element of Sˆs in the Hilbert space is,
〈i, J |Sˆs|i′, J ′〉 =


δi,i′+1, if J = L, J
′ = R
δi+1,i′ , if J = R, J
′ = L
0, Otherwise.
(17)
In the meantime, the matrix form for the swapping shift
operator Sˆs is,
Sˆs =


2 ··· N−1 N 1 2 ··· N−1
2 1 0
...
. . .
N−1 0
. . .
N 0 1
1 1 0
2
. . . 0
...
. . .
N−1 0 1


(18)
C. Evolution operators Uˆ for DTQWs with the
moving and swapping shift operators
In this section, we will use the matrix form of the coin
operator Cˆp (Eq. (11)) and shift operators (Eq. (15) and
(18)) to calculate the evolution operator Uˆ .
For the moving shift operator, the evolution operator
Uˆm can be obtained by calculating the product of Sˆm
and Cˆp, which leads to,
Uˆm = SˆmCˆp =


2 3 ··· N−1 N 1 2 ··· N−2 N−1
2 0 a 0 0 b
3 0
. . . 0 0
. . .
... 0 a 0 0 b
N−1 0 1 0 0
N b 0 −a
1 a 0 b
2 0 0 1 0
... b 0 0 −a 0
N−2
. . . 0 0
. . . 0
N−1 b 0 0 −a 0


(19)
Analogously, for the swapping shift operator, the evo-
lution operator Uˆs is calculated to be,
Uˆs = SˆsCˆp =


2 ··· N−1 N 1 2 ··· N−1
2 0 1 0
... b 0 −a
N−1
. . . 0
. . .
N b 0 0 −a
1 a 0 0 b
2
. . . 0
. . .
... a 0 b
N−1 0 1 0


(20)
It is worth mentioning that we have obtained the ma-
trix form of the evolution operator Uˆm for the moving
shift operator, as well as the evolution operator Uˆs for
the swapping shift operator. As we can see, the two evo-
lution operators are different and may lead to complete
different quantum dynamics. This is the key issue we are
trying to reveal in this paper.
IV. RESULTS FOR THE MOVING SHIFT
OPERATOR
In this section, we determine the eigenvalues and eigen-
states of the evolution operator Uˆm for DTQWs using
the moving shift operator. We also use the eigenvalues
and eigenstates to calculate the probability distribution
in Eq. (7).
A. Eigenvalues and eigenstates of Uˆm
We start our analysis on the eigen equation of the
evolution operator Uˆm for DTQWs with the moving
shift operator. Suppose the eigen equation of Uˆm is
Uˆm|Ψm〉 = u|Ψm〉 (Uˆm|Ψmi,J 〉 = umi,J |Ψmi,J〉
5states |Ψm〉 can be expressed as
|Ψm〉 =
∑
i,J
α
m
i,J |i, J〉
=αm2,L|1, L〉+ α
m
3,L|2, L〉+ · · ·+ α
m
N,L|N,L〉
+ αm1,R|1, R〉+ α
m
2,R|2, R〉+ · · ·+ α
m
N−1,R|N − 1, R〉
(21)
Noting that the matrix form of Uˆm in Eq. (19), the
eigen equation Uˆm|Ψm〉 = u|Ψm〉 can be decomposed
into the following 2N − 2 linear equations,
aαmi+1,L + bα
m
i+1,R = uα
m
i,L, 2 6 i 6 N − 2 (22)
αmN,L = uα
m
N−1,L, (23)
bαmN−1,L − aαmN−1,R = uαmN,L, (24)
aαm2,L + bα
m
2,R = uα
m
1,R, (25)
αm1,R = uα
m
2,R, (26)
bαmi,L − aαmi,R = uαmi+1,R, 2 6 i 6 N − 2 (27)
Utilizing Eq. (22) to eliminate αmi,R and α
m
i+1,R, Eq. (27)
becomes αmi+1,L − αmi−1,L = u
2−1
au
αmi,L. This is similar to
the recursive relation of the variant Chebyshev polyno-
mials (see Appendix B). Noting the recursive relations
and the mapping relationship u
2−1
au
≡ 2y in the defini-
tion of the variant Chebyshev polynomials, the variables
αmi,L (i ∈ [2, N − 1]) can be expressed as a function of
αm3,L and α
m
2,L,
αmi,L = Vi−3(y)α
m
3,L + Vi−4(y)α
m
2,L, i ∈ [2, N − 1] (28)
where Vn(y) = i
nUn(x) (y = ix) is the variant Cheby-
shev polynomials (See Appendix B). Utilizing Eq. (22)
to eliminate αmN−1,R in Eqs. (23), (24), we get the rela-
tionship of αmN−1,L and α
m
N−2,L,
(1− bu2)αmN−1,L − auαmN−2,L = 0. (29)
Combining Eqs. (28) and (29), we have,
[(1− bu2)VN−4(y)− auVN−5(y)]αm3,L
− [auVN−6(y)− (1− bu2)VN−5(y)]αm2,L = 0
(30)
In order to get another equation for αm3,L and α
m
2,L, we
combine Eqs. (25) and (26),
αm2,R =
aαm2,L
u2 − b , α
m
1,R =
auαm2,L
u2 − b . (31)
Setting i = 2 in Eq. (27), we obtain bαm2,L − aαm2,R =
uαm3,R. Substituting α
m
2,R in Eq. (31) and α
m
3,R in Eq. (22)
(i = 2) into this equation, we get another equation for
αm3,L and α
m
2,L,
au(u2 − b)αm3,L − [(u2 − b)(u2 − b2) + a2b]αm2,L = 0 (32)
Thus we have got two equations for αm3,L and α
m
2,L,
Eq. (30) and Eq. (32). The two equations should have
nonzero solutions, hence the determinant of the four co-
efficients equals to 0. In the Appendix C, we show that
the substraction of the coefficient products can be sim-
plified to be a much simple form in Eq. (C10), thus we
have obtained determinant equation for the eigenvalues,
UN−1(x) +
b− 1
b+ 1
UN−3(x) = 0, (33)
where Un(x) are Chebyshev polynomials of the second
kind.
There is no exact analytical solution for Eq. (33). How-
ever, when the system size N is large, the solution for
Eq. (33) is close to the equation UN−1(x) = 0, which leads
to N − 1 roots xk = cos θk, θk = kpi/N, k = 1, 2, · · · , N −
1. Using the mapping relation u = ay ±
√
1 + a2y2 =
axi±√1− a2x2, the 2N − 2 eigenvalues of Uˆm are given
by,
u±k = axki±
√
1− a2x2k, xk = cos
kpi
N
, k ∈ [1, N − 1]. (34)
Now we analyze the eigenstates |Ψm〉. For this pur-
pose, we denote all the components αmi,J in terms of α
m
2,L.
First, according to Eq. (32), we can express αm3,L as a
function of αm2,L,
αm3,L =
(u2 − b)(u2 − b2) + a2b
au(u2 − b) α
m
2,L
=
[u2 − b2
au
+
ab
u(u2 − b)
]
αm2,L
=
[ (u2 − 1) + (1− b2)
au
+
ab
u(u2 − b)
]
αm2,L
=
[2iaux+ a2
au
+
ab
u(u2 − b)
]
αm2,L
=
(
2ix+
au
u2 − b
)
αm2,L,
(35)
where a2+b2 = 1 and mapping relation u
2−1
au
≡ 2y = 2ix
are used. Substituting Eq. (35) into Eq. (28), we have,
αmj,L =
[
ij−3Uj−3(x)(2ix +
au
u2 − b ) + i
j−4Uj−4(x)
]
αm2,L
=ij
[ aui
u2 − bUj−3(x) − Uj−2(x)
]
αm2,L
=− ij auiUj−1(x) + (1− b)Uj−2(x)
u2 − b α
m
2,L, j ∈ [2, N − 1]
(36)
where identity (A7) and u
2−1
au
≡ 2y = 2ix are applied in
the above calculation. According to Eq. (23), we have
αmN,L =uα
m
N−1,L
=uiN−1
[ aui
u2 − bUN−4(x) − UN−3(x)
]
αm2,L
(37)
Likewise, substituting Eq. (36) into Eq. (22) and utilizing
6identity (A7) and the mapping relation, we have
αmj,R =
1
b
{
ij−1u[
aui
u2 − bUj−4(x) − Uj−3(x)]
− ija[ aui
u2 − bUj−3(x)− Uj−2(x)]
}
αm2,L
= − ij (1− b)uiUj−3(x) + aUj−2(x)
u2 − b α
m
2,L
(38)
The above equation holds for j ∈ [2, N − 1]. According
to Eq. (26), we have
αm1,R = uα
m
2,R =
au
u2 − bα
m
2,L. (39)
We have obtained all the eigenstates as a function of
αm2,L. Combining UN−1(x) + UN−3(x) = 2xUN−2(x)
and Eq. (33) leads to UN−1(x) = (1 − b)xUN−2(x),
UN−3(x) = (1 + b)xUN−2(x). Noting that U
2
N−2(x) −
UN−1(x)UN−3(x) = 1, we arrive at the relation (1 −
a2x2)U2N−2(x) = 1. Using these relations, one can prove
the following symmetric properties for the eigenstates
components,
|αm1,R| = |αm2,R| = |αmN−1,L| = |αmN,L| (40)
|αmi,L| = |αmi+1,R| i ∈ [2, N − 2] (41)
|αmi,L| = |αmN+1−i,R| i ∈ [2, N ] (42)
αm2,L can be determined by the normalization condition∑
i,J |αmi,J |2 =
∑N
i=2 |αmi,L|2 +
∑N−1
i=1 |αmi,R|2 = 1. After
some algebraic calculus, we find an appropriate expres-
sion for αm2,L,
|αm2,L|2 ≈
1− b+ 4b(1 + b) cos2 θk
N [1 + b2 + (b2 − 1) cos 2θk] sin
2 θk ∼ 1
N
(43)
B. Long-time averaged probability distribution
Now, we consider the long-time averaged probability
distribution. According to Eq. (7), the distribution can
be written as,
χi,j =
N−1∑
|k|=1
|〈j, L|Ψm(xk)〉|2 · |〈Ψm(xk)|ψi,0〉|2
+
N−1∑
|k|=1
|〈j, R|Ψm(xk)〉|2 · |〈Ψm(xk)|ψi,0〉|2.
(44)
In the following, we will discuss χi,j according to the star-
ing position and initial state |ψi,0〉 in Eq. (12). For the
sake of simplicity, we first focus on the case i = 1 (start-
ing at the left most node). The initial state |ψi,0〉 = |1, R〉
(see Eq. (12)), the probability of finding the particle at
the original site j = i = 1 only depends on the second
term of Eq. (42),
χ1,1 =
N−1∑
|k|=1
|〈1, R|Ψm(xk)〉|4 = 2
N−1∑
k=1
|αm1,R(xk)|4
=2
N−1∑
k=1
| auk
u2k − b
|4 · |αm1,L(xk)|4
=2
N−1∑
k=1
a4
(1− b)2[1− b + 4b(1 + b) cos2 θk]2
· [1− b+ 4b(1 + b) cos
2 θk]
2 sin4 θk
N2[1 + b2 + (b2 − 1) cos 2θk]2
≈ 1
N
· 2 + b(b
2 − 3)
4(b− 1)2 ∼
1
N
(45)
The probability of finding the particle at the right most
site j = N only depends on the first term of Eq. (44),
χ1,N =
N−1∑
|k|=1
|〈N,L|Ψm(xk)〉|2 · |〈Ψm(xk)|1, R〉|2
=2
N−1∑
k=1
|αmN,L(xk)|2 · |αm1,R(xk)|2
=2
N−1∑
k=1
|αm1,R(xk)|4 ≡ χ1,1
(46)
Similarly, the probability of finding the particle at the
middle sites j ∈ [2, N − 1] is related to both the two
terms in Eq. (42),
χ1,j =
N−1∑
|k|=1
(|αmj,L(xk)|2 + |αmj,R(xk)|2) · |αm1,R(xk)|2
=2
N−1∑
k=1
(|αmj,L(xk)|2 + |αmj,R(xk)|2) · |αm1,R(xk)|2
(47)
Using the expression of αmj,J(xk) in the above section, one
can prove that χ1,j is inversely proportion to the system
size N , i.e., χ1,j ∼ 1N . Here, we do not show the details
of the calculations.
If the starting position i is not at the end points, the
probabilities are also inversely proportion to the system
size N . Therefore, for the moving shift operator, all the
probabilities satisfy χi,j ∼ 1/N , which indicates that the
probabilities approach to zero when the system size N →
∞. This feature is quite different from the swapping shift
operator, where the probabilities approach to a nonzero
value when N → ∞. Another interesting characteristic
for the long-time averaged probability is that χi,j displays
a symmetric relation: χi,j ≡ χi,N+1−j . This could be
proved by the symmetric properties for the eigenstates
components in Eqs. (40)-(42).
7V. RESULTS FOR THE SWAPPING SHIFT
OPERATOR
In this section, we determine the eigenvalues and eigen-
states of the evolution operator Uˆs for DTQWs using
the swapping shift operator. We use the eigenvalues and
eigenstates to calculate the probability distribution in
Eq. (7).
A. Eigenvalues and eigenstates of Uˆs
We start our analysis on the eigen equation of the
evolution operator Uˆs for DTQWs with the swapping
shift operator. Suppose the eigen equation of Uˆs is
Uˆs|Ψs〉 = u|Ψs〉 (Uˆs|Ψsi,J 〉 = usi,J |Ψsi,J〉), the eigenstates
|Ψs〉 can be expressed as
|Ψs〉 =
∑
i,J
α
s
i,J |i, J〉
=αs2,L|1, L〉+ α
s
3,L|2, L〉+ · · ·+ α
s
N,L|N,L〉
+ αs1,R|1, R〉+ α
s
2,R|2, R〉+ · · ·+ α
s
N−1,R|N − 1, R〉
(48)
Noting that the matrix form of Uˆs in Eq. (20), the
eigen equation Uˆs|Ψs〉 = u|Ψs〉 can be decomposed into
the following 2N − 2 linear equations,
αs1,R = uα
s
2,L, (49)
bαsi,L − aαsi,R = uαsi+1,L, 2 6 i 6 N − 1 (50)
aαsi,L + bα
s
i,R = uα
s
i−1,R, 2 6 i 6 N − 1 (51)
αsN,L = uα
s
N−1,R. (52)
Utilizing Eq. (50) to eliminate αsi,R and α
s
i−1,R, Eq. (51)
becomes αsi+1,L + α
s
i−1,L =
u2+1
bu
αsi,L. This is similar
to the recursive relation of the Chebyshev polynomials
(see Appendix A). Noting the recursive relations and the
mapping relationship u
2+1
bu
≡ 2x in the definition of the
Chebyshev polynomials of the second kind, the variables
αsi,L (i ∈ [2, N ]) can be expressed as a function of αs3,L
and αs2,L,
αsi,L = Ui−3(x)α
s
3,L − Ui−4(x)αs2,L, i ∈ [2, N ] (53)
where Un(x) is the Chebyshev polynomials of the second
kind (See Appendix A). Applying Eq. (53) to Eq. (52),
we get the relationship of αs3,L and α
s
2,L,
[(a+ u2)UN−4(x) − buUN−5(x)]αs2,L
− [(a+ u2)UN−3(x)− buUN−4(x)]αs3,L = 0.
(54)
According to Eq. (51), we have aαs2,L+ bα
s
2,R = uα
s
1,R.
Utilizing Eq. (50) to eliminate αs2,R and noting α
s
1,R =
uαs2,L in Eq. (49), we get another equation for α
s
3,L and
αs2,L,
(1− au2)αs2,L − buαs3,L = 0 (55)
Thus we have got two equations for αs3,L and α
s
2,L,
Eq. (54) and Eq. (55). The two equations should have
nonzero solutions, the determinant of the four coefficients
equals to 0. In the Appendix D, we show that the sub-
straction of the coefficient products can be simplified to
be a much simple form in Eq. (A7), thus we have obtained
determinant equation for the eigenvalues,
abu(u2 − 1)UN−2(x) = 0, (56)
where Un(x) are Chebyshev polynomials of the second
kind.
In Eq. (56), we can see that two eigenvalues are
u±0 = ±1 and the other eigenvalues are determined by
UN−2(x) = 0. The N − 2 roots for UN−2(x) = 0 are
xk = cos θk, θk = kpi/(N − 1), k = 1, 2, · · · , N − 2. Using
the mapping relation u = bx± i√1− b2x2, the 2(N − 2)
eigenvalues are given by,
u±k = bxk±i
√
1− b2x2k, xk = cos
kpi
N − 1
, k ∈ [1, N−2]. (57)
Now we analyze the eigenstates |Ψs〉. The eigenstates
corresponding to eigenvalues u±0 = ±1 can be easily
determined by Eq. (55) and (53). When u±0 = ±1,
x±0 = ±1/b (see the mapping relation). Eq. (55) be-
comes αs3,L = ± 1−ab αs2,L, thus Eq. (53) can be written
as,
αsi,L(x±0) =
[± 1− a
b
Ui−3(±1
b
)− Ui−4(±1
b
)
]
αs2,L
=
(± 1− a
b
)i−2
αs2,L, i ∈ [2, N ]
(58)
According to Eq. (50), the right components αsi,R of the
eigenvalue ±1’s eigenstates can be recasted as,
α
s
i,R(x±0) =
b
a
α
s
i,L(x±0)−
u
a
α
s
i+1,L(x±0)
=
[ b
a
(±
1− a
b
)i−2 − (
±1
a
)(±
1− a
b
)i−1
]
α
s
2,L
=±
(
±
1− a
b
)i−1
α
s
2,L, i ∈ [1, N − 1]
(59)
For the eigenvalues satisfy UN−2(x) = 0, we can also
express the corresponding eigenstates in terms of αs2,L.
Using the mapping relation, Eq. (55) can be simplified
as,
αs3,L =
1− au2
bu
αs2,L =
[1
b
(u+
1
u
)− 1 + a
b
u
]
αs2,L
=(2x− 1 + a
b
u)αs2,L
(60)
Substituting the above equation into Eq. (53), we get,
αsi,L(x) =
[
(2x− 1 + a
b
u)Ui−3(x)− Ui−4(x)
]
αs2,L
=
[
Ui−2(x) − 1 + a
b
uUi−3(x)
]
αs2,L, i ∈ [2, N ]
(61)
8Substituting the above equation into Eq. (50), we obtain
the expression for αsi,R,
αsi,R(x) =
b
a
αsi,L(x) −
u
a
αsi+1,L(x)
=
{ b
a
(Ui−2(x) − 1 + a
b
uUi−3(x))−
u
a
(Ui−1(x) − 1 + a
b
uUi−2(x))
}
αs2,L
(62)
Using the mapping relation u2 = 2bux − 1, the above
equation is simplified to be,
α
s
i,R(x) =
b
a
α
s
i,L(x)−
u
a
α
s
i+1,L(x)
=
{ b
a
Ui−2(x)−
1 + a
a
uUi−3(x)−
u
a
Ui−1(x)+
2xu
a
Ui−2(x) + 2xuUi−2(x)−
(1 + a)
ab
Ui−2(x)
}
α
s
2,L
=
{
(
b
a
−
(1 + a)
ab
)Ui−2(x))−
u
a
[Ui−1(x) + Ui−3(x)]
+
2xu
a
Ui−2(x) + u[2xUi−2(x)− Ui−3(x)]
}
α
s
2,L
=
{
−
1 + a
b
Ui−2(x) + uUi−1(x)
}
α
s
2,L, i ∈ [1, N − 1]
(63)
where the terms in square brackets are simplified using
identify (A7) in Appendix.
We have obtained all the eigenstates as a function of
αs2,L. Using the Chebyshev identities in Appendix A,
one can prove the symmetric relation |αsi,L| = |αsi−1,R|
(i ∈ [2, N ]). It is worth mentioning that the symmetric
property of the eigenvector components is different from
the case of the moving shift operator (See Eqs. (40)-(42)).
To determine |αs2,L|, we use the the normalization condi-
tion
∑
i,J |αsi,J |2 =
∑N
i=2 |αsi,L|2+
∑N−1
i=1 |αsi,R|2 = 1. For
the eigenvalues u±0 = ±1, we use Eqs. (58) and (59) to
calculate |αs2,L|, which leads to,
|αs2,L(x±0)|2 =(2
N∑
j=2
|αsi,L(x±0)|2)−1
=
1− r
2(1− rN−1) , r ≡ (
1 − a
b
)2
(64)
For eigenvalues in Eq. (57), |αs2,L(xk)| can also
be determined by the normalization condition
2
∑N
j=2 |αsi,L(xk)|2 = 1. Utilizing Eqs. (61) and
(63), after some algebraic calculus, we arrive at the
following expression for |αs2,L(xk)|,
|αs2,L(x±k)|2 =
1−a
2 sin
2 θk
(N − 1)(1− b2 cos2 θk) ,
θk = cos
kpi
N − 1 , k ∈ [1, N − 2]
(65)
B. Long-time averaged probability distribution
In this section, we use the eigenstates in the above to
calculate the long-time averaged probability distribution.
According to Eq. (7), the distribution can be written as,
χi,j =
±(N−2)∑
k=±0
|〈j, L|Ψs(xk)〉|2 · |〈Ψs(xk)|ψi,0〉|2
+
±(N−2)∑
k=±0
|〈j, R|Ψs(xk)〉|2 · |〈Ψs(xk)|ψi,0〉|2
=
∑
k=±0
(|〈j, L|Ψs(xk)〉|2 + |〈j, R|Ψs(xk)〉|2) · |〈Ψs(xk)|ψi,0〉|2+
±(N−2)∑
k=±1
(|〈j, L|Ψs(xk)〉|2 + |〈j, R|Ψs(xk)〉|2) · |〈Ψs(xk)|ψi,0〉|2
= 2[|αsj,L(x+0)|2 + |αsj,R(x+0)|2] · |〈Ψs(x+0)|ψi,0〉|2
+ 2
N−2∑
k=1
[|αsj,L(xk)|2 + |αsj,R(xk)|2] · |〈Ψs(xk)|ψi,0〉|2.
(66)
In the above equation, the first term is the contribution
from the eigenvalues ±1, and the second term is the con-
tribution from the other eigenvalues. In the following,
we will discuss χi,j according to the staring position and
initial state |ψi,0〉 in Eq. (12). For the sake of simplic-
ity, we first focus on the case i = 1 (starting at the left
most node), then we extend the conclusion to the gen-
eral case. When the walk starts at i = 1, the initial state
|ψi,0〉 = |1, R〉 (see Eq. (12)), the probability of finding
the particle at the original site j = i = 1 only depends
on the second term in the square brackets of Eq. (66),
χ1,1 =2|αs1,R(x+0)|4 + 2
N−2∑
k=1
|αs1,R(xk)|4
=2|αs2,L(x+0)|4 + 2
N−2∑
k=1
|αs2,L(xk)|4
=2[
1− r
2(1− rN−1) ]
2 + 2
N−2∑
k=1
[
1−a
2 sin
2 θk
(N − 1)(1− b2 cos2 θk) ]
2
≈2[ 1− r
2(1− rN−1) ]
2 +
(a+ 2)(1− a)2
4(a+ 1)2
· 1
N − 1
≈1
2
( 1− r
1− rN−1
)2
+O( 1
N
)
(67)
The probability of finding the particle at the right most
site j = N only depends on the first term in the square
brackets of Eq. (66),
χ1,N =2|αsN,L(x+0)|2 · |αs1,R(x+0)|2
+ 2
N−2∑
k=1
|αsN,L(xk)|2 · |αs1,R(xk)|2
=2rN−2|αs2,L(x+0)|4
+ 2
N−2∑
k=1
|1 + a
b
|2 · |UN−3(xk)|2 · |αs2,L(xk)|4
(68)
9Noting that UN−2(xk) = 0 (k ∈ [1, N − 2]), UN−3(xk) =
U1(xk) = 1, the above equation transforms into,
χ1,N = 2r
N−2|αs2,L(x+0)|4 + 2
N−2∑
k=1
|1 + a
b
|2 · |αs2,L(xk)|4
=2rN−2[
1− r
2(1− rN−1) ]
2 +
b2/2
(N − 1)2
N−2∑
k=1
sin4 θk
(1 − b2 cos2 θk)2
≈1
2
( 1− r
1− rN−1
)2
rN−2 +
(a+ 2)(1− a)
4(1 + a)
· 1
N − 1
≈1
2
( 1− r
1− rN−1
)2
rN−2 +O( 1
N
)
(69)
Similarly, the probability of finding the particle at the
middle sites j ∈ [2, N − 1] is related to both the two
terms in Eq. (66),
χ1,j ≈1
2
( 1− r
1− rN−1
)2
(rj−2 + rj−1) +O( 1
N
). (70)
Eqs. (67), (69) and (70) suggest that the long-time av-
eraged probabilities are determined by two terms. The
first term is determined by the eigenstates of the eigen-
values ±1, the second term is determined by the other
continuous eigenstates and is inversely proportion to the
system size N . When N → ∞, the second term van-
ishes and the probability distribution only depends on
the eigenstates of the eigenvalues ±1. In this case, the
eigenvalues ±1 play an important role in the probabil-
ity distributions. This is different from the case of the
moving shift operator.
When the system size is large, the probability distribu-
tion is mainly determined by the first term of Eq. (66).
To achieve this, we calculate |αsj,L(x+0)|2 + |αsj,R(x+0)|2
and |〈Ψs(x+0)|ψi,0〉|2 respectively. |αsj,L(x+0)|2 +
|αsj,R(x+0)|2 can be summarized as the following form,
f(r, j,N) =|αsj,L(x+0)|2 + |αsj,R(x+0)|2
=[(1− δ1j)rj−2 + (1 − δNj)rj−1] · |αs2,L(x+0)|2
(71)
Supposing the initial state |ψi,0〉 takes the form in
Eq. (12), the term |〈Ψs(x+0)|ψi,0〉|2 can be simplified as,
I(r, i, N) =|〈Ψs(x+0)|ψi,0〉|2
=[(1− δ1i − δNi)(ri−2 cos2 ω0 + ri−1 sin2 ω0)
+ δ1ir
i−1 + δNir
i−2]|αs2,L(x+0)|2
(72)
Combining Eqs. (71) and (72), we obtain a general ex-
pression for the probability χi,j in Eq. (66),
χi,j =2f(r, j,N)I(r, i, N) +O( 1
N
)
=
1
2
[(1− δ1j)rj−2 + (1− δNj)rj−1]
· [(1− δ1i − δNi)(ri−2 cos2 ω0 + ri−1 sin2 ω0)
+ δ1ir
i−1 + δNir
i−2](
1− r
1 − rN−1 )
2 +O( 1
N
)
(73)
Now we discuss the characteristics of the probability
distribution. First, we find that χi,j does not show sym-
metric feature. This differs from the moving shift op-
erator where χi,j ≡ χi,N+1−j . For the swapping shift
operator, such symmetry does not exist. Second, the
first term of Eq. (73) converges to a nontrivial power-
law stationary distribution when r < 1 and N → ∞.
Here, we define the first term of Eq. (73) as the intrinsic
probability, χIntrii,j = 2f(r, j,N)I(r, i, N). The intrinsic
probability only depends on the eigenstates of the eigen-
values ±1. For the case r < 1 and N → ∞, the total
intrinsic probability Ptotal(i) =
∑
j χ
Intri
i,j can be written
as,
Ptotal(i) =
{
1− r, if i = 1
(1− r)(ri−2 cos2 ω0 + ri−1 sin2 ω0), if i > 1
(74)
This is one of the main conclusions in this paper. For
the swapping shift operator, the probability distribution
is not symmetric, the probability distribution approaches
to a power-law stationary distribution as as r < 1 and
N → ∞. We show that such power-law stationary dis-
tribution is determined by the eigenstates of eigenvalues
±1 and discuss the condition for which the power-law
stationary distribution occurs. The total intrinsic proba-
bility Ptotal(i) converges to a constant value in Eq. (74).
VI. CONCLUSIONS AND DISCUSSIONS
In summary, we consider the discrete-time quantum
walks on 1D Chain with the moving and swapping shift
operators, respectively. We derive analytically expres-
sions for the eigenvalues and eigenstates of the evolution
operator using the Chebyshev polynomial technique, and
calculate the long-time averaged probabilities for the two
different shift operators. It is found that the probability
distributions for the moving and swapping shift opera-
tors display completely different characteristics. For the
moving shift operator, the probability distribution ex-
hibits high symmetry where the probabilities at mirror
positions are equal. The probabilities are inversely pro-
portional to the system size N and approach to zero as
N → ∞. On the contrary, for the swapping shift oper-
ator, the probability distribution is not symmetric, the
probability distribution approaches to a power-law sta-
tionary distribution as as N → ∞ under certain condi-
tion of the coin parameter. We show that such power-law
stationary distribution is determined by the eigenstates
of the eigenvalues±1 and calculate the intrinsic probabil-
ity Ptotal(i) for different starting positions. Our findings
suggest that the eigenstates corresponding to eigenval-
ues ±1 play an important role for the dynamics of the
swapping shift operator.
It is worth mentioning that the different dynamics of
DTQWs on 1D chain using the moving and swapping
shift operators are caused by the eigenvalues of the evolu-
tion operator Uˆ . There are two special isolated eigenval-
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ues ±1 for the swapping shift operator, while no special
eigenvalues exist for the moving shift operator. This fea-
ture is similar to some dynamic processes taking place in
networks where the largest or smallest eigenvalues play
an important role in the relevant dynamics [27, 28]. The
eigenvalues ±1 determine the intrinsic probability χIntrii,j ,
which shows a power-law behavior χIntrii,j ∼ rj (j > 1)
under the condition r ≡ (1 − a)2/b2 < 1. For r > 1 and
N → ∞, the intrinsic probability vanishes. In Eq. (9),
we use |φ〉 = cos 12ω|L〉+ sin 12ω|R〉 to construct the coin
operator Cˆ. The condition r ≡ (1−a)2/b2 < 1 is equiva-
lent to the condition | sin 12ω|2 < | cos 12ω|2. This suggests
that there is a nontrivial intrinsic probability when the
left moving probability | cos 12ω|2 is larger than the right
moving probability | sin 12ω|2. This could be a boundary
effect of the left-most node of the 1D chain system in
the spreading dynamics. When | sin 12ω|2 > | cos 12ω|2,
the particle are absorbed into the right-most positions
and the intrinsic probability tends to 0. In our work,
the Chebyshev polynomial technique is a good analytical
tool to treat the problem, we believe the technique widely
used in this paper will shed some light on the analytical
calculations of the problems of quantum walks.
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Appendix A: Definition of Chebyshev polynomials
The Chebyshev polynomials of the first kind are defined by the recurrence relation [29, 30],
T0(x) = 1, T1(x) = x, 2xTn(x) = Tn−1(x) + Tn+1(x). (A1)
The Chebyshev polynomials of the second kind are defined by the recurrence relation [29, 30],
U0(x) = 1, U1(x) = 2x, 2xUn(x) = Un−1(x) + Un+1(x). (A2)
The closed-form solutions of Eqs. (A1) and (A2) are given by,
Tn(x) =
zn + z−n
2
, (A3)
Un(x) =
z−(n+1) − zn+1
|z−1 − z| , (A4)
where z = x−√x2 − 1. For the case of large order n and z < −1 (|z| > 1), the above solutions can be approximated
by,
Tn(x) ≈ z
n
2
, Un(x) ≈ − z
n+1
|z−1 − z| = −
zn+1
z−1 − z (A5)
Using the closed-form solutions for the Chebyshev polynomials (See Eqs. (A3) and (A4)), we can prove the following
identities,
Un−1(x) + U−n−1(x) = 0, (A6)
2xUn(x) = Un−1(x) + Un+1(x), (A7)
Tn(x) = Un(x)− xUn−1(x) = xUn−1(x)− Un−2(x), (A8)
Un(x)Um(x) − Un−1(x)Um−1(x) = Un+m(x), (A9)
Un(x)Um(x) − Un+1(x)Um−1(x) = Un−m(x), (A10)
Un(x)Tm(x) + Um−1(x)Tn+1(x) = Un+m(x), (A11)
Un(x)Tm(x)− Um−1(x)Tn+1(x) = Un−m(x), (A12)
T 2n(x) − (x2 − 1)U2n−1(x) = 1, (A13)
Tm(x)Un(x) =
1
2
[Um+n(x) + Un−m(x)], Tm(x)Tn(x) =
1
2
[Tm+n(x) + T|m−n|(x)]. (A14)
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Appendix B: Definition of the Variant Chebyshev polynomials
The variant Chebyshev polynomials are defined by the following recurrence relation,
V0(y) = 1, V1(y) = 2y, 2yVn(y) = Vn+1(y)− Vn−1(y) (B1)
The closed-form solution for the above equation can be related to the Chebyshev polynomials of the second kind,
Vn(y) = i
nUn(x), y = ix (B2)
Appendix C: Calculation for the determinant equation Eq. (33)
For the sake of simplicity, we first simplify the four coefficients c1, c2, c3 and c4 in Eqs. (30) and (32) using the
mapping relation u2 = 2ayu+ 1 = 2iaxu+ 1. The two coefficients in Eq. (32) can be simplified as,
c1 = au(u
2 − b) = au(2iaxu+ 1− b) = ua(1− b)[1− 4(1 + b)x2] + 2ixa2 (C1)
c2 =(u
2 − b)(u2 − b2) + a2b = (2iaxu+ 1− b)(2iaxu+ 1− b2) + a2b
=− 4a2x2u2 + 2iaxu(2− b− b2) + (1− b)(1− b2) + a2b
=− 4a2x2(2iaxu+ 1) + 2iaxu(2− b− b2) + a2
=(1 − b){2iuax[−4(b+ 1)x2 + b+ 2] + (1 + b)(1− 4x2)}
(C2)
Analogously, the two coefficients in Eq. (30) can be simplified as,
c3 = (1 − bu2)VN−4(y)− auVN−5(y) = iN−5{u[2abxUN−4(x)− aUN−5(x)] + i(1− b)UN−4(x)} (C3)
c4 = auVN−6(y)− (1− bu2)VN−5(y) = iN−5{ui[2abxUN−5(x)− aUN−6(x)]− (1− b)UN−5(x)} (C4)
To calculate the determinant equation c2c3 − c1c4, we need to expand the products c2c3 and c1c4. For the u2 term,
we use the mapping relation u2 = 2iaxu + 1 to reduce the power. We also use the Chebyshev polynomial identity
(A7) UN−4(x) = 2xUN−5(x)−UN−6(x) to replace the term UN−4(x) and replace a2 with a2 = 1− b2 in the expanded
result. After some cumbersome calculations, c2c3 − c1c4 can be simplified as,
c2c3−c1c4 = iN−52ab(1−b)[2axi+u(1−4a2x2)]{(8bx4+8x4−4bx2−8x2+1)UN−5(x)−x(4bx2+4x2−b−3)UN−6(x)}
(C5)
The determinant equation requires c2c3 − c1c4 = 0. There is no solution when the term in square bracket equals to
0, thus the solutions are determined by the term in the brace {} equals to 0. Consequently, the solutions of Eq. (C5)
are given by,
(8bx4 + 8x4 − 4bx2 − 8x2 + 1)UN−5(x) − x(4bx2 + 4x2 − b− 3)UN−6(x) = 0 (C6)
The polynomials in the Chebyshev polynomials can be written as,
(8bx4+8x4− 4bx2− 8x2+1) = 1
2
(b+1)(16x4− 12x2+1)+ 1
2
(b− 1)(4x2− 1) = 1
2
(b+1)U4(x)+
1
2
(b− 1)U2(x) (C7)
x(4bx2 + 4x2 − b− 3) = 1
2
(b + 1)[x(8x2 − 4)] + 1
2
(b− 1)(2x) = 1
2
(b + 1)U3(x) +
1
2
(b− 1)U1(x) (C8)
Substituting Eqs. (C7) and (C8) into Eq. (C6), we have
1
2
(b + 1)[U4(x)UN−5(x) − U3(x)UN−6(x)] + 1
2
(b− 1)[U2(x)UN−5(x)− U1(x)UN−6(x)] = 0 (C9)
Using the Chebyshev polynomial identity (A9), the terms in the square brackets are equal to UN−1(x) and UN−3(x)
respectively. Hence, the determinant equation becomes,
UN−1(x) +
b− 1
b+ 1
UN−3(x) = 0 (C10)
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Appendix D: Calculation for the determinant equation Eq. (56)
In this section, we show the determinant of the Eqs. (54) and (55) can be simplified into Eq. (56). The determinant
of the coefficients can be written as,
bu[(a+ u2)UN−4(x) − buUN−5(x)]− (1− au2)[(a+ u2)UN−3(x)− buUN−4(x)] = 0 (D1)
Substituting UN−5(x) = 2xUN−4(x) − UN−3(x) (See Identity (A7)) into the above equation leads to,
bu[(a+ u2)UN−4(x)− bu(2xUN−4(x) − UN−3(x))] − (1− au2)[(a+ u2)UN−3(x)− buUN−4(x)]
= [b2u2 − (1− au2)(a+ u2)]UN−3(x) + bu[(a+ u2 − 2bux) + (1− au2)]UN−4(x)
= [u2(a2 + b2)− u2 − a+ au4]UN−3(x) + bu[(a+ u2 − (u2 + 1)) + (1− au2)]UN−4(x)
= a(u2 − 1)(u2 + 1)UN−3(x)− abu(u2 − 1)UN−4(x)
= abu(u2 − 1)[2xUN−3(x)− UN−4(x)] = abu(u2 − 1)UN−2(x) = 0
(D2)
where the mapping relation 2bxu = u2 + 1 and Identity (A7) are used in the above calculation.
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