Category rule learning was examined in two amnesic patients using the perceptual categorization task (e.g., Ashby & Gott, 1988; Filoteo & Maddox, 1999) . Traditional accuracy-based analyses as well as quantitative model-based analyses were performed. Unlike accuracy-based analyses, the model-based approach allowed us to examine both categorization rule learning and variability in the trial-by-trial application of the participant's categorization rule. The results indicated that the amnesic patients were as accurate as the controls in learning a complex, nonlinear rule over a large number of trials. The model-based analysis indicated that, in general, the amnesic patients learned the categorization rule as well as controls and applied their rule as consistently as controls. Categorization performance on a second day of testing revealed that amnesic patients can retain the categorization rule over a 24-h period. These results suggest that the brain regions damaged in amnesia are not involved in category learning or memory for the category structures. (JINS, 2001, 7, 1-19.) 
INTRODUCTION
Over the last 10 years, our understanding of learning and memory processes has increased considerably. It is now fairly well accepted that memory is not a unitary cognitive operation, but is composed of several different systems (Schacter, 1994; Squire et al., 1993) . Moreover, these various memory systems appear to be mediated by different brain regions. One major brain region that has been implicated in learning and memory processes is the hippocampus and connected structures (e.g., surrounding medial temporal lobe regions and the diencephalon). Previous studies demonstrate that patients with focal damage to these structures are impaired on tests of recall and recognition for new information (Moscovitch, 1982; Squire, 1992; Squire et al., 1993 ). In contrast, a number of studies demonstrate that these same patients are normal in performing tasks that require the learning of skills and0or procedures while at the same time being impaired in recalling the actual events or circumstances surrounding the learning of those skills and procedures. For example, these patients appear to be normal in learning motor sequences (Brooks & Baddeley, 1976; Nissen & Bullemer, 1987) , perceptual learning (Cohen & Squire, 1980) , and perceptual adaptation (Benzing & Squire, 1989) . Based on this work, several investigators have proposed divisions of memory that are mediated by different neural systems. These divisions include (1) declarative vs. nondeclarative memory (Squire, 1992; Squire et al., 1993) , (2) implicit vs. explicit memory (Graf & Schacter, 1985; Schacter, 1987) , (3) direct vs. indirect memory (Johnson & Hasher, 1987) , and (4) aware vs. unaware memory (Jacoby & Witherspoon, 1982; Verfaellie & Keane, 1997) .
The ability to categorize is a fundamental and important aspect of human cognition, and may be an ability that is mediated by the nondeclarative memory system Knowlton et al., 1996a; Squire & Knowlton, 1995) . Everyday we make thousands of categorization judgments and are remarkably accurate in most cases. Although much is known about the cognitive processes underlying category learning (Ashby, 1992a; Ashby & Maddox, 1998; Nosofsky, 1992; Smith & Medin, 1981) , only recently have investigators begun to examine the possible neural substrates involved in this important cognitive process Pickering, 1997) . This recent work suggests that category learning may not be mediated by the hippocampal system. For example, Knowlton et al. (1994) examined probabilistic classification learning in a group of amnesic patients. The task required participants to classify stimuli into one of two categories based on the relationship (or association) between multiple stimulus attributes. Specifically, participants were presented with one to three visual cues and were asked to predict whether there would be "rain" or "sun". Corrective feedback was provided following each response. There were 14 different combinations of four cues, and each combination was differentially associated with the probability of "rain" or "sun". Knowlton et al. (1994) found that amnesic patients with damage to the hippocampus or diencephalon performed normally on this "weather prediction" task (at least for the first 50 trials), whereas these same patients were impaired when asked specific questions about the learning context (i.e., an explicit memory task). Thus, amnesic patients were able to learn categories but were unable to recall consciously the circumstances surrounding their learning, suggesting that the hippocampus does not mediate early category learning.
Other evidence that the hippocampus is not involved in category learning comes from studies that examined patients' ability to learn artificial grammars. On such tasks, participants are presented with letter strings that were generated from a specific rule system that dictated the order of the letters. Participants are asked to reproduce these letter strings immediately following stimulus presentation, and 5 min later they are told that the order of the letters within the strings was based on a complex rule. Next, participants are presented with a new set of letter strings, half of which conform to the complex rule and half of which do not, and are asked to categorize the letter strings as "following" or "not following" the rule. Using this paradigm, Knowlton et al. (1992) found that amnesic patients were normal in their ability to categorize the new letter strings, suggesting that they had learned the rule that dictated the artificial grammar. However, the patients were abnormal on a recognition memory test that queried participants about the contextual aspects of the task and learning situation. Finally, amnesics are normal at "dot pattern classification". On this task, participants are shown a study set of dot patterns that are derived from a prototypical pattern, and are then asked to categorize new dot patterns as "members" or "nonmembers" of the previously presented category. Squire and Knowlton (1995) found that a densely amnesic patient with bilateral hippocampal damage learned to categorize dot patterns normally, but performed at chance level when asked to recognize and discriminate previously presented dot patterns from new patterns. These results suggest that the patient was able to learn the prototype of the patterns, but was unable to explicitly recall the patterns [see also and Kolodny (1994) for further evidence that amnesic patients are normal on this task].
Despite the growing body of evidence that category learning operates independent of the hippocampus, some caveats have been observed. First, although amnesics showed normal category learning in the weather prediction task during the first 50 trials, they did not perform as well as controls later in learning (i.e., during the last 200 trials; Knowlton et al., 1994) . Because only 14 unique cue-stimulus combinations were utilized, Knowlton et al. (1994) suggested that this "late-training deficit" resulted because normal controls used explicit memory for the stimuli that arose from multiple stimulus presentations, whereas the amnesic patients were unable to use such information. [Gluck et al. (1996) offered an alternative explanation that will be elaborated in the Discussion section.] Second, Kolodny (1994) found that amnesic patients were impaired in learning to classify works of art that had been produced by painters with a characteristic style, despite the fact that these same patients were normal in dot pattern classification. Kolodny speculated that this inconsistency might be due to differences in the characteristics of the categories from the two tasks, such as the complexity of the relationship between the features within each category.
Finally, Rickard and Grafman (1998) found that amnesic patients showed normal discrimination learning of "elemental" rules where correct responding was based on a single stimulus feature, whereas these same patients were impaired in learning a "configural" rule that required the flexible integration of stimulus features. In the first phase of their study, participants were presented with pairs of stimuli (stimuli A and B) and were required to learn to choose A as the correct stimulus on each trial. In the second phase, participants were again presented with pairs of stimuli, but this time three stimuli (A, B, or C) could be presented. The correct stimulus for the pairs was A when stimuli A and B were presented as a pair, and B when B and C were presented as a pair. Stimuli A and C were never presented together in this phase. In phase three, however,Aand C were presented as pairs (along with the same pairs as in the second phase) and the correct response for that pair was stimulus C. The correct response for the other stimulus pairs was the same as in the second phase. Thus, in the third phase, participants had to construct a flexible relationship between the stimuli that could vary depending on which stimuli were presented together. The amnesic patients in the Rickard and Grafman study performed normally in the first two phases of the experiment. However, the patients were dramatically impaired in the third phase. Rickard and Grafman (1998) attributed this deficit to an impairment in configural learning (Sutherland & Rudy, 1989) , a process which requires the formation of existing elements into novel configurations. Furthermore, they offered their data as support for the notion that configural learning is mediated by the medial temporal lobe memory system. Although the task used by Rickard and Grafman is not a categorization task, the results of their study do suggest that the amnesic patients are impaired in learning complex rules.
Several general conclusions can be drawn from these data described above. First, when explicit memory processes can be used to improve categorization performance, normal individuals will show a "late-training" performance advantage (Knowlton et al., 1994) . To control for the possibility that explicit memory processes will be invoked, and to provide the best test of category learning in amnesia, categories that contain a large number of stimuli should be used. Second, amnesics might show a performance deficit when the category structures are complex (Kolodny, 1994) . Unfortunately, the notion of complexity is not well defined. The fact that amnesics showed deficits when classifying works of art is an interesting empirical finding, but the nature of the category structures in this work is unknown and thus it is unclear what caused the patients' deficient performance. Third, Rickard and Grafman's (1998) study suggests that amnesics can learn discriminations when the rule is defined by an elemental feature of the stimulus, but that they show deficits when the categories are defined by the integration of two stimulus elements. However, in this task, participants were presented with a small number of unique stimuli (six unique stimuli from three elements), making it possible for participants to explicitly recall the stimuli along with the associated response. This would clearly put amnesic patients at a disadvantage when performing this task. In fact, found that amnesic patients' impairment on the task used by Rickard and Grafman may be due to a deficit in declarative memory (see Discussion section for more details). Thus, it is unclear whether the amnesics in their study showed deficits because of the configural learning requirements, the small number of unique stimuli, or both.
The present study builds upon previous research on category learning in amnesia and addresses each of the caveats outlined above. First, to alleviate the possibility that explicit memory processes might be invoked to improve category learning performance, each category contained a large number of unique stimuli (100 unique stimuli, 50 per category). Second, the category structures were defined a priori (the details of this procedure are outlined in the Methods section), and as such, we were able to specify precisely the complexity of the category structures as defined by the relationship between the stimulus features. This increased our chances of identifying the origin of any performance deficit. Finally, the categories were chosen in such a way that the correct categorization rule (i.e., the rule that maximized long-run accuracy) was highly nonlinear and required the integration of two stimulus features. However, unlike the study by Rickard and Grafman (1998) , a large number of unique stimuli were used in this study. This allowed us to determine whether amnesic patients could learn a rule based on the configuration of stimulus elements when memorization of specific stimuli would provide little improvement in performance.
Perceptual Categorization Task
The present study utilized the perceptual categorization task (also called the general recognition randomization technique; Ashby & Gott, 1988) which has been used extensively to study categorization in college-age individuals, the normal elderly, and patients with Parkinson's disease (e.g., Ashby & Gott, 1988; Ashby & Maddox, 1990 Filoteo & Maddox, 1999; Maddox, 1995; Maddox et al., 1996 Maddox et al., , 1998 . In a typical perceptual categorization task, participants are presented with simple stimuli, such as a horizontal and vertical line (see Figure 1) , and are asked to categorize the stimuli into one of two categories. Prior to the experiment, two categories of two-dimensional stimuli are specified that are created by defining specific bivariate normal distributions of line length. Because the categories are normally distributed, a single experimenterdefined categorization rule (i.e., the rule that maximizes long-run accuracy) can be derived (e.g., Ashby, 1992a; Maddox & Ashby, 1993) . The form of the rule is determined by the relationship between the two category distributions and thus, depends on the relationship between the two stimulus attributes. In this study, we examined a complex categorization rule that was based on a highly nonlinear relationship between the two stimulus attributes. Because the stimuli are two-dimensional a unique point in a twodimensional space can represent each. Figure 2 depicts the distribution of stimuli used in this study in this twodimensional space, where the x-axis represents the length of the horizontal line and the y-axis represents the length of the vertical line. Plus signs in Figure 2 denote Category 1 stimuli and dots denote Category 2 stimuli. The solid curve in Figure 2 denotes the optimal categorization rule (or boundary). The stimulus dimensions are constructed in a way that a Category 1 response should be given whenever the stimulus comes from the region inside the optimal boundary and a Category 2 response should be given whenever the stimulus comes from the region outside this boundary.
Because the category structures are defined a priori, the experimenter has a great deal of control over potentially important aspects of the categories, such as the optimal accuracy rate and the shape of the optimal categorization rule (e.g., linear or nonlinear), to name a few. An additional advantage of the perceptual categorization task is that a number of quantitative models of category learning have been developed specifically for application to data collected in this task (Ashby, 1992a; Filoteo & Maddox, 1999; Maddox & Ashby, 1993; Maddox et al, 1996 Maddox et al, , 1998 . Categorization accuracy (i.e., percent correct) is the typical metric used in neuropsychological studies of category learning, and its use has several strengths. Because accuracy is measured on a ratio scale, powerful parametric statistics such as ANOVA and regression can be applied. In addition, these types of analyses allow one to determine whether the "average" member of one population is different from the "average" member of another population (e.g., amnesics vs. normal controls). Although a good starting point, there are at least two weaknesses with this approach. First, because accuracy analyses generally focus on averaged performance (e.g., ANOVA) important individual differences may be obscured. The model-based approach utilized in the present study, on the other hand, allows one to identify and quantify performance at the individual participant level (the details of this procedure are outlined below). Second, accuracy-based analyses do not allow the researcher to tease apart the separate effects of various cognitive processes on performance. For example, categorization accuracy is affected not only by the participant's ability to learn the experimenter-defined categorization rule, but also by their ability to accurately apply the learned rule on each trial. The first process we refer to as categorization rule learning. Difficulty learning the experimenter-defined categorization rule (denoted by the solid line in Figure 2 ) will lead to a reduced accuracy level. The second process we refer to as rule application variability. This has to do with the participant's ability to apply consistently from trial-to-trial whatever categorization rule they might have learned. Greater variability in rule application can also lead to reduced accuracy. Both processes, categorization rule learning and rule application variability, will affect accuracy measures, and thus at the level of accuracy these two processes are nonidentifiable. Our model-based approach alleviates this problem because the modeling approach allows one to separate categorization rule learning from rule application variability. The distinction we make between rule learning and rule application is similar to other approaches in cognitive psychology, such as the distinction between competence and performance (see for example Chomsky, 1965) .
Experiment
The present study examined amnesics' ability to learn the highly nonlinear categorization rule depicted in Figure 2 . Each participant completed six blocks of 100 trials. In each block of trials, each of 100 unique stimuli were presented once. Because a large number of unique stimuli were used, normal controls should be less likely to utilize explicit memory processes, or at least these processes should be less effective. The use of a task with a large number of unique stimuli provided a clearer test of amnesic patients' ability to learn rules that require the integration of stimulus features. Finally, the model-based approach allowed us to identify any potential within-group performance variations, and allowed us to separate the effects of categorization rule learning from the effects of rule application variability.
METHOD

Participants
The two patients examined in this study (patient J.W. and P.K.) both experienced events that resulted in an amnesic syndrome; however, the etiology and neuropathology associated with their memory impairment were different. Patient J.W. is a female who, at the age of 20 years, developed amnesia in 1995 over the course of a two-week period. Prior to her neurological condition, she was healthy with no history of serious medical problems. She was reported to be a bright student and maintained a 3.7 grade point average in high school. At the onset of her memory loss, she was employed at a large hotel and was attending a community college in order to become an occupational therapy assistant. The patient was admitted into the hospital in October 1995 because of severe memory loss, confusion, and headache. Magnetic resonance imaging (MRI) scans revealed bilateral temporal lobe damage, primarily in the hippocampus (see Figure 3 ). Her initial diagnosis was herpes encephalitis, but this diagnosis was never confirmed, and as such, the exact etiology of her memory problems is still unknown. Initial neuropsychological testing during her hospitalization revealed profound anterograde amnesia consistent with her hippocampal damage (see below for more details) and a temporally graded retrograde amnesia that affected her most recent memories prior to this event (e.g., she was able to recall the names of her elementary school teachers but not her most recent high school teachers). Patient J.W. partici- pated in our study in October 1997 at the age of 22 years. Reportedly, the patient had made very little gains in her memory loss since 1995 and was considered to be neurologically and neuropsychologically stable at the time of her participation in our study.
At the onset of his memory impairment in May 1996, patient P.K. was a 31-year-old male with a history of substance abuse. His amnesia appeared following a 24-h episode of intense drug and alcohol use. Subsequent to that event, P.K. experienced significant problems in recalling recently learned information, but did not show problems in any other aspects of cognition and he did not display any retrograde amnesia. MRI scans taken in November 1997 revealed white matter abnormalities deep in the right frontal lobe and the posterior limb of the right internal capsule (see Figure 4) . No other abnormalities were noted on his MRI. P.K. underwent several neuropsychological evaluations since the onset of his memory problems. Although he has experienced some recovery of his memory abilities, he continued to demonstrate difficulty in learning new information (see below). At the time of his neurological event, the patient was a thirdyear college student majoring in engineering. He had not used drugs or alcohol for approximately 3 years prior to the event noted above and had not experienced any other serious medical conditions. He reportedly had not abused any drugs or alcohol after this event. P.K. participated in our study in December 1997 at the age of 33 years.
The relevant neuropsychological test results for J.W. and P.K. obtained at the time of their participation in our study can be seen in Table 1 . J.W.'s neuropsychological test results suggested a very profound amnesia, with almost no retention of information after delay periods. This is especially evident when one examines her score on the Delayed Recall Index of the Wechsler Memory Scale-Revised (WMS-R; Wechsler, 1987; score , 50) , and her recall of information following the delays on both the California Verbal Learning Test (CVLT; Delis et al., 1987) and Rey Complex Figure Test (RCFT; Rey, 1941) . She also appeared to have a lower IQ than would be expected given her high school grade point average, suggesting that other brain regions, in addition to her hippocampus, were damaged. However, it is important to point out that the patient had a dramatic difference between her Full Scale IQ of 84 (as measured by the Wechsler Adult Intelligence Scale-Revised, 1981; WAIS-R) and her score on the Delayed Memory Index of the WMS-R, which was ,50. It is interesting to note that patient J.W. performed within the expected range on all of the indices of the Wisconsin Card Sorting Test (WCST; Berg, 1948) , a measure which has been traditionally used to examine categorization learning, novel problem solving, and set shifting abilities.
Patient P.K. also displayed profound deficits in memory functioning. Specifically, his score on the Delayed Memory Index of the WMS-R was ,50, and his scores on the long delay trials of the CVLT and RCFT were severely impaired. Unlike patient J.W., however, patient P.K.'s Full Scale IQ of 108 was within normal limits for his age, gender, and level of education. As with patient J.W., P.K. performed within normal limits on all indices from the WCST. Thus, it appeared that P.K. demonstrated profound memory impairments in the face of normal functioning in other cognitive domains. Although P.K. does not represent the "typical" amnesic patient because of the location of his lesion (i.e., frontal white matter and internal capsule), it has been documented that damage to the internal capsule can result in profound memory impairments (Kooistra & Heilman, 1988) . Therefore, we felt it was of interest to examine P.K.'s categorization ability given his dramatic impairment in memory functions. It should be pointed out, however, that unlike the results of patient J.W., P.K.'s results do not allow us to speculate on the role of the hippocampus in categorization learning given that this structure appeared intact in this patient.
The six normal controls (NC) who participated in this study were college students who were paid $5.000h for their participation. These participants were selected in order to match the age and education of patients J.W. and P.K. The (Wechsler, 1981) . Standardized scores based on Heaton et al. (1991) . b Wechsler Memory Scale-Revised (Wechsler, 1987) . c California Verbal Learning Test (Delis et al., 1987) . d Rey Complex Figure Test (Rey, 1941) . Standardized scores based on Meyers and Meyers (1995) . e Wisconsin Card Sorting Test (Heaton, 1980) . Standardized scores based on Heaton et al. (1991) .
mean age of the NC participants was 26.0 years (SD 5 8.49, range 20-43 years) and the mean number of years of education was 14.83 (SD 5 .98, range 14-16 years). The exclusion criteria for the NC participants included a history of neurological or psychiatric illness.
Stimuli and Stimulus Generation
The stimuli consisted of a horizontal and vertical line of varying lengths that were connected at the upper left (see Figure 1 ). Stimuli were black and presented on a white background using a Power Macintosh computer, and subtended approximately 9 deg of visual angle.
In the experiment, two categories were defined by specifying two bivariate normal distributions. The stimuli were generated prior to the experiment. Fifty stimuli were sampled randomly from each of the two categories with the constraint that the sample means, variances, and covariances were similar to the category distribution parameters (see Table 2 ). Six random orderings of the 100 stimuli were generated, and made up the six 100 trial blocks used in the study. Each random sample was composed of an ordered pair~x, y!. The x and the y values of the ordered pair were used to determine the lengths of the horizontal and vertical line segments, respectively. The parameters of the two category distributions are displayed in Table 2 . The optimal classifier (i.e., the hypothetical device that maximizes categorization accuracy; Green & Swets, 1967) would use the solid line decision bound in Figure 2 , and could obtain 95% accuracy.
Experimental Procedure
Six-hundred trials were presented and were broken down into six blocks of 100 trials. At the start of the experiment, the participants were told that they were involved in a study that examined their ability to categorize simple stimuli. Participants were told that a series of stimuli would be presented and that they would be asked to classify each as a member of either Category 1 or Category 2. They were also told that at the beginning of the experiment they may feel as though they were guessing, but as the experiment progressed, their accuracy would likely increase. Participants indicated their categorization responses by pressing one key for Category 1 stimuli and another key for Category 2 stimuli. At the start of each trial, a fixation point was displayed for 1 s and then the stimulus appeared. Following the participant's categorization response, the number of the correct category was presented on the screen for 1 s along with the word "wrong" if their response was incorrect or "right" if their response was correct. Once feedback was given, the next trial was initiated. Participants were provided with their cumulative accuracy scores after every 25 trials.
Modeling Procedure
The specifics of the modeling procedure are outlined in numerous articles (e.g., Ashby, 1992b; Ashby & Maddox, 1994; Filoteo & Maddox, 1999; Maddox & Ashby, 1993; Maddox et al., 1996 Maddox et al., , 1998 and in the Appendix. In this section, we provide only an overview of the approach, highlighting aspects of the modeling that are relevant to the current study. As stated earlier, the present study utilized the perceptual categorization task (Ashby & Gott, 1988; Ashby & Maddox, 1990 to investigate category learning. In this experiment, the participants were tested in their ability to learn a rule in which correct classification was based on a unique nonlinear (quadratic) relationship between the horizontal and vertical line lengths. This rule is depicted as the solid line in Figure 2 . To investigate each participant's categorization rule learning, and to quantify any deficiency in learning the correct categorization rule, we applied a model that assumed that the participant used a categorization rule of the same form as the experimenter-defined rule (i.e., a quadratic rule), but one that was suboptimal (i.e., different from the experimenter-defined rule depicted in Figure 2) . In other words, we adjusted the parameters of a general quadratic categorization rule (Ashby, 1992b; Maddox & Ashby, 1993) until the categorization rule best accounted for the participant's responses. * Once this model was applied, we examined the fit value of this model. A low fit value indi-* In two dimensions, our quadratic function takes the form ax 2 1 by 2 1 cxy 1 dx 1 ey 1 f, where a-f denote the coefficients of the quadratic function, and x and y denote the horizontal and vertical line lengths, respectively. In the experimenter-defined quadratic categorization rule, the coefficients, a-f, are fixed, and are determined from the category structures. In the general quadratic categorization rule, these coefficients were left as free parameters to be estimated from the data. When applying the models we used a maximum-likelihood fit criterion. Maximum-likelihood criteria have several important statistical properties (see Ashby, 1992b; Wickens, 1982) . In essence, the maximum-likelihood procedure attempts to maximize the "fit" of the model to the data. By "fit" we simply mean that this procedure attempts to generate predictions from the model that most closely match the observed data. Our data were simply the observer's categorization responses for each presented exemplar. Thus, for each exemplar the observed probability of responding "Category 1" was either 1 or 0. Assuming the correct categorization rule is applied, and for a fixed value of the rule application variance, the model generated a predicted probability of responding "Category 1" for each exemplar. Using the maximumlikelihood criterion, we simply adjusted the rule application variance parameter until the difference between the observed and predicted "Category 1" response probabilities was minimized. Filoteo, W.T. Maddox, and J.D. Davis cated that the model provided a good description of the participant's data. The resulting (best fitting) categorization decision rule was then compared with the optimal decision rule to determine whether the categorization rule adopted by the participant approximated the experimenter-defined rule. Trial-by-trial variability in the application of each participant's categorization rule (i.e., rule application variability) was measured by estimating a parameter in the model called the rule application variability parameter (Ashby, 1992a) . † To summarize, the modeling approach allowed us to examine each participant's ability to learn the experimenterdefined categorization rule by computing the fit value from the general quadratic categorization rule.Asmall fit along with a close correspondence between the optimal and estimated categorization rule implied good rule learning (i.e., the rule used by the participant approximated the experimenter-defined rule depicted in Figure 2 ). Simultaneously, we obtained an estimate of the trial-by-trial variability in each participant's categorization rule application. The smaller the magnitude of the rule application variability the less variable the participant's trial-by-trial application of the rule. Thus, a participant could learn the correct categorization rule, but could apply it in a variable manner from one trial to the next. The modeling approach allows us to estimate separately each of these processes.
RESULTS
Accuracy Rates
As a starting point, we examined early learning in the amnesic patients and controls. The individual accuracy rates (i.e., percent correct) of the two amnesic patients and the averaged accuracy rates of the six NC participants for the first 100 trials are presented by 10-trial blocks in Figure 5 . For the first block of ten trials, the amnesic patients and the controls performed below chance (50%). By the tenth block of ten trials, however, the accuracy levels improved dramatically, with J.W. performing at 90%, P.K. at 100%, and the NC participants at around 87% (see Figure 5 ). To determine whether the accuracy rates of the amnesic patients were comparable to those of the NC participants for the first 100 trials, we constructed a range (two standard deviations) around the mean of the NC participant's performance. The error bars depicted in Figure 5 represent this two standard deviation range. Across the ten 10-trial blocks, the accuracy rates of the amnesic patients were within two standard deviations of the NC participants' mean, except in block 6, where P.K.'s accuracy was superior to that of the controls (see Figure 5) . Thus, during the first 100 trials, the amnesic patients performed comparably to the NC participants. Figure 6 displays the individual accuracy rates of the amnesic patients and the average of the six NC participants for the entire 600 trials in 100-trial blocks. As displayed in the figure, by the end of the first 100 trials, patient J.W.'s accuracy was 73%, whereas P.K.'s was 80%. In contrast, the NC participants finished the first block of trials at around 68%. Both the amnesic patients and the NC participants showed improved performance over the six 100-trial blocks-J.W. finished the last block at 83%, P.K. at 85%, and the NC participants at around 85%. It does appear, however, that both amnesic patients and controls reached an asymptote in learning at around the 300th trial. Nevertheless, the amnesic patients performed similarly to the controls throughout the entire experiment. Further confirmation comes from the finding that the accuracy rates of the amnesic patients fell within two standard deviations of the NC participants' mean, except during the first block of 100 trials, where P.K.'s accuracy score was above this range. This finding suggests that patient P.K. performed better than did the average NC participant during the first 100 trials.
To further examine accuracy in these patients, the frequency of correct and incorrect responses for each of the amnesic patients was contrasted separately with the combined number of correct and incorrect responses from the NC participants using x 2 tests for each of the 100-trial †For those readers familiar with the model, this is the criterial noise parameter, s c . blocks. ‡ The only significant difference observed with these analyses was that P.K. was significantly more accurate than the NC participants in the first block of trials~x 2 5 5.56, p , .05). None of the other x 2 were significant (all other x 2 , 2.5). Thus, from an accuracy standpoint, the two amnesic patients did not differ from the NC participants in learning to categorize the stimuli.
Categorization Rule Learning
The fit values for the general quadratic categorization model for the two amnesic patients and the average values for the six NCs are displayed in Figure 7 . This data is displayed in 100-trial blocks.
§ From a qualitative standpoint, the fit values decreased fairly steadily over the first three blocks of trials for the NCs and then reached an asymptote. These results indicate that for the first 300 trials, the rule utilized by the controls approached the experimenter-defined rule and then leveled off for the remaining trials. This was also the case for patient J.W. and P.K. From a comparative standpoint, the fit values were very similar to those of the NC participants. As can be seen in Figure 7 , the only time the amnesics fell outside of the two standard deviation range of the controls was in block 4 for both J.W. and P.K., and in block 6 for J.W. The rest of the fit values for the amnesic patients were within the NC participants' two standard deviation range. An examination of the best-fitting quadratic decision rule for the amnesic and the normal controls suggested that both groups of participants used categorization decision rules that approached the experimenter-defined decision rule across blocks. Specifically, the percentage of responses accounted for by the best-fitting quadratic decision rule were high for the six blocks for J.W. (67.0%, 75.0%, 88.0%, 82.0%, 91.0%, and 84.0%, for the six blocks, respectively), P.K. (83.0%, 85.0%, 91.0%, 86.0%, 91.0%, and 90.0%, respectively), and the controls (averaged for the six controls: 72.0%, 86.8%, 92.8%, 93.3%, 91.2%, and 91.2%, respectively). Taken together, these results suggest that both J.W. and P.K. were able to learn the experimenter-defined categorization rule as well as the NC participants. ‡For example, on the first block of 100 trials, J.W. made 73 correct responses and 27 incorrect responses, whereas for the NC participants, the combined number of correct responses was 410 and the combined number of incorrect responses was 190. These data were then entered into a x 2 analysis to determine if the frequency of correct and incorrect responses differed between J.W. and the amnesics for that block of trials.
§ The quantitative models were not applied to 10-trial blocks because this low number of trials does not provide enough stability for this type of analysis. 
Rule Application Variability
The rule application variability estimates for the two amnesic patients and the averaged rule application variability estimates for the NC participants by 100-trial blocks are displayed in Figure 8 . For the NCs, there were large individual differences within the first two blocks of trials (as indicated by the large two standard deviation range), but as learning progressed, this within-group variability decreased. For the NC participants, rule application variability was large during the first block of trials and decreased during the later blocks of trials, indicating that the NC participants became more consistent in applying their categorization rule as the experiment progressed. The amnesic patients showed a similar pattern. Patient P.K.'s rule application variability estimates remained within the range of the NC participants across the six blocks of trials. Patient J.W. showed a similar pattern except that during blocks 3 and 4, J.W.'s rule application was more variable than that of the normal controls, but only slightly so. By blocks 5 and 6, however, J.W.'s values were entirely within the range of the normals. Taken together, these results suggest that variability in rule application was generally normal for the two patients, although J.W. was somewhat more variable than controls during middle-stage learning.
Categorization Rule Memory
To determine whether patients with amnesia were capable of retaining the categorization rule, we examined the performance of patient J.W. and one normal control 1 day after their participation in the study. The accuracy scores for a single 100-trial block in 10-trial blocks for patient J.W. and the control are displayed in Figure 9 . As suggested by the figure, both J.W. and the control were very accurate in the first ten trials in that both participants obtained 80% accuracy. This pattern of similar accuracy performance was also displayed throughout the 100 trials, with J.W. obtaining an overall 89% accuracy rate and the control an overall 92% accuracy rate. The results of the quantitative model-based analyses also demonstrated a similar pattern of performance between J.W. and the control. Specifically, J.W.'s fit value was 23.6 and her rule application variability estimate was 7.0, and the normal control's fit value was 21.1 and his rule application variability estimate was 3.5. More importantly, the best-fitting quadratic categorization rule for both J.W. and the normal control (1) were very similar, (2) were very close to the experimenter-defined categorization rule, and (3) accounted for a large percentage of their responses (93% for J.W. and 95% for the normal control). Thus, both J.W. and the normal control were able to retain the rule over the 24-h period.
Alternative Categorization Approaches
These data suggest that amnesic patients were normal in learning to categorize these stimuli. These data also suggest that a suboptimal nonlinear categorization rule provided an excellent account of the data. However, there is another possibility. Perhaps participants used a much simpler rule like the following: If the length of the two lines are approximately equal respond "1", otherwise respond "2". This is a reasonable strategy because all members of Category 1 have similar horizontal and vertical line lengths, whereas the members of Category 2 have more disparate line lengths. More formally, within the two-dimensional space depicted in Figure 2, this is a bilinear categorization rule in which the slope of each categorization rule is equal to one, and the intercepts have the same absolute value, but one intercept is positive and the other is negative. We will refer to this as the equal line length bilinear model (EBL). A rigorous comparison of the EBL with the suboptimal nonlinear categorization model would require that the two models make very different predictions. Unfortunately, these two models make very similar predictions so a rigorous comparison is not possible. In light of this fact, we take a slightly different approach to testing the EBL hypothesis. The strategy is as follows. First, we applied the EBL to each participant's data for the six blocks of trials (see Appendix for details). Second, we applied a general bilinear model (GBL) to each participant's data. Like the EBL, the GBL assumes that the two linear rules have the same slope, but unlike the EBL, the GBL leaves the slope as a free parameter to be estimated from the data. Thus, the GBL contains the EBL as a special case in which the slope of the GBL is set equal to one. We then tested the null hypothesis that the extra free parameter of the GBL did not provide a significant improvement in fit against the alternative hypothesis that it did provide a significant improvement in fit (Ashby, 1992b; Wickens, 1982) . The logic behind this approach is straightforward. If participants are using the EBL strategy, then the more general model should not provide a significant improvement in fit. If, on the other hand, they are not using this EBL strategy, then a more "general" bilinear model should provide a better account of the data. The results were clear. In 34 of 48 cases (i.e., six blocks of trials for eight participants), the GBL provided a significant improvement in fit~p , .01) suggesting that participants did not use the "equal length" rule.
A second possibility is that participants did not use the experimenter-defined rule depicted in Figure 2 when performing this task, but instead used an exemplar categorization approach. Exemplar models posit that categorization involves the comparison of a stimulus with all stored exemplars in memory and that the stimulus is categorized based on how similar it is to the exemplars within each particular category. Importantly, exemplar models assume that categorization and recognition memory are mediated by the same system (Nosofsky, 1992) . Such models have had great success in accounting for the categorization performance of normal individuals (Nosofsky, 1992) . Using a single-system, exemplar model, Nosofsky and Zaki (1998) attempted to account for the pattern of amnesic patients' results on the weather prediction task reported by Knowlton et al. (1994) . Nosofsky and Zaki argued that their model could simulate the pattern of amnesic patients' deficits if the memory sensitivity parameter was lowered. This parameter is said to represent an individual's ability to discriminate exemplars stored in memory, and therefore Nosofsky and Zaki assumed that this process was impaired in amnesic patients. By lowering the sensitivity parameter in their model, Nosofsky and Zaki were able to account not only for the difference between early-and latetraining performance in amnesia, but also between normal categorization and impaired recognition in these patients. In order for Nosofsky and Zaki's "memory sensitivity" hypothesis to account for the present data, one of two outcomes had to occur. First, if lower memory sensitivity leads to reduced performance in our task, then our amnesic patients should have shown a performance deficit at some point in learning. This was clearly not the case. Our amnesics showed no performance deficits at any point during the 600-trial session. The second possibility is that lower memory sensitivity has no effect on performance in our task. In other words, the predicted pattern of responding from the exemplar model as applied to our task would have to be unaffected by changes in the memory sensitivity parameter.
To test this hypothesis, we generated predictions for our amnesics' data from the same model used by Nosofsky and Zaki (1998;  Study 2) (see Appendix for details). We started by selecting parameter values that provided a reasonable account of the data from our two amnesic patients. We then lowered the memory sensitivity parameter and generated a new set of predictions. For both amnesics the lower sensitivity parameter led to a decrement in performance. Interestingly, the performance deficit was approximately constant across all six blocks of trials for both J.W. and P.K. (although to a lesser degree for P.K), a pattern that was not observed in either amnesic patient in the present study (i.e., our patients were normal). The predicted accuracy rates for the different memory sensitivity values and the accuracy rates observed in our patients can be seen in Figure 10 . These results suggest that a lowered sensitivity parameter could not account for the results of the present study.
DISCUSSION
This study examined amnesic patients' ability to learn a complex, nonlinear categorization rule that required the integration of stimulus components. Overall, the results indicated that the amnesic patients were able to learn the rule as well as controls. In terms of accuracy, both amnesic patients performed as well as (if not better than) the controls through-out all blocks of the experiment. In fact, patient P.K. was more accurate than the controls during the first 100-trial block (see Figure 6 ). The model-based analyses also indicated that, in general, the amnesic patients were as good as controls at learning the categorization rule and that amnesic patients showed similar magnitudes of rule application variability. That is, the fit values of the general quadratic model, the best-fitting quadratic categorization rule, and the rule application variability parameter did not differ substantially between the amnesic patients and the controls. There were some small differences between the amnesics and controls, but the overall results indicate strongly that the amnesic patients were normal in learning a complex, nonlinear categorization rule. We now discuss the implications of our results for previous research.
Category Learning and the Declarative Memory System
The results of our study are similar to previous studies that demonstrated normal category learning in patients with amnesia. For example, amnesic patients demonstrated normal learning on the weather prediction task (Knowlton et al., 1994) , dot pattern classification tasks Kolodny, 1994; Squire & Knowlton, 1995) , and artificial grammar classification tasks (Knowlton et al., 1992) .
Importantly, this normal category learning on the latter two tasks occurred in the face of impaired recognition memory for the specific stimuli used during training and0or early learning. Taken together, the results of these studies and the present study suggest that the brain structures damaged in amnesia are not required for category learning. Furthermore, the dissociation between normal category learning and impaired recognition memory in amnesia suggests that category learning does not require the recollection of the specific stimuli used during the task (however, see Nosofsky & Zaki, 1998 , 1999 for an alternative account). The fact that patients with amnesia are normal in category learning suggests that this process can operate independently from declarative (explicit) memory processes.
Late-Training Learning Impairment
In a previous category learning study, Knowlton et al. (1994) found that amnesic patients displayed a late-training learning impairment relative to controls, despite the fact that the two groups performed similarly on the first 50 trials of the experiment. Knowlton et al. speculated that the difference in late-trial learning was due to differences between amnesics and controls in declarative memory processes. This is a possibility given that the small number of stimuli (14) used in their study might have allowed the normal controls to store specific stimulus-cue combinations, leading to superior performance. The amnesic patients and controls in the present study observed 100 unique stimuli in each block of trials making it difficult for controls to memorize individual stimuli and less likely that they invoked declarative memory processes to perform the task. In the present study, no late-training deficit was observed in our amnesic patients-by the sixth block of trials, the accuracy of J.W., P.K., and the controls was 83%, 85%, and 85%, respectively. Our results suggest that when the number of specific exemplars is relatively large, there will not be any late-training differences between amnesics and controls. Although not conclusive, these results suggest the possibility that the late-training deficit observed by Knowlton et al. (1994) was due to the explicit memory deficit in their amnesic patients. Gluck et al. (1996) offered a slightly different account of the late-training deficits observed in amnesic patients based on their cortico-hippocampal model (Gluck & Myers, 1993) . Their model assumes that early learning on the probabilistic categorization task is mediated by preexisting representations, presumably in the cortex, and it is these representations that are responsible for performance. As learning progresses, however, the hippocampus develops new stimulus-stimulus representations that are added to the cortical representation. It is the addition of these new hippocampal driven stimulus-stimulus representations that lead to the late-training advantage for the controls in Knowlton et al. (1994) . At first glance, this account may appear at odds with the results of J.W. in the present study (i.e., this patient did not show late-training deficits). However, the current study used a large number of unique stimuli (100) that were rarely repeated, whereas the weather prediction task used a small number of stimuli (14) that were often repeated. With fewer stimulus repetitions, it is likely that stimulus-stimulus representations are not being formed and so the hippocampus is having little effect on performance in the present task. Thus, the current data are not at odds with the cortico-hippocampal model of Gluck et al. (1996) .
Finally, in a recent report Nosofsky and Zaki (1998) offered an alternative explanation for the late-training impairment observed in amnesics (Knowlton et al., 1994) . Nosofsky and Zaki argued that these data could be interpreted within the framework of a single memory system model if it is assumed that amnesics have poorer memory sensitivity than normals. In essence, the poor memory sensitivity of amnesics leads to roughly equivalent performance early in learning, but leads to superior performance for normals later in learning. The current data argue against the memory sensitivity hypothesis of Nosofsky and Zaki (1998) for two reasons: (1) the amnesic patients were normal on this categorization task suggesting that a deficit in memory sensitivity (at least as defined by the exemplar model) was not present in our patients; and (2) when we applied the exemplar model to our amnesic patients' data and then lowered the sensitivity parameter, we did not see the same pattern of results that was actually observed in our patients (see Figure 10) . These results suggest that changes in memory sensitivity could not account for the data in the present study.
Rule Complexity
The results of the present study indicate that amnesic patients can learn a complex, highly nonlinear categorization rule. The perceptual categorization task enabled us to specify precisely the nature of the complex rule. The rule we examined required participants to integrate the two dimensions of the stimulus using a nonlinear rule (i.e., the experimenter-defined rule depicted in Figure 2) . Although the present study does not directly address why amnesic patients were impaired in categorizing works of art in the study by Kolodny (1994) , it does underscore the importance of defining a priori the nature of the rule to be learned. With this in mind, future work should focus on examining amnesic patients' ability to learn other types of rules. Of great interest is whether amnesic patients can learn categorization rules that are simpler, such as linear rules, or rules that require selective attention to one stimulus dimension while ignoring the other.
Configural Learning
In a recent study, Rickard and Grafman (1998) found that amnesic patients could learn an elemental rule but were unable to learn a configural rule, implying that the hippocampus is responsible for complex rule learning. The normal performance of our amnesic patient with hippocampal damage (patient J.W.), however, suggests that the medial temporal lobe memory system may not be involved in learning complex rules, particularly those that require the integration of visual elements. Recall that participants in the present study had to base their categorization decision on the lengths of both the vertical and horizontal lines, and therefore, had to integrate (or conjoin) the stimulus elements. In fact, if a participant were to have based their categorization on only one stimulus dimension (e.g., the participant categorized the stimuli based only on the length of the vertical line), their accuracy could never exceed 63%-which was clearly not the case for the amnesic patients in the present study.
** These results suggest that the amnesic patients were able to integrate the two lines in order to categorize the stimuli.
It is possible, however, that configural learning was not required in the present study. In other words, it is possible that the stimulus elements are not processed as separate components but rather as a gestalt, and because the hippocampus is not involved in processing these type of preconfigured stimuli, it may not be surprising that patient J.W. was normal in the present study. Although this is a possible explanation, we feel that this is not the case, at least for the stimuli used in the present study. Past studies (Ashby & Gott, 1988; Maddox & Ashby, 1993) , for example, have demonstrated that normal controls can learn to categorize these stimuli just as efficiently when the categorization rule is based on a single stimulus component (e.g., the vertical line) as compared to when the rule is based on an integration of the two lines (such as those linear rules that would have a negative slope in the two-dimensional space depicted in Figure 2) . If the stimuli were preconfigured, it should be more difficult for participants to learn a rule based on a single stimulus component and not the integration of the two components, which is not entirely the case. Normal participants are capable of learning to categorize the stimuli used in the present study even when they base their decision on only one of the stimulus components.
The major difference between the two studies, and perhaps the reason for the somewhat discrepant findings, is that the task we used had a larger number of unique stimuli than in the transverse-patterning task used by Rickard and Grafman (1998) . As such, participants were less likely to remember explicitly the individual exemplars in the present study than in the transverse-patterning task. A recent study by supports this possibility. In this study, amnesic patients were found to be impaired on both a transverse-patterning problem that required configural learning and an elemental learning task that was matched to the transverse-patterning task for the number of rules that participants had to learn (three in both cases). These results suggest that it is not whether the learning task required configural or elemental learning, but how much information the ** This percent was derived by identifying the point on either the x or the y dimensions that separated the largest number of Category 1 and Category 2 stimuli. participants had to learn. Therefore, it may not be that amnesic patients are impaired in configural learning per se (an argument that is supported by the findings in the present study by J.W.'s normal performance on this task), but will demonstrate a deficit on any task where the number of stimuli permits the utilization of declarative memory processes.
Categorization Rule Memory
The finding that patient J.W. was able to retain the categorization rule after a 24-h delay period has important implications. Some researchers have argued that amnesic patients learn categorization rules using working or short-term memory processes (Nosofsky & Zaki, 1999; Palmeri & Flanery, 1999) . For example, it has been suggested that amnesic patients are able to take advantage of the repeating stimuli during some categorization tasks and this information is then used to categorize (Nosofsky & Zaki, 1999) . The results of J.W. from the second day of testing argue strongly against this possibility. On the second day of testing, J.W. performed at 80% accuracy during the first ten trials indicating that she had retained the categorization rule over the delay. In fact, J.W. was more accurate during the first 100 trials of the second day of testing (89%) than she was during any other 100-trial block during the first day (maximum accuracy 85%). Overall, these findings indicate that the categorization rule was retained over the 1-day delay period and refute the possibility that working or short-term memory processes mediated category learning in our amnesic patients. It appears that both category learning and memory can occur independently of those brain structures involved in declarative memory.
Possible Neural Structures Involved in Category Learning
The results of patient J.W. in the present study and hippocampal lesioned patients in past studies (Knowlton et al., 1992 (Knowlton et al., , 1994 Kolodny, 1994; Squire & Knowlton, 1995) suggest that the hippocampus is not involved in category learning. The question that remains is what brain regions are involved in category learning? Recent evidence suggests that the striatum may play an important role in category learning. Specifically, Knowlton and colleagues found that patients with Parkinson's disease (PD) or Huntington's disease (HD) are impaired on the weather prediction task (Knowlton et al., 1996a, b) . The fact that PD and HD result in dysfunction of the striatum suggests that this brain region may be involved in category learning. This has also been demonstrated in a recent neuroimaging study with normal controls in which the striatum was significantly activated on the weather prediction task (Poldrack et al., 1999) . It should be pointed out, however, that PD and HD patients are normal on both the grammar classification task and the dot pattern classification task (Knowlton et al., 1996a; Reber & Squire, 1999) , suggesting that the striatum may not be involved in all aspects of category learning. Although it is difficult to draw conclusions based on the presence of a single dissociation (i.e., that striatal patients are impaired on some categorization tasks and not others), it may be that different brain regions are involved in different categorization tasks (see Knowlton, 1999; Reber & Squire, 1999 ). This will be an important area of future research.
The possibility of the striatum being involved in categorization learning is also consistent with a recent theory put forward by Ashby and colleagues . This theory, called COmpetition between Verbal and Implicit Systems (COVIS), argues that there are at least two different category learning systems; one that is based on explicit, conscious extraction of a rule and is mediated by the anterior cingulate, prefrontal cortices, and the head of the caudate nucleus, and a second system that is based on implicit, incremental, reinforcement-based learning and is mediated by the tail of the caudate nucleus. The results of the present study are consistent with COVIS because COVIS argues against a primary role of the hippocampus in category learning and therefore amnesic patients should not be impaired in the perceptual categorization task. This theory is also supported by the finding that striatal damaged patients (PD or HD patients) are impaired on the weather prediction task (Knowlton et al., 1996a, b) . However, the finding that PD and HD patients are not impaired in other categorization tasks (e.g., dot pattern classification; Knowlton et al., 1996a; Reber & Squire, 1999 ) is somewhat problematic for COVIS, although it may be due to the fact that these other tasks do not require response-based, trial-by-trial learning (see Reber & Squire, 1999) . Nevertheless, other researchers have argued for a role of the striatum in rule learning. For example, Wise et al. (1996) argued recently for different roles of these structures in response learning, where the frontal lobes are more involved when new rules must be learned and the striatum plays a larger role in potentiating older rules.
SUMMARY
To summarize, the results from this study suggest that amnesic patients are as accurate as normal participants at learning a nonlinear categorization rule. In addition, the modelbased analyses suggest that the amnesic patients were as good as normal controls at learning the experimenterdefined categorization rule, and showed trial-by-trial variability in categorization rule application of a similar magnitude. These results provide support for a multiplesystems approach to category learning and memory.
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This research was supported in part by NIH Grants R03 MH55499 (to J.V.F. and W.T.M.) and R01 MH59196 (to W.T.M.). Special thanks go to Greg Ashby for many helpful and stimulating discussions, David Salmon and Mark Gluck for insightful comments on an earlier version of this manuscript, and J. Richard Baringer and Perla Thulin for referring the two amnesic patients to our study.ceptual and cognitive processing that are not present in the optimal classifier. In particular, there is (1) random error in perceptual processing, such that repeated presentations of the same stimulus do not yield the same perceptual effect on each trial; and (2) random error in the memory for the decision rule, such that the participant's decision rule is not applied perfectly on each trial. Error in perceptual processing is termed perceptual noise, and error in the memory for the decision rule is termed criterial noise. [Throughout the manuscript we referred to criterial noise as rule application variability.] The decision-bound models that we applied to the data incorporate both perceptual and criterial noise.
Suboptimal quadratic (nonlinear) categorization rule
The version of the model that we used to assess categorization rule learning assumed that the participant used a categorization rule of the same form as the optimal (experimenter-defined) categorization rule, but one that was suboptimal. Specifically, the model assumed that each participant used a quadratic categorization rule of the form:
where h denotes the horizontal line length, l denotes the vertical line length, and a-f are the coefficients of the quadratic rule. Without loss of generality one of the coefficients can be set to a constant, thus only five of the six coefficients were left as free parameters to be estimated from the data. Perceptual noise was modeled by assuming that each stimulus gave rise to a bivariate normal distribution of perceptual effects (Ashby, 1992a) . A bivariate normal distribution is represented by five parameters: a mean along each dimension, a variance along each dimension, and a covariance between the two dimensions. For simplicity the mean perceptual effects were set equal to the true physical lengths, the two variances were assumed to be equal across dimensions and stimuli, and the covariance was assumed to be zero across stimuli. Thus, perceptual noise was modeled using a single parameter (Ashby, 1992a) . The criterial noise (rule application variability) was assumed to be univariate normally distributed with a mean of zero and a variance that was estimated from the data. Thus, the general quadratic model required that seven parameters be estimated from the data from each 100-trial block.
Bilinear categorization rule
Two bilinear categorization rule models were tested. Each assumed that two linear categorization rules were constructed and that each linear rule had the same slope. Thus, the bilinear categorization rules partitioned the stimulus space into three response regions. The central region between the linear rules was assigned to Category "1", and the two outer regions were assigned to Category "2". The equal line length bilinear categorization rule (EBL) has the following form:
If h 2 l 1 b . 0 and h 2 l 2 b , 0 then respond "1"; otherwise respond "2", where h and l denote the horizontal and vertical line lengths, and b is the intercept that is freely estimated from the data. Perceptual and criterial noise are represented in the manner described above, however when the categorization rule is linear, only the sum of perceptual and criterial noise can be estimated (Ashby, 1992a) . Thus the EBL contains two free parameters. A general bilinear model (GBL) was also applied to the data from each participant. The GBL has the following form:
If ah 2 l 1 b 1 . 0 and ah 2 l 2 b 2 , 0 then respond "1";
otherwise respond "2", where a denotes the slope of the each linear rule, and b 1 and b 2 denote the intercepts. With the sum of perceptual and criterial noise included, the GBL contains four free parameters.
Model fitting and testing
When testing the validity of a model with respect to a particular data set, one must determine (1) how the unknown parameters will be estimated, and (2) how well the model describes ("fits") the data. In addition, since the EBL is a special case of the GBL, and a more general model, by definition, will provide a better absolute account of the data, it would be advantageous to have some method for determining whether the improvement in fit for the general model is statistically significant. The method of maximum likelihood provides a powerful tool for dealing with each of these issues (Ashby, 1992b; Wickens, 1982) . Consider an experiment with Categories A and B and a set of n stimuli S 1 , S 2 , . . . , S n . For each stimulus, a particular model predicts the probabilities that the participant will respond A and B, which we denote by P~A6Si ! and P~B6Si !, respectively. The results of an experimental session are a set of n responses, r 1 , r 2 , . . . , r n , where we arbitrarily set r i 5 1 if a "Category A" response was made to Stimulus i and r i 5 0 if a "Category B" response was made. According to the model, and assuming the responses are independent, the likelihood of observing this set of n responses is L~r 1 , r 2 , . . . , r n ! 5 ) P~A6S i ! i r P~B6S i ! ĩ 12r! .
The maximum-likelihood estimators are those values of the unknown parameters that maximize L~r 1 , r 2 , . . . , r n ! [denoted L~r! for short]. Thus, the goal of maximum likelihood is to adjust the parameters of the model until L~r! is maximized. We estimated the parameters by minimizing 2L~r!. Maximum-likelihood estimates also provide a rigorous method for testing whether a general model provides a more accurate description of a set of data than a restricted model. Consider the EBL and GBL. The GBL is a more general model because the slope is estimated from the data (i.e., it is not fixed a priori at 1), and two intercepts, as opposed to one, are estimated from the data. Although the GBL is guaranteed to have the smaller 2L~r!, a Likelihood Ratio Test can be used to determine whether the improvement in fit for the GBL is statistically significant.
Suppose we want to determine whether the GBL provides a significant improvement in fit over the EBL. A Likelihood Ratio Test would proceed as follows. First, one estimates the parameters from both the GBL and the EBL using maximum-likelihood techniques. Second, one forms the ratio of the estimated likelihood values for each model. Specifically, one computes the ratio l 5 L 1 /L 2 , where L 1 is the likelihood value for the EBL and L 2 is the likelihood value for the GBL. Notice that when the more general model provides no improvement in fit over the less general model, l 5 1. When the general model provides an improvement in fit, l , 1. Third, compute x 2 5 22 ln~l! 5 22~ln L 1 2 ln L 2 ! 5 2~ln L 2 2 ln L 1 !. Assuming the null hypothesis that the EBL is correct, x 2 has an asymptotic chi-square distribution with degrees of freedom equal to the difference in the number of free parameters. In our example, the GBL has two additional free parameters, so the degrees of freedom 5 2. Finally, the observed value of x 2 can be compared with the appropriate critical value. If the observed value exceeds the critical value, then one concludes that the additional parameters of the GBL provided a significant improvement in fit (see Wickens, 1982 , for an excellent overview of parameter estimation and hypothesis testing using the method of maximum likelihood).
Exemplar Model
Exemplar models generally assume that each stimulus presentation leads to the formation of a fixed memory trace along with the appropriate category label. When asked to categorize a target item, exemplar models assume that the similarity of the target item to each item in memory is computed. The summed similarity to each category is computed, and the ratio of these summed similarities is use to generate a predicted response probability. Nosofsky and Zaki (1998) used a version of exemplar theory in an attempt to mimic the trends in the data from Knowlton et al. (1994) . Predicted response probabilities were generated using the following equation:
where B is a background noise parameter, g is the response scaling parameter, and h ij is the similarity between stimuli i and j. In the Nosofsky and Zaki (1998) application, the stimuli were binary valued. In the current application, the stimuli are continuous valued so the similarity between stimuli i and j was computed as follows:
where c is the memory sensitivity parameter and d ij is the distance between stimuli i and j. The interstimulus distance was computed as follows: . Thus, the model has four free parameters: the memory sensitivity parameter, c, the attention weight parameter, w, the background noise parameter, B, and the response scaling parameter, g. Following Nosofsky and Zaki (1998) , the exemplar model was applied simultaneously to the full 600-trial session. The parameter values used to generate the "lower memory sensitivity" predictions for J.W. are c 5 .10, w 5 .60, B 5 .25, and g 5 1.0 . The same values for patient P.K. are c 5 .30, w 5 .60, B 5 .003, and g 5 .50.
