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LEGENDRE’S THEOREM, HASSE INVARIANT AND JACOBI SYMBOL
JINGBO LIU
Abstract. Legendre’s theorem gives necessary and sufficient conditions on when the Diophantine
equations ax2+ by2 + cz2 = 0 have nonzero solutions. In this paper, we will describe another proof
of it using the Hasse invariant and Jacobi symbol from the theory of quadratic forms.
1. Introduction
Let f(x, y, z) = ax2 + by2+ cz2 be a ternary quadratic form having nonzero integral coefficients.
An interesting question is to determine when the Diophantine equation f(x, y, z) = 0 has a nonzero
solution. It’s natural to assume a, b and c squarefree; we will further assume that they are pairwise
relatively prime, since if, for instance, a and b have a common divisor p, then ax2 + by2 + cz2 = 0
has a nonzero solution if and only if (a/p)x2 + (b/p)y2 + cpz2 = 0 has one.
For this question, Legendre proved a renowned result in 1785 as follows.
Theorem 1.1. Let a, b, c be nonzero, squarefree, rational integers such that (a, b) = (b, c) = (c, a) =
1. Then, the Diophantine equation
ax2 + by2 + cz2 = 0 (1.1)
has nonzero solutions if and only if the following conditions hold.
(A) Not all of a, b and c have the same sign;
(B) −bc, −ca and −ab are quadratic residues modulo a, b and c, respectively.
This result has piqued the interest of many distinguished mathematicians for centuries, including
Gauss, who either reproved it using new techniques, or found algorithms of having all solutions for
certain cases. There is a large literature on this issue, while some details can for example be found
in the nice monographs [1, Pages 89-92], [5, Pages 294-298], [6, Chapter 5] and [15, Chapter IV and
Appendix I] etc., as well as in those papers [2], [3], [4], [7], [8], [9], [10], [11, 12], [14], [16] and the
references therein.
In this paper, we will describe another proof of this classical result using methods from quadratic
forms. In fact, showing that conditions (A)-(B) are necessary is trivial, yet it’s nontrivial to prove
the sufficiency of these conditions; as of our approach, we first exploit Hasse invariant to determine
the cases where (1.1) has only the zero solution, and then we apply Jacobi symbol to exclude those
cases. It’s noteworthy that the result discussed in this paper is accessible to undergraduate students
endowed with moderate knowledge of number theory.
2. Hasse invariant
Given a ternary quadratic form f(x, y, z) = ax2 + by2 + cz2, the Hasse-Minkowski principle
implies the Diophantine equation f(x, y, z) = 0 has a nonzero solution in Q3 if and only if it has a
nonzero solution in Q3p for all the primes p and in R
3 simultaneously. Here, Qp is the completion
of Q with respect to the p-adic valuation. Thus, it’s adequate to show that, under the conditions
(A)-(B) of Theorem 1.1, f(x, y, z) = 0 has nonzero solutions locally everywhere .
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In this section, we shall employ an important method, namely the Hasse invariant, to determine
if f(x, y, z) = 0 has a nonzero solution in Qp. Let m,n be two nonzero integers. For each prime p,
the Hilbert symbol (m,n)p is defined to be (m,n)p = 1 if mx
2 + ny2 = 1 has a solution in Qp, and
(m,n)p = −1 otherwise. Accordingly, we define the Hasse invariant for f as
Sp(f) := (a,−1)p(b,−1)p(c,−1)p(a, b)p(b, c)p(c, a)p. (2.1)
It is well-known that f(x, y, z) = 0 has a nonzero solution in Qp if and only if Sp(f) = (−1,−1)p.
The following properties enable us to calculate the values of the Hilbert symbols that are listed
without proofs. Interested reader can consult the classic monograph [13, §63B and §73] for details.
Lemma 2.1. Let k,m, n ∈ Z×. Then, one has
(1-a) (m,n)p = (n,m)p and (m,n
2)p = 1,
(1-b) (m,m)p = (m,−1)p,
(1-c) (k,mn)p = (k,m)p(k, n)p.
Lemma 2.2. Let p ≥ 3 be a prime, and let m,n be integers with (m, p) = (n, p) = 1. Then,
(2-a) (m,n)p = 1,
(2-b) (m, p)p =
(m
p
)
.
Here,
(
m
p
)
denotes the Legendre symbol, which is defined to be
(
m
p
)
= 1 if m is a quadratic residue
modulo p, and
(
m
p
)
= −1 otherwise; note
(
m
p
)
= 0 if p|m.
Lemma 2.3. Let m,n be odd integers. Then, for p = 2, one has
(3-a) (m, 2)2 = (−1)
(m2−1)
8 =


−1, if m ≡ 3, 5(mod8)
1, if m ≡ 1, 7(mod8)
,
(3-b) (m,n)2 = (−1)
(m−1)
2
(n−1)
2 =


−1, if m ≡ n ≡ 3(mod4)
1, otherwise
.
3. Jacobi symbol
Let n be a positive odd integer with its prime factorization n = pα1
1
pα2
2
· · · pαk
k
. For each integer
a, the Jacobi symbol
(a
n
)
is defined to be the product of the Legendre symbols
(a
n
)
:=
( a
p1
)α1( a
p2
)α2
· · ·
( a
pk
)αk
. (3.1)
We list some elementary and well-known properties of the Jacobi symbol below.
Lemma 3.1. Let a, b be integers, and let m,n be positive odd integers with (m,n) = 1. Then,
(4-a)
(a
n
)
= ±1 if (a, n) = 1, and
(a
n
)
= 0 otherwise,
(4-b) a ≡ b(modn) leads to
(a
n
)
=
( b
n
)
,
(4-c)
(ab
n
)
=
(a
n
)( b
n
)
and
( a
mn
)
=
( a
m
)(a
n
)
,
(4-d)
(−1
n
)
= (−1)
(n−1)
2 and
( 2
n
)
= (−1)
(n2−1)
8 ,
(4-e)
(m
n
)( n
m
)
= (−1)
(m−1)
2
(n−1)
2 .
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4. Proof of Theorem 1.1
Assume f(x, y, z) = ax2 + by2 + cz2, whose coefficients a, b, c satisfy the conditions (A)-(B) in
Theorem 1.1. We shall first determine the cases where f(x, y, z) = 0 has a nonzero solution in Q3.
By the Hasse-Minkowski principle, it suffices to check if this equation has a nonzero solution in Q3p
and in R3. Obviously, condition (A) guarantees it have a nonzero solution in R3. Moreover, if p is
odd and doesn’t divide abc, then it’s easy to see Sp(f) = 1 = (−1,−1)p, which further implies this
equation has a nonzero solution in Qp. Therefore, we only need to check the case where p = 2 and
the cases where p divides exactly one of a, b, c (for they are pairwise relatively prime).
Lemma 4.1. When a, b, c are all odd, the Diophantine equation f(x, y, z) = 0 admits of a nonzero
solution in Q3 except that a ≡ b ≡ c ≡ 1(mod4) or a ≡ b ≡ c ≡ 3(mod4).
Proof. When p is odd and divides exactly one of a, b, c, we without loss of generality assume that
p divides c. Then, one has
Sp(f) = (c,−ab)p = (p,−ab)p(c/p,−ab)p = 1 = (−1,−1)p,
where (p,−ab)p = 1 since −ab ≡ d
2(modp) via condition (B) of Theorem 1.1, and (c/p,−ab)p = 1
since both c/p and −ab are not divisible by p (for a, b, c are squarefree).
When p = 2, unfortunately f(x, y, z) = 0 sometimes has no nonzero solution, which happens if
S2(f) = 1 6= (−1,−1)2 provided a ≡ b ≡ c ≡ 1(mod4) or a ≡ b ≡ c ≡ 3(mod4). 
Next, consider the case where exactly one of a, b, c is even; without loss of generality, suppose c
is even.
Lemma 4.2. When c = 2c′ is even, the Diophantine equation f(x, y, z) = 0 has a nonzero solution
in Q3 except for the cases as follows.
(5-a) c′ ≡ 1(mod4) and (a, b) ≡ (1, 1), (1, 3), (3, 1), (3, 7), (5, 5), (5, 7), (7, 3), (7, 5)(mod8);
(5-b) c′ ≡ 3(mod4) and (a, b) ≡ (1, 3), (1, 5), (3, 1), (3, 3), (5, 1), (5, 7), (7, 5), (7, 7)(mod8).
Proof. When p is odd and divides exactly one of a, b, c, the proof is similar to that of Lemma 4.1.
Now, assume p = 2. We can check case by case, and see that
S2(f) = (a,−1)2(b,−1)2(c
′,−1)2(a, b)2(c
′, ab)2(2, ab)2 = 1 6= (−1,−1)2
only when the situations as described in (5-a)-(5-b) appears. 
Finally, we prove Theorem 1.1 using the Jacobi symbol to eliminate the cases listed in Lemmas
4.1-4.2.
Proof. The proof of necessity is trivial. Actually, recall a, b, c are nonzero, squarefree and pairwise
relatively prime. First of all, a, b, c should have different signs, as otherwise either f > 0 or f < 0
follows for all nonzero triples in Q3. Next, we assume that the Diophantine equation f(x, y, z) = 0
has a nonzero solution (x0, y0, z0) ∈ Q
3, and select x0, y0, z0 appropriately so that they are pairwise
relatively prime. We claim that c is relatively prime with x0. Suppose on the contrary that c and
x0 have a common prime divisor p. Then, p divides y0 which leads to a contradiction. The equality
ax2
0
+ by2
0
+ cz2
0
= 0 thus says −ab ≡ (by0x
−1
0
)2(modc), with x−1
0
being the inverse of x0 modulo c.
Similarly, one sees −bc and −ac are quadratic residues modulo a and b, respectively.
On the other hand, in the proof of sufficiency, we shall only consider the case where a < 0, b < 0
and c > 0, since the proof of other cases are similar; however, note that slightly different congruence
relations will be derived when a, b, c have different signs.
When a, b, c are all odd, by condition (B) of Theorem 1.1, there are integers e, d, f such that
−ab ≡ d2(modc), −bc ≡ e2(mod − a), −ac ≡ f2(mod − b).
3
These congruence relations imply that
(−1
c
)(−a
c
)(−b
c
)
=
(d2
c
)
= 1,
(−b
−a
)( c
−a
)
=
( e2
−a
)
= 1,
(−a
−b
)( c
−b
)
=
( f2
−b
)
= 1.
Multiplying both sides of these three equations, it follows that
(−1
c
)(−a
−b
)(−b
−a
)(−a
c
)( c
−a
)(−b
c
)( c
−b
)
= 1,
which leads to a contradiction if a ≡ b ≡ c ≡ 1(mod4) or a ≡ b ≡ c ≡ 3(mod4).
When one of a, b, c is even, just as in Lemma 4.2, we assume c = 2c′ is even. By condition (B)
of Theorem 1.1, there are integers e, d, f such that
−ab ≡ d2(modc′), −b2c′ ≡ e2(mod − a), −a2c′ ≡ f2(mod − b).
These congruence relations imply that
(−1
c′
)(−a
c′
)(−b
c′
)
= 1,
(−b
−a
)( 2
−a
)( c′
−a
)
= 1,
(−a
−b
)( 2
−b
)( c′
−b
)
= 1.
Multiplying both sides of these three equations, it follows that
(−1
c′
)( 2
ab
)(−a
−b
)(−b
−a
)(−a
c′
)( c′
−a
)(−b
c′
)( c′
−b
)
= 1,
which yields a contradiction if a, b, c satisfy the congruence conditions given in Lemma 4.2. 
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