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Abstract
This thesis utilises computational simulations to investigate the relationship between
morphological structure of the active layer within organic photovoltaic devices, and
its impact on the device performance. Specifically, the effects of hot charge transfer
states, the mixed molecular phase and fullerene aggregation on organic photovoltaic
performance, and polymer crystallinity on carrier mobility, are explored using kinetic
Monte Carlo simulations. These investigations agree with experimental results and
shed new light on the processes of recombination, ultrafast charge separation and
the utility of the amorphous phase within the context of tie-chains.
A more accurate charge separation kinetic model is proposed in order to correctly
describe the biexponential carrier recombination determined from Monte Carlo in-
vestigations. The model incorporates a ‘quasi-free’ state where charges are still
Coulombically bound but sufficiently separated to prevent recombination. This is
conceptually similar to the cooled remains of hot charge transfer states, the effects
of which are investigated on device operation and shown to provide a benefit that is
iv
strongly dependent on the aggregation of the fullerene phase, the limitation of the
molecularly mixed phase and the relative charge carrier mobilities. Crystallisation
within the polymer medium is then comprehensively explored using a combination
of molecular dynamics and Monte Carlo simulations, along with quantum chemi-
cal calculations to help elucidate the observed annealing temperature and molecular
weight dependencies of the carrier mobility for a poly(3-hexylthiophene-2,5-diyl) test
system. The annealing temperature trend can be explained by increased crystallite
size and order, but the molecular weight dependence is not satisfactorily explained
by the crystalline regions. Instead, mobility is shown to be limited by the availabil-
ity of tie-chains in the amorphous phase of the morphology, linking together crystals
and providing regions of high mobility through the amorphous material.
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Chapter 1
Introduction
1.1 Motivation
As concerns for the environment and worries about global warming grow across the
world, there is a stronger emphasis on looking at renewable energy sources to help
replace non-renewable energy generation. Currently, the majority of the UK’s total
energy production comes from non-renewable, imported sources [1,2], with renewable
energy accounting for around 25% of the total electricity generation in Q2 2015 [3].
Solar power generation is becoming increasingly popular, as misconceptions about
solar cells functioning poorly in temperate climates, on non-south-facing rooftops or
during high levels of cloud cover are alleviated. The adoption rate of solar power is
set to increase as new solar farms are completed around the country, with govern-
ment projections predicting 22 000 MW of installed photovoltaic capacity in Britain
by 2020 [4]. This seems attainable, as solar power has proved successful elsewhere in
Europe; for instance, nearly 7% of Germany’s total power generation comes from
solar sources [5]. However, generating electricity from the sun is not without its
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challenges. Conventional silicon-based photovoltaics cost around £220 m=2 to man-
ufacture, using processes that have been developed for almost 50 years [6]. This is
often regarded as prohibitively expensive and so researchers are exploring alterna-
tives using cheaper materials.
Recent decades have seen the emergence of a variety of new solar technolo-
gies [7–11], not least of which is the idea of using organic compounds (i.e. carbon-
containing materials) in the manufacture of solar cells, ranging from small molecules
to polymers and fullerene derivatives [12,13]. Organic photovoltaic devices (OPVs)
like these have become promising alternatives to their inorganic counterparts. They
exhibit many advantages over conventional solar cells, such as the capability to
modify the composition of the molecules to tune their absorption to better match
the solar spectrum [14] and a wealth of compatible, low-cost, scalable manufacturing
processes [15,16]. In fact, the synthesis of the carbon-containing molecules in OPVs
costs around £95 m=2 using processes less than two decades old [17]. It is likely then
that, in the near future, these processes will become further optimised and the cost
of OPVs will drop even more.
The invention of the solution-processed bulk heterojunction (BHJ) solar cell in
1995 [13,18] heralded a jump in performance compared to earlier devices as new com-
ponent materials and deposition processes became viable [15,16]. Today, some OPVs
have reached laboratory power-conversion efficiencies as high as 12% for single-
junction cells [19]. Unfortunately, this falls far short of the near 40% laboratory effi-
ciencies and 20% commercially-available efficiencies of various inorganic devices [6]. It
is estimated, after factoring in the drastically reduced manufacturing costs of OPVs,
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that an energy conversion efficiency of 15% is required in order to make organic de-
vices more commercially viable than conventional, silicon-based solar cells [20,21]. The
focus of the research community has therefore been the optimisation of the power
conversion efficiency.
Morphology, which is a description of the physical arrangement of the constituent
molecules within the active layer responsible for charge conduction, plays a key
role in the operation of all organic electronic devices (OEDs). It can be strongly
influenced by the material selection, solvent and thermal annealing processes, as well
as the mixing of the component phases [22–24]. There has been much research on the
effects that device processing has on the morphology, however the direct relationship
between the morphology and the resultant device performance, especially in terms
of the charge carrier mobility, is more complex and it can be time consuming and
expensive to explore. An alternative method is to utilise computer simulations,
which can permit the control of device characteristics in order to determine which
most strongly affect the device efficiency.
Such simulations must be capable of treating all of the important physical pro-
cesses that occur in OPVs, such as photoinjection, transport and recombination.
This can be achieved through ab initio calculations, or through calibration to ex-
perimental results. In particular, the results of spectroscopy or microscopy investi-
gations are important as they are often able to highlight the population of excited
states within the device in the case of photoluminescence (PL) studies [25–27], or de-
termine molecular structure such as crystalline lattice packing using x-ray diffraction
(XRD) [28,29] or microscopy [30]. In general, simulation code is often developed over
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a period of many years, in order to obtain the most accurate results. The eventual
aim is to construct a virtual photovoltaic device, where enough parameters can be
tested that a set of optimised design rules can be created for manufacturers.
1.2 Outline
In this thesis, a variety of computational methods are employed in order to clarify
the relationship between morphology of organic thin films, and the overall device
performance. In chapter 2, the constituent materials and operation of typical OEDs
are discussed, with particular focus on the characterisation of OPVs. Then, in
chapter 3, an overview of some of the available simulation methods exploring OPV
behaviour is given, including a description of the Monte Carlo (MC) code used in
the bulk of the investigations that were performed in chapters 4-6. In chapter 4, an
investigation of the recombination dynamics of geminate charge pairs within OPVs
is reported. Some commonly used theories are found to not satisfactorily describe
the observed behaviour from the MC simulations, suggesting that a new theoretical
framework is required in order to explain spectroscopy results. The new framework
attempts to describe carriers that are physically close enough to be Coulombically
bound but sufficiently separated to avoid recombination. In chapter 5, the MC code
is upgraded in order to probe the efficacy of hot charge-transfer states (HCTs) in ef-
ficient OPVs. The benefit from HCTs is found to be strongly morphology dependent
and particularly linked to the aggregation of the fullerene acceptor material in two-
phase devices. In the final results chapter 6, an investigation of the crystal properties
of a thin film of polymer donor phase is discussed, with the aim of relating charge
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mobility to nanoscale molecular structure. This investigation is broadly applica-
ble to OEDs and unites several theoretical methods such as the coarse-graining of
an interaction forcefield, molecular dynamics (MD) simulations, quantum chemical
calculations and MC simulations. Finally, chapter 7 outlines the main conclusions
drawn from this work, and suggests the possible directions of future investigations.
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Chapter 2
Organic Electronic Devices
2.1 Introduction
Organic electronic devices are becoming attractive alternatives to their silicon-based
counterparts due to the growth of new technologies over the last decade that allow for
cheaper and more versatile manufacturing and materials synthesis. In this chapter,
a brief overview of organic semiconductors will be presented in §2.2, considering
various types of small molecules and conjugated polymers that are suitable for the
active layer in devices. The function and operation of organic field-effect transistors
(OFETs) and OPVs will then be discussed in §2.3 and §2.4, with particular emphasis
on the structure and morphology of OPV devices, as these will form the majority
of the investigations in the thesis. Some commonly used characterisation methods
for OPVs will be outlined in §2.5, before summarising in §2.6.
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2.2 Organic Electronic Materials
A key consideration for any organic electronic device is its material composition, as
this can strongly affect its performance characteristics [1]. Most devices consist of a
combination of several materials, from conductive metals in the electrodes, through
semiconducting materials forming the active layer and insulating dielectrics as sub-
strates that control the flow of current in OFETs [2]. This thesis is concerned with
investigations into the semiconducting active layer of organic devices, particularly
in OPVs, and so this will be the main focus of the materials selection.
The conductivity of materials is generally characterised by a bandgap - the en-
ergetic spacing between the valence band that denotes the energy of the outermost,
bound electrons of the material, and the conduction band. Hence, the bandgap de-
scribes the energy required for charge carriers to move freely throughout the medium.
In an electrical conductor there is no bandgap and the two bands overlap. Therefore,
there is a high probability that electrons will occupy part empty levels, allowing them
to move easily in an electric field. Conversely, insulators have a large bandgap (∼
5 eV), meaning that the probability that electrons will be promoted from the valence
to the conduction band is low. In these materials, the available mobile charge is also
low, restricting current flow. In organic semiconducting materials, the bandgap is
of the order ∼ 1 eV, which is still significantly greater than kBT at device operating
temperatures. This leads to generally few thermally excited carriers in the material,
and so the availability of charges is instead controlled through injection from metal
electrodes or, in the case of photovoltaics, through the absorption of energy from
incident photons [3,4]. Semiconducting materials are therefore preferred in the active
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layer in electronic devices because their electrical properties and conductivity can
be controlled in this way.
In inorganic semicondcutors, the electronic properties can be further controlled
by incorporating impurity atoms (dopants) into the material’s lattice structure.
This process, called doping, increases the number of available charge carriers by
modifying the bandgap and Fermi level, EF , of the material, which describes its
highest occupied energy level at a temperature of 0 K [5–7]. Schematic examples of
the band structure of p-type (where EF is closer to the valence band and there is a
deficiency of electrons in the material) and n-type doped semiconductors (where EF
is closer to the conduction band and there is an excess of electrons in the material)
are shown in figure 2.1. Note that it is common within electronics to think of a
deficiency of electrons as identical to an abundance of ‘holes’ - positively-charged
fermions that correspond to the absence of electrons in the valence band. Although
they are not physical particles, the motion of holes throughout a medium can be a
useful concept, especially when considering p-doped materials. Pure polycrystalline
silicon can be doped with boron or gallium atoms to reduce EF , resulting in p-type
semiconducting behaviour, or with phosphorus or antimony to result in an n-type
semiconductor [8].
Organic semiconductors, on the other hand, can exhibit p- or n-type ‘behaviour’
without doping, as the arrangement of their energy levels (with respect to the elec-
trodes) gives rise to an increased population of charge carriers [9,10]. Of particular
importance are the frontier molecular orbitals - the highest occupied molecular or-
bital (HOMO) and lowest unoccupied molecular orbital (LUMO) levels - which are
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Figure 2.1: Schematic of the p-type and n-type band structure in semiconducting
materials.
analogous to the top of the valence band, and the bottom of the conduction band in
inorganic materials respectively [11]. The difference between the HOMO and LUMO
levels of a material corresponds to its bandgap, and is typically around 1−2 eV for
most conjugated polymers [12]. The behaviour of the semiconductor, i.e. the carrier
type that is injected and propagates through it, can be determined by selecting
an electrode with an appropriate energy level. The work function of the electrode
(the energy required to move a charge carrier from the Fermi level of a material
to infinity [13]) can be aligned to match the HOMO (if holes are to be injected) or
the LUMO (if electrons are to be injected) of the semiconductor, as shown in fig-
ure 2.2 [11]. In this example, the electron-transporting fullerene molecule PC61BM
has a LUMO level of ∼=4 eV and a HOMO of ∼=6.5 eV. By connecting an electri-
cal contact made of aluminium (which has a work function of around =4.2 eV) to
a PC61BM film, electrons can be injected into the LUMO with a higher probability
than holes are injected into the HOMO, as the electron injection barrier is smaller
(0.2 eV for electrons, 2.3 eV for holes). In this configuration, PC61BM will trans-
2.2. Organic Electronic Materials 13
Figure 2.2: Example energy level diagram for a system consisting of a P3HT
donor, a PC61BM acceptor, an ITO anode and an Al cathode, as are often used in
OPVs.
port electrons preferentially, leading to n-type behaviour. Materials of this type are
known as ‘acceptors’. Conversely, hole-transporting organic semiconductors such a
P3HT, typically have HOMOs of around =5 eV. Indium tin oxide (ITO) has a Fermi
level of =4.7 eV, making it a suitable hole-injection anode and leading to p-type,
‘donor’ behaviour in these materials.
Both donor and acceptor materials form molecular orbitals based on the con-
figuration of the electron wavefunctions, due to the covalent chemical bonds of the
constituent carbon atoms [14]. This mixing of the orbitals is known as hybridisation
and is depicted in figure 2.3. Consider two carbon atoms, each forming a trigonal
planar bond with three other atoms, with electrons in sp2 orbitals, leaving the final
valence electron in an additional p-orbital. In the bonding case (i.e. in a C=C
double bond), the proximity of the two p-orbitals causes them to hybridise, forming
a pi-bond. The pi-bond is weaker than the standard C−C σ-bond, as there is an
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Figure 2.3: Schematic of the p-orbital hybridisations for the bonding (bottom,
green) and non-bonding (top, red) cases. The coloured regions denote the orbitals,
which describe the probability of electron density.
excess electron density above and below the plane of the double bond. This is the
HOMO configuration for the bond. In the non-bonding case, the electron wavefunc-
tions separate, forming a high-energy pi∗ configuration, that produces the LUMO.
The magnitude of the pi-pi∗ splitting can be modified by altering the chemical struc-
ture of the material, which affects the wavelength of light that it can absorb. This
method has been used in conjugated polymers in order to make their absorption
better match the solar spectrum, improving the power conversion efficiency, η, of
the material (the ratio of output current to input fluence) [15].
Charge transport in organic semiconductors occurs via consecutive quantum
tunnelling events (‘hops’) between regions of increased pi-orbital overlap [16], so it
is common for materials to contain aromatic functional groups that have several
double bonds to increase pi-conjugation [17]. The ability of a material to transport
a particular carrier is quantified by its mobility, µ. This is a measure of the drift
velocity, vd of a charge through a medium in a given electric field, E, and is related
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to the electrical conductivity, σ:
σ = nq
vdrift
E
= nqµ, (2.2.1)
where n is the carrier concentration and q is the unit charge carried. Molecules with
increased pi-conjugation tend to exhibit higher mobilities, with both small molecules
and conjugated polymers finding extensive use in OFETs and OPVs [18]. There are
two main methods to calculate the mobility. Time-of-flight (ToF) mobility is mea-
sured from the transient photocurrent induced from a laser excitation [19], whereas
field-effect mobility can be inferred from OFET measurements [20]. As charges are
not injected from the contacts in ToF measurements, the carrier densities are sig-
nificantly lower and so field-effect mobility measurements tend to be several orders
of magnitude greater than ToF measurements in the same material [21]. The nature
of how the orbital overlap affects the mobility is explored more deeply in chap-
ter 6, where charge transport in a conjugated polymer is related to its backbone
conformation.
2.2.1 Molecules
Organic small molecules are advantageous to use in organic devices due to simple
synthesis and purification processes resulting in well-defined structures that allow for
good batch-to-batch reproducibility of results [22,23]. However, these molecules tend
to be rigid with low viscosity, making it more difficult to dissolve them in a solvent or
form a phase-separated mixture with an acceptor material [24]. As such, precise and
controllable vacuum deposition processes tend to be favoured over solution process-
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ing for such materials, although they are more expensive [25]. Pentacene is often used
as the benchmark against which new materials are compared [18]. Although early in-
vestigations reported a field-effect mobility ∼0.7 cm2 V=1 s=1 [26] for pentacene, incor-
porating triisopropylsilylethynyl groups on the central ring to make TIPS-pentacene
increases the solubility of the molecule and permits mobilities > 1 cm2 V=1 s=1 in
solution-processed transistors [27,28]. Oligothiophenes and their derivatives can also
be used as a donor medium, reporting mobilities of up to 0.08 cm2 V=1 s=1 for unsub-
stituted sexithiophene [29], which can be increased to ∼ 0.5 cm2 V=1 s=1 by substitut-
ing the terminating hydrogens with cyclohexane [30,31]. Recently, a spin-coated blend
of the small molecule C8-BTBT with conjugated polymer polystyrene has produced
a thin film transistor exhibiting a hole mobility of 25 cm2 V=1 s=1 [32].
Perhaps the first OPV device consisted of a layer of the small molecular donor
copper pthalocyanine, vacuum deposited on a layer of an electron-deficient pery-
lene tetracarboxylic derivative. This resulted in devices with η ∼ 1% [33]. By
substituting the acceptor with a C60 fullerene, η was increased to 3.6%
[34]. This
highlights the importance of pairs of materials within the active layer of OPVs,
an idea that will be revisited more thoroughly in §2.4. Other successful uses of
small molecule:fullerene blends in OPVs include diketopyrrolopyrroles, resulting in
η ∼ 4.4% [35] and molecules with a benzodithiophene core reporting η ∼ 5% [23].
Some small molecules used in OPVs contain both electron-deficient and electron-
rich functional groups, allowing them to effectively transport both electrons and
holes in devices [17]. For instance, DTS(PTTh2)2 has a pristine film field-effect mo-
bility of around 0.1 cm2 V=1 s=1, and can be used to manufacture OPVs with η ∼
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6.7%, when blended in a 7:3 ratio with a PC71BM acceptor fullerene
[36]. Greater
efficiencies have been achieved using the small molecule DRCN7T, which has been
used in a 2:1 blend ratio with PC71BM to manufacture OPVs with η > 9%
[37].
Although many materials are used as the p-type donors in solution-processed
OPVs, the vast majority of record-breaking devices utilise fullerene derivatives as
the acceptor medium, due to energy levels that are complementary to many poly-
meric and small-molecule donors, as well as good solution processibility [11]. PC61BM
and the longer-wavelength absorbing PC71BM are used extensively, with few substi-
tutions demonstrating marked improvements on device efficiency [11]. These fullerene
derivatives additionally have the advantage of ultrafast (< 300 fs) electron transfer
when combined with conjugated polymers [38] and high electron mobilities of up to
6 cm2 V=1 s=1 [39].
2.2.2 Conjugated Polymers
Conductive conjugated polymers consist of repeated units that allow for pi-orbital
overlap along the chain backbone. Some classes of polymer can be conductive from
just C=C double bonds, such as oxidised, halide-doped polyacetylene [40], however
most conjugated polymers used in organic electronic devices contain aromatic cycles
due to the electron densities that result above and below the plane of the ring [41].
Along the chain, the orbitals overlap significantly, permitting high intra-chain mobil-
ities, although contortions and imperfections along the backbone can break pi-orbital
conjugation, hampering charge transport [42]. Inter-chain mobilities tend to be lower
as the orbital overlap between chains is less than along the backbone [43]. However,
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the orientation of polymer chains can increase pi-stacking, resulting in improved
inter-chain mobility [17,44].
A key advantage of polymeric materials is that their molecular structure can
be modified by including functional groups that alter the light absorption charac-
teristics through modification of the HOMO and LUMO levels [15], or that increase
pi-orbital overlap and improve transport by modifying the pi-stacking and lamel-
lar separations of the structures [45,46]. Many polymers also exhibit high miscibility
with commonly used acceptor materials such as fullerenes, making them suitable for
solution-processing and roll-to-roll techniques in blended OPVs [47]. These do not re-
quire a vacuum or high temperatures and pressures, allowing for cheaper deposition
than alternative methods [48].
There are many classes of conjugated polymer, ranging from polythiophenes
such as P3HT, through carbazole-based polymers and dithienopyrroles, to fluo-
ropolymers such as PFB [11]. These materials tend to be polydisperse and device
performance depends sensitively on the processing conditions, regioregularity and
molecular weight [17].
The semicrystalline polythiophene P3HT has been widely studied. It exhibits
excellent self-assembly properties, arranging into three-dimensional crystals that
improve the charge transport between chains, resulting in a versatile material with
many uses in organic electronics [17]. As with most conjugated polymers, annealing
can improve the charge transport characteristics of P3HT, with ToF hole mobilities
typically increasing by an order of magnitude from ∼ 1× 10=5 cm2 V=1 s=1 to ∼
1× 10=4 cm2 V=1 s=1 after thermal or solvent annealing [45,49,50]. Field-effect mobili-
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ties for pristine P3HT films are generally of the order ∼ 0.1 cm2 V=1 s=1 [51,52], and
P3HT:PC60BM OPVs typically exhibit η ∼ 4-5% [53,54]. Other polythiophenes, such
as PBTTT and derivatives thereof, have long sidechains which can interdigitate,
allowing for highly regular crystalline domains to form up to 10 nm in extent [55].
This is thought to be the reason for the high field-effect hole mobilities of around
0.6 cm2 V=1 s=1 [56,57]. However when blended with PC61BM, the long, linear side
chains of PBTTT intercalate with the acceptor fullerenes, producing a molecularly
mixed phase that results in OPV device efficiencies of around η ∼ 2.3% [58]. This
indicates that morphology and molecular structure also strongly influence the per-
formance characteristics of the device. The majority of this thesis studies the effects
of morphology on the device properties (such as η and the carrier mobility), to
clarify the relationship between them. In particular, the mixed phase is studied in
chapter 5.
Polyfluorenes are commonly used in organic light-emitting diodes (OLEDs), as
their bandgap typically lies in the ultraviolet (UV) part of the spectrum, allowing
electroluminescence of blue light to occur [11,59]. This suggests that some of these
materials in their pure form are less appropriate for OPVs, as the peak of the solar
spectrum occurs in the visible range with a wavelength 400 ≤ λ < 700 nm, and not in
the UV (λ < 400 nm). However, these materials tend to exhibit high, non-dispersive
hole transport mobilities, which make them an attractive option for efficient charge
transport. As an example, the UV-absorbing polyfluorene F8 exhibits a ToF mobil-
ity of ∼8.5× 10=3 cm2 V=1 s=1 [60]. In order to access these high mobilities in OPV
devices, it becomes important to modify the molecular structure of the polymer to
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tune its absorption to better match the solar spectrum. One possible solution is to
incorporate arylenediamine groups into the backbone to create PFB, modifying the
HOMO level from =5.71 eV to =4.87 eV, while keeping the LUMO level approxi-
mately constant at around =2.05 eV [61]. This reduces the bandgap of the molecule,
increasing the absorption wavelength of the photons to the visible spectrum.
As with small molecules, it is also possible to produce donor-acceptor copolymers
that contain both donor and acceptor functional groups along the backbone, result-
ing in strong pi-pi stacking coherence and high carrier mobilities [62]. For example,
the polymer PBDTTPD contains alternating benzodithiophene donor and thienopy-
rroledione acceptor moieties along its backbone, and has been blended with PC71BM
to produce solar cells with a high η = 8.3% [46,63]. Such polymers are advantageous
because their optical bandgap and HOMO and LUMO levels can be very precisely
controlled through variation of these moieties [64]. These materials can therefore be
tuned to have strong absorption spectra in a specific range, and then combined
with those that absorb well in another to maximise photoabsorption and increase
η. For instance, the donor-acceptor fluoro-copolymer PTB7 absorbs strongly in the
range 550-750 nm, with relatively weak absorption between 300-500 nm. By blend-
ing PC71BM into the composition, which has strong visible absorption, the resultant
device absorbs well over the range 300-800 nm. This increases the device efficiency
and typical PTB7:PC71BM blends can produce η ∼ 9.0% [65].
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2.2.3 Other Materials
Beyond the active layer, there are still several additional components that are re-
quired in order to manufacture a functioning device. An example OPV structure is
given in figure 2.4, along with some commonly used materials for each layer [66]. A
high work function, transparent anode is required as devices are usually illuminated
from this side. It is therefore common to use ITO, deposited onto a glass substrate
to allow photo-transmission into the active layer. A low work function, reflective
cathode is also required, and for this aluminium is often used. Note that interfacial
layers can be deposited between the active layer and the electrodes, which permit
carriers that are to be extracted from the neighbouring electrode to pass through,
while simultaneously blocking the opposing carrier. For example, PEDOT:PSS is
commonly used as an electron blocking interlayer at the anode, while a film of cal-
cium can prevent holes from approaching the cathode [47,66,67]. If the active layer was
in direct contact with, for example, the hole-collecting anode, then electrons could
be formed at the heterojunction close to the contact, leading to surface recombi-
nation which can reduce open-circuit voltage, VOC , and η. Including a blocking
layer can significantly increase VOC , in some cases improving η by as much as 2%,
compared to a control device with no blocking layer included [68].
Within the last five years, new solar cells have emerged that use thin films of
organometallic semiconductors such as methylammonium lead iodide perovskites in
their composition [69,70]. These devices have demonstrated η > 20% [71,72], effectively
doubling in efficiency over two years as new deposition and mixing methodologies
have been discovered that allow greater control over the mesoscale structure of
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Figure 2.4: The layers typically found in a non-inverted OPV device, along with
examples of commonly-used materials.
the perovskite crystals [73]. These extraordinary efficiencies are likely due to the
high electron and hole mobilities within the perovskite crystal (7.5 cm2 V=1 s=1 for
electrons [74] and >12.5 cm2 V=1 s=1 for holes [75]), assisted by weak exciton binding
energies of around 0.03 eV [76] (∼ kBT at room temperature) and slow recombina-
tion occurring on timescales of the order ∼ 100 ns [77]. Despite stability and toxic-
ity concerns arising from using a low-viscosity, fast-crystallising, water-soluble lead
compound in solar cells, perovskite photovoltaics have the potential to become in-
creasingly competitive with the conventional silicon photovoltaics that dominate the
current market [78].
2.3 Field-Effect Transistors
An OFET is an electronic device that uses an electric field perpendicular to the cur-
rent flow within the organic semiconductor to modulate it [79]. These are often used
as on/off switches or in signal amplification, as a small variation in the gate voltage
can lead to a large change in the device current [80]. An example of an OFET is shown
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(a) OFET Material Layers (b) Example OFET J-V curves
Figure 2.5: The material layers found in a FET device, along with the typical
J-V output characteristics. This is a bottom-contact device, as the source and drain
electrodes are in contact with the dielectric. It is operating in the p-channel because
JSD, VSD and VG are all negative, indicating that holes are the charge carriers in
the device.
in figure 2.5a, which includes the source and drain electrodes that charge carriers
enter and exit the device from, as well as an insulating layer between the semicon-
ductor and the gate (often consisting of SiO2). In many OFETs, the organic layer is
very thin, and so the devices are called organic thin-film transistors (OTFTs). The
electrode materials used determine the carrier species that can propagate through
the device, however, as many organic semiconductors have higher mobility for holes
than electrons, it is more common to select electrodes for the OFET with energy
levels that cause p-type behaviour, where holes are the active charge carrier [81].
Example J-V characteristics for a p-type OFET are shown in figure 2.5b. The
flow of current through the semiconductor is controlled by the transverse electric
field arising from an applied voltage, VG, between the gate and the source. As |VG| is
increased from zero, an ‘accumulation layer’ of charges forms at the semiconductor-
insulator interface [42]. This forms a channel, filled with charge carriers, connecting
the source and the drain. When an additional potential difference is applied between
the source and the drain electrodes, VSD (usually applied at the drain electrode, with
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the source kept at ground [82]), a longitudinal electric field is formed within the device
and the accumulated charge carriers begin to flow from the source to the drain,
resulting in a current, JSD. When VSD << VG, the device acts as a resistor and
so the J-V curve is linear [83]. Increasing the magnitude of the source-drain voltage
increases the output current, until the potential at the drain matches the potential at
the gate. Further increments to VSD result in driving the gate and drain into reverse
bias. This creates a depletion region at the drain electrode where the transverse and
longitudinal electric fields cancel. This is called the ‘pinch-off’ point [82]. Here, the
current can still flow from the source to the drain, however charges that are close to
the drain rely on the process of diffusion to reach the electrode as there is no resultant
electric field in the depletion region. Diffusion is a slower process than drift due to an
electric field, and so the current saturates [84]. Increasing VSD beyond the saturation
point widens the depletion region so more diffusion is required to transport charges
to the drain. The current therefore remains constant, and the magnitude of the
saturation current is dependent on the carrier mobility of the material [42]. Within
commercial electronic devices, the materials used in OFETs typically have mobilities
greater than 0.1 cm2 V=1 s=1 [85]. Another important property is the on/off current
ratio, which describes how well the transistor can switch. As VG increases, the
perpendicular electric field pinches the channel closed, increasing the impedance
and restricting the current flow. The on/off ratio is then the ratio of the saturation
current when VG = 0 to when |VG| is high. On/off ratios for OFETs are typically
around 106 [86].
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2.4 Photovoltaics
In 1839, Alexandre-Edmond Becquerel discovered that, upon exposure to light, an
electrical current can be induced in semiconducting materials [87]. Incoming photons
with energy greater than the work function of the semiconductor can be absorbed to
promote an electron from the occupied valence band to the empty conduction band,
leaving behind a hole. This is known as the photoelectric effect and a schematic is
shown in figure 2.6a. The charge carriers are no longer localised onto their origin
molecule and are free to move throughout the active layer of the device. In PVs,
these charges can be collected at electrical contacts, generating photovoltaic current.
The charges move via an electric field, which is induced by using at least a pair of
materials arranged to create a p-n junction that combines the hole-rich donor with
the electron-rich acceptor, as shown in figure 2.6b. Due to the difference in charge
carrier concentrations, electrons tend to diffuse from the regions of high concen-
tration on the acceptor side of the device to regions of low electron concentration
in the donor, leaving behind positive ionic cores. The holes travel in the opposite
direction, leaving an abundance of negative ionic material on the donor side. These
uncompensated charge cores induce an electric field within the device that opposes
the direction of diffusion. At equilibrium, these opposing forces balance, and a
depletion region at the interface is formed.
2.4.1 OPV Operation
In OPVs, the end goal of operation is the same as in inorganic devices - the electron
and hole must be extracted from the cathode and anode of the device respectively,
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(a) The photoelectric
effect
(b) A p-n junction
Figure 2.6: Schematic of the photoelectric effect, where the band structure is as
described in figure 2.1. Also shown is an example of a p-n junction of donor and
acceptor material. Black circles depict free charge carriers within the system.
in order to generate photovoltaic current. However, the process of charge extraction
is more complex. An important property of the component materials of a PV is
the relative electrical permittivity (quantified by the dielectric constant, r), which
can be thought of as a measure of how quickly a material can reorganise within the
valence band to respond to changes in the local electric field [88]. Photoexcitation
in semiconducting devices often results in an exciton - an electrostatically bound
electron-hole quasi-particle, with a characteristic binding energy [89,90]. In inorganic
devices, the dielectric constant is high (r, silicon ∼ 11.7 [7]), and charges within the
valence band can reorder quickly to ‘screen’ the conductive electron from its hole.
This results in a weakly bound exciton with binding energy typically of the order
0.01 eV [91]. These excitons are known as Wannier-Mott excitons, and their con-
stituent charge carriers can be delocalised over several lattice constants [92,93]. Note
that thermal fluctuations are of the order ∼ kBT (' 0.025 eV at 290 K) so, if the
exciton binding energy is less than this value, the charges can be considered free
and no longer Coulombically bound. Free charges can be extracted more easily at
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the electrodes, resulting in high η. Conversely, organic semiconductors have a small
electrical permittivity (r, organic ∼ 3 [94]). Therefore, the opposing charges cannot
be screened from each other as efficiently and excitations result in a tightly bound
Frenkel exciton. Unlike Wannier-Mott excitons, Frenkel excitons are highly localised
and exhibit a binding energy of the order ∼ 0.1−1 eV >> kBT [91,95]. This high bind-
ing energy limits the exciton’s lifetime, as the opposing charges will recombine back
to the ground state within ∼ 0.5 ns, corresponding to a mean free path (called the
exciton diffusion length) of around 5 nm [96]. Therefore, the binding energy must be
overcome in order to dissociate the exciton and spatially separate the constituent
charges within this time and length scale, so that they can be successfully extracted.
Both electrons and holes are fermions, in that they carry half-integer spin. Com-
binations of the spins of each particle result in different forms of Frenkel excitons
within organic thin films [97]. A two-particle system is not only limited by whether
its constituent particles are spin up and spin down, but also whether the two spins
are in or out of phase. This leads to four possible spin-vector combinations. If the
exciton contains one spin up carrier and one spin down carrier, both out of phase
with each other, there is no resultant spin vector and both the spin and magnetic
quantum numbers are zero (S = M = 0). This is the singlet state which, due to
selection rules, is the excited state formed most commonly from photoexcitations [98].
Alternatively, if the particle spins are in phase (S = 1), a triplet excited species can
form with magnetic moments M = −1, 0 or 1 depending on whether the spins of
the particles are both down, opposing or both up respectively. Triplet excitons are
degenerate in the absence of a magnetic field, and are generally more stable than
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singlet excitons, with a lower energy and a longer lifetime (of the order ms [96]). It
is not expected that triplet excitons have sufficient energy to separate into the free
charge carriers needed for OPV operation, and as such, in the context of the work
outlined in this thesis, they are considered as a loss mechanism [99]. For the remain-
der of this thesis, the term exciton will therefore be used to describe the Frenkel
singlet exciton, which is expected to be the main species excited in OPVs [99].
As thermal fluctuations are generally insufficient to overcome the exciton’s bind-
ing energy, the energy level difference between a pair of organic semiconductors
is used instead, which is of a higher magnitude [100]. Within the active layer of
OPVs, the component materials are selected so that the energy levels combine to
form a ‘type-II heterojunction’, an example of which is shown in figure 2.2. This
arrangement makes it energetically favourable for the exciton to dissociate into a
charge-transfer (CT) state. In the CT state, the electron has tunnelled from a bound
state in the donor material to a free state in the acceptor, but the hole remains on
the donor side [101]. This involves a loss in energy of at least the exciton binding
energy, as shown in figure 2.7 [101]. Note that, although the example described here
is for an exciton created in the donor phase, the dissociation process for an exciton
propagating through the acceptor phase is equivalent, except the hole is transferred
and the electron remains. It is a key requirement of the device morphology to en-
sure that, no matter where photons are absorbed within the device and excitons
produced, as many as possible can reach the donor:acceptor interface so that disso-
ciation can occur before the excitation decays to the ground state. Therefore, the
size of morphological features should be of the same order as the exciton diffusion
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Figure 2.7: A schematic representation of exciton dissociation at the
donor:acceptor heterojunction, resulting in a CT state across the interface.
length to ensure optimal exciton dissociation [102].
The low electrical permittivity of organic materials means that, after exciton dis-
sociation, the opposing charges are not effectively shielded from each other and are
still Coulombically bound. If the separation between the two charges is less than a
critical Coulomb capture radius, rc (estimated to be around 16 nm in OPVs at room
temperature), then the dissociated charge carriers can still recombine to the ground
state, across the heterojunction [103]. This is known as geminate recombination and
can be an important loss mechanism within OPV devices [16,104]. A full investiga-
tion into the behaviour of charge recombination will be performed in chapter 4. If
the energetic landscape surrounding the heterojunction is beneficial for charges to
hop apart, carriers can increase mutual separation to the point where they are no
longer Coulombically bound and thus avoid geminate recombination. Hot charge
transfer states also provide a method with which to reduce the effect of geminate
recombination. Due to the density of states around the heterojunction, there exists
a manifold of available CT states, and it is possible for exciton dissociation to result
2.4. Photovoltaics 30
in a CT state of higher energy [105]. These HCTs result in a pair of charge carriers
across the heterojunction with wavefunctions that are delocalised by several lattice
constants [106]. As the HCTs relax, the charges become more localised, resulting in
a pair of geminate charges that are spatially separated by an amount, r [107]. This
reduces the Coulomb attraction between the two, permitting them to separate more
easily and reducing the chance of geminate recombination. An investigation of the
role HCTs play in improving the device performance characteristics will be presented
in chapter 5.
The Coulomb force between two particles is given by:
FCoulomb =
1
4pi0r
q1q2
r2
, (2.4.2)
where q1 and q2 are the total charges carried by each particle (± the unit charge in
the case of the dissociated electron and hole) and r is the distance between them.
The r2 relationship indicates that Coulomb attraction falls off quickly as the two
charges separate. When sufficient spatial separation has been attained for the charge
pair, they are usually considered to be free before being swept through the device by
the electric field, which is a composition of any applied voltage bias and the intrinsic
field arising from the energy level arrangement of the heterojunction. However, there
is a possibility that a charge might come across an opposing charge before it reaches
the contact, causing them to recombine back to the ground state. This is called
non-geminate or bimolecular recombination and is shown in many devices to be a
more significant loss mechanism than geminate recombination [108,109]. Another key
requirement of the morphology of an OPV is to provide good connectivity between
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the heterojunction and the electrodes to ensure that the separated charges can be
collected efficiently, reducing the effect of bimolecular recombination.
2.4.2 Morphology
OPV morphology can strongly affect η for a device. For instance, the 1986 Tang cell
comprised of two layers of donor and acceptor material that were vacuum deposited
on top of each other, resulting in a bilayer morphology where the heterojunction was
a single plane through the middle of the device [33]. This type of morphology provides
excellent charge collection characteristics, as dissociated charges have a direct path
to their appropriate contact. However, photons can be absorbed anywhere within
the active layer, resulting in excitons being produced throughout the morphology.
Many of these excitons cannot propagate to the heterojunction plane within their
lifetime, reducing the exciton dissociation efficiency and therefore the availability of
free charges in the system [110,111].
In the mid 1990s, spin-coating techniques based on the miscibility of conjugated
polymers and fullerene derivatives were used to create an interspersed blend of the
polymer MEH-PPV and the highly soluble fullerene derivative PC60BM, in what
eventually became known as a solution processed BHJ morphology [112,113]. Some
investigations have shown that forming a BHJ morphology from a P3HT:PC60BM
blend can increase η by a factor of almost 8, compared to bilayer devices [114]. An
idealised, simulated example is shown in figure 2.8, where the material phases of the
blend have separated, resulting in domains of pure donor material (the red coloured
sites) and pure acceptor material (coloured in blue). When the dissolved donor-
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Figure 2.8: An example bulk heterojunction morphology for a simulated
P3HT:PC61BM blend exhibiting complete spinodal decomposition between the donor
(red) and acceptor (blue) phases.
acceptor mixture is quenched (by, for example, heating and then quickly cooling), the
mixture’s composition, x, is approximately homogeneous throughout the morphol-
ogy [115]. If the Gibb’s free energy of the system, G(x) is such that d2G(x)/ dx2 < 0,
then small perturbations in the local composition cause G(x) to decrease. This
allows regions of increased donor composition to form at the expense of acceptor
material and vice versa. The perturbation grows to reduce G(x) further, resulting
in a phase-separated mixture that is commonly found within BHJ solar cells [116].
This process is dependent on the miscibility of the constituent materials, and so it
is often more common that a third, mixed molecular phase forms, where significant
proportions of both donor and acceptor material are present [117]. The mixed phase
generally limits the device performance as both electrons and holes can propagate
through the medium, without increasing mutual separation [117]. This leads to a
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higher proportion of recombination events, reducing the output current [118]. The
role of the mixed phase in charge separation will be characterised in more detail in
chapter 5.
In general, blending the component organic materials together instead of de-
positing bilayers permits a larger quantity of heterojunctions (and hence interfacial
area) to form throughout the entire active layer, reducing the average distance that
an exciton must propagate in order to dissociate. Increasing the interfacial area
from <2× 105 nm2 (as might be expected in a bilayer device) to ∼1× 106 nm2 (as
might be expected in an interpenetrated blend morphology) can increase the ex-
citon dissociation efficiency by a factor of 4 [119], with some blends exhibiting near
unity dissociation efficiency [120–122]. However, the design of BHJs is somewhat of a
compromise, as an increase in the number of heterojunctions within the active layer
also restricts the domains that separated charges can move through, making it more
difficult for them to reach the contacts [119]. This increases the level of morphological
trapping within the device as charges can become ‘stuck’ on certain morphological
features, risking recombination and reducing device efficiency [123]. It is therefore
of paramount importance for manufacturers to optimise the morphology of BHJ
devices to maximise η. To this end, it is possible to strongly affect the nanoscale
structure of the active layer by varying the mixing [124] and preparation [125] methods
of the constituent organic materials, or by applying a selection of post-processing
methods such as solvent [126] and thermal annealing [127] to the devices to stimulate
further crystallisation/interpenetration of the BHJ network. Additives can also be
incorporated to stimulate crystallisation [128], or create an ‘energy cascade’ - a ternary
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blend, formed with small molecules that exist at the donor:acceptor interface. The
molecule is selected such that one of its HOMO or LUMO levels align with the donor
and acceptor material, transporting one carrier species away from the interface and
trapping it in a position where it cannot recombine geminately [129,130]. Device mor-
phology can also be controlled by the synthesis of the donor and acceptor materials,
as semiconductors can be constructed that optimise the pi-stacking distance [131,132],
miscibility [133] or planarity of the molecules to reduce twisting around the back-
bone vector [42]. With this knowledge it has been possible to create OPVs with η >
9% [72,134,135]. The techniques used in the literature tend to be specific to individual
materials or, as in the case of the well-documented polymer P3HT, specific to sam-
ples with the same properties, as regioregularity and molecular weight can strongly
affect morphological evolution [136].
Device morphology is also important on the molecular level, particularly when
using conjugated polymers which have a wide range of accessible conformations and
orientations within the medium [137]. Due to the increased overlap of the molecu-
lar orbitals, charge carriers tend to have higher mobilities in crystalline or aggre-
gated materials by at least an order of magnitude [138], with some small molecules
reporting a five order of magnitude increase in mobility when compared to the
amorphous state [139]. Aggregation in fullerenes can also increase the electron affin-
ity of the molecules, leading to more efficient charge separation within the pure
domains [140,141]. Therefore the size and purity of crystalline domains within the
morphology can strongly affect the device efficiency [142]. Chapter 6 investigates the
influence of the crystal structure of P3HT on the charge transport characteristics,
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showing that the non-crystalline, amorphous regions of the morphology also play a
role in the carrier mobility. Other complex morphological structures at the donor-
acceptor heterojunction can also affect device performance. Resonant soft X-ray
scattering measurements of PNDT-DTBT donor polymer derivatives have shown
that η can increase by a factor of almost 3 in OPVs when the pi-stacking structures
are orientated along the plane of the heterojunction, compared to when chains are
stacked perpendicular to the interface [143]. Additionally, nuclear magnetic resonance
spectroscopy has suggested that there exists preferential donor-acceptor copoly-
mer:fullerene orientations that maximise mobility when the fullerenes are docked
to the electron accepting moieties [63]. Quantum chemical calculations have shown
that, for small molecules and oligomers in the pure material phase, face-to-edge ori-
entations in the form of a herringbone crystal result in larger transfer integrals and
therefore improved charge transport in the system [138,144]. Further investigation of
the transfer integrals in a pristine P3HT thin film is presented in chapter 6.
2.5 Characterisation
After an OPV has been manufactured, there are a variety of characterisation tech-
niques available that can be used to compare device properties. It is common to plot
a J-V characteristic curve for the system that relates the output current density of
the device, J , to the applied voltage bias across the contacts, V . An example J-V
curve is shown in figure 2.9. By definition, a photovoltaic must generate a pho-
tocurrent in the absence of an applied bias [145]. This is known as the short-circuit
current, JSC
[146], the value of which can be increased by modifying the bandgap of
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Figure 2.9: An example J-V curve for a typical photovoltaic device. JSC is the
short-circuit current density, VOC is the open-circuit voltage and PMAX denotes the
maximum power point for the device.
the component polymers to increase the amount of harvested sunlight [147,148]. The
open-circuit voltage, VOC , is another important quantity in OPVs, defined as the
voltage at which no current flows through the device. This value is dependent on
the energy levels of the constituent materials and so is determined more by device
composition than morphology [149].
The ‘maximum power point’, PMAX = VMAXJMAX, describes the device when it
is operating optimally and the generated power is at a maximum. However, it is
uncommon for the maximum power point to be discussed explicitly. Instead, the
fill-factor (FF) is often used which describes the area of the J-V curve between the
axes and the maximum power point:
FF =
JMAXVMAX
JSCVOC
. (2.5.3)
In general, efficient OPVs exhibit FFs > 0.6 [150].
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By using these definitions, it is possible to come up with an expression for η:
η =
FF · VOC · JSC
P
, (2.5.4)
where P is the input power spectrum. It is common to use the industry standard air
mass index AM1.5 for the value of P , which corresponds to P ∼ 1000 W m=2 - the
approximate power at ground level given by unobscured sunlight at the zenith. [151].
It can sometimes be useful to consider η in terms of the physical processes of
exciton dissociation and subsequent charge separation, as these can be probed di-
rectly by optical techniques. For instance, the morphology-dependent exciton dis-
sociation efficiency can be determined from PL spectroscopy [152]. When an exciton
decays back to the ground state, a photon can be re-emitted. This process is called
photoluminescence, and spectroscopists can use it to infer the exciton dissociation
efficiency by measuring the PL emission of a material, before and after blending [153].
The technique is especially useful as the excitations are not confined to a single
energy level, but in fact populate a manifold of excited states with different energies
as depicted in figure 2.10a. This results in different photoluminescent wavelengths
being produced, which can be analysed to determine the nature of the excited state
manifold [154].
The separation efficiency, ηSEP corresponds to the fraction of charge transfer
states that convert to spatially separated charges that are no longer considered to
be Coulombically bound. This is comparable to the internal quantum efficiency
(IQE) that is measured for devices experimentally, which is the ratio of collectable
carriers to the number of absorbed photons (i.e. excluding incident photons that
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(a) Photoluminescence and Pump-probe (b) Photoinduced
Absorption
Figure 2.10: Energy level diagram and schematic describing photoluminescence
and photoinduced absorption.
are lost through reflection or transmission) [155]. A full investigation into ηSEP and
comparison to literature determinations of the IQE can be found in chapters 4 and
5, but, depending on the materials and methods, ηSEP is typically greater than
0.5 [141,156], even approaching unity for some devices [121].
Both ηDIS and ηSEP can be investigated by exploring the evolution of the CT state
population as a function of time, using photoinduced absorption (PIA) spectroscopy
as depicted in figure 2.10b. First, the material is ‘pumped’ with a high-energy
beam that stimulates the production of excitons and their subsequent dissociation,
resulting in an increased population of CT states. Then, a second, low-energy
‘probe’ beam is fired at the material. By determining how much of the probe beam
is absorbed, and comparing it to the absorption prior to the pump, the CT state
population can be measured in real-time. Results from this ‘pump-probe’ technique
have been used to suggest ‘ultra-fast’ charge generation mechanisms occurring within
devices, in an attempt to explain the high IQEs that are sometimes obtained [157].
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2.6 Summary
The field of organic electronics is a fast-moving area of research and active discus-
sion. Device efficiency records are frequently broken as new materials are created
or new manufacturing processes are developed. Even when the composition of the
active layer is the same, subtle changes in the deposition or annealing processes
can dramatically affect the morphology of the device, which is inextricably linked
to its overall performance. Often, it is unclear how the morphology directly affects
the power conversion efficiency, despite the wealth of experimental methods used to
characterise manufactured devices. It therefore falls to alternative methodologies to
bridge the gap between input morphology and output performance, which will be
discussed in the next chapter.
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Chapter 3
Simulation Methods
3.1 Introduction
With the development of computational techniques and the increased availability
of high-performance computing, simulations and models are becoming useful tools
with which to better understand the function of organic electronic devices. Many
models are capable of accurately reproducing experimental results, or using ab initio
calculations to predict the behaviour of devices under a variety of conditions that
may not be viable using conventional experimental techniques - providing useful
insights about physical processes and mechanisms that occur within devices. Of
particular interest in the field of OEDs are simulations that can link together infor-
mation about the morphological features of a virtual device and its corresponding
performance and efficiency. In this chapter, a brief overview of the drift-diffusion
(DD) and master equation (ME) modelling techniques will be given in §3.2 and
§3.3 respectively. These methods consider the net flow of charge through a slice
in the morphology or the probability distribution of the energy level occupation,
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and therefore do not model charge carriers as individual particles. Conversely, MC
methods consider the motion of charged particles through a three-dimensional mor-
phology directly, as described in §3.4. Both mesoscale and molecular MC techniques
are presented, describing the implementation of algorithms used in subsequent in-
vestigations in this thesis. A brief discussion of relevant morphology generation
techniques for the MC code used in this thesis are also given. Finally, a summary
is presented in §3.5.
3.2 Drift-Diffusion
DD models are based on a simplification of the more general Boltzmann transport
equation, which considers the variation in the probability density function f(r,p, t)
for a particle with position vector, r, momentum, p, at time, t such that:
∂p
∂t
∇rf(r,p, t)− qF~ ∇pf(r,p, t) +
∂f(r,p, t)
∂t
= −
(
f(r,p, t)
∂t
)
collisions
, (3.2.1)
where the first term describes the velocity of the particle due to its diffusion, the
second describes the variation in its momentum due to the electric field, F (∇p is
the derivative in momentum space), and the third term represents the direct time
dependence of f , which is zero for steady-state [1]. The term on the right hand
side describes the possible collision mechanisms of particles in the system. This
equation has to be solved numerically as analytical solutions do not typically exist
for electronic devices.
In general, DD methodologies omit the consideration of particle collisions for
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1 dimensional devices at steady state, such that the transport of charges can be
described in terms of the field-dependent drift (due to F) and field-independent dif-
fusion (due to thermal motion) components [2,3]. They therefore tend not to consider
the effects of morphology and time-dependent processes such as transient current
on the charge transport. The main objective of the DD technique is to describe
charge transport through the calculation of the charge carrier current density, J [4].
By splitting carrier motion into drift and diffusion components, Je for electrons and
Jh for holes can be calculated at position, x, by using the carrier concentrations
within the device, ne(x) and nh(x) respectively:
Je = −q
[
µene(x)
∂V (x)
∂x
]
+ q
[
De
∂ne(x)
∂x
]
, (3.2.2)
Jh = −q
[
µenh(x)
∂V (x)
∂x
]
− q
[
Dh
∂nh(x)
∂x
]
. (3.2.3)
Here, the first term in the equation describes drift, which is dependent on the mobil-
ity of the carrier, µ, and the electrostatic potential V (x). The second term describes
diffusion, where the diffusion coefficient, D, is usually related to µ through the Ein-
stein relation:
D =
µkBT
q
, (3.2.4)
where kB is the Boltzmann constant and T is the absolute temperature of the device.
Carrier concentrations, n, are often given by the quasi-Fermi level formulation
for steady-state simulations such that:
ne(x) = N exp
(
Φe − qV (x)
kBT
)
, (3.2.5)
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nh(x) = N exp
(
qV (x)− Φh
kBT
)
, (3.2.6)
where N is the total intrinsic carrier density and Φ represents the quasi-Fermi level
for that carrier type. The quasi-Fermi level is a material-dependent description of
the population of electrons in the conduction band or holes in the valence band,
when the device is out of equilibrium but still in steady state - for instance, as
occurs under an applied bias voltage [5]. Furthermore, carrier concentrations must
satisfy the continuity equations under steady state, which ensure that the total
charge within the device is conserved, the carrier density is always positive and that
densities evolve monotonically such that there are no spurious spatial oscillations [6]:
∂ne
∂t
=
1
q
∂Je(x)
∂x
+ kg,e(x), (3.2.7)
∂nh
∂t
= −1
q
∂Jh(x)
∂x
+ kg,h(x), (3.2.8)
where kg is the net generation rate of the carrier. For OPVs, kg includes photoinjec-
tion and recombination. Typically, both geminate and non-geminate recombination
are treated by reducing the carrier concentrations based on an input rate that ap-
proximates the simple Onsager-Braun (OB) model with a single recombination rate
coefficient, kr
[7]. The OB model is considered in more detail in chapter 4.
Charge interactions are described in terms of the electrical potential V (x), which
can be calculated in one dimension using the Poisson equation and the electron and
hole densities ne(x) and nh(x) respectively:
∂2
∂x2
V (x) =
q
0r
[
ne(x)− nh(x)
]
, (3.2.9)
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where x describes the position along the device, q is the elemental charge, 0 is the
permittivity of free space and r is the relative permittivity coefficient that describes
the material that is being simulated.
These core equations in the DD model are coupled, and so it is not generally
possible to determine an analytical solution. Instead, numerical methods are utilised
to iteratively solve the equations, based on initial guesses for the potential, V , and
carrier densities ne(x) and nh(x) at each value of x
[8,9]. Successive corrections to
V (x) can then be determined using equation 3.2.9, recalculating the carrier densities
when the magnitude of the corrections are sufficiently small.
The key advantage of determining the photocurrent of a device in this way is
that the iterative process does not scale with the charge carrier density of the de-
vice, allowing for larger devices to be simulated at higher charge densities without
additional computational cost. Therefore, in the context of OPVs, J-V curves can
be generated more quickly than would be possible using other techniques. However,
in order to accomplish this, important device physics such as the processes of charge
generation and recombination are reduced to analytical expressions that do not nec-
essarily consider morphological features [10] or the effects of energetic disorder [11].
Due to this, and the difficulty in simulating multi-dimensional devices including
time-dependent transient effects, DD models lend themselves to the simulation of,
for example, single-carrier organic diodes in which the processes of charge generation
and recombination can be ignored [12].
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3.3 Master Equation
ME methods consider charge transport in terms of the occupation probability of sites
based on energy levels and phonon-assisted carrier hops between them [13], achieving
at least qualitative agreement with experiment for the J-V and power conversion
efficiency characteristics of OPV devices [14]. These models explicitly consider the
rates at which charges can move between accessible energy levels within the mor-
phology, and then determine the time-evolution of the probability that a charge is
present in a given state. As the energy levels are considered directly, the effects of
a 3-dimensional morphology can be determined, as the arrangements of molecules
within the device impacts the local energetic structure of the hopping destination
sites.
Charges are free to ‘hop’ between states i and j, via quantum tunnelling events
occurring between distinct regions of molecules in the morphology, described by
energy levels and molecular orbitals. The rate at which hopping can occur, ki→j, is
often determined by the semi-classical Marcus expression which considers the local
energetic landscape [15]:
ki→j =
∣∣Jij∣∣2
~
√
pi
λijkBT
exp
[
−(∆Eij − λij)
2
4λijkBT
]
, (3.3.10)
where the first term is a hopping prefactor (often denoted as v0) that depends on
the electronic transfer integral between the initial and destination sites, Jij, and
the reorganisation energy, λij. The reorganisation energy is often approximated as
twice the charge carrier polaron energy [16,17] and can therefore be tuned to match
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the material to be simulated [18], however an alternative description of λij, based
on explicit calculations will be discussed in more detail in chapter 6 for the case of
P3HT [19]. In equation 3.3.10, ∆Eij = Ei − Ej describes the difference in energy
between the initial and final sites.
ki→j can then be used to describe the change in the occupation probability
between sites, N , using the master equation:
dNi
dt
=
∑
j
[
ki→jNi(1−Nj)− kj→iNj(1−Ni)
]
, (3.3.11)
where the first term on the right hand side of the equation describes the flux of
charge carriers into a site, j, based on the availability of charges to hop, Ni, and
the availability of unoccupied destination sites, (1 − Nj). Similarly, the second
term describes the flux of carriers leaving site j. Double occupancy is expressly
prohibited to replicate some of the effects of the Coulomb interactions which prevent
two carriers from occupying the same site.
In the context of OPVs, ME methods can take into account the energetic land-
scape, and the photoinjection of charges, without considering the exact material
structure of the morphology. Beyond preventing double occupancy, this method also
ignores long-range Coulomb interactions between individual charges, potentially lim-
iting the accuracy of the model for carrier densities > 0.01 per site [20]. However, this
is greater than the expected carrier densities found in OPVs, so would be unlikely
to affect the results of these simulations [21].
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3.4 Monte Carlo
Kinetic MC methods are event-driven modelling techniques that use a more classical
representation for charge carriers within organic electronic devices than DD and ME
methods, by treating carriers and excitons as individual particles and tracking their
interactions and motion directly in 3-dimensional space [22]. This means that MC
code is capable of obtaining the bulk device characteristics for an input morphology,
usually organised into a 3D lattice of dimensions comparable to the active layer
of physical thin-film devices (∼ 100 nm) [23]. The behaviour of each particle in the
system is determined by rate equations, based on a series of rate coefficients, k,
for each physical process that can occur within the device (for example hopping,
recombination or exciton dissociation events). The MC algorithm determines the
‘wait time’, τ , to each event:
τ = − lnx
k
, (3.4.12)
where 0 < x ≤ 1 is a uniformly distributed random number. A queue is formed in
ascending τ for each event that has been considered, with the first event in the queue
representing the behaviour that will occur next chronologically. The code then steps
through the queue, executing the first event and increasing the simulation time by
τ . All subsequent event wait times in the queue are then decreased by τ . The
particle which has just been acted upon then has its new behaviour calculated. If
the event was a photo- or dark-current injection or an exciton dissociation, any new
particles that have been added to the system also have their behaviour calculated.
The events are then inserted into the appropriate position in the queue and the
algorithm repeats many times in order to describe the average behaviour of the
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entire system. This is computationally intensive, and so most MC code runs on
high-performance computing clusters in order for calculations to be performed on
many processor cores simultaneously.
Note that, for complete accuracy, it would be necessary to recalculate the be-
haviour for all particles in the system (not just those corresponding to the most
recently executed event) as the motion of charges affects the Coulomb interactions
between carriers and therefore the local energetic landscape of the device. How-
ever, as this dramatically increases the computational demand for these types of
simulations, it is common for the first reaction method (FRM) approximation to be
included, which only reconsiders the Coulomb interactions for particles that have
just been moved [24–26]. This results in a substantial decrease in simulation runtime,
while having minimal effect on the charge transport characteristics [18,27]. The al-
gorithm then repeats until the simulation completion criteria have been met, such
as a convergence of the net current flowing out of the device as charge carriers hop
through the contacts, or after a certain number of photoinjections have taken place.
In this thesis, two types of kinetic MC modelling will be used in the investiga-
tions. Mesoscale MC methods will be utilised to examine the overall characteristics
and performance of OPV devices, simulating active layers with total dimensions of
the order 100 nm and lattice constants ∼ 1 nm, for timescales varying from 1 ns to
∼1 µs. Morphologies for these investigations are generated using Cahn-Hilliard (CH)
methodology (described in §3.4.1), with sub-lattice molecular effects treated with a
simple Gaussian disorder model (GDM) model, implicitly assuming some averaging
of electronic couplings between chromophores. In chapter 6, the molecular mor-
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phology of organic thin-films is explored using molecular MC techniques, simulating
regions of thin films with total dimensions of the order 10 nm and lattice constants ∼
1 A˚, for timescales varying from the force-field interaction timestep (4 fs) to ∼10 ps.
Here, the morphologies are generated from coarse-grained (CG) molecular dynamics
simulations, which use a CG force-field to describe the molecular conformation and
orientation through the interactions of atom groups.
3.4.1 Mesoscale Monte Carlo
Mesoscale MC methods consider the bulk behaviour of a simulation volume of sim-
ilar order to thin film thickness in organic electronic devices (∼ 100 nm). Mesoscale
MC techniques, and their application to charge hopping in disordered organic ma-
terials, were first made popular in 1993 [22], with subsequent investigations including
frameworks for charge injection [28] and geminate pair separation [29]. In 2005, the
first simulations of complete BHJ OPV devices were reported [23], the framework of
which has been used to explore the effects of recombination [10,16,17,30], trapping [11]
and various device-scale morphological features [26,31–34] on OPV performance.
Generally, these models operate with a lattice constant of the order 1 nm3, which
is too large to consider the molecular morphology. The sub-lattice effects of molec-
ular orientation and conformation are therefore ‘smeared out’, but their effects
on the energetic structure of the device can be estimated from alternative meth-
ods [35,36]. Often, a GDM is used, which assumes random, Gaussian-distributed site
energies [22,37] with a typical standard deviation of σ = 100 meV [12,38], inspired by
explicit quantum chemical calculations of charge carrier densities on a small number
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of molecules [35,36]. These energies are kept constant throughout the entire simulation
as the molecular structure is not expected to change on the simulation timescales,
however it is often appropriate to repeat the investigation with several different en-
ergetic landscape selections from the same distribution to ensure that the observed
phenomena are not due to a particular configuration of energetic disorder [23,27].
The MC code used in the investigations in chapters 4 and 5 are mesoscale and
were developed previously by collaborators to be used as an ‘experimental’ method
with which to computationally investigate various phenomena [11,18,26,27,30,32]. How-
ever, some enhancements and modifications to the code were made in order to better
test hypotheses and explore new phenomena that did not have sufficient infrastruc-
ture in the original version of the code. In chapter 4, charge pairs are injected
directly to a heterojunction in the device morphology, and simulated until recombi-
nation or separation had occurred, therefore considering only the basic behaviours
of charge transport through nearest-neighbour hopping and the recombination of
adjacent charges. In chapter 5, full device simulations were additionally performed,
which include the processes of exciton photoinjection, transport and dissociation
as well as dark current injection from the contacts. A table of all of the fiducial
parameters for the mesoscale MC investigations is given in §3.4.1.
Hopping
Carrier hopping is considered using the Marcus hopping equation described in 3.3.10,
where constant values are assigned to the hopping prefactor, v0, and reorganisation
energy, λij. As the transfer integrals, Jij, were not explicitly calculated, the molecu-
lar conformation was instead considered by the variation in energetic disorder of the
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initial and final hopping sites which are included in the calculation of ∆Eij. This
also includes Coulombic potential at a site, i, for a carrier m, due to the charges in
the system, n:
Um(x, r) =
∑
n
[
qmqn
4pi0rr
+ U ′n(z)
]
, (3.4.13)
where r is the physical separation between m and n, and U ′n(x) is a term that
describes the change in potential due to the image charge induced in each electrode
due to the presence of the carrier, n. U ′n(z) is based on the vertical position of the
carrier, z, calculated to second order (i.e. the potential of image charges induced by
image charges induced by the original charge) for both electrodes, unless n = m, in
which case only the first order image charges are considered [28]. A final contribution
to the site energies comes from the internal electric field described by the vector F
(often characterised as simply F = |F|), which modifies ∆Eij by an amount qF·ri→j,
where ri→j is the vector that describes the hop from site i to site j. The internal
electric field is the resultant combination of the applied voltage bias and the intrinsic
field associated with the difference in electrode work functions as described in §2.4.1.
The expression for ∆Eij to be used in equation 3.3.10 therefore becomes:
∆Eij = qF · ri→j + Um(x, r)
∣∣
j
− Um(x, r)
∣∣
i
. (3.4.14)
Recombination
Recombination can be geminate (i.e. originating from the same photoinjected ex-
citon) or bimolecular (i.e. two charges that were injected from the contacts or
originated from different excitons). Often, geminate recombination is described by
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OB theory, where there exists a single recombination rate, kr, for opposing charge
carriers that are adjacent or within a Coulomb capture radius that makes them suffi-
ciently close enough to recombine [7,39]. Bimolecular recombination is often described
as Langevin [40,41]:
kr,Langevin(x) =
q
0r
(µe + µh)
[
ne(x)nh(x)
]
, (3.4.15)
which is dependent on the availability of opposing charge carrier densities in the
device (the second term in equation 3.4.15) and the diffusion-limited hopping process
of these charges approaching and recombining (the first term in equation 3.4.15).
Both OB and Langevin are therefore simplified, analytical expressions that aim to
describe the real process of recombination. However, in OPVs, Langevin tends to
overpredict the rate at which bimolecular recombination can occur by at least an
order of magnitude, and so some models consider a reduction factor that arbitrarily
lowers the rate of bimolecular recombination so that it agrees with experiment [42,43].
By contrast, in the mesoscale MC code, recombination is simulated directly using
kr when the electron and hole are adjacent within the morphology. At each timestep,
the simulation is searched for any opposing carrier pair that is close enough to re-
combine, and if so, the wait period to the recombination event is calculated based on
kr, which is usually around 1× 107 s=1 for all-polymer blends [44] and 1× 109 s=1 for
more efficient, polymer:fullerene blends [45]. While this model has been successfully
fit to a variety of devices, its simplicity is unable to accurately predict the recombi-
nation behaviour in others. This will be considered in more detail in chapter 4.
It is noteworthy that many MC models that treat the morphology as completely
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phase-separated donor:acceptor BHJs tend to predict geminate recombination as the
main loss channel within OPVs [11,27], despite measurement suggesting that bimolec-
ular recombination dominates (particularly in polymer:fullerene blend devices) [46,47].
This is most likely due to the approximations made when considering a completely
phase-separated morphology, which can be alleviated by considering a molecularly
mixed phase within the device (see chapter 5).
Some of the MC simulations reported in chapter 5 include full device simulations
in order to predict a J-V curve for a simulated photovoltaic. Beyond charge carrier
hopping and recombination, these simulations also include the photoinjection, hop-
ping and dissociation of excitons, as well as the dark current injection of carriers
from the contacts.
Photoinjection
Excitons are injected into the simulation volume at a rate kphoto:
kphoto = Φ
λ
hc
A
(
1− exp(−α(z))) , (3.4.16)
where Φ is the radiant fluence incident to the device, λ is the wavelength of the
light, A is the area of the photosensitive area of the device that is exposed and
α(z) is the material- and depth-dependent absorption coefficient. A and α(z) are
determined by the size, shape and material of the active layer, but Φ and λ are free
parameters that can be calibrated to a specific air mass index. For instance, it is
common to utilise an air mass index of AM1.5, which most closely corresponds to
the operating parameters of real photovoltaic devices [48]. In the investigations, if
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the MC algorithm selected a photoinjection event to occur as the next event, the
exciton was created at a random site within the morphology, as uniform absorption
and injection throughout the device were assumed.
Exciton Transport
Exciton diffusion is generally modelled using Fo¨rster resonance energy transfer
(FRET). This describes the motion of electronic excitation energy between simi-
lar molecules as a quantum mechanical oscillator [49]. When an excitation in one
molecule relaxes to the ground state, the Coulomb interaction induces a dipole,
stimulating a resonant excitation in a neighbouring molecule, effectively displacing
the excitation energy [50]. Excitons also have a finite lifetime, τex, (measured from
spectroscopy to be ∼ 0.5 ns), whereby the excitation relaxes to the ground state
before dissociation occurs and no further energy transfer can take place [26,51]. The
rate of energy transfer can be given by [52]:
kF =

1
τex
(
rF
rij
)6
if ∆Eij ≤ 0
1
τex
(
rF
rij
)6
exp
(
− q∆Eij
kBT
)
, if ∆Eij > 0
(3.4.17)
where rF is the exciton localisation radius. Note that a thermally activated Boltz-
mann penalty is applied to make exciton hops that occur ‘upstream’ in energy
(∆Eij > 0) less likely. Both τex and rF are treated as fitting parameters in order to
give an exciton diffusion length in the region of ∼ 10 nm, which is typical of con-
jugated polymers [53]. This approach, which takes into account variations in exciton
transport due to energetic disorder given by ∆Eij, was shown by Scheidler et al. to
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give excellent agreement to exciton decay dynamics in PPV [52].
Exciton Dissociation
At each destination hop site of the exciton, checks are performed to see if the local
phase-structure of the surrounding material makes it permissible for the exciton to
dissociate - i.e. if the exciton is present at a donor:acceptor heterojunction. If so,
the exciton is immediately converted into an electron-hole pair, implicitly assuming
that the exciton dissociation rate occurs much faster than the other rates considered.
In the event of multiple dissociation options, where there is more than one interface
adjacent to the current site of the exciton, the executed dissociation path is selected
at random from the permitted choices.
Dark Current Injection
In order to calculate J-V curves for a device, carrier injection from the electrodes
into the active layer must be considered. This dark current injection is treated
within the MC code by determining the total injection rate as a Marcus carrier
hop initiating from outside the morphology to a random site on either the top or
bottom plane of the active layer based on the charge carrier to be injected (holes
are injected from the anode, electrons from the cathode) [27]. In this case, the site-
energy difference is material dependent and includes the energetic disorder: ∆Eij =
q(bandgap− carrier injection barrier− disorder potential of target site) [28].
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Parameters Summary
Simulation Parameter Value
Material Parameters
Acceptor LUMO =3.9 eV
Donor HOMO =5.3 eV
Cathode Work Function =4.2 eV
Anode Work Function =5.0 eV
Photoabsorption Coefficient 1.3× 106 m=1
Photoinjection rate 6.27× 106 s=1
Dielectric Constant,  3
Charge Parameters
Applied Electric Field, F 5× 106 V m=1
Recombination Rate (all-polymer), kr 1× 107 s=1
Recombination Rate (polymer:fullerene), kr 1× 109 s=1
Exciton Lifetime, τPL 500 ps
Fo¨rster Radius, RF 4.3 nm
Hopping Parameters
Marcus Hopping Prefactor (hole), v0,h 1× 1011 s=1
Marcus Hopping Prefactor (electron), v0,e 1× 1011 s=1
Reorganization Energy, λij 0.25 eV
Gaussian DoS width (all-polymer), σ 100 meV
Gaussian DoS width (polymer:fullerene), σ 50 meV
Photoinjection Parameters
Incident Flux, Φ 100 mW cm=2
Incident Wavelength, λ 500 nm
Temperature, T 298 K
Absorption Coefficient, α 1.3× 104 cm=1
Table 3.1: Parameters for the Monte Carlo Simulations used in later investiga-
tions.
The simulation parameters used in the mesoscale MC investigations were based
on extensive studies using previous versions of the code [11,18,26,27,30,32] and are sum-
marised in table 3.1. Note that, in the simulations, the incident light is described
by a narrow-band source with flux, Φ, at a specific wavelength λ = 500 nm, which
approximates to the peak of an AM1.5 solar spectrum. The parameters shown here
3.4. Monte Carlo 72
correspond to a fiducial set of simulations which, unless otherwise specified, form
the bulk of the investigations performed in chapters 4 and 5.
Morphology Synthesis
Alongside the simulation parameters which allow MC code to easily test a wide
variety of systems accurately, the morphology is a fundamentally important input.
All the morphologies used in the mesoscale investigations in chapters 4 and 5 were
generated externally by collaborators using a CH based theory [54], which consid-
ers morphological evolution based on the variation of the Gibb’s free-energy. This
method allows for multi-component bulk heterojunction morphologies to be created
for use in MC investigations [17,26,32]. In turn, this has allowed for significant ad-
vancements towards a fully predictive model for morphology formation including the
effects of spinodal phase segregation through evaporation [55] and substrate-induced
phase separation [26,56]. In general, such models have provided a good agreement
with experimental observations of morphology evolution [57]. While research is cur-
rently taking place into incorporating material crystallisation in the morphology
generation process [58], these kinetics are not yet fully described and so alternative
morphology generation methods must be utilised to consider the effects of crystals
(see chapter 6).
CH theory, and enhancements thereof, describe the phase-separation of a blend of
two components based on the evolution of perturbations in the local concentration
as the solution is cooled [59]. An example phase-separation evolution is shown in
figure 3.1.
The equation of motion for the local volume fraction of a donor, φ, can be written
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Figure 3.1: An example morphology evolution through the first 100 timesteps of
the Cahn-Hilliard equation. Red sites represent donor material, blue sites denote the
acceptor phase.
based on a dimensionless time evolution parameter τ :
∂φ(x, τ)
∂τ
= ∇2x
[
1
ND(χ− χs) lnφ−
1
NA(χ− χs) ln(1− φ)−
2χφ
(χ− χs)
+
2φ− 1
36φ2(1− φ)2 (∇φ)
2 − 1
18φ(1− φ)∇
2φ
]
,
(3.4.18)
where NA and ND are the degrees of polymerisation of the donor and acceptor
phases, χ is the Flory-Huggins interaction parameter, with χs its value on the spin-
odal curve which describes the locus of points at which the second derivative of the
Gibbs free energy as a function of composition is zero. If χ > χs, then the mixed
blend is unstable and will spinodally decompose - i.e. the phases will separate ac-
cording to the diffusive dynamics of the equation of motion. The first three terms in
equation 3.4.18 arise from the free-energy of the blend as described by Flory-Huggins
theory [60,61]. The 4th and 5th terms in the equation describe the energetic cost of
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the composition gradients, ∇φ. The dimensionless time and space coordinates τ
and x are related to the canonical coordinates (t and r) through x = (|χ− χs|) 12 r/l
and τ = NAD(χ− χs)2t/l2, where D is the mutual diffusion coefficient and l is the
length of a statistical segment.
To generate the morphologies used in later chapters, the CH equation was solved
using a finite difference scheme with time and space-steps of ∆τ = 1.25× 10−4 and
∆x = 0.04, for a cubic lattice of side 128, with each lattice site corresponding to
1 nm3. In order to ensure that no material was lost through the interfaces between
the morphology and the electrodes, periodic boundaries were included. Initially, each
site within the morphology was composed of donor material proportion φ(x, 0) =
φ0 + δ, where φ0 = 0.5, and δ is a uniformly distributed random number such
that −0.01 ≤ δ < 0.01. The resultant lattice was very fine, essentially modelling
white noise, with δ ‘seeding’ the morphology to create random perturbations in the
concentration of donor material that could grow into the required morphological
features. This produced a volume that is considered to be similar to a polymer melt
which has been quenched so as to favour phase-separation.
Morphology evolution was permitted until domains of donor or acceptor material
reached an average size d = 7 nm, whereupon the simulations were terminated.
Mesoscale MC simulations on a variety of input morphologies have shown that d =
7 nm represents the optimal domain size where competing requirements balance,
as there are sufficient heterojunctions located within the exciton diffusion length to
promote high dissociation efficiencies, but not so many as to hinder charge transport
to the contacts [32]. The value of d was ascertained by use of a radial distribution
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function which showed the distance at which the local composition was no longer
linked to the initial site.
After a lattice of donor material proportion had been obtained, an additional
post-processing step was necessary in order to obtain realistic morphologies. The
MC simulations used here, like others, require a binary morphology where sites are
defined as pure donor or pure acceptor. It was therefore necessary to assign the
3D array of φ values such that φ > 0.5 → φ = 1 denoted a region of pure donor
material and φ ≤ 0.5 → φ = 0 denoted a region of pure acceptor material [32].
An investigation into domain purity by Lyons et al. has shown that pure domains
are necessary for the generation of realistic morphologies in order to successfully
replicate certain experimental behaviour, such as the expected amount of exciton
quenching within the system [32,62].
3.4.2 Molecular Monte Carlo
Molecular MC simulations operate on a smaller scale than their mesoscopic counter-
parts, explicitly including the effects of molecular orientation and conformation on
the charge and energy transport mechanisms within a device [63]. Simulations of this
type therefore move away from the GDM and instead calculate the transfer integrals
between segments of material in the device by determining the molecular orbitals
of each segment using quantum chemical calculation methods [37]. Physically, a seg-
ment is described as the region over which a polaron is expected to be delocalised,
and can be determined from quantum chemical calculations of the density of states
(DoS) for a polymer chain [64]. Whereas mesoscopic MC simulations can provide
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comparative analysis of experimental data, determining hopping transfer integrals
in this way offers a method with which to predict the charge-transport properties
for materials with different physical and chemical structures [37], and have also been
used to predict the distribution of traps that affect exciton transport in conjugated
polymers [65].
The investigations reported in chapter 6 use molecular MC methods to determine
the mobility characteristics of different thin-film morphologies for the conjugated
polymer P3HT, in the style of ToF experiments. Here, an individual charge carrier
is injected at a random point in the morphology and is free to hop to nearby seg-
ments for a predefined simulation time. The simulation volume consists of a small
∼ 10 nm region of the single-material thin film, with no photoinjection or electrical
contacts, and so treatment of the exciton and dark-injection properties is not re-
quired. Furthermore, only one charge carrier is present in the morphology at any
one time, so the effects of recombination and free carrier Coulomb interaction are
ignored. As such, the MC model only utilises Marcus hopping, with
∣∣Jij∣∣ calculated
using the semi-empirical ZINDO/S method, and ∆Eij determined from the variation
in the HOMO level of the delocalisation segment [66].
Morphologies for molecular MC simulations can be determined in a variety of
ways. Density Functional Theory (DFT) can determine the relaxed geometry of a
system, resulting in an energy-minimised atomistic representation of the molecular
morphology. The inputs into this DFT method could be, for example, the results
of MD simulations of the material based on an atomistic interaction forcefield [67–69],
however it is generally more common to assume an initial configuration of a small
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number of chains or molecules to result in an idealised morphology [37,70–72]. This
is primarily due to the fact that such morphologies require the forcefield to con-
sider potentially hundreds of thousands of atoms in the simulation volume, which is
computationally expensive. One possible solution to this involves ‘coarse-graining’
the forcefield to instead consider groups of atoms that are expected to behave in
a similar way, for instance the atoms belonging to the same functional group of a
molecule [70,73]. This reduces the number of interactions to be considered within the
MD simulations, while still emulating realistic material behaviour. CG MD simula-
tions will be used in chapter 6 to create morphologies that can be analysed using a
molecular MC methodology.
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3.5 Summary
Several computational simulation techniques have been discussed that attempt to
explore the charge-transport characteristics of virtual OPV devices, including vari-
ous methodologies with which to model important physical processes like injection
and recombination. MC simulations stand out since, despite their large computa-
tional cost, they can consider full 3D BHJ morphologies as an active layer and take
into account the effects of energetic disorder and an applied electric field. MC sim-
ulations are not necessarily independent as they can also be used to determine the
important parameters for other techniques such as drift-diffusion modelling [74–76].
The investigations described in later chapters will all include some level of MC sim-
ulation, either in its mesoscale form to determine device characteristics or by using
molecular MC to determine the effect of polymer chain conformation on the charge
transport properties of a thin film. The details of the mesoscale and molecular MC
algorithms were given, along with the fiducial parameter set and discussion of the
morphology generation by using CH theory or MD simulations.
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Chapter 4
Geminate Pair Recombination
Dynamics
4.1 Introduction
In order to produce useful photovoltaic current, OPV devices must efficiently con-
vert the CT state, which results from exciton dissociation at the heterojunction, into
free charges that can then separate and be collected at the electrical contacts. The
efficiency at which this occurs, ηSEP, is therefore an important factor in determin-
ing the overall power conversion efficiency of OPVs. Given the strong Coulombic
attraction between charges due to a small dielectric constant, ηSEP may be expected
to be small or field-dependent [1,2]. While this behaviour has been reported for some
OPVs [3,4], ηSEP has been shown to be large or field-independent in others
[3,5,6]. The
physical mechanisms causing this behaviour are the subject of much research [7].
Photoluminescence and photoinduced absorption spectroscopy are useful tools to
help understand these mechanisms [3,8,9], although they often require kinetic models
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(KMs) to interpret the data [10–13].
In this chapter, the mechanism of charge separation from the CT state will be
examined, along with the issues associated with using simplified KMs to interpret
the data. A brief description of the KMs currently in use to describe photoexcited
state dynamics is given in §4.2. In §4.3, the mesoscale MC simulation methodol-
ogy is outlined, which describes charge hopping in an energetically disordered BHJ
morphology but omits HCT states - therefore only considering the most basic case
of CT state dissociation. This model is then used to examine the dynamics and
efficiency of CT state dissociation at a variety of electric fields in §4.4. Then, in
§4.5, these MC data are interpreted using a KM, in a similar manner to how spec-
troscopic data is analysed. This enables examination of the relationship between
the known, physical processes and rates within the MC simulations and the rates
derived from the KM. The MC simulations reveal field-dependent, multi-exponential
recombination dynamics in agreement with experiment. It is shown that the mean
recombination time is only loosely related to the recombination rate of charges kr.
The wide range of data provided by MC, which includes separation efficiency and
recombination dynamics as a function of applied electric field, could not be fitted to
existing KMs. As such, an alternative KM is proposed that yields reasonable fits to
all MC data; furthermore it is shown to predict qualitatively the behaviour of the
MC data when the recombination rate is modified. However, it is also shown that
in order to achieve quantitative fits to MC data with a modified recombination rate,
the transport coefficients also have to be altered, which is not representative of the
MC model. This suggests that, while KMs are useful to fit to experimental data,
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they do not always have exact correspondence to the physical processes occurring
in an OPV. The main conclusions of the investigation are presented in §4.6.
4.2 Kinetic Models
Analysis of excited state dynamics measured by spectroscopy commonly involves a
KM in which the various excited states and transition rates are defined on an energy
level (Jablonski) diagram. These diagrams represent a simplification of the charge
separation process, mainly because KMs necessarily only consider a finite number of
states. However, the generally observed dynamic behaviour from experiment can be
reproduced by fitting the free parameters of the KM, which describe the transition
rates of carriers between energy levels. Perhaps the simplest KM of excited state
dynamics for an OPV is given by the OB model [1,2], shown in figure 4.1. Here, the
exciton incident on the donor-acceptor interface creates a CT state which may then
either recombine to the ground state (GS) with a rate kr, or separate to free charges
(FCs) with a rate ks. The populations of these three states can be described by the
following, coupled, first-order ordinary differential equations:
d[CT]
dt
= −kr [CT]− ks [CT] , (4.2.1)
d[FC]
dt
= ks [CT] , (4.2.2)
d[GS]
dt
= kr [CT] , (4.2.3)
where square brackets denote the population of each state. It is important to
note that the schematic figure in the Braun paper depicts a feedback path between
the FC and CT states, which would increase the rate of change of [CT] at the
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Figure 4.1: Schematic of the Onsager-Braun (OB) description of charge gener-
ation and separation. The rate coefficients ks and kr describe the separation and
recombination processes respectively.
expense of [FC] by an amount kc [FC] (where kc is the rate of feedback between
the two states) however the equation for dissociation efficiency in the subsequent
analysis does not take this feedback path into account. This type of model has been
successfully fitted to spectroscopy data in a range of OPV systems [14,15], although
others cannot be well fit by an OB type model. To remedy this issue, modifications
to the energy level diagram are often proposed, which will be studied in more detail
in §4.5.
In order for a pair of charges to be considered free, a CT state must achieve
a mutual separation of r >16 nm, at which point the mutual Coulomb interaction
reduces to ∼ kBT [16]. In the absence of charge delocalisation, this occurs via a
series of hops which individually may either increase or decrease the separation of
the charges as described in §2.2. There are many potential hop destinations, which
results in a manifold of intermediate states that is difficult to consider using a KM.
In turn, this leads to difficulty in understanding complex dynamic behaviour as well
as relating the fitted rate coefficients to quantum chemical determinations of the
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recombination or hopping processes [17].
The degree of confidence one can have with a particular KM is somewhat depen-
dent on the efficiency of the OPV device. In an inefficient OPV system, transport
and trapping in intermediate states may be expected to be significant, and KMs
will inevitably be more approximate. In efficient OPV systems, the number of
hops required to separate a CT state to FC may be fewer. This can be due to,
for instance, the effect of preferential energetic disorder [18,19], the driving force of
entropy [20], or cascaded energy heterojunctions [21,22]. Furthermore, efficient OPVs
may benefit from the delocalisation of the exciton [23] or the CT state [13,24,25] (as ex-
plored in chapter 5), which increases the initial separation of the charges, reducing
both the Coulombic attraction and the distance that carriers must travel in order
to be considered free. Nonetheless, even with these caveats, it is likely that the
charges generated from CT states will still have to separate by a distance of some
nanometres via intermediate transport states to become free.
4.3 Monte Carlo Methodology
The operating procedure of the previously developed mesoscale MC model used in
this investigation is discussed in §3.4 [26–31], with the aim of recreating CT state
dissociation in an OPV, taking into account factors such as energetic disorder and
bulk heterojunction morphology. MC simulations of the type used here have been
successful in obtaining quantitative agreement with OPV systems in which these
factors have been identified as key determinants for performance, particularly within
all-polymer [32,33] and inefficient polymer-fullerene devices [19].
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Photoinjection and dark-current were not considered throughout this investiga-
tion. Instead, simulations commenced with the photoinjection of an electron-hole
pair at a random donor:acceptor interfacial site within an input Cahn-Hilliard mor-
phology (the generation methodology of which is explained in §3.4.1). Charges
were permitted to hop to nearest-neighbour cells of the appropriate material (e.g.
electrons to the acceptor) at a rate given by the semiclassical Marcus expression,
equation 3.3.10 [34]. Instead of explicitly considering the electronic transfer integrals,
the prefactor was set as a constant coefficient, v0. Implicit in this assumption is the
averaging of the transfer integrals across the morphology, resulting in homogeneous
and time-independent site-to-site electronic couplings. To produce carrier mobil-
ities that are similar to those reported for charges in amorphous polymers (µ =
4.2× 10=6 cm V=2 s=1) [29], Er was set to 4× 10=20 J, and v0 = 1× 10=11 s=1. For
the sake of simplicity, the transport of electrons and holes were assumed to be the
same. Within the morphology, adjacent charges were permitted to recombine to the
GS at a rate of kr = 1× 107 s=1, which is similar to that reported for all-polymer
blends [35]. Simulations proceeded until each geminate charge pair had either recom-
bined or separated - here defined as the carriers achieving a mutual separation of
r = 25 nm. This process was repeated for at least 7×106 iterations over 15 different
configurations of energetic disorder so as to obtain reliable statistics.
Measuring the behaviour of successive, independent charge pairs in this way most
closely represents the charge kinetics of devices that are exposed to low excitation
fluence in experiment. However, it is noted that a definite end point of the simu-
lation has been defined, whereupon geminate recombination is deemed not to have
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occurred. This distinction between the prompt, geminate recombination and the
subsequent, delayed, bimolecular recombination is somewhat artificial, however at
low pump fluence, the timescales at which both types of recombination occur are
expected to be different [36,37]. It is therefore argued that it is reasonable to consider
geminate and bimolecular recombination separately.
4.4 Recombination Dynamics
CT state dynamics were simulated for a range of electric fields between 1×106 ≤ F <
1× 108 V m=1, representing an OPV bias range extending through the operating
region to a strong reverse bias (where the collection of charges is efficient). The
full MC dataset is shown in figure 4.2, along with modified KM traces which will be
explained in §4.5. For each electric field, the probability density function, Pr(t), that
a recombination event will occur at time, t, and the CT state separation efficiency,
ηSEP, were measured.
From these data, it was possible to calculate the mean recombination time, 〈τREC〉
as
〈τREC〉 =
∫ tMAX
0
tPr(t) dt, (4.4.4)
where tMAX was defined as the time at which Pr(t) had dropped by 3 orders of
magnitude, corresponding to the signal range available in experiment.
The symbols in figure 4.3a show the MC-calculated 〈τREC〉 as a function of in-
creasing electric field. It is apparent that 〈τREC〉 is field-dependent, as it is larger
than the inverse recombination rate (1/kr) at fields corresponding to the operating
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Figure 4.2: Pr(t) from the MC simulations (symbols) and KM (lines) for all
explored field values using fiducial simulation parameters and given a recombination
rate of kr = 1× 107 s=1.
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region of an OPV (F ' 1× 106 V m=1) and smaller than 1/kr at high fields corre-
sponding to strong reverse bias (F ' 1× 108 V m=1). This dynamic behaviour is
examined further in figure 4.3b, which shows that Pr(t) is generally bi-exponential,
with a slow decay component that has a characteristic rate that is smaller than
kr. This is in agreement with preliminary work using similar MC simulations
[18]
although, due to a larger sample size, the bi-exponential behaviour and field de-
pendence of Pr(t) are revealed more clearly for this investigation. Additionally, the
prominence of the slow decay component is shown to increase as the field is reduced.
Figure 4.3c shows the probability density function for the CT state lifetime, here
defined as a pair of charge carriers that are located within 2 nm of each other. The
MC data (solid lines) predicts qualitatively similar bi-exponential decay behaviour
for the CT state population, suggesting that the field-dependence of the slow decay
shown in figure 4.3b is not solely characteristic of the recombination process.
This slow decay is attributed to energetically and morphologically trapped charge
carriers, which eventually detrap and are afforded another chance to recombine later,
resulting in a slower transient than when the charges were first created adjacent to
each other at the donor-acceptor interface. Applying an electric field to the system
reduces the likelihood of this trapping, hence the prominence of the slow decay
component is reduced. This mechanism has been reported elsewhere to explain
experimental data [11,38]. The initial ‘fast’ decay of Pr(t) is reasonably well-described
by 1/kr, however the rate of decay is shown to increase with field. The fast decay
component is most likely due to field-dependent charge transport ‘emptying’ the CT
state and therefore reducing the potential for recombination.
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(a) 〈τREC〉 for both the MC simulations
(black symbols) and the KM (black
line), along with the inverse
recombination rate 1/kr (red line)
(b) Pr(t) obtained by MC (symbols) and
the KM (lines) for F = 1× 106 V m=1
(green) and F = 1× 108 V m=1 (blue),
along with the inverse recombination
rate 1/kr (red line)
(c) The CT state population PCT(t) from the MC (symbols) and KM (dashed
lines) for fields F = 1× 106 V m=1 (green) and F = 1× 107 V m=1 (blue)
Figure 4.3: Recombination dynamics from MC simulations given kr = 1× 107 s=1,
including fitted KM traces.
Multi-exponential CT state dynamics of the type shown in figure 4.2 are ubiqui-
tous throughout the literature. In many cases, bi- or tri-exponential decays are fitted
to data, although often the third decay component occurs on a faster timescale than
the instrument response time, leaving two free parameters to describe the observed
kinetics [4,38]. As the charge transport mechanisms seem to be able to be described
by a small number of free parameters, KMs provide a useful way to interpret these
types of data.
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4.5 New Kinetic Model
The simplest KM is provided by the OB model shown in figure 4.1, in which the
CT state branches to either the GS or FC. Under these circumstances, the lifetime
of the CT state is described by
τCT ∝ 1
kr + ks
. (4.5.5)
At low fields, when ks → 0, τCT → 1/kr. At high fields, when ks >> kr, then
τCT → 1/ks. Hence, a simple branching model can explain the trends in figure 4.3
which indicate τCT < 1/kr at high fields, but it cannot explain τCT > 1/kr at low
field, nor a bi-exponential Pr(t) as is present in the MC data, despite only a single
recombination rate.
Due to the inability of simple OB-type models to describe the bi-exponential
kinetics and the field dependence thereof, a variety of modifications have previously
been suggested. These include the incorporation of a manifold of CT states [4,39],
feedback loops via charge transport back to the CT state [40,41], energetic and mor-
phological trapping resulting in a slower recombination pathway [11,38] or multiple
separation/decay pathways [3,10,42].
In order to satisfactorily reproduce the MC-observed CT dynamics observed here,
a new kinetic framework had to be proposed. As with OB, the GS and FC states were
defined as carrier ‘sinks’, representing the end points of recombination and successful
separation to the contacts respectively. A CT state was also introduced, which would
be directly populated by exciton dissociation and from which recombination to GS
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could occur. Unlike the OB model, a manifold of states intermediate between CT
and FC was also considered. Within this manifold, charges were considered to be
Coulombically bound but unable to recombine due to a small physical separation
between the two. The manifold was then collected into a single state which was
termed quasi-free (QF).
As in the MC simulation, charges within the QF state could separate further and
become FC, or were permitted to ‘collapse’ back to the CT state where recombina-
tion could occur. This is conceptually similar to the work of Wojcik and Tachiya [43],
who describe multi-exponential separation and modify OB mathematically by alle-
viating the constraint that recombination cannot occur unless charges are adjacent.
Here, recombination occurring outside the reaction radius could be considered by
increasing the recombination rate. However, for the purposes of this investigation,
only adjacent charges were permitted to recombine, with spatially separated charges
existing in the QF state instead, where no direct recombination path exists.
4.5.1 Single Decay Channel
Figure 4.4a depicts the most simple KM that includes the behaviour highlighted
above, including just one of each category of state, and 4 total rate coefficients.
This scheme provides reasonable fits to the MC predicted ηSEP (figure 4.4e), and
also the general shape of Pr(t) (figures 4.4a-d). However, the initial slope of Pr(t)
which denotes fast recombination is not recreated faithfully, particularly at F =
1× 108 V m=1. It is important that this region of the bi-exponential decay is accurate
as fast recombinations make a large contribution to 〈τREC〉.
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(a) KM scheme. The rate coefficients ks, kc, kf and kr describe the
processes of separation, collapse, freedom and recombination respectively
(b) Pr at F = 1× 106 V m=1 (c) Pr at F = 1× 107 V m=1
(d) Pr at F = 1× 108 V m=1 (e) The corresponding field-dependent
separation efficiency, ηSEP
Figure 4.4: Comparison of the MC (symbols) and KM (lines) recombination dy-
namics and separation efficiencies for a KM with a single set of states (and therefore
a single separation/recombination pathway) in the kinetic scheme.
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4.5.2 Dual Decay Channel
Figure 4.5: Schematic of the proposed kinetic scheme. Two independent pop-
ulations of charges are produced (with field dependent probability γ), representing
intrinsic (superscript i, blue) and field-activated (superscript f , red) recombination
pathways. The rate coefficients ks, kc, kf and kr describe the processes of separation,
collapse, freedom and recombination respectively.
In order to replicate the correct field-dependence for Pr(t) and ηSEP, a combi-
nation of two recombination pathways was investigated, one related to the field-
independent diffusion of carriers through the morphology and the other describing
the drift of carriers within the internal electric field of the device. These were termed
‘intrinsic’ and ‘field-activated’ respectively, and the full KM is shown in figure 4.5.
The fraction of excitons which dissociate via the intrinsic route was defined as γ,
and therefore the fraction of excitons which dissociate via the field-activated route
was 1− γ. The dynamic behaviour of this scheme can therefore be described by the
following equations:
d[CTx]
dt
= −kxr [CTx]− kxs [CTx] + kxc [QFx] , (4.5.6)
d[QFx]
dt
= kxs [CT
x]− kxc [QFx]− kxf [QFx] , (4.5.7)
d[FC]
dt
= kif
[
QF i
]
+ kff
[
QF f
]
, (4.5.8)
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d[GS]
dt
= kr
[
CT i
]
+ kr
[
CT f
]
, (4.5.9)
where the superscript x represents either the field-activated (f) or intrinsic (i)
pathways and square brackets denote the population of each state. The rate coeffi-
cients kxs , k
x
c and k
x
f are depicted in figure 4.5. The separation efficiency ηSEP was cal-
culated by solving the differential equations for the intrinsic and field-activated path-
ways separately to obtain the population of the GS for time t→∞ for each route.
Then, the overall separation efficiency was calculated as ηSEP = γη
i
SEP +(1−γ)ηfSEP.
In order to limit the parameter space, the rate coefficients for the intrinsic path-
way were assumed to be constant with field, whereas the field-activated rate coeffi-
cients were permitted to vary linearly with the field. It was assumed that, for the
inefficient OPV blends examined here, intrinsic charge generation dominates at low
fields (i.e. γ → 1). As the field increases, charges begin to detrap and the field-
activated route becomes more dominant (i.e. γ decreases). Hence, γ was forced to
decrease monotonically with increasing field.
A variable-timestep fourth-order Runge-Kutta method was employed to numeri-
cally solve the coupled differential equations 4.5.6-4.5.9. The free parameters in these
equations were fitted to the ηSEP, 〈τREC〉 and Pr(t) data measured by MC, subject to
the constraints mentioned above. These parameters are shown in figures 4.6a and b.
As can be seen from figure 4.6c, excellent fits to the MC predicted ηSEP are obtained.
Note that the small MC prediction of ηSEP < 0.1 below F = 1× 107 V m=1 (which
corresponds approximately to the operating range of an OPV) is a result of utilising
model parameters that correspond to inefficient polyfluorene all-polymer devices [32],
as opposed to their more efficient polymer-fullerene counterparts.
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(a) The variation of the rate
coefficients kfs (squares), k
f
c (circles),
and kff (triangles) as a function of F
(b) The variation of the rate
coefficients kis (squares), k
i
c (circles),
and kif (triangles) as a function of F
(c) ηSEP from MC (black symbols)
along with the KM predictions for the
field-activated (red), intrinsic (blue)
and combined (black line) pathways
(d) Fraction of CT states in the
intrinsic decay channel (γ) as a
function of varying electric field (F )
Figure 4.6: Variation in ηSEP (for both MC and KM) and the various free param-
eters of the KM for kr = 1× 107 s=1.
Figures 4.2 and 4.3b show excellent agreement between the dual-channel KM-
and MC-determined Pr(t) for a range of internal electric fields. In particular, the
field-dependence of the initial ‘fast’ and delayed ‘slow’ component of Pr(t) are recre-
ated faithfully. The bi-exponential character of Pr(t) in the context of this KM
arises primarily because of feedback between the QF and CT states, which repopu-
lates the CT state at later times and affords an additional, delayed opportunity for
charge recombination to occur. Reasonable fits are also obtained for 〈τREC〉, shown
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in figure 4.3a. As with the MC data, 〈τREC〉 for the KM was calculated as described
in equation 4.4.4, where tMAX was selected such that the KM prediction of Pr(t) had
dropped by 3 orders of magnitude.
Figure 4.6d shows the monotonic decay of the parameter γ as a function of
internal electric field strength, F . The separation of CT states at low fields is almost
solely intrinsic, until the field-activated regime of separation begins to dominate at
F ∼ 2.5× 107 V m=1, which corresponds to the sharp increase in ηSEP shown in
figure 4.6c.
4.5.3 Modified Recombination Rate
Given that the KM was fitted to a wider range of MC data than is generally available
in experiment, it might be expected that the KM outlined in figure 4.5 would provide
a more complete description of CT state dynamics for this simple system. It was
therefore interesting to test the predictive capabilities of the model by performing
further MC simulations with the same transport parameters and morphology, except
with a modified kr = 1× 106 s=1. One would hope that the KM would provide
similarly accurate fits to those shown in figure 4.6 if the recombination rate alone
were modified. However, this was found to not be the case. Simply reducing the
recombination rate in the KM to kr = 1× 106 s=1 and maintaining the transport
parameters at the same values as the fiducial kr = 1× 107 s=1 system resulted in a
substantial overestimation of the MC predicted ηSEP, as shown in figure 4.7.
It could be argued that this failure is due to a deficiency in the KM of figure 4.5,
which in turn leads to errors when it is implemented in a more general fashion.
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(a) Pr(t) at F = 1× 106 V m=1 (b) Pr(t) at F = 1× 107 V m=1
(c) Pr(t) at F = 1× 108 V m=1 (d) The corresponding ηSEP for the
intrinsic (blue), field activated (red) and
combined (black) mechanisms
Figure 4.7: Comparison of the MC (symbols) and KM (lines) recombination
dynamics and separation efficiencies given a modified recombination rate of kr =
1× 106 s=1.
Indeed, this could be the case, however it is important to note that the KM was
developed with the benefit of a wide range of charge recombination data and was
shown to fit this data well. It was only after further testing by altering kr that the
KM was shown to be lacking in some respects. The wide range of data, and the
subsequent tests for robustness, were made straightforward by using a MC model
and would seem to be an ideal set of conditions from which to derive a robust,
predictive KM. Hence, even though better KMs are possible, it is difficult to see
what approach would have to be taken to first hone the alternate models to a point
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(a) The variation of the rate
coefficients kfs (squares), k
f
c (circles),
and kff (triangles) as a function of F
(b) The variation of the rate
coefficients kis (squares), k
i
c (circles),
and kif (triangles) as a function of F
(c) ηSEP from MC (black symbols)
along with the KM predictions for the
field-activated (red), intrinsic (blue)
and combined (black line) pathways
(d) Fraction of CT states in the
intrinsic decay channel (γ) as a
function of varying electric field (F )
Figure 4.8: Variation in ηSEP (for both MC and KM) and the various free param-
eters of the KM given a modified kr = 1× 106 s=1. All transport rates have been
modified in order to give the best fit to the MC data.
where they satisfactorily recreate the data to the same level as the one outlined in
figure 4.5, and then verify the accuracy of their predictions, particularly if relying
on experiment alone.
4.5.4 Modified Transport Rates
As can be seen from figures 4.8a and 4.8b, the only way in which satisfactory fits
to ηSEP and Pr(t) could be obtained was if all of the transport rates in the KM
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Figure 4.9: Pr(t) from the MC simulations (symbols) and KM (lines) for all
explored field values given a recombination rate of kr = 1× 106 s=1. Other transport
rates have also been reduced by a factor of 10 from the fiducial dataset.
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(a) 〈τREC〉 for both the MC simulations
(black symbols) and the KM (black
line), along with the inverse
recombination rate 1/kr (red line)
(b) Pr(t) obtained by MC (symbols) and
the KM (lines) for F = 1× 106 V m=1
(green) and F = 1× 108 V m=1 (blue),
along with the inverse recombination
rate 1/kr (red line)
Figure 4.10: Recombination dynamics from MC simulations with kr = 1× 106 s=1,
including fitted KM traces with all transport rate coefficients modified.
were arbitrarily reduced by a factor of 10. The fit to ηSEP is shown in figure 4.8c,
which includes a slight modification to γ from the kr = 1× 107 s=1 (figure 4.8d).
The resultant KM fits to the MC recombination dynamics data for all field values
are shown in figure 4.9. While good fits to the MC data were achieved, there
remains no physical justification for modifying the transport rates themselves as the
corresponding processes within the MC model remain unchanged from the fiducial
kr = 1× 107 s=1 simulations.
This result is perhaps surprising. Considering first the MC data, the field-
dependence of the slow decay component of Pr(t) shows that this feature is related
to transport and trapping processes. One might therefore expect that its importance
depends on the relative rates of transport and recombination. However, the MC data
shows that this is not the case, because the slow decay of Pr(t) is present for both
kr = 1× 107 s=1 (shown in figure 4.3b) and 1× 106 s=1 (shown in figure 4.10b). The
insensitivity of the shape of Pr(t) can be attributed to the distribution of detrap-
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Figure 4.11: The probability density function for the site-to-site hopping times of
charges in a fiducial simulation of F = 1× 107 V m=1 and kr = 1× 107 s=1.
ping times that results from energetic disorder [44,45]. For this investigation, hopping
times spanning more than 13 orders of magnitude in time were recorded (although
the majority occur within 10 ns - figure 4.11), meaning that some charges would
inevitably be trapped for time scales similar to 1/kr, irrespective of the compara-
tively small change to kr considered here. Therefore, the slow decay due to trapped
charges is likely to always be present.
Such a wide distribution of hopping times is often termed ‘dispersive transport’
and cannot be directly incorporated into the KM. Indirectly, this deficiency can be
accommodated for by modifying the non-recombination transport rates within the
KM, thus obtaining an acceptable fit to Pr(t) for the kr = 1× 106 s=1 data. In the
KM, the average recombination time is determined mostly by kr, and the shape of
Pr(t) depends upon the relationship between the recombination and transport rates.
With these minor changes to the fitting parameters, good agreement was obtained
for a variety of field-dependent dynamic data. However, this exercise has shown that
the transport rates used to obtain fits of this quality do not necessarily correspond
to the actual transport processes in the MC model.
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4.6 Conclusions
Mesoscale Monte Carlo simulations have been utilised to examine the charge transfer
separation dynamics in an OPV, including the effects of energetic disorder and bulk
heterojunction morphology. Strongly bi-exponential decay of the recombination
dynamics, similar to that shown in experiment was observed. The slow component
of this Pr(t) decay is due to the energetic or morphological trapping of charges, as
increasing the electric field reduces the prominence of this feature. An alternative
kinetic model was proposed, which implements an intermediate QF state between
the CT and FC states to represent the CT manifold. This KM is shown to fit both
the dynamic behaviour of the CT state recombination and separation efficiency
as a function of electric field very well. The CT state separation behaviour was
then explored further by modifying the recombination rate in both the MC and
KM. The present KM was shown to give very poor fits to the MC data, when the
recombination rate alone was modified. In order to obtain good fits to the MC data,
the transport rate coefficients that describe the processes of separation, collapse
and freedom within the KM also had to be modified - even though the description
of these processes in MC was left unchanged. This shows that KMs can be used
to successfully fit a wide variety of data describing CT state behaviour, but the
derived rate does not always have exact correspondence with the physical processes
occurring within an OPV. It is argued that this is a general shortcoming of KMs,
and is attributed to the difficulty in describing dispersive hopping transport within
a framework that necessarily simplifies charge transport rates.
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Chapter 5
Hot Charge Transfer States
5.1 Introduction
The performance of BHJ OPV devices has improved rapidly since their invention in
1995 [1,2]. In fact, some devices have exhibited IQEs of even greater than 80% [3,4], de-
spite strong Coulomb attraction between charges after exciton dissociation resulting
in a fast recombination rate of high-performance polymer:fullerene OPVs of the or-
der 1× 109 s=1 [5–9]. In an attempt to explain this apparent contradiction, the focus
of the research community has turned to the CT state - the precursor of free charges,
formed after the dissociation of the exciton. Instead of the traditional picture of a
tightly bound CT state, it has been suggested that, after exciton dissociation, a de-
localised, high energy, ‘hot’ CT state (HCT) is formed, leading to increased charge
separation efficiencies. The opposing charges in the HCT are initially delocalised
across regions of the molecules in the active layer but, as the state begins to cool,
the charges localise to regions that are spatially separated.
In this chapter, multiple morphologies will be characterised and tested to deter-
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mine the efficacy of HCTs using mescoscale MC methods, with particular emphasis
on the effect of fullerene aggregation. The MC model operates on the assump-
tion that HCTs do occur and, upon cooling, the electron and hole polaron are
mutually separated by a distance, r. The subsequent charge-pair behaviour, and
the consequent effect on OPV performance, are analysed in order to determine if
HCTs can provide the quantum efficiencies observed in experiment for common
polymer:fullerene OPV systems.
The morphologies used for this investigation are described in §5.3.1, and the MC
methodology explained in §5.3. In the results section §5.4, the effect of HCTs is
examined in the context of donor:acceptor blends similar to all-polymer devices in
§5.4.1, and mixed:aggregate blends similar to polymer:fullerene devices in §5.4.2.
Both geminate pair separation and full OPV device simulations are used to show
that HCTs do indeed improve the efficiency of free-charge generation as anticipated,
but in order to obtain the performance observed in OPVs, the degree of separation
required is unrealistically large. The efficacy of HCTs is shown to be strongly de-
pendent on the simulated morphology, with the most efficient results obtained from
simulation volumes where the fullerene aggregates were dispersed throughout the
molecularly mixed phase. However, no morphology studied here is predicted to give
rise to the efficiencies expected from experiments. In §5.4.3, an examination of the
optimal conditions at which HCTs provide the most significant benefit takes place.
The first condition occurs when the degree of separation r is of the order ∼ 10 nm,
at which the Coulomb binding energy approaches kBT and therefore separation be-
comes energetically favourable. The second occurs for small r (∼ 4 nm) when the
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electron mobility (µ) is small and beneficial trapping means that recombination is
kinetically unfavourable. It is argued that neither circumstance is expected to occur
in polymer:fullerene OPVs, and that the high-efficiencies observed in these devices
are most likely resultant from alternative mechanisms. The main conclusions of the
investigation are presented in §5.5.
5.2 The Hot Charge Transfer State
5.2.1 Presence of the HCT State
As described in §2.4.1, the traditional picture at the donor:acceptor interface is that a
tightly-bound, photoinjected exciton dissociates to yield a bound CT state, localised
at the point of dissociation, as shown in figure 5.1a. The CT state can then form free
charges by a series of intermolecular hops - a process which is widely expected to be
comparatively slow and inefficient [10]. Bakulin et al. [9] measured the PIA response
of a range of OPV blends in detail, explaining the results by proposing that exciton
dissociation instead can create high-energy HCTs, an example of which is shown
in figure 5.1b. The band-like character of these states suggests that the HCTs are
more delocalised. When the state relaxes, a more localised electron and hole pair
forms with a mutual spatial separation. This leads to reduced Coulomb interaction
between the charges and a decreased overlap of the corresponding wavefunctions,
permitting the carriers to separate to the FC state more quickly as opportunities to
recombine decrease.
The concept of HCTs is consistent with other spectroscopy investigations which
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(a) A bound CT state formed at the
Donor:Acceptor Interface
(b) An HCT state formed at the
Mixed:Aggregate Interface
Figure 5.1: Example bound and hot charge transfer states in a morphology con-
taining donor polymer (red) and fullerene acceptor (blue) phases. The yellow regions
depict the localised charge density of the electron and hole, and the black ring de-
scribes the extent of the CT state.
show that an ‘ultrafast’ free-charge generation can occur on timescales within ∼
100 fs in some material systems [11–14]. Indeed, some groups have suggested that
the lifetime of the HCT state represents a maximum time for efficient free-charge
generation as the HCT relaxes to a bound CT state in which the Coulomb binding
energy is much larger than kBT
[14]. Quantum chemical calculations have reinforced
the spatially separated nature of HCT states [9,15], in fact suggesting that excitons
preferentially dissociate to yield spatially-separated electron-hole pairs [15,16]. Further
work has suggested that the accessibility of HCT states is correlated to the presence
of fullerene aggregates within the morphology [17,18], which is consistent with the
relationship between the presence of fullerene aggregation and corresponding high
performance in polymer:fullerene OPVs [19,20]. These arguments appear to offer a
compelling reason why such efficient charge generation is possible in OPVs.
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5.2.2 Effect of the HCT State
However, while the existence of HCTs is well established, their effect on OPV per-
formance is still the subject of much discussion. The experiments highlighted above
tend to utilise spectroscopy or the direct analysis of CT state dynamics and are
therefore mostly concerned with short length and timescales (∼ A˚-nm, ∼ fs-ps).
Steady-state measurements over longer time periods (implying lengthscales of ∼
100 nm and timescales ∼ µs) suggest that the efficiency of free-charge generation is
largely independent of whether the CT states are hot (binding energy ∼ kBT ) or
bound (binding energy ∼ 0.2 eV), at least at room temperature [21–24]. Additionally,
other mechanisms have been suggested that could result in enhanced free-charge
generation from the bound CT states [25,26].
The resulting picture is unclear, which poses difficulties when considering the
best course of action for developing OPV technology further. For instance, if HCTs
prove to be the primary precursor to efficient free-charge generation, then the ma-
terials development should focus on enhancing structural rigidity and suppressing
geometrical relaxation to produce cleaner interfaces and better orbital overlap to
maximise the bonus obtained from HCTs [9], while processing should seek to max-
imise fullerene aggregation to increase the quantity of HCTs in the system [17,18]. On
the other hand, if HCTs prove to not affect free-charge generation significantly then
other techniques and optimisation regimes may need to be employed.
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5.3 Monte Carlo Simulations
5.3.1 Morphologies
The morphologies used as inputs in the MC simulations were derived from modified
Cahn-Hilliard theory [27,28] as described in §3.4.1, and were generated externally by
collaborators. Three main input parameters for the CH equation 3.4.18 are the
molecular weight of the donor and acceptor components ND and NA respectively,
and the initial donor:acceptor volume ratio of the blend. For this investigation, two
sets of input parameters were used. One resulted in morphologies similar to an all-
polymer blend, which had NA/ND = 1 and a donor volume ratio of φ0 = 0.5. In this
case, the parameters χ = 0.065 and χs = 0.04. The second parameter set resulted in
morphologies more closely related to a polymer:fullerene blend, where the acceptor
had a higher molecular weight than the donor material such that NA/ND = 30. The
donor volume ratio for these samples was φ0 = 0.4 (i.e. had a slight excess of a
smaller molecular weight acceptor), with the other CH parameters being χ = 0.9
and χs = 0.875.
The CH simulation resulted in a regular 3D lattice in the donor volume frac-
tion φ, which represents the morphology of the active layer of the device. These
morphologies then underwent further processing before they were used in the MC
simulations. For the all-polymer samples (NA/ND = 1), sites with φ ≥ 0.5 were
designated as pure donor material (which holes alone could propagate through),
whereas sites with φ < 0.5 were denoted pure acceptor (conducting only electrons),
producing morphologies of the type shown in figure 5.2a. These binary samples are
referred to as donor:acceptor morphologies (D:A for brevity) and are characterised
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(a) D:A, d = 7 nm (b) Mx:Ag, β = 0.039 (c) Mx:Ag, β = 0.265
(d) Mx:Ag, β = 0.396 (e) Mx:Ag, β = 0.411
Figure 5.2: Example cross-sections of the morphologies used in this investigation.
Each side is 128 nm in extent. Blue represents aggregated acceptor domains, red
indicates regions of pure donor material (e.g. crystallised polymer) and green shows
the location of the mixed phase where both donor and acceptor molecules are present.
by the average size of the donor and acceptor domains d, which increased with evo-
lution through the CH equations. For the polymer:fullerene samples (NA/ND = 30),
sites with φ < 0.2 were assigned as pure, aggregated acceptor, and all other sites
were denoted as part of a molecularly mixed phase consisting of both donor and ac-
ceptor material as shown in figures 5.2b-e. These are referred to as mixed:aggregate
morphologies (Mx:Ag), and further evolution of these through the CH equations
resulted in systems with an increased proportion-by-volume of aggregated accep-
tor, β. Within the MC simulations of the Mx:Ag morphologies, the electrons were
permitted to move freely throughout the entire volume in both the aggregate and
mixed regions, but holes were confined to the mixed phase only.
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Examining both D:A and Mx:Ag morphologies is of key importance as it per-
mits analysis of the effects of the mixed phase in isolation, which can transport
both charge carriers. Additional characterisation of the morphologies examined in
this investigation, such as the blend ratio and average domain size, d, is provided
in table 5.1. The corresponding FF and η for the devices are also given. The
absolute values are lower than those expected real devices with similar energetic
parameters; the most efficient all-polymer photoactive blends generally exhibit η ∼
6% [29], whereas polymer:fullerene devices have η ≥ 9% [30]. The devices simulated
here are therefore inefficient, suggesting that any benefit from the HCTs would
dramatically improve the device performance, and that the platform used for this
investigation represents the best-case scenario for HCT efficacy. Regardless, the rel-
ative differences between the morphologies is the most important as these indicate
the conditions under which HCTs were the most beneficial.
As well as a value of φ, each unit cell within the morphology was additionally
assigned a random, time-invariant, Gaussian distributed energetic disorder. The
standard deviation of the Gaussian DoS, σ, was set to 50 meV, which is represen-
tative of the high-mobility organic materials used to construct high-performance
polymer:fullerene OPVs [31,32].
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Fig. 1 Blend Ratio d
Proportions FF at η
D/Mx A/Ag r = 4 nm %
a) D:A 1:1 6.63 nm 0.50066 0.49934 0.25140 0.22870
b) Mx:Ag 2:3 4.72 nm 0.96134 0.03866 0.29239 0.01360
c) Mx:Ag 2:3 4.23 nm 0.73501 0.26499 0.26923 0.07880
d) Mx:Ag 2:3 6.79 nm 0.60402 0.39598 0.27374 0.12740
e) Mx:Ag 2:3 10.28 nm 0.58899 0.41101 0.27878 0.13540
Table 5.1: A table of the key features and corresponding performance of the mor-
phologies used in this investigation. d denotes the average domain size for the mor-
phology, FF is the device fill factor and η the corresponding power conversion effi-
ciency.
5.3.2 Charge Transfer States
The mesoscopic MC simulations employed in this investigation are as described in
§3.4, and have been developed previously. However, new infrastructure within the
code was implemented in order to effectively model the mixed phase and HCTs.
The CT was implemented in one of two ways; either a bound CT state in which
an electron-hole pair was injected directly on two adjacent (separation r = 1 nm)
sites, or as an HCT state which, after cooling, resulted in an electron-hole pair
with a separation of r > 1 nm. The physics behind the process of HCT cooling
was omitted from the simulations as the aim of the investigation was to predict the
subsequent behaviour of the electron-hole pair at the end point of the dissociation
process, as they separated and moved through the bulk of the device. While the
task of explicitly modelling the cooling of the HCT state would probably be better
suited to quantum chemical calculations and spectroscopic studies that can treat
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the carrier delocalisation aspect of the HCT [9,11,14], mesoscale MC methods can link
together the broad features of nanoscale processes with the overall OPV performance
characteristics. This makes mesoscale MC simulations an appropriate technique
when relating the separation of the charge carriers after HCT cooling to the device’s
J-V curve.
Practically, the HCT state was implemented as follows. If an exciton was gener-
ated in the mixed phase, it was assumed that there was a sufficient density of donor
and acceptor material that it could dissociate immediately, yielding an electron-hole
pair with a mutual separation of 1 nm as suggested by experiment [18]. This assump-
tion was later relaxed to allow HCTs to occur more generally, as will be explained
in §5.4.2. Conversely, if the exciton was generated within the donor, acceptor or ag-
gregate phase and further diffused to an interface, it instantaneously dissociated to
yield an electron-hole pair that was spatially separated by r - the cooled remains of
an HCT. This process intrinsically assumed that the delocalised HCT state cooled to
produce spatially separated charge carriers on a timescale that was faster than any
of the other processes occurring within the device, which is in broad agreement with
various experiments [11,14]. Furthermore, this assumed that the HCT is associated
with the level of aggregation within the electron accepting medium, which has also
been reinforced by experiments [17,18]. The position of the electron was determined
by a 3-dimensional random walk of the carrier, taking care to consider the material
phase of the local structure, such that the electron could only move through sites
it was permitted to hop through conventionally. The random walk was terminated
when the mutual separation between the electron and the hole reached the pre-
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defined value, r. The hole was always created at the interface between the donor
and acceptor (D:A morphologies) or mixed and aggregate (Mx:Ag morphologies)
phases, and so the process resulted in the immediate injection of a charge carrier
pair with the electron at a random position, separated by r from the heterojunction.
5.3.3 Charge Transport and Recombination
The dynamics of charge transport were determined by nearest-neighbour hopping at
a rate given by the Marcus expression 3.3.10. As with the investigation in chapter 4,
the transport of the electrons and holes was assumed to occur at the same rate,
with carriers confined to regions of the morphology as explained by the material
rules in §5.3.1. For simplicity in the simulation of the Mx:Ag morphologies, electron
transport in the aggregate phase was taken to be the same as within the mixed phase.
This approximation resulted in a ‘best-case scenario’ for mixed phase mobility, as it
is likely that the composition of the mixed phase negatively affects the mobility of
charge carriers within [33].
Adjacent charges (i.e. separated by r = 1 nm), were permitted to recom-
bine at a rate kr, which was set to either 1× 107 s=1 (typical of all-polymer bulk
heterojunctions [34]), or 1× 109 s=1 (expected in polymer:fullerene blends such as
P3HT:PC61BM
[6,7], APFO3:PC61BM
[8] and MEH-PPV:PC61BM
[35]) before the sim-
ulation began.
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5.3.4 Geminate Pair Simulations
The geminate pair simulations used in this investigation followed a similar format to
those described in chapter 4. For the D:A morphologies, random heterojunctions in
the morphology were selected, and either bound CT states (i.e. adjacent carriers)
or HCT states with a given r injected. The subsequent electron-hole pair was then
permitted to hop through the morphology until they had either recombined to the
GS, or obtained a mutual separation of 25 nm whereby the charges were said to
have separated and the simulation terminated. The same process was used for
the Mx:Ag morphologies, except that CT states were created when the randomly
selected adjacent lattice site pair were either a mixed:aggregate interface or if both
belonged to the molecularly mixed phase. CT states generated in the mixed phase
were always considered bound, whereas CT states produced across a mixed:aggregate
interface were HCTs.
The simulation process was repeated for over 7×106 iterations and for 15 different
configurations of energetic disorder within the morphology, in order to obtain reli-
able charge separation statistics. The ratio of successfully separated charges to the
number of injected geminate charge pairs was defined as the free-charge generation
efficiency, ηSEP.
5.3.5 Device Simulations
The device simulations used in this investigation attempted to model a virtual pho-
tovoltaic, as described in §3.4, from the illumination of the active layer to stimulate
photoinjection of excitons, through to dissociation and the subsequent collection of
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free charges at the contacts above and below the active layer. Collected charges gen-
erated a photovoltaic current within the simulated device which was characterised
by the corresponding J-V curve. The parameters used for the device simulations
are shown in table 3.1. Unless otherwise specified, all simulations used this fiducial
parameter set, which was selected to model a polymer:fullerene blend device such
as P3HT:PC61BM.
Device simulations proceeded until the net flow of charges leaving the device
through the contacts had converged - occurring after at least 25,000 photoinjections
had been recorded. The total photovoltaic current density could then be calcu-
lated, along with η as per equation 2.5.4. Simulations were repeated for at least 15
configurations of energetic disorder.
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5.4 Efficacy of Hot Charge Transfer States
5.4.1 Donor:Acceptor Blends
Geminate Pair Separation
Figure 5.3: The effect of charge transfer state separation, r, on free-charge genera-
tion efficiency, ηSEP, when kr = 1× 107 s=1 (D:A, solid circles and dashed line) and
kr = 1× 109 s=1 (D:A, solid triangles and line; Mx:Ag, open squares and dashed
line), given an electric field F = 5× 106 V m=1. Both morphologies exhibited an
average domain size d = 7 nm, and the Mx:Ag system had β = 0.396.
Figure 5.3 shows the free-charge generation efficiency, ηSEP, as a function of the
cooled HCT separation, r, for a D:A morphology. Two recombination rates are
shown: kr = 1× 107 s=1, which is similar to that found in all-polymer OPVs [34], and
kr = 1× 109 s=1, similar to that observed in polymer:fullerene blend OPVs [5–8,35].
As expected, when only bound CT states (r = 1 nm) were available, the system with
a larger recombination rate resulted in a lower separation efficiency, as charges were
unable to hop apart before the recombination process dominated. However, as r was
increased, the separation efficiency increased independently of the recombination
rate, with both curves intersecting for r > 4 nm.
The free-charge generation efficiency measured here is most closely related to the
IQE of an OPV measured in experiment. As the internal quantum efficiency is the
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ratio of collected charge carriers to absorbed photons, this also includes the effects
of bimolecular recombination, whereas ηsep does not
[36]. In this type of mesoscale
MC model however, the effects of bimolecular recombination are small and so the
two properties are comparable [37,38]. Although the values of IQE in the literature
can vary substantially depending on the processing and manufacturing conditions of
the device, efficient polymer:fullerene OPV systems typically exhibit IQEs greater
than 50%. For example, unannealed P3HT:PC61BM devices produce an IQE of
around 20%-30% [39], while solvent and thermally annealing devices boost their IQE
to 65% [40] and 80% [41] respectively. Unannealed PTB7:PC71BM devices have an IQE
of around 65% [20], which increases to 85% [42] after annealing. Other devices made
from p-DTS(FBTTh2)2:PC71BM
[3] and PCDTBT:PC71BM
[4] have been reported to
have IQEs that reach 80% and ∼100% respectively.
In order to observe efficiencies close to even 50% in the current simulations, it
was necessary to have extremely large separations of r = 10 nm. This is a stark
contrast to the value of r ∼ 4 nm measured by electro-absorption experiment for p-
DTS(FBTTh2)2:PC71BM and PCDTBT:PC71BM blends
[18]. It is therefore difficult
to reconcile an IQE in excess of 80% with r ∼ 4 nm based on the data depicted in
figure 5.3.
Ge´linas et al. [18] note that electro-absorption measurements are expected to be
most sensitive to electron-hole separations of up to around 6 nm, due to the fact
that the strength of the electro-absorption signal is proportional to the dipolar field
(i.e. ∝ 1/r). It is therefore possible that larger separations from the cooling of
HCT states could occur within these blends that would not be detectable by the
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electro-absorption technique. Quantum chemical calculations offer an alternative
method to enquire about the magnitude of carrier separation after dissociation.
These calculations necessarily require an atomistic representation to be realised,
therefore limiting the procedure to only consider a handful of molecules at the
interface in order to be computationally viable. Because of this, the maximal HCT
separation is likely to be limited by the simulation volume, which is of the order
1-10 A˚ [9,14]. Troisi and colleagues suggest that long-range exciton dissociation occurs
at a rate which depends on the local energetic disorder [16], and in the limiting case of
zero disorder, the CT state separation is of order of the chain length [15]. This extent
can vary greatly as the chain length distribution in samples of most semi-crystalline
polymers has high polydispersity (as will be discussed in chapter 6), however it is
likely to be of the order 1 nm, after considering chain conformation and coiling.
Nevertheless, even if r is larger than suggested by recent experiments, the current
investigation suggests that it would have to be significantly larger to be the sole
precursor to large IQE values found in efficient OPVs.
Device Simulations
Figure 5.4 shows the effect of varying r on both the J-V curve and η for a D:A
morphology. The shape of the various J-V curves show that there was a progressive
increase in device FF and therefore η as r increased, in accordance with the approx-
imately linear dependence of ηSEP on r shown in figure 5.3. Minimal changes in J-V
curve shape between r = 1 nm and r = 2 nm suggest that there was little benefit to
HCTs at these small separations, and many charges were still lost to recombination
pathways. However, as r increased beyond 2 nm, η and JSC improved, most likely due
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(a) J-V Curves for varying r (b) The corresponding η
Figure 5.4: Device response characteristics for a D:A morphology with d = 7 nm,
given kr = 1× 109 s=1.
to a reduction in the proportion of recombining charge carriers, corresponding to an
increase in the free-charge collection efficiency, ηFC. ηFC represents the combination
of the separation efficiency of geminate charges, ηSEP, and the subsequent carrier
collection efficiency, ηCOL, which takes into account any bimolecular recombination.
Table 5.2 confirms that the low efficiencies in the bound CT state investigations
were due to increased geminate recombination over the HCT case. Modification of
the value of r is expected to have minimal effect on the bimolecular recombination
dynamics, as this process occurs at timescales long after the CT state has separated
into free carriers. Therefore, the trend of increasing ηFC with increasing r is due to
fewer charges undergoing geminate recombination.
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System Name ηFC
D:A, r = 1, Fig 1a) 0.03273
D:A, r = 2, Fig 1a) 0.04827
D:A, r = 4, Fig 1a) 0.16120
D:A, r = 6, Fig 1a) 0.30310
D:A, r = 8, Fig 1a) 0.41491
D:A, r = 10, Fig 1a) 0.50521
Table 5.2: The free-charge collection efficiencies (ηFC) obtained for D:A morpholo-
gies as a function of r.
5.4.2 Mixed:Aggregate Blends
Geminate Pair Separation
Mx:Ag morphologies are commonly found in polymer:fullerene OPVs with high
IQEs [19,20,43,44]. In general, it is these devices which are most strongly linked with
the presence of HCT states [9,14,17,18]. The exciton dissociation and material phase
limitations of charge transport assumptions described in §5.3.1, while based on the
observations of experiments [17,18], would be expected to change both η and the J-V
performance when compared to their D:A counterparts. Indeed, figure 5.3 shows
ηSEP for both a d = 7 nm D:A morphology and a d = 7 nm, β = 0.396 Mx:Ag
morphology with equal recombination rates kr = 1× 109 s=1, clearly indicating the
negative effect of the mixed phase on free-charge generation for both bound CT
states (r = 1 nm) and HCTs (r > 1 nm). This is potentially expected, since there
are reports that constraining the charge-transport to donor and acceptor regions can
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significantly improve free-charge generation [45]. However, the presence of the mixed
phase reduced ηSEP still further below that observed in experiment. Even when the
HCT separation was set to far greater than that expected from experiment (r =
10 nm), ηSEP was predicted to only reach 10% for the Mx:Ag morphologies.
Device Simulations
Figure 5.5a compares the predicted J-V characteristics of these two morphologies,
where HCT states were assumed to be created with r = 4 nm. As the average size
of morphological features within each morphology were equal, this again explicitly
shows that the mixed phase is especially detrimental to the short-circuit current.
As an aside, the total fraction of non-geminate recombination at short circuit for
the Mx:Ag morphology was measured as 14%, whereas the fraction of bimolecu-
lar recombination at short circuit for the D:A morphology was only 0.1%. While
it is perhaps expected that the lack of a phase-separated structure would increase
bimolecular recombination [46], it is interesting to note that, in general, MC models
assuming a phase-separated D:A morphology predict geminate recombination as the
major loss channel within OPVs [37,38]. Therefore the presence of the mixed phase
within the current MC model, at least to a certain extent, can reconcile the pre-
dicted major mode of recombination with that measured for some polymer:fullerene
OPVs [47,48].
Although HCT states appear to be somewhat beneficial to the performance of
polymer:fullerene OPVs, the presence of the mixed phase can severely limit the
efficiency that can be obtained. This conclusion is not sensitive to the assumptions
about where the HCT forms. So far within the MC investigations, HCTs have
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(a) J-V curves for comparable D:A
and Mx:Ag morphologies
(b) J-V curves when an alternative
HCT methodology is used
Figure 5.5: J-V curves for D:A (solid symbols) and Mx:Ag morphologies (open
symbols) with average domain size d = 7 nm. The Mx:Ag blend additionally has
β = 0.396. In both cases, kr = 1× 109 s=1 and r = 4 nm. Also depicted is the
J-V curve when the formation of HCT states is not constrained to the aggregated
acceptor regions in the Mx:Ag morphology (red open symbols).
only been permitted to form at the interface of the aggregate material, with all
other dissociations in the mixed phase leading to bound CT states with r = 1 nm.
Figure 5.5b examines the J-V characteristics when HCTs are only permitted to
form at the Mx:Ag interface, compared to when this constraint is alleviated and
HCTs can form throughout the morphology. The performance increase awarded by
permitting HCTs to form ubiquitously through the device is small, supporting the
conclusion that they are not the unique precursor to high IQEs in polymer:fullerene
OPVs.
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Variation in Aggregate Proportion
(a) J-V curves with varying β (b) Corresponding η for each device
(c) The variation in geminate
recombination events, normalised to
β = 0.039
(d) The variation in non-geminate
recombination events, normalised to
β = 0.039
Figure 5.6: Device response characteristics for the various Mx:Ag morphologies
with varying aggregated acceptor fraction β. For all simulations, r = 4 nm and kr =
1× 109 s=1.
To further explore the efficacy of HCTs within polymer:fullerene devices, vari-
ations in β of the Mx:Ag morphologies were considered. Figure 5.6 examines this
in more detail by showing the predicted J-V characteristics of Mx:Ag blends which
varied the proportion of aggregated acceptor, β. In all cases, exciton dissociation at
Mx:Ag interfaces was assumed to result in HCT states with r = 4 nm, while mixed-
phase dissociation resulted in a bound CT state with r = 1 nm. Charge-collection
efficiencies are shown in table 5.3.
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System Name ηFC
Mx:Ag, β = 0.039, Fig 1b) 0.03445
Mx:Ag, β = 0.266, Fig 1c) 0.06927
Mx:Ag, β = 0.396, Fig 1d) 0.08258
Mx:Ag, β = 0.411, Fig 1e) 0.09402
Table 5.3: The free-charge collection efficiencies (ηFC) obtained for Mx:Ag mor-
phologies as a function of β.
As the proportion of aggregated acceptor increased, the benefit from HCTs also
increased, resulting in better JSC and enhanced FF (figure 5.6a). This manifested
as a linear increase in η with β over the range examined (figure 5.6b). Similar be-
haviour has been observed experimentally for P3HT:PC61BM devices with varying
degrees of fullerene aggregation [19]. The number of charge recombination events
(figures 5.6c and d) decreased approximately linearly with increasing β. Increased
aggregation permitted more HCT states to be formed, resulting in better overall
free-charge generation. It also led to a reduction in the degree of bimolecular recom-
bination due to the fact that electrons were increasingly likely to inhabit aggregated
regions where they were protected from recombination, rather than propagating
through the mixed phase where recombination occurred quickly [46]. Note, however,
that further increases to β would eventually lead to reduced exciton dissociation effi-
ciency and therefore OPV performance due to the lack of heterojunctions within the
morphology. There is a constant compromise between maximising the proportion
of aggregated acceptor to facilitate better charge transport and less recombination,
but still maximising the number of heterojunctions to facilitate better exciton dis-
5.4. Efficacy of Hot Charge Transfer States 136
sociation.
These simulations therefore demonstrate that morphology plays an important
role in the efficacy of HCT states, primarily by determining the fraction of generated
excitons that go on to form HCT states. It has been shown, however, that even
with optimised Mx:Ag morphologies and an experimentally realistic cooled HCT
separation of r = 4 nm associated with acceptor aggregates, the predicted η is not
as high as that measured experimentally.
5.4.3 Relationship with Carrier Mobility
In order to investigate why HCT states provide only moderately efficient free-charge
generation in polymer:fullerene OPVs, the free-charge generation efficiency of HCTs
was simulated as a function of the electron mobility pre-factor (v0 - the hole mobility
was kept constant throughout) for both D:A and Mx:Ag morphologies as shown in
figure 5.7. A range of r values were considered so that the benefit offered by the
increased separation of the HCT state (r > 1 nm) could be identified. This therefore
explored the conditions under which the energetics of free-charge generation were
controlled by r, and those that were controlled by v0.
For HCT states, the same general behaviour was observed independently of r -
namely that ηSEP first decreased with increasing v0, reaching a minimum before it
began to increase again as v0 increased still further. This seems counter-intuitive
since it might always be expected that a larger charge-carrier mobility will result in
an improvement to ηSEP. The minimum point varied depending on the value of r,
but was around v0 = 1× 1012 s=1 for most curves, which corresponds to a mobility
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(a) D:A morphology with d = 7 nm (b) Mx:Ag morphology with β = 0.396
Figure 5.7: The free-charge generation efficiency, ηSEP, as a function of hopping
rate pre-factor for electrons, v0, for comparable D:A and Mx:Ag morphologies at a
variety of HCT separations r.
µ ∼ 1× 10=2 cm2 V=1 s=1.
Jailaubekov et al. [14] anticipated that the benefit of HCT states on charge-
generation is time-limited, therefore somewhat dependent on the kinetics. They
argue that HCT states are expected to have large Coulomb binding energies EC >
kBT , and so therefore will relax to the bound CT state unless the charges sepa-
rate to FC first [10,49,50]. Figure 5.7 suggests that the free-charge generation becomes
less dependent on the transport kinetics (which were directly proportional to v0)
as r increases. This is attributed to EC closely approaching kBT , making further
separation more energetically favourable. Since there are positive and negative de-
pendencies on v0, the HCT does not set a time-limit for free-charge generation.
Instead, the trends shown in figure 5.7 can be explained as follows.
When r is small, the Coulomb binding energy is very large and so relaxation into
the bound CT state is both fast and efficient. Therefore, in order to observe a benefit
from the HCT state, it is beneficial to have slow electron transport (characterised by
a low v0) to allow the hole retreat from the heterojunction and escape recombination.
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This seems unlikely to be applicable in polymer:fullerene OPVs, as the electron
mobility within regions of aggregated fullerene is expected to be large [51]. As v0
increases, the electron is less likely to become trapped in a position where it is
shielded from recombination by the local morphology. Recombination therefore
becomes more prevalent and ηSEP is driven down to the minimum. Increasing v0 still
further was shown to increase ηSEP. This improvement in the separation efficiency
is due to charge transport now competing effectively with recombination, rather
than an effect of HCT states - i.e. the electron can drift/diffuse away from the
heterojunction quickly enough that recombination is suppressed. In this case, the
transient benefit of HCTs is expected to be small - all of the curves converge and the
difference in ηSEP at different r values is minimal, suggesting that efficient charge
generation can still occur through the bound CT state [22–24,52]. These effects, while
present, are lessened at r = 10 nm, as the electron becomes trapped further from the
heterojunction. The increased separation suppresses recombination almost entirely,
increasing ηSEP for all values of v0.
Alternative Methods of Efficient Charge Generation
Since the benefit from HCTs is insufficient to explain the high efficiencies found in
some devices, it seems that efficient charge generation may be obtainable from the
bound CT state instead. It has been suggested that polymer packing improves fur-
ther away from the donor-acceptor interface, reducing the bandgap which, in turn,
creates a cascaded energy heterojunction that drives charge separation [52–54]. Ad-
ditionally, fullerene aggregation can also lead to a variation in the fullerene LUMO
of the order 100 meV, facilitating electron transfer to the aggregate where charge
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mobility is enhanced [19]. MC simulations have been able to predict efficient (i.e.
ηSEP > 80%), field-independent free-charge generation for cascaded energy hetero-
junctions using energy levels in the range reported by both experiments and calcu-
lations [25,50]. Furthermore, MC has shown that cascades are even more effective if
the mobility of charges is large over short lengthscales [50], as may be expected from
microwave conductivity measurements [31].
Efficient free-charge generation via cascades contrasts with that via HCT states
in an important detail. It has been predicted that substantial improvements in
the free-charge generation efficiency begin to occur when the cascade energy is in
the region of 150−200 meV [25,50]. This is approximately the same as the energy
required to move a charge from a mutual separation of 1 nm to 2 nm (230 meV for
a system with  = 3). Hence, cascaded energy heterojunctions are predicted to give
efficient charge generation when charge separation is already energetically favoured,
as opposed to the transient advantage offered by HCT states [14].
Cascaded energy heterojunctions appear to explain free-charge generation in
systems where either the polymer packing or fullerene aggregation occurs within
localised regions. It is, however, possible that similar energy gradients could be
provided by other mechanisms. In particular, quantum chemical calculations have
shown that electrostatic interactions between the permanent, static charges within
molecules in the active layer can alter the energetic landscape in an area a few nm
around the heterojunction itself, modifying the charge separation barrier depend-
ing on molecular packing [52,55] or the combination of materials used [52,56]. Perhaps
more generally, the relaxation of charges within the DoS could also provide the re-
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quired energetic gradient [53,57,58], although some MC investigations appear to show
that relaxation alone is insufficient to obtain the high efficiencies observed in exper-
iment [10,38].
Of course, HCT states, spatial variation in energy levels due to aggregation or
packing, and electrostatic interactions between the donor and acceptor molecules are
not mutually exclusive and indeed fullerene aggregation appears to be a prerequisite
in providing efficient free-charge generation. It seems, then, that HCT states can
be the cause of the fast, efficient charge generation observed in spectroscopy, but
that it is the arrangement of energy levels in the region of the heterojunction that
causes the eventual, long-term separation of charges that ultimately leads to the
high quantum efficiencies in devices.
5.5 Conclusions
Mesoscale Monte-Carlo simulations have been used to show that hot charge-transfer
states can enhance free-charge generation in both idealised donor:acceptor (all-
polymer) and mixed:aggregate (polymer:fullerene) morphologies. Fullerene aggre-
gation within the molecularly mixed phase was shown to enhance OPV efficiency,
largely through the increased production of HCT states within the fullerene aggre-
gate, leading to increased short-circuit current.
However, in order to obtain the free-charge generation efficiencies observed in
experiment, unphysically large HCT state separations and unphysically slow charge-
carrier kinetics had to be assumed. For instance, efficient device response was pre-
dicted to occur when the initial separation between the dissociated electron and
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hole pair is of the order ∼ 10 nm, at which point the Coulomb binding energy ap-
proaches kBT and separation becomes energetically favourable. This separation is
significantly larger than has been observed experimentally (r ∼ 4 nm). Efficient
free-charge generation was also predicted if the electron mobility is small, such that
the carrier becomes energetically trapped in a position where it can not recombine
with the hole, allowing the hole to retreat before the electron detraps and moves on
through the system to the contacts. However, electron mobility within fullerene ag-
gregates is expected to increase rather than decrease, compared to the mixed phase.
Since neither circumstance is expected to occur, the data from this investigation
indicates that HCTs are unlikely to be the sole reason why some polymer-fullerene
OPVs exhibit such large internal quantum efficiencies.
Other MC simulations have considered the effect of cascaded energy heterojunc-
tions on free-charge generation and predicted efficient operation when considering
cascade parameters taken from experiment [25], and even better performance when
locally high mobilities are included based on the result of microwave conductivity
measurements [50]. Based on these data, it seems that regional energetic variations
local to the heterojunction are more likely to produce more efficient long-term,
steady-state device performance.
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Chapter 6
Relating Morphology to Mobility
6.1 Introduction
So far, this thesis has considered mostly mesoscopic MC simulations of OPVs. The
morphologies used in each investigation have been created by collaborators using
a Cahn-Hilliard technique (§3.4.1), in which the details of sublattice structure are
treated using a Gaussian disorder model, instead of determining the molecular con-
formation explicitly. Here, the focus is switched to the conjugated polymer within
thin-film electronic devices (not just relevant to photovoltaics), with the aim of de-
termining how polymer chain packing and crystallinity on the molecular level can
affect macroscopic device properties such as the bulk carrier mobility.
In this chapter, realistic P3HT morphologies are simulated using MD simulations,
which are then used in a MC charge transport model. Populations of chains are sim-
ulated, with commercially available weight-averaged molecular weights (19.4 kDa ≤
Mw < 69.9 kDa) and polydispersity indices (1.5 ≤ PDI ≤ 2.4), for a realistic thin
film density (ρ = 1.1 g cm=3). By fitting each of these variables to commercially
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available values, this allows the simulations to produce realistic morphologies with-
out assuming an initial configuration. The chains are then subjected to various
annealing protocols to understand how the thin film morphology evolves. These
diverse, realistic morphologies are input to a new, molecular MC charge transport
framework in which hopping rates along and between the chains are determined by
semi-empirical quantum chemical ZINDO/S calculations.
The process of producing realistic morphologies from a calibrated CG forcefield
is explained in §6.3, along with the subsequent characterisation methodologies em-
ployed for the investigation. §6.4 explains how the charge transport simulations
were implemented which, when combined with the MD morphologies, allowed the
morphology dependence of the zero-field hole mobility to be investigated in §6.5.
Finally, the conclusions from this investigation are presented in §6.6.
6.2 Conjugated Polymers
6.2.1 Mobility
A fundamental property of the constituent polymers within organic electronic de-
vices is the charge-carrier mobility (µ), which often determines performance in elec-
tronic devices [1] such as OTFTs [2], OLEDs [3,4] and OPVs [5–8]. It is therefore vital
to exert control over the mobility in order to enable conjugated polymers to achieve
their maximum potential. This has led to the design of high-mobility polymers and
subsequent processing techniques as very active areas of research [9–11], in an attempt
to produce morphologies that exhibit a high charge mobility [12–14]. However, it is
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a significant challenge to understand the relationship between the morphology on
the molecular level and the resultant mobility [15]. This is demonstrated by the plen-
tiful investigations of P3HT - a semicrystalline polymer that is frequently used in
OTFTs [12,16] and OPVs [14,17].
As is the case for many conjugated polymers, the electronic properties of P3HT
are strongly dependent on the morphology of the thin film [18]. When ‘as-cast’ in
its amorphous phase, P3HT exhibits a ToF mobility, µ ∼ 1× 10=5 cm2 V=1 s=1 [19].
However, P3HT chains can self-assemble into crystals when the film is subjected
to thermal or solvent vapour annealing or high pressure [20,21], with the resultant
semicrystalline morphology exhibiting hole mobilities at least an order of magnitude
larger [19,22,23]. The degree to which crystals form depends also on the properties of
the polymer chains themselves such as the regioregularity [20], molecular weight [24]
and polydispersity [25], all of which can affect the resultant film mobility. Many as-
pects of the molecular morphology have been linked to high mobility within P3HT,
such as an increased proportion of crystalline material [25,26], improved crystalline or-
der in the pi-stacking [27] or chain backbone [24,28,29] directions, or, more recently, the
presence of tie-chains within the morphology that link crystals together, forming
‘mobility highways’, along which the hole can travel more quickly than through the
surrounding amorphous medium [15,30,31]. This highlights the challenge of demon-
strating causal relationships for mobility as, even with the benefit of a wide array of
carefully performed experiments on an extensively-studied polymer, the underlying
physics is still very much the subject of debate.
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6.2.2 Molecular Dynamics Simulations
Simulations offer a useful method with which to examine the relationship between
molecular morphology and bulk charge transport in greater detail than is generally
available by a single experiment. While there are a range of morphology simula-
tion techniques available [32,33], MD methods stand out as being able to produce
atomistically detailed morphologies for experimentally relevant molecular weights
and polydispersities. MD simulations employ a calibrated force-field that replicates
the bulk behaviour of chains under different processing conditions and annealing
temperatures [34–36]. While some MD simulations model samples atomistically, an
alternative method involves grouping together atoms into a single coarse-grained
site to reduce the computational overhead of calculating the forces acting between
the potentially hundreds of thousands of particles in the system [37,38]. This is espe-
cially important as computational cost limits the amount of simulated material to be
considered. CG models have been used to successfully reproduce the experimental
data of the chain conformation that influences phase behaviour in conjugated poly-
mers [39], the miscibility and interpenetration of the various constituent molecules of
OPV blends [40], and predicting microstructure architectures [41] that can be linked
to mesoscopic morphological features [42]. However, to date, the detailed film mor-
phologies generated by these techniques have not been joined with charge transport
simulations. Instead, studies have focussed solely on the film morphology alone [38],
or only considered charge transport after assuming an initial configuration of chains
that resulted in an idealised morphology - influencing the subsequent charge trans-
port characteristics [43,44].
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6.3 Molecular Dynamics Simulations
6.3.1 Coarse-Grained Forcefield
The forcefield used in this investigation was created by a collaborator [37,39,40]. Fig-
ure 6.1 shows the location of the CG sites used in the MD simulations, based on
the positions of the three main functional groups of the 3-hexylthiophene monomer.
Each CG ‘superatom’ represents the average behaviour of several atoms that are
expected to behave in a similar way to the other atoms within the group. Details
of the production and calibration of the forcefield can be found in appendix A. Im-
portantly, the resultant forcefield successfully predicted the atomistic bond length,
angle, and dihedral potentials, as well as the non-bonded pair distribution functions
and average film densities for a variety of thermodynamic states, making it well
suited to this investigation.
6.3.2 Picking Chain Lengths
With the framework for a suitable CG methodology in place, the behaviour of P3HT
chains could be simulated in order to determine how the different effects of processing
affect morphological characteristics. P3HT is polydisperse due to variability in the
degree of polymerisation for each chain. The length of a chain can affect many of
the physical and electronic properties of a chain, as well as strongly affecting the
self-reorganisation of the sample [30]. It is therefore useful to describe the molecular
weight of the polymer, which must take into account some level of averaging over
the chains within the whole polydisperse sample.
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Figure 6.1: The coarse-grained model used to simulate P3HT. The sites P1, P2
and P3 are located at the centres-of-mass of the thiophene ring, first three methyl
groups of the hexyl sidechain and the second three methyl groups respectively.
The molecular weight can be defined in a number of ways. Perhaps the most
simple is the number-average molecular weight Mn:
Mn =
∑
i niMi∑
i ni
, (6.3.1)
where Mi is the molecular weight of a chain, and ni is the number of chains with
that molecular weight. Mn therefore represents the mean of the molecular weights
of the chains within the sample.
Alternatively, it can be useful to calculate the weight-averaged molecular weight,
Mw:
Mw =
∑
i niM
2
i∑
i niMi
. (6.3.2)
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Due to the M2i term, Mw is more sensitive to chains with a higher degree of poly-
merisation, which can have more of an effect on phase transition temperatures and
mechanical properties such as stiffness [45]. Both Mn and Mw can be determined by
rheometry or gel permeation chromatography [46,47]. Knowledge of both allows the
polydispersity of a sample to be calculated, which is defined as:
PDI =
Mw
Mn
. (6.3.3)
The polydispersity is an important quantity because it describes the breadth of the
chain-length distribution of a particular sample, which is strongly dependent on the
polymerisation technique used [48]. The PDI of P3HT can vary between 1.15-5 [49,50],
with many manufacturers quoting PDI < 2.5 [51]. A realistic simulation of P3HT
films must therefore take into account the polydispersity.
A commonly used mathematical description of the relative ratios of polymer
lengths in a sample is the Schulz-Flory distribution, which has the form:
PD,SF = α
2Dp
(
(1− α)Dp−1
)
, (6.3.4)
where Dp is the degree of polymerisation for a particular chain, PD,SF the proba-
bility at which it occurs and α is a tunable parameter that affects the shape of the
distribution. The blue line in figure 6.2 shows the shape of the Schulz-Flory distri-
bution for α = 0.2. The nature of the function implies that shorter polymers are
favoured over longer chains, with the selection probability of long chains decaying
to 0 quickly. Even with the tuning of α, it was found that, at the correct Mw, the
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Figure 6.2: A comparison of examples of the Schulz-Flory distribution (blue line,
α = 0.2) and the new distribution (red line, A = 0.0192, B = 0.0044, C = 0.0016,
κ1 = 0.5754, κ2 = 0.0176) used for this investigation.
obtained PDI was significantly smaller than those available commercially for P3HT,
suggesting that a wider distribution of both short and long chains was required.
As such, an alternative distribution was used:
PD,NEW = A exp(−κ1Dp) +B exp(−κ2Dp) + C, (6.3.5)
where A, B, C, κ1 and κ2 are free parameters that could be tuned to recreate the
commercial Mw and PDI. The shape of the distribution is shown in figure 6.2 as the
red line. In this distribution, short chains are still favoured (as in PD,SF ), but long
chains can be selected at a probability tending towards the non-zero constant C,
thereby increasing the PDI. In this investigation, samples of 40 chains were selected
at random from PD,NEW , and those with unrealistic Mw or PDI discarded. The
accepted samples are shown in table 6.1. This dataset had a range of molecular
weights 19 ≤ Mw < 70 kDa, and were named S-19 to S-70 for identification.
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Name S-19 S-37 S-46 S-51 S-57 S-70
Mw (kDa) 19.4 37.0 45.7 51.1 56.8 69.9
Mn (kDa) 12.6 20.0 27.8 29.5 30.1 45.0
PDI 1.5 1.9 1.6 1.7 1.9 1.6
Table 6.1: The P3HT samples considered in this investigation with weight- and
number-averaged molecular weights (Mw, Mn) and polydispersity indices (PDI). The
naming convention is “S-〈Mw〉”, where the ‘S’ denotes that only a single sample is
present, selected from the distribution in equation 6.3.5.
6.3.3 LAMMPS Simulations
After an appropriate distribution of chain lengths had been selected, samples could
be generated to form the input morphologies for the molecular dynamics simulations.
All simulations performed at constant volume and temperature, maintained using a
Nose´-Hoover thermostat and barostat [52], using the LAMMPS simulation suite [53].
Chain Database
For each chain in the samples shown in table 6.1, a coarse-grained chain of corre-
sponding polymerisation was selected from a lookup database, consisting of P3HT
chains with lengths ranging from 2 (Mn = 330 Da) to 1000 monomers (Mn =
164 kDa). Chains for the database began as a P3HT dimer consisting of two
monomers in a head-to-tail configuration, with an energetically optimised atomic
structure determined by the DL POLY program suite [54]. As in the coarse-grained
forcefield configuration, the terminating hydrogen atoms were removed for simplic-
ity. The dimer was then coarse-grained by calculating the centres-of-mass of each
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of the functional groups according to the schematic in figure 6.1. The CG dimer
was then copied and translated in a direction corresponding to the chain’s backbone
vector by a distance equal to the current length of the chain, resulting in a 100%
regioregular, completely straight chain of the required polymerisation. In order to
mimic the contortions of chains in solution, each chain in the database was simulated
at 290 K in isolation for a period of 1 ns, thereby permitting it to relax according to
the intramolecular components of the forcefield.
Shrinking Process
Selected chains from the database that represented a particular P3HT sample were
then inserted at random positions and orientations into a large, periodically bounded
simulation box, with sufficient empty space between chains to avoid interactions
with neighbouring polymers. This created a sample with a very low film density,
which was then compressed at 290 K over a period of 40 ps, until the simulation
reached the experimental film density of ρ = 1.1 g cm=3 [55]. This shrinking process
forced chains together on a timescale faster than the interaction timescales dictated
by the forcefield, and was a necessary step to prevent physical instabilities within
the forcefield that occurred when trying to populate the simulation volume at the
correct density directly. This method mimicked the effect of solvent evaporation of
the solution, producing a CG morphology consisting of a sample of CG P3HT chains
with realistic Mw, PDI and ρ, occupying a cube with sides of the order of 10 nm.
The exact simulation volumes varied with Mw, but were all of similar order to the
thin film thickness in real devices [14,38].
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Annealing, Cooling and Equilibration
(a) Total Potential Energy (b) d[010] for S-51
Figure 6.3: The time evolution of the total potential energy and d[010] distribution
functions for samples annealed at Ta = 423 K for the annealing simulation phase.
The CG morphologies were then subjected to a series of annealing and equili-
bration MD simulations, utilising both the intra- and inter-molecular components of
the forcefield in LAMMPS. Morphologies were first simulated at a temperature Ta,
varying from Ta = 290 K (no annealing) through to Ta = 623 K for a period of 4 ns.
Of course, real devices are annealed for a much longer period, however, the total po-
tential energy and structural distribution functions stabilised within this timescale
(figure 6.3), suggesting that some level of thermally activated chain reorganisation
had taken place. Therefore, the annealing process was limited to 4 ns in the inter-
est of computational cost. To mitigate the effect of the reduced annealing time,
Ta values here exceed those frequently used in experiment in order to maximise the
transfer of energy to the system during this time [38,56]. It was found that Ta > 623 K
resulted in numerical instabilities in the MD simulations for the chosen timestep.
The CG site positions from the outputs of each annealing simulation were then
converted back into LAMMPS inputs, and resubmitted for a 4 ns cooling phase.
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Figure 6.4: An example of the heated, cooled and equilibrated S-51 morphology,
with Mw = 51 kDa and Ta = 423 K. The coarse-grained sites are coloured as shown
in figure 6.1. Unit cells are repeated due to the periodic boundary conditions to form
a larger 3x3x3 cubic domain of side 36 nm.
During this phase, the temperature was linearly reduced from Ta to 290 K, allowing
the polymer chains to crystallise out of the melt. The rate of temperature reduction
varied depending on the initial value of Ta, but all samples reached 290 K after 4 ns.
Finally, the morphology was permitted to equilibrate for a further 4 ns period at
290 K to settle the morphology. An example of the final CG morphology is shown
in figure 6.4, including the periodic boundary conditions in all 3 directions.
6.3.4 Characterisation methodology
The physical conformation of the chains in each equilibrated system was analysed
to determine the crystal structure of each sample. Crystals in the morphology
were defined based on the proximity of pairs of conjugated subunits (in the case of
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(a) Top-down view (b) 3D view
(c) Geometrical definition of [010] (d) Determination of d[010]
Figure 6.5: Schematics of the two crystal directions used in the characterisation
of the CG P3HT morphologies.
P3HT, the thiophene ring at CG site P1) along a given direction denoted by the
Miller index [hkl], specifically the first order pi-stacking ([hkl] = [010]) and backbone
([hkl] = [001]) axes, as shown in figures 6.5a and b. The definition of the pi-stacking
axis, which was based on the positions of bonded CG sites, is given in figure 6.5c.
For each subunit, d[hkl] was defined as the separation to the closest thiophene ring
lying within a cone of apex angle Θ = 30◦ protruding both above and below the CG
site in the [hkl] direction. An example determination of d[010] is given in figure 6.5d,
where the centre-points of two CG sites are present within the cone (depicted by
red dots), but only the separation to the closest site defines d[010].
Figure 6.6 shows the d[hkl] histogram for the S-51 sample annealed at Ta = 423 K.
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(a) [hkl] = [001], backbone (b) [hkl] = [010], pi-stacking
Figure 6.6: d[hkl] histograms for the S-51 sample annealed at 423 K. The combined
Gaussian fits to the data are depicted as blue lines.
The d[001] data (panel (a)), which measures order along the chain backbone, is uni-
modal and can be fit by a single Gaussian distribution with d¯[001] = 7.5 A˚ and σ[001] =
0.2 A˚. However, the pi-stacking d[010] data is better fitted by a bimodal distribution
consisting of two separate Gaussians. The peak at small d[010] has d¯[010] = 4.6 A˚ and
σ[010] = 0.4 A˚, and is attributed to the crystalline portion of the morphology where
the neighbouring thiophenes are closely separated. The second peak is therefore
attributed to the less-ordered, amorphous regions of the morphology, where there is
a greater mean separation between the thiophene rings. This is characterised by a
much broader distribution with d¯a = 8.1 A˚ and σa = 2.1 A˚.
These data agree well with the literature, since both d¯[001] and d¯[010] relate to the
grazing-incidence wide-angle x-ray scattering (GIWAXS) data which report d¯[001] =
7.7 A˚ and d¯[010] = 3.8 A˚
[57], as well as atomistic MD simulation data which report
d¯[001] = 7.9 A˚ and d¯[010] = 4.0 A˚
[44]. Hence, the generated morphologies show crystal
packing in agreement with experiment.
From the d[010] distributions, it was possible to determine the paracrystallinity,
which quantifies the disorder by describing the proportion of crystal defects within
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the lattice structure [58]. The backbone and pi-stacking paracrystallinities were cal-
culated as g[001] = σ[001]/d¯[001] and g[010] = σ[010]/d¯[010] respectively, where only the
narrow, crystalline distribution was considered for the pi-stacking direction, as this is
the region probed by XRD methods. The paracrystallinity data is shown in §6.5.2.
Additionally, the proportion of crystalline material within the morphology (γ)
can be simply estimated by determining the integral underneath the crystalline
Gaussian curve as a proportion of the integral of the whole distribution. These
results will be discussed in §6.5.3, where γ is shown to be affected by both Mw
and Ta. However, despite the realistic dimensions of the morphologies used in this
investigation, it is still important to note that γ was limited by the short anneal
times, as there was reduced opportunity for the crystals themselves to form. Due to
the simulation dimensions, the crystals formed here were necessarily smaller than
10 nm in extent which, although directly relevant for some devices [59] is smaller than
others [60,61].
The molecular dynamics simulations described in this section were executed on
the Hamilton high-performance computing cluster at the University of Durham.
Each phase of the annealing, cooling and equilibrating process for each annealing
temperature and average molecular weight utilised 16 parallel processing cores on
Intel Xeon E5-2650 v2 2.6 GHz Ivybridge processors, taking between 2 and 4 hours
to complete. Scripts that completed the coarse-graining process and analysed the
final crystal structure were single-threaded and each took 1-2 hours to complete for
each input morphology.
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6.4 Charge Transport Simulations
Using the above methodologies, it was possible to relate the supramolecular struc-
ture of the CG morphologies to variations in both Mw and Ta. However, an impor-
tant feature of this investigation is identifying links between these properties and
the hole-mobility of the morphologies that form the active layer in OEDs. This
was accomplished through the use of a newly developed molecular MC simulation,
which first required knowledge of the electronic couplings between the chains. These
couplings are strongly related to the chain’s frontier molecular orbitals, which are
usually determined through DFT or quantum chemical calculations. However, no
method is applicable to CG chains as each requires the knowledge of the atomic
positions within the morphology in order to calculate the orbitals. In order to pro-
ceed therefore, the CG morphologies were returned to an atomistic representation
for these calculations to take place.
6.4.1 Fine-Graining Procedure
The ‘fine-graining’ procedure was implemented as follows. Firstly, the original atom-
istic template that was used to generate the CG chains was split up into the three
main functional groups that each CG superatom describes (figure 6.1). The atoms
of the thiophene ring were then rotated around the ring’s centre of mass so to min-
imise the distance, r, between the carbon atom bonding to the first half of the hexyl
group (P2) and P2’s centre of mass (figure 6.7a). This flipped the thiophene ring
into the correct head-to-tail orientation to maintain the regioregularity of the chain.
The plane of the ring was then selected by an algorithm that mapped (via the
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shortest possible rotation to ensure the thiophene ring was not flipped out of the
correct head-to-tail position) the normal vector of the ring to the normal vector that
described the plane between the centres of mass of the ring and its two neighbouring
thiophene CG sites. For end-of-chain monomers, the rotation plane was instead
described by the neighbouring CG site and the first bonded alkyl group. Rotations
were performed using the following equation which uses a rotation matrix R, to
rotate a vector a onto a vector b:
R = I + [v]× + [v]
2
×
1− (a · b)
(||a× b||)2 , (6.4.6)
where I is the identity matrix, and [v]× is the skew-symmetric cross-product matrix
of v = a× b = (vx, vy, vz):
[v]× ≡

0 −vz vy
vz 0 −vx
−vy vx 0

. (6.4.7)
The thiophene plane calculation algorithm is depicted in 2D without sidechains
in figure 6.7b. The numbered stages are considered as follows:
1. Beginning at the end of the chain, the vector to the adjacent, bonded monomer
(the second CG site) was determined (a). The first ring was then rotated such
that its planarity matched the vector a.
2. b was defined as the vector between the positions of the first and third CG
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(a) First rotation algorithm (b) Second rotation algorithm
(c) A cartoon of the fully rotated thiophene rings, modelling the coarse-grained
chain in an atomistic representation
Figure 6.7: The rotations required to complete the fine-graining process of the
P3HT morphologies. The first rotation flips the thiophene ring into the correct
head-to-tail orientation to preserve regioregularity. The second uses the locations of
nearby monomers to determine the optimal ring planarity.
sites in the chain. The second ring was then rotated such that its planarity
matched the vector b.
3. The planarity of the third ring was determined by c - the vector between the
second and fourth rings in the chain,
and so on until all of the thiophene rings in the chain had been properly rotated.
This process resulted in an atomistic polythiophene chain with thiophene ring
positions and orientations corresponding to the CG MD outputs. An example of
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the resultant chain backbone is shown in figure 6.7c. Other works have shown
that the solubilising alkyl sidechains affect the charge mobility characteristics only
through constraining the self-organisation properties of the backbone itself [45,62,63].
As the final morphology already considered the impact of the sidechains within
the MD simulations, they were omitted from consideration for the transfer integral
calculations in order to simplify the fine-graining process.
6.4.2 Chain Segments
Calculations of the DoS for P3HT have shown that the orbital density localisation
(L), is a segment of around 7 monomers in length [56,64]. It was therefore decided that
a hole, present on a particular region of the chain, can be considered as delocalised
across the segment, hopping between neighbouring segments as it moves through the
morphology. Thus, the fine-grained polythiophene chains were split into segments
by considering the chain ‘backbone axis vector’ between the centres of mass of
adjacent thiophene rings with respect to a tolerance angle θc. The algorithm for the
segmentation of chains is depicted in figure 6.8. The numbered stages depicted are
as follows:
1. A chain was selected and the first atom at the end of the chain considered.
The vector between the atom and the next bonded thiophene was denoted the
backbone axis vector (a). Both atoms were added to the current ‘segment’.
2. Consideration then moved to the bonded thiophene used to calculate the back-
bone axis vector. The separation vector to the next bonded thiophene along
the chain was calculated (b). The angle between both the separation and the
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Figure 6.8: A depiction of the segmentation algorithm used on atomistic polythio-
phene chains to split them into regions of strong orbital coherence.
backbone axis vectors was determined using a · b = |a| |b| cos θ. In this case,
θ < θc. This suggests that the vector between these two thiophenes was similar
enough to the backbone orientation of the chain and so the orbitals were likely
to be continuous. This thiophene was therefore added to the current segment,
and the new backbone axis vector set to be the calculated separation vector
(b).
3. Stepping along the chain again, the new separation vector to the next thio-
phene was calculated (c). In this case, θ > θc, therefore backbone conjugation
was considered broken, and the segment complete.
4. The next thiophene along the chain then started a new segment and the process
repeated until all thiophenes had been considered.
The value of θc = pi/6 rad was selected such that the hole was, on average, delo-
calised over 7 monomers for the S-57 sample, as shown in figure 6.9, and was fixed
for the calculations on the other morphologies. Note that this method represents an
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Figure 6.9: The variation in the number of S-57 monomers in each segment with
tolerance angle θc.
approximation as the HOMO wavefunctions were not directly calculated. However,
the resultant mean delocalisation was matched to more rigorous calculations [56,65]
through this utilisation of θc.
6.4.3 Hopping Rate Calculation
The segments were then sorted into pairs of hopping partners - i.e. two segments
located within rmax = 20 A˚ of each other, taking into account the periodic boundary
conditions of the morphology. Note that rmax was set to be significantly larger than
the d¯[010] and d¯a spacings for all morphologies. Quantum Chemical ZINDO/S calcu-
lations that determine the molecular orbitals were then performed on each segment
individually, as well as all of the hopping partner pairs for the entire morphology,
using the ORCA program suite [66,67]. These calculations allowed the electronic cou-
pling transfer integral
∣∣Jij∣∣ between segments to be calculated:
∣∣Jij∣∣ = 1
2
√
(EHOMO − EHOMO-1)2 −
(
∆Eij
)2
, (6.4.8)
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where (EHOMO − EHOMO-1) denotes the HOMO splitting energy for the dimer con-
taining the two hopping partners and ∆Eij is the difference in HOMO levels be-
tween the initial and final sites. Like some other quantum chemical calculations [65],
it was found that the DoS was significantly broader than those expected in real
devices [23,28,68]. Using HOMO levels directly from the DoS to calculate ∆Eij led to
imaginary transfer integrals which made the charge transport simulations unrealis-
tic. Some studies have utilised Koopmans’ approximation [69], i.e. set ∆Eij = 0
[70,71].
While this approximation provides good agreement with DFT results for a variety
of systems [72,73], it nonetheless discards relevant information about the energy levels
of the segments, which in turn are dependent on the morphologies of interest and
argued to be important when determining the mobility [15]. To resolve this issue,
an approximation was employed where the ZINDO/S-calculated HOMO levels were
mapped onto the experimentally determined DoS, such that the sigma within the
distribution (e.g. +1 standard deviation from the mean) was retained. This map-
ping was only used to determine ∆Eij; the HOMO splitting calculation was left
unmapped from the simulated molecular orbitals.
An example Gaussian mapping is given in figure 6.10. Both Gaussians exhibit
an identical mean (at -7.32 eV), but the standard deviation of values from the mean
has been reduced from σunmapped = 1.31 eV to σmapped = 70 meV, as determined by
experiment [23,28,68].
The transfer integral was then used to determine the rate at which hops were
permitted to take place, given by the semiclassical Marcus expression, described in
equation 3.3.10 [74]. The reorganisation energy, λij, was estimated using a model
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(a) Unmapped HOMO levels (b) Mapped HOMO levels
Figure 6.10: An example of the Gaussian mapping implemented to reduce the
standard deviation of HOMO levels determined by ZINDO/S calculations.
predicted from DFT calculations based on the length of the host segment [75]. Note
that because all segment pairs in the morphology with separation r < rmax were
considered, variable range hopping [76] was therefore implicitly permitted.
λij is a measure of the energy required to polarise and repolarise the molecule
as the charge-carrier hops onto and subsequently off the site - effectively forming a
polaron in the surrounding molecule. It consists of two contributions: the ‘internal’
(λint) and ‘external’ (λext) reorganisation energies, which correspond to the various
normal frequency modes of the molecule and the contribution due to the reorien-
tation of the surrounding molecules respectively [77]. λext is usually described to be
independent of the length of the molecule in question and so for this investigation was
kept constant at 0.11 eV [78]. Both DFT and alternative numerical models predict
λint to vary with hole delocalisation segment length
[75]. The internal reorganisation
energies used in this investigation are shown in figure 6.11a. λij = λint + λext ∼
0.25 eV which is in good agreement with quantum chemical calculations in the lit-
erature [79], as well as other MD simulations [43,44].
Figure 6.11b shows an example transfer integral distribution, using the method
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(a) Internal reorganisation energy as a
function of segment length
(b) Distribution of Transfer Integrals
Figure 6.11: Variation in the internal reorganisation energies, λint, as a function
of segment length, L, as well as an example transfer integrals distribution for the for
S-51 morphology with Ta = 423 K.
described above for the S-51 morphology annealed at Ta = 423 K. It is encouraging
to note that some quantum chemical calculations report transfer integrals of around
0.35-0.37 eV for L ∼ 5, after alleviating Koopmans’ approximation and directly
computing the transfer integral by expanding the molecular orbitals in terms of
atomic contributions [79]. This corresponds to the centre of the distribution shown
in figure 6.11b.
6.4.4 Molecular Monte Carlo Algorithm
The molecular charge transport simulations consisted of a MC algorithm similar to
those described in chapter 3.4, determining the wait time until the next hopping
event using the MC equation described in equation 3.4.12, and hopping events de-
scribed by khop were considered using Marcus theory. A hole was then injected onto
a randomly selected segment within each morphology and permitted to hop through
the system for a total time, t. The mean squared displacement (〈x2〉) was calculated
for each value of t and the results averaged over 10,000 carriers, which was sufficient
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to obtain an adjusted R-squared value > 0.999. 〈x2〉 was shown to be directly pro-
portional to t, with proportionality corresponding to the 3D diffusion coefficient D.
The zero-field hole mobility µ0 for the morphology was calculated using the Einstein
relation:
µ0 =
qD
kBT
, (6.4.9)
where q is the elementary charge.
The fine-graining and segmentation processes were treated by single-threaded
scripts that typically took several hours to run for each morphology at each annealing
temperature and average molecular weight studied. The resultant files contained
the positions of each atom within the hopping partner pairs and were input into the
ZINDO/S calculations performed using ORCA. Each of these took from 10 seconds
to 10 minutes to complete, depending on the complexity of the segments, with more
complex hopping pairs requiring multiple runs to obtain converged results. Although
each calculation could only be run on a single core, a script was written to treat
the simultaneous submission of many calculations, as each morphology contained
up to 40,000 combinations of segment pairs, taking several hours to complete. The
Monte Carlo charge transport simulations themselves were comparatively fast, with
a runtime of generally less than an hour on a single core.
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6.5 Morphology Dependence of Charge Transport
6.5.1 Zero-Field Mobility
(a) Annealing temperature dependence (b) Weight-averaged molecular weight
dependence
Figure 6.12: Zero-field hole mobilities for the samples created for the polymer
investigation listed in table 6.1.
Figure 6.12 shows the simulated mobilities for F = 0 V m=1, µ0, for the various
P3HT samples created for this investigation (table 6.1) as functions of Ta and Mw.
Firstly, note that the absolute values of the mobilities recorded here are several orders
of magnitude greater than those determined from real devices, where mobilities
within the range of 2×10−4-2× 10=3 cm2 V=1 s=1 are reported for highly regioregular
pristine P3HT films at zero to low fields (F ' 4× 106 V m=1), depending on the
processing regime [19,22,23]. However, performing ab initio calculations of mobility is
challenging, especially for disordered structures [80,81]. For this reason, the remainder
of this investigation will focus on the relative differences between µ0 calculated for
different sample conditions, and how these compare with experiment.
While the data in figure 6.12 does show some scatter, there is a monotonic trend
of increasing µ0 with both Mw and Ta. The improvement in µ0 is shown to saturate
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beyond ∼ 450 K to an extent that depends on Mw, with smaller Mw showing more
pronounced saturation. Ta = 423 K is a common annealing temperature, for which
it has been shown that µ0 increases by a factor of 2-3 when compared to as-cast
films [82,83]. These data agree reasonably well with the predicted improvement in µ0
by a factor of 3.5 shown here when Ta was increased from 290 K to 423 K.
The mobility is also sensitive to Mw, as increasing Mw from 19-70 kDa increased
µ0 by a factor of 3.2 for unannealed samples and a factor of 2.1 for morphologies an-
nealed at 623 K. Some field-effect mobility measurements on samples of unannealed
P3HT have reported that an increase in Mw from 11-51 kDa results in an increase in
saturation mobility of around one order of magnitude [84]. Others have demonstrated
an increase in field-effect mobility of a factor of ∼ 5 over the range 21 ≤ Mw <
61 kDa [85]. For transistors annealed at Ta = 370 K, the mobility increase has been
reported as a factor of around 3 for the range 20 ≤ Mw < 76 kDa [86]. However, ToF
mobility measurements similar to those implemented in this investigation show that
the mobility decreases by a factor of 5 as Mw is increased from 26-72 kDa
[28]. It is
difficult to be exact when comparing the current data to those found in the literature
due to the variety of experimental protocols used. However, it is clear that at least
the general trend of increasing µ0 with Mw is reproduced. The order of magnitude
increase in µ0 with increasing Mw is smaller than most reports over similar weight
ranges, however this might be expected due to shorter annealing times restricting
crystallisation and therefore the mobility samples consisting of longer chains.
Focus now turns to the morphological structure of the P3HT film in order to
explain the observed mobility trends in figure 6.12 and indeed those in previous
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studies.
6.5.2 Paracrystallinity
(a) Backbone ([001]) direction (b) pi-stacking ([010]) direction
(c) Average segment length
Figure 6.13: Paracrystallinity measurements and average segment length for the
investigated samples as a function of Ta. Note that the highly uniform Gaussian
distributions for the along-chain d[001] data results in very small error bars that are
not visible on these axes.
The results of the paracrystallinity measurements for all the investigated samples
are shown in figure 6.13. Along the polymer backbones, there is reduced disorder as
the annealing temperature is increased, characterised by the narrowing of the d[001]
distribution. Regular lattice spacings in this direction result in strong coherence
between adjoining chain segments, enhancing hole mobility along the intra-chain
direction. This additionally manifests as an increase in the average segment length,
6.5. Morphology Dependence of Charge Transport 176
L (figure 6.13c). A combination of these factors could explain the observed trend in
µ0 as a function of Ta in figure 6.12, however, figure 6.13a does not clearly show a
monotonic decrease in g[001] as a function of increasing Mw.
The g[010] data shown in figure 6.13b are within 7% ≤ g[010] < 10%, show a slight
reduction with increasing Ta, and no clear trend with Mw. This is in agreement
with sources in the literature that suggest that P3HT pi-stacking disorder is high
and mostly independent of the degree of polymerisation beyond 100 monomer units
corresponding to Mw = 16 kDa
[15]. The trend is also characteristic of x-ray diffrac-
tion data for semicrystalline polymer films [44,87] such as PBTTT [88,89]. GIWAXS
measurements on thick (∼ 100 nm) films annealed at 413 K have shown that P3HT
generally exhibits a slightly more ordered crystal structure resulting in a paracrys-
tallinity ∼ 5% [90], suggesting that the morphologies used in this investigation are
slightly more disordered than equivalent experiments, but still lie in the semicrys-
talline regime [87,88].
Although there are correlations between g[001] and Ta (and hence µ0), there is no
clear dependence of g[001] or g[010] on Mw, even though µ0 has a strong dependence
on Mw. This indicates that not all of the mobility trends observed in figure 6.12
can be solely explained by the paracrystallinity along either axis, in agreement with
morphological studies that have suggested that the pi-stacking paracrystallinity does
not affect the mobility [15,43].
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6.5.3 Crystal Proportion
The d[010] distributions shown in figure 6.6b also allow for an estimation of the
volume occupied by the crystal regions. A ‘crystal cut-off’ (dcut) was defined for
the morphology as the value of d[010] at which the bimodal distribution, Pd, was at
a minimum. This value is around 6 A˚ for all morphologies considered. Thiophene
spacings d[010] < dcut were considered as belonging to a crystal, whereas thiophenes
with d[010] > dcut belonged to the amorphous region of the morphology. The crystal
proportion, γ could then be defined as the integral of the d[010] distribution up to
dcut as a fraction of the integral of the whole distribution.
Figure 6.14 shows γ as functions of both Ta and Mw. The absolute values of γ are
around 0.2 lower than those reported from melting enthalpy calculations [25], again
likely because those devices were annealed for a much longer period than the current
simulations. In general, figure 6.14 shows that γ increases linearly with annealing
temperature as expected. By contrast, γ shows no clear dependence on Mw.
(a) Annealing temperature dependence (b) Weight-averaged molecular weight
dependence
Figure 6.14: Variation in pi-stacking crystal proportion (γ) for the investigated
samples as functions of Ta and Mw. Linear fits are also depicted for the temperature
response.
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Differential scanning calorimetry (DSC) measurements of the enthalpy of fusion
have shown that the expected degree of crystallinity remains approximately constant
for 17 ≤ Mw < 93 kDa at room temperature [91]. Over a smaller molecular weight
range, the melting enthalpies from DSC thermograms of deuterated P3HT show
an increase in the volume occupied by crystals from 4.5% at Mw = 2.6 kDa to
18% at Mw = 27 kDa
[26]. Perhaps then it is unsurprising that, for the data in this
investigation, γ varies by a maximum of 5% for unannealed devices and even less
for films annealed at increased Ta.
As with the paracrystallinity measurements, increasing Ta has been found to be
correlated to an increased crystal proportion in the film, which may partly explain
the observed increase in µ0 with respect to Ta. However, there is no clear trend
relating γ to Mw for the examined conditions, even though µ0 clearly increases with
Mw.
6.5.4 Tie Chains
It has been argued that high mobility is not only caused by the quantity of well-
ordered crystals in the morphology, but also by the presence of ‘tie-chains’ that form
efficient connections between them [15]. To explore the impact of tie chains in the
current data, figure 6.15 shows the number of crystals that each chain in the same
participates in (ζ) as a function of the degree of polymerisation, Dp. Increasing
Mw increases the likelihood that individual chains will participate in more crystals.
Furthermore, this trend is largely unaffected by the annealing temperature. Since
the Mw dependence of µ0 has not been satisfactorily explained by the crystalline
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(a) Varying Mw annealed at Ta = 623 K (b) Varying Ta for the S-51 samples
Figure 6.15: The functional relationship between the number of participant crystals
for each chain in the single morphologies, ζ, and its degree of polymerisation Dp.
order or crystallite size, it is instead likely due to the population of long polymer
chains linking together the many crystallites - the length of which are of course in-
dependent of the temperature of the system. This is in agreement with prior studies
by Noriega et al [15]. Implicit in this argument is that the non-crystalline regions of
the film are divided into tie-chains which are members of many crystals and increase
mobility, and other shorter chains that are members of only a few crystals and do
not. This therefore suggests that semi-crystalline conjugated polymer mobility can
be optimised by increasing the number of tie-chains in the non-crystalline phase.
To test this hypothesis, additional films were generated, which included an in-
creased population of tie-chains in an otherwise small molecular sample. These were
formed by randomly substituting a number of chains from the S-70 sample into the
S-19 sample, ensuring that each morphology still consisted of 40 chains after mixing.
This process was completed multiple times so that all the considered mixed samples
had approximately the same polydispersity index as each other (around 2.3), and
comparable molecular weights to the single-distribution samples described in table
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Name M-5 M-10 M-20 M-50
S-19 :S-70 Ratio 1:19 1:9 1:4 1:1
Effective Mw (kDa) 37.3 45.7 51.2 57.0
Effective Mn (kDa) 15.9 18.8 21.8 26.4
PDI 2.3 2.4 2.3 2.2
Table 6.2: The mixed P3HT samples considered in this investigation, showing
the S-19:S-70 ratio, effective weight- and number-averaged molecular weights (Mw,
Mn) and polydispersity indices (PDI). The naming convention is “M-〈Proportion of
S-70〉”, where the ‘M’ denotes that a mixture of S-19 and S-70 chains are present.
6.1. The resultant mixed samples are shown in table 6.2.
Figure 6.16 shows that the population of high-ζ tie-chains has been successfully
increased by adding a small number of chains from the S-70 morphology to the
S-19 sample. The tie-chains in the mixed morphologies are generally longer and
belong to more crystals than those within the single-distribution morphologies of an
equivalent Mw. As with the single-distribution samples, there is no Ta dependence,
suggesting that the effect of the added chains is largely to join crystals together
rather than modify the crystal properties.
The comparison between the mobilities of the resultant mixed morphologies and
single-distributions of equivalent Mw is shown in figure 6.17. It seems clear that
incorporating long chains into the system affects the mobility, as there is an increase
in µ0 as the proportion of S-70 chains in the mixture increases. The noise in the
simulation is significant enough that it is not possible to reliably conclude that
mixed morphologies result in better mobilities than a single-distribution sample of
equivalent Mw, however the data show that it is possible to force a low Mw sample
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(a) Varying Mw annealed at Ta = 623 K (b) Varying Ta for the M-20 samples
Figure 6.16: The functional relationship between the number of participant crystals
for each chain in the mixed morphologies, ζ and its degree of polymerisation Dp.
to behave like a high Mw sample through the addition of longer chains which act
as tie-chains within the morphology. The added chains require a larger degree of
polymerisation and a greater ζ than the longest chains already present in the single-
distribution of equivalent Mw in order to achieve similar mobility characteristics.
This suggests that increasing the polydispersity of chain lengths within a sample
is not detrimental to the performance of the active layer. While tie-chains have
been introduced here by engineering the distribution of Mw, we note that similar
effects could be achieved in conjugated polymers with increased persistence length
and rigidity [92].
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(a) M-5 (effective Mw = 37 kDa) (b) M-10 (effective Mw = 46 kDa)
(c) M-20 (effective Mw = 51 kDa) (d) M-50 (effective Mw = 57 kDa)
Figure 6.17: Comparisons of the hole mobilities for mixed (red, closed symbols)
and single samples of comparable molecular weights (blue, open symbols) as a func-
tion of Ta.
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6.6 Conclusions
Coarse-grained molecular dynamics simulations were implemented to create sam-
ples of P3HT chains with experimentally realistic molecular weights (selected by
a new length distribution), polydispersities and film densities. The resultant thin
film morphologies were subjected to a variety of annealing protocols without assum-
ing any initial configurations for the chains. A fine-graining procedure was then
employed to return the morphologies to the atomistic representation such that the
semi-empirical ZINDO/S method could be used to determine the charge-transport
characteristics for each sample. Hole mobilities at zero field were calculated and
showed that the mobility increased when either the annealing temperature or the
weight-averaged molecular weight of the sample were increased, in accordance with
experimental results. The crystal structure for each morphology was then analysed
to help explain these mobility trends.
Both the along-chain crystalline order and the volume proportion of crystals
within the morphology were shown to increase with increasing annealing tempera-
ture, suggesting that, as devices were annealed at higher temperatures, more and
better ordered crystals were produced, providing some benefit to the hole mobility.
The pi-stacking crystalline order was shown to increase slightly with increasing tem-
perature indicating that, although well-ordered pi-stacking crystals can contribute
slightly to the observed mobility dependence on temperature, it is less important
than the other crystal properties, as determined by some experimental investiga-
tions.
The molecular weight dependence of the mobility was less clear. No obvious trend
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existed between the along-chain, pi-stacking paracrystallinities or crystal proportion,
suggesting that the crystallinity and crystal order are not the main precursors to
high mobility within the thin film as the molecular weight is increased. Instead it
was found that, as the molecular weight increases, the average number of crystals
that each chain belongs to also increases, resulting in better connected crystals. It is
therefore predicted that the bulk, long-range mobility in semi-crystalline polymers
is limited below the short-range crystal mobilities, by the availability of tie-chains
within the system. This, in turn, suggests that the non-crystalline sections of a
morphology perform a useful function, although not all of these regions are useful
tie-chains.
As an example to show how the utility of the non-crystalline parts of a mor-
phology can be improved, samples were engineered that included a proportion of
longer chains, acting as tie-chains, to an otherwise low-mobility morphology. It was
shown that the resultant zero-field hole mobility could be improved and was indeed
comparable to a single-distribution sample of the same molecular weight, as more
tie-chains were added. The added chains were shown to have enhanced crystal con-
nectivity, supporting the conclusion that tie-chains are the main contributor to the
molecular weight dependence of the mobility, simultaneously suggesting that a high
polydispersity is not necessarily detrimental to charge transport within the active
layer.
While these conclusions were for a test system of P3HT, the processes involved
in this investigation are not molecule specific and so they could still be generally
true for all semi-crystalline polymers.
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Chapter 7
Conclusions and Suggestions for
Future Work
7.1 Conclusions
The aim of this thesis was to elucidate the effect of morphological features on organic
electronic device operation.
Organic photovoltaic devices are an attractive alternative to their inorganic coun-
terparts due to their comparatively inexpensive manufacturing processes, although
the power conversion efficiencies tend to be significantly lower. In order to optimise
devices to maximise their efficiencies, it is vital to determine how the morphology
of the active layer can affect the charge transport within. This requires a complete
understanding of the governing physical processes.
Geminate charge recombination is one such process. By using mesoscale Monte
Carlo simulations, the probability density function for charge recombination within
OPV devices was shown to exhibit biexponential behaviour, even though only a
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single recombination rate was present in the simulations. The presence of two decay
transients implied that some geminate charge pairs undergo a fast recombination
soon after exciton dissociation, whereas others initially spatially separate a short
distance, before collapsing back down again and recombining at later times. This
process inspired a modification to the frequently used Onsager-Braun model for re-
combination to include a quasi-free state, where charges are sufficiently close to be
Coulombically bound, but too separated to immediately recombine. The resultant
kinetic model fit the recombination dynamics data well, and additionally predicted
the correct internal quantum efficiency for that device. However, the predictive qual-
ities of the new theoretical framework were insufficient to fit the MC data when the
recombination rate was modified, suggesting that it is difficult to describe the fun-
damentally dispersive mechanism of hopping transport using KMs which necessarily
simplify the system to a small set of physical states and rate coefficients.
An investigation into the impact of hot charge-transfer states on device perfor-
mance to determine whether they can be the sole precursor to the fast, efficient,
free-charge generation observed in some bulk-heterojunction devices was reported.
HCTs are formed when an exciton dissociates into a spatially separated electron
and hole pair, reducing Coulombic attraction between the two and facilitating more
efficient separation. They were shown to improve the device performance in both
fully phase-separated, idealised donor:acceptor morphologies similar to those found
in all-polymer devices, and in more generalised mixed:aggregate morphologies sim-
ilar to those found in polymer:fullerene blends. In particular, increased fullerene
aggregation was shown to improve the effect of HCTs, largely due to the increased
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production of HCT states on the interface of the aggregated acceptor. However, it
was also shown that, in order to obtain the free-charge generation efficiencies ob-
served in experiment, unrealistically large HCT separations or slow charge transport
kinetics had to be assumed that were not reflected by experimental investigations.
HCTs, therefore, are not expected to be the sole precursor to high device efficiencies,
but rather a supplementary mechanism that affects short-range charge separation.
A range of simulation techniques were utilised to examine the effects of polymer
crystallisation on charge mobility, combining the results of coarse-grained molecular
dynamics simulations with quantum chemical calculations and molecular MC. In
accordance with experimental results, the zero-field hole mobilities were shown to
increase with both increasing annealing temperature and increasing average molec-
ular weight for a range of realistic morphologies with expected polydispersities, thin
film densities and without any assumed initial configuration of chains. The an-
nealing temperature trend could be explained by increased crystalline order along
the chain backbone and increased proportion of crystals within the morphology at
higher temperatures, although, as some experimental investigations have shown,
the pi-stacking crystalline order is less important. On the other hand, there was
no obvious trend between the mobility and the backbone order, pi-stacking order or
crystal proportion. Instead, it was found that, as the average molecular weight of
the sample increased, the average number of crystals that each chain belonged to
also increased, resulting in a greater quantity of better connected crystals. Longer
chains therefore act as tie chains within the morphology, while the short chains in
a sample restrict charge transport because they belong to fewer crystals. This hy-
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pothesis was reinforced when low and high molecular weight samples were mixed,
which forced more tie chains to form, improving the mobility to at least that of an
unmixed distribution of comparable molecular weight. Therefore, a high polydisper-
sity is not necessarily detrimental to charge transport within the active layer, as the
presence of tie-chains appears to be the main contributor to the molecular weight
dependence of the mobility.
7.2 Suggestions for Future Work
7.2.1 Molecular Dynamics for Alternative Materials
The techniques outlined in chapter 6 were trialled on a test system of P3HT, which
is one of the most widely studied polymers used in organic electronics. However,
the techniques are not limited to this system. Given a calibrated forcefield, it would
be relatively straightforward to simulate a wide variety of alternative polymers and
complete the same analysis. Of particular interest would be the high-efficiency fluo-
ropolymers used in the most efficient OPV devices such as PTB7 [1,2]. The technique
could even be applied to small molecules and fullerene derivatives - or indeed any
single-phase material - as long as the degree of delocalisation of the charges is known
for the material that is to be simulated. This is potentially not limited to organic
materials, and applications of this method could be useful to the recent discussions
of perovskite crystals as a new material to improve photovoltaic efficiency.
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7.2.2 Mixed Phase and Heterojunction Molecular Dynam-
ics Simulations
Beyond a single phase, it should also be possible to simulate blend morphologies
using the methods in chapter 6, at least to a certain extent. Molecules could be
distributed randomly around the simulation volume in order to effectively model
the mixed phase, and it could even be possible to model a donor:acceptor hetero-
junction, although this would likely be difficult to achieve without assuming an
initial orientation or configuration for the molecules. A significant challenge here
would be the calibration of an appropriate forcefield, which gets more complex as
the interactions between additional coarse-grained site types are included.
7.2.3 Incorporation of Polymer Crystallisation into Full De-
vice Simulations
The molecular MC simulations used in chapter 6 could also be combined with
the mesoscale code used in chapters 4 and 5 in order to determine the effects of
nanoscale molecular structure on the bulk device performance. It would be chal-
lenging to scale up the MD simulations to model an entire active layer, so perhaps
it would be possible to model small regions with certain phase behaviour - i.e.
obtain average behaviour for regions containing aggregated/amorphous acceptor,
crystallised/amorphous donor, or a molecularly mixed phase. The relative charge
transport characteristics of each could then be implemented by use of a mobility
factor or energetic variation for a carrier moving through a comparable region of the
Cahn-Hilliard morphology.
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Appendix A
Coarse-Grained Forcefield
A.1 Coarse-Grained Site Interactions
Interactions between each site were characterised by a number of potential energy
functions that described all the possible inter- and intra-molecular combinations
of the sites. The intra-molecular potential energy functions are given in equations
1.1.1-1.1.4.
Ubond(l) =
4∑
i=2
ci(l − l0)i, (1.1.1)
Uangle(θ) =
4∑
i=2
ci(θ − θ0)i, (1.1.2)
Udihedral(φ) =
4∑
i=0
ci cos
i(φ), (1.1.3)
Uimproper(ζ) = 45.3281ζ
2, (1.1.4)
where l is the physical separation of the two bonded sites, θ is the angle between
the two in-plane vectors describing the three connected sites and φ is the dihedral
angle between the two planes that describe all 4 linked sites. Pictorial representa-
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(a) Bond definition
(b) Angle definition (c) Dihedral angle definition
(d) Improper dihedral angle definition
Figure A.1: Definitions of each forcefield descriptor used in the polymer investi-
gation.
tions of each force-field descriptor are given in figure A.1, along with their defining
arguments.
In the forcefield, ci, l0 and θ0 are free parameters that were varied iteratively
to best fit the probability distributions for each potential in an accurate, atomistic
simulation model [1–3]. The values of the free-parameters used in this investigation
are given in tables A.2-A.3. Note that due to P3HT chain directionality, the P1-
P1-P2 and P2-P1-P1 angle potentials differ and so were parametrised separately, as
with the P1-P1-P2-P3 and P3-P2-P1-P1 dihedrals. Additionally, there is no need
to define a P1-P1-P1-P2 dihedral as the P2 site is kept in the plane of the closest 3
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P1 sites by the sole P1-P2-P1-P1 improper dihedral potential instead.
Parameter P1-P1 P1-P2 P2-P3
l0(A˚) 3.8817 4.0773 3.8297
c2 (kcal/mol/A˚
2
) 58.2280 56.4094 44.6180
c3 (kcal/mol/A˚
3
) 0 175.5560 278.2030
c4 (kcal/mol/A˚
4
) 0 148.7330 436.2700
Table A.1: Coefficients for the coarse-grained description of the bond length po-
tentials in P3HT, Ubond(l) =
∑4
i=2 ci(l − l0)i.
Parameter P1-P1-P1 P1-P2-P3 P1-P1-P2 P2-P1-P1
θ0(deg.) 166.7460 158.0860 129.0940 76.2600
c2 (kcal/mol/A˚
2
) 26.5042 12.3621 2.7338 22.9487
c3 (kcal/mol/A˚
3
) 109.8370 16.5460 17.5095 -6.7598
c4 (kcal/mol/A˚
4
) 148.8830 6.9452 73.6114 0.4978
Table A.2: Coefficients for the coarse-grained description of the bond angle poten-
tials in P3HT, Uangle(θ) =
∑4
i=2 ci(θ − θ0)i.
Parameter P1-P1-P1-P1 P2-P1-P1-P2 P1-P1-P2-P3 P3-P2-P1-P1
c0 (kcal/mol) 0.6403 1.4924 0.1583 0.0090
c1 (kcal/mol/A˚) 0.3851 0.2473 -0.5142 0.1154
c2 (kcal/mol/A˚
2
) 0.1643 -2.1492 0.2498 0.3792
c3 (kcal/mol/A˚
3
) -0.7109 0.1257 0.3353 0.0405
c4 (kcal/mol/A˚
4
) -0.4787 1.0298 -0.0729 -0.0753
Table A.3: Coefficients for the coarse-grained description of the proper dihedral
angle potentials in P3HT, Uangle(φ) =
∑4
i=0 ci cos
i(φ).
In addition to the intra-molecular interaction potentials, the non-bonded inter-
actions between molecules were also considered as a 9/6 Lennard-Jones potential,
with a maximum interaction cut-off of 15 A˚:
Unon-bonded(r) =

4
[(
σ
r
)9 − (σ
r
)6]
if r ≤ 15 A˚
0, if r > 15 A˚
(1.1.5)
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where r is the physical separation between the non-bonded site pair and , σ are the
two free parameters, calibrated according to the values in table A.4.
Parameter P1, P1 P1, P2 P1, P3 P2, P2 P2, P3 P3, P3
 (kcal/mol) 0.3500 1.4500 0.5100 1.5700 0.9000 0.5500
σ (A˚) 4.6000 4.3000 4.7100 4.7000 4.8000 4.8900
Table A.4: Coefficients for the coarse-grained description of the non-bonded sites
in P3HT, separated by r ≤ 15 A˚, Unon-bonded(r) = 4
[(
σ
r
)9 − (σ
r
)6]
.
A.2 Fitting to Atomistic Forcefield
The atomistic model for P3HT that the CG forcefield was calibrated to was derived
from a model of tetrathiophene [4], based on parameters from the widely used OPLS-
AA forcefield [5], while using atomic partial charges from density functional theory
(DFT) calculations [6]. The tetrathiophene model was then modified to include an
OPLS-AA hexyl side-chain, and an inter-monomer torsional potential derived from
the DFT calculations of methylthiophene oligomers [7]. This resulted in an atomistic
P3HT forcefield that was expected to have good agreement with the experimental
properties of crystal structure and heat of sublimation [4], while providing excellent
agreement with the monomer density under ambient conditions [6], as well as the
thermodynamic and nanoscale structural properties of solution-phase P3HT pre-
dicted by experiment [6,8].
The parameters for the CG forcefield were optimised to match the structural
distribution functions from constant temperature and pressure (NPT) for atomistic
simulations of 72 regioregular P3HT decamers heated to 550 K at a pressure of 1 atm.
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This ensured that the polymer chains described a melt, ensuring that the spherically
symmetric non-bonded pair interactions (equation 1.1.5) were isotropic [3]. All simu-
lations were carried out using a modified version of the LAMMPS simulation pack-
age [9]. Constant temperature and pressure were maintained using a Nose´-Hoover
thermostat and barostat [10], with carbon-hydrogen bond lengths constrained us-
ing the SHAKE algorithm [11] and long-range electrostatic interactions calculated
through the use of the particle-particle-mesh method [12]. The atomistic simulations
ran for 30 ns with a timestep of 2 fs. To ensure that the system was in thermodynamic
equilibrium, the first 5 ns of simulation data was discarded, and statistical averaging
performed on the remaining dataset. The coarse-grained simulations were performed
a constant temperature (NVT) at the same average density, and proceeded for 8 ns
with a 8 fs timestep, with the first half of the dataset discarded before statistical
averaging took place. Additionally, the chain-ends of the oligomers were omitted for
the distribution function calculations for simplicity.
It is important to note that the non-bonded coarse-grained interaction param-
eters from equation 1.1.5 and table A.4 do not describe a unique solution. There-
fore, to ensure that the coarse-grained model was dynamically consistent with the
atomistic representation, the interaction strength parameter, , was scaled for all
interaction pairs such that the average pressure was 1 atm - the same as the atom-
istic simulation. This had minimal impact on the pair distribution function, while
increasing the accuracy of the coarse-grained interaction parameters compared to
the atomistic model.
After parameter optimisation was complete, a final NPT coarse-grained simula-
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tion was executed for 16 ns at 550 K and 1 atm in order to compare the probability
distributions of bond lengths, angles, proper and improper dihedral angles and non-
bonded pair interactions to the atomistic representation. The results are shown in
figures A.2 and A.3a.
Although the coarse-grained parameters highlighted here were derived for a single
thermodynamic state (550 K and 1 atm), the model is robust enough to accurately
predict the atomistic model behaviour under different conditions - making it ide-
ally suited to exploring the effects of different annealing processes on the thin film
morphology. To this end, further atomistic NPT simulations were run for 72 P3HT
decamers at 450 K, 500 K and 600 K, along with equivalent coarse-grained simula-
tions. The CG model reported average densities within 3% of those obtained by the
atomistic model over this temperature range, as well as reproducing the non-bonded
pair distribution functions of the atomistic model very well (figure A.3b).
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(a) Bond lengths (b) Improper dihedral angles
(c) Bond angles (d) Proper dihedral angles
Figure A.2: Comparisons of the intra-chain interaction probability distributions
for atomistic NPT simulations of 72 P3HT decamers at 550 K and 1 atm and an
equivalent, optimised coarse-grained model.
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(a) Fiducial simulation (550 K) (b) Predictions with
varying temperature
Figure A.3: Comparisons of the inter-chain, non-bonded radial distribution func-
tions for atomistic NPT simulations of 72 P3HT decamers at 1 atm and equivalent,
optimised coarse-grained models.
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