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Abstract
We give a combinatorial description of the Springer correspondence for classical Lie algebras of type
B, C or D and their duals in characteristic 2. The combinatorics used here is of the same kind as those
appearing in the description of (generalized) Springer correspondence for unipotent case of classical groups
by Lusztig in odd characteristic and by Lusztig and Spaltenstein in characteristic 2.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Nilpotent orbits; Springer correspondence
1. Introduction
Let G be a connected reductive algebraic group over an algebraically closed field of char-
acteristic p. Let g be the Lie algebra of G and g∗ the dual vector space of g. When p is large
enough, Springer [13] constructs a correspondence which associates to an irreducible character
of the Weyl group of G a unique pair (x,φ) with x ∈ g nilpotent and φ an irreducible character
of the component group AG(x) = ZG(x)/Z0G(x). For arbitrary p, Lusztig [5] constructs the gen-
eralized Springer correspondence which is related to unipotent conjugacy classes in G. Assume
p = 2 and G is of type B , C or D, a Springer correspondence for g (resp. g∗) is constructed
in [14] (resp. [15]) using a similar construction as in [5,7].
Assume G is classical. When p is large, Shoji [10] describes an algorithm to compute the
Springer correspondence which does not provide a closed formula. A combinatorial description
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tenstein [9] for p = 2. Spaltenstein [11] describes a part of the Springer correspondence for g
(when p = 2) under the assumption that the theory of Springer representation is still valid in
this case. We describe the Springer correspondence for g and g∗ using similar combinatorics that
appears in [5,9]. It is very nice that this combinatorics gives a unified description for (general-
ized) Springer correspondences of classical groups in all cases, namely, in G, g and g∗ in all
characteristics. Moreover it gives rise to closed formulas for computing the correspondences.
2. Recollections and outline
2.1. Throughout this paper, k denotes an algebraically closed field of characteristic 2 unless
otherwise stated, G denotes a connected algebraic group of type B , C or D over k, g the Lie
algebra of G and g∗ the dual vector space of g. There is a natural coadjoint action of G on g∗,
g.ξ(x) = ξ(Ad(g−1)x) for g ∈ G, ξ ∈ g∗, x ∈ g, where Ad is the adjoint action of G on g.
2.2. For a finite group H , we denote H∧ the set of irreducible characters of H .
Denote WG the Weyl group of G and Ag (resp. Ag∗ ) the set of all pairs (c,F) with c
a nilpotent G-orbit in g (resp. g∗) and F an irreducible G-equivariant local system on c (up
to isomorphism). Then Ag (resp. Ag∗ ) can be identified with the set of all pairs (x,φ) (resp.
(ξ,φ)) with x ∈ g (resp. ξ ∈ g∗) nilpotent (up to G-action) and φ ∈ AG(x)∧ (resp. φ ∈ AG(ξ)∧),
where AG(x) = ZG(x)/Z0G(x), AG(ξ) = ZG(ξ)/Z0G(ξ), ZG(x) = {g ∈ G | Ad(g)x = x} and
ZG(ξ) = {g ∈ G | g.ξ = ξ}.
2.3. A Springer correspondence for g (resp. g∗) is constructed in [14] (resp. [15]) assuming
G is adjoint (resp. simply connected). The correspondence is a bijective map from Ag (resp. Ag∗ )
to W∧G. This induces a Springer correspondence for any g (resp. g∗) as in 2.1. In fact, there are
natural bijections between the sets of nilpotent orbits in two Lie algebras (resp. duals of the Lie
algebras) of groups in the same isogeny class, and moreover, corresponding component groups
of centralizers are isomorphic. Hence the sets Ag (resp. Ag∗ ) are naturally identified in each
isogeny class.
2.4. For a Borel subgroup B of G, we write B = T U a Levi decomposition of B and denote
b, t and n the Lie algebra of B , T and U respectively. We define n∗ = {ξ ∈ g∗ | ξ(b) = 0} and
b∗ = {ξ ∈ g∗ | ξ(n) = 0}.
For a parabolic subgroup P of G, we denote UP the unipotent radical of P , p and nP the
Lie algebra of P and UP respectively. For a Levi subgroup L of P , we denote l the Lie algebra
of L. Define p∗ = {ξ ∈ g∗ | ξ(nP ) = 0}, n∗P = {ξ ∈ g∗ | ξ(l ⊕ nP ) = 0} and l∗ = {ξ ∈ g∗ | ξ(nP ⊕
n−P ) = 0} where g = l ⊕ nP ⊕ n−P . We have p∗ = l∗ ⊕ n∗P .
2.5. Let P be a parabolic subgroup of G with a Levi decomposition P = LUP , where
s.srank(L) = s.srank(G) − 1 (s.srank denotes the semisimple rank). We identify L with P/UP
and l with p/nP . Let x ∈ g and x′ ∈ l be nilpotent elements. Consider the variety
Yx,x′ =
{
g ∈ G ∣∣Ad(g−1)(x) ∈ x′ + nP }.
The group ZG(x)×ZL(x′)UP acts on Yx,x′ by (g0, g1).g = g0gg−11 .
Let dx,x′ = (dimZG(x) + dimZL(x′))/2 + dimnP . We have dimYx,x′  dx,x′ (see Propo-
sition 3.1 (ii)). Let Sx,x′ be the set of all irreducible components of Yx,x′ of dimension dx,x′ .
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We prove in Section 3 the following restriction formula
(R)
〈
φ ⊗ φ′, εx,x′
〉= 〈ResWGWL ρGx,φ, ρLx′,φ′ 〉WL,
where φ ∈ AG(x)∧, φ′ ∈ AL(x′)∧, and ρGx,φ ∈ W∧G, ρLx′,φ′ ∈ W∧L correspond to the pairs
(x,φ) ∈ Ag, (x′, φ′) ∈ Al respectively under the Springer correspondence.
It suffices to consider the case where G is adjoint (see 2.3). The proof is essentially the same
as that of the restriction formula in unipotent case [5].
2.6. We preserve the notations from 2.5. Let ξ ∈ g∗ and ξ ′ ∈ l∗ be nilpotent elements. We
define Yξ,ξ ′ , Sξ,ξ ′ , εξ,ξ ′ as Yx,x′ , Sx,x′ , εx,x′ replacing x, x′, p, nP by ξ , ξ ′, p∗, n∗P respectively
and adjoint G-action on g by coadjoint G-action on g∗. We identify l∗ with p∗/n∗P . We have the
following restriction formula
(
R′
) 〈
φ ⊗ φ′, εξ,ξ ′
〉= 〈ResWGWL ρGξ,φ, ρLξ ′,φ′ 〉WL,
where φ ∈ AG(ξ)∧, φ′ ∈ AL(ξ ′)∧, and ρGξ,φ ∈ W∧G, ρLξ ′,φ′ ∈ W∧L correspond to the pairs
(ξ,φ) ∈ Ag∗ , (ξ ′, φ′) ∈ Al∗ respectively under the Springer correspondence. The proof of (R′) is
entirely similar to that of (R) and is omitted.
2.7. The reference for this subsection and 2.8 is [15]. Let V be a vector space of dimen-
sion 2n over k equipped with a non-degenerate symplectic form β : V ×V → k. The symplectic
group is defined as Sp(2n) = Sp(V ) = {g ∈ GL(V ) | β(gv,gw) = β(v,w), ∀v,w ∈ V } and its
Lie algebra is sp(2n) = sp(V ) = {x ∈ gl(V ) | β(xv,w)+ β(v, xw) = 0, ∀v,w ∈ V }.
Recall that for a nilpotent element ξ ∈ sp(2n)∗, we associate a well-defined quadratic form
αξ : V → k, αξ (v) = β(v,Xv) and a nilpotent endomorphism Tξ : V → V , β(Tξ (v),w) =
βξ (v,w), where X ∈ End(V ) is such that ξ(−) = tr(X−) and βξ is the bilinear form associ-
ated to αξ , namely, βξ (v,w) = αξ (v + w) − αξ (v) − αξ (w) for v,w ∈ V . Moreover, we define
the function χξ : N → N by χξ (m) = min{k  0 | ∀v ∈ V, T mξ v = 0 ⇒ αξ (T kξ v) = 0}.
2.8. Let V be a vector space of dimension N over k equipped with a non-degenerate
quadratic form α : V → k. Let β : V × V → k be the bilinear form associated to α, namely,
β(v,w) = α(v + w) − α(v) − α(w) for all v,w ∈ V . The orthogonal group is defined as
O(N) = O(V ) = {g ∈ GL(V ) | α(gv) = α(v), ∀v ∈ V } and its Lie algebra is o(N) = o(V ) =
{x ∈ gl(V ) | β(xv, v) = 0, ∀v ∈ V and tr(x) = 0}. We define SO(N) to be the identity compo-
nent of O(N).
Recall that for a nilpotent element ξ ∈ o(2n + 1)∗, we associate a well-defined bilinear form
βξ : V × V → k, βξ (v,w) = β(Xv,w) + β(v,Xw) where X ∈ End(V ) is such that ξ(−) =
tr(X−). Let vi , i = 0, . . . ,m, be the uniquely determined set of vectors by ξ (see [15, 3.2],
we assume that α(vm) = 1). If m  1 let ui , i = 0, . . . ,m − 1 be a set of vectors as in [15,
Lemma 3.6]. Let V2m+1 be the vector space spanned by ui , i = 0, . . . ,m − 1, vi , i = 0, . . . ,m,
W a complementary vector space of V2m+1 in V if m = 0 and W = {v ∈ V | β(v,V2m+1) =
βξ (v,V2m+1) = 0} if m  1. Then V = V2m+1 ⊕ W . Recall that β is non-degenerate on W .
Define Tξ : W → W by β(Tξ (w),w′) = βξ (w,w′) and a function χW : N → N by χW(s) =
min{k  0 | ∀v ∈ V, T sv = 0 ⇒ α(T kv) = 0}.ξ ξ
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determined by u0. Suppose we take u˜0 = u0 + w0, where w0 ∈ W and α(w0) = 0, then u˜i =
ui + T iξ w0 defines another set of vectors as in [15, Lemma 3.6]. Let V˜2m+1, W˜ , T˜ξ be defined as
V2m+1, W , Tξ replacing ui by u˜i . Then V = V˜2m+1 ⊕ W˜ and W˜ = {∑mi=0 β(w,T iξ w0)vi + w |
w ∈ W }. On W˜ , we have T˜ξ (∑mi=0 β(w,T iξ w0)vi +w) =∑mi=0 β(w,T i+1ξ w0)vi + Tξw.
From now on, we always assume the decomposition V = V2m+1 ⊕W is a normal form of ξ ,
namely, if W = Wχ(λ1)(λ1) ⊕ · · · ⊕ Wχ(λs)(λs) with λ1  · · ·  λs (notation as in [15]), then
m λ1 − χ(λ1).
2.9. For n 1, let Wn denote a Weyl group of type Bn (or Cn). The set W∧n is parametrized
by ordered pairs of partitions (μ, ν), μ = (μ1  μ2  · · ·  0), ν = (ν1  ν2  · · ·  0), with∑
μi +∑νi = n. We use the convention that the trivial representation corresponds to (μ, ν)
with μ = (n) and the sign representation corresponds to (μ, ν) with ν = (1n).
For n 2, let W′n ⊂ Wn denote a Weyl group of type Dn. Let W′0 = W′1 = {1}. Let W∧′n be the
quotient of (W′n)∧ by the natural action of Wn/W′n. The parametrization of Wn by ordered pairs
of partitions induces a parametrization of W∧′n by unordered pairs of partitions {μ,ν}. Moreover,{μ,ν} corresponds to one (resp. two) element(s) of (W′n)∧ if and only if μ = ν (resp. μ = ν).
We say that {μ,ν} and the corresponding elements of W∧′n and (W′n)∧ are non-degenerate (resp.
degenerate).
2.10. Assume G = Sp(2n) or G = O(2n+ 1). The Springer correspondence for g (resp. g∗)
is a bijective map
γ : Ag ∼−→ W∧n
(
resp. γ ′ : Ag∗ ∼−→ W∧n
)
.
Assume G = SO(2n). The Springer correspondence for g (or g∗) is a bijective map
γ : Ag ∼= Ag∗ ∼−→
(
W′n
)∧
. (2.1)
Let G˜ = O(2n). The group G˜/G acts on Ag and on the set of all nilpotent G-orbits in g. An
element in Ag or a nilpotent orbit in g is called non-degenerate (resp. degenerate) if it is fixed
(resp. not fixed) by this action. Then (x,φ) ∈ Ag is degenerate if and only if x is degenerate, in
this case AG(x) = 1 and thus φ = 1. Let A˜g be the quotient of Ag by G˜/G. Then (2.1) induces
a bijection
γ˜ : A˜g ∼−→ W∧′n . (2.2)
2.11. Assume G = SO(V ). Let G˜ = O(V ). Note that G˜ = G if and only if dim(V ) is even.
Let Σ ⊂ V be a line such that α|Σ = 0. Let P˜ be the stabilizer of Σ in G˜ and P the identity
component of P˜ . Then P is a parabolic subgroup of G. Let L be a Levi subgroup of P and
L˜ = N
P˜
(L). Let UP , p, nP be as in 2.4. Then P˜ = L˜UP and L = L˜0. Fix a Borel subgroup
B ⊂ P and let B˜ = N
G˜
(B). Denote B˜ = {gB˜g−1 | g ∈ G˜}, P˜ = {gP˜ g−1 | g ∈ G˜}.
Let x ∈ g be nilpotent. Define B˜x = {gB˜g−1 ∈ B˜ | Ad(g−1)(x) ∈ b} and P˜x = {gP˜ g−1 ∈ P˜x |
Ad(g−1)(x) ∈ p}. The natural morphism x : B˜x → P˜x , gB˜g−1 → gP˜ g−1 is ZG˜(x) equivariant.
We have a well-defined map
fx : P˜x → CN (p/nP ), gP˜ g−1 → orbit of Ad
(
g−1
)
x + nP ,
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orbit. Define Y = f−1x (c′) and X = −1x (Y).
We can assume P˜ ∈ Y. We identify L˜ with P˜ /UP , l with p/nP . Let x′ be the image of x in l
and A˜′(x′) = A
L˜
(x′) = Z
L˜
(x′)/Z0
L˜
(x′), H = Z
G˜
(x) ∩ P˜ = Z
P˜
(x), K = Z0
G˜
(x) ∩ P˜ . The nat-
ural morphisms H → Z
G˜
(x), H → Z
L˜
(x′) and K → Z
L˜
(x′) induce morphisms H → A
G˜
(x),
H → A
L˜
(x′) and K → A
L˜
(x′). Let A˜P be the image of H in AG˜(x) and A˜
′
P be the image of K
in A
L˜
(x′). Then we have a natural morphism A˜P → A˜′(x′)/A˜′P .
If G = G˜, then we omit the tildes from the notations, for example, AP = A˜P and etc.
2.12. We preserve the notations in 2.11. Let Y˜x,x′ and S˜x,x′ be defined as in 2.5 replacing G
by G˜ and L by L˜. Note that S˜x,x′ = ∅ if and only if dim X = dim B˜x , where X is defined as
in 2.11 with c′ the orbit of x′. If S˜x,x′ = ∅, then Y˜x,x′ is a single orbit under the action of ZG˜(x)×
Z
L˜
(x′)UP (see Proposition 4.3). It follows that S˜x,x′ is a single AG˜(x) × AL˜(x′)-orbit. Hence
S˜x,x′ = AG˜(x)×AL˜(x′)/H˜x,x′ for some subgroup H˜x,x′ ⊂ AG˜(x)×AL˜(x′). The subgroup H˜x,x′
is described as follows.
If A, B are groups, a subgroup C of A × B is characterized by the triple (A0,B0, h) where
A0 = pr1(C), B0 = B ∩ C and h : A0 → NB(B0)/B0 is defined by a → bB0 if (a, b) ∈ C.
Then H˜x,x′ is characterized by the triple (A˜P , A˜′P ,h), where h is the natural morphism A˜P →
A
L˜
(x′)/A˜′P described in 2.11.
Assume G = SO(2n). The subset Sx,x′ of S˜x,x′ is the image in S˜x,x′ of the subgroup of
A
G˜
(x) × A
L˜
(x′) consisting of the elements that can be written as a product of even number
of generators. This is also the image of AG(x)×AL(x′).
2.13. Assume G = Sp(V ), or SO(V ) with dimV odd. The definitions in 2.11 apply to g∗ (if
G = Sp(V ), there are no conditions on the line Σ ). Let ξ , fξ , AP , A′P , etc. be defined in this
way. Then Yξ,ξ ′ , Sξ,ξ ′ are described in the same way as Yx,x′ , Sx,x′ in 2.12.
2.14. The correspondence for symplectic Lie algebras is determined by Spaltenstein [11]
since in this case the centralizer of a nilpotent element is connected and Ag = {(c,1)}. We rewrite
his results in Section 8 using different combinatorics and describe the Springer correspondence
for orthogonal Lie algebras in Section 9. The proof will essentially be as in [5], which is based
on the restriction formula (R) and the following observation of Shoji: if n  3, an irreducible
character of Wn (resp. a non-degenerate irreducible character of W′n) is completely determined
by its restriction to Wn−1 (resp. W′n−1). We need to study the representations εx,x′ , which require
a description of the groups A˜P and A˜′P . Extending some methods in [12], we describe these
groups for orthogonal Lie algebras, duals of symplectic Lie algebras and duals of odd orthogonal
Lie algebras in Sections 4, 5 and 6 respectively.
2.15. The Springer correspondence for the duals of symplectic Lie algebras and orthogonal
Lie algebras is described in Section 10. The proofs are very similar to the Lie algebra case and
we omit much detail.
3. Restriction formula
Assume G is adjoint. Fix a Borel subgroup B of G and a maximal torus T ⊂ B . Let B be
the variety of Borel subgroups of G. A proof of the restriction formula in unipotent case is given
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proof here.
3.1. We prove first a dimension formula following [5]. Let P be a G-conjugacy class of
parabolic subgroups of G. For P ∈ P , let P¯ = P/UP , p¯ = p/nP and πp : p → p¯ be the natural
projection. Let c be a nilpotent G-orbit in g. Assume for each P ∈ P , given a nilpotent P¯ -orbit
cp¯ ⊂ p¯ with the following property: for any P1,P2 ∈ P and any g ∈ G such that P2 = gP1g−1,
we have π−1p2 (cp¯2) = Ad(g)(π−1p1 (cp¯1)). Let
Z′ = {(x,P1,P2) ∈ g ×P ×P ∣∣ x ∈ π−1p1 (cp¯1)∩ π−1p2 (cp¯2)}.
We have a partition Z′ =⋃O Z′O , where O runs through the G-orbits on P × P and Z′O ={(x,P1,P2) ∈ Z′ | (P1,P2) ∈ O}.
We denote νG the number of positive roots in G and set ν¯ = νP¯ (P ∈ P). Let c = dim c and
c¯ = dim cp¯ for P ∈ P .
Proposition.
(i) Given P ∈ P and x¯ ∈ cp¯, we have dim(c ∩ π−1p (x¯)) 12 (c − c¯).
(ii) Given x ∈ c, we have dim{P ∈ P | x ∈ π−1p (cp¯)} (νG − c2 )− (ν¯ − c¯2 ).(iii) If d0 = 2νG − 2ν¯ + c¯, then dimZ′O  d0 for all O. Hence dimZ′  d0.
Proof. We prove the proposition by induction on the dimension of the group. Assume P = {G},
the proposition is clear. Thus we can assume that P is a class of proper parabolic subgroups of G
and that the proposition holds when G is replaced by a group of strictly smaller dimension.
Consider the map Z′O → O, (x,P1,P2) → (P1,P2). We see that proving (iii) for Z′O is the
same as proving that for a fixed (P ′,P ′′) ∈ O, we have
dimπ−1p′ (cp¯′)∩ π−1p′′ (cp¯′′) 2νG − 2ν¯ + c¯ − dimO. (3.1)
Choose Levi subgroups L′ of P ′ and L′′ of P ′′ such that L′ and L′′ contain a common maximal
torus. An element in p′ ∩ p′′ can be written both in the form x′ + n′ (x′ ∈ l′, n′ ∈ nP ′ ) and in
the form x′′ + n′′ (x′′ ∈ l′′, n′′ ∈ nP ′′ ). It is easy to see that there are unique elements z ∈ l′ ∩ l′′,
u′′ ∈ l′ ∩ nP ′′ , u′ ∈ l′′ ∩ nP ′ , such that x′ = z+ u′′, x′′ = z+ u′. Hence (3.1) is equivalent to
dim
{(
n′, n′′, u′′, u′, z
) ∈ nP ′ × nP ′′ × (l′ ∩ nP ′′)× (l′′ ∩ nP ′)× (l′ ∩ l′′) ∣∣
u′′ + n′ = u′ + n′′, z+ u′′ ∈ cp¯′ , z+ u′ ∈ cp¯′′
}
 2νG − 2ν¯ + c¯ − dimO. (3.2)
(We identify l′ = p¯′, l′′ = p¯′′, and then view cp¯′ ⊂ l′, cp¯′′ ⊂ l′′.) When (u′′, u′) ∈ (l′ ∩ nP ′′) ×
(l′′ ∩nP ′) is fixed, the variety {(n′, n′′) ∈ nP ′ ×nP ′′ | u′′+n′ = u′+n′′} is isomorphic to nP ′ ∩nP ′′ .
Since dim(nP ′ ∩ nP ′′) = 2νG − 2ν¯ − dimO, we see that (3.2) is equivalent to
dim
{(
u′′, u′, z
) ∈ (l′ ∩ nP ′′)× (l′′ ∩ nP ′)× (l′ ∩ l′′) ∣∣ z+ u′′ ∈ cp¯′ , z+ u′ ∈ cp¯′′} c¯. (3.3)
By the finiteness of the number of nilpotent orbits, the projection pr3 of the variety in (3.3)
on the z-coordinate is a union of finitely many orbits cˆ1 ∪ cˆ2 ∪ · · · ∪ cˆm in l′ ∩ l′′ (note that z is
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considered in (i) for a smaller group (G replaced by L′ or L′′), thus by the induction hypothesis
it has dimension  12 (c¯ − dim cˆi ) + 12 (c¯ − dim cˆi ). Hence dim pr−13 (cˆi )  c¯, ∀1  i  m. Then(3.3) holds. This proves (iii).
We show that (ii) is a consequence of (iii). Let Z′(c) be the subset of Z′ defined by Z′(c) =
{(x,P1,P2) ∈ Z′ | x ∈ c}. If Z′(c) is empty then the variety in (ii) is empty and (ii) follows.
Hence we may assume that Z′(c) is non-empty. From (iii), we have dimZ′(c)  d0. Consider
the map Z′(c) → c, (x,P1,P2) → x. Each fiber of this map is a product of two copies of the
variety in (ii). It follows that the variety in (ii) has dimension equal to 12 (dimZ′(c) − dim c) 
1
2 (d0 − c) = νG − ν¯ + c¯2 − c2 . Then (ii) follows.
We show that (i) is a consequence of (ii). Consider the variety {(x,P ) ∈ c×P | x ∈ π−1p (cp¯)}.
By projecting it to the x-coordinate and using (ii), we see that it has dimension νG− ν¯+ c¯2 + c2 .
If we project it to the P -coordinate, each fiber is isomorphic to the variety c ∩ π−1p (cp¯). Hence
dim(c ∩ π−1p (cp¯))  νG − ν¯ + c¯2 + c2 − dimP = c+c¯2 . Now πp maps c ∩ π−1p (cp¯) onto cp¯ and
each fiber is the variety in (i). Hence the variety in (i) has dimension  c+c¯2 − c¯ = c−c¯2 . The
proposition is proved. 
3.2. Let P ⊃ B be a parabolic subgroup of G with Levi subgroup L such that T ⊂ L. Let
WL = NL(T )/T . Then Q¯l[WL] is in a natural way a subalgebra of Q¯l[WG].
Recall that we have the map (see [14])
π : Y˜ = {(x, gT ) ∈ Y ×G/T ∣∣Ad(g−1)(x) ∈ t0}→ Y, (x, gT ) → x,
where Y , t0 is the set of regular semisimple elements in g, t respectively. Let
YL =
⋃
g∈L
Ad(g)t0, Y˜1 =
{
(x, gL) ∈ g ×G/L ∣∣Ad(g−1)(x) ∈ YL}.
Then π factors as Y˜ π
′−→ Y˜1 π ′′−→ Y , where π ′ is (x, gT ) → (x, gL) and π ′′ is (x, gL) → x. The
map π ′ : Y˜ → Y˜1 is a principal bundle with group WL. It follows that End(π ′! Q¯lY˜ ) = Q¯l[WL]
and that we have a canonical decomposition
π ′! Q¯lY˜ =
⊕
ρ′∈W∧L
(
ρ′ ⊗ (π ′! Q¯lY˜ )ρ′), (3.4)
where (π ′! Q¯lY˜ )ρ′ = HomQ¯l [WL](ρ′,π ′! Q¯lY˜ ) is an irreducible local system on Y˜1. Recall that
π!Q¯lY˜ =
⊕
ρ∈W∧G
(
ρ ⊗ (π!Q¯lY˜ )ρ
)
,
where (π!Q¯lY˜ )ρ = HomQ¯l [WG](ρ,π!Q¯lY˜ ) is an irreducible local system on Y . We have
π!Q¯lY˜ = π ′′!
(
π ′! Q¯lY˜
)= ⊕
ρ′∈W∧
(
ρ′ ⊗ π ′′!
((
π ′! Q¯lY˜
)
ρ′
))L
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π ′′!
((
π ′! Q¯lY˜
)
ρ′
)= HomQ¯l [WL](ρ′,π!Q¯lY˜ )= HomQ¯l [WL]
(
ρ′,
⊕
ρ∈W∧G
(
ρ ⊗ (π!Q¯lY˜ )ρ
))
.
We see that for any ρ′ ∈ W∧L,
π ′′!
((
π ′! Q¯lY˜
)
ρ′
)= ⊕
ρ∈W∧G
(
(π!Q¯lY˜ )ρ ⊗ HomQ¯l [WL]
(
ρ′, ρ
))
. (3.5)
3.3. Recall that we have the map (see [14])
ϕ : X = {(x, gB) ∈ g ×G/B ∣∣Ad(g−1)(x) ∈ b}→ g, (x, gB) → x.
Let X1 = {(x, gP ) ∈ g×G/P | Ad(g−1)(x) ∈ p}. Then ϕ factors as X ϕ
′−→ X1 ϕ
′′−→ g where ϕ′ is
(x, gB) → (x, gP ) and ϕ′′ is (x, gP ) → x. The maps ϕ′, ϕ′′ are proper and surjective. We have
a commutative diagram
Y˜
j0
π ′
Y˜1
j1
π ′′
Y
j2
X
ϕ′
X1
ϕ′′
g
where j2 is x → x, j0 is (x, gT ) → (x, gB) (an isomorphism of Y˜ with the open subset ϕ−1(Y )
of X) and j1 is (x, gL) → (x, gP ) (an isomorphism onto the open subset ϕ′′−1(Y ) of X1). Note
also that Y˜1 is smooth (since Y˜ is smooth). We identify Y˜ , Y˜1 with open subsets of X, X1 via the
maps j0, j1 respectively. Let
XL =
{(
x,g(B ∩L)) ∈ l ×L/(B ∩L) ∣∣Ad(g−1)(x) ∈ b ∩ l},
X′′ = {(g1, x,pB) ∈ G× p × P/B ∣∣Ad(p−1)(x) ∈ b}.
We have a commutative diagram with Cartesian squares
X
ϕ′
X′′
p1 p2
φ
XL
ϕL
X1 G× nP × l
p3 p4
l
where
p1 is (g1, x,pB) → (Ad(g1)(x), g1pB), a principal P -bundle,
p2 is (g1, l+n,g′B) → (l, g′(B ∩L)) with l ∈ l, n ∈ nP , g′ ∈ L, a principal G×nP -bundle,
p3 is (g1, n, l) → (Ad(g1)(l + n), g1P), a principal P -bundle,
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ϕL is (x, g(B ∩L)) → x,
φ is (g1, l + n,g′B) → (g1, n, l), with l ∈ l, n ∈ nP , g′ ∈ L.
Let πL be the map Y˜L = {(x, gT ) ∈ l × L/T | Ad(g−1)(x) ∈ t0} → YL, (x, gL) → x.
Since p3, p4 are principal bundles with connected groups, we have p∗3IC(X1,π ′! Q¯lY˜ ) =
p∗4IC(l,πL!Q¯lY˜L) (both can be identified with IC(G × nP × l,p∗4πL!Q¯lY˜L)). From the com-
mutative diagram above it follows that p∗3ϕ′!Q¯lX = φ!p∗1Q¯lX = φ!p∗2Q¯lXL = p∗4ϕL!Q¯lXL =
p∗4IC(l,πL!Q¯lY˜L) (the last equality comes from [14, Proposition 6.6] for L instead of G), hence
p∗3ϕ′!Q¯lX = p∗3IC(X1,π ′! Q¯lY˜ ). Since p3 is a principal P -bundle we see that
ϕ′!Q¯lX = IC
(
X1,π
′
! Q¯lY˜
)
.
It follows that End(ϕ′!Q¯lX) ∼= Q¯l[WL] and ϕ′!Q¯lX =
⊕
ρ′∈W∧L(ρ
′ ⊗ (ϕ′!Q¯lX)ρ′) where(
ϕ′!Q¯lX
)
ρ′ = IC
(
X1,
(
π ′! Q¯lY˜
)
ρ′
)
. (3.6)
Next we show that
ϕ′′!
((
ϕ′!Q¯lX
)
ρ′
)= IC(g,π ′′! ((π ′! Q¯lY˜ )ρ′)), for any ρ′ ∈ W∧L. (3.7)
From (3.6) we see that the restriction of ϕ′′! ((ϕ′!Q¯lX)ρ′) to Y is the local system π ′′! (π ′! (Q¯lY˜ )ρ′).
Since ϕ′′ is proper, (3.7) is a consequence of (3.6) and the following assertion:
for any i > 0, dim suppHi(ϕ′′! ((ϕ′!Q¯lX)ρ′))< dimg − i. (3.8)
We have suppHi (ϕ′′! ((ϕ′!Q¯lX)ρ′)) ⊂ suppHi (ϕ′′! (ϕ′!Q¯lX)) = suppHi (ϕ!Q¯lX), thus (3.8) follows
from the proof of [14, Proposition 6.6]. Hence (3.7) is verified. Combining (3.7) with (3.5), we
see that for any ρ′ ∈ W∧L,
ϕ′′!
((
ϕ′!Q¯lX
)
ρ′
)∼= ⊕
ρ∈W∧G
(
(ϕ!Q¯lX)ρ ⊗ HomQ¯l [WL]
(
ρ′, ρ
))
. (3.9)
(Recall that we have ϕ!Q¯lX =⊕ρ∈W∧G(ρ ⊗ (ϕ!Q¯lX)ρ) and (ϕ!Q¯lX)ρ = IC(g, (π!Q¯lY˜ )ρ).)
3.4. Let (c,F) ∈ Ag correspond to ρ ∈ W∧G and (c′,F ′) ∈ Al correspond to ρ′ ∈ W∧L under
Springer correspondence. Let Xω1 = {(x, gP ) ∈ X1 | x nilpotent},
R = {(x, gP ) ∈ g × (G/P ) ∣∣Ad(g−1)(x) ∈ c¯′ + nP }⊂ Xω1 .
We show that
supp
(
ϕ′!Q¯lX
)
ρ′ ∩Xω1 ⊂ R. (3.10)
Let (x, gP ) ∈ supp(ϕ′!Q¯lX)ρ′ ∩ Xω1 . The isomorphism p∗3ϕ′!Q¯lX = p∗4ϕL!Q¯lXL is compati-
ble with the action of WL. Thus p∗(ϕ′Q¯lX)ρ′ = p∗(ϕL!Q¯lX )ρ′ and p−1(supp(ϕ′Q¯lX)ρ′) =3 ! 4 L 3 !
238 T. Xue / Advances in Mathematics 230 (2012) 229–262p−14 (supp(ϕL!Q¯lXL)ρ′). Hence there exists (g1, n, l) ∈ G × nP × l such that (x, gP ) =
(Ad(g1)(n+ l), g1P) and l ∈ supp(ϕL!Q¯lXL)ρ′ . Since x is nilpotent, n+ l is nilpotent and thus l
is nilpotent. Hence l ∈ c¯′ since by [14, Proposition 6.6] (for L instead of G),
(ϕL!Q¯lXL)ρ′ |NL is IC
(
c¯′,F ′)[dim c′ − 2νL] (extend by zero outside c¯′), (3.11)
where NL is the nilpotent variety of l. We have g = g1p for some p ∈ P and x = Ad(g1)(n+ l),
hence Ad(g−1)(x) = Ad(p−1)(n+ l) ∈ c¯′ + nP and (x, gP ) ∈ R. This proves (3.10).
We have a partition R =⋃c˜′ Rc˜′ , where c˜′ runs over the nilpotent L-orbits in c¯′ and Rc˜′ ={(x, gP ) ∈ g × (G/P ) | Ad(g−1)(x) ∈ c˜′ + nP }. Then R′ = Rc′ is open in R. It is clear that
p−13 (R) = p−14 (c¯′) = G× nP × c¯′ and p−13 (Rc˜′) = p−14 (c˜′) = G× nP × c˜′.
Let F˜ ′ be the local system on R′ whose inverse image under p3 : G × nP × c′ → R′ equals
the inverse image of F ′ under p4 : G × nP × c′ → c′. Since p3, p4 are principal bundles with
connected groups, it follows that the inverse image of IC(R, F˜ ′) under p3 : G × nP × c¯′ → R
equals the inverse image of IC(c¯′,F ′) under p4 : G× nP × c¯′ → c¯′. It follows that(
ϕ′!Q¯lX
)
ρ′
∣∣
Xω1
= IC(R, F˜ ′)[dim c′ − 2νL] (extend by zero outside R). (3.12)
(Using p∗3 this is reduced to (3.11).)
For any subvariety S of X1, we denote Sϕ′′ : S → g the restriction of ϕ′′ : X1 → g to S.
Proposition. Let d = νG− 12 dim c, d ′ = 12 (dim c−dim c′) and d ′′ = νG −νL−d ′. The followingfive numbers coincide:
(i) dim HomQ¯l [WL](ρ′, ρ);
(ii) the multiplicity of F in the local system L1 = H2d(ϕ′′! (ϕ′!Q¯lX)ρ′)|c;
(iii) the multiplicity of F in the local system L2 = H2d ′′(Rϕ′′! IC(R, F˜ ′))|c;
(iv) the multiplicity of F in the local system L3 = H2d ′′(R′ϕ′′! IC(R, F˜ ′))|c = H2d
′′
(R′ϕ′′! F˜ ′)|c;
(v) the multiplicity of F ′ in the local system H2d ′f!(F) on c′, where f : π−1p (c′)∩ c → c′ is the
restriction of πp : p → l.
Proof. For ρ˜ ∈ W∧G, the multiplicity of F in H2d((ϕ!Q¯lX)ρ˜)|c is 1 if ρ˜ = ρ and is 0 if ρ˜ = ρ.
Hence it follows from (3.9) that the numbers in (i), (ii) are equal.
We show that L1 = L2. By (3.12), we have L2 = H2d(Rϕ′′! ((ϕ′!Q¯lX)ρ′ |R))|c. It suffices to
show that (X1−R)ϕ′′! ((ϕ
′
!Q¯lX)ρ′ |X1−R)|c = 0. Assume this is not true. Then there exists (x, gP ) ∈
X1 −R such that x ∈ c and (x, gP ) ∈ supp(ϕ′!Q¯lX)ρ′ . Since x is nilpotent, this contradicts (3.10).
We show that L2 = L3. For any x ∈ c we consider the natural exact sequence
H 2d−1c
(
ϕ′′−1(x)∩ (R −R′), (ϕ′!Q¯lX)ρ′) a−→ H 2dc (ϕ′′−1(x)∩R′, (ϕ′!Q¯lX)ρ′)
→ H 2dc
(
ϕ′′−1(x)∩R, (ϕ′!Q¯lX)ρ′)
→ H 2dc
(
ϕ′′−1(x)∩ (R −R′), (ϕ′!Q¯lX)ρ′).
It is enough to show that H 2dc (ϕ′′−1(x) ∩ (R − R′), (ϕ′!Q¯lX)ρ′) = 0 and that a = 0. By (3.12),
we can replace (ϕ′Q¯lX)ρ′ |Xω by IC(R, F˜ ′)[dim c′ − 2νL]. It is enough to show! 1
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c
(
ϕ′′−1(x)∩ (R −R′), IC(R, F˜ ′))= 0, (3.13)
H 2d
′′−1
c
(
ϕ′′−1(x)∩ (R −R′), IC(R, F˜ ′)) a−→ H 2d ′′c (ϕ′′−1(x)∩R′, IC(R, F˜ ′)) is zero. (3.14)
From Proposition 3.1, we see that for any L-orbit c˜′ in c¯′,
dim
(
ϕ′′−1(x)∩Rc˜′
)

(
νG − 12 dim c
)
−
(
νL − 12 dim c˜
′
)
. (3.15)
If (3.13) is not true, then using the partition
ϕ′′−1(x)∩ (R −R′)= ⋃
c˜′ =c′
(
ϕ′′−1(x)∩Rc˜′
)
, (3.16)
we see that H 2d ′′c (ϕ′′−1(x) ∩ Rc˜′ , IC(R, F˜ ′)) = 0 for some c˜′ = c′. Hence there exist i, j
such that 2d ′′ = i + j and Hic (ϕ′′−1(x) ∩ Rc˜′ ,Hj (IC(R, F˜ ′))) = 0. It follows that i 
2 dim(ϕ′′−1(x) ∩ Rc˜′)  2νG − dim c − 2νL + dim c˜′ (we use (3.15)). The local system
Hj (IC(R, F˜ ′)) = 0 so that Rc˜′ ⊂ suppHj (IC(R, F˜ ′)) and dimRc˜′ < dimR − j . It follows that
j < dimR − dimRc˜′ = dim c′ − dim c˜′ and i + j < 2d ′′ in contradiction to i + j = 2d ′′. This
proves (3.13).
To prove (3.14), we can assume that k is an algebraic closure of a finite field Fq , that G
has a fixed Fq -structure with Frobenius map F : G → G, that P , B , L, T (hence X1, ϕ′′)
are defined over Fq , that any c˜′ as above is defined over Fq , that F(x) = x and that we have
an isomorphism F ∗F ′ → F ′ which makes F ′ into a local system of pure weight 0. Then
we have natural (Frobenius) endomorphisms of H 2d ′′−1c (ϕ′′−1(x) ∩ (R − R′), IC(R, F˜ ′)) and
H 2d
′′
c (ϕ
′′−1(x) ∩ R′, IC(R, F˜ ′)) = H 2d ′′c (ϕ′′−1(x) ∩ R′, F˜ ′) compatible with a. To show that
a = 0, it is enough to show that
H 2d
′′
c
(
ϕ′′−1(x)∩R′, IC(R, F˜ ′)) is pure of weight 2d ′′; (3.17)
H 2d
′′−1
c
(
ϕ′′−1(x)∩ (R −R′), IC(R, F˜ ′)) is mixed of weight  2d ′′ − 1. (3.18)
Since dim(ϕ′′−1(x)∩R′) d ′′ (see (3.15)), (3.17) is clear. Using the partition (3.16), we see that
to prove (3.18), it is enough to prove that H 2d ′′−1c (ϕ′′−1(x)∩Rc˜′ , IC(R, F˜ ′)) is mixed of weight
 2d ′′ − 1 for any c˜′ = c′.
Using the hypercohomology spectral sequence we see that it is enough to prove if i, j are such
that 2d ′′ − 1 = i + j , then Hic (ϕ′′−1(x)∩Rc˜′,Hj (IC(R, F˜ ′))) is mixed of weight  2d ′′ − 1 for
any c˜′. By Gabber’s theorem [1, 5.3.2], the local system Hj (IC(R, F˜ ′)) is mixed of weight  j .
Then by Deligne’s theorem [1, 5.1.14(i)], Hic (ϕ′′−1(x)∩Rc˜′ ,Hj (IC(R, F˜ ′))) is mixed of weight
 i + j = 2d ′′ − 1. This proves (3.18). Hence L2 = L3 is proved.
Now consider the diagram V f2←− V′ f1−→ c, where V′ = ϕ′′−1(c) ∩ R′ = {(x, gP ) ∈ c ×
(G/P ) | Ad(g−1)(x) ∈ c′ + nP }, V = P \(c′ ×G) with P acting by p : (x, g) → (Ad(π(p))(x),
gp−1), π : P → L the natural projection, f2(x, gP ) = P -orbit of (πp(Ad(g−1)(x)), g),
f1(x, gP ) = x. We have G-actions on V by g′ : (x, g) → (x, g′g), on V′ by g′ : (x, gP ) →
(Ad(g′)(x), g′gP ) and on c by g′ : x → Ad(g′)(x). Then f1 and f2 are G-equivariant and G
acts transitively on V and c.
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plying [7, 8.4(a)] with E1 = F and with E2 the local system on V whose inverse image under
the natural map c′ × G → V is F ′  Q¯l , we see that the numbers (iv) and (v) are equal. This
completes the proof of the proposition. 
3.5. Now we are ready to prove the restriction formula (R). Let the notation be as in 2.5. Let
c be the G-orbit of x and c′ be the L-orbit of x′. Let τ : G/Z0G(x) → G/ZG(x)  c be the Galois
covering with group AG(x). We have the following commutative diagram
Yx,x′
a
b
Yx,x′/Z0G(x)

(x′ + nP )∩ c τ−1((x′ + nP )∩ c),τ
where a is the natural projection and b is given by g → Ad(g−1)(x). Then a induces an
AG(x)-equivariant bijection between Sx,x′ and the set of irreducible components of τ−1((x′ +
nP ) ∩ c) of dimension d ′ = 12 (dim c − dim c′) (note that dim(x′ + nP ) ∩ c  d ′ by Proposi-
tion 3.1 (i)).
Assume F corresponds to φ ∈ AG(x)∧ and F ′ corresponds to φ′ ∈ AL(x′)∧. We have F 
HomAG(x)(φ, τ∗Q¯l ) and thus H 2d
′
c ((x
′ +nP )∩c,F) ∼= (H 2d ′c ((x′ +nP )∩c, τ∗Q¯l )⊗φ∧)AG(x) ∼=
(H 2d
′
c (τ
−1((x′ + nP ) ∩ c), Q¯l ) ⊗ φ∧)AG(x). Then the number (v) in Proposition 3.4 is equal
to
〈
φ′,H 2d ′c
(
f−1
(
x′
)
,F)〉
AL(x
′) =
〈
φ′,H 2d ′c
((
x′ + nP
)∩ c,F)〉
AL(x
′)
= 〈φ ⊗ φ′, εx,x′ 〉AG(x)×AL(x′).
Hence the restriction formula (R) follows from Proposition 3.4 ((i) = (v)).
4. Orthogonal Lie algebras
In this section we assume that G = SO(N). Let G˜ = O(N).
4.1. Let x ∈ g be nilpotent. The G˜-orbit c of x is characterized by the following data [2]:
(d1) The sizes of the Jordan blocks of x give rise to a partition λ of N , 0 λ1  λ2  · · · λs .
(d2) For each λi , i = 1, . . . , s, there is an integer χ(λi) satisfy λi2  χ(λi)  λi . Moreover,
χ(λi) χ(λi−1), λi − χ(λi) λi−1 − χ(λi−1), i = 2, . . . , s.
Denote m(λi) the multiplicity of λi in the partition λ. If N is even, then m(λi) is even for
each λi > 0. If N is odd, then the set {λi > 0 | m(λi) is odd} is {a, a − 1} ∩ {1,2, . . .} for some
integer a  1.
We write x (or c) = (λ,χ) = (λs)χ(λs) · · · (λ1)χ(λ1). The component groups A˜(x) =
Z
G˜
(x)/Z0
G˜
(x) and A(x) = ZG(x)/Z0G(x) can be described as follows (see [14]). Let i cor-
respond to λi , i = 1, . . . , s. Then A˜(x) is isomorphic to the abelian group generated by
{i, 1 i  s | χ(λi) = λi/2} with relations
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(r2) i = i+1 if χ(λi)+ χ(λi+1) > λi+1,
(r3) i = 1 if m(λi) is odd.
If N is even, A(x) is the subgroup of A˜(x) consisting of those elements that can be written as
a product of even number of generators.
4.2. Let c′ = (λ′, χ ′) ∈ fx(P˜x), Y = f−1x (c′) and X = −1x (Y) (see 2.11). Spaltenstein [11]
has described the necessary and sufficient conditions for dim X = dimBx as follows.
Proposition. (See [11].) We have dim X = dimBx if and only if (λ′, χ ′) satisfy (a) or (b):
(a) Assume that λi = λi+1 = λi+2 and χ(λi+2) = λi+2. λ′j = λj , j = i + 2, i + 1, λ′i+2 =
λi+2 − 1, λ′i+1 = λi+1 − 1, χ ′(λ′j ) = χ(λj ) if j > i + 2, χ ′(λ′j ) = λ′j if j  i + 2.
In this case, dim Y = s − i − 2.
(b) Assume that λi+1 = λi > λi−1. λ′j = λj , j = i+1, i, λ′i+1 = λi+1 −1, λ′i = λi −1, χ ′(λ′j ) =
χ(λj ), j = i, i +1 and χ ′(λ′i ) = χ ′(λ′i+1) ∈ {χ(λi),χ(λi)−1} satisfies λ′i/2 χ ′(λ′i ) λ′i ,
χ(λi−1) χ ′(λ′i ) χ(λi−1)+ λi − λi−1 − 1.
In this case, dim Y = s − i if χ ′(λ′i ) = χ(λi) and dim Y = s − i − 1 if χ ′(λ′i ) = χ(λi)− 1.
4.3. From now on let c′ be as in Proposition 4.2. Let A˜P and A˜′P be defined as in 2.11.
Proposition. The group Z
G˜
(x) acts transitively on Y. The group A˜P is the subgroup of A˜(x)
generated by the elements i which appear both in the generators of A˜(x) and of A˜′(x′). The
group A˜′P is the smallest subgroup of A˜′(x′) such that the map A˜P → A˜′(x′)/A˜′P given by
i → ′i is a morphism.
Corollary. The variety Y has two irreducible components (and |A˜(x)/A˜P | = 2) if c′ is as in
Proposition 4.2 (b) with χ(λi) = λi+12 , λi+2 − χ(λi+2) λi+12 and χ ′(λ′i ) = χ(λi)− 1.
In this case, suppose D = {1, i} = {1, i+1} ⊂ A˜(x), then A˜(x) = D×A˜P . In the other cases,
Y is irreducible and A˜P = A˜(x).
Corollary. The group A˜′P is trivial, except in the following cases where it has order 2:
(a) A˜′P = {1, ′i+3} ⊂ A˜′(x′) if c′ is as in Proposition 4.2 (a) with λi+2 + χ(λi+3) = λi+3 + 1.
(b) A˜′P = {1, ′i+1′i+2} ⊂ A˜′(x′) if c′ is as in Proposition 4.2 (b) with χ(λi) = λi+12 , χ(λi+2)+
χ(λi) = λi+2 + 1 and χ ′(λ′i ) = χ(λi)− 1.
4.4. Assume G = O(2n+ 1) = O(V ) and x corresponds to the form module
V = Wl1(λ1)⊕ · · · ⊕Wlk (λk)⊕D(λk+1)⊕Wλk+2(λk+2)⊕ · · · ⊕Wλs (λs),
where li = χ(λi), i = 1, . . . , k. (Note that λi are different from those in 4.1. We use here no-
tations from [14] (hence λ1  λ2  · · · λs ).) We describe the orbits c′ and the corresponding
set Y.
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Wi = ker t ∩ Im
(
t i−1
)
.
Denote P(W) the set of all lines in the space W . We identify Px with P(kerx∩α−1(0)) (where α
is the quadratic form on V ). Let Y be as in 4.3. There exists a unique i0 such that Y ⊂ P(Wi0)−
P(Wi0+1). Then i0 = λj for some j = 1, . . . , s or i0 = λk+1 − 1. Write V ′ = Σ⊥/Σ . We have
the following cases.
(i) Assume i0 = λj , 1 j  k, λj − 1 λj+1 and λj − lj − 1 λj+1 − lj+1.
c′ = Wl1(λ1)⊕ · · · ⊕Wlj (λj − 1)⊕ · · · ⊕D(λk+1)⊕ · · · ⊕Wλs (λs),
Y = {ktλj−1w ∣∣ tλj w = 0, w /∈ Im t, α(t lj−1w) = 0}, dim Y = 2j − 1.
(ii) Assume i0 = λj , 1 j  k, λj − 1 λj+1, lj − 1 lj+1 and lj − 1 [λj/2]. Let
Y′ = {ktλj−1w ∣∣ tλj w = 0, w /∈ Im t, α(t lj−1w)= 0},
c′ = Wl1(λ1)⊕ · · · ⊕Wlj−1(λj − 1)⊕ · · · ⊕D(λk+1)⊕ · · · ⊕Wλs (λs),
Y = Y′ except if λa − la > λj−1 − lj−1 for all λa > λj−1, and lj−1 = lj > λj−1 + 12 ,
then Y = Y′ − {Σ ∈ Y′ ∣∣ χV ′(λj−1) = lj−1 − 1} (an open dense subset in Y′),
dim Y = 2j − 2.
(iii) Assume i0 = λj , j  k + 2 and λj  λj+1 + 1.
c′ = Wl1(λ1)⊕ · · · ⊕D(λk+1)⊕ · · · ⊕Wλj−1(λj − 1)⊕ · · · ⊕Wλs (λs),
Y = {ktλj−1w ∣∣ tλj w = 0, w /∈ Im t, α(tλj−1w)= 0}, dim Y = 2j − 2.
(iv) Assume i0 = λk+1 and lk = λk .
c′ = Wl1(λ1)⊕ · · · ⊕Wlk−1(λk−1)⊕D(λk)⊕Wλk+1−1(λk+1 − 1)
⊕Wλk+2(λk+2)⊕ · · · ⊕Wλs (λs),
Y = {k(tλk+1−1w + tλk−1w′) ∣∣ tλk+1−1w spans V ⊥, tλkw′ = 0,
w′ /∈ Im t, α(tλk−1w′)= α(tλk+1−1w)},
dim Y = 2k − 1.
(v) Assume i0 = λk+1 − 1 and λk+1 − 2 λk+2. Let
Y′ = {ktλk+1−2w ∣∣ tλk+1−1w = 0, w /∈ Im t, α(tλk+1−2w)= 0},
c′ = Wl1(λ1)⊕ · · · ⊕Wlk (λk)⊕D(λk+1 − 1)⊕Wλk+2(λk+2)⊕ · · · ⊕Wλs (λs),
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then Y = Y′ − {Σ ∈ Y′ ∣∣ χV ′(λk) = lk − 1} (an open dense subset in Y′),
dim Y = 2k.
4.5. Let x, c′, Y, X be as in 4.4. Assume Σ ∈ Y ⊂ P(Wi0)− P(Wi0+1). Let X(Σ) be the set
of non-degenerate submodules M of V satisfying the following conditions:
(c1) Σ ⊂ M and M has no proper submodule containing Σ ,
(c2) χM(i0) = χV (i0). Moreover, in case (iv) of 4.4, χM(λk) = χV (λk).
We describe the set X(Σ) in the cases (i)–(v) of 4.4 in the following.
(i) Let Σ = kv ∈ Y, where v = tλj−1w. There exists v′ ∈ Wλj −Wλj+1 , such that β(v′,w) = 0.
Take w′ such that v′ = tλj−1w′. Then M = Aw ⊕Aw′ ∈ X(Σ) and every module in X(Σ)
is obtained in this way. It is easily seen that M = Wlj (λj ).
(ii) Let Σ = kv ∈ Y, where v = tλj−1w. There exist v′ = tλj−1w′ ∈ Wλj − Wλj+1 , such
that β(v′,w) = 0 and α(t lj−1w′) = 0. Then M = Aw ⊕ Aw′ ∈ X(Σ) and every module
in X(Σ) is obtained in this way. It is easily seen that M = Wlj (λj ).
(iii) Let Σ = kv ∈ Y, where v = tλj−1w. There exists v′ = tλj−1w′ ∈ Wλj − Wλj+1 , such
that β(v′,w) = 0 and α(tλj−1w′) = 0. Then M = Aw ⊕ Aw′ ∈ X(Σ) and every module
in X(Σ) is obtained in this way. It is easily seen that M = Wλj (λj ).
(iv) Let Σ = kv ∈ Y, where v = tλk+1−1w + tλk−1w′. There exists v1 = tλk+1−2w1 ∈
Wλk+1−1 − Wλk+1 such that β(w,v1) = 0 and v′1 = tλk−1w′1 ∈ Wλk − Wλk+1 such that
β(v′1, tλk−1w′) = 0. Then M = Aw ⊕ Aw1 ⊕ Aw′ ⊕ Aw′1 ∈ X(Σ) and every module
in X(Σ) is obtained in this way. It is easily seen that M = Wλk(λk)⊕D(λk+1).
(v) Let Σ = kv ∈ Y, where v = tλk+1−2w. There exists v′ = tλk+1−1w′ ∈ Wλk+1 −Wλk+1+1 such
that β(w′, v) = 0. Then M = Aw⊕Aw′ ∈ X(Σ) and every module in X(Σ) is obtained in
this way. It is easily seen that M = D(λk+1).
4.6. Let M ∈ X(Σ) and M⊥ = {v ∈ V | β(v,M) = 0}. Then M⊥ is a non-degenerate sub-
module of V . In cases (i)–(iii) of 4.4, we have that V = M ⊕ M⊥. In cases (iv)–(v), we have
V = M +M⊥ and M ∩M⊥ = V ⊥. The non-degenerate submodule M⊥ has orthogonal decom-
position M⊥ = M ′ ⊕D(1), where M ′ is a non-defective submodule. Hence V = M ′ ⊕M (direct
sum of orthogonal submodules). Now the map t ′ : Σ⊥/Σ → Σ⊥/Σ induced by t is given by
the form module Σ⊥∩M
Σ
⊕M ′, where M ′ is defined as above in cases (iv)–(v) and M ′ = M⊥ in
cases (i)–(iii). We write M˜ = Σ⊥∩M
Σ
.
We explain case (ii) of 4.4 in detail and the other cases are similar. In this case M = Wlj (λj ),
M˜ = Wlj−1(λj − 1). Recall that χWlj (λj ) = [λj : lj ], where [m : l] : N → N is defined
by [m; l](k) = max{0,min{k − m + l, l}}. We have that χ(λi) = max{χM ′(λi),χM(λi)}
and χ ′(λi) = max{χM ′(λi),χM˜(λi)}. One easily check that χ(λi) = χ ′(λi) for i  j + 1,
χ(λj − 1) = χ ′(λj − 1) = lj − 1, and χ(λi) = li = max{χM ′(λi), lj }, χ ′(λi) = max{χM ′(λi),
lj − 1} for i  j − 1.
If lj−1 > lj , then li > lj , ∀i  j − 1. It follows that χM ′(λi) = li and thus χ ′(λi) = li ,
∀i  j − 1. Assume lj−1 = lj and there exists some λi > λj−1 such that λi − li = λj−1 − lj−1,
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χM ′(λi) = li , ∀i  j −1. Assume lj−1 = lj  [(λj−1 +1)/2]+1 and for all λi > λj−1, λi − li >
λj−1 − lj−1. Since we require χV ′(λj−1) = lj−1, χM ′(λj−1) = lj−1 and thus χM ′(λi) = li ,
∀i  j − 1. In any case, χ ′(λi) = li , ∀i  j − 1. Hence c′ is of the form as stated.
4.7. The form modules (Σ⊥ ∩M)/Σ are described in the following.
(1) Assume x = Wm(2m), m 1. Then P˜x = P(kerx) and fx(P˜x) = Wm(2m− 1).
(2) Assume x = Wm+1(2m + 1), m 1. Then P˜x = P(kerx), Y1 = f−1x (Wm(2m)) consists of
two points and Y2 = f−1x (Wm+1(2m)) = P˜x − Y1.
(3) Assume x = Wl(m), (m + 1)/2 < l < m. Then P˜x = P(kerx), Y1 = f−1x (Wl−1(m − 1))
consists of one point and Y2 = f−1x (Wl(m− 1)) = P˜x − Y1.
(4) Assume x = Wm(m), m 2. Then P˜x consists one point and fx(P˜x) = Wm−1(m− 1).
(5) Assume x = W1(1). Then P˜x consists of two points and fx(P˜x) = {0}.
(6) Assume x = Wm(m) ⊕ D(k), m k  1. Then P˜x = P(kerx ∩ α−1(0)) and f−1x (D(m) ⊕
Wk−1(k − 1)) = P((Wk −Wk+1)∩ α−1(0)).
(7) Assume x = D(m), m 2. Then P˜x consists of one point and fx(P˜x) = D(m− 1).
4.8. We prove Proposition 4.3 for O(2n + 1). The proof for O(2n) is entirely similar and
simpler. We use similar ideas as in [12]. We first show that ZG(x) acts transitively on Y. Consider
Y˜∗ = {(Σ,M) | Σ ∈ Y, M ∈ X(Σ)∗}, where X(Σ)∗ is the non-empty subset {M ∈ X(Σ) |
χM⊥(λa) = χV (λa), ∀a = j in cases (i)–(iii), a = k, k+1 in case (iv) and a = k+1 in case (v)}
in X(Σ). For M ∈ pr2(Y˜∗), the equivalence classes of M , M⊥ do not depend on the choice of
Σ ∈ Y such that (Σ,M) ∈ Y˜∗. It follows that ZG(x) acts transitively on pr2(Y˜∗).
Fix Σ ∈ Y and M ∈ X(Σ)∗. Let ZM be the stabilizer of M in ZG(x). The quadratic form α
on V restricts to non-degenerate quadratic forms on M , M⊥ (or M ′, if M ′ = M⊥). Let G(M),
G(M⊥) (or G(M ′)) be the groups preserving the respective quadratic forms and g(M), g(M⊥)
(or g(M ′)) the Lie algebras. Let xM , xM⊥ (or xM ′ ) be the restriction of x on M , M⊥ (or M ′)
respectively. Then xM ∈ g(M), xM⊥ ∈ g(M⊥) (or xM ′ ∈ g(M ′)). We have that ZM is isomorphic
to ZG(M)(xM) × ZG(M⊥)(xM⊥). Set Y˜∗M = pr−12 (M) = {Σ ∈ Y | M ∈ X(Σ)∗}. By examining
the cases (1)–(7) from 4.7 we see that ZM acts transitively on Y˜∗M . Thus ZG(x) acts transitively
on Y˜∗ and hence acts transitively on Y = pr1(Y˜∗).
Let ZΣ be the stabilizer of Σ in ZG(x). The morphism AP → A′(x′)/A′P is induced by the
natural morphism ZΣ/Z0Σ → A′(x′). Since X(Σ)∗ is irreducible, ZΣ,M = ZΣ ∩ ZM meets all
the irreducible components of ZΣ . Thus to study the morphism AP → A′(x′)/A′P , it suffices to
study the natural morphism ZΣ,M/Z0Σ,M → A′(x′).
Let x
M˜
be the endomorphism of M˜ = (Σ⊥ ∩ M)/Σ induced by xM . Then xM˜ ∈ g(M˜). Let
A′(x
M˜
) = Z
G(M˜)
(x
M˜
)/Z0
G(M˜)
(x
M˜
). Let Z = {z ∈ ZG(M)(xM) | zΣ = Σ}. We have a natural
isomorphism ZΣ,M ∼= Z ×ZG(M⊥)(xM⊥) and ZΣ,M/Z0Σ,M ∼= Z/Z0 ×A(xM⊥). The morphism
A(xM⊥) → A′(x′) is the one obtained as follows. Note that A(xM⊥) is naturally isomorphic
to A(xM ′). The system of generators of A(x) is the union of the generators of A(xM) and A(xM⊥)
and the morphism A(xM) × A(xM⊥) → A(x) is equal to the one induced by ZG(M)(xM) ×
ZG(M⊥)(xM⊥) ∼= ZM ⊂ ZG(x). On the other hand, we have a morphism A′(xM˜) × A(xM ′) →
A′(x′) which comes from the isomorphism Σ⊥/Σ ∼= M˜ ⊕ M ′ and it is given by the system of
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to identify the morphism Z/Z0 → A′(x′).
We can show by explicit calculation on the cases (1)–(7) in 4.7 that the natural morphism
Z/Z0 → A(xM) is injective and the image is generated by {j | λ′j = λj , j belongs to the
system of generators of A(xM) and A′(xM˜)}. Using this description of Z/Z0 and the above
description of the morphism A′(x
M˜
) × A(xM ′) → A′(x′), we see that the morphism Z/Z0 →
A′(x′) is given by the system of generators. So we have obtained a complete description of
the morphism ZΣ,M/Z0Σ,M → A′(x′) and we deduce easily that A′P and the homomorphism
AP → A′(x′)/A′P are as in Proposition 4.3.
5. Dual of symplectic Lie algebras
Assume that G = Sp(V ) in this section.
5.1. Let ξ ∈ g∗ be nilpotent and αξ , Tξ defined for ξ as in 2.7. The G-orbit c of ξ is charac-
terized by the following data [15]:
(d1) The sizes of the Jordan blocks of Tξ give rise to a partition of 2n. We write it as λ1  λ2 
· · · λ2s+1, where λ1 = 0.
(d2) For each λi , there is an integer χ(λi) satisfy λi−12  χ(λi)  λi . Moreover, χ(λi) 
χ(λi−1), λi − χ(λi) λi−1 − χ(λi−1), i = 2, . . . ,2s + 1.
Then m(λi) is even for each λi > 0. We write ξ (or c) = (λ,χ) = (λ2s+1)χ(λ2s+1) · · · (λ1)χ(λ1).
The component group A(ξ) = ZG(ξ)/Z0G(ξ) can be described as follows [15]. Let i correspond
to λi . Then A(ξ) is isomorphic to the abelian group generated by {i | χ(λi) = (λi − 1)/2} with
relations
(r1) 2i = 1,
(r2) i = i+1 if χ(λi)+ χ(λi+1) λi+1,
(r3) i = 1, if λi = 0.
5.2. Let P be the stabilizer of a line Σ = {kv} ⊂ V in G.
Lemma. ξ ∈ p∗ if and only if αξ (v) = 0 and Tξ (v) = 0.
Proof. P is the stabilizer of the flag {0 ⊂ {kv} ⊂ {kv}⊥ ⊂ V }. Write v1 = v. There exist
vectors vi , i = 2, . . . ,2n such that vi , i = 1, . . . ,2n span V and β(vi, vj ) = δj,i+n, i  j .
Let x ∈ nP . We have xv1 = 0, xvi = aiv1, i = 1, n + 1 and xvn+1 = bv1 +∑ni=2 an+ivi +∑n
i=2 aivn+i . Assume ξ(x′) = tr(Xx′) for any x′ ∈ g. A straightforward calculation shows
that tr(Xx) = ∑ni=2 aiβξ (v1, vn+i ) + ∑ni=2 an+iβξ (v1, vi) + bαξ (v1). Moreover, Tξ (v1) =∑n
j=1 βξ (v1, vn+j )vj +
∑n
j=1 βξ (v1, vj )vn+j .
We have ξ ∈ p∗ if and only if ξ(x) = 0 for any x ∈ nP if and only if βξ (v1, vi) =
βξ (v1, vn+i ) = 0, i = 2, . . . , n and αξ (v1) = 0. Thus ξ ∈ p∗ if and only if αξ (v1) = 0 and
Tξ (v1) = av1 for some a ∈ k. Since Tξ is nilpotent, Tξ (v1) = av1 if and only if a = 0. The
lemma is proved. 
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Proposition. We have dim X = dimBξ if and only if (λ′, χ ′) satisfies:
Assume λi+1 = λi > λi−1. λ′j = λj , j = i + 1, i, λ′i+1 = λi+1 − 1, λ′i = λi − 1, χ ′(λ′j ) =
χ(λj ), j = i, i + 1 and χ ′(λ′i ) = χ ′(λ′i+1) ∈ {χ(λi),χ(λi) − 1} satisfies [λ′i/2]  χ ′(λ′i )  λ′i ,
χ(λi−1) χ ′(λ′i ) χ(λi−1)+ λi − λi−1 − 1.
We have dim Y = 2s − i + 1 if χ ′(λ′i ) = χ(λi) and dim Y = 2s − i if χ ′(λ′i ) = χ(λi)− 1.
5.4. From now on let c′ be as in Proposition 5.3. Let AP and A′P be as in 2.13.
Proposition. The group ZG(ξ) acts transitively on Y. The group AP is the subgroup of A(ξ)
generated by the elements i which appear both in the generators of A(ξ) and of A′(ξ ′). The
group A′P is the smallest subgroup of A′(ξ ′) such that the map AP → A′(ξ ′)/A′P given by
i → ′i is a morphism.
Corollary. The variety Y has two irreducible components (and |A(ξ)/AP | = 2) if c′ is as in
Proposition with χ(λi) = λi2 , λi+2 − χ(λi+2) > λi/2 and χ ′(λ′i ) = χ(λi)− 1.
In this case, suppose D = {1, i} = {1, i+1} ⊂ A(ξ), then A(ξ) = D×AP . In the other cases,
Y is irreducible and AP = A(ξ).
Corollary. The group A′P is trivial, except if c′ is as in Proposition with χ(λi) = λi2 , χ(λi+2)+
χ(λi) = λi+2 and χ ′(λ′i ) = χ(λi)− 1.
In this case, we have A′P = {1, ′i+1′i+2} ⊂ A′(ξ ′).
5.5. Propositions 5.3 and 5.4 are proved entirely similarly as in the orthogonal Lie algebra
case. We describe the orbits c′ and the varieties Y. The detail is omitted. Assume ξ corresponds
to the form module V = ∗Wl1(λ1)⊕· · ·⊕ ∗Wls (λs), where li = χ(λi). (Notations are as in [15].)
We regard V as an A = k[t]-module by ∑ait iv =∑aiT iξ v. By Lemma 5.2, we can iden-
tify Pξ with P(W), where W = {v ∈ ker t | αξ (v) = 0}. Let Σ = kv ∈ Y and Σ⊥ = {v′ ∈ V |
β(v′,Σ) = 0}. The quadratic form αξ induces a well-defined quadratic form α¯ξ : Σ⊥/Σ →
Σ⊥/Σ (note that βξ (Σ⊥,Σ) = 0) and Tξ induces a linear map T¯ξ : Σ⊥/Σ → Σ⊥/Σ . Then α¯ξ
defines an element ξ ′ ∈ sp(Σ⊥/Σ)∗ = l∗. Moreover, ξ ′ ∈ c′, αξ ′ = α¯ξ and Tξ ′ = T¯ξ . We have the
following cases.
(i) Assume 1 j  s, λj − 1 λj+1 and λj − lj − 1 λj+1 − lj+1.
c′ = ∗Wl1(λ1)⊕ · · · ⊕ ∗Wlj (λj − 1)⊕ · · · ⊕ ∗Wλs (λs),
Y = {ktλj−1w ∣∣ tλj w = 0, w /∈ Im t, αξ (t lj−1w) = 0}, dim Y = 2j − 1.
(ii) Assume 1 j  s, λj − 1 λj+1, lj − 1 lj+1 and lj − 1 [(λj − 1)/2]. Let
Y′ = {ktλj−1w ∣∣ tλj w = 0, w /∈ Im t, αξ (t lj−1w)= 0},
c′ = ∗Wl1(λ1)⊕ · · · ⊕ ∗Wlj−1(λj − 1)⊕ · · · ⊕ ∗Wls (λs),
Y = Y′ except if λa − la > λj−1 − lj−1 for all λa > λj−1, and lj−1 = lj > λj−1 ,2
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dim Y = 2j − 2.
6. Dual of odd orthogonal Lie algebras
Assume that G = O(2n+ 1) in this section.
6.1. Let ξ ∈ g∗ be nilpotent. Let V = V2m+1 ⊕W be a normal form of ξ , βξ and Tξ : W → W
defined for ξ as in 2.8. The orbit c of ξ is characterized by the following data [15]:
(d1) An integer 0m n.
(d2) The sizes of the Jordan blocks of Tξ give rise to a partition of 2n − 2m. We write it as
λ1  λ2  · · · λ2s .
(d3) For each λi , there is an integer χ(λi) satisfy λi2  χ(λi) λi . Moreover, χ(λi) χ(λi−1),
λi − χ(λi) λi−1 − χ(λi−1), i = 2, . . . ,2s.
(d4) m λ2s − χ(λ2s).
Then m(λi) is even for each λi > 0. We write
ξ (or c) = (m;λ,χ) = (m; (λ2s)χ(λ2s ) · · · (λ1)χ(λ1)).
The component group A(ξ) = ZG(ξ)/Z0G(ξ) can be described as follows [15]. Let i correspond
to λi , i = 1, . . . ,2s. Then A(ξ) is isomorphic to the abelian group generated by {i | χ(λi) =
λi/2} with relations
(r1) 2i = 1,
(r2) i = i+1 if χ(λi)+ χ(λi+1) > λi+1,
(r3) 2s = 1 if χ(λ2s)m.
6.2. Let P be the stabilizer of a line Σ = {kv} ⊂ V in G, where α(v) = 0.
Lemma. ξ ∈ p∗ if and only if βξ (v, v′) = 0 for any v′ ∈ V .
Proof. P is the stabilizer of the flag {0 ⊂ {kv} ⊂ {kv}⊥ ⊂ V }. Write v1 = v. There exist
vectors vi , i = 2, . . . ,2n + 1 such that vi , i = 1, . . . ,2n + 1 span V and β(vi, vj ) = δj,i+n,
1  i  j  2n, β(vi, v2n+1) = 0, i = 1, . . . ,2n + 1, α(vi) = 0, i = 1, . . . ,2n, α(v2n+1) = 1.
Let x ∈ nP . We have xv1 = 0, xvi = aiv1, i = 1, n + 1,2n + 1 and xvn+1 =∑ni=2 an+ivi +∑n
i=2 aivn+i + bv2n+1, xv2n+1 = 0. Assume ξ(x′) = tr(Xx′) for any x′ ∈ g. A straightforward
calculation shows that tr(Xx) =∑ni=2 aiβξ (v1, vn+i ) +∑ni=2 an+iβξ (v1, vi) + bβξ (v1, v2n+1).
Thus if ξ ∈ p∗ then βξ (v1, vi) = 0, i = n+ 1.
Now let W be the subspace of V spanned by vi , i = 1, . . . ,2n. Then β is non-degenerate
on W . We define a map T : W → W by β(T w,w) = βξ (w,w′), w,w′ ∈ W . Then similar
argument as in [15, Lemma 3.11] shows that T is nilpotent. One easily shows that T v1 =∑n
j=1 βξ (v1, vn+j )vj +
∑n
j=1 βξ (v1, vj )vn+j . It follows that T v1 = βξ (v1, vn+1)v1 and thus
βξ (v1, vn+1) = 0. The lemma follows. 
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Proposition. We have dim X = dimBξ if and only if (λ′, χ ′) and m′ satisfy (a) or (b):
(a) Assume m − 1 λ2s − χ(λ2s). m′ = m − 1, λ′i = λi and χ ′(λ′i ) = χ(λi), i = 1, . . . ,2s. We
have dim Y = 0;
(b) Assume that λi+1 = λi > λi−1. m′ = m, λ′j = λj , j = i + 1, i, λ′i+1 = λi+1 − 1, λ′i = λi − 1,
χ ′(λ′j ) = χ(λj ), j = i, i + 1 and χ ′(λ′i ) = χ ′(λ′i+1) ∈ {χ(λi),χ(λi) − 1} satisfies λ′i/2 
χ ′(λ′i ) λ′i , χ(λi−1) χ ′(λ′i ) χ(λi−1) + λi − λi−1 − 1. We have dim Y = 2s − i + 1 if
χ ′(λ′i ) = χ(λi) and dim Y = 2s − i if χ ′(λ′i ) = χ(λi)− 1.
6.4. From now on let c′ be as in Proposition 6.3. Let AP and A′P be defined as in 2.13.
Proposition. The group ZG(ξ) acts transitively on Y. The group AP is the subgroup of A(ξ)
generated by the elements i which appear both in the generators of A(ξ) and of A′(ξ ′). The
group A′P is the smallest subgroup of A′(ξ ′) such that the map AP → A′(ξ ′)/A′P given by
i → ′i is a morphism.
Corollary. The variety Y has two irreducible components (and |A(ξ)/AP | = 2) if c′ is as in
Proposition 6.3 (b) with χ(λi) = λi+12 , χ ′(λ′i ) = χ(λi)− 1, and λi+2 − χ(λi+2) (λi + 1)/2 if
i < 2s − 1, m (λi + 1)/2 if i = 2s − 1.
In this case, suppose D = {1, i} = {1, i+1} ⊂ A(ξ), then A(ξ) = D×AP . In the other cases,
Y is irreducible and AP = A(ξ).
Corollary. The group A′P is trivial, except if c′ is as in Proposition 6.3 (b) with χ(λi) = λi+12 ,
χ ′(λ′i ) = χ(λi)− 1, and χ(λi+2)+χ(λi) = λi+2 + 1 if i < 2s − 1, χ(λi) = m+ 1 if i = 2s − 1.
We have A′P = {1, ′i+1′i+2} ⊂ A′(ξ ′) if i < 2s − 1 and A′P = {1, ′2s} ⊂ A′(ξ ′) if i = 2s − 1.
6.5. Write ξ = V2m+1 ⊕ W , where W = Wl1(λ1) ⊕ · · · ⊕ Wls (λs), li = χ(λi), λi  λi+1
(notation as in [15]). Let vi , i = 0, . . . ,m be as in 2.8. We view W as a k[t] module by∑ait iw =∑
aiT
i
ξ w. It follows from Lemma 6.2 that Pξ is identified with P((kv0 ⊕ ker t) ∩ α−1(0)). Let
Σ ∈ Y and Σ⊥ = {v′ ∈ V | β(v′,Σ) = 0}. The bilinear form βξ induces a bilinear form β¯ξ on
Σ⊥/Σ . Then β¯ξ defines an element ξ ′ ∈ o(Σ⊥/Σ)∗ ∼= l∗. We have that ξ ′ ∈ c′ and βξ ′ = β¯ξ .
The variety Y in various cases is described in the following.
(i) Assume m 1 and m− 1 λ1 − l1.
ξ ′ = V2m−1 ⊕Wl1(λ1)⊕ · · · ⊕Wls (λs),
Y = {kv0} consists of one point.
(ii) Assume λj − lj − 1 λj+1 − lj+1, λj  λj+1 + 1. Then m 1.
ξ ′ = V2m+1 ⊕Wl1(λ1)⊕ · · · ⊕Wlj (λj − 1)⊕ · · · ⊕Wls (λs),
Y = {kv ∣∣ v = av0 + tλj−1w, w ∈ W, tλj w = 0, w /∈ tW, α(t lj−1w) = a2δm,λj−lj },
dim Y = 2j.
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ξ ′ = V2m+1 ⊕Wl1(λ1)⊕ · · · ⊕Wlj−1(λj − 1)⊕ · · · ⊕Wls (λs),
Y ⊂ Y′ := {kv ∣∣ v = av0 + tλj−1w, w ∈ W, tλj w = 0, w /∈ tW,
α
(
t lj−1w
)= a2δm,λj−lj }, see 6.6,
dim Y = 2j − 1.
6.6. Case (i) is clear. We explain case (iii) in detail. Case (ii) is similar.
Let Σ = kv ∈ Y, where v = av0 + tλj−1w. Let ui ∈ V2m+1, i = 0, . . . ,m − 1 be as in 2.8.
Assume a = 0. There exists w0 ∈ W such that β(w0, tλj−1w) = a and (if m  1) α(w0) = 0.
If m = 0, let W˜ = {w1 + β(w1,w0)v0 | w1 ∈ W }; if m  1, let u˜0 = w0 + u0 and we define
V˜2m+1, W˜ as in 2.8. Then V = V˜2m+1 ⊕ W˜ (χW˜ (λi) = li with a careful choice of w0) and
Σ ⊂ W˜ . Note that v = tλj−1(w˜), where w˜ = w +∑mi=0 β(w0, t iw)vi ∈ W˜ and α(t lj−1w˜) =
α(t lj−1w)+ a2δm,λj−lj .
Now we can assume V = V2m+1 ⊕ W is a normal form of ξ , with Σ = kv ⊂ W and v =
tλj−1w, w ∈ W . Then Σ⊥/Σ = V2m+1 ⊕ (Σ⊥ ∩ W)/Σ . We apply the results for orthogonal
Lie algebras to (Σ⊥ ∩ W)/Σ (see 4.4). Write W ′ = (Σ⊥ ∩ W)/Σ . The set Y = Y′, except if
lj−1 = lj > λj−1+12 , m > λj−1 − lj−1 and for all λa > λj−1, λa − la > λj − lj , then Y consists
of those v such that χW ′(λj−1) = lj−1.
6.7. We prove Proposition 6.4. In case (i), we have L = {kv0} ⊂ V2m+1. For any g ∈ ZG(ξ),
we have that gv0 = v0. Hence H = ZP (ξ) = ZG(ξ), K = ZP (ξ) ∩ Z0G(ξ) = Z0G(ξ) and
AP = A(ξ), A′P = 1.
In cases (ii) and (iii), we can find a normal form V = V2m+1 ⊕W such that Σ ⊂ W (see 6.6).
Let X(Σ) be the set of all such W . We first show that ZG(ξ) acts transitively on Y. Let Y˜ =
{(Σ,W) | Σ ∈ Y, W ∈ X(Σ)}. Then ZG(ξ) acts transitively on pr2(Y˜). Set Y˜W = pr−12 (W) ={Σ ∈ Y | W ∈ X(Σ)}. It follows from the results in the orthogonal Lie algebra case that ZW
acts transitively on Y˜W (see Proposition 4.3). Then ZG(ξ) acts transitively on Y˜ and hence acts
transitively on Y = pr1(Y˜).
Fix Σ ∈ Y and W ∈ X(Σ). Let ZW and ZΣ be the stabilizer of W and Σ in ZG(ξ) respec-
tively. The morphism AP → A′(ξ ′)/A′P is induced by the natural morphism ZΣ/Z0Σ → A′(ξ ′).
Since X(Σ) is irreducible, ZΣ,W = ZΣ ∩ ZW meets all the irreducible components of ZΣ .
Thus to study the morphism AP → A′(ξ ′)/A′P , it suffices to study the natural morphism
ZΣ,W/Z
0
Σ,W → A′(ξ ′).
The quadratic form α on V restricts to non-degenerate quadratic forms on W and W⊥. Let
G(W), G(W⊥) be the groups preserving the respective quadratic forms and g(W), g(W⊥) the
Lie algebras. The bilinear form βξ on V restricts to bilinear forms on W and W⊥. Let ξW and
ξW⊥ be the corresponding elements in g(W)∗ and g(W⊥)∗ respectively. Moreover, the bilinear
form βξ induces a bilinear form on W˜ = (Σ⊥ ∩W)/Σ . Let ξW˜ be the corresponding element in
g(W˜ )∗ and A′(ξ
W˜
) = Z
G(W˜)
(ξ
W˜
)/Z0
G(W˜)
(ξ
W˜
).
Let Z = {z ∈ ZG(W)(ξW ) | zΣ = Σ}. Since ZW ∼= ZG(W)(ξW ) × ZG(W⊥)(ξW⊥), we have
natural isomorphisms ZΣ,W ∼= Z × ZG(W⊥)(ξW⊥) and ZΣ,W/Z0Σ,W ∼= Z/Z0 × A(ξW⊥). Note
that A(ξW⊥) = {1}. On the other hand, we have a morphism A′(ξ ˜ )×A(ξW⊥) → A′(ξ ′) whichW
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It follows form the results for orthogonal Lie algebras that the morphism Z/Z0 → A′(ξ
W˜
) is
given by generators (see Proposition 4.3). We then deduce easily that A′P and the morphism
AP → A′(ξ ′)/A′P are as in Proposition 6.4.
7. Some combinatorics
In this section we recall some combinatorics from [5,9]. The combinatorics goes back to [3],
where it is used to parametrize unipotent representations of classical groups. We will use the
same kind of combinatorial objects to describe the Springer correspondence for classical Lie
algebras and their duals in characteristic 2.
7.1. Let r, s, n ∈ N = {0,1,2, . . .}, d ∈ Z, e = [ d2 ] ∈ Z ([−] means the integer part).
Let X˜r,sn,d be the set of all ordered pairs (A,B) of finite sequences of natural integers A =
(a1, a2, . . . , am+d) and B = (b1, b2, . . . , bm) (for some m) satisfying the following conditions:
ai+1 − ai  r + s, i = 1, . . . ,m+ d − 1,
bi+1 − bi  r + s, i = 1, . . . ,m− 1,
b1  s,∑
ai +
∑
bi = n+ r(m+ e)(m+ d − e − 1)+ s(m+ e)(m+ d − e).
The set X˜r,sn,d is equipped with a shift σr,s . If (A,B) is as above, then σr,s(A,B) = (A′,B ′),
A′ = (0, a1 + r + s, . . . , am+d + r + s), B ′ = (s, b1 + r + s, . . . , bm + r + s).
Let Xr,sn,d be the quotient of X˜
r,s
n,d by the equivalence relation generated by the shift and
Xr,sn =
⋃
d odd
X
r,s
n,d .
The equivalence class of (A,B) is still denoted by (A,B).
Assume s = 0. Then there is an obvious bijection Xr,0n,d → Xr,0n,−d , (A,B) → (B,A). This
induces an involution on each of the following sets
Xrn,even =
⋃
d even
X
r,0
n,d , X
r
n,odd =
⋃
d odd
X
r,0
n,d .
Let Y rn,even (resp. Y rn,odd) be the quotient of Xrn,even (resp. Xrn,odd) by this involution. For d  0,
the image of Xr,0n,±d in Y rn,even or Y rn,odd is denoted Y rn,d and the image of (A,B) is denoted {A,B}.
7.2. When we consider simultaneously two elements (A,B) ∈ Xr,sn,d and (A′,B ′) ∈ Xr
′,s′
n′,d ′
with d − d ′ even, with A = (a1, . . . , am+d), B = (b1, . . . , bm) and A′ = (a′1, . . . , a′m′+d ′),
B ′ = (b′ , . . . , b′ ′), we always assume that we have chosen representatives such that 2m + d =1 m
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′
n′,d ′ with d, d
′  0 and
d − d ′ even.
There is an obvious addition
X
r,s
n,d ×Xr
′,s′
n′,d → Xr+r
′,s+s′
n+n′,d , (A,B)+
(
A′,B ′
)= (A′′,B ′′),
a′′i = ai + a′i , b′′i = bi + b′i .
The same formula defines Y rn,d × Y r
′
n′,d → Y r+r
′
n+n′,d .
Let Λr,s0,1 ∈ Xr,s0,1 (resp. Λr,s0,0 ∈ Xr,s0,0) be the element represented by (A,B) = (0,∅) (resp.
(A,B) = (∅,∅)). If s = 0, let Λr0,1 ∈ Y r0,1 (resp. Λr0,0 ∈ Y r0,0) be the image of Λr,00,1 (resp. Λr0,0).
We have the following bijective maps:
X
0,0
n,1 → Xr,sn,1, Λ → Λ+Λr,s0,1, Y 0n,d → Y rn,d , Λ → Λ+Λr0,d , d = 0,1.
Since Y 0n,d , d  1, and X
0,0
n,d are obviously in bijection with the set of all pairs of partitions
(μ, ν) such that
∑
μi +∑νi = n and thus with W∧n , Y 0n,0 is in bijection with the set of all
unordered pairs of partitions {μ,ν} such that ∑μi + ∑νi = n and thus with W∧′n , we get
bijections
W∧n
∼−→ Xr,sn,1, W∧n ∼−→ Y rn,1, W∧′n ∼−→ Y rn,0.
7.3. An element (A,B) ∈ Xr,sn,d is called distinguished if d = 0, a1  b1  a2  · · · 
am  bm or if d = 1, a1  b1  a2  · · · am  bm  am+1. An element {A,B} ∈ Y rn,d (d  0)
is called distinguished if (A,B) or (B,A) is distinguished. Let Dr,sn , Drn,even, Drn,odd, D
r,s
n,d , D
r
n,d
be the set of all distinguished elements in Xr,sn , Y rn,even, Y rn,odd, X
r,s
n,d , Y
r
n,d respectively.
Assume r  1. For (A,B) ∈ X˜r,sn,d , we regard A,B as subsets of N. Two elements
(A,B), (C,D) ∈ Xr,sn are said to be similar if A ∪ B = C ∪ D and A ∩ B = C ∩ D. We de-
fine similarity in Y rn,even and Y rn,odd in the same way.
Let S = (A∪B)\(A∩B). A non-empty subset I of S is called an interval of (A,B) or {A,B}
if it satisfies the following conditions:
(i) if i < j are consecutive elements of I , then j − i < r + s;
(ii) if i ∈ I , j ∈ S and |i − j | < r + s, then j ∈ I .
We call I an initial interval if there exists i ∈ I such that i < s and a proper interval otherwise.
Let S ⊂ Xr,sn (resp. Y rn,odd or Y rn,even) be a similarity class and (A,B) (resp. {A,B}) ∈ S . Let
E be the set of all proper intervals of (A,B) (resp. {A,B}). The set A(E) of all subsets of E
is a vector space over F2. If S ⊂ Xr,sn , it acts simply transitively on S as follows. The image of
(A,B) under F ⊂ E is the pair (C,D) such that
A∩ I = D ∩ I, B ∩ I = C ∩ I if and only if I ∈ F.
If S ⊂ Y rn,odd (or Y rn,even), as E transforms (A,B) to (B,A), the same formula defines a simply
transitive action of A(E)/{∅,E} on S .
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A(E)/{∅,E}), where E is the set of all proper intervals of Λ. For F ∈ V r,sΛ (resp. V rΛ), let ΛF
be the image of Λ under the action of F .
7.4. Examples
(1) X1,0n,1 and Y 1n,0 are used in [3] to describe W∧n and W∧′n respectively.
(2) Assume char(k) = 2. X1,1n , Y 2n,even and Y 2n,odd are used in [5] to describe the generalized
Springer correspondence for Sp(2n), SO(2n) and SO(2n+ 1) respectively.
(3) Assume char(k) = 2. X2,2n and Y 4n,even are used in [9] to describe the generalized Springer
correspondence for unipotent classes of Sp(2n) (or SO(2n+ 1)) and SO(2n) respectively.
(4) Assume char(k) = 2. Y 4n−1,odd, X3,1n and X3,1n,even =
⋃
d even X
3,1
n,d are used in [7] to de-
scribe the generalized Springer correspondence for disconnected groups O(2n), G2n+1 with G0
type A2n, and G2n with G0 type A2n−1 respectively.
(5) Assume char(k) = 2. We will use X2,n+1n , Xn+1,n+1n and Yn+1n,even to describe the Springer
correspondence for o(2n + 1), sp(2n) and o(2n) (or o(2n)∗). The set D2,n+1n (resp. Dn+1,n+1n ,
Dn+1n,even) is in bijection with the set of O(2n + 1) (resp. Sp(2n), O(2n))-nilpotent orbits in
o(2n+ 1) (resp. sp(2n), o(2n)).
(6) Assume char(k) = 2. We will use Yn+1n,odd and X1,n+1n to describe the Springer correspon-
dence for o(2n + 1)∗ and sp(2n)∗. The set Dn+1n,odd (resp. D1,n+1n ) is in bijection with the set of
O(2n+ 1) (resp. Sp(2n))-nilpotent orbits in o(2n+ 1)∗ (resp. sp(2n)∗).
8. Springer correspondence for symplectic Lie algebras
Assume that G = Sp(2n) in this section.
8.1. Let x ∈ g be nilpotent. The orbit c of x is characterized by the following data [2]:
(d1) The sizes of the Jordan blocks of x give rise to a partition of 2n. We write it as λ1  λ2 
· · · λ2s+1, where λ1 = 0.
(d2) For each λi , there is an integer χ(λi) satisfy 0 χ(λi) λi2 . Moreover, χ(λi) χ(λi−1),
λi − χ(λi) λi−1 − χ(λi−1), i = 2, . . . ,2s + 1.
We can partition the set {1,2, . . . ,2s + 1} in a unique way into blocks of length 1 or 2 such
that the following hold:
(b1) If χ(λi) = λi/2, then {i} is one block;
(b2) All other blocks consist of two consecutive integers.
Note that if {i, i + 1} is a block, then λi = λi+1 and χ(λi) = χ(λi+1).
We attach to the orbit c the sequence c1, . . . , c2s+1 defined as follows:
(1) If {i} is a block, then ci = λi/2 + (n+ 1)(i − 1);
(2) If {i, i + 1} is a block, then ci = λi − χ(λi)+ (n+ 1)(i − 1), ci+1 = χ(λi+1)+ (n+ 1)i.
T. Xue / Advances in Mathematics 230 (2012) 229–262 253Taking ai = c2i−1, i = 1, . . . , s + 1, bi = c2i , i = 1, . . . , s, we get a well-defined element
(A,B) ∈ Xn+1,n+1n,1 . We denote it ρG(x), ρ(x) or ρ(c).
Lemma.
(i) c → ρ(c) defines a bijection from the set of all nilpotent Sp(2n)-orbits in sp(2n)
to Dn+1,n+1n .
(ii) AG(x)∧ is isomorphic to V n+1,n+1ρ(x) .
Proof. (i) It is easily checked from the definition that ρ(c) ∈ Dn+1,n+1n and the map c → ρ(c) is
injective. Note that Xn+1,n+1n,1 = Dn+1,n+1n is in bijection with W∧n and the number of nilpotent
orbits is equal to |W∧n | by Spaltenstein [11]. Hence the bijectivity of the map follows. In fact,
given (A,B) ∈ Dn+1,n+1n , the corresponding nilpotent orbit can be obtained as follows. Let c1 
c2  · · · c2s+1 be the sequence a1  b1  · · · as+1. If ci+1 < ci + (n + 1), then {i, i + 1} is
a block. We can recover λi = λi+1 and χ(λi) = χ(λi+1) from (2) of the definition. All blocks of
length 2 are obtained in this way. For the other blocks, we can recover λi and thus χ(λi) = λi/2
from (1) of the definition.
(ii) One easily checks that (A,B) has no proper intervals. It follows that V n+1,n+1ρ(x) = {0}. On
the other hand, A(x) = 1 since ZG(x) is connected by Spaltenstein [11]. 
8.2. Consider a pair (x,φ) ∈ Ag, then φ = 1.
Theorem. The Springer correspondence γ : Ag → W∧n ∼= Xn+1,n+1n is given by
(x,1) → ρ(x).
Remark. Theorem rewrites the description of Springer correspondence given by Spalten-
stein [11] using pairs of partitions. Note that he works under the assumption that the theory
of Springer representations is valid for g in characteristic 2.
8.3. Let creg be the nilpotent G-orbit in g which is open dense in the nilpotent variety N
of g. Let c0 be the 0 orbit.
Lemma. The pair (creg, Q¯l ) corresponds to the unit representation and the pair (ctrivial, Q¯l )
corresponds to the sign representation.
Proof. One can show that the Weyl group action on Hi(B) defined in [14] coincides with the
classical action. Assume χ ∈ W∧n correspond to the pair (c,F) ∈ Ag. We write χ = χ(c,F).
Recall that we have the following decomposition
ϕ!Q¯lX|N [dimG− n] =
⊕
(c,F)∈Ag
χ(c,F) ⊗ IC(c¯,F)[dim c].
Thus for x ∈ N ,
H 2i (Bx, Q¯l ) =
⊕
χ(c,F) ⊗
(H2i+dim c−dimG+nIC(c¯,F))
x
.(c,F)
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follows that χ(c0,Q¯l ) is the sign representation. Taking i = 0 and x = 0, we get H 0(B, Q¯l ) =
χ(creg,Q¯l ) ⊗ (H0IC(creg, Q¯l ))0 since A(creg) = 1. It follows that χ(creg,Q¯l ) is the unit representa-
tion. 
Proof of Theorem 8.2. By the discussion in 2.14, it is enough to show that the map γ is compati-
ble with the restriction formula (R). When n = 1, by Lemma 8.3, the pair (creg,1) corresponds to
the unit representation and the pair (c0,1) corresponds to the sign representation. When n = 2,
there are two representations of W2 restricting to unit representation and two representations
of W2 restricting to sign representation. But again we know the pair (creg,1) corresponds to the
unit representation and the pair (c0,1) corresponds to the sign representation. When n  3, we
show that the map γ is compatible with the restriction formula. Let x ∈ g and x′ ∈ l be nilpotent
elements. Note that we have AG(x) = AL(x′) = 1. Hence it is enough to show that
〈1, εx,x′ 〉 =
〈
ResWnWn−1ρG(x),ρL
(
x′
)〉
Wn−1 . (8.1)
Note that Xn+1,n+1n,d = ∅ if d = 1 is odd. Thus Xn+1,n+1n = Xn+1,n+1n,1 . Let (A,B) ∈ Xn+1,n+1n
correspond to χ ∈ W∧n . The pairs (A′,B ′) ∈ Xn,nn−1 which correspond to the components of the
restriction of χ to Wn−1 are those which can be deduced from (A,B) by decreasing one of the
entries ci by i and decreasing all other entries cj by j − 1. This can be done if and only if i  3
and ci − ci−2  2n + 3, i = 2, ci  n + 2 or i = 1, c1  1. We write (A,B) → (A′,B ′) if they
are related in this way.
Now (8.1) follows since Sx,x′ = ∅ if and only if x, x′ are as in Proposition 8.4 (see below) if
and only if ρG(x) → ρL(x′). 
8.4. Consider a nilpotent class c′ ∈ fx(Px) corresponding to (λ′2s+1)χ ′(λ′2s+1) · · · (λ′1)χ ′(λ′1) :=
(λ′, χ ′). Suppose Y = f−1x (c′) and X = −1x (Y ). (Notations are as in 2.11.)
Proposition. (See [11].) The group ZG(x) acts transitively on Y . We have dimX = dimBx if
and only if (λ′, χ ′) satisfies (a) or (b):
(a) Assume λi − λi−1  2, χ(λi) = λi/2 and χ(λj ) λj − λi/2 + 1 for each j < i. λ′j = λj ,
j = i, λ′i = λi − 2, χ ′(λ′j ) = χ(λj ) for each j = i and χ ′(λ′i ) = λ′i/2. In this case dimY =
2s − i + 1.
(b) Assume λi+1 = λi > λi−1. λ′j = λj , j = i, i + 1, λ′i+1 = λ′i = λi − 1, χ ′(λ′j ) = χ(λj ) for
each j = i, i + 1 and χ ′(λ′i ) = χ ′(λ′i+1) ∈ {χ(λi),χ(λi) − 1} satisfy 0  χ ′(λ′i )  λ′i/2,
χ(λi−1) χ ′(λ′i ) χ(λi−1)+λi −λi−1 − 1. We have dimY = 2s − i + 1 if χ ′(λ′i ) = χ(λi)
and dimY = 2s − i if χ ′(λ′i ) = χ(λi)− 1.
9. Springer correspondence for orthogonal Lie algebras
9.1. In this subsection we assume that G = O(2n+ 1).
Let x = (λ2s+1)χ(λ2s+1) · · · (λ1)χ(λ1) ∈ g be a nilpotent element (see 4.1). Assume λ1 = 0.
There exists a unique 3  m0  2s + 1 such that m0 is odd and λm0 > λm0−1. We have
χ(λj ) = λj if j m0; λ2j = λ2j+1, j = m0−1 and λm = λm −1 + 1.2 0 0
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(1) c2j =
{
λ2j − χ(λ2j )+ n+ 1 + (j − 1)(n+ 3) if 2j < m0,
λ2j − χ(λ2j )+ 1 + n+ 1 + (j − 1)(n+ 3) if 2j m0.
(2) c2j−1 =
{
χ(λ2j−1)+ (j − 1)(n+ 3) if 2j − 1 <m0,
χ(λ2j−1)− 1 + (j − 1)(n+ 3) if 2j − 1m0.
Taking ai = c2i−1, i = 1, . . . , s + 1, bi = c2i , i = 1, . . . , s, we get a well-defined element
(A,B) ∈ X2,n+1n,1 . We denote it ρG(x), ρ(x) or ρ(c).
Lemma.
(i) c → ρ(c) defines a bijection from the set of all nilpotent O(2n + 1)-orbits in o(2n + 1)
to D2,n+1n .
(ii) AG(x)∧ is isomorphic to V 2,n+1ρ(x) .
Proof. (i) It is easily checked from the definition that ρ(c) ∈ D2,n+1n and the map c → ρ(c)
is injective. Note that D2,n+1n is in bijection with the set  consisting of all pairs of partitions
(μ, ν) such that
∑
μi +∑νi = n, νi  μi + 2. Since the number of nilpotent orbits is equal
to || by Spaltenstein [11], the bijectivity of the map follows. In fact, given (A,B) ∈ D2,n+1n ,
the corresponding nilpotent orbit can be obtained as follows. Let c1  c2  · · ·  c2s+1 be the
sequence a1  b1  · · · as+1. There exists a unique odd integer m0 such that c2j > (n + 1)+
(j − 1)(n + 3) if and only if 2j > m0. If j < m0−12 , then λ2j = λ2j+1 = χ(λ2j ) = χ(λ2j+1) =
c2j+1 − j (n + 3). If j > m0−12 , then λ2j = λ2j+1 = c2j + c2j+1 − (2j − 1)(n + 3) − (n + 1)
and χ(λ2j ) = χ(λ2j+1) = c2j+1 − j (n+ 3)+ 1. If j = m0−12 , then λ2j = χ(λ2j ) = λ2j+1 − 1 =
χ(λ2j+1)− 1 = c2j+1 − j (n+ 3)+ 1.
(ii) The component group AG(x) is described in 4.1. Let (A,B) = ρ(x) and c1, . . . , c2s+1 be
as above. Let S = (A ∪ B)\(A ∩ B). Note that c1 = 0, c2, . . . , cm0 all lie in S and they belong
to the same interval, which is the initial interval. For i > m0, χ(λi) = λi/2 if and only if ci ∈ S.
The relations (r2) and (r3) of 4.1 say that if ci , cj belong to the same interval of (A,B), then
i , j have the same images in A(x). Thus we get an element σI of A(x) for each interval I of
(A,B) and σ 2I = 1. Moreover (r3) means that σI = 1 if I is the initial interval.
The isomorphism V 2,n+1ρ(x) → AG(x)∧ is given as follows. Let F ∈ V 2,n+1ρ(x) . We associate to F
the character of AG(x) which takes value −1 on σI if and only if I ∈ F . 
9.2. Let (x,φ) ∈ Ag. We have defined ρ(x). Let ρ denote also the map AG(x)∧ → V 2,n+1ρ(x) .
Theorem. The Springer correspondence γ : Ag → W∧n ∼= X2,n+1n is given by
(x,φ) → ρ(x)ρ(φ).
Proof. As in the proof of Theorem 8.2, it is enough to prove the map γ is compatible with
the restriction formula (R). Note that X2,n+1n,d = ∅ if d = 1 is odd. Thus X2,n+1n = X2,n+1n,1 . Let
(A,B) ∈ X2,n+1n correspond to χ ∈ W∧. The pairs (A′,B ′) ∈ X2,n which correspond to then n−1
256 T. Xue / Advances in Mathematics 230 (2012) 229–262components of the restriction of χ to Wn−1 are those which can be deduced from (A,B) by
decreasing one of the entries ai by i (or bi by i + 1) and decreasing all other entries aj by j − 1,
bj by j . We can decrease ai by i (resp. bi by i + 1) if and only if i  2, ai − ai−1  n + 4 or
i = 1, ai  1 (resp. i  2, bi − bi−1  n+ 4 or i = 1, bi  n+ 2). We write (A,B) → (A′,B ′) if
they are related in this way. Suppose that (A,B) → (A′,B ′). One can easily check that if (A,B)
and (A′,B ′) are similar to Λ ∈ D2,n+1n and Λ′ ∈ D2,n+1n−1 respectively, then Λ → Λ′.
Let x ∈ g nilpotent and x′ ∈ l nilpotent. Then Sx,x′ = ∅ if and only if x, x′ are as in Propo-
sition 4.2 if and only if Λ = ρG(x) → Λ′ = ρL(x′). To verify the map is compatible with the
restriction formula, it is enough to show that the set
{(
F,F ′
) ∈ V 2,n+1ρG(x) × V 2,nρL(x′) ∣∣ΛF → Λ′F ′} (9.1)
is the image of the set
{(
φ,φ′
) ∈ AG(x)∧ ×AL(x′)∧ ∣∣ 〈φ ⊗ φ′, εx,x′ 〉 = 0} (9.2)
under the map ρ.
Let c1  · · · c2s+1 and c′1  · · · c′2s+1 correspond to Λ and Λ′ respectively. Then AG(x)
is generated by {i | ci = cj , ∀j = i}, AL(x′) is generated by {′i | c′i = c′j , ∀j = i} and AP is
generated by {i | ci = cj , c′i = c′j , ∀j = i}. There are various cases to consider. We describe
one of the cases in the following and the other cases are similar.
Assume c2k+1 > c2k + 1, c2k+2 = c2k+1 + n + 2 and c′2k+1 = c2k+1 − (k + 1), c′2i+1 =
c2i+1 − i, i = k, c′2i = c2i − i, i = 1, . . . , s. Let I (resp. I ′) be the interval of Λ (resp. Λ′) contain-
ing c2k+1 (resp. c′2k+1) and J ′ the interval of Λ′ containing c′2k+2. Note that c2j+1 − c2j < n+2,
except if x = (n+ 1)n+1nn. In the latter case A(x) = 1. Moreover c2j+2 − c2j+1  2. Hence all
other intervals of Λ and Λ′ can be identified naturally. There are two possibilities:
(i) I is a proper interval of Λ. Then ΛF → ΛF ′ if and only if
(a) F\{I } = F ′\{I ′, J ′};
(b) F ∩ {I } = F ′ ∩ {I ′, J ′} = ∅ or {I } ⊂ F , {I ′, J ′} ⊂ F ′.
On the other hand, AG(x) (resp. AL(x′)) is an F2 vector space with one basis ele-
ment σK (resp. σ ′K ) for each proper interval K of Λ (resp. Λ′) and Sx,x′ is the quotient
of AG(x) × AL(x′) by the subgroup Hx,x′ generated by elements of the form σIσ ′I ′ , σIσ ′J ′ ,
σKσ
′
K with K a proper interval of both Λ and Λ′. Now the compatibility between (9.1)
and (9.2) is clear.
(ii) I is an initial interval of Λ. Then ΛF → ΛF ′ if and only if F = F ′. On the other hand,
AG(x), AL(x
′) and Sx,x′ are obtained by setting σI = σ ′I ′ = 1 in (i). Again the compatibility
between (9.1) and (9.2) is clear. 
9.3. In this subsection we assume G = SO(2n), G˜ = O(2n) and g = o(2n). We describe
γ˜ : A˜g → W∧′n instead of γ : Ag → (W′n)∧ (see 2.10).
Let x = (λ2s)χ(λ2s ) · · · (λ1)χ(λ1) ∈ g be a nilpotent element (see 4.1). Note that we have
λ2i−1 = λ2i . We attach to the orbit c of x the sequence c1, . . . , c2s defined as follows:
(1) c2j = χ(λ2j )+ (j − 1)(n+ 1),
(2) c2j−1 = λ2j−1 − χ(λ2j−1)+ (j − 1)(n+ 1).
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denote it ρG(x), ρ(x) or ρ(c).
Lemma.
(i) c → ρ(c) defines a bijection from the set of all nilpotent O(2n)-orbits in o(2n) to Dn+1n,even.
(ii) AG(x)∧ is isomorphic to V n+1ρ(x) .
Proof. (i) It is easily checked from the definition that ρ(c) ∈ Dn+1n,even and the map c → ρ(c) is
injective. Note that Dn+1n,even is in bijection with the set  consisting of all pairs of partitions (μ, ν)
such that
∑
μi +∑νi = n, νi  μi . Since the number of nilpotent O(2n)-orbits in o(2n) is equal
to || by Spaltenstein [11], the bijectivity of the map follows. In fact, given {A,B} ∈ Dn+1n,even
with pre-image (A,B) ∈ Dn+1,0n,0 , the corresponding nilpotent orbit can be obtained as follows.
Let c1  c2  · · · c2s be the sequence a1  b1  · · · as  bs . We have λ2j = λ2j−1 = c2j +
c2j−1 − (2j − 2)(n+ 1) and χ(λ2j ) = χ(λ2j−1) = c2j − (j − 1)(n+ 1).
(ii) The component group AG(x) is described in 4.1. Note that in this case, the condition (r3)
is void. By similar argument as in the proof of Lemma 9.1 (ii), one shows that A
G˜
(x) is
a vector space over F2 with basis (σI )I∈E , where E is the set of all intervals of ρ(x). Since
AG(x) consists of the elements in AG˜(x) which can be written as a product of even num-
ber of generators, from the natural identification A
G˜
(x)∧ = A(E), we get the isomorphism
AG(x)
∧ ∼= A(E)/{∅,E} = V n+1ρ(x) . 
9.4. Let (x,φ) ∈ A˜g. We have defined ρ(x). Let ρ denote also the map AG(x)∧ → V n+1ρ(x) .
Theorem. The Springer correspondence γ˜ : A˜g → W∧′n ∼= Yn+1n,even is given by
(x,φ) → ρ(x)ρ(φ).
Proof. Again it is enough to prove the map γ˜ is compatible with the restriction formula (R).
Note that Yn+1n,d = ∅ if d > 0 is even. Thus Yn+1n,even = Yn+1n,0 . Let {A,B} ∈ Yn+1n,even correspond to
χ ∈ W∧′n . The pairs {A′,B ′} ∈ Ynn−1,even which correspond to the components of the restriction
of χ to W′n−1 are those which can be deduced from {A,B} by decreasing one of the entries ai
by i (or bi by i) and decreasing all other entries aj by j −1, bj by j −1. We can decrease ai by i
(resp. bi by i) if and only if i  2, ai −ai−1  n+2 or i = 1, ai  1 (resp. i  2, bi −bi−1  n+2
or i = 1, bi  1). We write {A,B} → {A′,B ′} if they are related in this way. Suppose that
{A,B} → {A′,B ′}. One can easily check that if {A,B} and {A′,B ′} are similar to Λ ∈ Dn+1n,even
and Λ′ ∈ Dnn−1,even respectively, then Λ → Λ′.
Let x ∈ g nilpotent and x′ ∈ l nilpotent. Then S˜x,x′ = ∅ (⇔ Sx,x′ = ∅) if and only if x, x′
are as in Proposition 4.2 if and only if Λ = ρG(x) → Λ′ = ρL(x′). Let c1  · · · c2s and c′1 · · · c′2s correspond to Λ and Λ′ respectively. Then AG˜(x) is generated by {i | ci = cj , ∀j = i},
A
L˜
(x′) is generated by {′i | c′i = c′j , ∀j = i} and A˜P is generated by {i | ci = cj , c′i = c′j ,
∀j = i}. The discussion in 2.12 allows us to compute εx,x′ and the set {(φ,φ′) ∈ AG(x)∧ ×
AL(x
′)∧ | 〈φ ⊗ φ′, εx,x′ 〉 = 0}. One verifies the compatibility with the set {(F,F ′) ∈ V n+1ρG(x) ×
V n
ρL(x
′) | ΛF → Λ′F ′ } under the map ρ as in the proof of Theorem 9.2. 
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10.1. We assume G = Sp(2n) in this subsection and 10.2.
Let ξ = (λ2s+1)χ(λ2s+1) · · · (λ1)χ(λ1) ∈ g∗ be nilpotent (see 5.1), where λ1 = 0. We have λ2j =
λ2j+1. We attach to the orbit c of ξ the sequence c1, . . . , c2s+1 defined as follows:
(1) c2j = λ2j − χ(λ2j )+ n+ 1 + (j − 1)(n+ 2),
(2) c2j−1 = χ(λ2j−1)+ (j − 1)(n+ 2).
Taking ai = c2i−1, i = 1, . . . , s + 1, bi = c2i , i = 1, . . . , s, we get a well-defined (A,B) ∈
X
1,n+1
n,1 . We denote it ρG(ξ), ρ(ξ) or ρ(c).
Lemma.
(i) c → ρ(c) defines a bijection from the set of all nilpotent Sp(2n)-orbits in sp(2n)∗ to D1,n+1n .
(ii) AG(ξ)∧ is isomorphic to V 1,n+1ρ(ξ) .
Proof. (i) It is easily checked from the definition that ρ(c) ∈ D1,n+1n and the map c → ρ(c)
is injective. Note that D1,n+1n is in bijection with the set  consisting of all pairs of partitions
(μ, ν) such that
∑
μi +∑νi = n, νi  μi + 1. Since the number of nilpotent orbits is equal to
|| by [15], the bijectivity of the map follows. In fact, given (A,B) ∈ D1,n+1n , the corresponding
nilpotent orbit can be obtained as follows. Let c1  c2  · · ·  c2s+1 be the sequence a1 
b1  · · ·  as+1. Then λ2j = λ2j+1 = c2j + c2j+1 − (2j − 1)(n + 2) − (n + 1) and χ(λ2j ) =
χ(λ2j+1) = c2j+1 − j (n+ 2), j = 1, . . . , s, λ1 = 0.
(ii) The component group AG(ξ) is described in 5.1. Let (A,B) = ρ(ξ) and c1, . . . , c2s+1
be as above. Let S = (A ∪ B)\(A ∩ B). Then χ(λi) = (λi − 1)/2 if and only if ci ∈ S. The
relation (r2) of 5.1 says that if ci , cj belong to the same interval of (A,B), then i , j have the
same images in AG(ξ). Thus we get an element σI of AG(ξ) for each interval I of (A,B) and
σ 2I = 1. Moreover (r3) means that σI = 1 if I is the initial interval.
The isomorphism V 1,n+1ρ(ξ) → AG(ξ)∧ is given as follows. We associate to F the character of
AG(ξ) which takes value −1 on σI if and only if I ∈ F . 
10.2. Let (ξ,φ) ∈ Ag∗ . We have defined ρ(ξ). Let ρ denote also the map AG(ξ)∧ → V 1,n+1ρ(ξ) .
Theorem. The Springer correspondence γ ′ : Ag∗ → W∧n ∼= X1,n+1n is given by
(ξ,φ) → ρ(ξ)ρ(φ).
Proof. By similar argument as in the proof of Theorem 8.2, it is enough to prove the map γ ′
is compatible with the restriction formula (R′). Note that X1,n+1n,d = ∅ if d = 1 is odd. Thus
X
1,n+1
n = X1,n+1n,1 . Let (A,B) ∈ X1,n+1n correspond to χ ∈ W∧n . The pairs (A′,B ′) ∈ X1,nn−1 which
correspond to the components of the restriction of χ to Wn−1 are those which can be deduced
from (A,B) by decreasing one of the entries ai by i (or bi by i + 1) and decreasing all other
entries aj by j − 1, bj by j . We can decrease ai by i (resp. bi by i + 1) if and only if i  2,
ai − ai−1  n + 3 or i = 1, ai  1 (resp. i  2, bi − bi−1  n + 3 or i = 1, bi  n + 2). We
write (A,B) → (A′,B ′) if they are related in this way. Suppose that (A,B) → (A′,B ′). One can
T. Xue / Advances in Mathematics 230 (2012) 229–262 259easily check that if (A,B) and (A′,B ′) are similar to Λ ∈ D1,n+1n and Λ′ ∈ D1,nn−1 respectively,
then Λ → Λ′.
Let ξ ∈ g∗ and ξ ′ ∈ l∗ be nilpotent. Then Sξ,ξ ′ = ∅ if and only if ξ , ξ ′ are as in Proposition 5.3
if and only if Λ = ρG(ξ) → Λ′ = ρL(ξ ′). The verification of compatibility with restriction for-
mula is entirely similar to the proof of Theorem 9.2. 
10.3. We assume G = O(2n+ 1) in this subsection and 10.4.
Let ξ = (m; (λ2s)χ(λ2s ) · · · (λ1)χ(λ1)) ∈ g∗ be nilpotent (see 6.1). We have λ2j−1 = λ2j . We
attach to the orbit c of ξ the sequence c1, . . . , c2s+1 defined as follows:
(1) c2j = χ(λ2j )+ (j − 1)(n+ 1), j = 1, . . . , s,
(2) c2j−1 = λ2j−1 − χ(λ2j−1)+ (j − 1)(n+ 1), j = 1, . . . , s,
(3) c2s+1 = m+ s(n+ 1).
Taking ai = c2i−1, i = 1, . . . , s + 1, bi = c2i , i = 1, . . . , s, we get a well-defined element
{A,B} ∈ Yn+1n,1 . We denote it ρG(ξ), ρ(ξ) or ρ(c).
Lemma.
(i) c → ρ(c) defines a bijection from the set of all nilpotent O(2n + 1)-orbits in o(2n + 1)∗
to Dn+1n,odd.
(ii) AG(ξ)∧ is isomorphic to V n+1ρ(ξ) .
Proof. (i) It is easily checked from the definition that ρ(c) ∈ Dn+1n,odd and the map c → ρ(c) is
injective. Note that Dn+1n,odd is in bijection with the set  consisting of all pairs of partitions (μ, ν)
such that
∑
μi +∑νi = n, μi+1  νi . Since the number of nilpotent orbits is equal to ||
by [15], the bijectivity of the map follows. In fact, given {A,B} ∈ Dn+1n,odd with inverse image
(A,B) ∈ Dn+1,0n,1 , the corresponding nilpotent orbit can be obtained as follows. Let c1  c2 · · ·  c2s+1 be the sequence a1  b1  · · ·  as+1. Then λ2j = λ2j−1 = c2j + c2j−1 − (2j −
2)(n + 1), χ(λ2j ) = χ(λ2j−1) = c2j − (j − 1)(n + 1), j = 1, . . . , s and m = c2s+1 − s(n + 1).
The corresponding orbit is (m; (λ2s)χ(λ2s ) · · · (λ1)χ(λ1)).
(ii) The component group AG(ξ) is described in 6.1. Let {A,B} = ρ(ξ), (A,B) and
c1, . . . , c2s+1 be as above. Let S = (A ∪ B)\(A ∩ B). Note that c2s < c2s+1, thus c2s+1 ∈ S.
For i = 1, . . . ,2s, χ(λi) = λi/2 if and only if ci ∈ S. The relation (r2) of 6.1 says that for
1 i < j  2s, if ci , cj belong to the same interval of {A,B}, then i , j have the same images
in AG(ξ). Let I0 be the interval containing c2s+1. The relation (r3) says that i = 1 if ci ∈ I0.
Thus we get an element σI of AG(ξ) for each interval I = I0 of {A,B} and σ 2I = 1.
The isomorphism V n+1ρ(ξ) → AG(ξ)∧ is given as follows. Let F ∈ V n+1ρ(ξ) = A(E)/{∅,E} and
F˜ the inverse image of F in A(E) that does not contain I0. We associate to F the character
of AG(ξ) which takes value −1 on σI if and only if I ∈ F˜ . 
10.4. Let (ξ,φ) ∈ Ag∗ . We have defined ρ(ξ). Let ρ denote also the map AG(ξ)∧ → V n+1ρ(ξ) .
Theorem. The Springer correspondence γ ′ : Ag∗ → W∧n ∼= Yn+1n,odd is given by
(ξ,φ) → ρ(ξ)ρ(φ).
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Note that Yn+1n,d = ∅ if d = 1 is odd. Thus Yn+1n,odd = Yn+1n,1 . Let {A,B} ∈ Yn+1n,odd with inverse im-
age (A,B) ∈ Xn+1,0n,1 correspond to χ ∈ W∧n . The pairs {A′,B ′} ∈ Ynn−1,odd with inverse images
(A′,B ′) ∈ Xn,0n−1,1 which correspond to the components of the restriction of χ to Wn−1 are those
which can be deduced from (A,B) by decreasing one of the entries ai by i (or bi by i) and de-
creasing all other entries aj by j − 1, bj by j − 1. We can decrease ai by i (resp. bi by i) if and
only if i  2, ai − ai−1  n+ 2 or i = 1, ai  1 (resp. i  2, bi − bi−1  n+ 2 or i = 1, bi  1).
We write {A,B} → {A′,B ′} if they are related in this way. Suppose that {A,B} → {A′,B ′}.
One can easily check that if {A,B} and {A′,B ′} are similar to Λ ∈ Dn+1n,odd and Λ′ ∈ Dnn−1,odd
respectively, then Λ → Λ′.
Let ξ ∈ g∗ and ξ ′ ∈ l∗ be nilpotent. Then Sξ,ξ ′ = ∅ if and only if ξ , ξ ′ are as in Proposition 6.3
if and only if Λ = ρG(ξ) → Λ′ = ρL(ξ ′). To verify the map is compatible with the restriction
formula, it is enough to show that the set{(
F,F ′
) ∈ V n+1ρG(ξ) × V nρL(ξ ′) ∣∣ΛF → Λ′F ′} (10.1)
is the image of the set {(
φ,φ′
) ∈ AG(ξ)∧ ×AL(ξ ′)∧ ∣∣ 〈φ ⊗ φ′, εξ,ξ ′ 〉 = 0} (10.2)
under the map ρ.
Let c1  · · · c2s+1 and c′1  · · · c′2s+1 correspond to the pre-image (A,B) and (A′,B ′) of
Λ and Λ′ in Dn+1,0n,1 and D
n,0
n−1,1 respectively. Then AG(ξ) is generated by {i | ci = cj , ∀j = i},
AL(ξ
′) is generated by {′i | c′i = c′j , ∀j = i} and AP is generated by {i | ci = cj , c′i = c′j ,∀j = i}. There are various cases to consider. We describe one of the cases in the following and
the other cases are similar.
Assume k  1, c2k > c2k−1 + 1, c2k+1 = c2k +n and c′2k = c2k − k, c′2i = c2i − (i − 1), i = k,
c′2i+1 = c2i+1 − i, i = 1, . . . , s. Let I (resp. I ′) be the interval of Λ (resp. Λ′) containing c2k+1
(resp. c′2k+1) and J ′ the interval of Λ′ containing c′2k . Note that c2j −c2j−1 = 2χ(λ2j )−λ2j < n
and c2j+1 − c2j = n+ 1 + λ2j+1 − χ(λ2j+1)− χ(λ2j ) 2, except if m = 0, χ(λ2s) = λ2s = n.
In the latter case, ξ ′ correspond to m′ = 0, χ ′(λ′2s) = λ′2s = n − 1 and AG(ξ) = AL(ξ ′) = 1.
Hence all other intervals of Λ and Λ′ can be identified naturally. Let I0 (resp. I ′0) be the interval
of Λ (resp. Λ′) containing c2s+1 (resp. c′2s+1). There are two possibilities:
(i) I = I0. Let F˜ (resp. F˜ ′) be the pre-image of F (resp. F ′) in A(E) (resp. A(E′)) that does
not contain I0 (resp. I ′0). Then ΛF → ΛF ′ if and only if
(a) F˜\{I } = F˜ ′\{I ′, J ′};
(b) F˜ ∩ {I } = F˜ ′ ∩ {I ′, J ′} = ∅ or {I } ⊂ F˜ , {I ′, J ′} ⊂ F˜ ′.
On the other hand, AG(ξ) (resp. AL(ξ ′)) is an F2 vector space with one basis element σK
(resp. σ ′K ) for each interval K = I0 (resp. K = I ′0) of Λ (resp. Λ′) and Sξ,ξ ′ is the quotient
of AG(ξ) × AL(ξ ′) by the subgroup Hξ,ξ ′ generated by elements of the form σIσ ′I ′ , σIσ ′J ′ ,
σKσ
′
K with K = I0 an interval of both Λ and Λ′. Now the compatibility between (10.1)
and (10.2) is clear.
(ii) I = I0. Then ΛF → ΛF ′ if and only if F˜ = F˜ ′. On the other hand, AG(ξ), AL(ξ ′) and Sξ,ξ ′
are obtained by setting σI = σ ′I ′ = 1 in (i). Again the compatibility between (10.1) and (10.2)
is clear. 
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11.1. In [8], Lusztig gives an a priori description of the Weyl group representations that
parametrize the pairs (c,1), where c is a unipotent class in G or a nilpotent orbit in g. We list the
results of [8] here.
Let R be a root system of type Bn, Cn or Dn with simple roots Π and W the Weyl group.
There exists a unique α0 ∈ R\Π such that α − αi /∈ R, ∀αi ∈ Π . Let J ⊂ Π ∪ {α0} be such that
J = |Π |. Let WJ be the subgroup of W generated by sα , α ∈ J .
(i) Denote SW the set of special representations of W. The set of unipotent classes when
char(k) = 2 is in bijection with the set (see [4,5])
S1W =
{
jWW∗J
E, E ∈ SW∗J
}
,
where W∗J is defined as WJ by taking α0 such that αˇ0 − αˇi /∈ Rˇ, ∀αi ∈ Π (Rˇ is the coroot
lattice and αˇ0, αˇi are coroots).
(ii) The set of unipotent classes when char(k) = 2 is in bijection with the set (see [6])
S2W =
{
jWWJ E, E ∈ S1WJ
}
.
(iii) The set of nilpotent classes when char(k) = 2 is in bijection with the set T 2W defined by
induction on |W| as follows (see [7]). If W = {1}, T 2W = W∧. If W = {1}, then T 2W is the
set of all E ∈ W∧ such that either E ∈ S1W or E = jWWJ E1 for some WJ = W and some
E1 ∈ T 2WJ .
11.2. One can show that the set of nilpotent orbits in g∗ when char(k) = 2 is in bijection
with the set T 2∗W defined by induction on |W| as follows. If W = {1}, T 2∗W = W∧. If W = {1},
then T 2∗W is the set of all E ∈ W∧ such that either E ∈ S1W or E = jWW∗J E1 for some W
∗
J = W
and some E1 ∈ T 2∗W∗J .
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