motivation and reward systems. Specifically, increased affluence generally prompts a shift away from 'fast life' strategies focused on resource acquisition and competition and instead encourages a move toward 'slow life' strategies, such as self-control techniques and cooperation. Thus, as societal security and standards of living improved just prior the Axial Age, short-term materialistic goals (such as resource attainment and coercive interactions) may have been systematically de-prioritized in favor of long term-goals (such as self-development and cooperation). In turn, this motivational shift may have favored the spread of new religious doctrines consistent with these long-term strategies -for instance, philosophies that touted the importance of self-discipline and compassion for others.
The findings of Baumard et al. [3] and their explanation will prove controversial. Their theory differs sharply from other accounts of the rise of moralizing religions, including the view that such religions evolved and spread because they help promote large-scale cooperation in large societies -individuals are nicer to one another if they believe in moralizing deities [4, 11, 12] . And their findings are not easy to reconcile with those of other large-scale empirical studies. A paper just published by Botero et al. [13] finds, based on analyses of 583 societies, that ''belief [s] in moralizing high gods . are more prevalent among societies that inhabit poorer environments and are prone to ecological duress.'' While not directly incompatible with the findings of Baumard et al. [3] , the results of Botero and colleagues seem to push in the opposite theoretical direction, as they suggest that moralizing religions emerge as a response to stress, not security.
Furthermore, in the world we live in now, the most affluent countries are the least religious, not the most [1, 14] . Perhaps the relationship between money and moralizing religions takes the shape of an inverted-U: some threshold of affluence has to be passed for moralizing religions to emerge, but further affluence leads to secularization, at least in the 21 st century. These issues, and many others, remain open. But the theoretical ingenuity and methodological richness of studies such as those reported by Baumard and his colleagues nicely illustrate how science can make progress in the study of the origin of religion. sought process of contact) [1] and their precise distribution within nervous systems delineates networks of functionally interconnected neurons. We recognize two main modalities of synaptic communication, chemical and electrical, with fundamentally different underlying mechanisms (Figure 1 ). At chemical synapses, one of the neurons releases a molecule that after traveling through the extracellular space binds to specific receptors located in a second neuron, thus initiating diverse cellular processes that range from transient modifications of the membrane resting potential to changes in gene expression. In contrast, electrically mediated synapses rely on structures known as gap junctions, which are clusters of intercellular channels that provide conduits for the diffusion of signaling molecules and a pathway of low resistance for the spread of electrical currents, a form of signaling characteristic of brain cells.
Given the radical differences in the strategy of communication and the involved molecules, it is generally perceived that these two forms of communication operate independently. However, there is a growing body of evidence indicating that these two forms of transmission rather extensively interact, both during brain development and in adulthood (for review see [2] ), and a new study by Miller et al. [3] reported in this issue of Current Biology now shows that the formation of electrical and chemical synapses during development requires common regulatory steps. Synaptic transmission is a complex cellular function that requires the interaction of multiple proteins. Neurobeachin is a multidomain scaffolding protein identified during screens for novel synaptic proteins that was found to be essential for synaptic transmission [4, 5] . This protein is believed to be involved in neuronal post-Golgi membrane trafficking and it was found associated with pleomorphic tubulovesicular endomembranes at the trans side of the Golgi apparatus and at the postsynaptic membrane in some synapses [4] . Analysis of mice lacking Neurobeachin indicated a clear synaptic function for this protein. Consistent with its requirement for neuromuscular transmission [6] , Neurobeachin null-mutant mice are paralyzed and die at perinatal ages [5, 7] . These animals also exhibited reduced synaptic responses at central synapses and a reduction in the surface expression of glutamate (excitatory) and GABA (inhibitory) receptors, which seem to accumulate in the biosynthetic pathway [8] . While the direct association of Neurobeachin to scaffolding proteins involved in trafficking of glutamate receptors during synaptogenesis has been established [8] , the reduction in surface expression of GABA receptors (whose trafficking involves a different set of scaffolding proteins) suggests that this complex multidomain protein is capable of acting as a scaffold for binding a wide range of proteins. Thus, both excitatory and inhibitory chemical synapses require Neurobeachin for their formation and proper function.
The paper by Miller et al. provides conclusive evidence indicating that Neurobeachin is also required for the formation of gap junction-mediated electrical synapses. Combining the power of zebrafish forward genetics and the analytical advantages of identifiable synapses participating in a well-established neuronal network such as the Mauther cell escape system [9] , the paper elegantly demonstrates that mutant zebrafish lacking Neurobeachin show a deficit in the formation of glycinergic synapses and, surprisingly, of electrical synapses. Gap junction channels have been shown to actively traffic at rates that are comparable to those of glutamate receptors [10, 11] including at Mauthner cell electrical synapses where it was proposed it might underlie regulation of the synaptic strength [11] . Chimera analysis in zebrafish demonstrated that Neurobeachin was necessary only when expressed postsynaptically. In contrast to chemical synapses that have a distinct asymmetry in the molecular composition of pre-and postsynaptic sites (specialized in transmitter and receptor clustering, respectively), gap junctions are perceived as symmetric structures, as a single intercellular gap junction channel is formed by the apposition of two hemichannels contributed by each of the coupled cells (Figure 1 ). Recent data indicate that vertebrate electrical synapses (as some in invertebrates) can be molecularly asymmetric when the contributing hemichannels are formed by different gap junction channel-forming proteins [13] . The results by Miller et al. suggest that Neurobeachin has an important postsynaptic function at electrical synapses. Gap junctions are currently considered part of large macromolecular complexes that contain, in addition to the channel-forming proteins or 'connexins', a number of associated proteins that support their function [14] . The detailed composition of this scaffold at electrical synapses is currently unknown and it could potentially be as complex as that of postsynaptic densities at glutamatergic synapses [15] . Given its established role as a scaffolding protein in membrane trafficking, Neurobeachin could participate or closely interact with proteins that form this complex. Because Neurobeachin was found to be required only postsynaptically, the results of Millet et al. suggest that differences in the molecular composition of electrical synapses might not be restricted to the intercellular channel itself [13] but could also include asymmetries in the molecular composition of the scaffold that regulates the function of these channels.
Interestingly, Neurobeachin has recently been identified as a candidate gene for autism [16] and heterozygous mice lacking one copy of the Neurobeachin gene were reported to have behavioral deficits that are reminiscent of symptoms observed in autistic patients [17] . Considered by some as a disorder of early synaptic development [18] the results reported by Miller et al. suggest that electrical synapses could contribute, together with alterations in chemical transmission [17] , to the pathological processes underlying autism spectrum disorders. Consistent with this possibility, it was suggested that brain desynchronization could contribute to autism [19] . Disruption of electrical synapses formed by the gap junction-forming protein connexin 36 in the inferior olive (a brainstem structure involved in fine motor control that heavily relies in electrical synapses) might impede the synchronization required for the development of various motor acts, including the acquisition of normal language skills [19] . Electrical synapses are known to promote coordinated neuronal activity and are primarily formed by connexin 36, which is widely expressed in mammalian brain [20] . Electrical and chemical synapses closely interact during brain development and early disruption of electrical synapse formation can lead to defects in the formation of chemical synapses (for review see [2] ). In this way, a reduction in the formation of electrical synapses would lead not only to decreased synchronization of neuronal activity but also to deficits in the formation of chemical synapses, resulting in defects and subsequent dysfunction of critical neural networks. Because electrical synapses in the Mauthner cell network are formed by fish homologs of connexin 36 [13] , the data reported in Miller et al. have important pathological implications and opens a new avenue of investigation of the mechanisms underlying autism spectrum disorders.
Thus, altogether the results suggest that, rather than electrical or chemical, synaptic communication should be considered a single entity, which is electrical and chemical, and that information within neural networks is simultaneously communicated by combining these two complementary modalities of synaptic transmission.
Linguists have long identified sound changes that occur in parallel. Now novel research shows how Bayesian modeling can capture complex concerted changes, revealing how evolution of sounds proceeds.
Claire Bowern
English speakers who study languages such as German, French, or Spanish are accustomed to coming across words that are similar to their English counterparts. For example, many words that start with p in English start with pf in German, such as plum -Pflaume, pan -Pfanne, penny -Pfennig, and so on. Sister languages show many such regularities, and this has formed the cornerstone for research on language change for nearly two centuries [1, 2] . These regularities have allowed linguists to discover many of the processes of language evolution, and how language evolution may be similar to biological evolution. Now, in this issue of Current Biology, Hruschka and colleagues [3] have identified regular sound change as a process similar to concerted evolution in biology. They provide the first statistical model which allows us to study the properties of regular sound change systematically, as well as to compare it to concerted evolution.
How Sound Change Works
All languages have a set of distinctive sounds, called 'phonemes'. These are abstract sound categories, which in combination make up words. The word pat, for example, has three phonemes (p, a, and t). The substitution of one phoneme for another changes the meaning of the word, or turns a word into a non-word. For example, the difference between pat and cat is the first phoneme (p in the first case, k in the second).
Phonemes are articulated in different ways. The realization phonemes change according to the position at which they occur in the word, the surrounding phonemes, and physiological traits of the speaker pronouncing the word. For example, the pronunciation of the /k/ phoneme in cat is different from the same phoneme in key. In the latter word, the front vowel pulls the tongue blade forward, leading to a more forward pronunciation. Aspiration is another example. Consider the difference between the t in pat and the t in tap. In the second case, the t has a puff of air (called 'aspiration') which is absent from the t in pat. However, no English speaker would consider that pat and tap don't otherwise have the same phonemes. Finally, the distinctive realization of phonemes is what produces different accents. The distinction between phonemes and their realization is somewhat akin to the genotype-phenotype distinction in biology.
The pronunciation of phonemes can change over time. This is called 'sound change'. Within a language, individuals have different realizations of phonemes. These realizations are subject to selection pressures at both the individual and population level [4] . For example, some variants undergo positive selection and spread because they are easier to perceive. In our example of the different realizations of k above, for example, a fronted k before a front vowel enhances the cues for the following vowel. Other variants may be positively or negatively selected because they are associated with particular social groups [5] . Over time, these changes may lead to changes in the phonemes themselves. In my German example above, for example, p has become an affricate pf.
Linguistics and Biology
At this point, biologists will no doubt be thinking of numerous parallels between linguistic and biological evolution. Words are somewhat like genes: they are transmitted vertically, and the nucleotide or phoneme sequences they comprise can change individually or concertedly. There are many broad similarities between linguistic and biological evolution [4, 6] ; for example, both involve homologous units which descend from common ancestors, which allow us to trace the history of those descent patterns using evolutionary models.
'Concerted change' is central to historical linguistics. It was the regularities in correspondences which first allowed linguists to provide principled definitions of language relationships [7] , by showing that such changes lead to systematic similarities which could not arise by chance. Sporadic, irregular changes do occur, but they are concentrated in certain sound sequences, or are the result of changes in word structure, or reflect loans from related languages.
Though the parallels between linguistic and biological evolution have been discussed since Darwin [8, 9] , until the last ten years the two disciplines have used different
