ABSTRACT Application mapping of disseminated intellectual property into Network on Chip (NoC) is a well-defined NP-Hard problem. Improvement of network performance in NoC is purely based on an effective mapping approach with cost and performance metrics optimization which includes area, power, delay, reliability, and thermal distribution. A self-adaptive mapping approach for NoC is proposed in this paper. In this method, the self-adaptive chicken swarm optimization algorithm (SCSO) is used for an effective mapping, which has never been applied with NoC. The proposed method reduces the power consumption of NoC through a cognitive base using shared K-nearest neighbor clustering method and it offers faster mapping over standard and randomly generated benchmarks. The experimental results indicate that the proposed method outperforms existing bio-inspired metaheuristic algorithms, especially for large application graph.
I. INTRODUCTION
As the number of intellectual property (IP) cores embedded to the System on Chip (SoC) is increasing, the flexibility and performance of the overall system is getting degraded. In this scenario, Network on Chip (NoC) is emerged as a new promising technology which improves the performance and flexibility [1] . In a NoC, the IPs are communicating among themselves through switch fabric (router) connected in some standard topology. Each IP core in a NoC is connected to a router. Usual data exchanges between IP cores are replaced with message passing technique through switch fabric [1] , [2] .
According to many-core system principle, NoC contributes up to 40% of the total system power and it becomes significant role in the performance of network [1] , [2] . Selection of an on chip interconnect architecture for NoC based system significantly impacts area, power and latency [2] . Based on the interconnection networks, various standard topologies are developed for NoC. Among the existing conventional topologies, mesh topology is the most popularly used one [3] . Mesh topology offers regular interconnect structure with short
The associate editor coordinating the review of this manuscript and approving it for publication was Abderrezak Rachedi. communication path among IP cores and high bisection width. Further, mesh provides an equal size links with regular fixed structure. Based on this context, several mapping techniques were proposed over exact and search based method. Further, the power, area and latency reduction in NoC is possible strictly through the proper analytical modeling.
As mapping is a well-accepted NP-Hard problem, search based mapping approach offers an optimum solution over performance metrics of NoC. Hence, the selection of good heuristic / metaheuristic algorithm plays a vital role in the efficiency of solving ''hard'' problem. Metaheuristic algorithm is a universal solution method which facilitates an interaction between local improvement procedures and high level strategies. Further, it must be good in both exploration and exploitation. Exploration is related with global search (diversification) and exploitation is related with local search (intensification). Global search doesn't need an initial solution and its goal is to find global optima of the cost function and local search helps to locate the global minimum accurately on the search space. Based on this context, self-adaptive chicken swarm optimization (SCSO) is considered in this work. SCSO offers a proper balancing between exploration and exploitation to avoid premature convergence.
To analyze the performance metric of NoC, present work considers two models: power and communication cost of the total network. This work also presents the SCSO for an effective trade-off between performance metrics and faster mapping over 2D and 3D NoC. This method facilitates to create a cognitive base for an initial mapping of IPs and SCSO improves the power minimization and computation speed with the following contributions:
(i) To estimate the total amount of weight for each core, the core is selected randomly from directed application core graph (DACG). This step ensures the neighbors of selected core with direct connection.
(ii) To prepare the cognitive base, the average communication cost has been calculated for each core and arranged them in different clusters using shared K-nearest neighbor clustering method. This has enabled our proposed algorithm to explore the promising regions of initial mapping much better.
(iii) To minimize the performance metrics of 2D & 3D NoC, proper analytical power model form [6] - [10] , [19] , [21] , [25] and communication cost model from [3] , [25] , [26] are adopted.
(iv) Mapping solutions have been obtained through selfadaptive chicken swarm optimization (SCSO) algorithm from [26] for both 2D and 3D NoC.
(v) Final mapping solution has been demonstrated with the comparison results in terms of total power and communication cost of 2D & 3D NoC. In contrast to existing bio-inspired algorithms, the proposed SCSO achieves the better optimized result over power as well as communication cost and improves the computation speed.
The rest of this paper is organized as follows: Section II explains the previous work presented in literature. Section III deals with power and communication cost models of 2D and 3D NoC. In Section IV, we introduce the proposed mapping approach with shared K-nearest neighbor clustering method. In Section V, presents the proposed SCSO for power minimization. Section VI experimental results are validated for the proposed method. Section VII presents the conclusion and future work.
II. RELATED WORK
Due to a rapid growth in NoC, mapping problem has drawn the massive attention among the researchers. The work done by Tousan et al., in [3] presents an integer linear programming (ILP) as exact mapping method for mesh based 2D NoC with energy minimization concept. ILP is a well-accepted mathematical programming approach in exact mapping. The work by Ye et al., in [4] derives the power models for switch, internal buffer and interconnects wires. The work in [5] presents the well-accepted mathematical expression of energy models for 2D NoC interconnects. As an extension of [5] , an analytical power model for 2D NoC was developed in [6] and [7] . The power model in [6] considers architecture level power model along with router power and area modeling for router. The work by Ost et al. [7] is confirmed and verified the power modeling in [6] .
Simultaneously, the growth in very large scale integrated (VLSI) circuit scaling introduced a rapid shift from 2D into 3D concept for NoC. The work [8] analyzes the interconnect issues over SoC and 3D NoC. The work by Pavlidis and Friedman [9] presents a well-accepted analytical modeling for zero-load latency and interconnection length for 3D planner. Modeling of through silicon via (TSV) capacitance for 3D power model is introduced in [10] and it is a well-defined model for 3D NoC. The precise arbiter leakage and area model for 3D NoC is shown in work [11] . The work [12] , derives the performance evaluation of mesh based 2D and 3D NoC with the perception of energy dissipation among the cores and wiring area. The work [13] , exploits a proper mathematical model for communication cost by considering both vertical and horizontal hop counts in 3D NoC.
The work [14] exploits the detailed survey of application mapping strategies for NoC and it deals with study of different mapping approaches proposed in the last decade. According to [14] , a heuristic based mapping approach offers a better result in the optimization over network performance metrics. In [15] , simulated annealing (SA) is adopted as a metaheuristic algorithm for an efficient mapping with communication requirements of IP as constraint for 2D NoC. Although SA is good in exploitation, it takes long times to find near optimal solution. Mapping through scheduling with ant colony optimization (ACO) for 2D NoC was introduced in [16] . As mapping is a NP-Hard problem, the probability distribution in ACO changes by its iteration and time for converging with optimal solution is uncertain. The work [17] exploits the multi objective based mapping approach for different topologies of 2D NoC using genetic algorithm (GA) as a heuristic. Further, GA performs well at exploration and the efficiency of algorithm is purely dependent on selection of proper parameters rates. The particle swarm optimization (PSO) is utilized as mapping strategy on both 2D and 3D NoC with communication metric as an objective function in [18] . In comparison with GA, PSO has faster convergence rate with a relatively small population size. However, PSO can be easily trapped into local minima especially with complex problems. To address the issue of [15] , the work [19] presents a power aware mapping approach using simulated annealing with tabu search (SAT) for 2D NoC.
Concurrently, the development of a heuristic based mapping for 3D NoC also gets more attention. The work [20] presents a dynamic mapping approach using ACO for mesh based 3D NoC. The work [21] exploits the power optimization of 3D NoC using GA and PSO for mesh topology. The work [22] presented an effective routing algorithm for mesh topology called 3D-POM for improving the data communication efficiency among 3D NoC and to reduce the unwanted propagation delay between the source and destination nodes. The core and communication power minimization through ILP for mesh based 3D NoC is explored in [23] . The bat algorithm (BA) is introduced in [24] for the VOLUME 7, 2019 energy aware mapping technique for 3D NoC. On the other hand, BA requires an improved control strategy to switch between exploration and exploitation at the accurate instant and it needs proper parameter tuning for a better search. A knowledge based memetic algorithm is established in [25] for multi-objective application mapping approach for 3D NoC. The work [25] exploited the proper analytical model for power, area and delay for 3D NoC. However, the existing approaches in [15] - [17] , and [20] - [24] adopt a conventional mapping method which causes larger computation time over power minimization in 3D NoC and most works follow static algorithm approach. The control parameters / constraints of mapping approach need to be set before the algorithm begins and it supports virtually a static mapping over 3D NoC.
According to literature survey of heuristic based mapping approach [15] - [21] , [24] , the existing bio-inspired metaheuristic algorithms are not good in balancing between randomness and determinacy of finding the optima. To address this issue, we present a self-adaptive based mapping approach using shared K-nearest neighbor clustering method with self-adaptive chicken swarm optimization (SCSO).
III. POWER AND COMMUNICATION COST MODEL FOR NOC
In this section, power and communication cost models of 2D and 3D NoC have been analyzed.
A. POWER MODEL
In this work consider both global link and router power for the power model for 2D and 3D NoC. The global link power (P g ) is estimated using [6] , [7] and [19] , [25] as follows
where P s , P sh and P st represent circuit switching power, short circuit power and static power respectively. The estimation of router power is shown clearly in [6] and [19] . According to [10] , for 3D NoC P s is purely dependent on horizontal (P hs ) and vertical (P vs ) switching power. The P vs can be modeled with the help of through silicon via (TSV) capacitance (C tsv ) and the estimation is explained in [10] . The total power consumption for 2D and 3D NoC (P Tot ) can be estimated in [19] and [25] as follows
where w ij and λ ij represent the weight and traffic distribution matrix respectively. Estimation of w ij and λ ij is shown in [21] and [19] , [27] .
B. COMMUNICATION COST MODEL
The quality of mapping approach is defined by the total communication cost of application under mapping [14] . The total communication cost between core v i and v j (C T ) considers sum of horizontal (C h ) and vertical (C v ) communication cost [13] . Based on the mapping of cores in layer location (x, y, z), C h and C v can be estimated as follows
where hc ij,x , hc ij,y and hc ij,z represent the hop count between core v i and v j in dimension x, y and z respectively; n represent the number of core presents in the network. The C T among cores in 2D and 3D NoC can be calculated using well accepted model presented in [13] , [14] .
where δ is the difference between C v and C h in (5). We set δ as 0.15 and the suitable value of parameter δ can be fixed with continuous exercise. In the view of 2D and 3D NoC, an effective mapping can minimize the C T by reducing the number of hops exists among the cores significantly [14] , [27] , [28] .
IV. PROPOSED MAPPING APPROACH FOR NOC
Proposed mapping approach adopts the graph theory concepts to map DACG into communication task graph (CTG). Fig. 1 represents the standard mesh structure of 2D and 3D NoC
A. PROBLEM FORMULATION FOR MAPPING
Definition 1: A DACG graph G = (V, E, C) consists of nonempty set V of cores in the application, E is said to be set of directed edges by means of an ordered pair of elements V, and C is a mapping from the set of edges E to communication traffic unit with MB/s [19] , [25] , [27] .
and
A. Alagarsamy et al.: Self-Adaptive Mapping Approach for NoC Definition 2: A communication task graph (CTG) H = (T, L, R) consists of a set T of tiles/nodes present in the target topology, L is said to be set of links by means of ordered pair of tiles in T and R is a mapping from the set of links L to communication bandwidth unit with MB/s [19] , [25] , [27] .
Definition 3: The deterministic routing mapping from graph G to graph H defined as follows [19] , [25] :
B. COGNITIVE BASE FOR INITIAL MAPPING
Cognitive base for initial mapping is created with five steps as follows:
Step1: From DACG, select the core randomly
Step 2: Identify the existence of direct connection with each core with matrix D
Step 3: Estimate the weight (W i ) and average communication cost (A i ) of each core v i defined as follows
where w ij represents the weight between core v i and v j ; N (v i ) is the open neighborhood of v i . The neighbor is identified by
W i and A i of each core provides the information of communication traffic over each core.
Step 4: Identify the hop counts between Source (v i ) and Sink(v j ) through the hops matrix H = H ij . The matrix indicates the minimum possible links to communicate between the source and sink among the cores. Let d(v i , v j ) be the shortest path between the core v i and v j and N (v i , v j ) be the number of hops in path d (v 
Step 5 
where K represents the neighbors' list size. o and p indicate the positions of shared near neighbor in v i and v j list, respectively. At the end of Step 5, a cognitive base will be created with clustered DACG. Fig. 2a represents the VOPD benchmark before clustering and Fig. 2b represents after clustering.
In the perception of initial mapping with Fig. 2b , each cluster in the cognitive base is represented by communication traffic density through W i and A i along with information of neighbor cores. On selection of each cluster for mapping from cognitive base, the neighbor cores are also mapped along with selected cluster. As a result, mapping process will complete with in eight steps instead of sixteen steps by a conventional mapping approaches. The initial mapping of VOPD through cognitive base is shown in Fig. 2c . In this work, random procedure has been adopted as a mapping technique for initial phase of mapping. Further, the output of initial mapping is taken as an input for SCSO algorithm for the minimization of power and communication cost of 2D and 3D NoC. Fig. 3 describes the flow chart for an initial mapping approach.
V. MAPPING USING SCSO
In this section, fitness function for optimization and effective mapping using SCSO for NoC has been analyzed.
A. FITNESS FUNCTION FOR OPTIMIZATION
In this work, communication cost and power based optimization has been adopted for a successful 2D and 3D mapping. Further, the fitness function is formulated in such a way that none of the elements in fitness function will dominate the process of optimization [19] . The fitness function for minimization can be expressed as [25] Minimize :
where n 1 , n 2 and n 3 represent the number of layers presents in the 3D NoC and n 3 = 1 represents the 2D NoC; ω P and ω C represents the controlling factors of power and communication cost. The effectiveness of any fitness function can get cancelled by assigning the respective control factor into zero [19] , [25] .
B. CHICKEN SWARM OPTIMIZATION (CSO)
Initially, chicken swarm optimization (CSO) is proposed in [26] . Earlier, CSO has never been applied for NoC mapping problem. CSO mimics the class-conscious order in the chicken swarm and its behavior. CSO starts with set of groups which holds {R, H , C, MH }, presents in the swarm intelligence where R, H, C and MH indicate the number of roosters, VOLUME 7, 2019 the hens, chicks and mother-hen. According to the behavior of searching food, swarms are segregated into hierarchical order. Further, the swarm with best numerous fitness values would be considered as R, the swarm with worst numerous fitness values are designated as C and others will be considered as H. The MH is established randomly between H and C [26] . R will always dominate in searching food and H will follow its group-mate R. The C will search for around the MH. CSO initial population can be represented mathematically as follows [26] 
where x t i represents the i th individual swarm velocity at time t; N represents the total number of population; rand (0, σ 2 ) represents Gaussian distribution with 0 mean; standard deviation σ 2 and its estimation is clearly indicated in [26] . The H competing for food can be expressed as
Rand [0, 1] represents a consistent random number; r 1 is a rooster index and r 2 indicate rooster/hen index (chicken); α and β indicates rooster and chicken group; f indicates the fitness value of its corresponding x.
C. SELF-ADAPTIVE CHICKEN SWARM OPTIMIZATION (SCSO)
In this paper, we modified the general CSO into self-adaptive CSO which is more suitable for mapping approach. Selfadaptation in CSO provides two advantages over control parameters of swarm population as follows.
(i) Setting of control parameters is not compulsory before the algorithm begins.
(ii) Control parameters can be added /adopted dynamically during run which will ease the identification of feasible fitness value over the search space.
The self-adaptation of CSO is recognized by concealing the control parameters into representation of swarm population and authorizing them to undergo an operation of the dynamic operator. Virtually, SCSO mimics the dynamic mapping approach over conventional static mapping method. SCSO can be represented mathematically as follows
The control parameters like rooster (x t r1 ) and chicken (x t r2 ) velocities are changed according to the following representations where ζ 0 and ζ 1 represent the learning rates and it varies between 0 and 0.1 while rand 0 and rand 1 [0,1]. lb and ub denote lower bound and upper bound values, respectively. The C always moves around the mother for food and its velocity position can be expressed as
where x t+1 i is purely dependent on equations (23) and (24). x t MH ,i represents the position of mother hen. F represents the random movement of C and F (0, 2). According to self-adaptive over CSO the equation (25) can be re-written as (34) where η represent swarm control factor and it varies between 0and 1; L is the knowledge factor, which points out that C learns from the R in the subgroup and represents the self adaptive co-efficient for the C, which will vary (0,1). 
D. SCSO FOR NOC MAPPING
The early swarm population is generated from the output of initial mapping during the time t = 0. Based on the parameter settings of SCSO, we can estimate the velocity of present global best in the core mapping using the fitness function represented in equations (23) and (24) . Based on the fitness function, the whole population is segregated into different sets according to class-conscious order in the chicken swarm. Further, the movements of swarm is updated regularly using equations (26) and (27) to identify the optimized mapping with respect to power and communication cost. The generation of new solution for improvised mapping is done using (30) , (31) and (32) . Fig. 4 represents the flow chart for the proposed SCSO.
E. PARAMETER SETTINGS OF SCSO
The proposed SCSO needs to set with the basic parameters to verify the effectiveness of swarm intelligence. To obtain an exceptional solution with SCSO, the parameter values are chosen purely based on the number of trial run and satisfactory performance. The selection of parameter values also depends on properties of application. The values of parameters need not to be the same for all the application. The swarm population is set to 25 and number of iteration is limited to 50. The values of rand 0 and rand 1 are set to 0.15 * N and 0.5 * N. The set values of parameters remained unchanged for both 2D and 3D NoC mapping. The effectiveness of the proposed SCSO is validated for fitness function of power and communication cost.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
To evaluate the performance of the proposed method, various experiments are conducted over standard NoC benchmarks and random generated benchmarks using test graph for free (TGFF) tool [29] . The proposed methodology is also verified for both 2D and 3D NoC with other bio inspired algorithms like SA, ACO, GA, PSO, SAT and BA. The heuristics are coded using C++ and the performance of mesh based NoC is evaluated using cycle accurate network simulator Booksim 2.0 [30] and Orion 3.0 [31] . Simulators are modified according to 2D and 3D NoC and all the experiments run on a PC Intel core i7 -8 GB RAM, 3.5 GHz processor. Table 1 represents the details of standard NoC benchmarks with 2D and 3D mesh sizes.
A. PERFORMANCE OF SCSO FOR 2D AND 3D NOC AGAINST COMMUNICATION COST WITH STANDARD NOC BENCHMARKS
In this section, performance of the proposed SCSO over communication cost is estimated and analyzed against existing bio-inspired mapping algorithms. Table 2 represents the estimation of communication cost (Hops × Bandwidth) for 2D NoC with MPEG-4 [14] and VOPD [19] benchmarks. The proposed SCSO is also compared with ILP [3] based exact mapping technique for 2D NoC (2D-ILP). In the view of communication cost estimation, ILP is considered as one of the best method in exact mapping technique [3] , [14] .
Based on the obtained results from Table 2 , the proposed SCSO offers the same results of exact mapping approach. Table 3 indicates the percentage of deviation from ILP based mapping technique over heuristic based mapping algorithms for 2D NoC. However, the results indicate that the proposed SCSO offers the best result in comparison with other bio inspired algorithms. SCSO and BA [24] based mapping technique offer zero percentage deviation for MPEG-4 and VOPD from ILP. However, on an average the proposed SCSO takes 63.60% less computation time compared with existing mapping algorithm. The communication cost and computation time of standard NoC benchmarks for 2D NoC are represented in Table 4 . In this work, we adopt 3D mesh structure [7] , [10] for the performance analysis of SCSO. Further, 2D ILP is modified with respect to communication cost for 3D NoC by the method followed in [18] and it is named as 3D ILP. From Table 5 , if we compare the proposed mapping technique with 3D ILP, it is found that, except for VOPD, SCSO produces similar results as 3D ILP with less computation time.
B. 2D AND 3D NOC MAPPING AGAINST COMMUNICATION COST WITH RANDOM GENERATED NOC BENCHMARKS
In this work, to validate the proposed SCSO, we have considered random generated benchmark using TGFF tool [29] to generate few DACG with 64 and 128 cores. The communication traffic among the cores is varied from 20 to 1200 MB/s for some set of graphs and from 50 to 200 MB/s for others. The random graphs follow the behavior of heterogeneous communication among the cores. The degree of nodes with respect to in and out differs from 1 to 10 to produce both high and low communication traffic graphs. Further, 64 core graphs are implemented in 2D NoC with 8 × 8 mesh structure and in 3D NoC two layers (4 × 8 × 2) and four layers (4 × 4 × 4). 128 core graphs are implemented in 8 × 16 structure for 2D NoC and in 3D two layers (8 × 8 × 2) and four layers (4 × 8 × 4) structure. Tables 6 and 7 represent the performance comparison for 2D and 3D NoC for random generated benchmarks. Based on the obtained results from Table 6 , on average, the proposed SCSO has 12.06% improvement over GA, 11.96% over PSO and 6.35% over BA for 2D NoC. Similarly, the results of 3D NoC show that proposed SCSO has average improvement of 14.60%, 14.33% and 8.46% over GA, PSO and BA respectively for two layer realization. Further, SCSO VOLUME 7, 2019 TABLE 6. Communication cost and computation time for random generated graphs of 2D NoC. has 15.38%, 14.98% and 8.43% improvement for four layer realization.
C. PERFORMANCE OF SCSO FOR POWER OPTIMIZATION WITH 2D AND 3D NOC 1) ANALYSIS OF ROUTER POWER
The power model of 2D and 3D NoC has been estimated with 90nm technology for an analysis. Further to study and analyze the power model for router, a set of routers with different number of ports and buffer size are modeled in VHDL [19] .
To validate the router power consumption, a group of experiments is performed using Synopsys R Design compiler, VHDLSIM and Power Compiler tools to compute power consumption of routers (4, 5, 6, 7 and 8 Port) with different operating frequencies [19] .
In general, router power is proportional to number of ports and traffic traces on each port [19] . Further, SCSO needs to maintain number of ports per each router as minimum as possible, route the traffic traces within the minimum port and maintain the shortest traffic path to reduce the link power. 
TABLE 9.
Computation of total power (w) for 2D NoC with mesh topology for Random Generated Graphs.
2) ANALYSIS OF SCSO MAPPING FOR 2D POWER MINIMIZATION
In this section, the power model is considered for the performance analysis of 2D with SCSO mapping approach. Predictive Technology Model (PTM) has been adopted to obtain the parameters of interconnection links and devices using BSIM3 model in [32] . To evaluate the effectiveness of the proposed algorithm, SCSO has been implemented with both standard and random generated benchmarks. In this work, ILP has been considered as an exhaustive search (ES).
For standard benchmark, the comparative study with average percentage of improvement on power minimization with existing bio inspired algorithm and average percentage of deviation from ES for 2D NoC is shown in Table 8 . From the results of Table 8 , the proposed SCSO has an average improvement on power minimization of 23.70%, 19.99%, 14.71%, 14.50%, 18.30% and 7.68% over SA, ACO, GA, PSO, SAT and BA respectively.
Similarly, ES has an average deviation of 33.25% over SA, 26.83% over ACO, 18.90% over GA, 18.55% over PSO, 23.97% over SAT and 9.76% over BA. Finally, the proposed SCSO outperforms existing mapping algorithms by 1.09% deviation from ES. For MPEG-4, VOPD and MWD benchmarks, the estimation of total power consumption for each ten mapping tasks of 7 algorithms is executed and shown in the boxplot in Fig. 5a , 5b and 5c respectively. As a result of boxplot, the proposed SCSO indicates less power consumption than existing heuristics. Table 9 represents the comparative study of 2D NoC for random generated benchmark. From the experimental results, the proposed algorithm has 10.55% improvement on power minimization over GA, 10.48% over PSO and 5.94% over BA. Similarly, SCSO has 16.95 % computation time (seconds) improvement over GA, 17.10% over PSO and 10.22% over BA.
3) ANALYSIS OF SCSO MAPPING FOR 3D POWER MINIMIZATION
In this section, the proposed SCSO is applied for power minimization in 3D NoC over random generated graph. As like Section V.B, the TGFF generated graphs are implemented with two and four layers mesh structure for both 64 cores and 128 cores. Table 10 represents the computation of total power and computation time for 3D NoC. The experimental results form Table 10 indicates that the proposed SCSO for two layer 64 and 128 cores outperforms existing bioinspired algorithms. SCSO has 14.66% improvement over GA, 14.22% over PSO and 5.82% over BA. For four layers, SCSO has 15.91% over GA, 14.88% over PSO and 6.82% over BA.
Cognitive base for initial mapping approach improves the mapping speed of SCSO. The issuance of the new set of swarm population using self-adaptive method and the estimation around new swarm helps to improving the quality of fitness function by updating the local minima if the algorithm VOLUME 7, 2019 identifies the new local minima than the existing. Further, results of Table 10 prove that SCSO has better computation time with 16.77% over GA, 16.75% over PSO and 10.89% over BA for two layer 3D NoC. For four layers, 15.28%, 15.37% and 9.81% over GA, PSO and BA respectively. The analysis of 2D and 3D NoC shows that the SCSO performs better for large application graph.
4) PERFORMANCE COMPARISON OF SCSO OVER PSO AND BA
To evaluate the performance of the proposed SCSO, the effects of throughput and latency are analyzed with uniform and non-uniform synthetic traffic pattern with mesh topology. The uniform and non-uniform synthetic pattern is an approach for characterizing the message transfer among the cores present in the network. The arbitrary traffic represents the most generic case, where one core transfers the message (read/write) to other core with the uniform probability. As a result, destination core can be chosen arbitrarily with uniform probability distribution function [25] . In the nonuniform synthetic pattern, each core transfers the message to other core with equal probability except for a certain core which receive the messages with a greater probability [33] , [34] .
The performance of mesh based NoC is evaluated using XYZ routing algorithm [30] with modified cycle accurate network simulator Booksim 2.0 [28] and Orion 3.0 [31] . The average latency and throughput of the proposed algorithm are explored for two layer mesh approach for 128 cores bench mark. Fig. 6(a) -(c) represent performance of average latency under uniform traffic pattern over G1, G3 and G4 of random generated benchmark for 128 cores respectively. The performance gain of the proposed SCSO is attained through the effective router selection with minimized arbitration delay. Fig. 6 (d)-(f) represent another performance of throughput. Further, throughput of the proposed mapping approach is comparatively better than existing heuristics with reduced average hop counts. Fig. 7(a)-(c) represent the performance of average latency under non-uniform traffic pattern over G1, G3 and G4 of random generated benchmark for 128 cores respectively and Fig. 7(d)-(f) represent the performance of throughput. Further, the average latency of the proposed SCSO over 128 cores has been estimated near to saturation point of 0.4 under uniform and non-uniform pattern. As a result from Fig. 7(a)-(c) , SCSO has 37.41% average latency improvement over G1, 17.81% over G3 and 25.55% over G4 with uniform pattern against the existing heuristics. Similarly, SCSO has 22.57% improvement over G1, 22.37% over G3 and 25.55% over G4 with non-uniform pattern. The average latency is directly proportional to hop counts in the network [33] , [34] . The proposed SCSO offers the best latency and throughput in comparison with GA, PSO and BA for mesh topology through the minimized hop counts mapping approach.
5) INTERPRETATIONS
Based on the results of various performance experiments with self-adaptive based mapping approach with SCSO, the following interpretations are identified:
1. The initial mapping of existing heuristics based mapping approach for NoC like SA, ACO, PSO, GA and BA normally starts with random mapping technique. However, the proposed mapping approach forms the cognitive base with clustered DACG through shared K-nearest neighbor clustering method. Each cluster in the cognitive base is represented by communication traffic density through W i and A i along with information of neighbor cores. This approach offers faster initial mapping over standard and random generated benchmarks.
2. In comparison with existing heuristic methods, CSO offers very promising performance because it inherits the major properties of many heuristic algorithms like PSO and differential evaluation etc,. Further, the swarm intelligence level of CSO is much better in comparison with PSO and BA.
3. CSO starts with set of swarm groups. Based on the behavior of searching food, swarm groups are segregated into hierarchical order. The swarms of various groups form as a team and coordinate themselves to search for a food. This chicken diverse movement in CSO offers well in balancing between randomness and determinacy of finding the optima.
4. Self-adaptation in CSO offers two advantages over control parameters of swarm population: (i) Setting of control parameters is not compulsory before the algorithm begins and (ii) Control parameters can be added /adopted dynamically during run which will ease the identification of feasible fitness value over the search space.
5. The quality of mapping approach is defined by the total communication cost of application under mapping [14] . The communication mode for 3D NoC has been carefully analyzed by considering both vertical and horizontal directions.
6. To analyze the efficiency of the proposed mapping approach, SCSO has been implemented with both 2D and 3D NoC and the results are compared with existing heuristic algorithms. The results prove that SCSO outperforms existing bio-inspired metaheuristic algorithms, especially for large application graph.
7. To identify the effectiveness of the proposed algorithm over power minimization for 2D NoC, SCSO was carried out against ES to analyze the average percentage of deviation. The results show the efficiency of proposed SCSO with minimum deviation against ES.
8. Finally, to evaluate the performance of the proposed SCSO, the effects of throughput and latency are analyzed with uniform and non-uniform synthetic traffic pattern with mesh topology. The results show that the proposed SCSO offers the best latency and throughput in comparison with GA, PSO and BA for mesh topology through the minimized hop counts mapping approach.
VII. CONCLUSION
In this paper, we presented self-adaptive chicken swarm optimization (SCSO) based mapping approach for 2D and 3D NoC with mesh topology. The effectiveness of mapping approach is evaluated with power and communication cost for standard and random generated NoC benchmarks. The competency of the proposed SCSO was assessed by different experiments over alternative heuristics algorithms like SA, ACO, GA, PSO and BA. The experimental results revealed that SCSO outperforms other bio inspired algorithms with minimization of both power and communication cost. The performance analysis against the average latency and throughput was done and the results prove that SCSO offers better performance for both uniform and non-uniform traffic patterns.
Further, this work can be extended in two directions. First, more 2D and 3D topologies to evaluate the performance of SCSO can be considered. Second, SCSO can be assessed for application mapping with other performance metrics like area, delay and reliability over 2D and 3D NoC.
