The problem of proving a particular binomial identity is taken as an opportunity to discuss various aspects of this eld and to discuss various proof techniques in an examplary way.
Introduction
In this article I want to highlight some aspects of "binomial identites" or "combinatorial sums" in an exemplary way. Writing such an article was motivated by a question that I was asked in spring 1992, and by my subsequent investigations on it:
Can you show that the binomial identity 
holds for all nonnegative integers n ? I had not seen this identity before, and was attracted by the amazing way in which it relates the famous Ap ery numbers a n = P k ? n k 2 ? n+k k 2 with the sums of cubes of the binomial coe cients f n = P k ? n k 3 . Recall that R. Ap ery's original proof of the irrationality of (3) made crucial use of the fact that the numbers ( a n ) n 0 satisfy a linear second-order recurrence with polynomial coe cients:
(n + 1) 
I refer the reader to A. v.d.Poorten's entertaining and highly instructive presentation 55] of Ap ery's proofs and the history(ies) around it. In particular, note that even for a clever mathematician it may be a hard task to verify (2) , as can be seen from the following quotation 55, p.200] :
email: strehl@informatik.uni-erlangen.de ... To convince ourselves of the validity of Ap ery's proof we need only complete the following exercise:
Let a n = P k ? n k 2 ? n+k k 2 , then a 0 = 1, a 1 = 5 and the sequence f a n g satis es the recurrence (2). ... Neither Cohen nor I had been able to prove this in the intervening two months ... 
For this reason, I will call these numbers Franel numbers in this article.
Only after a while I learned that problem (1) originated from a question that the numbertheorist A.L. Schmidt from Copenhagen had asked:
De ne rational numbers ( c k ) k 0 , independent of n, by 
Is it then true that all these numbers c k are integers ? Note that the sequence ( c k ) k 0 is uniquely determined by (5) , but all one can see directly from their de nition is the fact that the numbers ? 2k k c k ; (k 0); are integers. Question (5) had been investigated by W. Deuber, W. Thumser, and B. Voigt from Bielefeld, who extracted (1) as a conjecture from numerical calculations. Thus (1) is much more than an arbitrary binomial identity, it is a statement of number-theoretical interest, claiming not only that the inverse of the sequence of Ap ery numbers under Legendre transform (in the sense of A.L. Schmidt, see 45] , 46] , 47]), is an integer sequence, but that this is precisely the sequence of Franel numbers. (The naming is due to the fact that the numbers ? n k ? n+k k are the coe cients of the Legendre polynomials, see section 3.1 below). The fact that both sequences, satisfying linear second-order recurrences of the same type, are related via this transform, is an interesting result by itself, and this aspect is pursued in more detail in section 3.6, 4.3, and 52]. The present article gives a report on some of my investigations concerning identity (1) and the original question (5) . Indeed, in section 3 I o er six di erent proofs of (1), thus illustrating the many facets that such a simple (?) binomial identity can have. Even if I think that the beauty of (1) merits an investigation per se, I will take it here as an exemplary case. Each of the proofs and proof techniques of section 3 bears its own potential for variation and generalization -some of the possibilities are outlined in section 4.
The reader will notice that three aspects are of main interest: the hypergeometric nature of binomial identites, the combinatorial models involved, and the recent availability of algorithmic tools for verifying automatically such identities. In the next section I will comment on each of these, rst in a completely informal way, then by discussing speci c examples. In particular, the very classic Pfa -Saalsch utz identity, which is used in one of the proofs of (1), will be considered under these various aspects. It is clear that in this article I cannot give a detailed treatment of any of these aspects in general, as they deserve. But I hope that the reader will get an idea of what is going on, and there are enough references given for further study.
2 Binomial Identities 2.1 Generalities Binomial summations, or "combinatorial sums", their evaluations and identities involving them, "binomial identities", for short, occur in many parts of mathematics, e.g. combinatorics, probability, number theory, analysis of algorithms, ... Conceptually they are of a very simple nature, yet, if they occur`in practice', they can pose considerable technical problems -quotation (3) is but one witness of that. The ubiquity of binomial coe cients has resulted in a vast body of literature devoted to those identities. Apart from the many ad-hoc-approaches and straightforward, but often tedious direct manipulations, there are established techniques for dealing with them: generating functions, inverse relations, integral representations, ... , To give an informal de nition: a binomial sum is an expression P k F(n; k), where F(n; k) is a product of (positive and negative) powers of binomial coe cients, with numerator and denominators terms of these binomials involving n and k, and possibly other parameters 2 . Occasionally F(n; k) will also contain a (simple) rational function of n and k and an argument z k as factors. The summation usually runs over a "natural" domain, i.e. a nite interval of the integers, depending on the parameter n, such that F(n; k) vanishes outside this interval. This means that most often the range of summation needs not to be speci ed explicitly. Usually one considers P k F(n; k) as a function of n, where n is supposed to vary over the nonnegative integers.
Given such a F(n; k), one may ask whether f(n) = P k F(n; k) has an evaluation in`closed form', which roughly means that it can be written as a product of powers of binomials involving only n (and possibly the other parameters), together with a rational (in n) function as factor; or (if a closed form evaluation does not exist), what else can be said about f(n) as a function of n -exactly or asymptotically. whether there are similar G(n; k), with speci ed properties perhaps, such that P k F(n; k) = P k G(n; k) for all n 0. Or, similar to the problem (1), we may have F(n; k) and G(n; k) given, and ask whether P k F(n; k) = P k G(n; k) (n 0), and how this can be proved if equality has been checked for some initial values, even if we know that both sides are not evaluable in closed form. Similar questions can be asked, for multiple sums, of course.
Hypergeometric aspects
It is a fundamental observation that binomial sums can, as a rule, be written as terminating hypergeometric series. Hence,`closed form' evaluations of binomial sums will most likely correspond to the classical evaluations known for hypergeometric series, and identities P k F(n; k) = P k G(n; k) involving binomials will most likely correspond to terminating cases of the classical transformation formulas known for these series -see e. Apart from the fact that many results from the literature on special functions contain binomial identities as special cases, the main virtue of the hypergeometric approach lies in its normalizing character -rewriting binomial sums as hypergeometric series establishes indeed a kind of normal form -up to standard transformations. Many results from the literature, proved by various ad-hocmethods, turn out to be equivalent when looked at from the hypergeometric point of view, even if they look very dissimilar at the surface -this is especially true for the many binomial incarnations of the Chu-Vandermonde identity, which all turn out to be consequences of Gauss evaluation of a 2 F 1 -series with unit argument in the terminating case. 3 But this applies also to the cryptomorphic versions of the Pfa -Saalsch utz identity, which for the hypergeometer is just the evaluation of a terminating 1-balanced 3 F 2 -series with unit argument -a case which will be used for illustrative purposes in the section 2.2.
There are many more instances of equivalent evaluations and binomial identities re ecting standard hypergeometric transforms, and a hypergeometer might be tempted to recompile and rewrite H.W. Goulds otherwise admirable and useful collection under this more systematic point of view. As to the classical, Riordan-style inversion techniques and their relation to hypergeometrics, I would like to draw attention to the forthcoming work of W. Chu 8] .
Combinatorial models
Economic and e cient as the hypergeometric approach is, there is surely more to binomial identites than just scholarly application of these`formal' techniques and tools. In many cases binomial sums arise in a`natural' situation of counting, and binomial sums should re ect, on a numerical level, two ways of counting the same set of objects, possibly with the help of clever encodings of objects and bijections. So, even if a binomial identity is "known" by being a special case of some hypergeometric identity or transformation, it is legitimate to ask for combinatorial proofs and interpretations. The result might not only illuminate the situation, but also lead to variations and generalizations (e.g. q-analogs) which are not easily "seen" from hypergeometric work.
The usual combinatorial interpretation of binomial coe cients by counting subsets, or equivalently: lattice path in a rectangular grid, or: words over an alphabet with speci ed frequencies of letters, is at the basis of many of the interpretations from binomial sums and identities, especially the easier ones. To illustrate the bene t of combinatorics at this point: the more sophisticated model of the free partially commutative monoid, introduced by P. Cartier and D. Foata in 7] in order to provide a combinatorial approach to MacMahon's "master theorem", hence to many of the known and not so known binomial identites, has not only led to new combinatorial results, but also helped to create a concept which was taken up much later by computer scientists in order to study models of concurrency (under the name of traces and trace languages). In combinatorics, the same concept is used in a very suggestive, pictorial way by X. Viennot and his school under the naming empilements or heaps of pieces -for counting purposes which are, at times, very far from binomial identities -see 58] for the basics.
From recent studies of combinatorial interpretations and properties of classical (i.e. hypergeometrical) orthogonal polynomials it has become clear that an interpretation a bit more general than the "number-of-subsets"-model is more exible: counting of injective functions, where additional parameters can often be interpreted by cycle counting, see section 2.2.2 below. Besides exibility, there is another advantage: the combinatorial models thus obtained can be integrated into a general class of models, namely (multisorted) functions with a speci ed local structure. Confronting the local and the global description of such structures, and counting them accordingly in two di erent ways, leads to insight into and extension of many of the identities and generating functions existing as "formal" results in the literature on special functions -beyond the class of identities considered here. As a (partial) explanation: a combinatorial view of multivariate Lagrange inversion (in the style of I. Gessel 27] It follows from the theory of holonomic systems, as put into action for our purposes by D. Zeilberger in the fundamental article 63], that (under certain restrictions, which are satis ed for the binomial sums we consider) a hypergeometric summation f(n) = P k F(n; k) is P-recursive or holonomic as a function of n, i.e. it satis es a linear recurrence with polynomial coe cients - (2) and (4) are typical examples with recurrences of second order. If the recurrence is rst-order, then an evaluation in`closed form' is possible.
Fortunately, in the case of interest to us, i.e. when the terms F(n; k) are proper-hypergeometric in the sense of 60], 59], as mentioned above, then a constructive proof of the existence of such a recurrence for f(n) = P k F(n; k), i.e. a di erence operator with polynomial coe cients in n, annihilating the sum as a function of n, can be given. It provides bounds on the order of the recurrence and the degrees of the polynomial coe cients in terms of the constituents of F(n; k), so that the recurrence can be obtained by the method of undetermined coe cients. Such a proof is possible even for multiple binomial sums, as elaborated by H. Wilf and D. Zeilberger, see 60] for a short presentation of the concepts and the result, 59] for a comprehensive treatment, and we shall make use of the corresponding algorithm in section 3.6 below. In the case of a single summation such a proof has (apparently) rst been given by P. Verbaeten in his work on`Sister Celine's technique', which unfortunately seems to have been overlooked until recently ( 56] , 57], see 35] for a revival).
Note the way in which holonomicity is crucial for an algorithmic approach: the sequence ( f(n) ) n 0 of values of a binomial sum is speci ed by the (minimal) polynomial recursion it satis es, together with an appropriate number of initial values. Thus closed form evaluations P k F(n; k) = g(n) (n 0) and binomial identities of the type P k F(n; k) = P k G(n; k) (n 0) can be proved by determining the (minimal) polynomial recurrences (or annihilating di erence operators) which both sides satisfy -which must be of rst order in the former case. An essential aspect of this approach is the existence of certi cates, i.e. a rational function in n; k, associated to F(n; k), which permits an easy (possibly tedious, if done by hand) veri cation by rational arithmetic of the fact that P k F(n; k) indeed satis es the recurrence found -remember the quotation (3), this is not trivial! What this means and how it works will be indicated in section 2.2.3.
To come back to the beginning of this section: it was a brillant observation by D. Zeilberger that in the case of single hypergeometric sums Gosper's method can be employed in a way which he calls creative telescoping, a term which goes back to v. 31] has become obsolete, there is room and need for other proofs, especially of combinatorial nature, because the computer-made veri cations, for all but very small cases, seem to be highly non-instructive, they apparently contain information indigestible for humans -as can be seen from the example in the appendix A.2, and they "only" con rm the truth of a certain statement. 
Examples
where the ( ) k are the shifted factorials , de ned by
Another way of writing this is ( ) k = ?( + k) ?( ) or, to point out the connection with binomial coe cients right away:
is the classical generalized hypergeometric series from the theory of special functions. The appearence of the ?-function indicates that some care has to be taken if we want to consider (6) as an analytical object. These problems are well understood and are treated in the standard literature, e.g. in 41]. Here we are only interested in the formal properties of these series, and usually we will be concerned with the case where (6) terminates after a nite number of terms because one of the numerator parameters is a non-positive integer, a 1 = ?n, say.
As a rst illustration, note that the Franel numbers f n and the Ap ery numbers a n from the introduction can be written as
?n; ?n; ?n 1 ; 1 ; ?1 
of (7) and (8) 
5 Assume n nonnegative integer in (7) and n; r nonnegative integer in (8) .
which, when applied twice, (17) which is the Pfa -Saalsch utz identity. Again, this result appears in the literature on binomial identites in many disguises.
As an illustration, let us take a look at a short 
which, by specialization of the ve parameters, contains various identities to be found in the literature. 
This generating function was obtained by I. Gessel and D. Stanton ( 28] in an elegant way as a constant-term identity for two-variable Laurent series -an approach inspired by multivariate Lagrange inversion technique. In the next section I will give a short combinatorial proof of (20) , hence of (19) and (17).
Combinatorial models
The following observation is the basis of one way of combinatorially interpreting hypergeometric where cyc(f) denotes the number of cycles (within A) of f. This concept, which gives a combinatorial meaning to the building blocks of hypergeometric series, generalizes simultaneously the usual counting of subsets by binomial coe cients ( = 1) and the cycle enumeration for permutations (b = 0, which leads to the Stirling numbers of the rst kind). It was introduced as a tool by D. Foata and myself in 25] in a combinatorial study of Laguerre polynomials, where it was used to obtain a combinatorial proof of the "bilinear" generating function for these polynomials, the Hille-Hardy identity, and it opened the way to multivariate extensions from a combinatorial perspective. Just for illustration, note that the classical Laguerre polynomial L ( ) n (x) can be de ned as put on the cycles of f and g, and the points of A and B, respectively. These structures, called Jacobi con gurations, can be seen as endofunctions of two-sorted (two-colored) sets, with the (local) restriction that the preimage of each point contains at most one point of each color. Hence Jacobi con gurations are, in a sense, permutations of (ordered) binary trees, and if this idea is made precise, it leads to a short and most elegant proof for Jacobi's classical generating function for his polynomials. This approach -a gem in combinatorial enumeration -is due to D. Foata and P. Leroux 24] , and it provides more insight than the traditional`formal' or`analytical' proofs 6 . Observe that the success of the Foata-Leroux approach comes from the fact that one simultaneously has a local and a global view of the same class of structures, and does counting accordingly.
This
Even though the model of Jacobi con gurations is an elegant and most e cient one, it is not the best one in all situations where Jacobi polynomials are involved. There is a second classical presentation of the Jacobi polynomials, namely n! P As a side remark: both presentations (21) and (22) are related via a reversal of summation and an application of Pfa 's transformation (13) . The reader may imagine a combinatorial interpretation of (22), similar to the one described for (21) , and this is in fact the starting point for a combinatorial approach to the initial problem (1) and a generalization, see section 3.1, 3.2, and 4.1. The combinatorial meaning of this relation between the two di erent views of the Jacobi polynomials is fully described in 50].
As to the Pfa -Saalsch utz identity and its variations (including q-analogues) and specializations, there are several combinatorial proofs in the literature, see e.g. 7], 2], 32]. In particular, a proof by Foata 21] , which was later q-generalized by Zeilberger in 61], uses precisely this cycle-counting approach for injective functions, as decribed above. I will not reproduce it here, instead I will outline a short proof of (20) , hence of (19) , also by means of enumerating injective functions. This proof is not an ad hoc construction. Even if this may not be evident at rst sight, it represents, in a very simple situation, the general local vs. global counting technique for endofunctions as presented systematically in 50].
We is the exponential generating functions for pairs (f; g) of injections as de ned. A and B are xed, M and N vary, and we associate the variable x (y, resp.) with the points of M (N, resp.). Now look at the situation in terms of connected components. There are three types: f-g-cycles, i.e. (oriented) cycles of even length, with M-points and N-points alternating; f-g-chains, with M-points and N-points alternating, ending with a point of M (N, resp.) which is mapped by f (g, resp.) into A (B, resp.) -let us call them -structures ( -structures, resp.) and denote by (x; y) ( (x; y), resp.) the corresponding exponential generating functions. The exponential generating function for the cyclic components is clearly given by 1 1 ? x y because M-and N-points come in pairs, and it is also clear from the combinatorial picture that (x; y) and (x; y) are related by the system (x; y) = x (1 + (x; y)) ; (x; y) = y (1 + (x; y)) which shows that as desired. A similar combinatorial proof (working with ordinary instead of exponential generating functions) and a multivariate extension of the result (i.e. identity (20) ) was given by Gessel and Sturtevant 29] , and independently by Constantineau 9] . In 50] the proof of this multivariate analogue comes out as a specialization of a very general approach, which includes all the series expansions given`formally' by Carlitz in 5] -of which (20) is the simplest case.
Automatic veri cation
In this section I will give a short look at D. Zeilberger's method of proving and verifying hypergeometric identities. In order to outline the basic ideas, let us consider once again the Pfa -Saalsch utz identity in its original hypergeometric version (17) . Put
Note that the following identity -after dividing both sides by F(n; k) -(c + n)(c ? a ? b + n)F(n + 1; k) ? (c ? a + n)(c ? b + n)F(n; k) = G(n; k) ? G(n; k ? 1) (24) is in fact an identity between rational functions, since F(n + 1; k)=F(n; k) and F(n; k ? 1)=F (n; k) are rational functions of n and k. Hence (24) can be easily veri ed by any computer algebra system.
Using operator notation, with N denoting the shift in n, i. 
i.e. both sides of the Pfa -Saalsch utz identity satisfy the same rst-order recurrence, with the same initial values -hence (17) holds. To summarize: once the di erence operator S(n; N) and the certifying function z(n; k) = ?(a + k)(b + k) are presented, the veri cation of (24) and (25), hence the proof of (17) can be routinely performed by any computer algebra system (or by tedious hand calculation). The essential point is thus: nding or constructing the data S(n; N) and z(n; k), which encode all the relevant information in nite form. As indicated in section 2.1.3, the following holds: for`proper' hypergeometric input, i.e. if F(n; k) can be written in factorial notation as F(n; k) = Q i (a i n + b i k + c i )! Q j (u j n + v j k + w j )! p(n; k) x k where the a i ; b i ; u j ; v j are integers, the c i ; w j are parameters, and p(n; k) is a polynomial in k, it can be shown that there exists a linear di erence operator S(n; N) = s r (n)N r + s r?1 (n)N r?1 + : : : + s 1 (n)N + s 0 (n) with polynomial coe cients s j (n), and a rational function z(n; k), such that S(n; N) F(n; k) = z(n; k)F(n; k) ? z(n; k ? 1)F (n; k ? 1) and hence S(n; N) ?P k F(n; k) = 0, as above. A similar assertion holds in the multisum case. Bounds for the order r of S(n; N) and the degrees of the polynomial coe cients s j (n), in terms of the data entering into F(n; k), can be e ectively obtained. This allows for a determination of S(n; N) and the certi cate z(n; k) by the method of undetermined coe cients.
In the case of single sums, one can apply Gosper's algorithms to s r N r + s r?1 N r?1 + : : :s 1 N + s 0 F(n; k) with indeterminates s j , but xed order r, and a hypergeometric term F(n; k), the whole taken as a hypergeometric term in k, and decide whether there exists an inde nite hypergeometric sum w.r.t. k, a function G(n; k), say. If such a solution exists, it is a rational multiple of F(n; k), i.e. G(n; k) = z(n; k) F(n; k). The Gosper procedure provides us with the rational function z(n; k), the certi cate, and will even solve for the s j 's, i.e. nd polynomials s j (n) if the proposed order r is su ciently high. As a specimen, I include the output from the Zeilberger algorithm verifying the Pfa -Saalsch utz identity, taken directly from a program (written by D. Zeilberger himself) running under the Maple system (with input written in factorial form):
the sum of the following with respect to k -
n! (-c -k)! (a + b -c -n)! ------------------------------------------------------
The "theorem" part shows F(n; k) from (23) (up to a constant factor) and the recurrence in the form of an operator S(n; N). The "proof" gives the certi cate z(n; k) and the closed form right hand side of (17) (since the recurrence is of order 1), where rp(a,n) stands for the shifted factorial (a) n .
A few more examples are given in Appendix A.1. See also the publications by Zeilberger, Wilf-Zeilberger, and Ekhad for many more examples.
3 Six proofs of one identity
Using Bailey's bilinear generating function
In this section I will present a proof of identity (1) (1 ? t) 2 t and v = 4x (1 + y) (1 ? t) 2 t
For a more recent, elegant proof of (26) For the proof of (1) we will need Bailey's identity only in the special case = = 0. This is the case where the Jacobi polynomials P ( ; ) n (x) reduce to the Legendre polynomials P n (x) = P (0;0) n (x). For sake of clarity, let us rewrite (26) in this case: X n 0 P n (1 + 2x) P n (1 + 2y) t n = (1 ? t) ?1 F 4 1=2; 1; 1; 1; u; v] (27) Now, since P n (1 + 2x) = n X k=0 n k n + k k x k we see that the Ap ery number a n may be written as the constant term (= coe cient of x 0 ) in the product P n (1 + 2x) P n (1 + (2=x)).
In view of this, what should be done now is the following: expanding the right hand side of (27) , taking the coe cient of t n in this expansion, replacing y by 1=x in this coe cient, and nally determining the constant term (with repect to the remaining variable x) in this expression. (1) is now complete.
In section 4.1 the same procedure will be applied to the general version of Bailey's identity, and the corresponding result will be given, together with some consequences.
A combinatorial approach to the Bailey identity
In the previous section we have seen a proof of (1) distilled out of Bailey's identity. The question about a possible combinatorial proof of (1) may thus be extended into a question about a combinatorial proof of (26) . Such a proof has been given by myself in 50] 8 . To put this into the right perspective, recall from section 2.2.2 that the combinatorial models described there were originally created in order to understand and extend the Hille-Hardy identity for the Laguerre polynomials from a combinatorial point of view. This approach itself was stimulated by the surprisingly simple and transparent combinatorial proof of the corresponding result for the Hermite polynomials, the well-known`Mehler formula', by D. Foata, which led to multivariate extensions, see 19] , 23], 20]. For Hermite polynomials, the underlying combinatorial structures are matchings of complete graphs, and the superposition of matchings -which is what has to be done combinatorially in a "bilinear" situation -is very easy to understand. For Laguerre polynomials and Hille-Hardy, the superposition of injective functions is more di cult, but still manageable, see 25]. In 50] I revised the superposition technique so that many of the bilinear generating functions from the literature on special functions (see e.g. 48]) could be handled that way -but this approach is not able to deal with the more complicated case of Bailey's identity directly -which remained a challenge.
Without going too much into the details, let me mention that the combinatorial proof of (26), as given in 50], is based on the following "binomial" statement, which can be proved by clever manipulation of pairs of injective functions and cycle counting, related to the view (22) A simple proof of this identity is contained in the next section, and if one wishes, it could be wired into the derivation given above. In section 4.1 I mention the binomial identity generalizing (1) which corresponds to the full Bailey identity with parameter and . This result can also be proved combinatorially by a slight extension of the approach outlined above.
Using a Legendre inverse pair -and the computer
In this section we start from the original problem (1), write it as a n = Fortunately, these numbers t n;j satisfy a rst-order recurrence in n, as e.g. an application of Zeilberger's algorithm reveals:
(n ? j + 1) 2 N ? 4(n ? 2j)(n + 1 2 ) t n;j = 0 This allows us to obtain a closed form for these numbers: (29) is valid and hence (1) is proved again.
Using the Pfa -Saalsch utz identity
Writing (1) as a hypergeometric identity does not immediately suggest a way of proving it by using hypergeometric transformations or manipulations of binomial coe cients. But the result (29) obtained at the end of the last section suggests a way of proving (1) in two steps: rst establishing (29), then obtaining (1) through a proof of
As to (29) , I rst had a proof using standard transformations, which I will only indicate, because after a while I found a simple way of getting this result by application of two instances of the Chu-Vandermonde formula.
Note that the hypergeometric version of (29) The remaining task can be completed by suitable applications of Pfa 's identity (14) and related tools.
The interest of such a proof, when elaborated, lies in the question whether it q-generalizes routinely or not. As has been pointed out to me be C. Krattenthaler, G. Andrews and P. Paule, a q-analogization of such a hypergeometric proof of (29) , as indicated, is not so obvious.
But here is a very simple proof of (29):
Note the applications of the Chu-Vandermonde identity (11) and (12) 
Let us now show that (1) follows from (29) by an application of the Pfa -Saalsch utz identity.
We take (17) with n = j; c = 1; a = ?n + j; b = n + j + 1, i.e. 
(1 + n + j) k?j (1 + n ? k) k?j and splitting (1 + 2j ? k) k into (1 + 2j ? k) k?j (1 + j) j the last expression for our summation turns
as desired.
Applying Zeilberger's algorithm
The general algorithm of Wilf-Zeilberger ( 60] , 59]) for nding recurrence operators for hypergeometric multisums can be directly applied to the right hand side of (1) . Since an implementation of this algorithm was not yet available to me when I rst met the problem, I asked Doron Zeilberger (in June 1992) to put the double sum on his machine -and here is the result 9 : the algorithm gives back the di erence operator S(n; N) = (n + 1) and as a justi cation for this claim one is asked to "routinely verify" S(n; N) F(j; k; n) = (J ? 1)
(n?k+2)(n?k+1)(j+1) 2 (j+2)(k?j+1) 2 (k?j+2) F(j; k; n) where p(j; k; n) and q(j; k; n) are monstrously looking polynomials reproduced in appendix A.2. Note that J and K are shift operators for the variables j and k, respectively.
Recurrences and simpli cation
In contrast to the proofs presented up to here, the last proof of (1) I present will work directly with the known recurrences (4) ( (2), resp.) for the Franel (Apery, resp.) numbers. Although it deals with di erence operators, it is convenient to present it in matrix form. 
Replacing now y by 1=x and looking for the constant coe cient on both sides, as we did before, gives us To conclude this section, I will draw some consequences from the generalized identity (32) . We may use Pfa 's transformation (13) to turn the left hand side of (34) into n X k=0 n k 2n ? k n 3 k (35) and the right hand side of (34) n it would be su cient to show that 2n n 2j j e t (e) n;j (0 j n; e 1) But, according to numerical experiments, more seems to be true. I conjecture that even 2n n 2j j t (e) n;j (0 j n; e 1) holds.
Zeilberger's algorithm shows that in the cases e = 1; 2; 3 the annihilating di erence operator for the t (e) n;j (w.r.t. n) is of rst order, but for e > 3 its order is > 1, as far as I checked. The same is true if we alternatively look for a di erence operator w.r.t. the variable j. Hence we do not get a closed form expression for the t (e) n;j in these cases, and thus we cannot draw the wanted conclusions about divisibility.
For e = 3, however, we are in a similar situation as previously for e = 2 in section 3.3. The operator annihilating t (3) n;j is (n ? j + 1) If we now put Zeilberger's algorithm into action in order to obtain a di erence operator in n which annihilates this sum, then we get a result which is quite a bit more voluminous than the result in the case e = 2: it is an operator of degree 6 (!) p 0 (n) + p 1 (n)N + p 6 (n)N
Recurrences and diophantine approximation
In this section I would like to mention two aspects of identity (1) that have to do with the fact that it relates the recurrences (4) of Franel and (2) The proof of this su cient condition in 47] is given by creative telescoping, whereas in 52] this result is proved by exactly the same method -simpli cation of rational expressions -as applied in section 3.6 to the Franel-Ap ery case. The general problem of (Legendre-)conjugacy is treated to some extent in 52], where it is also shown that the su cient condition above, expressed in terms of the ve parameters, is also necessary.
Back to diophantine approximation
To conclude, let me come back to a remark from the beginning and brie y mention the use which can be made of the Franel-Ap ery conjugacy in the eld of diophantine approximation. The material of this section is due to A. Schmidt 47] .
Recall that the two sequences b n a n = (3) and that the a n = P k ? n k 2 ? n+k k 2 are integers, whereas the b n are rational numbers with denominator dividing 2 lcm(1; 2; : : :; n) 
