Abstract. This is a survey on recent progress concerning maximal regularity of non-autonomous equations governed by time-dependent forms on a Hilbert space. It also contains two new results showing the limits of the theory.
Introduction
The purpose of this survey is to describe the history and the state of the art of J. L. Lions' problem on maximal regularity for non-autonomous forms. In particular, we formulate the problem in the concrete case of parabolic equations for which it is open. We explain some consequences of a positive answer for quasi-linear parabolic equations. But we also present new results. The counterexample in Section 5 is published here for the first time. Section 10 on the critical case is new.
Autonomous forms
Throughout this note H and V are Hilbert spaces over K = R or C such that V is continuously embedded into H and also dense in H. We identify h ∈ H with the functional (h|·) H in V and thus we obtain the Gelfand triple V → H → V . The spaces V and H are fixed and will not be mentioned explicitly further on. An autonomous form is a continuous, sesquilinear mapping a : V × V → K. Assume that the form is coercive; i.e., Re a(v, v) ≥ α v 2 V for all v ∈ V and some α > 0. Then we associate the operator A ∈ L(V, V ) with a by defining Av = a(v, ·) for v ∈ V . Then −A generates a holomorphic semigroup on V . Frequently, the part A of A in H given by D(A) = {v ∈ V : Av ∈ H}, Av = Av is more important. We call A the operator on H associated with a. This operator is suitable to incorporate diverse boundary conditions. Also −A generates a contractive holomorphic C 0 -semigroup on H. We mention en passant that precisely those operators on H which have a bounded H ∞ -calculus come from a form in that way [ABH01] . For the definition of fractional powers used below we refer to [Haa06] . Observe that we may take a direct sum to violate both inclusions. However, if a is symmetric; i.e., a(v, w) = a(w, v) for all v, w ∈ V , then the square root property is fulfilled: since A 1/2 = A 1/2 * and
We give an example to illustrate how Neumann boundary conditions are incorporated into the operator A. Many further examples, e.g. Dirichlet and Robin boundary conditions, are well-known and of importance. The choice of dimension 1 is just for simplicity.
Example 2.2 (the Neumann Laplacian
No boundary condition is visible if we consider the operator A :
Recall that
Choosing the unique continuous representative, the Neumann boundary condition incorporated into D(A) makes sense.
Non-autonomous forms
Let T > 0 and let a :
and some M ≥ 0. Further, we assume that a is coercive; i.e.,
and some α > 0. As before we consider A(t) ∈ L(V, V ) given by A(t)v = a(t, v, ·). If X, Y are Hilbert spaces such that X → Y (i.e. X is continuously embedded in Y ), then we define the Hilbert space
In particular, since we consider throughout V → V with H as pivot, we have
. This is the maximal regularity space of the solutions in Lions' theorem below. Note that MR(V, V ) → C([0, T ]; H). Using this notation, we can formulate Lions' well-posedness result with maximal regularity in V .
Note that the terms u , A(·)u(·) and f lie in the space L 2 (0, T ; V ), which is the reason for the terminology "maximal regularity". However, as we saw before, the right operator for solving a concrete problem is the part A(t) of A(t) in H. So the central problem can be formulated as follows.
Under which conditions on the form a the solution u ∈ MR(V, V ) of (NCP) satisfies u ∈ H 1 (0, T ; H)?
Lions asked this question for several conditions on the form and on the initial value. He also gave partial positive answers as we will explain below. It is illuminating to treat the problem of maximal regularity in H for the initial value u 0 = 0 first and to deal with other initial conditions by identifying the trace space later on. We start to define what we desire for u 0 = 0.
As a consequence, u(t) ∈ D(A(t)) a.e. and u (t) + A(t)u(t) = f (t) for almost every t ∈ [0, T ]. Thus all three functions u , A(·)u(·) and f are in L 2 (0, T ; H), which is the reason for the terminology "maximal regularity in H". As a consequence, the solution is in the maximal regularity space with respect to a and H, namely
This is a Hilbert space for the norm
We define the corresponding trace space by Tr (a) := {u(0) : u ∈ MR a (H)} which is a Banach space for the norm
If u ∈ MR a (H) is a solution of (NCP), it follows that u 0 ∈ Tr (a). Conversely, if a satisfies maximal regularity in H, then for each u 0 ∈ Tr (a) there exists a unique solution u ∈ MR a (H) of (NCP). In fact, let u 0 ∈ Tr (a) and f ∈ L 2 (0, T ; H). There
. By assumption, there exists w ∈ MR a (H) such that w + A(·)w(·) = f − g and w(0) = 0.
Consequently, there are two tasks: Finding conditions on the form a that imply maximal regularity in H, and then identifying the trace space Tr (a). For concrete problems, the given space V is known and a desirable situation occurs when Tr (a) = V . One even would like to have MR a (H) ⊂ C([0, T ]; V ). However, these properties are not valid in general as we will see in the subsequent sections, where diverse regularity conditions on the form will be presented. We start with the autonomous case where we already encounter a major difficulty for identifying the trace space.
Autonomous forms: Regularity
Let a : V × V → K be an autonomous, coercive form, A ∈ L(V, V ) the associated operator and A the part of A in H. Then the form a has maximal regularity in
It follows from the trace method for real interpolation that Tr (a) = (H, D(A)) 2, . Then there exists u 0 ∈ V for which the solution u ∈ MR(V, V ) of (NCP) is not in H 1 (0, T ; H).
A first counterexample
For a long time it was not known whether each coercive non-autonomous form has maximal regularity in H. Even though Lions only asked the problem explicitly for symmetric forms (see below), no counterexample, even to the general case, seemed to be known. The first counterexample was given by Dier [Die14] . It is based on McIntosh's example of an autonomous form which fails the square root property. We reproduce this example, because it is easy and shows the close link between the square root property and maximal regularity in H. 
Then a is a non-autonomous, coercive form. Let A(t) ∈ L(V, V ) be the associated operator and A(t) its part in H. Then A(t) = B for t < 1 and
. Thus the form a fails maximal regularity in H.
Symmetric forms
The form in the previous example is not symmetric and continuous. Recall that an autonomous, symmetric form does satisfy the square root property, so a construction similar to that in Section 5 is not possible. Indeed, under an additional regularity hypothesis Lions proved the following.
Then a has maximal regularity in H.
Lions [Lio61, p. 68] asks whether this result remains true if the form is merely continuous or even does not satisfy any regularity besides our general assumption of measurablility. Fackler recently gave a negative answer to Lions' problem.
Theorem 6.2 ([Fac16c]
). There exists a coercive, symmetric, non-autonomous form a satisfying
and some constant K > 0 which does not satisfy maximal regularity in H.
Thus, Lions' problem (exactly as formulated by Lions) has a negative answer even for a symmetric non-autonomous form which is Hölder continuous in time. The Hölder index 1 2 is the worst possible case as we will see in the next section.
Hölder regularity
If the form is Hölder continuous of index β > 1 2 , then it has maximal regularity in H. In the following result by Ouhabaz and Spina it is remarkable that the hypothesis of symmetry is no longer needed. 
Theorem 7.1 ([OS10
]). Let a be a non-autonomous, coercive form such that |a(t, v, w) − a(s, v, w)| ≤ K|t − s| β v V w V for all v, w ∈ V , t, s ∈ [0, T ] and some constants K > 0 and β > 1 2 . Then a has maximal regularity in H.
Bounded variation
Another regularity condition, weaker than Lipschitz continuity and not comparable to Hölder continuity, is boundedness of the variation. A non-autonomous form a is of bounded variation if
where the supremum is taken over all finite partitions 0 = τ 0 < τ 1 < . . . < τ n−1 < τ n = T of [0, T ], or equivalently, there exists g : [0, T ] → R non-decreasing with
Let a be a coercive, bounded non-autonomous form of bounded variation.
Theorem 8.1 ([Die15]). If a is symmetric, then a has maximal regularity in H and MR a (H) → C([0, T ]; V ).
The inclusion of MR a (H) in C([0, T ]; V ) is the main difficulty in the result. We mention that El-Mennaoui and Laasri [EL16] showed that for symmetric forms of bounded variation the solution can be approximated by the solutions of piecewise autonomous approximating problems. The following result shows that in Theorem 8.1 the symmetry condition can be relaxed (keeping the condition of bounded variation). The parameterized variant of the square root property is, for example, satisfied for elliptic operators on bounded Lipschitz domains with Neumann or Dirichlet boundary conditions as a consequence of [AT03] .
Fractional Sobolev regularity
Hölder continuity of order β > 1 2 and bounded variation are two different noncomparable regularity conditions. The following result introduces a new regularity condition on the form which generalizes Hölder continuity and almost contains bounded variation. Suppose that the operator A(·) associated to a belongs to the homogeneous fractional Sobolev spaceW 1/2+δ,2 (I; L(V, V )) for some δ > 0; i.e.,
|t − s| 2+2δ dt ds < ∞. 
The critical case
Note that both classes of sufficient regularity conditions on the form, namely Hölder and fractional Sobolev regularity, are special instances of the homogeneous Besov scale defined for a non-autonomous form a, its associated operator A, an interval I and indices s ∈ (0, 1), p, q ∈ [1, ∞] via the semi-norm
, where I h = {t ∈ I : t + h ∈ I} and where one uses the usual modifications for p = ∞ or q = ∞. Observe that A is β-Hölder continuous if and only if A ∈B 1 2 ). Further, we let u(t, x) = c(x)(sin(tϕ(x)) + d) for some sufficiently large d and c(x) = x|log x| as well as ϕ(x) = w(x). One can then show as in [Fac16c, Section 5] that u solves the non-autonomous Cauchy problem associated to some non-autonomous symmetric, bounded coercive form a : [0, T ] × V × V → R, some initial value u 0 ∈ V and some inhomogeneous part f ∈ L 2 (0, T ; V ). Further, A belongs toB
. This is what we now verify explicitly. We have for the case p, q < ∞
As in [Fac16a, Example 6] we split the inner integral. For this let ψ(h) = 2h 3/2 |log h| 3/2 . If x ≤ ψ −1 (h), we estimate the sinus term trivially and have
For the innermost term we obtain for F (x) = x 3/2 |log x| 1/2 the upper estimate
Hence, one part of the triple integral can be estimated up to constants by
If x ≥ ψ(h), we use the mean value theorem to obtain the estimate
Now, the innermost integral is estimated for F (x) = −x −3/2 |log x| −5/2 by 1 2
Consequently, the second part of the integral is dominated up to constants by
is dominated by the above term on the right hand side. One sees that for s = 1 2 this integral is finite if and only if q > 2. Hence, a has the claimed regularity.
By the above counterexample maximal regularity fails for forms inB 
Perturbation results
As shown by Fackler's example, the Hölder exponent 1 2 is optimal for maximal regularity in H even in the symmetric case. However, if one improves the boundedness condition on the form, one can allow a weaker Hölder exponent. The following result can be seen as a non-autonomous perturbation of lower order of an autonomous problem. For example, it is well suited for treating non-autonomous Robin boundary conditions. This result has been extended to maximal regularity in L p , 1 < p < ∞, by Ouhabaz [Ouh15] . Moreover, the result stated above even holds for a weaker Sobolev regularity condition in the spirit of Theorem 9.1 (see [DZ16] , where the above result is treated as a perturbation result for non-autonomous equations). In the limit case γ = 0, i.e.
no additional time regularity on the perturbation is needed. For additive perturbations this is done in [Are+14] , [Die15] and [DZ16] . For multiplicative perturbations we refer to [Are+14] , [Die15] , [AJL15] and [AO16] . The study of perturbations goes back to the classical works of [Lio61, VIII Sec. 1] and Bardos [Bar71] . In the context of his perturbation results Lions asks again [Lio61, p. 154] how far regularity assumptions can be reduced. Now, we have quite precise answers to this question.
Elliptic operators
In an abstract setting, Section 5 and 6 show that maximal regularity is not valid in general and that the positive results are already close to optimal conditions. However, so far no counterexample seems to be known for elliptic operators. And indeed, it is known that the square root property holds for forms associated with elliptic operators, even in a uniform sense, i.e. D(A 1/2 ) = D(V ) with equivalent norms, and the corresponding constants only depending on the ellipticity constants. This is exactly what the positive solution of the famous Kato square root problem says [Aus+02] . For the Kato square root property on Lipschitz domains we refer to [AT03] and for mixed boundary conditions to [AKM06] , [EHT16] and [EHT14] . Here is a formulation of the problem of non-autonomous maximal regularity for elliptic operators.
Let 
Problem 12.1. Does this form a have maximal regularity in H?
We expect that further conditions on the coefficients are needed, but they might be weaker than those we encountered for abstract forms. A first result in this direction was obtained very recently by Auscher and Egert. Even in dimension 1 Problem 12.1 seems to be open. We want to explain why a positive answer could be of interest for quasilinear parabolic equations. To be as simple as possible, we formulate the following example in dimension 1. for all v ∈ H 1 (0, 1), see [Are+14, Sec. 4 (II)] for a proof. Note that the linear part is a non-autonomous problem since we plug in a solution. We would like to prove that u solves the quasilinear parabolic Neumann boundary value problem. If Problem 12.1 had a positive answer, then u ∈ H 1 (0, T ; L 2 (0, 1)) and then, by Example 2.2, we would obtain the following.
Write u(t, x) := u(t)(x). Then for t ∈ [0, T ] a.e. we have u(t, ·) ∈ H 1 (0, 1) and m(u(t, ·))u x (t, ·) ∈ H 1 (0, 1) and u(t, x) solves the problem u t (t, x) − (m(u(t, x))u x (t, x)) x = f (t, x) u(0, x) = u 0 (x), as well as u x (t, ·) ∈ C[0, 1] and u x (t, 1) = u x (t, 0) = 0 almost everywhere. Thus the solution of the quasilinear problem satisfies Neumann boundary conditions.
Remark 12.4. The problem in one dimension occurs since our operator is in divergence form. If it is in non-divergence form, even in higher dimensions much more can be said (see [AC10] ).
