The effects of rarefaction on hypersonic boundary layer flow over a discrete surface roughness element are examined in the context of the STS-119 flight experiment. The purpose of this flight experiment was to acquire data regarding the onset of roughnessinduced boundary layer transition during atmospheric entry of the Orbiter. Transition onset was confirmed at a freestream Mach number M∞ = 15.
1
Initial estimates indicate that the local Knudsen number (Kn = λ/k) in the region of the roughness was O(10 −3 ), such that k ∼ 450λ, where k is the height of the protuberance and λ is the molecular mean free path. In this regime, the continuum approximations of zero velocity and no thermal slip at the wall begin to break down, and thermal non-equilibrium effects may become more prominent due to a relative increase in time required for thermal equilibration. The aim of this work is to address the significance of rarefaction effects in modeling the disturbance field generated by hypersonic boundary layer flow over surface roughness using a hybrid of the DAC and DPLR numerical simulation codes. A new method for generating DAC particles from a non-equilibrium surface reservoir is presented, and we also outline a method for matching the transport properties between the DAC and DPLR solvers. Studies have been conducted to examine flow over the STS-119 boundary layer trip geometry under flight conditions at M∞ = 20.3. A comparison of the flowfield quantities between the hybrid and DPLR solutions indicate good agreement in the general shock structure and expansion formed in the region of the roughness, and it was also observed that the disturbances of the flowfield quantities in the wake tend to be more pronounced in the DPLR solution. The heat flux on the surface of the protuberance and the surface downstream of the protuberance is also examined. Both solvers show a significant heating augmentation on the protuberance itself, with a band of high surface heating which originates from the protuberance leading edge and extends downtream. Results from this study indicate that the Navier-Stokes solution predicts a peak heating on the roughness which is 6 times that of the undisturbed surface heating, while the vortex heating in the wake produces an increase in heating which is 3 times greater than the undisturbed surface heating. In contrast, the hybrid solution predicts a peak heating on the protuberance which is 4.5 times that of the undisturbed surface heating, while the vortex heating in the wake increases the surface heating to 1.5 times that of the undisturbed surface heating. = uniformly distributed random number Γ = Chapman-Enskog perturbation function Γ S = perturbation function for non-equilibrium surface reservoir Subscripts ∞ freestream conditions e boundary layer edge conditions w wall conditions CE refers to Chapman-Enskog (non-equilibrium) probability distribution M AX refers to Maxwell (equilibrium) probability distribution
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I. Introduction
The transition of boundary layer flow from a laminar to turbulent state has been the subject of study for many years. Predicting boundary layer transition is an important component of hypersonic vehicle design, as transition to turbulence can significantly alter the aerodynamic loads on the vehicle as well as cause a substantial increase in aerodynamic heating. In optimizing the design of a reentry vehicle thermal protection system, it is desirable to determine the altitude at which transition is expected to occur as well as the transition location along the body. This is a very complex problem, as there are many factors thought to affect transition location, including the boundary layer edge Mach number, crossflow, wall temperature, roughness, disturbances introduced from the freestream and structural vibrations.
2 Recent progress has been made toward developing an understanding of the physical mechanisms responsible for roughness-induced boundary layer transition 3-5 but there remain many difficulties in understanding the complete transition process for either incompressible or compressible flow regimes.
6
A recent flight experiment was carried out as part of the STS-119 mission to address the roughness issue. 1, 7 In the experiment, a fixed-height boundary layer trip was integrated into a tile on the Orbiter located midway between the main gear door and the wing leading edge (Figure 1 ). Tiles instrumented with pressure sensors and thermocouples were used to gather transition onset data near the roughness and in the wake downstream, including one thermocouple positioned on the trip itself. Additionally, infrared images highlighting boundary layer transition on the Orbiter's belly were gathered by a Navy P-3 Orion aircraft during a portion of the re-entry trajectory. The freestream Mach number was approximately 15 at the onset of transition induced by the trip, and the roughness height k was approximately one quarter of the thickness of the approaching boundary layer. Based on these conditions, initial estimates indicate that Kn k was of O(10 −2 − 10 −3 ) in the region of the roughness, which, in terms of the trip height used in this experiment, implies that k is O(10 2 λ − 10 3 λ). In this transitional Knudsen number regime, it is expected that the continuum assumption of no-slip at the wall begins to break down, and regions of thermal non-equilibrium may become more pronounced due to the increase in time required for equilibration of the flow compared to flow times. 8 That Kn k is of O(10 −2 − 10 −3 ) may have significant consequences on the development of the detailed flowfield in the region of the surface roughness. Both experiments 6, 9, 10 and numerical simulations [11] [12] [13] [14] [15] [16] have revealed the formation and interaction of a variety of flow structures around simple, discrete roughness elements in boundary layer flow, including a horseshoe vortex system developing in front of the roughness which extends downstream into the wake region, and a shear layer generated at the top surface of the roughness. In addition, regions of recirculating flow may form upstream and downstream of the roughness element, generating shocks and expansions. Rarefaction effects result in thermal and velocity slip at the surface of the roughness, which would modify the details of the flowfield by which the disturbance field (i.e., the shear layer and horseshoe vortex system, etc.) is initially formed in the region of the roughness. This may ultimately have an impact on the instabilities introduced by the roughness into the boundary layer flow, and most importantly, on the transition location itself.
To capture the influence of rarefaction accurately in the context of the STS-119 flight experiment, a hybrid solution [17] [18] [19] [20] [21] is formed in the region of the boundary layer trip using DAC (DSMC Analysis Code) 22, 23 and DPLR (Data Parallel Line Relaxation method for the Navier-Stokes equations). 24 The mean flow over the body of the Orbiter as a whole is certainly within the continuum limit and can be accurately modeled using DPLR. The details of the Navier-Stokes simulation are provided in the next section (Section II(A)). The macroscopic properties obtained from the DPLR solution are then used to generate the hybrid interface boundary condition for DAC, which is in turn used to model the detailed flow in the region of the roughness. Discussion of the hybridization approach and the details of the hybrid DAC/DPLR simulation are provided in Section II(B), and the method used for matching transport properties between the two solvers is presented in Section II(C). Results from the hybrid simulation are presented in Section III along with the corresponding flowfield solution obtained from DPLR for comparison. The hybrid approach is first applied to a 2D flat plate boundary layer problem where we demonstrate the agreement between the hybrid and full NavierStokes solutions, and we also examine the influence of the number of particles per cell on the surface heat flux predicted by the hybrid solution. Finally, the hybrid approach is applied to the three-dimensional STS-119 flight experiment problem, and the results from the hybrid solution as well as the DPLR solution are presented. Concluding remarks are provided in Section IV.
freestream Mach number was approximately 15 at the onset of transition induced by the trip, and the roughness height k was approximately one quarter of the thickness of the approaching boundary layer. Based on these conditions, initial estimates indicate that was of O(10 -2 -10 -3
) in the region of the roughness, which, in terms of the trip height used in this experiment, implies that k is . 
II. Hybrid Approach Using DAC and DPLR
To examine the effects of rarefaction on this problem, solutions are obtained using a hybrid of two codes, DAC and DPLR. DAC uses the direct simulation Monte Carlo (DSMC) method to simulate rarefied gas environments, and was developed at NASA-JSC. The DSMC method is a particle-based approach which simulates flow at the molecular level using statistically representative particles since simulating each molecule is computationally prohibitive. Each simulated particle has a specific position, velocity and internal energy, and intermolecular collisions are treated on a probabilistic basis. Macroscopic quantities of the flow field may be evaluated by taking averages over the microscopic properties of simulated particles. The DSMC method in an attractive way to simulate rarefied flows because it inherently captures thermal and velocity slip and other non-equilibrium phenomena. Since the DSMC method is a particle-based approach, it does become expensive to model near-continuum flows, especially over large domains. DPLR (originally developed by Wright, Candler and Bose and further developed at NASA-Ames) uses the Data Parallel Line Relaxation method to solve the Navier-Stokes equations and is used to solve high-fidelity re-entry flow problems. Although DPLR is intended for simulations of viscous flows in the continuum regime, it does have a Maxwellian slip model for implementing velocity and temperature slip at the wall. Both codes are capable of performing either serial or fully parallel computations for two-dimensional, axi-symmetric or three-dimensional flowfields.
A. Continuum Flowfield Solution (DPLR)
The DPLR code was used to generate the flowfield solution over a smooth body model of the Orbiter at one point along the reentry trajectory corresponding to a freestream Mach number of M ∞ = 20.3. The Orbiter centerline was aligned with the x-axis and the incident freestream velocity made an angle of approximately 40 degrees with the Orbiter belly ( Figure 2 ). Freestream and boundary layer edge conditions at the reentry trajectory point examined are provided in Table 2 . The boundary layer edge conditions reported correspond to the smooth wall edge conditions at the location of the boundary layer trip studied in the flight experiment. The boundary layer trip used in the STS-119 flight experiments was a vortex generator affixed to a tile on the Orbiter wing at a location approximately 6m (spanwise) from the shuttle centerline ( Figure 2) . The trip had a height of k=6.36mm (0.25in) and was oriented at an angle of approximately 58 degrees with respect to the shuttle centerline, and formed an angle of approximately 45 degrees with respect to the local streamlines near the surface. The leading edge of the boundary layer trip was located at x = 30.71m, y = −6.10m, z = 7.12m in the Orbiter coordinate system.
The DPLR mesh and flowfield solution in the region near the boundary layer trip was obtained from NASA Ames. 26 The local DPLR solution was generated by interpolating the flowfield properties obtained from the smooth body Orbiter solution on to a 'lily pad' cylindrical mesh surrounding the boundary layer trip. The trip was centered in the cylindrical lily pad mesh which had a radius of approximately 100k, and the mesh extended from the Orbiter belly surface to the freestream flow outside of the shock layer formed around the Orbiter. The DPLR solution on the lily pad was generated using Park's five species air chemistry model, 27 the mixture viscosity and thermal conductivity were obtained using the Yos approximate mixing rule model, 28 and the diffusion coefficients were determined by the self-consistent effective binary diffusion model. The flowfield solution generated near the trip allowed for full thermal non-equilibrium, and a Maxwellian slip model was employed to allow for thermal and velocity slip in the Navier-Stokes solution. The surface was modeled as non-catalytic with an isothermal wall temperature equivalent to the radiative equilibrium temperature of the wall without the roughness.
American Institute of Aeronautics and Astronautics 4 in the cylindrical lily pad mesh which had a radius of approximately 100k, and the mesh extended from the Orbiter belly surface to the freestream flow outside of the shock layer formed around the Orbiter. The DPLR solution on the lily pad was generated chemistry model, 10 the mixture viscosity and thermal conductivity were obtained using the Yos approximate mixing rule model, and the diffusion coefficients were determined by the self-consistent effective binary diffusion model. The flowfield solution generated near the trip allowed for full thermal non-equilibrium. Wall catalysis was modeled using the surface catalytic coefficient model for RCG, 17 and a radiative equilibrium wall condition was employed in which we assume a constant emissivity, . In the present study, we consider only the steady-state solution in the region of the roughness in generating the hybrid solution.
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After obtaining the DPLR solution on the lily pad mesh, the flowfield properties in the near-field region of the boundary layer trip were used to generate the boundary conditions required for the detailed hybrid solution. Due to the nature of our hybridization technique and hybrid domain, it was required that the x' axis of the DAC domain be aligned with the local velocity vector in such a way as to obtain minimal spanwise flow (w') in the region of the roughness (shown schematically in Figure 3 ). This allowed for symmetry boundary conditions to be used on the side walls. The local velocity vector obtained by the DPLR solution near the roughness had a non-zero v component due to the swept wing configuration and general shape of the Orbiter belly, thus a rotation of the DPLR vector quantities was required before the boundary conditions could be successfully applied to form the hybrid interface. 
B. Hybrid Flowfield Solution (DAC)
After obtaining the DPLR solution on the lily pad mesh, the flowfield properties in the near-field region of the boundary layer trip are used to generate the boundary conditions required for the detailed hybrid solution. The hybrid interface is formed by first extracting macroscopic quantities generated from the NavierStokes solution in a plane of data that is coincident with the hybrid interface plane. These quantities are then interpolated onto the surface mesh comprising the boundaries of the DAC computational domain, and this information is used to generate the DSMC particles. In the STS-119 case considered here, our DAC computational domain is constructed as a water-tight box where the back, front, left, right and top faces are inflow boundaries with conditions prescribed from the DPLR flowfield solution, and the bottom face is the tile surface and protuberance geometry (Figure 3) . DSMC simulations require an initialization of the particle thermal velocities; this is generally achieved by utilizing either a volume reservoir or surface reservoir approach. 29, 30 Under equilibrium conditions, particles generated from a volume reservoir are prescribed a random position and thermal velocity (C x , C y , C z ) from a Maxwellian distribution with the appropriate mean bulk velocity u and temperature T . Particles are allowed to move in and out of the reservoir, and those which remain inside the reservoir at the end of the time step are deleted. The surface reservoir approach may be thought of as a surface which emits randomly distributed particles at a rate that is consistent with the macroscopic properties of the fluid right at the surface. (Figure 4 ). In equilibrium, the thermal velocity components tangential to the fluxing surface may be generated from a Maxwellian distribution, however the thermal velocity component normal to the fluxing surface is prescribed from a one-sided Maxwellian distribution ( Figure 5 ). In this approach, all generated particles are used in the simulation, making it computationally more efficient than the volume reservoir approach.
Under equilibrium conditions (i.e., τ ij = 0, q i = 0), the thermal velocity of particles may be correctly generated from a (one-sided)Maxwellian distribution as described above, however the Chapman-Enskog distribution should be employed for cases in which the flow exhibits a small departure from equilibrium.
18, 30, 31
Garcia & Alder (1998) presented an acceptance-rejection algorithm for generating particle velocities from a Chapman-Enskog distribution within a volume reservoir. This approach requires that the distribution being perturbed is a Maxwellian distribution, as the perturbation function employed in their work arises from the Enskog series solution of the Boltzmann equation as a perturbation of the equilibrium Maxwellian distribution. Thus, applying this perturbation function to the one-sided Maxwellian distribution encountered in the surface reservoir approach would be inconsistent. To circumvent this issue, we derive the perturbation function for the distribution of particles generated at the surface, resulting in the appropriate velocity distribution for a non-equilibrium surface reservoir. specified via fluxing surface triangle geometries. The connectivity of the surface triangles are used to determine the normal (r n ) and tangential (t 1 , t 2 ) unit vectors which describe the orientation of the fluxing triangle with respect to the local flowfield. The surface normal information as well as the triangle's connectivity is stored in memory in DAC, and the tangential unit vectors are calculated using simple vector algebra. The surface directional unit vectors form a right-handed coordinate system in the order (r n , t 1 , t 2 ). If we consider a surface triangle in the y, z plane with r n aligned in the +x direction, the mapping of unit vectors from the cartesian coordinate system to the surface triangle coordinate system is (x, y, z) → (r n , −t 2 , t 1 ) (Figure 1 ).
be determined from a Poisson distribution with mean N , Rp. The non-equilibrium effects presented by Tysanner & Garcia were subtle, in that the average streamwise fluid velocity produced by the method of (14) for a gas at rest was in fact O(10 −3 ) at the fluxing surface. It should also be noted that the average streamwise fluid velocity had relaxed toward the correct state within 10λ, where λ is the molecular mean-free-path. It is expected (although not confirmed) that this subtlety is negligible in the context of this problem, although future implementations could certainly include this straight-forward modification.
Each particle is assigned a uniformly distributed random position x on the triangle surface. The tangential thermal velocity components of particles fluxing across the surface are generated from a Maxwellian distribution using the Box-Muller method:
In (15) and (16), Rn and R n are Gaussian distributed random variables with zero mean and a unit variance. The normal thermal velocity component follows a one-sided Maxwellian distribution which is biased toward particles crossing the planar interface in the +x direction:
For the case in which uo = 0, the normal component is generated according to:
In all other cases (uo = 0), the normal component is generated using an acceptancerejection scheme. The procedure is to generate a thermal velocity (normalized by the most probable thermal speed) that is uniformly distributed with zero mean that extends ±3σ. This thermal velocity is then used to evaluate the probability ratio:
This value is compared to a uniformly distributed random value, and u is accepted if P/Pmax > Ru. The normal velocity component is thus:
Chapman-Enskog Inflow Distribution
The Chapman-Enskog velocity distribution is a perturbation of the Maxwellian distribution and may be generated efficiently using an acceptance-rejection routine from the velocities
All terms in (??) should now be fully defined in terms of the gas properties as well as the parameters defining the VHS model, so we may solve for the bs's.
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All terms in (??) should now be fully defined in terms of the gas properties as well as the parameters defining the VHS model, so we may solve for the bs's. Once the orientation of the fluxing triangles is determined, the particles are generated at the boundaries and introduced into the computational domain. For simplicity of discussion, it will be assumed that the particle generation outlined here corresponds to the geometric orientation of Figure 1 . The mean number of particles crossing a surface area during a time interval τ is:
where we have v T = 2kT /m which is the most probable thermal speed, m = mass of the particle, n = number density, σ = surface area, a = u o /v T is the scaled velocity. The integer number of particles N R is determined by random rounding, where:
where R u is a uniformly distributed random value on the interval (0, 1]. To avoid introducing spurious non-equilibrium effects into the domain, it is proposed by Tysanner & Garcia Consider a simple (monatomic and single species) gas inside a reservoir extending from (−∞ < x ≤ 0) which follows a Chapman-Enskog distribution. The velocity distribution describing the particle thermal velocities within the reservoir may be expressed as:
where f MAX is the equilibrium Maxwellian distribution defined by:
and Γ is the perturbation function describing the small departure from the equilibrium state which may be expressed as:
We would like to determine the distribution function of the molecules within this reservoir which strike the reservoir wall at x = 0 in time dt. This is equivalent to determining the ratio of the differential flux of molecules which strike the planar surface to the total number of molecules moving in the +x direction. This ratio may be expressed as:
Here, we have allowed for a non-zero bulk velocity in the +x direction, u. Using (1) and (2), we may write (4) as:
We seek to express (5) as the product of the equilibrium distribution function of particles striking the surface and the corresponding perturbation function. The equilibrium normal (C x ) and tangential (C y , C z ) thermal velocity components of particles striking the surface follow a one-sided Maxwellian distribution and regular Maxwellian distributions, respectively. The one-sided Maxwellian distribution is given as:
and the Maxwellian distribution describing either tangential velocity component is given as:
The equilibrium distribution function of particles striking the surface is simply the product of the normal (6) and tangential (7) equilibrium velocity distribution functions:
We can manipulate the numerator in (5) to obtain the form given in (8) by multiplying and dividing through by (2 √ πβ):
After evaluating the triple integral over velocity space, the denominator of (9) becomes:
Using (8) and (10), we may re-express (9) as:
where Γ S is defined as:
To generate particles from this non-equilibrium distribution, we follow an acceptance-rejection algorithm very similar to the approach outlined in Garcia & Alder (1998):
1. Generate the equilibrium thermal velocity components (C x , C y , C z ) from the distributions given by (6) and (7) 2. Compute the amplitude parameter A = 1 + 30B, where B is the breakdown parameter determined by
3. If (AR u ≤ Γ S ), accept (C x , C y , C z ), otherwise go to (1) . If a non-zero bulk velocity exists in the tangential (y, z) directions, these are simply added to the thermal velocity components, yielding (C x , C y + v, C z + w).
Thus, the macroscopic quantities required for generating the DSMC particles at the non-equilibrium hybrid interface are n, T tr , T rot , T vib , V i , χ s , p, τ ij , and q i . The translational temperature is used in determining the appropriate velocity distribution function in (11) , and the rotational and vibrational temperatures are used to prescribe the internal energy of each polyatomic particle generated at the hybrid interface. The above analysis may be extended to a mixture of diatomic particles, 32 which would involve the inclusion of diffusion, bulk viscosity and heat transfer due to the internal energy modes in the perturbation function in (12) . The current work does not include these additional terms in the perturbation function, since the DPLR solution does not currently provide the binary diffusion coefficients. Additionally, the contributions of the internal thermal conductivities to the heat flux in the boundary layer are small compared to the translational heat flux, and neglecting these terms should still lead to a reasonable representation of the distribution function.
C. Consistent Treatment of the DAC and DPLR Transport Properties
The transport properties (mass diffusion, viscosity and thermal conductivity) are handled differently by the DAC and DPLR solvers. DPLR uses various models to determine the mass diffusion coefficient and viscosity and thermal conductivity coefficients. In this work, the viscosity and thermal conductivity coefficients are determined by the Gupta-Yos approximate mixing rules. The transport properties within the Gupta-Yos model are determined from expressions involving the collision integrals, Ω 1 st (1) and Ω 2 st (2), and a curve-fit is employed to obtain these collision integrals as a function of temperature.
28 DAC does not use a direct model to specify the transport properties; rather, DAC uses a variable hard sphere (VHS) model in which the simulation particles are modeled as hard spheres of diameter d which is a function of g, the relative speed of the collision pair. The transport properties are a result of the transfer of mass, momentum and energy through particle movement and collision dynamics. It is possible, however to express the collision integrals in terms of the VHS parameters and compute the transport properties from Chapman-Enskog theory, 8, 32, 33 thereby allowing for direct comparison of the transport properties between the two solvers. Furthermore, we may use the VHS parameters to 'tune' the transport properties in DAC in order to achieve consistency between the DAC and DPLR transport properties. In this section we present the expressions used to determine the DAC mixture viscosity and thermal conductivity based on the variable hard sphere model, and we employ the Nelder-Mead simplex method to determine the VHS parameters which provide the best fit in transport properties to the Gupta-Yos model.
The DAC mixture viscosity can be determined from the first-order approximation of the mixture viscosity which is defined as:
Here s is the number of species in the mixture. The quantity b s is the contribution of each species to the overall mixture viscosity and may be determined by solving the following system:
The quantities in (14) are defined as:
The terms ρ s , ρ t refer to the density of species (s, t) when pure at the pressure and temperature of the actual gas mixture. The mixture translational thermal conductivity is determined by:
where A i and a av are given as:
and B il and a ij are defined as:
with ∆ 1 ij , ∆ 2 ij and B * ij given as:
The rotational and vibrational conductivities are determined using Eucken's formula, in which it is assumed that the conductivity of the gas is separated into two non-interacting parts, [K tr ] 1 and K int . 32 The internal thermal conductivities are given by:
where ρ i is the partial density:
Finally, the collision integrals in (14) and (18) and the ratio of collision integrals in (25) can be expressed in terms of the VHS parameters as follows:
In (15), the collision integral Ω (29)- (31) are determined as the average values of species s and t (e.g.,
The transport properties that are considered when fitting the VHS parameters are the viscosity and thermal conductivities presented above, for temperatures ranging from 1000K to 5000K. The viscosity and thermal conductivities from the Gupta-Yos model (which is the 'standard' used in this work) are obtained over the desired temperature range at increments of 500K. The Gupta-Yos transport properties are obtained at each temperature assuming an equilibrium composition, and Eucken's relation is used to obtain the internal thermal conductivities.
Several approaches may be taken to achieve an optimal fit of the VHS parameters. In this work, we consider only the VHS reference diameters and temperature exponents as variable parameters in the fitting process, although the fits could also be made by using the reference temperatures in the process. Including the temperature exponents in the fit introduced some difficulty in obtaining a good fit without applying a constraint to the temperature exponent parameter. To remain physically consistent with the VHS model, the temperature exponent should be constrained to within the limits of a Maxwell molecule and a hard sphere molecule (i.e., ω less than 1.0, but greater than 0.5). In the cases examined here, reasonable fits were achieved by allowing the reference diameter to be unconstrained, and the temperature exponents to be constrained to values of 0.73 ± 0.05. The objective of the fitting process is to minimize the error in the DSMC transport properties relative to a standard model. The transport properties are collectively expressed in vector form as a function of the VHS parameters (in this case, the five reference diameters and five temperature exponenets corresponding to each of the five species) over the desired temperature range. The transport properties given by the standard model are also put into vector form, and the goal of the fitting process is to minimize the distance (or error) between the two vectors by adjusting the VHS parameters. The fit of the VHS parameters is performed using the Nelder-Mead simplex method. 34, 35 This method uses an iterative direct search algorithm to determine the appropriate set of variables required to achieve a minimization between the two vectors. An initial guess of the VHS reference diameters is made (in this case, the DAC VHS parameters are used), and the transport properties are computed using these values, forming the first function iteration. The simplex method then perturbs the parameters and the new transport property functions are computed. If the resulting perturbation produces a smaller distance between the vectors, then the simplex method extends the perturbation in the same direction and continues the search. If the perturbation resulted in a larger distance between the two vectors, the simplex method searches in the opposite direction. The transport properties from the Gupta-Yos model, the nominal (original) DAC VHS and fitted VHS transport properties for the 5-species air gas model are shown in Figure 6 and Figure 7 . The original DAC VHS and fitted VHS parameters are listed in Table 3 . 
III. Results
A. Hybrid Solution: 2-D Boundary Layer Flow with Five Species Air
The non-equilibrium surface reservoir method outlined previously was applied to generate a hybrid solution for five species air flow over a 10m flat plate using the conditions outlined in Table 4 . DPLR was used to solve the flowfield over the entire geometry, and the macroscopic flow quantities listed in Section II(B) were extracted from DPLR to generate the particles within the hybrid domain. The hybrid solution was solved in a small rectangular region 0.05m in length, 0.025m in height starting at a location 6m downstream of the leading edge ( Figure 8 ). It should be noted that the slip model was employed in DPLR to provide consistency between the solvers. 
The flowfield solution within the hybrid region showed excellent agreement with the full DPLR solution. The translational temperature, number density and streamwise velocity profiles were extracted in the wallnormal direction at x = 6.025m and are shown in Figure 9 as a function of wall-normal distance. Although the flow was modeled assuming full thermal non-equilibrium, the temperatures had reached equilibration by this downstream location, therefore we present only the translational temperature in Figure 9 . The amount of thermal and velocity slip at the wall for this particular case was approximately 2%. The wall heat flux predicted by DAC was found to be dependent upon the number of particles per cell near the wall. DAC specifies that each cell is populated by 10 particles everywhere in the domain, however this results in a heat flux that overpredicts the DPLR value by approximately 10%. Using 10 particles per cell in the boundary layer away from the wall and increasing the number of particles per cell in the nearest 10% of cells near the wall produced an improvement in the DAC heat flux. Figure 10 shows the total wall heat flux per unit area as a function of iteration in time for 30, 60 and 120 particles per cell near the wall, with the DPLR value indicated by the black line. In the inset figure, the solution has reached steady state, and time-averaging is started at iteration 50,000 for each of the cases. Using 30 particles/cell shows good agreement with the DPLR heat flux, with an overprediction of 1.4%. Increasing the number of particles per cell to 60 results in an oveprediction of 0.145%, after which the solution appears to be independent of a further increase in the number of particles per cell. Using 30 particles per cell provides reasonable agreement in the heat flux while remaining computationally tractable, so we adopt this setup in the remainder of the paper.
B. Hybrid Solution: STS-119 BLT Flight Experiment
The hybrid simulations of the STS-119 flight experiments were conducted using the parallel version of DAC with modifications made for the hybrid interface boundary conditions in which particles were generated from the non-equilibrium surface reservoir inflow distribution. The primary objective of this hybrid computation was to understand the effects of rarefaction on the details of the flow in the region near the STS-119 boundary layer trip in the context of the flight experiments.
The flowfields in the region of the roughness from DPLR and DAC are shown in Figures 11 and 12 . The contours show various flowfield quantities taken from a y-slice located near the leading edge of the boundary layer trip. The location of the slice is shown schematically in the figure on the left. The first set of contours from this y-slice shows the number density ( Figure 11(b-d) ). Figure 11 Contours of vibrational temperature in Figure 12 (a-c) show similar agreement between the two solvers with only slight differences seen immediately upstream and downstream of the roughness. The amount of translational-vibrational thermal non-equilibrium is shown in Figure 12(d,e) , where the thermal nonequilibrium is presented as T NEQ = T tr − T vib . It is observed that the hybrid solution predicts a slightly higher amount of thermal non-equilibrium in the shock. We also see higher thermal non-equilibrium on the windward side of the roughness, as well as within a band originating from the top of the roughness which extends downstream for several roughness heights. These differences are subtle, and it is not immediately clear how this thermal non-equilibrium affects the wake flow. Contours of the gradient-based local Knudsen number are presented in Figure 12 (f). The highest Knudsen numbers are found on the windward side of the roughness near the top of the protuberance, which coincides with the bands of thermal non-equilibrium that were found in the hybrid solution, but were less noticeable or absent in the DPLR solution. Figures 13 and 14 show contours from a constant x-slice taken approximately two roughness heights downstream of the trailing edge of the protuberance. The contours of number density shown in Figure  13 (b) from the DPLR solution suggest a more defined wake structure compared to the hybrid solution ( Figure 13(d) . This could be due to a difference in velocity and thermal slip on the protuberance between the two solvers, which would modify the details of the wake flow developing downstream of the roughness. The contours of vibrational temperature in Figure 14 (a-c) show good agreement between the DPLR (a) and hybrid (c) solutions, with similar wake structures apparent in each. However, the streamwise velocity contours in the DPLR solution (Figure 14(d) ) again show a more pronounced wake structure compared to the hybrid solution (Figure 14(f) ).
The wall heat flux values obtained from DPLR and the hybrid solutions are shown in Figure 15 . The surface heat flux values predicted by the hybrid solution on the surface leading up to the roughness overpredicted the DPLR solution, so each set of contours has been normalized by the surface heat flux value upstream of the roughness, represented by the contours of bump factor (BF). This overprediction is likely due to the fact that the resolution of the computational domain in this 3D case was not fine enough to resolve the mean free path near the wall. Nearest neighbor collision pairing was used in the simulation, but the present resolution is approximately 4-10 times the molecular mean free path, and the 2D solutions required mean-free-path resolution to achieve good agreement in the heat flux. Figure 15 shows the surface heat flux contours in the region of the boundary layer trip. The contours in both the DPLR solution (Figure 15 , left) and the hybrid solution (Figure 15 , right) show significant heating augmentation on the protuberance itself. The DPLR solution predicts a peak heating on the protuberance which is approximately 6 times that of the undisturbed surface heat flux, while the hybrid solution predicts a peak heating on the protuberance which is only 4.5 times that of the undisturbed surface heat flux. Both solutions show a widening band of heating at the surface that originates from the leading edge of the protuberance. This heating is caused by the formation of a vortex which rotates in the clockwise sense when viewed from upstream. The vortex transports high-momentum, high-temperature gas in the outer boundary layer toward the surface, resulting in an increase of shear stress and heating to the wall. The vortex heating in the wake of the roughness which originates from the leading edge is more severe in the DPLR solution, with surface heating that is approximately 3 times greater than the undisturbed surface heating, while the hybrid solution predicts vortex heating in the wake of the roughness that is 1.5 times greater than the undisturbed surface heating. The DPLR solution indicates a small amount of vortex heating near the trailing edge of the roughness, but this is not observed in the hybrid solution, likely due to the coarse resolution relative to the local mean-free-path of the computational cells near the wall. 
IV. Conclusions
A general approach to generating a hybrid Navier-Stokes/DSMC solution within boundary layer flow was presented and applied to both a 2-D flat plate boundary layer problem as well as the three-dimensional STS-119 flight experiment. A method for generating particles from a surface reservoir in a non-equilibrium boundary layer was outlined, and a general approach for matching transport properties between the VHS model to a Navier-Stokes transport model was presented for a five-species air gas model ranging in temperature from 1000 − 5000K. The surface heat flux results were found to be especially sensitive to the number of particles per cell near the wall, and good agreement in the surface heat flux was obtained when 30 particles per cell were used. The surface heat flux became independent of this parameter after 60 particles per cell were used.
The hybrid simulations of the STS-119 flight experiments were presented and compared to the full DPLR solutions. In general, the DPLR solver predicts a more pronounced wake structure downstream of the roughness compared to the solution from the hybrid solver. This may be due to differences in thermal and velocity slip on the protuberance, but a resolution study of the hybrid solution should be conducted to confirm this. The hybrid solution shows slightly higher levels of translational-vibrational thermal nonequilibrium in the flow near the top windward side of the roughness, as well as in a streak which originates from the top of the roughness that extends downstream several roughness heights. Differences in the thermal non-equilibrium and the relaxation of the vibrational temperature predicted by the solvers could have an impact on the local pressure fields near and downstream of the roughness, and could ultimately affect the formation of roughness-induced vortices.
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