Abstract-One of the key problems that cloud providers need to efficiently solve when offering on-demand virtual machine (VM) instances to a large number of users is the VM Packing problem, a variant of Bin Packing. The VM Packing problem requires determining the assignment of user requested VM instances to physical servers such that the number of physical servers is minimized. In this paper, we consider a more general variant of the VM Packing problem, called the Sharing-Aware VM Packing problem, that has the same objective as the standard VM Packing problem, but allows the VM instances collocated on the same physical server to share memory pages, thus reducing the amount of cloud resources required to satisfy the users' demand. Our main contributions consist of designing several online algorithms for solving the Sharing-Aware VM Packing problem, and performing an extensive set of experiments to compare their performance against that of several existing sharing-oblivious online algorithms. For small problem instances, we also compare the performance of the proposed online algorithms against the optimal solution obtained by solving the offline variant of the Sharing-Aware VM Packing problem (i.e., the version of the problem that assumes that the set of VM requests are known a priori). The experimental results show that our proposed sharing-aware online algorithms activate a smaller average number of physical servers relative to the sharing-oblivious algorithms, directly reduce the amount of required memory, and thus, require fewer physical servers to instantiate the VM instances requested by users.
Ç

INTRODUCTION
C LOUD adoption by government, industrial, and academic institutions have created opportunities for providers to offer services through flexible infrastructures based on virtualization technologies. Industry forecasts predict that by 2018 approximately 80 percent of all workloads will be managed through data center virtualization services [1] . One of the key problems that cloud providers need to efficiently solve when offering on-demand virtual machine (VM) instances to a large number of users is the VM Packing problem, a variant of Bin Packing. The VM Packing problem requires determining the assignment of user requested VM instances to physical servers such that the number of physical servers is minimized.
Current virtualization technologies incorporate mechanisms that perform memory reclamation, i.e., mechanisms that regulate/conserve memory resources when multiple VMs are instantiated through a hypervisor layer. The deduplication of similar memory pages between two or more VMs instantiated through the same hypervisor layer, i.e., page-sharing, is an example of such mechanisms which are common to both open source and proprietary platforms.
In this paper, we take into account page-sharing and consider a more general variant of the VM Packing problem [2] , called the Sharing-Aware VM Packing problem. The more general problem has the same objective as the standard VM Packing problem, but allows the VM instances collocated on the same physical server to share memory pages, thus reducing the amount of cloud resources required to satisfy the users' demand. We focus on the online version of the Sharing-Aware VM Packing problem (called Sharing-Aware Online Virtual Machine Packing (SA-OVMP)) problem which considers assigning the VMs, whose resource requests are unknown until they arrive to the system, such that the number of active servers is minimized. Traditionally, VM allocation problems with multiple resource requirements have been modelled as vector bin packing problems [3] , where each resource is represented as a vector component. Classical sharing-oblivious vector bin packing algorithms in an online setting where VMs request multiple types of resources, will result in less efficient allocations since they do not leverage memory sharing opportunities. Therefore, in this paper, we design and investigate algorithms for solving the sharingaware online VM Packing problem which results in a minimum number of active servers used to instantiate arriving VMs, where page-sharing occurs relative to VMs already instantiated on the servers. Since hypervisors used by cloud providers employ memory reclamation, our sharing-aware online algorithms leverage this utility; significantly reducing the number of servers needed to satisfy the user requests and implicitly reducing energy and service costs.
We design several sharing-aware online algorithms for solving the Sharing-Aware Online Virtual Machine Packing problem in cloud environments with heterogeneous server capacities and heterogeneous resource VM requests. Our proposed sharing-aware online algorithms are improved designs of classical sharing-oblivious online algorithms for vector bin packing [3] which take page sharing into account when making allocation decisions. We introduce a new server resource scarcity metric necessary for designing sharing-aware online Best-Fit and Worst-Fit type algorithms. Our server resource scarcity metric considers all VM resource requirements, server's available resource capacities and page-sharing to identify a server with the highest priority to instantiate an online VM request. We perform extensive experiments to compare the performance of our sharing-aware online VM packing algorithms against several sharing-oblivious packing algorithms and against the optimal solutions obtained by solving the offline version of the Sharing-Aware VM Packing. In order to solve the offline version of the problem we provide a novel multilinear programming formulation of it. To the best of our knowledge, no sharing-aware online algorithms for packing VMs with multiple heterogeneous resource capacities and requirements have been proposed to date.
The rest of the paper is organized as follows. In Section 2, we discuss the related work. In Section 3, we define the Sharing-Aware Online VM Packing problem. In Section 4, we present the design of our proposed online sharing-aware algorithms. In Section 5, we present and solve the "offline" version of the sharing-aware VM packing problem. In Section 6, we compare the performance of our proposed algorithms against that of several sharing-oblivious algorithms through extensive experiments. In Section 7, we summarize our results and present possible directions for future research.
RELATED WORK
Several variants of online vector bin packing problem modeling the allocation of resources in clouds have been recently investigated. Song et al. [4] proposed a semi-online bin packing algorithm for resource allocation. Their proposed setup allows VMs to be reshuffled through live migration among the servers if resource conservation can be achieved. Li et al. [5] introduced novel variants of bin packing algorithms which attempt to minimize the total cost associated with a server's utilization. Kamali and Ortiz [6] improved upon the upper bound for Next-Fit and introduced a new algorithm, Move To Front, which performed the best in the average case for the online dynamic bin packing total cost minimization problem. Azar et al. [7] proposed vector-bin packing algorithms, analyzed their performance under various VM sequences, and established lower competitive ratios. Panigrahy et al. [8] studied heuristic variants of the First-Fit-Decreasing algorithm for "offline" VM allocation. A recent extensive survey on Multidimensional Bin Packing and related problems is by Christensen et al. [3] .
Resource awareness is a prevalent topic in designing resource allocation algorithms for cloud environments. Carli et al. [9] formulated a variant of the bin packing problem, called Variable-Sized Bin Packing with Cost and Item Fragmentation, which is energy-aware when attempting to pack cloud resource requests onto servers in both online and "offline" settings. Breitgand and Epstein [10] considered a variant of the bin packing problem called Stochastic Bin Packing (SBP) which is risk-aware of network bandwidth consumption, and designed both online and approximation algorithms to solve it. Kleineweber et al. [11] investigated a variant of the multi-dimensional bin packing problem which is QoS-aware relative to cloud file systems, specific to storage virtualization. Zhao et al. [12] designed online VM algorithms specific to energy and SLA-violation awareness to increase a cloud provider's revenue. Xu et al. [13] developed a hardware heterogeneity, VM-inference aware provisioning technique which focused on predicting MapReduce performance in the cloud. Xiao et al. [14] modeled the scaling of internet applications in the cloud as a class of constrained bin packing problem and solved the problem using an efficient semionline algorithm which supports green-computing. Hao et al. [15] proposed an online, generalized VM placement strategy which considers variation on cloud architectures, resource demand duration and data-center location. While these contributions focus on VM allocation, none of them takes into account the potential for memory sharing when making allocation decisions.
Several systems such as Satori [16] , Memory Buddies [17] , and Difference Engine [18] considered hypervisor-based VM page-sharing, but did not address the design of sharing-aware online algorithms for VM packing. Sindelar et al. [2] were the first to propose and analyze "offline" sharing-aware algorithms for the VM Maximization and VM Packing problems under hierarchical page sharing models. Our work in this paper differs substantially from Sindelar et al. [2] in that we design algorithms for an online setting, consider multiple-type VM resource requests, assume heterogeneous server capacities and operate under a general sharing model which frees the limitation of page sharing due to grouping VMs via hierarchical models.
In our previous work [19] , [20] , we considered the design of sharing-aware "offline" algorithms for the VM Maximization problem under the general sharing model. The VM Maximization problem considered in our previous work is different from the problem of VM Packing considered in this paper. The objective of the VM Maximization problem is to allocate VM instances onto a set of servers such that the profit is maximized, while the objective of the VM Packing problem is to minimize the number of servers used to host user requested VM instances.
SA-OVMP PROBLEM
We now introduce the Sharing-Aware Online Virtual Machine Packing problem from the perspective of a cloud service provider. The notation used in the paper is presented in Table 1 .
We consider a cloud service provider that offers resources in the form of VM instances to cloud users. A VM instance is denoted by V j and is characterized by a tuple ½q We denote by R the subset of resource types composed of CPUs (type denoted by u) and storage (type denoted by s), that is, R ¼ fu; sg. The memory resource (type denoted by m) is not included in R since in the design of our algorithms we will treat the memory resource differently by considering memory sharing among the VMs collocated on the same server. For simplicity of presentation, we only consider these three types of resources; but the SA-OVMP problem and our algorithms in Section 4 can be easily extended to a general setting with any number of resources.
When several VM instances are hosted on a server S k , and they use a common subset of memory pages, the total amount of memory allocated to those VM instances can be reduced through page-sharing. For example, when two Microsoft Windows 8 VM instances are collocated on the same server, they can share a significant amount of pages and the total allocated memory to those two VM instances can be reduced significantly compared to the case in which page sharing is not considered. To determine the amount of memory sharing among collocated VM instances, the cloud provider uses a staging server that computes the memory fingerprints [17] of the VM instance that is ready for allocation on one of the servers. The fingerprint of the VM instance is then used to determine the amount of memory sharing (in pages), denoted by s k j , which occurs among the currently considered VM instance, V j , and the VM instances that are already hosted by server S k . Bloom filters [17] are used to identify the number of shared pages s k j between VM V j requested pages and pages already allocated to server S k . This process has runtime complexity of O(N); where N is the maximum between the number of pages managed by server S k and those pages required by V j .
The cloud provider is interested in hosting all VM instances requested by the users while activating the minimum amount of servers. The requests for VM instances arrive one by one and the cloud provider decides the assignment of a newly arrived VM request without knowing any information about future requests. Thus, this is an online setting and the cloud provider must rely on online algorithms to assign VMs to servers. Our goal is to design such online algorithms for VM packing that take the sharing of memory into account when making allocation decisions. We formulate the Sharing-Aware Online VM Packing problem as follows.
SA-OVMP problem:
We consider a cloud provider having a set of servers, S ¼ fS 1 ; S 2 ; . . . ; S jSj g, where each server S k 2 S is characterized by [C . A VM request must be assigned to a server S k 2 S upon arrival, so that the following capacity constraints are satisfied:
where s k j is the amount of memory sharing among the currently considered instance V j and the VM instances that are already hosted by server S k . The objective is to minimize the total number of active servers necessary to serve the requests. Equation (1) is the memory capacity constraint, guaranteeing that the available memory capacity of server S k is not exceeded. The available capacity C m k À q m j is adjusted for the amount of sharing, s k j , between V j and the VM instances already hosted by S k . The constraints in Equation (2) guarantee that the capacities of the other types of resources of server S k are also not exceeded.
SA-OVMP ALGORITHMS
In this section, we design sharing-aware online algorithms for solving the SA-OVMP problem. Before describing the algorithms we introduce few definitions and assumptions concerning the servers. The servers managed by the cloud provider are in one of the following two states: active and inactive. An active server is a server that is powered on and is currently considered for allocation by the algorithms. An inactive server is a server that is not powered on and is not currently considered for allocation by the algorithms. We denote by S the set of inactive servers. When all the VMs hosted by a server are terminated the server becomes an inactive server and can be activated in the future. Initially, all servers are inactive servers, i.e., S ¼ S. All the sharingaware algorithms presented in the paper assume that the amount of sharing, s k j , among the currently arrived VM V j and the VMs hosted by active server S k , was already determined through memory fingerprinting on the staging servers as described in Section 3.
To illustrate how each of our sharing-aware online algorithms works, we consider an instance of the SA-OVMP problem with the resource configuration presented in Fig. 1 . Each server in Fig. 1 , S 1 through S 4 , is characterized by the number of CPUs (each circle corresponds to 4 CPU cores available in the left rectangle within each server image), memory in MB (each small square corresponds to 4 MB of available, in the middle, larger square within each server image) and storage in GB (to which, a mesh block will correspond to 256 GB of available memory and fill the empty space in the right rectangle within each server image). The diagonal lines in each of the servers correspond to either unavailable memory or storage. By representing the servers in this way, we can capture the heterogeneity of available server resource capacities. Initially, there are no VMs allocated to the servers. This is represented by S k : f;g placed Shared pages requested for V j and managed by S k . V Set of available "offline" virtual machines.
PðV)
Power set of "offline" virtual machines V. J Index of "offline" virtual machines in PðV).
above each server image. Each VM in Fig. 1 , V 1 through V 6 , is characterized by the same set of resource types as the servers and their requests are identified by shaded circles, shaded squares, and shaded mesh blocks (using the same units of measure as used for the servers, where one circle corresponds to 4 CPUs, one square corresponds to 4 MB, and one mesh block corresponds to 256 GB of storage). For instance, VM V 4 requests 20 CPUs, 24 MB of memory for a specific set of applications, libraries, etc., in exactly the memory pattern illustrated within the middle square and, lastly, it requests 256 GB of storage identified by one mesh block at the bottom of the VM image. When we illustrate how our sharing-aware online algorithms work, the server resources will be reduced incrementally in the included table and the space within the server for each resource type will be shaded according to the respective VM requests. Lastly, page sharing is identified when two or more VMs request memory by imposing a shaded rhombus on top of the memory block which is shared. Page sharing is illustrated in Fig. 2 through Fig. 8 for each of the proposed algorithms.
Next-Fit-Sharing (NFS) Algorithm
In order to design NFS, we need to introduce a third type of state for servers, called closed. A closed server is already hosting VM instances and is not currently considered for allocation by the algorithm. The NFS algorithm is given in Algorithm 1 and works as follows. Upon arrival of VM request V j , the cloud provider determines if V j can be packed onto the active server denoted by Sk 2 S n S. Only one server is active at any time and server S 1 is initially activated upon the first VM arrival. If active server Sk has enough capacity for every resource type to instantiate V j while considering the sharing of memory, sk j , then V j is packed onto server Sk (lines 3 and 4). Else, server Sk is closed using a function close (line 6) and the search begins for finding a server which has enough resource capacity to instantiate V j . We note that for problem instances with servers having the same resource types and size characteristics, the next server will automatically suffice if every server has enough capacity for every VM type. For servers with heterogeneous resource characteristics (which is the case in our SA-OVMP problem), a search must ensue to find a server which meets the V j 's resource demand.
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Following server Sk's closure, server indexk is incremented (line 7). The algorithm enters a while loop to search for a server among the inactive servers which can host V j (line 8). If the V j 's resource demand can be satisfied by server Sk, then the server is activated by a function activate, removed from the set of inactive servers, and the algorithm leaves the while loop (lines 10-12). Else, the search continues within the while loop by incrementing server indexk until a server is found with enough resources to host V j (line 13). Following the while loop, if the server index exceeds the number of available servers, V j cannot be hosted and the algorithm exits (lines 14 and 15). Otherwise, the algorithm found a suitable server Sk within the available servers and V j is allocated to Sk (line 16). Lastly, server Sk's resource capacities are reduced accordingly (line 17).
The difference between NFS and a standard sharingoblivious Next-Fit (NF) algorithm modified for VM allocation is that page sharing is accounted for in NFS and a search is performed to find a server which meets the incoming VM request. The standard sharing-oblivious NF algorithm has a runtime of Oð1Þ when allocating a VM request to servers, where each server has the same initial resource type capacities. In the case of NFS, the run time increases due to the search for the next server which can host V j ; resulting in a run time of O(M) in the worst case, where M is the number of servers under management. Lastly, allocating V j requires searching for page sharing relative to only one active server Sk as described in Section 3, thus resulting in a total run time of O(NM) for NFS. Fig. 2 illustrates the assignment of VMs to servers according to NFS for the SA-OVMP instance presented in Fig. 1 . All six VMs are assigned sequentially from V 1 to V 6 . VMs V 1 , V 2 and V 3 are assigned to S 1 ; which is initially active. When V 4 arrives, it cannot be assigned to S 1 due to over-committing the CPU capacity. Server S 1 is then closed, S 2 is found to satisfy V 4 's resource request at which time S 2 is activated and V 4 is assigned to it. Next, V 5 arrives and cannot be assigned to S 2 due to over-committing the memory capacity. Server S 2 is then closed, S 3 is found to satisfy V 5 's resource request at which time S 3 is activated and V 5 is assigned to it. Lastly, V 6 arrives and cannot be assigned to S 3 due to over-committing the storage capacity. Server S 3 is then closed, S 4 is found to satisfy V 6 's resource request at which time S 4 is activated and V 6 is assigned to it. NFS requires all four servers in order to assign the VMs. For the SA-OVMP problem instance considered here, the sharing-oblivious NF implementation would also require all four servers to assign the VMs; albeit, more memory would be consumed on server S 1 .
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First-Fit-Sharing (FFS) Algorithm
We now introduce the FFS algorithm which is similar to NFS except that servers are never closed when a VM request cannot fit into a server. Rather, any server that cannot accommodate the current VM request will remain active in anticipation of another VM request which can be accommodated. FFS is given in Algorithm 2 and works as follows.
Upon arrival of VM request V j , a search ensues to determine the first active server Sk from the set of active servers S n S, which has enough capacity for every resource type to host V j while considering memory sharing in the amount of s k j . To simplify the description of the algorithm, we assume that all active servers are placed before any of the inactive servers in the search sequence. The algorithm executes a while loop to search for the first active server Sk that meets V j 's resource demand in consideration of memory sharing (line 4). If a suitable server is found among the active servers, then flag is set to 0, and the algorithm leaves the while loop (lines 5-7). Else, the search continues within the while loop by incrementing server indexk until a server with enough resources to host V j is found (line 8). If there are no active servers which can host V j , flag is still 1, signalling the need to search for a suitable server among the set of inactive servers. The search process among the inactive servers (lines 10-15) is similar to NFS (Algorithm 1, lines 8-16) except that upon reaching the flag if condition, server indexk has already been incremented to the first inactive server. Ifk is greater than the number of available servers in the active or inactive server search, the algorithm exits (lines [16] [17] . If a suitable server Sk has been found from either the active or inactive servers, V j is assigned to Sk, and Sk's resource capacities are reduced accordingly (lines [18] [19] .
The difference between FFS and the standard sharingoblivious First-Fit (FF) algorithm modified for VM allocation is that page sharing is accounted for in FFS and a search for a server which meets the incoming VM request is performed. FFS undergoes the same fingerprinting process mentioned in Section 3 to determine similar pages (taking O(N) time) and searches for either the first active server which meets the VM resource request over the set of active servers, or determines the first inactive server to activate in order to satisfy the VM resource request. Since the run time of the search can be at most OðMÞ, FFS has a run time complexity of O(NM) for allocating one VM request.
In Fig. 3 , we present the assignment of VMs using FFS for the SA-OVMP instance from Fig. 1 . VMs V 1 ; V 2 and V 3 are assigned to S 1 ; which is initially activated. When V 4 arrives, it cannot be assigned to S 1 due to over-committing the CPU capacity. Server S 2 is found to satisfy V 4 's resource request at which time server S 2 's state is changed from inactive to active and V 4 is assigned to it. Next, V 5 arrives and cannot be assigned to either S 1 or S 2 due to over-committing the CPU capacity. Server S 3 is found to satisfy V 5 's resource request at which time server S 3 's state is changed from inactive to active and V 5 is assigned to it. Lastly, V 6 arrives and according to the search, V 6 can be assigned to S 1 since it is still in an active state. By consolidating the VM request to an already activated server which was not closed, FFS activates fewer servers, and thus, achieves better performance than NFS.
Best-Fit-Sharing (BFS) Algorithm
In order to design BFS, we introduce the server resource scarcity metric which characterizes the scarcity of the resources at a given server relative to the requested resources by a VM. The classical sharing-oblivious Best-Fit (BF) packing algorithm places a new item into the bin with the least remaining current capacity according to one dimension, i.e., the size of the item in one dimension. Since the SA-OVMP problem considers multiple resource requirements, we have to consider all required resources and available capacities when determining the appropriate server for allocating the VM request. To be able to achieve this, we define the server resource scarcity metric as follows:
The metric characterizes the scarcest resource among all resource types from server S k relative to V j 's resource requirements. Each resource request type is expressed as a remaining resource capacity ratio in Equation (3) relative to the available server capacity type, if V j were to be instantiated on S k . These ratios are only relevant if the V j 's resource requests do not over-commit any of the resource capacities on server S k . The maximum remaining resource ratio among the three resource types reflects the scarcest remaining resource after server S k instantiates VM V j .
The scarcity metric takes into account the sharing of memory pages among the current VM requesting resources and the VMs already allocated to server S k . This is achieved 
resource demand over-commits any of the server S k 's capacities, then the value of the server resource scarcity metric will be 0 indicating an absence of opportunity to assign V j to S k .
In our previous work [21] we employed a different scar- 
The scarcity metric used in [21] has the same value for both servers (i.e., 0.9) even though the memory is very scarce at Server 1. Our new scarcity metric (Equation (3)) which uses the maximum among the remaining capacity ratios determines two different values for the two servers, that is, 0.8 and 0.5, and therefore the BFS algorithm selects the first server for allocation. The new metric is able to capture the scarcity of resources in a much better way. BFS is given in Algorithm 3 and works as follows. Upon the arrival of VM request V j , a search ensues to determine the active server Sk 2 S n S which would have the least remaining single resource after instantiating VM V j (i.e., the scarcest resource). The algorithm calculates the resource scarcity metric for each server in the set of active servers through a while loop (line 4). If at least one active server has enough resource capacities to meet the V j 's resource demand (line 5), then flag will be set to 1, which guarantees that V j will be assigned to one of the active servers, and the V j resource scarcity metric is calculated relative to S k (lines 6 and 7). Else, at least one of the resource requests violate at least one of the current active server capacities, and then the server resource scarcity metric would be 0 for those servers (line 9). Calculating the resource scarcity metric among the active servers continues within the while loop by incrementing server indexk until the first inactive server is found (line 10). If flag is set to 1 following the while loop, then the index of the server with the maximum resource scarcity metric is determined and stored ink (line 12). If no active servers have enough resources available to host V j according to resource scarcity metric, then a search for a suitable server among the set of inactive servers occurs (lines 14-21) exactly as in FFS (Algorithm 2, lines 10-17). Lastly, VM V j is then assigned to server Sk which would have the least remaining resource following instantiation and server Sk's resource capacities are reduced according to V j 's resource demand (lines 22-23).
Algorithm 3. BFS
There are several differences between BFS and the sharing-oblivious version of the BF algorithm. From a general point of view, BF assigns items into bins based on the least remaining space after item placement. When considering BF for VM allocation, the algorithm would only account for a single resource. When multiple resources are considered, BF can have several interpretations for allocating VMs to servers based on various resources. BFS is more precise in that it is guided by the least remaining resource among all resources identified by the metric in Equation (3). Another difference is that BFS accounts for page sharing within each server when allocating the incoming VMs, whereas the standard BF algorithm does not. Provided the similarities between BFS and FFS, the run time complexity of BFS is also O(NM), which includes calculating the resource scarcity metric for any incoming VM relative to the available, active servers.
We now illustrate the assignment process of BFS using the SA-OVMP instance from Fig. 1. Fig. 4 illustrates the process for VMs V 1 through V 3 . The amount of sharing, s k 1 , and the server resource scarcity metric, e k 1 , are calculated relative to V 1 and the servers within the configuration. Since there are no VMs assigned to the server, s k 1 is zero and a server which will leave the least amount of a single resource following instantiation is selected (i.e., the best fit server). Server S 4 has the highest value for the resource scarcity metric since the resource capacities are lower than the rest of the servers. Therefore, V 1 is assigned to S 4 and S 4 's capacities are reduced accordingly and updated. Next, V 2 is ready for instantiation. All s k 2 , are 0 since no pages are shared with V 1 . The server resource scarcity metric is the same for both S 2 and S 3 . The resource which will yield the least remaining space per our metric is the memory, where both S 2 and S 3 offer the same memory capacities. To break the tie, we select the lowest indexed server with the highest server resource scarcity metric, e.g., S 2 , to host V 2 and the resource capacities of S 2 are updated. Relative to server S 4 , e 4 2 ¼ 0 since there is not enough memory available. Next, V 3 is ready for instantiation. With V 1 assigned to S 4 and V 2 assigned to S 2 , V 3 has two opportunities to share pages, leading to s Upon calculating the server resource scarcity metrics, it is determined that V 3 should be assigned to S 3 due to the scarcity of storage which occurs following instantiation against the other servers. The BFS assignment for VMs V 4 through V 6 is illustrated in Fig. 5 . VM V 4 will be assigned to S 2 due to the CPU resource being the most scarce resource following instantiation when compared to S 1 . The assignment of V 5 to server S 1 is by default since the other servers do not have enough CPU capacities to instantiate the request. Lastly, V 6 arrives and due to both the CPU and storage requests, the resource scarcity metric has a value of 1.0 relative to S 2 which is the largest. Thus, V 6 is assigned to S 2 . The final VM assignment for the SA-OVMP instance considered here is illustrated in Fig. 6 . 
Worst-Fit-Sharing (WFS) Algorithm
Since WFS can be viewed as the dual of BFS and thus, its structure and implementation are nearly identical to that of BFS, we will not provide a formal algorithmic description of it. The only difference between the two algorithms is that WFS allocates the new VM request to an active server with the minimum server resource scarcity metric, i.e., assigns the VM to the server which leaves the most remaining single resource following instantiation. WFS requires a change from argmaxfe k j g to argminfe k j g in BFS (line 11) and the maximum operator in Equation (3) is changed to the minimum operator. Due to the similarity to BFS, the run time complexity of WFS is also O(NM).
OFFLINE SHARING-AWARE VM PACKING
In this section, we present a multilinear programming formulation of the "offline" Sharing-Aware VM Packing problem. This problem differs from the online version in Section 3 since it assumes that the set of VM requests, V, is known a priori. In order for a solution to exists, we have to guarantee that enough servers are available to host all V j 2 V. The objective of the service provider is to host all V j 2 V, while minimizing the number of active servers necessary for instantiating the VMs in V. We formulate this problem as a multilinear boolean program as follows: 
8 y k 2 f0; 1g; 8 x jk 2 f0; 1g:
A boolean decision vector y 2 f0; 1g M is the solution to our program from Equation (4); where the active servers are identified by y k ¼ 1, inactive servers are identified by y k ¼ 0, and B is the sum of the total number of active servers over all components of y. The constraint in Equation (6) ensures that V j is not assigned to more than one server, where x jk reflects the assignment of VM V j to a single server S k . Equation (7) is a resource capacity constraint which ensures that the subset of instantiated VM requests do not violate the server capacities, C r k , the provider has available in terms of CPUs, r ¼ u, and storage, r ¼ s. Equation (8) is the memory capacity constraint and ensures that the VMs requesting memory do not violate the service provider's memory capacities which considers the effect of page deduplication. Equation (9) ensures that decision variables y k and x jk are boolean. Fig. 7 shows the solution of our multilinear program for the SA-OVMP instance from Fig. 1 . The optimal solution packs VMs V 1 through V 6 onto two servers, leading to a lower number of active servers than any of the online algorithms proposed in Section 4. The novelty of our multilinear program formulation is in how the memory constraint takes into account the memory requests with regards to page sharing. To describe the constraint, we consider an example using VMs V 3 ; V 4 and V 6 and server S 2 .
In Equation (8), we denote by PðVÞ, the power set of the set of available VMs, V, and index the elements from this power set using J . We define the sharing parameter s J as the variable which represents the number of shared pages among the VMs in set J . As an example, for jJ j ¼ 3, we have s 346 ¼ 2, i.e., all VMs in J which include V 3 ; V 4 and V 6 share three pages between them. We calculate the sharing parameter s J for all the sets of the power set PðVÞ indexed by J , and organize them by cardinality in Fig. 8 . When jJ j ¼ 1, the sharing parameter s J represents the amount of memory resource in number of pages requested by V j , i.e., s j ¼ q m j . By combining the set of values representing the number of shared pages and the number of pages required by each VM, we can deduce the number of unique pages, i.e., pages which are required to instantiate a subset of VMs and are available to be shared among requesting VMs. To calculate the number of unique pages in Equation (8) we need to introduce an adjustment parameter, ðÀ1Þ ðjJ jþ1Þ , which adjusts the calculation of the number of unique pages according to the cardinality of J . By referencing Fig. 8 , we can calculate how many unique pages are required in order to instantiate VMs V 3 ; V 4 and V 6 and compare this to S 2 's memory capacity, C m 2 , as follows:
(10) By substituting the values for s J from Fig. 8 and performing the calculation above in Equation (10), we arrive at 8 unique pages which are required to allocate V 3 ; V 4 and V 6 , when sharing pages is considered; consistent with the number of colored pages in Fig. 8 . In most cases, only a subset of the VMs may be chosen for instantiation based on the service provider's memory resource. Therefore, the constraint in Equation (8) consists of the product of boolean decision variables, xj k , wherej is an index corresponding to any VM Vj within the VM subset combination J , on the sharing parameter s J , and the unique page adjustment parameter ðÀ1Þ ðjJ jþ1Þ .
The "offline" Sharing-Aware VM Packing problem is a new and more general variant of the vector bin packing problem. If sharing is ignored, the Sharing-Aware VM packing reduces to vector bin packing. Because vector bin packing is NP-hard and it is a special case of the offline SharingAware VM packing problem, the "offline" Sharing-Aware VM Packing problem is also NP-hard. Therefore solving the "offline" Sharing-Aware VM Packing problem optimally is only practical for small instances. Solving the "offline" version of the SA-OVMP problem instance in Fig. 1 only takes a few seconds, but when we modestly increased the number of VMs and the number of servers, the time required to solve it took several minutes to complete. In Section 6.3 we present a detailed set of experiments in which we compare the execution times of the proposed online algorithms against those obtained when solving the offline version using a standard nonlinear programming solver.
EXPERIMENTAL RESULTS
In this section, we describe the experimental setup including our strategy for generating VM streams, simulating server configurations, and modelling page sharing. We perform extensive simulation experiments with our sharingaware online algorithms and their sharing-oblivious counterparts and then analyze the results. The main goal of our experiments is to compare the performance of the proposed algorithms against that of several sharing-oblivious packing algorithms. We are interested to determine the reduction in the total number of physical servers and the reduction in the amount of memory obtained by the proposed algorithms relative to the other algorithms when considering real heterogeneous servers and VM instance requests. We will also compare how well our algorithms are performing against the "offline" optimal solution in terms of average number of activated servers.
Experimental Setup
The simulation experiments were performed using a custom build simulation software implemented in C++ and run on 2.93 GHz Intel hexa-core dual-processor 64 bit systems within the Wayne State University HPC Grid [22] . The simulation software takes as input the server configurations and the VM streams and executes the VM packing algorithms to determine the allocations. Based on the obtained allocations it computes the values of several metrics that are used in our experimental analysis (e.g., average number of active servers, memory usage, and others).
VM Streams
Fairly recently, Google has made workload usage traces from Google compute cells [23] available to the public. Researchers have thoroughly investigated various components of the usage traces, such as applications [24] and workloads [25] , [26] , [27] . Significant to our experiments is the arrival pattern of VM resource requests and how our proposed algorithms behave under these patterns. Based on existing research [26] , [28] , it has been concluded that there are no standard distributions which fit the pattern of VM resource requests. Some statistical properties have been revealed such as, resource requests exhibiting a heavytailed distribution [26] , requests reflecting degrees of fractal self-similarity [28] , and the proportion of lower memory and CPU requests significantly outweigh higher memory and CPU requests within the trace [29] . Given the difficulties in identifying overall arrival and request characteristics from the traces, we design a broad range of VM streams which provide numerous variations on the mixture of requested VM types, arrival orderings (which is significant for online settings).
For our experiments, we consider the resource request characteristics from Google Compute Engine VM types which are listed in Table 2 and are available online [30] . We divide the VMs into two categories, low resource request and high resource request, based mostly on the memory and CPU request combinations. We keep n1m2 and n1c8 in the lower resource category since n1m2 only requests 2 CPUs and n1c8 requests a very low amount of memory compared to those VMs in the high resource request category. We define a stream as a sequence of either 500 or 1,000 VMs requests which exhibit various percentages of mixture between low and high VM resource requests. We design a set of VM streams accounting for various VM type mixtures in increments of 5 percent, ranging from 5 percent low (and 95 percent high) to 95 percent low (and 5 percent high) resource requests. Therefore, in order to test the performance of our algorithms, we consider common and uncommon workloads which span the VM resource request mixtures. For each VM stream, we randomly select VMs from each of the two requesting categories, until a desired percentage of mixture is achieved. As an example, for the 85 percent low request 1,000 VM stream, we select uniformly at random 850 VMs from the low requesting category, leaving 150 VMs to be selected uniformly at random from the high requesting category in order to complete the stream. Once all the streams have been designed, we generate five copies of each stream and identify them by r1 through r5. Each r1 through r5 stream per mixture combination is then randomly shuffled using the C++ facility random shuffle and the standard uniform random generator. Each r1 through r5 stream is shuffled a different number of times such that the stream sequences exhibit a fairly significant variability from each other. We account for 19 mixture combinations with five different orderings for each mixture per 500 and 1,000 VM streams; totaling 190 unique VM streams used in our experiments. Fig. 9 illustrates the 85 percent low requesting resource 1,000 VM r1 stream. We show the different VM types on the vertical axis and the arrival sequence of the 1,000 VMs in the stream on the horizontal axis. Stream r1 plot shows that the majority of the VM types correspond to our low resource requests (approximately 85 percent of the VM stream).
Server Configurations
Our experiments consider the heterogeneity of a cloud service provider's back-end infrastructure, i.e., infrastructure composed of multiple servers with various resource characteristics. Very few details have been revealed about the exact server configurations for major cloud service providers' infrastructure. Although, researchers studying the Google workload usage traces have provided fairly accurate results reflecting the number of and resource characteristics for servers within the compute cell from which the trace set was logged [26] , [27] . It was determined that approximately 12,477 servers were used in hosting the requests captured in the Google usage trace. Determining the exact capacity specifications for these servers is not possible due to normalization and obfuscation techniques [31] used within the trace set; yet, each trace event within the set expresses a request ratio of CPU, RAM normalized to the largest server configuration (the values of which are not identifiable from the trace set). Using these ratios, researchers have been able to derive representations for the distribution of machines and their resource characteristics. Liu and Cho [27] categorized these servers into 15 different capacity groups reflecting variations on (CPU, RAM) combinations, where each category reflects a percentage of the 12,477 servers. The capacity groups, identified by a tuple (CPU ratio, RAM ratio), are expressed as combinations of CPU and RAM server capacity ratios relative to the largest server capacities: .25, .50 and 1.00 for CPU; .125, .25, .50, .75 and 1.00 for RAM. For instance, the capacity group (.50, .25) exhibits server capacities that are 50 percent of the CPU resource, and 25 percent of the memory resource of the largest machine, and claims 31 percent of the 12,477 servers, or approximately 3,835 servers. For our experiments, we use the server capacity groups and percentage of group population from Liu and Cho [27] , and consider that our largest server has resource capacities of 48 CPUs and 256 GB RAM. We determine all other server capacities relative to these values. We utilize 500 servers for the 500 VM streams and 1,000 servers for the 1,000 VM streams, where their grouping and percentage of population is consistent with the results from Liu and Cho [27] . Fig. 10 illustrates the number of servers per group for the 500 and 1,000 VM streams. For example, we consider 308 servers from the (24, 48) category (i.e., servers with 24 CPUs and 48 GB of RAM). Lastly, we make available the servers with the smallest capacities first throughout our experiments. In sequence, the server capacity groups ordering corresponds to: (12, 64) , (24, 32) , (24, 64) , (24, 128) , (24, 196) , (24, 256) , (48, 128) and (48, 256). We note that only a portion of the server capacity groups were activated in our experiments, but chose 500 and 1,000 servers as the maximum number of servers that can be activated. All the servers considered in the simulation are dedicated to handle only the requests from the VM streams considered in the simulation i.e., they do not handle exogenous workloads.
Modeling Page Sharing
For our experiments, we abstract a subset of the available software from Google Cloud Launcher [32] for the Google VM types. The software categories available to VMs in our experiments are content management, databases, developer tools, infrastructure and operating systems. Each application software category comprises eight different options, i.e., database software options such as MongoDB, MySQL, Cassandra, Redis, etc., as well as ten operating systems, where four are specific to server versions and six are desktop versions, i.e., operating system software options such as Ubuntu 15.04, Ubuntu Server 14.04 LTS, Windows Server 2008 R2, etc. Previous research on page sharing has uncovered that the majority of page sharing occurs between operating systems [2] . Operating systems and their versions can share a large amount of memory between them; yet, different operating systems may share almost no memory, e.g., collocating VMs which run Windows and Linux OS distributions [2] . Page sharing opportunities can be further identified between server and desktop distributions. In some cases, server distributions do not include desktop packages and the desktop distributions do not include server related packages; but can share kernel resources between them, e.g., Ubuntu 12.04 merges linux-image-server into linux-image-generic.
We model the memory pages requested by applications and OSs using boolean vectors. Each application or OS memory request is characterized by such a vector. The entries of the vectors represent memory pages, where an entry with value 1 signifies that the page represented by that entry is requested, while an entry with value 0 signifies that the page is not requested. Extensive effort has been exerted to build unique vectors reflecting the operating systems and applications memory requirements such that the sharing outcomes are fairly consistent with the results presented by Sindelar et al. [2] and Bazarbayev et al. [33] . For each VM in our experiments we select uniformly at random one operating system and one to four applications to run. We constrain some of the VM types to certain operating system and application combinations, e.g., low request VMs such as n1s1 will not choose OS server distributions since it is unlikely that a user would request a single cpu, low memory VM to host multiple instances. Each server memory pages are also modelled by a boolean vector which is populated with the corresponding entries from the application and OS vectors of the VMs hosted by the server. Once a VM has selected its software combination vectors and a server is identified to host the VM, the VM's vectors are compared to the server's vector to determine the pages that can be shared.
Analysis of Results
We now compare the performance of our proposed sharingaware online algorithms from Section 4 against their sharing-oblivious counterparts. Specifically, we show that by using our sharing-aware online algorithms the average number of activated servers is lower, and a substantial memory reduction occurs, which frees up resources for more VMs to be packed. We also analyze some worst-case scenarios for the two sets of algorithms.
In Figs. 11 and 12 , we compare the average amount of memory reduction obtained when utilizing the sharingaware over the sharing-oblivious algorithms for various server capacity categories and for 500 and 1,000 VM streams, respectively. We compare our sharing-aware algorithms, NFS, FFS, BFS, and WFS with sharing-oblivious algorithms, Next-Fit, First-Fit, Best-Fit, and Worst-Fit (WF). The server capacity categories that we sample are identified by a tuple (CPU, RAM). For instance, the server capacity category (24, 64) consists of the server capacity category which includes servers with 24 CPUs and 64 GB RAM. Along the horizontal axis for each sharing-aware algorithm we show the memory reductions for the following server capacity categories: (12, 64) , (24, 32) , (24, 64) and (24, 128) . We note that only in very few instances servers outside of these categories were activated during our experiment. Along the vertical axis are the percentages of memory reduction obtained by our algorithms when compared with their sharing-oblivious counterparts. Quantifying the sharing directly was not straightforward as the sharing-aware and sharing-oblivious algorithms assigned different VMs to different servers. Therefore, we compare the overall memory utilization between each sharing-aware algorithm and its sharing-oblivious counterpart. For both 500 and 1,000 VM streams, all the sharing-aware algorithms tend to exhibit the greatest memory reduction on the server group with the largest amount of memory, i.e., (24, 128) . This is because servers that offer more memory can accommodate more VMs as long as CPUs are available. When the number of assigned VMs increases, so does the opportunity to share pages, which leads to more VMs being assigned to the server, if sharing-aware algorithms are utilized. Lastly, when comparing the results for the 500 VM streams and the 1,000 VM streams, we note that the 500 VM stream tends to generate the larger reductions for the (24, 128) case. From our results, the sharing-aware algorithms can reduce the required memory by approximately 25 percent in the best case for the largest server capacity category, i.e., (24, 128) , and can reduce the required memory by approximately 5 percent for the worst case in the smallest server capacity category, i.e., (12, 64) .
In Fig. 13 , we compare the average number of servers required to host the VMs for the 1,000 VM streams over the entire range of low-high requesting resource mixtures. Along the vertical axis are the acronyms for each of the sharing-aware and sharing-oblivious algorithms and along the horizontal axis are the percentages of low resource requesting VMs in the VM stream. The heat map representation has the lightest shade of gray when the highest number of servers are used, e.g., the maximum value is 560 by NF, and has the darkest shade of gray when the lowest number of servers are used, e.g., a minimum value of 151 by BFS. The average number of servers are calculated by aggregating the number of active servers from VM streams r1 through r5 for each requesting resource mixture, dividing by five and calculating the ceiling of the result. The figures show that all the sharing-aware online algorithms activate fewer servers than their respective sharing-oblivious analogues in all mixtures. When comparing the sharing-aware online algorithms among themselves, FFS slightly activates less servers than BFS. WFS tends to over-activate only slightly when compared to BFS in the lower requesting mixtures. As the number of lower requesting VMs outweigh the higher requesting VMs in the VM stream, WFS tends to diverge away from the BFS performance in most cases. Naturally, NFS performs the worst among the sharing-aware algorithms. Moreover, we find that the greatest differences in the 1,000 VM streams occur around the 60 to 85 percent low resource request VM streams which reflects the many low and fewer high resource requests found typically in usage traces from the current cloud service providers. In Figs. 14 and 15, we show the number of servers activated by the sharing-oblivious algorithms in excess of those activated by our sharing-aware algorithms. We call these servers, the excess servers. In the plots, the sharing-oblivious algorithms have five bars, one for each resource mixtures ranging from 65 to 85 percent in increments of 5 percent. For each of the requesting resource mixtures, we plot the number of excess servers the sharing-oblivious algorithms required over that required by the sharing-aware algorithms. On the horizontal axis, for each sharing-oblivious algorithm we show the server capacity category which was found to exhibit the greatest differences. We note that in Fig. 14, NF exhibited the greatest differences for a different server capacity category, (24, 128) , from the other algorithms in the experiment. For the VM 500 stream, NF filled most of the (24, 64) category servers. When comparing NF to NFS in the (24, 64) category, they were nearly identical. The greatest variance between the two algorithms in terms of the greatest number of excess active servers occurred in the next largest server capacity category, (24, 128) . In the worst cases for the VM 500 stream, BF for (24, 64) and FF for (24, 64) at resource mixture 70 percent, required 16 to 17 extra servers when compared to our sharing-aware algorithms. The variability of excess servers in the case of BF for (24, 64), is not as pronounced as in the case of FF for (24, 64) among the represented resource mixtures. This implies that the difference in performance between FF and FFS is smaller than in BF and BFS for the worst cases. The results for the VM 1,000 stream are fairly similar in dynamics to the ones for the VM 500 stream, with the largest excesses occurring in the case of FF for (24, 64) with resource mixture 70 percent; accounting for 38 extra servers. From the results of our experiments, we conclude that the sharing-aware algorithms obtain a significant reduction of the number of active servers which implicitly leads to a significant reduction of the costs for the cloud provider.
Comparison with the Optimal Offline Solution
In order to optimally solve the "offline" Sharing-Aware VM Packing problem (formulated as a multilinear program in Equations (4), (5), (6) , (7), (8) , and (9)), we use the AMPL [34] mathematical programming framework and an open-source solver, Couenne [35] , which employs a branch & bound algorithm for solving mixed integer nonlinear programs in general; which is applicable to solving our multilinear program.
In order to compare the online algorithms against the optimal solution obtained by solving our proposed multilinear program, we designed ten small problem instances with a small number of VM requests and a small number of physical servers and recorded the performance of the In Fig. 16 , we plot the average number of servers activated by the algorithms. The solution determined by solving our multilinear model using the Couenne solver (denoted in the figure by "Offline") resulted in the least number of activated servers, 4.6 servers on average. FFS and BFS activated 7.4 and 7.6 servers on average, respectively. FF and BF obtained the worst performance, activating 8.1 and 8.6 servers on average, respectively. FFS activated 1.60 times more servers than the "offline" solution, thus obtaining the best performance among the online algorithms, while BF activated 1.86 times more servers than the "offline" solution, the worst performance among the online algorithms.
In Fig. 17 , we present a box-and-whiskers plot for the average execution time in seconds for each of the algorithms in our experiment on a log-scale. We also plot the execution time required by the Couenne solver to solve the multilinear program formulation of the "offline" problem. All online algorithms required time in the magnitudes of millisecond, whereas, the time required by the Couenne solver varied heavily ranging from seconds to minutes. This variance in execution times for the solver is due to the different computational work required for the instances we consider here, i.e., solving some of the instances required more linearization and convexification cuts when solving; thereby, increasing the computational time. The fastest algorithm is FF, requiring 2.48 milliseconds followed by BF. The online sharing-aware FFS, required 4.99 milliseconds while BFS required 7.48 milliseconds, all on average. The online sharing-aware algorithms (FFS and BFS) required slightly more time than the sharing-oblivious ones (FF and BF) due to the overhead of identifying page sharing opportunities.
Moreover, the First-Fit class of algorithms are faster than the Best-Fit class since the First-Fit class does not require a search among all servers for a "best-fit" when allocating VMs. Even though FF and BF obtained slightly better performance in execution times, on average, compared to FFS and BFS, the differences in milliseconds are negligible when considering activating less servers, on average, which translates to direct savings for cloud service providers. The "offline" solution guarantees the smallest number of servers required for satisfying the VM requests; yet, obtaining it requires an execution time that makes it unfeasible for even slightly larger environments. Therefore, online algorithms such as FFS and BFS are the best alternatives to efficiently solve large problem instances which occur in real-world scenarios.
We believe that the results of the experiments are relevant to real cloud settings because the simulation was performed with input data derived from traces obtained from a real cloud system. A possible threat to validity of our experiments is the fact that the traces may not characterize all possible scenarios that can occur at different current and future cloud providers.
CONCLUSION AND FUTURE WORK
We designed a family of sharing-aware online algorithms for solving the VM Packing problem. The experimental results showed that our proposed sharing-aware online algorithms activated a smaller average number of servers relative to their sharing-oblivious counterparts, directly reduced the amount of required memory, and thus, the packing of the VMs required fewer servers. Future work involves extending our algorithms to environments with lightweight virtual containers such as Docker containers on the Google Kubernetes infrastructure, and to streaming frameworks. Determining the theoretical performance bounds for the sharing-aware online algorithms is another open avenue for future research.
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