Decomposition and reconstruction algorithms for nested spaces of multivariate trigonometric polynomials are described. The scaling functions of these spaces are chosen as fundamental polynomials of Lagrange interpolation. Their properties are crucial for the approach presented here. In particular, FFT{algorithms can be used e ciently. AMS classi cation: 42 A 15, 41 A 10, 41 A 63, 65 D 05
Introduction
Signal and image processing is nowadays mathematically examined in terms of wavelet analysis. We are interested here in decomposing multivariate periodic functions into trigonometric wavelet parts. In particular, the wavelets are trigonometric polynomials built from certain de la Vall ee Poussin means of the Dirichlet kernel. So we did not start by periodizing a wavelet on the real line but, used directly, the properties of the corresponding trigonometric kernels. A rst attempt in this direction has been done by C. K. Chui and H. N. Mhaskar in 1]. They used Fourier sums of the Haar scaling functions and wavelets to construct a univariate wavelet decomposition of L 2 (T). Then every wavelet space consists of trigonometric polynomials with frequencies from a certain dyadic band. The disadvantages of that approach are the lack of interpolatory properties of the scaling funtions and wavelets and their large oscillations based on the unboundedness of the Fourier sums with respect to the uniform norm. To overcome these di culties we follow the ideas of A. A. Privalov ( 2] ), where he used a special de la Vall ee Poussin mean of the Fourier sum to construct a polynomial basis of C(T) with a certain order of growth of their degrees. A wavelet analysis for the whole scale of possible de la Vall ee Poussin means with the corresponding two-scale relations and decomposition formulas is outlined in 3] and 4]. Moreover, a uni ed introduction to periodic univariate wavelets based on calculations with Fourier coe cients is due to G. Plonka and M. Tasche ( 5] ).
Here, we consider bivariate trigonometric polynomials on the torus based on tensor products of the univariate scaling functions and wavelets. Then, the general multivariate case can be handled analogously. As usual, we obtain, in the bivariate case, three di erent wavelet spaces on every level. For the decomposition and reconstruction of a given function, signal or image, it is important to know the basis transformations between the di erent levels of sample and wavelet spaces. Therefore, the main part of this paper deals with the investigation of the corresponding matrices. The block circulant structure of these matrices allows to apply the Fast Fourier Transform. Starting with the function values on a certain function into its wavelet parts. For a xed number of interpolation points, one can choose with the di erent de la Vall ee Poussin means between better localization and lower degree of the polynomials. 
In 1991 A. A. Privalov proved the orthogonality between the univariate scaling functions and the wavelets from the same level j. where ? denotes orthogonal summation.
Proof: From (4) and from the the de nition of V j and W s j , it is clear that every space on the right-hand side is a subspace of V j+1 . From Theorem 2.1, it follows the orthogonality of the univariate functions j;m and j;n and so the pairwise orthogonality of the spaces V j and W s j ; s = 1; 2; 3. Hence, the summation is really an orthogonal summation and the sum itself is a subspace of V j+1 . In order to obtain the equality, we consider dimV j+1 = 4N To illustrate the di erent de la Vall ee Poussin cases, we present the following pictures. (2)).
I.e., a) corresponds to the ordinary de la Vall ee Poussin case and b) re ects the pure Fourier case. Fig. 2 a) -b ) Fig. 3 a) 
-b)
This section is devoted to the computation of the two-scale sequences for reconstruction. As V j V j+1 , there exist coe cients % j;K;R such that j;K = X R % j;K;R j+1;R ; where R = (r 1 ; r 2 ): (8) Analogously to (7), we conclude j;K;R = s j;K r 1 2N j ; r 2 2N j ! :
From the interpolatory properties (3), (5) and (6) Proof: The desired result is only the reformulation of (7) and (8) we obtain with (9) the desired Riesz constants in the theorem as 2N j miǹ j;` = 1 2 ; 2N j max j;` = 1:
To state the counterpart of Theorem 3.1, i.e. to write the scaling functions j+1;K 2 V j+1 in the corresponding scaling function and wavelet basis of V j ? W 
