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Resumen 
 
Introducción 
Este Trabajo Final de Grado tiene como objetivo la realización de una serie de 
experimentos computacionales que nos ilustren sobre el funcionamiento de las redes 
neuronales y la influencia de la arquitectura de las mismas en tareas de clasificación. Se 
estudiará por lo tanto el beneficio que pueda aportar el añadir una capa oculta más a la 
estructura de la red. Las simulaciones se harán con diferentes casos a clasificar, que 
pueden ser más o menos complicados de hacer. 
Descripción de las redes neuronales 
Las redes neuronales son sistemas computacionales de aprendizaje basados en el 
funcionamiento de las redes neuronales biológicas, presentes en el cerebro de los 
animales. 
Están construidas a partir de una serie de nodos llamados “neuronas” que se 
organizan en forma de capas. Tiene que haber una capa de entrada, una capa de salida y 
por lo menos una capa intermedia o “capa oculta”. 
La capa de entrada debe tener tantas neuronas como variables de entrada tenga el 
sistema que estamos tratando de modelar, y la capa de salida debe tener tantas neuronas 
como variables que estemos intentando predecir. La capa de salida puede tener salida 
continua, para problemas de regresión, o discreta, para problemas de clasificación. 
 
Arquitectura de una red neuronal artificial. 
En cuanto a las capas ocultas, sus neuronas realizan transformaciones no lineales 
sobre la información que los atraviesa mediante una función de activación. Hay muchas 
clases de funciones de activación, pero muchas de ellas son tales que su salida posible 
varía entre 0 y 1. Esto hace que según si la información que entra a la neurona supera un 
valor umbral, esta se activa o no. Básicamente, la tarea de la neurona es realizar una 
suma ponderada de todas las entradas que tiene y aplicarle una función de activación 
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para luego pasar el resultado a las neuronas de la siguiente capa, que a su vez repetirán 
el proceso. 
    El buen funcionamiento de las redes neuronales se basa en su entrenamiento, 
es decir, de la correcta asignación de valores a los pesos aplicados sobre las entradas de 
cada neurona con el fin de que se obtenga de la red el resultado deseado. Las tres formas 
de aprendizaje para las que se utiliza una red neuronal son aprendizaje supervisado, 
aprendizaje no supervisado y aprendizaje por refuerzo. En este TFG nos centramos en el 
aprendizaje supervisado. 
El aprendizaje supervisado se basa en la alimentación de la red con datos 
“etiquetados” (con los valores de salida correctos para unos datos de entrada concretos) 
de forma que la red va modificando iterativamente sus pesos internos mediante un 
algoritmo, con el objetivo de minimizar una cierta función de coste basada en el error de 
predicción que comete la red neuronal. 
Existen muchos algoritmos utilizados para el entrenamiento de una red neuronal, 
pero el más utilizado es la retropropagacion o backpropagation y es el que utilizaremos 
nosotros.  
Los datos a clasificar 
Como se ha mencionado, se desea ver como varia el rendimiento de las redes 
neuronales al añadir una capa oculta para tareas de clasificación. Pero algunas tareas de 
clasificación son más sencillas que otras. Para reflejar esto, intentaremos clasificar tres 
casos distintos. Los tres consisten en puntos del plano con coordenadas de x e y entre 0 
y 1, a los cuales se les asigna una entre dos clases según la región que ocupen. Los tres 
casos posibles se muestran a continuación: 
 
Casos a clasificar 
 A los puntos en las zonas azules se les asignara la clase A y a los de las zonas 
grises la clase B. 
 Creemos que la situación del caso 1 será la más fácil de clasificar de las tres, y 
por lo tanto se producirán menos fallos en ella; y que la situación del caso 3 será la más 
difícil. 
  
 
 Rodrigo Torán Sierra    6 
 Los modelos 
 Para clasificar estos datos, se van a entrenar una serie de redes neuronales. Se 
entrenarán redes con salida lineal o no lineal, y dentro de estos criterios se entrenarán 
redes con, o bien, una o dos capas ocultas. De los modelos de dos capas se realizarán 
dos variantes. Estos modelos se presentan a continuación.  
 
Los 3 tipos de redes neuronales que vamos a entrenar 
 Estos en realidad son ejemplos de los tipos de redes neuronales que se van a 
entrenar, ya que en realidad lo que se hará será, mediante un bucle, ir aumentando los 
nodos de tres arquitecturas bases, para así tener una visión de cómo afecta el número de 
nodos al rendimiento de las redes neuronales. 
 Para cada una de estas posibilidades en cuanto a tipo de salida, arquitectura de la 
red, y numero de neuronas, realizaremos 10 replicaciones, con lo cual se estarían 
entrenando 600 modelos. Puesto que haremos todas estas simulaciones para los datos de 
los tres casos diferentes definidos en la página anterior, serían en total 1800 modelos a 
entrenar. En la siguiente tabla se muestran todos los experimentos posibles. 
 
Todos los experimentos que vamos a realizar 
 Obsérvese que la opción 2 de la arquitectura bicapa tiene un numero distinto de 
neuronas que las otras dos opciones. 
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Capítulo 1 
Introducción 
 
 1.1. Estado del arte 
 El aprendizaje automático o machine learning es una rama de la ciencia de la 
computación que estudia la construcción de algoritmos por los cuales se pueda, sin 
ayuda del programador, aprender y hacer predicciones a partir de datos. 
 Las tareas para las cuales se utiliza el machine learning de pueden clasificar en 
tres categorías según la forma de alimentación de los datos al modelo: 
• Aprendizaje supervisado: se introducen en el modelo valores de las variables de 
entrada junto con sus deseadas salidas con la esperanza de que el algoritmo 
“aprenda” la relación que hay entre ellas. 
• Aprendizaje no supervisado: en este caso no se etiquetan los datos que se 
introducen en el modelo, y se le deja que busque algún patrón en ellos por sí 
solo. 
• Aprendizaje de refuerzo: El modelo trabaja intentado cumplir una función 
predeterminada, y de la interacción con su entorno mientras opera extrae datos 
que utiliza para mejorar su funcionamiento. Es la clase de aprendizaje que hay 
detrás de tareas como la conducción automática. 
Otra forma de categorizar las tareas es según la variable de salida que se desea 
extraer. Según este criterio se distinguen tareas de: 
• Clasificación: donde la salida será una o más variables discretas, que se 
utilizaran para asignar una clase a unos determinados datos de entrada. Es una 
tarea propia del aprendizaje supervisado. 
• Regresión: aquí la salida es una variable continua. Se utiliza para la predicción 
de valores numéricos. 
• Clustering: una serie de datos de entrada se separan en una serie de grupos. Es 
como la clasificación, pero sin saber de antemano las clases que puedan tener los 
valores. Es decir, es un problema de aprendizaje no supervisado. 
Además de las redes neuronales artificiales, que se estudian en este proyecto, 
algunos otros métodos de machine learning son los arboles de decisión, redes 
bayesianas o máquinas de vectores de soporte. 
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1.2. Objetivo 
El objetivo principal de este trabajo final de grado es el estudio del 
comportamiento de redes neuronales artificiales prealimentadas en tareas de 
clasificación, al modificar la arquitectura de las mismas.    
La razón de hacer cambios en la arquitectura de las redes neuronales es intentar 
sacar conclusiones sobre qué clase de modelos son más adecuados para abordar qué 
clase de problemas. Para ello se realizarán variaciones en el número de neuronas de los 
modelos y en la forma en que estas están estructuradas en forma de capas. Con esto se 
pretende ver cuándo es positivo añadir una capa más a nuestra red para obtener una 
estructura más profunda (deep) frente a un modelo más superficial (shallow).  
Asimismo, se variará el número de neuronas para cada capa en particular, y se 
probaran distintas formas de combinar capas distintas. Al aumentar el número de 
neuronas, aumenta la complejidad del modelo, y esto puede significar una mejora en el 
rendimiento del modelo, aunque si nos pasamos, puede producirse el fenómeno del 
sobreajuste u overfitting, ya descrito anteriormente. En cuanto a la forma de combinar 
las capas, puede tener un efecto muy pronunciado. Lo suyo es que se utilice una 
arquitectura tal que genere una función de clasificación o regresión con una estructura 
similar a la estructura inherente que haya en los datos de entrada. Esto es muy 
complicado de hacer ya que muchas veces no conocemos esa estructura inherente, e 
incluso cuando la conocemos es difícil saber cómo la aproximara el modelo. Por ello 
probaremos con varias posibilidades razonables, sin pretender llegar a solución perfecta, 
para ver si alguna en particular nos da una ventaja. 
La clasificación se hará sobre diferentes distribuciones de datos. Creemos que 
para diferentes formas de asignar clases a datos aleatorios, la complejidad de su 
clasificación variará y por lo tanto será más o menos apropiado utilizar una diferente 
arquitectura de red neuronal. Queremos estudiar entonces estos casos.  
Debido al limitado tamaño de este proyecto y a la enorme complejidad de este 
campo, no se pretende hacer un estudio exhaustivo del tema. Ya que hay muchísimas 
otras opciones de aprendizaje automático para generar modelos de clasificación, y 
dentro de las redes neuronales mismas, también hay muchísimas alternativas a la hora 
de crearlas y entrenarlas. Aquí se quiere simplemente ayudar a la comprensión de estas 
poderosas herramientas que son las redes neuronales, y reflejar cuando puede ser más 
adecuada una estructura más deep de nuestra red, mediante el estudio de un ejemplo 
práctico. 
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Capítulo 2 
Herramientas Utilizadas 
 
2.1. Paquete Estadístico R 
  
 Es el entorno de programación que hemos utilizado para realizar todos nuestros 
experimentos. Es un programa open source del sistema GNU, basado en el lenguaje de 
programación S. R fue creado en 1992 por Ross Ihaka y Robert Gentleman de la 
Universidad de Auckland, en Nueva Zelanda. 
 Este idioma tiene una gran cantidad de funcionalidades estadísticas, y es muy 
utilizado para la creación de modelos, análisis de datos y realización de tests 
estadísticos. También posee una gran capacidad para generar gráficos y ha heredado de 
S su capacidad para la programación orientada a objetos.  
 Además, las capacidades de R se extienden mediante la instalación y uso de 
paquetes. Los paquetes son librerías de funciones y herramientas creadas por la 
comunidad para su uso gratuito por parte de cualquier usuario. 
  
2.1.1. Paquetes Utilizados 
 Puesto que en este trabajo final de grado vamos a hacer experimentos con redes 
neuronales, se mencionan a continuación algunos de los paquetes que sirven para 
entrenar esta clase de modelos: 
• RSNNS: un paquete muy completo. Permite elegir una gran cantidad de 
algoritmos de entrenamiento para la red y modificar sus parámetros de 
funcionamiento. Es el que hemos utilizado para este proyecto. 
• neuralnet: también un paquete muy recomendable. Contiene también muchas 
opciones de entrenamiento del modelo y tiene dos funciones muy interesantes 
que son la capacidad de hacer un esquema de la red que se ha entrenado, y de 
realizar múltiples repeticiones del entrenamiento del modelo. 
• nnet: está limitado a una sola capa oculta. Permite también visualizar nuestra red 
y es muy apropiado para tareas de clasificación, permitiéndonos usar entropía 
cruzada y usar una función de activación diferente para la capa de salida. 
• Otros paquetes: deepnet, AMORE, etc. 
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Otros paquetes que he utilizado para uso general son: 
• Metrics: un paquete dedicado a medidas para evaluación. Lo hemos utilizado 
para calcular errores medios cuadrados. 
• pracma: Provee un gran número de funciones matematicas. 
 
2.1.2. Funciones más empleadas 
Estos son los comandos más destacables que se han utilizado en la elaboración 
de nuestro código. 
• mlp(): pertenece al paquete RSNNS. Se utiliza para el ajuste de una red 
neuronal. Se deben introducir como argumentos los datos de entrada y 
salida que se desean utilizar como entrenamiento, así como la 
arquitectura de la red, el algoritmo a utilizar, la función de activación y 
números parámetros de funcionamiento más. Este comando crea un 
objeto a almacenar en una variable que representa al modelo entrenado. 
A este modelo se le pueden alimentar luego datos de entrada para obtener 
predicciones. 
• Predict(): pertenece a RSNNS. Es el comando utilizado para hacer una 
predicción mediante el objeto generado con mlp(). Se introducen como 
parámetros la variable que almacena el modelo, y los datos de entrada 
sobre los que queramos la predicción. 
• write.table(datos, 'clipboard', sep='\t'): este comando permite copiar los 
datos que queramos al clipboard de Windows, para poder ser luego 
copiados a Excel o a cualquier otro lugar. 
• Boxplot(): permite crear un diagrama de cajas. 
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Capítulo 3 
Experimentos computacionales 
 
3.1. Introducción 
 
En esta sección se presentan los resultados de una serie de experimentos 
computacionales realizados mediante el entorno de programación R. 
Mediante R crearemos una serie de valores aleatorios para dos variables de 
entrada x1 y x2. A estas variables se les asignaran 1300 valores aleatorios generados de 
una distribución uniforme entre 0 y 1, de forma que, entre las dos variables, creen 
puntos del espacio R2 entre (0,0), (0,1), (1,0) y (1,1). Posteriormente se crean fronteras 
que delimitarán las zonas en las que se sitúan los puntos de diferentes clases. En este 
proyecto solo consideraremos dos clases: clase A y clase B.  
Así queda el resultado: 
 
Figura 3.1: Datos generados y zonas a las que asignar clase. 
 De los 1300 puntos, utilizaremos 900 escogidos aleatoriamente para entrenar 
nuestros modelos, y los 400 restantes se utilizarán como conjunto de validación, 
utilizado para observar el error cometido por el modelo entrenado y así juzgar la validez 
del mismo. 
Se observa que las tres fronteras creadas dividen el espacio en 7 zonas a las que 
falta aún asignarles clase A o B. En cuanto a la nomenclatura de cada una de estas 
zonas, se basa en tres índices que pueden tener como valor 0 o1. Cada uno de estos 
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índices está asociado a una de las tres fronteras, de forma que éste valdrá 1 si se cumple 
para los puntos (x1, x2) contenidos en esa zona la condición gi(x1, x2) > 0, donde gi es 
la ecuación de la recta i, pudiendo tomar i valor 1, 2 o 3. El primer índice (i=1) 
corresponde entonces a la recta de color rojo, el segundo a la recta azul y el tercero a la 
recta negra. 
Crearemos tres posibles escenarios mediante nuestras asignaciones, reflejados en 
las siguientes figuras: 
 
Figura 3.2: Caso 1. Las zonas 111, 110, 100 y 010 pertenecen a clase A. 
 
Figura 3.3: Caso 2. Las zonas 011, 001, 010 y 100 pertenecen a clase A. 
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Figura 3.4: Caso 3. Las zonas 111, 001, 010 y 100 pertenecen a clase A. 
 
El objetivo de los experimentos que vamos a realizar es comparar diferentes 
situaciones para observar cuándo puede sernos de más ayuda una red neuronal con más 
capas. Al observar las tres distribuciones de clases que hemos realizado, es intuitivo que 
la primera distribución será más fácil de clasificar que la segunda, y ésta a su vez que la 
tercera. Esto se debe a que la dificultad de clasificar dependerá no solo de la clase de 
modelo o herramienta utilizada, sino también de las relaciones que se puedan encontrar 
entre zonas de la misma clase. En este caso la relación principal es el valor de la 
variable de entrada que vale 0 si es clase B y 1 si es clase A, pero en las primeras 
distribuciones se ve que hay además relación de proximidad entre las zonas de la misma 
clase (más en el caso de la primera distribución).  
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3.2. El procedimiento 
 
Para cada una de las tres situaciones descritas en la sección anterior, 
realizaremos una serie de experimentos computacionales. 
Los experimentos seguirán cada uno el siguiente procedimiento: 
1. Generación de datos aleatorios para nuestra simulación: Como ya se ha 
mencionado en la sección anterior, estos datos consistirán en tres 
variables. x1 y x2 serán valores aleatorios de una distribución uniforme 
entre 0 y 1, y servirán como coordenadas de los puntos a clasificar. Por 
otra parte, z será una variable de clase a la que le asignaremos el valor 0 
o 1 para cada punto según vaya a pertenecer a una clase u otra. Mediante 
estas variables se generarán 1300 puntos a clasificar. 
2. Entrenamiento de la red neuronal: De los anteriores puntos se separan 
900 que se utilizan como datos de entrenamiento.  
3. Validación del modelo: Se utilizan los 400 datos restantes como conjunto 
de validación. Se introducen las variables x1 yx2 de este conjunto en la 
red entrenada y esta realiza una predicción de la clase de cada punto. 
Después se compara esta predicción con la clase verdadera contenida en 
la variable z del conjunto de validación. De esta forma obtendremos el 
número de fallos realizados por el modelo. Esta es una buena medida su 
validez. 
4. Comparación del número de fallos con el de otros modelos. 
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3.3. Los modelos. 
 
Hay distintas formas de crear una red neuronal mediante R, utilizando muchos 
paquetes, como RSNNS, neuralnet, AMORE, deepnet, nnet etc. Cada uno de ellos tiene 
sus particularidades. Nosotros utilizaremos RSNNS, un paquete bastante completo que 
se ajusta a nuestras necesidades. 
Las redes neuronales que crearemos serán del tipo feedforward o 
prealimentadas, en contraposición con las redes neuronales recurrentes.  
Para cada uno de los casos cuyas clases vamos a intentar predecir, crearemos dos 
tipos de modelos: Uno con una sola capa oculta y otro con dos. Se muestra aquí la 
representación de dos posibles ejemplos, donde las capas ocultas aparecen coloreadas en 
azul: 
 
Figuras 3.5 y 3.6: Modelos con 1 o 2 capas ocultas. 
Las anteriores imágenes han sido creadas mediante el paquete neuralnet, ya que 
RSNNS no dispone de esta funcionalidad. 
 
3.3.1 Parámetros a modificar. 
A la hora de entrenar una red neuronal hay muchos parámetros que afectan al 
proceso. Estos pueden caracterizar la red neuronal en sí, o al funcionamiento del 
algoritmo que entrena la misma (backpropagation). Estos parámetros pueden influir en 
la convergencia o no del modelo en una solución válida para los datos de entrenamiento, 
el tiempo necesario de entrenamiento, o su comportamiento en la predicción.  
Algunos de los factores que se van a considerar aquí son: 
Factores que caracterizan nuestra red: 
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1. Numero de neuronas: Es un factor muy importante. Las neuronas tienen 
una relación directa con el número de pesos a ajustar del modelo, y por lo 
tanto cada neurona que se añade aumenta en cierta medida la 
complejidad del modelo. A priori, cuantas más neuronas añadamos por 
capa, más fina será la estructura que el modelo sea capaz de detectar en 
nuestros datos. Esto puede ser un problema si utilizamos un número 
excesivo de neuronas, ya que la red neuronal puede comenzar a ajustar el 
ruido que haya en nuestros datos en vez de la estructura estadística 
subyacente (overfitting). Además, cuantas más neuronas, más recursos 
computacionales serán requeridos. Por ello la red debe tener el mínimo 
número de neuronas con las cuales sea capaz de resolver el problema con 
un error tolerable.  
2. Arquitectura de la red: Básicamente es lo que se quiere estudiar en este 
trabajo. Trabajamos bajo el supuesto de que, a la hora de clasificar, en 
algunos casos puede ser beneficiosa una configuración con una capa 
oculta de más. La arquitectura también influye en el número de pesos de 
la red neuronal, ya que cada entrada a una neurona tendrá su peso 
correspondiente (además de los pesos de cada neurona). 
Consecuentemente al estructurar en capas puede variar el número de 
entradas que tiene una neurona con respecto a otra de la capa anterior. 
Esto se observa muy claramente en las figuras 3.5 y 3.6 de la página 
anterior para dos redes con el mismo número de neuronas (7). En ellas 
podemos contar cada entrada a una neurona contando las flechas, y se ve 
que para la red de una sola capa oculta se tienen 7*3 + 7 = 28, mientras 
que en la red con dos capas se tiene 4*3 +3*4+3 = 27.  
Factores que caracterizan el entrenamiento del modelo: 
3. Función de aprendizaje: Todos los experimentos que haremos en este 
proyecto serán con retropropagacion estándar (backpropagation). Otras 
opciones podrían ser retropropagacion resiliente, retropropagacion con 
momento o incluso otros algoritmos no basados en el gradiente de la 
función de coste, tales como un recocido simulado o un algoritmo 
evolutivo. 
4. Función de coste: Es la función que nuestro algoritmo minimizará para 
entrenar la red neuronal. Nosotros utilizamos la suma de errores al 
cuadrado como tal. Una alternativa interesante seria la entropía cruzada. 
5. Función de activación: Hay muchas funciones de activación típicamente 
usadas en las redes neuronales. Nosotros usaremos la función logística, 
pero también son habituales la tangente hiperbólica, la función escalón 
(aunque no es derivable) o la unidad lineal rectificada (ReLu) entre otras. 
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6. Numero de iteraciones: El algoritmo funciona hasta que se obtiene un 
valor de la función de coste considerado aceptable, o hasta que se alcanza 
un numero de iteraciones máximo. Lógicamente entonces, aumentar el 
número máximo de iteraciones tiende a dar una solución mejor o igual 
para la función de coste. Para poder comparar adecuadamente, usaremos 
para todos los experimentos 4000 iteraciones. 
7. Ritmo de aprendizaje o learning rate: Este parámetro toma un valor entre 
0 y 1 y está relacionado con la cantidad con la que se ajusta cada peso en 
cada iteración. Esto influye mucho en la velocidad de convergencia del 
modelo. El valor del ritmo de aprendizaje debe ser lo suficientemente 
grande como para que no se quede atascado en un mínimo local y lo 
suficientemente pequeño para que se garantice la convergencia. 
Generalmente, este parámetro se ajusta por prueba y error. Hemos hecho 
muchos ensayos para diferentes valores y hemos optado por el que daba 
mejor resultado en la prueba de validación. 
Existen también learning rates adaptativos, que dependen de otro 
parámetro, el momento. La función de este parámetro es ir disminuyendo 
el valor del ritmo de aprendizaje según progresa el entrenamiento, 
acelerando la convergencia. Esto lo hace basándose en el valor de la 
anterior iteración. En este trabajo no se utilizarán momentos. 
8. Salida lineal: No es tanto un parámetro como una opción. Si se 
selecciona, las neuronas de salida de la red neuronal no tendrán asociada 
una función de activación, sino que sencillamente realizarán una 
combinación lineal de las salidas de las neuronas de la anterior capa. Esto 
puede ser más interesante para un problema de regresión, donde lo que 
estamos buscando es una variable de salida que tome un valor numérico 
concreto. Sin embargo, en un problema de clasificación (de dos clases), 
lo que tenemos es una salida, la cual queremos que nos dé un valor 0 o 1 
según pertenezca a una clase o la otra. Por ello nos interesaría más usar 
una función de activación en la salida que nos de esa clase de valores, tal 
como el escalón o la función logística. En este proyecto, para cada 
modelo se hará una simulación con salida lineal y con salida no lineal 
para reflejar esa ventaja del método no lineal. 
Un caso digno de mención es aquel en el que se tienen más de 2 clases. 
En estos casos se utilizan tantas neuronas de salida como clases haya. La 
salida de cada neurona (entre 0 y 1), puede entonces considerarse como 
una probabilidad posterior de que, dados los datos de entrada, la clase 
correspondiente sea esa. Existe una función de activación que se utiliza 
mucho para estas neuronas de salida, denominada Softmax, la cual tiene 
la particularidad de que obliga a los valores de todas las variables de 
salida a que sumen 1. 
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Existen muchas más posibles variaciones que podemos hacer a nuestro modelo, 
como la “poda” de neuronas, la selección del tamaño de lote de entrenamiento, el 
procedimiento de aleatorización de los pesos iniciales pero que no se tienen en cuenta 
en este trabajo. 
 
3.3.2 Modelos a entrenar. 
En este proyecto vamos a estudiar tres casos distintos según como asignamos las 
clases. Estos son los casos 1, 2 y 3 mencionados anteriormente. Para cada uno de estos 
casos realizaremos una serie de experimentos. Como queremos comparar la eficacia de 
modelos con una o dos capas ocultas, se verán tres arquitecturas posibles (una de una 
capa y dos de 2 capas). Hay muchas formas de organizar los nodos de una red neuronal 
de dos capas, por ello seleccionamos dos posibles formas para intentar profundizar un 
poco más.  
Para cada configuración, haremos 10 experimentos elevando paulatinamente el 
número de neuronas. Esto se hará dando el número de neuronas como dependiente de 
un parámetro j, al que daremos valores de 1 a 10 mediante un bucle. El número de 
neuronas de cada configuración queda entonces caracterizado así: 
• 1 capa oculta:   5+2j 
• 2 capas ocultas. Opción 1: (3+j, 2+j) 
• 2 capas ocultas. Opción 1: (1+2j, 1+j), 
donde para los casos de 2 capas ocultas, el elemento 1 del vector representa las 
neuronas de la primera capa, y el elemento 2, las neuronas de la segunda. 
La primera opción es simplemente una capa con el número de neuronas dado por 
la fórmula, la segunda opción consiste en dos capas tales que la segunda tiene una 
neurona menos que la primera, y finalmente la tercera opción busca que la segunda capa 
tenga en torno a la mitad de neuronas que la primera. Estas estructuras están elegidas al 
azar y buscan sencillamente dar representación al hecho de que se pueden definir 
modelos de muchas formas.  
Las primeras dos opciones son las ilustradas en las figuras 3.5 y 3.6 para cuando 
j=1, y la tercera opción se ilustra a continuación para j=4: 
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Figura 3.7: Opción 2 para modelo de dos capas ocultas, con j=4. 
 Como las redes neuronales se inicializan con pesos aleatorios, es casi imposible 
que converjan en la misma solución dos veces al ejecutarlos repetidamente. Es por esta 
razón que para cada posible configuración que tengamos, vamos a realizar 10 
repeticiones y de este modo conseguir una visión estadística del comportamiento de 
cada modelo. 
 Esto implicaría que para cada caso a clasificar, se van a entrenar modelos de 3 
arquitecturas distintas con 10 configuraciones de nodos cada una y con 10 replicaciones 
cada configuración. Esto equivale al entrenamiento de 300 modelos. Teniendo además 
en cuenta, como ya se ha comentado, que vamos a hacer para cada modelo un 
experimento con salida lineal y otro con salida no lineal, esta cifra aumenta a 600 por 
cada caso a clasificar. Como tenemos tres casos, en total serían 1800 modelos 
entrenados. Esto sin tener en cuenta la gran cantidad de experimentos que se han hecho 
para encontrar los parámetros más adecuados para el entrenamiento de la red neuronal 
en cada caso. 
 Teniendo en cuenta que cada modelo tarda desde unos 3 a 15 segundos en 
entrenarse (depende mucho de los parámetros que se enunciaron en la sección 3.3.2), se 
puede ver que el tiempo ha sido un factor limitante a la hora de hacer simulaciones. 
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 3.4. Resultados. 
3.4.1. Caso 1 
 
Figura 3.8: Caso 1 
Comenzamos con el caso a priori más fácil de clasificar. Tras hacer varios 
experimentos con learning rates 0,05; 0,1; 0,2 y 0,3 se han obtenido los mejores 
resultados para el valor 0,1. Se recuerda también que el valor máximo de iteraciones es 
de 4000.  
Primero presentaremos los resultados en los que se ha considerado salida lineal y 
posteriormente no lineal. Dentro de estas dos opciones se seguirá siempre el mismo 
orden de 1 capa oculta, 2 capas ocultas (opcion1) y 2 capas ocultas (opcion2).  
Los resultados se presentan en la página siguiente: 
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Con salida lineal 
1 capa oculta. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 21 21 20 23 21 21 20 21 20 23 
rep2 21 21 21 22 21 19 20 20 20 21 
rep3 21 21 25 24 22 25 20 20 20 20 
rep4 21 21 23 21 21 20 21 21 19 19 
rep5 22 24 20 22 21 22 21 22 19 20 
rep6 20 21 20 25 22 20 21 20 21 20 
rep7 20 22 22 21 23 21 20 19 19 19 
rep8 21 23 20 20 20 21 23 20 21 19 
rep9 20 25 20 20 22 19 20 20 20 23 
rep10 22 19 21 21 21 21 22 21 21 20 
Tabla 3.1: Fallos Caso 1, 1 HL, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
20.90 21.80 21.20 21.90 21.40 20.90 20.80 20.40 20.00 20.40 
Tabla 3.2: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
0.74 1.75 1.69 1.66 0.84 1.73 1.03 0.84 0.82 1.51 
Tabla 3.3: Desviaciones típicas por columnas 
 
Figura 3.9: Diagrama de caja y bigotes 
 La media total del número de fallos es 20,97 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 5,24%; y la desviación típica total es 1,39. 
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2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 2 3 4 5 2 6 2 5 5 1 
rep2 5 3 6 3 2 4 4 1 5 2 
rep3 5 3 3 5 6 4 5 7 7 1 
rep4 5 4 3 3 6 2 4 3 3 4 
rep5 2 4 3 7 4 3 4 6 3 4 
rep6 4 6 6 4 4 1 6 3 4 2 
rep7 6 3 5 4 5 5 7 5 6 1 
rep8 4 3 4 8 4 5 5 6 7 4 
rep9 3 5 4 2 5 3 6 5 5 5 
rep10 6 3 4 4 6 1 3 5 6 7 
Tabla 3.4: Fallos Caso 1, 2 HL opción 1, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
4.20 3.70 4.20 4.50 4.40 3.40 4.60 4.60 5.10 3.10 
Tabla 3.5: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
1.48 1.06 1.14 1.84 1.51 1.71 1.51 1.78 1.45 2.02 
Tabla 3.6 Desviaciones típicas por columnas 
 
Figura 3.10: Diagrama de caja y bigotes 
 La media total del número de fallos es 4,18 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,05%; y la desviación típica total es 1,61. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 8 2 4 1 1 2 3 3 7 7 
rep2 5 1 4 3 2 4 2 7 2 1 
rep3 23 2 4 3 2 2 2 1 1 2 
rep4 7 4 3 1 5 5 2 0 2 5 
rep5 8 5 3 4 2 1 1 7 2 7 
rep6 7 8 1 8 3 1 2 5 2 2 
rep7 4 2 3 1 7 5 2 1 7 3 
rep8 8 1 6 4 2 1 6 1 6 3 
rep9 5 2 2 6 5 4 5 4 7 8 
rep10 8 3 4 1 6 1 7 2 2 1 
Tabla 3.7: Fallos Caso 1, 2 HL opción 2, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
Tabla 3.8: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
5.38 2.16 1.35 2.39 2.07 1.71 2.04 2.56 2.57 2.64 
Tabla 3.9 Desviaciones típicas por columnas 
 
Figura 3.11: Diagrama de caja y bigotes 
 La media total del número de fallos es 3,8 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 0,95%; y la desviación típica total es 3,00. 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
8.30 3.00 3.40 3.20 3.50 2.60 3.20 3.10 3.80 3.90 
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Con salida no lineal 
1 capa oculta. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 4 5 5 4 5 4 4 2 5 5 
rep2 3 5 4 4 5 3 4 5 5 7 
rep3 3 3 3 3 6 3 5 4 3 4 
rep4 3 4 4 5 3 3 5 5 5 5 
rep5 4 4 4 2 4 4 4 5 5 4 
rep6 4 3 3 5 3 5 5 4 5 4 
rep7 4 2 3 4 5 5 4 4 3 5 
rep8 4 4 3 4 3 4 4 4 4 5 
rep9 3 3 4 5 4 5 5 4 4 6 
rep10 3 5 4 4 5 5 5 4 4 4 
Tabla 3.10: Fallos Caso 1, 1 HL, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
3.50 3.80 3.70 4.00 4.30 4.10 4.50 4.10 4.30 4.90 
Tabla 3.11: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
0.53 1.03 0.67 0.94 1.06 0.88 0.53 0.88 0.82 0.99 
Tabla 3.12: Desviaciones típicas por columnas 
 
Figura 3.12: Diagrama de caja y bigotes 
 La media total del número de fallos es 4,12 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,03%; y la desviación típica total es 0,90. 
  
 
 Rodrigo Torán Sierra    28 
 
 
2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 4 3 4 2 5 1 2 5 1 2 
rep2 4 4 2 4 2 2 3 1 1 2 
rep3 5 4 3 2 1 1 2 3 1 3 
rep4 2 2 6 4 4 4 2 4 1 3 
rep5 4 4 3 3 1 2 3 3 3 3 
rep6 4 2 3 2 2 4 2 1 1 6 
rep7 1 6 3 2 5 2 2 3 7 2 
rep8 5 6 2 3 3 6 4 4 3 2 
rep9 7 0 6 2 2 2 4 1 4 6 
rep10 1 2 2 1 1 3 2 2 5 4 
Tabla 3.13: Fallos Caso 1, 2 HL opción 1, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
3.70 3.30 3.40 2.50 2.60 2.70 2.60 2.70 2.70 3.30 
Tabla 3.14: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
1.89 1.89 1.51 0.97 1.58 1.57 0.84 1.42 2.11 1.57 
Tabla 3.15 Desviaciones típicas por columnas 
 
Figura 3.13: Diagrama de caja y bigotes 
 La media total del número de fallos es 2,95 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 0,74%; y la desviación típica total es 1,56. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 4 4 2 2 5 1 3 1 1 1 
rep2 4 4 4 2 3 4 2 1 2 1 
rep3 4 2 4 2 1 1 4 2 1 1 
rep4 3 2 2 1 1 4 1 1 1 4 
rep5 3 4 1 4 2 5 2 4 2 4 
rep6 4 4 4 4 3 4 4 2 3 1 
rep7 5 1 2 2 1 2 8 5 4 2 
rep8 4 5 4 2 1 1 3 3 1 2 
rep9 3 4 3 3 4 2 2 0 2 3 
rep10 5 2 2 2 3 2 8 2 1 3 
Tabla 3.16: Fallos Caso 1, 2 HL opción 2, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
3.90 3.20 2.80 2.40 2.40 2.60 3.70 2.10 1.80 2.20 
Tabla 3.17: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
0.74 1.32 1.14 0.97 1.43 1.51 2.45 1.52 1.03 1.23 
Tabla 3.18 Desviaciones típicas por columnas 
 
Figura 3.14: Diagrama de caja y bigotes 
 La media total del número de fallos es 2,71 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 0,68%; y la desviación típica total es 1,49. 
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3.4.2. Caso 2 
 
Figura 3.15: Caso 2 
 Esta asignación de clases en concreto es la primera con la que empezamos a 
trabajar, y por lo tanto con ella se ha hecho la mayor cantidad de experimentos. Se ha 
probado con número máximo de iteraciones desde 1000 a 4000 aumentando de mil en 
mil, con lo que se notó una notable mejora; y se probaron los siguientes learning rates: 
0,025; 0,05; 0,1; 0,2; 0,4; 0,5 y 0,6 tanto para los modelos con salida lineal como los de 
salida no lineal. El caso que mejor resultado dio fue el de 0,05 y es el que presentamos a 
continuación.    
Seguimos el mismo criterio de organización para esta sección que para la 
anterior. 
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Con salida lineal 
1 capa oculta. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 24 14 13 16 20 16 16 18 25 19 
rep2 13 11 36 29 16 21 9 18 21 16 
rep3 23 14 23 9 35 24 17 18 21 16 
rep4 29 18 16 13 25 13 19 12 18 15 
rep5 13 10 22 22 17 20 7 19 14 18 
rep6 29 15 15 16 33 26 31 21 11 18 
rep7 6 14 9 20 14 13 22 20 15 14 
rep8 15 21 12 34 38 17 21 7 24 11 
rep9 16 14 15 9 19 18 15 20 20 18 
rep10 13 18 17 16 19 19 16 28 18 25 
Tabla 3.19: Fallos Caso 1, 1 HL, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
18.10 14.90 17.80 18.40 23.60 18.70 17.30 18.10 18.70 17.00 
Tabla 3.20: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
7.71 3.31 7.67 8.13 8.67 4.27 6.75 5.53 4.42 3.68 
Tabla 3.21: Desviaciones típicas por columnas 
 
Figura 3.16: Diagrama de caja y bigotes 
 La media total del número de fallos es 18,26 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 4,56%; y la desviación típica total es 6,37. 
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2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 7 3 3 6 2 5 7 7 5 5 
rep2 5 2 5 7 6 1 8 3 4 2 
rep3 17 6 7 4 7 3 5 3 4 4 
rep4 10 5 3 4 3 3 5 2 4 4 
rep5 6 6 2 4 7 3 3 5 4 4 
rep6 5 3 2 4 6 1 6 5 5 6 
rep7 9 6 6 4 3 4 4 5 3 2 
rep8 8 2 2 2 9 1 5 5 3 5 
rep9 4 7 6 4 6 4 6 4 5 5 
rep10 14 6 4 4 3 3 5 4 2 3 
Tabla 3.22: Fallos Caso 1, 2 HL opción 1, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
8.50 4.60 4.00 4.30 5.20 2.80 5.40 4.30 3.90 4.00 
Tabla 3.23: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
4.20 1.90 1.89 1.34 2.30 1.40 1.43 1.42 0.99 1.33 
Tabla 3.24 Desviaciones típicas por columnas 
 
Figura 3.17: Diagrama de caja y bigotes 
 La media total del número de fallos es 4,7 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,18%; y la desviación típica total es 2,41. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 15 8 4 5 8 5 3 5 4 5 
rep2 21 7 7 2 9 3 5 2 3 2 
rep3 21 4 8 5 5 3 4 2 5 4 
rep4 9 4 4 1 4 4 3 2 6 6 
rep5 26 4 2 7 6 4 4 9 1 4 
rep6 22 7 3 3 2 4 6 3 1 5 
rep7 17 6 5 7 4 3 4 3 6 3 
rep8 10 6 7 4 3 3 5 4 4 7 
rep9 19 10 7 3 7 5 6 3 2 6 
rep10 25 2 4 3 5 1 3 6 9 4 
Tabla 3.25: Fallos Caso 1, 2 HL opción 2, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
18.50 5.80 5.10 4.00 5.30 3.50 4.30 3.90 4.10 4.60 
Tabla 3.26: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
5.78 2.35 2.02 2.00 2.21 1.18 1.16 2.23 2.51 1.51 
Tabla 3.27 Desviaciones típicas por columnas 
 
Figura 3.18: Diagrama de caja y bigotes 
 La media total del número de fallos es 5,91 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,48%; y la desviación típica total es 4,94. 
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Con salida no lineal 
1 capa oculta. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 6 3 3 8 4 6 8 4 7 6 
rep2 9 6 8 3 9 4 5 5 5 7 
rep3 4 3 7 7 4 6 4 5 5 4 
rep4 6 4 4 4 6 6 5 7 5 5 
rep5 8 5 6 6 9 6 5 6 2 5 
rep6 5 2 6 7 6 7 7 6 5 3 
rep7 5 3 6 7 5 4 9 5 6 6 
rep8 9 6 4 9 3 5 3 4 9 5 
rep9 7 5 4 8 4 9 7 7 5 3 
rep10 6 9 5 6 5 5 5 4 5 5 
Tabla 3.28: Fallos Caso 1, 1 HL, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
6.50 4.60 5.30 6.50 5.50 5.80 5.80 5.30 5.40 4.90 
Tabla 3.29: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
1.72 2.07 1.57 1.84 2.07 1.48 1.87 1.16 1.78 1.29 
Tabla 3.30: Desviaciones típicas por columnas 
 
Figura 3.19: Diagrama de caja y bigotes 
 La media total del número de fallos es 5,56 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,39%; y la desviación típica total es 1.73. 
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2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 5 3 3 3 4 2 6 4 3 4 
rep2 11 5 14 4 4 3 5 5 8 3 
rep3 4 3 3 6 4 4 5 5 5 5 
rep4 12 8 5 4 2 4 5 4 5 4 
rep5 6 5 6 5 6 8 5 5 2 3 
rep6 4 5 3 6 3 5 3 7 2 4 
rep7 8 3 6 5 2 1 4 3 2 4 
rep8 8 13 5 3 2 3 6 5 3 4 
rep9 6 11 7 3 4 4 3 3 4 3 
rep10 5 3 7 1 6 2 6 4 4 7 
Tabla 3.31: Fallos Caso 1, 2 HL opción 1, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
6.90 5.90 5.90 4.00 3.70 3.60 4.80 4.50 3.80 4.10 
Tabla 3.32: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
2.81 3.60 3.25 1.56 1.49 1.96 1.14 1.18 1.87 1.20 
Tabla 3.33 Desviaciones típicas por columnas 
 
Figura 3.20: Diagrama de caja y bigotes 
 La media total del número de fallos es 4,72 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,18%; y la desviación típica total es 2,34. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 7 4 6 3 5 5 3 4 3 7 
rep2 10 9 5 9 5 5 5 3 4 3 
rep3 21 4 1 4 1 5 6 3 5 7 
rep4 7 4 3 3 4 2 5 6 8 4 
rep5 29 2 2 8 5 4 5 3 4 5 
rep6 15 4 6 4 4 5 6 4 5 6 
rep7 10 17 5 5 3 4 5 5 7 5 
rep8 9 7 4 6 5 4 3 4 3 9 
rep9 8 3 5 3 4 4 5 4 4 5 
rep10 5 2 5 5 4 5 5 3 7 2 
Tabla 3.34: Fallos Caso 1, 2 HL opción 2, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
12.10 5.60 4.20 5.00 4.00 4.30 4.80 3.90 5.00 5.30 
Tabla 3.35: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
7.53 4.55 1.69 2.11 1.25 0.95 1.03 0.99 1.76 2.06 
Tabla 3.36: Desviaciones típicas por columnas 
 
Figura 3.21: Diagrama de caja y bigotes 
 La media total del número de fallos es 5,42 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 1,355%; y la desviación típica total es 1,49. 
En este caso se ve que el caso de 5 nodos es bastante atípico (quizás tenga muy 
pocos nodos como para esta tarea). Si lo quitamos, la media daría 4,68 (1,17%). 
  
 
37                                         Escuela Técnica Superior de Ingenieros Industriales (UPM) 
 
3.4.3. Caso 3 
 
Figura 3.22: Caso 3 
 Finalmente llegamos ya al caso que debería ser más complicado de clasificar. 
Aquí, al igual que en el caso anterior, se han obtenido los mejores resultados para un 
learning rate = 0,05. 
Seguimos el mismo criterio de organización para esta sección que para la 
anterior. 
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Con salida lineal 
1 capa oculta 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 46 41 39 46 35 34 33 44 28 37 
rep2 40 34 39 42 40 37 29 32 45 34 
rep3 38 42 34 31 41 25 36 24 41 36 
rep4 35 32 42 35 38 37 32 41 21 33 
rep5 30 39 42 29 36 41 33 33 35 34 
rep6 42 36 43 44 38 31 41 35 32 33 
rep7 48 38 29 36 41 32 39 46 32 33 
rep8 38 49 34 35 46 35 39 38 32 40 
rep9 43 41 32 30 25 38 37 35 34 43 
rep10 32 32 36 42 40 40 35 45 38 45 
Tabla 3.37: Fallos Caso 1, 1 HL, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
39.2 38.4 37 37 38 35 35.4 37.3 33.8 36.8 
Tabla 3.38. Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
5.81 5.23 4.74 6.13 5.50 4.76 3.72 6.90 6.70 4.42 
Tabla 3.39. Desviaciones típicas por columnas 
 
Figura 3.23: Diagrama de caja y bigotes 
 La media total del número de fallos es 36,79 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 9,2%; y la desviación típica total es 5,45. 
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2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 15 12 14 13 7 10 12 14 10 12 
rep2 11 13 13 17 10 7 10 8 13 11 
rep3 13 12 14 12 15 10 13 9 9 13 
rep4 17 17 10 7 10 11 9 12 7 10 
rep5 12 13 15 15 12 14 13 13 9 9 
rep6 12 14 12 14 12 14 17 13 14 11 
rep7 10 15 11 6 9 10 9 11 9 8 
rep8 29 16 13 9 11 16 13 9 10 11 
rep9 13 10 10 12 13 9 11 9 6 10 
rep10 32 18 9 13 18 13 10 6 11 14 
Tabla 3.40: Fallos Caso 1, 2 HL opción 1, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
16.40 14.00 12.10 11.80 11.70 11.40 11.70 10.40 9.80 10.90 
Tabla 3.41: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
7.72 2.49 2.02 3.49 3.13 2.76 2.45 2.59 2.44 1.79 
Tabla 3.42 Desviaciones típicas por columnas 
 
Figura 3.24: Diagrama de caja y bigotes 
 La media total del número de fallos es 12,02 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 3%; y la desviación típica total es 3,78. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 13 17 18 12 9 13 12 10 11 12 
rep2 13 17 11 13 15 9 10 8 7 9 
rep3 13 12 8 12 12 13 8 7 13 9 
rep4 42 10 13 14 12 14 10 7 19 11 
rep5 12 6 22 14 8 16 12 13 7 7 
rep6 13 19 13 13 12 11 8 11 12 15 
rep7 12 15 15 18 11 9 9 9 8 6 
rep8 52 12 16 12 14 8 10 12 10 9 
rep9 11 7 18 9 11 11 14 14 5 9 
rep10 18 18 15 11 12 6 14 11 10 10 
Tabla 3.43: Fallos Caso 1, 2 HL opción 2, Linout=True 
Con medias y desviaciones típicas para cada tipo de modelo: 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
19.90 13.30 14.90 12.80 11.60 11.00 10.70 10.20 10.20 9.70 
Tabla 3.44: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
14.59 4.62 3.96 2.35 2.07 3.06 2.21 2.44 3.97 2.54 
Tabla 3.45 Desviaciones típicas por columnas 
 
Figura 3.25: Diagrama de caja y bigotes 
 La media total del número de fallos es 12,43 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 3,11%; y la desviación típica total es 6,01. 
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Con salida no lineal 
1 capa oculta. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 15 33 15 10 13 15 16 13 10 14 
rep2 13 21 13 17 12 13 13 13 30 32 
rep3 12 13 12 14 15 13 10 12 11 13 
rep4 17 11 17 12 9 13 13 11 30 56 
rep5 13 14 20 14 8 13 14 26 17 35 
rep6 18 15 17 13 17 13 11 10 15 11 
rep7 11 10 18 9 12 13 12 14 12 15 
rep8 15 13 16 12 18 13 20 15 11 11 
rep9 21 11 13 11 15 14 9 13 14 36 
rep10 46 15 10 16 16 11 13 15 15 33 
Tabla 3.46: Fallos Caso 1, 1 HL, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
18.10 15.60 15.10 12.80 13.50 13.10 13.10 14.20 16.50 25.60 
Tabla 3.47: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
10.26 6.85 3.07 2.53 3.31 0.99 3.14 4.44 7.44 15.09 
Tabla 3.48: Desviaciones típicas por columnas 
 
Figura 3.26: Diagrama de caja y bigotes 
 La media total del número de fallos es 15,72 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 3,94%; y la desviación típica total es 7,63. 
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2 capas ocultas. Opción 1. 
Fallos cometidos por cada modelo: 
 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
rep1 9 10 10 9 8 6 7 11 5 13 
rep2 42 5 11 8 11 4 12 10 5 11 
rep3 7 17 19 15 8 15 9 9 12 5 
rep4 12 21 10 6 10 11 6 4 6 9 
rep5 17 7 15 17 5 14 13 11 9 9 
rep6 16 11 14 11 12 17 5 14 10 7 
rep7 9 11 13 8 9 5 8 12 7 8 
rep8 9 14 16 15 9 14 15 10 4 8 
rep9 9 24 13 11 6 12 5 12 7 12 
rep10 40 11 6 8 16 13 9 6 9 13 
Tabla 3.49: Fallos Caso 1, 2 HL opción 1, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
17.00 13.10 12.70 10.80 9.40 11.10 8.90 9.90 7.40 9.50 
Tabla 3.50: Medias por columnas 
7 nodos 9 nodos 11 nodos 13 nodos 15 nodos 17 nodos 19 nodos 21 nodos 23 nodos 25 nodos 
13.06 5.99 3.65 3.71 3.13 4.53 3.45 2.96 2.55 2.68 
Tabla 3.51 Desviaciones típicas por columnas 
 
Figura 3.27: Diagrama de caja y bigotes 
 La media total del número de fallos es 10,98 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 2,75%; y la desviación típica total es 5,82. 
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2 capas ocultas. Opción 2. 
Fallos cometidos por cada modelo: 
 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
rep1 12 48 14 13 8 14 14 7 10 7 
rep2 53 11 10 11 12 6 10 9 4 9 
rep3 42 8 19 10 11 6 6 12 11 8 
rep4 53 13 24 10 8 8 12 7 10 7 
rep5 53 5 12 11 9 5 9 9 3 7 
rep6 54 28 14 11 6 5 6 14 9 15 
rep7 16 18 22 6 14 9 10 11 11 8 
rep8 20 15 7 18 7 10 12 7 8 7 
rep9 52 18 11 22 15 15 12 9 5 11 
rep10 51 19 16 12 11 8 12 9 7 7 
Tabla 3.52: Fallos Caso 1, 2 HL opción 2, Linout=False 
Con medias y desviaciones típicas para cada tipo de modelo: 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
40.60 18.30 14.90 12.40 10.10 8.60 10.30 9.40 7.80 8.60 
Tabla 3.53: Medias por columnas 
5 nodos 8 nodos 11 nodos 14 nodos 17 nodos 20 nodos 23 nodos 26 nodos 29 nodos 32 nodos 
17.41 12.26 5.40 4.50 3.00 3.53 2.67 2.32 2.94 2.59 
Tabla 3.54: Desviaciones típicas por columnas 
 
Figura 3.28: Diagrama de caja y bigotes 
 La media total del número de fallos es 14,1 fallos de clasificación sobre 400 
puntos totales a clasificar, es decir, un 3,53%; y la desviación típica total es 11,78. 
Al igual que en el caso 2, sucede que para 5 nodos el resultado es mucho peor 
que para el resto. Si lo quitamos, reducimos la media a 11,16 (2,79%).  
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3.4.4. Resumen y conclusiones. 
 
A continuación, se muestra un resumen de todos los datos anteriores. Como ya 
se expuso anteriormente, para los experimentos de 2 capas, opción 2, se ha observado 
que el primer experimento (que tiene solo 5 neuronas) da unos resultados mucho peores 
que el resto. Por ello, para poder hacer una mejor comparación con los experimentos de 
1 capa o de la otra opción de 2 capas, se añade un valor de la media sin tener cuenta ese 
experimento. 
   
Caso 1 Caso 2 Caso 3 
Salid
a lin
eal 
1 capa 
Media 20.97 18.26 36.79 
Desv. Típica 1.39 6.37 5.45 
2 capas. 
Opción 1 
Media 4.18 4.70 12.02 
Desv. Típica 1.61 2.41 3.78 
2 capas. 
Opción 2 
Media 3.80 5.91 12.43 
Media [2:10] 3.30 4.51 11.60 
Desv. Típica 3.00 4.94 6.01 
Salid
a n
o
 lin
eal 
1 capa 
Media 4.12 5.56 15.76 
Desv. Típica 0.90 1.73 7.63 
2 capas. 
Opción 1 
Media 2.95 4.72 10.98 
Desv. Típica 1.56 2.34 5.82 
2 capas. 
Opción 2 
Media 2.71 5.42 14.10 
Media [2:10] 2.58 4.68 11.16 
Desv. Típica 1.49 1.49 11.78* 
       *sin contar el experimento de 5 nodos, desciende a 6. 
Tabla 3.55: Resumen 
 Se puede observar, que todos los experimentos con salida no lineal muestran una 
mejora de mayor o menor magnitud con respecto a los experimentos con salida lineal 
(con la excepción del experimento de 2 capas, opción 1 para el caso 2). Esto era de 
esperar para un problema de clasificación donde una función de activación en la salida 
ayuda a que la variable de salida sea discreta. 
 También es destacable el aumento de fallos al pasar del caso 1 al 2, y del 2 al 3.  
Queda reflejada así en este trabajo la influencia de la dificultad de clasificación de los 
datos de entrada. 
 En cuanto a la influencia de la arquitectura de los modelos, se puede observar 
claramente la mejora en los resultados al añadir una capa extra. En los modelos con 
salida lineal esta mejora es mucho más notable, reduciéndose para el caso 1 el número 
de fallos en torno a un 80% con respecto a los que se daban con una capa, para el caso 
2, se reducen alrededor de un 75% y para el caso 3 en un 66% (todo esto sin tener en 
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cuenta el experimento de 5 nodos mencionado anteriormente). En cuanto a los modelos 
con salida no lineal, la mejora existe, pero es más moderada.  Las mejoras son de 
alrededor de un 33%, 15% y 30% respectivamente para los casos 1, 2 y 3.  
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Capítulo 4 
Conclusión y Líneas Futuras 
 
4.1. Conclusiones 
 Este proyecto tenía por objetivo intentar sacar algunas conclusiones sobre una 
herramienta muy complicada, y sobre como poder sacarle mayor rendimiento. 
Partíamos de unas ideas teóricas sobre cómo debería funcionar el modelo y 
generalmente estas se han visto validadas en los experimentos que hemos realizado. 
 Se enuncian a continuación algunas conclusiones que hemos podido sacar: 
• Partíamos de la idea de que, para problemas no clasificables mediante 
separadores lineales, al intentar afrontar la tarea con una red neuronal, un 
aumento de la “profundidad” del modelo mediante la adición de una capa oculta 
conllevaría una mejora en la habilidad predictiva de la red. Esta ventaja se ha 
podido observar en ambos modelos bicapa que hemos generado. 
• El espacio del caso 3 se creía más difícil de clasificar por la mayor dispersión 
que había entre regiones de la misma clase y esto se ha reflejado en un aumento 
considerable (3-4 veces más errores) en el número de fallos, en comparación con 
el caso 1, en el cual tanto la región que contiene la clase A, como la que contiene 
la clase B son conjuntos conexos.  
• Es muy difícil extraer conclusiones sobre el efecto de añadir nodos al modelo. 
Generalmente, para el caso 3 (que es el más complejo), con los modelos bicapa, 
se percibe una mejora al añadir nodos, aunque en el caso de 1 capa con salida no 
lineal se da un empeoramiento a partir de los 19 nodos.  
En los casos 1 y dos esta mejora es clara para los primeros aumentos de nodos 
(de 7 a 13), en cambio posteriormente no parece que haya diferencia 
significativa al añadir más neuronas. Incluso para algunos experimentos del caso 
1 aumentan las medias y desviaciones típicas al aumentar los nodos, lo que 
puede deberse a un posible sobreajuste.  
Esto tiene sentido ya que al añadir complejidad a un modelo que tiene por tarea 
una clasificación sencilla, esa complejidad resulta redundante. En cambio, para 
un modelo que debe realizar una clasificación más complicada, el añadido de 
neuronas le da recursos para crear una función predictiva más elaborada y que se 
ajuste más al problema a resolver. 
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4.2. Líneas Futuras 
 La verdad es que el deep learning es un campo muy complejo con muchos 
factores que influyen en su funcionamiento. Debido a la limitada amplitud de este 
proyecto no se ha podido más que arañar la superficie en lo que respecta a este tema. 
 Hay muchísimas más situaciones que sería interesante estudiar como, por 
ejemplo: 
• Probar con problemas de más de 2 clases y comprobar si existe una mejora al 
usar la función softmax como función de activación para las neuronas de salida. 
• Probar nuevas funciones de error: En teoría una función de entropía cruzada 
debería funcionar mejor para tareas de clasificación que la suma de errores al 
cuadrado. 
• Aumentar el número de iteraciones máximas: En nuestros experimentos, debido 
a la cantidad de modelos que se entrenaban con cada simulación (300), se 
requería un tiempo elevado. Es por ello que se situó el número máximo de 
iteraciones en 4000, a pesar de que el error de entrenamiento podía haberse 
reducido aún más. Si aumentásemos el número de iteraciones, es posible que 
obtuviésemos unos resultados más polarizados, ya que muchos modelos darían 
mejores resultados, mientras que los más complejos, ya en peligro de padecer 
sobreajuste, correrían el riesgo de sufrir un overtraining y dar peores 
predicciones para los datos de validación, aunque haya disminuido su error de 
entrenamiento. 
 
Figura 4.1: Overtraining 
 
• Realizar experimentos de regresión: Al igual que aquí vemos que para algunos 
casos a clasificar, sería positivo un modelo más deep, para tareas de regresión 
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habrá situaciones similares. En concreto, a la hora de predecir funciones con una 
estructura más jerarquizada, un modelo con más capas tendría más 
transformaciones no lineales entre su entrada y su salida, y por lo tanto sería más 
apropiada para la predicción de funciones que se le asemejasen en ese aspecto. 
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Capítulo 5 
Planificación temporal y presupuesto 
 
5.1. Estructura de Descomposición del Proyecto 
 
La Estructura de Descomposición del Proyecto o EDP, es una forma de 
representación de un proyecto o trabajo de forma que se divide el proyecto en múltiples 
tareas menores que lo componen y se presentan de forma jerárquica en una estructura 
tipo árbol. 
Para ellos se debe descomponer el proyecto en aquellas tareas que deben 
realizarse, y posteriormente ir descomponiendo cada una de esas tareas del mismo 
modo. Esto debe hacerse hasta llegar a las tareas más simples, llegando a mostrar el 
100% del trabajo a realizar. 
La EDP de este proyecto se muestra a continuación: 
 
Figura 5.1: EDP 
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5.2. Diagrama de Gantt 
 
 El diagrama de Gantt es una herramienta que sirve para representar gráficamente 
el orden y los plazos de realización de las tareas incluidas en un proyecto. Su principal 
desventaja es su incapacidad para mostrar las relaciones entre cada una de esas tareas. 
 
Figura 5.2: Diagrama de Gantt 
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Capítulo 6 
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Código en R 
 
Generación de los datos a clasificar 
 
Caso 1 
coefs1=c(-1,1.,1);#x1+x2=1  roja 
coefs2=c(-0.3,0,1);#x2=0.3  azul 
coefs3=c(0,-1,1);#x2=x1  negra 
 
nmues=1300; 
 
x1=runif(nmues,min=0,max=1); 
x2=runif(nmues,min=0,max=1); 
 
dummy1=(coefs1[1]+coefs1[2]*x1+coefs1[3]*x2)>0 
dummy2=(coefs2[1]+coefs2[2]*x1+coefs2[3]*x2)>0 
dummy3=(coefs3[1]+coefs3[2]*x1+coefs3[3]*x2)>0 
matriz=array(c(dummy1,dummy2,dummy3),dim=c(length(x1),3)) 
valor=rep(1,length(x1)); 
 
for (i in 1:length(x1)) 
{ 
 
valor[i]=(prod(matriz[i,]==c(F,F,F))==1)*0+(prod(matriz[i,]==c(F,F,T))==1)*0+(prod(matriz[i,]==c(F,T,
F))==1)*1+(prod(matriz[i,]==c(F,T,T))==1)*0+ 
(prod(matriz[i,]==c(T,F,F))==1)*1+(prod(matriz[i,]==c(T,F,T))==1)*1+(prod(matriz[i]==c(T,T,F))==1)*
1+(prod(matriz[i,]==c(T,T,T))==1)*1;    #las zonas  
     
} 
 
plot(x1,(1/coefs1[3])*(-coefs1[1]-coefs1[2]*x1),col="red",type="p",main="Caso 
1",xlab="x1",ylab="x2",xlim=c(0,1),ylim=c(0,1)) 
lines(x1,(1/coefs2[3])*(-coefs2[1]-coefs2[2]*x1),type="p",col="blue") 
lines(x1,(1/coefs3[3])*(-coefs3[1]-coefs3[2]*x1),type="p",col="black") 
lines(x1,x2,type="p",col=(valor+1)); 
 
 
 
Caso 2 
coefs1=c(-1,1.,1);#x1+x2=1 
coefs2=c(-0.3,0,1);#x2=0.3 
coefs3=c(0,-1,1);#x2=x1 
 
nmues=1300; 
#x1=seq(from=0,to=1,by=0.01); 
#x2=seq(from=0,to=1,by=0.01); 
x1=runif(nmues,min=0,max=1); 
x2=runif(nmues,min=0,max=1); 
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dummy1=(coefs1[1]+coefs1[2]*x1+coefs1[3]*x2)>0 
dummy2=(coefs2[1]+coefs2[2]*x1+coefs2[3]*x2)>0 
dummy3=(coefs3[1]+coefs3[2]*x1+coefs3[3]*x2)>0 
matriz=array(c(dummy1,dummy2,dummy3),dim=c(length(x1),3)) 
valor=rep(1,length(x1)); 
for (i in 1:length(x1)) 
{ 
 
valor[i]=(prod(matriz[i,]==c(F,F,F))==1)*0 
+(prod(matriz[i,]==c(F,F,T))==1)*1+(prod(matriz[i,]==c(F,T,F))==1)*1+(prod(matriz[i,]==c(F,T,T))==1
)*1+ 
(prod(matriz[i,]==c(T,F,F))==1)*1+(prod(matriz[i,]==c(T,F,T))==1)*1+(prod(matriz[i,]==c(T,T,F))==1)
*0+(prod(matriz[i,]==c(T,T,T))==1)*0;    #las zonas  
      
} 
 
 
plot(x1,(1/coefs1[3])*(-coefs1[1]-
coefs1[2]*x1),col="red",type="p",main="Clasificación",xlab="x1",ylab="x2",xlim=c(0,1),ylim=c(0,1)) 
lines(x1,(1/coefs2[3])*(-coefs2[1]-coefs2[2]*x1),type="p",col="blue") 
lines(x1,(1/coefs3[3])*(-coefs3[1]-coefs3[2]*x1),type="p",col="black") 
lines(x1,x2,type="p",col=(valor+1)); 
 
 
 
 Caso 3 
 
rm(list=ls()) 
 
 
 
coefs1=c(-1,1.,1);#x1+x2=1  roja 
coefs2=c(-0.3,0,1);#x2=0.3  azul 
coefs3=c(0,-1,1);#x2=x1  negra 
 
nmues=1300; 
 
x1=runif(nmues,min=0,max=1); 
x2=runif(nmues,min=0,max=1); 
 
dummy1=(coefs1[1]+coefs1[2]*x1+coefs1[3]*x2)>0 
dummy2=(coefs2[1]+coefs2[2]*x1+coefs2[3]*x2)>0 
dummy3=(coefs3[1]+coefs3[2]*x1+coefs3[3]*x2)>0 
matriz=array(c(dummy1,dummy2,dummy3),dim=c(length(x1),3)) 
valor=rep(1,length(x1)); 
for (i in 1:length(x1)) 
{ 
 
valor[i]=(prod(matriz[i,]==c(F,F,F))==1)*0 
+(prod(matriz[i,]==c(F,F,T))==1)*1+(prod(matriz[i,]==c(F,T,F))==1)*1+(prod(matriz[i,]==c(F,
T,T))==1)*0+ 
(prod(matriz[i,]==c(T,F,F))==1)*1+(prod(matriz[i,]==c(T,F,T))==1)*1+(prod(matriz[i,]==c(T,
T,F))==1)*0+(prod(matriz[i,]==c(T,T,T))==1)*1;    #las zonas  
      
} 
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plot(x1,(1/coefs1[3])*(-coefs1[1]-coefs1[2]*x1),col="red",type="p",main="Caso 
3",xlab="x1",ylab="x2",xlim=c(0,1),ylim=c(0,1)) 
lines(x1,(1/coefs2[3])*(-coefs2[1]-coefs2[2]*x1),type="p",col="blue") 
lines(x1,(1/coefs3[3])*(-coefs3[1]-coefs3[2]*x1),type="p",col="black") 
lines(x1,x2,type="p",col=(valor+1)); 
 
 
 
Entrenamiento de los modelos y generación de las predicciones 
 
 
 
require(RSNNS) 
 
datosnn=data.frame(x1,x2,valor); 
train=datosnn[1:900,]; 
test=datosnn[901:1300,]; 
 
errores2capas<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("7 nodos","9 nodos","11 nodos","13 nodos","15 nodos","17 nodos","19 nodos","21 nodos","23 
nodos","25 nodos"))); 
errores3capas<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("7 nodos","9 nodos","11 nodos","13 nodos","15 nodos","17 nodos","19 nodos","21 nodos","23 
nodos","25 nodos"))); 
 
tiempos2capas<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("7 nodos","9 nodos","11 nodos","13 nodos","15 nodos","17 nodos","19 nodos","21 nodos","23 
nodos","25 nodos"))); 
tiempos3capas<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("7 nodos","9 nodos","11 nodos","13 nodos","15 nodos","17 nodos","19 nodos","21 nodos","23 
nodos","25 nodos"))); 
 
errores3capasMitad<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("5 nodos","8 nodos","11 nodos","14 nodos","17 nodos","20 nodos","23 nodos","26 nodos","29 
nodos","32 nodos"))); 
tiempos3capasMitad<-matrix(nrow=10,ncol=10,dimnames = 
list(c("rep1","rep2","rep3","rep4","rep5","rep6","rep7","rep8","rep9","rep10"), 
c("5 nodos","8 nodos","11 nodos","14 nodos","17 nodos","20 nodos","23 nodos","26 nodos","29 
nodos","32 nodos"))); 
 
for(j in 1:10){ 
 
 
 
#replicaciones 
  for (i in 1:10){ 
  #print("i es") print(i) 
  #print("j es") print(j) 
  start<-Sys.time() 
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 modelo2capas=mlp(x=train[,1:2],y=train[,3],size=c(5+2*j),maxit=4000,initFunc="Randomize_
Weights",initFuncParams=c(-0.3,0.3),learnFunc="Std_Backpropagation", 
 
 learnFuncParams=c(0.05,0),updateFunc="Topological_Order",updateFuncParams=c(0),hiddenA
ctFunc="Act_Logistic",ShufflePatterns=FALSE,linOut=TRUE) 
   
   
  tiempos2capas[i,j]<-(Sys.time()-start) 
  middle<-Sys.time() 
   
 
 modelo3capas=mlp(x=train[,1:2],y=train[,3],size=c(3+j,2+j),maxit=4000,initFunc="Randomize_
Weights",initFuncParams=c(-0.3,0.3),learnFunc="Std_Backpropagation", 
 
 learnFuncParams=c(0.05,0),updateFunc="Topological_Order",updateFuncParams=c(0),hiddenA
ctFunc="Act_Logistic",ShufflePatterns=FALSE,linOut=TRUE) 
   
  tiempos3capas[i,j]<-(Sys.time()-middle) 
   
 
 modelo3capasMitad=mlp(x=train[,1:2],y=train[,3],size=c(1+2*j,1+j),maxit=4000,initFunc="Ran
domize_Weights",initFuncParams=c(-0.3,0.3),learnFunc="Std_Backpropagation", 
 
 learnFuncParams=c(0.05,0),updateFunc="Topological_Order",updateFuncParams=c(0),hiddenA
ctFunc="Act_Logistic",ShufflePatterns=FALSE,linOut=TRUE) 
   
  tiempos3capasMitad[i,j]<-(Sys.time()-tiempos2capas[i,j] - tiempos3capas[i,j] -start) 
   
  predicnn2capas=round(predict(modelo2capas,test[,1:2])) 
  predicnn3capas=round(predict(modelo3capas,test[,1:2])) 
  predicnn3capasMitad=round(predict(modelo3capasMitad,test[,1:2])) 
   
   
  matriz=cbind(predicnn2capas,predicnn3capas,valor[901:1300],predicnn3capasMitad); 
  head(matriz,10) 
 
  errores2capas[i,j]<-sum(abs(matriz[,1]-matriz[,3])) 
  errores3capas[i,j]<-sum(abs(matriz[,2]-matriz[,3])) 
  errores3capasMitad[i,j]<-sum(abs(matriz[,4]-matriz[,3])) 
  #2capas 
 
  #print("2 capas") 
 
  #print(confusionMatrix(train[,3],round(fitted.values(modelo2capas)))) 
  #print(confusionMatrix(test[,3],predicnn2capas)) 
  #3capas 
  #print("3 capas") 
  #print(confusionMatrix(train[,3],round(fitted.values(modelo3capas)))) 
  #print(confusionMatrix(test[,3],predicnn3capas)) 
 
  } 
   
   
} 
 
medias2<-colMeans(errores2capas) 
medias3<-colMeans(errores3capas) 
medias3Mitad<-colMeans(errores3capasMitad) 
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media2<-mean(errores2capas) 
media3<-mean(errores3capas) 
media3Mitad<-mean(errores3capasMitad) 
 
 
