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EXTENDING HIGHER DIMENSIONAL QUASI-COCYCLES
R. FRIGERIO, M. B. POZZETTI, AND A. SISTO
Abstract. Let G be a group admitting a non-elementary acylindrical
action on a Gromov hyperbolic space (for example, a non-elementary
relatively hyperbolic group, or the mapping class group of a closed hy-
perbolic surface, or Out(Fn) for n ≥ 2). We prove that, in degree 3, the
bounded cohomology of G with real coefficients is infinite-dimensional.
Our proof is based on an extension to higher degrees of a recent result by
Hull and Osin. Namely, we prove that, if H is a hyperbolically embed-
ded subgroup of G and V is any R[G]-module, then any n-quasi cocycle
on H with values in V may be extended to G. Also, we show that
our extensions detect the geometry of the embedding of hyperbolically
embedded subgroups, in a suitable sense.
Bounded cohomology of discrete groups is very hard to compute. For
example, as observed in [Mon06], there is not a single countable group G
whose bounded cohomology (with trivial coefficients) is known in every de-
gree, unless it is known to vanish in all positive degrees (this is the case,
for example, of amenable groups). Even worse, no group G is known for
which the supremum of the degrees n such that Hnb (G,R) 6= 0 is positive
and finite.
In degree 2, bounded cohomology has been extensively studied via the
analysis of quasi-morphisms (see e.g. [Bro81, EF97, Fuj98, BF02, Fuj00] for
the case of trivial coefficients, and [HO13, BBF13] for more general coeffi-
cient modules). In this paper we exploit quasi-cocycles, which are the higher-
dimensional analogue of quasi-morphisms, to prove non-vanishing results for
bounded cohomology in degree 3. To this aim, we prove that quasi-cocycles
may be extended from a hyperbolically embedded family of subgroups to the
ambient group. We also discuss the geometric information carried by our
extensions of quasi-cocycles, showing in particular that projections on hy-
perbolically embedded subgroups may be reconstructed from the extensions
of suitably chosen quasi-cocycles.
Quasi-cocycles and bounded cohomology. Let G be a group, and V
be a normed R[G]-space, i.e. a normed real vector space endowed with an
Key words and phrases. Bounded cohomology, quasi-cocycles, hyperbolically embedded
groups, coset projections.
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isometric left action of G. We denote by Cn(G,V ) the set of homogeneous
n-cochains on G with values in V , and for every ϕ ∈ Cn(G,V ) we set
‖ϕ‖∞ = sup{‖ϕ(g0, . . . , gn)‖V | (g0, . . . , gn) ∈ Gn+1} ∈ [0,∞] .
We denote by Cnb (G,V ) ⊆ Cn(G,V ) the subspace of bounded cochains, and
by Cn(G,V )G, Cnb (G,V )
G the subspaces of invariant (bounded) cochains
(see Section 1 for the precise definitions). The space of n-quasi-cocycles is
defined as follows:
QZn(G,V ) = {ϕ ∈ Cn(G,V ) | δnϕ ∈ Cn+1b (G,V )} .
Roughly speaking, quasi-cocycles are those cochains whose differential is
quasi-null. Just as in the case of quasi-morphisms, the defect of a quasi-
cocycle ϕ ∈ QZn(G,V ) is given by
D(ϕ) = ‖δnϕ‖∞ .
Any cochain which stays at bounded distance from a genuine cocycle is a
quasi-cocycle. The existence of G-invariant quasi-cocycles that are not at
bounded distance from any G-invariant cocycle is equivalent to the non-
vanishing of the exact part EHn+1b (G,V ) of the bounded cohomology mod-
ule Hn+1b (G,V ) (see below for the definition of EH
n+1
b (G,V )), so quasi-
cocycles are a useful tool in the study of bounded cohomology.
For technical reasons, it is convenient to consider the subspace of alternat-
ing quasi-cocycles, which is denoted by QZnalt(G,V ). Hull and Osin recently
proved that if G is a group and {Hλ}λ∈Λ is a hyperbolically embedded fam-
ily of subgroups of G, then alternating 1-quasi-cocycles on the Hλ’s may be
extended to G [HO13]. In this paper we extend Hull and Osin’s result to
higher dimensions:
Theorem 1. Let G be a group, let {Hλ}λ∈Λ be a hyperbolically embedded
family of subgroups of G, and let V be a normed R[G]-module. For every
n ≥ 1, there exists a linear map
Θn :
⊕
λ∈Λ
QZnalt(Hλ, V )
Hλ → QZnalt(G,V )G
such that, for every ϕ = (ϕλ)λ∈Λ ∈
⊕
λ∈Λ QZ
n
alt(Hλ, V )
Hλ and for every
λ ∈ Λ, we have
sup
h∈Hn+1λ
‖Θn(ϕ)(h)− ϕλ(h)‖V <∞ .
We refer the reader to Theorem 4.2 for a more general statement.
A natural question is whether possibly non-alternating quasi-cocycles
could also be quasi-extended from the Hλ’s to G. This is always true if
n = 1 since 1-quasi-cocycles are at bounded distance from alternating ones
(see Remark 1.1 for a brief discussion of this issue in higher degrees). How-
ever, it seems unlikely that our construction could be adapted to deal with
the general case.
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Our proof of Theorem 1 is based on the construction, which we carry out
in Section 3, of the trace of a simplex on a coset, that we think of as a
projection of an (n + 1)-tuple in Gn+1 to a given coset of a hyperbolically
embedded subgroup. Since the projection on a coset of a hyperbolically
embedded subgroup is a multi-valued function, the trace of a simplex is
not a single simplex, but an average of simplices. In order to maximize the
number of cancellations between traces of simplices and reduce the technical
effort in the proof of the main theorem, we chose to work in the coned off
graph Ĝ, that is obtained from a Cayley graph of G by adding an extra
point for any coset. The metric properties of the coned graph Ĝ allow us to
prove that, for n > 1, given any n-simplex there is a set of at most n(n+ 1)
exceptional cosets such that the diameter of the trace of the simplex on
any other coset is smaller than an universal constant. Our results here
are very similar to analogous results proved by Hull and Osin in [HO13],
and in fact our arguments were inspired by theirs (even if Hull and Osin’s
constructions take place in a slightly different context). Perhaps, it is worth
mentioning that the exceptional cosets associated to a simplex also generalize
the barycenter of the simplex as defined in [BBF+14], where the case of
amalgamated products is analyzed. Indeed, if G = H ∗K, then the family
{H,K} is hyperbolically embedded in G, and our construction provides a
“quasification” of the strategy described in [BBF+14].
Applications to bounded cohomology. For any group G, any normed
R[G]-module V and every n ≥ 0, the inclusion of bounded cochains into
ordinary cochains induces the comparison map cn : Hnb (G,V )→ Hn(G,V ).
The kernel of cn is the set of bounded cohomology classes whose represen-
tatives are exact, and it is denoted by EHnb (G,V ). If K is a subgroup of
G, then the restriction of cochains on G to cochains on K induces the map
res• : EH•b (G,V ) → EH•b (K,V ). Building on Theorem 1, in Section 5 we
prove the following result (see Proposition 5.1 for a slightly more general
statement):
Corollary 2. Let G be a group, let {Hλ}λ∈Λ be a hyperbolically embedded
family of subgroups of G, and let V be a normed R[G]-module. Fix n ≥ 2,
and denote by resnλ : H
n
b (G,V )→ Hnb (Hλ, V ) the restriction map. For every
element (αλ)λ∈Λ ∈
⊕
λ∈ΛEH
n
b (Hλ, V ), there exists α ∈ EHnb (G,V ) such
that
resnλ(α) = αλ for every λ ∈ Λ .
The norm ‖ · ‖∞ on Cnb (G,V ) induces a seminorm on Hnb (G,V ) that is
usually referred to as Gromov seminorm. Let us now denote by Nnb (G,V )
the subspace of Hnb (G,V ) given by elements with vanishing seminorm, and
let us set H
n
b (G,V ) = H
n
b (G,V )/N
n
b (G,V ), so H
n
b (G,V ) is a Banach space.
Following [Osi], we say that a group G is acylindrically hyperbolic if it admits
an acylindrical action on a Gromov hyperbolic space. It is shown in [Osi] that
being acylindrically hyperbolic is equivalent to containing a proper infinite
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hyperbolically embedded subgroup. Building on results from [DGO11], from
Corollary 2 we deduce the following:
Corollary 3. Let G be an acylindrically hyperbolic group. Then the di-
mension of both H
3
b(G,R) and EH3b (G,R) is equal to the cardinality of the
continuum. Therefore, the same is true also for H3b (G,R).
The class of acylindrically hyperbolic groups includes many examples of
interest: non-elementary hyperbolic and relatively hyperbolic groups [DGO11],
the mapping class group of the p-punctured closed orientable surface of
genus g, provided that 3g + p ≥ 6 [DGO11, Theorem 2.18], Out(Fn) for
n ≥ 2 [DGO11, Theorem 2.20], groups acting geometrically on a proper
CAT(0) space with a rank one isometry [Sis11] and [DGO11, Theorem 2.22],
and fundamental groups of several graphs of groups [MO].
Further results. One may wonder whether Corollary 2 holds with bounded
cohomology instead of exact bounded cohomology. In fact, the map Θ• of
Theorem 1 extends to a map between alternating cochains sending bounded
cochains to bounded cochains (see Theorem 4.1), so one may wonder whether
that Θ• could be used to extend possibly non-exact bounded coclasses. How-
ever, in general our map Θ• does not carry cocycles to cocycles, but only to
quasi-cocycles, so it is not a chain map. In fact, in Section 6 we prove the
following:
Proposition 4. For every n ≥ 2, there exists a pair (G,H) such that G
is relatively hyperbolic with respect to H (in particular, H is hyperbolically
embedded in G), and the restriction Hnb (G,R)→ Hnb (H,R) is not surjective.
Even worse, Θ• does not induce a well-defined map on exact bounded
cohomology in general (see Proposition 6.5 for an explicit example). In
order to obtain a positive result in this direction, we need to make some
further assumptions on the ordinary cohomology of the subgroups Hλ (see
Proposition 5.2).
However, the fact that Θ• does not induce a well-defined map on bounded
cohomology may be exploited to prove non-vanishing results. Namely, it
may happen that a genuine (unbounded) real n-cocycle on a hyperbolically
embedded subgroup H of G may be extended to a quasi-cocycle on G whose
differential defines a non-trivial class in Hn+1b (G,R). For example, we can
prove the following result (see Corollary 6.4):
Proposition 5. Let H be an amenable hyperbolically embedded subgroup of
the group G, let n ≥ 1, and suppose that the inclusion H → G induces a
non-injective map Hn(H,R)→ Hn(G,R). Then Hn+1b (G,R) 6= 0.
As a consequence of (a variation of) Proposition 5, and building on a
construction by McReynolds, Reid and Stover [MRS13], in Proposition 6.6
we show that, for every n ≥ 3 and 2 ≤ k ≤ n, there exist infinitely many
commensurability classes of cusped hyperbolic n-manifolds M such that
Hkb (M,R) 6= 0.
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A natural question is whether, given n, it is possible to find a hyperboli-
cally embedded finite family of subgroups {Hλ}λ∈Λ of a group G so that the
direct sum of the restriction map ⊕ resnλ : EHnb (G,V ) →
⊕
EHnb (Hλ, V ) is
an isomorphism (this map is surjective by Corollary 2). In dimension 3 this
is never the case, due to the following:
Proposition 6. Let G be a finitely generated group, let {Hλ}λ∈Λ be a finite
hyperbolically embedded family of subgroups of G, and let V be a normed
R[G]-module. Then the kernel of the restriction map ⊕ res3λ : EH3b (G,V )→⊕
EH3b (Hλ, V ) is infinite-dimensional.
We obtain Proposition 6 as a consequence of a refinement of a result
of Dahmani, Guirardel and Osin [DGO11, Theorem 6.14] that might be of
independent interest. Recall that a family {Hλ}λ∈Λ of subgroups ofG is non-
degenerate if there is some λ so that Hλ is a proper, infinite subgroup of G.
If {Hλ}λ∈Λ is a hyperbolically embedded family of subgroups of G, then each
Hλ is hyperbolically embedded in G (see the first sentence of Remark 2.5).
In particular, a consequence of [DGO11, Theorem 6.14] is that, if a group
G contains a non-degenerate hyperbolically embedded family of subgroups,
then G contains a maximal finite normal subgroup, which will be denoted
by K(G).
Theorem 7. Let X be a (possibly infinite) generating system of the group
G and let the non-degenerate family of subgroups {Hλ}λ∈Λ be hyperbolically
embedded in (G,X). Then for each n ≥ 1 there exists a copy F of the free
group on n generators inside G so that {Hλ}λ∈Λ ∪ {F ×K(G)} is hyperbol-
ically embedded in (G,X).
Since the proof of Theorem 7 uses techniques somehow different from the
rest of the paper, and is heavily based on results of [DGO11], whereas the
rest of the paper is almost self-contained, we decided to include the proof of
Theorem 7 in an appendix, rather than in the main body of the paper.
Quasi-cocycles and projections. Any hyperbolically embedded family
{Hλ}λ∈Λ of subgroups of a groupG comes along with a family ofG-equivariant
projections piB : G → B for every coset B of a subgroup Hλ, satisfy-
ing certain axioms first introduced by Bestvina, Bromberg and Fujiwara
in [BBF10]. It can be shown that the family of projections itself captures
the fact that the family {Hλ}λ∈Λ is hyperbolically embedded in G. Theorem
2.11, reported below, makes this statement precise, combining results in the
literature. The BBF axioms are defined in Section 2.
Theorem 8. Let {Hλ}λ∈Λ be a finite family of finitely generated subgroups
of the finitely generated group G, and let B be the set of the (labelled) cosets
of the Hλ’s.
(1) Suppose that it is possible to assign, for each pair of cosets B1, B2 ∈
B, a subset piB1(B2) ⊆ B1 in an equivariant way (i.e. in such a
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way that pigB1(gB2) = gpiB1(B2)) and so that the BBF axioms are
satisfied. Then {Hλ}λ∈Λ is hyperbolically embedded in G.
(2) Suppose {Hλ}λ∈Λ is hyperbolically embedded in (G,X). Then the
family of projections {piB}B∈B as in Definition 2.6 satisfies the BBF
axioms.
Our extension of quasi-cocycles is only based on the good properties of the
family of projections piB and already contains all the information necessary
to reconstruct the projections themselves. In fact, in Section 7 we make the
following statement precise:
Informal Statement. Let H be a finitely generated group. Then, there
exist a coefficient module V and a cocycle c ∈ C2alt(H,V ) such that the
following holds. Whenever H is hyperbolically embedded in G, the projec-
tions on the cosets of H may be recovered from the extension Θ2(c), which,
therefore, detects the geometry of the embedding of H in G.
So, by exploiting projections (and Theorem 8) we are able to “close the
circle” and get back from our cocycle extensions to the fact H is hyperboli-
cally embedded in G. We hope that in the future this will lead to a complete
characterization of hyperbolically embedded subgroups in terms of bounded
cohomology.
We emphasize that our argument does rely on c being a cocycle of dimen-
sion greater than 1, and the authors are not aware of ways to reconstruct
projections using quasi-morphisms.
1. Basic facts about bounded cohomology
Let us recall some basic definitions about bounded cohomology of groups.
Let G be a group, and V be a normed R[G]-space. The set of n-cochains on
G with values in V is given by
Cn(G,V ) =
{
ϕ : Gn+1 → V } .
The vector space Cn(G,V ) is endowed with a left action of G defined by
(g · ϕ)(g0, . . . , gn) = g · (ϕ(g−1g0, . . . , g−1gn)). We have defined in the in-
troduction the submodule Cnb (G,V ) ⊆ Cn(G,V ) of bounded cochains. The
action of G on Cn(G,V ) preserves Cnb (G,V ), so C
n
b (G,V ) is a normed R[G]-
module. The differential
δn : Cn(G,V )→ Cn+1(G,V ) ,
δnϕ(g0, . . . , gn+1) =
∑n+1
j=0 (−1)jϕ(g0, . . . , ĝj , . . . , gn+1)
restricts to a map Cnb (G,V ) → Cn+1b (G,V ), which will still be denoted by
δn. If W is a (normed) R[G]-module, then we denote by WG the subspace
of G-invariant elements of W . The differential δn sends invariant cochains
to invariant cochains, thus endowing C•(G,V )G and C•b (G,V )
G with the
structure of chain complexes. The cohomology (resp. bounded cohomology)
of G with coefficients in V is the cohomology of the complex C•(G,V )G
(resp. C•b (G,V )
G).
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Let us denote by Sn+1 the group of permutations of {0, . . . , n}. A cochain
ϕ ∈ Cn(G,V ) is alternating if
ϕ(gσ(0), . . . , gσ(n)) = sgn(σ) · ϕ(g0, . . . , gn)
for every σ ∈ Sn+1. Both the differential and the G-action preserve alter-
nating cochains, that hence give a subcomplex C•alt(G,V )
G of C•(G,V )G,
respectively C•b,alt(G,V )
G of C•b (G,V )
G. The space of alternating quasi-
cocycles QZnalt(G,V ) is just the intersection of QZ
n(G,V ) with Cnalt(G,V ).
For every n ≥ 0 we denote by Cn(G) the real vector space with basis
Gn+1. Elements of Gn+1 are called n-simplices, and we say that an n-
simplex g = (g0, . . . , gn) is supported in a subset S ⊆ G if all its vertices lie
in S, i.e. if gj ∈ S for every j = 0, . . . , n. The subspace of Cn(G) generated
by simplices supported in S is denoted by Cn(S). We also put on Cn(G)
the `1-norm defined by∥∥∥∥∥∥
∑
g∈Gn+1
agg
∥∥∥∥∥∥
1
=
∑
g∈Gn+1
|ag| .
If g = (g0, . . . , gn) ∈ Cn(G), we denote by ∂jg = (g0, . . . , ĝj , . . . , gn) ∈
Cn−1(G) the j-th face of g, and we set ∂g =
∑n
j=0(−1)j∂jg.
Degenerate chains. If S ⊆ G is any subset, then we may define an al-
ternating linear operator altn : Cn(S) → Cn(S) by setting, for every s =
(s0, . . . , sn) ∈ Sn+1,
altn(s) =
1
(n+ 1)!
∑
σ∈Sn+1
sgn(σ)(sσ(0), . . . , sσ(n)) .
A chain c ∈ Cn(S) is degenerate if altn(c) = 0. If K is a group and W is an
R[K]-module, then it is immediate to check that a cochain ϕ ∈ Cn(K,W )
is alternating if and only if it vanishes on degenerate chains in Cn(K). If
ϕ ∈ Cn(S, V ) is any cochain, then we may alternate it by setting
altn(ϕ)(s) = ϕ(altn(s))
for every s ∈ Sn+1.
In every degree, the G-equivariant chain map altn : Cn(G,V )→ Cn(G,V )
provides a linear projection onto the subcomplex of alternating cochains, and
alt• is G-equivariantly homotopic to the identity (see e.g. [FM11, Appendix
B]).
Moreover, alt• restricts to a G-equivariant chain map alt•b : C•b (G,V ) →
C•b,alt(G,V ), and for every n ∈ N the map altnb provides a norm non-
increasing projection onto Cnb,alt(G,V ). The homotopy between alt
• and
the identity of C•(G,V ) may be chosen in such a way that it restricts to a
homotopy between alt•b and the identity of C•b (G,V ), which is bounded in
every degree. As a consequence, the bounded cohomology of G with coeffi-
cients in V may be computed as the cohomology of the complex C•b,alt(G,V ).
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Observe that, if ϕ ∈ Cn(G,V ) is a quasi-cocycle, then
‖δn altn(ϕ)‖∞ = ‖ altn(δn(ϕ))‖∞ ≤ ‖δn(ϕ)‖∞ < +∞ ,
so altn projects QZn(G,V ) onto QZnalt(G,V ).
Remark 1.1. It is well-known that a quasi-cocycle ϕ ∈ QZ1(G,V ) is at
bounded distance from the alternating quasi-cocycle alt1(ϕ) ∈ QZ1alt(G,V ).
In fact, let T • be a chain homotopy between alt• and the identity of C•(G,V )
which preserves boundedness of cochains. Then T 1(ϕ), being aG-equivariant
0-cochain, is bounded (if the action of G is trivial, then it is even constant),
so
alt1(ϕ)− ϕ = T 2(δ1ϕ)− δ0(T 1ϕ)
is itself bounded. On the contrary, if ϕ ∈ QZn(G,V ), n ≥ 2, then the
cochain Tn+1(δnϕ) is still bounded, while in general δn−1(Tnϕ) (whence
altn(ϕ)− ϕ) can be unbounded.
Let us consider for example the group Z2 = 〈a, b〉 and the 1-cocyles α, β ∈
Z1(Z2,R) ∼= Hom(Z2,R) corresponding to the homomorphisms α′, β′ such
that α′(a) = β′(b) = 1, α′(b) = β′(a) = 0. It is readily seen that, for
every n ∈ Z, (α ∪ β)(1, bn, an) = 0, while (α ∪ β)(an, 1, bn) = −n2. This
implies that the 2-cocycle α ∪ β does not lie at bounded distance from any
alternating cochain in C2alt(Z2,R).
2. Projections and hyperbolic embeddings
Let G be a group, and let us fix a family {Hλ}λ∈Λ of subgroups of G. A
(possibly infinite) subset X ⊆ G is a relative generating set if X ∪⋃λ∈ΛHλ
generates G.
Definition 2.1 ([DGO11]). Let X be a relative generating set for G and let
H denote the disjoint union H = unionsqλ∈ΛHλ\{e}. We denote by Cay(G,XunionsqH)
the Cayley graph of G with respect to the alphabet X unionsq H. Notice that
some letters in X unionsq H may represent the same element of G, in which case
Cay(G,X unionsq H) has multiple edges corresponding to these letters. We label
each edge of Cay(G,X unionsqH) by the corresponding letter in X unionsqH.
For every λ ∈ Λ, we define the relative metric dλ : Hλ ×Hλ → [0,∞] by
letting dλ(g, h) be the length of the shortest path in Cay(G,X unionsq H) that
connects g to h and has no edge that connects vertices of Hλ and is labelled
by an element of Hλ\{1}.
The family {Hλ}λ∈Λ is hyperbolically embedded in (G,X) if the Cayley
graph Cay(G,X unionsq H) is hyperbolic and, for every λ ∈ Λ, the metric space
(Hλ, dλ) is locally finite.
In general, one says that {Hλ}λ∈Λ is hyperbolically embedded in G if it is
hyperbolically embedded in (G,X) for some relative generating set X ⊆ G.
In this case we write {Hλ}λ∈Λ ↪→h G or {Hλ}λ∈Λ ↪→h (G,X) when we want
to emphasize the choice of X.
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Let us fix once and for all a subset X ⊆ G so that {Hλ}λ∈Λ is hyperbol-
ically embedded in (G,X). Throughout the whole paper, any coset will be
understood to be a left coset. We denote by B the set of cosets of the sub-
groups Hλ, λ ∈ Λ. More precisely, we let B be the disjoint union if the Bλ’s,
where Bλ is the set of cosets of Hλ for every λ ∈ Λ. We label every element
of Bλ by the index λ ∈ Λ. Notice that, if there are repetitions among the
Hλ’s, then some cosets appear with repetitions (but with distinct labels) in
B.
Remark 2.2. Let {Hλ}λ∈Λ ↪→h G and fix an index λ ∈ Λ. Using the
fact that the relative metric dλ is locally finite it is easy to prove that, if
Hλ = Hλ′ for some λ
′ 6= λ, then Hλ is finite and the set of indices λ′′ ∈ Λ
such that Hλ′′ = Hλ is finite. Therefore, at least for what concerns the main
results of our paper, we could safely restrict our attention to the case when
Hλ 6= Hλ′ for every λ′ 6= λ.
We now define the object we will work with throughout the paper.
Definition 2.3. We denote by (Ĝ, d̂) the metric graph obtained by adding
to Cay(G,X) a vertex c(B) for each B ∈ B and edges [c(B), h] of length 1/4
for every c(B) and h ∈ B.
Our Ĝ is very similar to Farb’s coned-off graph [Far98], but using Ĝ rather
than the coned-off graph or Cay(G,X ∪ H) will allow us to streamline a
few arguments. Hopefully, Ĝ will turn out to be more convenient in other
contexts as well.
If a geodesic γ of Ĝ contains the vertex c(B), then we denote by inγ(B)
and outγ(B) respectively the last point of γ∩B preceding c(B) and the first
point of γ ∩B following c(B) along γ. If γ starts (resp. ends) at c(B), then
outγ(B) (resp. inγ(B)) is not defined.
Remark 2.4. Suppose that the geodesic γ of Ĝ intersects the coset B in at
least two points p, q. Then γ contains c(B), and γ∩B = {inγ(B), outγ(B)} =
{p, q}.
If B ∈ B is labelled by λ ∈ Λ, we endow B with the relative metric dB
obtained by translating dλ. If S ⊆ B is a subset of some coset B ∈ B, then
we denote by diamB(S) the diameter of S with respect to dB.
Remark 2.5. Let λ0 ∈ Λ be fixed. Since {Hλ}λ∈Λ ↪→h (G,X), we have
Hλ0 ↪→h (G,X ∪ H′), where H′ =
⋃
ω 6=λ0 Hω. Therefore, [DGO11, Corol-
lary 4.32] implies that, if G is finitely generated, then each Hλ is finitely
generated. If, in addition, the family {Hλ}λ∈Λ is finite, then by [DGO11,
Corollary 4.27] we can add to X the union of finite generating sets of the
Hλ’s without altering the fact that {Hλ}λ∈Λ ↪→h (G,X). Then [DGO11,
Lemma 4.11-(b)] implies that the relative metric dB is bi-Lipschitz equiva-
lent to a word metric on B.
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Hence, for the purposes of our paper, we could replace dB with a more
familiar word metric whenever we deal with finite families of hyperbolically
embedded subgroups of a finitely generated group.
Projections on cosets. Projections, as defined below, will play a crucial
role in this paper.
Definition 2.6. For every coset B ∈ B and every vertex x of Ĝ, the pro-
jection of x onto B is the set
piB(x) = {p ∈ B | d̂(x, p) = d̂(x,B)} .
If S ⊆ Ĝ is any subset, then we set piB(S) =
⋃
x∈S piB(x).
Remark 2.7. Of course piB(c(B)) = B, while if x 6= c(B) we have
piB(x) = {p ∈ B | p = inγ(B) , γ geodesic joining x to c(B)} .
An important result about projections is described in Lemma 2.8, which
says that if two points project far away on a coset B then any geodesic
connecting them contains c(B). Similar properties are also true for other
notions of projections in a relatively hyperbolic space, as discussed in [Sis13].
Also, the following lemma has strong connections with the bounded coset
penetration property for Farb’s coned-off graph [Far98].
Lemma 2.8. There exists D ≥ 1 with the following property. For x, y ∈ Ĝ
and a coset B, if diamB(piB(x)∪ piB(y)) ≥ D then all geodesics from x to y
contain c(B).
Proof. Let as above H = ⊔Hλ\{1} and set Γ = Cay(G,X unionsq H). Let
γ̂1, γ̂2 be geodesics in Ĝ from x to any p ∈ piB(x) and from y to any
q ∈ piB(y) respectively. Notice that γ̂1 ∩ B and γ̂2 ∩ B each consists of a
single point. We can form paths γi in Γ replacing all subpaths of γ̂i consisting
of two edges intersecting at c(B′), for some coset B′, with an edge in Γ (and
possibly removing the first edge of γ̂i if x and/or y are in Ĝ but not in G).
Consider now a geodesic γ̂ from x to y, and construct a path γ in Γ similarly
(and possibly add an edge at the beginning/end of γ to make sure that the
endpoints of γ coincide with the starting points of γ1, γ2). Finally, if λ is the
label of B, let e be the edge in Γ labelled by an element of Hλ connecting
the endpoint of γ1 to the endpoint of γ2.
It is not hard to see that (the unit speed parametrizations of) γ, γi are,
say, (2,2)-quasi-geodesics in Γ. For example, one can argue as follows. Given
a geodesic α in Γ, we can replace each edge of α labelled by a letter from
H by a path of length 1/2 in Ĝ. This implies that d
Ĝ
(g, h) ≤ dΓ(g, h) for
each g, h ∈ G. Now, whenever g, h are on, say, γ, and γ|g,h, γ̂|g,h denote the
subpaths of γ, γ̂ with endpoints g, h, we have
l(γ|g,h) ≤ 2l(γ̂|g,h) = 2dĜ(g, h) ≤ 2dΓ(g, h),
which easily implies that γ is a (2,2)-quasi-geodesic (we used in the equality
that γ̂ is a geodesic). We proved that it is a (2,2)-quasi-geodesic rather than
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a (2,0)-quasi-geodesic because we showed the above inequality for g, h ∈ G
only. In fact, this estimate can be improved but we will not need to.
The paths γ1, e, γ2, γ form a (2,2)-quasi-geodesic quadrangle in Γ, which
is a hyperbolic metric space. Hence, there exists C depending on the hy-
perbolicity constant only so that any point on one side of the quadrangle is
contained in the C-neighborhood of the union of the other three sides. As-
sume now that γ̂ does not contain c(B) and hence that γ does not contain
any edge connecting points in B. Under this assumption we now construct
a cycle c whose length is bounded in terms of the hyperbolicity constant
of Γ and so that the only edge contained in c that connects points in B is
e. Such cycle is either a quadrangle, a pentagon or a hexagon formed by e,
subpaths of γ1, γ2, possibly a subpath of γ and one or two paths of length
bounded in terms of the hyperbolicity constant of Γ. The idea is illustrated
in Figure 1.
Figure 1
Consider a point r on γ1 at distance 10C+10 from the final point p of γ1,
or let r be the starting point of γ1 if such point does not exist. We know that
r is C-close to a point s on either γ2 or γ (and we set r = s if r is the starting
point of γ1). In the first case we let c be a quadrangle with vertices p, r, s, q
as in the left part of Figure 1. The geodesic from r to s cannot contain any
edge with both endpoints in B because (either it is trivial or) its length is
at most C and one of its endpoints is at distance 10C + 10 from a point in
B. If instead s is on γ, we pick r′ along γ2 similarly to r. If r′ is C-close to
a point s′ in γ1 we form a quadrangle as above. Otherwise r′ is C-close to a
point s′ ∈ γ and we let c be a hexagon with vertices p, r, s, s′, r′, q as on the
right part of Figure 1. Again, it is not difficult to show that e is the only
edge of c that connects points in B.
Observe now that the cycle c has length bounded by 50C + 10, and its
only component labelled by an element of Hλ \ {1} is the edge e. Therefore,
by definition of the relative metric dB, we get that dB(p, q) < 50C + 10.
This holds for all p ∈ piB(x) and q ∈ piB(y), and C only depends on G and
X, so we are done. 
Let now B, B′ be distinct cosets, and take points x, y ∈ B′ with x 6= y.
The geodesic [x, c(B′)] ∪ [c(B′), y] does not contain c(B), so the previous
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lemma implies that diamB(piB(x) ∪ piB(y)) < D. As a consequence, we
easily get the following:
Lemma 2.9. If the cosets B,B′ are distinct, then diamB piB(B′) < D. In
particular, diamB(piB(x)) < D for every x ∈ Ĝ \ {c(B)}, and diamB(B ∩
B′) < D, diamB′(B ∩B′) < D for any pair of distinct cosets B,B′.
We also have the following:
Lemma 2.10. Take v0, v1 ∈ G. Then the set
{B ∈ B | diamB(piB(v0) ∪ piB(v1)) ≥ D}
is finite.
Proof. By Lemma 2.8, if dB(piB(v0), piB(v1)) ≥ D then any geodesic in Ĝ
joining v0 with v1 contains c(B), as well as a subgeodesic of length 1/2
centered at c(B). Such subgeodesics can intersect at most at their endpoints,
so the set of cosets described in the statement can contain at most 2d̂(v0, v1)
elements. 
The BBF axioms. The projections on hyperbolically embedded subgroups
satisfy certain axioms introduced by Bestvina, Bromberg and Fujiwara in
[BBF10], which we will refer to as the BBF axioms. In order to simplify the
statement of the theorem below, we restrict ourselves to the specific case we
are interested in, namely cosets of subgroups of a given group. As opposed
to the rest of the Section we restrict here to the case in which the group G
is finitely generated and the family {Hλ}λ∈Λ is finite. We already pointed
out that in this case each Hλ is finitely generated.
Let, as above, B be the collection of the (labelled) cosets of the Hλ’s in G.
We fix a finite system of generators Sλ of Hλ for each λ ∈ Λ, and if B ∈ B
is labelled by λ we denote by C(B) a copy of the Cayley graph Cay(Hλ,Sλ).
For each B let piB : B\{B} → P(C(B)) be a function (where P(C(B)) is the
collection of all subsets of C(B)). Define
dY (X,Z) = diamC(Y )(piY (X) ∪ piY (Z)).
Here the diameter is considered with respect to the word metric. We will
say that the family of projections {piY }Y ∈B satisfies the BBF axioms if the
following holds. There exists ξ < ∞ so that, using the enumeration in
[BBF10, Sections 2.1, 3.1]:
(0) diamC(Y )(piY (X)) < ξ for all distinct X,Y ∈ B,
(3) for all distinct X,Y, Z ∈ B we have min{dY (X,Z), dZ(X,Y )} ≤ ξ,
(4) {Y : dY (X,Z) ≥ ξ} is a finite set for each X,Z ∈ B.
Combining results in the literature, one can obtain the following theorem,
which roughly speaking says that the family of subgroups {Hλ}λ∈Λ is hy-
perbolically embedded in G if and only if one can define projections on the
cosets of Hλ satisfying the BBF axioms.
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Theorem 2.11. Let {Hλ}λ∈Λ be a finite family of finitely generated sub-
groups of the finitely generated group G, and let B be the set of the (labelled)
cosets of the Hλ’s.
(1) Suppose that it is possible to assign, for each pair of cosets Y1, Y2 ∈ B,
a subset piY1(Y2) ⊆ Y1 in an equivariant way (i.e. in such a way that
pigY1(gY2) = gpiY1(Y2)) and so that the BBF axioms are satisfied.
Then {Hλ}λ∈Λ is hyperbolically embedded in G.
(2) Suppose {Hλ}λ∈Λ is hyperbolically embedded in (G,X). Then the
family of projections {piY }Y ∈B as in Definition 2.6 satisfies the BBF
axioms.
Proof. (1) The set of projections satisfying the BBF axioms can be used
to construct a certain metric space out of {C(B)}B∈B. We briefly overview
the construction for the sake of completeness. The details can be found in
[BBF10, Section 3.1].
First, the authors of [BBF10] define, using the functions dY , a certain
graph PK(B) with vertex set B. We will not need the precise definition.
Then, they construct the path metric space C(B) consisting of the union of
all C(B)’s and edges of length 1 connecting all points in piX(Z) to all points
in piZ(X) whenever X,Z are connected by an edge in PK(B).
As it turns out, C(B) is hyperbolic relative to {C(B)}B∈B [Sis12, Theorem
6.2] (even more, it is quasi-tree-graded [Hum12]). Moreover, the construc-
tion of C(B) is natural in the sense that G acts on C(B) by isometries. The
action is such that for each g ∈ G we have g(C(Y )) = C(gY ), and Hλ acts
on C(Hλ) by left translations.
In particular, G acts coboundedly on C(B) in such a way that C(B) is
hyperbolic relative to the orbits of the cosets of the Hλ’s which coincide, for
an appropriate choice of basepoints, with the copies of the C(B)’s contained
in C(B). Also, each Hλ acts properly. Using the characterization of being
hyperbolically embedded given in [Sis12, Theorem 6.4] (see also [DGO11,
Theorem 4.42]) in terms of actions on a relatively hyperbolic space, we can
now conclude that {Hλ}λ∈Λ is hyperbolically embedded in G.
(2) Recall from Remark 2.5 that, for every B ∈ B, the relative metric dB
and the word metric dC(B) are bi-Lipschitz equivalent. Therefore, Axioms
(0) and (4) follow respectively from Lemma 2.9 and 2.10. Let us now show
Axiom (3) (cfr. [Sis11, Lemma 2.5]). Let X,Y, Z be distinct and suppose
that dY (X,Z) > ξ (for ξ large enough). We have to show that dZ(X,Y ) ≤ ξ.
Pick x ∈ X and observe that Lemma 2.8 implies that any geodesic in Ĝ from
x to Z contains c(Y ). In particular, piZ(x) is contained in piZ(c(Y )), and
the conclusion easily follows (keeping into account Axiom (0)). 
Remark 2.12. Fix the notation of part (2) of the theorem. Since G is
finitely generated, by [DGO11, Corollary 4.27] we may assume that {Hλ}λ∈Λ
is hyperbolically embedded in (G,X), where X is a (possibly infinite) set
of generators of G. By [Sis12, Theorem 6.4], Γ = Cay(G,X) is (metrically)
hyperbolic relative to the cosets of the Hλ’s. It is observed in [MS13, Lemma
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4.3] that the BBF axioms are satisfied in this setting when the piY ’s are
defined as the closest point projections with respect to the metric of Γ.
Hence, part (2) of the theorem also holds for this other set of projections.
On the other hand, it could be shown using techniques from [Sis13] that
projections as in Definition 2.6 and closest point projections in Γ coarsely
coincide (but we will not need this).
3. The trace of a simplex on a coset
Throughout this section, we fix a group G with a hyperbolically embedded
family of subgroups {Hλ}λ∈Λ. We also denote by D the constant provided
by Lemma 2.8.
For every B ∈ B, if g = (g0, . . . , gn) ∈ Ĝn+1, then we set
diamB(piB(g)) = diamB(piB(g0) ∪ . . . ∪ piB(gn)) .
In particular, if gi ∈ B for every i, then diamB(g) = diamB({g0, . . . , gn}).
We begin the section with a definition that is a version, suited to our
context, of [HO13, Definition 3.1,3.6].
Definition 3.1. Let B ∈ B and let v0, v1 be vertices of Ĝ. We say that
v0, v1 ∈ Ĝ are separated by B if diamB(piB(v0)∪piB(v1)) ≥ D, and we denote
by S(v0, v1) the set of cosets that separate v0 from v1. Let g = (g0, . . . , gn) ∈
Ĝn+1. A coset B is relevant for g if diamB(piB(g)) ≥ 2D, and we denote by
R(g) the set of all relevant cosets for g.
As the name suggests, if a cosetB separates v0 from v1, then by Lemma 2.8
every geodesic joining v0 to v1 must contain c(B) and intersect B unless
v0 = v1 = c(B). Moreover, we obviously have R(v0, v1) ⊆ S(v0, v1).
For every pair of vertices v0, v1 of Ĝ, we are going to endow S(v0, v1) with
a total ordering < (so R(v0, v1) will be endowed with a total ordering as
well).
Fix vertices v0, v1 of Ĝ, let B0, B1 be cosets in S(v0, v1), and take any geo-
desic γ starting at v0 and ending at v1. By Lemma 2.8 we know that γ must
pass through c(Bi), i = 1, 2, so d̂(v0, Bi) = d̂(v0, inγ(Bi)). In particular, we
have that either d̂(v0, B0) < d̂(v0, B1) (and along every geodesic starting at
v0 and ending at v1 the point c(B1) follows c(B0)), or d̂(v0, B1) < d̂(v0, B0) .
We stipulate that B0 < B1 in S(v0, v1) in the first case, while B1 < B0 in the
second case. It follows from the very definitions that S(v0, v1) = S(v1, v0)
as (unordered) sets. However, B0 < B1 in S(v0, v1) if and only if B1 < B0
in S(v1, v0).
Lemma 3.2. Take v0, v1 ∈ Ĝ and g ∈ Ĝn+1. Then the sets S(v0, v1) and
R(g) are finite.
Proof. The first statement is just a restatement of Lemma 2.10, while the
second one follows from the fact that, if g = (g0, . . . , gn), then R(g) =⋃
i 6=j R(gi, gj) ⊆
⋃
i 6=j S(gi, gj). 
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Lemma 3.3. Take points v0, v1 ∈ Ĝ and cosets B0, B1 in S(v0, v1) such
that B0 < B1. Then piB1(v0) = piB1(c(B0)) and piB0(c(B1)) = piB0(v1).
Figure 2
Proof. By symmetry, it is sufficient to show that piB1(v0) = piB1(c(B0)). Take
a geodesic γ joining v0 to v1 (see Figure 2). Then c(B1) follows c(B0) along
γ, so d̂(v0, c(B1)) = d̂(v0, c(B0)) + d̂(c(B0), c(B1)), and the concatenation
of a geodesic between v0 and c(B0) with any geodesic between c(B0) and
c(B1) is itself a geodesic. This implies that piB1(c(B0)) ⊆ piB1(v0). In order
to conclude it is sufficient to show that every geodesic joining v0 with c(B1)
must contain c(B0). Suppose by contradiction that the geodesic γ joins
v0 to c(B1) and avoids c(B0). Since B0 < B1, there exists a geodesic γ
′
joining c(B1) to v1 and avoiding c(B0). Since every geodesic joining v0 to
v1 passes through c(B1), we have d̂(v0, v1) = d̂(v0, c(B1)) + d̂(c(B1), v1), so
the concatenation γ ∗ γ′ is itself a geodesic. But γ ∗ γ′ joins v0 to v1 without
passing through c(B0), a contradiction. 
Proposition 3.4. Let g0, g1, g2 be elements of Ĝ. Then there exist at most
two cosets B ∈ R(g0, g1) such that piB(g2) 6= piB(g0) and piB(g2) 6= piB(g1).
Proof. Let us enumerate the elements B1, . . . , Bk of R(g0, g1) in such a way
that Bi < Bi+1. We set
Ω = {i ∈ {1, . . . , k} | diamBi(piBi(g1), piBi(g2)) ≤ D} .
Moreover, we set i0 = max Ω if Ω 6= ∅, and i0 = 0 otherwise. In the following
arguments we will use the obvious fact that, if A1, A2, A3 are non-empty
subsets of a metric space, then
diam(A1 ∪A2) ≤ diam(A1 ∪A3) + diam(A2 ∪A3) .
In order to conclude, it is sufficient to prove Claims (1) and (2) below.
Claim 1. piBi(g2) = piBi(g1) for every i < i0.
We may suppose that i0 > 1, otherwise the statement is empty. Since
i < i0, Lemma 3.3 implies that piBi0 (c(Bi)) = piBi0 (g0), so
(1) diamBi0 (piBi0 (c(Bi)), piBi0 (g1)) = diamBi0 (piBi0 (g0), piBi0 (g1)) ≥ 2D ,
where the last inequality is due to the fact that Bi0 ∈ R(g0, g1). But i0 ∈ Ω,
so diamBi0 (piBi0 (g1), piBi0 (g2)) ≤ D. Together with (1), this implies that
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diamBi0 (piBi0 (c(Bi)), piBi0 (g2)) ≥ D, i.e. Bi0 ∈ S(c(Bi), g2). Of course also
Bi belongs to S(c(Bi), g2), and Bi < Bi0 in S(c(Bi), g2), so Lemma 3.3
implies that piBi(g2) = piBi(c(Bi0)) = piBi(g1), where the last equality is due
to the fact that Bi < Bi0 in R(g0, g1).
Claim 2. piBi(g2) = piBi(g0) for every i > i0 + 1.
We set i1 = i0+1 for convenience. We may suppose that i1 < k, otherwise
the statement is empty. Since i > i1, Lemma 3.3 implies that piBi1 (c(Bi)) =
piBi1 (g1), so
diamBi1 (piBi1 (g2), piBi1 (c(Bi))) = diamBi1 (piBi1 (g2), piBi1 (g1)) > D ,
where the last inequality is due to the fact that i1 /∈ Ω. So Bi1 ∈ S(g2, c(Bi)).
Of course also Bi belongs to S(g2, c(Bi)), and Bi1 < Bi in S(g2, c(Bi)), so
Lemma 3.3 implies that piBi(g2) = piBi(c(Bi1)) = piBi(g0), where the last
equality is due to the fact that Bi > Bi1 in R(g0, g1). 
The trace of a simplex. Let us now come back to our original extension
problem. In order to extend a cochain defined on Hλ to a cochain defined
on the whole of G we need to be able to project a simplex with vertices in
G onto a simplex (or, at least, onto a chain) supported in Hλ (or, more in
general, on a coset of Hλ). To this aim we give the following definition.
Definition 3.5. Let g = (g0, . . . , gn) ∈ Gn+1 be any simplex, and fix a coset
B. Then we define the trace trBn (g) ∈ Cn(B) of g on B by setting trBn (g) = 0
if B /∈ R(g) and
trBn (g) =
1∏n
j=0 |piB(gj)|
∑
hj∈piB(gj)
(h0, . . . , hn)
if B ∈ R(g). In other words, the trace of g on B is either null, if B is not
relevant for g, or the average of the simplices obtained by projecting g onto
B. The map trBn uniquely extends to a linear map tr
B
n : Cn(G) → Cn(B).
By construction, this map is norm non-increasing.
The strategy to extend to the whole of G a cochain ϕλ defined on Hλ is
clear: for every g ∈ Gn+1, we just add up the sum of the values of ϕλ on the
traces of g on the cosets of Hλ. In order to check that this procedure indeed
takes quasi-cocycles to quasi-cocycles we need to prove that trace operators
do not behave too wildly with respect to taking coboundaries. This boils
down to showing that the trace operator defined on chains is “almost” a
chain map, in a sense that is specified in Proposition 3.9. We warn the
reader that there is no hope to replace traces with genuine chain maps: in
fact, if this were possible, then, at least in the case when {Hλ}λ∈Λ = {H}
consists of a single subgroup, it would be easy to prove that the restriction
map Hnb (G,R) → Hnb (H,R) is surjective. However, as anticipated in the
introduction, this is not true in general (see Proposition 6.2).
Recall from Section 1 that a chain c ∈ Cn(G) is degenerate if altn(c) = 0.
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Lemma 3.6. Let n ≥ 2 and take g ∈ Gn+1. Then there exist at most
n(n+ 1) cosets B ∈ B such that trBn (g) is not degenerate.
Proof. Set g = (g0, . . . , gn), and suppose that B ∈ B is such that trBn (g) is
not degenerate. Of course B ∈ R(g), so there exist i, j ∈ {0, . . . , n} such
that B ∈ R(gi, gj) (in particular, i 6= j). Observe now that, if there exists
k ∈ {0, . . . , n}, k /∈ {i, j} such that piB(gk) = piB(gi) or piB(gk) = piB(gj),
then trBn (g) is degenerate. So the conclusion follows from Proposition 3.4:
the number of cosets such that trBn (g) is not degenerate is at most twice the
number of pairs (i, j) of distinct elements of {0, . . . , n}. 
Definition 3.7. Let g = (g0, . . . , gn) ∈ Gn+1. We say that g is small if there
exists a coset B ∈ B such that g is supported in B and diamB(g) < 2D. A
chain c ∈ Cn(G) is small if it is a linear combination of small simplices.
Lemma 3.8. (1) Take g ∈ Bn+1 for some B ∈ B. Then g is small if
and only if diamB(g) < 2D.
(2) For every λ ∈ Λ, the set of small n-simplices supported in Hλ is
Hλ-invariant.
(3) The number of Hλ-orbits of small n-simplices supported in Hλ is
finite.
(4) Take g ∈ Bn+1 for some B ∈ B. Then R(g) = ∅ if g is small, and
R(g) = {B} otherwise.
Proof. (1): If g ⊆ Bn+1 is small, then there exists B′ ∈ B such that g ⊆
(B′)n+1 and diamB′(g) < 2D. If B = B′ we are done. Otherwise B 6= B′
and g is supported in the intersection B ∩ B′, so diamB(g) < D < 2D by
Lemma 2.9. The converse implication is obvious.
Since the metric dHλ on Hλ is locally finite, points (2) and (3) immediately
follow from (1). Finally, let g ∈ Bn+1. By Lemma 2.9, if B′ ∈ B \ {B},
then diamB′(piB′(B)) < D, so B
′ /∈ R(g). Moreover, point (1) implies that
B ∈ R(g) if and only if g is not small. This concludes the proof of the
lemma. 
The following result shows that the trace operators commute with the
boundary operator, up to small chains.
Proposition 3.9. Fix g ∈ Gn+1, n ≥ 2. Then the chain
∂ trBn (g)− trBn−1(∂g)
is small for every B ∈ B.
Proof. If B is not relevant for g, then it is not relevant for any face of g,
so ∂ trBn (g) = tr
B
n−1(∂g) = 0. So, let B ∈ R(g). The equality ∂(trBn (g)) =
trBn−1(∂g) may fail only when there exist some cosets in R(g) which are not
relevant for some face of g. More precisely, an easy computation shows that
∂(trBn (g))− trBn−1(∂g) =
∑
i∈Ω
(−1)ici ,
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where Ω = {i ∈ {0, . . . , n} |B /∈ R(∂ig)} and
ci =
1∏
j 6=i |piB(gj)|
∑
hl ∈ piB(gl)
l 6= i
(h0, . . . , hn) ,
so we are left to show that ci is small for every i ∈ Ω. However, if i ∈ Ω, then
B /∈ R(gj , gk) for every j, k ∈ {0, . . . , n} such that i, j, k are pairwise disjoint.
In other words, for any such j, k we have diamB(piB(gj), piB(gk)) < 2D. This
implies in turn that ci is small, hence the conclusion. 
4. Proof of Theorem 1
Let {Hλ}λ∈Λ be a hyperbolically embedded family of subgroups of the
group G. Moreover, let V be a normed R[G]-module, and for every λ ∈ Λ
let Uλ be an R[Hλ]-submodule of V . This section is devoted to the proof
of Theorem 4.2, which specializes to Theorem 1 in the case when Uλ = V
for every λ ∈ Λ. In fact, we will deduce Theorem 4.2 from Theorem 4.1
below, which deals with extensions of alternating cochains that need not be
quasi-cocycles.
We first fix some notation. For every ϕ = (ϕλ)λ∈Λ ∈ ⊕λ∈ΛCnalt(Hλ, Uλ)Hλ
we denote by δnϕ the element δnϕ = (δnϕλ)λ∈Λ ∈ ⊕λ∈ΛCn+1alt (Hλ, Uλ)Hλ .
We set
K(ϕ) = max{‖ϕλ(s)‖Uλ , λ ∈ Λ, s ⊆ Hn+1λ small} .
Since ϕλ = 0 for all but a finite number of indices, and the number of Hλ-
orbits of small simplices in Hn+1λ is finite (see Lemma 3.8), the value K(ϕ)
is well-defined and finite. We also set
‖ϕ‖∞ = max
λ∈Λ
‖ϕλ‖∞ ∈ [0,∞] , ‖δnϕ‖∞ = max
λ∈Λ
‖δnϕλ‖∞ ∈ [0,∞] .
In particular, ‖δnϕ‖∞ <∞ if and only if every ϕλ is a quasi-cocycle. If this
is the case, then we define the defect D(ϕ) of ϕ by setting
D(ϕ) = ‖δnϕ‖∞ = max
λ∈Λ
D(ϕλ) .
Theorem 4.1. For every n ≥ 1, there exists a linear map
Θn :
⊕
λ∈Λ
Cnalt(Hλ, Uλ)
Hλ → Cnalt(G,V )G
such that, for every ϕ = (ϕλ)λ∈Λ ∈
⊕
λ∈ΛC
n
alt(Hλ, Uλ)
Hλ and for every
λ ∈ Λ, the following conditions hold:
(1) Θn(ϕ)(Hn+1λ ) ⊆ Uλ ;
(2) suph∈Hn+1λ ‖Θ
n(ϕ)(h)− ϕλ(h)‖Uλ ≤ K(ϕ) ;
(3) If n ≥ 2 then ‖Θn(ϕ)‖∞ ≤ n(n+ 1) · ‖ϕ‖∞ ;
(4) ‖δnΘn(ϕ)−Θn+1(δnϕ)‖∞ ≤ 2(n+ 1)(n+ 2)K(ϕ) .
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Proof. For every coset B ∈ B we define a cochain ϕB ∈ Cnalt(B, V ) as follows:
if b = (b0, . . . , bn) ∈ Bn+1, then
ϕB(b) = b0 · ϕλ(1, b−10 b1, . . . , b−10 bn) ,
where λ ∈ Λ is the label of B and g ∈ G is such that B = gHλ (the fact that
ϕB is indeed alternating is easily checked). Then, we define a new cochain
ϕ′B ∈ Cnalt(B, V ) by setting
ϕ′B(b) =
{
0 if b is small
ϕB(b) otherwise.
The new cochain ϕ′B stays at bounded distance from ϕB. More precisely, it
follows from the definitions that
‖ϕ′B − ϕB‖∞ ≤ K(ϕ)
for every B ∈ B. If B = Hλ for some λ ∈ Λ, then we set ϕ′λ = ϕ′Hλ , thus
getting that ‖ϕ′λ − ϕλ‖∞ ≤ K(ϕ).
We are now ready to define the element Φ = Θ((ϕλ)λ∈Λ) ∈ Cnalt(G,V )G
as follows:
(2) Φ(g) =
∑
B∈B
ϕ′B(tr
B
n (g)) .
Recall that trBn (g) = 0 whenever B /∈ R(g), so by Lemma 3.2 the sum on
the right-hand side of (2) is finite. It is easy to check that Φ is alternating.
Moreover, the Hλ-invariance of each ϕλ and the G-invariance of the set of
small simplices readily imply that Φ is indeed G-invariant.
In order to show that conditions (1) and (2) are satisfied it is sufficient
to show that the restriction of Φ to Hλ coincides with ϕ
′
λ. So, suppose that
g ∈ Gn+1 is supported in Hλ. If g is small, then by Lemma 3.8–(4) we have
ϕ′λ(g) = Φ(g) = 0. On the other hand, if g is not small, then R(g) = {Hλ}
again by Lemma 3.8–(4). Moreover, we obviously have trHλn (g) = g, so again
Φ(g) = ϕ′λ(g).
Let us now suppose that each ϕλ is bounded, and observe that for every
B ∈ B we have ‖ϕ′B‖∞ ≤ ‖ϕB‖∞ ≤ ‖ϕ‖∞. We fix an element g ∈ Gn+1.
Since ‖ trBn (g))‖1 ≤ 1, for every B ∈ B we have ‖ϕ′B(trBn (g))‖V ≤ ‖ϕ‖∞.
Moreover, since ϕ′B is alternating, by Lemma 3.6 there are at most n(n+ 1)
cosets B ∈ B such that ϕ′B(trBn (g)) 6= 0, so
‖Φ(g)‖V =
∥∥∥∥∥∑
B∈B
ϕ′B(tr
B
n (g))
∥∥∥∥∥ ≤ n(n+ 1)‖ϕ‖∞ .
This proves condition (3).
Let us now concentrate our attention on condition (4). In order to com-
pare Θn+1(δnϕ) with δnΘn(ϕ) we first observe that (δnϕB)
′ does not coin-
cide in general with δnϕ′B. In fact, let us fix an (n + 1)-simplex b ∈ Bn+2.
If b is small, then also every face of g is small, and this readily implies that
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(δnϕB)
′(b) = δnϕ′B(b) = 0. On the other hand, suppose that b is not small,
and set
Ω = {i ∈ {0, . . . , n+ 1} | ∂ib is small} .
Since b is not small, there exist distinct vertices bi0 , bi1 of b such that
dB(bi0 , bi1) ≥ 2D. This implies that ∂ib is not small for every i /∈ {i0, i1}, so
|Ω| ≤ 2, and∥∥((δnϕB)′ − δnϕ′B)(b)∥∥V =
∥∥∥∥∥∑
i∈Ω
ϕB(∂ib)
∥∥∥∥∥
V
≤ 2K(ϕ) .
We have thus proved that, for every B ∈ B, we have
(3)
∥∥(δnϕB)′ − δnϕ′B∥∥ ≤ 2K(ϕ) .
Let us now take any simplex g ∈ Gn+2. Since ϕ′B vanishes on small chains
supported in B, Proposition 3.9 implies that ϕ′B(tr
B
n (∂g)) = ϕ
′
B(∂ tr
B
n+1(g))
for every B ∈ B, so
δnΘn(ϕ)(g) = Θn(ϕ)(∂g) =
∑
B∈B
ϕ′B(tr
B
n (∂g)) =
∑
B∈B
ϕ′B(∂ tr
B
n+1(g))
=
∑
B∈B
δnϕ′B(tr
B
n+1(g)) .
On the other hand, we have
Θn+1(δnϕ)(g) =
∑
B∈B
(δnϕB)
′(trBn+1(g)) ,
so
(4) Θn+1(δnϕ)(g)− δnΘn(ϕ)(g) =
∑
B∈B
((δnϕB)
′ − δnϕ′B)(trBn+1(g)) .
Being alternating, the cochain (δnϕB)
′−δnϕ′B vanishes on degenerate chains
supported in B. On the other hand, recall from Lemma 3.6 that trBn+1(g)
is not degenerate on at most (n+ 1)(n+ 2) cosets B ∈ B. Therefore, since
‖ trBn+1(g)‖1 ≤ 1 for every B ∈ B, from equation (4) and inequality (3) we
get ∥∥δnΘn(ϕ)(g)−Θn+1(δnϕ)(g)∥∥ ≤ 2(n+ 1)(n+ 2)K(ϕ) .
This proves condition (4), and concludes the proof of the Theorem.

By considering the restriction to quasi-cocycles of the map Θn constructed
in the previous theorem, we obtain the following result, which in turn implies
Theorem 1:
Theorem 4.2. For every n ≥ 1, there exists a linear map
Θn :
⊕
λ∈Λ
QZnalt(Hλ, Uλ)
Hλ → QZnalt(G,V )G
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such that, for every ϕ = (ϕλ)λ∈Λ ∈
⊕
λ∈Λ QZ
n
alt(Hλ, Uλ)
Hλ and for every
λ ∈ Λ, we have Θn(ϕ)(Hλ) ⊆ Uλ and
sup
h∈Hn+1λ
‖Θn(ϕ)(h)− ϕλ(h)‖Uλ ≤ K(ϕ) ,
D(Θn(ϕ)) ≤ (n+ 1)(n+ 2)(D(ϕ) + 2K(ϕ)) .
Proof. We are only left to prove the estimate on the defect of Θn(ϕ) (which
implies that Θn takes indeed quasi-cocycles into quasi-cocycles). However,
by Theorem 4.1 we have
D(Θn(ϕ)) = ‖δn(Θn(ϕ))‖∞ ≤ ‖δn(Θn(ϕ))−Θn+1(δnϕ)‖∞ + ‖Θn+1(δnϕ)‖∞
≤ 2(n+ 1)(n+ 2)K(ϕ) + (n+ 1)(n+ 2)‖δnϕ‖∞
= (n+ 1)(n+ 2)(2K(ϕ) +D(ϕ)) .

5. Applications to bounded cohomology
This section is devoted to some applications of Theorem 1 to bounded
cohomology. Throughout the section, we fix a hyperbolically embedded
family of subgroups {Hλ}λ∈Λ of a group G. We also fix a normed R[G]-space
V and, for every λ ∈ Λ, an Hλ-invariant submodule Uλ of V . The inclusion
Cnb (Hλ, Uλ) → Cnb (Hλ, V ) induces a map inλ : Hnb (Hλ, Uλ) → Hnb (Hλ, V ),
which restricts to a map EHnb (Hλ, Uλ) → EHnb (Hλ, V ). Finally, for every
λ ∈ Λ we denote by resnλ : Hnb (G,V )→ Hnb (Hλ, V ) the restriction map.
The following result provides a generalization of Corollary 2.
Proposition 5.1. Let n ≥ 2. For every element (αλ)λ∈Λ ∈
⊕
λ∈ΛEH
n
b (Hλ, Uλ),
there exists α ∈ EHnb (G,V ) such that resnλ(α) = inλ(αλ) for every λ ∈ Λ.
Proof. Recall that bounded cohomology can be computed from the com-
plex of alternating bounded cochains, so, for every λ ∈ Λ, we may choose
an alternating representative aλ ∈ Cnb,alt(Hλ, Uλ)Hλ of αλ. Since αλ ∈
EHnb (Hλ, Uλ)
Hλ , we have aλ = δ
n−1ϕλ for some ϕλ ∈ QZn−1(Hλ, Uλ)Hλ .
We have δn−1 altn−1(ϕλ) = altn(δn−1ϕλ) = aλ, so, up to replacing ϕλ with
altn−1(ϕλ), we may suppose that ϕλ is alternating for every λ ∈ Λ.
We now consider the quasi-cocycle Φ = Θn−1(⊕λ∈Λϕλ) ∈ QZn−1alt (G,V )G,
where Θn−1 is the map described in Theorem 4.2, and we set α = [δn−1Φ] ∈
EHnb (G,V ). In order to conclude it is sufficient to observe that, by Theo-
rem 4.2, Φ|Hnλ and ϕλ differ by a bounded cochain for every λ ∈ Λ. 
The following result sharpens Proposition 5.1 under additional assump-
tions.
Proposition 5.2. Let us assume that Hn−1(Hλ, Uλ) = 0 for every λ ∈ Λ.
Then there exists a map
ιn :
⊕
λ∈Λ
EHnb (Hλ, Uλ)→ EHn(G,V )
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such that, for every α = (αλ)λ∈Λ ∈ ⊕λ∈ΛEHnb (Hλ, Uλ),
resnλ(ι
n(α)) = inλ(αλ) for every λ ∈ Λ .
Proof. The definition of ιn has already been described in the proof of Propo-
sition 5.1. Namely, once an element α = (αλ)λ∈Λ ∈
⊕
λ∈ΛEH
n
b (Hλ, Uλ)
is given, for every λ ∈ Λ we choose an alternating representative aλ ∈
Cnb,alt(Hλ, Uλ)
Hλ of αλ, and an alternating quasi-cocycle ϕλ ∈ QZn−1alt (Hλ, Uλ)Hλ
such that aλ = δ
n−1ϕλ. Of course we may suppose that ϕλ = 0 and aλ = 0
for all but a finite number of indices, so a = (aλ)λ∈Λ ∈ ⊕λ∈ΛCnb,alt(Hλ, Uλ)Hλ ,
ϕ = (ϕλ)λ∈Λ ∈ ⊕λ∈ΛCn−1b,alt (Hλ, Uλ)Hλ , and we can set
ιn(α) = [δn−1Θn−1(ϕ)] .
In order to prove that this definition of ιn is well-posed, we need to
show that, if aλ represents the null element of EH
n
b (Hλ, Uλ) for every λ,
then [δn−1Θn−1(ϕ)] = 0 in EHnb (G,V ). So, let us suppose that aλ =
δn−1bλ for some bλ ∈ Cn−1b (Hλ, Uλ)Hλ , and set as usual b = (bλ)λ∈Λ ∈
⊕λ∈ΛCn−1b (Hλ, Uλ)Hλ . Up to replacing bλ with altn−1b (bλ), we may suppose
that bλ ∈ Cn−1b,alt (Hλ, Uλ)Hλ . By construction we have δn−1(ϕλ − bλ) = 0, so
our assumption that Hn−1(Hλ, Uλ) = 0 implies that ϕ = b+ δn−2c for some
c ∈ ⊕λ∈ΛCn−2alt (Hλ, Uλ) (as usual, we may suppose that cλ is alternating).
Therefore, we have
δn−1Θn−1(ϕ) = δn−1Θn−1(b) + δn−1Θn−1(δn−2c)
= δn−1Θn−1(b) + δn−1(Θn−1(δn−2c)− δn−2Θn−2(c)) .
By Theorem 4.1, the right-hand side of this equality is the coboundary of a
bounded cochain, and this concludes the proof. 
We will see in Proposition 6.5 that, if we drop the assumption that
Hn−1(Hλ, V ) = 0 for every λ ∈ Λ, then the construction just described
does not yield a well-defined map on exact bounded cohomology.
The previous results may be exploited to deduce the non-vanishing of
EHnb (G,V ) from the non-vanishing of EH
n
b (Hλ, Uλ) for some λ ∈ Λ. For
every group K and every normed K-module W we denote by EH
n
b (K,W )
the quotient of EHnb (K,W ) by the subspace of its elements with vanishing
seminorm.
Proposition 5.3. Suppose that, for every λ, there exists an Hλ-equivariant
norm non-increasing retraction V → Uλ. Then
dimEHnb (G,V ) ≥ dim (⊕λ∈ΛEHnb (Hλ, Uλ)) ,
dimEH
n
b (G,V ) ≥ dim
(⊕λ∈ΛEHnb (Hλ, Uλ)) .
Proof. By Proposition 5.1, the map ⊕λ∈Λ resnλ establishes a bounded epi-
morphism from EHnb (G,V ) to
(⊕λ∈Λinλ) (⊕λ∈ΛEHnb (Hλ, Uλ)) ⊆ ⊕λ∈ΛEHnb (Hλ, V ) .
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Therefore, in order to conclude it is sufficient to observe that the existence of
anHλ-equivariant retraction V → Uλ ensures that the map inλ : EHnb (Hλ, Uλ)→
EHnb (Hλ, V ) is an isometric embedding. 
In order to obtain concrete non-vanishing results we exploit the following
fundamental result about acylindrically hyperbolic groups.
Theorem 5.4 (Theorem 2.23 of [DGO11]). Let G be an acylindrically hy-
perbolic group. Then there exists a hyperbolically embedded subgroup H of
G such that H is isomorphic to F2 ×K, where K is finite.
Putting together Proposition 5.3 and Theorem 5.4 we may reduce the non-
vanishing of the exact bounded cohomology of an acylindrically hyperbolic
group to the non-vanishing of the cohomology of free non-abelian groups.
As an application of this strategy we provide a proof of Corollary 3 stated
in the introduction, which we recall here for convenience:
Corollary 5.5. Let G be an acylindrically hyperbolic group. Then the di-
mension of EH
3
b(G,R) is equal to the cardinality of the continuum.
Proof. From Proposition 5.3 and Theorem 5.4 we deduce that
dimEH
3
b(G,R) ≥ dimEH3b(F2 ×K,R) = dimH3b(F2 ×K,R) ,
where K is a finite group. But F2×K surjects onto F2 with amenable kernel,
so H3b (F2 ×K,R) is isometrically isomorphic to H3b (F2,R), and the conclu-
sion follows from the fact that dimH
3
b(F2,R) is equal to the cardinality of
the continuum [Som97]. 
Monod and Shalom showed the importance of bounded cohomology with
coefficients in `2(G) in the study of rigidity of G [NM03, NM04, MS06], and
proposed the condition H2b (G, `
2(G)) 6= 0 as a cohomological definition of
negative curvature for groups. More in general, bounded cohomology with
coefficients in `p(G), 1 ≤ p < ∞ has been widely studied as a powerful
tool to prove (super)rigidity results (see e.g. [Ham08] and [CFI]). However,
little is known in this context about degrees higher than two. The following
result shows that the non-vanishing of Hnb (G, `
p(G)) may be reduced to the
non-vanishing of Hnb (F2, `
p(F2)) for a wide class of groups. However, as far
as the authors know, for no degree n ≥ 3 it is known whether Hnb (F2, `p(F2))
vanishes or not.
Corollary 5.6. Let G be an acylindrically hyperbolic group. Then, for every
p ∈ [1,∞), n ≥ 2, we have
dimEHnb (G, `
p(G)) ≥ dimHnb (F2, `p(F2)) .
Proof. By Theorem 5.4 there exists a hyperbolically embedded subgroup H
of G which is isomorphic to a product F2×K, where K is a finite group. We
identify `p(H) with the H-submodule of `p(G) given by those functions that
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vanish outside H. Then, it is immediate to realize that `p(G) admits an H-
equivariant norm non-increasing retraction onto `p(H). By Proposition 5.3,
this implies that
dimEHnb (G, `
p(G)) ≥ dimEHnb (H, `p(H)) .
The conclusion follows from the fact that, since F2 is a retract of H ∼= F2×K
and `p(H) admits an F2-equivariant norm non-increasing retraction onto
`p(F2), there exist isometric embeddings
Hnb (F2, `
p(F2)) = EH
n
b (F2, `
p(F2))→ EHnb (F2, `p(H))→ EHnb (H, `p(H)) .

Corollary 5.5 can be combined with Theorem A.1 that we will prove in the
appendix to show the non-injectivity of the restriction map we announced
in the introduction, whose statement we recall here for the sake of complete-
ness:
Proposition 5.7. For any non-degenerate hyperbolically embedded finite
family of subgroups {Hλ}λ∈Λ of a finitely generated group G and for any
normed R[G]-module V , the kernel of the restriction map ⊕λ∈Λ res3λ : H3b (G,V )→⊕
λ∈ΛH
3
b (Hλ, V ) is infinite-dimensional.
Proof. Of course, it is sufficient to show that the kernel of the restriction
map ⊕λ∈Λ res3λ : EH3b (G,V )→
⊕
λ∈ΛEH
3
b (Hλ, V ) is infinite-dimensional.
Since G is finitely generated we can assume that the family {Hλ}λ∈Λ is
hyperbolically embedded in (G,X) where X is a generating system for G
(see [DGO11, Corollary 4.27]). In particular Theorem A.1 implies that there
exists a free group on two generators F such that the family {Hλ}λ∈Λ∪{F×
K(G)} is hyperbolically embedded in (G,X). Also observe that, since Λ is
finite, the direct sum of restrictions define maps
η̂ : EH3b (G,V )→
⊕
λ∈Λ
EH3b (Hλ, V )⊕ EH3b (F ×K(G)) ,
η : EH3b (G,V )→
⊕
λ∈Λ
EH3b (Hλ, V ).
These maps fit in the following commutative diagram
EH3b (G,V )
η //
η̂ **
⊕
λ∈ΛEH
3
b (Hλ, V )
⊕
λ∈ΛEH
3
b (Hλ, V )⊕H3b (F ×K(G))
OO
where the vertical arrow is the projection onto the first summand.
But the module EH3b (F ×K(G)) is infinite dimensional, and the map η̂
is surjective by Proposition 5.1, so the conclusion follows. 
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6. Examples and counterexamples
In this section we prove Propositions 4 and 5, and we provide examples
showing that, in general, the map Θ• constructed in Theorem 4.1 does not
induce a well-defined map on exact bounded cohomology. Throughout the
whole section we will exploit the well-known fact that, if X is an aspherical
manifold, then the ordinary and the bounded cohomology of X are canoni-
cally isomorphic to the ones of pi1(X).
We begin with the following:
Lemma 6.1. Let M be a compact orientable (n+ 1)-dimensional manifold
with connected boundary, and suppose that the following conditions hold:
• M and ∂M are aspherical;
• the inclusion ∂M → M induces an injective map on fundamental
groups;
• pi1(∂M) is Gromov hyperbolic.
Then the restriction map
resnb : H
n
b (pi1(M),R)→ Hnb (pi1(∂M),R)
is not surjective.
Proof. Let us consider the commutative diagram
Hnb (pi1(M),R)
resnb //
cnM

Hnb (pi1(∂M),R)
cn∂M

Hn(pi1(M),R)
resn // Hn(pi1(∂M),R) ,
where vertical arrows represent comparison maps. Since any cycle in Zn(∂M,R)
bounds in M , by the Universal Coefficient Theorem the restriction of any
element in Hn(M,R) to Hn(∂M,R) is null. Since restrictions commute
with the canonical isomorphisms Hn(M,R) ∼= Hn(pi1(M),R), Hn(∂M,R) ∼=
Hn(pi1(∂M),R), this implies that resn is the zero map. But Hn(pi1(M),R) ∼=
Hn(∂M,R) ∼= R 6= 0, so the composition cn∂M ◦ resnb cannot be surjective.
Now the main result of [Min01] implies that cn∂M is an epimorphism, so we
can conclude that resnb cannot be surjective. 
We are now ready to prove Proposition 4 from the introduction:
Proposition 6.2. For every n ≥ 2, there exists a pair (G,H) such that G
is relatively hyperbolic with respect to H (in particular, H is hyperbolically
embedded in G), and the restriction Hnb (G,R)→ Hnb (H,R) is not surjective.
Proof. By [LR01], for every n ≥ 2 there exist examples of compact orientable
(n+1)-dimensional hyperbolic manifolds with connected geodesic boundary.
Let Mn+1 be one such example, and let us set G = pi1(M), H = pi1(∂M). It
is well-known that G is relatively hyperbolic with respect to H. Moreover,
the manifold Mn+1 satisfies all the conditions described in Lemma 6.1, so
the restriction Hnb (G,R)→ Hnb (H,R) is not surjective. 
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We now provide examples where the map Θ• defined in Theorem 4.1 does
not induce a well-defined map in bounded cohomology.
Proposition 6.3. Let {Hλ}λ∈Λ be a family of subgroups of the group G,
and denote by jλn : Hn(Hλ,R)→ Hn(G,R) the map induced by the inclusion
Hλ → G. Suppose that the following conditions hold:
• Hλ is amenable for every λ ∈ Λ;
• The map ⊕λ∈Λjλn : ⊕λ∈Λ Hn(Hλ,R)→ Hn(G,R) is not injective.
Then there exists a collection ϕ = (ϕλ)λ∈Λ ∈ ⊕λ∈ΛZn(Hλ,R)Hλ of genuine
cocycles such that, if Φ ∈ QZn(G,R)G is any quasi-cocycle such that Φ|Hλ
stays at uniformly bounded distance from ϕλ for every λ ∈ Λ, then [δnΦ] 6= 0
in Hn+1b (G,R).
Proof. Let (wλ)λ∈Λ be a non-null element of ker
(⊕λ∈Λjλn). Since wλ 6= 0 for
some λ ∈ Λ, by the Universal Coefficient Theorem we may choose cocycles
ϕλ ∈ Zn(Hλ,R)Hλ in such a way that ϕλ = 0 for all but a finite number of
indices and, if zλ is any representative of wλ, then
∑
λ∈Λ ϕλ(zλ) = 1.
Suppose now that Φ is as in the statement. Then for every λ ∈ Λ there ex-
ists bλ ∈ Cnb (Hλ,R)Hλ such that Φ|Hλ = ϕλ+bλ. We set M = supλ∈Λ ‖bλ‖∞.
Let us assume by contradiction that [δnΦ] vanishes in Hn+1b (G,R). This
implies that Φ = ψ + b, where ψ ∈ Zn(G,R) and b ∈ Cnb (G,R). Since each
Hλ is amenable, the `
1-seminorm on Hn(Hλ,R) vanishes (see e.g. [MM85]),
so for every λ ∈ Λ we can choose a representative zλ ∈ Zn(Hλ,R) of wλ such
that
∑
λ∈Λ ‖zλ‖1 < (M + ‖b‖∞)−1.
Let us set z =
∑
λ∈Λ zλ. Since
∑
λ∈Λ i
λ
n(wλ) = 0, we have ψ(z) = 0, and
(5) |Φ(z)| = |b(z)| ≤ ‖b‖∞‖z‖1 < ‖b‖∞
M + ‖b‖∞ .
On the other hand, we have
Φ(z) =
∑
λ∈Λ
Φ(zλ) =
∑
λ∈Λ
ϕλ(zλ) +
∑
λ∈Λ
bλ(zλ) = 1 +
∑
λ∈Λ
bλ(zλ) ,
so
|Φ(z)| ≥ 1−
∣∣∣∣∣∑
λ∈Λ
bλ(zλ)
∣∣∣∣∣ ≥ 1−M∑
λ∈Λ
‖zλ‖1 > 1− M
M + ‖b‖∞ .
This contradicts inequality (5), and concludes the proof. 
Together with our main result on extensions of quasi-cocycles, Proposition
6.3 readily implies the following:
Corollary 6.4. Let {Hλ}λ∈Λ be a finite hyperbolically embedded family of
subgroups of the group G, and denote by jλn : Hn(Hλ,R) → Hn(G,R) the
map induced by the inclusion Hλ → G. Suppose that the following conditions
hold:
• Hλ is amenable for every λ ∈ Λ;
• The map ⊕λ∈Λjλn : ⊕λ∈Λ Hn(Hλ,R)→ Hn(G,R) is not injective.
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Then Hn+1b (G,R) 6= 0.
The following proposition provides concrete examples for the phenomenon
described in Proposition 6.3.
Proposition 6.5. For every n ≥ 1, there exist a group G relatively hy-
perbolic with respect to the finite family of subgroups {Hλ}λ∈Λ such that the
following holds. There exists a collection ϕ = (ϕλ)λ∈Λ ∈ ⊕λ∈ΛZnalt(Hλ,R) of
genuine cocycles such that, if Φ = Θn(ϕ) ∈ QZnalt(G,R) is the quasi-cocycle
constructed in Theorem 4.1, then [δnΦ] 6= 0 in Hn+1b (G,R).
Proof. Let M be an orientable complete finite-volume non-compact hyper-
bolic (n+1)-manifold, and let Λ be the set of cusps ofM . We setG = pi1(M),
and we denote by Hλ the subgroup of G corresponding to the cusp of M
indexed by λ. It is well-known that Λ is finite, that each cusp is pi1-injective
in M , and that G is relatively hyperbolic with respect to {Hλ}λ∈Λ, so in
order to conclude it is sufficient to show that (G, {Hλ}λ∈Λ) satisfies the
hypotheses of Proposition 6.3.
Each Hλ is the fundamental group of a compact Euclidean n-manifold, so
it is virtually abelian, hence amenable. Moreover, if C1, . . . , Ck are the cusps
of M , then the map ⊕ki=1Hn(Ci,R)→ Hn(M,R) is not injective. Since the
spaces M and Ci, i = 1, . . . , k, are all aspherical, this implies in turn that
the map ⊕λ∈Λjλn : ⊕λ∈Λ Hn(Hλ,R)→ Hn(G,R) is not injective. 
We can also use manifolds constructed by [MRS13] to show the following.
Proposition 6.6. For every d ≥ 4 and 2 ≤ k ≤ d there exist infinitely
many commensurability classes of cusped orientable hyperbolic d-manifolds
M such that Hkb (pi1(M),R) is non-trivial.
Proof. Let us first suppose that 2 < k < d. The authors of [MRS13] con-
struct infinitely many commensurability classes of cusped orientable hyper-
bolic d-manifolds M containing a properly embedded totally geodesic sub-
manifold N of dimension k with the following property. Denoting by E the
cusp cross-sections of M and by F the cusp cross-sections of N , we have
that:
(1) the homomorphism Hk−1(F) → Hk−1(E) induced by the inclusion
N →M is an injection.
(2) the homomorphism Hk−1(F) → Hk−1(M) induced by the inclusion
N →M is not an injection.
Denoting by {Hλ}λ∈Λ the set of all fundamental groups of the cusps of M
and G = pi1(M), we then see that the conditions of Corollary 6.4 are sat-
isfied for n = k − 1. In particular, Hkb (pi1(M),R) 6= 0, as required. Let us
now consider the cases k = 2, d. Since pi1(M) is relatively hyperbolic we
have H2b (pi1(M),R) 6= 0. Moreover, it is well-known that the straightened
volume form on M (i.e. the d-dimensional cochain obtained by integrat-
ing the volume form on straight simplices) defines a non-trivial coclass in
Hdb (M,R) ∼= Hdb (pi1(M),R), and this concludes the proof. 
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As mentioned at the end of the proof of the previous proposition, for every
cusped orientable hyperbolic n-manifold M , the straightened volume form
defines a non-trivial volume coclass ωM ∈ Hnb (pi1(M),R). We pose here the
following:
Question 6.7. Let M denote the compact manifold with boundary ob-
tained by truncating the cusps of M along horospherical sections of the
cusps, denote by Hλ, λ ∈ Λ, the subgroups of pi1(M) corresponding to the
fundamental groups of the boundary components of M , and let α be the
element of ⊕λ∈ΛCn−1(Hλ,R) corresponding to the (unbounded) Euclidean
volume form on ∂M . Is it true that [δn−1Θn−1(α)] = ωM in Hnb (pi1(M),R)?
7. Extension of cocycles and projections
The purpose of this section is to give a precise meaning to the Informal
Statement from the introduction, which says that, whenever H is a hyper-
bolically embedded subgroup of a finitely generated group G, our extension
to G of a specific cocycle on H encodes the geometry of the embedding of
H in G. In fact, we will construct a cocycle whose extension to G will allow
us to define a family of projections pigH : G→ gH that satisfy the BBF ax-
ioms by evaluating the extension on suitable tuples, see Proposition 7.3 and
Proposition 7.5. Recall from Theorem 2.11 that this is enough information
to know that H is hyperbolically embedded in G.
The cocycle we will construct lies in Z2(H, `2(EH)), where EH is the set
of edges of a Cayley graph of H, and is in fact an unbounded modification
of the cocycle studied by Monod, Mineyev and Shalom in [MMS04]. In the
case when H ∼= Zn, n ≥ 2, we can replace this cocycle by an n-cocycle with
trivial coefficients: namely, the volume cocycle in Zn(Zn,R).
7.1. Construction for arbitrary groups. Let us fix a hyperbolically em-
bedded subgroup H of the group G. In order to avoid trivialities, we assume
that H is proper and infinite. Moreover, throughout the section we assume
that G is finitely generated. As a consequence, H is also finitely generated,
and we can choose a symmetric finite generating set SH of H contained in
a symmetric finite generating set SG of G. In this way, the Cayley graph
Cay(H,SH) is naturally a subgraph of Cay(G,SG). By [DGO11, Corollary
4.27], we can fix a choice of X ⊆ G so that H ↪→h (G,X) and X contains
SH . As usual, we denote by dH the relative metric on H (see Definition 2.1).
As observed in Remark 2.5, the metric dH is bi-Lipschitz equivalent to the
word metric dSH of Cay(H,SH).
We will denote by EG (resp. EH) the set of oriented edges of Cay(G,SG)
(resp. of Cay(H,SH)) and we will consider the normed G-module `2(EG) =
`2(EG,R) together with its H-submodule `2(EH) = `2(EH ,R) (where we
identify an element f ∈ `2(EH) with the function in `2(EG) which coincides
with f on EH and vanishes elsewhere). We will also consider the bounded
operator
ΨH : `
2(EH) → `2(H)
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that associates to any function f in `2(EH) the function ΨH(f) ∈ `2(H)
defined by
ΨH(f)(g) =
∑
t(e)=v
f(e)−
∑
o(e)=v
f(e)
where t (resp. o) is the function EH → H associating to the edge e its final
point (resp. its starting point). In the very same way, one can define the
bounded operator
ΨG : `
2(EG) → `2(G) .
We fix elements hn of H such that dSH (1, hn) = n
3 (such elements exist
since H is infinite).
Lemma 7.1. For any point z in H there exists a constant c such that
(1) n3 − c ≤ dSH (hn, z) ≤ n3 + c
(2) dSH (hn+1, z)− dSH (hn, z) ≥ 3n2 − 2c.
Proof. Set c = dSH (1, z). Then (1) follows from the triangle inequality, and
(2) follows from (1) and (another) triangle inequality. 
Let us now consider the cochain cH ∈ C1alt(H, `2(EH))H defined by
cH(l0, l1) =
dSH (l0, l1)
2#[l0, l1]
∑
γ∈[l0,l1]
χγ − χγ .
Here we denote by [l0, l1] the set of geodesic paths in Cay(H,SH) with
endpoints l0, l1, if γ is a geodesic path we denote by γ the geodesic with
the opposite orientation, and, given a geodesic path γ, we denote by χγ
the function in `2(EH) that takes value 1 on the oriented edges that are
contained in γ and is null everywhere else.
The element δ1cH is an unbounded cocycle in C
2
alt(H, `
2(EH))
H that sep-
arates the points of H in the sense specified by the following lemma:
Lemma 7.2. For every z ∈ H we have
lim
n→∞ΨH(δ
1cH(hn, hn+1, z))(z) =∞ .
Moreover z, hn, hn+1 are the only elements of H on which ΨH(δ
1cH(hn, hn+1, z))
can be nonzero.
Proof. Let h, h′, y be elements of H. It follows from the definition of cH that
ΨH(cH(h, h
′))(y) 6= 0 only if y belongs to a geodesic between h and h′. More-
over, if y 6= h, y 6= h′, then any such geodesic has an edge pointing to y and
an edge exiting from y, so its contribution to ΨH(cH(h, h
′))(y) is null. This
implies the second assertion of the Lemma: ΨH(δ
1cH(hn, hn+1, z))(x) = 0
if x /∈ {z, hn, hn+1}.
On the contrary, it is immediate to check that
ΨH(cH(h, h
′))(h) = −dSH (h, h′) , ΨH(cH(h, h′))(h′) = dSH (h, h′) .
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This justifies the first assertion in the statement: if n is sufficiently large,
then z 6= hn and z 6= hn+1, so
ΨH(δ
1cH(hn, hn+1, z))(z) = dSH (hn+1, z)− dSH (hn, z) ,
and the conclusion follows from Lemma 7.1. 
Let now CG denote the quasi-cocycle Θ
2(δ1cH) ∈ C2alt(G, `2(EG))G that
extends the cocycle δ1cH , where Θ
2 is the extension operator provided by
Theorem 4.1. The quasi-cocycle CG allows us to reconstruct the projections
pigH : indeed let us define, for any coset gH of H and for any point y in Ĝ,
the projection pigH(y) to be the set of points z ∈ gH such that
lim
n→∞ΨG(CG(ghn, ghn+1, y))(z) =∞ .
Proposition 7.3. The projections pigH are well defined and coincide with
pigH as in Definition 2.6. In particular, they satisfy the BBF axioms.
Proof. Fix y ∈ G, and let us consider the simplex sn(y) = (ghn, ghn+1, y).
We first prove that, if n is large enough, then the only coset in R(sn(y))
on which the trace of sn(y) is not degenerate is gH. In fact, if n is large then
dgH(ghn, ghn+1) > 2D, dgH(ghn, pigH(y)) > 2D, and also dgH(ghn+1, pigH(y)) >
2D (here D is as usual the constant provided by Lemma 2.8): indeed
dgH(ghn, ghn+1) = dH(hn, hn+1) and dH is bi-Lipschitz equivalent to the
word metric dSH .
This implies that gH is in R(sn(y)). Moreover, every geodesic joining y
with ghn or with ghn+1 must contain c(gH). This readily implies that, if
B ∈ R(sn(y)) \ {gH}, then piB(ghn) = piB(ghn+1) = piB(c(gH)). Therefore,
for any such B the trace trB2 (sn(y)) is degenerate.
Therefore, as a consequence of the definition of Θ2, if n is large enough,
then the function CG(ghn, ghn+1, y) is supported on g · EH and
CG(ghn, ghn+1, y) = g ·
 1
|pigH(y)|
∑
gh∈pigH(y)
δ1cH(hn, hn+1, h)
 .
In particular it follows from Lemma 7.2 that, as n tends to infinity, the
quantity
ΨG(CG(ghn, ghn+1, y))(z) =
1
|pigH(y)|
∑
gh∈pigH(y)
ΨH(δ
1cH(hn, hn+1, h))(g
−1z)
tends to infinity if and only if z is in pigH(y). In particular, pigH and pigH
coincide. 
As stated in the introduction, the construction described in Proposition
7.3 is based on the use of higher degree quasi-cocycles: in order to be able to
recover the projection of a point z on H, we make use of (a sequence of) two
auxiliary extra points, that in our construction are provided by the sequence
of pairs (hn, hn+1). Moreover, here we have used the general formulation of
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our extension theorem: the cocycle cH takes values in a proper submodule
of the coefficient module of its extension to G.
The case Zn ↪→h G, with n > 1. In the case when G admits Zn as a hy-
perbolically embedded subgroup, we are able to reconstruct the projections
on the cosets of Zn from the extension of a certain alternating n-cocycle
with real coefficients.
Let us consider the inclusion of Zn in Rn and, for any (n + 1)-tuple
z = (z0, . . . , zn) of elements in Zn, let us denote by ∆(z) the affine simplex
with vertices (z0, . . . , zn). Let us moreover define the cocycle α ∈ Cn(Zn,R)
by prescribing that the value of α(z) is the signed Euclidean volume of the
simplex ∆(z). For every integer m, we will denote by ym0 the point me1 and
by ymi the point me1 + mei, where e1, . . . , en are the natural generators of
Zn.
For z ∈ G (in particular z might be an element of Zn) denote by smi (z)
the simplex (ym0 , . . . , y
m
i−1, z, y
m
i+1, . . . , y
m
n ) ∈ Gn+1.
Lemma 7.4. The cocycle α ∈ Cn(Zn,R) is alternating. Moreover, for any
z ∈ Zn and for any m in N, the i-th coordinate of z can be computed for
i > 1 as
n!
mn−1
α(smi (z))
and for i = 1 as
m+
n!
mn−1
α(sm1 (z)).
Proof. The signed area of the Euclidean simplex with vertices (y0, . . . , yn)
can be computed using the determinant of the matrix whose columns are
the coordinates of yj − y0. In particular for i = 1 we get
α(sm1 (z)) =
1
n!
det
z1 −m 0z2 m
...
. . .
 = mn−1
n!
(z1 −m).
Analogously one gets α(smi (z)) =
mn−1
n! zi. 
Let now G be a group with Zn ↪→h G, and let A ∈ QZalt(G,R) be the
quasi-cocycle obtained by setting A = Θn(α), where Θn is the map described
in Theorem 4.1.
Let us define, for any coset gZn and any point z ∈ G, the projection
pigZn(z) to be the point
pigZn(z) = g lim
m→∞
(⌊
m+
n!A(sm1 (g
−1z))
mn−1
⌋
e1 +
n∑
i=2
⌊
n!A(smi (g
−1z))
mn−1
⌋
ei
)
.
Proposition 7.5. The projections pigZn are well defined and coincide up to
bounded error with pigZn as in Definition 2.6. In particular, they satisfy the
BBF axioms.
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Proof. We will show that the expression in the definition of pigZn(z) is even-
tually constant in m, in particular pigZn is well defined. In showing this, we
will prove that pigZn is at bounded distance from pigZn , hence concluding the
proof.
Let D be the constant given by Lemma 2.8. For every i let us consider
the simplex smi (g
−1z). We claim that, if m is large enough, then Zn is the
only coset in R(smi (g−1z)) on which the trace of smi (g−1z) is not degenerate.
In fact, for every sufficiently large m, we have that dZn(y
m
k , piZn(g
−1z)) >
D for every k = 0, . . . , n. Therefore, Lemma 2.8 implies that any geodesic
with endpoints g−1z and ymk contains the point c(Zn). Assume by contradic-
tion that there exists a coset B in R(smi (g−1z)) different from Zn on which
the trace trBn (s
m
i (g
−1z)) is not degenerate. Then B belongs to S(g−1z, ymk )
for some k 6= i, and hence also to S(g−1z, c(Zn)). But this readily implies
that, for every j 6= i, the projection piB(ymj ) coincides with piB(c(Zn)). This
implies that the trace trBn (s
m
i (g
−1z)) is degenerate, which is a contradiction.
Since Zn is the only coset in R(smi (g−1z)) and smi (g−1z) is not small, by
definition of Θn we have that A(sm1 (g
−1z)) = trZnn (sm1 (g−1z)). Therefore, if
we denote by hi the i-th coordinate of h ∈ Zn, then by Lemma 7.4 we get
A(sm1 (g
−1z)) =
1
|piZn(g−1z)|
∑
h∈piZn (g−1z)
mn−1
n!
(h1 −m)
and
A(smi (g
−1z)) = α(trZ
n
n (s
m
i (g
−1z))) =
1
|piZn(g−1z)|
∑
h∈piZn (g−1z)
mn−1
n!
hi
if i > 1. This implies that the expression defining pigZn is eventually constant
in m, hence the limit is well defined.
Since the projection of g−1z to the coset Zn has diameter at most D, and a
consequence of what we just proved is that the expression for pigZn is a convex
combination of the points in piZn(g
−1z), we get that the point pigZn(z) =
gpiZn(g
−1z) has distance at most D from the set pigZn(z) = gpiZn(g−1z). 
Appendix A. On virtually free hyperbolically embedded
subgroups
In most cases, the “natural” hyperbolically embedded subgroups one finds
in a given group are virtually cyclic (for example this is the case for mapping
class groups). However, many applications are based on the existence of vir-
tually free non-abelian hyperbolically embedded subgroups. A crucial part
of [DGO11] is therefore devoted to show that virtually free hyperbolically
embedded subgroups can be constructed starting from a non-trivial hyper-
bolically embedded family. Theorem A.1 provides a strengthened version of
this construction, that we used in the proof of Proposition 6.
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Let G be a group containing a non-degenerate hyperbolically embedded
family of subgroups. As observed before the statement of Theorem 7, G
contains a maximal finite normal subgroup, which will be denoted K(G).
Theorem A.1 ([DGO11], Theorem 6.14+). Let X be a (possibly infinite)
generating system of the group G and let the non-degenerate family of sub-
groups {Hλ}λ∈Λ be hyperbolically embedded in (G,X). Then for each n ≥ 1
there exists a copy F of the free group on n generators inside G so that
{Hλ}λ∈Λ ∪ {F ×K(G)} is hyperbolically embedded in (G,X).
The two improvements on [DGO11, Theorem 6.14] that we make are that
(1) [DGO11, Theorem 6.14] guarantees the existence of a virtually free
hyperbolically embedded subgroup, but it does not allow to keep the
Hλ’s in the hyperbolically embedded family, and
(2) [DGO11, Theorem 6.14] does not explicitly describe some Y ⊆ G
so that the virtually free subgroup is hyperbolically embedded in
(G, Y ).
The improvement that we actually need is the first one. However, it is
worth pointing out that keeping track of the generating set is also part of
[Hul13, Theorem 3.15] and [AMS13, Theorem 3.9], and in those papers such
control turns out to be useful.
Along the way, we will show (a slightly more general form of) the following
fact that might be of independent interest. An analogous statement in
the setting of relatively hyperbolic groups was shown in [Osi06]. As usual
{Hλ}λ∈Λ will be a non-degenerate hyperbolically embedded family of the
group G, and we will denote by H the set unionsqλ∈Λ(Hλ\{1}). For a definition
of quasi-convexity and geometric separation see Subsection A.1.
Proposition A.2. Let {Hλ}λ∈Λ be hyperbolically embedded in (G,X), for
X a generating system of the group G. Suppose that {Ei}i∈I is a finite family
of finitely generated subgroups of G satisfying the following properties:
(1) Each Ei is quasi-convex as a subset of Γ = Cay(G,X unionsqH).
(2) The metric of Γ restricted to Ei is proper (i.e. balls of finite radius
are finite).
(3) The family of all cosets of the Ei’s, regarded as a family of (labelled)
subsets of Γ, is geometrically separated.
Then {Hλ}λ∈Λ ∪ {Ei}i∈I ↪→h (G,X).
A.1. Preliminary facts. In this subsection we collect a few facts that will
be needed for the proof of Theorem A.1.
The following characterizations of hyperbolically embedded subgroups
and relative hyperbolicity turn out to be convenient for the proof and, in
the authors’ opinion, they allow to provide a clear, worth-being-presented
picture of why Theorem A.1 is true.
The reader unfamiliar with asymptotic cones and ultralimits is referred
to [Dru02]. The following heuristic should however be enough to understand
at least the ideas behind the proofs:
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(1) an asymptotic cone of the metric space (X, d) is a “limit”, in some
suitable sense, of rescaled copies (X, d/n) of X.
(2) the ultralimit of the sequence of subsets (Ai) of X in an asymptotic
cone of X consists of all limit points of sequences (xi) with xi ∈ Ai.
Definition A.3 ([DS05]). Let Y be a geodesic metric space and Q a collec-
tion of closed connected subsets of Y . Then Y is tree-graded with respect
to Q if
(T1) for any distinct P,Q ∈ Q we have |P ∩Q| ≤ 1, and
(T2) any simple geodesic triangle is contained in some P ∈ Q.
A simple geodesic triangle is a geodesic triangle with the property that
distinct edges only intersect at their common endpoint.
Let X be a geodesic metric space and P a collection of subsets. Then
X is hyperbolic relative to P if every asymptotic cone of X is tree-graded
with respect to all (non-empty) ultralimits of sequences of elements of P,
and two such ultralimits coincide and contain at least two points only if
the corresponding sequences coincide almost everywhere with respect to the
ultrafilter chosen to construct the asymptotic cone.
(In [DS05] the latter condition is not explicitly stated but ultralimits of
sequences that are not almost-everywhere equal are regarded as distinct sets
throughout the paper.)
Theorem A.4 ([Sis12]). The family of subgroups {Hλ}λ∈Λ is hyperbolically
embedded in (G,X), where X is a generating system for G, if and only if the
Cayley graph Cay(G,X) is hyperbolic relative to the collection of all cosets
of the Hλ’s and the restriction of the metric of Cay(G,X) to each Hλ is
proper (i.e. balls of finite radius are finite).
Following [DGO11], we say that the collection of subsets A of a given
metric space is geometrically separated if for each D ≥ 0 there exists KD ≥ 0
so that for any distinct A,B ∈ A we have diam(ND(A) ∩B) ≤ KD.
The following variation of the definition of geometric separation will be
useful:
Definition A.5. The collection of subsets A of a given metric space is K-
linearly geometrically separated (K-LGS) if for any distinct A,B ∈ A and
any D ≥ 1 we have diam(ND(A) ∩B) ≤ KD.
The following fact is a straightforward consequence of the definition.
Lemma A.6. If the collection of subsets A of a metric space X is K-
LGS then in any asymptotic cone of X distinct ultralimits of elements of A
intersect in at most one point.
Proof. Suppose that the conclusion is not true. Then there exist an ultrafil-
ter ω, a sequence of scaling factors (ri), sequences of sets (A
j
i ) (j = 1, 2) with
A1i 6= A2i ω-a.e. and sequences of points (xk,i) (k = 1, 2) with the following
properties:.
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(1) xk,i ∈ A1i .
(2) ω-lim d(xk,i, A
2
i )/ri = 0 for k = 1, 2.
(3) ω-lim d(x1,i, x2,i)/ri =  > 0.
In particular, for ω-a.e. i, we have d(x1,i, x2,i) > ri/2 and xk,i ∈ A1i ∩
Nri/(2K)(A
2
i ), in contradiction with the definition of K-LGS. 
Passing from geometric separation to linear geometric separation will be
easy in our context due to the following (folklore) fact. We say that a
subset S of a hyperbolic metric space is quasi-convex if there exists σ ≥ 0
so that all geodesics connecting pairs of points on S are contained in the
σ-neighborhood of S. A family of subsets is uniformly quasi-convex if all
subsets in the family are quasi-convex with the same constant σ.
Lemma A.7. Suppose that A is a collection of uniformly quasi-convex sub-
sets of the hyperbolic metric space X. Then A is geometrically separated if
and only if it is K-LGS for some K ≥ 0.
Proof. Clearly, we only need to show that geometric separation implies linear
geometric separation.
Suppose that X is δ-hyperbolic, that every A ∈ A is σ-quasi-convex and
that the diameter of the intersection of the (σ+2δ)-neighborhoods of distinct
elements of A is a most κ. Fix any D ≥ 1 and suppose by contradiction
that there exist x, y ∈ ND(A) ∩ B with d(x, y) ≥ 2(D + 2δ + 2) + κ+ 1 for
some distinct A,B ∈ A. Let x1, y1 ∈ A be so that d(x, x1), d(y, y1) ≤ D+ 1.
For each a, b ∈ X, denote by [a, b] any choice of geodesic between a and b.
Consider the point p (resp. q) along [x, y] at distance D+2δ+2 from x (resp.
y). Notice that d(p, q) ≥ κ+ 1. We claim that p, q ∈ Nσ(B) ∩Nσ+2δ(A), in
contradiction with the definition of κ.
The fact that p, q are within distance σ from B is just a consequence of
quasi-convexity. Notice that p is within distance 2δ from [x, x1] ∪ [x1, y1] ∪
[y, y1]. We have
d(p, [x, x1] ∪ [y, y1]) ≥ min{d(p, x), d(p, y)} −max{d(x, x1), d(y, y1)} > 2δ
so p must be within distance 2δ from [x1, y1], which in turn is contained in
the σ-neighborhood of A (see Figure 3). A similar argument also works for
q, and this completes the proof. 
We can now prove the following:
Proposition A.8. Let {Hλ}λ∈Λ be hyperbolically embedded in (G,X), for
X a generating system of the group G, and suppose that E ⊆ G is such that
Γ = Cay(G,X unionsq H unionsq E) is hyperbolic (e.g. E = ∅). Suppose that {Ei}i∈I is
a finite family of finitely generated subgroups of G satisfying the following
properties:
(1) Each Ei is quasi-convex as a subset of Γ.
(2) The metric of Γ restricted to Ei is proper.
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Figure 3
(3) The family of all cosets of the Ei’s, regarded as a family of subsets
of Γ, is geometrically separated.
Then {Hλ}λ∈Λ ∪ {Ei}i∈I ↪→h (G,X).
Proof. Let us denote by dΓ the obvious metric on Γ. First of all, we remark
that we can replace (2) with the condition
(2′) The metric of Γ restricted to Ei is quasi-isometric to a word metric
on Ei.
In fact, thanks to quasi-convexity we can choose D > 0 such that the
D-neighborhood Ni of Ei in Γ contains all the geodesics joining points of
Ei. Then, the inclusion of Ei (endowed with the restriction of dΓ) into Ni
(endowed with the path metric induced from dΓ) is an isometric embedding.
As Ei acts properly and coboundedly on the path metric space Ni, the
Milnor-Svarc Lemma tells us that the inclusion of Ei (now endowed with
a word metric) into Ni is a quasi-isometry, so that the desired conclusion
follows.
We need to show that, given an asymptotic cone of Cay(G,X), the ul-
tralimits of cosets of the Hλ’s and the Ei’s are connected and they satisfy
properties (T1) and (T2) of Definition A.3 (ultralimits of sequences of sets
are always closed).
First of all, observe that property (T2) holds just because it holds for the
ultralimits of the Hλ’s already.
Ultralimits of the Ei’s are connected because they are bi-Lipschitz copies
of an asymptotic cone of one of the Ei’s: this is a consequence of (2
′) and
the fact that the inclusion of Cay(G,X) in Γ is 1-Lipschitz, which together
imply that the restriction of the metric of Cay(G,X) to Ei is quasi-isometric
to a word metric.
Also, conditions (3), (1) and Lemma A.7 imply that there exists K so
that the family B of the cosets of the Ei’s is K-LGS in Γ. For any subset
B ⊆ G, let us denote by ND(B) (resp. NΓD(B)) the D-neighborhood of B in
G with respect to the word metric of Cay(G,X) (resp. the metric dΓ). Now,
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if for some distinct B1, B2 ∈ B and D ≥ 1 we have x, y ∈ B1∩ND(B2), then
we also have x, y ∈ B1 ∩ NΓD(B2) because the inclusion of Cay(G,X) in Γ
is 1-Lipschitz. But then we get dΓ(x, y) ≤ KD. As this holds for any such
pair x, y, in view of (2′) it is easy to deduce that B is K ′-LGS in Cay(G,X)
for some suitable K ′ (as
dΓ(x, y) ≤ dCay(G,X)(x, y) ≤ C1dwB1(x, y) ≤ C2dΓ(x, y),
where dwB1 is any word metric on B1 and Ci are suitable constants).
In particular, distinct ultralimits of cosets of the Ei’s intersect in at most
one point by Lemma A.6. It is also easy to check that an ultralimit of cosets
of the Ei’s cannot intersect in more than one point an ultralimit of cosets
of the Hλ: this is because a coset of an Hλ has diameter 1 in Γ so that, by
(2), linear geometric separation holds in Γ and hence in Cay(G,X) as well.
So, keeping into account that property (T1) holds for ultralimits of cosets
of the Hλ’s, we now showed that property (T1) holds for ultralimits of cosets
of the Hλ’s and the Ei’s, and the proof is complete. 
A.2. Proof of Theorem A.1. We can now show how to adapt the proof of
[DGO11, Theorem 6.14] to prove Theorem A.1, whose notation we fix from
now on.
Proceeding as in [DGO11], we consider the action of G on Γ = Cay(G,Xunionsq
H). By [DGO11, Lemma 6.17], there exist elements h1, h2 in G so that
(1) each hi acts hyperbolically on Γ,
(2) each hi is contained in a maximal elementary subgroup E(hi),
(3) the family of the cosets of the E(hi)’s is geometrically separated
when such cosets are regarded as subsets of Γ,
(4) E(h1) ∩ E(h2) = K(G).
We need to modify the next step in the proof from [DGO11] a bit. In
fact, [DGO11, Lemma 6.18] states that for any n there exists Y ⊆ G and
elementary subgroups {Ei}i=1,...,n of G such that {Ei}i=1,...,n ↪→h (G, Y )
and each Ei is of the form 〈gi〉 ×K(G). We need to replace this result with
the following:
Lemma A.9. For each integer n ≥ 1 there exist elementary subgroups
{Ei}i=1,...,n of G such that {Hλ}λ∈Λ∪{Ei}i=1,...,n is hyperbolically embedded
in (G,X) and each Ei is of the form 〈gi〉 ×K(G).
Proof. The proof of Lemma 6.18 in [DGO11] starts with choosing Y ⊆ G
so that {E(h1), E(h2)} is hyperbolically embedded in (G, Y ). Instead of
this, we invoke Proposition A.8 and get that {Hλ}λ∈Λ ∪ {E(h1), E(h2)} is
hyperbolically embedded in (G,X).
The rest of the proof of [DGO11, Lemma 6.18] takes place in Cay(G, Y unionsq
E), for E = (E(h1) ∪ E(h2))\{1}. However, the arguments apply to Γ =
Cay(G,X unionsqHunionsqE) as well, so that we can find pairwise non-commensurable
elements gi of G acting hyperbolically on Γ, each contained in a maximal
elementary subgroup E(gi) which has the form 〈gi〉 ×K(G). We can then
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invoke again Proposition A.8 to add the E(gi)’s to the list of hyperbolically
embedded subgroups.
Finally, the E(hi)’s can be removed from the list, because the ultralimits
of their cosets are bi-Lipschitz copies of R, so they do not contain simple
geodesic triangles and hence do not affect property (T2) (while property (T1)
is preserved under passing to smaller collections of subsets). 
We can now use the argument after [DGO11, Lemma 6.18] with Y = X
and E = H ∪ ⊔ni=1(Ei\{1}) and construct a subgroup H = F × K(G) <
G, with F free of rank n. The authors of [DGO11] then check that the
hypotheses of [DGO11, Theorem 4.42] hold for F and the action of G on
ΓE = Cay(G,X unionsq E), namely they show that
(1) F is quasi-convex as a subset of ΓE ,
(2) F acts properly on ΓE ,
(3) the cosets of F are geometrically separated as subsets of ΓE .
Hence, Proposition A.8 allows us to add H to the list of hyperbolically
embedded subgroups. 
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