Abstract. We investigate the influence of using IGS predicted orbits for near real-time zenith tropospheric delay determination from GPS and implement a new processing strategy that allows the use of predicted orbits with minimal degradation of the ZTD estimates. Our strategy is based on the estimation of the three Keplerian parameters that represent the main error sources in predicted orbits (semi-major axis, inclination, and argument of perigee), and their associated variance directly from the realtime GPS data set. A comparison with the use of IGS final orbits shows a negligible bias and an rms less than 6 mm in the ZTD estimates at all the stations. The improvement compared to a strategy based only on the quality index provided with the predicted orbits is 20%. The level of accuracy and turn-around time shown here meet the current requirements for operational meteorology.
Introduction
A number of studies have shown that the amount of precipitable water vapor (PW) contained in the neutral atmosphere can be retrieved using ground based GPS observations with the same level of accuracy as radiosondes and microwave radiometers [e.g., Bevis et al., 1992; Rocken et al., 1995; Duan et al., 1996; Tregoning et al., 1998 ]. In addition, ground-based GPS receivers are portable, economic, and can provide continuous PW estimates with higher temporal resolution than radiosondes, unaffected by rain and clouds. GPS could consequently become an important source of PW observations for numerical weather prediction (NWP) models [Kuo et al., 1996; Yang et al., 1999] .
In operational weather prediction, meteorological observations are typically assimilated every 6 hours. With the new generation of meteorological satellite observations provided at intervals of 1 h 40 minutes, the assimilation delay currently required by the World Meteorological Observation is approximately 2 h 15 minutes or 3 h 20 minutes at the latest, in order to ensure that one cycle of observations is processed before the next satellite orbit is completed. GPS PW must therefore be calculated in near real-time with a minimum loss of accuracy in order to become a usable data source in NWP models. The accuracy of the GPS satellite orbits is critical for GPS PW estimates [e.g., Dodson et al., 1998] . The current accuracy level of precise GPS orbits from the IGS is sufficient to provide PW estimates with an accuracy on the order of 1 mm, but these orbits are available only after a two week delay. IGS "rapid" orbits reach almost the same level of accuracy, but are available after 24 hours. IGS "predicted" orbits are available daily at 23:00 UTC, but their accuracy is limited to 0.1 to 1 m compared to IGS final orbits [Kouba and Mireault, 1998 ]. Their accuracy decreases with time because of unpredictable non-conservative forces, reaching an average of 0.4 m after 15 to 39 hours [Rocken et al., 1997] . In addition, when satellites are in maneuver the accuracy of their predicted orbit decreases to a few to hundreds of meters, when they are in eclipse it decreases to 1 to 2 m.
Several strategies have been proposed recently to reduce the effect of predicted orbit errors for near real-time PW estimation, based on selecting and/or weighting data from each satellite according to the quality index [Remondi 1989 ] provided by the orbit determination center [Rocken et al., 1997; Kruse et al., 1999] . However, the quality index is not always a reliable indicator of the orbit quality and does not represent an actual estimation of the orbit accuracy. In this study we present a new near real-time analysis strategy, independant of the orbit quality index, that reduces the effect of predicted orbit errors. In this paper, we present our results in terms of total zenith tropospheric delay(ZTD) instead of PW.
Processing strategy
The accuracy of IGS predicted orbits is given by their "quality index", based on the agreement of (1) the predicted orbits from the different IGS analysis centers and (2) the previous two days predicted orbits with the corresponding rapid orbits [Kouba and Mireault 1998 ]. The simplest method for minimizing the impact of prediced orbit errors on ZTD estimates consists of weighting the data from each satellite according to the orbit quality index, after detecting and discarding satellites in maneuver from the observation residuals [Rocken et al., 1997] . Kruse et al. [1999] refined this strategy by additionally relaxing the along-track orbital parameters. Since the orbit quality index provided by the IGS is generally reliable, these methods show a significant improvement of the estimated ZTD compared to the predicted orbits with no modification. However, because the quality index is computed using orbit information from previous days, it cannot detect a satellite that did not exhibit irregular behavior in the past 2 days. Figure 1 shows the example of PRN14 between May 10 and June 10, 1999. The accuracy of its predicted orbits derived from the quality index is good for days 131, 136, 144, 145, and 154 (bottom panel) although the comparison with IGS final orbits shows an rms larger than 10 m (top panel). Conversely, the accuracy of its predicted orbits derived from the quality index is poor for days 134, 135 and 158, 159 for instance (bottom panel), although the comparison with IGS final orbits shows a small rms (top panel). The accuracy derived from the weighted rms provided by the IGS in the so called "orbit summary file" is the rms of the orbit combination from the different IGS data processing centers (middle panel) and is poorly correlated with the accuracy derived from the comparison with IGS final orbits.
In GPS data processing for meteorological applications, a network solution is normally at regional or local scale with orbit and ground station coordinates tightly constrained or even fixed. Under such conditions, orbital errors will result in a bias in ZTD, since ZTD and height are strongly coupled parameters. In addition, for real-time GPS ZTD retrievals, data are processed in batches of only a few hours at a time. A large number of ZTD parameters, usually one for each station every 15 or 30 minutes, must be estimated in order to meet the meteorological requirements for ZTD update frequency and temporal resolution. In this case, solving for all the orbital parameters and a large number of ZTD parameters will result in a weak solution and may lead to large biases in the ZTD estimates. Fortunately, most satellites have predicted orbits with an accuracy better than 0.5 m and a reliable quality index. Consequently, if orbits are relaxed and weighted according to their quality index, orbit errors will propagate into the estimates of the corresponding orbital parameters. The orbital parameter adjustments and their a posteriori variance can then be used to quantify the orbit quality. Kruse et al. [1999] tested the influence of relaxing the along-track parameter, that contains the largest uncertainty in predicted orbits, and noticed a significant improvement in PW estimates. However, we observed that the cross-track and radial orbital errors are occasionally up to a few meters, even for satellites that are not in maneuver. In order to further reduce the effects of predicted orbit errors, we implemented a new processing strategy based on an iterative estimation of the orbit constraints. In this strategy, we estimate three Keplerian parameters, the semimajor axis (a), inclination (i), and argument of perigee (ω).
We processed the GPS data using the GAMIT software version 9.8 [King and Bock, 1999] . Orbits are modeled as a set of parameters, δx, with a priori constraints, using the following pseudo-observation equations:
where Lδx is the pseudo-observation vector, in this case a vector of zeros, and Pδx is the a priori parameter covariance matrix (Pδx = 1 / σi 2 ). Orbital parameters with large errors can be identified as those solution parameters exceeding the criterion:
where σδxi is the a posteriori variance of the parameter δxi and k corresponds to a chosen confidence level of a Student distribution. Since the number of degrees of freedom is very large in GPS data processing, this distribution can be taken as a normal distribution.We take k = 2.5, corresponding to a 98.8% confidence level assuming a normal distribution. If (2) is false (large error for a given parameter), the new a priori variance of this parameter σ i new is set to:
where σi old is the a priori variance for the previous iteration.
In order to avoid the effect of ten to hundred meter orbit errors on other parameters, we first identify bad satellites by estimating a, i and ω for all satellites using loose a priori constraint of 0.05, 0.05 and 0.2 ppm respectively, using the identification criterion given in eq. (2). We then solve the normal equations with the constraints deduced from eq. (3) for these bad satellites, and a priori constraints of 0.005, 0.005 and 0.02 ppm for a, i and ω respectively for the other satellites. These constraints correspond approximately to 0.1, 0.1 and 0.5 m error in radial, cross-track, and along-track components respectively. These values are typical for IGS predicted orbits errors. We also experimented with weighting satellites according to their quality index instead of using these constant constraints and obtained similar results. We then run the error test mentioned above (eq. (2)) for the three orbit parameters for each satellite, calculate a new variance for these parameters using eq. (3), and solve the normal equations again using this updated variance as a priori constraint. This procedure is repeated iteratively until eq. (2) is satisfied for all orbital parameters. Note that ZTD parameters are estimated together with orbital parameters during this whole procedure. The final ZTD estimates are taken from the last iteration.
This procedure is equivalent to partially estimating our own orbits from the GPS data and using a realistic a priori variance for each satellite while estimating ZTDs. Its success is based on the fact that our network has a large spatial extent and contains several IGS sites that are well-determined in the International Terrestrial Reference Frame (ITRF96). Since remote stations (more than 500 km distant) are necessary to estimate absolute ZTD values, this condition is usually satisfied in most GPS networks designed for meteorological applications. 
Data Processing
The GAMIT software parameterizes ZTD as a stochastic variation from the Saastamoinen model with piecewise linear interpolation. The variation is constrained to be a GaussMarkov process with a given a priori power density. We use a sliding window of 7 hours with a moving step of 1 hour. In post-processing mode, we extract ZTD from the central hour of the window before moving the window forward, in order to avoid border effects of the Gauss-Markov filter. In near realtime mode, we extract ZTD estimates from the end hour of the window. In order to validate this methodology, we processed GPS data collected at 15 GPS stations in western Europe from May 10 to June 10, 1999, using four different satellite orbit strategies: 1. Fixing orbits to the IGS final parameters; 2. Fixing orbits to IGS predicted parameters; 3. Constraining orbits to the IGS predicted parameters using the quality index provided by the IGS, after removing bad satellites according to the misfit of their predicted orbits compared to the IGS final orbits; 4. Iteratively reweighting the IGS predicted parameters following the strategy described above.
All the other parameters of our processing strategy were kept identical in these four solutions. We fixed six IGS stations (GRAZ, KOSG, NOTO, VILL, WTZR) to their ITRF96 positions and constrained the other stations to positions deduced from a geodetic solution, using an a priori variance of 4 and 8 cm in the horizontal and vertical components respectively. ZTD parameters were estimated at each station every 15 minutes using a power density for the stochastic process (tropospheric constraint) of 2 cm/√hr. We used the antenna phase center variation models recommended by the IGS [Mader, 1999] , the Niell dry and wet mapping functions [Niell, 1996] in order to reduce elevation dependent systematic errors [Fang et al., 1998 ], an elevation cut-off angle of 10 degrees, a data sampling interval of 60 seconds, and the doubly differenced ionoposheric-free combination of GPS phase observations. The total computing time for each hourly solution, with 15 stations and one ZTD parameter every 15 minutes, was about 10 minutes on a Sun UltraSparc E3500. The typical number of iterations was 2 to 3. Table 1 shows the ZTD comparison between strategies 2, 3, and 4 in post-processing mode (solutions 2, 3a, and 4a), with strategy 1 used as the reference. Solution 2 shows a small bias (less than 3.1 mm ZTD) but a large rms (as much as 63 mm ZTD), obviously because of the contribution of bad satellites, as also reported by Rocken et al. [1997] and Kruse et al. [1999] . Constraining satellite orbits to the IGS predicted values using the quality index and removing bad satellites (solution 3a) results in a factor of 10 improvement on the rms compared to the previous solution, with similar size biases. Downweighting satellite orbits according to the a posteriori adjustment and variance of a, i and ω (solution 4a) results in the best agreement with the reference solution using the IGS final orbits, with a bias less than 2 mm and rms less than 6 mm for all stations. Bias and rms are both reduced compared to solution 3a, the improvement of the rms is 20% on average. Table 2 shows the ZTD comparison between strategies 3 and 4 in real-time mode (solution 3b, 4b), with strategy 1 used as the reference. The results are slightly degraded compared to the post-processing mode because of the lack of observations at the window end. The bias and rms of solution 3b reach the same level as that in Rocken et al. [1997] , with biases even smaller than post-processed solution 3a. The best results are obtained in solution 4b, with an improvement of 20% of the rms at all sites compared to solution 3b. Figure 2 shows an example of ZTD time series at site SJDV using IGS final orbits and the difference with strategies 3 and 4 in post-processing (panels B1 and B2) and real-time (ânels C1 and C2) modes. Our methodology results in a significantly smaller scatter of the ZTD difference with the IGS final orbits. We also obtain a slightly better rms in near real-time mode using strategy 4 (panel C2) than in post-processed mode using strategy 3 (panel B1). Most of the remaining "spikes" in strategy 4 (panel C2), which are not present in post-processing mode (panels B1 and B2) and systematically occur at the end of the hour, are caused by the lack of resolution of the GaussMarkov filter at the end of the processing window during periods of high tropospheric variability.
Results

Conclusion
We have investigated the influence of using IGS predicted orbits for near real-time ZTD determination. The predicted orbits for most satellites are of good quality compared to the IGS final orbits (except for satellites in eclipse and maneuver) and weighting satellites according to their quality index results in significantly improved results. However, we found that the quality index is sometimes biased because it is derived from observations from previous days, not from real-time orbit observations. In addition, we observed that orbit errors in crosstrack and radial directions are occasionally up to a few meters. We therefore implemented a processing strategy based an iterative estimation of three orbital parameters (semi-major axis, inclination and argument of perigee) together with the ZTD parameters. These orbital parameters and their a priori variance are updated iteratively until a detection criterion is no longer exceeded for any satellite. The final ZTD estimates are taken from the last iteration.
The efficiency of this strategy is based on the facts that (1) we use a network of large spatial extent with IGS sites welldetermined in the ITRF, (2) we estimate the three orbital paramaters that represent the main error sources in predicted orbits (semi-major axis, inclination and argument of perigee), (3) we estimate these orbital parameters and their associated variance directly from the same GPS data set that is used for the ZTD estimates. This strategy allows a correct modeling of satellite orbits even in the case of large orbital error, for instance when a satellite is in maneuver. We have shown that the improvement compared to a strategy based on the orbit quality index only is on the order of 20%. The analysis of one month of data at 15 sites in Western Europe shows a negligible bias and an rms of less than 6.1 mm in the ZTD estimates compared to using IGS final orbits. The precision of GPSderived ZTD from IGS final orbits, based on intersoftware comparisons, is 7 mm [Dodson and Baker, 1998; Haase et al., 1999] . The agreement of the near real-time ZTD is within this level of precision.
The near real-time processing methodology described here meets the current timeliness requirements of operational meteorology, while ensuring the same level of accuracy as that provided in the post-processed mode. It could even be improved when hourly predicted GPS orbits become available [Fang et al., 1999] .
