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It is well known that bisimulation onμ-expressions cannot be finitely axiomatised in equa-
tional logic. Complete axiomatisations such as those of Milner and Bloom/Ésik necessarily
involve implicational rules. However, both systems rely on features beyond pure equational
Horn logic: either rules that are impure by involving non-equational side-conditions, or
rules that are schematically infinitary like the congruence rule which is not Horn. It is an
open question whether these complications cannot be avoided in the proof-theoretically
and computationally clean and powerful setting of second-order equational Horn logic.
This paper presents a positive and a negative result regarding the axiomatisability of
observational congruence in equational Horn logic. Firstly, we show how Milner’s impure
rule system can be reworked into a pure Horn axiomatisation that is complete for guarded
processes. Secondly,weprove that for unguardedprocesses, bothMilner’s uniquefixedpoint
rule and Bloom/Ésik’s GA rule are incomplete without the congruence rule, and neither
system has a complete extension in rank 1 equational axioms. It remains open whether
there are higher-rank equational axioms or other Horn rules which would render Milner’s
or Bloom/Ésik’s axiomatisations complete.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Theexistenceandnon-existenceofequational axiomatisationsofbehavioural equivalences inprocessalgebrahas received
significant interest in the literature. Most work is concerned with finite processes and equational axiomatisations for a range
of operators such as for parallel composition [2,31,32] and priority [1], and for behavioural semantics such as simulation
equivalence [13]. The focus on finite processes is natural since many behavioural relations cannot be finitely axiomatised
in the presence of recursion. This has long been known for regular expressions [15] and has been shown to apply to μ-
expressions as well [12,36]. Except for special and not very well understood situations for bisimulation in the language of
∗-expressions [5,16,21–23], pure equational theories appear to be inadequate for recursive processes.
Thus, a more powerful setting is needed in order to study the relative proof-theoretic complexities of theories for regular
processes. A suitable andquitenatural setting is providedby (second-order) equationalHorn logic [33]. Indeed, all knowncom-
plete axiomatisations for behavioural equivalences on both ∗-expressions and μ-expressions involve conditional equations;
e.g., these are:
• [26,34] for ∗-expressions and trace equivalence, generalised to iteration theories (†-expressions) by [17].
• Milner’s axiomatisation of strong bisimulation for finite state μ-processes [28] and Bloom/Ésik’s abstract generalisa-
tion [10,19].
< Anextended abstract of this paper appeared in L. Caires andV.T. Vasconcelos, eds.,Concurrency Theory (CONCUR2007), vol. 4703of LectureNotes in Computer
Science, pp. 197–211, Springer–Verlag, 2007.∗ Corresponding author. Fax: +49 951 863 5528.
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• Axiomatisations of observational congruence by [9] and [30].
• Van Glabbeek’s axiomatisation of branching bisimulation [38].
• The many axiomatisations of bisimulation-style equivalences in timed process algebras such as [4,7,14], just to name a
few.
Looking at these in detail, however, reveals that they are not strictly Horn theories because they depend on the congruence
rule for recursion (cf. ruleC4 below)which is not Horn, and they are not pure because rules have guardedness side conditions
(cf. rule R2 below).
C4
E = F
μx. E = μx. F R2
F = E{F/x}
μx. E = F x guarded in E
To see that rule C4 is not Horn, consider the soundness of C4 which logically corresponds to the formula (∀x. E = F) ⊃
μx. E = μx. F , where ‘μ’ is the recursion operator. This formula is not Horn since the precondition of the implication
is universally quantified; in [19], this is called an implication between equations. The Horn interpretation of C4 would be
∀x.(E = F ⊃ μx. E = μx. F) which is unsound. Take for example E ≡ a.x and F ≡ a.0 where ‘a.’ is the standard action
prefix operator and 0 the (inactive) nil process. Then, the equation E{0/x} = F{0/x} is sound, but the recursive process
μx. a.x is not bisimilar toμx. a.0. In the Horn theory of closed terms, rule C4 is only admissible in the sense that, if all closed
instantiations of E = F are derivable, then all closed instantiations of μx. E = μx. F are derivable, too. But this rule is
infinitary and not expressible in Horn form.
Interestingly, pure Horn axiomatisations have been found for some semantics such as trace equivalence or simulation
equivalence, which admit cpo-style denotational models so that recursion can be characterised as a least pre-fixed point.
Specifically, [26] introduced a pure Horn system for trace inclusion on ∗-expressions which was later generalised to μ-
expressions by [17]. Also, [18] presented a pure Horn axiomatisation of simulation-preorder for μ-expressions. However,
bisimulation-style equivalences are not cpo-based. This leads us to the following – in our opinion – key open problem:
Can bisimulation for finite-state μ-expressions be axiomatised in pure equational Horn logic?
The answer to this question relates to the issue of guardedness. On the face of it,C4 appears to benecessary to prove equalities
between recursive processes. Consider processes p=df μx. (α.x + β.x) and q=df μx. (β.x + α.x), where ‘+’ denotes non-
deterministic choice. The processes p and q are bisimilar, and the equation p = q can be derived by first applying the
commutativity law on open terms α.x+β.x = β.x+α.x and then closing them under recursion using C4. Interestingly, for
guardedprocesses, i.e., if bothα andβ are observable actions, the same is achievedwithoutC4. Using recursive unfolding and
commutativity, one derives p = α.p+ β.p and q = α.q+ β.q, i.e., both p and q provably satisfy the same guarded equation
system. From there, by way of rule R2, symmetry and transitivity of equality, one finally gets p = μx.(α.x + β.x) = q. Due
to this issue of unguardedness, the above question is particularly challenging for observational congruence [29].
The question’s importance lies in the fact that the Horn rule format is crucial for standard automated reasoning based on
Prolog-style SLD resolution. Moreover, the question is an interesting one since, as we will show,
• Sewell’s axiomatisation, which is derived fromwork of Bloom and Ésik and is commonly considered pure Horn, is in fact
impure.
• Milner’s axiomatisation, which is commonly considered impure, is in fact pure Horn on extensional 1 processes, i.e.,
guardedness is equational.
• Milner and Sewell’s systems cannot be extended to pureHorn on all processeswhen using only rank-1 equation schemes.
These insights constitute first steps in conquering new ground in Horn axiomatisations for bisimulation-style behavioural
equivalences.
As our first technical result, we provide an axiomatisation of observational congruence for finite state processes which is
in pure equational Horn form. This axiomatisation is an adaptation of Milner’s proof system and interprets the underlying
equality as partial equivalence via which we may encode the side condition of rule R2. Our axiom system is sound for all
processes and complete for guarded processes. Hence, the question remains whether this axiom system can be extended to
handle unguardedness. As our second technical result, we show that no finite rank-1 equational extension of Milner’s axiom
systemyields completeness for unguarded processes, not evenwhen including the impure ruleR2 or the pureGA-implication
rule of Bloom/Ésik [11] (as suggested in [35]). There are only few negative results on process-algebraic axiomatisations in
equational Horn logic reported in the literature. It is known that, e.g., non-axiomatisability of parallel composition [3] or of
priorities [1] can be extended to conditional equations where the conditions are external predicates over time or actions.
Here we take this further and permit proper equations as conditions. Our negative result can be generalised to rank 2 and
provides a number of technical insights into the proof-theoretic expressiveness of Horn logic for observational congruence.
1 The notion of extensionality is defined in Section 4.
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Specifically, we conjecture that unguardedness on μ-expressions cannot be axiomatised in second-order equational Horn
logic of any rank.
Organisation. The paper’s remainder is structured as follows. The next section formally introduces our process language
and the key terminology that is used throughout. Section 3 then recalls Milner’s original axiomatisation of observational
congruence which motivates our work. Our first, positive result is presented in Section 4, while our negative result on
eliminating unguardedness in Horn theories is established in Section 5. The concluding section, Section 6, discusses these
results in the light of related work and points out open problems in the field. Some of the proofs of our results cannot be
presented in this special issue due to space constraints, but are included in a technical report [27].
2. The process language μBCCSP2
This section introduces our process language and makes precise what we understand by a second-order Horn axiomati-
sation. In particular, the language must be general enough to capture not only the object-level syntax of processes but also
the meta-level syntax of schemes and rules needed to formalise logic deduction. 2 Our language μBCCSP2 is an extension
of BCCSP [37] by recursion and schematic variables. It corresponds to the second-order fragment T2 of [36].
2.1. Second-order syntax
The second-order language of (schematic, context) μ-expressions, or expressions for short, is defined by
F ::= x(F1, F2, . . . , Fn)| $k | 0 | α.F | F1 + F2 |μx. F .
It includes variables x and the usual process-algebraic operators of prefixing α.F , summation F1 + F2 and recursion μx. F .
The prefixes α range over a denumerable set of observable actions a0, a1, a2, . . . and the distinguished silent action τ . The
constant 0 represents the inactive process. The expressions $k, for k ≥ 1, are call-back constants which will be used to form
contexts. We let ≡ stand for the syntactic identity on expressions and denote the sub-expression relation by, i.e., E  F
if either E is a proper sub-expression of F or if E ≡ F .
Example 2.1. The set of sub-expressions of F =df μx. ($1 + α.x) is
{E | E  F} = {$1, x, α.x, $1 + α.x, μx.($1 + α.x)}.
Every variable x has a rankwhich specifies the number of parameters that xmust be instantiated with to form a process.
This is done in (context) applications of the form x(F1, F2, . . . , Fn), where rank(x) = n. We assume that there is a countably
infinite number of variables at every rank. The variable x in x(F1, F2, . . . , Fn) stands for a context with uniquely identified
syntactic slots into which the expressions Fi, for 1 ≤ i ≤ n, are inserted. These slots are represented by the call-back
constants $1, $2, . . . , $n. Formally speaking, call-back constants are nothing but implicitly bound and canonically named
process variables. These would be represented as explicit λ-abstractions in higher-order syntax like [36]. The result of
instantiating x in x(F1, F2, . . . , Fn) by expression F is written F[F1, F2, . . . , Fn] and obtained if each occurrence of $k in F is
substituted by Fk . Rank 0 variables are called process variables and all other variables schematic variables. For process variables
we simply write x instead of x(), and the instantiation of x by F is written F rather than F[ ].
Recursion is possible over process variables only, i.e., we require rank(x) = 0 in any expression μx. F . The recursion
operator μx. F binds all occurrences of x in F . There is no variable binder for schematic variables. The notions of free and
bound occurrences of variables and of guardedness of variables are as usual. In particular, a variable x is called guarded in an
expression F , if all occurrences of x in F are within the scope of an α-prefix with α = τ [29]. An expression F without free
variables (of any rank) is closed; otherwise it is open.
By the variable rank of an expressions F we mean the maximal rank of a free variable in F . Since only variables of rank-0
may be bound, closed expressions do not contain variables of rank≥ 1.We say that F has context rank n if it does not contain
call-back constants larger than $n. Expressions of context rank-0 are called process schemes, and those of higher-rank are
called contexts. Thus, if F has context rank n and all Fi, for 1 ≤ i ≤ n, are process schemes, then F[F1, F2, . . . , Fn] is a process
scheme. Process schemes without schematic variables, i.e., both context rank and variable rank-0, are called process terms.
Process terms without free process variables are called process constants, or simply processes. We use E, F, . . . to range over
general expressions, t, u, . . . to range over process terms, and p, q, . . . for process constants.
Example 2.2. The expression
F =df α.(x + $1) + μy. ($2 + z(x, y, 0))
2 Variable-binding operators require second-order matching in order to handle syntactic contexts such as the bodies F of recursive processes μx. F .
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has context rank-2 and variable rank-3. Instantiating the call-back constants $1 and $2 in F by the process term t =df α. x
and process constant p=df β.0, respectively, yields the process scheme
F[ t, p ] ≡ α.(x + α. x) + μy. (β.0 + z(x, y, 0)).
This scheme has the free process variable x and free schematic variable z. Because of the presence of rank-3 variable z,
expression F[ t, p ] is a proper process scheme as opposed to a process term.
Besides the meta-level identity E ≡ F on expressions we consider formal equalities E = F between process schemes,
called equation schemes. By the rank of an equation scheme E = F we understand the maximal variable rank of E and F .
As noted above, the rank of a variable specifies the rank of the context expression by which it needs to be instantiated to
generate a process scheme.
An instantiation σ is a finite partial mapping from variables to expressions which is rank-preserving, i.e., such that for
any variable x in the domain of σ , expression σ(x) is of rank rank(x). If E is an expression with free variables in X and σ an
instantiationwithdomainX , the instantiationof E byσ ,writtenσ(E), is obtainedby recursively replacingeach sub-expression
x(F1, F2, . . . , Fn)  E for x ∈ X by σ(x)[σ(F1), σ (F2), . . . , σ (Fn)].
Example 2.3. Let E be the process scheme E=df a. x + μy.w(x + 0, y, z) and σ the instantiation defined by
σ(x)=df b. 0
σ(z)=df a. 0
σ(w)=df $2 + c. ($1 + $3).
Then, σ(E) ≡ a. b. 0 + μy. (y + c. ((b. 0 + 0) + a. 0)).
The μBCCSP2 language is general enough to express standard second-order axiom schemes for μ-expressions. For ex-
ample, schematic recursion unfolding μx. t = t{μx. t/x} turns into a single equation μx. z(x) = z(μx. z(x)).
Instantiation is a second-order operation and to be distinguished from the standard first-order substitution E{F/x} in
which variable x is replaced by F in a single recursive pass through E. Instantiations, in contrast to substitution, preserve
well-formedness and rank. In particular, if E is a process scheme, then σ(E) is again a process scheme.
Example 2.4. Let x and y be two variables of rank-0 and 1, respectively, and E=df x(y). Then, the instantiation σ
with σ(x)=df y + $1 and σ(y)=df 0 yields σ(E) ≡ σ(x(y)) ≡ σ(x)[σ(y)] ≡ (y + $1)[0] ≡ y + 0, while substitution
E{y + $1/x, 0/y}would return (y + $1)(0) which is not well-formed.
Preservingwell-formedness is not enough for instantiations to be sensible in equational reasoning for recursive processes
withvariablebinding. Itmustbeensured that, in the instantiationσ(E) = σ(F)of anequationE = F ,wedonot inadvertently
capture free process variables inside E or F . An instantiation σ is called free for E, if its application σ(E) avoids name capture
of free process variables, i.e., every occurrence of a free variable in σ(x) remains free after instantiation into σ(E). We will
use symbol θ to range over free instantiations. In practice, there are two options to keep instantiations free. One is to require
that θ is closed, i.e., for all x in its domain, θ(x) is closed. The other is to rename bound variables systematically, e.g., by taking
expressions up to α-conversion.
2.2. Operational semantics and observational congruence
The semantics ofμBCCSP2 is the transition system induced by process constants as states and where the action-labelled
transition relation is inductively defined by the standard (schematic) operational rules:
—
α. x
α−→ x
x1
α−→ y
x1 + x2 α−→ y
x2
α−→ y
x1 + x2 α−→ y
z(μx. z(x))
α−→ y
μx. z(x)
α−→ y
in which x, y are process variables and z has rank-1.
Based on the transition relation, the definition of observational equivalence and observational congruence [29] are the
usual ones. Specifically,

⇒ stands for the reflexive and transitive closure ( τ−→)∗ of unobservable transitions, and a weak
α transition
α
⇒ denotes the composition 
⇒ ◦ α−→ ◦ 
⇒ which permits an arbitrary number of unobservable steps
before and after α. Further, let αˆ =df α, if α = τ , and τˆ =df  be the usual action abstraction. A symmetric binary relationR
on process constants is a weak bisimulation relation if
∀〈p, q〉 ∈ R. ∀α, p′.
(
p
α−→ p′ implies ∃q′. q αˆ
⇒ q′ and 〈p′, q′〉 ∈ R
)
.
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The largest such relation≈ is an equivalence and referred to as observational equivalence. The largest congruence contained
in≈, called observational congruence, is characterised by symmetry and the condition that p  q iff
∀α, p′.
(
p
α−→ p′ implies ∃q′. q α
⇒ q′ and p′ ≈ q′
)
.
The relation is lifted to process schemes E, F by universal abstraction: E  F , if θ(E)  θ(F) for all closed instantiations θ .
2.3. Second-order equational Horn logic
If E and F are two well-formed process schemes, then formal equations E = F are of second-order, also known as hyper-
identities [12], due to the presence of schematic variables. A (pure) second-order equational Horn system is a finite set of
Horn rules, i.e., rules of the form
E1 = F1 · · · En = Fn
E = F , (1)
where the Ei = Fi are referred to as the rule’s premises and E = F as the rule’s conclusion. If the rule has no premises, i.e.,
n = 0, then it is an axiom. Given a finite set A of Horn rules, we say that an equation scheme G = H is derivable from A,
in symbols A  G = H, if there exists a finite sequence of equation schemes G0 = H0, G1 = H1, . . . , Gn = Hn such that
(a) G ≡ Gn and H ≡ Hn; and (b) every equation Gi = Hi is derived by instantiating some Horn rule
E1 = F1 · · · Em = Fm
E = F
from A by way of a free instantiation θi such that (i) θi(E) ≡ Gi, θi(F) ≡ Hi and (ii) for all 1 ≤ s ≤ m, there exists an
index r < i satisfying θi(Es) ≡ Gr and θi(Fs) ≡ Hr . Permitting arbitrary free instantiations yields a rather general notion of
deduction for Horn theories. In particular, we can derive equations A  t = u between open process terms. Sometimes we
will simply write  t = uwhere the rules A involved in the derivation are clear from the context.
Naturally, a theory A is sound if A  G = H implies G  H, i.e., θ(G)  θ(H) for all closed instantiations θ . For this to
hold true, each Horn rule (1) must be strongly sound in the sense that
∀ closed instantiations θ , if ∀i. θ(Ei)  θ(Fi), then θ(E)  θ(F).
This interpretation of soundness, where the universal quantifier over the interpretation of free variables covers thewhole
rule, is the definitive characteristic of Horn logic. It is important to note that this is very different from requiring that validity
of Ei  Fi, for all i, implies validity of E  F , which would be saying that
∀ closed θ and i, θ(Ei)  θ(Fi) implies that ∀ closed θ . θ(E)  θ(F).
This is a strictly weaker soundness criterion. The former and stronger Horn-style soundness is the basis for the standard
process of Prolog-style SLD resolution, which is known to be complete for Horn theories and ground goals. On open goals
G = H, the backward proof search generates closed solution instantiations through unification, essentially treating the free
variables in the goal as existential or flexible. That thisworks is due to the strong soundness of Horn rules. The only difference
to the usual first-order setting of Prolog is that we permit instantiation of schemes by syntactic context functions, which
requires second-order unification.We refer the reader to [33] formore details on higher-order unification and the proof theory
of higher-order Horn logic.
3. Milner’s axiomatisation
For direct reference and to motivate our investigations, we briefly recall Milner’s original axiomatisation [30]. To begin
with, any algebraic axiomatisation of equality depends on the logical rules of reflexivity, symmetry, transitivity and con-
gruence of equality. These rules, called Refl, Sym, Tran and Cong, are seen in the top part of Table 1. The algebraic structure
of summation + and 0 is captured by the equational axioms of commutativity S1, associativity S2, idempotence S3 and
neutrality S4. The τ -laws T1, T2 and T3 express the special properties of τ -prefixes under observational abstraction. LetM0
be the finite rank-1 Horn theory of Table 1. Here, all x and xi are process variables, z is a schematic variable of rank 1, α is an
arbitrary action and a stands for an action different from τ . Strictly speaking, for finite axiomatisation, a and α must be read
as special forms of action variables.
Theorem 3.1 (Hennessy/Milner 1985). M0 is sound and complete for  in the fragment of μ-free processes.
M0 is an equational axiomatisation of rank-0 since all non-logical rules inM0 are axioms in rank-0. The fact that the logical
rules Sym, Tran and Cong are Horn rules is conventionally ignored. In order to classify an algebraic theory as ‘equational’, all
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Table 1
The equational theoryM0 of finite processes.
Equality
Refl
–
x = x Sym
x1 = x2
x2 = x1 Tran
x1 = x2 x2 = x3
x1 = x3 Cong
x1 = x2
z(x1) = z(x2)
Sums
S1
–
x1 + x2 = x2 + x1 S2
–
(x1 + x2) + x3 = x1 + (x2 + x3) S3
–
x + x = x S4
–
x + 0 = x
τ -Laws
T1
–
α. τ. x = α. x T2
–
x + τ. x = τ. x T3
–
α.x2 + α.(x1 + τ.x2) = α.(x1 + τ.x2)
that matters is that the non-logical part consists of equational axioms. As an aside, note that rule Cong has rank-1 but can be
replaced by a finite number of rank-0 rules if each operator of the algebra is treated separately.
According to Theorem3.1, the theoryM0 is fine for finite processes. Butwhat about regular processes involving recursion?
As is well known, there is no purely equational axiomatisation for strong bisimulation onμ-expressions [12,36]. It has been
conjectured [36, Section 4.4, p. 79] that there is none for observational congruence either. Our result below (Theorem 5.8)
confirms this for rank-1 equations if we exclude the non-Horn congruence rule C4. All known axiomatisations for regular
processes and the recursion operator μ involve Horn rules in addition to C4. The simplest such rules are the classic but
impure μ-laws of Milner, Bergstra and Klop depicted in Table 2.
Rule R1 is known asμ-unfolding. It is related to β-reduction in the λ-calculus in that it captures the operational meaning
of μ as recursive substitution. The other rule is the μ-folding rule R2which expresses a form of extensionality similar to η-
reduction in the λ-calculus and is instrumental for unique fixed point induction. Many axiomatisations of process algebras
on μ-expressions use these two rules or variations thereof. R1 is also called the Recursive Definition Principle and R2 the
Recursive Specification Principle [8] (see also [7]).
Theorem 3.2 (Milner 1989). Mg = M0 ∪ {R1, R2} is sound and complete for  in the fragment of guarded processes.
The completeness Theorem 3.2 (and likewise many similar results in the literature) has two deficiencies. Firstly, it only
holds for guardedprocesses and, secondly,Mg is not apureequationalHorn theorybecauseof theguardedness side-condition
in rule R2.
To see that soundness of R2 depends on guardedness, consider the instantiation θ defined by θ(y)=df τ. a. 0 and
θ(z)=df τ. $1. Then, the premise of R2 is valid since θ(y) ≡ τ. a. 0  τ. τ. a. 0 ≡ τ. θ(y) ≡ θ(z(y)). On the other hand,
the conclusion of R2 is false because θ(y) ≡ τ. a. 0  μx. τ. x ≡ θ(μx. z(x)). Thus, the instantiation of z with the un-
guarded context θ(z) would render R2 unsound.
The restriction of Theorem 3.2 to guarded processes is not necessarily a serious problem in practice since this fragment
is expressive complete: every regular (finite state) behaviour up to  can be represented by a guarded process and is thus
covered by Mg . Indeed, a second contribution of Milner [30] was to show that adding the three fair abstraction axioms (cf.
Table 3) yields it possible to transform every unguarded process into a guarded one.
However, closer inspection of Milner’s proof reveals that elimination of unguardedness makes use of the congruence rule
for recursion
C4
z1(x) = z2(x)
μx. z1(x) = μx. z2(x)
Table 2
The classic μ-laws.
μ-Laws
R1
—
μx. z(x) = z(μx. z(x)) R2
y = z(y)
y = μx. z(x) z guarded context
Table 3
Milner’s fair abstraction axioms to eliminate unguardedness.
Fair abstraction
R3
—
μx. (x + z(x)) = μx. z(x) R4
—
μx. (τ.x + z(x)) = μx. τ.z(x)
R5
—
μx. (τ.(x + z1(x)) + z2(x)) = μx. (τ.x + z1(x) + z2(x))
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which is not a Horn rule as pointed out in Section 1. To see that C4 is not strongly sound, consider the instantiation
θ(z1)=df a. ($1 + τ. 0) θ(z2)=df a. τ. 0 + $1 θ(x)=df 0.
Then, the premise of C4 is valid under θ since
θ(z1(x)) = a. (0 + τ. 0)  a. τ. 0 + 0 = θ(z2(x)).
Yet, the conclusion of C4 is false because
θ(μx. z1(x)) ≡ μx. a. (x + τ. 0)  μx. (a. τ. 0 + x) ≡ θ(μx. z2(x)).
Rule C4 is only weakly sound and thus transcends the realm of Horn logic. Using rules like C4 means that we can no longer
identify process variables and logical variables, which effectively blocks Prolog-style SLD resolution. This prevents the stan-
dard assumption that substitutions can be pushed to the leaves of the proof tree. Moreover, reasoning about closed terms
involves open terms, which is proof-theoretically not conservative. Many axiomatisations forμ-expressions in the literature
tacitly employ the congruence ruleC4 as part of ‘standard’ equational reasoning. However, when it comes to drawing the line
between Horn theories and general theories, it is important to make this dependency explicit. For instance, it is interesting
to note that C4 is not actually required for completeness in the guarded fragment. Indeed, the proof of Theorem 3.2 as given
by Milner only needs congruence in the form of rule Cong (cf. Table 1) which is Horn.
Regarding the deficiencies of the classical axiomatisations such asMilner’s, our question of Section 1may now be refined
as follows:
• Is there a complete and pure Horn theory for  in the fragment of guarded processes, i.e., can the side condition of R1
be handled equationally?
• Is the non-Horn congruence rule C4 necessary to eliminate unguardedness?
In the remainder of this paper, we answer the first question to the positive and present results suggesting that the answer to
the second question is negative. In the next section we show that the impure side condition of R2 can indeed be eliminated
without losing completeness in the sense of Theorem 3.2, by a judicious reformulation of Milner’s axioms. Thereafter, in
Section 5, we prove that it is not possible to extend Milner’s axiomatisation without C4 by finite equational axioms such as
R3, R4 or R5, so as to become complete for unguarded processes. We also show that the same is true for Bloom/Ésik’s axiom
system which is reported by Sewell to be a pure Horn theory for strong bisimulation and observational congruence.
4. A pure Horn axiomatisation for extensional processes
The side condition “z guarded context” in Milner’s rule R2 (cf. Table 2) can be eliminated in pure equational Horn logic,
providedwe are prepared to re-interpret equations so that they only relate extensional processes. These processes are defined
using the notion of visibility.
The syntactic relation  of weak visibility is the least relation that satisfies the rules t  t and, if t  r, then t + u  r,
u+ t  r, τ.t  r andμy. t  r{μy. t/y}. Intuitively, t  r states that r occurs weakly unguarded in t. Note that  abstracts
from τ -actions unlike the strong form of in [30,36]. A process term t is called extensional if there is no termμy. u such that
t  μy. u and u  y. Hence, an extensional process term is a process term that cannot engage in an initial divergence, i.e.,
an initial, infinite sequence of τ -transitions. Moreover, every guarded process is extensional, but not vice versa. However,
whenever μx.t is extensional, x is guarded in t.
Example 4.1. The processμx. (a.x + b.x) is extensional and guarded, whereasμx. (a.x + τ.x), τ.μx. (a.x + τ.x) andμx. x
are not extensional and unguarded. The process a.μx. x is extensional and also unguarded.
Extensionality is an appropriate weakening of guardedness which admits a finite equational Horn axiomatisation and
allows us to reconstruct Milner’s original axiomatisation of observational congruence as a pure equational Horn theory.
Specifically, wewill modify all rules ofMg so that they are sound and complete wrt the partial equivalence relation
e, where
p e q iff p  q and p, q extensional.
Note that e is only a partial equivalence relation, i.e., it is transitive and symmetric but not necessarily reflexive. The
reflexivity p e p only holds if p is extensional. The resultingmodified systemM∗g is pure Horn and such that p is extensional
iff M∗g  p = p. In particular, μx. t is extensional iff M∗g  μx. t = μx. t. Since extensionality of μx. t implies that x is
guarded in t, we can replace the side condition of R2 by the equation μx. t = μx. t.
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Table 4
Purified equality rules for extensional processes.
Equality
Refl1
–
0 = 0 Refl2
–
a.x = a.x Refl3
z(μx. z(x)) = z(μx. z(x))
μx. z(x) = μx. z(x) Sym
x = y
y = x
Tran
x = y y = z
x = z C1
x = y
α.x = α.y C2
x1 = y1 x2 = y2
x1 + x2 = y1 + y2
Table 5
Purified sum and τ -theory for extensional processes.
Sums
S1∗ x2 + x1 = y
x1 + x2 = y S2
∗ x1 + (x2 + x3) = y
(x1 + x2) + x3 = y S3
∗ x = y
x + x = y S4
∗ x = y
x + 0 = y
τ -Laws
T1∗ α.x = y
α.τ.x = y T2
∗ τ.x = y
x + τ.x = y T3
∗ α.(x1 + τ.x2) = y
α.x2 + α.(x1 + τ.x2) = y
The new equality rules are given in Table 4. Symmetry Sym and transitivityTran fromM0 are sound for
e and thus can be
taken over directly. The reflexivity rule Refl ofMg , however, is too generous. It derives, e.g.,  μx. x = μx. x, yet μx. x is not
extensional. Clearly, reflexivitymust be refined so that it captures extensionality. This is done using the three rulesRefl1,Refl2
and Refl3. Similarly, the congruence rule Cong of Mg is unsound for 
e. For example, if we instantiate θ(x1) = θ(x2)=df 0
and θ(z)=df μx.(x + $1) in Cong, we could derive  μx.(x + 0) = μx.(x + 0) from  0 = 0 (obtained by Refl1), although
μx.(x+ 0) is not extensional. Obviously, for soundness wemustmake sure that congruence can be used only for extensional
contexts. This is achieved by restricting congruence to prefix and sum contexts with rules C1 and C2. Both are easily seen to
be sound for e.
Example 4.2. Let p=df μx.(a.x+μy.(b.y+ 0))which is extensional. We show how to derive p ↓, where p ↓ abbreviates
reflexivity p = p. To this end let q=df μy.(b.y + 0), i.e., p ≡ μx.(a.x + q). First, use Refl1 to get  0 ↓ and Refl2 to get b.q ↓. From this, C2 obtains  b.q + 0 ↓ to which we can apply Refl3 yielding  q ↓. Finally, another application of Refl2
gives us  a.p ↓ so that C2 derives  a.p + q ↓. This yields  p ↓ by Refl3.
The standard axioms of commutativity, associativity, idempotence and neutrality, as well as Milner’s τ -laws may be
rephrased as seen in Table 5, so that they become sound for extensional processes. The key observation here is that all
axioms S1–S4 and T1–T3 are equalities E = F which preserve extensionality weakly, in the sense that if one of E or F is
extensional then the other is extensional, too. The simplest way to make these axioms sound for e is to rewrite each of
these equational axioms R into a rule R∗ as follows:
R
–
E = F → R
∗ F = y
E = y .
Example 4.3. For instance, the original commutativity axiom S1 would generate the equality p + q = q + p for the
non-extensional process p=df μx.x and q=df 0. This is prevented by rule S1∗ which requires us to prove the reflexivity q + p = q + p before we can derive the commutation  p + q = q + p. But the former reflexivity means that q + p is
extensional and thus p + q is extensional, too.
The new rules of Tables 4 and 5 constitute a weak extension of the standard equational theoryM0 for finite processes by
recursion. It is equivalent toM0 onμ-free processes but weaker on recursion since it proves p = p for extensional processes
only, as shown in Proposition 4.4 below. The crucial advantage of this, however, is that we can turn the guardedness side-
condition in the μ-laws ofMg into a proper equation.
Our newμ-laws R1∗ and R2∗ are given in Table 6. Rule R1∗ is derived from R1 as mentioned above. It describes thatμx. t
is a solution of the fixed point equation x = t. But instead of generating arbitrary recursion unfoldings μx. t = t{μx. t/x},
our formulation uses the conditional form to restrict the unfolding to the cases whereμx. t is extensional. Rule R2∗ mimics
R2 and states that extensional equations have unique recursive solutions. More precisely, if p = t{p/x} and if the fixed point
μx. t is provably identical to some process q, then p and q are identical. Hence, if μx. t is extensional, then all solutions of
the equation x = t are equal to μx. t. The second premise μx. z(x) = y of R2∗ takes the place of the non-equational side
condition “z guarded context” in Milner’s R2, since μx. z(x) = y can only be derived if z is a guarded context.
LetM∗g be the system of rules of Tables 4–6. Observe thatM∗g is a finite and pure equational Horn theory in rank-1.
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Table 6
Purified μ-theory for extensional processes.
μ-Laws
R1∗ μx. z(x) = y
z(μx. z(x)) = y R2
∗ x = z(x) μx. z(x) = y
x = y
Proposition 4.4. A process p is extensional iffM∗g  p = p.
Proof. For notational convenience let us abbreviate an equation t = t as t ↓ in what follows. The proof tacitly uses the fact
that extensionality can be decided by the following procedure:
• α.t is extensional iff α = τ or t is extensional.
• t1 + t2 is extensional iff both t1 and t2 are extensional.• μx. t is extensional iff t is extensional and x occurs only guarded in t.
Furthermore, t{μx. u/x} is extensional iff t is extensional, and x is guarded in t or μx. u is extensional.
(⇒) We must show that, for every extensional process p, the systemM∗g derives the equation p = p. We prove a slightly
more general statement: Let t be an extensional process term with at most x as free variable and x guarded in t. We show
by induction on the structure of t that M∗g  t{μx. u/x} ↓ for any term u. From the special case t ≡ p, where x is trivially
guarded, it follows that M∗g  p ↓ whenever process p is extensional. We will leave the reference to M∗g implicit in the
following.
Let t be extensional and x guarded in t. We make a case analysis on the structure of t. Observe that t cannot be variable
x since x is assumed to be guarded. Also, by assumption, t cannot be any other variable. Thus, we only need to consider the
cases of nil, prefix, sum and recursion:
• If t≡0, we prove t ↓ by way of rule Refl1.
• Suppose t≡a.t′. Then, we use rule Refl2 to derive a.t′{μx. u/x} ↓ as desired.
• If t ≡ τ.t′, then x must be guarded in t′ which must be extensional. By induction hypothesis, there is a derivation of
t′{μx. u/x} ↓. Using rule C1 yields τ.t′{μx. u/x} ↓.
• If t ≡ t1 + t2, then x is guarded in t1 and t2, which are both extensional. By induction hypothesis, there are derivations
for t1{μx. u/x} ↓ and t2{μx. u/x} ↓. From these we obtain t1{μx. u/x} + t2{μx. u/x} ↓ by rule C2.• Finally, consider the case t ≡ μy. t′. We must show that (μy. t′){μx. u/x} ↓ is derivable, where we may assume that y
is not free in u and x ≡ y. Since t is extensional, y is guarded in t′ and t′ is extensional. This implies that the recursive
unfolding t′{μy. t′/y} is extensional. Also, the assumption that x is guarded in t means that it is guarded in t′ and thus
also in t′{μy. t′/y}. The induction hypothesis now yields a derivation of t′{μy. t′/y}{μx. u/x} ↓. Since
t′{μy. t′/y}{μx. u/x} ≡ t′{μx. u/x}{μy. t′{μx. u/x}/y},
a suitable instantiation of rule Refl3 obtains a derivation of μy. t′{μx. u/x} ↓, as desired.
(⇐) Again, we prove a slightly more general statement. For all terms t, u and processes q, if  t{μx. u/x} = q or
 q = t{μx. u/x}, then t{μx. u/x} is extensional. This is the same as proving that t is extensional, and x guarded in t orμx. u
extensional. Also note that this induction invariant implies, in particular, that if  p = q then both p and q are extensional.
Suppose that one of (i)  t{μx. u/x} = q or (ii)  q = t{μx. u/x} is true. We show by induction on the structure of
these derivations that t is extensional and that, in addition, x is guarded in t or μx. u is extensional. We consider the last
rule that was used to derive (i) or (ii), respectively. Obviously, the induction hypothesis yields the result trivially for (i) and
for all rules in which the left-hand term in the conclusion equation also appears as the left-hand term or right-hand term in
one of the premises. This is the case in rules Sym, Tran and R2∗. Regarding (ii), the conclusion is trivially obtained from the
induction hypothesis in case of rules Sym, Tran, S1∗–S4∗, T1∗–T3∗, R1∗ and R2∗. We verify all remaining cases by individual
arguments as follows:
• If any of the cases (i) and (ii) is obtained by rule Refl1, then t{μx. u/x} ≡ 0 and thus q ≡ 0 and t ≡ 0. Hence, t is
extensional and x guarded in t.
• If (i) or (ii) are because of rule Refl2, then t{μx. u/x} ≡ a.p′ where t ≡ a.t′ and t′{μx. u/x} ≡ p′. Obviously, t is
extensional and x guarded in t.
• Suppose that derivation (i) has C1 as its last rule. Then, t{μx. u/x} ≡ α.p′, and  α.p′ = q is obtained from a strictly
smaller derivation  p′ = q′ such that q ≡ α.q′. In this case t ≡ α. t′ and p′ ≡ t′{μx. u/x}. By induction hypothesis, t′
is extensional and, if x is unguarded in t′, then μx. u is extensional. But then t is extensional, too, and if x is unguarded
in t, it must be unguarded in t′, so thatμx. u is extensional, as desired. By symmetry, the same argument applies in case
(ii) when  q = t{μx. u/x} is derived using C1.
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• Consider that derivation (i) ends in rule C2. Then, t{μx. u/x} ≡ p1 + p2 and  p1 + p2 = q is obtained by two strictly
smaller derivations  p1 = q1 and  p2 = q2 such that q ≡ q1 + q2. Substitution distributes with the summation
operator, i.e., t ≡ t1 + t2 such that p1 ≡ t1{μx. u/x} and p2 ≡ t2{μx. u/x}. The induction hypothesis implies that t1
and t2 and thus t are extensional. Further, if x is unguarded in t, it must be unguarded in one of t1 or t2, whence μx. u
is extensional by induction hypothesis. This was to be shown. Again, case (ii) when  q = t{μx. u/x} is obtained by C2,
since the last rule is treated symmetrically.
• Suppose either derivation (i) or (ii) arises by instantiating rule Refl3. Then, t{μx. u/x} ≡ μy. v for some process variable
y and process term v, and the derivation (i) or (ii), which is  μy. v ↓, arises from a smaller derivation  v{μy. v/y} ↓.
The induction hypothesis implies that v is extensional and further that μy. v is extensional if y is unguarded in v. Since
μy. v cannot be extensional without y being guarded, we must have that y is guarded in v. Consequently,μy. v and thus
t{μx. u/x} are extensional, as desired.
• Consider that (i)  t{μx. u/x} = q arises by rule S1∗ which means t{μx. u/x} ≡ t1{μx. u/x} + t2{μx. u/x}. Then, there
must be a smaller derivation (t2 + t1){μx. u/x} = q, which implies that (t2 + t1){μx. u/x} is extensional by induction
hypothesis. It is easy to see that this also implies that t{μx. u/x} is extensional. As pointed out above, case (ii) derived
by rule S1∗, and all the remaining rules, does not need to be considered. From now on we only deal with case (i).
• Next, suppose  t{μx. u/x} = q arises from rule S2∗, i.e., t ≡ (t1 + t2) + t3. Applying the induction hypothesis yields
that (t1 + (t2 + t3)){μx. u/x} is extensional. It follows that t{μx. u/x}must be extensional.• If  t{μx. u/x} = q by rule S3∗, then t ≡ t′ + t′ and this must be from a derivation of the equation t′{μx. u/x} = q.
Now we apply the induction hypothesis to conclude that t′{μx. u/x} is extensional, which means that t{μx. u/x} ≡
t′{μx. u/x} + t′{μx. u/x} is extensional, too.
• If  t{μx. u/x} = q by rule S4∗, then t ≡ t1 + 0 and the premise is a smaller derivation  t1{μx. u/x} = q. From
here, the induction hypothesis obtains that t1{μx. u/x} is extensional, from which we conclude without difficulty that
t{μx. u/x}must be extensional.
• The next rule to look at is T1∗. Here, for case (i), we would have t ≡ α.τ.t′. The induction hypothesis is applied to a
derivation of (α.t′){μx. u/x} = q, implying that α.t′ is extensional by induction hypothesis. This, however, means that t
is extensional, too. Moreover, suppose that x is unguarded in t. Then, α ≡ τ , whence x is unguarded in α.t′. By induction
hypothesis, then, μx. u is extensional.
• Rules T2∗ and T3∗ are handled by observing that whenever (τ.t′){μx. u/x} or (α.(t1 + τ.t2)){μx. u/x} are extensional,
then so are (t′ + τ.t′){μx. u/x} and (α.t2 + α.(t1 + τ.t2)){μx. u/x}, respectively.• Suppose that t{μx. u/x} = q has been derived by instantiating rule R1∗. Hence, there exists a term t′ such that
t{μx. u/x} ≡ t′{μx. t′/x} and also  μx. t′ = q. By induction hypothesis, μx. t′ is extensional. Thus, t′ is extensional
and x is guarded in t′, which finally implies that t′{μx. t′/x} is extensional, as desired. 
It is important to note that the statement of Proposition 4.4 is sensitive to the choice of axioms. Adding axioms to M∗g
may yield provable reflexivities for non-extensional processes, while removing axioms may mean that some extensional
processes are not verifiably reflexive any longer.
Example 4.5. Adding Milner’s fair abstraction axioms (cf. Table 3) renders M∗g unsound. For example, we could use R3 to
get  μx.(x + 0) = μx.0 by instantiating θ(z)=df 0. Since we can also derive  a.0 = a.0 + 0, rule R2∗ would yield a.0 = μx.0 for instantiation θ ′(z)=df $1 + 0 and θ ′(x)=df a.0. But  a.0 = μx.0 is unsound. For completeness, let us
see how  a.0 = a.0 + 0 is proven: first use Refl2 for  a.0 = a.0; from this S4∗ obtains  a.0 + 0 = a.0 and finally Sym
establishes the desired result.
Theorem 4.6. M∗g is sound with respect to  for all processes, and it is complete for guarded processes.
Proof. The proof is a replay of Milner’s proof in [30], exploiting the invariant thatM∗g  p = q iffMg  p = q and both p,q
are extensional.
Soundness has been argued for above. Specifically, one observes that the side condition of Milner’s rule R2 is captured
by the equation μx. z(x) = y in R2∗. For ifM∗g  μx. t = p, then by symmetry and transitivity,M∗g  μx. t = μx. t, which
means that μx. t is extensional by Proposition 4.4 and thus x is guarded in t.
For completeness one observes that, by Proposition 4.4 and since guardedness implies extensionality, M∗g  p = p is
derivable for every guarded process, and also that all rules of Milner can be simulated by the associated rule inM∗g . 
Theorem 4.6 is an improvement over Theorem 3.2, not because it covers a larger fragment of processes but because it
removes the impurity in the proof system. It implies that the deductive mechanism of equational (second-order, rank-1)
Horn logic is sufficient to axiomatise recursion in the fragment of guarded μBCCSP2 processes. Our result shows that the
guardedness side condition can be captured equationally in the form of extensionality. Thus, Milner’s rank-1 axiomatisation
– counter to common belief – is essentially pure Horn. Note that neitherMg norM
∗
g are complete for unguarded processes.
As pointed out before, the restriction of completeness to guarded processes does not affect expressiveness. Many process
algebras (see, e.g., [7]) and tools are based on guarded recursive specifications, and it is well known that every unguarded
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Fig. 1. Two equivalent ways of presenting an initial choice of actions a0, a1 and a2.
process is provably equivalent to a guarded one. As shown in [30], unguardedness can be eliminated. However, as we shall
see next, this latter property seems to depend crucially on the presence of non-Horn rule C4which is implicit in [30].
5. Can Horn eliminate unguardedness?
We now show that for unguarded processes, neither Milner’s axiomatisation [30] nor Bloom and Ésik’s axiomatisation
(see Sewell [35]) are complete when leaving out the only non-Horn rule C4. Moreover, both cannot be made complete by
adding a finite number of rank-1 equational axioms. We first establish our incompleteness result by considering equational
axioms, and then lift it to include the standard recursion rules employed by Milner and Bloom/Ésik.
Our plan is to show that certain sound equations cannot be derived from any finite and sound equational axiomatisation
of . More specifically, we apply the standard proof-theoretic diagonalisation strategy for proving non-axiomatisability:
1. Find an infinite family of intensional equivalences n which are strictly finer than . Typically, n would compare
some purely syntactic aspects parameterised in n.
2. Show that every Horn rule that is sound formust necessarily also be sound forn, for large enough n. For equational
axioms E = F , this specifically means that there exists a bound m with ∀n > m. ∀θ. θ(E)  θ(F) ⇒ ∀θ. θ(E) n
θ(F).
3. Find an infinite family of processes pn, qn so that, for all n, pn  qn but pn n qn.
4. Let A be a finite theory sound for . Then, there is a single bound m such that all rules of A are sound for m+1
according to (2). No matter how large m is, there are processes pm+1, qm+1 by (3) such that pm+1  qm+1 but
pm+1 m+1 qm+1. But then we cannot have A  pm+1 = qm+1 for otherwise, by intensional soundness (2), we
would have pm+1 m+1 qm+1, contradicting the assumption.
Because of the previous section, it is obvious that the processes pn and qn will have to involve non-extensional processes.
In fact, we will define these gadgets so that pn contains a τ -loop of size n of a certain shape, called an n-noose, and qn is
the equivalent process without this τ -loop. The intensional equivalence p n q then is the statement that p  q and either
both p and q have an n-noose or none of them has. This obtains (3) in our case, which is the easy bit. The hard bit is to
find a suitable notion of n-noose that is sufficiently robust and syntactically bulky to force intensional soundness (2). Our
n-nooses described below (cf. Section 5.1) will do the trick for arbitrary rank-1 (and somewhat more) equational axioms (cf.
Section 5.2) and two specific Horn rules, Milner’s R2 (cf. Section 5.3) and Bloom/Ésik’s GA-implication (cf. Section 5.4).
5.1. Pearls, shells and nooses
Our gadgets involve choices between pairwise distinct actions ai, for 0 ≤ i ≤ n − 1, where n ∈ N. Such a choice can be
written in a straightforward way, say as the process qn =df τ.∑n−1i=0 ai.0, or expressed in a more complex manner through a
recursive maze of τ -transitions, each of which postpones the choice without preempting any of the actions ai. An example
for n = 3 is seen in Fig. 1. The process q3 =df τ.(a0.0 + a1.0 + a2.0) offers an initial choice of observable actions a0, a1, a2
that is delayed by a single unobservable τ , while the process p3 =df μx0. (a0.0 + τ. μx1.(a1.0 + τ.(a2. 0 + τ.x1 + τ.x0)))
does the same by wrapping up the observable actions inside two nested τ -loops. Obviously, p3  q3.
Suppose we are trying to generate p3 through matching with a process scheme G, i.e., to find an instantiation θ such
that p3 ≡ θ(G). Each such choice of F and θ decomposes p3 into fragments that are instantiated through θ and other parts
that come from scheme G. In particular, consider the two inner nodes in the syntax graph of p3 (cf. Fig. 1) from which
the transition arrows a1 and a2, respectively, emanate. These nodes correspond to the sub-expressions t
1
3 =df μx1.(a1.0 +
τ.(a2. 0 + τ.x1 + τ.x0)) and t23 =df a2. 0 + τ.x1 + τ.x0. Note that t23 has two free variables, x0 and x1, corresponding to
the fact that t23 is part of two τ -loops. This means that if we wanted to separate t
2
3 from t
1
3 in a syntactic decomposition
p3 = θ(G) so that t23 is introduced by θ and t13 is part of G, then scheme G must contain at least one schematic variable of
rank-2 or higher in order to break away the introduction of the two recursion variablesμx0 · · ·μx1 · · · which are to remain
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Fig. 2. The two inner nodes are inseparable under rank-1 unification.
in G, from the use of these variables in node t23 which is to be instantiated by θ . To put it the other way round: if we restrict
scheme G to have at most rank-1, then we can assume that nodes t13 and t
2
3 , and thus the inner τ -loop, are inseparable:
either they are both in G or arise both from θ . This is indicated in Fig. 2 on the left. The inner loop, which is abbreviated as
E32 =df μx1.($1+ τ.($2+ τ.x1 + $3)), behaves atomically under rank-1matching. However, if this context E32 is never broken
apart in the (rank-1) handling of process p3 ≡ μx0. (a0.0 + τ. E32[a1.0, a2.0, τ.x0]), then we might just as well replace the
context E32 by a rank-3 variable z as shown by the process scheme S3 in the right of Fig. 2. Assuming that E
3
2 is preserved
wholesale in all manipulations of p3 is the same as saying that all syntactic manipulations p3 → p′3 → p′′3 → · · · can
be factorised into transformations S3 → S′3 → S′′3 → · · · and a fixed instantiation ξ3(z) = E32 such that p3 ≡ ξ3(S3),
p′3 ≡ ξ3(S′3) and p′′3 ≡ ξ3(S′′′3 ), etc. The presence of structures like S3 will be our syntactic invariant to achieve intensional
soundness. We will call p3 a 3-noose and S3 a 3-shell. From the generalisation to arbitrary pn and Sn, we will obtain our
intensional equivalence n.
Our terms pn are constructed from the following family E
n
k of context expressions, indexed by k ≥ 0 and n ≥ max(k, 1):
E10 =df $1
E
i+2
0 =df $1 + Ei+10 [$2, . . . , $(i+2)]
E
i+1
j+1 =df μxi−j.
(
$1 + τ. Ei+1j [$2, $3, . . . , $(i+1), xi−j]
)
,
where x0, x1, . . . , xn are pairwise distinct process variables. Each E
n
k is closed and of rank-n with k bound variables xn−k,
xn−k+1, . . . , xn−1. For example,
E33 ≡ μx0.
(
$1 + τ. E32[$2, $3, x0]
)
≡ μx0.
(
$1 + τ. μx1.
(
$2 + τ. E31[$3, x0, x1]
))
≡ μx0.
(
$1 + τ. μx1.
(
$2 + τ. μx2.
(
$3 + τ. E30[x0, x1, x2]
)))
≡ μx0. ($1 + τ. μx1. ($2 + τ. μx2. ($3 + τ. (x0 + (x1 + x2))))) .
Note that this definition of Enk deviates slightly from the structure of what we have called E
3
2 above and represented in
Figs. 1 and 2. The generalisation here is technically more convenient but cannot be depicted as easily.
Consider the sequence a˜=df a0.0, a1.0, . . . , an−1.0 for which Enn[a˜]  qn. However, as we will see, no finite (rank-1)
axiomatisation can derive Enn[a˜] = qn for every n. The reason is that the syntactic structure of the Enk is judiciously chosen
in such a way that they behave atomically under second-order syntactic matching. More specifically, in every solution of
an equation w(y˜) = Enk [z˜] for a rank-m variable w and process variables y˜ = y1, y2, . . . , ym and z˜ = z0, z1, . . . , zn−1, the
context Enk must either be contained wholesale in w or in some yi, rather than be split across w and y˜. This is made precise
by the following proposition (for its proof see [27]):
Proposition 5.1. Let θ be a free instantiation such that θ(w)[θ(y˜)] ≡ Enk [U˜] for rank-m variable w, process variables y˜ =
y1, y2, . . . , ym and schemes U˜ = U0,U1, . . . ,Un−1. Then, either there exists i with θ(yi) ≡ Enk [U˜], or rank m contexts V˜ =
V0, V1, . . . , Vn−1 such that θ(w) ≡ Enk [V˜] and Vi[θ(y˜)] ≡ Ui, for 0 ≤ i ≤ n − 1.
Example 5.2. Let us consider how the expression E32[a1.0, a2.0, x0] may be matched against the pattern w(y˜) with some
instantiation θ , i.e.,
θ(w)[θ(y˜)] ≡ μx1. (a1.0 + τ. μx2.(a2.0 + τ. (x0 + (x1 + x2)))) .
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Recall E32[a1.0, a2.0, x0]  E33[a˜], and further assume that θ is free for E33[a˜], i.e., θ(w) must not have variable x0 free.
This means that E32[a1.0, a2.0, x0] cannot be generated from a rank-0 pattern w. In rank-1, there is exactly one non-trivial
solution to match the patternw(y), namely θ(w)=df E32[a1.0, a2.0, $1] and θ(y)=df x0. Here, ‘non-trivial’ means that θ(w)
uses at least one call-back but is not identical to it. There are more possibilities for the rank-2 pattern w(y1, y2). One
of these is θ(w)=df E32[a1.0, $1, $2], θ(y1)=df a2.0 and θ(y2)=df x0. Another one is θ(w)=dfE32[a1.$2, a2. $2, $1], θ(y1)
=df x0 and θ(y2)=df 0. The picture is similar for rank-3 pattern w(y1, y2, y3), in the sense that the context E32 is never
broken and the call-back arguments θ(yj) generate sub-expressions of ai. 0, with the only constraint that one of θ(yi) must
be identical to x0. Now take a look at E
3
1[a2.0, x0, x1]  E33[a˜]. This time, if θ is to be free for E33[a˜] again, there is no
way in which E31[a2.0, x0, x1] can match the rank-1 pattern w(y). Both variables x0 and x1 would have to be introduced
by the call-back θ(y), which is not possible. Moreover, in rank-2 against pattern w(y1, y2), we can find a match by setting
θ(w)=df μx2. (a2.0 + τ. ($1 + ($2 + x2)))), θ(y1)=df x0 and θ(y2) = x1.
The importance of Proposition 5.1 is that, if we restrict a scheme G to have variables of at most rank m, then in any
matching θ(G) ≡ Enn[U˜] all contexts Enk for n − k > m must either be fully contained in G or fully instantiated via θ from
variables in G. In other words, under rank restriction, the Enk behave atomically with respect to second-order matching. In
this paper we shall explore this feature of the indecomposable expressions Enn−1 to prove non-axiomatisability when using
only rank-1 schemes. We believe that the families of expressions Enn−m can be adapted for obtaining non-axiomatisability
with respect to maximal rankm, but leave this question open.
Example5.3. IfwematchE33[a˜]against a schemeG tofindan instantiationθ (free forG) so thatθ(G) ≡ E33[a˜], then,depending
on G, either the context E33 is fully contained in G, or some context E
3
k , for 0 ≤ k ≤ 3, is fully introduced by θ . An example of
the first kindwould beG=df E33[y0, a1. y1, a2. y1], θ(y0)=df a0.0 and θ(y1)=df 0. Because ofwhat has beendiscussed above,
if E3k , for k = 1, 2, 3, is to be introduced by θ , we need a variable of rank at least 3−k. For instance,G=df y and θ(y)=df E33[a˜]
would introduce E33 wholesale using a rank-0 variable. Further, G=df μx0. (a0.0+ τ.w(x0)) and θ(w)=df E32[a1.0, a2.0, $1],
wherew has rank-1, orG=df μx0. (a0.0+τ. μx1.w(x1, x0))with θ(w)=df a1.0+τ. E31[a2.0, $2, $1] for rank-2, are solutions
introducing E32 and E
3
1, respectively, through θ .
To obtain our negative results we must generalise the processes Enn[a˜]  qn so that they become robust against attempts
to transform them under equational reasoning for. This means that we need to express their essential structural property
in slightly more abstract terms. To this end, let Z be a set of variables of rank-n and ξ Zn the instantiation with domain Z
satisfying ξ Zn (z) = Enn−1, where n = rank(z). An expression P is called Z-pure if P is of rank-0, i.e., a process scheme, and if it
does not contain any variables other than those in Z. An action ai is said to be i-guarded in P if each occurrence of ai appears
in the i-th argument Si of some sub-expression z(S1, S2, . . . , Sn)  P.
Definition 5.4. An expression P is called an n-pearl in shell variables Z if
(P1) P is Z-pure (and all z ∈ Z have rank-n).
(P2) In every sub-expression z(S1, S2, . . . , Sn−1,U)  P, for z ∈ Z, U has a free process variable, and all Si are process
constants such that Si ≈ ai.0.
(P3) There is at least one occurrence of some z ∈ Z in P, and each action prefix ai in P, for i ≥ 1, is i-guarded.
An expression S is an n-shell if P  S, for some n-pearl P, and ξ Zn (S)  qn. A process p is an n-noose if there exists an n-shell S
such that p ≡ ξ zn(S).
Fig. 3 depicts an example of a 3-pearl S′3 in shell variables Z = {z} which is a special case of a 3-shell. Since the size
information n can be derived from the shell variables Z wewill simply talk about pearls and shells in Z. Note that ξ Zn (S)  qn
implies that shells S can only contain observable actions ai for i < n, and can at most have free variables in Z.
5.2. Nooses are equationally hard
By definition, every n-noose p satisfies p  qn. The converse does not hold. Since nooses mix semantic and syntactic
properties, they are in general not preserved by observational congruence. For instance, E22[a0.0, a1.0] is a 2-noose with
shell (and pearl) S ≡ μx0. (a0.0 + τ. z1(a1.0, x0)) and shell variables Z =df{z1}, while q2 ≡ τ. (a0.0 + a1.0) which is
observationally congruent to E22[a0.0, a1.0] is not a noose. In general, every Enn[a˜]  qn is an n-noose but qn is not. Our
incompleteness result is based on the observation that, although Enn[a˜] may be transformed under equational reasoning,
the property of being an n-noose is hard to break up. Once infected by n-nooses for large n, equational transformations in
rank-restricted Horn theories cannot get rid of them. The reason for this is that such proofs always factorise through shells
that must be preserved by observational congruence. This is the content of the following two key propositions:
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Fig. 3. Example of a 3-shell/3-pearl in shell variable z.
Proposition 5.5. Let E and F be two schemes such that θ(E)  θ(F) for all instantiations θ . Then, E is an n-shell iff F is an
n-shell.
Proposition 5.6. Let E be a scheme of maximal recursion depth rd in which all free variables have maximal rank rk. Suppose
rd < 2 and rk < n − 2, or rd < n − 1 and rk < 2. Then, every instantiation θ such that θ(E) is an n-noose can be factorised as
θ = ξ Zn ◦ θ ′ for some instantiation θ ′ and rank-n variables Z in such a way that θ ′(E) is a shell in shell variables Z.
The proofs of Propositions 5.5 and 5.6, which can be found in [27], are non-trivial and involve various auxiliary results
about the properties of pearls under semantic equivalence transformations and decomposition by second-order unification.
However, once Propositions 5.5 and 5.6 are established, non-axiomatisability is easily argued along the lines given on
page 644 at the beginning of this section. First, we define the intensional equivalence p n q by the condition that p  q
and that either both p and q have an n-noose or none of them has. Second, one observes that any rank-restricted equational
axiomatisation that is sound for  must also be sound in the intensional sense for large enough n:
Theorem 5.7. Let A be a finite second-order equational axiomatisation of maximal variable rank-1 which is sound for . Then,
there exists a natural number m such that for all n ≥ m, A  p = q implies p n q.
Proof. Choose m to be larger than the maximal nesting depth of recursions (or the maximal number of free variables)
occurring in sub-expressions of any equation of A. Since n is an equivalence, the rules of reflexivity, transitivity and
symmetry are sound for n. Hence, the statement of Theorem 5.7 follows directly by induction on the length of derivations
A  p = q if we can show that all equational axioms are sound forn. To this end, suppose E = F is an axiom ofA and p ≡
θ(E) andq ≡ θ(F) for some instantiationθ . Ifp is ann-noose, then, byProposition5.6 andn ≥ m, there exists an instantiation
θ ′ such that θ ′(E) is an n-shell and θ = ξn ◦ θ ′. Since E = F is sound for, the expression θ ′(F) is observationally congruent
to the n-shell θ ′(E). This implies θ ′(F) is an n-shell by Proposition 5.5, whence θ(F) ≡ ξn(θ ′(F)) ≡ q is an n-noose. This
proves p n q. 
Finally, take the family of processes pn =df Enn[a˜]. Then, for any natural number n, we have pn  qn. Since pn is an n-noose
but qn is not, by Theorem 5.7, the sound equation pn = qn, for large enough n, is not derivable in any finite rank-1 equational
axiom system. In other words, any finite system of second-order equational axioms of maximal variable rank-1 cannot be
both sound and complete for. This corollary to Theorem5.7 is in itself not surprising since it is already known, e.g., from the
work of Sewell [36], that pure equational logic is insufficient to axiomatise (strong) bisimulation on μ-expressions finitely.
However, it is an open problemwhether can be finitely axiomatised in themore powerful setting of equational Horn logic.
As we have seen in Section 4, this is indeed possible for the guarded fragment.
In the following we use Theorem 5.7 to derive two negative results, showing that the two well-known Horn-rules con-
sidered in [30] and [10] are incomplete. This is because these rules maintain the intensional equivalence n.
5.3. Milner’s rule R2
Consider Milner’s only rule, the folding rule R2 of rank-1, whose soundness depends on a guardedness side condition:
R2
y = z(y)
y = μx. z(x) z guarded
Theorem 5.8. There is no finite rank-1 equational extension of Milner’s R2 rule, which is sound and complete for on unguarded
processes.
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Fig. 4. GA-implication.
Theupshot of Theorem5.8 is that the congruence ruleC4ofMilner’s original proof system,which is not aHorn rule, cannot
be replaced by any number of rank-1 equational axioms without losing completeness on unguarded processes. However, as
we have seen in Section 4, there is a pure and complete Horn theory for the guarded fragment.
Proof. Wemay assume that any application of R2 instantiates schematic variable z with a non-trivial guarded context, i.e.,
in which its argument is called behind observable actions. For any instantiation of R2 in which θ(z) does not invoke its
argument (i.e., does not use call-back $1) we have θ(z)[p] ≡ θ(z), for any p. One can thus derive μx. θ(z)[x] = θ(z) via
the unfolding rule R1, and from there obtain the conclusion θ(y) = μx. θ(z)[x] via standard equational reasoning from the
premise θ(y) = θ(z)[θ(y)]. In other words, R2 becomes redundant for trivial instantiations. Assuming θ(z) contains $1we
show that R2 can never produce in its conclusion a term that is an n-noose, for any n ≥ 1.
SupposeR2 is usedwith instantiation θ such that θ(y) is an n-noose. By soundness, wewould haveμx. θ(z)[x]  θ(y) 
θ(z)[θ(y)]. However, this cannot be true. The argument θ(y) of θ(z) is guarded by an observable action, say b, so that the
right-hand side θ(z)[θ(y)] has all noose actions ai of the argument θ(y) accessible behind b. However, the process θ(y) on
the left-hand side, being an n-noose and thus observationally congruent to qn, does not perform two actions in sequence.
Thus, R2 is never applicable when y is instantiated with a process that is an n-noose.
Now suppose that R2 is instantiated so that θ(μx. z(x)) ≡ μx. θ(z)[x] is an n-noose. Since θ(z) must have a guarded
call-back, this recursion would be able to perform an infinite sequence of actions, which is not possible for nooses. Hence,
R2 is sound for n, from which Theorem 5.7 yields Theorem 5.8. 
5.4. Bloom/Ésik’s “GA-Implication” rule
The equational theory of iteration has been studied intensively by Bloom and Ésik, both universally and for special cases
such as processes modulo trace equivalence, simulation-preorder and bisimulation equivalence. In [11], a range of algebraic
axioms and rules are presented for so-called iteration theories. These are phrased in the syntax of †-expressions which
can be understood as categorical (variable-free) process combinators. These †-expressions generalise traditional Kleene ∗-
expressions to represent arbitrary (finite) branching structures. Therefore, †-expressions are adequate for bisimulation-style
process semantics and equally expressive as μ-expressions. Specifically, [11] presents a pure Horn theory for †-expressions
based on a finite number of equational axioms and a single rule scheme called GA-implication. In his thesis [35], Sewell
translates this system into the language of μ-expressions and reports results from Bloom and Ésik which show that the
system is sound and complete for strong bisimulation. The translation of GA-implication yields the pure Horn rule
GA
μx.w1(x, x) = μx.w2(x, x)
μx.w1(x, x) = μx.w2(x, μy.w1(x, y))
in two rank-2 variables w1 and w2. The rule is visualised in Fig. 4. Further, [35] conjectures that Bloom and Ésik’s theory,
together with the usual τ -laws [30], is also complete for. Note that GA like Milner’s R2 rule introduces one extra recursion
binder into the right-hand side of an equation.
Thus, on the face of it, GA seems to be a way of removing the impurity from Milner’s R2. However, Sewell’s system still
includes the infinitary congruence rule C4 forμ-expressions. Hence, Sewell’s rule system is pure but it is not a Horn theory.
Indeed, the following result suggests thatGA cannot be used to eliminate unguardedness onμ-expressions. Again, the reason
is that it preserves large nooses.
Proposition 5.9. If Bloom/Ésik’s rule GA is sound for , then it is also sound for n, for all n ≥ 5.
By Theorem 5.7, every sound, finite, rank-1 equational axiom system is sound for n, for some large enough n. Since,
by Proposition 5.9, rule GA still preserves n, no finite sound equational extension of GA in rank-1 can derive the equality
Enn[a˜] = qn which is not sound under n. Thus, the following theorem holds:
Theorem 5.10. There is no finite rank-1 equational extension of Bloom/Ésik’s rule GA, which is sound and complete for  on
unguarded processes.
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6. Concluding discussion and open problems
This paper studied the logical basis for equational reasoning about observational congruence on μ-expressions. Pure
equational logic is too inexpressive for bisimulation semantics onμ-expressions, while second-order equational Horn logic
with its generic rule schemes seems powerful enough to admit finite axiomatisations. Indeed, it is well known that finite
axiomatisations for this purpose must employ (second-order) rule schemes [36]. However, this does not mean that those
axiomatisations are necessarily pure Horn systems. Specifically, as pointed out here, the congruence rule C4 for the μ-
binder is beyond Horn logic. C4 is mostly implicit and taken for granted; however, it breaks the purity of Horn logic and the
straightforward applicability of Prolog-style resolution techniques. In particular, it makes the convenient identification of
object-level process variables and meta-level schematic variables (“shallow embedding”) impossible. From the traditional
point of view, perhaps, the formal complications due to C4 may be considered minimal. Still, the question must be asked
whether bisimulation-style equivalences onμ-expressions can in fact be axiomatised in pure Horn logic and thus enjoy the
pleasant model-theoretic and proof-theoretic properties of this rather natural logic setting.
Weundertook some important steps towards answering this question. On the positive side,we showed that observational
congruence  can in fact be axiomatised in pure Horn logic for the fragment of guarded processes. On the negative side,
we proved that Milner’s rule R2 and Bloom/Ésik’s rule GA, which are known to be complete in the presence of congruence
rule C4, cannot be finitely extended by rank-1 equational axioms for unguarded processes to yield a complete system for
 without C4. This does not preclude the possibility that there may be higher-rank equations or other rules which do the
job, though we conjecture that this is not the case. The proofs for the present results turned out to be highly technical and
involved subtle issues in managing second-order unification. However, the effort is well spent since negative results in the
more powerful setting of equational Horn logic are potentially more interesting than negative results for pure equational
logic.
Our results suggest that pure equational Horn systems are intrinsically limited when dealing with unguarded processes
under both strong bisimulation and observational congruence. For the latter, however, this is more serious since unguarded-
ness across unobservable actions is non-trivial when these are generated dynamically from communication (as in CCS [29])
or hiding (as in CSP [24]). In fact, our work was triggered by failed attempts to obtain a complete axiomatisation of observa-
tional congruence for regular processes in the timed process algebras PMC [6] and CSA [14]. In those languages, unguarded
processes carry non-trivial semantic behaviour and thus cannot be ignored in the axiomatisation. If it turned out that
unguardedness cannot be Horn axiomatised, this would exhibit the intrinsically more difficult proof-theoretic nature of
deterministically timed process algebras under observational abstraction.
We believe that the notions of pearls and nooses introduced in this paper can be extended to obtain a negative result
for arbitrary rank-k equational schemes. As currently defined, our Enk contexts would not survive the so-called “diagonal”
or “double iteration” identity μx. μy.w(x, y) = μx.w(x, x) (see, e.g., [19]), which has rank-2. Using this scheme together
with rank-1 axiomsμx.(y+ z(x)) = y+ μx. z(x+ y) andμx. τ. z(x) = τ. μx.z(τ. x), as well as a finite list of other rank-1
equations for reasoning about processes with a single recursion, would be strong enough to prove Enn[a˜] = qn. However,
we conjecture that by re-defining the Enk to rank n−k so that Ei+1j+1 =df μxi−j.(ai−j. xi−j + τ. Ei+1j [$1, $2, . . . , $(i-j), xi−j]),
for j ≥ 0, and Ei+20 as before in Section 5, Enn[a˜] = qn cannot be proved using rank-2 equations. We leave open the general
rank-k result and the more difficult case of equational Horn rules other than R2 and GA. We conjecture that the results in
this paper do not depend on the cardinality of the action set: provided there exists at least one action a, we can replace the
actions ai by pairwise non-congruent processes over the single action a.
Our constructions exploit the interplay between open and closed expressions and the limitations in breaking up re-
cursion cycles imposed by second-order matching using free instantiations. Therefore, our results do not directly apply to
†-expressions where congruence C4 is subsumed by the standard rule Cong, i.e., p = q ⇒ p† = q†, which is perfectly Horn.
Axiomatisability of observational congruence  in the categorical language of †-expressions [11] is a different game that
needs separate treatment. TheHorn axiomatisability question for †-expression therefore remains open. To this end, it is inter-
esting to note that iteration theories on †-expressions require a system of interface types in order to handle arbitrarily-sized
vectors of terms coherently. This is another form of meta-level impurity which involves computations on natural numbers.
Let us indicate this briefly. In the theory of [11], each †-expression f has a syntactic type f : n → m expressing that f repre-
sents an n-vector of processes depending onm input parameters. When translated intoμ-expressions, this could be written
as 〈F1[x1, x2, . . . , xm], F2[x1, x2, . . . , xm], . . . , Fn[x1, x2, . . . , xm]〉. The dagger f † of f is the n-vector of closed expressions
obtained by simultaneous recursion over all variables μx.F[x], which can be defined by induction on n (see, e.g., [20, p. 8],
[35, p. 23]). An important element in the theory of †-expression is the so-called weak functorial implication,
h · g = f · (h ⊕ 1p) ⇒ h · g† = f †.
In this rule, the †-expressions f : nf → mf , g : ng → mg and h : nh → mh, however, cannot be instantiated freely but
must satisfy certain type constraints. Specifically, we must have nf ≤ mf , ng ≤ mg , mf − nf = mg − ng , nh = nf and
mh = ng . Moreover, h is restricted to so-called (surjective) base morphisms, which means they are essentially expressions
built from variables only. It is not clear if such side conditions can be put into pure Horn formwithout extending the syntax.
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The translation of weak functorial implication into μ-terms reveals that it is really a generalisation of the congruence rule
C4; e.g., for f : n → n, g : 1 → 1, h : n → 1 we get the following implication between equations:
∀y. G[y] = F1[y, . . . , y] ∧ · · · ∧ ∀y. G[y] = F2[y, . . . , y]
⇒ 〈μy. G[y], . . . , μy. G[y]〉 = μx. 〈F1[x], . . . , Fn[x]〉 ,
where x = 〈x1, x2, . . . , xn〉, which reduces precisely to C4 for n = 1. In its general form, the above implication is impure,
firstly because of the reference to (surjective) base morphisms h and secondly because of the infinite parametricity in the
vector width n which requires unbounded rank. Also, due to the quantifications ∀y. G[y] = Fi[y, . . . , y] in the premise, the
rule is not Horn.
One of the reasons for why bisimulation equivalence is difficult to characterise equationally is that it is not a finitary
cpo-style semantics. In other process theories, the ordering p ≤ q defined by p + q = q is a cpo in which the operators of
prefixα. and sum+ are continuous. These admit a variation ofMilner’s rule R2without side-condition, theweak and strong
Park Induction [Park 70]:
SPI
z(y) ≤ y
μx. z(x) ≤ y WPI
z(y) = y
μx. z(x) ≤ y
These rules express that μx. z(x) is the least (pre-)fixed point of z. For instance, WPI (SPI) is sound for trace inclusion and
simulation-preorder, yielding complete finite Horn theories for Kleene algebra [26] (inequational) iteration theories [17]
and the semi-lattice algebra ofμ-expressions [18]. In fact, one can show that, if we haveWPI together with monotonicity of
prefix and sum, then unguardedness can be eliminated.
Unfortunately,WPI (SPI) is inconsistent for observational congruence with p ≤ q defined as p + q = q. To see this, take
θ(z)=df τ. $1 and θ(y)=df τ. a. 0. Then, by T1, θ(z(y)) ≡ τ. τ. a. 0  τ. a. 0 ≡ θ(y). From here,WPI yields
τ. 0  μx. τ. x ≡ θ(μx. z(x)) ≤ θ(y) ≡ τ. a. 0.
But τ. 0 ≤ τ. a. 0 means τ. 0 + τ. a. 0 = τ. a. 0, and thus 0  a. 0 which is plainly false. On the other hand, WPI and
unguardedness elimination R3 force any partial ordering p ≤ q for which + is monotonic to be definable as p + q = q. To
see why, we first show thatWPI and R3 imply the injection p ≤ p + q:
(p + x){p + q/x} ≡ p + (p + q)
= p + q (S2, S3, Cong,Tran).
Therefore, applyingWPI for unguarded context θ(z)=df p + $1, we derive
p = μx. (p + x) (R3)
≤ p + q (WPI,Tran),
as desired. In the same fashion (using also S1), it follows that q ≤ p + q. Now assume p ≤ q. Then, p + q ≤ q + q = q
by monotonicity and S3. Since both q ≤ p + q and p + q ≤ q, we obtain p + q = q because ≤ is a partial ordering.
Vice versa, if p + q = q then p ≤ p + q = q by injection, which was to be shown. All in all, it seems that WPI and R3 are
incompatiblewith observational congruencewhen the operators aremonotonic. This raises the question: is there a preorder
≤ for observational congruence so that + is non-monotonic while WPI is sound? If so, can ≤ then be axiomatised in Horn
logic? This seems unlikely in the face of results like those of [25] on fully-abstract cpo-style denotational semantics for ,
which show that such denotational models involve ideal completions on finite observations which are not finitary in the
original syntax.
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