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In this paper, we propose a novel approach to splicing systems, namely we consider
them as accepting devices. Two ways of iterating the splicing operation and two variants
of accepting splicing system are investigated. Altogether, we obtain four models, which
are compared with each other as well as with the generating splicing systems from the
computational power point of view. Several decision problems concerning the accepting
splicing systems are discussed.
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1. Introduction
A rather actively investigated model of molecular computation, based on the cutting and recombination of DNA strands
induced by restriction enzymes, is the splicing system also known as theH system. For two comprehensive surveys the reader
is referred to [8,14]. One of the basic mechanism by which genetic material is merged is recombination. DNA sequences are
recombined under the influence of enzymatic activities. Formalizing this process as a string rewriting operation, it can be
used to define computing systems. In 1987, Head introduced the splicing operation as a language theoretical approach of the
recombinant behavior of DNA under the influence of restriction enzymes and ligases [7]. Roughly speaking, the main idea
of the splicing operation is that two sequences are cut at specific sites, and the first substring of one sequence is pasted to
the second segment of the other and vice versa. A new model of computation – called splicing system or H system – based
on the splicing operation has been considered. Most research in this area has been focused on defining different types of
splicing systems and investigating their computational power from a language generating point of view. Many variants of
H systems have been defined and investigated; we mention here just a few of them: distributed H systems [3], H systems
withmultisets [5], H systemswith permitting and forbidding contexts [6], programmed and evolving H systems [13]. Under
certain circumstances, H systems are computationally complete and universal (see [14] for an overview). This result suggests
the possibility to consider H systems as theoretical models of programmable universal DNA computers based on the splicing
operation.
Several other works, such as [1], and the references therein, address two fundamental questions concerning splicing
systems: recognition, which asks for an algorithm able to decide whether or not a given regular language is a splicing
language, and synthesis, which asks for an effective procedure to construct a splicing system able to generate a given splicing
language.
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In this paper, we propose a novel viewof splicing systems, namelywe consider themas accepting devices.More precisely,
we define the concept of an accepting splicing system. It is rather strange that although the theory of splicing systems is
mature and well developed, an accepting model based on the splicing operation has not been considered so far, with two
exceptions:
– [10], where two well-known NP-complete problems were solved with a variant of accepting splicing systems with
regular sets of splicing rules. This variant with finite sets of splicing rules was further investigated in [9].
– [2], where a splicing recognizer that computes by observing, and contains a part exhibiting some similarity to the
accepting splicing system defined here, is proposed.
We first consider two ways of iterating the splicing operation in the generating case and investigate the computational
power of generating splicing systems (GenSS) defined by these operations. While the computational power of GenSS, based
on the arbitrary way of iterating splicing, is known from the literature, we show that the newly introduced way of iterating
splicing, namely the non-uniformway, does not increase the computational power ofGenSS. Thus, extendedGenSSwith non-
uniform splicing generate exactly the class of regular languages.We then define twoways of iterating the splicing operation
in the accepting case, very similar to those defined in the generating case. Further on, two variants of accepting splicing
systems (AccSS) are considered. Altogether, we obtain four accepting models, which are compared with each other as well
as with the generating splicing systems from the computational power point of view. This comparison is based on some
necessary conditions for a language to be in the classes of accepted splicing languages. Despite our efforts, the relationship
between the class of regular languages and each class of accepted splicing languages remains unsettled. Several decision
problems (membership, finiteness, emptiness) concerning the accepting splicing systems are discussed in the final section.
2. Basic definitions and notation
We start by summarizing the notions used throughout the paper. For all undefined notions the reader may consult [16].
An alphabet is a finite and nonempty set of symbols. The cardinality of a finite set A is written card(A). Any finite sequence
of symbols from an alphabet V is called a word over V . The set of all words over V is denoted by V ∗ and the empty word is
denoted by ε. The length of a word x is denoted by |x|while alph(x) denotes the minimal alphabetW such that x ∈ W ∗. For
a word x ∈ V ∗ and a letter a ∈ V we denote ∂ la(w) =
{
y, ifw = ay
w, otherwise and ∂
r
a(w) =
{
y, ifw = ya
w, otherwise . These two mappings
can be naturally extended to languages: ∂ la(L) =
⋃
x∈L ∂ la(x) and ∂ ra(L) =
⋃
x∈L ∂ ra(x).
Note that we ignore the empty word when we define a language and the empty set when we define a class of languages.
A splicing rule over V is 4-tuple [(u1, u2); (u3, u4)], with u1, u2, u3, u4 ∈ V ∗. For a splicing rule r = [(u1, u2); (u3, u4)]
and a pair of words x, y ∈ V ∗, we write
σr(x, y) = {y1u3u2x2 | x = x1u1u2x2, y = y1u3u4y2}
∪ {x1u1u4y2 | x = x1u1u2x2, y = y1u3u4y2}
for some x1, x2, y1, y2 ∈ V ∗. This definition is extended to a set of splicing rules R and a language L by
σR(L) =
⋃
r∈R
⋃
w1,w2∈L
σr(w1, w2).
Without risk of confusion, we also denote for two languages L1, L2
σR(L1, L2) =
⋃
x1∈L1
⋃
x2∈L2
σR(x1, x2), where σR(x1, x2) =
⋃
r∈R
σr(x1, x2).
A generating splicing system (GenSS for short) is a construct
H = (V , A, R),
where V is an alphabet, A ⊆ V ∗ is the initial language, and R is a set of splicing rules over V . For a splicing system
H = (V , A, R)we set
σ 0R (A) = A,
σ i+1R (A) = σ iR(A) ∪ σR(σ iR(A)), i ≥ 0, (∗)
σ ∗R (A) =
⋃
i≥0
σ iR(A).
When the set of splicing rules is clear, we omit the subscript. Then, the language generated by H is defined as L(H) = σ ∗R (A).
Adding a terminal alphabet T we get an extended generating splicing system (EGenSS shortly) H = (V , T , A, R), T ⊆ V , which
generates the language L(H) = T ∗ ∩ σ ∗R (A). Given a (extended) generating splicing system H as above, we say that a word
w ∈ L(H) is a proper word of L(H), if it is generated in at least one splicing step. Clearly each word in L(H) \ A is proper. The
class of languages generated by GenSS and EGenSS is denoted byL(GenSS) andL(EGenSS), respectively.
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An important result in splicing theory is the so-called Regularity Preserving Lemma proved first in [4], as a consequence of
a more general result, and then in [15] by a direct argument. It states that GenSS with a finite set of rules and a finite initial
language, i.e. A and R are both finite sets, generate only regular languages, but not all of them. EGenSS with finite sets of rules
and axioms generate exactly the class of regular languages [12]. When one allows the set of splicing rules (written as strings
like in [11]) to be described by regular expressions, we obtain computationally complete systems [11].
For a GenSS H = (V , A, R)we also introduce the following non-uniform variant of iterated splicing, where the splicing is
only done with axioms. More precisely, in the non-uniform case, splicing at any step occurs between a generated word in
the previous step and an axiom, differently from the general case, where splicing at any step occurs between any twowords
generated in the previous steps.
We set
τ 0R (A) = A,
τ i+1R (A) = σR(τ iR(A), A), i ≥ 0, ()
τ ∗R (A) =
⋃
i≥0
τ iR(A).
The language generated by H in the non-uniform way is defined as Ln(H) = τ ∗R (A). Adding a terminal alphabet T we get
an extended generating splicing system H = (V , T , A, R) as above, which generates in the non-uniform way the language
Ln(H) = T ∗∩τ ∗R (A). The class of languages generated by GenSS and EGenSS in the non-uniformway is denoted byLn(GenSS)
andLn(EGenSS), respectively.
Theorem 1. Let L ⊆ T ∗ and # /∈ T a new symbol.
1. If L ∈ Ln(GenSS), then #L# ∈ L(GenSS).
2. If L ∈ Ln(EGenSS), then #L# ∈ L(EGenSS).
Proof. We give the proof for GenSS only; it is obvious that it works also for EGenSS. Let H = (V , A, R) be a GenSS (obviously,
T = V in this case); we construct the GenSS H ′ = (V ′,#A#, R′), where V ′ = V ∪ {#}, with # /∈ V , and
R′ = {[(u, v); (#x′x, yy′#)] | [(u, v); (x, y)] ∈ R and x′, y′ ∈ V ∗ such that x′xyy′ ∈ A}.
By this construction, every splicing step in H ′ involves a pair of words such that the second word is always an axiom, while
the first word is from #V+#. Therefore, it follows that #Ln(H)# = L(H ′) holds. 
By the closure properties of the class of regular languages, it follows that Ln(GenSS) is included in the class of regular
languages. Furthermore, this inclusion is proper as the regular language {a2n | n ≥ 1} does not lie in Ln(GenSS). The idea
used in the proof of the previous result will turn out to be quite useful in the subsequent sections.
Corollary 1. Ln(EGenSS) equals the class of regular languages.
Proof. By the second statement of the previous theorem, the closure properties of regular languages, and the fact that
all languages in L(EGenSS) are regular we infer that every language in Ln(EGenSS) is also regular. On the other hand, a
closer look to the proof of the fact that all regular languages are in L(EGenSS) (Lemma 7 in [12]) reveals the fact that the
construction in that proof works for a language generated in the non-uniform way as well. 
We now introduce the definitions and terminology for accepting splicing systems. An accepting splicing system (AccSS for
short) is a 4-tuple
Γ = (V , A, R, F),
where V is an alphabet, HΓ = (V , A, R) is a splicing system, while F is a finite sets of words over V . The elements of F are
called finalwords.
Let Γ = (V , A, R, F) be an AccSS and a word w ∈ V ∗; we define the following iterated splicing that is slightly different
from (∗):
σ 0R (A, w) = {w},
σ i+1R (A, w) = σ iR(A, w) ∪ σR(σ iR(A, w) ∪ A), i ≥ 0,
σ ∗R (A, w) =
⋃
i≥0
σ iR(A, w).
Although this operation and that defined by (∗) are denoted in the same way, there is no risk of confusion as that defined
by (∗) is an one-argument function while that defined here has two arguments. We say that the word w ∈ V ∗ is accepted
by Γ if σ ∗R (A, w) ∩ F 6= ∅.
The following short discussion is in order. The reason for this definition of σ ∗R (A, w) is two fold: on the one hand, we
maintain a certain uniformity in the definitions of the two ways of acceptance by AccSS (see below) and on the other hand,
we forbid axioms to be in the generated language unless they are obtained as proper words. This restriction avoids a ‘‘funny’’
situation in which an AccSS accepts every word whenever an axiom is a final word.
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Remark 1. The following sequence of inclusions is immediate:
(σ ∗R (A ∪ {w}) \ A) ⊆ σ ∗R (A, w) ⊆ σ ∗R (A ∪ {w}).
The following equality will be useful in the comparison between generating and accepting splicing systems that is to be
presented in the sequel.
σ ∗R (A, w) = σ ∗R (A ∪ {w}) \ {x ∈ A | x 6= w, x is not a proper word of σ ∗R (A ∪ {w})}.
The language accepted by an AccSS Γ is denoted by L(Γ ). As in the case of generating splicing systems we consider
extended accepting splicing systems (EAccSS shortly) Γ = (V , T , A, R, F) accepting the language L(Γ ) = T ∗ ∩ L(Γ ′), where
Γ ′ = (V , A, R, F). The class of languages accepted by AccSS and EAccSS is denoted byL(AccSS) andL(EAccSS), respectively.
For an accepting splicing system Γ = (V , A, R, F)we also introduce the following non-uniform way of accepting words
similar to the non-uniformway of generating a language by a GenSS. The computation of such a system is nondeterministic;
moreover the working mode of such a system involves words originating from the input word and a finite amount of
information given by the set of axioms.
For a GenSS H = (V , A, R) and a word w ∈ V ∗ we define the following non-uniform variant of iterated splicing, where
the splicing is only done with axioms, similarly to ():
τ 0R (A, w) = {w},
τ i+1R (A, w) = τ iR(A, w) ∪ σR(τ iR(A, w), A), i ≥ 0,
τ ∗R (A, w) =
⋃
i≥0
τ iR(A, w).
The language accepted by Γ in the non-uniform way is defined by Ln(Γ ) = {w ∈ V ∗ | τ ∗R (A, w) ∩ F 6= ∅}. The language
accepted by an EAccSS in the non-uniform way is defined analogously by Ln(Γ ) = T ∗ ∩ Ln(Γ ′), where Γ ′ = (V , A, R, F).
Clearly, for anyAccSS/EAccSS Γ , Ln(Γ ) ⊆ L(Γ )holds. The class of languages accepted byAccSS and EAccSS in the non-uniform
way is denoted byLn(AccSS) andLn(EAccSS), respectively.
3. Computational power of AccSS
In this section we investigate the relationships among the families of languages defined above. We start with two simple
remarks:
– All finite languages belong to every classL(X) andLn(X), X ∈ {AccSS, EAccSS}.
–L(AccSS) ⊆ L(EAccSS) andLn(AccSS) ⊆ Ln(EAccSS).
The next two results give necessary (but not sufficient) conditions for a language to be in L(X) and Ln(X) with
X ∈ {AccSS, EAccSS}.
Lemma 1. Let Γ = (V , T , A, R, F) be an EAccSS. There exists an integer k > 0 such that if w ∈ L(Γ ), with |w| ≥ k, then
wyw ∈ L(Γ ) for any y ∈ T ∗. The statement is valid for AccSS as well.
Proof. Let Γ be an EAccSS and k be defined by
k = max{|x| | x ∈ F ∩ T ∗} + 1.
Assume thatw ∈ L(Γ ) and |w| ≥ k; it immediately follows thatw ∈ (L(Γ ) \ F). Let y be an arbitrary word in T ∗; we claim
that wyw ∈ L(Γ ). Actually, we prove by induction on k that (σ kR (A, w) \ {w}) ⊆ σ kR (A, wyw) for all k ≥ 1. The statement
is trivially true for k = 1. Let z ∈ (σ k+1R (A, w) \ {w}), k ≥ 1; if z is obtained by applying a splicing rule to a pair of words
from σ kR (A, w) \ {w}, then z ∈ σ k+1R (A, wyw) by the induction hypothesis. If z is obtained by applying a splicing rule to a
pair of words (w, x) or (x, w), x 6= w, then z can be obtained by applying the same rule to the pair (wyw, x) or (x, wyw),
respectively. Finally, if z is obtained by applying a splicing rule to the pair (w,w), then z can be obtained by applying the
same rule to the pair (wyw,wyw) which completes the proof of the statement for EAccSS. This proof is valid for AccSS as
soon as V = T . 
It is rather plain that a similar result holds for languages accepted by AccSS (EAccSS) in the non-uniform way, namely
Lemma 2. Let Γ be an EAccSS. There exists an integer k > 0 such that if w ∈ Ln(Γ ), with |w| ≥ k, then wT ∗ ⊆ Ln(Γ ) or
T ∗w ⊆ Ln(Γ ). The statement is valid for AccSS as well.
The next result is a direct consequence of the previous two lemmas.
Proposition 1. (L(GenSS) ∩Ln(GenSS)) \ (L(EAccSS) ∪Ln(EAccSS)) 6= ∅.
Proof. 1. We consider the regular language L = {anbm | n,m ≥ 1}. This language lies in both families L(GenSS) and
Ln(GenSS) (the reader can easily find a splicing systemgenerating L), but it does not belong to eitherL(EAccSS) (by Lemma1)
orLn(EAccSS) (by Lemma 2). 
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Remember that the generation in the non-uniform way in an EGenSS can be simulated by the generation in the uniform
way in an EGenSS modulo two end markers. The simulation is sharper in the case of EAccSS, namely:
Theorem 2. Ln(EAccSS) ⊂ L(EAccSS).
Proof. Let Γ = (V , A, R, F) be an AccSS and T ⊆ V . Further letm =max{|x| | x ∈ A}. We define the finite set (by Theorem 5
this set can effectively be constructed)
E = {x ∈ V ∗ | x ∈ Ln(Γ ), |x| ≤ m}.
We now consider the AccSS Γ ′ = (V ′,#A#, R′, F ′), where V ′ = V ∪ {#}, with # /∈ V , and
R′ = {[(u′, v′); (#x′x, yy′#)] | [(u, v); (x, y)] ∈ R and x′xyy′ ∈ A
u′ = u1u, v′ = vv1, u1, v1 ∈ V ∗, |u′v′| = m+ 1} ∪
{[(u, v); (#x′x, yy′#)] | [(u, v); (x, y)] ∈ R|uv| > m+ 1, x′xyy′ ∈ A},
F ′ = E
⋃
#(E ∪ F)
⋃
#(E ∪ F)#
⋃
(E ∪ F)#
⋃
F .
The idea behind the construction of R′ is to make sure that whenever a splicing rule from R′ is applied to a pair of words,
the first word is not an axiom and the second one is an axiom.We claim that Ln(Γ ) = L(Γ ′)∩V ∗. Letw ∈ Ln(Γ ); if |w| ≤ m,
thenw ∈ (L(Γ ′) ∩ V ∗) asw ∈ E.
Fact 1. For anyw ∈ V ∗ with |w| > m, and any k ≥ 0, τ kR (A, w) ∩ F 6= ∅ impliesw ∈ (L(Γ ′) ∩ V ∗).
Proof of Fact 1. The statement is trivially true for k = 0. If k = 1, then let z ∈ (σR(w, x)∩F) for some axiom x. It follows that
#z ∈ σR′(w,#x#) or z# ∈ σR′(w,#x#), hence σR′({w} ∪ #A#) ∩ F ′ 6= ∅, therefore w ∈ (L(Γ ′) ∩ V ∗). Assume inductively
that the statement in the Fact 1 is true for all k ≤ l; let z ∈ σR(w, x) for some axiom x and τ lR(A, z) ∩ F 6= ∅. As above,
#z ∈ σR′(w,#x#) or z# ∈ σR′(w,#x#). We analyze the case #z ∈ σR′(w,#x#) only, the other case can be treated similarly.
By the induction hypothesis, z ∈ L(Γ ′) ∩ V ∗, hence σ ∗R′(#A#, z) ∩ F ′ 6= ∅. It follows that σ ∗R′(#A#,#z) ∩ F ′ 6= ∅ as well.
Consequently,w ∈ (L(Γ ′) ∩ V ∗)which concludes the proof of Fact 1.
In conclusion, Ln(Γ ) ⊆ (L(Γ ′) ∩ V ∗).
Fact 2. For anyw ∈ V ∗, and any k ≥ 0, σ kR′(#A#, w) ∩ F ′ 6= ∅ impliesw ∈ Ln(Γ ).
Proof of Fact 2. If k = 0, thenw ∈ (E ∪ F), thereforew ∈ Ln(Γ ) holds immediately.
Before going on with the inductive step, we recall that due to the construction of Γ ′, every splicing step in Γ ′ along the
computation on an arbitrary input word involves two words such that exactly one is an axiom. Assume inductively that the
statement in the Fact 2 is true for all k ≤ l; let z ∈ σR′({w} ∪ #A#) and σ lR′(#A#, z) ∩ F ′ 6= ∅. We infer that z is either of
the form #y or of the form y# for some y ∈ V+. As above, we analyze the case z = #y only; the other case can be treated
similarly. As every splicing step in Γ ′ involves two words such that exactly one is an axiom, it follows that y ∈ σR(w, A). On
the other hand, as σ lR′(#A#, z) ∩ F ′ 6= ∅ we infer that σ lR′(#A#, y) ∩ F ′ 6= ∅. By the induction hypothesis, y ∈ Ln(Γ ) holds.
Consequently,w ∈ Ln(Γ ) holds, which concludes the proof of Fact 2.
In conclusion, (L(Γ ′) ∩ V ∗) ⊆ Ln(Γ ). Thus, we have proved that (Ln(Γ ) ∩ T ∗) = (L(Γ ′) ∩ T ∗), hence Ln(EAccSS) ⊆
L(EAccSS).
In order to prove the strictness of this inclusion, let L be the regular language defined by the regular expression b(a+b)+b.
By Lemma 2, L cannot be accepted by any EAccSS in the non-uniformway.We now prove that it can be accepted by the AccSS
Γ = ({a, b}, A, R, F) defined as follows:
A = ∅, F = {bb},
R = {[(b, X); (Y , b)] | X, Y ∈ {a, b}}.
Let us see howΓ accepts exactly L. Clearly, anyword from b(a+b)+b is accepted in one splicing step. On the other hand, it is
easy to note that all words obtained byΓ in any splicing step starting from an inputword from c(a+b)+d, with c, d ∈ {a, b},
is in c(a+ b)+d. Now we are done. 
Proposition 2. For every regular language L ⊆ V ∗ there exist a language L′ ∈ (L(AccSS)∩Ln(AccSS)) and a new symbol c /∈ V
such that cL = L′ ∩ cV ∗.
Proof. Let L be a regular language over the alphabet V accepted by the DFA (Q , V , δ, q0,Qf ). We construct the AccSS
Γ = (V ∪ Q ∪ {c,#}, A, R, {qa | δ(q, a) ∈ Qf })
where
A = {q0#} ∪ {q# | q ∈ Q },
R = {[(c, a); (q0,#)] | a ∈ V } ∪ {[(qa, b); (q′,#)] | a, b ∈ V , q, q′ ∈ Q , δ(q, a) = q′}.
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The idea behind this construction is the following one. First, it is clear that all words in cL are accepted by Γ . On the other
hand, from any input word in cV ∗, say cy, y ∈ V ∗, in the first splicing step one obtains the word q0y which is transformed
in successive splicing steps into qz provided that δ(q0, u) = q and y = uz. Finally, all words qa with δ(q, a) ∈ Qf are final
words, therefore y ∈ L holds. Consequently, L(Γ ) ∩ cV ∗ = Ln(Γ ) ∩ cV ∗ = cL. 
The idea used in the proof of this proposition can be used to show the following incomparability result.
Theorem 3. Every two classes of languages X and Y with X ∈ {L(AccSS), Ln(AccSS), L(EAccSS), Ln(EAccSS)} and Y ∈
{L(GenSS),Ln(GenSS)} are incomparable.
Proof. By Proposition 1 it suffices to provide a language in
(L(AccSS) ∩Ln(AccSS)) \ (L(GenSS) ∪Ln(GenSS)).
To this aim, we consider the regular languages L = (ab)+b+(ab)+ and L′ = L ∪ bLa. By Proposition 2, the language cL′ can
be written as cL′ = L′′ ∩ c{a, b}∗, where L′′ belongs to bothL(AccSS) andLn(AccSS).
Wenowprove that L′′ /∈ (L(GenSS)∪L(GenSS)). Assume the contrary; as L′′ containswords of the form cxwith x ∈ L such
that the suffix of x formed by ab only is arbitrarily long,wemay suppose that such awordwith x of the form x = (ab)nbm(ab)p
with n,m, p sufficiently large, is spliced to a site in the underlined part. Let x = cuu′ be such that the splicing was done
just between u and u′. We consider the word cuv obtained from this splicing; clearly, uv ∈ (L ∪ bLa) must hold. Assume
that uv ∈ L; if we replace cx by cbxa in the splicing above, then the obtained word cbuv leads to a contradiction because
buv /∈ (L ∪ bLa). Assume that uv ∈ bLa; if we replace cx by caxb in the splicing above, then the obtained word cauv leads to
a contradiction because auv /∈ (L ∪ bLa). 
The results regarding the relationships between the families of languages generated/accepted by splicing systems
obtained so far are summarized in Diagram 1, where an arrow indicates an inclusion, a double arrow indicates a strict
inclusion, while a dotted line indicates an incomparability relationship. Further, L(REG) denotes the class of regular
languages.
By Proposition 1, it follows that each class of languages accepted by an (extended or not)AccSS is either strictly included in
REG or incomparablewith REG. Furthermore, by the last part of the proof of Theorem2,Ln(EAccSS) is either strictly included
inL(AccSS) or they are incomparable. The exact relationship between any pair of classes not related in this diagram remains
open.
4. Decision problems
In this section we consider several common decision problems for EAccSS.
Theorem 4. The membership problem is decidable for the classL(EAccSS).
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Proof. Given an EAccSS Γ = (V , T , A, R, F) and awordw ∈ T+, we compute the regular language σ ∗R (A∪{w}) (see, e.g., [15]
for the effective construction of an automaton recognizing σ ∗R (A ∪ {w})). By Remark 1, σ ∗R (A, w) is also regular; moreover,
a finite automaton that accepts σ ∗R (A, w) can be algorithmically constructed. Thenw is accepted iff σ
∗
R (A, w) ∩ F 6= ∅. 
By Theorem2we could state that themembership problem is decidable for the classLn(EAccSS) aswell. However, it is not
clear that the construction of the set E in the proof of this theorem is effective. It is rather easy to note that the membership
problem is decidable for the class Ln(EAccSS) if and only if the set E can be algorithmically computable if and only if the
membership forLn(AccSS) is decidable. We consider the decidability status of the last problem.
Theorem 5. The membership problem forLn(AccSS) is decidable.
Proof. The main idea is closely connected to that from the proof of Theorem 2. Let Γ = (V , A, R, F) be an AccSS and
let m = max{|x| | x ∈ A}. We now consider the following AccSS similar to that in the proof of Theorem 2, namely
Γ ′ = (V ′,#A#, R′, F ′), where V ′ = V ∪ {#}, with # /∈ V , and
R′ = {[(u′, v′); (#x′x, yy′#)] | [(u, v); (x, y)] ∈ R and x′xyy′ ∈ A
u′ = u1u, v′ = vv1, u1, v1 ∈ V ∗, |u′v′| = m+ 1},
{[(u, v); (#x′x, yy′#)] | [(u, v); (x, y)] ∈ R|uv| > m+ 1, x′xyy′ ∈ A},
F ′ = #F
⋃
#F#
⋃
F#.
Algorithm 1 decides whether or not a given wordw ∈ V ∗ \ F belongs to Ln(Γ ). Clearly, every word in F belongs to Ln(Γ ).
Algorithm 1Membership algorithm. Input:w ∈ V ∗, |w| = n,w /∈ F .
1: for all x ∈ V ∗ \ F with |x| ≤ 2m do
2: c[x] := 0;
3: end for
4: S1 = S2 := ∅;
5: if |w| ≤ m then
6: S1 := {w};
7: else
8: S2 := {w}
9: end if
10: c[w] := 1;
11: while (S1 6= ∅) or (S2 6= ∅) do
12: if S2 6= ∅ then
13: Q :=⋃x∈S2 σ ∗R′ (#A#, x); {Q is a regular language that can be computed}
14: if (Q ∩ F ′) 6= ∅ then
15: return true; halt;
16: else
17: S2 := ∅;
18: Q ′ := {x ∈ V ∗ | |x| ≤ m, x ∈ ∂ l#(∂ r#(Q )), c[x] = 0};
19: S1 := S1 ∪ Q ′;
20: for all x ∈ Q ′ do
21: c[x] := 1;
22: end for
23: end if
24: end if
25: if S1 6= ∅ then
26: S := σR(S1, A);
27: if S ∩ F 6= ∅ then
28: return true; halt;
29: else
30: S ′ := {x ∈ S | |x| ≤ m, c[x] = 0};
31: S1 := S ′;
32: for all x ∈ S1 do
33: c[x] := 1;
34: end for
35: S2 := {x ∈ S | |x| > m, c[x] = 0};
36: for all x ∈ S2 do
37: c[x] := 1;
38: end for
39: end if
40: end if
41: end while
42: return false
The algorithm clearly terminates. Indeed, S1 ⊆ {x ∈ V ∗ | |x| ≤ m} while S2 ⊆ {x ∈ V ∗ | m < |x| ≤ 2m} always hold
except for the initial step. It is worth noting the role played by the characteristic mapping
c : ({w} ∪ {x ∈ V ∗ | |x| ≤ 2m} −→ {0, 1}
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defined by the algorithm, namely c(x) =
{
0, if x has not been in S1 ∪ S2 yet
1, otherwise.
It is plain that whenever Algorithm 1 running on the input word w returns ‘‘true’’, w ∈ Ln(Γ ) holds. Conversely, let z0,
z1, . . ., zk be the words such that z0 = w, zj ∈ σR(zj−1, A) for all 1 ≤ j ≤ k, and zk ∈ F . We distinguish two cases: |w| > m
and |w| ≤ m. In the sequel, we analyze the former case while the latter one, that can be treated analogously, is left to the
reader.
Assume that there exists r ≥ 1 such that
– all z0, z1, . . ., zi1 are longer thanm;
– all zi1+1, zi1+2, . . ., zi2 are shorter than or equal tom;
– all zi2+1, zi2+2, . . ., zi3 are longer thanm;
– · · ·
– all zir−1+1, zir−1+2, . . ., zir = zk are either longer thanm or shorter than or equal tom.
We show that Algorithm 1 returns ‘‘true’’ when running on the input wordw. If r = 1, then z0 belongs to S2 at line 8 and
Algorithm 1 returns ‘‘true’’ at line 15. If r = 2, then all words zi1+1, zi1+2, . . ., zi2−1 belong to S1 at different computational
steps of Algorithm 1 (lines 19 and 31), hence Algorithm 1 eventually returns ‘‘true’’ at line 28. If r = 3, then zi2+1 belongs to
S2 at line 35 and the process described above is resumed. In conclusion, Algorithm 1 running on the input word w returns
‘‘true’’, if and only ifw ∈ Ln(Γ ) holds. 
Proposition 3. For the classLn(EAccSS), the finiteness problem is decidable iff the emptiness problem is decidable.
Proof. Assume that the finiteness problem is decidable. Given an EAccSS Γ = (V , T , A, R, F)we run the algorithm for Ln(Γ ).
If Ln(Γ ) is infinite, then clearly Ln(Γ ) 6= ∅. If Ln(Γ ) is finite, then we check whether there exists x ∈ F ∩ T ∗; if such x exists,
then Ln(Γ ) 6= ∅, otherwise by Lemma 1 we infer that Ln(Γ ) = ∅.
Assume now that the emptiness problem is decidable. Given an EAccSS Γ ′ = (V , T , A, R, F)we construct a new EAccSS
Γ ′′ = (V ∪ {#}, T ,#A#, R,#F ∪ F# ∪ #F#),
where # is a new symbol. Based on Lemma 2, it is rather plain that Ln(Γ ′′) 6= ∅ iff Ln(Γ ′) is infinite. 
Theorem 6. The finiteness and emptiness problems are decidable for the classLn(EAccSS).
Proof. It suffices to show that the emptiness problem is decidable. Let Γ = (V , T , A, R, F) be an EAccSS with m =
max{|x| | x ∈ A}. The algorithm for deciding the emptiness of Ln(Γ )works as follows:
(1) Check whether there are words in T ∗ of length smaller or equal tom in Ln(Γ ). If there are such words, then obviously
Ln(Γ ) 6= ∅.
(2) If there is no word of length smaller or equal tom in Ln(Γ ), then computes Q = σ ∗R′(#A#∪{x ∈ T ∗ | |x| > m}), where
R′ is the same set of rules defined in the proof of Theorem 5. Now, it is plain that Ln(Γ ) 6= ∅ iff Q ∩ (#F ∪ #F# ∪ F#) 6= ∅.
Since the last condition is algorithmically testable, we are done. 
We do not know whether the statement of Proposition 3 holds for the class L(EAccSS). However, we prove a slightly
modified statement.
Proposition 4. Let L ∈ L(EAccSS) and k ≥ 1. The problem ‘‘Is L finite?’’ is decidable if and only if the problem ‘‘Is card(L)≤ k?’’
is decidable.
Proof. Assume that the problem ‘‘Is L(Γ ) finite?’’ is decidable for a given EAccSS Γ = (V , T , A, R, F). If L(Γ ) is infinite, then
clearly card(L(Γ )) > k holds. If L(Γ ) is finite, then card(L(Γ )) ≤ k iff card(T ∗ ∩ F) ≤ kwhich is easily testable.
Assume now that the problem ‘‘Is card(L(Γ )) ≤ k?’’ is decidable for a given EAccSS Γ = (V , T , A, R, F) and integer
k ≥ 1. If card(L(Γ )) ≤ k, then clearly L(Γ ) is finite. If card(L(Γ )) > k, then we distinguish two cases depending whether
or not card(T ∗ ∩ F) ≤ k. If card(T ∗ ∩ F) ≤ k, then L(Γ ) has to be infinite. If card(T ∗ ∩ F) > k, then we consider all EAccSS
Γx = (V , T , A, R, {x}) for every x ∈ (T ∗ ∩ F). Now, L(Γ ) is infinite iff there exists x ∈ (T ∗ ∩ F) such that card(L(Γx)) > x,
which can be algorithmically checked. 
5. Conclusion
We have proposed two accepting models based on the splicing operation as a counterpart of the well investigated
generating splicing systems. All variants have been compared with each other with respect to their computational power.
In order to complete this comparison (and Diagram 1), the following problems, which are left open here, appear to be of
interest.
1. What is the relationship betweenL(GenSS) andLn(GenSS)?
2. What is the relationship betweenL(AccSS) andLn(AccSS)?
3. What is the relationship between the class of regular languages and each of the classesL(EAccSS) andLn(EAccSS)?
Along the same lines, the decidability status of both decision problems in Proposition 4 as well as the emptiness problem for
L(EAccSS) remains open. Other classic decision problems such as inclusion and equivalence remain to be further considered.
Regarding open problem 3, we conjecture thatL(EAccSS) contains regular languages only. This conjecture is supported
to some extent by the decision results proved here.
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