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Abstract
The center of gravity is a widespread algorithm for position reconstruction in particle physics. For
track fitting, its standard use is always accompanied by an easy guess for the probability distribution
of the positioning errors. This is an incorrect assumption that degrades the results of the fit. The ex-
plicit error forms show evident Cauchy-(Agnesi) tails that render problematic the use of variancemin-
imizations. Here, we report the probability distributions for some combinations of random variables,
impossible to find in literature, but essential for track fitting: x= ξ/(ξ +η), y= (ξ −η)/[2(ξ +η)],
w= ξ/η , x= θ (x3− x1)(−x3)/(x3+ x2)+θ (x1− x3)x1/(x1+ x2) and x= (x1− x3)/(x1+ x2+ x3).
The first three are directly connected to each other and are partial forms of the two-strip center of
gravity. The fourth is the complete two-strip center of gravity. For its very complex form, it al-
lows only approximate expressions of the probability. The last expression is a simplified form of the
three-strip center of gravity. General integral forms are obtained for all of them. Detailed analytical
expressions are calculated assuming ξ , η , x1, x2 and x3 independent random variables with Gaussian
probability distributions (the standard assumption for the strip noise).
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1 Introduction
Very complex probability density functions (PDFs) are fundamental tools to obtain the resolution im-
provements in the simulations of refs. [1, 2, 3]. These PDFs were appositely developed to describe the
statistical properties of the positioning algorithms for signals of minimum ionizing particles (MIPs) in
silicon micro-strip detectors. Their construction was motivated by the observation of the impossibility,
for a single PDF, to produce the distributions of the simulated data (scatter-plots). The observed scatter-
plots were those of ref. [4]. They illustrated samples of center of gravity (COG) calculated with MIP
signals reported as a function of the particle impact point (ε). To explore the importance of additional
pieces of information, those simulations were used to produce seven very rough approximations of the ε-
PDFs for a fixed interval of COG values. These rough PDFs were used in a maximum likelihood search
for parameters of reconstructed straight tracks of MIPs. The evident improvements of the parameter
distributions, compared to those of the standard fits (least squares), convinced us about the importance
of these additional pieces of information. For an extensive study of these hints, more accurate forms of
PDFs were essential, as illustrated in refs. [1, 2, 3]. As consequence of those results, refs. [5, 6] demon-
strate that the standard fitting methods are non-optimal just for the neglect of the hit differences. In fact,
we proved that the standard fits have parameter variances always greater than the parameter variances of
fits accounting for the hit properties (variances).
The aim of this work is to complete the methods employed in the previous publications giving the ex-
plicit expressions for the used PDFs. The calculated PDFs refer to the center of gravity (COG) algorithm.
The COG algorithm is an easy and efficient positioning algorithm of large use in particle physics. The
generic COG definition is ∑ jE jX j/∑ jE j, where E j are the signals of a cluster inserted in the COG and
X j their positions. Different selections of the signals inserted in the COG expression generate a set of po-
sitioning algorithms with different analytical and statistical properties. Our special attention is directed
to the two strip COG (COG2) for its minimal noise. The COG2 is computed with the signals of the lead-
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ing strip (seed) and the maximum of the two contiguous strips. Its PDF has a typical gap, the explanation
of this feature and an example of it is reported in ref. [7]. It is just the reproduction of this typical feature
that renders very complicated the calculation and the form of the PDF for the COG2. Nevertheless, the
COG2 PDF was extensively used in the simulations of ref. [1, 2] with very large improvements of the
track parameters. Even if our attention is focalized on COG2, also other COG PDFs will be illustrated,
few of them of large use. However, the COG PDFs are only a part of the complications in track fitting,
the other part is the insertion of a dependence from the particle impact point (ε). Completed with the
impact point, the PDF becomes able to take into account the signal-to-noise ratio of each strip and to
correct the COG systematic errors (ref. [7]). The insertion of the ε-dependence requires the exploration
and filtering of special types of random processes and the availability of large sets of homogeneous data
as delineated in ref. [1]. Further details about the handling of these types of random processes will be
discussed elsewhere. In section 2, the convenience to go beyond the least squares method is illustrated
and the simplest forms of COG PDFs are reported. Section 3 and 4 are devoted to the complete COG2
PDF and the PDF for the three strip COG. Two appendices, one with a derivation of a simple COG
PDF from the cumulative probability distribution and the other with a better (and longer) approxima-
tion of the COG2 PDF, complete this (partial) illustration of the COG PDFs. These results are obtained
with an extended use of MATHEMATICA [8] and verified in many realistic cases with MATLAB [9]
simulations.
2 Definition of the problem
It is easy to observe, (as in ref. [4]), the non-uniformity of the point distributions in scatter plots of COG
simulations. In ref. [1], these differences are better illustrated with the definition of an effective variance
for each hit and with distributions of samples of these values. These distributions substantially differ
from a horizontal line, the obvious result of a single PDF and its single variance. Thus, the hypothesis
of a single PDF, for the positioning errors, must be ruled out in favor of more realistic assumptions.
In fact, it easy to grasp the effects, on a fit, given by the possibility to distinguish good or excellent
hits from average or worst hits. The corrections of the hit properties, due to the differences of detector
technologies along the lines of ref. [10], are small steps in the right direction but absolutely insufficient.
Experimental indications about differences of the hit properties are reported in ref. [11]. However, the
Landau distribution of the charge released by a MIP is another well known experimental result that
adds further differences to the hit properties. The maximum likelihood method allows the use of all the
information contained in the data, and it is able to give the drastic improvements of the track parameters
even in presence of outliers, as discussed in ref. [1]. This ability to handle outliers is a consequence of
the tails of PDFs. Another consequence is due to the different quality of hit PDFs, as discussed above,
two goods (or excellent) hits suffice for a good (or excellent) straight track fit, and the probability of good
(or excellent) hits grows with the number of hits (detecting layers) per track [3, 5, 6]. Thus, the pool of
the track parameters is enriched at this rate. Instead, the standard least squares grows as the square root
of the number of detecting layers. A very slow growth respect to the linear one, with a waste of tracker
resolution and an increases of tracker complexity.
In spite of the proofs of the maximum likelihood as the best fitting method, intrinsic difficulties
limits its use. For the very complex trackers of the LHC experiments, its full machinery is probably
beyond the allowed computer resources. Even if the schematic approximations of ref. [1] reduces the
maximum likelihood method to a weighted least squares, the computing of the effective variances for
each hit requires large CPU-time. However, with negligible imprecisions, very fast look-up tables can be
constructed for the hit-effective variances. Or the lucky model of ref. [3] can be an easy substitute with
a small loss of resolution. It must be remembered that the schematic approximation and the lucky model
are ineffective on the outliers.
In any case, the maximum likelihood method, in its full extension or the schematic approximation,
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requires the use of analytic expressions of the PDFs with the general functional forms P(ε ,xgn). Where,
xgn is a generic COG with n-strips and ε is the MIP impact point. The conditional probabilities P(ε |xgn)
and P(xgn |ε) are connected to the marginal probabilities P(xgn) and P(ε) as usual:
P(ε |xgn)P(xgn) = P(ε ,xgn) = P(xgn |ε)P(ε) .
The constant probability of the impact point ε is assured by:
P(ε) =
∫ +∞
−∞
P(ε ,xgn)dxgn = 1 , (1)
and it is consistent with the assumption of uniformity we used in ref. [4], and its normalization on a strip.
We will see that this condition is granted by the normalization of the PDFs.
The Kolmogorov axioms [12] attributes to the cumulative probability distribution a the fundamental
role to calculate the PDF. The cumulative probability distribution for a continuous case is given by
integrations on the appropriate portion of the plane, or the space, as the geometry of the problem requires.
Differentiating the cumulative probability distribution gives the PDF. This method becomes extremely
long with complicated algorithms. However, our first approach was modeled on the ratio of two random
variables as described in ref. [12], and we followed the method with the cumulative distributions for all
our PDFs, from the simplest to the most complex one. This very long set of integrals is too boring to
be reported in a paper, and this is the principal reason for the delay of this report. Here, we will utilize
a different approach, very direct and flexible, with use of Dirac δ -functions and Heaviside-θ functions,
operating directly on PDFs. An assay was given in ref. [2]. This method is a variance of the Fermi
golden rule #1 that is extensively used for the cross-section calculations (or diffusion probabilities), and
it recovers the results of our geometric approaches. To underline the consistency with the geometric
approach, the first part of the COG2 PDF will be obtained with the cumulative probability distribution in
Appendix A.
It will be assumed that the random signals are the charges released on the strips by the hitting particle.
The signals are corrupted by additive random noises, of Gaussian PDFs, produced by the rest of the
acquisition system. The data are at their final elaboration procedure (calibration, pedestal, common
noise suppression etc.) and are ready to be used in a positioning algorithm of any type. The stream of
primary charges, released by a MIP in the detector, diffuse on a cluster of strips. The charges collected
by a strip are correlated with those collected by the cluster. The distributions of the charges in the cluster
depend, among other parameters as particle direction and total released charges, from the MIP impact
point. Hence, the ε dependence of P(ε ,xgn) is contained in the strip signal ai. Here, we will consider the
signals ai as parameters and the PDF will be expressed in the form P({ai},xgn). The variable xgn will be
abandoned for a more simpler x. The strip size is always taken to be one, and it is the length scale of the
system. For our definitions, the parameters ai can be expressed in any dimensional units consistent with
those of the noiseσi (we use directly the ADC counts). The variable x turns out to be a pure number as
the PDFs.
Each strip has its own random additive noise uncorrelated with that of any other strip. In absence of
MIP signal, the strip noise is well reproduced with a Gaussian PDF. Thus, the PDFs for the signal plus
noise of the strip i become:
Pi(z) =
exp[− (z−ai)2
2σ2i
]
√
2pi σi
i= 1,2, · · · (2)
The Gaussian mean values {ai} are the (noiseless) charges collected by the strips and are positive num-
bers (we assume to handle signals from real particles). The parameters {σi} are the standard deviations
of the additive zero-average Gaussian noise.
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2.1 Probability for the ratio x= ξ/(ξ +η)
The first explored PDF is the distribution of the random values of x with x= ξ/(ξ +η). This expression
has the structure of a COG with the origin of the reference system in the center of the strip #2 (η random
variable) and another signal on the right strip #1 (ξ random variable). This form of COG is the right
part of the full COG2 algorithm. For its limitation to only two random variable {ξ ,η}, it is a first step
toward more complex PDFs. The derivation of the PDF for Pxg2R(x) with the cumulative distribution is
illustrated in Appendix A. However, this PDF can be rapidly obtained with the method discussed in the
following.
Pxg2R(x) =
1
x2
∫ +∞
−∞
P1(z)P2
(1− x
x
z
) |z |dz (3)
The heavy tail of a Cauchy-like distribution is evident. Equation 3 shows a 1/x2 behavior for x→ ∞,
and the factor (1− x)/x goes to −1. In this limit, the integral is convergent and different from zero.
The singularity for x = 0 does not exist (because the integral goes to zero), and it can be removed with
the coordinate transformation z/x = ζ . But, it is preferable to save the 1/x2 factor to remember the
divergence of the variance for Pxg2R(x). The Gaussian integral is analytic for any x and ai, and has the
form:
Pxg2R(x) =
{ a2(1− x)σ 21 +a1xσ 22√
2pi[(1− x)2σ 21 + x2σ 22 ]3/2
exp
[− ( a1
a1+a2
− x)2 (a1+a2)
2
2(σ 21 (1− x)2+ x2σ 22 )
]
erf
[ a2(1− x)σ 21 +a1xσ 22√
2σ1σ2
√
(1− x)2σ 21 + x2σ 22
]}
+ exp
[− a21
2σ 21
− a
2
2
2σ 22
] σ1σ2
pi[(1− x)2σ 21 + x2σ 22 ]
.
(4)
The form of the Pxg2R(x) shows some aspects that will be found often in the following. It is easy to
recognize, in eq. 4, part of the PDF reported in ref. [2]. Equation 4 has a maximum for x≈ a1/(a1+a2).
This point is the noiseless COG for this variable combination and, on average, tends to eliminate the
COG systematic error of ref. [7]. Around the maximum, Pxg2R(x) looks similar to a Gaussian. However,
the exponential becomes very different from a Gaussian for large x, where it goes to a non-zero constant.
The modulating term of the maximum is connected to the signal to noise ratio of the two strips. The
positivity of the PDF is granted by a term Aerf(A) that for a not too small A converges rapidly to |A|.
Around zero, Aerf(A) is a continuous differentiable function and it differs from |A| essentially for the
cusp at A= 0 of |A|. The range of the differences respect to |A| are of the order of σ1 (or some weighted
average with σ2). This range is expected to be negligible, if the detection algorithm works well and
discards almost all the fake hits (with ai = 0). Thus very often we will substitute Aerf(A) with |A|.
The last term will be called Cauchy-like term, it is very similar, but not identical, to a Cauchy PDF. This
term survives even for a1 = a2 = 0 and could be a probability of fake hits. It assures the strict positivity of
the PDF. For ai 6= 0 is heavily suppressed by the negative exponents, quadratic in the strip signal-to-noise
ratio.
The validity of this PDF is limited to one side of the COG2 algorithm. The track reconstruction
requires a rigid connection to the local reference system, naturally centered in the seed-strip center.
Thus, it is important to conserve a difference from the left strip, the central strip, and the right strip. The
track impact point ε can be located even outside the seed strip.
Another PDF, that composes the complete COG2 PDF, contains the random variable β , the signal
collected by strip #3 positioned to the left of the strip #2. This PDF will be indicated as Pxg2L(x). As for
Pxg2R(x), it will be assumed that the strip #2 is the the seed of the strip cluster. As always, the origin of the
reference system is the center of the strip #2. Now, we have for x the combination of random variables
−β/(β +η). The function Pxg2L(x) is obtained from eq. 4 with the substitution a1 → a3, σ1 → σ3 and
x→−x. We report here Pxg2L(x), often in the following, terms of this type will be indicated with the
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substitutions needed for their construction.
Pxg2L(x) =
{ a2(1+ x)σ 23 −a3xσ 22√
2pi [(1+ x)2σ 23 + x
2σ 22 ]
3/2
exp
[− ( a3
a3+a2
+ x)2
(a3+a2)
2
2(σ 23 (1+ x)
2+ x2σ 22 )
]
erf[
(1+ x)a2σ
2
3 −a3 xσ 22√
2σ3σ2
√
(1+ x)2σ 23 + x
2σ 22
]
}
+ exp[− a
2
3
2σ 23
− a
2
2
2σ 22
]
σ3σ2
pi[(1+ x)2σ 23 + x
2σ 22 ]
.
(5)
The small x approximation is now:
Pxg2L(x) =
|a2|√
2pi
exp
[− (x+ a3
a3+a2
)2 (a3+a2)
2
2(σ23 (1+x)
2)
]
σ3(1+ x)2
.
The Cauchy-like term is absent when approximating the P2(z(−1− x)/x) as a Dirac δ -function in the
integration of equation 3 . The factor (1+ x) is retained because it is contained in the argument of the
δ -function. It is essential to obtain the maximum of Pxg2L(x) in the expected position −a3/(a3+ a2) of
its noiseless COG.
2.2 Probability distribution for y= ξ−η
2(ξ+η)
Another type of COG2 algorithm is of frequent use, for example in ref. [13]. The main difference of
this combination of random variables, from the previous COG2, is a translation respect to the standard
reference system (centered in the middle of the strip #2). Now, the reference system is centered on the
right border of the strip #2. This COG2 algorithm has the form:
y= x− 1
2
=
ξ −η
2(ξ +η)
. (6)
Even if this is another direct transformation of eq. 4, for completeness we report its general form and the
case of gaussian PDF.
PG(y) = Pxg2R(y+
1
2
) =
∫ +∞
−∞
P1(ξ )P2(
1−2y
1+2y
ξ )
|ξ |
(y+1/2)2
dξ (7)
In the form of PG(y), we directly use the substitution of Aerf(A) with |A|. In any case Aerf(A) is easily
obtained from eq. 4.
PG(y) =
{ 4∣∣a2(1−2y)σ 21 +a1(1+2y)σ 22 ∣∣√
2pi [(1−2y)2σ 21 +(1+2y)2σ 22 ]3/2
exp
[− ( a1−a2
2(a1+a2)
− y)2
2(a1+a2)
2
(σ 21 (1−2y)2+(1+2y)2σ 22 )
]}
+
exp[− a
2
1
2σ 21
− a
2
2
2σ 22
]
4σ1σ2
pi[(1−2y)2σ 21 +(1+2y)2σ 22 ]
.
(8)
With a similar transformation, the PDF for y = x+ 1/2 can be obtained, here the reference system is
centered in left border of strip #2 with the strip #3. A discussion of the variance of y for small errors is
given in ref. [14], even if the variance is an ill defined parameter due to the Cauchy-(Agnesi)-like tails of
the PDF. In this case the results depend from the assumptions introduced.
5
These PDFs have simple analytical forms, they are defined in reference systems that depend from
the signal in the second strip. Their use, in maximum likelihood search, could imply complications in
the exploration of the likelihood surface. In fact, if the maximum is outside the two strips of the PDF,
another function must be introduced with a different reference system.
2.3 Probability distribution for w= ξη
As a final use of eq. 3, we apply it to obtain the PDF for the ratio of random variables w= ξ/η . Now it
is:
x=
ξ
ξ +η
w= ξ/η x=
w
1+w
Pξ/η(w) = Pxg2R(
w
1+w
)
1
(1+w)2
(9)
The integral expression of Pξ/η(w) becomes:
Pξ/η(w) =
1
w2
∫ +∞
−∞
P1(z)P2
( z
w
) |z|dz (10)
and transforming eq. 4 in w, as indicated, the Pξ/η(w) for Gaussian PDFs becomes:
Pξ/η(w) =
{ a2σ 21 +a1wσ 22√
2pi(σ 21 +w
2σ 22 )
3/2
exp[−(a1
a2
−w)2 a22
2(σ 21 +w
2σ 22 )
]
erf[
a2σ
2
1 +a1wσ
2
2√
2σ1σ2
√
σ 21 +w
2σ 22
]
}
+ exp
[− a21
2σ 21
− a
2
2
2σ 22
] σ1σ2
pi(σ 21 +w
2σ 22 )
(11)
The last term with a1 = a2 = 0 coincides with that reported in ref. [12]. Now the maximum of the first
term is moved to be around a1/a2.
3 The PDF of the complete COG2 algorithm
To obtain the PDF for the COG2 algorithm, we have to define in detail this algorithm. As previously
recalled, we have to consider the signals of three strips: the strip with the maximum signal (strip #2)
and the two lateral (strip #1 to the right and strip #3 to the left). Around the strip #2 the strip with the
maximum signal is selected between the two strips #1 and #3. Due to the smallest number of strips, this
COG2 has a very favorable signal-to-noise ratio. It is the natural selection for orthogonal incidence on
strip detectors with strip widths near to the average lateral drift of the primary charges.
3.1 The definition of the complete COG2 algorithm
The definition of COG2 algorithm can be condensed in the following equation (ref. [2]):
xg2 =
x1
x1+ x2
θ(x1− x3)− x3
x3+ x2
θ(x3− x1) . (12)
Where x1, x2, x3 are the random signals of the three strips, and θ(z) is the Heaviside θ -function (θ(x) = 0
for x ≤ 0 and θ(x) = 1 elsewhere). The two θ -functions select the strip with the highest signal. No
condition is imposed on the strip #2, even if for its role of seed strip, it has some constraints. This choice
eliminates inessential complications and saves the normalization of the PDF. Our aim is to reproduce the
gap for xg2 ≈ 0, typical of the histograms of COG2 algorithm. This gap is given by the impossibility (or
lower probability) to have xg2 ≈ 0 if the charge drift populates one or both the two lateral strips. The gap
grows rapidly with an increase of these two charges. The noise allows the forbidden values, promoting a
lower noiseless signal to become higher than the other.
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The constraints of eq. 12, on the three random signal {x1,x2,x3}, are inserted in the integral for the
PDF of this COG2: Pxg2(x). Its integral expression is given by (with the usual substitution of xg2 as x):
Pxg2(x) =
∫ +∞
−∞
dx1 dx2 dx3P1(x1)P2(x2)P3(x3)
[
δ
(
x− x1
x1+ x2
)
θ(x1− x3)+
δ
(
x+
x3
x3+ x2
)
θ(x3− x1)
]
.
(13)
The normalization of Pxg2(x) can be proved with a direct x-integration. The other integrals are executed
with the transformations: x1 = ξ , x1+ x2 = z1, x3 = β and x3+ x2 = z2. The jacobian of each couple of
transformations is one, the integrals on z1 and z2 of the two δ -functions can be performed with the rule:
∫ +∞
−∞
dzF(z)δ
(
x± µ
z
)
= F
(∓ µ
x
) |µ |
x2
. (14)
The general form of Pxg2(x) for any type of signal PDF {P1,P2,P3} becomes:
Pxg2(x) =
1
x2
[∫ +∞
−∞
dξP1(ξ )P2(ξ
1− x
x
)|ξ |
∫ ξ
−∞
dβP3(β )+∫ +∞
−∞
dβP3(β )P2(β
−1− x
x
)|β |
∫ β
−∞
dξP1(ξ )
]
.
(15)
The gaussian PDFs of eq. 2, inserted in eq. 15, allow the explicit expression of the two integrals on P3(β )
and P1(ξ ) with the appropriate erf-functions. Indicating the remaining integration variable as z, eq. 15
becomes:
Pxg2(x) =
1
2piσ1σ2x2(∫ +∞
−∞
dz |z|
{
exp
[− (z−a1)2
2σ 21
− (
(1−x)z
x
−a2)2
2σ 22
] 1
2
[
1− erf(a3− z√
2σ3
)
]
+
σ1
σ3
exp
[− (z−a3)2
2σ 23
− (
(−1−x)z
x
−a2)2
2σ 22
] 1
2
[1− erf(a1− z√
2σ1
)]
})
.
(16)
The combination of erf-functions and the |z| render impossible an analytical integration of eq. 16. The
serial development of the erf-function and its successive integration term by term is too cumbersome to
be of practical use. Thus, we have to explore approximations apt to be useful in maximum likelihood
search.
3.2 Small |x| approximation
The small |x| approximation is one of the easiest way to handle eq. 16. The function P2(z(1− x)/x) can
be transformed to approximate a Dirac δ -function for small |x|:
exp
[
− (1−x
x
z−a2
)2 1
2σ22
]
√
2piσ2
=
exp
[
− ( z
a2
− x
1−x
)2 (1−x)2 a22
2x2 σ22
]
( √
2pi σ2 |x |
a2 |(1−x) |
) |x |
a2|(1− x)|
≈ |x |
a2|(1− x)|δ (ζ −
x
1− x) ζ =
z
a2
.
(17)
The effective standard deviation of the gaussian is σ2|x|/(a2|1− x|), this term, for |x| → 0, allows to
identify the gaussian with a Dirac δ -function. The term |1− x| is useful to obtain the combination
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a1/(a1+ a2) in the exponent of the Gaussian-like function. A similar transformation can be applied to
P2(z(−1− x)/x), the integration on ζ is now immediate and the small |x| probability Pxg2 becomes:
Pxg2(x) =
|a2|
2
√
2pi
{exp[− (x− a1
a1+a2
)2 (a1+a2)
2
2(σ21 (1−x)2)
](
1− erf[( a3
a3+a2
− x) a2+a3√
2(1−x)σ3
])
σ1(1− x)2 +
exp
[− (x+ a3
a3+a2
)2 (a3+a2)
2
2(σ23 (1+x)
2)
](
1− erf[( a1
a1+a2
+ x) a1+a2√
2(1+x)σ1
])
σ3 (1+ x)2
}
.
(18)
The term a2 is a positive constant (the charge of the seed strip) and the absolute value can be eliminated,
but for future developments is better to remember its presence. It is easy to recognize in eq. 18 the two
maxima of eq. 4 and eq. 5, the noiseless position of the two branch of the COG2 algorithm. The main
difference is due to the two (1− erf(−z))/2-functions, this type of functions are similar to a continuous
(and derivable) Heaviside-θ functions. They interpolate in a very smooth way the two sides of the PDF.
Two different simulated distributions are reported in refs. [1, 2] and compared with eq. 18, the first was
without Landau fluctuations and the second contained approximate Landau fluctuations. At orthogonal
incidence, the Landau fluctuation is well described by the fluctuation of the total released charge.
The approximation of eq. 18 reproduces, in a reasonable way, the COG2 PDF even for non small x.
In fact, the real useful range of x is |x| ≤ 0.5, and the factor that is supposed small is |x|σ2/a2. But, the
constant a2 is connected to seed of the cluster and it has a high probability to be larger than few times σ2.
Its noisy detected part, x2, must assure a reasonable detection efficiency of the hit. Surely eq. 18 drops
out at x=±1. In any case better approximations are always useful, given that the probability Pxg2(x) has
to apply to a large set of experimental configurations. A conceptual incompleteness of eq. 18 is the lack
of the normalization. The normalization assures a constant probability of the impact point (eq. 1) but its
lack is not a real limitation for the practical use of eq. 18.
3.3 A better approximation for Pxg2(x)
A more accurate approximation for Pxg2(x) can be obtained retaining the small x approximation for the
two erf-function of eq. 16 and integrating on z the remaining parts. Now the two integrals have analytical
forms, one identical to eq. 4 (a part a factor 1/2) and the other to eq. 5. This approximation saves even
the normalization, obviously within the precision of a numerical integration of a heavy-tail PDF.We have
to remind that the normalization is the only converging integral of all our PDFs.
As usual we substitute Aerf(A) with |A|. In any case, the expressions of the erf-functions are that
of eq. 4 and eq. 5. Even the Cauchy-like terms are neglected. They are very small. For example, the
seed charge in some experiments is selected to be around 6 ∼ 7σ , thus the term exp(−a22/2σ 22 ) could
be around exp(−18) ≈ 10−8. In some special condition, these terms could be useful for the outliers hit
suppression [1] that depend from the PDF tails. As previously stated, they assure the strict positivity of
Pxg2(x) even for a1 = a2 = a3 = 0. However, we did not insert them in our track reconstructions.
Pxg2(x) =
{ ∣∣∣a2(1− x)σ 21 +a1xσ 22 ∣∣∣
2
√
2pi [(1− x)2σ 21 + x2σ 22 ]3/2
exp
[− ( a1
a1+a2
− x)2 (a1+a2)
2
2(σ 21 (1− x)2+ x2σ 22 )
]}
{
1− erf[( a3
a3+a2
− x) a2+a3√
2(1− x)σ3
]}
+ a1 ↔ a3, σ1↔ σ3, x→−x .
(19)
An easy simulation can be done to verify equation 19 and to illustrate the weak gap present in a distribu-
tion of simulated xg2 (figure 14) in ref. [1]. The data are generated with the function randn of MATLAB
and with the equations xi = σ randn(1,N)+ai, inserted in equation 12. Realistic values for ai, σi can
be obtained from ref. [1] for orthogonal incidence on the two types of silicon detectors studied there.
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Figure 1: Empirical PDFs of xg2 (blue line) compared with equation 19 (red line) for a model of silicon
detector of ref. [1] for an impact point ε =−0.2, all the σ = 8 ADC counts, and a1 = 0.01E, a2 = 0.91E
and a3 = 0.08E are the charges collected by the three strips, here E, the total charge of the three strips,
is 150 ADC counts
The probability decrease between the principal and secondary maximum of figure 1 originates a similar
reduction in a vertical section of figure 14 of ref. [1]. The secondary maximum is produced by the noise
that promotes the minority noiseless signal to becomes the greater one. Signal clusters with lower total
charge show larger gaps.
Even if equation 19 represents a better approximation compared to eq. 18, in some extreme cases, it
shows appreciable deviation respect to the numerical integral of eq. 16. For example, for tracks with
large inclination, the combination of parameters a1/(a1+a2) are very near to a3/(a3+a2) and slightly
lower than 0.5. In this case the two maximums are widely separated and the Pxg2(x) of equation 19
shows discrepancies compared to the numerical integration of eq. 16. These discrepancies are absent in
the longer approximation reported in Appendix B.
4 Simplified form of the three strip COG
To test the quality of the functional forms of the {ai(ε)}, the reconstruction of the three-strip COG
(COG3) histograms were extensively used in ref. [1], for this, the COG3 PDF was essential. We will not
discuss here the full form of the COG3 PDF with its gaps at the strip borders as illustrated in ref. [7].
This incomplete PDF is useful in all the cases when the border gaps are very small (near orthogonal
incidence).
Pxg3(x) =
∫ +∞
−∞
dx1 dx2 dx3P1(x1)P2(x2)P3(x3)δ
(
x− x1− x3
x1+ x2+ x3
)
. (20)
Again, the normalization of Pxg3(x) is easily verified. The substitution of variables ξ = (x1− x3), z =
(x1+ x2+ x3) and β = x2 simplifies the Dirac δ -function integration. The jacobian of the substitution is
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1/2. Integrating in ξ the Dirac δ -function, the remaining double integral has the following form:
Pxg3(x) =
1
2
∫ +∞
−∞
dzdβ |z|P1(z(1+ x)−β
2
)P2(β )P3(
z(1− x)−β
2
) . (21)
The integration in β is a convolution of gaussian PDFs and it gives another gaussian. Due to the |z|, the
integral on z produces the term of the form Aerf(A) that, as usual, we approximate as |A|. Equation 21
does not contain the explicit term 1/x2 of equation 14, this is due to the integration in ξ , in any case, the
Cauchy-like tails remain. The introduction of the auxiliary constants X3 and E3 simplifies the form of
Pxg3(x). The Cauchy term, indicated with P
C
xg3
(x), is the first discussed. It has the expression:
X3 =(a1−a3)/(a1+a2+a3) E3 = a1+a2+a3
PCxg3(x) =exp
[− E23 [σ 21 (X3−1)2+σ 22 (X3)2+σ 23 (X3+1)2]
2(σ 21 σ
2
2 +4σ
2
1σ
2
3 +σ
2
3σ
2
2 )
]
{ √σ 21σ 22 +4σ 21σ 23 +σ 23σ 22
pi[(1− x)2σ 21 + x2σ 22 +(1+ x)2σ 23 ]
}
.
(22)
The term PCxg3(x) for σ1 = σ2 = σ3, as it is often the case, has the very simple form:
PCxg3(x) = exp
[−E23 (X23 +2/3)
4σ 21
] √2/3
pi(x2+2/3)
.
This term survive even for E3 = 0 and becomes an exact Cauchy PDF. The main term Pxg3(x) is:
Pxg3(x) =
{
exp
[
− (X3− x)2 E
2
3
2[(1− x)2σ 21 + x2σ 22 +(1+ x)2σ 23 ]
]}
∣∣∣E3 [(1−X3)(1− x)σ 21 +X3xσ 22 +(1+X3)(1+ x)σ 23 ]∣∣∣
√
2pi
[
(1− x)2σ 21 + x2σ 22 +(1+ x)2σ 23
]3/2 ,
(23)
the approximation of Aerf(A) as |A| has no observed differences in our realistic simulations. In any case,
the erf-function is:
erf
{
E3
[
(1−X3)(1− x)σ 21 +X3xσ 22 +(1+X3)(1+ x)σ 23
]
[
2(σ 21 (1− x)2+ x2σ 22 +(1+ x)2σ 23 )(σ 22 σ 23 +σ 21 (σ 22 +4σ 23 ))
]1/2
}
. (24)
The upper part of the fraction in the erf-argument in eq. 24 coincides with the corresponding term in the
absolute value of eq. 23.
A more precise form for the COG3 algorithm should consider the gap at the strip borders. This
happens when the signal distribution is larger than two strips, and x ≈ 1/2 is suppressed in the COG3
(ref. [7] contains other details). The suppression increases rapidly as the (average) signal distribution
grows beyond the two strip size. Near to the strip borders, the noise can increase the signal collected by
the nearby strip that becomes the seed of another three-strip cluster. In this case, the COG3 algorithm
operates with the triplet of signals {x2,x1,x4} where x4 is the signal of the strip to the right of the strip
#1. The form of the algorithm becomes:
xg3 =
( x1− x3
x1+ x2+ x3
)
θ(x2− x1)+
( x4− x2
x1+ x2+ x4
+1
)
θ(x1− x2) . (25)
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The two sides of eq. 25 are defined in the identical reference system centered on the strip #2. The details
of this extension of the COG3 algorithm will be reported elsewhere.
5 Conclusions
This is a first part of a study for COG PDFs, essential tools to go beyond the methods based on variance
minimizations. The long analytical equations, reported here, are indispensable components to implement
the maximum likelihood search. Even if complex and slow, the maximum likelihood could be able to
obtain results impossible with other methods. For example, the elimination of the effects introduced
by the outliers. Among other beneficial effects, the increase of the track-parameter resolution could
reduce the complexity of the tracker hardware, requiring less detection layers (or less magnetic field)
to obtain the resolution of the standard least squares method (or of its equivalent Kalman filter). These
equations were on our desk for a long time, but the huge length of the standard demonstrations forbade
their publications. The method, illustrated here, allowed manageable demonstrations. The produced
expressions can be handled with the essential help of MATHEMATICA. Numerical simulations with
MATLAB complete the verification of the full process.
6 Appendix A
We report here a synthetic calculation of the PDF for ξ/(ξ +η) along the lines of ref. [12] for the ratio
of two random variables. The PDF is obtained differentiating the cumulative probability distribution for
the random variable x. The cumulative distribution is defined as the probability to have ξ/(ξ +η)≤ x.
Thus, the product of P1(ξ )P2(η) must be integrated on regions of the plane η ,ξ compatibles with the
defined condition.
We have to select two different procedures, one for x≤ 0 and one for x> 0. The two lines of equation
ξ +η = 0 and ξ (1− x)/x = η are the boundaries of the integration regions. The first line is fixed and
separates the two regions with different signs of the denominator of ξ/(ξ +η). The other line rotates
around the origin as x increases and it is the second boundary of the integration regions. It overlaps the
line ξ +η = 0 when x→±∞. The η-axis separates the two regions with x 6= 0.
x
ξ+η>0
ξ+η<0
ξ+η=0
ξ
η
ξ(1− x)= η
x
ξ+η>0
ξ+η<0
ξ+η=0
ξ
η
ξ(1− x)= η
Figure 2: To the left, the integration regions of the plane (η ,ξ ) for x ≤ 0. To the right, the integration
regions for x> 0. The integration regions are indicated by thick arrows along the η integrations. The ξ
integrations are not indicated, they are orthogonal the thick arrows to cover the sector of the plane with
the arrows
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For x≤ 0 we obtain:
F−2 (x) =
∫ 0
−∞
dξP1(ξ )
∫ ξ (1−x)/x
−ξ
P2(η)dη +
∫ ∞
0
dξP1(ξ )
∫ −ξ
ξ (1−x)/x
P2(η)dη (26)
and for x> 0 F2(x) is:
F+2 (x) =
∫ 0
−∞
dξP1(ξ )
∫ +∞
−ξ
P2(η)dη +
∫ +∞
0
dξ P1(ξ )
∫ +∞
ξ (1−x)/x
P2(η)dη+
∫ 0
−∞
dξP1(ξ )
∫ ξ (1−x)/x
−∞
P2(η)dη +
∫ +∞
0
dξ P1(ξ )
∫ −ξ
−∞
P2(η)dη .
(27)
It is easy to prove that F−2 (x) = 0 for x→−∞ and F+2 (x) = 1 for x→+∞.
The PDF Pxg2R(x) is given by a differentiation of F
−
2 (x) and F
+
2 (x) respect to x, obtaining:
Pxg2R(x) =
dF+2 (x)
dx
=
1
x2
∫ +∞
−∞
dξ |ξ |P1(ξ )P2(ξ 1− x
x
) , (28)
an identical result is obtained differentiating F−2 (x). The cumulative distribution for the random variable
−β/(β +η) could be obtained with a similar procedure.
The construction of the cumulative distribution for the complete COG2 algorithm of equation 12
implies the insertion of another random variable β . The integration regions are defined in the space
ξ ,η ,β . The cumulative distribution is expressed by a large number of integrals on sectors of the ξ ,η ,β -
space. The differentiation and the collection of the various terms reproduces equation 15.
7 Appendix B
For very inclined tracks, the MIP signal is spread among various strips and the histograms of COG2
algorithm show very large gaps around zero. In this case, the approximations described above show
perceptible deviations from the simulated data and the numerical integrations of eq. 16. In these case
a better approximation is useful. The following approximation shows negligible differences from the
numerical integrations. For its construction, the Fubini theorem is applied to invert the order of the
double integrals of eq. 15, and variable transformations are selected to have a zero as the lowest limit of
an internal integration region. In this way the two integrations become independent and can be executed
in any order. The neglecting of the change of sign introduced by the absolute values of eq. 16 allows to
obtain the following analytic result:
Pxg2(x) =
1
2
√
2pi
a2(1− x)σ 21 +a1xσ 22
[(1− x)2σ 21 + x2σ 22 ]3/2
exp
[− (x− a1
a1+a2
)2 (a1+a2)2
2(σ 21 (1− x)2+ x2σ 22 )
]
{
1− erf[ (1− x)
[
a3(1− x)−a2x
]
σ 21 − (a1−a3)x2σ 22√
2((1− x)2σ 21 + x2σ 22 )(x2σ 21σ 22 +(1− x)2σ 21σ 23 + x2σ 22σ 23 )
]}
+
+ x→−x, a1⇆ a3 σ1⇆ σ3
(29)
The approximation does not reproduces the absolute value (in reality Aerf(A)) of the previous equa-
tion 19. But, for realistic values of the parameters {a j}, it is irrelevant. In any case, it is a trivial
completion if needed, as in 19. Here, the argument of the erf-function is more complete than that given
for small |x| of equation 19. The difference of equation 29 with a numerical integration is negligible in
many significant cases.
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To complete the approximation, we report the Cauchy-like terms (even if of scarce relevance). They
are exactly given by MATHEMATICA because they are the first terms of a by part integration of equa-
tion 15. The Cauchy tails are evident and the factor x in the numerator compensates the
√
x2 in the
denominator. The expression of P
cauchy
xg2 (x) is:
P
cauchy
xg2 (x) ={
exp
[
− (a3(1− x)−a2x)
2σ 21 +(a1(1− x)−a2x)2σ 23 +(a1−a3)2x2σ 22
2
(
x2σ 22σ
2
3 +(1− x)2σ 21σ 23 + x2σ 22σ 21
) ]
x σ 21 σ
2
2
2pi
(
(1− x)2σ 21 + x2σ 22
)√
(1− x)2σ 23σ 21 + x2σ 22 (σ 21 +σ 23 )
erf
[ (1− x)a2σ 21σ 23 +σ 22 (σ 21 a3+σ 23a1)x√
2σ1σ2σ3
√
σ 22σ
2
3 x
2+σ 21 (σ
2
3 (1− x)2+σ 22 x2)
]}
+
exp
[− a21
2σ 21
− a
2
2
2σ 22
] [1− erf(a3/√2σ3)]σ1σ2
2pi[x2σ 22 +(1− x)2σ 21 ]
+
+ x→−x, a1⇆ a3 σ1⇆ σ3 .
(30)
These terms are in general a very small fraction of the main terms (around 10−5), but become of the
order of 10−1 for very inclined tracks. In any case they completes the PDF for the COG2 algorithm. The
exponential term has maxima around for x = a3/(a3+ a2) (due to the term with
(
a1(1− x)+ xa2
)
) and
x = a1/(a1 + a3) (due to the term with
(
a3(1− x)+ xa2
)
), these two maxima are very near with large
overlaps.
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