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Vinnitsa Polytechnic Institute, Vinnitsa 286021, U.S.S.R. 
Abstract--The main ideas and results of the algorithmic measurement theory, i.e. the constructive trend 
in the mathemitic measurement theory are discussed. The theory in question dates back to the problem 
of choosing the best system of scale weights (Fibonacci, thirteenth century). The theory uses the asymmetry 
principle of measurement and is connected with the brilliant mathematical chievements, viz, the golden 
section, the Fibonacci numbers and Pascal's triangle. New methods of number epresentation, i.e. the 
Fibonacci and the golden ratio codes have been developed. They are used in computer engineering. 
1. INTRODUCTION 
The main event in the history of mathematics nowadays i the displacement of the mathematical 
researchs towards the extreme and optimal problems. This process is reflected in the mathematical 
measurement theory in the form of the algorithmic measurement theory [1-3]. Arising in the early 
seventies from the practical application of the analog-to-digital conversion [1] the theory exceeded 
the limits of the technical problems and found unexpected connections with the well-known 
mathematical discoveries. 
The algorithmic .measurement theory lies on the crossing of the continuous and discrete 
mathematics and solves uniquely the problem of representing the continuous values and real 
numbers. Besides, the algorithmic measurement theory is closely connected with the notion of a 
real number and plays a fundamental part in the theory of notations [4]. 
It should be noted that the new measurement theory is deeply connected with the Fibonacci 
numbers and the golden ratio. The purpose of the article is to give the popular presentation f the 
new measurement theory based on the golden section. 
2. THE GOLDEN SECTION 
Johannes Kepler said that geometry has two treasures--the Pythagorean theorem and the golden 
section. The former can be compared with pure gold, the latter with a precious tone. 
The golden section arose from the division of the line segment AB with the point C in the extreme 
and mean ratio (Fig. l), that is, 
AB CB 
CB -AC" (1) 
It is reduced to the equation 
x2= x + 1. (2) 
The positive root of the equation ~ = (l + x/5)/2 is called the golden ratio and the division of the 
line segment in the ratio (1) is called the golden section. 
Being the root of the equation the golden ratio has the property 
5 2 = ~ + 1. (3) 
Expression (3) can be rewritten as 
1 1 
ct = 1+- ;  ~-1=- .  (4) 
Gt 
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Hence when subtracting 1 from ~ = 1.618 it varies inversely as 1/~ = 0.618. It is proved that the 
golden ratio is the only positive integer having this property. It should be noted that 1.618 and 
0.618 are supposed to express the ratio of the golden section. 
Substituting many times the expression ~= 1 + (1/~) for ~ in the right-hand side of equation (4) 





1+- -  
1+. . -  
The simplicity of this representation emphasizes the fundamental character of the golden ratio. 
The representation f the golden ratio 
~1+~ 
gives one more representation f ~: 
 =41+41+41+41+ ....
Multiplying or dividing the left- and right-hand sides of equation (3) by ~, we obtain the 
mathematical expression combining the powers of the golden ratio: 
~. = ~.-, + ~-2, (5) 
where n is an integer. 
From equation (5) it follows that the geometric progression (with the radix ~) 
~,=~.~- i  (6) 
has both the multiplicity (6) and the additivity (5) properties, i.e. the powers of the golden ratio 
have the properties of the geometric and arithmetic progression. 
The golden section is widely used in geometry. It is proved that • = (1 + x/~)/2 = 2 cos 36 °. 
Using this equation we can show that in the pentagram ABCDE the cross points of the diagonals 
F, G, H, K, L, divide them in the golden section and form the pentagram FGHKL (Fig. 2). The 
pentagram aroused admiration with the Pythagoreans. It was a symbol of health and a landmark. 
The pentagram comprises a set of wonderful figures which are widely used in the works of art. 
In ancient Egypt and classical Greece the law of the "golden cup" was well-known. It was used 
by architects and goldsmiths. 
A C B 
t i i 
AB CB t,~'5 - - .  , _ _  
CB AC 2 
Fig. 1. Golden section. According to Johannes Kepler, 
Geometry has two treasures--the Pythagorean theorem and 
the golden section. The former can be compared with pure 
gold, the latter with a precious tone. The golden section was 
known to the ancient Babylonians and Egyptians. It forms 
the basis for Pythagoras' teaching of the number harmony 
of the world. The term "the golden section" was introduced 
by Leonardo da Vinci. 
A 
D C 
Fig. 2. Pentagram. The intersection points of the diagonals 
divide them in the golden section and form a new penta- 
gram. It aroused admiration with the Pythagoreans. It was 
a symbol of health and a landmark. 





]) H' H" C 
Fig. 3. Golden cup. In ancient Egypt and classical Greece 
"the law of the golden cup" was well-known. It was widely 
used by architects and goldsmiths. The majority of the 
Greek vases atisfy the golden cup proportions. 
Fig. 4. Golden triangle. The fact hat he bisectrix DH of the 
angle D coincides with the diagonal of the pentagrams and 
divides the side AC by the point H in the golden section 
intrigued the Pythagoreans. The golden ratio was widely 
used by artists of the Italian Renaissance. Leonardo da 
Vinci created his "Mona Lisa" using the golden triangles. 
If we draw the diagonals BE, BD and EC (Fig. 3) in the pentagram ABCDE the dashed part 
has a form of the "golden cup" which is characterized by the ratios 
EB EF  BF  1 + x//-5 
DC = FC FD = 2 
One more remarkable figure involved in the pentagram is the golden triangle, for example, ADC 
(Fig. 4), whose base is the side of the pentagram. This triangle has the vertex angle measuring 36 ° 
and the base angles measuring 72 ° each. 
The Pythagoreans were greatly interested in the fact that the bisectrix DH of the angle D 
coincides with the diagonal DB of the pentagram and divides the side AC by the point H in the 
golden section. So, the new small golden triangle DCH is generated. If we draw the bisectrix of 
the angle H to the point H on the side A C and continue this procedure ndlessly, we get an infinite 
sequence of the golden triangles. 
The same recurrent property is inherent in the golden rectangle ABCD (Fig. 5) in which the ratio 
of the sides is the golden section: 
AB 
AD 
Removing the square AEFD from the rectangle ABCD we have the new golden rectangle EBCF 
where FE/EB = o~. 
If we continue this procedure ndlessly we get an infinite sequence of the golden rectangles. The 
pentagrams are closely connected with the dodecahedron (Fig. 6) which symbolized the harmony 
of the world in the Pythagorean teaching. 
A E B 
D C 
Fig. 5. Golden rectangle. The golden rectangle is drawn with 
its sides in the ratio 
AB l+v/5 
AD 2 
The law of the golden rectangle is widely used in architec- 
ture. In particular, the proportions ofthe Parthenon satisfy 
the law. 
Fig. 6. Dodecahedron. The dodecahedron was the main 
geometric figure of the Pythagoreans and symbolized the 
harmony of the universe. The sides of the dodecahedron are
the pentagrams built according tothe golden ratio. 
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According to the well-known mathematician B. L. van der Waerden, Pythagoras might have 
borrowed the idea of the golden section from the ancient Egyptians and Babylonians during his 
long travellings throughout the ancient East. The golden section penetrates the antique culture of 
Greece. "According to Plato and to the ancient cosmology in general," writes the distinguished 
Soviet scholar A. F. Losev, "the world is a certain proportional entity subjected to the law of the 
harmonic division, that is the golden section..." [5, p. 56] 
In the epoch of Italian Renaissance the golden section is again raised to the main aesthetic 
principle. Leonardo da Vinci called it "Sectio aurea" from which the terms the "golden section" 
or the "golden number" came from. Under the influence of Leonardo da Vinci the famous 
mathematician Luca Pacioli published in 1509 the first book on the golden ratio under the title 
"De Divina Proportione", i.e. "On the Divine Proportions". The golden section was applied to many 
paintings of Leonardo da Vinci (the brilliant "Mona Lisa" in particular), Titian, Raphael, Diirer. 
During that period the golden section penetrates into music. The Netherlandish composer Jacob 
Obrecht (1430-1505) used the golden section in his compositions which may be compared to "a 
cathedral created by a brilliant architect". 
After the epoch of the Renaissance the golden section fell into oblivion for almost wo centuries. 
In the middle of the nineteenth century the German scientist Zeising made an attempt to formulate 
the universal proportionality law discovering once again the golden section. 
At the end of the nineteenth century the German psychologist Gustav Theodor Eechner carried 
out a series of psychological experiments aimed to define the aesthetic impression made by the 
rectangles with different side dimensions. The experiments urned out favourable for the golden 
rectangle. 
In the twentieth century the idea of the golden section was again greatly concerned. In the first 
half of the century the music theorist L. Sabaneev formed the general rythmic equilibrium law and 
grounded the golden section as the aesthetic norm of a musical composition. The distinguished 
French architect and artist Le Corbusier made his Modulor based on the golden section. The 
famous Soviet producer Eisenstein used the golden section in making his films (e.g. "The Battleship 
Potemkin"). The golden section is found in Pushkin's verses. The academician G. V. Tsereteli 
proved that the poem "The Knight in the Tiger's Fell" was written by Shota Rustaveli with the 
help of the brilliant ratio. The well-known Hungarian composer Bela Bartok widely used the golden 
ratio in his music compositions. 
In the twentieth century the golden section also penetrates into biology, physics and mathematics 
(brain rhythms, cardiovascular ctivity of mammals, the theory of measurement and encoding). 
3. HOW DO RABBITS MULTIPLY? 
The golden section is closely connected with the so called Fibonacci numbers [6], discovered in 
the thirteenth century by the famous Italian mathematician Leonardo f Pisa (Fibonacci). 
The Fibonacci numbers constitute the sequence 
1, 2, 3, 5, 8, 13, 21 . . . .  
where any number equals the sum of the two preceding numbers. Fibonacci discovered this number 
sequence while solving the well-known problem of rabbits' multiplying which was presented in his 
book "Liber Abaci" published in 1202. 
The essence of the problem is this: suppose there is one pair of rabbits in an enclosure on the 
first day of January; this pair will produce another pair of rabbits on February first and on the 
first day of every month thereafter, each new pair will mature for one month and then produce 
a new pair on the first day of the third month of their life and on the first day of every month 
thereafter. The problem is to find the number of pairs of rabbits after n months ince the first birth. 
The solution of this problem was a great contribution to the combination theory. While solving 
the problem Fibonacci discovered the first recurrence formula 
q~(n) = ~o(n - 1) + ~o(n -- 2) (7) 
generating the Fibonacci sequence. By this discovery he anticipated the method of recurrent 
relations regarded as the most appropriate for solving combinatorial problems. 
The golden section in the measurement theory 617 
The problem of rabbits multiplying generated the mathematic theory of biological 
populations [7]. 
The absolute numbers evaluated by the recurrence formula [7] depend on ~0(0) and ~0(l). For 
example, if we are given q)(0)= 0, q)(1)= 1 then the formula [7] generates the number sequence 
0 ,1 ,1 ,2 ,3 ,5 ,8 ,13 ,21 ,34  . . . . .  (8) 
Fibonacci didn't continue his research of the properties of his number sequence. However, at 
the beginning of the nineteenth century the works dedicated to the special properties of the 
Fibonacci numbers began to "multiply like the Fibonacci rabbits". The French mathematician 
Lucas introduced the generalized Fibonacci numbers. They start with any two positive integers and 
any term beginning with the third one is equal to the sum of the two previous terms. Lucas 
introduced an interesting number sequence (the Lucas sequence) which is evaluated by the similar 
recurrence formula 
L(n)  = L (n  - l) + L(n  - 2), (9) 
with the initial terms L(0)= 2 and L(1)= 1. 
The recurrence formula (9) generates the Lucas sequence 
2, l, 3, 4, 7, l l ,  18, 29, 47 . . . . .  (10) 
Let's define some properties of the Fibonacci and Lucas numbers. First we form the number 
sequence, the so called ratios of the neighbouring Fibonacci numbers. 
1 3 4 7 l l 18 29 47 
2' l '  3' 4' 7 ' l l '  18' 29 . . . . .  
What do these sequences tend to? They tend to the limit which is the golden section, i.e. 
q~ (n) L (n) 1 +x/~ 
lim lim 
,~o~ q~(n - 1------3 ,~  L(-n----1) - 
1 
Let's state the connection between the golden ratio powers and the Fibonacci and Lucas numbers. 
So, we extend the sequence (8) and (10) to the left taking into account hat the terms after the 
second may be found as the sum of the two preceding terms in the line. The sequences formed are 
given in Tables 1 and 2. 
Using formula (5) we can get the analytical expressions for the powers of the golden ratio (see 
Table 3). Comparing the Tables 1-3 we see that any power of the golden ratio can be written as 
o:" -- L (n ) + (p (n )x//-5 
2 
Table 1 
n 0 I 2 3 4 5 6 7 8 9 
q)(n) 0 1 1 2 3 5 8 13 21 34 
q~(-n) 1 -1 2 -3  5 -8  13 -21 34 
Table 2 
n 0 1 2 3 4 5 6 7 8 9 
L(n) 2 1 3 4 7 11 18 29 47 76 
L(-n) - I  3 -4  7 - I1 18 -29 47 -76 
Table 3 
n 0 I 2 3 4 5 6 7 8 9 
Gtn 
~t 
2+0x/5 l+ lx /5  3+lx/~ 4+2x/~ 7+3x/~ 11+5x/5 18+8x/'5 29+13,~ 47+21,~ 76+34x//5 
2 2 2 2 2 2 2 2 2 2 
2+0x/5 - I+1,~ 3-1x/~ --4+2x/~ 7-3x/5 -11+5x/5 18-8x/5 -29+13V/5 47-21x/5 -76+34x/5 
2 2 2 2 2 2 2 2 2 2 
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Two more important formulas based on the Tables 1-3 are formed connecting the Fibonacci and 




for odd n ; 
a”--a-” (11) 
J3’ 
for even n. 
a”+ II-“, 
L(n) = 
for even n; 
an-a-“, for odd n. 
(12) 
Expression (11) is known as a Binet formula. The Fibonacci and Lucas sequences may be found 
in different branches of learning. The most surprising is the botanical phenomenon of phyllotaxis 
(8) which was at first singled out by J. Kepler. The best known manifestation of phyllotaxis is the 
arrangement of the florets of a sunflower or of the scales of a pine cone, in spiral or helical whorls 
rotating clockwise and counterclockwise. These spirals are called the parastichy pairs. 
If we count the clockwise and the counterclockwise parastichy pairs we see that the ratios are 
constant and specific for different plants. The pine cones have 
5 8 13 21 34 
3’5’S’fi’U’ 
the majority of sunflowers have 
55 89 
34’ 55’ 
The numerators and denominators represent he Fibonacci numbers and the fractions tend to 
the golden ratio. 
In the twentieth century the Fibonacci numbers aroused great interest. In the middle of the 
century the Fibonacci Association was established in the U.S.A. Since 1963 it has been publishing 
the mathematic magazine “The Fibonacci Quarterly”. Two “Znternational Conferences on Fibonacci 
Numbers and Their Applications” took place in the U.S.A. 
4. SOME FIBONACCI TRIGONOMETRY 
It is well-known that the trigonometric equations of the Lobachevski geometry are expressed by 
the hyperbolic functions and the geometry is called hyperbolic. 
According to R. Luneburg, the solid geometry of the human visual perception is the Lobachevski 
geometry. V. Vernadski’s hypothesis says that the non-Euclidean geometry is of great importance 
for the studying of living matter. The expressions for the hyperbolic sine and cosine are of the form 
ex _ emx 
sinh x = ~ 
2 
ex + e-’ 




Comparing these formulas with expressions (11) and (12) we see the connection between the 
Fibonacci and Lucas numbers and the hyperbolic functions. To state this connection we divide the 




with n = 2k, 
(p(2k + 1) = 
a2k+l + a p@k+l) 
Js 
, withn=2k+l, 
L(2k) = ax + aPLc, with n = 2k, 
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Some similarity between the forms and the hyperbolic functions ensures the introduction of the 
Fibonacci and Lucas trigonometric functions. 
The Fibonacci sine and cosine are the continuous functions corresponding to expressions (17) 
and (18) defined for any real number, 
sinE x = ~t 2x+t - tX - (2x+l )  
cosL x = tx 2x -~- o~-2x 
Thus, the connection between the hyperbolic and the Fibonacci trigonometry is expressed in the 
form 
s inhx-Tsmf  ~ ; 
x//-5 f fx  - lns'~ oos  =-rcos / 
2 
sinf x = ~ sinh[(2 In e)x]; 
2 
cosf x = ~ cosh[(2x + 1) In e]. 
Some identities of the Fibonacci trigonometry are given without proof: 
sinfx + cosfx = sinf(x + 1); 
sinL x + cosL x = cosL(x + 1); 
1 
sinf x.  cosf x = ~ [sinL(x - 1)1; 
" v  
1 
sinfy.cosfx = ~ [sinL(x + y) - sinL(x - y)]; 
sinf 2 x + cosf 2 x = cosf2x. 
The connection between the golden ratio and the hyperbolic functions which is given by the 
Fibonacci trigonometry shows that the hyperbolic functions represent the "secret" expression of 
the golden section in mathematics. This idea generates some view on the theory of the hyperbolic 
functions and the hyperbolic Lobachevski geometry via the golden section. 
5. PASCAL'S TR IANGLE OR ANOTHER WAY OF RABBITS MULT IPLY ING 
Let's consider the array of the binomial coefficients which is called Pascal's triangle. It is known that 
(a+b)  n _o _n Lo t n I bl _k _n-k Lk-- ~ 0 =c, , 'u  "v +c , 'a  +. . .+c , , 'u  "v - r . . .+c , , .a  .b , 
where the numbers c~ are called the binomial coefficients. The above formula is the binomial one. 
This name involves a historical injustice because the formula was well known to the Central Asian 
mathematicians in the eleventh century. In Western Europe the formula was known to Pascal who 
proposed the method of evaluating the binomial coefficients via their arrangement in the array 
which is called Pascal's triangle. Let's consider the so-called Pascal's triangle: 
d c~ d d . . .  d 
c~ d ~ . . .  c~ 
d c~ . . .  ~ 
~ . . .  c~ 
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i.e. 
1 1 1 1 1 1 1 1 
1 2 3 4 5 6 7 
1 3 6 10 15 21 
1 4 10 20 35 
1 5 15 35 
1 6 21 
1 7 
1 
1 2 4 8 16 32 64 128 
The rows of Pascal's triangle are numbered from the top but the upper row with the binomial 
coefficients 
c o = c o c o _ 0 1 
is called the zero row. 
The K-row begins with the binomial coefficient ck = 1. The columns are numbered from the left 
to right; the leftward extreme column consisting of the only one (C o ) is called the zero column. 
The n th column involves the binomial coefficients 
0 1 k . cn -k ,  n 
Cn ,  On ,  • . . , Cn ,  • . , • . . , Cn ,  
where c~k-- Cnn-l. Pascal's triangle is based on the recurrent relation 
k--Ck + Ck- I_  1 Cn - -  n - I  
Therefore, the above array of the binomial coefficients will be termed as Pascal's 0-triangle. The 
binomial coefficients and Pascal's triangle have many applications in different branches of 
mathematics. "This array has a set of wonderful properties," wrote J. Bernoulli. "Just now we've 
shown that it conceals the essence of the theory of connections, but those who are closer to 
geometry know that it hides a lot of fundamental secrets from other branches of mathematics." 
We consider some of the secrets. It should be noted that the binomial coefficients are elegantly 
expressed by the factorials: 
It is proved that 
m! = 1 .2 . . . . .m.  
n~ 
c~-  
K!(n - k)!" 
We have considered the binary sequence 1, 2, 4, 8. . .2 n and the Fibonacci sequence 1, 1, 2, 3, 
5, 8 . . . . .  ~p (n). These number sequences prove to be closely connected with the binomial coefficients 
and Pascal's triangle. 
Let's sum up the binomial coefficients in the nth column of Pascal's 0-triangle. As a result we 
have a binary digit 2 n, i.e. 
2 n 0 l ~ (19) 
= Cn --~- Cn  --[- . . . --]- Cn  , 
This formula is of great importance for the theory of binary codes. 
As is generally known, the number of all n-binary digit combinations i 2 ~. If  we remove the 
subset of the code combinations comprising k ones and n - k zeros (with k = 0, 1 . . . . .  n) from the 
set of n code combinations, the number of code combinations equals c k = c~ -k. This is represented 
in formula (19) giving the general number of n code combinations as a sum of the binomial 
coefficients. 
To state the connection between Pascal's 0-triangle and the Fibonacci numbers we shift each row 
of Pascal's 0-triangle one column rightwards. So, we have the array of the binomial coefficients 
which is called Pascal's 1-triangle. 
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1 1 1 1 1 1 1 1 1 
1 2 3 4 5 6 7 
1 3 6 10 15 
1 4 10 
1 
1 1 2 3 5 8 13 21 34 
I f  we sum up the binomial coefficients in the columns of Pascal's 1-triangle the obtained number 
sequence consists of the Fibonacci numbers! 
We can also shift each row of Pascal's 0-triangle 2, 3 . . . . .  p-columns rightwards (p is a positive 
integer). Thus, we have the modifications of Pascal's 0-triangle which are called Pascal's 2-, 3-, . . . .  
p-triangles, respectively: 
p=2 
1 1 1 1 1 1 1 1 1 1 1 1 
1 2 3 4 5 6 7 8 9 
1 3 6 10 15 21 
1 4 10 
1 1 1 2 3 4 6 9 13 19 28 41 
p=3 
1 1 1 1 1 1 1 1 1 1 1 1 
1 2 3 4 5 6 7 8 
1 3 6 10 
1 1 1 1 2 3 4 5 7 10 14 19 
Considering the number sequences obtained when summing up the binomial coefficients arranged 
in Pascal's 2-, 3-, . . . .  p-triangles we note that the number sequences have some strict relationship. 
With p = 2 the n th term of the sequence is formed from the preceding terms by the recurrence 
formula 
qh(n) = q~2(n - 1) + ~o2(n - 3): 
with p = 3 the recurrence formula is of the form 
tP3(n ) = (o3(n -- 1) + tP3(n -- 4). 
For the arbitrary p the new number sequence taken from Pascal's p-triangle is given by the 
general recurrence formula: 
f 
0, with n < 0, 
q~p(n) = 1, with n = 0, (20) 
q~p(n - -  1) + tpp(n --p - 1), n > 0. 
Thus, we have discovered the infinite set of the number sequences consisting of the Fibonacci 
p-numbers. These number sequences comprise the binary sequence (for p = 0) and the classical 
Fibonacci sequence (for p = 1). 
Let's go back to the problem of the rabbits multiplying. Fibonacci stated that each new pair of 
rabbits would mature in one month. Suppose that rabbits mature in p months, where 
p ~ {0, 1, 2 . . . . .  oo}. We can solve this problem for the two cases, i.e. 
(1) the reproduction begins with a "baby pair" of rabbits; 
(2) the reproduction begins with an "adult pair" of rabbits. 
Let ~op(n) denote the number of pairs of rabbits for n months after the births have taken place. 
The law of reproduction depends on the maturity of the original pair of rabbits for 0 ~< n ~< p. As 
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for the original "baby pair" of rabbits, they mature for the first p months, so no increase can be 
observed, i.e. 
¢pp(0) = ¢pp(1) . . . . .  q~p(p) = 1. (21) 
If reproduction starts with an adult pair of rabbits the pair will produce a monthly increase of 
a pair of rabbits for the first p months, i.e. 
(pp(0) = 1, ¢pp(1) = 2 . . . .  , (pp(p) =p + 1. (22) 
Let n ~>p + 1. Then in the nth month (pp(n -p  - 1) baby pairs of rabbits produced by all 
the pairs of rabbits living (p + 1) months ago will be added to ¢pp(n- 1) pairs of rabbits 
already living in the (n - 1)th month. This gives the following recurrent relation for ¢pp(n), with 
n >~p + 1, i.e. 
q~p(n) = ¢pp(n - 1) + ~0p(n -p  - 1). (23) 
Let's consider the cases of the generalized Fibonacci numbers given by the recurrent relation (23) 
under the initial conditions (21) and (22). 
(1) For p = 0. The essence of this condition is that the rabbits mature "in a moment", i.e. the 
"baby rabbits" mature just after birth. It is easy to see that in the case the solution is the binary 
sequence 1, 2, 4, 8 . . . . .  2". 
(2) For p = I. We have the classical variant of the Fibonacci problem. 
(3) For p = 2. The solution comprises of two number sequences under the initial conditions 
(21) and (22): 
1, 1, 1 ,2 ,3 ,4 ,6 ,9 ,  13, 19 . . . .  
1, 2, 3, 4, 6, 9, 13, 19, 28, 41 . . . .  
(4) For p = oo. The essence of the condition is that the rabbits mature endlessly. It is clear 
that if the reproduction starts with a "baby pair" of rabbits, no increase is observed, i.e. for any 
n ~Op(tl)= 1. 
If the reproduction starts with an adult pair of rabbits, for p = ~ the law of reproduction is
given by (p,(n) = n + 1 which generates the sequence of natural numbers. 
6. HOW MANY GOLDEN SECTIONS CAN BE FOUND? 
It was stated above that the ratio of the Fibonacci neighbouring numbers tends to the golden 
ratio. But what does the limit of the ratio of the neighbouring Fibonacci p-numbers equal to? 
Let x denote the limit, i.e. 
lim ~%(n) 
, -~  (pp(n - 1) 
Then %(n) / (pp(n -  1) is represented in the form 
~pp(n) _ ~pp(n - 1) + ~p.(n -p  - 1) 
=1-~ 
¢pp(n -- 1) ¢p,(n -- 1) 
- - ~ X .  
(24) 
tpp(n -- 1) ¢pp(n -- 2) ¢pp(n --p) 
~op(n-2) ~0p(n-3) ~Op(n-p -1)  
For n -o oo all the ratios q~p(n - j ) /q~p(n - j -  1) in the right-hand side of formula (24) tend to x and 
the aim is to find the real root of the equation 
1 
x=l+- -  
X p 
or  
xp+l =x p+ 1. (25) 
A 
a) , 
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! ! 
A~ = -~ p~ {o , l , z ,3 ,  . . . ,  ~*t 
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A C B AB 
8) , , , , t ,=~=e 
A C B AB 
¢) ' ' ' &'---- "C--B- = 1,618 
A C B AB 
d)  ~ t t ~=-~=1,465 
A C B AB 
e) , , ,, ~=-~- f f=t ,sso  
Fig. 7. Golden p-section. This geometric ratio is the generalized classical problem of the golden section. 
The main conclusion.following this problem proves the existence of the infinite set of p-sections 
fundamentally connected with the Fibonacci p-numbers and the array of the binomial coefficients called 
Pascal's triangle. 
We obtain the same equation while solving the problem of division the line segment AB at C 
(Fig. 7) in the ratio as 
cB =( sy 
-~ \CBJ' (26) 
where p e {0, 1, 2 . . . . .  oo}. 
For p = 0 the division of the line segment in the ratio (26) is reduced to the classical dichotomy 
[Fig. 7(b)] and to the classical section for p = 1 [Fig. 7(c)]. Thus, the division of the line segment 
in ratio (26) is called the generalized golden segment or the golden p-section and %, the real root 
of equation (25), is called the golden p-ratio. 
The approximate values of the golden p-ratios for the initial p are given in Table 4. 
So, we have proved that there exists an infinite set of the golden p-sections, each of them being 
the limit to which the ratio of the Fibonacci neighbouring p-numbers tends. 
Let's state some properties of the golden p-ratio %. 
From equation (25) we have 
on the other hand, 
~, _ ~,,-l + %-p-l  (27) p- - - -p  
n . n--I O[p : O~p O~p . 
It means that some powers of the golden p-ratio have both the properties of geometric and 
arithmetic progression. 
It is easy to show that the powers of the golden p-ratio ~ and the Fibonacci p-numbers given 
by the recurrence relation (20) are connected by the formula 
p 
~ = %(n -- 1)'0~r + ~ %(n - j  -- 1). 0c~ -<p-j). 
j=l 
For p = 0 this formula is of the form 
2" = 2 "-~ -2 
and for p = 1 
~' = ~p,(n - 1)"~1 + ~p~(n -2 ) .  
Table 4 
p 0 1 2 3 4 5 
~'t' 2 1.618 1.465 1.380 1.324 1.285 
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7. HOW THE F IRST  CRIS IS  IN THE FOUNDATIONS OF MATHEMATICS  
WAS OVERCOME 
The early Pythagorean mathematics was based on the law of commensurability. According to 
this law, any two values Q and V have some common measure, i.e. both values are divisible by 
it. Thus, they can be written as a ratio of the comprime numbers m and n: 
Q m 
V n 
Considering the ratio of the diagonal and the side of the square denoted by x/~ (Fig. 8) the 
Pythagoreans encountered a contradiction. Indeed, suppose that x/~ = m/n, where m and n are 
comprime numbers. Then m2= 2n 2. Hence, m E is even and m is even, respectively. However, 
n is odd; and if m is even, m 2 is divisible by 4, and hence, n 2 is even. Thus, n is also even. But 
n can't be even and odd simuntaneously! This contradiction shows that the premise of the 
commensurability of the diagonal and the side of the square is wrong and therefore ~r~ is irrational. 
The discovery of the incommensurability startled the Pythagoreans and caused the first crisis in 
the foundations of mathematics. The discovery of the irrationals generated a notion of the complex 
mathematical bstraction which is not based on human experience. 
According to the legend, Pythagoras committed a "hecatomb", i.e. sacrificed one hundred oxen 
to the gods. The discovery was worthy of the sacrifice since it was "a turning point" in mathematics. 
It ruined the former system created by the Pythagoreans and generated a lot of new and celebrated 
theories. 
The importance of the discovery may be compared with the discovery of the non-Euclidean 
geometry or the theory of relativity at the beginning of the twentieth century. Along with these 
theories the problem of the incommensurable line segments was well-known to educated people. 
Plato and Aristotle often discussed the problems of the "incommensurability" [9, pp. 72-73]. 
To overcome the crisis in mathematics the famous geometer Eudoxus developed his "exhaustion" 
method and created the theory of values. It is one of the greatest achievements in mathematics 
throughout its history. Eudoxus' theory of the incommensurability (see "Principles of Euclid", 
Book 5) coincides in general with the modern theory of irrationals uggested by Dedekind in 1872. 
The measurement theory of geometric values [10] is based on the group of continuity axioms 
which comprises either two axioms, viz. the axiom of Eudoxus-Archimedes and the Cantor axiom 
or the axiom of Dedekind. 
The Eudoxus-Archimedes axiom (axiom of measurement) 
For any two line segments A and B a positive integer n can be found, so that nB> A (Fig. 9). 
The Cantor Axiom (of the "contracted" line segments) 
I f  there is an infinite sequence of the "enclosed" line segments Ao, Bo, A~, B~ . . . . .  A,B, . . . .  
(Fig. 10), i.e. each line segment is part of the preceding one, there exists at least one point of 
intersection C for all the line segments. 
__=~r~ 
(! 
Fig. 8. Incommensurable line segments. According to the 
legend, Pythagoras discovered the incommensurable lin  
segments while examining the ratio of the diagonal to the 
side of the square. The discovery brought about he crisis in 
the foundations of mathematics. As for the influence on 
science it may be compared with the discovery of the 
non-Euclidean geometry in the nineteenth century and the 
theory of relativity at the beginning ofthe twentieth century. 
A 
! I 
B B B B B 
I I I I I I 
n.B>A 
Fig. 9. Eudoxus-Archimedes axiom. The axiom was sug- 
gested by the famous geometer Eudoxus aiming to over- 
come the crisis in the foundations ofmathematics connected 
with the discovery of incommensurability. It is the reflection 
ofthe "exhaustion" method with which Eudoxus created the 
theory of values. 
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The principal result of the measurement theory of geometrical values is a proof of the existence 
and uniqueness of the solution q for the basic equation of measurement: 
Q =qV, (28) 
where V is the unit of measurement; Q is the measurable value and q is the result of 
measurement. 
The proof of equation (28) is that the sequence of the contracted line segments i  formed from 
the unit of measurement V by the measurement axiom and the so-called measurement algorithm. 
This process tends to infinity and the sequence converges to the measured line segment. The real 
number q appears as a result of measurement. 
It is difficult o imagine that the formulation of the axioms and the creation of the mathematical 
theory of measurement was the result of more than a 2000 year period in the development of
mathematics. The axioms and the mathematical theory of measurement comprise a set of great 
mathematical ideas influencing the formation and the development of different branches of 
mathematics. 
It should be noted that the measurement axiom is the reflection of Eudoxus' "exhaustion" 
method in modern mathematics. The axiom involves a 1000 year experience of man in 
measuring distances, areas and time intervals. It is a brief representation of the easiest 
algorithm of measuring the line segment A by the line segment B which is less than A, consisting 
in the successive applying B to A and counting the number of B's put on A (the counting 
algorithm). 
The above measurement algorithm is the basis of various fundamental notions of arithmetic 
and the number theory, viz. of the notion of the natural number (n' =n + 1), the prime 
and the composite number, multiplication, division, etc. In this connection the Euclidean 
definitions of the prime (the "first") and the composite number ("the first number is 
measured by one", "the composite number is measured by some number") are of great 
interest. 
The measurement axiom generates the division theorem which plays a fundamental part in the 
arithmetic of integers. The theory of divisibility and the theory of comparison are based on the 
theorem. 
It should be noted that the subject of arithmetic, i.e. the research of the "general properties of 
the positive integers 1, 2, 3 . . . .  " arises from the counting algorithm which generates both the 
natural numbers and the theories connected with them. 
Cantor's theorem introduced in 1872 involves one more unusual phenomenon of 
mathematical thinking, i.e. the abstraction of the completed infinity. To clear out this 
notion we compare the Cantor axiom with the Eudoxus-Archimedes axiom. As for the 
Cantor axiom, the infinite set of "contracted" line segments together with the connecting 
point is considered to be given by all the objects simultaneously. The "completed" 
infinite sets represent he most distinctive feature of Cantor's set-theoretic mathematical 
style. 
Though of an empirical origin the Eudoxus-Archimedes axiom is constructive and implicitly 
rests upon the more "simple" abstraction of the infinity which is called the abstraction of potential 
feasibility. 
According to the Eudoxus-Archimedes axiom, the number of measurement steps and the 
involved segments is always finite nB> A, but it is potentially unlimited which makes the 
constructive sense of the infinity as a potential, forming category. 
In this connection we note the intrinsic discrepancy of the set-theoretic measurement theory and 
arisen from it the theory of real number admitting in the initial conditions (the continuity axioms) 
of the coexistence of the dialectical contradictory ideas of the infinite (the actual, "static" and 
complete infinity as in Cantor's axiom and that of Dedekind and the potential, the so called 
"forming", incomplete infinity as in the Archimedes axiom). 
However, the abstraction of the actual infinity plays a fundamental part in the classical 
mathematic measurement theory because it generates the "possibility" of the infinite duration of 
measurement with the inevitable occurrence of the irrational .... [10, p. 24] 
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8. CAN THE MEASUREMENT BE COMPLETED FOR THE INF IN ITE  PERIOD 
OF  T IME OR THE CONSTRUCTIVE  APPROACH TO MEASUREMENT?  
The idea of measurement as a process completed uring the infinite period of time finds, on the 
one hand, a deep gap between the "experimental data of the natural research" [11, p. 20]; on the 
other hand, according to A. A. Markov, "to think of the infinite, i.e. incompleted process as of 
a completed one is impossible without committing violence upon the mind rejecting such a 
contradictory fantasy" [12, p. 41]. 
The paradoxes and the contradictions in Cantor's theory of sets discovered at the beginning of 
the twentieth century shook considerably the foundations ofmathematics and brought about a new 
crisis (the third one since the discovery of the incommensurable line segments). To overcome this 
crisis different efforts were made. The most radical is the constructive approach which excludes 
completely the abstraction of the actual infinity and prefers the abstraction ofthe potential infinity. 
What will happen to the mathematical measurement theory if the abstraction of the actual 
infinity is excluded? 
It means that the mathematical measurement theory should be constructed on the idea of the 
measurement i finity according to which any measurement is performed in the finite number of 
steps and also on the constructive idea of the potential feasibility according to which we abstract 
ourselves from the limited possibilities of choosing the number of steps for a given measurement. 
The stated methodological basis results in the unavoidable measurement error due to the finite 
property of the measurement act, viz. the quantizing error and in a new interpretation of the 
problems of the mathematical measurement theory. 
In proving equation (28) it is important to find the proper measurement algorithm by which the 
sequence of the "contracted" line segments i  formed from V. When the number of steps is infinite 
the measurement algorithm has no influence on q. It ensures only the representation f q in different 
notations. 
For a given number of n measurement steps there appears a difference between the n-step 
measurement algorithms concerning the "accuracy" of measurement defined by the quantizing 
error. So, the second constructive idea of the effective measurement algorithm in terms of the 
quantizing error is very important and the synthesis of the optimal measurement algorithms i  
considered to be the fundamental problem of the algorithmic measurement theory. 
9. GEOMETRIC  PROBLEM PUT FORWARD BY N.  I. LOBACHEVSKI  
Lobachevski was one of the first mathematicians who paid attention to the non-constructive 
character of the set-theoretic measurement theory. After the futile efforts to win the recognition 
of the official academic scientists in Russia of that time Lobachevski pubhshed in 1840 his brilliant 
mathematic work "Geometric research on the theory of parallel ines" in German. Lobachevski 
begins his work as follows: "In geometry I have found some imperfections which I consider to be 
the reason of the fact that this science hasn't exceeded the limits of the state in which it came to 
us from Euclid. I refer to the imperfections and vagueness of the first notions of the geometric 
values and, in the end, the main gap in the theory of parallel ines." [10, p. 10] 
Ao A, A,...An ~...B, B~ Bo 
: .,: ; = : : : ':. 
c 
Fig. 10. Cantor axiom. The axiom suggested by Cantor in 
1872 comprises an unusual creation of the mathematical 
thinking, i.e. the abstraction of the completed infinity which 
was assumed by Cantor as a basis of his theory of infinite 
sets. The abstraction was criticized by the constructive 
mathematics usimg the more "simple" idea of the infinity 
which was called the abstraction of potential feasibility. 
A : 8 
I • I 
Y 
K IE 
Fig. 1 l. Mathematical pattern of measurement. The pattern 
is based on the notion of the indicator element. The com- 
parison is performed with respect o other homogeneous 
values (measures) due to the notion of the indicator element. 
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By the following the celebrated geometer put forward a programme of geometric research 
including three problems: 
1. The foundations of the initial notions in geometry. 
2. The measurement algorithms. 
3. The problem of parallel ines. 
Later the geometry developed along the path defined by Lobachevski. The solution of the 
problem of parallel ines resulted in the non-Euclidean geometry stirred the geometric science and 
brought about the fundamental study of the intial geometric notions. Riemann and Helmholtz tore 
geometry away from the real substrate with which it had been connected for a 1000 years. They 
gave a new interpretation of such notions as "point", "distance", "straight line", "plane" and 
"space". 
The solution of the problem of the measurement algorithms caused a certain bewilderment. What 
did Lobachevski mean by that? Of what importance were the researches in that direction for 
science? 
The problem of measurement can be stated in terms of geometry. Suppose, we have the line 
segment AB with some point X (Fig. 11). The problem is to find the length of the line segment 
AX. It is performed via K indicator elements (IE). After application of thej th IE ( j  = 1, 2 . . . . .  K) 
to some point X~ ~ AB the line segments AX and AX~ are compared, i.e. the relations "less" 
(AX < AXe) and "greater than or equal" (AX >1 AXe) are defined. The relations "less" and "greater 
than or equal" are coded by the binary digits 0 and 1 generated by IE. The problem of measuring 
the line segment AX by IE is reduced to decreasing the aperture of x according to IE "indications". 
The procedure of measurement is as follows: in the first step IE are applied to some points of the 
line segment AB and the aperture is decreased to the line segment AIB 1 from AB according to IE 
"indications"; in the next step IE are applied to the points of the aperture defined in the preceding 
step. 
The restrictions s are imposed on the measurement process. The system of the formal rules strictly 
defining in each n-step for each line segment AX the set of points of IE application depending on 
the "indications" in the preceding steps under the resctrictions s imposed on the measurement is 
called the (n, k, s) measurement algorithm. 
How many different (n, k, s) algorithms are to be found? Let's take a simple case, for example, 
k --- 1 and there are no restrictions (s = 0) as for the moving of IE along the line segment AB. Let 
it be necessary to measure AX to the "accuracy" of N [Fig. 12(a)]. It means that the set of points 
to which IE can be applied is rigorously restricted and defined by the points X1, .r~ 2 . . . . .  X'N-I" 
Let's denote the number of different measurement algorithms by PN to the accuracy of N. It is 
obvious that for. N = 2 there exists the only measurement algorithm which consists in the 
A Xl Xz ... Xj XN-I B 
(]) I i t I I I 
i 2 " N 
A X,~ B 
6) t (: i ~ ' N = 2. PN = I 
e) 
a) 
,® ;) - ' -  
N=3 Pw =2 
A )(,4 X,z 9n-4 o,,.-z ... qo 
I r l-1 
L=O 
Fig. 12. On the estimate ofthe number of different measure- 
ment algorithms. The number of different measurement 
algorithms to the "accuracy" of N is rather large. For 
example, for N = 256 the number constitutes 1.13 x 2497; it
exceeds considerably the estimate ofthe number of electrons 
in the universe (136 x 2256). 
Fig. 13. Problem of choosing the best system of scale 
weights. The problem was first stated and solved by the 
Italian mathematician Leonardo f Pisa (Fibonacci) in the 
thirteenth century. Fibonacci proves that the binary system 
of scale weights i the best one and also discovers the binary 
notation underlying modern computer ngineering. 
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Table 5 
N 2 3 4 5 6 7 8 9 10 
PN 1 2 5 14 42 132 229 1430 4862 
application of IE to the point XI [Fig. 12(b)]; for N = 3 there are two algorithms, viz. the first one 
consists in the application of IE to the point Xt and then to the point Xz [Fig. 12(c)]; the second 
consists in the application of IE to the point X2 and then to the point XI [Fig. 12(d)]. 
In general the measurement algorithm to the accuracy of N can be represented as a process of 
the successive binary partitions of some ordered finite set of N elements into separate ones. It is 
shown [13] that the number of the partitions, i.e. the number of different measurement algorithms 
is equal to 
1 ~v 1 Pu = ~" C2<~_ 1) (29) 
where C~, is a number of combinations of m by n. 
The values of PN for the initial N are given in Table 5. 
With increasing N, PN increases greatly and the precise evaluation of Pu by equation (29) is 
impossible. Using the Stifling formula we have the approximate expression for Pu: 
22(u - 1) 
Pu ~ U" x/~" (U-- 1)" (30) 
PN values evaluated by expression (30) are shown in Table 6; it follows that for large N the number 
of different measurement algorithms is rather great. Remember that the Eddington's estimation of 
the electron quantity in the universe is no more than 136.2256 which is less than the number of 
different measurement algorithms for N = 256. 
The above examples how the complexity of the Lobachevski problem concerning the measure- 
ment algorithms. It is clear that there is no need to analyse all possible measurement algorithms. 
It is sufficient o build the best one. The aim of the algorithmic measurement is to solve these 
problems. 
10. THE PROBLEM OF CHOOSING THE BEST SYSTEM OF SCALE 
WEIGHTS OR HOW THE BINARY NOTATION WAS INVENTED 
In the thirteenth century Leonardo of Pisa (Fibonacci) set forward a problem choosing the best 
system of the scale weights and included it in his book "Liber Abaci". 
The essence of this problem is in the following (Fig. 13): what system of scale weights taken 
separately is used for weighing the Q loads from 0 through Qmx of the error no more than q0? The 
system of scale weights ensuring the maximal meaning of the greatest weighed load Qmax under the 
equal conditions is called optimal. In Russian historic and mathematic literature [14] this problem 
is also called the Bachet-Mendeleyev problem in honour of the French mathematician of the 
seventeenth century Bachet de Mesiriaque and the founder of Russian metrology D. Mendeleyev. 
There exist two variants of this problem. In the first variant he weights are put only on the free 
scale, in the second variant they are put on both [15]. 
Let's consider the first variant. It is clear that the weight of the greatest load which may be 
weighed using a certain system of scale weights {qn-l ,  qn-2 . . . . .  q0} an error q0 is equal to the sum 
of all the scale weights adding q0- However, the scale weights should be arranged so that they 
compose any load from 0 through Q=~ divisible by q0- It is clear that with given q0 and the system 
of the scale weights n the weight of the greatest load is a function of n, i.e. Qm~ = tp(n). The problem 
is to find the system of scale weight which with given q0 and n yields 
Qmax --- max Qmx. 
{qn - I  . . . . .  q0} 
Table 6 
N 16 64 256 
Pu 1.13"223 1.13"2"6 1.13.2497 
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The example reveals the essence of the scale weights problem. Let it be necessary to find the 
system of four scale weights among {10, 5, 3, 1}, {8, 4, 2, 1}, (5, 3, 2, 1}. 
The fact is that the first variant isn't satisfactory since it doesn't allow to compose the loads of 
7, 12, 17. The second and the third variants meet the requirements but the second is preferable, 
since ~'n~2~m~x = 16 that is greater than oo) = 12. 
The first variant of the scale weights problem was solved by Fibonacci. He proved that the binary 
system of scale weights { 1, 2, 4, 8 . . . . .  2"-~} was optimal. He discovered the "binary" measurement 
algorithm which is widely used in modern analog-to-digital converters and also the method of the 
binary representation f numbers 
n- - I  
Q = ~ ai.2 i, (31) 
i=0  
which defines the information arithmetic and circuitry fundamentals of modern computer 
engineering. 
The binary digits aie {0, 1} in equation (31) encode one of the two positions of the scales; thus, 
a~ --- 1 if the scales are in the initial position after adding the next weight o the free scale and a~ = 0 
otherwise. 
It should be noted that the binary notation shows a deep connection between the measurement 
algorithm and the methods of number epresentations (notations). 
l l. NEUGEBAUER'S HYPOTHESIS 
The culmination of the historical development of the notations is the decimal notation. Despite 
the seeming simplicity it comprises a deep mathematical idea. 
There are two concepts as for the origin of the positional notations, i.e. the counting and the 
metrological one. The concept of the "finger count" explains easily the origin of the decimal, 
quinary and at last icosahedral notation but finds it difficult to explain the origin of the notations 
with the "non-finger" bases, i.e. the binary, the duodecimal and the Babylonian sexagesimal 
notations. To overcome this difficulty the American historian of mathematics O. Neugebauer in
1927 put forward a hypothesis of a metrological origin of the positional notations [16]. 
Neugebauer's main idea is that each positional notation was preceded by the long historical stage 
in the development of the system of weights and money. For example, the notation with the base 
60 is a result of the sexagesimal notation appeared in ancient Babylon. According to Neugebauer, 
"the emergence of the notation from the original distinct system of weights is closely connected 
with the positional notation. The positional notation is nothing but the methodical refusal of 
indicating measure units in writing." [16, p. 124] 
Neugebauer's hypothesis says that the new ideas concerning the positional notations hould be 
looked for in the measurement theory. Neugebauer's hypothesis confirmed by the binary notation 
created in European mathematics. It was developed by the author while solving the problem of 
choosing the best system of scale weights. The fact is that the methods of positional representation 
of numbers are treated as the measurement algorithms. So, the research of the measurement 
algorithms can be regarded as a study of creating of the new notations. 
12. ASYMMETRY PRINCIPLE OF MEASUREMENT 
The finiteness and potential feasibility principles of measurement making the basis of the 
constructive measurement theory are "external" with respect o measurement; they are so general 
that the constructive measurement theory can be reduced to a certain trivial result (e.g. to the proof 
of the "optimality" of the Fibonacci "binary" measurement algorithm). 
To get the non-trivial results a certain general principle ensured by the essence of measurement 
should be added to the basis of the constructive algorithmic measurement theory. The principle 
is based on the studying of the weighing procedure. 
The analysis of the above mentioned "binary" measurement algorithm gives a general property 
for any measurement reduced to the weighing on the weigh-scales. In the first step of the "binary" 
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Fig. 14. Asymmetry principle of measurement. The principle underlying the algorithmic measurement 
theory has put the two well-known problems tated by Fibonaeei, viz. the problem of scale weights and 
the problem of "rabbits multiplying" on the same mathematical basis (the Fibonacci p-numbers). The 
deep inner connection between the "rabbit mutiplying" and the procedure of weighing on the weigh-scales 
with the "sluggishness" p has also been discovered. 
weighing algorithm the largest 2" weight is put on the free scale [Fig. 14(a)]. The cases 2"-)< Q 
[Fig. 14(a)] and 2 "-) >I Q [Fig. 14(b)] result at that. In the former case [Fig. 14(a)] the next step 
consists of adding the next large weight to the free scale. In the latter case the "weigher" should 
perform two operations, i.e. remove the previous weight [Fig. 14(b)] so that the weigh-scales are 
returned to the initial position [Fig. 14(b)]. Then the next weight is put on the free scale. The defined 
property of measurement constitutes the asymmetry principle of measurement. 
In the latter case the "weigher's" actions are defined by the two factors. At first he has to remove 
the proper weight and then take into account he time spent for returning the weigh-scales to the 
intial position. 
The main idea of the algorithmic measurement theory based on the asymmetry principle of 
measurement consists in introducing the relaxation period of time into the mathematic measure- 
ment pattern and the measurement algorithm. 
Owing to their physical or biological sluggishness the artificial and natural threshold and switches 
confirm the idea of the "switch relaxation" and the asymmetry of comparison. For example, the 
asymmetry property of the biological neuron consists in the refractory period following the impulse 
generation; the neuron loses its sensitivity and can't be agitated irrespective of the input power. 
We introduce the discovered property into the problem of scale weights. Let's consider 
measurement asa process running during the discrete periods of time; let the operation "add the 
weight" be performed for the unit of the discrete time and the operation "remove the weight" 
(which is followed by the returning of the weigh-scales to the initial position) be performed for p 
units of the discrete time with p ~ {0, 1, 2 . . . . .  ~}. In this case p defines the "sluggishness" of the 
weigh-scales. The case for p = 0 corresponds to the ideal case when we neglect he "sluggishness" 
of the weigh-scales. The case corresponds to the classical problem of scale weights. 
Further generalization of the problem of scale weights consists in increasing the number of the 
weigh-scales from 1 to K, the same Q load being put on the left-hand scale of the weigh-scales (the 
"parallel" measurement of the Q load by means of K weigh-scales in n-steps). 
The n-step algorithm of measuring the Q load on K weigh-scales with the "sluggishness" p is 
required. 
13. THE FUNDAMENTAL RESULTS OF THE ALGORITHMIC 
MEASUREMENT THEORY 
To solve the above stated problem it is necessary to define the notion of the optimal measurement 
algorithm. We refer to the above measurement pattern based on the indicating elements. It is clear 
that the indicating element corresponds to the weigh-scales in the problem of scale weights. The 
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pattern of the indicating element reduces the measurement problem to the problem of searching 
the point X on the line segment AB in n-steps by means of K IE. The above approach allows to 
use the methods of one-dimensional search for synthesizing the optimal measurement algorithms 
[17]. Let us consider the (n, k, s) algorithm for any points X ~ AB and get a partition of the line 
segment AB into N line segments Ai, where AB = A~ + A: + A3 + • • • + A~. Then from this partition 
we choose the largest line segment Area x and define the effectiveness of the (n, k, s) algorithm by 
means of the length of this line segment or rather by the pure number T = AB/Ama x which we call 
the (n, k) accuracy of the algorithm. By the optimal (n, k, s) algorithm we mean the (n, k, s) 
algorithm ensuring the maximal (n, k) accuracy. 
The case is widely used when the (n, k, s) algorithm ensures the partition of the line segment 
AB into N equal parts of A. In this case AB = NA, the (n, k) accuracy T = N, i.e. for that class 
of the (n, k, s) algorithms the criterion of optimality coincides with the number of N quantization 
levels provided by the (n, k, s) algorithm. The restriction s imposed on the measurement algorithm 
are brought about by the "sluggishness" of the p weigh-scales. With given p the (n, k) accuracy 
of the (n, k, s) optimal algorithm is a certain function of the number of n-steps and K indicator 
elements, i.e. 
N = q)p(n, k). 
The strict mathematical solution of the generalized problem of scale weights (with regard for the 
asymmetry principle of measurement) was obtained by the author together with Viten'ko in 1970 
[1]. To explain the essence of the solution we refer to the above constructed mathematical pattern 
of measurement. We stimulate the "sluggishness" of the weigh-scales by means of the IE position. 
Before the lth step of the (n, k, s) algorithm the j th IE (1 = 1, 2 . . . . .  n; j = 1, 2 . . . . .  k) is in the 
position of pj(l), where 
0 <.py) <p 
pj(l + 1) =pj(l) - 1. 
Since the weigh-scales in real measurement correspond to IE in the mathematical measurement 
pattern the physical sense of the function pj(l) is as follows. 
If pj(l)= 0 it means that the weigh-scales are put in the initial position [Fig. 14(a)]. If pj(l)= p 
it means that the weigh-scales are placed to the contrary position in the lth step [Fig. 14(b)]. After 
removing the weight the weigh-scales are put in the initial position in p-steps (Fig. 15). In every 
step IE position is decreased by one unit, i.e. 
py(l + 1) =p - 1; 
pj(l + 2) =pj(l + 1) - 1 =p -- 2; 
pj(l +p)  = O. 
Before the lth step we number IEs so that we put them in order according to the rule: 
pk(l) >~ pk_,(l) >>-''" >~ p2( l) >~ p,(l), (32) 
where pj(l) is the position of the j th IE in the lth step. We denote IE positions by Pl,P2 . . . . .  Pk 
in the first step of the (n, k, s) algorithm ordered in accordance with condition (32). It is clear that 
the (n, k) accuracy of the (n, k, s) optimal algorithm depends not only on n and k but on the initial 
positions of IE denoted by Pt,P2 . . . . .  Pk. The relation is given by t&,(n, k) = %(n; Pl ,P2, . . - ,  Pk). 
Pi (e* p) : 0 
pj (e.p-~) : 
Fig. 15. "Sluggishness" of the weigh-scales. Under the 
"sluggishness" of the weigh-scales wemean anumber of the 
discrete periods of time p, during which the weigh-scales are 
returned to the initial position after removing the proper 
weight from the left scale. 
A Y,~ Xz Xi Y,j*I X t B 
I 
- - . . .  . . .  
Fig,: 16. Synthesis of the optimal measurement algorithm. 
Under the optimal measurement algorithm we mean the 
n-step measurement algorithm ensuring the division of the 
initial aperture into the maximum number of units. 
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Let the initial positions of IE ordered according to condition (32) be so that Pi = P2 . . . . .  Pt = 0 
and p,+~ > 0. This means that only the first ts of IE are applied to the points of the line segment 
AB in the first step of the (n, k, s) algorithm. 
Suppose there exists an optimal (n, k, s) algorithm which under the above restrictions, divides 
the line segment AB into 
qJp(n; O, 0 . . . . .  O, Pt+l,Pt+z . . . . .  Pk) 
k J 
equal parts. Let the first step of the algorithm ensure the application of ts of IE to the points 
Xt,  X2 . . . . .  Xt (Fig. 16). Depending on the position o fx  on the line segment AB we can write t + 1 
cases based on the indications of IE after the first step of the (n, k, s) algorithm: 
x lAX, I; X IX, X2];... ; X [XtS]. 
Let X ~ [AXe]. In this case all ts of IE have reached the position o fp  and the rest (k - t )  of IE 
are decreased by one unit. Putting in order IE position according to condition (32) we have a set 
of IE positions in the second step of the (n, k, s) algorithm for the line segment AXe: 
P,+l - 1,p,+2- 1 . . . . .  Pk -  1 ,p ,p  . . . . .  p. 
Y 
t 
Since the (n, k, s) algorithm has only n -  1 steps available, applying the optimal (n -  1, k, s) 
algorithm to the line segment AXI  we can divide it by induction into 
q~p(n - 1;p,+l -  1 . . . . .  Pk -  1,p . . . . .  p) 
t 
equal parts. 
After the first step of the algorithm we obtain the line segment [Xi, Xj+ d, i.e. X e [Xj, Xi+ 1]. In 
this case j of IE remained in the zero position, (t - j )  of IE reached the position o fp  and the rest 
of (k - t) of IE are decreased by one unit. Putting in order the position of IE in accordance with 
condition (32) we get a set of IE positions in the second step of the (n, k, s) algorithm for the line 
segment [Xj, ~+1]: 
O, 0 . . . . .  O,p,+l - 1 . . . . .  Pk - 1 ,p ,p  . . . . .  p. 
~, ) k 1 
) t=y  
Applying the optimal (n -1 ,  k, s) algorithms to the line segment [Xj, Xj+~] we can divide [Xj, Xj+~] 
by induction into 
q~p(n - 1;0, 0 . . . . .  0 ,p t+l -  1 . . . . .  Pk-- 1,p . . . .  ,p) 
k v.  ) k 
j t - - j  
equal parts. 
From this follows the recurrence formula for evaluating the function q~p(n, k) for the optimal 
(n, k, s) algorithm: 
q~p(n,k)= q~p(n; 0. . . . .  0,p,+l . . . . .  pk)= ~ ~0p(n - 1;0 . . . . .  O, p t+ j -  1 . . . . .  p . . . .  ,p ) .  (33) 
j = 0 t j ~' ~r • 
j t - - j  
To define the initial conditions for evaluating q~p(n, k) one must take into account hat for n = 1 
and p~ = P2 . . . . .  Pt = 0, P,+I > 0 the optimal (1, k, s) algorithm consists in the partition of the line 
segment AB into t + 1 equal parts, i.e. 
Let's introduce the definition 
¢pp(1; 0 . . . . .  P,+l ,  • • • ,Pk )  = t + 1. (34) 
~pp(n, k) = f 0'1, fornf°r n =0.  < , (35) 
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The "physical sense" of the function tpp(n;p~,p2 . . . . .  Pk) implies for n >~pl >0 the equality 
%(n;p l ,P2 , .  . .  ,Pk) = %(n  --p~; O, p2 --P~ . . . . .  Pk - -PO. (36) 
Under the initial conditions (34) and (35) the recurrence formula (33) is the fundamental 
mathematic result of the algorithmic measurement theory, via the result the theoretically infinite 
set of the optimal measurement algorithms (for defined n, k, and p) is given in the generalized 
form. 
14. UNEXPECTED RELATIONS 
The recurrence relation (33) proves to comprise a set of formulas of the discrete mathematics 
under the initial conditions (34) and (35). 
Let p = 0. In this case the recurrence formula (33) and the initial condition (34) are of the form: 
~pp(n;k)  --  (pp(n,O,O . . . . .  O)=(k -I- 1).¢pp(n - 1;0,0 . . . . .  O) (pp(l, 0 ,0  . . . . .  O)=k + 1. 
k J k J k J 
The solution of the above recurrent relation is the combinatorial formula (k + 1) n, i.e. 
tpp(n, k) = (k + 1) n. 
So, the n-step algorithm of measurement consists in the successive partition of the initial aperture 
AB (and all the other apertures) into the k + 1 equal parts and generates the method of the 
positional (k + 1)th number epresentation, i.e. the "decimal" method for k = 9 and the "binary" 
method for k = 1. Let p = ~ and Pl = P2 . . . . .  Pk = 0. This means that the measurement is 
performed by the weigh-scales with the infinite sluggishness, i.e. in the process of measurement the 
weigh-scales reach the contrary position only once. 
Examine the function 
~pp(n; O, 0 . . . . .  O ,p ,p  . . . . .  p). (37) 
k J k J v'. 
j 
The physical sense of the problem implies that for the (k - j )  IE in the position p with n can't 
affect the function (37) which depends only on the number of steps of the algorithm n and the 
number o f j  IE in the zero position, i.e. 
g0p(n; 0 . . . . .  0,p . . . . .  p) = q~(n,j). (38) 
)~- -v  ----J 
j k - j  
With regard to function (38) the recurrence formula (33) for the function 
tpp (n; 0 . . . .  ,0 )  
k 
and the initial condition (34) are expressed as 
go(n ,k )=~o(n  - 1,0)+tp(n - 1, 1 )+. . .+tp(n  - 1 ,k )=q~(n ,k  - 1)+g0(n - 1, k); (39) 
(p (1, k) = k + 1. (40) 
It is easy to show that the relations (39) and (40) are given by the binomial coefficients, i.e. 
tp(n, k)  = C~+k = C~+k, 
and the corresponding measurement algorithm given by Pascal's triangle generates the method of 
numbering the positive integers as a sum of the binomial coefficients. 
For k = 1 and Pl = 0 the recurrent relation (33) is of the form 
~ (n; O) = ~ (n - 1; O) + ~ (n - 1; p).  
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Let us consider the function %(n -1 ;p) .  From function (37) we have 
%(n - 1;p) = %(n -p  - 1;0) 
and therefore the recurrent relation (37) is of the form 
tpp (n; 0) = tpv (n -- 1; 0) + ~pp (n -- p -- 1; 0). 
Using for simplicity %(n)= %(n;  0) we get the recurrent relation % (n)=% (n - 1)+ %(n -p  - 1), 
which coincides with the recurrent relation giving the Fibonacci p-numbers. 
The corresponding measurement algorithms form the class of the Fibonacci measurement 
algorithms where the system of scale weights is given by the Fibonacci p-numbers. The Fibonacci 
measurement algorithms generate the Fibonacci p-codes considered below. 
The fundamental result of the algorithmic measurement theory along with the other 
unexpected results is demonstrated in Fig. 17. "Unexpectedness" of the result obtained 
consists in stating the deep mathematical connection between the algorithmic measurement theory 
and some principle mathematic achievements, i.e, the Fibonacci p-numbers and binomial 
coefficients. 
The result obtained is of great interest both for the combinatories and the theory of numbers. 
However, it entails the principle methodological conclusions if it is allowed that "in its origin the 
notion of number which became the basis of arithmetic was not only of a concrete nature but was 
inseparable from the notion of measurement which later underlay geometry. In the further 
development of mathematics the notions are differentiated and are combined at each higher stage." 
[18, p. 16] 
15. FIBONACCI CODES 
The proved above possibility of measuring the values by means of the Fibonacci p-numbers i
equivalent to the expression of any positive integer N in the form 
N = an_ t "q~p(n - 1) + an_2 . tpp(n  - 2) +. . .  + a0. ~Op(0), (41) 
where aiE {0, l} is the binary digit in the ith bit of code (41); ~ap(i) is the weight of the ith bit 
evaluated by the recurrence formula (20): 
n is the number of digits in the Fibonacci p-code. 
The representation f the positive integer in the form of code (41) is called the Fibonacci p-code 
of the number N. We write the Fibonacci p-code as 
N = an_  1 an_  2 " " "a  O.  
~=0 O(  P ( o~ p=c~ 
K 1 ~p coefficients 
Binary Fibonacci Natural 
sequ.ense p- numbers sequence 
Fig. 17. The fundamental result of the algorithmic measurement theory. The recurrent relation 
%(n;p,p2 . . . . .  p,) describing the set of the optimal measurement algorithms comprise a number of 
well-known combinatofia! formulas, viz. the formula for the binary and natural number sequence, for the 
Fibonacci p-numbers and the formula for the binomial coefficients. 
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Since for p = 0, ¢P0(i) = 2 ~ and for p = ~,  tpp(i) = 1 for any i it implies that for p = 0 the 
Fibonacci p-code (41) coincides with the classical binary code; for p = oo it coincides with the trivial 
representation of N as a sum: 




which is called the "unitary" code. Thus, the Fibonacci p-codes (41) for distinct p /> 0 sort of fill 
up the gap between the classical binary code and the "unitary" code regarding them as special cases 
fo rp=0andp=oo.  
We can prove that for given p t> 0 and n/> p for any positive integer N there exists the only 
representation of N in the form of 
where 
N = ~0p (n) + ~, (42) 
0 ~< ~ < q~p(n -p ) .  (43) 
Note that for p = 0 the expressions (42) and (43), are of the form 
N=2"+~;  0~<~<2" .  
As opposed to the classical binary code the Fibonacci p-codes for p > 0 are the redundant codes, 
i.e. some representations of the form (41) correspond to one and the same positive integer N. 
The so called normal or minimal form of N in the Fibonacci p-code is of great importance. 
The minimal form of N in code (41) is obtained from expansion of N and the remainders r by 
formulas (42) and (43) until the remainder is equal to zero. In the minimal form each unit bit a~ = 1 
is followed by at last p zero bits ai_] = at_z . . . . .  a~_p = 0. 
The minimal forms of 15 in the Fibonacci 1 and 2 codes are given below. 
15= 
p=l  
21 13 8 5 3 2 1 1 
0 1 0 0 0 1 0 0 
15= 
p=2 
13 9 6 4 3 2 1 1 1 
1 0 0 0 0 1 0 0 0 
Different representations of the same N in code (41) can be obtained one from another by means 
of convolution and development which are based on (20) connecting the bit weights in code (41). 
The operations are illustrated by the examples: 
15= 
p=l  
21 13 8 5 3 2 1 1 
0 1 0 0 0 1 0 0 
I t t I t t 
0 0 1 1 0 0 1 1 
t t t 
0 0 1 0 1 1 1 1 
t I I 
0 0 1 1 0 0 1 1 
t I I t I I 
0 1 0 0 0 1 0 0 





0 1 o, 
0 1 
p=2 
6 4 3 2 1 1 1 
0 0 0 1 0 0 0 
t I t t 
0 1 0 0 1 0 1 
f I I 
0 1 0 1 0 0 0 
t 1 I 
1 0 0 0 0 0 0 
The developments are denoted by l 
should be noted that while performing 
of the represented is not changed. 
* t and the convolutions are denoted by t I I. It 
convolution and development in the code of N the value 
1 6. THE GOLDEN p- RATIO CODES 
Let us weigh the load A by means of the system of scale weights 0tp, where i takes its value from 
the set of the integers and Ctp is the golden p-ratio. The representation f the real number A satisfies 
the measurement algorithm: 
+c¢ 
A = Y, (44) 
i=  - -  oO 
i is the weight of the ith bit; ~p where ai6 {0, 1} is the binary digit in the ith bit of code (41); ap 
is the radix of the notation. 
We call the representation of A in the form of equation (44) the golden p-ratio code of A. 
Equation (44) gives theoretically an endless number of methods of positional representation f real 
numbers ince each p has its own notation. 
The radix in equation (44) is the golden p-ratio ~p which is the irrational for p > 0; thus, the 
golden p-ratio codes are the notations with irrational radices of the ap type. 
First the notations were introduced in 1957 by George Bergman who considered the special case 
of the notation (44) corresponding to p = 1. 
Note that for p = 0, a0 = 2 the golden p-ratio codes (44) are reduced to the classical binary 
notation which is the only exception, i.e. the radix is the natural 2. As for their mathematical 
structure the golden p-ratio codes (44) are similar to the Fibonacci p-codes (41). This similarity 
is defined by the fact that the weight of any ith bit is equal to the weight of the (i - 1)th and the 
(i -p  - 1)th bits. 
As in the Fibonacci p-codes the main feature of the notation (44) is the multivalued 
representation f numbers. Different code representations of the same number in equation (44) can 
be obtained by means of the convolution and development based on the relation (27). Here is the 
binary representation f the positive integers in the golden 1-ratio code: 
0= 0 0 0 0, 0 0 0 0 
f 0 0 0 1, 0 0 0 0 
1= i t t 
0 0 0 0, 1 1 0 0 
f 0 0 0 1, 1 1 0 0 
2= t I I 
0 0 1 O, 0 1 0 0 
I 0 0 1 1, 0 1 0 0 
3= t I I 
0 1 0 O, 0 1 0 0 
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f 0 1 0 1, 0 1 0 0 
i t t 
4= 0 1 0 1, 0 0 1 1 
i t t 
0 1 0 O, 1 1 1 1 
(45) 
0 1 0 1, 1 1 1 1 
t I I 
5---- 1 1 O, 0 1 1 1 
I I 
1 0 0 0, 1 0 0 1 
I 1 0 0 1, 1 0 0 1 
6= t I J 
1 0 1 0, 0 0 0 1 
As follows from equations (44) the golden p-ratio code of A is divided by a decimal point into 
the integer and the fractional parts; moreover, for p > 0 the notions of the integer and the fraction 
in the golden p-ratio code don't coincide with the similar notions in the traditional notations. For 
example, the integer 4 is expressed in the golden 1-ratio code as the mixed number 
On the other hand, the irrational 
is expressed as the integer 
4 = 101,01. 
~ = (1 - -~)  3 
~ = 1000. 
Specifically, the irrational ~p, i.e. the ratio (44) for any p > 0 is represented as the radix of the 
traditional notation: 
ctp= 10. 
The main peculiarity of the golden p-ratio codes in comparison with the Fibonacci p-codes is 
that the left- or right-shift of the code has a strict mathematical sense of multiplication or division 
of the represented number by the radix ctp. This ensures representation of numbers with the floating 
point and simplifies considerably multiplication in the golden p-ratio code. 
For example, the integer 4 is represented in the golden 1-ratio code as 
4 = 101.01 = (10.101).ct~t = (1.0101).ct~ = (0.10101).~t~. 
Any real number is represented in the golden p-ratio code in the form 
A =a~+( ,  
where 
0.<( < ~-~. 
Using this formula we represent the real number A in the normal or minimal form where each 
unit bit is followed by at least p zero bits. 
17. CONCLUSIONS 
Two problems et in ancient imes played an important role in the development of science. Those 
were the measurement and the number harmony of the world. Later these problems combined by 
the central Phythagorean philosophical thesis, i.e. "Numbers define the essence of all things" 
developed separately. The first problem connected with the discovery of the incommensurable line 
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segments played an important role in the development of mathematics; the second problem 
connected with the golden section influenced art and aesthetics. 
The discovery of the golden section and the Fibonacci numbers in the new (algorithmic) 
measurement theory is indicative of their generality. 
The golden section and the Fibonacci numbers are expressed in the algorithmic measurement 
theory in the generalized form, i.e. the Fibonacci p-numbers and the golden p-sections. 
The fundamental character of the Fibonacci p-numbers and the golden p-sections are expressed 
by their simple mathematical connection with the binomial coefficients and Pascal's triangle, the 
so-called universal generator. The idea of this infinite golden p-sections gave a new impulse to the 
forming of modern ideas of the systems' harmony [19]. The same relationship (the Fibonacci 
p-numbers and the golden p-sections) in the optimal measurement algorithms and optimal 
(harmonic) structures of self-organized systems reflects a deep inner connection between the 
algorithmic measurement theory and the theory of self-organized systems. 
The Italian mathematician Leonardo of Pisa (Fibonacci) became famous for two mathematical 
discoveries, viz. the problem of choosing the best system of scale weights when he invented the 
binary notation and the problem of the rabbits multiplying which gave the Fibonacci numbers. 
The asymmetry principle of measurement combined both Fibonacci problems and showed the 
inner connection between the "rabbits multiplying" and the weighing on the scales with the 
sluggishness p. This similarity can generate a good idea for the mathematical theory of biological 
populations. 
The constructive idea of the infinity (the abstraction of the potential feasibility) underlies the new 
measurement theory. The new measurement algorithms and methods of number representation 
(first of all notations with irrational radices) are of great interest o the constructive theory of 
numbers. 
The binary notation which underlies the computer engineering nowadays doesn't meet the 
requirements of high performance and reliability. This notation is characterized by a lack of 
redundancy which hampers to create the self-checking integrated circuits for the computer. So, the 
Fibonacci and the golden p-ratio codes are of great practical interest since they aid to build new 
information, arithmetic and circuit engineering fundamentals and develop the Fibonacci computers 
with higher reliability. Moreover, the unexpected "intrusion" of the Fibonacci numbers and the 
golden section into the measurement theory and via it into the encoding theory and computer 
arithmetic should be regarded as a reflection of the "fibonaccisation" of science nowadays. 
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