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1 Preliminaries
Mathing is important lass of ombinatorial optimization problems with many real-life appli-
ations. Mathing problems involve hoosing a subset of edges of a graph subjet to degree
onstraints on the verties. Many alignment problems arising in omputational biology are speial
ases of mathing in bipartite graphs. In these problems the verties of the graph an be nu-
leotides of a DNA sequene, aminoaids of a protein sequene or seondary struture elements of
a protein struture. Unlike lassial mathing problems, alignment problems have intrinsi order
on the graph verties and this implies extra onstraints on the edges. As an example, Fig. 1 shows
an alignment of two sequenes as a mathing in bipartite graph. We an see that the feasible
alignments are 1-mathings without rossing edges.
In this paper we deal with the problem of aligning a protein struture template to a query
protein sequene of length N , known as protein threading problem. A template is an ordered
set of m seondary struture elements (or bloks) of lengths li, i = 1, . . . ,m. An alignment (or
threading) is overing of ontiguous sequene areas by the bloks. A threading is alled feasible if
the bloks preserve their order and do not overlap. A threading is ompletely determined by the
starting positions of all bloks. For the sake of simpliity we will use relative positions. If blok i
starts at the jth query harater, its relative position is ri = j−
∑i−1
k=1 lk. In this way the possible
(relative) positions of eah segment are between 1 and n = N + 1 −
∑m
i=1 li (see Fig. 2(b)). The
set of feasible threadings is
T = {(r1, . . . , rm) | 1 ≤ r1 ≤ · · · ≤ rm ≤ n}.
Protein threading problem is a mathing problem in a bipartite graph (U ∪ V, U × V ), where
U = {u1, . . . , um} is the ordered set of bloks and V = {v1, . . . , vn} is the ordered set of relative
positions. The threading feasibility onditions an be restated in terms of mathing in the following
way. A mathing M ⊆ U × V is feasible if:
i d(u) = 1, u ∈ U (where d(x) is the degree of x). This means that eah blok is assigned to
exatly one position). By the way this implies that the ardinality of eah feasible mathing
is m.
ii There are no rossing edges, or more preisely, if (ui, vj) ∈ M , (uk, vl) ∈ M and i < k, then
j ≤ l. This means that the bloks preserve their order and do not overlap. The last inequality
is not strit beause of using relative positions.
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Figure 1: Mathing interpretation of sequene alignment problem
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(a)
abs. position 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
rel. position blok 1 1 2 3 4 5 6 7 8 9
rel. position blok 2 1 2 3 4 5 6 7 8 9
rel. position blok 3 1 2 3 4 5 6 7 8 9
(b)
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Figure 2: (a) Example of alignment of query sequene of length 20 and template ontaining 3
segments of lengths 3, 5 and 4. (b) Correspondene between absolute and relative blok positions.
() A mathing orresponding to the alignment of (a).
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Figure 3: Example of alignment graph. The path in thik lines orresponds to the threading in
whih the positions of the bloks are 1,2,2,3,4,4.
Note that while (i) is a lassial mathing onstraint, (ii) is spei for the alignment problems
and makes them more diult. Fig. 2() shows a mathing orresponding to a feasible threading.
An alternative approah is to dene the relative positions as ri = j −
∑i−1
k=1 lk + i− 1. In this
ase the relative positions of the feasible threadings are related by
1 ≤ r1 < · · · < rm ≤ m+ n− 1
and the feasible threadings are 1-mathings without rossing edges. A threading is determined by
hoosing m out of m+ n− 1 positions and the number of feasible threadings is |T | =
(
m+n−1
m
)
.
One of the possible ways to deal with alignment problems is to try to adapt the existing
mathing tehniques to the new edge onstraints of type (ii). Instead of doing this we propose a
new graph model with some nie properties allowing to develop eient algorithms on the top of
it.
We introdue an alignment graph G = (U × V,E). Eah vertex of this graph orresponds to
an edge of the mathing graph. For simpliity we will denote the verties by vij , i = 1, . . . ,m,
j = 1, . . . , n and draw them as an n×m grid (see Fig. 3). One an onnet by edges the pairs of
verties of G whih orrespond to pairs of nonrossing edges in the mathing graph. In this ase
a feasible threading is an m-lique in G. A similar approah is used in [?℄. We introdue only a
subset of the above edges, namely the ones that onnet verties from adjaent olumns and have
the following regular pattern: E = {(vij , vi+1,l) | i = 1, . . . ,m − 1, 1 ≤ j ≤ l ≤ n}. We add two
more verties S and T and edges onneting S to all verties from the rst olumn and T to all
verties from the last olumn. Now it is easy to see the one-to-one orrespondene between the
set of feasible threadings (or mathings) and the set of S-T paths in G. Fig. 3 illustrates this
orrespondene.
Till now we gave several alternative ways to desribe the feasible alignments. Alignment
problems in omputational biology involve hoosing the best of them based on some sore funtion.
The simplest sore funtions assoiate weights to the edges of the mathing graph. For example,
this is the ase of sequene alignment problems. By introduing alignment graphs similar to the
above, lassial sequene alignment algorithms, suh as Smith-Waterman or Needleman-Wunh,
an be viewed as nding shortest S-T paths. When the sore funtions use strutural information,
the problems are more diult and the shortest path model annot inorporate this information.
The sore funtions in PTP evaluate the degree of ompatibility between the sequene amino
aids and their positions in the template bloks. The interations (or links) between the template
bloks are desribed by the so-alled generalized ontat map graph, whose verties are the bloks
and whose edges onnet pairs of interating bloks. Let L be the set of these edges:
L = {(i, k) | i < k and bloks i and k interat}
Sometimes we need to distinguish the links between adjaent bloks and the other links. Let
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Figure 4: Example of augmented path. The generalized ontat map graph is given in the bottom.
The x ars of the S-T path are in solid lines. The ativated z-ars are in dashed lines. The length
of the augmented path is equal to the sore of the threading (1, 2, 2, 3, 4, 4).
R = {(i, k) | (i, k) ∈ L, k − i > 1} be the set of remote (or non-loal) links. The links from L \R
are alled loal links. Without loss of generality we an suppose that all pairs of adjaent bloks
interat.
The links between the bloks generate sores whih depend on the blok positions. In this way
a sore funtion of PTP an be presented by the following sets of oeients
• cij , i = 1, . . . ,m, j = 1, . . . , n, the sore of putting blok i on position j
• dijkl, (i, k) ∈ L, 1 ≤ j ≤ l ≤ n, the sore generated by the interation between bloks i and
k when blok i is on position j and blok k is on position l.
The oeients cij are some funtion (usually sum) of the preferenes of eah query amino aid
plaed in blok i for oupying its assigned position, as well as the sores of pairwise interations
between amino aids belonging to blok i. The oeients dijkl inlude the sores of interations
between pairs of amino aids belonging to bloks i and j. Loops may also have sequene spei
sores, inluded in the oeients di,j,i+1,l.
The sore of a threading is the sum of the orresponding sore oeients and PTP is the
optimization problem of nding the threading of minimum sore. If there are no remote links (if
R = ∅) we an put the sore oeients on the verties and the edges of the alignment graph and
PTP is equivalent to the problem of nding the shortest S-T path. In order to take the remote
links into aount, we introdue the edges
{(vij , vkl) | (i, k) ∈ R, 1 ≤ j ≤ l ≤ n}
whih we will refer as z-edges.
An S-T path is said to ativate the z-edges that have both ends on this path. Eah S-T path
ativates exatly |R| z-edges, one for eah link in R. The subgraph indued by the edges of an
S-T path and the ativated z-edges is alled augmented path. Thus PTP is equivalent to nding
the shortest augmented path in the alignment graph. See Fig. 4
As we will see later, the main advantage of this graph is that some simple alignment problems
redue to nding the shortest S-T path in it with some pries assoiated to the edges and/or
verties. The last problem an be easily solved by a trivial dynami programming algorithm of
omplexity O(mn2). In order to address the general ase we need to represent it from graph-
theoretial language to an integer programming problem.
4
2 Integer programming formulation
In the PTP network formulation the verties (i, j), j = 1, . . . , n will be referred to as ith layer. Eah
layer orresponds to a strutural element, and eah vertex in a layer orresponds to a positioning
of this element on a query protein. Let L ⊆ {(i, k) | 1 ≤ i < k ≤ m} be the set of inter-layers
interations. The graph with verties {1, . . . ,m} and edges L is alled generalized ontat map
graph: a link between layers i and k means that the orresponding strutural elements are in
ontat in the 3D struture.
Let yij be binary variables assoiated to the verties of G. yij is one if blok i is on position j
and zero otherwise. Let Aik be the 2n×
n(n+1)
2 node-ar inidene matrix for the subgraph spanned
by the layers i and k, (i, k) ∈ L. The submatrix Aki , the rst n rows of Aik, (resp. A
i
k, the last
n rows) orresponds to the layer i (resp. k). To avoid added notation we will use vetor notation
for the variables yi = (yi1, ...yin) ∈ B
n
where Bn is the set of n-dimensional binary vetors, with
assigned osts ci = (ci1, ...cin) ∈ Rn and zik = (zi1k1, . . . , zi1kn, zi2k1, . . . , zinkn) ∈ B
n(n+1)
2
for
(i, k) ∈ L with assigned osts dik = (di1k1, . . . , di1kn, di2k1, . . . , dinkn) ∈ R
n(n+1)
2
. In the setions
below the vetor dik will be onsidered as a n×n upper triangular matrix, having arbitrarily large
oeients below the diagonal. This slight deviation from the standard denition of an upper
triangular matrix is used only for formal denition of some matrix operations.
Now the protein threading problem PTP (L) is dened as:
zLIP = v(PTP (L)) = min{
m∑
i=1
ciyi +
∑
(i,k)∈L
dikzik} (1)
subjet to: y = (y1, . . . , ym) ∈ Y, (2)
yi = A
k
i zik (i, k) ∈ L (3)
yk = A
i
kzik (i, k) ∈ L (4)
zik ∈ B
n(n+1)
2 (i, k) ∈ L (5)
where Y is dened by (6)-(8). The shortut notation v(.) will be used for the optimal objetive
funtion value of a subproblem obtained from PTP (L) with some z variables xed.
3 Complexity results
In this setion we study the struture of the polytope dened by (2)-(4) and zik ∈ R
n(n+1)
2
+ , as
well the impat of the set L on the omplexity of the algorithms for solving the PTP problem.
Throughout this setion, vertex osts ci are assumed to be zero. An edge in the ontat graph
will be alled loal if it is generated by a neighboring inter-layer interation (i.e. a link (i, i + 1)
is presented in the set L). Here below we present four sorts of ontat graph that make PTP
polynomially solvable.
3.1 Contat graph ontains only loal edges
An important harateristi of the alignment graph in this ase is that it has a tight LP desription.
Let Y be the set dened by the onstraints
n∑
j=1
yij = 1 i = 1, . . . ,m (6)
j∑
l=1
yil −
j∑
l=1
yi+1,l ≥ 0 i = 1, . . . ,m− 1, j = 1, . . . , n− 1 (7)
yij ≥ 0 i = 1, . . . ,m, j = 1, . . . , n (8)
5
Constraints 6 ensure the feasibility ondition (i) and 7 are responsible for (ii). That is why
Y ∩ Bmn is exatly the set of feasible threadings. The following proposition shows an important
and desirable property of the polytope Y .
Proposition 1 The polytope Y is integral, i.e. it has only integer-valued verties.
Proof: Let A be the matrix of the oeients in (6), (7) with the olumns numbered by
the indies of the variables. One an prove that A is totaly unimodular (TU) by performing the
following sequene of TU preserving transformations.
for j = 1,m
delete olumn (j, n) ( these are unit olumns )
for k = 1,m
for j = n− 1, 1
pivot on akj (A is TU i the matrix obtained by a pivot operation on A is TU)
delete olumn (k, j) ( this is now unit olumn )
The nal matrix is an unit olumn that is TU. The assertion follows from A is TU. One ould prove
the same assertion by showing that an arbitrary feasible solution to (6)-(8) is a onvex ombination
of some integer-valued verties of Y . The best suh vertex (in the sense of an objetive funtion)
might be a good approximate solution to a problem whose feasible set is an intersetion of Y with
additional onstraints.
Let y is an arbitrary non -integer solution to (6)-(8). Beause of (6), (7) an unit ow1 f =
(fsj , f(i,k)(i+1,j)) i = 1,m− 1 j = 1, n in G exist s.t.
∑
k≤j
f(i,k)(i+1,j) = yij i = 1,m− 1 fsj = y1j j = 1, n
By the well known properties of the network ow polytope, the ow f an be expressed as a
onvex ombination of integer- valued unit ows (paths in G). But eah suh ow orresponds
to an integer-valued y, i.e. yij = f(i−1,k)(ij) = 1. Thus, the onvex ombination of the paths that
gives f is equivalent to a onvex ombination of the respetive verties of Y that gives y.
The details for eiently nding of the set of the verties partiipating in the onvex ombi-
nation ould be easily stressed by this sketh of the prove.
3.2 Contat graph ontains no rossing edges
Two links (i1, k1) and (i2, k2) suh that i1 < i2 are said to be rossing when k1 is in the open
interval (i2, k2). The ase when the ontat graph L ontains no rossing edges has been mentioned
to be polynomially solvable for the rst time in [1℄. Here we present a dierent sketh for O(n3)
omplexity of PTP in this ase.
If L ontains no rossing edges, then PTP (L) an be reursively divided into independent
subproblems. Eah of them onsists in omputing all shortest paths between the verties of two
layers i and k, disarding links that are not inluded in (i, k). Thus the result of this omputation
is a distane matrix Dik suh that Dik(j, l) is the optimal length between verties (i, j) and (k, l).
Note that for j > l, as there is no path in the graph, Dik(j, l) is an arbitrarily large oeient.
Finally, the solution of PTP (L) is the smallest entry of D1m.
We say that an edge (i, k), i < k is inluded in the interval [a, b] when [i, k] ⊆ [a, b]. Let us
denote by L(ik) the set of edges of L inluded in [i, k]. Then, an algorithm to ompute Dik an be
skethed as follows:
1
The 4 indees i, k, p, j used for ars labeling follows the onvention: tail at vertex (i, k) head at vertex (p, j).
Sometimes the brakets will be dropped.
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1. if L(ik) = {(i, k)} then the distane matrix is given by
Dik =
{
dik if(i, k) ∈ L
0˜ otherwise
(9)
where 0˜ is an upper triangular matrix in the previously dened sense (arbitrary large oef-
ients below the main diagonal) and having only zeros in its upper part.
2. otherwise as L(ik) has no rossing edges, there exists some s ∈ [i, k] suh that any edge of
L(ik) but (i, k) is inluded either in [i, s] or in [s, k]. Then
Dik =
{
Dis.Dsk + dik if(i, k) ∈ L
Dis.Dsk otherwise
(10)
where the matrix multipliation is omputed by replaing (+,×) operations on reals by
(min,+).
Remark 1 If the ontat graph has m verties, and ontains no rossing edges, then the problem
is deomposed into O(m) subproblems. For eah of them, the omputation of the orresponding
distane matrix is a O(n3) proedure (matrix multipliation with (min,+) operations). Overall
omplexity is thus O(mn3). Typially, n is one or two orders of magnitude greater than m, and
in pratie, this speial ase is already expensive to solve.
3.3 Contat graph is a single star
A set of edges L = {(i1, k1), . . . , (ir, kr)}, k1 < k2 < . . . kr is alled a star2 if it has at least two
elements and it = i1, t ≤ r. The ar osts orresponding to the link (i, ks) are given by the upper
triangular matrix diks .
The following algebra is used to prove the O(n2) omplexity of the orresponding PTP.
Def. 1 Let A,B be two matries of size n×n. M = A⊗B is dened by M(i, j) = min
i≤r≤j
A(i, r)+
B(i, j)
In order to ompute A ⊗ B, we use the following reursion: let M ′ be the matrix dened by
M ′(i, j) = min
i≤r≤j
A(i, r), then
M ′(i, j) = min{M ′(i, j − 1), A(i, j)}, forallj ≥ i
Finally A ⊗ B = M ′ + B. From this it is lear that ⊗ multipliation for n × n matries is of
omplexity O(n2).
Theorem 1 Let L = {(i, k1), . . . , (i, kr)} be a star. Then Dikr = (. . . (dik1 ⊗ dik2)⊗ . . . )⊗ dikr
Proof: The proof follows the basi dynami programming reursion for this partiular ase: for
the star L = {(i, k1), . . . , (i, kr)} = L′
⋃
{(i, kr)}, we have v(L : zijkrl = 1) = dijkr l + min
j≤s≤l
v(L′ :
zijkr−1s = 1)
3.4 Contat graph is a sequene of independent subproblems
Given a ontat graph L = {(i1, k1), . . . , (ir, kr)}, PTP (L) an be deomposed into two indepen-
dent subproblems when there exists an integer e ∈ (1,m) suh that any edge of L is inluded either
in [1, e], either in [e,m]. Let I = {i1, . . . , is} be an ordered set of indies, suh that any element of
I allows for a deomposition of PTP (L) into two independent subproblems. Suppose additionally
that for all t ≤ s− 1, one is able to ompute Ditit+1 . Then we have the following theorem:
2
This denition orresponds to the ase when all edges have their left end tied to a ommon vertex. Star an
be symmetrially dened: i.e. all edges have their right end tied to a ommon vertex. All proofs require minor
modiation to t this ase.
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Theorem 2 Let p = (p1, p2, . . . , pn) be obtained by the following matrix-vetor multipliation
p = Di1i2Di2i3 . . . Dis−1isp, where p = (0, 0, . . . , 0) and the salar produt in the matrix-vetor
multipliation is dened by hanging "+" with "min" and "." with "+". Then for all i, pi =
v(PTP (L : y1i = 1)), and v(PTP (L)) = min{pi}.
Proof: Eah multipliation by Dikik+1 in the denition of p is an algebrai restatement of the
main step of the algorithm for solving the shortest path problem in a graph without iruits.
Remark 2 With the notations introdued above, the omplexity of PTP (L) for a sequene of suh
subproblems is O(sn2) plus the ost of omputing matries Ditit+1 .
From the last two speial ases, it an be seen that if the ontat graph an be deomposed
into independent subsets, and if these subsets are single edges or stars, then there is a O(srn2)
algorithm, where s is the ardinality of the deomposition, and r the maximal ardinality of eah
subset, that solves the orresponding PTP.
Remark 3 As a orollary from proposition 1 we an easily derive than when L is ross free and
does not ontain stars, the polytope dened by (2)-(4) and zik ∈ R
n(n+1)
2
+ is integer-valued.
3.5 About the threading polytope
All of the preeeding polynomiality results were derived without any refering to the LP relaxation
of (1)-(5). The reason is that even for a rather simple version of the graph L the polytope Pyz
dened by (2)-(5) with (5) hanged to : 0≤ zik ≤ 1 is non-integral.To prove this, let's all the
onvex hull of the feasible points of (2)-(5),denoted as P Iyz a threading polytope. We have already
seen (indiretly) that if L ontains loal links only then the threading polytope is Pyz. Reall
the one-to-one orrespondene between the threadings, dened as points in Y and the paths in
graph G.When L = {(i, i + 1), i = 1,m− 1} (this ould be always ahieved by adding zero osts
loal z ars) then (2)-(5) are linear desription of a unit ow in G that is an integral polytope.
Unfortunately, this happened to be a nesessary ondition also.
Theorem 3 Let n ≥ 3 and L ontains all loal links. Then P Iyz = Pyz if and only if R = Ø
Proof: (⇒)
W.l.o.g. we an take R = (1, 3) and m = 3, n = 3.Then the point A = (y11 = y12 = y21 =
y22 = 0.5, y32 = 0.75, y33 = 0.25, z1121 = z2132 = z1222 = z1232 = 0.5, z2232 = z2233 = z1132 =
z1133 = 0.25, ) ∈ Pyz and the only eligible (whose onvex hull ould possibly ontains A) integer-
valued verties of Pyz are B = (y11 = y21 = y32 = z1132 = 1) and C = (y12 = y22 = y32 = z1232 =
1) but A is not in the segment [B,C]. The generalization of this proof for arbitrary m,n ≥ 3
and R is almost straighforward.
(⇐) follows diretly from 1.
This is a kind of negative result seting a limit for relaying on LP to ???
4 Lagrangian relaxation
Consider an integer program
zIP = min{cx : x ∈ S},whereS = {x ∈ Z
n
+ : Ax ≤ b} (11)
Relaxation and duality are the two main ways of determining zIP and upper bounds for zIP .
The linear programming relaxation is obtained by hanging the onstraint x ∈ Zn+ in the def-
inition of S by x ≥ 0. The Lagrangian relaxation is very onvenient for problems where the
onstraints an be partitioned into a set of 'simple' ones and a set of 'ompliated' ones. Let us
assume for example that the ompliated onstraints are given by A1x ≤ b1, where A1 is m × n
matrix, while the nie onstraints are given by A2x ≤ b2. Then for any λ ∈ Rm+ the problem
8
zLR(λ) = min
x∈Q
{cx+ λ(b1 −A1x)}, where Q = {x ∈ Zn+ : A
2x ≤ b2} is the Lagrangian relaxation
of (11), i.e. zLR(λ) ≤ zIP for eah λ ≥ 0. The best bound an be obtained by solving the
Lagrangian dual zLD = max
λ≥0
zLR(λ). It is well known that relations zIP ≥ zLD ≥ zLP hold.
An even better relaxation, alled ost-splitting, an be obtained by applying Lagrangian duality
to the reformulation of (11) given by
zIP = min cx
1
(12)
subjet to: A1x1 ≤ b1, A2x2leqb2, (13)
x1 − x2 = 0 (14)
x1 ∈ Zn+, x
2 ∈ Zn+, (15)
Taking x1 − x2 = 0 as the ompliated onstraint, we obtain the Lagrangian dual of (12)-(15)
zIP = max
u
{min c1x1 +min c2x2} (16)
subjet to: A1x1 ≤ b1, A2x2 ≤ b2, (17)
x1 ∈ Zn+, x
2 ∈ Zn+, (18)
where u = c2, c1 = c− u.
In both relaxations in order to nd zLD or zcsd one has to look for the maximum of a on-
ave piee-wise linear funtion. This appeals for using the s.. sub-gradient optimization teh-
nique. For the funtion zLR(λ), the vetor s
t = b1 − A1xt, where xt is an optimal solution to
min
Q
{cx+ λt(b1 −A1x)}, is a subgradient at λt. The analog of steepest asent method for maxi-
mizing a funtion is following subgradient algorithm:
• (Initialization): Choose a starting point λ0, Θ0 and ρ. Set t = 0 and nd a subgradient st.
• While st 6= 0 and t < iter_ max_ number do { λt+1 = λt +Θts
t
; t← t+ 1; nd st}
This program stops either when st = 0, (in whih ase λt is an optimal solution) or after a xed
number of iterations. Our sheme for seleting {Θt} is Θt = Θ0ρt where 0 < ρ < 1.
5 Lagrangian relaxation
Relying on omplexity results from setion 3, we show now how to apply Lagrangian relaxation-
takin as the ompliating onstraints Eqs. (3)-(4). The onstraint yi = A
k
i zik (res yk = A
i
kzik)
insures that y-variables and z-variables selet the same position for blok i (resp. blok k), and
that is what makes PTP a hard problem. For eah link in the ontat graph, we deide to relax
one of the two onstraints. This means that for any link (i, k), the position of exatly one of the
bloks i and k, as speied by z-variables, an be hosen freely. More formally let {Lα,Lβ} be a
partition of the ontat graph. The relaxation of PTP is obtained by replaing Eqs. (3)-(4) with:
yi = A
k
i zik (i, k) ∈ Lα (19)
yk = A
i
kzik (i, k) ∈ Lβ (20)
and hanging the objetive funtion to:
zLR(λ) = min
y,z


m∑
i=1
ciyi +
∑
(i,k)∈L
dikzik +
∑
(i,k)∈Lα
λik(yk −A
i
kzik) +
∑
(i,k)∈Lβ
λik(yi −A
k
i zik)


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By rearranging the terms in 5:
zLR(λ) = min
y,z


m∑
i=1
ci(λ)yi +
∑
(i,k)∈L
dik(λ)zik


with:
ci(λ) = ci +
∑
(i,k)∈Lα
λik +
∑
(k,i)∈Lβ
λki (21)
dik(λ) = dik −
∑
(i,k)∈Lα
λikA
k
i −
∑
(i,k)∈Lβ
λikA
i
k (22)
(23)
To make the relaxation tighter, we inlude monotoniity onstraints on z-variables. Denoting
u = (1, . . . , n),
uAki zik ≤ uA
i
kzik (i, k) ∈ L (24)
uAik1zik1 ≤ uA
i
k2
zik2 (i, k1), (i, k2) ∈ Lα, k1 < k2 (25)
uAki1zi1k ≤ uA
k
i2
zi2k (i1, k), (i2, k) ∈ Lβ, k1 < k2 (26)
5.1 Solving the relaxation
Let y ∈ Y be an optimal path in the alignment graph. Supposing yij = 1 (blok i is at position
j) we an derive all zik1 , . . . , zikr for (i, k1), . . . , (i, kr) ∈ Lα, by solving:
gαij = min
l1≤···≤lr
dijk1 l1 + · · ·+ dijkr lr
This an be omputed by a basi dynami programming routine. More preisely the vetor gαi
is obtained by performing the operation (. . . (dik1 ⊗ dik2)⊗ . . . )⊗ dikr desribed in paragraph 3.3.
Symmetrially, zk1i, . . . , zkri for (k1, i), . . . , (kr , i) ∈ Lβ, solving:
g
β
ij = min
l1≤···≤lr
dk1l1ij + · · ·+ dkrlrij
Then, the optimal relaxed solution an be found by solving the reurrene:
f(i+1)l = min{fil, f(i+1)l}+ c(i+1)l + g
α
(i+1)l + g
β
(i+1)l
6 Cost splitting
In order to apply the results from the previous setion, we need to nd a suitable partition of L into
L1
⋃
L2...
⋃
Lt where eah Ls indues an easy solvable PTP (Ls), and to use the s.. ost-splitting
variant of the Lagrangian duality. Now we an restate (1)- (5) equivalently as:
vLip = min


t∑
s=1
(
m∑
i=1
csiy
s
i +
∑
(i,k)∈Ls
dikzik)

 (27)
subjet to: y1i = y
s
i , s = 2, t (28)
ys = (ys1, ..y
s
m) ∈ Y, s = 1, . . . , t (29)
ysi = Aizik, y
s
k = Akzik s = 1, . . . , t (i, k) ∈ L
s
(30)
zik ∈ B
n(n+1)
2 s = 1, . . . , t (i, k) ∈ Ls (31)
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Figure 5: Cost-Splitting Lagrangian Relaxation versus LP Relaxation
Taking (28) as the ompliating onstraints, we obtain the Lagrangian dual of PTP (L):
vcsd = max
λ
min
y
t∑
s=1
(
m∑
i=1
csi (λ)y
s
i +
∑
(i,k)∈Ls
dikzik) = max
λ
t∑
s=1
vL
s
ip (λ) (32)
subjet to (29), (30) and (31).
The Lagrangian multipliers λs are assoiated with the equations (28) and c1i (λ) = c
1
i+
∑t
s=2 λ
s
,
csi (λ) = c
s
i −λ
s, s = 2, . . . , t. The oeients csi are arbitrary (but xed) deomposition (ost-split)
of the oeients ci, i.e. given by c
s
i = psci with
∑
ps = 1. From the Lagrangian duality theory
follows vlp ≤ vcsd ≤ vip. This means that for eah PTP instane s.t. vlp = vip holds vcsd = vip. By
applying the subgradient optimization tehnique ([13℄) in order to obtain vcsd, one need to solve t
problems vL
s
ip (λ) (see the denition of v
Ls
ip ) for eah λ generated during the subgradient iterations.
As usual, the most time onsuming step is PTP (Ls) solving, but we have demonstrated its O(n2)
omplexity in the ase when Ls is a union of independent sheaves and single links. More details
onerning the atual implementation are given in Appendix ??.
7 Experimental results
The numerial results presented in this setion were obtained on an Intel(R) Xeon(TM) CPU
2.4 GHz, 2 GB RAM, RedHat 9 Linux. The behavior of the algorithm was tested by omputing
the same distributions as given in [3℄ (for the purpose of omparison), plus few extra-large instanes
based on real-life data generated by FROST (Fold Reognition Oriented Searh Tool) software [9℄.
The MIP models were solved using CPLEX 7.1 solver [7℄.
In our rst omputational experiment we fous on omputing sore distributions phase and we
study the quality of the approximated solutions given by three PTP algorithms. Five distributions
are assoiated to any 3D template in the FROST database. They are omputed by threading the
template with sets of non related protein sequenes having length respetively equal to: -30%,
-15%, 0%, +15%, +30% of the template length. Any of these sets ontains approximately 200
sequenes.
Hene, omputing a sore distribution in the FROST database requires solving approximately
1000 sequene-to-template alignments. Only two values will be nally used: these are the sore
values obtained at the 1st and at the 3rd quartiles of the distribution (denoted respetively by q25
and q75). FROST uses the following sheme: the raw sore (RS) (i.e. the sore obtained when a
given query is aligned with the template) is normalized aording to the formula NS = q75−RS
q75−q25
.
Only the value NS (alled normalized sore) is used to evaluate the relevane of the omputed
raw sore to the onsidered distribution.
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Figure 6: Plot of time in seonds with CS-LR (Cost-Splitting Lagrangian Relaxation) algorithm
on the x-axis versus SB-LR (Stefan Balev's Lagrangian Relaxation) algorithm [3℄ on the y-axis
onerning sore distributions of two templates. Both the x-axis and y-axis are in logarithmi
sales. The linear urve in the plot is the line y = x. Left: The template 1ASYA (the one
referened in [3℄) has been threaded with 962 sequenes. Right: 1ALO_0 is one of the templates
yielding the biggest problem instanes when aligned with the 704 sequenes assoiated to it in the
database. We observe that although CS-LR is often faster than SB-LR, in general the performane
of both algorithms is very lose.
We onduted the following experiment. For the purpose of this setion we hose a set of 12
non-trivial templates. 60 distributions are assoiated to them. We rst omputed these distribu-
tions using an exat algorithm for solving the underlying PTP problem. The same distributions
have been afterwords omputed using the approximated solutions obtained by any of the three
algorithms here onsidered. By approximated solution we mean respetively the following: i) for
a MIP model this is the solution given by the LP relaxation; ii) for SB-LR (Stefan Balev's La-
grangian Relaxation) algorithm this is the solution obtained for 500 iterations (the upper bound
used in [3℄). Any exit with less than 500 iterations is a sign that the exat value has been found;
iii) for the Cost-Splitting Lagrangian Relaxation algorithm (CS-LR) this is the solution obtained
either for 300 iterations or when the relative error between upper and lower bound is less than
0.001.
We use the MYZ integer programming model introdued in [2℄. It has been proved faster than
the MIP model used in the pakage RAPTOR [17℄ whih was well ranked among all non-meta
servers in CAFASP3 (Third Critial Assessment of Fully Automated Struture Predition) and in
CASP6 (Sixth Critial Assessment of Struture Predition). Beause of time limit we present here
the results from 10 distributions only
3
. Conerning the 1st quartile the relative error between the
exat and approximated solution is 3 × 10−3 in two ases over all 2000 instanes and less than
10−6 for all other ases. Conerning the 3rd quartile, the relative error is 10−3 in two ases and
less than 10−6 for all other ases.
All 12125 alignments for the set of 60 templates have been omputed by the other two algo-
rithms. Conerning the 1st quartile, the exat and approximated solution are equal for all ases
for both (SB-LR and CS-LR) algorithms. Conerning the 3rd quartile and in ase of SB-LR al-
gorithm the exat solution equals the approximated one in all but two ases in whih the relative
error is respetively 10−3 and 10−5. In the same quartile and in ase of CS-LR algorithm the
exat solution equals the approximated one in 12119 instanes and the relative error is 7 × 10−4
in only 6 ases.
Obviously, this loss of preision (due to omputing the distribution by not always taking the
optimal solution) is negligible and does not degrade the quality of the predition. We therefore
onlude that the approximated solutions given by any of above mentioned algorithm an be
suessfully used in the sore distributions phase.
Our seond numerial experiment onerns running time omparisons for omputing approxi-
mated solutions by LP, SB-LR and CS-LR algorithms. The obtained results are summarized on
gures 5, 6 and 7. Figure 5 learly shows that CS-LR algorithm signiantly outperforms the LP
relaxation. Figures 6 and 7 illustrate that CS-LR is mostly faster than SB-LR algorithm. Time
3
More data will be solved and provided for the nal version.
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sensitivity with respet to the size of the problem is given in Fig. 7.
8 Conlusion
The results in this paper onrm one more, that integer programming approah is well suited
to solve protein threading problem. Here, we proposed a ost-splitting approah, and derived a
new Lagrangian dual formulation for this problem. This approah ompares favorably with the
Lagrangian relaxation proposed in [3℄. It allows to solve huge instanes
4
, with solution spae of
size up to O(1077), within a few minutes.
The results lead us to think that even better performane ould be obtained by relaxing
additional onstraints, relying on the quality of LP bounds. In this manner, the relaxed problem
will be easier to solve. This is the subjet of our urrent work.
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