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Abstract
We consider vectorial problems in the calculus of variations with an additional pointwise con-
straint. Our admissible mappings n : Rk → Rd satisfy n(x) ∈ M, where M is a manifold embedded
in Euclidean space. The main results of the paper all formulate necessary or sufficient conditions for
a given mapping n to be a weak or strong local minimizer. Our methods involve using projection
mappings in order to build on existing, unconstrained, local minimizer results. We apply our results
to a liquid crystal variational problem to quantify the stability of the unwound cholesteric state under
frustrated boundary conditions.
1 Introduction
The canonical problem in the vectorial calculus of variations is to minimize the integral functional
I(n) =
∫
Ω
F(x, n(x),∇n(x)) dx (1)
where n : Rd → Rk lies in an appropriate Sobolev space together with some boundary conditions.
Global minimizers for this problem exist provided that the Lagrangian F satisfies certain quasiconvexity
and growth conditions (see Dacorogna [5] for a summary). For local minimizers much depends on
which metric is used to measure locality. To formulate necessary and sufficient conditions for strong
and weak local minimizers the first and second variations of the functional I are considered, just as for
finite-dimensional functions. Such local results were first proved by, for example, Graves [13], van Hove
[14], Meyers [19] and Ball & Marsden [1]. A sufficiency result for strong local minimizers has proved
to be the trickiest local result to derive, but the recent paper of Grabovsky & Mengesha [12] has shed
new light on the subject.
However these classical results do not apply directly for variational problems with pointwise constraints.
For example, in the study of liquid crystals, a continuum theory was proposed by Oseen [20] in 1933 and
expanded upon by Frank [9] in later decades. They derived a continuum theory from a coarse-grained
approach using the mean orientation n(x) of the rod-like molecules as a macroscopic variable, in terms
of which the energy of the system is defined. As a result, their problem was in the same form as (1) with
the additional constraint that n(x) ∈ S2. The critical issue when working with constrained variational
problems is what variations are admissible. For example, the standard unconstrained first variation is of
the form
d
dǫ I(n + ǫφ)
∣∣∣∣∣
ǫ=0
. (2)
However in the constrained case n + ǫφ will not, in general, satisfy the constraint. This is why local
minimizer results proved in the unconstrained case do not apply when there is a constraint. The focus
of this paper is to address this issue by proving analogues of the unconstrained local minimizer results
for a wide variety of constrained problems. These results are then applicable in the study of liquid crys-
tals, micromagnetics and other constrained variational problems, providing the constraint is of sufficient
regularity.
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In research on liquid crystals, designing multi-stable, power efficient, devices is one of the core aims in
the industry, but the relevant stability questions are not usually considered within a precise mathematical
framework. Hence local stability is typically approached through a linearization argument and phase
plane analysis [4], or a study of the Euler-Lagrange equations [6], or simply through experimental data.
This work supplements such analysis by providing a carefully formulated and rigorous mathematical
structure in which to operate. In section 7 we illustrate this by proving a new stability result for a widely
studied liquid crystal problem. The one-constant Oseen-Frank energy for cholesterics is given by
I(n) = K
∫
Ω
|∇n|2 + 2tn · ∇ × n + t2 dx, (3)
where K, t > 0. The domain Ω is a cuboid, and we impose n(x) = e3, on the top and bottom faces of Ω.
If the height of the cuboid is d, we show that t = πd is the critical value for the stability of the constant
state; it is unstable if t > πd and stable if t <
π
d . This prediction is consistent with the experimental data
of Gartland et al. [10] once the relative sizes of their elastic constants Ki are accounted for.
More generally the minimization problem (1) takes on a greater level of complexity if the unknown
n : N → M is a mapping between two manifolds N ⊂ Rd and M ⊂ Rk. In this situation the corresponding
Sobolev spaces are defined as
W1,p (N, M) :=
{
n ∈ W1,p
(
N,Rk
) ∣∣∣∣ n(x) ∈ M a.e.
}
. (4)
However, in this setting some of the standard notions about Sobolev spaces for mappings between Eu-
clidean spaces do not hold. For example, Bethuel & Zheng [2] proved that depending on the topology
of the manifold M, smooth maps are not always dense in W1,p (N, M). A standard example using these
spaces is that of harmonic maps, where the object is to minimize
E(φ) =
∫
N
||Dφ||2 dµN , (5)
where dµN is the measure on the manifold N and we have the constraint φ(x) ∈ M almost everywhere.
The second variation of this functional was derived by Smith [22] and has interesting properties. Xin
[25] showed that if k > 1 then there is no non-constant stable harmonic map from Sk−1 to any Rie-
mannian manifold and there are many other related results [17, 21]. Urakawa [24] has a good overview
of a number of such instability theorems. These results all emphasise that a constrained variational
problem must be carefully considered in its own right, since its properties can be very different to its
unconstrained analogue.
In this paper we will explore some middle ground between the study of harmonic maps and the standard
vectorial minimization problems. We restrict our domains to be bounded Lipschitz domains in Rd, but
we consider a much wider class of Lagrangians than in harmonic maps. The motivation for this work
came from S2 valued maps, but we generalize our constraint to n(x) ∈ M where M ⊂ Rk is a manifold
of sufficient regularity. The regularity we impose on M is necessary to ensure that the nearest point
projection map P : Rk → M has an appropriate differentiability. We need the regularity of P because
the first variation we will be using in this paper is of the form
d
dǫ I(P(n + ǫφ))
∣∣∣∣∣
ǫ=0
. (6)
An advantage of this style of variation is that the test functions themselves are unconstrained. This
makes the problem more accessible to numerical and computational methods for investigating stability.
The paper contains a number of results, each of which either proves necessary or sufficient conditions
for a given state to be a local minimizer. In section 3 we begin by establishing necessary conditions for
a weak local minimizer. The first result, Theorem 9, is the usual result that a weak local minimizer must
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have a vanishing first variation and non-negative second variation. The second necessary condition for a
weak local minimizer is a Legendre condition which is slightly modified from the standard version due
to the curvature of the target manifold.
From there we prove the weak sufficiency theorem, Theorem 11, that a vanishing first variation and
strictly positive second variation yield a strict weak local minimizer. In section 5 we examine the extra
necessary conditions which a strong local minimizer satisfies: quasiconvexity in the interior, at the
boundary, and the Weierstrass condition. Then we establish two strong sufficiency results, Theorems
17 and 20, with different sets of assumptions. The first uses Taheri’s result [23, Theorem 3.3] with a
pointwise Weierstrass condition, while the second uses Grabovsky & Mengesha’s result [12], which is
much more technical, but also more general. We finish with two applications of our results. In the
first we apply our theorems to the liquid crystal problem outlined above to establish the stability of the
unwound cholesteric state as the twist parameter changes. The second illustrates how the study of global
minimizers is very different with the addition of a constraint. We study the Dirichlet energy
I(n) =
∫ 1
0
|nx|
2 dx (7)
for n : (0, 1) → S1, and find infinitely many strong local minimizers which are not global minimizers.
This cannot be the case without the constraint because in that situation the convexity of the Lagrangian
ensures that the Euler-Lagrange equation has a unique solution.
2 Preliminaries and notation
Throughout this paper, unless stated otherwise, Ω ⊂ Rd denotes a bounded Lipschitz domain with
boundary ∂Ω. We suppose that the boundary has two disjoint, relatively open, measurable components
∂Ω1 and ∂Ω2 such that ∂Ω = ∂Ω1 ∪ ∂Ω2. We will also be supposing throughout that M ⊂ Rk is a
closed, bounded manifold of class C4. The embedding theorems of Whitney and Nash ensure that these
regularity assumptions can also apply to a wide array of abstract manifolds when embedded in Euclidean
spaces. For 1 6 p 6 ∞ we define the Sobolev space W1,p (Ω, M) as
W1,p (Ω, M) :=
{
n ∈ W1,p
(
Ω,Rk
) ∣∣∣∣ n(x) ∈ M a.e.
}
. (8)
Then we consider the problem of minimizing
I(n) =
∫
Ω
F(x, n(x),∇n(x)) dx, (9)
over the set of admissible mappings
A :=
{
n ∈ W1,1 (Ω, M)
∣∣∣ n = n0 on ∂Ω1 } , (10)
where k, d ∈ N and n0 ∈ W1,1 (Ω, M). We denote the corresponding set of test functions, or variations,
by
VarA :=
{
v ∈ C∞
(
Ω,Rk
) ∣∣∣∣ v = 0 on ∂Ω1
}
. (11)
We assume (unless stated otherwise) that
• F ∈ C
(
Ω × M × Rk×d
)
• There exists some open neighbourhood O of M such that for every x ∈ Ω,
F(x, ·, ·) ∈ C2
(
O × Rk×d
)
. (12)
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These assumptions are sufficient to ensure that the second variation is well defined. In order to prove
our results we will study unconstrained functionals which are related to I, so that we can apply standard
results to them. However in order to do this we need a result about the regularity of the nearest point
projection map. We remind the reader that a manifold M ⊂ Rk is a Cr-manifold, of codimension d,
around some point x ∈ M, if there exists some open set V ⊂ Rk and Cr function F : V → Rd such that
M ∩ V = {x ∈ V | F(x) = 0} . (13)
Lemma 1. [18, Lemma 4] Let M ⊂ Rk be a manifold of class Cr (with r > 2) around some x ∈ M. Then
there exists a δ > 0 such that the nearest point projection P : B(x, δ) → M is unique and of class Cr−1.
It follows from the lemma, using a simple compactness argument, that for any closed, bounded manifold
M ⊂ Rk of class C4, there is some open set U, containing M, such that the nearest point projection
P : U → M is unique and has C3 regularity. We assume without loss of generality that O ⊂ U. We
also choose δ∗ > 0 such that if d(x, M) < δ∗ then x ∈ O and define a corresponding cut-off function
ψ ∈ C∞
(
R
k,R
)
such that
ψ(x) ≡ 0 if d(x, M) > δ∗ and ψ(x) ≡ 1 if d(x, M) < δ
∗
2
. (14)
Then we can define two associated functionals
J(m) :=
∫
Ω
G(x,m,∇m) dx =
∫
Ω
ψ (m) F (x, P(m),∇ [P(m)]) dx (15)
and
K(m) :=
∫
Ω
H(x,m,∇m) dx
=J(m) +
∫
Ω
ψ(m)
[
|m − P(m)|2 + |∇m − ∇ [P(m)]|2
]
dx.
(16)
These functionals both act on the set
B :=
{
m ∈ W1,1
(
Ω,Rk
) ∣∣∣∣ m = n0 on ∂Ω1
}
. (17)
Then from the definitions (14), (15) and (16), together with the assumptions on the Lagrangian F, we
have that
• G,H ∈ C
(
Ω × Rk × Rk×d
)
• For every x ∈ Ω, G(x, ·, ·),H(x, ·, ·) ∈ C2
(
R
k × Rk×d
)
.
It is also worth noting that the set of variations for the functionals J and K are the same as for the original
functional I so that
VarB = VarA. (18)
We will denote the unit ball in Rn simply by B. The function space C∞0
(
U,Rk
)
will denote the space of
smooth maps from U to Rk with compact support in U. For ease of notation if v ∈ VarA we will often
use the functions wt(x) and g(t) defined as
wt(x) := P(n(x) + tv(x)) and g(t) := I(wt). (19)
So wt represents our small perturbation and g(t) is the energy of the perturbed state. We will use the
notation that primes denote derivatives with respect to t:
w′t(x) :=
d
dt wt(x). (20)
We also need to define some theoretical notions which we will be studying in this paper.
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Definition 2. A function n ∈ A is a strong local minimizer of the functional I if there exists an ǫ > 0
such that if m ∈ A and ||n − m||∞ < ǫ then I(m) > I(n).
Definition 3. A function n ∈ A is a weak local minimizer of the functional I if there exists an ǫ > 0 such
that if m ∈ A and ||n − m||1,∞ < ǫ then I(m) > I(n).
Definition 4. A function n ∈ A is a strict weak (respectively strong) local minimizer of the functional I
if there exists an ǫ > 0 such that if m ∈ A and 0 < ||n − m||1,∞ < ǫ (respectively 0 < ||n − m||∞ < ǫ),
then I(m) > I(n).
Definition 5. The Weierstrass excess function of a Lagrangian F is given by
EF(x, z, p, q) := F(x, z, q) − F(x, z, p) − Fp(x, z, p) : (q − p). (21)
Definition 6 (Quasiconvexity). A continuous function f : Rk×d → R is quasiconvex at a point ζ ∈ Rk×d
if
f (ζ) 6 1
|D|
∫
D
f (ζ + ∇φ(x)) dx (22)
for every set D ⊂ Rd which is open and bounded and every φ ∈ W1,∞0
(
D,Rk
)
.
Definition 7 (Rank-One Convexity). A continuous function f : Rk×d → R is rank-one convex at a point
ζ ∈ Rk×d if
f (ζ) 6 t f (A1) + (1 − t) f (A2) (23)
for any A1, A2 ∈ Rk×d, t ∈ [0, 1], such that ζ = tA1 + (1 − t)A2 and rank (A1 − A2) 6 1.
In most of the results and proofs given below we will apply a result from the unconstrained theory to
either the functional J or K, and then relate the condition back to I. Many of the standard results can
be found in Giaquinta and Hildebrandt [11, Ch 4], although where appropriate we will use the simple
extension of their results from C1 minimizers to W1,∞ minimizers. This is straightforward when studying
the first and second variations, but we have to be more careful when proving point-wise conditions
like quasiconvexity or the Legendre-Hadamard condition for W1,∞ functions. Indeed in section 5 we
prove directly the unconstrained result that a Lipschitz function which is a strong local minimizer is
quasiconvex in the interior. There is no explicit result concerning this in the literature that we are aware
of.
2.1 The Case M = Sk−1
In the situation where M = Sk−1 it is instructive to note the explicit forms for these abstract concepts
outlined in the preliminaries. The projection map P : Rk \ {0} → Sk−1 is given by P(x) = x
|x|
, so that if
x ∈ Rk and m ∈ B then
∇P(x) = 1
|x|
I −
x ⊗ x
|x|3
and ∇ [P(m)] = ∇m
|m|
−
m ⊗
(
mT∇m
)
|m|3
. (24)
In this instance we also have explicit forms for the perturbations. Using the definitions in (19), if n ∈ A
and v ∈ VarA, then
w0 = n, w
′
0 = v − n (n · v) , w′′0 = −2v (n · v) − n|v|2 + 3n (n · v)2 . (25)
All of the results in sections 3-6 can be understood for mappings into spheres by using these relations in
the statements rather than the more general forms for mappings into differentiable manifolds.
Remark 8. If x ∈ M then ∇P(x) is the matrix representation of the orthogonal projection onto the
tangent space of M at x. Similarly w′0(x) will always lie in the tangent space to M at n(x). This can help
with the interpretation of a number of the statements below. For example, in Theorem 11 we see that the
positivity of the second variation we require is in fact positivity in all tangential directions of M at n(x).
5
3 NECESSARY CONDITIONS FOR A WEAK LOCAL MINIMIZER
3 Necessary conditions for a weak local minimizer
Theorem 9. Suppose that n ∈ A ∩ W1,∞ (Ω, M) is a weak local minimizer of I and for v ∈ VarA define
(see (19))
g(t) = I (P(n + tv)) . (26)
Then
g′(0) = 0 and g′′(0) > 0 ∀v ∈ VarA. (27)
Proof
Since n is a weak local minimizer, we know that there exists some α > 0 such that
I(m) > I(n) for all m ∈ A such that ||n − m||1,∞ < α. (28)
Take m ∈ B, and without loss of generality we assume that ||n − m||∞ 6 δ
∗
2 . We first obtain an upper
bound for ||n − P(m)||1,∞ in terms of ||n − m||1,∞. We do this with two straightforward calculations.
|n − P(m)| 6 |n − m| + |m − P(m)|
6 2|n − m|
(29)
since P(m) is the closest point projection onto M. As for the derivatives we first note the relation
∇ [P(m(x))] = ∇P(m(x))∇m(x), (30)
with the right-hand side of (30) being understood as two matrices multiplied together. As P ∈ C3 and
||n − m||∞ < ∞, we use (30) to deduce ∇ [P(m)] ∈ L1 so that P(m) ∈ A. Furthermore
|∇n − ∇ [P(m)] | = |∇P(m)∇m − ∇P(m)∇n + ∇P(m)∇n − ∇n|
6 |∇P(m)| |∇m − ∇n| + |∇n| |∇P(m) − ∇P(n)|. (31)
In order to bound these terms we use the fact that the projection map P is twice differentiable and the
mean value theorem to see that
|∇n − ∇ [P(m)] | 6 C1 (|∇m − ∇n| + |m − n|) . (32)
Combining (29) and (32) tells us that ||n − P(m)||1,∞ 6 D ||n − m||1,∞, where D is independent of m.
Therefore if ||n − m||1,∞ is sufficiently small
J(m) = I (P(m)) > I(n) = J(n). (33)
In other words n is a weak local minimizer of J. We note here that (33) holds because ||m − n||∞ 6 δ∗2
implies ψ(m) ≡ 1. Now we can apply the standard result [11, Ch 4,1.1] to say that
δJ(n)(v) := ddt J(n + tv)
∣∣∣∣∣
t=0
= 0 (34)
and
δ2J(n)(v, v) := d
2
dt2
J(n + tv)
∣∣∣∣∣∣
t=0
> 0, (35)
for all v ∈ VarA. In order to relate these conditions to I, we first calculate that for all v ∈ VarA
d
dtψ(n + tv)
∣∣∣∣∣
t=0
=
d2
dt2
ψ(n + tv)
∣∣∣∣∣∣
t=0
= 0, (36)
so that the construction of the functional J implies, as required, that
g′(0) = ddt I (P(n + tv))
∣∣∣∣∣
t=0
=
d
dt J(n + tv)
∣∣∣∣∣
t=0
= 0 (37)
and
g′′(0) = d
2
dt2
I (P(n + tv))
∣∣∣∣∣∣
t=0
=
d2
dt2
J(n + tv)
∣∣∣∣∣∣
t=0
> 0. (38)
 
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Theorem 10 (Legendre’s Condition). Suppose that n ∈ A ∩ W1,∞ (Ω, M) is a weak local minimizer of
I and denote F(x, n(x),∇n(x)) by F, then
∑
i, j,k,l
∂2F
∂ni, jnk,l
η jηl
[
∇P(n)ζ]i [∇P(n)ζ]k > 0, (39)
for all η ∈ Rd, ζ ∈ Rk and a.e. x ∈ Ω.
Proof
We take an arbitrary φ ∈ C∞0
(
Ω,Rk
)
and let wt = n + tφ. As part of this proof we need an explicit form
for the second variation. Therefore with a brief calculation we find
L(φ) : =
∫
Ω
W(x,φ,∇φ) dx
=
d2
dt2
I (wt)
∣∣∣∣∣∣
t=0
=
∫
Ω
w′0
T Fnn(x)w′0 + 2
[
Fn∇n(x)∇w′0
]
· w′0 + ∇w
′
0
T F∇n∇n(x)∇w′0
+ Fn(x) · w′′0 + F∇n(x) : ∇w′′0 dx
(40)
where
F(x) := F(x, n(x),∇n(x)),
w′0(x)i =
∑
j Pi, j(n(x))φ j(x),
w0
′′(x)i = ∑ j,k Pi, jk(n(x))φ j(x)φk(x).
(41)
The summation notations we are using in (40) are
(Fn) · b = ∂F
∂ni
bi, (F∇n) : A = ∂F
∂ni, j
Ai, j, bT (Fnn) b = ∂
2F
∂ni∂n j
bib j, (42)
and
[(Fn∇n) A] · b = ∂
2F
∂ni∂n j,k
A j,kbi, AT (F∇n∇n) A = ∂
2F
∂ni, j∂nk,l
Ai, jAk,l. (43)
We know from Theorem 9 that since n ∈ A ∩ W1,∞ (Ω, M) is a weak local minimizer of I, its second
variation is non-negative. Therefore
L(φ) > 0 ∀φ ∈ C∞0
(
Ω,Rk
)
. (44)
By using a simple density argument we can expand upon (44) and say
L(φ) > 0 ∀φ ∈ W1,20
(
Ω,Rk
)
. (45)
So certainly, φ = 0 is a strong local minimizer of the functional L. Now we can apply Corollary 16
(which will be proved in section 5) to deduce that for a.e. x ∈ Ω
EW (x, 0, 0, ζ ⊗ η) > 0 ∀ ζ ∈ Rk, η ∈ Rd. (46)
Since W is a quadratic function in φ we know that W∇φ(x, 0, 0) = 0. Therefore we simplify (46) to find
0 6 EW (x, 0, 0, ζ ⊗ η)
= W(x, 0, ζ ⊗ η)
=
∑
i, j,k,l
∂2F
∂ni, j∂nk,l
η jηl
[
∇P(n)ζ]i [∇P(n)ζ]k .
(47)
 
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4 Sufficient conditions for a weak local minimizer
Theorem 11. Let n ∈ A ∩ W1,∞ (Ω, M) and for v ∈ VarA define (see (19))
g(t) = I (P(n + tv)) = I(wt). (48)
Suppose there exists some γ > 0 such that
g′(0) = 0 and g′′(0) > γ||w′0||21,2 ∀v ∈ VarA. (49)
Then n is a strict weak local minimizer of I.
Proof
For the sufficiency results we will use the functional K as the unconstrained counterpart to I. The reason
that we cannot use J as we did in the necessity proofs, is that the inherent structure of J means it
cannot have a strict local minimizer. This is because if we take any two functions m1,m2 ∈ B such that
P(m1) = P(m2), then J(m1) = J(m2). We will use our assumptions to show that at n, the first variation
of K is zero and its second variation is strictly positive. We take a test function v ∈ VarA and recall that
the function wt is defined by wt = P(n + tv) so that
w0(x) = n(x). (50)
Then
δK(n)(v) := ddt K(n + tv)
∣∣∣∣∣
t=0
=
d
dt
∫
Ω
ψ (n + tv)
[
F (x,wt,∇wt) + |n + tv − wt|2 + |∇(n + tv) − ∇wt |2
]
dx
∣∣∣∣∣
t=0
= g′(0) +
∫
Ω
d
dtψ(n + tv)
∣∣∣∣∣
t=0
(∗) dx
+
d
dt
∫
Ω
ψ (n + tv)
[
|n + tv − wt |
2
+ |∇(n + tv) − ∇wt |2
]
dx
∣∣∣∣∣
t=0
= g′(0) +
∫
Ω
d
dtψ(n + tv)
∣∣∣∣∣
t=0
(∗∗) + 2 ψ(n + tv)(n + tv − wt) · (v − w′t)
∣∣∣
t=0
+ 2ψ(n + tv) (∇(n + tv) − ∇wt) : (∇v − ∇w′t)∣∣∣t=0 dx
= g′(0)
= 0,
(51)
where (∗) and (∗∗) denote other terms. When it comes to the second variation, we simply take one more
derivative than (51) and find
δ2K(n)(v, v)
=
d2
dt2
K(n + tv)
∣∣∣∣∣∣
t=0
=
d2
dt2
∫
Ω
ψ (n + tv)
[
F (x,wt,∇wt) + |n + tv − wt|2 + |∇(n + tv) − ∇wt|2
]
dx
∣∣∣∣∣∣
t=0
= g′′(0) +
∫
Ω
d2
dt2
ψ(n + tv)
∣∣∣∣∣∣
t=0
(∗) + ddtψ(n + tv)
∣∣∣∣∣
t=0
(∗∗)
+ 2
[
|v − w′t |
2 − w′′t · (n + tv − wt) + |∇v − ∇w′t |2 − (∇(n + tv) − ∇wt) : ∇w′′t
]∣∣∣∣
t=0
dx
= g′′(0) + 2
∫
Ω
|v − w′0|
2
+ |∇v − ∇w′0|
2 dx.
(52)
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In both (51) and (52) we have been implicitly using the definition of ψ to know that for any given t small
enough ψ(n + tv) ≡ 1. Now we use our assumption on the second variation of I to show that the above
expression is strictly positive.
δ2K(n)(v, v) >
∫
Ω
γ|w′0|
2
+ γ|∇w′0|
2
+ 2|v − w′0|
2
+ 2|∇v − ∇w′0|
2 dx.
=
4
2 + γ
∫
Ω
∣∣∣∣∣v −
(
1 +
γ
2
)
w′0
∣∣∣∣∣
2
+
∣∣∣∣∣∇v −
(
1 +
γ
2
)
∇w′0
∣∣∣∣∣
2
dx
+
2γ
2 + γ
||v||21,2
>
2γ
2 + γ
||v||1,22
(53)
This proves the positivity of the second variation of K. Therefore the well-known unconstrained result
[11, Ch 4,1.1] is applicable and implies that n is a strict weak local minimizer of K. Thus there exists
some ǫ > 0 such that
K(m) > K(n) if m ∈ B and 0 < ||n − m||1,∞ < ǫ. (54)
This implies that if m ∈ A ⊂ B and 0 < ||m − n||1,∞ < ǫ, then
I(m) = K(m) > K(n) = I(n). (55)
Therefore n is a strict weak local minimizer of I.  
5 Necessary conditions for a strong local minimizer
Now we examine the extra conditions that a strong local minimizer must satisfy in addition to the con-
ditions proved in section 3. However in order to prove our constrained result, we need an unconstrained
result which we can apply to our functional J. Husseinov [15, Th. 1.8] has proved such a result but its
technicalities mean that it requires a degree of manipulation to be applicable in our situation. Hence we
will present our own self-contained proof (following an unpublished argument of John Ball), which we
can readily apply. Solely for the purposes of our next theorem the set of admissible functions will be
B =
{
n ∈ W1,1
(
Ω,Rk
) ∣∣∣∣ n = n0 on ∂Ω1
}
, (56)
with the slight alteration that n0 ∈ W1,1
(
Ω,Rk
)
. We also do not require any differentiability of the
Lagrangian in order to prove the quasiconvexity results. Hence just for the duration of the next three
quasiconvexity proofs, we will only assume the Lagrangian is continuous in its arguments. So for
Theorem 12 we assume that
F ∈ C
(
Ω × Rd × Rk×d
)
(57)
and for Theorems 13 and 14 we assume that
F ∈ C
(
Ω × M × Rk×d
)
. (58)
Theorem 12 (Quasiconvexity in the interior - Unconstrained). Suppose that n ∈ B ∩ W1,∞
(
Ω,Rk
)
is a
strong local minimizer of I. Then for a.e. x ∈ Ω
F(x, n(x),∇n(x)) 6 1
|D|
∫
D
F(x, n(x),∇n(x) + ∇yψ(y)) dy, (59)
for every open and bounded D ⊂ Rd and ψ ∈ W1,∞0
(
D,Rk
)
.
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Proof
We take an open and bounded D ⊂ Rd, ψ ∈ W1,∞0
(
D,Rk
)
, and pick some x ∈ Ω. We choose a δ > 0
such that B(x, 2δ) ⊂ Ω and define
φzǫ(x) := ǫψ
(
x − z
ǫ
)
, (60)
for some z ∈ B(x, δ). Then we can say that since n is a strong local minimizer of I, if ǫ is sufficiently
small, φzǫ ∈ C∞0
(
Ω,Rk
)
and
I(n + φzǫ) − I(n) > 0. (61)
Since this applies for each z ∈ B(x, δ) we can take some f ∈ C∞0 (B(x, δ)) which is non-negative to
deduce
0 6
∫
B(x,δ)
f (z) [I(n + φzǫ) − I(n)] dz. (62)
Now we can change variables using the coordinate transformation
y =
x − z
ǫ
, (63)
so that when we multiply through by ǫ−d, (62) becomes
0 6
∫
B(x,δ)
∫
D
f (z)F(z + ǫy, n(z + ǫy) + ǫψ(y),∇n(z + ǫy) + ∇yψ(y)) dy dz
−
∫
B(x,δ)
∫
D
f (z)F(z + ǫy, n(z + ǫy),∇n(z + ǫy)) dy dz.
(64)
From here we swap the integrals and perform another change of variables z′ = z + ǫy to find
0 6
∫
D
∫
B(x,δ)+ǫy
f (z′ − ǫy)F(z′ , n(z′) + ǫψ(y),∇n(z′) + ∇yψ(y)) dz′ dy
−
∫
D
∫
B(x,δ)+ǫy
f (z′ − ǫy)F(z′ , n(z′),∇n(z′)) dz′ dy.
(65)
It is clear that we would like to use the Dominated Convergence Theorem on the integral in (65). We
see that this is possible by rewriting the integral using the indicator function 1ǫ(z′) := 1B(x,δ)+ǫy(z′) as∫
D
∫
B(x,δ)+ǫy
f (z′ − ǫy)F(z′ , n(z′) + ǫψ(y),∇n(z′) + ∇yψ(y)) dz′dy
−
∫
D
∫
B(x,δ)+ǫy
f (z′ − ǫy)F(z′ , n(z′),∇n(z′)) dz′ dy
=
∫
D
∫
B(x,2δ)
f (z′ − ǫy)F(z′, n(z′) + ǫψ(y),∇n(z′) + ∇yψ(y))1ǫ (z′) dz′ dy
−
∫
D
∫
B(x,2δ)
f (z′ − ǫy)F(z′, n(z′),∇n(z′))1ǫ(z′) dz′ dy.
(66)
Since f is smooth, F is continuous and n ∈ W1,∞ (Ω, M), we can easily take the limit of this as ǫ → 0 to
see that it converges to∫
D
∫
B(x,δ)
f (z)
[
F(z, n(z),∇n(z) + ∇yψ(y)) − F(z, n(z),∇n(z))
]
dz dy. (67)
Writing this in an alternative fashion we find∫
B(x,δ)
f (z)
∫
D
F(z, n(z),∇n(z) + ∇yψ(y)) − F(z, n(z),∇n(z)) dydz
=
∫
B(x,δ)
f (z)g(z) dz > 0.
(68)
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However since this is true for every non-negative f ∈ C∞0 (B(x, δ)), we conclude, using a standard
mollification argument, that g(z) > 0 a.e. in B(x, δ). Since x was arbitrary, this gives us the result.  
Now we can use Theorem 12 to prove the more general constrained quasiconvexity result. We return to
our original set of admissible functions A with the boundary condition n0 ∈ W1,1 (Ω, M) once more.
Theorem 13 (Quasiconvexity in the interior). Suppose that n ∈ A ∩ W1,∞ (Ω, M) is a strong local
minimizer of I. Then for a.e. x ∈ Ω
F (x, n(x),∇n(x)) 6 1
|D|
∫
D
F (x, n(x),∇n(x) + ∇P(n(x))∇φ(y)) dy, (69)
for any open and bounded D ⊂ Rd, φ ∈ W1,∞0
(
D,Rk
)
.
Proof
We take D and φ as given in the statement. We know n is a strong local minimizer of I and returning to
the logic in (29) we have shown that if we take some m ∈ B, then
||n − m||∞ <
δ∗
2
⇒ P(m) ∈ A and ||n − P(m)||∞ < 2 ||n − m||∞ (70)
Therefore if ||n − m||∞ is small enough
J(m) = I (P(m)) > I(n) = J(n), (71)
so n is a strong local minimizer of J. Therefore we can apply Theorem 12 to deduce that for a.e. x ∈ Ω
G (x, n(x),∇n(x)) 6 1
|D|
∫
D
G (x, n(x),∇n(x) + ∇φ(y)) dy. (72)
To relate this back to F we note that from the definition of J we have
G(x, n,Q) = ψ(n)F (x, P(n),∇P(n)Q) . (73)
By substituting this back into we (72) we obtain
F (x, n(x),∇n(x)) 6 1
|D|
∫
Ω
ψ(n(x))F (x, n(x),∇P(n(x))(∇n(x) + ∇φ(y))
=
1
|D|
∫
D
F (x, n(x),∇n(x) + ∇P(n(x))∇φ(y)) dy.
(74)
 
Theorem 14 (Quasiconvexity at the boundary). Suppose that n ∈ A ∩ C1
(
Ω, M
)
is a strong local
minimizer of I. The exterior unit normal to Ω at a point x is given by ν(x). Then
F (x, n(x),∇n(x)) 6 1
|B−
ν(x)|
∫
B−
ν(x)
F (x, n(x),∇n(x) + ∇P(n(x))∇φ(y)) dy, (75)
for all φ ∈
{
φ ∈ W1,∞
(
B−
ν(x),R
k
) ∣∣∣∣φ = 0 on ∂B ∩ ∂B−ν(x)
}
where
B−ν(x) = { y ∈ B | y · ν(x) < 0 } . (76)
This holds for Hd−1 a.e. x ∈ ∂Ω2 where ∂Ω2 is locally C1.
Remark 15. Note that this condition only holds on the free boundary, ∂Ω2, of our problem and not on
the entirety of ∂Ω.
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Proof
In this instance we will apply the unconstrained result of Ball and Marsden [1] to J. From the proof of
Theorem 13 we know that since n is a strong local minimizer of I it is also a strong local minimizer of
J. Hence [1] implies
G (x, n(x),∇n(x)) 6 1
|B−ν |
∫
B−ν
G (x, n(x),∇n(x) + ∇φ(y)) dy, (77)
for Hd−1 a.e. x ∈ ∂Ω2 and φ as given in the statement. Now we can proceed with exactly the same logic
as in the previous proof, using (73) and (74) to obtain the assertion.  
With our necessary quasiconvexity conditions in place we return to assuming that our Lagrangian is
twice continuously differentiable in its second two arguments. The following corollary shows that qua-
siconvexity in the interior implies the more classical result of Weierstrass. This is intuitively understood
from the fact that the Weierstrass condition is in reality a rank-one convexity condition in the interior
which is weaker than quasiconvexity. This corollary motivates why in the next section we only need
to strengthen the quasiconvexity conditions in order to prove the fundamental strong local minimum
sufficiency result.
Corollary 16 (Weierstrass Condition). Suppose that n ∈ A ∩ W1,∞ (Ω, M) is a strong local minimizer
of I. Then for a.e. x ∈ Ω
EF
(
x, n,∇n,∇n +
[
∇P(n)ζ] ⊗ η) > 0 (78)
for any ζ ∈ Rk and η ∈ Rd.
Proof
By appealing to Theorem 13 we know that (69) holds for a.e. x ∈ Ω. Now for Q ∈ Rk×d we define
˜F(Q) := F (x, n(x),∇P(n(x))Q) . (79)
Then using this new entity ˜F, (69) simply says that
1
|D|
∫
D
˜F(∇φ(y)) dy > ˜F(0), (80)
for all φ ∈ W1,∞0
(
D,Rk
)
. Therefore ˜F is quasiconvex at ∇n(x) (for almost every x). We take some
ζ ⊗ η ∈ Rk×d, then for t ∈ [0, 1), define
At1 := ∇n + (1 − t)ζ ⊗ η, At2 := ∇n − tζ ⊗ η. (81)
Then tAt1 + (1 − t)At2 = ∇n and At1 − At2 = ζ ⊗ η. We also know that quasiconvexity implies rank-one
convexity [5] so that from Definition 7
˜F(∇n) 6 t ˜F(At1) + (1 − t) ˜F(At2) (82)
Hence by rewriting (82) and scaling ζ, we find
˜F(∇n) 6 t ˜F(∇n + ζ ⊗ η) + (1 − t) ˜F
(
∇n −
t
1 − t
ζ ⊗ η
)
. (83)
To finish we notice that the right side of (83) is a continuously differentiable function in t ∈ [0, 1) which
achieves its lower bound at t = 0. Thus it has non-negative derivative at zero and we differentiate to find
0 6 ˜F(∇n + ζ ⊗ η) − ˜F(∇n) −
∑
i, j
˜FQi, j (∇n)ζiη j
= ˜F(∇n + ζ ⊗ η) − ˜F(∇n) −
∑
i, j

∑
α,β
Fnα,β(x, n,∇n)Pα,i(n)δβ j
 ζiη j
= F(x, n,∇n + [∇P(n)ζ] ⊗ η) − F(x, n,∇n) − F∇n(x, n,∇n) : [∇P(n)ζ] ⊗ η,
(84)
which is what we set out to prove.  
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6 Sufficient conditions for a strong local minimizer
Before we prove our strong sufficiency theorem using the result of Grabovsky & Mengesha we prove a
preliminary theorem based on a result by Taheri [23]. It shows that if we assume a very strong Weier-
strass condition then there is almost no distinction between weak local minimizers and strong local
minimizers. For these sufficiency results we need to assume some extra regularity conditions for our
Lagrangian F, the first of which is a differentiability condition
(L1) F ∈ C2
(
U × O × Rk×d
)
where U and O are open neighbourhoods of Ω and M respectively.
Theorem 17. Let n ∈ A ∩C1
(
Ω, M
)
and for v ∈ VarA define (see (19))
g(t) = I (P(n + tv)) = I(wt). (85)
Suppose that the Lagrangian F satisfies (L1) and there exists some γ > 0 such that
g′(0) = 0 and g′′(0) > γ||w′0||21,2 ∀v ∈ VarA. (86)
In addition, suppose that
EF(x,m,Q1,Q2) > γ|Q1 − Q2|2 (87)
for any x ∈ Ω, m ∈ M, and Q1,Q2 ∈ Rk×d. Then n is a strict strong local minimizer of I.
Remark 18. This theorem shows that any C1 weak local minimizer is in fact a strong local minimizer if
the Lagrangian is convex with respect to the gradient term.
Proof
As this is a sufficiency proof we will be using the functional K as the unconstrained problem which is
related to I. We will show that K satisfies all of the required conditions to apply Taheri’s sufficiency
result [23, Theorem 3.3]. Recall from the proof of Theorem 11 that our assumptions immediately imply
that
δK(n)(v) = 0 and δ2K(n)(v, v) > 2γ
2 + γ
||v||21,2 (88)
for every test function v ∈ VarB. To be able to apply Taheri’s result we now need to show what strength-
ened Weierstrass condition is satisfied by H. We choose 0 < ǫ < δ∗2 so that if |m − n(x)| < ǫ then
ψ(m) = 1. Then for any x ∈ Ω, |m − n(x)| < ǫ and Q ∈ Rk×d we have
EH (x,m,∇n(x),Q)
= H(x,m,Q) − H(x,m,∇n) − H∇m(x,m,∇n) : (Q − ∇n)
= F(x, P(m),∇P(m)Q) + |(I − ∇P(m))Q|2
− F(x, P(m),∇P(m)∇n) − |(I − ∇P(m))∇n|2
− F∇n(x, P(m),∇P(m)∇n) : (∇P(m)Q − ∇P(m)∇n)
− 2((I − ∇P(m))T (I − ∇P(m))∇n) : (Q − ∇n)
= EF(x,m,∇P(m)∇n,∇P(m)Q) + |(I − ∇P(m))(Q − ∇n)|2
> γ|∇P(m)(Q − ∇n)|2 + |(I − ∇P(m))(Q − ∇n)|2
=
γ
γ + 1
|Q − ∇n|2 + 1
γ + 1
|(I − (γ + 1)∇P(m))(Q − ∇n)|2
>
γ
γ + 1
|Q − ∇n|2.
(89)
This means that we can apply [23, Theorem 3.3] to deduce that there exist two constants, σ1, σ2 > 0
such that if m ∈ B with ||m − n||∞ < σ1 then
K(m) − K(n) > σ2||m − n||21,2. (90)
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Therefore n is a strict strong local minimizer of K. As A ⊂ B this means that n is also a strict strong
local minimizer of I.  
While Theorem 17 is very useful, we do not want to restrict ourselves to just considering Lagrangians
satisfying (87). So to finish this section we will be applying the recently proved sufficiency result of
Grabovsky & Mengesha [12] which requires much weaker quasiconvexity assumptions. However in
order to use their result we need to set up our problem in a slightly different way and we refer the reader
to their paper for full details. We have four conditions that we will assume our Lagrangian satisfies:
the differentiability condition (L1) (see above), a growth condition, a coercivity condition and a uniform
continuity condition.
(L2) There exists a constant C > 0 and p > 2 such that for all Q ∈ Rk×d and |n| = 1
|F(x, n,Q)| 6 C (1 + |Q|p) , (91)
|FQ(x, n,Q)| 6 C
(
1 + |Q|p−1
)
and |Fn(x, n,Q)| 6 C (1 + |Q|p) . (92)
(L3) We assume that F is bounded below, and that we have C1 > 0 and C2 > 0 such that∫
Ω
F(x,m(x),∇m(x)) dx > C1||m||p1,p −C2, (93)
for all m ∈ A. If p > 2, we assume in addition that there exists some D1 > 0 and D2 > 0, such that for
every m ∈ A with ||m − n||∞ 6 δ
∗
2 we have∫
Ω
F (x,m,∇m) − F(x, n,∇n) dx > D1||m − n||p1,p − D2||m − n||21,2. (94)
(L4) For every ǫ > 0 there exists a δ > 0 such that for every Q ∈ Rk×d, |n| = 1, and x1, x2 ∈ Ω with
|x1 − x2| 6 δ
|F(x1, n,Q) − F(x2, n,Q)|
1 + |Q|p < ǫ. (95)
Remark 19. These assumptions are slightly different to those in [12] but when we relate them to another
functional they do come into line with those used in their result. In (L3) to avoid any issues with the
projection map we assumed that ||m − n||∞ < δ∗2 but since we are investigating L∞ local behaviour this
does not lose us any generality.
Theorem 20. Suppose thatΩ is a C1 bounded domain and the Lagrangian F satisfies (L1)-(L4). Assume
that n ∈ A ∩ C1 (Ω, M) with the following set of assumptions. There exists some γ > 0 such that for all
v ∈ VarA
g′(0) = 0 and g′′(0) > γ||w′0||21,2. (96)
Suppose that for every open, bounded set D ⊂ Rd, φ ∈ W1,∞0
(
D,Rk
)
and x ∈ Ω∫
D
EF (x, n(x),∇n(x),∇n(x) + ∇P(n(x))∇φ(y)) dy
> γ
∫
D
|∇P(n)∇φ(y)|2 dy.
(97)
Suppose also that ∫
B−ν
EF (x, n(x),∇n(x),∇n(x) + ∇P(n(x))∇φ(y)) dy
> γ
∫
B−ν
|∇P(n)∇φ(y)|2 dy
(98)
for all φ ∈
{
φ ∈ W1,∞
(
B−
ν(x),R
k
) ∣∣∣∣φ = 0 on ∂B ∩ ∂B−ν(x)
}
and x ∈ ∂Ω2, where B−ν(x) is given in (76).
Then n is a strong local minimizer of I.
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Proof
Unfortunately in this proof we cannot simply use the functional K to apply [12, Theorem 5.1] and then
relate the condition back to I. This is because K does not satisfy the required coercivity conditions
unless p = 2. Therefore we introduce and study a related functional ˜K. If p = 2 we let ˜K = K, otherwise
we define
˜K(m) :=
∫
Ω
˜H(x,m,∇m) dx
= K(m) +
∫
Ω
ψ(m) (|m − P(m)|p + |∇m − ∇ [P(m)]|p) dx.
(99)
In other words this functional has been given a form of stability with respect to the W1,p norm as well as
the W1,2 norm. The first thing to note about this functional ˜K is that
δ ˜K(n)(v) = δK(n)(v) and δ2 ˜K(n)(v, v) = δ2K(n)(v, v) ∀ v ∈ VarA. (100)
Therefore when we take an arbitrary v ∈ VarA, using the same logic as from the proof of the weak
sufficiency theorem, we deduce
δ ˜K(n)(v) = 0 and δ2 ˜K(n)(v, v) > 2γ
2 + γ
||v||21,2. (101)
We also need to show that the strengthened quasiconvexity conditions used in [12, Theorem 5.1] hold
for ˜K, given that F satisfies (97) and (98). This is achieved with a careful calculation, if p > 2 then
E
˜H (x, n,∇n,∇n + ∇φ(y))
= ˜H(x, n,∇n + ∇φ(y)) − ˜H(x, n,∇n) − ∇φ(y) : ˜H∇n(x, n,∇n)
= F (x, n,∇n + ∇P(n)∇φ(y)) + |∇φ(y) − ∇P(n)∇φ(y)|2 − F(x, n,∇n)
+ |∇φ(y) − ∇P(n)∇φ(y)|p − ∇P(n)∇φ(y) : F∇n (x, n,∇n)
> EF (x, n,∇n,∇n + ∇P(n)∇φ(y)) + |∇φ(y) − ∇P(n)∇φ(y)|2 ,
(102)
and the p = 2 case is the same but without the term with the pth power. Now we can apply our
strengthened quasiconvexity condition to (102) to find∫
D
E
˜H (x, n(x),∇n(x),∇n(x) + ∇φ(y)) dy
>
∫
D
γ|∇P(n)∇φ(y)|2 + |(Id − ∇P(n))∇φ(y)|2 dy
=
∫
D
γ|∇P(n)∇φ(y)|2 + |∇φ(y)|2dy
−
∫
D
2∇P(n)∇φ(y) : ∇φ(y) + |∇P(n)∇φ(y)|2 dy
=
∫
D
γ
1 + γ
|∇φ(y)|2 + 1
1 + γ
|∇φ(y) − (1 + γ)∇P(n)∇φ(y)|2 dy
>
γ
1 + γ
∫
D
|∇φ(y)|2 dy
(103)
for any open, bounded D and φ ∈ W1,∞0
(
D,Rk
)
. The same is also true of the quasiconvexity at the
boundary. Therefore the final thing to consider before we can apply [12, Theorem 5.1] are the condi-
tions which ˜H must satisfy as the counterparts to (L1)-(L4). From the definition of K, the regularity
assumption (L1) implies that
K ∈ C2
(
U × Rk × Rk×d
)
, (104)
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and the additional terms for ˜K are clearly twice differentiable so that ˜K also satisfies (104). Equally it is
clear to see that the growth condition (L2) must also hold for ˜K. For the uniform continuity condition
we can show that ˜H satisfies a slightly different condition to (L4).
(L4*) For every R > 0 and ǫ > 0 there exists a δ > 0 such that for every Q ∈ Rk×d, |n| < R, and x1, x2 ∈ Ω
with |x1 − x2| 6 δ
| ˜H(x1, n,Q) − ˜H(x2, n,Q)|
1 + |Q|p < ǫ. (105)
In the language of Grabovsky & Mengesha’s paper this means that ˜H satisfies conditions (H1), (H2) and
(H4) so that we only need to deal with the coercivity condition in order to apply their result. They use
the coercivity condition to show that the problem of strong local minimizers can effectively be reduced
to W1,p local minimizers. We will prove this directly with our (L3) assumption mimicking the reasoning
in [12, Section 7]. On a technical note we choose ǫ > 0 to be a fixed constant, sufficiently small, such
that if m ∈ B and ||m − n||∞ < ǫ then
max {ǫ, ||n − P(m)||∞} 6
δ∗
2
. (106)
When we rewrite (93) and (94) as conditions on ˜K we see that if we take an m ∈ B with ||m − n||∞ < ǫ
˜K(m) > C1 ||P(m)||p1,p −C2 + ||m − P(m)||21,2 + ||m − P(m)||
p
1,p (107)
and if p = 2 we do not have the final term in the equation above. As for the additional assumption (94),
if we take m ∈ B with ||n − m||∞ < ǫ, then
˜K(m) − ˜K(n) >D1 ||n − P(m)||p1,p − D2 ||n − P(m)||21,2
+ ||m − P(m)||21,2 + ||m − P(m)||p1,p .
(108)
Here we need to introduce a little notation from [12] to follow their reasoning.
Definition 21. We say that a sequence
(
m j
)
⊂ B is a strong variation if ||m j − n||∞ → 0 as j → ∞.
To avoid any technical difficulties we will always assume that ||m j − n||∞ < ǫ for all j for any strong
variation. With this definition Grabovsky & Mengesha look to prove that the normalized increment
lim inf
j→∞
˜K(m j) − ˜K(n)
||m j − n||21,2
> 0 (109)
for any strong variation
(
m j
)
. The estimate (107) means that if we take a strong variation
(
m j
)
such that
||∇m j||p → ∞, we automatically have
˜K(m j) > ˜K(n) ∀ j > N, (110)
for some N > 0, which means that the normalized increment condition (109) is satisfied. Therefore we
only need to consider strong variations
(
m j
)
such that m j ⇀ n in W1,p. Let
α j = ||m j − n||1,2 6 D||m j − n||1,p = β j, (111)
and we will show that (109) holds unless
lim
j→∞
α j = limj→∞ β j = 0 and limj→∞
β
p
j
α2j
< ∞. (112)
Since m ⇀ n in W1,p we know that
(
α j
)
and
(
β j
)
are bounded sequences and without loss of generality
we assume that α j → α0 > 0. Let Q ˜H(x, n,Q) be the quasiconvexification of ˜H(x, n,Q) with respect
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to Q, and we exploit the fact that the quasiconvexified functional is W1,p sequentially weakly lower
semicontinuous [5, Theorem 8.11] with (97) to obtain
lim inf
j→∞
˜K(m j) − ˜K(n)
α2j
=
1
α20
lim inf
j→∞
∫
Ω
˜H(x,m j,∇m j) − ˜H(x, n,∇n) dx
>
1
α20
lim inf
j→∞
∫
Ω
Q ˜H(x,m j,∇m j) − ˜H(x, n,∇n) dx
>
1
α20
∫
Ω
Q ˜H(x, n,∇n) − ˜H(x, n,∇n) dx
= 0.
(113)
Therefore we need only look at the cases where α j → 0 which is all we require if p = 2. A corollary of
the fact that α j → 0 for a strong variation
(
m j
)
is that
P
(
m j
)
→ n in W1,2
(
Ω,Rk
)
. (114)
If p > 2, this corollary, together with (108), shows us that if α j → 0, the normalized increment from
(109) is automatically non-negative unless
n − P
(
m j
)
→ 0 and m j − P
(
m j
)
→ 0 in W1,p ⇒ m j → n in W1,p (115)
This means that we have reduced the problem to W1,p local minimizers for ˜K, exactly as in [12, Section
7]. Now we have amassed all of these conditions and dealt with the (L3) assumption, we are in a position
to apply [12, Theorem 5.2] and its direct corollary [12, Theorem 5.1]. This tells us that n is a strong
local minimizer of ˜K which implies that there exists some δ > 0 such that if m ∈ A ⊂ B such that
||m − n||∞ < δ then
I(m) = ˜K(m) > ˜K(n) = I(n). (116)
Thus n is a strong local minimizer of I.  
7 Illustrative applications
In this final section we will apply the results we have established to rigorously investigate stability for
some constrained problems. The motivation for this work came from liquid crystals so it is logical to
begin there. We recall from the introduction that the standard one-constant, cholesteric Oseen-Frank
theory problem is to minimize
I(n) = K
∫
Ω
|∇n|2 + 2t n∇ × n + t2 dx (117)
where K, t > 0 are constants, Ω = [−L1, L1] × [−L2, L2] × [0, 1], and the set of admissible mappings is
A :=
{
n ∈ W1,2
(
Ω, S2
) ∣∣∣∣ n|z=0 = n|z=1 = e3, n|x=−L1 = n|x=L1 , n|y=−L2 = n|y=L2
}
. (118)
This situation clearly falls within the scope of Sections 3-6. The boundary conditions we impose are
frustrated because it discounts the natural structure that a cholesteric liquid crystal prefers to form. The
basic cholesteric helical configuration is given by
n(z) =

cos(tz)
sin(tz)
0
 . (119)
Due to this frustration, we will consider the stability of the constant function n = e3, also called the un-
wound state, as the parameter t changes. This question has been investigated with experiments [10] and
17
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simulations before but does not seem to have been treated within an analytical mathematical framework.
It is a simple exercise to show that the strong form of the Euler-Lagrange equation for (117) is
∆n − 2t∇ × n + n
(
|∇n|2 + 2t n∇ × n
)
= 0. (120)
Clearly n = e3 is always a solution of this equation and the following proposition quantifies its stability.
Proposition 22. Consider the variational problem as described in (117) and (118). If t < π then n = e3
is a strict strong local minimizer of I. If t > π then n = e3 is not a weak local minimizer of I.
Proof
The heart of the proof centers around showing that the second variation of I can be negative if t > π and
proving its positivity when t < π. Therefore when t < π we are looking to show that for some δ > 0
d2
dǫ2
I
(
n + ǫv
|n + ǫv|
)∣∣∣∣∣∣
ǫ=0
=
d2
dǫ2
I (wǫ)
∣∣∣∣∣∣
ǫ=0
> δ||w′(0)||21,2 (121)
for every v ∈ VarA where
VarA :=
{
v ∈ C∞
(
Ω,R3
)
| v|z=0 = v|z=1 = 0, v|x=−L1 = v|x=L1 , v|y=−L2 = v|y=L2
}
. (122)
By referring to Theorem 17, we see that (121) is sufficient to show that the state is a strict strong local
minimizer as the strengthened Weierstrass condition (87) is automatically satisfied. To accomplish this
we need to find the exact form of the second variation. Let v ∈ VarA and wǫ := n+ǫv|n+ǫv| , then
d2
dǫ2
I (wǫ)
∣∣∣∣∣∣
ǫ=0
=2
∫
Ω
|∇w′0|
2
+ 2tw′0 · ∇ × w
′
0 dx
+ 2
∫
Ω
∇w′′0 : ∇w0 + 2tw
′′
0 · ∇ × w0 dx
=2
∫
Ω
|∇w′0|
2
+ 2tw′0 · ∇ × w
′
0 dx
=2
∫
Ω
|∇v1 |
2
+ |∇v2|
2
+ 2t
(
v2v1,3 − v1v2,3
) dx.
(123)
Note that only the derivatives in z can possibly make (123) negative since the other derivatives only ap-
pear as perfect squares. Therefore we proceed initially by proving that e3 is a strict weak local minimizer
of I over functions which just depend on z. Let
n(z) =

cos θ cos φ
cos θ sin φ
sin θ
 where φ = φ(z), and θ = θ(z), (124)
then we can perform the following energy estimate
I(n) − I(e3) = 4L1L2
∫ 1
0
θ′2 + 2t cos2 θ
(
φ′2 − φ′
)
dx
> 4L1L2
∫ 1
0
θ′2 − t2 cos2 θ dz.
(125)
We let
J(θ) :=
∫ 1
0
θ′2 − t2 cos2 θ dz, (126)
and we will show that θ = π2 is a strict weak local minimizer of J over
C :=
{
f ∈ W1,2 (0, 1)
∣∣∣ f (0) = f (1) = π
2
}
(127)
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when t < π and not a weak local minimizer when t > π. We prove the stability first. The constant π2
clearly satisfies the Euler Lagrange equation for J and when we calculate the second variation we find
d2
dǫ2
J
(
π
2
+ ǫg
)∣∣∣∣∣∣
ǫ=0
= 2
∫ 1
0
g′2 − t2g2 dz. (128)
However we know that our test space is W1,20 (0, 1) and the Poincare´ constant for those functions is
precisely π2 [7]. Therefore if t < π
d2
dǫ2
J
(
π
2
+ ǫg
)∣∣∣∣∣∣
ǫ=0
>
(
π2 − t2
)
π2
∫ 1
0
g′2 dz > α||g||21,2. (129)
The standard 1-dimensional theory therefore implies that θ = π2 is a strict weak local minimiser of J.
Now we take some v = (v1, v2, 0) ∈ VarA such that v = v(z) and ||v||1,2 > 0. A small calculation, using a
Taylor series expansion, shows that the Euler angle θǫ associated with wǫ is given by
θǫ = sin−1

1(
1 + ǫ2(v21 + v22)
) 1
2
 =
π
2
− (v21 + v22)
1
2 ǫ + ǫ3 fǫ , (130)
where || fǫ ||1,∞ 6 C uniformly around ǫ = 0. This immediately implies that θǫ → π2 in W1,∞. Thus for all
ǫ sufficiently small, I(wǫ) − I(e3) > J(θǫ) > 0. As a result of these inequalities we know that
d2
dǫ2
I(wǫ)
∣∣∣∣∣∣
ǫ=0
>
d2
dǫ2
J(θǫ)
∣∣∣∣∣∣
ǫ=0
. (131)
When we combine (131) with the alternative formulation of θǫ we deduce
d2
dǫ2
J(θǫ )
∣∣∣∣∣∣
ǫ=0
=
d2
dǫ2
J
(
π
2
+ ǫg + ǫ3 fǫ
)∣∣∣∣∣∣
ǫ=0
=
d2
dǫ2
J
(
π
2
+ ǫg
)∣∣∣∣∣∣
ǫ=0
> 0. (132)
Therefore we have proved that for any v(z) ∈ VarA, the second variation is strictly positive so long as w′0
is non-zero. Returning to the form of the second variation (123) we see that the perfect squares in the x
and y variables imply that if we now take an arbitrary v ∈ VarA such that ||w′0||1,2 > 0, then
d2
dǫ2
I(wǫ)
∣∣∣∣∣∣
ǫ=0
> 0. (133)
To conclude stability we just need to show that (133) is in fact bounded below by δ||w′(0)||21,2. We argue
by contradiction. If this was not the case then we could find a sequence of functions
(
v j
)
such that
||w′0 j||
2
1,2 =
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣

v
j
1
v
j
2
0

∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
2
1,2
= 1, (134)
and the second variation about these functions tended to zero. Without loss of generality we can assume
that v j1 ⇀ v1 and v
j
2 ⇀ v2 in W
1,2 (Ω) ⊂⊂ L2 (Ω) so that when we take the lim inf of the second variation
we find
0 = lim inf
j→∞
∫
Ω
|∇v
j
1|
2
+ |∇v
j
2|
2
+ 2t
(
−v
j
1v
j
2,3 + v
j
1,3v
j
2
)
dx
>
∫
Ω
|∇v1|
2
+ |∇v2|
2
+ 2t
(
−v1v2,3 + v1,3v2
) dx
> 0.
(135)
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Hence v1 = v2 = 0 and so to have the second variation tend to zero we require that∫
Ω
|∇v
j
1|
2
+ |∇v
j
2|
2 dx → 0, (136)
and this clearly contradicts (134). Therefore we find
d2
dǫ2
I (w(ǫ))
∣∣∣∣∣∣
ǫ=0
> δ||w′(0)||21,2 (137)
for some δ > 0. So Theorem 17 implies e3 is a strict strong local minimizer of I if t < π. For the
instability we return to the second variation of the functional J as given in (128). By setting g(z) =
sin(πz) we see that the second variation is negative if t > π. Therefore there exists a sequence
(
θ j
)
⊂ C,
such that θ j → π2 in W
1,∞ and J(θ j) < 0 for all j. Define
m j(z) :=

cos θ j cos(tz)
cos θ j sin(tz)
sin θ j
 (138)
and we will show an upper bound for ||m j − e3||1,∞. The mean value theorem allows us to say that
|m j − e3|2 = 2(1 − sin θ j)
6 C1
∣∣∣∣∣θ j − π2
∣∣∣∣∣ . (139)
Similarly
|∇m j|2 = θ′2j + t
2 cos2 θ j 6 θ′2j +C1t
2
∣∣∣∣∣θ j − π2
∣∣∣∣∣ , (140)
therefore ||m j − e3||1,∞ → 0 and
I(m j) − I(e3) = J(θ j) < 0. (141)
This proves that e3 cannot be a weak local minimizer when t > π.
 
Remark 23. It is not clear whether the constant state e3 is a local minimizer or not at the critical value
of t = π. Although the problem is smooth in the twist parameter t, unless we know that e3 is a global
minimizer for t < π we do not know of a way to infer its stability at the critical value.
The constrained results presented in sections 3-6 roughly mimic those of the classical problems. How-
ever not all ideas from the classical study of Calculus of Variations translate to their constrained coun-
terparts. In the next example we will use the circle S1 as our target space. Then we show that having
a Lagrangian which is convex in the gradient does not guarantee a weak local minimizer is actually a
global minimizer. In fact we go further and show that the problem has countably many strong local
minimizers which are not global minima. Results and ideas of this kind are already known but have not
been approached from this angle to the best of our knowledge. Consider the simplest one dimensional
functional
I(n) =
∫ 1
0
|nx|
2 dx, (142)
over the set of admissible functions
A :=
{
n ∈ W1,2
(
(0, 1), S1
) ∣∣∣∣ n(0) = n(1) = e1
}
. (143)
It is a simple exercise (see [8, p. 496]) to show that the weak form of the Euler-Lagrange equation for
this one variable problem is ∫ 1
0
vx · nx − (n · v) |nx|2 dx = 0, (144)
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for all v ∈ C∞0
(
(0, 1),R2
)
. It is also easy enough to realize that we have an infinite number of solutions
to this differential equation by noticing that
nk(x) :=
(
cos(2kπx)
sin(2kπx)
)
(145)
satisfies (144) for every k ∈ Z. In order to show that these are strong local minimizers, we just need to
show that we satisfy all of the conditions which are required in Theorem 17.
Proposition 24. For each k ∈ Z the function nk is a strict strong local minimizer.
Proof
We begin by noting that we could apply either Theorem 20 or Theorem 17 to this problem as our
domain Ω is of class C1. We will use Theorem 17 because it is a little simpler and has a slightly stronger
conclusion. Our Lagrangian is smooth and convex with respect to the gradient so we know that (87) is
satisfied. Hence in order to apply Theorem 17 we just need to show the positivity of the second variation.
We take some v ∈ C∞0
(
(0, 1),R2
)
and for ease of notation, during this proof we will denote w′0 simply
by w′ and similarly w′′0 by w
′′
. We remind the reader that they have the explicit form as given in (25).
We fix an index k. Since w′′ ∈ W1,10 (0, 1) and nk ∈ W1,∞(0, 1), they are an admissible pair of functions
in (87) using a basic density argument. Using this fact, together with the easily verifiable identity
|w′|2 = −nk · w
′′
, the second variation simplifies as follows
d2
dt2
I
(
nk + tv
|nk + tv|
)∣∣∣∣∣∣
t=0
= 2
∫ 1
0
|∇w′|2 + ∇w′′ : ∇nk dx
= 2
∫ 1
0
|∇w′|2 + |∇nk |
2 (w′′ · nk) dx
= 2
∫ 1
0
|∇w′|2 − |∇nk |
2|w′|2 dx
= 2
∫ 1
0
|∇w′|2 − 4k2π2|w′|2 dx.
(146)
To show this is positive we note that w′ · nk = 0, therefore we can denote w′ by
w′ := f (x)
(
sin(2kπx)
− cos(2kπx)
)
, (147)
for some f ∈ W1,20 (0, 1). Substituting this into (146) simplifies the expression to
d2
dt2
I
(
nk + tv
|nk + tv|
)∣∣∣∣∣∣
t=0
=
∫ 1
0
f ′(x)2 dx
> π2
∫ 1
0
f (x)2 dx
= π2
∫ 1
0
|w′|2 dx.
(148)
The inequality above is simply a Poincare´ inequality with the optimal constant for W1,20 (0, 1) [7]. Now
we know that (148) holds we proceed to prove that for some γ > 0
d2
dt2
I
(
nk + tv
|nk + tv|
)∣∣∣∣∣∣
t=0
> γ||w′||21,2, (149)
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for all test functions v. For a contradiction we suppose (149) does not hold, then we can argue in a
similar fashion to the previous proof. For j = 1, 2 . . . there exist v j ∈ W1,20 (0, 1), such that
||w′j||1,2 = 1 ∀ j and
d2
dt2
I
(
nk + tv j
|nk + tv j|
)∣∣∣∣∣∣
t=0
→ 0 as j → ∞. (150)
The estimate (148) tells us that ∫ 1
0
|w′j|
2 dx → 0. (151)
However since the second variation converges to zero it is clear from (146) that we must also have
∫ 1
0
|∇w′j|
2 dx → 0. (152)
Equations (151) and (152) clearly contradict the fact that ||w′j||1,2 = 1 for all j. So the second variation
is strictly positive around each nk. Thus Theorem 17 gives us the assertion.  
This result can be intuitively grasped from the perspective of the topology of S1. This is the only sphere
which is not simply connected so that each of these maps nk are not homotopic to each other. Thus
there is no way of moving between these states without traversing a potential well of infinte energy.
However similar results exist even if the domain is simply connected; Brezis & Coron [3] and Jost [16]
both proved related results for maps into S2. These results all reinforce the idea that global minimizers
for constrained problems is a difficult issue. Proving a global minimizer sufficiency result may not be
possible for a general constrained problem without additional topological constraints on the manifold.
We were able to circumvent this issue when examining local behaviour because the topology of the
manifold is negated at an L∞ local level.
In terms of the methods we have used, relating the constrained functional to an unconstrained one via
a projection cannot be used straightforwardly to study global properties, or indeed Lp local minimizers
for 1 6 p < ∞. This is because if we take an arbitrary m ∈ B we cannot perform our analysis unless
m is L∞ close to the manifold so that P(m) is uniquely defined. One final remark about this paper is
that although we considered the case of closed, bounded C4 manifolds in Rk, one could potentially go
further. The condition we really required was a locally unique projection onto the manifold which was
itself C3. Therefore the analysis should all hold if the constraint is n(x) ∈ M almost everywhere, and M
satisfies this condition.
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