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We study the Anderson transition in lattices with the connectivity of a random-regular graph.
Our results indicate that fractal dimensions are continuous across the transition, but a discontinuity
occurs in their derivatives, implying the non-ergodicity of the metal near the Anderson transition. A
critical exponent ν = 1.00±0.02 and critical disorderW = 18.2±0.1 are found via a scaling approach.
Our data support that the predictions of the relevant Gaussian Ensemble are only recovered at zero
disorder.
Introduction.— Anderson localization of a single-
particle is crucial to understand transport in disordered
materials [1]. However, interactions between localized
states have an important effect on those materials as,
for instance, they affect the phonon-assisted conduction
at low temperature [2–6]. Fleishman and Anderson ar-
gued that the Anderson transition, thus localization, sur-
vives upon the inclusion of short-range interactions in
three dimensions [7]. Altshuler and coworkers found
later a metal-insulator transition, the many-body local-
ization transition, for disordered and interacting one-
dimensional systems where all single-particle states are
localized [8]. Besides the field of low-temperature trans-
port, localized many-body states are playing a key role in
several research areas as the one of quantum computing
[9–11].
The degree of ergodicity of the metal near the many-
body localization transition is not clear yet. An ergodic
wavefunction roughly means that it has a uniform ampli-
tude in the region of Hilbert space allowed by symmetry
constraints [12]. Some groups have observed that metal-
lic wavefunctions near this transition are not ergodic [13–
18], while others support its ergodicity [19–22]. Given
this controversy, it seems sensible to step down and con-
sider simpler models that may exhibit similar behavior
than the one expected in the metallic side of the many-
body localization transition. Here, we consider one of
those simpler models: a single particle hopping in a dis-
ordered random-regular graph.
The decay of a local excitation in a many-body and
low-dimensional system has similarities to the one of An-
derson localization in a Bethe lattice [23, 24], see Fig.
1. The analysis of the later shows that there is a non-
ergodic metallic phase where eigenstates are multifractal
[25, 26]. The Rosenberg-Porter model of random ma-
trices [27, 28] may also capture some basic features of
non-ergodic many-body metals [29]. Despite being pro-
posed long ago, the existence of those non-ergodic states
has been reported recently [30] followed by many other
studies [31–39]. The critical exponent that controls the
divergence of correlation length has been found to be
ν = 1 [40] for both, the localized to non-ergodic metal
and the non-ergodic to ergodic metal transitions.
Another relevant model is a particle hopping in a lat-
FIG. 1. A particle added to a Fock state of localized single-
particles. Due to interactions, this added particle can decay
into two particles and a hole. (b) Representation of this de-
cay process is denoted by a dashed line. The different ways
in which the added particle can successively decay provides
with connections between Fock states [8] similar to the one
of a Bethe lattice (c). A random regular graph (d) is locally
equivalent to a Bethe lattice, that is, a particle localized in
the shaded area around the wide node sees a graph structure
similar to the one of a Bethe lattice.
tice with the connectivity of a random-regular graph,
which is locally equivalent to a Bethe lattice (Fig. 1).
Several studies predicted a non-ergodic metallic regime
in a random-regular graph with branching number k = 2
[25, 41, 42], while recent ones have supported the ergod-
icity of the metal in general random graphs [43–45]. In
Refs. [44, 46, 47], it is argued that non-ergodic behavior
is caused by large finite-size effects due to a correlation
volume that diverges exponentially at the metallic side of
the transition with critical exponent νm = 1/2, which is
different from the critical exponent in the localized side
νl = 1 [48]. In summary, the previous bibliography con-
tains contradictory results regarding the ergodicity of the
metallic side of random-regular graphs, although recent
studies point to its ergodicity [43–47].
Here, we present results that strongly support the non-
ergodicity of the metal near the Anderson transition in
random regular graph with branching number k = 2.
We have performed a finite-size analysis for the first
two and infinite moments of the wavefunctions ampli-
tudes [49]. Using the scaling hypothesis [50, 51], we
are able to accurately determine the critical disorder
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FIG. 2. (a) Fractal dimension D1 = −S/ log(N) and (b) its
derivative respect disorder D′1(N), computed with finite dif-
ference from the data points ofD1, for a random-regular graph
with branching number k = 2. Data is plotted as a function
of disorder for lattices sizes N = 62, 124, 250 . . . , 32000, 64000
(the points n = 64000 is not included for D′1). Inset of panel
(b): zoom of the data D′1(N) in the region W = 16, 21. The
shaded region indicates our estimation of the critical disorder
Wc = 18.2 ± 0.1 from the scaling analysis of D′1. The solid
lines in panels (a) and (b) are spline interpolations of second
order for the data of each size.
Wcr = 18.2± 0.09 and the correlation length critical ex-
ponent ν = 1.00±0.02 at the Anderson transition, being
ν in agreement with the one expected in a Bethe lattice
[25] and in the Rosenberg-Porter model [40]. The key
difference with other numerical studies [45] is that we
analyze the derivative of fractal dimension instead of the
fractal dimension itself.
The Hamiltonian for a particle hopping in a random
regular graph is (~ = 1)
H =
N∑
i=1
φic
†
i ci +
∑
〈 ij 〉
c†i cj + c
†
jci, (1)
where ci, c
†
i are fermionic destruction and creation oper-
ators. A realization of this model implies to choose on-
site random potentials, we use a box distribution for φi
in [−W2 , W2 ], and a random-regular graph with branching
number k = 2 [52]. The second summation in the Hamil-
tonian runs over the links of that lattice and we denote
the number of sites as N.We obtain 20 eigenstates of the
previous Hamiltonian at the center of the band and treat
its average as the data for one sample in order to obtain
error bars. This realization average is denoted by 〈 . . . 〉.
Multifractal dimensions.— We characterize how uni-
form are the wavefunctions amplitudes using the fractal
dimensions Dq = logN (Iq)/(1 − q), where the moments
are defined as Iq = 〈
∑N
i=1 |ψi|2q 〉 and |ψi|2 is wavefunc-
tion amplitude at site i. We are interested on the first
two critical dimension D1, D2 and on Dq→∞. The first
one D1 can be computed from the participation entropy
S = 〈∑i |ψi|2 log |ψi|2 〉, as S = −D1 log(N)+c. The last
one is computed from the maximum wavefunction ampli-
tude D∞ = − logN (max |ψi|2), as introduced in Ref. [53].
The fractal dimensions for an Anderson localized wave-
function are Dq = 0 for q ≥ 1, as those wavefunctions
have a finite support set. Indeed, the number of sites
Nξ with a finite wavefunction amplitude does not scale
with lattice size N but it can be approximated by a ge-
ometric serie Nξ ≈ kξ+1 − 1, being ξ the localization
length. On the other hand, we expect that the support
set of a metallic eigenfunction scales as a power of the
total system size ND with 0 < D ≤ 1 (it can be shown
that D = D1 [25, 41]). An ergodic state described by a
Gaussian Ensemble has vanishingly small wavefunction-
amplitude fluctuations around its average value so that
Dq = 1 for all q.
We need to determine whether the non-analyticity at
the Anderson transition is due to a discontinuity in the
Dq or in their derivatives respect disorder D′q =
d
dWDq.
A direct transition from localized to ergodic states can
only occur with a discontinuity in Dq for q ≥ 1, as in the
three-dimensional Anderson model [51]. On the other
hand, the multifractal metallic states near the Anderson
transition in Rosenberg-Porter model has a discontinuity
in the derivative of fractal dimensions [40].
We have plotted D1 in Fig. 2 (a) as a function of dis-
order computed as D1 = S/ log(N) for different sys-
tem sizes. We observe a crossing point which drifts
significantly—almost a 50% from the smallest to the
largest size—towards larger disorder upon increasing sys-
tem size as in Ref. [45]. All those crossing point are
very far from the previously reported critical disorder
Wcr ≈ 18 [25, 44, 45]. We have checked that a large drift
of the crossing points also occurs for D2, D∞, from dis-
order W = 10 to W = 14. Note that the crossing points
in the finite-size data for Dq does not warrant a direct
transition from localization to ergodicity. Indeed, such a
crossing point occurs in Rosenberg-Porter model without
having such a transition.
In the following, we explore the possibility that Dq = 0
for q ≥ 1 at the Anderson transition and the discontinu-
ity occurs in its first derivative. In Fig. 2(b), we have
plotted D′1(N) computed with finite difference from the
data in Fig. 2(a). This plot reveals a set of crossing point
around W ≈ 18 (inset) which do not significantly shift
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FIG. 3. (a) Absolute value of derivative of fractal dimension
Dq respect of disorder. The case of second fractal dimension
|D′2| appears in (a) and the case of |D′q→∞| as a function of
disorder for a random-regular graph with branching number
k = 2 and sizes N = 62, 124, 250, 500, . . . , 32000. The inset
of each panel contains a zoom in the region W = [12.5, 21],
note the semi-log scale in inset of panel (b). The shadow
region indicates our estimation of the critical disorder Wc =
18.2 ± 0.1 from the scaling analysis of D′1. The solid lines in
panels (a) and (b) are spline interpolations of second order
for the data of each size.
with increasing lattice size. Crucially, the critical value of
(D′1)cr defined by the crossing points does not show any
tendency to diverge. From data in Fig. 3, we see that
the same picture holds for D′2 and D′∞, with a crossing
point around W ≈ 17. Those crossing points shift to-
wards larger disorders when increasing system sizes, see
inset of panel (a) and (b) of Fig. 3.
In summary, our data do not support the divergence
of fractal dimensions D′q for q ≥ 1 at the Anderson tran-
sition, which is strictly needed in the case of a transition
from localization to ergodicity. Instead, they indicate a
discontinuity in the derivatives D′q, as in the Rosenberg-
Porter model [40]. The absence of such a divergence im-
plies the non-ergodicity of the metallic side of random-
regular graphs with k = 2.
Scaling and critical properties In the following, we
use the scaling hypothesis to find the critical proper-
ties at the Anderson transition. Near a second order
phase transition, the singular part of a quantity can be
expressed as A = ξζ/νg(L/ξ), where L, ξ are system
size and correlation length [50]. In the thermodynamic
limit, we have ξ ∼ |W −Wcr|−ν and A ∼ |W −Wcr|−ζ .
The scaling function controls the crossover at finite sizes,
g(x) ∼ xζ/ν when x = L/ξ  1 and g(x) is constant
when x = L/ξ  1. For practical purposes is better to
work with a scaling function f(x) = g(xν)/xζ , so that f
can be expanded as a polynomial near the critical point.
Taking into account irrelevant corrections to scaling, we
have [51, 54, 55]
A = Lζ/νf
(
ρL1/ν , ηL−y
)
. (2)
Near the critical point ρ = (W −Wcr) and for irrelevant
corrections y > 0. In a random-regular graph, the finite-
size crossover is expected when the correlation length is
similar to the number of generations ξ ∼ log(N). Thus,
we replace L = log(N) in the scaling law Eq. (2). The
basic idea behind finite-size scaling is that choosing the
right critical parameters Wcr, ν and subtracting irrele-
vant corrections, one should be able to collapse all the
curves for A when plotted as a function of the scaling
variable x = L1/ν(W −Wcr). We note that the drift of
the crossing points for D′q near W ≈ 18 in Figs. (2, 3)
indicates that corrections to scaling are important.
In Fig.4, we show the result of a scaling analysis of D′1
based on Eq. 2 with ζ = 0, as we have previously argued
that our data do not support the divergence of D′1 at
criticality. We choose D′1 because this quantity has much
smaller corrections to scaling that D′2 or D′∞. We use a
small disorder interval W = [16, 20] so that we can use a
first order expansion in the fields ρ and η of Eq. 2. We
employ irrelevant corrections of the form f = f¯(x)(1 +
η[log(N)]−y), because it gives good quality fittings and
the result for y is consistent with the scaling analysis of
the drift of crossing points Wcr at criticality, see inset
of Fig. 4. The function f¯ is approximated with a second
order polynomial, which gives the closest to one reduced-
chi square χ2r = 0.66, and we checked that bootstrap
techniques gives similar error estimation [56].
The best data collapse for D′1(N) gives ν = 1.00±0.02,
Wc = 18.2 ± 0.1 with irrelevant exponent y = 5 ± 2.
The estimation of the critical point is in good agreement
with the ones in Refs. [44, 45] and not very far from
others [25, 57]. Our result for ν agrees with the theory
of [25] but disagree with Refs. [44, 46, 47], where ν =
1/2 in the metallic side. We note that a fitting without
irrelevant corrections but with the data forN > 500 gives
an estimation Wcr = 18.27 ± 0.07 and ν = 0.93 ± 0.06,
but the quality of the fitting is worst than the previous
one.
Metallic side of the Anderson transition— Our pre-
vious results strongly support that fractal dimensions
derivatives D′q do not diverge at the Anderson transi-
tion and, thus, the metallic side of this transition must
be non-ergodic as Dq < 1. Furthermore, our numerical
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FIG. 4. Best data collapse for the derivative of first frac-
tal dimension D′1(N) = S′/ log(N) for disorder W = [16, 20]
and sizes N = 62, 124, 250, . . . 32000. We use a scaling func-
tion of second order and irrelevant corrections D′1 = f(x)(1+
η [log(N)]−y), which gives critical parameters ν = 1.00±0.02,
Wcr = 18.2± 0.1, (D′1)cr = (−1.94± 0.08)10−2 and irrelevant
exponent y = 5±2.We employ a second order polynomial for
the function f, (solid line) which gives a reduced-χ2 of 0.66.
The main panel contains (D′1)irr − D′1 being the irrelevant
corrections (D′1)irr = f(x) η [log(N)]−y. Inset contains the
critical disorder Wcr, defined as the disorder at which D′1(Ni)
and D′1(Ni+2) crosses, as a function of the inverse of loga-
rithm of the geometric mean of the sizes Li and Li+2. The
dashed line is a fit to the law Wcr + η[log(N)]−y which gives
Wcr = 18.13 ± 0.08 and y = 6 ± 2 in agreement with results
from the scaling in the main plot.
data does not support the existence of additional phase
transition, different from the Anderson one, between the
non-ergodic and ergodic metals. The case of a first or-
der transition, as explained in Ref. [25], would imply a
divergence of D′q in the thermodynamic limit. The ab-
sence of such a divergence in D′∞ is clear from the data
in Fig. 3 (b), as the maximum is approximately constant
|D′∞|max ≈ 0.07 for sizes N > 500. We can draw a sim-
ilar conclusion from the D′1 data. To see this, we have
extrapolated to the thermodynamic limit the maximum
value, and its location, of fractal dimension derivative D′1
appearing in Fig.2(b). In Fig. 5 panel (a) and (b), we can
see the location of those maxima and their values, respec-
tively, as a function of 1/ log(N). We obtain an extrapo-
lated value at thermodynamic limit 1/|D′1|m = 4.0± 0.3,
being the extrapolated location close to the Anderson
critical point, see Fig. 5. Our data thus indicate that the
derivative of fractal dimensions, D′1 for q ≥ 1 remains
finite even at the maximum observed in Fig 2(b).
The possibility of a second order non-ergodic to er-
godic transition, with a discontinuity in D′q as in the
Rosenberg-Porter model [40], is not supported by our
numerical data neither. We note that all the plots for
derivative of fractal dimensions, Fig. 2 (b) and panels
(a) and (b) of Fig. 3, contains two set of crossing points
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FIG. 5. The disorder at which the maximum of |D′1| is
reached (a) and the inverse of the maximum value 1/|D′1| (b)
as a function of the inverse of the logarithm of the system
size. The straight lines in panel (a) and (b) are second and
first order polynomial fittings, respectively. They allow to ex-
trapolate the position of the maximum to Wmax = 18±4 and
of maximum to 1/|D′1|max = 4 ± 0.3 in the thermodynamic
limit. Error bars accounts for the differences in the extrapo-
lated values when using a polynomial of one degree higher in
each case.
where the curves for consecutive sizes crosses. The cross-
ing points in the first set appear near W ≈ 18 and they
can be ascribed to the Anderson transition. The other
crossings occur aroundW < 13, drifting upon an increase
of system size. This last set of crossing point are not com-
patible with a second order phase transition because the
slopes of the curves at the crossing points decrease. This
is clearly seen for the derivative of D′2 for the crossings
at W ≈ 8 and from the D′∞ data in Fig. 3.
Conclusions.— We have shown that fractal dimen-
sions derivatives D′1, D′2 and D′∞ do not diverge at the
Anderson critical point for a random-regular graph of
branching number k = 2. This strongly supports that
ergodicity is not restored at the metallic side of the An-
derson transition, so there is a finite region of multifractal
metallic states. We have performed a finite size scaling
of the first fractal dimension derivative—which showed
the smallest finite-size corrections to scaling—obtaining
critical disrder Wcr = 18.20 ± 0.09 and ν = 1.00 ± 0.02,
with large irrelevant exponent y ≈ 5. We have further
discussed that our data does not support the existence of
an additional non-ergodic to ergodic metal transition, so
there is a crossover from non-ergodic to ergodic behavior.
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