ABSTRACT Radio frequency interference (RFI) is an important problem for a radio astronomy system (RAS) due to the very weak radio astronomical signals. Rapid expansions of active wireless systems (AWSs), as well as more demands for spectrum access by both AWS and RAS will result in scenarios with strong RFI. This will cause RAS's low-noise amplifier (LNA) to operate in a nonlinear region and impose a more challenging nonlinear RFI issue. We address this issue for RAS with the antenna array. We develop a new signal model at the output of RAS array processing when the LNA at each RAS receiver behaves nonlinearly. We show that the two existing methods to address RFI in RAS array systems fail to deal with the nonlinear RFI. Next, we propose two modified methods to address the nonlinear RFI. Analysis of the squared error of the RAS signal correlation estimate is also presented. The numerical results show the severe effects of nonlinear RFI and the capability of the proposed methods to keep the squared error almost as low as that of a linear system. INDEX TERMS Radio astronomy array, RFI, nonlinear LNA, spatial filtering, traditional subtraction.
I. INTRODUCTION
Radio astronomy unveils a phenomenological science of the universe and it is expanding to astro-physics and astrochemistry [1] , [2] . As radio astronomical signals are very weak (typically 10-60 dB below noise level [3] ), radio astronomy system (RAS) is very sensitive to noise and radio frequency interference (RFI). To alleviate the noise sensitivity issue, very low-noise amplifiers (LNAs) have been developed for RAS [4] - [10] . To protect RAS from RFI caused by active wireless systems (AWS), the international telecommunication union (ITU) allocated a few frequency bands to RAS and set some regulations and recommendations to spectrally isolate RAS [3] , [11] - [14] . Furthermore, RAS sites are located in remote isolated areas to avoid RFI. On one hand, RAS makes observations in all available atmospheric windows ranging from 2 MHz to 1000 GHz and above (not only within their allocated bands), and advances in RAS need more and more radio astronomy observations outside the frequency bands allocated to RAS [1] , [2] . On the other hand, phenomenal growths of AWS across time, frequency and geographical space result in RFI-prone RAS observations, especially outside the RAS bands, and sometimes even in the RAS bands. One of the examples of RFI occurrence in an RAS band is the RFI caused by the Iridium satellite system in spite of several attempts to avoid RFI to RAS [15] .
Since both RAS and AWS provide benefits to the society, their growth and coexistence are important. In view of such needs and conflicts, shared spectrum access schemes were recently proposed in [16] and [17] for cellular wireless communication and RAS based on a three-phase time division spectrum access and in [18] for WiFi and RAS based on modified distributed medium access protocols. As mentioned in [19] and [20] , one of the three phases could be considered for simultaneous spectrum access by both systems if RFI can be canceled. Furthermore, in practice RFI can also be caused by other factors including device malfunctioning and poor electrical shielding. All of these scenarios indicate that there will be strong RFI for some RAS observations and RFI cancellation will become more crucial.
RFI elimination plays a vital role for RASs [21] - [23] . For single-dish RASs, [24] - [26] proposed auxiliary-receiver based RFI cancellation schemes in estimating the RAS signal power. For array RASs using multiple antennas located at different places, RAS signal processing is based on the cross correlation of the outputs of the antennas (receivers), thus resulting different RFI cancellation schemes. An extension of the classical multi-sidelobe cancellation was described in [27] and [28] for array RAS with auxiliary antennas. This extension is similar to the post processing in [29] that works for one interference source. A spatial filter followed by a bias correction was proposed in [30] and [31] to eliminate RFI in array RAS. An extension of the spatial filter method was carried out in [27] and [28] with the aid of auxiliary antennas. To decrease complexity, the bias correction following a spatial filter was modified in [32] by masking part of the estimated bias. The factor analysis and the extended factor analysis based approaches were also proposed in [32] . In all of the above existing RFI mitigation methods for both singledish and array RASs, the receiver low-noise amplifier (LNA) is assumed to be linear. However, as mentioned previously, RAS can sometimes experience strong RFI which will drive the RAS's LNA into a non-linear region. This creates a much more challenging RFI mitigation problem due to the nonlinearity, and the above existing approaches would not be effective.
Recently, in [19] and [20] , we derived a new signal model to incorporate the nonlinear effects for single-dish RAS with an auxiliary receiver. There, we also proposed two RFI cancellation methods where the first used the unscented Kalman filter [33] - [35] , while the second applied a nonlinear-tolinear mapping followed by a conventional least-square estimation [36] . However, the work in [19] and [20] is only for single-dish RAS and not applicable for array RAS. Thus, in this paper we address RFI cancellation for array RAS with LNA nonlinearity.
Our contributions are summarized below. 1) We develop a new signal model for the RAS array output correlation that includes the effects of nonlinear LNAs on the RAS signal, noise and interference. 2) We propose a new method to eliminate the RFI and estimate the RAS signal correlation matrix when the system is nonlinear by modifying the traditional subtraction method in [32] . 3) We propose another new method for the nonlinear system by modifying the spatial filtering method in [32] . 4) We derive analytical performance expressions to assess the performance of our proposed methods. 5) Through numerical performance evaluation, we illustrate the effects of nonlinearity in RAS signal detection and show that the existing methods experience substantial performance degradation while the proposed methods yield RAS signal detection performance almost the same as that in the absence of nonlinearity. The paper is organized as follows. In section II, we describe the array RAS system model with linear LNA and then show the output signal of a receiver under the nonlinearity effects. In section III, we derive the new signal model for the array RAS in the presence of LNA nonlinearity. Section IV describes two existing RFI mitigation methods for linear systems, and two proposed methods for systems with nonlinearity. Section V covers numerical performance evaluation results and discussions. Section VI draws conclusions.
Throughout the paper, the superscripts , H , * and † represent the transpose, conjugate transpose, conjugate and pseudo inverse operations, respectively. The subscripts bp, r and i refer to the bandpass, real part and imaginary part, respectively. {X } and {X } denote the real and imaginary parts of X . F represents the Frobenius norm and E{ } is the expectation operator. Also, (.) v represents the vectorization of matrix and unvec(.) denotes the reverse operation of vectorization. In addition, for any square matrix A, the operation diag(A) returns the diagonal of A into a column vector, while (A) mm represents a matrix of the first m rows and the first m columns. I denotes an identity matrix with size apparent from the context. A zero-mean circularly symmetric complex Gaussian distribution with variance σ 2 will be denoted by CN (0, σ 2 ). In addition, we will use the following matrix identities frequently. For any square matrices A, B, C, and D,
(A ⊗ B)
where ⊗ is the Kronecker product operation.
II. SYSTEM MODEL
We consider an array RAS with q antennas (receivers) where the first m receivers are the main receivers for RAS observation while the remaining a = q − m receivers are auxiliary ones for RFI detection and cancellation. As main receivers are designed to detect very weak radio astronomical signals, their LNAs will be linear for weak RFI but nonlinear for strong RFI. However, auxiliary receivers are designed to receive RFI and hence their LNAs can be viewed as linear ones. In this section, we first provide the signal model for the array RAS in a linear system. Then, we show how the nonlinear LNA affects the signal at a main receiver output.
A. ARRAY RAS WITH LINEAR LNAS
RAS receiver l receives a signal consisting of the desired RAS signal s l (t), an undesired interference signal I l (t) and adds up noise n l (t) where all these signals are represented in baseband domain. By assuming a linear LNA with unity gain, the total baseband equivalent signal at the lth receiver output becomes
By sampling z l (t) with a sampling rate 1 T , the output sample at time k (i.e., t = kT ) of the lth receiver becomes
The noise samples are assumed to be independent and identically-distributed (i.i.d) as CN (0, σ 2 n,m ) for the main receivers and CN (0, σ 2 n,a ) for the auxiliary ones. The RAS signal to noise power ratio of an auxiliary receiver is much smaller than that of a main receiver and RFI is much stronger than RAS signals. Thus, the RAS signal s l [k] can be neglected for auxiliary receivers. Then, for a single astronomical source with a narrow band processing, the baseband equivalent RAS signal of the lth receiver becomes
where δ l is 1 for 1 ≤ l ≤ m and 0 for m + 1 ≤ l ≤ q, {s[k]} samples are typically assumed to be i.i.d. CN (0, σ 2 s ), and µ l is a phase factor related to the position of the receiver l with respect to a reference point and the astronomical source. Although µ l could be slowly time-varying, it is known and can be pre-compensated, and hence for simplicity it is typically treated as a constant [37] .
For interference, we assume a single narrow band interference source with base-band transmitted M-PSK (M-phase shift keying) data samples {u[k]} and a single tap channel h l [k] . Hence, the received base-band interference at the lth receiver is given by
where γ l is a power scaling factor for the lth receiver. For the channel with constant gain over the processing window, the interference is
We also assume that all main receivers have the same average interference to noise ratio (INR m ) and all auxiliary receivers have the same average interference to noise ratio (INR a ). Thus, γ l is given by
and we define the average interference to noise ratios as
where
2 is the average power of the transmitted baseband symbols. Define
to be the ''RFI-free'' received baseband equivalent signal. Then, the receiver output baseband signal vector of the array RAS is given by
Next, with a processing window of M samples, the sampleaveraged output correlation matrix is given bŷ
When the corresponding statistical correlation matrices are considered, they will be conditioned on the channel realizations within the processing window.
and hence E{R z } = R z . Furthermore, we can express R z as
with (6) and (7), we have
. The main signal processing task of the array RAS is to find an estimate for the ''RFI-free'' correlation matrix R x,mm . Unlike the single-dish RAS, array systems add up an extra processing stage to construct images based on µ m . Image construction is out of the scope of this paper, and hence we can set µ m = 1 . For linear systems the model in (8) is used for interference cancellation and the estimation of the ''RFI-free'' correlation matrix. On the other hand, for systems with RFI-induced nonlinearity, the model in (8) is no longer valid. Thus, in the next subsection we introduce the baseband equivalent signal model for a nonlinear receiver that we derived in [20] . Then, in another following section, we build a new signal model for the output correlation matrix of the array RAS which includes the system nonlinearity effects.
B. RAS WITH NONLINEAR LNA
The main receivers' LNAs are implemented so that they can receive a very low RAS signal. Thus, a strong RFI at an LNA input may force the LNA to operate in its nonlinear region. In this subsection, for our later signal model development, we describe the equivalent baseband output of an LNA under nonlinearity as presented in [19] and [20] .
First, consider the typical approximate equation used to define an LNA input (η bp ) -output (y bp ) relation as in [38] y bp (t) = αη bp (t) + κη where we assume a differential output LNA to suppress the second harmonic. By considering a single tone passband input signal η bp (t) = A cos(ωt), the input 1-dB compression point (A 1dB ) is given in [38] as
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Next, consider an input to the RAS receiver LNA as a general band-pass signal with carrier frequency ω 0 as η bp (t) = η r (t) cos(ω 0 t) − η i (t) sin(ω 0 t) where η r (t) = x r (t) + I r (t) (10)
After filtering the out-of-band frequencies (i.e., DC and 3ω 0 ), the real and imaginary parts of the sampled LNA output equivalent baseband signal become
respectively with β = 3 4 κ. Substituting (10) and (11) in (12) and (13), we obtain
We can observe from (14) and (15) that the desired signal terms are affected by not only nonlinear terms of the signal components but also the nonlinear cross-products of the signal and RFI components as well as multiplicative RFI-dependent biasing factors. They clearly impose a more challenging RFI cancellation.
III. A NEW SIGNAL MODEL FOR ARRAY RAS WITH NONLINEAR LNAS
In the last section, first we described the RAS array output signal correlation matrix model in a linear system. Then, we introduced LNA nonlinearity, and showed how it affected the baseband equivalent LNA output signal and how the linear model failed due to nonlinearity. In this section, based on (14) and (15), we will derive a new output signal correlation matrix model for the array RAS when each receiver's LNA operates in its nonlinear region.
First, (14) and (15) are very small compared to the other terms and hence they can be neglected. Then, the real and the imaginary parts of the output signal of receiver l become (17) respectively, where
. . , M , the sampleaveraged output correlation matrix is given bŷ
and we have
In next equations (22) to (26), we eliminate the sampling indices for convenience. Define r y,nl as the (n, l) entry of the matrix R y . Then,
Now, to obtain an expression for (22), we first have to obtain the instantaneous terms in (22) and then apply the expectation operator. By generalizing (16) and (17) for the nth and the lth receivers, we obtain y r,n y r,l = a r,n a r,l x r,n x r,l + a r,n b l x r,n x i,l + a r,n g l x r,n I r,l
Next, by using (23), (24), (25) and (26), we obtain
From (4), the received baseband equivalent interference at the LNA input can be rewritten as (29) where φ nl = φ n − φ l . The derivation is given in Appendix A. Hence, (22) becomes
is the matrix entry of the ''RFI-free'' correlation matrix given in (9) . For the transmitted interference signal with M-PSK modulation, we have
Thus, (29) can be rewritten as
Then, by using (30), (31) and (32), (22) becomes
) where
Finally, by substituting (33) in (21), we obtain
The above signal model (34) shows how the array RAS output correlation matrix is affected by the strong RFI and LNA nonlinearity. All the factors A, B, G which perturb the desired RFI-free output correlation matrix R x depend on the nonlinearity parameters and RFI power. Comparing (34) with (8), one can clearly see a more challenging RFI cancellation for the nonlinear system.
IV. RFI-FREE OUTPUT CORRELATION MATRIX ESTIMATION
In the last section, we derived a signal model for the correlation matrix of the RAS array outputs while the received interference channels are considered constant within the processing window. In this section, we consider the estimation of the desired ''RFI-Free'' correlation matrix while the channels are not fixed over the whole estimation processing window. For the channel model, we assume that the channel at each receiver is a single tap Rayleigh fading as we assume a narrow band received signal. For a total processing window of N t = NM samples where N is the number of sub-blocks and M is the number of samples per sub-block, we assume the channel at each receiver is fixed over each sub-block but can vary across different sub-blocks. For the lth receiver at the wth sub-block, the baseband channel is denoted as h l (w) with distribution CN (0, 1). For the wth sub-block, the sample-averaged output correlation matrix based on M samples for the linear RAS array is given byR
where its mean is given as
Thus, for a large M ,R z (w) can be approximated aŝ
and its mean is given as
On the other hand, for a nonlinear system, the sampleaveraged output correlation matrix based on M samples of the wth sub-block is given bŷ
and thus for a large M ,R y (w) can be approximated aŝ
In this section our goal is to obtain an estimate of the ''RFI-free'' correlation matrix (Ω m ) that has a mean E Ω m = R x,mm based on N t samples. For the rest of the section, we apply two existing methods, the traditional subtraction method and the spatial filtering method, which are described in [32] to eliminate the RFI and find an estimate forΩ m . We first describe how they work in a linear system and then apply them to a nonlinear system to show their inapplicability in a nonlinear system. Finally, we propose modifications to these methods to obtain a good RFI-free correlation matrix estimate in a nonlinear system.
A. MODIFIED TRADITIONAL SUBTRACTION METHOD
First, consider a linear system with m main antennas and a auxiliary ones. Then, the sample averaged correlation matrix in (35) can be given aŝ
where the sub-matrices can be approximated by using (36) for a large M aŝ
From [32] , the traditional subtraction method is given bŷ
where the cross-correlation of the main and the auxiliary receivers along with the auxiliary receivers' autocorrelations at the wth sub-block are used to eliminate the interference contamination from the main receivers' autocorrelation of the same sub-block. By averaging over N sub-blocks, the estimated ''RFI-free'' correlation matrix becomesΩ
For a large M , by substituting (41), (42), (43) and (44) into (45), we obtain
At high INR a and large M , we can neglectR x,aa (w), and
where we have used
Hence, the mean of (46) becomes
and for perfect RFI removal (i.e,Ψ m (w) =R x,mm (w)), the covariance of (Ω m ) v is given by which is derived in Appendix B where
and the entries of V ϒ and V are given in Table 1 with 
and its mean is computed as
By using (1), the vectored form of (57) becomes
. It can be noticed from (58) that the previous estimator in (56) is biased due to the system nonlinearity. To show the severity of this bias, we define the normalized total squared error of the correlation matrix estimate of the nonlinear system with respect to the linear system as
where (Λ m ) v is given in (58) and (Ω m ) v is the mean ''RFI-free'' correlation matrix for the linear system which is given in (48). . Typically, σ 2 s σ 2 n,m , and in this case we obtain
Then, from (39) and (40), we obtain
And by substituting (60) into (59), we obtain
. Fig. 1 plots χ for different values of INR m where the noise level is assumed fixed at −50 dBm. It can be noticed that by increasing the interference power, the squared error χ is skyrocketed as the LNAs' nonlinearity effects begin to appear. It confirms that this method fails in nonlinear systems. To cope with that problem, we propose an extension for this method by finding an estimate for the bias in (58) and then FIGURE 1. Effect of the received interference power level at the main antenna on the normalized squared error between the correlation matrix estimates of the nonlinear system and that of the linear system using the traditional subtraction method.
compensating it. With a perfect channel knowledge at each sub-block, an estimate for the bias is obtained aŝ 
B. MODIFIED SPATIAL FILTER METHOD
Another RFI mitigation approach in [32] uses a spatial filter to eliminate the RFI by estimating the interference null space and then projecting the RAS array outputs correlation matrix on that space. First, we describe this method for a linear system to point out why it fails in a nonlinear system. Then we modify this method to work properly in a nonlinear system.
For the linear system, to remove the interference from R z (w) in (35) , the null space of the interference is calculated as
where V(w) is a matrix containing the bases of h(w). Since we have a single interference source, V(w) is computed as
By multiplying (35) from right and left by P(w), the resulting matrixΨ (w) is given bŷ
where we have used P(w)h(w)h H (w)P(w) ≈ 0. After averaging over the N sub-blocks, we obtain
P(w)R x (w)P(w).
By using (1), the vectored form ofΛ becomes
By taking the expectation of (63), we obtain
We can observe from (64) that the estimator in (63) is biased. We estimate the bias term aŝ
The bias compensation is performed aŝ
Then, the ''RFI-free'' correlation matrix estimate is given bŷ
Substituting (63), (66), and (65) in (67) and then taking the expectation, we obtain the mean ofΩ m as
which is the desired ''RFI-free'' correlation matrix. By assuming a perfect additive-interference removal from the output vector correlation matrix (i.e., P(w)h(w)h H (w)P(w) = 0), the theoretical covariance matrix of (Ω m ) v can be computed (see Appendix B for details) as
Next, for the nonlinear system, consider the approximate version of the sample-averaged output correlation matrix of our new derived model in (38) . Upon applying the spatial filter as in the linear case, we find that (62) 
where we have used P(w)G(w)h(w)h H (w)G(w) P(w) ≈ 0.
After averaging over N sub-blocks, we obtain
P(w)A(w)R x (w)A(w) P(w) + P(w)B(w)R x (w)B(w) P(w).
Then, by using (1), the vectored form ofΛ becomes 
The expectation of (70) is
which shows that the bias is different from the linear case due to the system nonlinearity. Thus, we modify the bias estimation of the original method to include the nonlinearity effect. We estimate the bias factor asL
and perform the bias compensation aŝ
Then, we obtain the ''RFI-free'' correlation matrix estimate asΩ m = (Ω) mm and its mean as
which is the same as the desired correlation matrix. By assuming a perfect additive interference removal from the output vector correlation matrix (i.e., P(w)G(w)h(w)h H (w)G(w) P(w) = 0), the theoretical covariance matrix of (Ω m ) v is given in (75) (as shown at the top of the next page) where
and the derivation is given in Appendix B.
C. ESTIMATION OF INTERFERENCE AND CHANNELS
For both of the proposed methods, we have two tasks. The first one is to estimate the interference samples while the second one is to estimate the channel for each receiver in the presence of nonlinearity. For the first one, we assume a single source of interference, which can be easily estimated at auxiliary receivers. Auxiliary receivers are assumed to have a full communication chain that can estimate interference (75) samples correctly. For the second task, in [20] we introduced the effect of nonlinearity on the RAS system but with a single receiver and an auxiliary receiver. By assuming that an auxiliary receiver can detect the interference samples correctly, we have introduced two methods to estimate the channel in nonlinear systems. In the first method we used the unscented Kalman filter, while in the second we applied a nonlinear to linear mapping followed by a conventional least-square estimation. The latter one has the ability to estimate the channel with mean-square error almost the same as the leastsquare channel estimation of a linear system. By applying any of these channel estimation methods based on M samples at each main receiver, we can obtain least-square estimate of the channel which can be characterized aŝ
where e l (w) is the channel estimation error with
and E{h l (w)e l (w)} = 0.
V. NUMERICAL PERFORMANCE EVALUATION
In this section, we conduct numerical simulations to demonstrate the performance of our proposed model and proposed estimation methods for estimating the ''RFI-free" correlation matrix. We show how the system nonlinearity affects the performance of the ''RFI-free" correlation matrix estimation compared to the estimation performance in a linear system.
In addition, we demonstrate the effectiveness of the proposed methods, which are based on the derived new signal model, in estimating the ''RFI-free" correlation matrix and we compare these results with the estimated ''RFI-free" correlation matrix of a linear system. Furthermore, we show how the increasing of the interference power level affects the estimation performance of the ''RFI-free" correlation matrix. Also, we demonstrate how the ratio between the main and the auxiliary interference to noise ratios affects the estimated ''RFI-free" correlation matrix. Additionally, we incorporate the effect of the channel estimation error into the ''RFI-free'' correlation matrix estimation of each proposed method.
A. PERFORMANCE METRIC AND SIMULATION SETTING
For evaluation, we consider the normalized mean square error of the estimated ''RFI-free'' correlation matrix which is given as
For the simulation setup, we set the number of antennas for the main and auxiliary receivers as m = 3 and a = 2, respectively. 1 The noise power level is assumed fixed for all receivers, whether main or auxiliary, at −50 dBm (i.e., σ 2 n,m = σ 2 n,a = −50 dBm). The RAS signal power is assumed to be 20 dB below the noise power level for the main antennas, while we neglect it for the auxiliary ones as we mentioned in section II. The main receivers' LNA parameters are set at α = 1 and κ = −72.5 as we mentioned in section II, while the auxiliary ones are assumed linear with a unity gain. A single source of interference is assumed with a quadrature phase shift keying (QPSK) modulation and a unity average transmitted power (i.e., P u = 1). The main antennas are assumed to have the same average interference to noise power ratio INR m , while the auxiliary ones have the same average interference to noise power ratio INR a and we define the INRs ratio as In our simulations, we consider the cases in Table 2 to calculate the metric in (81). A Monte-Carlo simulation is performed for the noise, signal, interference samples and the channel in calculating (81) instead of the expectation operator. The main receivers' LNAs are assumed nonlinear for cases 0a, 0b, 2a and 2b while they are assumed linear for cases 1a and 1b. The existing traditional subtraction method is applied in cases 0a and 1a while the existing spatial filter method is applied in cases 0b and 1b. Our proposed modified traditional subtraction method is applied in case 2a while our proposed modified spatial filter method is applied in case 2b. In Table 3 we use the derived theoretical covariance in (49), (61), (68) and (75) to get a theoretical value for ξ assuming a perfect removal of any additive RFI after LNAs, and thus (81) becomes
where 1 is the all-one column vector. In evaluating (82), we apply a Monte-Carlo simulation for the channel as it is difficult to find a closed form. Cases Th-1a and Th-1b implement (49) and (68), respectively, which are derived for linear systems, while cases Th-2a and Th-2b implement (61) and (75), respectively, which are derived for nonlinear systems.
FIGURE 2. Effect of the receiver interference power level at the main antennas on the value of ξ for the cases in Table 2 when the channel is perfectly known at = 30 dB.
B. NUMERICAL RESULTS
For the six cases in Table 2 Table 2 when INR m = 54 dB and the channel is perfectly known. This also shows that for cases 1a, 1b, 2a and 2b, the spatial filtering methods yield better and more robust performance than the subtraction methods.
For the four cases in Table 3 , Fig. 4 plots ξ Th versus INR m at a high INRs ratio ( = 30 dB). These results, which are based on the theoretical covariance analysis, show the same trend as their counterparts (cases 1a, 1b, 2a and 2b) which are based on simulation-based performance shown in Fig. 2 . Thus, the related discussion for Fig. 2 holds here as well.
Recall that our theoretical covariance analysis (hence ξ Th ) assumes perfect cancellation of additive RFI while ξ does not. To show their differences, Fig. 5 plots ξ of cases 2a and 2b from Table 2 and ξ Th of cases Th-2a and Th-2b from Table 3 versus INR m at a high (30 dB) assuming a PCK. The results of cases 2b and Th-2b indicate that the modified spatial filter method is robust against imperfect additive-RFI cancellation. However, the small noticeable performance gap between cases 2a and Th-2a shows that the modified subtraction method is slightly more sensitive to imperfect additive-RFI cancellation than the modified spatial filter method.
Finally, Fig. 6 shows the effects of channel estimation errors through changing the sub-block length M as in (80), where the total number of samples is considered constant at 9174 VOLUME 7, 2019 FIGURE 4. Effect of the receiver interference power level at the main antennas on the ξ for the cases in Table 3 when the channel is perfectly known at = 30 dB. FIGURE 5. Effect of the receiver interference power level at the main antennas on ξ for cases 2a and 2b from Table 2 and ξ Th for cases Th-2a  and Th-2b from Table 3 The value of ξ can be decreased by increasing M (decreasing N ) until M passes a threshold beyond which ξ increases again as the bias estimation becomes worse as N gets smaller. Also, we can observe that at such low M values, channel estimation has almost no effect on the modified subtraction method. This happens as the additive-RFI elimination does not depend on the estimated interference (hence does not depend on channel estimation). In addition, we can notice that the effect of the channel estimation is very limited on the bias correction for low N values. On the other hand for the modified spatial filter method, at low M (where the channel estimation error is high) the value of ξ becomes very high. This happens since at high interference power levels the value of g l of the lth receiver dramatically decreases resulting in a small effective power of the additive interference after the LNA, which makes the interference estimation prone to the channel estimation errors. By increasing M , the channel estimation performance begins to get improved and ξ decreases. As M keeps increasing (decreasing N ), the performance degrades regardless of whether the channel is estimated or perfectly known since the bias estimation gets worse due to the small number of sub-blocks (N ).
From the results, we can conclude that our proposed modified methods perform efficiently when the system behaves nonlinear. Even at high interference power levels, the proposed methods can achieve a performance very close to the performance achieved with linear systems.
VI. CONCLUSION
In this paper, to address strong RFI caused by active wireless systems to RAS, we considered the estimation of the ''RFI-free'' correlation matrix of an RAS array in the presence of RFI under the effect of LNA nonlinearity. We described how the LNA nonlinearity affects the received signal consisting of radio astronomical signal, RFI and noise at a receiver. Next, we derived a new signal model for an array of RAS receivers that incorporates the nonlinearity effects of the LNA at high RFI levels. Furthermore, we described two existing methods, the traditional subtraction method and the spatial filtering method, for linear systems and then we illustrated how they failed to yield reliable results in nonlinear systems. Subsequently, by using the new signal model, we proposed two modified methods. Additionally, we derived theoretical expressions for the covariance of the estimated ''RFI-free'' correlation matrix to show the effectiveness of our proposed methods under severe nonlinearity. Finally, we carried out numerical simulations and showed the VOLUME 7, 2019 robustness of our new proposed estimation methods at different RFI levels.
APPENDIX A
In this appendix we derive an expression for ρ nl in (29) . Note that for convenience we omit the sampling index. By considering (18) , (19) and (20) for the lth and nth receivers, we obtain a r,n a r,l = α n α l + 3α n β l I 
Next, from (28), we obtain
Using (90) and (91), we compute
Next, substituting (92), (93), (94), (95) and (96) in (83) and (84) yields
Similarly, substituting (96), (97), and (99) in (85) gives
and substituting (96), (98), and (100) in (86) yields
Next, substituting (96), (97), and (99) in (87), we obtain 
Finally, substituting (96) 
Define
where we find that Table 1 . Now, by using (112) and (69), we obtain (118) (in the before page). Then, by using (1) and (2), (118) 
In addition, using ( 
