Abstract-The network link speeds increase at a higher rate compared to processing speeds. This coupled with the increase in size of router tables demand higher levels of parallelism within router hardware. However, such parallelism introduces unintended consequences that potentially may negate some of the performance gains provided by the improved technology. The growth trends of computing speeds, link speeds, and routing table sizes are used to evaluate one such consequence, packet reordering within routers. Results presented show the trends related to the degree of hardware parallelism and packet reordering 1. INTRODUCTION As the speed of physical links and networks increase beyond gigabit per second, and the end-to-end latency to packet transmission time ratio increases by orders of magnitude, certain phenomena that were insignificant and safely ignored assume substantial importance. In fact some of these second order effects, unless countered, can negate to a significant degree the gains provided by faster physical links and routing/switching hardware, and will have an adverse impact on the end-to-end performance seen by the applications. These unavoidable phenomena include, among others, delay jitter and packet reordering. Jitter has received attention only with respect to real-time applications such as VoIP, and effects of reordering were safely ignored.
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According to Moore's law, the CPU computing speed approximately doubles every 18 months [1, 2] , while recent trends indicate that network link speed approximately doubles every nine months [3, 4] . Thus, the network link speeds increase at a faster rate than the computing speed. The Internet itself is growing in size, resulting in the increase of routing tables sizes in backbone routers [5] . Consequently, the amount of processing to be performed by the routers will increase at a faster rate than the rate of increase in the computing power. Routers will rely on architectures that use an increasing number of processors working in parallel to counter the additional computation requirements. However, processing packets from the same stream in parallel processors deteriorates the problem of reordering. The two obvious solutions, avoiding parallel processing of packets of the stream by sending all of them (or at least those that have the potential for reordering) to the same processor, and buffering packets and forcing them to leave in-order, pose challenges that require additional resources.
In this paper, we analyze the impact of the increasing linkspeed vs. CPU performance gap [6, 7, 8, 9] . A single NPU unit may also contain multiple processing engines. As a packet enters the line input interface of a router, its header is removed and passed through the switch fabric to the packet processor. Using the routing table, this processor determines how to forward the packet and sends back the header after updating it. The line card integrates the new header with the packet and sends the entire packet to the outbound line card [10,1 1]. All the cells are then sent to the shared memory pool for temporary storage while the IP address is being looked up and the outgoing interface gets ready for sending. This is the "store" part of a "store-andforward" router. The buffer manager creates a query based upon the information extracted from the packet to determine the outgoing interface of the packet. Query is assigned to an NPU that carries out a longest-prefix match over the routing table. The decision is conveyed to the buffer manager, which sends a notification to the I/0 manager of the corresponding outgoing interface. The notification is queued at the outgoing interface. When the notification reaches the head of the queue, the I/0 manager reads all the corresponding cells from the shared memory. The checksum and the link layer header are added and the packet is sent over the link. The operations including query formation, routing table lookup, queuing and then sending the packet form the "forward" part of the "storeand-forward" router.
Switch fabric with distributed buffer memory and forwarding [11] is a router architecture in which each line card is equipped with its own forwarding engine to transmit data via a switch fabric to any other line card as needed. This reduces the load on each forwarding engine to that of the corresponding incoming line. However, as the link speeds continue to outstrip processing speeds, parallelism will have to be introduced within the line cards, at which time effects such as reordering introduced by shared memory architectures will appear in routers with this architecture as well.
A complex device such as a backbone router may fail to keep the order of a flow of packets passing through it. Packets in a flow may take different paths. [7] . * A router may be designed using multiple shared-memory systems or small-sized routers to construct a largecapacity router. Difficulty of coordination among these units causes the order of packets to change [11 ] . * With head-of-line (HOL) blocking, the outgoing interface of a packet stream may not wait for a blocked packet in the same stream, to sustain interface throughput goals, thereby, causing reordering [11] . * Due to route flapping, the packets in the same stream may be erroneously sent over different paths resulting in out-of-orderliness [12] . In Juniper M160, with four parallel processors, each with a capacity of 2.5 Gbps to serve a single 10Gbps interface, reordering was a concern [13, 14] . Corrective action was taken in the design of the subsequent generations of high-end Juniper routers, e.g., T640, to avoid this problem. Other notable instances of reordering include that in BD6808/6816 [14] . The recent high-end routers attempt to reduce or avoid reordering by either a) input buffering, i.e., tracking the packets at the input to identify the individual streams, and forwarding the packets of the same stream to the same queue, thus preventing reordering, or b) output buffering, i.e., buffering packets at the output of the router to ensure that the packets belonging to the same stream are released in the order of their entry into the node [15] . NPUs from vendors such as IBM, Motorola, Vitesse, TI and Intel have built-in hardware to track individual flows [16] . Rearrangement of packets, using input tracking or output buffering, requires identifying each flow, recording the incoming sequence of packets in each flow, and establishing the correct order at the outgoing interface using the recorded sequence. It is also possible to add a time stamp as packets come into the router and buffer and release them without causing reordering. However, as link speed to processing speed increases further, these solutions appear to be non-scalable. Furthermore, buffering packets in the router for taking corrective action adds to the end-to-end packet latency. As the networks move from bandwidth-limited regime to latency-limited regime [17] , increasing the latency is not an attractive option. In fact, increase in latency itself may contribute to reduced throughput for many applications, thus negating some of the benefits of increased link speeds. B. Impact ofReordering Recovery from reordering is the responsibility of the endnodes according to the end-to-end design argument for the Internet as well as the best-effort delivery model. End-point recovery from reordering has worked well in the past with TCP or application-level buffering in case of UDP. When out-of-order packets are received, TCP perceives it as loss of packets, resulting in deterioration of performance due to following [18] [19] . For certain applications based on UDP, e.g. VoIP, an out-of-order packet arriving after its playback time has elapsed is treated as lost, decreasing the perceived quality of voice on receiver side, but still consuming NIC and processing resources. Corrective action is possible with buffering at the receiver as long as delay is not excessive, but the amount of resources for recovery will increase with the degree and extent of reordering, and with the bit rate of application (e.g., video over IP will require significantly higher bit rates compared to VoIP).
III. TRENDS IN COMPUTING AND LINK SPEEDS
The processor level parallelism within routers is dictated by the growth rates in link speeds, processing speeds and routing table sizes. In this section, we consider these growth trends and evaluate the parallelism required for future highperformance routers. A. Increase in Network Link Speed
Let 'a' be the factor by which the network link speed for a high-end router increases during time period T (months elapsed from some initial To), i.e., if s is the initial link speed, the link speed will be (s * a) after the period T. As the link speed almost doubles every 9 months, cc = 2
(1)
Let a be the factor of increase in the computing speed during time period T. Applying the Moore's law to the network processors: D 2 T/18 (2) C. Increase in BGP Table Size Increasing number of subnets in the Internet, and usage of CIDR (Classless Inter-Domain Routing), load balancing, etc., have caused the number of prefixes in the routing table of a generic backbone router to increase almost exponentially between the year 1998 and 2000 [20] , and almost quadratically after that [21] . The data obtained from AS1221 [5] is used to estimate the trend corresponding to the size of BGP Assuming that network usage increases proportionately to network capacity, i.e., the link utilization remains constant, and that the packet lengths remain the same, the number of packets per second arriving over the link also increases by the same factor, a. The amount of work for processing these packets thus increases by the same proportion. The amount of computations required for processing each packet (looking up router entry, etc.) is considered to increase logarithmically with the BGP table size. Thus, the overall amount of computations that the router has to perform increases by a factor co=a*log2(y) (4) Considering P as the factor of increase in the computing speed during the time period T, the following relationship can be formulated for m and n: n = cw*m/f (5) Combining the impacts of scaling on these parameters, we see that the increase in parallelism in routers is inevitable. E. Mean Packet Processing Time
The amount of time taken by an NPU for processing a packet is computed using the results of the experiments presented in [22] , which were carried out to measure the single-hop delay of a packet through an operational router in a backbone IP network. The router transit time of a packet is observed to be proportional to the length of the packet. This time includes the time spent in the address lookup process, transfer of the packet from the input to the appropriate outgoing interface, and the time spent in the queue at the outgoing interface. The first two of these three operations are mandatory for processing every packet and take a minimum processing time for each packet, as the queuing operation may not be required for each packet. Relationship between the length of a packet and the mean processing time in [22] is: dT(L) = (0.0213*L+25) (6) where L is the length of the packet in bytes. Thus, dp (L) represents the router transit time (in gs) of a packet of length L bytes, minus the time spent by the packet in the queue at the outgoing interface.
During the time period T, as the computing speed and the processing work increase by factors J, and log2(Y) respectively, the mean processing time dp(L) taken by a router for a packet of length L bytes is given in pts by:
dT (L) = (0.0213*L+25)* log2(Y)/P (7) IV. SIMULATION BASED PREDICTIONS A simulator depicting the functionality of a simple router scaled to handle future generations based on discussions in Section III has been implemented [23] . The goal of the experiments was to study the reordering induced in packet sequences, due to parallel processing of the packets by multiple processors, in future generation routers. Fig. 2 represents the high level functionality of the simulated router. Multiple packet streams arrive at different line interfaces and are dispatched to an NPU by the dispatcher. Each packet had a sequence number and a stream identifier. One of the randomly selected streams was designated as the stream of interest, which is used for measuring the amount of reordering. Thus, the remaining traffic emulates background traffic, irrespective of the line interface that it entered through. The primary configurable traffic parameters in the simulator were: (a) number of packet streams, (b) nature of the traffic or statistical traffic distribution, (c) packet size distribution, (d) size of packets in the main stream alone, (e) total link bandwidth, and (f) utilization of the link by the aggregate traffic.
Studies have shown that the Internet traffic is self-similar in nature [24] . Thus, the simulator was configured to generate self-similar traffic [25] . Packet size density over the Internet is trimodal with higher frequencies for packet sizes 40-44, 552-576 and 1500 bytes [26, 27] . Assuming no jumbo frames, the packet size density follows the trimodal characteristic. The packet size in a given stream was held constant, but packet sizes of different streams were chosen using the trimodal packet size distribution. The mean number of packets generated per unit time per stream was approximately the same. A line-card input carries a large number of streams, and all the results presented are for a randomly selected stream with packet size 1500B.
The router had a designated number of simulated NPUs, as (5), to process the packets arriving at line interfaces. Each NPU was provided with an input queue whose size was limited by the delay-bandwidth product. A packet dispatcher unit distributes the incoming packets to the input queues of the NPUs, using either round-robin scheme or shortest-queue first. As an NPU finished processing a packet, it picks up the next packet in its queue, or waits for a packet to arrive, if the queue is empty. Meanwhile, the processed packet exits the router.
Following the computations of a and D based on T, the values of the factor increase in BGP table size y, the number of NPUs 'n' using Eq. (5) and the mean processing time dp (L) using Eq. (7) were computed. Table I summarizes the parameter values used for the simulation. The link utilization, unless otherwise stated, was kept at 0.5 during the simulations. In this paper, we present results only for the round-robin scheme for packet dispatcher, which is the more optimistic case as the amount of reordering in this case is lower compared to shortest-queue-first case.
The reordering of the outgoing packets was measured using two metrics, Reorder Density (RD) and Reorder Bufferoccupancy Density (RBD) [28, 29, 30] . RD is the distribution of the displacements of packets from their original positions, normalized with respect to the number of packets. An early packet corresponds to a negative displacement and a late packet to a positive displacement. RBD is the normalized histogram of the occupancy of a hypothetical buffer that would allow the recovery from out-of-order delivery of packets. If an arriving packet is early, it is added to a hypothetical buffer until it can be released in order. The occupancy of this buffer after each arrival is used as the measure of reordering. A threshold, used to declare a packet as lost, keeps the complexity of computation within bounds. RD Buffer-Occupancy With increasing link speeds and routing table sizes, it is observed that the packet reordering will increase significantly, in the backbone routers. Fig. 3 depicts RBD and RD of the packet sequences in a stream. The RBD indicates that the reorder buffer is occupied by at least one packet 1O0% of the time for OC-384, and 17% of the time for OC-768. RD indicates that only 84% of the packets arrive at the expected Buffer-Occupancy implementations), optical switching, etc., could certainly alter the rate of change associated with these trends. Other possible remedies for reducing reordering include increasing the packet length, or even switching bursts of packets instead of individual packets.
V.CONCLUSIONS The increasing gap between link and processing speeds and the shrinking packet transmission time with respect to end-toend latencies will result in second order effects in networks that have been ignored from protocol and performance points of view. We considered packet reordering introduced within routers to show the increasing trends in such second order effects. Countering such effects within routers as well as endnodes will require increasing resources. Schemes such as load balancing and DiffServ will only increase these effects, which in turn will negatively impact the very same goals these techniques are geared towards, better performance, efficiency and QOS. For example, a load-balancing scheme aimed at reducing overall congestion may result in more reordering, resulting in more retransmissions, thus contributing toward congestion. The need for developing an understanding of these secondary phenomena and their impact on end-to-end performance (as opposed to just the primary effects such as throughput, loss and delay) thus cannot be overemphasized. This topic has received attention only recently, and this is understandable given their negligible impact at sub Gbps rates. There is a lack of understanding of these effects, and no theoretical foundation exists for modeling them let alone predicting them. There is also a need to identify proper metrics for measuring and characterizing these phenomena. Proper understanding of such phenomena can lead to modifications to protocols and architectures that can counter their effects.
For example, the acknowledgement transmission policy of TCP may be changed based on measured or estimated values for reordering to overcome deterioration of performance. Tradeoffs involved in recovery from these effects have to be considered as well. Reordering may be dealt at the end nodes with additional buffers, modifications to TCP, etc., at the cost of increase complexity at the end nodes. Alternatively, proactive measures can be taken within routers, such as ensuring in-order release, but these solutions will come at the cost of increased latency. Hardware at the end-node only has to deal with its own flows, while solutions at the router needs to accommodate all the parallel flows passing through each link.
