This article proposes a generalisation of the delete-d jackknife to solve hyperparameter selection problems for time series. This novel technique is compatible with dependent data since it substitutes the jackknife removal step with a fictitious deletion, wherein observed datapoints are replaced with artificial missing values. In order to emphasise this point, I called this methodology artificial delete-d jackknife. As an illustration, it is used to regulate vector autoregressions with an elastic-net penalty on the coefficients.
Introduction
Using large datasets with standard predictive models is not straightforward. There is often a proliferation of parameters, high estimation uncertainty and the tendency of over-fitting in-sample, but performing poorly out-of-sample. This so-called "curse of dimensionality" is often dealt by regularising statistical models with a collection of tuning parameters. Since the latter are often determined before the estimation process takes place, they are denoted as hyperparameters. This paper proposes a systematic approach for selecting them in the case of time-series data.
There is a large number of techniques for high-dimensional prediction problems.
Classical methods include ridge (Hoerl and Kennard, 1970) , LASSO (Tibshirani, 1996) and the elastic-net (Zou and Hastie, 2005) regressions. They make the estimation feasible for linear regressions by penalising the magnitude of the coefficients to downweight the variables that do not help in predicting. The strength of the penalties is tuned with a vector of hyperparameters. * I thank Matteo Barigozzi for his valuable suggestions and supervision; Paolo Andreini, Yining Chen, Thomas Hasenzagl, Cosimo Izzo, Serena Lariccia, Chiara Perricone, Xinghao Qiao, Lucrezia Reichlin, Ragvir Sabharwal and the 2018 LSE Workshop on Data Science Theory and Practice participants for their helpful comments on an earlier draft of this article.
Email address: f.pellegrino1@lse.ac.uk from the data. h-block cross-validation then uses the median item of this block as a one-dimensional validation set. Even though h-block cross-validation has interesting properties, keeping a fixed distance between the partitions is costly, since a large share of observations is lost in the process. This is especially severe when there are not numerous observations, because the number of validation samples available is small.
Most recently, Bergmeir et al. (2017) proposed cross-validating autoregressive models with uncorrelated errors with techniques developed for i.i.d. data. This approach makes good use of all available observations, but its properties do not hold for models with correlated errors and it disregards the order in the data.
Jackknife (Quenouille, 1956; Tukey, 1958) , and bootstrap (Efron, 1979a (Efron, ,b, 1981 can be used as alternative approaches to estimate the prediction error on unseen datapoints and thus select hyperparameters. These techniques are typically more efficient than cross-validation (Efron, 1979a; Efron and Gong, 1983 ) since they measure the accuracy of a model on the average prediction error committed over a large range of data subsamples. Bootstrap builds these partitions sampling with replacement from the data. Instead, jackknife constructs subsamples by removing sets of observations from the observables. In particular, the delete-d jackknife (Wu, 1986; Shao and Wu, 1989 ) generates a sequence of partitions by removing, in turn, all the combinations of d > 0 observations from the data.
Jackknife and bootstrap require modifications to be compatible with time series, since the subsampling schemes do not take the data order into account. Kunsch (1989) extended these methodologies to stationary series. Building on Carlstein (1986) , Kunsch proposed developing block-wise subsampling schemes. Let q be an integer lower or equal to the total number of observed time periods. The "block jackknife" generates the partitions by removing or down-weighting, in turn, all the q-dimensional blocks of observations from the data. Instead, the "block bootstrap" draws with replacement a fixed number of q-dimensional blocks of observations from the data. Romano (1992, 1994) developed this technique further proposing the socalled "stationary bootstrap". This approach wraps the data "in a circle", so that the first observation follows the last, and generates the bootstrap samples drawing blocks of random length.
This paper introduces a version of the standard delete-d jackknife compatible with time series. In this version of the jackknife, the data removal step is replaced with a fictitious deletion that consists in imposing (artificial) patterns of missing observations on the data. I called this new approach "artificial delete-d jackknife" (or "artificial jackknife") to emphasise that d observations are artificially removed from the original data to generate each subsample. This article proposes using this new methodology to compute a robust measure of forecasting accuracy (or, artificial jackknife error) as a means for selecting hyperparameters.
The advantages of this approach are due to the finite-sample properties of the artificial jackknife. In fact, all errors based on pseudo out-of-sample evaluations converge in probability to the true error with the same rate (as shown in the appendix). However, the artificial jackknife error has a smaller finite-sample variance than the pseudo out-of-sample error and the block jackknife. This is crucial for stability and to select hyperparameters when the number of observations (i.e., time periods) is limited.
The artificial delete-d jackknife is compatible with methods able to handle missing observations only. Within the scope of this paper, this is not a strong restriction. Most forecasting problems with missing observations in the measurements can be written in state-space form and estimated via a large number of methods, as surveyed in Shumway and Stoffer (2011, ch. 6) and Särkkä (2013, ch. 12) .
As an illustration, this paper uses the artificial jackknife to regulate and find the optimal number of lags of penalised vector autoregressions (VARs) estimated on foreign exchange rates and real GDP data. The VAR coefficients are penalised using a variation of the elastic-net (Zou and Hastie, 2005) that allows for varying levels of shrinkage at different lags. This configuration allows to test the artificial jackknife in a setting with a complex hyperparameter structure. The vector autoregressions are written in state-space form and estimated with an Expectation-Conditional Maximisation (ECM) algorithm (Meng and Rubin, 1993) . This is a secondary contribution of the paper that permits to handle missing observations in the measurements, which is crucial to have full compatibility with the artificial delete-d jackknife. A software implementation in the Julia programming language, ElasticNetVAR.jl, is available on GitHub and it includes both the estimation and hyperparameter selection algorithms. 1
Notation
This brief section provides a concise reference on the mathematical notation used throughout this article. More specialised notation is described in the sections below whenever it is deemed necessary.
asymptotic theory, statistics and probability. The expected value and probabilities are indicated with the symbols E and Pr. M 1 , M 2 , . . . denote generic positive and finite constants (unless otherwise stated).
matrix notation. Matrices, vectors and vector-valued functions are written using bold symbols (or, bold notation). The (i, j)-th element of a generic matrix A is denoted as A i,j . The j-th row of A is indicated as A ′ j (column vector). The notation A 1:i,1:j is used to refer to the matrix built by taking the first i rows and j columns of A.
A F = i j |A i,j | 2 and A max = max i,j |A i,j | denote the Frobenius and max norm of A. vec(A) and vech(A) indicate the vectorised and half-vectorised versions of A. vec(A) and vech(A) are column vectors. Finally, the symbol ⊙ is used to denote the Hadamard (or element-wise) product. set notation. The calligraphic alphabet is used to denotes sets only. Standard notation is used for number sets, intervals and operations. special symbols. 0 j×k and ι j×k denote j × k matrices of zeros and ones. I k indicates a k ×k identity matrix. I denotes an indicator function equal to one when the condition in its subscript is verified (zero otherwise).
use of brackets. For grouping, the preferred sequence of brackets in this article is {[()]}. For sets and intervals, I used {} and [()]. For composite functions I denoted in bold the outer parenthesis. For instance, g(f (...)) for some generic functions f and g.
Methodology

Forecast error and jackknife
One of the objectives of time series analysis is to forecast the future. This article aims to tune a model via a vector of hyperparameters γ, in order to maximise the expected forecasting accuracy. This subsection formally defines the problem.
be a n × T sample of n time series with T observations such that
where X t is a matrix of predictors, V t+1 
Thus, the forecast for Y t+1 conditional onθ s (γ) and X t iŝ
For simplicity, this article uses the notationŶ t+1|s (γ) ≡Ŷ t+1|s (γ) for a prediction generated using autoregressive coefficients estimated on the first s-th time periods,
where p ≤ s ≤ T and s = [1, s] .
In order to determine the precision of an autoregressive model, it is necessary to define a function to measure the forecast error and to distinguish between cases in which the target horizon for the predictions is included in s with those where it is not.
Intuitively, it is easier to forecast a point in time contained in s, since this information is also factored into the estimation of the autoregressive coefficients used to generate the forecast itself. This article measures the error with the loss function 2
and denotes a generic forecast for t + 1 as
where D(t + 1) := {i : 1 ≤ i ≤ n and Y i,t+1 = NA}, NA defines a missing value and each w i , for i = 1, . . . , n, is a given positive finite constant. 3
An ideal way for selecting the optimal vector of hyperparameters is to find the minimiser for the out-of-sample error. However, future observations are obviously unknown and thus this measure cannot be computed. The best alternative is to find a minimiser for an estimator of the "true error"
is the prediction for t + 1 based on true values for the autoregressive parameters reported in Equation 1. Hereinafter in the document, the "true forecast".
The simplest estimator for err is the "in-sample error". This is a measure of the squared difference between the data and the prediction calculated on the basis of the full information set. Formally, the in-sample error is
The main feature of the in-sample error is that the conditioning set to estimate the coefficients of the autoregressive model is identical to the one used for assessing its accuracy. As it will be made clear in the following pages, more sophisticated estimators for the true error requires partitioning the data. For short time-series problems this is difficult, since there are often not enough observations to perform this operation.
Therefore, the in-sample error estimator has an obvious advantage. On the other hand, reusing the same sample tends to overestimate the forecast accuracy, as the coefficients are estimated to have the best fit on the observed data.
2 In section 3 there is a small discussion regarding viable alternatives for the loss function.
3 If for a generic t > 0 the cardinality |D(t)| = 0 the corresponding loss is equal to zero.
A popular approach to overcome this downside is the "pseudo out-of-sample error"
where p ≤ t 0 ≤ T − 1. This estimator measures the average loss of one step ahead pseudo out-of-sample predictions computed at regular intervals. Differently from the in-sample estimator, the conditioning set for the coefficients estimation is not the same used for measuring the model accuracy.
The pseudo out-of-sample error can be extended to forecast horizons larger than one.
However, this is not necessary to select the hyperparameters, when long run predictions are calculated iteratively from the one step ahead forecast. When the model is correctly specified, producing iterative forecasts is more efficient than horizon-specific models.
However, the main downturn is that the latter are more robust to misspecification (Marcellino et al., 2006) . 4 For simplicity, this paper focuses only on the one-step ahead forecast, wherein iterative and direct forecasts are identical. Implicitly, this approach is also consistent with iterative forecast methods.
Unfortunately, the pseudo out-of-sample error can be either overconfident or underconfident depending on the time periods used for estimating and validating the model. This paper uses jackknife (Quenouille, 1956; Tukey, 1958) to improve the estimator.
Generally speaking, jackknife averages out the pseudo out-of-sample errors computed on a series of partitions generated from the data. Let J be a generic family of sets of pairs wherein the coordinates for each item (i, t) are 1 ≤ i ≤ n and 1 ≤ t ≤ T . The generic jackknife pseudo out-of-sample error is
technique partitions the data into "block jackknife samples" by removing or downweighting, in turn, all the unique non-interrupted blocks of 1 ≤ q ≤ T observations. This article constructs the individual blocks by replacing, in turn, all the unique non-interrupted blocks of q observations with missing values. This is compatible with Kunsch (1989) since imposing blocks of NAs can be interpreted as fully down-weighting groups of observations. 5 The block jackknife pseudo out-of-sample error is
where B(q) is the family of sets
Equation 5 is the average of the pseudo out-of-sample errors estimated on each subsample. The main issue with this measure is that the number of partitions that can be generated from the data is generally small. Thus, the overall improvement over the standard pseudo out-of-sample error is limited.
This paper proposes a generalisation of delete-d jackknife (Shao and Wu, 1989) compatible with time-series problems: the artificial delete-d jackknife. The existing approach generates subsamples by removing, in turn, all the combinations of d > 0 observations from the data. This is clearly incompatible with dependent data, since the autocorrelation structure would break in the subsampling process. The artificial jackknife overcomes this complexity by generating the partitions replacing, in turn, all the combinations of d observations with (artificial) missing values. This allows to handle dependent data, as the resulting partitions keep the original ordering and the autocorrelation structure is not altered. Moreover, this approach permits to generate a much larger number of subsamples than block jackknife. In fact, it is interesting to notice that the block jackknife in Equation 5 is a special case of the artificial delete-d jackknife, in which only a limited and specific subset of observations is replaced with missing values (i.e. blocks of consecutive datapoints).
Additional notation is necessary to formalise the artificial jackknife. Let
be the set of all data pairs. Hence, define A(d) as a family of sets with cardinality
such that each element is a d-dimensional combination of P. Thus, the artificial jackknife pseudo out-of-sample error can be simply formulated as
When nT is large and √ nT < d < nT the cardinality |A(d)| can be very large. Therefore, it would not be computationally feasible to compute Equation 6 evaluating all combinations. Following common practice (Efron and Tibshirani, 1994, pp. 149) , this computational issue is handled in two steps. First, A(d) ⊂ A(d) is constructed by drawing at random, without replacement, for a large number of times from A(d).
Hence, the artificial jackknife is computed using A(d). Formally,
The closer is | A(d)| to |A(d)| the more precise is this approximation.
Optimal number of artificial missing observations
The artificial jackknife is a function of the number of missing values (d) that are used for partitioning the data. This subsection details a simple approach for selecting an optimal number of artificial missing observations.
Let the |A(d)| pseudo out-of-sample errors used for computing the artificial jackknife error follow a common finite-sample distribution with variance σ 2 (A(d), γ) . The finite-sample variance of the artificial jackknife is 
where the values in parentheses are binomial coefficients. 6 Obviously, if ⌊d/n⌋ < 2 the output of the sum operator is equal to zero.
The exact functional form of the dependency ofρ(A(d), γ) on these metrics is unknown. This paper assumes the simple linear relation
and proposes selecting the optimal d aŝ
The maximisation is trivial since the objective function is particularly fast to compute for each admissible value of d, that is every integer d ∈ [1, nT ]. Intuitively, the resulting value ford gives the A(d) with larger cardinality that is also compatible with a low number of subsamples that include points in time with missing observations only. 7
Asymptotic properties for estimators based on pseudo out-of-sample evaluations
The asymptotic properties for error estimators based on pseudo out-of-sample evaluations are studied in the appendix. Proposition 1 examines the case of a standard pseudo out-of-sample error with complete data. Proposition 2 extends the results to data with missing observations. Finally, Corollary 2.1 generalises these findings to the case of a generic jackknife error.
Hyperparameters selection
This subsection introduces two well-known algorithms used for exploring grids of candidate hyperparameters: "grid search" and "random search" (Brooks, 1958; Karnopp, 1963; Rastrigin, 1963 ). For simplicity of notation, these algorithms are described with the artificial jackknife error. However, this is without loss of generality: in section 2, these search algorithms are used for selecting hyperparameters on the basis of the remaining error estimators in subsection 1.1.
Let the search region for k generic hyperparameters H ⊂ R k be a compact set. The optimal vector of hyperparameters in this region is the arg min γ∈H err AJK (d, γ) .
The most classical approach to find the minimiser is defining some small to medium sized search regions and to let the candidate that returns the lowest expected error be the optimal vector of hyperparameters. This method is known as grid search. It is efficient in moderate dimensions, but when the search region includes a large number of candidates it is not feasible to try them all. On the other hand, large H are helpful to find better optima. Grid search is sometimes complemented by user expertise. In this case, the search region is limited to an area that is reasonable according to a judgmental component. This is also called "manual search" (Bergstra and Bengio, 2012) .
One way to explore wider grids is to perform a random search. and this randomly generated subset of H is explored via grid search. This formulation for the random search is rather naive. Nonetheless, Bergstra and Bengio (2012) showed that it is (at least) as good as more advanced versions of random search. More details on these algorithms can be found in Solis and Wets (1981) and Andradóttir (2015) .
Random search tends to be less effective for cases where the number of hyperparameters to tune is very large. For these cases, alternative and more powerful techniques (e.g., simulated annealing, particle swarm optimization) surveyed in Weise (2009) Table 2 . The calculations are performed using data from Q1-1995 to Q4-2018.
Empirical application: exchange rates and GDP growth
This article illustrates the functionality of the artificial delete-d jackknife by tuning stable penalised vector autoregressions of order p on exchange rates and GDP growth.
The time series for the exchange rates and GDP growth are collected from the Federal Reserve Board H.10 and OECD databases and include regular quarterly observations from Q1-1960 to Q4-2018, for a set of major economies (see Table 2 ).
Starting with the contribution of Meese and Rogoff (1983) , a large body of empirical economic research has found that forecasting models for exchange rates based on macroeconomic data or theory are often outperformed by simple univariate techniques and parsimonious multivariate methods. This is driven by multiple factors, including the small correlation between the exchange rates and GDP growth (Figure 2 ) and the small predictability of financial returns.
This series of complexities makes it a good real-world dataset to benchmark different techniques for selecting hyperparameters. This application does not intend to find the best model (among a class of techniques) for predicting exchange rates. In fact, the penalised vector autoregression serves as a simple example of a forecasting model that requires hyperparameters, and the aim of this application is to show that the artificial jackknife is a good means for selecting tuning hyperparameters compared to other well-known approaches for validation.
The estimation algorithm proposed in subsection 2.1 and in the appendix is an efficient way to estimate the model in the presence of arbitrary patterns of missing observations (as in the case of the artificial delete-d jackknife). The remaining part of this section is structured as follows: subsection 2.1 describes the details regarding the penalised vector autoregressions, while subsection 2.2 shows the empirical results.
Penalised vector autoregressions
A stable VAR(p) implies that
where V t+1 w.n.
Ψ is a n × np matrix that can be partitioned as Ψ = (Ψ ′ 1 . . . Ψ ′ n ) ′ , and t = p, . . . , T − 1. This paper considers the estimation of penalised VARs such that 8
where
γ := (p λ α β) ′ is a given vector of hyperparameters (with λ ≥ 0, 0 ≤ α ≤ 1, β ≥ 1) and i = 1, . . . , n. The function g(ψ, γ) is a generalisation of the well-known classic elastic-net penalty (Zou and Hastie, 2005; Zou and Zhang, 2009 ) that allows to shrink more distant lags via β. For α = 1 and α = 0 this is equivalent to the so-called LASSO (Tibshirani, 1996) and ridge (Hoerl and Kennard, 1970) penalties. These cases are described below. When λ = 0 the vector autoregression coefficients are not penalised.
LASSO and ridge penalties perform differently in various settings and applications, as extensively described in Zou and Hastie (2005 (Doan et al., 1984; Litterman, 1986) . In stationary settings, this set of priors shrinks the vector autoregression toward a white noise (i.e., it shrinks the coefficients to zero) and penalises more distant lags. The model in Equation 11 would give a similar output for α = 0. However, differently from a standard Bayesian VARs with Minnesota priors, it can also give a sparse representation of the model.
When α = 0 the estimation is straightforward since the penalty is differentiable.
However, for 0 < α ≤ 1 this is no longer the case, due to the LASSO component of the elastic-net penalty. Algorithms to estimate VARs when α = 1 are discussed in Kock and Callot (2015) , Cavalcante et al. (2017) , Barigozzi and Brownlees (2018) and similar ideas could be generalised for any α. However, these methods are not directly compatible with missing observations in the measurements which is a crucial issue for this paper, since missing values are used to define the artificial jackknife.
The estimation method used in this paper builds on the approximation proposed in Fan and Li (2001) and Hunter and Li (2005) . Suppose that an initial value for the coefficients Ψ 0 is given. The LASSO component of the penalty in Equation 12 is
for ψ j ≈ Ψ 0 i,j and a small ε > 0. This local quadratic approximation makes the LASSO component differentiable with respect to the VAR coefficients. Also, it is easy to employ within iterative algorithms, wherein the coefficients in the k-th iteration provide satisfactory initial values for the procedure in the (k + 1)-th iteration. For instance, the elastic-net penalty for the (k + 1)-th iteration of a generic iterative algorithm is
whereΨ k are the coefficients estimated in the k-th iteration.
This paper uses the penalty in Equation 13 within an Expectation-Conditional
Maximisation (ECM) algorithm (Meng and Rubin, 1993) . This allows to estimate these VARs via penalised maximum likelihood in the presence of missing observations in the data. Details are reported in the appendix.
Results
This subsection uses the methodology described in subsection 1.4 to tune penalised VARs. Results are showed for two datasets: the first including foreign exchange rates only and the second with real GDP data as well.
In both cases, the hyperparameters are tuned using data from Q1-1960 to Q4-1999 and for those based on pseudo out-of-sample criteria, the presample ends in Q4-1979.
Furthermore, the grid of candidates is set to be Meese and Rogoff (1983) , since the most parsimonious models perform best, and including real GDP growth only succeeded in marginally worsening the accuracy. By using equal weighting (as in this example) it is not obvious ex-ante which series will be predicted best, since the target of the error estimators is the average MSE across all variables. 
Concluding comments
This article proposes a new approach for selecting hyperparameters in time series denoted as artificial delete-d jackknife: a generalisation of the delete-d jackknife.
By contrast with existing approaches, the artificial delete-d jackknife can partition dependent data into a large set of unique partitions, even when T is relatively small. These partitions are used to construct a robust forecast error estimator, based on pseudo out-of-sample evaluations. The errors based on pseudo out-of-sample evaluations converge in probability to the true error (see appendix). However, the artificial delete-d jackknife has strong finite-sample advantages, as described in subsection 1.2.
As an illustration, the artificial jackknife is used to tune elastic-net vector autoregressions estimated on real-world data (i.e., exchange rates and real GDP growth).
Since this version of the jackknife introduces arbitrary patterns of missing data into the measurements, it is shown how to estimate these autoregressive models with these complexities. The appendix describes an ECM algorithm compatible with the structure of the penalty. The empirical results are promising for the artificial jackknife. It is more stable to changes in the data compared to the block jackknife and a simpler pseudo out-of-sample error. Also, it selects hyperparameters that give more accurate penalised vector autoregressions.
While the theory developed in this paper is based on a weighted mean square loss, the artificial jackknife error could be extended to other loss functions for prediction and classification problems. Also, it could be extended to compute the uncertainty around sample statistics in time series. These and a few other points are not fully developed in this article and they are left for future research.
Finally, there is space to test the artificial jackknife in empirical studies. For instance, the data studied in section 2 could be analysed and forecasted through the lens of a more sophisticated model. Alternatively, the weight vector could be structured differently (e.g., looking at the trade volumes of each exchange rate). The application above is a simple example to test the performances of the artificial jackknife on real-world data. However, thorough applied work could exploit its benefits further. appendix A1: Asymptotic results Proposition 1. Assume that for all t > 0, T > 0 and any finite n > 0
where M 1 , M 2 , M 3 , M 4 ∈ (0, ∞). Let err T (γ) be the pseudo out-of-sample error estimated on a dataset with T time periods
. . , n, and any matrix of finite coefficients Ψ .
Under Equations 1-4 and Equations 14-18 it holds that
The proof of Proposition 1 relies on the following three lemmas and it is reported hereinafter. Each term on the RHS of Equation 19 is linked to one of these lemmas.
Lemma 1. Under Equations 1-4, Equation 14, Equation 16, Equation 18 it holds that
proof. First, recall that w is a vector of given positive and finite scalars, the model parameters are finite and V t+1
∼ (0 n×1 , Σ) , where Σ is a positive definite matrix.
Furthermore, recall that err = n i=1 w i Σ i,i . Using the bias-variance decomposition
The bias is equal to zero since
The variance is
Considering that all weights are positive and following Equation 14 and Equation 16
Under Equation 18,
Q.E.D.
proof of proposition 1. From Equation 19 it follows that
By Lemmas 1 to 3 the second term has the slower rate of convergence. Therefore,
Proposition 2. Assume that there are t N A periods such that
where the data includes missing observations, and recall that in the presence of NAs
.
Under the assumptions of Proposition 1 and Equation 20, it holds that
Remark (Limiting number of missing observations). Before going through the proof of Proposition 2, note that Equation 20 serves a crucial purpose: limiting the number of periods with missing observations, as T approaches infinity. This implies that as T increases the information set expands, because new datapoints are generally observed.
In absence of Equation 20, the total number of missing values could be predominant.
The proof of Proposition 2 relies on the following lemma and it is reported hereinafter.
Lemma 4. Under the same assumptions of Lemma 1 and Equation 20 it holds that
proof. Similarly to Lemma 1, using the bias-variance decomposition
Under Equation 14 and Equation 16
, 
As a result,
Remark (Upper bounds in Lemma 4). Defining M 5 and M 6 to be equal to n i=1 w i Σ i,i and M 3 would give loose upper bounds for the bias and variance. This would mask the relevancy of Equation 20. This is not ideal especially for the case in which t N A is large and all series are always jointly missing.
proof of proposition 2. In the presence of missing observations,
Note that
By Lemmas 2 to 4 the second term has the slower rate of convergence. 
proof. It follows from the argument in subsection 1.2 that err T (J, γ) is the average of a number of i.d. pseudo out-of-sample errors. Trivially, this implies that the bounds in Proposition 2 do not change.
Let
Hence, the complete data 11 penalised log-likelihood can be written as
and X 1:n,t is a column vector formed by taking the first n rows of X t . With complete data, the parameters could then be estimated finding the maximisers for Equation 23.
However, this is not feasible since the data used in this article includes missing observations and the latent states are unknown.
One way to tackle this issue is via the ECM algorithm. Assume that an initial estimateθ 0 (γ) for the parameters ϑ is given. The algorithm starts with the "E-step", that is the operation of computing the expectation of the complete-data penalised log-likelihood, conditional onθ 0 (γ) and the full information set
11 As if the states were known and the data was fully observed.
Next, the CM-step estimates the parametersθ 1 (γ) to conditionally maximise the expected penalised log-likelihood calculated in the E-step. Afterwards,θ 1 (γ) is used for initialising a new iteration of the ECM algorithm. The expectation and conditional maximisation steps are then repeated until convergence.
It is convenient to formalise the E-step for the generic (k + 1)-th iteration by using the Kalman smoother 12 output
Since the observation equation coefficients are constant and known, then
for each k ≥ 0. The recursion used for calculating these Kalman smoother estimates is the same as those in Shumway and Stoffer (1982) .
At the beginning of the (k + 1)-th iteration, the expected penalised log-likelihood It follows that
E X 1:n,t X ′ 1:n,t I,θ k (γ) = 
Note that since B and R are constant the corresponding part of the expected penalised log-likelihood is not important for the estimation.
Lemma 5. At the (k + 1)-th iteration of the ECM, the model in Equations 21-22 has (a) optimal initial conditionsμ k+1 0 (γ) =X 0 ,
for i = 1, . . . , n, (c) optimal variance-covariance matrix of the VAR residualŝ Σ k+1 (γ) = + 1
proof. The CM-step computes the VAR parameters to maximise Equation 24 ϑ k+1 (γ) = arg max ϑ Q ϑ, γ I,θ k (γ) .
The initial conditions for the states are calculated as in Shumway and Stoffer (1982) .
Instead, the VAR coefficients are computed differently, since the LASSO component of the elastic-net penalty introduces some additional complexity in the estimation.
(a) The derivatives of Equation 24 with respect to the initial conditions are ∂Q ϑ, γ I,θ k (γ)
Thus the maximisers for the conditional expectation of the penalised log-likelihood arê µ k+1 0 (γ) =X 0 , Ω k+1 0 (γ) =P 0 . For i = 1, . . . , n, the first order conditions VAR coefficients arê
Furthermore, given that
the optimal VAR coefficients can be conveniently constructed one row at the time viẫ
for i = 1, . . . , n. When λ = 0, then Γ(γ) is a matrix of zeros and the coefficients are analogous to those proposed in Shumway and Stoffer (1982) . Alternatively, the VAR is estimated using the elastic-net penalty and this is tuned on the basis of α and Γ(γ).
(c) Finally, the partial derivative of Equation 24 with respect to the inverse of the variance-covariance matrix of the VAR residuals is ∂Q ϑ, γ I,θ k (γ)
Lemma 6. For λ > 0, the estimatorΣ k+1 (γ) is always positive definite.
proof. Note that for any non-zero u ∈ R n andΨ, and setting λ > 0
whereΓ(γ) is the lower-triangular Cholesky decomposition of Γ(γ). The squared norm is greater then zero since the non-zero elements of the diagonal matrix Γ(γ) are positive. Also, the same result applies to Ψ ⊙Φ k (γ) Γ(γ) Ψ ⊙Φ k (γ) ′ since all the elements ofΦ k (γ) are strictly greater than zero. Hence, Equation 28 is always positive definite for λ > 0, regardless of the value of α and β. Obviously, ifΨ k+1 (γ) is a matrix of zeros thenΣ k+1 (γ) = 1 TÊ that is also positive definite. Q.E.D.
