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ABSTRACT
The task of a personalization system is to recommend items or
a set of items according to the users’ taste, and thus predicting
their future needs. In this paper, we address such personalized
recommendation problems for which one-bit comparison data
of user preferences for different items as well as the differ-
ent user inclinations toward an item are available. We devise
a comprehensive personalized ranking (CPR) system by em-
ploying a Bayesian treatment. We also provide a connection
to the learning method with respect to the CPR optimization
criterion to learn the underlying low-rank structure of the rat-
ing matrix based on the well-established matrix factorization
method. Numerical results are provided to verify the perfor-
mance of our algorithm.
Index Terms— Collaborative filtering, low-rank matrix,
matrix factorization, one-bit comparison, recommendation
systems.
1. INTRODUCTION
Content recommendation is one of the most vital tasks emerg-
ing in various online systems [1–4] and mobile applications
[5, 6]. Since the advent of the Netflix challenge [7], study of
recommendation systems, also known as personalization sys-
tems, has been an active research area. The ultimate goal of a
recommendation system is to endorse items based on differ-
ent parameters, such as the preference of a user, the relevance
of an item and the quality of its content, contemporary trend,
among others [8]. Recommendations can be in the form of
predicting the user preferences for an unobserved item or a
list of top relevant items. In order to form such recommenda-
tions, personalization systems generally rely on explicit pref-
erences of users based on readily available evidence such as
ratings, votes or reviews. However, in practice, implicit feed-
back, such as clicks on a link or views of a video may also
contribute to define user preferences. In many cases, the im-
plicit feedback can only be observed in a rather obscure bi-
nary manner, e.g. a ‘one’ can signify that the user has an
interest in an item, while a ‘zero’ may represent a disliked
or merely an unobserved item. Note that user ratings can be
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broadly subjective and are prone to change over time, and
thus, may not reflect an absolute predisposition on the item.
Moreover, in a strictly quantized rating system such as a 5-
star based system, the choices to show due appreciation for
the items are very limited andmany products can be identified
by an identical rating while their ranking order is somewhat
different in the mind of the user.
These central issues associated with recommendation sys-
tems can be partly mitigated by using one-on-one compar-
isons for item pairs. In this way, users can be more expres-
sive in choosing between two items without putting much ef-
fort, rather than just providing independent opinions about
one item without the presence of any arbitrary frame of refer-
ence. In such contexts, implicit feedback can also be utilized
to recommend better items. On the other hand, user-user de-
pendency for an item, which may be inferred from the same
user’s voting pattern, can also provide more information to
the recommendation system. For example, it can indicate a
stronger inclination of one group of users toward an item than
another group, which is very common in practical scenarios.
In the literature, the problem of personalization has been
approached from many different angles based on the context
of the recommendation process. One conventional method
utilized for recommendation systems is k-nearest neighbors
(kNN) in order to perform item-item or user-user collabora-
tive filtering employing the correlation between item or user
pairs, respectively [9]. Popular methods like Matrix Factor-
ization (MF) has also been considered in several studies [10,
11]. The problem of estimating the rating matrix via the MF
method is especially relevant in the low-rank setting where
the matrix can be represented as the product of two low-rank
matrices that contain the latent features of the correspond-
ing users and items, respectively. In a collaborative filter-
ing context, [11] presents a novel approach to solve the non-
convex problem of recovering the underlying low-rank struc-
ture of the rating matrix based on one-bit comparisons be-
tween pair of items using an alternating optimization algo-
rithm. A novel method of personalized ranking system has
been proposed in [8], in which the authors present a prob-
abilistic argument based on a Bayesian analysis using item-
item comparison data as a prior.
In this paper, we present a Bayesian framework to address
the recommendation problem through a Comprehensive Per-
sonalized Ranking (CPR) system, which not only utilizes the
one-bit item-item preference of a user, but also exploits the
implicit inclination of different users towards an item. We
provide a stochastic-gradient based approach to learn the sys-
tem parameters. We also discuss how the aforementioned al-
gorithm can be utilized to estimate the user/item latent fea-
tures using MF. In fact, MF will be used to jump-start CPR.
The remainder of the paper is organized as follows.
Section 2 presents the problem formulations along with a
Bayesian treatment of the data. We also provide an MF based
approach to estimate the low-rank rating matrix. Numer-
ical results are presented in Section 3. Finally, Section 4
concludes the paper.
Notation: We use bold lowercase letters for vectors and
uppercase letters for matrices. (·)T denotes the vector/matrix
transpose.
2. PROBLEM FORMULATION
Let U denote the set of all users and I denote the set of
all items. We let Ω represent the internal system parameter
which could be viewed as a user/item latent feature matrix.
The users are asked to compare two items based on their best
judgment at the time. From such set of queries, we can clearly
infer the users’ inclination toward a specific item. Such data
can also be implicitly collected from user activity associated
with an item, e.g. records of clicks on a link, or interest for
a video content. The goal of the recommendation system is
to provide effective personalized recommendations based on
observed user-user and item-item comparison data, denoted
by >m⊂ U
2 and >u⊂ I
2, respectively, where >m and >u
denote the observed user-user comparisons for itemm and the
item-item comparisons by user u, respectively. Note that the
operator>m has to meet the following three properties [8]:
totality : i 6=m j =⇒ i >m j ∨ j >m i : ∀ i, j ∈ U
antisymmetry : i >m j ∧ j >m i =⇒ i =m j : ∀ i, j ∈ U
transitivity : i >m j ∧ j >m k =⇒ i >m k :
∀ i, j, k ∈ U.
Particularly, the transitivity property mentioned above is
used to extract additional information from the comparison
database. In a similar manner,>u has to meet the same three
properties as well.
In this paper, as mentioned earlier, instead of using the
exact rating values, we use the user-user and item-item one-
bit comparison data in order to design an efficient personal-
ized ranking/recommendation system. In the following sec-
tion, we present a Bayesian treatment of the data to solve the
problem of Comprehensive Personalized Ranking (CPR) by
using the likelihood function for P{i >m j, k >u l |Ω} and
the prior probability of the system parameters P{Ω}.
2.1. Analysis of the Likelihood and Posterior Functions
Note that we are interested in the maximization of the follow-
ing posterior probability P{Ω| >m, >u} where Ω denotes the
matrix of system parameters for all i, j ∈ U and k, l ∈ I:
P{Ω| >m, >u} = α · P{>m, >u |Ω} P{Ω}, (1)
where α is a constant term independent of Ω. Here we as-
sume that, when Ω is given (equivalent to us having the rating
matrix), not only the ordering of each pair of items becomes
independent of rest of the orderings, but also no two users
can any longer influence the votes of each other. Hence, the
likelihood function, P{i >m j, k >u l |Ω} can not only be
represented as a multiplication of two independent probability
distributions, i.e. P{>m, >u |Ω} = P{>m |Ω}P{>u |Ω},
but also following the totality and antisymmetry property,
P{>m |Ω} =
∏
(i,j)∈Dm
P{i >m j|Ω},
P{>u |Ω} =
∏
(k,l)∈Du
P{k >u l|Ω}, (2)
hold true, for each independent item/user,m ∈ I and u ∈ U ,
whereDm andDu are the set of users who rated itemm, and
the set of observed or rated items for user u, respectively.
Now, in order to form personalization based on users’ own
choices, we define the individual probability functions for the
case where user u likes item k over item l, and in a similar
fashion, user i has a stronger inclination toward item m than
user j, based on the system parameters:
P{i >m j|Ω} , f(cm, xˆijm(Ω)),
P{k >u l|Ω} , f(cu, xˆukl(Ω)), (3)
where we define the estimators xˆijm(Ω) and xˆukl(Ω) as the
difference between two individual estimators of the actual rat-
ings:
xˆijm(Ω) , xˆim(Ω)− xˆjm(Ω),
xˆukl(Ω) , xˆuk(Ω)− xˆul(Ω), (4)
and where xˆpq(Ω), for p ∈ U and q ∈ I , represents the es-
timate of the actual rating of user p for item q. According
to item response theory [14], the function f(·) is a mapping
from the (comparative) rating space to a probability, defined
as f(c, x) , 12 +
1
2 tanh(cx).
Remark: The constants cm and cu in (3) are the model
specific parameters which determine the relevance of the
query about item m and user u, respectively, and their val-
ues can be found empirically. The bigger the constant c, the
steeper the function f(c, x) becomes around the origin, and
thus, the more reliability we put on the estimated ratings. 
In the following, we discuss how these user/item entity
specific functions can be estimated for a given Ω using well
established methods such as matrix factorization (MF).
2.1.1. Derivation of the user/item entity specific functions
xˆijm(Ω) and xˆukl(Ω) using MF
Note that the problem of estimating xˆim(Ω) in (4), for all
i ∈ U and all m ∈ I , is equivalent to estimating the rating
matrix X ∈ R|U|×|I|. This task has been successfully han-
dled before by using the MF method, where the matrixX can
be approximated by the product of two low-dimensional ma-
trices P ∈ R|U|×r and Q ∈ R|I|×r as Xˆ = PQT , and where
r is the number of features that characterizes items and users,
or in other words, the rank of the approximation [11]. Note
that the corresponding rows of P andQ, denoted by {pTu }
|U|
u=1
and {qTm}
|I|
m=1, can be used to constitute a modified system
parameter matrix Ω = [PT |QT ], where the rating estimates
are:
xˆim , 〈pi, qm〉 = p
T
i qm =
r∑
t=1
pitqtm,
xˆuk , 〈pu, qk〉 = p
T
u qk =
r∑
t=1
putqtq.
It is now straightforward to verify that xˆijm = (pi−pj)
T
qm
and xˆukl = p
T
u (qk − ql). Another method to estimate these
entity specific functions using a non-convex optimization
method based on MF can be found in [11].
2.2. Analysis of the Prior Function
In this section, we introduce the general prior density function
P{Ω} of the system parametersΩ = [PT |QT ] = [ω1 · · ·ωN ]
as independent normalized zero-mean multivariate normal
random variables with known covariance matrices {Σn}
N
n=1
where N is the number of parameter vectors in Ω. For Ω, as
described in subsection 2.1.1, N would be equal to |U |+ |I|.
Given these assumptions, P{Ω} can be formulated as,
P{Ω} =
1
(2pi)
N
2
∏
n |Σn|
1
2
exp
{
−
1
2
∑
n
ω
T
nΣ
−1
n ωn
}
.
(5)
2.3. Comprehensive Personalized Ranking (CPR)
With the above discussion in mind, we can rewrite our likeli-
hood function in (2.1) as,
P{>m, >u |Ω} =
|I|∏
m=1
∏
(i,j)∈Dm
f(cm, xˆijm(Ω))×
|U|∏
u=1
∏
(k,l)∈Du
f(cu, xˆukl(Ω)).
Furthermore, we finally formulate our personalization prob-
lem in terms of maximizing the below criterion with respect
to (w.r.t.) Ω:
CPR , lnP{Ω| >m, >u}
≃ lnP{>m, >u |Ω}P{Ω}
≃
∑
m
∑
(i,j)∈Dm
ln f(cm, xˆijm(Ω))
+
∑
u
∑
(k,l)∈Du
ln f(cu, xˆukl(Ω))
−
1
2
∑
n
ω
T
nΣ
−1
n ωn (6)
2.4. Learning the CPR
We begin by calculating the gradient of CPR w.r.t. the model
parameter Ω, denoted as ∂
∂ΩCPR, through considering each
term at the right hand-side of (6) individually. It can be easily
verified that,
∂
∂Ω
ln f(c, xˆ) = c(1− tanh(cxˆ))
∂
∂Ω
xˆ. (7)
As one can observe from (6), we also need to know the gra-
dients of xˆijm(Ω) and xˆukl(Ω), w.r.t. each system parameter
ω = {ωt}
r
t=1, and can be given for (4) as,
∂
∂Ω
xˆijm =


(pit − pjt), ωt = qtm,
qtm, ωt = pit,
−qtm, ωt = pjt,
0, otherwise,
(8)
and ∂
∂Ω xˆukl can be derived in a similar fashion. The gradient
of the last term in (6) can be derived as,
∂
∂Ω
1
2
∑
n
ω
T
nΣ
−1
n ωn = [Σ
−1
1 ω1 · · ·Σ
−1
N ωN ]. (9)
Note that in a case where {Σn}
N
n=1 = Σ, the latter expression
can be simplified as Σ−1Ω.
In light of the above, the system parameter Ω can be up-
dated by employing a (stochastic) gradient descent method:
Ωnew ← Ω− µ
∂
∂Ω
CPR, (10)
where µ represents a proper positive learning rate.
3. NUMERICAL RESULTS
In this section, we show that the proposed method can effi-
ciently recover the original low-rank rating matrix in terms of
the comparison relationships through learning the underlying
low-rank structure. As a byproduct, it offers the missing in-
formation in the rating matrix, which is the desired objective
of a good recommendation system: recommending new items
to users based on their own interests and the interests of other
like-minded users. [15].
For simulations, we use a portion of the publicly available
MovieLens datasets containing movie ratings—about 600 rat-
ings given by 40 users judging 60 movies on a scale between
(a) (b)
Fig. 1. The results for different algorithms: (a) normalized values of various metrics on the recovered rating matrices versus the
expected rank r, (b) the normalized number of mismatches between the original comparison data and the comparisons made
from the recovered data for CPR, kNN and SV D.
1 and 5 [16]. We start by converting the rating matrix to com-
parison data and these data are stored in a memory-efficient
way. In order to train the system based on a large amount
of observed data, we resort to the stochastic gradient descent
method and mini-batch learning [17], which is proven to be
robust enough to provide near optimal results asymptotically
[18]. Accordingly, we utilize the stochastic gradient method
with a batch size of 32 for simulation purposes.
According to the analysis in Section 2, it is clear that
the proposed method relies on processing the data in an r-
dimensional space. Additionally, as many users tend to show
shared interest in only specific subsets of items, the rating
matrix is, naturally, low-rank. In order to concur with this
behavior of the rating matrix and to use the many advantages
of low-rank matrices such as decrease in the computation and
storage burdens, we resort to finding the best low-rank ma-
trix approximation for the given data. A natural metric for
determining the rank of the original rating matrix, denoted
by rX , can be to look at its r largest singular values of the
recovered matrix. When the expected rank r is smaller than
rX , the algorithm cannot allocate all the information in an
r-dimensional space. As a result, the updated (r + 1)-th di-
mension will have a considerable amount of information that
cannot be ignored. Alternatively, when r is larger than rX ,
the algorithm transcribes most of the recovered information
in an rX -dimensional space and places little to no informa-
tion in the remaining r − rX dimensions. Consequently, one
can use the ratio of the r-th largest to the largest singular value
of the recovered matrix as a metric to determine the true rank.
According to the above analysis, the mentioned ratio should
drop drastically as soon as r gets greater than rX , enabling us
to determine rX .
In Fig. 1 (a), the average performance of the proposed
method, denoted by CPR, is quantified w.r.t. (i) the r-th
largest singular value of the recovered rating matrix, denoted
by σr,max, and (ii) the ratio of r-th largest to the largest
singular value of the recovered rating matrix, denoted by
σr,max/σmax, where all traces are normalized by their first
elements. It can be seen that the knee point occurs at r = 20,
which means that the best rank for the recovery is 20. Similar
phenomenon can be noticed for σr,max/σmax, as the added
dimensions do not bear as much information as before, veri-
fying the correctness our intuition. It can also be seen that the
performance of CPR, in terms of finding the best low-rank
matrix by allocating more information in smaller dimensions,
is better than the other state of the art methods such as kNN
and SVD [4, 9]. Fig. 1 (a) depicts that CPR stores the in-
formation in a rank-20 matrix while other methods still have
information to be stored in the matrix of rank above 20.
Furthermore, in Fig. 1 (b) we compare the number of mis-
matches between the original comparison data and the com-
parisons made from the recovered data for CPR, kNN , and
SVD, all normalized to the value of mismatches in rank-2
recovered matrix by CPR. It should be noted that the num-
ber of mismatches for the proposed method is less than that
of other methods and remains virtually the same for r ≥ 10,
This further verifies superior performance of CPR as com-
pared to other methods. Thus, it achieves the minimum num-
ber of mismatches among others while finding the best low-
rank matrix approximation.
4. CONCLUSION AND FUTURE WORK
In this paper, we studied a new optimization framework based
on one-bit preference comparison data to develop a Compre-
hensive Personalized Ranking (CPR) system. The algorithm
relies on a Bayesian treatment of the data, and maximizes the
posterior probability of the system parameters. A learning
model w.r.t. the aforementioned optimization problem is pro-
vided. Several numerical results were provided to show the
effectiveness of the algorithm. The study of the impact of the
rating matrix size on the projected rank would be an inter-
esting future research avenue as the projected rank of a ma-
trix significantly controls the storage and computational effi-
ciency of the algorithm.
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