Introduction
Apart from the radius of gyration of the scattering particles, which can be obtained without knowing the absolute scale of the data, quantitative interpretation of scattering data requires their absolute calibration. Thanks to the absolute calibration, Schelten et al. (1977) were able to ®nd out that the deuterium-labelled molecules in melt-crystallized blends of polyethylene and deuteropolyethylene were described by a nonstatistical distribution, contrarily to what was expected. The scattering cross sections estimated by considering a statistical distribution were up to three orders of magnitude lower than the experimental data. Many other examples of the importance of data calibration can be found in a report by Wignall & Bates (1987) , which is also an exhaustive review of calibration methods in small-angle neutron scattering (SANS).
In practice, the calibration of SANS data is a problem for the experimenter. Many methods are currently being applied, among them direct beam measurement, and the use of vanadium or H 2 O, polymers with known composition and mass, or other precalibrated samples.
The neutron beam intensity can be determined by counting the neutrons impinging on the detector. In general, a beam attenuator is needed for that purpose, because most detectors are not capable of reliably counting with a direct beam and are affected by dead-time losses in the case of high count rates on the detector. Moreover, it is not easy to determine the attenuation factors precisely. Another problem is that the detector ef®ciency near the beam centre can be very different from the average value of the whole detector, especially after having been exposed to the direct beam accidentally.
Incoherent scattering of vanadium was the ®rst calibrating method used in neutron scattering. Vanadium has a small scattering cross section, so that long measurement times and samples of large thicknesses are required. Multiple scattering effects are not negligible, but hydrogen atoms dissolved in the crystalline vanadium structure are the main reason for the non-reproducibility of its scattering (Schwahn, 1988) . This leads to an overestimation of the scattering from V and hence to a lower scattering cross section of the investigated sample.
Polymer samples offer a good means for calibration, since their scattering is theoretically described by the Debye Gaussian coil model. Due to the rather rapid decrease of the scattering with the angle and to the incoherent scattering of the hydrogen atoms present in the sample, the intensities collected at large angles are characterized by poor statistics, and this may limit the application of this method. Moreover, the preparation of monodisperse samples is rather dif®cult. Other samples of known cross section are also often used, but their precision depends on the precalibration, which might sometimes be affected by artefacts and other problems.
Among all SANS calibration techniques, the incoherent scattering from light water is probably most frequently used.
There are many reasons for this. First of all, H 2 O scattering is almost two orders of magnitude larger than the incoherent scattering of vanadium, reducing drastically the counting time. Since the absorption cross section is negligible, the scattering cross section can be directly related to the fraction of nontransmitted neutrons (Jacrot, 1976) . However, there are many problems involved in its use for calibrating SANS data, of which the inelastic effects constitute one of the most important. A large fraction of the neutrons are scattered with an energy higher than the incident energy (`upscattering'). The detector ef®ciency of these more rapid neutrons is lower. Ghosh & Rennie (1990) measured the scattering cross section of perdeuterated polystyrene in protonated toluene using the time-of-¯ight technique, and compared the cross section of elastically scattered neutrons with that of all detected neutrons, regardless of their energy. It turned out that the cross section obtained in the latter case is about half that of the former (Ghosh & Rennie, 1990 ). There were also differences in the shape of the scattering curves, resulting in a different radius of gyration. Some attempts were made to recover from these effects by using an empirical approach, introducing a correction factor as a function of wavelength (Jacrot, 1976) . The undesired aspects of light-water calibration are in part due to the physics and in part to the instrument. At the PAXE instrument of the Laboratoire Leon-Brillouin in Saclay, the calibration factor found by using the direct beam measurement was found to be about 25% higher than that obtained by using light water; this demonstrates once more that, if inelastic effects are neglected in the data reduction, the water calibration yields cross-sections values that are too low, because of the wavelength-dependent detector ef®ciency.
In this work we draw attention to the geometrical effects of light-water scattering. Multiple scattering events are more probable in larger samples, and the effective incoherent scattering cross section of light water strongly depends on the sample geometry.
Experimental
SANS measurements were carried out at the D22 instrument of the Institut Laue-Langevin (ILL) in Grenoble, France. A sample-to-detector distance of 5 m and a neutron wavelength ! of 10 A Ê were used. The main beam coincided with the physical centre of the detector giving a Q range from 0.006 to 0.08 A Ê À1 , where Q is the magnitude of the scattering vector (momentum transfer) de®ned by Q = (4%/!) sin , with 2 being the full scattering angle. The free neutron¯ight path between the end of the neutron guide and the sample (`collimation') was 5.6 m. The data presented here omit the innermost Q range, which is affected by parasitic scattering from the holes in the Cd plates.
In order to investigate different sample-geometry effects, two sets of samples were prepared, as shown in Fig. 1 . The ®rst set of samples were made of perforated Cd plates inserted iǹ standard' quartz cells (Hellma, Mu È llheim, Germany, type 100) of width 12.5 mm, thickness 3.5 or 4.5 mm, and height 40 mm (outer dimensions), ®lled with light water. The perforated Cd plates were prepared with different thickness (1 and 2 mm) and had a number of holes with different diameters (0.5, 1.0 and 1.5 mm). The distance between the holes was large enough in order to let the scattered neutrons be absorbed by Cd and hence to prevent multiple scattering events. Every sample con®guration was measured with and without water, in order to correct the experimental data for sample-holder contributions.
For the second set of experiments, we used circular quartz cells of about 19 mm internal diameter and 1 mm pathway (Hellma, Mu È llheim, Germany, type 120.276), and de®ned the incoming beam by circular apertures of 1 and 4 mm diameter, respectively.
We intended to reduce the multiple scattering and inelastic effects in the ®rst set of samples and to enhance it in the second set by decreasing and increasing the lateral path of scattered neutrons, respectively.`Standard' quartz cells, usually used in SANS experiment calibration, of thickness 1 and 2 mm (Hellma, Mu È llheim, Germany, type 100), were also measured by using a beam of dimensions 6 Â 9 mm; we refer to these as standard samples. The sample intensities were corrected for background and sample-holder contributions and then normalized to the fraction of light water present in the samples, as described by the parameter A listed in Table 1 . Theoretically, these A values must be related to the incident intensities, but in order to take into account possible deviations from nominal dimensions, they were estimated from the transmission measurements. These values differ from the nominal ones by about 20%, which re¯ects an uncertainty of 10% in the hole size (of the order of 100 mm). Moreover, since the (apparent) water cross section depends on the product of the sample thickness and the transmission, a normalization in this respect was also applied. Finally, only for the samples of the ®rst set, a correction for geometrical effects was also required; this is because of the small diameters of the holes, which result in a reduction of the effective volume of the holes seen by the detector pixels far away from the neutron beam axis, due to the shadowing produced by the thickness of the perforated Cd plates (Fig. 2) . The water samples were measured at a temperature of 298 K. Sample holders for the ®rst set of samples were perforated Cd plates inserted in empty quartz cells, while for the second set an empty cell was used. For simplicity, we refer to these as`reference' samples.
The normalized apparent cross sections I norm were calculated by using the following formula:
where I is the sample intensity, B is the neutron and electronic noise background, I ref is the reference-sample intensity, I cell is the empty-cell intensity and I 1 mm is the intensity of a standard 1 mm cell ®lled with light water; T sample is the transmission factor of the sample, T ref is that of the reference sample, T cell is that of the empty cell and T 1 mm is that of the standard 1 mm light-water cell. A is the normalizing factor as reported in Table 1 , which is practically the sample-to-reference surface ratio. D 1 mm and T sample are the thicknesses of a standard 1 mm cell of light water and of the sample, respectively, and V eff is the effective volume fraction seen by the detector pixels as a function of Q.
For the second set of samples and for the standard samples, since the shadowing effect was not present, V eff was kept equal to unity. Practically, the normalized intensities are shown in units of the 1 mm water standard sample, in order to point out readily the in¯uence of the sample and beam geometry on the scattering cross section. The transmission factors for each sample are reported in Table 1 . They show the good quality of the perforated plates, yielding the same transmission factors regardless of the hole diameters for each of the two sample thicknesses. The values found for a standard light-water sample were 0.441 (1) and 0.194 (1) for 1 and 2 mm thickness, respectively. These values are in good agreement with those found by using the perforated Cd plates, highlighting again the consistency of the prepared plates. The normalized intensities obtained by using equation (1) are shown in Figs. 3 and 4 , for the two sets of samples.
The normalized intensities show a¯at behaviour, demonstrating that the correction procedure is valid. The average values of the normalized intensities are reported in Table 1 . For comparison with the simulated data, in Fig. 5 data without the correction for the effective volume are shown for the ®rst set of samples. From these values one can see that the 1 mm thick samples of the ®rst set show a trend with hole diameter. Only the 1 mm thick sample with the smallest holes does not follow this trend; this might be due to the manufacture of the perforated Cd plates, which presents some dif®culties, with regard to both the required tolerance of the hole dimensions and the workability of Cd.
The experimental data were con®rmed by a second measurement with different perforated Cd plates.
The general de®nition of the transmission T is
where AE is the total removal cross section [inverse of the mean free path (MFP)]. The AE of 10 A Ê wavelength neutrons in light Effective volume fraction of the holes seen by the detector pixel as a function of the scattering vector.
Figure 3
Normalized SANS intensities of light-water samples of the ®rst set (for details, see x2). Sample sizes: 0.5, 1.0 and 1.5 mm diameter, with thicknesses of 1 and 2 mm. A standard sample of light water of 2 mm thickness is also shown. Data are shown in units of a standard sample of 1 mm of light water.
water at room temperature is found to be 8.196 (20) and 8.199 (13) cm À1 from the data of 1 and 2 mm thickness, respectively, both of which correspond to an average MFP of 1.22 mm. The distance distribution function (DDF) in ideal cylinders with the same geometries were also calculated by using a Monte Carlo method; in Fig. 6 , the DDFs are shown and compared with the value of the MFP obtained above.
Simulation

Elastic scattering
For Monte Carlo simulations, we assume the simple Vineyard (1954) model for neutron scattering by water molecules, which is supposed to be isotropic and elastic. Since we are interested only in the intensity at the detector, an`importance' sampling strategy, preferring neutrons scattered towards the detector, was employed. Each neutron`history' starts at the point of the ®rst scattering event, which is calculated from randomly chosen positions within the source and sample slit areas and by moving the neutron in the water by a random distance, sampled from an exponential decay distribution with a given mean free path. This position is accepted as the starting point if it lies within the water cell. The history then Figure 5 Corrected SANS intensities of light-water samples of the ®rst set (for details, see x2). Hole diameters: 0.5, 1.0 and 1.5 mm, with thicknesses of 1 and 2 mm. A standard sample of light water of 2 mm thickness is also shown. Data are shown in units of a standard sample of 1 mm of light water and are not corrected for effective volume effects.
Figure 6
Distance distribution function of ideal cylinders calculated by using the Monte Carlo method for the samples of the ®rst set. The mean free path of 10 A Ê wavelength neutrons in light water is also reported.
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proceeds' with the random choice of two new directions, the ®rst one within the solid angle Á intercepted by the detector (i.e. the solid angle de®ned by the smallest conus outside which the neutrons cannot hit the detector) and the second one 4% À Á. Weights of these events are multiplied by probabilities p = Á/4% and 1 À p, respectively. The neutrons are moved by a random distance along the two directions to obtain possible points of second scattering. If both points lie within the water cell, one of the points is selected, with the probabilities p and 1 À p, and the weight of the event is returned to the preceding value. If the ®rst point lies outside the cell and the neutron is aimed towards the detector, the corresponding channel of the detector is incremented by the event weight and the history continues from the second point. The history ends if the second point lies outside the cell. This sampling method is effective enough to accumulate 106 histories in about 2 min on an ordinary PC (Pentium 200 MHz). In each step, it is checked whether the neutron crosses the absorbing sides of the water cell, thus taking into account collimation effects observed in the case of small holes in Cd. For higher ef®ciency, the holes of diameter D are simulated as a single water cell, of the same diameter (D), with absorbing sides. Its position is chosen randomly within the circle of diameter D around the entrance point at the sample slit. No events are therefore wasted and, after normalizing, the detector counts give directly the anisotropy factor, i.e. the ratio of the observed count rate to the theoretical count rate supposing isotropic scattering by the water cell. The correctness of the method was checked by comparing the results with those obtained from simpler (and slower) procedures, not employing any sampling strategy, and, when possible, with analytically calculated values. Though the Vineyard model is rather simplistic, it has been found to give realistic results in earlier comparisons of Monte Carlo simulations with measurements on protonated polystyrene and toluene samples (Boyer & King, 1988) . The lighter water molecule is supposed to be more sensitive to the recoil effect in its interaction with a neutron. On the other hand, the Jacrot inelasticity factor is close to 1 for ! = 10 A Ê (Jacrot & Zaccai, 1981) and the anisotropy of the macroscopic scattering cross section of the water cell is therefore determined mainly by multiple scattering in the range of cell thicknesses used in the experiment. The simulation results shown in Fig. 7 are different from the experimental results.
MCNP
Since the merely elastic case did not provide us with a satisfactory agreement with the experimental data, the sophistication of the simulation was increased.
Because of the strictly three-dimensional behaviour of SAS phenomena, the use of three-dimensional code to simulate the experiments has become necessary. In this simulation we used the Monte Carlo N-Particle Transport code (MCNP 4b; Briesmeister, 1993) , in which inelastic effects and multiple scattering events are also taken into account. MCNP is a general-purpose Monte Carlo N-particle code. The code treats an arbitrary three-dimensional con®guration of materials in geometric cells. Pointwize cross-section data are used. All reactions given in a particular cross-section evaluation are accounted for. The thermal neutrons can be described by both the free gas and the S(,) models (Copley, 1988) ; in the present work we used the latter with the thermal cross section found by Koppel & Houston (1978) . Only the samples of the ®rst set (small holes in 1 and 2 mm Cd plates) were considered, and the scattered intensities were calculated by considering the proper neutron wavelength and a wavelength spread, Á!/!, of 10%. The sample was simulated with a cell ®lled with light water. The presence of a neutron absorber around the sample (perforated Cd plates) in the plane normal to the direction of the neutron beam is simulated by the code by arti®cially killing the neutrons escaping from the water sideways. In the neutron transport, no particular techniques to reduce the statistical variance have been used because of the simpli®ed geometry. The neutron tallies were scored 5 m away from the sample. Because of the isotropic nature of the scattering, the detector consisted of circular rings, placed concentrically, in order to improve the statistics of the calculation. The intensities were recorded as functions of the scattering angle and energy. These two classes of results were subdivided into the number of scattering events that the neutrons undergo; in particular, for unscattered neutrons, for neutrons scattered once, twice or more. The number of particle shots in each case is of the order of 10 9 . Unfortunately, as shown in Fig. 8 , the simulated data do not present good agreement with the experimental data.
Discussion and conclusions
The theoretical models (or the available libraries for the MCNP code) used in this paper are able to reproduce the Simulation of the corrected SANS intensities of light-water samples. Hole diameters: 0.5, 1.0 and 1.5 mm, with thicknesses of 1 and 2 mm. A standard sample of light water of 2 mm thickness is also shown, together with those with 19 mm diameter and beams of 1 and 4 mm diameter. Data are shown in units of a standard sample of 1 mm of light water. The simulation takes into account only elastic interactions.
experimental results only in a qualitative way. The simpler elastic calculations give results that are not entirely satisfying, but, surprisingly, are nonetheless closer to the experimental results than those of the more sophisticated MCNP approach.
From the average values of the normalized intensities, one can see that the scattering cross section of light-water depends very much on the sample geometry. For the ®rst set of samples, the data obtained with 2 mm thickness show a trend with the hole diameter: the larger is the hole, the higher is the normalized intensity. With the samples of the ®rst set of 1 mm thickness, the specimen with the smallest holes does not follow this trend, probably as a result of the non-perfect manufacture of the perforated Cd plates. It is evident, however, that as the holes become larger, the normalized intensity tends towards unity, showing the enhancement of the multiple scattering within the sample. The standard sample with 2 mm thickness adds so many more possible long neutron pathways that the normalized intensity is increased by 55% compared to that of the 1 mm standard sample. From Fig. 6 , it is evident that the largest values of the distance distribution function in the samples with 1 mm thickness and 0.5 and 1.0 mm holes hardly reach the mean free path value for H 2 O. This means that in these cases, the scattered intensities are very little affected by multiple scattering events. As the D22 detector ef®ciency does not depend signi®cantly on the wavelength (May, 1999) , the collected intensities can be supposed to be proportional to the scattered ones, even in the case of a large amount of multiple scattering and inelastic effects.
Generally, as shown in Table 1 , the normalized intensities can be reduced by more than 30% in the case of smaller sample volumes and increased by more than 50% for larger ones. The possibility of detecting neutrons on the detector that appear to be lost after the ®rst scattering event, but become redirected towards it by a second or further scattering event, as occurs for the 2 mm thickness standard cell, is also demonstrated for the second set of samples. The larger is the ratio of the sample-to-beam area, the higher is the normalized intensity, as shown in Fig. 4 . For values of the ratio of about 19, the normalized intensity is increased by about 10%, while for values around 5, this effect is extremely reduced and is hardly seen in the scattered intensity.
Hence, the sample and beam size must be taken into account when a SAS user calibrates data. The values of the scattering cross section for a 1 mm standard sample of light water cannot systematically be applied to other calibrating geometries, even on the same instrument. The effective dAE/d of light water is not only a function of the temperature and detector used, but also of the geometry of the sample.
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Figure 8
Simulation of the corrected SANS intensities of light-water samples of the ®rst set (for details, see x2). Hole diameters: 0.5, 1.0 and 1.5 mm, with thicknesses of 1 and 2 mm. A standard sample of light water of 2 mm thickness is also shown. Data are shown in units of a standard sample of 1 mm of light water. The simulation, performed with MCNP 4b Transport code, takes into account inelastic effects and multiple-scattering events.
