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Abstract
We construct triplets of killed Brownian motions to obtain inequalities relating the solutions of the
Schro¨dinger equation 12∆ψ − hψ = 0, with non-negative boundary conditions, on three interrelated
compact sets in Euclidean space. These, in particular, include inequalities relating harmonic functions on the
three compact convex sets and an inequality relating to solutions of the h-equilibrium potential equations.
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1. Introduction
Borell proved in [2] that, under certain conditions on the potential hi and the initial functions
fi , the solutions ψ0, ψα, ψ1 of the parabolic equation
∂ψ
∂t
= 1
2
∆ψ − hiψ (1)
are related by the inequality of the Brunn–Minkowski type:
ψα(t, z) > ψ0(t, x)1−αψ1(t, y)α,
where α ∈ (0, 1) and z = (1 − α)x + αy. In other words, Borell showed that the solution ψα
of the parabolic equation is log-concave (in α). Another example of a similar type of inequality
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concerns the first eigenvalues of the Laplacian with the Dirichlet boundary condition and was
obtained by Brascamp and Lieb. Suppose that K0 and K1 are two non-empty compact convex
subsets of Rn and, for any fixed α ∈ (0, 1), Kα is the interpolating set defined by
Kα = (1− α)K0 + αK1 = {z ∈ Rn | z = (1− α)x + αy for some
x ∈ K0 and y ∈ K1}. (2)
Brascamp and Lieb showed in [3] that the first eigenvalues λ(Ki ), i = 0, α, 1, of the Laplacian
with the Dirichlet boundary condition on Ki are related by the inequality
λ(Kα) 6 (1− α)λ(K0)+ αλ(K1),
which is equivalent to
λ(Kα)−1/2 > (1− α)λ(K0)−1/2 + αλ(K1)−1/2,
that is, the first eigenvalue λ(Kα) of the Laplacian is (−1/2)-concave. Both of these inequalities
are particular types of Brunn–Minkowski inequalities as they generalize the classical version.
Many such inequalities were inspired by issues concerning the isoperimetric problem and
their significance in geometry is widely recognized. For example, the fundamental geometric
content of the Brunn–Minkowski inequality makes it a cornerstone of the Brunn–Minkowski
theory and it is closely related to some analytical inequalities such as the Pre´kopa–Leindler
inequality, a reverse form of Ho¨lder’s inequality, and to some probability and statistics topics
such as logarithmic Sobolev inequalities and Fisher information. See for example [6] for a
comprehensive survey of this topic and [4] and the references therein for a detailed account
of current developments in this area.
This paper investigates inequalities that hold for the solutions of the Schro¨dinger equation on
the three interrelated sets defined above. For this, we assume that C is a smooth, compact subset
of Rn , with non-empty interior. Then, the boundary value problem for the Schro¨dinger equation
is
1
2
∆ψ(x)− h(x)ψ(x) = 0 x ∈ int(C);
ψ(x) = f (x) x ∈ ∂C;
(3)
where we assume in this paper that f 6≡ 0 is a non-negative continuous function on ∂C and that
h is a bounded, non-negative continuous function on int(C). The function h is usually called the
potential. Under the given conditions, there is a unique solution to (3) which is continuous on C
and which will be denoted by ψ(x). When h ≡ 0, the solution ψ is the harmonic function on C
with ψ(x) = f (x) for x ∈ ∂C.
The starting point of this investigation is the use of the well-known fact that ψ can be
expressed in terms of Brownian motion killed when it exits from int(C) and the use of the
Girsanov transformation. The main step in the proof is the construction of three interrelated
diffusions killed when they exit from the interiors of the sets within which they started. The
idea of combining three interrelated Brownian motions was first explored in [2] to derive the
Brunn–Minkowski inequality involving the solutions of the parabolic equation (1). It has recently
been extended in [7,8] to three interrelated semimartingales on a certain class of Riemannian
manifolds, so obtaining analogous inequalities for the solutions of (1) with Dirichlet boundary
condition on three interrelated convex sets in such manifolds. However, our current construction
differs from those in [2,7,8] in that the life time of the Brownian motions and the semimartingales
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constructed in [2,7,8] are all infinite, whereas those constructed in this paper are killed when
they exit from the sets in which they start and the killing times are generally different. It is this
difference that makes it necessary to impose stronger assumptions on the boundary functions f
and the potentials h compared with the conditions on the initial functions and potentials in [2].
This paper is organized as follows. Section 2 uses the Girsanov theorem to express the solution
of (3) in terms of diffusions and martingales and this enables us to derive a Brunn–Minkowski
type inequality for the harmonic functions on three interrelated convex sets under certain
conditions on the boundary functions, by constructing three diffusions that are collinear and
preserve the ratio of their distances apart throughout their life time. Section 3 develops the
construction of the diffusions of Section 2 further to obtain an inequality relating the solutions
to the Scho¨dinger equation (3), again on three interrelated convex sets, and a similar inequality,
when the related sets are no longer convex but each is the difference between a convex set and
a second convex set contained in its interior. In the latter case, the equation is a more general
version of the h-equilibrium potential equation.
2. An inequality of the Brunn–Minkowski type for harmonic functions
We recall first that, if B a Brownian motion on Rn starting from x ∈ C then, with ψ and h as
above,
ψ(Bs) exp
{
−
∫ s
0
h(Br )dr
}
is a martingale for 0 6 s 6 τB(C), where τB(C) is the exit time of B from int(C), i.e. τB(C) =
inf{t | Bt 6∈ int(C)}, and so the solution ψ(x) to (3) can also be expressed by means of Brownian
motion B as
ψ(x) = E
[
f
(
BτB (C)
)
exp
{
−
∫ τB (C)
0
h(Br )dr
}∣∣∣∣∣ B0 = x
]
.
In fact, ψ can also be expressed in terms of a larger class of diffusions. To see this, let
V be the space of progressively measurable processes v on Rd such that, for any t < ∞,
E[exp{ 12
∫ t
0 |vs |2ds}] <∞. Then, by the Girsanov theorem, for any u ∈ V , Xut defined by
dXut = dBt + ut dt
is a Brownian motion under Q (cf. [9], p. 306), where dQ = exp{L t − 12 [L]t }dP on the σ -field
σ {Xs | 0 6 s 6 t} for each t , P is the underlying probability and
L t = −
∫ t
0
〈us, dBs〉.
Hence, for any u ∈ V , writing τXu (C) for the exit time of Xu from int(C) which we shall be
using for the rest of the paper, the Girsanov theorem tells us that ψ(x) can be expressed in terms
of Xu , Brownian motion with drift u, as
ψ(x) = EQ
[
f
(
XuτXu (C)
)
exp
{
−
∫ τXu (C)
0
h(Xur )dr
}∣∣∣∣∣ Xu0 = x
]
= EP
[
f
(
XuτXu (C)
)
exp
{
−
∫ τXu (C)
0
dU us
}∣∣∣∣∣ Xu0 = x
]
, (4)
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where
dU ut = 〈ut , dBt 〉 +
{
1
2
|ut |2 + h
(
Xut
)}
dt.
More generally, suppose that σ is a bounded continuous adapted real-valued process such that∫∞
0 σ(t)
2dt = ∞ and suppose that dYt = σ(t)dBt , with Y0 = y. Then, Y is a time-changed
Brownian motion on Rn , i.e. Yτ(t) is a Brownian motion starting from y where
τ(t) = inf
{
s > 0
∣∣∣∣∫ s
0
σ(r)2dr > t
}
.
We use τ ∗Y (C) to denote the exit time of Yτ(t) from int(C). Since τ(τ ∗Y (C)) = τY (C), the solution
for (3) can be also expressed in terms of Y , a time-changed Brownian motion, as
ψ(y) = EP
[
f
(
YτY (C)
)
exp
{
−
∫ τY (C)
0
σ(s)2h(Ys)ds
}∣∣∣∣∣ Y0 = y
]
.
Similarly, for any v ∈ V , let
L t = −
∫ t
0
〈vs, dYs〉.
Then, Lτ(t) = −
∫ t
0 〈vτ(s), dYτ(s)〉 and [L]t =
∫ t
0 σ(s)
2|vs |2ds. By the Girsanov theorem, Y vt
defined by
dY vt = dYt − dYt dL t = dYt + σ(t)2vt dt
is a continuous Q-martingale, where dQ = exp{L t − 12 [L]t }dP on the σ -field σ {Ys | 0 6 s 6 t}
(cf. [9], pp. 303–305) and Y vτ(t) is a Brownian motion under Q. A similar argument then gives
that
ψ(y) = EP
[
f
(
Y vτYv (C)
)
exp
{
−
∫ τYv (C)
0
dV vs
}∣∣∣∣∣ Y v0 = y
]
,
where
dV vt = 〈vt , dYt 〉 + σ(t)2
{
1
2
|vt |2 + h
(
Y vt
)}
dt.
Returning to the expression (4) of ψ in terms of Xu , Brownian motion with drift u, we write
φ = − logψ and apply the Jensen inequality to (4) to yield that, for any u ∈ V ,
φ(x) 6 EP
[
− log
(
f
(
XuτXu (C)
))
+
∫ τXu (C)
0
{
1
2
|us |2 + h
(
Xus
)}
ds
∣∣∣∣ Xu0 = x
]
. (5)
The following lemma strengthens this result.
Lemma 1. If f > 0, then
φ(x) = inf
u∈V
EP
[
− log
(
f
(
XuτXu (C)
))
+
∫ τXu (C)
0
{
1
2
|us |2 + h
(
Xus
)}
ds
∣∣∣∣ Xu0 = x
]
.
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Proof. By (5), we only need to show that there is u∗ ∈ V for which the corresponding inequality
(5) becomes an equality. For this, we note first that ψ being the solution to (3) implies that φ
satisfies the equation
1
2
|∇φ(x)|2 = 1
2
∆φ(x)+ h(x), x ∈ int(C);
φ(x) = − log f (x), x ∈ ∂C.
(6)
The stochastic differential equation
dX t = −∇φ(X t )dt + dBt , 0 6 t 6 τX (C), (7)
with the initial condition X0 = x possesses a unique solution X . In terms of such a solution, we
let
u∗t = −∇φ (X t ) , 0 6 t < τX∗(C), (8)
and, as before, write X = Xu∗ to indicate the dependence of X on the drift u∗. Then, consider
the process
ξt = φ(Xu∗t )+
∫ t
0
{
1
2
|u∗s |2 + h(Xu
∗
s )
}
ds +
∫ t
0
〈u∗s , dBs〉, 0 6 t 6 τXu∗ (C).
The Itoˆ formula for ξt takes the form
dξt = 〈∇φ(Xu∗t ), dBt + u∗t dt〉 +
1
2
∆φ(Xu
∗
t )dt +
{
1
2
|u∗t |2 + h(Xu
∗
t )
}
dt + 〈u∗t , dBt 〉.
Since φ(x) satisfies Eq. (6), it follows that dξt = 0 and so ξt is constant for t 6 τXu∗ (C). In
particular, ξτ
Xu
∗ (C) is equal to the constant ξ0 = φ(x) with probability one. Thus,
φ(x) = EP
[
− log
(
f
(
Xu
∗
τ
Xu
∗ (C)
))
+
∫ τ
Xu
∗ (C)
0
{
1
2
|u∗s |2 + h
(
Xu
∗
s
)}
ds
∣∣∣∣ Xu∗0 = x
]
.
The required result then follows from the fact that u∗ ∈ V as f > 0 implies that |∇φ| is bounded
by a constant. 
We are now in a position to establish, under certain conditions, an inequality of the
Brunn–Minkowski type for the harmonic functions.
Theorem 1. Fix α ∈ (0, 1) and, for non-empty compact convex sets K0 and K1 of Rn , let Kα be
defined by (2). For i = 0, α, 1, let ψi (x) be the harmonic function on Ki and with ψi (x) = fi (x)
for x ∈ ∂Ki . Assume that fi are all positive and satisfy the condition that
min
z∈∂Kα
log ( fα(z)) > (1− α) max
x∈∂K0
log ( f0(x))+ α max
y∈∂K1
log ( f1(y)) . (9)
Then, for any x ∈ K0, y ∈ K1 and z = (1− α)x + αy,
ψα(z) > ψ0(x)1−αψ1(y)α.
Proof. Note that ψ is a harmonic function on C with ψ(x) = f (x) for x ∈ ∂C if and only if ψ
satisfies (3) with h ≡ 0. Thus, let u∗ ∈ V be given by (8) with φ = φ0, h ≡ 0 and C = K0. The
argument preceding (8) defines that
Xu
∗
t = x + Bt +
∫ t
0
u∗s ds, x ∈ K0,
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where B denotes the standard Brownian motion on Rn starting from the origin. Similarly,
replacing φ by φ1, h by 0 and C by K1, we write Y v
∗
for the corresponding solution to (7),
derived by the same Brownian motion B as that driving Xu
∗
, and let v∗ ∈ V be given by (8) with
Xu
∗
replaced by Y v
∗
so that in particular
Y v
∗
t = y + Bt +
∫ t
0
v∗s ds, y ∈ K1.
Now, write τ ∗ = min{τXu∗ (K0), τY v∗ (K1)}, u˜t = u∗t 1{τ∗>t} and v˜t = v∗t 1{τ∗>t}. Define
w˜t = (1 − α)u˜t + αv˜t . Then, u˜, v˜, w˜ are all in V . For any x ∈ int(K0) and any y ∈ int(K1),
define
Z w˜t = (1− α)X u˜t∧τXu˜ (K0) + αY
v˜
t∧τY v˜ (K1).
Then, Z w˜0 = z = (1 − α)x + αy. For 0 6 t < τ ∗, X u˜t∧τXu˜ (K0) and Y
v˜
t∧τY v˜ (K1) are identical with
Xu
∗
t and Y
v∗
t respectively. In particular, we have τ
∗ = min{τ
X u˜
(K0), τY v˜ (K1)}. For τ ∗ 6 t <
max{τX u˜ (K0), τY v˜ (K1)} = τZ w˜ (Kα), one of X u˜t∧τXu˜ (K0) and Y
v˜
t∧τY v˜ (K1) is fixed at the boundary of
the corresponding Ki , the other moves as a Brownian motion, and Z w˜ moves as a time-changed
Brownian motion. At time τ
Z w˜
(Kα), all three are on the boundaries of the corresponding Ki .
For τ ∗ 6 t < τZ w˜ (Kα), if we write dZ w˜t = σ(t)dBt , then σ(t) is equal to 1 − α, if Y v∗ exits
from int(K1) before Xu
∗
from int(K0), and is equal to α otherwise. Note that, for the former,
τ ∗
Z w˜
(Kα)− τ ∗ = (1− α)2{τZ w˜ (Kα)− τ ∗}, and the latter, τ ∗Z w˜ (Kα)− τ ∗ = α2{τZ w˜ (Kα)− τ ∗}.
It follows from the proof of Lemma 1 that
log(ψ0(x)) = EP
[
log
(
f0
(
Xu
∗
τ
Xu
∗ (K0)
))
−
∫ τ
Xu
∗ (K0)
0
1
2
|u∗s |2ds
∣∣∣∣∣ Xu∗0 = x
]
log(ψ1(y)) = EP
[
log
(
f1
(
Y v
∗
τ
Yv
∗ (K1)
))
−
∫ τ
Yv
∗ (K1)
0
1
2
|v∗s |2ds
∣∣∣∣∣ Y v∗0 = y
]
and from (5) that
log(ψα(z)) > EP
[
log
(
fα
(
Z w˜τZw˜ (Kα)
))
−
∫ τZw˜ (Kα)
0
1
2
σ(s)2|w˜s |2ds
∣∣∣∣∣ Z w˜0 = z
]
,
where σ(s) ≡ 1 for 0 6 s 6 τ . Condition (9) on the boundary values implies
log
(
fα
(
Z w˜τZw˜ (Kα)
))
> (1− α) max
x∈∂K0
log( f0(x))+ α max
y∈∂K1
log( f1(y))
and, since
|w˜t |2 6 (1− α)|u∗t |2 + α|v∗t |2,
we also have∫ τZw˜ (Kα)
0
σ(s)2|w˜s |2ds =
∫ τ∗
0
|w˜s |2ds 6 (1− α)
∫ τ∗
0
|u∗s |2ds + α
∫ τ∗
0
|v∗s |2ds
6 (1− α)
∫ τ
Xu
∗ (K0)
0
|u∗s |2ds + α
∫ τ
Yv
∗ (K1)
0
|v∗s |2ds,
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as σ ≡ 1 for s 6 τ ∗ and w˜ ≡ 0 for s > τ ∗. These together give
log(ψα(z)) > (1− α)EP
[
max
x∈∂K0
log( f0(x))−
∫ τ
Xu
∗ (K0)
0
1
2
|u∗s |2ds
∣∣∣∣∣ Xu∗0 = x
]
+αEP
[
max
y∈∂K1
log( f1(y))−
∫ τ
Yv
∗ (K1)
0
1
2
|v∗s |2ds
∣∣∣∣∣ Y v∗0 = y
]
> (1− α)EP
[
log
(
f0
(
Xu
∗
τ
Xu
∗ (K0)
))
−
∫ τ
Xu
∗ (K0)
0
1
2
|u∗s |2ds
∣∣∣∣∣ Xu∗0 = x
]
+αEP
[
log
(
f1
(
Y v
∗
τ
Yv
∗ (K1)
))
−
∫ τ
Yv
∗ (K1)
0
1
2
|v∗s |2ds
∣∣∣∣∣ Y v∗0 = y
]
and so the required result follows. 
Note that the inequality we established in Theorem 1 for the harmonic functions on three
interrelated compact convex sets is similar to that for the solutions of the heat equation on Rn
obtained by Borell in [2]. However, the assumption we made for the boundary conditions is
stronger than the assumption made for the initial conditions for the heat equation in [2]. Note
also that it was proved in [3] that the eigenfunction ψ(x) for the first eigenvalue of the Laplacian
in K with zero boundary condition is a log-concave function of x .
3. Inequalities among solutions of the Schro¨dinger equation
To study inequalities among solutions of the Schro¨dinger equation with non-negative
boundary function f , instead of positivity assumed in the previous section, we first prove the
following two more general results concerning the behaviour of Xu
∗
, where u∗ is defined by
(8), and the expression for the solution of Eq. (3) in terms of Xu
∗
, noting that, if f (x0) = 0
for x0 ∈ ∂C, then φ(x) → ∞ as x → x0. To this end, we write ∂C0f for the subset{x | f (x) = 0} ∩ ∂C of ∂C and
τ˜Xu (C0f ) =
{
τXu (C) if XuτXu (C) ∈ ∂C0f∞ otherwise.
Lemma 2. For u∗ defined by (8), Xau∗ never hits ∂C0f with probability one, where a is a constant
greater than or equal to 1/2.
Proof. We only need to prove the case when ∂C0f is not empty. For any k ∈ N, let
θk = inf
{
t < τXau∗ (C) | φ(Xau
∗
t ) > k
}
where, as usual, we take inf{∅} = ∞. Then, τ˜Xu (C0f ) is the (increasing) limit of θk as k → ∞.
Applying the Itoˆ formula to φ(Xau
∗
t ), we obtain by (6)
dφ(Xau
∗
t ) = 〈∇φ, dBt 〉 +
{
1
2
∆φ + a〈u∗s ,∇φ〉
}
dt
= 〈∇φ, dBt 〉 +
{
1
2
∆φ − a|∇φ|2
}
dt
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= 〈∇φ, dBt 〉 +
{(
−a + 1
2
)
|∇φ|2 − h
}
dt
for t < τXau∗ (C). Hence,
EP
[
φ
(
Xau
∗
θk∧τ˜Xau∗ (C0f )
)∣∣∣∣ Xau∗0 = x]− φ(x)
=
(
−a + 1
2
)∫ θk∧τ˜Xau∗ (C0f )
0
|∇φ|2ds −
∫ θk∧τ˜Xu∗ (C0f )
0
h(Xau
∗
s )ds
and so, since h > 0 and φ(Xau∗θk ) > 0, we have
φ(x) > EP
[
φ(Xau
∗
θk∧τ˜Xau∗ (C0f )
)|Xau∗0 = x
]
> k P(θk 6 τXau∗ (C)).
By letting k →∞, we get P(τ˜Xau∗ (C0f ) = τXau∗ (C)) = 0 as required. 
Lemma 2 implies in particular that Xu
∗
will not exit int(C) via ∂C0f and so f
(
Xu
∗
τ
Xu
∗ (C)
)
6= 0
a.s.. However, we do not know whether or not u∗ is in V . Comparing with Lemma 1, nevertheless,
we still have the following result. Note that, since f 6≡ 0, the set ∂C \ ∂C0f is not empty and the
exit of Xu
∗
from int(C) is via this set.
Lemma 3. The solution to (3) can be expressed as
log(ψ(x)) = EP
[
log
(
f
(
Xu
∗
τ
Xu
∗ (C)
))
−
∫ τ
Xu
∗ (C)
0
{
1
2
|u∗s |2 + h
(
Xu
∗
s
)}
ds
∣∣∣∣ Xu∗0 = x
]
,
where u∗ is defined by (8).
Proof. For any x ∈ int(C), let C(n) be a sequence of increasing compact sets contained in C such
that x ∈ C(n) for all n and C(n)→ int(C) as n→∞. Consider the diffusion Xu∗ . Then, since u∗
is bounded on C(n) for each n, the results on stochastic optimal control for infinite time horizon
control problems (cf. [5], pp. 171–173) give that, for each n,
φ(x) = EP
[∫ τ
Xu
∗ (C(n))
0
{
1
2
|u∗s |2 + h
(
Xu
∗
s
)}
ds + φ
(
Xu
∗
τ
Xu
∗ (C(n))
)∣∣∣∣ Xu∗0 = x
]
,
where φ = − logψ . Write
u(n)s =
{
u∗s before Xu
∗
exits from int
(
C(n)
)
0 otherwise.
Since the above expressions for φ only depend on the behaviour of Xu
∗
before its exit from
int
(
C(n)
)
, we can also express φ in terms of Xu
(n)
as
φ(x) = EP
[∫ τ
Xu
(n) (C(n))
0
{
1
2
|u(n)s |2 + h
(
Xu
(n)
s
)}
ds + φ
(
Xu
(n)
τ
Xu
(n) (C(n))
)∣∣∣∣ Xu(n)0 = x
]
.
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However, τ
Xu(n)
(C(n))→ τXu∗ (C) as n→∞. Letting n→∞, we obtain that
φ(x) = EP
[∫ τ
Xu
∗ (C)
0
{
1
2
|u∗s |2 + h
(
Xu
∗
s
)}
ds + φ
(
Xu
∗
τ
Xu
∗ (C)
)∣∣∣∣ Xu∗0 = x
]
= EP
[
− log
(
f
(
Xu
∗
τ
Xu
∗ (C)
))
+
∫ τ
Xu
∗ (C)
0
{
1
2
|u∗s |2 + h
(
Xu
∗
s
)}
ds
∣∣∣∣ Xu∗0 = x
]
as required. 
The following result shows that the solution of (3) satisfies a weaker inequality, compared with
that for harmonic functions, when h in (3) is not restricted to be zero. Note that the assumption
on the boundary functions fi here is also weaker than that in Theorem 1 and, in particular, the fi
are not necessarily strictly positive.
Theorem 2. Fix α ∈ (0, 1) and for non-empty compact convex subsets K0 and K1 of Rn , let Kα
be defined as by (2). For i = 0, α, 1, let ψi (x) be the solution of the equation (3) with C replaced
by Ki , f replaced by fi and h by hi . If fi satisfy the condition that, for any x ∈ ∂K0, y ∈ ∂K1
and z = (1− α)x + αy ∈ ∂Kα ,
fα(z) > f0(x) f1(y) (10)
and if, for any x ∈ K0, y ∈ K1 and z = (1− α)x + αy ∈ int(Kα),
hα(z) 6

h0(x)+ h1(y) x ∈ int(K0) & y ∈ int(K1)
1
(1− α)2 h0(x) x ∈ int(K0) & y ∈ ∂K1
1
α2
h1(y) x ∈ ∂K0 & y ∈ int(K1),
(11)
then
ψα(z) > ψ0(x)ψ1(y).
Proof. As for the proof of Theorem 1, let u∗ be given by (8) with φ = φ0 and C = K0. Similarly,
replacing φ by φ1 and C by K1, we write Y v
∗
for the corresponding solution to (7), derived by
the same Brownian motion B as that driving Xu
∗
, and let v∗ be given by (8) with Xu∗ replaced
by Y v
∗
. Then, Lemma 3 shows that
log(ψ0(x)) = EP
[
log
(
f0
(
Xu
∗
τ
Xu
∗ (K0)
))
−
∫ τ
Xu
∗ (K0)
0
{
1
2
|u∗s |2 + h0
(
Xu
∗
s
)}
ds
∣∣∣∣ Xu∗0 = x
]
log(ψ1(y)) = EP
[
log
(
f1
(
Y v
∗
τ
Yv
∗ (K1)
))
−
∫ τ
Yv
∗ (K1)
0
{
1
2
|v∗s |2 + h1
(
Y v
∗
s
)}
ds
∣∣∣∣ Y v∗0 = y
]
.
On the other hand, for any given x ∈ int(K0) and y ∈ int(K1), as in the proof of Lemma 3, let
K(n)i , i = 0, 1, be sequences of increasing compact sets contained in Ki such that x ∈ K(n)0 and
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y ∈ K(n)1 for all n and K(n)i → int(Ki ) as n → ∞ and let K(n)α = (1 − α)K(n)0 + αK(n)1 . Then,
K(n)α ↑ int(Kα) as n → ∞. Let also u(n) and v(n) be defined similarly to those in the proof of
Lemma 3. Write
τn = min
{
τ
Xu(n)
(K(n)0 ), τY v(n) (K
(n)
1 )
}
and define
Zw
(n)
t = (1− α)Xu
(n)
t∧τ
Xu
(n) (K
(n)
0 )
+ αY v(n)
t∧τ
Yv
(n) (K
(n)
1 )
.
Then, for each n, Zw
(n)
is a Brownian motion with drift wˆ(n)t = w(n)t = (1− α)u(n)t + αv(n)t , for
0 6 t < τn , and, for t > τn , Zw
(n)
is a Brownian motion with drift, say wˆ(n)τ (·), up to the time
change τ , where τ is the same as that for Z w˜ of Theorem 1 determined by σ . The drift wˆ(n)t is
u(n)t /(1−α), if Y v(n) exits from int(K(n)1 ) before Xu
(n)
does from int(K(n)0 ), and v
(n)
t /α otherwise.
Clearly, wˆ(n) ∈ V for each n and so (5) gives that
φα(z) 6 EP
[∫ τ∗
Zw
(n) (K
(n)
α )
0
{
1
2
∣∣∣wˆ(n)τ (s)∣∣∣2 + hα (Zw(n)τ(s) )} ds
+ φα
(
Zw
(n)
τ
Zw
(n) (K
(n)
α )
)∣∣∣∣ Zw(n)0 = z
]
.
As n→∞, Zw(n) → Z w¯ where
Z w¯t = (1− α)Xu
∗
t∧τ
Xu
∗ (K0) + αY v
∗
t∧τ
Yv
∗ (K1).
As in the proof of Theorem 1, we write τ ∗ = min {τXu∗ (K0), τY v∗ (K1)}. Then, for t < τ ∗, Z w¯t
is a Brownian motion with drift (1−α)u∗t +αv∗t and, for t > τ ∗, Z w¯ is a Brownian motion with
drift, say wˆτ(·), up to the time change τ . The drift wˆt is u∗t /(1 − α), if Y v∗ exits from int(K1)
before Xu
∗
does from int(K0), and v∗t /α otherwise. Since Xu
∗
and Y v
∗
never hit ∂(K0)0f0 and
∂(K1)0f1 a.s., respectively, the assumption (10) ensures that Z
w¯ never hits ∂(Kα)0fα a.s. It thus
follows that
φα(z) 6 EP
[
− log
(
fα
(
Z w¯τZw¯ (Kα)
))
+
∫ τ∗
Zw¯
(Kα)
0
{
1
2
|wˆτ(s)|2 + hα
(
Z w¯τ (s)
)}
ds
∣∣∣∣ Z w¯0 = z
]
.
Under condition (11), it follows from the proof of Theorem 1 that∫ τ∗
0
{
1
2
|w¯s |2 + hα
(
Z w¯s
)}
ds
6
∫ τ∗
0
{
1
2
|u∗s |2 + h0
(
Xu
∗
s
)}
ds +
∫ τ∗
0
{
1
2
|v∗s |2 + h1
(
Y v
∗
s
)}
ds.
For σ given in the proof of Theorem 1,∫ τ∗
Zw¯
(Kα)
τ∗
|wˆτ(s)|2ds =
∫ τZw¯ (Kα)
τ∗
σ(s)2|wˆs |2ds
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= 1{τ
Xu
∗ (K0)>τYv∗ (K1)}
∫ τZw¯ (Kα)
τ∗
|u∗s |2ds + 1{τXu∗ (K0)<τYv∗ (K1)}
∫ τZw¯ (Kα)
τ∗
|v∗s |2ds
= 1{τ
Xu
∗ (K0)>τYv∗ (K1)}
∫ τ
Xu
∗ (K0)
τ∗
|u∗s |2ds + 1{τXu∗ (K0)<τYv∗ (K1)}
∫ τ
Yv
∗ (K1)
τ∗
|v∗s |2ds
=
∫ τ
Xu
∗ (K0)
τ∗
|u∗s |2ds +
∫ τ
Yv
∗ (K1)
τ∗
|v∗s |2ds,
so that∫ τ∗
Zw¯
(Kα)
0
|wˆτ(s)|2ds 6
∫ τ
Xu
∗ (K0)
0
|u∗s |2ds +
∫ τ
Yv
∗ (K1)
0
|v∗s |2ds.
Similarly, the assumption (11) implies that, for t > τ ∗,∫ τ∗
Zw¯
(Kα)
τ∗
hα
(
Z w¯τ (s)
)
ds =
∫ τZw¯ (Kα)
τ∗
σ(s)2hα
(
Z w¯s
)
ds
6 1{τ
Xu
∗ (K0)>τYv∗ (K1)}
∫ τZw¯ (Kα)
τ∗
h0
(
Xu
∗
s
)
ds
+ 1{τ
Xu
∗ (K0)<τYv∗ (K1)}
∫ τZw¯ (Kα)
τ∗
h1
(
Y v
∗
s
)
ds
=
∫ τ
Xu
∗ (K0)
τ∗
h0
(
Xu
∗
s
)
ds +
∫ τ
Yv
∗ (K1)
τ∗
h1
(
Y v
∗
s
)
ds.
The required inequality then follows from a similar argument to that for Theorem 1 using the
assumption (10). 
A special case of the result of Theorem 2 is the inequality relating the harmonic functions
under condition (10) which, as pointed out earlier, is weaker than the corresponding condition in
Theorem 1.
Corollary 1. For i = 0, α, 1, let ψi be the harmonic functions on Ki with ψi (x) = fi (x) > 0 for
x ∈ ∂Ki . If fi satisfy the weaker condition (10), then for x ∈ K0, y ∈ K1 and z = (1−α)x +αy
ψα(z) > ψ0(x)ψ1(y).
We now consider the Schro¨dinger equation (3) with C replaced by K \ int(A):
1
2
∆ψ(x)− h(x)ψ(x) = 0 x ∈ int(K) \ A;
ψ(x) = f (x), x ∈ A;
ψ(x) = 0, x ∈ ∂K,
(12)
whereA andK are two non-empty, compact convex subsets ofRn such thatA ⊆ int(K) and where
f (x) > 0 for x ∈ ∂A. When f (x) ≡ 1, the above equation becomes the h-equilibrium potential
equation and its solution is the h-equilibrium potential of A relative to K which converges to the
h-equilibrium potential of A when K tends increasingly to Rn .
For the three interrelated convex sets Ki , i = 0, α, 1, as before with compact convex sets
Ai ⊆ int(Ki ), i = 0, 1, and Aα = (1 − α)A0 + αA1 ⊆ int(Kα), it was shown in [1] that, if
1268 H. Le / Stochastic Processes and their Applications 119 (2009) 1257–1269
hi (x) > 0 for x ∈ int(Ki ), i = 0, α, 1, and hα is −1/2-concave, that is,
hα(z)
−1/2 > (1− α)h0(x)−1/2 + αh1(y)−1/2 (13)
for x ∈ int(K0) \ A0, y ∈ int(K1) \ A1 and z = (1 − α)x + αy, then the solutions to (12) with
fi ≡ 1, that is, the solutions to the h-equilibrium potential equation, satisfy the inequality
ψα(z) > ψ0(x) ∧ ψ1(y), x ∈ K0, y ∈ K1 and z = (1− α)x + αy. (14)
With respect to this type of problem, we have the following inequality, similar in nature to that
of Theorem 2, for the solutions of (12). For this, we first note that, although the three interrelated
sets in Theorem 2 are convex, the sets Ki \ int(Ai ) fail to be convex.
Proposition 1. Fix α ∈ (0, 1). For i = 0, α, 1, let ψi (x) be the unique solution of equation (12)
with K replaced by Ki , A by Ai , h by hi and f by fi . Assume that fi satisfy condition (10) on ∂Ai
and that hi satisfy condition (11) on Ki \ int(Ai ). Then, for any x ∈ K0 \ int(A0), y ∈ K1 \ int(A1)
and z = (1− α)x + αy ∈ Kα \ int(Aα),
ψα(z) > ψ0(x)ψ1(y).
Proof. In terms of Brownian motion B starting from x ∈ K, the solution ψ for (12) can be
expressed as
ψ(x) = EP
[
f
(
BτB (Ac)
)
exp
(
−
∫ τB (Ac)
0
h(Bs)ds
)
; τB(K) > τB(Ac) <∞
∣∣∣∣∣ B0 = x
]
,
where τB(K) and τB(Ac) denote, respectively, the exit times of B from int(K) \ A via ∂K and
∂A (cf. [1]). Thus, for the three diffusions Xu
∗
, Y v
∗
and Z w¯, constructed as in Theorem 2 and
starting in Ki \ int(Ai ), respectively, it follows from Lemma 2 that neither Xu∗ nor Y v∗ , and
hence nor Z w¯, exits via ∂Ki from the set Ki \ int(Ai ) in which they start. So it is true that
τXu∗ (K0) = τY v∗ (K1) = τZ w¯ (Kα) = ∞. On the other hand, since fi > 0 on ∂Ai for i = 0, α, 1,
it follows that τXu∗ (A
c
0) <∞, τY v∗ (Ac1) <∞ and τZ w¯ (Acα) <∞.
Inspecting the proof of Theorem 2, the fact that Ki \ int(Ai ) cease to be convex sets will only
change the equality
τZ w¯ (Kα) = max{τXu∗ (K0), τY v∗ (K1)},
in the proof of Theorem 2, to an inequality(
τ ∗ 6
)
τZ w¯ (A
c
α) 6 max{τXu∗ (Ac0), τY v∗ (Ac1)}.
However, this change will not alter any consequences of the proof of Theorem 2, so that our
current result follows. 
Comparing Proposition 1 with the analogous result (14) under condition (13) in [1], for
fi ≡ 1, our result is certainly weaker than (14). However, Proposition 1 holds for more general
boundary functions fi and, for certain boundary functions fi and potentials hi , the result of
Proposition 1 is stronger than (14), if the latter were still to hold. Moreover, our condition (11) on
hi differs from (13). For example, if h0 = h1 ≡ c > 0 then, for condition (13) to hold, we must
have hα 6 c while, for condition (11) to hold, we should choose hα 6 min{2c, c/(1−α)2, c/α2}.
In this case, condition (11) is weaker than (13).
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