. Introduction
Techniques for image super-resolution play an important role in a plethora of applications, which include video compression and motion estimation. The detection of the fractional displacements among frames facilitates the removal of temporal redundancy and improves the video quality by -d" PSNR [ ], [ ]. However, the increased complexity of the Fractional Motion Estimation FME process adds a significant computational load to the encoder and sets constraints to real-time designs. Researchers have performed timing analysis for the motion estimation process and they reported that FME accounts for almost half of the entire motion estimation period, which in turn accounts for -% of the total encoding time depending on the design configuration [ ].
The FME bases on an interpolation procedure to increase the resolution of any frame region by generating sub-pixels between the original pixels. In mathematics, interpolation refers to the construction of an interpolant function whose plot covers i.e. passes through all required points. Known points of a sample area are referred to as having integer interval or displacement, depending on whether they are time or frequency-domain TD or FD samples respectively. Similarly, unknown samples which have to be approximated through an interpolant function, are said to have fractional interval or displacement respectively. In images, the interpolation takes place in a two-dimensional frequency-domain grid, where the problem of calculating fractional displacements can be facilitated by focusing on an area of four initially known pixels which reside on the corners of a unit square Fig. . Hence, regardless of the interpolation factor, it is adequate to calculate pixels with arbitrary displacements in the unit square and extend the calculation for every unit square, which belongs to the frame.
Most of the non-adaptive techniques presented in the bibliography, base on solving piecewise polynomial functions of varying degrees in order to calculate the interpolated signal. The resulting polynomial solution leads to sets of coefficients to be applied on consecutive sample points in the grid, which most often extend beyond the unit square. Examples of the above approach are first, the "ilinear interpolation [ ] with first order polynomials and using two pixels in each dimension and second, the "icubic interpolation [ ] which is derived from third order polynomials and uses four pixels in each dimension. On the other hand, Lanczos interpolation coefficients [ ] stem from windowing a sinc function. Therefore, the number of pixels required by the Lanczos approach depends on the choice of the order of the interpolation function. More complex techniques applied to video encoding, employ edge-detection, error function minimization, or super-resolution SR procedures originating from theoretical signal processing methods. "mong these techniques, the most commonly used is the edge-detection, which characterizes pixels or areas in an image belonging to an edge luminance inconsistency . Edge-detection is also utilized for preventing aliasing frequency components to be encoded and transmitted.
Modern compression standards specify the exact filter to use in the Motion Compensation module, a fact allowing the encoder and the decoder to create and use identical reference frames. In particular, H. /"VC specifies a -tap filter for generating sub-pixels between the pixels of the original image, which are called half-pixels with accuracy [ ]. "lso, it defines a low cost -tap interpolation filter for generating sub-pixels between half-and original pixels, which are defined as quarter-pixels with accuracy . Even though it is a common practice among the encoder designers to integrate the standard -tap filter also in the Estimation module before Compensation , the fact is that the interpolation technique used for detecting the displacements not computing their residual is an open choice following certain performance trade-offs.
"iming at speeding up the Estimation, a process of considerably higher computational demand than the Compensation, this chapter builds on the potential to implement a lower complexity interpolation technique instead of using the costly H.
-tap filter. For this purpose, we show the results of integrating in the Estimation module several distinct interpolation techniques not included in the H. standard. We keep the standard H. /"VC Compensation and we measure the impact of the above techniques first on the time required to process the up-sampling and second on the video quality achieved by the prediction engine. filter needs quite a number of data to be stored for its operation because its specifications include a kernel with coefficients , -, , , -, , which are multiplied with six consecutive pixels of the frame either in column or row format. The resulting six products are accumulated and normalized for the generation of a single half-pixel, which is produced between the rd and the th tap. The operation described above must be repeated for producing each horizontal and vertical half-pixel by sliding the kernel on the frame, both in row and column order. Moreover, there exist as many diagonal half-pixels to be generated by applying the kernel on previously computed horizontal or vertical half-pixels. That is to say, depending on its position, we must process or frame pixels to compute a single half-pixel. To avoid the cost of implementing the H. filter in the Estimation module, the current chapter studies a set of interpolation techniques and compares their performance. The techniques presented here are similar to the standard filter but they use less than The chapter is organized as follows: Section shows three commonly used interpolation techniques, proposes three novel techniques and describes the differences among those commonly used and the proposed. Section III reports the performance results achieved by the interpolation techniques and by comparing these shows the gains of using the proposed. Finally, Section IV concludes the chapter.
. Interpolation techniques
The current section presents six interpolation techniques. The first three are known in the literature and are commonly used techniques. The other three have been recently introduced [ ] and their design targets the improvement of the interpolation process. Each video frame consists of pixels and we consider each pixel of the original image located at a distinct position i, j of a two dimensional D grid with i, j ∊N denoting the vertical and horizontal coordinates of the pixel, respectively. The sub-pixels can be generated next to any pixel i, j at the positions i+k, j+l with k,l ∊ { , , , } .
We distinguish between quarter-pixels and half-pixels, for which k,l ∉ { , } . The half-pixels are further categorized as half-horizontal, half-vertical, or half-diagonal those located at the positions given by i + , j + . " half-pixel is generated by an interpolation procedure operating on a set of neighboring, integer-position pixels located around the position of interest. We study the following interpolations:
. Bilinear
This technique is actually the simplest of all the techniques presented in this chapter. In practice, this technique consists of a simple averaging of the two original pixels, which are adjacent to the half-horizontal or the half-vertical pixel to be generated i.e., -tap FIR filter [ ]. For the half-diagonal HD , the technique computes the average of the four pixels {g, h, q, r} surrounding the half-diagonal position as shown in Fig. . 
. Bicubic
The "icubic technique uses as a base the solution of third order polynomials [ ]. In this chapter we examine the parameterized form of the underlying equation using a ∈ [− , ] to provide sharpness variance in the interpolated image. We focus on the following values: a= − , a= − . , and a=− . . These values result in three distinct kernels, which are characterized by the convolution coefficients -, , , -, -, , , -and -, , , -, respectively. Such a quadruplet is multiplied with four consecutive image pixels to generate their intermediate half-pixel. To compute the half-diagonal pixel, the "icubic technique requires the calculations of the corresponding four half-horizontal a total of multiplications and then apply the coefficients on the resulting pixels to produce the target half-diagonal. Hence, overall it uses image pixels with the requirement of multiplications.
. Lanczos
This technique is similar to the H. /"VC interpolation and with a third order Lanczos equation, it uses a -tap FIR filter. Overall, the technique bases on the Sinc function [ ]. In this chapter we examine the kernel with coefficients given by
Lanczos half-pixels are generated by a trivial convolution procedure, as in the case of the H. /"VC filter a single half-diagonal pixel depends on integer pixels . Note here that, the H. /"VC standard defines a -tap filter for use in motion compensation with coefficients , -, , , -, .
.
Data-Dependent Triangulation
The first of the recently introduced techniques in [ ] is actually a modification of the approach, which was presented in [ ]. The authors in [ ] use an edge-detection technique for determining the exact set of integer pixels, which will be given as input to the interpolation function. We study here a special case of Data-Dependent Triangulation DDT , which examines only pixels. To describe the technique, we consider the generation of the half-hori- We examine the luma differences of pixels {g, h, q, r} to determine whether an edge crosses their enclosed region: if it holds that |Y g -Y r | > |Y h -Y q | , then we will detect an edge at hq, else we will detect an edge at rg. In the first case, that is there is an edge at hq which is denoted as E D h q , we assume that pixels {g, h, q} form a homogeneous triangular and we compute:
Low Complexi"y In"erpola"ion Fil"ers for Mo"ion Es"ima"ion and Applica"ion "o "he H. Factors w > w are used to increase the luma weights of the neighbors residing next to the generated sub-pixel. The examination of a large number of factors has resulted in highest PSNR for w = and w = given that div D = . The second case refers to the detection of an edge
at rg when there is the edge E D r g
. In this case, we use the same idea as above orientation and weights but we modify accordingly the luma inputs of . In the case of a homogeneous square ghqr the technique degenerates to a simple bilinear filter i.e. w = , w = .
The technique generates the half-diagonal pixel by including a second gradient check, which 
We further improve the mDDT' and produce the mDDT' technique by modifying the final operation to subtract the remaining two off-diagonal pixels as a high-pass FIR , i.e.,
. The latter operation although it increases the amount of calculations, it results in better PSNR compared to the mDDT' .
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. CrossHD
The second approach is called CrossHD [ ] and bases on an edge-oriented technique. The advantages of CrossHD compared to the DDT mentioned above, is that it improves on the locality of the aforementioned DDT detections by comparing the luminance difference of areas -instead of single pixels. This technique computes the luma of a small square area by adding the pixels, which are located at its four corners. For instance, for the example given in Fig. , edge crossing the area A . In the case of a vertical edge crossing the area A , we examine independently the areas A , A , and A by using the simple DDT check to identify the directions of the edges crossing each of these three areas. The majority of the edge directions found within A , A , and A refines the assumed edge direction within A , i.e., we con-
. Note that, in the case of examining whether there exists a horizontal edge, the technique will examine the areas A , A , and A . Finally, the HD pixel is generated by averaging the pixels, which reside on the detected edge:
. If the technique does not detect any edge i.e., in the homogeneous square A , it will average the pixels {g, h, q, r}.
. CxScale
The third approach extends the aforementioned ideas to develop a technique called CxScale [ ], which improves both the edge detection and the subsequent kernel selection. Here, the edge detection mechanism examines the luma gradients over an area of neighboring integer pixels and the half-pixels are generated afterwards via a conditional use of bilinear and bicubic interpolators. The technique includes three steps:
. The detection of a horizontal or vertical edge.
. The possible refinement of its direction to an assumed diagonal.
. The selection of inputs to a bicubic or a bilinear function.
The specifics of these steps depend on the position of the half-pixel to be generated. "eginning with the HH pixel, we |Yc -Yr | < |Yd -Yq | from r to c Low Complexi"y In"erpola"ion Fil"ers for Mo"ion Es"ima"ion and Applica"ion "o "he H. 
To conclude the CxScale description, we refer to the HD pixel generation, which begins by . Then
. Performance Evaluation
To evaluate the performance of the interpolation techniques in the considered application, we execute multiple motion estimation procedures and the entire application is completed by including the standard H. /"VC motion compensation. For the realization of each test, we let the estimation procedure to employ one of the six interpolation techniques described in the previous Section, which will detect the fractional motion. The compensation procedure bases solely on the resulting motion vectors for constructing the frame-predictors according to the standard -tap filter. Hence, we use a setup, which ensures that the encoder and the decoder will still be able to use identical reference frames for their predictions, i.e., we avoid the accumulation of errors introduced to the coding process due to the encoder and the decoder. More specifically, the estimation algorithm computes the Sum of "bsolute Differences S"D for comparing × pixel candidates and it operates in two phases:
. " Diamond Search matches the block to the best integer position candidate, . "n exhaustive search in the vicinity of the integer match detects fractional motion by examining candidate blocks located at distance ± pixels.
Overall, the only parameter varying in this scheme is the interpolation technique used in the second phase of the algorithm, and thus, the quality variations among the output sequences predictor frames depend only on the efficiency of the interpolation. The results are shown in the following test reports, which display the PSNR of the output sequences and in particular, the DPSNR for each interpolation technique.
We have performed the simulations to measure the quality and the processing time by testing a variety of well-known videos and up to five frame resolutions for each. The simulations setup with videos, number of frames and resolution has been: The car-phone with frames, the foreman with frames, the container with frames in QCIF, the coastguard, foreman, news with frames each in CIF and finally, the blue sky, pedestrian, riverbed, rush-hour with each in SD , p and p. Our prediction engine is written in C, it uses reference Table 1 . PSNR of "he H.264/AVC fil"er and DPSNR of o"her "echniq"es when es"ima"ing in HH+HV posi"ions (wi"h H. 264 compensa"ion).
frame and it is designed to efficiently substitute any filter. We begin by distinguishing between horizontal/vertical and diagonal interpolation. The NN results point out that, even with only HH/HV candidates, the algorithm improves its prediction quality by up to d" at low frame resolutions. Using another technique, the Lanczos -tap filter, results in almost equivalent quality with the standard H.
filter. We approximated the Lanczos coefficients by integer values to achieve low complexity operations.
The exact values of the coefficients were set after extensive testing to , -, , , -, . The performance of the remaining filters lies between the above two extremes of six taps Lanczos and zero taps NN . More precisely, the best quality was achieved with the "icubic filters. We have examined the performance of several "icubic kernels, with parameters -a ∈ { , , , , , } and we report the most prominent of these in Table . "s it is shown, for most frame resolutions the kernel with coefficients -, , , -maximizes the quality and limits the expected PSNR degradation to almost . d" compared to the H. filter. That is, although the kernel with coefficients -, , , -seems -intuitively-a better approximation of the , -, , , -, kernel of H. approximation achieved by merging the marginal taps, i.e., by assuming equal values for the corresponding pixels , the experimental results are in favor of a=− . . For this reason, CxScale adopts the kernel with coefficients -, , , -for its "icubic filtering. Edge-detection based techniques degrade the quality by . d", a fact indicating that their induced error surface deviates from the -tap filters error surface. However, we note that if we omit the H. compensation, these edgedetection based techniques prevail in terms of PSNR, as well as subjective criteria, up to . d" even when they are compared to -taps filters and especially in high-definition videos. Table 3 . DPSNR of CxScale, mDDT, [11], CrossHD and mDDT' when es"ima"ing in HD posi"ions (wi"h H.264 compensa"ion).
that the performance of the DDT and the CxScale techniques improves as the frame resolution increases.
Next, we consider the report of results regarding the efficiency of the techniques interpolating half-diagonal pixels, which are more computationally demanding than the interpolation of HH/HV pixels. We program the search procedure to examine only HD candidates. Tables  and present the resulting PSNR for the techniques of Table , plus four edge-detection based techniques: CrossHD, the proposed HD generation based on DDT mDDT , its first alternative mDDT' , and the technique of [ ] using bilinear filtering at its last stage. We can mention here that, when compared to the HH/HV candidates, the HD candidates add slightly less quality to the algorithm, especially in low resolution videos e.g., as reported in the NN results . Qualitatively, we draw similar conclusions with Table 4 . Q"ali"y vs. Time when es"ima"ing in HH+HV+HD posi"ions.
Low Complexi"y In"erpola"ion Fil"ers for Mo"ion Es"ima"ion and Applica"ion "o "he H.264 Encoders h""p://dx.doi.org/10.5772/51703gradient check, which is combined with the "icubic kernel to improve the quality of CxScale. Table shows that it is the prevailing edge-detection based technique among these in the paper. In cases where the filters are using less taps, the CrossHD technique performs better than the DDT techniques.
We complete the evaluation by examining all candidates and taking into account the examination of all pixels at HH, HV, and HD positions. For each technique, Table reports the PSNR results and the time required as a complexity measure for generating × arbitrary half-pixels averaging over HH, HV, and HD positions as measured on a Core x -GPP architecture at GHz. Furthermore, we combine distinct HH/HV techniques and HD techniques by adopting the prevailing edge-detection mechanisms given in Tables , and  in  Table , Comparison of objec"ive q"ali"y for 5 dis"inc" in"erpola"ion proced"res. Objec"ive q"ali"y is shown bo"h for conven"ional H.264 and c"s"om mo"ion compensa"ed predic"ion frames.
In Fig. we show the results of the Objective quality both for conventional H. and custom motion compensated prediction frames. Custom motion compensation utilizes the interpolation filter used by the estimation procedure, whereas, conventional compensation uses the H.
-tap filter. Several videos of varying resolution were used QCIF to p . Moreover, Fig. shows how the aforementioned techniques perform with respect to the execution time. Fig. shows that best results are achieved by the DDT in computing HH and HV with CrossHD in computing HV . The fastest technique among all presented here, is the DDT with CxScale, which also results in the best PSNR when it is used with the H. standard compensation.
Figures show interpolated images of the foreman cif sequence x . We use four distinct interpolation methods at x in both directions to subjectively compare the quality of their results. In all four cases, the quarter pixels are calculated with a simple -tap bilinear averaging filter, which takes as input the two neighboring integer-or half-pixels computed in a previous iteration by one of the four methods under evaluation . Comparison of exec""ion "ime for 5 dis"inc" in"erpola"ion proced"res. C"s"om mo"ion compensa"ion ""ilizes "he in"erpola"ion fil"er "sed by "he es"ima"ion proced"re, whereas, conven"ional compensa"ion "ses "he H.264 6-"ap fil"er. Several videos of varying resol""ion were "sed (QCIF "o 1080p).
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Figure 4.-5. Comparison of "he H.264 fil"er ("p) "o "he DDT ⊕ CxScale (down) on "he foreman seq"ence. The example shows "he "wo frames a" "heir increased size (1408x1152) af"er in"erpola"ion from cif (352x288). DDT ⊕ CxScale (down) allevia"es aliasing effec"s. filter up to the combination of DDT and CxScale down . Clearly, the latter produces much better images in terms of aliasing artifacts: the marquee indents on the wall look much sharper on the image below and the helmet is less jagged. Even though DDT ⊕ CxScale uses less taps, it achieves such aliasing reduction due to the employed edge detection mechanism. However, using a small number of taps and a large area as input to the proposed low-complexity comparison-based mechanism could obscure some finer details. Overall, DDT ⊕ CxScale improves the subjective quality of the enlarged image by using less execution time compared to the examined -tap filters. . Frames are shown a" "heir increased size (1408x1152) af"er in"erpola"ion from foreman cif (352x288). DDT ⊕ CrossHD prod"ces very similar s"bjec"ive q"ali"y res"l"s "o DDT ⊕ [11] in considerably less exec""ion "ime.
. Conclusion
"iming at a significant complexity reduction under negligible video quality degradation, the paper proposed three novel interpolation techniques for use in the estimation process preceding the standard H. /"VC motion compensation module of the encoder. Moreover, we evaluated their performance and compared their efficiency to three commonly used techniques. The results showed that the techniques using -tap "icubic kernels constitute the most prominent substitute of the standard -tap filter. Further reduction of the estimation time was achieved via combinations of simple edge-detection based techniques. Future work includes parallelized implementations in VLSI/FPG" and cost-performance analysis.
