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1. Introduction
1.1. Quantum groups were independently introduced by Drinfeld and Jimbo; these are families of
Hopf algebras that are q-deformations of the universal enveloping algebra U (g) of a symmetrizable
Kac–Moody algebra g. For any generic q we denote this Hopf algebra by Uq(g); then for q = 1, Uq(g)
coincides with U (g). In Physics, q corresponds to the temperature and one expects that at “zero
temperature” Uq(g) has simple structure.
1.2. Inspired partly by work of Lusztig [13], Kashiwara [8,9] introduced the notion of a crystal basis
which is a basis “at q = 0”. He showed that crystal bases exist and are unique for any integrable Uq(g)
module. Kashiwara also proved the existence of a crystal basis for U−q (g). Abstracting the properties
of a crystal basis, Kashiwara introduced crystals, which are purely combinatorial objects and can be
viewed as colored oriented graphs.
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model, the crystal is represented as a set of piecewise linear paths in a rational vector subspace of
a Cartan subalgebra of the Kac–Moody algebra connecting the origin with an integral weight and
satisfying certain integrality conditions. One may remark that the Littelmann construction does not
require the Kac–Moody algebra to be symmetrizable.
1.4. We denote by B(∞) the crystal of U−q (g). It can be viewed as a subset of N × N × · · · . One
would like to have a description of B(∞) and in particular to know whether it is an additive sub-
semigroup of N×N× · · · . Nakashima and Zelevinsky [14] showed that it is, but they had to impose
a certain condition; although this condition holds in all known examples, it has not been proven
to hold in general. Besides, this condition implies that B(∞) is upper normal, itself a hard result.
Kashiwara deﬁned in B(∞) an involution, thus giving it an extra combinatorial structure. Its existence
is a deep and very hard result using the q → 0 limit in U−q (g) and requiring g to be symmetrizable.
Recently Joseph [3] gave a much shorter purely combinatorial proof of the existence of the Kashiwara
involution in B(∞) in the not necessarily symmetrizable Kac–Moody case. The Kashiwara involution
gives conditions under which a sequence in N × N × · · · belongs in B(∞) and it may allow one to
prove an additivity property for B(∞) as we explain in Section 4.8. This fact motivated [3]. Ultimately
one would like to describe generators and thus give a more explicit description of B(∞), which
is an important open problem, since B(∞) parametrizes the global/canonical basis. However, one
cannot hope that B(∞) is a free semigroup in general, and for the moment there is no representation
theoretic interpretation of this additive structure.
1.5. In [1,2] Borcherds introduced a new class of Lie algebras, called the Kac–Moody–Borcherds al-
gebras, in his study of the Monster algebra and Moonshine conjecture. They are very similar to the
Kac–Moody algebras and so is their representation theory. Their basic difference is that they have
imaginary simple roots. In [7] Kang constructed the q-analogue Uq(g) of the universal enveloping
algebra of a symmetrizable Kac–Moody–Borcherds algebra g. Later, in [6] the authors extended Kashi-
wara’s crystal bases theory in the case of symmetrizable Kac–Moody–Borcherds algebras, which led to
the notion of crystals [5]. In [4] we extended the Littelmann path model to the Kac–Moody–Borcherds
case. Again, our construction does not require that g is symmetrizable. In this paper we prove the
existence of the Kashiwara involution in B(∞) in the not necessarily symmetrizable Kac–Moody–
Borcherds case following [3]. As a consequence, we prove that B(∞) has a structure of an additive
semigroup in the purely imaginary case.
2. Preliminaries
Throughout this paper, we denote by N the set of natural numbers and by Z the set of integers.
We set N+ :=N \ {0}.
2.1. Let I be a countable index set. We call A = (aij)i, j∈I a Borcherds–Cartan matrix if the following are
satisﬁed:
(1) aii = 2 or aii ∈ −N for all i,
(2) aij ∈ −N, for all i = j,
(3) aij = 0 if and only if a ji = 0.
We call an index i real if aii = 2 and we denote by Ire the set of real indices. Otherwise, we call an
index i imaginary and we denote by I im = I \ Ire , the set of imaginary indices.
The matrix A is called symmetrizable if there exists a diagonal matrix S = diag{si ∈N+ | i ∈ I} such
that S A is symmetric.
2.2. Let g be the complex Kac–Moody–Borcherds algebra associated to a Borcherds–Cartan matrix A,
h a ﬁxed Cartan subalgebra of g, Π = {αi | i ∈ I} ⊂ h∗ the set of simple roots, Π∨ = {α∨i | i ∈ I} ⊂ h
102 P. Lamprou / Journal of Algebra 370 (2012) 100–112the set of simple coroots such that α∨i (α j) = aij (for more details see [1,2]). If I = Ire and is ﬁnite,
then g is a Kac–Moody algebra. We say that g is symmetrizable if the corresponding Borcherds–Cartan
matrix is symmetrizable.
2.3. Let P = {λ ∈ h∗ | α∨i (λ) ∈ Z, for all i ∈ I} be the weight lattice of g and Q =
⊕
i∈I Zαi its root
lattice. Of course Q ⊂ P . We set Q + =⊕i∈I Nαi .
2.4. Deﬁnition. A crystal B is a non-empty set endowed with the maps wt : B → P , εi,ϕi : B →
Z∪ {−∞}, ei, f i : B → B ∪ {0} satisfying the rules:
(C1) For all i ∈ I and all b ∈ B , ϕi(b) = εi(b) + α∨i (wtb).
(C2) For all i ∈ I if b, eib ∈ B , then wt(eib) =wtb + αi .
(C3) For all i ∈ I if b, eib ∈ B , then εi(eib) = εi(b) − 1 for i ∈ Ire and εi(eib) = εi(b) if i ∈ I im .
(C4) For all i ∈ I and all b,b′ ∈ B one has b′ = eib if and only if f ib′ = b.
(C5) If for b ∈ B, i ∈ I,ϕi(b) = −∞, then eib = f ib = 0.
2.5. Remarks.
1. One easily checks that ϕi(eib) = ϕi(b) + 1 if i ∈ Ire and ϕi(eib) = ϕi(b) + aii if i ∈ I im . The maps
wt, εi , ϕi for f ib are: (a) wt f ib = wtb − αi , (b) εi( f ib) = εi(b) + 1 if i ∈ Ire and εi( f ib) = εi(b) if
i ∈ I im , (c) ϕi( f ib) = ϕi(b) − 1 if i ∈ Ire and ϕi( f ib) = ϕi(b) − aii if i ∈ I im .
2. The crystal graph of a crystal B is the graph having vertices the elements of B and arrows b
i→ b′
if f ib = b′ .
3. The notion of a crystal was ﬁrst introduced in the Kac–Moody case by Kashiwara [10]. Deﬁni-
tion 2.4 is due to Jeong, Kang, Kashiwara and Shin [6,5].
2.6. Call a crystal B upper normal if εi(b) = max{n ∈N | eni b = 0} for all i ∈ Ire , lower normal if ϕi(b) =
max{n ∈N | f ni b = 0} for all i ∈ Ire and normal if it is both upper and lower normal.
Denote by F the monoid generated by the f i , i ∈ I . A crystal B is called a highest weight crystal if
there exists an element b ∈ B , such that eib = 0 for all i ∈ I and B =Fb. In an arbitrary crystal, such
an element, if it exists, is unique.
2.7. Deﬁnition. A morphism ψ of crystals B1, B2 is a map
ψ : B1 → B2 ∪ {0}
such that:
(1) wtψ(b) =wtb, εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b) for all i ∈ I .
(2) ψ(eib) = eiψ(b), if eib = 0.
(3) ψ( f ib) = f iψ(b), if f ib = 0.
One says that B1 is a subcrystal of B2 if ψ is an embedding. An embedding is said to be strict, if ei
and f i commute with ψ for all i ∈ I . If ψ is a strict embedding, then B1 is said to be a strict subcrystal
of B2. The crystal graph of a subcrystal B1 of B2 is obtained by removing the arrows between vertices
of B1 and vertices of B2 \ B1 in the crystal graph of B2. The graph of a strict subcrystal B1 of B2 is a
connected component of the crystal graph of B2.
2.8. Tensor product of crystals. Let B1, B2 be two crystals. Their tensor product B1 ⊗ B2 is B1 × B2 as
a set, with crystal operations deﬁned as follows. Set b = b1 ⊗ b2 with b1 ∈ B1, b2 ∈ B2. Then:
(1) wtb = wtb1 +wtb2.
(2) εi(b) = max{εi(b1), εi(b2) − α∨i (wtb1)}.
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(4) For all i ∈ I ,
f ib =
{
f ib1 ⊗ b2, if ϕi(b1) > εi(b2),
b1 ⊗ f ib2, if ϕi(b1) εi(b2).
(5) For all i ∈ Ire ,
eib =
{
eib1 ⊗ b2, if ϕi(b1) εi(b2),
b1 ⊗ eib2, if ϕi(b1) < εi(b2),
and for all i ∈ I im we set
eib =
⎧⎨
⎩
eib1 ⊗ b2, if ϕi(b1) > εi(b2) − aii,
0, if εi(b2) < ϕi(b1) εi(b2) − aii,
b1 ⊗ eib2, if ϕi(b1) εi(b2).
It is straightforward to verify that B1 ⊗ B2 endowed with the above operations is indeed a crystal
[5, Lemma 2.10]. Moreover, as in the Kac–Moody case, the tensor product of two normal crystals is a
normal crystal.
3. The crystal B(∞)
3.1. For any index i ∈ I we deﬁne the elementary crystal Bi [5, Example 2.14] to be the set Bi =
{bi(−n) | n ∈N} with crystal operations:
wtbi(−n) = −nαi,
eibi(−n) = bi(−n + 1), f ibi(−n) = bi(−n − 1),
e jbi(−n) = f jbi(−n) = 0, if i = j,
εi
(
bi(−n)
)= n, ϕi(bi(−n))= −n, if i ∈ Ire,
εi
(
bi(−n)
)= 0, ϕi(bi(−n))= −naii, if i ∈ I im,
ε j
(
bi(−n)
)= ϕ j(bi(−n))= −∞, if i = j,
where we have set bi(−n) = 0 for all n < 0.
3.2. Let J = {i1, i2, . . .} where i j ∈ I be a countable sequence with the property that for all i ∈ I and
all j ∈N+ , there exists k > j such that ik = i. It is convenient to assume that i j = i j+1 for all j ∈N+ .
Set B(k) = Bik ⊗· · ·⊗ Bi1 and for k l, let ψk,l : B(k) → B(l) be the map b → bik (0)⊗· · ·⊗bil+1(0)⊗b.
Let B J be the inductive limit of the family {B(k)}k1. Then B J is the crystal in which an element b
takes the form
b = · · · ⊗ bi2(−m2) ⊗ bi1(−m1),
with mk ∈N and mk = 0 for k >> 0. We describe its crystal structure below.
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wtb =
∑
j1
wtbi j (−mj) = −
∑
j1
mjαi j ,
noting that this sum is ﬁnite since mj = 0 for j  0. Deﬁne the Kashiwara functions on B J through
rki (b) = εi
(
bik (−mk)
)−∑
j>k
α∨i
(
wtbi j (−mj)
)= εi(bik (−mk))+∑
j>k
m jai,i j .
Observe that rki (b) ∈ {0,−∞} for k >> 0. Set εi(b) = maxk{rki (b)}. From the deﬁnition of J it follows
that εi(b)  0 for all i ∈ I and all b ∈ B J , and εi(b) = 0 for all i ∈ I im and all b ∈ B J . Note that if
εi(b) = rk0i (b) for some k0, then ik0 = i.
Deﬁne ϕi(b) through (C1). Observe that for i ∈ I im ϕi(b) = α∨i (wtb) 0, for all b ∈ B J .
We deﬁne ei , f i , i ∈ I on B J . Let i(b) (resp. si(b)) be the largest (resp. smallest) value of k such
that rki (b) = εi(b). Then:
(1) For all i ∈ I , f ib = · · · ⊗ bis (−ms − 1) ⊗ · · ·bi1 (−m1), where s = si(b).
(2) For all i ∈ Ire , eib = · · · ⊗ bi (−m + 1) ⊗ · · ·bi1 (−m1) where  = i(b).
(3) For all i ∈ I im , eib = · · · ⊗ bis (−ms + 1) ⊗ · · ·bi1 (−m1) where s = si(b), if
∑s
j=k+1 α∨i (αi j )mj < aii ,
for all k such that 1 k s and ik = i. Otherwise, we set eib = 0.
We say that ei , i ∈ Ire (resp. ei , i ∈ I im and f i , i ∈ I) enters the i(b)th (resp. si(b)th) factor.
Remark. It can happen that i(b) = ∞ for i ∈ Ire , but then simply eib = 0. In this case we say that ei
enters at an inﬁnite place.
3.4. Let b ∈ B J and i, j ∈ I distinct. Then:
rti ( f jb) =
{
rti (b), t  s j(b),
rti (b) + α∨i (α j), t < s j(b).
(Notice that r
s j(b)
i ( f jb) = −∞.) An immediate consequence of the above is the following lemma.
Lemma. Let i, j ∈ I such that aij = 0. Then fi , f j commute on B J .
3.5. The following lemma was proven in [4, Lemma 9.3.3].
Lemma. Let b,b′ ∈ B J be such that fib = f jb′ for i, j ∈ I im and i = j. Then fi , f j commute on B J .
3.6. A more general result than Lemma 3.5 is the lemma below. We will use it in Section 5.7.
Lemma. Let b,b′ ∈ B J be such that fib = f j1 f j2 · · · f jk f ib′ , with i, j1, j2, . . . , jk ∈ I im and i /∈ { j1, j2,
. . . , jk}. Then fi , f jt commute on B J for all t, with 1 t  k.
Proof. We will show that if f i commutes with all f j1 , . . . , f jt−1 , for t  k then it commutes with f jt .
Then, since by Lemma 3.5 f i , f j1 commute, the assertion will follow.
Set j := jt and write f j1 f j2 · · · f jk f ib′ = f j1 · · · f jt−1 f jb′′ , where we have set b′′ = f jt+1 · · · f jk f ib′ .
If j ∈ { j1, j2, . . . , jt−1}, then by our hypothesis f j commutes with f i . Suppose then that j /∈
{ j1, j2, . . . , jt−1}.
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th place and f j enters b′′ at the ′th place. Since i = j we have that  = ′ . Assume that  < ′ . Note
that f ib = f j1 · · · f jt−1 f jb′′ and i, j /∈ { j1, . . . , jt−1} forces m′ =m + 1> 0 and m′ =m′′ + 1.
We have ri (b) = εi(bi (−m)) +
∑
s>msα
∨
i (αis ) = εi(b) = 0. Since i = i one has that
εi(bi (−m)) = 0. On the other hand ms  0 and α∨i (αis )  0 for all s, since i ∈ I im , forcing
msα∨i (αis ) = 0 for all s > . In particular, since i′ = j, ′ > , m′ > 0 we obtain that α∨i (α j) = 0,
that is aij = 0 and so by Lemma 3.4 f i , f j commute on B J .
The other case, namely ′ < , is similar, starting from r′j (b
′′) = ε j(b′′) = 0. 
3.7. Theorem. There exists a unique (up to isomorphism) crystal, denoted by B(∞), with the properties:
(1) There exists an element b0 ∈ B(∞) of weight zero.
(2) The set of weights of B(∞) lies in −Q + .
(3) For any element b ∈ B(∞) with b = b0 , there exists some i ∈ I such that eib = 0.
(4) For all i ∈ I there exists a unique strict embedding ψi : B(∞) → B(∞) ⊗ Bi , sending b0 to b0 ⊗ bi(0).
For A symmetrizable and aii ∈ −2N+ if i ∈ I im , the theorem above is due to Jeong, Kang and
Kashiwara [5, Theorem 4.1], its proof using the q → 0 limit in U−q (g). In [4, Corollary 8.2.2] we proved
it in general by constructing a path model. We recovered the crystal B(∞) as the limit of a family
of highest weight normal crystals, proving that it is highest weight and upper normal; note that the
latter is not immediate from the theorem above.
3.8. Iterating (4) of Theorem 3.7 we have a strict embedding:
B(∞) ↪→ B(∞) ⊗ Bi1 ↪→ B(∞) ⊗ Bi2 ⊗ Bi1 ↪→ ·· · ↪→ B(∞) ⊗ Bir ⊗ · · · ⊗ Bi2 ⊗ Bi1 ,
for all r > 0. There exists N > 0 such that any element b ∈ B(∞) takes the form
b0 ⊗ biN (−mN ) ⊗ · · · ⊗ bi1(−m1).
Associating · · ·⊗biN+1 (0)⊗biN (−mN )⊗· · ·⊗bi1 (−m1) to b we obtain a strict embedding B(∞) ↪→ B J .
Now B J admits a unique element b∞ of weight zero given by taking all the mk = 0 for all k ∈ N+ .
Then B(∞) is the strict subcrystal of B J generated by b∞ . Then the following is straightforward.
Lemma. Let i ∈ I im. Then for all b ∈ B(∞), one has that εi(b) = 0 and so ϕi(b) = α∨i (wtb) 0.
3.9. For any monomial f ∈ F with f = f i1 f i2 · · · f ik we set Supp f := {αi j | 1 j  k}. It is indepen-
dent of the presentation of f . Call f ′ a submonomial of f , if f ′ is obtained from f by erasing some
of its factors. We say f ′ is an i-submonomial of f if it is obtained by erasing some of the factors f i
in f .
Lemma. Let i ∈ I im and f (b∞ ⊗ bi(0)) = f ′b∞ ⊗ bi(−n), where f , f ′ ∈ F , n ∈ N. If ϕi( f ′b∞) = 0, then
α∨i (α j) = 0 for all α j ∈ Supp f ′ . Moreover, ei( f ′b∞) = 0.
Proof. Assume ﬁrst that n > 0, so then f ′ is an i-submonomial of f , and Supp f = Supp f ′ ∪ {αi}. Let
f ′ = f i1 · · · f ik ; then wt f ′b∞ = −
∑k
j=1 αi j . Since i ∈ I im , ϕi( f ′b∞) = α∨i (wt f ′b∞). By the hypothesis
of the lemma, ϕi( f ′b∞) = 0, hence −∑kj=1 α∨i (αi j ) = 0, and since α∨i (αi j ) 0 for all j, with 1 j 
k we conclude that α∨i (αi j ) = 0 for all j, with 1 j  k.
Now by Lemma 3.4, this means that f i commutes with all f i j , hence we can write f in the form
f = f ′′ f mi , with αi /∈ Supp f ′′ . But then
f ′b∞ ⊗ bi(−n) = f
(
b∞ ⊗ bi(0)
)= f ′′ f mi (b∞ ⊗ bi(0))= f ′′b∞ ⊗ bi(−m),
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otherwise wt ei( f ′b∞) /∈ −Q + .
If n = 0, the proof is as above with f = f ′ . 
Remark. The above lemma is often used in the following form: if b ⊗ bi(−n) ∈ B(∞) with ϕi(b) = 0
and i ∈ I im , then eib = 0.
3.10. Let E (resp., Ere , E im) denote the monoid generated by the ei , i ∈ I (resp., ei , i ∈ Ire , ei , i ∈ I im).
Let E i (resp. F i) denote the monoid generated by the e j (resp. f j), j ∈ I \ {i}. Let ψi be the strict
embedding of Theorem 3.7. For each i ∈ I , deﬁne a subset Bi of B(∞) by
Bi = {b ∈ B(∞) ∣∣ b ⊗ bi(−n) ∈ Imψi, for some n ∈N}.
Remark. It is proven in [3, Theorem 2.5.7(ii)] that when I = Ire , ϕi(b) 0 for all b ∈ Bi . One proves
in exactly the same way that ϕi(b) 0 for all b ∈ Bi and all i ∈ Ire . Yet ϕi(b) 0 for i ∈ I im , since this
is true in B(∞). Hence ϕi(b) 0 for all b ∈ Bi and all i ∈ I .
Deﬁne B ′ := Bi × Bi viewed as a subset of B(∞) ⊗ Bi . Clearly Imψi ⊂ B ′ . If a subset of a crystal is
Ere stable, then it makes sense to ask if it is upper normal.
3.11. Lemma. Fix i ∈ I .
(i) Bi is E stable and upper normal,
(ii) Bi is F i stable,
(iii) B(∞) = Bi × Bi as a set.
Proof. Obviously f j Bi ⊂ Bi and f j B ′ ⊂ B ′ , for all j ∈ I \ {i}. Hence (ii).
It is proven in [3, 2.5.11] that when I = Ire , the set Bi is Ere stable and upper normal; the proof is
still valid in our more general case. We will show that it is also E im stable. Obviously e j Bi ⊂ Bi ∪ {0}
and e j B ′ ⊂ B ′ ∪ {0}, for all j ∈ I im , i = j. We will show that this also holds for j = i. Let b ∈ Bi ;
there exists n ∈ N such that b ⊗ bi(−n) ∈ Imψi . Assume that eib = 0. By Lemma 3.9 one has that
ϕi(b) > 0, and so, by the tensor product rules, eib ⊗ bi(−n) = ei(b ⊗ bi(−n)) ∈ Imψi . Hence eib ∈ Bi .
This proves (i).
For (iii), we ﬁrst show that the only element in B ′ killed by all the e j , j ∈ I is b∞ ⊗ bi(0). Indeed,
let b ⊗ bi(−n) ∈ B ′ be such that e j(b ⊗ bi(−n)) = 0 for all j ∈ I . Note that for all j ∈ I with j = i,
e j(b ⊗ bi(−n)) = e jb ⊗ bi(−n), which implies that
e jb = 0, for all j = i. (∗)
Suppose that i ∈ Ire . One has that ϕi(b) 0 by Remark 3.10 and εi(bi(−n)) = n. If 0 ϕi(b) < n, then
ei(b⊗bi(−n)) = b⊗bi(−n+1) = 0, so ϕi(b) n and ei(b⊗bi(−n)) = eib⊗bi(−n). Hence eib = 0 and
by (∗) we conclude that e jb = 0 for all j ∈ I which implies that b = b∞ . But then ϕi(b∞) = 0 and so
ei(b∞ ⊗ bi(−n)) = 0 if and only if n = 0. This means that b ⊗ bi(−n) = b∞ ⊗ bi(0) as required.
Suppose now that i ∈ I im . If ϕi(b) > 0, then ei(b ⊗ bi(−n)) = 0, implies that eib = 0, and by (∗)
we have that e jb = 0 for all j ∈ I , so b = b∞ , which contradicts our hypothesis that ϕi(b) > 0. So
ϕi(b) = 0 which on one hand means that eib = 0 by Lemma 3.9 and so with the same reasoning
as above b = b∞ and on the other hand ei(b ⊗ bi(−n)) = b ⊗ bi(−n + 1) = 0 forces n = 0. Hence
b ⊗ bi(−n) = b∞ ⊗ bi(0) as required.
We have shown that B ′ is E stable and B ′E := {b ∈ B ′ | eb = 0, for all e ∈ E} = {b∞}. Now the
set of weights of B ′ lies in −NΠ , hence it is upper bounded by 0 = wtb∞ . Since for all b ∈ B ′ if
eib = 0, wt(eib) = wtb+αi , one has that for all b ∈ B ′ , b∞ ∈ Eb. This implies that B ′ =Fb∞ = B(∞).
Hence (iii). 
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Bi is E and F i stable; in order to give it a crystal structure it remains to deﬁne f i on Bi . Let b ∈ Bi ,
then b ⊗ bi(0) ∈ B(∞). If ϕi(b) > 0, then f i(b ⊗ bi(0)) = f ib ⊗ bi(0) and so f ib ∈ Bi . If ϕi(b) = 0 we
set f ib = 0.
Lemma. Fix i ∈ I .
(i) Bi is f i stable and if i ∈ Ire , then Bi is i-lower normal,
(ii) Bi is a subcrystal of B(∞),
(iii) B(∞) = Bi ⊗ Bi as a crystal.
Proof. The ﬁrst part of (i) follows by deﬁnition of f i on Bi ; one proves the second part of (i) exactly
as in [3, 2.5.12].
(ii) follows from (i) and Lemma 3.11. Moreover this also shows that B(∞) = Bi⊗Bi as a crystal. 
4. The  crystal structure of B(∞)
4.1. We have shown in Lemma 3.12 that B(∞) = Bi⊗Bi as a crystal. We deﬁne a new pair of operators
e
i , f


i on B(∞) as just ei, f i acting on the right hand factor. Then
B(∞)e
i = Bi = {b ⊗ bi(0) ∈ Imψi}.
We further set wt
 = wt and ε
j (b) = max{m ∈ N | e
mj b = 0} if j ∈ Ire and ε
j (b) = 0 = ε j(b)
if j ∈ I im . Finally, we deﬁne ϕ
i (b) through (C1). Notice that since for i ∈ I im , ε
i = εi , then also
ϕ
i = ϕi .
By construction B(∞) with the maps e
i , f 
i , ε
i , ϕ
i , wt
 is an upper normal crystal. We denote by
B(∞)
 the set B(∞) with the above 
 crystal structure.
Remark. Observe that for b = b′ ⊗bi(−n) ∈ Bi ⊗ Bi one has e
i b = b′ ⊗bi(−n+1). However we do not
know how to calculate e
j for j = i in this presentation of B(∞). Similarly, if i ∈ Ire , then ε
i (b) = n,
but so far we have no formula for ε
j (b), j ∈ Ire \ {i}. A reason for which one would like to calculate
e
j and ε


j on B
i ⊗ Bi is discussed in Section 4.8.
4.2. The above crystal structures are almost independent. This is a result of Kashiwara [10] in the
symmetrizable Kac–Moody case and of Joseph [3] in the non-symmetrizable Kac–Moody case. Below
we consider the non-symmetrizable Kac–Moody–Borcherds case.
Lemma.
(i) Take i, j ∈ I distinct. Then the pairs ei, f 
j ; f i, f 
j ; e
i , f j ; e
i , e j commute.
(ii) Take i ∈ I im. Then the pairs e
i , ei ; f 
i , f i commute.
Proof. (i) Consider ei, f 
j . Identify b ∈ B(∞) with its image b′ ⊗ b j(−m) ∈ B j ⊗ B j under the embed-
ding ψ j . Then ei f 
j b = ei f 
j (b′ ⊗ b j(−m)) = ei(b′ ⊗ b j(−m − 1)) = eib′ ⊗ b j(−m) (= 0 if and only if
eib′ = 0).
On the other hand, f 
j eib = f 
j ei(b′ ⊗b j(−m)) = f 
j (eib′ ⊗b j(−m)) = eib′ ⊗b j(−m−1) (= 0 if and
only if eib′ = 0). Hence ei, f 
j commute. The remaining cases are similar.
(ii) Let i ∈ I im and identify b ∈ B(∞) with its image b′ ⊗ bi(−n) ∈ Bi ⊗ Bi . We will check the
commutativity of e
i , ei ,
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i b = eie
i
(
b′ ⊗ bi(−n)
)= ei(b′ ⊗ bi(−n + 1))
=
{
eib′ ⊗ bi(−n + 1), ϕi(b′) > 0,
b′ ⊗ bi(−n + 2), ϕi(b′) = 0.
On the other hand,
e
i eib = e
i ei
(
b′ ⊗ bi(−n)
)= { e
i (eib′ ⊗ bi(−n)), ϕi(b′) > 0,
e
i (b
′ ⊗ bi(−n + 1)), ϕi(b′) = 0
=
{
eib′ ⊗ bi(−n + 1), ϕi(b′) > 0,
b′ ⊗ bi(−n + 2), ϕi(b′) = 0.
(Recall that we have set bi(−k) = 0 for k < 0.)
We conclude that ei, e
i commute. The other case is similar. 
4.3. Let E
 (resp. F
) denote the monoid generated by the e
j (resp. f 
j ), j ∈ I . The following lemma
is proven in [3, Lemma 2.5.16] in the not necessarily symmetrizable Kac–Moody case. The proof in
the Kac–Moody–Borcherds case is identical.
Lemma. B(∞)E
 := {b ∈ B(∞) | e
b = 0, for all e
 ∈ E
} = {b∞}, B(∞)
 =F
b∞ . Hence B(∞)
 is a high-
est weight crystal of highest weight zero.
4.4. Let E
i (resp. F
i) denote the monoid generated by the e
j (resp. f 
j ), j ∈ I \ {i}. Then for i ∈ Ire ,
B(∞)ei is E
i and F
i stable and for i ∈ I im , B(∞)ei is E
 and F
i stable by 4.2. It remains to consider
the action of f 
i , i ∈ I and e
i , i ∈ Ire .
Lemma. Take b ∈ B(∞)ei := {b ∈ B(∞) | eib = 0}. Then
(i) e
i b ∈ B(∞)ei ,
(ii) ϕ
i (b) 0,
(iii) f 
i b ∈ B(∞)ei ⇔ ϕ
i (b) > 0.
Proof. For i ∈ Ire the proof of the lemma is exactly as in [3, Lemma 2.5.17]. We will prove it for
i ∈ I im . Fix i ∈ I im .
Let b ∈ B(∞)ei and write it as b = b′ ⊗ bi(−n) ∈ Bi ⊗ Bi . Note that by the tensor product rules
eib = 0 means that either eib′ = 0 and ϕi(b′) > 0, or ϕi(b′) = 0 and n = 0. But by Lemma 3.9 we have
that ϕi(b′) = 0 implies that eib′ = 0, hence in both cases eib′ = 0.
Now, as we said above, (i) follows by Lemma 4.2. For (ii) recall that ϕ
i (b) = ϕi(b)  0 since the
latter is true for all b ∈ B(∞).
For (iii), suppose f 
i b /∈ B(∞)ei . By deﬁnition f 
i b = b′ ⊗ bi(−n − 1) and so ei f 
i b = 0, implies that
ei( f 
i b) = b′ ⊗ eibi(−n − 1) = b′ ⊗ bi(−n). This means that ϕi(b′) = ϕ
i (b′) = 0.
Conversely, if f 
i b ∈ B(∞)ei then 0 = ei f 
i b = eib′ ⊗ bi(−n − 1), and so ϕi(b′) = ϕ
i (b′) > 0. This
gives (iii). 
4.5. By 4.4, in order to give B(∞)ei a 
 crystal structure we need to deﬁne f 
i b when ϕ
i (b) = 0; we
set f 
i b = 0 if ϕ
i (b) = 0. We denote this crystal by Bi
 . Then Bi
 is a subcrystal of B(∞)
 and the
embedding Bi
 ↪→ B(∞)
 commutes with E
 and F
i .
Recall that B(∞)
 =F
b∞ by Lemma 4.3. We may deﬁne a map of B(∞)
 ↪→ Bi
 ⊗ Bi by f 
b∞ →
f 
(b∞ ⊗ bi(0)).
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b∞ = f ′
b∞ ⊗ bi(−n) is such that
ϕ
i ( f
′
b∞)(= ϕi( f ′
b∞)) = 0, then α∨i (α j) = 0 for all α j ∈ Supp f ′
 and e
i ( f ′
b∞) = 0. As before we
use the above fact in the following form: if b ⊗ bi(−n) ∈ B(∞)
 is such that ϕ
i (b) = 0, then e
i b = 0.
4.6. Lemma. B(∞)
 ∼−→ Bi
 ⊗ Bi .
Proof. If i ∈ Ire the proof of the lemma is exactly as in [3, Lemma 2.5.18].
Let i ∈ I im . We will show that the only element in Bi
 ⊗ Bi which is killed by all e
j , j ∈ I is
b∞ ⊗ bi(0). Then surjectivity will follow exactly as in Lemma 3.11(iii).
Let b′ ⊗bi(−n) ∈ Bi
 ⊗ Bi be such that e
j(b′ ⊗bi(−n)) = 0. It is obvious that if j = i, then e
j enters
the left hand factor, hence e
jb
′ = 0 for all j ∈ I \ {i}.
Now for j = i, if e
i enters the left hand factor we have that ϕi(b′) > 0 and e
i b′ = 0. The latter
implies that e
i b
′ = 0 and so e
jb′ = 0 for all j ∈ I , which forces b′ = b∞-a contradiction since we have
assumed that ϕi(b′) > 0. Hence ϕi(b′) = 0 which by Remark 4.5 implies that e
i b′ = 0 and e
i enters
the right hand factor. Consequently, e
jb
′ = 0 for all j ∈ I and so b = b∞ and n = 0 as required. 
4.7. By Lemma 4.3, B(∞)
 satisﬁes (1)–(3) of Theorem 3.7. By the above, we have a crystal embedding
B(∞)
 ∼−→ Bi
 ⊗ Bi ↪→ B(∞)
 ⊗ Bi . Since this holds for all i ∈ I , we conclude that B(∞)
 also satisﬁes
(4) of Theorem 3.7. This implies the theorem below.
Theorem. B(∞)
 is isomorphic to B(∞).
4.8. Recall the crystal B J of Section 3.2; it is an additive semigroup with respect to component-wise
addition. An intriguing question to ask is whether B(∞), which is a strict subcrystal of B J , is an
additive sub-semigroup of B J . This question has been given a positive answer in the Kac–Moody
case by Nakashima and Zelevinsky [14] but only under a positivity hypothesis which depends on the
sequence J and has been proven to hold in the rank two case (this was also considered earlier by
Kashiwara [10]) and in types An, A
(1)
n for a special choice of J . In [15] Shin has proven that B(∞)
is an additive sub-semigroup of B J in the Kac–Moody–Borcherds case again under certain positivity
hypothesis, which he proves to hold for special choice of J in certain algebras of rank 3 as well as in
the case of the Monster Lie algebra.
Given b ∈ B(∞) = B(∞)
 and with respect to a ﬁxed indexing J = {i1, i2, . . . , in, . . .}, one can write
in a unique way
b = f 
m1i1 f

m2
i2
· · · f 
mnin b∞,
with e
i j ( f

mj+1
i j+1 · · · f

mn
in
b∞) = 0 for all j, with 1 j  n. Then
b = b∞ ⊗ bin(−mn) ⊗ · · · ⊗ bi2(−m2) ⊗ bi1(−m1). (1)
Let b′ = b∞ ⊗ bin (−kn) ⊗ · · · ⊗ bi2 (−k2) ⊗ bi1 (−k1) ∈ B(∞). Then
b + b′ = b∞ ⊗ bin(−mn − kn) ⊗ · · · ⊗ bi2(−m2 − k2) ⊗ bi1(−m1 − k1),
which is an element of B J . One has that b + b′ ∈ B(∞) if and only if
e
i j
(
f

(mj+1+k j+1)
i j+1 · · · f

(mn+kn)
in
b∞
)= 0
for all j, with 1 j  n.
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i b = e
i b′ = 0 for some i ∈ I ,
then also e
i ( f

(m1+k1)
i1
· · · f 
(mn+kn)in b∞) = 0. For i ∈ Ire this is equivalent to proving that if ε
i (b) =
ε
i (b
′) = 0, then also ε
i ( f 
(m1+k1)i1 · · · f

(mn+kn)
in
b∞) = 0. One may note that if we have an additive for-
mula for ε
i , with respect to the presentation of b given in (1) (as we do for εi , by Section 3.3) this
obtains automatically. However, as we noted in Section 4.1, we do not know how to compute the ε
i
on b in the presentation given in (1).
5. The Kashiwara involution
5.1. We deﬁne a map from B(∞) into B(∞)
 as follows. Let b ∈ B(∞), then we can write b =
f m1i1 f
m2
i2
· · · f mkik b∞ . We deﬁne b
 := f

m1
i1
f 
m2i2 · · · f

mk
ik
b∞ . Since the f 
i , i ∈ I act injectively b
 = 0.
By 4.7, the result is independent of choice of representatives. Notice that we have ( f b)
 = f 
b
 , for
all f ∈ F , b ∈ B(∞). A map inverse to 
 may be similarly deﬁned by expressing b as an element of
F
b∞ and then replacing f 
i by f i . Hence 
 is bijective and intertwines the two crystal structures
on B(∞).
5.2. We will show that the map 
 deﬁned above is an involution. This was done in [10] by Kashiwara
in the symmetrizable Kac–Moody case. Recently Joseph [3] gave a purely combinatorial (and shorter)
proof in the not necessarily symmetrizable Kac–Moody case.
Recall the decomposition of B(∞)
 given in Lemma 4.6 B(∞)
 ∼−→ Bi
 ⊗ Bi . Let b ∈ B(∞)
 and
write it as b = b′ ⊗ bi(−m) ∈ Bi
 ⊗ Bi .
Let i ∈ I im , then
ϕ
i
(
b′
)(= ϕi(b′))= 0 ⇔ f 
i b = f 

i b. (∗)
Indeed, f 

i enters the right hand factor by deﬁnition, whereas f


i enters the right hand factor if and
only if ϕ
i (b
′) = 0. Hence (∗).
We may identify B(∞)
 with B(∞) as sets. Recall the decomposition given in Lemma 3.12
B(∞) ∼−→ Bi ⊗ Bi . Then we can write b = b′′ ⊗ bi(−n) ∈ Bi ⊗ Bi . As above, we obtain
ϕi
(
b′′
)= 0 ⇔ f ib = f 
i b. (∗∗)
By deﬁnition of the 
 crystal structure ε
i (b) = n, if i ∈ Ire and ε
i (b)(= εi(b)) = 0, if i ∈ I im . It is
proven in [3, Lemma 2.5.21], that in the presentation b = b′ ⊗ bi(−m) ∈ Bi
 ⊗ Bi , for i ∈ Ire , one has
εi(b) =m.
5.3. Remark. By Lemma 3.4 we have that if aij = 0 for i, j ∈ I , then f i , f j commute on B J and in
particular on B(∞). Since the map 
 is bijective, one has that f 
i , f 
j also commute on B(∞)
 .
5.4. Lemma. Let b ∈ B(∞) and identify B(∞) with B(∞)
 as sets. Let i ∈ I im, and write b = b′ ⊗ bi(−m) ∈
Bi
 ⊗ Bi and b = b′′ ⊗ bi(−n) ∈ Bi ⊗ Bi . The following are equivalent:
(i) f ib = f 
i b,
(ii) f 
i b = f 

i b,
(iii) ϕi(b′) = 0,
(iv) ϕi(b′′) = 0.
Proof. By Eqs. (∗) and (∗∗) we immediately obtain (i) ⇔ (iii) and (ii) ⇔ (iv). Let us show that
(iv) ⇒ (iii). Let b = f b∞ = b′′ ⊗ bi(−n) ∈ Bi ⊗ Bi with ϕi(b′′) = 0. One has that b′′ = f ′′b∞ for an
i-submonomial f ′′ of f . By Lemma 3.9, α∨i (α j) = 0 for all α j ∈ Supp f ′′ , which by Lemma 3.4 implies
that f i commutes with all f j , with α j ∈ Supp f ′′ , hence f i commutes with all f j , with α j ∈ Supp f .
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 and we can write b = f˜ 
b∞ for some f˜ 
 ∈ F
 . Then Supp f = Supp f˜ 

and by Remark 5.3, f 
i commutes with all f


j , with α j ∈ Supp f˜ 
 . Then we may write f˜ 
 = f˜ ′
 f 
ki
with αi /∈ Supp f˜ ′
 and so
b′ ⊗ bi(−m) = f˜ 

(
b∞ ⊗ bi(0)
)= f˜ ′
 f 
ki = f˜ ′
b∞ ⊗ bi(−k),
which means that k =m and f˜ ′
b∞ = b′ . Since α∨i (α j) = 0 for all α j ∈ Supp f˜ ′
 and wtb∞ = 0, we
obtain ϕi(b′) = ϕi( f ′
b∞) = α∨i (wt f ′
b∞) = 0 as required. Similarly, (iii) ⇒ (iv). 
5.5. Proposition. If b ∈ B(∞) such that fib = f 
i b (or equivalently f 
i b = f 

i b), then we have
(i) e
i f ib = f ie
i b,
(ii) f 
i eib = ei f 
i b,
(iii) e

i f


i b = f 
i e

i b,
(iv) f 

i e


i b = e
i f 

i b.
Proof. For i ∈ Ire the proof of the proposition is exactly as in [3, Corollary 2.5.24]. We consider the
case i ∈ I im .
Recall the decomposition b = b′′ ⊗ bi(−n) ∈ Bi ⊗ Bi of Lemma 3.12. By the previous lemma we
have that ϕi(b′′) > 0.
Let us compute e
i f i on b:
e
i f ib = e
i f i
(
b′′ ⊗ bi(−n)
)= e
i ( f ib′′ ⊗ bi(−n))= f ib′′ ⊗ bi(−n + 1),
which is zero if n = 0. We now compute f ie
i on b:
f ie


i b = f ie
i
(
b′′ ⊗ bi(−n)
)= f i(b′′ ⊗ bi(−n + 1))= f ib′′ ⊗ bi(−n + 1),
again equal to zero if n = 0. Hence e
i , f i commute. The proof of (ii) is similar.
Recall the decomposition b = b′ ⊗ bi(−m) ∈ Bi
 ⊗ Bi of Lemma 4.6. By Lemma 5.4 ϕi(b′) > 0. Then
(iii) and (iv) obtain from (i) and (ii) respectively by translating all arguments by 
. 
5.6. We may now obtain the main result exactly as in [3, Theorem 2.5.25].
Theorem. The map 
 is an involution. In particular, f ib = f 

i b for all b ∈ B(∞).
5.7. Additive structure of B(∞). Let I = I im; we show that the crystal B(∞) has a structure of an
additive semigroup.
Theorem. The crystal B(∞) is an additive sub-semigroup of B J in the purely imaginary case.
Proof. Let
b = f 
m1i1 f

m2
i2
· · · f 
mnin b∞,
with e
i j ( f

mj+1
i j+1 · · · f

mn
in
b∞) = 0 for all j, with 1 j  n and
b′ = f 
k1i1 f

k2
i2
· · · f 
knin b∞,
with e
i ( f

k j+1
i · · · f 
kni b∞) = 0 for all j, with 1 j  n.j j+1 n
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i b = e
i b′ = 0 then also
e
i
(
f 
(m1+k1)i1 · · · f

(mn+kn)
in
b∞
)= 0.
This is equivalent to proving that if eib
 = eib′
 = 0 then also
ei
(
f m1+k1i1 · · · f
mn+kn
in
b∞
)= 0. (2)
Now
b
 = f m1i1 f
m2
i2
· · · f mnin b∞,
and
b′
 = f k1i1 f
k2
i2
· · · f knin b∞.
Suppose that ei( f
m1+k1
i1
· · · f mn+knin b∞) = 0. This means that f
m1+k1
i1
· · · f mn+knin b∞ = f i( f j1 f j1 · · ·
f js b∞), for some j1, j2, . . . , js ∈ I im = I . In particular, αi ∈ Supp f m1+k1i1 · · · f
mn+kn
in
.
Let  be minimal such that i = i and m +k > 0. Notice that ms +ks = 0 implies that ms = ks = 0,
hence we can rewrite the monomials f m1i1 f
m2
i2
· · · f mnin , f
k1
i1
f k2i2 · · · f
kn
in
and f m1+k1i1 · · · f
mn+kn
in
by just
omitting f is . Thus we may assume that i /∈ {i1, i2, . . . , i−1}. Then, by Lemma 3.6 one has that f i
commutes with all f it , for all t < . Since m + k > 0, one has m > 0 or k > 0. If the former
holds, then b
 = f m1i1 f
m2
i2
· · · f mnin b∞ = f
m
i
f m1i1 · · · f
m−1
i−1 f
m+1
i+1 · · · f
mn
in
b∞ and so eib
 = 0, which is a
contradiction. Similarly, if k > 0 we obtain eib′
 = 0, again a contradiction.
We conclude that (2) holds and B(∞) is additive. 
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