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Resumen 
Los modelos de Juegos de Stackelberg engloban una importante familia de problemas 
de la Teoría de Juegos, que encuentra aplicaciones directas en economía. El principal 
objetivo es encontrar un equilibrio óptimo entre las decisiones que pueden tomar dos 
actores que se relacionan jerárquicamente. En general estos modelos son complejos de 
resolver dada su estructura jerárquica, y la frecuente aparición en estos de funciones 
objetivos o restricciones intratables analíticamente. Otra causa de dicha complejidad es 
la existencia de incertidumbre, particularmente debido a la variabilidad en el tiempo de 
las condiciones del mercado, estrategias de los competidores, entre otras. Un análisis de 
la literatura relacionada muestra muy pocos trabajos abordando estos problemas de 
optimización no estacionarios. En este sentido, la presente investigación propone una 
técnica meta-heurística auto-adaptativa para resolver modelos de Juegos de Stackelberg 
no estacionarios. Los resultados experimentales obtenidos muestran una mejoría 
significativa sobre un método existente. 
 
Palabras clave 
Juegos de Stackelberg, optimización evolutiva de dos niveles no estacionaria, 
evolución diferencial, auto-adaptación, pruebas no paramétricas. 
 
 
Abstract 
Stackelberg’s game models involve an important family of Game Theory problems 
with direct application on economics scenarios. Their main goal is to find an optimal 
equilibrium between the decisions from two actors that are related one to each other 
hierarchically. In general, these models are complex to solve due to their hierarchical 
structure and intractability from an analytical viewpoint. Another reason for such a 
complexity comes from the presence of uncertainty, which often occurs because of the 
variability over time of market conditions, adversary strategies, among others aspects. 
Despite their importance, related literature reflects a few works addressing this kind of 
non-stationary optimization problems. So, in order to contribute to this research area, 
the present work proposes a self-adaptive meta-heuristic method for solving online 
Stackelberg’s games. Experiment results show a significant improvement over an 
existing method. 
 
Keywords 
Stackelberg games, non-stationary bi-level optimization, differential evolution, self-
adaptation. 
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1. INTRODUCCIÓN 
 
Los denominados problemas de compe-
tencia de Stackelberg [1] involucran una 
clase importante de escenarios de decisión 
que encuentran aplicaciones directa en el 
ámbito económico. Estos problemas han 
sido estudiados dentro de disciplinas como 
la Teoría de Juegos, siendo abordados, por 
tanto, desde la perspectiva de los métodos 
de la Investigación de Operaciones.  
Desde un punto de vista general, los 
problemas de competencia de Stackelberg 
se pueden ver como modelos de optimiza-
ción de dos niveles [2], [3], en los que dos 
agentes o compañías compiten entre sí 
teniendo en cuenta las reacciones óptimas 
del adversario. A diferencia de otros mode-
los de juego clásicos (ej. de suma cero) en 
los de Stackelberg existe una jerarquía: 
uno de los dos competidores será el líder, 
mientras que el otro se podrá ver como un 
subordinado. No resulta difícil concluir que 
varios escenarios de decisión reales pueden 
encajar en esta descripción general. 
En la actualidad existen numerosos tra-
bajos que poseen como objeto de estudio a 
los modelos de competencia de Stackelberg. 
Véase por ejemplo [4]–[9]. Sin embargo, 
hasta donde se conoce, en muy pocos se 
asume incertidumbre en el modelo.  
En un trabajo previo[10], desarrollado 
por los autores de la presente investiga-
ción, esta temática fue abordada conside-
rando incertidumbre de tipo dinámica, en 
la función objetivo del modelo subordinado. 
Esta incertidumbre se asumió no conocida 
por el algoritmo y por tanto no tratable 
desde el punto de vista probabilístico. En 
otras palabras, se estudiaron modelos de 
optimización de dos niveles no estaciona-
rios. Como método de solución se imple-
mentó una técnica metaheurística [11] que 
resulta un híbrido entre un enfoque co-
evolutivo y un enfoque multipoblacional 
para ambientes dinámicos. No obstante, los 
resultados obtenidos, es aún una interro-
gante si se puede diseñar un algoritmo más 
eficiente para resolver este tipo de proble-
ma. De acuerdo con [12], un posible punto 
de mejora podría estar relacionado con la 
adaptación de la búsqueda. Concretamen-
te, los autores de [12] proponen una estra-
tegia auto-adaptativa que es capaz de con-
trolar la intensidad de la búsqueda duran-
te la ejecución y que mostró un rendimien-
to significativo en problemas continuos no 
estacionarios.  
Basados en esta importante evidencia, 
en el presente trabajo se propone incluir 
esta estrategia auto-adaptativa en el mé-
todo propuesto en [10]. De esta forma se 
espera que el nuevo método exhiba una 
mejoría apreciable sobre el ya propuesto. 
Para una mejor comprensión de nuestra 
propuesta, el resto del trabajo queda es-
tructurado de la forma siguiente: en lo que 
sigue se revisa la literatura relacionada 
con el tema. Más adelante, se describe el 
modelo que será objeto de estudio y el mé-
todo de solución para resolverlo. Las dos 
secciones que siguen están dedicadas a 
presentar y discutir los resultados obteni-
dos de los experimentos computacionales 
realizados. Las conclusiones y planes de 
trabajos futuros son expuestos al final del 
artículo. 
 
 
2. REVISIÓN DE LA LITERATURA 
 
En la actualidad el uso de métodos me-
taheurísticos para resolver modelos de 
Stackelberg (problemas de optimización de 
dos niveles) ha recibido un gran interés por 
parte de la comunidad científica [13]. Una 
de las principales razones de este interés 
es la capacidad de estos métodos en obte-
ner soluciones suficientemente buenas en 
un tiempo razonable en escenarios comple-
jos [11]. 
Como sucede en otros escenarios de de-
cisión, la incertidumbre puede estar pre-
sente en los modelos de Stackelberg, siendo 
la principal causa la naturaleza dinámica 
de los datos involucrados. Un ejemplo de 
estos modelos dinámicos de dos niveles 
pueden ser problemas de localización y 
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ruteo, con un número variable en el tiempo 
de depósitos y clientes. De igual forma, la 
distribución óptima de ayuda en desastres 
recurrentes puede ser modelada como un 
modelo de Stackelberg no estacionario. Es 
importante notar que esta incertidumbre 
incrementa la complejidad del problema, 
dado que ahora el método de solución no 
solo debe encontrar un único equilibrio 
óptimo, si no varios equilibrios a lo largo 
del tiempo.  
En este sentido, la literatura refleja al-
gunos trabajos interesantes. Por ejemplo, 
Sun y colaboradores [14] emplean un algo-
ritmo genético para resolver un problema 
de señales de tráfico dinámico. Los autores 
abordaron redes de tráfico con demandas 
variables y elecciones de rutas estocásticas. 
Aquí, el modelo superior correspondió al 
control de señales, mientras que el viaje 
del usuario fue representado en el modelo 
inferior.  
Por su parte, Linnala y colaboradores 
[15] presentaron un modelo general para 
problemas de dos niveles dinámicos y mul-
ti-objetivo. Los autores analizaron la inter-
acción entre los dos submodelos a lo largo 
del tiempo, y describen los beneficios de su 
propuesta. Con el objetivo de ilustrarlas, 
los autores analizaron un caso de estudio 
en el ámbito industrial relacionado con el 
proceso de fabricación de papel. En el mo-
delo superior se consideró el proceso de 
diseño, mientras que en el modelo inferior 
el proceso de fabricación. En particular, se 
resolvió este modelo de dos niveles em-
pleando un algoritmo basado en el para-
digma Evolución Diferencial [16].   
Otro estudio interesante sobre optimiza-
ción en dos niveles dinámica fue llevado a 
cabo por Cheng y Song [17]. Aquí, los auto-
res abordaron el modelado y solución de un 
problema de selección de portafolio multi-
período en mercados estocásticos con con-
trol de riesgo de quiebra. En esta investi-
gación se asume que el inversor desea 
encontrar la estrategia de inversión que 
maximice sus beneficios, considerando el 
riesgo de quiebra se encuentra controlado 
en cada período. Dado que este problema 
pudo ser abordado desde el punto de vista 
de la Programación Dinámica, los autores 
emplearon un método clásico para obtener 
soluciones analíticas para cada período.  
Recientemente, en [10], los autores del 
presente trabajo, propusieron un método 
evolutivo basado en evolución diferencial 
que resuelve modelos de Stackelberg di-
námicos. Lo novedoso de esta investigación 
es que se propone un método híbrido que 
aprovecha los beneficios de las metaheurís-
ticas en dos contextos diferentes. Por un 
lado,  el enfoque coevolutivo que resulta 
particularmente exitoso en el ámbito de la 
optimización en dos niveles [13], y por otro, 
estrategias de diversidad durante la ejecu-
ción que lo son en el ámbito de la optimiza-
ción dinámica evolutiva [18], [19]. Un en-
foque similar será adoptado en la presente 
investigación, pero aprovechando una téc-
nica de auto-adaptación de parámetros. La 
auto-adaptación es una técnica de control 
de parámetros muy popular en la optimi-
zación evolutiva y que ha resultado parti-
cularmente efectiva en la optimización 
dinámica [20], [21]. Se trata específicamen-
te de incluir en el método propuesto en 
[10], estrategias de diversidad durante la 
ejecución de tipo auto-adaptativas. 
 
3. DEFINICIÓN DEL MODELO A 
RESOLVER 
 
El modelo que se abordará para estu-
diar el método propuesto es el presentado 
previamente en [10]. Matemáticamente 
queda definido como (1): 
max
𝑥,𝑦,𝑄
𝛱𝑙 = ∑(𝑃(𝑄𝑖)𝑥𝑖 − 𝐶(𝑥𝑖))
𝑛
𝑖=1
 
sujeto a 
max
𝑦
𝛱𝑓 = ∑(𝑃(𝑄𝑖)𝑦𝑖 − 𝐶(𝑦𝑖 , 𝜙𝑖 , 𝑡))
𝑛
𝑖=1
 
𝑥𝑖 + 𝑦𝑖 ≥ 𝑄𝑖     ∀𝑖 
𝑥𝑖 , 𝑦𝑖 , 𝑄𝑖 ≥ 0    ∀𝑖 
(1) 
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donde 𝑥𝑖, 𝑦𝑖 ∈ ℝ (𝑖 = 1, … , 𝑛) son varia-
bles de decisión que expresan el nivel de 
producción correspondiente al producto 𝑖 
en las firmas 𝑙 (líder) y 𝑓(subordinada), 
respectivamente. Por su parte, 𝑄𝑖 ∈ ℝ (𝑖 =
1, … , 𝑛) son variables de decisión asociadas 
a la demanda del producto 𝑖, mientras que 
𝑃 y 𝐶 son funciones relacionadas al precio 
de venta y costo total en cada firma, res-
pectivamente. En particular, la función de 
costo de la firma subordinada 𝐶(𝑦𝑖 , 𝜙𝑖, 𝑡) es 
dinámica. Esta depende de una función de 
control de cambios 𝜙𝑖 y el tiempo 𝑡. Final-
mente, es importante mencionar que el 
objetivo global es maximizar las ganancias 
de la firma líder (𝛱𝑙), teniendo en cuenta 
las reacciones óptimas de la firma subordi-
nada (𝛱𝑓). 
El lector interesado podrá encontrar una 
explicación más detallada sobre este mode-
lo en la referencia [10]. 
 
 
4. DESCRIPCIÓN DEL MÉTODO 
PROPUESTO 
 
El método de solución propuesto en esta 
sección es una extensión al del trabajo 
previo [10]. En aquella ocasión se desarro-
lló un algoritmo sin adaptación en los pa-
rámetros que definen su estrategia de bús-
queda. Como bien fue advertido en el pro-
pio trabajo previo, el grado de aplicabilidad 
de ese algoritmo en escenarios con diferen-
tes características (ej. intensidad de los 
cambios) es limitado. Esto se debe a que su 
efectividad dependerá significativamente 
de la configuración manual que el investi-
gador elija de los parámetros. Lo ideal 
sería que el algoritmo seleccionara, en 
tiempo de ejecución, la configuración más 
apropiada de acuerdo con el estado actual 
de la búsqueda. En la literatura existen 
evidencias importantes  sobre el beneficio 
de este enfoque que ha sido denominado 
como auto-adaptación [22]. Véase por 
ejemplo [20].  
Sin embargo, resulta una tarea compleja 
diseñar estrategias auto-adaptativas que 
involucren a todos los parámetros del algo-
ritmo. La principal razón es la explosión 
combinatoria del número de configuracio-
nes que pueden ser consideradas. Una 
alternativa efectiva es seleccionar solo un 
subconjunto de aquellos parámetros que 
más influyen en la solución del problema 
en cuestión.  
En este sentido, se ha considerado la es-
trategia auto-adaptativa propuesta en [12], 
[20], para resolver problemas dinámicos de 
optimización. Específicamente, esta estra-
tegia modifica en tiempo de ejecución el 
radio de diversidad que permite al algorit-
mo explorar localmente soluciones prome-
tedoras. Es de notar que no en todas las 
etapas del proceso de optimización se re-
quiere el mismo grado de exploración. Por 
ejemplo, cuando ha ocurrido un cambio 
reciente, es de esperar que el espacio de 
búsqueda haya cambiado también y las 
mejores soluciones obtenidas en el pasado 
hayan quedado desplazadas o simplemente 
no existan. Por tanto, se necesitaría un 
mayor grado de exploración capaz de iden-
tificar nuevas zonas prometedoras. En 
cambio, cuando al transcurrir varias itera-
ciones y una vez confirmada la calidad de 
las nuevas zonas identificadas, es preciso 
explotarlas (refinarlas) con la intención de 
maximizar la calidad de las soluciones 
encontradas. Es evidente que se necesita-
ría un grado de exploración menor que en 
las iteraciones iniciales después del cam-
bio. Es precisamente este comportamiento 
el que logra la estrategia auto-adaptativa 
propuesta en [12]. 
Dicho lo anterior, se espera por tanto 
que el rendimiento del nuevo algoritmo 
supere al propuesto en [10] al incluir dicha 
estrategia. Como se aprecia en el trabajo 
original [12], esta estrategia depende de 
dos parámetros. Estos son la tasa de muta-
ción (𝜏) y el factor de escala (𝜆). De manera 
que estos parámetros resultan de interés 
para analizar la influencia del método 
propuesto en diferentes escenarios. 
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Los pasos generales del algoritmo, que hemos denominado CDEA+SQ (Coevolutionary 
Differential Evolution Algorithm with Self-adaptive Quantum diversity), son los siguientes: 
 
Algoritmo 1. CSQDEA. 
 
Entrada: 
Sub-modelos 𝑀𝑠𝑢𝑝 y 𝑀𝑖𝑛𝑓. 
Sub-algoritmos 𝐴𝑠𝑢𝑝 y 𝐴𝑖𝑛𝑓 que incluyen Evolución Diferencial y Estrategia de diver-
sidad auto-adaptativa quantum [12].  
Tamaño de la población 𝜇. 
Frecuencia de intercambio de información 𝛥ℎ = 30. 
Tasa de mutación (𝝉) y factor de escala (𝝀) de la estrategia de diversidad auto-
adaptativa. 
Salida: 
Mejores soluciones de ambos sub-modelos en cada ambiente (antes del cambio). 
 
Paso 1. Crear una población 𝑃0 con 𝜇 individuos (soluciones candidatas) aleatoriamente 
siguiendo una distribución uniforme. Inicializar los valores de radio de diversidad para cada 
individuo de la población según la estrategia de diversidad auto-adaptativa [12]. Inicializar 
contador de iteraciones ℎ = 1. 
 
Paso 2. Inicializar 𝑨𝒔𝒖𝒑 y 𝑨𝒊𝒏𝒇 con copias de la población 𝑷𝟎. 
 
Paso 3. REPETIR: 
Paso 4. SI se detectan cambios en el ambiente mediante la reevaluación de las mejo-
res soluciones de 𝑨𝒔𝒖𝒑 y 𝑨𝒊𝒏𝒇 en sus respectivas funciones objetivo, ENTONCES: 
Paso 5. Reevaluar todas las soluciones en 𝑨𝒔𝒖𝒑 y 𝑨𝒊𝒏𝒇. 
Paso 6. SI NO: 
Paso 7. SI es tiempo de intercambiar información (𝒉 𝒎𝒐𝒅.  ∆𝒉 ==  𝟎), 
ENTONCES: 
Paso 8 Intercambiar la mejor solución entre 𝐴𝑠𝑢𝑝 y 𝐴𝑖𝑛𝑓. Primero 𝐴𝑠𝑢𝑝 
le envía su mejor solución a 𝐴𝑖𝑛𝑓 quien distribuye la parte 𝑥 en toda su 
población y la reevalúa. La mejor solución de 𝐴𝑖𝑛𝑓 en términos de 𝑦 es 
enviada a 𝐴𝑠𝑢𝑝 quien la distribuye en su población y la reevalúa.  
 Paso 9. SI NO: 
Paso 10. Actualizar a las población de 𝐴𝑠𝑢𝑝 y 𝐴𝑖𝑛𝑓 según los pasos del 
paradigma Evolución Diferencial [16], y la estrategia de diversidad au-
to-adaptativa [12]. Actualizar la mejor solución encontrada por 𝑨𝒔𝒖𝒑 y 
𝑨𝒊𝒏𝒇.  
Paso 11. Incrementar contador de iteraciones (𝒉 = 𝒉 + 𝟏). 
Paso 12. HASTA se cumple la condición de parada (número máximo de cambios es alcan-
zado). 
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Es importante mencionar que al reali-
zar las operaciones de evaluar (o reeva-
luar) una solución, no sólo se involucran al 
valor de la función objetivo, sino también 
al nivel de cumplimiento de dicha solución 
en la restricción funcional relacionada con 
la demanda. De esta manera el algoritmo 
considera como mejor solución aquella con 
la mayor calidad y menor grado de incum-
plimiento posible en las restricciones.  Más 
detalles sobre cómo implementar este en-
foque pueden ser encontrados en [10] y 
[23]. 
 
 
5. RESULTADOS  
 
Los experimentos computacionales rea-
lizados estuvieron orientados al cumpli-
miento de dos objetivos. Primeramente, 
determinar una configuración apropiada de 
parámetros que resuelva eficientemente 
distintos escenarios del modelo considera-
do. En segundo lugar, comparar las mejo-
res configuraciones del algoritmo propues-
to con respecto al método presentado en 
[10]. 
En la Tabla1 se muestran los escenarios 
de prueba que fueron derivados del modelo 
definido en la sección anterior, y que fue-
ron el objeto de estudio de los experimentos 
desarrollados.  
En relación con el algoritmo se conside-
raron un total de 25 variantes, las cuales 
se derivan de la combinación de los si-
guientes valores para los parámetros 𝜏 y 𝜆: 
{0.1, 0.3, 0.5, 0.7, 0.9}. El resto de los paráme-
tros del algoritmo se establecieron tal y 
como sugieren los trabajos [10], [12]. 
Como medidas de rendimiento se consi-
deraron: la media de la calidad (valor de la 
función objetivo) de la mejor solución del 
algoritmo antes del cambio [24], [25], y el 
grado de factibilidad de la mejor solución 
antes del cambio. La fórmula matemática 
correspondiente a la primera medida es la 
siguiente: 
 
𝐹𝑚𝑠𝑎𝑐 =
1
𝑇
∑ 𝛱{𝑙,𝑓}
𝑘 (?̂?)
𝑇
𝑘=1
 (2) 
 
donde 𝑇 es la cantidad de cambios que 
experimentará el ambiente, 𝛱{𝑙,𝑓}
𝑘  es la 
función objetivo en el ambiente 𝑘, y 𝑥 es la 
mejor solución obtenida por el algoritmo 
antes de ocurrir el cambio 𝑘. 
De manera similar a la expresión ante-
rior, se agrupará este nivel de factibilidad 
a través de la media: 
 
𝐺𝑚𝑠𝑎𝑐 =
1
𝑇
∑(min{?̂?𝑖,𝑘 + ?̂?𝑖,𝑘 − ?̂?𝑖,𝑘: 𝑖 = 1, … 𝑛})
𝑇
𝑘=1
 (3) 
 
donde 𝑥𝑖,𝑘, ?̂?𝑖,𝑘 y ?̂?𝑖,𝑘 son las 𝑖-ésimas 
componentes de la mejor solución del algo-
ritmo antes del cambio 𝑘. En este caso, un 
valor negativo indica que se incumple con 
la restricción, mientras que uno positivo o 
igual a cero que se cumple. 
Los experimentos fueron implementa-
dos en el software MATLAB 2015b y ejecu-
tados en una computadora con sistema 
operativo Debian 9, 16GB de RAM, y un 
procesador AMD. Se desarrollaron 20 eje-
cuciones independientes por cada algorit-
mo sobre cada escenario.  
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Tabla 1. Escenarios del modelo de Juego de Stackelberg no estacionario empleados en los experimentos. 
 Fuente: Arboleda-Castro y colaboradores [10]. 
Parámetros Escenario 1 Escenario 2 Escenario 3 
𝑛 
(cantidad de productos) 
2 5 10 
Espacio de búsqueda 
para 𝑥𝑖 , 𝑄𝑖 , 𝑦𝑖 
∈ [0, 100] ∈ [0, 100] ∈ [0, 100] 
𝛼𝑖 ∈ [500, 1000] ∈ [500, 1000] ∈ [500, 1000] 
𝛽𝑖 ∈ [0.1, 1.0] ∈ [0.1, 1.0] ∈ [0.1, 1.0] 
𝛿𝑖 ∈ [0.1, 1.0] ∈ [0.1, 1.0] ∈ [0.1, 1.0] 
𝛾𝑖 ∈ [0.1, 1.0] ∈ [0.1, 1.0] ∈ [0.1, 1.0] 
𝑐𝑖 ∈ [3, 6] ∈ [3, 6] ∈ [3, 6] 
𝑠𝑒𝑣 
(severidad de los 
cambios)  
1% 
del rango admisible 
del parámetro 
5% 
del rango admisible 
del parámetro 
10% 
del rango admisible 
del parámetro 
𝑇 
(número de cambios) 
50 50 50 
𝛥𝑒 
(frecuencia de los 
cambios) 
Cada 10 000 
evaluaciones de las 
funciones objetivo 
Cada 25 000 
evaluaciones de las 
funciones objetivo 
Cada 50 000 
evaluaciones de las 
funciones objetivo 
 
En la Fig. 1 se muestran los resultados 
de los experimentos realizados en términos 
de las medidas de rendimiento definidas en 
las expresiones (2) y (3). De manera con-
centrada se han expresado los resultados 
para cada uno de los tres escenarios descri-
tos, y el promedio para todos los escena-
rios. Por ejemplo, los gráficos a), b), c) y d) 
de la Fig. 1 corresponden al Escenario 1, en 
relación con la calidad de la mejor solución 
antes del cambio y el cumplimiento de la 
restricción en las compañías F y L (modelo 
superior e inferior, respectivamente). En el 
caso de las gráficas de calidad (𝐹𝑚𝑠𝑎𝑐) los 
colores claros corresponden a las mejores 
variantes del algoritmo propuesto. Por 
ejemplo, considere la gráfica a), en esta las 
mejores variantes del algoritmo son las 
representadas por las tercera y cuarta 
columna. Esto es, para 𝜏 = [0.5, 0.7] y 𝜆 =
[0.1, 0.9]. En el caso de la medida 𝐺𝑚𝑠𝑎𝑐 los 
colores oscuros corresponden a valores 
cercanos a 0. 
Con el objetivo de realizar un compara-
ción estadística entre las mejores variantes 
de nuestro algoritmo, y el método propues-
to en [10], se aplicaron pruebas no paramé-
tricas como se sugiere en [26]. Las 10 me-
jores variantes de nuestro algoritmo que 
fueron consideradas para este análisis 
estadístico son las que se muestran en el 
eje x de la gráfica incluida en la Fig. 2. 
Nótese que las variantes están denotadas 
de la forma (𝜏 + 𝜆) y fueron seleccionadas a 
partir de los resultados que exhibieron en 
general (véase las gráficas m y n de la Fig. 
1). Es importante destacar además que los 
datos empleados para este análisis corres-
ponden a la medida 𝐹𝑚𝑠𝑎𝑐 (compañía L y F) 
teniendo en cuenta todas las ejecuciones.  
De acuerdo con lo que se sugiere en [26], 
primero se aplicó una prueba de Friedman 
para obtener los rangos (posiciones) medios 
de los algoritmos y detectar diferencias a 
nivel de grupo. Esta prueba arrojó los ran-
gos medios mostrados en la Fig. 2, y un p-
valor igual a 4.6 × 10−3. Por consiguiente, 
se concluye que sí existen diferencias a 
nivel de grupo. A partir de este resultado, 
se prosiguió con la aplicación de una prue-
ba post-hoc de Holm para determinar si la 
mejor variante de nuestro algoritmo es 
realmente diferente al de la literatura. En 
este caso se comprueba que tal diferencia 
existe dado que se obtuvo un p-valor igual 
a 8.4 × 10−3 (véase la Fig. 2). 
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Fig. 1. Resultados de los experimentos para las 25 variantes del algoritmo propuesto en cada 
escenario del problema y en todos. Fuente: Autores. 
 
 
Fig. 2. Resultados de las pruebas no paramétricas realizadas entre las mejores variantes del algoritmo 
 propuesto vs. el algoritmo propuesto en la literatura [10]. Fuente: Autores. 
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4. DISCUSIÓN 
 
Como se aprecia en los gráficos de la 
Figura 1, los parámetros 𝜏 y 𝜆 juegan un 
papel importante en el rendimiento del 
algoritmo, especialmente el parámetro 𝜏. 
Por ejemplo, nótese que, para el Escenario 
1 donde la severidad de los cambios y el 
número de productos es menor, las mejores 
variantes del algoritmo son aquellas con 
valores de 𝜏 = {0.5,0.7} y cualquier valor 
para 𝜆. A diferencia de este escenario sim-
ple, en los otros dos escenarios se aprecia 
otro tipo de configuración. En estos casos 
las mejores variantes se concentran en 
torno a los valores 𝜏 = {0.1,0.9}.  
En sentido general, se observa además 
que todas las variantes del algoritmo pro-
puesto mantienen niveles de factibilidad 
aceptables en todos los escenarios. De he-
cho, como se aprecia en las gráficas dedi-
cadas a la medida 𝐺𝑚𝑠𝑎𝑐 , los valores alcan-
zados por las variantes son siempre positi-
vos.  
En relación con el análisis estadístico, 
se puede ver que las variantes considera-
das superan ligeramente al algoritmo de la 
literatura (véase los rangos medios en la 
Fig. 2). No obstante estas pequeñas dife-
rencias, bajo la perspectiva de la prueba 
post-hoc de Holm se puede concluir que al 
menos la mejor variante, esto es, aquella 
con 𝜏 = 0.9 y 𝜆 = 0.3, es significativamente 
diferente al algoritmo de la literatura. Lo 
anterior demuestra que la propuesta resul-
ta efectiva para resolver modelos de Juegos 
de Stackelberg no estacionarios. 
 
 
5. CONCLUSIONES 
 
En el presente trabajo se propuso un méto-
do metaheurístico auto-adaptativo para la 
solución de modelos de Stackelberg no 
estacionarios. A partir de los resultados de 
las simulaciones numéricas realizadas se 
concluye que: 
 
1. el método propuesto es sensible a 
los parámetros que definen a la es-
trategia auto-adaptativa considera-
da, y 
2. el método propuesto mejora signifi-
cativamente al presentado previa-
mente. 
 
En el futuro se planea profundizar en este 
tema con el desarrollo de cuatro líneas de 
investigación: 
 
1. el estudio de modelos de Juegos de 
Stackelberg no estacionarios aso-
ciados a escenarios reales, 
2. la propuesta de nuevos métodos in-
teligentes que dependan menos de 
la configuración de parámetros,  
3. la aplicación de métodos metaheu-
rísticos híbridos que exploten ade-
cuadamente la estructura del pro-
blema, y 
4. la comparación de los métodos pro-
puestos con otros similares que re-
presenten el estado del arte en la 
optimización evolutiva de proble-
mas no estacionarios de dos niveles. 
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