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Abstract
The standard way to represent a choice between n alternatives in Mixed Integer
Programming is through n binary variables that add up to one. Unfortunately, this
approach commonly leads to unbalanced branch-and-bound trees and diminished
solver performance. In this paper, we present an encoding formulation frame-
work that encompasses and expands existing approaches to mitigate this behavior.
Through this framework, we generalize the incremental formulation for piecewise
linear functions to any finite union of polyhedra with identical recession cones.
Keywords: Mixed Integer Programming, Disjunctive Programming,
Formulations
1. Introduction
A textbook approach to selecting among n discrete alternatives in a Mixed
Integer Programming (MIP) problem is to utilize n binary variables {yi}ni=1 with
the additional requirement that they add up to one. In particular, this is captured
by the set Dn :=  n \ {0, 1}n where  n :=  y 2 Rn+ : Pni=1 yi = 1 . For instance,
given a finite set {a1, . . . , an} ⇢ R, we may model the constraint x 2 {a1, . . . , an}
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via the MIP formulation given by
x =
nX
i=1
aiyi, y 2 Dn. (1)
This approach is quite simple and, as we discuss in Section 3, it can be easily
extended to more general settings. Unfortunately, although the approach is usually
quite e↵ective, it has some unfavorable properties that can slow down branch-and-
bound based MIP solvers. These properties stem from the way the formulation is
a↵ected by standard variable branching in a branch-and-bound algorithm. While
fixing a given binary variable yi to one (usually denoted up-branching) fixes all
other variables to zero, fixing the same variable to zero (usually denoted down-
branching) does not impose any constraints on the other variables (unless n = 2).
It is well-known that this behavior leads to unbalanced branch-and-bound trees
and may result in long solution times.
To this date, there have been three central approaches to dealing with the
branching issues that arise in formulations based on Dn. The first approach re-
places the usual variable branching strategy with a more sophisticated constraint
branching scheme [1]. For instance, Beale and Tomlin [2] introduced SOS1
branching as a very e↵ective branching scheme for Dn and other related sets. Un-
fortunately, if SOS1 branching is not implemented using modern techniques, it
can be slower than variable branching in state-of-the-art solvers [3]. One way
to circumvent this problem is to use binary variables to simulate a specialized
constraint branching scheme [4, 5]. The second approach is normally employed
in scheduling problems where selecting option i corresponds to executing a cer-
tain activity in period i. In this setting, we can use an alternative set of binary
variables that instead indicate whether the activity is executed in period i or be-
fore. These new variables are sometimes called by-variables and lead to balanced
branch-and-bound trees that can significantly reduce solution times [6–12]. The
third approach proposes to model n alternatives with a number of binary variables
that is logarithmic in n [5, 13–17]. This approach tends to generate more balanced
branch-and-bound trees, but, as we will see in Section 2, they are not immune
to imbalance issues either. Nevertheless, formulations that are built using a log-
arithmic number of binary variables usually provide a significant computational
advantage.
The encoding formulations that we describe in Section 2 provide a general
framework in which all three approaches can be viewed. In Section 3, we use
this framework to come up with an incremental formulation for the finite union
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of polyhedra with identical recession cones. We end the paper with a note on the
selection of encodings in Section 4. In the remainder, we let [n] := {1, . . . , n} with
the understanding that [0] = ;. We use 0n 2 Rn to refer to the n-dimensional
vector of all zeros and ei,n 2 Rn to refer to the ith n-dimensional standard unit
vector.
2. Encoding Formulations and Branch-and-Bound
The basis for our analysis will be a reformulation of Dn which has been part
of the mathematical programming folklore since at least 1972 [13] and which
has recently been re-discovered by several authors [5, 15, 17]. This formulation
requires a set of vectors
n
bi
on
i=1
✓ {0, 1}m such that bi , bj for any i , j. For any
such set, it models y 2 Dn as
nX
i=1
yi = 1, u =
nX
i=1
biyi, u 2 {0, 1}m , y 2 Rn+. (2)
A key theoretical strength of (2) is the tightness of its LP relaxation. In this
regard, a MIP formulation has the strongest possible property when all extreme
points of its LP relaxation obey the corresponding integrality requirements. Such
formulations are referred to as locally ideal by Padberg [18] and Padberg and Rijal
[19]. We note here that (2) is locally ideal for any choice of
n
bi
on
i=1
✓ {0, 1}m as
long as bi , bj for any i , j [16, 17].
Formulation (2) may seem wasteful as it contains more variables and con-
straints than the original definition of Dn. However, depending on the choice ofn
bi
on
i=1
, (2) can present a computational advantage by significantly reducing the
number of binary variables or by leading to more balanced branch-and-bound
trees. One reason for this advantage stems from the fact that variable branching
on u induces a constraint branching scheme on y in the spirit of [4, 5]. More
specifically, we have that up-branching on the variable uj fixes yi = 0 for all i such
that bij = 0 while down-branching on uj fixes yi = 0 for all i such that b
i
j = 1.
The e↵ectiveness of this induced branching scheme will of course depend on the
choice of
n
bi
on
i=1
. We now describe three such choices and analyze the branching
schemes they induce. We will refer to the resulting formulations as encoding for-
mulations since one can think of
n
bi
on
i=1
as an encoding of a selection among the
alternatives in the sense that u = bi if and only if alternative i is selected.
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We obtain the simplest encoding when we set m = n and bi = ei,n. In this case,
(2) reduces to
nX
i=1
yi = 1, ui = yi, 8 i 2 [n], (3)
u 2 {0, 1}n , y 2 Rn+,
which is nothing more than a redundant reformulation of Dn. We can easily see
that the induced branching scheme is just the standard variable branching on y
and, hence, we do not obtain any benefits. We refer to this choice as the unary
encoding formulation.
A more meaningful choice appears in the development of logarithmic-sized
formulations. For ease of exposition, let us assume that n = 2k for some positive
integer k 2 Z+ although the approach can easily be adapted to more general cases
as well. In this setting, we can simply let m = k and
n
bi
on
i=1
= {0, 1}m. This choice
transforms (2) into a formulation with a logarithmic number of binary variables
which was the original case studied in [5, 13, 15, 17]. The induced constraint
branching scheme is not quite clear, but we can easily see that it creates balanced
branch-and-bound trees by observing that we have    ni 2 [n] : bij0 = 0, bij = uj, 8 j 2 Jo     =    ni 2 [n] : bij0 = 1, bij = uj, 8 j 2 Jo    
for all j0 2 [m], J ✓ [m] \ { j0} and u 2 {0, 1}m. Here, J can be considered as
the subset of
n
uj
om
j=1
which has been fixed to some value at a particular node of
the branch-and-bound tree. Together with the reduced number of variables, this
property can lead to a significant computational advantage. We refer to this choice
as the binary encoding formulation.
While the binary encoding formulation induces a non-trivial branching scheme,
as noted in [5], it does not induce the traditional SOS1 constraint branching
scheme. To construct a formulation that induces SOS1 branching on y, we can
set m = n   1, b1 = 0m and bi = Pi 1j=1 e j,m for all i 2 {2, . . . , n}. In this case, we
have that up-branching on the variable uj fixes yi = 0 for all i  j while down-
branching on uj fixes yi = 0 for all i > j. Thus, we recover precisely the SOS1
branching scheme of Beale and Tomlin [2]. We refer to this choice as the incre-
mental encoding formulation because it can be used to construct a formulation for
piecewise-linear functions that is known as the incremental model in the literature.
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To illustrate the potential advantage of the incremental encoding formulation,
we study the behavior of a simple branch-and-bound algorithm on the di↵erent
formulations of the following simple problem. For a given a 2 (Z \ {0})n such that
ai < ai+1 for all i 2 [n   1], consider the problem
min |x| (4a)
s.t.
x 2 {a1, . . . , an} . (4b)
We can use (2) to model the discrete alternatives constraint (4b) and usual linear
programming tricks to linearize the objective function. Applying these techniques
leads us to the MIP formulation of (4) given by
min t (5a)
s.t.
x  t,  x  t (5b)
x =
nX
i=1
aiyi,
nX
i=1
yi = 1, y 2 Rn+, (5c)
u =
nX
i=1
biyi, u 2 {0, 1}m . (5d)
Note that, in (5), we have modeled the discrete alternatives constraint and lin-
earized the objective function independently. While it is possible to construct a
stronger formulation for this problem by considering both aspects at the same
time, we refrain from this because our intent here is to evaluate the e↵ectiveness
of the formulations as they would be used in practice where di↵erent portions
of an optimization problem are modeled independently and then combined. The
following proposition shows that the incremental encoding formulation never re-
quires branching on more than a single variable to solve this problem. In contrast,
there are choices of n and a for which the unary and binary encoding formulations
may need branching on up to n/2 and log2 n variables, respectively.
Proposition 2.1.
1. For any n and choice of a 2 (Z \ {0})n, the incremental encoding version
of (5) can be solved by a branch-and-bound algorithm by branching on at
most one variable.
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2. If n is even, ai < 0 for all i  n/2 and ai > 0 for all i > n/2, then a branch-
and-bound algorithm solving the unary encoding version of (5) requires
branching on at least n/2 variables.
3. If n is a power of two, ai < 0 < an for all i  n 1, then a branch-and-bound
algorithm solving the binary encoding version of (5) requires branching on
at least log2 n variables.
Proof. Prior to any branching, the LP relaxation of (5) equals the interval [a1, an]
in the x-space. When an < 0 or a1 > 0, the optimal solution of the LP relaxation
occurs at one of the endpoints of this interval and satisfies (4b). Therefore, no
branching is necessary. Otherwise, there exists i⇤ 2 [n] such that ai⇤ < 0 < ai⇤+1.
It is clear that the optimal solution to (4) is either x = ai⇤ or x = ai⇤+1. Recall that,
in the incremental encoding formulation, we have bii⇤ = 0 for all i  i⇤ and bii⇤ = 1
for all i > i⇤. Hence, up-branching on the single variable ui⇤ fixes yi = 0 for all
i  i⇤ while down-branching on ui⇤ fixes yi = 0 for all i > i⇤. When projected on to
the x-space, the LP relaxation of (5) in the first branch corresponds to the interval
[ai⇤+1, an] and has the optimal solution x = ai⇤+1. Similarly, the LP relaxation in
the second branch projects down to [a1, ai⇤] and has the optimal solution x = ai⇤ .
This proves Claim 1.
Now, suppose a branch-and-bound algorithm can solve the unary encoding
version of (5) by branching on the variables {ui}i2K where K ⇢ [n] and |K| < n/2.
As we have observed before, up-branching on the variable ui fixes yi = 1 and
y j = 0 for all j , i in the unary encoding formulation. Hence, the optimal value
of (5) at any leaf reached by up-branching on a variable ui must equal |ai| > 0. On
the other hand, the LP relaxation of (5) at the leaf reached by down-branching on
all {ui}i2K has the optimal value 0 since there exist distinct i0, j0 2 [n] \ K such that
i0  n/2 and j0 > n/2 and the projection of the LP relaxation on to the x-space
contains 0. This leaf could have been pruned by neither integrality nor bound and
must still be active. This contradiction proves Claim 2.
The proof of Claim 3 follows an outline similar to that of Claim 2. Let l :=
log2 n and suppose a branch-and-bound algorithm can solve the binary encoding
version of (5) by branching on the variables {ui}i2K where K ⇢ [l]. At termination,
the branch-and-bound tree has a leaf at which u = bn is a feasible assignment. Let
j0 2 [l] \ K. Let i0 2 [n] be such that bi0j0 = 1   bnj0 and bi0j = bnj for all j , j0.
It follows that u = bi0 is a feasible assignment at this leaf as well. The fact that
ai0 < 0 implies that the projection of the LP relaxation of (5) on to the x-space at
this leaf contains 0. Again, we conclude that this leaf could have been pruned by
neither integrality nor bound. This completes the proof of Claim 3.
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3. Incremental Formulations
An interesting behavior of the incremental encoding formulation is that it natu-
rally induces the order u1   u2   . . .   un 1. This ordering condition is also shared
by the by-variable formulations [6–12], which explains why they lead to balanced
branch-and-bound trees. Moreover, it is explicitly imposed in other more compli-
cated ad-hoc formulations for piecewise-linear functions [20–23] and probabilis-
tic constraints [24, 25]. We now show that all these formulations can be obtained
through a generic procedure.
The first step in this procedure is to note that we can use Dn to formulate
more general discrete alternatives by using the following formulation introduced
by Lowe [26] and Jeroslow and Lowe [27].
Proposition 3.1 ([26, 27]). Let {Pi}ni=1 be a finite family of polyhedra such that
there exists
n
rk
oR 1
k=0
⇢ Rd and nv ji oVi 1j=0 ⇢ Rd for i 2 [n] such that Pi := conv nv ji oVi 1j=0 +
cone
n
rk
oR 1
k=0
for all i 2 [n]. Then a MIP formulation of x 2 Sni=1 Pi is given by
x =
nX
i=1
Vi 1X
j=0
  ji v
j
i +
R 1X
k=0
µkrk, (6a)
Vi 1X
j=0
  ji = yi, 8 i 2 [n], (6b)
µ   0,  i   0, 8 i 2 [n], y 2 Dn. (6c)
Formulation (6) is locally ideal [26–28]. We can combine this standard for-
mulation with the generic encoding formulation (2) of Dn to obtain the following
generalization of a formulation for piecewise-linear functions introduced in [16].
Corollary 3.2. Let {Pi}ni=1 be a finite family of polyhedra such that there existsn
rk
oR 1
k=0
⇢ Rd and nv ji oVi 1j=0 ⇢ Rd for i 2 [n] such that Pi := conv nv ji oVi 1j=0 +
cone
n
rk
oR 1
k=0
for all i 2 [n]. Then a MIP formulation of x 2 Sni=1 Pi is given by
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x =
nX
i=1
Vi 1X
j=0
  ji v
j
i +
R 1X
k=0
µkrk, (7a)
nX
i=1
Vi 1X
j=0
  ji = 1, u =
nX
i=1
Vi 1X
j=0
bi  ji , (7b)
µ   0,  i   0, 8 i 2 [n], u 2 {0, 1}m . (7c)
The fact that (7) is locally ideal follows directly from the similar result on (2).
For the specific case of the incremental encoding, we can use simple algebraic
manipulations to obtain the following formulation which explicitly considers the
order property among the u variables.
Proposition 3.3. Let {Pi}ni=1 be a finite family of polyhedra such that there ex-
ists
n
rk
oR 1
k=0
⇢ Rd and nv ji oVi 1j=0 ⇢ Rd for i 2 [n] such that Pi := conv nv ji oVi 1j=0 +
cone
n
rk
oR 1
k=0
for all i 2 [n]. Then a MIP formulation of x 2 Sni=1 Pi is given by
x = v01 +
n 1X
i=1
ui
⇣
v0i+1   vVi 1i
⌘
(8a)
+
nX
i=1
Vi 1X
j=1
  ji
⇣
v ji   v0i
⌘
+
R 1X
k=0
µkrk,
ui   Vi 1i , 8 i 2 [n   1], (8b)
Vi+1 1X
j=1
  ji+1  ui, 8 i 2 [n   1], (8c)
V1 1X
j=1
  j1  1, (8d)
µ   0,  i   0, 8 i 2 [n], u 2 {0, 1}n 1 . (8e)
Proof. We exhibit a bijection which preserves the values of the x variables be-
tween points satisfying (8) and the incremental encoding version of (7). The claim
then follows from Corollary 3.2. In the rest of the proof, we refer to the incremen-
tal encoding version of (7) as simply (7). Let (x, u,  , µ) be a solution to (7). Define
u0 := 1 and un := 0 and observe that (7b) can be rewritten as ui =
Pn
l=i+1
PVl 1
j=0  
j
l
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for all i 2 {0, 1, . . . , n   1} when the vectors nbion
i=1
are chosen according to incre-
mental encoding. Let  
j
i :=  
j
i for all j 2 [Vi   2] and  Vi 1i := ui +  Vi 1i for all
i 2 [n]. The validity of (8b) and (8e) for (x, u,  , µ) follows from the definition of  
and the non-negativity of  . Similarly, (8c) and (8d) are satisfied because the non-
negativity of   implies
PVi+1 1
j=1  
j
i+1 = ui+1 +
PVi+1 1
j=1  
j
i+1  ui+1 + PVi+1 1j=0   ji+1 = ui
for all i 2 [n  1] and PV1 1j=1   j1 = u1 +PV1 1j=1   j1  u1 +PV1 1j=0   j1 = 1. To verify that
(8a) also holds, let r =
PR 1
k=0 µ
krk and observe
x =
nX
i=1
Vi 1X
j=0
 
j
i v
j
i + r
=
nX
i=1
0BBBBBB@
0BBBBBB@ui 1   ui   Vi 1X
j=1
 
j
i
1CCCCCCA v0i + Vi 1X
j=1
 
j
i v
j
i
1CCCCCCA + r
=
nX
i=1
0BBBBBB@(ui 1   ui)v0i + Vi 1X
j=1
 
j
i (v
j
i   v0i )
1CCCCCCA + r
= v01 +
n 1X
i=1
ui(v0i+1   v0i ) +
nX
i=1
Vi 1X
j=1
 
j
i (v
j
i   v0i ) + r
= v01 +
n 1X
i=1
ui(v0i+1   v0i )
+
nX
i=1
0BBBBBB@Vi 2X
j=1
 
j
i (v
j
i   v0i ) + ( 
Vi 1
i   ui)(vVi 1i   v0i )
1CCCCCCA + r
= v01 +
n 1X
i=1
ui(v0i+1   vVi 1i ) +
nX
i=1
Vi 1X
j=1
 
j
i (v
j
i   v0i ) + r.
To prove the reverse inclusion, let (x˜, u˜,  ˜, µ˜) be a solution to (8). Define u˜0 :=
1 and u˜n := 0 and let  ˜
j
i :=  ˜
j
i for all j 2 [Vi   2],  ˜Vi 1i :=  ˜Vi 1i   u˜i and
 ˜0i := u˜i 1  
PVi 1
j=1  ˜
j
i for all i 2 [n]. It is not di cult to see that these definitions
imply u˜i =
Pn
l=i+1
PVl 1
j=0  ˜
j
l for all i 2 {0, 1, . . . , n   1}. Furthermore, the equalities
in the first part of the proof continue to hold. Thus, (x˜, u˜,  ˜, µ˜) satisfies (7a)-(7b).
To complete the proof, it is enough to show that  ˜ is non-negative. However, this
follows directly from its definition and (8b)-(8c).
Formulation (8) is locally ideal. To see this, observe that the linear mapping
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defined in the proof of Proposition 3.3 is in fact a bijection between points satisfy-
ing the LP relaxations of (8) and the incremental encoding version of (7). Given
any solution to the LP relaxation of (8) in which the u variables have fractional
values, this mapping associates with it a solution to the LP relaxation of (7) with
the same u values. However, this cannot be an extreme point solution to the LP
relaxation of (7) by the simple fact that (7) is locally ideal. Hence, it can be ex-
pressed as the convex combination of other solutions to the LP relaxation of (7).
Mapping these solutions back to (8) and using the continuity of linear mappings
shows that the LP relaxation of (8) cannot have any extreme point solutions that
violate the integrality restrictions.
Formulation (8) generalizes a formulation introduced byWilson [23] for piecewise-
linear functions in two ways. First, it presents a direct extension from piecewise-
linear functions to the union of a finite number of arbitrary polyhedra with iden-
tical recession cones. Second, it enjoys a broader scope of applicability by elim-
inating the need for a topological condition that was required for the validity of
Wilson’s formulation.
We may obtain other incremental formulations through the following rather
straightforward lemma.
Lemma 3.4. The incremental encoding formulation for y 2 Dn is equivalent to
u 2 {0, 1}n 1 , ui   ui+1, 8 i 2 [n   2], (9a)
y1 = 1   u1, yn = un 1, (9b)
yi = ui 1   ui, 8 i 2 {2, . . . , n   2} . (9c)
Given any formulation that requires y 2 Dn, we can replace this constraint
with (9a) and eliminate every occurrence of y through the relationships (9b)-(9c).
For instance, following this procedure leads us to the formulation for probabilistic
constraints studied in [24, 28] from a standard formulation introduced in [29–31].
We refer the readers to [28] for details on this specific transformation.
4. Creating and Selecting Encodings
In this paper, we have concentrated on the unary, binary and incremental en-
codings. While formulations that use the binary and incremental encodings usu-
ally outperform those that use the unary encoding, it can still be hard to predict
which encoding will perform best in a specific class of instances. For example,
[5, 16] present computational results which show that formulations for piecewise-
linear functions based on the binary encoding can significantly outperform those
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based on the unary and incremental encodings. In contrast, in a di↵erent set of
problems, [32] reports that the incremental formulation performs better than the
binary encoding formulation. Formulation (7) o↵ers a convenient way to pre-
liminarily evaluate the performance of these three encodings without having to
hard-code the specific formulations derived from them (e.g., (8) for the incremen-
tal encoding). Furthermore, (7) is valid for any selection of distinct binary vectorsn
bi
on
i=1
and hence can be used to construct alternative formulations that could out-
perform all three previously considered encodings. Developing techniques for
constructing such alternative encodings is beyond the scope of this paper, but to
illustrate their potential, we present a hierarchy of encodings that combine the
properties of the incremental and unary encodings. Such encodings could be use-
ful in settings where the incremental encoding works best in certain portions of
the problem while the binary encoding works best in others.
To simplify presentation, we assume in the rest of this section that n is a power
of 2. The hierarchy we propose is indexed by h 2  0, 1, . . . , log2 n , which can be
considered as the number of bits of
n
bi
on
i=1
that behave as in the binary encoding.
Let tl := n/2l. For a given value of h, we set m = h + th   1 and define the
vectors
n
bi
on
i=1
⇢ Rm in the encoding as follows: For all l 2 [h], let bil = 1 if
there exists p 2 [d2l 1e] such that i 2 {2(p   1)tl + 1, . . . , (2p   1)tl} and bil = 0
otherwise. For all s 2 [th   1], let bih+s = 1 if there exists p 2 [d2h 1e] such
that i 2 {2(p   1)th + s + 1, . . . , (2p   1)th + s} and bi,h+s = 0 otherwise. Figure 1
shows this hierarchy of encodings in matrix form (we present a matrix whose
columns are
n
bi
on
i=1
) for n = 8 and h 2 {0, 1, 2, 3}. Note that p indexes the blocks
of contiguous 1’s in each row in the definition above. It can be seen that setting
h = 0 produces the incremental encoding whereas setting h = log2 n (or even
h = log2 n   1) produces the binary encoding. However, using di↵erent values of
h yields hybrid encodings that share aspects of both the binary and incremental
encodings. For instance, choosing h = 1 in Figure 1 yields an encoding where
the selection between the sets of options {1, . . . , 4} and {5, . . . , 8} is done as in the
binary encoding while the selection among the options in {1, . . . , 4} or {5, . . . , 8}
is done as in the incremental encoding.
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