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Abstract 
Stereo vision is a method of depth perception, in which depth information is inferred 
from two (or more) images of a scene, taken from different perspectives. Practi-
cal applications for stereo vision include aerial photogrammetry, autonomous vehicle 
guidance, robotics and industrial automation. The initial motivation behind this work 
was to produce a stereo vision sensor for mining automation applications. For such 
applications, the input stereo images would consist of close range scenes of rocks. 
A fundamental problem faced by matching algorithms is the matching or correspon-
dence problem. This problem involves locating corresponding points or features in 
two images. For this application, speed, reliability, and the ability to produce a dense 
depth map are of foremost importance. This work implemented a number of area-
based matching algorithms to assess their suitability for this application. Area-based 
techniques were investigated because of their potential to yield dense depth maps, 
their amenability to fast hardware implementation, and their suitability to textured 
scenes such as rocks. In addition, two non-parametric transforms, the rank and cen-
sus, were also compared. Both the rank and the census transforms were found to 
result in improved reliability of matching in the presence of radiometric distortion -
significant since radiometric distortion is a problem which commonly arises in prac-
tice. In addition, they have low computational complexity, making them amenable to 
fast hardware implementation. Therefore, it was decided that matching algorithms 
using these transforms would be the subject of the remainder of the thesis. 
An analytic expression for the process of matching using the rank transform was de-
rived from first principles. This work resulted in a number of important contributions. 
Firstly, the derivation process resulted in one constraint which must be satisfied for 
a correct match. This was termed the rank constraint. The theoretical derivation 
of this constraint is in contrast to the existing matching constraints which have little 
theoretical basis. Experimental work with actual and contrived stereo pairs has shown 
that the new constraint is capable of resolving ambiguous matches, thereby improving 
match reliability. Secondly, a novel matching algorithm incorporating the rank con-
straint has been proposed. This algorithm was tested using a number of stereo pairs. 
In all cases, the modified algorithm consistently resulted in an increased proportion 
lll 
of correct matches. Finally, the rank constraint was used to devise a new method for 
identifying regions of an image where the rank transform, and hence matching, are 
more susceptible to noise. 
The rank constraint was also incorporated into a new hybrid matching algorithm, 
where it was combined a number of other ideas. These included the use of an image 
pyramid for match prediction, and a method of edge localisation to improve match ac-
curacy in the vicinity of edges. Experimental results obtained from the new algorithm 
showed that the algorithm is able to remove a large proportion of invalid matches, 
and improve match accuracy. 
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Chapter 1 
Introduction 
Stereo vision is a method of depth perception, in which depth information is in-
ferred from two (or more) images of a scene, taken from different perspectives. The 
human ability to perform stereo vision has been observed by scientists since the 
19th century[92], and it has been investigated from the standpoint of computational 
vision[39, 63]. The human visual system perceives depth and 3-D spatial relationships 
routinely and with apparent ease. However, computerised solutions for stereo vision 
fall far short of the human ability, particularly where natural images are concerned[lO]. 
Algorithmic solutions for artificial stereo vision are therefore highly optimised for a 
particular application area. Applications for stereo vision include, but are not lim-
ited to: aerial photogrammetry[50], autonomous vehicle guidance[37, 66], robotics and 
industrial automation. 
Stereo vision is one of a number of techniques used to discern the three dimensional 
information of a scene. Other techniques which can be used instead of, or comple-
mentary to stereo vision, include[54]: 
Active range finding methods in which a controlled energy beam is applied 
to the scene and reflected energy detected. These techniques, although well 
suited to static scenes and underground situations, are too slow for real-time 
applications[21]. 
Structured lighting approaches which include striped, grid and patterned light-
ing. These tend to be useful in tightly controlled domains such as industrial 
automation, and usually are not useful for more general environments[lO]. 
Monocular image based techniques which use information from a single image, 
and include depth from focus, shape from shading, depth from occlusion cues 
and depth from texture gradient[88]. Depth and object orientation are typically 
inferred from statistical assumptions. 
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p 
Figure 1.1: Two camera system for stereo vision[9]. 
Both range finding and structured lighting methods fall into the category of active 
methods, which require an external light or energy source to be applied to the scene. 
In contrast, both stereo and monocular techniques are known as passive techniques, 
which require only the presence of ambient light. 
1.1 Fundamentals of Stereo Vision 
A simple two camera system for stereo vision is shown in Figure 1.1. A point P will 
be projected into the left image at h and the right image at ! 2. If the location of 
corresponding points h and h in the left and right images are known, and if the 
orientation of the two cameras are known, it is possible to project back rays C1h and 
C2I2, in order to find the original coordinates of the point P. The issue of identifying 
corresponding points is a fundamental problem faced by stereo vision algorithms, and 
is known as the image matching or correspondence problem. 
1.1.1 Stereo Vision Paradigm 
Camera 
Orientation 
Parameters 
l 
eft image 
ight image Rectification 
Stereo Pa1r .. Rect1f1ed 
Images 
Preprocessing 
Matchmg 
Primitives 
Matching 
D1spanty 
Map 
Figure 1.2: Generalised stereo vision paradigm. 
Reconstruction r----
De pth 
Map 
Figure 1.2 shows the generalised stereo vision paradigm, illustrating the steps involved 
in the stereo vision process. These steps are described as follows: 
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Orientation Camera orientation[4, 5] is comprised of two main components: interior 
and exterior. Interior orientation refers to the internal geometric configuration 
of the camera. The parameters of interior orientation include the focal length, 
the position of the principal point, and the distortion characteristics of the lens 
system. The exterior orientation characterises the position of the camera during 
the image event. It consists of the position of the optical centre, and the direction 
of the optical axis. 
Rectification Epipolar geometry, described in Chapter 4 may be used to improve 
the speed of matching algorithms by constraining the search for a match to one 
dimension. The rectification process transforms the images so that the epipolar 
lines are co-incident with horizontal scan lines[5], thus reducing the complexity 
of implementation of matching algorithms. Camera orientation information is 
required in order to perform image rectification. 
Preprocessing This consists of any other preprocessing of the images which takes 
place prior to matching. Some examples of preprocessing which may be required 
are: 
1. Transformation: The pixel values, which essentially comprise a 2-D array, 
are transformed into another form, which is also a 2-D array. Examples 
include the sign representation, and non-parametric transforms, described 
in Section 2.2.1 and 2.2.2. 
2. Feature Extraction: Features to be matched, such as edges, are extracted 
from the images. This step is required for feature-based methods, described 
in Section 2.3. 
Matching The matching process consists of locating corresponding points in the 
stereo pair. Various matching techniques are described in detail in Chapter 2. 
Reconstruction A depth map is computed using the disparity results obtained from 
the matching process and the parameters of camera orientation. For rectified 
images, depth may be computed from[49]: 
Bf 
z=-d (1.1) 
where z = depth, B = stereo baseline length, f = focal length, and d = 
disparity or x-parallax. The reconstructed depth map is often referred to as 
a 2~D representation rather than a full 3D representation, since depth informa-
tion can only be discerned for visible surfaces. No information can be deduced 
about the extent and shape of objects behind the visible surfaces. 
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(b) 
Figure 1.3: Example of input and output of matching algorithms discussed in this 
thesis. (a) Rectified stereo pair (b) Disparity map. 
1.1.2 Image Matching 
This thesis focuses on the image matching or correspondence problem. Though impor-
tant, issues such as camera orientation, rectification, and reconstruction are discussed 
extensively in other literature[5, 25, 87] and are not further addressed here. 
In terms of the stereo vision paradigm of Figure 1.2, this thesis is concerned only with 
the "preprocessing" and "matching" stages. An example of the input and output of 
these stages is shown in Figure 1.3. The input consists of an epipolar stereo pair, while 
the output consists of a disparity map. In the images, the x coordinate is measured 
along the horizontal direction while the y coordinate is measured along the vertical 
direction. Since the images are epipolar, corresponding points will have the same y 
coordinate. The disparity map consists of a grey-level image where each location is 
the difference in x coordinate of corresponding points. 
1.1.3 Matching Problems 
Problems commonly encountered by matching algorithms include the following: 
Occlusions caused by portions of a scene being visible in only one image. This 
is illustrated in Figure 1.4, where point B is visible in image 1, however it is 
obscured from view in image 2. 
Repetitive patterns which can deceive the matching algorithm into choosing an 
incorrect match. In Figure 1.5 the correct match for A in image 1 is in fact A' 
in image 2. However, A could also be erroneously be matched to B', C' or D'. 
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Figure 1.4: The occlusion problem. 
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Figure 1.5: Problem of repetitive patterns, which can result in invalid matches. 
Bland regions which do not contain enough information for matching, for example, 
a featureless wall. This is shown in Figure 1.6 where region A in the featureless 
background of image 1 could be matched to anywhere in the background of 
image 2. 
Perspective distortion which occurs as the shape of objects change when they are 
viewed from different vantage points. 
Radiometric distortion which may result in an offset between pixel values in the 
two images, and/or pixel intensities in one image being multiplied by a gain 
factor with respect to the other image. These effects are caused by differences 
in camera parameters, such as gain, bias and gamma factor. In the case where 
A 
D 
image 1 image 2 
Figure 1.6: Problem of bland regions. 
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radiometric distortion is constant over the whole image, it may be compensated 
for by multiplying by a scale factor or adding a constant offset to the pixels 
in one image. However, radiometric distortion may also be variable over the 
images, and therefore more difficult to predict and compensate for. 
Specular reflection caused by the reflectance properties of the object. Matching 
algorithms usually assume Lambertian reflection model, in which an object re-
flects light equally in all directions. It is therefore assumed that a particular 
point will have the same intensity regardless of the direction from which it is 
viewed. However, this is often not the case, with specular reflection being the 
most dramatic departure from the Lambertian case. 
Noise which is introduced by the image acquisition and digitisation process. Noise 
sources which affect images acquired using charge-couple device (CCD) cameras 
can be divided into the following categories[19]: 
Electronic noise due to random thermal motion of electrons. This type of 
noise is usually modeled as Gaussian with zero mean. 
Photoelectronic Noise due to the quantum nature of light and the photoelec-
tronic conversion process. At low noise levels, the effect of photoelectronic 
noise is relatively severe, and is modeled as a Poisson process. At higher 
light levels, the probability distribution function of this noise can be mod-
eled as Gaussian. 
Quantisation Noise The pixel intensity must be quantised to a finite number 
of digital pixel values, typically 256, resulting in loss of accuracy. 
1.2 Research Questions and Methodology 
The motivation behind this work was to produce a stereo vision sensor for mining 
automation applications. Examples of such applications include autonomous vehicles 
and robotic devices which would operate in a mining environment. More specific 
applications include LHD vehicle navigation, automated roof bolting, and autonomous 
machines for locating and breaking rocks so that they fit through a grid known as a 
"grisly". For such applications, the input stereo images would consist of close range 
scenes of rocks. 
Three important criteria for assessing stereo matching algorithms are speed, reliability 
and accuracy. In this context, reliability refers to the ability of matching algorithms 
to return the correct match, and not some erroneous match. Accuracy, on the other 
hand, refers to the precision to which depth information can be computed. For mining 
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automation applications, speed and reliability are of foremost importance. Accuracy is 
of secondary importance for this application, as it is more important to discern reliable 
information about the presence and overall extent of objects, rather than exact depth 
information. Furthermore, for this application, a dense depth map is required. 
The thesis focuses in particular on analysing the reliability of matching algorithms 
suitable for the application domain. A number of research questions are raised by this 
thesis are: 
1. Which matching algorithms are suitable for a fast and reliable stereo vision 
sensor for close range scenes of rocks? 
2. Is it possible to quantify the reliability of stereo matching algorithms? 
3. Can the reliability of stereo matching algorithms be improved? 
The methodology followed in this thesis is as follows. First of all, experimentation 
with a number of existing matching algorithms was carried out, using test imagery 
typical of the application domain. The matching algorithm considered most suitable 
for the scene domain was then used as the basis for subsequent analysis in the thesis. 
The next step involved assessing existing methods of estimating match reliability, 
based on known matching constraints and diagnostics. Matching constraints are rules 
used to select an appropriate match, which hopefully lead to the selection of a cor-
rect match over an incorrect match. Match diagnostics may be used to compute an 
estimate of the probability of a correct match. 
The first approach taken to estimate the reliability of matching was to derive an ex-
pression for the probability that an incorrect disparity is returned by the matching 
process. This derivation was based on an enumeration of all possible symbols for 
matching. The theoretical results obtained from this analysis agreed well with ex-
perimental results. Some enhancements to this method in order to allow it to be 
integrated into a practical matching algorithm have been suggested. 
A second approach for estimating the probability of a correct match was then pro-
posed. This method derived, from first principles, an analytic expression for the 
matching process. This led to the derivation of a novel constraint for matching, which 
was termed the rank constraint. Experimental results obtained using this constraint 
show that in many cases it is capable of selecting a valid match over an invalid match, 
thereby improving match reliability. In addition, a new diagnostic for match error 
prediction, based on the rank constraint was proposed. 
A final contribution of the thesis was then to combine several ideas, including a number 
of existing constraints, the novel rank constraint, methods of interpolation of unknown 
matches and a method of edge localisation, into a combined matching algorithm. 
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1.3 Structure of the Thesis 
The thesis focuses primarily on image matching or correspondence problem, there-
fore Chapter 2 surveys a wide range of image matching literature, with focus on the 
matching techniques considered relevant to the application domain. Chapter 3 de-
scribes experimental work in which a number of matching techniques were compared 
in order to select the technique best suited to the application domain. In Chapter 4, 
a number of existing matching constraints and diagnostics are outlined. Chapter 5 
derives an expression for the probability that an invalid disparity is returned by the 
matching process. The theoretical results obtained using this method were compared 
with experimental results. Chapter 6, details the derivation of the rank constraint, 
and discusses experimental results obtained using this constraint. In addition, a new 
diagnostic for match error prediction, based on the rank constraint was proposed. 
A hybrid matching algorithm incorporating the rank constraint is then outlined m 
Chapter 7. Conclusions are presented in Chapter 8. 
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Chapter 2 
Image Matching Techniques 
A wide variety of algorithmic solutions to the matching problem are described in the 
literature. Figure 2.1 shows a taxonomy of image matching techniques described in the 
literature. Table 2.1 provides a more detailed taxonomy, along with the corresponding 
sections of this chapter and significant references. 
Area 
Based 
Transform 
Based 
Feature 
Based 
Phase 
Based 
Image 
Matching 
Hybrid Relaxation 
Comb. Indep. 
Measurements 
Figure 2.1: Taxonomy of matching techniques. 
2.1 Area-Based Techniques 
Object Space 
Methods 
Dynamic 
Programming 
Area-based techniques are distinguished by the fact that the matching primitives 
consist of regions of actual pixel values. The advantages of these algorithms lie in 
their simplicity and straightforward implementation, as well as their amenability to 
hardware realisation, while their main disadvantage is their sensitivity to perspective 
distortion. 
2.1.1 Simple Matching Measures 
The information contained in a single pixel is not sufficient for unambiguous matching, 
therefore regularly sized pixel neighbourhoods are compared to find the optimum 
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I Section \ Matching Technique \ Sub-topics I References 
2.1 Area Based 
~1mple matching measures, based [3, 44] 
on the SAD, SSD and NCC 
Validation of matches: value of cor-
relation score, shape of correlation [26, 32, 47] 
peak, left-right checking. 
Hierarchical methods [32, 48, 59] 
Adaptive Window methods [57] 
Sparse Point Matching [46, 47, 48] 
Dense Matching [32, 26] 
Symmetric Multi Window [35] 
Unmanned Ground Vehicle Imple- [66, 67] 
mentation 
Least Squares Techniques [30, 2, 41, 42] 
Multiple Baseline methods [56, 74, 75] 
2.2 Transform Based Sign Representation [71, 72] 
Non-Parametric Transforms: rank 
transform, census transform, rank [15, 96, 97] 
permutation. 
2.3 Feature-Based Matching Zero crossing locations [40] 
Edge matching: minimum differen-
tial disparity algorithm, graph de- [6, 38, 68, 84] 
scriptions, polygon representations, 
'lj;-s representation. 
Patch Matching [1] 
Relational Matching [85] 
2.4 Hybrid (Area and [20] Feature-Based) 
2.5 Phase Based [27, 28] 
2.6 Combimng independent [58] 
Meas11rements 
2.7 Relaxation Cooperative algorithm [63] 
Relaxation Labeling [82, 11, 51, 81] 
2.8 Dynamic Programming Viterbi algorithm [7] 
Intra- and inter-scanline search [73] 
Disparity space image [52] 
2.9 Object Space Combinmg matchmg and surtace re- [17] ffnstru~ion . 
oject pace Models: tnangulated [33, 34] 
meshes oriented particles. 
Table 2.1: Detailed taxonomy of image matching techniques, as explored by this 
chapter. 
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zero mean sum of 
absolute ZSAD 2::: I (h(u,v)-h)-(I2(x+u,y+v)-lz) I 
differences (u,v)EW 
sum ot squared SSD 2::: (I1(u, v)- fz(x + u, y + v)) 2 differences (u,v)EW 
zero mean sum ot 
squared ZSSD 2::: ((J1(u, v)- h)- (fz(x + u, y + v)- lz)) 2 
differences (u,v)EW 
normalised cross NCC L.;(u,v)EW h(u, v) · I2(x + u, y + v) 
correlation J~(u,v)EW IJ(u, v) · ~(u,v)EW Ii(x + u, y + v) 
ht:a u 111 ea,u 
I:(u,v)Ew(h (u,v)-h )·(h(x+u,y+v)-h) 
normalised cross ZNCC 
rorrelation vi:(u,v)EW(iJ (u,v)-h )2·I:(u,v)Ew(h(x+u,y+v)-l2 )
2 
Table 2.2: area-based matching measures[3]. In all cases, h denotes the template 
window, ]z is the candidate window, and ~(u,v)EW indicates summation over the 
window. 
match. A point to be matched essentially becomes the centre of a small window of 
points, and this window is compared with similarly sized regions in the other image. 
Matching measures are used to provide a computational measure of the similarity 
between two similarly sized windows of pixels, and hence are used to determine the 
optimum match. Some simple measures are listed in Table 2.2. All these measures 
use a square window of pixels as the basis for comparison. 
The SAD and the SSD are intuitively the simplest, and computationally the least 
expensive of all the matching measures. Two areas which consist of exactly the same 
pixel values would yield a score of zero. However, if there is a constant offset between 
the pixel intensities in the two images, these measures will no longer yield the correct 
results. The ZSAD and the ZSSD have been devised to deal with this problem, by 
subtracting the mean of the match area from each intensity value. In addition, another 
problem occurs in the case where the pixel intensities in one image are equal to the 
intensities in the other image multiplied by a gain factor. However, the improved 
performance of the ZSAD and ZSSD over the SAD and SSD is offset by increased 
computational complexity. 
As discussed by Hannah[44], the NCC measure deals with a possible gain factor by 
dividing by the variances of each window, while the ZNCC measure additionally deals 
with the offset problem by first subtracting the mean from each pixel value. For grey 
level images, these metrics will have a value ranging from -1 to 1, where 1 represents 
the best match. All area-based techniques perform well on highly textured scenes, 
however, tend to fail when the areas to be correlated do not contain enough grey level 
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template window shifting candiate window 
Figure 2.2: Epipolar constrained area-based matching. 
variation to ascertain a match. 
Epipolar geometry, discussed in Section 1.1, may be used in area-based matching to 
reduce the search space for match. The value of a matching metric is computed using 
a fixed template window in the first image and a shifting candidate window in the 
second image, where the candidate window is moved in integer increments along the 
epipolar line. In each case, the amount of shift is the test disparity. The disparity 
having the optimum value for the matching metric is then chosen. 
2.1.2 Validation Techniques 
Once a match is selected using a matching metric, there are a number of techniques 
which can be used to recognise incorrect matches, and/or assign confidence values to 
matches. 
Value of correlation score 
The simplest confidence metric of all is the value of the score obtained using the match-
ing measures of Table 2.2. A score obtained in this manner may be compared with 
respect to either an absolute threshold or an autocorrelation threshold[47]. Matches 
whose score is too low (in the case of the NCC based measures) or too high (in the 
case of the SAD and SSD based measures) will be considered unreliable. The inherent 
disadvantage of this method is that the choice of threshold is arbitrary and difficult 
to choose in practice[32]. 
Shape and Uniqueness of correlation peak 
The correlation scores obtained for each test disparity along an epipolar line may be 
plotted versus the test disparity, as shown in Figure 2.3. The presence of more than 
one peak of approximately the same height indicates a high probability of choosing 
the wrong peak. A situation may occur where the correct peak is only slightly lower 
than a spurious incorrect one, causing the incorrect disparity to be chosen. It may 
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Correlation 
Score 
Test Disparity 
Figure 2.3: Ambiguity when correlation peaks are approximately the same height. 
left 
scan I ine L.._L_~\--L_L_L_L_i__L_.l.___-',~i__L_l.__.Lf'-"--"--"--.L......l 
right 
scan line 
consistent 
match 
inconsistent 
match 
Figure 2.4: Consistent vs inconsistent matches. The match on the left is consistent, 
while the match on the right is inconsistent[32]. 
therefore be advantageous to assign a confidence measure to the chosen disparity, 
which is proportional to the height difference between the two peaks[26]. 
In addition, the width of the main peak gives an indication of the precision of the 
result. The width of the peak may be estimated given the maxima, and a point on 
either side. The narrower the main peak, the more precise the result. Disparity values 
obtained from narrow peaks may therefore be assigned higher confidence values. 
Left-Right Consistency checking 
This popular validation technique involves reversing the roles of the two images and 
performing matching a second time. This is illustrated in Figure 2.4. Firstly, epipolar 
constrained matching is carried out using a template window centred on It, and as a 
consequence, the point h, which is the best match for h, is found. Matching is then 
performed again, this time using a template window centred on h. If this match leads 
back to the original point h, then the match is consistent, otherwise, it is flagged as 
inconsistent. This validity test is likely to detect invalid matches which may result 
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Left image pyramid Right image pyramid 
Figure 2.5: An image pyramid, showing the propagation of matching information 
from the coarsest resolution image to the finest resolution image. 
from an occlusion. This is because the pixels which comprise an occluded area are 
likely to match, more or less at random, with locations in the other image. However, 
these locations in the other image are unlikely to match back to the pixels in the 
occlusion area, rather, they are more likely to match with their own corresponding 
points. 
This validation technique can be fooled by repetitive patterns[32]. 
2.1.3 Hierarchical Methods 
Hierarchical approaches are widely used in stereo matching, and involve Gaussian 
smoothing and sub-sampling of the stereo images, so that a "pyramid" of images at 
different resolutions is obtained. Gaussian smoothing is required before sub-sampling 
to ensure the Nyquist criterion is satisfied, to avoid aliasing effects[53]. 
A three level image pyramid depicting epipolar constrained coarse-to-fine matching is 
shown in Figure 2.5. In coarse-to-fine matching, matching begins with the coarsest 
resolution level. The disparity result then propagated to the next finer level as an 
initial disparity approximation. In this manner, an initial disparity estimate is refined 
using successively finer levels of the image pyramid. 
This method of coarse-to-fine matching using the image pyramid has the advantage 
that it can reduce the search time for a match. However, a disadvantage is that if the 
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initial estimate is incorrect this will lead to an invalid match being propagated to the 
finest resolution level. 
2.1.4 Adaptive Window Techniques 
Selection of an appropriate window size is a central problem in techniques based on 
matching metrics. The window must be large enough to include sufficient information 
for matching, but small enough to avoid the effects of projective distortion[10]. An 
adaptive window technique presented by Kanade and Okutomi[57] allows window size 
to be selected adaptively depending on local variations in intensity and disparity. 
This method em ploys a statistical model of the disparity variation within a window. 
Two stereo images are denoted by h ( x, y) and h ( x, y). Assuming that the two images 
are epipolar, the relationship between them is: 
h (x, y) = h(x + dr(x, y), y) + n(x, y) (2.1) 
where dr(x, y) is the disparity function and n(x, y) is Gaussian noise 
n(x, y) rv N(O, 2a~) (2.2) 
The value a~ is the power of the noise per image. In Equation (2.2), 2a~ is used to 
indicate that it accounts for noise added to both h and h. 
The following statistical model for disparity dr(E, ry) within a window is used: 
(2.3) 
where <Yd represents the amount of disparity fluctuation within the window. This 
model assumes that the difference in disparity between a point ( E, TJ) in a window and 
the centre point (0, 0) has a zero mean Gaussian distribution with variance propor-
tional to the distance between these points. 
The difference in intensity between h and h can be approximated as: 
where (E, ry) are the window coordinates, dr(O, 0) is the disparity of the centre pixel 
and n(E, ry) is the noise component. The following statistical model for the intensity 
variation of Equation (2.4) is used: 
n5 (E,TJ) ~ h(E,ry)-!2(E+dr(0,0),ry) 
rv N(O, 2a~ + cr1crdVE2 + ry2 ) (2.5) 
where ns(E, ry) is the right hand side of Equation (2.4), and <YJ represents the amount 
of intensity fluctuation within the window. 
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Figure 2.6: Adaptive window expansion[57]. 
The two parameters, ad and a f are estimated as: 
(2.6) 
(2.7) 
where Nw is the number of samples within the window, l::::i,jEW represents summation 
over the window, and d0 ( E, 77) is the current estimate of disparities within the window. 
The estimated values of ad and a f change as the size and shape of the window change. 
The disparity increment with maximum likelihood, 6d, and its uncertainty, a-'i,d, are 
computed as: 
2 
(T b.d 
(2.8) 
(2.9) 
Equations (2.6-2.9) are used to iteratively compute the dimensions of the matching 
window to be used. The strategy is basically one of sequential search by maximum 
descent, starting with the smallest window. The algorithm is outlined as follows: 
1. The initial set of disparity estimates, do(x, y) is computed using a measure such 
as the SSD. 
2. For each point (x,y), a window is chosen which provides an estimate of disparity 
increment, 6d, with the lowest uncertainty. The disparity estimate is then 
updated by di+l(x,y) = di(x,y) + 6d(x,y). The window is rectangular in 
shape, and its width and height can be controlled in four directions, as shown 
in Figure 2.6. Window selection proceeds as follows: 
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(a) A 3 X 3 window is centred at the pixel, and the disparity increment b.d and 
the uncertainty in the disparity, O"id are computed using Equations (2.6-
2.9). 
(b) The window is expanded by one pixel in one direction, and the uncertainty 
for the expanded window computed. If the expansion increases the un-
certainty, then the direction is flagged as being prohibited from further 
expansions. The process is repeated for all directions not already flagged 
as prohibited. 
(c) The direction which resulted in the lowest increase in uncertainty is chosen. 
(d) The window is expanded by one pixel in the chosen direction. 
(e) Steps (a) ... (d) are iterated until all directions become prohibited from 
expansion or until the window size reaches a pre-defined limit. 
3. The process is iterated until the disparity estimate converges, or a maximum 
number of iterations is reached. 
2.1.5 Sparse Point Matching 
The SRI system discussed by Hannah[46, 47, 48] was designed for aerial stereo imagery. 
It first of all passes a statistical operator (or interest operator) over the image[45], 
which finds preferred locations to attempt the matching process, often termed inter-
esting points. The underlying strategy used is to begin matching with the points which 
are most likely to be correctly matched, based on the value of the interest operator. 
Points with successively lower "interest" scores are then matched, using information 
from the previous matches to constrain the search. 
Image hierarchies, described in Section 2.1.3 are also used. An image hierarchy is 
produced by first convolving an image with a Gaussian, then sub-sampling, so that 
each successive image is reduced in size by a factor of 2. The algorithm makes use of 
the epipolar information if it is known, otherwise a 2-dimensional spiral search followed 
by a hill-climbing search is used. The optimum match is selected based on the ZNCC 
measure. Matches whose correlation scores are too low are rejected as unreliable. In 
addition left-right consistency checking (here termed "back matching") is used. 
This system was submitted to ISPRS1 Working Group III/4 Test A on Image Matching[43], 
where it was found to be the most accurate of all algorithms participating in the 
test[48]. However, the algorithm tends to match only a small portion, typically less 
than 1%, of the image points[32]. 
1 International Society for Photogrammetry and Remote Sensing 
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Figure 2.7: Obtaining sub-pixel accuracy by interpolation. 
2.1.6 Dense Matching 
With modern hardware architectures and massively parallel computers, a matching al-
gorithm could potentially yield disparity results for all image pixels. One such scheme 
is the SRI/INRIA system discussed by Fua[31, 32], which consists of a correlation 
phase followed by interpolation. The correlation score 
s = max(O, 1- c) (2.10) 
where 
L:i,j((h(x + i, y+ j)- h)- (lz(x + dx + i, y + dy + j)- h)) 2 
c= -r================================================== 
JL:i)h (x + i, y + j)- h) 2 I: i,j(Iz(x + dx + i, y + dy + j)- h)2 
(2.11) 
is used, where h and h are the left and right image intensities, h and ! 2 are the 
average pixel values over the correlation window and dx and dy are the displacements 
along the epipolar line. For rectified images, dy = 0. The measure of Equation (2.11) 
consists of the ZSSD as the numerator and a normalising factor as the denominator. 
Equation (2.10) is designed to return a maximum value at the optimum match. 
Epipolar constrained matching using the metric of Equation (2.10) is used. Disparity 
is computed with sub-pixel accuracy by fitting a curve to the correlation scores in the 
vicinity of the maximum, and the optimal disparity is computed by interpolation. This 
is illustrated in Figure 2. 7. The validity of the match is established using consistency 
checking, and inconsistent matches removed from the disparity map. Also, isolated 
matches are removed based on the heuristic that these matches were likely to be 
incorrect. 
To increase the density of the disparity map, a hierarchical approach is used, where 
matching is performed at several levels of resolution using windows of a fixed size. The 
matching proceeds independently at each level of resolution, which differs from the 
approach outlined in Section 2.1.3, where the results from a coarser match are used to 
guide the next finer match. The latter method assumes that the low resolution results 
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Figure 2.8: Merging of disparity maps obtained for different resolutions. 
are reliable enough to guide the search at the next higher resolution, an assumption 
which may not always hold, particularly in the presence of occlusions. The disparity 
maps obtained for each resolution level are merged, by selecting, for each pixel, the 
highest resolution for which a valid disparity has been found. This is illustrated in 
Figure 2.8, where a disparity value in the finest resolution disparity map, a3 , is chosen 
in preference to values a2 and a 1 in the medium and coarse resolution disparity maps. 
Similarly b2 is chosen over b1 . Finally, the disparity map is converted to a depth map. 
Next, an interpolation scheme is used to improve the depth map. The depth infor-
mation must be propagated across featureless areas, in which the disparity map will 
typically be sparse. In addition, depth discontinuities must be preserved. The world 
is modeled as smooth surfaces separated by depth discontinuities. It is also assumed 
that these depth discontinuities produce changes in grey level intensities. The ratio-
nale behind this approach has its basis in regularisation theory[80]. A depth image 
could be computed by minimising the criterion 
c J 2 (ow) 2 (ow) 2 s(w-wo) +Ax ox +Ay oy (2.12) 
s 1 if w0 has been measured, 0 otherwise 
Ax 0 if horizontal discontinuity, Cx otherwise 
Ay 0 if vertical discontinuity, cy otherwise 
where w is the depth, w0 is the true depth (if known), and ex and cy are two numbers 
which control the amount of smoothing. When a valid disparity exists, it is used to 
compute wo, and also s in Equation (2.12) is interpreted as a weighting factor and 
replaced by the correlation score of Equation (2.10). In addition, the Ax and Ay of 
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Equation (2.12) are replaced by terms which vary monotonically with image gradients 
in the x and y directions 
Ax CxNormalise (~~) 
Ay = cyNormalise ( ~~) 
where Normalise is the piecewise linear function defined by 
{ 
1 if X< Xo 
Normalise(x) = x 1-x if xo < x < XI 
Xl-XO 
0 otherwise 
(2.13) 
(2.14) 
(2.15) 
x 0 and xi being two constants, chosen as the median and maximum values of x 
respectively. For featureless areas, the first term of Equation (2.12) will usually be 
zero, since w0 is largely unknown. Also, for featureless areas, ~! and f~ are small, 
therefore, from Equation (2.15), the values of Ax and Ay will be large, and the second 
and third terms of Equation (2.12) will have maximum influence. Depth will therefore 
be propagated across sparse areas so that depth variation is kept to a minimum. 
At a depth discontinuity, it is assumed that the intensity gradient is high, ie., ~! and ~~ 
are large. Therefore from Equation (2.15), Ax and Ay will be small, and the smoothing 
effect of the second and third terms of Equation (2.12) will become negligible. Depth 
discontinuities were found to be well preserved where the intensity gradient is high, 
but became blurred where the intensity gradient is low. To take depth discontinuities 
explicitly into account, the interpolation scheme was amended as follows: 
1. Perform interpolation using the Ax and Ay defined in Equation (2.14). 
2. Iterate the following 
(a) recompute Ax and Ay using 
(2.16) 
(2.17) 
where a is a constant equal to 2. These are functions of both the intensity 
gradient and the depth gradient of the interpolated image. 
(b) Interpolate using the new Ax and Ay 
The algorithm converges in a few iterations, resulting in a much sharper depth map. 
The INRIA report by Faugeras et. al.[26], describes a matching algorithm similar 
to the correlation phase of the Fua algorithm described previously. As with the Fua 
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algorithm, correlation is performed over all image points using epipolar constrained 
matching, and only matches which pass the left-right consistency check are retained. 
An image hierarchy is used to increase the density of the disparity map, as shown in 
Figure 2.8. Sub-pixel accuracy is again obtained by fitting a curve to the correlation 
scores and then interpolating, as shown in Figure 2.7. 
The following matching measures were tested: 
NSSD 
NCC 
ZNSSD 
ZNCC 
/'Li,j h (x+i,j+j) 2 VLi,j h(x+d+i,y+j) 2 
Li, · h (x+i,y+j)h (x+d+i,y+j) 
VLi,j h (x+i,y+j) 2.j'L;,j h(x+d+i,y+j)2 
Li,j ( (h (x+i,y+j)-h (x,y) )-(h (x+d+i,y+j)--;:-h-;(-x+-:-d.,--,y"')) )2 
VLi,j (h (x+i,j+j)-11 (x,y)) 2V.'Li,j (h(x+d+i,y+j)-h (x+d,y)) 2 
Li,j (h (x+i,y+j)-h (x,y))(h(x+d+i,y+j)-h (x+d,y)) 
VLi,j(h (x+i,y+j)-h (x,y)) 2V'Li,j(h (x+d+i,y+j)-12 (x+d,y))2 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
where h and ! 2 are the two windows and d is the test disparity. These metrics 
assume rectified images, so there is no y offset between the windows. Equations (2.19) 
and (2.21) are equivalent to the the NCC and ZNCC metrics defined in Table 2.2 which 
are designed to produce a maximum at the optimum match. On the other hand, 
Equations (2.18) and (2.20) resemble the SSD and the ZSSD metrics of Table 2.2, 
divided by a normalising factor. They have been named Normalised SSD (NSSD) 
and Zero Mean Normalised SSD (ZNSSD) respectively. These will exhibit a minimum 
at the optimum match. The ZNSSD and the ZNCC metrics proved to be the most 
invariant to radiometric differences between the images. 
2.1.7 Symmetric Multi Window Technique 
The Symmetric Multi- Window(SMW) algorithm[35] is also based on epipolar con-
strained area-based matching, making use of the NSSD measure of Equation (2.18). 
Sub-pixel accuracy is again achieved by interpolation. In addition, this algorithm 
makes use of an adaptive window scheme. For each pixel, the matching metric is com-
puted with nine 7 X 7 windows, shown in Figure 2.9. The NSSD measure is computed 
for all candidate disparity positions with each test window and the disparity with the 
optimum measure selected. The motivation behind this is that a window yielding a 
smaller SSD error is more likely to cover a constant depth region, so the disparity 
profile itself drives the selection of an appropriate window. 
The left-right consistency constraint is used to distinguish occlusions. A disparity 
is assigned heuristically to these occluded regions. When an occluded area occurs 
between two planes at different depths, it will assume the disparity of the deeper plane2 
2for collision avoidance applications, it may be safer to assume the nearer plane. 
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Figure 2.9: Nine asymmetric correlation windows[35]. The pixel for which disparity 
is computed is highlighted. 
In addition, disparities are assigned an uncertainty measure equal to the variance 
of disparity values obtained from the different windows. For occluded regions, the 
disparity is assigned infinite uncertainty. 
2.1.8 Unmanned Ground Vehicle Implementation 
An Unmanned Ground Vehicle (UGV) system developed at JPL, is discussed by 
Matthies[66, 67]. This vision system is installed on a roboticised HMMWV(High 
Mobility Multipurpose Wheeled Vehicle) as a testbed. The HMMWV was able to be 
driven at 5-lOkm/h over gentle, but not barren terrain. The stereo algorithm consists 
of the following steps: 
1. Digitise fields of the stereo image pairs. 
2. Rectify the images. 
3. Compute image pyramids by a Difference-of-Gaussian image pyramid transfor-
mation. 
4. Estimate disparity by finding the SSD minimum. 
5. Filter out incorrect matches using what is termed the LRLOS(Left-Right Line 
of Sight) consistency check. This is equivalent to the consistency checking of 
Figure 2.4. 
6. Estimate sub-pixel disparity by fitting parabolas to the 3 SSD values surrounding 
the minimum. This is similar to Figure 2.7 except here we seek to find the 
minimum, rather than the maximum as for NCC. 
7. Smooth the disparity map with a 3 X 3low pass filter to reduce noise and artifacts 
from the sub-pixel estimation process. 
8. Filter out small regions likely to be incorrect matches by applying a blob filter. 
9. Triangulate to produce the x, y, z coordinates at each pixel. 
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Figure 2.10: Camera positions for multiple baseline stereo[74]. 
10. Detect "positive" obstacles (ie., obstacles higher than the ground) by threshold-
ing a simple slope operator applied to the range image. 
Extensions to this work include forward looking infra-red cameras (FLIR) for night 
vision, and detecting negative obstacles (ie., holes which dip below the ground plane). 
2.1.9 Multiple baseline techniques 
Multiple baseline techniques, described by Okutomi and Kanade[75], involve the use 
of multiple stereo pairs with different baselines. The basic configuration is shown in 
Figure 2.10, in which cameras are located at positions Po ... Pn, resulting in stereo 
pairs with baselines B0 ••. Bn· When the baseline is short, depth estimation will be 
imprecise due to narrow triangulation. For longer baselines, depth estimation will be 
more precise, however, a longer baseline means that a larger disparity range must be 
searched to find a match, which increases the possibility of an incorrect match. Also, 
with longer baselines, problems such as perspective distortion and occlusion become 
more pronounced. 
The purpose of using different baselines is to combine the advantages of using short 
baselines and long baselines, in order to remove false matches and increase preci-
sion. In particular, multiple baseline techniques have been found to remove ambiguity 
caused by repetitive structures, an issue which is explored in detail in the following 
mathematical analysis. 
Mathematical Analysis[75] 
Given the camera configuration of Figure 2.10, and assuming scanlines are co-incident 
with epipolar lines, the image intensity functions ! 0 and Ii for the image pair at 
positions Po and Pi can be expressed as 
Io(x, y) 
Ii(x, y) 
I(x, y) + no(x, y) 
I(x- dr(i)' y) + ni(x, y) 
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(2.22) 
where dr(i) is the correct disparity between the two images, and no and ni are inde-
pendent Gaussian noise such that 
This method makes use of the SSD matching metric 
L (Io(x + j, y)- Ii(x + d(i) + j, y)) 2 
jEW 
(2.23) 
(2.24) 
where d(i) is the candidate disparity and :LjEW denotes summation over the window. 
Using the expectation operator, E, and substituting Equations (2.22) into (2.24) the 
expected value of the SSD measure becomes 
E [?= (I(x + j, y)- I(x + d(i)- dr(i) + j, y) + n0 (x + j, y)- ni(X + d(i) + j, y))2] 
JEW 
= E [?= (I(x + j, y)- I(x + d(i)- dr(i) + j, y))2] 
JEW 
+ E [?= 2(I(x + j, y)- I(x + d(i)- dr(i) + j, y)) · (no(x + j, Y)- ni(X + d(i) + j, Y))l 
JEW 
+ E [(no(x + j, y)- ni(x + d(i) + j, y))2 ] 
= L (I(x + j, y)- I(x + d(i)- dr(i) + j, y)) 2 + 2Nwa?. 
jEW 
(2.25) 
where Nw is the number of points within the window. It is assumed that dr(i) is 
constant over the window. The SSD function is expected to have a minimum at 
d(i) = dr(i)' ie., at the correct disparity. 
An ambiguity can arise when the image intensity has the same pattern at x and x +a, 
ie., 
I(x+j) = I(x+a+j). (2.26) 
Such an ambiguity would typically arise when periodic patterns are present in the 
image. By substituting the Equation (2.26) into (2.25) it can be seen that a minimum 
SSD value will occur at both dr(i) and dr(i) + a. In such a situation, it is impossible 
to determine the correct disparity. 
To disambiguate the situation, a new variable, inverse depth, 1s introduced. For 
parallel cameras, it can be proved that[49] 
Bj 
dr(i) =-
z 
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(2.27) 
Figure 2.11: SSD and SSSD functions versus inverse depth[56]. 
where dr(i) is the disparity, B is the baseline length, f is the focal length and z is the 
depth. Using the inverse depth, (, 
1 ( = -, 
z 
Equation (2.27) may be re-arranged to derive expressions for dr(i) and d(i) as 
Bd( 
(2.28) 
(2.29) 
where (r and ( are the correct and candidate inverse depth respectively. Substituting 
Equations (2.29) into (2.25), the expected value of the SSD with respect to inverse 
depth becomes 
L (I(x + j, y)- I(x + Bi!((- (r) + j, y))2 + 2Nw<Y~ 
jEW 
(2.30) 
A new function, known as the Sum of SSDs (SSSD) is now defined. This function 
sums the SSD function of Equation (2.30) for each stereo pair. The expected value of 
this function is 
n L L (I(x + j, Y)- I(x + Bi!((- (r) + j, y))2 + 2Nw<Y~ (2.31) 
i=l jEW 
which will have a minimum at ( = (n the correct inverse depth. If the image function 
has the same intensity at x and x +a, then from Equation (2.29), Equation (2.30) will 
have a false minimum at ( = (r + B~J. However, the false inverse depth is different 
for each baseline, Bi, while the correct inverse depth, (r remains constant. Therefore, 
the Sum of SSDs in Equation (2.31) will show a minimum at only one value of inverse 
depth, that is, at ( = (r. This is illustrated in Figure 2.11, which shows a number of 
SSD functions and the SSSD function plotted versus inverse depth. 
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Multiple Baseline Implementation 
A video rate stereo machine using the multiple baseline concept has been implemented 
at CMU by Kanade et. al.[56]. The stereo sensor is able to make use of 2 to 6 
cameras, and produces a dense depth map 256 x 240 pixels in size, at a frame rate of 
30 frames/sec. A disparity range of 60 pixels is searched. For high speed hardware 
implementation, the Sum of SADs has been used instead of the Sum of SSDs. 
The algorithm consists of the following steps: 
1. Laplacian of Gaussian filtering of input images. 
2. Computation of SAD values for each stereo pair, and their summation to produce 
the Sum of SADs (SSAD) function. 
3. Identification of SSAD minimum and inverse depth at this minimum. The un-
certainty associated with the SSAD minimum is evaluated by analysing the 
curvature of the SSAD function at the minimum. 
2.1.10 Least Squares Matching 
Least squares techniques are well established mathematical techniques for adjusting 
observations containing random errors[94]. Their application to image matching was 
first suggested by Forstner[30], and Ackermann[2]. Least squares techniques for image 
matching have been designed to alleviate the problems of perspective and radiomet-
ric distortions by incorporating geometric and radiometric transforms in the window 
matching process. The optimum match is defined as the transform from one array to 
another which minimises the remaining grey value differences. 
Though least-squares matching techniques can provide improved results they are not 
without their problems. Their main drawback is increased complexity. Also, it is 
possible to encounter situations where convergence is slow or the system converges to 
a local minimum. Such conditions need to be accounted for, which leads to further 
complexity. 
Adaptive Least Squares Correlation 
This section outlines the basic principle of Adaptive Least Squares matching, as out-
lined by Griin[41, 42]. It is assumed that two image regions are defined by the two 
discrete functions f ( x, y) and g ( x, y), which correspond to conjugate regions in the 
left and right images respectively. The function J(x, y) is often called the "template", 
whereas g(x, y) is often called the "picture". An ideal match is attained if 
j(x, y) = g(x, y). (2.32) 
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However, Equation (2.32) is not consistent, due to the presence of noise. Therefore, 
an error vector is added, resulting in 
j(x, y)- e(x, y) = g(x, y) (2.33) 
where e(x, y) is the error. The objective is to find the function g(x, y) which yields the 
best match. In the least squares context, Equation (2.33) is considered as a non-linear 
observation equation. In order to use the least squares approach, this equation must 
be linearised. This yields 
0 bg0 (x, y) bg 0 (x, y) f(x, y)- e(x, y) = g (x, y) + bx dx + by dy, (2.34) 
(2.35) 
where g0 ( x, y) is the initial approximation to the conjugate region g ( x, y), and Pi are 
transformation parameters. These parameters consist of image shaping and radio-
metric parameters. The image shaping is accomplished by applying a geometrical 
transformation to g0 (x,y). This transformation may be formalised as 
X 
y 
with 
tT 
X ( 1 
tT 
y ( 1 
and with parameter matrices 
A= 
amz · · · 
t'{; Atx 
t'{;Btx 
Xo x2 0 
Yo y; 
m-1 ) Xo 
m-1 ) 
Yo 
(2.36) 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
where x0 , Yo are the coordinates of g0 (x, y). This transformation may be approximated 
by an affine transform, which results in A and B being defined as 
B = [ bu b12 ] , 
b21 0 (2.41) 
which leads to 
y (2.42) 
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Parameters a11 and b11 are for image shift, while a1 2 , a21, b12 and b2 1 are for image 
distortion. Differentiating Equations (2.42) with respect to x and y, 
dy (2.43) 
In addition to the image shaping parameters of Equation (2.41), the radiometric pa-
rameters rs (for zero level shift) and rt (a brightness scale factor) are also included in 
the system. Equation (2.34) therefore becomes 
Combining the parameters in a parameter vector x, 
(2.45) 
their coefficients in the design matrix A, the difference f ( x, y) - g 0 ( x, y) in the vector 
l, and e(x, y) in the vector e, the above observation equations become 
l- e =Ax (2.46) 
which is the standard matrix formulation for least squares problems. With the statis-
tical expectation operator E and the assumptions 
E(e) = 0, (2.47) 
where P is a weight matrix, the system of Equations (2.46) and (2.47) becomes a 
Gauss-Markov estimation model. This estimation model leads to the following 
x (ATPA)- 1ATPl, (solution vector) (2.48) 
'2 1 
(Jo -vtPv (variance vector) (2.49) , 
r 
v Ax -z, (residual vector) (2.50) 
r n- u, (2.51) 
where u is the number of transformation parameters (in this case 8), n is the number 
of observations (depends on the patch size) and r = n- u is the redundancy. 
The residuals Vi may be interpreted as the differences in grey values between the 
estimated picture patch and the template patch, 
i = 1· · ·n, (2.52) 
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where g(x, y) denotes the estimated picture patch. 
Due to the non-linearity of Equation (2.33), the original observation equation, the 
solution must be obtained iteratively. The parameters are initially set as 
(2.53) 
(rs and rt are linear by definition) 
The design matrix A is evaluated, and the solution vector computed from Equa-
tion (2.48). Equations (2.42) and (2.43) are then used to transform the window 
g0 ( x, y), and the design matrix is re-evaluated. The process is repeated until each 
element of the solution vector x falls below a c~rtain threshold. 
The model used in this analysis consists of parameters which model both the geo-
metrical distortion and the radiometric anomalies. A model should contain enough 
parameters in order to be able to model the distortion as completely as possible, 
however, this increases the risk or over-parameterisation. Under certain conditions, 
some parameters may not be determinable, which impairs the estimation model and 
adversely affects the quality of the match. Therefore, a least-squares matching algo-
rithm should include a test procedure for parameters which can check if parameters 
are non-determinable. An algorithm with such a capability is termed adaptive. The 
adaptive capability is incorporated into the iteration steps. The parameter set is up-
dated automatically, depending on the signal content. In addition, parameters may 
be assigned weights. 
2.2 Transform Based Techniques 
In these techniques the two-dimensional array of pixel values is transformed into an-
other two-dimensional array. Matching may then be carried out using the area-based 
techniques already discussed. This section outlines two such approaches: the sign 
representation, and methods based on non-parametric transforms. 
2.2.1 Sign Representation 
In this method, matching is preceded by a preprocessing step in which the stereo 
images are converted into the sign representation. 
Zero Crossing Theory 
This method has its roots in the computational theory of stereo matching[64, 79], in 
which zero crossings in the second derivative are the primitives used for matching. 
These zero crossings correspond to large intensity changes, as shown in Figure 2.12. 
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(a) Intensity image (b) Intensity function 
(c) 1st derivative (d) 2nd derivative 
Figure 2.12: Successive derivatives of a grey-level image, illustrating how intensity 
changes result in zero crossings of the second derivative[79]. 
The second derivative alone, however, is a high pass operator, therefore the zero cross-
ings would be correlated with the fine details of the image. Information about more 
important edges would be lost amongst the fine detail. Therefore, a two-dimensional 
Gaussian filter, 
1 ~ G(x, y) =- exp- 2,.2 
2a (2.54) 
is first used to smooth the high frequency detail before application of the second 
derivative. The two operations can be combined into one filter, known as the Laplacian 
of Gaussian (LOG): 
( 8
8
: 2 + ::2 ) G(x, Y) 
[ x2 ~ y2 - 2] exp_x:;¥2 (2.55) 
A cross section through a LOG operator is shown in Figure 2.13. Convolving an image 
I(x, y) with the LOG, the convolved image 
C(x, y) = \72G(x, y) * I(x, y) (2.56) 
is obtained. Zero crossings are defined as locations where C(x, y) = 0. An image 
may be convolved with \72G filters of different sizes to produce convolved images at 
different scales of resolution, as shown in Figure 2.14. 
The PRISM System 
The sign representation consists of the sign of the Laplacian of Gaussian filtered 
image. An example is shown in Figure 2.15. This is a dual of the zero crossing 
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Figure 2.13: Cross section through a LOG operator. The width of the central lobe, 
w = 2vl2cr, determines the degree of smoothing[84]. 
(b) 
(c) (d) 
Figure 2.14: Zero crossings resulting from convolving the ROCK image of (a) with 
\12G operators of width (b) w = 5, (c) w = 10, and (d) w = 20 pixels. 
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(a) (b) 
(c) (d) 
Figure 2.15: Sign representation resulting from convolving the ROCK image of (a) 
with \72G operators of width (b) w = 5, (c) w = 10, and w = 20. 
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Figure 2.16: Flow of computation in the PRISM system[71]. 
depth 
map 
information. The sign representation, however, is considered to have greater stability 
in the presence of noise[71]. Noise causes zero crossing points to move proportionally 
to noise amplitude. If the spacing between zero crossings is relatively large compared 
with this movement, the region of constant sign is more or less stable, and provides a 
more reliable basis for matching than the zero crossing locations. 
The sign representation is used in the Practical Real-Time Imaging Stereo Matcher(PRISM) 
system described by Nishihara[71]. This system is illustrated in Figure 2.16. The left 
and right images are digitised, and each is filtered to extract image information at three 
scales of resolution by convolution with the two-dimensional Laplacian of Gaussian 
V 2G operators( with diameters of 32, 20 and 10 pixels). The sign of these convolved 
images is stored in a binary image termed the sign representation. Next, the sign 
representations at each scale are matched using a correlation based technique to pro-
duce coarse, medium and fine scale disparity maps. The matching at the three scales 
is loosely coupled, with the location of a match at a coarser scale being used as a 
starting point for the search at the next finer scale. Finally, the fine scale disparity 
map is converted into a depth map. 
Unmanned Ground Vehicle Implementation 
Work done by Teleos Research towards an Unmanned Ground Vehicle (UGV) system, 
based on correlation of the sign representation, is described in the report by Nishihara 
et al[72]. One feature of this system is the use of a skewed correlation window, 
to compensate for disparity variation within a correlation window. For an UGV, 
a stereo pair would typically be taken with cameras pointing at the ground as shown 
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Figure 2.17: Application of skewed correlation windows. The pixels at the bottom 
of a square window correspond to ground locations which are closer to the camera 
than pixels at the top of the window. Pixels at the bottom of the window therefore 
have a greater disparity. 
D 
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Figure 2.18: (a) Normal square window (b) Window skewed to compensate for the 
disparity gradient[72]. 
in Figure 2.17. In such a case, the disparity of pixels near the bottom of a square 
correlation window will be greater than the disparity of pixels near the top of the 
window. "Skewing" one correlation window as shown in Figure 2.18 so that disparity 
becomes uniform over the window can greatly improve the height and distinctness of 
the correlation peak. 
2.2.2 Non-Parametric Techniques 
In these techniques, non-parametric transforms are applied to the images prior to 
matching. Non-parametric transforms rely on the relative ordering of pixel intensities 
within a window, rather than the intensity values themselves. These transforms are 
tolerant to a small number of outliers within a pixel window, therefore they are unaf-
fected by small amounts of random noise. In addition, their reliance on the relative 
ordering of pixels means they tend to be robust with respect to differences in camera 
parameters such as gain and bias. However, they are sensitive to specular reflection, 
which causes intensity to vary with viewing direction. In such cases, the ordering of 
pixels in corresponding windows may be drastically affected. 
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Rank and Census Transforms 
These transforms have been designed with a view to improve matching in the vicinity of 
discontinuities in disparity. Near such discontinuities, the pixels in a window represent 
scene elements from at least two distinct populations. Some of the pixels come from the 
object, others from other parts of the scene. The matching measures discussed so far 
are based on standard statistical methods and are best suited to a single population. 
Parametric measures, such as mean or variance, are sensitive to the presence of distinct 
sub-populations, a problem which has been termed factionalism. 
Two non-parametric transforms designed to tolerate factionalism have been defined 
by Zabih[96, 97]: 
rank transform This is defined as the number of pixels in the window whose value 
is less than the centre pixel. For example, the 3 x 3 pixel window: 
27 26 18 
19 23 29 
17 21 25 
(2.57) 
would have a rank transform of 4, since there are 4 elements in the window 
which are less than the centre pixel. A pair of stereo images transformed using 
the rank transform would then be matched using one of the previously discussed 
metrics, such as the SAD or SSD. 
census transform This maps the window surrounding the centre pixel to a bit string. 
If a particular pixel's value is less than the centre pixel then the corresponding 
position in the bit string will be set to 1, otherwise it is set to 0. Starting at the 
top left-hand corner and moving in a clockwise direction, the pixel window above 
would census transform to {0, 0, 1, 0, 0, 1, 1, 1}. Two census transformed images 
would be compared using a similarity metric based on the Hamming distance, 
ie., the number of bits that differ in the two bit strings. The Hamming distance 
is summed over the window, ie., 
2:: Hamming(I~(u, v) ,I~(x + u, y + v)) 
(u,v)EW 
(2.58) 
where If and I~ represent the census transforms of h and h. Two hardware 
implementations of this scheme are discussed in [24, 95]. 
Rank Permutation and Ordinal Measures 
A variant on the rank transform described above is the rank permutation, discussed by 
Bhat and Nayar[15]. This takes two windows which are candidates for matching, then 
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within each window, numbers the pixel intensities in ascending order. For example, 
the pixel window shown previously would result in the rank matrix: 
8 7 2 
3 5 9 
1 4 6 
Ordinal Measures are then used to evaluate how well the two windows match. One 
such measure denoted by a, is computed by: 
2d(7r1, 7r2) 
a = 1 - _:....._::_:..___:_ 
M 
(2.59) 
where d(7r1l7r2) is a distance measure between two rank matrices, 1r1 and 1r2 , and M is 
the maximum possible value of d(1r1 , 1r2). The resultant value of a will lie in the range 
[-1, 1], where larger values signify a better match. The maximum distance, M, will 
occur when two rank matrices are the reverses of each other. One possible distance 
measure is the Hamming distance, dH: 
(2.60) 
where sgn(x) = l~l, if x =f 0 and 0 otherwise. This basically returns the number of 
elements of two rank matrices which are different. 
A second distance measure is now defined. Given two pixel windows, h and h, an 
vector s is defined, where s(j) is the rank of the pixel in h which is at the same 
window position as the pixel with rank j in h. If ! 1 and h are exactly the same, 
then sis the identity permutation given by u = (1, 2, ... , n), where n is the number 
of pixels in the window. A distance vector, dm is now defined as 
dm(i) = LJ(sj > i) (2.61) 
j=1 
where J (B) is function which is 1 when B is true and 0 otherwise. Each dm ( i) is 
the number of elements whose rank is ~ i in h but > i in h. Disordered elements 
whose rank is less than i are not counted. This differs from the Hamming distance 
of Equation (2.60), in which all out of order elements are counted. An example of 
computation of the distance vector, dm follows. Given the rank permutations: 
8 7 2 
1r1 = Rank(I1) = 3 5 9 
1 4 6 
8 7 2 
1r2 = Rank(h) = 6 4 9 
1 5 3 
the values of dm ( i) for each i are: 
i 11 2 3 4 56 7 8 9 
dm ( i) 0 0 1 2 1 0 0 0 0 
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If the rank matrices are exactly the same, then dm = (0, 0, ... 0). The distance measure 
is defined as the maximum value of the distance vector, ie., max ( dm ( i)), i = 1 ... n. 
The largest value for the distance measure will occur when two rank matrices are the 
exact opposite of each other. In this case, the distance measure will be l ~ J. From 
Equation (2.59), an ordinal measure, K, may be defined 
(I I ) = 1 _ 2maxf_1 dm ( i) 
K, 1, 2 l~J (2.62) 
The value of K, will range from [-1 ... 1], where -1 represents the worst case (when 
the rank matrices of I 1 and I 2 are the opposite of each other), and 1 represents the 
best case (when the rank matrices of h and h are the same). The issue of how to 
rank equal pixel values within a window also needs to be addressed. Such values are 
typically ranked so that the spatial ordering between them is preserved. This ensures 
that when two window correspond, the rankings are consistent. 
The main advantage of using K, as an ordinal matching measure is its robustness 
with respect to specular reflection, as the distance measure dm will not be drastically 
affected by a few out of order elements. This measure becomes less sensitive to specular 
reflection as window size is increased. However, this increase in statistical robustness 
is offset by greater complexity and reduced efficiency of implementation. 
2.3 Symbolic Feature-Based Techniques 
Symbolic feature-based techniques are characterised by the use of image features such 
as edges, vertices and contours as the matching primitives. These methods rely on 
feature extraction. The representations of these features are then compared to find 
the best match. Feature-based methods have the following advantages: 
• They are faster than area-based methods, since only a small subset of pixels are 
used. 
• Matching can potentially be performed to greater accuracy, since features may 
be located with sub-pixel precision. 
• They are less sensitive to radiometric distortions. 
However, feature-based methods typically yield very sparse depth maps, since match-
ing only takes place at image locations where features occur, and results for intermedi-
ate points must be obtained by interpolation. Also, problems can occur at occlusions, 
where edges visible in only one image are often spuriously matched by edge based 
algorithms. 
37 
2.3.1 Zero Crossing Matching 
An algorithm which uses zero-crossing locations as the matching primitives is described 
by Grimson[40]. This is based on the feature point based computational model of 
human stereopsis proposed by Marr and Poggio[65]. The left and right images are 
convolved with LOG operators with widths of w = 9, 18, 36 and 72 pixels each (see 
Equation (2.55)). Assuming the images have been rectified, the positions of the zero 
crossings along the scanlines are recorded. In addition to the location, other attributes 
which are recorded are the direction of sign change and an approximate estimate of 
local orientation of the zero crossing contour. 
Given that the central width of the LOG filter is We (see Figure 2.13), and the estimate 
of disparity in a local region of the image is di, the search for a matching zero crossing 
will be constrained to the region: 
(2.63) 
where x is the position of the zero-crossing in the first image, and x' is the search 
range for the matching zero crossing in the second image. A pair of matching zero-
crossings must have the same direction of sign change and approximately the same 
contour orientation. 
Given a set of zero-crossing representations at different scales, matching proceeds in a 
coarse-to-fine manner. In this process, coarser resolution matches are used to constrain 
the matching of finer detailed representations. In cases where more than one possible 
match exists, continuity of zero crossing contours is used to resolve the ambiguity. 
2.3.2 Edge Matching 
These algorithms use edges as the matching primitives. First of all, edges are extracted 
from the images using standard edge detection and linking techniques[8, 13]. The 
extracted edges may be represented by a small number of parameters, which may 
include, but are not limited to: 
• end point coordinates, 
• length, 
• orientation, 
• edge strength (contrast with respect to background), 
• difference between grey levels on either side. 
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A suitable method for comparing edge representations also needs to be defined. Such 
methods are based on similarities between the above parameters. This section outlines 
several edge matching techniques, including the minimum differential disparity algo-
rithm, matching graph descriptions, matching polygon representations, and matching 
'lj;-s representations. 
Minimum Differential Disparity Algorithm 
The minimum differential disparity algorithm discussed by Medioni and Nevatia[68] 
uses straight-line segments as matching primitives, then applies the minimal differen-
tial disparity criterion for global matching. The line segments are derived using the 
method outlined by Nevatia and Babu[70]. This method consists of detecting local 
edges using step masks in various orientations, then thinning and linking the edges, 
and finally fitting piecewise linear segments to these curved edges. These segments 
are defined by end point coordinates, orientation and edge strength. 
The algorithm assumes epipolar lines are aligned with horizontal scan lines. In addi-
tion, an important concept to note is that a segment in one image can actually match 
to more than one segment in the other image. This accounts for the case where the 
corresponding segment is fragmented. 
The algorithm begins with A = { ai}, the set of segments in the left image and B = 
{bi}, the set of segments in the right image. For each segment ai in the left image, a 
window w(ai) is defined, in which corresponding segments in the right image must lie. 
Similarly, for each segment bj in the right image, a window w(bj) is defined in which 
corresponding segments in the left image must lie. The shape of this window is shown 
in Figure 2.19. The sides of the window are defined by the match segment ai, and the 
width is given by 2 · maxd where maxd is the search disparity range. The concept 
of overlapping of two segments is now defined. Two segments u and v are said to 
overlap if, by sliding one of them parallel to the epipolar lines, they would intersect. 
This is denoted by the notation u ++ v. Two segments are considered for matching 
only if they overlap. Further, a segment is allowed to match more than one segment 
in the other image provided that candidate segments do not overlap. The candidates 
are therefore viewed as fragments of a longer segment. 
A boolean function p( i, j) indicates whether two segments are potential matches, ie., 
p( i, j) is true if and only if 
• ai and bi have "similar" contrast 
• ai and bi have "similar" orientation 
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Figure 2.19: Search window for corresponding segments[68]. 
Two segments are defined to have similar contrast if the absolute value of the difference 
between the contrasts is less than 20% of the larger one. Similarity in orientation is 
a function of segment length, being within 25° for long segments and within 90° 
for short segments. To each pair ( i, j) such that p(i, j) is true (ie., every potential 
match), a disparity dij is assigned, which is the average of the disparity between the 
two segments ai and bj along the length of their overlap. 
Two sets, Sp and Sp are defined as 
{j I bj in w(ai) AND p(i,j) is true} 
{j I bj in w(ai) AND p(i,j) is false} (2.64) 
ie., Sp(ai) is a set of potential matches for ai which lie within the window w(ai), 
and Sp(ai) are segments which lie within the window w(ai) which are not potential 
matches. The total number of segments in the window w(ai) is denoted Card(ai), ie. 
number of segments in the set Sp(ai) U Sp(ai) 
number of segments in window w(ai) 
In order to compute unambiguous matches, sets of matches are considered together. 
For each possible match (i,j), an evaluation function v(i,j) is computed, which mea-
sures how well the disparities of other line segment matches in the neighbourhoods of 
i and j compare with dij. The matches with the lowest values of v( i, j) are selected, 
the algorithm is therefore named the "minimum differential disparity" algorithm. The 
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function v( i, j) is computed iteratively as follows: 
where t indicates the iteration number which is 0 for the first iteration, and Aijhk is 
the smaller of the overlap lengths for the match pairs (ai, bj) and (ah, bk)· 
The first term of Equation (2.65) is described as follows. For each segment ah, in the 
neighbourhood of j, the match bk is selected which verifies the condition C1 (a h) and 
also minimises ldhk- dijl· It is asserted that segment bk verifies C1 (ah) if: 
2. either bk =/= bj, or ah and ai do not overlap 
where Qt(ah) denotes the set of preferred matches for segment ah at iteration t, and 
Sp(ah) are the potential matches for ah, as defined in Equation (2.64). For every seg-
ment, the initial set of preferred matches, Q0 , is equal to 0 (the empty set). Therefore, 
for the first iteration, according to restriction 1 above, all bk in the set of potential 
matches, Sp(ah) are considered for possible comparison with match (i,j). However, 
for subsequent iterations, all bk in the set of preferred matches, Qt (a h) are considered. 
The set Q for each segment is updated in the process of each iteration. A match ( i, j) 
is a member of the set of preferred matches at iteration t if the following conditions 
hold: 
\/kin Sp(ai) such that bk H bj, 
\/h in Sp(bj) such that ah H ai, 
vt(i, j) < vt(i, k) 
vt(i,j) < vt(h,j) (2.66) 
ie., the match which yields the lowest v(i,j) is selected as the preferred match. A 
segment may in fact have more than one preferred match, to accommodate the case 
of fragmented segments. In Equations (2.66), the minimum v( i, j) will be selected 
for each overlapping group of segments, thus yielding more than one v( i, j) where 
segments do not overlap. Restriction 2 above normally removes the match ah, bj from 
comparison with ai, bj, unless ah and ai do not overlap, in which case the match ah, 
bj may still be considered. For example, in Figure 2.20, h' may match only k, but h 
may match either k or j, as i and h do not overlap. 
The second term of Equation (2.65) may be described in a similar manner. For each 
segment bk in the neighbourhood of i, the match ah is selected which verifies the 
condition c2 (bk) and minimises idhk - dij I· It is said that ah verifies c2 (bk) if: 
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left image right image 
Figure 2.20: A multiple segment match case[68]. 
2. either ah f. ai, or h and bj do not overlap 
As described previously, Sp(bk) are the potential matches for bk, and Qt(bk) are the 
set of preferred matches for bk. 
Finally, the quantities Aijhk, Card(bj) and Card(ai) in Equation (2.65) are normali-
sation factors which are included to compensate for the effects of segment length and 
number of segments in a window. 
One possible condition for termination of the algorithm could be when vt+1 ( i, j) = 
vt ( i, j), for all ( i, j). However, it cannot be guaranteed that the algorithm will always 
converge, and it may oscillate between a number of alternatives. In practice, it has 
been found that three iterations are sufficient, after which the preferred set of matches 
are considered as valid. 
Matching Graph Descriptions of Edges 
The approach described by Ayache and Faverjon[6] makes use of a graph based de-
scription of the images. First of all, chains of edges are extracted from the images using 
any suitable method. Two methods which have been successfully used are zero cross-
ing extraction and an edge detector described by Deriche in [22]. This process results 
in a set of connected edge chains, which are then approximated by linear segments. 
This process may be achieved using a number of techniques. One simple technique 
consists of polygonal approximation by successive splits[78]. Each edge segment is 
characterised by the following attributes: 
• an integer index which identifies the segment. 
• coordinates of the segment midpoint, x and y. 
• length of the segment 
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• orientation angle 
It is also possible to include additional properties such as a measure of the average 
intensity, or a measure of texture computed on each side of the segment. 
Next, the neighbourhood relationships between segments are computed. The image is 
first of all partitioned into square windows, Wi, each of which is associated with a list 
of segments { 8j} which intersect it. In addition each segment 8k is associated with 
a list of windows {Wi} which it intersects. After all segments have been considered, 
the following results are obtained: 
1. Each segment 8k has a list of windows {Wi} which it intersects. 
2. Each window Wi has a list of segments { 8j} which intersect it. 
An example is shown in Figure 2.21. In this case, the segment and window lists are 
as follows: Lists of windows intersected by each segment: 
81 : {W13, W1z, Wzz, Wz1, W31}; 
8z : {W13, Wz3, W33, W43, Ws3}; 
83: {W13, W14, Wz4, W34, W3s, W4s}; 
84 : {W4s, W44, Ws4, Ws3}; 
8s : {Ws3, Wsz, W4z, W411 W31}; 
Non-empty lists of segments which intersect windows: 
W13: {81, 8z, 83}; 
W12: {81}; Wzz: {81}; Wz1: {81}; 
W31 : {81, 8s}; 
Wz3: {8z}; W33: {8z}; W43: {8z}; 
Ws3: {8z, 84, 8s}; 
W14: {83}; Wz4: {83}; W34 : {83}; W3s : {83}; 
W4s : {83, 84}; 
W44 : {84}; Ws4 : {84}; 
Wsz : {8s}; W4z : {8s}; W41 : {8s}; 
Neighbouring segments are defined as segments which intersect a common window. 
A list of neighbours for each segment 8k is obtained as the union of all segment lists 
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Figure 2.21: Computation of segment and window lists. Sk denote segments, Wij 
denote windows. 
Figure 2.22: Image description graph. 
for all windows in the window list of Sk. In the above example, the neighbour lists 
become: 
s1 : {S2, s3, S5}; 
s2: {S1, s3, s4, S5}; 
s3: {S1,s2,S4}; 
s4: {S2, s3, S5}; 
s5 : {S1, s2, S4}; 
The image description resulting from this process is an adjacency graph whose nodes 
are segments with the attributes listed above, and whose edges define neighbourhood 
relationships between segments. Figure 2.22 shows the image description graph for 
the above example. 
44 
The matching scheme employs a number of global constraints including the continuity 
constraint, and the uniqueness constraint, described in Chapter 4. Disparity informa-
tion is stored in the form of a disparity graph, whose nodes consist of potential match 
pairs (L, R), and whose edges connect nodes (L, R), (L', R') such that L' and R' are 
respective neighbours of Land R in the image description graph. The disparity differ-
ence between neighbouring nodes must be less than a locally computed limit known 
as the disparity gradient limit. Therefore a group of connected nodes in the disparity 
graph represents a subset of 3-D points which belong to a smooth surface patch. 
The algorithm consists of two phases, known as prediction and propagation. The 
prediction phase involves generating a list of potential (L, R) matches. A pair of line 
segments are considered for matching if their midpoints satisfy the epipolar constraint, 
and if they satisfy geometric similarity constraints with respect to their length and 
orientation attributes. Length is a relatively unstable feature, due to the lack of 
robustness of the polygonal approximation scheme. Therefore a length ratio of up 
to 1.5 is tolerated for the prediction phase. Orientation angle is robust with respect 
to the polygonal approximation scheme, therefore differences in angle between two 
corresponding segments is primarily due to perspective distortion. For stereo pairs 
whose baseline is narrow with respect to the object distance, perspective distortion 
will be minimal. Therefore, a tight threshold of 15 degrees is used for the difference 
in segment orientation. To reduce the number of false matches, segments which are 
too short or too long are not considered for matching. The former are considered to 
give a poor estimation of orientation, the latter are likely to be broken in the other 
image. Also, segments too closely aligned with the epipolar lines are not considered, 
since their intersection with the epipolar line is prone to be imprecise. 
The prediction phase results in a number of potential matches, each of which corre-
sponds to a node in the disparity graph. The propagation phase consists of a recursive 
exploration of the image description graph structure in order to construct links be-
tween disparity graph nodes which have a similar disparity. An arbitrary disparity 
node is initially selected. The neighbours of this node are then recursively examined. 
Nodes are added to the disparity graph if their predicted disparity lies within a certain 
range. An illustrative example is shown in Figure 2.23. In this case, the left and right 
images shown in (a) correspond to the image description graphs of (b). The resulting 
disparity graph is shown in (c). This consists of three connected regions, each with 
a different predicted disparity. The first consists of the correct matching of the two 
rectangles, ie., {(S1 , S'1), (S2 , S'2), ... , (S8 , S'8 )}. The other two in fact correspond to 
incorrect disparity predictions, caused by a rectangle matching to the wrong rectangle 
in the other image. 
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Figure 2.23: Example of disparity graph construction. 
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Figure 2.24: Chain code representation (a) direction numbers for 4-connected re-
gions (b) 4-connected example (c) direction numbers for 8-connected regions (d) 
8-connected example. 
To enforce the uniqueness constraint, each node in the image description graph must 
correspond to only one node in the disparity graph, ie., a segment can only have one 
disparity. In the case of conflicting predictions, such as in the example of Figure 2.23, 
the disparity with the largest number of nodes is retained. All other conflicting nodes 
are discarded. In Figure 2.23, connected graph component A is retained while B and 
C are discarded. This is an effective procedure for removing erroneous disparities 
caused by repetitive structures. However, some false matches which do not conflict 
with existing matches may still remain. Since it has been observed that false matches 
usually correspond to isolated 3-D segments, the accuracy of the disparity graph may 
be improved by removing nodes with less than a minimum number of neighbours. 
Comparison of Polygon Representations 
Comparison of polygon representations is described by Greenfeld and Schenk[38]. In 
this technique, edges are defined as zero crossings of the images convolved with the 
LOG operator described in Section 2.2.1. The zero crossings are then converted to 
the chain code representation[8, 12]. The chain code consists of a sequence of integers 
between 0 and 7 or (0 and 3) indicating the direction of the next pixel on the curve, as 
shown in Figure 2.24. The polygon approximation process involves breaking a curve 
into segments. To ensure that the structural and shape characteristics of the curve 
are maintained, break points are chosen at points of maximum local curvature. The 
curvature is defined as the rate of change of the slope as a function of arc length. For 
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a function y = f(x), the curvature is 
y" (2.67) 
where y is the curve function, and y', y" are the first and second derivatives of y, 
respectively. For a curve represented as a chain code, y' and y" can be computed 
as the first and second differences of the chain code. Other methods for computing 
curvature are: 
1. A cosine measure CSpk, based on the dot product of two vectors, 
(2.68) 
where ap(-k) is the vector from point p to point (p- k) and bv(+k) is the vector 
from point p to point (p + k). 
2. A curvature measure CRpk 
1 -1 1 k-1 
CRpk = k L fv-j- k Lfv-j 
j=-k j=O 
(2.69) 
where fv-j is the integer chain code value of point (p- k). 
In both cases the parameter k defines the extent of the region of support. Large values 
of k will result in fine, but important details being ignored, while small values of k 
may cause local insignificant fluctuations to be selected as break points. It is required 
to select suitable break points independent of the choice of k. One method involves 
first detecting curvature points with a small value of k, then applying a geometric 
thresholding algorithm to eliminate points which do not represent significant change 
in the orientation of the curve. 
After all edges have been extracted and converted to the polygon representation, each 
edge is compared with all the edges in the other image, in order to find the best 
match. First, an initial list of matches is established based on the similarities in the 
characteristics of the edges. Similarity between polygon representations is determined 
by comparing the following properties: 
• Angle at the vertices, ie., angles between segments. 
• Orientation of the vertex, which is the orientation angle of the bisector of each 
vertex. 
• Strength, which is the steepness of the zero crossing. 
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Figure 2.25: The 'lj;-s representation. Lines and curves are shown (a) in the image 
coordinate system and (b) in the 'lj;-s representation [84]. 
• Direction of zero crossing sign change, ie., whether the sign of the LOG changes 
from positive to negative or from negative to positive. 
Next, consistency checks between neighbouring matches are used to eliminate erro-
neous matches and to resolve ambiguous matches. 
Comparison of 'lj;-s Representation 
This technique, outlined by Schenk et. al.[84] and Greenfeld and Schenk[38], matches 
edges in the 'lj;-s space. As with the polygon approximation method, edges are defined 
as zero crossings of the images convolved with the LOG operator. These zero crossing 
curves are then converted to the chain code representation. 
The chain code representations of the zero crossing curves are then transformed into 
the 'lj;-s domain[8]. In this representation, the vertical axis, 'lj;, represents the cumu-
lative orientation changes along the curve, while the horizontal axis, s, represents the 
length along the curve. For the chain code implementation, sis the index of the pixel 
in the curve, and 'lj; is the sum of the difference between all neighbouring chain codes 
up to position s, ie., 
'lj;i 'L)!i-1 -fi) 
j=l 
Si = 2 (2.70) 
An example oflines and curves transformed to the 'lj;-s domain is shown in Figure 2.25. 
The 'lj;-s representation has the following properties, which are advantageous for edge 
matching: 
• The representation is invariant with respect to the original position of the edge 
in the image. It is also invariant to rotation. 
• The degree of the original curve is reduced by one, eg., straight lines become 
horizontal straight lines, and 2nd degree curves become straight lines. 
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• Vertices of straight lines cause discontinuities in the 'lj;-s curve. 
• The 'lj;-s curve is symmetrical in the case that the sequence of the original curve 
is reversed. 
The most important advantage of the 'lj;-s domain is that the search for a matching 
edge in two dimensional image space is now reduced to a one-dimensional search in 
'lj;-s space. 
The edges represented in the 'lj;-s domain are approximated by segments, in a similar 
manner to the polygon approximation procedure outlined previously. Vertices in the 
'lj;-s domain correspond to changes of curvature in the original curve. Edges of similar 
shape are characterised by having similar vertices. Therefore, the matching process 
focuses on finding 'lj;-s representations with similar vertices. Vertices are compared 
using their angle (angle between the segments) and orientation (orientation of the 
bisector). In the initial phase of the matching process, a set of candidate matches 
are found for each vertex. The following considerations govern the next stage of the 
matching process: 
1. For every vertex there exists only one correct match. 
2. The disparities in the x and y direction must lie within certain limits. 
3. In the case of several plausible matches, the one with the maximum line consis-
tency is chosen. This checks for consistency with neighbouring vertices on the 
edge. 
2.3.3 Patch Matching 
A method known as patch matching, in which uniform patches are identified and 
matched, is described by Abbasi-Dezfouli and Freeman[l]. First of all, patches of 
almost uniform colour which are larger than 3 x 3 pixels in size are found. Next, shape, 
size and relative geometry are used to distinguish correctly matching patches. This 
technique has been applied to aerial images, and was found have most the success when 
the patch size is large. Ambiguities and false matches tend to occur more frequently 
when there are several small patches close together, or when there are areas of low 
contrast, resulting in patches being incorrectly identified. 
2.3.4 Relational Matching 
Relational matching, as discussed by Shapiro and Haralick[85], is a high-level vision 
process which involves matching relational descriptions of objects. This is in con-
trast to the previously discussed area and feature-based techniques which use much 
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lower level matching primitives. Relational descriptions would typically be stored in 
graph structures, and the matching problem would then be reduced to the problem 
of matching these graph structures. However, extracting object descriptions from the 
original image is a non-trivial problem, which tends to be highly dependent on the 
application. 
2.4 Hybrid Techniques 
Hybrid techniques make use of both area-based and feature-based matching primitives, 
the objective being to combine the advantages of each[55]. Feature-based matching is 
used to accurately locate edges, while area-based matching is used to provide a dense 
disparity map. 
2.4.1 Cross Correlation Combined with Edge Information 
The scheme outlined by Cochran and Medioni[20] uses edge information to improve the 
disparity map produced using cross correlation. The stereo images are first rectified, 
then an image pyramid of three image pairs is formed by successively convolving 
with a Gaussian and sub-sampling by a factor of two. The flow of control through 
this stereo algorithm is shown in Figure 2.26. The area and feature-based processes 
proceed independently to yield a set of edges in the left and right images and a dense 
disparity estimate with respect to each image. These are then combined to produce a 
dense disparity map with improved accuracy at depth discontinuities. The area-based 
processing block is further expanded in Figure 2.27. 
An estimate of the local variation of image texture is defined as: 
m/2 _ 
x· 
Vx,y = 2:: 1- J 
V(n-1) 2+-2 j=-m/2 ----;;:-- (Jj Xj 
(2.71) 
where the mean Xj and the variance (JJ are calculated along each row of an n x m 
window. The estimate of variation, Vx,y returns a small value when there is little 
matchable texture. This is used to flag areas for which no match will be generated 
in the initial disparity estimation process. Equation (2.71) is summed over each row 
rather than the whole window at once so that a pattern of horizontal stripes will 
return a small value, and will therefore be treated as an unmatchable region. 
The correlation process involves computing the NCC measure for each candidate 
match between the two intensity images. The result is a three-dimensional array 
of NCC scores, the dimensions of this array being the left image width X the right 
image width x the number of rows. A slice of this array is shown in Figure 2.28. 
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Figure 2.26: A hybrid matching algorithm[20]. 
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Figure 2.27: Area-based processing for the hybrid matching algorithm[20]. 
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Figure 2.28: Array of correlation scores[20). 
Correlation scores are computed for the eligible disparity range, shown as a diagonal 
band in Figure 2.28. A horizontal line in Figure 2.28 corresponds to a fixed window 
on the right scanline being compared with a moving window in the left image, while 
a vertical line corresponds to a fixed window in the left image being compared with a 
shifting window in the right image. 
It is desired to locate peaks in the correlation score, which indicate potential matches. 
Peaks are identified using the following criterion: 
1. Each peak has a value greater than or equal to its 4-connected neighbours in 
the uncompressed correlation array. 
2. Each peak must have a value greater than or equal to half the value of the 
strongest peak along each horizontal and vertical line in Figure 2.28. This re-
moves relatively weak peaks from the set of possible matches. 
An initial disparity estimate is computed with respect to each image, based on the 
location of peaks in the NCC value. If a disparity estimate from a coarser level is 
known, this can be used to guide the selection of the appropriate peak. For example, 
a weaker peak whose location is closer to a coarser level estimate may be given pref-
erence over a stronger peak which is further away. For locations whose local variation 
(computed from Equation (2.71)) is not sufficient, initial disparity estimates are not 
computed. 
Once an initial set of matches are found, a number of constraints are then applied in 
order to remove unlikely matches. These constraints are: 
1. The left-right consistency criterion, as described in Section 2.1.2. 
2. The ordering of points along corresponding scanlines is preserved. This is equiv-
alent to the ordering constraint of Chapter 4. Points whose order is reversed 
from one image to the other are removed from the set of valid matches. 
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3. Isolated matches are considered to be unreliable and are therefore removed from 
the set of valid matches. Isolated matches are defined as those whose disparity 
differs by more than 2.5 from the average disparity of the surrounding 5 x 5 
window. In addition, matches where fewer than 6 of the 24 neighbours are 
flagged as matchable are also removed. 
Finally, an interpolation process is used to estimate the disparity in areas where no 
match has been found. In the first pass of this process, only matches which exactly 
satisfy constraint 1 are allowed. In the second pass, small differences in disparity 
are allowed, to account for one-to-many matches which may arise due to variation in 
surface gradient. The third pass involves filling "holes" of up to six pixels in extent 
in the disparity surface with a median value. 
The results obtained from the area-based matching process tend to be "blurry" around 
the edges due to the smoothing introduced by cross correlation. The accuracy of the 
disparity map may therefore be improved using edge information. Edges may be 
extracted using the edge detection algorithm of Nevatia and Babu[70]. The edges 
extracted from the left and right images are then associated with the left and right 
disparity images obtained from the area-based process. Assuming that edges corre-
spond to discontinuities, the disparity map is smoothed, while keeping the disparity 
at the edges fixed[83]. This removes the "blurred fringe" around the edges. 
2.5 Phase-Based Techniques 
In phase-based techniques, discussed by Fleet et. al.[28], local bandpass filters are 
applied to the stereo images as a preprocessing step. Disparity is computed from the 
phase difference between the filtered images. One choice of filter for the pre-filtering 
stage is the Gabor filter[36]. Gabor phase has been shown to be robust with respect 
to scale perturbations and smooth contrast variations[28]. The main advantage of 
local, phase-based approaches is that disparity estimates are obtained with subpixel 
accuracy, without requiring the sub-pixel interpolation of correlation-based methods, 
and without requiring the subpixel feature detection of feature-based methods. 
The left and right images are convolved with the Gabor kernel 
Gabor(x; 0', ko) = ejxkoG(x; 0') (2.72) 
where G(x; 0') is a Gaussian window with standard deviation 0', and ko is the peak 
tuning frequency to which the filter responds maximally. The results of this convo-
lution for the left and right images are denoted Rz(x; k0 ) and Rr(x; ko) respectively. 
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These may be written as 
Rz(x; ko) 
Rr(x; ko) 
Pl (x )ej[kox-'<Pl(x)] 
Pr (X) ej[kox-'<Pr(x)] (2.73) 
where p(x) and <f(x) = [k0 x + '!f;(x)] represent the amplitude and phase components 
of the response. The problem of computing disparity is formulated in terms of phase 
matching, ie., determining the shift required so that the phases of the left and right 
signals become equal. The disparity is defined as the shift d( x) such that 
(2.74) 
Due to the periodicity of the phase, this approach will only work for disparities of up 
to one wavelength. If the disparity is too large, the computed phase difference can 
be wrong by a multiple of 21r, resulting in an incorrect disparity measurement. To 
use filters tuned to higher frequencies with relatively large disparities, a coarse to fine 
approach is necessary. One such scheme is discussed in [77], in which the Complex 
Discrete Wavelet Transform[62, 76] is used to produce a hierarchy of subimages, which 
are then used for multiresolution phase-based matching. 
2.6 Combining Independent Measurements 
The methodology for combining independent measurements was proposed by Kass[58]. 
Instead of using only a single matching measure, this technique relies on unanimity 
among a number of independent measurements. The technique is reported to exhibit 
noise immunity and to work reliably in the presence of occlusions. 
In this analysis, h (x, y) and h(x, y) are the pixel intensity functions of the two images, 
and D(x, y) is the true disparity between the images relative to h. For all points p 
which are visible in both images, h(p) and h(p+D(p)) are projections of the same 
physical point. The problem is to recover D from I 1 and I2 • 
Firstly, a representation of the local intensity variation at every point in the image 
is computed. These local representations are then compared and their similarity 
evaluated. In the general case, this representation consists of a set /i (p, I), 1 < i < n of 
different image functionals. In the case of edge based matching, these functionals could 
detect different sorts of edges, while for correlation approaches they would measure 
weighted pixel intensities. These functionals should be both numerous and statistically 
independent. At each point, the values of the functionals can be combined into a 
vector, 
F(p, I)= (fi(p, I), fz(p, I), ... , fn(P, I)) (2.75) 
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where I is an image and p is a point in that image. If points p1 and p2 correspond, 
then every component of the vector 
(2.76) 
should be small. However, if p1 and p2 do not correspond, then it is likely that the 
vector result of Equation (2.76) has at least one large component. This is defined 
algebraically as follows: the predicate match pi (p1 , p2) is true if and only if 
(2.77) 
where cr(x) denotes the square root of the expected value of x2 and ki is a constant. 
The predicate MATCHP(p1, p2) is then true if and only iffor all i E {1, 2, ... , n }, matchpi(Pi, P2), 
ie., MATCHP is true if each element of Equation (2.76) is below a threshold. 
In order to make full use of the power of statistical combination, the functionals 
fi need to be numerous and independent. Typical sets of edge based functionals 
are insufficient in number, and correlation based functionals are not independent, so 
neither of these sets are adequate. In order to derive the properties of MATCHP, the 
existence of a set of independent, linear shift invariant functionals whose values are 
loosely preserved between views is assumed. 
2.7 Relaxation Techniques 
Relaxation algorithms[51, 81, 82] are used in stereo matching to resolve ambiguities. 
In these algorithms, disambiguating constraints are used to iteratively refine an initial 
solution set until an optimum solution is found. A relaxation based matching scheme 
for aerial images is presented in [60, 61]. 
2.7.1 Cooperative Algorithm 
The cooperative algorithm[63] has its roots in computational vision. In this algorithm, 
a two dimensional interconnected network of nodes is set up, for each scanline pair, as 
shown in Figure 2.29. In Figure 2.29, Lx and Rx represent positions of feature points 
in the left and right scan lines. The continuous vertical and horizontal lines represent 
lines of sight from the left and right eye, and the intersections of these lines correspond 
to potential disparity values. The dashed diagonal lines represent constant disparity. 
An initial network of nodes is constructed, with the nodes connected as shown in 
Figure 2.29. The solid line connections represent inhibitory interactions, ie., all nodes 
along each horizontal (or vertical) line inhibit each other, so that eventually only one 
match remains on each horizontal or vertical line. This is equivalent to the uniqueness 
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Figure 2.29: Network of nodes for the cooperative algorithm[63]. 
constraint. The dashed diagonal lines are excitatory, ie., they favour neighbouring 
matches which have a similar disparity. This is equivalent to the continuity constraint. 
The overall idea is that a network of nodes be allowed to interact with each other in 
order to arrive at an optimal solution. 
2.7.2 Relaxation Labeling 
The relaxation labeling paradigm was initially proposed by Rosenfeld[82]. A set of 
nodes (feature points) are identified in each image. The problem consists of assigning 
unique labels (or matches) to each node, from a list of possible labels. Probabilities 
are assigned to the set of possible labels for each node, and these probabilities are 
iteratively updated until a set of optimal matches is obtained. This iterative process 
makes use of global constraints which relate the disparity of a feature point to that of 
neighbouring points. 
The algorithm outlined by Barnard and Thompson[ll] first of all extracts feature 
points using the Moravec interest operator[69]. This operator selects points at which 
the grey-level variance is high in four directions (horizontal, vertical, and both diag-
onals) over a small area, eg., a 5 x 5 window. A point will have a high "interest" 
score if the variance is high in all directions. This eliminates points which lie along 
a straight line from being selected as matching candidates, since the variance along 
the direction of the line is low. Such points would be poor matching candidates, since 
they would not be easily distinguished from their neighbours along the line. 
After sets of candidate points are found in both images, a set of potential matches is 
constructed by pairing every candidate point in one image with every candidate point 
in the other image, within a certain distance from the location of the original point. A 
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Figure 2.30: Concept of dynamic programming[86]. 
probability is then associated with every potential match, based on the SSD matching 
measure. Each point is also assigned a probability for the case that there is no valid 
match. 
The initial probability estimates are then iteratively refined in order to impose global 
consistency. For a point ai, the probability for a particular match will be increased if 
matches of neighbouring points have similar disparity. This is essentially equivalent 
to the continuity constraint. After ten iterations, matches having a probability of 0.7 
or greater are considered to be matched. 
2.8 Dynamic Programming 
Dynamic programming involves formulating the matching problem as the problem 
of finding the optimal path in a 2-dimensional plane, as shown in Figure 2.30. In 
Figure 2.30, the horizontal and vertical axes represent the right and left scan-lines 
respectively. It is assumed the images have been rectified. 
2.8.1 Viterbi Algorithm 
The approach of Baker and Binford[7], first of all extracts edges from the stereo im-
ages, then uses the Viterbi algorithm[29] to match the edges intersecting each pair of 
epipolar lines. The Viterbi algorithm is a dynamic programming technique which is 
distinguished by the fact that it partitions the original problem into two sub-problems 
so that the task now becomes that of optimally solving the sub-problems. In a recur-
sive manner, each of the sub-problems may then be divided and the solution process 
repeated. This partitioning process introduces the constraint of monotonicity of edge 
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ordering, ie., a left-right ordering of edges along the epipolar line in one image cannot 
correspond to a right-left ordering along the epipolar line in the other image. As a 
result, scenes containing narrow foreground objects which may result in an ordering 
reversal are unsuitable for this type of analysis. 
The algorithm is applied to the matching of two epipolar lines as follows. A set of 
edges intersecting each epipolar line is found. An edge on one epipolar line is then 
tentatively paired with an edge on the other epipolar line. This match partitions 
the problem into two sub-problems - that of matching edges to the left and to the 
right of the tentative match. Problem sub-division continues until all edges have been 
processed. In order to select the optimally matching edge from the search space, an 
edge is paired with a set of possible matches, including the case of no valid match. 
The probability of each correspondence is determined using edge characteristics such 
as orientation and intensities on either side of the edge. 
Next, the global constraint of edge connectivity is used to identify and remove from 
the set of valid matches, surface contours which are not continuous in disparity. This 
is done by tracking disparities along connected edges on adjacent lines. Finally, in 
order to yield a dense depth map, a Viterbi process is used to match the intensity 
values between matched edges. 
2.8.2 Intra and Inter-Scanline Search 
In the algorithm outlined above, each pair of scanlines is matched independently using 
a dynamic programming search. An edge connectivity constraint is then employed 
as a post-processing stage to enforce global consistency across successive scanlines. 
In contrast, the algorithm of Ohta and Kanade[73] uses a dynamic programming 
approach to integrate the intra-scanline search, which matches a scanline pair, and 
the inter-scanline search, which enforces consistency between scanlines. 
The method assumes rectified images and is edge based: edges are extracted from the 
images by differentiating the intensity profile along a scanline. A linking process is 
then used to link edge positions into connected edges. 
The intra-scanline problem is formulated as a path finding problem in a 2-D plane 
whose axes are the left and right scanlines. This is shown in Figure 2.31. Vertical 
and horizontal lines show the positions of edges on the left and right scanlines. The 
intersections of these lines are referred to as nodes. Nodes correspond to stages in the 
dynamic programming process where decisions need to be made regarding the selection 
of the optimal path. The path finding process must proceed from left to right along 
each scanline, ie., when the correspondence of an edge pair is examined, edges to the 
left of the candidate edges on each scanline must have already been processed. This 
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Figure 2.31: Intra-scanline path finding problem. 
ordering constraint means that, like the Viterbi based algorithm described previously, 
this algorithm is unsuitable for narrow foreground objects which can result in position 
reversals of edges on corresponding scanlines. 
The cost of a path is the sum of the cost of its primitive paths, where a primitive path 
is represented by a straight line segment in Figure 2.31, and actually represents the 
matching of the interval between two edges. The objective is to minimise the total 
cost of the path from node (0, 0) to node (M, N) in Figure 2.31. This is achieved by 
minimising a cost function: 
D(m) 
D(O) 
m!n{d(m, m- i) + D(m- i)} 
z 
0 (2.78) 
where D(m) the cost of the path from node m to the origin (0, 0), and d(m, k) is the 
cost of the primitive path from node m to node k. Selection of an optimum path is 
an iterative process starting at m = (0, 0). At each node the primitive path i which 
results in the minimum cost is noted. The results of this process consist of the optimal 
sequence of primitive paths. 
The cost of a primitive path is defined as the similarity between the intervals delimited 
by edges on the same scanline of the left and right images. If a1 ... ak and b1 ... bz are 
the intensities of the pixels in these intervals, then the variance of all pixels in the two 
intervals is given by: 
(2.79) 
The cost of a primitive path which matches these intervals is: 
(2.80) 
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Figure 2.32: Inter-scanline path finding problem. 
This measure is based on the assumption that if the pixels in the two intervals do in 
fact come from the same population then the variance a should be small. However, 
such a measure is not robust to radiometric and specular distortion. 
The problem of finding the optimal correspondence between edges by applying inter-
scanline consistency constraints can be viewed as a path finding problem in 3-D space, 
which consists of a stack of 2-D intra-scanline search planes. This is illustrated in 
Figure 2.32. The side faces of this space correspond to the left and right images of 
the stereo pair. A 2-D node in an intra-scanline search plane represents the optimum 
match between edges on a scanline. An edge spanning several scanlines is known as 
a connected edge. A pair of connected edges will match to a set of 2-D nodes in 3-D 
space, which are collectively referred to as a single 3-D node. The optimal 3-D node 
is selected via a dynamic programming procedure. 
A 3-D node is comprised of a set of 2-D nodes, and the cost at a 3-D node is based 
on the intra-scanline cost of each component 2-D node. This leads to the following 
ordering constraint: when two connected edges are examined for correspondence, con-
nected edges to the left of the candidate edges must already have been processed. The 
cost C(u) of the path to the 3-D node u is computed as follows: 
e(u) 
C(u) m!n L {D(I(u;t),I(u-i(t);t);t+C(u-i(i);t)} 
z 
t=s(u) 
C(O) = 0 (2.81) 
where tis the scanline, and s(u) and e(u) specify the start and end scanlines in which 
the 3-D node exists. A 3-D primitive path is a path between two 3-D nodes not 
containing any vertices belonging to another 3-D node. In addition, a 3-D primitive 
path is actually comprised of a chain of 2-D primitive paths, there being one 2-D 
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Figure 2.33: Example of (a) left and (b) right disparity space images. 
primitive path per component scanline. The 3-D node u- i(t) is the start node of the 
3-D primitive path, and C(u- i(t);t) is the contribution ofscanline t to the cost of 
this start node. D(m, k; t) is the cost of the optimal 2-D primitive path from node k 
to m, on the 2-D plane at scanline t. This is computed using Equation (2.78). The 
function I( u; t) returns the index of the 2-D node belonging to the 3-D node u at 
scanline t. The inter-scanline constraint is represented by i(t). 
The iterative process starts with u = (0, 0) and computes C(u) for each 3-D node in 
left-right order order along the scanlines. The process results in a set of optimal 3-D 
primitive paths, which are in turn comprised of optimal2-D primitive paths. The inter-
scanline algorithm of Equation (2.81) in fact completely contains the intra-scanline 
algorithm of Equation (2.78), the complete algorithm therefore produces optimum 
results with respect to both intra- and inter-scanline constraints. 
2.8.3 Disparity Space Image 
A dynamic programming algorithm which finds matches and occlusions simultaneously 
is described by Intille and Bobick[52]. This method makes use of a data structure 
known as the Disparity Space Image(DSI). The DSI is generated as follows. The ith 
scanline of the left and right images, sf and sf respectively, are selected, and slid 
across one another one pixel at a time. At each step, the scanlines are subtracted and 
the result is entered as the next line in the DSI. The DSI consists of a 2-dimensional 
space with the horizontal axis being the x coordinate of the images and· the vertical 
axis being the disparity. Potentially two disparity space images may be generated, 
the right DSI, where the left scanline is subtracted from the right, and the left DSI, 
where the right scanline is subtracted from the left. These two disparity space images 
are skewed, negated forms of each other, as shown in Figure 2.33. The "correct path" 
through this ( x, disparity) space is a black line, this corresponds to locations where the 
subtraction of the scanlines is zero. An number of constraints apply to the direction 
this path may take. First of all, it is observed that an occlusion situation results in a 
63 
vertical disparity discontinuity in the path. A disparity discontinuity with a horizontal 
gap, labeled region A in Figure 2.33, corresponds to pixels which are occluded and 
therefore have no match. Such a horizontal gap in the left DSI will correspond to a 
vertical disparity jump, labeled region B in the right DSI. Similarly, a horizontal gap 
in the right DSI corresponds to a vertical jump in the left DSI. An occlusion constraint 
is used, in which if an occluded region is proposed, the recovered path is forced to 
have the appropriate horizontal or vertical jump, depending on whether the left or 
right DSI is being used, and the current stage of the path. The ordering constraint 
is also used, which assumes objects will have the same order in both scanlines. As a 
result, when moving from left to right in the left DSI, horizontal gaps can only cause 
the path to jump forward and down, and vertical jumps can only jump up. Also, 
when moving from left to right in the right DSI, vertical jumps can only jump down, 
while horizontal gaps can only cause the path to jump forward and up. 
Traversal of the (x, disparity) space is considered in a state-like manner. Any portion 
of the path can be in one of three states: match, vertical occlusion (a vertical disparity 
jump), and diagonal occlusion (horizontal gap and vertical disparity jump). The pre-
viously described constraints are used to specify the valid transitions between states. 
A cost is assigned to each pixel in the path depending on the current state. The 
objective is to then find the path through (x, disparity) space having the minimum 
total cost, which is formulated and solved as a dynamic programming problem. 
2.9 Object Space Techniques 
The matching algorithms discussed so far have concentrated on the determination 
of the disparity map. The traditional stereo matching paradigm assumes that 3-
D reconstruction is a post-processing stage which is carried out after matching is 
complete. In contrast, object space techniques involve 3-D reconstruction as part of 
the matching process. 
2.9.1 Combining Matching and Surface Reconstruction 
This technique involves iteration of the matching and reconstruction phases, the ob-
jective being to disambiguate matches. A system which implements this concept is 
outlined by Boult and Chen[17]. This implementation uses zero-crossing locations 
as the matching primitives. As with the zero-crossing method of Section 2.3.1, the 
direction of sign change and the local orientation of the zero crossing are used as a 
basis for matching. Two zero crossings are only considered for matching if they have 
the same direction of sign change and if their orientation is within ±30 deg. 
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After the first pass of processing, all unique matches are converted into three-dimensional 
points. In. order to accomplish this, the camera orientation parameters must be 
known[4, 5]. Surface contours may then be approximated by splines. The recon-
structed surface is then used to disambiguate the remaining matches. For each am-
biguous match, the three dimensional coordinates are computed for each matching 
candidate. The potential match which yields the three dimensional point "closest" to 
the surface is considered to be the correct match. This point is then added to the 
reconstructed world surface. 
2.9.2 Object Space Models 
Object space models present a unified framework for surface reconstruction which 
allows multiple sources of information - such as stereo and shape from shading -
to be combined. In these methods, a 3-D representation of the surface is deformed 
so as to minimise an objective function. These 3-D representations allow images of 
the surface to be generated from arbitrary vantage points, taking effects such as self 
occlusion and self shadowing into account. Two such representations are 3-D meshes, 
and oriented particle systems[33]. 
Triangulated Meshes 
A surface representation using a triangulated mesh is described in detail by Fua and 
Leclerc[34]. The surface S is comprised of a set of vertices V = { v1 , v2 , •.• , vn} 
called a mesh. The position of each vertex Vj is specified by its Cartesian coordinates 
(xj, Yj, Zj)· Each vertex which is not at the edge of the object model has six neighbours, 
while edge vertices may have from two to five neighbours. The surface is also organised 
into triangular surface elements known as facets, denoted by F = {!1, h, ... , fn}· 
The process begins with an initial estimate of the mesh, which is derived from con-
ventional disparity results from stereo pairs, such as the algorithm of Fua[32]. The 
mesh is then iteratively recomputed so as to minimise the objective function 
c:(S) = ADcD(S) + >-cc:c(S) + >-sc:s(S) (2.82) 
where cD(S) is a measure of the deformation of the surface from a nominal shape, 
in this case a plane, c:c(S) depends on the correlation between multiple images, and 
c:s(S) depends on the shading of the surface. The >. terms assign relative weights to 
these three components, and these vary according to surface topology. For example, 
the correlation component is weighted more strongly where the surface projects onto 
highly textured areas in the images, and less strongly otherwise. The free variables of 
the objective function are the coordinates of the vertices of the mesh. The correlation 
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term is calculated by projecting facets onto the image plane, and correlating these 
with the original image intensity. The shading term depends on the difference in 
albedo of a facet, which is the ratio of outgoing to incoming light intensity, and that 
of its neighbours. 
Oriented Particles 
The triangulated mesh approach assumes that the scene contains only one object and 
one surface of interest, an assumption which may not always hold. More complex 
scenes would typically contain a number of objects, which may be spheroid or which 
may contain holes. To successfully model such scenes, a set of oriented particles[89] 
is used. These oriented particles are comprised of local surface elements which inter-
act with each other. The surface elements are discs, whose geometry is defined by 
the positions of their centres, the orientations of their normals and their radii. The 
forces between particles have been likened to "breakable springs" that tend to align 
the particles with each other, but may break if the particles become too far out of 
alignment. 
Object model construction consists of the following steps 
1. Initialisation 
The process begins with the original stereo images, and corresponding disparity 
maps. Each valid disparity is used to compute a point in 3-D space. These 
points typically form a noisy and irregular sampling of the "true" 3-D surfaces. 
An initial set of particles is then generated from these 3-D points. 
2. Clustering 
The particles are clustered into more global entities using a "same surface" 
relation, which is based on the distance between particles. Spurious particles 
that are weakly linked to legitimate clusters are eliminated by removing all 
points which have less than a minimum number of neighbours. 
3. Refinement 
Each disc in 3-D space is projected back onto the image plane, and correlated 
with the original image. The particles are allowed to interact with each other 
and rearrange themselves to minimise the energy term 
(2.83) 
where Sst is an intensity correlation term, ED is a deformation term which en-
forces consistency between neighbouring particles, and AD is a weighting coeffi-
cient which is dynamically adjusted according to the scene content. 
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2.10 Conclusion 
This chapter has presented a wide range of matching techniques which have been 
covered in the literature. One of the objectives of this thesis was to investigate a 
fast and reliable stereo vision sensor for close range scenes of rocks, which is capable 
of producing a dense depth map. Some of the matching techniques discussed in this 
chapter such as Relaxation, Dynamic Programming and Object Space techniques were 
considered too slow for the real-time requirement of this application and therefore will 
not be investigated further. 
For this application, area-based techniques have a number of advantages over feature-
base techniques. Firstly, they are simple and straightforward to implement and also 
have potential for fast hardware implementation. Secondly, area-based techniques 
are suited to textured scenes such as rocks, whereas feature-based techniques tend to 
encounter difficulties with the many fine edges present in textured objects. Finally, 
area-based techniques have the ability to produce a dense depth map, while feature-
based techniques only produce a sparse depth map. Therefore, the remainder of the 
thesis will focus primarily on area-based techniques. 
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Chapter 3 
Experimental Results : 
Area-Based Matching and 
Non-Parametric Transforms 
This chapter implements a number of area-based matching algorithms, in order to 
assess their suitability for a close range stereo vision sensor for mining automation 
applications. The requirements of this sensor are speed, reliability and the ability 
to produce a dense depth map. Area-based matching techniques were investigated 
for this application as they have the potential to yield dense depth maps, and are 
amenable to fast hardware implementation. Furthermore, scenes comprised of rocks 
tend to contain a large amount of surface texture, and area-based techniques are best 
suited to textured scenes[47]. 
Previous studies[3] have compared area-based metrics for a number of image types. 
This work differs from this previous work in that two non-parametric transforms, 
namely the rank and census, have also been compared. In this study, these techniques 
have been mostly applied to a particular scene domain, ie., close range scenes of rocks, 
which would typically be encountered in the mining environment. 
3.1 Method of Implementation 
3.1.1 Area-Based Matching Metrics 
The matching scheme used to compare various area-based metrics is shown in Fig-
ure 3.1. In this matching scheme, the stereo images are matched using the method 
of epipolar constrained area-based matching outlined in Section 2.1. The input to 
the matching process consists of an epipolar stereo pair. Each template window is 
com pared with a series of candidate windows using the matching metrics of Table 2.2. 
The match having the optimum value of matching metric is then chosen as the cor-
rect match and the disparity is computed from the difference in x-coordinate of the 
tern plate and candidate windows. 
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Figure 3.1: Matching process using area-based metrics. 
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Figure 3.2: Matching process (a) using the rank transform (b) using the census trans-
form. 
In this case, disparity maps were generated with respect to both the left and right 
images. These were then input to the left-right checking stage, in which left-right 
checking, as described in Section 2.1.2, is applied. 
The output of the matching process is a disparity map with respect to the right image, 
from which matches which failed left-right consistency checking have been removed. 
3.1.2 Non-Parametric Transforms 
The rank and census transforms were also tested using the algorithms of Figure 3.2. 
In both cases, the rank and census transforms are applied to the stereo pair prior to 
matching. The rank transformed images are then matched using the Sum of Absolute 
Differences (SAD) metric, while the census transformed images are matched using 
the Hamming metric of Equation (2.58). This metric sums the Hamming difference 
between corresponding census values over the match window. Left-right consistency 
checking is then used to identify and remove invalid matches. 
3.2 Test Images 
The algorithms described in Section 3.1 were tested using a number of test stereo pairs. 
These are shown in Figures 3.3-3.10. Figures 3.4-3.7 are typical of the application 
domain. Figure 3.3 is an unusual pair in that it has a relatively large disparity and also 
suffers from significant occlusion. The stereo pairs of Figures 3.4-3.9 were used in the 
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Figure 3.3: ROCK stereo pair. 
Figure 3.4: IROCKS1 stereo pair. Note the radiometric distortion, the left image 
being approximately 28% brighter than the right. 
JISCT stereo evaluation[16]. A number of these images used suffer from radiometric 
distortion, one image being significantly brighter than the other. Figures 3.8 and 3.9 
are challenging because they contain narrow foreground objects. Figure 3.10 shows a 
synthetic stereo pair, obtained from [93]. 
Figure 3.5: J1 stereo pair. The right image is approximately 13% brighter than the 
left. 
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Figure 3.6: Kl stereo pair. The right image is approximately 14% brighter than the 
left. 
Figure 3.7: Arroyo stereo pair. The right image is approximately 25% brighter than 
the left. 
Figure 3.8: TREES stereo pair 
Figure 3.9: PARKMETER stereo pair 
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Figure 3.10: CORRIDOR stereo pair 
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3.3 Results 
The area-based algorithm of Figure 3.1 was applied to the test stereo pairs of Fig-
ures 3.3-3.9. In each case, disparity map results were produced for the SAD, ZSAD, 
SSD, ZSSD, NCC and ZNCC metrics, using the area-based algorithm of Figure 3.1. 
For stereo pairs where the radiometric distortion was known, matching was also carried 
out using the SAD and SSD metrics on compensated images, obtained by multiplying 
the pixel values in one image by a constant radiometric distortion factor. In addi-
tion, disparity map results were generated using the rank and census algorithms of 
Figure 3.2. In all cases, a matching window size of 11 x 11 was used, while the rank 
and census transforms were performed using windows of size 5 x 5 and 11 x 11. 
Figures 3.11-3.30 show the disparity results obtained. In these disparity maps, the 
grey scale indicates the value of disparity at that point, while black areas indicate 
matches which failed left-right consistency checking and were subsequently removed. 
Table 3.1 shows the proportion of matches remaining after left-right validity checking. 
These values represent a preliminary estimate of the relative performance of matching 
with area-based metrics and the rank and census transforms. 
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(d) ZSSD 
(e) NCC (f) ZNCC 
Figure 3.11: Disparity results for the stereo pair of Figure 3.3, using area-based match-
ing metrics. 
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(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.12: Disparity results for the stereo pair of Figure 3.3, using rank and census 
transforms, and different sized transform windows. 
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(e) NCC (f) ZNCC 
Figure 3.13: Disparity results for the stereo pair of Figure 3.4, using area-based match-
ing metrics. 
(a) SAD (b) SSD 
Figure 3.14: Disparity results for the stereo pair of Figure 3.4, obtained by apply-
ing radiometric compensation to the images and matching using the SAD and SSD 
metrics. 
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(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.15: Disparity results for the stereo pair of Figure 3.4, using rank and census 
transforms, and different sized transform windows. 
(b) ZSAD 
(e) NCC (f) ZNCC 
Figure 3.16: Disparity results for the stereo pair of Figure 3.5, using area-based match-
ing metrics. 
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(a) SAD (b) SSD 
Figure 3.17: Disparity results for the stereo pair of Figure 3.5, obtained by apply-
ing radiometric compensation to the images and matching using the SAD and SSD 
metrics. 
(b) CENSUS, 5 x 5 
(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.18: Disparity results for the stereo pair of Figure 3.5, using rank and census 
transforms, and different sized transform windows. 
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(e) NCC (f) ZNCC 
Figure 3.19: Disparity results for the stereo pair of Figure 3.6, using area-based match-
ing metrics. 
(a) SAD (b) SSD 
Figure 3.20: Disparity results for the stereo pair of Figure 3.6, obtained by apply-
ing radiometric compensation to the images and matching using the SAD and SSD 
metrics. 
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(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.21: Disparity results for the stereo pair of Figure 3.6, using rank and census 
transforms. and different sized transform windows. 
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(d) ZSSD 
(e) NCC (f) ZNCC 
Figure 3.22: Disparity results for the stereo pair of Figure 3.7, using area-based match-
ing metrics. 
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(a) SAD (b) SSD 
Figure 3.23: Disparity results for the stereo pair of Figure 3.7, obtained by apply-
ing radiometric compensation to the images and matching using the SAD and SSD 
metrics. 
(a) RANK, 5 x 5 (b) CENSUS, 5 x 5 
(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.24: Disparity results for the stereo pair of Figure 3.7, using rank and census 
transforms, and different sized transform windows. 
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(e) NCC (f) ZNCC 
Figure 3.25: Disparity results for TREES stereo pair of Figure 3.8, using area-based 
matching metrics. 
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(a) RANK, 5 x 5 (b) CENSUS, 5 x 5 
(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.26: Disparity results for the stereo pair of Figure 3.7, using rank and census 
transforms, and different sized transform windows. 
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(e) NCC (f) ZNCC 
Figure 3.27: Disparity results for the stereo pair of Figure 3.9, using area-based match-
ing metrics. 
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(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.28: Disparity results for the stereo pair of Figure 3.9, using rank and census 
transforms, and different sized transform windows. 
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(a) SAD 
(e) NCC (f) ZNCC 
Figure 3.29: Disparity results for the stereo pair of Figure 3.10, using area-based 
matching metrics. 
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(b) CENSUS, 5 x 5 
(c) RANK, 11 x 11 (d) CENSUS, 11 x 11 
Figure 3.30: Disparity results for the stereo pair of Figure 3.10, using rank and census 
transforms, and different sized transform windows. 
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I radiometric distortion I SAD I ZSAD I SSD I ZSSD I NCC I ZNCC I 
ROCK unknown 0.48 0.65 0.50 0.65 0.66 0.61 
IROCKS1 left 28% brighter 0.27 0.73 0.27 0.73 0.72 0.74 
J1 right 13% brighter 0.44 0.78 0.49 0.78 0.79 0.79 
K1 right 14% brighter 0.50 0.77 0.55 0.76 0.78 0.79 
ARROYO right 25% brighter 0.47 0.82 0.53 0.82 0.81 0.88 
TREES none 0.74 0.71 0.73 0.70 0.72 0.72 
PARKMETER none 0.97 0.97 0.97 0.96 0.97 0.96 
CORRIDOR none 0.93 0.90 0.93 0.91 0.91 0.89 
(a) Proportion of matched pixels for area-based metrics. 
I SAD I SSD I 
IROCKS1 0.59 0.61 
J1 0.66 0.66 
K1 0.71 0.72 
ARROYO 0.65 0.65 
(b) Proportion of matched pixels for radiometric compensated images. 
5x5 llxll 
radiometric distortion RANK CENSUS RANK CENSUS 
ROCK unknown 0.42 0.57 0.57 0.66 
IROCKS1 left 28% brighter 0.66 0.76 0.75 0.80 
J1 right 13% brighter 0.75 0.81 0.79 0.83 
K1 right 14% brighter 0.77 0.82 0.82 0.85 
ARROYO right 25% brighter 0.90 0.91 0.94 0.94 
TREES none 0.71 0.77 0.77 0.81 
PARKMETER none 0.97 0.97 0.98 0.98 
CORRIDOR none 0.91 0.90 0.93 0.93 
(c) Proportion of matched pixels for rank and census transforms. 
Table 3.1: Proportion of matched pixels for area-based metrics, radiometric compen-
sated images and non-parametric transforms. 
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3.4 Discussion 
The disparity results of the previous section show that the SAD and SSD metrics 
are clearly not reliable in the presence of radiometric distortion. These metrics have 
performed particularly poorly in the case of the IROCKS1 pair, in which the left image 
is approximately 28% brighter than the right, and in the case of the ARROYO pair, 
where the right image is 25% brighter than the left. These metrics also performed quite 
poorly in the case of the J1 and K1 pairs, in which the right image is approximately 
13% and 14% brighter than the left, respectively. For stereo pairs which did not 
suffer from radiometric distortion, such as the pairs of Figure 3.8-3.10, the SAD 
and SSD metrics performed as well as other metrics. The SAD and SSD metrics 
performed particularly well with the synthetic stereo pair of Figure 3.10. This is due 
to the fact that this pair is unaffected by noise or radiometric distortion. Use of the 
ZSAD, ZSSD, NCC and ZNCC resulted in improved robustness and consequently a 
higher proportion of valid matches. This can be seen both from a visual inspection 
of the disparity maps, and from the proportions of valid matches given in Table 3.1. 
However, these metrics result in increased computational complexity, since they consist 
of floating point operations. The NCC and ZNCC are particularly computationally 
expensive due to the presence of floating point multiplication, division and square root 
operations. 
Matching of radiometric compensated images using the SAD and SSD metrics always 
produced a greater proportion of valid matches than when the SAD and SSD metrics 
w~ere applied to uncompensated images. However, it can be seen from Table 3.1 that 
the proportions of valid matches obtained by applying the SAD and SSD metrics to 
compensated images are still not as high as for the NCC, ZSAD and ZSSD metrics. 
This may be due to inaccuracies in determining the radiometric distortion factor, by 
which all pixels in one image were multiplied. It also could be due to unknown varia-
tions in the distortion over the extent of the images. Compensating for the radiometric 
distortion prior to matching has the advantage that the SAD and SSD metrics, which 
are the least computationally expensive, may then be used for matching. However, 
the results of Figures 3.14, 3.17, 3.20, 3.23 and Table 3.1 indicate that accurate de-
termination of the radiometric distortion is difficult in practice. Not only can the 
radiometric distortion vary spatially over the images, but in the case of real-time 
applications, it can also vary with time. Accurate estimation of this distortion also 
becomes more difficult as disparity increases, due to the increased differences between 
the images. 
It should be noted that proportion of matched pixels as shown in Table 3.1 is highly 
dependent on the content of the images. For example, the ROCK pair of Figure 3.3 
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contains a large area of pixels which are only visible in one image. This results in 
an unmatched area on the right hand side of each disparity map in Figures 3.11 
and 3.12, which in turn leads to a lower proportion of matched pixels for this pair. In 
general, stereo pairs containing large occluded areas would lead to a lower proportion 
of matched pixels for this pair. Also, the presence of large bland regions, for example, a 
background wall, can further decrease the proportion of matched pixels. Despite these 
perturbations, Table 3.1 shows that for test pairs suffering from radiometric distortion, 
the SAD and the SSD are consistently out-performed by all other matching metrics 
tested. 
Two matching algorithms based on non-parametric transforms have been tested -
the rank transform followed by matching with the SAD metric, and the census trans-
form followed by matching with the Hamming metric. For the test imagery used, 
matching using the rank and census transforms was found to improve reliability in 
the presence of radiometric distortion. These transforms are not only invariant to 
spatially constant radiometric distortion, also are robust to gradual spatial variations 
in radiometric distortion, the important factor being that the variation in distortion 
over the transform window is not so large that it disturbs the relative ordering of pixel 
values. The disparity results for the IROCKSl, Jl, Kl and ARROYO stereo pairs 
shown in Figures 3.13-3.24 clearly illustrate the improvement in the disparity results 
obtained using rank and census transforms in comparison to the results obtained using 
the SAD and SSD. 
For the test imagery used, the performance of the rank and census algorithms is 
generally comparable to the ZSAD, ZSSD and NCC metrics. The exception to this 
are the disparity results for the ROCK pair using the rank transform with a 5 x 5 
transform window. In this example, the rank algorithm results in a smaller proportion 
of valid matches than the SAD and SSD. However, in the disparity map resulting 
from the SAD and SSD, most of the invalid matches are on the left of the rock and 
particularly on the left of the front face of the rock. In the disparity map resulting 
from the rank, the invalid matches are scattered all over the rock, and in fact some 
areas which were not matched using the SAD were matched with the rank algorithm. 
It is possible that there is some radiometric distortion on the left of the front face of 
the rock, and the rank is able to better match these areas. In this case, the larger 
proportion of errors from matching using the rank transform may arise from the fact 
that the rank transformation process reduces the number of possible values in the 
images to be matched. In addition, the larger search range for a match for this image 
pair would further increase the chance of encountering an erroneous match. 
Two sizes of transform window for the rank and census transforms were tested, 5 x 5 
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and 11 X 11. From Table 3.1 it can be seen that the larger sized window of 11 x 11 
resulted in a larger proportion of valid matches in comparison to the smaller 5 x 5 
window. 
The larger transform window size can improve the reliability of the disparity map. 
However it increases the amount of computation required. A window of size 5 x 5 
requires 5 X 5 - 1 = 24 comparisons to compute the rank transform, while a window 
of size 11 X 11 requires 11 X 11 - 1 = 120 comparisons. The maximum value that a 
location in the rank transformed images could have would be 24 and 120 respectively. 
Therefore, for hardware implementation, every location of a rank transformed image 
for a 5 X 5 window would require 5 bits of storage space, as opposed to 7 bits for a 
11 X 11 window. 
For the census transform, computation of the census transformed images for the 5 x 5 
and 11 X 11 transform windows would again require 24 and 120 comparisons respec-
tively. The storage of the census transformed images would respectively require 24 
bits of storage space for each image location when a 5 x 5 transform window is used, 
and 120 bits when a 11 x 11 window is used. In addition, the Hamming metric, which 
''is central to the matching process using the census transform, requires locations in the 
census images to be x-ored, and the number of 1 's summed over the match window. 
·This is computationally complex in both hardware and software, and is certainly more 
expensive to carry out using 120 bit numbers rather than 24 bit numbers. 
3.5 Conclusion 
This chapter has explored the suitability of matching algorithms for a stereo vision 
sensor for mining automation applications. The requirements of this sensor were 
speed, reliability and the ability to produce a dense depth map. Area-based matching 
techniques have been investigated for this application, for a number of reasons. Firstly, 
they are suited to textured scenes, and scenes of rocks tend to be textured. Secondly, 
they have the potential to yield a dense depth map. Finally, they are amenable to 
real-time hardware implementation[24]. 
This work differs from previous studies m that in addition to area-based metrics, 
two non-parametric transforms, namely the rank and census transforms, have been 
investigated. Also, since the purpose of this study was to assess matching algorithms 
for mining automation, test stereo pairs consisting of close range scenes of rocks were 
used. 
Both the rank and census were found to result in improved reliability of matching in the 
presence of radiometric distortion. This is significant because radiometric distortion is 
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a problem which often arises in practice, particularly when low cost cameras or lenses 
are used. In fact, the performance of matching using these transforms is comparable 
to that of area-based metrics such as the ZSAD, ZSSD and NCC. However, the rank 
and census transforms have the additional advantage in that they do not introduce the 
computational complexity of these metrics. Both transforms are amenable to hardware 
implementation, making them suitable for real-time applications. As a result, they 
will subject of further investigation for the remainder of this thesis. 
In addition, the rank and census transforms were tested using two different transform 
window sizes: 5 X 5 and 11 x 11. The larger transform window size consistently 
resulted in more reliable matching. However, due to the increased computational 
complexity of using a larger transform window, subsequent work in this thesis will 
limit the transform window size to 5 x 5. Methods of improving match reliability 
while still maintaining a small transform window size will be investigated. 
Finally, this work used only one constraint, namely left-right consistency checking, to 
identify invalid matches. A number of other constraints for removing invalid matches 
will be discussed and incorporated into the matching algorithm in subsequent chapters. 
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Chapter 4 
Existing Matching Constraints 
and Diagnostics 
This chapter describes a number of matching constraints which may be used to con-
strain the search for a match and therefore avoid the selection of an invalid match. 
Also, a number of diagnostics for estimating the probability of a correct match are 
described. These existing constraints and diagnostics were applied to a number of test 
images, and their relative performance qualitatively assessed. 
4.1 Matching Constraints 
Matching constraints are a set of rules which are incorporated into the matching 
process and are used to select an appropriate match. These rules will hopefully lead 
to the selection of a correct match over an incorrect match. These constraints are 
based on assumptions made about the scene and the imaging geometry, and may not 
necessarily be valid in all situations. The types of constraints used in a particular 
situation are dependent on scene domain and on the application. Some commonly 
used constraints are[25]: 
Uniqueness An image point can only have one match. This assumption is valid for 
opaque surfaces. 
Epipolar Constraint As illustrated in Figure 4.1, an epipolar plane is defined by an 
object point and the stereo baseline[5]. There are an infinite number of epipolar 
planes. The intersection of an epipolar plane with the image plane is called 
an epipolar line. The epipolar constraint states that if a point P projects onto 
a image point which lies on an epipolar line in one image, the corresponding 
image point must lie somewhere on the corresponding epipolar line. Therefore 
the search for a matching point can be constrained along the one dimensional 
epipolar line. 
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Figure 4.1: Epipolar geometry[9]. 
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IMAGE 
In addition, the complexity of matching algorithms may be reduced by ensuring 
that epipolar lines are co-incident with the horizontal scan-lines of the image. 
This situation is almost impossible to obtain in practice, since the cameras 
would need to be precisely aligned. However, after camera orientation has been 
performed, it is possible to rectify and re-sample the images so that the epipolar 
lines are horizontal. 
Continuity or Maximum Disparity Gradient This constraint assumes that disparity 
varies gradually, and therefore the difference between two adjacent disparity 
values cannot exceed a certain threshold. Such a constraint is valid for smooth 
scenes which do not have depth discontinuities, for example, rolling terrain, 
which would typically be encountered in aerial photogrammetry applications. 
Ordering constraint Points must fall in the same order along corresponding epipolar 
lines. This is illustrated in Figure 4.2(a), where an object point M projects 
onto the epipolar lines as m1 and m 2 . Assuming the scene consists of a single 
opaque object, a second object point N cannot be visible in both images if it falls 
within the cross-hatched area. For this reason, the cross-hatched area is known 
as the forbidden zone. Moving along the epipolar lines from left to right, the 
points M and N will project in the order (n1 , m 1) and (n2 , m2). The ordering 
constraint fails in the case where M and N come from different objects, as shown 
in Figure 4.2(b). 
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image 2 
Figure 4.2: (a) The ordering constraint and the forbidden zone. (b) Failure of the 
ordering constraint. 
Illumination model constraints A widely used illumination model is the Lambertian 
model, which assumes surfaces reflect light equally in all directions, and therefore 
appear the same viewed from any direction. The area-based metrics of Table 2.2 
are based on this assumption, since they assume that corresponding points will 
appear the same in both images. 
4.2 Matching Diagnostics 
Matching diagnostics are used to attempt to estimate the likelihood of an invalid 
match, after matching has been carried out. In some cases, they can provide some 
diagnosis as to why matching failed, for example they can often identify occlusions or 
bland areas. Matching diagnostics are closely related to matching constraints, in that 
they can also be used to identify invalid matches. 
A number of existing match diagnostics are described as follows: 
left-right consistency checking This is also known as the two views constraint. The 
technique basically involves reversing the roles of the template and candidate im-
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ages and performing matching a second time, as described in Section 2.1.2. This 
technique is well suited to removing invalid matches caused by occlusions[32]. 
identification of locally anomalous disparities Disparity values which vary signifi-
cantly from their neighbours are removed from the disparity map, based on the 
assumption that such values are less likely to be correct[32]. In [20], disparity 
values are regarded as anomalous if they differ from the average of the sur-
rounding 5 X 5 neighbourhood by more than a certain threshold. Selection of an 
appropriate threshold should accommodate the actual disparity gradient of the 
scene. 
identification of bland areas Bland areas are those regions of an image which do 
not contain enough pixel variation to be successfully matched, for example, the 
background wall in Figure 3.4. One simple method of identifying bland regions 
involves computing the variance within a small window. If this is below a certain 
threshold the pixel is considered to be part of a bland region. 
identification of isolated matches As described in [67], a simple blob colouring al-
gorithm can be used to identify and reject small islands of bad matches which 
have survived the error identification methods described above. 
value of match score The value of the matching metric at the optimum disparity 
indicates the degree of similarity between corresponding image regions. For the 
SAD and SSD metrics, the optimum match score is the smallest, while for the 
NCC, it is the largest. The more optimum the match score, the greater the 
likelihood that the match is correct. 
identification of ambiguous matches An ambiguous situation occurs when the match 
scores of the optimum and second most optimum disparities are close in value. 
In this case, it is unclear which of these is the correct disparity. For each match, 
if the difference between the two most optimum match scores is small, the prob-
ability of a correct match is decreased. 
4.3 Diagnostics Computed from Test Images 
Some of the diagnostics outlined in the previous section were evaluated for the stereo 
pairs of Figures 3.3, 3.4 and 3.5. Results for left-right consistency checking, identifica-
tion of locally anomalous disparities, bland areas, match score and ambiguous matches 
are shown in Figures 4.3, 4.5 and 4.7. The blandness diagnostic was computed using 
a variance measure of regions of pixel values in the right image of each stereo pair. 
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The remaining diagnostics were computed using the disparity results obtained from 
matching using the rank transform. 
In each case, the results of left-right consistency checking and identification of locally 
anomalous disparities are shown as binary images, where a 1 indicates a valid match, 
and 0 an invalid match. The results of computing measures of blandness, match 
score and match ambiguity are displayed as grey scale images, in which a larger 
value indicates a higher confidence in the match. These grey scale images have been 
thresholded to produce binary images, where again a value of 1 indicates a valid match, 
and 0 an invalid match. 
Figure 4.4, 4.6 and 4.8 show the original disparity maps obtained from matching 
using the rank transform, the disparity maps with matches flagged as invalid removed, 
and confidence maps. A match was considered invalid if it failed left-right checking, 
resulted in an anomalous disparity, was part of a bland region or had too low a 
matching score, ie., if it was zero in any of (a), (b), (d) or (f) in Figures 4.3, 4.5 and 
4.7. 
''*The confidence maps have been computed as the product of the binary results for 
left-right checking and removal of anomalous disparities, and the grey scale measures 
, of blandness, match score and ambiguity, ie., (a), (b), (c), (e) and (g) in Figure 4.3, 4.5 
and 4.7. The confidence maps consist of a set of confidence estimates for every location 
in the disparity map. Such information would be useful for potential applications of 
stereo vision such as automation and navigation. 
99 
(g) (h) 
Figure 4.3: Match diagnostics, for the stereo pair of Figure 3.3. (a) left-right (b) locally 
anomalous disparities (c) blandness score (d) blandness score thresholded (e) match 
score (f) match score thresholded (g) ambiguity score (h) ambiguity score thresholded 
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(b) 
(c) 
Figure 4.4: Using constraints to identify and remove invalid matches, for the stereo 
pair of Figure 3.3. (a) original disparity map obtained from matching using the rank 
transform followed by the SAD metric (b) disparity map with matches considered 
invalid removed (c) confidence map obtained using match diagnostics. 
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(a) 
(g) (h) 
Figure 4.5: Match diagnostics, for the stereo pair of Figure 3.4. (a) left-right (b) locally 
anomalous disparities (c) blandness score (d) blandness score thresholded (e) match 
score (f) match score thresholded (g) ambiguity score (h) ambiguity score thresholded 
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(a) 
(c) 
Figure 4.6: Using constraints to identify and remove invalid matches, for the stereo 
pair of Figure 3.4. (a) original disparity map obtained from matching using the rank 
transform followed by the SAD metric (b) disparity map with matches considered 
invalid removed (c) confidence map obtained using match diagnostics. 
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(g) (h) 
Figure 4. 7: Match diagnostics, for the stereo pair of Figure 3.5. (a) left-right (b) locally 
anomalous disparities (c) blandness score (d) blandness score thresholded (e) match 
score (f) match score thresholded (g) ambiguity score (h) ambiguity score thresholded 
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(c) 
Figure 4.8: Using constraints to identify and remove invalid matches, for the stereo 
pair of Figure 3.5. (a) original disparity map obtained from matching using the rank 
transform followed by the SAD metric (b) disparity map with matches considered 
invalid removed (c) confidence map obtained using match diagnostics. 
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4.4 Discussion and Conclusion 
This chapter has described a number of well known match constraints and diagnostics, 
which may be used to identify and remove invalid matches and estimate the probability 
of a correct match. These constraints have been tested using images from a particular 
scene domain, ie., close range scenes of rocks. Some of these constraints, in particular, 
the left-right constraint, removal of bland matches and removal of locally anomalous 
disparities, have been incorporated into matching algorithms developed later in this 
thesis. 
A visual inspection of the results of Figures 4.3, 4.5 and 4.7 leads to a number of 
observations. Firstly, it is apparent that the left-right consistency criterion is good 
for detecting invalid matches resulting from occlusions. In the results obtained for 
this diagnostic, the occluded areas around the edges of rocks have been flagged as 
invalid. Secondly, the blandness measure and the match score are good for detecting 
bland areas in a scene. In Figures 4.5 and 4.7, the thresholded results obtained from 
these diagnostics show a clear differentiation between the foreground rocks and the 
background wall. The images resulting from thresholding the ambiguity measure 
contain a number of "specks" on the textured areas of the scene (in this case rocks). 
These often correspond to valid matches where the difference between the optimum 
and second most optimum value of the match function is small. Removal of incorrect 
matches in this case is best left to left-right checking, as removal of matches using the 
ambiguity score could result in correct matches being unduly removed. 
Figures 4.4, 4.6 and 4.8 show that match diagnostics can remove a significant number 
of invalid matches. However, these disparity maps still contain a number of invalid 
matches. These could possibly be removed using the blob colouring algorithm for 
removal of isolated matches, as described in Section 4.2. The removal of invalid 
matches using the match score and blandness diagnostics also depends on the threshold 
used to determine whether or not a match is valid. This would differ depending on the 
image. It would be more useful to be able to predict invalid matches without having 
to use an image dependent threshold. Subsequent chapters will therefore explore 
methods of computing the probability of an invalid match. 
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Chapter 5 
Estimating the Probability of an 
Invalid Match 
This chapter performs an interesting and novel analysis of the process of matching 
using the rank transform, and derives an expression for the probability that an invalid 
disparity is returned by the matching process. The theoretical results for disparity 
error prediction, obtained using this method, were found to agree well with experi-
mental results. This method depends on being able to estimate the probabilities of 
all possible match scores, which can be difficult to do in practice. Also, the technique, 
as presented in this chapter, becomes intractable for practical window sizes. Despite 
this, some possible enhancements to this presented technique have been suggested, 
which would make it applicable to real images, and result in its integration into a 
practical matching algorithm. 
5.1 Problem Formulation 
The objective of this work is to derive an expression for the probability of an incorrect 
match, for matching using the rank transform. The motivation behind using the rank 
transform is its invariance to certain types of image distortion and noise, as well as 
its amenability to real-time implementation. The process of matching using the rank 
transform is illustrated in Figure 5.1. This process accepts an epipolar stereo pair as 
input and produces a disparity map as output. 
The images comprising the stereo pair are first of all rank transformed, as described 
in Section 2.2.2. The possible values in the rank transformed image are integers in 
the range 0 ... N- 1, where N is the number of pixels in the rank window. These 
possible values are referred to as rank symbols. 
The transformed images are then matched using the SAD metric. For each template 
window, T, the SAD metric is computed for a series of candidate windows, denoted 
C(k) in Figure 5.2. The disparity k having the smallest value of SAD metric is then 
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Figure 5.1: Matching using the rank transform. 
T 
C(O) 
(a) 
T C(k) 
k= 0 1 2 ... 
I : i I i i : i i 
C(O) 
(b) 
Figure 5.2: Matching a template, T, with a series of candidate windows, C(k). (a) 
2-dimensional template window is matched with a series of candidate windows (b) 
1-dimensional template window is matched with a line of candidate windows. 
chosen. If more than one disparity value has an equally low SAD score, then the first 
disparity encountered, ie., the smallest one, is selected. Hopefully this will in fact 
correspond to the correct disparity. However, if there happens to be an arrangement 
of pixels which results in a smaller SAD score, then an erroneous disparity will result. 
The approach taken by this chapter for match error analysis assumes the series of 
candidate windows C(k) consists of random pixel values. In this case, no correct 
match exists for the template T. Therefore, when the template T is matched with 
candidate windows C(k), the disparity result is analogous to an erroneous disparity. 
Subsequent work, therefore, focussed on deriving an expression for the probability of 
a disparity k being returned by the matching process. This is considered equivalent 
to the probability of that disparity being returned in error. 
5.2 Permutation Analysis Approach 
The initial approach taken to this problem was to enumerate every possible permu-
tation of rank symbols in the array of candidate windows C(k). In order to simplify 
the problem, 1-dimensional rank and match windows of size 1 X Rand 1 x M respec-
tively were used. As illustrated in Figure 5.2(b), the matching process compares a 
1-dimensional template window, T with a series of candidate windows. The series of 
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k 0 1 2 3 4 ... N 
P(k) 1 2 4 8 16 ... 2"' 3 32 33 34 35 ~(N+l) 
Table 5.1: Probability of a match at disparity k along a line of rank symbols, for 
R = 3, M = 1. 
k 0 1 2 3 ... N 
P(k) 1 4 4" 46 ... 4JV 5 52 53 54 5(N+l) 
Table 5.2: Probability of a match at disparity k along a line of rank symbols, for 
R = 5, M = 1. 
candidate windows C(k) in this case comprise a line of rank symbols. The possible 
rank symbols consist of integers 0 ... R- 1, and it was initially assumed that the rank 
symbols occur with equal probability. This analysis first seeks to find the probability 
of each disparity k being chosen. 
5.2.1 Single element match window 
~;;First of all, a match window consisting of a single element, ie., M = 1, was considered. 
This single element match window is compared with each location k along the line of 
rank symbols C(k) until a perfect match, ie. C(k) =Tis found. The location of this 
match is the disparity value returned by the matching process. 
Figure 5.3 illustrates this concept for a template window T = 0. Possible permutations 
of a line of rank symbols have been enumerated, and displayed in a tree-like structure. 
The template window, in this case T = 0 is compared with every location in the line 
of rank symbols C(k), starting with k = 0, until a perfect match, ie., C(k) = T = 0 
is encountered. The locations of these matches have been highlighted in Figure 5.3. 
Only the first location of a match is considered, therefore, possible permutations of 
the line of rank symbols which occur after the match have been shown with dashed 
lines in Figure 5.3. This is because the process of area-based matching returns the 
first match encountered, ie., that with the lowest disparity, when there is more than 
one match with the equally lowest SAD score. 
Given that all rank symbols are assumed to occur with equal probability, it is possible 
to use Figure 5.3 to compute the probability of a match at each disparity k, An 
expression for the probability of each disparity can then be inferred. These results are 
shown in Table 5.1. 
A similar enumeration of possible permutations for a line of rank symbols, was per-
formed for a rank window size of R = 5. In this case the probability of a match at 
each location is given by Table 5.2. 
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Figure 5.3: Matching the template T = 0 to possible permutations of a line of rank 
symbols. 
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k 0 1 2 3 4 5 ... N 
P(k) 1 2 6 18 52 152 ... 2*Z::(prevwus 0 numerators) 33 34 35 36 37 38 3(N+3) 
Table 5.3: Probability of a match at disparity k along a line of rank symbols, for 
R =3M= 3, and a template window ofT= {0, 0, 0}. 
From Tables 5.1 and 5.2, it is possible to infer an expression for the probability that 
the template T = 0 will first occur at position k. This is the probability of a disparity 
k being returned by the matching process. This expression is as follows: 
P(k) = (R- 1)k 
R(k+1) (5.1) 
Equation 5.1 gives the probability that a match will occur at a particular disparity 
k. However, this method was derived using a match window of only a single element, 
M = 1, and would need to be extended to be applicable to larger sized windows. 
5.2.2 Multi-element match window 
The next step in this analysis was to consider a 1-dimensional match window of size 
1 X M. A match window and rank window of size M = 3 and R = 3 respectively 
were used. Given a template window, T = {0, 0, 0}, and a line of rank symbols, we 
wish to find the probability of a perfect match at a certain disparity. Figure 5.4 shows 
expansions of possible permutations of a line of rank symbols, and the first occurrence 
of the pattern {0, 0, 0}. 
Figure 5.4 may be used to deduce the probability of a match at each disparity. The 
disparity results are given in Table 5.3. Similar experimentation with different values 
of rank window size R and match window size M leads to the following expression for 
the probability of a match at disparity, k: 
P(k) = (R- 1) * (2:: previous M numerators) 
R(k+R) (5.2) 
Equation 5.2 gives an expression for computing the probability of matching a template 
window consisting of M zeros, at each disparity k. However, if a different template 
window, for example, T = {0, 0, 1} is considered, then a different expression for com-
puting the probability of a match will result. Figure 5.5 shows the first occurrence of 
the template T = {0, 0, 1}, along a line of rank symbols, where R = 3 and M = 3. 
Figure 5.5 may be used to deduce the probability of first encountering this template, 
the results are shown in Table 5.4. 
It can be seen from Tables 5.3 and 5.4 that the probability of a match at a given 
disparity k will differ depending on the template window. To find an overall expres-
sion for the probability of a match at a certain disparity, it is necessary to find the 
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Figure 5.4: Probability of a match at disparity k along a line of rank symbols, for 
R = 3, M = 3, and a template window ofT= {0, 0, 0}. 
probability of each template. The probability of a match at disparity k is then given 
as 
T 
P(k) = L P(T). P(kiT) (5.3) 
TE¢ 
where </> is the set of possible template windows. For M = 3, and R = 3, this would 
become 
P(k) P( {0, 0, 0}) · P(ki{O, 0, 0}) + 
P({O, 0, 1}) · P(ki{O, 0, 1}) + 
P( {2, 2, 2}) · P(kl{2, 2, 2}) 
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(5.4) 
k 0 1 2 3 4 ... N 
P(k) 1 3 9 26 75 ... 3*Numeratork-1-Numeratork-3 33 34 35 36 37 ~(N+3 
Table 5.4: Probability of a match at disparity k along a line of rank symbols, for 
R =3M= 3, and a template window ofT= {0, 0, 1}. 
From Equation (5.4), it can be seen that in order to compute the probability of a match 
a certain disparity, we need to derive the probabilities of a match at each disparity for 
each template. This was done for templates {0, 0, 0} and {0, 0, 1} in Figures 5.4 and 
5.5. This is a laborious task, and would need to be done for every possible template 
for Equation (5.4) to be used. 
Another point to note is that in this analysis, only the probability of a perfect match, 
ie., T = C(k) is derived. This differs from what would actually take place in matching. 
If there is no match having T = C(k), matching algorithms will select the next best 
match. In the case of the algorithm of Figure 5.1, this will be the match having the 
next lowest SAD score. Therefore, instead of merely computing the probability of 
T = C(k) at a given disparity, it is necessary to compute the probability of a disparity 
having the lowest SAD score. This issue will be addressed in the following section. 
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Figure 5.5: ] 
Probability of a match at disparity k along a line of rank symbols, for R = 3, M = 3, 
and a template window ofT= {0, 0, 1}. 
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5.3 Disparity Probability Approach 
The previous section found an expression for the probability that a particular dis-
parity would be selected by the matching process. However, this result depended on 
finding the probability of selecting each disparity for each template. Computation of 
these results for each template was a difficult and laborious process. Furthermore the 
previous method considered only the case of a perfect match between template and 
candidate, ie., T = C(k), and not the general case where the match having the lowest 
SAD score is selected. 
The method used in this section begins with a enumeration of possible template win-
dows. The probabilities of every template window and candidate window are used to 
compute the probabilities of every SAD score. The SAD score probabilities are then 
used to compute the probability of a match at a given disparity. 
It was initially assumed that all possible rank symbols and therefore all possible match 
windows occur with equal probability. However, this assumption was found to be 
incorrect. Subsequent analysis was able to account for different match window proba-
bilities, and experimental results were generated which were in agreement with those 
obtained theoretically. 
5.3.1 Equal Match Window Probabilities 
As with the previous section, 1-dimensional rank and match windows of size 1 x Rand 
1 x M respectively were used. The set of possible match windows, ¢ are enumerated. 
This is expressed as follows: 
(5.5) 
where 1 < i < q. The number of possible templates, q, is given by: 
(5.6) 
Each possible match window ¢i consists of a permutation of rank symbols, which are 
integers in the range 0 to R - 1. For a rank window of size R = 3, the rank symbols 
consist of the set 0, 1, 2. Furthermore, when a match window of size M = 3 is used, 
the set ¢ consists of all possible permutations of the symbols 0, 1, 2, ie.: 
¢= {(0,0,0)(0,0,1) ...... (2,2,2)} (5.7) 
there being RM = 27 permutations in all. The next step involves computing the 
probabilities of occurrence of each of the match windows, ¢i, which are denoted by 
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P(</>i). An initial estimate could assume that all match windows occur with equal 
probability, ie.: 
(5.8) 
Given the possible match windows, ¢i, it is possible to compute all possible SAD scores 
arising from every combination of template and candidate match windows. This set 
of SAD scores is given by: 
(5.9) 
where the SAD scores Si range from 0 to M(R- 1). Table 5.5 shows the SAD scores 
arising from every template-candidate window combination, given the set of match 
windows of Equation 5.7. It can be seen from Table 5.5 that the set of possible SAD 
scores for R = 3 and M = 3 is comprised of integers in the range 0 to 6. 
The probability of every entry in Table 5.5 can be computed as the product of the 
probabilities of the template window P(¢i) and the candidate window P(</>j)· By 
summing the probabilities of entries which have the same SAD score, the probability 
of each SAD score, P(Si) can be found. This is expressed as follows: 
P(Sx) = { ~ ~ P( ¢;) · P(¢;) [SAD( q\, ¢;) = x} (5.10) 
where <Pi = template window, </>j = candidate window and q = number of possible 
match windows, calculated from Equation (5.6). Substituting the template and can-
didate window probabilities from Table 5.7 into Equation (5.10), the probabilities of 
every possible SAD score are computed. These are shown in Table 5.6. 
Finally, after calculating the probability of every possible SAD score, it is possible 
to compute the probability that a particular disparity di has the smallest SAD score, 
and thus will be chosen by the minima selection process. A disparity will be selected 
if it is the minimum value of the match function. If more than one minima exist with 
the same value, the one with the smallest disparity will be chosen. The probability of 
a disparity di being selected is given as follows: 
P(di) = P{ (SAD(x) > 0, Vx <d)· (SAD( d)= 0) · (SAD(x) ~ 0, Vx >d)} 
EB P{ (SAD(x) > 1, Vx <d)· (SAD( d)= 1) · (SAD(x) ~ 1, Vx >d)} 
EB P{ (SAD(x) > Sn, Vx <d)· (SAD( d)= Sn) · (SAD(x) ~ Sn, Vx >d)} 
(5.11) 
116 
f-' 
f-' 
-l 
~~ ('[) o" 
~ ro 
..., Q1 
~ . 
~ Q1 
:>;"" •• 
::;: Cf1 
-· >-~0 
0 [fJ 
::;: n 0 
[fJ ..., 
-· ('[) N r:ll
('[) ~ 
~ ::J. [fJ 
II ::;· 
C;..:>(Jq 
~ ::p ~ 0 
o...S 
s ('[) ~ < 
c+ ('[) n ..., 
::T'< 
c+ 
::;: ('[) 
-· s ~ "0 
0... -~ ~ 
f!;. ~ 
N ~ ('[) 0... 
~~ II~ CJ,;lo.: 
. ~ 
c+ 
('[) 
::;: 
::;· 
0... 
~ 
n 
0 
s 
o" 
::;· 
~ 
a· 
~ 
0 
0 
0 
000 0 
001 1 
002 2 
010 1 
011 2 
012 3 
020 2 
021 3 
022 4 
100 1 
101 2 
102 3 
110 2 
111 3 
112 4 
120 3 
121 4 
122 5 
200 2 
201 3 
202 4 
210 3 
211 4 
212 5 
220 4 
221 5 
222 6 
,..... C'l 0 
0 0 ,..... 
0 0 0 
1 2 1 
0 1 2 
1 0 3 
2 3 0 
1 2 1 
2 1 2 
3 4 1 
2 3 2 
3 2 3 
2 3 2 
1 2 3 
2 1 4 
3 4 1 
2 3 2 
3 2 3 
4 5 2 
3 4 3 
4 3 4 
3 4 3 
2 3 4 
3 2 5 
4 5 2 
3 4 3 
4 3 4 
5 6 3 
4 5 4 
5 4 5 
,..... C'l 0 ,..... C'l 0 ,..... 
,..... ,..... C'l C'l C'l 0 0 
0 0 0 0 0 ,..... ,..... 
2 3 2 3 4 1 2 
1 2 3 2 3 2 1 
2 1 4 3 2 3 2 
1 2 1 2 3 2 3 
0 1 2 1 2 3 2 
1 0 3 2 1 4 3 
2 3 0 1 2 3 4 
1 2 1 0 1 4 3 
2 1 2 1 0 5 4 
3 4 3 4 5 0 1 
2 3 4 3 4 1 0 
3 2 5 4 3 2 1 
2 3 2 3 4 1 2 
1 2 3 2 3 2 1 
2 1 4 3 2 3 2 
3 4 1 2 3 2 3 
2 3 2 1 2 3 2 
3 2 3 2 1 4 3 
4 5 4 5 6 1 2 
3 4 5 4 5 2 1 
4 3 6 5 4 3 2 
3 4 3 4 5 2 3 
2 3 4 3 4 3 2 
3 2 5 4 3 4 3 
4 5 2 3 4 3 4 
3 4 3 2 3 4 3 
4 3 4 3 2 5 4 
Template Window 
C'l 0 ,..... C'l 0 ,..... C'l 0 ,..... C'l 0 ,..... C'l 0 ,..... C'l 
0 ,..... ,..... ,..... C'l C'l C'l 0 0 0 ,..... ,..... ,..... C'l C'l C'l 
,..... ,..... ,..... ,..... ,..... ,..... ,..... C'l C'l C'l C'l C'l C'l C'l C'l C'l 
3 2 3 4 3 4 5 2 3 4 3 4 5 4 5 6 
2 3 2 3 4 3 4 3 2 3 4 3 4 5 4 5 
1 4 3 2 5 4 3 4 3 2 5 4 3 6 5 4 
4 1 2 3 2 3 4 3 4 5 2 3 4 3 4 5 
3 2 1 2 3 2 3 4 3 4 3 2 3 4 3 4 
2 3 2 1 4 3 2 5 4 3 4 3 2 5 4 3 
5 2 3 4 1 2 3 4 5 6 3 4 5 2 3 4 
4 3 2 3 2 1 2 5 4 5 4 3 4 3 2 3 
3 4 3 2 3 2 1 6 5 4 5 4 3 4 3 2 
2 1 2 3 2 3 4 1 2 3 2 3 4 3 4 5 
1 2 1 2 3 2 3 2 1 2 3 2 3 4 3 4 
0 3 2 1 4 3 2 3 2 1 4 3 2 5 4 3 
3 0 1 2 1 2 3 2 3 4 1 2 3 2 3 4 
2 1 0 1 2 1 2 3 2 3 2 1 2 3 2 3 
1 2 1 0 3 2 1 4 3 2 3 2 1 4 3 2 
4 1 2 3 0 1 2 3 4 5 2 3 4 1 2 3 
3 2 1 2 1 0 1 4 3 4 3 2 3 2 1 2 
2 3 2 1 2 1 0 5 4 3 4 3 2 3 2 1 
3 2 3 4 3 4 5 0 1 2 1 2 3 2 3 4 
2 3 2 3 4 3 4 1 0 1 2 1 2 3 2 3 
1 4 3 2 5 4 3 2 1 0 3 2 1 4 3 2 
4 1 2 3 2 3 4 1 2 3 0 1 2 1 2 3 
3 2 1 2 3 2 3 2 1 2 1 0 1 2 1 2 
2 3 2 1 4 3 2 3 2 1 2 1 0 3 2 1 
5 2 3 4 1 2 3 2 3 4 1 2 3 0 1 2 
4 3 2 3 2 1 2 3 2 3 2 1 2 1 0 1 
3 4 3 2 3 2 1 4 3 2 3 2 1 2 1 0 
I SAD Score I Probability I 
0 0.0370 
1 0.1481 
2 0.2716 
3 0.2853 
4 0.1811 
5 0.0658 
6 0.0110 
Table 5.6: Probability of SAD scores for a rank window R = 3 and a match window 
M = 3, assuming all possible template and candidate windows are equally probable, 
ie., have the probability of Equation (5.8). 
where n is the number of possible SAD scores, and ·, E& denote the AND and OR 
operations respectively. Equation (5.11) may be summarised as: 
P(d selected)= t { ( g P(SAD(d) > s)) )P(SAD(d) = s) GI P(SAD(d) 2: s))} 
(5.12) 
The SAD probabilities of Table 5.6 were substituted into Equation (5.12), in order 
to compute the probabilities of each disparity being chosen. Equation (5.12) was 
evaluated for disparity values from dmin = 0 to dmax = 200. The results are plotted 
in Figure 5.6(a). 
Next, it was attempted to verify these results through actual experimentation. Two 
lines of random pixel values were generated, and rank transformed using a 1-dimensional 
rank window of size R = 3. A template matching window was selected from one line, 
while the second line was used as a series of candidate windows. The template was 
matched with the set of candidate windows, and the disparity value having the small-
est SAD score selected. The experiment was repeated a large number of times, and 
the disparity results were plotted in the normalised histogram of Figure 5.6(b). 
It was initially expected that Figure 5.6(a) and (b) would yield a graph of the same 
shape and magnitude. This was found not to be the case. This is because the as-
sumption that the template and candidate windows occur with equal probability is 
not correct. The next step of this analysis therefore examines the case of variable 
template and candidate window probabilities. 
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(b) 
Figure 5.6: Probability of a particular disparity being chosen by the matching process 
(a) Computed theoretically from Equation (5.12), assuming equal match window prob-
abilities. (b) Computed experimentally, by generating lines of random pixel values, 
rank transforming, and matching. 
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Figure 5.7: Example where R = 3 and M 3, showing that it is not possible to 
generate a match window which contains two 2's in succession. Whatever the value 
of pixel A, it is not possible for rank symbol X to be 2. 
5.3.2 Variable Match Window Probabilities 
The assumption of Equation (5.8) that all possible template and candidate windows 
occur with equal probability, cannot hold for any real images. This is illustrated in 
Figure 5.7. If an image of pixel values is rank transformed, the resulting rank symbols 
are partially dependent on their neighbours within half a rank window width. In fact, 
some sequences of rank symbols, and therefore some match windows cannot occur at 
all. For example, for 1-D rank and match windows of size R = 3 and M = 3, it is not 
possible to have two 2's in succession in the rank transformed image. 
It is possible, however, to estimate the match window probabilities P(¢i) experimen-
tally. In order to compute these estimates, an image consisting of a uniform random 
distribution of pixel values between 0 and 255 was generated. The rank transform of 
this image was then computed using a rank window of size R = 3. The number of 
instances of each possible match window were then counted, using a match window of 
size M = 3. The experiment was repeated a large number of times, and an estimate 
of the probability of each possible template, P( qyi) derived. The results are shown in 
Table 5.7. 
The SAD probabilities of Table 5.8 were substituted into Equation (5.12), in order 
to compute the probabilities of each disparity being chosen. Equation (5.12) was 
evaluated for disparity values from dmin = 0 to dmax = 200. The results are plotted 
in Figure 5.8(a). 
The graph of disparity probabilities obtained through experimentation, shown in Fig-
ure 5.6(b), has been reproduced in Figure 5.8(b). It can be seen that the estimated 
probability of choosing each disparity, given by Figure 5.8( a), compares well with 
the experimentally generated results of (b), both graphs having a similar shape and 
magnitude. 
The disparity probability graph shows that the lower the disparity, the higher the 
probability of that disparity being chosen by the matching process. This can be 
explained in that if more than one disparity has the lowest SAD score, the matching 
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template c/Ji probability P(¢i) 
000 0 
001 0.0005 
002 0.0008 
010 0.0011 
011 0.0337 
012 0.0907 
020 0.1349 
021 0.0734 
022 0 
100 0.0005 
101 0.0497 
102 0.0744 
110 0.0350 
111 0.0189 
112 0.0322 
120 0.0743 
121 0.0485 
122 0 
200 0.0008 
201 0.0755 
202 0.1329 
210 0.0885 
211 0.0335 
212 0 
220 0 
221 0 
222 0 
Table 5.7: Probabilities of template windows, P(¢i), for R = 3 and M = 3. 
I SAD Score I Probability I 
0 0.0838 
1 0.1630 
2 0.2029 
3 0.2564 
4 0.1775 
5 0.0806 
6 0.0359 
Table 5.8: Probability of SAD scores for a rank window R = 3 and a match window 
M = 3, assuming the template and candidate window probabilities of Table 5.7. 
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process will select the smallest disparity. Therefore, the matching process will favour 
selection of lower valued disparities. 
The graph of Figure 5.8( a) plots the probability that a particular disparity is selected 
by the matching process. In the next section this will be used to predict the probability 
of an erroneous disparity, given a known true disparity. 
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Figure 5.8: Probability of a particular disparity being chosen by the matching pro-
cess (a) Computed theoretically from Equation (5.12), assuming the variable match 
window probabilities of Table 5.7. (b) Computed experimentally, by generating lines 
of random pixel values, rank transforming, and matching. 
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Figure 5.9: Probability of an erroneous disparity being chosen, given a known true 
disparity D. 
5.4 Probability of Erroneous Disparity 
The graph of Figure 5.8( a) plots the probability that a particular disparity di is se-
lected by the matching process. Since the input "images" in this case consist of 
random pixel values, there is no correct match, and the disparity results from match-
ing are considered analogous to an erroneous disparity. This section first of all uses 
Figure 5.8(a) to predict the probability of an erroneous disparity, given a true dis-
parity, D. Next, experiments were carried out using contrived stereo pairs of random 
pixel values displaced by a known amount. It was found it was possible to predict the 
probability of the correct disparity being chosen, in each case. 
5.4.1 Predicting the Probability of Erroneous Disparity 
Given that the true disparity, D is known, it is then possible to use the result of 
Figure 5.6( a) to compute the probability of an incorrect disparity, ie., a disparity other 
than D being chosen. The matching process searches for a match starting at disparity 
dmin and stepping in integer increments to dmax· The probability of encountering 
an erroneous disparity before disparity D is the sum of the probabilities of choosing 
disparities dmin to D -1. Computing this for every disparity results in the cumulative 
probability graph of Figure 5.9. This graph can be interpreted as follows. Given a 
true disparity D, the graph shows the probability of choosing an erroneous disparity 
instead. 
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5.4.2 Error Prediction for Random Images 
This experiment involved generating an image of uniform random pixel values, then 
from this, extracting two images displaced by a known disparity, D. The two images 
were then rank transformed and matched, and the disparity results displayed as a 
normalised histogram. Figure 5.10(a) and (b) show disparity results where the true 
disparity Dis 50 and 100 respectively. Again, rank and match windows of size R = 3 
and M = 3 were used. These results show that for disparities less than D, the shape 
of the histogram is the same as that of Figure 5.6(b). The remainder of the disparity 
values occur at the true disparity, D. The proportion of the disparity values which 
are in error, ie. =f. D, is equivalent to the probability of erroneous disparity given by 
the graph of Figure 5.9, for disparity D. Therefore, the graph of Figure 5.9 may be 
used to predict the probability of an erroneous match, for input scenes consisting of 
random pixel values. The next section will show experiments with contrived stereo 
pairs derived from actual images. 
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Figure 5.10: Disparity results obtained by matching a contrived stereo pair consisting 
of random pixel values, where the images are displaced by a known disparity of (a) 
D =50 and (b) D = 100. The total proportion of erroneous disparities is equivalent 
to the erroneous disparity probability of Figure 5.9, for disparity D. 
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Figure 5.11: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.3. 
Figure 5.12: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.4. 
5.5 Experiments with Contrived Stereo Pairs 
5.5.1 Contrived Stereo Pairs 
A number of contrived stereo pairs were generated using some of the images from 
Section 3.2. These stereo pairs are shown in Figures 5.12-5.17, and were constructed 
in order to simulate stereo pairs with ground truth, where the disparity of every pixel 
is known. For the pairs shown in this section, the images have a constant disparity of 
50 pixels. 
Figure 5.13: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.5. 
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Figure 5.14: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.6. 
Figure 5.15: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.7. 
Figure 5.16: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.8. 
Figure 5.17: Contrived stereo pair, extracted from the left image of the stereo pair of 
Figure 3.9. 
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5.5.2 Experimental Results 
First of all, the probabilities of each possible SAD score were estimated for each test 
stereo pair. These probabilities were computed by rank transforming the original im-
ages, and counting the occurrences of every possible template and candidate window. 
Rank and match window sizes of R = 3 and M = 3 were used. The resulting SAD 
score probabilities for each image are shown in Table 5.9. The SAD probabilities were 
then substituted into Equation (5.12), in order to compute the probabilities of each 
disparity being chosen. The results are displayed in Figures 5.18(a)-5.24(a). 
Next, each of the contrived test stereo pairs of Section 5.5.1 were rank transformed 
and matched. For all these pairs, the true disparity D is known and has a value of 
50 pixels, and matching was performed using rank and match windows of size R = 3 
and M = 3. The disparity results were again displayed in the form of normalised 
histograms, in Figures 5.18(b)-5.24(b). These results show that a number of matches 
occur at the correct disparity of D = 50 pixels. Where a perfect match between a 
template and candidate window is encountered at a disparity D < 50, an erroneous 
disparity results. 
In all cases, the shape and magnitude of the graph for these erroneous matches at dis-
parity D < 50 was similar to the theoretically computed graphs. However, there are 
some differences between the experimental and theoretical results. The reason for this 
is that the computation of the theoretical disparity probability graphs assumed that 
the estimated SAD probabilities of Table 5.9 are constant over the image. However, 
this is not actually the case, as the pixel distribution, and consequently the proba-
bilities of all possible template and candidate windows, and SAD scores, are variable 
over the image. 
In order to compensate for the variation in pixel distribution over the image, a number 
of images were segmented into regions having similar characteristics. The results of 
segmentation of the rock, IROCKS1 and J1 images are shown in Figures 5.25, 5.26 
and 5.27. Two regions were selected for each image, "Region 1" being a foreground 
area and "Region 2" being a background area. SAD score probabilities were estimated 
for each region by rank transforming all pixels in the region and counting the number 
of occurrences of every template and candidate window. These SAD score probabilities 
are shown in Table 5.10. Rank and match window sizes of R = 3 and M = 3 were again 
used. Equation (5.12) was then used to compute the probabilities of each disparity 
being chosen, and the results are displayed in Figures 5.28(a)-5.33(a). 
The pixels corresponding to each image region were then rank transformed and matched. 
The results are shown in Figures 5.28(b)-5.33(b). These experimental results are again 
similar in magnitude and shape to the theoretically computed graphs. This suggests 
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I SAD score rock I IROCKS1 I J1 K1 I arroyo I trees I parkmeter I 
0 0.0740 0.1225 0.1356 0.1726 0.1147 0.0669 0.0941 
1 0.2394 0.3434 0.3589 0.3855 0.2964 0.2191 0.2981 
2 0.3245 0.3482 0.3392 0.3106 0.3420 0.3297 0.3564 
3 0.2326 0.1544 0.1391 0.1127 0.1942 0.2613 0.1955 
4 0.0958 0.0296 0.0257 0.0177 0.0520 0.1022 0.0502 
5 0.0271 0.0018 0.0016 0.0008 0.0007 0.0181 0.0053 
6 0.0066 0.0000 0.0000 0.0000 0.0000 0.0027 0.0003 
Table 5.9: Probability of SAD scores for a rank window R = 3 and a match window 
M = 3 for a number of test images. 
that more specialised knowledge of the distribution of SAD probabilities for different 
regions of an image may lead to this technique being able to more accurately predict 
the probability of an incorrect match, for a given region. 
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Figure 5.18: Probability of an incorrect disparity, for the ROCK stereo pair of Fig-
ure 5.11 (a) Computed theoretically from Equation (5.12), using the match window 
probabilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair 
of Figure 5.11, where images are displaced by a known disparity of D =50. 
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Figure 5.19: Probability of an incorrect disparity, for the IROCKS1 stereo pair of 
Figure 5.12 (a) Computed theoretically from Equation (5.12), using the match window 
probabilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair 
of Figure 5.12, where images are displaced by a known disparity of D = 50. 
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Figure 5.20: Probability of an incorrect disparity, for the J1 stereo pair of Figure 5.13 
(a) Computed theoretically from Equation (5.12), using the match window proba-
bilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair of 
Figure 5.13, where images are displaced by a known disparity of D = 50. 
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Figure 5.21: Probability of an incorrect disparity, for the K1 stereo pair of Figure 5.14 
(a) Computed theoretically from Equation (5.12), using the match window proba-
bilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair of 
Figure 5.14, where images are displaced by a known disparity of D =50. 
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Figure 5.22: Probability of an incorrect disparity, for the arroyo stereo pair of Fig-
ure 5.15 (a) Computed theoretically from Equation (5.12), using the match window 
probabilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair 
of Figure 5.15, where images are displaced by a known disparity of D =50. 
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(b) 
Figure 5.23: Probability of an incorrect disparity, for the trees stereo pair of Fig-
ure 5.16 (a) Computed theoretically from Equation (5.12), using the match window 
probabilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair 
of Figure 5.16, where images are displaced by a known disparity of D =50. 
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(b) 
Figure 5.24: Probability of an incorrect disparity, for the parkmeter stereo pair of 
Figure 5.17 (a) Computed theoretically from Equation (5.12), using the match window 
probabilities of Table 5.9 (b) Computed experimentally, from the contrived stereo pair 
of Figure 5.17, where images are displaced by a known disparity of D =50. 
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Figure 5.25: Segmented left image from the stereo pair of Figure 3.3. 
Figure 5.26: Segmented left image from the stereo pair of Figure 3.4. 
Reglon1 
Figure 5.27: Segmented left image from the stereo pair of Figure 3.5. 
I SAD score I rock IROCKS1 J1 
1 2 1 1 2 1 1 2 
0 0.0998 0.0656 0.1527 0.0773 0.1595 0.0897 
1 0.2996 0.1948 0.3845 0.2681 0.3881 0.2924 
2 0.3433 0.2783 0.3315 0.3605 0.3240 0.3614 
3 0.1905 0.2409 0.1139 0.2261 0.1108 0.2021 
4 0.0562 0.1377 0.0165 0.0623 0.0167 0.0497 
5 0.0094 0.0626 0.0009 0.0056 0.0009 0.0045 
6 0.0013 0.0200 0.0000 0.0001 0.0000 0.0000 
Table 5.10: Probability of SAD scores for a rank window R = 3 and a match window 
M = 3 for a number of test images. 
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Figure 5.28: Probability of an incorrect disparity, for region 1 of the ROCK stereo 
pair of Figure 5.11, as depicted in Figure 5.25. (a) Computed theoretically from 
Equation (5.12), using the match window probabilities of Table 5.10 (b) Computed 
experimentally, from the contrived stereo pair of Figure 5.11, where images are dis-
placed by a known disparity of D = 50, and using only pixels belonging to region 1 
in Figure 5.25. 
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Figure 5.29: Probability of an incorrect disparity, for region 2 of the ROCK stereo 
pair of Figure 5.11, as depicted in Figure 5.25. (a) Computed theoretically from 
Equation (5.12), using the match window probabilities of Table 5.10 (b) Computed 
experimentally, from the contrived stereo pair of Figure 5.11, where images are dis-
placed by a known disparity of D = 50, and using only pixels belonging to region 2 
in Figure 5.25. 
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Figure 5.30: Probability of an incorrect disparity, for region 1 of the IROCKS1 stereo 
pair of Figure 5.12, as depicted in Figure 5.26. (a) Computed theoretically from 
Equation (5.12), using the match window probabilities of Table 5.10 (b) Computed 
experimentally, from the contrived stereo pair of Figure 5.12, where images are dis-
placed by a known disparity of D = 50, and using only pixels belonging to region 1 
in Figure 5.26. 
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Figure 5.31: Probability of an incorrect disparity, for region 2 of the IROCKS1 stereo 
pair of Figure 5.12, as depicted in Figure 5.26. (a) Computed theoretically from 
Equation (5.12), using the match window probabilities of Table 5.10 (b) Computed 
experimentally, from the contrived stereo pair of Figure 5.12, where images are dis-
placed by a known disparity of D = 50, and using only pixels belonging to region 2 
in Figure 5.26. 
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Figure 5.32: Probability of an incorrect disparity, for region 1 of the J1 stereo pair 
of Figure 5.13, as depicted in Figure 5.27. (a) Computed theoretically from Equa-
tion (5.12), using the match window probabilities of Table 5.10 (b) Computed experi-
mentally, from the contrived stereo pair of Figure 5.13, where images are displaced by a 
known disparity of D =50, and using only pixels belonging to region 1 in Figure 5.27. 
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Figure 5.33: Probability of an incorrect disparity, for region 2 of the J1 stereo pair 
of Figure 5.13, as depicted in Figure 5.27. (a) Computed theoretically from Equa-
tion (5.12), using the match window probabilities of Table 5.10 (b) Computed experi-
mentally, from the contrived stereo pair of Figure 5.13, where images are displaced by a 
known disparity of D = 50, and using only pixels belonging to region 2 in Figure 5.27. 
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5.6 Discussion and Conclusion 
This work has explored the use of the rank transform for stereo matching. In partic-
ular, a method of predicting the probability of false matches has been devised. This 
method is based on enumerating every possible template and candidate window, and 
estimating their probability of occurrence. It was then possible to compute the prob-
ability of each possible SAD score, and subsequently the probability of each disparity 
being selected by the matching process. This information could be used to derive the 
probability of an invalid disparity being returned by the matching process, given a 
certain true disparity. 
As can be seen by Figure 5.10, it was possible to predict matching errors when the 
input images were assumed to consist of uniformly distributed random pixel values. 
However in practice, the pixel distribution of real images will differ from this assump-
tion. Figures 5.18(a)-5.24(a) show predicted disparity error graphs computed using 
stereo pairs contrived from actual images. In each case the match window probabili-
ties, P(¢i), were estimated by rank transforming the images and counting the number 
of occurrences of each template window. These were used to compute the SAD score 
probabilities, P(Si), which in turn were used to compute the probability of each dis-
parity being chosen, P( di). In each case matching was also carried out experimentally, 
and the disparity results plotted in Figures 5.18(b)-5.24(b). The graphs of predicted 
and experimental results are similar in shape and magnitude, showing that it is pos-
sible to use this technique to estimate the probability of an incorrect match, for real 
images. 
Furthermore, experimentation was also carried out with segmented images, in which 
the images were divided into different regions having similar pixel properties, usu-
ally corresponding to different objects in the images. In this case the images were 
divided into foreground and background regions. For each region, the match window 
probabilities P(¢i) were estimated, from which the SAD score probabilities, P(Si), 
and probabilities of each disparity being chosen, P(di) were then computed. These 
results are displayed in Figures 5.28(a)-5.33(a). Experimental disparity results were 
also computed for each region, these are shown in Figures 5.28 (b )-5.33(b). The graphs 
of predicted and experimental results are again similar in shape and magnitude. This 
shows that when the SAD score probabilities P(Si) are more accurately known, it is 
possible to more correctly predict the probability of an incorrect match for different 
regions of an image. 
The technique presented in this chapter is able to predict the probability of an incorrect 
match being encountered, due to the nature of the pixel distribution of the image. The 
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accurate estimation of the SAD score probabilities P(Si) is crucial to the effectiveness 
of this method. However, the estimation of these SAD score probabilities may be 
difficult, as they tend to vary over the extent of the image. It may be possible, as was 
done in this chapter, to segment the image into regions likely to have similar pixel 
characteristics, in order to more accurately estimate the P(Si). It may also be possible 
to compute these probabilities from a set of training images, and/or to iteratively 
update these probabilities each time a new image is processed. Such techniques may 
be suitable for cases where the algorithm is to be used in one particular environment, 
for example, scenes of rocks. The latter technique would also be applicable to temporal 
matching of a stereo image sequence, where the pixel distribution of an image pair 
would tend to be similar to its predecessor. 
A further issue to consider in applying this disparity error prediction technique in 
practice is the amount of computation required for practical window sizes. For sim-
plicity, this study has assumed 1-D rank and match windows of size R = 3 and M = 3. 
This results in RM = 27 possible match windows, for which a minimum amount of 
computation is required. However, the amount of computation required increases ex-
ponentially with window size. For example, setting R = 5 and M = 11 results in 511 
possible match windows. It is necessary to compute the probabilities P( cPi) of each 
of these windows, which are in turn used in Equation (5.10) to compute the proba-
bility of each SAD score. As a result, the computations become too lengthy to be 
completed within a reasonable amount of time. The situation is considerably worse 
for 2-D window sizes used in practice such as 5 x 5 for the rank window and 11 X 11 
for the match window. 
An alternative could be to estimate the SAD score probabilities P(Si) directly from 
the matching process. This would eliminate having to first estimate the match window 
probabilities P(c/Ji), and then using these to compute the P(Si)· It could be possible 
to combine the refinement of the SAD score probabilities P(Si) with the computations 
involved in the matching process itself, which naturally must involve computing the 
SAD score for every possible match. It may therefore be possible to implement this 
technique, for practical window sizes, in a tractable amount of time. However, the 
implementation of such as scheme has been left for future work. 
This chapter has performed an interesting and novel analysis of match error prediction, 
and has devised a method of predicting disparity errors, which arise due to the pixel 
distribution of the images themselves. This method depends on being able to estimate 
the probabilities of all possible SAD scores, which can be difficult to do in practice. 
However, a number of techniques have been suggested to overcome this difficulty, 
including segmenting the image into regions having similar pixel properties, using a set 
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of training images from the known environment, or incorporating a feedback approach 
where a new image is used to update a set of SAD score probabilities. Also, the 
method used in this chapter for the computation of SAD score probabilities becomes 
intractable for practical window sizes. Therefore, an alternative method of computing 
these probabilities directly from the matching process has been suggested. The next 
chapter of the thesis will move on to look at an alternative analytical approach, aimed 
at improving match reliability. 
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Chapter 6 
A New Constraint for Matching 
Using the Rank Transform 
Chapter 4 outlined a number of existing constraints which have been used to identify 
invalid matches. Some of the more widely used constraints include the the left-right 
consistency criterion, the ordering constraint and removal of anomalous disparities[20, 
32]. Although powerful, most of these constraints have little theoretical basis. In 
this chapter, a new constraint for matching using the rank transform is theoretically 
derived. This constraint is subsequently referred to as the rank constraint. Testing 
carried out using both contrived and actual stereo pairs shows that the constraint 
is capable of resolving ambiguous matches, thus improving match reliability. The 
constraint was then incorporated into a new matching algorithm, which resulted in a 
higher proportion of valid matches, for all test imagery used. 
An extended 2-dimensional constraint which implicitly enforces the left-right and 
uniqueness constraints was also proposed. This algorithm was capable of identifying 
and removing a large number of invalid matches, particularly in the case of occlusions. 
In addition, a method of rank error prediction, based on the rank constraint, is pro-
posed. This new match diagnostic is able to identify regions in an image in which the 
rank transform is susceptible to noise. 
6.1 Matching Using the Rank Transform 
6.1.1 Image Representation 
As shown in Figure 6.1, the left and right images which comprise the stereo pair are 
denoted sz(x, y) and sr(x, y) respectively. It is assumed that the images are epipolar 
aligned, therefore, corresponding points will have the same y coordinate. A simple 
model for the relationship between corresponding image points is given by [90]: 
sr(x, y) = Asz(ax + d, y) + B + N(x, y) (6.1) 
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X left image: s1 (x,y) X right image: s,(x,y) 
y y 
X x+d X 
Figure 6.1: Image representation and notation. The left and right images are denoted 
sz ( x, y) and Sr ( x, y) respectively. 
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sz (x,y) Transform r1 (x,y) 
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Figure 6.2: Steps involved in the matching process using the rank transform. 
where A and B are the contrast and brightness factors for radiometric distortion, 
and N represents noise. The terms a and d represent geometric distortion, and in 
particular, dis the disparity difference we wish to find. The quantities A, B, a and d, 
though expressed here as constants, may be variable over the image, and could also 
be expressed as functions of (x, y). 
6.1.2 The Matching Process 
The matching process accepts an epipolar aligned stereo pair as input, and produces 
a disparity map as output. Figure 6.2 illustrates the steps involved in matching using 
the rank transform. This section describes each of these steps in detail. 
The Rank Transform 
As described in Section 2.2.2, the rank transformation process involves passing the 
rank window over the image, and at each point, counting the number of pixels in the 
rank window whose value is less than the centre pixel [97]. The grey level images will 
therefore be transformed into an array of integers, whose value ranges from 0 toR -1, 
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where R is the number of pixels in the window. In Figure 6.2, the images sz(x, y) and 
sr(x, y) are rank transformed to produce rank images rz(x, y) and r'r(x, y) respectively. 
The rank transform may be expressed as: 
r(x,y) = R- L U[s(x+i,y+j)-s(x,y)] 
(i,j)EW 
U[t] = { 1 t 2: 0 
0 t < 0 
(6.2) 
where U[t] is the unit step function, R is the number of pixels in the rank window and 
(i,j) E W indicates the neighbourhood of the rank window. 
Computation of SAD Matching Metric 
The Sum of Absolute Differences (SAD) matching metric[3] provides a measure of the 
degree of similarity between pixel regions. This metric basically subtracts the corre-
sponding pixel values in two regions, and sums the absolute value of the differences, 
thus yielding a value which will be smaller if two regions are more similar. If two 
regions consists of exactly the same values, the SAD metric will in fact yield a result 
of zero. 
In this case, the SAD metric will be computed using values from the rank transformed 
images. Since it was assumed that the images were epipolar aligned, corresponding 
points will have the same y coordinate, and the search for a match may be constrained 
to one dimension [9]. Given a template window, centred on rr(x, y), the SAD metric 
is computed for a series of candidate windows, centred on rz(x + k, y), where the 
test disparity k is varied in integer increments from 0 to dmax· The SAD metric is 
computed as follows 
SAD(rr(x, y), rz(x + k, y)) = L lrr(x + m, y + n)- rz(x + k + m, y + n) I (6.3) 
(m,n)EM 
where (m, n) E M indicates summation of over the match window. For a template 
window centred on rr(x, y), the match function g(k)(x,y) is defined as 
g(k)(x,y) = SAD(rr(x, y), rz(x + k, y)), (6.4) 
which is a discrete function, with values existing at integer values of the test disparity, 
k. An example of a match function is plotted in Figure 6.3, in which the x axis is the 
test disparity, k, and the y axis is the value of the SAD score. This match function 
was computed from the stereo pair of Figure 3.4, using a rank window size of 5 x 5, a 
match window of size 11 X 11. It has a dominant minima at a disparity of 20, which 
corresponds to the correct match. 
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Figure 6.3: An example of a match function, derived from the stereo pair of Fig-
ure 3.4, using rank and match windows of size 5 x 5, and 11 x 11 respectively. A 
template window centred on (280, 139) was used. The main minima at a disparity of 
20 corresponds to the correct match. 
Selection of Minima 
This step involves selection of the test disparity at which the matching function is a 
minimum. This represents the disparity at which the template and candidate windows 
are most similar. The selection of the minima is expressed as 
do(x, y) = k I { (Vp (p < k) g(p)(x,y) < g(k)(x,y)) AND (Vp (p > k) g(p)(x,y) :::; g(k)(x,y))} 
(6.5) 
where p refers to a disparity value. 
The second term in the above equation accounts for the situation where multiple 
minima with the same SAD score exist. In this case, Equation (6.5) will return the 
first minima encountered, ie, that with the lowest disparity. 
The disparity values do(x, y) together comprise a disparity map. It is desirable that 
these disparity values correspond to the d term in Equation (6.1), the true difference 
in location of the pixel patterns in sz(x, y) and sr(x, y). However, the computed dis-
parity may differ from the true disparity due to the presence of radiometric distortion, 
geometric distortion and noise. 
6.2 The Rank Constraint 
This section derives an analytic expression for matching using the rank transform, 
which incorporates the image model of Equation (6.1). One possible constraint which 
must be satisfied for a correct match is derived. A modified matching algorithm 
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incorporating this constraint is devised, and this algorithm is tested using a number 
of test stereo pairs. An interesting relationship between the constraint and the census 
transform is also noted. 
6.2.1 Derivation of Rank Constraint 
First of all, the rank transformed images are computed from Equation (6.2) as follows 
rz(x,y) R- L U[sz(x+i,y+j)-st(x,y)] 
(i,j)EW 
rr(x, y) = R- L U[sr(x + i, y + j)- sr(x, y)] 
(i,j)EW 
(6.6) 
(6.7) 
Next, Equation (6.4) is used to compute the matching function for a template window 
centred on rr(x, y) and a candidate window centred on rz(x + k, y), where the test dis-
parity k is varied in integer increments from 0 to dmax· Substituting in Equations (6.3), 
(6.6) and (6.7) results in 
g(k)(x,y) = SAD (rr(x, y), rz(x + k, y)) 
L rr(x+m,y+n)-rz(x+k+m,y+n) 
(m,n)EM 
L R - L U [ Sr ( x + m + i, y + n + j) - Sr ( x + m, y + n)] - R 
(m,n)EM (i,j)EW 
+ L U[sz(x+k+m+i,y+n+j)-st(x+k+m,y+n)] 
(i,j)EW 
L L U[sz(x+k+m+i,y+n+j)-sz(x+k+m,y+n)] 
(m,n)EM (i,j)EW 
L U[sr(x+m+i,y+n+j)-sr(x+m,y+n)] 
(i,j)EW 
L L:(u[sz(x+k+m+i,y+n+j)-sz(x+k+m,y+n)] 
(m,n)EM i=-p 
- U[sr(x+m+i,y+n+j)-sr(x+m,y+n)J) 
Substituting the model of Equation (6.1) into the above results in the expression 
g(k)(x,y)= L L (u[st(x+k+m+i,y+n+j)-sz(x+k+m,y+n)] 
(m,n)EM (i,j)EW 
- U[Asz(a(x+m+i)+d,y+n+j)+N(x+m+i,y+n+j) 
- Asz(a(x+m)+d,y+n)-N(x+m,y+n)J) 
(6.8) 
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If there is no noise or distortion, then Equation (6.8) will be zero at the correct 
disparity, d. Substituting A= 1, a = 1, k = d and setting the noise terms N to zero 
yields 
g(k)(x,y)= L L (u[sz(x+d+m+i,y+n+j)-sz(x+d+m,y+n)] 
(m,n)EM (i,j)EW 
- U[sz(x + d + m + i, y + n + j)- sz(x + d + m, y + n)]) 
=0 
(6.9) 
In the general case, the optimum disparity is selected as the disparity k at which the 
minimum value of Equation (6.8) occurs. Minima will exist in the matching function 
where the first derivative is zero, and the second derivative is positive. In order to 
compute the derivatives, the following substitutions have been used 
Dz = sz(x + k + m + i, y + n + j)- sz(x + k + m, y + n) (6.10) 
Dr= sr(x + m + i, y + n + j)- sr(x + m, y + n) 
=A sz(a(x + m + i) + d, y + n + j) + N(x + m + i, y + n + j) (6.11) 
-A sz(a(x + m) + d, y + n)- N(x + m, y + n) 
Substituting Equations (6.10) and (6.11) into Equation (6.8), and differentiating with 
respect to the test disparity, k, the matching function and its derivatives become 
g(k)(x,y) = L L U(Dz)- U(Dr) (6.12) 
(m,n)EM (i,j)EW 
g(k)(x,y) = L {sgn( L U(Dz)- U(Dr)) ( L 8(Dz)(DD)} (6.13) 
(m,n)EM (i,j)EW (i,j)EW 
g(k)(x,y) = L {8( L U(Dz)- U(Dr)) ( L 8(Dz)(D;) r + 
(m,n)EM (i,j)EW (i,j)EW 
( L 8'(Dz)(Df) 2 + L 8(Dz)(Dn) (sgn( L U(Dz)- U(Dr)))} 
(m,n)EM (i,j)EW (i,j)EW 
where the v; and D;' are given by 
Df 
D" l 
sf ( x + k + m + i, y + n + j) - sf ( x + k + m, y + n) 
sf' ( x + k + m + i, y + n + j) - sf' ( x + k + m, y + n) 
The functions sgn(x) and 8(x) are defined as follows 
{T x<O sgn(x) x=O x>O 
8(x) {~ x=O otherwise 
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(6.14) 
(6.15) 
(6.16) 
(6.17) 
(6.18) 
It is desired to derive a condition which ensures Equation (6.12) is a minimum. Con-
sider the sgn term in Equation ( 6.13). The first derivative will be zero if the sgn term 
is zero for all (m, n, i,j). Furthermore, the sgn term will only be zero if U(Dz) and 
U (Dr) are equal. The only possible values for the function U ( x) are 0 or 1, therefore, 
the conditions under which the sgn term can be zero are 
or 
U[Dz] = 0 
U[Dr] = 0 
U[Dz] = 1 
U[Dr] = 1 
(6.19) 
(6.20) 
for all (m, n, i, j). Substituting Equations (6.10) and (6.11) into Equations (6.19) 
and (6.20) yields 
st(x+k+m,y+n) > sz(x+k+m+i,y+n+j), 
sr(x+m,y+n) > sr(x+m+i,y+n+j) 
st(x+k+m+i,y+n+j) 2: st(x+k+m,y+n), 
sr(x+m+i,y+n+j) 2: sr(x+m,y+n) 
(6.21) 
(6.22) 
Further substitution of the image model of Equation (6.1) into Equations (6.21) 
and (6.22), and assuming the radiometric offset, B to be constant, leads to the con-
ditions 
sz(x + k + m, y + n) > sz(x + k + m + i, y + n + j), 
Ast(a(x+m)+d,y+n)+N(x+m,y+n) > 
A sz(a(x + m + i) + d, y + n + j) + N(x + m + i, y + n + j) 
(6.23) 
Sf ( x + k + m + i, y + n + j) 2: sz ( x + k + m, y + n), 
A sz(a(x + m + i) + d, y + n + j) + N(x + m + i, y + n + j) 2: (6.24) 
A sz(a(x + m) + d, y + n) + N(x + m, y + n) 
Equations (6.21) and (6.22) together form a constraint which, if satisfied for all 
(m, n, i, j), will result in a zero in the first derivative of the matching function. This 
has been termed the rank constraint. If the second derivative is additionally positive, 
then the match function will have a minima at the disparity where the constraint is 
satisfied. It can be seen from Equation (6.14) that this will be the case, as the second 
term of this equation will be zero due to the sgn, and the first term will be positive 
due to the 8. The match function will therefore exhibit a minima at the disparity 
where the constraint of Equations (6.21) and (6.22) is satisfied. 
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Figure 6.4: The relationship between the centre pixel of the match window, s(x, y); a 
pixel within the match window, s(x + m, y + n), which is itself the centre of a rank 
window; and a pixel within the rank window, s(x + m + i, y + n + j). This example 
shows a match window of 11 x 11 and a rank window of 5 x 5. 
A match function may have a number of minima where the constraint is satisfied, for 
example, the match function of Figure 6.3 has a dominant minima at k = 20, as well 
as a number of local minima. Therefore, the fact that the constraint is satisfied does 
not guarantee that a particular minima corresponds to the correct match. However, 
one criteria for a correct match is that the rank constraint is satisfied. The potential 
power of the rank constraint therefore lies in its ability to narrow the search for a 
match down to matches for which the constraint is satisfied. 
6.2.2 Evaluation of Constraint 
The rank constraint of Equations (6.21) and (6.22) essentially enforces consistency in 
ordering with respect to the centre pixel, between template and candidate windows. 
It could be re-interpreted as follows 
if (left image window centre pixel > neighbourhood pixel) 
then (right image window centre pixel must be > neighbourhood pixel) 
or 
if (left image window neighbourhood pixel ~ centre pixel) 
then (right image window neighbourhood pixel must be ~ centre pixel) 
Figure 6.4 illustrates the relationship between a match window centred on (x, y), rank 
windows centred on ( x + m, y + n), and a pixel within the rank window ( x + m + 
i, y + n + j). In Equations (6.21) and (6.22), the template and candidate windows are 
centred on sr(x, y) and sz(x + k, y), respectively, where k is the test disparity. Every 
pixel ( m, n) within the match windows sr ( x + m, y + n) and sz ( x + k + m, y + n) is at 
the centre of a rank window. The pixels within the neighbourhood ( i, j) of the rank 
windows are denoted by sr(x + m + i, y + n + j) and sz(x + k + m + i, y + n + j) 
respectively. 
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Equations (6.21) and (6.22) basically state that the ordering of pixels with respect 
to the centre pixel must be the same in the template and candidate windows. In 
Equation (6.21), if the centre pixel in the template window, sr(x + m, y + n), is 
less than a pixel sr (x + m + i, y + n + j) in its rank neighbourhood, then a similar 
relationship must hold for the candidate window, ie., the centre pixel sz(x+k+m, y+n) 
must be less than the rank neighbourhood pixel sz ( x + k + m + i, y + n + j). Similarly, 
Equation (6.22) states that if the centre pixel in the template window, sr(x+m, y+n), 
is greater than a pixel sr ( x + m + i, y + n + j) in its rank neighbourhood, then the 
centre pixel of the candidate window, sz ( x + k + m, y + n), must be greater than the 
rank neighbourhood pixel sz(x + k + m + i, y + n + j). 
A method has been devised to test the rank constraint, for every possible match. 
This method simply examines all pixel values in the template and candidate windows, 
and increments a score each time the constraint is not satisfied. This score may be 
computed for each test disparity, k, resulting in a constraint evaluation function. Using 
the simplification of Equations (6.19) and (6.20), this is derived as follows, 
P(k)(x,y) = L L ((U[Dz] · U[Dr]) EB (U[Dz] · U[Dr])) 
(m,n)EM (i,j)EW 
L L ((U[Dz] · U[Dr]) EB (U[Dz] · U[Dr])) 
(m,n)EM (i,j)EW 
L L U[Dz] 0 U[Dr] 
(m,n)EM (i,j)EW 
(6.25) 
where (x, y) is the centre of the template window, and k is the test disparity. The 
symbols ·, EB and 0 denote the Boolean AND, OR and XOR operations, while a bar 
above an item indicates the NOT operation. Substituting Equations (6.10) and (6.11) 
into Equation (6.25) results in 
P(k)(x,y) = L L (sz(x+k+m,y+n) > sz(x+k+m+i,y+n+j)) 
(m,n)EM (i,j)EW 
0 (sr(x+m+i,y+n+j) > sr(x+m,y+n)) 
(6.26) 
Equation (6.26) is designed to compute a measure of the extent to which the rank 
constraint is satisfied. When the constraint is perfectly satisfied, Equation (6.26) will 
be zero. 
The definition of the rank constraint, as given by Equations (6.21) and (6.22) is 
independent of window size and shape. The constraint depends only on the consistency 
in ordering, with respect to the centre pixel, between template and candidate windows. 
Therefore, the constraint could be used with different sized matching windows, and 
even in an adaptive window scheme, such as that described in Section 2.1.4. 
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6.2.3 Relationship with Census 
Another interesting point to note is that the constraint evaluation function of Equa-
tion (6.26) is equivalent to the matching score computed from the census transform 
followed by Hamming metric. This can be proven as follows. Given images sz ( x, y) 
and sr ( x, y), the census transforms are given by 
Cz(x, y) = [ez(O, 0) ... q(i,j)] 
Cr(x,y) = [cr(O,O) ... cr(i,j)] 
(6.27) 
(6.28) 
where the [] operation above indicates concatenation, and the ( i, j) are indices into 
the census window neighbourhood. The cz and Cr are computed as follows 
Cr(i,j) = U[Dr] 
cz(i,j) = U[Dz] 
(6.29) 
(6.30) 
After the census transform has been carried out, the Hamming metric is computed 
from 
H(k)(x,y) L Cr(x+m,y+n)0Cz(x+k+m,y+n) 
(m,n)EM 
L L U[Dr]0U[Dz] 
(m,n)EM (i,j)EW 
which is equivalent to the constraint evaluation function of Equation (6.26). 
(6.31) 
It is important to note that the constraint evaluation function of Equation (6.26), 
which is equivalent to the census transform followed by the Hamming metric, is merely 
one method of evaluating how well the constraint is satisfied, and is not the constraint 
itself. It may well be possible to devise an alternative method to compute how well 
the rank constraint is satisfied. 
Equation (6.26) plays a very different role in the census and rank constraint matching 
algorithms. In the census matching algorithm of Figure 3.2, Equation (6.26) computes 
the matching metric for every candidate disparity. However, in the rank constraint 
algorithm, the images are rank transformed, and the SAD metric computed for each 
candidate disparity. The minima selection stage shown in Figure 6.13 then computes 
Equation (6.26) for each minimum of the match function, and selects the minimum 
having the best constraint score. 
6.2.4 Testing 
Initial testing of the constraint was carried out using a contrived stereo pair, consisting 
of two images displaced by a known amount. In this case, the test pair of Figure 5.12 
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x coordinate 
Figure 6.5: Plot of the disparity obtained from matching a pair of stereo image lines. 
The correct disparity of 50 is obtained in all cases, except for some points on the right 
which were present in only one line. 
was used. This test pair was created by extracting two images displaced by 50 pixels, 
from the left image of the pair of Figure 3.4. Since the image is matched with a 
displaced version of itself, the true disparity, d, is precisely known, and furthermore, 
there is no radiometric or geometric distortion, ie., a = 1, A = 1 and B = 0. 
A line at the arbitrary location of y = 200 was extracted from each image, creating a 
pair of "images", each consisting of a single line. The two image lines were then rank 
transformed and matched, using one-dimensional rank and match windows of size 
50 1 and 11 x 1 respectively. Figure 6.5 shows a plot of the single line disparity map 
obtained in this case. It can be seen that the correct disparity of 50 was obtained for 
all locations along the line, with the exception of some locations which were present 
in only one line. In order to test the constraint, a template matching window centred 
on x = 130 was selected. This template window was matched with candidate windows 
with test disparity ranging from 0 to 60. The match function and constraint evaluation 
functions obtained are shown in Figure 6.6. The match function is zero at 50, which 
is the correct disparity, and the rank constraint is also completely satisfied at this 
disparity. Similar results were obtained when other image line pairs were selected and 
templates at different x co-ordinates chosen. 
The next experiment involved matching using two-dimensional rank and match win-
dows of size 5 X 5 and 11 x 11 respectively. The contrived test pair of Figure 5.12 was 
again used. Figure 6.7 shows the location of the template and candidate windows in 
this stereo pair. Figure 6.8 shows the match function and constraint function obtained 
when the template match window was centred on (x, y) = (100, 100), and the test dis-
parity was varied from 0 to 60. Both functions are zero at 50, which is the correct 
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Figure 6.6: Results from matching a pair of stereo image lines, (a) match function (b) 
constraint evaluation function. A pair of lines located at y = 200 were extracted from 
Figure 5.12, and rank and match windows of size 5 X 1 and 11 X 1 were used. The 
template window was centred on x = 130. Both functions are zero at 50, which is the 
correct disparity. 
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(a) left image, candidate windows (b) right image, template window 
Figure 6.7: Locations of template and candidate windows in the test stereo pair of 
Figure 5.12, which were used to generate the results of Figure 6.8. 
disparity. However, the minima of Figure 6.8 have a more distinct difference between 
the minima and the rest of the match function, in comparison to Figure 6.6, due to the 
larger window size. Similar results are obtained for template match windows centred 
on any ( x, y) of this image. 
Experimentation was also carried out using the actual stereo pair of Figure 3.4. Since 
this is an actual stereo pair, the values of the noise and distortion terms, a, A, B, and 
N, are undetermined. Figure 6.10 and 6.12 show the match functions and constraint 
functions obtained for template match windows located at (x, y) = (280, 139) and 
(168, 151) respectively. Figures 6.9 and 6.11 show the locations of the template and 
candidate windows in the stereo pair. Figure 6.10 shows that the constraint was most 
satisfied at the test disparity k = 20, which is the same disparity for which the match 
function is a minimum. This in fact corresponds to the correct disparity in this case. 
Another point to note is that the constraint function does not actually reach zero at 
this disparity, which is due to the presence of unknown values of geometric distortion, 
radiometric distortion and noise. 
Figure 6.12 shows an ambiguous situation where the match function has two main 
minima, one corresponding to the correct match at k = 23, and another corresponding 
to an incorrect match at k = 3. Unfortunately, the value of the match function at 
k = 3 is slightly less than the correct minima at k = 23, resulting in an incorrect match 
for this (x, y) location. However, the constraint function has one dominant minima at 
k = 23, corresponding to the correct match. Evaluation of the rank constraint at each 
minima of the match function would allow the correct disparity of 23 to be selected 
instead of the erroneous disparity of 3. This example therefore illustrates the ability of 
the rank constraint to resolve ambiguous matches, in which several dominant minima 
exist in the match function. In such cases, the minima of the match function which 
most satisfies the constraint is selected as the correct match. It was found that the 
rank constraint was able to resolve a large number of cases where ambiguity occurred, 
not only for the pair of Figure 3.4, but also for other test pairs used. 
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Figure 6.8: (a) Match function (b) Constraint evaluation function, from the contrived 
stereo pair of Figure 5.12, using a template window centred on (x, y) = (100, 100). 
The rank and match windows were of size 5 x 5 and 11 respectively. Both functions 
are zero at 50, which is the correct disparity. 
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(a) left image, candidate windows (b) right image, tern plate window 
Figure 6.9: Locations of template and candidate windows in the test stereo pair of 
Figure 3.4, which were used to generate the results of Figure 6.10. 
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Figure 6.10: (a) Match function (b) Constraint evaluation function from the stereo 
pair of Figure 3.4, using a template window (x, y) = (280, 139). The rank and match 
windows used were of size 5 x 5 and 11 X 11 respectively. 
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(a) left image, candidate windows (b) right image, template window 
Figure 6.11: Locations of template and candidate windows in the test stereo pair of 
Figure 3.4, which were used to generate the results of Figure 6.12. 
1oror----.----.----.-----.----.----.----.----, 
1000 .......... ~ ............ , ............ , ............ , ............ , .......... i·· ......... , ......... . 
. . . . . . ~- .......... ~- .......... -~ ........ . 
oOoo o o~ooooooooooo.:<HOOOoOoOoo~o<<><<< oo 
' ' ' 
' ' ' 
. '-. ~ ........... ~-- ...... ·---~ ......... . 
Test disparity, k 
(a) 
1700,..----,-----.----.-----,-----,-----.,-----..,-----, 
1600 ooooooo><<+><<><><>o<o;•OHoo>ooooo~oooooooooo<+OOHHOOo<>~Oo>oooooooo ~-- <<<<OH>O~O>*<* .. oOo 
< < < > <> < > <>~OOOH 0 0 OOo 0 -~-- o oo < < < < < •!• < 0 0 0 0 0 0 0 <<<;.< o o o < o << < < ~- < < > <> > < <<> ~- HO 0 0 0 Oo o 0 -~- >< < <>< < < < 
. . 
' ' 
. . ' 
• • • • •• •• • • ~·• • •• • • • •• ••; •• • •••• •• • •~• • • • • • • • • •••~ • • • •• •• • • • ;· • • • •• • • • •• ~· • •• • • •o•Ho~•••.__. .. • 
... ······ -~- ........... ; ......... --~--- ........ -~ .. ·- ..... ; ......... --~- -·-· -··· ... ; ......... . 
. . . . . . . 
Test disparity, k 
(b) 
Figure 6.12: (a) Match function (b) Constraint evaluation function from the stereo 
pair of Figure 3.4, using a template window of (x, y) = (168, 151). The rank and 
match windows used were of size 5 X 5 and 11 x 11 respectively. 
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&Ck\x.y) do(x,y) 
Figure 6.13: Minima selection stage, incorporating the rank constraint. 
6.3 New Matching Algorithm Incorporating the Rank 
Constraint 
The rank constraint has been incorporated into minima selection stage of the match-
ing algorithm of Figure 6.2. This is depicted in Figure 6.13. Instead of selecting the 
smallest minima of the match function, the modified algorithm computes the con-
straint score of Equation (6.26) for each minima, and selects the minima for which 
the constraint is most satisfied. The minima selection algorithm proceeds as follows: 
for each minima of the match function 
compute the constraint score 
select the minima with the optimum constraint score 
The modified algorithm was implemented and tested using a number of test stereo 
pairs, including the pairs of Section 3.2. In each case, a match window of size 11 x 11 
and a rank window of size 5 x 5 were used. 
After matching was carried out, some well known techniques for removing invalid 
matches were applied to the resulting disparity maps, including left-right consistency 
checking, removal of locally anomalous matches and identification of bland areas. 
After applying these criteria, the disparity results obtained for the stereo pairs of 
Section 3.2 are shown in Figures 6.14-6.21. In each case, the disparity map obtained 
using the original rank algorithm and the modified algorithm using the rank constraint 
are shown. In these images, black areas indicate invalid matches which were removed, 
while the grey scale areas indicate the remaining disparity values. From a visual 
inspection of the disparity maps, it can be seen that the modified algorithm using 
the constraint has correctly matched some areas which were not matched using the 
original algorithm. 
Table 6.1 compares the proportion of valid matches remaining after left-right checking, 
removal of locally anomalous matches and removal of matches for bland areas, for both 
the original rank algorithm, and the algorithm incorporating the rank constraint. Due 
to the similarity between the constraint evaluation function and the census followed 
by the Hamming metric, the proportions of valid matches for the census matching 
algorithm are also shown for interest. In all cases the rank constraint algorithm has 
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(a) (b) 
Figure 6.14: Disparity results obtained for the stereo pair of Figure 3.4, using (a) 
original rank matching algorithm and (b) modified algorithm using rank constraint. 
(a) (b) 
Figure 6.15: Disparity results for the stereo pair of Figure 3.3, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
(a) (b) 
Figure 6.16: Disparity results for the stereo pair of Figure 3.5, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
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(a) (b) 
Figure 6.17: Disparity results for the stereo pair of Figure 3.6, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
(a) (b) 
Figure 6.18: Disparity results for the stereo pair of Figure 3.7, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
(a) (b) 
Figure 6.19: Disparity results for the stereo pair of Figure 3.8, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
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(a) (b) 
Figure 6.20: Disparity results for the stereo pair of Figure 3.9, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
(a) (b) 
Figure 6.21: Disparity results for the stereo pair of Figure 3.10, using (a) original rank 
matching algorithm and (b) modified algorithm using rank constraint. 
168 
!ROCKS I rock J1 K1 I arroyo I trees I parkmeter I corridor I 
rank 0.56 0.31 0.70 0.71 0.88 0.67 0.94 0.75 
rank constraint 0.67 0.51 0.74 0.75 0.90 0.74 0.94 0.75 
census 0.66 0.47 0.73 0.75 0.89 0.73 0.94 0.73 
Table 6.1: Proportion of matches remaining after validity checking. The modified 
matching algorithm incorporating the rank constraint consistently out-performs the 
original rank algorithm. 
performed slightly better than or equal to the census algorithm. Any comparison 
of these results between images must take into account that the proportion of valid 
matches is highly dependent on the content of the images. For example, the pair of 
Figure 3.3 contains a large area which is visible in only one image, which substantially 
reduces the proportion of valid matches for that image. The presence of large bland 
regions will additionally reduce the proportion of valid matches, depending on the 
amount of the image occupied by bland regions. 
The results shown in Table 6.1 differ from those of Table 3.1 in that the latter used 
only left-right checking to remove invalid matches, while the results of Table 6.1 were 
obtained by additionally removing locally anomalous disparities and bland regions. 
For this reason, the proportion of valid matches for the rank algorithm in Table 3.1 
is generally slightly higher than in Table 6.1. 
The values given in Table 6.1 provide an estimate only of the proportion of valid 
matches, since it can be seen that the disparity maps of Figures 6.14-6.21 still contain 
a small number of invalid matches. However, Table 6.1 still provides a useful means 
of comparing the original rank matching algorithm with the modified algorithm. In 
particular, it shows that the modified algorithm consistently equals or out-performs 
the original rank matching algorithm, for the test imagery presented in this chapter. 
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v u 
left rank image: r1 (x,y) right rank image: rr(x,y) 
(a) 
(b) 
Figure 6.22: Computation of the match surface. (a) Corresponding epipolar lines in 
the rank transformed stereo pair. (b) Match surface consisting of an array of SAD 
scores. SAD scores need only be computed for dmin ::::; d ::::; dmax· 
6.4 Extension to 2-Dimensional Constraint 
The previous sections have detailed the derivation and testing of the rank constraint 
for stereo matching. This constraint was then incorporated into a new matching 
algorithm. This section extends on this previous work, by proposing a matching 
algorithm which uses a 2-dimensional match surface, in which the match score is 
computed for every possible template and match window combination. The principal 
advantage of this algorithm is that the use of the match surface enforces the left-
right consistency and uniqueness constraints, thus improving the algorithm's ability 
to remove invalid matches. Experimental results for a number of test stereo pairs 
show that the new algorithm is capable of identifying and removing a large number 
of incorrect matches, particularly in the case of occlusions. 
6.4.1 The Match Surface 
In the matching algorithm of Figure 6.2, the SAD score is computed for a template 
window and a series of candidate windows, resulting in a match function. However, 
given a pair of epipolar lines, it is possible to compute the SAD score for every possible 
template and candidate window combination. This results in a 2-dimensional match 
surface, as shown in Figure 6.22. 
The match surface shown in Figure 6.22 is defined as S(u, v), where the u and v axes 
represent the x coordinate of the window in the right and left images respectively. 
A location (u, v) in the match surface is the SAD score obtained from the windows 
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centred on rr(u, y) and rz(v, y). The disparity is computed from the difference in x 
location of the two windows, ie., d = v- u. 
A horizontal line in the match surface is equivalent to a match function. For example, 
a vertical line situated at u = UI in Figure 6.22 is equivalent to a match function for 
a template window of rr(ui, y) and candidate windows ranging from rr(ui + dmin, y) 
to rr(ui + dmax, y), where dmin and dmax are the minimum and maximum disparity 
values. The match surface in fact need only be computed for a diagonal band of 
values, ie., dmin ::; d ::; dmax· This means that a large proportion of values in the 
match surface array will be unused. A more efficient method of storing the array is 
described in [20]. However for simplicity, the discussion of the matching algorithm in 
this chapter will be in terms of the match score array shown in Figure 6.22. 
6.4.2 The Extended Rank Constraint 
It is possible to re-define the rank constraint derived in Section 6.2 in terms of the 
match surface. The match surface may be expressed as 
where 
S(u, v) = SAD(rr(v, y), rz(u, y)) 
L L U(Dz)- U(Dr) 
(m,n)EM (i,j)EW 
Dz = sz(u + m + i, y + n + j)- sz(u + m, y + n) 
Dr= sr(v + m + i, y + n + j)- sr(v + m, y + n) 
Also, u and v are related by 
u=v+d 
(6.32) 
(6.33) 
(6.34) 
(6.35) 
where d is the test disparity. For the rank constraint to be satisfied, the conditions 
of Equations (6.19) and (6.20) must hold. Consider the case where v is constant, ie, 
v = VI· In this case the tern plate window is located in the left image at (VI, y) and the 
candidate window moves in integer increments in the right image from (VI+ dmin) to 
(vi +dmax)· This is actually equivalent to a match function, which is a horizontal line 
in the match surface of Figure 6.22. Substituting Equation (6.35) into Equations (6.33) 
and (6.34) yields 
Dz = sz (VI + d + m + i, y + n + j) 
- sz(vi + d + m, y + n) 
Dr= sr(vi + m + i, y + n + j)- sz(vi + m, y + n) 
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(6.36) 
(6.37) 
The conditions for the rank constraint to be satisfied therefore become 
sz(vt + d + m, y + n) > sz(vt + d + m + i, y + n + j) 
Sr ( Vt + m, y + n) > Sr ( Vt + m + i, y + n + j) 
sz(vt + d + m + i, y + n + j) 2': sz(vt + d + m, y + n) 
Sr ( Vt + m + i, y + n + j) 2': Sr ( Vt + m, y + n) 
(6.38) 
(6.39) 
These conditions for a correct match can also be expressed in terms of a vertical 
match function in the match surface. In this case u is constant, ie., u = u1 . The 
template window will be located in the right image at (u1 , y), and the candidate 
window moves in integer increments in the left image from ( Ut - dmin) to ( Ut - dmax). 
This is equivalent to a match function, which is a vertical line in the match surface of 
Figure 6.22. Substituting Equation (6.35) into Equations (6.33) and (6.34) yields 
Dz = sz ( u1 + m + i, y + n + j) - sz ( u1 + m, y + n) 
Dr = Sr ( Ut - d + m + i, y + n + j) 
- sz ( Ut - d + m, y + n) 
The conditions for the rank constraint to be satisfied therefore become 
sz(ut+m,y+n) > sz(ut+m+i,y+n+j) 
sr(Ut-d+m,y+n) > sr(Ut-d+m+i,y+n+j) 
sz(ut + m + i, y + n + j) 2': sz(ut + m, y + n) 
sr(Ut-d+m+i,y+n+j) 2': sr(Ut-d+m,y+n) 
(6.40) 
(6.41) 
(6.42) 
(6.43) 
The conditions of Equations (6.38) and (6.39) apply to a horizontal match function 
in the match surface of Figure 6.22, while those of Equations (6.42) and (6.43) are 
for a vertical match function. The conditions for the horizontal and vertical match 
functions are essentially equivalent, differing only in whether they are expressed in 
terms of the left or right image x coordinate, v or u respectively. In each case, the 
disparity d is the variable. 
6.4.3 Matching Algorithm Using Match Surface 
A new matching algorithm was devised which uses the concept of the match surface 
in addition to the rank constraint. The process is illustrated in Figure 6.23. Given 
a pair of corresponding epipolar lines in the rank transformed images, this algorithm 
first of all computes the match surface. This involves computing the SAD score for all 
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r1(x,y)! 
rr(x,y)! 
minima 
identification 
s 1 (x,y) sr (x,y) 
Figure 6.23: Extended matching algorithm, which uses the match surface instead of 
a match function. 
possible template and candidate window combinations. Next, minima are identified 
in the match surface, as locations which are less than their 4-neighbours. Such points 
are minima of the horizontal and vertical intersecting match functions. Each minima 
at S(u, v) corresponds to a possible match between sr(u, y) and sz(v, y). Once minima 
have been identified, the constraint score is then computed at each minima. 
Next, a set of valid matches are selected. A match is selected as valid if it has the 
minimum constraint score in both horizontal and vertical directions. Selection of valid 
matches in this manner additionally enforces the following constraints: 
1. left-right consistency [20] If a location sr(x, y) matches to a location sz(x + 
d, y), then the location sz ( x + d, y) must match back to Sr ( x, y). This constraint 
is implicitly enforced by only selecting matches as valid if the constraint score 
is minimum in both the horizontal and vertical directions. 
2. uniqueness A particular location can only have one match. This is enforced by 
ensuring that there is only one match along each horizontal and vertical line. 
Once a set of valid matches is selected, the disparity of each location along the epipolar 
line is found using the relationship of Equation (6.35). Finally, bland areas in the 
images are identified, and flagged as likely invalid matches. 
This matching algorithm was tested using the stereo pairs of Section 3.2. In all cases, 
a match window of size 11 x 11 and a rank window of size 5 x 5 were used. 
Figures 6.24-6.31 show the disparity results obtained using using the 2-dimensional 
match surface instead of the 1-dimensional match function. In all these images, the 
grey scale value indicates the value of disparity at that point. In these disparity results, 
black areas indicate locations where no valid match was returned, due to the region 
being identified as too bland, or to the failure of the left-right consistency criterion. 
The left-right consistency criterion will fail in cases, where there exists no minima 
of the match surface having the best constraint score in both horizontal and vertical 
directions. Most of these cases correspond to occlusions. 
Table 6.2 shows the proportion of valid matches remaining for each image. The pro-
portion of valid matches is generally lower than for Table 6.1. This is because the 
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!ROCKS I rock I Ji I Ki I arroyo I trees I parkmeter I corridor \ 
o.s6 1 o.4o 1 o.64 1 o.67 1 o.82 1 o.63 1 o.86 1 o.11 
Table 6.2: Proportion of valid matches for 2D constraint algorithm. 
Figure 6.24: Disparity results obtained for the stereo pair of Figure 3.4 using the 
2-dimensional match surface algorithm of Figure 6.23. 
left-right consistency constraint, as enforced by the match surface, removes a number 
of valid matches. It can be also seen in the disparity results of Figures 6.24-6.31, 
that a significant number of valid matches are removed by this matching algorithm, 
for example, the isolated black dots on the surface of the rocks in the disparity maps 
of Figure 6.24. In such cases, instead of just flagging the match as invalid, it may be 
possible to select an alternative match, by more fully utilising the information com-
puted for the match surface. For example, if there is no minima which has the best 
constraint score in both the horizontal and vertical directions, then an alternative 
minima of the match surface may be selected as the correct match. This possibility 
will be explored in the hybrid matching algorithm presented in the next chapter. 
Figure 6.25: Disparity results obtained for the stereo pair of Figure 3.3 using the 
2-dimensional match surface algorithm of Figure 6.23. 
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Figure 6.26: Disparity results obtained for the stereo pair of Figure 3.5 using the 
2-dimensional match surface algorithm of Figure 6.23. 
Figure 6.27: Disparity results obtained for the stereo pair of Figure 3.6 using the 
2-dimensional match surface algorithm of Figure 6.23. 
Figure 6.28: Disparity results obtained for the stereo pair of Figure 3.7 using the 
2-dimensional match surface algorithm of Figure 6.23. 
Figure 6.29: Disparity results obtained for the stereo pair of Figure 3.8 using the 
2-dimensional match surface algorithm of Figure 6.23. 
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Figure 6.30: Disparity results obtained for the stereo pair of Figure 3.9 using the 
2-dimensional match surface algorithm of Figure 6.23. 
Figure 6.31: Disparity results obtained for the stereo pair of Figure 3.10 using the 
2-dimensional match surface algorithm of Figure 6.23. 
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6.5 Rank Error Prediction 
This section shows how the rank constraint can also be used to predict the probability 
of error in the rank transform, given image noise of known statistics. 
6.5.1 Image Noise 
As described in Section 1.1.3, two common sources of noise which affect the image ac-
quisition process are electronic noise, and photoelectronic noise. Electronic noise may 
be modeled using a Gaussian probability distribution function, and photoelectronic 
noise, although fundamentally a Poisson process, may also be modeled as Gaussian 
for high light levels. As a result, this section considers a Gaussian noise model. The 
Gaussian probability density function is given as follows[91]: 
1 -1 ( E.=.E.)2 p(x) = --expT a V2ia (6.44) 
6.5.2 Error Prediction Method 
This section proposes a method of using the rank ordering constraint to predict the 
susceptibility of the rank transform, and hence matching outcome, to noise. After some 
manipulations, and assuming a = 1, A = 1 and k = d, Equations (6.23) and (6.24) 
become 
sz(x+d+m,y+n) > sz(x+d+m+i,y+n+j), 
N(x+m,y+n) -N(x+m+i,y+n+j):::; 
sz(x + d + m + i, y + n + j)- sz(x + d + m, y + n) 
sz(x + d + m + i, y + n + j) 2:: sz(x + d + m, y + n), 
N(x + m + i, y + n + j)- N(x + m, y + n) < 
sz(x + d + m, y + n)- sz(x + d + m + i, y + n + j) 
(6.45) 
( 6.46) 
Equations (6.45) and (6.46) specify the amount of noise which can be tolerated before 
the relative ordering of the centre pixel and a pixel in the rank neighbourhood is dis-
rupted. Given Gaussian noise with known variance, a 2 , it is possible to identify areas 
in an image which have a high probability of the constraint not being satisfied, due to 
the effects of additive noise. Since two noise terms are subtracted in Equations (6.45) 
and (6.46), the variance of the combined noise becomes [23] 
(6.47) 
Using the known probability distribution function of the normalised Gaussian function, 
it is possible to compute the probability of noise altering the ordering of each pixel 
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in the rank window. These probabilities were then averaged over the rank window to 
obtain an estimate of the susceptibility of the rank transform to noise at each image 
location. The procedure for this is as follows 
for every image location ( x, y) 
end 
for every pixel ( i, j) in the rank window 
ifsz(x,y) > sz(x+i,y+j) 
end 
compute probability of N(x, y)- N(x + i, y + j) ~ sz(x + i, y + j)- sz(x, y) 
else ifsz(x+i,y+j);::: sz(x,y) 
compute probability of N(x + i, y + j)- N(x, y) < sz(x, y)- sz(x + i, y + j) 
end if 
6.5.3 Rank Error Prediction Results 
This algorithm was applied to the left image of the stereo pair of Figure 3.4, for a 
number of different noise variances. The results are shown in Figure 6.32(a), (b) and 
(c), where lighter regions indicate image locations which are more susceptible to noise. 
As expected, bland regions are most affected by noise. This is because in regions of 
little pixel variation, a smaller amount of noise would be needed to disrupt the ordering 
of pixel values. 
Next, the results of the rank error prediction were then compared with the actual 
effects of noise on the rank transform, in order to evaluate the effectiveness of the de-
vised method of rank error prediction. Experimental results were obtained by adding 
Gaussian noise of a known variance to an image, and computing the difference be-
tween the rank transforms of the original and distorted images. The experiment was 
repeated a large number of times and the absolute value of the errors images summed. 
This resulted in an overall error image which measures the actual effect of noise on 
the rank transform. The results of this experiment are shown in Figure 6.32(e), (f) 
and (g), using the same image and the same noise variances as (a),(b) and (c). 
Figure 6.33 shows a second example where the results of rank error prediction are 
compared with the actual effects of noise on the rank transform. In this example, 
the right image of the pair of Figure 3.5 is used. It can be seen from Figure 6.32 
and 6.33 that the results of the rank error prediction scheme compare well with the 
actual effects of noise on the rank transform. This result was confirmed for all test 
imagery used. 
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rank error prediction actual rank errors 
a= 0.5 
(a) (d) 
a= 1.0 
(b) (e) 
a= 2.0 
(c) (f) 
Figure 6.32: (a),(b) and (c) show the results of rank error prediction, while (d),(e) 
and (f) show the actual rank errors, obtained for noise having a standard deviation 
of 0.5, 1.0 and 2.0 pixels respectively. The left image of the stereo pair of Figure 3.4 
was used. Lighter regions indicate pixels which are more susceptible to noise. 
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rank error prediction actual rank errors 
a= 0.5 
(a) (d) 
a= 1.0 
(b) (e) 
a= 2.0 
(c) (f) 
Figure 6.33: (a),(b) and (c) show the results of rank error prediction, while (d),(e) 
and (f) show the actual rank errors, obtained for noise having a standard deviation 
of 0.5, 1.0 and 2.0 pixels respectively. The right image of the stereo pair of Figure 3.5 
was used. Lighter regions indicate pixels which are more susceptible to noise. 
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6.6 Conclusion 
In this chapter, the rank transform for stereo matching has been analysed in detail, 
and an analytic expression for the matching process has been derived. A number of 
important contributions have resulted from this work. Firstly, one constraint which 
must be satisfied for a correct match, namely the rank constraint, has been derived. 
Experimental work with both contrived and actual stereo pairs has shown that this 
constraint is capable of resolving ambiguous matches, thereby improving matching 
reliability. Secondly, a novel matching algorithm incorporating the rank constraint 
has been proposed. This modified algorithm was tested using a number of stereo pairs. 
In all cases, the modified algorithm consistently resulted in an increased proportion of 
correct matches. An interesting relationship of this constraint to the census transform 
was also noted. 
An extension to this algorithm was also presented, which uses a 2-dimensional match 
surface instead of a !-dimensional match function. The principal advantage of this 
method is that selection of a set of valid matches from the match surface implicitly 
enforces the left-right consistency and uniqueness constraints, thus improving the 
ability of the matching algorithm to reject invalid matches, particularly those resulting 
from occlusions. However, in many cases this algorithm removes a significant number 
of valid matches. In such cases it may be possible to more fully utilise the information 
computed for the match surface to select an alternative match. Two methods by which 
the match surface may be used to select an alternative match have been incorporated 
into a hybrid matching algorithm, presented in the next chapter. 
Finally, the rank constraint has been used to devise a method of identifying regions of 
an image where the rank transform, and hence matching outcome, is more susceptible 
to noise. Experimental results have shown that the errors predicted using this tech-
nique are consistent with the actual errors which result when images are corrupted 
with noise. 
The next chapter extends on the work of this chapter by combining the rank constraint 
with a number of other matching constraints to improve match reliability. In addition, 
a method of using edge information to improve accuracy is proposed, this has been 
incorporated into a new hybrid matching algorithm. 
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Chapter 7 
A Hybrid Stereo Matching 
Algorithm Incorporating the 
Rank Constraint 
The previous chapter derived and tested a new matching constraint, termed the rank 
constraint. This constraint was shown to improve match reliability, particularly in the 
case of ambiguous matches. 
In this chapter, a new hybrid matching algorithm, based on the rank transform, is 
presented. This algorithm combines the rank constraint with a number of other 
matching constraints, in order to improve match reliability. The algorithm uses the 
two-dimensional rank constraint presented in the previous chapter, which computes 
a two-dimensional match surface for each pair of corresponding epipolar lines. If a 
match is found to be invalid by the matching constraints, it may be possible to use 
the information computed for the match surface to select an alternative match. Two 
such methods for selection of an alternative match have been incorporated into this 
algorithm. 
One disadvantage of area-based techniques such as the rank transform followed by 
the SAD metric is their low accuracy, due to the averaging effect introduced by using 
a neighbourhood of pixels for matching. Therefore, the algorithm presented in this 
chapter makes use of edge information, in order to improve accuracy of matching in 
the vicinity of edges. Since this algorithm combines both area-based and edge-based 
information, it is referred to as a hybrid algorithm. 
7.1 A Hybrid Matching Algorithm 
This section describes a new matching algorithm, which incorporates a number of 
constraints, including the rank constraint. It also uses the two-dimensional match 
surface to interpolate unknown matches. In addition, the algorithm also uses a method 
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Figure 7.1: Steps involved in the new matching algorithm. 
of edge localisation, to improve the accuracy of the disparity map m the vicinity of 
edges. 
The steps involved in this matching algorithm are illustrated in Figure 7.1. The 
algorithm accepts an epipolar stereo pair as input, and produces a disparity map as 
output. 
7.1.1 Image Pyramid Reduction 
Image pyramids are generated for the left and right images by convolving with a Gaus-
sian and sub-sampling[18]. This results in image pyramids where each progressively 
coarser resolution image is reduced in size by a factor of 2. 
Match windows of equal size are then used to perform matching at each level of 
resolution. This is almost equivalent to matching at the highest resolution using match 
windows of different sizes[32]. Matching using a coarser resolution image reduces the 
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Figure 7.2: Steps involved in the hybrid matching algorithm. (a) Match surface, 
S(u, v), (b) minima, (c) valid match array, (d) edge and occlusion information, (e) 
edge localisation. 
search range for a match and subsequently reduces the chance of encountering an 
incorrect match. However, coarser resolution matching suffers from reduced accuracy, 
and is more prone to geometric distortion and noise. 
7 .1. 2 Rank Transform 
The image pyramids are rank transformed using a window size of 5 x 5. 
7.1.3 Computation of Match Surface 
Given a pair of corresponding epipolar lines, the match surface is derived by computing 
the SAD score for every possible template and candidate window combination. As 
shown in Figure 7.2 (a), the match surface is defined as S ( u, v), where the u and v 
axes represent the x coordinate of the window in the right and left images respectively. 
A location ( u, v) in the match surface is the SAD score obtained from the windows 
centered on sr(u,y) and sz(v,y). The disparity is computed from the difference in x 
location of the two windows, ie., d = v- u. 
A horizontal or vertical line in the match surface is equivalent to a match function. For 
example, a vertical line situated at u in Figure 7.2(a) is equivalent to a match function 
for a tern plate window of Sr ( u, y), and candidate windows ranging from sz ( u + dmin, y) 
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to sz ( u + dmax, y). Similarly, a horizontal line at v is equivalent to a match function 
for a template window in the left image at sz(v, y), and candidate windows in the right 
image ranging from Sr ( v + dmin, y) to Sr ( v + dmax, y). 
The match surface need only be computed for a diagonal band of values, where the 
disparity lies within the maximum range, ie., dmin s; d s; dmax· This in fact means 
that a large proportion of values in the match surface array will be unused, if it is 
stored as a square array. A more efficient method of storing the array is described in 
[20]. However, for simplicity the discussion of the matching algorithm in this chapter 
will be in terms of a square array. 
7.1.4 Valid Match Selection 
Once the match surface is constructed, identification of valid matches proceeds as 
follows: 
Minima Identification 
A minima is defined as a location m the match surface which is less than its 4-
neighbours. This is analogous to finding minima in the match function. In fact, 
minima in the match surface are also minima of both the horizontal and vertical 
intersecting match functions. A minima at S ( u, v) corresponds to a possible match 
between sr(u, y) and sz(v, y). A "minima array" equal in size to the match surface is 
constructed, in which locations of minima are flagged by being set to 1. An example 
is shown in Figure 7.2(b). 
Evaluation of Constraint 
The constraint score is computed at each minima of the match surface. If the con-
straint score is less than half its maximum value, then this minima is no longer con-
sidered as a possible match. 
Minima Selection 
An initial set of valid matches is established based on minima of the match surface 
which satisfy the following constraints: 
1. rank constraint 
2. left-right consistency [20, 32] If a location sr(x, y) matches to sz(x + d, y), 
then the location sz(x+d, y) must match back to sr(x, y). Both this and the rank 
constraint are enforced by only selecting matches as valid if the rank constraint 
is best satisfied in both the horizontal and vertical directions. 
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3. uniqueness A particular location can only have one match. This is enforced by 
ensuring that there is only one match along each horizontal and vertical line. 
Figure 7.2(c) shows the "valid match array", in which locations of valid matches are 
set to 1. 
Ordering Constraint 
This constraint states that the ordering of matches should not be reversed with respect 
to the left and right images. This constraint has been implemented in a manner 
similar to [20], in which each constant disparity line segment in the valid match array 
is numbered according to the order that this segment appears along the u and v axes. 
If the ordering of a pair of segments differs along the u and v axes, then the smaller 
segment, ie., the one with less neighbourhood support, is removed from the valid 
match array. This is illustrated in Figure 7.2(c). Segments A and B are reversed in 
order along the u and v axes, therefore, the ordering constraint is not satisfied, and 
segment A is removed. 
It must also be remembered that this constraint will not always hold for multiple 
objects, for example a thin wire strung in front of a scene. However, if it is unlikely 
that such a situation may arise, then this constraint may still be employed. 
Match Interpolation 
The previous steps have constructed an initial set of valid matches, and have used con-
straints to remove matches deemed to be invalid. In this step, matches are estimated 
for unmatched locations, based on: 
1. Minima of match surface This is based on the premise that there exists 
another minima of the match surface which will correspond to the correct match. 
The search for this minima is confined to the disparity range of neighbouring 
valid matches. 
2. Disparity estimate from a prior level If the disparity estimate from a 
prior level is in accordance with neighbouring valid matches, then this disparity 
estimate is used. 
Figure 7.2(c) and (d) shows an example where an unmatched segment Cis interpolated 
using these techniques. 
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Edge Localisation 
The disparity results obtained from matching using the rank transform could have 
inaccuracies of up to half a window width, due to the averaging effect caused by using 
a neighbourhood of pixels for matching. 
In the valid disparity array, a discontinuity with respect to one image will result in a 
region of unmatched pixels, often corresponding to an occluded area. This is illustrated 
in Figure 7.2(d), where a discontinuity at A corresponds to a region of unmatched 
pixels between C and D. Since these disparity discontinuities often correspond to 
edges in the original image, edge information can be used to improve the accuracy 
of the valid match array. This is illustrated in Figure 7.2 (e), where the position 
of the discontinuity in the valid match array is given by A, while the actual edge 
position is given by B. Edge localisation is performed by adjusting the position of 
the discontinuity to correspond with the actual edge position, thus improving match 
accuracy. 
7.2 Results 
The hybrid matching algorithm outlined in the previous section was tested using a 
number of test stereo pairs, including the stereo pairs of Figure 3.4-3.10. In all cases, 
a 3 level image pyramid was used. Figure 7.3 shows the valid disparity array at various 
stages of the match selection process, for a pair of epipolar lines at y = 160, from the 
stereo pair of Figure 3.4. Figure 7 .3( a) shows an initial set of matches which satisfy 
the rank, left-right and uniqueness constraints. A small number of matches which fail 
the ordering constraint are removed, and the result is shown in (b). Finally, (c) shows 
the results of estimation of unknown matches. 
To test the proposed method of edge localisation, edge images were generated using 
the algorithm of [13, 14]. The edge images for the stereo pair of Figure 3.4 are shown in 
Figure 7.5. Figure 7.4 shows an example of how edge localisation is used to adjust the 
edge position in the valid match array. The disparity discontinuity has been shifted 
to coincide with the correct edge position. 
Figure 7.6 illustrates the propagation of matches for one epipolar line pair through the 
image pyramid. It can be seen that an initial set of matches, obtained at the coarsest 
level of resolution, becomes progressively more refined as matching proceeds through 
finer levels of resolution. 
The disparity map results obtained for the stereo pair of Figure 3.4 are shown in Fig-
ure 7.7(a). The blandness constraint was additionally used to remove invalid matches 
for bland areas. The disparity map locations affected by edge localisation are shown in 
188 
(a) (b) 
(c) 
Figure 7.3: Valid match array obtained from the stereo pair of Figure 3.4, for y = 160. 
(a) initial set of matches which satisfy the rank, left-right and uniqueness constraints, 
(b) results from applying the ordering constraint and (c) results obtained from inter-
polation of unknown matches 
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(a) (b) 
Figure 7.4: Valid match array (a) before and (b) after edge localisation, obtained from 
the stereo pair of Figure 3.4, for y = 160. The correct position for one edge has been 
shown as a horizontal line. 
Figure 7.5: Edge images for the stereo pair of Figure 3.4. 
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Figure 7.6: Valid match array for a three-level image pyramid, obtained from the 
stereo pair of Figure 3.4, for y = 160. 
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(a) (b) 
Figure 7.7: (a) Disparity results obtained using the matching algorithm of Figure 7.1, 
for the stereo pair of Figure 3.4. (b) disparity map locations affected by edge locali-
sation. 
Figure 7.7(b). Disparity results obtained for the stereo pairs of Figures 3.3-Figure 3.9 
are shown in Figures 7.8-Figure 7.14. 
Table 7.1 shows the proportion of valid matches remaining for the hybrid algorithm, for 
each test stereo pair. The proportion of valid matches for the original rank algorithm, 
rank constraint and 2D rank constraint algorithms of Chapter 6 are reproduced in 
Table 7.1 for comparison. 
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Figure 7.8: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.3. 
Figure 7.9: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.5. 
Figure 7.10: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.6. 
Figure 7.11: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3. 7. 
193 
Figure 7.12: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.8. 
Figure 7.13: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.9. 
Figure 7.14: Disparity results obtained from the hybrid matching algorithm, using the 
stereo pair of Figure 3.10. 
I !ROCKS I rock I J1 K1 arroyo I trees I parkmeter I corridor I 
or1g1nal rank 
0.56 0.31 0.70 0.71 0.88 0.67 0.94 0.75 
algorithm 
rank constraint 0.67 0.51 0.74 0.75 0.90 0.74 0.94 0.75 
2D rank constraint 0.56 0.40 0.64 0.67 0.82 0.63 0.86 0.71 
hybrid algorithm 0.67 0.56 0.72 0.75 0.86 0.77 0.88 0.73 
Table 7.1: Proportion of valid matches for 2D constraint and hybrid algorithms. 
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7.3 Discussion and Conclusions 
This chapter has presented work towards the development of a new matching algorithm 
based on the rank transform. The algorithm incorporates a number of well known 
matching constraints to identify and remove invalid matches, such as the left-right, 
uniqueness and ordering constraints. A new constraint, namely the rank constraint, 
has also been used. In addition, unknown matches are interpolated using two methods, 
based on (a) minima of the match surface, and (b) disparity estimates from a coarser 
resolution level. 
The valid match arrays at each stage of the matching process, shown in Figure 7 .3, 
illustrate the ability of this algorithm to remove invalid matches and to estimate un-
known matches. Similar results were obtained using other test stereo pairs. It can 
be seen from the disparity maps of Figures 7.7-7.14 that a large number of invalid 
matches have been removed by this matching algorithm. In addition, a visual com-
parison of these results with the disparity maps obtained using the 2D constraint 
algorithm, show that many regions of undetermined matches have been interpolated 
by the hybrid algorithm. This is reflected in the proportion of valid matches for each 
test image, presented in Table 7 .1. In all cases, the hybrid algorithm resulted in a 
higher proportion of valid matches than the 2D rank constraint algorithm. It can be 
seen from Table 7.1 that in general, the proportion of valid matches obtained using 
the hybrid algorithm was better or comparable than for the original rank algorithm 
and rank constraint algorithm. However, in some cases, such as the corridor, parkme-
ter and arroyo images the proportion of valid matches for the hybrid algorithm was 
slightly less than for the constraint algorithm and/or original rank algorithm. It could 
be that the left-right constraint, enforced by the valid match array, and the ordering 
constraint remove a number of matches that are actually valid. In addition, the ap-
plication of the ordering constraint to a scene with narrow foreground objects such 
as the parkmeter images may further result in actual valid matches being removed. 
It may be possible to remedy this by using a more sophisticated scheme of selecting 
alternative matches from the valid match array, such as dynamic programming or 
an iterative relaxation. approach. However the design and implementation of such a 
scheme extends beyond the scope of this thesis and is left for future work. 
The example of Figure 7.4 shows that the proposed scheme for edge localisation can 
improve the accuracy of matching in the vicinity of edges. However, this does not 
greatly alter the final disparity map, as shown in Figure 7.7(b). The differences which 
do occur are mostly around the edges of objects. This technique is highly dependent 
on the choice of edge detector, therefore, the selection of an appropriate edge detector 
is another area for further work associated with this matching algorithm. 
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Chapter 8 
Conclusion 
The thesis has focussed on the image matching problem for stereo matching. The 
application domain was a fast and reliable stereo vision sensor for mining automation 
applications. This sensor was also required to produce a dense depth map. 
A number of area-based matching algorithms were implemented to assess their suit-
ability for this application. Area-based techniques were investigated because they 
have the potential to yield dense depth maps, and are amenable to fast hardware im-
plementation. Furthermore, area-based techniques are suited to textured scenes such 
as rocks. In addition, two non-parametric transforms, the rank and census, were also 
compared. 
The SAD and SSD metrics were the fastest and least computationally expensive of 
all the metrics. However, they were found to be extremely sensitive to radiometric 
distortion. Both the rank and the census transforms were found to result in improved 
reliability of matching in the presence of radiometric distortion. This is significant 
since radiometric distortion is a problem which commonly arises in practice, particu-
larly where low cost cameras or lenses are used. The performance of matching using 
these transforms is comparable to area-based metrics such as the ZSAD, ZSSD and 
NCC. However, the rank and census transforms have the additional advantage that 
they do not introduce the computational complexity of these metrics. Therefore, it 
was decided that matching algorithms using these transforms would be the subject of 
the remainder of the thesis. 
In particular, it was desired to investigate the reliability of rank transform based 
matching algorithms. The initial approach taken was to derive an expression for the 
probability that an incorrect disparity is returned by the matching process. This 
derivation was based on an enumeration of all possible symbols for matching. Ex-
perimentation was carried out using both images consisting of uniformly distributed 
random pixel values, and contrived stereo pairs derived from real images. The theo-
retical results for disparity error prediction, obtained using this method, were found 
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to agree well with experimental results. However, this method depends on being able 
to compute the probabilities of all match scores, which can be difficult to achieve in 
practice, and furthermore, the method is too computationally expensive for practical 
window sizes. Despite this, a number of enhancements to this technique have been 
suggested, which could enable it to be integrated into a matching algorithm. 
Next, an analytic expression for the process of matching using the rank transform 
was derived from first principles. This work resulted in a number of important con-
tributions. Firstly, the derivation process resulted in one constraint which must be 
satisfied for a correct match. This was termed the rank constraint. The theoretical 
derivation of this constraint is in contrast to the existing matching constraints out-
lined in Chapter 4 which have little theoretical basis. Experimental work with actual 
and contrived stereo pairs has shown that the new constraint is capable of resolving 
ambiguous matches, thereby improving match reliability. An interesting relationship 
of the rank constraint with the census transform was also noted. Secondly, a novel 
matching algorithm incorporating the rank constraint has been proposed. This algo-
rithm was tested using a number of stereo pairs. In all cases, the modified algorithm 
consistently resulted in an increased proportion of correct matches. Finally, the rank 
constraint was used to devise a new method of identifying regions of an image where 
the rank transform, and hence matching outcome, is more susceptible to Gaussian 
noise of a given variance. Experimental results have shown that the errors predicted 
using this new diagnostic are consistent with the actual errors which result when 
images are corrupted by noise. 
The rank constraint was also incorporated into a new matching algorithm. This al-
gorithm combines the rank constraint with a number of other constraints in order 
to improve match reliability. The algorithm selects minima of 2-dimensional match 
surface instead of a !-dimensional match function. The motivation for this is that the 
match surface implicitly enforces the left-right and uniqueness constraints. The algo-
rithm also makes use of an image pyramid, in that lower resolution matches may be 
used to interpolate unknown matches. In addition, unknown matches are also interpo-
lated using secondary minima of the match surface. One disadvantage of area-based 
matching techniques such as the rank transform followed by the SAD matching metric 
tend to suffer from low accuracy, due to the averaging effect of using a window of pixels 
for matching. Therefore, this matching algorith'm also incorporates edge information. 
This method of edge localisation adjusts the position of disparity discontinuities to co-
incide with actual edge positions, in order to improve match accuracy in the vicinity of 
edges. Since this algorithm incorporates both area-based and edge-based information, 
it is referred to as a hybrid algorithm. Experimental results obtained from this algo-
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rithm show that it removes a large proportion of invalid matches, particularly those 
resulting from occlusions. In addition, it can successfully interpolate some unknown 
matches. The edge localisation method can improve edge position accuracy, though 
this also depends on the edge detection scheme used. 
8.1 Answers to Questions Posed 
1. Which matching algorithms are suitable for a fast and reliable stereo vision sen-
sor for close range scenes of rocks? 
Chapter 3 investigated area-based matching techniques for this application, be-
cause they have the potential to yield dense depth maps, and are amenable to 
fast hardware implementation. Area-based techniques are also suited to tex-
tured scenes, such as scenes of rocks. The SAD and SSD metrics are the fastest 
and least computationally expensive of all the metrics. However, they were 
most sensitive to radiometric distortion. The ZSAD, ZSSD and NCC metrics 
were reliable in the presence of radiometric distortion however they were more 
computationally expensive. 
Two non-parametric transforms, the rank and census, were also considered for 
this application. These transforms were found to result in more reliable matching 
in the presence of radiometric distortion. This is significant because radiometric 
distortion is a problem which commonly arises in practice, particularly when 
low cost cameras are used. These algorithms produced results comparable to 
the ZSAD, ZSSD and NCC, without introducing the computational complexity 
of these metrics. Therefore, it was decided that matching algorithms based on 
these transforms would be investigated in the remainder of this work. 
2. Is it possible to quantify the reliability of stereo matching algorithms? 
In Chapter 3, a number of area-based algorithms and non-parametric transforms 
were compared, for close range scenes of rocks. In each case, an estimate of 
matching reliability was computed as the proportion of valid matches remaining 
after the left-right constraint was applied. However, these values can only give 
an idea of the relative performance of matching algorithms, and cannot be used 
as an absolute measure of reliability. This is because the proportion of valid 
matches is dependent on the content of the image, for example, an image with 
large occluded regions will result in a lower proportion of valid matches. 
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It would be desirable to compute an estimate of match reliability for every 
location in the disparity map. These confidence estimates could collectively be 
referred to as a confidence map. In Chapter 4, a number of existing match 
diagnostics were used to compute a measure of confidence, according to certain 
criteria. For example, a blandness measure could be used to compute an estimate 
that a match at a certain location will be valid, based on the amount of pixel 
variation at that point. It would then be possible to combine the confidence 
estimates obtained from a number of diagnostics, to obtain an overall confidence 
estimate. One method by which this could be done is by computing the product 
of the confidence maps from different diagnostics. 
Chapter 6 derives a new constraint, termed the rank constraint for matching us-
ing the rank transform. This constraint was used to devise a method of identify-
ing regions of an image where the rank transform, and hence matching outcome, 
is more susceptible to Gaussian noise of a given variance. Experimental results 
have shown that the noise susceptibility predicted using this new diagnostic is 
consistent with actual errors which result when images are corrupted by noise. 
Confidence maps obtained from different diagnostics can also be used to diagnose 
the reason for an invalid match, for example, a low blandness measure could 
indicate blandness as the likely reason for an invalid match at a certain point. 
In Chapter 5, an expression was derived for the probability that an incorrect 
disparity is returned by the matching process. The theoretical results computed 
from this expression were found to agree well with experimental results, obtained 
both for images consisting of uniform random pixel values, and contrived stereo 
pairs derived from real images. 
To summarise the answer to this question: various diagnostics exist for estimat-
ing match reliability. This thesis has proposed one new diagnostic, based on the 
rank constraint derived in Chapter 6. Also, an expression for computing the 
probability for an incorrect match was derived, showing that it is possible to 
compute match reliability. 
3. Can the reliability of stereo matching algorithms be improved'? 
Matching constraints are rules which are incorporated into the matching process 
in order to narrow the search for a match. These rules should lead to the selection 
of a correct match over an incorrect match. A number of matching constraints 
are described in Chapter 4. Although powerful, most of these constraints have 
little theoretical basis. In Chapter 6, a new constraint for matching using the 
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rank transform was derived. This was termed the rank constraint. Testing 
carried out using both contrived and real stereo pairs showed that this constraint 
is capable of resolving ambiguous matches, therefore improving match reliability. 
Incorporation of this constraint into a new matching algorithm resulted in a 
higher proportion of correct matches, for all test imagery used. 
8.2 Original Contributions 
The original contributions of this work are summarised as follows: 
1. Comparison between area-based algorithms and non-parametric transforms, for 
mining automation applications 
Of the area-based metrics, the SAD and SSD were the least computationally ex-
pensive, however, these were the most sensitive to radiometric distortion. The 
ZSAD, ZSSD and NCC metrics were reliable in the presence of radiometric dis-
tortion but were more computationally expensive. Non-parametric transforms 
were found to result in more reliable matching in the presence of radiometric 
distortion, producing results comparable to the ZSAD, ZSSD and NCC without 
without introducing the computational complexity of these metrics. Therefore, 
it was decided that matching algorithms based on the rank transform would be 
investigated in the remainder of this work. 
2. Derivation of an expression for the probability of an incorrect match 
An expression was derived for the probability of matching using the rank trans-
form, based on an enumeration of all possible symbols for matching. The the-
oretical results for disparity error prediction, obtained using this method, were 
found to agree well with experimental results. One current difficulty with this 
technique is that it depends on being able to compute the probabilities of all 
match scores, which can be difficult to achieve in practice. Furthermore, the 
method as currently presented is intractable for practical window sizes. Despite 
this, a number of enhancements to this technique have been suggested, which 
could result in its future integration into a matching algorithm. 
3. Derivation of the rank constraint, for improving match reliability 
An analytic expression for the process of matching using the rank transform was 
derived from first principles. This resulted in a number of contributions. Firstly, 
the derivation process resulted in one constraint which must be satisfied for a 
correct match. This was termed the rank constraint. Experimental work with 
actual and contrived stereo pairs has shown that the new constraint is capable of 
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resolving ambiguous matches, thereby improving match reliability. Secondly, a 
novel matching algorithm incorporating the rank constraint has been proposed. 
This algorithm was tested using a number of stereo pairs. In all cases, the 
modified algorithm consistently resulted in an increased proportion of correct 
matches. Finally, the rank constraint was used to devise a new method of 
identifying regions of an image where the rank transform, and hence matching 
outcome, is more susceptible to Gaussian noise of a given variance. Errors 
predicted using this method are consistent with actual errors resulting from 
noise corrupted images. 
4. Integration of this constraint into a hybrid matching algorithm 
The rank constraint was also incorporated into a new matching algorithm. This 
algorithm combines the rank constraint with a number of other constraints in 
order to improve match reliability. Unknown matches are also interpolated by 
selecting secondary minima of the match surface which agree with estimates 
from neighbouring matches and coarser resolution matches. Another feature of 
this matching algorithm is that it also incorporates edge information, in order 
to improve match accuracy in the vicinity of edges. Therefore it is referred to 
as a hybrid algorithm. Experimental results show that this algorithm removes a 
large proportion of invalid matches, can successfully interpolate some unknown 
matches, and can improve edge position accuracy. 
8.3 Further Work 
There are a number of areas which have been identified for further work. These are 
summarised as follows: 
1. Theoretical basis for using image pyramid 
The hybrid matching algorithm presented in Chapter 7 uses a multi-resolution 
image pyramid, in order to interpolate unknown matches. Though the idea of 
the image pyramid is intuitive and is used by many matching algorithms[20, 32], 
it appears there is little theoretical foundation supporting its use. It may be 
possible to justify the use of the pyramid by proving that lower resolution levels 
of the pyramid contain more information, in which case some analysis along the 
lines of entropy and information theory may provide the key. In any case, a 
more rigorous theoretical formulation of the image pyramid and its application 
to matching would be useful. 
2. Integration rank constraint matching algorithm into a complete system 
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As illustrated in the generalised stereo vision paradigm of Figure 1.2, the match-
ing algorithm is only one part of a complete stereo vision solution. Other compo-
nents of the system, such as calibration, rectification and reconstruction would 
also need to be addressed. 
3. Hardware implementation issues 
For the goal of a stereo vision sensor for mining automation applications, the 
rank constraint based algorithm would need to be implemented in hardware. 
There are therefore a whole range of issues associated with a FPGA or custom 
computing implementation. Some of these were discussed in [24]. However these 
implementation issues are outside the scope of the thesis and are left for future 
work. 
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