The current literature of evolutionary many-objective optimization is merely focused on the scalability to the number of objectives, while little work has considered the scalability to the number of decision variables. Nevertheless, many real-world problems can involve both many objectives and large-scale decision variables. To tackle such large-scale many-objective optimization problems (MaOPs), this paper proposes a specially tailored evolutionary algorithm based on a decision variable clustering method. To begin with, the decision variable clustering method divides the decision variables into two types: 1) convergence-related variables and 2) diversity-related variables. Afterward, to optimize the two types of decision variables, a convergence optimization strategy and a diversity optimization strategy are adopted. In addition, a fast nondominated sorting approach is developed to further improve the computational efficiency of the proposed algorithm. To assess the performance of the proposed algorithm, empirical experiments have been conducted on a variety of large-scale MaOPs with up to ten objectives and 5000 decision variables. Our experimental results demonstrate that the proposed algorithm has significant advantages over several state-of-the-art evolutionary algorithms in terms of the scalability to decision variables on MaOPs.
widely exist in real-world applications, such as engineering design [1] , air traffic control [2] , groundwater monitoring [3] , and molecular design [4] . Generally speaking, MaOPs cannot be easily solved by most multiobjective evolutionary algorithms (MOEAs) designed for dealing with traditional multiobjective optimization problems (MOPs) which involve only two or three objectives due to two major issues [5] [6] [7] [8] [9] . The first issue is the loss of convergence pressure, which is mainly caused by the phenomenon called dominance resistance [1] . This is due to the fact that in many-objective optimization, most candidate solutions become nondominated with each other, thus causing failure of dominance-based selection strategies in traditional MOEAs. The other issue is the difficulty in diversity management. In many-objective optimization, the candidate solutions are sparsely distributed in the high-dimensional objective space, which leads to the ineffectiveness of traditional diversity management strategies. To tackle the above two issues, a number of approaches have been proposed [10] , [11] , which can be roughly divided into four categories.
The first category covers various convergence enhancement based approaches. To enhance the convergence pressure, the most intuitive idea is to directly modify the definition of traditional Pareto dominance, such as ε-dominance [12] , [13] , L-optimality [14] , fuzzy dominance [15] , preference order ranking [16] , and θ -dominance [17] . Another idea belonging to this category is to combine the traditional dominance with an additional convergence-related metric, and MOEAs belonging to this category include the substitute distance assignment based NSGA-II [18] , grid-based evolutionary algorithm [19] , preference-inspired coevolutionary algorithm [20] , many-objective evolutionary algorithm based on directional diversity and favorable convergence [21] , and knee point driven evolutionary algorithm (KnEA) [22] .
The second category directly adopts performance indicators as selection criterion to distinguish nondominated solutions which cannot be distinguished by traditional Pareto dominance. Among many others [23] [24] [25] [26] , some representative approaches of this category are indicator-based evolutionary algorithm [27] , S-metric selection based evolutionary multiobjective optimization algorithm [28] , and hypervolume (HV)-based evolutionary algorithm [29] .
The third category is known as the decomposition-based approaches, where the idea is to decompose an MaOP into a group of simple subproblems and then solve them in a 1089-778X c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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collaborative manner. To be specific, one type of decomposition is to decompose an MaOP into a group of singleobjective problems (SOPs). One popular decomposition-based approach of this type is the MOEA/D algorithm [30] , as well as its variants, such as stable matching model based MOEA/D [31] , MOEA/D with adaptive weight vector adjustment [32] , external archive guided MOEA/D [33] , MOEA/D with a distance-based updating [34] , and online diversity metric based MOEA/D [35] . Another type of decomposition is to decompose an MaOP into a group of simple MOPs. Some representative MOEAs of this type are MOEA/D-M2M [36] , reference-point based many-objective NSGA-II (NSGA-III) [37] , dominance and decomposition based MOEA [38] , and the recently proposed reference vector guided evolutionary algorithm [39] .
The main idea of the fourth category is to convert an MaOP into an MOP, so that it can be directly solved using existing MOEAs. There are two major branches along this direction. One branch is to use the objective reduction approaches to eliminate redundant or irrelevant objectives, such as dominance relation preservation based algorithms [40] , [41] , unsupervised feature selection based algorithms [42] , Pareto corner search based algorithms [43] , machine learning based objective reduction [44] [45] [46] , and the recently proposed nonlinear correlation information entropy based objective reduction [47] . The other branch is to replace the original objectives with two or three newly defined objectives. Representative approaches of this type include bi-goal evolution [48] and summation of normalized objective values and diversified selection based MOEA [49] .
Apart from the approaches proposed to enhance the search abilities of MOEAs in many-objective optimization, there is also some work motivated to improve the computational efficiency. For example, Bringmann et al. [50] suggested to use the Monte Carlo method to improve the computational efficiency of HV calculations in the multiobjective covariance matrix adaptation evolution strategy. Some fast nondominated sorting approaches were also developed to reduce the computational cost of Pareto-based MOEAs for solving MaOPs, such as deductive sort [51] , corner sort [52] , M-front [53] , efficient nondominated sort (ENS) [54] , and approximate nondominated sort [55] .
However, in spite of the various approaches that are focused on the scalability of MOEAs to the number of objectives, little work has been reported to consider the large number of decision variables in multiobjective optimization. While large-scale optimization has already attracted certain interests in the single-objective literature [56] [57] [58] [59] [60] [61] [62] , the development of large-scale multiobjective optimization is still in the infancy [63] .
Recently, Ma et al. [64] proposed a decision variable analysis based MOEA, known as MOEA/DVA, for solving large-scale MOPs. In MOEA/DVA, a decision variable analysis method based on dominance relationships is designed to divide the decision variables into three groups: 1) convergence-related variables; 2) diversity-related variables; and 3) variables related to both convergence and diversity. The convergence-related variables and diversity-related variables are optimized with different strategies separately, while the variables related to both convergence and diversity are simply treated as diversity-related variables. It has been shown that such a decision variable analysis method works efficiently on large-scale MOPs with two or three objectives, although its performance has not yet been assessed on any MaOP.
Following the basic idea of MOEA/DVA proposed in [64] , in this paper, we propose an evolutionary algorithm for tackling large-scale MaOPs based on a decision variable clustering method, where the main new contributions are summarized as follows.
1) A decision variable clustering method is proposed to divide the decision variables into convergence-related and diversity-related ones. While the decision variable analysis method in MOEA/DVA [64] is based on dominance-based relationships, the proposed decision variable clustering method adopts the k-means method with features measured by the angles between the sample solutions and the direction of convergence, where smaller angles indicate more contributions to convergence and larger angles to diversity. Consequently, a decision variable can only be divided as either convergence-related or diversity-related, thus addressing the open issue that decision variables related to both convergence and diversity cannot be further distinguished [64] . 2) An evolutionary algorithm for large-scale many-objective optimization (LMEA) is proposed based on the decision variable clustering method. In LMEA, two optimization strategies, i.e., the convergence optimization strategy and the diversity optimization strategy, are proposed to deal with the two types of decision variables separately. Both strategies adopt nondominated sorting as the first selection criterion but differ in the secondary selection criterion: to enhance convergence, the secondary selection in the convergence optimization strategy is based on the Euclidean distances from the candidate solutions to the ideal point; to manage diversity, the secondary selection in the diversity optimization strategy is based on the angles between the candidate solutions. 3) To reduce the computational cost of the two optimization strategies in LMEA, a computational efficient tree-based nondominated sorting approach, termed T-ENS, is developed on the basis of the recently proposed ENS [54] . In T-ENS, the information for identifying the nondominance relationship is recorded in the nodes of a tree, with which a large number of nondominance comparisons between solutions can be inferred. As a result, only a subset of the solutions, rather than all, that have been assigned to a nondominated front needs to be compared. Theoretical analysis indicates that the developed T-ENS holds a time complexity of O(MNlogN/logM), where N denotes the population size and M denotes the number of objectives, which is more efficient than the average complexity of O(MN 2 ) held by most existing approaches for solving MaOPs where most solutions in the populations are nondominated with each other.
4)
To assess the performance of the proposed LMEA, empirical evaluations have been conducted on a variety of benchmark problems in comparison with several state-of-the-art MOEAs for solving MaOPs as well as large-scale MOPs. Our experimental results demonstrate that LMEA is well suited for solving large-scale MaOPs having up to 5000 decision variables. The rest of this paper is organized as follows. In Section II, we briefly recall some related work on MOEAs for solving large-scale MOPs. The motivation of this paper is also elaborated in Section II, mainly with respect to the recently proposed MOEA/DVA. In Section III, we describe the details of the proposed LMEA for large-scale MaOPs. Simulation results are presented in Section IV to empirically assess performance of the LMEA on large-scale MaOPs. Finally, the conclusions and future work are drawn in Section V.
II. RELATED WORK AND MOTIVATION
In this section, we first review several representative MOEAs for solving large-scale MOPs, and then elaborate the motivation of this paper by two illustrative examples. Note that, the current literature only covers a very limited number of MOEAs that can achieve a good performance on large-scale MOPs, some of which were even not explicitly designed for solving large-scale MOPs.
Antonio and Coello [63] suggested a cooperative coevolution framework for solving large-scale MOPs. The main idea of this algorithm is to randomly divide the large number of decision variables into several small subcomponents of equal size and coevolve these subcomponents cooperatively for a predefined number of cycles. Experimental results confirmed the competitiveness of the algorithm on large-scale MOPs with two and three objectives. Following this line, in [65] , the idea of cooperative coevolution was also adopted to deal with large-scale multiobjective capacitated arc routing problems.
Most recently, an MOEA for solving large-scale MOPs, termed MOEA/DVA, has been suggested by Ma et al. [64] , where a decision variable analysis strategy is adopted to divide the decision variables into different groups by checking the dominance relationships between solutions generated by perturbing the values of variables. To be specific, a decision variable is considered to be as follows.
1) Convergence-related, if and only if the solutions generated by the perturbed decision variable values are dominated one by one. 2) Diversity-related, if and only if the solutions generated by the perturbed decision variable values are nondominated with each other. 3) Related to both convergence and diversity, otherwise. Once the decision variables are successfully divided into different groups, MOEA/DVA performs a two-stage optimization process: first, the convergence-related variables are optimized until the candidate solutions reach the Pareto front; afterward, the diversity-related variables are optimized to achieve a wide distribution of the candidate solutions on the Pareto front.
For the variables related to both convergence and diversity, MOEA/DVA simply treats them as diversity-related variables, as the variable analysis strategy is not able to further distinguish them [64] . Nevertheless, our empirical observation indicates that, these decision variables still can be further divided into two groups, as some of them contribute more to convergence while others contribute more to diversity. To illustrate such an observation, let us consider the following bi-objective MOP:
(1) Fig. 1 shows the sampling points obtained on the MOP formulated in (1) by perturbing one variable between [0, 1] while fixing the other to 0, 0.5, and 1, respectively. According to the variable analysis strategy introduced above, MOEA/DVA labels x 1 and x 2 as a diversity-related variable and a variable related to both convergence and diversity, respectively. Nevertheless, since x 2 contributes more to convergence than diversity, it will be more beneficial to optimize x 2 as a convergence-related variable rather than a diversityrelated one.
It should be noted that, even for certain diversity-related variables, sometime it is also essential to consider them as convergence-related to guarantee convergence of the population. Let us take the following bi-objective MOP as an example: 
while fixing the other to 0.2, 0.6, and 1, respectively. According to the variable analysis strategy introduced above, MOEA/DVA labels both x 1 and x 2 as diversity-related variables. Nevertheless, in this case, it is more beneficial to label x 2 as a convergence-related variable due to the fact that optimizing x 2 will guide the population toward the Pareto front.
To address the above issue, this paper suggests a decision variable clustering based MOEA, termed LMEA, for largescale MaOPs. In LMEA, a decision variable clustering method is proposed to distinguish convergence-related and diversityrelated variables by measuring their contributions to convergence and diversity, respectively. With the proposed decision variable clustering method, variables similar to x 2 in the above two examples can be properly categorized.
III. PROPOSED ALGORITHM: LMEA
In this section, we first present the main framework of the proposed LMEA, then detail two important components in it, i.e., the decision variable clustering method and the fast treebased nondominated sorting approach.
A. Main Framework of LMEA
Algorithm 1 presents the main framework of LMEA, which consists of the following five components. First, a population of N candidate solutions is randomly initialized. Second, the developed decision variable clustering method is applied to divide the variables into two groups, convergencerelated variables and diversity-related variables. Third, the convergence-related variables are further divided into several subgroups based on the interaction between these variables, where the variables are interacted with each other inside one subgroup but not interacted with those in any other subgroups. The variables in each subgroup are also known as interacting variables, as they cannot be optimized separately due to the interactions between each other. Algorithm 2 presents the details of the interaction analysis for convergencerelated variables, which adopts the strategy developed in [64] . Note that similar strategies have also been widely used for variable interaction detection in single-objective large-scale optimization [56] , [66] .
Algorithm 2 first initializes an empty set subCVs of interacted variable subgroups, and afterward, the convergencerelated variables in CV are assigned to different subgroups based on the pairwise interactions between them, where the interactions are defined as follows: given an MOP min f = min( 2 , then the two decision variables x i and x j are regarded to be interacted, where
To be specific, if a variable has interaction with at least one existing variable in subCVs, then the two variables are assigned into the same subgroup; otherwise, it is assigned to a new subgroup. This operation is repeated until each convergence-related variable has been assigned to a subgroup. Therefore, in the extreme cases, there will be at most a number of |CV| subgroups, which means that the convergence-related variables are fully separable; while if the variables are fully nonseparable, there will be only one subgroup.
Once the interaction analysis is done in Algorithm 2, LMEA starts to optimize each subgroup of variables one by one using a convergence optimization strategy as detailed in Algorithm 3, while the diversity-related variables are optimized using a diversity optimization strategy as detailed in Algorithm 4. 
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Use each solution in O to replace the corresponding solution in P according to the front number and the distance;
In the convergence optimization strategy, the proposed T-ENS is used to perform nondominated sorting on the parent population, and the Euclidean distance from each candidate solution to the ideal point 1 is calculated. Afterward, the offspring candidate solutions are generated by optimizing the convergence-related variables inside each subgroup independently. For the variables in each subgroup, two candidate solutions are randomly chosen from population P using the binary tournament, and afterward, an offspring candidate solution is generated by replacing the values of the variables in the same subgroup with those generated by recombination operators, while leaving the rest variables unchanged. If an offspring candidate solution has a better convergence than its parent, it will be selected to be passed to the next generation; otherwise, the offspring candidate solution is discarded and the parent candidate solution will survive. To
Algorithm 4: DiversityOptimization(P, DV)
Input: P (current population), DV (diversity-related variables); Output: Q (next population); 1 O ← ∅; 2 forall the p ∈ P do 3 Randomly choose p 1 and p 2 from P; be specific, an offspring candidate solution is considered to have better convergence quality than its parent solution if and only if it has a smaller nondominate front number in the nondominated sorting, or it has the same nondominated front number but a smaller Euclidean distance to the ideal point.
In the diversity optimization strategy, |P| offsprings are first generated from population P by optimizing all diversityrelated variables as a whole using the recombination operators, then the offspring population is combined with the parent population and the environmental selection performed on the combined population consists of two stages: to begin with, the candidate solutions from the first k − 1 fronts are selected, such that k is the smallest value satisfying |F 1 F 2 ... F k | > |P|; afterward, the remaining candidate solutions of the best diversity are selected one by one from front F k until the population size |P| is reached, where the diversity is measured by the angles between the candidate solutions in the objective space. As reported by Cheng et al. [39] , angle is a more efficient diversity measurement compared to Euclidean distance in many-objective optimization. Algorithms 3 and 4 are repeated until a termination condition is met.
It should be noted that, in both optimization strategies, any commonly adopted recombination operators such as simulated binary crossover (SBX) [67] , polynomial mutation [68] , and differential evolution (DE) [21] , [69] , [70] can be used to generate offspring candidate solutions.
In the following sections, we will describe in detail the decision variable clustering method and fast tree-based nondominated sorting approach, which are two most important components in the proposed LMEA. Fig. 3 presents an example to illustrate the main idea of the proposed decision variable clustering method, where a bi-objective minimization problem with four decision variables x 1 , x 2 , x 3 , and x 4 is considered. To identify if the decision variables are convergence-related or diversity-related, a number of nSel (two in this example) candidate solutions are first randomly selected from the population. Then, a number of nPer (eight in this example) perturbations are performed on each of the four variables of the selected candidate solutions. Fig. 3(a) plots the objective values of sample solutions generated by the perturbations.
B. Decision Variable Clustering Method
Afterward, the sample solutions generated by perturbing the values of each variable are normalized, and a line L is generated to fit each set of normalized sample solutions. With the normalized sample solutions and the fitted line L, the angle between each fitted line L and the normal line of hyperplane f 1 +· · ·+f M = 1 is calculated, where the normal line represents the direction of convergence and M is the number of objectives. In this way, each variable is associated with several angles, where the number is dependent on the number of selected candidate solutions for the decision variable clustering. Fig. 3(b) depicts the angles between the fitted lines and the normal line of the hyperplane. Since two candidate solutions are used for decision variable clustering in the example, each variable x i , 1 ≤ i ≤ 4, is associated with two angles, denoted as θ i1 and θ i2 as shown in Fig. 3(b) . In the proposed decision variable clustering method, the angles associated with each variable are measurements that indicate its contributions to convergence and diversity. To be specific, a larger angle means that the associated variable contributes more to diversity, while a smaller angle indicates more contribution to convergence. The more solutions are used for decision variable clustering, the more angles are associated with each variable, thus providing more precise measurements.
Finally, the k-means clustering method is adopted to divide the decision variables into two clusters based on the features of each variable. As a consequence, the variables in the cluster having a smaller mean of angles are identified as convergence-related, while those in the other cluster are identified as diversity-related. Fig. 3(c) presents the clustering results  on the four decision variables x 1 , x 2 , x 3 , and x 4 . As a consequence, x 1 and x 2 are identified as diversity-related variables into two sets based on Angle; 12 if CV S1 = ∅ and CV S2 = ∅ then 13 CV ← CV S, S is the one of S1 and S2 which has a smaller mean of Angle;
whereas x 3 and x 4 are identified as convergence-related variables, which is consistent with the observations in Fig. 3(a) . Algorithm 5 presents the detailed procedure of the proposed decision variable clustering method.
It should be noted that, compared to the variable analysis method suggested in MOEA/DVA [64] , the decision variable clustering method proposed in this paper is significantly different in the following two aspects.
1) The decision variable analysis method in MOEA/DVA divides the variables into three categories, namely, convergence-related variables, diversity-related variables, and variables related to both convergence and diversity. By contrast, the decision variable clustering method proposed in this paper divides the variables into only two categories, namely, convergence-related variables and diversity-related variables. With the proposed strategy, on the one hand, the variables identified as related to both convergence and diversity in MOEA/DVA are identified as either convergence-related or diversityrelated in LMEA; on the other hand, part of the variables identified as diversity-related in MOEA/DVA are also identified as convergence-related in LMEA, as illustrated in Fig. 2 . 2) The decision variable analysis method in MOEA/DVA determines the category of each variable based on the dominance relationship. By contrast, the proposed decision variable clustering method adopts the k-means method to determine the category of each variable. Compared to the decision variable analysis method in MOEA/DVA, the proposed decision variable clustering method is more robust as its performance is independent of the dominance-based relationships which may probably be ineffective in many-objective optimization due to the issue of dominance resistance. and DTLZ7, and the results obtained on all UF problems are the same. As is evidenced in Table I , the proposed decision variable clustering method is able to further divide the variables related to both convergence and diversity as labeled by the decision variable analysis method in MOEA/DVA into convergence-related variables and diversity-related variables, respectively. In Section IV, we will empirically illustrate that the proposed decision variable clustering method in LMEA helps improve the performance of MOEAs for solving largescale MaOPs. It is worth noting that, in practice, a decision variable can be convergence-related in a region but diversityrelated in another, and vice versa. In LMEA, the convergence and diversity property of a decision variable is identified based on the perturbation results on a number of nSel solutions randomly selected from the initial population. The larger value of nSel is used, the more regions will be likely to be sampled, but it does not fully guarantee the global consistency of the identification results.
C. Fast Tree-Based Nondominated Sorting Approach
As illustrated in Algorithms 3 and 4, nondominated sorting is adopted during the optimization of both convergence-related variables and diversity-related variables in LMEA. Therefore, the computational efficiency of LMEA is considerably influenced by nondominated sorting approach thus applied. In multiobjective optimization literature, there are a number of approaches that have been suggested for reducing the complexity of nondominated sorting [51] [52] [53] [54] , [71] . Most of these approaches, however, are not applicable to MaOPs because they hold an average complexity of O(MN 2 ) (M is the number of objectives and N is the population size) if the majority of candidate solutions in a population are nondominated with each other, which is very common in many-objective optimization though.
To reduce the computational cost of LMEA for solving large-scale MaOPs, we present a computational efficient treebased nondominated sorting approach, termed T-ENS, on the basis of the ENS recently proposed in [54] . The proposed T-ENS holds a time complexity of O(MNlogN/logM) for populations where most candidate solutions are nondominated with each other. It is worth noting that, there are also some other tree-structure-based nondominated sorting approaches. For example, the sorting algorithm proposed in [72] stores the nondominated solutions in an M-d tree (M is the number of objectives), and adds new solution via inserting and deleting nodes from the tree; another sorting algorithm proposed in [73] uses a binary tree to store the dominance relationships between solutions, by adjusting the binary tree the solutions in each front can be identified; and the recently proposed M-front [53] keeps a K-d tree to perform approximate nearest neighbor search for determining whether a new solution is dominated by the existing nondominated solutions. Compared to these existing tree-structure based approaches, the proposed T-ENS holds a considerably less computational complexity as it benefits from the framework of ENS [54] , which allows candidate solutions to be inserted into the tree one by one without adjusting the structure of it.
The main idea of T-ENS is to use a tree to represent the solutions in each nondominated front, where the information about the objectives determining the nondominance relationship between solutions are recorded by the position of nodes in the tree in which the solutions are stored. As a result, many nondominance relationships between solutions can be inferred from those that have been assigned to the front (stored in the tree), thereby considerably reducing the number of comparisons between solutions belonging to the same front. This leads to considerable enhancement of the computational efficiency of T-ENS over ENS, in particular for solving MaOPs. Algorithms 6-8 present the detailed steps of T-ENS in pseudo code. To be specific, as done in ENS, T-ENS first sorts the solutions in the population according to an ascending order of the first objective for M-objective minimization problems, M ≥ 2. Let us assume that the sorted population consists of the following N solutions:
, where f i j is the jth objective value of the ith solution, 1 ≤ j ≤ M and 1 ≤ i ≤ N. Then, T-ENS starts to construct a tree for each nondominated front. T-ENS adopts the first solution p 1 as the root of the tree for the first nondominated front F 1 and all other solutions in the population belonging to F 1 will be stored as the descendants of p 1 . The position of solution p i , 2 ≤ i ≤ N, in the tree is determined by the minimum j ( j > 1) satisfying that f i
, where objSeq [1] [ j] is the jth element of a sequence that is randomly generated from 2 to M for solution p 1 . More precisely, a solution p i with the objSeq [1] [ j]th objective satisfying the above condition will be stored as the jth child of the root. If there is more than one solution that satisfies the above condition, the next solution will be stored as a child of p i , i.e., a grandchild of p 1 . This procedure repeats until all solutions in the population are checked. After the construction of tree for the first nondominated front F 1 is complete, T-ENS starts to construct a tree for the second front F 2 until all solutions in the population are assigned to a tree.
With the above tree constructed to represent solutions in a front, if a solution p to be assigned to the front is nondominated with a solution q in the tree, where p has a smaller value than q on the objSeq[q][ j]th objective (p has a larger value than q on the first objective since q is ranked before p in the sorted population), then the nondominance relationship between p and the solution stored as the kth (k > j) child of node q and all descendants of this child can be inferred from the nondominance relationship between q and p, since for each of these solutions s we have f
, j ∈ {1, 2, . . . , M − 1}. Therefore, p does not need to be compared with these solutions in determining the front of p, which enables T-ENS work very efficiently for MaOPs.
To investigate the computational efficiency of the proposed T-ENS, we have conducted theoretical time complexity analysis and empirical evaluation which can be found in the supplementary materials. Compared to most existing nondominated approaches, which hold a time complexity of O(MN 2 ) on nondominated populations, T-ENS is computationally more 
IV. SIMULATION EXPERIMENTS AND ANALYSIS
In this section, we verify the performance of LMEA in solving large-scale MaOPs by empirically comparing it with four state-of-the-art MOEAs, namely, MOEA/D [30] , NSGA-III [37] , KnEA [22] , and MOEA/DVA [64] . The MOEA/D, NSGA-III, and KnEA are three well-known MOEAs for solving MaOPs, and MOEA/DVA is the first decision variable analysis based MOEA recently proposed in [64] to solve large-scale MOPs.
The experiments are conducted on ten test problems shown in Table I , which are taken from three widely used test suites, DTLZ [74] , WFG [75] , and UF [76] . These test problems include DTLZ1-DTLZ7, WFG3, UF9 and UF10, which can be categorized into three groups according to the decision variable grouping results in Table I . The first group contains DTLZ1-DTLZ4 and DTLZ7, on which the proposed LMEA and MOEA/DVA have the same grouping results. The second group consists of DTLZ5, DTLZ6, and WFG3, on which the variables related to both convergence and diversity in MOEA/DVA are identified as convergence-related variables in LMEA. The third group contains UF9 and UF10, on which the variables related to both convergence and diversity in MOEA/DVA are identified as diversity-related variables in LMEA. Due to the limitation of pages, we have not Regarding the number of decision variables, 100, 500, and 1000 decision variables are considered for each test problem, respectively. Regarding the number of objectives, for each DTLZ and WFG test problem, five and ten objectives are considered, respectively, while both UF9 and UF10 are three-objective. Moreover, the proposed LMEA is further challenged on the test problems with 2000 and 5000 decision variables. In this case, all the test problems used in our simulation experiments are large-scale MaOPs, except UF9 and UF10, which are large-scale MOPs.
A. Experimental Setting
For fair comparisons, all compared algorithms adopt the recommended parameter values to achieve the best performance. To be specific, the parameter settings for all conducted experiments are as follows.
1) Crossover and Mutation: All compared algorithms adopt the SBX [67] to create offspring for DTLZ and WFG test problems, and DE [69] , [70] , [77] for UF test problems. For each test problem, the polynomial mutation [68] is also performed in all algorithms. The distribution indexes of crossover and mutation are all set to 20. The crossover probability and mutation probability are set to p c = 1.0 and p m = 1/D, respectively, where D denotes the number of decision variables. The control parameters F and CR in DE are set to F = 0.5 and CR = 1.0, as recommended in [77] .
2) Population Sizing: The population size of NSGA-III and MOEA/D cannot be arbitrarily specified, which is equal to the number of uniformly distributed reference points (or weight vectors) generated with the simplex lattice design. As recommended in [37] [38] [39] , the two-layer reference point generation strategy is adopted here. Table II presents the setting of population size in NSGA-III and MOEA/D, where p 1 and p 2 are parameters controlling the numbers of reference points along the outer and inner layers of the Pareto front, respectively. To be consistent with NSGA-III and MOEA/D, KnEA, MOEA/DVA, and LMEA adopt the same population size settings with respect to the number of objectives.
3) Stopping Condition and Number of Runs:
The number of evaluations is used as the termination criterion for all considered algorithms. For each test instance with 100, 500, 1000, 2000, and 5000 decision variables, the maximum number of evaluations is set to 1 000 000, 6 800 000, 17 000 000, 50 000 000, and 230 000 000, respectively. On each test instance, 20 independent runs are performed for each algorithm to obtain statistical results.
4) Other Parameters:
The range of neighborhood, the maximal number of solutions replaced by each child solution and the probability that parent solutions are selected from the neighborhood in MOEA/D (as well as MOEA/DVA) are set to T = 0.1N, n r = 0.01N, and δ = 0.9 for all test problems, respectively, where N is the population size. The Tchebycheff approach is employed as the aggregation function in MOEA/D. For KnEA, the parameter T for controlling the ratio of knee points is set to 0.3 for five-objective DTLZ1 and DTLZ3, 0.4 for five-objective DTLZ5 and DTLZ6, 0.5 for five-objective DTLZ2, DTLZ4 and DTLZ7, as well as UF9 and UF10; T is set to the recommended values for ten-objective DTLZ and WFG test problems [22] . For MOEA/DVA, the number of interaction analysis and the number of control property analysis are set to the recommended values, namely, NIA = 6 and NCA = 50. For LMEA, the number of selected solutions and the number of perturbations for each selected solution in decision variable clustering are set to nSel = 2 and nPer = 4, respectively, and the number of selected solutions in decision variable interaction analysis is set to nCor = 6. A detailed sensitivity analysis of LMEA to parameters nSel and nPer can be found in the supplementary materials.
4) Performance Metric: Two widely used performance indicators, the inverted generational distance (IGD) [78] and the HV [79] , [80] are adopted to evaluate the performance of the compared algorithms. As recommended in [37] and [39] , the reference point sets required for IGD calculations are generated by sampling uniformly distributed points using the Das and Dennis method [81] , and a set size closest to 5000 is used in this paper for all test instances. For the calculation of HV, we first discard the solutions that are outside 
B. Performance Comparison Between LMEA and Existing MOEAs on Large-Scale MaOPs
Tables III and IV present the statistical results of the IGD metric values of the five compared algorithms on the 10 test problems with 100, 500, and 1000 decision variables obtained via 20 independent runs, where the best result on each test instance is shown in a gray background. The Wilcoxon rank sum test is also adopted at a significance level of 0.05, where the symbols "+," "−," and "≈" indicate that the result is significantly better, significantly worse and statistically similar to that obtained by LMEA, respectively. From the tables, the following three observations can be made. First, the MOEA/D, NSGA-III, and KnEA can achieve a promising performance on some of the large-scale test instances under consideration, but their general performance will be worse than that of MOEA/DVA and the proposed LMEA that are specifically designed for solving large-scale problems. As can be seen from the tables, the IGD values obtained by MOEA/DVA and LMEA on each test problem are consistently good as the number of decision variables increases from 100 to 1000, which confirms a promising scalability of MOEA/DVA and LMEA.
Second, on the group of test problems DTLZ1-DTLZ4 and DTLZ7 where MOEA/DVA and LMEA obtain the same decision variable grouping results, the proposed LMEA has achieved a similar performance as that of MOEA/DVA with the only exception of DTLZ7. On all the DTLZ7 test instances, the proposed LMEA always obtains a smaller IGD value than MOEA/DVA. This is attributed to the fact that MOEA/DVA adopts MOEA/D for optimizing the diversity-related variables, while such decomposition-based MOEAs are not well suited for solving MOPs or MaOPs with irregular (disconnected or degenerate) Pareto optimal fronts [37] , [39] , [82] . By contrast, the distribution management strategy as detailed in Algorithm 4 is capable of handling such irregular Pareto optimal fronts as that of DTLZ7.
Finally, on the group of test problems DTLZ5, DTLZ6, WFG3, UF9, and UF10 where MOEA/DVA and LMEA obtain different decision variable grouping results, LMEA shows generally better performance than MOEA/DVA in terms of IGD. As can be seen from Table IV, on DTLZ5, DTLZ6, and WFG3, the variables related to both convergence and diversity in MOEA/DVA are identified as convergence-related variables in LMEA, thus resulting in significantly smaller IGD values. This observation confirms that the proposed variable clustering strategy in LMEA is able to reasonably identify the decision variables related to both convergence and diversity, which cannot be distinguished by MOEA/DVA.
It is worth noting that, MOEA/DVA and LMEA still achieve similar performance on UF9 and UF10, although different decision variable grouping results have been obtained by both algorithms. This is due to the fact that MOEA/DVA optimizes all variables related to both convergence and diversity, e.g., x 1 and x 2 in UF9 and UF10, in the same way as diversity-related variables. As shown in Table I , the variables x 1 and x 2 in UF9 and UF10 are identified as diversity-related variables in LMEA. The slightly better performance of MOEA/DVA than LMEA on UF9 and UF10 is due to the fact that MOEA/DVA adopts a uniform sampling method developed in [83] to initialize the population of diversity-related variables, which is well suited for maintaining the distribution of the candidate solutions when applied to the UF problems. For further observations, Fig. 4 plots the nondominated solutions with the best IGD metric values obtained by the five algorithms among 20 runs in the objective space on ten-objective DTLZ6 with 1000 decision variables, respectively. It can clearly be seen that the proposed LMEA and MOEA/DVA outperform MOEA/D, NSGA-III, and KnEA on ten-objective DTLZ6 with 1000 decision variables in terms of both convergence and diversity, and the LMEA achieves much more nondominated solutions in the Pareto optimal front than MOEA/DVA, which confirms the effectiveness of decision variable clustering method developed in LMEA. To verify the computational efficiency of LMEA, Table V summarizes the runtime(s) of the five compared algorithms averaged over all the runs on test instances with 100, 500, and 1000 variables, respectively. Note that the proposed T-ENS is employed as the nondominated approach in all compared algorithms except MOEA/D. The runtime of LMEA and MOEA/DVA consists of three parts, namely, runtime of decision variable clustering (known as control property analysis in MOEA/DVA), runtime of decision variable interaction analysis and runtime of search stage. It can be observed from the table that LMEA is computationally more efficient than MOEA/D, NSGA-III, KnEA, and MOEA/DVA on test problems with 100 and 500 variables, while MOEA/D performs the best on problems with 1000 variables. For LMEA, the variable clustering component is less time-consuming than the other two components, namely decision variable interaction analysis and the search stage. In addition, on the one hand, the runtime of search stage in LMEA is almost linear scaling to the number of decision variables; on the other hand, however, the runtime of variable interaction analysis rapidly increases with the number of decision variables, which is due to the fact that this component holds a time complexity of O(D 2 ) in the worst case, where D denotes the number of variables.
Based on the above empirical results, we can conclude that the proposed LMEA is more effective and efficient to handle large-scale MaOPs than state-of-the-art MOEAs designed for solving MaOPs or large-scale MOPs.
C. Performance of LMEA on Large-Scale MaOPs With 2000 and 5000 Decision Variables
In the previous section, we have demonstrated the competitive performance of the proposed LMEA on benchmark MaOPs with the number of decision variables ranged from 100 to 1000. In this section, we further challenge the proposed LMEA on MaOPs with larger scales. 
D. Performance Comparisons Between LMEA and Existing MOEAs on LSMOP Test Suit
To further assess the performance of LMEA on more challenging large-scale MaOPs, more empirical experiments are conducted on a recently developed test suite for large-scale multiobjective and many-objective optimization, known as the LSMOP test suite [84] . The LSMOP test suite consists of nine test problems (i.e., LSMOP1-LSMOP9), which are constructed based on six widely used large-scale SOPs, namely, sphere function, Schwefel's problem, Rosenbrock's function, Rastrigin's function, Griewank's function, and Ackley's function. This class of test problems have the following main characteristics: 1) complicated variable linkages on the Pareto sets;
2) mixed separabilities between decision variables; 3) nonuniform nonseparable variable groups; and 4) nonuniform correlations between decision variables and objective functions, some of which are borrowed from the literature of large-scale single-objective optimization. Hence, LSMOP test problems can better reflect the challenges in large-scale MaOPs than existing test suits.
Table VII presents the statistical results of the IGD values obtained by the five algorithms on LSMOP1-LSMOP9 with five objectives and 500 decision variables via 20 independent runs, where the parameter T for controlling the ratio of knee points in KnEA is set to 0.5, and all the other parameters are set to the same as in Section IV-A. It can be seen that the proposed LMEA is still able to achieve a competitive performance on the LSMOP test problems, which confirms the effectiveness of LMEA in solving challenging large-scale MaOPs.
V. CONCLUSION
In this paper, a decision variable clustering based evolutionary algorithm, termed LMEA, has been suggested for solving large-scale MaOPs. In LMEA, a decision variable clustering method has been developed to divide the decision variables into two groups, namely convergence-related variables and diversity-related variables, according to their contributions to the convergence and diversity, respectively. Based on the grouping results, the two groups of variables are optimized separately. Moreover, a fast nondominated sorting approach with a time complexity of O(MNlog N/log M), called T-ENS, has been proposed to improve the computational efficiency of LMEA, where M is the number of objectives and N is the size of population to perform nondominated sorting. Empirical results on a variety of large-scale benchmark MaOPs that have up to 5000 decision variables demonstrate the promising scalability of LMEA in comparison with several sate-of-the-art MOEAs.
It has been shown that decision variable clustering is effective for solving large-scale MaOPs. While the proposed clustering method in this paper only considers the decision variables to be convergence-related and diversity-related, in the future, we would like to investigate if it is possible to make more classifications of the decision variables, because decision variables in the same group may still have different (strong or weak) correlations with the objectives even if they are only related to convergence or diversity. In addition, we would also like to further improve the computational efficiency of the decision variable interaction analysis procedure, which is the main computational cost of the proposed LMEA.
