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We study a mod pc analog of the notion of transfer for automorphic forms. Instead of existence of
eigenforms, such transfers yield congruences between eigenforms but, like transfers, we show that they
can be established by a comparison of trace formulas. This rests on the properties of mod pc reduced
multiplicities which count congruences between eigenforms. As an application we construct finite slope
p-adic continuous families of Siegel eigenforms using a comparison of trace formulas.
(0.1) In this article we were motivated by the idea of the comparison of trace formulas as
a universal principle to relate the existence of different types of automorphic representations.
If such an idea holds true then the comparison of trace formulas should be applicable to a
wider class of statements relating different types of automorphic representations. Probably the
most important statement of this kind is the functoriality principle. This principle yields a
transfer from automorphic representations on a reductive group G to the set of automorphic
representations on another reductive group G′. Thus, it relates the existence of automorphic
representations on different groups and special cases of functoriality have been proven via a
comparison of trace formulas.
Another example of such a statement which also is of a general natural is the theory of p-adic
families of automorphic forms. Given an eigenform f0 it predicts the existence of a p-adic analytic
family of eigenforms passing through f0, i.e. it predicts the existence of infinitely many eigenforms
which are related to each other and not only to f0 and which are determined by f only modulo
a power of p (but which are all on the same group G). Thus, like the functoriality principle, the
theory of p-adic families relates the existence of automorphic forms (in varying weights) but it
is of a different nature. An approach based on a comparison of trace formulas therefore is not
obvious but would confirm the idea of the comparison of trace formulas as a universal principle.
(0.2) In this article we describe a comparison of trace formulas which solves the problem
of existence of continuous families of finite slope. Since a continuous family is defined by a
system of congruences between its eigenforms we need a comparison of trace formulas which
instead of existence of eigenforms yields congruences between eigenforms. We are led to such
a kind of comparison by considering a mod pc analog of the notion of transfer for automorphic
forms. Unlike transfers, a mod pc transfer only yields a mod pc approximation to the predicted
eigenform, thus, it yields a congruence which is satisfied by an eigenform. Like transfers, mod
pc transfers can be established by a comparison of trace formulas, i.e. the existence of a mod
pc transfer follows from certain congruences between traces of Hecke operators. This is based
on the properties of mod pc reduced multiplicities. Unlike multiplicities, reduced multiplicities
count congruences between eigenforms, hence, their relation to mod pc transfers. On the other
hand, like multiplicities, they can be computed as traces of certain Hecke operators, hence, their
relation to the trace formula; cf. (0.3) for more details.
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In part B we verify the necessary congruences for the group GSp2n by comparing the geometric
sides of two simple topological trace formulas. This essentially comes down to a problem about
eigenvalues of certain symplectic matrices (cf. section 7, in particular (7.1) Lemma).
We only construct continuous families of eigenforms but our method is very different from the ones
used in the construction of analytic families. In particular, we do not make use of overconvergent
cohomology, p-adic Fredholm theory or rigid analytic geometry and the proof is of an elementary
nature. We hope that the present method also might apply to yield analyticity of families.
Since, here, we compare two trace formulas on the same group, we avoid the deep problems which
have to be solved if the trace formula is applied to the functoriality principle.
(0.3) Mod pc-transfer. We explain the mod pc transfer on which our construction of p-adic
families is based in more detail. Let H, H′ be free commutative Z-algebras in countably many
generators (e.g. Hecke algebras attached to reductive groups G,G′) and denote by Hˆ the set of
characters Θ : H → Q¯p. For any H-module H we denote by E(H) ⊆ Hˆ the set of eigencharacters
occuring in H, i.e. E(H) consists of all characters Θ such that the corresponding generalized
(simultaneous) eigenspace H(Θ) does not vanish. Let Φ : H′ → H be an algebra morphism and
denote by
Φ∨ : Hˆ → Hˆ′
the dual map; cf. (2.1). Let H resp. H′ be a H resp. a H′-module. The fundamental problem
is to examine if Φ∨ defines a map on eigencharacters Φ∨ : E(H) → E(H′). (If H,H′ are
Hecke modules of automorphic forms this means to examine whether Φ∨ defines a transfer for
automorphic representations.) In this article, with the application to the theory of p-adic families
in mind, we want to examine whether Φ∨ defines a map on eigencharacters if we reduce modulo
a given power of p. More precisely, we want to examine if there is a map
(1) Ψ[c] : E(H)→ E(H′)
satisfying Ψ[c](Θ) ≡ Φ∨(Θ) (mod pc) for all Θ ∈ E(H). We show that the existence of such a
mod pc transfer Ψ[c] corresponding to Φ can be established by a comparison of trace formulas
if we replace the notion of multiplicity by that of a mod pc reduced multiplicity. The mod pc
reduced multiplicity of Θ ∈ Hˆ is defined as
mH(Θ, c) =
∑
µ≡Θ (mod pc)
dimH(µ),
where µ runs over all characters of H which are congruent to Θ modulo pc. Thus, mH(Θ, c)
counts the number of eigencharacters of H which are congruent to Θ mod pc. In particular, if
(2) mH(Θ, c) = mH′(Φ
∨(Θ), c)
for all Θ ∈ Hˆ then for any eigencharacter µ ∈ E(H) there is an eigencharacter µ′ ∈ E(H′) such
that µ′ ≡ Φ∨(µ) (mod pc), i.e. a mod pc transfer Ψ[c] correspondong to Φ exists. On the other
hand, it is crucial that the reduced multiplicities in (2) can be computed as traces, i.e. there is
an element e′ ∈ H′ such that
tr(Φ(e′)|H) ≡ mH(Θ, c) and tr (e
′|H′) ≡ mH′(Φ
∨(Θ), c)
modulo a ”high” power of p; cf. (2.3) Lemma and (2.4) Remark. Using this we obtain:
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Theorem (cf. 2.4 Theorem). Let dimH, dimH′ ≤ M2 and assume that there is an s such that
(3) tr (Φ(T ′)|H) ≡ tr (T ′|H′) (mod ps)
for all T ′ ∈ H′. Then for any Θ ∈ Hˆ there is c = c(Θ) > sM − (M +2) logpM such that equation
(2) holds. In particular, a mod p
s
M
−(M+2) logpM transfer corresponding to Φ exists.
(0.4) Application to p-adic families. The theory of p-adic continuous families is a special
case of mod pc transfers. To explain this, let Hλ be a family of H-modules indexed by their
“weight” λ ∈ Zn. If there are a, b such that a congruence λ ≡ λ0 (mod (p− 1)pm) implies that
there is a mod pa(m+1)+b-transfer
Ψλ : E(Hλ0)→ E(Hλ)
corresponding to the identity map Φ = id, i.e. Ψλ(Θ) ≡ Θ (mod pa(m+1)+b) then the collection of
transfers (Ψλ(Θ0))λ is a p-adic contionuous family passing through a given initial eigencharacter
Θ0 ∈ E(Hλ0) (cf. (1.9) Proposition). Thus, the existence of p-adic continuous families follows
from a system of congruences of the type in (3) (cf. (3.7) Proposition).
In part B we show that the family of slope subspaces of the cohomology of Siegel upper half
plane satisfies these congruences by comparing trace formulas (cf. (7.5) Theorem). This the
main technical work. As a consequence we obtain
Corollary (cf. (7.7) Corollary). Any Siegel modular eigenform f0 of slope α fits in a p-adic
continuos family of eigenforms of slope α.
We also obtain local constancy of the dimension of the slope spaces.
(0.5) Starting with the work of Hida (cf. [H 1], [H 2]) p-adic families of automorphic eigenforms
have been constructed by several authors; we mention Hida, Ash-Stevens, Buzzard, Coleman,
Emerton, Tilouine, Urban, Harder ... Moreover, there is the work of Koike [K] who applies an
explicit Selberg trace formula to prove mod pm congruences between the traces of Hecke operators
on the space of elliptic modular forms for varying weights k. Since he only considers the Hecke
operators T (pm) at p, he can not make statements concerning (existence of) eigenforms, hence,
there is no kind of transfer or relation between eigenforms in different weights and, consequently,
he does not have to set up a comparison of trace formulas as we described in part A (and
which involves comparing traces of all Hecke operators). We also mention work of Urban who
p-analytically interpolates the traces of Hecke operators for varying weight. Here, Franke’s trace
formula is applied in the construction but as far as we understand in an technical way to reduce
from the whole spectrum to the cuspidal spectrum; essentially, his construction is based on the
work of [A-S], in particular, on their notion of overconvergent cohomology. Thus, like Koike he
does not set up a comparison of trace formulas (note that Franke’s trace formula only has a
spectral side and no geometric side, hence, it cannot function in a comparison of trace formulas)
and his work seems to be very different from ours.
Part of this article has been described in [Ma 2,3].
3
A. Reduced Multiplicities
1 Mod pc reduced Multiplicities
We define mod pc reduced multiplicities and we describe their connection to congruences between
eigenforms.
(1.1) We fix a prime p ∈ N. We denote by vp the p-adic valuation on Q¯p normalized by
vp(p) = 1. We write O for the ring of integers in Q¯p and we say that x ≡ y (mod pt), t ∈ R, if
vp(x− y) ≥ t (x, y ∈ Q¯p). Finally, ⌈x⌉ denotes the smallest integer larger than or equal to x and
logp is the complex logarithm with base p.
(1.2) We let H = Q¯p[Tℓ, ℓ ∈ I] be the polynomial algebra over Q¯p generated by a countable
number of elements Tℓ, ℓ ∈ I. We set HO = O[Tℓ, ℓ ∈ I], hence, H = HO ⊗ Q¯p and HO is an
order in H. We denote by HˆO the set of all Q¯p-algebra characters Θ : H → Q¯p which are defined
over O, i.e. which satisfy Θ(HO) ⊆ O. In the following we will also understand by Θ ∈ HˆO the
induced character
Θ : HO → O
given by restriction of Θ to HO. Any Θ ∈ HˆO is determined by the collection of values Θℓ :=
Θ(Tℓ), ℓ ∈ I, and we obtain an embedding
HˆO →֒ O
I .
For any character Θ of H we set
vp(Θ) = infT∈HO vp(Θ(T )) ∈ Q ∪ {−∞}.
We note that Θ ∈ HˆO precisely if vp(Θ) > −∞ and in this case we obtain
vp(Θ) = infℓ∈I vp(Θℓ) ∈ Q≥0.
We say that Θ is congruent to a character µ of H modulo pt, t ∈ R, written as Θ ≡ µ (mod pt),
if
vp(Θ− µ) ≥ t.
(1.3) Let H be a H-module which is finite dimensional as Q¯p-vector space. We assume that H
is defined over O meaning that H contains a O-submodule HO which is free and stable under
the action of HO such that H = HO ⊗ Q¯p. For any Θ ∈ HˆO we denote by
H(Θ) = {v ∈ H : for all T ∈ H there is nT ∈ N such that (T −Θ(T ))
nT (v) = 0}
the generalized simultaneous eigenspace attached to the character Θ (or, equivalently, to the
(system of) eigenvalue(s) Θ = (Θℓ)ℓ∈I). We denote by E(H) = EH(H) the set of all eigenchar-
acters occuring in H, i.e. E(H) consists of all characters Θ ∈ HˆO such that H(Θ) 6= 0. Thus,
elements in E(H) correspond to simultaneous H-eigenforms in H. We note that any character Θ
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of H which occurs in H is defined over O because H is defined over O, hence, Θ ∈ HˆO. Since H
is commutative we thus obtain a decomposition
H =
⊕
Θ∈E(H)
H(Θ).
Let H be a H-module which is finite dimensional as Q¯p-vector space and which is defined over
O with respect to the free O-submodule HO.
(1.4) Definition. Let Θ ∈ HˆO and let c ∈ Q. We define the (mod pc)-reduced multiplicity of
Θ in H as
mH(Θ, c, p) =
∑
µ∈HˆO
µ≡Θ (mod pc)
dimH(µ).
If the prime p is understood we will omit ”p” and write more simply mH(Θ, c) instead.
(1.5) Remark. The reduced multiplicities are related to the multiplicity mH(Θ) := dimH(Θ)
by
lim
c→∞
c∈N
mH(Θ, c) = mH(Θ).
(1.6) Mod pc reduced multiplicities and mod pc reduction. We setHO(µ) = H(µ)∩HO,
hence, ⊕
µ∈E(H)
HO(µ) ⊆ HO.
We let c ∈ Q≥0 and define the ideal a = {x ∈ O : vp(x) ≥ c} ≤ O. We denote by
O¯ =
O
a
, H¯O =
HO
aHO
and H¯O =
HO
aHO
the mod a-reductions and we denote by H¯O(µ) the image of HO(µ) in H¯O. Hence, H¯O and
H¯O(µ) are H¯O-modules. We assume that HO(µ) ≤ HO is a free O-submodule (in our later
applications H will be defined over a finite extension E/Qp, hence, we may replace O by OE
which is a P.I.D and the assumption holds). Since HO(µ) ≤ HO is saturated, H¯O(µ) is a free
O¯-module which is annihilated by (T − µ¯(T ))nT for all T ∈ H¯O; here, µ¯ = µmod pc : H¯O → O¯,
T + aHO 7→ µ(T ) + a is the mod a-reduced character. If the decomposition of H as a sum of
generalized eigenspaces is defined over O, i.e. if
⊕
µ∈E(H)HO(µ) = HO then
(1)
⊕
µ∈E(H)
H¯O(µ) = H¯O
as O¯-modules and, hence, we obtain for the multiplicity of Θmod pc in H¯O
mH¯O (Θmod p
c) := dimO¯
∑
µ∈HˆO
µ¯=Θ¯
H¯O(µ) = mH(Θ, c, p).
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In general, we only obtain an inclusion of a (not necessarily direct) sum
∑
µ∈E(H)
H¯O(µ) ⊆ H¯O,
which yields an inequality
mH¯O (Θmod p
c) ≤ mH(Θ, c, p).
In this sense, the reduced multiplicity mH(Θ, c, p) is a substitute for the multiplicity of the mod
pc-reduction of Θ in H¯O if the primary decomposition of H is not defined over O.
(1.7) Higher Congruences . Let H = Q¯p[Tℓ, ℓ ∈ I] and H′ = Q¯p[Tℓ, ℓ ∈ I ′] and let H resp.
H′ be a H resp. H′-module which is defined over O with respect to the lattice HO resp. H′O as
in (1.3). Let
Φ∨ : HˆO → Hˆ
′
O
be a map and let m ∈ N. If for any Θ ∈ HˆO there is a rational number c = c(Θ) ≥ m such that
mH(Θ, c) = mH′(Φ
∨(Θ), c)
then for any Θ ∈ E(H) there is a eigencharacter Θ′ ∈ E(H′) such that
Θ′ ≡ Φ∨(Θ) (mod pc).
In different words there is a map on eigencharacters
Ψ[c] : EH(H)→ EH′(H
′)
such that Ψ[c](Θ) ≡ Φ∨(Θ) (mod pc). Thus, by comparing reduced multiplicities we can es-
tablish congruences between eigencharacters in E(H′) and lifts of eigencharacters in E(H) or,
equivalently, a mod pc transfer from EH(H) to EH′(H′). In particular, if H = H′ and Φ∨ = id
then the set of identities
mH(Θ, c) = mH′(Θ, c), Θ ∈ HˆO,
implies that for any Θ ∈ E(H) a congruence
Θ ≡ Θ′ (mod pm)
holds for some Θ′ ∈ E(H′).
(1.8) Systems of higher congruences. Slightly refining the above discussion we can give
a set of simple identitites between mod pc reduced multiplicities which implies the existence of
p-adic continuous families of eigencharacters (note that such families are defined by a system of
congruences between their members). To be more precise, we let G/Q be a connected reductive
algebraic group with maximal split torus T and we denote by X(T) the group of Q-characters
of T. X(T) is a finitely generated, free abelian group which we write using additive notation.
For any λ ∈ X(T) we denote by vp(λ) the largest integer m such that λ ∈ pmX(T). Thus, if we
identify X(T) ∼= Zk via the choice of a basis (γi)i of X(T) then vp(
∑
i ziγi) = infi vp(zi).
(1.9) Proposition. Let R ⊂ X(T) be a subset and let (Hλ), λ ∈ R, be a family of finite
dimensional H-modules which are defined over O. Assume there are a, b ∈ Q with the following
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property: if λ ≡ λ′ (mod (p−1)pmX(T)), then for any Θ ∈ HˆO there is c = c(Θ) ≥ a(m+1)+b
with
mHλ(Θ, c) = mHλ′ (Θ, c),
i.e. the transfer Ψ[a(m+1)+b] : E(Hλ) → E(Hλ′) corresponding to Φ∨ = id exists. Then, any
Θ ∈ E(Hλ0 ) fits in a p-adic continuous family of eigencharacters, i.e. there is a family (Θλ),
λ ∈ R, such that
• Θλ ∈ E(Hλ)
• Θλ0 = Θ
• λ ≡ λ′ (mod (p− 1)pmX(T)) implies Θλ ≡ Θλ′ (mod pa(m+1)+b).
Proof. For any weight µ ∈ X(T) we set Rµ = {λ ∈ R : λ ≡ µ (mod (p − 1)X(T))}. We
first construct a p-adic family (Θλ)λ satisyfing the above conditions with λ only running over
Rλ0 . To this end, we enumerate the weights λ in Rλ0 in a sequence λ0, λ1, λ2, λ3, . . .. We
inductively construct elements Θλi ∈ E(Hλi), i = 0, 1, 2, 3, . . . such that Θλ0 = Θ and λi ≡ λj
(mod (p − 1)pmX(T)) implies Θλi ≡ Θλj (mod p
a(m+1)+b). Clearly, we set Θλ0 = Θ. Assume
that Θλ0 , . . . ,Θλn have been defined such that λi ≡ λj (mod (p − 1)p
mX(T)) implies that
Θλi ≡ Θλj (mod p
a(m+1)+b) for all i, j = 0, . . . , n. To define Θλn+1 we select a ∈ {0, 1, 2, . . . , n}
such that
vp(λn+1 − λa) ≥ vp(λn+1 − λi) for all i = 0, . . . , n
We set w1 = vp(λn+1 − λa), hence, λn+1 − λa ∈ (p − 1)pw1X(T) (note that λa − λn+1 ∈
(p − 1)X(T) because λn+1, λa ∈ Rλ0). By (2.4) Remark there is Θ ∈ E(Hλn+1) such that
Θ ≡ Θλa (mod p
a(w1+1)+b). We then set Θλn+1 equal to this Θ.
Let i ∈ {0, . . . , n} be arbitrary and set w3 = vp(λn+1 − λi), hence, λn+1 ≡ λi (mod (p −
1)pw3X(T)). We have to show that Θλn+1 ≡ Θλi (mod p
a(w3+1)+b). To this end we set w2 =
vp(λa − λi).
•λn+1
w1{ /
λa•
w2{ |
λi•


w3.
We know that Θλn+1 ≡ Θλa (mod p
a(w1+1)+b) by definition of Θλn+1 and that Θλa ≡ Θλi
(mod pa(w2+1)+b) by our induction hypotheses, hence,
(2) Θλn+1 ≡ Θλi (mod p
a(min{w1,w2}+1)+b).
We distinguish cases.
Case A w2 > w1. In this case min{w1, w2} = w1 and w3 = w1 by the p-adic triangle inequality.
Hence, equation (2) implies that Θλn+1 ≡ Θλi (mod p
a(w3+1)+b).
Case B w2 < w1. In this case min{w1, w2} = w2 and w3 = w2. Hence, equation (2) implies that
Θλn+1 ≡ Θλi (mod p
a(w3+1)+b).
Case C w2 = w1. In this case min{w1, w2} = w1. On the other hand, by the choice of a we know
that w1 ≥ w3; thus equation (2) yields Θλn+1 ≡ Θλi (mod p
a(w3+1)+b).
Thus, (Θλ)λ, λ ∈ Rλ0 , is a p-adic continuous family. To obtain a p-adic family (Θλ) with λ
running through all of R we denote by {µ0 = λ0, µ1, . . . , µr} a system of representatives for
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X(T)/(p− 1)X(T). For any i = 1, . . . , r we construct in the same way as above a p-adic family
(Θλ)λ with λ running through Rµi . Since µi 6≡ µj (mod (p − 1)X(T)) if i 6= j the union (Θλ),
λ ∈
⋃
iRµi then is a p-adic family satisfying the requirements of the Proposition. This completes
the proof.
2 Mod pc Transfer
We show that reduced multiplicities can be computed as traces of certain operators and we use
this to establish a “mod pc transfer” for eigencharacters.
(2.1) The dual map. We let H = Q¯p[Tℓ, ℓ ∈ I] and H′ = Q¯p[Tℓ, ℓ ∈ I ′] be countably
generated polynomial algebras algebras and we set HO = O[Tℓ, ℓ ∈ I] and H′O = O[Tℓ, ℓ ∈ I
′].
We assume that there is a morphism of O-algebras
Φ : H′O → HO.
The morphism Φ induces a dual map
(1) Φ∨ : HˆO → Hˆ
′
O
by sending µ to Φ∨(µ) = µ ◦ Φ, i.e. the diagram
H
Φ
← H′
µ ց ւ Φ∨(µ)
Q¯p
commutes. Thus, for any vµ ∈ H(µ), µ ∈ HˆO, and any T ′ ∈ H′ we obtain
Φ(T ′)vµ = Φ
∨(µ)(T ′)vµ.
(2.2) Remark. Let H resp. H′ be a H resp. H′-module which is defined over O with respect
to the lattice HO resp. H
′
O. In general, Φ
∨ does not induce a mapping on eigencharacters
Φ∨ : E(H)→ E(H′).
We want to examine whether this is the case modulo powers of p, i.e. whether for any Θ ∈ E(H)
there is a Θ′ ∈ E(H′) such that
Φ∨(Θ) ≡ Θ′ (mod pc).
This is equivalent to the existence of a map
Ψ[c] : E(H)→ E(H′)
such that Ψ[c](Θ) ≡ Φ∨(Θ) (mod pc) for all Θ ∈ E(H). By (1.7) we can establish the existence
of the map Ψ[c] by comparing the mod pc reduced multiplicties of Θ and Φ∨(Θ) in H and H′, i.e.
we need to compute reduced multiplicities. This will be based on the following Lemma which
expresses the reduced multiplicites mH(Θ, c) and mH′(Φ
∨(Θ), c) as traces of a certain element
in H′.
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(2.3) Reduced multiplicities as traces. From now on we assume that Φ : H′O → HO is
surjective.
Lemma. Assume that dimH, dimH′ ≤ 12M for some M ∈ 2N and let m ∈ N. For any
Θ ∈ HˆO there is an element e(Θ) ∈ H′ and a rational number c = c(Θ) ≥ m− (M +
3
2 ) logpM
such that the following holds
• e(Θ) ∈ 1ξH
′
O, where ξ ∈ O with vp(ξ) ≤Mm
• tr (e(Θ)|H′) ≡ mH′(Φ∨(Θ), c) (mod p
logpM )
• tr (Φ(e(Θ))|H) ≡ mH(Θ, c) (mod p
logpM ).
(We note that logpM ∈ R≥0 and the congruence has to be understood as in (1.1).)
Proof. Let Θ ∈ HˆO. We proceed in steps.
a.) We first define c. We abbreviate l = logpM . We set
Ω = Ω(Θ) = {vp(µ−Θ), µ ∈ E(H)} ∪ {vp(µ
′ − Φ∨(Θ)), µ′ ∈ E(H′)} ⊆ Q
and we define the interval
I = {r ∈ Q : m− (M + 3/2)l ≤ r ≤ m} ⊂ Q≥0.
Since I has length (M + 3/2)l and since |Ω| ≤ |E(H)|+ |E(H′)| ≤ dimH+ dimH′ ≤M there is
a c ∈ I such that
[c, c+ l] ∩ Ω = ∅.
Thus, if γ ∈ E(H) with vp(γ −Θ) ≥ c then we know that vp(γ −Θ) ∈ Ω ∩ [c,∞), hence,
(2) vp(γ −Θ) > c+ l.
Similarly, if γ′ ∈ E(H′) with vp(γ′ − Φ∨(Θ)) ≥ c then
(2′) vp(γ
′ − Φ∨(Θ)) > c+ l.
We note that the number c obviously satisfies
m− (M + 3/2)l ≤ c ≤ m.
b.) Next we define e(Θ). We note that for any µ ∈ E(H) with µ 6≡ Θ (mod pc), i.e. vp(µ−Θ) < c,
there is a element T ′µ ∈ H
′
O such that
µ(Φ(T ′µ)) 6≡ Θ(Φ(T
′
µ)) (mod p
c).
(note that we assume Φ to be surjective); hence,
(3) Φ∨(µ)(T ′µ) 6≡ Φ
∨(Θ)(T ′µ) (mod p
c).
Similarly, for any µ′ ∈ E(H′) with µ′ 6≡ Φ∨(Θ) (mod pc), i.e. vp(µ′ − Φ∨(Θ)) < c, there is a
element Tµ′ ∈ H′O such that
(3′) µ′(Tµ′) 6≡ Φ
∨(Θ)(Tµ′) (mod p
c).
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We set
ξ =
∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(Θ)(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(Θ)(Tµ′)− µ
′(Tµ′) (∈ O)
and we define
e(Θ) =
1
ξ
∏
µ∈E(H)
µ6≡Θ (mod pc)
T ′µ − Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Tµ′ − µ
′(Tµ′) ∈
1
ξ
H′O.
Equations (3) and (3′) imply that
vp(ξ) ≤ |E(H)|c+ |E(H
′)|c ≤Mc ≤Mm.
which in particular implies the first claim of the Lemma.
c.) We compute the trace of e(Θ) on H′. We write
H′ =
⊕
γ′∈E(H′)
H′(γ′).
Since H′ is commutative, there is for any γ′ ∈ E(H′) a basis B(γ′) of H′(γ′) such that all T ′ ∈ H′
are represented on H′(γ′) by an upper triangular matrix:
DB(γ′)(T
′) =


γ′(T ′) ∗
. . .
γ′(T ′)

 .
Then e(Θ) is represented on H′(γ′) by the matrix
DB(γ′)(e(Θ)) =


x ∗
. . .
x′

 ,
where
x = x(γ′) =
1
ξ
∏
µ∈E(H)
µ6≡Θ (mod pc)
γ′(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
γ′(Tµ′)− µ
′(Tµ′) ∈
1
ξ
O.
Using this we determine the trace of e(Θ) on H′(γ′), γ′ ∈ E(H′), as follows.
If γ′ 6≡ Φ∨(Θ) (mod pc) then x = 0, hence, tr (e(Θ)|H′(γ′)) = 0.
If γ′ ≡ Φ∨(Θ) (mod pc) then we write for any µ ∈ E(H), µ 6≡ Θ (mod pc)
γ′(T ′µ) = Φ
∨(Θ)(T ′µ) + δ
′
µ,
where δ′µ ∈ O. Since vp(γ
′ − Φ∨(Θ)) ≥ c, equation (2’) implies that vp(γ′ − Φ∨(Θ)) > c + l,
hence,
(4) vp(δ
′
µ) > c+ l.
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Similarly, we write
γ′(Tµ′) = Φ
∨(Θ)(Tµ′) + δµ′
and find
(4′) vp(δµ′) > c+ l.
Recalling the definition of ξ we obtain
x =
∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(Θ)(T ′µ)− Φ
∨(µ)(T ′µ) + δ
′
µ∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(Θ)(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(Θ)(Tµ′)− µ′(Tµ′) + δµ′∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(Θ)(Tµ′)− µ′(Tµ′)
Since vp(Φ
∨(Θ)(T ′µ) − Φ
∨(µ)(T ′µ)) < c for all µ 6≡ Θ (mod p
c) (cf. equation(3)) and since,
vp(δ
′
µ) > c + l (cf. equation (4)) we obtain that the first factor on the right hand side of the
above equation for x is congruent to 1 modulo pl. Similarly, using equations (3’) and (4’) we
find that the second factor on the right hand side of the above equation for x is congruent to 1
modulo pl. Thus, we obtain x ≡ 1 (mod pl), hence,
tr(e(Θ)|H′(γ′)) ≡ dimH′(γ′) (mod pl).
Summing over all γ′ ∈ E(H′) finally yields
tr (e(Θ))|H′) ≡ m′H(Φ
∨(Θ), c) (mod pl).
d.) Quite analogous we compute the trace of Φ(e(Θ)) on H. We note that
Φ(e(Θ)) =
1
ξ
∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ(Tµ′)− µ
′(Tµ′) ∈
1
ξ
HO.
Let γ ∈ E(H). We choose a basis B(γ) of H(γ) such that any T ∈ H is upper triangular on H(γ):
DB(γ)(T ) =


γ(T ) ∗
. . .
γ(T )

 .
Then Φ(e(Θ)) is represented on H(γ) by the matrix
DB(γ)(Φ(e(Θ))) =


x ∗
. . .
x

 ,
where
x = x(γ) =
1
ξ
∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(γ)(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(γ)(Tµ′)− µ
′(Tµ′) ∈
1
ξ
O.
If γ 6≡ Θ (mod pc) then x = 0, hence, tr (Φ(e(Θ))|H(γ)) = 0.
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If γ ≡ Θ (mod pc) then equation (2) implies that vp(γ − Θ) > c + l. We write γ(Φ(T ′µ)) =
Θ(Φ(T ′µ)) + δ
′
µ, or , equivalently,
Φ∨(γ)(T ′µ) = Φ
∨(Θ)(T ′µ) + δ
′
µ,
where
(5) vp(δ
′
µ) > c+ l.
Similarly, we write
Φ∨(γ)(Tµ′) = Φ
∨(Θ)(Tµ′) + δµ′ ,
where
(5′) vp(δµ′) > c+ l.
Recalling the definition of ξ we obtain
x =
∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(Θ)(T ′µ)− Φ
∨(µ)(T ′µ) + δ
′
µ∏
µ∈E(H)
µ6≡Θ (mod pc)
Φ∨(Θ)(T ′µ)− Φ
∨(µ)(T ′µ)
∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(Θ)(Tµ′)− µ′(Tµ′) + δµ′∏
µ′∈E(H′)
µ′ 6≡Φ∨(Θ) (mod pc)
Φ∨(Θ)(Tµ′)− µ′(Tµ′).
As above, using equations (3), (3’), (5), (5’) we obtain x ≡ 1 (mod pl), hence,
tr(Φ(e(Θ))|H(γ)) ≡ dimH(γ) (mod pl).
Summing over all γ ∈ E(H) finally yields
tr (Φ(e(Θ))|H) ≡ mH(Θ, c) (mod p
l)
Hence, the Lemma is proven.
Remark. 1.) Since mH(Θ, c) andmH′(Φ
∨(Θ), c) are smaller than or equal toM the congruences
in (2.3) Lemma uniquely determine mH(Θ, c) and mH′(Φ
∨(Θ), c).
2.) Since c ≥ m− (M + 32 ) logpM , by increasing m we can search for eigencharacters which are
arbitrarily close to Φ∨(Θ) or Θ; in doing so the denominators of e(Θ) will not grow unreasonably
fast because vp(ξ) ≤Mm.
3.) The proof is not constructive, e.g. we do not obtain the value of c; in particular, we do not
know whether we can choose c = m− (M + 32 ) logpM .
(2.4) Using (2.3) Lemma we can give the following criterion for the existence of the “mod pc
transfer” Ψ[c] which makes it possible to establish “mod pc tansfer” via a comparison of trace
formulas.
Theorem. Assume that dimH, dimH′ ≤ 12M for some M ∈ 2N. Assume that there is a
rational number s such that
tr (Φ(T ′)|H) ≡ tr (T ′|H′) (mod ps)
for all T ′ ∈ H′O. Then, for any Θ ∈ HˆO there is a rational number c = c(Θ) ≥
s
M−(M+2) logpM
such that
mH(Θ, c) = mH′(Φ
∨(Θ), c).
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Hence, for any Θ ∈ E(H) there is an element Θ′ ∈ E(H′) such that
Θ′ ≡ Φ∨(Θ) (mod p
s
M
−(M+2) logpM ),
or, equivalently, there is a map on eigencharacters
Ψ[c] : E(H)→ E(H′)
such that
Ψ[c](Θ) ≡ Φ∨(Θ) (mod p
s
M
−(M+2) logpM )
for all Θ ∈ E(H).
Proof. We set m =
s−logpM
M . Let Θ ∈ HˆO. According to (2.3) Lemma there is an element
e(Θ) ∈ 1ξH
′
O, where vp(ξ) ≤Mm = s− logpM , and a rational number
c = c(Θ) ≥ m− (M +
3
2
) logpM =
s
M
− (M + 2) logpM
(note that 1M ≤
1
2 ) such that tr (Φ(e(Θ))|H) ≡ mH(Θ, c) and tr (e(Θ)|H
′) ≡ mH′(Φ∨(Θ), c)
(mod plogpM ). Since vp(ξ) ≤Mm = s− logpM , the assumption of the Theorem implies
tr (Φ(e(Θ))|H) ≡ tr (e(Θ)|H′) (mod plogpM ),
hence,
mH(Θ, c) ≡ mH′(Φ
∨(Θ), c) (mod plogpM ).
Since mH(Θ, c) and mH′(Φ
∨(Θ), c) are natural numbers which are smaller than 12M ≤ p
logpM
this implies
mH(Θ, c) = mH′(Φ
∨(Θ), c).
In particular, for any Θ ∈ E(H) there is an element Θ′ ∈ E(H′) such that Θ′ ≡ Φ∨(Θ) (mod pc).
Hence, the proof is complete.
(2.5) Corollary. Assume that dimH, dimH′ < 12M for some M ∈ 2N. Assume that there is a
rational number s such that
tr (T |H) ≡ tr (T |H′) (mod ps)
for all T ∈ HO. Then, for any Θ ∈ HˆO there is a rational number c ≥
s
M − (M +2) logpM such
that
mH(Θ, c) = mH′(Θ, c).
Hence, for any Θ ∈ E(H) there is an eigencharacter Θ′ ∈ E(H′) such that
Θ′ ≡ Θ (mod p
s
M
−(M+2) logpM ).
Proof. This is the special case H = H′ and Φ = id.
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3 Systems of higher congruences in the finite slope case
Combining (1.9) Proposition with (2.5) Corollary we would obtain a trace criterion for the ex-
istence of p-adic continuous families of eigencharacters passing through a given eigencharacter.
However, in this section we will construct certain elements which behave like an approximate
idempotent attached to the slope α subspace of a H-module H; using this we then will obtain a
criterion for the existence of finite slope p-adic continuous families of eigencharacters.
(3.1) Slope subspaces. As in (1.2) we set H = Q¯p[Tℓ, ℓ ∈ I] and HO = O[Tℓ, ℓ ∈ I]
(countably generated). We fix an element T ∈ HO. For any finite dimensional H-module H
which is defined over O with respect to the lattice HO we denote by Hα, α ∈ Q≥0, the slope α
subspace of H with respect to the operator T , i.e.
Hα =
⊕
µ∈O
vp(µ)=α
H(µ)
where H(µ) is the generalized eigenspace attached to T and µ and we set
H≤α =
⊕
β≤α
Hβ.
We denote by ΦH ⊂ O the set of eigenvalues of T acting on H and by Φ
≤α
H
⊆ ΦH the subset of
all eigenvalues γ of T satisfying vp(γ) ≤ α. Hence, H≤α =
⊕
γ∈Φ≤α
H
H(γ).
(3.2) Construction of approximate idempotents. Let H,H′ be arbitrary H-modules,
finite dimensional and defined over O and select a slope α ∈ Q≥0. For any γ ∈ ΦH we choose
a basis B = B(γ) of H(γ) such that the representing matrix DB(T |H(γ)) of T on H(γ) is upper
triangular:
(1) DB(T |H(γ)) =


γ ∗
. . .
γ

 .
Similarly, for any γ ∈ ΦH′ we choose a basis B′ = B′(γ) ofH′(γ) such that the matrix representing
T on H′(γ) is upper triangular:
DB′(T |H′(γ)) =


γ ∗
. . .
γ

 .
We define the element
e≤α = e≤α
H,H′ = 1−
∏
µ∈Φ≤α
H
∪Φ≤α
H′
T − µ
−µ
∈ Q¯p[T ].
Clearly, e≤α = p≤α(T ), where the polynomial p≤α(X) is given by
p≤α = p≤α
H,H′ = 1−
∏
µ∈Φ≤α
H
∪Φ≤α
H′
X − µ
−µ
∈ Q¯p[X ].
14
We want to collect some properties of e≤α and p≤α. To this end we let M(α) ∈ 2N, α ∈ Q≥0,
be a collection of natural numbers such that
(2) dimH≤α ≤
1
2
M(α) and dimH′≤α ≤
1
2
M(α)
for all α ∈ Q≥0. For an arbitrary polynomial p =
∑
i≥0 aiX
i ∈ Q¯p[X ] we define its slope as
S(p) = sup {s ∈ Q ∪ {−∞} : vp(ai) ≥ si for all i ≥ 0},
hence, S(p) > −∞ implies vp(a0) ≥ 0. Easy calculation shows that
(3a) S(pq) ≥ min{S(p),S(q)}
and
(3b) S(p+ q) ≥ min{S(p),S(q)}.
(3.3) Lemma. 1.) For any γ ∈ ΦH − Φ
≤α
H
we have
DB(e
≤α
H,H′ |H(γ)) =


ζ ∗
. . .
ζ


where ζ ∈ O satisfies vp(ζ) ≥
2
M(α+1) . The analogous statement holds for γ ∈ ΦH′ − Φ
≤α
H′
.
2.) For any γ ∈ Φ≤α
H
we have
DB(e
≤α
H,H′ |H(γ)) =


1 ∗
. . .
1

 .
Again, the analogous statement holds for γ ∈ Φ≤α
H′
.
3.)
deg p≤α
H,H′ = |Φ
≤α
H
|+ |Φ≤α
H′
| ≤ dimH≤α + dimH′
≤α
≤M(α).
4.)
p≤α
H,H′(0) = 0
5.)
S(p≤α
H,H′) ≥ −α.
In particular, (p≤α)L =
∑
h≥L bhX
h, where vp(bh) ≥ −hα for all h ≥ L.
Proof. 1.) Let γ ∈ ΦH − Φ
≤α
H
. Equation (1) implies that with respect to B = B(γ)
DB(e
≤α|H(γ)) =


ζ ∗
. . .
ζ


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where
ζ = 1−
∏
µ∈Φ≤α
H
∪Φ≤α
H′
γ − µ
−µ
.
Let µ ∈ Φ≤α
H
∪Φ≤α
H′
be arbitrary. We distinguish two cases. First, if γ 6∈ Φ≤α+1
H
, i.e. vp(γ) > α+1,
then we obtain vp(γ) > vp(µ) + 1 ≥ vp(µ) + 2/M(α + 1). Second, if γ ∈ Φ
≤α+1
H
, then γ is an
eigenvalue of T acting on H≤α+1, hence, it is a root of the characteristic polynomial of T acting
on H≤α+1 which has degree dimH≤α+1 ≤ 12M(α + 1). We deduce that γ is contained in an
extension of Qp of degree less than or equal to
1
2M(α+1) which implies that vp(γ) ∈
2
M(α+1)N0.
On the other hand, since µ ∈ Φ≤α+1
H
∪Φ≤α+1
H′
we obtain quite similarly that vp(µ) ∈
2
M(α+1)N0.
Since γ 6∈ Φ≤α
H
we know that vp(γ) > vp(µ), hence, vp(γ) ≥ vp(µ) + 2/M(α+ 1). Thus, in both
cases we find vp(
γ
µ ) ≥ 2/M(α+ 1). Since
ζ = 1−
∏
µ∈Φ≤α
H
∪Φ≤α
H′
1−
γ
µ
is a sum of products of the form ±
∏
µ
γ
µ , where µ runs over a non-empty subset of Φ
≤α
H
∪ Φ≤α
H′
(the summand ”1” cancels), we deduce that vp(ζ) ≥ 2/M(α+ 1).
2.) Immediate by the definition of e≤α.
3.) and 4.) Clear
5.) By definition it is immediate that S(T−µ−µ ) = S(
T
−µ + 1) = −vp(µ). All µ appearing in the
definition of e≤α satisfy vp(µ) ≤ α; hence, using equation (3a) and (3b) we deduce S(p≤α) ≥
min{0,−α} = −α. The second statement follows because X divides p≤α and S((p≤α)L) ≥
S(p≤α). This finishes the proof of the Lemma.
(3.4) Proposition. For any pair of finite dimensional H-modules H, H′ which are defined over
O and satisfy equation (2) and for any T ∈ HO we have
tr (T (e≤α
H,H′)
L|H) ≡ tr (T |H≤α) (mod p
2L
M(α+1) ).
The same congruence holds for H′ in place of H.
Proof. Let γ ∈ ΦH and let B be a basis of H(γ) such that equation (1) holds. (3.3) Lemma
implies that T (e≤α)L is represented on H(γ) by the matrix

γζL ∗
. . .
γζL

 ,
where ζ ≡ 0 (mod 2M(α+1) ) if vp(γ) > α and ζ = 1 if vp(γ) ≤ α. Since vp(γ) ≥ 0 (T ∈ HO) this
implies the claim. The same argument works if we replace H by H′, hence the proof is complete.
(3.5) Remark. In particular, we obtain
lim
L→∞
tr (T (e≤α)L|H) = tr (T |H≤α)
and the same holds if we replace H by H′. Thus, e≤α behaves like an approximate idempotent
attached to the slope ≤ α-subspaces of H and H′. On the other hand, e≤α is not universal, i.e.
it not only depends on α but also on the pair of modules H and H′.
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(3.6) A criterion for the existence of p-adic continuous families of finite slope. We
give the synthesis of our results obtained so far. We use the notations from (1.8), i.e. G/Q is a
reductive algebraic group with maximal split torus T. Let R ⊆ X(T) be a subset and let (Hλ),
λ ∈ R, be a family of finite dimensional H-modules. From now on we will always assume that
the following assumptions hold for the family (Hλ):
1. Any Hλ is defined over O
2. There are numbers M(α) ∈ 2N, α ∈ Q≥0, such that
dimH≤αλ ≤
1
2
M(α) for all α ∈ Q≥0 and all λ ∈ R.
We select a slope α ∈ Q≥0 and we put eλ,λ′ = e
≤α
Hλ,Hλ′
.
(3.7) Proposition. Let (Hλ)λ∈R be a family of H-modules. Assume that there is a collection
of rational numbers a′ = a′(α), a = a(α) ∈ Q>0 and b = b(α) ∈ Q≤0 (α ∈ Q≥0) with the
following property: i) a′/M(α+1), a and b are decreasing in α ii) for any α ∈ Q≥0 and any pair
λ, λ′ ∈ X(T) with λ ≡ λ′ (mod (p − 1)pmX(T)) there is a natural number L ≥ a′(m + 1) such
that
(†) tr (eLλ,λ′T |Hλ) ≡ tr (e
L
λ,λ′T |Hλ′) (mod p
a(m+1)+b)
for all T ∈ HO. Then
1.) dimHαλ is locally constant as a function of λ, i.e. there is D = D(α) ∈ N only depending on
α such that λ ≡ λ′ (mod (p− 1)pD) implies dimHαλ = dimH
α
λ′ .
2.) Any Θ ∈ E(Hαλ0) fits in a p-adic continuous family of eigencharacters of slope α, i.e. there
is a family (Θλ)λ∈R such that
1. Θλ ∈ E(Hαλ)
2. Θλ0 = Θ
3. λ ≡ λ′ (mod (p− 1)pmX(T)) implies
Θλ ≡ Θλ′ (mod p
a(m+1)+b),
where a = 1M(α)min (a,
2a′
M(α+1) ) and b =
b
M(α) − (M(α) + 2) logp(M(α)).
Proof. We select α ∈ Q≥0 and we proceed in steps.
a.) We let λ ≡ λ′ (mod (p− 1)pmX(T)). We choose L ≥ a′(m+1) such that equation (†) holds.
Together with (3.4) Proposition we obtain for all T ∈ HO
(4) tr (T |H≤αλ ) ≡ tr (e
L
λ,λ′T |Hλ) ≡ tr (e
L
λ,λ′T |Hλ′) ≡ tr (T |H
≤α
λ′ ) (mod p
s),
where s = a¯(m+1)+b with a¯ = min ( 2a
′
M(α+1) , a) (note that b ≤ 0). We note that our assumptions
imply that s is decreasing in α.
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b.) We next show that dimH≤αλ is locally constant in λ. To this end we set D = D(α) =
logpM(α)−b
a¯ − 1 and we let λ ≡ λ
′ (mod (p− 1)pDX(T)). Since
dimH≤αλ = tr (1|H
≤α
λ ) ≡ tr (1|H
≤α
λ′ ) = dimH
≤α
λ′ (mod p
a¯(D+1)+b).
and since pa¯(D+1)+b =M(α) > dimH≤αλ , dimH
≤α
λ′ we obtain dimH
≤α
λ = dimH
≤α
λ′ . Since D(α)
is increasing in α the congruence λ ≡ λ′ (mod (p−1)pDX(T)) even implies dimH≤βλ = dimH
≤β
λ′
for all β ≤ α.
c.) Let λi ∈ X(T) and let 0 ≤ α1 < · · · < αs ≤ α be the non-trivial slopes appearing in
H≤αλi . Part b.) implies that for any λ ∈ λi + p
D(α)X(T) the non trivial slopes appearing in
H≤αλ again are α1 < · · · < αs (note that D(α) is increasing in α). Since X(T)
∼= Zn is covered
by finitely many cosets λi + p
DX(T), i = 1, . . . , s we can select non negative rational numbers
0 ≤ α1 < · · · < αs ≤ α such that for any λ ∈ R the inequality Hαλ 6= 0 implies that α is one of
the αi.
d.) We denote by β the largest of the numbers α1 < · · · < αs which is strictly smaller than
α. We obtain dimHαλ = dimH
≤α
λ − dimH
≤β
λ for any λ ∈ R. Part b.) then implies that
dimHαλ = dimH
α
λ′ if λ ≡ λ
′ (mod (p− 1)pD(α)X(T)).
e.) Finally, since s is decreasing in α equation (4) still holds if we replace ”≤ α” by ”≤ β”.
Hence, by substracting we obtain
tr (T |Hαλ) ≡ tr (T |H
α
λ′) (mod p
s).
Thus, (2.5) Corollary implies that for all Θ ∈ HˆO
mHα
λ
(Θ, c) = mHα
λ′
(Θ, c)
for some c = c(Θ) ≥ a(m + 1) + b with a and b as in the Proposition. (1.9) Proposition now
implies the claim. This completes the proof of the Proposition.
Remark. Since H≤βλ ⊆ H
≤α
λ if β ≤ α it is natural that on H
≤α
λ weaker congruences for
eigenvalues of operators hold, i.e. a and b are decreasing in α. In particular, smaller power of
eλ,λ′ should be sufficient, i.e. a
′/M(α+ 1) also should be decreasing in α.
B. Cohomology of the Siegel upper half plane
In this second part we consider an example: we will show that the family of cohomology groups of
the Siegel upper half plane with coefficients in the irreducible representation of varying highest
weight λ satisfies equation (†) in (3.7). As a consequence we obtain the existence of p-adic
continuous families of Siegel eigenforms of finite slope α. We start by fixing some notation.
4 Notations
(4.1) The symplectic group. From now on we set G = GSp2n. Hence, for any Z-algebra K
we have
G(K) = {g ∈ GL2n(K) : g
t
(
In
−In
)
g = ν(g)
(
In
−In
)
for some ν(g) ∈ K∗}.
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The multiplier defines a character ν : G → Gm and the derived group of G is the symplectic
group G0 = Sp2n which is the kernel of ν, i.e.
G0(K) = {g ∈ GSp2n(K) : ν(g) = 1}.
Thus, G0(K) consists of all matrices g =
(
A B
C D
)
satisfying
(1) AtB = BtA, CtD = DtC, AtD −BtC = 1
and is simply connected. We set Z = ZG, hence, Z(K) = {λ · I2n, λ ∈ K∗} and we denote by T
the maximal Q-split torus in G whose K-points are given by
(2) T(K) = {diag(α1, . . . , αn,
ν
α1
, . . . ,
ν
αn
), αi ∈ K
∗, ν ∈ K∗}.
The intersection T0 = T ∩G is a maximal split torus in G0 and
T0(K) = {diag(α1, . . . , αn, α
−1
1 , . . . , α
−1
n ), αi ∈ K
∗}.
We denote by g resp. g0 resp. h resp. h0 the complexified Lie Algebra of G/Q resp. G0/Q resp.
T resp. T0. Thus,
g0 = {
(
A B
C D
)
∈M2n(C) : A = −D
t, B = Bt, C = Ct}
and
h0 = {diag(a1, . . . , an,−a1, . . . ,−an), ai ∈ C}.
We denote by Φ = Φ(T0, g0) the root system of G0 with respect to T0; explicitly, the roots
α ∈ Φ, a generator Xα of the corresponding root space gα ≤ g
0 and the 1-parameter subgroup
exp tXα are given as follows:
α Xα exp tXα
ǫi − ǫj, 1 ≤ j < i ≤ n Ei,j − Ej+n,i+n 1 + t(Ei,j − Ej+n,i+n) positive
ǫi − ǫj, 1 ≤ i < j ≤ n Ei,j − Ej+n,i+n 1 + t(Ei,j − Ej+n,i+n) Φ1
ǫi + ǫj, 1 ≤ i < j ≤ n Ei,n+j − Ej,n+i 1 + t(Ei,n+j + Ej,n+i) positive
−ǫi − ǫj , 1 ≤ i < j ≤ n En+i,j − En+j,i 1 + t(En+i,j + En+j,i) Φ2
2ǫi, 1 ≤ i ≤ n Ei,n+i 1 + tEi,n+i positive
−2ǫi, 1 ≤ i ≤ n En+i,i 1 + tEn+i,i Φ2
Here, ǫi : T
0 → C is defined by mapping diag(α1, . . . , αn, α
−1
1 , . . . , α
−1
n ) to αi (1 ≤ i ≤ n) and
exp : g0 → G(C) is the exponential. We choose as a basis of the root system
∆ = {2ǫ1, ǫi+1 − ǫi, i = 1, . . . , n− 1}.
We extend the roots α ∈ Φ to T by setting them equal to 1 on the center Z ≤ T.
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(4.2) We denote by X(T) the (additively written) group of (Q-)characters of T. Since T is
connected, X(T) is a finitely generated, free abelian group. Let γ1, . . . , γn+1 be a Z-basis of
X(T). For any λ =
∑n+1
i=1 λiγi ∈ X(T) (λi ∈ Z) we set
vp(λ) = mini vp(λi) = max {m ∈ N0 : λ ∈ p
mX(T)}.
Hence, λ ≡ λ′ (mod pmX(T)) is equivalent to vp(λ− λ′) ≥ m (compare section (1.8)).
(4.3) Irreducible Representations. Let λ ∈ X(T) be a dominant character, i.e. the
restriction λ◦ = λ|T0 is a dominant character of T
0 and λ|Z is an (algebraic) character. We
denote by (πλ, Lλ) the irreducible representation of G(Q¯p) of highest weight λ on a Q¯p-vector
space Lλ. The representation Lλ is defined over Z, i.e. there is a Z-submodule Lλ(Z) in Lλ such
that Lλ = Lλ(Z) ⊗ Q¯p and which is stable under G(Z). Thus, for any Z-algebra R we obtain a
G(R)-module Lλ(R) = Lλ(Z)⊗R.
5 The Hecke algebra H (attached to GSp2n)
We define the Hecke algebra H which we shall be using. Essentially H omits all Hecke operators
at primes dividing the level and its local component at the prime p is generated by one single
Hecke operator Tp.
(5.1) The local level subgroup I. Let g = (gij)ij ∈ G(K) be arbitrary. We partition g as
(1) g =
(
A B
C D
)
=


δ1 A− b1 B
. . .
. . .
A+ δn B
′ bn
c1 C δn+1 A
′
+
. . .
. . .
C′ cn A
′
− δ2n


where A+ = (a
+
ij), A− = (a
−
ij), B = (bij), B
′ = (b′ij) and so on (a prime indicates that the sub-
matrix and its corresponding primed submatrix are connected via one of the relations in equation
(1) in section 4; the positive root spaces ”correspond to entries in A+, B,B
′ and b1, . . . , bn”). We
denote by B ≤G the minimal parabolic subgroup attached to the basis −∆ of Φ and we define
I ≤G(Zp)
as the subgroup consisting of all matrices g such that g (mod pZp) is contained in B(Zp/(p)).
Thus, g ∈ G(Zp) as in equation (1) is contained in I precisely if
(2) a+ij ∈ pZp, bij ∈ pZp, b1, . . . , bn ∈ pZp.
(5.2) An auxiliary Lemma. For any prime ℓ we set
T(Qℓ)
+ = {h ∈ T(Qℓ) : vℓ(α(h)) ≥ 0 for all α ∈ ∆}.
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Lemma. 1.) Let s ∈ T(Qp)+ and set
Vs = {1 + tαXα, α ∈ Φ
−, tα ∈ Zp/p
−vp(α(s))Zp} (⊆ B(Zp)).
Then, IsI =
⋃
v∈Vh
Isv.
2.) Let s1, s2 ∈ T(Qp)+. Then
Vs1s2 = Ad(s
−1
2 )(Vs1 )Vs2 .
Proof. 1.) Since IsI =
⋃
v Isv with v running over s
−1Is ∩ I\I, we have to show that Vs is a
system of representatives for s−1Is ∩ I\I. To this end, we set αij = ǫi − ǫj and βij = −ǫi − ǫj ,
1 ≤ i < j ≤ n and Φ1 = {αij , 1 ≤ i < j ≤ n} and Φ2 = {βij , 1 ≤ i ≤ j ≤ n}; hence,
Φ− = Φ1 ∪ Φ2. Since s−1xs = Ad(s−1)(x) and since Ad(s) acts on gα via α we obtain that
s−1Is ∩ I consists of all matrices g = (gij) ∈ I satisfying
(3) gij , gn+j,n+i ∈ p
−vp(αij(s)), 1 ≤ i < j ≤ n and gi+n,j, gj+n,i ∈ p
−vp(βij(s)), 1 ≤ i ≤ j ≤ n.
Now let g = (gij) ∈ I be arbitrary. We will perform two sets of elementary row operations to
transform g into the unit matrix.
a.) Multiplying g from the left by matrices of the form 1 + t(Eij − Ej+n,i+n) = (1 + tEij)(1 −
tEn+j,n+i) with 1 ≤ i < j ≤ n and t ∈ Zp/p−vp(αij(s))Zp, i.e. by performing (two) elementary row
operations we can achieve that all entries gij with 1 ≤ i < j ≤ n are contained in p−vp(αij(s))Zp.
(First eliminate the entries in the most right column in A−, then eliminate the entries in column
n−1 and so on; note that the δi = gii are units in Zp.) Analogously, multiplying from the left by
matrices 1 + t(En+i,j +En+j,i) = (1+ tEn+i,j)(1 + tEn+j,i) with i ≤ j and t ∈ Zp/p−vp(βij(s))Zp
we can achieve that gn+i,j ∈ p
−vp(βij(s))Zp for all 1 ≤ i ≤ j ≤ n. We note that the matrices by
which we multiplied are contained in Vs because they are contained in 1-parameter subgroups
corresponding to negative roots (namely αij , βij ; cf. the table in section (4.1)).
b.) Now, multiplying further from the left
- by matrices 1 + t(Eij − Ej+n,i+n) with i < j and t ∈ p−vp(αij(s)) we can achieve A− = 0
- by matrices 1 + t(Ei+n,j + Ej+n,i) with i ≤ j, t ∈ p−vp(βij(s)) we can achieve C = 0 and
c11 = 0, . . . , cnn = 0
- by matrices 1 + t(Eij − Ej+n,i+n) with i > j, p ∈ pZp, we can achieve A+ = 0
- by matrices 1 + t(Ei,j+n + Ej,i+n) with j ≥ i, p ∈ pZp, we can achieve B = 0 and b11 =
0, . . . , bnn = 0
- by matrices (δ−11 , . . . , δ
−1
n , δ1, . . . , δn), δi ∈ Z
∗
p, we can achieve δ1 = · · · = δn = 1.
We note that the matrices by which we multiplied are contained in I ∩ s−1Is by equations (2)
and (3). Since A = 1, the first relation in equation (1) in section 4 implies B = Bt, hence, B = 0.
The last relation in equation (1) in section 4 then implies D = 1 and the second relation in (1)
in section 4 finally implies C = Ct, hence, C = 0. Thus, we have found that
∏
j
kj
∏
i
vi g = 1
with certain kj ∈ I ∩ s−1Is and vi ∈ Vs. Thus, (
∏
vi)g is contained in s
−1Is∩I\I which shows
that Vs is a system of representatives for s−1Is ∩ I\I. Taking into account that the entries of a
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matrix g = (gij) ∈ s−1Is ∩ I satisfy equation (3) it is not difficult to verify that the elements in
Vs are different modulo s−1Is ∩ I. Thus, the proof of the first part is complete.
2.) Since Ad(s2)Xα = α(s2)Xα we find that
Ad(s−12 )(Vs1) = {1 + tαXα, α ∈ Φ
−, tα ∈ p
vp(α(s
−1
2 ))Zp/p
−vp(α(s1))+vp(α(s
−1
2 ))Zp}.
Since vp(α(s
−1
2 )) = −vp(α(s2)) and −vp(α(s1))+ vp(α(s
−1
2 )) = −vp(α(s1s2)) an easy calculation
yields the claim. This finishes the proof of the Lemma.
(5.3) The local Hecke algebra at p. We set
Dp = IT(Qp)
+I ≤G(Qp).
In the Proposition below we will see that Dp is a semigroup, hence, we can define the local Hecke
algebra
H(I\Dp/I)
attached to the pair (Dp, I). For any s ∈ T(Qp)+ we define the element Ts = IsI, i.e.
H(I\Dp/I) is the Z-linear span of the elements Ts, s ∈ T(Qp)+.
Proposition. 1.) Dp ≤G(Qp) is a semi group.
2.) For all s1, s2 ∈ T(Qp)+ we have Ts1Ts2 = Ts1s2 . In particular, the Hecke algebra I\Dp/I is
commutative.
Proof. 1.) We compute
Is1Is2I =
⋃
v∈Vs1
Is1vs2I =
⋃
v∈Vs1
Is1s2Ad(s
−1
2 )(v)I
Since s2 ∈ T(Qp)+ we know that vp(β(s
−1
2 )) ≤ 0 for all positive roots β. Hence, we obtain for
any v = 1 + tαXα ∈ Vs1 :
Ad(s−12 )(v) = 1 + tαα(s
−1
2 )Xα ∈ B(Zp) ⊂ I
(note that by definition of Vs1 the root α is negative). Thus, Ad(s
−1
2 )(v) ∈ I and we obtain
Is1Is2I = Is1s2I. Thus Dp is closed under multiplication.
2.) To prove the second claim we compute using part 2.) of the previous Lemma
Ts1Ts2 =
⋃
v∈Vs1 ,w∈V2
Is1vs2w =
⋃
v∈Vs1 ,w∈Vs2
Is1s2Ad(s
−1
2 )(v)w =
⋃
z∈Vs1s2
Is1s2z = Ts1s2 .
Thus, the proof of the Proposition is complete.
(5.4) The adelic Hecke Algebra. We fix an integer N which is not divisible by p. We select
a compact open subgroup U =
∏
ℓ 6=∞ Uℓ of G(Zˆ) and a sub semigroup D =
∏
ℓ 6=∞Dℓ of G(Af )
as follows. For all primes ℓ not dividing pN we set Uℓ = G(Zℓ) and Dℓ = G(Qℓ); at the prime p
we define Up = I and Dp = IT(Qp)
+I as in the previous section; for primes ℓ|N we only assume
that Uℓ ≤G(Zℓ) is compact open and det(Uℓ) = Z∗ℓ and we set Dℓ = Uℓ. We denote by
H(Uℓ\Dℓ/Uℓ) resp. H(U\D/U)
22
the local resp. global (adelic) Hecke algebra attached to the pair (Uℓ, Dℓ) resp. (U,D). We
exhibit a set of generators for H(U\D/U) as follows. We define
Σ+ℓ = {diag(ℓ
e1 , . . . , ℓen , ℓ−e1 , . . . , ℓ−en), ei ∈ Z, 0 ≤ e1 ≤ e2 ≤ · · · ≤ en}
if ℓ 6 |N and Σ+ℓ = {1} if ℓ|N . Thus, vℓ(α(h)) ≥ 0 for all h ∈ Σ
+
ℓ and all α ∈ ∆. Any element
T = UℓsUℓ in H(Uℓ\Dℓ/Uℓ) has a representative s ∈ Σ
+
ℓ (for primes ℓ not dividing Np this is
well known and for primes ℓ dividing Np this is immediate from the definition of Uℓ and Dℓ.) In
particular, the Z-algebra H(U\D/U) is generated by the following elements
(4) H(U\D/U) = 〈UsU, s ∈
⋃
ℓ
Σ+ℓ 〉.
Moreover, H(U\D/U) is commutative, because this holds locally at all primes: for primes ℓ 6 |Np
again this is well known, for primes ℓ|N this is trivial and for p this follows from (5.3) Proposition.
(5.5) The global (non-adelic) Hecke algebra. We set
Γ = U ∩G(Q) and ∆ = D ∩G(Q).
Thus, Γ satisfies the following local condition at the prime p:
(5) Γ ≤ I (≤ G(Qp)).
We note that U ⊂ D, hence, Γ ⊂ ∆. In the next Lemma we compare the Hecke algebras attached
to the pairs (D,U) and (∆,Γ)
Γ ⊂ ∆
∩ ∩
U ⊂ D.
(5.5.1) Lemma. The canonical map ΓαΓ 7→ UαU induces an isomorphism of rings
H(Γ\∆/Γ)→ H(U\D/U).
Proof. According to [M], Theorem 2.7.6, p. 72, we have to show that
i) D = ∆U
ii) UαU = UαΓ for all α ∈ ∆
iii) Uα ∩∆ = Γα for all α ∈ ∆.
i) is an immediate consequence of strong approximation which holds since det(U) = Zˆ∗. We prove
ii). The inclusion ”⊇” is obvious. To prove the reverse inclusion we note that UαU =
⋃
v Uαv,
where v runs over a system of representatives of α−1Uα ∩ U\U . Thus, we have to show that Γ
contains a system of representatives of α−1Uα∩U\U . Let u ∈ U be arbitrary. Since α−1Uα∩U ≤
G(Af ) is a compact open subgroup, strong approximation yields u = γv with γ ∈ G(Q) and
v ∈ α−1Uα ∩ U . Hence, γ = uv−1 is contained in U ∩G(Q) = Γ. Thus, γ is a representative of
the coset of u in α−1Uα∩U\U . It remains to verify that strong approximation holds with respect
to α−1Uα∩U , i.e. det (α−1Uα∩U) = Zˆ∗. It is sufficient to prove this locally for all primes ℓ. If
ℓ|N we know by definition of Uℓ, Dℓ that α ∈ Dℓ = Uℓ, hence, det(Uℓ ∩ α−1Uℓα) = Z∗ℓ because
the determinant is surjective on Uℓ. If ℓ 6 |N , then the Cartan decomposition in case ℓ 6 |Np and
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the definition of Dp show that α ∈ Dℓ can be written α = u1tu2 where u1, u2 ∈ Uℓ and t ∈ Dℓ
is a diagonal matrix. We obtain det(Uℓ ∩ α−1Uℓα) = det(Uℓ ∩ t−1Uℓt). Let λ ∈ Z∗ℓ arbitrary;
since s = diag(λ, 1, . . . , 1) ∈ Uℓ commutes with t we see that it is contained in Uℓ ∩ t
−1Uℓt.
Since det(s) = λ we obtain det(Uℓ ∩ α−1Uℓα) = Z∗ℓ . Thus, strong approximation holds and ii) is
proven. Finally, iii) is immediate since Γ is contained in U and in ∆ and since U ∩G(Q) = Γ.
Thus, the proof of the lemma is complete.
(5.5.2) Since the (adelic) Hecke algebra attached to (D,U) is commutative (cf. section (5.4)),
we obtain from the above Lemma that H(Γ\∆/Γ) is a commutative algebra. For s ∈ ∆ we set
Ts = ΓsΓ;
equation (4) in (5.4) and (5.5.1) Lemma imply that H(Γ\∆/Γ) is generated by the following
elements
H(Γ\∆/Γ) = 〈ΓsΓ, s ∈
⋃
ℓ
Σ+ℓ 〉
(note that Σ+ℓ ⊆ ∆ for all primes ℓ). We define the element
hp = diag(p
1, p2, . . . , pn, p0, p−1, . . . , p−n+1) ∈ Σ+p ,
hence, α(hp) = p for all α ∈ ∆ and we denote the corresponding Hecke operator by
Tp = Thp = ΓhpΓ.
Since Tp maps to IhpI ∈ H(I\Dp/I) ≤ H(U\D/U) under the isomorphism in (5.5.1) Lemma,
(5.3) Proposition part 2.) implies that
(6) T ep = T
e
hp = Thep .
(5.6) The Hecke algebra H. We define the Z-algebra HZ as the Z-subalgebra of H(Γ\∆/Γ)
which is generated by the Hecke operators Ts with s ∈
⋃
ℓ 6|NpΣ
+
ℓ ∪ {hp}; hence,
HZ ∼=
⊗
ℓ 6|Np
H(Uℓ\Dℓ/Uℓ)⊗ Z[Tp].
We set
Σ+ :=
∏
ℓ 6|Np
Σ+ℓ · {h
m
p , m ∈ N0}.
As a Z-module, HZ then is generated by the operators Ts with s ∈ Σ+. Finally, we put H =
H⊗Z Q¯p and HO = HZ ⊗O.
6 The cohomology groups Hλ (attached to the Siegel upper
half plane)
We recall the normalization of the Hecke operators which leads to an action of the Hecke algebra
on the p-adically integral cohomology. We also state the simple topological trace formula of
Bewersdorff.
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(6.1) Normalization of Hecke algebra representations. We keep the notations from
section 5. In particular, Γ = U ∩ G(Q) ≤ G(Z) with U ≤ G(Zˆ) defined as in (5.4) and
HZ ∼=
⊗
ℓ 6|NpH(Uℓ\Dℓ/Uℓ) ⊗ Z[Tp] is the Hecke algebra defined in (5.6). To ensure that the
Hecke algebra later will act on p-adically integral cohomology, we have to normalize the action of
the Hecke algebra. This depends on a choice of a dominant character λ ∈ X(T). We first define
a Z- algebra morphism
ϕλ = ⊗ℓ 6|Nϕℓ : HZ → HZ
T 7→ {T }λ
as follows. For all primes ℓ 6 |Np we denote by ϕλ,ℓ : H(Uℓ\Dℓ/Uℓ)→ H(Uℓ\Dℓ/Uℓ) the identity
map. At the prime p we note that H(Up\Dp/Up) = Z[Tp] is a polynomial algebra generated by
Tp. We define ϕλ,p : H(Up\Dp/Up)→ H(Up\Dp/Up) by sending Tp = Thp to {Tp}λ := λ(hp)Tp.
Equation (6) in (5.5) implies that ϕλ(Thep) = ϕλ(T
e
p ) = λ(h
e
p)T
e
p . Moreover, since λ is dominant
and hp ∈ Σ
+
p we obtain λ(hp) ∈ Z, hence, ϕλ(Tp) = λ(hp)Tp ∈ HZ and ϕλ is defined over Z.
Tensoring with Q¯p we obtain a Q¯p-algebra morphism
ϕλ : H → H
which is defined over O.
Let H be a H-module. We define the λ-normalization ”·λ” of the action of H on H by composing
the H-module structure on H with the Q¯p-algebra morphism ϕλ, i.e.
T ·λ v = {T }λv (T ∈ H, v ∈ H).
Thus,
Th ·λ v = Thv if h ∈ Σ
+
ℓ , ℓ 6 |Np and T
e
p ·λ v = λ(h
e
p)T
e
p v.
(6.2) The Cohomology groups. We select a maximal compact subgroupK∞ of the connected
component of the identity of G(R) and we denote by X = G(R)/K∞Z(R) the symmetric space.
We denote by Lλ the sheaf on Γ\X¯ attached to the irreducible G(Q¯p)-module Lλ of highest
weight λ ∈ X(T) (cf. (4.3)). The cohomology groups
Hλ = H
d(Γ\X,Lλ)
then are modules under the Hecke algebra H. From now on, by d = dn we will always understand
the middle degree of the locally symmetric space Γ\X . We denote by
Hλ,O = H
d(Γ\X,Lλ)int
the image of Hd(Γ\X,Lλ(O)) in Hd(Γ\X,Lλ). Hd(Γ\X,Lλ)int is a O-lattice in Hd(Γ\X,Lλ).
On the other hand, the normalized Hecke operators λ(h)Th, h ∈ Σ+, act on cohomology with
integral coefficients Hd(Γ\X,Lλ(Z)) (cf. e.g. the proof of (7.2) Lemma below; cf. also [Ma 1],
(5.4) Lemma for more details). If h ∈ Σ+ℓ with ℓ 6 |Np then λ(h) ∈ O
∗ is a p-adic unit, hence,
the not normalized Hecke operator T (h) already acts on cohomology with p-adically integral
coefficients Hd(Γ\X,Lλ(O)). Thus, we only have to normalize the Hecke operator at the prime
p i.e. we obtain that w.r.t. the λ-normalized action the Hecke algebra HO acts on cohomology
with p-adically integral coefficients and hence, acts on Hd(Γ\X,Lλ)int. Thus, Hλ is a finite
dimensional H-module which is defined over O with respect to the lattice Hλ,O.
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(6.3) Slope subspace of cohomology. We define the slope ≤ β subspace
H≤βλ = H
d(Γ\X,Lλ)
≤β
with respect to the action of the normalized Hecke operator {Tp}λ = λ(hp)Tp. In [Ma 1], 6.5
Theorem it is proven using only elementary means from representation theory that there are
natural numbers M(β), β ∈ Q≥0, s. t.
(1) dimH≤βλ ≤
1
2
M(β) for all dominant λ ∈ X(T) and all β ∈ Q≥0.
Hence, the assumptions in (3.6) are satisfied.
(6.4) A simple topological Trace Formula. We denote by ∼Γ the equivalence relation on
G(Q) defined by conjugation, i.e. x ∼Γ y, x, y ∈ G(Q), precisely if x, y are conjugate by an
element γ ∈ Γ and we denote by [Ξ]Γ = [Ξ] the conjugacy class of Ξ ∈ G(Q).
Theorem (cf. [B]). Let h ∈ Σ+. There are integers c[Ξ] ∈ Z, [Ξ] ∈ ΓhΓ/ ∼Γ, such that the
following holds. For all irreducible representations Lλ we have
(2) tr (Th|H
d(Γ\X,Lλ)) =
∑
[Ξ]∈ΓhΓ/∼Γ
c[Ξ] tr (Ξ
−1|Lλ).
Proof. This is a direct consequence of 2.6 Satz in [B] taking into account that for regular weight
λ the cohomology of Γ\X vanishes in all degrees except for the middle degree d
(6.5) Remark. 1.) We would like to emphasize that the proof of the simple trace formula of
Bewersdorff is elementary. The only deeper ingredient is the existence of a good compactification
of Γ\X , which is the Borel-Serre compactification. Apart from that the proof only uses very
general and basic principles of algebraic topology. (In [B], the formula in equation (2) only
serves as a starting point for further investigations).
2.) The terms appearing on the geometric side of Bewersdorff’s trace formula are the archimedean
components of orbital integrals on the symplectic group.
7 Verification of Identity (†) in section (3.7)
We show that the family of cohomology groups (Hd(Γ\X,Lλ)) satisfies equation (†) in (3.7).
This is the main technical work. Use of Bewersdorff’s trace formula reduces the verification of
equation (†) to congruencs between values of irreducible characters and use of the Weyl character
formula further reduces to a problem about conjugacy of certain symplectic matrices with which
we shall begin.
We keep the notations from section 6. In particular, Γ = G(Q) ∩ U ≤ G(Z) is an arithmetic
subgroup as in (5.4), hence, Γ ≤ I (≤ G(Qp)) and HO = H(Γ\∆/Γ) ⊗ O is the Hecke algebra
defined in(5.6); in particular Tp = Thp , where hp is the diagonal matrix defined in (5.5.2).
(7.1) Lemma. Let γ ∈ Γ and h ∈ T(Zp). The matrix h−1h−ep γ
−1 ∈ G(Qp) ≤ GL2n(Qp),
e ∈ N, is G(Q¯p)-conjugate to a diagonal matrix
ξ = diag(ξ1, . . . , ξ2n) ∈ T(Qp)
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satisfying vp(α(ξ)) = −e for all α ∈ ∆.
Proof. We proceed in several steps.
a.) We begin by writing γ = (γij) and h = diag(h1, . . . , h2n); note that the entries of h as well
as the diagonal entries γii of γ are p-adic units. We set
hp = diag(p
(n−1)e, p(n−2)e, . . . , p0, pne, p(n+1)e, . . . , p(2n−1)e),
hence, hp differs from h
−e
p by a scalar multiple p
ne and has integer entries. In particular, the
matrices h−1h−ep γ
−1 and A = h−1hpγ
−1 differ by a scalar factor pne, hence, we may replace
h−1h−ep γ
−1 by A. We denote by
χ(T ) = T 2n + c1T
2n−1 + · · ·+ c2n ∈ Qp[T ]
the characteristic polynomial of A. We write A = (aij). Since γ
−1 ∈ Γ ≤ I, we obtain
(1) vp(aij) ≥
{
(n− i)e i ≤ n
(i − 1)e i > n.
More precisely, we find
(2) vp(aii) =
{
(n− i)e i ≤ n
(i− 1)e i > n
and
(3) vp(aij) ≥
{
(n− i)e+ 1 i ≤ n
(i − 1)e+ 1 i > n
if aij is one of the entries ”µij , ρij or µ
′
ij” below, i.e. if (j < i ≤ n) or (i ≤ n and j > n) or
(i, j > n and j > i)
(4) A =


τ1 βij |
. . . | ρij
µij τn |
− − − − − − −
| τn+1 µ′ij
∗ |
. . .
| β′ij τ2n


.
We recall that
χ(T ) = det (A− T I) =
∑
π∈S2n
sgn(π)
∏
i
(ai,π(i) − δi,π(i)T ).
A permutation π ∈ S2n contributes to ci (i.e. the summand corresponding to π contributes in
degree T 2n−i) only if π has at least 2n − i fixed points. We denote by Fix(π) the set of fixed
points of π and obtain
ci =
∑
pi∈S2n
|Fix(pi)|≥2n−i
∑
I⊆Fix(pi)
|I|=2n−i
sgn(π)
2n∏
i=1
i6∈I
aiπ(i).
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In particular, the coefficient ci of χ is a sum of terms of the form
(5) ±
∏
i∈J
aiσ(i),
where J ⊆ {1, . . . , 2n} is a subset of cardinality i and σ ∈ Sym(J) is a permutation of J (J is
the complement of I; note that π(I) = I, hence, the complement J of I too is π-invariant and
σ = π|J is the restriction of π ).
b.) We select i ∈ {1, . . . , 2n} and look closer at the coefficient ci. We first assume i ≤ n and we
define the subset Jmin = {n−i+1, n−i+2, . . . , n}; note that |Jmin| = i and let σ ∈ Sym(Jmin). If
σ = idJmin then (5) yields a term which has p-adic value e
∑i−1
k=0 k by equation (2). If σ 6= idJmin
then σ picks at least one entry ”µij” below the diagonal (cf. equation (4)) which is divisible by
one more p (cf. equation (3)) and, hence, the p-adic value of the term in equation (5) is larger
than e
∑i−1
k=0 k. Thus, ∑
σ∈Sym(Jmin)
(±1)
∏
i∈Jmin
aiσ(i)
has p-adic value e
∑i−1
k=0 k. If J 6= Jmin with |J | = i, then equation (1) implies that
∏
i∈J aiσ(i)
has p-adic value bigger than e
∑i−1
k=0 k for any σ ∈ Sym(J). Thus, we obtain
vp(ci) = e
i−1∑
k=0
k, i = 1, . . . , n.
Next we assume i > n and we define the subset Jmin = {1, . . . , n, . . . , i}. We claim: if σ ∈
Sym(Jmin) is not the identity then there is i0 ∈ Jmin such that
(6) vp(ai0,π(i0)) ≥
{
(n− i0)e+ 1 if i0 ≤ n
(i0 − 1)e+ 1 if i0 > n.
To prove the claim we assume that σ ∈ Sym(Jmin) is a permutation such that equation (6) does
not hold. Equation (3) then implies that σ(i) ≤ n for all i ≤ n (”ρij” has p-adic value greater
than or equal to (n− i)e+ 1). Thus, σ maps {1, . . . , n} to itself and also maps {n+ 1, . . . , i} to
itself, i.e. σ defines permutations σ|{1,...,n} resp. σ|{n+1,...,i} of {1, . . . , n} resp. of {n+ 1, . . . , i}.
Since equation (6) does not hold, equation (3) further implies that σ|{1,...,n} and σ|{n+1,...,i} are
the identity. Hence, σ is the identity which proves the claim. As above we then obtain for all
σ ∈ Sym(Jmin), σ 6= id, that
vp(
∏
j∈Jmin
ai,σ(i)) > vp(
∏
i∈Jmin
ai,i) = e
i−1∑
k=0
k.
Thus,
vp(
∑
σ∈Sym(Jmin)
(±1)
∏
i∈Jmin
aiσ(i)) = e
i−1∑
k=0
k,
As in the case i ≤ n equation (1) implies that for any J 6= Jmin, |J | = i, and any σ ∈ Sym(J)
vp(
∏
i∈J
aiσ(i)) > e
i−1∑
k=0
k.
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Thus,
vp(ci) = e
i−1∑
k=0
k
for all i = n+ 1, . . . , 2n. Hence, this holds for all i = 1, . . . , 2n.
c.) In particular, the Newton polygon of χ consists of 2n segments which have slopes
0, e, 2e, . . . , (2n − 1)e. Thus, there are 2n roots λ′1, . . . , λ
′
2n ∈ Q¯p of χ which have p-adic
valuations 0, e, 2e, . . . , (2n − 1)e. Since h−1h−ep γ
−1 and A differ by a scalar factor pne, we
deduce that h−1h−ep γ
−1 has 2n pairwise different eigenvalues λ1, . . . , λ2n with p-adic values
−ne,−(n− 1)e, . . . , (n− 1)e.
d.) We claim that χ splits over Qp as a product of linear factors. In fact, if χ does not split
completely then there is an irreducible factor of χ of degree ≥ 2, hence, there are roots λi, λj
which are conjugate by an automorphism σ ∈ Aut(Q¯p/Qp). This would imply that λi, λj have
the same p-adic value which is a contradiction. Thus, χ is split over Qp, hence, all roots λi are
contained in Qp.
e.) In c.) we have seen that the image of h−1h−ep γ
−1 under G(Qp) ⊆ GL2n(Qp) has 2n different
eigenvalues. Thus, h−1h−ep γ
−1 is a semi simple element in GL2n(Qp) and, hence, in G(Qp). In
particular, h−1h−ep γ
−1 is (G(Q¯p)-)conjugate to an element
ξ = diag(ξ1, . . . , ξ2n)
in T(Q¯p). Since conjugate matrices in GL2n(Qp) have the same eigenvalues, c.) implies that ξ ∈
Qp and the p-adic values of the ξi ∈ Qp are contained in the sequence −ne,−(n−1)e, . . . , (n−1)e.
Conjugating the regular element ξ ∈ T(Qp) with a suitable element in the Weyl group W of G
we may assume that vp(α(ξ)) < 0 for all α ∈ ∆. This then implies that
(vp(ξ1), . . . , vp(ξ2n)) = (−e,−2e, . . . ,−ne, 0, e, . . . , (n− 1)e)
which shows that vp(α(ξ)) = −e for all simple roots α. This completes the proof of the Lemma.
Remark. The entries ξi of ξ are even algebraic integers (contained in Qp).
(7.2) Lemma. Let λ ∈ X(T) be algebraic and dominant. Then, for any γ ∈ Γ and h ∈ Σ+ (⊆
T(Q)) we have
λ(hhep) tr(πλ(h
−1h−ep γ
−1)|Lλ) ∈ Z.
Proof. Since hhepγ ∈ G(Q) we know that πλ(hh
e
pγ) leaves Lλ(Q) invariant. The subspace Lλ(Z)
decomposes
Lλ(Z) =
⊕
µ
Lλ(µ,Z),
where µ ∈ X(T) runs over all weights of the form
(7) µ = λ−
∑
α∈∆
cαα
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with cα ∈ N0 for all α ∈ ∆ and where T(Q) acts on Lλ(µ,Z)⊗Q via µ:
tvµ = µ(t)vµ
for all t ∈ T(Q) and all vµ ∈ Lλ(µ,Z)⊗Q. In particular, if µ is as in equation (7) then we obtain
(8) λ(hhep)πλ(h
−1h−ep )vµ =
∏
α∈∆
α(hhep)
cα .
Since h ∈ Σ+ we obtain α(h) ∈ Z and equation (8) implies that λ(hhep)πλ(h
−1h−ep γ
−1) leaves
Lλ(Z) invariant which yields the claim (note that γ ∈ G(Z)). Thus, the proof of the lemma is
complete.
(7.3) We denote by hα the coroot corresponding to the root α and for any root α and any
λ ∈ X(T) we set 〈λ, α〉 = λ(hα). We further denote by ωα the fundamental dominant weights
corresponding to the basis ∆ and W is the Weyl group of G. We also write ρ for the half sum
of the positive roots and we put w · λ = w(λ + ρ)− ρ.
Lemma. Let λ ∈ X(T) be a dominant character. For any w ∈ W, w 6= 1, we obtain
w · λ = λ−
∑
α∈∆ cαα, where cα = cα,w ∈ N0 and
cα0 ≥
〈λ, α0〉
2
for at least one root α0 ∈ ∆.
Proof. Since wλ is a weight of the irreducible G-module of highest weight λ we know that
wλ = λ−
∑
α∈∆
bαα
for certain bα ∈ N0. Since λ is dominant we may write λ =
∑
α∈∆ dαωα where dα = 〈λ, α〉 ∈ N0.
On the other hand, w 6= 1 implies that wλ is not contained in the Weyl chamber corresponding
to the basis ∆, hence, 〈wλ, α0〉 ≤ 0 for some root α0 ∈ ∆. We obtain
0 ≥ 〈wλ, α0〉 = 〈
∑
α∈∆
dαωα −
∑
α∈∆
bαα, α0〉 = dα0 −
∑
α∈∆
bα〈α, α0〉.
Since 〈α, α0〉 = α(hα0) = 2 if α = α0 and 〈α, α0〉 ≤ 0 if α 6= α0 this yields 0 ≥ dα0 − 2bα0 . Thus,
bα0 ≥
1
2
dα0 =
1
2
〈λ, α0〉.
Since w · λ = wλ+ wρ− ρ and
wρ− ρ = −
∑
α∈Φ+
α∈wΦ−
α
this yields the claim and the Lemma is proven.
(7.4) Congruences between characters values for different weights. Using the Weyl
character formula we obtain the following congruences between character values of irreducible
algebraic representations of G for varying highest weights.
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Proposition. Let λ, λ′ ∈ X(T) be dominant characters and let C ∈ Q>0 such that 〈λ, α〉 > 2C
and 〈λ′, α〉 > 2C for all α ∈ ∆. If λ ≡ λ′ (mod (p− 1)pmX(T)), then for any Γ-conjugacy class
[Ξ]Γ ⊆ Γhh
e
pΓ, e ∈ N, h ∈ Σ
+ the following congruence holds
λ(hhep)tr (Ξ
−1|Lλ) ≡ λ
′(hhep)tr (Ξ
−1|Lλ′) (mod p
min(m+1,Ce)).
Proof. We note that by (7.2) Lemma
λ(hhep)tr (Ξ
−1|Lλ), λ
′(hhep)tr (Ξ
−1|Lλ′) ∈ Z.
We may assume that the representative Ξ of the Γ-conjugacy class [Ξ]Γ ⊆ ΓhhepΓ is of the form
Ξ = γheph for some γ ∈ Γ. By definition of Σ
+ we may write h = h(p)h
c
p with h(p) ∈
∏
ℓ 6|NpΣ
+
ℓ ⊆
T(Zp) and c ∈ N0. Hence,
Ξ = γh(p)h
e′
p
with e′ = e + c ≥ e(> 0). Thus, (7.1) Proposition implies that Ξ−1 is G(Q¯p)-conjugate to an
element ξ ∈ T(Qp) satisfying
(9) vp(α(ξ)) = −e
′
for all α ∈ ∆. Using the Weyl character formula we therefore obtain
∆(ξ) · tr (Ξ−1|Lλ) =
∑
w∈W
(−1)ℓ(w) (w · λ)(ξ),
where
∆(ξ) =
∏
α∈Φ+
(1 − α−1(ξ)).
Note that equation (9) implies that ∆(ξ) is a p-adic unit, hence, ∆(ξ) 6= 0. Using (7.3) Lemma
we can write
w · λ = λ−
∑
α∈∆
cα,wα
with cα,w ∈ N0 and cαw ,w ≥ 〈λ, αw〉/2 for some root αw ∈ ∆. We obtain
λ(hhep) tr (Ξ
−1|Lλ) =
λ(hhepξ)
∆(ξ)

1 +∑
w 6=1
sgn(w)
∏
α∈∆
α(ξ)−cα,w

 .
Since vp(α
−1(ξ)) = e′ ≥ 1 for all α ∈ ∆ we find that ∆(ξ) ∈ Zp is a p-adic unit. Moreover, for
any α ∈ ∆ we have vp(α(hh
e
p)) = e
′, hence,
vp(α(hh
e
p)) = −vp(α(ξ))
for all α ∈ ∆. In particular, this equality holds for all β contained in the root lattice of G and
since a (integral) multiple of any integral weight is contained in the root lattice we obtain
vp(χ(hh
e
p)) = −vp(χ(ξ))
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for all χ ∈ X(T). Thus, χ(hhepξ) ∈ Z
∗
p is a p-adic unit. In particular, λ(hh
e
pξ) is a p-adic unit.
Taking into account that cα,w ≥ 0 for all α ∈ ∆, w ∈ W and that cαw ,w ≥ 〈λ, αw〉/2 ≥ C we
thus obtain using equation (9)
(10) λ(hhep) tr (Ξ
−1|Lλ) ≡
λ(hhepξ)
∆(ξ)
(mod pCe
′
Zp).
Since λ ≡ λ′ (mod (p− 1)pmX(T)) there is a χ ∈ X(T) such that λ− λ′ = (p− 1)pmχ. Taking
into account that χ(hhepξ) is a p-adic unit this yields
λ(hhepξ)
λ′(hhepξ)
= χ(hhepξ)
(p−1)pm ∈ 1 + pm+1Zp.
Hence,
λ(hhepξ) ≡ λ
′(hhepξ) (mod p
m+1Zp).
Together with equation (10) which also holds with λ replaced by λ′ we obtain
λ(hhep) tr (Ξ
−1|Lλ) ≡ λ
′(hhep) tr (Ξ
−1|Lλ′) (mod p
min(m+1,Ce′)Zp).
Since e′ ≥ e this completes the proof.
(7.5) Congruences for Hecke operators in different weights. Let β ∈ Q≥0. For any pair
of dominant characters λ, λ′ ∈ X(T) we denote by eλ,λ′ = e
≤β
Hλ,Hλ′
the approximate idempotent
projecting to the slope ≤ β subspaces of Hλ and Hλ′ as defined in (3.2); {eλ,λ′}λ resp. {eλ,λ′}λ′
then is the approximate idempotent projecting to the slope subspaces H≤βλ and H
≤β
λ′ which are
now defined with respect to the normalized action of Tp ∈ H (cf. (6.3)).
Theorem. Let C ∈ Q>0. Assume that the dominant characters λ, λ′ ∈ X(T) satisfy
• 〈λ, α〉 > 2C and 〈λ′, α〉 > 2C for all α ∈ ∆.
• λ ≡ λ′ (mod (p− 1)pmX(T)).
Then for all Hecke operators T ∈ HO and all slopes β ∈ Q≥0 the following congruence holds:
tr ({e
⌈m+1
C
⌉
λ,λ′ T }λ|Hλ) ≡ tr ({e
⌈m+1
C
⌉
λ,λ′ T }λ′ |Hλ′) (mod p
),
where
 = (1−
βM(β)
C
)(m+ 1)− βM(β).
Proof. SinceHO is generated asO-module by the Hecke operators Th, h ∈ Σ+ (cf. (5.6)), we may
assume that T = Th for some h ∈ Σ+. We write h = hfph(p) with f ∈ N0 and h(p) ∈
∏
ℓ 6|NpΣ
+
ℓ
and we set L = ⌈m+1C ⌉. We recall that eλ,λ′ = p(Tp), where the polynomial p =
∑t
e=1 ceX
e
satisfies the following properties: its degree t is bounded by M(β), its constant term p(0) = 0
and S(p) ≥ −β (cf. (3.3) Lemma). Since {eλ,λ′}λ = p({Tp}λ) we obtain
{eLλ,λ′Th}λ = {eλ,λ′}
L
λ{Th}λ = p
L({Tp}λ){Th}λ =
tL∑
e=L
be{Tp}
e
λ{Th}λ,
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where vp(be) ≥ −eβ. Since {Tp}eλ = λ(h
e
p)T
e
p , {Th} = λ(h
f
p )Th and ThT
e
p = ThThep = Thhep this
yields
{eLλ,λ′Th}λ =
tL∑
e=L
beλ(h
e+f
p )Thhep .
Applying the Topological trace formula of Bewersdorff (cf. (6.4) Theorem) we obtain
(3) tr ({The
L
λ,λ′}λ|Hλ) =
tL∑
e=L
be λ(h
e+f
p ) tr (Thhep |H
d(Γ\X,Lλ))
=
tL∑
e=L
be λ(h
e+f
p )
∑
[Ξ]∈ΓhhepΓ/∼Γ
c[Ξ] tr (Ξ
−1|Lλ).
Let [Ξ] ∈ ΓhhepΓ/ ∼Γ. Since λ−λ
′ ∈ (p−1)pmX(T) we know that λ′(h(p))λ(h(p))
−1 ∈ 1+pm+1Zp
and (7.4) Proposition implies (note that e ≥ L ≥ 1)
(4) λ(he+fp ) be tr (Ξ
−1|Lλ) ≡ λ
′(he+fp ) be tr (Ξ
−1|Lλ′) (mod p
§),
where
§ = min(m+ 1, Ce)− eβ
(note that vp(be) ≥ −eβ). Since e ≥ L ≥ (m+1)/C we obtain Ce ≥ m+1. Hence, § = m+1−eβ.
Recalling that e ≤ tL, t ≤M(β) and L ≤ m+1C + 1 we further obtain
§ ≥ (1−
βM(β)
C
)(m+ 1)− βM(β).
Thus, equation (3) (which also holds with λ replaced by λ′) and equation (4) yield the claim.
This completes the proof of the Proposition.
(7.6) p-Adic families of Siegel eigen classes. We select a slope β ∈ Q≥0. The above
Theorem immediately implies that the family of H-modules (Hλ) = (H
d(Γ\X¯,Lλ)) satisfies
equation (†) in (3.7), where a′ = 1C , a = 1−
βM(β)
C , b = −βM(β). Thus, (3.7) Proposition yields
the existence of p-adic continuous families of finite slope with (to simplify, we may omit a factor
”2”)
(5) a =
1
M(β)
min (a,
a′
M(β + 1)
) and b = −β − (M(β) + 2) logp(M(β)).
We want to choose C > 0 such that a becomes large. To this end we set
C = C(β) = βM(β) +
1
M(β + 1)
and obtain
(6) a =
1
(1 + βM(β + 1)M(β))M(β)
.
Since with the above choice of C(β) the numbers a′/M(β + 1), a and b are decreasing in β
the assumptions of (3.7) Proposition are satisfied. We denote by E(λ)β = E(Hαλ) the set of all
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characters Θ : H → Q¯p which are defined over O and such that the corresponding eigenspace
Hd(Γ\X,Lλ)β(Θ) w.r.t the normalized action of H does not vanish. We then obtain from (3.7)
the following
(7.7) Corollary. Let β ∈ Q≥0.
1.) dimHd(Γ\X¯,Lλ)β is locally constant, i.e. there is D = D(β) only depending on β such that
λ ≡ λ′ (mod (p− 1)pDX(T)) implies
dimHd(Γ\X¯,Lλ)
β = dimHd(Γ\X¯,Lλ′)
β
2.) Any Θ ∈ E(λ0)β fits in a p-adic continuous family of eigencharacters of slope β, i.e. there
are Θλ ∈ E(λ)β such that Θλ0 = Θ and λ ≡ λ
′ (mod (p− 1)pmX(T)) implies
Θλ ≡ Θλ′ (mod p
a(m+1)+b);
here, a and b as in equation (5) and (6) and λ runs over all dominant characters satisfying
〈λ, α〉 > 2βM(β) + 2 for all simple roots α.
Remark. The congruence between two eigencharacters Θλ and Θλ′ is non trivial only if a(m+
1) + b > 0, i.e. only if
m+ 1 > E(β) = (−b+M(β)(M(β) + 2) logpM(β))(1 + βM(β + 1)M(β)).
Thus, only the existence of the family (Θλ) with λ ≡ λ0 (mod pE(β)) is a non trivial statement.
Note thatM(β)→∞ if β →∞ and that we may assumeM(β) ≤M(β+1); these two statements
imply that E(β) ∼M(β + 1)4 logpM(β + 1) for β →∞.
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