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1. IN~R~DLJ~TI~N 
In a paper entitled, “Stability in General Control Systems,” Roxin [I] 
introduced an approach which was based on the representation of control 
systems by means of their reachability sets. The motivation for his approach 
lies in the simple fact that the solution to a control problem may be considered 
to be precisely that set valued function of the initial state and time and of the 
final time whose elements are all the possible values of the final state at the 
final time. It is, therefore, natural to attempt and study properties of control 
problems using only intrinsic properties of their solutions. 
Roxin, however, was mainly interested in questions related to stability 
of control systems. In this work we shall be concerned more with problems 
related to the optimal control of dynamic control systems and with the geo- 
metry of the reachability sets. In particular, our main result Theorem (11.2) 
states that the imposition of a certain kind of shift invariance on the “reacha- 
bility sets” together with mild continuity constraints is sufficient to guarantee 
convexity of the latter and allows us to obtain a complete characterization 
of what turns out to be the linear optimal control problem. 
2. STATEMENT OF PROBLEM 
We shall concern ourselves with problems of the following type: 
Find a function u(t) defined on the positive real line R+, which maximizes 
the expression 
Jc4.N = pw, 4 W) 4 (1) 
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where x(t) is a time function with values in a subset S of a linear topological 
space X and satisfies the equation 
u(t) belongs to a given set Q and the functions f O and f defined on 
X x R+ x Sz take on values in R and X, respectively. Adopting the con- 
vention sup + = - co and assuming f O to be uniformly bounded in u for 
each x we may define f  O/(x, t, v) by: 
f  O’(x, t, v) = sup {f 0(x, t, u) : f  (x, t, u) = v} 
and assign a cost directly to trajectories 
FLz,bl(X(')) = jbf O’(x(t), t, k(t)) 4 
a 
where the integral of - co over a set of zero measure is defined to be zero. 
Clearly, whenever a < b ,< c, 
Fhwl(x(*)) = Fhbl(X(‘)) + F~b&+(‘))~ (2) 
Let 3 = XR+ be the space of all real valued functions from R+ to X. 
The general control problem may be stated as follows: Given a functional 
FL~,~J(.) defined on 9 and satisfying (2), find an element x(m) E 3 such that 
x(u) = w(b) = y andFra,,l(x(-)) is maximized. Functionals satisfying (2) will 
be referred to as profit functionals or control processes. 
3. REFORMULATION OF~ROBLEM,THE PROFIT FUNCTION 
Let Fr.,.l(-) be a profit functional. We now consider a function cn defined 
in the following manner for all integers n and for all 
= sup p%l,,*l(x(9) : 4%) = x0 , 44) = Xl ,***, 4%) = x,+1) (1) 
where, again, we define sup+ = -- CO. We shall also assume throughout 
this work that cT1 ,.,. t,(~l ,..., x,) < co for all tl ,... tn , x1 ,..., x, . It is easy 
to verify now that whenever Fc.,.l(*) satisfies (2.2) the following hold: 
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The property stated in (2.6) is un f d amental to the study of optimal control 
processes. It expresses the principle of optimality of dynamic programming 
and imposes a semi-group structure on the transformation Tt,,t, defined 
for all uniformly bounded functions ct,+&*;) on the space 
7v={g:g(*):X+Ru(-co},g(.)<N<oo} 
by the relation: 
Tt,.t,(d (r) = “YP [Ctl.t,(Y, s) + g(a)l* 
Specifically, Ttl, tl satisfies: 
T t1.h = Ttl,tJt2,ta . 
We shall study problems of the following type: Given a semi-group of 
operators of the form (3) above, when does it have an infinitesimal generator 
and what form does such a generator have. We may note in passing the formal 
similarity between (2) and the Chapman Kolmogorov equation [2] encounter- 
ed in the study of Markov processes. Some of the conclusions of this work 
may be drawn by an appropriate analogy with the latter [3]. Functions satis- 
fying (2) will be referred to as Markov transition profit functions (m.t.p.f.). 
4. THE PROFIT FUNCTION: CONTINUITY PROPERTIES 
In order to obtain some of our results, it is necessary to assume that the 
m.t.p. function c&X, r) is upp er semicontinuous in x and y. In this section, 
the physical meaning and some implications of this requirement will be 
studied. 
In all that follows, we shall assume that the state space X is a locally convex 
Hausdorff linear topological space. 
For any function f(a), f : X + R we define f(a) to be the smallest upper 
semicontinuous function dominating f. If f depends on more than one 
variable, we denote by (f(x, *)) (y) the value of f(x, .) at y. We may now 
utilize the fact [4] that f(xO) = inf, supZENf (x), where N is an arbitrary 
neighborhood of x0 to obtain: 
LEMMA 1. Let 
Then 
ctl,t&>r> = sup v?tl,talW> : X(h) = x9 x(h) = Y)- 
G,.&,Y) = ys;y$tF tt t 164.)) : x(h) E x + M, x(h) EY + N 1, * 
and N, M are neighborhoods of the origin in X}. 
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PROOF. Since 
~t&o , Yo) = j$ sj$J h,.&Y) : x E x0 + NY EYO + M> N ilff 
I , 
neighborhoods of the origin in X} 
Lemma 1 implies that the function that is of interest to us is E,~,~,(*, *) 
rather than ct,, te(*, *) since some inexactitude will appear both in the observa- 
tion of the initial state and the control of the final state. By Lemma 1, ftI, t,( ., .) 
takes into account such inexactitudes. 
It is still not clear, however, what conditions on c~~,~~(x, y) will make 
z~~,,,(x, y) a m.t.p.f. The following two lemmas will help us state such 
conditions. 
LEMMA 2. Let c tl,tz(*, -1 be a m.t.P.f. If 
G1, t2(-9 4) (4 = q, t&9 4 and “t1. t,(% *I) (4 = &I. t*(X, 4 
then 
G,*t,(x, Y> 3 SUP [G&(X, 4 + Et,, t&9 Y>l- * 
PROOF, Since c~~,~,(*, *) is a m.t.p.f., 
Ct1.tac5 Y> 3 Ctl.t2(x, 4 + G,&(% Y>- 
Taking the upper semicontinuous hull of both sides first with respect to X, 
= ft&, -4 + Ct2.tg(% Yh 
and then with respect to y, 
we obtain the desired result. 
LEMMA 3. Let gl(w, v) and g,(v, z) be two upper semicontinuous functions 
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with values in R u {- a}. Zfg.Jv, z) < K < co and {w ~- v  : g,(w, v) 3 3 
is a compact for every a, the funcction 
“!P kl(Wl4 + g,(% 41 
is upper semicontinuous in (w, 2). 
PROOF. We wish to show that the set 
9 = {(w, 2) : S;P [g&4 4 fgdv 41 3 4 
is closed for all a. Thus it is enough to show that if (w,, , z,,) is a limit point 
of P, that there exists some v,, such that 
gl(wo , uo) + g2(vo y x0) t a. 
Let N, M be any neighborhoods of the origin in X, and let the set S,,, 
be defined as follows: 
~N,~={(~--):gl(w,v)+gz(v,~)ba,w~wo+N,~~~o+M). 
Since (w,, , zs) is a limit point of Sa, there exists w1 E ws + N, .zl E z,, + M 
such that 
s;p [gr(w, Y 4 + g&, 41 > a. 
But 
“!P kl(Wl > VI + g&4 %>I 
= SUP MWI 9 4 + gdv, 3) : Awl , ~1 + g&4 4 2 a - 4 
for every d > 0 and since the set {V : g,(w, , V) + g,(v, xi) = a - a} is 
contained in the compact set {V : g,(w, , V) > a - 6’ - K} the supremum is 
taken on and there exists q such that 
&(Wl I 4 + g2(vl T 4 2 a. 
Thus the sets SNsM are nonempty. It is also easy to see that Ni 3 N2, 
Ml 3 M2 implies S,l,M1 3 S,2,Ma and, therefore, 
S NpM1 n sNs>Mz 3 SNlnNz,MlnM, f: 4, 
and the sets A’,,, have the finite intersection property [5]. But the set SN.M 
is contained in (w - v : g,(w, V) > a - K} and the latter is compact, hence 
the closure s,,, of SN,M must be compact and there exists a point q,, such 
that f&, E n S,,, [5]. 
The last step of the proof will consist in showing that the point 
two > 40 -t wo 9 zo) is a limit point of the set {(w, V, z) : g,(w, v) + g,(v, z) = af 
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hence must belong to it. Indeed, let 0, N, IM be any neighborhoods of the 
origin and select q1 in (qa + 8/2) n S,,,,,,, . Then q1 exists since q,, 
is a limit point of SN,M for all N, M and it has the form q1 = o1 - w1 for 
some v1 E X and w1 E w,, + N n 812 satisfying 
for some z, E z,, + M. Therefore 
vl=wl+ql~wo+~nN+po+~Cw,iqo+~ 
and 
( w, , vi,+) E two + N, vo + ‘J, 20 + M) n f(w, v,4 : gdw, 4 + gdv, 4 2 4. 
Suppose now that c tl,ta(~, y) is a m.t.c.f. Then 
ctl,& Y) = “!P [Ctl,t,(T 4 + Ct,, & Y>l 
If Etl,rJX, y) satisfies the assumptions of Lemma 3, i.e., {x - y : ct,, ts(~, y) > u} 
is compact for any t, , t, E R+ and for any a E R and cttst,(x, y) < K < CO, 
the function on the right side of (2) is upper semicontinuous in x and y, 
hence we have 
and it follows that: 
THEOREM 1. If ct&, Y> is m.t.p.f. which is bounded above 
G~,&,Y) = (G,&~YN (4 = (G,.& *>I (Y> 
and {(x - y) : c~~,~,(x,~) > a} is contained in a compact set, then EtlSt2(x,y) 
is also a m.t.p. function and the set {(x-y : ~?~,,~,(x,y) > Q} is compact, 
PROOF. The result would follow immediately from the remarks above 
and Lemmas 2 and 3 if {x - y : E&X, y) > u> were compact. 
Let (x, Y) belong to {(x, Y) : Q, (x, y) > a>. Then every neighborhood 
of (x, y) contains points (x1 , yr) such that ctl, t,(~l , yr) > a - d for some 
arbitrary (fixed) 8 > 0. Thus 
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We now define the continuous map f : X x X--f X by f (x, y) = x - y and 
write 
=f[{(x,y) : G1.t,(X, y) 3 41 Cfm%Y) : ctl,t,(%Y) 3 a - 41 
Cf H(X,Y) : c tl,t,(%Y) a a - 41 
={x-y:c tl.tph Y) 2 a - 81 
and the latter is a compact set. 
5. THE EXISTENCE OF OPTIMAL CONTROL 
Given any sequence {ck}~=i of function defined on Rk x Xk and satisfying 
the condition 
c k t,,...,tk<xl I-**> xk) = s”,P C~f,,ta,‘,lr+l,...,tE @I v***> xt 9 z, 'Z+l )-'*) %> (l) 
(e-g., 
k-l 
ctl.....tk (Xl ,-*-, %k) = c Cti,ti+l(Xi 7 %+I), 
i=l 
where C&X, y) is a m.t.p.f.) we may define a functional G[,l,,il(*) on XR+ as 
follows: 
where the infimum is taken over all partitions 7r of the interval [OCR , ohs]. We 
may note immediately that if ck is defined by a relation of the form (3.1) 
It is also easy to verify that ifF satisfies (2.2), so does G. In this way we obtain 
a map M which maps profit functionals into profit functionals. While it is not 
true in general that M(F) = F it can be shown [3] that M has the following 
smoothing property M(M(F)) = M(F). Thus one might consider 
Grq,~~(~) = W’C~,.,I(->I (.I 
to be a regularized version of F. 
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Going in the other direction we may start with a sequence of const func- 
k 
tlons ct,,....t, (Xl ,--+, &) satisfying the consistency condition (1) and inquire 
whether there exists a functional FL~,~I(*) such that ck is the Kth-order profit 
function for F, i.e., 
ct,,...,t, (Xl ,‘.., xk) = sup {F(x(*)) : x(t,) = Xi , i = I,..., A}. (3) X(.) 
Clearly, if we define the functional G by (2) and define ctk by (3) with G 
substituted for F we shall have ck 3 cfk. Furthermore, if for any K points 
(t* , Xi) i = 1 ,..., 7-z there exists a function x(*) such that x(t,) = xi and 
G~&lW> = Gl....,tp(tl),-*~ x(tk)), we may conclude not only that G 
has an optimal control passing through (ti , xi) but also that it does indeed 
generate cI”,,....t,(X1 ,..., xk)v 
Theorem 1 states a condition for this to happen. 
THEOREM 1. Let T = [a1 , c& 0 < 01~ < 01~ < 03, and suppose that 
4p..*t, (Xl ,**-7 x,), 01~ < tl < t, < e.0 < tn < ff2 satisjes the following 
in addtion to thr consistency condition (1): (a) c,~,,~(x, y) < M < co; 
(b) ct, ,..., t,(~l ,..., x,) is upper semi-continuous in x1 ,..., x,; (c) 
{ z : c,~,~,~~(x, z, y) > a} is compact for any (fixed) t, a, x and y. Then for any 
selection (ti , xi), i = l,..., n, there exists a time function x(t) with x(tJ = xi 
such that ct,,....t,(xl ,.-, xn) = G~ti,t,~(~(.)) where G is as dejned by (2). 
This Theorem is a slightly stronger variant of Theorem 0.1 of Roxin [l]. 
The proof is straightforward and given in (3). To obtain Roxin’s result all 
we have to do is set 
W-1 
Ctp....t, (Xl ,-**, xn> = c ctc,ti+&% 3 %+A 
i=l 
where ct. t. 1, Jxi , y) is the function which is 0 for all y reachable at ti+l from 
xi at ti and is - co otherwise. 
6. CONTINUITY OF TRAJECTORIES AND THE STRONG SEMIGROUP PROPERTY 
Let c~,,~,(., a) be a m.t.p. function and let Gtt,,t,~(*) be defined by (5.2) 
above. It is easy to check that if ctl&., a) is upper semicontinuous bounded 
above and 
iY : c &x,Y) > a} is compact for every x and a. (1) 
The assumptions of Theorem 5.1 are satisfied and, therefore, Gt.,.l(.) can be 
used to generated back c&., *): 
Ct,, t2 (x1,4 = SUP {G rt,,t,l(x(-N : 45) = Xl , x(h) = x2>* 
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Let S be a set in R+ x X such that whenever x(l) is a trajectory joining xi 
and xs satisfying G(x(*)) > - co, x(t) must cross S at some point. It is 
possible to verify that the following holds: 
In particular, if FIt,,t,l(x(*)) > - co implies that x(t) is continuous, it can 
be seen that any hyperplane L in R+ x X separating (tr , x1) and (ta , xs) will 
satisfy the requirements on S. In that case, 
and we say that c~~,~~(., ) has the strong semigroup property. Thus it may 
be of interest to find out when the allowable trajectories, i.e., those for which 
GItl,tzl(x(*)) > - CO are continuous. To this end we shall make the following 
definition: 
DEFINITION 1. A m.t.c.f. is c-regular i# for any x E X a E R t E R+ and 
any sequence 01~1 t /I, J. t and x,, c+(x~ , x) >, a or ctSB,(x, xn) 2 a imply 
x, -+ X in the topology on X. 
It is a routine matter to verify that if c~,,~&*, *) is bounded above for each 
(tI , t.J and is a c-regular m.t.p.f., all the allowable trajectories are continuous. 
From this follows: 
LEMMA 1. Any m.t.p.f. which is uniformly bounded above on bounded time 
intervals c-regular, upper semicontinuous and satisjies (1) has the strong semi- 
group property. 
'7. PROCESSES WITH INDEPENDENT INCREMENTS AND AN EXAMPLE 
Equation (5.2) assigns a control process to every m.t.p.f. Such a process 
will be said to be time invariant ifI ctr,tz(x, y) = cO,tz-tl(x, y) and it is said 
to have independent increments iff ctlVtz(x, y) = ct,, tz(O, y - x). A time 
invariant m.t.p.f. with independent increments satisfies 
%,t.T(o, 4 = SUP [GAA 4 + G3,$4 x - 41. z (1) 
Functions satisfying (1) have been studied in the literature [6]. It is not 
409/21/I-12 
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difficult to show that if c,,~(O, a) is convex and upper semicontinuous it has 
the form 
co* do, 4 = tco,, (0, +) * (2) 
However, not all functions satisfying (2) have this form. 
We shall keep the example below in the back of our mind throughout 
the remainder of this work: 
Let X = R and c,,,(x, r) = - dF[ . Since 
-q-q+(-l/IvXI)<-l&j 
with equality attained at x = 0 or x = x 
SUP [Co,tKA 4 + CO,T(O, x - 41 = Co.t+@, 4a 
and (1) is satisfied. The function c~,~(O, 2) appears to be well behaved. It is 
continuous in x and t jointly and is differentiable in x everywhere except zero. 
Still it is not c-regular and does not have the strong semigroup property since 
sup rCO.40, zo) + Co+J-4 wo)l = sup WI 80 I + m f co,t@, ev, - zo), 
097,it 
where L is the plane {(t, z) : z = zo} 0 < z, < w. + z, . Furthermore, c 
does not have the representation (2) and if G[.l(.) is the cost functional 
generated by ctl,&, Y) t i is easy to check that all the allowable trajectories 
of G[$,, t,~( a) which are continuous on [t, , t;I must be constant and, therefore, 
the trajectories are typically jump functions. 
In the following section we shall note that if S, is the set of points under the 
graph of ct(.) then St satisfies the relation: 
S t+7 = St -k ST. 
Compact sets satisfying such a relation have been studied by RadsrBm [7] 
who had shown that St must be a convex set for each t. This result is a 
special case of our Theorem 10.2 which will be the subject of the remaining 
sections. 
8. SOME MORE PRELIMINARIES, CONVEX FUNCTIONS AND SETS, 
THE MAXIMUM TRANSFORM 
Let Tt be a one-parameter set of linear transformations on X and let 
ctl. tab Y) b e a t ime invariant m.t.p.f. satisfying: 
ctl, t,(x> Y) = co.t,+(O, Y - Tt,-t,N. (1) 
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Then c tl,t,(~,y) will be referred to as a linear m.t.p.f. As one might expect, 
processes generated by 1.m.t.p. functions correspond to linear systems and all 
linear systems have profit functions of the form (1) above. A proof of these 
facts will be found in the following three sections, In this section we shall 
state some preliminary results which are for the most part simple of well 
known but are collected here for ready reference. 
The fundamental space X will still remain a locally convex Hausdorff 
linear topological space. We shall let X+, X’ and X* be, respectively, the 
space of all linear functionals on X, the space of all weakly bounded linear 
functionals on X, and the space of all continuous linear functionals on X. 
Thus X+ 3 X’ 3 X*. X+ and X* will be referred to as the algebraic and 
topological duals of X, respectively. The following three topologies are 
induced by X on X+ (and, therefore, on X* and X’) will be of interest to 
us; or the topology of uniform convergence on weakly bounded sets; ~a 
the topology of uniform convergence on weakly compact sets; and TV = (T 
the topology of pointwise convergence. Thus the usual bases Ni of the neigh- 
borhood system of the origin corresponding to 7i are 
Ni = ((I : sup {Z(x) : x E P} < 1 for some Y E Gi}, 
where G1 is the collection of weakly bounded sets in X, G, is the collection 
of weakly compact convex sets in X containing the origin and G, is the 
collection of all finite subsets of X. 
For any function f, f : X -+ R u { - co} we may define the set Sf C R x X: 
Sf={(y,x):y~R,x~X,ybf(x)) 
and the function M(f(*)) (*), M(f(*)) (a) : X+ -+ R u {+ co}: 
M(f) (0 = ;zg (f (4 - 44) 
for all 1 E X+. Thus the set Sf represents the “volume” under the graph off. 
The transformation M will be discussed in some detail later. It is referred 
to as the maximum transform [8] or the Legendre transform [9] and its value 
at f will be called the support function off. In all that follows we shall adopt 
the convention of Dunford and Schwartz [lo] and denote by S the closure 
of S by co S, the convex hull of S, and by Co S, the convex closure of S. 
We shall also extrapolate this notation to functions. Thus co f will be the 
smallest concave function dominating f and Co f will be the smallest upper 
semicontinuous concave function dominating f. Finally, for all Z E X+ we 
shall define Z(S) to be the supremum of Z(x) over all x E S. 
The lemmas below relate some of the properties off, Cof, Sf, m(Sf) and 
MCI 1 w 
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LEMMA 1. (a) f  is upper semicontinuous if f  Sf is closed. (b) Sf is a convex 
set zyf is concave. 
DEFINITION 1. For any two sets S, , S, C X and a real number k we let 
S, + S, = {v + w : v  E S, , w E S,} and KS = {kv : v  E S}. 
LEMMA 2. Let 1 be a linear functional on R x X. Then 
UY, 4) = 4(Y, 0)) + v, 4) = Y * w 0)) + m 4) 
where Z((0, a)) E X+. For any function f  : X -+ R u { - a~} we have: 
w, 0) [M(f) >I 
whenever Z(1, 0) > 0 
(a) Z(S,) = 
co whenever l(1, 0) < 0 
(b) 4% + $a) = VI) + h‘%h 
(4 Wl) B w%!) whenever SlI s-2 9 
,‘@ 3 Sfe whenever fi 3 fa and fi > fi implies M( fi) (*) > M(f,) (.). 
(d) Let (T,f)(x) =f(x -z). Then M(T,f)(l) =M(f)(l) -Z(z). 
(e) If  A is a linear operator on X and AS is the image of S under A, 
l(AS) = (IA)(S). 
(f) For any linear operator A on X let 
f  (A-V)) = sup {f(x) : Ax = Y>, 
then 
Wf (A-Y.))) (1) = Wf (a)) (IA). 
(g) For any two 1 inear functions ZI and Z2 on X and a positive real number k, 
01 + w (8 < us> + US) and (kl) (S) = k(Z(S)). Thus the function Z(S) 
is quasilinear in 1. 
(h) M(f) (1) is a convex function of 1. 
0) M(f) (0) = =Pf (x). 
LEMMA 3. If  S is closed and convex, 
(a) S = nlExx* {x : Z(x) < l(S)} and, therefore, 
(b) if f  is upper semicontinuous and concave 
f(x) = j$$* W(f) (1) + l(x))* 
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In general, 
(cl 
and 
co s = n ix : qx) d z(s)), 
lEX* 
(4 
also 
(e) the maximum transform of any function is lower semicontinuous on 
(x*, u). 
In the next few paragraphs we shall investigate the continuity properties 
of M(f) (1) as a function of 1. In particular, we shall show that the Legendre 
transform of a large class of functions are continuous in the appropriate 
topology. In order to discuss these functions, it is convenient to make the 
following definitions. 
DEFINITION 2. A function f  on X f  : X -+ R(- co} is said to be sup-compact 
(sup-bounded) in the topology 7 i f f  {x : f  (x) >, k} is compact (bounded) for 
any k E R. 
DEFINITION 3. A function f : X -+ [- co, a) will be said to be regular 
(b-regular) i f f  f(x) - Z(x) is weakly sup-compact (weakly sup-bounded) 
whenever 1 E X*. 
DEFINITION 4 (Bellman [ll]). The maximum conaolution of functions f  
and g wiZE be the function ( f @ g) (*) de$ned by 
(f 0 g) (x) = ““yp (f(y) + g(x -Y>> = ““YP (f (x - Y> + g(Y))* 
LEMMA 4 (Moreau [12]). Let f  be a concave upper semicontinuous function 
on X with values in [ - co, CQ) which is sup-bounded in the weak topology on X 
and for some x, f  (x) > - co. Let Z be the linear space de$ned by 
Z={Z:ZEX+,sup{Z(x):f(x-x,,)>a}<coforaZZx,~x,a~R} 
and let T be the topology of uniform convergence on all sets of the form 
{x : f (x - x0) >, a} for some x0 E X, a E R. Then 
(a) (Z, T) is a locally convex Hausdorff linear topological space and Z 3 X*. 
(b) M(f) (1) is continuous at 0 on (Z, T). 
Lemma 4 has a converse: 
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LEMMA 5 (Moreau [12]). rf M(f) (.) is uniformZy bounded above in a 
neighborhood of zero in the re(rl) topology on X* and f  is weakly upper semi- 
continuous, f  is sup-compact (sup-bounded). 
COROLLARY 1. Let f  be a b-regular concave upper semicontinuous function 
and let (2, T) be defined as in Lemma 4. Then M(f) (*) is continuous on (%+, T) 
where r* is the closure of X* in (2, r) and, therefore, its restriction to X* 
is continuous when X* is assigned the topology 71 . I f  f  is also regular M(f) (a) 
is continuous on (X*, 7s). 
LEMMA 6. If  f  is bounded above, f  is b-regular i f f  
M(f) (0 = sup (f(n) - l(n)) < a for all I E X*; 
hence, i f f  is bounded above and b-regular, Co f  if b-regular. 
LEMMA 7 (Moreau [13]). 
(a) The maximum convolution of two sup-compact functions is sup-compact. 
(b) The maximum convolution of two concave functions is concave. 
(4 M(f Og) = M(f) + M(g). 
(d) If fi andf, are two sup-compact functions, 
Sfl@f2 = s” + sfa. 
(e) For any continuous linear operator N on X and a sup-compact function 
f, ,‘j’f(N-‘(a)) = N’Sf where 
f W-W = sup {f(y); NY = 4; 
the function f  (N-1( *)) is sup-compact and N’ : R x X + R x X is defined by 
WY, 4 = (Y, N4. 
9. THE CONCAVE PROFIT FUNCTION 
We return now to the study of time invariant 1.m.t.p. function. Thus, 
Cfl,f,(% Y) = %t,-t,P~ Y - T,-,x1 (1) 
and rewriting the semigroup condition: 
Ct,.t,(% Y) = sup [Ct,.t,(O, z - Tat,-t,x) + c,,,&Y - T,- t,41- (2) 
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Substituting t for t, - t, , T for t, - t, and w for z - 5?t,-t,(x) in (2), we 
obtain the equality: 
Co,t+@,Y - T,+A = SUP c%l(o, 4 + %,(O,Y - T,(w + TAI 
= SGP [%,$A w> + Co.t(O,(Y - TJ,x) - T,QJ)l 
= c:t+T(O, Y - T,T,x). (3) 
Thus, if w belongs to the range 9 of the transformation T,,, - TtT7 we 
may conclude from (3) that for any z 
%,t+~(o> 4 = co,t+a 2 + 4 (4) 
Hence, c~+~ is constant on 2 + 9. Since we shall only be considering m.t.c. 
functions which converge to - co as the state x becomes large we shall have 
to require that z + W be bounded and, therefore, 9? = C$ and T, has the 
semigroup property: 
T t+l = T,T, . 
With these assumptions on T, and some continuity assumptions it is 
desired to find out what the temporal behavior of c&O, X) is and, if possible, 
some characterization of its structure as a function of X. As a first step we 
shall try to characterize the maximum transform of c,,~( ., *). A knowledge 
of the latter will, by Lemma 8.3, allow us to describe Co c&q, a), the concave 
closure of the transition profit function. 
Let 
gtw = n/r(co,t(O, *>) (0. (5) 
Then, applying Lemmas 8.6 and 8.2, 
gt+#) = W=P [co.t(O, 4 + G,,,(O, * - T41) (4 w 
(6) 
and g,(Z) satisfies a very simple semigroup condition described by (6). In the 
study of the implications of (6) we shall make use of some properties of the 
Riemann integral which we shall state below without proof. 
DEFINITION 1. A linear topological space X is semicomplete if every 
Cauchy sequence of elements of X converges to some element in X. 
LEMMA 1. Let Z be a semicomplete, locally convex, Hausdorff linear topo- 
1ogicaZ space. Let f  (0~) : Rf + Z be a continuous mapping. Then: 
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(a) f(a) is a Riemann integrable on any interoal [a, b]. 
(b) JZfC4 da = Sift4 da + .f:f<4 da 
(c) If Y is any linear topological space and L is sequentially continuous 
from Z to Y 
L s” f (a) dor = j%f (a) da. 
a 0 
(4 J:fWa = (b - a) x for some x E Co{ f  (a) : 01 E [a, b]}. 
(e) The function 
f  (4 da Y>O 
y=o 
is jointly continuous in y  and t. 
(f) If g(m) is a lower semicontinuous real-valued convex function on Z 
1” g(f (4) dff 3 (b - 4g [IIffi] * 
a 
Suppose iTt)tcR+ is a one-parameter set of linear transformations on a 
semicomplete space X and T,x is continuous in t on a subset W of X. We 
shall denote by N,,, the operator defined by: 
Na,b : w-+ x, Na,b(X) = $ ,;+b T,(x) dt. 
LEMMA 2. Let Z be a semicomplete locally convex Hausdorfl linear topo- 
logical space and let Lt be a one-parameter semigroup of continuous linear opera- 
tors on 2. Let the subset W of Z be defked by W = {x : L,(x) is continuous in t}. 
Then zf gr(x) is a nonnegative convex continuous function on Z such that 
g,+,(x) =gt(x) +&h-4, th ere exists a positive and convex function g on Z 
such that for any y 3 0 and x E W 
where 
N,,).(x) = $ j-$x) dT for all x E w, 
andg(N,,p) is continuous in x on lJ,>,, N,,,W. 
PROFIT FUNCTIONS 185 
PROOF. 
= j;&(x) dT - j)(x) do 
zx 
j; kt+h) - h(x)) dT = jolt dTv 
where all the integrals are defined and finite because gt(zc) is monotone in t 
and finite. 
Thus, 
jtg,(L,x) d-r = jY.pt(b) dT. 
0 0 
Since gt( a) is convex and continuous, the inequality of Lemma 1 - f applies 
and 
jig,(L$) dT >, yg, [+ /~J?+x dT] 
Therefore, 
for all x E m’. 
It follows that the function gs(iV,~,x) is absolutely continuous in /3 and 
exists a.e. (as a function of /3) fat ail x E IV and is equal a.e. to the Radon- 
Nikodym derivative of g3(No,,x). Thus 
We now define g(x) = lim SUP~+~ (l/t) g,(x) and obtain 
for all x E w. 
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We may also notice that g(x) is convex since it is the lim sup of convex 
functions also for all x E W 
= Y&wo.&)). 
Therefore, g(N,,,(x)) is continuous on Wand utilizing Lemma 1 -f again, 
or g&x) 2 &d&p) f or all x E &.,, N,,,W from which we conclude that 
g(Ns,sx) is continuous on uvaO N,,,W. 
The following two lemmas will be valuable in applying the results of 
Lemma 2. 
LEMMA 3. Let A be a collection of weakly bounded subsets of x covering X. 
Let z = {I : 1 E X+ and 1 is bounded on the sets of A) and let 7 be the topology 
of uniform convergence on sets of A. Then 
(a) Z 3 X* and (Z, r) is a locally convex semicomplete, Hausdorff 1.t. 
space. 
(b) If T is a linear transformation on X which leaves A invariant under the 
mapping 9 : S --f TS for all S E A, the mapping T* : I-+ IT is continuous 
on (Z, 7). 
PROOF. 
(a) The proof of semicompleteness involves routine arguments. The 
other statements are shown in Bourbaki [14]. 
(b) It is enough to show that the inverse image of the basic open sets in T 
are open. Indeed, let S be an element of A. Then 
(1: {ITx : x E S} C (a, b)} = {I : {l(y) : y E TS) C (a, b)). 
The latter is open in r since TS E A. 
We are now ready to describe the behavior of a large class of linear m.t.p. 
functions. 
THEOREM 1. Let Q~,~~(x, y) = cO,ta--tI (0, y - T,,-,,x) be a linear m.t.p.f. 
which is b-regular in y and satis$es ct,+(O, 0) > 0 for all t, , t, E Rf. Let A be 
any collection of subsets of X whtch is invariant under the mapping T, 
T, : S -+ T,(S) for all t E R+ and contains all the sets S having the form 
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S = (T,x : coJO, x - x0) > a} for some t, 01 in R+, a E R and x,, E X. Let 0’ 
be the space of all linear functionals on X which are uniformly bounded on the 
sets of A. Let 7 be the topology of unsform convergence on the sets of A. If  X” is 
the closure of X* in (U, T) and if 
(i) T,(a) is weakly continuous on X. 
(ii) 1Tc.j : Rf ---f X* is continuous (in the topology r) for all 1 in a dense 
subset W of (X*, T). 
Then there exists a convex function g defined on x* such that 
for all 1 in Ur,o N,&(W), where 
N:,bl = $1’” IT, dor. 
a 
Furthermore, the function g(N&(.)) is continuous on (Urao N&W). 
PROOF. Applying Lemma 2 we let 2 = X* and let the topology on 2 be 
7. By Lemma 3, U and, therefore, X* are semicomplete. Also, the one-para- 
meter semigroup of linear transformations L, = Tr defined by L,(l) = IT, 
maps X* into itself since T, is weakly continuous, and it maps U into itself 
since IT,(S) = l(T$) and T,S E A whenever S E A. Therefore, 1 E U 
implies that lT, is bounded on the sets of A and lT, E U. By Lemma 3, 
Tt is continuous on (U, T); hence, it maps X* into itself. Because of (ii) 
LA(Z) : R+ -+ X *= 2 is continuous for all 1 f W and the latter is dense in 
X*. gt(*) is continuous on (X*, T) by Corollary 8.1 and 
infgdl) = co,t(O, 0) 2 0, 
thus g,(l) > 0. Finally, the semigroup condition is satisfied (Eq. 7) and the 
theorem follows from Lemma 2. 
10. THE REGULAR PROFIT FUNCTION 
In the previous section we obtained a characterization of the concave 
closure of a b-regular 1.m.t.p. function. We shall now continue the investiga- 
tion of such functions. The main result of this section is Theorem 1 which 
states that regular profit functions are concave. 
LEMMA 1. Let (fn>zzl be a sequence of real-valued functions on X and let 
gn( I) = M(fn(,)) (I), n = 1, 2 ,... . Then 
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(1) Yf&> = supfn( ) x , we have gd) < M(fm( ->) (I) = sup g,(l). 
(2) Iffn(x) 1 fco( 1 x an d in addition the functions fn(*) are regular for all n, 
i%(Z) 1 ho). 
PROOF. 
(1) .&3(Z) = ““,P (fm(x) - 4x)) = ““,P ““,P [fn(x) - WI 
= sup SUP [fn(x) - WI = s:pg,(Z). n x 
(2) Since g,(Z) >, g,(Z) for all n, infg,(Z) > gm(Z). 
Conversely, suppose inf gn(Z) > g,(Z) + d f orsomeZEX*andsomed>O. 
Then for all n, sup ( fn(x) - Z(x)) > gm(Z) + d and the sets 
wn = lx : fn(x) b 4x) + g$) + 81 
are compact decreasing and nonempty; hence, they have a point x1 in common. 
But then f,(x,) > Z(xJ + g,(Z) + 8 for all n and fm(xl) 2 1(x1) + g,(Z) + 6’. 
This is a contradiction and hence g,(Z) J g,(Z). 
LEMMA 2. Let { fn)zzl b e a sequence of concave upper semicontinuous real- 
valued functions on X and let g,(Z) = M( fn(*)) (Z), n = 1, 2,..., CO. Then 
(4 If g#) 4 gd), fa(x) 1 fm(x) where 
fm(x) = J,vgm(*)) (xl and M-Yd*N = ;;t F(f) (0 + Z(x)) 
(see Lemma 8.3). 
(b) Whenever g,@) t g,(z), 
sup fn(x) = fm(x) 
where 
f&x) = ~-Y&(O) (x). 
(c) Whnev~ g,(z) -+ g,(z), 
li; r,;fm(x) = fdx) = M-Yg,V)) (x). 
PROOF. 
(1) f&x) = iyf [g$) + Z(x)1 = i;f i;f [g,(Z) + Z(x)] 
= izf i;f [g,(Z) + Z(x)] = i;ffn(x). 
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(2) Similarly, g,(Z) 7 g,(Z) implies fn( x is an increasing sequence; hence, ) 
J%uP.M~)) (0 = SUP MM.11 (0 = limg,W = c& 
Thus sup fn = fm . 
(3) 
and 
gd = if “k”?“, gkV) / 
M-l(g,( *)) = inf iW-‘(;;; gk( *)) = i;f y,pnfn, n 
COROLLARY 1. Let fn be a sequence of functions and let g,(Z) = M( fn(.)) (I), 
n = 1, 2 ,..., 00. Then 
(1) whenever fn 1 f  and f, are regular functions we have Co fn 1 Cof; 
(2) fn(x) t f&x) impZies sup cGYf* = cOfm . n 
PROOF. 
(1) By Lemma 1, fn J fm implies g, 1 g, = M(fo3); also, by Lemma 
g, 1 g, implies cOfn J cOfm since 
M-l(g,) = co fn and M-l(g,) = co fm . 
(2) Similarly, fn(x) t fm(x) implies g,(Z) 1 g,,,(Z) which in turn implies that 
sup co fn(x) = CofJx). 
LEMMA 3. Let c&O, .) b e a linear m.t.p.f. which is (weakly) sup-compact 
and suppose that the corresponding semigroup of linear transformations T, 
satis$es (i) and (ii) of Theorem 9.1. Define 
c;,t(O, 4 = 2 SUP{C:&(~,Y) :(I + T,,,)Y = 4 
and Zet &(O, x) = c&O, x) where the usual convention sup 4 = - 00 is used. 
Then c;~,~(O, x) is a monotonically decreasing sequence of functions whose Zimit 
denoted by co”,JO, x) exists and is a concave function of x. 
PROOF. Let 
St = ((Y, 4 : Y E R, x E X Y < co,t(O, 4) = St0 
Stn = NY, 4 : Y E R, x E X, Y < c:,t(O, 41, 
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and define Ti : R x X + R x X by Ti(a, x) = (a, T,x). Then by Lemma 
8.7(e) 
S:+.’ = (I + T;,,) ST,, and St1 = (I + TI,,) %, . 
Thus 
S,o = Sf,z + T;,,Sf,, 1 (I + TI,,) $2 = s: , 
and if St” C S,“-r for all t and some n 
S ;+I = (I + T;,,) SF,2 C (I + T&J S;il = S,“. 
By induction we show that S?+r C St” and, therefore, cg,:‘(O, x) < &(O, x). 
Let c&(0, x) = inf ct,,(O, x). Then 
S&O.*) = fi stn = sy. 
n-0 
We shall now show that SF is a convex set and, therefore, c&(0, * ) is a 
concave function. Since the sets S; are closed, SL = fiz-r Stn is also a closed 
set and in order to show that it is convex it is enough to demonstrate that 
whenever v r , va are in SF 4 v, + 4 va is also in that set. Let vr = (yr , xr), 
we = (yr , x2) be two vectors of 5’7. Then or , vs E Stn for all n. But 
St” + i’$Stn = (I + T;,,) (--) (I + T;,,) $a 
= (I + T;,& ST-l. 
Thus vr + T&p, E (I + T&m) SF-’ or there exists w, E S,“-l such that 
vl + T&v, = (I + T&m) w,, . Let w, = (u, , z,). We have: 
2u,=yl-yy,>2a 
for some a. Define H, to be the set {(y, x) : y > u}. Since c,JO, a) is sup- 
compact the sets Stn n H,, are compact and w,, E H, n S,O implies that w,, 
has a limit point w E nr=, Stn = Sp. For any 1 E WC X* there exists k so 
large that for all z E St0 n H, 1 I((1 + T&k) z - 22) 1 < d and, therefore, 
I4(q + T;,,.v,) - 24 I = I W + T;,,)wn - 2~1 I 
<s+I1(2w,-2w)j <28 
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infinitely often. Since Z(v, + T t;s*vs - 2w) converges, it must converge to 
zero. Furthermore ZT,;,W, -+ Iv, for all I E IV so Z(vi + vs) = Z(2w) for all E 
in a dense subset of X*; hence vi + va = 2w. 
LEMMA 4. Let c,Jx, y) be a linear m.t.p. function which is sup-compact in y  
and suppose that the corresponding semigroup of linear transformations T, 
satisfies (i) and (ii) of Theroem 9.1. Let c&(0, a) be defined as in Lemma 3. 
Define h;n(x) by the following recursive relation : 
h';+l(y) = S;P i?M4 + G/dy - Tt/zG and h,O(x) = c;f do, 4. 
Then h,*(x) is a monotonically increasing sequence of concave functions whose 
limit denoted by h:(x) exists and is, therefore, a concave function of x. Further- 
more h:(x) is bounded above by c&O, x). 
PROOF. Let 
RP = {(Y, 4 : V(x) Z Y, Y E R x E W, n = 0, l,..., co. 
Then 
?l+1 
Rt = R;,, + G,&,, 
and 
R,’ = R;,, f  T;,,R;,, = S;, + TI,,S,“,,~ (I i- T;,,) %‘a . 
We shall now show that (I + T,;,) Stm/a 3 Sp and, therefore, R,11 Rio. Let 
w belong to SF. Then there exist v, = (ym, x,J E Sr,s such that 
(1 + T&J v, = w = (a, z). v,, lie in S&s n H, since y,, = a. The latter is 
compact; hence, there exists a limit point v of (v~} and 
Z[(I + T;,,) v - (I + T;,,) z)nl -=I 8 
infinitely often for any 8. Hence, Z(I + T,,,) v = Zw for all 1 E X* and 
(I+ T,‘,,) v = w. Furthermore, v belongs to Stm/s and, therefore, 
w E: (I + GJ % and R,‘EJ Sy = R,‘. 
Using this fact we can prove inductively that R;+l3 Rtn. Indeed, suppose 
RI;2 3 RF$. We obtain 
R :+l = R’t/2 + T;,,R$ r> R;;’ + T;,,Ry$ = Rtn 
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and, therefore, &n(x) > hy-l(x). To complete the proof we shall show induct- 
ively that Rtn C S,O and, therefore, IQ@(X) < c~,~(O, x). For n = 0, 
S$‘3 SF = R,O. Also, 
LEMMA 5. Let c&x, y) be a concave 1.m.t.p. function which is regular in y  
and satisfies c~,~(O, 0) > 0. Suppose that the corresponding semigroup T, of 
linear transformation satisfies (i} and (ii) of Theorem 9.1 and Let htn(x) be 
defined a~ in Lemma 4. That M(hP(*)) T M(c,,,(O, a)) and therefore, 
SUP &W = c&J, 4. 
PROOF. By Theorem 9.1 
g,(l) = Sk g(KJ da: 2 W:,(Q) 
0 
for all 1 E uy,0 N&W. Applying Lemma 8.2(f) and the definition of 
since 
Therefore, if gt”(l) = M(c&(O, -1) (Z), gt”(l) > tg(Nz’ I), n = 0, I,..., co for 
all I E Q,)ON&,W. Also by Lemma 2, since cz,(C, x) are concave and upper 
semicontinuous, 
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Utilizing the fact that Z E u,,,,, N&W there exists some y > 0 such that 
1 = N&m for some m E W and 
Let JJcx) be defined for each m E W by 
Zn-1 
J&4 = c ‘dNo*.t,PNo*.jmTkt,P) 1[k,Z",kfl,Z~~ ' 
k=O 
where 
Then 
11 on 
lC=,a)(a> = lo 
[a, b) 
on ta, 0. 
but 
where a is finite since g(N&(*)) is continuous on (lJ,,o N,,,,W, T), 
N&mT, = N&m is jointly continuous in 01 and /3 (Lemma 9.1) and 
their composition is, therefore, continuous in 01, ,8. Furthermore, 
Jn(ol) -+ g(N$,,ymT,.J; therefore, 
for all Z E uyzo N&W. In this way we obtain g,O(Z) = sup f,%(Z) for all 
1 E wr>o N&W, since g,O(Z) > supnfta(Z) everywhere and g,(.) is continuous; 
so is supnfin( -) and sup,ftn( .) = g,“( .) everywhere. With the aid of Lemma 2 
we arrive at the final conclusion. 
THEOREM 1. Let c,,~(x, y) be a 1.m.t.p. j. which is weakly upper semi- 
continuous and Zet &(x, y) = CO(C,,~(O, *)) (y - Tb-,+v). Then if c&(x, *) is 
regular c,,*,,(O, 0) > 0 and the corresponding semigroup {T,} of linear trans- 
,formations satis$es (i) and (ii) of Theorem 9.1, ~,,~(a, -) is a concave function. 
PROOF. Since 
409/21/I-13 
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we have 
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= &--a(4 + &-twb--a) = &a(4 = ~K,c(O, -1) 
and therefore, 
Bup [Cci.b(% 4 + 4.& r)l = c&&r> 
and c&(x,Y) is a 1.m.t.p.f. (Lemma 8.7(a), (e)). Let cz$(O, a) and h:(a) be 
the functions corresponding to ch,,(O, *) according to the definitions in Lem- 
mas 3 and 4. Then, by Lemma 3, 
and by Corollary 1 and Lemma 3 
Therefore, h;“(x) = h,“(x). But it follows from Lemma 5 that 
Thus Co (ct,,(O, *)) (3~) = c&(0, X) -and c&e, *) is concave. 
We may note at this point the fact that the assumption c&O, 0) > 0 
may be removed by subtracting from the set S, = {(y, X) : y  < c,,*(O, x)} an 
extremal point v(t) = (a(t), x(t)) therby shifting c~~,~~(x,Y) so as to make it 
nonnegative at zero without affecting its semigroup structure. 
11. C-REGULARITY AND REGULARITY 
The conditions imposed on the profit function in the preceding sections 
such as “convexity” or “regularity” involve the structural properties of the 
function c,,,(*, *). On the other hand, when the problem is specified it is 
usually much easier and more natural to check the temporal behavior of the 
profit function. In particular, in most problems of interest we know that as 
the time to reach x becomes short the expense of reaching it mounts and 
eventually becomes prohibitive. This is essentially the type of constraint 
imposed by the requirement that c&x, y) be c-regular. In this section we 
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shall complete our discussion of profit functions by showing that c-regular 
profit functions are concave. 
As in previous sections we shall let c tl,t,(~,y) be a 1.m.t.p. function. We 
shall also let A = (G : G is a weakly bounded subset of X contained in 
{Tax : c,~,,JO, x - x,,) >, a} for some CL, t, , t, , a E R, x0 E X} and 2 will 
denote the space of all linear functionals on X which are uniformly bounded 
on the elements of A with the topology 7 of uniform convergence on the 
elements of A. It will be assumed that: 
(i) T, is weakly continuous on X. 
(ii) 1Tt.j : R+ ---f (Z, T) is continuous for all I in a subset W of (X*, T). 
(iii) sup r,y c~~,~~(x, y) is a measurable real-valued function of t, , t, . 
(iv> ctl,ta(x, y) is c-regular. 
The function gt(*, a) : R x X*---f R may be defined as follows: 
LEMMA 1. Let gta((b - a), IT,) = &(a, b). Then c:,,(*, 0) is a (time- 
varying) m.t.p. function. 
PROOF. 
CZ or,t+a+h b) = g,+,(b - a, ITa) = sup{ct+,W: ZT,x = b - 4 
= sup {sup [c,,.t(O, z) +*,,,(O,Y - TAI : ZTmy = b - 4 
= s:p (c~;~(O, z) + c,,JO, w) : ZT,w + ZT,T,z = b - a} 
= sk; sup sup (c&O, z) + c,&O, w) : ZTaw = c, ZT,T,z 
c z w 
=b-a-c} 
= SUP {gk, ZTti) + g,@ - (a + c)>~Tcx+Jl 
= s;p (g@ - a, IT,) i gt((b - 4,ZT,+J) 
= SUP kLz+&4 4 + c:+vx+*+t(4 b)l. 
d 
LEMMA 2. Let c:,,(x, y) be defined us in Lemma I. Then ci,,(x, y) is c-regular 
foY all z E w. 
PROOF. We have to show that if r,, < t, rln > t, T,, + t, vn -+ t. 
(1) c:,~,(x, yJ = g,,&yn - x, I) - - 00 unless yn - x - 0 
(2) &(yn , x) = g,-,((x - y,J, ITT,) - - ~0 unless x - yn - 0. 
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Suppose this is not the case. Then there exists 1 E W, alE --t 0 and r,, -+ t 
such that 
but a, f t  0. Selecting x,, to approximate the supremum we obtain a sequence 
x, such that ZTYn(x,,) = a, and c,,,~, (0, x,) 3 01 - g0 . The last inequality 
implies that x, converges weakly to zero and in particular x,, is weakly 
bounded. Thus ZT,,y converges to ZT,y uniformly for all y  E (xn}zCl and for 
each 1 E W. Since ZT,(x,) -+ 0, lT,%x, must do likewise. This is in contra- 
diction with the requirement above that ZT,n~n = a, + 0 and cl,,(x, y) is 
indeed c-regular. 
Let f(t) = sup% cO, t(O, x). Then 
f(t + 7) = sup [sup (c,,,(o, y) + c,,,(O, x - T7r))I =f(t) +f(4 
Y Y  
Sincef(t) is measurable f(t) = 6t for some 6 E R and c&x,y) < 6t [ISJ. 
sa is es conditions (i)-(iv) then {Ix : +JO, X) > u> 
is Eurzdjk af l~~‘!?l?!zd I” E’W. 
PROOF. The function c~,,~,(x,~) - 8(t, - tl) is still a 1.m.t.p.f. and satis- 
fies (i)-(iv). Furthermore, if (Zy : c&O, y) - St > a> is bounded for all a, t, 
then UY : c~,~(O,Y) > 1 a is b ounded for all a, t. We may, therefore, assume 
that c t,.& Y> G 0. 
We now proceed by contradiction. Suppose there exists a sequence 
(x~}~~~ with c,,XO, x,J >, a, Z(xJ + co, Z E W. Then 
gt(kJ, 4 = sup @,,,(O, 4 : 44 = 44> 2 @ 
and g,(b, , 1) >, a for some sequence b, , S, 2 2”. But by Lemma 1 
sup [gt,& Z) + g&z - a, ZT,,,)l = g& > Z) 2 a 
and there exists a sequence u,l such that 
g,,2(%L1, 0 + gu2& - %zl, 4 9 a - +; 
and since g,(a, I) < 0 for all cz E R, 
g,,2(%z1, 1) 3 a - i P g,,,(b, - anl, 1) 2 a - B . 
Letting bnl = sup {a, , l b, - u,l} we obtain a sequence b,l such that 
g,,,(bnl, ZT,,,l) > a - i$ > b,l > 2”-l and 01,~ is either zero or t/2. 
Continuing this process we generate a new sequence us2 such that 
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and letting 
we have 
where cyn2 takes on one of the values (0, t, a, 2). In this way we obtain the 
double sequence (bak) satisfying for some sequence {an”}: 
gt,2+nk, ET+) 2 a - 1 
and bnk > 212-k. Thus b,lt 3 2O = 1 and gt,&b,n, lTann) > a - 1. Since CX,~ 
converges, this is impossible by Lemma 2. 
DEFINITION 1 [lo]. Let r be a subspace of X+. The topology with sub- 
basis consisting of the sets {x : Z(x - x0) < a} for some a E R, x0 E X, 1 E r is 
called the r topology on X. 
With this notation the conclusion of Lemma 3 is that {x : c,,,(O, x) > a} 
is bounded in the W topology. 
By Lemma 3 the function c:~JO, a) is sup-bounded for all 1 E W and, 
therefore, we may apply Theorem 4.1 to show that d:l,t2(., *) = E:~,~~(*, .) 
is still a m.t.p.f. and 
{x - y  : d&(x, y) > a} = (x - Y : d:l,,E(O, Y - x) 2 a> 
is compact for all I E W. Furthermore, it is easy to check that diI,t,(x, y) is 
still c-regular, hence, possesses the strong semigroup property (Section 6). 
Therefore, if P is a plane in R x R+ separating (x, tl) and (z, t3) and 
d;:,t,(x, Y) = dil,t& Y) - (Y - 4, 
and d&&x, y) has th e s rong semigroup property for all I E W. t
LEMMA 4. If  d,‘:J., a) is a function on R x R having the strong semigroup 
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property and for some x, y, t, T with j x - y 1 > 2, d$(x, y) is larger than a 
then there exists some LX, p, r < 01< /3 < t and w, z, 1 G 1 w - z 1 G 2 
satisfying di,i(w, z) > a whenever a is nonpositive. 
PROOF. Supposen</y-x/<n+l.Thenl<((y-z[/n)\(2.Let 
x, = x, ~2=x~+y~~..xi~Xi--l+y~...*~+~~Y~ 
Then the xi are between y and x and 
= 4ft(x, y) > a. 
Selecting ti to approximate the maximum we conclude that one of the terms 
in the expression must be no smaller than a. Thus there exists r < OL Q ,!I < t 
and k satisfying d$(xk , x*+~) > a together with ( x, - xkAI 1 = (y - x)/n. 
THEOREM 1. If ct,+&x, y) is a 1.m.t.p.f. satisfying (i)-(iv) then 
SUP (%,,&4 x) - 4x)) -=c co for all I E W. 
Y 
PROOF. As in the proof of Lemma 3, we may assume c&O, x) < 0. 
Suppose there exists I E W and a sequence (x,,}~=~ , x, E X such that 
co,@, 4 - I( x .> -+ co. Then because c,,$(O, x,J < 0, - 1(x%) must diverge 
to co and, furthermore, 
Let 
Then 
di:,t,(a, 4 = d”t,.t&, 4 - b + a. 
y [d&2(0, a) + df,$YO, b)l = CO. 
Therefore, either d&(0, a) or d ;ft’f:2(0, +) is unbounded. By induction we 
may infer the existence of ‘yn + OL and a,, such that 
d~~~$O, a,) > 2 > 0 and - a, 2 2 - di:;2n(0, a,) > 2 
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since d,“,, tz(~, y) < 0. But d&J., .) has the strong semigroup property and 
by Lemma 4 there exist b, , c, and r% , qn such that 1 < 1 b, - c, ( < 2, 
0 < 7% < qn < t/2” together with 
are satisfied. Hence 
On the other hand, di,ll(x, r) is c-regular and this fact conflicts with the state- 
ment above. 
Thus we have obtained a relation between the temporal behavior of 
%1.t, (X i , XJ (c-regularity) and its dependence on x (regularity when x is 
assigned the W-topology). It remains only to tie up this result with the con- 
clusions of the previous sections. 
DEFINITION 2 [lo]. r is said to be a total subspace of X+ if for all x E X, 
x=OwheneverZ(x)=Oforalll~~CX+. 
Let X be a linear space and let W be a total subspace of X+. In the remain- 
der of this section we shall assume that the locally convex topology on X is the 
W topology. Thus X* = W [lo]. Let T, be a semigroup of linear transfor- 
mations on X such that the mapping T,*, T:(Z) = ZT, leaves W invariant. 
Then T, : X + Tp is continuous for each t. We shall also require that 
IT(.) : R+ -+ W be continuous for all 1 E W when W is assigned the topology 7 
of Theorem 9.1. Suppose now that c&x, y) = c~,+~(O, y - T,-,x) is a 
time-invariant linear m.t.p.f. defined on X x X for any fixed 0 < a < b < 00 
which is upper semicontinuous in x and c-regular. By Lemma 8.6 and Theo- 
rem 1, c&O, *) is b-regular. We may now embed X in the dual W+ of W. 
Let Y be the closure of X in W+ when W+ is assigned the W topology and 
assign that topology to Y. It is now possible to extend c~,,~,(x, JJ) to an upper 
semicontinuous function ~&&xi , x2) on Y by letting. 
ct, t(O, x0) = i;f {;y$ ~~~~(0, x) ; 0 is a neighborhood of x0 in Y>. 
Since X is continuously embedded in Y, ct,,(O, x,,) = c&O, x0) for all 
x0 E X. Also, closed bounded sets in Y are compact [lo]. Furthermore, for 
any l E W, 6.) + supz (co.@, 4 - 4 x )> . IS an upper semicontinuous function 
on Y dominating the restriction of c&(0, x) to X and, therefore, it dominates 
c&(0, x) everywhere on Y. Thus c&(0, *) must be b-regular, hence regular. 
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It is now possible to verify that ctz, t,(~, y) is still a 1.m.t.p.f. Indeed, the dual 
of Y with the W topology is W [lo] and, therefore, 
where T, has a natural extension to a continuous mapping (denoted by the 
same symbol) on Y. 
But c&(0, *) is regular, hence sup-compact. By Lemma 8.7(a), (e) 
sup [c&(0, x> + &(O, y + T,x)l = sup (,“y~~ (c&O, a) + cs.40,~ - 4)) 
x I 
is upper semicontinuous in y  and the desired equality is obtained. 
We now wish to apply Theorem 10.1. In order to do so, it must be shown 
that IT(.) : t --+ IT, is continuous when W is assigned the topology re of 
uniform convergence on sets of the form {TJ : czl+(O, x - x0) 3 a}. But 
sup {VT,+, - IT,) Ts : ctl,t,(O, x - q,) 2 a, x E X> 
= sup ((IT,,, - ZT,) TJ : c&,(0, x - x0) 3 a, x E I’}. 
Since IT(.) : t + W was assumed continuous when W is assigned the topology 
7 it is also continuous when W is assigned the topology re. 
In this way we obtain: 
THEOREM 2. Let X be a linear space and let W be a total subspace of X+. 
Assign to X the W topology. Then z. c~,.~,(*, *) is a l.m.t.p.f. which is upper 
semicontinuous, satisjes (i), (ii), (iii), and (iv), and c~,,~,(O, 0) > O1 then 
ct,, tz(O, *) is a concave function. 
The proof follows from the remarks above with the help of Theorem 10.1. 
Theorems 1 and 2 may perhaps be more easily visualized when stated under 
somewhat more restrictive assumptions. For example, when X is a Hilbert 
1 See remark following Theorem 9.1. 
PROFIT FUNCTIONS 201 
space it is possible to apply Theorem 1 directly to obtain the final result. To 
do so, let W = X* = X and let A = {S : S is a weakly bounded subset of X}. 
Then 2 = X and conditions (i)-(iv) read: 
(i.a) T, is a continuous operator on X (in the weak or strong topology). 
(ii.a) // T,*,,x - Ttx 11 --f 0 whenever r--f 0 for all x and t, thus 
Tc,x : R+ + X is continuous when x is assigned the strong topology. 
(iii.a) sup 2,11 ctlJq y) is a measurable real-valued function of t, , t, . 
(iv.a) Ct,,&Y) - g 1 ( is c re u ar i.e., whenever t, ---f 0 and c0 , t,(O, xn) = a, 
x, must converge weakly to zero) and we may state. 
‘I’HEORRM 3. Let X be a Hilbert space. Then if ctl+J., .) is a 1.m.t.p.f. 
which is weakly upper semicontinuous satisfies (i.a)-(iv.a) and ctI+JO, 0) > 0 
then c t,,t2(0, .) is a concave function and has the representation of Theorem 9.1. 
This result can be easily obtained with the help of Theorem 10.1 and Lem- 
ma 8.6 if the following facts are kept in mind: 
(a) In a reflexive Banach space any weakly bounded set is also strongly 
bounded (Banach-Steinhaus [lo]). 
(b) In a Hilbert space any closed bounded set is weakly compact [lo]. 
(c) M is a continuous mapping from (X, T) to (X, T) when 7 is a metric 
topology if? M is continuous from (X, u) when u is the weak topology [lo]. 
12. EXAMPLES 
Consider the following optimal control problem: Maximize jif (u(t)) dt 
subject to li = Ax + Bu, x(0) = x1 , x(t) = x2 where x E R”, u E R” for 
some m, n. The problem may be restated as follows: 
Maximize ji f  (u(t)) dt subject to 
s 
t 
eA*Bu(t - a) dol = x2 - eAtxl . 
0 
The profit function in this case is 
CO,&1 > 4 = sup eAaBu(t - CI) da: = x2 - eAtxl (1) 
and its maximum transform is 
M(c,,,(O, a)) (1) = /‘sup [f(~(a)) - ZeAtiBu(ol)] dol = It g(leAa) du, (2) 
0 0 
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where g(Z) = sup [f(u) - I&]. If f is concave so is c~~,~,(O, *); hence 
Es#,(O, X) = inf [I; g(ZeAa) da + Zx] . (3) 
Suppose the system is controllable [16] and f is finite everywhere. Then 
G,,& > fi t f x is ni e or all x hence continuous in x and has a tangent Z(X) + a 
at every point x,, , and Z(X) + a > c tl,tl(O, x) for all x with equality at x0 . 
Therefore, 
a = “!P h,.t*(O, 4 - w = ~@tJ4 ->) (0 
and the infimum in Eq. (3) is taken on at some 1. Furthermore, 
(4) 
From here on we shall assume that f is b-regular. Suppose now that c,&O, *) 
is strictly concave at x0 . Then the supremum in (4) is reached at exactly 
one point, x0 . If we select u(t) to maximizef(u(t)) - Z&$&(t) we have 
/Ig(Z&w) da = 1” [f(u(a)) - ZeAolBu(a)] da 
0 
and, therefore, Ji &Bu(~) dr = x0 . Thus the control u(t - 7) brings us to 
x0 in time t and, also, J~~(u(cx)) da = c,,,(O, x0). Hence u(t - CX) is an optimal 
control. We see that in this special case existence of optimal control follows 
immediately. To compute it we need only find 1 and the latter is obtained by 
minimizing the expression &g(ZeAu) dol - Ix, where x0 is the state to be 
reached. Thus we reduced the problem of maximization over a function 
space to one of minimization of a convex function in finite dimensional 
space. To this problem we may apply a variety of existing techniques such as 
Newton’s method or steepest descent to obtain the solution. It may be of 
interest to find what g is like in some particular situations. Suppose 
f(u) = g I ui IP = - II 24 llDP. 
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Then if (l/p + l/q) = 1 
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and the problem reduces to approximation in Lq[O, t]: 
Another interesting example is the minimum time problem where the profit 
function has the form 
ctl.tz 
(x1 , x2) = 
I 
y;t, 6iilisiachable from x1 in t, - t, 
9 
and it is desired to reach x, from x1 when the only constraint is I/ u // < a and 
$ = Ax + Bu. It is easy to check that in that case M(ctI, t,(O, a)) has the form 
(2) where 
g(Z) = s;p (1Bu : Ij u Ij = a} = Ij ZB jl a. 
In general, the fact that g,(Z) = M(c~~,~~(O, e)) (I) is continuous in E is not 
sufficient to guarantee continuity of g(Z) in Theorem 9.1 and, therefore, it is 
not always true that c tl, tg(~, y) has a representation of the form (1) above. 
Still, the representation (3) always holds true and g(N&Z) is continuous in 1. 
The following example will illustrate this point. 
Let X = L,[O, co). Then X* = L,[O, co) [lo]. Let T, be the shift operator 
T,(f(z)) (w) = of’” - t)’ 
I 
OJat 
, w < t. 
T,( ) is clearly strongly and weakly continuous on X and since the weakly 
bounded sets of X are also strongly bounded (Banach-Steinhous Theo- 
rem INI), 
sup (IT,+, - IT,) (4 < II IT,+, - ZTt II a for some a>0 x-z.9 
whenever S is weakly bounded. Therefore, whenever Z corresponds to a 
continuous function h(w) we have 
II ZTt,, - 1Tt II2 = j-= [h(t + T) - h(t)l2 dt < j-b [h(t + T) - h(t)]2 dt + d 
0 0 
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when b is chosen sufficiently large. Letting 7 --+ 0, h(r + 7) -+ h(t) boundedly 
on [0, b]; hence g [h(t + 7) - h(r)]2 dt -+ 0 and IT(.) is continuous into 
(X*, pi) whenever 1 is in the dense set W consisting of the continuous func- 
tions in L,[O, co). 
Let 
co,tW(-)I = O OsU%t If(a) I < 1, f(a) = 0 outside [0, t] - co . 
It is easy to see that 
ctx, t*(X, Y) = C0.tZ-tl(09 Y - G&N 
is a 1.m.t.p. function, 
= sup {- Ix : x E @s,t(O, r) b OH 
= sup 1s: 44f(4 da :f(4 G 11 
= I” 144 I da = j%rT.) da, 
0 0 
where g(Z) = ] h(0) 1 w h enever 1 corresponds to the function h on [0, co). 
Clearly g(e) is not continuous on L, and ctlSt,(~, y) cannot be represented in 
the form (1). The function g(N&(.)) is continuous since 
N&Z = j-i T,Z da = j-1 h(t + a) da and cd%,4 = / [‘+9 da / - 
0 
Theorem 8.1 states that whenever c~,,~,(*, ;) is regular it is concave. It is 
interesting to note that b-regularity and strong upper semicontinuity are not 
always sufficient to guarantee concavity of ctl&O, a). The following example 
was given by Radstrijm [7]: 
Let X = L,[O, I]. Let c,,,(O, *) be defined by 
1 
0 whenever 
co,tW) = 
s 
1 If(a) 1 da < t andfis integer-valued 
--00 otherwise. 
Then coJO, .) is upper semicontinuous and b-regular since the set 
{f : co, ,(O,f) = 0} is (strongly) closed and bounded. Also, it can be easily 
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verified that the function c~~,~~(x, y) = c~,~,-~,(O, y - x) is a 1.m.t.p. function 
with T, = I. Despite all these facts, c,,~(O, Z) is not convex. Let 
Then 
and co,l~~(O,fi) = c o,l~dO, fi> = 0; but ifi + ifi = t on [O, 11 and 
c~,~,~(O, &fi + $fa) = - 00. The weak upper semicontinuous hull E&O, *) 
of c,,,(O, *) is convex; however, by Theorem 10.2 
1 
0 whenever 
~o,tPLf) = 
s 0 
--co otherwise. 
To conclude this section we shall remark that Theorem 10.2 is applicable 
in the following general problem: Minimize 
J* 
t 
G(u(t, +>I dt subject to x = A(x(c *)> + B(u(t, *I>, 
0 
x(0, .) = 0, x(t, .) = g(-), 
where G is a functional on u(t, +) and A, B are linear operators mapping 
x(t, a), u(t, *) respectively into X. The profit function of such systems is 
typically concave (when the theorems apply) and is identical with the cost 
function of the system in which the criterion functional G(e) is replaced by 
ZG(.). It is in this sense that G of Section 6 is a smoothed version of the 
original functional F. 
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