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Predgovor
U mnogim realnim problemima javlja se neizvesnost (na primer pojava
koja zavisi od ishoda u buduc´nosti, ali mozˇe da poticˇe i od gresˇaka merenja).
Neizvesnosti tog tipa se cˇesto modeliraju pomoc´u slucˇajnih promenljivih i
tako formiraju probleme optimizacije u kojima je funkcija cilja i/ili dopustiv
skup stohasticˇka velicˇina. Kako je veoma tesˇko pristupiti resˇavanju takvog
stohasticˇkog problema, cˇesto se slucˇajnost eliminisˇe tako sˇto se umesto sto-
hasticˇke velicˇine posmatra njeno ocˇekivanje. Time se dobija problem opti-
mizacije s funkcijom cilja i/ili funkcijama ogranicˇenja u obliku matematicˇkog
ocˇekivanja, te je on deterministicˇki problem. Zbog neretke nedostupnosti pro-
nalazˇenja analiticˇkog oblika matematicˇkog ocˇekivanja, pethodni deterministi-
cˇki problem se resˇava stohasticˇkim postupkom, stoga se i naziva problemom
stohasticˇkog programiranja.
Poslednjih nekoliko decenija su problemi stohasticˇkog programiranja sve
zastupljeniji u naucˇnom istrazˇivanju. Pokazano je da se aproksimiranjem ma-
tematicˇkog ocˇekivanja uzoracˇkim ocˇekivanjem mozˇe doc´i do resˇenja problema
stohasticˇkog programiranja, bilo da su u pitanju problemi bez ogranicˇenja ili sa
ogranicˇenjima. Radi postizanja dobre aproksimacije matematicˇkog ocˇekivanja,
potrebno je raditi s veoma velikim uzorcima, sˇto dovodi do velikog broja izra-
cˇunavanja funkcija. U slucˇaju kada je evaluacija funkcija skupa, broj izracˇuna-
vanja funkcija predstavlja dominantni trosˇak postupka optimizacije, te se tezˇi
njegovom redukovanju. Pokazalo se da su metodi s promenljivom velicˇinom
uzorka efikasni u redukciji trosˇkova kada su u pitanju problemi stohasticˇkog
programiranja bez ogranicˇenja. Susˇtinska ideja tih postupaka je da se tokom
iterativnog postupka koriste podskupovi velikog uzorka umesto njega samog.
Velika klasa problema podrazumeva i stohasticˇka ogranicˇenja, te je zbog toga
znacˇajno istrazˇiti moguc´nost primene i adaptacije metoda s promenljivom ve-
licˇinom uzorka na probleme stohasticˇkog programiranja s ogranicˇenjima.
U disertaciji je stavljen akcenat na razmatranje problema stohasticˇkog pro-
gramiranja s ogranicˇenjima tipa jednakosti. Formirana su dva iterativna po-
stupka za njegovo resˇavanje. Osnovna ideja tih postupaka je aproksimiranje
i
matematicˇkog ocˇekivanja na osnovu metoda s promenljivom velicˇinom uzorka
uz upotrebu adaptivnog azˇuriranja velicˇine uzorka s ciljem da se dod¯e do re-
sˇenja posmatranog problema, odnosno njegove aproksimacije, sa sˇto manjim
brojem izracˇunavanja vrednosti funkcija. S obzirom na to da je u pitanju pro-
blem s ogranicˇenjima, taj pristup je kombinovan s kaznenim postupkom. Kao
osnovna strategija iterativnog postupka korisˇc´eno je linijsko pretrazˇivanje. Za
oba postupka su sprovedena teorijska analiza i numericˇko testiranje.
Disertacija je organizovana u osam poglavlja. Uvodno poglavlje sadrzˇi
kratak pregled definicija i teorema iz oblasti teorije verovatnoc´e, funkcionalne
analize i linearne algebre, kao i listu oznaka. U drugom poglavlju se osvrc´e-
mo na optimizaciju deterministicˇkih problema, s posebnim naglaskom na pro-
bleme s ogranicˇenjima. Trec´e poglavlje je posvec´eno stohasticˇkoj optimiza-
ciji, s najvisˇe detalja o SAA (Sample Average Approximation) i VSS (Variable
Sample Size) metodama. Originalni doprinos disertacije je izlozˇen u nared-
nim poglavljima. U cˇetvrtom poglavlju je prikazan postupak za resˇavanje pro-
blema stohasticˇkog programiranja koji je sveden na resˇavanje SAA aproksima-
cije problema. Pokazana je konvergencija podniza iteracija tog algoritma ka
resˇenju SAA aproksimacije. Kako je u pitanju SAA aproksimacija, u ovom
poglavlju se racˇuna s ogranicˇenim uzorkom koji je definisan pre sprovod¯enja
iterativnog postupka za optimizaciju. Resˇavanje samog problema stohasticˇkog
programiranja je rad¯eno u petom poglavlju. Korisˇc´en je niz SAA ocena i adap-
tivni metod za odred¯ivanje velicˇine uzorka. Neogranicˇen uzorak obezbed¯u-
je da se dobije skoro sigurna konvergencija ka resˇenju problema stohasticˇkog
programiranja. U sˇestom poglavlju su ilustrovani numericˇki rezultati koji po-
tvrd¯uju efikasnost oba algoritma, kao i smanjenje trosˇkova u pored¯enju s osta-
lim relevantnim postupcima. Kad je u pitanju ogranicˇen uzorak, relevantni
postupci su SAA postupak sa maksimalnim uzorkom i heuristicˇki postupak
(unapred zadata sˇema uvec´anja uzorka do maksimalnog uzorka). U slucˇaju
algoritma s neogranicˇenim uzorkom poredilo se s heuristicˇkim postupkom s
neogranicˇenim uzorkom. Zakljucˇna razmatranja su formulisana u sedmom po-
glavlju, dok su, radi potpunosti, u dodatku navedeni razmatrani test problemi i
prikazani grafici s rezultatima numericˇkog testiranja koji potvrd¯uju reprezenta-
tivnost grafika odabranih za sˇesto poglavlje.
Ovom prilikom bih da zahvalim mentoru Natasˇi Krklec Jerinkic´ na kori-
snim savetima i izuzetnoj pomoc´i u izradi disertacije. Posebno sam zahvalna
profesorki Natasˇi Krejic´ na savetima, sugestijama i primedbama. Profesorki
Sanji Rapajic´ dugujem zahvalnost za sugestije kojima je doprinela poboljsˇanju
kvaliteta disertacije. Zahvaljujem i profesoru Zoranu Ovcinu za primedbe i
predloge. Veliko hvala porodici i kolegama na pruzˇenoj podrsˇci i bodrenju.
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Glava 1
Pregled pratec´ih definicija i
teorema
Istrazˇivanje u okviru disertacije posvec´eno je optimizaciji problema sa sto-
hasticˇkim ogranicˇenjima. To znacˇi da se u tim problemima javlja slucˇajna pro-
menljiva. ˇCesto se problemi sa stohasticˇkim funkcijama prevode u probleme
s funkcijama u obliku matematicˇkog ocˇekivanja, cˇime se dobijaju determini-
sticˇki problemi. Med¯utim, ti problemi se resˇavaju stohasticˇkim postupcima
optimizacije. Tako su istrazˇivanja numericˇkih postupaka za resˇavanje problema
stohasticˇkog programiranja, pored elemenata analize i linearne algebre, prozˇeta
teorijom verovatnoc´e, statistike i funkcionalne analize.
S ciljem da obezbedimo laksˇe prac´enje analize rezultata prikazanih u di-
sertaciji ovo poglavlje je posvec´eno kratkom pregledu definicija i teorema iz
navedenih oblasti, koristec´i se s [1,2,23,41,44,55,63].
1.1 Linearna algebra i funkcionalna analiza
Prvo navodimo oznake za prostore koje c´emo spominjati u disertaciji. Skup
prirodnih brojeva je oznacˇen sa N, a prosˇiren s nulom oznacˇen je sa N0.
Skup realnih brojeva oznacˇavamo sa R, dok skup pozitivnih realnih brojeva
sa R+. Slova m,n, p nam predstavljaju dimenzije elemenata posmatranih pro-
stora, tako da su m,n, p ∈ N. Tako nam je Rn skup realnih vektora duzˇine n, a
R
m×n skup realnih matrica tipa m×n.
Vektor x ∈ Rn, s komponentama x1, . . . , xn, je vektor kolone i zapisujemo
ga sa x = (x1, . . . ,xn)T , pri cˇemu je sa ·T oznacˇena operacija transponovanja.
Relacija poretka je definisana po komponentama, te se pored¯enje vektora vrsˇi
po komponentama. Tako na primer x ≤ y, gde je x,y ∈ Rn, x = (x1, . . . ,xn)T ,
1
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y = (y1, . . . ,yn)T , znacˇi da je xi ≤ yi za svako i = 1, . . . ,n. Prostor Rn je snab-
deven skalarnim proizvodom
xT y =
n
∑
i=1
xiyi, x,y ∈Rn,
a samim tim i Euklidskom normom
‖x‖=
√
xT x,
i u njemu vazˇi Kosˇi- ˇSvarcova nejednakost
|xT y| ≤ ‖x‖ · ‖y‖ za svako x,y ∈Rn.
Teorema 1.1. Norma x 7→ ‖x‖ je neprekidna funkcija na Rn, a skalarni proi-
zvod (x,y) 7→ xT y je neprekidna funkcija na Rn×Rn.
Vektori v1, . . . ,vm ∈ Rn su linearno nezavisni ako samo za skalare α1 =
. . .= αm = 0 vazˇi jednakost α1v1 + . . .+αmvm = 0.
Neka je A ∈ Rm×n. Rang matrice A, r(A), je maksimalan broj linearno
nezavisnih vektora vrsta (ili kolona) matrice A. Matrica A ima pun rang ako je
r(A) = min{m,n}.
Posmatrajmo sada kvadratnu matricu A reda n, odnosno neka je A ∈Rn×n.
Za matricu A kazˇemo da je regularna ako je punog ranga. Ako je A regularna
matrica, tada postoji inverzna matrica A−1 takva da je A−1A = AA−1 = I, gde
je I jedinicˇna matrica. Skalar λ je karakteristicˇni koren matrice A ako postoji
x ∈ Rn, x 6= 0 takav da je Ax = λx.
Definicija 1.1. Neka su λ1,λ2, . . . ,λn karakteristicˇni koreni matrice A ∈Rn×n.
Spektralni radijus ρ(A) matrice A je
ρ(A) = max
1≤i≤n
|λi|.
Euklidska norma za matricu A ∈ Rn×n je
‖A‖=
√
ρ(AT A).
Za nju vazˇi da je
‖A‖= max
‖x‖=1
‖Ax‖,
pa je ‖Ax‖ ≤ ‖A‖‖x‖ za svako x ∈ Rn.
Za nas su od posebnog interesa osobine za simetricˇne i pozitivno definitne
matrice. Matrica A je simetricˇna ako vazˇi da je AT = A.
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Definicija 1.2. Matrica A ∈ Rn×n je pozitivno semidefinitna ako vazˇi da je
xT Ax ≥ 0 za svako x ∈Rn,
a pozitivno definitna ako postoji α ∈R+ za koje vazˇi da je
xT Ax≥ αxT x za svako x ∈Rn.
Teorema 1.2. Simetricˇna matrica A ∈ Rn×n je pozitivno definitna ako i samo
ako su svi njeni karakteristicˇni koreni pozitivni.
Teorema 1.3. Ako su λ1,λ2, . . . ,λn karakteristicˇni koreni simetricˇne matrice
A ∈Rn×n pored¯ani po velicˇini u rastuc´em poretku, tada za svaki vektor x ∈Rn
vazˇi da je
λ1xT x≤ xT Ax≤ λnxT x.
Za simetricˇnu pozitivno definitnu matricu A∈Rn×n vazˇi da je ‖A‖= ρ(A).
Napomenuli bismo da u disertaciji posmatramo probleme u kojima imamo
realne funkcije i vektore funkcija s realnim komponentama i da su promenljive
iz skupa Rn, te za nas kompaktan skup predstavlja zatvoren i ogranicˇen skup.
Za dva puta diferencijabilnu funkciju f : Rn →R sa ∇ f je oznacˇen gradijent,
∇ f (x) =


∂ f
∂x1 (x)
.
.
.
∂ f
∂xn (x)

 ,
a sa ∇2 f Hesijan, odnosno Jakobijeva matrica funkcije ∇ f . Sa ∇ f oznacˇavamo
i Jakobijevu matricu diferencijabilne funkcije f : Rn →Rm, m > 1, pa je tada
∇ f (x) =


∂ f1
∂x1 (x) · · ·
∂ f1
∂xn (x)
.
.
.
.
.
.
∂ fm
∂x1 (x) · · ·
∂ fm
∂xn (x)

 ,
pri cˇemu je f (x) = ( f1(x), . . . , fm(x))T .
Navodimo josˇ teoremu srednje vrednosti, ali pre toga da je duzˇ [a,b] koja
spaja tacˇke a i b iz Rn definisana sa
[a,b] = {(1− t)a+ tb : t ∈ [0,1]} .
Teorema 1.4. Neka je D otvoren skup u Rn, [a,b] ⊆ D i f : D → R diferenci-
jabilna funkcija, tada postoji t ∈ (0,1) takvo da je
f (b)− f (a) = ∇T f ((1− t)a+ tb)(b−a).
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1.2 Teorija verovatnoc´e i statistika
U disertaciji koristimo pojmove slucˇajna promenljiva, odnosno slucˇajan
vektor, matematicˇko ocˇekivanje, skoro sigurna konvergencija, jaki zakon ve-
likih brojeva. Sad c´emo navesti njihove definicije i poneke osobine.
Prvo moramo da vidimo sˇta je prostor verovatnoc´e, a za to je potrebno da
krenemo od eksperimenta koji predstavlja osnovni model u teoriji verovatnoc´e.
Moguc´i ishod nekog eksperimenta je elementarni dogad¯aj ω , a Ω je skup svih
moguc´ih elementarnih dogad¯aja posmatranog eksperimenta. Slucˇajan dogad¯aj,
odnosno dogad¯aj, je podskup skupa Ω. Pod realizacijom slucˇajnog dogad¯aja
se podrazumeva da se tokom eksperimenta ostvario elementarni dogad¯aj koji
mu pripada.
Neka je F familija slucˇajnih dogad¯aja eksperimenta definisanog sa sku-
pom elementarnih dogad¯aja Ω.
Definicija 1.3. Podskup F partitivnog skupa skupa Ω je σ -algebra nad Ω ako
su zadovoljeni uslovi:
1. Ω ∈F ,
2. ako A ∈F , tada i Ω \A ∈F ,
3. ako je {Ai}i∈N ⊆F , tada
⋃
i∈N
Ai ∈F .
Skup (Ω,F ) je prostor sa σ -algebrom, a elementi σ -algebre F su merljivi
skupovi. Najmanja σ -algebra koja sadrzˇi skup Rn je Borelova σ -algebra BRn ,
koja je generisana otvorenim, zatvorenim ili poluotvorenim intervalima.
Definicija 1.4. Neka je F σ -algebra nad Ω. Funkcija P : F → [0,1] je funk-
cija verovatnoc´e ako vazˇi da je
1. P(Ω) = 1,
2. ako Ai ∈F , i = 1,2, . . . i Ai∩A j = /0 za svako i 6= j, i, j = 1,2, . . ., tada
je P
(
∞⋃
i=1
Ai
)
=
∞
∑
i=1
P(Ai).
Ured¯ena trojka (Ω,F ,P) je prostor verovatnoc´e, a P(A) verovatnoc´a slucˇaj-
nog dogad¯aja A.
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Dogad¯aj Ω je siguran dogad¯aj jer se uvek realizuje. Dogad¯aj A s osobinom
da je A 6= Ω i P(A) = 1 je skoro siguran (s.s.) dogad¯aj.
Dolazimo do pojmova slucˇajna promenljiva i slucˇajan vektor, kao i funkcije
raspodele koja ih potpuno odred¯uje, ali i numericˇkih karakteristika: kvantil,
matematicˇko ocˇekivanje i varijansa.
Definicija 1.5. n-dimenzionalana slucˇajna promenljiva (F -merljivo preslika-
vanje) X nad prostorom verovatnoc´e (Ω,F ,P) je preslikavanje X : Ω → Rn
za koje vazˇi da
X−1(B) := {ω ∈ Ω : X(ω) ∈ B} ∈F za svako B ∈BRn .
Teorema 1.5. Preslikavanje X = (X1, . . . ,Xn)T , X : Ω→Rn, je slucˇajan vektor
(n-dimenzionalna slucˇajna promenljiva) ako i samo ako za svako i = 1, . . . ,n
vazˇi da je Xi jednodimenzionalana slucˇajna promenljiva.
Definicija 1.6. Neka je X : Ω → Rn slucˇajan vektor X nad prostorom vero-
vatnoc´e (Ω,F ,P). Funkcija
PX(B) = P{X ∈ B}= P{ω ∈ Ω : X(ω) ∈ B} za svako B ∈BRn
je raspodela verovatnoc´e slucˇajnog vektora X.
Definicija 1.7. Funkcija raspodele slucˇajne promenljive X nad prostorom ve-
rovatnoc´e (Ω,F ,P) je funkcija FX : R → [0,1] definisana sa
FX (x) = P{X ≤ x}= P{ω ∈ Ω : X(ω) ≤ x}.
Definicija 1.8. Funkcija raspodele slucˇajnog vektora X = (X1, . . . ,Xn)T nad
prostorom verovatnoc´e (Ω,F ,P) je funkcija FX : Rn → [0,1] definisana sa
FX(x) = FX(x1, . . . ,xn) = P{{X1 ≤ x1}∩ . . .∩{Xn ≤ xn}}=
= P{ω ∈ Ω : {X1(ω) ≤ x1}∩ . . .∩{Xn(ω) ≤ xn}} .
Za α ∈ (0,1) definisan je kvantil reda α slucˇajne promenljive X kao
zα = inf
FX (x)≥α
x.
Definicija 1.9. Matematicˇko ocˇekivanje (ocˇekivanje, ocˇekivana vrednost, sred-
nja vrednost) slucˇajne promenljive X nad prostorom verovatnoc´e (Ω,F ,P) je
E[X ] =
∫
Ω
XdP.
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Za slucˇajnu promenljivu X se kazˇe da je P-integrabilna ako je E[X ] dobro
definisano i konacˇno.
Definicija 1.10. Varijansa (disperzija ili centralni momenat 2. reda) slucˇajne
promenljive X nad prostorom verovatnoc´e (Ω,F ,P) je
D[X ] = E
[
(X −E[X ])2] .
Velicˇina σ(X) =
√
D[X ] je standardno odstupanje slucˇajne promenljive X.
Neka su X i Y slucˇajne promenljive i c konstanta, tada vazˇe osobine:
1. D[X ] = E[X2]− (E[X ])2
2. D[X ] ≥ 0
3. E[c] = c, D[c] = 0
4. E[cX ] = cE[X ], D[cX ] = c2D[X ]
5. E[X +Y ] = E[X ]+E[Y ].
Pored toga, ako slucˇajna promenljiva ima varijansu, tada ima i ocˇekivanu vred-
nost.
Matematicˇko ocˇekivanje slucˇajnog vektora X = (X1, . . . ,Xn)T je vektor
E[X ] = (E[X1], . . . ,E[Xn])T .
Analogno, varijansa slucˇajnog vektora X je
D[X ] = (D[X1], . . . ,D[Xn])T .
Kada je slucˇajna promenljiva X diskretnog tipa, sˇto znacˇi da joj je skup
slika {x1,x2, . . .} najvisˇe prebrojiv skup, tada je njeno matematicˇko ocˇekivanje
E[X ] =
∞
∑
i=1
xi p(xi),
gde je verovatnoc´a p(xi) = P{X = xi}. Ocˇekivanje E[X ] postoji ako je suma s
kojom je odred¯eno apsolutno konvergentna, odnosno ako je
∞
∑
i=1
|xi|p(xi) < ∞.
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Slucˇajna promenljiva X je apsolutno neprekidnog tipa ako postoji nene-
gativna integrabilna funkcija ϕX(x) (gustina raspodele verovatnoc´e) sa x ∈ R
takva da je
P{X ∈ B}=
∫
B
ϕX (x)dx za svako B ∈BR.
Njeno matematicˇko ocˇekivanje je
E[X ] =
∫
∞
−∞
xϕX (x)dx
i ono postoji ako integral koji ga odred¯uje apsolutno konvergira, odnosno ako
vazˇi da je ∫
∞
−∞
|x|ϕX(x)dx < ∞.
Ocˇekivana vrednost slucˇajne promenljive koja je transformacija neke druge
slucˇajne promenljive mozˇe se izracˇunati preko gustine raspodele te slucˇajne
promenljive. Ova osobina vazˇi za Borelove funkcije, tj. za funkciju f : R →R
za koju vazˇi da je f−1(B) ∈BR za svako B ∈BR.
Teorema 1.6. Neka je slucˇajna promenljiva X apsolutno neprekidnog tipa s
gustinom raspodele ϕX (x) i neka je funkcija f : R → R Borelova funkcija.
Tada vazˇi da je
E[ f (X)] =
∫
∞
−∞
f (x)ϕX (x)dx.
Za nas su posebno interesantne nezavisne slucˇajne promenljive.
Definicija 1.11. Slucˇajne promenljive X i Y definisane nad istim prostorom
verovatnoc´e (Ω,F ,P) su nezavisne ako su njima generisane σ -algebre neza-
visne, odnosno ako za svako A,B ∈BR vazˇi da je
P(X−1(A)∩X−1(B)) = P(X−1(A))P(X−1(B)).
Za nezavisne slucˇajne promenljive X1, . . . ,Xn, n ∈ N, vazˇi da je njihova
zajednicˇka funkcija raspodele, odnosno funkcija raspodele slucˇajanog vektora
X = (X1, . . . ,Xn)T je
FX(x1, . . . ,xn) = FX1(x1) . . .FXn(xn).
Pored toga,
E[X1 . . .Xn] = E[X1] . . .E[Xn] i D[X1 + . . .+Xn] = D[X1]+ . . .+D[Xn].
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Teorema 1.7. Neka su f ,g : R → R Borelove funkcije. Ako su slucˇajne pro-
menljive X i Y nezavisne, tada su i f (X) i g(Y ) nezavisne slucˇajne promenljive.
U stohasticˇkoj optimizaciji su znacˇajni pojmovi skoro sigurna konvergen-
cija i konvergencija u raspodeli, kao i zakoni velikih brojeva, ali pre nego sˇto
pred¯emo na te pojmove, navesˇc´emo neke osobine slucˇajne promenljive s nor-
malnom raspodelom.
Normalna raspodela N (µ ,σ 2), sa µ ∈ R i σ > 0, je odred¯ena s gustinom
raspodele
ϕX (x) =
1
σ
√
2pi
e
−(x−µ)2
2σ2 , x ∈R.
Vrednost µ je ocˇekivana vrednost, a σ 2 varijansa. Raspodela N (0,1) se
naziva standardnom normalnom raspodelom. Ako je X slucˇajna promenljiva,
tada se za slucˇajnu promenljivu
X∗ =
X −E[X ]
σ(X)
kazˇe da je standardizovana i vazˇi da je E[X∗] = 0, D[X∗] = 1. Ako slucˇajna
promenljiva X ima N (µ ,σ 2) raspodelu, tada X∗ ima N (0,1) raspodelu.
Neka su X1,X2, . . . slucˇajne promenljive sa istom raspodelom nad datim
prostorom verovatnoc´e (Ω,F ,P). Razlikujemo sledec´e konvergencije niza
{Xk}k∈N ka slucˇajnoj promenljivoj X .
Definicija 1.12. Niz slucˇajnih promenljivih {Xk} skoro sigurno (s.s.) konver-
gira ka slucˇajnoj promenljivoj X ako je
P
{
lim
k→∞
|Xk−X |= 0
}
= 1.
Definicija 1.13. Niz slucˇajnih promenljivih {Xk} konvergira u verovatnoc´i ka
slucˇajnoj promenljivoj X ako za svako ε > 0
lim
k→∞
P{|Xk−X | ≥ ε}= 0.
Definicija 1.14. Neka slucˇajne promenljive X1,X2, . . . imaju svoje funkcije ra-
spodele FX1(x),FX2(x), . . ., a slucˇajna promenljiva X funkciju raspodele FX (x).
Niz {Xk} konvergira u raspodeli ka X ako
lim
k→∞
FXk(x) = FX (x)
za svaku tacˇku x u kojoj je funkcija FX neprekidna.
Teorija verovatnoc´e i statistika 9
Definicija 1.15. Niz slucˇajnih promenljivih {Xk}, s osobinom da je E[X2k ] <∞
za svako k = 1,2, . . ., konvergira srednje kvadratno ka slucˇajnoj promenljivoj
X ako
lim
k→∞
E[(Xk−X)2] = 0.
Veze izmed¯u navedenih konvergencija su formulisane u narednim teore-
mama.
Teorema 1.8. Ako niz slucˇajnih promenljivih {Xk}k∈N skoro sigurno konver-
gira ka slucˇajnoj promenljivoj X, tada taj niz konvergira i u verovatnoc´i.
Teorema 1.9. Ako niz slucˇajnih promenljivih {Xk}k∈N konvergira u verovatno-
c´i ka slucˇajnoj promenljivoj X, tada taj niz konvergira i u raspodeli.
Teorema 1.10. Ako niz slucˇajnih promenljivih {Xk}k∈N konvergira srednje
kvadratno ka slucˇajnoj promenljivoj X, tada taj niz konvergira i u verovatnoc´i.
Neka su sada slucˇajne promenljive X1,X2, . . . josˇ i nezavisne. Zakoni ve-
likih brojeva se bave pitanjem ponasˇanja slucˇajne promenljive Sn/n kada n
tezˇi u beskonacˇno, pri cˇemu je
Sk = X1 +X2 + . . .+Xk.
Ukoliko se posmatra skoro sigurna konvergencija, radi se o jakim zakonima
velikih brojeva, dok se po slabim zakonima velikih brojeva posmatra konver-
gencija u verovatnoc´i. Centralne granicˇne teoreme se bave pitanjem kada niz
slucˇajnih promenljivih konvergira u raspodeli ka slucˇajnoj promenljivoj sa nor-
malnom raspodelom.
Teorema 1.11. Neka su slucˇajne promenljive X1,X2, . . . nezavisne i neka imaju
uniformno ogranicˇene varijanse (tj. postoji konstanta C za koju vazˇi da je
D[Xk] ≤C za k ∈ N). Tada
lim
k→∞
Sk
k =
1
k
n
∑
k=1
E[Xk] u verovatnoc´i.
Teorema 1.12. Neka su slucˇajne promenljive X1,X2, . . . nezavisne i neka imaju
istu raspodelu s konacˇnom ocˇekivanom vrednosˇc´u E[Xk] = µ , k ∈ N. Tada
lim
k→∞
Sk
k = µ s.s.
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Dakle, mozˇemo da kazˇemo da je 1k
k
∑
j=1
X j priblizˇno jednaka sa matemati-
cˇkim ocˇekivanjem posmatranih slucˇajnih promenljivih za dovoljno veliko k,
pod navedenim uslovima.
Teorema 1.13. Neka su slucˇajne promenljive X1,X2, . . . nezavisne i sa istom
raspodelom i neka imaju konacˇnu varijansu D[Xk] = σ 2, k ∈ N (i konacˇnu
ocˇekivanu vrednost E[Xk] = µ , k ∈ N). Tada za standardizovanu slucˇajnu
promenljivu S∗k vazˇi da je
lim
k→∞
FS∗k (x) =
1√
2pi
∫ x
−∞
e−
t2
2 dt.
Dakle, pod navedenim uslovima, niz standardizovanih slucˇajnih promenlji-
vih S∗k =
Sk−E[Sk]√
D[Sk]
konvergira u raspodeli ka slucˇajnoj promenljivoj sa stan-
dardnom normalnom raspodelom N (0,1).
Ostalo nam je da se osvrnemo na statisticˇke pojmove: uzorak, uzoracˇko
ocˇekivanje, nepristrasna i konzistentna ocena, interval poverenja.
Populacija, odnosno skup na kojem posmatramo odred¯enu pojavu – obe-
lezˇje, za nas predstavlja slucˇajnu promenljivu X sa svojom funkcijom raspo-
dele. Uzorak nam predstavlja niz slucˇajnih promenljivih X1, . . . ,XN sa istom
funkcijom raspodele kao i slucˇajna promenljiva X . Taj niz se mozˇe posmatrati
kao N realizacija slucˇajne promenljive X . Naime, uzorak je N-dimenzionalni
slucˇajni vektor (X1, . . . ,XN)T . Statistika je funkcija od uzorka, a samim tim i
slucˇajna promenljiva. Za nas su znacˇajne statistike:
⊲ uzoracˇko ocˇekivanje X¯ = 1
N
N
∑
i=1
Xi,
⊲ uzoracˇka varijansa S¯2 = 1
N−1
N
∑
i=1
(Xi− X¯)2.
Prilikom ocene karakteristike θ slucˇajne promenljive X sa statistikom θˆ na
osnovu uzorka X1, . . . ,XN znacˇajno je utvrditi kvalitet te ocene. U tome imaju
ulogu osobine:
⊲ nepristrasnost (centriranost): E[θˆ ] = θ ,
⊲ konzistentnost (postojanost): θˆ konvergira u verovatnoc´i ka θ kada
N → ∞.
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Ocena je dobra ukoliko je nepristrasna i konzistentntna. Med¯u dvema ne-
pristrasnim ocenama efikasnija je ona koja ima manju varijansu. Kada su
X1, . . . ,XN nezavisne slucˇajne promenljive sa istom raspodelom, tada su ocene
X¯ i S¯2 nepristrasne.
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Glava 2
Deterministicˇka optimizacija
Pre nego sˇto se posvetimo optimizaciji problema sa stohasticˇkim ogranicˇe-
njima osvrnimo se na deterministicˇku optimizaciju. S obzirom na to da su u
osnovi nasˇeg istrazˇivanja problemi s ogranicˇenjima, stavljamo akcenat na nji-
hovo razmatranje. Med¯u postupcima za njihovo resˇavanje koncentrisali smo
se na kaznene postupke. Susˇtina tih postupaka je da se problem s ogranicˇe-
njima preformulisˇe u problem bez ogranicˇenja, te da se resˇava niz problema
bez ogranicˇenja. Zbog toga je znacˇajno razmotriti i probleme bez ogranicˇenja.
Tako pocˇinjemo s posmatranjem uslova optimalnosti problema bez ogranicˇe-
nja, a potom navodimo metode za njihovo resˇavanje. Isticˇemo linijsko pre-
trazˇivanje posˇto taj pristup koristimo u nasˇem istrazˇivanju.
Veliki broj knjiga je posvec´en deterministicˇkoj optimizaciji, na primer [8,
9,16,21,39], a kad je u pitanju teorija s primenom, [3,4].
2.1 Optimizacija problema bez ogranicˇenja
Optimizacija, odnosno matematicˇko programiranje, je matematicˇki alat za
analiziranje fizicˇkih sistema. Proces optimizacije se sastoji od modeliranja pro-
blema definisanog fizicˇkim sistemom, odnosno utvrd¯ivanja promenljivih, funk-
cije cilja i ogranicˇenja, i resˇavanja modela uz pomoc´ algoritma. Algoritmi u
optimizaciji su mahom iterativni, sˇto znacˇi da se njima generisˇe niz aproksi-
macija, polazec´i od pocˇetne aproksimacije i generisˇuc´i svaku narednu aproksi-
maciju koristec´i prethodnu, s ciljem da se dobije niz tacˇaka koje konvergiraju
ka resˇenju problema optimizacije. Kada je model u potpunosti poznat, pose-
duju se vrednosti funkcija iz modela i rezultat algoritma je isti za iste pocˇetne
aproksimacije, tada se govori o deterministicˇkoj optimizaciji.
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Problemi optimizacije se mogu podeliti na probleme bez ogranicˇenja i na
probleme s ogranicˇenjima. Opsˇta formulacija problema bez ogranicˇenja je
min
x∈Rn
f (x) (2.1)
gde je funkcija f : Rn → R funkcija cilja. Problem maksimizacije se ekviva-
lentno mozˇe zapisati preko problema minimizacije, naime
max
x∈Rn
f (x) = −min
x∈Rn
− f (x).
U slucˇaju problema s ogranicˇenjima, promenljiva x pripada nekom podskupu
od Rn.
2.1.1 Uslovi optimalnosti
Pod resˇavanjem problema (2.1) podrazumeva se utvrd¯ivanje tacˇke mini-
muma x∗ u kojoj funkcija f ima najmanju vrednost na skupu Rn. Dakle,
x∗ = arg min
x∈Rn
f (x).
Problem optimizacije je dobro definisan ako ima resˇenje, s tim da mozˇe da ima
visˇe resˇenja. Da bi problem minimizacije bez ogranicˇenja bio dobro definisan,
funkcija cilja treba da bude ogranicˇena odozdo.
U mnogim slucˇajevima je veoma tesˇko odrediti minimum funkcije na skupu
R
n zbog posedovanja samo lokalnih informacija o funkciji. Iz tog razloga su
definisane sledec´e vrste minimuma. Problem (2.1) u tacˇki x∗ ima
⊲ globalni minimum ako je f (x∗) ≤ f (x) za svako x ∈ Rn;
⊲ (slabi) lokalni minimum ako je f (x∗) ≤ f (x) za svako x iz neke okoline
tacˇke x∗;
⊲ strogi lokalni minimum ako je f (x∗) < f (x) za svako x, razlicˇito od x∗,
iz neke okoline tacˇke x∗.
Za glatke funkcije postoje uslovi koji odred¯uju lokalni minimum. Potreban
uslov prvog reda je definisan za neprekidno diferencijabilne funkcije cilja.
Teorema 2.1. ( [39] ) Ako je x∗ tacˇka lokalnog minimuma problema (2.1) sa
neprekidno diferencijabilnom funkcijom f u nekoj okolini tacˇke x∗, tada je
∇ f (x∗) = 0.
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Tacˇka u kojoj je gradijent funkcije jednak nuli je stacionarna tacˇka funkcije.
Dakle, potreban uslov da funkcija ima minimum u tacˇki x∗ je da je x∗ njena sta-
cionarna tacˇka, odnosno, za tacˇku koja nije stacionarna tacˇka funkcije, znamo
da ne mozˇe biti tacˇka minimuma.
Potreban uslov drugog reda, kao i dovoljan uslov drugog reda, su dati za
dva puta neprekidno diferencijabilne funkcije.
Teorema 2.2. ( [39] ) Ako je x∗ tacˇka lokalnog minimuma problema (2.1) sa
neprekidno diferencijabilnim gradijentom ∇ f u nekoj okolini tacˇke x∗, tada je
∇ f (x∗) = 0 i Hesijan ∇2 f (x∗) je pozitivno semidefinitan.
Teorema 2.3. ([39] ) Ako je Hesijan ∇2 f neprekidan u nekoj okolini tacˇke x∗,
∇ f (x∗) = 0 i ∇2 f (x∗) je pozitivno definitan, tada je x∗ tacˇka strogog lokalnog
minimuma problema (2.1).
Znacˇi, i za tacˇku koja nema pozitivno semidefinitan Hesijan znamo da ne
mozˇe biti tacˇka minimuma. Med¯utim, za stacionarnu tacˇku u kojoj je Hesijan
pozitivno definitan znamo da je tacˇka lokalnog minimuma.
Kada je funkcija cilja konveksna, tada imamo informacije i o globalnom
minimumu.
Teorema 2.4. ( [9,39] ) Ako je funkcija cilja konveksna, tada je njena tacˇka
lokalnog minimuma i tacˇka globalnog minimuma.
Kada je funkcija cilja konveksna i diferencijabilna, tada je svaka stacionarna
tacˇka ujedno i tacˇka globalnog minimuma.
Ako je funkcija cilja strogo konveksna, tada je njena tacˇka globalnog mini-
muma jedinstvena.
2.1.2 Metodi resˇavanja
S obzirom na to da su metodi za resˇavanje problema optimizacije iterativni,
odabere se pocˇetna tacˇka x0 i generisˇe se niz iterativnih tacˇaka {xk}k∈N tako
da se naredna tacˇka odred¯uje na osnovu prethodne. Cilj je da niz {xk} bude
generisan tako da tezˇi ka resˇenju x∗ problema (2.1). Stoga se izbor naredne
iterativne tacˇke vrsˇi sa ciljem da se dobije manja vrednost funkcije cilja.∗
Tako, u k-toj iteraciji se bira naredna iterativna tacˇka xk+1 za koju vazˇi da je
∗Tacˇnije, ovaj uslov ne mora da vazˇi za nemonotone algoritme, videti Grippo i dr. [22].
Kod tih algoritama se trazˇi da se tek nakon nekog broja iteracija postigne smanjenje vrednosti
funkcije cilja.
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f (xk+1) < f (xk). To se cˇini odabirom pravca dk i duzˇine koraka αk s kojima
c´e se iz xk doc´i u xk+1, sˇto znacˇi da je
xk+1 = xk +αkdk.
Postoje dva osnovna pristupa odred¯ivanja pravca i duzˇine koraka: postupak
oblasti poverenja i linijsko pretrazˇivanje.
Po postupku oblasti poverenja prvo se fiksira maksimalna duzˇina koraka,
a potom se odrede pravac pretrage i duzˇina koraka kojima se dolazi u tacˇku u
kojoj se dovoljno smanji vrednost funkcije cilja. Tako se u k-toj iteraciji fiksira
maksimalna duzˇina koraka u vidu poluprecˇnika oblasti poverenja △k > 0, te
se napravi model mk koji aproksimira funkciju cilja u okolini xk. Obicˇno se
koristi kvadratni model
mk(p) = f (xk)+∇T f (xk)p+ 12 p
T Hk p,
gde je matrica Hk Hesijan ∇2 f (xk) ili njegova aproksimacija. Pravac pretrage
i duzˇina koraka se odred¯uju istovremeno, (priblizˇnim) resˇavanjem problema
min
‖p‖≤△k
mk(p). (2.2)
Ukoliko se s tacˇkom xk + pk, gde je pk resˇenje potproblema (2.2), dobije do-
voljno smanjenje vrednosti funkcije f , ta tacˇka se uzima za narednu iterativnu
tacˇku, odnosno, tada je xk+1 = xk + pk. U suprotnom se smanjuje poluprecˇnik
oblasti poverenja i resˇava novi potproblem. Algoritam i njegove osobine se
mogu nac´i u Nocedal i Wright [39].
Linijsko pretrazˇivanje
Po postupku linijskog pretrazˇivanja u svakoj iteraciji se prvo odredi pravac
pretrazˇivanja dk, a potom duzˇina koraka αk tako da se umanji vrednost funk-
cije cilja. Uzimanjem za pravac pretrazˇivanja opadajuc´i pravac – pravac dk s
osobinom da je
dTk ∇ f (xk) < 0,
obezbed¯uje se da se duzˇ pravca dk mozˇe smanjiti vrednost funkcije f . Neki
metodi koriste proizvoljan opadajuc´i pravac pretrazˇivanja, dok drugi konkretno
definisˇu izbor pravca pretrazˇivanja. U nastavku c´emo navesti najcˇesˇc´e korisˇc´e-
ne pravce, ali c´emo pre toga razmotriti izbor duzˇine koraka.
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Odred¯ivanje duzˇine koraka u linijskom pretrazˇivanju
Duzˇina koraka s kojom se, duzˇ dk, dobija najvec´e umanjenje vrednosti
f (xk) je resˇenje problema
min
α>0
f (xk +αdk). (2.3)
Resˇavanje potproblema (2.3) je uglavnom skupo, a pored toga je nepotrebno
da se u svakoj iteraciji izracˇuna njegovo tacˇno resˇenje, te se zbog toga, cˇesto,
αk odred¯uje proveravanjem vrednosti f (xk +αdk) za odred¯en niz vrednosti α .
U nekim slucˇajevima, uglavnom u Njutnovom postupku, se cˇak fiksira duzˇina
koraka na αk = 1.
Prilikom proveravanja niza vrednosti α postavlja se uslov kojim se odred¯u-
je prihvatljivost za α . S obzirom na to da je cilj da se umanji vrednost funkcije
cilja, uslov koji se postavlja je Armizˇo uslov
f (xk +αdk)≤ f (xk)+ηαdTk ∇ f (xk), (2.4)
gde je parametar η ∈ (0,1). Prakticˇno se obicˇno uzima da je η = 10−4.
Armizˇo uslov je zadovoljen za svako dovoljno malo α , pa niz iteracija {xk}
zasnovan samo na njemu mozˇe veoma sporo napredovati ka resˇenju problema
(2.1). Zbog toga se dodaje i uslov krivine
dTk ∇ f (xk +αdk) ≥ η2dTk ∇ f (xk) (2.5)
s konstantom η2 ∈ (η ,1). Prilikom linijskih pretrazˇivanja koja nisu jako re-
striktivna koristi se η2 = 0.9, dok se za sˇto preciznija linijska pretrazˇivanja
racˇuna sa η2 = 0.1. U slucˇaju Njutnovog i kvazi-Njutnovih metoda uobicˇajeno
je uzeti η2 = 0.9.
Armizˇo uslov i uslov krivine cˇine Volfove uslove, s ciljem da se smanji
vrednost funkcije cilja i da se sprecˇi da duzˇina koraka bude neprihvatljivo mala.
Naredna teorema potvrd¯uje da je, za neprekidno diferencijabilne i odozdo ogra-
nicˇene funkcije cilja, linijsko pretrazˇivanje zasnovano na Volfovim uslovima
dobro definisano, odnosno da se uvek mozˇe dobiti duzˇina koraka koja zadovo-
ljava Volfove uslove.
Teorema 2.5. ([39] ) Neka je funkcija f : Rn →R neprekidno diferencijabilna
i ogranicˇena odozdo duzˇ prave {xk+αdk : α > 0}, gde je dk opadajuc´i pravac
za f u xk. Tada za parametre η i η2 s osobinom da je 0 < η < η2 < 1 postoje
intervali kojima pripada duzˇina koraka koja zadovoljava uslove (2.4) i (2.5).
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Algoritam za linijsko pretrazˇivanje zasnovano na Volfovim uslovima za
neku maksimalnu dozvoljenu duzˇinu koraka αmax > 0 utvrd¯uje podinterval in-
tervala (0,αmax) u kojem se nalaze duzˇine koraka koje zadovoljavaju Volfove
uslove, a potom, koristec´i interpolaciju, odred¯uje trazˇenu duzˇinu koraka. De-
taljan algoritam mozˇe se nac´i u [16,39].
Ukoliko se Armizˇo uslov primenjuje s postupkom u kojem niz testiranih
vrednosti α opada s unapred definisanim faktorom, dobija se postupak linij-
skog pretrazˇivanja koji eliminisˇe prekratke duzˇine koraka. To je slucˇaj s ta-
kozvanom backtracking procedurom. U pitanju je jednostavan postupak slede-
c´eg oblika.
Algoritam 2.1. Backtracking linijsko pretrazˇivanje
K0 Izabrati: α¯ > 0, β ,η ∈ (0,1) i uzeti da je α = α¯ .
K1 Dokle god je
f (xk +αdk)> f (xk)+ηαdTk ∇ f (xk)
stavljati da je α = βα .
Postaviti da je αk = α .
Backtracking linijsko pretrazˇivanje je takod¯e dobro definisano jer se zau-
stavlja za α = α¯ ili za dovoljno malo α za koje vazˇi Armizˇo uslov. Kada
se koristi u sklopu Njutnovog ili kvazi-Njutnovog postupka, uzima se pocˇetna
duzˇina koraka α¯ = 1.
Pravci pretrazˇivanja u linijskom pretrazˇivanju
Najcˇesˇc´e korisˇc´eni pravac pretrazˇivanja je
dk = −H−1k ∇ f (xk) (2.6)
sa simetricˇnom i regularnom matricom Hk. Kada je Hk pozitivno definitna, a
xk nije stacionarna tacˇka funkcije f , tada je
dTk ∇ f (xk) = −∇T f (xk)H−1k ∇ f (xk) < 0,
pa je pravac pretrazˇivanja definisan sa (2.6) opadajuc´i pravac.
Za Hk = I dobija se pravac negativnog gradijenta
dk = −∇ f (xk)
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duzˇ kojeg najbrzˇe opada vrednost funkcije f . Taj pravac se koristi u postupku
najbrzˇeg pada koji je najjednostavniji postupak i ne zahteva racˇunanje Hesi-
jana, ali mozˇe biti jako spor.
Kada je Hk Hesijan u tacˇki xk, dobija se Njutnov pravac
dk = −
(
∇2 f (xk)
)−1 ∇ f (xk). (2.7)
Kako se duzˇ Njutnovog pravca s duzˇinom koraka αk = 1 dobija najvec´e sma-
njenje vrednosti funkcije f , kada je Hesijan ∇2 f (xk) pozitivno definitan, uz-
ima se da je αk = 1. Zbog toga Njutnov postupak, kod kojeg je niz iteracija
{xk} generisan sa xk+1 = xk + dk, gde je dk odred¯eno sa (2.7), spada u na-
jbrzˇe postupke. S obzirom na to da Hesijan ∇2 f (xk) ne mora biti pozitivno
definitan (kada je daleko od resˇenja), samim tim pravac (2.7) ne mora da bude
opadajuc´i pravac. Tada mozˇe da bude cˇak i singularan. Jedan od nacˇina da
se izbegnu ti problemi je da se matrica Hk modifikuje dodavanjem pozitivne
dijagonalne matrice na Hesijan ∇2 f (xk), obezbed¯ujuc´i da postane dovoljno
pozitivno definitna.
Kada se zˇeli izbec´i racˇunanje Hesijana, a ne zˇeli se upotrebiti metod naj-
brzˇeg pada, tada su dobar izbor kvazi-Njutnovi postupci. Po kvazi-Njutnovim
postupcima se za matricu Hk uzima aproksimacija Hesijana ∇2 f (xk). Posˇto je
∇2 f (xk)(xk+1− xk) ≈ ∇ f (xk+1)−∇ f (xk),
matrica Hk se azˇurira u svakoj iteraciji tako da nova matrica Hk+1 bude sime-
tricˇna i zadovolji jednacˇinu secˇice
Hk+1sk = yk,
gde je
sk = xk+1− xk, yk = ∇ f (xk+1)−∇ f (xk).
Jedna od najpoznatijih formula za azˇuriranje tog tipa je BFGS formula, koju su
predlozˇili Broyden, Fletcher, Goldfarb i Shanno,
Hk+1 = Hk−
HksksTk Hk
sTk Hksk
+
ykyTk
yTk sk
. (2.8)
Radi izbegavanja faktorizacije matrice Hk prilikom racˇunanja pravca pretrazˇi-
vanja u (2.6), koristi se ekvivalent formuli (2.8), u kojoj se direktno azˇurira
matrica Bk := (Hk)−1,
Bk+1 =
(
I− sky
T
k
yTk sk
)
Bk
(
I− yks
T
k
yTk sk
)
+
sks
T
k
yTk sk
. (2.9)
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Za pocˇetne matrice H0, odnosno B0, najcˇesˇc´e se uzima jedinicˇna matrica.
Pravila azˇuriranja (2.8) i (2.9) cˇuvaju pozitivnu definitnost kada je zadovo-
ljen uslov
sTk yk > 0. (2.10)
Preciznije, ako su Hk i Bk pozitivno definitne matrice i vazˇi (2.10), tada su
i matrice Hk+1 i Bk+1 pozitivno definitne. Kada je xk+1 odred¯eno duzˇinom
koraka αk koja zadovoljava uslov krivine (2.5), tada vazˇi uslov (2.10). Naime,
sTk yk = αk
(
dTk ∇ f (xk+1)−dTk ∇ f (xk)
)
>
> αk
(
dTk ∇ f (xk+1)−η2dTk ∇ f (xk)
)≥ 0,
jer je αk > 0, η2 ∈ (0,1) i dTk ∇ f (xk) < 0. Dakle, linijsko pretrazˇivanje s
duzˇinom koraka koja zadovoljava Volfove uslove i BFGS pravcem s pozitivno
definitnom matricom H0 (ili B0) je dobro definisano.
Umesto linijskog pretrazˇivanja zasnovanog na Volfovim uslovima mozˇe se
upotrebiti backtracking linijsko pretrazˇivanje s α¯ = 1, s tim da se u tom slucˇaju
mora uvesti mera zasˇtite (safeguard) jer uslov (2.10) mozˇe biti narusˇen. Mera
zasˇtite podrazumeva da se za sTk yk koje je negativno ili previsˇe blizu nuli ma-
trica aproksimacije Hesijana ostavi nepromenjena. Tako za dovoljno pozitivno
sTk yk se Hk+1, odnosno Bk+1, azˇurira po formuli (2.8), odnosno (2.9), a u su-
protnom se stavi da je Hk+1 = Hk, odnosno Bk+1 = Bk.
2.2 Optimizacija problema s ogranicˇenjima
Problem optimizacije s ogranicˇenjima mozˇemo formulisati kao
min
x∈Ω
f (x) (2.11)
gde je funkcija f : Rn → R funkcija cilja, kao i u problemu bez ogranicˇenja, a
skup Ω pravi podskup skupa Rn. Za skup Ω kazˇemo da je dopustiv skup, a za
tacˇke koje mu pripadaju da su dopustive tacˇke. Najopsˇtija formulacija dopusti-
vog skupa je preko ogranicˇenja tipa jednakosti i ogranicˇenja tipa nejednakosti:
Ω = {x ∈ Rn : hi(x) = 0, i ∈ E , hi(x) ≥ 0, i ∈I }, (2.12)
gde su funkcije hi : Rn → R, i ∈ E ∪I , funkcije ogranicˇenja.
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2.2.1 Uslovi optimalnosti
Resˇenja problema s ogranicˇenjima su definisana analogno kao kod pro-
blema bez ogranicˇenja s tim da resˇenje mora biti dopustiva tacˇka. Tako, resˇiti
problem (2.11) znacˇi pronac´i tacˇku x∗ ∈ Ω u kojoj funkcija f ima najmanju
vrednost na skupu Ω. Za problem (2.11) x∗ je tacˇka
⊲ globalnog minimuma ako je x∗ ∈ Ω i f (x∗) ≤ f (x) za svako x ∈ Ω;
⊲ lokalnog minimuma ako je x∗ ∈ Ω i f (x∗) ≤ f (x) za svako dopustivo x
iz neke okoline tacˇke x∗;
⊲ strogog lokalnog minimuma ako je x∗ ∈ Ω i f (x∗) < f (x) za svako do-
pustivo x, razlicˇito od x∗, iz neke okoline tacˇke x∗.
Za problem s ogranicˇenjima kazˇemo da je nedopustiv ako mu je dopustiv skup
prazan i tada on nema resˇenje. Problem s ogranicˇenjima nema resˇenje ni kada
njegova funkcija cilja nije ogranicˇena odozdo na dopustivom skupu.
Kod problema s ogranicˇenjima, pored uslova na gradijent funkcije cilja i
uslova da je optimalna tacˇka dopustiva, i gradijenti funkcija ogranicˇenja su
ukljucˇeni u uslove optimalnosti. Stoga je definisana Lagranzˇova funkcija pro-
blema (2.11) s dopustivim skupom (2.12):
L (x,λ ) := f (x)− ∑
i∈E ∪I
λihi(x),
gde su λi ∈R Lagranzˇovi mnozˇitelji.
Pre nego sˇto formulisˇemo uslove optimalnosti, potrebno je da kazˇemo sˇta se
podrazumeva pod skupom aktivnih ogranicˇenja i LICQ uslovom. Ogranicˇenje
je aktivno u dopustivoj tacˇki x ako je hi(x) = 0, te je skup aktivnih ogranicˇenja
u dopustivoj tacˇki x
A (x) = E ∪{i ∈I : hi(x) = 0}.
LICQ (Linear Independence Constraint Qualification) uslov je zadovoljen u
tacˇki x ako su gradijenti funkcija ogranicˇenja koja su aktivna u x linearno
nezavisni, odnosno ako su funkcije iz skupa {∇hi(x) : i ∈ A (x)} linearno
nezavisne. Zadovoljen LICQ uslov u resˇenju obezbed¯uje da se, u okolini
resˇenja, linearnom aproksimacijom dopustivog skupa dobija dobra aproksima-
cija. Odnosno da je skup linearizovanih dopustivih pravaca
F (x) := {d ∈ Rn : dT ∇hi(x∗) = 0 za svako i ∈ E
dT ∇hi(x∗) ≥ 0 za svako i ∈I ∩A (x)}
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u dopustivoj tacˇki x istovetan sa skupom svih tangenti na dopustiv skup u x.
Postoje razni potrebni uslovi optimalnosti prvog reda. Navodimo KKT
(Karush-Kuhn-Tucker) uslove definisane u sledec´oj teoremi, a potom i uslov
vezan za pravce iz skupa linearizovanih dopustivih pravaca.
Teorema 2.6. ( [39] ) Neka je x∗ tacˇka lokalnog minimuma problema (2.11)
sa dopustivim skupom (2.12) i neprekidno diferencijabilnim funkcijama f i hi,
i ∈ E ∪I , i neka je zadovoljen LICQ uslov u x∗. Tada postoji jedinstven
Lagranzˇov mnozˇitelj λ ∗, s komponentama λ ∗i ∈ R, i ∈ E ∪I , za koji vazˇe
KKT uslovi:
(i) ∇xL (x∗,λ ∗) = 0
(ii) hi(x∗) = 0 za svako i ∈ E
(iii) hi(x∗) ≥ 0 za svako i ∈I
(iv) λ ∗i ≥ 0 za svako i ∈I
(v) λ ∗i hi(x∗) = 0 za svako i ∈ E ∪I .
Primetimo da za probleme optimizacije s ogranicˇenjima tipa jednakosti
KKT uslov cˇine uslovi (i) i (ii).
Potreban uslov za lokalni minimum, u kojem vazˇi LICQ uslov, je da nijedan
pravac u skupu linearizovanih dopustivih pravaca ne bude opadajuc´i.
Teorema 2.7. ( [39] ) Neka je x∗ tacˇka lokalnog minimuma problema (2.11)
sa dopustivim skupom (2.12) i neprekidno diferencijabilnim funkcijama f i hi,
i ∈ E ∪I , i neka je zadovoljen LICQ uslov u x∗. Tada vazˇi da je
dT ∇ f (x∗) ≥ 0 za svako d ∈F (x∗).
Ako za x∗ postoji Lagranzˇov mnozˇitelj λ ∗ takav da za njega vazˇe KKT
uslovi, tada za pravce d iz skupa F (x∗) s osobinom da je
dT ∇hi(x∗) = 0 za svako i ∈A (x∗) za koje je λ ∗i > 0 (2.13)
vazˇi da je
dT ∇hi(x∗) = 0 za svako i ∈ E
dT ∇hi(x∗) = 0 za svako i ∈I ∩A (x∗) sa λ ∗i > 0
dT ∇hi(x∗) ≥ 0 za svako i ∈I ∩A (x∗) sa λ ∗i = 0
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sˇto implicira da je dT ∇ f (x∗) = 0, pa je pitanje da li se duzˇ pravca d mozˇe josˇ
smanjiti vrednost funkcije cilja f . Odgovor na to pitanje daju uslovi optimalno-
sti drugog reda. Potreban i dovoljan uslov drugog reda su redom formulisani
u naredne dve teoreme. Sa C (x∗,λ ∗) je oznacˇen skup pravaca d ∈ F (x∗) za
koje vazˇi osobina (2.13).
Teorema 2.8. ( [39] ) Neka je x∗ tacˇka lokalnog minimuma problema (2.11)
sa dopustivim skupom (2.12) i dva puta neprekidno diferencijabilnim funkci-
jama f i hi, i ∈ E ∪I , neka je zadovoljen LICQ uslov i neka je λ ∗ Lagranzˇov
mnozˇitelj za koji su zadovoljeni KKT uslovi. Tada je
dT ∇2xxL (x∗,λ ∗)d ≥ 0 za svako d ∈ C (x∗,λ ∗). (2.14)
Dakle, negativna krivina Hesijana Lagranzˇove funkcije duzˇ nekog pravca
iz C (x∗,λ ∗) daje informaciju da x∗ nije tacˇka lokalnog minimuma.
Teorema 2.9. ([39] ) Ako za dopustivu tacˇku x∗ ∈ Rn postoji Lagranzˇov mno-
zˇitelj λ ∗ za koji su zadovoljeni KKT uslovi i ako je
dT ∇2xxL (x∗,λ ∗)d > 0 za svako d ∈ C (x∗,λ ∗)\{0}, (2.15)
tada problem (2.11) s dopustivim skupom (2.12) ima strogi lokalni minimum u
tacˇki x∗.
Znacˇi, pozitivna krivina Hesijana Lagranzˇove funkcije duzˇ svih pravca iz
C (x∗,λ ∗)\{0} pruzˇa informaciju da je dostignut lokalni minimum.
Svaki lokalni minimum je i globalni minimum kad je u pitanju problem
konveksnog programiranja – problem sa konveksnom funkcijom cilja i konvek-
snim dopustivim skupom, sˇto za problem (2.11) sa (2.12) znacˇi da su funkcije
ogranicˇenja tipa jednakosti linearne, a funkcije ogranicˇenja tipa nejednakosti
su konkavne.
Teorema 2.10. ([9] ) Lokalni minimum konveksne funkcije cilja na konveksnom
dopustivom skupu je i globalni minimum. Ako je funkcija cilja josˇ i strogo
konveksna, tada je tacˇka globalnog minimuma jedinstvena.
2.2.2 Metodi resˇavanja
Iterativni postupci za resˇavanje problema s ogranicˇenjima se mogu grupi-
sati u postupke koji vrsˇe pretragu samo kroz dopustiv skup – dopustivi metodi
i postupke koji dozvoljavaju da iterativne tacˇke budu nedopustive. Za primere
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dopustivih metoda navodimo postupke zasnovane na projekciji na dopustiv
skup. U tim postupcima se odred¯uje kandidat za narednu iterativnu tacˇku,
te se on projektuje na dopustiv skup. S obzirom na to da je projekcija jedin-
stveno odred¯ena ako se preslikavanje vrsˇi na zatvoren i konveksan skup, da
bi ti postupci bili dobro definisani, potrebno je da je dopustiv skup zatvoren i
konveksan. ˇSta visˇe, postupci koji koriste projekcije su prakticˇni jedino kada
je projektovanje na dopustiv skup relativno jednostavno, kao sˇto je slucˇaj s
ogranicˇenjima koja predstavljaju samo donje i gornje granice na promenljivu,
odnosno kada je dopustiv skup {x ∈ Rn : l ≤ x ≤ u} za neke l,u ∈Rn.
Najjednostavniji dopustiv metod zasnovan na projekciji na dopustiv skup je
metod projekcije gradijenta u kojem se pretrazˇuje po pravcu negativnog gradi-
jenta. Pretpostavlja se da je funkcija cilja f neprekidno diferencijabilna, a da
je dopustiv skup Ω neprazan, konveksan i zatvoren. Za novu iteraciju se uzima
xk+1 = xk +αkdk, dk = ΠΩ (xk− γk∇ f (xk))− xk,
gde je ΠΩ(·) projekcija na dopustiv skup Ω definisana sa
ΠΩ(x) := argmin
y∈Ω
‖x− y‖,
a duzˇina koraka αk ∈ (0,1] i γk je pozitivan parametar. U Bertsekas [9] je
pokazano da ako se za γk uzme proizvoljan pozitivan parametar, na primer
γk = γ , k = 1,2, . . ., a duzˇina koraka αk se odred¯uje backtracking linijskim pre-
trazˇivanjem, tada je tacˇka nagomilavanja niza {xk} stacionarna tacˇka. Drugi
nacˇini odred¯ivanja αk i γk koji takod¯e obezbed¯uju konvergenciju ka stacio-
narnoj tacˇki, kao i visˇe detalja o dopustivim metodima, mogu se nac´i u Bert-
sekas [9].
Kazneni postupci
Prilikom resˇavanja problema s ogranicˇenjima u kojima se dozvoljava ne-
dopustivost iterativne tacˇke, zbog narusˇenosti uslova dopustivosti, javlja se
pitanje prednosti izmed¯u smanjivanja nedopustivosti i umanjivanja vrednosti
funkcije cilja po iteracijama. Jedan vid balansiranja se mozˇe videti u filter
metodama, a drugi u postupcima koji koriste merit funkciju. U oba pristupa se
na neki nacˇin, na primer nekom funkcijom θ , meri nedopustivost.
Susˇtina filter metoda je da se razdvojeno tretira problem minimizacije funk-
cije cilja f i problem minimizacije mere nedopustivosti θ . Grubo recˇeno, do-
zvoljava se da se u narednoj iteraciji povec´a nedopustivost ili vrednost funk-
cije cilja u odnosu na vrednosti u svim prethodnim iteracijama, s tim da se ne
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dozvoljava istovremeno povec´avanje obe vrednosti. Tako se za iterativnu tacˇku
xk+1 bira tacˇka za koju ne postoji iterativna tacˇka x j sa j ∈ {0,1, . . . ,k} za koju
vazˇi da je f (x j) ≤ f (xk+1) i θ (x j) ≤ θ (xk+1). Ideja o filter metodama poticˇe
od Fletcher i Leyffer [17], pa je dalje istrazˇivana u [57–59].
U postupcima sa merit funkcijom se funkcija cilja f i mera nedopustivosti
θ povezuju u merit funkciju, te se ona minimizira. Kazneni postupci spadaju u
ove metode. Kod njih je merit funkcija kaznena funkcija koja je zbir funkcije
cilja i mere nedopustivosti pomnozˇene kaznenim parametrom. Dakle,
φ (x; µ) := f (x)+ µθ (x),
pri cˇemu je µ pozitivan kazneni parametar kojim se kazˇnjava nedopustivost.
Time se umesto problema s ogranicˇenjem (2.11), resˇava niz problema bez
ogranicˇenja. Problemi u tom nizu imaju rastuc´e vrednosti kaznenog parametra.
Pusˇtanjem da niz kaznenih parametara tezˇi u beskonacˇno, postizˇe se dopusti-
vost. Opsˇti oblik algoritama kaznenih postupaka se mozˇe formulisati na sledec´i
nacˇin.
Algoritam 2.2.
K0 Izabrati: pocˇetni kazneni parametar µ0 > 0, pocˇetnu tacˇku xs0 i niz toleran-
cija {τk} koji tezˇi ka nuli.
K1 Staviti da je k = 0.
K2 Izracˇunati priblizˇno resˇenje xk problema min
x∈Rn
φ (x; µk) koristec´i pocˇetnu
tacˇku xsk i kriterijum zaustavljanja ‖∇xφ (x; µk)‖ ≤ τk.
K3 Ako xk zadovoljava kriterijum za konvergenciju problema (2.11), zausta-
viti algoritam.
K4 Odabrati kazneni parametar µk+1 > µk i staviti da je xsk+1 = xk.
K5 Postaviti da je k = k+ 1 i prec´i na korak K2.
Postoje egzaktni kazneni postupci kod kojih se do resˇenja problema s ogra-
nicˇenjima mozˇe doc´i resˇavanjem jednog problema bez ogranicˇenja. Razlog za
to je sˇto za njih vazˇi da postoji kazneni parametar µ∗ > 0 takav da je resˇenje
problema s ogranicˇenjima tacˇka lokalnog minimuma kaznene funkcije φ (x; µ)
za proizvoljan kazneni parametar µ > µ∗.
Mana kaznenih postupaka je da kaznena funkcija mozˇe da bude neograni-
cˇena odozdo iako problem s ogranicˇenjem ima jedinstveno resˇenje. S obzirom
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na to da je mera nedopustivosti nenegativna, θ (x)≥ 0, tada se ta mana ne mozˇe
javiti ako je funkcija cilja f ogranicˇena odozdo.
Najjednostavniji kazneni postupak za resˇavanje problema s ogranicˇenjima
tipa jednakosti (komponente funkcije h su hi, i ∈ E ) je kvadratni kazneni po-
stupak s kaznenom funkcijom
φK(x; µ) := f (x)+ µ2 ‖h(x)‖
2
.
Mera nedopustivosti ove funkcije je neprekidno diferencijabilna, te je za ne-
prekidno diferencijabilne funkcije f i h i kaznena funkcija φK neprekidno dife-
rencijabilna i zbog toga se problemi u koraku K2 algoritma 2.2 mogu resˇavati
tehnikama za glatke probleme bez ogranicˇenja. Za niz {τk} koji tezˇi u 0 i niz
{µk} koji tezˇi u beskonacˇno, uz neprekidno diferencijabilne funkcije f i h i
LICQ uslov u resˇenju, dobija se da je tacˇka nagomilavanja niza iteracija gener-
isanog algoritmom 2.2 KKT tacˇka problema s ogranicˇenjima tipa jednakosti.
Diferencijabilnost kaznene funkcije za kazneni postupak za resˇavanje pro-
blema (2.11) ne vazˇi jer je u tom slucˇaju kaznena funkcija
φKK(x; µ) := f (x)+ µ2 ‖h(x)‖
2 +
µ
2 ∑i∈I (max{0,−hi(x)})
2
. (2.16)
Primer egzaktnog kaznenog postupka za resˇavanje problema (2.11) je po-
stupak s kaznenom funkcijom
φ1(x; µ) := f (x)+ µ ∑
i∈E
|hi(x)|+ µ ∑
i∈I
max{0,−hi(x)}.
Ni ova kaznena funkcija nije diferencijabilna, ali ima veliku prednost u odnosu
na funkciju (2.16) zbog egzaktnosti kaznenog postupka definisanog njime.
Razne verzije postupaka koje koriste merit funkciju mogu se nac´i u [16,21,
39].
Glava 3
Stohasticˇka optimizacija
Znacˇaj stohasticˇke optimizacije se mozˇe prepoznati i u naglom razvoju
istrazˇivanja na tu temu u toku poslednjih nekoliko decenija. Za pocˇetak bismo
spomenuli knjige [10,15,27,53,54] koje sadrzˇe mnosˇtvo primera, modela pro-
blema stohasticˇke optimizacije, kao i prikaz njihovih matematicˇkih osobina i
postupaka za njihovo resˇavanje. Uvid u zastupljenost stohasticˇkog programira-
nja daju [15,60] sa kolekcijama primena na realne probleme iz raznih oblasti,
kao i programskim kodovima napisanim za odred¯ene modele.
U okviru ovog poglavlja navodimo sˇta je stohasticˇka optimizacija, pa po-
drobnije razmatramo probleme stohasticˇkog programiranja u kojima su funk-
cije u obliku matematicˇkog ocˇekivanja, kao i metode za njihovo resˇavanje. Po-
sebno isticˇemo SAA i VSS metode, s pregledom rezultata o njima, jer one
cˇine osnovu istrazˇivanja prikazanog u narednim poglavljima. Kako je pred-
met nasˇeg istrazˇivanja problem stohasticˇkog programiranja s ogranicˇenjima,
ovo poglavlje zavrsˇavamo kratkim osvrtom na tehnike resˇavanja problema s
ogranicˇenjima u stohasticˇkoj optimizaciji.
3.1 Problem stohasticˇkog programiranja
Pojam stohasticˇka optimizacija pokriva stohasticˇke probleme optimizacije,
ali i stohasticˇke postupke. Tako, na primer, govorimo o stohasticˇkoj optimi-
zaciji i kada se za resˇavanje deterministicˇkog problema optimizacije upotrebi
iterativni postupak u kojem se iterativne tacˇke ili pravci pretrazˇivanja biraju na
slucˇajan nacˇin (na osnovu definisane raspodele verovatnoc´e), kao sˇto je slucˇaj
u direktnim postupcima stohasticˇkog pretrazˇivanja prikazanim u Spall [54].
U slucˇajevima kada se resˇava problem deterministicˇke optimizacije tako da
se raspolazˇe samo vrednostima dobijenim na osnovu eksperimentalnih merenja
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ili stohasticˇke simulacije, tada nedovoljna preciznost, odnosno nepotpunost,
podataka sadrzˇi u sebi neizvesnost. Zbog toga se, obicˇno, do resˇenja tih pro-
blema dolazi stohasticˇkim postupcima u kojima je ta neizvesnost modelirana
pomoc´u sˇuma kao slucˇajne promenljive dodate na tacˇnu vrednost. Tako se u
iterativnom postupku racˇuna s vrednostima sa sˇumom (dostupne vrednosti), te
se opet radi o stohasticˇkoj optimizaciji. Najpoznatiji postupak tog tipa je algo-
ritam stohasticˇke aproksimacije. Govoric´emo o njemu u narednom odeljku.
U mnogim slucˇajevima javlja se potreba za modeliranjem neizvesnosti koja
poticˇe od nedostatka informacija zbog pojave koja zavisi od ishoda u buduc´no-
sti (na primer u slucˇaju formiranja ponude u skladu s potrazˇnjom koja je ne-
poznata u tom momentu) ili zbog nepoznatih ili nepotpunih informacija (kao
kod proizvodnje koja zavisi od klimatskih uslova). Tada se neizvesnost mozˇe
modelirati uvod¯enjem slucˇajne promenljive kao parametra. Modeli koji u sebi
sadrzˇe slucˇajnost predstavljaju stohasticˇke probleme. Kada ti problemi cˇine,
ili se mogu svesti na probleme optimizacije, tada dolazimo do stohasticˇkog
problema optimizacije koji se mozˇe prikazati u obliku
min
x∈X
F(x,ξ ), (3.1)
za neku funkciju cilja F : Rn×Rp → R i oblast definisanosti X (bilo deter-
ministicˇku, bilo stohasticˇku – kada i funkcije ogranicˇenja zavise od slucˇajne
promenljive), pri cˇemu je slucˇajna promenljiva ξ : Ω → Rp definisana nad
prostorom verovatnoc´e (Ω,F ,P).
Resˇavanje stohasticˇkog problema (3.1) je obicˇno veoma komplikovano jer
se optimalna vrednost trazˇi u odnosu na sve moguc´e realizacije slucˇajne pro-
menljive (scenarije), a pri tome za razlicˇite realizacije ista vrednost promen-
ljive jednom mozˇe biti dopustiva a drugi put nedopustiva, pa je pitanje da li se
ona treba posmatrati kao dopustiva ili nedopustiva tacˇka, odnosno mozˇe li ona
uopsˇte biti optimalna tacˇka. Zbog toga se vrsˇi reformulacija problema (3.1).
Jedan od nacˇina da se to ucˇini je da se slucˇajnost eliminisˇe tako sˇto se umesto
slucˇajne promenljive posmatra njena ocˇekivana vrednost. Tako se, za oblast
definisanosti X koja ne zavisi od slucˇajne promenljive,∗ dobija problem
min
x∈X
F(x, ξ¯ ),
gde je ξ¯ = E[ξ ]. Dobijeni problem je deterministicˇki, te se mozˇe resˇiti deter-
ministicˇkim postupcima. Med¯utim, resˇenje dobijenog pojednostavljenog pro-
blema je uglavnom daleko od resˇenja problema (3.1), tako da ovaj pristup nije
preporucˇljiv, [10,15].
∗Kada je oblast definisanosti X stohasticˇka, tada se i u funkcijama koje je odred¯uju slucˇajna
promenljiva zamenjuje njenim ocˇekivanjem.
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Druga reformulacija stohasticˇkog problema (3.1) je da se umesto njega po-
smatra problem
E[min
x∈X
F(x,ξ )],
sˇto je takozvani wait-and-see pristup. U ovom slucˇaju se resˇava odred¯en broj
deterministicˇkih problema dobijenih uzimanjem konkretnih realizacija slucˇaj-
ne promenljive ξ , te se odred¯uje ocˇekivana vrednost dobijenih resˇenja. U
vec´ini slucˇajeva, ovaj pristup je i dalje komplikovan za prakticˇnu upotrebu,
te ga nec´emo dalje razmatrati.
Trec´i nacˇin reformulisanja problema je optimizacija ocˇekivanih performan-
si stohasticˇkog problema (here-and-now pristup), odnosno da se posmatra ma-
tematicˇko ocˇekivanje stohasticˇke funkcije umesto nje same. Tako se resˇava
problem
min
x∈X
E[F(x,ξ )] (3.2)
kada oblast definisanosti ne zavisi od slucˇajne promenljive, tj. za X ⊂ Rn.
Kada je i oblast definisanosti stohasticˇka, tada se uzima i ocˇekivana vrednost
stohasticˇkih funkcija koje odred¯uju X . Dakle, za
X = {x ∈Rn : Fi(x,ξ ) = 0, i = 1, . . . ,m, Fi(x,ξ ) ≤ 0, i = m+ 1, . . . ,s}
posmatra se problem
min
x∈Y
E[F(x,ξ )], (3.3)
pri cˇemu je
Y = {x ∈Rn : E[Fi(x,ξ )] = 0, i = 1, . . . ,m, E[Fi(x,ξ )] ≤ 0, i = m+ 1, . . . ,s}.
Ova formulacija, bez ogranicˇenja ili sa ogranicˇenjima, se mozˇe videti u mno-
gim radovima, na primer u [20,25,43,46,56].
Kada je slucˇajna promenljiva ξ potpuno poznata, odnosno poznata je njena
raspodela, tada se s ocˇekivanom vrednosˇc´u uklanja slucˇajnost, pa problemi
(3.2) i (3.3) postaju deterministicˇki i njihovom resˇavanju se mozˇe pristupiti de-
terministicˇkim postupcima. Med¯utim, retko se mozˇe odrediti analiticˇki izraz
matematicˇkog ocˇekivanja, a u slucˇaju kada se poseduju samo delimicˇne in-
formacije o slucˇajnoj promenljivoj (na primer kada se optimizira na osnovu
merenih podataka ili simulacije) ni ne mozˇe se odrediti. U situacijama kada se
ne mozˇe odrediti matematicˇko ocˇekivanje ili je to previsˇe komplikovano, deter-
ministicˇki problem se mozˇe resˇiti stohasticˇkim postupkom ili se mozˇe izvrsˇiti
aproksimacija matematicˇkog ocˇekivanja i resˇavati problem optimizacije (3.2)
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ili (3.3) koristec´i tu aproksimaciju. U ovom svetlu, problemi (3.2) i (3.3) se
nazivaju problemima stohasticˇkog programiranja.
Kada je poznata funkcija gustine slucˇajne promenljive, tada se aproksi-
macija matematicˇkog ocˇekivanja mozˇe izvrsˇiti aproksimacijom podintegralne
funkcije u ocˇekivanju. Uglavnom se tada podintegralna funkcija aproksimira
tako da se dobije visˇestruki integral koji se mozˇe zapisati kao zbir jednostrukih
integrala jer se jednostruki integrali mogu izracˇunati i numericˇkim postup-
cima, na primer aproksimirati kvadraturnim formulama. Pogodnost aproksi-
macije umnogome zavisi od samog problema, sˇto se mozˇe videti u Birge i
Louveaux [10], te nec´emo dalje razmatrati ovaj pristup.
Matematicˇko ocˇekivanje se mozˇe josˇ aproksimirati uzoracˇkim ocˇekivanjem.
U tom slucˇaju se uzorak od N slucˇajnih promenljivih tretira kao skup kon-
kretnih realizacija ξ1, . . . ,ξN slucˇajne promenljive koje predstavljaju scenarije
koji se javljaju s verovatnoc´om 1/N. Time se integral aproksimira sumom,
odnosno za gustinu raspodele ϕξ slucˇajne promenljive ξ ,
E[F(x,ξ )] =
∫
Ω
F(x, t)ϕξ (t)dt
se aproksimira sa
N
∑
i=1
F(x,ξi) 1N .
Za dobru aproksimaciju je potreban veliki broj N, na sˇta ukazuje sledec´a cˇinje-
nica.
Ako slucˇajne promenljive u uzorku ξ1, . . . ,ξN imaju istu raspodelu kao i
ξ , tada i slucˇajne promenljive F(x,ξ1), . . . ,F(x,ξN), za neko fiksirano x ∈ X ,
imaju istu raspodelu kao i F(x,ξ ), sˇto znacˇi da imaju i istu ocˇekivanu vrednost,
odnosno da je
E[F(x,ξ )] = E[F(x,ξ1)] = . . .= E[F(x,ξN)].
Stoga, na osnovu jakog zakona velikih brojeva, ako su ξ1, . . . ,ξN josˇ i nezavisne
i ocˇekivanje E[F(x,ξ )] je konacˇno, tada
lim
N→∞
1
N
N
∑
i=1
F(x,ξi) = E[F(x,ξ )] s.s.
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3.2 Metodi resˇavanja problema stohasticˇkog pro-
gramiranja
Rezultat no free lunch theorems iz Wolpert i Macready [64] ukazuje na
to da svi algoritmi (kako deterministicˇki, tako i stohasticˇki) imaju podjednake
performanse posmatrajuc´i skup svih moguc´ih problema. To u stvari znacˇi da
se algoritam koji ima dobre performanse na jednoj grupi problema, sigurno
losˇe ponasˇa na drugoj grupi problema. Pored toga, cˇak i kad je u pitanju grupa
problema s odred¯enim osobinama ne mozˇe se rec´i hoc´e li performanse nekog
algoritma biti dobre. Med¯utim, ukoliko je algoritam zasnovan na odred¯enim
osobinama problema, tada se za njega mozˇe znati da ima dobre performanse
na problemima tog tipa.
Kako ne postoji algoritam za koji mozˇemo rec´i da ima najbolje perfor-
manse, u ovom delu razmatramo najzastupljenije stohasticˇke postupke za resˇa-
vanje problema (3.2) i pravimo kratak pregled rezultata vezanih za njih. U pi-
tanju su postupak stohasticˇke aproksimacije – SA (Stochastic Approximation)
metod, SAA (Sample Average Approximation) metod i postupak s promenlji-
vom velicˇinom uzorka – VSS (Variable Sample Size) metod.
Dakle, posmatramo problem
min
x∈X
f (x), (3.4)
gde je f (x) := E[F(x,ξ )], funkcija F : Rn×Rp → R, X ⊂ Rn i slucˇajna pro-
menljiva ξ : Ω → Rp je definisana nad prostorom verovatnoc´e (Ω,F ,P).
3.2.1 SA metod
Ideja SA metoda se pojavila u radu Robbins i Monro [45] kao postupak za
resˇavanje sistema jednacˇina za koji se poseduju jedino vrednosti sa sˇumom. U
pitanju je uopsˇtavanje postupka najbrzˇeg pada u smislu da se niz aproksima-
cija resˇenja generisˇe koristec´i vrednosti sa sˇumom i unapred definisane duzˇine
koraka. Konvergencija metoda, konvergencija u verovatnoc´i, je postignuta po-
godnim izborom niza duzˇina koraka. Kasnija istrazˇivanja su pokazala da se,
pod odgovarajuc´im pretpostavkama, mozˇe postic´i i skoro sigurna konvergen-
cija.
S obzirom na to da se resˇavanje problema (3.4) za X = Rn svodi na odre-
d¯ivanje stacionarne tacˇke, odnosno na resˇavanje sistema jednacˇina ∇ f (x) = 0,
SA metod se mozˇe primeniti za resˇavanje tog problema. Formulacija postupka
32 Stohasticˇka optimizacija
za taj slucˇaj je sledec´a. Za unapred definisan niz duzˇina koraka {ak}k∈N i
realizacije slucˇajne promenljive ξ : ξ1,ξ2, . . ., generisˇe se niz iteracija
xk+1 = xk−ak∇xF(xk,ξk), (3.5)
uz pretpostavku da je funkcija F(·,ξ ) diferencijabilna za skoro svako ξ ∈ Ω.
Izraz ∇xF(x,ξ ) se naziva stohasticˇkim gradijentom, te se SA algoritam sa (3.5)
naziva postupkom stohasticˇkog gradijenta. Jedan od uslova kojim se postizˇe
skoro sigurna konvergencija postupka je formulisan u sledec´oj teoremi.
Teorema 3.1. ([54] ) Neka je x∗ jedinstveno resˇenje problema (3.4) sa X = Rn
i neka vazˇe uslovi:
(i) ak > 0,k ∈ N, limk→∞ak = 0,
∞
∑
k
ak = ∞ i
∞
∑
k
a2k < ∞
(ii) postoji simetricˇna i pozitivno definitna matrica B sa osobinom da za
svako η ∈ (0,1) vazˇi da je
inf
η<‖x−x∗‖<1/η
(x− x∗)T B∇ f (x) > 0
(iii) E[∇xF(x,ξk)−∇ f (x)] = 0 za svako x i k
(iv) postoji c > 0 takvo da za svako x i k vazˇi da
‖∇ f (x)‖2 +E [‖∇xF(x,ξk)−∇ f (x)‖2]≤ c(1+ ‖x‖2).
Tada za niz {xk}k∈N generisan sa (3.5) vazˇi da je
lim
k→∞
xk = x
∗ s.s.
Primer niza {ak} koji zadovoljava uslov (i) iz prethodne teoreme je
ak =
a
(k+ 1)α , a > 0,α ∈ (0.5,1]. (3.6)
Niz duzˇina koraka ima veliki uticaj na stabilnost i performanse postupka, te
su rad¯ena mnoga istrazˇivanja na tu temu. Pregled navedenih istrazˇivanja se
mozˇe videti u Spall [54]. Pokazalo se da je stepen konvergencije iteracija xk,
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dobijenih sa (3.6), ka resˇenju x∗ stohasticˇkog reda Ov
(
1/
√
kα
)
.
† To znacˇi da
se mozˇe postic´i konvergencija reda Ov
(
1/
√
k
)
.
Uslov (iii) iz teoreme 3.1 predstavlja nepristrasnost ocene ∇xF(x,ξk) i
zadovoljen je pod standardnim pretpostavkama za stohasticˇku optimizaciju, na
primer pod pretpostavkama naredne teoreme.
Teorema 3.2. ( [53] ) Neka je za datu tacˇku x˜ funkcija ocˇekivanja f (x˜) dobro
definisana i konacˇna, a funkcija F(·,ξ ) diferencijabilna u x˜ za skoro svako
ξ ∈ Ω. Neka josˇ postoji pozitivna slucˇajna promenljiva C(ξ ) za koju vazˇi da
je E[C(ξ )] < ∞ i za svako y i z iz okoline x˜ i skoro svako ξ ∈ Ω vazˇi da
|F(y,ξ )−F(z,ξ )| ≤C(ξ )‖y− z‖.
Tada je i f (·) diferencijabilna u x˜ i vazˇi da je
∇ f (x˜) = ∇E[F(x˜,ξ )] = E[∇xF(x˜,ξ )].
Ako vazˇi uslov (iii), tada uslov (iv) predstavlja ogranicˇenost drugog mo-
menta ocene kvadratnom funkcijom od x:
E
[‖∇xF(x,ξk))‖2]≤ c(1+ ‖x‖2),
jer je
E [‖∇xF(x,ξk)−∇ f (x)‖2]=
= E
[‖∇xF(x,ξk))‖2−2∇T f (x)∇xF(x,ξk)+ ‖∇ f (x)‖2]
= E
[‖∇xF(x,ξk))‖2]−2∇T f (x)E [∇xF(x,ξk)]+ ‖∇ f (x)‖2
= E
[‖∇xF(x,ξk))‖2]−‖∇ f (x)‖2.
Primena SA metode na problem optimizacije sa ogranicˇenjima mozˇe se
videti u radovima [19,38,50]. U tom slucˇaju je potrebno primeniti projekciju
na dopustiv skup. Neka je funkcija ΠX : Rn → X projekcija na skup X , pa je
ΠX (x) := argmin
y∈X
‖x− y‖.
Po SA postupku za resˇavanje problema (3.4) definisˇe se niz duzˇina koraka
{ak}k∈N, te se generisˇe niz iteracija
xk+1 = ΠX (xk−ak∇xF(xk,ξk)), (3.7)
†Ako je {Xk}k∈N niz slucˇajnih promenljivih, a {ck}k∈N niz konstanti, tada Xk = Ov(ck)
oznacˇava da je Xk/ck stohasticˇki ogranicˇeno, odnosno da za svako ε > 0 postoji C > 0 takvo
da je P{|Xk/ck|>C} ≤ ε za svako k ∈N.
34 Stohasticˇka optimizacija
pri cˇemu su ξ1,ξ2, . . . realizacije slucˇajne promenljive ξ .
Za iteracije xk generisane SA algoritmom (3.7) primenjenim sa ak := a/k,
k ∈ N, na problem (3.4) mozˇe se dobiti da je ocˇekivana gresˇka iteracije xk
reda O
(
1/
√
k
)
, a ocˇekivana gresˇka vrednosti f (xk) reda O(1/k). Naime, po
Nemirovski i dr. [38], sledec´e pretpostavke:
(i) X je neprazan, kompaktan i konveksan podskup od Rn
(ii) funkcija ocˇekivanja f (x) je dobro definisana i konacˇna na X
(iii) funkcija F(·,ξ ) je konveksna i diferencijabilna na X (sˇto implicira da
je i f (x) konveksna i diferencijabilna na X i da operator ocˇekivanja i
gradijent mogu da zamene mesta)
(iv) ξ1,ξ2, . . . su generisane tako da su nezavisne i imaju istu raspodelu kao
slucˇajna promenljiva ξ
(v) f (x) je josˇ i strogo konveksno na X , odnosno ako postoji c > 0 takvo da
za svako x,y ∈ X vazˇi da
(x− y)T (∇ f (x)−∇ f (y)) ≥ c‖x− y‖2
(sˇto znacˇi da je resˇenje x∗ problema (3.4) jedinstveno)
(vi) postoji M > 0 takvo da za svako x ∈ X vazˇi da je
E[‖∇xF(x,ξ )‖2] ≤M2,
obezbed¯uju da se sa ak := a/k, k ∈ N, gde je a > 1/(2c), dobija da je
E
[‖xk− x∗‖2]= O
(
1√
k
)
i E [ f (xk)− f (x∗)] = O
(
1
k
)
.
Nemirovski i drugi, u radu [38], uporedili su SA metod sa SAA postupkom,
na konveksnim problemima stohasticˇkog programiranja. Koristili su razlicˇite
verzije nizova duzˇina koraka za SA metod. Teoretski i numericˇki rezultati
su dali slicˇan kvalitet ocena, s tim da je pored¯enje vremena izracˇunavanja u
numericˇkim primerima prikazalo prednost SA postupka (konkretno postupka
robust mirror descent SA).
Napomenuli bismo da je navedena prednost SA algoritma u odnosu na SAA
metod dobijena na problemima sa strogo konveksnim funkcijama cilja i kon-
veksnim dopustivim skupom. S obzirom na to da nasˇe istrazˇivanje obuhvata i
nekonveksne probleme, a josˇ za probleme s nekonveksnim dopustivim skupom
iterativno pravilo (3.7) nije dobro definisano, za nas je prakticˇnije koristiti SAA
metod.
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3.2.2 SAA metod
SAA postupak je veoma rasprostranjen, [11,26,28,34,35,48,51,61]. Mozˇe
se nac´i i pod imenima sample-path optimization, Plambeck i dr. [42], i stochas-
tic counterpart method, Rubinstein i Shapiro [49].
Osnovna ideja SAA metoda je da se ocˇekivana vrednost f (x) = E[F(x,ξ )]
aproksimira uzoracˇkom ocˇekivanom vrednosˇc´u
fN(x) := 1N
N
∑
i=1
F(x,ξi),
gde su ξ1, . . . ,ξN realizacije slucˇajne promenljive ξ , te da se resˇi tako dobijeni
problem. Dakle, umesto problema (3.4) resˇava se SAA problem
min
x∈X
fN(x). (3.8)
To je deterministicˇki problem jer je definisan za konkretan uzorak, te se mozˇe
resˇiti pogodnim deterministicˇkim postupkom.
Detalji o SAA oceni i njenim statisticˇkim osobinama kada su ξ1, . . . ,ξN
nezavisne i imaju istu raspodelu se mogu nac´i u [52,53]. U tom slucˇaju fN(x)
je nepristrasna i konzistentnta ocena za f (x). Naime, videli smo u prethodnom
odeljku da uz uslov da je ocˇekivanje E[F(x,ξ )] konacˇno za fiksirano x ∈ X
vazˇi da je
lim
N→∞
fN(x) = f (x) s.s.,
sˇto predstavlja konzistentnost za x ∈ X . Nepristrasnost vazˇi jer je
E[ fN(x)] = 1N
N
∑
i=1
E[F(x,ξi)] = 1N
N
∑
i=1
E[F(x,ξ )] = f (x).
Pored toga se dobija da je varijansa SAA ocene
D[ fN(x)] = 1N2
N
∑
i=1
D[F(x,ξi)] = 1N2
N
∑
i=1
D[F(x,ξ )] = 1
N
D[F(x,ξ )].
Pod dodatnim uslovima vazˇi i uniformna konvergencija SAA ocene ka funkciji
f , sˇto je formulisano u narednoj teoremi, ali pre toga navodimo pod kojim
uslovima nad funkcijom dominira integrabilna funkcija. Ako postoji nene-
gativna funkcija G(ξ ) takva da je E[G(ξ )] < ∞ i za svako x ∈ X vazˇi da je
|F(x,ξ )| ≤G(ξ ) s.s., tada nad funkcijom F(x,ξ ), x∈X , dominira integrabilna
funkcija G(ξ ).
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Teorema 3.3. ( [53] ) Neka je X neprazan i kompaktan podskup od Rn, neka
je za svako x ∈ X funkcija F(·,ξ ) neprekidna u x za skoro svako ξ ∈ Ω i
neka nad funkcijom F(x,ξ ), x ∈ X, dominira integrabilna funkcija. Ako su
slucˇajne promenljive u uzorku ξ1, . . . ,ξN nezavisne i imaju istu raspodelu, tada
je funkcija f (x) konacˇna i neprekidna na X i
lim
N→∞
fN(x) = f (x) s.s. uniformno na X ,
odnosno
lim
N→∞
sup
x∈X
| fN(x)− f (x)| = 0 s.s.
Konzistentnost SAA ocene obezbed¯uje da gresˇka koja se pravi primenom
ocene tezˇi ka nuli kada velicˇina uzorka tezˇi ka beskonacˇnosti. Za meru gresˇke
koja se pravi konkretnim uzorkom mozˇe se koristiti duzˇina intervala poverenja
za f (x), s fiksiranim x ∈ X , na nivou 1−α:[
fN(x)− zα/2 σˆN(x)√N , fN(x)+ zα/2
σˆN(x)√
N
]
(3.9)
gde je zα/2 kvantil reda α/2 slucˇajne promenljive sa standardnom normalnom
raspodelom,‡ a σˆ 2N(x) uzoracˇka varijansa definisana sa
σˆ 2N(x) :=
1
N−1
N
∑
i=1
(F(x,ξi)− fN(x))2 .
Opravdanost navedene mere lezˇi u tome da (3.9) znacˇi da je
P


∣∣∣∣∣∣
fN(x)− f (x)
σˆN (x)√
N
∣∣∣∣∣∣≤ zα/2

= 1−α
i da na osnovu centralne granicˇne teoreme, uz dodatni uslov da je varijansa
σ 2(x) := D[F(x,ξ )] konacˇna, vazˇi da niz standardizovanih slucˇajnih promen-
ljivih
fN(x)−E[ fN (x)]√
D[ fN(x)]
, odnosno fN(x)− f (x)
σ(x)√
N
,
konvergira u raspodeli ka slucˇajnoj promenljivoj sa standardnom normalnom
raspodelom. To znacˇi da fN(x) ima priblizˇno normalnu raspodelu s ocˇekiva-
njem f (x) i varijansom σ 2(x)/N, za dovoljno veliko N, kao i da je gresˇka
ocene fN(x) stohasticˇkog reda Ov(1/
√
N).
‡Obicˇno se uzima 90% ili 95% interval poverenja, te je z0.05 ≈ 1.64 ili z0.025 ≈ 1.96.
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Uslovi pod kojima su i SAA ocene resˇenja problema (3.4) konzistentne
su formulisani u narednoj teoremi. Oznacˇimo sa f ∗ i f ∗N optimalne vrednosti
originalnog problema (3.4) i SAA problema (3.8), respektivno, a sa S∗ i S∗N
skupove svih resˇenja.
Teorema 3.4. ([53] ) Neka su skupovi S∗ i S∗N neprazni i neka postoji neprazan
i kompaktan skup C ⊂ Rn za koji vazˇi:
(i) S∗ ⊆C i S∗N ⊆C s.s. za dovoljno veliko N
(ii) funkcija f (x) je konacˇna i neprekidna na C
(iii) lim
N→∞
fN(x) = f (x) s.s. uniformno na C.
Tada
lim
N→∞
f ∗N = f ∗ i limN→∞ supx∈S∗
d(x,S∗N) = 0§ s.s.
Ako je dopustiv skup X stohasticˇki, uopsˇteno
X = {x ∈ Rn : E[Fi(x,ξ )] = 0, i = 1, . . . ,m,
E[Fi(x,ξ )] ≤ 0, i = m+ 1, . . . ,s}, (3.10)
gde Fi : Rn ×Rp → R, i = 1, . . . ,s, tada problemu (3.4) sa (3.10) odgovara
SAA problem
min
x∈XN
fN(x), (3.11)
gde je
XN = {x ∈ Rn : 1N
N
∑
i=1
Fi(x,ξ ) = 0, i = 1, . . . ,m,
1
N
N
∑
i=1
Fi(x,ξ ) ≤ 0, i = m+ 1, . . . ,s}.
U tom slucˇaju su potrebne dodatne pretpostavke na dopustiv skup SAA pro-
blema da bi se dobila konzistentnost SAA ocena resˇenja.
§Oznaka d(x,A) predstavlja rastojanje tacˇke x od skupa A i definisano je sa
d(x,A) := inf
y∈A
‖x− y‖.
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Teorema 3.5. ( [53] ) Neka vazˇe pretpostavke teoreme 3.4 i neka osim toga
vazˇi:
(iv) ako xN ∈ XN i lim
N→∞
xN = x s.s., tada x ∈ X
(v) ako za neko x ∈ S postoji niz {xN} takav da xN ∈ XN i lim
N→∞
xN = x s.s.
Tada za optimalne vrednosti originalnog problema (3.4) sa (3.10) i SAA pro-
blema (3.11), redom f ∗ i f ∗N , i skupove resˇenja, redom S∗ i S∗N , vazˇi da
lim
N→∞
f ∗N = f ∗ i limN→∞ supx∈S∗ d(x,S
∗
N) = 0 s.s.
Kada je dopustiv skup deterministicˇki, tada postojanje resˇenja originalnog
i SAA problema mozˇe da sledi iz nekih njegovih osobina. Takav primer je
konacˇan dopustiv skup. Med¯utim, kada je u pitanju stohasticˇki dopustiv skup,
tada je znacˇajno pretpostaviti postojanje resˇenja SAA problema. Naime, SAA
problem mozˇe biti nedopustiv za neki konkretan uzorak i u slucˇaju da dopustiv
skup originalnog problema nije prazan. Na primer, za
X = {x ∈ R : E[x2 + ξ ] ≤ 0}
sa E[ξ ] = 0 je X = {0}, a skup
XN = {x ∈R : 1N
N
∑
i=1
(x2 + ξi) ≤ 0}.
Za uzorke sa pozitivnim uzoracˇkim ocˇekivanjem skup XN je prazan. Stoga
je pretpostavka postojanja resˇenja uobicˇajena u stohasticˇkoj optimizaciji, sˇto
potvrd¯uju i radovi [7,34,49].
Pod uslovima koji obezbed¯uju da ocˇekivanje f (x) i varijansa σ 2(x), za
nezavisne ξ1, . . . ,ξN sa istom raspodelom kao slucˇajna promenljiva ξ , imaju
konacˇne vrednosti na kompaktnom dopustivom skupu, vazˇi da je gresˇka ocene
optimalne vrednosti SAA problema najvisˇe reda Ov(1/
√
N). U slucˇaju jedin-
stvenog resˇenja originalnog problema gresˇka ocene je basˇ reda Ov(1/
√
N).
Teorema 3.6. ([53] ) Neka vazˇe pretpostavke:
(i) skup X je kompaktan
(ii) ξ1, . . . ,ξN su nezavisne i imaju istu raspodelu kao ξ
(iii) ocˇekivanje E[(F(x˜,ξ ))2] je konacˇno za neko x˜ ∈ X
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(iv) postoji merljiva funkcija C : Ω →R+ takva da je E[(C(ξ ))2 ] konacˇno i
za svako x,y ∈ X i skoro svako ξ ∈ Ω vazˇi da
|F(x,ξ )−F(y,ξ )| ≤C(ξ )‖x− y‖.
Tada za optimalnu vrednost f ∗N SAA problema (3.8) vazˇi da
lim
N→∞
√
N( f ∗N − f ∗) = inf
x∈S∗
Y (x) u raspodeli,
pri cˇemu su Y (x) slucˇajne promenljive s normalnom raspodelom N (0,σ 2(x)).
Ako je josˇ S∗ = {x∗}, tada √N( f ∗N − f ∗) konvergira u raspodeli ka slucˇajnoj
promenljivoj s normalnom raspodelom N (0,σ 2(x∗)).
Videli smo da se prilikom ocenjivanja f (x) sa fN(x) kvalitet te ocene,
odnosno gresˇka fN(x)− f (x), mozˇe oceniti duzˇinom intervala poverenja (3.9).
Kada je u pitanju kvalitet ocene resˇenja x∗ originalnog problema sa resˇenjem
x∗N SAA problema, s deterministicˇkim dopustivim skupom, mozˇe se posmatrati
ocena gresˇke f (x∗N)− f ∗. Gresˇka (optimality gap)
g(x˜) := f (x˜)− f ∗,
gde je x˜ odabrani kandidat za resˇenje, mozˇe se oceniti na visˇe nacˇina, pogle-
dati [28,35,36,52,53]. Kada se koriste Monte Karlo ocene, sˇto znacˇi da su
realizacije u uzorku nezavisne i da imaju istu raspodelu, jedan od nacˇina da se
oceni g(x˜) je sledec´i. Uzme se M nezavisnih uzoraka velicˇine N:
ξ1,1,ξ2,1, . . . ,ξN,1, . . . , ξ1,M ,ξ2,M, . . . ,ξN,M ,
pri cˇemu su ξ1, j, . . . ,ξN, j nezavisni i imaju istu raspodelu kao i ξ , i za svaki od
njih se odredi resˇenje SAA problema, odnosno optimalna vrednost f ∗N, j. Ako
je x˜ ∈ X , tada je g(x˜)≥ 0, pa ostaje da se oceni gornja granica. Gresˇka g(x˜) se
mozˇe oceniti sa
fN,M(x˜)− f ∗N,M :=
1
M
M
∑
j=1
fN, j(x˜)− 1M
M
∑
j=1
f ∗N, j, (3.12)
gde je
fN, j(x˜) = 1N
N
∑
i=1
F(x˜,ξi, j).
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Varijansa ocene (3.12) je
D
[
1
M
M
∑
j=1
( fN, j(x˜)− f ∗N, j)
]
=
1
M2
M
∑
j=1
D[ fN, j(x˜)− f ∗N, j],
a D[ fN, j(x˜)− f ∗N, j], j = 1, . . . ,M, se mozˇe oceniti sa
σˆ 2M =
1
M−1
M
∑
j=1
(( fN, j(x˜)− f ∗N, j)− 1M
M
∑
i=1
( fN,i(x˜)− f ∗N,i)
)2
=
1
M−1
M
∑
j=1
(( fN, j(x˜)− f ∗N, j)−( fN,M(x˜)− f ∗N,M))2 ,
te se za gornju granicu intervala poverenja za g(x˜) na nivou 1−α mozˇe uzeti
fN,M(x˜)− f ∗N,M + zα
σˆM√
M
, (3.13)
pri cˇemu je zα kvantil reda α slucˇajne promenljive sa standardnom normalnom
raspodelom.
Na osnovu konzistentnosti SAA ocena vazˇi da je za dovoljno veliki uzo-
rak resˇenje SAA problema dobra aproksimacija resˇenja originalnog problema,
a na osnovu ocene (3.13) se vidi da se dobra aproksimacija dobija i za ve-
liko M. Stoga, kada racˇunska slozˇenost resˇavanja SAA problema brzo raste s
porastom velicˇine uzorka, prakticˇnije je smanjiti velicˇinu uzorka i resˇiti neki
broj SAA problema s razlicˇitim uzorcima te velicˇine (med¯usobno nezavisnim).
Od izracˇunatih resˇenja SAA problema: x∗N,1, . . . ,x∗N,M za resˇenje se mozˇe uzeti
x∗N, j za koje je fN,M(x∗N, j) najbolja ocena. Razni postupci za odabir najboljeg
resˇenja mogu se nac´i u Nelson i dr. [37]. Resˇavanje problema stohasticˇkog pro-
gramiranja resˇavanjem niza SAA problema se mozˇe videti u radovima [28,35].
U Kleywegt i dr. [28] su resˇenja SAA problema dobijena koristec´i Monte Karlo
ocene, dok su u Linderoth i dr. [35] resˇenja SAA problema dobijena koristec´i
uzorke bez uslova nezavisnosti.
U Dai i dr. [11] je pokazano da se gresˇka f (x∗N)− f ∗ eksponencijalno sma-
njuje porastom velicˇine uzorka. Tacˇnije, pod odgovarajuc´im uslovima, za fi-
ksirano ε > 0 verovatnoc´e
P{ f (x∗N)− f ∗ ≤ ε}, (3.14)
P{‖x∗N − x∗‖ ≤ ε}
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eksponencijalnom brzinom tezˇe ka jedinici kada N → ∞. Pokazano je josˇ da
eksponencijalna konvergencija verovatnoc´e (3.14) vazˇi i u slucˇaju kada ne vazˇi
uslov nezavisnosti u uzorku.
Razmatranjem SAA metoda s uzorkom bez uslova nezavisnosti i iste ra-
spodele su se bavili i autori radova [26,65]. Pokazano je da se, pod odred¯enim
uslovima, i u ovom slucˇaju mozˇe dobiti konvergencija resˇenja SAA problema
ka resˇenju originalnog problema.
3.2.3 Metodi s promenljivom velicˇinom uzorka
U prethodno delu smo videli da je za dobru SAA aproksimaciju matemati-
cˇkog ocˇekivanja potreban veliki uzorak. To u mnogim problemima povlacˇi za
sobom veliki broj izracˇunavanja vrednosti funkcije. U problemima u kojima
je evaluacija funkcije skupa, odnosno predstavlja dominantan trosˇak, direktno
resˇavanje SAA problema deterministicˇkim postupcima je skupo, te se stoga
koriste metodi s promenljivom velicˇinom uzorka, takozvani VSS metodi, u
kojima se u procesu optimizacije umesto jednog velikog uzorka koriste i uzorci
manje velicˇine. Globalna ideja VSS metoda je da se racˇuna s malim uzorcima
dok je iterativna tacˇka daleko od resˇenja, a da se koriste veliki uzorci kada
se iterativna tacˇka priblizˇi resˇenju. Time sˇto se dopusˇta racˇunanje i s manjim
uzorcima dolazi se do smanjenja trosˇkova.
Variranje velicˇine uzorka se javlja u visˇe vidova. Jedan vid je resˇavanje
niza SAA problema s razlicˇitim velicˇinama uzoraka. Tu spadaju postupak di-
jagonalizacije, Polak i Royset [43], i retrospektivna aproksimacija (retrospec-
tive approximation), Pasupathy [40]. Susˇtina oba postupka je da se resˇava niz
SAA problema i da se svaki problem u nizu resˇi s odred¯enim brojem itera-
cija, odnosno odgovarajuc´om tacˇnosˇc´u, i da se naredni SAA problem resˇava s
uzorkom cˇija je velicˇina vec´a u odnosu na prethodni. Za pocˇetnu tacˇku novog
problema uzima se aproksimacija iz poslednje iteracije prethodnog problema.
U postupku dijagonalizacije u radu Polak i Royset [43] broj iteracija resˇavanja
svakog SAA problema, kao i velicˇina uzorka s kojim se resˇava, su odred¯eni
pomoc´nim problemom optimizacije tako da obezbed¯uju linearnu konvergen-
ciju SAA postupaka. U postupku retrospektivne aproksimacije su unapred
odred¯eni niz velicˇina uzoraka i niz tolerancija za gresˇke s kojima se resˇavaju
SAA problemi, uz uslov da niz velicˇina uzorka tezˇi ka beskonacˇnosti, a da niz
tolerancija tezˇi ka nuli. U radu Pasupathy [40] su navedeni primeri tih nizova s
kojima se postizˇe odred¯en red konvergencije.
Drugi vid variranja velicˇine uzorka je kada se velicˇina menja u svakoj ite-
raciji. Med¯u postupcima ovog tipa prvo su se pojavili postupci u kojima je
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niz velicˇina uzoraka neopadajuc´i, kao u [12,25]. Deng i Ferris su, u radu
[12], prikazali algoritam za resˇavanje problema stohasticˇkog programiranja
bez ogranicˇenja koji se zasniva na postupku oblasti poverenja i u svakoj ite-
raciji odred¯uje velicˇinu uzorka na osnovu Bajesove formule za testiranje do-
voljne redukcije modela. Pokazali su skoro sigurnu konvergenciju algoritma,
pod odred¯enim uslovima, izostavivsˇi uslov da niz velicˇina uzoraka tezˇi ka
beskonacˇnosti. Zbog toga se skoro sigurna konvergencija algoritma mozˇe po-
stic´i i s ogranicˇenim nizom velicˇina uzoraka, sˇto su i pokazali na primeru. U
radu Homem-de-Mello [25] je pokazano da se do optimalne tacˇke problema
stohasticˇkog programiranja s deterministicˇkim ogranicˇenjima skoro sigurno
mozˇe doc´i VSS postupcima u kojima se u svakoj iteraciji koristi novi uzorak
(s realizacijama koje imaju istu raspodelu, med¯usobno su nezavisne i nezavi-
sne su i od prethodnih uzoraka), pod uslovom da velicˇina uzorka raste odgo-
varajuc´om brzinom. Prikazan je primer u kojem se velicˇina uzorka utvrd¯ivala u
svakoj iteraciji primenom t-testa radi odred¯ivanja postoji li statisticˇki znacˇajna
razlika med¯u vrednostima SAA aproksimacija funkcije cilja u tekuc´oj i nared-
noj iterativnoj tacˇki. Da bi se obezbedila brzina rasta velicˇine uzorka kojom se
po teorijskim rezultatima dobija konvergencija, u svakoj unapred definisanoj
iteraciji se povec´ava velicˇina uzorka nezavisno od rezultata t-testa.
Kasnije su se pojavili postupci u kojima se u procesu optimizacije mozˇe i
smanjiti velicˇina uzorka, [6,29–31]. U tim radovima se u svakoj iteraciji odre-
d¯uje velicˇina uzorka i to na osnovu tacˇnosti aproksimacije resˇenja problema i
preciznosti aproksimacije funkcije cilja. U radovima [6,29,30] je posmatran
problem stohasticˇkog programiranja bez ogranicˇenja, odnosno SAA problem s
unapred definisanom velicˇinom uzorka, te su predlozˇeni VSS postupci defini-
sani tako da se koristi uzorak s unapred definisanom maksimalnom velicˇinom.
Pokazana je konvergencija predlozˇenih algoritama ka resˇenju SAA problema
s maksimalnim uzorkom, a na numericˇkim primerima je ilustrovana prednost
predstavljenih VSS postupaka u odnosu na resˇavanje SAA problema s ma-
ksimalnim uzorkom. U Bastin i dr. [6] algoritam je zasnovan na postupku
oblasti poverenja, dok su ideje u radovima Krejic´ i Krklec [29] i Krejic´ i
Krklec Jerinkic´ [30] redom zasnovane na monotonom i nemonotonom linij-
skom pretrazˇivanju. Krejic´ i Krklec Jerinkic´ su u radu [31] posmatrali problem
stohasticˇkog programiranja s ogranicˇenjima u kojem je dopustiv skup deter-
ministicˇki. Predstavili su VSS postupak, zasnovan na nemonotonom linijskom
pretrazˇivanju i metodu projekcije gradijenta, u kojem niz velicˇina uzoraka tezˇi
ka besonacˇnosti, te se dobija skoro sigurna konvergencija ka resˇenju original-
nog problema, pod odgovarajuc´im pretpostavkama.
Na osnovu navedenih postupaka mozˇemo da vidimo da se i sa stanovisˇta
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nacˇina azˇuriranja velicˇine uzorka razlikuju VSS postupci. Na primer u postup-
cima u radovima [40,43] je korisˇc´eno unapred definisano pravilo za promenu
velicˇine uzorka – heuristicˇko azˇuriranje. S druge strane, u radovima [6,12,
29–31] se velicˇina uzorka utvrd¯uje dinamicˇki, u svakoj iteraciji, na osnovu
informacija koje pruzˇa algoritam. Stoga se za taj vid azˇuriranja velicˇine uzorka
kazˇe da je adaptivan.
Numericˇki primeri potvrd¯uju usˇtedu u broju izracˇunavanja vrednosti funk-
cija ili u vremenu racˇunanja VSS postupaka iz radova [6,7,12,29–31] u odnosu
na SAA postupak. U radovima [29–31], s adaptivnim azˇuriranjem velicˇine
uzorka, je izvrsˇeno i pored¯enje sa postupcima koji koriste heuristicˇku sˇemu za
azˇuriranje. Rezultati ukazuju na to da se adaptivnim azˇuriranjem mozˇe usˇtedeti
u broju izracˇunavanja funkcija.
Konzistentnost SAA ocena je znacˇajna za obezbed¯ivanje konvergencije po-
stupka optimizacije u kojem se koristi SAA aproksimacija. Videli smo da, na
osnovu jakog zakona velikih brojeva, za uzorak sa nezavisnim realizacijama
koje imaju istu raspodelu i dobro definisanu i konacˇnu funkciju f skoro sigurno
vazˇi konzistentnost SAA ocene fN . U radu Homem-de-Mello [25] je pokazano
da se uslov da realizacije u uzorku imaju istu raspodelu mozˇe zameniti uslovom
da niz velicˇina uzoraka {Nk} raste uz osobinu da vazˇi
∞
∑
k=1
αNk < ∞ za svako α ∈ (0,1)
ili
∞
∑
k=1
1
Nk
< ∞.
Kod VSS metoda s adaptivnim azˇuriranjem znacˇajnu ulogu ima ocena kon-
zistentnosti, odnosno gornja granica gresˇke | fN(x)− f (x)|. Za kumulativne
uzorke (sˇto znacˇi da svaki novi uzorak sadrzˇi prethodni uzorak) koji imaju
nezavisne realizacije sa istom raspodelom, u radu Homem-de-Mello [25], je
izvedena granica
| fN(x)− f (x)| ≤C
√
ln (lnN)
N
, (3.15)
za dovoljno veliko N, gde je C =C(x) odgovarajuc´i pozitivan parametar vezan
za varijansu od F(x,ξ ). Kada se u svakoj iteraciji koristi novi uzorak velicˇine
Nk, s realizacijama koje imaju istu raspodelu, koje su med¯usobno nezavisne i
nezavisne su i od prethodnih uzoraka, tada se pod uslovom da velicˇina uzorka
raste s odgovarajuc´om brzinom, tacˇnije za
Nk ≥ akb sa a > 0,b > 2,
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dobija granica
| fNk(x)− f (x)| ≤C
√
lnNk
Nk
za dovoljno veliko k, pri cˇemu je C = C(x) odgovarajuc´i pozitivan parametar
odred¯en varijansom od F(x,ξ ). Med¯utim, Polak i Royset u [43] predlazˇu da
se umesto ocene (3.15) koristi ocena (3.9), odnosno
| fNk(x)− f (x)| ≤ zα/2
σˆNk(x)√
Nk
.
3.3 Problemi s ogranicˇenjima u stohasticˇkom pro-
gramiranju
Posˇto u narednim poglavljima razmatramo resˇavanje problema stohasti-
cˇkog programiranja s ogranicˇenjima koristec´i ideje iz SAA, odnosno VSS me-
toda, ovaj odeljak smo posvetili osvrtu na pregled tehnika resˇavanja problema
s ogranicˇenjima u stohasticˇkoj optimizaciji prvenstveno kada se primenjuju ti
postupci.
Na primer u Homem-de-Mello [25] je dopustiv skup deterministicˇki i ko-
risti se slucˇajna pretraga po dopustivom skupu. U radovima [19,20,31,38,50]
je dopustiv skup takod¯e deterministicˇki, ali se u njima koristi projekcija da bi
iterativne tacˇke bile u dopustivom skupu.
Stohasticˇki dopustiv skup, preciznije problem stohasticˇkog programiranja
s ogranicˇenjima tipa nejednakosti kod kojih su funkcije u obliku matematicˇkog
ocˇekivanja, mozˇe se nac´i u radovima [33,34,47]. U radu Li i dr. [34] KKT
uslovi posmatranog problema su preformulisani u polugladak sistem jednacˇina,
te je formulisan algoritam za njegovo resˇavanje zasnovan na ideji SAA metoda
i Njutnovog postupka. Navedeni su uslovi pod kojima konvergira postupak.
Lan i Zhou u radu [33] su se ogranicˇili na posmatranje konveksnih problema.
Prikazali su dva algoritama formulisana na osnovu ideje SA metoda, s tim da
na slucˇajan nacˇin biraju da li c´e za odred¯ivanje pravca pretrazˇivanja koristiti
gradijent funkcije cilja ili gradijent funkcije ogranicˇenja. Navedeni su i uslovi
pod kojima konvergiraju algoritmi. Royset u radu [47], s jedne strane, apro-
ksimira originalni problem glacˇanjem i koristec´i SAA aproksimacije, a s druge
strane pravi linearizaciju funkcije cilja i ogranicˇenja i ukljucˇuje je u kvadratni
problem koji koristi kao funkciju optimalnosti. Originalni problem resˇava ni-
zom njenih aproksimacija, a preciznost tih aproksimacija meri ocenom funk-
cije optimalnosti. Kada dod¯e do dovoljno precizne aproksimacije problema,
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povec´a velicˇinu uzorka. Dao je uslove pod kojima se dobija konvergencija ka
stacionarnoj tacˇki originalnog problema.
Radovi [43,62] ukazuju na primenu kaznenih postupaka i u stohasticˇkoj
optimizaciji. U oba rada je upotrebljen egzaktan kazneni postupak za resˇa-
vanje problema s funkcijom cilja u obliku matematicˇkog ocˇekivanja i deter-
ministicˇkim ogranicˇenjima. Stohasticˇki problem koji su Polak i Royset, [43],
razmatrali je problem s ogranicˇenjima tipa nejednakosti. Za problem trans-
formisan (uz pomoc´ egzaktne kaznene funkcije) u problem bez ogranicˇenja,
sa dovoljno velikim kaznenim parametrom, prikazali su algoritam za postupak
dijagonalizacije, koji smo spominjali u prethodnom odeljku. Pokazana skoro
sigurna konvergencija algoritma se odnosi na konvergenciju ka resˇenju trans-
formisanog problema. U radu Wang, Ma i Yuan [62] su posmatrani stohasticˇki
problemi s deterministicˇkim ogranicˇenjima tipa jednakosti i prikazani su algo-
ritmi kojima se dobija ε-stohasticˇki kriticˇna tacˇka¶ posmatranog problema. U
navedenim algoritmima se u svakoj iteraciji resˇavaju dva potproblema. Prvim
potproblemom je definisano pravilo odred¯ivanja kaznenog parametra, a drugi
je problem minimizacije neglatke i nekonveksne kaznene funkcije za koji je
dat algoritam za resˇavanje primenom stohasticˇke aproksimacije.
¶Grubo recˇeno, tacˇka je ε-stohasticˇki kriticˇna ako vazˇi da je ocˇekivana vrednost mere KKT
uslova u njoj manja od √ε .
46 Stohasticˇka optimizacija
Glava 4
Kazneni postupak s promenljivom
velicˇinom uzorka za resˇavanje SAA
problema
Pocˇevsˇi od ovog poglavlja posmatramo probleme stohasticˇkog programi-
ranja s ogranicˇenjima tipa jednakosti u obliku matematicˇkog ocˇekivanja (pro-
blem SP). U prethodnom poglavlju smo videli da se prilikom resˇavanja pro-
blema stohasticˇkog programiranja cˇesto pribegava SAA postupcima, kao i da
je za dobru aproksimaciju resˇenja potreban veliki uzorak sˇto, zbog iterativ-
nog resˇavanja SAA problema, dovodi do velikog broja izracˇunavanja vrednosti
funkcije. Ovaj nedostatak postupka se mozˇe korigovati metodama s promen-
ljivom velicˇinom uzorka (VSS metode) cˇija je ideja da se tokom iterativnog
procesa varira velicˇina uzorka, odnosno da se radi s malim uzorcima kad god
smo daleko od resˇenja, a da se veliki uzorci koriste kad se priblizˇimo resˇenju.
Efikasnost VSS postupaka za resˇavanje problema minimizacije s funkcijom
cilja u obliku matematicˇkog ocˇekivanja se mozˇe videti u radovima [12,29,30]
kada su u pitanju problemi bez ogranicˇenja, odnosno u radovima [7,25] za
slucˇaj problema s deterministicˇkim ogranicˇenjima.
U ovom poglavlju posmatramo SAA reformulaciju problema SP. To znacˇi
da imamo SAA problem sa unapred zadatim uzorkom, te je on deterministicˇki
problem. Predstavic´emo novu stohasticˇku metodu za resˇavanje te SAA refor-
mulacije. Postupak spada u VSS metode i kombinuje variranje velicˇine uzor-
ka s kaznenim postupkom i linijskim pretrazˇivanjem. Koristimo kumulativne
uzorke i adaptivnu sˇemu za odred¯ivanje velicˇine uzorka u iteraciji. Algoritam
c´emo predstaviti i detaljno opisati u odeljku 4.1. U odeljku 4.2 pokazac´emo da
pod standardnim pretpostavkama novi metod konvergira ka KKT tacˇki SAA
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reformulacije. Numericˇki rezultati bic´e predstavljeni u poglavlju 6.
4.1 Algoritam
Posmatramo problem optimizacije sa ogranicˇenjima tipa jednakosti
min f (x) tako da je h(x) = 0 (4.1)
gde funkcija cilja f : Rn →R, a funkcija ogranicˇenja je u obliku matematicˇkog
ocˇekivanja, odnosno
h(x) = E[H(x,ξ )]
s funkcijom H : Rn×Rp →Rm, slucˇajnim vektorom ξ : Ω→Rp i prostorom
verovatnoc´e (Ω,F ,P).∗
Neka je unapred zadat pun uzorak ξ1,ξ2, . . . ,ξNmax . Aproksimiranjem mate-
maticˇkog ocˇekivanja uzoracˇkim ocˇekivanjem dolazimo do SAA reformulacije
originalnog problema (4.1)
min f (x) tako da je hNmax(x) = 0 (4.2)
pri cˇemu je
hN(x) =
1
N
N
∑
i=1
H(x,ξi)
SAA funkcija za proizvoljno N ∈ N takvo da je N ≤ Nmax.
Kao sˇto smo videli u prethodnom poglavlju, do resˇenja problema SP mozˇe
se doc´i SAA metodom – resˇavanjem niza SAA problema (4.2), svaki mini-
mizirajuc´i koristec´i uzorak fiksirane velicˇine. Ako za taj niz problema vazˇi
da niz njihovih velicˇina uzoraka tezˇi ka beskonacˇnosti, tada, pod standard-
nim pretpostavkama za teoriju stohasticˇkog programiranja, niz njihovih resˇenja
skoro sigurno konvergira ka resˇenju originalnog problema (4.1). Dakle, ako
se poboljsˇa postupak resˇavanja SAA problema (za nas u smislu smanjivanja
broja izracˇunavanja funkcija potrebnog da se dod¯e do resˇenja), tada se efika-
snije mozˇe doc´i do resˇenja originalnog problema. Zbog toga u ovom poglavlju
nadalje posmatramo SAA problem (4.2).
Cilj nam je da resˇimo problem (4.2) kombinovanjem efikasnog azˇuriranja
velicˇine uzorka N i azˇuriranja kaznenog parametra µ kaznene funkcije
φN(x; µ) = f (x)+ µθN (x), (4.3)
∗Analiza bi se mogla prosˇiriti i na slucˇaj kada je i funkcija cilja u obliku matemati-
cˇkog ocˇekivanja, ali je nasˇ cilj da vidimo sˇta se desˇava kada se VSS postupci primenjuju na
ogranicˇenja.
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gde je
θN(x) = ‖hN(x)‖2
i N ≤Nmax. Tako u k-toj iteraciji imamo funkciju φNk(x; µk) s uzorkom velicˇine
Nk i kaznenim parametrom µk. To znacˇi da je u svakoj iteraciji potrebno odred-
iti: novu iterativnu tacˇku, novu velicˇinu uzorka i novi kazneni parametar. Kad
je u pitanju uzorak velicˇine Nk, podrazumevamo da se on sastoji od prvih Nk
elemenata punog uzorka ξ1,ξ2, . . . ,ξNmax .
Novu iterativnu tacˇku biramo s namerom da se priblizˇimo stacionarnoj
tacˇki kaznene funkcije sa velicˇinom uzorka Nk i kaznenim parametrom µk.
Konkretnije, xk+1 odred¯ujemo pomoc´u linijskog pretrazˇivanja, uzimajuc´i opa-
dajuc´i pravac pretrazˇivanja dk i odred¯ivanjem duzˇine koraka αk primenom
backtracking procedure s Armizˇo uslovom postavljenim na kaznenu funkciju
φNk(xk; µk), odnosno uslovom
φNk(xk +αkdk; µk) ≤ φNk(xk; µk)+ηαkgTk dk, (4.4)
gde je η parametar iz intervala (0,1).
Velicˇini uzorka Nk dopusˇtamo da varira iz iteracije u iteraciju. Za nje-
no odred¯ivanje koristimo adaptivnu sˇemu, odnosno izbor velicˇine vrsˇimo na
osnovu informacija o kvalitetu aproksimacija dobijenih u tekuc´oj iteraciji. Pra-
timo informacije o tacˇnosti aproksimacije resˇenja problema, kao i o preciznosti
aproksimacije funkcije ogranicˇenja. Tako, azˇuriranje velicˇine uzorka zasni-
vamo na dve mere gresˇke: mera optimalnosti dmk i mera preciznosti εNkδ (xk).
Kako u svakoj iteraciji mozˇemo da imamo razlicˇitu kaznenu funkciju, a ne
funkciju φNmax(x; µk), mera optimalnosti predstavlja udaljenost od stacionarne
tacˇke funkcije φNk(x; µk), dok je druga aproksimacija udaljenosti od punog
uzorka, tj. predstavlja ocenu gresˇke aproksimacije hNk ≈ hNmax . Mera dmk
mora biti nenegativna, a za εNkδ (xk) pretpostavljamo da je vec´a od neke pozi-
tivne konstante.
Niz kaznenih parametara {µk}k∈N mora biti neopadajuc´i da bi osigurao
da c´emo doc´i do dopustive tacˇke. Stoga kazneni parametar povec´avamo kada
dod¯emo blizu stacionarne tacˇke funkcije φNk(x; µk). Preciznije, za novi ka-
zneni parametar µk+1 uzimamo broj vec´i od µk kada mera opadanja kaznene
funkcije (u stvari dmk) postane dovoljno mala, ali samo ako novi uzorak nije
isti kao i prethodni u slucˇaju da nije u pitanju maksimalni uzorak. Poslednji
uslov nam obezbed¯uje da dostignemo pun uzorak, odnosno da se algoritam ne
zaustavi na uzorku koji nije maksimalni.
Imamo josˇ jedan uslov u algoritmu koji ima znacˇajnu ulogu u dostizanju
punog uzorka. U pitanju je donja granica velicˇine uzorka Nmink . Niz {Nmink }k∈N
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se takod¯e adaptivno odred¯uje, ali tako da bude neopadajuc´i. Njegova uloga je
da sprecˇi permanentne promene velicˇine uzorka Nk.
Nadalje pretpostavimo da imamo na raspolaganju vrednost gradijenta
gk := ∇xφNk(xk; µk).
Meru optimalnosti definisˇimo sa
dmk = dmk(αk) := −αkgTk dk,
gde je αk duzˇina koraka, a dk je pravac pretrazˇivanja. Kako pretpostavljamo
da je dk opadajuc´i pravac za kaznenu funkciju φNk(xk; µk), odnosno da vazˇi da
je gTk dk < 0, nenegativnost mere optimalnosti je obezbed¯ena. S obzirom na
to da se velicˇina αkgTk dk javlja u Armizˇo uslovu (4.4), ovako definisana mera
optimalnosti se ne mora dodatno racˇunati.
Mera optimalnosti bi se josˇ mogla definisati, kao sˇto je navedeno u radovi-
ma [13,30], sa
dmk = α2k βk
gde je αk duzˇina koraka, a {βk} ogranicˇen pozitivan niz za koji vazˇi da tezˇi
nuli samo kada i gradijent kaznene funkcije tezˇi nuli. Najjednostavniji takav
niz se dobija za konstantno i pozitivno βk, a moglo bi se koristiti i, na primer,
βk = ‖gk‖.
ˇSto se ticˇe mere preciznosti, mozˇe se koristiti mera duzˇine intervala pov-
erenja za hNk(xk), kao u [5,29–32,35,43]. Na primer
εNkδ (xk) := σˆNk(xk)
1.96√
Nk
, (4.5)
gde je σˆ 2Nk(xk) uzoracˇka varijansa definisana sa
σˆ 2Nk(xk) :=
1
Nk−1
Nk∑
i=1
‖H(xk,ξi)−hNk(xk)‖2.
Broj 1.96 poticˇe od relevantnog kvantila 95% intervala poverenja standardne
normalne raspodele.
Sad mozˇemo da navedemo osnovni algoritam. Posˇto posmatramo SAA
problem (4.2), pretpostavljamo da je pun uzorak ξ1,ξ2, . . . ,ξNmax generisan na
samom pocˇetku postupka optimizacije.
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Algoritam 4.1.
K0 Izabrati: Nmin ∈ N, x0 ∈Rn, β ,η ,ν1 ∈ (0,1), µ0 > 0, ρ > 1.
K1 Staviti da je k = 0, Nk = Nmin, Nmin0 = Nmin, xk = x0, µk = µ0, t = 1.
K2 Odabrati opadajuc´i pravac dk.
K3 Odred¯ivanje duzˇine koraka αk:
Nac´i najmanji nenegativan prirodan broj j takav da za αk = β j vazˇi
Armizˇo uslov (4.4).
Uzeti da je xk+1 = xk +αkdk i dmk = −αkgTk dk.
K4 Ako vazˇi dmk ≤ αkµ2k
, tada je zt = xk i t = t + 1.
K5 Utvrditi velicˇinu uzorka Nk+1 uz pomoc´ algoritma 4.2.
K6 Odrediti donju granicu velicˇine uzorka Nmink+1 koristec´i algoritam 4.3.
K7 Odred¯ivanje kaznenog parametra µk+1:
Ako je
Nk = Nk+1 < Nmax ili dmk >
αk
µ2k
,
tada je µk+1 = µk, u suprotnom je µk+1 = ρµk.
K8 Postaviti da je k = k+ 1 i prec´i na korak K2.
Primetimo da u algoritmu 4.1 koristimo uopsˇteni pravac pretrazˇivanja (ko-
rak K2), s tim da za njega pretpostavljamo da je opadajuc´i pravac za kaznenu
funkciju φNk(xk; µk).
Algoritmi 4.2 i 4.3 su zasnovani na algoritmima iz Krejic´ i Krklec Jerinkic´
[30]. Uzet je konkretan tezˇinski parametar prilikom modifikacije velicˇine uzor-
ka, a kod odred¯ivanja donje granice velicˇine uzorka posmatra se mera nedo-
pustivosti θNk+1 umesto funkcije cilja. Pre nego sˇto navedemo te algoritme,
detaljno c´emo opisati njihovu ideju.
S obzirom na to da je glavna ideja dinamicˇke promene velicˇine uzorka da
se usˇtedi na broju izracˇunavanja vrednosti funkcija tokom postupka optimi-
zacije, dok je iteracija daleko od resˇenja racˇuna se s aproksimacijama manje
preciznosti (upotrebom malih uzoraka), a kada iteracija dod¯e blizu resˇenja
povec´ava se preciznost aproksimacija (prelaskom na velike uzorke). Male
vrednosti dmk sugerisˇu da se nalazimo u blizini resˇenja stacionarne tacˇke ka-
znene funkcije φNk(x; µk), odnosno trenutne aproksimacije posmatranog SAA
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problema, te u tom slucˇaju povec´avamo velicˇinu uzorka. S druge strane, ve-
like vrednosti dmk pokazuju da smo daleko od resˇenja, pa tada smanjujemo
velicˇinu uzorka. Naravno, smanjivanje i povec´avanje velicˇine uzorka ostaje u
granicama izmed¯u donje granice velicˇine uzorka i maksimalne velicˇine uzorka.
ˇSta su male, a sˇta velike vrednosti dmk utvrd¯ujemo na osnovu mere εNkδ (xk).
Dakle, uslov dmk < d εNkδ (xk) implicira povec´anje uzorka, a dmk > d εNkδ (xk)
njegovo smanjivanje, pri cˇemu je d tezˇinski parametar. Kolika c´e biti promena
u velicˇini uzorka zavisi od odnosa dmk i ε
Nk+1
δ (xk). Cilj je da nova velicˇina
uzorka, Nk+1, zadovoljava uslov
dmk ≈ d εNk+1δ (xk) i Nmink ≤ Nk+1 ≤ Nmax.
U literaturi su korisˇc´ene razlicˇite vrednosti za tezˇinski parametar d. U radu
Krejic´ i Krklec [29] je d = 1, dok je u Krejic´ i Krklec Jerinkic´ [30] d ∈ (0,1].
Autori rada [6] su kombinovali d = 1 i nesˇto slicˇno razmatranju odnosa tekuc´e
velicˇine uzorka i nove velicˇine. U cilju izbegavanja nepotrebno velikih uzo-
raka, pogotovo sˇto nasˇe aproksimacije problema zavise i od kaznenog parame-
tra, pa se njegovom promenom lako mozˇe promeniti status blizine resˇenju, mi
smo se odlucˇili za tezˇinski parametar d = Nk/Nk+1. Time smo dobili manje
promene u velicˇini uzorka kada je uzorak mali, odnosno kada imamo slabu
preciznost i pitanje je koliko smo u stvari blizu resˇenja. Kod velikih uzoraka,
kada su nam informacije o blizini resˇenja tacˇnije, dozvoljavamo vec´e promene
u velicˇini uzorka. Tako nasˇ podalgoritam za odred¯ivanje velicˇine uzorka ima
sledec´i oblik.
Algoritam 4.2.
K0 Ulazni parametri: dmk, εNkδ (xk), xk, Nk, N
min
k , ν1 ∈ (0,1).
K1 Odred¯ivanje velicˇine uzorka Nk+1:
1) Ako je dmk = εNkδ (xk), tada je Nk+1 = Nk.
2) Ako je dmk > εNkδ (xk), tada uzeti da je N = Nk.
Dokle god je
dmk >
Nk
N
εNδ (xk) i N > N
min
k ,
stavljati da je N = N−1.
Postaviti da je Nk+1 = N.
3) Ako je dmk < εNkδ (xk), onda:
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i) Ako je dmk ≥ ν1 εNkδ (xk), tada uzeti da je N = Nk.
Dokle god je
dmk <
Nk
N
εNδ (xk) i N < Nmax,
stavljati da je N = N + 1.
Postaviti da je Nk+1 = N.
ii) Ako je dmk < ν1 εNkδ (xk), tada je Nk+1 = Nmax.
Primetimo da po konstrukciji algoritma 4.2 uslov Nmink ≤ Nk, koji po algo-
ritmu 4.1 vazˇi za N0, obezbed¯uje da je
Nmink ≤ Nk+1 ≤ Nmax.
Ideja algoritma 4.3 je da se donja granica velicˇine uzorka povec´ava na
osnovu informacija o meri opadanja mere nedopustivosti θN u zavisnosti od ite-
racija, posmatrajuc´i isti nivo preciznosti (odred¯en sa N). Tako se Nmink povec´ava
kad god se povec´avanjem uzorka (Nk < Nk+1) dod¯e do uzorka velicˇine Nk+1 i
iteracije xk+1 sa kojima se ne postigne dovoljno opadanje funkcije θNk+1. Nar-
avno, ovo pored¯enje je izvodljivo ukoliko smo vec´ koristili uzorak odred¯en sa
Nk+1. Stoga oznacˇimo sa l(k) iteraciju u kojoj smo poslednji put pocˇeli da
koristimo uzorak velicˇine Nk+1. Na primer:
k 0 1 2 3 4 5 6 7 8 9
Nk 3 3 10 10 7 8 10 10 6 10
l(k) − − − − − 2 − − 6
.
Smatramo da nije dosˇlo do dovoljnog opadanja funkcije θNk+1 kad mera nedo-
pustivosti izmed¯u iteracija xl(k) i xk+1 u proseku opadne manje od dela mere
preciznosti εNk+1δ (xk+1), odnosno ako vazˇi da je
θNk+1(xl(k))−θNk+1(xk+1)
k+ 1− l(k) <
Nk+1
Nmax
ε
Nk+1
δ (xk+1). (4.6)
Navodimo algoritam za odred¯ivanje donje granice velicˇine uzorka.
Algoritam 4.3.
K0 Ulazni parametri: Nk, Nk+1, Nmink .
K1 Odred¯ivanje donje granice velicˇine uzorka Nmink+1:
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1) Ako je Nk+1 ≤ Nk, tada je Nmink+1 = Nmink .
2) Ako je Nk+1 > Nk, onda:
i) Ako je Nk+1 velicˇina uzorka koja josˇ nije bila upotrebljena, tada
je Nmink+1 = Nmink .
ii) Ako je Nk+1 velicˇina uzorka koja je vec´ korisˇc´ena i ne vazˇi ne-
jednakost (4.6), tada je Nmink+1 = Nmink .
iii) Ako je Nk+1 velicˇina uzorka koja je vec´ korisˇc´ena i vazˇi nejed-
nakost (4.6), tada je Nmink+1 = Nk+1.
Primetimo da po algoritmima 4.2 i 4.3 vazˇi da Nmink ≤ Nk implicira da je
Nmink ≤ Nmink+1 ≤ Nk+1.
Dakle, posˇto je Nmin0 = N0, za svako k vazˇi da je Nmink ≤ Nk, te je
Nmink ≤ Nmink+1 ≤ Nk+1 ≤ Nmax.
4.2 Analiza konvergencije
Kao sˇto smo videli u prethodnoj glavi, SAA problem (4.2) mozˇe biti ne-
dopustiv za neki konkretan uzorak i u slucˇaju da dopustiv skup originalnog
problema (4.1) nije prazan, tako da je neophodno pretpostaviti egzistenciju
resˇenja. Pored toga, radi postizanja konvergencije iteracija generisanih algorit-
mom 4.1 potrebne su nam i dodatne pretpostavke. U pitanju su pretpostavke
koje su standardne u stohasticˇkoj optimizaciji, sˇto se mozˇe videti u Shapiro i
dr. [53].
Pretpostavka 4.1. Funkcija cilja f je ogranicˇena odozdo na dopustivom skupu
SAA problema (4.2), funkcije f (·) i H(·,ξi) su neprekidno diferencijabilne na
R
n za svako i = 1,2, . . . ,Nmax i niz iteracija {xk}k∈N0 generisan algoritmom
4.1 ima bar jednu tacˇku nagomilavanja.
Prethodna pretpostavka osigurava neprekidnost i diferencijabilnost funk-
cije hN za svako N ∈ N, N ≤ Nmax i time se dobija da je i kaznena funkcija
φN(x; µ), definisana sa (4.3), neprekidno diferencijabilna. Nadalje, ogranicˇe-
nost funkcije f odozdo, zbog nenegativnosti mere nedopustivosti θN i kazne-
nog parametra µ , daje da je i kaznena funkcija φN(x; µ) ogranicˇena odozdo
na istom skupu. Ovim se dobija da i problemi minimizacije kaznene funkcije
imaju resˇenje pod pretpostavkom da je dopustiv skup problema (4.2) neprazan.
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Prvo c´emo pokazati da algoritam 4.1 obezbed¯uje da mera optimalnosti tezˇi
nuli kada se kazneni parametar i velicˇina uzorka fiksiraju, koristec´i istu tehniku
kao u prvom delu dokaza leme 4.1 u Krejic´ i Krklec [29].
Lema 4.1. Neka vazˇi pretpostavka 4.1 i neka postoje n¯, N¯ ∈ N i µ¯ ∈ R takvi
da za kazneni parametar µk i velicˇinu uzorka Nk generisane algoritmom 4.1
vazˇi da je µk = µ¯ i Nk = N¯ za svako k ≥ n¯. Tada
lim
k→∞
dmk = 0.
Dokaz. Kako je kazneni parametar fiksiran,
φNk(xk+1; µk+1) = φNk(xk+1; µk) za svako k ≥ n¯,
pa Armizˇo uslov u koraku K3 algoritma 4.1 implicira da je
φNk(xk+1; µk+1) ≤ φNk(xk; µk)−ηdmk,
odnosno
φN¯(xk+1; µ¯) ≤ φN¯(xk; µ¯)−ηdmk za svako k ≥ n¯.
Definisˇuc´i
φ (x) := φN¯(x; µ¯),
dobijamo da je
φ (xk+1) ≤ φ (xk)−ηdmk za svako k ≥ n¯. (4.7)
Uzevsˇi da je x∗ proizvoljna tacˇka nagomilavanja niza {xk}k∈N0 (postoji na
osnovu pretpostavke 4.1), imamo da je
x∗ = lim
j→∞
xk j
za neki podniz {xk j} j∈N0 ⊆ {xk}k∈N0 . Bez gubitka opsˇtosti mozˇemo da pret-
postavimo da je k j ≥ n¯ za svako j. Primenivsˇi (4.7) za svako k ∈ [k j−1,k j]
dobijamo da
φ (xk j) ≤ φ (xk j−1)−ηdmk j−1 ≤
≤ φ (xk j−2)−ηdmk j−2−ηdmk j−1 ≤
.
.
.
≤ φ (xk j−1)−η
k j−1
∑
i=k j−1
dmi.
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Odavde sledi da je
φ (xk j) ≤ φ (xk0)−η
k j−1
∑
i=k0
dmi za svako j. (4.8)
Na osnovu neprekidnosti iz pretpostavke 4.1 i konvergentnosti niza {xk j}, po-
stoji konstanta M za koju vazˇi da je φ (xk j) ≥ M za svako j. Time nejednakost
(4.8) daje
M ≤ φ (xk0)−η
k j−1
∑
i=k0
dmi za svako j
ili ekvivalentno
k j−1
∑
i=k0
dmi ≤ 1η (φ (xk0)−M) za svako j.
Pusˇtajuc´i da j tezˇi beskonacˇnosti i uzevsˇi u obzir da je dmi ≥ 0 za svako i,
dobijamo da red
∞
∑
i=k0
dmi konvergira, sˇto znacˇi da mu opsˇti cˇlan tezˇi nuli, cˇime
je lema dokazana.
Dalje dokazujemo da nakon konacˇnog broja iteracija velicˇina uzorka do-
stizˇe maksimalnu velicˇinu i dalje ostaje nepromenjena. Tok dokaza je slicˇan
dokazu leme 4.1 u Krejic´ i Krklec [29], ali pre njega navodimo i sledec´u pret-
postavku.
Pretpostavka 4.2. Za niz iteracija {xk}k∈N0 generisanih algoritmom 4.1 po-
stoje κ > 0 i n1 ∈ N za koje vazˇi da je εNkδ (xk)≥ κ za svako k ≥ n1.
Lema 4.2. Pod pretpostavkama 4.1 i 4.2 postoji q ∈ N takvo da za velicˇine
uzorka Nk generisane algoritmom 4.1 vazˇi da je Nk = Nmax za svako k ≥ q.
Dokaz. Niz {Nk}k∈N0 generisan algoritmom 4.1 je beskonacˇan jer algoritam
nema izlazni kriterijum. Zbog toga c´e nakon konacˇnog broja iteracija Nk postati
fiksirano ili c´e se niz {Nk} permanentno menjati. Prvo pokazujemo da se niz
velicˇina uzorka ne mozˇe ustaliti na broju manjem od Nmax.
Pretpostavimo da postoji n˜ > n1 takvo da za svako k ≥ n˜ vazˇi da je
Nk = N˜ < Nmax.
Tada na osnovu pravila azˇuriranja kaznenog parametra (korak K7 algoritma
4.1) imamo da je µk+1 = µk za svako k ≥ n˜. Dakle, velicˇina uzorka i kazneni
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parametar su fiksirani za svako k ≥ n˜, tj. zadovoljeni su uslovi leme 4.1, pa
vazˇi
lim
k→∞
dmk = 0.
To znacˇi da za dovoljno veliko k imamo da je
dmk < ν1κ ,
gde je ν1 parametar dat u algoritmu 4.2, a κ parametar iz pretpostavke 4.2.
Posˇto je
εNkδ (xk) ≥ κ ,
vazˇi da
dmk < ν1εNkδ (xk),
te korak K1 3) ii) algoritma 4.2 daje da se velicˇina uzorka povec´ava na Nmax.
Med¯utim, to je u kontradikciji s polaznom pretpostavkom da je Nk = N˜ <Nmax.
Sad pretpostavimo da se niz {Nk} permanentno menja. Posmatrajmo niz
donjih granica velicˇina uzoraka {Nmink }k∈N0 . Algoritam 4.2 obezbed¯uje da
Nmink ≤ Nk+1 ≤ Nmax,
a algoritam 4.3 da je
Nmink+1 = Nk+1 ili Nmink+1 = Nmink ,
cˇime se dobija da
Nmink ≤ Nmink+1,
odnosno da je niz donjih granica {Nmink } neopadajuc´i. To znacˇi da je Nmink <
Nmax za svako k jer bi u suprotnom bilo da je Nk ≥ Nmink = Nmax za svako k
pocˇevsˇi od neke iteracije. Zbog toga se Nmink povec´ava samo konacˇno mnogo
puta, te postoji n¯ > n1 za koje je
Nmink+1 = N
min
k za svako k ≥ n¯.
Posmatrajmo sad najvec´u velicˇinu uzorka koja se beskonacˇno mnogo puta ko-
risti i oznacˇimo je sa N¯. Neka su k1,k2, . . . iteracije (vec´e ili jednake sa n¯)
u kojima je velicˇina uzorka povec´ana na N¯. Takvih iteracija ima beskonacˇno
mnogo jer bi u suprotnom velicˇina uzorka postala fiksirana na N¯. Dakle, vazˇi
Nki < Nki+1 = N¯ i N
min
ki+1 = N
min
ki za i = 1,2, . . . .
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To znacˇi da je u iteraciji k1 u algoritmu 4.3 dosˇlo do realizacije koraka K1 2)
pod i) ili ii). Med¯utim, u iteracijama k2,k3, . . . je dosˇlo do realizacije koraka
K1 2) ii), sˇto znacˇi da je u iteraciji ki dosˇlo do dovoljnog opadanja funkcije
θNki+1 (tj. funkcije θN¯) od iteracije l(ki) = ki−1 + 1, odnosno za i = 2,3, . . .
vazˇi nejednakost
θN¯(xki−1+1)−θN¯(xki+1) ≥
N¯
Nmax
(ki− ki−1)ε N¯δ (xki+1).
Na osnovu pretpostavke 4.2 i cˇinjenice da je ki− ki−1 ≥ 1 dobijamo da
θN¯(xki−1+1)−θN¯(xki+1) ≥
N¯
Nmax
κ > 0 za svako i = 2,3, . . . .
Posledica prethodne nejednakosti je
lim
i→∞
θN¯(xk¯i+1) = −∞.
Time smo dosˇli do kontradikcije posˇto je, po definiciji, funkcija θN¯ ogranicˇena
odozdo, tacˇnije θN¯(x) ≥ 0.
Dakle, zbog obe kontradikcije zakljucˇujemo da velicˇina uzorka ne mozˇe da
se fiksira na broju manjem od Nmax, niti je moguc´e da se niz velicˇina uzoraka
permanentno menja, pa ostaje da se velicˇina uzorka fiksira na Nmax.
Videli smo da se za dovoljno velik broj iteracija optimizacija nastavlja s
punim uzorkom. Naredna teorema daje informaciju o tome sˇta se desˇava sa
kaznenim parametrom, ali nam je potrebna i sledec´a pretpostavka.
Pretpostavka 4.3. Pravac pretrazˇivanja dk je opadajuc´i, ogranicˇen i za proi-
zvoljan podniz K ⊆N zadovoljava implikaciju
lim
k∈K
gTk dk = 0 =⇒ limk∈K gk = 0.
Primetimo da pravac najbrzˇeg pada zadovoljava implikaciju koju trazˇimo.
Naime, za pravac negativnog gradijenta dk = −gk vazˇi:
0 = lim
k∈K
gTk dk = limk∈K(−‖gk‖
2) =⇒ lim
k∈K
‖gk‖= 0.
Teorema 4.1. Ako vazˇe pretpostavke 4.1–4.3, tada za kaznene parametre µk
generisane algoritmom 4.1 vazˇi da
lim
k→∞
µk = ∞.
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Dokaz. Na osnovu leme 4.2 postoji q ∈ N takvo da je Nk = Nmax za svako
k ≥ q. Stoga, na osnovu koraka K7 algoritma 4.1, postoje dve moguc´nosti za
k ≥ q:
1. µk+1 = µk ako je dmk > αk/µ2k .
2. µk+1 = ρµk ako je dmk ≤ αk/µ2k .
Kako je ρ > 1, po drugom slucˇaju se µk povec´ava. Ukoliko se beskonacˇno
mnogo puta dogodi taj slucˇaj, tada vazˇi tvrd¯enje teoreme. U cilju da dod¯emo
do kontradikcije, pretpostavimo suprotno: da se drugi slucˇaj konacˇno mnogo
puta dogodi, odnosno pretpostavimo da postoji iteracija q1 > q za koju vazˇi da
dmk >
αk
µ2k
za svako k > q1.
Tada je µk = µq1 za svako k > q1, te je prethodna nejednakost ekvivalentna sa
−gTk dk >
1
µ2q1
. (4.9)
To znacˇi da je niz {−gTk dk}k>q1 ogranicˇen odozdo.
S druge strane, posˇto su velicˇina uzorka i kazneni parametar fiksirani za
svako k > q1, lema 4.1 implicira da je
0 = lim
k→∞
dmk = limk→∞
(−αkgTk dk) .
Kao posledicu, uzimajuc´i u obzir prethodno dobijenu ogranicˇenost odozdo,
vazˇi
lim
k→∞
αk = 0. (4.10)
Odavde sledi da postoji iteracija q2 > q1 takva da je duzˇina koraka αk manja
od 1 za svako k > q2. Zbog toga za svako k > q2 postoji α ′k za koje vazˇi da je
αk = βα ′k i α ′k ne zadovoljava Armizˇo uslov (4.4), tj. vazˇi
φNmax(xk +α ′kdk; µq1) > φNmax(xk; µq1)+ηα ′kgTk dk.
Radi krac´eg zapisa izostavljamo Nmax i µq1 iz preostalog dela dokaza, te defi-
nisˇemo
φ (xk) := φNmax(xk; µq1).
Prethodna nejednakost je ekvivalentna sa
φ (xk +α ′kdk)−φ (xk)
α ′k
> ηdTk ∇φ (xk).
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Na osnovu teoreme o srednjoj vrednosti postoji tk ∈ (0,1) koje zadovoljava
α ′kdTk ∇φ (xk + tkα ′kdk)
α ′k
> ηdTk ∇φ (xk),
odnosno
dTk ∇φ (xk + tkα ′kdk)> ηdTk ∇φ (xk). (4.11)
Neka je x∗ proizvoljna tacˇka nagomilavanja niza iteracija {xk}k∈N (postoji
na osnovu pretpostavke 4.1), te za neko K1 ⊆ {k ∈ N : k > q2} vazˇi
lim
k∈K1
xk = x
∗
.
Po pretpostavci 4.3, niz pravaca pretrazˇivanja {dk}k∈N je ogranicˇen, pa postoje
d∗ i podskup K ⊆ K1 takvi da je
lim
k∈K
dk = d∗.
Nadalje, na osnovu αk = βα ′k i (4.10) vazˇi
lim
k→∞
α ′k = 0.
Odavde, uz ogranicˇenost niza {dk} i uslov da tk ∈ (0,1) za svako k > q2, sledi
lim
k∈K
(xk + tkα
′
kdk) = x∗.
Posˇto je, zbog pretpostavke 4.1, funkcija ∇φ neprekidna, pusˇtajuc´i u nejed-
nakosti (4.11) za k ∈ K da k → ∞, dobijamo
(d∗)T ∇φ (x∗) ≥ η(d∗)T ∇φ (x∗)
ili ekvivalentno
(d∗)T ∇φ (x∗)(1−η) ≥ 0.
Parametar η ∈ (0,1), pa prethodna nejednakost implicira da je
(d∗)T ∇φ (x∗) ≥ 0. (4.12)
Pored toga, na osnovu pretpostavke 4.3, pravac pretrazˇivanja je opadajuc´i, te je
dTk ∇φ (xk) < 0 za svako k ∈ K. Pusˇtanjem limesa po K, dobijamo
(d∗)T ∇φ (x∗) ≤ 0,
sˇto sa (4.12) daje da je
(d∗)T ∇φ (x∗) = 0.
Med¯utim, to je u kontradikciji s nejednakosˇc´u (4.9), pa smo dosˇli do zˇeljenog
zakljucˇka.
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Porast niza kaznenih parametara u beskonacˇno omoguc´ava konvergenciju
prikazanog algoritma, sˇto pokazujemo u narednoj teoremi. Za pocˇetak, prime-
timo da smo u prethodnom dokazu dobili da je uslov dmk ≤ αk/µ2k zado-
voljen beskonacˇno mnogo puta. To znacˇi da se u algoritmu 4.1 korak K4
izvrsˇava beskonacˇno mnogo puta i time se kreira beskonacˇan niz iteracija {zt}.
Pod posmatranim pretpostavkama, svaka tacˇka nagomilavanja tog niza je sta-
cionarna tacˇka problema minimizacije mere nedopustivosti posmatranog SAA
problema. Dodavanjem pretpostavke da su gradijenti funkcije ogranicˇenja li-
nearno nezavisni u toj tacˇki, dobija se da je ta tacˇka nagomilavanja KKT tacˇka
SAA problema.
Teorema 4.2. Neka su zadovoljene pretpostavke 4.1–4.3. Tada je svaka tacˇka
nagomilavanja x∗ niza {zt}t∈N stacionarna tacˇka za funkciju θNmax . Ako je josˇ
i LICQ uslov zadovoljen, tada je x∗ KKT tacˇka SAA problema (4.2).
Dokaz. Neka je x∗ proizvoljna tacˇka nagomilavanja niza {zt}. Posˇto je {zt}
podniz niza iteracija {xk}, postoji skup indeksa K ⊆N takav da je
lim
k∈K
xk = x
∗
i
dmk ≤ αkµ2k
za svako k ∈ K. (4.13)
Pored toga, na osnovu leme 4.2 postoji prirodan broj q za koji je
Nk = Nmax za svako k ≥ q,
a teorema 4.1 daje da
lim
k→∞
µk = ∞.
Bez gubitka opsˇtosti mozˇemo da pretpostavimo da je k ≥ q za svako k iz skupa
K.
Kako na osnovu nejednakost (4.13) za svako k ∈ K vazˇi
−gTk dk ≤
1
µ2k
,
divergencija niza kaznenih parametara {µk} ka beskonacˇnosti i pozitivnost
izraza −gTk dk (po pretpostavci da je dk opadajuc´i pravac) impliciraju
lim
k∈K
gTk dk = 0.
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Ovim iz pretpostavke 4.3 sledi
lim
k∈K
gk = 0. (4.14)
S obzirom na to da je
gk = ∇xφNmax(xk; µk) = ∇ f (xk)+ µk∇θNmax(xk),
dobija se
‖µk∇θNmax(xk)‖ ≤ ‖gk‖+ ‖∇ f (xk)‖,
odnosno
‖∇θNmax(xk)‖ ≤
1
µk
(‖gk‖+ ‖∇ f (xk)‖) .
Sada nam neprekidnost funkcija ∇θNmax , ∇ f i gk (kao posledica pretpostavke
4.1) obezbed¯uje da se pusˇtanjem limesa po K dobija
lim
k∈K
‖∇θNmax(xk)‖= 0,
sˇto implicira
∇θNmax(x∗) = 0. (4.15)
Dakle, x∗ je stacionarna tacˇka funkcije θNmax .
Ukoliko je josˇ i LICQ uslov zadovoljen, tada Jakobijeva matrica funkcije
ogranicˇenja ∇hNmax(x∗) ima pun rang. Posˇto je
∇θNmax(x∗) = 2∇T hNmax(x∗)hNmax(x∗),
(4.15) dovodi do zakljucˇka da hNmax(x∗) mora da bude nula, sˇto u stvari znacˇi
da je x∗ dopustiva tacˇka SAA problema.
Ostalo nam je da pokazˇemo da je gradijent Lagranzˇove funkcije
L (x,λ ) = f (x)+λ T hNmax(x)
jednak nuli u x∗, odnosno da je
∇ f (x∗)+∇T hNmax(x∗)λ = 0
za neko λ ∈Rm. U tu svrhu definisˇimo λk sa
λk := 2µkhNmax(xk).
Tada je
gk = ∇ f (xk)+∇T hNmax(xk)λk, (4.16)
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tj.
∇T hNmax(xk)λk = gk−∇ f (xk). (4.17)
Sada nam neprekidnost funkcije ∇hNmax implicira da za dovoljno veliko k ma-
trice ∇hNmax(xk) imaju pun rang, te je ∇hNmax(xk)∇T hNmax(xk) regularna ma-
trica za dovoljno veliko k. Tako, nakon mnozˇenja (4.17) sa ∇hNmax(xk) sa leve
strane i sred¯ivanja, dobijamo da za dovoljno veliko k vazˇi
λk =
(
∇hNmax(xk)∇T hNmax(xk)
)−1 ∇hNmax(xk) (gk−∇ f (xk)) .
Pusˇtajuc´i da k ∈ K tezˇi ka beskonacˇnosti, koristec´i (4.14), sledi
lim
k∈K
λk = −
(
∇hNmax(x∗)∇hNmax(x∗)T
)−1 ∇hNmax(x∗)∇ f (x∗).
Oznacˇimo izraz na desnoj strani sa λ ∗. Iskoristivsˇi zapis (4.16), cˇinjenica
(4.14), nam daje
0 = lim
k∈K
gk = ∇ f (x∗)+∇T hNmax(x∗)λ ∗.
Dakle, dobili smo da je x∗ KKT tacˇka problema (4.2) s Lagranzˇovim mnozˇite-
ljem λ ∗.
Implementacija algoritma 4.1 na test problemima potvrd¯uje da tim algorit-
mom dolazi do usˇtede u broju izracˇunavanja funkcije poredec´i s resˇavanjem
SAA problema s fiksiranim punim uzorkom, kao i uporedivom heuristicˇkom
sˇemom za odred¯ivanje velicˇine uzorka. Detalji su navedeni u poglavlju 6.
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Glava 5
Kazneni postupak s promenljivom
velicˇinom uzorka za resˇavanje
problema s ogranicˇenjima u formi
matematicˇkog ocˇekivanja
U prethodnom poglavlju smo resˇavanje problema stohasticˇkog programi-
ranja s ogranicˇenjima tipa jednakosti u obliku matematicˇkog ocˇekivanja (pro-
blem SP) sveli na resˇavanje SAA reformulacije problema, odnosno na resˇava-
nje aproksimativnog problema, a sada resˇavamo originalan problem. To znacˇi
da nemamo visˇe unapred odred¯en uzorak, a samim tim deterministicˇku kon-
vergenciju, vec´ stohasticˇku. Ostajemo pri kombinovanju kvadratnog kaznenog
postupka i metode s promenljivom velicˇinom uzorka, koristec´i linijsko pre-
trazˇivanje. U svakoj iteraciji racˇunamo sa SAA ocenom funkcije ogranicˇenja,
s tim da nemamo maksimalan uzorak, odnosno radimo s neogranicˇenim uzor-
kom. I u ovom pristupu koristimo kumulativne uzorke i adaptivno azˇuriranje
velicˇine uzorka. Osim toga, adaptivno azˇuriramo i kazneni parametar.
Deo 5.1 posvec´ujemo formulisanju algoritma i analiziranju njegovih de-
talja. U odeljku 5.2 c´emo pokazati da se kreiranim algoritmom generisˇu niz
velicˇina uzoraka i niz kaznenih parametara koji tezˇe ka beskonacˇnosti i time
obezbed¯uje da dobijemo skoro sigurnu konvergenciju niza iteracija ka KKT
tacˇki problema SP, pod standardnim pretpostavkama za stohasticˇku optimiza-
ciju. Numericˇka implementacija algoritma c´e biti predstavljena u glavi 6.
65
66 Kazneni VSS postupak za problem SP
5.1 Algoritam
Neka je funkcija f : Rn →R ogranicˇena odozdo, neka je stohasticˇka funk-
cija H : Rn×Rp → Rm i neka je
h(x) := E[H(x,ξ )],
pri cˇemu je ξ : Ω → Rp slucˇajan vektor definisan na prostoru verovatnoc´e
(Ω,F ,P). Cilj nam je da dod¯emo do resˇenja problema stohasticˇkog progra-
miranja
min f (x) tako da je h(x) = 0. (5.1)
U tu svrhu kreiramo iterativni postupak u kojem u svakoj iteraciji za ocenu
matematicˇkog ocˇekivanja koristimo SAA funkciju
hN(x) =
1
N
N
∑
i=1
H(x,ξi), (5.2)
s uzorkom od N ∈ N realizacija slucˇajnog vektora ξ : ξ1,ξ2, . . . ,ξN . Velicˇi-
na uzorka nije ogranicˇena i u svakoj iteraciji se odred¯uje velicˇina narednog
uzorka, s tim da su uzorci iste velicˇine jednaki i vec´i uzorci se dobijaju prosˇiri-
vanjem manjih. To znacˇi da u k-toj iteraciji radimo s aproksimacijom problema
(5.1)
min f (x) tako da je hNk(x) = 0 (5.3)
tj. SAA problemom s uzorkom velicˇine Nk. Tacˇnije, funkciju cilja i ogranicˇenja
ovog problema spajamo u kaznenu funkciju
φNk(x; µ) = f (x)+ µθNk (x), (5.4)
gde je µ kazneni parametar, a
θNk(x) := ‖hNk(x)‖2
mera nedopustivosti. Ovim se, pored odred¯ivanja naredne iterativne tacˇke i
nove velicˇine uzorka, javlja potreba i za odred¯ivanjem kaznenog parametra za
narednu iteraciju. Kao i u klasicˇnom kvadratnom kaznenom postupku, neopho-
dno je da kazneni parametar tezˇi u beskonacˇno. To obezbed¯ujemo adaptivnim
azˇuriranjem slicˇnim kao i u prethodnom poglavlju, odnosno u radu Krejic´ i
dr. [32]. Radi postizanja dobre aproksimacije funkcije ogranicˇenja i velicˇina
uzorka treba da raste ka beskonacˇnosti. Za niz kaznenih parametara je potrebno
da bude monotono neopadajuc´i, med¯utim to nije slucˇaj s nizom velicˇina uzo-
raka. Dozvoljavamo da se velicˇina uzorka smanji, ali kontrolisˇemo opadanje
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uz pomoc´ niza donjih granica velicˇine uzoraka. Taj niz je isto monotono
neopadajuc´i. Velicˇinu uzorka i njegovu donju granicu takod¯e adaptivno azˇuri-
ramo.
Da bismo precizirali pravila azˇuriranja, pretpostavimo da u svakoj iteraciji
k imamo na raspolaganju vrednost gradijenta
gk := ∇xφNk(xk; µk).
Narednu iterativnu tacˇku xk+1 odred¯ujemo primenom linijskog pretrazˇivanja na
kaznenu funkciju φNk(xk; µk). Za pravac pretrazˇivanja dk uzimamo opadajuc´i
pravac, odnosno trazˇimo da uslov
dTk gk < 0
bude zadovoljen. Time postizˇemo da se mozˇe primeniti monotono linijsko
pretrazˇivanje.∗ Duzˇinu koraka αk biramo pomoc´u Armizˇo backtracking proce-
dure, te αk zadovoljava uslov
φNk(xk +αkdk; µk) ≤ φNk(xk; µk)+ηαkgTk dk, (5.5)
gde je η ∈ (0,1). S obzirom na to da pretpostavljamo da nam je funkcija cilja
ogranicˇena odozdo (pretpostavka 5.1) i da je kazneni deo kaznene funkcije
nenegativan, a kaznena funkcija je ogranicˇena odozdo, time je Armizˇo linijsko
pretrazˇivanje dobro definisano.
Za uobicˇajen izbor pravca pretrazˇivanja: dk = −gk ili dk = −Bkgk s uni-
formno pozitivno definitnom matricom Bk, velicˇina αkgTk dk predstavlja meru
opadanja kaznene funkcije. Zato se
dmk := −αkgTk dk
mozˇe upotrebiti kao ocena rastojanja tacˇke xk od stacionarne tacˇke kaznene
funkcije φNk(·; µk), odnosno kao mera optimalnosti u k-toj iteraciji. Primetimo
da uslov da je pravac pretrazˇivanja opadajuc´i obezbed¯uje da je dmk nenega-
tivno.
Jedna od uloga mere dmk je utvrd¯ivanje kada da se povec´a kazneni para-
metar. Tako, kada je
dmk ≤ αkµ2k
, (5.6)
∗Moglo bi se primeniti i nemonotono linijsko pretrazˇivanje kao sˇto je to ucˇinjeno u Krejic´
i Krklec Jerinkic´ [30].
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smatramo da smo se dovoljno priblizˇili stacionarnoj tacˇki kaznene funkcije s
kaznenim parametrom µk, pa pojacˇavamo uslov nedopustivosti povec´avanjem
kaznenog parametra (uzimamo µk+1 > µk). U analizi konvergencije algoritma
od posebnog su znacˇaja iterativne tacˇke xk za koje je zadovoljen uslov (5.6), te
ih izdvajamo u niz {zt}.
Druga znacˇajna uloga mere optimalnosti dmk je u odred¯ivanju velicˇine
uzorka, ali c´emo pre razmatranja te uloge formulisati glavni algoritam.
Algoritam 5.1.
K0 Ulazni parametri: N0 ∈ N, x0 ∈Rn, β ,η ∈ (0,1), µ0 > 0, ρ > 1.
K1 Staviti da je k = 0, Nk = N0, xk = x0, µk = µ0, t = 1, Nmin0 = N0.
K2 Ako je
gk = 0 i hNk(xk) = 0, (5.7)
tada je xk+1 = xk, µk+1 = µk,
Nk+1 = Nk + 1 i Nmink+1 = max{Nk+1,Nmink + 1}
i prec´i na korak K7.
K3 Odrediti pravac pretrazˇivanja dk koji zadovoljava uslov dTk gk < 0.
K4 Odred¯ivanje duzˇine koraka αk:
Nac´i najmanji nenegativan prirodan broj j takav da za αk = β j vazˇi
Armizˇo uslov (5.5).
Postaviti da je xk+1 = xk +αkdk i dmk = −αkgTk dk.
K5 Odrediti velicˇinu uzorka Nk+1 i donju granicu velicˇine uzorka Nmink+1 pri-
menom algoritma 5.2.
K6 Odred¯ivanje kaznenog parametra µk+1:
Ako je dmk ≤ αkµ2k
, tada je
µk+1 = ρµk, zt = xk i t = t + 1.
U suprotnom postaviti da je µk+1 = µk.
K7 Postaviti da je k = k+ 1 i poc´i na korak K2.
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Primetimo da se velicˇina uzorka odred¯uje u koraku K5, ali se mozˇe modifi-
kovati u koraku K2. Objasˇnjenje za postojanje tog koraka lezˇi u KKT uslovima
SAA problema. Naime,
gk = ∇ f (xk)+ µk∇θNk(xk) = ∇ f (xk)+ 2µk∇T hNk(xk)hNk(xk),
pa definisˇuc´i
λk := 2µkhNk(xk)
dobijamo
gk = ∇ f (xk)+∇T hNk(xk)λk.
Pri tome, KKT uslovi za SAA problem (5.3), s Lagranzˇovom funkcijom
LNk(x,λ ) = f (x)+λ T hNk(x),
su
∇xLNk(x,λ ) = ∇ f (x)+∇T hNk(x)λ = 0
hNk(x) = 0,
za neko λ ∈ Rm. Dakle, uslov (5.7) implicira da je xk KKT tacˇka SAA pro-
blema posmatranog u k-toj iteraciji s Lagranzˇovim mnozˇiteljem λk. Posˇto je
to najbolja moguc´a aproksimacija resˇenja problema (5.1) s uzorkom velicˇine
Nk, to znacˇi da preostaje da se povec´a preciznost aproksimacije ogranicˇenja,
tj. da se povec´a velicˇina uzorka, kao i da se ne koristi visˇe uzorak te ili manje
velicˇine.
Odred¯ivanje velicˇine uzorka u koraku K5 predstavlja sprovod¯enje algo-
ritma 5.2. Tu se vrac´amo na drugu ulogu mere optimalnosti dmk. Rekli smo
da ona predstavlja aproksimaciju rastojanja xk od stacionarne tacˇke funkcije
φNk(·; µk). Tako, s jedne strane imamo gresˇku dobijenu zbog aproksimacije re-
sˇenja SAA problema, merenu s dmk, a s druge strane gresˇku nastalu zbog pri-
mene SAA ocene funkcije ogranicˇenja (gresˇku aproksimacije hNk(x) ≈ h(x)).
Tu gresˇku merimo s e(xk;Nk) pri cˇemu trazˇimo da funkcija e(·;N) za fiksi-
rano N ∈ N bude ogranicˇena odozdo pozitivnim brojem. Kao i u prethodnom
poglavlju, azˇuriranje velicˇine uzorka vrsˇimo tako da ove dve mere budu pri-
blizˇno jednake. Znacˇi, kada je dmk > e(xk;Nk) smatramo da mozˇemo da sma-
njimo preciznost aproksimacije funkcije ogranicˇenja smanjivsˇi velicˇinu uzor-
ka, naravno, ukoliko to donja granica velicˇine uzorka dozvoljava. Preciznije
recˇeno, uzimamo najvec´u velicˇinu uzorka Nk+1 iz intervala [Nmink ,Nk] za koju
vazˇi da je
dmk ≤ NkNk+1
e(xk;Nk+1). (5.8)
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Ako ne postoji takvo Nk+1, tada uzimamo najmanju dozvoljenu vrednost, tj.
Nk+1 = Nmink . Obrnuti poredak mera, dmk < e(xk;Nk), nagovesˇtava da se treba
povec´ati velicˇina uzorka da bi se poboljsˇala SAA ocena, tj. preciznost. U
prethodnom poglavlju smo uzeli najmanje Nk+1 vec´e od Nk koje zadovoljava
uslov
dmk ≥ NkNk+1
e(xk;Nk+1), (5.9)
ali nam je uzorak bio ogranicˇen, pa je nova velicˇina uzorka mogla biti najvisˇe
velicˇina punog uzorka. Sada nas, zbog neogranicˇenosti uzorka, uslov (5.9)
mozˇe dovesti do veoma velikog uzorka i to nepotrebno. Na primer kada za
nepreciznu SAA ocenu (e(xk;Nk) je veliko) dod¯emo veoma blizu stacionarne
tacˇke kaznene funkcije definisane s velicˇinom uzorka Nk (kada je dmk veoma
malo), tada je mera nedopustivosti s velicˇinom uzorka Nk najverovatnije mala,
ali se ona mozˇe znatno promeniti i malim povec´avanjem uzorka. Ukoliko
se povec´anjem uzorka povec´a mera nedopustivosti, tada nam je to pokazatelj
pogorsˇane mere optimalnosti kaznene funkcije s uvec´anim uzorkom, a samim
tim nema potrebe za daljim prosˇirivanjem uzorka. Ovo razmatranje nas je
dovelo do modifikacije uslova koji odred¯uje koliko c´e se povec´ati uzorak. Tako
uzimamo najmanje Nk+1 vec´e od Nk koje zadovoljava uslov (5.9) ili uslov
‖hNk+1(xk)‖ ≥
Nk
Nk+1(Nk+1−Nk)
e(xk;Nk+1). (5.10)
Kolicˇnik Nk/(Nk+1(Nk+1−Nk)) iz prethodnog uslova, kao i kolicˇnik Nk/Nk+1
u uslovima (5.8) i (5.9), ima ulogu da dozvoljava manje promene u velicˇini
uzorka kada su u pitanju manji uzorci jer tada preciznost nije tako dobra. Kod
velikih uzoraka on dozvoljava vec´e promene posˇto je tada preciznost dobra,
pa mera optimalnosti postaje precizniji pokazatelj blizine resˇenja originalnom
problemu.
Primetimo da novi uslov ne zahteva dodatne proracˇune kada se za meru
preciznosti e(xk;Nk) koristi velicˇina hNk(xk), kao sˇto je slucˇaj s merom duzˇine
intervala poverenja za hNk(xk).
Analiza konvergencije c´e nam pokazati da uslov (5.10) nema ulogu u pos-
tizanju konvergencije. Med¯utim, ima veliki uticaj na broj izracˇunavanja vred-
nosti funkcija ogranicˇenja sˇto potvrd¯uju test primeri prikazani u poglavlju 6.
Na tim test primerima je ilustrovan i uticaj kolicˇnika u uslovu (5.10), odnosno
prikazano je ponasˇanje niza velicˇina uzoraka u zavisnosti od toga da li je
upotrebljen kolicˇnik Nk/Nk+1, Nk/N2k+1 ili Nk/(Nk+1(Nk+1−Nk)).
Nakon sˇto se odredi nova velicˇina uzorka u algoritmu 5.2, utvrd¯uje se nova
donja granica velicˇine uzorka. Kljucˇna osobina pravila azˇuriranja niza Nmink je
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da niz bude neopadajuc´i, s tim da se donja granica povec´a kad god promena
velicˇine uzorka ne doprinese zadovoljavajuc´em opadanju mere nedopustivosti.
Opadanje smatramo zadovoljavajuc´im ako je prosecˇan pad mere nedopustivosti
θNk+1 od poslednjeg prelaska na uzorak velicˇine Nk+1 najmanje jednak delu
mere preciznosti tog uzorka u novoj iterativnoj tacˇki. Udeo mere preciznosti
je definisan pozitivnom rastuc´om funkcijom γ cˇija je uloga da obezbedi vec´e
restrikcije za vec´e uzorke radi postizanja visˇeg nivoa preciznosti.
Algoritam 5.2.
K0 Ulazni parametri: dmk, e(xk;Nk), xk, Nk, Nmink .
K1 Odred¯ivanje velicˇine uzorka Nk+1:
1) Ako je dmk = e(xk;Nk), tada je Nk+1 = Nk.
2) Ako je dmk > e(xk;Nk), tada uzeti da je N = Nk.
Dokle god je
dmk >
Nk
N
e(xk;N) i N > Nmink ,
stavljati da je N = N−1.
Uzeti da je Nk+1 = N.
3) Ako je dmk < e(xk;Nk), tada je N = Nk + 1.
Dokle god je
dmk <
Nk
N
e(xk;N) i ‖hN(xk)‖< NkN(N−Nk)
e(xk;N)
stavljati da je N = N + 1.
Uzeti da je Nk+1 = N.
K2 Odred¯ivanje donje granice velicˇine uzorka Nmink+1:
Ako je Nk+1 6= Nk i postoji i ∈ {1, . . . ,k−1} takvo da je Ni = Nk+1,
nac´i l(k) za koje vazˇi da
l(k) = max{i ∈ {1, . . . ,k−1} : Ni = Nk+1,Ni−1 6= Nk+1}.
Ako je
θNk+1(xl(k))−θNk+1(xk+1)
k+ 1− l(k) < γ(Nk+1)e(xk+1;Nk+1), (5.11)
tada uzeti da je
Nmink+1 = max{Nk+1,Nmink + 1}. (5.12)
U suprotnom uzeti da je Nmink+1 = Nmink .
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Analizirajmo algoritam 5.2. Ako je Nmink ≤ Nk, realizacija koraka K1 1) ili
3) (s korakom K2) daje
Nmink ≤ Nk ≤ Nmink+1 ≤ Nk+1. (5.13)
Kada se realizuje korak K1 2) tako da je Nk+1 > Nmink , uslovi (5.13) ostaju
obezbed¯eni. Med¯utim, ako se Nk smanji na Nk+1 = Nmink , uslov Nmink+1 ≤ Nk+1
biva narusˇen kada se koristi uzorak koji je vec´ ranije upotrebljen i nema do-
voljne redukcije mere nedopustivosti (kada je nejednakost (5.11) zadovoljena).
Tada se povec´ava donja granica velicˇine uzorka, te je
Nmink+1 = N
min
k + 1 > Nk+1.
Ipak, u tom slucˇaju vazˇi
Nk+1 = Nmink+1−1 i Nmink+1 ≥ Nmink .
Posˇto se za Nk = Nmink −1 dobija da korak K1 3) daje
Nk+1 > Nk = Nmink −1 i Nmink+1 ≥ Nmink ,
a koraci K1 1) i 2) daju
Nk+1 = Nk = Nmink −1 = Nmink+1−1,
zakljucˇujemo da algoritam 5.2 obezbed¯uje da se u k-toj iteraciji sa velicˇinom
uzorka Nk ≥ Nmink −1 dobija
Nk+1 ≥ Nmink+1−1 i Nmink+1 ≥ Nmink . (5.14)
Primetimo da je algoritam 5.1 definisan tako da je velicˇina uzorka odred¯ena
korakom K2 ili K5. Kako smo vec´ razmotrili korak K5, odnosno algoritam 5.2,
ostaje nam da vidimo sˇta se desˇava s korakom K2. Ako je Nk ≥ Nmink −1 i vazˇi
(5.7), tada je
Nk+1 = Nk + 1≥ Nmink i Nmink+1 = max{Nk+1,Nmink + 1}> Nmink .
Dakle, algoritmi 5.1 i 5.2 s pocˇetnim uslovom Nmin0 = N0 obezbed¯uju da za
svako k vazˇe nejednakosti (5.14). Primetimo josˇ da se ulaskom u korak K2
algoritma 5.1 donja granica velicˇine uzorka sigurno povec´ava.
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5.2 Analiza konvergencije
U ovom delu c´e biti predstavljene osobine navedenog algoritma i dokazana
njegova konvergencija. U tu svrhu potrebna nam je pretpostavka koja obezbe-
d¯uje neprekidnu diferencijabilnost aproksimacije hN za svaki prirodan broj N.
Pretpostavka 5.1. Funkcija cilja f je ogranicˇena odozdo na Rn, dok su funk-
cije f (·) i H(·,ξ ) neprekidno diferencijabilne na Rn za svako ξ .
Pretpostavka 5.1 obezbed¯uje i neprekidnu diferencijabilnost kaznene funk-
cije (5.4). Posˇto je mera nedopustivosti nenegativna, a kazneni parametar je
pozitivan, za kaznenu funkciju imamo osiguranu i ogranicˇenost odozdo. Time
je postignuto da je dobro definisan problem minimizacije kaznene funkcije,
kao i da je i linijsko pretrazˇivanje (odred¯ivanje duzˇine koraka pretrazˇivanja –
korak K4 algoritma 5.1) dobro definisano.
Radi postizanja da niz velicˇina uzoraka tezˇi u beskonacˇno, potrebna nam je
josˇ i sledec´a pretpostavka.
Pretpostavka 5.2. Za funkciju e : Rn×N → R+ i proizvoljan fiksiran priro-
dan broj N postoji eN takav da
e(x;N) ≥ eN > 0 za svako x ∈ Rn.
Ovo je blag uslov posˇto postoji veliki broj funkcija koje ga zadovoljavaju.
Najjednostavniji primer bi mogao biti e(x;N) = 1/N. Pretpostavku 5.2 zado-
voljava i ocena mere duzˇine intervala poverenja aproksimacije hN uvec´ana za
1/N, tj.
e(x;N) = σˆN(x)
zα/2√
N
+
1
N
,
gde je σˆ 2N(x) uzoracˇka varijansa, a zα/2 = Φ−1(1−α/2) sa uobicˇajenim vred-
nostima α = 0.9 i α = 0.95, pri cˇemu je Φ(·) kumulativna funkcija raspodele
standardne normalne raspodele.
Prvo dokazujemo da niz velicˇina uzoraka ne mozˇe da postane stagnirajuc´i.
Lema 5.1. Neka vazˇe pretpostavke 5.1 i 5.2. Tada ne postoji q ∈ N takvo
da, za algoritmom 5.1 generisane velicˇine uzorka Nk, vazˇi da je Nk+1 = Nk za
svako k ≥ q.
Dokaz. Pretpostavimo suprotno, da postoje prirodni brojevi q¯ i N¯ za koje vazˇi
Nk+1 = Nk = N¯ za svako k ≥ q¯. (5.15)
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Pokazujemo da taj uslov implicira
liminf
k→∞
dmk = 0. (5.16)
Primetimo da (5.15) iskljucˇuje realizaciju koraka K2 algoritma 5.1 i posma-
trajmo kazneni parametar. Postoje dve moguc´nosti:
S1. µk se konacˇno mnogo puta menja,
S2. µk se beskonacˇno mnogo puta menja.
S obzirom na to da je po konstrukciji algoritma 5.1 niz kaznenih parametara
neopadajuc´i, slucˇaj S1 podrazumeva da postoji µ¯ za koje je µk = µ¯ za svako
dovoljno veliko k. Bez gubitka opsˇtosti vazˇi
µk = µ¯ za svako k ≥ q¯.
Kako su velicˇina uzorka i kazneni parametar fiksirani za svako k ≥ q¯, radi
krac´eg zapisa uvodimo oznaku
φ¯ (xk) := φN¯(xk; µ¯).
Korak K4 algoritma 5.1 daje da za svako k ≥ q¯ vazˇi
φ¯ (xk+1) ≤ φ¯ (xk)−ηdmk,
sˇto implicira da je
φ¯ (xk+1) ≤ φ¯ (xq¯)−η
k
∑
i=q¯
dmi.
Posledica pretpostavke 5.1 je postojanje realnog broja M za koji vazˇi da je
φ¯ (xk) ≥ M za svako k, te dobijamo da
M ≤ φ¯ (xq¯)−η
k
∑
i=q¯
dmi,
odnosno
k
∑
i=q¯
dmi ≤ 1η (φ¯ (xq¯)−M) .
Pusˇtajuc´i da k → ∞ sledi
0≤
∞
∑
i=q¯
dmi ≤ 1η (φ¯ (xq¯)−M) < ∞,
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pa je
lim
i→∞
dmi = 0.
ˇSto se ticˇe slucˇaja S2, to sˇto svaka promena kaznenog parametra µk pred-
stavlja njegov porast znacˇi da imamo beskonacˇno mnogo iteracija u kojima
je
µk+1 = ρµk sa ρ > 1. (5.17)
Iz toga sledi da je niz {µk} neogranicˇen, te
lim
k→∞
µk = ∞. (5.18)
Neka su k1,k2, . . . iteracije u kojima je dosˇlo do porasta kaznenog parametra,
tj. za k = ki, i = 1,2, . . ., vazˇi (5.17), sˇto na osnovu koraka K6 algoritma 5.1
znacˇi da je zadovoljen uslov
dmki ≤
αki
µ2ki
.
Posˇto duzˇina koraka pripada intervalu (0,1], dobijamo
dmki ≤
1
µ2ki
.
Odavde (5.18) i nenegativnost dmki obezbed¯uju da vazˇi
lim
i→∞
dmki = 0.
Pokazali smo da i S1 i S2 impliciraju (5.16), odnosno da u oba slucˇaja
postoji iteracija s≥ q¯ za koju vazˇi dms < eN¯ gde je eN¯ konstanta iz pretpostavke
5.2 (jer je N¯ fiksirano). Dakle, vazˇi
dms < eN¯ ≤ e(xs; N¯),
te se realizuje korak K1 3) algoritma 5.2, sˇto implicira Ns+1 > Ns. Med¯utim,
to je u kontradikciji sa (5.15), pa polazna pretpostavka nije tacˇna i time je
dokazano tvrd¯enje.
Primetimo da je prethodni rezultat deterministicˇki, iako su nizovi koji se
generisˇu glavnim algoritmom stohasticˇki. Razlog tome je sˇto taj rezultat ne
zavisi od realizacije uzorka – po tvrd¯enju je prvo uzeta proizvoljna realizacija
uzorka, a tek nakon toga je razmatrano kakve osobine su zadovoljene, pa za
svaku (ne skoro svaku) realizaciju vazˇi pokazani rezultat.
Isti je slucˇaj i sa sledec´im rezultatom, kada pokazujemo da niz velicˇina uzo-
raka tezˇi ka beskonacˇnosti. Pre nego sˇto to ucˇinimo, potrebno je da formalno
definisˇemo funkciju γ .
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Pretpostavka 5.3. Funkcija γ : N → (0,1) je rastuc´a i zadovoljava uslov
lim
N→∞
γ(N) = 1.
Na primer γ(N) := exp(−1/N) zadovoljava uslove gornje pretpostavke.
Teorema 5.1. Ako su pretpostavke 5.1–5.3 zadovoljene, tada niz velicˇina uzo-
raka {Nk}k∈N0 generisan algoritmom 5.1 ima osobinu
lim
k→∞
Nk = ∞.
Dokaz. Do tvrd¯enja teoreme dolazimo posmatrajuc´i niz donjih granica velicˇi-
na uzoraka {Nmink }k∈N0 . Dokaz je konstruisan na sledec´i nacˇin. Prvo posma-
tramo slucˇaj kada je niz {Nmink } neogranicˇen, koji direktno implicira tvrd¯enje
teoreme. Zatim posmatramo slucˇaj kada je {Nmink } ogranicˇen. Tada rezultat
pokazujemo kontrapozicijom.
Algoritam 5.1 je definisan tako da se generisˇe beskonacˇan niz velicˇina uzo-
raka {Nk}, i to kroz korake K2 i K5, ali i beskonacˇan niz donjih granica velicˇina
uzoraka {Nmink }. Videli smo da elementi tih nizova zadovoljavaju nejednakost
Nk ≥ Nmink −1 za svako k.
To znacˇi da uslov
lim
k→∞
Nmink = ∞ (5.19)
obezbed¯uje tvrd¯enje teoreme. Kako je po konstrukciji algoritama 5.1 i 5.2 niz
{Nmink } neopadajuc´i (druga nejednakost u (5.14)), ako je josˇ i neogranicˇen, vazˇi
uslov (5.19).
Pogledajmo sada sˇta se desˇava kada je niz {Nmink } ogranicˇen. Tada postoje
q i Nminmax iz N za koje je
Nmink = N
min
max za svako k ≥ q. (5.20)
S obzirom na to da se u koraku K2 algoritma 5.1 povec´ava donja granica
velicˇine uzoraka (Nmink+1 > Nmink ), velicˇina uzorka Nk se mozˇe samo konacˇno
mnogo puta promeniti kroz korak K2 algoritma 5.1. To znacˇi da postoji q¯≥ q
za koje uslov (5.7) nije zadovoljen ni za jedno k≥ q¯, pa se tada velicˇina uzorka
odred¯uje u koraku K5 algoritma 5.1, odnosno na osnovu algoritma 5.2. Pret-
postavimo sada suprotno, da ne vazˇi tvrd¯enje teoreme, odnosno da postoji
ogranicˇen beskonacˇan podniz niza {Nk}. Tada postoje N¯ ∈ N i beskonacˇan
podniz {k¯1, k¯2, . . .} ⊂ {k ∈ N : k ≥ q¯} takvi da
Nk¯i+1 = N¯ za svako i = 1,2, . . . .
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Bez gubitka opsˇtosti mozˇemo uzeti da je
N j 6= N¯ za svako j ∈ {k ∈ N : k ≥ q¯, k 6= k¯i, i = 1,2, . . .}.
Na osnovu leme 5.1 niz {Nk} ne mozˇe da stagnira, pa mora da postoji besko-
nacˇan podniz {k1,k2, . . .} ⊂ {k¯1, k¯2, . . .} sa osobinom
N¯ = Nki+1 6= Nki za i = 1,2, . . . . (5.21)
Mozˇemo pretpostaviti, bez gubitka opsˇtosti, da podniz {k1,k2, . . .} sadrzˇi sve
indekse podniza {k¯1, k¯2, . . .} za koje vazˇi osobina (5.21). Kako vazˇi (5.20),
korak K2 algoritma 5.2 implicira
θN¯(xl(ki))−θN¯(xki+1)
ki + 1− l(ki) ≥ γ(N¯)e(xki+1; N¯)
za svako i = 1,2, . . .. Radi jednostavnijeg zapisivanja, uvedimo oznaku k+i :=
ki + 1. Primetimo da je tada l(ki) = k+i−1. Tako, prethodna nejednakost s pret-
postavkama 5.2 i 5.3 i cˇinjenicom da je ki+1− l(ki)≥ 1 implicira nejednakost
θN¯(xk+i−1)−θN¯(xk+i )≥ γ(N¯)eN¯ > 0,
za svako i = 2,3, .... Med¯utim, to je u kontradikciji s ogranicˇenosˇc´u θN odozdo
(zbog njene nenegativnosti). Dakle, ne mozˇe da postoji beskonacˇan podniz
niza velicˇina uzoraka koji je ogranicˇen, te je teorema dokazana.
Preostalo nam je da navedemo josˇ dve pretpostavke koje su nam potrebne
radi obezbed¯ivanja konvergencije. Prvom pretpostavkom je definisan pravac
pretrazˇivanja.
Pretpostavka 5.4. Pravac pretrazˇivanja je u obliku dk = −Bkgk gde je Bk
simetricˇna, uniformno ogranicˇena i uniformno pozitivno definitna matrica po
iteracijama.
Primetimo da je prethodna pretpostavka zadovoljena za pravac negativnog
pada jer je u tom slucˇaju Bk jedinicˇna matrica za svako k. Da bi za Kvazi-
Njutnove pravce (na primer BFGS pravac) vazˇila pretpostavka 5.4 potrebno je
primeniti meru zasˇtite (safeguard) prilikom njihove upotrebe.
Pozitivna definitnost matrice Bk implicira da za svako k vazˇi relacija
λ kmin‖gk‖2 ≤ gTk Bkgk ≤ λ kmax‖gk‖2,
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gde je λ kmin najmanji karakteristicˇni koren matrice Bk, a λ kmax najvec´i. Dalje,
uniformna ogranicˇenost i uniformna pozitivna definitnost obezbed¯uju posto-
janje pozitivne donje granice λmin niza {λ kmin}k∈N i gornje granice λmax > 0
niza {λ kmax}k∈N. Stoga za svako k vazˇi
0≤ λmin‖gk‖2 ≤ gTk Bkgk ≤ λmax‖gk‖2,
odnosno
0≤ λmin‖gk‖2 ≤−gTk dk. (5.22)
Iz prethodne nejednakosti sledi implikacija
lim
k→∞
gTk dk = 0 =⇒ limk→∞ λmin‖gk‖
2 = 0 =⇒ lim
k→∞
‖gk‖= 0.
Pored toga, na osnovu osobina norme matrice sledi
‖dk‖= ‖Bkgk‖ ≤ ‖Bk‖‖gk‖= λ kmax‖gk‖,
pa je
‖dk‖ ≤ λmax‖gk‖ za svako k. (5.23)
Dakle, pretpostavka 5.4 obezbed¯uje da je pravac pretrazˇivanja dk ogranicˇen
kad god je gk ogranicˇen, kao i da konvergencija niza {gTk dk} ka nuli povlacˇi za
sobom da i niz {gk} konvergira ka nuli.
U poglavlju 3 smo videli da su konzistentnost i nepristrasnost znacˇajne
osobine SAA ocena. Ulogu u obezbed¯ivanju tih stohasticˇkih osobina ocene
(5.2) ima naredna pretpostavka.
Pretpostavka 5.5. ξ1,ξ2, . . . su nezavisni i imaju istu raspodelu, a na proi-
zvoljnom kompaktnom podskupu od Rn postoje P-integrabilne funkcije koje
dominiraju nad funkcijom H i njenom Jakobijevom matricom ∇H.
Kao prvo, pretpostavka 5.5, zajedno s pretpostavkom 5.1, obezbed¯uje da
su funkcije h i ∇h dobro definisane i diferencijabilne, kao i da za funkciju
ogranicˇenja vazˇi
∇h(x) = ∇E[H(x,ξ )] = E[∇H(x,ξ )].
Dalje, ocene hN(x) i ∇hN(x) su nepristrasne, tj.
E[hN(x)] = h(x) i E[∇hN(x)] = ∇h(x).
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Pored toga, na osnovu jakog zakona velikih brojeva, za proizvoljan kompaktan
skup S ⊂Rn
lim
N→∞
max
x∈S
‖hN(x)−h(x)‖ = 0 s.s. (5.24)
i
lim
N→∞
max
x∈S
‖∇hN(x)−∇h(x)‖ = 0 s.s. (5.25)
Nastavljamo s lemama u kojima pokazujemo da za kaznenu funkciju i njen
gradijent s fiksiranim kaznenim parametrom vazˇi uniformna konvergencija na
proizvoljnom kompaktnom podskupu od Rn. Ista osobina vazˇi i za gradijent
mere nedopustivosti.
Lema 5.2. Neka su zadovoljene pretpostavke 5.1 i 5.5. Tada za proizvoljan
neprazan kompaktan skup S ⊂Rn i kazneni parametar µ > 0 vazˇi
lim
N→∞
ϕSN = 0 s.s.,
gde je
ϕSN := max
x∈S
|φN(x; µ)−φ (x; µ)|,
a
φ (x; µ) := f (x)+ µθ (x)
kaznena funkcija originalnog problema (5.1) s kaznenim parametrom µ i me-
rom nedopustivosti
θ (x) := ‖h(x)‖2.
Dokaz. Posˇto je kazneni parametar fiksiran, zapis mozˇemo skratiti koristec´i
oznake:
φN(x) := φN(x; µ) i φ (x) := φ (x; µ).
Kako je
φN(x)−φ (x) = µ (θN(x)−θ (x))
i
θN(x)−θ (x) = hN(x)T hN(x)−h(x)T h(x),
razmotrimo normu razlike funkcije ogranicˇenja i njene ocene.
‖hN(x)−h(x)‖2 = hN(x)T hN(x)−2hN(x)T h(x)+ h(x)T h(x) =
= θN(x)−θ (x)−2(hN (x)−h(x))T h(x)
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Sada je
ϕSN = max
x∈S
∣∣µ (‖hN(x)−h(x)‖2 + 2(hN(x)−h(x))T h(x))∣∣≤
≤ µ max
x∈S
‖hN(x)−h(x)‖2 + 2µ max
x∈S
∣∣(hN(x)−h(x))T h(x)∣∣ ,
pa je na osnovu Kosˇi- ˇSvarcove nejednakosti
ϕSN = µ max
x∈S
‖hN(x)−h(x)‖2 + 2µ max
x∈S
‖hN(x)−h(x)‖‖h(x)‖.
Kako je S neprazan kompaktan skup, h neprekidna funkcija, µ fiksirana vred-
nost i vazˇi (5.24), dobijamo da ϕSN skoro sigurno tezˇi nuli kad N → ∞.
Lema 5.3. Ako su zadovoljene pretpostavke 5.1 i 5.5, tada za proizvoljan
neprazan kompaktan skup S ⊂ Rn vazˇi
lim
N→∞
max
x∈S
‖∇θN(x)−∇θ (x)‖ = 0 s.s.
Dokaz. Krenimo od razlike gradijenata mera nedopustivosti
∇θN(x)−∇θ (x) = ∇hN(x)T hN(x)−∇h(x)T h(x).
Primetimo da je
(∇hN(x)−∇h(x))T (hN(x)−h(x)) =
= ∇hN(x)T hN(x)−∇hN(x)T h(x)−∇h(x)T hN(x)+∇h(x)T h(x) =
= ∇θN(x)−∇θ (x)+∇h(x)T h(x)−
−∇hN(x)T h(x)−∇h(x)T (hN(x)−h(x)) =
= ∇θN(x)−∇θ (x)+
+(∇h(x)−∇hN (x))T h(x)−∇h(x)T (hN(x)−h(x)),
pa, koristec´i da je norma proizvoda matrice i vektora manja ili jednaka proi-
zvodu norme matrice i norme vektora, dobijamo
max
x∈S
‖∇θN(x)−∇θ (x)‖ ≤
≤ max
x∈S
(
‖ (∇hN(x)−∇h(x))T (hN(x)−h(x)) ‖+
+ ‖ (∇h(x)−∇hN(x))T h(x)‖+ ‖∇h(x)T (hN(x)−h(x))‖
)
≤
≤ max
x∈S
‖∇hN(x)−∇h(x)‖‖hN (x)−h(x)‖+
+max
x∈S
‖∇h(x)−∇hN(x)‖‖h(x)‖+max
x∈S
‖∇h(x)‖‖hN(x)−h(x)‖.
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Kompaktnost skupa S i neprekidnost funkcija h i ∇h zajedno s (5.24) i (5.25)
impliciraju da max
x∈S
‖∇θN(x)−∇θ (x)‖ skoro sigurno konvergira ka nuli kada
N → ∞.
S obzirom na to da je
∇φN(x; µ)−∇φ (x; µ) = 2µ (∇θN(x)−∇θ (x)) ,
uniformna konvergencija gradijenta kaznene funkcije na proizvoljnom kom-
paktnom podskupu od Rn sledi na osnovu prethodne leme.
Posledica 5.1. Neka su zadovoljene pretpostavke 5.1 i 5.5. Tada za proizvoljan
neprazan kompaktan skup S ⊂Rn i kazneni parametar µ > 0 vazˇi
lim
N→∞
max
x∈S
‖∇φN(x; µ)−∇φ (x; µ)‖ = 0 s.s.
Gore pokazane uniformne konvergencije nam obezbed¯uju konzistentnost
nasˇih ocena, sˇto c´emo i formulisati u lemi.
Lema 5.4. Neka su zadovoljene pretpostavke 5.1 i 5.5. Tada za proizvoljan
neprazan kompaktan skup S ⊂Rn i proizvoljnu funkciju
ψ ∈ {h,∇h,∇θ ,φ (·; µ),∇φ (·; µ)},
sa fiksiranim kaznenim parametrom µ > 0, vazˇi
lim
x→x∗
N→∞
ψN(x) = ψ(x∗) s.s.
Dokaz. Pod navedenim pretpostavkama vazˇe: (5.24), (5.25), leme 5.2 i 5.3 i
posledica 5.1, te sledi
lim
N→∞
max
x∈S
‖ψN(x)−ψ(x)‖ = 0 s.s. (5.26)
Kako je
‖ψN(x)−ψ(x∗)‖ ≤ ‖ψN(x)−ψ(x)‖+ ‖ψ(x)−ψ(x∗)‖ ≤
≤ max
x∈S
‖ψN(x)−ψ(x)‖+ ‖ψ(x)−ψ(x∗)‖,
pusˇtajuc´i da x→ x∗ i N → ∞, neprekidnost funkcije ψ i uniformna konvergen-
cija (5.26) nam daju zˇeljenu skoro sigurnu konvergenciju.
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S obzirom na to da nasˇ posmatrani problem ima ogranicˇenja, prikazani
algoritam mora da obezbedi dopustivost. Kao i u standardnom kvadratnom
kaznenom postupku, to se postizˇe pusˇtanjem kaznenog parametra ka besko-
nacˇnosti. Za algoritam 5.1 mozˇemo da pokazˇemo da niz kaznenih parame-
tara skoro sigurno konvergira ka beskonacˇnosti jedino kada se korak K2 izvrsˇi
samo konacˇno mnogo puta. Med¯utim, to nec´e biti prepreka za postizanje do-
pustivosti, sˇto c´e se videti u poslednjoj teoremi.
Teorema 5.2. Neka vazˇe pretpostavke 5.1–5.5 i neka je niz iteracija {xk}k∈N0
generisan algoritmom 5.1 ogranicˇen. Ako postoji konacˇan prirodan broj q za
koji uslov (5.7) nije zadovoljen ni za jedno k ≥ q, tada generisan niz kaznenih
parametara {µk}k∈N0 ima osobinu
lim
k→∞
µk = ∞ s.s.
Dokaz. Tvrd¯enje c´emo pokazati kontrapozicijom. Pretpostavic´emo da je niz
kaznenih parametara {µk} ogranicˇen i razmatrac´emo niz duzˇina koraka {αk}.
Posˇto je duzˇina koraka pozitivna, slucˇajevi
liminf
k→∞
αk = 0 i liminfk→∞ αk ≥ a > 0
su komplementarni. Pokazac´emo da oba slucˇaja dovode do kontradikcije.
Pretpostavimo da je niz {µk} ogranicˇen, odnosno da postoje q¯ ≥ q i µ¯ > 0
takvi da je
µk = µ¯ za svako k ≥ q¯.
Tada korak K6 algoritma 5.1 implicira
dmk >
αk
µ2k
za svako k ≥ q¯, (5.27)
odnosno
−gTk dk >
1
µ¯2 > 0 za svako k ≥ q¯. (5.28)
Zbog pretpostavke da je niz iteracija {xk} ogranicˇen, postoji kompaktan skup
S takav da je
{xk}k∈N0 ⊆ S.
Dalje, na osnovu teoreme 5.1, Nk tezˇi ka beskonacˇnosti, pa lema 5.2 implicira
postojanje niza {ϕSNk} za koji vazˇi
|φNk(x j; µ¯)−φ (x j; µ¯)| ≤ ϕSNk za svako k, j ≥ q¯ (5.29)
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i ϕSNk skoro sigurno tezˇi nuli.
U cilju da dod¯emo do kontradikcije, pretpostavimo sada da je niz duzˇina
koraka {αk} ogranicˇen odozdo pozitivnim brojem, odnosno da postoji α¯ > 0
takvo da je
αk ≥ α¯ za svako k ≥ q¯.
Stoga (5.27) implicira
dmk ≥ α¯µ¯2 za svako k ≥ q¯,
te iz zadovoljenog Armizˇo uslova u koraku K4 algoritma 5.1 sledi
φNk(xk+1; µ¯) ≤ φNk(xk; µ¯)−η
α¯
µ¯2 .
Kako po (5.29) za svako k ≥ q¯ vazˇi:
φ (xk+1; µ¯)−φNk(xk+1; µ¯) ≤ ϕSNk i φNk(xk; µ¯)−φ (xk; µ¯) ≤ ϕSNk ,
dobija se
φ (xk+1; µ¯)−ϕSNk ≤ φ (xk; µ¯)+ϕSNk −η
α¯
µ¯2 ,
odnosno
φ (xk+1; µ¯)≤ φ (xk; µ¯)+ 2ϕSNk −
ηα¯
µ¯2 za svako k ≥ q¯.
Posˇto ϕSNk → 0 s.s., postoji k¯ ≥ q¯ za koje skoro sigurno vazˇi da je
ϕSNk ≤
ηα¯
3µ¯2 za svako k ≥ k¯,
a to implicira
φ (xk+1; µ¯) ≤ φ (xk; µ¯)− ηα¯3µ¯2 s.s. za svako k ≥ k¯.
Sledi da niz {φ (xk; µ¯)} skoro sigurno nije ogranicˇen odozdo, ali je to u kon-
tradikciji s pretpostavkom 5.1.
Dakle, nenegativan niz {αk} ne mozˇe biti ogranicˇen odozdo pozitivnim
brojem, te ostaje da je
lim
k∈K1
αk = 0 (5.30)
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za neki beskonacˇan podniz K1 ⊆ N ∩ {k¯, k¯ + 1, . . .}. Bez gubitka opsˇtosti
mozˇemo pretpostaviti da je
αk < 1 za svako k ∈ K1.
To znacˇi da za svako k ∈ K1 postoji duzˇina koraka α ′k ≤ 1 za koju je αk = βα ′k
i ne vazˇi Armizˇo uslov, tj. za nju vazˇi
φNk(xk +α ′kdk; µ¯) > φNk(xk; µ¯)+ηα ′kgTk dk,
odnosno
1
α ′k
(φNk(xk +α ′kdk; µ¯)−φNk(xk; µ¯)) > ηgTk dk.
Primenom teoreme o srednjoj vrednosti dobijamo da za svako k ∈ K1 postoji
tk ∈ (0,1) takvo da je
∇Tx φNk(xk + tkα ′kdk; µ¯)dk−ηgTk dk > 0. (5.31)
Pored toga, ogranicˇenost niza {xk} implicira postojanje K2 ⊆ K1 i x∗ za koje
vazˇi
lim
k∈K2
xk = x
∗
.
Kako je josˇ kazneni parametar fiksiran (jednak s µ¯) i Nk → ∞ (teorema 5.1),
lema 5.4 implicira
lim
k∈K2
gk = limk∈K2
∇xφNk(xk; µ¯) = ∇xφ (x∗; µ¯) s.s.
Odavde, na osnovu pretpostavke 5.4, odnosno (5.23), sledi da je niz {dk}k∈K2
skoro sigurno ogranicˇen, pa samim tim skoro sigurno postoje K3 ⊆ K2 i d∗ s
osobinom
lim
k∈K3
dk = d∗.
Zbog osobine da je αk = βα ′k, iz (5.30) sledi
lim
k∈K3
α ′k = 0.
Ta cˇinjenica, zajedno s konvergencijom nizova {xk}k∈K3 i {dk}k∈K3 , pusˇtanjem
limesa po K3 u (5.31), na osnovu leme 5.4, daje
∇Tx φ (x∗; µ¯)d∗−η∇Tx φ (x∗; µ¯)d∗ ≥ 0 s.s.
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Dalje je
∇Tx φ (x∗; µ¯)d∗ ≥ ∇Tx φ (x∗; µ¯)d∗(1−η) ≥ 0 s.s.
jer je η ∈ (0,1). Med¯utim, iz (5.28) sledi
∇Tx φ (x∗; µ¯)d∗ ≤−
1
µ¯2 < 0 s.s.,
sˇto daje kontradikciju.
Konacˇno, s pretpostavkom da je {µk} ogranicˇen skoro sigurno dolazimo do
kontradikcije, pa mozˇemo da zakljucˇimo da je on skoro sigurno neogranicˇen.
Sada cˇinjenica da je niz {µk}k∈N neopadajuc´i povlacˇi tvrd¯enje teoreme.
Sad mozˇemo da formulisˇemo rezultat o konvergenciji. Primetimo da pod
uslovom da (5.7) vazˇi samo konacˇno mnogo puta, na osnovu prethodne teo-
reme µk → ∞ skoro sigurno, pa cˇinjenica da je niz {µk} neopadajuc´i implicira
da se skoro sigurno generisˇe beskonacˇan niz {zt}, kroz korak K6 algoritma 5.1.
Pokazujemo da u tom slucˇaju, uz LICQ uslove, svaka tacˇka nagomilavanja tog
niza zadovoljava KKT uslove problema (5.1):
∇xL (x,λ ) = ∇ f (x)+∇T h(x)λ = 0
h(x) = 0
za neko λ ∈ Rm, pri cˇemu je Lagranzˇova funkcija
L (x,λ ) = f (x)+λ T h(x).
Videc´emo da su KKT uslovi zadovoljeni i u slucˇaju kada (5.7) vazˇi beskonacˇno
mnogo puta.
Teorema 5.3. Neka su zadovoljene pretpostavke 5.1–5.5 i neka je niz iteracija
{xk}k∈N0 generisan algoritmom 5.1 ogranicˇen. Tada postoji tacˇka nagomila-
vanja x∗ niza {xk} koja je skoro sigurno stacionarna tacˇka za θ . Ukoliko je
josˇ i LICQ uslov zadovoljen, tada je x∗ skoro sigurno KKT tacˇka originalnog
problema (5.1).
Dokaz. Posmatramo dva slucˇaja: uslov (5.7) vazˇi beskonacˇno mnogo puta i
uslov (5.7) vazˇi samo konacˇno mnogo puta.
Prvo pretpostavimo da postoji beskonacˇan podniz J1 ⊆N takav da za svako
k ∈ J1 vazˇi (5.7), odnosno
gk = 0 i hNk(xk) = 0 za svako k ∈ J1.
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Sledi da za svako k ∈ J1 vazˇi
0 = gk = ∇ f (xk)+ 2µk∇T hNk(xk)hNk(xk) = ∇ f (xk).
Po pretpostavci da je niz {xk} ogranicˇen, postoje podniz J2 ⊆ J1 i tacˇka x∗ takvi
da je
lim
k∈J2
xk = x
∗
,
te zbog neprekidnosti gradijenta funkcije cilja sledi
0 = lim
k∈J2
∇ f (xk) = ∇ f (x∗).
Pored toga, na osnovu teoreme 5.1 niz {Nk} tezˇi ka beskonacˇnosti, pa lema 5.4
implicira
0 = lim
k∈J2
hNk(xk) = h(x
∗) s.s. (5.32)
To znacˇi da je tacˇka nagomilavanja x∗ skoro sigurno dopustiva tacˇka za problem
(5.1) i
∇xL (x∗,0) = 0 s.s., (5.33)
ali i
∇θ (x∗) = ∇T h(x∗)h(x∗) = 0 s.s.
Dakle, dobili smo da je u ovom slucˇaju x∗ skoro sigurno stacionarna tacˇka za
θ , a na osnovu (5.32) i (5.33) i da je skoro sigurno KKT tacˇka originalnog
problema (5.1).
Sada pretpostavimo da uslov (5.7) vazˇi samo konacˇno mnogo puta. Tada
na osnovu teoreme 5.2 sledi
lim
k→∞
µk = ∞ s.s., (5.34)
te se skoro sigurno generisˇe beskonacˇan niz {zt}t∈N, podniz od {xk}. Stoga,
zbog ogranicˇenosti niza {xk}, postoji tacˇka nagomilavanja x∗ niza {zt}, a sa-
mim tim i niza {xk}. Znacˇi, postoji skup indeksa K1 ⊆ N s osobinama:
lim
k∈K1
xk = x
∗
i (po koraku K6 algoritma 5.1)
dmk ≤ αkµ2k
za svako k ∈ K1.
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Odavde, koristec´i definiciju dmk i posledicu (5.22) pretpostavke 5.4, vazˇi
λmin‖gk‖2 ≤−gTk dk ≤
1
µ2k
za svako k ∈ K1, (5.35)
sa λmin > 0. Posˇto (5.34) implicira da i podniz {µk}k∈K1 tezˇi ka beskonacˇnosti,
pusˇtajuc´i limes po K1 u (5.35) dobijamo
lim
k∈K1
‖gk‖= 0, (5.36)
odnosno
lim
k∈K1
gk = 0. (5.37)
Pored toga, kako je za svako k
gk = ∇ f (xk)+ µk∇θNk(xk),
te
∇θNk(xk) =
1
µk
(gk−∇ f (xk)) ,
sledi
‖∇θNk(xk)‖ ≤
1
µk
(‖gk‖+ ‖∇ f (xk)‖).
Dalje, (5.36), neprekidnost norme i funkcije ∇ f i cˇinjenica da i niz {µk}k∈K1
tezˇi ka beskonacˇnosti daju
lim
k∈K1
‖∇θNk(xk)‖= 0.
Kako josˇ i Nk → ∞ (po teoremi 5.1), lema 5.4 implicira
lim
k∈K1
∇θNk(xk) = ∇θ (x∗) s.s.,
pa sledi
∇θ (x∗) = 0 s.s. (5.38)
Dakle, dokazali smo da je svaka tacˇka nagomilavanja niza {zt} skoro sigurno
stacionarna tacˇka funkcije θ .
Ako sada vazˇe josˇ i LICQ uslovi, tada matrica ∇h(x∗) ima pun rang. Posˇto
je
∇θ (x∗) = 2∇T h(x∗)h(x∗),
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iz (5.38) sledi da je h(x∗) = 0 skoro sigurno, te je x∗ skoro sigurno dopustiva
tacˇka problema (5.1). Da bismo odredili Lagranzˇov mnozˇitelj za koji x∗ zado-
voljava KKT uslove, definisˇimo
λk := 2µkhNk(xk).
Tada je
gk = ∇ f (xk)+∇T hNk(xk)λk,
odnosno
∇T hNk(xk)λk = gk−∇ f (xk). (5.39)
Primenivsˇi sada lemu 5.4 na gradijent funkcije ogranicˇenja, dobijamo
lim
k∈K1
∇hNk(xk) = ∇h(x∗) s.s., (5.40)
pa sledi da i matrice ∇hNk(xk), za svako dovoljno veliko k ∈ K1, skoro sigurno
imaju pun rang. Pomnozˇivsˇi s leve strane izraz (5.39) matricom ∇hNk(xk) i
izrazivsˇi λk, dobijamo da je za svako dovoljno veliko k ∈ K1
λk =
(
∇hNk(xk)∇T hNk(xk)
)−1 ∇hNk(xk) (gk−∇ f (xk)) .
Uzmimo sada limes po K1. Na osnovu (5.37) i (5.40) sledi
lim
k∈K1
λk = −
(
∇h(x∗)∇T h(x∗)
)−1 ∇h(x∗)∇ f (x∗) s.s. (5.41)
Oznacˇavanjem desne strane izraza (5.41) sa λ ∗, dobijamo
0 = lim
k∈K1
gk = ∇ f (x∗)+∇T h(x∗)λ ∗ s.s.,
sˇto sa skoro sigurnom dopustivosˇc´u tacˇke x∗ implicira da je x∗ skoro sigurno
KKT tacˇka problema (5.1), sˇto smo i hteli da dokazˇemo.
Sprovedena analiza konvergencije pokazuje primenljivost prikazanog algo-
ritma za resˇavanje problema (5.1). Numericˇko testiranje, navedeno u poglavlju
6, potvrd¯uje uspesˇnost tog algoritma u usˇtedi pri broju izracˇunavanja funkcije,
pored¯enjem adaptivne sˇeme za odred¯ivanje velicˇine uzorka s unapred definisa-
nom heuristicˇkom sˇemom.
Glava 6
Numericˇki rezultati
U ovoj glavi c´emo prikazati numericˇke rezultate dobijene primenom pred-
stavljenih kaznenih postupaka s promenljivom velicˇinom uzorka za resˇavanje
problema stohasticˇkog programiranja s ogranicˇenjima tipa jednakosti u obliku
matematicˇkog ocˇekivanja (problema SP). Cilj nam je bio da, pored konvergen-
cije navedenih algoritama ka odgovarajuc´im resˇenjima, postignemo da kreirani
postupci budu efikasniji (u pogledu manjeg broja izracˇunavanja funkcija) od
uporedivih postupaka. Rezultati numericˇkog pored¯enja potvrd¯uju dostizanje
zˇeljenog cilja.
Oba algoritma smo implementirali na istoj test grupi problema. Probleme i
detalje o implementaciji navodimo u odeljku 6.1, gde josˇ ilustrujemo kretanja
velicˇine uzorka, njegove donje granice i kaznenog parametra kreiranih posma-
tranim algoritmima. Potom c´emo u sekciji 6.2 prikazati rezultate pored¯enja ka-
znenog VSS postupka za resˇavanje SAA reformulacije problema SP (algoritam
4.1) sa SAA metodom i heuristicˇkom procedurom. Pored¯enje kaznenog VSS
postupka za resˇavanje samog problema stohasticˇkog programiranja (algoritam
5.1) i metode zasnovane na heuristicˇkom azˇuriranju uzorka c´emo ilustrovati u
delu 6.3. Pored toga, u datom odeljku c´emo analizirati uticaj uslova u kojem
figurisˇe mera nedopustivosti, uz uslov s merom optimalnosti, na porast velicˇine
uzorka u kaznenom VSS postupku navedenom u prethodnom poglavlju.
6.1 Implementacija algoritama
Algoritme prikazane u prethodnim poglavljima smo implementirali na test
problemima s ogranicˇenjima tipa jednakosti iz Hock i Schittkowski [24]. Kako
je za konvergenciju oba prikazana algoritma potrebna pretpostavka da je funk-
cija cilja odozdo ogranicˇena na odred¯enom skupu, uzeli smo probleme koji
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zadovoljavaju tu pretpostavku na Rn. S obzirom na to da je med¯u tim pro-
blemima bilo i problema s beskonacˇno mnogo resˇenja, radi laksˇeg pored¯enja
resˇenja, testirali smo probleme s jedinstvenim resˇenjem: 6, 27, 28, 42, 46-52,
61, 77 i 79. Posmatrani problemi su deterministicˇki, te smo slucˇajnost ukljucˇili
u ogranicˇenja tako sˇto smo funkcije ogranicˇenja c(x) iz [24] transformisali u
H(x,ξ ) = c(ξ x),
gde slucˇajna promenljiva ξ ima Normalnu raspodelu N (1,1). Testiranje smo
sproveli implementacijom algoritama u Matlab sa po 10 razlicˇitih uzoraka za
svaki problem. Uzorci su generisani ugrad¯enom funkcijom randn.
Radi uporedivosti, algoritmi koji se porede imaju istu strukturu, jedino se
razlikuju u nacˇinu azˇuriranja velicˇine uzorka. Pored toga, za sve njih smo
koristili i iste parametre i uzorke (tacˇnije, uzorci iste velicˇine su jednaki). Za
pocˇetne iterativne tacˇke x0 smo uzeli tacˇke iz [24]. Kazneni parametar smo
uvec´avali s faktorom ρ = 1.5, a za pocˇetni kazneni parametar smo koristili
µ0 = 1. Parametri za linijsko pretrazˇivanje su standardni, β = 0.5 i η = 10−4.
Za pravac pretrazˇivanja smo upotrebili BFGS pravac
dk = −Bkgk
uzimajuc´i jedinicˇnu matricu za B0. Matrica Bk je aproksimacija inverznog He-
sijana (∇2xxφNk(xk; µk))−1, te je pravilo azˇuriranja
Bk+1 =
(
I− sky
T
k
yTk sk
)
Bk
(
I− yks
T
k
yTk sk
)
+
sks
T
k
yTk sk
, (6.1)
sa
sk = xk+1− xk
i
yk = ∇xφNk+1(xk+1; µk)−∇xφNk(xk; µk). (6.2)
Da bismo obezbedili da pravac pretrazˇivanja bude opadajuc´i, primenili smo
meru zasˇtite za ocˇuvavanje pozitivne definitnosti BFGS matrice. Pravilo (6.1)
je upotrebljeno ukoliko je vazˇio uslov yTk sk > b, sa b > 0, a u suprotnom je
BFGS matrica ostala nepromenjena, tj.
Bk+1 = Bk za yTk sk ≤ b.
Pri implementaciji algoritma 4.1, kao i algoritama s kojim smo ga poredili,
koristili smo b = 10−10. Prilikom testiranja algoritma 5.1 ta vrednost nije bila
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dovoljna da u svakoj iteraciji obezbedi pozitivnu definitnost BFGS matrice, te
smo algoritam 5.1 i algoritam s kojim smo ga poredili racˇunali sa b = 10−6.
Pretpostavljamo da je izracˇunavanje vrednosti funkcije ogranicˇenja i gradi-
jenata njenih komponenti dominantan trosˇak u iterativnom postupku, pa je zato
za nas relevantna efikasnost postupaka po pitanju broja izracˇunavanja vred-
nosti funkcija, a ne broja iteracija ili utrosˇenog vremena, kao sˇto je naznacˇeno
u Spall [54]. Stoga postupke poredimo po broju izracˇunavanja vrednosti funk-
cija ogranicˇenja H i njihovih Jakobijevih matrica ∇H, oznacˇenog sa FEV. Iz-
racˇunata vrednost H(xk,ξi) vredi jedan FEV, dok vrednost funkcije ∇H(xk,ξi)
brojimo kao n FEV-a.∗
Primetimo da se u izrazu (6.2) gradijent kaznene funkcije u novoj iterativ-
noj tacˇki xk+1 odred¯uje uzorkom velicˇine Nk+1, a ne Nk. Razlog za taj izbor je
to sˇto se ∇xφNk(xk+1; µk) racˇuna na osnovu vrednosti funkcija
H(xk+1,ξ1), . . . ,H(xk+1,ξNk)
i
∇H(xk+1,ξ1), . . . ,∇H(xk+1,ξNk)
koje u slucˇaju kada je Nk+1 < Nk sadrzˇe vrednosti
∇H(xk+1,ξNk+1+1), . . . ,∇H(xk+1,ξNk)
koje se ne koriste u narednoj iteraciji, a za njihovo izracˇunavanje je potro-
sˇeno (Nk −Nk+1)n FEV-a. S druge strane, za ∇xφNk+1(xk+1; µk) se racˇunaju
vrednosti
H(xk+1,ξ1), . . . ,H(xk+1,ξNk+1)
i
∇H(xk+1,ξ1), . . . ,∇H(xk+1,ξNk+1)
koje se koriste u izracˇunavanju vrednosti ∇xφNk+1(xk+1; µk+1) potrebne u (k+
1)-oj iteraciji i time ne kosˇtaju dodatne FEV.
Za oba prikazana algoritma i za sve postupke s kojima je izvrsˇeno njihovo
pored¯enje problem 77 je imao neuspesˇan ishod i to sa svim uzorcima, tako da
smo taj problem iskljucˇili iz razmatranja. Dakle, rezultati prikazani u nastavku
se odnose na 13 test problema: 6, 27, 28, 42, 46-52, 61 i 79.
∗U brojanje FEV-a nismo ukljucˇili m, broj komponenti funkcije H, sˇto ne uticˇe na ishod
rezultata pored¯enja algoritama. Razlog tome je to sˇto bi se ukljucˇivanjem m-a dobile m puta
vec´e vrednosti, a nacˇin vrednovanja efikasnosti algoritama nije osetljiv na tu promenu.
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6.1.1 Ponasˇanje velicˇine uzorka, njegove donje granice i ka-
znenog parametra
Pre nego sˇto pokazˇemo rezultate pored¯enja kreiranih kaznenih VSS po-
stupaka ilustrovac´emo ponasˇanja niza velicˇina uzoraka {Nk}k∈N0 , niza donjih
granica velicˇina uzoraka {Nmink }k∈N0 i niza kaznenih parametara {µk}k∈N0
koji su njima generisani.
Na slici 6.1 je prikazano kretanje velicˇine uzorka, njegove donje granice i
kaznenog parametra dobijenih algoritmom 4.1 primenjenog na test probleme
50 i 27. Mozˇe se rec´i da su to slike tipicˇnog ponasˇanja nizova {Nk}, {Nmink } i
{µk} i za preostale testirane probleme. Grafici za preostale testirane probleme
(dobijeni upotrebom istih uzoraka) mogu se videti u narednom poglavlju.
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Slika 6.1: Tipicˇno kretanje velicˇine uzorka Nk, njegove donje granice Nmink i
kaznenog parametra µk generisanih algoritmom 4.1
Radi boljeg prikaza skokova u vrednosti velicˇine uzorka, upotrebili smo
logaritamsku skalu na y-osi. Mozˇemo da vidimo kako velicˇina uzorka varira
iz iteracije u iteraciju, da raste i opada, s tim da nakon nekog broja iteracija
dostizˇe maksimalnu vrednost i ne menja se visˇe (kao sˇto je i pokazano u lemi
4.2). Vidimo i da su nizovi {Nmink } i {µk} neopadajuc´i. Za niz {Nmink } imamo
dva slucˇaja: prakticˇno ne uticˇe na Nk (problem 27) i odezbed¯uje da Nk postane
Nmax (problem 50), sˇto potvrd¯uje da nema samo teoretsku ulogu. Istacˇkane
vertikalne linije su pomoc´ne linije koje oznacˇavaju iteracije u kojima se prvi
put racˇuna s uvec´anim kaznenim parametrom, odnosno to su k-te iteracije s
osobinom da je µk−1 < µk. Primetimo da je u ponekim iteracijama s tom oso-
binom uvec´an kazneni parametar implicirao smanjenje velicˇine uzorka (pro-
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blem 50: k ∈ {16,62}), ali to nije pravilo sˇto potvrd¯uju ostale iteracije s ka-
znenim parametrom povec´anim u prethodnoj iteraciji. Dakle, ne mozˇemo rec´i
da postoji pravilo po kojem povec´anje kaznenog parametra uticˇe na promenu
velicˇine uzorka, cˇak ni u prvih nekoliko iteracija kada je aproksimacija ka-
znenom funkcijom obicˇno manje tacˇna i promena kaznenog parametra mozˇe
dovesti do vec´ih razlika u vrednosti kaznene funkcije, a samim tim i povec´ava-
nju mere optimalnosti.
ˇSto se ticˇe nizova {Nk}, {Nmink } i {µk} generisanih algoritmom 5.1 ana-
logno mozˇemo rec´i da se njihova tipicˇna kretanja mogu opisati rezultatima
dobijenim za test problem 50 pokazanim na slici 6.2. Graficˇki prikazi za ostale
testirane probleme se mogu nac´i u dodatku.
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Slika 6.2: Tipicˇno ponasˇanje niza velicˇina uzoraka {Nk}, niza donjih granica
velicˇina uzoraka {Nmink } i niza kaznenih parametara {µk} generisanih algorit-
mom 5.1
Mozˇemo da vidimo kako i po ovom postupku kazneni parametar i donja
granica velicˇine uzorka ne opadaju, a velicˇina uzorka varira, raste i opada,
iz iteracije u iteraciju, s tim da se sada ne zaustavlja na nekoj vrednosti (ova
osobina je formulisana u lemi 5.1). Po ovom postupku niz {Nmink } ima ulogu
da obezbedi da niz {Nk} tezˇi u beskonacˇno (teorema 5.1). Mozˇemo videti da
u nekim iteracijama (k ∈ {9,14,15,16,41,82,83}) vazˇi da je Nmink > Nk, kao
sˇto je i naznacˇeno u analizi nakon algoritama 5.1 i 5.2 da se to mozˇe dogoditi.
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Ta analiza je pokazatelj da je i po ovom postupku niz {Nk} ogranicˇen odozdo,
ali sada s nizom {Nmink − 1}. Za odnos kaznenog parametra i velicˇine uzorka
mozˇemo zakljucˇiti isto sˇto smo i za algoritam 4.1.
6.2 Kazneni VSS postupak za resˇavanje SAA pro-
blema
Pri testiranju kaznenog postupka s promenljivom velicˇinom uzorka za mi-
nimizaciju SAA reformulacije problema SP resˇavali smo SAA problem
min f (x) tako da je hNmax(x) :=
1
Nmax
Nmax∑
i=1
H(x,ξi) = 0 (6.3)
za koji je pun uzorak ξ1,ξ2, . . . ,ξNmax sa Nmax = 2000 generisan na samom
pocˇetku iterativnog postupka. To znacˇi da smo svaki od navedenih 13 problema
testirali na 10 uzoraka velicˇine 2000.
Algoritam 4.1 (VSS) smo uporedili sa SAA metodom (SAA) i heuristi-
cˇkom procedurom (HEUR). Po SAA metodi je tokom celog iterativnog po-
stupka racˇunato s punim uzorkom, pa je
Nk = Nmax za svako k.
Kod heuristicˇke procedure je unapred zadata sˇema za povec´avanje velicˇine
uzorka do maksimalne. Na osnovu radova [18,30,40], uzeli smo pravilo
Nk+1 = ⌈min{1.1Nk,Nmax}⌉, k = 0,1,2, . . . ,
s tim da je N0 = 3. Za VSS je uzeto da je minimalna velicˇina uzorka Nmin = 3
i time je N0 = 3 kao i za HEUR. Ostalo je josˇ da navedemo da je u algoritmu
4.1 parametar ν1 = 1/
√
Nmax i da smo za meru preciznosti εNkδ koristili
εNkδ (xk) :=
1.96 σˆNk(xk)√
Nk
,
s uzoracˇkom varijansom
σˆ 2Nk(xk) :=
1
Nk−1
Nk∑
i=1
‖H(xk,ξi)−hNk(xk)‖2. (6.4)
Algoritam 4.1 je kreiran tako da generisˇe beskonacˇno mnogo iteracija, ali
nam je prakticˇno bio potreban kriterijum zaustavljanja. Kako nam je cilj bio
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da dod¯emo do resˇenja SAA problema (6.3), za kriterijum zaustavljanja smo
koristili uslov ∥∥∥(∇xφNmax(xk; µk),hNmax(xk))T∥∥∥≤ 10−1.
To znacˇi da se algoritam uspesˇno zavrsˇio jedino kada je Nk = Nmax i xk je
priblizˇno KKT tacˇka SAA problema (6.3). Ukoliko se tokom testiranja dosˇlo
do 108 FEV-a, ali ne i do tacˇke koja zadovoljava izlazni kriterijum, smatramo
da se algoritam neuspesˇno zavrsˇio.
Rezultate pored¯enja smo prikazali pomoc´u takozvanog profila performansi
(performance profile) uvedenog u radu Dolan i More´ [14]. Susˇtina tog prikaza
je da se za svaki postupak koji se poredi za svaki testiran problem odredi
kolicˇnik performansi (performance ratio) koji predstavlja odnos mere perfor-
mansi posmatranog postupka prema najboljem rezultatu pored¯enih postupaka
na posmatranom problemu. Kumulativna funkcija raspodele kolicˇnika perfor-
mansi posmatranog postupka predstavlja profil performansi tog postupka. Da
preciziramo, imamo skup P od 130 test problema (13 problema sa po 10 ra-
zlicˇitih uzoraka), skup S od tri postupka: VSS, SAA i HEUR i FEV kao meru
performanse postupka na konkretnom test problemu (FEVsp je broj FEV-a za
test problem p testiran postupkom s). Kolicˇnik performansi postupka s na pro-
blemu p je
rsp :=
FEVsp
min{FEVsp : s ∈S }
.
U slucˇaju da se postupak neuspesˇno zavrsˇio, uzeli smo da je kolicˇnik perfor-
mansi znatno vec´i broj od ostalih kolicˇnika, rsp = 1015.† Empirijska verovatno-
c´a postupka s da je njegov kolicˇnik performansi ne vec´i od realnog koeficijenta
τ je
ps(τ) := PE
{
rsp ≤ τ : p ∈P
}
,
tako da funkcija ps predstavlja profil performansi postupka s na skupu testi-
ranih problema P . Primetimo da ps(1) predstavlja verovatnoc´u da je postupak
s bio najefikasniji med¯u postupcima iz skupa S .
Rezultati pored¯enja algoritma 4.1, heuristicˇke procedure i SAA metode su
predstavljeni na slici 6.3. Kao sˇto vidimo, verovatnoc´e pobed¯ivanja (rezultati
za τ = 1) postupaka VSS, HEUR i SAA su redom 0.55, 0.32 i 0.13. Ra-
zlike u verovatnoc´ama kada su mere performansi postupaka dvostruko vec´e
od mere performanse najboljeg postupka su otprilike istog reda – verovatnoc´e
†U radu Dolan i More´ [14] je pokazano da izbor parametra koji se koristi za neuspele
postupke ne uticˇe na procenu performansi.
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za τ = 2 su 0.97, 0.72 i 0.51 redom za VSS, HEUR i SAA. Otuda mozˇemo
da kazˇemo da su razlike u broju izracˇunavanja vrednosti funkcija upored¯enim
postupcima znacˇajne. Pored toga, mozˇemo da zakljucˇimo da postupci s pro-
menljivom velicˇinom uzorka daju znacˇajno bolje rezultate od SAA metode,
te se upotrebom manjih uzoraka kada smo udaljeni od resˇenja znacˇajno sˇtedi
na broju izracˇunavanja vrednosti funkcija. Nadalje, krive profila performansi
pokazuju znatno bolju efikasnost algoritma 4.1 u odnosu na heuristicˇku sˇemu,
odnosno da je adaptivni postupak u kojem se uzorak smanji kada se udaljimo
od resˇenja efikasniji od postupka sa unapred definisanim pravilom povec´avanja
velicˇine uzorka. Moramo istac´i da je moguc´e nac´i heuristicˇku sˇemu koja c´e
dati bolje rezultate od adaptivne sˇeme, ali je za to potrebno imati informacije
o posmatranom problemu ili sprovesti preliminarna testiranja radi utvrd¯ivanja
najpogodnijeg stepena povec´avanja uzorka. Josˇ bismo napomenuli da sprove-
deni zakljucˇci vazˇe na posmatranom skupu problema, ali smatramo da je taj
skup, sacˇinjen od problema s linearnim ogranicˇenjima i problema s nelinear-
nim ogranicˇenjima, relevantan.
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Slika 6.3: Profili performansi kaznenog VSS postupka (algoritam 4.1), heuri-
sticˇke procedure i SAA metode
(
pVSS, pHEUR i pSAA
)
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6.3 Kazneni VSS postupak za resˇavanje problema
stohasticˇkog programiranja
Kazneni postupak s promenljivom velicˇinom uzorka formulisan u algo-
ritmu 5.1 je kreiran tako da generisˇe beskonacˇan niz iteracija {xk}k∈N0 koji
nas skoro sigurno dovodi do KKT tacˇke problema SP
min f (x) tako da je h(x) := E[H(x,ξ )] = 0. (6.5)
Niz velicˇina uzoraka {Nk}k∈N0 koji se generisˇe njime, pod datim uslovima, tezˇi
ka beskonacˇnosti (teorema 5.1). Stoga je ovaj postupak neuporediv sa SAA
metodom, ali je uporediv s heuristicˇkim postupkom koji koristi beskonacˇan niz
velicˇina uzoraka. Tako kazneni VSS definisan algoritmom 5.1 (VSS) poredimo
s heuristicˇkom sˇemom (HEUR) u kojoj se velicˇina uzorka menja, slicˇno kao u
prethodnom testiranju, po pravilu
Nk+1 = ⌈min{1.1Nk}⌉, k = 0,1,2, . . . .
Za pocˇetnu velicˇinu uzorka smo uzeli N0 = 3 za oba postupka.
Preostalo je josˇ da navedemo funkcije e i γ za VSS postupak. Za meru
preciznosti SAA aproksimacije u k-toj iteraciji algoritma 5.1 upotrebili smo
meru intervala poverenja ocene hNk(xk) jer uzima u obzir informacije o tacˇki
xk i korisˇc´ena je u mnogim radovima, [5,29–32,35,43]. Dakle, mera preciznosti
je definisana funkcijom
e(xk;Nk) =
1.96σˆNk(xk)√
Nk
, (6.6)
pri cˇemu je σˆ 2N(x) uzoracˇka varijansa racˇunata sa (6.4). Udeo mere preciznosti
pri definisanju zadovoljavajuc´e mere opadanja mere dopustivosti odred¯en je
funkcijom
γ(Nk) = exp(−1/Nk),
koja zadovoljava pretpostavku 5.3. Mera preciznosti (6.6) ne zadovoljava pret-
postavku 5.2 posˇto generalno nije ogranicˇena odozdo pozitivnim brojem, ali to
nije pokvarilo ocˇekivane rezultate.
U ovom pored¯enju, odred¯ivanje adekvatnog kriterijuma za zaustavljanje al-
goritama predstavlja izazov posˇto je pitanje za koju velicˇinu uzorka, odnosno
meru preciznosti, imamo dovoljno precizno resˇenje. S obzirom na to da je
za probleme s linearnim ogranicˇenjima problem SP ekvivalentan problemu iz
Hock i Schittkowski [24] iz kojeg je formiran, za te probleme imamo optimalna
98 Numericˇki rezultati
resˇenja u [24]. Za probleme s nelinearnim ogranicˇenjima smo odredili analiti-
cˇki izraz za matematicˇko ocˇekivanje u funkciji ogranicˇenja, te smo problem s
tim izrazom u ogranicˇenjima priblizˇno resˇili primenom ugrad¯ene naredbe fmin-
con u Matlab-u. Racˇunali smo s velikom preciznosˇc´u, pa smo dobili resˇenja za
koja su KKT uslovi zadovoljeni s preciznosˇc´u najvisˇe 10−5. Dakle, za testirane
probleme imamo optimalna ili skoro optimalna resˇenja. Oznacˇimo ih sa x∗. Ta
resˇenja smo koristili za merenje efikasnosti postupaka, posmatrajuc´i iterativne
tacˇke dobijene do zaustavljanja algoritama zbog dostizanja 106 FEV-a.
Razmatrali smo razlicˇite nivoe preciznosti ν aproksimacije resˇenja x∗ i
utvrd¯ivali koji postupak je pobedio, odnosno s manjim brojem izracˇunavanja
vrednosti funkcija dosˇao do resˇenja odgovarajuc´e tacˇnosti. Ukoliko im je bio
potreban isti broj izracˇunavanja, smatramo da su oba postupka pobedila. Tako
smo za postupke VSS i HEUR za svaki testirani problem (ukupno 130 pro-
blema, tj. 13 test problema sa po 10 razlicˇitih uzoraka) utvrdili koliki mu
je broj FEV-a, FEV VSSk i FEV HEURl , bio potreban da dostigne ν-optimalno
resˇenje, xVSSk i xHEURl , za razlicˇite vrednosti ν . Time smo dosˇli do empiri-jske verovatnoc´e da VSS postupak nije losˇiji od HEUR postupka, odnosno do
verovatnoc´e pobede VSS postupka nad postupkom HEUR
pVSSν := PE
{
min
k
{FEV VSSk : ‖xVSSk − x∗‖ ≤ ν} ≤
≤ min
l
{FEV HEURl : ‖xHEURl − x∗‖ ≤ ν}
}
,
kao i empirijske verovatnoc´e pobede HEUR postupka
pHEURν := PE
{
min
l
{FEV HEURl : ‖xHEURl − x∗‖ ≤ ν} ≤
≤ min
k
{FEV VSSk : ‖xVSSk − x∗‖ ≤ ν}
}
.
Verovatnoc´e pobeda posmatranih postupaka, razmatrajuc´i nivoe preciznosti
ν ∈ (0,2], su prikazane na slici 6.4. Mozˇemo da vidimo da je predstavljeni
kazneni VSS postupak efikasniji od heuristicˇke procedure. ˇSta visˇe, kad su
u pitanju manje precizne aproksimacije resˇenja problema SP, tada je prednost
josˇ izrazˇenija. Dakle, mozˇemo da zakljucˇimo da posmatrani skup testiranih
problema ukazuje na prednost korigovanja velicˇine uzorka na osnovu tekuc´ih
informacija u iterativnom postupku u odnosu na odred¯ivanja velicˇine uzorka
po unapred odred¯enoj sˇemi.
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Slika 6.4: Empirijska verovatnoc´a pobede pVSSν i pHEURν za razlicˇite nivoe
tacˇnosti ν
6.3.1 Analiza rasta velicˇine uzorka
Sada c´emo ilustrovati kako uslov
‖hN(xk)‖< NkN(N−Nk)
e(xk;N). (6.7)
iz koraka K1 3) algoritma 5.2, odnosno kolicˇnik Nk/(N(N −Nk)) u njemu,
regulisˇu stepen rasta velicˇine uzorka sa Nk na Nk+1 i kako uticˇu na broj izracˇu-
navanja funkcija, tj. na FEV. Razmotrili smo uticaj kolicˇnika:
Nk
N
,
Nk
N2
i Nk
N(N−Nk) .
Pored toga, ispitali smo i ishod algoritma 5.2 bez uslova (6.7). Tako smo na-
pravili prikaz niza velicˇina uzoraka i vrednosti FEV-a po iteracijama dobijene
algoritmom 5.1 koristec´i algoritam 5.2 u kojem je korak K1 3) definisan sa:
Ako je dmk < e(xk;Nk), tada je N = Nk + 1.
Dokle god je
test
stavljati da je N = N + 1.
Uzeti da je Nk+1 = N,
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pri cˇemu je test definisan sa:
T dmk <
Nk
N
e(xk;N)
TN dmk <
Nk
N
e(xk;N) i ‖hN(xk)‖< NkN e(xk;N)
TN2 dmk <
Nk
N
e(xk;N) i ‖hN(xk)‖< NkN2 e(xk;N)
TNd dmk <
Nk
N
e(xk;N) i ‖hN(xk)‖< NkN(N−Nk)
e(xk;N).
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Slika 6.5: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova test u koraku K1 3) algoritma 5.2
Na slici 6.5 su ilustrovane vrednosti velicˇina uzoraka Nk i odgovarajuc´ih
FEV-a za prvih 100 iteracija test problema 48 (za jedan uzorak). Mozˇemo
da vidimo da verzija koja ne uzima u obzir promene u funkciji ogranicˇenja s
porastom velicˇine uzorka (T) veoma brzo dostizˇe veliki broj FEV-a. Nadalje,
kolicˇnik u uslovu (6.7) ima znacˇajan uticaj. Ukoliko kolicˇnik nije dovoljno
restriktivan, kao Nk/N, velicˇina uzorka c´e takod¯e brzo porasti i time c´e dovesti
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do velikih trosˇkova po pitanju broja izracˇunavanja vrednosti funkcija. Kolicˇnik
Nk/N2 ima znacˇajan uticaj na usˇtedu broja FEV-a, ali je prejak jer dovodi do
povec´avanja velicˇine uzorka samo za 1 ili 2. Kolicˇnik Nk/(N(N −Nk)) nije
previsˇe restriktivan niti previsˇe slab, tako da se njime postizˇe da velicˇina uzorka
slobodno varira i ne postaje prevelika.
Slicˇni rezultati su dobijeni i za preostale probleme racˇunate s istim uzor-
kom. Njihovi grafici se mogu videti u dodatku.
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ν
v
er
o
v
a
tn
o
c´a
p
o
b
ed
e
 
 
T TNd
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ν
v
er
o
v
a
tn
o
c´a
p
o
b
ed
e
 
 
TN TNd
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ν
v
er
o
v
a
tn
o
c´a
p
o
b
ed
e
 
 
TN2 TNd
Slika 6.6: Empirijska verovatnoc´a pobede verzije TNd u odnosu na verziju T,
TN, odnosno TN2, upored¯ena s empirijskom verovatnoc´om pobed¯ivanja nave-
denih verzija nad verzijom TNd, na skupu od 13 testiranih problema s istim
uzorkom, za razlicˇite nivoe tacˇnosti ν
Rezultati prikazani na slici 6.6 pokazuju da su verzijama T i TN dobi-
jene velicˇine uzoraka nepotrebno velike jer taj porast dovodi te postupke ka
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trazˇenoj aproksimaciji resˇenja problema SP s velikim brojem izracˇunavanja
vrednosti funkcija. Naime, analognim pored¯enjem kao sˇto su upored¯eni po-
stupci VSS i HEUR u uvodnom delu odeljka 6.3, upored¯ena je verzija TNd
(sˇto je u stvari algoritam 5.2) sa preostale tri verzije, ali na skupu od 13 testi-
ranih problema s istim uzorkom za koji su dobijeni rezultati na slici 6.5. Tako
je empirijska verovatnoc´a pobede verzije r ∈ {T,TN,TN2,TNd} nad verzijom
s ∈ {T,TN,TN2,TNd} definisana sa
pr−sν := PE
{
min
k
{FEV rk : ‖xrk− x∗‖ ≤ ν} ≤minl {FEV
s
l : ‖xsl − x∗‖ ≤ ν}
}
.
Grafici empirijskih verovatnoc´a pTNd−Tν i pT−TNdν , kao i pTNd−TNν i pTN−TNdν ,
pokazuju da je, razmatranjem resˇenja nivoa tacˇnosti ν ∈ (0,2], verzija TNd
znatno efikasnija od verzija T i TN. Primetimo da pored¯enje verzija T i TNd
posebno isticˇe znacˇaj uslova (6.7) kada se trazˇe aproksimacije resˇenja velike
preciznosti.
Na slici 6.6 je prikazan i odnos verzija TNd i TN2. Mozˇemo rec´i da su za
polovinu test primera obe verzije podjednako efikasne. Kada su u pitanju manje
precizne aproksimacije resˇenja, tada postoji mala prednost verzije s kolicˇnikom
Nk/N2, ali se ta prednost gubi kada se trazˇe preciznije aproksimacije resˇenja
problema SP. S obzirom na to da taj kolicˇnik mozˇe izuzetno jako da ogranicˇava
povec´anje velicˇine uzorka, verzija TN2 smanjuje prednost adaptivnog azˇurira-
nja velicˇine uzorka.
Dakle, prethodna analiza sugerisˇe da je po pitanju usˇtede u broju izracˇu-
navanja vrednosti funkcija znacˇajno da se prati mera nedopustivosti dok se
povec´ava uzorak radi utvrd¯ivanja kada visˇe nema potrebe za daljim prosˇiriva-
njem uzorka.
Glava 7
Zakljucˇak
U disertaciji su posmatrani problemi minimizacije s ogranicˇenjima tipa jed-
nakosti koja su u obliku matematicˇkog ocˇekivanja. Prikazana su dva postupka
za njihovo resˇavanje, sa dva razlicˇita pristupa. U oba slucˇaja smo primenili
stohasticˇku optimizaciju, radec´i sa uzoracˇkim ocˇekivanjem kao aproksimaci-
jom matematicˇkog ocˇekivanja, i iskoristili prednosti postupaka s promenlji-
vom velicˇinom uzoraka zasnovanih na adaptivnom azˇuriranju velicˇine uzorka.
Adaptivno azˇuriranje podrazumeva odred¯ivanje velicˇine uzorka na osnovu in-
formacija o gresˇkama nastalim zbog aproksimacije matematicˇkog ocˇekivanja
i aproksimacije optimalne tacˇke. Ogranicˇenja i funkciju cilja smo povezali
kaznenom funkcijom, te nam se iterativni postupci zasnivaju na linijskom pre-
trazˇivanju primenjenom na kvadratnu kaznenu funkciju.
U prvom pristupu resˇavali smo SAA reformulaciju originalnog problema.
U tom slucˇaju je uzorak SAA aproksimacije (pun uzorak) zadat pre iterativnog
postupka, te obezbed¯uje deterministicˇku analizu konvergencije kreiranog algo-
ritma. Analiza algoritma je pokazala da niz velicˇina uzoraka generisan njime
varira po iteracijama, ali dostizˇe velicˇinu punog uzorka i nakon konacˇnog broja
iteracija se uzorak ustali na punom uzorku. Posˇto se prikazani algoritam zasni-
va na kaznenom postupku, njime se generisˇe i niz kaznenih parametara. Niz
kaznenih parametara se takod¯e adaptivno azˇurira. U pitanju je neopadajuc´i niz
za koji smo pokazali da tezˇi ka beskonacˇnosti. Pokazane osobine niza veli-
cˇine uzoraka i niza kaznenih parametara, pod standardnim pretpostavkama,
obezbed¯uju da se navedenim algoritmom dobija niz iteracija koji sadrzˇi podniz
cˇija je tacˇka nagomilavanja KKT tacˇka SAA reformulacije.
Drugi pristup je resˇavanje originalnog problema, te je analiza konvergen-
cije stohasticˇka. Predstavljenim algoritmom se generisˇe niz iteracija koji sadrzˇi
podniz cˇija je tacˇka nagomilavanja, pod standardnim pretpostavkama za sto-
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hasticˇku optimizaciju, skoro sigurno KKT tacˇka originalnog problema. Ova
osobina vazˇi zahvaljujuc´i tome da se navedenim algoritmom generisˇe niz veli-
cˇina uzoraka koji tezˇi ka beskonacˇnosti i neopadajuc´i niz kaznenih parametara
koji skoro sigurno tezˇi ka beskonacˇnosti.
Sprovedeno numericˇko testiranje kreiranih algoritama je pokazalo njiho-
vu prednost u pored¯enju sa postupcima u kojima je azˇuriranje velicˇine uzorka
zasnovano na unapred definisanoj sˇemi. Prednost se ogleda u resˇavanju po-
smatranih problema s manjim brojem izracˇunavanja funkcija. Algoritam za
resˇavanje aproksimacije originalnog problema je upored¯en s postupkom u ko-
jem se u svakoj iteraciji racˇuna s punim uzorkom, kao i s algoritmom koji
koristi heuristicˇku sˇemu za povec´avanje velicˇine uzorka do postizanja punog
uzorka. Kako ne postoji maksimalna velicˇina uzorka za algoritam za resˇavanje
originalnog problema, taj algoritam je upored¯en s postupkom zasnovanim na
heuristicˇkoj sˇemi za beskonacˇno povec´avanje velicˇine uzorka. Dakle, skup
testiranih problema nas je doveo do zakljucˇka da je za resˇavanje problema sto-
hasticˇkog programiranja s ogranicˇenjima tipa jednakosti u kojima je evaluacija
funkcije skupa isplativo koristiti predlozˇene algoritme s adaptivnim azˇurira-
njem velicˇine uzorka zasnovanim na informacijama o gresˇkama nastalim zbog
aproksimacije matematicˇkog ocˇekivanja i aproksimacije optimalne tacˇke, do-
bijenim tokom iterativnog postupka.
Glava 8
Dodatak
Razmatrani test problemi:
f : Rn → R, H : Rn×Rp → Rm, ξ ∼N (1,1), x = (x1,x2, . . . ,xn)T
problem 6
f (x) = (1− x1)2
H(x,ξ ) = 10(ξ x2− (ξ x1)2)
problem 27
f (x) = 0.01 (x1−1)2 +
(
x2− x21
)2
H(x,ξ ) = ξ x1 +(ξ x3)2 + 1
problem 28
f (x) = (x1 + x2)2 +(x2 + x3)2
H(x,ξ ) = ξ x1 + 2ξ x2 + 3ξ x3−1
problem 42
f (x) = (x1−1)2 +(x2−2)2 +(x3−3)2 +(x4−4)2
H(x,ξ ) = (ξ x1−2,
(ξ x3)2 +(ξ x4)2−2)
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problem 46
f (x) = (x1− x2)2 +(x3−1)2 +(x4−1)4 +(x5−1)6
H(x,ξ ) = (ξ 3x21 x4 + sin(ξ x4−ξ x5)−1,
ξ x2 + ξ 6x43 x24−2
)
problem 47
f (x) = (x1− x2)2 +(x2− x3)2 +(x3− x4)4 +(x4− x5)4
H(x,ξ ) = (ξ x1 +(ξ x2)2 +(ξ x3)3−3,
ξ x2− (ξ x3)2 + ξ x4−1,
ξ 2x1 x5−1)
problem 48
f (x) = (x1−1)2 +(x2− x3)2 +(x4− x5)2
H(x,ξ ) = (ξ x1 + ξ x2 + ξ x3 + ξ x4 + ξ x5−5,
ξ x3−2ξ (x4 + x5)+ 3)
problem 49
f (x) = (x1− x2)2 +(x3−1)2 +(x4−1)4 +(x5−1)6
H(x,ξ ) = (ξ x1 + ξ x2 + ξ x3 + 4ξ x4−7,
ξ x3 + 5ξ x5−6)
problem 50
f (x) = (x1− x2)2 +(x2− x3)2 +(x3− x4)4 +(x4− x5)4
H(x,ξ ) = (ξ x1 + 2ξ x2 + 3ξ x3−6,
ξ x2 + 2ξ x3 + 3ξ x4−6,
ξ x3 + 2ξ x4 + 3ξ x5−6)
problem 51
f (x) = (x1− x2)2 +(x2 + x3−2)2 +(x4−1)2 +(x5−1)2
H(x,ξ ) = (ξ x1 + 3ξ x2−4,
ξ x3 + ξ x4−2ξ x5,
ξ x2−ξ x5)
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problem 52
f (x) = (4x1− x2)2 +(x2 + x3−2)2 +(x4−1)2 +(x5−1)2
H(x,ξ ) = (ξ x1 + 3ξ x2,
ξ x3 + ξ x4−2ξ x5,
ξ x2−ξ x5)
problem 61
f (x) = 4x21 + 2x22 + 2x23−33x1 + 16x2−24x3
H(x,ξ ) = (3ξ x1−2(ξ x2)2−7,
4ξ x1− (ξ x3)2−11)
problem 79
f (x) = (x1−1)2 +(x1− x2)2 +(x2− x3)2 +(x3− x4)4 +(x4− x5)4
H(x,ξ ) = (ξ x1 +(ξ x2)2 +(ξ x3)3−2−3
√
2,
ξ x2− (ξ x3)2 + ξ x4 + 2−2
√
2,
ξ 2x1 x5−2)
problem 77
f (x) = (x1−1)2 +(x1− x2)2 +(x3−1)2 +(x4−1)4 +(x5−1)6
H(x,ξ ) =
(
ξ 3x21 x4 + sin(ξ x4−ξ x5)−2
√
2,
ξ x2 + ξ 6x43 x24−8−
√
2
)
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Slika 8.1: Tipicˇno kretanje velicˇine uzorka Nk, njegove donje granice Nmink i
kaznenog parametra µk generisanih algoritmom 4.1
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Slika 8.2: Tipicˇno kretanje velicˇine uzorka Nk, njegove donje granice Nmink i
kaznenog parametra µk generisanih algoritmom 4.1
110 Dodatak
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 6
 
 
log µk log Nk
min log Nk
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 27
 
 
log µk log Nk
min log Nk
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 28
 
 
log µk log Nk
min log Nk
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 42
 
 
log µk log Nk
min log Nk
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 46
 
 
log µk log Nk
min log Nk
0 50 100 150
0
0.5
1
1.5
2
2.5
3
k
Test problem 47
 
 
log µk log Nk
min log Nk
Slika 8.3: Tipicˇno ponasˇanje velicˇine uzorka Nk, donje granice velicˇine uzorka
Nmink i kaznenog parametra µk generisanih algoritmom 5.1
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Slika 8.4: Tipicˇno ponasˇanje velicˇine uzorka Nk, donje granice velicˇine uzorka
Nmink i kaznenog parametra µk generisanih algoritmom 5.1
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Slika 8.5: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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Slika 8.6: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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Slika 8.7: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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Slika 8.8: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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Slika 8.9: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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Slika 8.10: Rast velicˇine uzorka i broja izracˇunavanja funkcija u zavisnosti od
uslova u koraku K1 3) algoritma 5.2
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kreirana su dva iterativna postupka u kojima se u svakoj iteraciji racˇuna s
uzoracˇkim ocˇekivanjem kao aproksimacijom matematicˇkog ocˇekivanja. Oba
postupka koriste prednosti postupaka s promenljivom velicˇinom uzorka za-
snovanih na adaptivnom azˇuriranju velicˇine uzorka. To znacˇi da se velicˇina
uzorka odred¯uje na osnovu informacija u tekuc´oj iteraciji. Konkretno, tekuc´e
informacije o preciznosti aproksimacije ocˇekivanja i tacˇnosti aproksimacije
resˇenja problema definisˇu velicˇinu uzorka za narednu iteraciju. Oba iterativna
postupka su zasnovana na linijskom pretrazˇivanju, a kako je u pitanju pro-
blem s ogranicˇenjima, i na kvadratnom kaznenom postupku prilagod¯enom sto-
hasticˇkom okruzˇenju. Postupci su zasnovani na istim idejama, ali s razlicˇitim
pristupom.
Po prvom pristupu postupak je kreiran za resˇavanje SAA reformulacije pro-
blema stohasticˇkog programiranja, dakle za resˇavanje aproksimacije original-
nog problema. To znacˇi da je uzorak definisan pre iterativnog postupka, pa je
analiza konvergencije algoritma deterministicˇka. Pokazano je da se, pod stan-
dardnim pretpostavkama, navedenim algoritmom dobija podniz iteracija cˇija je
tacˇka nagomilavanja KKT tacˇka SAA reformulacije.
Po drugom pristupu je formiran algoritam za resˇavanje samog problema
stohasticˇkog programiranja, te je analiza konvergencije stohasticˇka. Predsta-
vljenim algoritmom se generisˇe podniz iteracija cˇija je tacˇka nagomilavanja,
pod standardnim pretpostavkama za stohasticˇku optimizaciju, skoro sigurno
KKT tacˇka originalnog problema.
Predlozˇeni algoritmi su implementirani na istim test problemima. Rezul-
tati numericˇkog testiranja prikazuju njihovu efikasnost u resˇavanju posmatranih
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problema u pored¯enju s postupcima u kojima je azˇuriranje velicˇine uzorka
zasnovano na unapred definisanoj sˇemi. Za meru efikasnosti je upotrebljen
broj izracˇunavanja funkcija. Dakle, na osnovu rezultata dobijenih na skupu
testiranih problema mozˇe se zakljucˇiti da se adaptivnim azˇuriranjem velicˇine
uzorka mozˇe usˇtedeti u broju evaluacija funkcija kada su u pitanju i problemi s
ogranicˇenjima.
Kako je posmatrani problem deterministicˇki, a formulisani postupci su sto-
hasticˇki, prva tri poglavlja disertacije sadrzˇe osnovne pojmove deterministicˇke
i stohasticˇke optimizacije, ali i kratak pregled definicija i teorema iz drugih
oblasti potrebnih za laksˇe prac´enje analize originalnih rezultata. Nastavak di-
sertacije cˇini prikaz formiranih algoritama, analiza njihove konvergencije i nu-
mericˇka implementacija.
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Abstract: Stochastic programming problem with equality constraints is consid-
ered within thesis. More precisely, the problem is minimization problem with
constraints in the form of mathematical expectation. We proposed two iterative
methods for solving considered problem. Both procedures, in each iteration,
use a sample average function instead of the mathematical expectation func-
tion, and employ the advantages of the variable sample size method based on
adaptive updating the sample size. That means, the sample size is determined
at every iteration using information from the current iteration. Concretely, the
current precision of the approximation of expectation and the quality of the ap-
proximation of solution determine the sample size for the next iteration. Both
iterative procedures are based on the line search technique as well as on the
quadratic penalty method adapted to stochastic environment, since the consid-
ered problem has constraints. Procedures relies on same ideas, but the approach
is different.
By first approach, the algorithm is created for solving an SAA reformula-
tion of the stochastic programming problem, i.e., for solving the approximation
of the original problem. That means the sample size is determined before the
iterative procedure, so the convergence analyses is deterministic. We show
that, under the standard assumptions, the proposed algorithm generates a sub-
sequence which accumulation point is the KKT point of the SAA problem.
Algorithm formed by the second approach is for solving the stochastic pro-
gramming problem, and therefore the convergence analyses is stochastic. It
generates a subsequence with accumulation point that is almost surely the KKT
point of the original problem, under the standard assumptions for stochastic op-
timization.
The presented algorithms are implemented on the same test problems. Re-
sults of numerical testing show their efficiency in solving the considered prob-
lems comparing to the procedures which use a priori defined update scheme
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for sample size. The number of function evaluations is used as measure of effi-
ciency. Results of the set of tested problems suggest that it is possible to make
smaller number of function evaluations by adaptive sample size scheduling in
the case of constrained problems, too.
Since the considered problem is deterministic, but the formed procedures
are stochastic, the first three chapters of thesis contain basic notations of deter-
ministic and stochastic optimization, as well as a short sight of definitions and
theorems from another fields necessary for easier tracking the original results
analysis. The rest of thesis consists of the presented algorithms, their conver-
gence analysis and numerical implementation.
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