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Abstract The quantiﬁcation of spatial rainfall is critical for distributed hydrological modeling. Rainfall
spatial patterns generated by similar weather conditions can be extremely diverse. This variability can have
a signiﬁcant impact on hydrological processes. Stochastic simulation allows generating multiple realizations
of spatial rainfall or ﬁlling missing data. The simulated data can then be used as input for numerical models
to study the uncertainty on hydrological forecasts. In this paper, we use the direct sampling technique to
generate stochastic simulations of high-resolution (1 km) daily rainfall ﬁelds, conditioned by elevation and
weather state. The technique associates historical radar estimates to variables describing the daily weather
conditions, such as the rainfall type and mean intensity, and selects radar images accordingly to form a con-
ditional training image set of each day. Rainfall ﬁelds are then generated by resampling pixels from these
images. The simulation at each location is conditioned by neighbor patterns of rainfall amount and eleva-
tion. The technique is tested on the simulation of daily rainfall amount for the eastern Mediterranean. The
results show that it can generate realistic rainfall ﬁelds for different weather types, preserving the temporal
weather pattern, the spatial features, and the complex relation with elevation. The concept of conditional
training image provides added value to multiple-point simulation techniques dealing with extremely non-
stationary heterogeneities and extensive data sets.
1. Introduction
The small-scale variability of rainfall can sensibly increase the complexity of the hydrological response
(Arnaud et al., 2002; Faures et al., 1995; He et al., 2011; Marra et al., 2016b; Segond et al., 2007; Syed et al.,
2003; Wilson et al., 1979; Woolhiser & Goodrich, 1988; Yakir & Morin, 2011). A realistic representation of spa-
tial rainfall at the subcatchment scale is crucial to make reliable runoff predictions and forecast extreme
hydrological events (Borga et al., 2011). Spatial rainfall ﬁelds at the kilometric scale are primarily needed as
gridded input to analyze the variability of the hydrological response in space and time. Weather radars pro-
vide continuous, high-resolution estimates of the rainfall heterogeneity in space. Being an indirect measure,
it is often corrected by comparison with ground measurements (see e.g., Creutin et al., 1988; Hasan et al.,
2016; Krajewski, 1987; Sideris et al., 2014; Sinclair & Pegram, 2005; Todini, 1999; Velasco-Forero et al., 2009).
Once a radar data set has been proven sufﬁciently reliable, it can be used as training data set for stochastic
rainfall generation. Several stochastic methods are available to simulate an ensemble of rainfall amount
ﬁelds and study the spatial variability of rainfall. Some techniques perturb the radar-derived ﬁelds with a
random noise, generated as a multi-Gaussian ﬁeld correlated to the radar data (Aghakouchak et al., 2010) or
showing a more complex covariance structure (Benoit & Mariethoz, 2017; Germann et al., 2009; Kim et al.,
2009). A more sophisticated approach is represented by object-based algorithms (Gupta & Waymire, 1979;
Northrop, 1996; Paschalis et al., 2013; Russo et al., 2006; Zhang & Switzer, 2007) able to generate new rain
ﬁelds representing convective environments characterized by isolated rainy objects: the convective cells.
The rain cells are simulated as Poisson-point processes (Onof et al., 2000) or using a Markov-chain approach
(Peleg & Morin, 2014). Their shape and evolution is then modeled as a random process following parametric
statistical laws. Such approach can generate realistic ﬁelds but requires a large amount of parameters and,
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in some cases, underestimates the extreme values. Among the recent geostatistical techniques, Leblois and
Creutin (2013) proposed a model accounting for anisotropy, advection, and turbulence of rain cells and
tested it against some reference radar images. Another recent geostatistical method is the dry-drift model
(Schleiss et al., 2014), which imposes a deterministic spatial trend that causes the rainfall intensity to aug-
ment with the distance from the dry/wet limit. Both works propose as future goal the possibility to intro-
duce nonstationarity in the model conditioned by topographic elevation. This is considered as one primary
inﬂuence factor on rainfall intensity (see e.g., Hong et al., 2006; Rientjes et al., 2013; Sanchez-Moreno et al.,
2014; Yoon & Bae, 2013) and has been already employed as conditioning variable or anisotropy-related fac-
tor in geostatistical interpolation techniques for rainfall. Some of them deal with monthly and annual rainfall
(Karnieli, 1990; Putthividhya & Tanaka, 2013; Sarangi et al., 2005), for which variogram-based geostatistics,
focusing on low-order moments, can be a viable approach since there is not dry-wet pattern and the spatial
variability is smooth. A semiparametric interpolation technique based on kernel-smoothing and copula
functions has been proposed in Bardossy and Pegram (2013) to assess the marginal distribution of daily
rainfall and to relate it with elevation at different locations. This approach allows estimating the full condi-
tional probability density function of rainfall at each point but requires a preprocessing of the elevation
data in relation to the wind direction, and the estimation of marginal probability density and copula func-
tions for each day. Moreover, this kind of interpolation treats zero rainfall as censored values without focus-
ing on rain-cell morphology or dry areas.
Another branch of studies, thoroughly reviewed in Fowler et al. (2007), focuses on stochastic generators of
weather time series with the goal of preserving the nonstationarity of rainfall events in relation to the syn-
optic weather characteristics. This type of models ﬁnds application in climate downscaling problems. They
are usually based on a Markov-chain framework that is conditioned by different types of variables. The con-
ditioning variables include sea level pressure (Corte-Real et al., 1999), temperature and large-scale circula-
tion indexes (Wilby et al., 2002), or upper air pressure (Langousis et al., 2016; Langousis & Kaleris, 2014).
These techniques are capable to condition the rainfall statistics using climatic variables without any sea-
sonal analysis. This aspect is convenient to impose seasonal climate change to the simulated data, but they
require joint variable transformation, with some limitations where these present complex joint statistics
(see e.g., Langousis & Kaleris, 2014). Another approach is to impose the climate conditioning under form of
additive or multiplicative change factors on the stochastic model parameters or on the past data (C2SM
et al., 2011; Jones et al., 2009; Kilsby et al., 2007). The statistical relation between the synoptic and the rain-
fall probability density function can also be represented through composite parametric relations, e.g., using
generalized linear models (Fealy & Sweeney, 2007; Furrer & Katz, 2007) or generalized additive models
(Beckmann & Adri Buishand, 2002; Hyndman & Grunwald, 2000). These techniques may in some cases
underestimate the extremes. An alternative way to condition weather generators is weather typing (Hewit-
son & Crane, 2002; Hughes et al., 1999; Vrac et al., 2007) that makes use of discrete weather states together
with climatic predictors in a multivariate Markovian or Bayesian framework. As pointed out in Maraun et al.
(2010), this kind of model can lead to complex and intensive calibration involving a large set of parameters.
An alternative simulation method is represented by resampling algorithms that can be conditioned by
atmospheric indicators (Buishand & Brandsma, 2001; Orlowsky et al., 2008). This data-driven approach tends
to produce complex features more easily than parametric techniques but they are more sensible to the
availability of training data (see e.g., Oriani et al., 2017).
This study proposes a simulation method that aims at exploring the space-time variability of a given daily
weather scenario by stochastic simulation of spatial rainfall amount conditioned by weather indicators and
topography. The generation of spatial rainfall ﬁelds is based on the direct sampling technique (DS; Marie-
thoz et al., 2010), belonging to the family of multiple-point statistics (MPS). MPS is based on the concept of
training image: a data set that represents the heterogeneity of the variable of interest. This is used to esti-
mate the probability of occurrence of each datum in relation to its neighbors (conditional probability). For
rainfall simulation, a training image can be an observed rain event which is considered a valid analogue for
the rain ﬁeld to be simulated. This is the main hypothesis behind the method. In this way, realistic data pat-
terns are generated in the simulation, preserving the high-order spatial dependence in the heterogeneity.
To our knowledge, there have been two cases of application of MPS to spatial rainfall simulation. The ﬁrst
one is the simulation of rainfall occurrence (dry/wet pattern) using satellite images to train the algorithm
(Wojcik et al., 2009). That application is restricted to the estimation of rainfall occurrence, since the type of
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MPS approach used cannot simulate continuous variables. The second one (Jha et al., 2015) is a rainfall and
temperature downscaling technique from 50 to 10 km resolution using the Weather Research and Forecast-
ing (WRF) model output images to train the algorithm. The technique preserves the nonlinear statistical
relation between temperature and rainfall and it constitutes an efﬁcient alternative to physical downscaling,
demanding less computational effort and a simple parameterization. Nevertheless, it is shown that the WRF
model output ﬁelds, used as training data, present a limited resolution and a tendency to underestimate
the extremes (Argueso et al., 2012; Bullock et al., 2014; Caldwell et al., 2009; Zhang et al., 2012).
The methodology presented here uses daily rainfall radar images as training data to simulate high-
resolution (1 km) daily rainfall ﬁelds conditioned by topographic elevation and daily weather indicators.
This is achieved with a novel two-step methodology: (1) the selection of the historical radar images that pre-
sent weather conditions similar to each day to simulate, the so called conditional training image set (CTIS)
and (2) the simulation of daily rainfall ﬁeld using the associated CTIS as training image set and the digital
elevation model as a conditioning variable. This allows estimating the spatial variability of rainfall as a func-
tion of the elevation and the daily weather state. With respect to previously mentioned approaches for
weather conditioning, the one proposed here is more ﬂexible since it can accommodate continuous or cate-
gorical variables with limited parameterization and no speciﬁc assumptions on their statistics. The proposed
technique can ﬁnd application for various tasks involving spatial rainfall data. One is to generate multiple
rainfall ﬁelds for a given historical weather scenario and use it as input of hydrological models to study the
uncertainty of subsequent hydrological processes (see e.g., Carpenter & Georgakakos, 2004; Fowler et al.,
2005; Renard et al., 2011; Shah et al., 1996). Another possible type of application is the variability assessment
of a speciﬁc class of rainfall events and their impact (Bonnifait et al., 2009; Duckstein et al., 1972; Zhang &
Held, 1999). In this case, only step (2) is applied, with a speciﬁc collection of training images. The proposed
technique can also be used to simulate gaps in rainfall data sets (data imputation or image-repair techni-
ques; Kim & Pachepsky, 2010; Yang et al., 2005; Wesson & Pegram, 2004) by completing the observed rain-
fall patterns.
The technique is tested on the simulation of 1 km daily rainfall ﬁelds in the eastern Mediterranean during
the 2002–2003 wet season. The purpose is to check whether (a) the temporal rainfall variability conditioned
by the daily weather state is efﬁciently represented; (b) if the generated ﬁelds present a realistic spatial
structure; and (c) if the statistical relation between altitude and rainfall amount is preserved.
The current paper is organized as follows: section 2 describes the data set used, section 3 presents the
methodology and the DS setup used, section 4 the evaluation tools. The results are shown in sections 4.1
and 4.2. Section 5 is devoted to the discussion and section 6 to the conclusions.
2. The Data Set
The study area, located in the eastern Mediterranean (Israel and Palestinian Territories), measures 1253124 km2
(Figure 1). The area is characterized by Mediterranean climate in the central and western parts, arid and
semiarid in the southern and eastern parts. The mean annual precipitation ranges from 200 mm in the
south to 500 in the north. The south-eastern area is located within a rain shadow and therefore is very
arid with less than 200 mm of annual rainfall. The rainfall data used to train and validate the presented
technique consists in hourly radar estimates obtained from a non-Doppler, C-Band weather radar (E.M.S.
Company) located in the north of the study region (Figure 1). Quantitative precipitation estimates from
this instrument have been recently reanalyzed combining physically based corrections and quantitative
adjustments based on the comparison with rain gauge measurements of the Israel Meteorological Service
network (Marra et al., 2014; Marra & Morin, 2015; Marra et al., 2016a; Peleg et al., 2017). The elaboration
procedure takes into account the effects of errors due to antenna pointing, ground echoes, wet radome
attenuation, beam blockage, attenuation, and vertical proﬁle reﬂectivity. Mean ﬁeld bias and range
dependent bias were corrected using rain gauge data. Final radar estimates were converted to 1 km2
Cartesian grid and accumulated into hourly time intervals. The hourly radar products were created when
at least 60% of the expected radar scans were available during the 1 h time interval. The hourly images
were then accumulated to 0 A.M. daily time steps.
The historical record used for this study encompasses the periods 1991–1995 and 2001–2005. To condition
the rainfall simulation using elevation, the digital elevation model (DEM) provided by the Survey of Israel
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has been used. The original 25 m resolution was reduced to 1 km using the nearest-neighbor interpolation
technique (Figure 4a). This was preferred than computing the mean over blocks since it allowed a better
representation of small-scale features such as minor valleys orientation that can inﬂuence the mean rainfall
value at lower resolution. As seen from Figure 1, the study region presents a range of altitude gradually
increasing from the sea level along the Mediterranean coast on the west to about 1,000 m in the central
mountains and rapidly descending to negative values of the Jordan Valley depression (more than 400 m
below the sea level). The climate data used were the daily time series of maximum temperature at three
ground station located in Beer-Sheva, Lahav, and Negba. The intensity of rainfall events can be statistically
linked to the temperature ﬁeld and climate warming (Berg et al., 2013), also for the Mediterranean (Drobin-
ski et al., 2016) and the study region (Kaﬂe & Bruins, 2009). The daily mean and maximum values were found
to have a similar degree of correlation with the total rainfall amount over the study region, but the maxi-
mum presented a more exhaustive historical record. For this reason, the daily maximum temperature was
chosen among the available climatic variables to characterize the daily rainfall nonstationarity.
3. Methods
The proposed approach generates equally probable realizations of spatial rainfall ﬁelds for each time step of a
considered daily record. It uses climatic data and an indicator of the weather type, obtained from the analysis
of the measured radar data. The technique is composed by two main steps: (1) the selection of radar images
from the available historical record and based on the daily synoptic conditions, constituting the conditional
training image set (CTIS) and (2) the simulation of a series of daily rainfall spatial ﬁelds using the CTIS obtained
for each day as training image. Both phases use the direct sampling technique as the core algorithm, but in
different ways: in (1), it is used to select images that correspond to similar weather patterns in time; in (2), it is
used to generate new rainfall ﬁelds by sampling pixels from the training images. In this section, a brief presen-
tation of the direct sampling method is given, then the methodology proposed is described in detail.
3.1. The Direct Sampling Technique
MPS techniques are usually applied for the stochastic simulation of complex heterogeneities, where low-
order-moment characterization is not sufﬁcient to properly catch the spatial variability. MPS algorithms gen-
erally analyze the probability of occurrence of each event with respect to the data patterns found in the
Figure 1. Map of the study area with locations of the radar and meteorological stations used.
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training image (TI), representative of the simulated variables. In this way, high-order statistical dependencies
are taken into account and the simulated data preserve many of the geometrical and topological features
present in the TI. Direct sampling (DS) is an MPS algorithm that randomly scans the TI until a similar pattern
is found. The value at its center is assigned to the simulated location, without computing any probability
measure (see the sketch in Figure 2).
The DS implementation used in this paper, called DeeSse (Straubhaar, 2011), allows the simulation of multi-
ple variables at the same time. It can be used to simulate either time series (section 3.2) and spatial variables
(section 3.3). The following is the main workﬂow of the algorithm for spatial simulation. In the case of time
series simulation, all variables are time referenced and unidimensional. For more details and a comparison
with other resampling techniques, see Oriani et al. (2014). The simulation follows a random path which visits
a space referenced empty array X called simulation grid (SG), that becomes progressively populated until
the target variable K(x) is simulated at all locations. The values are generated by sampling with replacement
the TI Y, composed of historical radar images and auxiliary variables. The simulation proceeds as follows:
1. Select a random location x in the SG that has not yet been simulated.
2. To simulate K(x) (e.g., the rainfall amount at the location x): retrieve a data event ~dðxÞ, i.e., a group of
already simulated or informed neighbors of x, according to a ﬁxed circular spatial window of radius R.
~dðxÞ consists of at most the N informed locations closest to x inside the mentioned window. The size
and conﬁguration of~dðxÞ is therefore limited by the user-deﬁned parameters N and R, and the number
of already informed neighbors inside the considered window. If no neighbor is informed, e.g., at the
beginning of a simulation with no conditioning data,~dðxÞ results to be empty.
3. Visit a random location y in the TI. If~dðxÞ is empty, assign the value of K(y) to K(x) and repeat the proce-
dure from the beginning. Otherwise, retrieve the corresponding data event~dðyÞ.
4. Compute a distance Dð~dðxÞ;~dðyÞÞ, i.e., a measure of dissimilarity between the two data events. For cate-
gorical variables (e.g., the dry/wet rainfall sequence), the proportion of nonmatching elements of dðÞ is
used as criterion, while for continuous variables the choice is the mean absolute error.
5. If Dð~dðxÞ;~dðyÞÞ is smaller than a ﬁxed threshold T, assign the value of K(y) to K(x). Otherwise repeat from
step 3 to step 5 until the value is assigned or a prescribed TI fraction F is scanned. T is expressed as a frac-
tion of the total variation shown by K in the TI. For example, T5 0.05 allows Dð~dðxÞ;~dðyÞÞ up to 5% of
the total variation. In case of a categorical variable, T5 0.05 allows a mismatch between ~dðxÞ and ~dðyÞ
for 5% of the composing neighbors.
6. If the prescribed TI fraction F is covered by the scan, assign to K(x) the scanned datum KðyÞ that mini-
mizes D among the visited candidates.
7. Repeat the whole procedure until all the SG is informed.
8. The simulated ﬁeld ensemble is back-transformed using a quantile-quantile transformation toward the
empirical cumulative distribution of the TI. This operation assures the preservation of the distribution tail
in case of extremely rare events present in the training data set.
Figure 2. Sketch of the direct sampling iterative workﬂow in the two-dimensional simulation of a continuous variable,
illustrating the generation of one value in the simulation grid (SG) by resampling from the training image (TI).
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The same process is applicable to a multivariate data set, where k variables K(x, k) are simulated. The param-
eters Nk, Rk, and Tk allow deﬁning different pattern dimensions and acceptance threshold for each kth vari-
able. Conditional data for the target variable are admitted and treated as already simulated data. 
Conversely, any missing conditional variable is simulated as target variable. This allows using incomplete 
conditioning data sets. The DS technique relies on the following parameters: the maximum scanned TI frac-
tion F 2 ð0; 1 at each scanning iteration, the search neighborhood radius R, the maximum number of 
neighbors N, both expressed in number of pixels, and the distance threshold T 2 ð0; 1. Apart from F, each 
parameter is set independently for each simulated variable, allowing different size for the conditioning data 
patterns.
3.2. Step 1: Generating the CTIS
To apply the proposed method, a ﬁrst requirement is to have a representative stack of daily radar images to 
be used as training image. Since the features contained in such data records can be extremely nonstation-
ary, it is not appropriate to use the whole radar data set to train the algorithm for the simulation of different 
weather types. Therefore, the ﬁrst step is the characterization of the nonstationarity observed in the data 
set and the stochastic selection of an appropriate subsample of images for each day of the simulated cli-
matic scenario. This was done with the help of auxiliary variables. The historical data set was treated as mul-
tivariate daily time series including: the annual seasonality described by A1 and A2, the weather type C, the 
maximum daily temperature at three stations S1, S2, and S3, and a pointer to the daily radar image P. As  
shown by the sketch in Figure 3, DS was used with this data set to select a series of radar images for each 
day of the simulated weather scenario. This process has the form of a multivariate time series simulation 
where the historical record was used as training image (TI), and the daily time line of the simulated scenario 
was the simulation grid (SG). All the auxiliary variables (A1, A2, S1, S2, S3, and C) were known for the weather 
scenario, while P was the simulated variable redirecting to the historical radar images. In particular, A1 and
A2 are wave functions computed on the daily time line and giving information
about the position in the year. Both functions have period s5365:25 days to
compensate for leap years, a reciprocal phase shift h5s=4, and triangular shape.
ðA1;A2Þ allows identifying the position of each day in the year with a continuous
variation, to preserve the nonstationarity linked to the annual seasonality. C indi-
cates the weather type, based on a simple analysis of the radar images explained
in the following. The rainy weather types in the study region can be broadly
divided into two categories: (1) relatively common rain events caused by Medi-
terranean cyclones, that tend to spread over the north-west part and (2) rare and
more localized events in the southern-eastern part. This category may be linked
to Mediterranean cyclones or to the phenomenon of the Active Red Sea trough,
a depression in the surface pressure ﬁeld extending from eastern Africa along
the Red Sea toward the Middle East (see e.g., Kahana et al., 2002; Tsvieli & Zang-
vil, 2005). These classes of events present extreme daily rainfall amounts over
100 and 50 mm, respectively. To apply this classiﬁcation, the radar images were
divided into two subregions by tracing the SW-NE diagonal: the north-west (NW)
and the south-east (SE). The mean daily rainfall intensities for the whole image
(^r ) and the two subregions (^rNW and r^ SE), were computed. Also the sixth and
ninth quantiles of the total ensembles fr^ NWg and fr^ SEg were computed
(Q:6NW ; Q:6SE ; Q:9NW ; andQ:9SE). This allowed the deﬁnition of the variable C
describing the weather type and intensity for each day (Table 1). The choice of
the quantiles to classify the event intensity was in this case arbitrary: Q:9 is a usual
threshold for high-intensity events, while Q:6 corresponds approximately to the
midrange of the values lower than Q:9 for both NW and SE events. More charac-
teristic values may be found, e.g., by putting in relation the rainfall amount to the
hydrological response of the studied catchment.
The DS parameters (see section 3.1) were set up as follows. For variables A1 and
A2 no multiple-point conditioning pattern was used since the variables are deter-
ministic and deﬁne univocally the position of each day in the calendar. For this
reason, the search neighborhood radius (R) and maximum number of
Figure 3. Sketch of the technique used to select the conditional
training image set for each day of the conditioning weather sce-
nario, using the historical record as training image (TI). The varia-
bles used are indicated with capital letters.
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conditioning neighbor data (N) were set to 1. The distance threshold (T) was set to 0.1, meaning that 10% of
variation on the day of the year (more than 1 month) was allowed when looking for a radar image to assign
the current day. This value allows enough ﬂexibility to simulate a change in the seasonality imposed by the
other conditioning variables. For the maximum temperature time series (S1, S2, and S3), the conditioning
pattern was formed by the closest 15 neighbor data (N5 15) in both past and future. For the weather cate-
gory C, the conditioning neighborhood was restricted to two neighbors (N5 2), to preserve the lag-1 time
dependency in the succession of weather types. For variables S1, S2, S3, and C, the distance threshold T was
setup to 0.05 (5% of the total variation) according to previous DS applications to rainfall and climate varia-
bles (Oriani, 2015; Oriani et al., 2014). Finally, the parameters for P were set to 1, since the variable only con-
tains pointers to the radar images without any signiﬁcant temporal dependency. Following previous DS
applications, F was set to 0.5, meaning that up to 50% of the TI was scanned at each DS iteration. This value,
in line with the setup of previously mentioned DS applications, is established by trial and error usually
between 0.3, for extensive and rather stationary training data set, and 0.5, for limited or nonstationary train-
ing data sets. Increasing the maximum percentage of scanned data set can lead to the reproduction of large
portion of training data (verbatim copy, see Oriani et al., 2014).
The workﬂow was repeated to select a set of 100 images for each time step, forming the daily CTIS. Note
that the TI was scanned each time in a random order and an image could be selected multiple times for the
same day, for example, in case of rare weather conditions. This process allows preserving the weather vari-
ability according to the probability of occurrence of the corresponding climatic conditions.
3.3. Step 2: Generating the Daily Rainfall Fields
Once the CTIS for each day has been selected, a series of spatial rainfall ﬁelds was simulated using DS. In
this phase, the simulation was only spatial, with no explicit temporal dependency in the simulated ﬁelds,
although the CTIS used follows the temporal daily weather pattern imposed by the conditional variables
(section 3.2). The rainfall amount K (mm), from radar images, was simulated together with two auxiliary vari-
ables computed from the same data (we simplify the notation by omitting the space reference (x)): (1) the
elevation M (m) was completely informed in the SG and given as conditioning data and (2) W, a categorical
variable describing the dry/wet and extreme-value pattern (0 if K  0:2 mm, 1 if 0:2 < K  Q0:9 and 2 if
K > Q0:9, where Q0:9 is the 0.9-quantile of K measured on the current CTIS). W was cosimulated with K. An
example of one radar image together with the auxiliary variables used is given in Figure 4. Since the correla-
tion length of the observed rainfall structure is longer than the domain size, the search window radius R
was set to 60, so that the window covers almost the entire TI. N5 10 for all variables and T5 0.05 for M
while it was set to 0.002 for W and K. These parameters were set following the results of a previous sensitiv-
ity analysis for daily rainfall time series (Oriani, 2015), in line with previous analysis on other heterogeneities
(Meerschman et al., 2013). These studies show that R should take a value larger than the correlation length
of the simulated structures, while no precise relationship between the parameters N and T and the physical
or statistical properties has been established yet. Nevertheless, it has been observed that the appropriate
parameter set converges to a unique solution that is appropriate for different climate settings (Oriani et al.,
2014). For the spatial heterogeneity simulated in this paper, the distance threshold (T), usually varying in
[0.01–0.010], was set about 1 order of magnitude lower than the value used for daily rainfall time series. The
Table 1
Deﬁnition of the Values Taken by the Variable C That Classiﬁes the Daily Weather Type
C value Condition met Description
0 r^ > 0:2 mm Dry weather
1 r^ > 0:2r^ NW > r^ SEr^ NW  Q:6NW Weak NW event
2 r^ > 0:2r^ SE > r^ NWr^ SE  Q:6SE Weak SE event
3 r^ > 0:2r^ NW > r^ SEQ:6NW < r^ NW  Q:9NW Moderate NW event
4 r^ > 0:2r^ SE > r^ NWQ:6SE < r^ SE  Q:9SE Moderate SE event
5 r^ > 0:2r^ NW > r^ SEr^ NW > Q:9NW Strong NW event
6 r^ > 0:2r^ SE > r^ NWr^ SE > Q:9SE Strong SE event
Note: Each category corresponds to a speciﬁc range of the mean daily rainfall intensity (^r ) and relation between the
same quantity measured in the south-eastern (^r SE ) and north-western (^r SE ) portions of the study zone. Qn indicates the
n-quantile computed either on r^ SE or r^ NW .
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motivation is that, considering a resolution of 1 day and 1 km, the rainfall amount is much more correlated
in space than in time: the spatial variation is smoother and requires a stricter rule for pattern acceptance to
avoid adding excessive small-scale noise brought by the resampling procedure. N, taking integer values
usually in the range [1,50], and can be manually setup by trial an error. Complex heterogeneity requires
higher N values. The parameter F was set to 0.5, so that maximum 50% of the pixels inside the daily CTIS
was scanned at each DS iteration.
4. Evaluation
To test the proposed methodology, two experiments were carried out: a preliminary one (section 4.1) ana-
lyzing the stationary simulation of two speciﬁc types of events and a second one (section 4.2) testing the
entire workﬂow to generate rainfall ﬁelds conditional to a weather scenario. The simulated rainfall ﬁelds
were visually compared with the reference ones and a series of statistical indicators were computed as fol-
lows. The empirical joint probability density function (JPDF) was used to analyze the statistical relation
between elevation and rainfall amount. After computing the cumulative JPDF and normalizing this to sum
up to one, the percentage overlap (see histogram interception; Swain & Ballard, 1991) was computed on
this distribution. To analyze more in detail the statistical relation between topography and rainfall amount,
the rainfall amount-slope orientation JPDF is computed on the reference and generated rainfall ﬁelds in the
second experiment, together with the slope orientation map. This allows illustrating the orographic effect
on the spatial distribution of the rainfall amount. The slope orientation is obtained by computing the gradi-
ent direction on the digital elevation model. Moreover, the experimental variogram was used to analyze the
covariance structure of the ﬁelds and their variability at different scales. To estimate the variogram on a suf-
ﬁcient number of points, all the available pixel couples in the N-S and E-W directions were considered,
respectively. Areas located in the neighborhood of the radar apparatus, in a radius of approximately 20 km
and up to 50 km eastward, were excluded from the computation since they present artifacts that alter the
covariance estimation. In the second experiment, the time series of daily mean rainfall and wet area fraction
over the entire ﬁeld were compared to check whether the temporal pattern of the considered weather sce-
nario is preserved in the simulation.
To test whether the simulated variability in the time series is reliable, we introduced an indicator called the
average quantile interval mismatch: B. It quantiﬁes whether a reference time series falls with the right proba-
bility within the interval deﬁned from an ensemble of simulations. To deﬁne it, let us introduce Kt, with
t51; . . . ;G, a reference time series of a quantity such as the total daily mean rainfall over the rainfall ﬁeld,
wet area percentage, or any other quantity of interest. This is the reference against which one wants to
compare the simulations. It is usually not available for future forecasts, but for testing the technique we use
a past reference record. The simulation procedure produces a set of stochastic realizations of rainfall ﬁelds
from which we derive the estimate ensemble fK^ tg for every time step t. From this ensemble of time series,
one can estimate, for each time step t, the quantiles K^
p
t , so that the probability measure PðK^ t  K^
p
t Þ5p,
with p 2 ½0; 1. Similarly, the time-varying interquantile range ½K^ p1t ; K^
p2
t  deﬁnes the interval in which K^ t falls
Figure 4. One example of daily spatial variable used in step 2 of the simulation technique: (a) elevation M(x), (b) daily rainfall amount K, and (c) dry/wet/extreme
categorical pattern W. The circular zone indicated by the arrow in Figure 4c is a missing data region surrounding the radar station.
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with probability ðp22p1Þ at each time step. The reference time series Kt should fall within this interval with
the same probability, if the variability is correctly estimated by the simulation ensemble. We then deﬁne an
indicator variable that is equal to 1 when the reference falls within an interquantile range ½K^ p1t ; K^
p2
t , with
p2 > p1.
Iðp1; p2; tÞ5
1 if K^
p1
t  Kt  K^
p2
t
0 otherwise
(
(1)
In the last step, all the information is aggregated in time by comparing the empirical probability of Iðp1; p2;
tÞ51 with the probability of the quantile interval ½K^ p1t ; K^
p2
t :
Bp1;p25
1
G
XG
t51
Iðp1; p2; tÞ
" #
2 p22p1½  (2)
Bp1;p2 is a function of ðp1; p2; Kt; K^ tÞ taking values in ½21; 1Þ. For example, considering the quantile range
½K^ 0:1t ; K^
0:9
t , Kt should lie within this interval 80% of the days. In that case, Bp1;p250. Positive values of B corre-
spond to the reference lying too often inside the quantile interval, indicating a tendency to overestimate
the daily variability. Conversely, negative values correspond to the reference lying too often outside the
quantile interval, corresponding to underestimation of this variability (quantile interval too narrow) or sys-
tematic bias (quantile interval shifted with respect to the reference). In this study, we considered the 0.05–
0.95-quantile boundary to analyze the variability in the previously mentioned time series of mean rainfall
and covered area. Due to the extreme nonstationarity of these quantities, it is reductive to compare the
marginal distributions of the time series. On the other hand, average error measures do not evaluate
whether the estimated variability is properly assessed. In this cases, the indicator B is more appropriate since
it is robust to nonstationarity and focuses on the simulation ensemble conﬁdence boundaries instead of
the average predicted value.
In addition, the efﬁciency in preserving the variability of the rain-cell characteristics was analyzed by com-
puting the histogram of the rain-cell mean rainfall amount, covered area and orientation. For this purpose,
the daily rainfall ﬁelds were converted into binary images by putting the rainfall amount lower than 0.2 mm
to 0 and the rest of the ﬁeld to 1, according to the dry/wet classiﬁcation of the simulation setup (section
3.3). The obtained binary ﬁelds show the rain cells as connected components, allowing the computation of
the mentioned indicators. The orientation analysis was restricted to rain cells of size larger than 10 pixels
(10 km2), to focus on the main asymmetry and orientation of the rainfall ﬁelds.
4.1. Stationary Simulation
This preliminary experiment was performed using two groups of 30 radar images showing respectively the
NW and SE event types of average and high intensity described in section 2. The number of images is dic-
tated by the availability of observed events, in particular of SE type. Each group shows images that are not
in temporal continuity but constitute a catalog of rainfall ﬁelds showing a similar heterogeneity. The aim of
this test is to analyze the efﬁciency of the proposed technique in simulating a stationary set of rainfall ﬁelds
without any conditional climate variables, by only applying step 2 (section 3.3) of the proposed methodol-
ogy. The simulation was repeated 10 times (10 3 30 images generated for each weather type), to analyze
the extremal behavior of the simulated process with return time events observable in the reference. The TI
was also used as reference and compared with the simulated ﬁelds. The results are shown in the following.
Figures 5a and 5d show one example of the reference and simulated ﬁelds for rainfall events from NW and
SE, respectively. The simulated ﬁelds show a realistic range of values and spatial structures. The rainfall
intensity inside the rain cells follows the dry drift (Schleiss et al., 2014) similarly to the reference. Extended
events from NW (Figure 5a) spread over a wide region and show a smooth transition from low to high val-
ues, while the events from SE (Figure 5c) show an abrupt transition to local maxima and less spatial continu-
ity, with occasional occurrence of isolated rain cells in the NE. The simulation mean shows that the
expected covered area is preserved for both types of events. The simulation shows rather similar character-
istics, including the main orientation and connectivity, although a moderate small-scale noise is visible. This
phenomenon is linked to the sampling process that aims at preserving on average multiple-data patterns
without focusing uniquely on pixel-to-pixel transition.
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Figure 5. Results of the unconditional simulation of two groups of images representing events from NW and SE, respectively: (a, d) visual comparison of the rainfall
ﬁelds, (b, e) rain amount-altitude joint probability density function, and (c, f) experimental rainfall amount variogram for the N-S and E-W directions. In Figures 5a
and 5b, the white line represents the shore line and study region perimeter. In Figures 5b and 5e, the dashed line indicates the 0 m altitude. In Figures 5a and 5d,
the simulation mean is computed on the whole simulation ensemble (10330 ﬁelds). In Figures 5b and 5e, the joint probability density function is computed on 30
random ﬁelds (the same number of the reference). In Figures 5c and 5f, the dashed line indicates the variogram computed the 0.05–0.95-quantile boundaries of
the simulation ensemble, the continuous line indicates the median of the realizations, and the dotted line is the reference variogram.
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For both ﬁeld types, the rain amount-altitude JPDF (Figures 5b and 5e) is accurately preserved in the simula-
tion. Note that this indicator was computed on the 30 reference and random simulated images, to keep the
same amount of data. The core of the rainfall distribution, the extremal part, showing extreme rainfall
events with near-zero probability of occurrence, as well as the complex relation with altitude are well repre-
sented. In particular, the complex nonstationarity is preserved by generating realistic multivariate altitude-
rainfall data patterns, instead of building a complex parametric model for the joint spatial correlation of the
two variables. Different areas of the study zone are associated with a speciﬁc rainfall distribution: negative
altitude values correspond to the Jordan Valley in the east, with scarce rainfall occurrence, near-zero values
correspond to the western coastal zone with the more frequent and extreme events, while the positive alti-
tude values correspond to the highlands and mountainous regions with lower extremes.
Finally, the rainfall amount variogram of the simulated ﬁelds (Figures 5c and 5f) shows a central tendency,
indicated by the median of the realizations (central line), in good agreement with the reference and a vari-
ability of the simulation ensemble that spans over 1 order of magnitude. Both short-distance and long-
distance correlations are preserved accurately for the events from NW, while there is a more marked ten-
dency to underestimate the variability for the events from SE. This may be due to the higher nonstationarity
of these ﬁelds that makes the variogram highly sensible to the occurrence of concomitant rain cells at dif-
ferent distances. In these cases, a larger training image may allow a better preservation of the variogram.
4.2. Nonstationary Simulation Conditioned by a Weather Scenario
This second experiment sees the application of the entire proposed methodology: the CTIS selection
(step 1, section 3.2) and the rainfall-ﬁeld simulation (step 2, section 3.3). The CTIS selection was conditioned
by the weather scenario observed in the season 2002–2003, using the 1991–1996 historical record as TI.
Then, a series of 10 rainfall ﬁelds was simulated for each day. The results were analyzed using the 2002–
2003 radar record as reference. This wet season presents a high number of rainy days, allowing testing the
technique over several different rainfall events. Similarly to the previous test, two main classes of events
were considered for comparison with the reference: the NW and SE events. The simulated period is com-
posed of 231 days, including 90 NW events, 5 SE events, and 136 dry days. The SE events are rare and the
computed statistics may be less representative for this class.
Figure 6 shows the time series of the daily mean rainfall and wet area coverage over the entire simulated
period: the simulation ensemble follows the reference temporal pattern quite accurately. This result suggests
the efﬁciency of the weather classiﬁcation used to condition the CTIS selection of step 1 (section 3.2), i.e., the
technique allows the choice of the appropriate training images in the historical record on the basis of the
information about the daily temperature and weather. The variability is larger for strong rain events and both
indicators and the reference is mainly included within the ensemble boundaries. Weak rainfall events present-
ing a low mean rainfall value but a large covered area are also represented in the simulation. The average quan-
tile interval mismatch B0:05;0:95 (see section 4) is of 0.0028 for the mean daily rainfall and 0.0004 for the wet area
coverage, suggesting that the simulated variability is realistic with respect to the reference time series.
Figure 7 provides a visual comparison between the reference and three simulated ﬁelds of both classes.
Note that the simulations are conditioned in space by elevation only, so they do not aim at representing
the exact reference ﬁeld. However, they should preserve a similar type of heterogeneity since they are con-
ditioned by the same daily weather information. Similarly to the preliminary test results (section 4.1), the
simulated ﬁelds present a realistic internal structure, shape and location of the rain cells. The average
amount computed on the simulation ensemble shows that the main rainfall accumulates on the NW for the
ﬁrst class and SE for the second, honoring the weather type. The average rainfall shows that the NW events
are more intense than the SE events and cover a wider area, with maxima along the Mediterranean coast
and central mountainous region. The standard deviation shows, for both classes, an irregular variability pat-
tern, linked to the position of the simulated maxima.
The rainfall amount-altitude JPDF and variogram of the ﬁelds (Figure 8) conﬁrm the efﬁciency of the tech-
nique in preserving the complex relation among altitude and rainfall amount, and the overall spatial vari-
ability of the ﬁelds. In both cases, the reference and simulation cumulative JPDF overlap (see section 4) is
98.8% for the NW type and 99.6% for the SE type of events, conﬁrming that the distribution is mainly pre-
served. The JPDF was computed considering all the observed days for the NW and SE classes, and one ran-
dom simulated image per day, to compare the same amount of data. The simulation produces higher
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extremes than the ones observed in the reference JPDF for SE events (Figure 8b). This is due to the fact that
the CTIS used, issued from the historical record, shows larger variability than the reference ﬁelds for this
class of events. This also conﬁrms the need of exploring the variability through ensemble simulation in addi-
tion to the sole analysis of the radar images available for the period of interest.
Figure 9 provides the analysis of slope orientation in relation to the rainfall amount probability distribution.
The slope orientation map (Figure 9a) shows that the spatial distribution of the slope orientation in the
study region is nonstationary: the western slope of the central mountains shows the positive slope incre-
ment angle mainly varying in [0,–50] degrees from E-W (red color). In other words, the slope is directed
toward W-NW, perpendicularly to the coast line. Conversely, the eastern slope is mainly directed towards
E-SE (green color). The rainfall amount-slope orientation JPDF (Figures 9b and 9c) shows that, for both
NW and SE events, rainfall is more frequent and intense for the slope orientation range [0,–50], mainly
corresponding to the eastern slope of the central mountains, exposed to the rainfall events coming from
the Mediterranean. This probabilistic structure is fairly well preserved in the simulated ﬁelds, indicating that
the orographic effect on rainfall is represented in the simulations. Also in this case, the reference and simu-
lation cumulative JPDF overlap is 98.8% for the NW type and 99.6% for the SE type of events.
Similarly to the analysis conducted in Peleg and Morin (2012), the morphology of the rainfall ﬁelds was ana-
lyzed by comparing the histogram of the rain-cell mean rainfall, area, and orientation (Figure 10). For NW
events, the rain amount and area frequency distribution is preserved for all indicators up to the extremes,
but rain cells presenting weak mean rainfall (0–2 mm) and small area (1–4 km2 equivalent to 1–4 pixels) are
overrepresented. This phenomenon is probably linked to the small-scale noise created in the simulation,
mentioned in section 4.1. The rain-cell orientation distribution, showing a preferential E-W orientation, is
accurately preserved.
The computation of these indicators for the SE type of events is less representative, due to the low number
of reference ﬁelds. Rain cells seldom present a rainfall amount higher than 2 mm in both the reference and
simulated ﬁelds. Large covered areas up to 15,000 km2 occur rarely in the reference and they are moder-
ately underrepresented in the simulation. The reference shows a preferential NS orientation that is not cap-
tured in the simulation. The mean rainfall measured in the study region and cumulated over the reference
record is of 283 mm, while the simulation ensemble shows values between 195 and 414 mm (0.05–0.95-
quantile range), with a median of 311 mm.
Figure 6. Time series of the daily mean rainfall and percentage of the ﬁeld area covered by rainfall in the simulated
period. The red line indicates the reference and the blue area the range of values within the 0.5–0.95-quantile boundary
of the simulation ensemble.
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Figure 7. Visual comparison of the daily rainfall ﬁelds for the (a) NW and (b) SE classes. For both Figures 7a and 7b, one
daily reference ﬁeld is shown together with three simulated ﬁelds, the mean and standard deviation of the simulation
ensemble for the reference day. The white line represents the shore line and study region perimeter.
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Figure 8. Rainfall amount-altitude joint probability density function and variogram computed for the N-S and E-W direc-
tions on the reference and simulated ﬁelds for the (a, c) NW and (b, d) SE classes, respectively. In Figures 8a and 8b, the 
dashed line indicates the 0 m altitude. In Figures 8c and 8d, the dashed line indicates the variogram computed the 0.05–
0.95-quantile boundaries of the simulation ensemble, the continuous line indicates the median of the realizations, and 
the dotted line is the reference variogram.
5. Discussion
The presented simulation technique allows a realistic variability analysis by simulating spatial rainfall
amount conditioned by elevation, temperature, and weather type, with minimal parameterization. By mak-
ing multiple realizations, the technique can give a full conditional probability distribution estimation of rain-
fall at each point, a goal that is difﬁcult to achieve and usually requires complex statistical models (see e.g.,
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Bardossy & Pegram, 2013). Moreover, the technique produces conditional rainfall ﬁelds that can be used as
input data to propagate the variability to hydrological models.
The technique can represent the statistical relation with elevation to a high degree, as shown not only by
the point-to-point JPDF, but also by the relation between slope orientation and rainfall amount. This is
achieved by considering multiple-point and multiple-scale patterns of elevation and rainfall amount, carry-
ing implicit information about the morphology and orientation of the topography. Although further tests
Figure 9. (a) Slope orientation map and rainfall amount-slope orientation joint probability density function for the (b) NW
and (c) SE.
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should be carried on, this setup is in principle adaptive to other terrains, using the only information con-
tained in the two mentioned variables.
The morphological analysis of the rain-cell intensity, area, and orientation shows that these features are
mainly preserved in the simulations, even if they are not parametrized in the algorithm. The preservation of
these high-order features leads to a more realistic representation of the spatial variability than the paramet-
ric approaches based on the estimation of low-order moments (see e.g., Schleiss et al., 2014). Nevertheless,
Figure 10. Histogram of the (a, b) rain-cell mean rainfall amount, (c, d) covered area, and (e, f) orientation for NW and SE
classes. The red line indicates the reference and the box plots represent the simulation ensemble.
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it is fundamental to use a representative training record, since the algorithm should dispose of a large series
of similar data patterns. Indeed, the results show that the estimation of the rain-cell features is less precise
in the case of weather states which are rare, thus poorly represented in the training images. This limitation,
existing to different extent for both parametric and nonparametric approaches, leads to the main problem
of assessing the representativeness of the available data for one type of event: convergence analysis
applied to different statistical indicators is a rigorous strategy to assess the long-term stationarity of the het-
erogeneity represented in the training data. Nevertheless, the mathematical convergence is often too hard
to be met on real data sets where the variables are not independent and identically distributed. A more
pragmatic approach for routine data simulation is to consider a training data period representing events
with a recurrence time longer than the simulated period and run a cross validation exercise as the one pro-
posed in section 4.2 to test the reliability of the simulated ensemble. In particular, the average quantile inter-
val mismatch (section 4.2) allows assessing whether the simulated variability is preserved, also for a
nonstationary data set.
The simulated ﬁelds show overrepresentation of small rain cells associated to low rainfall amount. This is
due to the generation of a moderate small-scale noise intrinsic to the process of resampling. This phenome-
non has minimal quantitative relevance since there is no signiﬁcant added rainfall amount or bias in the
other statistics. It could be removed with postprocessing, such as moving average ﬁltering or object-based
analysis, but this type of operations should be used with caution to avoid introducing more important arti-
facts in the simulated ﬁelds.
When conditioned by a known weather scenario, the technique can preserve the temporal weather-type
patterns thanks to the use of the CTIS, chosen on the basis of weather indicators. Among these indicators,
the computation of the variable C, categorizing the rainfall event, is very accurate since it is based on the
reference images that indicate precisely not only the rainfall type (NW or SE) but also the intensity class
(weak, moderate, or strong). The choice of the appropriate weather indicators relies on the knowledge of
the rainfall types and climate dynamics characterizing the study region. The presented setup is speciﬁc for
the study region, but can be adapted to other regions of interest after an accurate study of the daily nonsta-
tionarity of rainfall. Additional information about the daily weather conditions may be included as auxiliary
variables to make a proper characterization of the weather types present in the region. The main advan-
tages of this approach with respect to previous techniques based on weather conditioning (section 1) are
the following:
1. The mathematical framework is signiﬁcantly simpliﬁed with respect to previously mentioned simulation
approaches (e.g., Hewitson & Crane, 2002; Hughes et al., 1999; Langousis et al., 2016; Langousis & Kaleris,
2014; Vrac et al., 2007) since it is not based on explicit parametric modeling, while it is focused on pre-
serving the similarity of data patterns; as a consequence, the weather conditioning scheme can be much
more complex, including continuous or categorical variables, also carrying soft or incomplete informa-
tion, with no need of variable transformation and the only assumption of representativity of the training
data set.
2. By applying a variable data-pattern conditioning and a random simulation path, the ﬁrst data are simu-
lated at sparse time locations accounting of far neighbor patterns, then progressively ﬁlling up the time
series using closer time steps as conditioning data. This allows preserving multiple-scale statistics and
nonlinear behavior in the temporal succession of weather types, instead of being limited to the ﬁxed
and generally low-order time dependence of a Markov-chain framework. As a result, Figure 6 together
with the indicator B0:05;0:95 shows the efﬁciency in targeting the precise weather conditions for every day
and estimating the temporal variability over a nonstationary weather time series.
3. The choice of CTIS is not constant for all days presenting the same weather type, but dynamic and based
on the daily weather pattern of the current and neighbor days, accommodating nonstationary climate
transitions. Using the presented setup, the conditional training images chosen for a day will present a
similar pattern of weather classes for the neighbor days and similar temperature-data patterns. The prob-
ability to select certain training images with the gradual change of the data patterns allows smooth cli-
matic transitions, similarly to what was proposed in Langousis et al. (2016) with a more complex
parametric approach.
Nevertheless, the technique carries some speciﬁc limitations:
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1. To generate a sufﬁcient variety of daily weather patterns, the technique should dispose of a representa-
tive catalog of training images. It is possible to simulate long-term climate conditions different from the
one observed in the climatic record (see e.g., Oriani et al., 2017, Figure 8) by rearranging the temporal
weather patterns, but it is not possible to simulate daily weather conditions not present in the historical
record. This limitation may be soften with a parametric approach capable of extrapolating weather char-
acteristics to a nonobserved extent.
2. Since the conditioning temporal pattern for the choice of the CTIS varies from one simulated time step
to another, the time dependency is less controlled than parametric techniques. As shown for rainfall
time series in Oriani et al. (2017), a ﬁxed time-dependency approach may be more efﬁcient in case of
scarce training data and if a simple temporal structure exists.
3. The method, based on an iterative scan of the training data, tend to be signiﬁcantly slower than para-
metric approaches, especially in the generation of spatial ﬁelds. For instance, generating with a personal
computer a raster image of 15,000–20,000 pixels, as done in the presented experiments, can take from a
few seconds to several minutes; the computation time depends on the complexity of the auxiliary varia-
bles employed, the size of the scanned training data set, and the search neighborhood parameters. The
used implementation (Straubhaar, 2011) is compatible with parallel-computation architectures to speed
up the simulation process.
4. Rainfall ﬁelds at the daily 1-km resolution can be used in engineering and hydrological problems involv-
ing long-term processes with a rather high spatial detail: for example, to quantify the seasonal spatial
patterns of inﬁltration, mean evapotranspiration, soil moisture, and erosion over complex terrains. For
other applications, such as studying the short-term response of small fast-responding watersheds, it is
necessary to model the rainfall process at higher temporal resolution. In this case, preserving the rainfall-
cell advection becomes a relevant issue that requires the generated ﬁelds to be explicitly correlated in
time. The proposed technique needs substantial modiﬁcations to be adapted for this purpose, i.e., by
extending the data-pattern resampling scheme in both space and time.
If the radar image record is totally or partially missing, the technique can still be applied using other source
of information to deﬁne the weather categories, e.g., satellite precipitation estimates, ground measure-
ments, or climate model output data, but it may lead to a less precise CTIS selection. If the conditioning cli-
matic time series for the simulation period is partially or totally missing, the same technique can be used to
generate it together with the CTIS (step 1 of the technique, section 3.2). In the absence of any conditioning
data, the simulated weather time series would be stationary and preserve the statistics of the training data
(see the previous tests on rainfall time series simulation; Oriani et al., 2014). As other simulation algorithms,
this approach can be applied in a conditional simulation setting, if the rainfall amount is known at certain
locations: DS considers the data given at certain locations as already simulated and completes the ﬁeld with
no modiﬁcation in the workﬂow. This type of simulation can be used to regenerate portions of radar image
presenting artifacts or missing data. A similar application to satellite imagery can be found in Mariethoz and
Renard (2010).
6. Conclusions
In this paper, a novel technique is proposed to generate stochastic rain ﬁelds reproducing the observed
daily spatial variability of rainfall for a known weather scenario. The core of the methodology is the use of
the direct sampling technique (DS) together with rainfall radar ﬁelds used as training images and a series of
climate indicators used as conditioning variables. DS, a resampling technique belonging to multiple-point
geostatistics, simulates the variable of interest by scanning a training image (TI). Considering patterns of dif-
ferent size throughout the course of the simulation, DS is capable of generating realistic structures at multi-
ple scales.
Since the daily spatial rainfall is highly nonstationary, the simple application of DS with the entire set of his-
torical TIs is not appropriate to simulate the weather for a speciﬁc day. For this reason, the proposed meth-
odology is composed of two steps: (1) using DS, a subset of training images are sampled, which present the
same type of weather pattern for a given day, according to a series of climate indicators. In this way, a con-
ditional training image set (CTIS) is retrieved for each day. Then, (2) DS is used again to generate an ensem-
ble of spatial rainfall ﬁelds using the CTIS as training image. The algorithm setup proposed for this
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operation includes the topographic elevation as conditioning variable to preserve the related spatial vari-
ability of rainfall.
The methodology, tested on the simulation of the rainfall heterogeneity over a 15,000 km2 semiarid region
in the eastern Mediterranean, generates rain ﬁelds presenting a realistic spatial structure and correlation
length. With minimal complexity in the parameterization, the statistical relation with elevation is preserved,
delineating a different rainfall amount distribution for the coastal, mountainous, and Jordan Valley zones.
The technique can be adapted to different climate settings by including in the setup the appropriate set of
weather indicators, describing different weather types or a continuous variability. This requires an accurate
investigation of the local weather, possibly connected to the synoptic climate conditions. In the presence of
a highly nonstationary heterogeneity, the introduction of CTIS turns out to be an effective addition to
multiple-point simulation since it allows extracting a subset of the training data representing the local vari-
ability, which otherwise would be dispersed in a too vast data set. This feature can be incorporated in other
environmental applications where temporal or spatial trends and periodicity are represented with the help
of predictive indicators.
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