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In this paper, we propose a filled function method for solving nonsmooth constrained
global optimization problems. Based on a new definition of the filled function, a more
practical one-parameter filled function is constructedwhich overcomes somedrawbacks of
the previous filled functions. Then a corresponding algorithm is presented. It attains a local
minimizer by implementing a local search procedure, and finds a better local minimizer
gradually by optimizing the filled function constructed on theminimizer, previously found.
By repeating these steps, a global minimizer is obtained. Numerical experiments are
presented to show the practicability of the proposed filled function method. In the end,
extension conceivable applications are given in order to evaluate themerits of thismethod.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Science and engineering fields are increasingly dependent on the need to search for the global optimization solution. So
global optimization has become one of the most interesting research areas in optimization. New theories and algorithms
on global optimization are emerging. However, due to the existence of multiple local minimizers that differ from the global
solution,wemust face twodifficulties: how to leave froma localminimizer to a smaller one andhow to judge that the current
minimizer is a global one. Hence all these problems cannot be solvedby classical nonlinear programming techniques directly.
Generally speaking, themethods of global optimization can be divided into two types: stochasticmethods and deterministic
methods. The stochastic methods are based on biology or statistical physics, which jump to the local minimizer by using
a probability based approach. These methods include neural network method [1], genetic algorithm [2] and simulated
annealing method [3]. Although these methods have their uses, they have some handicaps such as slow convergence
or easiness of getting into local optimization. So how to leave the previously found minimizer quickly is an issue to be
considered. Some scholars have proposed a method which uses several initial points to conduct multi-search to solve this
problem. But this method is a stochastic searching method and needs to use a random number generator in the next step of
the searching direction. Theoretically, randomness ensures that the probability to get an optimal solution is nonzero in given
computing time, but in fact, it will take considerable computing time to get the optimal solution. However, deterministic
methods such as filled functionmethod [4,5], tunnelingmethod [6] and interval method [7], convergemore rapidly, and can
often escape from the previously found local minimizer to a better one.
The filled function method, first proposed for smooth optimization by Ge [4], and recently reconsidered in [5,8], is
one of the effective deterministic global optimization methods. It provides us with a good idea to use local optimization
techniques to solve global optimization problems. The key idea of filled function method is to modify the objective function
as a filled function via the current local minimizer of the primal optimization problem, with the property that the better
local minimizer can gradually be obtained by optimizing the filled functions constructed on theminimizer previously found
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locally. But the existing filled functions, due to the reason thatmost of them include exponential terms and their parameters
are heavily restricted by the minimal radius of some local minimizers domain, when the value of parameters is relatively
large, its calculation is prone to overflow. And the current filled functions mostly need the assumption that the objective
function is twice continuous differentiable and has only a finite number of local minimizers. But in practical applications,
many objective functions will possibly be nondifferentiable and the number of minimizers is infinite. Therefore, an effective
filled function with easily adjusting parameters is worth investigating.
Nonsmooth constrained global optimization is an even tougher area to tackle, and there is lack of well developed
methods. We note that all the existing filled function methods, focus only on solving unconstrained global optimization
problems or box constrained global optimization problems or smooth constrained global optimization problems, therefore,
in this paper we generalize the applicable area of the filled function method to nonsmooth constrained global optimization.
The key idea here is to combine the filled function method in unconstrained global optimization with penalty function
methods in constrained optimization.
The remainder of the paper is organized as follows. Following this introduction, a one-parameter filled function is
proposed in Section 2. Then, the properties of the filled function are investigated. In Section 3, a novel filled functionmethod
with satisfactory numerical results is presented. Finally, some suggestions and conclusions are given in Section 4.
Throughout the paper, the Euclidean inner product in Rn is denoted by 〈x, y〉 = xTy =∑nj=1 xjyj, and the associated norm
by ‖ · ‖. By ∂ f (x) we denote the generalized gradient of a nonsmooth function f (x) at the point x ∈ Rn, with f 0(x; d) being
the generalized directional derivative of f (x) in the direction d at the point x.
2. A new one-parameter filled function and its properties
2.1. Problem formulation
Consider the following nonsmooth constrained global optimization problem (P):
min
x∈Ω f (x) (2.1)
whereΩ = {x ∈ Rn | gi(x) ≤ 0, i = 1, . . . ,m}, f (x) and gi(x), i = 1, . . . ,m are Lipschitz continuous with constant Lf and
Lgi , i = 1, . . . ,m, respectively. For convenience, by L(P)we denote the set of local minimizers for problem (P) and G(P) the
set of the global minimizers for problem (P).
To begin with, we have the following assumptions.
Assumption 2.1. The number of minimizers of problem (P) can be infinite, but the number of different function values at
the minimizers is finite.
Assumption 2.2. The set Lx
∗
1 = {x ∈ L(P) : f (x) = f (x∗1)} is a bounded closed set.
The following definitions of basin and hill from [9] will be needed in the following.
Definition 2.1. A basin of f (x) at an isolatedminimizer x∗1 is a connected domain B
∗
1 which contains x
∗
1 and in which starting
from any point the steepest descent trajectory of f (x) converges to x∗1 , but outside which the steepest descent trajectory of
f (x) does not converge to x∗1 . A hill of f (x) at x
∗
1 is the basin of−f (x) at its minimizer x∗1 , if x∗1 is a maximizer of f (x).
Definition 2.2. A local minimizer x∗2 is said to be higher than x
∗
1 if and only if f (x
∗
2) > f (x
∗
1), and, for this case, B
∗
2 is said to
be a higher basin than B∗1 .
The initial definition of filled function was proposed by Ge [4] as follows.
Definition 2.3. A function P(x, x∗1) is called a filled function of f (x) at a local minimizer x
∗
1 if
(1) x∗1 is a strictly maximizer of P(x, x
∗
1) and the whole basin B
∗
1 of f (x) at x
∗
1 becomes a part of a hill of P(x, x
∗
1):
(2) P(x, x∗1) has no minimizers or saddle points in any basin of f (x) higher than B
∗
1;
(3) If f (x) has a lower basin than B∗1 , then there is a point x′ in such a basin that minimizer P(x, x
∗
1) on the line through x and
x∗1 .
Definition 2.3 depends on the concepts of basin and hill of f (x), then it needs the assumption that f (x) has only a
finite number of local minimizers and there exists a minimizer on the line joining x and x∗1 . These features may affect the
computability when applied to numerical optimization. We present a new definition of the filled function as follows.
Definition 2.4. A function P(x, x∗1) is called a filled function of f (x) at a local minimizer x
∗
1 if
(1) x∗1 is a strictly local maximizer of P(x, x
∗
1) onΩ;
(2) To any x ∈ Ω1 \ x∗1 or x ∈ Rn \Ω , one has 0 6∈ ∂P(x, x∗1), whereΩ1 = {x ∈ Rn | f (x) ≥ f (x∗1), gi(x) ≤ 0, i = 1, . . . ,m};
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(3) If Ω2 = {x | f (x) < f (x∗1), x ∈ Ω} is not empty, then there exists a point x∗2 ∈ Ω2 such that x∗2 is a local minimizer of
P(x, x∗1).
Note that (2), (3) in our paper is a revised version of the property (2) in Definition 2.3. In fact, Properties (2) and (3) are
much stronger than Definition 2.3 since a minimizer of filled function must be inΩ2. Furthermore, Definition 2.4 improves
the condition that there exists the minimizer on the line. It will be more easier to find the minimizer by the filled function
P(x, x∗1) satisfying the conditions of Definition 2.4.
Definition 2.4 ensures that when a local search method is employed to minimize the constructed filled function, the
sequence of iteration point will not terminate at any point at which the objective function value is larger than f (x∗1); if x
∗
1
is not a global minimizer, then there must exist a point x¯ which satisfies f (x¯) < f (x∗1) in the course of minimizing P(x, x
∗
1).
Then we can obtain a local minimizer of f (x) with lower objective value by searching f (x) starting from x¯ via local search
schemes. By repeating these steps, we obtain a global minimizer.
2.2. A new filled function and its properties
We propose in this section a one-parameter filled function as follows:
P(x, x∗1, q) = e−‖x−x
∗
1‖ · ln
(
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
m∑
i=1
max{0, gi(x)}
))
(2.2)
where q > 0 is the parameter, x∗1 is a current local minimizer of f (x), r is a prefixed constant with 0 < r <
min x∗∈L(P)
f (x∗)<f (x∗1)
(f (x∗1)− f (x∗)).
For convenience, we denote I = {1, 2, . . . ,m}, I> = {i | gi(x) > 0, i ∈ I}, and we have the following assumption.
Assumption 2.3. There exists η > 0 appropriately small, such that
∑
i∈I> gi(x) ≥ η.
The term q(max{0, f (x) − f (x∗1) + r} +
∑m
i=1max{0, gi(x)}) in (2.2) can be regarded as a modified penalty function.
Therefore, the first transformation effect defined in (2.2) stretches the objective function f (x) upwards in the region where
the function values are higher than the obtained one f (x∗1), and makes all the local minimizers with values higher than the
value of the obtained local minimizer x∗1 disappear. However, the minimizers with lower values of the objective function
remain unaffected by the transformation. The second one makes the local minimizer x∗1 become a maximizer of P(x, x
∗
1, q).
There is a big slope near the point x∗1 , and a stationary point of P(x, x
∗
1, q) must appear in the region lower than which x
∗
1
exists in. The proofs see the theorems as follows.
Theorem 2.1. Assume that x∗1 ∈ L(P). If q > e
Lf +
∑
i∈I> Lgi
r −1
r , then x
∗
1 is a strictly local maximizer of P(x, x
∗
1, q).
Proof. Since x∗1 ∈ L(P), there is a neighborhood O(x∗1, δ1) of x∗1 with δ1 > 0 such that f (x) ≥ f (x∗1) for all x ∈ O(x∗1, δ1)
⋂
Ω .
We consider the following two cases:
Case 1: for all x ∈ O(x∗1, δ1)
⋂
Ω , we have f (x) ≥ f (x∗1), gi(x) ≤ 0, i = 1, . . . ,m, then
P(x, x∗1, q)− P(x∗1, x∗1, q) = e−‖x−x
∗
1‖ · ln(1+ q(f (x)− f (x∗1)+ r))− ln(1+ qr)
≤ 1
1+ ‖x− x∗1‖
· ln(1+ q(f (x)− f (x∗1)+ r))− ln(1+ qr)
= 1
1+ ‖x− x∗1‖
·
(
ln
1+ q(f (x)− f (x∗1)+ r)
1+ qr − ‖x− x
∗
1‖ · ln(1+ qr)
)
≤ 1
1+ ‖x− x∗1‖
·
(
ln
f (x)− f (x∗1)+ r
r
− ‖x− x∗1‖ · ln(1+ qr)
)
= ‖x− x
∗
1‖
1+ ‖x− x∗1‖
·
(
ln
(
f (x)− f (x∗1)+ r
r
) 1
‖x−x∗1‖ − ln(1+ qr)
)
= ‖x− x
∗
1‖
1+ ‖x− x∗1‖
· ln (
f (x)−f (x∗1)+r
r )
1
‖x−x∗1‖
1+ qr
< 0,
when q > (
f (x)−f (x∗1)+r
r )
1
‖x−x∗1‖ −1
r > 0.
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We consider the existence of an upper bound of (
f (x)−f (x∗1)+r
r )
1
‖x−x∗1‖ −1
r . Since(
f (x)− f (x∗1)+ r
r
) 1
‖x−x∗1‖ ≤
(
Lf ‖x− x∗1‖ + r
r
) 1
‖x−x∗1‖
=
((
1+ Lf
r
‖x− x∗1‖
) 1
Lf
r ‖x−x∗1‖
) Lf
r
≤ e Lfr ,
then (
f (x)−f (x∗1)+r
r )
1
‖x−x∗1‖ −1
r ≤ e
Lf
r −1
r . That is,
(
f (x)−f (x∗1)+r
r )
1
‖x−x∗1‖ −1
r is bounded.
Case 2: For all x ∈ O(x∗1, δ1)
⋂
(Rn \Ω), obvious I> 6= ∅, we have
P(x, x∗1, q) = e−‖x−x
∗
1‖ · ln
(
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x)
))
.
Similarly to the proof in Case 1, we have
P(x, x∗1, q) < P(x
∗
1, x
∗
1, q)
when q > (
max{0,f (x)−f (x∗1)+r}+
∑
i∈I> gi(x)
r )
1
‖x−x∗1‖ −1
r > 0.
We consider the existence of an upper bound of (
max{0,f (x)−f (x∗1)+r}+
∑
i∈I> gi(x)
r )
1
‖x−x∗1‖ −1
r . Since
max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x)
r

1
‖x−x∗1‖
≤

f (x)− f (x∗1)+ r +
∑
i∈I>
(
gi(x)− gi(x∗1)
)
r

1
‖x−x∗1‖
≤
1+ Lf ‖x− x∗1‖ +
∑
i∈I>
Lgi‖x− x∗1‖
r

1
‖x−x∗1‖
=

1+ Lf +
∑
i∈I>
Lgi
r
‖x− x∗1‖

1
Lf +
∑
i∈I>
Lgi
r ‖x−x∗1‖

Lf +
∑
i∈I>
Lgi
r
≤ e
Lf +
∑
i∈I>
Lgi
r ,
then (
max{0,f (x)−f (x∗1)+r}+
∑
i∈I> gi(x)
r )
1
‖x−x∗1‖ −1
r ≤ e
Lf +
∑
i∈I> Lgi
r −1
r . That is,
(
max{0,f (x)−f (x∗1)+r}+
∑
i∈I> gi(x)
r )
1
‖x−x∗1‖ −1
r is bounded.
So, for any x ∈ O(x∗1, δ1), x 6= x∗1 , when q > max{ e
Lf
r −1
r ,
e
Lf +
∑
i∈I> Lgi
r −1
r } = e
Lf +
∑
i∈I> Lgi
r −1
r , we have
P(x, x∗1, q) < P(x
∗
1, x
∗
1, q).
Thus, x∗1 is a strictly local maximizer of P(x, x
∗
1, q). 
Theorem 2.2. Assume that x∗1 ∈ L(P) and x ∈ Ω1 \ x∗1 or x ∈ Rn \Ω . If q > max{ e
Lf +
∑
i∈I> Lgi
r −1
r ,
e
Lf +
∑
i∈I> Lgi
η −1
η
}, then one has
0 6∈ ∂P(x, x∗1, q).
Proof. We consider the following two cases:
Case 1: For all x ∈ Ω1 \ x∗1 , we have f (x) ≥ f (x∗1), gi(x) ≤ 0, i = 1, . . . ,m, then
P(x, x∗1, q) = e−‖x−x
∗
1‖ · ln
(
1+ q(f (x)− f (x∗1)+ r)
)
.
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Thus,
∂P(x, x∗1, q) ⊂ −
x− x∗1
‖x− x∗1‖
· e−‖x−x∗1‖ · ln
(
1+ q(f (x)− f (x∗1)+ r)
)
+ e−‖x−x∗1‖ · q · ∂ f (x)
1+ q(f (x)− f (x∗1)+ r)
.
Denoting d = x−x∗1‖x−x∗1‖ , for any ξ ∈ ∂ f (x), we have
〈∂P(x, x∗1, q, r), d〉 ⊂ e−‖x−x
∗
1‖ ·
− 〈x− x∗1, x− x∗1〉‖x− x∗1‖2 · ln
(
1+ q(f (x)− f (x∗1)+ r)
)
+ q〈ξ, x− x
∗
1〉
‖x− x∗1‖ ·
(
1+ q(f (x)− f (x∗1)+ r)
)

≤ e−‖x−x∗1‖ ·
(
qLf
1+ q(f (x)− f (x∗1)+ r)
− ln
(
1+ q(f (x)− f (x∗1)+ r)
))
≤ e−‖x−x∗1‖ ·
(
qLf
1+ qr − ln(1+ qr)
)
< e−‖x−x
∗
1‖ ·
(
Lf
r
− ln(1+ qr)
)
< 0,
when q > e
Lf
r −1
r > 0.
Case 2: For all x ∈ Rn \Ω , obvious I> 6= ∅, then
P(x, x∗1, q) = e−‖x−x
∗
1‖ · ln
(
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x)
))
.
Thus,
∂P(x, x∗1, q, r) ⊂ −
x− x∗1
‖x− x∗1‖
· e−‖x−x∗1‖ · ln
(
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x)
))
+ e−‖x−x∗1‖ ·
q
(
λ∂ f (x)+ ∑
i∈I>
∂gi(x)
)
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x)
) ,
where 0 ≤ λ ≤ 1.
Denoting d = x−x∗1‖x−x∗1‖ , for any ξ ∈ ∂ f (x), ηi ∈ ∂gi(x), i ∈ I
>, we have
〈∂P(x, x∗1, q, r), d〉 ⊂ e−‖x−x
∗
1‖ ·
− 〈x− x∗1, x− x∗1〉‖x− x∗1‖2 · ln
(
1+ q(max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x))
)
+
q(λ〈ξ, x− x∗1〉 +
∑
i∈I>
〈ηi, x− x∗1〉)
‖x− x∗1‖ ·
(
1+ q(max{0, f (x)− f (x∗1)+ r} +
∑
i∈I>
gi(x))
)

≤ e−‖x−x∗1‖ ·
q
(
Lf + ∑
i∈I>
Lgi
)
1+ q ∑
i∈I>
gi(x)
− ln
(
1+ q
∑
i∈I>
gi(x)
)
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< e−‖x−x
∗
1‖ ·
 Lf +
∑
i∈I>
Lgi∑
i∈I>
gi(x)
− ln
(
1+ q
∑
i∈I>
gi(x)
)
< 0,
when q > e
Lf +
∑
i∈I> Lgi∑
i∈I> gi(x) −1∑
i∈I> gi(x)
> 0.
We consider the existence of an upper bound of e
Lf +
∑
i∈I> Lgi∑
i∈I> gi(x) −1∑
i∈I> gi(x)
. From Assumption 2.3, we know that there exists η > 0
appropriately small, such that
∑
i∈I> gi(x) ≥ η, thus e
Lf +
∑
i∈I> Lgi∑
i∈I> gi(x) −1∑
i∈I> gi(x)
≤ e
Lf +
∑
i∈I> Lgi
η −1
η
, then e
Lf +
∑
i∈I> Lgi∑
i∈I> gi(x) −1∑
i∈I> gi(x)
is bounded.
So, for any ζ ∈ ∂P(x, x∗1, q), combining Theorem 2.1, when q > max{ e
Lf
r −1
r ,
e
Lf +
∑
i∈I> Lgi
η −1
η
, e
Lf +
∑
i∈I> Lgi
r −1
r } =
max{ e
Lf +
∑
i∈I> Lgi
r −1
r ,
e
Lf +
∑
i∈I> Lgi
η −1
η
}, we have ζ Td < 0. Then 0 6∈ ∂P(x, x∗1, q). 
Theorem 2.3. Assume that x∗1 ∈ L(P) but x∗1 6∈ G(P) and clintΩ = clΩ . If q > max{ e
Lf +
∑
i∈I> Lgi
r −1
r ,
e
Lf +
∑
i∈I> Lgi
η −1
η
}, then
there exists a point x∗0 ∈ Ω2 such that x∗0 is a local minimizer of P(x, x∗1, q).
Proof. Since x∗1 ∈ L(P) but x∗1 6∈ G(P), there exists an x∗2 , another local minimizer of f (x) such that f (x∗2) < f (x∗1), gi(x∗2) ≤
0, i = 1, . . . ,m. Since f (x), gi(x), i = 1, . . . ,m are Lipschitz continuous and clintΩ = clΩ , there exists an x∗0 ∈ int Ω
such that f (x∗0) < f (x
∗
1), gi(x
∗
0) < 0, i = 1, . . . ,m.
Since 0 < r < min x∗∈L(P)
f (x∗)<f (x∗1)
(f (x∗1)− f (x∗)) such that f (x∗0)− f (x∗1)+ r < 0, then
P(x∗0, x
∗
1, q) = 0 ≤ P(x, x∗1, q), ∀x ∈ Rn.
It implies x∗0 is a global minimizer of P(x, x
∗
1, q) and certainly is a local minimizer of P(x, x
∗
1, q). 
Theorems 2.1–2.3 show that under some conditions on parameter q, the function P(x, x∗1, q) satisfies the conditions of
Definition 2.4.
3. Algorithm and numerical experiments
We introduce here the following optimization problem named filled function problem (F):
min
x∈Rn
P(x, x∗1, q). (3.1)
Based on the proposed filled function P(x, x∗1, q), we can obtain a filled function method for the nonsmooth constrained
global optimization problem (P). The general idea of this filled function method is as follows: if the current local minimizer
x∗1 is not a global minimizer of (P), then we can manage to obtain a point xk ∈ Ω with f (xk) < f (x∗1) by applying some local
search schemes to problem (F). Consequently we can obtain a better local minimizer of (P) by applying local search schemes
to problem (P) starting from xk. Finally, a global minimizer of (P) can be obtained. The corresponding algorithm denoted by
Algorithm NFFM is detailed as follows.
3.1. Algorithm NFFM
Initialization step
1. Choose a disturbance constant δ, e.g., set δ := 0.1.
2. Choose an upper bound of q such that qU > 0, e.g., set qU := 108.
3. Choose a constant qˆ > 0, e.g., µˆ = 10.
4. Choose direction ek, k = 1, 2, . . . , k0 with integer k0 ≥ 2n, where n is the number of variable.
5. Set k := 1.
Main step
1. Start from an initial point x, minimize the primal problem (P) by implementing a nonsmooth local search procedure and
obtain the first local minimizer x∗1 of f (x).
2. Let q = 1.
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3. Construct the filled function:
P(x, x∗1, q) = e−‖x−x
∗
1‖ · ln
(
1+ q
(
max{0, f (x)− f (x∗1)+ r} +
m∑
i=1
max{0, gi(x)}
))
.
4. If k > k0 then go to 7.
else set x := x∗1+δek as an initial point, minimize the filled function problem (F) by implementing a nonsmooth local search
procedure and obtain a local minimizer denoted xk.
5. If xk∈¯Ω then set k := k+ 1, go to 4
else next step.
6. If xk satisfies f (xk) < f (x∗1) then set x := xk and k := 1, start from x as a new initial point, minimize the primal problem
(P) by implementing a local search procedure and obtain another local minimizer x∗2 of f (x) such that f (x
∗
2) < f (x
∗
1), set
x∗1 := x∗2 , go to 2.
else next step.
7. Increase q by setting q := qˆq.
8. If q ≤ qU then set k := 1, go to 3.
else the algorithm is incapable of finding a better local minimizer. The algorithm stops and x∗1 is taken as a global minimizer.
Now we make some remarks.
(1) Algorithm NFFM consists of two phases, local minimization and filling:
Phase 1: In this phase, a local minimizer x∗1 of f (x) is found.
Phase 2: In this phase, filled function P(x, x∗1, q) is constructed. P(x, x
∗
1, q) is minimized and Phase 2 ends when such an
xk inΩ2 is found. Then, AlgorithmNFFM re-enters Phase 1, with xk as the starting point to find a newminimizer x∗2 of f (x) (if
such one exists), and so on. Actually, in the course ofminimizing P(x, x∗1, q), once such an xk inΩ2 is found that f (xk) < f (x
∗
1),
then Phase 2 ends, and xk should not be a local minimizer of P(x, x∗1, q).
The above process is repeated until a stopping criterion is met. The last local minimizer is assumed to be the global
minimizer.
(2) The motivation and mechanism behind Algorithm NFFM are explained below.
In Step 4 of the Initialization step, we can choose directions ek, k = 1, 2, . . . , k0 as positive and negative unit coordinate
vectors, at this case, k0 = 2n. For example, when n = 2, the directions can be chosen as (1, 0), (0, 1), (−1, 0), (0,−1).
In Step 1, 6 of the Main step, we minimize the primal problem (P) by nonsmooth constrained local optimization
algorithms such as the penalty function method, the bundle method, the quasi-Newton method and the composite optimal
method. In Step 4 of the Main step, we minimize the filled function problem (F) by nonsmooth unconstrained local
optimization algorithms such as cutting-planes method, powell method and Hooke–Jeeve method. They are all effective
methods to find local minimizers.
In the Main step, we let q = 1 in Step 2. Afterwards, it is gradually increased via the two-phase cycle until they are larger
than sufficiently large positive scales. If the parameter q is sufficiently large, we cannot find the point x with f (x) < f (x∗1)
yet, thenwe believe that there does not exist a better local minimizer of f (x), the last local minimizer to be found is assumed
to be the global minimizer. The algorithm is terminated. This is the stopping condition of Algorithm NFFM.
(3). The proposed filled functionmethod also adapts to smooth constrained optimization. The smooth local optimization
algorithms employed in the minimization phase can be ordinary gradient method, the Newton method, PRP conjugate
gradient method, and so on.
3.2. Numerical experiments
In this subsection we give four numerical examples to illustrate the efficiency of Algorithm NFFM. FORTRAN 95 is used
to code the algorithm. The composite optimal method is used to find local minimizers of the original constrained problem,
and the Hooke–Jeeve method is used to search for local minimizers of the filled function problems.
The iteration process showed the expected behavior: in most cases the sequence of iteration points achieved some
neighborhood of the global minimizer after a few number of iterations.
The computational results of Algorithm NFFM are summarized in tables. The symbols used in the tables are given as
follows:
k : The iteration number in finding the kth local minimizer.
q : The parameter to find the (k+ 1)th local minimizer.
xk : The kth new initial point in finding the kth local minimizer.
x∗k : The kth local minimizer.
f (xk) : The function value of the kth new initial point.
f (x∗k) : The function value of the kth local minimizer.
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Table 3.1
Computational results with initial point (−1.6,−1.0, 0.2).
k NFFM
q xk f (xk) x∗k f (x
∗
k )
1 – (−1.6,−1.0,0.2) 0.0480 (−1.9802,−0.0130, -0.0006) −1.9410
2 1 (1.1931, 0.6332,−1.1931) −3.9140 (1.9889,−0.0001, -0.0111) −5.9446
Table 3.2
Computational results with initial point (1, 1, 1, 2.5).
k NFFM
q xk f (xk) x∗k f (x
∗
k )
1 – (1, 1, 1, 2.5) 26.7500 (0.0000, 1.0000, 0.0000, 2.0000) −6.0000
2 1 (0.6078, 2.0003, 0.0003, 0.0319) −22.9117 (0.9289, 0.8620, 0.2453, 0.0803) −35.9939
3 10 (0.4012, 0.2524, 0.2288, 0.0000) −49.4733 (0.0000, 1.0000, 1.0000, 1.0000) −65.0000
Problem 3.1.
min f (x) = −x21 + x22 + x23 − x1
s.t. x21 + x22 + x23 − 4 ≤ 0
min{x2 − x3, x3} ≤ 0.
Algorithm NFFM succeeds in finding an approximate global minimizer x∗ = (1.9889,−0.0001,−0.0111)T with f (x∗) =
−5.9446. The computational results are summarized in Table 3.1.
Problem 3.2.
min f (x) = max{f1(x), f2(x), f3(x)}
s.t. x21 − x2 − x24 ≤ 0
0 ≤ xi ≤ 3, i = 1, . . . , 4
where
fi(x) = f0(x)+ 10 · gi(x), i = 1, 2, 3
f0(x) = x21 + x22 + 2x23 + x24 − 5x1 − 5x2 − 21x3 + 7x4
g1(x) = x21 + x22 + 2x23 + x24 + x1 − x2 + x3 − x4 − 8
g2(x) = x21 + 2x22 + x23 + 2x24 − x1 − x4 − 10
g3(x) = x21 + x22 + x23 + 2x1 − x2 − x4 − 5.
Algorithm NFFM succeeds in finding a global minimizer x∗ = (0, 1, 1, 1)T with f (x∗) = −65. The computational results are
summarized in Table 3.2.
Problem 3.3.
min f (x) = −20 exp
(
−0.2
√ |x1| + |x2|
2
)
− exp
(
cos(2pix1)+ cos(2pix2)
2
)
+ 20
s.t. x21 + x22 ≤ 300
2x1 + x2 ≤ 4
−30 ≤ xi ≤ 30, i = 1, 2.
Algorithm NFFM succeeds in finding a global minimizer x∗ = (0, 0)T with f (x∗) = −2.7183. The computational results are
summarized in Table 3.3.
Problem 3.4.
min f (x) = −x1 − x2
s.t. x2 ≤ 2x41 − 8x31 + 8x21 + 2
x2 ≤ 4x41 − 32x31 + 88x21 − 96x1 + 36
0 ≤ x1 ≤ 3
0 ≤ x2 ≤ 4.
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Table 3.3
Computational results with initial point (−16,−1).
k NFFM
q xk f (xk) x∗k f (x
∗
k )
1 – (−16,−1) 6.1184 (−15.0000, 0.0000) 5.7164
2 1 (−1.0585, 0.5165) 2.1433 (0.0001,−0.2094) −0.3690
3 10 (0.0007,−0.0435) −0.7470 (0.0000, 0.0000) −2.7183
Table 3.4
Computational results with initial point (0, 0).
k NFFM
q xk f (xk) x∗k f (x
∗
k )
1 – (0, 0) 0 (0.6116, 3.4421) −4.0536
2 1 (2.1653, 2.2547) −4.4200 (2.3295, 3.1783) −5.5079
Algorithm NFFM succeeds in finding an approximate global minimizer x∗ = (2.3295, 3.1783)T with f (x∗) = −5.5079. This
problem is taken from [10]. We give this numerical example here to illustrate that Algorithm NFFM also adapts to smooth
constrained global optimization. The computational results are summarized in Table 3.4.
4. Conclusion
In this study, we present a one-parameter filled function for nonsmooth constrained global optimization. Based on the
analytical properties, we propose a filled function algorithm. Numerical experiments show that this method is effective and
its parameter is easy to set.
The idea of finding a global minimizer by using the filled function can be explored in a number of fields such as face
recognition system, license plate recognition system, fingerprint identification and retina identification which belong to
artificial intelligence in engineering design. For example, in face recognition system, ICP 3D data registration algorithm [11]
and BP neural network classifier [12] are two important components, but both of them have handicaps such as slow
convergence or easiness of getting into local optimization. By replacing the local search procedure in Algorithm NFFM by
ICP algorithm and BP neural network respectively, we can get an improved face recognition method.
From this point of view, a lot of operations can be defined and relations among them can be studied. This opens an
extensive area for research and, hopefully, puts forward an interesting way for the utilization of global optimization to
modeling of phenomena. Extension of the filled function method in many fields such as engineering design, molecular
biology, neural network training and social science may constitute a part of the future investigation.
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