We derive the bidirectional reflectance distribution function for a class of opaque surfaces that are rough on a macroscale and smooth on a microscale. We model this type of surface as a distribution of spherical mirrors. Since our study concerns geometrical optics, it is only the aperture of the concavities that is relevant, not the dimension. The three-dimensional problem is effectively transformed into a much simpler two-dimensional one involving the possibly infinitely many reflections in a spherical mirror. We find that these types of surface show very strong backscattering when the pits are deep but forward scattering when the pits are shallow. Such surfaces also show spectral effects as a result of multiple reflections and polarization effects that are due to the orientation of the effective surface. Both this model and the locally diffuse thoroughly pitted surface model [Int. J. Comput. Vision 31, 129 (1999)] are superior to other models in that they allow for an exact treatment for physically realizable surface geometries.
INTRODUCTION
Many materials from our daily environment are rough on a macroscale. In the literature there have been numerous attempts to model the reflectance properties of rough opaque surfaces on a megascale [characterized by the bidirectional reflectance distribution function [1] [2] [3] (BRDF)]. In such approximations one averages over the roughness; thus all spatial information is lost, but directional information is kept. Few exact solutions are available because the generic case is very complicated owing to nonlocal effects of cast shadow, self-occlusion, and multiple scattering. One exception is the thoroughly pitted surface model, 4 which assumes a surface covered with hemispherical pits that scatter Lambertian 5 (constant BRDF) on a microscale. The shadowing and multiple scattering can be dealt with exactly because rays are confined to the spherical concavities, and in the case of spherical concavities the interreflection problem can be solved algebraically. The BRDF of such surfaces approximates that of a number of natural surfaces 6 rather well, certainly in a qualitative sense. Thoroughly pitted surfaces clearly exhibit the effect of backscattering commonly encountered in materials such as plaster 6 ; such materials are rough on a macroscale and diffuse scatterers on a microscale. The additional advantage of deterministic models such as this-compared with purely statistical models-is that the former yield solutions for the bidirectional texture function, which are of great value for applications in graphical rendering and in remote sensing of material properties.
In this paper we study the angular distribution of the reflectance of thoroughly pitted surfaces, which, on a microscale, reflect in a specular rather than Lambertian manner. The thoroughly pitted surfaces are assumed to be covered with spherical concavities. ''Thoroughly'' refers to the possibility of a surface that is completely covered with pits (the diameter of the pits is arbitrary and does not influence the BRDF) of a variety of scales. Such (surfaces with) specular concavities, or concave mirrors, might be associated initially with certain topics in optical engineering. However, aberrations and multiple reflections (which cannot be neglected in reflectance studies 4, 7 ) are typically avoided in image-forming optical instruments and, consequently, have not been studied very much (exceptions are, for instance, corner cubes and penta prisms).
An exact solution for the reflectance of a surface composed of hemispherical mirrors is, of course, an interesting topic in itself. Additionally, we were keen to extend the locally diffuse thoroughly pitted surface model with a locally specular version of the model. Natural, rough opaque materials 6 rarely scatter light in a perfectly Lambertian way. Nor do they scatter light in a perfectly specular manner; the actual reflectance properties will often be due to a combination of surface and body scattering (and, of course, effects arising from the mesostructure of the surface). The surface reflection-refraction characteristics of many surfaces can be well described on a microscale by the Fresnel equations, 8, 9 and the body scattering or volume component can be described by Lambertian scattering.
There are many models that combine matte and specular reflection; they range from ad hoc phenomenological models for fast computer rendering [10] [11] [12] to geometrical optics models 7, 13 (in combination with and based on the same surface model as the Torrance et al. model 14 ) . They all approximate the combined case as a linear superposition of the specular and matte cases. The major drawback of these models is the inconsistent geometry. This drawback was partly overcome by van Ginneken et al. 15 who devised a statistical model of a Gaussian surface that locally reflects both specularly and diffusely. However, they neglected interreflections. The reflexes (of arbitrarily high order) in the exact thoroughly pitted surface model 4 that scatters Lambertian on a microscale can be quantified, which shows that radiance values are often a couple of times larger than they are when there are no interreflections. 16, 17 Exact solutions for physically realizable geometries are therefore important. For such idealized geometries, one obtains at least a notion of the order of magnitude of the major effects that might be expected to pertain to more general geometries.
The models mentioned in the previous paragraph describe the BRDF of rough opaque materials rather well despite their lack of physical realism. The main characteristics of the reflectance distributions are backscatter that is due to the surface attitude effect (Lambert's cosine law) in the case of local diffuse scattering and broadened (off-)specular peaks that are due to the macroscopic surface roughness in the case of local specular reflection. These models thus lead to reflectance descriptions that can be separated roughly into diffuse and specular lobes. Here we investigate the reflectance properties of the locally specular thoroughly pitted surface geometry. This study enables us to extend the exact locally diffuse model so that the thoroughly pitted surface model can be used to describe larger classes of real materials. A second goal is to obtain knowledge about systematic parametrical variations of physically realizable surfaces that are required in the investigation of human perception of materials. We therefore seek exact solutions to cases that are physically realizable and, at least to some extent, representative of classes of natural surfaces. Such solutions can be expected to be valuable in framing phenomenological models since they let us understand the physics that determines the relative importance of the various BRDF features (backscatter lobe, off-specular lobe, etc.).
BIDIRECTIONAL REFLECTANCE DISTRIBUTION FUNCTION
First, we treat the three-dimensional geometry, and, second, we introduce some basic physics. The threedimensional problem is effectively transformed into a two-dimensional one, which we describe in Subsection 2.C. We conclude this section with the backscatter case, which must be approximated separately because it is a singular case.
A. Three-Dimensional Problem
Consider a hemispherical, concave mirror of radius R. We use a Cartesian coordinate system ͕x, y, z͖ and frame vectors ͕e x , e y , e z ͖, where e x and e y span the plane of the orifice and e z denotes the unit outward normal of the nominal surface that figures in the definition of the BRDF. A representation of the three-dimensional geometry is depicted in Fig. 1 . To define the various angles that will be used in the following, we show in Fig. 2 the stereographical projection of the far field (represented by the unit sphere centered at the origin projected from e z ). We indicate directions via spherical coordinates ͕, ͖, where denotes the polar distance arccos z and denotes the azimuth arctan y/x. Let the direction of the incident beam be denoted as i, and the direction of the exit beam as j (with i • i ϭ j • j ϭ 1). We assume throughout that i • e y ϭ 0; i.e., the XZ plane is the plane of incidence.
Because of the mirror symmetry about the plane of incidence, we can assume j • e y у 0 without loss of generality. We also assume i j; i.e., we exclude the case of pure backscattering. This is necessary because in that case the geometry is degenerated. We will consider the case of pure backscattering separately after solving the generic problem.
The angle ⍜ ϭ arccos i • j is the phase angle. It will turn out to be convenient to introduce the angle ⌿ and the unit vector i Ќ in the plane of incidence, such that i • i Ќ ϭ 0. The angle ⌿ is chosen such that the direction of the exit beam can also be specified as
The angles ͕ e , e ͖ can be expressed conveniently in terms of the angles ͕ i , ⍜, ⌿͖ (or, vice versa, the angles ͕⍜, ⌿͖ in terms of the angles ͕ i , e , e ͖) by use of trigonometry in the spherical triangle ije z . These expressions will be elaborated in the following. A pencil of parallel entrance rays will be reflected to an output pencil with a certain angular spread, rays in the entrance and exit pencils corresponding at least locally in a one-to-one fashion (caustics will be considered later). If we select a narrow solid angle of exit rays, the angle will correspond to a limited part of the entrance beam, which can be represented as a finite area in the plane of the orifice. In general, this will not be a simply connected region but for the moment suppose that it is (at a later stage we simply sum over the various disconnected compo- Fig. 1 . Three-dimensional geometrical layout (far field). Rays are confined to planes spanned by the incident and exit beams, i and j. One of these planes is represented here, spanned by the dashed arc along j, n, i, and k. The plane is defined relative to the frame vectors ͕e x ,e y ,e z ͖, where e x and e y span the plane of the orifice and e z denotes the unit outward normal of the nominal surface (the XY plane). The unit vector n is the threedimensional representation of the normal in the two-dimensional case; it is in the plane of the ray and closest to e z . The vector k is a unit vector in the nodal line (the intersection of the nominal plane with the plane of the ray). The angle subtended by k and e x is denoted as ␣.
nents). Thus we assume that all rays in an infinitesimal solid angle d⍀ about the exit direction j are due to entrance rays incident on an infinitesimal area, say, dA. Let the normal irradiance caused by the entrance beam be H 0 . Then the irradiance of the nominal plane is H 0 cos i , and the flux in the infinitesimal area is d⌽ ϭ H 0 cos i dA. The étendue (throughput) of the exit beam is dE ϭ R 2 cos e d⍀. Since the flux in the entrance beam ends up in the exit beam, the radiance of the exit beam in the direction j (assuming unit reflectance; for convenience, Fresnel reflection will be introduced in the BRDF hereafter) is
where we have introduced the Jacobian J(dA, d⍀) ϭ ʈdA/d⍀ʈ. The BRDF f(i, j) (Refs. 1-3) thus equals
The symmetry of the problem causes rays to be confined to the ij plane, irrespective of the number of reflections (at least one, but possibly infinitely many) in the cavity.
This allows us to factorize the Jacobian J(dA, d⍀) in a simple manner. If the solid angle d⍀ is written as sin ⍜d⍜d⌿ and the area dA as d␣ d, one finds (4) where denotes the distance of the entrance ray from the origin in the plane of the orifice and ␣ denotes the azimuth of the intersection of the plane of the ray (the ij plane) and the plane of the orifice (the e x e y plane). Here sin ⍜ and the derivative d⌿/d␣ can be found from the global (three-dimensional) geometry, whereas and the derivative d/d⍜ may be found from an analysis of the twodimensional problem of reflection at a hemicircular mirror. Thus we have effectively transformed the threedimensional problem into a (much simpler) twodimensional one. It is this fact that makes the problem amenable to analysis.
B. Some Basic Physics
Before tackling the two-dimensional problem, we need to generalize from the elementary case of a single infinitesimal pencil, and we have to introduce some basic physics. In general, the infinitesimal exit beam will be filled via a number of (not just a single) infinitesimal entrance beams. Thus we deal with a number of infinitesimal areas dA i (i ϭ 0, 1, 2, . . .). We can assume without loss of generality that these areas are mutually disjunct (this point will be discussed later in the paper). Each area will be characterized by a certain location i and a certain number of reflections n i . The BRDF is thus a superposition of these contributions. Although at least one reflection is needed to generate an exit ray at all, the number of reflections may become infinite in certain cases (''whispering gallery modes'' or surface waves). Note that it is untrue that there is a corresponding ray for any number of reflections.
A given number of reflections n i implies a certain angle of incidence i and thus (via Fresnel's formulas) two reflection coefficients F Ќ ( i ), F ʈ ( i ) for the planes of polarization perpendicular to and in the plane of the ray, respectively. The total reflection coefficient is r(
and has still to be introduced into the BRDF. Thus the full BRDF is (5) where we have introduced the dimensionless parameter x i ϭ i /R. Because we assume that the diameter of the concavity is much larger than the wavelength, a dimensionless parameter does indeed fully specify the geometry.
All that remains to be analyzed is the two-dimensional problem of reflection at half of the unit circle. We need to identify the contributions (as specified by the index i) and the geometry for each contribution, that is to say, the location of incidence x i , the number of reflections n i , the angle of reflection i (and thus the reflection coefficient r i ), and the divergence of the exit pencil (dx/d⍜) i . To ''translate'' the three-dimensional problem into a two-dimensional one, we first need to find the twodimensional angles of incidence and exit, say, i , e . Note that ⍜ ϭ i Ϫ e .
The normal in the twodimensional case can be identified with the threedimensional unit vector, say, n in the plane of the ray (the plane spanned by i and j) that is closest to e z (thus a linear combination of e z and i ϫ j). It is also convenient to introduce the vector k in the nodal line, that is, the inter- Fig. 2 . Two-dimensional geometry of the far field of a specular spherical concavity. We represent the far field as the unit sphere centered at the origin. This is a stereographic projection, from the positive z domain (e z ). The frame vectors ͕e x , e y , e z ͖, the incident and exit beams i and j, and the unit vectors k and n that define the frame of reference for the two-dimensional geometry are shown as black points. The entrance and exit directions are defined by the angles i , e , and e . To find the other angles, we use straightforward trigonometry in the general spherical (gray) triangles ije z and ike x . section of the nominal plane (XY plane) with the plane of the ray (thus the direction of n ϫ e z ). Let the inclination of the plane of the ray with respect to the Z direction be denoted as . Then ␣ is the angle subtended by k and e x , is the complement of the angle subtended by n and e z , i is the angle subtended by i and n, and e is the angle subtended by j and n. Straightforward trigonometry in the spherical triangle ije z (by use of the cosine theorem for the sides of a general spherical triangle) then yields ⍜ ϭ arccos͑cos i cos e ϩ sin i sin e cos e ͒, (6)
Likewise, trigonometry in the (right-angled) spherical triangle ike x yields
This enables us to find in the Jacobian the factor that depends on the three-dimensional geometry. We find (note that the right-hand part of the equation is necessarily nonnegative)
C. Two-Dimensional Problem
Let the pit be represented by the hemicircle x 2 ϩ y 2 ϭ 1, y Ͻ 0. In Fig. 3 we depict the two-dimensional geometry. The incident ray subtends an angle i , and the exit ray subtends an angle e (both signed angles) with the normal n ϭ e y . Let the ray be incident at x ϭ x i , and let the ray have been reflected n times on exit at x ϭ x e . Let the angle of incidence at the surface of the pit be denoted as (the same for all reflections), and let the ray proceed over an angular distance for each additional reflection (both and are unsigned angles; clearly, ϩ 2 ϭ ). The relation among the incident position x i (or, for symmetry reasons, the exit position x e ), the incident angle i (or the exit angle e ), and the complement of the local incident angle, /2, is
Note that x i cos i ϭ x e cos e , where x i and x e have opposite signs. The sign of x i (or Ϫx e , of course) determines the sense of rotation (denoted ) in which the ray travels through the pit. We will designate the positive sense (x i Ͼ 0) by a ϩ sign and the negative sense by a Ϫ sign. Figure 4 depicts ray traces for several incident directions separately for the positive and negative senses of rotation. The three rows per situation depict rays that are reflected one, two, or three times in the pit. These ray tracings are combined in the upper row of Fig. 5 , such that the caustics become clearly visible. The other rows depict ray tracings for concavities that are shallower. Consider the positive sense ( ϭ ϩ) first. Let i and e be given. For a ray with n reflections, one has Note that in this case x i ϭ ϩcos( n ϩ /2)/cos i . However, this applies only when the event is actually possible. The condition is that the location of the nth reflection should be inside the pit, whereas the location of the (n ϩ 1)th would be outside it. The location of the nth reflection is at an arc
from the right edge.
Thus the condition is ( n ϩ Ͻ ) ∧ ( n ϩ ϩ n ϩ Ͼ ). The same constraint applies to the reversed ray. Of course, n ϩ is the same for the reversed situation since it is an unsigned angle. For the location of the nth reflection of the reversed situation, we have the arc
from the left edge. The condition for the reversed ray is ( n ϩ Ͻ ) ∧ ( n ϩ ϩ n ϩ Ͼ ). The case n ϭ 1 is somewhat special, for we have the additional condition e Ϫ i Ͻ 0. Thus the overall condition for the positive sense is
We define the set ( i , e ) as the collection of rays indexed by the number of reflections n and orientation (positive or negative). The set is defined through the di- Thus the event contributes the amount
to the sum in the full BRDF [see Eq. (5)]. Similar reasoning holds for the case of negative ( ϭ Ϫ) sense, where
Note that in this case x i ϭ Ϫcos( n Ϫ /2)/cos i . The location of the nth reflection is at an arc
from the left edge. Otherwise, we proceed in the same manner.
Combining results, we obtain the expression for the BRDF, namely,
This is the final expression for the BRDF. It depends only on the directions of the incident and the scattered rays, albeit via the expressions for ⍜, d␣/d⌿, i,e , , and that were derived earlier. The virtue of Eq. (21) is that it is fully transparent, whereas the complete, expanded expression is rather unwieldy and does not yield any additional insights.
Although the sum in Eq. (21) may run from first-order rays up to rays of infinite order, it rarely does. Generically, the sum truncates at some finite order. Only in the case of perfect backscattering do rays of arbitrarily high order occur. In the case of i ϭ j ϭ e z (see below) rays of arbitrarily high order contribute, and for each order a one-parameter family (instead of a finite number) of rays contributes. This point does indeed dominate the scattered beam in the generic case. The highest order to occur is (roughly) /⍜, which-in most cases of practical interest-is often quite small.
D. Backscatter Condition
For the exact backscatter condition (⍜ ϭ 0), the expression is singular due to the presence of sin ⍜ in the denominator of Eq. (21), whereas the number of summands grows without bound. The backscatter condition is indeed a degenerate caustic in the far field for any order. The caustic is most conveniently studied for normal incidence (i ϭ e z ); the generic case is identical except for vignetting effects. In the backscatter case it is evident from the symmetry that the contributions come from rays that are generators of certain circular cylinders concentric with the axis of symmetry. Figure 7 shows such rays in the upper row (the rays in the pictures can be seen as cross sections of the circular cylinders). The radii of these cylinders are easily found to be ϭ cos /(2n), for i ϭ e ϭ 0, and Ϯ ϭ /n. For i ϭ 0, the nth-order reflections occur up to radii n ϭ cos /(2n ϩ 1) and Ϯ ϭ /n. In deriving the BRDF it is convenient to treat the contributions for n ϭ 1 and n ϭ 2, 3 . . . separately. In this calculation we assume unit reflectance.
For the case n ϭ 1 we have x 1 ϭ sin( e /2), for 0 Ͻ x i Ͻ 1 with 0 ϭ 0, 1 ϭ 1/2. Since dA ϭ 2x i dx i and d⍀ ϭ 2 sin e d e , we have
Thus the contribution to the BRDF is
with 1 ( e ) ϭ 1 for e Ͻ /3 and zero otherwise. . Examples of ray tracings for normal incidence. The upper row depicts cases that represent the generators of circular cylinders concentric with the axis of symmetry. Viewed normally, these cases show up as concentric circles, with radii n ϭ cos /(2n) and ϭ /n (see in Fig. 11 the black circles in the left image). The lower row shows the lower boundaries between the second-and firstorder reflections and between the third-and second-order reflections, for which, in general, we find n ϭ cos /(2n ϩ 1) and ϭ 2/(2n ϩ 1).
For the case of multiple reflections n Ͼ 1, we obtain contributions for n Ͻ x i Ͻ nϩ1 .
Since x i ϭ cos͓( ϩ e )/(2n)͔, one finds with dA ϭ 2x i dx i and d⍀ ϭ 2 sin e d e that ͉J͑dA, d⍀ ͉͒ ϭ sin͓͑ ϩ e ͒/n͔
thus the contribution to the BRDF is
where n ( e ) ϭ 1 for Ϫ/(2n ϩ 1) Ͻ e Ͻ /(2n Ϫ 1) and otherwise zero. Finally, the BRDF for the case of normal incidence becomes
For the contribution of any order n Ͼ 1, the power in a conical beam in the backscatter direction with semi-topangle ⍜ thus initially grows linearly with ⍜. The backscatter is due to the combined effect of infinitely many singularities. The contributions from higher-order rays go asymptotically as 2 n Ϫ3 /2; thus the lower-order reflections dominate the total scattered power. For unit reflectance, the first-order rays (n ϭ 1) contribute 25% to the total scattered radiant power, the first five orders contribute more than 92%, the first 16 contribute more than 99% and the first 50 orders contribute 99.9%. Thus, in practice, one need hardly consider more than a dozen orders. For less than perfect reflection the lower orders will dominate the scattered beam even more. Figure 8 shows stereographical representations of the BRDF for angles of incidence of 1°, 30°, 60°, and 85°(from left to right). These graphs can be compared directly with Fig. 4 . It is clear that the backscatter dominates the picture and that the BRDF can be seen as the superposition of contributions of different-order reflections, which show up as superimposed areas in these representations. In the case of very shallow lighting angles, the BRDF represents a case of ''surface scattering.' ' We investigated the effect of variations in the size of the aperture of the spherical pits. Figure 9 shows the BRDF in the plane of incidence for angles of incidence of 1°, 30°, 60°, and 85°(from left to right). In the rows we show these BRDF subsets for specular pits with apertures of 180°(hemispherical pit), 135°, 90°, 45°, and 5°(from top to bottom). Note that these calculations can be done by simply adding a correction term-aperture/2-to the general conditions of the two-dimensional problem [see relation (16) for the condition for the positive sense of rotation]. Note also that this correction applies only to the plane of incidence; outside this plane the correction is dependent on the three-dimensional geometry. The first row of graphs is subsets of the data in Fig. 8 , which can be found on straight lines through the centers and points representing the angles of incidence. It is interesting to see how reducing the size of the aperture of the pits effectively changes the pitted surface from being a retroreflector to being a forward reflector (in the limit a regular planar mirror). The ray tracings in Fig. 5 might help to explain this effect. The third row in Figs. 5 and 9 depicts results for a spherical mirror with an aperture of 90°. For such a mirror the maximum local attitude is 45°, such that rays that are reflected near the edges of the concavity have a phase angle of 90°. In other words, they are neither forward nor backward reflected. For larger apertures the surface effectively behaves like a retroreflector owing to the attitude effect. For smaller apertures the surface effectively behaves like rough specular surface (microfacet) models and shows (off-)specular scattering in the forward direction. The angular spread of the scattered beam covaries with the aperture. For apertures smaller than 90°the beam will be confined to angles corresponding approximately to the aperture in the azimuthal direction. In the meridional direction the beam will spread up to angles that equal the aperture about the forward-reflection angle. In stereographical representations of BRDF subsets analogous to the ones in Fig. 8 , this would result in elliptical regions with a pole at the backscatter directions.
EXAMPLES
Another interesting finding for these types of surface concerns the polarization of the scattered beam. We demonstrate this phenomenon semiquantitatively. In Fig. 8 . Stereographical projections of BRDFs for incident angles of 1°, 30°, 60°, and 85°(the direction of incidence is indicated by a dot, a full hemisphere is shown, and the surface normal direction is at the center), as a function of exit direction. The results are shown for surfaces with hemispherical pits and correspond to the situations depicted in Fig. 4 . The most salient features are the strong retroreflection and the distinguishable contributions of the different orders of reflections (for instance, the first plot is actually a superposition of several circular regions). Note that for very shallow angles of incidence we find ''surface scattering'' (the white ring in the right plot). Rays scattered in this way typically deviate strongly from the nominal plane of incidence. Fig. 10 we show a photograph of a hemispherical pit in a black Perspex block, taken through a linear polarizer. Because the similarity is deceptive, it is perhaps not superfluous to mention that the BRDF plots and this image are quite different entities. This is a photograph of the pit, not a depiction of the far field. The pit was illuminated by a hemispherical diffuse beam (unfortunately there were three hot spots in the beam that are clearly visible in the photograph), and the image was taken head on with a CCD camera (which was placed behind a holethe black dot in the center of the image-in the hemisphere; see upper right diagram in Fig. 10 ). The main characteristics of this ''texton'' are the black dot in the middle and the concentric circles that represent the transitions from the nth-to the (n ϩ 1)th-order reflections and, within the regions for certain-order reflections, the transitions of the sense of rotation that can be seen as second, third, . . . , reflections of the black dot in the middle. Actually, if intensity is neglected, the ray tracings in Fig.  4 would be representative for this case if the directions of the rays were reversed. The photograph was ''folded out,'' or, in other words, depicted as a function of polar instead of rectangular coordinates (lower left image). From this image we determined the mean pixel values for different-order reflections (n ϭ 1 to n ϭ 3) as a function of the azimuth. The polarization increases toward the edges of the concavity (the higher-order reflections are strongly polarized) with increasing local attitude. The total polarization will, however, be nil because the contribution of any ring cancels, as is indeed clear from the symmetry. Vignetting breaks the symmetry (only parts of a ring contribute); thus for oblique incidence the scattered beam will, in general, be polarized. The plane of (linear) polarization of the backscattered beam is orthogonal to that expected for the reflected beam from a planar mirror. This ''negative polarization'' occurs because the effective surface for backscatter is orthogonal to the nominal surface. To get an idea of the magnitude of this effect, we calculated the degree of polarization for backscatter conditions (see Appendix A).
CONCLUSIONS
The rather complicated three-dimensional geometry of the, sometimes infinitely many, reflections of rays in spherical mirrors can be reduced to a much simpler twodimensional description because the rays propagate in planes that contain the center of the spherical mirror. This makes the problem tractable and allows us to calculate the BRDF for thoroughly pitted locally specular surfaces. The BRDFs of such surfaces show very pronounced backscatter peaks if the apertures of the pits are larger than 90°and forward-scatter peaks if the concavities are shallower. Backward reflection is generally assumed (in accordance with our intuition) to be in contrast to the behavior of rough specular surfaces that reflect more in the forward direction. 7, 10, 11, [13] [14] [15] 18 For less deep pits we find results that are consistent with the existing literature; the specular peaks will be narrower if the pits are shallower. Although the reflectance will be distributed around the specular and retroreflection positions, the maxima in the BRDFs will often occur in off-specular and off-backscatter directions. Owing to varying contributions of different-order reflections in the concavities, Fig. 9 . Subsets of BRDFs for the plane of incidence. The various columns depict the results for incident angles of 1°, 30°, 60°, and 85°( which are represented by the black arrows), and the rows depict subsets for spherical pits of apertures of 180°(hemispherical), 135°, 90°, 45°, and 5°. Thus, the first row shows subsets of the data in figure 8 . These graphs clarify the manner in which the retroreflector changes into a forward reflector. The quantitative changes are gradual, although the quality of the reflection (retro versus forward) changes suddenly, at an aperture of 90°.
there can be direction-dependent color shifts and polarization changes of the scattered beam as a function of the incident and exit angles.
The exact results described above are of limited practical value; it is hard to think of real materials that actually have a specular surface with hemispherical pits of certain apertures. In general, a three-dimensional surface structure will vary in many aspects, including depth and width of the undulations. A much better approximation to a real surface can be obtained by taking a distribution of apertures and diameters. The BRDF is independent of the diameter of the pits, and because the apertures have no mutual relation, an approximation to a real surface can be easily treated as a weighted sum. In this way we can describe the reflectance of thoroughly pitted surfaces that are completely covered with spherical concavities.
The thoroughly pitted surface that scatters diffusely on a microscale 4 also shows pronounced backscatter, but, of course, lacks the singularity that is due to the caustics of the locally specular version. For the locally diffuse model, the backscatter characteristic will decrease for shallower pits until we reach the limit, which is a flat Lambertian surface with a constant BRDF. Its specular counterpart, however, does not show such smoothly varying behavior but rather exhibits different characteristics that depend critically on the apertures of the concavities. Now suppose that we can describe materials that show combined diffuse body scattering and Fresnel surface reflection by simple linear combinations of the two separate models (which is an oversimplified description but a reasonable first approximation). For surfaces with concavities with large apertures we will find that the backscatter is much stronger than in the case of the matte model. For surfaces with shallow pits we expect a combination of backscattering, diffuse scattering, and (off-)specular scattering. These characteristics vary gradually with aperture. Thus we can describe the BRDFs of a whole range of materials that show arbitrary combinations of separate reflectance characteristics by the compositions of locally diffuse and locally specular distributions of concavities of different apertures (and arbitrary diameters).
Separation of specular and diffuse components from images is a technique used to solve a variety of problems in remote sensing and image interpretation; these problems can include the determination of the illumination color and estimation of illumination direction and shape recovery. With regard to the combined thoroughly pitted surfaces, separation poses a hard problem. In the literature we find algorithms 19, 20 that have been devised to separate diffuse and specular components on the basis of color (e.g., the colors of highlights are determined primarily by the color of the light source, and the object color is determined primarily by the matte component of the reflectance). The thoroughly pitted surfaces show backscatter for specular as well as for diffuse scattering on a microscale, so such algorithms would not apply here. In realistic cases we predict even more complicated interactions between body and surface reflection; Wolff 21 ap- Fig. 10 . Upper left photograph shows a hemispherical pit in a black Perspex block that was photographed by use of a polarization filter in the normal direction while illuminated with a hemispherical diffuse source (see diagram). The black dot in the middle is the lens of the camera, and the three white spots are hot spots of the diffuse light sources (in the diagram we show only two light sources). Except for the hot spots the source was a uniform luminous plane of infinite extent (the gray lines in the diagram were actually the inside of a closed hemisphere that was painted white; reflexes do the rest). The first, light-gray circle in the photograph results from rays that are reflected once, the first ring around the circle results from twice-reflected rays, the second ring results from third reflections, etc. The lower left image is a version distorted from polar to rectangular coordinates. From the latter image we determined the gray values (arbitrary measure) along each ring in the original image (scan lines in the deformed image) and averaged per column and per order of reflection (up to three). These values are depicted in the graph. The variations that are due to the polarization can be seen clearly (also visible, unfortunately, is modulation owing to the hot spots). The first order is the brightest. The higher orders are highly polarized.
proached this problem with regard to smooth dielectric surfaces and showed that even for smooth surfaces the specular and diffuse reflection components are strongly dependent on material properties, illumination, and viewing angles. The general problem is a very difficult one and is not yet fully understood. For thoroughly pitted surfaces the most salient interactions in the color domain might provide an empirical analysis tool. Such interactions are amplification of the remission spectrum of the pit in comparison with the plane that is due to multiple specular reflections (such effects can be observed in, for instance, golden or copper cups) and possible color shifts that are due to multiple reflections in the case of body scattering. 4 Because we find quite specific polarization effects as a function of illumination and viewing angles, polarization measurements might serve as an additional experimental tool to separate the specular and diffuse components.
The polarization varies with the angles of the light source and the sensor because of the orientation of the ''effective surface'' and the variations in the relative contributions of the different-order reflections. The polarization function that is due to the pitted surface structure might be an additional explanation for effects observed in reflectance distributions from rough-heavily crateredplanetary surfaces. [22] [23] [24] ''Negative polarization'' branches that were found in combination with backscatter peaks in the reflectance distributions of, for instance, the moon were ascribed to (combined) effects of coherent backscatter (an interaction of constituent structural elements in the light-scattering process), double-reflected rays, and ''shadow hiding'' (the effect whereby shadows are masked in backscatter conditions). The reflectance of pitted surfaces that was calculated in this paper integrates in one theory the effects of double (and more) reflections and shadowing. We found co-occurrence of backscatter and polarization effects that are due to geometrical effects and multiple scatterings (that were assumed to randomize the polarization 22 ) that will apply even to the darkest samples (the findings for these bodies were an important argument for accepting the theory of ''coherent backscatter'').
The main challenge that we face now is to find out how to combine the locally specular thoroughly pitted surface model that was described in this paper and the locally Lambertian model described earlier 4 in order to describe natural pitted surfaces. The main features of the theoretically derived BRDFs were retro-or forward-reflection peaks for locally specular surfaces and diffuse and retroreflection lobes for the diffuse case. Arbitrary combinations of such characteristics can be found for surfaces with concavities of various apertures, local scattering characteristics, and remission spectra. We therefore conclude that the thoroughly pitted surface model describes a wide range of (spectral) reflectance distributions with backscatter, diffuse, and forward-scattering modes.
APPENDIX A: POLARIZATION OF THE SCATTERED BEAM
Because the reflection coefficient for single reflection depends on the state of linear polarization of the beam, the scattered beams are typically polarized, even if the incident beam is a natural (unpolarized) one. Any ray is reflected some finite number of times n at an angle of incidence . Then the degree of polarization of the scattered beam for natural incident radiation is
with
where sin ϭ sin , with the index of refraction of the material. For the case of pure backscatter and normal incidence, we have ϭ (n Ϫ 1)/2n, and the degree of polarization becomes a simple function of n. We find that the large majority of scattered rays are strongly polarized because of multiple Fresnel reflections. The first order is unpolarized, but the second order is already 98% polarized (for ϭ 1.5), and the higher orders are more than 99% polarized (for ϭ 1.5). However, the total scattered beam is again unpolarized (as is indeed evident from the symmetry of the problem) because the various polarized rays are polarized in different planes.
In the generic case the contributions of the various scattered rays do not cancel each other out completely, and the scattered beam is polarized. We approximated this problem for pure backscatter and incidence at an angle . The backscattered rays in the case of normal incidence come from concentric circles with radii n ϭ cos(/2n) for the nth-order reflections. If the illumination and viewing angles are , the backscattered rays will be confined to an elliptical area with a short axis of cos and a long axis of 1 (see Fig. 11 ). The nth-order reflections will form a full circle if the radius of the circle is Fig. 11 . On the left is a representation of the backscattered beam. The circles represent the second, third, fourth, . . . reflections (the first-order reflection is a point in the center of the circles). The interior of the ellipse indicates the part of the texture that would be visible if the illumination and viewing angle were shallow. The ellipse has a long axis of 1 and a short axis that is equal to the cosine of the viewing (and illumination) angle. The angles (here drawn only for the second-order reflections) define the parts of the circles that are visible. Basically, in the case of backscatter conditions, integration of the Fresnel reflections over these angles gives us the degree of linear polarization of the beam as a function of the elevation. The result is shown in the graph on the right.
smaller than the short axis of the ellipse, such that the order up to which circular contributions exist is The angle of incidence for the nth-order reflection is the same as for the case of normal incidence and viewing, that is, ϭ ͓(n Ϫ 1)͔/2n. All contributions finally add up to
In Fig. 11 we show the degree of polarization for pure backscatter as a function of the angle with respect to normal on the nominal plane.
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