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ABSTRACT
Computing a basis for the exponent lattice of algebraic numbers is
a basic problem in the field of computational number theory with
applications to many other areas. The main cost of a well-known
algorithm [5, 8] solving the problem is on computing the primi-
tive element of the extended field generated by the given algebraic
numbers. When the extended field is of large degree, the problem
seems intractable by the tool implementing the algorithm. In this
paper, a special kind of exponent lattice basis is introduced. An im-
portant feature of the basis is that it can be inductively constructed,
which allows us to deal with the given algebraic numbers one by
one when computing the basis. Based on this, an effective frame-
work for constructing exponent lattice basis is proposed. Through
computing a so-called pre-basis first and then solving some lin-
ear Diophantine equations, the basis can be efficiently constructed.
A new certificate for multiplicative independence and some tech-
niques for decreasing degrees of algebraic numbers are provided
to speed up the computation. The new algorithm has been imple-
mented withMathematica and its effectiveness is verified by testing
various examples. Moreover, the algorithm is applied to program
verification for finding invariants of linear loops.
Categories and Subject Descriptors
I.1.2 [Computing Methodologies]: Symbolic and Algebraic Ma-
nipulation—Algebraic Algorithms
General Terms
Algorithms, Theory
Keywords
Exponent Lattice Basis, Multiplicative dependence, Multiplicative
relation, Diophantine equation, Algebraic number
1. INTRODUCTION
For x = (x1, . . . ,xn)
T∈ (Q∗)n, where Q denotes the set of al-
gebraic numbers, vectors α = (k1, . . . ,kn)
T∈ Zn satisfying xα=
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$15.00.
x
k1
1 x
k2
2 · · ·xknn = 1 form an exponent lattice, which accepts a basis
since Z is Noetherian. Computing that basis is a significant prob-
lem from both practical and theoretical points of view.
Exponent lattice has various applications. For example, based on
computing exponent lattice, an algorithm was proposed to compute
the Zariski closure of a finitely generated group of invertible matri-
ces in [4], the growth behavior when k→∞ of rational linear recur-
rence sequence was studied in [1], the problem of finding integers
k1, . . . ,kn s.t. G
k1
1 · · ·G knn is a rational function for G−solutions G j
in [3] could be solved, also an algorithm was provided to compute
the ideal of algebraic relations among C-finite sequences in [9]. A
class of loop invariants called L-invariants introduced in [12] are
closely related to exponent lattice: each vector in the lattice corre-
sponds to an L-invariant. Moreover Theorems 3 and 5 in [13] show
that a part of the invariant ideal of a linear loop is exactly the lattice
ideal defined by the exponent lattice. The lattice ideal accepts a set
of finite generators corresponding to a Markov basis of the lattice
which can be computed from the usual basis by the method in [6].
The first result leading to the computability of the exponent lat-
tice basis was presented in [14], which bounds a basis of the lattice
inside a box that contains finitely many vectors, allowing one to
do exhaustive search inside the box to obtain a basis of the lattice.
A more efficient algorithm to solve this problem was proposed in
[5]. It is redescribed in [8] §7.3 and implemented as a Mathematica
package FindRelations.
According to [8], “the runtime is usually negligible compared to
the time needed for computing the primitive element”. That means
FindRelations usually takes much time to compute a primitive el-
ement of the extended field generated by the given algebraic num-
bers. When degree of the extended field is slightly large, the func-
tion tends to fail to return an answer within one hour. In this paper,
a special kind of exponent lattice basis is introduced. An impor-
tant feature of the basis is that it can be inductively constructed,
which allows us to deal with the given algebraic numbers one by
one when computing the basis. Based on this, an effective frame-
work for constructing exponent lattice basis is proposed. Through
computing a so-called pre-basis first and then solving some lin-
ear Diophantine equations, the basis can be efficiently constructed.
A new certificate for multiplicative independence and some tech-
niques for decreasing degrees of algebraic numbers are provided to
speed up the computation.
The paper is organized as follows. Section 2 introduces basic
conceptions used throughout the paper. The main result on con-
structing a basis of the lattice (Theorem 3.3) and a certificate for
multiplicative independence (Theorem 3.9) are given in Section 3.
Main algorithms computing the pre-basis and the basis are then
presented in Section 4. Section 5 devotes to design algorithms de-
creasing degrees of algebraic numbers. Experiments are carried out
and an application to compute invariant ideal of linear loops is il-
lustrated in Section 6. Finally, the paper is concluded in Section
7.
2. DEFINITIONS AND CONCEPTIONS
Definition 2.1. A sequence {xi}ni=1 ⊂ Q
∗
is multiplicatively de-
pendent (dependent for short) if there are integers k1, . . . ,kn not all
zero such that x
k1
1 · · ·xknn = 1, otherwise it is multiplicatively inde-
pendent (independent for short).
Note: An empty sequence ε containing no algebraic numbers is
multiplicatively independent with length(ε) = 0, and is a subse-
quence of any sequence of nonzero algebraic numbers.
Definition 2.2. For sequence {xi}ni=1 ⊂ Q
∗
, its subsequence S is
a maximal independent sequence if : (i) S is multiplicatively inde-
pendent and (ii) length(S) < n implies any supersequence T of S
with length(T)>length(S) is multiplicatively dependent.
Note: ε is a maximal independent sequence of x1, . . . ,xn iff every
x j is a root of unity.
Definition 2.3. A number a ∈ Q∗ can be pseudo-multiplicatively
represented by x1, . . . ,xn ∈ Q∗ if there are integers k1, . . . ,kn and
k 6= 0 such that ak = xk11 · · ·xknn . If n= 0, a can be pseudo-multiplica-
tively represented by ε means a is a root of unity.
Definition 2.4. The order of a root of unity a, denoted byOrder(a),
is the least positive integer so that ak = 1.
Proposition 2.5. Suppose S is a maximal independent sequence of
{xi}ni=1 ⊂ Q
∗
. Then xi can be pseudo-multiplicatively represented
by S for each i= 1, ...,n.
Lemma 2.6. Let S= {yi}mi=1 ⊂Q
∗
and T = {x j}nj=1 ⊂Q
∗
. If every
y j can be pseudo-multiplicatively represented by T and m> n, then
S is multiplicatively dependent.
Proposition 2.7. Let S and T be two maximal independent se-
quences of x1, . . . ,xn, then length(S) = length(T ).
Definition 2.8. The length of any maximal independent sequence
of {xi}ni=1 ⊂Q
∗
is called the rank of x1, . . . ,xn, denoted by rank(x).
Definition 2.9. Define Rx = {v∈Zn|xv = 1}with x=(x1, . . . ,xn)T
in (Q
∗
)n and xv = xk11 · · ·xknn if v = (k1, . . . ,kn)T . Rx is called the
exponent lattice of x. The elements of Rx\{0} are called dependent
vectors of x. A Z-independent finite set {α1, . . . ,αr} ⊂Rx is called
a basis ofRx if ∀v∈Rx,∃k1, . . . ,kr ∈Z s.t. v=∑ri=1 kiαi, where Z-
independent means ℓ1α1+ · · ·+ ℓrαr = 0 implies ℓ1 = · · ·= ℓr = 0
for integers ℓ1, . . . , ℓr .
3. MAIN RESULTS
3.1 Main Theorems for Constructing a Basis
For a vector v = (z1, . . . ,zn)
T ∈ Cn, if 1 ≤ k ≤ n, denote v|k =
(z1, . . . ,zk)
T and v(k) the coordinate of v indexed by k. Denote
[ j] = {1, . . . , j} for integer j ≥ 1. Set I ⊂ [n], denote by ZI the
lattice consists of all integer vectors whose coordinates are indexed
by I. In addition, we simplify the notation Z[ j] to Z j . For any
two subsets I ⊂ J ⊂ [n], each vector in ZI is considered to be a
vector inZJ with extra coordinates, indexed by J\I, equal to 0. This
ambiguity does not lead to any troubles but brings us convenience.
For x = (x1, . . . ,xn)
T∈ (Q∗)n and v ∈ ZI , define xv = ∏i∈I xv(i)i .
This value remains the same if one considers v to be a vector in ZJ ,
for any J ⊃ I, and computes as xv = ∏ j∈J xv( j)j .
Definition 3.1. For x ∈ (Q∗)n and each j ∈ [n], define (i) V j =
{v ∈ Z j|v( j) > 0, xv = 1}, (ii) J = { j ∈ [n]|V j 6= /0}, (iii) min j =
minv∈V j v( j) and (iv) V˜ j = {v ∈ V j|v( j) = min j} for each j ∈ J.
Then V˜ j 6= /0 for any j ∈ J. A set of vectors of the form {u j} j∈J ,
where u j ∈ V˜ j for each j ∈ J, is called a set of basis vectors.
The name is justified by Theorem 3.3 that is to come.
Proposition 3.2. ∀ j ∈ J, ∀v ∈V j ,min j = u j( j) divides v( j).
Proof. Write v j( j) = q ·min j + r, where 0 ≤ r < min j . Assume
that 0< r <min j, then (v j−qu j)( j) = r > 0 and (v j−qu j) ∈V j .
Then r <min j contradicts Definition 3.1 (iii).
In the following, we fix a certain set of basis vectors {u j} j∈J
defined in Definition 3.1. Define inductively n+ 1 sets of integer
vectors as follows:
B0 = /0,
B j =
{
B j−1, ifV j = /0,
B j−1∪{u j}, ifV j 6= /0,
(3.1)
for each j ∈ [n]. We have the following main theorem:
Theorem 3.3. Consider Bn to be a subset ofZ
n, then Bn = {u j} j∈J
is a basis of the exponent lattice Rx.
Proof. If Bn = /0, then Rx = {0} and the conclusion holds. De-
fine Tail(v) = max{i ∈ [n]|v(i) 6= 0}. We use induction on Tail(v)
to prove that ∀v ∈ Rx\{0},v ∈ span(Bn). If Tail(v) = 1, x1 is a
root of unity and Order(x1)|v(1). Thus v(1) ∈ span{u1} ⊂ Bn.
Suppose Tail(v) = k ≥ 2 and ∀v (v ∈ Rx ∧ Tail(v) < k) ⇒ v ∈
span(Bn). Then by Proposition 3.2, uk(k) divides |v(k)|. Let v˜ =
v− v(k)
uk(k)
· uk ∈Rx, then Tail(v˜) < k. Therefore v˜ ∈ span(Bn) and
v= v˜+v(k)/uk(k) ·uk ∈ span(Bn). Moreover, the vectors in Bn are
obviously Z-independent.
Theorem 3.3 indicates how one constructs inductively a basis of
Rx. The point is to compute u j . Before that, we digress a little to
see the main idea to obtain a maximal independent sequence of the
numbers x1,x2, . . . ,xn.
Set:
S0 = ε,
S j =
{
S j−1, if S j−1,x j is dependent,
S j−1,x j, if S j−1,x j is independent,
(3.2)
for each j ∈ [n]. Here S j−1,x j is the sequence obtained by attatch-
ing x j to the tail of the sequence S j−1. The sequence ε,x j, for
instance, means x j . Also we define for j ∈ [n]:
I0 = /0,
I j =
{
I j−1, if S j−1,x j is dependent,
I j−1 ∪{ j}, if S j−1,x j is independent.
(3.3)
Theorem 3.4. Sn is a maximal independent sequence of x1, . . . ,xn.
The following proposition connects Theorem 3.3 and 3.4.
Proposition 3.5. V j 6= /0⇔ the sequence S j−1,x j is dependent.
Proof. “⇒”: Set v = (−k1,−k2, . . . ,−k j−1,k j)T∈ V j , s.t. k j > 0
and xv = 1, thus x
k j
j = x
k1
1 x
k2
2 · · ·x
k j−1
j−1 . Set S j−1to be xi1 ,xi2 , · · · ,xim ,
as defined in (3.2). By Theorem 3.4 and Proposition 2.5, each of
x1, . . . ,x j−1 can be pseudo-multiplicatively represented by S j−1:

x
r1
1 = x
a11
i1
· · ·xam1im ,
...
x
r j−1
j−1 = x
a1, j−1
i1
· · ·xam, j−1im ,
where r1,r2, . . . ,r j−1 ∈ Z∗, ast ∈ Z, for s ∈ [m], t ∈ [ j−1]. Define
Π = r1r2 · · ·r j−1 and pit = Π/rt , then
x
Π·k j
j = x
Π·k1
1 x
Π·k2
2 · · ·x
Π·k j−1
j−1
= xr1·k1·pi11 x
r2·k2·pi2
2 · · ·x
r j−1·k j−1·pi j−1
j−1
= (xa11i1 · · ·x
am1
im
)k1·pi1 · · ·(xa1, j−1i1 · · ·x
am, j−1
im
)k j−1·pi j−1
with Π · k j 6= 0, thus the sequence S j−1,x j is dependent.
“⇐”: Since S j−1 is multiplicatively independent, S j−1 is a max-
imal independent sequence of S j−1,x j . According to Proposition
2.5, x j can be pseudo-multiplicative represented by S j−1: xlj =
x
l1
i1
· · ·xlmim with 0 6= l, l1, . . . , lm ∈ Z. Define v ∈ ZI j−1∪{ j} by v(is) =
ls, for s ∈ [m] and v( j) =−l. Then v or −v ∈V j , hence V j 6= /0.
Proposition 3.5 implies that
(|B j|− |B j−1|)+(length(S j)− length(S j−1)) = 1
for any j, thus |Bn| − |B0|+ length(Sn)− length(S0) = n. Now
|Bn|= rank(Rx) by Theorem 3.3, length(Sn) = rank(x) by Theo-
rem 3.4 and |B0|= length(S0) = 0, thus rank(Rx)+rank(x) = n.
We obtain the following theorem.
Theorem 3.6. For x ∈ (Q∗)n, rank(Rx)+rank(x) = n.
Note that I j−1 ∪ { j} ⊂ [ j], thus ZI j−1∪{ j} ⊂ Z j by convention.
Define a subset of V j :
U j =V j ∩ZI j−1∪{ j} (3.4)
for j ∈ [n]. It is clear, from the “⇐” part of the proof of Proposi-
tion 3.5, that U j 6= /0 whenever the sequence S j−1,x j is dependent.
Indeed, the vector v or −v constructed there is in U j . Conversely,
ifU j 6= /0, any vector inU j provides a dependent vector for the se-
quence S j−1,x j. Hence U j 6= /0 iff the sequence S j−1,x j is depen-
dent, which is equivalent toV j 6= /0. One sees { j ∈ [n] |U j 6= /0}= J
(Definition 3.1 (ii)).
Definition 3.7. A set of vectors of the form {w j} j∈J , where w j ∈U j
for each j ∈ J, is called a set of pre-basis vectors.
In the following, we fix a certain pre-basis {w j} j∈J . Since w j ∈
U j ⊂V j , u j( j) divides w j( j) by Proposition 3.2.
3.2 A Certificate for Multiplicative Indepen-
dence
The degree of an algebraic number a is denoted by deg(a).
Definition 3.8. A sequence {xi}ni=1 ⊂ Q
∗
is called degenerate if
[Q[x1,x2, . . . ,xn] :Q]< ∏
n
i=1 deg(xi), otherwise non-degenerate.
Theorem 3.9. If {xi}ni=1⊂Q
∗
is non-degenerate and ∏i∈[n] x
ki
i = 1
for integers k1,k2, · · · ,kn, then ∀i ∈ [n], xkii ∈Q.
Proof. Suppose deg(xi) = di for i ∈ [n]. The non-degenerate con-
dition implies that the set {xl11 xl22 · · ·xlnn |∀i ∈ [n], 0 ≤ li ≤ di−1} is
a basis of the Q-linear space Q[x1,x2, . . . ,xn]. For each i ∈ [n], a
basis of theQ-linear space Q[xi] is {1,xi,x2i , . . . ,xdi−1i }. Expanding
x
ki
i along that basis we obtain:
x
ki
i = ai0+ai1xi+ai2x
2
i + · · ·+ai,di−1xdi−1i , (3.5)
where ai j ∈Q, i ∈ [n], j+1 ∈ [di]. Then ∏i∈[n] xkii = 1 means:
∑
∀i∈[n], 0≤li≤di−1
a1l1a2l2 · · ·anlnxl11 xl22 · · ·xlnn = 1. (3.6)
Since {xl11 xl22 · · ·xlnn |∀i ∈ [n], li + 1 ∈ [di]} is a basis, two sides of
(3.6) have exactly the same coefficients, i.e.{
a10a20 · · ·an0 = 1,
a1l1a2l2 · · ·anln = 0, if ∃i ∈ [n], li > 0,
(3.7)
Consider ai j ∈Q with i ∈ [n], j ∈ [di−1], then a10a20 · · ·ai−1,0ai j·
ai+1,0 · · ·an0 = 0 by the 2nd equality of (3.7). Thus ai j = 0 follows
from the 1st equality of (3.7). Then (3.5) is reduced to xkii = ai0 ∈
Q.
Definition 3.10. Nonzero algebraic number a is a root of rational
if ∃k ∈ Z,k > 0,ak ∈ Q. The smallest such k is the rational order
of a, denoted by Rorder(a). For a not a root of rational, define
Rorder(a) = 0. For convenience, define R(a) = aRorder(a).
Note: If aℓ ∈Q for integer ℓ, then Rorder(a) divides ℓ.
Corollary 3.11. If x1, . . . ,xn satisfy non-degenerate condition in
Definition 3.8 and none of them is a root of rational, then x1, . . . ,xn
are multiplicatively independent.
Proof. Set xk11 · · ·xknn = 1 for integers k j. By Theorem 3.9, ∀i ∈ [n],
x
ki
i ∈Q. Since xi is not a root of rational, ki = 0,∀i ∈ [n].
More generally, set
P= {i ∈ [n] | xi is a root of rational}= {i1, i2, . . . , is}. (3.8)
Suppose the non-degenerate condition holds, then ∏i∈[n] x
ki
i = 1
implies ki = 0 for i /∈ P. The problem is reduced to solving the
equation x
ki1
i1
x
ki2
i2
· · ·xkisis = 1. In fact, xi1 ,xi2 , . . . ,xis are dependent iff
R(xi1),R(xi2 ), . . . ,R(xis) (Definition 3.10) are. More generally, for
each i ∈ [n], let x1/qii be a certain qi-th root of xi. Formally define
x
pi/qi
i = (x
1/qi
i )
pi , for integers qi > 0, pi 6= 0, then
Proposition 3.12. x
p1/q1
1 ,x
p2/q2
2 , . . . ,x
pn/qn
n are multiplicatively de-
pendent⇔ x1,x2, . . . ,xn are multiplicatively dependent.
Proof. “⇐”: Set (k1,k2, . . . ,kn)T ∈ Zn\{0} and xk11 xk22 · · ·xknn = 1.
Define p= p1p2 · · · pn and p˜i = p/pi, then p= pi p˜i and
(xk11 x
k2
2 · · ·xknn )p = xp1 p˜1k11 xp2 p˜2k22 · · ·xpn p˜nknn = 1.
Thus (x
p1/q1
1 )
q1 p˜1k1(x
p2/q2
2 )
q2 p˜2k2 · · ·(xpn/qnn )qn p˜nkn = 1. Since ∃i ∈
[n],ki 6= 0,qi > 0 and p˜i 6= 0, qi p˜iki 6= 0. We find a dependent vector
for x
p1/q1
1 ,x
p2/q2
2 , . . . ,x
pn/qn
n .
“⇒”: Set (k1,k2, . . . ,kn)T ∈ Zn\{0}, such that
(x
p1/q1
1 )
k1(x
p2/q2
2 )
k2 · · ·(xpn/qnn )kn = 1. (3.9)
Define q = q1q2 · · ·qn and q˜i = q/qi , then q = qiq˜i. Taking power
to q for both sides of (3.9), we have
(x
1/q1
1 )
q1q˜1p1k1(x
1/q2
2 )
q2q˜2p2k2 · · ·(x1/qnn )qnq˜npnkn = 1.
Thus x
q˜1p1k1
1 x
q˜2p2k2
2 · · ·xq˜n pnknn = 1. Suppose ki 6= 0 for an i ∈ [n].
Note that q˜i > 0 and pi 6= 0, thus q˜ipiki 6= 0. We obtain a dependent
vector for x1, . . . ,xn.
In the proof of Proposition 3.12, from a dependent vector for
any x
p1/q1
1 ,x
p2/q2
2 , . . . ,x
pn/qn
n , one recovers a dependent vector for
the original numbers x1,x2, . . . ,xn. In particular, one recovers a
dependent vector for {xi}i∈P (defined in (3.8)) from a dependent
vector forR(xi1 ),R(xi2), . . . ,R(xis ), which are all rational numbers.
Computing multiplicatively dependent vectors for rational numbers
is equivalent to solving linear Diophantine equations. We show this
in the following by an example.
Example 3.13. Set x1 =
21
4 ,x2 =
27
50 ,x3 =
245
32 ,x4 =
16
7 . We solve
the equation x
k1
1 x
k2
2 x
k3
3 x
k4
4 = 1 with unknown integers ki. One factors
those rationals and collects factors sharing a same base:
1= xk11 x
k2
2 x
k3
3 x
k4
4
=
(
21
4
)k1 ·( 2750
)k2 ·( 24532
)k3 ·( 167
)k4
=
(
3·7
22
)k1 ·( 33
2·52
)k2 ·( 5·72
25
)k3 ·( 247
)k4
= 2−2k1−k2−5k3+4k4 ·3k1+3k2 ·5−2k2+k3 ·7k1+2k3−k4 .
(3.10)
By the fundamental theorem of arithmetic, any vector (l1, . . . , l4)
T
in Z4\{0} satisfies 2l13l25l37l4 6= 1. Hence (3.10) is equivalent to

−2k1 − k2 − 5k3 + 4k4 = 0,
k1 + 3k2 = 0,
− 2k2 + k3 = 0,
k1 + 2k3 − k4 = 0,
which has a unique solution 0. Hence x1,x2,x3,x4 are multiplica-
tively independent.
4. MAIN ALGORITHMS
4.1 Preprocess for Algebraic Numbers
There are three ways to reduce the degrees of the algebraic num-
bers that we are going to deal with. First, we use a function RootO-
fUnityTest to decide whether a nonzero algebraic number is a root
of unity and return its order if it is. Second, RootOfRationalTest
in Algorithm 5 is a function to decide whether a nonzero alge-
braic number is a root of rational and return its rational order. Fi-
nally, the function DegreeReduction in Algorithm 6 is developed
in order that for a given a ∈ Q∗, one finds an integer q ≥ 1 s.t.
deg(aq) =mink∈Z,k≥1deg(ak) and the minimal polynomial of aq.
Definition 4.1. The reduced degree of a∈Q∗ is defined by rdeg(a)
=mink∈Z,k≥1deg(ak). The set of reducing exponents of a is given
by Rexp(a) = {q ∈ Z∗|deg(aq) = rdeg(a)}. We say a is degree
reducible if rdeg(a)< deg(a), otherwise degree irreducible.
Example 4.2. Set a = (
√
5− 2)e pi
√−1
3 with minimal polynomial
f (t) = t4+ 4t3 + 17t2− 4t + 1. Then deg(a3) = 2 < 4 = deg(a).
Hence a is degree reducible.
We permute algebraic numbers x1,x2, . . . ,xn as follows
xT = (x1, . . . ,xn) = (α1, . . . ,αr,β1, . . . ,βs,γ1, . . . ,γm) (4.1)
s.t. {α}ri=1 are roots of unity, {β}si=1 are roots of rational but none
of which is a root of unity and none of {γ}mi=1 is a root of rational.
Suppose we find pi ∈ Rexp(γi), pi ≥ 1 for i ∈ [m]. Then we deal
with (reduced) algebraic numbers:
(y1, . . . ,yn) = (11, . . . ,1r ,R(β1), . . . ,R(βs),γ
p1
1 · · · ,γ pmm ). (4.2)
Set γ˜i = γ
pi
i , then none of {γ˜i}mi=1 is a root of rational. And assume
that {γ˜i}ti=1, for some t ≤ m, satisfy the non-degenerate condition
in Definition 3.8. Here we ensure the non-degenerate condition
by checking the equality deg(γ˜1 + γ˜2 + · · ·+ γ˜t) = ∏ti=1 deg(γ˜i).
By Corollary 3.11, {γ˜}ti=1 are multiplicatively independent. More
generally, we have the following observation:
Proposition 4.3. Suppose {δi}li=1 ⊂ {R(βi)}si=1 is a multiplica-
tively independent sequence. Algebraic numbers γ˜1, . . . , γ˜t satisfy
the non-degenerate condition, none of which is a root of rational.
Then the sequence δ1, . . . ,δl , γ˜1, . . . , γ˜t is multiplicatively indepen-
dent.
Proof. Since δi are rational, δ1, . . . ,δl , γ˜1, . . . , γ˜t satisfy the non-
degenerate condition. Set δ k11 · · ·δ kll γ˜m11 · · · γ˜mtt = 1 with integer ex-
ponents. Then γ˜mii ∈ Q by Theorem 3.9. Since γ˜i is not a root
of rational, mi = 0 for i ∈ [t]. Then δ k11 · · ·δ kll = 1 with δ1, . . . ,δl
multiplicatively independent, so ki = 0 for i ∈ [l].
Algorithm 1 is the main algorithm of this paper, its key parts
are Algorithm 2 (GetPreBasis) and Algorithm 3 (PreBasis2Basis).
The function Isomorphism in Step 7 is given by Algorithm 4.
Algorithm 1: GetBasis
Input: Nonzero algebraic numbers x= (x1,x2, . . . ,xn)
T .
Output: {Basis, I}; Basis is a basis of Rx (Definition 2.9);
I ⊂ [n] indexes a maximal independent sequence.
1 Preprocess (x1,x2, . . . ,xn) to obtain: x in (4.1),(yi)
n
i=1 in (4.2),{
Order(αi)
}r
i=1
,
{
Rorder(βi)
}s
i=1
and
{
pi ∈ Rexp(γi)
}m
i=1
;
2 {PreBasis, I}= GetPreBasis(
(yi)
n
i=1,{Order(αi)}ri=1,{Rorder(βi)}si=1,{pi}mi=1
)
;
3 J = [n]\I;
4 if (J == /0) {Return { /0, [n]};} endif
5 Set J = { j1, j2, · · ·}, j1 < j2 < · · · , PreBasis= {w j1 ,w j2 , · · ·};
6 g=GCD(w j1(1),w j1(2), . . . ,w j1( j1));
7 a= Isomorphism(x,w j1/g,g); u j1 = w j1/GCD(a,g); (4.3)
8 Basis= {u j1};
9 for (k = 2,3, . . . , |J|) do
10 u jk = PreBasis2Basis(w jk ,x,u j1 ,u j2 , . . . ,u jk−1 );
11 Basis= Basis∪{u jk};
12 end
13 Since algebraic numbers are permuted in (4.1), re-express each
u j and I in the original indices;
14 Return {Basis, I}
4.2 Constructing a Set of Pre-Basis Vectors
In the following, all of B j,S j, I j,V j,U j,J,V˜ j,min j,u j,w j are de-
fined for x in (4.1) instead of x = (x1, . . . ,xn)
T . We introduce Al-
gorithm 2 to compute J (Definition 3.1 (ii)) and extract pre-basis
vectors w j ∈U j (Definition 3.7) for each j ∈ J, as preparation for
computing a basis {u j} j∈J . Moreover, the set I in Algorithm 2 is
successively equal to I0, I1, . . . , In defined in (3.3) as the algorithm
runs. Algorithm 2 deals with algebraic numbers in (4.2) while re-
turning dependent vectors w j for x in (4.1). This is by recovering
technique mentioned in the proof of Proposition 3.12. Algorithm
2 works in the spirit of formula (3.3). Moreover, a dependent vec-
tor w j is obtained if the multiplicative dependence condition holds
in (3.3). Steps 2-5 deal with those roots of unity, while Steps 6-
15 process roots of rational. Step 16 adds those numbers of non-
degenerate property to the set I by Proposition 4.3. Finally, Steps
17-26 cope with the rest numbers that are not root of unity and
failed in the non-degenerate condition test. For designing the func-
tion DecideDependence, we need results in [15, 11, 14]. Theorem
1 of [15], Theorem 3 of [11] and Theorem Gm of [14] are of the
same form as follows:
Theorem 4.4. Set x∈ (Q∗)n to be multiplicatively dependent, then
there is an efficiently computable number bnd s.t. ∃v ∈ Rx\{0},
‖v‖∞ ≤ bnd.
The number bnd is given by corresponding theorems in [15, 11,
14]. Other similar theorems can be found in [10, 17, 18]. By
definition S j−1 is multiplicatively independent. If the sequence
S j−1,x j is multiplicatively dependent, by Theorem 4.4 it follows
that ∃v ∈ ZI j−1∪{ j}\{0}, s.t. xv = 1,‖v‖∞ < bnd and v( j) > 0.
Function DecideDependence accepts a sequence of nonzero alge-
braic numbers b1,b2, . . . ,bι ,bι+1, with{b j}ιj=1 multiplicatively in-
dependent, as its input. By exhaustive search in the box defined
by bnd, DecideDependence returns {True,v} if it finds a depen-
dent vector v, {False,0} otherwise. DecideDependence can be
replaced by the function FindRelations in [8] §7.3 which accepts
an x ∈ (Q∗)n as its input and returns a basis of Rx. In this case, it
returns one basis vector or /0.
Algorithm 2: GetPreBasis
Input: Pre-processed algebraic numbers in (4.2);{
Order(αi)
}r
i=1
,
{
Rorder(βi)
}s
i=1
,
{
pi ∈ Rexp(γi)
}m
i=1
in (4.1).
Output: {PreBasis, I};
Pre-basis {w j} j∈J (Definition 3.7) and J (Definition 3.1 (ii));
I ⊂ [n] indexes a maximal independent sequence of x.
1 J = /0; I = /0; j = 1; PreBasis= /0;
2 for ( j = 1,2, . . . ,r) do
3 J = J∪{ j}; w j = (01,02, . . . ,0 j−1,Order(α j))T ;
4 PreBasis= PreBasis∪{w j};
5 end
6 if (s> 0) {I = I∪{r+1};} endif
7 for ( j = r+2,r+3, . . . ,r+ s) do
8 Solve D : ∏i∈I∪{ j} y
ki
i == 1∧ k j > 0, with unknown
vector (ki)i∈I∪{ j} by the method in Example 3.13;
9 if (D has no solutions ) {I = I∪{ j}; Continue;} endif
10 J = J∪{ j};
11 for (i ∈ I∪{ j}) do
12 w j(i) = Rorder(βi−r) ·w j(i);
13 end
14 PreBasis= PreBasis∪{w j};
15 end
16 I = I∪{r+ s+1,r+ s+2, . . . ,r+ s+ t};
17 for ( j = r+ s+ t+1, . . . ,n−1,n) do
18 {Depnd,w j}=DecideDependence
({yi}i∈I ,y j);
19 if (I = /0∨Depnd = False) {I = I∪{ j}; Continue;} endif
20 J = J∪{ j};
21 for (each i ∈ I∪{ j}) do
22 if (i≤ r+ s) {w j(i) = Roder(βi−r) ·w j(i);}
23 else {w j(i) = pi−r−s ·w j(i);} endif
24 end
25 PreBasis= PreBasis∪{w j};
26 end
27 Return {PreBasis, I}
4.3 Recovering Basis from Pre-Basis
We recover a basis {u j} j∈J (Definition 3.1) from the pre-basis
{w j} j∈J (Definition 3.7). Algorithm 2 obtains J = { j ∈ [n] | V j 6=
/0} = { j ∈ [n] |U j 6= /0} on which u j and w j are defined. We com-
pute u j inductively. That is, if J = { j1, j2, . . . , jr} then we compute
u j2 based on u j1 , compute u j3 based on u j1 and u j2 , and so forth.
4.3.1 Recovering a Basis Vector
To begin with, we need the first basis vector u j1 . By Theorem
3.3, w j1 = τu j1 for an integer τ > 0. Set g=GCD(w j1(1),w j1(2),
. . . ,w j1( j1)). Consider w˜ = w j1/g, then u j1 = kw˜ for an integer
k > 0. By the definition of u j , k =minK, where K = {q ∈ Z | q >
0,xq·w˜ = 1}. Noting that (xw˜)g = xw j1 = 1, we compute by Algo-
rithm 4 an integer 0≤ a< g s.t. xw˜ = e2api
√−1/g. Then xq·w˜ = 1⇔
g|q ·a. Thus
K = {q ∈ Z | q> 0,qa is a multiple of g}
= {q ∈ Z | q> 0,qa is a common multiple of a and g}.
Hence if a > 0, minK = LCM(a,g)/a = g/GCD(a,g). If a = 0
then xw˜ = 1 and minK = 1= g/GCD(a,g). In a nutshell
u j1 = g/GCD(a,g) · w˜= w j1/GCD(a,g). (4.3)
Suppose u j1 , . . . ,u jk are obtained, we compute a vector in V˜ jk+1
(Definition 3.1 (iv)) to be u jk+1 . Set τ = w jk+1( jk+1)/min jk+1∈ Z
and Λ = {λ ∈ [w jk+1( jk+1)]|λ divides w jk+1( jk+1)}. For each λ ∈
Λ, define an equation
Eλ :


v( jk+1) =
w jk+1 ( jk+1)
λ
(a)
w¯ jk+1 −λ v¯ =
k
∑
ι=1
qιu jι (b)
xv = 1 (c)
(4.4)
with v ∈ Z jk+1 unknown vector and qι unknown integers. Here
v = v|( jk+1 − 1) and w jk+1 = w jk+1 |( jk+1 − 1) are defined at the
beginning of §3.1.
Proposition 4.5. For λ ∈ Λ, the following conditions are equiva-
lent : (i) there are integers {qι}kι=1, s.t. {v,qι} is a solution to Eλ ,
(ii) v ∈V jk+1and v( jk+1) = w jk+1( jk+1)/λ .
Proof. (i)⇒ (ii) is trivial. Suppose (ii) holds, then so do (4.4a) and
(4.4c). Since (w jk+1 −λv)( jk+1) = 0,(w jk+1 −λv) ∈Rx|( jk+1−1) =
span{u j1 ,u j2 , . . . ,u jk} by Theorem 3.3. So (4.4b) holds for some
q1,q2, . . . ,qk ∈ Z, thus (i) follows.
Consider Proposition 4.5 when λ = τ ∈ Λ. Since V˜ jk+1 6= /0, any
v ∈ V˜ jk+1 satisfies condition (ii). Thus v satisfies condition (i) as
well. So Eτ has a solution. Define Λ˜ = {λ ∈Λ |Eλ has a solution}
and λm =max Λ˜, we indicate that τ = λm.
Proposition 4.6. Set λm =max Λ˜, then λm = τ =
w jk+1 ( jk+1)
min jk+1
. Each
solution to Eλm can be projected to a vector in V˜ jk+1 .
Proof. Since Eλm has a solution, by Proposition 4.5, ∃v ∈ V jk+1
s.t. v( jk+1) =w jk+1( jk+1)/λm. Thenmin jk+1 ≤w jk+1( jk+1)/λm by
Definition 3.1 (iii). This is τ ≥ λm. Since Eτ has a solution, τ ∈ Λ˜.
Hence τ ≤ λm. Suppose {v,qι} is a solution to Eλm . By Proposi-
tion 4.5 its projection v ∈ V jk+1 and v( jk+1) = w jk+1 ( jk+1)/λm =
w jk+1( jk+1)/τ =min jk+1 . Hence v ∈ V˜ jk+1 by definition.
In the spirit of Proposition 4.6, we arrange the numbers in Λ
decreasingly as: λ (1) > λ (2) > · · · . Then we solve a sequence of
equations in the order: Eλ (1) ,Eλ (2) , · · · . We stop as soon as some
Eλ (i) has a solution (otherwise we move to the next one). Since
Eλ (i) is the first set of equations to have a solution, λ
(i) = λm. Any
solution to Eλ (i) can be projected to a vector in V˜ jk+1 , which we take
as the value of u jk+1 .
4.3.2 Solving the Equation Eλ
First, solve the linear Diophantine equation (4.4b). If (4.4b) has
no solutions, then neither has Eλ . Suppose (4.4b) has general solu-
tion:(
L
Q
)
=
(
L0
Q0
)
+ z1
(
L1
Q1
)
+ · · ·+ zs
(
Ls
Qs
)
(4.5)
where Li ∈ Z jk+1−1, Qi ∈ Zk and zi are any integers. L gives the
value of v while Q gives the value of the vector (q1,q2, . . . ,qk)
T .
Moreover, 

w jk+1 −λL0 =
k
∑
ι=1
Q0(ι)u jι ,
−λLi =
k
∑
ι=1
Qi(ι)u jι , for i ∈ [s].
(4.6)
That is, (LT0 ,Q
T
0 )
T is a solution to (4.4b) and (LTi ,M
T
i )
T form a
basis of the solution lattice to the homogeneous version of (4.4b).
We concern ourselves with the problem whether there are inte-
gers z1,z2, . . . ,zs s.t. while taking v = (L
T ,w jk+1( jk+1)/λ )
T as in
(4.5), (4.4c) holds. If there are, then Eλ has a solution, otherwise it
has not. In fact
xv = xL0+z1L1+···+zsLs · xw jk+1 ( jk+1)/λjk+1
= xz1L1 · · ·xzsLs · (xL0xw jk+1 ( jk+1)/λjk+1 ).
Since xu jι = 1, it follows from the 1st equation of (4.6) that xλL0 =
x
w jk+1 . Moreover, xw jk+1 · xw jk+1 ( jk+1)jk+1 = 1 by definition, one obtains
(
xL0x
w jk+1 ( jk+1)/λ
jk+1
)λ
= xλL0x
w jk+1 ( jk+1)
jk+1
= xw jk+1 x
w jk+1 ( jk+1)
jk+1
= 1.
For Li, i ∈ [s], using the 2nd equation of (4.6), we have (xLi)λ =
xλLi = 1. Now we observe that
Γ0 = x
L0 x
w jk+1 ( jk+1)/λ
jk+1
and Γi = x
Li , i ∈ [s] (4.7)
are roots of the equation Γλ − 1 = 0. By using Algorithm 4, for
each Γi, i ∈ {0}∪[s], one obtains an integer 0 ≤ ai < λ s.t. Γi =
e2aipi
√−1/λ . The set of all roots of the equation Γλ − 1 = 0 is
isomorphic to the group Z/〈λ 〉 = {0,1, . . . ,λ − 1} with addition
modulo λ . The problem is reduced to whether there are integers
z1, . . . ,zs s.t. Γ
z1
1 Γ
z2
2 · · ·Γzss Γ0 = 1, which is equivalent to ∃p ∈ Z,
a1z1+ · · ·+aszs+a0 = pλ . (4.8)
This equation with z1, . . . ,zs, p unknown integers can be efficiently
solved. If (4.8) has no solutions, neither has Eλ . Otherwise we
get the values of zi and obtain L and Q from (4.5). Then {v =
(LT ,w jk+1( jk+1)/λ )
T ,(q1, . . . ,qk) = Q
T } is a solution to Eλ . Fi-
nally, assign u jk+1= (L
T ,w jk+1 ( jk+1)/λ )
T . We summarize all these
by Algorithm 3.
Denote a rectangle by [a,b;c,d] = {z ∈ C | a ≤ ℜ(z) ≤ b,c ≤
ℑ(z) ≤ d}, call a,b,c,d the coordinates of the rectangle [a,b;c,d].
By complex root isolation in [7], we isolate each x j by small rect-
angles R j on the complex plane with rational coordinates. Assume
in addition that ∀ j,0 6∈R j. For each R j, efficiently chose an interval
θ j = [θ j,θ j]with θ j ≤ θ j rational numbers, s.t. R j ⊂{ρepiη
√−1 ∈
C|ρ > 0, θ j ≤ η ≤ θ j}. That can be done by standard method
such as series expansion. Using interval arithmetic, we provide
Algorithm 3: PreBasis2Basis
Input: Pre-basis vector w jk+1 ; x in (4.1);
Basis vectors: u j1 ,u j2 , . . . ,u jk .
Output: Next basis vector u jk+1 .
1 Let λ (1) = w jk+1( jk+1)> λ
(2) > · · ·> λ (γ) = 1 be all positive
numbers that divide w jk+1( jk+1);
2 for (λ = λ (1),λ (2), . . . ,1) do
3 Solve (4.4b) for L0,L1, . . . ,Ls;
4 if ((4.4b) has no solutions) {Continue;} endif
5 a0 = Isomorphism
(
x,
(
LT0 ,w jk+1( jk+1)/λ
)T
,λ
)
;
6 for (i= 1, . . . ,s) do
7 ai = Isomorphism(x,Li,λ );
8 end
9 Solve (4.8) for z1,z2, . . . ,zs, p;
10 if ((4.8) has no solutions) {Continue;} endif
11 Return u jk+1 = (L
T ,w jk+1( jk+1)/λ )
T ;
12 end
Algorithm 4 for implementing the group isomorphism {Γ | Γλ =
1} → Z/〈λ 〉. In Step 2, the condition “∃a,b ∈ Z∩ [0,λ ),a 6= b s.t.
{2a/λ ,2b/λ} ⊂ Θ” is equivalent to “the length of Θ≥ 2/λ”. The
number “50%” makes sure that the length of each θ j converges to
0 (hence so does the length of Θ) so that the algorithm terminates.
Algorithm 4: Isomorphism: {Γ | Γλ = 1}→ Z/〈λ 〉
Input: x= (x1, . . . ,xn)
T∈ (Q∗)n;
A vector v ∈ Zn; an integer λ > 0 s.t. xλv = 1.
Output: An integer 0≤ a< λ s.t. xv = e2api
√−1/λ .
1 Θ = θ1 = · · ·= θn = [0,2];
2 while (∃a,b ∈ Z∩ [0,λ ),a 6= b s.t. {2a/λ ,2b/λ} ⊂ Θ) do
3 Isolate each x j by smaller rectangle R j and re-compute an
interval θ j with length decreases by at least 50%;
4 Θ = v(1)θ1+v(2)θ2+ · · ·+v(n)θn;
5 end
6 Return the only integer a so that 2a/λ ∈Θ;
5. DEGREE REDUCTION FUNCTIONS IN
PREPROCESSING
5.1 Recognizing Roots of Rational
Proposition 5.1. For p(t) = td+ad−1td−1+ · · ·+a0 ∈R[t] whose
roots z1, . . . ,zd are all of modulus 1, p(t) =±td p(1/t).
Proof. Define p˜(t) = td p(1/t). Roots of p˜(t) are (z−11 , . . . ,z
−1
d
) =
(z1, . . . ,zd). This is a re-permutation of (z1, . . . ,zd). Thus p(t) =
c · p˜(t),c ∈ C\{0}. In fact c= 1/a0, and |a0|= ∏i∈[d] |zi|= 1.
Proposition 5.2. For irreducible p(t) ∈ Q[t] with roots z1, . . . ,zd
∈ C, exactly one of the following conditions holds: (i) none of
z1, . . . ,zd is a root of rational; (ii) all of z1, . . . ,zd are roots of ra-
tional, and R(z1) = R(z j), Rorder(z1) = Rorder(z j), 2≤ j ≤ d.
Proof. Suppose z1 is a root of rational of rational order k and R(z1)
= r. Then zk1− r = 0 and hence p(t)|tk− r. Thus p(z j) = 0 im-
plies zkj − r = 0, j = 2, . . . ,d. It follows that Rorder(z j)|k. Ex-
changing the roles of z1 and z j , one sees that k|Rorder(z j). Hence
k = Rorder(z j) and R(z j) = r.
Set a to be a root of rational, p(t) its monic minimal polynomial
with p(0) = a0. All complex roots of p(t) are of the same modulus,
say ℓ, by Proposition 5.2, then |a0|= ℓd . Define monic polynomial
p(t) = p( d
√
|a0| · t)/|a0| ∈ R[t] whose roots are all of modulus 1.
Then if the conclusion of Proposition 5.1 fails to hold for p(t), one
concludes that a is not a root of rational.
Proposition 5.3. (Lemma 3.5 in [2]) Let F be a field, E = F(α),
[E : F ] = d and αm ∈ F. If f (t) is the monic irreducible polynomial
of α over F, then ζαd = (−1)d f (0) ∈ F for some ζ s.t. ζm = 1.
Set α = a,F = Q,E = Q(a) and m = Rorder(a), then ζ =
(−1)da0/ad . By Proposition 5.3, ζRorder(a) = 1. Thus ∃k1 ∈ Z
s.t. (i) k1 ·Order(ζ ) =Rorder(a). Note that ζOrder(ζ ) = 1 means
ad·Order(ζ ) = ((−1)da0)Order(ζ ) ∈ Q. This implies ∃k2 ∈ Z s.t.
(ii) k2 ·Rorder(a) = d ·Order(ζ ). Combining (i) and (ii) we have
k1 · k2 = d. These lead to Algorithm 5 deciding whether an alge-
braic number, given its minimal polynomial, is a root of rational.
Algorithm 5: RootOfRationalTest
Input: Irreducible monic p(t) ∈Q[t] s.t. p(0) = a0, p(a) = 0.
Output: {Rorder(a), R(a)} (Definition 3.10).
1 Compute p(t) = p( d
√|a0| · t)/|a0|;
2 if (p(t) 6= sgn(a0) · td p(1/t)) {Return {0,1};} endif
3 f (t) =MinimalPolynomial(ad/((−1)da0));
4 {RootO fUnity,order} = RootOfUnityTest( f (t));
5 if (RootOfUnity== False) {Return {0,1};} endif
6 Arrange positive divisors of d increasingly: λ1 < λ2 < · · · ;
7 for (λ = λ1,λ2, · · ·) do
8 r(t) = PolynomialRemainder(tλ ·order, p(t));
9 if (r(t) ∈Q) {Return {λ ·order,r(t)};} endif
10 end
5.2 Computing Reduced Degree
Set a to be an algebraic number with minimal polynomial p(t)
whose complex roots are a= z1,z2, . . . ,zd .
Proposition 5.4. For integer m ≥ 1, if the minimal polynomial of
am is f (t), then {z ∈ C| f (z) = 0}= {zmi | i ∈ [d]}.
Proof. Define E = Q(a,z2, . . . ,zd), G = Gal(E/Q) and G(a
m) =
{σ(am)|σ ∈ G}= {β1 = am,β2, . . . ,βr}. Then it is not hard to see
that f (t) = c ·∏ri=1(t−βi) for some c ∈Q∗. Hence {z ∈ C| f (z) =
0} = {σ(am)|σ ∈ G} = {(σ(a))m|σ ∈ G} = {zmi | i ∈ [d]}. The
last equality holds since the Galois group of irreducible polynomial
p(t) operates transitively on its roots.
Set Rm = {zmi | i ∈ [d]} to be complex roots of the minimal poly-
nomial of am, then |Rm|= deg(am). By Definition 4.1, (i) rdeg(a)
=minm∈Z,m≥1 |Rm|.
Proposition 5.5. If zi/z j is a root of unity for some 1≤ i 6= j ≤ d,
then a is degree reducible.
Proof. Set m=Order(zi/z j), then deg(α
m) = |Rm|< |R1|= d =
deg(α).
Define an equivalent relation ∼ on C by: z ∼ z′ iff z/z′ is a root
of unity. Because zmi = z
m
j implies zi ∼ z j, (ii) |R1/∼| ≤ |Rm| for
any integer m ≥ 1. Denote by M the unitary order of p(t) ([16]
Definition 2.3), then ∀i, j ∈ [d],(zi ∼ z j ⇔ zMi = zMj ). Thus |RM|=
|R1/∼|. Combine this with (i) and (ii), it follows that (iii) |R1/∼|=
minm∈Z,m≥1 |Rm|= rdeg(a). Since zi ∼ z j iff zmi ∼ zmj , we conclude
that |R1/∼|= |Rm/∼|.
Proposition 5.6. |Rm/∼|= |Rm| ⇒ rdeg(a) = |Rm|= deg(am).
This is obvious since |Rm| = |Rm/∼| = |R1/∼| and (iii) holds.
[16] provides an efficient algorithmUnitary-Test so that for p(x)∈
Q[x], if the quotient of a pair of roots of p is a root of unity, it
returns {True,k}, where k is the order of the quotient. Otherwise
it returns {False,0}. Based on this, we develop Algorithm 6 to
compute a reducing exponent and the reduced degree of a given
algebraic number. The algorithm terminates since the number of
roots of f (t) decreases in Step 5. Its correctness is justified by
Proposition 5.6.
Algorithm 6: DegreeReduction
Input: Irreducible polynomial p(t) ∈Q[t] with a root a.
Output: {prod, f (t)}; An integer prod ≥ 1, prod ∈ Rexp(a)
(Definition 4.1); the minimal polynomial f (t) of aprod .
1 prod = 1; f (t) = p(t);
2 Suppose f (t) has a root r;
3 {Reducible,k} = Unitary-Test( f (t));
4 if (Reducible== False) {Return {prod, f (t)};} endif
5 prod = prod · k; f (t) =MinimalPolynomial (rk);
6 Goto Step 2;
6. EXPERIMENTS AND APPLICATION
We show experimental results1 verifying the effectiveness of the
framework to tackle problems larger than those that FindRelations
can handle. The Mathematica package FindRelations is available
at
https://www3.risc.jku.at/research/combinat/software/.
We implemented our algorithms with Mathematica. All results are
obtained on a laptop of WINDOWS 7 SYSTEM with 4GB RAM
and a 2.53GHz Intel Core i3 processor with 4 cores.
NO. TD RTD R/B Time (s) FD/FF/GE
1 9.3×106 1.5×106 4/3 26/2196/>3600
2 1.2×105 336 5/2 114.8/114.3/>3600
3a 30 30 3/0 0.035/0.032/8.9
3b 120 120 4/0 2.69/2.68/>3600
3c 600 600 5/0 360/361/>3600
4a 108 108 4/1 11.18/0.79/0.11
4b 256 256 4/0 >3600/188.4/78.6
4c 729 729 4/2 >3600/2049/>3600
5a 4.7×104 1 1/5 0.433/0.433/2.227
5b 6.6×107 1 4/2 0.712/0.720/>3600
5c 3.8×1027 1 11/9 203.98/203.77/>3600
In the table TD stands for the product of degrees of given alge-
braic numbers, RTD the product of reduced degrees, R the rank
(Definition 2.8) and B cardinality of the basis. FD and FF are
respectively the main algorithm and the main algorithm with De-
cideDependence replaced by FindRelations, while GE means ap-
plying FindRelations directly to the problem. TD (RTD) is the
upper bound of the degree of the extended field generated by (re-
duced) given algebraic numbers. It indicates the difficulty for algo-
rithm GE (FD, FF) to compute in the extended field. For algorithm
1For details turn to: https://github.com/zt007/exm/blob/master/details.
FD (FF), the number of input algebraic numbers for function De-
cideDependence (FindRelations) is at most R+1 throughout the
computation, thus R also characterizes the computational difficulty.
These three algorithms (FD, FF, GE) are all very efficient for
small inputs (e.g., roots of an irreducible polynomial of degree 3)
which we leave out in the table. The runtimes of these algorithms
depend intensively on the input. We see that these algorithms per-
form differently from each other in the examples. In Example 1
both TD and RTD are large. GE fails to give an answer within an
hour, while FD (FF) deals with partial input byDecideDependence
(FindRelations) and is faster. In Example 2, RTD is much smaller
than TD, FD (FF) is more efficient than GE which does not contain
degree reduction. The non-degenerate condition holds for Exam-
ples 3a-c. The certificate for multiplicative independence is effec-
tive in this case. In Examples 4a-b GE does better than FD (FF)
since the degree reduction does not help, R/(R+B) is close to 1 and
the non-degenerate condition fails to hold. However FF still gives
correct answer. FF outperforms GE in Example 4c since R/(R+B)
is relatively small. Examples 5a-c deal with the case where all in-
put numbers are roots of rationals. FD (FF) can handle very large
problem of this type. To conclude, (i) RTD << TD, (ii) R/(R+B)
<< 1 and (iii) the non-degenerate condition holds for more input
numbers are good for FD (FF) to tackle problems larger than those
that GE can handle.
An interesting application is to compute the invariant polynomial
ideal of linear loops considered in [12, 13] of the form:
X = b;While True do X = AX ;
Here b ∈ Qm, A ∈ Qm×m is diagonalizable with nonzero eigen-
values. Let X = (X1, . . . ,Xm)
T be the vector of indeterminates
and I(A,b) = { f (X) ∈ C[X ] | f (Akb) = 0,∀k ≥ 0} the invariant
polynomial ideal. Suppose AT=PDP−1, D= diag{x1,x2, . . . ,xm},
x = (x1,x2, . . . ,xm)
T and b˜ = PT b ∈ (C∗)m. For v ∈ Rx, define
v+ = (max{v(1),0}, . . . ,max{v(m),0})T and v− = (−v)+. Then
by Theorems 3 and 2 in [13] one concludes
I(A,b) = 〈{(b˜v− )(PTX)v+ − (b˜v+ )(PTX)v− |v ∈Rx}〉. (6.1)
Define gv(X) = (b˜
v− )(PTX)v+ − (b˜v+ )(PTX)v− , we observe that
∀k ∈ Z, gv(X)|gkv(X). Hence if rank(Rx) = 1 with only one basis
vector u, (6.1) becomes I(A,b) = 〈gu(X)〉. Set pi(X)∈C[X ], i∈ [s],
consider the loop:
X = b;
While (p1(X) == 0∧·· · ∧ ps(X) == 0)
do (X = AX ;)
(6.2)
which does not terminate iff gu(X)|pi(X), i ∈ [s]. Set
A=


4 226 2 1 −117
1 126 1 0 −64
0 −91 0 −1 46
0 80 1 0 −40
4 232 2 1 −120

 ,b=


2
−1
0
3
−4

 .
The only basis vector of the exponent lattice defined by eigenvalues
of matrix A is u= (0,1,1,0,1)T . Computing by definition shows
gu(X) = 7674169X
3
1 −31858655X21 X2+22396826X1X22 −165997X34−
255380X2X
2
3 +12769X
3
3 +153228X4X
2
5 +1442897X
3
5 +459684X1X
2
3−
3051791X1X2X4+3639165X
2
1 X3+8504154X2X3X5−472453X22 X3−
5694974X1X4X5+1391821X2X3X4−127690X1X24 +2106885X2X24−
2311189X1X3X5−1442897X3X4X5−906599X24 X5−3639165X1X25−
204304X3X
2
4 −5465132X21 X5+35817045X1X2X5+3971159X21 X4−
2387803X2X
2
5 −995982X3X25 −28347180X22 X5+9947051X2X4X5−
12769X23 X4+5528977X
3
2 −7380482X22 X4−293687X23 X5−
8899993X1X2X3+855523X1X3X4−858983399.
The ideal in (6.1) is a lattice ideal up to an invertible linear trans-
formation in the coordinates. When there are at least two basis
vectors, we may compute according to [6], from the basis vec-
tors, a Markov basis {η j}rj=1, s.t. I(A,b) = 〈{gη j (X)}rj=1〉 by
Lemma A.1 of [6]. Then (6.2) does not terminate iff pi(X) ∈
〈{gη j (X)}rj=1〉, i ∈ [s].
7. CONCLUSIONS
This paper provided an effective framework to construct expo-
nent lattice basis in an inductive way. In many situations the frame-
work can handle problems larger than those that FindRelations can
do. It is efficient especially when degrees of algebraic numbers
to deal with can be intensively reduced, when the rank of alge-
braic numbers is small and when non-degenerate condition holds
for many of the input algebraic numbers. The non-degenerate con-
dition provides a relatively cheaper certificate for multiplicative in-
dependence. It usually holds for randomly picked algebraic num-
bers, thus it can be useful for proving their multiplicative indepen-
dence. However, it often fails when numbers are algebraically de-
pendent. Though the problem of computing exponent lattice basis
for nonzero algebraic numbers is still difficult (the exponent lattice
basis for roots of a general rational polynomial of degree 5 cannot
be computed fast), our framework still casts light on how we may
handle larger problems.
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