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We investigate the presence of static solutions in generalized models described by a real scalar field
in four-dimensional space-time. We study models in which the scalar field engenders higher-order
derivatives and spontaneous symmetry breaking, inducing the presence of domain walls. Despite the
presence of higher-order derivatives, the models keep to equations of motion second-order differential
equations, so we focus on the presence of first-order equations that help us to obtain analytical
solutions and investigate linear stability on general grounds. We then illustrate the general results
with some specific examples, showing that the domain wall may become compact and that the zero
mode may split. Moreover, if the model is further generalized to include k-field behavior, it may
contribute to split the static structure itself.
PACS numbers: 11.27.+d
I. INTRODUCTION
In this work we deal with relativistic models described by a single real scalar field with generalized dynamics in
four-dimensional space-time. The study is inspired on the Galileon field, which is a real scalar field that engenders
Galilean invariance, that is, if pi = pi(x) is real, it is a Galileon field if its Lagrange density is symmetric under the
Galilean and shift transformation pi → pi + a·x+ b, with a being a constant vector and b a constant scalar.
The Galileon field was studied in [1, 2] aimed to investigate self-accelerating solutions in the absence of ghosts, and
has been further investigated in a diversity of contexts, with direct phenomenological applications, as one can see in
the recent reviews [3–5]. In particular, in [6–11] the authors deal with solitonic solutions and supersymmetrization.
In [6] it is shown that the Galileon field cannot give rise to static solitonic solutions; however, in [7] one investigates
the presence of soliton-like traveling waves for the Galileon field in two-dimensional space-time. Also, in Refs. [8, 9]
the authors offer other interesting results on solitons and Galileons. In [10], supersymmetry is implemented starting
from ghost condensate theories [12]; see also Refs. [13–15] for other studies on supersymmetry, generalized models
and integrability.
One motivation to study the Galileon field is inspired on the fact that the Galilean invariance is capable of inducing
an important feature to the Galileon field, which keeps its equation of motion a second-order differential equation.
This and the presence of supersymmetry suggest that we search for a first-order framework, that is, for first-order
differential equation that solve the equation of motion. We shall do this, extending the model, using the Galileon field
to control the kinematics, but adding other terms, which break the Galilean symmetry and allow for the presence
of spontaneous symmetry breaking, giving rise to localized static solutions. We call the scalar field, generalized
Galileon field. We remark that the Galilean symmetry forbids the appearance of static solutions [6], so we are forced
to generalize the model, to break the Galilean symmetry to study the appearance of nontrivial static structures.
Another motivation comes from gravity: we know that minimal coupling of Galileons to gravity leads to equations of
motion which have higher-order derivatives of the metric; however, this can be remedied with non-minimal couplings,
at the expense of breaking the Galilean symmetry [16].
Here we focus attention on the model
L = K(pi,X) + F (pi,X)pi, (1)
in four-dimensional space-time. We consider that K(pi,X) and F (pi,X) are in principle arbitrary functions of pi and
X, with X being defined as
X =
1
2
∂µpi∂
µpi. (2)
We are using  ≡ gαβ∂α∂β , the metric is diagonal (+,−,−,−) and the scalar field, space and time coordinates, and
coupling constants are all dimensionless. Like in [17, 18], we change the term ∂µpi∂
µpipi to the more general form
F (pi,X)pi.
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2The generalization that we consider may break the Galilean symmetry, but the equation of motion preserves the
second-order structure. We are interested in solutions of these theories in the presence of spontaneous symmetry
breaking, and we shall search in particular for planar domain walls and for its classical stability. As one knows,
domain walls are non-perturbative classical solutions which find applications in many areas in physics, describing
transitions between disconnected states of minimum energy [19, 20]. The main issue here is to study domain walls in
models of scalar fields with generalized dynamics of the Galileon type. We may also include k-field dynamics [21], as
we have done before in Refs. [22–26]. Here we focus on similar issues, with the scalar field now having generalized
dynamics. The results show that the Galileon-like field may make the static solution compact, and may split the
zero mode. Moreover, if we add generalized kinematics to the dynamical field, making the scalar field a generalized
k-Galileon, the two contributions may contribute to split the static structure itself.
The investigation is organized as follows. In the next two sections we introduce the model and study linear stability
on general grounds. We focus in particular on the first-order framework, where we search for first-order ordinary
differential equations whose solutions also solve the equation of motion, which is second-order ordinary differential
equation. In Sec. IV we employ the method in order to investigate some distinct models explicitly, searching for static
solutions and showing that they may engender interesting features. We end the work in Sec. V, where we include our
comments and conclusions.
II. THE MODEL
We consider the case of a single real scalar field in four-dimensional space-time with action
S =
∫
d4x (K(pi,X) + F (pi,X)pi) . (3)
Here K(pi,X) and F (pi,X) are in principle generic functions, and we get the equation of motion
∂µ (KX∂
µpi)−Kpi + ∂µ (FXSµ)− ∂µFpi∂µpi − 2Fpipi = 0 , (4)
where
Sµ ≡ pi∂µpi − ∂νpi∂µ∂νpi . (5)
We see that for a generic field configuration, the above equation of motion is second-order partial differential equation.
We can use the general formulation for the energy-momentum tensor to obtain [27]
Tµν = −(K + Fpi)gµν +KX∂µpi∂νpi + FXpi∂µpi∂νpi − ∂µF∂νpi + F∂µ∂νpi . (6)
Since we are interested in investigating domain walls, we suppose that the scalar field is static, that is, pi = pi(x),
such that
pi′(x→ ±∞)→ 0 , (7)
where prime stands for derivative with respect to the spatial coordinate x. In this case, Sµ vanish and the equation
of motion (4) reduces to
[(KX + 2XKXX)− 2(Fpi +XFpiX)]pi′′ − 2X(KpiX − Fpipi) +Kpi = 0 . (8)
It can be integrated once to give
K − 2XKX + 2XFpi = C , (9)
where C is constant of integration. This equation only depends on the first derivative of the scalar field, so it is a
first-order differential equation. We note that if we take the derivative of (9) with respect to x, we get back to (8), so
the solutions of (9) also solve the equation of motion.
For the static field pi(x), the only non-trivial components of the energy-momentum tensor (6) are
T00 = −K + Fpi′′ , (10a)
T11 = K − 2XKX + 2XFpi , (10b)
We use the first-order equation (9) to see that the stress component of Tµν is constant, that is, T11 = C.
3The total energy of the field configuration pi(x) can be obtained as
E =
∫ ∞
−∞
dx (−K(pi,X) + F (pi,X)pi′′) . (11)
This expression is important to elaborate on stability, following the Derrick/Hobart scaling argument [28], which
introduces a necessary condition for the stability of the solution. To do this, we follow [29] and introduce piλ(x) =
pi(λx). We use piλ(x) to define Eλ in the form
Eλ =
∫ ∞
−∞
dx (−K(piλ, Xλ) + F (piλ, Xλ)pi′′λ) . (12)
It leads to
Eλ =
∫ ∞
−∞
dx
(−λ−1K(pi, λ2X)+λF (pi, λ2X)pi′′) . (13)
We see that Eλ|λ→1 → E, and so we search for
∂Eλ
∂λ
∣∣∣∣
λ→1
→ 0 . (14)
This condition allows that we write equation (13) as∫ ∞
−∞
dx (K(pi,X)−2KXX−(2FXX+F (pi,X))pi′′)=0. (15)
We integrate by parts the last term and consider (7) to get∫ ∞
−∞
dx (K − 2KXX + 2FpiX) =
∫ ∞
−∞
dxT11 = 0 . (16)
Since T11 is constant, we then have to set T11 = 0. This extends the result obtained in Ref. [30] to the present
situation. It is the stressless condition, and it is necessary condition for stability of the static solution.
III. LINEAR STABILITY
In this section we investigate linear stability of the static solution. For completeness, we start investigating the
behavior of the general solution of the equation of motion (4). We introduce general fluctuations for the scalar fields
in the form: pi(~x, t) = pi(~x) + η(~x, t), where pi(~x) represents the statical solution. In this case, up to first-order in the
fluctuations we have
X → X + ∂νpi∂νη , (17a)
with this we get the contributions for Sµ as
Sµ → Sµ +Mµναβ(∂α∂βpi∂νη + ∂α∂βη∂νpi) , (17b)
where Mµναβ = gµνgαβ − gµαgνβ . After some algebraic manipulations, we can write
∂β
(
Aαβ∂αη
)
= Bη , (18)
where
Aαβ(~x)=gαβKX +KXX∂
αpi∂βpi − 2gαβFpi +Mµναβ [FX∂µ∂νpi + ∂µ(FX∂νpi)]− FpiX∂αpi∂βpi + FXX∂αpiSβ , (19a)
B(~x)=Kpipi − ∂µ(KpiX∂µpi)− ∂µ (SµFpiX) + (∂µFpipi) ∂µpi + 2Fpipipi . (19b)
Despite the complexity of the above equation, it can be simplified for the specific case of planar domain wall, where
pi = pi(x). Here we get
A00η¨ +
(
A11η′
)′
+Aij∂i∂jη = Bη , (20)
4for i, j 6= 1, where:
A00 = KX − 2Fpi − FXpi′′ − (FXpi′)′ ; (21a)
A11 = −(KX + 2XKXX) + 2(Fpi +XFpiX) ; (21b)
Aij = −δijA00 ; (21c)
B = Kpipi + (KpiXpi
′)′ − (Fpipi)′pi′ − 2Fpipipi′′. (21d)
We can separate variables and write the perturbation as
η(~x, t) =
∑
n
ξn(t, y, z)ψn(x) , (22)
where
ξn(t, y, z) = cos(wnt) cos(kyy) cos(kzz). (23)
Thus, the above equation (20) can be written as
− (|A11|ψ′n)′ = Bψn +A00M2nψn , (24)
where M2n = w
2
n−k2y−k2z . In order to ease the investigation, we consider the case with ky = kz = 0. It is appropriate
to introduce new variables, and we make the changes
dz =
dx
a(x)
; ψn(x) =
un(z)√
A00a(x)
, (25)
where
a2(x) =
|A11|
A00
. (26)
This allows that we obtain the Schrodinger-like equation
− (un)zz + U(z)un = w2nun , (27)
where
U(z) =
(√
A00a
)
zz√
A00a
− 1
A00
(
Kpipi +
1
a
(
KpiX
piz
a
)
z
)
+
1
A00piz
((piz
a
)2
Fpipi
)
z
, (28)
is the stability potential we have to solve to get the corresponding eigenvalues and eigenstates. We see that if F
vanishes, we get back to the result obtained in [22]. This is the general result, and we see that linear stability requires
the eigenvalues w2n to be non-negative. This depends crucially on the potential U(z), which has to be investigated for
each one of the specific models that we explore in the next section.
IV. EXAMPLES
Let us now investigate some specific models, to illustrate how the above investigation works for particular cases.
A. Generalized Galileons
We start with the case K = 0. The model describes the generalized Galileon field, and the equation of motion
reduces to
(Fpi)
′pi′ + 2Fpipi′′ = 0 , (29)
which leads to the first-order equation FpiX = C. If we consider stressless solutions, we have to take C = 0, and
so there are no nontrivial localized static solutions in this case, in agreement with the results of Ref. [6]. Here we
note that the necessary condition that comes from the Derrick/Hobart scaling argument very much simplifies the
investigation on stability.
5FIG. 1: The potential (35), plotted for b = 0 (thicker line), b = 1.366 (thick line), and b = 2 (thinner line).
B. Generalized Galileons and symmetry breaking
Let us now study generalizations with F (pi,X), but supposing that K(pi,X) represents standard model, that is,
K(pi,X) = X − V (pi). (30)
In this case the first-order Eq. (9) can be written as
pi′2 (1− 2Fpi) = 2V , (31)
where we used C = 0. Note that if the potential V (pi) vanishes, we get back to the trivial result: the model supports
no nontrivial localized static solutions.
If the potential does not vanish, we show explicitly that the model engenders nontrivial solutions if we take
F (pi,X) = bXpi . (32)
Here the equation (31) becomes
pi′2
(
1 + bpi′2
)
= 2V . (33)
It can be written as
pi′2 =
√
1 + 8bV (pi) − 1
2b
, (34)
which has to be investigated after specifying the potential. We note that the above equation is consistent with (33)
in the limit b → 0. We also note that there is another solution of (33), with the minus sign for the square root in
(34). It leads to imaginary configurations, an issue which is out of the scope of the current work. As an interesting
example, we consider the potential in the form
V (pi) =
1
2
(
1− pi2)2 [1 + b (1− pi2)2] . (35)
It allows to solve the first-order equation analytically, with
pi(x) = tanh(x), (36)
which is static solution we also have in the case b = 0, in the standard model. Fig. 1 shows the behavior of the
potential (35) for some values of b. The value b = 1.366 is in fact b = 1/2 +
√
3/2, and is the value where the zero
mode start to split; see Fig. 4. In fact, there is another (negative) value of b, given by 1/2 − √3/2, where the zero
mode also splits, but we will not consider it here. In the case of b positive, the energy density becomes
ρ(x) = S4
(
1 + b S2 − 1
2
b S4
)
. (37)
6FIG. 2: The energy density (37), plotted for b = 0 (thicker line), b = 1.366 (thick line), and b = 2 (thinner line).
where S = sech(x). In Fig. 2 one shows the behavior of the energy density for some values of the parameter b.
We go further and investigate linear stability of the model. We use Eq. (24) to get
− [(1 + 2bpi′2)ψ′n]′ = −Vpipiψn + (1− 2bpipi′′)w2nψn . (38)
We can thus make the following change of variables
dz=
√
1 + 4bS2 (1− S2)
1 + 2bS4
dx , (39a)
and
un(z)=[(1+4bS
2(1−S2))(1 + 2bS4)]1/4ψn . (39b)
In this case the parameter b should be greater than −1/2. The stability potential cannot be written analytically,
but in Fig. 3 one shows how it behaves numerically for some values of b. It goes to the same value, 4, as z → ±∞,
independently of b. We see that it engenders a double well behavior as b increases, so we also investigate the zero
mode, which is depicted in Fig. 4. As expected, the zero mode responds to the double well behavior splitting, to
accommodate itself into the two wells. This splitting of the zero mode is an interesting new behavior: it does not
appear in the standard case, for b = 0. To see how the splitting appears, we note from (27) that the zero mode u0(z)
obeys −(u0)zz + U(z)u0 = 0. Moreover, in order to split, the zero mode has to change from a maximum to a local
minimum at the origin, so it has to have an inflection point at z = 0, such that (u0)zz|z=0 = 0. As we see from the
equation for the zero mode, this implies that the stability potential has to vanish at the origin, that is, U(z = 0) = 0.
For the model under investigation, this is achieved for b = 1.366, as we illustrate in Figs. 3 and 4.
Let us further study this model with another potential. We change (35) to the new form
V (pi) =
1
2
(1 + b)(1− pi2)2. (40)
We use (34) to write
pi′2 =
√
1 + 4b(1 + b)(1− pi2)2 − 1
2b
, (41)
which is consistent with (33) in the limit b→ 0.
We solve this equation numerically, and we plot the solution in Fig. 5, for some values of b. We note that as b
increases to very large values, the static solution shrinks, suggesting the appearance of a compact solution; see, e.g.,
Ref. [26]. To see how the compact solution appears, we proceed as follows: we take b very large, and from (41) we get
pi′ = |1− pi2|1/2. (42)
This equation is solved by
pi(x) =
{
sin(x) for |x| ≤ pi/2 ,
sign(x) for |x| > pi/2 . (43)
7FIG. 3: The stability potential, plotted for b = 0 (thicker line), b = 1.366 (thick line), and b = 2 (thinner line).
FIG. 4: Plot of the zero mode for b = 0 (thicker line), b = 1.366 (thick line), and b = 2 (thinner line).
which is compact solution, which we depict in Fig. 6. We see that the solution for b = 100 in Fig. 5 is essentially the
compact solution plotted in Fig. 6.
We also note that if one changes the potential (40) to the new form
V (pi) =
1
2
(1 + b)(1− pi2)4, (44)
then in the limit of very large b we get pi′ = (1− pi2). This result leads us back to the standard solutions, described
by Eq. (36).
C. Generalized k-Galileon and symmetry breaking
Let us consider another model, now changing the K(pi,X) contribution to the generalized form
K = X + bX2 − V. (45)
This generalized form is sometimes called k-field; see, e.g., Ref. [22–26]. This explains the term k-Galileon that we
are using to name this subsection. Here we also take
F =
3
2
bpiX, (46)
which is essentially the same F we have considered in the previous subsection; the factor 3/2 is included in the above
function for simplicity. We are adding the X2 term in (45) with the same parameter b, to simplify the first-order
equation, as we show below. We study no other possibility in this work.
8-Π2 Π2
FIG. 5: Plot of the static solution that solves (41) for b = 0 (thicker line), b = 5 (thick line), and b = 100 (thinner line).
-Π2 Π2
FIG. 6: Plot of the static compact solution which appears for b very large.
We use (45) and (46), and now the first-order equation changes to
pi′2 = 2V. (47)
If we take the standard potential
V (pi) =
1
2
(1− pi2)2, (48)
the solution becomes the standard one, pi(x) = tanh(x), as in (36). Here, however, the energy density has the form
ρ(x) = S4 − b
4
S6
(
7S2 − 6
)
. (49)
It has an inflection point at x = 0, for b = 4/5. Thus, for b > 4/5 the energy density starts to split, indicating that
the static structure engenders the interesting behavior of splitting itself.
To see how the splitting appears, in Fig. 7 we plot the energy density for some values of b. Moreover, to study the
behavior of the model under stability, we note that in this new model, stability leads us to
− ψ′′n = −Vpipiψn +
[
1− b (pi′2 + 3pipi′′) ]w2nψn. (50)
9FIG. 7: The energy density, depicted for b = 0 (dashed line), b = 0.65 (thicker line), b = 0.8 (thick line), and b = 0.95 (thinner
line).
To write the Schroedinger-like equation and identify the stability potential we take
dz =
√
1− b S2
(
7S2 − 6
)
dx, (51)
and
un(z) =
[
1− b S2 (7S2 − 6) ]1/4ψn(x), (52)
which requires that b < 1. In this case, the stability potential cannot be given explicitly, but we can depict it
numerically, as we show in Fig. 8. Also, we can investigate the zero mode numerically. The study shows that it also
splits for b ∈ (1/3, 1), and in Fig. 9 we depict the zero mode for some values of b.
FIG. 8: The stability potential, depicted for b = 0 (dashed line), b = 1/6 (thicker line), b = 1/3 (thick line), and b = 2/3
(thinner line).
If we want to focus on the splitting of the static structure and make it more evident, we choose another, more
appropriate model. To illustrate this situation we follow [31], and we introduce the potential
V (pi) =
1
2
(
pi
p−1
p − pi p+1p
)2
(53)
where p is an integer, odd, p = 1, 3, 5, .... The case p = 1 leads us back the previous model. For p odd, arbitrary, the
solution is
pi(x) = tanhp(x/p); p = 1, 3, 5, ..., (54)
10
FIG. 9: The zero mode, depicted for b = 0 (dashed line), b = 1/6 (thicker line), b = 1/3 (thick line), and b = 2/3 (thinner line).
FIG. 10: The energy density, depicted for b = 0.95, and for p = 1 (thinner line), p = 3 (thick line), and p = 5, thicker line.
and the energy density gets to the form
ρ(x) = S4p T
2p−2
p
(
1 +
3b
4
S2p T
2p
p + b
(3− 4p
4p
)
S4p T
2p−2
p
)
, (55)
where Sp = sech(x/p) and Tp = tanh(x/p). It depends on b and p, and it is depicted in Fig. 10 for b = 0.95 and for
p = 1, 3 and 5. The figure shows explicitly that the new paramer p directly contributes to expand the splitting of the
defect structure. Similar effects appear in the corresponding zero modes; the calculations follow the previous model,
so we omit them here.
The model (53) is of interest, since one knows that the parameter p mimics the presence of temperature, as it
was introduced in another model [32], described by a complex scalar field, used to split the brane in the braneworld
scenario with a single extra dimension of infinite extent. See, e.g., Refs. [31, 32] for further investigations on this issue.
V. CONCLUSIONS
In this work we investigated the presence of localized static domain wall solutions in generalized models, described by
the Galileon field, but enlarged to accommodate spontaneous symmetry breaking to support localized static solutions.
The study is implemented under the first-order framework, with the help of the Derrick/Hobart scaling argument and
the stressless condition for stability.
The general investigation is then illustrated with some distinct models, from which we could construct stable domain
wall configurations, having the form of the standard domain wall, which appears analytically as the hyperbolic tangent.
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Moreover, we could find compact solutions, depending on the way the scalar field self-interacts. In particular, we
identified an interesting behavior: the splitting of the zero mode, controlled by b, the parameter that induces deviation
of the model from the standard model, making the scalar field a Galileon-like field. The splitting of the zero mode
may modify the scattering of static structures, and may contribute to change their collective behavior, a subject of
current interest in high energy physics; see, e.g., [33–35] and references therein.
We have investigated another model, in which one includes k-field kinematics and the Galileon-like behavior. We
studied the case where the two effects cancel each other from the first-order equation, leaving it as in the standard
model. However, they change the energy density and stability, and split the zero mode and the static solution itself.
The splitting of the static structure is another interesting feature, which we think is generic and will remain in the
braneworld scenario with a single extra dimension of infinite extent; see, e.g., Refs. [31, 32, 36–39]. This fact motivates
us to investigate the models studied in this work minimally coupled to gravity, in the thick braneworld scenario with
a single extra spatial dimension of infinite extent. We shall further report on this elsewhere.
The authors would like to thank CAPES and CNPq, for partial financial support.
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