Statistical mechanics has a deep connection with information theory. A prominent example is the derivation of the equilibrium canonical distribution through the variational principle by maximizing the Shannon entropy 1 . Here, we show another relation appearing in nonequilibrium statistical mechanics that provides an informationtheoretical characterization of thermodynamic irreversibility. Entropy production, which is crucial to the characterization of thermodynamic irreversibility 2,3 , is obtained through a variational principle involving the Kulback-Leibler divergence. A simple application of this representation leads to an information-theoretical bound on entropy production in thermal relaxation processes; this is a stronger inequality than the conventional second law of thermodynamics. This bound is also interpreted as a constraint on the possible path of a thermal relaxation process in terms of information geometry. Our results reveal a hidden universal law inherent to general thermal relaxation processes, which elucidates the nature of thermodynamic irreversibility.
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During the last two decades, significant achievements have been made in nonequilibrium statistical mechanics such as finding universal symmetry in fluctuating entropy production, which is manifested as the fluctuation theorem 4-6 and the Jarzynski equality 7 . This triggers various equalities [8] [9] [10] [11] [12] [13] [14] through which fluctuations of thermodynamic quantities are well quantified, and elaborated experiments have confirmed the validity of these equality [15] [16] [17] . However, at the level of average entropy production, these relations only reproduce the conventional second law of thermodynamics, that is, the positivity relation of entropy production. The second law is the most universal constraint that holds for any type of irreversible process. However, given a restricted class of irreversible processes, one can obtain more detailed features of thermodynamic irreversibility that is stronger than the second law. Examples include the thermodynamic uncertainty relation that holds for stationary systems with finite currents 18, 19 and the trade-off relations between efficiency and power of heat engines [20] [21] [22] . Such strong relations help us to deepen our understanding of the thermodynamic irreversibility inherent to these classes of nonequilibrium processes [18] [19] [20] [21] [22] .
In this study, we consider the characteristics of irreversibility inherent solely to the thermal relaxation processes, which have not been sufficiently explored so far. Thermal relaxation phenomena are ubiquitous in nature FIG. 1: Schematic of constraints on possible relaxation path in terms of information geometry-For Markovian dynamics with no time-dependent control parameters (i.e., thermal relaxation processes), the entropy production during time τ is bounded as
where D is the Kullback-Leibler divergence (i.e., relative entropy). This is equivalent to the inequality
In the field of information geometry, the equality relation is referred to as the Pythagorean theorem, implying that the three relative entropies form a right-angled triangle by regarding each amount of Kullback-Leibler divergence as the squared distance in Euclidean geometry. Therefore, herein, the inequality is interpreted as meaning that the probability distribution at τ forms an obtuse angle and its path is inside the green "circle". We emphasize that these relations are stronger than the conventional second law:
and are one of the most critical targets in nonequilibrium physics. In addition, they are diverse and can be highly nontrivial even within Markovian dynamics. Metastable potentials are well known to induce various phenomena such as the Griffith phase in magnetic alloys 23 , nonmonotonic relaxations 24 , and slow relaxations in glassy systems 25 . Provided that a strong constraint on irreversibility exists in relaxation processes, this constraint can be salient information on many nontrivial phenomena because such a constraint inevitably leads to a general limitation on the possible path in relaxation processes.
Our strategy in this regard is to use the informationtheoretical argument to consider the irreversibility of thermal relaxation. Special attention is paid to two important quantities: One is thermodynamic entropy production in noneqilibrium statistical mechanics, which arXiv:1902.04857v1 [cond-mat.stat-mech] 13 Feb 2019 depends on the entire process, and the other is the Kullback-Leibler divergence (relative entropy) in information theory, which quantifies how far a given two probability distributions are. We first develop a variational principle for entropy production using the KullbackLeibler divergence with two distributions that respectively evolve forward and backward in time. Based on this expression, we obtain a lower bound for entropy production in a relaxation process with the Kullback-Leibler divergence between the initial and the final distributions. Further, this relation leads to a characterization of the possible time evolution from the viewpoint of information geometry. A schematic of the main results is presented in Fig. 1 . This figure shows the fundamental limitation on a possible path of the probability distribution in relaxation processes. These results can be obtained neither by the conventional second law nor by the fluctuation theorem 3 . Below, we describe these findings in detail. We start with the core, namely, the variational-principle expression for the entropy production rate. Toward this end, we follow the standard framework of stochastic thermodynamics. Consider a system with discrete states attached to a heat bath with inverse temperature β. This heat bath induces stochastic transitions between different states. The probability distribution of state i at time t, denoted by p i (t), follows
where R ij (t) is the transition matrix element from state j to i, which can be time-dependent. Throughout this letter, we assume the detailed-balance condition
where E i (t) is the instantaneous energy of state i at time t and we set the Boltzmann constant to unity. The detailed-balance condition embodies the microscopic time reversibility in the equilibrium state. (The Supplementary Information presents the extension of our results to systems without the detailed-balance condition.) A dynamics with continuous variables is properly treated by using the discretized representation 20 , and therefore, one can safely continue the argument with the discrete picture. The total entropy production from t = 0 to t = τ is given by the integration of the entropy production rate σ [0,τ ] = τ 0 dtσ(t), where the entropy production rateσ(t) at time t is obtained as the sum of two contributions from the system and the heat bath:
The system's entropy is defined by the Shannon entropy, and the entropy increase in the heat bath is related to the amount of heat flow into the bath as given by conventional thermodynamics. We leave the proof in the Supplementary Information, and herein we only show the variational expression of the entropy production rate:
where D is the Kullback-Leibler divergence 26 (relative entropy) defined as D(p||p ) := i p i ln(p i /p i ). The distribution q(−t) is the probability distribution that evolves backward in time with the same dynamics, which is introduced independently of the target distribution p. In other words, the equation of motion is given by −(d/dt)q i (−t) = j R ij (t)q j (−t) (see also Fig. 2) . The entropy production rate is obtained as the maximizing problem of the right-hand side over all possible probability distributions q. The maximum is achieved when q(−t) is the equilibrium distribution with instantaneous energies. Otherwise, the function defined in curly brackets is smaller than the entropy production rate.
A simple but important application of this variational principle is to thermal relaxation processes, that is, dynamics with a time-independent transition matrix. We now derive an information-theoretical bound for entropy production in this process. We set q(0) = p(τ ) in the relation (1) and integrate both sides from initial time t = 0 to τ /2 to obtain the inequality
From the monotonic increase of entropy production in time, one can immediately obtain the inequality on entropy production:
This explicitly shows that thermodynamic entropy production is bounded below by the information-theoretical measure between the initial and the final distributions. This result is valid for arbitrary dynamics as long as the transition matrix is time-independent. We emphasize that this inequality holds only in relaxation processes and not in general processes, and thus, it will reflect thermodynamic properties inherent to relaxation processes. Note that the Kullback-Leibler divergence is nonnegative, and hence, this inequality is a stronger bound than the standard second law, which merely claims the positivity of the entropy production rate. At the initial time, the Kullback-Leibler divergence in the right-hand side is zero, and therefore, the positivity of the entropy production rate guarantees the above inequality in the early time stage. However, this inequality remarkably exists for the whole time-domain. It is worth noting that the equality is also attained when τ goes to infinity. We present a numerical demonstration of the relation with a simple three-state model in Fig. 3 to see how the inequality works for the whole time regime. This system has a metastable state, which causes a nonmonotonic thermal relaxation. The figure clearly shows that the inequality robustly holds at all times, although the locally trapped distribution significantly reduces the difference between the entropy production and the Kullback-Leibler divergence at intermediate time.
Let us examine the relation (2) by combining the standard expression of entropy production
) with the relation above to obtain a nontrivial constraint on the thermal relaxation process in terms of information geometry:
In the field of information geometry 27 , the equality satisfied between three relative entropies is called the Pythagorean theorem by regarding each contribution of the Kullback-Leibler divergence as a squared value of the distance forming a right-angled triangle. In this context, the inequality (3) implies that the probability distribution at an arbitrary time should be located at the point forming the obtuse angle, and thus, the path should settle inside the "circle" with the line between p(0) and p eq as its diameter, as shown schematically in Fig. 1 . The right angle is achieved when the distribution relaxes to the thermal equilibrium. It is remarkable that the universal constraint exists in the information-geometrical context regardless of each detail of the phenomenon, because thermal relaxation phenomena are diverse and can be highly nontrivial in general 24, 25 . In summary, we present the information-theoretical argument in relaxation processes. The variational principle is a core to develop this theory, which demonstrates the deep connection between nonequilibrium statistical physics and information theory. The significance of the obtained inequality (2) lies in the fact that the amount of entropy production, which depends on the details of the entire process, is bounded below by quantities only with the initial and final distributions. The informationgeometrical constraint (3) provides a new context to characterize relaxation processes. These results demonstrate the existence of the universal constraint despite the diversity of relaxation processes in nature. Further analysis with information geometry techniques 27 and some trials to extend it to nonequilibrium statistical mechanics [28] [29] [30] may help in finding richer properties of thermal relaxation.
Supplementary Information for "Information theory limits irreversibility of thermal relaxation"
In this Supplementary Information, we derive our main result (1) and its generalization.
Proof of Eq. (1)
Consider a Markov process
for any p, q, which is equivalent to the desired inequality Eq. (1). Note that the time-derivative does not act on the instantenuous equilibrium distribution p eq . The left-hand side of Eq. (A.1) is calculated as
From the second line, we dropped t dependence in the variables for the sake of brevity. Exchanging the indeces i and j and using the detailed-balance condition R ij p eq j = R ji p eq i , we obtain the desired result
In the last line, we used x − 1 − ln x ≥ 0 for any x > 0.
Generalization of Eq. (1)
Consider a general stochastic process with a transition matrix R(t) which does not satisfy the detailed-balance condition in general. LetR ij (t) := R ji (t)p ss i /p ss j be the dual matrix of the transition matrix R(t), and q(t) evolves with the dual transition matrixR. Here, p ss is the instantenuous steady state distribution. Note that R andR has the same instantenuous steady state distribution. Then, for any concave function f (x), we claim the following inequality for the f -divergence like quantity 
