Abstract. In this note we construct the Bézier variant of summation integral type operators based on a non-negative real parameter. We present a direct approximation theorem by means of the …rst order modulus of smoothness and the rate of convergence for absolutely continuous functions having a derivative equivalent to a function of bounded variation. In the last section, we study the quantitative Voronovskaja type theorem.
Introduction
In 1912 Bernstein introduced the most famous algebraic polynomials B n (f ; x) in approximation theory in order to give a constructive proof of Weierstrass's theorem which is given by B n (f ; x) = n X k=0 p n;k (x)f k n ; x 2 [0; 1];
where p n;k (x) = n k x k (1 x) n k and he proved that if f 2 C[0; 1] then B n (f ; x) converges uniformly to f (x) in [0; 1]: The Bernstein operators have been used in many branches of mathematics and computer science. Since their useful structure, Bernstein polynomials and their modi…cations have been intensively studied. Among the other we refer the readers to (cf. [2, 3, 12, 8, 23, 27] ). 
n k 1 and n 2: They proved the rate of convergence, Voronovskaja type asymptotic formula and Shape preserving properties for these operators. For the special case, = 1; these operators reduce the well-known Bernstein operators. In [19] , Kajla and Acar introduced a sequence of summation-integral type operators as follows:
where f 2 L 1 [0; 1] (the space of all Lebesgue integrable functions on [0; 1]),
is de…ned as above. In [19] , Voronoskaja type asymptotic formula, rate of convergence, local and global convergence results were established for these operators (1.2).
The aim of this paper is to introduce Bézier variant of the operators (1.2) and obtain the direct approximation results. Furthermore we study the rate of convergence for an absolutely continuous function f having a derivative f 0 equivalent with a function of bounded variation on [0; 1] and quantitative Voronovskaja type theorem.
A Bézier curve is a parametric curve frequently used in computer graphics and image processing. These are mainly used in approximation, interpolation, curve …tting etc. Bézier-Bernstein type operators were established by many mathematicians. The pioneer works in this direction are due to [3, 5, 9, 13, 24, 26, 28, 29, 30] . In these works, the direct approximation results were obtained and the rate of convergence for functions of bounded variation were established. The order of approximation of the summation-integral type operators for functions with derivatives of bounded variation is estimated in [1, 4, 6, 7, 14, 15, 16, 17, 18, 21, 20, 22, 25] . To express our results we give the following auxiliary results.
Lemma 1. [19]
Let e i (t) = t i ; i = 0; 4, then we have
; ( 1)) (n + 2)(n + 3)(n + 4) + 18x(n + 1) (n + 2)(n + 3)(n + 4) + 6 (n + 2)(n + 3)(n + 4) ;
n (e 4 ; x) = x 4 + x 4 ( 4(n + 3)(16 + n(3 + 5n)) + 12 (n 3)(n 2)) (n + 2)(n + 3)(n + 4)(n + 5) + 4x 3 (n 2) (n(4n 3 1) + 33( 1)) (n + 2)(n + 3)(n + 4)(n + 5) + 24x 2 n + 3n 2 + 14( 1) 4n
(n + 2)(n + 3)(n + 4)(n + 5) + 48x(2n 3 + 3) (n + 2)(n + 3)(n + 4)(n + 5) + 24 (n + 2)(n + 3)(n + 4)(n + 5) :
Hence we get
with 1 2 and
: 
4 ; x) = 12x 3 (x 2) (n(n 2 19) + 46 36) (n + 2)(n + 3)(n + 4)(n + 5) + 12x 2 (n(n 2 25) + 58 38) (n + 2)(n + 3)(n + 4)(n + 5) + 24x(3n 6 + 1) (n + 2)(n + 3)(n + 4)(n + 5) + 24 (n + 2)(n + 3)(n + 4)(n + 5) (1.7)
Remark 1. We have
Direct Estimates
To describe our results, we recall the de…nitions of the …rst order modulus of smoothness and the K-functional [11] . Let '(x) = p x(1 x); f 2 C[0; 1]: The …rst order modulus of smoothness is given by
and the appropriate Peetre's K-functional is de…ned by
where W ' = fg : g 2 AC loc ; jj'g 0 jj < 1; jjg 0 jj < 1g and jj:jj is the uniform norm on C[0; 1]: It is well known that ( [11] , Thm. 3.1.2 ) K ' (f ; t) ! ' (f ; t) which means that there exists a constant M > 0 such that
Proof. Applying the inequality j a b j j a b j with 0 a; b 1; 1 and from de…nition of Q ( ) n;k; (x); we may write
[J n;k+1; (x)] (J n;k; (x) J n;k+1; (x)) = p ( )
Hence from the de…nition S ( ) n; (f ; x) and Lemma 2, we obtain
Now we study a direct approximation theorem for the operators S 
where C is a constant independent of n and x:
Proof. By the de…nition of K ' (f ; t), for …xed n; x; we can choose g = g n;x 2 W ' such that
Using Remark 1, we can write j S ( )
We only need to compute the second term in the above equation. We will have to split the estimate into two domains, i.e. x 2 F c n = [0; 1=n] and x 2 F n = (1=n; 1): For any x; t 2 (0; 1); we …nd that
Combining (2.5)-(2.7) and using Cauchy-Schwarz inequality, we obtain
From (1.6), we get
Therefore, using Cauchy-Schwarz inequality we have
From (2.8) and (2.9), we have
Using K ' (f ; t) ! ' (f ; t) and (2.3), (2.4), (2.10), we get the desired relation (2.2). This completes the proof of the theorem. Lemma 4. Let x 2 (0; 1]; then for 1; 2 2 and su¢ ciently large n; we have
Proof. (i) From Lemmas 1 and 2, we get
The proof of (ii) is similar to the proof of (i). Hence it is omitted. 
n (x) (n + 2)
(1 x) 
Proof. Using the fact that
From de…nition of the function f 0 x ; for any f 2 DBV (0; 1); we can write
where
It is clear that
By (1.4) and simple computations, we have
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By using (1.6) and considering (3.1), (3.2) we obtain the following estimate To complete the proof, it is su¢ cient to estimate the terms E n; ; (f 
