Learning distributed sentence representations is one of the key challenges in natural language processing. Previous work demonstrated that a recurrent neural network (RNNs) based sentence encoder trained on a large collection of annotated natural language inference data, is efficient in the transfer learning to facilitate other related tasks. In this paper, we show that joint learning of multiple tasks results in better generalizable sentence representations by conducting extensive experiments and analysis comparing the multi-task and single-task learned sentence encoders. The quantitative analysis using auxiliary tasks show that multitask learning helps to embed better semantic information in the sentence representations compared to single-task learning. In addition, we compare multi-task sentence encoders with contextualized word representations and show that combining both of them can further boost the performance of transfer learning.
Introduction
Learning distributional representations of words, phrases and sentences have long been interested in the natural language processing (NLP) community. In recent years, many successful stories showed that the learned representations are transferable to other tasks. For example, many NLP (Zou et al., 2013; Seo et al., 2017; Lee et al., 2017; Chen et al., 2017) and computer vision applications (Venugopalan et al., 2017; Teney et al., 2017) have successfully utilized word embeddings trained on a large corpus (Mikolov et al., 2013; Pennington et al., 2014) . They are particularly beneficial when there is an insufficient amount of training examples to learn the word representations from scratch. While the techniques of training word embedding are relatively matured and pre-trained word embeddings have been publicly available, learning high quality sentence representations is still a challenging problem. Conneau et al. (2017) showed that a long short-term memory network (LSTM) (Hochreiter and Schmidhuber, 1997) based sentence encoder trained on annotated corpus for natural language inference (NLI) task can capture useful features and is transferable to other tasks. By leveraging the annotations of a text classification task, the model forces the sentence encoder to embed semantic relations between sentences, and as a result, the encoder significantly outperforms existing unsupervised approaches (Kiros et al., 2015; Hill et al., 2016) for learning sentence embedding. However, the NLI dataset is domain specific and relatively small in terms of vocabulary size 1 , limiting the performance of the universal sentence encoder. This leads to our research question: can we learn a better sentence encoder by leveraging more information from multiple different types of supervised classification tasks?
In this paper, we study multi-task learning for training universal sentence representations. We consider three large-scale text classification corpora, (1) Stanford Natural Language Inference (SNLI) (Bowman et al., 2015) , (2) Multi-Genre NLI (Multi-NLI) (Williams et al., 2017) , and (3) Quora duplicate question pairs (Quora) 2 , which covers a variety of domains and two different tasks -textual entailment and question paraphrasing. We investigate two multi-task learning (MTL) frameworks, fully shared (FS) models and sharedprivate (SP) models to train a sentence encoder jointly on three tasks and examine their efficiency on 15 transfer tasks. Our experiments show that sentence embeddings learned through multi-task learning outperform the single-task based univer-sal sentence encoder (Conneau et al., 2017) .
To achieve further improvement in transfer learning, we combine our proposed sentence encoder with recently proposed contextualized word vectors (McCann et al., 2017; Peters et al., 2018) and show that the combined sentence encoding approach outperforms the state-of-the-art universal sentence embeddings learned using large-scale multi-task learning (Subramanian et al., 2018) . In addition, we conduct quantitative analysis to evaluate the linguistic information captured by the multi-task learned sentence embeddings.
The contributions of the paper are summarized as follows.
1. We study a multi-task learning framework to learn generalizable sentence representations which significantly outperform those learned from a single task on 7/10 transfer tasks and achieves comparable results on the rest.
2. We combine the multi-task learned sentence representations with contextualized word representations (McCann et al., 2017; Peters et al., 2018 ) that yields new state-of-the-art results on 5/10 transfer tasks.
3. We analyze and evaluate the linguistic (both syntactic and semantic) information that is captured by the learned sentence representations using six auxiliary tasks.
Related Work
Our work is closely related to sentence representation learning, transfer learning, and multi-task learning, because we propose to utilize multi-task learning to learn sentence representations that are helpful for transfer learning. We briefly review each of those areas in this section.
• Sentence Representations Learning. Training complex networks to generate useful sentence representations has become a core component in many NLP applications. Recent works on learning distributional sentence representations such that they capture the syntactic and semantic regularities within sentences range from models that compose of word embeddings (Le and Mikolov, 2014; Arora et al., 2017; Wieting et al., 2016) to more complex neural network architectures (Zhao et al., 2015; Wang and Jiang, 2016; Liu et al., 2016c; Lin et al., 2017) . General purpose distributional sentence representations can be learned from a large collection of unlabeled text corpora. Kiros et al. (2015) proposed an unsupervised approach called SkipThought, by revising the skip-gram model (Mikolov et al., 2013) which are further improved by using layer normalization (Ba et al., 2016) . Hill et al. (2016) proposed two unsupervised objectives but they fell short of SkipThought. Recently, Logeswaran and Lee (2018) proposed to learn sentence representations by identifying the correct contextual sentences from a list of candidate sentences and showed improvement over SkipThought. Unlike word embeddings, learning sentence representations in an unsupervised fashion lack the reasoning about semantic relationships between sentences. To learn universal sentence representations from supervised natural language inference data, Conneau et al. (2017) propose a BiLSTM with max pooling that yields the state-of-the-art in sentence encoding methods, outperforming unsupervised approaches like skip-thought vectors.
A concurrent work (Subramanian et al., 2018) propose to build general purpose sentence encoder by learning from a joint objective of classification, machine translation, parse tree generation and unsupervised skip-thought tasks. Compared to their approach, we employ multi-task learning to learn universal sentence encoders from multiple text classification tasks and combine them with existing contextualized word vectors (McCann et al., 2017; Peters et al., 2018) for transfer learning.
• Transfer Learning. Transfer learning stores the knowledge gained from solving source tasks (usually with abundant annotated data), and apply it to other tasks (usually suffer from insufficient annotated data to train complex models) to combat the inadequate supervision problem. It has become prevalent in many computer vision applications (Sharif Razavian et al., 2014; Antol et al., 2015) where image features were trained on ImageNet (Deng et al., 2009) , and NLP applications where word vectors (Pennington et al., 2014; Mikolov et al., 2013) were trained on large unlabeled corpora. Despite the benefits of using pretrained word embeddings, many NLP applications still suffer from lacking high quality generic sentence representations that are transferable to help other tasks. In this work, we investigate whether multi-task learning can help to obtain more robust sentence representations that transfer better.
• Multi-task Learning. Multi-task learning has been successfully used in a wide-range of natural language processing (NLP) applications, including text classification (Liu et al., 2017) , machine translation (Luong et al., 2016) , sequence labeling (Rei, 2017) , sequence tagging (Peng and Dredze, 2017), dependency parsing (Peng et al., 2017 ) etc. Recently, Mou et al. (2016 evaluated the utility of joint learning on sentence classification tasks to examine how much transferable neural networks are for NLP applications. However, they did not learn universal sentence encoders that can transfer information to unseen tasks as we do in this paper. Liu et al. (2016b) ; Zhang et al. (2017b) proposed multi-task learning architecture with different methods of sharing information, and can be further enhanced with an external memory (Liu et al., 2016a) which is shared across the participant tasks. To facilitate scaling and transferring when a large number of tasks are involved, Zhang et al. (2017a) propose to embed labels by considering semantic correlations among tasks.
In this work, we study how to adapt the existing multi-task learning architectures to learn generic sentence representations that are transferable.
Multi-task Learning for Universal Sentence Encoder
While multi-task learning was shown efficient in many NLP tasks, its effectiveness in learning robust sentence representations that can generalize to unseen tasks is less studied. In this paper, we explore several existing multi-task learning frameworks for our goal of learning sentence representations. We hypothesize that with different training signals from various data and tasks, the learned sentence representations will be more robust and transferable. Our sentence encoders are trained on several sentence similarity or entailment datasets, and are employed to produce generic sentence representations for transfer tasks. We study two hard parameter sharing frameworks 3 and explore two settings: the fully shared (FS) setting and the shared-private (SP) setting (Liu et al., 2017) (illustrated in figure 1 ) to learn generalizable sentence representations. We start by introducing the sentence encoder, which is the basic building 3 Two most common ways to perform multi-task learning are hard and soft parameter sharing. The former shares some parameters across all tasks while maintaining some task-specific parameters; the latter contains only task-specific parameters, but regularize the parameters of different tasks to be similar to encourage generalizable parameters. We confine our study to use hard parameter sharing models as they are widely used in the NLP community.
block of the multi-task learning frameworks.
Sentence Encoder
A wide variety of neural network architectures can be used to convert sentences into fixed-size representations. We choose one layer bidirectional LSTM (Hochreiter and Schmidhuber, 1997) with max pooling (BiLSTM-Max) sentence encoder as our basic building block for all multi-task learning architectures because it was found very effective in sentence encoding (Conneau et al., 2017) . Formally, for a sentence with T words w = [w 1 , w 2 , ..., w T ], we have:
and
where h t ∈ R 2d is the t-th hidden vectors in BiL-STM, d is the dimensionality of the LSTM hidden units. To form a fixed-size vector representation of variable length sentences, the maximum value is selected over each dimension of the hidden units:
where s j is the j-th element of the sentence embedding s. Since we are coping with sentence entailment and similarity problems, there are always two sentences in one instance, denoted as (s i1 , s i2 ), where i indexes the instances. To get the representation of an instance, we follow Liu et al. (2016c) and define:
where denotes the element-wise multiplication.
Fully Shared (FS) models
In fully-shared multi-task learning models, a single sentence encoder is shared across all tasks to learn generalizable representations. The sentence representations obtained by following Eq. (4), are passed through task-specific two-layer feedforward neural networks to predict the taskspecific target labels.
where i and k indexes instances and tasks. σ denotes element-wise sigmoid function. We use cross-entropy loss. Thus the loss of each task is: where y k i is the gold label of the i-th instance in task k. The final multi-task loss L task is defined as a simple summation over the loss of each task.
Shared-Private (SP) models
Shared-private models contain shared encoders and private ones, which encourage the taskspecific features being learned by the private encoders and generic features by the shared layers. In addition, each task has its own task-specific models to make the final prediction. We hypothesize that after proper multi-task training, the generic encoders are more useful than the private ones for transfer learning. In this study, we design one private BiLSTM-Max sentence encoder for each task, and one shared BiLSTM-Max encoder for all the tasks to capture generic features. Sentence embeddings produced by private and shared encoders are concatenated to form the final sentence representations. Formally, for any sentence in a given task k, its shared representation s k s and private representation s k p can be computed using Eq. (1) - (4), and the private and shared representations are concatenated to construct the sentence representations:
Adversarial Training. Ideally, we want the private encoders to learn only task-specific features, and the shared encoder to learn generic features. To achieve this goal, we adopt the adversarial training strategy proposed by Liu et al. (2017) to introduce a discriminator on top of the shared BiLSTM-Max sentence encoder. The goal of the discriminator, D is to identify which task an encoded sentence s k comes from, and the adversarial training requires the shared sentence encoder to generate representations that can "fool" the discriminator. In this way, the shared encoder is forced not to carry task-related information. The discriminator is defined as,
where W ∈ R d×d and b ∈ R d are model parameters. Optimizing the adversarial loss,
has two competing goals: the discriminator tries to maximize the classification accuracy (inside the parentheses), and the sentence encoder tries to confuse it (and thus minimize the classification accuracy). E and D represents the shared sentence encoder and the discriminator respectively and θ E and θ D are the model parameters of E and D. d k i denotes the ground-truth label indicating the type of the current task. To encourage the shared and private encoders to capture different aspects of the sentences, the following term is added.
where · 2 F is the squared Frobenius norm. Here, H k s and H k p are matrices where rows are the hidden vectors (see Eq. (1)) generated by the shared and private encoders given an input sentence of task k. The final loss function is a weighted combination of three parts:
where β and γ are hyper-parameters, L multi−task refers to a simple summation over the cross entropy loss for each task. We tune β and γ in the range [0.001, 0.005, 0.01, 0.05, 0.1, 0.5] and found different combinations perform best for different models. 
Hyper-parameter Tuning
We trained the aforementioned multi-task learning frameworks on SNLI, Multi-NLI, and Quora datasets. We carefully tune the parameters on the development set and report the testing performance with best parameters. We use SGD with an initial learning rate of 0.1 and a weight decay of 0.99. At each epoch, we divide the learning rate by 5 if the development accuracy decreases. We use mini-batches of size 128 and training is stopped when the learning rate goes below the threshold of 10 −5 . For the task-specific classifier, we use a multi-layer perceptron with 1 hidden-layer of 512 hidden units. For the hidden size of BiLSTM, we consider the range [256, 512, 1024, 2048] and found 2048 results in best performance. We use 300 dimensional GloVe word vectors (Pennington et al., 2014 ) trained on 840 billion of tokens as fixed word embeddings.
Multi-task Learning for Contextualized Word Vectors
With recent success of contextualized word vectors (Peters et al., 2018) in many downstream NLP application, we are interested in investigating the utility of contextualized word vectors in our transfer learning setting. To this end, we modify the shared private multi-task learning framework by replacing the max-pooling layer with a more sophisticated biattentive pooling technique (McCann et al., 2017 ) to obtain contextualized word vectors. We concatenate the task-specific and shared contextualized vectors produced by the bidirectional LSTMs for a pair of sentences, s x and s y to form sentence matrices X and Y . Then we compute an affinity matrix A = XY T . The affinity matrix is used to extract the attention weights which are multiplied to the contextualized word vectors to get context summaries.
We concatenate the original representations, their differences from the context summaries, and the element-wise products between originals and context summaries.
Then we apply max, mean, min and self-attentive pooling to form the sentence representations.
Where x self = X T |y β x and y self = Y T |x β y . β x , β y are computed as follows.
Finally the sentence representationss x ands y are concatenated and passed through a task-specific feed-forward neural networks to predict the target labels. We train both sentence embeddings and contextualized vectors on the same datasets.
Experimental Setup
We hypothesize that learning sentence representations through multi-task learning can capture generic information and perform better on transfer tasks than the ones trained on single task. To test this hypothesis, we learn generic sentence representations using multi-task learning on three largescale textual entailment and paraphrasing datasets and test their generalizability of the sentence encoder on 15 additional transfer tasks. In addition, we perform a quantitative analysis using six auxiliary tasks to show what linguistic information is captured by the sentence representations.
Source tasks. The first source task is natural language inference (NLI) which determines whether a natural language hypothesis can be inferred from a natural language premise. We consider the SNLI (Bowman et al., 2015) and the Multi-Genre NLI (Multi-NLI) (Williams et al., 2017) which consist of English sentence pairs, manually labeled with one of the three categories: entailment, contradiction and neutral. Following Conneau et al. (2017) , we also conduct experiments that combine SNLI and Multi-NLI datasets, which is denoted as AllNLI. The second task is the duplicate question detection (DupQuD) task based on a dataset of 404k question pairs released by Quora. We split the Quora dataset as that in Wang et al. (2017) . Transfer tasks. We evaluate the sentence encoders on 15 additional transfer tasks using the SentEval tool 4 . Among them, six are text classification tasks for sentiment analysis (MR, SST), question-type (TREC), product reviews (CR), subjectivity/objectivity (SUBJ) and opinion polarity (MPQA). For these tasks, we report accuracy. The SICK-E, SICK-R, MRPC, and STSB tasks are related to textual entailment and paraphrasing. The tool provides accuracy and F1 score for MRPC but only accuracy for SICK-E. Unlike SICK-E, SICK-R and STSB tasks predict a score between 0 and 5 given sentence pairs which indicate the level of textual similarity. For the SICK-R task, Pearson correlation is used as a measure and for the STSB task, the tool reports both Pearson and Spearman correlation. In addition, we report the Spearman correlation of STS12-16 tasks where two sentences are directly compared using cosine similarity based on the sentence representation. Details of the transfer task datasets are provided in Table 5 : Transfer learning results for sentence representation learning using single-task, multi-task learning and contextualized word vectors. Bold-faced values denote the best results across the board. In block (2), the SP and ASP multi-task models are trained on three tasks (DupQuD, SNLI and Multi-NLI). In block (4), Sent2Vec refers to the shared encoder of the shared-private multi-task models. To form sentence representations from contextualized word vectors, we use a self-attentive pooling instead of max-pooling used to form MTL based representations. ent text. We implement the end-to-end pointer network on top of the pretrained sentence encoders proposed in (Gong et al., 2016) to evaluate the learned sentence representations. We conduct the sentence ordering task based on the ROCStories (Mostafazadeh et al., 2016) dataset which contains stories consisting of five sentences. We shuffled the sentences and use the pointer network to arrange them in the correct order. We report pairwise metrics (PM) and longest sequence ratio (LSR) for the sentence ordering evaluation. We refer the reader to Gong et al. (2016) for details of the evaluation metrics. Details of the auxiliary task datasets is provided in table 4.
Experimental Results
We split our experiments into three parts. The first part examines the efficiency of multi-task learning for the source tasks; the second part evaluates the quality of the learned sentence encoders by using them to generate features for 15 different transfer tasks; and the third part quantitatively analyzes what syntactic and semantic information is captured by the trained sentence encoders.
Evaluation on Source Tasks
In this section, we discuss the performance of both fully shared and shared-private multi-task learning (MTL) frameworks on different combinations of DupQuD, SNLI and Multi-NLI datasets as source tasks. For the shared-private models, we concatenate the representations generated by shared and private (task-specific) encoders to form sentence embeddings. The results can be found in table 10. We compare the performance of MTL with the models trained on single tasks as in Conneau et al. (2017) . Table 10 shows that learning from multiple tasks performs better than learning from a single task. Although contextualized word vectors learned through MTL performed best on the source tasks, in section 5.2, we will show that the word vector encoders failed to outperform the sentence encoders on the transfer tasks. From table 10, we see shared-private MTL outperforms fully shared MTL, especially when more tasks are involved in training. This is intuitive because when more tasks are involved, it becomes harder to get good performance by modeling only the commonalities. So, having both task-specific and common features and allowing the final clas- sifier to combine them is a sensible choice. However, to our surprise, the adversarial training does not always excel on source tasks but in the next section, we will show that adversarial training boosts the transfer learning performance.
Evaluation on Transfer Tasks
In this part, we discuss the performances of sentence encoders learned by multi-task learning on 15 transfer tasks. Table 5 and 6 summarizes the results. For the shared-private MTL models, we report the results of the concatenation of the sentence representations from both the shared and private encoders 6 . By comparing row 2.2-2.3 to 1.1-1.2 in table 5, we see MTL based sentence representations outperform SNLI on 9 transfer tasks and 7 out of 10 for AllNLI (and comparable per-6 We also compared the performance of private and shared encoders. The results can be found in appendix. Table 7 : The effect of more data/tasks on the sentence encoders for transfer learning. The left column shows the differences between MTL and STL given equal amount of annotated data (from different task v.s. from the same task). The right column demonstrates the differences between MTL on two datasets and STL on one dataset (less data).
formances on the other 3 tasks). The results verify our hypothesis that learning from multiple tasks helps to capture more generalizable features that are suitable for transfer learning.
Comparing adversarial shared-private model to non-adversarial setting, we see improved performance on 4 out of 10 transfer tasks. We observed that shared encoders perform in general better than private encoders, which confirms that shared encoders learn generic features that are more suitable for transfer learning. However, the concatenation of representations from both shared and private encoders results in better performance, which indicates that transfer tasks also get benefited from task-specific features because of the commonality with the source tasks. To understand the relation between source and transfer tasks, we consider summing the weighted representations 7 produced by the private and shared encoders and the learned weights are shown in figure 2. The learned weights indicate that with adversarial training the shared encoder gets less contaminated by private features and thus gets lower weight from most of the transfer tasks as opposed to non-adversarial training. Also higher weights on the SNLI encoder assigned by most of the transfer tasks explains why sentence representations learned through single task learning based on the SNLI dataset gives competitive performance on most of the transfer tasks.
In Table 9 : Auxiliary task results for sentence representations learned from the best two single-task and multi-task models and contextualized word vectors. We only consider the shared encoder from the shared private multi-task models for auxiliary task experiments. Bold-faced and underlined values denote the best and second best results across the board.
MR, SUBJ, SST and TREC by a large margin. This motivates us to combine the representations learned by MTL with ELMo and CoVe 8 and from row 4.2 in table 5, we see a large improvement on 5 transfer tasks. In addition, we study the efficiency of CoVe, ELMo, MTL based representations and the combined encoding approach based on different dataset size using the SST and SICK-E tasks and the figure 3 summarizes our findings.
From table 6 , we see that sentence embeddings learned from MTL and STL significantly outperforms CoVe and ELMo, demonstrating the necessity of generic sentence representations that can be directly used (without any training) in transfer tasks. However, MTL based sentence embeddings failed to outperform STL based ones on most of the STS12-16 tasks due to the similarity of the source and transfer tasks. For example, STS-16 contains sentence pairs on plagiarism detection which is similar to the DupQuD task and because of that MTL outperforms STL on this task.
When we compare MTL to STL for transfer learning, one fundamental question that arises is, does improvement in transfer learning via MTL only come because of having more annotated data? Comparing the performance of AllNLI in a single task setting and {SNLI, Multi-NLI} in the multi-task settings, we observe significant improvement in 7/10 tasks. In both settings, the amount of training data is the same. To verify the hypothesis that the improvements in transfer learning do not solely come from having more annotated data, we design an experiment that samples equal amount of data (225k training examples) from SNLI and DupQuD to match the size of full SNLI dataset. We found 0.26% average improvement in transfer tasks compared to single task learning (STL) on the SNLI dataset. With full SNLI and DupQuD dataset, we observe a larger (0.69% on average) improvement in transfer tasks compared to STL on SNLI dataset. Left column of table 7 shows that MTL is beneficial in this setting and the right column demonstrates that with additional data, MTL achieves larger gains.
Analysis using Auxiliary Tasks
We hypothesize that the universal sentence encoders embed syntactic and semantic information of sentences so that they would be helpful for various transfer tasks. To test this hypothesis and evaluate the quality of MTL based sentence embeddings, we employ six auxiliary tasks and compare with STL and contextualized vectors based sentence representations. Table 9 demonstrates that sentence embeddings learned from CoVe and ELMo performs better but the MTL based sentence representations results in competitive performance in majority of the auxiliary tasks. Particularly, the performance of MTL based sentence encoders in word sense disambiguation tasks shows that the multi-task learning helps to capture better linguistic information. Table 8 shows that the MTL based sentence embeddings is capable of disambiguating both the part of speech and word sense in the source sentence.
To compare the private and shared encoders in shared private MTL models, we conduct the auxiliary experiments on individual encoders. In our experiments, we found that the sentence encoder trained on Multi-NLI consistently outperforms other task-specific or shared encoders on the auxiliary tasks. Multi-NLI dataset consists of sentence pairs from five different genres of spoken and written text and as a result, sentence encoders trained on Multi-NLI capture more diversified and rich syntactic and semantic features. We hypothesize having annotated data covering a variety of domains can better help multi-task learning.
Conclusion
In this paper, we investigate the effectiveness of multi-task learning (MTL) for training generalizable sentence representations by evaluating on both source tasks and 10 different transfer tasks. Experiments on two categories of MTL frameworks demonstrate that multi-task learning outperforms single-task learning both on the source tasks and most of the transfer tasks. In addition, we analyze what linguistic information is captured by the sentence representations. In our future work, we will explore advanced techniques to model domains: in Multi-NLI, there are five different domains, which we do not explicitly model. We will study whether multi-task learning can be benefited from proper modeling of domains. Table 10 : Development and test accuracy of source tasks (Quora, SNLI and Multi-NLI) obtained through various multi-task learning architectures. Underlined values indicate best performance among models trained on same set of tasks and bold-faced values indicate best performance among all models.
