The German start-up subsidy (SUS) program for the unemployed has recently undergone a major make-over, altering its institutional setup, adding an additional layer of selection and leading to ambiguous predictions of the program's effectiveness. Using propensity score matching (PSM) as our main empirical approach, we provide estimates of long-term effects of the post-reform subsidy on individual employment prospects and labor market earnings up to 40 months after entering the program. Our results suggest large and persistent longterm effects of the subsidy on employment probabilities and net earned income. These effects are larger than what was estimated for the pre-reform program. Extensive sensitivity analyses within the standard PSM framework reveal that the results are robust to different choices regarding the implementation of the weighting procedure and also with respect to deviations from the conditional independence assumption. As a further assessment of the results' sensitivity, we go beyond the standard selection-on-observables approach and employ an instrumental variable setup using regional variation in the likelihood of receiving treatment. Here, we exploit the fact that the reform increased the discretionary power of local employment agencies in allocating active labor market policy funds, allowing us to obtain a measure of local preferences for SUS as the program of choice. The results based on this approach give rise to similar estimates. Thus, our results indicating that SUS are still an effective active labor market program after the reform do not appear to be driven by "hidden bias".
Introduction
Start-up subsidies (SUS) for the unemployed are an unconventional active labor market program (ALMP). They help unemployed individuals to escape unemployment by incentivizing them to start their own business and securing their livelihood during the first uncertainty-ridden months of the start-up. The usage of SUS has recently been on the rise: according to official statistics by the OECD (2015) , participation in this type of programs is high, whereby in Spain 8.7%
of the stock of unemployed participated in a start-up incentive program, closely followed by France with 6.7% and Poland with 3.8%. 1 The empirical evidence on the effectiveness of SUS as an ALMP is more scarce compared to other programs such as training measures, although the body of evidence is growing. In general, almost all studies find positive and relatively large effects on individual labor market outcomes. 2 However, all of the mentioned studies rely on the conditional independence assumption (Lechner, 2001) , also known as the selection-on-observables assumption (Heckman and Robb, 1985) , whereby they assume that -conditional on a vector of observable characteristics -treatment is as good as randomly assigned. Thus, these estimates are susceptible to "hidden bias" if the researcher does not observe all relevant pre-treatment characteristics.
In this paper, we provide first evidence on long-term individual labor market effects of the German SUS program called "Gründungszuschuss" -which we dub New Start-Up Subsidy (NSUS) -after its reform in 2011. The reform altered the institutional setup of the program and was mainly intended to reduce spending on SUS (see Bernhard and Grüttner, 2015) . The reduction in spending was achieved through abandoning entitlement to the program, thereby giving caseworkers at local employment agencies more discretionary power to reject applicants as well as by instituting large budget cuts of about e 800m from 2011 to 2012. Additionally, monetary support to participants was reduced, leading to ambiguous predictions of the postreform effectiveness of the program. 3 Furthermore, abolishing the entitlement to the program introduced an additional layer of selection, thus potentially reducing the credibility of making inference using methods relying on the conditional independence assumption. Therefore, studying the effects of SUS and their sensitivity to deviations from the identifying assumption under this post-reform setting provides an interesting case study to shed some light on the reliability of estimates under these circumstances. This is especially true because SUS programs in other countries operate with a similar selection mechanism, requiring joint decision-making by the unemployed individual and the caseworker (see, e.g. Behrenz et al., 2016 , on the current Swedish program). In addition, many countries' SUS programs are designed in a similar fashion where, support is granted by paying out a series of periodic transfers to recipients, mostly dependent on previous labor earnings (O'Leary, 1999) .
Our main approach to estimating long-term effects of the German NSUS makes use of propensity score matching (PSM), as introduced by Rosenbaum and Rubin (1983) . Within the matching framework, we assess the robustness of our estimates with respect to implementation-related issues and deviations from the conditional independence assumption (CIA). Going beyond the standard matching approach, we also provide estimates using an instrumental variable (IV) identification approach based on regional variation in the likelihood of receiving treatment. Here we exploit the fact that the reform increased the discretionary power of local employment agencies in allocating ALMP funds, allowing us to obtain a measure of local preferences for the NSUS as the ALMP of choice. As a proxy for these preferences, we use regional application approval rates for the NSUS, conditional on local labor market conditions. Using a sample of 1,248 participants and 1,204 non-participants, our matching results indicate persistent and positive long-term effects on individual employment probabilities and labor earnings up to 40 months after entering the program. Our sensitivity analysis within the matching framework shows that these findings are robust with respect to both issues related to the implementation of the matching estimators as well as deviations from the CIA. Finally, our estimates based on the IV strategy also give rise to similar estimates. Thus, our findings of large and positive effects of SUS for participants are unlikely to be driven by "hidden bias".
The remainder of this paper is organized as follows. Section 2 provides an overview of the institutional details of the NSUS program, gives details on the selection by caseworkers and discusses theoretical predictions on the post-reform effectiveness. Section 3 describes our dataset and presents some descriptives. Section 4 discusses the necessary identifying assumptions of our matching approach. Section 5 provides our main estimates and discusses effect heterogeneity.
Section 6 performs our extensive sensitivity analyses and Section 7 concludes.
Institutional Setup of the New Start-Up Subsidy
The post-reform program In its current form, the NSUS has been in place since December 2011. 4 In order to be eligible for the program, unemployed individuals have to be entitled to at least another 150 days of unemployment benefits and obtain proof of sustainability for their business plan issued by an independent institution like the chamber of commerce. In contrast to previous programs, there is no legal entitlement to the subsidy under the reformed NSUS conditional on meeting the aforementioned eligibility criteria. 5 Thus, caseworkers at local employment agencies (LEAs) can deny access to the program to eligible applicants. Successful applicants receive a monthly payment equivalent to their unemployment benefits, which depends on previous labor earnings, plus a lump sum of e 300 for the first 6 months after entering into the program.
Participants may also apply for a second benefit period that only provides monthly payment of the lump sum for an additional 9 months. Thus, in total, the program provides financial support to participants for a maximum of 15 months. In our sample, about 57% of participants received transfers for the second benefit period. The average total support was e 10,350 for participants.
Selection by caseworkers For the purpose of our analysis, it holds particular importance to understand the selection mechanism that determines participation and non-participation. Selection into different ALMPs is regulated by §7, social code book III, which states that caseworkers make an individual decision on the necessity of activation measures and the appropriateness of certain measures for the unemployed individual. When making this decision, the abilities of the unemployed individuals are to be taken into consideration. For the case of SUS, this means that the applicant needs to be considered as sufficiently entrepreneurial to run a business. Bernhard and Grüttner (2015) provide important qualitative evidence on caseworkers' behavior and the way in which they and their LEAs handled the transition to more discretionary power induced by the reform of the program. In their interviews with stakeholders from different LEAs, they find that the most commonly-cited reason why applications were rejected was a sufficiently large number of applicant-specific vacancies in the local labor market, as judged by the individual caseworker. This is consistent with the so-called "placement priority" as defined by §4, social code book III, which states that caseworkers are only meant to consider ALMPs as an option for unemployed individuals if they are necessary for the re-integration of the individual. Taken 4 It is currently the only SUS program available to unemployment benefits I recipients. Unemployment benefits II recipients, which are mostly long-term unemployed or individuals with very sparse employment history, are eligible for a different program called "Einstiegsgeld", which is not the focus of this study.
5 For a description and evaluations of the predecessor programs, see Caliendo and Künn (2011 ; Caliendo et al. (2016). together, this information suggests that the most important confounders in our analysis are the individuals' re-employment probability in the absence of treatment and their entrepreneurial affinity. Arguably, the former can be controlled for relatively well using pre-treatment labor market outcomes, local labor market conditions and measures of human capital. However, the latter is generally unobservable and difficult to proxy for (see Caliendo et al., 2016 , for a detailed discussion of this issue) and thus at the center of our sensitivity analysis in Section 6.
Theoretical predictions By comparison, the pre-reform program required fewer days of unemployment benefits to be eligible and the first benefit period lasted 9 months, instead of 6.
Shortening of the first benefit period might lead to larger effects through a reduction in moral hazard, although it may also reduce the effectiveness of the program due to lower financial support to help overcome capital constraints. Moreover, the additional layer of selection induced by the reform may potentially lead to larger effects due to the previously-mentioned "placement priority" by selecting individuals who benefit more from the program. Furthermore, effects may be different simply due to macroeconomic forces. Overall, these considerations lead to ambiguous predictions on the magnitude of effects after the reform relative to before.
Data and Descriptive Analysis

Data
For our analysis, we use a random sample of previously-unemployed participants who joined the program between February and June 2012. Data on participants from January was not used as most entrants still joined the program under pre-reform conditions, i.e. they applied before the reform was in place. Our comparison group consists of individuals who were unemployed for at least one day, eligible for the program but did not apply for it in this period. Both samples were drawn from the Integrated Labor Market Biographies (IEB) of the Federal Employment Agency (FEA). Our dataset combines extensive register data from the IEB with informative survey data collected via two computer-assisted telephone interviews around 20 and 40 months after entering the program. In order to reduce survey costs, non-participants to be interviewed were selected via a pre-matching strategy to avoid interviewing individuals with very dissimilar observed characteristics compared to actual participants. For this purpose, for each participant who entered the program in month m, 20 non-applicants were randomly drawn from the unemployed population and assigned month m as their month of fictitious entry. A nearest neighbor matching was conducted based on basic variables such as age, gender, education, regional labor market types and short-term labor market history as measured by the employment status at the end of 2011, the timing of entry into unemployment as well as the (hypothetical) entry month.
Aside from ensuring the basic comparability of participants and non-participants, this yields a balanced duration of the unemployment spell from the date of entry into unemployment and the (hypothetical) month of entry into the program across the two groups. 6 Among non-participants, only nearest neighbors were contacted for the survey.
Due to the combination of register and survey data, our dataset contains extensive covariates on individuals' labor market history, previous earnings, socio-demographics, human capital, ALMP history, participants' start-up characteristics, intergenerational information as well as usually-unobserved personality traits. From the surveys, we are able to use labor market outcome data up to 40 months after (hypothetical) entry into the program. The final dataset contains 1,248 participants and 1,204 non-participants. Participants in our sample account for about 17% of all entrants into the SUS program during our sampling frame. 7
Some Descriptives
In this part, we provide a brief descriptive overview of our sample of participants and comparison individuals. Table 1 provides summary statistics on socio-demographics, human capital, labor market history, intergenerational transmission, regional macroeconomic conditions and personality traits. For a more extensive overview of descriptive statistics on covariates, see Table A.1 in the Appendix. Outcome statistics can be found in Table 2. [Insert Table 1 and Table 2 about here] Pre-treatment characteristics Participants are on average about 42 years old and about one year younger than non-participants. In addition, participants are less likely to be female.
While a sizable fraction of about 43% of participants have attained a general upper secondary school degree, which grants access to the German university system, only 28% of non-participants have such a degree. With respect to labor market history, participants spent on average 10% of the last 10 years in unemployment. On the other hand, non-participants were unemployed for 17% of the last 10 years. Short-term employment history shows that participants were employed for about 7.7 months in employment in the previous year before entering the program. On average, non-participants were employed for about one month less during this time period. The 6 Participants spent on average 2.8 months in unemployment before entering the program. Our sample of nonparticipants was unemployed for 2.7 months on average prior to the assigned date of entry. The p-value of a t-test of equality of means is about 0.22. 
Main Empirical Approach
The goal of our causal analysis in this and the next section is to estimate the treatment effects of the SUS program on individuals' labor market outcomes in terms of overall employment and earned income. We rely on the well-known potential outcomes framework, mainly attributed to Roy (1951) and Rubin (1974) . Our main focus is to estimate the average treatment effect on the treated (ATT)
where Y 1 and Y 0 are potential outcomes with and without treatment and D is a treatment
has to be inferred from data on non-participants' outcomes. However, simply using the mean outcome of non-participants will lead to biased estimates in the absence of random assignment of treatment due to differential characteristics between the two groups.
Propensity Score Matching PSM techniques aim to eliminate selection bias by balancing a rich set of observable characteristics X across the two groups. To give consistent estimates,
needs to hold, where P (X) = P r(D = 1 | X) is the propensity score. In addition, one has to assume overlap (P (X) < 1 ∀ X) and rule out spill-over effects of treatment (Stable Unit Treatment Value Assumption). As noted by Imbens and Wooldridge (2009) , if these three assumptions hold, we can estimate (1) as the simple mean difference between treated and comparison individuals on the re-weighed sample asτ
where N 1 and N 0 are the number of treated and untreated observations and i and j are their respective indices. Estimated balancing weightsŵ j are obtained through matching, where the resulting weights satisfy
Inference In order to account for the multi-step estimation procedure of PSM, we make use of re-sampling methods for hypothesis testing. In particular, we obtain p-values by bootstrapping the t-statistic with 999 replications, as this has been shown to have better properties than bootstrapping standard errors directly (see Huber et al., 2015; MacKinnon, 2006 , for details).
Risk of Hidden Bias
For the CIA to be a valid assumption, X must contain all such variables that simultaneously determine selection into treatment and the outcome of interest (Lechner and Wunsch, 2013) . Consequently, if there is some unobserved characteristic U that has an impact on treatment assignment and the outcome, the CIA will fail. Put formally,τ AT T p − → τ AT T + b with b = 0 if the true treatment probability is given by
where
The size of the inconsistency b depends on the selectivity parameter γ and the responsiveness of Y 0 with respect to U . Since the reform of the NSUS introduced an additional layer of selection, γ may be larger in magnitude and estimates more susceptible to "hidden bias" (see Rosenbaum, 2002 , for more details on the problem of "hidden bias"). Thus, careful sensitivity analyses are necessary.
Specification and Estimation of the Propensity Score
Our extensive dataset allows us to control for a wide range of pre-treatment characteristics.
Our baseline propensity score specification includes variables containing information on sociodemographics such as age, gender, health status, German citizenship, marital status and single parent status, number of children and the presence of young children. Human capital attainment is included using the highest schooling degree, professional education and qualification. In order to break the dependence between D and Y 0 , it is arguably most important to include a detailed and sufficiently flexible specification of labor market and earnings history. We do this by adding information on short-and long-term unemployment history, short-to medium-term employment and treatment history, the employment status before unemployment, previous occupation, the size of unemployment benefits received as well as last labor earnings. We make the specification flexible by either including categorical dummies for important confounders or -as in the case of previous earnings -using data-driven selection of fractional polynomials (Sauerbrei and Royston, 1999) . In addition, we also include a battery of regional characteristics to control for different local labor markets. For this purpose, we include regional dummies as well as explicit control for local macroeconomic conditions and self-employment activity. The baseline specification also includes a number of interaction terms, which were added iteratively to improve subsequent matching quality (see next Section 4.2).
As mentioned in Section 2, another potentially important confounder is the entrepreneurial affinity of individuals. We attempt to proxy for it using some variables that are seen to be important factors in determining the decision to become self-employed, such as previous selfemployment status, intergenerational transmission of self-employment as observed through our survey data and the regional controls on start-up activity out of unemployment and the share of self-employed in the general labor force. Aiming to strike a balance regarding the comparability of our results to most previous evidence for Germany as well as evidence for other countries, we make use of intergenerational information but abstain from including our measures of personality traits in our baseline specification. However, as part of our sensitivity analysis later on, we will extend this standard set of variables with some measures of personality traits or non-cognitive skills since they are likely to be correlated with entrepreneurial affinity. The baseline specification is estimated using a probit regression on the pooled sample, as a Chow test of different selection patterns into treatment for men and women could not be rejected. The details of the specification, estimated coefficients and results from the Chow test can be found in Table A .2. Figure 2 shows the resulting predicted values of the propensity score used to estimate balancing weights in the next step.
[Insert Figure 2 about here]
Matching to Improve Balance
In our baseline design, we use the estimated propensity score in combination with non-parametric kernel matching with an Epanechnikov kernel to estimate balancing weights. 9 The kernel bandwidth is chosen to maximize post-matching balance. 10 In order to avoid extrapolation, we impose common support by restricting the analysis to the subset of treated individuals who satisfy
where S 1 denotes the set of all treated units. Since matching on the propensity score does not control for differences in covariates directly, the appropriateness of the propensity score specification has to be judged against the resulting balancing quality (Rosenbaum and Rubin, 1983) . Table 3 provides several commonly-used indicators for the balance achieved.
[Insert Table 3 about here]
Kernel matching dramatically improves in-sample balance as measured by several indicators.
There remain no significant mean differences in the matched sample at any traditional level using a t-test of equal means. This is supported by a reduction of the mean absolute standardized bias from 11.5% to 2.3% through matching. Moreover, inspecting the distribution of absolute 9 The matching is performed using the psmatch2 ado-package by Leuven and Sianesi (2003) . 10 In the spirit of Imai et al. (2008) , a grid search is performed, choosing the bandwidth that maximizes balance by minimizing the pseudo-R 2 after matching. We found this to be the case for h = 0.13.
standardized biases reveals that the number of covariates with standardized biases with relatively large differences is drastically reduced. For example, the number of covariates with a standardized bias above 7% is reduced from 38 to zero. Similarly, the number of covariates with a bias of at least 5% but less than 7% decreased from 28 to just 8 in the matched sample. Following
Sianesi (2004), pseudo-R 2 of the propensity score estimation decreases to 1.5% in the matched sample and the null hypothesis of all covariates having no predictive power regarding treatment status cannot be rejected at virtually any significance level. The balancing measures based on the propensity score due to Rubin (2001) also point towards a drastic increase in balancing quality. Rubin's B -defined as the standardized mean difference in the linear index (xβ) of the propensity score -decreases from over 100% to 29.3%, while the ratio of the propensity score's variance in the treated and untreated sample (Rubin's R) remains close to one. In addition, quantile-quantile plots for the important pre-treatment outcomes "fraction of time spent in unemployment in the last 10 years" and "last daily earnings" follow the 45-degree line quite closely, indicating successful balancing of the distribution for these important covariates after matching. Overall, balancing quality can be regarded as sufficient to proceed with the outcome analysis.
[Insert Figure 3 about here]
5 Estimates Based on Propensity Score Matching
Main Estimates
Panel A in Table 4 presents the estimated average treatment effects for participants using our baseline empirical approach as described in Section 4.
[Insert Table 4 about here]
Consistent with the existing literature on SUS for the unemployed, we find persistent and large effects on both the employment probability and monthly net earned income of program 
Effect Heterogeneity
In order to gain further insight into how effects vary with respect to certain pre-treatment characteristics and tease out potential channels through which the program works, we estimate
ATTs for sub-groups according to age, education, local GDP per capita and gender. 11 The results are displayed in Figure 4 .
[Insert Figure 4 about here]
In general, one can say that the groups that have a particularly low estimated counterfactual probability of being in self-or regular employment 40 months after entering the program display the largest estimated gains from participating. These are the lower educated without a (specialized) higher secondary schooling degree -which grants access to the university system -and workers who are at least 45 years old. Our findings support the view that low-skilled individuals benefit more from participating in SUS programs than high-skilled workers. Larger effects for older workers either point towards more entrepreneurial success among older founders or reflect more difficulties for older workers in finding dependent employment. The estimated effects for individuals residing in areas with relatively high GDP per capita are slightly larger and may be due to better business opportunities in these regions. Gender differences in estimated effects are small, with the long-term effects being marginally larger for men.
Sensitivity Analysis
In this section, we extensively test the sensitivity of our main results with respect to the implementation of PSM and deviations from the CIA, both within the standard PSM framework and by using an instrumental variable strategy.
Sensitivity with Respect to Implementation
In order to test whether our baseline results are driven by peculiarities of our chosen matching approach, we check the robustness with respect to more technical details such as the link function F (·) used to estimate the propensity score, the imposition of common support and the matching or weighting algorithm. These choices have been shown to significantly affect the finite sample performance of estimators (e.g. see Huber et al., 2015; Lechner and Strittmatter, 2017) . Our findings of this analysis are shown in Panels B to D of Table 4 and can be summarized by stating that none of these discretionary choices regarding the implementation of PSM have any economically-significant effect on point estimates. The choice of the link function has very little effect on our estimates, even though the robit regression -which makes use of the t-distribution with optimally-chosen degrees of freedom ν -yields quite different predicted propensity scores, as can be seen in Figure A .1 (see Liu, 2005 , for details on robit regression). The imposition of common support through defining a minimum density (f (p) ≥ c) of comparison individuals as done by Heckman et al. (1997) or restricting the analysis to an optimal interval [0, α * ] as proposed by Crump et al. (2009) yields estimates very close to our baseline estimates. 12 Furthermore, different choices of matching or weighting algorithms also do not play a crucial role for our results. For comparison, we tried pair matching with replacement, radius matching with bias adjustment based on Lechner et al. (2011) and inverse probability weighting with weights rescaled to unity. 13 The latter two were chosen as they have been found to perform well in MonteCarlo simulations on finite sample properties by Busso et al. (2014) and Huber et al. (2013) . Point estimates are very similar across these estimators. While the results are robust to alterations in the design phase of our study, the conclusions drawn depend on the applicability of the CIA, which we aim to assess in the next sub-sections.
12 The interval derived by Crump et al. (2009) is optimal in the sense that it minimizes the asymptotic variance of matching estimators. Choosing α involves a trade-off: larger α reduce imbalance and extrapolation leading to lower variance, while discarding information increases variance. As software implementation, we use their accompanying optselect package to obtain α.
13 The radius matching with bias adjustment is implemented using the radiusmatch package of Huber et al. (2015) .
Robustness to the Inclusion of Non-Cognitive Skills
Recent literature has found that measures of personality traits and non-cognitive skills significantly correlate with labor market outcomes and that non-cognitive skills are about as important in determining wages as cognitive abilities (Heckman et al., 2006) . Furthermore, Caliendo et al. (2014) show that personality traits are associated with the decision to become and remain self-employed. Thus, these types of usually-unobserved variables are potentially important but omitted confounders that help us to proxy for entrepreneurial affinity. Available through the survey data, we include measures of the individuals' characteristics like the Big Five personality traits, locus of control, risk attitudes, impulsiveness, patience and general self-efficacy in the estimation of the propensity score. Doing so increases the pseudo-R 2 of the probit estimation markedly from about 20% to 32%. Thus, differences in personality and non-cognitive skills explain a relatively large part of selection into treatment. For details on estimated probit coefficients, see Table A .2. The resulting propensity score distribution can be seen in Figure   A .2. If incorporating these variables into the propensity score estimation significantly changes the resulting treatment effects estimates, this would hint towards a violation of the CIA for our baseline results. However, Panel C in Table 5 shows that the point estimates barely change compared to our baseline estimates and the estimated effects are still highly significant at all conventional levels. These findings are also consistent with those of Caliendo et al. (2016) , who analyze the interplay of personality traits and the effects of SUS for a sample of participants of the pre-reform NSUS program with fewer layers of selection at play in much more detail. 14 [Insert Table 5 about here]
Robustness to Time-Invariant Unobserved Heterogeneity
The longitudinal nature of our outcome data also allows us to control for time-constant unobserved confounders by means of conditional difference-in-differences (CDID) (see e.g. Blundell and Costa Dias, 2009). The CDID estimator combines the difference-in-differences approach with matching to control for observed characteristics. We choose symmetric differencing around the date of entry, following Chabé-Ferret (2015) , who finds that CDID estimators perform the best under this setup. 15 Since the CDID approach requires a weaker form of the conditional independence assumption, this provides a test for the applicability of the original CIA defined in (2). For the CDID estimator to give consistent results, the individual time difference in Y 0 must be independent of treatment when conditioning on the propensity score. Formally, it is required that
where k is the number of months before or after (hypothetical) entry t into the program. Our results are shown in Panel C of Table 5 . As becomes readily apparent, controlling for unobserved time-invariant heterogeneity via conditional differences barely affects our estimates. Thus, the results also do not seem to be very sensitive with respect to this kind of deviation from the CIA.
Assessing Sensitivity Using Bounding Analysis
In this part, we follow Rosenbaum (2002) and test the sensitivity of our inference with respect to the degree of departure from the CIA by using a bounding approach. Let Γ denote the ratio of the odds of receiving treatment for two observationally-identical individuals i and j, but different unobserved characteristics U, then
where P i = F (x i β + γu i ) and Γ = e γ for the case of a logistic F (·). The bounding exercise essentially varies γ and thus Γ and tests whether the estimated effect remains significant at that level of "hidden bias". In our application, we assume that we have over-estimated the true effect and gradually increase Γ until we obtain the value for which our estimates turn insignificant. 16
Thus, if this critical value is large, our estimates are relatively robust with respect to deviations from the CIA. Panel D of Table 5 gives the critical Γ * s for our four outcome variables of interest.
Generally, inference with respect to employment prospect is more robust than earnings. The smallest Γ * that we obtain is for net monthly earnings after 40 months, which is equal to roughly 2.5, meaning that an unmeasured covariate would need to increase the odds of receiving treatment by the factor of 2.5 compared to someone without this characteristic to turn our conclusions invalid. Hence, our results indicating positive long-term effects on employment and income are very robust with respect to general unobserved confounders.
Estimates Using an Instrumental Variable Approach
Should the CIA indeed fail in our application -despite the evidence presented so far -one can still estimate average treatment effects under the condition that we find exogenous variation in the treatment probability. In this section, we aim to estimate treatment effects using an instrumental variable strategy based on regional variation in the likelihood of receiving treatment, using both the standard two-stage least squares (2SLS) estimator and the semi-parametric approach by Frölich (2007) . For a dummy instrument Z, both estimators can be displayed as
where 2SLS conditions on X through linear regression and the IV-matching approach by conditioning on the scalar propensity scoreP (Z = 1 | X) =P (X). The latter estimator is used to test the sensitivity of the IV estimates with respect to the inherent linearity assumption.
For the construction of an instrument, we make use of the regional discretionary power of LEAs after the reform to allocate their allotted funds with respect to different ALMPs. Ifconditional on local labor market conditions -an LEA makes stronger use of a certain ALMP, this can be regarded as having a stronger preference for this type of program. Our proxy for the regional preference for SUS is the ratio of approved applications to the total number of applicants in the same region during our sampling time frame, albeit in months other than the month of entry. 17 We call this the leave-one-month-out approval rate, or approval rate for short.
Dropping the individual's month of (hypothetical) entry should purge the instrument from a direct relationship with the individual's characteristics. Figure 5 shows the spatial distribution of approval rates across the 178 LEAs in Germany, both unconditional and conditional on local labor market conditions.
[Insert Figure 5 about here]
A number of identifying assumptions need to be fulfilled for our IV approach to give consistent estimates. However, even if the assumptions are true, the IV estimates in general only yield a local average treatment effect for the part of the population that changes treatment status due 17 There are several reasons why we are constrained to contemporaneous data for the instrument. First, data from the previous year corresponds to the pre-reform program and thus measures the preference for a non-existent program. Second, data from the month of January 2012 (the first month after the reform took place) cannot be used as the number of approved applications is contaminated by applicants from before the reform. Third, data after our sampling time frame cannot be used as there was a reform of LEA districts, which led to the disappearance of 22 LEAs. The data on applications for the program and actual entries are obtained from administrative data from the FEA.
to the instrument, called compliers (see Imbens and Angrist, 1994) .
IV Identifying Assumptions First, the instrument needs to be relevant, i.e. the instrument must have an impact on the likelihood of receiving treatment. It can be assumed that relevance is fulfilled if the instrument has an influence in the first stage, i.e. when the denominator of (8) is significantly different from zero. Second, conditional on X (orP (X)), the instrument Z must satisfy independence with respect to D and Y . Put formally, it is required that
where Y (z) and D(z) denote the observed outcomes and treatment status, both dependent on the value of the instrument Z. This implies that -conditional on X -the instrument is as good as randomly assigned and it does not have an effect on Y that does not go through D (exclusion restriction). Third, there must be no defiers, implying that D(z 1 ) ≥ D(z 0 ) for values of the instrument z 1 > z 0 .
Plausibility of Assumptions
Apart from the relevance condition, the other identifying assumption cannot be directly tested empirically and needs to be discussed. Assumption (9) is also called the exogeneity assumption in linear regression and it is often put in terms of correlations: once we condition on X, Z must not be correlated with relevant omitted factors U (e.g. entrepreneurial affinity). The credibility of this assumption thus depends on the richness of controls. We largely employ the same specification as described in Section 4.1. 18 Since the regional controls hold particular importance in this case, we control for the geographic location of the individual and local labor market conditions. The former are implemented using dummy variables for northern, eastern and southern Germany, while the latter include measures of the unemployment rate, the vacancy-to-unemployed ratio, GDP per capita and -probably most importantly -the start-up rate out of unemployment and the overall self-employment rate using flexible categorical dummies to soak up as much variation due to different local labor market conditions and the local tendency to become self-employed within geographic regions as possible.
However, the assumption (9) would still fail if LEAs with large conditional approval rates tended to select individuals with lower entrepreneurial affinity into treatment. Of course, we cannot test for this. However, we can test for a conditional correlation of the instrument with the previously-
18
The only difference is that we drop interaction terms as these were only included to further improve balance in X across treatment groups D. This choice does not affect our IV results in any significant manner. Results with the interaction terms included can be obtained from the authors on request. mentioned personality traits, which are very predictive of receiving treatment. For this purpose, we run an auxiliary regression of the instrument on personal and regional controls as well as our measures of personality traits. 19 The null hypothesis of zero conditional correlation between personality traits and the instrument cannot be rejected at any traditional significance level, supporting the case for the validity of the independence assumption. The exclusion restriction also seems quite natural to us, as we would only expect an effect of regional participation in SUS on individuals' employment prospects and earnings if there are spill-over effects of treatment, in which case the local stock of participants would be a relevant regressor in the outcome equation, but not regional approval rates. Furthermore, the no defier assumption seems plausible since higher approval rates should weakly increase treatment receipt for everyone.
Estimates Table 6 provides the results from our IV estimation. Panel A gives the results using 2SLS in combination with a continuous instrument. Panels B and C show results for a dummy instrument, coded as one if the person lives in an LEA with a leave-one-month-out approval rate larger than the median 20 . While panel B still makes use of 2SLS, Panel C uses the IV-matching estimator by Frölich (2007) . The latter can be regarded as the ratio of two matching estimators, thus avoiding functional form restrictions regarding the impact of the instrument on treatment probability and outcomes.
[Insert Table 6 about here] First-stage estimates suggest a significant impact of the instrument on treatment receipt. This is supported by the z-statistics as they are well above the weak instrument threshold of √ 10 ≈ 3.17 as given by Staiger and Stock (1997) . Focusing on the 2SLS estimates based on the continuous instrument first, we find that a one percentage point increase in the approval rate increases the likelihood of receiving treatment by 0.3 percentage points. Similar to our baseline matching results, second-stage estimates suggest large and positive effects on both employment and earnings. The long-term effect on the probability of being in self-or regular employment is estimated to be about 29 percentage points and thus actually larger than our matching estimates.
Effects on earnings are comparable to the matching results, albeit only being significant at the 10% level. Turning to estimates based on the dummy version of the instrument, we find a similar pattern, although the effects are somewhat smaller and less significant when using 2SLS. The first-stage coefficient gives us a direct measure of the size of the complier population, which 19 Coefficients on personality traits and test results from the auxillary regression are shown in Table A .3. 20 The median corresponds to roughly a 50% leave-one-month-out approval rate.
is estimated to be around 10% when using 2SLS and 8.6% using the IV-matching estimator.
Comparing second-stage results, we find very similar results to the 2SLS estimates, albeit they are insignificant due to the higher variability. Hence, the linearity assumption of the 2SLS approach does not seem too restrictive in our application. Overall, our IV approach also suggests positive effects on employment probabilities and earnings for the sub-group of compliers. Making a comparison with our matching results is difficult as the IV approach identifies a different parameter, but matching estimates are included in IV confidence bands. 21
Conclusion
In this paper, we provide the first long-term evidence on the causal effects of the new German The analysis of effect heterogeneity indicates that the program is especially beneficial for older and low-skilled workers.
Since the reform of the program introduced an additional layer of selection by increasing caseworkers' discretionary power, it is necessary to critically assess identification assumptions used to estimate the treatment effects. Hence, we assess the sensitivity of our conclusions with respect to deviations from the CIA within the matching framework and also by using an instrumental variable strategy that exploits regional variation in the likelihood of receiving treatment induced by the reform. Our results of the sensitivity analyses indicate that the matching estimates are very robust to deviations from the CIA and the IV results also point towards large positive effects. Since SUS programs in other countries operate in a similar manner in terms of both selection and support, our findings of robust positive effects may lend some credibility to other matching estimates in the literature.
While our microeconometric estimation approach provides evidence on individual-level effects of SUS for previously-unemployed participants, there may be spill-over or general equiblibrium 21 To see this, compare the square brackets in Table 6 with the baseline results from Note: Different indicators are shown for covariate balancing before and after Epanechnikov kernel matching using a bandwidth of 0.13. a : The number of variables with significantly different means is based on a t-test of equality of means. b : The standardized absolute bias of a variable is the mean difference between treatment and control group as a percentage of the square root of the mean of pre-matched variances of both groups. c : Following Sianesi (2004) Pseudo-R 2 and p-value of joint significance from a probit estimation on the unmatched and the matched sample are also calculated. d : Rubin's B is the standardized mean difference of the linear index of the propensity score of treatment and control group. e : Rubin's R is the variance ratio of the propensity score index of the treated to control sample. (MacKinnon, 2006; Huber et al., 2015) . * * * / * * / * denote significance at the 1/5/10 % level. Panel A shows our baseline results using kernel matching, common support imposition via min/max criterion using a probit regression. Panel B tests the sensitivity with respect to the parametric regression of the propensity score. Panel C tests whether the way in which we impose common support affects our results significantly, defining a minimum density f (p) in the comparison group (Heckman et al., 1997) or choosing an optimal common support interval [0; α * ] (Crump et al., 2009) . Finally, Panel D tests the robustness regarding different estimators: k = 1 nearest neighbor matching, inverse probability weighting with standardized weights and radius matching with bias adjustment due to Lechner, Miquel and Wunsch (2011) . (MacKinnon, 2006; Huber et al., 2015) . * * * / * * / * denote significance at the 1/5/10 % level. Panel A shows our baseline results. Panel B includes usually unobserved personality traits into the score specification. Panel C tests the sensitivity of our results with respect to time-constant unobserved confounders by means of conditional DiD. Finally, Panel D gives the factor Γ by which the odds of receiving treatment between observationally identical individuals must differ to overturn our inference by using Rosenbaum (2002) bounds. Note: The table shows first-stage coefficients as well as LATE estimates using the IV approach. z-statistics are shown in parentheses underneath the point estimate. 2SLS standard errors are heteroscedasticity robust. Inference for IV matching is based on standard errors estimated by bootstrap using 999 replications (MacKinnon, 2006) . * * * / * * / * denote significance at the 1/5/10 % level. 90% confidence bands are shown in brackets. The first-stage passes the weak-instrument test by Staiger and Stock (1997) if the respective z-statistic is larger than √ 10 ≈ 3.17. Panel A shows the baseline IV estimates using 2SLS and the continuous leave-one-month-out (lomo) approval rate. Panel B also makes use of 2SLS but employs a dummy-instrument that equals one if the lomo approval rate is larger than the median of the distribution. Panel C uses the same dummy instrument but employs the semi-parametric IV matching estimator due to Frölich (2007) . N o r w a y S w i t z e r l a n d C a n a d a S w e d e n H u n g a r y
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