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Abstract
This paper describes a wireless approach to “wiring” a bipedal robot. The use of a body area network (BAN) based on RF
technology saves substantial weight and prevents failures due to broken cables near moving parts. Despite using wireless
technology, the resulting system features low latency, high throughput and a fast refresh rate. Energy consumption has
been kept at a low level by using oﬀ-the-shelf single chip transceivers. Two diﬀerent network topologies have been
experimented with and compared against each other. Using BAN technology, a custom-designed FPGA multi-core
processor constantly receives and processes 3D acceleration measurements from sensors mounted on the seven limbs
of the robot. The same BAN is also used by the FPGA to send commands back to the limbs.
c© 2013 Published by Elsevier Ltd.
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1. Introduction
The word robot[1], derived from the Slavic word robota that refers to forced labor, was coined by
playwright Karel C˘apek’s brother Josef and ﬁrst used in a play published by C˘apek in 1920. While not all
contemporary man-made robots are humanoid in shape, bipedal locomotion is certainly an obvious choice
where robots have to work in the same environment as humans. Currently however, weight (i.e. mass)
remains a problem: Honda’s famous ASIMO [2] in its most recent version has a mass of 48kg (the prototype
“P2” was 210kg, as much as two parents plus a child), and Boston Dynamics’ PETMAN[3] is 80kg. In a
human environment a robot weighing more than 50kg is problematic because it may easily hurt people when
falling and it requires a lot of power just to move its own weight. On this background, our approach towards
an ultra-light-weight construction is attractive and well-justiﬁed.
Our robot is a light weight and low-cost biped called Monkey that is able to run at speeds comparable to
human running. Up to now, only a few sprinting robots exist world-wide, and none that shares our principle
of a minimalistic design. Possible applications of Monkey include assisting humans in daily life, health care,
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Fig. 1. The bipedal robot Monkey
or for sports training. A description of a biped robot with pneumatic actuators can be found in [4]. However,
we are conﬁdent to beat the contraction ratio of their McKibben actuators thanks to our new Ribbon Air
Muscle (RAM)[5]. Monkey (Fig.1) is a self-contained system powered by a 6l air reservoir and a 1Ah 11.1V
lithium-ion battery. Monkey has a total mass of just 4kg at an overall height of 76cm. Each limb bears a
small printed circuit board (PCB) with a radio frequency (RF) transmission capable micro-controller unit
(MCU). A three-axis accelerometer is connected to the MCUs analog to digital converter (ADC) and digital
output pins are wired to output driver ICs and ﬂyback diodes for driving the valves. There are seven PCBs
distributed over the robot: 1. Left shin, 2. Right shin, 3. Right shank, 4. Left shank, 5. Left hip, 6. Right
hip and 7. Pelvis.
In the following, we shall refer to these PCBs as nodes or RF-nodes. Each limb features a pair of
antagonistic air muscles for actuation. While these muscles are controlled individually by their associated
node, the global orchestration of Monkey is under the responsibility of the FPGA multi-core processor.
This is a custom network-on-a-chip design [6] that has been developed by our research group in the greater
context of a high-level hardware/software co-design project, funded in part by Microsoft.
The co-design tool-chain manifests itself in the form of a high-level programming language called Ac-
tive Cells that is suitable to specify the three diﬀerent architectural levels of a multi-core system in a single,
coherent program text: a) the entire chip-architecture, b) the processor-core architecture and c) the code
running on the individual cores. The beneﬁts of this approach for our project is the option of using a min-
imalist custom-designed processor-core called Tiny Register Machine (TRM), in combination with speciﬁc
hardware components for the implementation of time-critical parts. In the following, we shall focus our
explanations on the communication sub-system of this holistic design.
2. Communication
Our major requirements on the communication system are:
• Pressure sensing on both feet
• Six-limb angular measurements (strain sensor / hall sensor / potentiometer)
• Three-axis accelerometer on six limbs
• At least two drive signals per limb (antagonistic air muscle pair)
• At least 100 Hz refresh rate and low latency
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Fig. 2. Seven nodes and one FPGA forming a BAN on the robot.
A wired solution would require more than 60 wires to connect all parts. (In a similar project at ETH Zurich,
our colleagues have built a quadruped [7]. They used two CAN-bus in parallel for achieving a 100Hz refresh
rate, and the wiring alone adds 5kg of weight.)
The two distinguishing properties of our robot architecture are a) distributed computing and b) wireless
communication. Out of these decision, we draw the following beneﬁts:
2.1. Beneﬁts from distributed computing
• The data is handled and preprocessed locally at the same spot where it is measured. This prevents
signal distortion in wiring, and reduces the burden on the main processor.
• The decentralized implementation grants a certain autonomy to the limbs. It is bio-inspired in the
sense that it maps reﬂex movements into the walking pattern, that is, movements that are handled in
the spinal cord directly [8].
2.2. Beneﬁts from wireless communication
• No wire failures due to mechanical stress
• Sparing substantial weight
• Quick and reliable replacement of faulty parts
• Wireless remote control and monitoring for testing purposes
• Option of adding redundancy and increasing refresh rates by using multiple RF connections in parallel
In detail, our design relies on bi-directional connections between seven distributed nodes and one central
FPGA processor (Fig.2). While in other projects we are using low-energy Bluetooth technology, for Monkey
we decided in favor of RF hardware oﬀered by Nordic semiconductors, mainly because of the limited
bandwidth of both Bluetooth [9] and ZigBee and the lack of streaming capabilities of Bluetooth. We use
nRF24LE1+ on the nodes and nRF24L01+ on the FPGA (a Xilinx Virtex 5 ML510), operating in the
licence-free 2.4GHz band.
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Fig. 3. BAN in ring topology
We apply the following RF-speciﬁcations:
• CRC (cyclic redundancy check) checksum
• ACK (positive acknowledgement) packets
• Automatic retransmission
• Dynamic payload length up to 32 bytes
• 2 Mbps throughput per channel
The FPGA multicore processor controls the RF-nodes through an SPI connection, where a separate core
is dedicated to each node. The nodes’ (limbs’) activity is governed by a pattern method running on top
of the communications architecture. Each node has its own clock but all nodes are powered by the same
battery. When battery power is switched on, all nodes are powered on at the same time, consequently, they
run in-sync with each other after being powered on. (The startup time of each node is the same.) Movement
commands therefore can relate to the state of an internal clock counter. A single time slice in a pattern lasts
for 10 ms, and a typical command pattern sent to a node is “30 ﬂex; 100 relax; 150 extend. . . ”, meaning
that the node continuously repeats the following sequence of actions, where the duration of the loop can
be conﬁgured at runtime: Flex the according joint for 300ms; relax it for 700ms; extend it for another
500ms. . . .
Even when the central main processor is totally inactive, the nodes still continue repeating the deployed
pattern. The pattern method frees the main processor from continuously taking care of a regular movement.
Instead, it can use its processing power to learn and to optimize the individual limbs’ patterns. We are aware
that the clocks do not stay in sync forever. Tests showed that they diﬀer about one second in 24h. However,
this is not a problem because the nodes typically run for a few minutes only. Whenever the robot is inactive,
the FPGA can power oﬀ the nodes.
So far, the network topology on the Monkey robot has been left open in our discussion. In the following
sections we shall present and compare two diﬀerent variants that have been implemented and tested: a ring
topology and a star-shaped topology.
3. Ring Topology
The BAN on Monkey is organized in a ring-shaped network structure (Fig.3), where each node receives
and sends messages from and to its direct neighbor only. In this case, a single node only needs to be
connected to the main processor. This topology was implemented with an oﬀ-the-self FPGA-development-
board by connecting an RF-interface (Nordic L01) to free pins of the FPGA.
The nodes continuously read and store the accelerometer readings (ADC values). When an RF-packet
arrives, the corresponding node immediately writes its most recent complete set of ADC values into the
packet and forwards it. A double buﬀering approach is used. The payload (Fig.4) is shared by all nodes.
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Fig. 4. The picture shows how the acceleration measurements are stored in the payload. Blue (X axis), red (Y axis) and magenta (Z
axis) are 12 bit measurements each. There are six blue-red-magenta-blocks belonging to six sensors. Since payload size is limited to
32 bytes, the data from the seventh sensor (green) is striped over the whole payload. In the end, there are only 4 bits left of the 32bytes.
Fig. 5. “Monkey” with the steel rope suspension system
Due to the hardware limitation of the packet size to 32 bytes, the three (X, Y, Z) 12 bit measurements from
all seven nodes just ﬁt into a single packet but almost no room is left for further data.
The pattern size is similarly limited but the system was good enough to implement a simple version
of walking based on patterns of length 4. Using this system, Monkey is gracefully moving while being
suspended by a pulley. The pulley rolls on a horizontal steel rope (Fig.5), allowing Monkey to walk back
and forth along the rope.
When testing in normal environments (including in the presence of other wireless networks), data loss
was below 1% because of the automatic retransmission. (To enforce packet loss the nodes had to be covered
with a metal bowl.) When a node reaches its maximum number of retransmissions (i.e. 15), it resends the
packet to the node after. The sensor data from the failed node in between then is lost for one cycle. Also no
new commands get delivered to a node with a momentary failed RF connection, in which case the node just
continues to repeat the last successfully transmitted pattern. Because of the high refresh rate, single missing
data packages aren’t a serious problem.
The FPGA architecture (Fig.6) supporting the ring structure comprises four TRM cores, each of them
dedicated to a speciﬁc task:
• Assignment: Determines the actions to be taken next. Under user control via on-board switches.
• RF communication: The processing core “Monkey” is connected by the GPIO pins to a single Nordic
L01-chip for wireless I/O. It is interfacing with the robot via reading 3D acceleration measurements
and sending out movement patterns.
• Data processing: The clustering-core will be used for data processing for future work. Clustering
means dimension reduction by grouping the sensor data into clusters. Currently, the feedback path
back to the assignment core is not in use. Therefore, the walking cycle is controlled open-loop instead
of closed-loop.
• Display: Uses the LCD and the LEDs for user output. Implemented to display a packet counter and
selected limb angles.
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Fig. 6. Core structure for the ring communication system
Fig. 7. Star shaped BAN topology
Note: It is important to diﬀerentiate between communication inside the FPGA and outside of the FPGA.
Our explanations always refer to communication outside of the FPGA. More on the communication inside
the FPGA (connecting the cores) can be found in [10].
Originally, a stop-and-go protocol was implemented, where the FPGA continuously sends a packet
and waits until it comes back after passing each node. In plain mode, a 72 Hz refresh-rate was achieved.
In pipelined mode (sending multiple packets before the ﬁrst one comes back), the refresh-rate could be
improved to 90 Hz. Proﬁling showed that much time is consumed during the SPI communication between
the FPGA and the RF-node. After increasing the SPI speed, a ﬁnal refresh-rate of 166 Hz was achieved.
4. Star-Shaped Topology
In a second version, we reorganized the BAN on Monkey towards a star-shaped topology (Fig.7), where
each node communicates directly with the FPGA. A custom-made FPGA board featuring seven on-board
L01-chips had to be built. The beneﬁts of this topology are obvious: Each node can now use the full payload
size, which allows more complex patterns and additional measurements to be transferred.
Inside of the FPGA, six additional cores had to be deployed (Fig.8), one for each L01-chip. In total, the
FPGA central processor now comprises ten TRM cores. The display core uses the RS232 interface and the
LEDs for output to the user. The custom-made board features no LCD but it is much smaller, lighter-weight
and cheaper than the development board that we used before. The FPGA can host up to 30 TRM cores.
The shorter transfer cycles in the star-shaped topology allow higher refresh rates, up to 313 Hz with a stop-
and-go protocol. In total, there are 63 channels available, and each RF-node listens on a diﬀerent channel.
Thanks to the parallel channels, we achieved a throughput of 1961 packets (32Bytes each) per second of
data exchange between the FPGA and the nodes. Furthermore, the option of channel hopping improves on
fault-tolerance. Nodes can dynamically hop to another channel in the case of packet-loss after unsuccessful
retransmission.
The number of retransmissions before a failure is reported can be conﬁgured from 0 to 15 times. A node
detecting a packet-loss resends the failed packet to another RF-node (on the same FPGA-PCB), and it also
sends the new channel number on which it will listen from now on. The FPGA receives the packet and
informs the corresponding core about the channel-hop. Each node is informed about each hop, allowing it
to maintain a list of channels that are currently in use.
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Fig. 8. Core Structure on the FPGA for the star topology
5. Results
The following comparison gives an overview of the results that have been achieved so far:
Ring Star
Refresh
rate
166Hz 313Hz
Packets/s 166 1961
Pro
• Simple hardware
• Simple RF handling
• Low power consumption
• Low Latency
• Full payload (32Bytes) available
for each node
• 7 channels in parallel
• High throughput
• Nodes can dynamically hop to
another channel in the case of
packet loss
Contra
• Higher Latency
• Payload shared between all nodes
• Very limited amount of data
• Low throughput
• FPGA has to handle 7 connec-
tions
• Complex hardware
• Danger of RF interferences
6. Summary
We have implemented a light-weight and low-cost bipedal robot exclusively based on wireless technol-
ogy. The hardware system consists of a custom-designed FPGA multiprocessor (the “brain”) and a number
616   Lars Widmer et al. /  Procedia Computer Science  19 ( 2013 )  609 – 616 
Fig. 9. Custom-made FPGA board
of nodes (the “limbs”). A combination of central control and distributed processing has been implemented
based on a pattern scheme. While the FPGA orchestrates the overall activity, each limb node autonomously
runs its own processing pattern. Two diﬀerent communication topologies have been implemented and com-
pared with each other: ring-shaped and star-shaped respectively. The star-shaped variant is superior for our
future work: thanks to the use of parallel RF-channels it achieves a refresh-rate of more than 300Hz and
enables a fast and eﬀective fault tolerance mechanism.
The down-side of the strict star topology is its non-extendability due to the need of adding an RF-chip
on the FPGA-PCB for each FPGA-to-node-connection. A reasonable way-out would consist in combining
the two topologies: a number of node-rings connected to the FPGA in a star-shaped manner. Therefore
combining our results suggests 49 (7 × 7) nodes at a 166Hz refresh rate with 36Bits of payload per node. In
total, this would mean 7 × 166 × 31.5Bytes/s = 36603Bytes/s = 35.7KB/s of RF data-rate.
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