The derivation of the NetInf algorithm begins with the definition of a probabilistic model describing how attributes would cascade through a diffusion network. To clarify application to state policy diffusion, we refer to the units and attributes in the model as states and policies, respectively.
where λ is the rate parameter of the exponential distribution. Given this, the probability of observing a cascade that propagates in a given pattern over the states, represented by the tree T that encodes (i, j) pairs listing which states were influenced by which other states, is
The diffusion network G places a constraint on the possible tree structures T along which the policy can spread. That is, a policy cannot spread from i to j if there is not a diffusion pathway from i to j in G. Thus, to build the probability of a cascade c given the diffusion network G, we average the probability of the cascade c over all possible tree structures in G, denoted T (G).
where |T (G)| is the number of tree structures that can be constructed from G. Given a set of policy cascades (C), the likelihood of the cascade data given a proposed diffusion network G is:
Inferring the Network
With the probabilistic model of diffusion along a diffusion network defined, the task of inferring a diffusion network is to find a network structure G under which we would have been highly likely to observe the set of policy cascades C. Ideally, we would identify the network structure that maximized the likelihood of observing C. Likelihood maximization in this case, however, turns out ii to be a computationally intractable task. Among the 50 states, there are 2 × 2 1225 possible network structures. Moreover, Gomez-Rodriguez, Leskovec, and Krause (2010) show that every network structure would need to be evaluated to assure that the optimal network had been identified.
As a more computationally tractable alternative, Gomez-Rodriguez, Leskovec, and Krause (2010) derive an approach to approximation of the optimal G. They also demonstrate analytically and through simulations that this method is capable of inferring a very-close-to-optimal network structure inference within feasible compute times. Their departures from exhaustive optimization are two. First, instead of computing the likelihood of a cascade given a network structure by enumerating all possible propagation trees represented by that network structure, they simply focus on the most likely propagation tree for each cascade within a given network structure-a shortcut which they refer to as lazy evaluation. Second, they adopt a greedy (i.e., local) optimization approach that iteratively adds diffusion ties to the network structure G such that the k th diffusion tie added to the network improves the likelihood function more than any other tie that could be added to the network, given the k − 1 ties already in the network.
Network Inference: Empirical Conditions
In this section we present ancillary information regarding the application of NetInf to the state policy diffusion data. Specifically, we present the complete model fit results from our tuning exercise as well as descriptive data regarding the number of policies and adoption instances used to draw inferences in each year.
NetInf Parameter Tuning
We set three parameters in the network inference procedure. First, we need to define the number of preceding years of adoptions (denoted k) that will be used to infer the network for time t. Second, we need to define the number of edges (E) we want to infer in each time period. Third, we need to tune a rate parameter λ of the exponential distribution used by NetInf to calibrate how long it takes for policies to diffuse from one state to another. A policy can only diffuse from i to j if there is an edge from i to j in the inferred network. The exponential distribution gives the distribution iii of diffusion times between states, provided that there is an edge connecting them. Higher rates place a higher penalty on the addition of edges to the network along which it takes a long time for policies to diffuse. This prevents any given adoption by one state that happens to fall later in time than adoption by another state from contributing to the formation of a tie between the two states.
We take a data-driven approach to finding optimal values of these parameters. We use the conventional discrete-time event history modeling methodology to evaluate the performance of the network in predicting future adoptions measured at different parameterizations. For each unique combination of parameters {k, E, λ }, we fit a pooled (across all policies in the data) logistic discrete-time event history model predicting policy adoption. The model contains three classes of regressors. For state s still in the data at time t for policy p, the regressors are:
(1) States Adopting: The number of other states that have adopted by time t − 1,
(2) Sources Adopting: In a network inferred on all adoptions between t − k and t − 1, the number of s's sources in the network that have adopted p.
(3) Policy Area: An indicator variable that models the unique rate of adoption for each policy.
In this design, all of the adoptions used to infer the network used to predict adoptions at time t occurred prior to t. We use a simple grid search to find best-fitting values of {k, E, λ }. We search over λ ∈ {0.125, 0.25, 0.5, 1}, which corresponds to mean diffusion times of 8, 4, 2, and 1 years, respectively, k ∈ {5, 10, . . . , 50}, and E ∈ {100, 200, . . . , 1000}. We use the Bayesian Information Criterion (BIC) to evaluate the fit of each combination of parameters and search for the combination of parameters that best fits the data (i.e., results in the lowest BIC). The network that results in the best predictive fit, across all values of λ is one with 300 edges and defined over 35 years of policy adoptions. 1 The fit is not particularly sensitive to the rate 1 We also use a network based on 400 edges and 10-year periods for use in two applications to policy diffusion models (see below). iv parameter, but the network using a rate of 0.5 results in the best fit. This means that policies diffuse, on average, in two years. An average of approximately 1,900 adoption instances over an average of approximately 120 policies is used to infer the network for each year.
Policies and Adoptions Used in NetInf Over Time 
Checking for Heterogeneity in Diffusion Classes
As the heterogeneity in the results from models of policy diffusion in the state politics literature suggests, there is considerable variation in the processes that drive the diffusion of different policies. It is therefore important to check whether we are inappropriately pooling policies to infer a single diffusion network. Though we know that policies vary in terms of the patterns and predictors of diffusion, we must evaluate whether this variation is policy-specific and idiosyncratic with respect to the underlying diffusion network, or whether there are systematic and consistent cross-policy differences. In other words, we need to check whether there are different classes of policies in terms of the underlying diffusion network.
We use a probabilistic mixture modeling approach (Imai and Tingley 2012) to examine whether there are multiple classes of policies in terms of their effects on the inferred diffusion network. We iteratively remove each policy from the dataset and infer a new network with 300 edges that spans the entire time period in our data. For each policy, we have a network inferred without that policy included. If two (or more) policies affect the diffusion network in the same way, the inferred network should change in systematically similar ways when those two policies are removed from the dataset. Using a policies×potential edges-187×2,450-observation dataset, we fit a Bernoulli v mixture model with the likelihood
where y i j p is an indicator of whether there is a diffusion tie from i to j when policy p is removed from the dataset, k is the number of classes (i.e., mixture components) included in the model, α ap is the probability that policy p is a member of class a, and π i ja is the probability that there is an edge from i to j in networks inferred excluding policies in class a.
We estimate models with k ∈ {1, 2, . . . , 15}. The R package flexmix (Leisch 2004 ) is used to fit the models. Estimation also requires an initial assignment of the component membership probability for each policy. We use k-means clustering to identify initial cluster memberships, then assign the component membership cluster probability for each policy according to α 0 ap = Across all values of λ , the best fitting model is clearly the one with only one component. This indicates that, insofar as removing individual policies changes the results of the network inference, the network is changed in ways that are idiosyncratic with respect to the other policies. In other words, policies do not appear to affect the network in patterns that can be efficiently grouped into a discrete number of classes, aside from the overall patterns that cut across all policies. These results support our use of a single diffusion network to model the diffusion patterns across all of the policies in our dataset.
vi

Adjusting for Total State Coverage in the LexisNexis Analysis
In Table A .1, we present ordinary least squares regression results in which we regress the number of emulation stories identified in LexisNexis on the mean number of diffusion ties sent in the diffusion networks and the total number of search hits of a state's name in LexisNexis Academic. This analysis adjusts for the influence of overall state coverage on the number of reported diffusion ties.
[Insert 
Applying the Inferred Network to Models of Policy Diffusion
Here we present our replications of the five policy diffusion EHA models. Recall from the main text that we replicated four policy-specific models: lotteries (Berry and Berry 1990) , Indian gaming (Boehmke 2005) , capital punishment (Boehmke 2005) , and restaurant smoking bans (Shipan and Volden 2006) . 2 We also replicated Boehmke and Skinner's (2012) "pooled event history analysis" (PEHA) model fit to data on 151 different policies diffusing over the period 1960 -1999 (see also Boehmke 2009 ). This approach stacks the data from different policies and estimates a unified model with a common set of independent variables (including state, year, and policy fixed effects). Pooling the data does result in fewer independent variables than for any single policy, but it provides insight into what factors affect diffusion most broadly across the issue spectrum of American politics. We show below that information from our inferred diffusion network is one of those factors.
Model Details
We focus on these five models for several reasons. First, the four policy-specific models represent a wide variety of policies, and the pooled model represents an even wider range. Thus, we examine whether the diffusion network has a broad or narrow impact on adoption. Second, the original studies presenting the policy-specific models are well-known in the policy diffusion literature, having each garnered at least 60 citations according to Google Scholar. 3 Finally, the models all use similar EHA empirical specifications, enhancing comparability. The dependent variable in each is coded "1" if a state adopted the policy in a given year and "0" otherwise, with states that have already adopted dropping out of the data beginning in the year after adoption. 4 The theories underlying our replication models each have their own unique characteristics. To conserve space, we refer readers to the original studies for detailed discussions of each. We focus here on comparing the effect of the diffusion network on adoption to that of a factor that consistently appears in these models: geographic contiguity. Nearly all studies of policy diffusion include in their models either the number of or percentage of neighboring states that have previously adopted the policy. The expectation for this variable is that, due to economic competition and/or policy learning, as more neighbors adopt, the probability of a state adopting increases (see, for example, Berry and Berry 1990, 403-404; Boehmke 2005, chapter 4; Shipan and Volden 2006, 828) .
It is unlikely that states can only compete with and learn from states with whom they share a border. Indeed, Berry and Berry (1990) point out that there are many plausible means of stateto-state influence, including shared borders, a shared region, or even shared culture. They further suggest that it would be useful to have a measure of which states a state tends to "follow" in policy adoption. With information on "predesignated leader states" in regions, the authors "would hypothesize that a state's probability of adopting a lottery increases after one or more states with a 3 In fact, Berry and Berry (1990) is included on the "high impact" list of most influential articles appearing in the American Political Science Review (Sigelman 2006) . 4 The Berry and Berry (1990) and Boehmke (2005) models are estimated with probit and the Shipan and Volden (2006) and Boehmke and Skinner (2012) models are estimated with logistic regression. viii reputation as a leader within its region adopt it" (Berry and Berry 1990, 403) . However, they also acknowledge that they have no means of measuring this concept because there are no "reliable data about which states are perceived. . . to be regional leaders in a policy area" (Berry and Berry 1990, 403) .
Including Network Information
Our inferred policy diffusion network provides those data that previous scholars of policy diffusion have not had available. In fact, beyond simply measuring regional leaders, the network gives information on any state that tends to be a leader, or source, of policy innovation for another state.
In our replications we incorporate information from the estimated diffusion network by creating a variable on the same scale as Neighbors Adopting: the number of a state's sources in a given year that previously adopted the policy. We use the inferred network to produce a list of states that influence the state in a specified time period immediately preceding a given year. 5 This list represents all of that state's sources at that time. Next, to create the variable Sources Adopting we count the number of states from that list that have previously adopted the policy. We also computed this measure as a percentage, similar to studies that compute the percentage of Neighbors Adopting (e.g., Shipan and Volden 2006) . We present both sets of results below (our substantive conclusions do not change).
After creating the Sources Adopting variable, we then add it to each of the five replication models. Recall that we avoid endogeneity problems because we only use adoptions that occurred before a given year to measure the network for that year. As such, the adoption of policy j by state i at time t cannot inform the network used in the diffusion models to predict the adoption of policy j by state i at time t. The adoptions used in the network for time t occur prior to t. 6 5 As mentioned above, we constructed a version using 35-year periods and one with 10-year periods. Results between the two are generally very similar. For each model we used the version that produced the lowest AIC and BIC values (35-year version for the lotteries, capital punishment, and pooled models; 10-year version for the Indian gaming and smoking ban models). 6 We include all policies in the construction of the network used to produce Sources Adopting, including the policy of interest in the EHA model. We also estimated the models after having removed the policy area of interest and found results that are virtually identical to what we present below. ix
Estimates and Model Fit
We first examine the extent to which the inclusion of Sources Adopting-instead of or in addition to Neighbors Adopting-improves model fit. 7 Table A .3 reports coefficient estimates and standard errors for the two variables as well as model fit statistics for three specifications: (1) the original model with Neighbors Adopting (plus the authors' other covariates), (2) a model with Sources Adopting substituted for Neighbors Adopting (plus the other covariates), and (3) a model with both Neighbors Adopting and Sources Adopting (plus the other covariates). In all cases the coefficients are positive (as expected), though statistical significance varies somewhat across specifications and replications. We assess the substantive impact of these effects in section .
[Insert Table A .3 here] To compare model fit we compute AIC, BIC, and cross-validated percent correctly classified.
We compute this last measure via leave-one-out cross-validation, which involves iteratively dropping one observation, estimating the model, computing an expected probability from that model for the left-out observation, then generating a predicted value of the dependent variable based on a single draw from the Bernoulli distribution with that expected probability. We then compute the percentage of the observations for which the prediction matches the actual dependent variable value. Thus, unlike information-based measures of fit such as AIC and BIC, this measure assesses each specification's capacity to make out-of-sample predictions. In Table A The question of whether Sources Adopting should replace or complement Neighbors Adopting is contextdependent. We focus on model fit here, but theoretical expectations should also be an important guide.
x again the lone exception). These improvements are somewhat small in magnitude-ranging from +1 to +3 percentage points across the different models. Nonetheless, they consistently point to the models that include Sources Adopting in the specification as the best fit.
Overall, Table A .3 provides good evidence that Sources Adopting can improve the fit of policy diffusion EHA models, either in place of or in addition to Neighbors Adopting. Importantly, across the five models, none of the fit statistics decisively selects the original model with Neighbors Adopting as the better fit. Given this evidence that Sources Adopting is a useful addition to diffusion models, our next step is to examine its substantive impact on policy adoption.
Marginal Effects
We examine the substantive implications of including Sources Adopting in Figure Moving to the bottom row of Figure A .4, note that when substituted for Neighbors Adopting, the effect of Sources Adopting is also positive in all five models; as the number of sources adopting the policy increases, so too does probability of a state adopting the policy. From the minimum (0) to the maximum (lotteries: 7, Indian gaming: 10, capital punishment: 10, restaurant smoking bans: 8 We employ the "observed value" method of Hanmer and Kalkan (2013) in these computations. Rather than setting the other variables in the models to particular values (e.g., their means or modes), we allow them to vary naturally over the observed values for every case in the data, then compute the average expected probability for each observed value of Neighbors Adopting and Sources Adopting, respectively.
9 Results with both included in the same model are substantively similar (see below).
xi 9, pooled model: 14) of Sources Adopting, the probability of adoption increases by the following percentage points, on average: 24 (lotteries), 24 (Indian gaming), 50 (capital punishment), 16
(restaurant smoking bans), and 11 (pooled model). As with the effect of Neighbors Adopting, the confidence intervals indicate varying degrees of uncertainty around these estimates. 10 Nonetheless, these graphs show that Sources Adopting exerts a substantively significant, positive impact on the probability of adoption across many different policies.
Moreover, these positive effects remain even after controlling for Neighbors Adopting (see below). In short, these replication results show that information from our policy diffusion network can make a valuable contribution to diffusion studies. We show examples from four specific policy areas and a 151-policy pooled model in which states utilize a persistent set of diffusion sources to guide their policymaking decisions. Table A .4 presents the coefficient estimates and model fit statistics for the replication models using the percentage of sources (rather than number of sources) adopting the policy as the independent variable of interest. To maintain consistency we use the original authors' operationalization of the neighbors variable, which is a count in all but Shipan and Volden (2006) . In an actual analysis we recommend that researchers use the same operationalization (count or percentage) for neighbors and sources.
Marginal Effects with Neighbors and Sources
Overall, these results are consistent with the results using the number of sources (see Table   10 This is at least partially due to the fact that policy adoption models tend to have many independent variables (the median is 19 in the four policy-specific replications). xii A.3): including the source variable in the model produces a positive (and often statistically significant) coefficient estimate and improves model fit.
[Insert Table A.4 here] We do not for advocate one measure over the other, but rather defer to individual researchers in making the choice based on theoretical and empirical considerations. The two approaches represent very different views on the diffusion process. The percentage measure specifies a diffusion process where the non-adopting neighbors (sources) have just as much influence as the adopting neighbors (sources) and the state ends up being pulled between the two. The count-based measure assumes that non-adopting neighbors (sources) do not influence a state's decision to adopt. If a researcher thought that states are only affected by their sources who adopt a particular policy, the count measure would likely make the most sense. In contrast, if states look to both their adopting and non-adopting sources, the percentage-based measure may be more appropriate. 
Fixed Effects Logit Results
Note:
The graphs present the average marginal effects of Neighbors Adopting (top row) and Sources Adopting (bottom row) in the five replication models: lotteries (Berry and Berry 1990) , Indian gaming (Boehmke 2005) , capital punishment (Boehmke 2005) , restaurant smoking bans (Shipan and Volden 2006) , and the pooled model (Boehmke and Skinner 2012) . Points represent expected probability point estimates and vertical lines represent 95% confidence intervals.
xviii 
The graphs present the average marginal effects of Neighbors Adopting (top row) and Sources Adopting (bottom row), controlling for the other, in the five replication models: lotteries (Berry and Berry 1990) , Indian gaming (Boehmke 2005) , capital punishment (Boehmke 2005) , restaurant smoking bans (Shipan and Volden 2006) , and the pooled model (Boehmke and Skinner 2012) . Points represent expected probability point estimates and vertical lines represent 95% confidence intervals. 
