The normal form for an n-dimensional map with irreducible nilpotent linear part is determined using sl 2 -representation theory. We sketch by example how the reducible case can also be treated in an algorithmic manner. The construction (and proof) of the sl 2 -triple from the nilpotent linear part is more complicated than one would hope for, but once the abstract sl 2 theory is in place, both the description of the normal form and the computational splitting to compute the generator of the coordinate transformation can be handled explicitly in terms of the nilpotent linear part without the explicit knowledge of the triple. If one wishes one can compute the normal form such that it is guaranteed to lie in the kernel of an operator and one can be sure that this is really a normal form with respect to the nilpotent linear part; one can state that the normal form is in sl 2 -style.
Introduction
Normal form theory (cf. [19, Appendix A] for historical remarks) aims to transform a given system to some canonical form, called the normal form, in order to analyse the possible bifurcations when the parameters of the system pass a critical value or to compute approximate orbits. If one is lucky, the normal form is simpler or has more symmetry than the original system, but this is not part of the definition.
For vector fields this theory is well developed, see for instance [11, 19] , and many different viewpoints have been developed over the years, invoking many different branches of mathematics, such as Lie theory, cohomology theory and representation theory, cf. [19] .
For further details on the study of Lie algebras and the finite dimensional representations of sl 2 , we refer the reader to [10] . The idea of normal form theory is to transform a map f through a conjugation by a near identity transformation to a new mapf , in such a way that if we were to repeat the process,f would prove to be stable under it. This gives rise to the so-called homological operator (see Definition 2.1), which plays a central role in normal form theory. In analogy to normal form theory for vector fields the aim is to remove the terms in the image of the homological operator. Equivalently, the transformed mapf is in normal form when its nonlinear part lies in a complement to the image of the homological operator. This is where the finite dimensional representations of sl 2 come into play.
For an sl 2 -triple N, H, M acting on a finite dimensional vector space, the space decomposes as im N ⊕ ker M. Therefore, embedding the homological operator into an sl 2 -triple provides an explicit description of the normal form style (as the kernel of the operator M) of a map with nilpotent linear part. Moreover, one can in general compute ker M and the H-eigenvalues of the elements in the kernel. The dimension of the irreducible representation generated as an N-orbit of the kernel element is its eigenvalue plus one. This allows one to check that the computational results are correct, using the Cushman-Sanders test [2, 19] . We remark that the correctness argument involves two steps: first one shows that the candidate description of ker M does not contain any linear relations, then one computes the generating function to show that the dimensions at all degrees are correct, comparing the result to the known generating functions of general polynomials and polynomial vector fields.
The explicit construction of an sl 2 -triple for general maps with nilpotent linear part is the main result of this paper. In the vector field case, see [19, Section 9 .1], the operator is also linear with respect to the linear part of the vector field, actually a Lie algebra homomorphism. An embedding of the linear part therefore induces a sl 2 -triple in the homological operator.
The challenge for the case of maps is the nonlinearity with respect to the linear part. Therefore, we indeed have to construct sl 2 -triples for each homogeneous degree separately. We are able to generalise this to all degrees such that the construction only depends on the nilpotency index of the linear part. The nilpotency index for a nilpotent matrix N ∈ gl(R) is defined as the least number p such that N p = 0, where gl n (R) is the space of real valued n × n matrices.
The construction of sl 2 -triples is first shown for nilpotent matrices in Jordan form. Our approach is to first split the homological operator into two commuting operators by considering the map as an element in the tensor product of a space of polynomials and a vector space. This allows us to embed them in two different sl 2 -triples and from these two we construct an sl 2 -triple for the homological operator. The first operator is a multiplication operator which is a Lie algebra homomorphism and the second is a substitution operator. Below we give a more detailed treatment of the matter. Problems arise with the second operator, which only is an antihomomorphism. Therefore our construction is specifically tailored to work with homomorphisms and antihomomorphisms. This is first done for matrices and then it is shown how the interplay with homomorphisms allows for the general construction with relative ease.
The paper is organized as follows. In Section 2 we describe the normal form procedure for maps. In Section 3 we find relations between the nilpotent and its transpose, followed by the construction of an sl 2 -triple in Section 4. In Section 5 this triple is used to compute the normal form in the general irreducible case using transvectants, with the 2-and 3dimensional case as explicit example. In Section 6 we treat several reducible cases with two blocks, namely the (2, 3)-and (2, 2)-case and the (k 1 , k 2 )-case. Here we show the effectiveness of the sl 2 representation theory to prove the correctness of the computed normal form.
The results in the Sections 2-4 are based on the MSc-thesis [18] .
Preliminaries
Consider a smooth map f : R n → R n , such that f (0) = 0. Define the vector space P k as the span of the set of homogeneous monomials of degree k and let P n k = P k+1 ⊗ R n . Then set P n = k∈N P n k , the direct product of the homogeneous spaces (product, since we allow infinite summations). With this notation, any smooth map f ∈ P n with f (0) = 0 can be written as
where f i are the terms of degree i + 1 in the multivariate Taylor expansion of f . Without loss of generality we assume that the linear part A := Df (0) is in some sort of desired form, usually real block diagonal form or Jordan normal form. A near identity transformation is a map ϕ ∈ P n such that ϕ(0) = 0, Dϕ(0) = I and any near identity transformation can therefore be written as
2)
where P n is the space of vector polynomials. The following definition plays a key role in the theory of normal forms and has a direct analogue in the vector field case.
Definition 2.1. The linear operator,
is called the homological operator. This notation is inspired by the fact that if we consider the tensorproduct R[x 1 , . . . , x n ] ⊗ R n , then this is similar to the notation ∆(X) = X ⊗ 1 + 1 ⊗ X that is commonly used in the context of actions on tensor products.
Consider a near identity transformation ϕ ∈ P n . Then any map (2.1) can be transformed to a new mapf viaf = ϕ • f • ϕ −1 . By expanding the right hand side off and collecting terms of the same degree, we can write the transformed map as
4)
where f i ∈ P n i denote the terms in the original map, ∇ A is defined as in (2.3) and the terms r i ∈ P n i are additional terms that depend on ϕ k , 1 ≤ k < i and f k , 1 ≤ k < i. Each homogeneous space P n k of vector monomials can be decomposed as P n k = im ∇ A ⊕C k where C k is a complement to im ∇ A , determining the style C of the normal form. Any term in f i ∈ P n i that lies in the image of ∇ A can be transformed away by a choosing ϕ i ∈ P n i such that ∇ A ϕ i = f i . Therefore the normal form of a map f : R n → R n with respect to the linear part A can be defined as follows.
Definition 2.2. The map (2.1) is said to be in normal form (with style C) with respect to its linear part A if f k ∈ C k , ∀k ∈ N where P n k = im ∇ A ⊕ C k and ∇ A is defined as in (2.3). Remark 2.3. The terminology style has been introduced by James Murdock and tries to convey that it is a matter of choice, at times depending on taste and fashion.
From (2.4) , the normal form of f can be found by recursively solving the equations
for some generalf k ∈ C k and ϕ k ∈ P n k . The termsf k that remain constitute the normal form of f .
Then (2.3) can be written as
The following lemma provides some properties of A ⋆ as defined by Equation (2.2).
Lemma 2.4. The following holds true for all A, B ∈ gl(R).
1 The maps A and B ⋆ commute, or equivalently [A, B ⋆ ] = 0.
2 For any k ∈ N, (A ⋆ ) k = (A k ) ⋆ , and we can write this as
This does not imply it is a Lie algebra antihomomorphism.
Proof. For the first item we have then
For the second item
For the third one, since A p = 0, then for an arbitrary ϕ ∈ P n and by using the previous item we obtain
As ϕ was arbitrary, we find that A p ⋆ maps every element to zero, and hence is the zero operator. For the last one by direct computation we have then
Corollary 2.5. If A p = 0 then ∇ A 2p = 0.
We state some important properties of the homological operator in the following lemma. Lemma 2.6 ([8, Lemma 2.1]). Let A, B ∈ gl n (R) and let ∇ A be as in (2.3) . Then (a) If A is nilpotent, then ∇ A is nilpotent (see Corollary 2.5).
In principle, one can rely on the Jacobson-Morozov theorem to extend a nilpotent matrix to an sl 2 -triple. The main difficulty lies in the embedding of n ⋆ into a triple, because the map A → A ⋆ for A ∈ gl n (R) is not a linear map (implicitly assuming it is, has simplified some 'proofs' in the literature). One could for fixed dimension and degree compute the matrix of n ⋆ and then apply Jacobson-Morozov, but we prefer to give a construction for which we can vary the dimension and get explicit formulas for the sl 2 -triple. This has the advantage of having a uniform definition of the normal form style.
We hasten to point out that this is the main difficulty that needs to be overcome. To illustrate that the map A → ∇ A is not a Lie algebra homomorphism, one computes for A, B ∈ gl n (R),
On the other hand the bracket of ∇ A and ∇ B expands as
The two quantities are not equal because ϕ is not a linear map and hence we cannot conclude
. Therefore the map A → ∇ A is not a Lie algebra homomorphism.
The following definition is used to construct a triple for the nilpotent matrix n ∈ gl n (R).
Definition 2.7. Let n ∈ gl n (R) be a nilpotent matrix and let N be the Jordan normal form of n, the block diagonal matrix with nilpotent Jordan blocks on the block diagonal. Let P ∈ GL n (R) be an invertible matrix such that n = P −1 NP . Then we define m = P −1 MP , where M is the transpose of N. Notice that n t = P t P m(P t P ) −1 , so unless P is orthogonal, m is not the transpose of n. We call m the conjugate transpose of n.
Remark 2.8. The nilpotent linear part of the map f ∈ P n to be normalised will be denoted by n. The main goal is to embed the homological operator ∇ n , see Definition 2.1, into a triple. We mention here that the construction of such an sl 2 -triple is not trivial and the formulas may look cumbersome. On the bright side, once the triple is in place, almost all our computations can be done with ∇ n . The triple then defines the normal form style, but is not needed in the actual computations, since we then rely on the abstract sl 2 -representation theory and the Clebsch-Gordan formalism.
First we will provide an explicit construction of sl 2 -triples for nilpotent matrices. Then we use the fact that n ⋆ is an antihomomorphism to construct an sl 2 -triple for n ⋆ .
Relations
By convention, the Jordan normal form of a matrix A ∈ gl n (R) is the upper triangular matrix with the eigenvalues on the main diagonal, either ones or zeros on the super diagonal and zeros elsewhere. Proof. Let N ∈ gl n (R) consist of a single nilpotent Jordan block. By block diagonality, it is sufficient to prove the result for one nilpotent Jordan block.
A straightforward computation shows that
2)
where I k is the k × k identity and 0 l,k is the l × k-matrix filled with zeros. This proves the first identity. The second follows by transposition. In the proof of Theorem 4.2, we will make extensive use of the following relations. 
Proof. For k ≥ n, the left hand side and right hand side are zero in (a) and it is only necessary to prove the result for k < n. Assume that N is an n × n matrix. A computation shows that for k < n,
where O k is the zeromatrix, Denote by J k a single k × k nilpotent Jordan block and N n,k the n × k zero matrix with a one in the lower left corner. In the special case that n = k = 1, we define N 1,1 = (1) and J 1 = (0).
For l = 0 the statement is trivial. Now, we prove the statement for l = 1 by computing the left hand side and right hand side of the equality to show the result. Then N can be partitioned as
Using this partition and (3.4), we have
Now the result follows by induction on l. The second item of the theorem follows by transposing the first item.
The above Theorem readily generalizes to the case of a general nilpotent matrix.
Corollary 3.4. Let n be any nilpotent matrix and let m be its conjugate transpose (as defined in Definition 2.7). Then
Since we can switch the role of n and m we also have
Furthermore, taking l = k we see that n k m k n k = n k and m k n k m k = m k .
Lemma 3.5. For l ≥ k we have n l m k n k = n l and m k n k m l = m l .
Proof. Assume l ≥ k. Then n l m k n k = n (l−k)+k m k n k = n (l−k) n k = n l and m k n k m l = m k n k m k+(l−k) = m l .
Corollary 3.6. Let n be any nilpotent matrix and let m be its conjugate transpose and assume k, l ∈ N, k ≥ 1. Let k ⊕ l = max(k, l). Then
Corollary 3.7. Let n be any nilpotent matrix and let m be its conjugate transpose and assume k, l ∈ N, k ≥ 1. Let k ⊕ l = max(k, l). Then
Lemma 3.8. Let n be any nilpotent matrix and let m be its conjugate transpose and assume i, l ∈ N, i ≥ 1. Let π l i = n l m i n i−l . Then π l i is a projection operator. Proof.
We need the following Lemma in the proof of Lemma 4.6.
Lemma 3.9. Let N be in Jordan normal form and let P l
i is a diagonal projection operator and it projects on the p − i-dimensional space spanned by e i−l+1 , · · · , e p−l . In particular, ̟ l = P p−l p−1 = N p−l M p−1 N l−1 projects on e l and the ̟ l , l = 1, · · · , p are complete:
The projection part follows from Lemma 3.8. Diagonality follows from the Jordan normal form of N and M. Then, assuming N is irreducible,
4 An sl 2 -triple for a nilpotent matrix
In the following Theorem 4.2 an explicit construction of an sl 2 -triple for a nilpotent matrix n ∈ gl n (R) is given, using its conjugate transpose m as defined in Definition 2.7. It follows from Lemmas 3.9 and 4.6 that this construction coincides with the triples constructed in [15, Section 2.5] for nilpotent matrices in Jordan form. Before we can prove the theorem, we need the technical Lemma 4.1. In the proof of Theorem 4.2, the computation of the relation [h, m] = 2m is done by showing that this relation holds for the generators of m. The generators are given by the expression n l m i n i−l−1 and the Lie bracket to be computed is given by
(4.1)
Here n ∈ gl n (R) is a nilpotent matrix with nilpotency index p ∈ N and m is as in Definition 2.7. The powers of n and m satisfy the relations 1 ≤ i ≤ p, 0 ≤ l ≤ i and 1 ≤ k ≤ p. The following Lemma computes the Lie bracket (4.1).
Lemma 4.1. Let n ∈ gl n (R) be a nilpotent matrix with nilpotency index p and m be as in
Then for any natural number 1 ≤ k ≤ p the Lie bracket (4.1) equals either one of the following.
Proof. The proof proceeds by expanding (4.1) for each of the four cases and then we use Corollary 3.4 to rewrite each of the terms to obtain the identities. We first expand (4.1) as
For the first term in (4.2) we find
where we underline terms that we combine to apply Corollary 3.6. If we assume that k ≤ i − l − 1, this reduces to n l m i n i−l−1 . If we assume that k > i − l − 1, this reduces to n l m k+l n k−1 . For the second term in (4.2) we find
If we assume that k ≤ l, this reduces to n l m i n i−l−1 .
If we assume that k > l, this reduces to n k m k−l+i n i−l−1 .
For the third term in (4.2) we find
If we assume that k ≤ i − l − 1, this reduces to n l m i n i−l−1 .
If we assume that k > i − l − 1, this reduces to n l m k+l+1 n k . For the fourth term in (4.2) we calculate
If we assume that k ≤ l, this reduces to n l m i n i−l−1 . But if l < k, it reduces to n k−1 m i+k−l−1 n i−l−1 . By adding the four terms with the appropriate signs and keeping track of the inequalities, we see that we have proved the Lemma. 
is an sl 2 -triple. Proof. We verify that n, m and h satisfy the following relations
By a straightforward calculation one has
For the second commutator relation in (4), we find
The equality between the second-last and last step follows by applying Corollary 3.4 for l = 1. Notice that in the last expression the first and the third form a telescoping series as well as the second and fourth term. The terms are rearranged and summation over k yields
where the nilpotency of n implies n p = 0.
To prove the last equation in (4), it is sufficient by linearity, to prove that
holds for all 0 ≤ l ≤ i − 1 and 0 ≤ i < p. To prove that (4.4) holds, we consider three distinct cases.
Case I First we assume that 2l < i − 1 and expand the bracket as,
We notice that the first summation in (4.5) satisfies the condition of Lemma 4.1(a). The second summation satisfies the condition of Lemma 4.1(b) and the third summation satisfies the condition of Lemma 4.1(d). Using Lemma 4.1, we compute the Lie product of (4.5) as
The last step uses the nilpotency of n and the fact that l ≥ 0 and i − l − 1 ≥ 0.
Case II Secondly we assume that i − 1 < 2l and expand the Lie product as
The first summation in (4.6) satisfies the condition of Lemma 4.1(a), the second satisfies the condition of Lemma 4.1(c), and lastly the third summation satisfies the condition of Lemma 4.1(d). Therefore, (4.6) can be computed as
Here the last step follows because of nilpotency of n and m.
Case III The last case we treat is when 2l = i − 1. The Lie product is expanded as
The first summation in (4.7) satisfies the conditions of Lemma 4.1(a) and the second summation satisfies the conditions of Lemma 4.1(d). Therefore (4.7) can be computed as
This concludes the proof. 
is an sl 2 -triple. This follows immediately from Corollary 3.7. Proof. First we notice that N l M i N i−l−1 = N l M i N i−l M, using the relations. Then
where the P l i are as in Lemma 3.9. The matrix E p is diagonal, with strictly positive integer entries on the diagonal (since the P l i , being projection operators, only contribute zeros or ones on the diagonal), so it is invertible. It follows that kerM = ker M. To lift this proof to the starred case, we construct a monomial basis e i i of the space of polynomials in such a way that N ⋆ e i is either e i+1 or zero, and N ⋆ is in Jordan normal form and M ⋆ is its transpose. Proof. The P -conjugate of E p is also invertible.
Remark 4.8. The diagonal matrix E p has, in the irreducible case, is given by (1, 1 · (p − 1), 2 · (p − 2), · · · , (p − 1) · 1), as one would expect from sl 2 -representation theory and as has been shown in Lemma 3.9. In the reducible case it consists of blocks of this type. Remark 4.9. While working on Lemma 3.9, we found the following interesting identity:
a formula that we did not prove, but checked in the irreducible case (and some reducible cases) for p < 10. Since i > i − l − 1,M can be moved to the right using the sl 2 bracket relations, showing that kerM ⊂ ker M.
Theorem 4.10. Let ∆h =h +h ⋆ . Then ∇m, ∆h, ∇n is an sl 2 -triple.
Remark 4.11. This has as a consequence that im ∇ n has ker ∇m as a natural complement.
Proof. We compute
This proves the main result for this paper.
The remaining sections will apply this result to a number of cases.
The normal form in the irreducible nilpotent case
Assume N is an irreducible nilpotent matrix in Jordan normal form in R n and let M be its transpose. Then N ⋆ shifts the indices in a monomial up by one, and M ⋆ shifts the indices in a monomial down by one. We write |k, l| (with k ≤ l) for an element x i 1 1 x i 2 2 · · · x in n with i k , i l > 0 and i 1 , . . . , i k−1 , i l+1 , . . . , i n are zero. That is, we mention only the lowest and the highest index occuring in the monomial. In other words, it is a monomial of the form x k x l F (x k , . . . , x l ).
Remark 5.1. From the eigenvalue point of view it would be more natural to use y n−1 , · · · , y 0 instead of x 1 , · · · , x n as coordinates.
Then we compute as follows: N ⋆ |k, l| = |N(k, l)| = |k + 1, l + 1| if l < n and 0 if l = n. The kernel of M ⋆ (and ofM ⋆ ) is spanned by |1, k|, k = 1, . . . , n.
TheH ⋆ -eigenvalue of |1, k| is n − k. Thus we have a decomposition
where the elements in V l have ∆ H -eigenvalue l.
Definition 5.2. We define the pth transvectant of w k−1 ⊗ v n−1 , where w k−1 is a top weight vector with eigenvalue k − 1 and v n−1 a top weight vector with eigenvalue n − 1, (think of |1, n − k + 1| and |n , respectively),
The transvectant was one of the main tools of Classical Invariant Theory to compute covariants, that is, irreducible sl 2 -representations. In the modern theory it is replaced by the much more general Young-Weyl tableaux to cover more general Lie algebras. But in normal form theory there is no need for such generality (yet), and we can enjoy working with explicit formulas to implement the Clebsch-Gordan decomposition.
Remark 5.4. In the usual transvectant definition there is always a factor (−1) j ; here we do not have this sign appearing because it is present in the definition of ∇ N .
In our example w (j)
and v (i)
The transvectant now reads
Here we can replace |i + 1, n − k + i + 1| by x i+1 x n−k+i+1 F p n−k+1 (x i+1 , · · · , x n−k+i+1 ) where F p n−k+1 is an arbitrary polynomial and |n − i by e n−i to obtain the corresponding term in the general normal form formula. with j 1 = m, j 2 = n and j 3 = n + m − 2p as the three j's. Here all the n and k are arbitrary and not determined by their previous meaning.
Remark 5.6. We consider the special case k = 0:
Now recall the inversion formula for the Clebsch-Gordan coefficients [13] :
with the proviso that p ≤ min(m, n). This allows us to project an arbitrary expression onto ker ∇M by taking k = 0:
Remark 5.7. Notice that the projection on ker ∇M is done without usingM: only N is used. The Clebsch-Gordan inversion formula not only allows us to project on ker ∇M, but also to find the preimage of ker ∇N by lowering k to k − 1 and dividing by k. Again, only N is used.
It follows that The transvectant now reads
This allows us to compute the general form of the normal form (the description problem) and to do the actual computations for any dimension, only using N and the knowledge of ker M and ker M ⋆ (thanks to Lemma 3.9).
The normal form of the two dimensional nilpotent map
The transvectant in (5.1) now reads, with n = 2,
Here we can replace |j + 1, 3 − k + j| by x j+1 x 3−k+j F p 3−k (x j+1 , · · · , x 3−k+j ) where F p 3−k is an arbitrary polynomial and |2 − i by e 2−i to obtain the corresponding term in the general normal form formula.
It follows from the Clebsch-Gordan formula that 0 ≤ p ≤ k − 1. For k = 1 and p = 0 we have ✶ 1 |1, 2||2 = |1, 2||2 , corresponding to 0
.
For k = 2 and p = 0 we have ✶ 2 |1, 1||2 = |1, 1||2 , corresponding to 0
For k = 2 and p = 1 we have
corresponding to
The general normal form map in ker ∇M-style is now F (x) = 0 1 0 0
Here we can combine the F 0 2 and F 0 1 to 0
to get a shorter expression (but which is less natural with respect to sl 2 ). Notice that the versal deformation of the linear part is given by
where the indices of α correspond to those of F . This is the same as in the vector field case since the map is linear.
Remark 5.8. In [1, Example 2.4] , the authors compute the normal form of this map, without the use of sl 2 theory:
f (x) = 0 1 0 0
One could call this the normal form in ker M-style, since the normal form terms are in R[x 1 , x 2 ] ⊗ ker M. Is this style in general equivalent to the ker ∇M-style? If so, it would certainly simplify the description problem of the general nilpotent normal form. We will try to shed some light on the answer to this question in the following.
If we apply the projection formula (5.2) on ker ∇M to the term 0
we obtain
. This leads us to the conclusion that for n = 2 we can identify ker ∇M with R[x 1 , x 2 ] ⊗ ker M. This last formulation of the normal form style has an interesting computational aspect: in order to find a normal form transformation it is enough to solve ϕ from the equation
at some fixed degree, which looks a lot better than solving from
which is the usual computational method. We may conjecture that this holds in general, i.e. ker ∇M ≡ R[x 1 , . . . , x n ] ⊗ ker M. Indeed, if we project it on ker M we find This shows that ker M ≡ ker ∇M for irreducible N. We will show in Section 6 that this no longer holds in general for the reducible case, cf. Remark 6.3.
Example of a normal form calculation
We give a very simple example, just to give the reader an impression how this might work in general. The reader should keep in mind that this is more suitable for an automated calculation and not very convincing as a hand calculation. Consider the map
We see that N acts as N|1 = 0 and N|2 = |1 . And M acts as M|1 = |2 and M|2 = 0. Thus ker M is spanned by |2 . Furthermore N ⋆ |1, 1| = |2, 2|, N ⋆ |1, 2| = 0 and N ⋆ |2, 2| = 0. And M ⋆ |1, 1| = 0, M ⋆ |1, 2| = 0 and M ⋆ |2, 2| = |1, 1|. Thus ker M ⋆ is spanned by |1, 1|, |1, 2|.
. and
. Now recall the inversion formula for the Clebsch-Gordan coefficients [13] :
It follows that
. The first order normal form is now
We see that the number of terms is half of that of the original map. In the n-dimensional case one would expect 1/n terms in the normal form, at least in the irreducible case.
The three dimensional nilpotent normal form
The transvectant in (5.1) now reads, with n = 3,
|j + 1, 4 − k + j||3 − i , k = 1, 2, 3, p = 0, . . . , k − 1.
We now do k = 1, . . . , 3 and p = 0, . . . , k − 1 (playing computer): For k = 1 and p = 0 we have
For k = 2 and p = 0 we have
For k = 3 and p = 0 we have
For k = 3 and p = 1 we have
For k = 3 and p = 2 we have
The normal form is now (where we ignore the superfluous 1 2 s):
Notice that the versal deformation of the linear part is given by   α 2
The reducible case
The main tool we have been using so far, is the Clebsch-Gordan formula and its inversion formula. This will work equally well in the reducible case, but the bookkeeping will get more complicated. We therefore restrict ourself to case with two blocks but first give several examples and formulate a conjecture in Remark 6.3, before proving the conjecture in the case of two blocks in Section 6.3. We take here a direct approach to the computation of the normal form. In [19, Chapter 12] it is shown how nilpotent normal forms of vector fields can be 'added'. This may also be a viable approach for maps: the tensor products involved are much simpler here. The main issue is to avoid relations in the normal form expression and that is exactly what the Clebsch-Gordan formula delivers.
The (2, 3)-reducible case
In Theorem 6.2 we give the explicit matrix N.
In order to construct a general formula for the elements in ker M ⋆ we proceed as follows. First we collect the generators of the kernel: ux 1 , u 2 x 3 , x 1 x 2 , x 1 x 5 , x 2 x 3 , ux 3 x 4 , x 3 x 5 . These we multiply with R[ux 1 , x 2 , u 2 x 3 , ux 4 , x 5 ]. Then we look for linear dependencies and if necessary, adapt the multiplying polynomial ring. This corresponds to a decomposition of ker M ⋆ of type (with the u powers according to the h ⋆ -eigenvalues)
This decomposition is computed as follows: we start with x 1 x 2 R[ux 1 , x 2 , u 2 x 3 , ux 4 , x 5 ] and define the set
and construct the set
We then take the intersection of S 1 and E 1 , that is I 1 = {x 1 x 2 x 5 }. If this intersection is nonempty, we remove the variable that causes this from the list. In this case the problem is caused by x 2 and so we continue with x 1 x 5 R[ux 1 , u 2 x 3 , ux 4 , x 5 ] and put S 2 = S 1 (E 1 \ I 1 ). We then proceed with the next term x 2 x 3 , &c. ]. This is a systematic procedure, but it leads to too many terms, which then have to be recombined to compactify the result, a problem that is familiar from the vector field case, cf. [9, 17, 16] .
At the other side in the tensor product we have (again, with the u powers according to the h-eigenvalues)
We now need to compute:
Theorem 6.2. The (2, 3)-reducible nilpotent has the following normal form:
Remark 6.3. This contradicts the ker M conjecture: no x n 5 e 2 term generated. The generating function of the kernel of ker ∇M is 2 (1−t) 5 − t 1−t , the generating function of ker M is 2 (1−t) 5 . Apparently, the t 1−t stands for the missing powers of x 5 . One might conjecture that in the (n 1 , · · · , n b )-reducible case the generating function of the kernel will be
or something along these lines. The consequence of this last conjecture would be that the ker M-conjecture would still hold when the blocks in the nilpotent are of equal size. We will put this to the test in Section 6.2.
Proof. To check for computational errors, we apply the Cushman-Sanders test, see [2] :
and it follows that
In other words, the normal form passed the Cushman-Sanders test, its terms are linearly independent by construction and they lie in the kernel, also by construction. This proves it is the (2, 3)-normal form in ker ∇M-style. Corollary 6.4. The versal deformation is given by 
where the numbering of the 10 parameters α and β corresponds to that of the F and G, respectively.
The (2, 2)-reducible case
In Theorem 6.5 we give the explicit matrix N. In order to construct a general formula for the elements in ker M ⋆ we proceed as follows. 
Theorem 6.5. The (2, 2)-reducible nilpotent has the following normal form:
Proof. To check for computational errors, we apply the Cushman-Sanders [2] test:
In other words, the normal form passed the Cushman-Sanders test, its terms are linearly independent by construction and they lie in the kernel, also by construction. This proves it is the (2, 2)-normal form in ker ∇M-style.
The versal deformation is: 
where the numbering of the 8 parameters α and β corresponds to that of the F and G, respectively. The generating function of the kernel is
This confirms the conjecture made in Remark 6.3, since this is the generating function of ker M.
The (k 1 , k 2 )-reducible case
We assume k 1 ≤ k 2 . In order to construct a general formula for the elements in ker M ⋆ we proceed as follows. First we collect the generators of the kernel:
These we multiply with R[x 1 , · · · , x n ]. Then we look for linear dependencies and if necessary, adapt the multiplying polynomial ring. This corresponds to a decomposition of ker M ⋆ of type (with the u powers according to the H ⋆ -eigenvalues), where we have to take care that the arguments x j in the polynomial ring have an eigenvalue ≥ the eigenvalue of x 1 x i :
where the 1 is added to the function to make the result look better, although it is of course not in kerM ⋆ . To check for computational errors, we apply the Cushman-Sanders test to the generating function of kerM ⋆ , see [2] :
as it should be. Furthermore,
This is as it should be: all polynomials minus those without x 1 and x k 1 +1 . Lemma 6.6.
Proof. Direct computation.
At the other side in the tensor product we have (again, with the u powers according to the H-eigenvalues) ker M = u k 1 −1 |k 1 ⊕ u k 2 −1 |k 1 + k 2 .
We recall the Clebsch-Gordan formula u i ⊗ u k = min(i,k) j=0 u i+k−2j , so that the result is min(i, k) + 1 when evaluated in u = 1.
G ∇m (t, 1) = G(u, t) ⊗ (u k 1 −1 + u k 2 −1 )| u=1
as conjectured in Remark 6.3, restricted to two blocks.
We will not write out the explicit normal form, but this is not too hard using the expressions for the transvectants.
Concluding remarks
One of the ideas one might get from this paper is that the extension of a nilpotent action into an sl 2 -triple leads to constructions that hardly need the triple in the actual computations. It is, as if the existence of the triple is enough, and this would readily follow from the finite dimensionality of the representations and the Jacobson-Morozov theorem. This impression is created by the fact that the sl 2 -equivariant decomposition is given automatically if the nilpotent is in Jordan normal form and therefore acts as a simple shift operator on the monomials. It is this simplicity that allows us to give such general result on the normal form of maps with nilpotent linear part, much more general than is possible in the corresponding vector field case.
