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O redukcijama sistema linearnih operatorskih jednacˇina
Apstrakt:
Predmet izucˇavanja disertacije je primena nekih tehnika linearne algebre u resˇavanju
problema redukcije sistema linearnih operatorskih jednacˇina oblika
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
gde je B = [bij]n×n matrica nad poljem K, A linearni operator vektorskog prostora
V nad K i gde su ϕ1, ϕ2, . . . , ϕn vektori iz V . Posebno se razmatra redukcija si-
stema dejstvom opsˇte linearne grupe GL(n,K), kao i koriˇsc´enjem karakteristicˇnog
polinoma ∆B(λ) matrice B i rekurentnih formula za koeficijente adjungovane ma-
trice karakteristicˇne matrice λ · I − B matrice B. Upotrebom kanonskih formi ma-
trica, razmatramo transformacije polaznog sistema linearnih operatorskih jednacˇina
u neke jednostavnije sisteme i takav tip transformacija odred-uje parcijalne redukcije
polaznog sistema. Dobijeni rezultati o parcijalnoj redukciji sistema predstavljaju
nove primene duple pratec´e matrice koje je uveo J.C. Butcher u [5]. Takod-e, ra-
zmatramo transformacije polaznog sistema linearnih operatorskih jednacˇina prvog
reda u sisteme operatorskih jednacˇina viˇseg reda po jednoj promenljivoj i takav tip
transformacija odred-uje totalnu redukciju polaznog sistema. Dobijeni rezultati o
totalnoj redukciji sistema bic´e povezani sa rezultatima rada T. Downsa [13].
Teza se sastoji iz dva dela. U prvom delu se bavimo racionalnom i Zˇordanovom
kanonskom formom. Polazi se od osnovne strukturne teoreme za konacˇno generisane
module nad glavnoidealskim prstenima. Primenom date teoreme na konacˇno dimen-
zionalni vektorski prostor nad poljem K koji posmatramo kao modul nad prstenom
polinoma po jednoj promenljivoj K[x] dobijamo osnovni rezultat o racionalnoj i
Zˇordanovoj formi, koje zatim primenjujemo na transformacije linearnih sistema ope-
ratorskih jednacˇina. Izlaganje u uvodnoj glavi prati knjigu Abstract Algebra autora
D. S. Dummit i R. M. Foote [14]. Neki dokazi su izmenjeni i prilagod-eni radi laksˇeg
uklapanja u celinu i stavljanja akcenta na kanonske forme. Druga glava sa detaljno
bavi normalnim formama, Ermitovom, Smitovom, racionalnom i Zˇordanovom, kao i
vezom izmed-u njih. Eksplicitno su odred-ene matrice transformacije polazne matrice
na matricu u odgovarajuc´oj formi. Neke teoreme su razmatrane sa viˇse aspekata.
Dat je jedan sveobuhvatan prikaz teme prema knjigama [14, 19, 37, 34, 35, 20, 57]
i [1, 22, 48, 52, 54, 60].
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Drugi deo rada se odnosi na originalne rezultate. Okosnicu cˇine radovi [42, 43].
Ilustruju se metode parcijalne i totalne redukcije sistema dve ili tri promenljive.
A zatim se razmatraju parcijalna i totalna redukcija za sisteme n promenljivih.
Parcijalna redukcija se vrsˇi prelaskom na novu bazu u kojoj je matrica sistema u
Zˇordanovoj ili racionalnoj kanonskoj formi. Takod-e se razmatra i totalna reduk-
cija ovako dobijenih sistema. Podsekcija 4.4 ,,Totalna redukcija za linearne sisteme
kod kojih je matrica sistema u formi pratec´e matrice” je jedan interesantan na-
stavak pomenutih radova. U datoj podsekciji se oslanjamo na radove L. Branda
[3, 4]. Peta glava predstavlja uopsˇtenje cˇetvrte glave jer se razmatraju sistemi po
n promenljivih sa n razlicˇitih operatora. Uvodi se pojam karakteristicˇnog polinoma
po viˇse promenljivih - uopsˇteni karakteristicˇni polinom, i u tom smeru se razmatra
transformacija sistema. Sˇesta glava je skup primena i primera navednih teorema par-
cijalne i totalne redukcije. Dati su primeri za sisteme diferencijalnih jednacˇina prvog
i viˇseg reda, kao i razlicˇiti pristupi za izracˇunavanje racionalne i Zˇordanove forme ma-
trice. Poslednja glava se bavi diferencijalnom transcendentnosˇc´u resˇenja linearnog
sistema diferencijalnih jednacˇina prvog reda sa konstantnim koeficijentima nad po-
ljem C, gde su ϕ1, ϕ2, . . . , ϕn meromorfne funkcije, u zavisnosti od diferencijalne
transcendentnosti jedne od funkcija ϕ1, ϕ2, . . . , ϕn, koriˇsc´enjem metode totalne re-
dukcije. Kratko je prvo dat pregled pojmova prema [45, 44, 39, 50, 7, 33, 15, 23, 36].
Kljucˇne recˇi: totalna i parcijalna redukcija linearnih sistema operatorskih jednacˇina,
pratec´a matrica, dupla pratec´a matrica, sume glavnih minora, karakteristicˇni poli-
nom, invarijantni faktori, racionalna kanonska forma, Zˇordanova kanonska forma,
Smitova normalna forma, diferencijalna transcendentnost
Naucˇna oblast: Matematika
Uzˇa naucˇna oblast: Algebra
UDK: 512.647(043.3)
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On reduction formulas for linear systems of operator equations
Abstract:
This dissertation deals with an application of some linear algebra techniques for
solving problems of reduction of system of linear operator equation of the form
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
where B = [bij]n×n is matrix over the field K, A is linear operator on the vector
space V over K and where ϕ1, ϕ2, . . . , ϕn are vectors in V . In particular, we consider
reduction of such system under the action of the general linear group GL(n,K) and
also reduction by using the characteristic polynomial ∆B(λ) of the matrix B and
recurrence for the coefficients of the adjugate matrix of the characteristic matrix
λ · I − B of the matrix B. The idea is to use rational and Jordan canonical forms
to reduce the linear system of operator equations to an equivalent partially reduced
system, i.e. to decompose the initial system into several uncoupled systems. This
represents a new application of doubly companion matrix introduced by J.C. Butcher
in [5]. In this work we are also concerned with transformation of the linear system
of operator equation into totally reduced system, i. e. completely decoupled system
of higher order linear operator equations. This results are related to results given
by T. Downs in [13].
The thesis consists of two parts. The first part deals with properties of rational and
Jordan canonical form. We start with Fundamental Theorem of Finitely Generated
Modules Over a Principle Ideal Domain. If we consider finite dimensional vector
space V over K as module over the ring K[x] of polynomials in x with coefficients
in K, the Fundamental Theorem implies that there is a basis for V so that the
associated matrix for B is in rational or Jordan form. The first section is adapted
from Abstract Algebra of D. S. Dummit i R. M. Foote [14]. In the second section
we look more closely at Hermite, Smith, rational and Jordan form and establish
the relation between them. The structure of the similarity transformation matrix is
also described. Some of theorem are considered from several aspects. This section
provides a detailed exposition of normal forms using [14, 19, 37, 34, 35, 20, 57] and
[1, 22, 48, 52, 54, 60].
The second part concerns with author’s original contribution and it relies on papers
[42, 43]. First we illustrate methods of the partial and the total reduction of systems
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in two or three unknowns and then we study reductions of systems in n unknowns.
The partial reduction requests changing of basis so that the system matrix is in
the rational or Jordan form. We also treat the total reduction of the obtained
partially reduced systems in this manner. Subsection 4.4. ”Total Reduction for
Linear Systems of Operator Equations with System Matrix in Companion Form” is
one interesting way to proceed consideration started in previously mentioned works.
It is based on papers of L. Brand [3, 4]. The fifth section is generalization of the
forth. Here we examine systems in n unknowns and with different linear operators.
We introduce the notion of characteristic polynomial in more than one unknown -
generalized characteristic polynomial and a method for total reduction by finding
adjugate matrix of the generalized characteristic matrix of the system matrix. The
sixth section is a summary of applications and examples of methods for partial
and total reduction. There are some examples of the first and higher order linear
systems of differential equations and different approaches for calculating rational
and Jordan canonical forms. The last section is devoted to the study of differential
transcendence of the solution of the first order linear system of differential equations
with complex coefficients, where exactly one of the following meromorphic functions
ϕ1, ϕ2, . . . , ϕn is differentially transcendental, using method of total reduction. We
review some of the standard facts on differential transcendence following books [45,
44, 39, 50, 7, 33, 15, 23, 36].
Key words: Partial and total reduction for linear systems of operator equations,
companion matrix, doubly companion matrix, sum of principal minors, character-
istic polynomial, invariant factors, rational canonical forms, Jordan canonical form,
Smith normal form, differential transcendence
Scientific field: Mathematics
Narrow scientific fields: Algebra
UDC: 512.647(043.3)
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1 Uvod
U uvodnoj glavi dajemo kratak pregled teorije prstena i modula prema knjigama
[2], [58] i [14].
1.1 Prsteni i ideali
1.1.1 Prsteni i homomorfizmi prstena
Komutativan prsten sa jedinicom je neprazan skup R sa dve binarne operacije,
tj. ured-ena trojka (R,+, ·) takva da vazˇi:
1. (R,+) je Abelova grupa (neutralni element oznacˇavamo sa 0);
2. (R, ·) je komutativan monoid (jedinicˇni element oznacˇavamo sa 1);
3. operacija · je distributivna u odnosu na operaciju +.
Ako je 0 = 1, onda je R nula prsten. Nula prsten ima samo jedan element 0.
Homomorfizam komutativnih prstena sa jedinicama (R1,+, ·) i (R2,⊕,)
je preslikavanje f : R1 → R2 takvo da vazˇi:
1. (∀x, y ∈ R1) f(x+ y) = f(x)⊕ f(y);
2. (∀x, y ∈ R1) f(x · y) = f(x) f(y);
3. f(1R1) = 1R2 .
U daljem tekstu podrazumevac´emo da je prsten komutativan sa jedinicom, ako nije
drugacˇije naglasˇeno. Ako je preslikavanje f : R1 → R2 surjektivno, injektivno ili
bijektivno, onda homomorfizam f nazivamo epimorfizmom , monomorfizmom
odnosno izomorfizmom , respektivno. Ako su f i g homomorfizmi prstena, onda
je g ◦ f homomorfizam prstena (ako je g ◦ f definisano).
1.1.2 Ideali i kolicˇnicˇki prsteni
Potprsten S prstena R je ured-ena trojka (S,+, ·), ∅ 6= S ⊆ R, koja je komutativan
prsten u odnosu na restrikcije binarnih operacija prstena R i za koju vazˇi 1 ∈ S,
gde je 1 jedinicˇni element prstena (R,+, ·). Preslikavanje f : S → R definisano sa
(∀x ∈ S)f(x) = x je homomorfizam prstena.
Ideal I prstena R je skup I ⊆ R takav da vazˇi:
1. (I,+) je podgrupa grupe (R,+);
2. (∀x ∈ R)(∀y ∈ I) x · y ∈ I, tj. R · I ⊆ I.
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Ako je f : R1 → R2 homomorfizam prstena, onda je
Ker f = f−1(0R2) = { x ∈ R1 | f(x) = 0R2}
ideal prstena R1, a skup svih slika
Im f = f(R1) = { y ∈ R2 | (∃x ∈ R1) y = f(x)}
potprsten prstena R2.
Neka je (R,+, ·) komutativan prsten sa jedinicom i I ideal prstena R. Na skupu R
definiˇsemo relaciju ∼ sa: x ∼ y ⇔ x − y ∈ I. Relacija ∼ je relacija ekvivalencije.
Klasu ekvivalencije elementa x ∈ R oznacˇavamo sa x + I. Na skupu svih klasa
ekvivalencije R/I definiˇsimo operacije ⊕ i  sa:
(x+ I)⊕ (y + I) = (x+ y) + I;
(x+ I) (y + I) = (x · y) + I.
Ured-ena trojka (R/I,⊕,) je komutativan prsten sa jedinicom, koji nazivamo kolicˇ-
nicˇkim prstenom . Neutralni element za operaciju ⊕ je 0 + I. Suprotan element
elementa x+ I je −x+ I. Jedinicˇni element za operaciju  je 1 + I. Preslikavanje
pi : R → R/I, pi(x) = x + I, je surjektivan homomorfizam prstena i nazivamo ga
kanonskim ili prirodnim homomorfizmom .
Kazˇemo da element x ∈ R deli element z ∈ R i piˇsemo x | z, ako postoji element
y ∈ R takav da vazˇi x · y = z.
Invertibilan element u prstenu R je element x koji deli 1, tj. element za koji
postoji element y iz R takav da vazˇi x · y = 1. Element y je jedinstven i oznacˇava
se sa x−1. Skup svih invertibilnih elemenata u prstenu R obrazuje Abelovu grupu
G u odnosu na operaciju ·. Polje je nenula prsten u kome je svaki nenula element
invertibilan.
Karakteristika polja je najmanji prirodan broj n takav da je 1 + 1 + . . .+ 1︸ ︷︷ ︸
n
= 0.
Ako takav prirodan broj ne postoji kazˇemo da je polje karakteristike nula.
Delitelj nule u prstenu R je element x koji deli 0, tj. element za koji postoji
element y 6= 0 iz R takav da vazˇi x · y = 0. Integralan domen je nenula prsten
koji nema delitelja nule razlicˇitih od nule. Svako polje je integralan domen.
Ideal P nazivamo prostim ako vazˇi P 6= R i x · y ∈ P ⇒ x ∈ P ∨ y ∈ P . Ideal M
nazivamo maksimalnim ako vazˇi M 6= R i ako ne postoji ideal I takav da vazˇe
stroge inkluzije M ⊂ I ⊂ R. Ideal P prstena R je prost ako i samo ako je R/P
integralan domen. Ideal M prstena R je maksimalan ako i samo ako je R/M polje.
Svaki maksimalan ideal je prost.
Umnosˇci a · x elementa x ∈ R obrazuju glavni ideal prstena R, koji oznacˇavamo
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sa (x) ili Rx. Prema tome, y ∈ (x) ako i samo ako x | y, odnosno ako i samo ako
(y) ⊆ (x). Glavni ideal je ideal. Takod-e vazˇi: element x ∈ R je invertibilan ako
i samo ako vazˇi (x) = R = (1). Glavnoidealski prsten je integralan domen u
kome je svaki ideal glavni. U glavnoidealskom prstenu svaki nenula prost ideal je
maksimalan.
Element p ∈ R je prost ako vazˇi (∀x, y ∈ R) p | x · y ⇒ p | x ∨ p | y. Ideal (p)
generisan prostim elementom p je prost. Vazˇi i obrat. Element a ∈ R je nesvodljiv
ako iz a = u · v sledi u je invertibilan ili v je invertibilan. Svaki prost element
prstena R je nesvodljiv. Obrat ne vazˇi u proizvoljnom prstenu. U glavnoidealskim
prstenima vazˇi i obrat. Elementi x, y ∈ R su asocirani ako je y = u · x za u ∈ G.
Prsten sa jednoznacˇnom faktorizacijom je integralan domen za koji vazˇi:
1. svaki nenula element x ∈ R se mozˇe predstaviti kao proizvod nesvodljivih
elemenata x = p1 · p2 · . . . · pn;
2. ako je x = q1 · q2 · . . . · qk drugo takvo predstavljanje, onda je k = n i postoji
permutacija σ ∈ Sn za koju je qσ(i) asocirano sa pi za svako 1 ≤ i ≤ n.
Svaki glavnoidalski prsten je i prsten sa jednoznacˇnom faktorizacijom.
1.1.3 Kineska teorema o ostacima
Neka je R komutativan prsten sa jedinicom i A proizvoljan skup. Neka je {Iα}α∈A
familija ideala prstena R indeksirana skupom A.
Suma familije ideala {Iα}α∈A,
∑
α∈A
Iα =
{∑
α∈A
xα | (∀α ∈ A) xα ∈ Iα i za konacˇnoxα, α ∈ A vazˇixα 6= 0
}
,
je najmanji ideal prstena R koji sadrzˇi sve ideale Iα, α ∈ A.
Presek familije ideala {Iα}α∈A,⋂
α∈A
Iα = { x | (∀α ∈ A) x ∈ Iα},
je najvec´i ideal prstena R koji je sadrzˇan u svim idealima Iα, α ∈ A.
Proizvod konacˇne familije ideala I1, I2, . . . , In,
I1 · I2 · . . . · In =
{ ∑
α∈A x1α · x2α · . . . · xnα | xkα ∈ Ik, 1 ≤ k ≤ n i
za konacˇno α ∈ A vazˇi x1α · x2α · . . . · xnα 6= 0
}
,
definiˇsemo kao ideal generisan proizvodima x1 · x2 · . . . · xn, xk ∈ Ik, 1 ≤ k ≤ n.
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Lema 1.1 Za ideale I, J i K prstena R vazˇi:
• (I + J) ·K = I ·K + J ·K;
• I · J ⊆ I ∩ J ;
• I + J = R⇒ I · J = I ∩ J .
Dokaz:
• Zaista, iz I, J ⊆ I+J , zakljucˇujemo I ·K, J ·K ⊆ (I+J)·K. Kako je I ·K+J ·K
najmanji ideal koji sadrzˇi ideale I ·K i J ·K imamo I ·K+J ·K ⊆ (I+J) ·K.
Za proizvoljan element ideala (I + J) ·K vazˇi
n∑
α=1
(iα+jα) ·kα =
n∑
α=1
iα ·kα+
n∑
α=1
jα ·kα ∈ I ·K+J ·K, iα ∈ I, jα ∈ J i kα ∈ K.
• Zatim, I · J ⊆ I ∧ I · J ⊆ J ⇒ I · J ⊆ I ∩ J .
• I na kraju, I + J = R ⇒ (∃i ∈ I)(∃j ∈ J) i + j = 1. Za x ∈ R vazˇi
x = x ·1 = x · (i+ j) = x · i+x · j. Dalje, x ∈ I ∩J povlacˇi da je x ∈ I i x ∈ J ,
pa imamo x · j ∈ I ·J i x · i ∈ I ·J , odakle zakljucˇujemo x = x · i+x · j ∈ I ·J .

Radikal ideala I definiˇsemo sa r(I) = { x ∈ R | (∃n ∈ N) xn ∈ I }. Radikal
ideala I, r(I), je ideal prstena R.
Lema 1.2 Za ideale I i J prstena R vazˇi:
• I ⊆ r(I);
• r(r(I)) = r(I);
• r(I · J) = r(I ∩ J) = r(I) ∩ r(J);
• r(I) = (1)⇔ I = (1);
• r(I + J) = r(r(I) + r(J));
• Ako je P prost ideal prstena R, onda je (∀n ∈ N) r(P n) = P .
Dokaz:
• Prva konstatacija jasno vazˇi, izaberimo n = 1.
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• Kako je r( I ) ideal prstena R, inkluzija r( I ) ⊆ r( r( I ) ) jasno vazˇi. Ako
je x ∈ r(r(I)), onda postoji n ∈ N takav da je xn ∈ r(I), odnosno postoji
m ∈ N takav da je (xn)m = xnm ∈ I. Odakle zakljucˇujemo da je x ∈ r(I) i
r(r(I)) ⊆ r(I).
• Dalje, za x ∈ r(I · J) postoji element n ∈ N takav da je xn ∈ I · J . Kako
je I · J ⊆ I ∩ J imamo xn ∈ I ∩ J , odnosno x ∈ r(I ∩ J). Odakle sledi da
je r(I · J) ⊆ r(I ∩ J). Zatim iz x ∈ r(I ∩ J) imamo prvo da postoji n ∈ N
takvo da xn ∈ I ∩ J , pa zatim xn ∈ I i xn ∈ J odakle zakljucˇujemo x ∈ r(I) i
x ∈ r(J), odnosno x ∈ r(I)∩ r(J). Iz x ∈ r(I)∩ r(J) sledi x ∈ r(I) i x ∈ r(J)
sˇto povlacˇi da postoje n,m ∈ N za koje vazˇi xn ∈ I i xm ∈ J , odakle dobijamo
xnxm = xn+m ∈ I · J , tj. x ∈ r(I · J).
• Sˇto se ticˇe suprotnog smera situacija je jasna. Za direktan smer, imamo da
r(I) = (1) povlacˇi 1 ∈ r(I), pa postoji element n ∈ N takav da je 1n = 1 ∈ I,
odakle zakljucˇujemo I = (1).
• Ako je x ∈ r(I + J), onda postoji element n ∈ N takav da je xn ∈ I + J .
Kako je I ⊆ r(I) i J ⊆ r(J) imamo da je xn ∈ r(I) + r(J), odnosno vazˇi da
je x ∈ r(r(I) + r(J)). Obrnuto, za x ∈ r(r(I) + r(J)) postoji element n ∈ N
takav da je xn ∈ r(I) + r(J). Postoje elementi u ∈ r(I) i v ∈ r(J) takvi da je
xn = u + v. Za elemente u i v postoje m, k ∈ N takvi da je um ∈ I i vk ∈ J .
Dalje, vazˇi (xn)m+k = (u + v)m+k =
∑m+k
i=0
(
m+k
i
)
um+k−ivi i sabirci u kojima
je i ≥ k pripadaju idealu J , a oni u kojima je i < k, odnosno m+ k − i > m,
pripadaju idealu I. Odakle zakljucˇujemo xn ∈ I + J i x ∈ r(I + J).
• I na kraju imamo r(P n) = r(P ). Pokazˇimo da za prost ideal P vazˇi r(P ) = P .
Jasno imamo P ⊆ r(P ). Za x ∈ r(P ), postoji element n ∈ N takav da je
xn ∈ P . Kako je P prost ideal imamo x ∈ P . Odakle zakljucˇujemo r(P ) = P .

Za ideale I i J kazˇemo da su koprosti (komaksimalni) ako vazˇi I + J = R.
Lema 1.3 Neka su I i J ideali prstena R za koje vazˇi r(I) + r(J) = R. Tada i za
ideale I i J vazˇi I + J = R.
Dokaz: Iz r(I) + r(J) = (1) sledi da je r(r(I) + r(J)) = r(1) = (1). Na osnovu
prethodne leme imamo da je r(r(I) + r(J)) = r(I + J) sˇto daje r(I + J) = (1) i na
kraju dobijamo da je I + J = (1). 
Neka suR1, R2, . . . , Rn komutativni prsteni sa jedinicama. Direktan proizvod prstena
R1, R2, . . . , Rn, u oznaci R =
∏n
i=1Ri, je skup ured
-enih n-torki x = (x1, x2, . . . , xn),
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xi ∈ Ri, 1 ≤ i ≤ n. Na skupu R definiˇsemo pokoordinatno sabiranje i mnozˇenje.
Ured-ena trojka (R,+, ·) je komutativan prsten sa jedinicom (1, 1, . . . , 1). Projekcije
pii : R→ Ri date sa pii(x) = xi su homomorfizmi prstena. Neka je R prsten i neka su
I1, I2, . . . , In ideali prstena R. Definiˇsimo homomorfizam prstena φ : R→
∏n
i=1R/Ii
sa φ(x) = (x+ I1, x+ I2, . . . , x+ In).
Teorema 1.4 (Kineska teorema o ostacima)
i) Ako su Ii i Ij koprosti ideali za i 6= j, onda je
∏n
i=1 Ii =
⋂n
i=1 Ii.
ii) Preslikavanje φ je surjektivno ako i samo ako su ideali Ii i Ij koprosti za i 6= j.
iii) Preslikavanje φ je injektivno ako i samo ako je
⋂n
i=1 Ii = 0.
Dokaz: i) Dokaz izvodimo indukcijom po broju ideala n. Pokazali smo da tvrd-enje
vazˇi za dva ideala. Pretpostavimo da tvrd-enje vazˇi za n − 1 ideala I1, I2, . . . In−1 i
dokazˇimo da vazˇi za n ideala I1, I2, . . . , In−1, In. Ideali Ii i In su koprosti za svako i,
1 ≤ i ≤ n− 1. Za svako i, 1 ≤ i ≤ n− 1, vazˇi Ii + In = R, odnosno postoje elementi
xi ∈ Ii i yi ∈ In takvi da vazˇi xi + yi = 1. Element
∏n−1
i=1 xi ∈
∏n−1
i=1 Ii mozˇemo
zapisati u obliku
∏n−1
i=1 xi =
∏n−1
i=1 (1−yi) = 1+y, za y ∈ In, odnosno 1 =
∏n−1
i=1 xi−y.
Pa su ideali
∏n−1
i=1 Ii i In koprosti. Odakle zakljucˇujemo
∏n
i=1 Ii =
∏n−1
i=1 Ii ∩ In. Na
osnovu indukcijske hipoteze imamo
∏n−1
i=1 Ii =
⋂n−1
i=1 Ii i kad to ubacimo u gornju
jednakost dobijamo
∏n
i=1 Ii =
⋂n
i=1 Ii.
ii) ⇒: Neka je preslikavanje φ surjektivno. Pokazˇimo da su ideali I1 i I2 koprosti.
Postoji element x ∈ R takav da vazˇi φ(x) = (1 + I1, I2, . . . , In). Odnosno x− 1 ∈ I1
i x ∈ Ii, 2 ≤ i ≤ n. Vazˇi 1 = (1 − x) + x ∈ I1 + I2, tj. I1 + I2 = R. Odakle
zakljucˇujemo da su ideali I1 i I2 koprosti. Na isti nacˇin zakljucˇujemo da su i ostali
ideali koprosti u paru.
⇐: Neka su Ii i Ij koprosti ideali za i 6= j. Pokazˇimo da postoji element x ∈ R
takav da vazˇi φ(x) = (1 + I1, I2, . . . , In). Kako je I1 + Ii = R za svako i, 2 ≤ i ≤ n,
postoje elementi ui ∈ I1 i vi ∈ Ii takvi da vazˇi ui + vi = 1. Definiˇsimo element
x sa x =
∏n
i=2 vi. Vazˇi x ∈
∏n
i=2 Ii ⊆ Ii za svako i, 2 ≤ i ≤ n. Takod-e imamo
x =
∏n
i=2 vi =
∏n
i=2(1 − ui) = 1 + u za u ∈ I1. Odakle zakljucˇujemo da je φ(x) =
(1 + I1, I2, . . . , In).
iii) Za jezgro homomorfizma φ vazˇi Ker φ = { x ∈ R | φ(x) = (I1, I2, . . . , In) }.
Prema tome, element x ∈ R pripada jezgru preslikavanja φ ako i samo ako x pripada
svakom od ideala I1, I2, . . . , In, odnosno ako i samo ako x ∈
⋂n
i=1 Ii. 
Lema 1.5 Ako su Ii i Ij koprosti ideali za i 6= j, onda za ideale Ji =
∏n
j = 1
j 6= i
Ij vazˇi
J1 + J2 + . . .+ Jn = R.
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Dokaz: Dokaz izvodimo indukcijom po broju ideala n. Za dva ideala tvrd-enje jasno
vazˇi. Pretpostavimo da tvrd-enje vazˇi za n − 1 ideala I1, I2, . . . In−1 i dokazˇimo da
vazˇi za n ideala I1, I2, . . . , In−1, In. U okviru dokaza Kineske teoreme o ostacima
pokazali smo da su ideali In i
∏n−1
j=1 Ij koprosti. Na osnovu indukcijske hipoteze
imamo
∑n−1
i=1
∏n−1
j = 1
j 6= i
Ij = R. Prema tome,
R = In +
∏n−1
j=1 Ij = R · In +
∏n−1
j=1 Ij
=
∑n−1
i=1
∏n−1
j = 1
j 6= i
Ij · In +
∏n−1
j=1 Ij
=
∑n−1
i=1
∏n
j = 1
j 6= i
Ij +
∏n−1
j=1 Ij = J1 + J2 + . . .+ Jn. 
Napomena 1.6 Prethodna lema je originalan doprinos autora.
1.2 Moduli
1.2.1 Moduli i homomorfizmi modula
Neka je R komutativan prsten sa jedinicom. Modul nad prstenom R ili R-modul
M je Abelova grupa (M,+) sa preslikavanjem · : R×M →M za koje vazˇe aksiome:
1. a · (x+ y) = a · x+ a · y;
2. (a+ b) · x = a · x+ b · x;
3. (ab) · x = a · (b · x);
4. 1 · x = x;
a, b ∈ R, x, y ∈M .
Ako su zadovoljene gore navedene aksiome kazˇemo da prsten R linearno dejstvuje na
M . Neka su M i N dva R-modula. Homomorfizam R-modula ili R-linearno
preslikavanje iz M u N je preslikavanje f za koje vazˇi:
1. f(x+ y) = f(x) + f(y);
2. f(a · x) = a · f(x),
a ∈ R, x, y ∈M .
Homomorfizam R-modula f : M → N je homomorfizam Abelovih grupa M i N
koji komutira sa dejstvom svakog elementa a ∈ R. Ako je preslikavanje f : M → N
surjektivno, injektivno ili bijektivno, homomorfizam f nazivamo epimorfizmom ,
monomorfizmom i izomorfizmom , respektivno. Cˇinjenicu da su R-moduli M
i N izomorfni oznacˇavamo sa M ∼= N . Skup svih homomorfizama iz M u N je
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R-modul, koji oznacˇavamo sa HomR(M,N), gde su binarna operacija + i linearno
dejstvo · definisani sa:
1. (f + g)(x) = f(x) + g(x);
2. (a · f)(x) = a · f(x).
Za proizvoljan R-modul M vazˇi HomR(R,M) ∼= M .
Primeri modula:
1. Svaki prsten je modul nad samim sobom.
Homomorfizam R-modula f : R→M je jedinstveno odred-en vrednosˇc´u f(1),
jer je (∀a ∈ R) f(a) = a · f(1).
2. Ideal I prstena R je modul nad prstenom R.
3. Modul V nad poljem K nazivamo vektorskim prostorom .
K-linearno preslikavanje iz V u V nazivamo linearnim operatorom .
4. Dekartov proizvodR-modulaM iN sa pokoordinatnim sabiranjem i mnozˇenjem
elementima iz R je R-modul.
5. Svaka Abelova grupa (G,+) je Z-modul.
6. Neka je R = K[x] prsten polinoma po promenljivoj x nad poljem K. Neka
je V vektorski prostor nad poljem K i L : V → V fiksirani linearni operator.
Tada je V modul nad prstenom R, gde je R-linearno dejstvo na V definisano
sa f(x) · v = f(L)(v).
Podmodul N modula M je podgrupa grupe (M,+) koja je zatvorena za mnozˇenje
elementima iz R, odnosno skup ∅ 6= N ⊆ M koji je Abelova grupa u odnosu na
restrikciju binarne operacije + i za koju vazˇi (∀a ∈ R)(∀x ∈ N) a · x ∈ N . Svaki
R-modul M ima najmanje dva podmodula, ceo modul M i trivijalni podmodul 0.
Kolicˇnicˇki modul R-modula M po podmodulu N je Abelova grupa (M/N,⊕) za
koju vazˇi (∀a ∈ R)(∀x ∈M) a · (x+N) = (a ·x) +N . Preslikavanje pi : M →M/N ,
pi(x) = x + N , je surjektivan homomorfizam R-modula i nazivamo ga kanonskim
ili prirodnim homomorfizmom . Ako je f : M → N homomorfizam R-modula,
onda je jezgro od f , Ker f = {x ∈ M | f(x) = 0N}, podmodul R-modula M .
Slika od f , Im f = f(M), je podmodul R-modula N . Kojezgro od f , Coker f =
N/Im f , je kolicˇnicˇki modul R-modula N i njegovog podmodula Im f . Neka je L
podmodul R-modula M za koji vazˇi L ⊆ Ker f . Tada homomorfizam f : M → N
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indukuje homomorfizam R-modula f : M/L → N , definisan sa f(x + L) = f(x).
Cˇinjenica da je L ⊆ Ker f nam obezbed-uje dobru definisanost preslikavanja f . Ako
za L uzmemo basˇ Ker f i ako izvrsˇimo restrikciju po kodomenu homomorfizam
f : M/Ker f → Im f postaje izomorfizam i prema tome vazˇi prva teorema o
izomorfizmu za module tj. M/Ker f ∼= Imf . Za R-module L ⊆ N ⊆ M , vazˇi
(M/L)/(N/L) ∼= M/N . Dato tvrd-enje se naziva trec´a teorema o izomorfizmu, a
dokaz se izvodi primenom prve teoreme o izomorfizmu na homomorfizam R-modula
θ : M/L→M/N .
1.2.2 Konacˇno generisani i slobodni moduli
Neka jeR prsten i I proizvoljan skup. Oznacˇimo saR(I) skup familija (ai)i∈I , indeksi-
ranih skupom I, elemenata iz R takvih da je ai = 0 osim za konacˇno koordinata
i ∈ I. Prema tome, R(I) je podskup Dekartovog proizvoda RI i takod-e podmodul od
R-modula RI , ako pretpostavimo da je na skupu RI definisana struktura R-modula
sa pokoordinatnim sabiranjem i mnozˇenjem skalarima iz prstena R. Ukoliko je I
konacˇan skup, vazˇi R(I) = RI . Za j ∈ I, familiju (δij)i∈I , gde je δjj = 1, δij = 0
za i 6= j, oznacˇimo sa ej ∈ R(I). Svaki element (aj)j∈I ∈ R(I) ima jedinstveno
predstavljanje kao konacˇna linearna kombinacija elemenata ej sa koeficijentima iz R,
odnosno (aj)j∈I =
∑
j∈I ajej. Familiju (ej)j∈I nazivamo kanonskom bazom od
R(I).
Neka je M modul nad prstenom R i neka je (Mi)i∈I familija podmodula od M .
Skup svih suma
∑
i∈I xi, xi ∈ Mi u kojima je samo konacˇno sabiraka razlicˇito od
nule nazivamo sumom modula Mi, u oznaci
∑
i∈IMi. Suma modula Mi je najmanji
podmodul od M koji sadrzˇi sve module Mi. Sumu konacˇno modula M1,M2, . . . ,Mn
nazivamo direktnom ako je homomorfizam f :
∑n
i=1Mi → M1 ×M2 × . . . ×Mn
dat sa f (
∑n
i=1 xi) = (x1, x2, . . . , xn) izomorfizam. Za x ∈ M , skup {ax | a ∈ R}
je podmodul R-modula M , koji oznacˇavamo sa Rx ili sa (x) i nazivamo ciklicˇnim
modulom . Ako vazˇi M =
∑
i∈I Rxi, kazˇemo da je {xi | i ∈ I} skup generatora
modula M . Svaki element iz M se mozˇe izraziti, ne obavezno na jedinstveni nacˇin,
kao konacˇna linearna kombinacija elemenata xi sa koeficijentima iz R. Za R-modul
M kazˇemo da je konacˇno generisani ili da je konacˇnog tipa ako ima konacˇan
skup generatora. Za proizvoljnu familiju (xi)i∈I elemenata R-modula M definiˇsemo
linearno preslikavanje ϕ : R(I) → M tako da svakom elementu (ai)i∈I ∈ R(I)
pridruzˇujemo element
∑
i∈I aixi ∈ M . Jasno je da za kanonsku bazu (ej)j∈I od
R(I) vazˇi ϕ(ej) = xj za svako i ∈ I. Skup {xi | i ∈ I} je linearno nezavisan ako
i samo ako je preslikavanje ϕ injektivno. Skup {xi | i ∈ I} generiˇse modul M ako
i samo ako je preslikavanje ϕ surjektivno. Ako je preslikavanje ϕ bijektivno, onda
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skup {xi | i ∈ I} nazivamo bazom modula M . Modul koji ima bazu nazivamo slo-
bodnim modulom . Konacˇno generisan R-modul je izomorfan nekom kolicˇnicˇkom
modulu R-modula Rn. Konacˇno generisan slobodan R-modul je izomorfan sa Rn.
1.2.3 Neterini moduli
Lema 1.7 Za parcijalno ured-en skup (Σ,≤) sledec´a tvrd-enja su ekvivalentna.
i) Svaki lanac x1 ≤ x2 ≤ . . . ≤ xn ≤ . . . u Σ je stacionaran, tj.
(∃m ∈ N)(∀n ∈ N) n ≥ m⇒ xn = xm.
ii) Svaki neprazan podskup od Σ ima maksimalan element.
Dokaz: i) ⇒ ii) Pretpostavimo suprotno, da postoji skup ∅ 6= T ⊆ Σ koji nema
maksimalan element. Tada je za svaki element x ∈ T skup elemenata iz T koji su
vec´i od x neprazan. Na osnovu aksiome izbora postoji preslikavanje f : T → T
takvo da je f(x) > x za svako x ∈ T . Za proizvoljno x0 ∈ T indukcijom definiˇsemo
niz (xn)n∈N0 , xn+1 = f(xn). Dati niz je strogo rastuc´i, pa samim tim ne mozˇe biti
stacionaran.
ii) ⇒ i) Neka je xm maksimalan element rastuc´eg niza (xn)n∈N0 . Tada za svako
n ≥ m vazˇi xn ≥ xm jer je niz rastuc´i i xn ≤ xm jer je xm maksimalan element
niza (xn)n∈N0 . Prema tome, za svako n ≥ m vazˇi xn = xm, odnosno niz (xn)n∈N0 je
stacionaran.
Ako je Σ skup podmodula R-modulaM ured-en inkluzijom⊆, onda uslov i) nazivamo
uslovom rastuc´ih lanaca , a uslov ii) uslovom maksimalnosti .
Teorema 1.8 Za R-modul M sledec´a tvrd-enja su ekvivalentna.
i) Svaki lanac M1 ⊆M2 ⊆ . . . ⊆Mn ⊆ . . . podmodula modula M je stacionaran.
ii) Svaka neprazna familija podmodula od M ima maksimalan element.
iii) Svaki podmodul R-modula M je konacˇno generisan.
Dokaz: i)⇔ ii) Sledi na osnovu leme 1.7.
ii)⇒ iii) Neka je N podmodul R-modula M i neka je Σ skup svih konacˇno generi-
sanih podmodula od N . Skup Σ je neprazan jer je 0 ∈ Σ. Prema tome, Σ ima
maksimalan element, oznacˇimo ga sa N0. Pokazˇimo da je N = N0. Vazˇi da je
N0 ⊆ N i ako postoji x ∈ N \N0, onda je N0 pravi podmodul konacˇno generisanog
modula N0 + Rx, sˇto je suprotno cˇinjenici da je N0 maksimalan konacˇno generisan
podmodul od N . Prema tome, N = N0 i N je konacˇno generisan R-modul.
10
iii) ⇒ i) Neka je M1 ⊆ M2 ⊆ . . . ⊆ Mn ⊆ . . . rastuc´i lanac podmodula R-modula
M . Tada je N = ∪+∞n=1Mn podmodul od M , koji je na osnovu uslova iii) konacˇno
generisan. Neka su x1, x2, . . . , xm generatori modula N . Za svako i, 1 ≤ i ≤ m,
postoji ni takvo da je xi ∈ Mni . Neka je n = max{n1, n2, . . . , nm}. Tada za svako
i, 1 ≤ i ≤ m, vazˇi da je xi ∈ Mn, odakle zakljucˇujemo da je N ⊆ Mn. Kako je
N = ∪+∞n=1Mn, vazˇi i da je Mn ⊆ N , odnosno Mn = N , pa samim tim je niz (Mn)n∈N
stacionaran.
Modul M koji zadovoljava ekvivalentne uslove i), ii) i iii) nazivamo Neterinim .
Prsten R je Neterin ako je Neterin kao R-modul.
Posledica 1.9 Svaki glavnoidealski prsten je Neterin.
Dokaz: Ako prsten R razmatramo kao modul nad samim sobom, onda njegove
ideale mozˇemo posmatrati kao njegove podmodule. U glavnoidealskom prstenu
svi ideali su konacˇno generisani, generisani su sa jednim elementom, pa na osnovu
prethodne teoreme sledi tvrd-enje.
1.2.4 Moduli nad glavnoidealskim prstenima
Neka je R integralan domen i K polje razlomaka od R. Slobodan R-modul izomorfan
sa R(I) za neko I mozˇemo utopiti u vektorski prostor K(I) nad poljem K. Isto vazˇi i
za podmodul M slobodnog R-modula. Dimenziju potprostora vektorskog prostora
K(I) generisanog sa M nazivamo rangom od M . Odnosno, rang R-modula M
je maksimalan broj R-linearno nezavisnih elemenata od M . Ako je M slobodan
i ako ima bazu sa n elemenata, onda je rang od M jednak n. Zaista, ako je M
slobodan R-modul i ako ima bazu sa n elemenata, onda je M ∼= Rn i vazˇi M ⊆ Kn.
Kako Kn predstavlja n-dimenzionalni vektorski prostor nad poljem K, svakih n+ 1
elemenata iz M je K-linearno zavisno. Mnozˇenjem jednakosti linearne zavisnosti sa
proizvodom imenilaca koeficijenata iz K dobijamo jednakost linearne zavisnosti nad
R. Prema tome, maksimalan broj R-linearno nezavisnih elemenata od M je n.
Teorema 1.10 Neka je R glavnoidealski prsten, M slobodan R-modul ranga n i N
podmodul od M . Tada vazˇi:
i) N je slobodan R-modul ranga m, 0 ≤ m ≤ n;
ii) za podmodul N 6= 0, postoji baza (y1, y2, . . . , yn) modula M i nenula elementi
a1, a2, . . . , am ∈ R takvi da je ( a1y1, a2y2, . . . , amym ) baza od N i ai | ai+1,
1 ≤ i ≤ m− 1.
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Dokaz: Za N = 0 tvrd-enje trivijalno vazˇi. Neka je N 6= 0. Za svaki homomorfizam
R-modula ϕ iz M u R slika ϕ(N) od N je podmodul R-modula R, odnosno ideal
prstena R. Prsten R je glavnoidealski, pa je ideal ϕ(N) glavni i generisan npr.
elementom aϕ ∈ R. Oznacˇimo sa Σ = {(aϕ) | ϕ ∈ HomR(M,R)} familiju ideala
prstena R koji su slike podmodula N pri homomorfizmima iz M u R. Familija Σ
je neprazna jer je 0 ∈ Σ kao slika trivijalnog homomorfizma. Na osnovu Posledice
1.9 familija Σ ima maksimalan element, oznacˇimo ga sa (a1). Prema tome, postoji
homomorfizam ν iz M u R takav da je ν(N) = (aν) = (a1). Odakle zakljucˇujemo
da postoji element y ∈ N takav da vazˇi ν(y) = a1. Dokazˇimo da je a1 6= 0. Neka je
(x1, x2, . . . , xn) proizvoljna baza slobodnog R-modula M i neka je pii ∈ HomR(M,R)
prirodna projekcija na i-tu koordinatu u odnosu na datu bazu. Posˇto je N 6= 0
postoji i, 1 ≤ i ≤ n, takvo da je pii(N) 6= 0, odakle zakljucˇujemo da familija Σ sadrzˇi
netrivijalan ideal. Ideal (a1) je maksimalan i prema tome a1 6= 0. Dokazˇimo i da
za svaki homomorfizam ϕ ∈ HomR(M,R) vazˇi a1 | ϕ(y). Oznacˇimo sa d generator
sume ideala (a1) i (ϕ(y)). Postoje elementi r1, r2 ∈ R takvi da je d = r1a1 + r2ϕ(y).
Kako je HomR(M,R) modul nad R zakljucˇujemo da je ψ = r1ν+r2ϕ homomorfizam
iz M u R. Vazˇi d = r1a1 + r2ϕ(y) = r1ν(y) + r2ϕ(y) = ψ(y) ∈ ψ(N). Pa imamo
(d) ⊆ ψ(N). Na osnovu definicije ideala (d) vazˇi (a1) ⊆ (d). Maksimalnost ideala
(a1) zajedno sa (a1) ⊆ (d) ⊆ ψ(N) daje (a1) = (d) = ψ(N). Odakle zakljucˇujemo
da je ϕ(y) ∈ (a1), odnosno a1 | ϕ(y), za svaki homomorfizam ϕ ∈ HomR(M,R).
Prema tome, a1 | pii(y), odnosno postoje elementi bi ∈ R takvi da vazˇi pii(y) = bia1
za svako i, 1 ≤ i ≤ n. Definiˇsimo element y1 sa y1 =
∑n
i=1 bixi. Imamo a1y1 =
a1
∑n
i=1 bixi =
∑n
i=1 a1bixi =
∑n
i=1 pii(y)xi = y. Posˇto je a1 = ν(y), na osnovu
prethodnog imamo a1 = ν(y) = ν(a1y1) = a1ν(y1). Prsten R je integralan domen,
odakle zakljucˇujemo ν(y1) = 1. Pokazˇimo sada da vazˇi:
(a) M = Ry1 ⊕Ker ν;
(b) N = Ra1y1 ⊕ (Ker ν ∩ N).
Proizvoljan element x ∈M zapiˇsimo u obliku x = ν(x)y1 + (x− ν(x)y1) i pokazˇimo
da x− ν(x)y1 ∈ Ker ν. Zaista ν(x− ν(x)y1) = ν(x)− ν(x)ν(y1) = ν(x)− ν(x) = 0.
Svaki element x ∈ M predstavili smo kao sumu jednog elementa iz Ry1 i jednog
elementa iz Ker ν. Ostaje josˇ da pokazˇemo da je suma direktna, odnosno da je
Ry1 ∩ Ker ν = {0}. Neka proizvoljan element ry1 modula Ry1 pripada modulu
Ker ν. Tada je 0 = ν(ry1) = rν(y1) = r, odnosno ry1 = 0. Sˇto se ticˇe dela (b),
posˇto je ν(N) = (a1) za svaki element x
′ ∈ N postoji element b ∈ R takav da vazˇi
ν(x′) = ba1. Zatim x′ mozˇemo zapisati u obliku sume x′ = ν(x′)y1 + (x′ − ν(x′)y1),
kao sˇto smo to uradili u delu (a). Za ν(x′)y1 vazˇi ν(x′)y1 = ba1y1 ∈ Ra1y1. Zatim
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ν(x′)y1 = ba1y1 = by ∈ N , odakle zakljucˇujemo x′ − ν(x′)y1 ∈ Ker ν ∩ N .
Suma u delu (b) je direktna kao posledica cˇinjenice da je suma u delu (a) direktna.
Dokazˇimo tvrd-enje i) indukcijom po rangu m podmodula N . Ako je m = 0, tada
za svaki element x′ ∈ N i za svako r ∈ R vazˇi rx′ = 0, pa zakljucˇujemo da je
N = 0. Pretpostavimo sada da je m > 0. Posˇto je suma u ii) direktna Ker ν ∩ N
je ranga m − 1. Na osnovu indukcijske hipoteze Ker ν ∩ N je slobodan R-modul.
Dodavanjem elementa a1y1 bazi modula Ker ν ∩N dobijamo bazu za N . Pa je N
slobodan R-modul ranga m. I na kraju dokazujemo tvrd-enje ii) indukcijom po rangu
n modula M. Na osnovu tvrd-enja i) zakljucˇujemo da je podmodul Ker ν modula M
slobodan, a na osnovu dela (a) da je ranga n−1 (suma u (a) je direktna). Primenimo
indukcijsku hipotezu na slobodan R-modul Ker ν ranga n − 1 i njegov podmodul
Ker ν ∩ N . Postoji baza (y2, . . . , yn) modula Ker ν takva da je (a2y2, . . . , amym)
baza za Ker ν∩N i da vazˇi ai | ai+1, 2 ≤ i ≤ m−1. Posˇto su sume u (a) i (b) direktne
imamo baze (y1, y2, . . . , yn) i (a1y1, a2y2, . . . , amym) od M i N respektivno. Ostalo
je josˇ samo da pokazˇemo da a1 | a2. Definiˇsimo homomorfizam R-modula ϕ iz M u
R sa ϕ(y1) = 1, ϕ(y2) = 1 i ϕ(yi) = 0 za 2 < i ≤ n. Vazˇi ϕ(a1y1) = a1ϕ(y1) = a1,
odnosno a1 pripada ϕ(N), pa imamo (a1) ⊆ ϕ(N). Ali (a1) je maksimalan element
familije Σ, pa je (a1) = ϕ(N). Takod-e, a2 = ϕ(a2y2) ∈ ϕ(N). Odakle zakljucˇujemo
a2 ∈ (a1), tj. a1 | a2. 
Neka su N i L dva podmodula R-modula M . Skup (N : L) definisan sa
(N : L) = {r ∈ R | (∀x ∈ L) rx ∈ N}
je ideal prstena R. Specijalno ideal (0 : M) = {r ∈ R | (∀x ∈M) rx = 0} nazivamo
anhilatorom R-modula M i oznacˇavamo sa Ann(M). Za ciklicˇni R-modul Rx i
surjektivan homomorfizam pi : R → Rx definisan sa pi(r) = rx imamo R/Ker pi ∼=
Rx. Kako je Ker f = {r ∈ R | rx = 0} = Ann(x) vazˇi R/Ann(x) ∼= Rx. Ukoliko je
prsten R glavnoidealski, postoji element a ∈ R takav da vazˇi Ker pi = (a), odnosno
R/(a) ∼= Rx.
Posledica 1.11 Neka je R glavnoidealski prsten i M konacˇno generisani R-modul.
Tada je modul M izomorfan direktnoj sumi ciklicˇnih modula R/(ai), 1 ≤ i ≤ n, tj.
M ∼= R/(a1)⊕R/(a2)⊕ . . .⊕R/(an),
gde za elemente a1, a2, . . . , an ∈ R vazˇi ai | ai+1, 1 ≤ i ≤ n− 1.
Dokaz: Neka je {x1, x2, . . . , xn} konacˇan skup generatora R-modula M . Neka je
(e1, e2, . . . , en) kanonska baza R-modula R
n. Homomorfizam R-modula ϕ :Rn→M
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dat sa ϕ(ei) = xi, 1 ≤ i ≤ n, je surjektivan. Na osnovu prve teoreme o izo-
morfizmu za module imamo Rn/Ker ϕ ∼= M . Na osnovu Teoreme 1.10 postoji baza
(y1, . . . , yn) od R
n i nenula elementi a1, . . . , am ∈ R takvi da je (a1y1, . . . , amym)
baza od Ker ϕ i ai | ai+1, 1 ≤ i ≤ m− 1. Neka je aj = 0 za m+ 1 ≤ j ≤ n. Tada je
M ∼= (Ry1 ⊕Ry2 ⊕ . . .⊕Ryn)/(Ra1y1 ⊕Ra2y2 ⊕ . . .⊕Ranyn).
Za kanonski homomorfizam pi : Ry1⊕Ry2⊕. . .⊕Ryn → R/(a1)⊕R/(a2)⊕. . .⊕R/(an)
dat sa pi(α1y1, α2y2, . . . , αnyn) = (α1 + (a1), α2 + (a2), . . . , αn + (an)) imamo
Ker pi = {(α1y1, α2y2, . . . , αnyn) | αi ∈ (ai), 1 ≤ i ≤ n}
= Ra1y1 ⊕Ra2y2 ⊕ . . .⊕Ranyn.
Prema tome, na osnovu prve teoreme o izomorfizmu za module zakljucˇujemo
M ∼= R/(a1)⊕R/(a2)⊕ . . .⊕R/(an). 
Ako je a = 0, onda je R/(a) = R. Pa je M ∼= R/(a1)⊕R/(a2)⊕. . .⊕R/(am)⊕Rn−m.
Ako je a invertibilan element prstena R, onda je R/(a) = 0. Ako pretpostavimo
da je skup generatora {x1, x2, . . . , xn} modula M najmanje kardinalnosti, onda je
svaki od elemenata a1, a2, . . . , am ∈ R neinvertibilan. U suprotnom bismo dobili
skup generatora koji ima manje elemenata od n.
Element m iz R-modula M nazivamo torzionim elementom ako postoji nenula
element r ∈ R takav da vazˇi rm = 0, odnosno ako je Ann(m) 6= 0. Skup svih
torzionih elemenata R-modula M oznacˇavamo sa Tor M , tj.
Tor M = {m ∈M | (∃r ∈ R \ {0}) rm = 0}.
Ako je R integralan domen, onda je Tor M podmodul R-modula M , koji nazivamo
torzionim podmodulom . Zaista, za elemente m1,m2 ∈ Tor M postoje elementi
r1, r2 ∈ R \ {0} takvi da je r1m1 = 0 i r2m2 = 0. Dakle, za proizvoljne elemente
t1, t2 ∈ R vazˇi da je r1r2(t1m1 + t2m2) = 0. Uslov da je prsten R integralan domen,
obezbed-uje nam da je r1r2 6= 0. Ako je Tor M = M , onda kazˇemo da je modul M
torzioni modul . Ako je Tor M = 0, onda kazˇemo da je modul M bez torzije .
Odnosno R-modul M je bez torzije ako (∀m∈M)(∀r∈R) rm = 0⇒ r = 0 ∨ m = 0.
Pokazˇimo josˇ da je R-modul M/Tor M bez torzije. Neka je m+Tor M proizvoljan
element modula M/Tor M i neka je r nenula element prstena R. Tada iz niza
jednakosti r(m+ Tor M) = rm+ Tor M = Tor M zakljucˇujemo da rm ∈ Tor M ,
odnosno da postoji nenula element s prstena R takav da je srm = 0. Prsten R je
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integralan domen, pa je sr 6= 0, odnosno m ∈ Tor M . Dakle m+ Tor M = Tor M .
Posledica 1.12 Neka je R glavnoidealski prsten i M konacˇno generisan R-modul
bez torzije. Tada je R-modul M slobodan.
Dokaz: Na osnovu Posledice 1.11 modul M je izomorfan direktnoj sumi ciklicˇnih
modulaR/(a1)⊕R/(a2)⊕. . .⊕R/(an). Bez umanjenja opsˇtosti mozˇemo pretpostaviti
da su svi elementi a1, a2, . . . , an neinvertibilni, tj. da za svako i, 1 ≤ i ≤ n, (ai) 6= R.
U suprotnom odgovarajuc´e elemente mozˇemo izbrisati iz sume. Kako vazˇi da je
(a1) 6= R postoji nenula element x1 ∈ R/(a1). Ako pretpostavimo da je a1 6= 0,
onda postoji i nenula element a ∈ (a1).
Za element x = (x1, 0, . . . , 0) ∈ R/(a1) ⊕ R/(a2) ⊕ . . . ⊕ R/(an) vazˇi ax = 0 i
a 6= 0 i x 6= 0, odnosno x je torzioni element, sˇto je u suprotnosti sa cˇinjenicom
da je R-modul M bez torzije. Prema tome, a1 = 0. Slicˇno pokazujemo da vazˇi
a2 = a3 = . . . = an = 0. Odnosno R-modul M je izomorfan slobodnom modulu R
n,
pa je i sam slobodan. 
Posledica 1.13 Neka je R glavnoidealski prsten i neka za R-modul M vazˇi M ∼=
R/(a1)⊕R/(a2)⊕ . . .⊕R/(am)⊕Rn−m, gde su a1, a2, . . . , am ∈ R nenula elementi
koji nisu invertibilni i za koje vazˇi ai | ai+1, 1 ≤ i ≤ m − 1. Tada je Tor M ∼=
R/(a1)⊕R/(a2)⊕ . . .⊕R/(am) i Ann(Tor M) = (am).
Dokaz: Ako je {x1, x2, . . . , xn} konacˇan skup generatora R-modula M . Onda je
Ann(M) =
⋂n
k=1Ann(xk). Kako je Ann(R/(a)) = (a), imamo da je Ann(M) = 0
za n 6= m i Ann(M) = ⋂mk=1(ak) = (am) za m = n, jer vazˇi a1 | a2 | . . . | am. Prema
tome, Tor M ∼= R/(a1)⊕R/(a2)⊕ . . .⊕R/(am) i Ann(Tor M) = (am).
Posledica 1.14 Neka je R glavnoidealski prsten i M konacˇno generisan R-modul.
Tada je R-modul M izomorfan direktnoj sumi R-modula Mi, gde je svaki od modula
Mi jednak ili R ili R/(p
α), za proste elemente p ∈ R.
Dokaz: Neka je a nenula element glavnoidealskog prstena R. Posˇto je R i domen
sa jednoznacˇnom faktorizacijom element a je asociran sa proizvodom stepena ne-
asociranih nesvodljivih elemenata, tj. postoji invertibilan element u ∈ R takav da je
a = upα11 p
α2
2 . . . p
αk
k . Ideali (p
αi
i ) generisani odgovarajuc´im elementima su jedinstveno
odred-eni, jer je faktorizacija jedinstvena do na mnozˇenje invertibilnim elementom.
Svaki nesvodljiv element u glavnoidealskom prstenu je prost. Radikali ideala (pαii ) i
(p
αj
j ) su prosti ideali (pi) i (pj), koji su za i 6= j koprosti. Ako su radikali dva ideala
koprosti, onda su i dati ideali koprosti. Pa na osnovu Kineske teoreme o ostacima
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R/(a) = R/(pα11 p
α2
2 . . . p
αk
k ) i R/(p
α1
1 )⊕R/(pα22 )⊕ . . .⊕R/(pαkk ) su izomorfni prsteni.
Na osnovu posledice 1.11 modul M je izomorfan direktnoj sumi ciklicˇnih modula
R/(a1) ⊕ R/(a2) ⊕ . . . ⊕ R/(an) i primenom prethodnog imamo da je modul M
izomorfan direktnoj sumi R-modula Mi, gde je svaki od modula Mi jednak ili R ili
R/(pα), za proste elemente p ∈ R. 
Neka je M modul nad prstenom R i a element od R. Tada je aM = {am | m ∈M}
podmodul modula M .
Teorema 1.15 (Teorema o primarnoj dekompoziciji za torzione module)
Neka je R glavnoidealski prsten i M torzioni R-modul sa anhilatorom (a). Neka je
a = upα11 p
α2
2 . . . p
αk
k faktorizacija elementa a na proizvod invertibilnog elementa u i
stepena neasociranih nesvodljivih elemenata. Neka je Ni = {m ∈ M | pαii m = 0},
1 ≤ i ≤ k. Tada je Ni podmodul modula M sa anhilatorom (pαii ), i za svako m ∈ Ni,
Ann(m) je generisan nekim stepenom od pi. Takod-e vazˇi M ∼= N1 ⊕N2 ⊕ . . .⊕Nk.
Dokaz: Pokazˇimo da je Ni = {m ∈ M | pαii m = 0} = qiM , za svako i, 1 ≤ i ≤ k,
gde je qi = a/p
αi
i . Kako je Ann(M) = (a), za svako m ∈ M vazˇi am = 0, odnosno
za svaki element qim ∈ qiM vazˇi pαii qim = am = 0. Pa imamo inkluziju qiM ⊆ Ni.
Posˇto su ideali (pαii ) i (p
αj
j ) koprosti za i 6= j, argument izlozˇen u Kineskoj teoremi
o ostacima obezbed-uje da su i ideali (qi) i (p
αi
i ) koprosti. Prema tome, postoje
elementi r, s ∈ R takvi da je rqi + spαii = 1. Za proizvoljan element m ∈ Ni imamo
m = 1 · m = (rqi + spαii ) · m = rqi · m + spαii · m = rqi · m ∈ qiM . Pa vazˇi i
druga inkluzija, odnosno Ni ⊆ qiM . Pokazˇimo da je Ann(qiM) = (pαii ). Jasno
vazˇi (pαii ) ⊆ Ann(qiM). Neka je r ∈ Ann(qiM). Tada za svako m ∈ M vazˇi
rqi ·m = 0. Odnosno rqi ∈ Ann(M) = (a), pa a | rqi. Kako je a = pαii qi i kako je
R integralan domen imamo pαii | r, odnosno r ∈ (pαii ). Pa vazˇi Ann(qiM) ⊆ (pαii ).
Za svako m ∈ Ni imamo (pαii ) = Ann(Ni) ⊆ Ann(m). Prsten R je glavnoidealski
pa postoji q ∈ R takvo da vazˇi Ann(m) = (q). Prema tome, pαii ∈ (q), odnosno
q | pαii . Jedini elementi prstena R koji dele pαii su stepeni od pi. Na osnovu Leme
1.5 iz cˇinjenice da su ideali (pαii ) i (p
αj
j ) koprosti za i 6= j, zakljucˇujemo da vazˇi
(q1) + (q2) + . . . + (qn) = R. Odnosno, postoje elementi r1, r2, . . . , rn takvi da je
1 = r1q1 + r2q2 + . . .+ rnqn. Pa za svako m ∈M vazˇi
m = 1 ·m = (r1q1 + r2q2 + . . .+ rnqn) ·m = r1q1 ·m+ r2q2 ·m+ . . .+ rnqn ·m.
Za svako i, 1 ≤ i ≤ n, imamo riqi · m ∈ Ni. Pokazˇimo josˇ da je suma R-modula
Ni, 1 ≤ i ≤ n, direktna, tj. da je Ni
⋂∑n
j = 1
j 6= i
Nj = 0. Proizvoljan element m ∈
∑n
j = 1
j 6= i
Nj
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je oblika m =
∑n
j = 1
j 6= i
qj ·mj, za mj ∈ M . Kako pαii deli qj za svako i 6= j, element m
mozˇemo zapisati u obliku m = pαii
∑n
j = 1
j 6= i
qj/p
αi
i ·mj. Ako element m pripada i modulu
Ni zakljucˇujemo da je m = 0. 
Module Ni nazivamo pi-primarnim komponentama R-modula M .
Ako je modul M konacˇno generisan torzioni modul onda je na osnovu Posledica 1.11
i 1.14 pi-primarna komponenta Ni jednaka direktnoj sumi ciklicˇnih modula
R/(pk1i )⊕R/(pk2i )⊕ . . .⊕R/(pkmi ).
Za R-modul M kazˇemo da je p-primaran ako ima samo jednu komponentu, tj.
ako mu je anhilator generisan stepenom prostog elementa p prstena R.
Teorema 1.16 Primarna dekompozicija je jedinstvena do na raspored pi-primarnih
komponenata; tj. ako su qj, 1 ≤ j ≤ k, neasocirani nesvodljivi elementi prstena R i
ako sa Mj oznacˇimo qj-primarne module cˇiji su anhilatori generisani elementima q
βj
j
i za koje vazˇi M = M1⊕M2⊕ . . .⊕Mk, onda je k = n i postoji permutacija σ ∈ Sn
za koju je Ni =Mσ(i), gde su sa Ni oznacˇene pi-primarne komponente modula M .
Takod-e vazˇi da su elementi pi i qσ(i) asocirani i da je αi = βσ(i) za svako i, 1 ≤ i ≤ n.
Dokaz: Ideali Ann(Mi) = (q
βi
i ) i Ann(Mj) = (q
βj
j ) su koprosti za i 6= j, pa vazˇi da
je Ann(M) =
⋂k
j=1Ann(Mj) =
∏k
j=1Ann(Mj). Prema tome, za b = q
β1
1 q
β2
2 . . . q
βk
k
vazˇi Ann(M) = (b). Odakle zakljucˇujemo da su elementi a i b asocirani. Kako je
R prsten sa jednoznacˇnom faktorizacijom vazˇi k = n i postoji permutacija σ ∈ Sn
za koju su pi i qσ(i) asocirani i za koju je αi = βσ(i), 1 ≤ i ≤ n. Prema tome,
Ann(Mσ(i)) = (q
βσ(i)
σ(i) ) = (p
αi
i ) pa vazˇi Mσ(i) ⊆ Ni. Kako je M1 ⊕M2 ⊕ . . . ⊕Mn =
N1 ⊕N2 ⊕ . . .⊕Nn imamo da vazˇi Mσ(i) = Ni za svako i, 1 ≤ i ≤ n. 
Lema 1.17 Neka je R glavnoidealski prsten i neka je p nenula prost element prstena
R. Oznacˇimo polje R/(p) sa K.
i) Ako je M = Rk, onda je M/pM ∼= Kk.
ii) Ako je M = R/(a), za nenula element a ∈ R, onda je
M/pM ∼=
{
K, p | a;
0, u suprotnom.
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iii) Ako je M = R/(a1)⊕R/(a2)⊕. . .⊕R/(an), gde p deli sve elemente a1, a2, . . . , an,
onda je M/pM ∼= Kn.
Dokaz: i) Za kanonski homomorfizam pi : Rk → (R/(p))k dat sa
pi(α1, α2, . . . , αk) = (α1 + (p), α2 + (p), . . . , αk + (p))
imamo Ker pi = {(α1, α2, . . . , αn) | p | αi, 1 ≤ i ≤ k} = pRk. Pa na osnovu prve
teoreme o izomorfizmu zakljucˇujemo Rk/pRk ∼= (R/(p))k.
ii) Za modul M = R/(a) vazˇi pM = ((p)+(a))/(a). Zatim, (p)+(a) = (p) ako p deli
a. U suprotnom, (p) + (a) = (1), jer je p prost element prstena R. Prema tome, ako
p deli a imamo ((p)+(a))/(a) = (p)/(a), odnosno M/pM = (R/(a))/((p)/(a)), a na
osnovu trec´e teoreme o izomorfizmu imamo M/pM = (R/(a))/((p)/(a)) ∼= R/(p).
Ako p ne deli a imamo ((p) + (a))/(a) = R/(a), pa sledi M/pM = 0.
iii) Sledi na osnovu ii). 
Teorema 1.18 (Osnovna strukturna teorema za konacˇno generisane module nad
glavnoidealskim prstenima) Neka je R glavnoidealski prsten i M konacˇno generisan
R-modul. Tada vazˇe sledec´a tvrd-enja.
i) Modul M je izomorfan direktnoj sumi konacˇno ciklicˇnih modula, tj.
M ∼= Rk ⊕R/(a1)⊕R/(a2)⊕ . . .⊕R/(am),
za nenula elemente a1, a2, . . . , am prstena R koji nisu invertibilni i za koje vazˇi
a1 | a2 | . . . | am.
ii) Modul M je izomorfan konacˇnoj direktnoj sumi R-modula Mi, gde je svaki od
modula Mi jednak ili R ili R/(p
α), za proste elemente p ∈ R. Preciznije,
M ∼= Rk ⊕R/(pα11 )⊕R/(pα22 )⊕ . . .⊕R/(pαtt ),
za stepene prostih, ne obavezno razlicˇitih, elemenata p1, p2, . . . , pt.
iii) Dekompozicija u delu i) je jedinstvena u sledec´em smislu. Ako je
M ∼= Rr ⊕R/(b1)⊕R/(b2)⊕ . . .⊕R/(bl),
za nenula elemente b1, b2, . . . , bl prstena R koji nisu invertibilni i za koje vazˇi
b1 | b2 | . . . | bl, onda je k = r, m = l i (ai) = (bi), za svako i, 1 ≤ i ≤ m.
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iv) Dekompozicija u delu ii) je jedinstvena u sledec´em smislu. Ako je
M ∼= Rr ⊕R/(qβ11 )⊕R/(qβ22 )⊕ . . .⊕R/(qβss ),
za stepene prostih, ne obavezno razlicˇitih, elemenata q1, q2, . . . , qs, onda vazˇi
da je k = r, t = s i postoji permutacija σ ∈ St takva da je (pαii ) = (q
βσ(i)
σ(i) ), za
svako i, 1 ≤ i ≤ t.
Dokaz: Tvrd-enja i) i ii) slede na osnovu Posledica 1.11 i 1.14.
Pokazˇimo da vazˇe tvrd-enja iii) i iv). Na osnovu Posledice 1.13 imamo da je Tor M ∼=
R/(a1)⊕ R/(a2)⊕ . . .⊕ R/(am) i Tor M ∼= R/(b1)⊕ R/(b2)⊕ . . .⊕ R/(bl). Pa su
slobodni moduli Rk ∼= M/Tor M i Rr ∼= M/Tor M izomorfni. Neka je p nenula
prost element prstena R. Tada iz Rk ∼= Rr dobijamo Rk/pRk ∼= Rr/pRr. Na
osnovu prethodne leme Rk/pRk ∼= Rr/pRr je izomorfizam konacˇno dimenzionalnih
vektorskih prostora Kk ∼= Kr, za K = R/(p). Pa je k = dim(Kk) = dim(Kr) = r.
Nadalje mozˇemo pretpostaviti da je M torzioni modul, tj. M = Tor M . Na osnovu
Teoreme 1.16 imamo da je dekompozicija torzionog modula M na sumu pi-primarnih
komponenata Ni jedinstvena do na njihovu permutaciju. Pa je dovoljno pokazati
da je dekompozicija pi komponenata R/(p
k1
i )⊕R/(pk2i )⊕ . . .⊕R/(pkmi ) jedinstvena.
Prema tome, bez umanjenja opsˇtosti pretpostavimo da je R-modul M p-primaran i
neka su sa R/(pα1)⊕R/(pα2)⊕ . . .⊕R/(pαt) i R/(pβ1)⊕R/(pβ2)⊕ . . .⊕R/(pβs) date
dve njegove dekompozicije, pri cˇemu vazˇi α1 ≤ α2 ≤ . . . ≤ αt i β1 ≤ β2 ≤ . . . ≤ βs.
Pokazˇimo da je t = s i da je αi = βi, za svako i, 1 ≤ i ≤ t. Dokaz izvodimo
indukcijom po stepenu αt generatora p
αt anhilatora modula M . Ako je dati stepen
jednak 0, onda vazˇi da je M = 0. Pretpostavimo da je αt 6= 0. Zatim neka vazˇi
da je α1 = α2 = . . . = αg = 1 i 2 ≤ αg+1 ≤ αg+2 ≤ . . . ≤ αt, neka josˇ vazˇi i da je
β1 = β2 = . . . = βh = 1 i 2 ≤ βh+1 ≤ βh+2 ≤ . . . ≤ βs.
Za R-modul pM vazˇe izomorfizmi pM ∼= R/(pαg+1−1)⊕R/(pαg+2−1)⊕ . . .⊕R/(pαt−1)
i pM ∼= R/(pβh+1−1)⊕R/(pβh+2−1)⊕. . .⊕R/(pβs−1). Prema indukcijskoj pretpostavci
t − g = s − h i αg+i − 1 = βh+i − 1, za 1 ≤ i ≤ t − g. Pa zakljucˇujemo da je
αg+i = βh+i, za 1 ≤ i ≤ t− g. Na osnovu Leme 1.17 imamo da za kolicˇnicˇki modul
M/pM vazˇe izomorfizmi M/pM ∼= Kt i M/pM ∼= Ks, za K = R/(p). Odakle
dobijamo da je t = s. I na kraju t = s i t − g = s − h daju g = h, sˇto pokazuje
tvrd-enje iv). Faktorizacijom elemenata a1, a2, . . . , am dobijamo dekompoziciju u ii).
Primetimo da iz relacija a1 | a2 | . . . | am sledi da je am proizvod invertibilnog
elementa i prostih elemenata sa najvec´im stepenima koji ucˇestvuju u dekompoziciji
ii), zatim da je am−1 proizvod invertibilnog elementa i prostih elemenata sa najvec´im
stepenima posˇto izuzmemo one elemente cˇiji proizvod daje am. Ostali elementi se
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formiraju na isti nacˇin. Takod-e, faktorizacijom elemenata b1, b2, . . . , bm na proizvode
stepena prostih elemenata dobijamo josˇ jednu dekompoziciju oblika ii). Kako je
dekompozicija ovog oblika na osnovu iii) jedinstvena, i kako vazˇi b1 | b2 | . . . | bm
zakljucˇujemo da vazˇi iv). 
Prirodan broj k u Teoremi 1.18 nazivamo slobodnim rangom ili Beti brojem od
M . Elemente a1, a2, . . . , am ∈ R nazivamo invarijantnim faktorima , a elemente
pα11 , p
α2
2 , . . . , p
αt
t ∈ R nazivamo elementarnim deliteljima od M .
Napomena 1.19 Neka je R glavnoidealski prsten i neka je M konacˇno generisan
modul nad prstenom R. Tada su elementarni delitelji od M stepeni prostih faktora
invarijantnih faktora od M i najvec´i invarijantni faktor od M je proizvod najvec´ih
razlicˇitih stepena prostih elemenata iz skupa elementarnih delitelja modula M .
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2 Normalne forme linearnih operatora i matrica
U okviru ove glave izlozˇene su standardne teoreme o Ermitovoj, Smitovoj, Zˇorda-
novoj i racionalnoj formi. Svaka matrica nad prstenom polinoma K[x] mozˇe se
elementarnim transformacijama vrsta redukovati na ekvivalentnu gornje trougaonu
matricu. Zatim daljom primenom elementarnih transformacija vrsta mozˇemo smanji-
ti stepene polinoma iznad glavne dijagonale trazˇenjem ostatka pri deljenju svih
elemenata u koloni sa odgovarajuc´im dijagonalnim elementom. Ovako dobijena ma-
trica je matrica u Ermitovoj normalnoj formi i ima primene u resˇavanju sistema
diferencijalnih jednacˇina viˇseg reda sa konstantnim koeficijentima. Ermit je dokazao
postojanje date forme za matrice nad prstenom celih brojeva 1851. godine u svom
radu ”Sur l’introduction des variables continues dans la the´orie des nombres”, [21].
Ako uz elementarne transformacije vrsta primenimo i elementarne transformacije
kolona polaznu matricu sa koeficijentima u prstenu K[x] mozˇemo svesti na dijago-
nalnu matricu kod koje svaki element deli naredni element. Data matrica se naziva
matricom u Smitovoj normalnoj formi . U svom radu ”On systems of linear
indeterminate equations and congruences”, [59], Smit je uveo pojam elementarnih
delitelja i konstruisao je Smitovu normalnu formu za matrice nad prstenom celih
brojeva. Pretpostavimo da je polje K algebarski zatvoreno, tj. da svaki polinom sa
koeficijentima u K ima linearnu faktorizaciju u K. Tada postoji invertibilna n× n
matrica P nad K takva da vazˇi da je P−1 ·B · P blok dijagonalna matrici oblika
J ==

J1 0 . . . 0
0 J2 . . . 0
...
...
...
0 0 . . . Jt
,
a svaki od blokova Jk oblika
Jk=

λ 1 . . . 0 0
0 λ . . . 0 0
...
...
...
...
0 0 . . . λ 1
0 0 . . . 0 λ
.
Svaki od blokova odgovara jednom elementarnom delitelju matrice B. Zˇordan je
1870. godine u svojoj knjizi ”Trait des substitutions et des quations algbriques”, [29],
opisao Zˇordanovu kanonsku formu matrica nad konacˇnim poljima nezavisno
od Vajersˇtrasa koji je u svom radu ”Zur Theorie des quadratischen und bilinearen
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Formen”, [63], to uradio dve godine ranije nad poljem kompleksnih brojeva. Josˇ
jedan blok dijagonalni oblik matrice je racionalna kanonska forma. Racionalna
kanonska forma matrice B se sastoji iz blokova oblika
Ca(x)=

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
−dn −dn−1 −dn−2 . . . −d1
,
gde su polinomi a(x) = xn + d1x
n−1 + . . . + dn−1x + dn invarijantni faktori matrice
B. Invarijantne faktore uveo je Kroneker 1874. godine, a Frobenijus je u svojim
radovima [17, 18] dao vezu invarijantnih faktora i racionalne kanonske forme. On
je takod-e uveo i pojam minimalnog polinoma i prvi je dokazao Kejli-Hamiltonovu
teoremu za proizvoljno n.
2.1 Racionalna kanonska forma
Teoreme u ovoj sekciji preuzete su iz knjige [14].
Neka je V n-dimenzionalni vektorski prostor nad poljem K i neka je fiksiran linearni
operator T : V → V . Vektorski prostor V mozˇemo posmatrati i kao K[x]-modul,
gde je K[x] prsten polinoma po promenljivoj x nad poljem K. Element x dejstvuje
na V kao linearni operator T , prema tome polinom f(x) ∈ K[x] dejstvuje na V
kao operator f(T ), odnosno f(x) · v = f(T )(v) za svako v ∈ V . Prsten polinoma
K[x] je glavnoidealski prsten. Kako je V konacˇno dimenzionalni vektorski prostor
nad K, odnosno konacˇno generisan K-modul, imamo da je V konacˇno generisan
K[x]-modul. Prema tome, na K[x]-modul V mozˇemo primeniti osnovnu strukturnu
teoremu za konacˇno generisane module nad glavnoidealskim prstenima, tj. V je
izomorfan direktnoj sumi ciklicˇnih modulaK[x]k⊕K[x]/(a1(x))⊕. . .⊕K[x]/(am(x)),
za polinome a1(x), a2(x), . . . , am(x) cˇiji je stepen najmanje jedan i za koje vazˇi
a1(x) | a2(x) | . . . | am(x). Slobodan K[x]-modul K[x]k je beskonacˇno dimen-
zionalni vektorski prostor nad K, a po pretpostavci je V konacˇno dimenzionalni
vektorski prostor nad K, pa vazˇi da je k = 0, odnosno V je torzioni modul i
V ∼= K[x]/(a1(x))⊕K[x]/(a2(x))⊕ . . .⊕K[x]/(am(x)).
Invarijantni faktori a1(x), . . . , am(x) su jedinstveni do na mnozˇenje invertibilnim
elementima prstena K[x], sˇto su nenula elementi polja K. Bez umanjenja opsˇtosti
mozˇemo pretpostaviti da su polinomi ai(x), 1 ≤ i ≤ m, monicˇni. Pa uz datu dopunu
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imamo jedinstvenost invarijantnih faktora.
Neka je B = (e1, e2, . . . , en) jedna baza vektorskog prostora V i neka je T (ei) =∑n
j=1 bijej za svako i, 1 ≤ i ≤ n. Tada je matrica B = [bij]n×n cˇija i-ta vrsta pred-
stavlja koordinate vektora T (ei) u bazi B matrica linearnog operatora T u odnosu
na bazu B. Neka je B′ = (e′1, e′2, . . . , e′n) druga baza vektorskog prostora V i neka
je ei =
∑n
j=1 pije
′
j reprezentacija vektora ei u bazi B′. Tada je matrica P = [pij]n×n
cˇija i-ta vrsta predstavlja koordinate vektora ei u bazi B′ matrica prelaska sa baze B
na bazu B′. Matrica linearnog operatora T u odnosu na bazu B′ jednaka je P−1BP .
Vektorski potprostor V1 od V je K[x]-podmodul od V ako je invarijantan u odnosu
na linearni operator T , tj. ako za svako v ∈ V1 vazˇi T (v) ∈ V1. Ako prvih k vektora
baze B formira bazu vektorskog potprostora V1, onda matrica linearnog operatora
T u odnosu na bazu B ima oblik C =
[
C1 0
Q1 Q2
]
. Ako je V = V1 ⊕ V2, gde su
vektorski potprostori V1 i V2 invarijantni u odnosu na linearni operator T i takvi
da prvih k vektora baze B formira bazu od V1 a ostalih n − k bazu od V2, onda
matrica linearnog operatora T u odnosu na bazu B ima oblik C=
[
C1 0
0 C2
]
. Ako
je V = V1 ⊕ V2 ⊕ . . . ⊕ Vm, gde su vektorski potprostori V1, V2, . . . Vm invarijantni
u odnosu na linearni operator T i takvi da je baza B unija baza potprostora Vi,
1 ≤ i ≤ m, onda matrica linearnog operatora T u odnosu na bazu B ima blok
dijagonalni oblik C =

C1 0 . . . 0
0 C2 . . . 0
...
...
. . .
...
0 0 . . . Cm
 . Oznacˇimo sa Ti restrikciju preslikavanja
T na potprostor Vi. U blok dijagonalnoj matrici C matrica Ci predstavlja matricu
linearnog operatora Ti u odnosu na neku bazu. Piˇsemo T = T1 ⊕ T2 ⊕ . . .⊕ Tm da
bismo naznacˇili da je V direktna suma T -invarijantnih prostora i da je Ti restrikcija
preslikavanja T na invarijantni potprostor Vi. Takod-e piˇsemo C = C1⊕C2⊕. . .⊕Cm
da naznacˇimo da je matrica C blok dijagonalna sa blokovima C1, C2, . . . , Cm.
Za vektorski prostor K[x]/(a(x)), gde je a(x) = xn + d1x
n−1 + . . . + dn−1x + dn,
i linearni operator T koji dejstvuje na K[x]/(a(x)) kao mnozˇenje sa x vazˇi da je
T (1) = x, T (x) = x2, . . . , T (xn−1) = −dn− dn−1x− . . .− d1xn−1. Matrica linearnog
operatora T u odnosu na bazu (1, x, . . . , xn−1) je
Ca(x)=

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
−dn −dn−1 −dn−2 . . . −d1
.
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Matricu Ca(x) nazivamo pratec´om matricom monicˇnog polinoma a(x ). Za
vektorski prostor V ∼= K[x]/(a1(x))⊕K[x]/(a2(x))⊕ . . .⊕K[x]/(am(x)) izaberimo
bazu B da bude unija skupova Bi formiranih od elemenata iz V koji odgovaraju gore
navedenim bazama ciklicˇnih faktora K[x]/(ai(x)) pri datom izomorfizmu. Matrica
linearnog operatora Ti u odnosu na bazu Bi je pratec´a matrica Cai(x) polinoma ai(x).
Matrica linearnog operatora T u odnosu na bazu B je matrica
C = Ca1(x) ⊕ Ca2(x) ⊕ . . .⊕ Cam(x).
Matrica C je jedinstveno odred-ena invarijantnim faktorima.
Matrica C je u racionalnoj kanonskoj formi ako je jednaka direktnoj sumi
pratec´ih matrica Cai(x) monicˇnih polinoma ai(x) stepena deg(ai(x)) ≥ 1, takvih da
ai(x) | ai+1(x) za sve i, 1 ≤ i ≤ m− 1, tj.
C=

Ca1(x) 0 . . . 0
0 Ca2(x) . . . 0
...
...
. . .
...
0 0 . . . Cam(x)
.
Polinome ai(x) = x
ni + di,1x
ni−1 + . . . + di,ni−1x + di,ni nazivamo invarijantnim
faktorima matrice C. Matricu C nazivamo i blok dijagonalnom matricom sa
blokovima koji su pratec´e matrice polinoma ai(x). Racionalna kanonska forma
linearnog operatora T je matrica operatora T koja je u racionalnoj kanonskoj formi.
Videli smo da svaki linearni operator T ima racionalnu kanonsku formu. Pokazˇimo
josˇ da je ona jedinstvena. Neka su b1(x), b2(x), . . . , bl(x) monicˇni polinomi stepena
najmanje jedan za koje vazˇi bj(x) | bj+1(x), 1 ≤ j ≤ l − 1. Neka je C ′ matrica
linearnog operatora T u odnosu na bazu B′ u racionalnoj kanonskoj formi i neka su
blokovi matrice C ′ pratec´e matrice C ′bj(x) polinoma bj(x), 1 ≤ j ≤ l. Za vektorski
prostor V vazˇi V = U1⊕U2⊕ . . .⊕Ul, gde su potprostori U1, U2, . . . , Ul invarijantni
u odnosu na linearni operator T , takvi da je baza B′ unija baza B′j potprostora Uj
i da je matrica restrikcije linearnog operatora T na Uj u odnosu na bazu B′j blok
C ′bj(x). Neka je e
′
j,1 prvi element baze B′j. Tada za elemente baze B′j vazˇi
e′j,k = T (e
′
j,k−1) = . . . = T
k−1(e′j,1), 2 ≤ k ≤ nj − 1, i
T (e′j,nj) = −d′j,nje′j,1 − d′j,nj−1e′j,2 − . . .− d′j,1e′j,nj−1
= −d′j,nje′j,1 − d′j,nj−1T (e′j,1)− . . .− d′j,1T nj−1(e′j,1).
Mnozˇenje elementom x dejstvuje kao linearni operator T . Pa imamo e′j,k = x
k−1 ·e′j,1,
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2 ≤ k ≤ nj − 1 i bj(x) · e′j,1 = (xnj + d′j,1xnj−1 + . . . + d′j,nj−1x + d′j,nj) · e′j,1 = 0.
Odnosno Uj je ciklicˇni K[x]-modul sa anhilatorom (bj(x)), tj. Uj ∼= K[x]/(bj(x)).
Pa za K[x]-modul V vazˇi V ∼= K[x]/(b1(x))⊕K[x]/(b2(x))⊕ . . .⊕K[x]/(bl(x)). Na
osnovu Teoreme 1.18 imamo da je m = l i da su polinomi ai(x) i bi(x) asocirani,
1 ≤ i ≤ m. Kako su polinomi ai(x) i bi(x) monicˇni, zakljucˇujemo ai(x) = bi(x),
1 ≤ i ≤ m. Prema tome, dokazali smo sledec´u teoremu.
Teorema 2.1 (Racionalna kanonska forma za linearne operatore) Neka je V konacˇno
dimenzionalni vektorski prostor nad poljem K i neka je T linearni operator nad V .
i) Postoji baza vektorskog prostora V takva da je matrica linearnog operatora T
u odnosu na datu bazu u racionalnoj kanonskoj formi.
ii) Racionalna kanonska forma linearnog operatora T je jedinstvena.
Za linearne operatore T1 : V → V i T2 : V → V kazˇemo da su slicˇni ako postoji
izomorfizam U : V → V takav da vazˇi T1 = U−1 ◦ T2 ◦ U .
Teorema 2.2 Neka je V konacˇno dimenzionalni vektorski prostor nad poljem K i
neka su T1 i T2 linearni operatori nad V . Sledec´a tvrd-enja su ekvivalentna.
i) Linearni operatori T1 i T2 su slicˇni.
ii) K[x]-moduli dobijeni od vektorskog prostora V pomoc´u linearnih operatora T1
i T2 su izomorfni.
iii) Linearni operatori T1 i T2 imaju iste racionalne kanonske forme.
Dokaz:
i) ⇒ ii) Linearni operatori su slicˇni ako postoji izomorfizam U : V → V takav da
vazˇi T1 = U
−1 ◦ T2 ◦ U . Izomorfizam vektorskih prostora U mozˇemo posmatrati i
kao izomorfizam K[x]-modula, gde x dejstvuje na vektorski prostor V prvo kao T1,
a zatim i kao T2, pa imamo U(x · v) = U(T1(v)) = (U ◦ T1)(v) = (T2 ◦ U)(v) =
T2(U(v)) = x · U(v).
ii)⇒ iii) Oznacˇimo sa V1 K[x]-modul V gde x dejstvuje kao T1, a sa V2 K[x]-modul
V gde x dejstvuje kao T2. Izomorfni K[x]-moduli V1 i V2 imaju iste invarijantne
faktore, pa linearni operatori T1 i T2 imaju iste racionalne kanonske forme.
iii) ⇒ i) Neka linearni operatori T1 i T2 imaju iste racionalne forme. Odnosno,
matrica linearnog operatora T1 u odnosu na bazu B1 je jednaka matrici linearnog
operatora T2 u odnosu na B2. Prema tome, za izomorfizam U koji slika bazu B1 u
bazu B2 vazˇi T1 = U−1 ◦ T2 ◦ U . Pa zakljucˇujemo da su linearni operatori T1 i T2
slicˇni. 
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Neka je B matrica reda n nad poljem K. Neka je V vektorski prostor dimenzije n
nad K. Definiˇsimo linearni operator T nad vektorskim prostorom V sa T (v) = B v,
za svako v ∈ V , gde vektor v sa desne strane jednakosti razmatramo kao kolonu
v = [v1 v2 . . . vn]
T ∈ Kn×1 koordinata vektora v u odnosu na fiksiranu bazu.
Primetimo da je matrica linearnog operatora T u odnosu na datu bazu basˇ matrica
B. Pa je svaka n × n matrica nad poljem K matrica nekog linearnog operatora u
odnosu na standardnu bazu n dimenzionalnog vektorskog prostora nad poljem K.
Neka su B1 i B2 dve matrice reda n nad poljem K. Matrice B1 i B2 su slicˇne ako
postoji invertibilna n× n matrica P nad poljem K takva da vazˇi B1 = P−1 ·B2 ·P .
Teorema 2.3 Neka je B matrica reda n nad poljem K.
i) Matrica B je slicˇna matrici u racionalnoj kanonskoj formi.
ii) Racionalna kanonska forma matrice B je jedinstvena.
Dokaz: Data teorema je direktna posledica Teoreme 2.1.
Invarijantni faktori matriceB su invarijantni faktori njoj slicˇne matrice u racional-
noj kanonskoj formi.
Teorema 2.4 Neka su B1 i B2 matrice reda n nad poljem K. Sledec´a tvrd-enja su
ekvivalentna.
i) Matrice B1 i B2 su slicˇne.
ii) Matrice B1 i B2 imaju istu racionalnu kanonsku formu.
Dokaz: Data teorema je direktna posledica Teoreme 2.2.
Neka je K potpolje polja F . Matricu B nad poljem K mozˇemo posmatrati i kao
matricu nad poljem F .
Posledica 2.5 Neka je K potpolje polja F i neka su B1 i B2 matrice reda n nad
poljem K.
i) Racionalna kanonska forma matrice B1 je ista bez obzira da li se racˇuna nad
poljem K ili F . Invarijantni faktori matrice B1 su isti bez obzira da li matricu
B1 posmatramo kao matricu nad K ili F .
ii) Matrice B1 i B2 su slicˇne nad poljem K ako i samo ako su slicˇne nad poljem
F , tj. postoji invertibilna n× n matrica P nad poljem K takva da vazˇi B1 =
P−1 · B2 · P ako i samo ako postoji invertibilna n × n matrica Q nad poljem
F takva da vazˇi B1 = Q
−1 ·B2 ·Q.
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Dokaz: i) Neka je C1 racionalna kanonska forma matrice B1 nad poljem K a C2
racionalna kanonska forma nad poljem F . Kako C1 mozˇemo posmatrati i kao matricu
nad poljem F i kako je i u racionalnoj kanonskoj formi nad F , na osnovu Teoreme 2.3
imamo da je C1 = C2. Pa su i invarijantni faktori matrice B1 posmatrani nad K i
F isti.
ii) Ako su matrice B1 i B2 slicˇne nad poljem K, onda su one jasno slicˇne i nad poljem
F . Obrnuto, ako su matrice B1 i B2 slicˇne nad poljem F , onda na osnovu Teoreme
2.4 one imaju istu racionalnu kanonsku formu nad F . Na osnovu i) imaju istu
racionalnu kanonsku formu nad K, pa ponovo primenom Teoreme 2.4 zakljucˇujemo
da su matrice B1 i B2 slicˇne i nad poljem K. 
Racionalna kanonska forma matrice B je najbolji blok dijagonalni oblik koji mozˇemo
dobiti u polju koeficijenata date matrice. Kao sˇto smo dokazali racionalna kanonska
forma matrice ne zavisi od toga da li se racˇuna nad poljem koeficijenata date matrice
ili nad nekom njegovom ekstenzijom.
2.2 Minimalni i karakteristicˇni polinom
Teoreme u ovoj sekciji preuzete su iz knjige [14].
Neka je V vektorski prostor dimenzije n nad poljem K i neka je dat linearni opera-
tor T : V → V . Element λ ∈ K nazivamo sopstvenom vrednosˇc´u linearnog
operatora T ako postoji nenula vektor v ∈ V takav da vazˇi T (v) = λv. Vektor v
nazivamo sopstvenim vektorom linearnog operatora T koji odgovara sopstvenoj
vrednosti λ. Za sopstvenu vrednost λ skup svih vektora v ∈ V za koje vazˇi T (v) = λv
cˇini potprostor vektorskog prostora V koji nazivamo sopstvenim prostorom line-
arnog operatora T . Skup svih sopstvenih vrednosti linearnog operatora T nazivamo
spektrom linearnog operatora T .
Neka je B matrica reda n nad poljem K. Sopstvena vrednost matrice
B je element λ ∈ K za koji postoji nenula vektor v = [v1 v2 . . . vn]T ∈ Kn×1
takav da vazˇi Bv = λv. Vektor v nazivamo sopstvenim vektorom matrice B
koji odgovara sopstvenoj vrednosti λ. Za sopstvenu vrednost λ skup svih vektora
v ∈ Kn×1 za koje vazˇi Bv = λv cˇini vektorski prostor koji nazivamo sopstvenim
prostorom matrice B. Skup svih sopstvenih vrednosti matrice B nazivamo spek-
trom matrice B. Neka je B = (e1, e2, . . . , en) fiksirana baza vektorskog prostora
V . Tada svakom linearnom operatoru T mozˇemo pridruzˇiti n × n matricu B, cˇija
i-ta vrsta predstavlja koordinate vektora T (ei) u bazi B. Obrnuto, za proizvoljnu
n × n matricu B definiˇsemo linearni operator T nad vektorskim prostorom V sa
T (v) = B v, za svako v ∈ V , gde vektor v sa desne strane jednakosti razmatramo
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kao kolonu v = [v1 v2 . . . vn]
T ∈ Kn×1 koordinata vektora v u odnosu na bazu B.
Prema tome, vektor v ∈ V je sopstveni vektor linearnog operatora T koji odgovara
sopstvenoj vrednosti λ ako i samo ako je kolona [v1 v2 . . . vn] koordinata vektora
v u odnosu na bazu B sopstveni vektor matrice B koji odgovara sopstvenoj vred-
nosti λ. Sopstvene vrednosti linearnog operatora T su iste kao i sopstvene vrednosti
matrice B linearnog operatora T u odnosu na neku bazu vektorskog prostora V .
Determinanta linearnog operatora T je determinanta matrice datog linearnog ope-
ratora u odnosu na bilo koju bazu vektorskog prostora V . Zaista, ako su B i B′
dve matrice linearnog operatora T u odnosu na baze B i B′ vektorskog prostora
V , onda postoji regularna n × n matrica P takva da vazˇi B′ = P−1 · B · P . Pa
imamo det(B′) = det(P−1BP ) = (detP )−1detB detP = detB, odakle zakljucˇujemo
da determinanta linearnog operatora T ne zavisi od izbora baze.
Polinom det(xI−T ) nazivamo karakteristicˇnim polinomom linearnog operatora
T i oznacˇavamo ga sa ∆T (x). Polinom det(xI − B) nazivamo karakteristicˇnim
polinomom matrice B i oznacˇavamo ga sa ∆B(x). Sopstveni vektori matrice B
su nenula vektori za koje vazˇi Bv = λv, odnosno netrivijalna resˇenja homogenog
sistema (B−λI)v = O. Homogen sistem ima netrivijalno resˇenje ukoliko je matrica
sistema B−λI singularna, tj. ako je det(B − λI) = 0. Karakteristicˇni polinom line-
arnog operatora T (matrice B) je monicˇni polinom stepena n i nule datog polinoma
su upravo sopstvene vrednosti linearnog operatora T (matrice B).
Pokazali smo da je vektorski prostor V torzioni K[x]-modul i da je
V ∼= K[x]/(a1(x))⊕K[x]/(a2(x))⊕ . . .⊕K[x]/(am(x)).
Minimalni polinom linearnog operatora T , u oznaci µT (x), je najvec´i invarijantni
faktor am(x). Polinom µT (x) je monicˇni generator anhilatora K[x]-modula V , tj.
µT (x) je monicˇni polinom najmanjeg stepena koji pripada Ann(V ). Odnosno µT (x)
je monicˇni polinom najmanjeg stepena za koji vazˇi µT (T ) = 0. Minimalni poli-
nom matrice B, u oznaci µB(x), je monicˇni polinom najmanjeg stepena za koji vazˇi
µB(B) = O.
Lema 2.6 Karakteristicˇni polinom pratec´e matrice Ca(x) monicˇnog polinoma
a(x) ∈ K[x] je a(x). Odnosno det(xI − Ca(x)) = a(x).
Dokaz: Dokaz izvodimo indukcijom po stepenu polinoma a(x). Ako je a(x) = x+d1,
onda je Ca(x) matrica oblika [−d1] i det(xI − Ca(x)) = x+ d1. Neka je
a(x) = xn + d1x
n−1 + . . .+ dn−1x+ dn.
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Laplasovim razvojem po prvoj koloni imamo
det(xI − Ca(x)) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
x −1 0 . . . 0
0 x −1 . . . 0
...
...
...
. . .
...
0 0 0 . . . −1
dn dn−1 dn−2 . . . x+ d1
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= x
∣∣∣∣∣∣∣∣∣∣
x −1 . . . 0
...
...
. . .
...
0 0 . . . −1
dn−1 dn−2 . . . x+ d1
∣∣∣∣∣∣∣∣∣∣
+ (−1)n+1dn
∣∣∣∣∣∣∣∣∣∣
−1 0 . . . 0
x −1 . . . 0
...
...
. . .
...
0 0 . . . −1
∣∣∣∣∣∣∣∣∣∣
.
Na osnovu indukcijske hipoteze vazˇi∣∣∣∣∣∣∣∣∣∣
x −1 . . . 0
...
...
. . .
...
0 0 . . . −1
dn−1 dn−2 . . . x+ d1
∣∣∣∣∣∣∣∣∣∣
=xn−1 + d1xn−2 + . . .+ dn−1,
pa zakljucˇujemo det(xI−Ca(x)) = x(xn−1+d1xn−2+. . .+dn−1)+(−1)n+1(−1)n−1dn =
xn + d1x
n−1 + . . .+ dn−1x+ dn. 
Lema 2.7 Karakteristicˇni polinom matrice u racionalnoj kanonskoj formi
C = Ca1(x) ⊕ Ca2(x) ⊕ . . .⊕ Cam(x)
jednak je proizvodu polinoma a1(x), a2(x), . . . , am(x).
Dokaz: Za kvadratne matrice B1, B2, . . . , Bm i matricu B = B1⊕B2⊕ . . .⊕Bm vazˇi
detB =
∣∣∣∣∣∣∣∣∣
B1 0 . . . 0
0 B2 . . . 0
...
...
. . .
...
0 0 . . . Bm
∣∣∣∣∣∣∣∣∣ = detB1 detB2 . . . detBm. Na osnovu prethodne leme
imamo da je det(xI − Cai(x)) = ai(x), 1 ≤ i ≤ m, pa zakljucˇujemo det(xI − C) =
det(xI − Ca1(x)) det(xI − Ca2(x)) . . . det(xI − Cam(x)) = a1(x) · a2(x) · . . . · am(x). 
Lema 2.8 Slicˇne matrice imaju iste karakteristicˇne polinome. Odnosno, ako su B1
i B2 slicˇne n× n matrice nad poljem K, onda je ∆B1(x) = ∆B2(x).
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Dokaz: Ako su B1 i B2 slicˇne n×n matrice nad poljem K, onda postoji invertibilna
n× n matrica P nad poljem K takva da vazˇi B2 = P−1 ·B1 · P . Pa imamo da je
∆B1(x) = det(xI −B1) = det(xI − P−1 ·B2 · P ) = det(P−1 · xI · P − P−1 ·B2 · P )
= det(P−1 · (xI −B2) · P ) = det(P−1) det(xI −B2) detP
= det(xI −B2) = ∆B2(x). 
Teorema 2.9 Neka je B matrica reda n nad poljem K. Tada vazˇe sledec´a tvrd-enja.
i) Karakteristicˇni polinom matrice B jednak je proizvodu invarijantnih faktora
matrice B.
ii) Minimalni polinom matrice B deli karakteristicˇni polinom matrice B.
iii) Minimalni i karakteristicˇni polinom matrice B imaju iste korene, neracˇunajuc´i
njihovu viˇsestrukost. Karakteristicˇni polinom matrice B deli stepen mini-
malnog polinoma matrice B.
Dokaz: i) Oznacˇimo sa C matricu u racionalnoj kanonskoj formi koja je slicˇna
matrici B. Na osnovu prethodne leme matrice B i C imaju iste karakteristicˇne
polinome. Na osnovu Leme 2.7 karakteristicˇni polinom matrice C je proizvod njenih
invarijantnih faktora. Kako su invarijantni faktori matrica B i C isti, pokazali smo
tvrd-enje.
ii) Karakteristicˇni polinom matrice B je jednak proizvodu invarijantnih faktora
matrice B. Minimalni polinom matrice B je njen najvec´i invarijantni faktor. Pa
prema tome, minimalni polinom matrice B deli njen karakteristicˇni polinom.
iii)Za invarijantne faktore a1(x), . . . , am(x) matrice B vazˇi a1(x) | a2(x) | . . . | am(x).
Zakljucˇujemo da minimalni polinom am(x) ima iste korene kao i proizvod
∏m
i=1 ai(x).
Prema tome, minimalni i karakteristicˇni polinom matrice B imaju iste korene i jasno
je da karakteristicˇni polinom matrice B deli m-ti stepen minimalnog polinoma. 
Iz tvrd-enja ii) prethodne teoreme sledi da matrica B anulira svoj karakteristicˇni
polinom, tj. ∆B(B) = O. Ovu direktnu posledicu nazivamo Kejli-Hamiltonova
teorema. Takod-e na osnovu ii) jasno vazˇi i da je stepen minimalnog polinoma n×n
matrice B najviˇse n.
2.3 Smitova normalna forma
U ovoj glavi tvrd-enja su preuzeta iz [22, 35, 48]
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U daljem tekstu razmatramo matrice sa koeficijentima u prstenu polinoma K[x], gde
je K polje. Za kvadratnu matricu B nad prstenom K[x] kazˇemo da je regularna
ako polinom det(B) nije identicˇki jednak nuli, tj. ako mu nisu svi koeficijenti jednaki
nuli. Za kvadratnu matricu B nad prstenom K[x] kazˇemo da je unimodularna ako
je det(B) nenula element polja K. Neka je B = [bij(x)]n×n kvadratna matrica nad
prstenom K[x]. Algebarski kofaktor (komplement) elementa bij(x) matrice B
je polinom Bij(x) = (−1)i+jDij(x), gde je Dij(x) minor reda n− 1 koji dobijamo iz
det(B) izostavljanjem i-te vrste i j-te kolone. Adjungovana matrica matrice B
je matrica adj(B) = [Bij(x)]
T
n×n = [Bji(x)]n×n. Za matricu B i njenu adjungovanu
matricu adj(B) vazˇi adj(B) ·B = B ·adj(B) = det(B) I. Kvadratna n×n matrica B
je invertibilna ako postoji kvadratna n×nmatrica S takva da vazˇiB·S = S·B = I.
Lema 2.10 Kvadratna matrica B nad prstenom K[x] je invertibilna ako i samo
ako je unimodularna.
Dokaz: ⇒: Ako je n×n matrica B invertibilna, onda postoji n×n matrica S takva
da je B · S = S · B = I. Pa imamo da je det(S) det(B) = det(S · B) = det(I) = 1.
Prema tome, det(S) i det(B) su invertibilni elementi prstena K[x], tj. det(S) i
det(B) su nenula elementi polja K.
⇐: Ako je n× n matrica B unimodularna, onda je det(B) nenula element polja K.
Iz adj(B) ·B = B · adj(B) = det(B) I, zakljucˇujemo da je
1
det(B)
adj(B) ·B = B · 1
det(B)
adj(B) = I,
odnosno da je matrica B invertibilna i njen inverz je B−1 = 1
det(B)
adj(B).
Lema 2.11 Neka su B i S matrice reda n nad prstenom K[x]. Ako je S · B = I,
onda je B · S = I.
Dokaz: Ako je S ·B = I, onda je det(S) det(B) = det(S ·B) = det(I) = 1. Prema
tome, element det(B) je invertibilan element prstena K[x], odnosno nenula element
polja K. Pa je B unimodularna matrica i na osnovu prethodne leme invertibilna
matrica. Odakle sledi da postoji n×n matrica B−1 takva da vazˇi B ·B−1 = B−1 ·B =
I i imamo S = S · I = S · (B · B−1) = (S · B) · B−1 = I · B−1 = B−1. Prema tome,
vazˇi B · S = B ·B−1 = I.
Teorema 2.12 (Kejli-Hamiltonova teorema) Matrica B nad poljem K anulira svoj
karakteristicˇni polinom, tj. za matricu B vazˇi ∆B(B) = O.
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Dokaz: Neka je ∆B(x) = x
n + d1x
n−1 + . . . + dn−1x + dn karakteristicˇni polinom
matrice B. Adjungovanu matricu B˜(x) = adj(xI − B) matrice xI − B mozˇemo
posmatrati kao polinom po promenljivoj x cˇiji su koeficijenti matrice nad poljem
K. Neka je B˜(x) = B0x
k +B1x
k−1 + . . .+Bk−1x+Bk i B0 6= O. Prema tome,
stepen polinoma B˜(x) · (xI − B) je k + 1. Iz jednakosti B˜(x) · (xI − B) = ∆B(x)I
zakljucˇujemo da je k + 1 = n. Odnosno da je polinom B˜(x) stepena n− 1. Zatim,
imamo da je
B˜(x) · (xI −B) = (B0xn−1 +B1xn−2 + . . .+Bn−2x+Bn−1) · (xI −B) =
= B0x
n + (B1 −B0 ·B)xn−1 + . . .+ (Bn−1 −Bn−2B)x−Bn−1B.
Izjednacˇavanjem koeficijenata uz odgovarajuc´e stepene promenljive x u jednakosti
B˜(x) · (xI − B) = ∆B(x)I dobijamo veze izmed-u koeficijenata karakteristicˇnog
polinoma ∆B(x) matrice B i koeficijenata adjungovane matrice B˜(x) matrice xI−B.
Vazˇi
B0 = I,
B1 −B0 ·B = d1I,
...
Bn−1 −Bn−2 ·B = dn−1I,
−Bn−1 ·B = dnI.
Mnozˇenjem prve jednakosti zdesna sa Bn, druge sa Bn−1, i tako dalje imamo
B0 ·Bn = Bn,
B1B
n−1 −B0 ·Bn = d1Bn−1,
...
Bn−1 ·B −Bn−2 ·B2 = dn−1B,
−Bn−1 ·B = dnI.
Sabiranjem datih jednakosti zakljucˇujemo
Bn + d1B
n−1 + . . .+ dn−1B + dnI = O.
Odnosno ∆B(B) = O.
Istaknimo da za koeficijente matrice B˜(x) = adj(xI − B) vazˇe rekurentne formule
B0 = I; Bk = Bk−1B + dkI za 1 ≤ k < n. Takod-e, iz poslednje jednakosti
mozˇemo zakljucˇiti da za adjungovanu matricu matrice B vazˇi
adj(B) = (−1)n−1(Bn−1 + d1Bn−2 + . . .+ dn−1I).
Pogledati i [54].
Elementarna matrica I tipa je n×n matrica koja na dijagonali ima sve elemente
izuzev na poziciji (i, i), 1 ≤ i ≤ n, jednake 1, na poziciji (i, i) je invertibilan element
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prstena K[x], a elementi van dijagonale su jednaki 0; odnosno to je matrica koja se
od jedinicˇne matrice razlikuje samo u jednom elementu na dijagonali i koja je oblika
E =

1 . . . 0 0 0 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 1 0 0 . . . 0
0 . . . 0 u 0 . . . 0
0 . . . 0 0 1 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 0 0 0 . . . 1

.
Primetimo da je matrica E invertibilna i da je njen inverz
E−1 =

1 . . . 0 0 0 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 1 0 0 . . . 0
0 . . . 0 u−1 0 . . . 0
0 . . . 0 0 1 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 0 0 0 . . . 1

takod-e elementarna matrica I tipa. Mnozˇenje sleva proizvoljne n × k matrice B
matricom E kao rezultat daje matricuB kod koje je i-ta vrsta pomnozˇena elementom
u. Mnozˇenje zdesna proizvoljne k × n matrice B matricom E kao rezultat daje
matricu B kod koje je i-ta kolona pomnozˇena elementom u. Jedinicˇna matrica I
je elementarna matrica I tipa, za invertibilan element u uzmimo 1. Elementarna
operacija I tipa na vrstama matriceB je mnozˇenje jedne vrste matriceB inverti-
bilnim elementom prstena K[x]. Elementarna operacija I tipa na kolonama
matrice B je mnozˇenje jedne kolone matrice B invertibilnim elementom prstena
K[x]. Izvrsˇavanje elementarne operacije I tipa na vrstama (kolonama) matrice B je
u stvari mnozˇenje matrice B sleva (zdesna) elementarnom matricom I tipa. Zatim,
elementarna matrica II tipa je jedinicˇna n× n matrica kod koje su i-ta i j-ta
vrsta zamenile mesta, odnosno to je matrica oblika
E =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

.
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Datu matricu E mozˇemo dobiti i zamenom mesta i-te i j-te kolone u jedinicˇnoj ma-
trici. Matrica E je invertibilna i njen inverz je ona sama. Mnozˇenje sleva proizvoljne
n × k matrice B matricom E kao rezultat daje matricu B kod koje su i-ta i j-ta
vrsta zamenile mesta. Mnozˇenje zdesna proizvoljne k × n matrice B matricom E
kao rezultat daje matricu B kod koje su i-ta i j-ta kolona zamenile mesta. Otuda
zakljucˇujemo da je E2 = I, tj. da je matrica E sama sebi inverz. Elementarna
operacija II tipa na vrstama matrice B je zamena mesta dvema vrstama date
matrice. Elementarna operacija II tipa na kolonama matrice B je zamena
mesta dvema kolonama matrice B. Izvrsˇavanje elementarne operacije II tipa na
vrstama (kolonama) matrice B je mnozˇenje matrice B sleva (zdesna) elementarnom
matricom II tipa. Elementarna matrica III tipa je n × n matrica koja na
dijagonali ima sve elemente jednake 1, na poziciji (i, j) proizvoljan element prstena
K[x], koji je razlicˇit od 0, i sve ostale elemente jednake 0; odnosno to je matrica koja
se od jedinicˇne matrice razlikuje samo u jednom elementu van dijagonale i oblika je
E =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . f(x) . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

.
Primetimo da je matrica E invertibilna i da je njen inverz
E−1 =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . −f(x) . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

takod-e elementarna matrica III tipa. Mnozˇenje sleva proizvoljne n × k matrice B
matricom E kao rezultat daje matricu B kod koje je i-ta vrsta zamenjena zbirom i-te
vrste i j-te vrste pomnozˇene sa f(x). Mnozˇenje zdesna proizvoljne k× n matrice B
matricom E kao rezultat daje matricu B kod koje je j-ta kolona zamenjena zbirom
j-te kolone i i-te kolone pomnozˇene sa f(x). Elementarna operacija III tipa
na vrstama matrice B je zamena jedne vrste matrice B sa zbirom te vrste i neke
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druge vrste pomnozˇene sa polinomom iz K[x]. Elementarna operacija III tipa
na kolonama matrice B je zamena jedne kolone matrice B sa zbirom te kolone i
neke druge kolone pomnozˇene sa polinomom iz K[x]. Izvrsˇavanje elementarne ope-
racije III tipa na vrstama (kolonama) matrice B je u stvari mnozˇenje matrice B
sleva (zdesna) elementarnom matricom III tipa. Elementarne matrice I, II ili III
tipa dobijamo primenom elementarnih operacija I, II ili III tipa na vrste (kolone)
jedinicˇne matrice I. Elementarna matrica je elementarna matrica I, II ili III
tipa. Elementarna operacija na vrstama je elementarna operacija I, II ili III
tipa na vrstama. Elementarna operacija na kolonama je elementarna ope-
racija I, II ili III tipa na kolonama. Matrice B1 i B2 su vrsta-ekvivalentne ako
se matrica B2 mozˇe dobiti iz matrice B1 primenom konacˇnog broja elementarnih
operacija na vrstama. Matrice B1 i B2 su kolona-ekvivalentne ako se matrica
B2 mozˇe dobiti iz matrice B1 primenom konacˇnog broja elementarnih operacija na
kolonama. Matrice B1 i B2 su ekvivalentne , u oznaci B1 ∼= B2, ako se matrica
B2 mozˇe dobiti iz matrice B1 primenom konacˇnog broja elementarnih operacija
na vrstama i kolonama. Odnosno, n × k matrice B1 i B2 su vrsta-ekvivalentne
ako postoji konacˇan niz elementarnih n × n matrica P1, P2, . . . , Pr takvih da vazˇi
B2 = P1P2 . . . PrB1. Matrice B1 i B2 su kolona-ekvivalentne ako postoji konacˇan
niz elementarnih k × k matrica Q1, Q2, . . . , Qr takvih da vazˇi B2 = B1Q1Q2 . . . Qs.
I na kraju, matrice B1 i B2 su ekvivalentne ako postoje elementarne n × n ma-
trice P1, P2, . . . , Pr i elementarne k × k matrice Q1, Q2, . . . , Qs takve da vazˇi B2 =
P1P2 . . . PrB1Q1Q2 . . . Qs. Vrsta-ekvivalencija, kolona-ekvivalencija i ekvivalencija
su relacije ekvivalencije na skupu svih n× k matrica sa koeficijentima iz polja K[x].
Zaista, refleksivnost sledi iz cˇinjenice da je jedinicˇna matrica elementarna matrica.
Simetricˇnost sledi iz cˇinjenice da su elementarne matrice invertibilne. Pokazˇimo
tranzitivnost. Neka za n × k matrice B1, B2 i B3 vazˇi B1 ∼= B2 i B2 ∼= B3. Tada
postoje elementarne n× n matrice P1, P2, . . . , Pr, P ′1, P ′2, . . . , P ′r′ i elementarne k× k
matrice Q1, Q2, . . . , Qs, Q
′
1, Q
′
2, . . . , Q
′
s′ takve da vazˇi B2 = P1P2 . . . PrB1Q1Q2 . . . Qs
i B3 = P
′
1P
′
2 . . . P
′
r′B2Q
′
1Q
′
2 . . . Q
′
s′ . Pa imamo
B3 = P
′
1P
′
2 . . . P
′
r′P1P2 . . . PrB1Q1Q2 . . . QsQ
′
1Q
′
2 . . . Q
′
s′ ,
odnosno B1 ∼= B3.
Teorema 2.13 (Egzistencija Smitove normalne forme) Neka je B n × k matrica
sa koeficijentima u prstenu polinoma K[x], gde je K polje. Tada je matrica B
ekvivalentna dijagonalnoj matrici oblika
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
b1(x) 0 0 . . . 0 0 . . . 0
0 b2(x) 0 . . . 0 0 . . . 0
0 0 b3(x) . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . bl(x) 0 . . . 0
0 0 0 . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . 0 0 . . . 0

,
gde su b1(x), . . . , bl(x) monicˇni polinomi za koje vazˇi b1(x) | b2(x) | . . . | bl(x).
Dokaz: Dokaz izvodimo indukcijom po zbiru broja vrsta i kolona matrice B. Ako
je n + k = 2, onda je B matrica tipa 1 × 1. Mnozˇenjem matrice B sa nenula
konstantom dobijamo matricu cˇiji je jedini cˇlan monicˇni polinom. Neka je B matrica
tipa n × k za n + k > 2 i neka je tvrd-enje tacˇno za sve matrice tipa n′ × k′, gde
je n + k > n′ + k′. Ako je B nula matrica tvrd-enje jasno vazˇi. Pa prema tome,
pretpostavimo da je B 6= O. Neka je A skup svih nenula elemenata svih matrica
ekvivalentnih sa matricom B i neka je b1(x) ∈ A polinom najmanjeg stepena, tj.
neka za svako b(x) ∈ A vazˇi da je deg(b1(x)) ≤ deg(b(x)). Neka je B1 matrica
ekvivalentna matrici B cˇiji je b1(x) element. Ako je element b1(x) na poziciji (i, j),
onda zamenom prve i i-te vrste matrice B1, pa zatim zamenom prve i j-te kolone,
dobijamo matricu B2 ekvivalentnu matrici B1 u kojoj je element b1(x) na poziciji
(1, 1). Matrica B2 je oblika
b1(x) b12(x) . . . b1k(x)
b21(x) b22(x) . . . b2k(x)
...
...
. . .
...
bn1(x) bn2(x) . . . bnk(x)
.
Prsten polinoma K[x] je Euklidov, pa postoje jedinstveni polinomi q2(x), . . . , qn(x)
i r2(x), . . . , rn(x) takvi da vazˇi bi1(x) = qi(x)b1(x) + ri(x), gde je ri(x) = 0 ili
deg(ri(x)) < deg(b1(x)), 2 ≤ i ≤ n. Tada je ri(x) = bi1(x)− qi(x)b1(x). Mnozˇenjem
prve vrste sa −qi(x) i dodavanjem i-toj vrsti za 2 ≤ i ≤ n dobijamo ekvivalentnu
matricu B3 matrici B2. Matrica B3 je oblika
b1(x) b12(x) . . . b1k(x)
r2(x) b22(x)− q2(x)b12(x) . . . b2k(x)− q2(x)b1k(x)
...
...
. . .
...
rn(x) bn2(x)− qn(x)b12(x) . . . bnk(x)− qn(x)b1k(x)
.
Posˇto je matrica B3 ekvivalentna matrici B, elementi r2(x), . . . , rn(x) pripadaju
skupu A. Polinom b1(x) ∈ A je najmanjeg stepena, pa je r2(x) = . . . = rn(x) = 0.
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Odnosno matrica B3 je oblika
b1(x) b12(x) . . . b1k(x)
0 b22(x)− q2(x)b12(x) . . . b2k(x)− q2(x)b1k(x)
...
...
. . .
...
0 bn2(x)− qn(x)b12(x) . . . bnk(x)− qn(x)b1k(x)
.
Istim rezonovanjem, samo sˇto umesto elementarnih operacija na vrstama vrsˇimo
elementarne operacije na kolonama, formiramo matricu B4 koja je oblika
b1(x) 0 . . . 0
0 b22(x)− q2(x)b12(x) . . . b2k(x)− q2(x)b12(x)
...
...
. . .
...
0 bn2(x)− qn(x)b12(x) . . . bnk(x)− qn(x)b1k(x)
=

b1(x) 0 . . . 0
0 b′22(x) . . . b
′
2k(x)
...
...
. . .
...
0 b′n2(x) . . . b
′
nk(x)
.
Za n = 1 matrica B4 je oblika
[
b1(x) 0 . . . 0
]
, pa je tvrd-enje dokazano. Za
k = 1 matrica B4 je oblika
[
b1(x) 0 . . . 0
]T
, pa opet imamo da tvrd-enje vazˇi.
Neka je n ≥ 2 i k ≥ 2. Pokazˇimo da polinom b1(x) deli sve elemente matrice
B4. Dokazˇimo da b1(x) deli proizvoljan element b
′
ij(x) matrice B4 za 2 ≤ i ≤ n
i 2 ≤ j ≤ k. Dodavanjem i-te vrste prvoj vrsti matrice B4 dobijamo matricu B5
ekvivalentnu matrici B4 koja je oblika
b1(x) b
′
i2(x) . . . b
′
ij(x) . . . b
′
ik(x)
0 b′22(x) . . . b
′
2j(x) . . . b
′
2k(x)
...
...
. . .
...
. . .
...
0 b′i2(x) . . . b
′
ij(x) . . . b
′
ik(x)
...
...
. . .
...
. . .
...
0 b′n2(x) . . . b
′
nj(x) . . . b
′
nk(x)

.
Koristimo istu argumentaciju kao u prvom delu dokaza.
Kako postoje polinomi q′2(x), . . . , q
′
k(x) i r
′
2(x), . . . , r
′
k(x) takvi da vazˇi da je b
′
ij(x) =
q′j(x)b1(x) + r
′
j(x), gde je r
′
j(x) = 0 ili deg(r
′
j(x)) < deg(b1(x)), 2 ≤ j ≤ k, imamo
da je r′j(x) = b
′
ij(x) − q′j(x)b1(x). Mnozˇenjem prve kolone sa −q′j(x) i dodavanjem
j-toj koloni za 2 ≤ j ≤ n dobijamo ekvivalentnu matricu B6 matrici B5. Matrica
B6 je oblika 
b1(x) r
′
2(x) . . . r
′
j(x) . . . r
′
k(x)
0 b′22(x) . . . b
′
2j(x) . . . b
′
2k(x)
...
...
. . .
...
. . .
...
0 b′i2(x) . . . b
′
ij(x) . . . b
′
ik(x)
...
...
. . .
...
. . .
...
0 b′n2(x) . . . b
′
nj(x) . . . b
′
nk(x)

.
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Posˇto je matrica B6 ekvivalentna matrici B, elementi r
′
2(x), . . . , r
′
k(x) pripadaju
skupu A. Polinom b1(x) ∈ A je najmanjeg stepena, pa je r′2(x) = . . . = r′n(x) = 0.
Odnosno, polinom b1(x) deli polinom b
′
ij(x). Prema tome, postoje polinomi cij(x)
takvi da vazˇi da je b′ij(x) = b1(x)cij(x) za svako 2 ≤ i ≤ n i 2 ≤ j ≤ k .
Oznacˇimo sa C (n− 1)× (k − 1) matricu cˇiji su elementi polinomi cij(x). Matrica
B5 se mozˇe zapisati u blok dijagonalnom obliku[
b1(x) 0
0 b1(x)C
]
.
Kako je matrica C formata (n− 1)× (k − 1) na osnovu indukcijske hipoteze ona je
ekvivalentna matrici oblika
C ′=

c2(x) 0 . . . 0 0 . . . 0
0 c3(x) . . . 0 0 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . cl(x) 0 . . . 0
0 0 . . . 0 0 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . 0 0 . . . 0

,
gde su c2(x), c3(x), . . . , cl(x) nenula polinomi za koje vazˇi c2(x) | c3(x) | . . . | cl(x).
Odnosno postoje matrice P i Q takve da vazˇi P · C · Q = C ′, gde je matrica P
proizvod elementarnih (n−1)× (n−1) matrica, a matrica Q proizvod elementarnih
(k − 1)× (k − 1) matrica. Pa imamo
P (b1(x)C)Q=b1(x)P ·C·Q=b1(x)C ′=

b1(x)c2(x) 0 . . . 0 0 . . . 0
0 b1(x)c3(x) . . . 0 0 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . b1(x)cl(x) 0 . . . 0
0 0 . . . 0 0 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . 0 0 . . . 0

.
Blok matrice
[
1 0
0 P
]
i
[
1 0
0 Q
]
su takod-e proizvodi elementarnih n × n i k × k
matrica pa vazˇi
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 1 0
0 P
·
 b1(x) 0
0 b1(x)C
·[ 1 0
0 Q
]
=
[
b1(x) 0
0 P (b1(x)C)Q
]
=

b1(x) 0 0 . . . 0 0 . . . 0
0 b1(x)c2(x) 0 . . . 0 0 . . . 0
0 0 b1(x)c3(x) . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . b1(x)cl(x) 0 . . . 0
0 0 0 . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . 0 0 . . . 0

.
Ako je bj(x) = b1(x)cj(x) za 2 ≤ j ≤ l, onda je matrica B ekvivalentna dijagonalnoj
matrici 
b1(x) 0 0 . . . 0 0 . . . 0
0 b2(x) 0 . . . 0 0 . . . 0
0 0 b3(x) . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . bl(x) 0 . . . 0
0 0 0 . . . 0 0 . . . 0
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . 0 0 . . . 0

,
gde su b1(x), b2(x), . . . , bl(x) monicˇni polinomi za koje vazˇi b1(x) | b2(x) | . . . | bl(x).

Matrica B je ekvivalentna matrici oblika diag(1, . . . , 1, a1(x), . . . , am(x), 0, . . . , 0) =
1 . . . 0 0 0 . . . 0 0 . . . 0
...
. . .
...
...
...
. . .
...
...
. . .
...
0 . . . 1 0 0 . . . 0 0 . . . 0
0 . . . 0 a1(x) 0 . . . 0 0 . . . 0
0 . . . 0 0 a2(x) . . . 0 0 . . . 0
...
. . .
...
...
...
. . .
...
...
. . .
...
0 . . . 0 0 0 . . . am(x) 0 . . . 0
0 . . . 0 0 0 . . . 0 0 . . . 0
...
. . .
...
...
...
. . .
...
...
. . .
...
0 . . . 0 0 0 . . . 0 0 . . . 0

,
gde su a1(x), a2(x), . . . , am(x) monicˇni polinomi cˇiji su stepeni najmanje jedan i
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za koje vazˇi a1(x) | a2(x) | . . . | am(x) i koju nazivamo matricom u Smitovoj
normalnoj formi .
Posledica 2.14 Neka je B kvadratna matrica nad prstenom polinoma K[x], gde je
K polje. Matrica B je invertibilna ako i samo ako je proizvod elementarnih matrica.
Dokaz: ⇒: Neka je B invertibilna matrica. Na osnovu Teoreme 2.13 matrica B je
ekvivalentna matrici oblika C = diag(1, . . . , 1, a1(x), . . . , am(x), 0, . . . , 0), odnosno
postoje invertibilne n × n matrice P i Q takve da vazˇi P · B · Q = C. Matrica C
je proizvod invertibilnih matrica pa je i sama invertibilna. Na osnovu Leme 2.10
imamo da je det(C) nenula element polja K. Odakle zakljucˇujemo da je matrica C
oblika diag(1, . . . , 1, a1(x), . . . , am(x)). Determinanta dijagonalne matrice je jednaka
proizvodu elemenata na dijagonali, pa imamo da je det(C) =
∏m
i=1 ai(x) nenula
element polja K. I za svaki polinom ai(x) vazˇi ai(x) · ( 1det(C)
∏m
j = 1
j 6= i
aj(x)) = 1,
1 ≤ i ≤ m. Prema tome, svaki od polinoma ai(x) je invertibilan element prstena
K[x]. Pa je matrica C proizvod elementarnih matrica I tipa
1 . . . 0 0 0 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 1 0 0 . . . 0
0 . . . 0 ai(x) 0 . . . 0
0 . . . 0 0 1 . . . 0
...
. . .
...
...
...
. . .
...
0 . . . 0 0 0 . . . 1

.
Matrice P i Q su proizvodi elementarnih matrica pa su i njhove inverzne matrice
P−1 i Q−1 takod-e proizvodi elementarnih matrica. Odakle zakljucˇujemo da je i
matrica B = P−1 · C ·Q−1 proizvod elementarnih matrica.
⇐: Elementarne matrice su invertibilne, pa je proizvod elementarnih matrica inverti-
bilna matrica.
Neka je P m × n matrica, Q n × m matrica i φ : {1, 2, . . . ,m} → {1, 2, . . . , n}
preslikavanje za koje vazˇi φ(1) < φ(2) < . . . < φ(m), m ≤ n. Koristimo vrednosti
φ(1), φ(2), . . . , φ(m) da izaberemo m kolona matrice P i formiramo m×m matricu
Pφ, zatim da izaberemo odgovarajuc´ih m vrsta matrice Q pomoc´u kojih formi-
ramo m ×m matricu Qφ. Za matrice P i Q vazˇi det(P · Q) =
∑
φ det(Pφ)det(Qφ).
Odnosno det(P ·Q) je suma proizvoda svih minora maksimalnog reda m matrice P
i odgovarajuc´ih minora istog reda matrice Q. Navedeno tvrd-enje nazivamo Bine-
-Kosˇijevom teoremom .
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Takod-e, vazˇi i da je minor reda k matrice P ·Q jednak sumi proizvoda odgovarajuc´ih
minora reda k matrica P i Q. Preciznije ako su ψ1 : {1, 2, . . . , k} → {1, 2, . . . , m}
i ψ2 : {1, 2, . . . , k} → {1, 2, . . . , m}, k ≤ m, dva preslikavanja za koja vazˇi da
je ψ1(1) < ψ1(2) < . . . < ψ1(k) i ψ2(1) < ψ2(2) < . . . < ψ2(k), onda minor R
reda k matrice P ·Q cˇije su vrste ψ1(1), . . . , ψ1(k) i kolone ψ2(1), . . . , ψ2(k) mozˇemo
predstaviti kao determinantu proizvoda k×n i n×k matrica Pψ1 i Qψ2 koje dobijamo
izabirom k vrsta, odnosno k kolona pomoc´u preslikavanja ψ1 i ψ2. Prema tome,
primenom Bine-Kosˇijeve teoreme imamo da je R =
∑
φ det((Pψ1)φ)det((Qψ2)φ), gde
je φ : {1, 2, . . . , k} → {1, 2, . . . , n} proizvoljno preslikavanje za koje vazˇi da je
φ(1) < φ(2) < . . . < φ(k).
Neka je B matrica nad prstenom polinoma K[x], K je polje. Rang matrice B je
red njene najvec´e regularne kvadratne submatrice. Kvadratna n × n matrica B je
regularna ako i samo ako je njen rang jednak n.
Lema 2.15 Rang matrice je invarijantan u odnosu na elementarne transformacije.
Dokaz: Neka su B1(x) i B2(x) ekvivalentne matrice. Pokazˇimo da je rang r1 od
B1(x) jednak rangu r2 od B2(x). Posˇto su matrice B1(x) i B2(x) ekvivalentne
na osnovu Teoreme 2.13 postoje invertibilne matrice P (x) i Q(x) takve da vazˇi
B1(x) = P (x)B2(x)Q(x). Primenom Bine-Kosˇijeve teoreme prvo na proizvod ma-
trica P (x)B2(x), pa zatim na proizvod P (x)B2(x)Q(x), zakljucˇujemo da se minor
reda k matrice B1(x) mozˇe predstaviti kao sumu proizvoda odgovarajuc´ih minora
reda k matrica P (x), Q(x) i B2(x). Ako postoji minor reda k matrice B1(x) ra-
zlicˇit od nule, onda je bar jedan minor reda k matrice B2(x) koji ucˇestvuje u sumi
razlicˇit od nule, pa je r1 ≤ r2. Posˇto su matrice P (x) i Q(x) invertibilne vazˇi da je
B2(x) = P
−1(x)B1(x)Q−1(x). Istom argumentacijom zakljucˇujemo da je i r2 ≤ r1,
odnosno da su matrice B1(x) i B2(x) istog ranga. 
Neka je B matrica nad prstenom polinoma K[x] ranga r, K je polje. Neka je dk(x)
najvec´i zajednicˇki delilac svih minora reda k matrice B, 1 ≤ k ≤ r. Bez umanjenja
opsˇtosti mozˇemo izabrati polinome dk(x) da budu monicˇni. Svaki minor reda k,
k ≥ 2, mozˇemo predstaviti kao linearnu kombinaciju minora reda k − 1. Prema
tome, dk−1(x) deli dk(x). Ako definiˇsemo d0(x) = 1, imamo niz monicˇnih polinoma
d0(x), d1(x), . . . , dr(x) za koji vazˇi d0(x) | d1(x) | d2(x) | . . . | dr(x).
Lema 2.16 Polinomi d0(x), d1(x), . . . , dr(x) su invarijantni u odnosu na elemen-
tarne transformacije.
Dokaz: Neka su B1(x) i B2(x) ekvivalentne matrice. Na osnovu Leme 2.15 ma-
trice B1(x) i B2(x) su istog ranga r. Neka su dk(x) i gk(x), 1 ≤ k ≤ r, najvec´i
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zajednicˇki delioci svih minora reda k matrica B1(x) i B2(x) respektivno i neka je
d0(x) = g0(x) = 1. Kako se proizvoljan minor reda k matrice B1(x) mozˇe predstaviti
kao suma proizvoda odgovarajuc´ih minora reda k matrica P (x), Q(x) i B2(x), za-
kljucˇujemo da gk(x) deli sve minore reda k matrice B1(x), pa prema tome deli i
dk(x). Takod-e, proizvoljan minor reda k matrice B2(x) mozˇemo predstaviti kao
sumu proizvoda odgovarajuc´ih minora reda k matrica P−1(x), Q−1(x) i B1(x),
odakle dobijamo da dk(x) deli sve minore reda k matrice B2(x), pa prema tome
deli i gk(x). Uz pretpostavku da su polinomi dk(x) i gk(x) monicˇni zakljucˇujemo
da je dk(x) = gk(x). Odnosno da su polinomi d0(x), d1(x), . . . , dr(x) invarijantni u
odnosu na elementarne transformacije.
Teorema 2.17 ( Jedinstvenost Smitove normalne forme ) Neka je B matrica sa
koeficijentima u prstenu polinoma K[x], K je polje. Tada je matrica B ekvivalentna
tacˇno jednoj matrici u Smitovoj normalnoj formi.
Dokaz: Neka je matrica B ekvivalentna matricama u Smitovoj normalnoj formi
B1 = diag(b1(x), . . . , br(x), 0, . . . , 0) i B2 = diag(c1(x), . . . , cl(x), 0, . . . , 0).
Ekvivalencija matrica je relacija ekvivalencije pa su i matrice B1 i B2 ekvivalentne
i na osnovu Leme 2.15 imamo da je r=l. Neka su dk(x) i gk(x), 1≤k≤r, najvec´i
zajednicˇki delioci svih minora reda k matrica B1(x) i B2(x) respektivno i neka je
d0(x) = g0(x) = 1. Za matrice B1(x) i B2(x) vazˇi da je
d1(x) = b1(x), d2(x) = b1(x)b2(x), . . . , dr(x) = b1(x)b2(x) . . . br(x) i
g1(x) = c1(x), g2(x) = c1(x)c2(x), . . . , gr(x) = c1(x)c2(x) . . . cr(x).
Na osnovu Leme 2.16 imamo da je di(x) = gi(x) za 0 ≤ i ≤ r, odnosno bi(x) =
ci(x) =
di(x)
di−1(x)
, za 1 ≤ i ≤ r. Odakle zakljucˇujemo da je Smitova forma matrice B
jedinstvena. 
Neka je B kvadratna matrica sa koeficijentima u polju K. Matricu xI−B nazivamo
karakteristicˇnom matricom matrice B.
Lema 2.18 Smitova normalna forma karakteristicˇne matrice B = xI−Ca(x) pratec´e
matrice Ca(x) monicˇnog polinoma a(x) ∈ K[x] stepena n, je matrica
S = diag(1, . . . , 1︸ ︷︷ ︸
n−1
, a(x)).
Dokaz: Neka je a(x) = xn + d1x
n−1 + . . .+ dn−1x+ dn. Tada je
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B = xI − Ca(x) =

x −1 0 . . . 0 0
0 x −1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . x −1
dn dn−1 dn−2 . . . d2 x+ d1

.
Mnozˇenjem poslednje kolone sa x i dodavanjem pretposlednjoj, pa zatim mnozˇenjem
date kolone sa x i dodavanjem prethodnoj, i tako dalje nastavljajuc´i ovaj postupak
u kome vec´ transformisanu kolonu mnozˇimo sa x i dodajemo prethodnoj dobijamo
matricu B1 ekvivalentnu polaznoj matrici koja je oblika
0 −1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 −1
a(x) a(x)−dn
x
. . . x2 + d1x+ d2 x+ d1
 .
Mnozˇenjem i-te vrste matrice B1 polinomom koji se nalazi u preseku i + 1. kolone
i n-te vrste i dodavanjem poslednjoj vrsti za 1 ≤ i ≤ n − 1 dobijamo matricu B2
ekvivalentnu polaznoj matrici koja je oblika

0 −1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 −1
a(x) 0 . . . 0 0
 .
Mnozˇenjem prvih n−1 vrsta matrice B2 sa −1 i zamenom mesta kolonama dobijamo
matricu u Smitovoj formi ekvivalentnu polaznoj matrici
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 a(x)

.

Teorema 2.19 Smitova normalna forma karakteristicˇne matrice xI −C matrice u
racionalnoj kanonskoj formi C = Ca1(x) ⊕ Ca2(x) ⊕ . . .⊕ Cam(x) je matrica
S = diag(1, . . . , 1︸ ︷︷ ︸
n−m
, a1(x), a2(x), . . . , am(x)),
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gde je n zbir stepena polinoma a1(x), . . . , am(x).
Dokaz: Na osnovu Leme 2.18 svaki blok xI − Cai(x) je ekvivalentan nad prstenom
K[x] matrici Si = diag(1, . . . , 1, ai(x)), 1 ≤ i ≤ m . Pa je matrica xI − C ekvi-
valentna matrici S1 ⊕ S2 ⊕ . . . ⊕ Sm. Zamenom mesta vrstama dobijamo matricu
S = diag(1, . . . , 1︸ ︷︷ ︸
n−m
, a1(x), a2(x), . . . , am(x)). 
Posledica 2.20 Neka su polinomi a1(x), a2(x), . . . , am(x) invarijantni faktori n × n
matrice B. Tada su polinomi 1, . . . , 1︸ ︷︷ ︸
n−m
, a1(x), a2(x), . . . , am(x) najvec´i zajednicˇki
delioci svih minora reda 1, 2, . . . , n matrice xI −B.
Dokaz: Posˇto su invarijantni faktori matriceB polinomi a1(x), . . . , am(x), racionalna
kanonska forma matrice B je matrica C=Ca1(x) ⊕ . . . ⊕ Cam(x). Pa postoji inverti-
bilna n × n matrica P takva da vazˇi C = P−1 · B · P . Prema tome, imamo
P−1 · (xI − B) · P = xI − C. Odakle zakljucˇujemo da su matrice xI − B i xI − C
ekvivalentne, pa su im, na osnovu Leme 2.16, najvec´e zajednicˇki delioci minora istog
reda jednaki. Na osnovu Teoreme 2.19 zakljucˇujemo da su najvec´i zajednicˇki delioci
svih minora reda 1, 2, . . . , n matrice xI −B polinomi 1, . . . , 1︸ ︷︷ ︸
n−m
, a1(x), . . . , am(x).
Polinome a1(x), a2(x), . . . , am(x) nazivamo i invarijantnim faktorima karakteri-
sticˇne matrice matrice B.
Teorema 2.21 Matrice B1 i B2 su slicˇne ako i samo ako su njihove karakteristicˇne
matrice xI −B1 i xI −B2 ekvivalentne.
Dokaz: ⇒: Matrice B1 i B2 su slicˇne ako postoji invertibilna n× n matrica P nad
poljem K takva da vazˇi B1 = P
−1 · B2 · P . Pa prema tome, za matrice xI − B1 i
xI−B2 vazˇi xI−B1 = xI−P−1 ·B2 ·P = P−1 · (xI−B2) ·P . Odakle zakljucˇujemo
da su matrice xI −B1 i xI −B2 ekvivalentne.
⇐: Na osnovu Leme 2.16 ekvivalentne matrice xI−B1 i xI−B2 imaju iste invarijantne
faktore. Pa su i invarijantni faktori matrica B1 i B2 isti, odnosno matrice B1 i B2
imaju iste racionalne forme. Na osnovu Teoreme 2.4 matrice B1 i B2 su slicˇne.
Dokazˇimo na drugi nacˇin da iz ekvivalencije matrica xI−B1 i xI−B2 sledi slicˇnost
matrica B1 i B2. Dati dokaz je preuzet iz [22] i njegov znacˇaj je u eksplicitnom
izracˇunavanju matrice T za koju vazˇi B1 = T
−1 ·B2 · T .
Neka su P (x) i Q(x) invertibilne n × n matrice sa koeficijentima u prstenu K[x]
takve da vazˇi P (x) · (xI −B1) = (xI −B2) ·Q(x). Neka je
P (x) = xmPm + x
m−1Pm−1 + . . . xP1 +P0 i Q(x) = xkQk + xk−1Qk−1 + . . . xQ1 +Q0
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za Pm 6= O i Qk 6= O. Tada je
P (x) · (xI −B1) = xm+1Pm +xm(Pm−1−Pm ·B1) + . . .+x(P0−P1 ·B1)−P0 ·B1 i
(xI −B2) ·Q(x) = xk+1Qk + xk(Qk−1 −B2 ·Qk) + . . .+ x(Q0 −B2 ·Q1)−B2 ·Q0.
Odakle zakljucˇujemo da je m = k i da vazˇi
Pm = Qm
Pm−1 − Pm ·B1 = Qm−1 −B2 ·Qm
...
P0 − P1 ·B1 = Q0 −B2 ·Q1
−P0 ·B1 = −B2 ·Q0.
Mnozˇenjem zdesna prve jednakosti sa Bm+11 , druge sa B
m
1 , itd. dobijamo
Pm ·Bm+11 = Qm ·Bm+11
(Pm−1 − Pm ·B1) ·Bm1 = (Qm−1 −B2 ·Qm) ·Bm1
...
(P0 − P1 ·B1) ·B1 = (Q0 −B2 ·Q1) ·B1
−P0 ·B1 = B2 ·Q0.
Sabiranjem datih jednakosti i grupisanjem elemenata uz B2 imamo
O = (Qm ·Bm+11 +Qm−1 ·Bm1 +. . .+Q0 ·B1)−(B2 ·Qm ·Bm1 +. . .+B2 ·Q1 ·B1+B2 ·Q0).
Odnosno dobijamo
(Qm ·Bm1 +Qm−1 ·Bm−11 + . . .+Q0) ·B1 = B2 · (Qm ·Bm1 + . . .+Q1 ·B1 +Q0).
Oznacˇimo sa T matricu Qm · Bm1 + Qm−1 · Bm−11 + . . . + Q0. Prema tome, vazˇi
T ·B1 = B2·T . Dokazˇimo josˇ da je matrica T invertibilna. Iz jednakosti T ·B1 = B2·T
zakljucˇujemo da vazˇi T · B21 = B2 · T · B1 = B22 · T , odnosno da za svako k ∈ N
vazˇi T · Bk1 = Bk2 · T . Oznacˇimo sa G(x) inverznu matricu matrice Q(x). Neka je
G(x) = xlGl+x
l−1Gl−1+ . . .+xG1+G0. Kako vazˇi da je G ·Q = I, izjednacˇavanjem
koeficijenata uz xp na levoj i desnoj strani imamo da je
∑
i+j=p
Gi ·Qj =
{
I, p = 0;
O, p 6= 0.
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Neka je R = Gl ·Bl2 +Gl−1 ·Bl−12 + . . .+G1 ·B2 +G0. Tada je
R · T = (Gl ·Bl2 +Gl−1 ·Bl−12 + . . .+G1 ·B2 +G0) · T
= Gl ·Bl2 · T +Gl−1 ·Bl−12 · T + . . .+G1 ·B2 · T +G0 · T
=
Bk2 ·T=T ·Bk1
Gl · T ·Bl1 +Gl−1 · T ·Bl−11 + . . .+G1 · T ·B1 +G0 · T
=
T=
∑m
k=0Qk·Bk1
∑m
k=0Gl ·Qk ·Bk+l1 +
∑m
k=0Gl−1 ·Qk ·Bk+l−11 + . . .+∑m
k=0G1 ·Qk ·Bk+11 +
∑m
k=0G0Qk ·Bk1
Pregrupisavanjem sabiraka u prethodnoj jednakosti imamo da je
R · T =
m+l∑
p=0
∑
i+j=p
Gi ·Qj ·Bp1 = I.
Na osnovu Leme 2.11 zakljucˇujemo da je i T · R = I, odnosno da je matrica T
invertibilna. Pa jednakost T · B1 = B2 · T implicira da su matrice B1 i B2 slicˇne,
cˇime je dokaz zavrsˇen.
Neka je n× n matrica B sa koeficijentima u polju K slicˇna matrici C u racionalnoj
kanonskoj formi. Oznacˇimo sa S(x) Smitovu normalnu formu matrica xI − B i
xI −C. Neka su P (x) i Q(x) invertibilne n× n matrice sa koeficijentima u prstenu
K[x] takve da vazˇi P (x) · (xI −B) ·Q(x) = S(x) i neka su U(x) i V (x) invertibilne
n×n matrice sa koeficijentima u prstenu K[x] takve da vazˇi U(x) · (xI−C) ·V (x) =
S(x). Tada vazˇi P (x) · (xI − B) · Q(x) = U(x) · (xI − C) · V (x), odnosno
imamo da je (xI − B) · Q(x) · V −1(x) = P−1(x) · U(x) · (xI − C). Neka je
Q(x) · V −1(x) = xkTk + xk−1Tk−1 + . . .+ xT1 + T0. Na osnovu prethodno izlozˇenog
dokaza Teoreme 2.21 za matricu T = Tk ·Ck+Tk−1 ·Ck−1+ . . .+T0 vazˇi B ·T = T ·C,
odnosno C = T−1 · B · T . Odakle imamo da matrica T ostvaruje slicˇnost izmed-u
matrice B i njene racionalne kanonske forme C. Matricu T nazivamo matricom
transformacije. Primetimo da matrica T nije jedinstveno odred-ena.
2.4 Smitova i racionalna forma
Pratec´i elementarne operacije na vrstama i kolonama pri svod-enju karakteristicˇne
matrice xI−B proizvoljne matriceB nad poljemK na matricu u Smitovoj normalnoj
formi dobijamo matricu transformacije P takvu da vazˇi da je matrica P−1 ·B · P u
racionalnoj kanonskoj formi. Neka je B = (e1, e2, . . . , en) baza vektorskog prostora
V nad poljem K i neka je B matrica linearnog operatora T : V → V u bazi
B . Posmatramo vektorski prostor V kao K[x]-modul pri cˇemu vazˇi x · v = T (v), za
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svako v ∈ V . Tada matrica P predstavlja matricu prelaska sa baze B na novu bazu
u kojoj je matrica linearnog operatora T u racionalnoj kanonskoj formi, odnosno u
kojoj je modul V direktna suma ciklicˇnih K[x]-modula.
Prvo c´emo izlozˇiti algoritam za odred-ivanje generatorskog skupa u kome je proiz-
voljan konacˇno generisan modul nad glavnoidealskim prstenom suma ciklicˇnih modu-
la, a zatim c´emo dati algoritam primeniti na prsten polinoma K[x] nad poljem K
i konacˇno dimenzionalni vektorski prostor V nad poljem K koji razmatramo kao
K[x]-modul. U narednom tekstu mi u stvari vec´ poznate cˇinjenice stavljamo u novi
kontekst.
Neka jeR glavnoidealski prsten iM konacˇno generisanR-modul. Neka je {m1,. . .,mn}
konacˇan skup generatora modulaM . Svaki element modulaM mozˇemo, ne obavezno
na jedinstveni nacˇin, predstaviti kao R-linearnu kombinaciju elemenata m1,. . .,mn.
Neka je (e1, e2, . . . , en) kanonska baza R-modula R
n. Homomorfizam R-modula
ϕ : Rn →M dat sa ϕ(ei) = mi, 1 ≤ i ≤ n, je surjektivan. Na osnovu prve teoreme o
izomorfizmu za module imamo M ∼= Rn/Ker ϕ. Oznacˇimo Ker ϕ sa N . Na osnovu
Posledice 1.9 prsten R je Neterin. Direktna suma Neterinih R-modula je Neterin
R-modul, pa je modul Rn Neterin [2, str.76]. Na osnovu Teoreme 1.8 imamo da
je N konacˇno generisan modul, pa postoji konacˇan skup generatora {k1, k2, . . . , kp}
podmodula N . Za svaki element r = (r1, . . . , rn) =
∑n
i=1 riei podmodula N vazˇi da
je ϕ(r) =
∑n
i=1 rimi = 0, pa elementi podmodula N daju relacije izmed
-u generatora
modula M . Neka je B matrica cˇije su vrste koordinate generatora k1, k2, . . . , kp u
bazi (e1, e2, . . . , en). Preciznije, ako je kj = (bj1, bj2, . . . , bjn) =
∑n
i=1 bjiei, 1 ≤ j ≤ p,
onda je B =

b11 b12 . . . b1n
b21 b22 . . . b2n
...
...
. . .
...
bp1 bp2 . . . bpn
. Tada je R-modul homomorfizam ϕ, pa samim
tim i struktura modula M , odred-ena bazom (e1, e2, . . . , en) i matricom B. Matricu B
nazivamo relacijskom matricom, videti [52]. Primetimo da matrica B ne zavisi
samo od generatora modula Rn i N vec´ i od njihovog rasporeda, pa c´emo odgo-
varajuc´e skupove generatora nadalje tretirati kao ured-ene. Zamena mesta genera-
tora ei i ej modula R
n implicira zamenu mesta i-te i j-te kolone matrice B. Zamena
mesta generatora ki i kj modula N implicira zamenu mesta i-te i j-te vrste ma-
trice B. Mnozˇenjem generatora ei modula R
n sa invertibilnim elementom u prstena
R dobijamo novu bazu (e1, . . . , ei−1, uei, ei+1, . . . , en) od Rn. Relacijska matrica u
odnosu na novu bazu je matrica kod koje je i-ta kolona matrice B pomnozˇena sa
u−1 a sve ostale kolone su kolone matrice B. Mnozˇenjem generatora ki modu-
la N sa invertibilnim elementom u prstena R dobijamo novi generatorski skup
{k1, . . . , ki−1, uki, ki+1, . . . , kp} od N . Relacijska matrica u odnosu na novi gene-
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ratorski skup je matrica kod koje je i-ta vrsta matrice B pomnozˇena sa u a sve
ostale vrste su vrste matrice B. Za proizvoljan element a ∈ R, zamenom generatora
ei sa ei−aej dobijamo novu bazu modula Rn. Relacijska matrica za novu bazu je ista
kao matrica B osim sˇto je j-ta kolona zbir i-te kolone pomnozˇene sa a i j-te kolone
matrice B. Zamenom generatora ki sa ki − akj dobijamo novi generatorski skup
modula N . Relacijska matrica za novi generatorski skup je ista kao matrica B osim
sˇto je i-ta vrsta razlika i-te vrste i j-te vrste pomnozˇene sa a matrice B. Prema
tome, mozˇemo vrsˇiti elementarne transformacije vrsta i kolona relacijske matrice
biranjem razlicˇitih baza R-modula Rn i N .
Neka su P i Q invertibilne p× p i n× n matrice nad prstenom R.
• Vrste k′1, k′2, . . . , k′p matrice P ·B formiraju generatorski skup R-modula N , a
matrica P ·B je relacijska matrica u odnosu na dati generatorski skup.
• Ako je Q−1 = [βij]n×n, onda elementi e′i =
∑n
j=1 βijej formiraju generatorski
skup R-modula Rn, a matrica B · Q je relacijska matrica u odnosu na dati
generatorski skup.
• Matrica P ·B ·Q je relacijska matrica u odnosu na nove generatorske skupove
R-modula Rn i N .
Ako je P = [αij]p×p, onda je i-ta vrsta k′i matrice P ·B jednaka
(
p∑
j=1
αijbj1,
p∑
j=1
αijbj2, . . . ,
p∑
j=1
αijbjn).
Odnosno vazˇi da je k′i =
∑p
j=1 αijbj1e1 +
∑p
j=1 αijbj2e2 + . . . +
∑p
j=1 αijbjnen =∑p
j=1 αij(bj1e1 + bj2e2 + . . .+ bjnen) =
∑p
j=1 αijkj. Elementi k
′
1, k
′
2, . . . , k
′
p pripadaju
podmodulu N posˇto su R-linearne kombinacije baznih elemenata k1, k2, . . . , kp. Ma-
trica P je invertibilna pa se elementi k1, k2, . . . , kp mogu predstaviti kao R-linearne
kombinacije elemenata k′1, k
′
2, . . . k
′
p. Odakle zakljucˇujemo da je {k′1, k′2, . . . k′p} genera-
torski skup od N . Kako su vrste matrice P ·B koordinate generatora k′1, k′2, . . . , k′p u
bazi (e1, e2, . . . , en), matrica P ·B je relacijska matrica u odnosu na dati generatorski
skup.
Posˇto su vrste matrice Q−1 koordinate vektora e′1, e
′
2, . . . , e
′
n u bazi (e1, e2, . . . , en),
onda vrste matrice Q predstavljaju koordinate vektora e1, e2, . . . , en u odnosu na
ured-eni skup {e′1, e′2, . . . , e′n}. Odnosno elementi e1, e2, . . . , en su predstavljeni kao
R-linearne kombinacije elemenata e′1, e
′
2, . . . , e
′
n. Pa zakljucˇujemo da je {e′1,e′2,. . . ,e′n}
generatorski skup od Rn. Matrica B je relacijska matrica u odnosu na generatorski
skup {k1, k2, . . . , kp} modula N i bazu (e1, e2, . . . , en) modula Rn. Prema tome vazˇi
[k1 k2 . . . kn]
T = B · [e1 e2 . . . en]T . Odakle zakljucˇujemo da je
[k1 k2 . . . kn]
T = B ·Q ·Q−1 · [e1 e2 . . . en]T = B ·Q · [e′1 e2 . . . e′n]T .
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Pa je B ·Q relacijska matrica u odnosu na generatorski skup {k1, k2, . . . , kp} modula
N i generatorski skup {e′1, e′2, . . . , e′n} modula Rn.
Neka je B relacijska matrica homomorfizma ϕ : Rn → M u odnosu na standardnu
bazu R-modula Rn. Ako postoje invertibilne matrice P i Q takve da je P · B · Q
dijagonalna matrica D = diag(b1, b2, . . . , bm, 0 . . . , 0), m ≤ n, onda je
M ∼= R/(b1)⊕R/(b2)⊕ . . .⊕R/(bm)⊕Rn−m.
Zaista, vrste matrice P · B · Q su koordinate generatora k′1, k′2, . . . , k′p modula N u
bazi (e′1, e
′
2, . . . , e
′
n) modula R
n. Odnosno za generatore k′1, k
′
2, . . . , k
′
p vazˇi k
′
i = bie
′
i.
Kako je M ∼= Rn/N , na osnovu prethodnog imamo da je
M ∼= (Re′1 ⊕Re′2 ⊕ . . .⊕Re′n)/(Rb1e′1 ⊕Rb2e′2 ⊕ . . .⊕Rbme′m).
Za kanonski homomorfizam
pi : Re′1 ⊕Re′2 ⊕ . . .⊕Re′n → R/(b1)⊕R/(b2)⊕ . . .⊕R/(bm)⊕Rn−m
dat sa pi(α1e
′
1, α2e
′
2, . . . , αne
′
n) = (α1 + (b1), α2 + (b2), . . . , αm + (bm), αm+1, . . . , αn)
imamo
Ker pi = {(α1e′1, α2e′2, . . . , αne′n) | αi ∈ (bi), 1 ≤ i ≤ m,αj = 0,m+ 1 ≤ j ≤ n}
= Rb1e
′
1 ⊕Rb2e′2 ⊕ . . .⊕Rbme′m.
Prema tome, na osnovu prve teoreme o izomorfizmu modula zakljucˇujemo
M ∼= R/(b1)⊕R/(b2)⊕ . . .⊕R/(bm)⊕Rn−m.
Primenimo prethodno razmatranje na prsten polinoma K[x] nad poljem K i konacˇno
dimenzionalni vektorski prostor V nad poljem K koji razmatramo kao K[x]-modul.
Neka je B = (e1, e2, . . . , en) baza vektorskog prostora V nad poljem K i neka je B =
[bij]n×n matrica linearnog operatora T : V → V u bazi B. Posmatramo vektorski
prostor V kao K[x]-modul, pri cˇemu vazˇi x · v = T (v), za svako v ∈ V . Elementi
e1, e2, . . . , en generiˇsu V i kao K[x]-modul, pa imamo x · ei = T (ei) =
∑n
j=1 bijej.
Na osnovu Teoreme 2.13 postoje matrice P i Q sa koeficijentima u prstenu K[x],
takve da vazˇi P · (xI − B) · Q = diag(1, . . . , 1︸ ︷︷ ︸
n−m
, a1(x), a2(x), . . . , am(x)). Elementi
f1, f2, . . . , fn, za koje vazˇi [f1 f2 . . . fn]
T = Q−1[e1 e2 . . . en]T , formiraju generatorski
skup K[x]-modula V , u kome dati modul V mozˇemo predstaviti kao direktnu sumu
ciklicˇnih modula. Relacijska matrica u odnosu na novi generatorski skup je matrica
P ·(xI−B) ·Q. Prema tome, imamo da je fi = 0 za 0 ≤ i ≤ n−m i aj(x)fn−m+j = 0
za 1 ≤ j ≤ m. Odakle zakljucˇujemo da je V = K[x]fn−m+1 ⊕ . . . ⊕ K[x]fn ∼=
K[x]/a1(x) ⊕ . . . ⊕ K[x]/am(x). Odgovarajuc´a vektorska baza za ciklicˇne faktore
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K[x]/ai(x), 1 ≤ i ≤ m je fn−m+i, xfn−m+i, . . . , xdeg(ai)−1fn−m+i. Pa je nova baza
vektorskog prostora V data sa
B′ = [fn−m+1, T (fn−m+1), . . . , T deg(a1)−1(fn−m+1), . . . , fn, T (fn), . . . , T deg(am)−1(fn)].
Oznacˇimo sa S matricu cˇije vrste predstavljaju koordinate vektora nove baze B′ u
bazi B. Tada je S matrica prelaska sa baze B′ na bazu B. Pa je S ·B · S−1 matrica
u racionalnoj kanonskoj formi.
Ako primenimo prethodno razmatranje na vektorski prostor V = Kn cˇiji su elementi
n × 1 kolone sa koeficijentima u polju K sa standardnom bazom (e1, e2, . . . , en) i
linearni operator T : V → V cˇija je matrica u odnosu na bazu (e1, e2, . . . , en) matrica
B, onda je S ·B · S−1 matrica u racionalnoj kanonskoj formi slicˇna matrici B.
2.5 Ermitova normalna forma
Cilj ove sekcije je da odredimo matricu koja je vrsta-ekvivalentna datoj matrici nad
prstenom K[x] i koja je jednostavnijeg oblika. Dalje razmatranje prati knjigu [19].
Teorema 2.22 (Ermitova normalna forma) Neka je B n×k matrica sa koeficijen-
tima u prstenu polinoma K[x], gde je K polje. Tada je matrica B vrsta-ekvivalentna
matrici oblika 
a11(x) a12(x) a13(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2k(x)
0 0 a33(x) . . . a3k(x)
...
...
...
. . .
...
0 0 0 . . . akk(x)
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

za n ≥ k,

a11(x) a12(x) a13(x) . . . a1n(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2n(x) . . . a2k(x)
0 0 a33(x) . . . a3n(x) . . . a3k(x)
...
...
...
. . .
...
. . .
...
0 0 0 . . . ann(x) . . . ank(x)

za n ≤ k,
gde su stepeni polinoma a1i(x), a2i(x), . . . , ai−1 i(x) manji od stepena polinoma aii(x),
pod uslovom da vazˇi aii(x) 6= 0 i 2 ≤ i ≤ min{n, k}. Ako je aii(x) = c 6= 0, onda su
polinomi a1i(x), a2i(x), . . . , ai−1 i(x) identicˇki jednaki nuli.
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Dokaz: Pretpostavimo da prva kolona matrice B = [bij(x)]n×k sadrzˇi bar jedan
element koji nije identicˇki jednak nuli. Med-u elementima prve kolone razlicˇitim od
nule izaberimo onaj element koji je najnizˇeg stepena bi1(x). Zamenom mesta prve
i i-te vrste dobijamo matricu B1 = [b
′
ij(x)]n×k koja je vrsta-ekvivalentna matrici
B. Kako je prsten polinoma K[x] Euklidov domen, postoje jedinstveni polinomi
q2(x), . . . , qn(x) i r2(x), . . . , rn(x) takvi da vazˇi b
′
i1(x) = qi(x) b
′
11(x) + ri(x),
gde je ri(x) = 0 ili deg(ri(x)) < deg(b
′
11(x)), 2 ≤ i ≤ n. Tada je ri(x) =
b′i1(x) − qi(x)b′11(x). Mnozˇenjem prve vrste sa −qi(x) i dodavanjem i-toj vrsti za
2 ≤ i ≤ n dobijamo ekvivalentnu matricu B2 matrici B1. Matrica B2 je oblika
b′11(x) b12(x) . . . b1k(x)
r2(x) b22(x)− q2(x)b12(x) . . . b2k(x)− q2(x)b1k(x)
...
...
. . .
...
rn(x) bn2(x)− qn(x)b12(x) . . . bnk(x)− qn(x)b1k(x)
 .
Ako svi ostaci r2(x), r3(x), . . . , rn(x) nisu identicˇki jednaki nuli ponavljamo pret-
hodno izlozˇen postupak. Kako se u svakom koraku smanjuju stepeni polinoma prve
kolone u jednom trenutku dobijamo matricu koja je vrsta-ekvivalentna polaznoj
matrici i u kojoj su svi elementi prve kolone izuzev elementa na poziciji (1, 1) jednaki
nuli. Isti postupak primenjujemo na podmatricu date matrice dobijenu izbacivanjem
prve vrste i prve kolone. Na taj nacˇin dobijamo matricu koja i u drugoj koloni
izuzev na prva dva mesta ima sve nule. Ponavljanjem ovog postupka dobijamo
vrsta-ekvivalentnu matricu polaznoj matrici koja je jednog od sledec´a dva oblika
a11(x) a12(x) a13(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2k(x)
0 0 a33(x) . . . a3k(x)
...
...
...
. . .
...
0 0 0 . . . akk(x)
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

za n ≥ k,

a11(x) a12(x) a13(x) . . . a1n(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2n(x) . . . a2k(x)
0 0 a33(x) . . . a3n(x) . . . a3k(x)
...
...
...
. . .
...
. . .
...
0 0 0 . . . ann(x) . . . ank(x)

za n ≤ k.
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Ako je polinom a22(x) razlicˇit od nule nalazˇenjem kolicˇnika i ostatka pri deljenju
polinoma a12(x) polinomom a22(x), i mnozˇenjem druge vrste sa datim kolicˇnikom i
oduzimanjem od prve vrste na poziciji (1, 2) dobijamo ostatak pri ovom deljenju koji
je stepena manjeg od stepena polinoma a22(x). Pri ovoj transformaciji element na
poziciji (1, 1) se ne menja. Ako je polinom a22(x) konstanta razlicˇita od nule onda
je element na poziciji (1, 2) jednak nuli. Istim rezonovanjem smanjujemo stepene
svih polinoma na pozicijama iznad dijagonale. 
Matricu oblika
a11(x) a12(x) a13(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2k(x)
0 0 a33(x) . . . a3k(x)
...
...
...
. . .
...
0 0 0 . . . akk(x)
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

za n ≥ k, odnosno oblika

a11(x) a12(x) a13(x) . . . a1n(x) . . . a1k(x)
0 a22(x) a23(x) . . . a2n(x) . . . a2k(x)
0 0 a33(x) . . . a3n(x) . . . a3k(x)
...
...
...
. . .
...
. . .
...
0 0 0 . . . ann(x) . . . ank(x)

za n ≤ k,
gde su stepeni polinoma a1i(x), a2i(x), . . . , ai−1 i(x) manji od stepena polinoma aii(x),
pod uslovom da vazˇi aii(x) 6= 0 i 2 ≤ i ≤ min{n, k}, nazivamo matricom u Ermito-
voj normalnoj formi .
2.6 Zˇordanova kanonska forma
Ovu sekciju izlozˇic´emo prema knjizi [14] i preuzec´emo terminologiju koju smo uveli u
odeljku o racionalnoj kanonskoj formi. Neka je V n-dimenzionalni vektorski prostor
nad poljem K i neka je fiksiran linearni operator T : V → V . Vektorski prostor V
mozˇemo posmatrati i kao K[x]-modul, gde je K[x] prsten polinoma po promenljivoj
x nad poljem K. Element x dejstvuje na V kao linearni operator T , prema tome
polinom f(x) ∈ K[x] dejstvuje na V kao polinom f(T ), odnosno f(x) · v = f(T )(v)
za svako v ∈ V .
U sekciji o racionalnoj kanonskoj formi primenili smo osnovnu strukturnu teoremu za
52
konacˇno generisane module nad glavnoidealskim prstenima i pokazali smo da je V ∼=
K[x]/(a1(x))⊕K[x]/(a2(x))⊕. . .⊕K[x]/(am(x)), za polinome a1(x), a2(x), . . . , am(x)
cˇiji je stepen najmanje jedan i za koje vazˇi a1(x) | a2(x) | . . . | am(x). Uz pret-
postavku da su polinomi ai(x), 1 ≤ i ≤ m, monicˇni imamo jedinstvenost invarijant-
nih faktora. Elementarni delitelji modula V su stepeni prostih faktora invarijantnih
faktora od V , pa su jedinstveni do na mnozˇenje nenula elementom polja K. Ako kao
u slucˇaju invarijantnih faktora pretpostavimo da su elementarni delitelji monicˇni,
dobijamo njihovu jedinstvenost.
U daljem tekstu pretpostavic´emo da je polje K algebarski zatvoreno, tj. da za
svaki polinom p(x) ∈ K[x] postoji element a ∈ K takav da je p(a) = 0. Jedini
nesvodljivi polinomi u prstenu K[x] su polinomi stepena 1, odnosno svaki poli-
nom sa koeficijentima u polju K stepena vec´eg od 1 ima linearnu faktorizaciju.
U stvari nama je potrebno da invarijantni faktori a1(x), . . . , am(x) imaju linearnu
faktorizaciju, odnosno da su elementarni delitelji modula V stepeni linearnih poli-
noma. Kako je karakteristicˇni polinom operatora T proizvod invarijantnih fak-
tora, dovoljno je da svi koreni karakteristicˇnog polinoma linearnog operatora T
pripadaju polju K. Uz datu pretpostavku na osnovu Teoreme 1.18 imamo da
je K[x]-modul V izomorfan konacˇnoj direktnoj sumi ciklicˇnih K[x]-modula oblika
K[x]/(x− λ)k, gde je λ sopstvena vrednost linearnog operatora T . Pokazˇimo da je
{1, x − λ, (x − λ)2, . . . , (x − λ)k−1} baza vektorskog prostora K[x]/(x − λ)k. Neka
su vrste matrice P koordinate datih vektora u standardnoj bazi (1, x, x2, . . . , xk−1).
Matrica P je donje trougaona i na dijagonali ima sve elemente jednake 1, pa je
detP = 1, odnosno P je invertibilna matrica. Odakle zakljucˇujemo da elementi
1, x − λ, . . . , (x − λ)k−1 cˇine bazu vektorskog prostora K[x]/(x − λ)k. Operator T
dejstvuje na K[x]/(x−λ)k kao mnozˇenje sa x pa imamo da je T (1) = x = λ+(x−λ),
T (x−λ) = x(x−λ) = (x−λ+λ)(x−λ) = λ(x−λ)+(x−λ)2, . . . , T ((x−λ)k−1) =
x(x − λ)k−1 = λ(x − λ)k−1 + (x − λ)k = λ(x − λ)k−1. Matrica linearnog operatora
T u odnosu na bazu (1, x− λ, . . . , (x− λ)k−1) je
J=

λ 1 . . . 0 0
0 λ . . . 0 0
...
...
...
...
0 0 . . . λ 1
0 0 . . . 0 λ

.
Matricu J nazivamo Zˇordanovim blokom dimenzije k ili elementarnom Zˇor-
danovom k×k matricom. Neka je baza B vektorskog prostora V unija baza
ciklicˇnih faktora K[x]/(x−λ)k. Matrica linearnog operatora T u odnosu na bazu B
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je direktna suma Zˇordanovih blokova koji odgovaraju elementarnim deliteljima od
V , tj. J = J1⊕ J2⊕ . . .⊕ Jt. Matrica J je jedinstveno odred-ena, do na permutaciju
Zˇordanovih blokova, elementarnim deliteljima.
Matrica J je u Zˇordanovoj kanonskoj formi ako je blok dijagonalna matrica sa
Zˇordanovim blokovima duzˇ dijagonale, tj.
J=

J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jt
 .
Zˇordanova kanonska forma linearnog operatora T je matrica linearnog opera-
tora T koja je u Zˇordanovoj kanonskoj formi.
Videli smo da svaki linearni operator T ima Zˇordanovu kanonsku formu. Kao i
u slucˇaju racionalne kanonske forme, iz jedinstvenosti elementarnih delitelja line-
arnog operatora T sledi jedinstvenost Zˇordanove kanonske forme, do na permutaciju
Zˇordanovih blokova.
Teorema 2.23 ( Zˇordanova kanonska forma za linearne operatore ) Neka je V
konacˇno dimenzionalni vektorski prostor nad poljem K i neka je T linearni operator
nad V .
i) Postoji baza vektorskog prostora V takva da je matrica linearnog operatora T u
odnosu na datu bazu u Zˇordanovoj kanonskoj formi, odnosno matrica linearnog
operatora u datoj bazi je blok dijagonalna matrica sa Zˇordanovim blokovima
koji odgovaraju elementarnim deliteljima operatora T duzˇ dijagonale.
ii) Zˇordanova kanonska forma linearnog operatora T je jedinstvena, do na per-
mutaciju Zˇordanovih blokova.
Teorema 2.24 Neka je B matrica reda n nad poljem K i neka polje K sadrzˇi sve
sopstvene vrednosti matrice B.
i) Matrica B je slicˇna matrici u Zˇordanovoj kanonskoj formi, tj. postoji inverti-
bilna n× n matrica P nad poljem K takva da je P−1 · B · P blok dijagonalna
matrica sa Zˇordanovim blokovima koji odgovaraju elementarnim deliteljima
matrice B duzˇ dijagonale.
ii) Zˇordanova kanonska forma matrice B je jedinstvena, do na permutaciju Zˇor-
danovih blokova.
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Matrica u Zˇordanovoj kanonskoj formi razlikuje se od dijagonalne matrice samo u
eventualnim jedinicama duzˇ dijagonale iznad glavne. Matrica u Zˇordanovoj kanon-
skoj formi je dijagonalna matrica samo ako su svi Zˇordanovi blokovi dimenzije 1.
Posledica 2.25 Neka je B matrica reda n nad poljem K i neka polje K sadrzˇi sve
sopstvene vrednosti matrice B. Tada je matrica B slicˇna dijagonalnoj matrici nad
poljem F ako i samo ako minimalni polinom matrice B ima sve razlicˇite korene.
Dokaz: ⇒: Neka je matrica B slicˇna dijagonalnoj matrici D = diag(λ1, λ2, . . . , λn).
Elementarni delitelji matrice D su polinomi x − λ1, x − λ2, . . . , x − λn. Minimalni
polinom matrice D je njen najvec´i invarijantni faktor, pa je na osnovu Teoreme 1.18
minimalni polinom proizvod razlicˇitih elementarnih delitelja. Odnosno minimalni
polinom ima sve razlicˇite korene. Slicˇne matrice imaju iste invarijantne faktore, pa
je minimalni polinom matrice B jednak minimalnom polinomu matrice D.
⇐: Pretpostavimo da minimalni polinom matrice B ima sve razlicˇite korene. Neka
je J Zˇordanova kanonska forma matrice B. Matrica J je blok dijagonalna sa
Zˇordanovim blokovima koji odgovaraju elementarnim deliteljima matrice B duzˇ
dijagonale. Minimalni polinom matrice B je njen najvec´i invarijantni faktor, pa
je na osnovu Teoreme 1.18 proizvod najvec´ih razlicˇitih stepena linearnih polinoma
iz skupa elementarnih delitelja. Posˇto minimalni polinom ima sve razlicˇite korene,
odgovarajuc´i stepeni su jednaki 1. Pa su Zˇordanovi blokovi duzˇ dijagonale dimenzije
1. Odnosno matrica J je dijagonalana. 
Ako znamo racionalnu kanonsku formu linearnog operatora T , odnosno racionalnu
kanonsku formu matrice B, lako mozˇemo konstruisati Zˇordanovu kanonsku formu
datog operatora, odnosno date matrice. I obrnuto.
Kao sˇto smo vec´ videli elementarni delitelji linearnog operatora T (matrice B) su
stepeni nesvodljivih faktora invarijantnih faktora od T , odnosno od B. Prema tome,
elementarne delitelje dobijamo iz invarijantnih faktora njihovom faktorizacijom na
proizvod stepena razlicˇitih linearnih polinoma. Obrnuto, ako su poznati elementarni
delitelji linearnog operatora T ili matrice B, invarijantne faktore racˇunamo kao
proizvode elementarnih delitelja. Najvec´i invarijantni faktor je proizvod najvec´ih
razlicˇitih stepena nesvodljivih polinoma iz skupa elementarnih delitelja. Sledec´i
najvec´i invarijantni faktor je proizvod najvec´ih razlicˇitih stepena nesvodljivih poli-
noma iz skupa preostalih elementarnih delitelja, itd. Listu elementarnih delitelja
delimo na k podlista, svaka podlista odgovara jednoj sopstvenoj vrednosti opera-
tora T (matrice B). U okviru svake od podlista elementarne delitelje sortiramo po
rastuc´im stepenima. Dodavanjem, ako je potrebno, konstantnih polinoma jednakih
1 na pocˇetak neke od podlista izjednacˇavamo broj elemenata u svim podlistama.
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I na kraju, i-ti invarijantni faktor dobijamo kao proizvod i-tih elemenata u svim
podlistama.
Neka je B = (e1, e2, . . . , en) polazna baza vektorskog prostora V nad poljem K. Vek-
torski prostor V mozˇemo posmatrati i kao K[x]-modul, pa elementi {e1, e2, . . . , en}
cˇine i generatorski skup od V . Neka je {fn−m+1, fn−m+2, . . . , fn} skup genera-
tora ciklicˇnih faktora u dekompoziciji na invarijantne faktore K[x]-modula V , tj.
neka za elemente fn−m+1, fn−m+2, . . . , fn vazˇi V = K[x]fn−m+1 ⊕ . . . ⊕ K[x]fn ∼=
K[x]/a1(x) ⊕ . . . ⊕K[x]/am(x), gde su a1(x), a2(x), . . . , am(x) invarijantni faktori.
Dekompozicija na elementarne delitelje K[x]-modula V dobija se iz dekompozicije
na invarijantne faktore primenom Kineske teoreme o ostacima na ciklicˇne faktore
K[x]/a1(x), . . . , K[x]/am(x). Preciznije, neka je ai(x)=(x−λ1)α1(x−λ2)α2. . . (x−λs)αs,
1 ≤ i ≤ m, gde su λ1, λ2, . . . , λs razlicˇite sopstvene vrednosti operatora T koji
dejstvuje na V kao mnozˇenje sa x i α1, α2, . . . , αs ∈ N0. Tada je na osnovu Teoreme
1.15 generator ciklicˇnog faktora K[x]/(x − λj)αj elementarnog delitelja (x − λj)αj
invarijantnog faktora ai(x) element gij =
ai(x)
(x−λj)αj fn−m+i. Vektorska baza za ciklicˇne
faktore K[x]/(x − λj)αj je (gij, (x − λ)gij, . . . , (x − λ)αj−1gij). Pa je nova baza
vektorskog prostora V unija baza odgovarajuc´ih ciklicˇnih faktora. Oznacˇimo sa S
matricu cˇije vrste predstavljaju koordinate vektora nove baze u bazi B. Tada je S
matrica prelaska sa nove baze na bazu B. Pa je S · B · S−1 matrica u Zˇordanovoj
kanonskoj formi.
Ako primenimo prethodno razmatranje na vektorski prostor V = Kn cˇiji su elementi
n × 1 kolone sa koeficijentima u polju K sa standardnom bazom (e1, e2, . . . , en) i
linearni operator T : V → V cˇija je matrica u odnosu na bazu (e1, e2, . . . , en) matrica
B, onda je S ·B · S−1 matrica u Zˇordanovoj kanonskoj formi slicˇna matrici B.
2.7 Uopsˇteni sopstveni vektori
U ovoj sekciji uvesˇc´emo algebarsku i geometrijsku viˇsestrukost sopstvene vrednosti
λ kvadratne matrice B, uopsˇtene sopstvene vektore i uopsˇteni sopstveni prostor koji
odgovaraju λ. Dac´emo vezu izmed-u broja i dimenzije Zˇordanovih blokova koji odgo-
varaju sopstvenoj vrednosti λ sa geometrijskom viˇsestukosˇc´u i stepenima elemen-
tarnih delitelja pridruzˇenih λ, kao i vezu uopsˇtenog sopstvenog prostora sa stepenom
odgovarajuc´eg faktora u minimalnom i karakteristicˇnom polinomu. Takod-e c´emo
dati eksplicitan oblik matrice transformacije S matrice B u njenu Zˇordanovu formu
J u zavisnosti od uopsˇtenih sopstvenih vektora, prema [37, 1, 60].
Neka je B proizvoljna n × n matrica nad poljem K i neka je λ sopstvena vrednost
matrice B. Nenula vektor v = [v1v2 . . . vn]
T ∈ Kn×1 za koji postoji k ∈ N takvo da
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vazˇi (B − λI)kv = O, nazivamo uopsˇtenim sopstvenim vektorom matrice B
koji odgovara sopstvenoj vrednosti λ. Najmanji takav broj k nazivamo indeksom
uopsˇtenog sopstvenog vektora. Primetimo da je svaki sopstveni vektor matrice B
uopsˇteni sopstveni vektor cˇiji je indeks jednak 1. Za sopstveni vekor v vazˇi da je
(B − λI)0v = v 6= O i imamo ekvivalenciju jednakosti Bv = λv i (B − λI)v = O.
Neka je Vk = Ker(B−λI)k = {v ∈ Kn×1 | (B−λI)kv = O}, za k ∈ N. Ako su k i p
prirodni brojevi za koje vazˇi k < p, onda je Vk ⊆ Vp. Zaista, za v ∈ Vk imamo da je
(B−λI)kv = O, pa vazˇi (B−λI)pv = (B−λI)p−k(B−λI)kv = (B−λI)p−kO = O.
Odakle zakljucˇujemo Vk ⊆ Vp. Odnosno imamo da je V1⊆V2⊆ . . .⊆Vk⊆ . . .⊆Kn×1.
Kako je vektorski prostor Kn×1 konacˇno dimenzionalan dati rastuc´i lanac vektorskih
prostora je konacˇan. Vazˇi i jacˇe tvrd-enje. Ako je Vk = Vk+1, onda je Vk+1 = Vk+2.
Za v ∈ Vk+2 vazˇi (B − λI)k+2v = (B − λI)k+1(B − λI)v = O, odakle zakljucˇujemo
da je (B − λI)v ∈ Vk+1 = Vk. Pa je (B − λI)k(B − λI)v = O odakle dobijamo da
je v ∈ Vk+1. Prema tome, imamo V1 ⊂ V2 ⊂ . . . ⊂ Vk.
Skup Vλ svih vektora v∈Kn×1 za koje postoji j∈N takvo da vazˇi (B−λI)jv=O cˇini
vektorski prostor koji nazivamo uopsˇtenim sopstvenim prostorom sopstvene
vrednosti λ matrice B. Za vektorski prostor Vλ vazˇi Vλ =
⋃k
j=1 Vj = Vk. Primenimo
Teoremu 1.15 na vektorski prostor Kn×1 koji razmatramo kao K[x]-modul, gde x
dejstvuje na Kn×1 kao mnozˇenje sa matricom B, odnosno za svako v ∈ Kn×1 vazˇi
x · v = B · v. Anhilator K[x]-modula Kn×1 je generisan minimalnim polinomom
µB(x) = (x− λ1)m1(x− λ2)m2 . . . (x− λt)mt
matrice B. Kako su λ1, . . . , λt razlicˇite sopstvene vrednosti matrice B, imamo da
su (x − λ1)m1 , . . . , (x − λt)mt stepeni neasociranih nesvodljivih polinoma i da je
Kn×1 ∼= Vλ1 ⊕ . . . ⊕ Vλt . Vektorski prostori Vλi su (x − λi)-primarne komponente
cˇiji su anhilatori generisani polinomima (x− λi)mi , 1 ≤ i ≤ t. Odakle zakljucˇujemo
da niz vektorskih prostora V1 ⊂ . . . ⊂ Vk pridruzˇenih sopstvenoj vrednosti λ ima
onoliko cˇlanova koliki je stepen sopstvene vrednosti λ u minimalnom polinomu, tj.
k = mλ, gde je mλ viˇsestrukost korena λ u minimalnom polinomu matrice B.
Zatim, ako su dimenzije vektorskih prostora V1 i V2 jednake redom n1 i n2 onda je
n2−n1 ≤ n1. Pretpostavimo suprotno da je n2−n1 > n1. Neka je (v1, . . . , vn1) baza
vektorskog prostora V1, a (v1, . . . , vn1 , vn1+1, . . . , vn2) baza vektorskog prostora V2.
Za svako i, 1≤ i≤n2−n1 vazˇi (B−λI)2vn1+i=O, odnosno (B−λI)vn1+i ∈ V1. Ali kako
je dimenzija od V1 jednaka n1 i kako je n2−n1>n1, vektori (B−λI)vn1+1, . . . (B−λI)vn2
su linearno zavisni. Pa postoje elementi c1, . . . cn2−n1 ∈ K takvi da je
c1(B − λI)vn1+1 + . . .+ cn2−n1(B − λI)vn2 = O,
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odnosno (B − λ I )( c1 vn1+1 + . . . + cn2−n1 vn2 ) = O. Odakle zakljucˇujemo da
je c1vn1+1 + . . . + cn2−n1vn2 ∈ V1. Prema tome, postoje elementi d1, . . . dn1 ∈ K
takvi da je c1vn1+1 + . . . + cn2−n1vn2 = d1v1 + . . . + dn1vn1 , sˇto je suprotno
cˇinjenici da su elementi v1, . . . , vn1 , vn1+1, . . . vn2 linearno nezavisni, odnosno da cˇine
bazu za V2. Ova cˇinjenica vazˇi za svaka dva uzastopna prostora.
Uopsˇteni sopstveni prostori Vλi , 1 ≤ i ≤ t, su invarijantni u odnosu na mnozˇenje
sa matricom B. Neka je v ∈ Vλi . Tada je (B − λiI)mi v = O. Matrice B i
(B − λiI)mi su permutabilne jer su (B − λiI)mi matricˇni polinomi mi-tog stepena
po B. Pa je (B−λiI)mi(Bv) = B((B−λiI)miv) = B ·O = O. Odakle zakljucˇujemo
da je Bv ∈ Vλi . Oznacˇimo sa S matricu reda n cˇije su kolone bazni vektori prostora
Vλi , 1≤ i≤ t. Matrica S je invertibilna, jer su joj kolone linearno nezavisni vektori.
Matrica B˜ = S−1 · B · S je blok dijagonalna matrica oblika Bλ1 ⊕ . . .⊕ Bλt , gde su
blokovi Bλi matrice reda ki cˇije su kolone koordinate baznih vektora pomnozˇene sleva
sa B u datoj bazi i ki je dimezija vektorskog prostora Vλi , , 1 ≤ i ≤ t. Jasno je iz
definicije matrice B˜ da su matrice B i B˜ slicˇne. Na osnovu Teoreme 2.8 slicˇne matrice
imaju iste karakteristicˇne polinome. Karakteristicˇni polinom matrice B˜ jednak je
proizvodu karakteristicˇnih polinoma njenih blokova Bλi , 1 ≤ i ≤ t. Pa karakteri-
sticˇni polinom matrice Bλi deli karakteristicˇni polinom matrice B. Pokazˇimo da
matrica Bλi ima samo jednu sopstvenu vrednost λi. Pretpostavimo suprotno da
matrica Bλi ima sopstvenu vrednost λj razlicˇitu od λi. Tada postoji nenula vektor
u ∈ Kki×1 takav da vazˇi Bλiu = λju. Definiˇsimo vektor u˜ ∈ Kn×1 blokovski
u˜ = [ O︸︷︷︸
k1
. . . O︸︷︷︸
ki−1
u O︸︷︷︸
ki+1
. . . O︸︷︷︸
kt
]T . Tada je S · u˜ linearna kombinacija baznih vektora
vektorskog prostora Vλi . Sa druge strane imamo
B˜ · u˜ = [O . . .O Bλiu O . . .O]T = [O . . .O λju O . . .O]T = λju˜.
Kako je B ·S = S ·B˜, imamo da je (B ·S)·u˜ = (S ·B˜)·u˜, odnosno B ·(S ·u˜) = λj(S ·u˜).
I zakljucˇujemo da je S · u˜ sopstveni vektor matrice B pridruzˇen sopstvenoj vrednosti
λj. Pa S · u˜ pripada Vλj , sˇto je kontradikcija sa cˇinjenicom da je S · u˜ ∈ Vλi . Kako
je λi jedina sopstvena vrednost matrice Bλi imamo da je karakteristicˇni polinom
date matrice ∆Bλi (x) = (x − λi)ki . Ako oznacˇimo karakteristicˇni polinom matrice
B sa ∆B(x) = (x − λ1)n1 . . . (x − λt)nt , onda za svako i, 1 ≤ i ≤ t, vazˇi ki ≤ ni.
Kako je k1 + k2 + . . . + kt = n = n1 + n2 + . . . nt, zakljucˇujemo ki = ni, 1 ≤ i ≤ t.
Dimenzije uopsˇtenih sopstvenih prostora jednake su viˇsestrukostima korena λi u
karakteristicˇnom polinomu matrice B i u daljem tekstu c´emo ih nazivati algebarske
visˇestrukosti sopstvenih vrednosti λi. Dimenzije sopstvenih prostora nazivamo
geometrijskim visˇestrukostima od λi.
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Broj Zˇordanovih blokova koji su pridruzˇeni sopstvenoj vrednosti λ jednak je geo-
metrijskoj viˇsestrukosti od λ, njihove dimenzije su jednake stepenima odgovarajuc´ih
elementarnih delitelja, a zbir im je jednak algebarskoj viˇsestrukosti od λ.
Za konkretnu sopstvenu vrednost λ razmotrimo oblik Zˇordanovih blokova pridruzˇenih
λ u zavisnosti od njene algebarske i geometrijske viˇsestrukosti. Ako je algebarska
viˇsestrukost jednaka geometrijskoj, onda je uopsˇteni sopstveni prostor jednak sop-
stvenom prostoru i odgovarajuc´a baza je sacˇinjena od sopstvenih vektora, pa je
matrica Bλ skalarna matrica λI i svi blokovi pridruzˇeni sopstvenoj vrednost λ su
dimenzije 1. Ako je geometrijska viˇsestrukost sopstvene vrednosti λ jednaka 1, a
algebarska viˇsestrukost jednaka k, onda postoji samo jedan sopstveni vektor koji
odgovara λ i samo jedan Zˇordanov blok dimenzije k. Neka je vk uopsˇteni sopstveni
vektor indeksa k. Tada je vk−1 = (B−λI)vk uopsˇteni sopstveni vektor indeksa k−1.
Za vektor vk−1 vazˇi da je
(B − λI)k−1vk−1 = (B − λI)k−1((B − λI)vk) = (B − λI)kvk = O i
(B − λI)k−2vk−1 = (B − λI)k−2((B − λI)vk) = (B − λI)k−1vk 6= O.
Ovim postupkom mozˇemo definisati i vektore vk−2, . . . , v1 sa
vk−2 = (B − λI)vk−1 = (B − λI)2vk
vk−3 = (B − λI)vk−2 = (B − λI)3vk
...
v2 = (B − λI)v3 = (B − λI)k−2vk
v1 = (B − λI)v2 = (B − λI)k−1vk.
Vektori vk, . . . , v1 su uopsˇteni sopstveni vektori koji odgovaraju sopstvenoj vred-
nosti λ koji redom imaju indekse k, . . . , 1. Odgovarajuc´i skup {vk, . . . , v1} nazivamo
lancem uopsˇtenih sopstvenih vektora , vektor vk nazivamo vrhom lanca , a v1
dnom . Lanac {vk, . . . , v1} je jedinstveno odred-en izborom vektora vk. Razmotrimo
uopsˇtene sopstvene vektore Zˇordanove k × k matrice
J=

λ 1 . . . 0 0
0 λ . . . 0 0
...
...
...
...
0 0 . . . λ 1
0 0 . . . 0 λ

.
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Primetimo da je
J − λI=

0 1 . . . 0 0
0 0 . . . 0 0
...
...
...
...
0 0 . . . 0 1
0 0 . . . 0 0

.
Neka je ej kolona cˇija je j-ta komponenta jednaka 1 a sve ostale su 0 i gde je
1 ≤ j ≤ k. Za vektore ek, ek−1, . . . , e2, e1 vazˇi
ek−1 = (J − λI)ek
ek−2 = (J − λI)ek−1
...
e2 = (J − λI)e3
e1 = (J − λI)e2
O = (J − λI)e1.
Odakle zakljucˇujemo da je uopsˇteni sopstveni prostor koji odgovara jedinoj sop-
stvenoj vrednosti λ matrice J jednak Kk. Neka je B matrica reda k koja je
slicˇna matrici J . Interesuje nas da odredimo matricu transformacije S za koju
vazˇi J = S−1 · B · S uz pomoc´ uopsˇtenih sopstvenih vektora matrice B. Pokazˇimo
da su vektori vk, . . . , v1, koji cˇine lanac uopsˇtenih sopstvenih vektora, linearno neza-
visni, odnosno ukoliko je c1v1 + c2v2 + . . . + ckvk = O, za c1, . . . , ck ∈ K, da je
c1 = c2 = . . . = ck = 0. Kako je vi = (B − λI)k−ivk, 1 ≤ i ≤ k − 1, imamo da je
c1(B − λI)k−1vk + c2(B − λI)k−2vk + . . .+ ck−1(B − λI)vk + ckvk = O.
Mnozˇenjem date jednakosti sa (B − λI)k−1 dobijamo
c1(B−λI)2k−2vk + c2(B−λI)2k−3vk + . . .+ ck−1(B−λI)kvk + ck(B−λI)k−1vk = O.
Kako je k najmanji prirodan broj za koji vazˇi (B − λI)kvk = O, zakljucˇujemo da je
(B−λI)k−1vk 6= O. Zatim za svako i, k ≤ i ≤ 2k−2, imamo da je (B − λI)ivk = O,
pa se prethodna jednakost svodi na ck(B − λI)k−1vk = ckv1 = O i kako je v1 6= O
zakljucˇujemo da je ck = 0. Prema tome, polazna jednakost je oblika
c1v1 + c2v2 + . . .+ ck−1vk−1 = O.
Izrazˇavanjem vektora v1, v2, . . . , vk−1 u funkciji od vk, mnozˇenjem date jednakosti sa
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(B−λI)k−2 i slicˇnim razmatranjem prethodno izlozˇenom dobijamo da je ck−1v1 = O,
odnosno ck−1 = 0. Nastavljajuc´i u ovom duhu zakljucˇujemo da je c1 = . . . = ck = 0.
Kako su vektori v1, . . . , vk linearno nezavisni, k×k matrica S cˇije je i-ta kolona vektor
vi je invertibilna. Pokazˇimo josˇ da je J = S
−1 · B · S, odnosno da je S · J = B · S.
Oznacˇimo sa (B ·S)↓j j-tu kolonu matrice B ·S. Tada imamo da je (B ·S)↓j = B ·vj =
(B−λI)·vj+λvj = vj−1+λvj. Primetimo da je proizvod matrice S = [ v1 | v2 | . . . | vk ]
i matrice J − λI = [ 0 | e1 | . . . | ek−1 ] jednak S · (J − λI) = [ 0 | v1 | . . . | vk−1 ]. Pa
imamo da je S ·J = S ·λI+S · (J−λI) = [λv1 |λv2 | . . . |λvk ]+ [ 0 | v1 | . . . | vk−1 ] =
[λv1 |λv2 + v1 | . . . |λvk + vk−1 ] Ako oznacˇimo sa (S · J)↓j j-tu kolonu matrice S · J ,
onda je (S ·J)↓j = λvj +vj−1, za v0 = O. Cˇime je leva strana jednakosti S ·J = B ·S
jednaka desnoj.
Razmotrimo poslednju moguc´nost. Neka je algebarska viˇsestrukost sopstvene vred-
nosti λ vec´a od geometrijske i neka je geometrijska viˇsestrukost vec´a od 1. Neka je
V1⊂V2⊂ . . .⊂Vm rastuc´i lanac vektorskih prostora, za Vi=Ker{v | (B−λI)iv=O}.
Neka je dimenzija vektorskog prostora Vi jednaka ni, 1 ≤ i ≤ m. Tada je uopsˇteni
sopstveni prostor jednak Vm i algebarska viˇsestrukost je jednaka nm. Vektorski
prostor V1 je sopstveni prostor i geometrijska viˇsestrukost je jednaka njegovoj di-
menziji n1. Formirajmo n1 lanaca uopsˇtenih sopstvenih vektora na sledec´i nacˇin. Za
svaki od uopsˇtenih sopstvenih vektora indeksa m sopstvene vrednosti λ formirajmo
lanac uopsˇtenih vektora. Takvih lanaca imamo nm − nm−1. Zatim formiramo lance
uopsˇtenih sopstvenih vektora indeksa m− 1 od vektora koji ne ucˇestvuju u lancima
duzˇine m. Datih lanaca ima nm−1−nm−2− (nm−nm−1) = 2nm−1 − nm − nm−2.
Nastavljajuc´i ovaj postupak stizˇemo do lanaca duzˇine 1. Neka su vk i up dva
uopsˇtena sopstvena vektora indeksa redom k i p koji odgovaraju istoj sopstvenoj
vrednosti λ. Neka su {vk, . . . , v1} i {up, . . . , u1} lanci uopsˇtenih sopstvenih vek-
tora cˇiji su vrhovi vektori vk i up. Ako su sopstveni vektori v1 i u1 linearno neza-
visni onda su i vektori vk, . . . , v1, up, . . . , u1 linearno nezavisni. Odnosno, ako je
c1v1 + . . . + ckvk + d1u1 + . . . + dpup = O, za c1, . . . , ck, d1, . . . , dp ∈ K, onda je
c1 = . . . = ck = d1 = . . . = dp = 0. Kako je vi = (B − λI)k−ivk, 1 ≤ i ≤ k − 1, i
ui = (B − λI)p−iup, 1 ≤ i ≤ p− 1, imamo da je
c1(B − λI)k−1vk + . . . + ck−1(B − λI)vk + ckvk +
d1(B − λI)p−1up + . . . + dp−1(B − λI)up + dpup = O.
Neka je k ≥ p. Mnozˇenjem date jednakosti sa (B − λI)k−1 dobijamo
c1(B − λI)2k−2vk + . . . + ck−1(B − λI)kvk + ck(B − λI)k−1vk +
d1(B − λI)k+p−2up + . . . + dp−1(B − λI)kup + dp(B − λI)k−1up = O.
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Data jednacˇina se svodi za k > p na ckv1 = O, odakle zakljucˇujemo da je ck = 0.
Za k = p dobijamo ckv1 + dpu1 = O. Kako su vektori v1 i u1 linearno nezavisni
dobijamo ck = dp = 0. Nasˇa jednacˇina sada postaje za k > p
c1(B − λI)k−1vk + . . . + ck−1(B − λI)vk +
d1(B − λI)p−1up + . . . + dp−1(B − λI)up + dpup = O,
odnosno za k = p
c1(B − λI)k−1vk + . . . + ck−1(B − λI)vk +
d1(B − λI)p−1up + . . . + dp−1(B − λI)up = O.
Mnozˇenjem datih jednakosti sa (B − λI)k−2 dobijamo za k − 1 > p da je ck−1 = 0,
za k − 1 = p imamo ck−1v1 + dpu1 = O, odakle iz linearne nezavisnosti vektora v1
i u1 zakljucˇujemo ck−1 = dp = 0, i na kraju za k = p imamo ck−1 = dp−1 = 0.
Nastavljajuc´i ovaj postupak dobijamo c1 = . . . = ck = d1 = . . . = dp = 0.
Ako formiramo n× n matricu S od lanaca uopsˇtenih sopstvenih vektora koji odgo-
varaju svim sopstvenim vrednostima matrice B dobijamo da je B · S = S · J ,
za J = J1 ⊕ J2 ⊕ . . .⊕ Jt, gde je t broj linearno nezavisnih sopstvenih vektora ma-
trice B. Posˇto su vektori koji formiraju matricu S linearno nezavisni matrica S je
invertibilna.
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3 Parcijalna redukcija linearnih sistema
operatorskih jednacˇina
U okviru ove sekcije prikazac´emo primenu Zˇordanove i racionalne kanonske forme
na redukciju linearnih sistema operatorskih jednacˇina. Promenom baze dobijamo
jednostavniji oblik sistema, odnosno sistem kod koga su promenljive razdvojene u
podsisteme koji odgovaraju blokovima u Zˇordanovoj i racionalnoj kanonskoj formi.
Promenljive u razlicˇitim podsistemima su med-usobno nezavisne. U slucˇaju Zˇorda-
nove forme sve jednacˇine su linearne operatorske jednacˇine prvog reda po najviˇse
dve promenljive, a u slucˇaju racionalne forme svaki podsistem se sastoji od jedne
linearne operatorske jednacˇine viˇseg reda po samo jednoj promenljivoj i linearnih
operatorskih jednacˇina prvog reda po dve promenljive. Zˇordanova kanonska forma
zahteva da je polje nad kojim radimo algebarski zatvoreno, dok kod racionalne
kanonske forme nemamo nikakve dodatne uslove. Prvo c´emo ilustrovati metodu par-
cijalne redukcije za linearne sisteme operatorskih jednacˇina po dve ili tri promenljive,
a zatim c´emo prikazati opsˇti slucˇaj.
3.1 Parcijalna redukcija linearnih sistema dve operatorske
jednacˇine
Neka je K algebarski zatvoreno polje, V vektorski prostor nad poljem K, i neka je
A : V → V linearni operator. Linearni sistem operatorskih jednacˇina sa konstantnim
koeficijentima po promenljivim x1 i x2 je sistem oblika
A(x1) = b11x1 + b12x2 + ϕ1
A(x2) = b21x1 + b22x2 + ϕ2,
gde su b11, b12, b21, b22 ∈ K i ϕ1, ϕ2 ∈ V . Dati sistem mozˇemo zapisati i u vek-
torskom obliku ~A(~x) = B~x + ~ϕ, gde je vektorski operator ~A : V 2 → V 2 definisan
pokoordinatno sa ~A = [A A]T , ~x = [x1 x2]
T kolona nepoznatih, a ~ϕ = [ϕ1 ϕ2]
T
kolona slobodnih cˇlanova. Interesuje nas Zˇordanova kanonska forma matrice si-
stema B =
[
b11 b12
b21 b22
]
. Neka su λ1 i λ2, ne obavezno razlicˇite, sopstvene vrednosti
matrice B. Ako je λ1 6= λ2, onda je na osnovu Teoreme 2.9 minimalni polinom
matrice B jednak karakteristicˇnom, a na osnovu Posledice 2.25, posˇto minimalni
polinom ima razlicˇite korene, imamo da je matrica B slicˇna dijagonalnoj matrici
D = diag(λ1, λ2). Za λ1 = λ2 imamo dve moguc´nosti. Prvo ukoliko je minimalni
polinom matrice B jednak karakteristicˇnom na osnovu posledice 2.25 zakljucˇujemo
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da je Zˇordanova forma matrice B oblika J =
[
λ1 1
0 λ1
]
. Zatim neka je minimalni
polinom oblika x−λ1, na osnovu posledice 2.25 dobijamo da je Zˇordanova kanonska
forma matrice B dijagonalna matrica D = diag(λ1, λ1). Neka za invertibilnu 2 × 2
matricu S vazˇi da je J = S ·B ·S−1 matrica u Zˇordanovoj kanonskoj formi. Tada dati
sistem mozˇemo svesti na sistem oblika ~A(~y) = J~y+ ~ψ, gde je ~y = S~x i ~ψ = S~ϕ. Ako
je matrica J jednaka dijagonalnoj diag(λ1, λ2) polazni sistem se svodi na totalno
redukovani sistem, tj. sistem u kome su sve promenljive razdvojene jednacˇinama
sistema i koji je oblika
A(y1) = λ1y1 + ψ1
A(y2) = λ2y2 + ψ2.
Ako je matrica J oblika
[
λ1 1
0 λ1
]
, onda se sistem svodi na sistem oblika
A(y1) = λ1y1 + y2 + ψ1
A(y2) = λ1y2 + ψ2,
koji je ekvivalentan polaznom sistemu. Oznacˇimo sa ∆B(x) karakteristicˇni polinom
matrice B. Promenljivu y2 mozˇemo izraziti u funkciji od y1 koristec´i prvu jednacˇinu
y2 = (A − λ1)(y1) − ψ1. Zamenom dobijenog izraza u drugu jednacˇinu dobijamo
sistem
∆B(A)(y1) = (A− λ1)(ψ1) + ψ2
y2 = (A− λ1)(y1)− ψ1.
Dejstvom operatora A−λ1 na drugu jednacˇinu i zamenom izraza ∆B(A)(y1) iz prve
jednacˇine u datu dobijamo totalno redukovani sistem oblika
∆B(A)(y1) = ψ2 + (A− λ1)(ψ1)
(A− λ1)(y2) = ψ2.
Razmotrimo sada racionalnu kanonsku formu matrice B. Ako je minimalni polinom
matrice B jednak njenom karakteristicˇnom, onda je racionalna kanonska forma C
matrice B sastavljena iz samo jednog bloka, odnosno C =
[
0 1
−d2 −d1
]
, gde je
∆B(x) = x
2 + d1x + d2. Ako je minimalni polinom matrice B stepena 1, onda je
λ1 = λ2 i matrica B ima dva jednaka invarijantna faktora, pa je racionalna kanonska
forma sastavljena iz dva bloka i vazˇi C = diag(λ1, λ1). Kao i u slucˇaju Zˇordanove
forme, postoji invertibilna 2 × 2 matrica T takva da je C = T · B · T−1 matrica u
racionalnoj kanonskoj formi. Polazni sistem svodimo na sistem oblika ~A(~z) = C~z+~ν,
gde je ~z = T~x i ~ν = T ~ϕ. Ako je matrica C jednaka dijagonalnoj diag(λ1, λ1) polazni
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sistem se svodi na totalno redukovani sistem
A(z1) = λ1z1 + ν1
A(z2) = λ1z2 + ν2.
Ako je matrica C sastavljena iz samo jednog bloka odgovarajuc´i sistem je oblika
A(z1) = z2 + ν1
A(z2) = −d2z1 − d1z2 + ν2.
Iz prve jednacˇine dobijamo da je z2 = A(z1)− ν1, i zamenom datog izraza u drugu
jednacˇinu dobijamo sistem
∆B(A)(z1) = A(ν1) + d1ν1 + ν2
z2 = A(z1)− ν1.
Primetimo da je A(ν1) glavni minor reda 1 koji sadrzˇi prvu vrstu i kolonu matrice[
A(ν1) 1
A(ν2) −d1
]
, a −(d1ν1 + ν2) glavni minor reda 2 matrice
[
ν1 1
ν2 −d1
]
.
3.2 Parcijalna redukcija linearnih sistema tri operatorske
jednacˇine
Razmotrimo sada linearni sistem operatorskih jednacˇina sa konstantnim koeficijen-
tima po promenljivim x1, x2 i x3 oblika
A(x1) = b11x1 + b12x2 + b13x3 + ϕ1
A(x2) = b21x1 + b22x2 + b23x3 + ϕ2
A(x3) = b31x1 + b32x2 + b33x3 + ϕ3.
Neka su λ1, λ2 i λ3 sopstvene vrednosti matrice sistema B i neka je ∆B(x ) =
x3 + d1x
2 + d2x+ d3 karakteristicˇni polinom od B. Neka su S i T invertibilne 3× 3
matrice nad poljem K takve da je J = S · B · S−1 Zˇordanova, a C = T · B · T−1
racionalna kanonska forma matrice B. Odgovarajuc´i redukovani sistemi polaznog
sistema su ~A(~y) = J~y+ ~ψ, odnosno ~A(~z) = C~z+ ~ν, gde je ~y = S~x, ~ψ = S~ϕ, ~z = T~x
i ~ν = T ~ϕ.
Razmotrimo oblike datih sistema u zavisnosti od oblika Zˇordanove i racionalne
kanonske forme matrice B. Neka su λ1, λ2 i λ3 razlicˇiti elementi polja K. Tada
je minimalni polinom matrice B jednak njenom karakteristicˇnom polinomu. Svi
koreni minimalnog polinoma su razlicˇiti i Zˇordanova forma je dijagonalna matrica
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diag(λ1, λ2, λ3). Minimalni polinom u ovom slucˇaju je jedini invarijantni faktor,
pa je racionalna kanonska forma C matrice B matrica oblika
 0 1 00 0 1
−d3 −d2 −d1
.
Sistem koji odgovara Zˇordanovoj formi je totalno redukovani sistem oblika
A(y1) = λ1y1 + ψ1
A(y2) = λ2y2 + ψ2
A(y3) = λ3y3 + ψ3.
Odgovarajuc´i sistem za racionalnu kanonsku formu je
A(z1) = z2 + ν1
A(z2) = z3 + ν2
A(z3) = −d3z1 − d2z2 − d1z3 + ν3.
Iz prve dve jednacˇine dobijamo da je z2 = A(z1)− ν1 i z3 = A(z2)− ν2, i zamenom
u trec´u jednacˇinu dobijamo sistem
∆B(z1) = A
2(ν1) + A(ν2) + d1A(ν1) + d2ν1 + d1ν2 + ν3
z2 = A(z1)− ν1
z3 = A(z2)− ν2.
Primetimo da je
A2(ν1) + A(ν2) + d1A(ν1) + d2ν1 + d1ν2 + ν3 =
A2(ν1) 1 0
A2(ν2) 0 1
A2(ν3) −d2 −d1
−

A(ν1) 1 0
A(ν2) 0 1
A(ν3) −d2 −d1
+

ν1 1 0
ν2 0 1
ν3 −d2 −d1

,
pri cˇemu su uokvireni minori cˇije sume racˇunamo.
Neka je λ1 = λ2 6= λ3. Ako je minimalni polinom matriceB jednak njenom karakteri-
sticˇnom polinomu, onda Zˇordanova kanonska forma J matrice B ima dva bloka
jedan dimenzije 2, drugi dimenzije 1, koji odgovaraju sopstvenim vrednostima λ1 i
λ3, odnosno J =
 λ1 1 00 λ1 0
0 0 λ3
. Odgovarajuc´i sistem u ovom slucˇaju je sistem u
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kome su promenljive razdvojene po blokovima (parcijalno redukovani sistem) oblika
A(y1) = λ1y1 + y2 + ψ1
A(y2) = λ1y2 + ψ2
A(y3) = λ3y3 + ψ3.
Dejstvom linearnog operatora A−λ1 na prvu jednacˇinu dobijenog sistema i zamenom
(A− λ1)(y2) sa ψ2 dobijamo totalno redukovani sistem
(A− λ1)2(y1) = ψ2 + (A− λ1)(ψ1)
(A− λ1) (y2) = ψ2
(A− λ3) (y3) = ψ3.
Racionalna kanonska forma C matrice B ima jedan blok i razmatranje sistema je isto
kao u slucˇaju razlicˇitih sopstvenih vrednosti. Ako je minimalni polinom matrice B
polinom stepena 2 cˇiji su koreni razlicˇiti koreni karakteristicˇnog polinoma, odnosno
ako je minimalni polinom µB(x) = (x−λ1)(x−λ3), onda je Zˇordanova forma matrice
B dijagonalna matrica diag(λ1, λ1, λ3). I kao u slucˇaju razlicˇitih sopstvenih vrednosti
jednostavno formiramo totalno redukovani sistem. Racionalna kanonska forma C
matrice B ima dva bloka i oblika je
 λ1 0 00 0 1
0 −g2 −g1
, gde je µB(x) = x2 + g1x+ g2.
Prema tome, polazni sistem se transformiˇse u sistem oblika
A(z1) = λ1z1 + ν1
A(z2) = z3 + ν2
A(z3) = −g2z2 − g1z3 + ν3.
Dati sistem se sastoji od dva nezavisna podsistema, prvi koji sadrzˇi samo jednu
jednacˇinu po z1 i drugi koji sadrzˇi dve jednacˇine po promenljivim z2 i z3. Podsistem
po promenljivim z2 i z3 je oblika kao poslednji sistem koji smo razmatrali u slucˇaju
dve promenljive. Odgovarajuc´im transformacijama dobijamo
(A− λ1)(z1) = ν1
µB(A)(z2) = A(ν2) + g1ν2 + ν3
z3 = A(z2)− ν2.
Pretpostavimo da je λ1 = λ2 = λ3. Ako je minimalni polinom matrice B jed-
nak karakteristicˇnom polinomu, onda je Zˇordanova forma matrice B sastavljena
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iz jednog bloka, odnosno J =
 λ1 1 00 λ1 1
0 0 λ1
. Promenom baze pomoc´u matrice
transformacije S dobijamo sistem
A(y1) = λ1y1 + y2 + ψ1
A(y2) = λ1y2 + y3 + ψ2
A(y3) = λ1y3 + ψ3.
Dejstvom operatora A − λ1 na drugu jednacˇinu i operatora (A − λ1)2 na prvu i
eliminacijom promenljive y3 iz druge i y2 iz prve jednacˇine dobijamo sistem
(A− λ1)3(y1) = ψ3 + (A− λ1)(ψ2) + (A− λ1)2(ψ1)
(A− λ1)2(y2) = ψ3 + (A− λ1)(ψ2)
(A− λ1) (y3) = ψ3.
U ovom slucˇaju je i racionalna kanonska forma C matrice B sastavljena iz jednog
bloka i dobijamo jedan od slucˇajeva koji smo vec´ razmatrali. Neka za minimalni
polinom µB matrice B vazˇi µB(x) = (x − λ1)2. Tada i Zˇordanova i racionalna
kanonska forma imaju po dva bloka. Pa se razmatranje svodi na jedan od prethodnih
slucˇajeva. Ako je minimalni polinom matrice B oblika µB(x) = x−λ1. Onda matrica
B ima tri invarijantna faktora i tri elementarna delitelja koji su jednaki x− λ1. Pa
su i Zˇordanova i racionalna forma jednake dijagonalnoj matrici diag(λ1, λ1, λ1), a
odgovarajuc´i totalno redukovani sistem je
(A− λ1)(y1) = ψ1
(A− λ1)(y2) = ψ2
(A− λ1)(y3) = ψ3.
3.3 Parcijalna redukcija linearnih sistema - opsˇti slucˇaj
Uvedimo osnovne pojmove i notaciju potrebnu za dalje razmatranje. Neka je V
vektorski prostor nad poljem K i neka je A : V → V linearni operator. Linearni
sistem operatorskih jednacˇina sa konstantnim koeficijentima po promenljivim
xi, 1 ≤ i ≤ n, je sistem oblika
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
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gde su bij ∈ K i ϕi ∈ V . Matrica B = [bij]n×n ∈ Kn×n je matrica sistema, a
~ϕ = [ϕ1 . . . ϕn]
T ∈ V n×1 je kolona slobodnih cˇlanova. Ukoliko je ~ϕ = ~0 sistem
nazivamo homogenim. U suprotnom kazˇemo da je sistem nehomogen. Neka je
~x = [x1 . . . xn]
T kolona nepoznatih vektora, i neka je vektorski operator
~A : V n×1 → V n×1 definisan pokoordinatno sa ~A(~x) = [A(x1) . . . A(xn)]T . Tada dati
sistem mozˇemo zapisati i u vektorskom obliku
~A(~x) = B~x+ ~ϕ.
Prvo c´emo razmatrati transformaciju datog sistema prelaskom na novu bazu u kojoj
je matrica sistema u Zˇordanovoj kanonskoj formi, a zatim c´emo se baviti redukcijom
sistem koriˇsc´enjem racionalne kanonske forme.
Lema 3.1 Neka je J Zˇordanova kanonska forma matrice B, tj. neka postoji n× n
invertibilna matrica S takva da vazˇi J = S ·B · S−1. Tada se sistem
~A(~x) = B~x+ ~ϕ
mozˇe svesti na sistem
~A(~y) = J~y + ~ψ,
po nepoznatoj koloni ~y = S~x, za kolonu vektora ~ψ = S~ϕ.
Dokaz: Posˇto je operator A : V → V linearan, vazˇi S ~A(~x) = ~A(S~x). Mnozˇenjem
jednacˇine ~A(~x) = B~x+~ϕ sleva matricom S dobijamo ~A(S~x) = S ~A(~x) = S(B~x+~ϕ) =
S · B · S−1 · S~x + S~ϕ. Kako je J = S · B · S−1, zakljucˇujemo ~A(~y) = J~y + ~ψ, za
~y = S~x i ~ψ = S~ϕ. 
Teorema 3.2 Pretpostavimo da se Zˇordanova kanonska forma J matrice B sastoji
iz samo jednog bloka, tj.
J=

λ 1 . . . 0 0
0 λ . . . 0 0
...
...
...
...
0 0 . . . λ 1
0 0 . . . 0 λ

.
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Tada se linearni sistem operatorskih jednacˇina
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn
svodi na parcijalno redukovani sistem
A(y1) = λy1 + y2 + ψ1
A(y2) = λy2 + y3 + ψ2
...
A(yn−1) = λyn−1 + yn + ψn−1
A(yn) = λyn + ψn,
(1)
odnosno na totalno redukovani sistem
(A− λ)n (y1) = ψn + (A− λ)(ψn−1) + . . .+ (A− λ)n−1(ψ1)
(A− λ)n−1(y2) = ψn + (A− λ)(ψn−1) + . . .+ (A− λ)n−2(ψ2)
...
(A− λ)2(yn−1) = ψn + (A− λ)(ψn−1)
(A− λ) (yn) = ψn,
(2)
gde su ~y=[y1 . . . yn]
T i ~ψ=[ψ1 . . . ψn]
T odred-eni sa ~y=S~x i ~ψ=S~ϕ za invertibilnu
matricu S takvu da je J=S ·B · S−1.
Dokaz: Sistem (1) dobijamo iz polaznog sistema primenom Leme 3.1. Sistem (2)
dobijamo dejstvom operatora (A − λ)n−1, . . . , (A − λ)2, A − λ redom na jednacˇine
sistema (1) i zamenom izraza (A − λ)n+1−i(yi) koji se pojavljuju na desnoj strani
jednakosti sa
∑n
j=i(A− λ)n−j(ψj), za 2 ≤ i ≤ n, gde je (A− λ)0 identicˇno preslika-
vanje. 
Teorema 3.3 Pretpostavimo da je Zˇordanova kanonska forma matrice B matrica
J =

J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jt
 (2 ≤ t ≤ n),
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gde su matrice Ji Zˇordanovi blokovi dimenzija ki ≥ 1 koji odgovaraju ne obavezno
razlicˇitim sopstvenim vrednostima λi, 1 ≤ i ≤ t. Neka je `1 = 0 i `i =
∑i−1
j=1 kj za
2 ≤ i ≤ t. Tada se linearni sistem operatorskih jednacˇina
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn
svodi na parcijalno redukovani sistem
t∧
i=1
(PJi), gde je svaki podsistem (PJi) oblika
A(y`i+1) = λiy`i+1 + y`i+2 + ψ`i+1
A(y`i+2) = λiy`i+2 + y`i+3 + ψ`i+2
...
A(y`i+ki−1) = λiy`i+ki−1 + y`i+ki + ψ`i+ki−1
A(y`i+ki) = λiy`i+ki + ψ`i+ki ,
odnosno na totalno redukovani sistem
t∧
i=1
(T Ji), gde je svaki podsistem (T Ji) oblika
(A− λi)ki (y`i+1) = ψ`i+ki + (A− λi)(ψ`i+ki−1) + . . .+ (A− λi)`i+ki−1(ψ`i+1)
(A− λi)ki−1(y`i+2) = ψ`i+ki + (A− λi)(ψ`i+ki−1) + . . .+ (A− λi)`i+ki−2(ψ`i+2)
...
(A− λi)2(y`i+ki−1) = ψ`i+ki + (A− λi)(ψ`i+ki−1)
(A− λi) (y`i+ki) = ψ`i+ki ,
Kolone ~y = [y1 . . . yn]
T i ~ψ = [ψ1 . . . ψn]
T su odred-ene sa ~y = S~x i ~ψ = S~ϕ za
invertibilnu matricu S takvu da je J = S ·B · S−1.
Dokaz: Prema Lemi 3.1 polazni sistem je ekvivalentan sistemu
t∧
i=1
(
~A(~yi) = Ji~yi + ~ψi
)
,
gde je ~yi = [y`i+1 . . . y`i+ki ]
T i ~ψi = [ψ`i+1 . . . ψ`i+ki ]
T . Podsistemi ~A(~yi) = Ji~yi + ~ψi
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koji odgovaraju blokovima Zˇordanove forme matrice sistema su basˇ sistemi (PJi),
pa je dobijeni ekvivalentni sistem ustvari
t∧
i=1
(PJi). Na osnovu Teoreme 3.2 svaki od
podsistema ovog sistema mozˇemo svesti na totalno redukovani sistem (T Ji), pa se
dati sistem transformiˇse u sistem
t∧
i=1
(T Ji). 
Neka je M proizvoljna kvadratna matrica reda n sa koeficijentima u polju K. Sumu
glavnih minora matrice M reda k, 1 ≤ k ≤ n, oznacˇavamo sa δk = δk(M). Sumu
glavnih minora matrice M reda k koji sadrzˇe i-tu kolonu oznacˇavamo sa δik = δ
i
k(M),
1≤ i, k≤ n. Koeficijente karakteristicˇnog polinoma ∆M(λ) = λn+d1λn−1+ . . .+dn,
matrice M mozˇemo izraziti u terminima suma njenih glavnih minora. Preciznije
imamo da je dk = (−1)kδk(M), za 1 ≤ k ≤ n. Zaista, ako sa Sn oznacˇimo skup
svih permutacija brojeva 1, 2, . . . , n i ako je p(φ) broj inverzija permutacije φ ∈ Sn
onda imamo ∆M(λ) = det(λI −M) =
∑
φ ∈ Sn
(−1)p(φ)(λδ1φ1 − a1φ1) . . . (λδnφn − anφn),
gde je δiφi =
{ 1, i = φi
0, i 6= φi
. Koeficijent uz λr u polinomu ∆M(λ) je suma izraza ob-
lika (−1)n−r
∑
φ ∈ Sn
(−1)p(φ) δψ1φψ1δψ2φψ2 . . . δψrφψraψr+1φψr+1aψr+2φψr+2 . . . aψnφψn . Data
suma je determinanta matrice koja se dobija od matriceM zamenom vrsta ψ1, . . . , ψr
vrstama cˇija je ψj-ta komponenta 1, a sve ostale su 0. Mnozˇenjem ovih vrsta
odgovarajuc´im brojevima i dodavanjem preostalim vrstama, dobijamo matricu kod
koje su elementi na pozicijama (ψ1, ψ1 ), (ψ2, ψ2 ), . . . , (ψr, ψr ) jednaki 1 i koja u
vrstama i kolonama ψ1, ψ2, . . . , ψr ima sve ostale elemente jednake 0, ostali elementi
date matrice jednaki su elementima polazne matrice M . Odnosno dobijamo glavni
minor reda n−r matrice M . Pa zakljucˇujemo da je koeficijent dn−r jednak sumi svih
glavnih minora reda n−r pomnozˇenih sa (−1)n−r. Neka su v1, . . . , vn elementi polja
K. Matricu koja se dobija zamenom i-te kolone matrice M kolonom ~v = [v1 . . . vn]
T
oznacˇavamo sa M i(v1, . . . , vn). Suma glavnih minora matrice M
i(v1, . . . , vn) koji
sadrzˇe i-tu kolonu je δik(M ;~v) = δ
i
k(M ; v1, . . . , vn) = δ
i
k(M
i(v1, . . . , vn)).
Naredna lema je izlozˇena i u radu [42].
Lema 3.4 Za matricu M oblika
M =

b1 1 0 . . . 0
b2 0 1 . . . 0
...
...
...
. . .
...
bn−1 0 0 . . . 1
bn an−1 an−2 . . . a1

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vazˇi sledec´a jednakost
δ1k(M) = (−1)k
( k−1∑
j=1
bjak−j−bk
)
(1 ≤ k ≤ n).
Dokaz: Koristec´i linearnost preslikavanja δ1k(M) po prvoj koloni [ b1, . . . , bn ]
T =∑n
j=1 bj ~ej , gde ~ej oznacˇava kolonu cˇija je j-ta komponenta 1 , a sve ostale su 0 ,
dobijamo δ1k(M) =
∑n
j=1 bjδ
1
k(M ;~ej). Potrebno je josˇ dokazati da vazˇi
δ1k(M ;~ej) =

0, k < j
−(−1)k, k = j
(−1)kak−j, k > j.
Neka je αk,j proizvoljan nenula minor u sumi δ
1
k(M ;~ej). Kako je to glavni minor
koji sadrzˇi prvu kolonu, on mora sadrzˇati i prvu vrstu. Dati minor je nenula, pa
mora sadrzˇati 1 iz prve vrste i druge kolone. Ovaj minor mora sadrzˇati i drugu
vrstu, tj. 1 iz druge vrste i trec´e kolone. Ponavljanjem postupka zakljucˇujemo da
minor αk,j sadrzˇi 1 iz i-te vrste i i + 1. kolone za i ∈ {2, . . . , j − 2}. Dakle, minor
αk,j mora sadrzˇati prvih j−1 jedinica iznad glavne dijagonale. Za k < j takav
nenula minor ne postoji. Za k = j jedini nenula minor mora sadrzˇati prvih j kolona
(odnosno vrsta) i jednak je (−1)k−1. Neka je k > j, zakljucˇili smo da αk,j mora
sadrzˇati prvih j kolona (odnosno vrsta). Pretpostavimo da je l+ 1 najmanji indeks
vec´i od j, takav da αk,j sadrzˇi l+ 1. kolonu (odnosno vrstu). Prema tome, on mora
da sadrzˇi element an−l iz l + 1. kolone. Ponavljamo prethodno cik-cak rezonovanje.
Opet moramo uzeti n− l− 1 jedinica iznad glavne dijagonale pocˇev od l+ 1. vrste.
Jedini nenula minor reda k mora sadrzˇati prvih j i poslednjih n− l kolona (odnosno
vrsta), pa vazˇi da je k = j + n− l i αk,j = (−1)j−1 · (−1)n−l−1an−l = (−1)kak−j. 
Matricu M oblika

b1 1 0 . . . 0
b2 0 1 . . . 0
...
...
...
. . .
...
bn−1 0 0 . . . 1
bn an−1 an−2 . . . a1

nazivamo duplom pratec´om matricom . Dati pojam je uveo Butcher, [5]. Ako je
b1= . . . =bn−1=0 dobijamo pratec´u matricu polinoma λn−a1λn−1− . . .−an−1λ−bn
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oblika
M =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
bn an−1 an−2 . . . a1

.
Ako je a1 = . . . = an−1 = 0 dobijamo pratec´u matricu polinoma λn−b1λn−1−. . .−bn
oblika
M =

b1 1 0 . . . 0
b2 0 1 . . . 0
...
...
...
. . .
...
bn−1 0 0 . . . 1
bn 0 0 0

.
U radovima [6] i [62] od interesa je izmed-u ostalog bilo i izracˇunati karakteristicˇni
polinom duple pratec´e matrice. U okviru naredne leme dajemo josˇ jedan metod za
njegovo izracˇunavanje.
Lema 3.5 Karakteristicˇni polinom matrice M =

b1 1 0 . . . 0
b2 0 1 . . . 0
...
...
...
. . .
...
bn−1 0 0 . . . 1
bn an−1 an−2 . . . a1

je
polinom
∆M(λ) = λ
n−(b1+a1)λn−1+(b1a1−b2−a2)λn−2+. . .+b1an−1+b2an−2+. . . bn−1a1−bn.
Odnosno, za koeficijente dk karakteristicˇnog polinoma ∆M(λ) matrice M vazˇi
dk =
k−1∑
j=1
bjak−j − bk − ak,
za 1 ≤ k ≤ n i an = 0.
Dokaz: Za koeficijente karakteristicˇnog polinoma ∆M(λ) = λ
n + d1λ
n−1 + . . .+ dn
matrice M vazˇi dk = (−1)kδk(M), za 1 ≤ k ≤ n, gde je δk(M) suma glavnih minora
matrice M reda k. Vazˇi da je δk(M) = δ
1
k(M) +δk(M˜), gde je δ
1
k(M) suma glavnih
minora matrice M reda k koji sadrzˇe prvu kolonu, a δk(M˜) suma glavnih minora
matrice M reda k koji ne sadrzˇe prvu kolonu. Na osnovu Leme 3.4 imamo da je
δ1k(M) = (−1)k
∑k−1
j=1 bjak−j − bk. Dok δk(M˜) predstavlja sumu glavnih minora
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reda k matrice M˜ koja je oblika

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
an−1 an−2 . . . a1
. Matrica M˜ je pratec´a
matrica polinoma a(λ) = λn−1 − a1λn−2 − . . . an−2λ − an−1. Na osnovu Leme 2.6
imamo da je karakteristicˇni polinom matrice M˜ jednak a(λ). Prema tome, vazˇi da
je −ak = (−1)kδk(M˜), za 1 ≤ k ≤ n− 1. Uz pretpostavku da je an = 0 imamo da
je
dk = (−1)kδk(M) = (−1)k(δ1k(M) + δk(M˜)) =
k−1∑
j=1
bjak−j − bk − ak
za svako k, 1 ≤ k ≤ n. 
Lema 3.6 Neka je C racionalna kanonska forma matrice B, tj. neka postoji n× n
invertibilna matrica P takva da vazˇi C = P ·B · P−1. Tada se sistem
~A(~x) = B~x+ ~ϕ
mozˇe svesti na sistem
~A(~z) = C~y + ~ν,
po nepoznatoj koloni ~z = P~x, za kolonu vektora ~ν = P ~ϕ.
Dokaz: Dokaz se izvodi isto kao i u slucˇaju Zˇordanove kanonske forme.
Naredna teorema je navedena i u radu [42].
Teorema 3.7 Pretpostavimo da se racionalna kanonska forma C matrice B sastoji
iz samo jednog bloka, tj. da je matrica C jednaka pratec´oj matrici karakteristicˇnog
polinoma ∆B(λ) = λ
n +d1λ
n−1 + . . .+dn−1λ+dn = ∆C(λ). Tada se linearni sistem
operatorskih jednacˇina
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn
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svodi na parcijalno redukovani sistem
∆C(A)(z1) =
n∑
k=1
(−1)k+1δ1k(C;An−k(ν1), . . . , An−k(νn))
z2 = A(z1)− ν1
z3 = A(z2)− ν2
...
zn = A(zn−1)− νn−1,
(3)
gde su vektori ~z = [z1 . . . zn]
T i ~ν = [ν1 . . . νn]
T odred-eni sa ~z = P~x i ~ν = P ~ϕ za
invertibilnu matricu P takvu da je C = P ·B · P−1.
Dokaz: Prema Lemi 3.6 sistem ~A(~x) = B~x + ~ϕ se transformiˇse u ekvivalentan
sistem ~A(~z) = C~z + ~ν koji se mozˇe zapisati u razvijenom obliku
A(z1) = z2 + ν1
A(z2) = z3 + ν2
...
A(zn−1) = zn + νn−1
A(zn) = −dnz1 − dn−1z2 − . . .− d1zn + νn.
Iz prve jednacˇine sistema imamo z2 = A(z1) − ν1, zamenom datog izraza u drugu
jednacˇinu dobijamo z3 = A
2(z1) − A(ν1) − ν2. Zatim vazˇi z4 = A(z3) − ν3 =
A3(z1)−A2(ν1)−A(ν2)− ν3. Pa svako zk, 2 ≤ k ≤ n, mozˇemo izraziti u funkciji od
z1 sa zk = A
k−1(z1)−
∑k−1
j=1 A
k−1−j(νj), gde je A0 identicˇno preslikavanje. Zamenom
datih izraza u poslednju jednacˇinu dobijamo
An(z1) + d1A
n−1(z1) + . . . + dn−1A(z1) + dnz1 =
+ dn−1ν1
+ dn−2
(
A(ν1) + ν2
)
...
+ d2
(
An−3(ν1) + . . .+ A(νn−3) + νn−2
)
+ d1
(
An−2(ν1) + . . .+ A(νn−2) + νn−1
)
+ An−1(ν1) + . . .+ A2(νn−2) + A(νn−1) + νn.
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Ako oznacˇimo sa ∆C(A) linearni operator A
n + d1A
n−1 + . . . + dn−1A + dn i ako
pregrupiˇsemo elemente na desnoj strani dobijamo operatorsku jednacˇinu
∆C(A)(z1) =
(
An−1(ν1)
)
+
(
An−2(ν2) + d1An−2(ν1)
)
+
(
An−3(ν3) + d1An−3(ν2) + d2An−3(ν1)
)
...
+
(
A(νn−1) + d1A(νn−2) + d2A(νn−3) + . . .+ dn−2A(ν1)
)
+
(
νn + d1νn−1 + d2νn−2 + . . .+ dn−2ν2 + dn−1ν1
)
.
Na osnovu Leme 3.4 sledi da je
∆C(A)(z1) =
n∑
k=1
(−1)k+1δ1k(C;An−k(ν1), . . . , An−k(νn)).
Odakle zakljucˇujemo da vazˇi tvrd-enje. 
Dobijeni sistem nazivamo parcijalno redukovanim , jer je samo jedna promenljiva
razdvojena od ostalih linearnom operatorskom jednacˇinom n-tog reda. Primetimo
da je redukcija iz prethodne teoreme reverzibilna, odnosno polazni i dobijeni sistem
su ekvivalentni.
Naredna teorema je navedena i u radu [42].
Teorema 3.8 Pretpostavimo da je racionalna kanonska forma matrice B matrica
C =

C1 0 . . . 0
0 C2 . . . 0
...
...
. . .
...
0 0 . . . Cm
 (2 ≤ m ≤ n),
gde su matrice Ci pratec´e matrice polinoma
∆Ci(λ) = λ
ni + di,1λ
ni−1 + . . .+ di,ni−1λ+ di,ni
stepena ni ≥ 1 i neka ∆Ci | ∆Ci+1 za sve i, 1 ≤ i < m. Neka je `1 = 0 i `i =
∑i−1
j=1 nj
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za 2 ≤ i ≤ m. Tada se linearni sistem operatorskih jednacˇina
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn
svodi na parcijalno redukovani sistem
k∧
i=1
(PCi), gde je svaki podsistem (PCi) oblika
∆Ci(A)(z`i+1) =
ni∑
k=1
(−1)k+1δ1k(Ci;Ani−k(ν`i+1), . . . , Ani−k(ν`i+ni))
z`i+2 = A(z`i+1)− ν`i+1
z`i+3 = A(z`i+2)− ν`i+2
...
z`i+ni = A(z`i+ni−1)− ν`i+ni−1.
Kolone ~z=[z1 . . . zn]
T i ~ν=[ν1 . . . νn]
T su odred-ene sa ~z = P~x i ~ν = P ~ϕ za regularnu
matricu P takvu da je C = P ·B · P−1.
Dokaz: Prema Lemi 3.6 polazni sistem je ekvivalentan sistemu
k∧
i=1
(
~A(~zi) = Ci~zi + ~νi
)
,
gde je ~zi = [z`i+1 z`i+2 . . . z`i+ni ]
T i ~νi = [ν`i+1 ν`i+2 . . . ν`i+ni ]
T . Na osnovu Teoreme
3.7 podsistemi ~A(~zi) = Ci~zi + ~νi koji odgovaraju blokovima Ci racionalne forme
matrice sistema su ekvivalentni parcijalno redukovanim sistemima (PCi ) , gde je
∆Ci(A ) = A
ni + di,1A
ni−1 + . . . + di,ni−1A + di,ni . Polazni sistem je ekvivalentan
sistemu
k∧
i=1
(PCi). 
Primetimo da se svaki podsistem (PCi) sastoji od linearne operatorske jednacˇine
viˇseg reda, po jednoj promenljivoj, i linearnih operatorskih jednacˇina prvog reda,
po dve promenljive.
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4 Totalna redukcija linearnih sistema operatorskih
jednacˇina
Osnovni cilj ove sekcije je svod-enje linearnih sistema operatorskih jednacˇina prvog
reda na sisteme linearnih operatorskih jednacˇina n-tog reda, kod kojih su promenljive
razdvojene. Dobijeni sistem nazivamo totalno redukovanim . Totalno redukovani
sistem eksplicitno zavisi od polaznog sistema, ima simetricˇni oblik ali mu nije ekvi-
valentan. Prednost ove metode je i sˇto ne zahteva promenu baze, te nije potrebno
racˇunati matricu transformacije. Kao i u slucˇaju parcijalne redukcije, prvo c´emo
ilustrovati metodu totalne redukcije za linearne sisteme operatorskih jednacˇina po
dve ili tri promenljive, a zatim c´emo prikazati opsˇti slucˇaj.
4.1 Totalna redukcija linearnih sistema dve operatorske
jednacˇine
Kao i u slucˇaju parcijalne redukcije neka je dat sistem
A(x1) = b11x1 + b12x2 + ϕ1
A(x2) = b21x1 + b22x2 + ϕ2,
gde su b11, b12, b21, b22 elementi polja K, ϕ1, ϕ2 elementi vektorskog prostora V nad
poljem K, a A : V → V linearni operator. Dati sistem mozˇemo zapisati u matricˇnom
obliku [
A− b11 −b12
−b21 A− b22
]
·
[
x1
x2
]
=
[
ϕ1
ϕ2
]
.
Oznacˇimo sa B(A) karakteristicˇnu matricu λI −B matrice sistema B kod koje smo
λ zamenili sa linearnim operatorom A. Dati sistem mozˇemo zapisati i u vektorskom
obliku B(A) ~x = ~ϕ, gde je ~x = [x1 x2]
T kolona nepoznatih, a ~ϕ = [ϕ1 ϕ2]
T kolona
slobodnih cˇlanova. Mnozˇenjem date vektorske jednacˇine adjungovanom matricom
B˜(A) matrice B(A) dobijamo (∆B(A)I) ~x = B˜(A) ~ϕ, gde je ∆B(λ) karakteristicˇni
polinom matrice B. Kako je B˜(A) =
[
A− b22 b12
b21 A− b11
]
, imamo
[
∆B(A) 0
0 ∆B(A)
]
·
[
x1
x2
]
=
[
A− b22 b12
b21 A− b11
]
·
[
ϕ1
ϕ2
]
,
odnosno
∆B(A)(x1) = A(ϕ1)− b22ϕ1 + b12ϕ2
∆B(A)(x2) = A(ϕ2)− b11ϕ2 + b21ϕ1.
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Primetimo da vazˇi
A(ϕ1)− b22ϕ1 + b12ϕ2 =
 A(ϕ1) b12
A(ϕ2) b22
−
 ϕ1 b12
ϕ2 b22

A(ϕ2)− b11ϕ2 + b21ϕ1 =
 b11 A(ϕ1)
b21 A(ϕ2)
−
 b11 ϕ1
b21 ϕ2
 ,
pri cˇemu u obzir uzimamo samo uokvirene glavne minore.
Ako definiˇsemo vektorski operator ~∆B sa ~∆B = [∆B ∆B]
T , i ako oznacˇimo sa Bi
matricu dobijenu od matrice B zamenom i-te kolone sa kolonom slobodnih cˇlanova
~ϕ = [ϕ1 ϕ2]
T , 1 ≤ i ≤ 2, dobijeni sistem mozˇemo zapisati u vektorskom obliku
~∆B(~x) = ~A(~ϕ)−
[
detB1
detB2
]
.
4.2 Totalna redukcija linearnih sistema tri operatorske
jednacˇine
Razmotrimo linearni sistem tri operatorske jednacˇine sa konstantnim koeficijentima
po promenljivim x1, x2 i x3 oblika
A(x1) = b11x1 + b12x2 + b13x3 + ϕ1
A(x2) = b21x1 + b22x2 + b23x3 + ϕ2
A(x3) = b31x1 + b32x2 + b33x3 + ϕ3.
Dati sistem mozˇemo zapisati u matricˇnom obliku A− b11 −b12 −b13−b21 A− b22 −b23
−b31 −b32 A− b33
 ·
 x1x2
x3
 =
 ϕ1ϕ2
ϕ3
 .
Oznacˇimo, kao i u slucˇaju linearnog sistema dve operatorske jednacˇine, sa B(A)
karakteristicˇnu matricu λI − B matrice sistema B kod koje je λ zamenjeno sa A,
a sa B˜(A) adjungovanu matrice date matrice. Ako oznacˇimo algebarske kofaktore
matrice B˜(A) sa B˜ij, 1 ≤ i, j ≤ 3, imamo da vazˇi
B˜11=(−1)1+1
∣∣∣∣∣A− b22 −b23−b32 A− b33
∣∣∣∣∣ ,
= (A− b22)(A− b33)− b23b32
= A2 − (b22 + b33)A+B11
B˜21=(−1)2+1
∣∣∣∣∣−b12 −b13−b32 A− b33
∣∣∣∣∣ ,
= b12A+B21
B˜31=(−1)3+1
∣∣∣∣∣ −b12 −b13A− b22 −b23
∣∣∣∣∣ ,
= b13A+B31
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B˜12=(−1)1+2
∣∣∣∣∣−b21 −b23−b31 A− b33
∣∣∣∣∣ ,
= b21A+B12
B˜22=(−1)2+2
∣∣∣∣∣A− b11 −b13−b31 A− b33
∣∣∣∣∣ ,
= (A− b11)(A− b33)− b13b31
= A2 − (b11 + b33)A+B22
B˜32 = (−1)3+2
∣∣∣∣∣A− b11 −b13−b21 −b23
∣∣∣∣∣ ,
= b23A+B32
B˜13 = (−1)1+3
∣∣∣∣∣−b21 A− b22−b31 −b32
∣∣∣∣∣ ,
= b31A+B13
B˜23 = (−1)2+3
∣∣∣∣∣A− b11 −b12−b31 −b32
∣∣∣∣∣ ,
= b32A+B23
B˜33 = (−1)3+3
∣∣∣∣∣A− b11 −b12−b21 A− b22
∣∣∣∣∣ ,
= (A− b11)(A− b22)− b12b21
= A2 − (b11 + b22)A+B33
gde su Bij, 1 ≤ i, j ≤ 3 algebarski kofaktori matrice sistema B. Mnozˇenjem sistema
datog u matricˇnom obliku sa adjungovanom matricom dobijamo
∆B(A) 0 0
0 ∆B(A) 0
0 0 ∆B(A)
 ·

x1
x2
x3
 =

A2 − (b22 + b33)A+B11 b12A+B21 b13A+B31
b21A+B12 A
2 − (b11 + b33)A+B22 b23A+B32
b31A+B13 b32A+B23 A
2 − (b11 + b22)A+B33
 ·

ϕ1
ϕ2
ϕ3
 ,
gde je ∆B(λ) karakteristicˇni polinom matrice B. Odnosno vazˇi
∆B(A)(x1) = A
2(ϕ1)− (b22 + b33)A(ϕ1) +B11ϕ1
+ b12A(ϕ2) +B21ϕ2 + b13A(ϕ3) +B31ϕ3
= A2(ϕ1)− [b22A(ϕ1)− b12A(ϕ2)]− [b33A(ϕ1)− b13A(ϕ3)]
+ B11ϕ1 +B21ϕ2 +B31ϕ3
∆B(A)(x2) = b21A(ϕ1) +B12ϕ1 + b23A(ϕ3) +B32ϕ3
+ A2(ϕ2)− (b11 + b33)A(ϕ2) +B22ϕ2
= A2(ϕ2)− [b11A(ϕ2)− b21A(ϕ1)]− [b33A(ϕ2)− b23A(ϕ3)]
+ B12ϕ1 +B22ϕ2 +B32ϕ3
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∆B(A)(x3) = b31A(ϕ1) +B13ϕ1 + b32A(ϕ2) +B23ϕ2
+ A2(ϕ3)− (b11 + b22)A(ϕ3) +B33ϕ3
= A2(ϕ3)− [b11A(ϕ3)− b31A(ϕ1)]− [b22A(ϕ3)− b32A(ϕ2)]
+ B13ϕ1 +B23ϕ2 +B33ϕ3.
Sˇto mozˇemo vizuelno predstaviti u obliku sistema
∆B(A)(x1) =

A2(ϕ1) b12 b13
A2(ϕ2) b22 b23
A2(ϕ3) b32 b33
−

A(ϕ1) b12 b13
A(ϕ2) b22 b23
A(ϕ3) b32 b33
+

ϕ1 b12 b13
ϕ2 b22 b23
ϕ3 b32 b33

∆B(A)(x2) =

b11 A
2(ϕ1) b13
b21 A
2(ϕ2) b23
b31 A
2(ϕ3) b33
−

b11 A(ϕ1) b13
b21 A(ϕ2) b23
b31 A(ϕ3) b33
+

b11 ϕ1 b13
b21 ϕ2 b23
b31 ϕ3 b33

∆B(A)(x3) =

b11 b12 A
2(ϕ1)
b21 b22 A
2(ϕ2)
b31 b32 A
2(ϕ3)
−

b11 b12 A(ϕ1)
b21 b22 A(ϕ2)
b31 b32 A(ϕ3)
+

b11 b12 ϕ1
b21 b22 ϕ2
b31 b32 ϕ3
 ,
pri cˇemu u razmatranje uzimamo samo uokvirene glavne minore.
4.3 Totalna redukcija linearnih sistema - opsˇti slucˇaj
Razmatramo linearni sistem operatorskih jednacˇina oblika
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
gde su bij ∈ K i ϕi ∈ V . Sistem mozˇemo zapisati i u vektorskom obliku
~A(~x) = B~x+ ~ϕ,
gde je B = [bij]n×n matrica sistema, ~x = [x1 x2 . . . xn]T kolona nepoznatih, ~ϕ =
[ϕ1 ϕ2 . . . ϕn]
T kolona slobodnih cˇlanova i ~A vektorski operator definisan sa ~A(~x) =
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[A(x1) A(x2) . . . A(xn)]
T . Neka je karakteristicˇni polinom ∆B(λ) matrice B jednak
∆B(λ) = det(λI −B) = λn + d1λn−1 + . . .+ dn−1λ+ dn.
Pokazali smo da je dk = (−1)kδk(B), gde je δk(B) suma glavnih minora reda k
matrice B, 1 ≤ k ≤ n. Oznacˇimo sa B˜(λ) adjungovanu matricu karakteristicˇne
matrice λI−B matrice B i sa B0, B1, . . . , Bn−2, Bn−1 kvadratne matrice reda n nad
poljem K koje su odred-ene sa
B˜(λ) = adj(λI −B) = λn−1B0 + λn−2B1 + . . .+ λBn−2 +Bn−1.
U okviru Kejli-Hamiltonove teoreme dobili smo sledec´e rekurentne veze
B0=I; Bk=Bk−1 ·B + dkI za 1 ≤ k < n.
Sva tvrd-enja u okviru ove glave su izlozˇena i u radu [43].
Teorema 4.1 Neka je dat linearni sistem operatorskih jednacˇina prvog reda u vek-
torskom obliku
~A(~x) = B~x+ ~ϕ
i neka su matrice B0, . . . , Bn−1 koeficijenti matricˇnog polinoma B˜(λ). Tada vazˇi
~∆B(A)(~x) =
n∑
k=1
Bk−1 · ~An−k(~ϕ).
Dokaz: Ako u jednakosti ∆B(λ)I = B˜(λ) · (λI −B) umesto λ stavimo A dobijamo
∆B(A)I = B˜(A) ·B(A)
~∆B(A)(~x) = B˜(A) · (( ~A−B)(~x))
= B˜(A) · ( ~A(~x)−B~x)
= B˜(A) · ~ϕ
=
n∑
k=1
Bk−1 · ~An−k(~ϕ).
Lema 4.2 Za sume glavnih minora reda k, 1 ≤ k ≤ n, matrice B i proizvoljnu
kolonu [v1 . . . vn]
T ∈ Kn×1 vazˇi
δik(B;
n∑
j=1
b1jvj, . . . ,
n∑
j=1
bnjvj) + δ
i
k+1(B; v1, . . . , vn) = δk(B) · vi.
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Napomena 4.3 Prethodni rezultat mozˇemo zapisati i vektorski
δik(B;B~v) + δ
i
k+1(B;~v) = δk(B) · vi, 1≤ i≤n,
~δk(B;B~v) + ~δk+1(B;~v) = δk(B) · ~v
za ~δk(B;~v) = [δ
1
k(B;~v) . . . δ
n
k(B;~v)]
T .
Dokaz: Neka je ~es ∈ Kn×1 kolona cˇija je s-ta komponenta 1, a sve ostale su 0.
Dalje, B↓s je oznaka za s-tu kolonu matrice B, a [B]sˆ oznacˇava kvadratnu matricu
reda n − 1 koja nastaje od matrice B brisanjem s-te vrste i s-te kolone. Onda, s
obzirom na uvedene oznake, imamo da [Bi(B↓s)]sˆ oznacˇava matricu reda n− 1 koja
se od matrice B dobija tako sˇto se prvo i-ta kolona zameni s-tom kolonom B↓s, a
zatim se u toj matrici izbriˇsu s -ta vrsta i s -ta kolona. Koristec´i da je ~δk (B; ~v )
linearno po ~v i sred-ivanjem izraza dobijamo
δik(B;B~v) + δ
i
k+1(B;~v) = δ
i
k(B;
n∑
s=1
vsB↓s) + δ
i
k+1(B;
n∑
s=1
vs~es)
=
n∑
s=1
vsδ
i
k(B;B↓s) +
n∑
s=1
vsδ
i
k+1(B;~es)
=
n∑
s=1
vs(δ
i
k(B;B↓s) + δ
i
k+1(B;~es)) =
vi(δ
i
k(B;B↓i) + δ
i
k+1(B;~ei)) +
n∑
s=1
s6=i
vs(δ
i
k(B;B↓s) + δ
i
k+1(B;~es)).
Racˇunamo prvi sabirak
vi(δ
i
k(B;B↓i) + δ
i
k+1(B;~ei)) = vi(δ
i
k(B) + δk([B ]ˆi)) = viδk(B).
Ostaje josˇ da pokazˇemo da je drugi sabirak jednak nuli. Dovoljno je pokazati da za
s 6= i vazˇi
δik(B;B↓s) + δ
i
k+1(B;~es) = 0.
Posmatramo minore koji su sabirci u δik(B;B↓s). Oni koji sadrzˇe s-tu kolonu su
jednaki nuli, pa je dovoljno posmatrati samo one minore koji ne sadrzˇe s-tu kolonu.
Otuda je
δik(B;B↓s) = δ
i
k(B
i(B↓s)) = δ
i
k([B
i(B↓s)]sˆ).
Nenula minori u δik+1(B;~es) moraju da sadrzˇe i-tu kolonu i s-tu vrstu, odnosno
84
kolonu. Permutovanjem i-te i s-te kolone dobijamo minore suprotnog znaka od
polaznih, i razvojem dobijenih minora po s-toj koloni, dobijamo glavne minore reda
k matrice Bi(B↓s) koji ne sadrzˇe s-tu kolonu. Odakle zakljucˇujemo da je
δik+1(B;~es) = −δik([Bi(B↓s)]sˆ). 
Naredna lema daje vezu izmed-u koeficijenata Bk matricˇnog polinoma B˜(λ ) =
adj(λ I − B) i suma glavnih minora ~δk+1(B;~v).
Lema 4.4 Za proizvoljnu kolonu [v1 . . . vn]
T ∈ Kn×1 vazˇi
Bk · ~v = Bk ·

v1
v2
...
vn
 = (−1)
k

δ1k+1(B; v1, . . . , vn)
δ2k+1(B; v1, . . . , vn)
...
δnk+1(B; v1, . . . , vn)
 = (−1)
k~δk+1(B;~v).
Dokaz: Tvrd-enje dokazujemo indukcijom po k.
Ako je k = 0, neposredno se proverava da jednakost vazˇi.
Neka, po indukcijskoj hipotezi (IH), tvrd-enje vazˇi za k − 1.
Mnozˇenjem relacije Bk = Bk−1 ·B + dkI, vektorom ~v zdesna, dobijamo
Bk · ~v = Bk−1 · (B · ~v) + dk~v
=
(IH)
(−1)k−1~δk(B;B · ~v) + dk~v
= (−1)k−1(~δk(B;B · ~v)− δk~v)
=
4.2
(−1)k~δk+1(B;~v).
Napomena 4.5 Primenom Leme 4.4 na ~v = ~ej, 1 ≤ j ≤ n, i racˇunanjem i-te
komponente leve i desne strane dobijamo formule 8-10 iz rada [13].
Teorema 4.6 Linearni sistem operatorskih jednacˇina prvog reda, dat u vektorskom
obliku
~A(~x) = B~x+ ~ϕ
svodi se na totalno redukovani sistem operatorskih jednacˇina n-tog reda, u vek-
torskom obliku
~∆B(A)(~x) =
n∑
k=1
(−1)k−1~δk(B; ~An−k(~ϕ)).
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Dokaz: Teorema sledi primenom Teoreme 4.1 i Leme 4.4
~∆B(A)(~x) =
4.1
n∑
k=1
Bk−1 · ~An−k(~ϕ)
=
4.4
n∑
k=1
(−1)k−1~δk(B; ~An−k(~ϕ)).
Prethodna teorema je ekvivalentna sledec´em tvrd-enju.
Teorema 4.7 Linearni sistem operatorskih jednacˇina
A(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
svodi se na totalno redukovani sistem operatorskih jednacˇina n-tog reda
∆B(A)(x1) =
n∑
k=1
(−1)k−1δ1k(B; ~An−k(~ϕ))
...
∆B(A)(xi) =
n∑
k=1
(−1)k−1δik(B; ~An−k(~ϕ))
...
∆B(A)(xn) =
n∑
k=1
(−1)k−1δnk(B; ~An−k(~ϕ)).
(4)
Napomena 4.8 Dobijeni sistem nazivamo totalno redukovanim zato sˇto su sve
promenljive razdvojene. Odnosno, svaka jednacˇina sistema je operatorska jednacˇina
n-tog reda po jednoj promenljivoj. Date jednacˇine se razlikuju samo po promenljivoj
i slobodnom cˇlanu.
Posledica 4.9 U slucˇaju kada je A nula operator prethodna teorema je ekvivalentna
Kramerovoj teoremi.
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4.4 Totalna redukcija linearnih sistema kod kojih je matrica
sistema u formi pratec´e matrice
U okviru ove sekcije bavimo se linearnim sistemima operatorskih jednacˇina oblika
A(x1) = x2 + ϕ1
A(x2) = x3 + ϕ2
...
A(xn−1) = xn + ϕn−1
A(xn) = −dnx1 − dn−1x2 − . . .− d1xn + ϕn,
gde je [x1 x2 . . . xn]
T kolona nepoznatih, [ϕ1 ϕ2 . . . ϕn]
T kolona slobodnih cˇlanova,
A : V → V linearni operator vektorskog prostora V nad poljem K i gde je matrica
sistema C pratec´a matrica polinoma
∆C(λ) = λ
n + d1λ
n−1 + . . .+ dn−1λ+ dn.
Dati sistem mozˇemo zapisati i u vektorskom obliku
~A(~x) = C~x+ ~ϕ.
Videli smo u okviru sekcije o parcijalno redukovanim sistemima kako sistem ovog
oblika svodimo na sistem koji ima jednu jednacˇinu viˇseg reda po samo jednoj
promenljivoj i n − 1 jednacˇinu prvog reda po dve promenljive. Primenom Teo-
reme 4.1 zˇelimo da transformiˇsemo dati sistem na sistem u kome su sve promenljive
razdvojene. Na osnovu Leme 2.6 imamo da je karakteristicˇni polinom matrice
C =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 1
−dn −dn−1 −dn−2 . . . −d2 −d1

jednak ∆C(λ) = λ
n + d1λ
n−1 + . . .+ dn−1λ+ dn. Kako je minor reda n− 1 matrice
C dobijen brisanjem n-te vrste i prve kolone jednak 1, na osnovu Posledice 2.20
i Teoreme 2.9 zakljucˇujemo da je i minimalni polinom matrice C jednak ∆C(λ).
Determinanta matrice C jednaka je (−1)ndn, pa je matrica C invertibilna ukoliko je
dn 6= 0.
Sva tvrd-enja u ovoj sekciji su izlozˇena i radu [26].
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Lema 4.10 Neka je dn 6= 0. Inverzna matrica matrice C je matrica
G =

−dn−1
dn
−dn−2
dn
−dn−3
dn
. . . − d1
dn
− 1
dn
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0

.
Dokaz: Oznacˇimo sa G→j j-tu vrstu inverzne matrice G = [gij]n×n matrice C, za
1 ≤ j ≤ n. Koeficijente gij matrice G dobijamo iz jednakosti C · G = I. Zaista,
imamo da je
C ·G =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 1
−dn −dn−1 −dn−2 . . . −d2 −d1

·

G→1
G→2
...
G→n−1
G→n

=

G→2
G→3
...
G→n
H

,
gde jeH = [h1 h2 . . . hn] ∈ K1×n vrsta cˇiji su elementi oblika hj = −
∑n
i=1 dn+1−igij,
1 ≤ j ≤ n. Kako je G→j+1 = ~ej, gde je ~ej ∈ K1×n vrsta cˇija je j-ta komponenta 1, a
sve ostale su 0, zakljucˇujemo da je gj+1,j = 1 i gj+1,k = 0, za j 6= k, 1 ≤ j ≤ n− 1 i
1 ≤ k ≤ n. Zamenom datih vrednosti u jednakost hj = 0, za 1 ≤ j ≤ n− 1 i hn = 1
dobijamo i elemente prve vrste g1j = −dn−jdn i g1n = − 1dn , 1 ≤ j ≤ n− 1. 
Adjungovana matrica matrice C je
adj(C) = (−1)n−1

dn−1 dn−2 dn−3 . . . d1 1
−dn 0 0 . . . 0 0
0 −dn 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −dn 0

.
Odredimo koeficijente Ck adjungovane matrice
C˜(λ) = λnC0 + λ
n−1C1 + . . .+ λCn−2 + Cn−1
karakteristicˇne matrice λ I − C pomoc´u rekurentnih veza koje smo dobili u Kejli-
-Hamiltonovoj teoremi C0 = I i Ck = C · Ck−1 + dkI za 1 ≤ k ≤ n− 1.
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Lema 4.11 Koeficijenti Ck, 1 ≤ k ≤ n − 1, adjungovane matrice C˜(λ) su matrice
oblika

dk dk−1 dk−2 . . . d2 d1 1 . . . 0 0 0
0 dk dk−1 . . . d3 d2 d1 . . . 0 0 0
0 0 dk . . . d4 d3 d2 . . . 0 0 0
...
. . . . . .
...
0 0 0 . . . dk dk−1 dk−2 . . . d2 d1 1
−dn −dn−1 −dn−2 . . . −dk+1 0 0 . . . 0 0 0
0 −dn −dn−1 . . . −dk+2 −dk+1 0 . . . 0 0 0
0 0 −dn . . . −dk+3 −dk+2 −dk+1 . . . 0 0 0
...
. . . . . .
...
0 0 0 . . . −dn −dn−1 −dn−2 . . . −dk+1 0 0
0 0 0 . . . 0 −dn −dn−1 . . . −dk+2 −dk+1 0

.
Dokaz: Koeficijente Ck matrice C˜(λ ) racˇunamo pomoc´u rekurentnih veza Ck =
C ·Ck−1+dkI. Imamo da je C0 = I. Za koeficijent C1 vazˇi C1 = C ·I+d1I, odnosno
C1 =

d1 1 0 . . . 0 0
0 d1 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . d1 1
−dn −dn−1 −dn−2 . . . −d2 0

.
Neka je
Ck−1 =

dk−1 dk−2 . . . d1 1 . . . 0 0
0 dk−1 . . . d2 d1 . . . 0 0
...
. . . . . .
...
0 0 . . . dk−1 dk−2 . . . d1 1
−dn −dn−1 . . . −dk 0 . . . 0 0
0 −dn . . . −dk+1 −dk . . . 0 0
...
. . . . . .
...
0 0 . . . −dn −dn−1 . . . −dk 0

.
Oznacˇimo sa (Ck−1)→j j-tu vrstu matrice Ck−1, a sa (C ·Ck−1)→j j-tu vrstu proizvoda
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matrica C i Ck−1. Tada je (C ·Ck−1)→j = (Ck−1)→j+1, 1 ≤ j ≤ n−1. I imamo da je
(Ck−1)→n · C =
= [ 0 . . . 0︸ ︷︷ ︸
k−2
−dn−dn−1 . . .−dk+1−dk 0 ] ·

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 1
−dn−dn−1−dn−2 . . .−d2−d1

= [ 0 . . . 0︸ ︷︷ ︸
k−1
−dn−dn−1 . . .−dk+1−dk ].
Kako je C ·Ck−1 = Ck−1 ·C, dobijena kolona predstavlja poslednju kolonu trazˇenog
proizvoda. Odakle zakljucˇujemo
C · Ck−1 =

0 dk−1 . . . d2 d1 . . . 0 0
...
. . . . . .
...
0 0 . . . dk−1 dk−2 . . . d1 1
−dn −dn−1 . . . −dk 0 . . . 0 0
0 −dn . . . −dk+1 −dk . . . 0 0
...
. . . . . .
...
0 0 . . . −dn −dn−1 . . . −dk 0
0 0 . . . 0 −dn . . . −dk+1 −dk

.
Dodavanjem matrice dkI na proizvod C · Ck−1 dobijamo da je
Ck =

dk dk−1 . . . d2 d1 1 . . . 0 0
0 dk . . . d3 d2 d1 . . . 0 0
...
. . . . . .
...
0 0 . . . dk dk−1 dk−2 . . . d1 1
−dn −dn−1 . . . −dk+1 0 0 . . . 0 0
0 −dn . . . −dk+2 −dk+1 0 . . . 0 0
0 0 . . . −dk+3 −dk+2 −dk+1 . . . 0 0
...
. . . . . .
...
0 0 . . . 0 −dn −dn−1 . . . −dk+1 0

.

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Teorema 4.12 Linearni sistem operatorskih jednacˇina oblika
A(x1) = x2 + ϕ1
A(x2) = x3 + ϕ2
...
A(xn−1) = xn + ϕn−1
A(xn) = −dnx1 − dn−1x2 − . . .− d1xn + ϕn,
svodi se na totalno redukovani sistem operatorskih jednacˇina oblika
∆C(A)(x1) =
n∑
k=1
k−1∑
j=0
djA
n−k(ϕk−j)
...
∆C(A)(xi) =
n+1−i∑
k=1
k−1∑
j=0
djA
n−k(ϕi−1+k−j) −
n∑
k=n+2−i
n∑
j=k
djA
n−k(ϕi−1+k−j)
...
∆C(A)(xn) = A
n−1(ϕn)−
n∑
k=2
n∑
j=k
djA
n−k(ϕn−1+k−j),
gde je d0 = 1.
Dokaz: Na osnovu Teoreme 4.1 imamo ∆C( ~A)(~x) =
n∑
k=1
Ck−1 · ~An−k(~ϕ). Zatim vazˇi
Ck−1 · ~An−k(~ϕ) =
dk−1 dk−2 . . . d1 1 . . . 0 0
0 dk−1 . . . d2 d1 . . . 0 0
...
. . . . . .
...
0 0 . . . dk−1 dk−2 . . . d1 1
−dn −dn−1 . . . 0 0 . . . 0 0
0 −dn . . . −dk 0 . . . 0 0
...
. . . . . .
...
0 0 . . . −dn −dn−1 . . . −dk 0

·

An−k(ϕ1)
An−k(ϕ2)
...
An−k(ϕk−1)
An−k(ϕk)
An−k(ϕk+1)
...
An−k(ϕn)

=

k−1∑
j=0
djA
n−k(ϕk−j)
...
k−1∑
j=0
djA
n−k(ϕn−j)
−
n∑
j=k
djA
n−k(ϕn+1−j)
...
−
n∑
j=k
djA
n−k(ϕn+k−1−j)

.
Odakle zakljucˇujemo da je
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∆C(A)(x1) =
n∑
k=1
k−1∑
j=0
djA
n−k(ϕk−j)
...
∆C(A)(xi) =
n+1−i∑
k=1
k−1∑
j=0
djA
n−k(ϕi−1+k−j) −
n∑
k=n+2−i
n∑
j=k
djA
n−k(ϕi−1+k−j)
...
∆C(A)(xn) = A
n−1(ϕn)−
n∑
k=2
n∑
j=k
djA
n−k(ϕn−1+k−j).
Drugi nacˇin da se polazni sistem svede na totalno redukovani sistem zahteva prelazak
na novu bazu u kojoj je matrica sistema u Zˇordanovoj formi i da se primeni Teorema
3.3. U radovima [3] i [4] dat je postupak za odred-ivanje matrice transformacije S
koja ostvaruje slicˇnost izmed-u matrice C i njene Zˇordanove kanonske forme J . Neka
je v(λ) = [1 λ . . . λn−1]T ∈ Kn×1. Karakteristicˇnu jednacˇinu ∆C(λ) = 0, mozˇemo
zapisati u matricˇnom obliku
(λI − C) · v(λ) =

λ −1 0 . . . 0 0
0 λ −1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . λ −1
dn dn−1 dn−2 . . . d2 λ+ d1

·

1
λ
...
λn−2
λn−1

=

0
0
...
0
∆C(λ)

= O.
Neka su λ1, λ2, . . . , λt razlicˇite sopstvene vrednosti matrice C. Za svaku od sop-
stvenih vrednosti λi, 1 ≤ i ≤ t, vazˇi ∆C(λi) = 0 pa iz prethodne matricˇne jednacˇine
zakljucˇujemo da su v(λ1), v(λ2), . . . , v(λt) sopstveni vektori koji odgovaraju sop-
stvenim vrednostima λ1, λ2, . . . , λt. Kako je rang matrica λiI−C jednak n−1 svakoj
sopstvenoj vrednosti odgovara tacˇno jedan sopstveni vektor. Pa zakljucˇujemo da je
geometrijska viˇsestrukost svake sopstvene vrednosti jednaka 1, te Zˇordanova forma
J matrice C ima t blokova. Odredimo uopsˇtene sopstvene vektore koji odgovaraju
sopstvenoj vrednosti λi. Broj uopsˇtenih sopstvenih vektora koji odgovaraju λi je
jednak viˇsestrukost sopstvene vrednosti λi u karakteristicˇnom polinomu. Oznacˇimo
sa ki viˇsestrukost korena λi u polinomu ∆C(λ). Tada je
∆C(λi) = ∆
′
C(λi) = . . . = ∆
(ki−1)
C (λi) = 0 i ∆
(ki)
C (λi) 6= 0.
Diferenciranjem odgovarajuc´e matricˇne jednacˇine po λ dobijamo
((λI − C) · v(λ))′ = v(λ) + (λI − C) · v′(λ) = O,
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odakle zakljucˇujemo da je v′(λi) = [0 1 2λi . . . (n − 1)λn−2i ]T uopsˇteni sopstveni
vektor. Zatim iz
((λI − C) · v(λ))′′ = 2v′(λ) + (λI − C) · v′′(λ) = O,
zakljucˇujemo da je 1
2
v′′(λi) = 12 [0 0 2 6λi . . . (n − 1)(n − 2)λn−3]T sledec´i uopsˇteni
sopstveni vektor. Nastavljajuc´i ovaj postupak iz jednakosti
((λI − C) · v(λ))(ki−1) = (ki − 1)v(ki−2)(λ) + (λI − C) · v(ki−1)(λ) = O,
i cˇinjenice da je 1
(ki−2)! v
(ki−2) (λi ) uopsˇteni sopstveni vektor zakljucˇujemo da je i
1
(ki−1)!v
(ki−1)(λi) uopsˇteni sopstveni vektor. Neka je S matrica cˇije su kolone ovako
konstruisani uopsˇteni sopstveni vektori koji odgovaraju sopstvenim vrednostima λi,
1 ≤ i ≤ t. Tada je J = S−1 ·C ·S matrica u Zˇordanovoj formi, koja ima t blokova, po
jedan za svaku sopstvenu vrednost i dimenzija svakog bloka je algebarska viˇsestrukost
odgovarajuc´e sopstvene vrednosti.
Na osnovu Leme 3.6 sistem
~A(~x) = B~x+ ~ϕ
mozˇemo svesti na sistem
k∧
i=1
(
~A(~zi) = Ci~zi + ~νi
)
,
gde je C = C1⊕. . .⊕Ck racionalna kanonska forma matrice B, ~νi = [ν`i+1 . . . ν`i+ni ]T
i ~zi = [z`i+1 . . . z`i+ni ]
T , za l1 = 0 i li =
∑i−1
j=1 nj, 2 ≤ i ≤ k. Na osnovu Teoreme
4.12 podsisteme ~A(~zi) = Ci~zi +~νi koji odgovaraju pratec´im matricama Ci polinoma
∆Ci(λ) = λ
ni + di,1λ
ni−1 + . . . + di,ni−1λ + di,ni mozˇemo transformisati u totalno
redukovane sisteme
∆Ci(A)(zli+1) =
ni∑
k=1
k−1∑
j=0
di,jA
ni−k(νli+k−j)
...
∆Ci(A)(zli+t) =
ni+1−t∑
k=1
k−1∑
j=0
di,jA
ni−k(νli+t−1+k−j)−
ni∑
k=ni+2−t
ni∑
j=k
di,jA
ni−k(νli+t−1+k−j)
...
∆Ci(A)(zli+ni) = A
ni−1(νli+ni)−
ni∑
k=2
ni∑
j=k
di,jA
ni−k(νli+ni−1+k−j),
gde je di,0 = 1. Odakle dobijamo josˇ jedan oblik totalne redukcije polaznog sistema.
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Zaista, promenom baze sistem transformiˇsemo na sistem sa matricom u racionalnoj
kanonskoj formi, a zatim primenjujemo metod totalne redukcije na podsisteme koji
odgovaraju blokovima racionalne forme i dobijamo sistem cˇije su jednacˇine opera-
torske jednacˇine viˇseg reda po jednoj promenljivoj. Homogeni delovi datih jednacˇina
odgovaraju invarijantnim faktorima matrice B.
Takod-e svaki od podsistema ~A(~zi) = Ci~zi + ~νi, mozˇemo prelaskom na novu bazu
transformisati u sistem sa matricom u Zˇordanovoj formi. Neka su Si matrice kon-
struisane kao u prethodnom delu pomoc´u uopsˇtenih sopstvenih vektora matrice Ci.
Tada je Ji = S
−1
i · Ci · Si matrica u Zˇordanovoj formi i Ji = Ji,1 ⊕ Ji,2 ⊕ . . .⊕ Ji,ti .
Blokovi Ji,1, Ji,2, . . . , Ji,ti odgovaraju razlicˇitim korenima polinoma ∆Ci(λ), a njihove
dimenzije su jednake viˇsestrukostima datih korena. Ako oznacˇimo sa S direktnu
sumu matrica Si, odnosno ako je S = S1 ⊕ S2 ⊕ . . . ⊕ Sk, onda je J = S−1 · C · S
Zˇordanova kanonska forma matrica B. Primenom Teoreme 3.3. dobijamo totalno
redukovani sistem.
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5 Parcijalna i totalna redukcija linearnih sistema
sa razlicˇitim operatorima
U ovom poglavlju prosˇiric´emo istrazˇivanje i na sisteme linearnih operatorskih jedna-
cˇina sa konstantnim koeficijentima u kojima figuriˇsu razlicˇiti operatori. Koristic´emo
slicˇne tehnike kao i u prethodnim sekcijama. Prvo c´emo skicirati slucˇajeve sa dve
i tri operatorske jednacˇine, a zatim c´emo prikazati opsˇti slucˇaj totalne redukcije.
Takod-e c´emo prikazati i metod parcijalne redukcije za sisteme kod kojih je matrica
sistema u formi pratec´e matrice.
5.1 Totalna redukcija linearnih sistema dve operatorske
jednacˇine
Neka je K polje i V vektorski prostor nad poljem K, neka su A1 : V −→ V i
A2 : V −→ V linearni operatori za koje vazˇi A1 ◦ A2 = A2 ◦ A1. Razmatramo
linearne sisteme operatorskih jednacˇina po promenljivim x1 i x2 oblika
A1(x1) = b11x1 + b12x2 + ϕ1
A2(x2) = b21x1 + b22x2 + ϕ2,
za b11, b12, b21, b22 ∈ K i ϕ1, ϕ2 ∈ V . Dati sistem mozˇemo zapisati u vektorskom
obliku ~A(~x) = B~x + ~ϕ, gde je ~x = [x1 x2]
T kolona nepoznatih, ~A : V 2 −→ V 2
vektorski operator definisan pokoordinatno ~A = [A1 A2]
T , B =
[
b11 b12
b21 b22
]
matrica
sistema i ~ϕ = [ϕ1 ϕ2]
T kolona slobodnih cˇlanova. Od interesa nam je i matricˇni
zapis polaznog sistema
[
A1 − b11 −b12
−b21 A2 − b22
]
·
[
x1
x2
]
=
[
ϕ1
ϕ2
]
.
Oznacˇimo sa B( ~A) = B(A1, A2) matricu
[
A1 − b11 −b12
−b21 A2 − b22
]
.
Mnozˇenjem prethodne jednacˇine adjungovanom matricom B˜( ~A) matrice B( ~A) do-
bijamo (∆B( ~A)I) ~x = B˜( ~A) · ~ϕ, gde je ∆B(λ1, λ2) = λ1λ2 − (b22λ1 + b11λ2) + detB.
Polinom ∆B(λ1, λ2) nazivamo uopsˇtenim karakteristicˇnim polinomom ma-
trice B po dve promenljive. Pa kako je B˜( ~A) =
[
A2 − b22 b12
b21 A1 − b11
]
, imamo
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[
∆B( ~A) 0
0 ∆B( ~A)
]
·
[
x1
x2
]
=
[
A2 − b22 b12
b21 A1 − b11
]
·
[
ϕ1
ϕ2
]
,
odnosno
∆B( ~A)(x1) = A2(ϕ1)− b22ϕ1 + b12ϕ2
∆B( ~A)(x2) = A1(ϕ2)− b11ϕ2 + b21ϕ1.
Primetimo da vazˇi
A2(ϕ1)− b22ϕ1 + b12ϕ2 =
 A2(ϕ1) b12
A2(ϕ2) b22
−
 ϕ1 b12
ϕ2 b22

A1(ϕ2)− b11ϕ2 + b21ϕ1 =
 b11 A1(ϕ1)
b21 A1(ϕ2)
−
 b11 ϕ1
b21 ϕ2
 ,
pri cˇemu u obzir uzimamo samo uokvirene glavne minore. Ako definiˇsemo vektorski
operator ~∆B sa ~∆B = [∆B ∆B]
T i ako oznacˇimo sa Bi matricu dobijenu od matrice
B zamenom i-te kolone sa kolonom slobodnih cˇlanova ~ϕ = [ϕ1 ϕ2]
T , 1 ≤ i ≤ 2,
dobijeni sistem mozˇemo zapisati u vektorskom obliku
~∆B(~x) =
[
A2(ϕ1)
A1(ϕ2)
]
−
[
detB1
detB2
]
.
Matricu B˜(λ1, λ2) =
[
λ2 − b22 b12
b21 λ1 − b11
]
mozˇemo zapisati i kao polinom po pro-
menljivim λ1 i λ2 sa matricˇnim koeficijentima. Odnosno vazˇi da je
B˜(λ1, λ2) =
[
0 0
0 1
]
λ1 +
[
1 0
0 0
]
λ2 −
[
b22 −b12
−b21 b11
]
=
[
0 0
0 adj[b22]
]
λ1 +
[
adj[b11] 0
0 0
]
λ2 − adjB.
Dato razmatranje se mozˇe nac´i i u radu [25].
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5.2 Totalna redukcija linearnih sistema tri operatorske
jednacˇine
Razmotrimo sada totalnu redukciju linearnog sistema tri operatorske jednacˇine sa
konstantnim koeficijentima po promenljivim x1, x2 i x3
A1(x1) = b11x1 + b12x2 + b13x3 + ϕ1
A2(x2) = b21x1 + b22x2 + b23x3 + ϕ2
A3(x3) = b31x1 + b32x2 + b33x3 + ϕ3,
uz pretpostavku da su linearni operatori A1, A2 i A3 komutativni. Dati sistem
mozˇemo zapisati u matricˇnom obliku A1 − b11 −b12 −b13−b21 A2 − b22 −b23
−b31 −b32 A3 − b33
 ·
 x1x2
x3
 =
 ϕ1ϕ2
ϕ3
 .
Oznacˇimo sa B( ~A) = B(A1, A2, A3) matricu
 A1 − b11 −b12 −b13−b21 A2 − b22 −b23
−b31 −b32 A3 − b33
, a sa
B˜( ~A) = B˜(A1, A2, A3) adjungovanu matrice date matrice. Mnozˇenjem prethodne
jednacˇine sa B˜( ~A) dobijamo (∆B( ~A)I) ~x = B˜( ~A) ~ϕ, gde je ∆B( ~A) = ∆B(A1, A2, A3)
linearni operator dobijen zamenom promenljivih λ1, λ2 i λ3 redom sa operatorima
A1, A2 i A3 u polinomu
∆B(λ1, λ2, λ3) = λ1λ2λ3 − (b33λ1λ2 + b22λ1λ3 + b11λ2λ3)
+
∣∣∣∣∣ b22 b23b32 b33
∣∣∣∣∣λ1 +
∣∣∣∣∣ b11 b13b31 b33
∣∣∣∣∣λ2 +
∣∣∣∣∣ b11 b12b21 b22
∣∣∣∣∣λ3 − detB.
Polinom ∆B(λ1, λ2, λ3) nazivamo uopsˇtenim karakteristicˇnim polinomom ma-
trice B po tri promenljive. Primetimo da su koeficijenti uopsˇtenog karakteristicˇnog
polinoma glavni minori matrice B, i to uz monome stepena k imamo glavne minore
reda 3 − k, 1 ≤ k ≤ 3, koje dobijamo izbacivanjem onih vrsta i kolona u kojima
se nalaze promenljive koje cˇine dati monom. Ako oznacˇimo algebarske kofaktore
matrice B˜( ~A) sa Bij( ~A), 1 ≤ i, j ≤ 3, imamo da vazˇi
B11( ~A)=(−1)1+1
∣∣∣∣∣A2−b22 −b23−b32 A3−b33
∣∣∣∣∣ ,
=(A2 − b22)(A3 − b33)− b23b32
=A3 ◦A2 − (b22A3 + b33A2) +B11
B21( ~A)=(−1)2+1
∣∣∣∣∣−b12 −b13−b32 A3−b33
∣∣∣∣∣ ,
=b12A3 +B21
B31( ~A)=(−1)3+1
∣∣∣∣∣ −b12 −b13A2−b22 −b23
∣∣∣∣∣ ,
=b13A2 +B31
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B12( ~A)=(−1)1+2
∣∣∣∣∣−b21 −b23−b31 A3−b33
∣∣∣∣∣ ,
=b21A3 +B12
B22( ~A)=(−1)2+2
∣∣∣∣∣A1−b11 −b13−b31 A3−b33
∣∣∣∣∣ ,
=(A1 − b11)(A3 − b33)− b13b31
=A3 ◦A1 − (b11A3 + b33A1) +B22
B32( ~A) =(−1)3+2
∣∣∣∣∣A1−b11 −b13−b21 −b23
∣∣∣∣∣ ,
=b23A1 +B32
B13( ~A)=(−1)1+3
∣∣∣∣∣−b21 A2−b22−b31 −b32
∣∣∣∣∣ ,
=b31A2 +B13
B23( ~A)=(−1)2+3
∣∣∣∣∣A1−b11 −b12−b31 −b32
∣∣∣∣∣ ,
=b32A1 +B23
B33( ~A)=(−1)3+3
∣∣∣∣∣A1−b11 −b12−b21 A2−b22
∣∣∣∣∣ ,
=(A1 − b11)(A2 − b22)− b12b21
=A2 ◦A1 − (b11A2 + b22A1) +B33
gde su Bij, 1 ≤ i, j ≤ 3 algebarski kofaktori matrice sistema B. Mnozˇenjem sistema
datog u matricˇnom obliku sa adjungovanom matricom dobijamo
 ∆B( ~A) 0 00 ∆B( ~A) 0
0 0 ∆B( ~A)
 ·
 x1x2
x3
 =
 B11( ~A) B21( ~A) B31( ~A)B12( ~A) B22( ~A) B32( ~A)
B13( ~A) B23( ~A) B33( ~A)
 ·
 ϕ1ϕ2
ϕ3
.
Odakle dobijamo
∆B( ~A)(x1) = B11( ~A)ϕ1 +B21( ~A)ϕ2 +B31( ~A)ϕ3
= A3 ◦ A2(ϕ1)− (b22A3(ϕ1) + b33A2(ϕ1)) +B11ϕ1
+ b12A3(ϕ2) +B21ϕ2 + b13A2(ϕ3) +B31ϕ3
= A3 ◦ A2(ϕ1)− [b22A3(ϕ1)− b12A3(ϕ2)]− [b33A2(ϕ1)− b13A2(ϕ3)]
+ B11ϕ1 +B21ϕ2 +B31ϕ3
∆B( ~A)(x2) = B12( ~A)ϕ1 +B22( ~A)ϕ2 +B32( ~A)ϕ3
= b21A3(ϕ1) +B12ϕ1 + b23A1(ϕ3) +B32ϕ3
+ A3 ◦ A1(ϕ2)− (b11A3(ϕ2) + b33A1(ϕ2)) +B22ϕ2
= A3 ◦ A1(ϕ2)− [b11A3(ϕ2)− b21A3(ϕ1)]− [b33A1(ϕ2)− b23A1(ϕ3)]
+ B12ϕ1 +B22ϕ2 +B32ϕ3
∆B( ~A)(x3) = B13( ~A)ϕ1 +B23( ~A)ϕ2 +B33( ~A)ϕ3
= b31A2(ϕ1) +B13ϕ1 + b32A1(ϕ2) +B23ϕ2
+ A2 ◦ A1(ϕ3)− (b11A2(ϕ3) + b22A1(ϕ3)) +B33ϕ3
= A2 ◦ A1(ϕ3)− [b11A2(ϕ3)− b31A2(ϕ1)]− [b22A1(ϕ3)− b32A1(ϕ2)]
+ B13ϕ1 +B23ϕ2 +B33ϕ3.
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Sˇto mozˇemo vizuelno predstaviti u obliku sistema
∆B(x1)=

A3 ◦A2(ϕ1) b12 b13
A3 ◦A2(ϕ2) b22 b23
A3 ◦A2(ϕ3) b32 b33
−


A3(ϕ1) b12 b13
A3(ϕ2) b22 b23
A3(ϕ3) b32 b33
+

A2(ϕ1) b12 b13
A2(ϕ2) b22 b23
A2(ϕ3) b32 b33

+

ϕ1 b12 b13
ϕ2 b22 b23
ϕ3 b32 b33

∆B(x2)=

b11 A3 ◦A1(ϕ1) b13
b21 A3 ◦A1(ϕ2) b23
b31 A3 ◦A1(ϕ3) b33
−


b11 A3(ϕ1) b13
b21 A3(ϕ2) b23
b31 A3(ϕ3) b33
+

b11 A1(ϕ1) b13
b21 A1(ϕ2) b23
b31 A1(ϕ3) b33

+

b11 ϕ1 b13
b21 ϕ2 b23
b31 ϕ3 b33

∆B(x3)=

b11 b12 A2 ◦A1(ϕ1)
b21 b22 A2 ◦A1(ϕ2)
b31 b32 A2 ◦A1(ϕ3)
−


b11 b12 A2(ϕ1)
b21 b22 A2(ϕ2)
b31 b32 A2(ϕ3)
+

b11 b12 A1(ϕ1)
b21 b22 A1(ϕ2)
b31 b32 A1(ϕ3)

+

b11 b12 ϕ1
b21 b22 ϕ2
b31 b32 ϕ3
 ,
pri cˇemu u razmatranje uzimamo samo uokvirene glavne minore. Adjungovanu
matricu B˜(λ1, λ2, λ3) matrice
B(~λ) = B(λ1, λ2, λ3) =
 λ1 − b11 −b12 −b13−b21 λ2 − b22 −b23
−b31 −b32 λ3 − b33

mozˇemo zapisati kao polinom po tri promenljive λ1, λ2 i λ3 sa matricˇnim koeficijen-
tima u obliku
B˜(λ1, λ2, λ3) =
 0 0 00 0 0
0 0 1
λ1λ2 +
 0 0 00 1 0
0 0 0
λ1λ3 +
 1 0 00 0 0
0 0 0
λ2λ3
−

0 0 00 b33 −b23
0 −b32 b22
λ1 +
 b33 0 −b130 0 0
−b31 0 b11
λ2 +
 b22 −b12 0−b21 b11 0
0 0 0
λ3

+ adjB.
Primetimo da su koeficijenti matrice B˜(λ1, λ2, λ3) posmatrane kao polinom po tri
promenljive formirani pomoc´u adjungovanih matrica podmatrica matrice polaznog
sistemaB dobijenih brisanjem onih vrsta i onih kolona u kojima se nalaze promenljive
koje sacˇinjavaju dati monom, i to tako sˇto odgovarajuc´u adjungovanu matricu
prosˇirujemo nula vrstama i nula kolonama do dimenzije 3.
Dato razmatranje se mozˇe nac´i i u radu [25].
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5.3 Totalna redukcija linearnih sistema sa razlicˇitim
operatorima - opsˇti slucˇaj
U okviru ove sekcije razmatramo sistem operatorskih jednacˇina oblika
A1(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A2(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
An(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
uz pretpostavku da linearni operatori A1, A2, . . . , An komutiraju, tj. da vazˇi Ai◦Aj =
Aj ◦ Ai, za 1 ≤ i, j ≤ n, gde su bij ∈ K i ϕi ∈ V . Sistem mozˇemo zapisati i u
vektorskom obliku
~A(~x) = B~x+ ~ϕ,
gde je B = [bij]n×n matrica sistema, ~x = [x1 x2 . . . xn]T kolona nepoznatih, ~ϕ =
[ϕ1 ϕ2 . . . ϕn]
T kolona slobodnih cˇlanova i ~A vektorski operator definisan sa ~A(~x) =
[A1(x1) A2(x2) . . . An(xn)]
T . Matricu oblika
B(~λ) =

λ1 − b11 −b12 . . . −b1n
−b21 λ2 − b22 . . . −b2n
...
...
. . .
...
−bn1 −bn2 . . . λn − bnn

nazivamo uopsˇtenom karakteristicˇnom matricom matrice B. Determinantu
matrice B(~λ) nazivamo uopsˇtenim karakteristicˇnim polinomom i oznacˇavamo
sa ∆B(~λ) = ∆B(λ1, λ2, . . . , λn). U radu [55] mozˇe se nac´i slicˇno uopsˇtenje karakter-
isticˇnog polinoma na polinom po dve promenljive. Ako uopsˇteni karakteristicˇni
polinom razmatramo kao polinom po promenljivim λ1,λ2,. . . ,λn, onda je koeficijent
uz monom λψ1λψ2 . . .λψr , 1 ≤ r ≤ n, ψ1 < ψ2 < . . . < ψr, jednak proizvodu (−1)n−r i
glavnog minora matrice B koji se dobija izbacivanjem vrsta i kolona ψ1, ψ2, . . . , ψr.
Zaista, ako sa Sn oznacˇimo skup svih permutacija brojeva 1, 2, . . . , n i ako je p(φ)
broj inverzija permutacije φ ∈ Sn onda imamo
∆B(~λ)=
∑
φ ∈ Sn
(−1)p(φ)(λ1δ1φ1 − b1φ1) . . . (λnδnφn − bnφn),
gde je δiφi =
{ 1, i = φi
0, i 6= φi
. Koeficijent uz λψ1λψ2 . . . λψr u polinomu ∆B(
~λ) je izraz
oblika (−1)n−r
∑
φ ∈ Sn
(−1)p(φ) δψ1φψ1δψ2φψ2 . . . δψrφψr bψr+1φψr+1 bψr+2φψr+2 . . . bψnφψn .
Data suma je determinanta matrice koja se dobija od matrice B zamenom vrsta
ψ1, ψ2, . . . , ψr vrstama cˇija je ψj-ta komponenta 1, a sve ostale su 0. Mnozˇenjem
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ovih vrsta odgovarajuc´im brojevima i dodavanjem preostalim vrstama, dobijamo
matricu kod koje su elementi na pozicijama (ψ1, ψ1), (ψ2, ψ2), . . . (ψr, ψr) jednaki 1
i koja u vrstama i kolonama ψ1, ψ2, . . . , ψr ima sve ostale elemente jednake 0, ostali
elementi date matrice jednaki su elementima polazne matrice B. Odnosno dobijamo
glavni minor reda n− r matrice B.
Oznacˇimo sa B˜(~λ) adjungovanu matricu uopsˇtene karakteristicˇne matrice B(~λ) ma-
trice B, a sa B˜ψr+1ψr+2...ψn koeficijent uz monom λψ1λψ2 . . . λψr u B˜(
~λ), gde je
ψ1 < ψ2 < . . . < ψr, ψr+1 < ψr+2 < . . . < ψn. Za matricu B(~λ) vazˇi B(~λ) =
λ1E11 + λ2E22 + . . . + λnEnn − B, gde je Eii matrica cˇiji su svi elementi jednaki 0
izuzev elementa na poziciji (i, i) koji je jednak 1.
Zaista, ako je B = [bij]4×4 proizvoljna 4 × 4 matrica sa koeficijentima u polju K,
onda je B(~λ) = [δijλi − bij]4×4 = λ1E11 + λ2E22 + λ3E33 + λ4E44 −B i
∆B(~λ) =
∣∣∣∣∣∣∣∣∣∣
λ1 − b11 −b12 −b13 −b14
−b21 λ2 − b22 −b23 −b24
−b31 −b32 λ3 − b33 −b34
−b41 −b42 −b43 λ4 − b44
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 0 0 −b14
0 λ2 0 −b24
0 0 λ3 −b34
0 0 0 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 0 −b13 0
0 λ2 −b23 0
0 0 −b33 0
0 0 −b43 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 −b12 0 0
0 −b22 0 0
0 −b32 λ3 0
0 −b42 0 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 0 0 0
−b21 λ2 0 0
−b31 0 λ3 0
−b41 0 0 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 0 −b13 −b14
0 λ2 −b23 −b24
0 0 −b33 −b34
0 0 −b43 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 −b12 0 −b14
0 −b22 0 −b24
0 −b32 λ3 −b34
0 −b42 0 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 −b12 −b13 0
0 −b22 −b23 0
0 −b32 −b33 0
0 −b42 −b43 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 0 0 −b14
−b21 λ2 0 −b24
−b31 0 λ3 −b34
−b41 0 0 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 0 −b13 0
−b21 λ2 −b23 0
−b31 0 −b33 0
−b41 0 −b43 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 −b12 0 0
−b21 −b22 0 0
−b31 −b32 λ3 0
−b41 −b42 0 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
λ1 −b12 −b13 −b14
0 −b22 −b23 −b24
0 −b32 −b33 −b34
0 −b42 −b43 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 0 −b13 −b14
−b21 λ2 −b23 −b24
−b31 0 −b33 −b34
−b41 0 −b43 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 −b12 0 −b14
−b21 −b22 0 −b24
−b31 −b32 λ3 −b34
−b41 −b42 0 −b44
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 −b12 −b13 0
−b21 −b22 −b23 0
−b31 −b32 −b33 0
−b41 −b42 −b43 λ4
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣
−b11 −b12 −b13 −b14
−b21 −b22 −b23 −b24
−b31 −b32 −b33 −b34
−b41 −b42 −b43 −b44
∣∣∣∣∣∣∣∣∣∣
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= λ1λ2λ3λ4 − γ4λ1λ2λ3 − γ3λ1λ2λ4 − γ2λ1λ3λ4 − γ4λ2λ3λ4
+ γ34λ1λ2 + γ24λ1λ3 + γ23λ1λ4 + γ14λ2λ3 + γ13λ2λ4 + γ12λ3λ4
− γ234λ1 − γ134λ2 − γ124λ3 − γ123λ4 + γ1234,
gde su γi glavni minori prvog reda matrice B koji sadrzˇe i-tu vrstu i kolonu, γij
glavni minori drugog reda matrice B koji sadrzˇe i-tu i j-tu vrstu i kolonu, γijk
glavni minori trec´eg reda matrice B koji sadrzˇe i-tu, j-tu i k-tu vrstu i kolonu i gde
je γ1234 determinanta matrice B, za i, j, k ∈ {1, 2, 3, 4} i i 6= j 6= k.
Iz jednakostiB(~λ)·B˜(~λ) = ∆B(~λ)I zakljucˇujemo da je adjungovana matrica uopsˇtene
karakteristicˇne matrice 4× 4 matrice B oblika
B˜(~λ) = λ1λ2λ3λ4B˜0 + λ2λ3λ4B˜1 + λ1λ3λ4B˜2 + λ1λ2λ4B˜3 + λ1λ2λ3B˜4
+ λ3λ4B˜12 + λ2λ4B˜13 + λ2λ3B˜14 + λ1λ4B˜23 + λ1λ3B˜24 + λ1λ2B˜34
+ λ4B˜123 + λ3B˜124 + λ2B˜134 + λ1B˜234 + B˜1234,
Dalje imamo
B(~λ) · B˜(~λ) = λ21λ2λ3λ4E11 · B˜0 + λ1λ22λ3λ4E22 · B˜0 + λ1λ2λ23λ4E33 · B˜0 + λ1λ2λ3λ24E44 · B˜0
+ λ1λ2λ3λ4(E11 · B˜1 + E22 · B˜2 + E33 · B˜3 + E44 · B˜4 −B · B˜0)
+ λ21λ2λ3E11 · B˜4 + λ21λ2λ4E11 · B˜3 + λ21λ3λ4E11 · B˜2 + λ1λ22λ3E22 · B˜4
+ λ1λ
2
2λ4E22 · B˜3 + λ22λ3λ4E22 · B˜1 + λ1λ2λ23E33 · B˜4 + λ1λ23λ4E33 · B˜2
+ λ2λ
2
3λ4E33 · B˜1 + λ1λ2λ24E44 · B˜3 + λ1λ3λ24E44 · B˜2 + λ2λ3λ24E44 · B˜1
+ λ1λ2λ3(E11 · B˜14 + E22 · B˜24 + E33 · B˜34 −B · B˜4)
+ λ1λ2λ4(E11 · B˜13 + E22 · B˜23 + E44 · B˜34 −B · B˜3)
+ λ1λ3λ4(E11 · B˜12 + E33 · B˜23 + E44 · B˜24 −B · B˜2)
+ λ2λ3λ4(E22 · B˜12 + E33 · B˜13 + E44 · B˜14 −B · B˜1)
+ λ21λ2E11 · B˜34 + λ21λ3E11 · B˜24 + λ21λ4E11 · B˜23 + λ1λ22E22 · B˜34
+ λ22λ3E22 · B˜14 + λ22λ4E22 · B˜13 + λ1λ23E33 · B˜24 + λ2λ23E33 · B˜14
+ λ23λ4E33 · B˜12 + λ1λ24E44 · B˜23 + λ2λ24E44 · B˜13 + λ3λ24E44 · B˜12
+ λ1λ2(E11 · B˜134 + E22 · B˜234 −B · B˜34) + λ1λ3(E11 · B˜124 + E33 · B˜234 −B · B˜24)
+ λ1λ4(E11 · B˜123 + E44 · B˜234 −B · B˜23) + λ2λ3(E22 · B˜124 + E33 · B˜134 −B · B˜14)
+ λ2λ4(E22 · B˜123 + E44 · B˜134 −B · B˜13) + λ3λ4(E33 · B˜123 + E44 · B˜124 −B · B˜12)
+ λ21E11 · B˜234 + λ22E22 · B˜134 + λ23E33 · B˜124 + λ24E44 · B˜123
+ λ1(E11 · B˜1234 −B · B˜234) + λ2(E22 · B˜1234 −B · B˜134)
+ λ3(E33 · B˜1234 −B · B˜124) + λ4(E44 · B˜1234 −B · B˜123)−B · B˜1234.
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Upored-ivanjem koeficijenata na levoj i desnoj strani jednakostiB(~λ)·B˜(~λ) = ∆B(~λ)I
i B˜(~λ) · B(~λ) = ∆B(~λ)I i cˇinjenice da u uopsˇtenom karakteristicˇnom polinomu
nema monoma koji ima promenljivu stepena vec´eg od jedan zakljucˇujemo da je
EψiψiB˜ψr+1ψr+2...ψn = O i B˜ψr+1ψr+2...ψnEψiψi = O za 1 ≤ i ≤ r ≤ n. Pa dobijamo da
su svi elementi vrsta i kolona ψ1, ψ2, . . . , ψr matrice B˜ψr+1ψr+2...ψn jednaki nula.
Upored-ivanjem koeficijenata u slucˇaju n = 4 imamo da je
• E11 · B˜0 = O, E22 · B˜0 = O, E33 · B˜0 = O i E44 · B˜0 = O;
• E22 · B˜1 = O, E33 · B˜1 = O i E44 · B˜1 = O;
• E11 · B˜2 = O, E33 · B˜2 = O i E44 · B˜2 = O;
• E11 · B˜3 = O, E22 · B˜3 = O i E44 · B˜3 = O;
• E11 · B˜4 = O, E22 · B˜4 = O i E33 · B˜4 = O;
• E33 · B˜12 = O i E44 · B˜12 = O;
• E22 · B˜13 = O i E44 · B˜13 = O;
• E22 · B˜14 = O i E33 · B˜14 = O;
• E11 · B˜23 = O i E44 · B˜23 = O;
• E11 · B˜24 = O i E33 · B˜24 = O;
• E11 · B˜34 = O i E22 · B˜34 = O;
• E44 · B˜123 = O;
• E33 · B˜124 = O;
• E22 · B˜134 = O;
• E11 · B˜234 = O;
Pa za koeficijente adjungovane matrice B˜(~λ) vazˇi
• matrica B˜0 je nula matrica;
• sve vrste izuzev prve matrice B˜1 su nula vrste;
• sve vrste izuzev druge matrice B˜2 su nula vrste;
• sve vrste izuzev trec´e matrice B˜3 su nula vrste;
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• sve vrste izuzev cˇetvrte matrice B˜4 su nula vrste;
• trec´a i cˇetvrta vrsta matrice B˜12 su nula vrste;
• druga i cˇetvrta vrsta matrice B˜13 su nula vrste;
• druga i trec´a vrsta matrice B˜14 su nula vrste;
• prva i cˇetvrta vrsta matrice B˜23 su nula vrste;
• prva i trec´a vrsta matrice B˜24 su nula vrste;
• prva i druga vrsta matrice B˜34 su nula vrste;
• cˇetvrta vrsta matrice B˜123 je nula vrsta;
• trec´a vrsta matrice B˜124 je nula vrsta;
• druga vrsta matrice B˜134 je nula vrsta;
• prva vrsta matrice B˜234 je nula vrsta.
Posˇto vazˇi i da je B˜(~λ) · B(~λ) = ∆B(~λ)I zakljucˇujemo da su i odgovarajuc´e kolone
koeficijenata adjungovane matrice B˜(~λ) uopsˇtene karakteristicˇne matrice B(~λ) po-
lazne matrice B nula kolone.
Ostale koeficijente matrice B˜ψr+1ψr+2...ψn dobijamo izdvajanjem koeficijenata uz mo-
nom λψ1λψ2 . . .λψr u algebarskim kofaktorima matrice B˜(
~λ). Kako su algebarski
kofaktori matrice B˜(~λ) linearni po svakoj koloni, imamo da c´e element na poziciji
(i, j) matrice B˜ψr+1ψr+2...ψn biti jednak algebarskom kofaktoru elementa na poziciji
(j, i) matrice kod koje su kolone ψ1, ψ2, . . . , ψr matrice −B zamenjene kolonama
~eψ1 , ~eψ2 , . . . , ~eψn , gde je ~eψi kolona cˇija je ψi-ta komponenta 1, a sve ostale su
0, 1 ≤ i ≤ r. Algebarski kofaktor elementa na poziciji (j, i) date matrice koji
sadrzˇi vrste i kolone ψ1, ψ2, . . . , ψr je jednak algebarskom kofaktoru elementa na
poziciji (j − l, i − k) matrice koja se dobija od matrice −B izbacivanjem vrsta i
kolona ψ1, ψ2, . . . , ψr. Brojevi k i l predstavljaju broj kolona, odnosno vrsta iz
skupa ψ1, ψ2, . . . , ψr za koje vazˇi redom ψs < i i ψt < j, 1 ≤ s, t ≤ r. Prema
tome, ako matricu B˜(~λ) posmatramo kao polinom sa matricˇnim koeficijentima po
promenljivim λ1, . . . , λn, onda koeficijent matrice B˜(~λ) uz monom λψ1λψ2 . . . λψr
formiramo pomoc´u adjungovane matrice podmatrice matrice −B dobijene brisa-
njem vrsta i kolona ψ1, ψ2, . . . , ψr, i to tako sˇto odgovarajuc´u adjungovanu matricu
prosˇirujemo nula vrstama i nula kolonama na pozicijama ψ1, ψ2, . . . , ψr.
Ilustrujmo prethodno razmatranje u slucˇaju n = 4 na koeficijentu B˜24 uz monom
λ1λ3 adjungovane matrice uopsˇtene karakteristicˇne matrice matrice B. Pokazali smo
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da su prva i trec´a vrsta, kao i prva i trec´a kolona date matrice nula vrste, odnosno
nula kolone. Ostalo je josˇ da odredimo elemente na pozicijama (2, 2), (2, 4), (4, 2) i
(4, 4). To c´emo uraditi odred-ivanjem odgovarajuc´ih algebarskih kofaktora matrice
B(~λ) i izdvajanjem koeficijenata uz monom λ1λ3. Za algebarski kofaktor B22(~λ)
matrice B(~λ) elementa na poziciji (2, 2) vazˇi
B22(~λ) =
∣∣∣∣∣∣∣
λ1 − b11 −b13 −b14
−b31 λ3 − b33 −b34
−b41 −b43 λ4 − b44
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
λ1 0 0
0 λ3 0
0 0 λ4
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
λ1 0 −b14
0 λ3 −b34
0 0 −b44
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
λ1 −b13
0 −b33
0 −b43 λ4
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
−b11 0 0
−b31 λ3 0
−b41 0 λ4
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
λ1 −b13 −b14
0 −b33 −b34
0 −b43 −b44
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
−b11 0 −b14
−b31 λ3 −b34
−b41 0 −b44
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
−b11 −b13 0
−b31 −b33 0
−b41 −b43 λ4
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
−b11 −b13 −b14
−b31 −b33 −b34
−b41 −b43 −b44
∣∣∣∣∣∣∣
= λ1λ3λ4 − b44λ1λ3 − b33λ1λ4 − b11λ3λ4
+
∣∣∣∣∣ −b33 −b34−b43 −b44
∣∣∣∣∣λ1+
∣∣∣∣∣ −b11 −b14−b41 −b44
∣∣∣∣∣λ3+
∣∣∣∣∣ −b11 −b13−b31 −b33
∣∣∣∣∣λ4+
∣∣∣∣∣∣∣
−b11 −b13 −b14
−b31 −b33 −b34
−b41 −b43 −b44
∣∣∣∣∣∣∣ .
Prema tome, koeficijent matrice B22(~λ) na poziciji (2, 2) jednak je koeficijentu −b44
uz monom λ1λ3, sˇto je takod-e koeficijent adjungovane matrice matrice
[
−b22 −b24
−b42 −b44
]
na poziciji (1, 1). Slicˇnim razmatranjem mozˇemo zakljucˇiti da c´e koeficijenti na pozi-
cijama (2, 4), (4, 2) i (4, 4) matrice B˜24 biti redom jednaki determinantama∣∣∣∣∣∣∣
1 0 −b14
0 0 −b24
0 1 −b34
∣∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣
1 −b12 0
0 −b32 1
0 −b42 0
∣∣∣∣∣∣∣ i
∣∣∣∣∣∣∣
1 −b12 0
0 −b22 0
0 −b32 1
∣∣∣∣∣∣∣ .
Odnosno imamo da su odgovarajuc´i koeficijenti jednaki redom b24, b42 i −b22 i to su
koeficijenti adjungovane matrice matrice
[
−b22 −b24
−b42 −b44
]
na pozicijama (1, 2), (2, 1)
i (2, 2).
Naredna teorema je uopsˇtenje Teoreme 4.1.
Teorema 5.1 Neka je dat sistem operatorskih jednacˇina u vektorskom obliku
~A(~x) = B~x+ ~ϕ
i neka je matrica Bψr+1ψr+2...ψn koeficijent uz monom λψ1λψ2 . . .λψr adjungovane ma-
trice B˜(~λ) uopsˇtene karakteristicˇne matrice B(~λ) matrice B predstavljene kao poli-
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nom po promenljivim λ1,λ2,. . . ,λn. Tada vazˇi
~∆B( ~A)(~x) =
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
Bψr+1ψr+2...ψnAψ1 ◦ Aψ2 ◦ . . . ◦ Aψr(~ϕ).
Dokaz: Ako u jednakosti ∆B(~λ)I = B˜(~λ) ·B(~λ) umesto ~λ stavimo ~A dobijamo
∆B( ~A)I = B˜( ~A) ·B( ~A)
~∆B( ~A)(~x) = B˜( ~A) · (B( ~A)(~x))
= B˜( ~A) · ( ~A(~x)−B~x)
= B˜( ~A) · ~ϕ
=
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
Bψr+1ψr+2...ψnAψ1 ◦ Aψ2 ◦ . . . ◦ Aψr(~ϕ).
Matricu koja se dobija zamenom i-te kolone matrice B kolonom ~v = [v1 . . . vn]
T
oznacˇavamo sa Bi(v1, . . . , vn). Glavni minor matrice B
i(v1, . . . , vn) koji sadrzˇi kolone
ψr+1, ψr+2, . . . , ψn i za koji postoji j, 1 ≤ j ≤ n − r, takvo da vazˇi i = ψr+j,
oznacˇavamo sa
δiψr+1ψr+2...ψn(B;~v) = δ
i
ψr+1ψr+2...ψn
(B; v1,. . . ,vn) = δ
i
ψr+1ψr+2...ψn
(Bi(v1,. . . ,vn)),
ψr+1 < ψr+2 < . . . < ψn. Ako je i 6= ψr+j, za svako j, 1 ≤ j ≤ n−r, onda definiˇsemo
δiψr+1ψr+2...ψn(B;~v) sa δ
i
ψr+1ψr+2...ψn
(B;~v) = 0.
Naredna lema daje vezu izmed-u koeficijenata Bψr+1ψr+2...ψn matricˇnog polinoma
B˜(~λ) = adj(B(λ)) i glavnih minora δiψr+1ψr+2...ψn(B;~v).
Lema 5.2 Za proizvoljnu kolonu ~v = [v1 v2 . . . vn]
T ∈ Kn×1 vazˇi
Bψr+1ψr+2...ψn · ~v = Bψr+1ψr+2...ψn ·

v1
v2
...
vn

= (−1)n−r−1

δ1ψr+1ψr+2...ψn(B;~v)
δ2ψr+1ψr+2...ψn(B;~v)
...
δnψr+1ψr+2...ψn(B;~v)

.
Dokaz: Adjungovana matrica podmatrice reda n − r matrice −B jednaka je pro-
izvodu konstante (−1)n−r−1 i adjungovane matrice odgovarajuc´e podmatrice ma-
trice B. Laplasovim razvojem po i-toj koloni imamo da je proizvod adjungovane
matrice matrice B i proizvoljne kolone ~v jednak koloni cˇija je i-ta komponenta jed-
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naka determinanti date matrice kod koje je i-ta kolona zamenjena sa kolonom ~v.
Kako je matrica Bψr+1ψr+2...ψn jednaka adjungovanoj matrici matrice dobijene od
matrice −B brisanjem vrsta i kolona ψ1, ψ2, . . . , ψr imamo da je i-ta komponenta
proizvoda Bψr+1,ψr+2,...,ψn · ~v jednaka proizvodu konstante (−1)n−r−1 i determinante
podmatrice matrice B koja sadrzˇi vrste i kolone ψr+1ψr+2 . . . ψn i kod koje je i-ta
kolona zamenjena sa kolonom koju dobijamo od kolone ~v kod koje su izbrisanje vrste
ψ1, ψ2, . . . , ψr. Odnosno imamo da je i-ta komponenta proizvoda Bψr+1,ψr+2,...,ψn · ~v
jednaka proizvodu konstante (−1)n−r−1 i minora δiψr+1ψr+2...ψn(B;~v).
Napomena 5.3 Za λ1 = λ2 = . . . = λn imamo da je zbir matrica koje pred-
stavljaju koeficijente uz monome totalnog stepena r u adjungovanoj matici B˜(~λ)
jednak koeficijentu Bn−r−1 adjungovane matrice karakteristicˇne matrice λI −B ma-
trice sistema B. Odakle zakljucˇujemo da je Lema 4.4 specijalan slucˇaj prethodne
leme.
Naredne dve teoreme su uopsˇtenja Teorema 4.6 i 4.7.
Teorema 5.4 Sistem operatorskih jednacˇina dat u vektorskom obliku
~A(~x) = B~x+ ~ϕ
svodi se na totalno redukovani sistem operatorskih jednacˇina u vektorskom obliku
∆B( ~A)(~x) =
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
(−1)n−r−1~δψr+1ψr+2...ψn(B;Aψ1 ◦ Aψ2 ◦ . . . ◦ Aψr(~ϕ)),
gde je
~δψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . .◦Aψr(~ϕ)) =

δ1ψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . . ◦ Aψr(~ϕ))
δ2ψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . . ◦ Aψr(~ϕ))
...
δnψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . . ◦ Aψr(~ϕ))

.
Dokaz: Teorema sledi primenom Teoreme 5.1 i Leme 5.2
∆B( ~A)(~x) =
5.1
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
Bψr+1ψr+2...ψnAψ1 ◦ Aψ2 ◦ . . . ◦ Aψr(~ϕ)
=
5.2
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
(−1)n−r−1~δψr+1,ψr+2,...,ψn(B;Aψ1 ◦ Aψ2 ◦ . . . ◦ Aψr(~ϕ)).

Prethodna teorema je ekvivalentna sledec´em tvrd-enju.
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Teorema 5.5 Linearni sistem operatorskih jednacˇina
A1(x1) = b11x1 + b12x2 + . . .+ b1nxn + ϕ1
A2(x2) = b21x1 + b22x2 + . . .+ b2nxn + ϕ2
...
An(xn) = bn1x1 + bn2x2 + . . .+ bnnxn + ϕn,
svodi se na totalno redukovani sistem operatorskih jednacˇina
∆B( ~A)(x1) =
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
(−1)n−r−1δ1ψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . .◦Aψr(~ϕ))
...
∆B( ~A)(xi) =
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
(−1)n−r−1δiψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . .◦Aψr(~ϕ))
...
∆B( ~A)(xn) =
n−1∑
r=0
∑
1≤ψ1<...<ψr≤n
(−1)n−r−1δnψr+1ψr+2...ψn(B;Aψ1◦Aψ2◦. . .◦Aψr(~ϕ)).
Prethodna teorema se mozˇe primeniti na probleme razmatrane u radovima [10, 11,
12, 30].
5.4 Parcijalna redukcija linearnih sistema sa razlicˇitim
operatorima kod kojih je matrica sistema u formi pratec´e
matrice
U okviru ove sekcije bavimo se sistemima operatorskih jednacˇina oblika
A1(x1) = x2 + ϕ1
A2(x2) = x3 + ϕ2
...
An−1(xn−1) = xn + ϕn−1
An(xn) = −dnx1 − dn−1x2 − . . .− d1xn + ϕn,
gde je ~x = [x1 x2 . . . xn]
T ∈ Kn×1 kolona nepoznatih, ~ϕ = [ϕ1 ϕ2 . . . ϕn]T ∈ V n×1
kolona slobodnih cˇlanova, ~A(~x) = [A1(x1)A2(x2) . . . An(xn)]
T vektorski operator
definisan pokoordinatno pomoc´u linearnih operatora Ai : V → V vektorskog pro-
stora V nad poljem K, 1 ≤ i ≤ n, i gde je matrica sistema C pratec´a matrica
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polinoma
∆C(λ) = λ
n + d1λ
n−1 + . . .+ dn−1λ+ dn.
Dati sistem mozˇemo zapisati i u vektorskom obliku
~A(~x) = C~x+ ~ϕ.
Naredna teorema se mozˇe nac´i i u radu [27].
Teorema 5.6 Linearni sistem operatorskih jednacˇina
A1(x1) = x2 + ϕ1
A2(x2) = x3 + ϕ2
...
An−1(xn−1) = xn + ϕn−1
An(xn) = −dnx1 − dn−1x2 − . . .− d1xn + ϕn,
se svodi na parcijalno redukovani sistem
L( ~A)(x1) =
∑n
k=1(−1)k+1δ1k(C;An−k+1◦. . .◦A2︸ ︷︷ ︸
n−k
(ϕ1), . . . , An−k◦. . .◦A1︸ ︷︷ ︸
n−k
(ϕn))
x2 = A1(x1)− ϕ1
x3 = A2(x2)− ϕ2
...
xn−1 = An−2(xn−2)− ϕn−2
xn = An−1(xn−1)− ϕn−1,
gde je
L( ~A)(x1) = An◦An−1◦. . .◦A1(x1)+d1An−1◦An−2◦. . .◦A1(x1)+. . .+dn−1A1(x1)+dnx1
i gde je δ1k(C;An−k+1◦. . .◦A2(ϕ1), . . . , An−k◦. . .◦A1(ϕn)) suma glavnih minora reda
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k koji sadrzˇe prvu kolonu matrice
An−k+1◦An−k ◦. . .◦A2(ϕ1) 1 0 . . . 0 0 0 . . . 0
An−k+2◦An−k+1◦. . .◦A3(ϕ2) 0 1 . . . 0 0 0 . . . 0
...
...
...
. . .
...
...
...
. . .
...
An◦An−1◦. . .◦Ak+1(ϕk) 0 0 . . . 1 0 0 . . . 0
A1◦An ◦. . .◦Ak+2(ϕk+1) 0 0 . . . 0 1 0 . . . 0
A2◦A1 ◦. . .◦Ak+3(ϕk+2) 0 0 . . . 0 0 1 . . . 0
...
...
...
. . .
...
...
...
. . . 0
An−k−1◦An−k−2◦. . .◦An(ϕn−1) 0 0 . . . 0 0 0 . . . 1
An−k ◦An−k−1◦. . .◦A1(ϕn) −dn−1 −dn−2 . . . −dn−k −dn−k−1 −dn−k−2 . . . −d1

.
Dokaz: Iz prve jednacˇine sistema imamo x2 = A1(x1)− ϕ1, zamenom datog izraza
u drugu jednacˇinu dobijamo x3 = A2(x2)− ϕ2 = A2 ◦A1(x1)−A2(ϕ1)− ϕ2. Zatim
vazˇi x4 = A3 ◦ A2 ◦ A1(x1) − A3 ◦ A2(ϕ1) − A3(ϕ2) − ϕ3. Pa svako xk, 2 ≤ k ≤ n,
mozˇemo izraziti u funkciji od x1 sa
xk = Ak−1 ◦ Ak−2 ◦ . . . ◦ A1(x1)−
k−1∑
j=1
Ak−1 ◦ Ak−2 ◦ . . . ◦ Aj+1︸ ︷︷ ︸
k−1−j
(ϕj).
Zamenom datih izraza u poslednju jednacˇinu dobijamo
An◦An−1◦. . .◦A1(x1) + d1An−1◦ An−2◦. . .◦A1(x1) + . . .+ dn−1A1(x1) + dnx1 =
+ dn−1ϕ1
+ dn−2
(
A2(ϕ1) + ϕ2
)
...
+ d2
(
An−2 ◦ An−3 ◦ . . . ◦ A2(ϕ1) + . . .+ An−2(ϕn−3) + ϕn−2
)
+ d1
(
An−1 ◦ An−2 ◦ . . . ◦ A2(ϕ1) + . . .+ An−1(ϕn−2) + ϕn−1
)
+ d0
(
An ◦ An−1 ◦ . . . ◦ A2(ϕ1) + . . .+ An(ϕn−1) + ϕn
)
,
gde je d0 = 1. Ako pregrupiˇsemo elemente na desnoj strani jednakosti dobijamo
operatorsku jednacˇinu
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L( ~A)(x1) =
(
d0An ◦ An−1 ◦ . . . ◦ A2(ϕ1)
)
+
(
d0An ◦ An−1 ◦ . . . ◦ A3(ϕ2) + d1An−1 ◦ An−2 ◦ . . . ◦ A2(ϕ1)
)
...
+
(
d0An(ϕn−1) + d1An−1(ϕn−2) + d2An−2(ϕn−3) + . . .+ dn−2A2(ϕ1)
)
+
(
d0ϕn + d1ϕn−1 + d2ϕn−2 + . . .+ dn−2ϕ2 + dn−1ϕ1
)
.
Imamo da je L( ~A)(x1) =
∑n
k=1
∑k
j=1 dk−j An−k+j ◦ An−k+j−1 ◦ . . . ◦ Aj+1︸ ︷︷ ︸
n−k
(ϕj).
Na osnovu Leme 3.4 sledi da je
δ1k(C;An−k+1◦. . .◦A2(ϕ1), . . . , An−k◦. . .◦A1(ϕn)) =
(−1)k+1∑kj=1 dk−jAn−k+j ◦ An−k+j−1 ◦ . . . ◦ Aj+1(ϕj),
odakle dobijamo da je
L( ~A)(x1) =
n∑
k=1
(−1)k+1δ1k(C;An−k+1◦. . .◦A2(ϕ1), . . . , An−k◦. . .◦A1(ϕn)).
Prema tome, zakljucˇujemo da vazˇi tvrd-enje.
Operator L mozˇemo dobiti i pomoc´u uopsˇtenog karakteristicˇnog polinoma matrice
sistema C. Uopsˇteni karakteristicˇni polinom matrice C jednak je
∆C(~λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1 −1 . . . 0 0
0 λ2 . . . 0 0
...
...
. . .
...
...
0 0 . . . λn−1 −1
dn dn−1 . . . d2 λn + d1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Oznacˇimo sa L(~λ) polinom λnλn−1 . . . λ1 + d1λn−1λn−2 . . . λ1 + . . . + dn−1λ1 + dn.
Mnozˇenjem poslednje kolone sa λn−1 i dodavanjem pretposlednjoj, zatim mnozˇenjem
tako dobijene kolone sa λn−2, i tako dalje nastavljajuc´i ovaj postupak dobijamo da
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je
∆C(~λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 −1 . . . 0 0
0 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 −1
L(~λ) L(
~λ)−dn
λ1
. . . λnλn−1 + d1λn−1 + d2 λn + d1
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
a Laplasovim razvojem date determinante po prvoj koloni dobijamo da je ∆C(~λ) =
L(~λ). Odavde zakljucˇujemo i da je jedini glavni minor reda n− r matrice C razlicˇit
od nule jednak (−1)n−rdn−r.
112
6 Primena metoda redukcije na linearne sisteme
diferencijalnih jednacˇina
U ovoj sekciji bavic´emo se metodama resˇavanja linearnih sistema diferencijalnih
jednacˇina sa konstantnim koeficijentima. Prvo c´emo prikazati standardnu metodu
matricˇnog resˇavanja linearnih sistema diferencijalnih jednacˇina, a zatim c´emo ilu-
strovati datu metodu i metode parcijalne i totalne redukcije izvedene u prethodnim
sekcijama na konkretnim primerima.
Neka je {Bk}k∈N0 niz matrica, gde su Bk = [b(k)ij ]n×n matrice sa koeficijentima u
polju C. Matricˇni red
∑+∞
k=0Bk je matrica [
∑+∞
k=0 b
(k)
ij ]n×n. Ako svaki od redova∑+∞
k=0 b
(k)
ij , 1 ≤ i, j ≤ n, konvergira i ako je
∑+∞
k=0 b
(k)
ij = bij, onda kazˇemo da matricˇni
red
∑+∞
k=0Bk konvergira ka matrici B = [bij]n×n, i piˇsemo
∑+∞
k=0Bk = B.
Eksponent matrice B je kvadratna n× n matrica definisana sa eB = ∑+∞k=0 1k!Bk.
Matricˇni red eB je konvergentan za svaku matricu B. Navedimo i dokazˇimo neke od
osobina eksponenta n× n matrice B, prema knjigama [34, 24] i [64, 65].
• Za matricu O vazˇi eO = I.
• Ako za kvadratne n× n matrice A i B vazˇi A ·B = B · A,
onda je eA+B = eAeB = eBeA.
• Za svaku n× n matricu B matrica eB je invertibilna, tj. (eB)−1 = e−B.
• Ako je P invertibilna n× n matrica, onda je P · eB · P−1 = eP ·B·P−1 .
• Ako je D = diag(d1, d2, . . . , dn), onda je eD = diag(ed1 , ed2 , . . . , edn).
• Ako je n× n matrica Q oblika
Q =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
0 0 0 . . . 0 0

,
onda je
eQ =
n−1∑
k=0
1
k!
Qk =

1 1 12! . . .
1
(n−2)!
1
(n−1)!
0 1 1 . . . 1(n−3)!
1
(n−2)!
0 0 1 . . . 1(n−4)!
1
(n−3)!
...
...
...
. . .
...
...
0 0 0 . . . 1 1
0 0 0 . . . 0 1

.
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• Ako su λ1, λ2, . . . , λn, ne obavezno razlicˇite, sopstvene vrednosti n×n matrice
B, onda su eλ1 , eλ2 , . . . , eλn sopstvene vrednosti matrice eB.
• Ako je tr(B) = 0, onda je det(eB) = 1.
• Izvod matriceM(t) = [mij(t)]n×n definiˇsemo kaoM ′(t) = ddtM(t) = [m′ij(t)]n×n.
Za matricu etB vazˇi (etB)′ = d
dt
etB = BetB.
Dokazˇimo gore navedene osobine.
• Sledi na osnovu definicije eksponenta matrice.
• Kako matrice A i B komutiraju vazˇi binomna formula
(A+B)k =
k∑
j=0
(
k
j
)
Aj ·Bk−j.
Zatim imamo
eA+B =
∑+∞
k=0
1
k!
(A+B)k =
∑+∞
k=0
1
k!
∑k
j=0
(
k
j
)
Aj ·Bk−j
=
∑+∞
k=0
∑k
j=0
1
j!(k−j)!A
j ·Bk−j = ∑+∞k=0∑i+j=k 1j!Aj · 1i!Bi
=
∑+∞
j=0
1
j!
Aj
∑+∞
j=0
1
i!
Bj = eA eB.
• Kako matrice B i −B komutiraju na osnovu prethodnog imamo
I = eO = eB−B = eBe−B = e−BeB.
Pa je matrica e−B inverz matrice eB.
• Kako je P ·Bk ·P−1 = P ·B · P−1︸ ︷︷ ︸ ·P ·B · P−1︸ ︷︷ ︸ . . . P ·B · P−1︸ ︷︷ ︸ = (P ·B ·P−1)k,
imamo da je
P ·eB·P−1 = P ·
+∞∑
k=0
1
k!
Bk·P−1 =
+∞∑
k=0
1
k!
P ·Bk·P−1 =
+∞∑
k=0
1
k!
(P ·B·P−1)k = eP ·B·P−1 .
• Za matricu D vazˇi da je Dk = diag(dk1, dk2, . . . , dkn) i za svako i, 1 ≤ i ≤ n,
imamo da je edi =
∑+∞
k=1
dki
k!
, pa iz eD =
∑+∞
k=0
1
k!
Dk sledi eD = diag(ed1,ed2,. . .,edn).
• Za elemente q(k−1)ij matrice Qk−1 vazˇi q(k−1)ij = 1, za j = i+ k − 1 i q(k−1)ij = 0,
za j 6= i + k − 1, 1 ≤ i, j, k ≤ n. Odnosno matrica Qk−1 ima sve jedinice
na k-toj dijagonali iznad glavne i sve ostale elemente jednake nuli. Pa odatle
direktno sledi da je eQ =
∑n−1
k=0
1
k!
Qk datog oblika.
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• Na osnovu Teoreme 2.24 svaka matrica B je slicˇna matrici u Zˇordanovoj formi
J , tj. postoji invertibilna n × n matrica P takva da je B = P · J · P−1.
Za matricu eB vazˇi eB = eP ·J ·P
−1
= P · eJ · P−1. Slicˇne matrice imaju iste
sopstvene vrednosti, pa imamo da su sopstvene vrednosti matrica eB i eJ iste.
Matrica J je blok dijagonalna,
J =

J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jt
 ,
gde je svaki od blokova Ji oblika
Ji =

λi 1 0 . . . 0 0
0 λi 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . λi 1
0 0 0 . . . 0 λi

, (1 ≤ i ≤ t).
Matricu Ji reda s mozˇemo predstaviti kao sumu skalarne matrice λiI i nil-
potentne matrice Q, pa imamo
eJi = eλiI+Q = eλiIeQ =
∑+∞
k=0
1
k!
λki I
∑+∞
k=0
1
k!
Qk
= eλi

1 1 1
2!
. . . 1
(s−2)!
1
(s−1)!
0 1 1 . . . 1
(s−3)!
1
(s−2)!
0 0 1 . . . 1
(s−4)!
1
(s−3)!
...
...
...
. . .
...
...
0 0 0 . . . 1 1
0 0 0 . . . 0 1

.
Za matricu eJ vazˇi
eJ =

eJ1 0 . . . 0
0 eJ2 . . . 0
...
...
. . .
...
0 0 . . . eJt
 ,
odnosno imamo da je eJ gornje trougaona matrica sa elementima na dijagonali
eλ1 , eλ2 , . . . , eλt . Prema tome, sopstvene vrednosti date matrice i matrice eB
su eλ1 , eλ2 , . . . , eλt .
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• Neka je ∆B(λ) = λn+d1λn−1+. . .+dn−1λ+dn karakteristicˇni polinom matrice
B i neka su λ1, λ2, . . . , λn, ne obavezno razlicˇite, sopstvene vrednosti matrice
B. Tada je d1 = −tr(B) i dn = (−1)ndet(B), jer je tr(B) suma glavnih
minora reda 1 matrice B, a det(B) suma glavnih minora reda n. Kako su
koreni karakteristicˇnog polinoma matrice B njene sopstvene vrednosti imamo
da je tr(B) = λ1 + λ2 + . . . + λn i det(B) = λ1λ2 . . . λn. Prema tome, posˇto
su sopstvene vrednosti matrice eB jednake eλ1 , eλ2 , . . . , eλn imamo det(eB) =
eλ1eλ2 . . . eλn = eλ1+λ2+...+λn = etr(B) = 1, jer je tr(B) = 0 po pretpostavci.
• I na kraju imamo da vazˇi
(etB)′ = d
dt
etB = d
dt
∑+∞
k=0
1
k!
(tB)k
=
∑+∞
k=0
1
k!
d
dt
(tB)k =
∑+∞
k=1
1
k!
kB(tB)k−1
= B
∑+∞
k=1
1
(k−1)!(tB)
k−1 = BetB.
Homogen linearni sistem diferencijalnih jednacˇina sa konstantnim koeficijentima po
promenljivoj t je sistem oblika
x′1(t) = b11x1(t) + b12x2(t) + . . .+ b1nxn(t)
x′2(t) = b21x1(t) + b22x2(t) + . . .+ b2nxn(t)
...
x′n(t) = bn1x1(t) + bn2x2(t) + . . .+ bnnxn(t),
gde su x1(t), x2(t), . . . , xn(t) proizvoljan broj puta diferencijabilne funkcije. Sistem
mozˇemo zapisati i u vektorskom obliku
~x ′(t) = B~x(t),
gde je ~x(t) = [x1(t) x2(t) . . . xn(t)]
T , ~x ′(t) = [x′1(t) x
′
2(t) . . . x
′
n(t)]
T i B = [bij]n×n
matrica sistema. Opsˇte resˇenje datog sistema mozˇemo izraziti u terminu ekspo-
nenta matrice sistema. Odnosno, kako za matricu sistema B vazˇi (etB)′ = BetB,
zakljucˇujemo da je sa
~x(t) = etBC
dato opsˇte resˇenje sistema, gde je C = [C1C2 . . . Cn]
T kolona konstanata. Prema
tome, problem odred-ivanja opsˇteg resˇenja datog sistema je ekvivalentan odred-ivanju
eksponenta matrice sistema. Ako je J = J1⊕J2⊕. . .⊕Jk Zˇordanova kanonska forma
matrice B, tj. ako postoji invertibilna n×n matrica P takva da vazˇi B = P ·J ·P−1,
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imamo da je opsˇte resˇenje datog sistema
~x(t) = P · etJ · P−1 · C,
gde za matricu etJ vazˇi
etJ = etJ1 ⊕ etJ2 ⊕ . . .⊕ etJk = eλ1tetQ1 ⊕ eλ2tetQ2 ⊕ . . .⊕ eλktetQk
i
etQi =

1 t t
2
2!
. . . t
si−2
(si−2)!
tsi−1
(si−1)!
0 1 t . . . t
si−3
(si−3)!
tsi−2
(si−2)!
0 0 1 . . . t
si−4
(si−4)!
tsi−3
(si−3)!
...
...
...
. . .
...
...
0 0 0 . . . 1 t
0 0 0 . . . 0 1

,
za s1 + s2 + . . .+ st = n.
Resˇenje Kosˇijevog problema
~x ′(t) = B~x(t), ~x(t0) = ~x0,
gde je ~x0 = [x01 x02 . . . x0n]
T , je dato sa
~x(t) = e(t−t0)B~x0.
Zaista, mnozˇenjem sleva jednakosti ~x0 = ~x(t0) = e
t0BC sa e−t0B dobijamo da je
C = e−t0B~x0, odakle je ~x(t) = etBC = etBe−t0B~x0 = e(t−t0)B~x0. Dato Kosˇijevo
resˇenje mozˇemo zapisati i na sledec´i nacˇin
~x(t) = P · e(t−t0)J · P−1 · ~x0
Nehomogen linearni sistem diferencijalnih jednacˇina sa konstantnim koeficijentima
po promenljivoj t je sistem oblika
x′1(t) = b11x1(t) + b12x2(t) + . . .+ b1nxn(t) + ϕ1(t)
x′2(t) = b21x1(t) + b22x2(t) + . . .+ b2nxn(t) + ϕ2(t)
...
x′n(t) = bn1x1(t) + bn2x2(t) + . . .+ bnnxn(t) + ϕn(t),
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gde su x1(t), . . . , xn(t) i ϕ1(t), . . . , ϕn(t) proizvoljan broj puta diferencijabilne funkcije.
Sistem mozˇemo zapisati i u vektorskom obliku
~x ′(t) = B~x(t) + ~ϕ(t),
gde je ~ϕ(t) = [ϕ1(t) ϕ2(t) . . . ϕn(t)]
T .
Za proizvoljnu kolonu ~v(t) = [v1(t) v2(t) . . . vn(t)]
T vazˇi ~v ′(t) = [v′1(t) v
′
2(t) . . . v
′
n(t)]
T i
∫ t
t0
~v(s)ds =
∫ t
t0
[v1(s) v2(s) . . . vn(s)]
Tds =
[∫ t
t0
v1(s)ds
∫ t
t0
v2(s)ds . . .
∫ t
t0
vn(s)ds
]T
.
Opsˇte resˇenje sistema ~x ′(t) = B~x(t) + ~ϕ(t) je oblika
~x(t) = etB
(
C +
∫ t
t0
e(t−s)Bϕ(s)ds
)
.
Zaista, mnozˇenjem sleva matricˇne jednacˇine ~x ′(t)−B~x(t) = ~ϕ(t) sa e−tB dobijamo
e−tB~x ′(t)−Be−tB~x(t) = (e−tB~x(t))′ = e−tB ~ϕ(t),
i integracijom date jednakosti na intervalu [t0, t] dobijamo∫ t
t0
(e−sB~x(s))′ds =
∫ t
t0
e−sB ~ϕ(s)ds,
odnosno
e−tB~x(t)− e−t0B~x(t0) =
∫ t
t0
e−sB ~ϕ(s)ds
Odakle zakljucˇujemo da je
~x(t) = etB
(
C +
∫ t
t0
e−sB ~ϕ(s)ds
)
.
Takod-e, opsˇte resˇenje mozˇemo izraziti i sa
~x(t) = P · etJ · P−1
(
C +
∫ t
t0
P · e−sJ · P−1~ϕ(s)ds
)
.
Resˇenje Kosˇijevog problema
~x ′(t) = B~x(t) + ~ϕ(t), ~x(t0) = ~x0,
gde je ~x0 = [x01 x02 . . . x0n]
T , je dato sa
~x(t) = e(t−t0)B~x0 +
∫ t
t0
e(t−s)B ~ϕ(s)ds
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ili sa
~x(t) = P · e(t−t0)J · P−1~x0 +
∫ t
t0
P · e(t−s)J · P−1~ϕ(s)ds.
Ako resˇavamo Kosˇijev problem
~x ′(t) = B ~x(t) + ~ϕ(t), ~x(t0) = ~x0,
metodom totalna redukcije, dodatnih (n−1)2 pocˇetnih uslova dobijamo iz jednakosti
~x (i)(t0) = B
i ~x(t0) +
i−1∑
k=0
Bk~ϕ (i−1−k)(t0).
U narednim primerima koristic´emo sledec´u notaciju za elementarne transformacije
na vrstama i kolonoma. Neka je M(t) kvadratna n× n matrica sa koeficijentima u
prstenu polinoma C[t].
• Mnozˇenje i-te vrste matrice M(t) invertibilnim elementom u prstena C[t],
odnosno nenula elementom u polja C c´emo oznacˇavati sa uRi.
• Zamenu mesta i-toj i j-toj vrsti matrice M(t) c´emo oznacˇavati sa Ri ↔ Rj.
• Zamenu i-te vrste matrice M(t) sa zbirom i-te vrste i j-te vrste pomnozˇene sa
f(t) ∈ C[t] c´emo oznacˇavati sa Ri + f(t)Rj → Ri.
• Mnozˇenje i-te kolone matrice M(t) invertibilnim elementom u prstena C[t],
odnosno nenula elementom u polja C c´emo oznacˇavati sa uCi.
• Zamenu mesta i-toj i j-toj koloni matrice M(t) c´emo oznacˇavati sa Ci ↔ Cj.
• Zamenu i-te kolone matrice M(t) sa zbirom i-te kolone i j-te kolone pomnozˇene
sa f(t) ∈ C[t] c´emo oznacˇavati sa Ci + f(t)Cj → Ci.
Primer 6.1 Odrediti opsˇte resˇenje sistema diferencijalnih jednacˇina
x′1 = 2x1 + x2 + 2e
t
x′2 = x1 + 2x2 − 3e4t.
Matrica sistema je B =
[
2 1
1 2
]
. Karakteristicˇni polinom matrice B je ∆B(λ) =∣∣∣∣ λ− 2 −1−1 λ− 2
∣∣∣∣ = (λ− 2)2− 1 = (λ− 3)(λ− 1). Kako B ima dve razlicˇite sopstvene
vrednosti njena Zˇordanova kanonska forma je dijagonalna matrica J =
[
1 0
0 3
]
.
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Sopstveni vektori matice B su v1 =
[
−1
1
]
i v2 =
[
1
1
]
, pa je matrica transformacije
P =
[
−1 1
1 1
]
, a njena inverzna matrica P−1 = −1
2
[
1 −1
−1 −1
]
.
Resˇavanje sistema nalazˇenjem eksponenta matrice sistema
Opsˇte resˇenje polaznog sistema je dato formulom
~x(t) = P · etJ · P−1
(
[C1 C2 ]
T +
∫ t
t0
P · e−sJ · P−1 · [ 2es − 3e4s ]Tds
)
.
Kako je
P · etJ · P−1 =
[
−1 1
1 1
]
·
[
et 0
0 e3t
]
·
[
−1/2 1/2
1/2 1/2
]
=
1
2
[
e3t + et e3t − et
e3t − et e3t + et
]
i kako je
[C1 C2 ]
T +
∫ t
t0
P · e−sJ · P−1 · [ 2es − 3e4s ]T ds =[
C1
C2
]
+
∫ t
t0
1
2
[
e−3s + e−s e−3s − e−s
e−3s − e−s e−3s + e−s
]
·
[
2es
−3e4s
]
ds =
 C1
C2
+ 1
2

∫ t
t0
(2 + 2e−2s + 3e3s − 3es) ds∫ t
t0
(−2 + 2e−2s − 3e3s − 3es) ds
 = 12
 Ĉ1 + 2t− e−2t + e3t − 3et
Ĉ2 − 2t− e−2t − e3t − 3et
 ,
zakljucˇujemo da je[
x1
x2
]
=
1
4
[
(Ĉ1 − Ĉ2)et + (Ĉ1 + Ĉ2)e3t + (4t− 2)et − 4e4t
(−Ĉ1 + Ĉ2)et + (Ĉ1 + Ĉ2)e3t − (4t+ 2)et − 8e4t
]
,
odnosno da je
x1 = −C˜1et + C˜2e3t + (t− 12)et − e4t
x2 = C˜1e
t + C˜2e
3t − (t+ 1
2
)et − 2e4t.
Resˇavanje sistema svod-enjem matrice sistema na matricu u Zˇordanovoj
kanonskoj formi
Na osnovu Leme 3.1 dati sistem je ekvivalentan sistemu dve linearne diferencijalne
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jednacˇine sa razdvojenim promenljivim[
y′1
y′2
]
=
[
1 0
0 3
]
·
[
y1
y2
]
+
[
−1/2 1/2
1/2 1/2
]
·
[
2et
−3e4t
]
,
gde je ~y = [y1 y2]
T = P−1[x1 x2]T = P−1~x. Odnosno imamao da je
y′1 = y1 − 12( 2et + 3e4t)
y′2 = 3y2 − 12(−2et + 3e4t).
Odakle zakljucˇujemo da je
y1 = e
t
(
C1 − 12
∫ t
t0
(2 + 3e3s) ds
)
= et
(
Ĉ1 − 12(2t+ e3t)
)
y2 = e
3t
(
C2 − 12
∫ t
t0
(−2e−2s + 3es) ds
)
= e3t
(
Ĉ2 − 12(e−2t + 3et)
)
.
Zatim imamo da je[
x1
x2
]
=
[
−1 1
1 1
]
·
[
y1
y2
]
=
[
−Ĉ1et + Ĉ2e3t + 12(2t− 1)et − e4t
Ĉ1e
t + Ĉ2e
3t − 1
2
(2t+ 1)et − 2e4t
]
.
Resˇavanje sistema svod-enjem matrice sistema na matricu u racionalnoj
kanonskoj formi
Kako matrica B ima dve razlicˇite sopstvene vrednosti njena racionalna kanonska
forma je pratec´a matrica karakteristicˇnog polinoma C =
[
0 1
−3 4
]
. Odredimo
invertibilne matrice P (t) i Q(t) za koje vazˇi da je P (t)(tI−B)Q(t) Smitova normalna
forma karakteristicˇne matrice tI −B matrice B, a zatim i matricu transformacije T
koja ostvaruje slicˇnost izmed-u matrice B i njene racionalne forme C.
Nizom elementarnih transformacija vrsta i kolona R1↔R2, (t− 2)R1 +R2→R2,
(t− 2)C1 +C2 → C2 i −C1 → C1 matricu tI − B svodimo na ekvivalentnu ma-
tricu
[
1 0
0 (t− 1)(t− 3)
]
. Za matrice P (t) i Q(t) vazˇi P (t) =
[
0 1
1 t− 2
]
i Q(t) =[
−1 t− 2
0 1
]
. Zatim imamo da je Q−1(t) =
[
−1 t− 2
0 1
]
i
[
f1
f2
]
=
[
−1 t− 2
0 1
]
·
[
e1
e2
]
=
[
−e1 + (t− 2)e2
e2
]
.
Odnosno f1 = −e1 + (t−2)e2 = −e1 + e2B−2e2 = −e1 + (e1 + 2e2)−2e2 = 0. Dalje
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imamo da je t f2 = t e2 = e1 + 2e2 odakle dobijamo matricu transformacije
T =
[
f2
t f2
]
=
[
e2
e1 + 2e2
]
=
[
0 1
1 2
]
,
za koju vazˇi C = T ·B ·T−1. Na osnovu Leme 3.6 dati sistem je ekvivalentan sistemu[
z′1
z′2
]
=
[
0 1
−3 4
]
·
[
z1
z2
]
+
[
0 1
1 2
]
·
[
2et
−3e4t
]
,
gde je ~z = [z1 z2]
T = T · [x1 x2]T = T~x. Odnosno dobijamo sistem
z′1 = z2 − 3e4t
z′2 = −3z1 + 4z2 + 2et − 6e4t.
Primenom Teoreme 3.7 dati sistem transformiˇsemo u parcijalno redukovani sistem
∆B(
d
dt
)(z1) =
[
(−3e4t)′ 1
(2et − 6e4t)′ 4
]
−
[
−3e4t 1
2et − 6e4t 4
]
z2 = z
′
1 + 3e
4t,
pri cˇemu u razmatranje uzimamo samo uokvirene minore. Dakle dobijamo
z′′1 − 4z′1 + 3z1 = − 6e4t + 2et
z2 = z
′
1 + 3e
4t.
Opsˇte resˇenje odgovarajuc´e homogene diferencijalne jednacˇine z′′1 − 4z′1 + 3z1 = 0
je z1h = C1e
t + C2e
3t, a partikularno resˇenje polazne jednacˇine z′′1 − 4z′1 + 3z1 =
−6e4t + 2et je oblika z1p = Atet +Be4t. Imamo
z1p = Ate
t +Be4t
z′1p = (At+ A)e
t + 4Be4t
z′′1p = (At+ 2A)e
t + 16Be4t,
odnosno
Atet + 2Aet + 16Be4t − 4(Atet + Aet + 4Be4t) + 3(Atet +Be4t) = −6e4t + 2et.
Odakle zakljucˇujemo da je A = −1 i B = −2, tj. z1 = C1et + C2e3t − tet − 2e4t.
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Zatim imamo da je z2 = C1e
t + 3C2e
3t − tet − et − 5e4t. Sada vrac´amo smenu[
x1
x2
]
=
[
−2 1
1 0
]
·
[
z1
z2
]
=
[
−2z1 + z2
z1
]
i dobijamo
x1 = −C1et + C2e3t + (t− 1)et − e4t
x2 = C1e
t + C2e
3t − tet − 2e4t.
Resˇavanje sistema primenom metode totalne redukcije
Na osnovu Teoreme 4.7 dati sistem se svodi na sistem dve diferencijalne jednacˇine
drugog reda sa razdvojenim promenljivim
∆B(
d
dt
)(x1) =
 (2et)′ 1
(−3e4t)′ 2
−
 2et 1
−3e4t 2

∆B(
d
dt
)(x2) =
 2 (2et)′
1 (−3e4t)′
−
 2 2et
1 −3e4t
 .
Odnosno imamo
x′′1 − 4x′1 + 3x1 = −2et − 3e4t
x′′2 − 4x′2 + 3x2 = 2et − 6e4t.
Odakle dobijamo
x1 = C1e
t + C2e
3t + tet − e4t
x2 = C3e
t + C4e
3t − tet − 2e4t.
Ostalo je josˇ da nad-emo vezu izmed-u konstanata C1, C2, C3 i C4. Iz prve jednacˇine
polaznog sistema dobijamo
C1e
t+3C2e
3t+tet+et−4e4t = 2C1et+2C2e3t+2tet−2e4t+C3et+C4e3t−tet−2e4t+2et,
odakle sledi C1 + C3 + 1 = 0 i C2 − C4 = 0. Prema tome, dobijamo opsˇte resˇenje
x1 = C1e
t + C2e
3t + tet − e4t
x2 = −C1et + C2e3t − (1 + t)et − 2e4t.
Primer 6.2 Odrediti opsˇte resˇenje sistema diferencijalnih jednacˇina
x′1 = x1 − x2 + 2 sin t
x′2 = 2x1 − x2.
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Matrica sistema je B =
[
1 −1
2 −1
]
. Karakteristicˇni polinom matrice B je ∆B(λ) =∣∣∣∣ λ− 1 1−2 λ+ 1
∣∣∣∣ = λ2 − 1 + 2 = (λ − i)(λ + i). Kako B ima dve razlicˇite sopstvene
vrednosti njena Zˇordanova kanonska forma je dijagonalna matrica J =
[
i 0
0 −i
]
.
Sopstveni vektori matice B su v1 =
[
1
1− i
]
i v2 =
[
1
1 + i
]
, pa je matrica trans-
formacije P =
[
1 1
1− i 1 + i
]
, a njena inverzna matrica P−1 =
1
2
[
1− i i
1 + i −i
]
.
Resˇavanje sistema svod-enjem matrice sistema na matricu u Zˇordanovoj
kanonskoj formi
Na osnovu Leme 3.1 dati sistem je ekvivalentan sistemu dve linearne diferencijalne
jednacˇine sa razdvojenim promenljivim[
y′1
y′2
]
=
[
i 0
0 −i
]
·
[
y1
y2
]
+
1
2
[
1− i i
1 + i −i
]
·
[
2 sin t
0
]
,
gde je ~y = [y1 y2]
T = P−1[x1 x2]T = P−1~x. Odnosno imamao da je
y′1 = iy1 + (1− i) sin t
y′2 = −iy2 + (1 + i) sin t.
Kako je ∫
sinu e−iu du = −1
2
iu− 1
4
e−2iu + const∫
sinu eiu du =
1
2
iu− 1
4
e2iu + const,
zakljucˇujemo da je
y1 = e
it
(
C1 + (1− i)
∫ t
t0
sinu e−iu du
)
= eit
(
Ĉ1 − i+12 t+ i−14 e−2it
)
y2 = e
−it
(
C2 + (1 + i)
∫ t
t0
sinu eiu du
)
= e−it
(
Ĉ2 +
i−1
2
t− i+1
4
e2it)
)
.
Zatim imamo da je[
x1
x2
]
=
1
2
[
1 1
1− i 1 + i
]
·
[
y1
y2
]
=
[
Ĉ1e
it + Ĉ2e
−it + (sin t− cos t)(t+ 1
2
)
(1− i)Ĉ1eit + (1 + i)Ĉ2e−it − 2t cos t+ sin t
]
.
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Odakle za C˜1 = Ĉ1 + Ĉ2 i C˜2 = i(Ĉ1 − Ĉ2) dobijamo opsˇte resˇenje
x1 = C˜1 cos t+ C˜2 sin t+ (sin t− cos t)(t+ 12)
x2 = (C˜1 − C˜2) cos t+ (C˜1 + C˜2) sin t− 2t cos t+ sin t.
Resˇavanje sistema svod-enjem matrice sistema na matricu u racionalnoj
kanonskoj formi
Kako matrica B ima dve razlicˇite sopstvene vrednosti njena racionalna kanonska
forma je pratec´a matrica karakteristicˇnog polinoma C =
[
0 1
−1 0
]
. Odredimo
invertibilne matrice P (t) i Q(t) za koje vazˇi da je P (t)(tI−B)Q(t) Smitova normalna
forma karakteristicˇne matrice tI −B matrice B, a zatim i matricu transformacije T
koja ostvaruje slicˇnost izmed-u matrice B i njene racionalne forme C.
Nizom elementarnih transformacija vrsta i kolona C1 ↔ C2, −(t+ 1)R1 +R2 → R2,
−(t−1)C1+C2 → C2 i −R2 → R2 matricu tI−B svodimo na ekvivalentnu matricu[
1 0
0 t2 + 1
]
. Za matrice P (t) i Q(t) vazˇi P (t) =
[
1 0
t+ 1 −1
]
i Q(t) =
[
0 1
1 1− t
]
.
Zatim imamo da je Q−1(t) =
[
t− 1 1
1 0
]
i[
f1
f2
]
=
[
t− 1 1
1 0
]
·
[
e1
e2
]
=
[
(t− 1)e1 + e2
e1
]
.
Odnosno f1 = (t− 1)e1 + e2 = e1B− e1 + e2 = (e1− e2)− e1 + e2 = 0. Dalje imamo
da je t f2 = t e1 = e1 − e2 odakle dobijamo matricu transformacije
T =
[
f2
t f2
]
=
[
e1
e1 − e2
]
=
[
1 0
1 −1
]
,
za koju vazˇi C = T ·B ·T−1. Na osnovu Leme 3.6 dati sistem je ekvivalentan sistemu[
z′1
z′2
]
=
[
0 1
−1 0
]
·
[
z1
z2
]
+
[
1 0
1 −1
]
·
[
2 sin t
0
]
,
gde je ~z = [z1 z2]
T = T · [x1 x2]T = T~x. Odnosno dobijamo sistem
z′1 = z2 + 2 sin t
z′2 = −z1 + 2 sin t.
Primenom Teoreme 3.7 dati sistem transformiˇsemo u parcijalno redukovani sistem
∆B(
d
dt
)(z1) =
[
2 cos t 1
2 cos t 0
]
−
[
2 sin t 1
2 sin t 0
]
z2 = z
′
1 − 2 sin t,
pri cˇemu u razmatranje uzimamo samo uokvirene minore.
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Dakle dobijamo
z′′1 + z1 = 2 cos t+ 2 sin t
z2 = z
′
1 − 2 sin t.
Opsˇte resˇenje odgovarajuc´e homogene diferencijalne jednacˇine z′′1 + z1 = 0 je z1h =
C1 cos t+C2 sin t, a partikularno resˇenje polazne jednacˇine z
′′
1 + z1 = 2(sin t+ cos t)
je oblika z1p = At sin t+Bt cos t. Imamo
z1p = At sin t+Bt cos t
z′1p = (At+B) cos t− (Bt− A) sin t
z′′1p = −(At+ 2B) sin t− (Bt− 2A) cos t,
odnosno
−(At+ 2B) sin t− (Bt− 2A) cos t+ At sin t+Bt cos t = 2(sin t+ cos t).
Odakle zakljucˇujemo da je A = 1 iB = −1, tj. z1 = C1 cos t+C2 sin t−t cos t+t sin t.
Zatim imamo da je z2 = −C1 sin t + C2 cos t + t sin t + t cos t − cos t − sin t. Sada
vrac´amo smenu [
x1
x2
]
=
[
1 0
1 −1
]
·
[
z1
z2
]
=
[
z1
z1 − z2
]
i dobijamo
x1 = C1 cos t+ C2 sin t− t cos t+ t sin t
x2 = (C1 − C2) cos t+ (C2 + C1) sin t− 2t cos t+ cos t+ sin t.
Resˇavanje sistema primenom metode totalne redukcije
Na osnovu Teoreme 4.7 dati sistem se svodi na sistem dve diferencijalne jednacˇine
drugog reda sa razdvojenim promenljivim
∆B(
d
dt
)(x1) =
 2 cos t −1
0 −1
−
 2 sin t −1
0 −1

∆B(
d
dt
)(x2) =
 1 2 cos t
2 0
−
 1 2 sin t
2 0
 .
Odnosno imamo
x′′1 + x1 = 2 cos t+ 2 sin t
x′′2 + x2 = 4 sin t.
126
Odakle dobijamo
x1 = C1 cos t+ C2 sin t− t cos t+ t sin t
x2 = C3 cos t+ C4 sin t− 2t cos t.
Ostalo je josˇ da nad-emo vezu izmed-u konstanata C1, C2, C3 i C4. Iz prve jednacˇine
polaznog sistema dobijamo
−C1 sin t+ C2 cos t− cos t+ t sin t+ sin t+ t cos t =
C1 cos t+ C2 sin t− t cos t+ t sin t− C3 cos t− C4 sin t+ 2t cos t+ 2 sin t,
odakle sledi C4 = C1 + C2 + 1 i C3 = C1 − C2 + 1. Prema tome, dobijamo opsˇte
resˇenje
x1 = C1 cos t+ C2 sin t− t cos t+ t sin t
x2 = (C1 − C2 + 1) cos t+ (C1 + C2 + 1) sin t− 2t cos t.
U narednom primeru ilustrovac´emo metod totalne redukcije na odred-ivanju resˇenja
sistema dve diferencijalne jednacˇine sa pocˇetnim uslovima.
Primer 6.3 Resˇiti Kosˇijev problem
x′1 = x1 + 2x2 + e
−t
x′2 = 2x1 + x2
x1(0) = 1, x2(0) = −1.
Matrica sistema je B =
[
1 2
2 1
]
. Karakteristicˇni polinom matrice B je ∆B(λ) =∣∣∣∣ λ− 1 −2−2 λ− 1
∣∣∣∣ = (λ− 1)2− 4 = (λ− 3)(λ+ 1). Na osnovu Teoreme 4.7 dati Kosˇijev
problem se svodi na sistem dve diferencijalne jednacˇine drugog reda sa razdvojenim
promenljivim sa cˇetiri pocˇetna uslova
∆B(
d
dt
)(x1) =
 −e−t 2
0 1
−
 e−t 2
0 1

∆B(
d
dt
)(x2) =
 1 −e−t
2 0
−
 1 e−t
2 0

[
x1(0)
x2(0)
]
=
[
1
−1
]
[
x′1(0)
x′2(0)
]
=
[
1 2
2 1
]
·
[
x1(0)
x2(0)
]
+
[
1
0
]
=
[
0
1
]
.
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Odnosno imamo
x′′1 − 2x′1 − 3x1 = −2e−t,
x′′2 − 2x′2 − 3x2 = 2e−t,
x1(0) = 1, x
′
1(0) = 0
x2(0) = −1, x′2(0) = 1.
Opsˇte resˇenje homogene diferencijalne jednacˇine x′′1 − 2x′1 − 3x1 = 0 je dato sa
xh = C1e
−t +C2e3t. Partikularno resˇenje jednacˇine x′′1−2x′1−3x1 = −2e−t je oblika
xp = Ate
−t. Odakle dobijamo opsˇte resˇenje datog sistema
x1 = C1e
−t + C2e3t + 12te
−t
x2 = C3e
−t + C4e3t − 12te−t.
Konstante C1, C2, C3 i C4 odred-ujemo iz pocˇetnih uslova
C1 + C2 = 1
−C1 + 3C2 + 12 = 0
C3 + C4 = −1
−C3 + 3C4 − 12 = 1.
Dobijamo da je C1 =
7
8
, C2 =
1
8
, C3 = −98 i C4 = 18 . Prema tome, zakljucˇujemo da
je Kosˇijevo resˇenje polaznog sistema
x1 =
7
8
e−t + 1
8
e3t + 1
2
te−t
x2 = −98e−t + 18e3t − 12te−t.
Primer 6.4 Odrediti opsˇte resˇenje homogenog sistema diferencijalnih jednacˇina
x′1 = 4x1 − x2
x′2 = 3x1 + x2 − x3
x′3 = x1 + x3.
Matrica sistema je B =
 4 −1 03 1 −1
1 0 1
. Karakteristicˇni polinom matrice B je
∆B(λ) =
∣∣∣∣∣∣
λ− 4 1 0
−3 λ− 1 1
−1 0 λ− 1
∣∣∣∣∣∣ = (λ− 2)3.
Resˇavanje sistema svod-enjem matrice sistema na matricu u racionalnoj
kanonskoj formi
Odredimo Smitovu normalnu formu karakteristicˇne matrice tI−B matrice sistema B.
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Nizom elementarnih transformacija vrsta i kolona R1 ↔ R3, −3R1 + R2 → R2,
(t−4)R1 +R3 → R3, (t−1)C1 +C3→C3, −R1→R1, R2↔R3, (1− t)R2 +R3→R3,
−(t− 1)(t− 4)C2 + C3 → C3, −R3 → R3 matricu tI − B svodimo na matricu S(t)
u Smitovoj normalonj formi
S(t) =
 1 0 00 1 0
0 0 (t− 2)3
 .
Invertibilne matrice P (t) i Q(t) za koje vazˇi da je S(t) = P (t)(tI−B)Q(t) su oblika
P (t) =
 0 0 −11 0 t− 4
t− 1 −1 t2 − 5t+ 7
 i Q(t) =
 1 0 t− 10 1 −(t− 1)(t− 4)
0 0 1
. Zatim imamo da
je Q−1(t) =
 1 0 −(t− 1)0 1 (t− 1)(t− 4)
0 0 1
 i vazˇi da je
 f1f2
f3
 =
 1 0 −(t− 1)0 1 (t− 1)(t− 4)
0 0 1
 ·
 e1e2
e3
 =
 e1 − (t− 1)e3e2 + (t− 1)(t− 4)e3
e3
 .
Odnosno f1 = e1 − (t − 1)e3 = e1 − e3B + e3 = e1 − (e1 + e3) + e3 = 0 i f2 =
e2 + (t − 1)(t − 4)e3 = e2 + e3(B − I)(B − 4I) = e2 − e2 = 0. Dalje imamo da je
t f3 = t e3 = e1 + e3 i t
2 f3 = 5e1 − e2 + e3 odakle dobijamo matricu transformacije
T =
 f3t f3
t2 f3
 =
 e3e1 + e3
5e1 − e2 + e3
 =
 0 0 11 0 1
5 −1 1
 ,
za koju vazˇi C = T · B · T−1, gde je C racionalna kanonska forma matrice B. Na
osnovu Leme 3.6 dati sistem je ekvivalentan sistemu z
′
1
z′2
z′3
 =
 0 1 00 0 1
8 −12 6
 ·
 z1z2
z3
 ,
gde je ~z = [z1 z2 z3]
T = T · [x1 x2 x3]T = T~x. Primenom Teoreme 3.7 dati sistem
transformiˇsemo u parcijalno redukovani sistem
∆B(
d
dt
)(z1) = 0
z2 = z
′
1
z3 = z
′
2.
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Opsˇte resˇenje homogene diferencijalne jednacˇine z′′′1 − 6z′′1 + 12z′1 − 8z1 = 0 je z1 =
C1e
2t + C2te
2t + C3t
2e2t. Zatim imamo da je
z1 = C1e
2t + C2te
2t + C3t
2e2t
z2 = (2C1 + C2)e
2t + (2C2 + 2C3)te
2t + 2C3t
2e2t
z3 = (4C1 + 4C2 + 2C3)e
2t + (4C2 + 8C3)te
2t + 4C3t
2e2t.
Sada vrac´amo smenu x1x2
x3
 =
 −1 1 0−4 5 −1
1 0 0
 ·
 z1z2
z3
 =
 − z1 + z2−4z1 + 5z2 − z3
z1

i dobijamo
x1 = (C1 + C2)e
2t + (C2 + 2C3)te
2t + C3t
2e2t
x2 = (2C1 + C2 − 2C3)e2t + (2C2 + 2C3)te2t + 2C3t2e2t
x3 = C1e
2t + C2te
2t + C3t
2e2t.
Resˇavanje sistema svod-enjem matrice sistema na matricu u Zˇordanovoj
kanonskoj formi
Zˇordanova kanonska forma J matrice sistema B ima jedan blok reda 3 koji odgovara
sopstvenoj vrednosti 2. Vrste matrice transformacije P su vektori g1 = f3 = e3, g2 =
(t−2)g1 = e3B−2e3 = e1−e3 i g3 = (t−2)g2 = (e1−e3)B−2e1+2e3 = e1−e2+e3,
tj. P =
 0 0 11 0 −1
1 −1 1
. Na osnovu Leme 3.1 dati sistem je ekvivalentan parcijalno
redukovanom sistemu
y′1 = 2y1 + y2
y′2 = 2y2 + y3
y′3 = 2y3.
Zatim imamo da je
y3 = C1e
2t odnosno
y′2 = 2y2 + C1e
2t y2 = C2e
2t + C1te
2t
y′1 = 2y1 + C2e
2t + C1te
2t y1 = C3e
2t + C2te
2t + C1
2
t2e2t.
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Vrac´anjem smene dobijamo x1x2
x3
 =
 1 1 02 1 −1
1 0 0
 ·
 y1y2
y3
 =
 y1 + y22y1 + y2 − y3
y1

odnosno da je
x1 = (C2 + C3)e
2t + (C1 + C2)te
2t + C1
2
t2e2t
x2 = (−C1 + C2 + 2C3)e2t + (C1 + 2C2)te2t + C1t2e2t
x3 = C3e
2t + C2te
2t + C1
2
t2e2t.
Resˇavanje sistema primenom metode totalne redukcije
Na osnovu Teoreme 4.7 polazni sistem se svodi na sistem tri diferencijalne jednacˇine
trec´eg reda sa razdvojenim promenljivim
∆B(
d
dt
)(x1) = 0
∆B(
d
dt
)(x2) = 0
∆B(
d
dt
)(x3) = 0.
Odakle dobijamo
x1 = C1e
2t + C2te
2t + C3t
2e2t
x2 = C4e
2t + C5te
2t + C6t
2e2t
x3 = C7e
2t + C8te
2t + C9t
2e2t.
Ostalo je josˇ da nad-emo vezu izmed-u konstanata C1, . . . , C9. Iz prve jednacˇine
polaznog sistema dobijamo
(2C1+C2)e
2t+(2C2+2C3)te
2t+2C3t
2e2t = (4C1−C4)e2t+(4C2−C5)te2t+(4C3−C6)t2e2t
odakle sledi C4 = 2C1−C2, C5 = 2C2−2C3 i C6 = 2C3. Iz trec´e jednacˇine polaznog
sistema dobijamo
(2C7+C8)e
2t+(2C8+2C9)te
2t+2C9t
2e2t = (C1+C7)e
2t+(C2+C8)te
2t+(C3+C9)t
2e2t
odakle dobijamo vezu izmed-u preostalih konstanata C9 = C3, C8 = C2 − 2C3 i
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C7 = C1 − C2 + 2C3. Prema tome, dobijamo opsˇte resˇenje
x1 = C1e
2t + C2te
2t + C3t
2e2t
x2 = (2C1 − C2)e2t + (2C2 − 2C3)te2t + 2C3t2e2t
x3 = (C1 − C2 + 2C3)e2t + (C2 − 2C3)te2t + C3t2e2t.
Primer 6.5 Odrediti opsˇte resˇenje homogenog sistema diferencijalnih jednacˇina
x′1 = x2
x′2 = −4x1 + 4x2
x′3 = −2x1 + x2 + 2x3.
Matrica sistema jeB =
 0 1 0−4 4 0
−2 1 2
. Karakteristicˇni polinom matriceB je ∆B(λ) =∣∣∣∣∣∣
λ −1 0
4 λ− 4 0
2 −1 λ− 2
∣∣∣∣∣∣ = (λ− 2)3.
Resˇavanje sistema svod-enjem matrice sistema na matricu u racionalnoj
kanonskoj formi
Odredimo Smitovu normalnu formu karakteristicˇne matrice tI −B matrice sistema
B. Nizom elementarnih transformacija vrsta i kolona C1 ↔ C2, (t−4)R1+R2 → R2,
−R1 + R3 → R3, C2 + C3 → C2, tC1 + C2 → C2, −C1 → C1, R2 ↔ R3, C2 ↔ C3
matricu tI −B svodimo na matricu S(t) u Smitovoj normalonj formi
S(t) =
 1 0 00 t− 2 0
0 0 (t− 2)2
.
Invertibilne matrice P (t) i Q(t) za koje vazˇi da je S(t) = P (t)(tI − B)Q(t) su
oblika P (t) =
 1 0 0−1 0 1
t− 4 1 0
 i Q(t) =
 0 0 1−1 0 t
0 1 1
. Zatim imamo da je Q−1(t) = t −1 0−1 0 1
1 0 0
 i vazˇi da je
 f1f2
f3
 =
 t −1 0−1 0 1
1 0 0
 ·
 e1e2
e3
 =
 te1 − e2−e1 + e3
e1
 .
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Imamo da je f1 = te1−e2 = e1B−e2 = e2−e2 = 0 i t f3 = t e1 = e2 odakle dobijamo
matricu transformacije
T =
 f2f3
t f3
 =
 −e1 + e3e1
e2
 =
 −1 0 11 0 0
0 1 0
,
za koju vazˇi C = T · B · T−1, gde je C racionalna kanonska forma matrice B. Na
osnovu Leme 3.6 dati sistem je ekvivalentan sistemu z
′
1
z′2
z′3
 =
 2 0 00 0 1
0 −4 4
 ·
 z1z2
z3
 ,
gde je ~z = [z1 z2 z3]
T = T · [x1 x2 x3]T = T~x. Primenom Teoreme 3.7 dati sistem
transformiˇsemo u parcijalno redukovani sistem
z′1 − 2z1 = 0
z′′2 − 4z′2 + 4z2 = 0
z3 = z
′
2.
Opsˇte resˇenje homogene diferencijalne jednacˇine z′1 − 2z1 = 0 je z1 = C1e2t, a
jednacˇine z′′2 − 4z′2 + 4z2 = 0 je z2 = C2e2t + C3te2t. Zatim imamo da je
z1 = C1e
2t
z2 = C2e
2t + C3te
2t
z3 = (2C2 + C3)e
2t + 2C3te
2t.
Sada vrac´amo smenu x1x2
x3
 =
 0 1 00 0 1
1 1 0
 ·
 z1z2
z3
 =
 z2z3
z1 + z2

i dobijamo
x1 = C2e
2t + C3te
2t
x2 = (2C2 + C3)e
2t + 2C3te
2t
x3 = (C1 + C2)e
2t + C3te
2t.
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Resˇavanje sistema svod-enjem matrice sistema na matricu u Zˇordanovoj
kanonskoj formi
Zˇordanova kanonska forma J matrice sistema B ima dva bloka, jedan reda 1, drugi
reda 2, koji odgovaraju sopstvenoj vrednosti 2. Matrica transformacije S za koju
vazˇi da je J = S−1·C ·S dobija se odred-ivanjem uopsˇtenih sopstvenih vektora blokova
racionalne kanonske forme, tj. S =
 1 0 00 1 0
0 2 1
. Primetimo da je [1] sopstveni vektor
matrice [2], a da su uopsˇteni sopstveni vektori matrice
[
0 1
−4 4
]
odred-eni metodom
koja je izlozˇena u sekciji o totalnoj redukciji linearnih sistema kod kojih je matrica
sistema u formi pratec´e matrice dati ca
[
1
2
]
i
[
0
1
]
. Matrica koja ostvaruje slicˇnost
izmed-u matrice sistema B i njene Zˇordanove kanonske forme J jednaka je proizvodu
S−1 · T . Na osnovu Leme 3.1 dati sistem je ekvivalentan parcijalno redukovanom
sistemu
y′1 = 2y1
y′2 = 2y2 + y3
y′3 = 2y3.
Zatim imamo da je
y1 = C1e
2t i y3 = C2e
2t
y′2 = 2y2 + C2e
2t y2 = C3e
2t + C2te
2t.
Vrac´anjem smene dobijamo x1x2
x3
 =
 0 1 00 2 1
1 1 0
 ·
 y1y2
y3
 =
 y22y2 + y3
y1 + y2

odnosno da je
x1 = C3e
2t + C2te
2t
x2 = (C2 + 2C3)e
2t + 2C2te
2t
x3 = (C1 + C3)e
2t + C2te
2t.
Resˇavanje sistema primenom metode totalne redukcije
Na osnovu Teoreme 4.7 polazni sistem se svodi na sistem tri diferencijalne jednacˇine
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trec´eg reda sa razdvojenim promenljivim
∆B(
d
dt
)(x1) = 0
∆B(
d
dt
)(x2) = 0
∆B(
d
dt
)(x3) = 0.
Odakle dobijamo
x1 = C1e
2t + C2te
2t + C3t
2e2t
x2 = C4e
2t + C5te
2t + C6t
2e2t
x3 = C7e
2t + C8te
2t + C9t
2e2t.
Ostalo je josˇ da nad-emo vezu izmed-u konstanata C1, . . . , C9. Iz prve jednacˇine
polaznog sistema dobijamo
(2C1 + C2)e
2t + (2C2 + 2C3)te
2t + 2C3t
2e2t = C4e
2t + C5te
2t + C6t
2e2t,
odakle sledi C4 = 2C1+C2, C5 = 2C2+2C3 i C6 = 2C3. Iz druge jednacˇine polaznog
sistema dobijamo
(2C4 + C5)e
2t + (2C5 + 2C6)te
2t + 2C6t
2e2t =
(4C4 − 4C1)e2t + (4C5 − 4C2)te2t + (4C6 − 4C3)t2e2t,
odakle vidimo da je C3 = 0. Iz trec´e jednacˇine polaznog sistema dobijamo
(2C7 + C8)e
2t + (2C8 + 2C9)te
2t + 2C9t
2e2t =
(−2C1 + C4 + 2C7)e2t + (−2C2 + C5 + 2C8)te2t + (−2C3 + C6 + 2C9)t2e2t
odakle dobijamo vezu izmed-u preostalih konstanata C8 = C2, C9 = C3 = 0. Prema
tome, dobijamo opsˇte resˇenje
x1 = C1e
2t + C2te
2t
x2 = (2C1 + C2)e
2t + 2C2te
2t
x3 = C7e
2t + C2te
2t.
Naredna dva primera mozˇemo nac´i i u radu [25].
Primer 6.6 Resˇiti homogen sistem diferencijalnih jednacˇina
x′′ + x′ + y′ − 2y = 0
x′ − y′ + x = 0.
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Standardna metoda za resˇavanje sistema diferencijalnih jednacˇina ovog oblika je
transformacijom sistema koriˇsc´enjem Ermitove forme. Dati sistem mozˇemo zapisati
u matricˇnom oblik [
d2
dt2
+ d
dt
d
dt
− 2
d
dt
+ 1 − d
dt
]
·
[
x
y
]
=
[
0
0
]
.
Zamenom mesta vrstama, a zatim dodavanjem prve vrste pomnozˇene sa operatorom
− d
dt
drugoj u matrici
[
d2
dt2
+ d
dt
d
dt
− 2
d
dt
+ 1 − d
dt
]
, dobijamo matricu u Ermitovoj formi[
d
dt
+ 1 − d
dt
0 d
2
dt2
+ d
dt
− 2
]
i ekvivalentni sistem
x′ − y′ + x = 0
y′′ + y′ − 2y = 0.
Resˇenje linearne diferencijalne jednacˇine drugog reda y′′ + y′ − 2y = 0 je y =
C1e
t + C2e
−2t. Zamenom datog resˇenja u prvu jednacˇinu sistema dobijamo line-
arnu diferencijalnu jednacˇinu prvog reda cˇije je resˇenje x = C3e
−t + 2C2e−2t + C12 e
t.
Prema tome, opsˇte resˇenje sistema je
x = C1
2
et + 2C2e
−2t + C3e−t
y = C1e
t + C2e
−2t.
Uvod-enjem smene z = y − x dobijamo sistem
x′′ + 2x′ = x+ 2z
z′ = x.
Dati sistem mozˇemo transformisati na totalno redukovani sistem koristec´i metodu
izlozˇenu u sekciji totalna redukcija linearnih sistema sa razlicˇitim operatorima sa dve
promenljive za operatore A1 =
d2
dt2
+2 d
dt
′
i A2 =
d
dt
. Matrica sistema je B =
[
1 2
1 0
]
,
a odgovarajuc´i uopsˇteni karakteristicˇni polinom je
∆B(λ1, λ2)
∣∣∣∣∣ λ1 − 1 −2−1 λ2
∣∣∣∣∣ = λ1λ2 − λ2 − 2.
Prema tome, sistem mozˇemo da transformiˇsemo na totalno redukovani sistem
∆B(A1, A2)(x) = A1 ◦ A2(x)− A2(x)− 2x = x′′′ + 2x′′ − x′ − 2x = 0
∆B(A1, A2)(z) = A1 ◦ A2(z)− A2(z)− 2z = z′′′ + 2z′′ − z′ − 2z = 0.
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Resˇenje totalno redukovanog sistema je
x = C1e
t + C2e
−t + C3e−2t
z = C4e
t + C5e
−t + C6e−2t.
Iz druge jednacˇine sistema po promenljivim x i z nalazimo vezu izmed-u konstanata
C1, . . . , C6 i dobijamo
x = C1e
t + C2e
−t + C3e−2t
z = C1e
t − C2e−t − 12C3e−2t.
Vrac´anjem smene y = x+ z dobijamo opsˇte resˇenje
x = C1e
t + C2e
−t + C3e−2t
y = 2C1e
t + 1
2
C3e
−2t.
Primer 6.7 Resˇiti sistem diferencijalnih jednacˇina
y′′ = −2y′ − 5x+ 3t− 1
x′ = y′ + 2y + et.
Dati sistem mozˇemo zapisati i na sledec´i nacˇin
5x + y′′ + 2y′ = 3t− 1
x′ − y′ − 2y = et.
ili u matricˇnom oblik [
5 d
2
dt2
+ 2 d
dt
d
dt
− d
dt
− 2
]
·
[
x
y
]
=
[
3t− 1
et
]
.
Dodavanjem prve vrste matrice
[
5 d
2
dt2
+ 2 d
dt
d
dt
− d
dt
− 2
]
pomnozˇene sa operatorom −1
5
d
dt
drugoj, dobijamo matricu u Ermitovoj formi
[
5 d
2
dt2
+ 2 d
dt
0 −1
5
(
d3
dt3
+ 2 d
2
dt2
+ 5 d
dt
+ 10
) ].
Ekvivalentan sistem je
5x+ y′′ + 2y′ = 3t− 1
−1
5
(y′′′ + 2y′′ + 5y′ + 10y) = −1
5
(3t− 1)′ + et.
Resˇenje linearne diferencijalne jednacˇine drugog reda y′′′+ 2y′′+ 5y′+ 10y = 3− 5et
je y = C1e
−2t + C2sin(
√
5t) + C3cos(
√
5t) + 3
10
− 5
18
et. Zamenom datog resˇenja u
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prvu jednacˇinu sistema dobijamo opsˇte resˇenje sistema
x = (C2 +
2
√
5
5
C3)sin(
√
5t) + (C3 − 2
√
5
5
C2)cos(
√
5t) + 3
5
t− 1
5
− 1
6
et
y = C1e
−2t + C2sin(
√
5t) + C3cos(
√
5t) + 3
10
− 5
18
et.
Sa druge strane uvod-enjem smene z = x− y dobijamo sistem
y′′ + 2y′ = −5y − 5z + 3t− 1
z′ = 2y + et.
Dati sistem mozˇemo transformisati na totalno redukovani sistem koristec´i metodu
izlozˇenu u sekciji totalna redukcija linearnih sistema sa razlicˇitim operatorima sa
dve promenljive za operatore A1 =
d2
dt2
+ 2 d
dt
i A2 =
d
dt
. Matrica sistema je
B =
[
−5 −5
2 0
]
, a kolona slobodnih cˇlanova je
[
ϕ1
ϕ2
]
=
[
3t− 1
et
]
. Odgovarajuc´i
uopsˇteni karakteristicˇni polinom je
∆B(λ1, λ2)
∣∣∣∣∣ λ1 + 5 5−2 λ2
∣∣∣∣∣ = λ1λ2 + 5λ2 + 10.
Prema tome, sistem mozˇemo da transformiˇsemo na totalno redukovani sistem
∆B(A1, A2)(y) =
 ddt(3t− 1) −5
d
dt
et 0
 −
 3t− 1 −5
et 0

∆B(A1, A2)(z) =
 −5 ( d2dt2 + 2 ddt)(3t− 1)
2 ( d
2
dt2
+ 2 d
dt
)(et)
 −
 −5 3t− 1
2 et

Odnosno, dobijamo sistem dve diferencijalne jednacˇine trec´eg reda sa razdvojenim
promenljivim
y′′′ + 2y′′ + 5y′ + 10y = 3− 5et
z′′′ + 2z′′ + 5z′ + 10z = 6t− 2 + 8et.
Resˇenje totalno redukovanog sistema je
y = C1e
−2t + C2 sin(
√
5t) + C3 cos(
√
5t) + 3
10
− 5
18
et
z = C4e
−2t + C5 sin(
√
5t) + C6 cos(
√
5t) + 3
5
t− 1
2
+ 4
9
et.
Iz druge jednacˇine sistema po promenljivim y i z nalazimo vezu izmed-u konstanata
C4 = −C1
C5 =
2
√
5
5
C3
C6 = −2
√
5
5
C2
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i dobijamo
y = C1e
−2t + C2 sin(
√
5t) + C3 cos(
√
5t) + 3
10
− 5
18
et
z = −C1e−2t + 2
√
5
5
C3 sin(
√
5t)− 2
√
5
5
C2 cos(
√
5t) + 3
5
t− 1
2
+ 4
9
et.
Vrac´anjem smene x = y + z dobijamo resˇenje polaznog sistema
x = (C2 +
2
√
5
5
C3) sin(
√
5t) + (−2
√
5
5
C2 + C3) cos(
√
5t) + 3
5
t− 1
5
+ 1
6
et
y = C1e
−2t + C2 sin
√
5t+ C3 cos
√
5t+ 3
10
− 5
18
et.
Prokomentariˇsimo prednosti i mane izlozˇenih pristupa u resˇavanju sistema linearnih
diferencijalnih jednacˇina. Standardne metode nalazˇenjem eksponenta matrice si-
stema i svod-enjem matrice sistema na matricu u Zˇordanovoj kanonskoj formi, uko-
liko polazno polje nije algebarski zatvoreno, zahtevaju prosˇirenje datog polja na
algebarsku ekstenziju koja sadrzˇi sve korene karakteristicˇnog polinoma. To u nekim
slucˇajevima mozˇe dovesti do komplikovanijih izracˇunavanja. Racionalna kanonska
forma je najbolji blok dijagonalni oblik koji mozˇemo postic´i nad polaznim poljem.
Prema tome, metod resˇavanja sistema linearnih diferencijalnih jednacˇina svod-enjem
matrice sistema na matricu u racionalnoj kanonskoj formi bez obzira na podizanje
stepena jedne diferencijalne jednacˇine mozˇe biti tehnicˇki laksˇi. U sve tri metode
izracˇunamo matricu transformacije matrice sistema na njenu Zˇordanovu, odnosno
racionalnu kanonsku formu. Prednosti metode totalne redukcije su u cˇinjenici da
nema transformacije baze, pa nema potrebe da se racˇuna matrica transformacije
i njena inverzna matrica. Sve jednacˇine totalno redukovanog sistema su reda ste-
pena karakteristicˇnog polinoma, ali se razlikuju samo u nehomogenom delu. Mana
ove metode je sˇto naknadno moramo nac´i vezu izmed-u konstanata koje figuriˇsu
u resˇenju. Kod resˇavanja Kosˇijevog problema homogenog sistema diferencijalnih
jednacˇina dati metod je vrlo efikasan, jer se svodi na resˇavanje jedne homogene
diferencijalne jednacˇine viˇseg reda i zamenu pocˇetnih uslova.
Razmatranje izlozˇeno u drugoj i trec´oj sekciji ima primenu i u Teoriji linearnih
kontrolnih sistema, pogledati [8, 53, 16, 61]. U naredna dva primera razmatrac´emo
linearne vremenski nepromenljive kontrolne sisteme (LTI sisteme) oblika
~x ′(t) = A~x(t) +B~u(t)
~y(t) = C~x(t) +D~u(t),
gde je ~x(t) = [x1(t)x2(t) . . . xn(t)]
T vektor stanja, ~u(t) = [u1(t)u2(t) . . . um(t)]
T
vektor ulaza ili upravljanja i ~y(t) = [y1(t) y2(t) . . . yr(t)]
T vektor merenja ili opser-
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vacije. Matricu A tipa n×n nazivamo matricom stanja, matricu B tipa n×m nazi-
vamo matricom ulaza, matricu C tipa r×n matricom izlaza, a matricu D tipa r×m
matricom direktnog prenosa. Kod vec´ine realnih sistema matrica D je jednaka nula
matrici. Prvu matricˇnu jednacˇinu navedenog sistema nazivamo jednacˇinom stanja
sistema, drugu jednacˇinu nazivamo jednacˇinom merenja ili opservacije. Dati sistem
mozˇemo predstaviti blok-dijagramom promenljivih stanja.
Slika 1.
Stanje sistema ~x(t) predstavlja minimum informacija o sistemu koje treba poznavati,
tako da se uz poznati ulaz u sistem ~u(t) mozˇe jednoznacˇno odrediti buduc´e ponasˇanje
sistema.
Naredni primer je preuzet iz knjige [53].
Primer 6.8 Razmotrimo mehanicˇki sistem koji se sastoji od tela mase m = 1 kg
koje visi na elasticˇnoj zˇici sa koeficijentom elasticˇnosti k = 2N/m utopljene u
viskozni fluid sa koeficijentom prigusˇenja b = 3 kg/s, dat na Slici 2. Pretpostavljamo
da je sistem linearan. Spoljnja sila u(t) je ulazni parametar, a elongacija (udaljenost
tela od ravnotezˇnog polozˇaja) y(t) je izlazni parametar. Prema tome, dati sistem ima
jedan ulaz i jedan izlaz.
Slika 2.
Jednacˇina koja opisuje prigusˇeno oscilovanje, na osnovu
Njutnovog zakona glasi my′′(t) + by′(t) + ky(t) = u(t), sa
pocˇetnim uslovima y(0) = y0 i y
′(0) = y1. Definiˇsimo
komponente vektora stanja sa x1(t) = y(t) i x2(t) = y
′(t).
Prema tome, dobijamo LIT sistem sa pocˇetnim uslovima
x′1(t) = x2(t)
x′2(t) = − kmx1(t)− bmx2(t) + 1mu(t)
y(t) = x1(t)
x1(0) = y0
x2(0) = y1,
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koji mozˇemo zapisati u matricˇnom obliku[
x′1(t)
x′2(t)
]
=
[
0 1
− k
m
− b
m
][
x1(t)
x2(t)
]
+
[
0
1
m
]
u(t)
y(t) = [ 1 0 ]
[
x1(t)
x2(t)
]
[
x1(0)
x2(0)
]
=
[
y0
y1
]
,
Dati sistem mozˇemo predstaviti blok-dijagramom promenljivih stanja.
Slika 3.
Za konkretne vrednosti m = 1 kg, k = 2N/m i b = 3 kg/s dobijamo sistem[
x′1(t)
x′2(t)
]
=
[
0 1
−2 −3
][
x1(t)
x2(t)
]
+
[
0
1
]
u(t)
y(t) = [ 1 0 ]
[
x1(t)
x2(t)
]
.
[
x1(0)
x2(0)
]
=
[
y0
y1
]
,
Kako je matrica sistema A pratec´a matrica polinoma ∆A(λ) = λ
2 + 3λ + 2, cˇiji su
koreni λ1 = −1 i λ2 = −2, imamo da su sopstveni vektori matrice A dati sa
[
1
−1
]
i
[
1
−2
]
, i da je Zˇordanova kanonska forma matrice A matrica J =
[
−1 0
0 −2
]
.
Resˇenje odgovarajuc´eg Kosˇijevog problema je dato sa
~x(t) = S · etJ · S−1[y0 y1]T +
∫ t
0
S · e(t−s)J · S−1[0 1]Tu(s)ds,
gde je S =
[
1 1
−1 −2
]
i S−1 =
[
2 1
−1 −1
]
. Prema tome, imamo da je
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[
x1(t)
x2(t)
]
=
[
(2y0 + y1)e
−t − (y0 + y1)e−2t + e−t
∫ t
0 e
su(s)ds− e−2t ∫ t0 e2su(s)ds
−(2y0 + y1)e−t + 2(y0 + y1)e−2t − e−t
∫ t
0 e
su(s)ds+ 2e−2t
∫ t
0 e
2su(s)ds
]
.
Kako je y(t) = x1(t), dobijamo vrednost izlaznog parametra y(t) u zavisnosti od
ulaznog parametra u(t)
y(t) = (2y0 + y1)e
−t − (y0 + y1)e−2t + e−t
∫ t
0
esu(s)ds− e−2t
∫ t
0
e2su(s)ds.
Naredni primer je preuzet iz knjige [16].
Primer 6.9 Razmotrimo RLC kolo koje se sastoji od otpornika otpornosti R =
1
3
Ω, kalema induktivnosti L = 1
2
H i kondenzatora kapacitivnosti C = 1F , koje je
prestavljeno na Slici 4. Napon koji je generisan signalom generatora u(t) je ulazni
parametar, a struja koja se meri ampermetrom y(t) je izlazni parametar. Dati sistem
ima jedan ulaz i jedan izlaz.
Slika 4.
Oznacˇimo sa iL(t) = i(t), iC(t)
i iR(t) = y(t) struje kroz kalem
L, kondezator C i otpornik R.
Na osnovu prvog Kirhofovog
zakona za gornji cˇvor dobijamo
da je iL(t) = iC(t) + iR(t).
Oznacˇimo sa vL(t), vC(t) = v(t) i vR(t) napon na kalemu L, kondezatoru C i otpor-
niku R. Struju u kondezatoru mozˇemo izraziti sa iC(t) = Cv
′(t), a struju u otpor-
niku sa iR(t) =
1
R
vR(t). Na osnovu drugog Kirhofovog zakona za desnu petlju
imamo da je −vC(t) + vR(t) = 0, odakle zakljucˇujemo da je vR(t) = v(t). Zamenom
datih izraza u jednacˇinu iL(t) = iC(t) + iR(t) dobijamo prvu jednacˇinu LTI sistema
v′(t) = − 1
CR
v(t)+ 1
C
i(t). Na osnovu drugog Kirhofovog zakona za levu petlju imamo
da je −u(t) +vL(t) +vC(t) = 0. Napon na kalemu mozˇemo izraziti sa vL(t) = Li′(t).
Odakle dobijamo drugu jednacˇinu LTI sistema i′(t) = − 1
L
v(t) + 1
L
u(t). Jednacˇina
merenja data je sa y(t) = 1
R
v(t). Prema tome, dobijamo sistem
v′(t) = − 1
CR
v(t) + 1
C
i(t)
i′(t) = − 1
L
v(t) + 1
L
u(t),
y(t) = 1
R
v(t)
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koji mozˇemo zapisati matricˇno[
v′(t)
i′(t)
]
=
[
− 1
CR
1
C
− 1
L
0
][
v(t)
i(t)
]
+
[
0
1
L
]
u(t)
y(t) = [ 1
R
0 ]
[
v(t)
i(t)
]
.
Za konkretne vrednosti R = 1
3
Ω, L = 1
2
H i C = 1F dobijamo sistem[
v′(t)
i′(t)
]
=
[
−3 1
−2 0
][
v(t)
i(t)
]
+
[
0
2
]
u(t)
y(t) = [ 3 0 ]
[
v(t)
i(t)
]
.
Karakteristicˇni polinom matrice stanja B =
[
−3 1
−2 0
]
je ∆B(λ) = λ
2 + 3λ+ 2, pa
je odgovarajuc´i totalno redukovani sistem
v′′(t) + 3v′(t) + 2v(t) =
[
0 1
2u′(t) 0
]
−
[
0 1
2u(t) 0
]
i′′(t) + 3i′(t) + 2i(t) =
[
−3 0
−2 2u′(t)
]
−
[
−3 0
−2 2u(t)
]
,
pri cˇemu u obzir uzimamo samo uokvirene glavne minore. Zakljucˇujemo da je
v′′(t) + 3v′(t) + 2v(t) = 2u(t)
i′′(t) + 3i′(t) + 2i(t) = 2u′(t) + 6u(t).
Kako je y(t) = 3v(t), dobijamo diferencijalnu jednacˇinu drugog reda koja opisuje
zavisnost izlazne struje od ulaznog napona
y′′(t) + 3y′(t) + 2y(t) = 6u(t).
Za pocˇetne uslove y(0) = y0 i y
′(0) = y1, dobijamo resˇenje
y(t) = (2y0 + y1)e
−t − (y0 + y1)e−2t + 6e−t
∫ t
0
esu(s)ds− 6e−2t
∫ t
0
e2su(s)ds.
Za detaljniji prikaz pojmova koriˇsc´enih u ovom primeru preporucˇujemo [56].
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7 Diferencijalna transcendentnost i redukcija
linearnih sistema diferencijalnih jednacˇina
U ovoj sekciji razmatramo linearne sisteme diferencijalnih jednacˇina prvog reda
sa koeficijentima u polju kompleksnih brojeva C nad vektorskim prostorom mero-
morfnih funkcija M oblika
x′1(z) = b11x1(z) + b12x2(z) + . . .+ b1nxn(z) + ϕ1(z)
x′2(z) = b21x1(z) + b22x2(z) + . . .+ b2nxn(z) + ϕ2(z)
...
x′n(z) = bn1x1(z) + bn2x2(z) + . . .+ bnnxn(z) + ϕn(z),
kod kojih je tacˇno jedna koordinata kolone slobodnih cˇlanova ~ϕ = [ϕ1 ϕ2 . . . ϕn]
T
diferencijalno-transcendentna funkcija nad C.
7.1 Diferencijalni prsteni i diferencijalna transcendentnost
Prvo c´emo dati kratak pregled teorije diferencijalnih prstena i diferencijalne tran-
scendentnosti prema [39] i [45].
7.1.1 Diferencijalni prsteni i homomorfizmi diferencijalnih prstena
Diferencijalni prsten R je komutativan prsten sa jedinicom sa preslikavanjem
D : R→ R za koje vazˇe aksiome:
1. (∀x, y ∈ R)D(x+ y) = D(x) +D(y);
2. (∀x, y ∈ R)D(x · y) = D(x) · y + x ·D(y).
Preslikavanje D : R→ R sa datim osobinama nazivamo izvodom .
Diferencijalno polje K je polje sa izvodom D : K → K.
Homomorfizam diferencijalnih prstena (R1, +, · , D1) i (R2, ⊕, , D2) je
homomorfizam prstena f :R1→R2 takav da vazˇi (∀x ∈ R)f(D1(x)) = D2(f(x)).
Diferencijalni potprsten S diferencijalnog prstena R je potprsten prstena R
takav da je S diferencijalni prsten u odnosu na restrikciju izvoda D.
Neka je (R,+, ·) integralan domen. Na skupu R×R definiˇsemo relaciju ∼ sa:
(a, s) ∼ (b, t)⇔ a · t− b · s = 0, a, b, s, t ∈ R, s, t 6= 0.
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Relacija ∼ je relacija ekvivalencije. Klasu ekvivalencije elementa (a, s) ∈ R × R
oznacˇavamo sa
a
s
. Na skupu svih klasa ekvivalencije R×R/ ∼ definiˇsimo operacije
⊕ i  sa:
a
s
⊕ b
t
=
a · t+ b · s
s · t i
a
s
 b
t
=
a · b
s · t .
Ured-ena trojka (R×R/∼,⊕,) je polje, koje nazivamo poljem razlomaka prstena
R. Neutralni element za operaciju ⊕ je 0
s
. Suprotan element elementa
a
s
je
−a
s
.
Jedinicˇni element za operaciju  je s
s
. Inverzni element elementa
a
s
, a 6= 0 je s
a
.
Preslikavanje f : R → R × R/ ∼ dato sa f(a) = a
1
je monomorfizam prstena. Pa
mozˇemo element a ∈ R identifikovati sa njegovom slikom f(a) = a
1
u polju R×R/ ∼.
Lema 7.1 Neka je R diferencijalni prsten sa izvodom D : R → R. Ako je R
integralan domen, onda se izvod D : R→ R mozˇe na jedinstveni nacˇin produzˇiti na
polje razlomaka prstena R.
Dokaz. Neka je D : R→ R izvod u prstenu R. Definiˇsimo izvod u polju razlomaka
K prstena R sa:
D
(a
b
)
=
D(a) · b− a ·D(b)
b2
, b 6= 0.
Pokazˇimo prvo da je ovako definisan izvod u polju K dobro definisan, tj. da ne
zavisi od izbora predstavnika. Ako je (a1, s1) ∼ (a2, s2) imamo a1 · s2 − a2 · s1 = 0.
Zatim, vazˇi D(0) = D(0 + 0) = D(0) + D(0), odakle zakljucˇujemo da je D(0) = 0.
Pa prema tome, primenom izvoda na jednakost a1 · s2− a2 · s1 = 0 dobijamo da vazˇi
D(a1)·s2+a1 ·D(s2)−D(a2)·s1−a2 ·D(s1) = 0, a mnozˇenjem date jednakosti sa s1 ·s2
imamo D(a1) ·s1 ·s22+(a1 ·s2) ·D(s2) ·s1−D(a2) ·s2 ·s21−(a2 ·s1) ·D(s1) ·s2 = 0. Kako
vazˇi da je a1 ·s2 = a2 ·s1, zamenom izraza a1 ·s2 izrazom a2 ·s1 i obrnuto u prethodnoj
jednakosti dobijamo (D(a1) · s1 − a1 ·D(s1)) · s22 − (D(a2) · s2 − a2 ·D(s2)) · s21 = 0.
Odnosno vazˇi (D(a1) · s1− a1 ·D(s1), s21) ∼ (D(a2) · s2− a2 ·D(s2), s22). Dalje, treba
pokazati da je ovako definisan izvod aditivna funkcija. Zaista imamo da je
D
(
a
s
⊕ b
t
)
= D
(
a · t+ b · s
s · t
)
=
D(a · t+ b · s) · s · t− (a · t+ b · s) ·D(s · t)
s2 · t2
=
(D(a) · s− a ·D(s)) · t2 + (D(b) · t− b ·D(t)) · s2
s2 · t2
=
D(a) · s− a ·D(s)
s2
⊕ D(b) · t− b ·D(t)
t2
= D
(a
s
)
⊕D
(
b
t
)
.
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I na kraju, treba pokazati da vazˇi i druga aksioma iz definiciji izvoda.
D
(
a
s
 b
t
)
= D
(
a · b
s · t
)
=
D(a · b) · s · t− (a · b) ·D(s · t)
s2 · t2
=
D(a) · b · s · t+ a ·D(b) · s · t− (a · b ·D(s) · t+ a · b ·D(t) · s)
s2 · t2
=
(D(a) · s− a ·D(s)) · b · t+ (D(b) · t− b ·D(t)) · a · s
s2 · t2
=
(
D
(a
s
)
 b
t
)
⊕
(
a
s
D
(
b
t
))
.
Neka je R diferencijalni prsten sa izvodom D : R→ R. Skup
C = {a ∈ R | D(a) = 0}
nazivamo jezgrom izvoda D, a njegove elemente nazivamo konstantama u R.
Skup svih konstanata C u R obrazuje diferencijalni potprsten diferencijalnog prstena
R. Ako je R diferencijalno polje, onda je i C diferencijalno polje. Izvod D : R→ R
je C-linearno preslikavanje. Za svako a ∈ C i x ∈ R imamo da je D(a · x) =
D(a) · x+ a ·D(x) = a ·D(x).
Primeri diferencijalnih prstena i polja:
1. Neka je K polje i neka je izvod D : K → K definisan sa (∀x ∈ K)D(x) = 0.
Tada je K diferencijalno polje. Dato diferencijalno polje nazivamo trivijalnim.
2. Neka je K[x] prsten polinoma po promenljivoj x sa koeficijentima u polju K i
neka je izvod D :K[x]→K[x] definisan sa D(anxn+an−1xn−1+. . .+a1x+a0)=
nanx
n−1+(n− 1)an−1xn−2+. . .+ a1. Tada je K[x] diferencijalni prsten.
3. Neka je K(x) =
{
p(x)
q(x)
| p(x), q(x) ∈ K[x]
}
polje racionalnih funkcija po pro-
menljivoj x sa koeficijentima u polju K i neka je izvod D : K(x) → K(x)
definisan kao produzˇenje izvoda D : K[x]→ K[x], tj. neka je D
(
p(x)
q(x)
)
=
D(p(x)) · q(x)− p(x) ·D(q(x))
q2(x)
. Tada je K(x) diferencijalno polje.
4. Neka je w ∈ C proizvoljan kompleksan broj i neka je r ∈ R pozitivan realan
broj. Otvoren krug B(w; r) sa centrom u tacˇki w poluprecˇnika r je skup svih
tacˇaka z ∈ C takvih da vazˇi |z − w| < r, tj. B(w; r) = {z ∈ C | |z − w| < r}.
Probusˇen krug B′(w; r) sa centrom u tacˇki w poluprecˇnika r je skup svih
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tacˇaka z ∈ C takvih da vazˇi 0 < |z−w| < r, odnosno imamo da je B′(w; r) =
{z ∈ C | 0 < |z − w| < r}.
Za skup Ω ⊆ C kazˇemo da je otvoren skup ako za svaku tacˇku z ∈ Ω postoji
r > 0 takvo da je B(z; r) ⊆ Ω. Za skup Ω ⊆ C kazˇemo da je povezan skup
ako se ne mozˇe predstaviti kao unija dva svoja neprazna disjunktna otvorena
podskupa. Otvoren i povezan skup Ω ⊆ C nazivamo oblasˇc´u .
Neka je Ω ⊆ C oblast. Za funkciju f : Ω → C kazˇemo da je holomorfna
na skupu Ω ako za svako z ∈ Ω postoji granicˇna vrednost lim
z→z0
f(z)−f(z0)
z−z0 . Dati
limes oznacˇavamo sa
df
dz
. Oznacˇimo saH(Ω) skup svih holomorfnih funkcija na
Ω. Skup H(Ω) obrazuje diferencijalni prsten sa izvodom D = d
dz
. Pokazˇimo
da je prsten H(Ω) integralan domen. Neka su f i g dve holomorfne funkcije
na skupu Ω takve da za svako z ∈ Ω vazˇi da je f(z) · g(z) = 0. Ako za
svako z ∈ Ω vazˇi f(z) = 0 pokazali smo da je prsten H(Ω) integralan domen.
Pretpostavimo sada da postoji element w ∈ Ω takav da je f(w) 6= 0. Posˇto
je svaka holomorfna funkcija u tacˇki w i neprekidna u w, postoji otvoren krug
B(w, r) ⊆ Ω sa centrom u tacˇki w takav da za svako z ∈ B(w, r) vazˇi f(z) 6= 0.
Prema tome, za svako z ∈ B(w, r) vazˇi da je g(z) = 0. Na osnovu teoreme
o jedinstvenosti zakljucˇujemo da je g(z) = 0 za svako z ∈ Ω. Viˇse detalja
mozˇe se nac´i u knjigama [15, 33]. Polje razlomaka prstena H(Ω) nazivamo
poljem meromorfnih funkcija i oznacˇavamo sa M(Ω). Neka je izvod
D :M(Ω)→M(Ω) definisan kao produzˇenje izvoda D :H(Ω)→H(Ω). Tada je
M(Ω) diferencijalno polje, (videti [7]).
7.1.2 Diferencijalna transcendentnost
Neka je K diferencijalno polje sa izvodom D : K → K.
Diferencijalni polinom reda n po promenljivoj x je polinom
p(x) ∈ K[x,D(x), D2(x), . . . , Dn(x)] \K[x,D(x), D2(x), . . . , Dn−1(x)],
tj. to je polinom oblika
p(x) = p0(x) · (Dn(x))k + p1(x) · (Dn(x))k−1 + . . .+ pk−1(x) ·Dn(x) + pk(x),
za p0(x), p1(x), . . . , pk(x) ∈ K[x,D(x), D2(x), . . . , Dn−1(x)] i p0(x) 6= 0.
Red diferencijalnog polinoma p(x ) je najvec´i prirodan broj n takav da se Dn(x)
pojavljuje u polinomu p(x). Ako je p(x) ∈ K, kazˇemo da je red diferencijalnog
147
polinoma p(x) jednak −1.
Stepen diferencijalnog polinoma p(x ) je najvec´i prirodan broj k takav da se
(Dn(x))k pojavljuje u polinomu p(x).
Diferencijalni prsten polinoma po promenljivoj x , u oznaci K{x}, je naj-
manji diferencijalni prsten koji sadrzˇi diferencijalno polje K i element x, odnosno
K{x} = K[x,D(x), . . . , D(n)(x), . . .] je skup svih diferencijalnih polinoma po pro-
menljivoj x.
Za diferencijalni polinom p(x) ∈ K{x} kazˇemo da je jednostavniji od diferenci-
jalnog polinoma q(x) ∈ K{x}, ako je red diferencijalnog polinoma p(x) manji od
reda diferencijalnog polinoma q(x), ili ako su redovi diferencijalnih polinoma p(x) i
q(x) jednaki, a stepen diferencijalnog polinoma p(x) je manji od stepena diferenci-
jalnog polinoma q(x).
Diferencijalni ideal I diferencijalnog prstena K{x} je ideal datog prstena za koji
vazˇi p(x) ∈ I ⇒ D(p(x)) ∈ I.
Diferencijalni ideal prstena K{x} generisan elementom p(x), u oznaci 〈p(x)〉, je
najmanji diferencijalni ideal koji sadrzˇi diferencijalni polinom p(x), tj. 〈p(x)〉 =
{p0(x) ·p(x) +p1(x) ·D(p(x)) + . . .+pn(x) ·Dn(x) | p0(x), p1(x), . . . , pn(x) ∈ K{x}}.
Neka je p(x) diferencijalni polinom reda n, tj.
p(x) = p0(x) · (Dn(x))k + p1(x) · (Dn(x))k−1 + . . .+ pk−1(x) ·Dn(x) + pk(x),
za p0(x), p1(x), . . . , pk(x) ∈ K[x,D(x), D2(x), . . . , Dn−1(x)] i p0(x) 6= 0.
Separant diferencijalnog polinoma p(x), u oznaci s(x), je diferencijalni polinom
s(x) = k · p0(x) · (Dn(x))k−1 + (k − 1) · p1(x) · (Dn(x))k−2 + . . .+ pk−1(x).
Preciznije, separant diferencijalnog polinoma p(x) reda n je diferencijalni polinom
D0(p(x)), gde je izvod D0 : K[x, . . . , D
n−1(x)][Dn(x)]→ K[x, . . . , Dn−1(x)][Dn(x)],
definisan sa D0(D
n(x)) = 1 i za svako q(x) ∈ K[x,D(x), . . . , Dn−1(x)] vazˇi q(x) =
0. Separant s(x) diferencijalnog polinoma p(x) je jednostavniji od diferencijalnog
polinoma p(x).
Neka je p(x) ∈ K{x} diferencijalni polinom i s(x) njegov separant. Definiˇsimo
skup I(p(x)) = {q(x) ∈ K{x} | (∃k ∈ N)(s(x))k · q(x) ∈ 〈p(x)〉}. Skup I(p(x)) je
diferencijalni ideal diferencijalnog prstena K{x}.
Teorema 7.2 Neka je K diferencijalno polje karakteristike nula. Za nesvodljiv
diferencijalni polinom p(x)∈K{X} \ {0}, diferencijalni ideal I(p(x)) je prost.
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Obrnuto, svaki nenula prost diferencijalni ideal u diferencijalnom prstenu K{X} je
oblika I(p(x)) za neki nenula nesvodljiv diferencijalni polinom p(x)∈K{X}.
Dokaz date teoreme mozˇe se nac´i u [39, 45].
Diferencijalni polinom p(x) ∈ K{x} nazivamo minimalnim diferencijalnim
polinomom prostog diferencijalnog ideala I(p(x)).
Rang prostog diferencijalnog ideala I(p(x)), u oznaci RD(I(p(x))), jednak je redu
minimalnog diferencijalnog polinoma p(x). Specijalno, za nula ideal I(0) definiˇsemo
RD(I(0))=∞.
Neka je K diferencijalno polje karakteristike nula sa izvodom D : K → K. Neka
je K diferencijalno potpolje polja F i α ∈ F\K. Oznacˇimo sa I(α/K) skup svih
diferencijalnih polinoma iz K{X} koje element α anulira. Preciznije, imamo da je
I(α/K) = {q(x) ∈ K{X} | q(α) = 0}. Pokazˇimo da je I(α/K) prost diferenci-
jalni ideal diferencijalnog prstena K{X}. Preslikavanje f : K{X} → F dato sa
f(q(x)) = q(α) je homomorfizam diferencijalnih prstena. Jezgro datog preslikavanja
je skup svih diferencijalnih polinoma q(x)∈K{X} takvih da je f(q(x)) = q(α) = 0,
tj. Ker f = I(α/K). Odakle zakljucˇujemo da je I(α/K) ideal prstena K{x}. Slika
datog preslikavanja Imf je potprsten polja F , pa je Imf integralan domen. Na
osnovu prve teoreme o izomorfizmu imamo da je K{x}/I(α/K) ∼= Imf , i kako je
Imf integralan domen zakljucˇujemo da je I(α/K) prost ideal. Ostalo je josˇ da
pokazˇemo da je I(α/K) diferencijalni ideal diferencijalnog prstena K{x}. Zaista, za
svaki diferencijalni polinom q(x) ∈ I(α/K) vazˇi da je f(D(q(x))) = D(f(q(x))) =
D(q(α)) = D(0) = 0. Odakle zakljucˇujemo da je D(q(x)) ∈ I(α/K). Prema
tome, I(α/K) je prost diferencijalni ideal diferencijalnog prstena K{x}. Na osnovu
prethodne teoreme postoji diferencijalni polinom p(x) ∈ K{x} takav da je I(α/K) =
I(p(x)). Ako je I(α/K) 6= 〈0〉, onda element α∈F\K nazivamo diferencijalno-
-algebarskim nad K. Ako je I(α/K) = 〈0〉, onda element α ∈ F\K nazivamo
diferencijalno-transcendentnim nad K.
Ukoliko je element α ∈ F\K diferencijalno - transcendentan nad K, preslikavanje
f : K{x} → F indukuje izomorfizam izmed-u diferencijalnih prstena K{x} i K{α},
gde jeK{α}najmanji diferencijalni prsten koji sadrzˇi diferencijalni prstenK i element
α. Najmanje diferencijalno polje koje sadrzˇi diferencijalni prstenK i element α, u
oznaci K〈α〉, je basˇ polje razlomaka prstena K{α}. Neka je sada element α∈F\K
diferencijalno-algebarski nad K. Na kolicˇnicˇkom prstenu K{x}/I(α/K) definiˇsimo
izvod D0 : K{x}/I(α/K)→ K{x}/I(α/K) sa:
D0(q(x) + I(α/K)) = D(q(x)) + I(α/K).
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Kolicˇnicˇki prsten K{x}/I(α/K) je integralan domen i diferencijalni prsten izo-
morfan sa najmanjim diferencijalnim potprstenom polja F koje sadrzˇi K i α. Polje
razlomaka datog diferencijalnog prstena je diferencijalno polje K〈α〉. Za detalje
pogledati [44].
7.1.3 Stepen transcendentnosti i rang prostog diferencijalnog ideala
Za polje F kazˇemo da je ekstenzija polja K, ako je K potpolje polja F .
Neka je F ekstenzija polja K i neka je S podskup od F . Za skup S kazˇemo
da je algebarski zavisan nad K, ako za neko n ∈ N postoji nenula polinom
f(x1, x2, . . . , xn) po promenljivim x1, x2, . . . , xn sa koeficijentima u polju K takav
da je f(s1, s2, . . . , sn) = 0 za neke med-usobno razlicˇite elemente s1, s2, . . . , sn ∈ S.
Za skup S kazˇemo da je algebarski nezavisan nad K, ako nije algebarski zavisan
nad K, tj. ako za svako n ∈ N, svaki polinom f(x1, x2, . . . , xn) ∈ K[x1, x2, . . . , xn] i
razlicˇite elemente s1, s2, . . . , sn ∈ S vazˇi implikacija f(s1, s2, . . . , sn) = 0 ⇒ f ≡ 0.
Svaki podskup algebarski nezavisnog skupa je algebarski nezavisan. Prazan skup je
algebarski nezavisan. Svaki podskup polja K je algebarski zavisan nad K. Skup
{α} je algebarski zavisan nad K ako i samo ako je element α algebarski nad K, tj.
ako i samo ako postoji polinom f(x) ∈ K[x] takav da je f(α) = 0. Svaki element
algebarski nezavisnog skupa je transcendentan nad K, tj. ne postoji polinom po
promenljivoj x sa koeficijentima u polju K koji anulira dati element. Ako je svaki
element iz F algebarski nad K, onda ekstenziju F nazivamo algebarskom eks-
tenzijom nad K. Ako je ekstenzija F algebarska nad K, onda je jedini algebarski
nezavisan podskup od F prazan skup. Ekstenziju F koja nije algebarska nad K
nazivamo transcendentnom ekstenzijom nad K. Transcendentna baza od
F nad K je maksimalan u odnosu na inkluziju algebarski nezavisan podskup S od F .
Teorema 7.3 Neka je F ekstenzija polja K, S algebarski nezavisan podskup od
F nad K i neka je α ∈ F \ K(S), gde je K(S) skup svih racionalnih funkcija po
promenljivim iz skupa S sa koeficijentima u polju K. Tada je skup S∪{α} algebarski
nezavisan nad K ako i samo ako je α transcendentan nad K(S).
Dokaz: ⇐: Ako postoje med-usobno razlicˇiti elementi s1, s2, . . . , sn−1 ∈ S i polinom
f(x1, x2, . . . , xn) ∈ K[x1, x2, . . . , xn] takav da je f(s1, s2, . . . , sn−1, α) = 0, onda je α
koren polinoma f(s1, s2, . . . , sn−1, xn) ∈ K(S)[xn]. Posˇto je f(x1, x2, . . . , xn) element
prstena K[x1, x2, . . . , xn] = K[x1, x2, . . . , xn−1][xn], f(x1, x2, . . . , xn) mozˇemo za-
pisati kao polinom po promenljivoj xn sa koeficijentima u prstenuK[x1, x2, . . . , xn−1],
tj. f(x1, x2, . . . , xn) =
∑k
i=0 hi(x1, x2, . . . , xn−1)x
i
n. Kako je po pretpostavci element
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α transcendentan nad K(S) iz f(s1, s2, . . . , sn−1, α) = 0 zakljucˇujemo da je za svako
i, 0 ≤ i ≤ k, hi(s1, s2, . . . , sn−1) = 0. Algebarska nezavisnost skupa S nad poljem
K implicira da je hi ≡ 0 za svako i, 0 ≤ i ≤ k. Odakle sledi da je f ≡ 0. Prema
tome, skup S ∪ {α} je algebarski nezavisan nad K.
⇒: Neka je f(α) = 0, za f(x) = ∑ki=0 hixi ∈ K(S)[x]. Postoji konacˇan podskup
{s1, s2, . . . , sn} skupa S takav da je za svako i, 0 ≤ i ≤ k, hi ∈ K(s1, s2, . . . sn).
Odnosno za svako i, 0 ≤ i ≤ k, postoje polinomi fi(x1, x2, . . . , xn) i gi(x1, x2, . . . , xn)
po promenljivim x1, x2, . . . , xn sa koeficijentima u polju K takvi da vazˇi da je hi =
fi(s1,s2,...,sn)
gi(s1,s2,...,sn)
. Neka je g(x1, x2, . . . , xn) =
∏k
i=0 gi(x1, x2, . . . , xn) i neka je
f i(x1, x2, . . . , xn) = fi(x1, x2, . . . , xn)
g(x1, x2, . . . , xn)
gi(x1, x2, . . . , xn)
∈ K[x1, x2, . . . , xn],
za svako i, 0 ≤ i ≤ k. Tada je
f(x) =
k∑
i=0
hix
i =
k∑
i=0
fi(s1, s2, . . . , sn)
gi(s1, s2, . . . , sn)
xi = g(s1, s2, . . . , sn)
−1
k∑
i=0
f i(s1, s2, . . . , sn)x
i.
Oznacˇimo sa h(x1, x2, . . . , xn, x) polinom
∑k
i=0 f i(x1, x2, . . . , xn)x
i po promenljivim
x1, x2, . . . , xn, x sa koeficijentima u polju K. Kako je f(α) = 0 i g(s1, s2, . . . , sn)
−1
invertibilan element u polju K(S), zakljucˇujemo da je h(s1, s2, . . . , sn, α) = 0. Alge-
barska nezavisnost skupa S ∪ {α} implicira da je h ≡ 0. Odnosno da je za svako i,
0 ≤ i ≤ k, f i ≡ 0. Odakle dobijamo da je za svako i, 0 ≤ i ≤ k, hi = 0, sˇto povlacˇi
i da je f ≡ 0. 
Posledica 7.4 Neka je F ekstenzija polja K i S algebarski nezavisan podskup od
F nad K. Tada je S transcendentna baza od F nad K ako i samo ako je polje F
algebarsko nad K(S).
Dokaz: Dokaz direktno sledi na osnovu prethodne teoreme.
Polje F se naziva cˇisto transcendentnom ekstenzijom polja K, ako je F =
K(S), gde je S algebarski nezavisan podskup od F nad K. U ovom slucˇaju S je
transcendentna baza od F nad K, na osnovu Posledice 7.4. Neka je F proizvoljna
ekstenzija polja K i neka je S transcendentna baza od F nad K. Oznacˇimo sa
E polje K(S). Na osnovu Posledice 7.4 polje F je algebarsko nad E i E je cˇisto
transcendentna ekstenzija od K. I na kraju polje F je algebarsko nad K ako i samo
ako je prazan skup transcendentna baza od F nad K.
Mozˇe se pokazati da svake dve transcendentne baze od F nad K imaju istu kardi-
nalnost. Za detalje pogledati [23, 36]. Prema tome, mozˇemo definisati stepen
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transcendentnosti od F nad K kao broj elemenata transcendentne baze od F
nad K ukoliko je taj skup konacˇan, odnosno kao ∞ ukoliko je taj skup beskonacˇan.
Stepen transcendentnosti od F nad K oznacˇavamo sa tr.deg(F/K). Jasno je da je
tr.deg(F/K) = 0 ako i samo ako je ekstenzija F algebarska nad K.
Teorema 7.5 Neka je F ekstenzija polja E i neka je E ekstenzija polja K. Tada
je tr.deg(F/K) = tr.deg(F/E) + tr.deg(E/K).
Dokaz: Neka je S transcendentna baza od E nad K i neka je T transcendentna
baza od F nad E. Pokazˇimo da je S ∪ T transcendentna baza od F nad K. Posˇto
je S transcendentna baza od E nad K, na osnovu Posledice 7.4, svaki element iz
E je algebarski nad K(S), pa je i algebarski nad K(S ∪ T ). Iz cˇinjenice da je
polje E algebarsko nad K(S ∪ T ) zakljucˇujemo da je i polje K(S ∪ T )(E) alge-
barsko nad K(S ∪ T ). Kako je K(S ∪ T ) = K(S)(T ) ⊂ E(T ) ⊂ K(S ∪ T )(E)
imamo da je polje E(T ) algebarsko nad K(S ∪ T ). Na osnovu Posledice 7.4 eks-
tenzija F je algebarska nad E(T ). A na osnovu ,,Toranj teoreme” [23, 36], koja
kazˇe da ako je K3 algebarska ekstenzija nad K2 i ako je K2 algebarska ekstenzija
nad K1, onda je K3 algebarska ekstenzija nad K1, zakljucˇujemo da je F algebarska
ekstenzija nad K(S ∪ T ). Na osnovu Posledice 7.4, ostalo je josˇ pokazati da je skup
S∪T algebarski nezavisan nad K. Neka je f(x1, . . . , xn, y1, . . . , ym) polinom po n+m
promenljivih sa koeficijentima u polju K za koji postoje med-usobno razlicˇiti elementi
s1, . . . , sn ∈ S i t1, . . . , tm ∈ T takvi da vazˇi da je f(s1, . . . , sn, t1, . . . , tm) = 0. Neka
je g(y1, . . . , ym) = f(s1, . . . , sn, y1, . . . , ym) polinom po m promenljivih sa koeficijen-
tima u polju K(S). Kako je K(S) ⊂ E, polinom g(y1, . . . , ym) mozˇemo razmatrati i
kao polinom sa koeficijentima u polju E. Iz cˇinjenice da je g(t1, . . . , tm) = 0 i da je
T transcendentna baza od F nad E zakljucˇujemo da je g ≡ 0. Zatim, polinom
f(x1, . . . , xn, y1, . . . , ym) predstavljamo u obliku
∑r
i=1 hi(x1, . . . , xn)fi(y1, . . . , ym),
za hi(x1, . . . , xn) ∈ K[x1, . . . , xn] i fi(y1, . . . , ym) ∈ K[y1, . . . , ym], 1 ≤ i ≤ r. Kako
je 0 ≡ g(y1, . . . , ym) =
∑r
i=1 hi(s1, . . . , sn)fi(y1, . . . , ym), zakljucˇujemo da za svako
i, 1 ≤ i ≤ r, vazˇi hi(s1, . . . , sn) = 0. Skup S je transcendentna baza od E nad K,
pa iz hi(s1, . . . , sn) = 0 zakljucˇujemo da je hi ≡ 0 za svako i, 1 ≤ i ≤ r. Odakle
dobijamo da je f ≡ 0. Pa je skup S ∪ T algebarski nezavisan nad K. Posˇto je skup
S ∪ T algebarski nezavisan nad K i posˇto je F algebarska ekstenzija nad K(S ∪ T ),
na osnovu Posledice 7.4, zakljucˇujemo da je S ∪ T transcendentna baza od F nad
K i tr.deg(F/K) = |S ∪T |. Skup T je algebarski nezavisan nad E, a za skup S vazˇi
da je S ⊂ E, pa je S ∩ T = 0. Sˇto povlacˇi
tr.deg(F/K) = |S ∪ T | = |S|+ |T | = tr.deg(F/E) + tr.deg(E/K). 
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Lema 7.6 Neka je p(x) diferencijalni polinom reda n i neka je s(x) njegov separant.
Tada je Dk(p(x)) = s(x)Dn+k(x) + qk(x), za qk(x) ∈ K[x,D(x), . . . , Dn+k−1(x)] i
k ≥ 1.
Dokaz: Dokaz izvodimo indukcijom po k ∈ N.
Neka je p(x) =
∑m
i=0 pi(x)(D
n(x))i, gde su diferencijalni polinomi pi(x) najviˇse reda
n− 1. Tada je s(x) = ∑mi=0 ipi(x)(Dn(x))i−1 i imamo
D(p(x)) =
∑m
i=0 (ipi(x)(D
n(x))i−1Dn+1(x) +D(pi(x))(Dn(x))i)
= s(x)Dn+1(x) +
∑m
i=0D(pi(x))(D
n(x))i,
gde je
∑m
i=0D(pi(x))(D
n(x))i diferencijalni polinom reda najviˇse n. Prema tome,
pokazali smo da tvrd-enje vazˇi za k = 1. Pokazˇimo da iz cˇinjenice da tvrd-enje vazˇi
za neko k sledi da vazˇi i za k + 1. Neka za polinom Dk(p(x)) vazˇi Dk(p(x)) =
s(x)Dn+k(x) + qk(x), gde je qk(x) diferencijalni polinom najviˇse reda n + k − 1.
Tada je Dk+1(p(x)) = D(s(x))Dn+k(x) + s(x)Dn+k+1(x) + D(qk(x)). Oznacˇimo sa
qk+1(x) diferencijalni polinom D(s(x))D
n+k(x)+D(qk(x)) koji je najviˇse reda n+k.
Imamo da je Dk+1(p(x)) = s(x)Dn+k+1(x) + qk+1(x). Sˇto je trebalo i pokazati. 
Teorema 7.7 Neka je F diferencijalna ekstenzija polja K i α ∈ F\K. Tada je rang
prostog diferencijalnog ideala I(α/K) jednak stepenu transcendentnosti polja K〈α〉
nad K, tj. RD(I(α/K)) = tr.deg(K〈α〉/K).
Dokaz: Neka je I(α/K) = 〈0〉. Tada je RD(I(α/K)) = ∞ i diferencijalno polje
K〈α〉 je izomorfno sa poljem razlomaka diferencijalnog prstena K{x} koje je oblika
K(x,D(x), . . . , Dn(x), . . .) i ima stepen transcendentnosti ∞. Prema tome, vazˇi
RD(I(α/K)) = tr.deg(K〈α〉/K) =∞.
Neka je sada I(α/K) = I(p(x)), za neki nesvodljiv diferencijalni polinom p(x) reda
RD(I(α/K)) = n. Tada je p(α) = 0 i elementi α,D(α), . . . , Dn−1(α) su algebarski
nezavisni nad K. Jasno je i da su elementi α,D(α), . . . , Dn−1(α), Dn(α) algebarski
zavisni nad K. Pokazˇimo i da su za svako k ≥ 0 elementi α, . . . , Dn−1+k(α), Dn+k(α)
algebarski zavisni nad K. Kako je I(p(x)) diferencijalni ideal imamo da i za svako
k ≥ 1 vazˇi Dk(p(x)) ∈ I(p(x)), odnosno imamo da je Dk(p(α)) = 0. Na osnovu
prethodne leme za diferencijalni polinom Dk(p(x)) vazˇi
Dk(p(x)) = s(x)Dn+k(x) + qk(x),
gde je s(x) separant polinoma p(x) i qk(x) ∈ K[x,D(x), . . . , Dn+k−1(x))]. Pa vazˇi
0 = Dk(p(α)) = s(α)Dn+k(α) + qk(α). Kako je red separanta s(x) diferencijalnog
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polinoma p(x) manji od reda datog diferencijalnog polinoma, imamo da je s(α) 6=
0. Odakle zakljucˇujemo da su elementi α,D(α), . . . , Dn−1+k(α), Dn+k(α) algebarski
zavisni nad K. Posˇto prethodno razmatranje vazˇi za svako k ≥ 0, dobijamo da
je skup α,D(α), . . . , Dn−1(α) transcendentna baza od K〈α〉 nad K. Prema tome,
tr.deg(K〈α〉/K) = n. 
Posledica 7.8 Neka je F diferencijalna ekstenzija polja K i α ∈ F\K. Tada je
element α diferencijalno-algebarski nad K ako i samo ako je tr.deg(K〈α〉/K) <∞.
Dokaz: ⇒: Neka je element α diferencijalno-algebarski nad K. Tada postoji nenula
diferencijalni polinom p(x) takav da vazˇi I(α/K) = I(p(x)). Na osnovu prethodne
teoreme vazˇi da je tr.deg(K〈α〉/K) = RD(I(α/K)) <∞.
⇐: Neka je tr.deg(K〈α〉/K) <∞. Na osnovu prethodne teoreme vazˇiRD(I(α/K)) =
tr.deg(K〈α〉/K) < ∞. Pa prema tome, postoji nenula diferencijalni polinom p(x)
takav da je I(α/K) = I(p(x)). Odakle zakljucˇujemo da je element α diferencijalno-
-algebarski nad K. 
Posledica 7.9 Neka je F diferencijalna ekstenzija polja K i α, β ∈ F\K. Neka je
β diferencijalno-algebarski element nad K〈α〉 i α diferencijalno-algebarski element
nad K. Tada je β diferencijalno-algebarski element nad K.
Dokaz: Kako je β diferencijalno-algebarski nad K〈α〉, postoji diferencijalni polinom
p(x) reda n sa koeficijentima u diferencijalnom polju K〈α〉 takav da je I(β/K〈α〉) =
I(p(x)). Posˇto je α diferencijalno-algebarski nad K, postoji diferencijalni polinom
q(x) reda m sa koeficijentima u diferencijalnom polju K takav da je I(α/K) =
I(q(x)). Na osnovu Teoreme 7.7 i Teoreme 7.5 imamo da je
RD(I(β/K)) = tr.deg(K〈β〉/K)
= tr.deg(K〈α, β〉/K)− tr.deg(K〈α, β〉/K〈β〉)
≤ tr.deg(K〈α, β〉/K)
= tr.deg(K〈α〉〈β〉/K〈α〉) + tr.deg(K〈α〉/K)
= RD(I(β/K〈α〉)) +RD(I(α/K)) = n+m <∞.
Na osnovu prethodne posledice zakljucˇujemo da je element β diferencijalno-algebarski
nad K. 
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Posledica 7.10 Neka je F diferencijalna ekstenzija polja K i α, β ∈ F\K. Neka
su α i β diferencijalno-algebarski elementi nad K. Tada su α + β, α · β i D(α)
diferencijalno-algebarski elementi nad K.
Dokaz: Za elemente α + β, α · β vazˇi da je
RD(I((α + β)/K)) = tr.deg(K〈α + β〉/K) ≤ tr.deg(K〈α, β〉/K) <∞ i
RD(I((α · β)/K)) = tr.deg(K〈α · β〉/K) ≤ tr.deg(K〈α, β〉/K) <∞.
Prema tome, elementi α + β i α · β su diferencijalno-algebarski nad K. Pokazˇimo
i da je element D(α) diferencijalno-algebarski nad K. Za element α postoji nenula
diferencijalni polinom p(x,D(x), . . . , Dn(x)) po promenljivim x,D(x), . . . , Dn(x) sa
koeficijentima u polju K za koji vazˇi p(α,D(α), . . . , Dn(α)) = 0. Formirajmo novi
diferencijalni polinom q(D(x), . . . , Dn(x)) po promenljivim D(x), D2(x), . . . , Dn(x)
sa koeficijentima u polju K〈α〉 za koji vazˇi
q(D(x), . . . , Dn(x)) = p(α,D(x), . . . , Dn(x)).
Prema tome, vazˇi da je q(D(α), . . . , Dn(α)) = 0. Posˇto je q ≡/ 0, zakljucˇujemo da je
element D(α) diferencijalno-algebarski nad K〈α〉. Kako je element α diferencijalno-
-algebarski nad K, prethodna posledica implicira da je i element D(α) diferencijalno-
-algebarski nad K. 
7.2 Diferencijalna transcendentnost i redukcija
linearnih sistema diferencijalnih jednacˇina
U ovoj sekciji razmatramo linearne sisteme diferencijalnih jednacˇina prvog reda po
promenljivoj z sa koeficijentima u polju kompleksnih brojeva C nad vektorskim
prostorom meromorfnih funkcija M oblika
dx1
dz
= b11x1(z) + b12x2(z) + . . .+ b1nxn(z) + ϕ1(z)
dx2
dz
= b21x1(z) + b22x2(z) + . . .+ b2nxn(z) + ϕ2(z)
...
dxn
dz
= bn1x1(z) + bn2x2(z) + . . .+ bnnxn(z) + ϕn(z),
(1)
kod kojih je tacˇno jedna koordinata kolone slobodnih cˇlanova ~ϕ(z) = [ϕ1(z) . . . ϕn(z)]
T
diferencijalno-transcendentna funkcija nad C. Na osnovu Teoreme 4.7 dati sistem
se svodi na totalno redukovani sistem
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∆B(
d
dz )(x1(z)) =
n∑
k=1
(−1)k−1δ1k(B; ~ϕ (n−k)(z))
...
∆B(
d
dz )(xi(z)) =
n∑
k=1
(−1)k−1δik(B; ~ϕ (n−k)(z))
...
∆B(
d
dz )(xn(z)) =
n∑
k=1
(−1)k−1δnk(B; ~ϕ (n−k)(z)),
(2)
gde je ∆B(
d
dz
)(x(z)) = x(n)(z)−δ1(B)x(n−1)(z)+ . . .+(−1)nδn(B)x(z), δk(B) suma
glavnih minora reda k matrice B, a δik(B; ~ϕ
(n−k)(z)) suma glavnih minora reda
k matrice kod koje je i-ta kolona matrice B zamenjena sa kolonom ~ϕ (n−k)(z) =
[ϕ
(n−k)
1 (z) ϕ
(n−k)
2 (z) . . . ϕ
(n−k)
n (z)]T , za 1 ≤ k ≤ n.
Teorema 7.11 Neka je x0(z) ∈M resˇenje diferencijalne jednacˇine
x(n)(z) + d1x
(n−1)(z) + . . .+ dn−1x′(z) + dnx(z) = ϕ(z),
za d1, d2, . . . , dn ∈ C i ϕ(z) ∈ M. Tada je x0(z) diferencijalno-transcendentna
funkcija nad C ako i samo ako je ϕ(z) diferencijalno-transcendentna funkcija nad C.
Dokaz: ⇒: Ako je funkcija x0(z) diferencijalno-transcendentna nad C, onda je i
funkcija g(x0(z)) = x
(n)
0 (z)+d1x
(n−1)
0 (z)+. . .+dnx0(z) diferencijalno-transcendentna
nad C, pa je i ϕ(z) diferencijalno-transcendentna funkcija nad C. U suprotnom bi
postojao nenula diferencijalni polinom p(f(z), f ′(z), . . . , f (k)(z)) sa koeficijentima
u polju C po promenljivim f(z), f ′(z), . . . , f (k)(z), za neko k ≥ 0, takav da je
p(ϕ(z), ϕ′(z), . . . , ϕ(k)(z)) = 0, odnosno da je p(g(x0(z)), g′(x0(z)), . . . , g(k)(x0(z))) =
0, odakle sledi da je x0(z) diferencijalno-algebarska funkcija nad C.
⇐: Ako je funkcija x0(z) diferencijalno-algebarska nad C, onda je na osnovu Posledice
7.10 i funkcija g(x0(z)) = x
(n)
0 (z)+d1x
(n−1)
0 (z)+. . .+dnx0(z) diferencijalno-algebarska
nad C, pa je samim tim i funkcija ϕ(z) diferencijalno-algebarska nad C. 
Napomena 7.12 Jedno interesantno uopsˇtenje prethodnog tvrd-enja je Teorema 2.8
iz rada [50]. U radovima [38, 40, 41, 49, 51] razmatrane su razne primene Teorema
2.8 iz rada [50].
Teorema 7.13 Neka su funkcije ψ1(z), . . . , ψn(z) ∈ M diferencijalno-algebarske
nad C. Tada je funkcija ϕ(z) ∈M diferencijalno-transcendentna nad C ako i samo
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ako je diferencijalni polinom sa koeficijentima u polju C
p(ϕ(z), . . . , ϕ(k)(z), ψ1(z), . . . , ψ
(k1)
1 (z), . . . , ψn(z), . . . , ψ
(kn)
n (z))
(u kome obavezno figuriˇse funkcija ϕ(z) ili neki od njenih izvoda ϕ′(z) . . . , ϕ(k)(z))
diferencijalno-transcendentna funkcija nad C.
Dokaz: ⇒: Dokaz izvodimo kontrapozicijom. Neka je diferencijalni polinom
p(ϕ(z), . . . , ϕ(k)(z), ψ1(z), . . . , ψ
(k1)
1 (z), . . . , ψn(z), . . . , ψ
(kn)
n (z))
diferencijalno-algebarska funkcija nad C. Tada postoji nenula diferencijalni polinom
q(f(z), f ′(z), . . . , f (m)(z)) sa koeficijentima u polju C takav da je q(p, p′, . . . , p(m)) =
0. Iz date jednakosti mozˇemo zakljucˇiti da je funkcija ϕ(z) diferencijalno-algebarska
nad C〈ψ1(z), ψ2(z), . . . , ψn(z)〉. Uzastopnom primenom Posledice 7.9 dobijamo da
je ϕ(z) diferencijalno-algebarska funkcija nad C.
⇐: Neka je funkcija ϕ(z) diferencijalno-algebarska nad C. Kako su ψ1(z), . . . , ψn(z)
diferencijalno-algebarske funkcije nad C, na osnovu Posledice 7.10 zakljucˇujemo da
je i diferencijalni polinom
p(ϕ(z), . . . , ϕ(k)(z), ψ1(z), . . . , ψ
(k1)
1 (z), . . . , ψn(z), . . . , ψ
(kn)
n (z))
diferencijalno-algebarska funkcija nad C. 
Naredna teorema se mozˇe nac´i i u radu [43].
Teorema 7.14 Neka su elementi kolone slobodnih cˇlanova sistema (1)
ϕ1(z), . . . , ϕi−1(z), ϕi+1(z), . . . ϕn(z) ∈M
diferencijalno-algebarske funkcije nad C i neka je funkcija ϕi(z) ∈M diferencijalno-
-transcendentna nad C. Tada je i-ta koordinata resˇenja ~x0(z) sistema (2) takod-e
diferencijalno-transcendentna funkcija nad C.
Dokaz: Na osnovu Teoreme 7.13 slobodni cˇlan i-te jednacˇine totalno redukovanog
sistema (2) je diferencijalno-transcendentna funkcija nad C. A na osnovu Teoreme
7.11 imamo da je i resˇenje date diferencijalne jednacˇine diferencijalno-transcendentna
funkcija nad C. Posˇto su jednacˇine u totalno redukovanom sistemu nezavisne, dato
resˇenje predstavlja i-tu koordinatu resˇenja sistema (2). 
Naredna teorema je uopsˇtenje prethodne i mozˇe se nac´i u radu [28].
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Teorema 7.15 Neka su elementi kolone slobodnih cˇlanova sistema (1)
ϕ1(z), . . . , ϕi−1(z), ϕi+1(z), . . . ϕn(z) ∈M
diferencijalno-algebarske funkcije nad C i neka je funkcija ϕi(z) ∈M diferencijalno-
-transcendentna nad C. Tada je j-ta koordinata resˇenja ~x0(z) totalno redukovanog
sistema (2) diferencijalno-algebarska funkcija nad C ako i samo ako se u sumi
n∑
k=1
(−1)k−1δjk(B; ~ϕ (n−k)(z)) ne pojavljuje funkcija ϕi(z).
Dokaz: Data teorema je direktna posledica Teorema 7.11 i 7.13.
Ilustrujmo prethodnu teoremu u slucˇaju sistema sa dve ili tri diferencijalne jednacˇine.
Linearni sistem dve diferencijalne jednacˇine prvog reda po promenljivoj z oblika
x′1(z) = b11x1(z) + b12x2(z) + ϕ1(z)
x′2(z) = b21x1(z) + b22x2(z) + ϕ2(z),
transformiˇsemo na totalno redukovani sistem
∆B
(
d
dz
)
(x1(z)) = ϕ
′
1(z)− b22ϕ1(z) + b12ϕ2(z)
∆B
(
d
dz
)
(x2(z)) = ϕ
′
2(z)− b11ϕ2(z) + b21ϕ1(z).
Na osnovu Teoreme 7.14 zakljucˇujemo da ako je funkcija ϕi(z) jedina diferencijalno-
-transcendentna nad C, onda je i-ta koordinata resˇenja totalno redukovanog sistema
takod-e diferencijalno-transcendentna funkcija nad C, za 1 ≤ i ≤ 2. Zatim ukoliko
je ϕ1(z) jedina diferencijalno-transcendentna funkcija nad C, potreban i dovoljan
uslov da druga koordinata resˇenja totalno redukovanog sistema bude diferencijalno-
-algebarska funkcija nad C jeste da je b21 = 0. I na kraju, ukoliko je funkcija
ϕ2(z) jedina diferencijalno-transcendentna nad C, potreban i dovoljan uslov da prva
koordinata resˇenja totalno redukovanog sistema bude diferencijalno-algebarska nad
C jeste da je b12 = 0.
Linearni sistem tri diferencijalne jednacˇine prvog reda po promenljivoj z oblika
x′1(z) = b11x1(z) + b12x2(z) + b13x3(z) + ϕ1(z)
x′2(z) = b21x1(z) + b22x2(z) + b23x3(z) + ϕ2(z)
x′3(z) = b31x1(z) + b32x2(z) + b33x3(z) + ϕ3(z),
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transformiˇsemo na totalno redukovani sistem oblika
∆B
(
d
dz
)
(x1(z)) = ϕ
′′
1(z)− (b22 + b33)ϕ′1(z) +B11ϕ1(z)
+ b12ϕ
′
2(z) +B21ϕ2(z) + b13ϕ
′
3(z) +B31ϕ3(z)
∆B
(
d
dz
)
(x2(z)) = b21ϕ
′
1(z) +B12ϕ1(z) + b23ϕ
′
3(z) +B32ϕ3(z)
+ ϕ′′2(z)− (b11 + b33)ϕ′2(z) +B22ϕ2(z)
∆B
(
d
dz
)
(x3(z)) = b31ϕ
′
1(z) +B13ϕ1(z) + b32ϕ
′
2(z) +B23ϕ2(z)
+ ϕ′′3(z)− (b11 + b22)ϕ′3(z) +B33ϕ3(z).
Kao i u slucˇaju sistema sa dve diferencijalne jednacˇine, zakljucˇujemo da ako je
funkcija ϕi(z) jedina diferencijalno-transcendentna nad C, onda je i-ta koordinata
resˇenja totalno redukovanog sistema takod-e diferencijalno-transcendentna funkcija
nad C, za 1 ≤ i ≤ 3. Neka je sada ϕ1(z) jedina diferencijalno-transcendentna
funkcija nad C. Tada je druga koordinata resˇenja totalno redukovanog sistema
diferencijalno-algebarska funkcija nad C ako i samo ako vazˇi b21 = 0 i B12 = 0.
Trec´a koordinata resˇenja totalno redukovanog sistema je diferencijalno-algebarska
funkcija nad C ako i samo ako vazˇi b31 = 0 i B13 = 0. Ukoliko je ϕ2(z) jedina
diferencijalno-transcendentna funkcija nad C imamo da je prva koordinata resˇenja
totalno redukovanog sistema diferencijalno-algebarska funkcija nad C ako i samo
ako vazˇi b12 = 0 i B21 = 0, kao i da je trec´a koordinata resˇenja totalno redukovanog
sistema diferencijalno-algebarska funkcija nad C ako i samo ako vazˇi b32 = 0 i B23 =
0. I na kraju, ako je ϕ3(z) jedina diferencijalno-transcendentna funkcija nad C vazˇi
da je prva koordinata resˇenja totalno redukovanog sistema diferencijalno-algebarska
funkcija nad C ako i samo ako vazˇi b13 = 0 i B31 = 0, kao i da je druga koordinata
resˇenja totalno redukovanog sistema diferencijalno-algebarska funkcija nad C ako i
samo ako vazˇi b23 = 0 i B32 = 0.
Razmotrimo uslove pod kojima se funkcija ϕi(z) ∈M ne pojavljuje u sumi
n∑
k=1
(−1)k−1δjk(B; ~ϕ (n−k)(z)), za proizvoljno n ∈ N.
Koristec´i linearnost preslikavanja δjk(B; ~ϕ
(n−k)(z)) po j-toj koloni ~ϕ (n−k)(z) dobi-
jamo δjk(B; ~ϕ
(n−k)(z)) =
∑n
s=1 ϕ
(n−k)
s (z)δ
j
k(B; ~es), gde ~es oznacˇava kolonu cˇija je s-ta
komponenta 1, a sve ostale su 0. Zatim, posˇto svaki nenula minor u sumi δjk(B; ~es)
sadrzˇi j-tu vrstu i kolonu, kao i s-tu vrstu i kolonu, imamo da vazˇi δjk(B; ~es) =
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−δj′k−1([Bj(B↓j)]ŝ), gde je [Bj(B↓s)]ŝ matrica reda n−1 koja se od matrice B dobija
tako sˇto se prvo j-ta kolona matrice B zameni s-tom, a zatim se u toj matrici izbriˇse
s-ta kolona i s-ta vrsta, j′ =
{
j, j < s
j − 1, j > s . Prema tome, vazˇi sledec´e tvrd
-enje.
Teorema 7.16 Funkcija ϕi(z) ∈M se ne pojavljuje u sumi
n∑
k=1
(−1)k−1δjk(B; ~ϕ (n−k)(z)), i 6= j,
ako i samo ako su sume svih glavnih minora reda k, 1 ≤ k ≤ n− 1, koje sadrzˇe j-tu
kolonu za j < i, odnosno j−1. kolonu za j > i, matrice koja se dobija od matrice B
zamenom j-te kolone i-tom, a zatim izbacivanjem i-te vrste i kolone, jednake nuli.
Razmotrimo sada vezu parcijalne i totalne redukcije linearnog sistema diferencijalnih
jednacˇina prvog reda kod kojih je matrica sistema u formi pratec´e matrice polinoma
∆C(λ) = λ
n + d1λ
n−1 + . . .+ dn−1λ+ dn i koji je oblika
dx1
dz
= x2(z) + ϕ1(z)
dx2
dz
= x3(z) + ϕ2(z)
...
dxn−1
dz
= xn(z) + ϕn−1(z)
dxn
dz
= −dnx1(z)− dn−1x2(z)− . . .− d1xn(z) + ϕn(z)
(3)
i diferencijalne-transcendentnosti koordinata resˇenja datog sistema u zavisnosti od
diferencijalne-transcendentnosti jedne koordinate ϕi(z) kolone slobodnih cˇlanova
~ϕ(z) = [ϕ1(z) . . . ϕn(z)]
T , 1 ≤ i ≤ n. Koeficijenti polinoma d1, . . . , dn su elementi
polja C, a funkcije ϕ1(z), . . . , ϕn(z) su elementi vektorskog prostora meromorfnih
funkcija M.
Na osnovu Teoreme 3.7 dati sistem je ekvivalentan parcijalno redukovanom sistemu
oblika
∆B
(
d
dz
)
(x1(z)) =
n∑
k=1
(−1)k+1δ1k(C;ϕ(n−k)1 (z) . . . ϕ(n−k)n (z))
x2(z) =
dx1
dz
− ϕ1(z)
x3(z) =
dx2
dz
− ϕ2(z)
...
xn(z) =
dxn−1
dz
− ϕn−1(z).
(4)
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1. Neka je funkcijaϕ1(z) jedina diferencijalno-transcendentna koordinata kolone slo-
bodnih cˇlanova ~ϕ(z) = [ϕ1(z) . . . ϕn(z)]
T . Tada je na osnovu Teoreme 7.13 i funkcija
n∑
k=1
(−1)k+1δ1k(C;ϕ(n−k)1 (z) . . . ϕ(n−k)n (z))
diferencijalno-transcendentna nad C, jer funkcija ϕ1(z) figuriˇse u datoj sumi i to
u obliku diferencijalnog polinoma ϕ
(n−1)
1 (z) + d1ϕ
(n−2)
1 (z) + . . . + dn−1ϕ1(z). Na
osnovu Teoreme 7.11 zakljucˇujemo da je prva koordinata x01(z) resˇenja polaznog
sistema diferencijalno-transcendentna funkcija nad C. Zatim, iz cˇinjenice da je
x01(z) diferencijalno-transcendentna funkcija nad C direktno sledi i da je x′01(z)
diferencijalno-transcendentna funkcija nad C. Za ostale koordinate resˇenja siste-
ma (3) postoje dve moguc´nosti u zavisnosti od toga da li je razlika x′01(z) − ϕ1(z)
diferencijalno-algebarska ili diferencijalno-transcendentna funkcija nad C. Ako je
x′01(z)− ϕ1(z) diferencijalno-algebarska funkcija nad C, onda je i druga koordinata
x02(z) resˇenja sistema (3) diferencijalno-algebarska funkcija nad C. Zatim, na os-
novu Leme 7.10 zakljucˇujemo da su funkcije x′02(z) i x
′
02(z) − ϕ2(z) diferencijalno-
-algebarske nad C. Odakle sledi da je i trec´a koordinata x03(z) resˇenja polaznog
sistema diferencijalno-algebarska funkcija nad C. Istim rezonovanjem zakljucˇujemo
da su i ostale koordinate resˇenja sistema (3) diferencijalno-algebarske funkcije nad C.
Ukoliko je razlika x′01(z)−ϕ1(z) diferencijalno-transcendentna funkcija nad C imamo
da je druga koordinata x02(z) resˇenja sistema (3) diferencijalno-transcendentna
funkcija nad C. Posˇto je ϕ2(z) diferencijalno-algebarska funkcija nad C imamo i da je
funkcija x′02(z)−ϕ2(z) diferencijalno-transcendenta nad C, kao razlika diferencijalno-
-transcendentne i diferencijalno-algebarske funkcije nad C. Prema tome, i trec´a
koordinata x03(z) resˇenja polaznog sistema je diferencijalno-transcendentna funkcija
nad C. Slicˇnim rezonovanjem zakljucˇujemo da su i ostale koordinate resˇenja si-
stema (3) diferencijalno-transcendentne funkcije nad C.
2. Neka je sada ϕi(z), 1 < i < n, jedina diferencijalno-transcendentna koordinata
kolone slobodnih cˇlanova. Slicˇnim razmatranjem prethodnom zakljucˇujemo da su
koordinate x01(z), . . . , x0i(z) resˇenja polaznog sistema diferencijalno-transcendentne
funkcije nad C. Sˇto se ticˇe i + 1. koordinate, ona mozˇe biti ili diferencijalno-
-algebarska ili diferencijalno-transcendentna nad C u zavisnosti od toga kakva je
razlika diferencijalno-transcendentnih funkcija x′0i(z) i ϕi(z). Ako je i + 1. koordi-
nata resˇenja sistema (3) diferencijalno-algebarska funkcija nad C, onda su i preostale
koordinate datog resˇenja diferencijalno-algebarske funkcije nad C. Ako je i + 1.
koordinata resˇenja polaznog sistema diferencijalno-transcendentna funkcija nad C,
onda su i preostale koordinate diferencijalno-transcendentne funkcije nad C.
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3. Ako je ϕn(z) jedina diferencijalno-transcendentna koordinata kolone slobodnih
cˇlanova, onda su sve koordinate resˇenja sistema (3) diferencijalno-transcendentne
funkcije nad C.
Zatim, na osnovu Teoreme 4.12 sistem (3) se svodi na totalno redukovani sistem
∆C(
d
dz )(x1(z)) =
n∑
k=1
k−1∑
j=0
djϕ
(n−k)
k−j (z)
...
∆C(
d
dz )(xi(z)) =
n+1−i∑
k=1
k−1∑
j=0
djϕ
(n−k)
i−1+k−j(z) −
n∑
k=n+2−i
n∑
j=k
djϕ
(n−k)
i−1+k−j(z)
...
∆C(
d
dz )(xn(z)) = ϕ
(n−1)
n (z)−
n∑
k=2
n∑
j=k
djϕ
(n−k)
n−1+k−j(z),
(5)
gde je d0 = 1.
1. Ako je funkcija ϕ1(z) jedina diferencijalno-transcendentna koordinata kolone slo-
bodnih cˇlanova ~ϕ(z) = [ϕ1(z) . . . ϕn(z)]
T , onda je na osnovu Teoreme 7.13 i funkcija
n∑
k=1
k−1∑
j=0
djϕ
(n−k)
k−j (z) diferencijalno-transcendentna nad C, jer funkcija ϕ1(z) figuriˇse
u datoj sumi i to u obliku diferencijalnog polinoma
ϕ
(n−1)
1 (z) + d1ϕ
(n−2)
1 (z) + . . .+ dn−1ϕ1(z).
Na osnovu Teoreme 7.11 zakljucˇujemo da je prva koordinata x01(z) resˇenja sistema
(5) diferencijalno-transcendentna funkcija nad C. U sumi
n+1−i∑
k=1
k−1∑
j=0
djϕ
(n−k)
i−1+k−j(z) −
n∑
k=n+2−i
n∑
j=k
djϕ
(n−k)
i−1+k−j(z),
za 1 < i ≤ n, funkcija ϕ1(z) figuriˇse u obliku −dnϕ(i−2)1 (z), odakle zakljucˇujemo da
je data suma diferencijalno-algebarska funkcija ako i samo ako je dn = 0. Teorema
7.11 implicira da su koordinate x02(z), . . . , x0n(z) resˇenja sistema (5) diferencijalno-
-algebarske funkcije nad C ako i samo ako je dn = 0.
2. Neka je sada ϕm(z), 1 < m < n, jedina diferencijalno-transcendentna koordinata
kolone slobodnih cˇlanova. Nehomogen deo
n+1−i∑
k=1
k−1∑
j=0
djϕ
(n−k)
i−1+k−j(z) −
n∑
k=n+2−i
n∑
j=k
djϕ
(n−k)
i−1+k−j(z),
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i-te jednacˇine sistema (5), za 1 ≤ i ≤ m, sadrzˇi funkciju ϕm(z) u obliku diferenci-
jalnog polinoma
ϕ(n−m+i−1)m (z) + d1ϕ
(n−m+i−2)
m (z) + . . .+ dn−mϕ
(i−1)
m (z).
Prema tome, Teorema 7.13 implicira da su dati nehomogeni delovi diferencijalno-
-transcendentne funkcije nad C, za 1 ≤ i ≤ m, a na osnovu Teoreme 7.11 imamo i da
su koordinate x01(z), . . . , x0m(z) resˇenja sistema (5) diferencijalno-transcendentne
funkcije nad C. Funkcija ϕm(z) figuriˇse u nehomogenom delu i-te jednacˇine si-
stema (5), za m+ 1 ≤ i ≤ n, u obliku diferencijalnog polinoma
−(dn−m+1ϕ(i−2)m (z) + dn−m+2ϕ(i−3)m (z) + . . .+ dnϕ(i−1−m)m (z)).
Odakle zakljucˇujemo da je nehomogen deo i-te jednacˇine sistema (5) diferencijalno-
-algebarska funkcija nad C ako i samo ako je dn−m+1 = dn−m+2 = . . . = dn = 0,
gde je m + 1 ≤ i ≤ n. Na osnovu Teoreme 7.11 zakljucˇujemo da su koordinate
x0m+1(z), . . . , x0n(z) resˇenja sistema (5) diferencijalno-algebarske funkcije nad C
ako i samo ako je dn−m+1 = dn−m+2 = . . . = dn = 0.
3. Ako je ϕn(z) jedina diferencijalno-transcendentna koordinata kolone slobodnih
cˇlanova, onda su sve koordinate resˇenja sistema (5) diferencijalno-transcendentne
funkcije nad C, jer ϕ(i−1)n (z) ucˇestvuje u nehomogenom delu i-te jednacˇine sistema (5),
za 1 ≤ i ≤ n.
Primetimo da razmatranje diferencijalne transcendentnosti resˇenja sistema, kod kog
je matrica sistema u formi pratec´e matrice, u zavisnosti od diferencijalne transcen-
dentnosti jedne koordinate kolone slobodnih cˇlanova, koriˇsc´enjem metode totalne
redukcije sistema, precizira isto razmatranje metodom parcijalne redukcije sistema.
Ukoliko je viˇse koordinata kolone slobodnih cˇlanova diferencijalno-transcendentno
nad C, diferencijalna transcendentnost koordinata resˇenja razmatranih sistema za-
visi i od diferencijalne zavisnosti datih funkcija, pogledati [46].
Interesantna razmatranja diferencijalne transcendentnosti koordinata vektora stanja
linearno vremenski nepromenljivih kontrolnih sistema u zavisnosti od diferencijalne
transcendentnosti vektora upravljanja razmatrana su u radovima [47, 9].
Prirodan nastavak navedenog proucˇavanja bi bilo razmatranje veze diferencijalne
transcendentnosti i metode totalne redukcije linearnih sistema sa razlicˇitim opera-
torima.
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koprosti ideali, 5
lanac uopsˇtenih sopstvenih vektora, 59
linearni operator, 8
linearni sistem diferencijalnih jednacˇina
homogen, 116
nehomogen, 117
linearni sistem operatorskih jednacˇina
homogen, 69
nehomogen, 69
linearno preslikavanje, 7, 8
maksimalan ideal, 2
matricˇni red
konvergentan matricˇni red, 113
matrica sistema, 69
matrica transformacije, 46
minimalni diferencijalni polinom, 149
minimalni polinom, 28
modul bez torzije, 14
modul konacˇnog tipa, 9
modul nad prstenom, 7
monomorfizam modula, 7
monomorfizam prstena, 1
nesvodljiv element, 3
Neterin modul, 11
Neterin prsten, 11
parcijalno redukovani sistem, 77
podmodul, 8
polje, 2
polje razlomaka, 145
potprsten, 1
pratec´a matrica monicˇnog polinoma, 24
presek familije ideala, 3
primaran modul, 17
primarna dekompozicija, 16
primarna komponenta, 17
prirodni homomorfizam, 2, 8
proizvod konacˇne familije ideala, 3
prost element, 3
prost ideal, 2
prsten sa jednoznacˇnom faktorizacijom,
3
racionalna kanonska forma, 24
radikal ideala, 4
rang matrice, 41
rang modula, 11
rang prostog diferencijalnog ideala, 149
red diferencijalnog polinoma, 147
regularna matrica, 31
relacijska matrica, 47
separant, 148
skup generatora modula, 9
slicˇne matrice, 26
slicˇni linearni operatori, 25
slobodan modul, 10
slobodan rang modula, 20
Smitova forma, 35, 40, 42
sopstvena vrednost, 27
sopstveni prostor, 27
sopstveni vektor, 27
spektar, 27
stepen diferencijalnog polinoma, 148
stepen transcendentnosti, 152
strukturna teorema, 18
suma familije ideala, 3
suma familije podmodula, 9
165
torzioni element modula, 14
torzioni modul, 14
torzioni podmodul, 14
totalno redukovani sistem, 79, 86
transcendentan element nad poljem, 150
transcendentna baza, 150
transcendentna ekstenzija, 150
cˇisto transcendentna ekstenzija, 151
unimodularna matrica, 31
uopsˇtena karakteristicˇna matrica, 100
uopsˇteni karakteristicˇni polinom, 100
uopsˇteni sopstveni prostor, 57
uopsˇteni sopstveni vektor, 57
uslov maksimalnosti, 10
uslov rastuc´ih lanaca, 10
vektorski operator, 69
vektorski prostor, 8
vrh lanca, 59
vrsta-ekvivalentne matrice, 35
Zˇordanov blok, 53
Zˇordanova kanonska forma, 54
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