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Abstract 
Historically, the algorithm for completely solving the symmetric tridiagonal eigenvalue problem is the TQR algorithm. 
Rational variants of TQR were used when only the complete spectrum of eigenvalues was desired since they have the 
advantage ofavoiding square roots. Several historical variants of TQR use fewer operations than the one used in LAPACK; 
however, these variants have known accuracy problems. In this paper a new variant of TQR is developed which is similar 
to parts of the variant proposed by Sack (1972). This variant has fewer operations than the one in LAPACK, which 
results in faster timings, and it avoids the accuracy problems of the other historical variants. In addition, it is shown how 
the eigenvectors can be recovered from the rational algorithms. 
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1. Introduction 
After its introduction in the Francis papers [7, 8], several papers were published which considered 
various aspects of  the TQR algorithm [11, 14, 15, 17]. In particular, several investigations were 
directed towards developing rational TQR variants. The end result of these investigations was the 
inclusion of the Reinsch [14] variant in the EISPACK [18] software library. Due to this inclusion 
the Reinsch variant effectively became the standard rational TQR algorithm. 
The LAPACK [1] project, whose goal is the investigation and improvement of  the routines used 
in standard linear algebra, i.e. the replacement of LINPACK [3] and EISPACK [18] by a up-to- 
date library, reconsidered the rational TQR algorithm and its variants [9]. Following a suggestion 
by Parlett [12], that is based on unpublished work by Kahan and some students, the LAPACK 
investigators decided to use the rational variant by Pal, Walker and Kahan, instead of the variant 
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of Reinsch, due to the increased stability and the "elegance" of the Pal-Walker-Kahan variant [9]. 
This decision is reinvestigated in this note. 
2. Algorithmics 
The basis of the rational TQR is the relationship between the QR algorithm used in matrix analysis 
and Sturm sequences used in classical analysis. Based on the three-term recurrences of the tridiagonal 
matrix, a basic square-root version of TQR can easily be derived. Consider the basic steps of one 
sweep of the QR algorithm as applied to the Jacobi matrix T, 
T= 
0{1 fll 
/~l 0{2 ~2 
0{3 
",. 
"°. 
"'" j~n--1 
fin-- 1 0{n 
where 0{k E R, 0 </~k E •. 
The monic characteristic polynomial for the kth leading principal submatrix of T is 
Zk := Xk(2):= det(2I - Tk). (2.1) 
From this equation the three-term recurrence relation 
~k+l = (~ -- 0{k+l)~k -- ~2Zk-1, ~-1 :----O, Xo :--- 1, (2.2) 
is derived by Laplace expansion along the last column of 21 - Tk+l. 
One step of the QR algorithm with shift 2 is 
r - 2 I  = QR, f - 21 = RQ, (2.3) 
where Q is orthogonal and R is upper triangular with nonnegative diagonal elements Pl, P2,..., Pn. 
This is the Gram-Schmidt orthonormalization f the columns of T - 21. Since T - 21 is a Jacobi 
matrix its first n -  1 columns are linearly independent. Thus, Pk > 0 for 1 ~<k <n. The shift 2 is an 
eigenvalue of T if and only if R is singular, i.e., if and only if p, = 0. 
The Schur parameterization for Q is 
Q = H(71, 72,... , y , )= G1G2. . .  G,, 
with rotations 
[ o] 
Gk=Ik-1 ~ Yk ak ?k ~D In-k- l ,  
2_= 1, o-k>~0, l~<k<n, det Gk = y2 + o. k 
where 
Yo = 1, ao = O, GO : ~50 @ In-1 = In 
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and 
G, : I,_l • Yn, det G, = Y, : + 1, 0", := 0. 
The Gk's are chosen, by a chasing algorithm, so the (k, k + 1) element of 
T .. G~(T G k [Gk_ 1 • - 2/)] 
is zero (for 1 <~k<n) and the (k, k) element is Pk I>0 (> 0 if k <n). 
The matrix Q is upper Hessenberg: 
Q= 
70Yl * 
0"1 Y172 
0" 2 
* • . • * 
?2Y3 "" • * 
• • 
. • 
0.n - 1 ~n - 1Yn 
and R has the following upper triangular form: 
-Pl 
R= 
U 1 * 
P2 02 
P3 * 
0n-1  
Pn 
Proposition 1. 
Xk = ( -  1 )kplp2 • • • PkYk. 
We have 
(2.4) 
,][Qk :] 
* * * * 
with the subscripts denoting leading principal submatrices of order k. Thus, generalizing the notion 
of H only slightly, 
T, - 21 : QkRk =H(yl,  Y2,... ,?k)Rk, 
(2.4) follows by taking determinants. 
Now equate subdiagonals in (2.3) 
flk=akPk, ~k=Pk+lak (1 <~k<n). 
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This algorithm uses five additions, seven multiplications, two divisions and one square root, or 
15 floating-point operations, per step, with no comparisons. We feel that it is quite elegant and 
moderately efficient. 
On the other hand, if we could compute "Ck+l then we can compute 7Zk+l as 
= ~ "Uk+l/~)k, 7k ~ O, 
7~k+l [ 7k-lfl~, 7~=0, 
the latter being a consequence of our formula for ~Zk+l. Now 
"/Tk+ 1 ~--- ])kT~k+l 
= 7~(~k+l  - 2 )  - ~k-17kak /~k  
= _ _ O-kTk_17kP k 
= -- __ (Tk'Ck, 
2 Thus, we may input and output the squares involving only the squares 7~ and a k. 
and work with the squares 
2 2 ck:=72, sk :=a k, Pk::rCk, rk:=p2, 
to obtain a rational algorithm. 
Algorithm TQRPWK. 
Let c0=l ,  s0 :0 ,  z l :~ l -2 ,  Pl----z 2. 
For k=l :n -1 ,  
rk = Pk + bk, bk-1 : Sk--lrk, 
ck = pk/rk, s~ = bk/rk, 
• k+l = Ck(~+l -- 2) -- Sk~k, ~k = ~k+l + ~k -- Zk+l, 
I f ck>0 then pk+l:Z~+l/C ~ else Pk+l-----Ck-lbk, 
bn-I : s , _ lp , ,  ~n : '~n  -'~ •. 
This is the Pal-Walker-Kahan algorithm of 1968-1969, published by Parlett [12] only in 1980. 
It uses five additions, four multiplications and three divisions, or 12 floating-point operations, and 
one comparison, per step. Thus, it trades one square root and three multiplication for one division 
and one comparison. Because of the comparison it is surely less elegant han algorithm TQR, but it 
should normally be faster. This is the algorithm used in LAPACK [1]. 
The inclusion of the shift implicitly into the QL algorithm is due to Martin and Wilkinson [10] 
and Dubrulle [4]. This second paper is only one page long but led to the inclusion of Dubrulle in 
the Handbook version of the first paper, without reference to Dubrulle's paper [5]. 
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An early attempt to reduce the number of operations in the TQR algorithm was made by Ortega and 
Kaiser [11] in 1963. This variant used the relationship ?2 = 1 - 0.~ to replace all of the occurrences 
of ?2. Although this variant has one fewer operation than the PWK variant, it is unstable. This 
instability results from catastrophic cancellation i  the calculation of Tk+l which is amplified by the 
step 2 2 2 rck+ 1='ok+a/(1 -0.k). When y~ is small, its replacement results in a large relative error in 1 -0.k 
2 and 2 also have large relative and, thus, the catastrophic ancellation. Due to this error zck+ ~ 0.k+~ 
errors. Rutishauser in a letter in 1963 indicated that both the 0 .2 and 3, 2 terms would have to be 
calculated for stability reasons [16]. In 1965 Wilkinson published on p. 567 of his book [20] his 
version of the algorithm, which followed Rutishauser's suggestion. This variant was also unstable 
for the same reasons as Ortega and Kaiser variant. Although Wilkinson avoids the division of Zk+~ 
by 1 -0.~ this algorithm still has catastrophic cancellation i  the calculation of "ck+~, this error is then 
amplified in the division by ?~. Reinsch [14] in 1971 published a new variant which avoided the 
division in the Ortega and Kaiser by calculating rck+ 12 through a recurrence relationship. This variant 
of TQR has the problem that elements of the new recursion may become zero, in which case they 
must be replaced by a small number. The Reinsch variant was included in 1976 in EISPACK [18]. 
But it is now 1996! If 
then 
uk := ~k+~ + zk, Vk := Ck(Uk -- 2), 
~k = Uk --  "/Tk+l 
and since ck + sk = 1, 
= ck(~k+l  + Tk - -  2 )  - -  Zk 
= O k - -  "Ok" 
Thus we have a new rational algorithm 
Algorithm TQRR. 
Let Co = 1, So = 0 ,  "/71 : 0~1 - -  /~, P l  = "C~. 
For k=l :n -1 ,  
rk : pk + bk, bk =skrk, 
ck = pk / rk ,  sk = bk/r~, 
uk = ~k+l + Tk, Vk = Ck(Uk -- 2) ,  
27k+1 = l)k -- ~k, ~(k = Uk -- "lTk+l, 
If ck > 0 then Pk+l = r~+l/ek else Pk+l = Ck-lbk, 
b .=s . - lp . ,  6 .=~.  + 2. 
This algorithm uses five additions, three multiplications and three divisions, or 11 floating-point op- 
erations, and one comparison, per step. Thus, it saves one multiplication per step when 
compared with Algorithm TQRPWK. We can show that Algorithm TQRR is numerically stable. 
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This complements he work of Feng [6] who showed that Algorithm TQRPWK is numerically sta- 
ble. 
It is not well known that the rotations Gk can be retrieved from the results of the rational algo- 
rithms. We have 
?k = ~ sign ?k, ak -- v '~  and sign ?k : sign nk, 
unless k=n and re,=0, in which case we set ? , :=+1.  We shall retrieve {signrck}~ with the 
following algorithm. 
Algorithm SIGNS. 
Let p0=n0:= 1. 
For k :0 :n -1 .  
If Pk > 0 then sign/I;k+ 1: sign zrk sign Vk+~, 
else sign rCk+l = --sign nk. 
The correctness of this algorithm can be proved by induction. 
3. Stability of Algorithm TQRR 
Through elaborations of the results in Parlett in Section 8-15-5 on pp. 168-169 of [12] and Feng 
[6] the following theorem about the stability of the new TQR algorithm can be proved. 
Theorem TQRR. I f  Algorithm TQRR is executed in floating point arithmetic, with infinite expo- 
nent range and machine unit e = 2 -t < 1/n, then there is an orthogonal matrix Q so that 
1" = QT(T + E)Q, 
with 
HEll ~< 2n~(gllT - 21[[ + 12[)[1 + O(e)] 
2n (811Tll + 912[)[1 + o(e)]. 
If, as is the case with the Wilkinson shift, [2[ ~< IITII then 
Ilell  <34nellTll[1 + O(e)]. 
In particular, with Wilkinson's shift, Algorithm TQRR is backward stable. 
4. Accuracy and timing 
The TQR algorithm suggested in this paper was implemented by modifying the LAPACK routine 
SSTERF. It was observed that the square-root test for neglecting next-to-diagonal elements elected 
in Greenbaum and Dongarra [9] was used in the LAPACK version of the rational, square-root free, 
TQR algorithm. This criterion neglects a b/ if 
vrb , = + 
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Table 1 
Routine N = 50 100 200 300 400 
TQRPWK 1.47.10 -3 5.17- 10 -3 1.78- 10 -2 3.86- 10 -2 6.54.10 -2 
TQRR 1.30- 10 -3 4.72.10 -3 1.71 - 10 -2 3.71 • 10 -2 6.29.10 -2 
Modified TQRR 1.17.10 -3 4.07.10 -3 1.37.10 -2 2.96.10 -2 5.00.10 -2 
For a root free algorithm it does not make sense to test for termination by taking the square roots. 
It was suggested by one of the authors in discussion with the LAPACK group at Berkeley that this 
test be replaced by 
bi =/~ ~ 4~210¢,~i-, 1. 
The arithmetic-geometric mean inequality shows that the modified test is stronger than the original. 
The modified test without the multiplication by 4 was adopted in LAPACK 2.0. 
The execution times for all variants of TQR can be significantly improved by using the results of 
Watkins [19] and Parlett and Le [13]. In the current code after each TQR sweep all fl/2 are checked 
with the above test. This loop was modified such that only the two last flk were checked, indicating 
convergence to an eigenvalue, and the TQR algorithm was appropriately modified to test for small 
or zero Pk, which is the case of forward instability. 
The single-precision version of Algorithm TQRR, with the LAPACK 2.0 convergence t st and 
TQRR with the above modification were tested with the LAPACK testing codes [2]. LAPACK tests 
use 15 different matrices with different distributions of eigenvalues in order to test the performance 
of the routines under different conditions. The LAPACK accuracy measure was replaced by 
r= 
IID tiooa,- D uoll 
 IID=oll ' 
where  Drational and Dtrue are  the diagonal matrices containing the sorted eigenvalues from the rational 
and the double precision rational routines, respectively. The single-precision version of Algorithm 
TQRR, with the LAPACK 2.0 criterion was only slightly less accurate than TQRPWK. The maximum 
error for the LAPACK test matrices, of sizes from 50 to 400 for TQRPWK was 48.023922 and the 
new variant was 48.375843. The maximum error for the modified TQRR was 34.9336777. 
The above error tests were timed on an Ultra-Sparc and the average time in seconds for each size 
matrix for all test matrices is given in Table 1. 
5. Conclusions 
A new variant of the rational QR algorithm has been presented that gives an increase in speed 
over the current LAPACK routine without a significant loss in accuracy. 
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