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Abstract
Fusion rules among irreducible modules for the free bosonic orbifold vertex
operator algebra are completely determined.
1 Introduction
We determine the fusion rules for the free bosonic orbifold vertex operator algebra
M(1)+ which is the fixed point set of the free bosonic vertex operator algebra M(1)
under an automorphism θ of order 2.
In [Z], Zhu introduced an associative algebra A(V ) (called Zhu’s algebra) associated
to a vertex operator algebra V . Zhu’s algebra A(V ) inherits a part of vertex operator
algebra structure of V which affords many information for V -modules. For example
there exists a one to one correspondence between the set of equivalence classes of
irreducible N-gradable V -modules and the set of equivalence classes of irreducible A(V )-
modules. Later, in [FZ], the notion of Zhu’s algebra is generalized to an A(V )-bimodule
A(M) for an N-gradable V -module M , and the fusion rules of rational vertex operator
algebras are completely characterized in terms of these bimodules (see also [Li]). More
precisely, for irreducible V -modules M i (i = 1, 2, 3) with nontrivial top level M i0, there
exists a natural injection from I
(
M3
M1 M2
)
, which is the space of intertwining operators
of type
(
M3
M1 M2
)
, into the dual space of the contraction (M30 )
∗⊗A(V )A(M1)⊗A(V )M20 .
Moreover, if V is rational, then this map becomes an isomorphism. By using this
isomorphism, fusion rules were calculated for vertex operators algebra associated with
finite dimensional simple Lie algebras ([FZ]), and for the minimal series ([W]), etc.
Let h be a d-dimensional complex vector space with a nondegenerate symmetric
bilinear form and let hˆ be its affinization. Then the Fock spaceM(1) = S(h⊗t−1C[t−1])
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is a simple vertex operator algebra with central charge d, and has the automorphism
θ of order 2 lifted from the map h → h, h 7→ −h ([FLM]). The fixed point set
M(1)+ of M(1) is also simple vertex operator algebra and the −1-eigenspace M(1)−
is irreducible M(1)+-module. It is well known that for every λ ∈ h, the Fock space
M(1, λ) = S(h⊗ t−1C[t−1])⊗Ceλ is irreducible M(1)-module and the set {M(1, λ)|λ ∈
h} gives all inequivalent irreducible M(1)-modules. Moreover if λ 6= 0, M(1, λ) is
an irreducible M(1)+-module, and M(1, λ) and M(1,−λ) are isomorphic each other
as M(1)+-module (see [DM]). In addition, the θ-twisted M-module M(1)(θ) defined
as an induced module of twisted affine Lie algebra hˆ[−1] is also M(1)+-module, and
the ±1-eigenspaces M(1)(θ)± for θ give inequivalent irreducible M(1)+-modules. It
is known that these irreducible modules M(1)±, M(1, λ)(≃ M(1,−λ)) (λ 6= 0) and
M(1)(θ)± give all inequivalent irreducible M(1)+-modules (see [DN1] and [DN2]).
In this paper, we only consider the rank one, i.e., d = 1 case, and determine the
fusion rules among any triples of irreducible M(1)+-modules. One of the main results
in this paper is the following theorem.
Theorem Let M , N and L be irreducible M(1)+-modules.
(1) If M =M(1)+, then NLM(1)+N = δN,L.
(2) If M = M(1)−, then NLM(1)−N is 0 or 1, and N
L
M(1)−N = 1 if and only if the pair
(N,L) is one of following pairs:
(M(1)±,M(1)∓), (M(1)(θ)±,M(1)(θ)∓), (M(1, λ),M(1, µ)) (λ2 = µ2).
(3) If M = M(1, λ) (λ 6= 0), then NLM(1, λ)N is 0 or 1, and NLM(1, λ)N = 1 if and only if
the pair (N,L) is one of following pairs:
(M(1)±,M(1, µ)) (λ2 = µ2), (M(1, µ),M(1, ν)) (ν2 = (λ± µ)2),
(M(1)(θ)±,M(1)(θ)±), (M(1)(θ)±,M(1)(θ)∓).
(4) If M = M(1)(θ)+, then NLM(1)(θ)+N is 0 or 1, and N
L
M(1)(θ)+N = 1 if and only if the
pair (N,L) is one of following pairs:
(M(1)±,M(1)(θ)±), (M(1, λ),M(1)(θ)±).
(5) If M = M(1)(θ)−, then NLM(1)(θ)−N is 0 or 1, and N
L
M(1)(θ)−N = 1 if and only if the
pair (N,L) is one of following pairs:
(M(1)±,M(1)(θ)∓), (M(1, λ),M(1)(θ)±).
Let M i (i = 1, 2, 3) be irreducible M(1)+-modules. Then the classification result
of irreducible M(1)+-modules in [DN1] and formal characters for irreducible M(1)+-
modules show that the fusion rule NM
3
M1M2 is invariant under the any permutations of
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{1, 2, 3}. In more detail, the explicit forms of formal characters of irreducible M(1)+-
modules implies that two irreducible M(1)+-modules with same formal characters are
isomorphic each other, and in particular that every irreducible M(1)+-module is iso-
morphic to its contragredient module. Then the above symmetry of fusion rules follows
from the fact that NLMN = N
L
NM = N
N ′
ML′ hold for modulesM , N , L of a vertex operator
algebra, where N ′ and L′ are contragredient modules of N and L respectively. Next,
we prove that A(M1) is generated as A(M(1)+)-bimodule by at most two elements
which are images of singular vectors of M1 viewed as a module for Virasoro algebra.
This is obtained by using the fact that theM(1)+ is generated by the Virasoro element
and a singular vector of weight 4 (see [DG]). Further using Frenkel-Zhu injection, we
prove that the fusion rule NM
3
M1M2 is less than 2. More detailed study of the contraction
(M30 )
∗⊗A(V )A(M1)⊗A(V )M20 of A(M(1)+)-modules implies that the fusion rule NM3M1M2
is in fact less than 1. In [FLM] and [DN1], the nontrivial intertwining operator of type(
M(1, λ+ µ)
M(1, λ) M(1, µ)
)
was constructed for every λ, µ ∈ C. This gives us nontrivial inter-
twining operators of types
(
M(1)±
M(1)+ M(1)±
)
,
(
M(1, λ)
M(1)± M(1, λ)
)
and
(
M(1, λ+ µ)
M(1, λ) M(1, µ)
)
.
The fusion rules of corresponding types are nonzero. In addition, in [FLM], twisted
vertex operator from M(1, λ) to Hom (M(1)(θ),M(1)(θ)){z} was obtained for every
λ ∈ C. This provide the nontrivial intertwining operators of types
(
M(1)+
M(1)± M(1)(θ)±
)
and
(
M(1)(θ)β
M(1, λ) M(1)(θ)α
)
for any α, β ∈ {+,−}. Thus the fusion rules of corresponding
types are also nonzero. The study of the contractions also shows that all nonzero fusion
rules are derived from these fusion rules by means of the above symmetry of fusion
rules and the equivalency between M(1, λ) and M(1,−λ) for λ ∈ C.
The organization of this paper is as follows: We recall definitions of vertex operator
algebras, modules and fusion rules in Subsection 2.1, those of Zhu’s algebras and its
bimodule in Subsection 2.2, where we also explain the relation between fusion rules and
the bimodules, and we review the vertex operator algebra M(1)+ and its irreducible
modules in Subsection 2.3. In Subsection 3.1, we describe the irreducible decompo-
sitions of the irreducible M(1)+-modules as modules for Virasoro algebra and prove
that NM
3
M1M2 is invariant under the any permutations of {1, 2, 3} for irreducible M(1)+-
modules M i (1 ≤ i ≤ 3), in Subsection 3.2, we prove some lemmas and proposition
(Proposition 3.7) which gives a generalization of Zhu’s anti-isomorphism of A(V ), and
in Subsection 3.3, we give a set of generators of A(M) for irreducible M(1)+-module
M , and show that all fusion rules among irreducible M(1)+-modules are less than
2. In Subsection 4.1, we explain that the vertex operators and twisted vertex opera-
tors constructed in [FLM] give some nonzero intertwining operators among irreducible
M(1)+-modules, and state the main theorem. In Subsection 4.2, we prove the main
theorem by studying the structure of the contraction (M30 )
∗·A(M1)·M20 for irreducible
M(1)+-modules M i (1 ≤ i ≤ 3).
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2 Preliminaries
We recall the definitions of vertex operator algebras, its modules from [FLM], [DLM1]
and [DMZ], and fusion rules from [FHL] in Subsection 2.1. In Subsection 2.2, fol-
lowing [Z] and [FZ], we review the definition of Zhu’s algebra A(V ) associated to a
vertex operator algebra V and its bimodule A(M) for an N-gradable V -module M . In
Subsection 2.3, following [FLM], we recall the vertex operator algebra M(1)+ and its
irreducible modules.
Throughout the paper, N is the set of nonnegative integers and Z>0 is the set of
positive integers. For vector space V , the vector space of formal power series in z is
denoted by
V {z} =

 ∑
n∈C
vnz
n
∣∣∣∣∣∣ vn ∈ V

 ,
and we set the subspaces V [[z, z−1]] and V ((z)) as follows:
V [[z, z−1]] =

 ∑
n∈Z
vnz
n
∣∣∣∣∣∣ vn ∈ V

 , V ((z)) =
{
∞∑
n=k
vnz
n
∣∣∣∣∣ k ∈ Z, vn ∈ V
}
.
For f(z) =
∑
n∈C vnz
n ∈ V {z}, v−1 is called the formal residue denoted by Res zf(z)=
v−1.
2.1 Vertex operator algebras, modules and fusion rules
Definition 2.1 A Z-graded vector space V =
⊕
n∈Z Vn such that dimVn is finite for
all integer n and Vn = 0 for sufficiently small integer n is called a vertex operator
algebra if V is equipped with a linear map
Y : V → (EndV )[[z, z−1]]
v 7→ Y (v, z) = ∑
n∈Z
vnz
−n−1 (vn ∈ EndV )
and with two distinguished vectors 1 ∈ V0 and ω ∈ V2 such that the following conditions
hold for a, b ∈ V and m, n ∈ Z:
Y (a, z)b ∈ V ((z)),
(Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
Y (a, z1)Y (b, z2)− z−10 δ
(
z2 − z1
−z0
)
Y (b, z2)Y (a, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (a, z0)b, z2),
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where δ(z) =
∑
n∈Z z
n and all binomial expressions are to be expanded as formal power
series in the second variable.
Y (1, z) = idV , Y (a, z)1 ∈ V [[z]] and Y (a, z)1|z=0 = a.
We set Y (ω, z) =
∑
n∈Z L(n) z
−n−2, then L(n), (n ∈ Z) form a Virasoro algebra,
[L(m), L(n)] = (m− n)L(m+ n) + m
3 −m
12
δm+n,0cV (2.1)
for any m, n ∈ Z, where cV ∈ C which is called the central charge of V .
L(0)a = na for n ∈ Z, a ∈ Vn,
Y (L(−1)a, z) = d
dz
Y (a, z). (2.2)
The vertex operator algebra is denoted by (V, Y, 1, ω) or simply by V . An element
a ∈ Vn is called a homogeneous element of weight n denoted by n = wt(a).
An automorphism g of a vertex operator algebra V is a linear automorphism of V
such that g Y (a, z) g−1 = Y (g(a), z) for all a ∈ V and g(ω) = ω. Set AutV to be the
set of all automorphisms of V and let G be a subgroup of Aut V . Then the fixed point
set for G naturally becomes a vertex operator algebra. This vertex operator algebra is
called the orbifold of V (cf. [DVVV], [DM]).
Let g be an automorphism of a vertex operator algebra V of order T . Then V is
decomposed into the eigenspaces for g:
V =
T−1⊕
r=0
V r, V r = { a ∈ V | g(a) = e− 2πiT a }.
Definition 2.2 Let V be a vertex operator algebra and let g be an automorphism of
order T . A weak g-twisted V -module M is a vector space equipped with a linear map
YM : V → (EndM){z},
a 7→ YM(a, z) =
∑
n∈Q
aMn z
−n−1, (aMn ∈ EndM)
such that the following conditions hold for 0 ≤ r ≤ T − 1, a ∈ V r, b ∈ V and u ∈M :
YM(a, z) =
∑
n∈r/T+Z
aMn z
−n−1, YM(a, z)v ∈ z− rT M((z)), and YM(1, z) = idM .
(twisted Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
YM(a, z1)YM(b, z2)− z−10 δ
(
z2 − z1
−z0
)
YM(b, z2)YM(a, z1)
= z−12
(
z1 − z0
z2
)− r
T
δ
(
z1 − z0
z2
)
YM(Y (a, z0)b, z2), (2.3)
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The weak g-twisted V -module is denoted by (M,YM) or simply by M . In the case g
is identity of V , the weak g-twisted V -module is called a weak V -module. Here and
further we write the component operator aMn (a ∈ V, n ∈ Q) by an for simplicity.
Let (M,YM) be a weak g-twisted V -module and set YM(ω, z) =
∑
n∈Z L(n)z
−n−2.
Then the operators {L(n); (n ∈ Z), idM } also form Virasoro algebra with central
charge cV . Moreover we also have (2.2). (see [DLM2]).
Definition 2.3 Let V be a vertex operator algebra and let g be an automorphism of
V of order T . A 1
T
N-gradable g-twisted V -module M is a weak g-twisted V -module
which has a 1
T
N-grading M = ⊕n∈ 1
T
NMn such that amMn ⊂ Mwt(a)+n−m−1 holds for
any homogeneous a ∈ V, n ∈ 1
T
N and m ∈ Q.
In the case g is identity on V , the 1
T
N-gradable g-twisted V -module is called an
N-gradable V -module. An element u ∈ Mn is called a homogeneous element of degree
n denoted by n = deg(v).
Definition 2.4 An ordinary g-twisted V -module M is a weak g-twisted V -module on
which L(0) acts semisimply:
M =
⊕
λ∈C
M(λ), M(λ) = { u ∈M |L(0)u = λu }
such that each eigenspace is finite dimensional and for fixed λ ∈ C, M(λ + n/T ) = 0
for sufficiently small integer n.
In the case g is identity of V , the ordinary g-twisted V -module is called an ordinary V -
module or more simply a V -module. An element u ∈M(λ) is said to be a homogeneous
of weight λ denoted by λ = wt(u).
The notions of submodules, irreducible modules are defined in the obvious way. Let
M be a V -module, then the restricted dual M ′ = ⊕
λ∈CM(λ)
∗ is a V -module, and the
vertex operator Y ∗M(a, z) for a ∈ V is defined by
〈Y ∗M(a, z)u′, v〉 = 〈u′, YM(ezL(1)(−z−2)L(0)a, z−1)v〉
for u′ ∈ M ′, v ∈ M . This V -module (M ′, Y ∗M) is called the contragredient module of
M . It is known that if M irreducible, then M ′ is also irreducible (cf. [FHL]).
Definition 2.5 Let V be a vertex operator algebra and (M i, YM i) (i = 1, 2, 3) be weak
V -modules. An intertwining operator of type
(
M3
M1 M2
)
is a linear map
I : M1 → (Hom (M2,M3)){z},
v 7→ I(v, z) = ∑
n∈C
vnz
−n−1 (vn ∈ Hom (M2,M3))
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such that for a ∈ V, v ∈M1 and u ∈M2, following conditions hold:
For fixed n ∈ C, vn+ku = 0 for sufficiently large integer k,
(Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
YM3(a, z1)I(v, z2)− z−10 δ
(
z2 − z1
−z0
)
I(v, z2)YM2(a, z1)
= z−12 δ
(
z1 − z0
z2
)
I(YM1(a, z0)v, z2), (2.4)
d
dz
I(v, z) = I(L(−1)v, z).
We denote the vector space consisted of the intertwining operators of type
(
M3
M1 M2
)
by I
(
M3
M1 M2
)
. The dimension of this vector space is called a fusion rule of corre-
sponding type denoted by NM
3
M1M2 . It is well known that fusion rules have the following
symmetry (see [FHL] and [HL]).
Proposition 2.6 Let M i (i = 1, 2, 3) be V -modules. Then
NM
3
M1M2 = N
M3
M2M1 and N
M3
M1M2 = N
(M2)′
M1(M3)′ .
2.2 Zhu’s algebra A(V ) and A(V )-bimodule A(M)
We recall the definition of Zhu’s algebra. Two bilinear products ∗ and ◦ on V are
defined as follows: For homogeneous a ∈ V , and b ∈ V , we define
a ∗ b =
(
Res z
(1 + z)wt(a)
z
Y (a, z)
)
b, a ◦ b =
(
Res z
(1 + z)wt(a)
z2
Y (a, z)
)
b
and extend to V by linearity. Let O(V ) be the linear span of a ◦ b (a, b ∈ V ) and set
A(V ) = V/O(V ). Let M be an N-gradable V -module. For every homogeneous a ∈ V ,
define o(a) = aMwt(a)−1 and extend to V linearly. The following proposition is due to
Zhu (see [Z]).
Proposition 2.7 (1) The bilinear product ∗ induces A(V ) an associative algebra struc-
ture. The vector 1+O(V ) is the identity and ω +O(V ) is in the center of A(V ).
(2) The linear map o : V → EndM0, v 7→ o(v)|M0 induces an associative algebras
homomorphism o : A(V )→ EndM0. Thus M0 is a left A(V )-module.
Next we recall A(V )-bimodule A(M). Let (M,YM) be an N-gradable V -module.
Define bilinear maps ∗ : V ×M → M, ◦ : V ×M →M, ∗ : M × V →M by
a ∗ u =
(
Res z
(1 + z)wt(a)
z
YM(a, z)
)
u =
wt(a)∑
i=0
(
wt(a)
i
)
ai−1u, (2.5)
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a ◦ u =
(
Res z
(1 + z)wt(a)
z2
YM(a, z)
)
u =
wt(a)∑
i=0
(
wt(a)
i
)
ai−2u,
u ∗ a =
(
Res z
(1 + z)wt(a)−1
z
YM(a, z)
)
u =
wt(a)−1∑
i=0
(
wt(a)− 1
i
)
ai−1u, (2.6)
for homogeneous a ∈ V and u ∈M respectively, and extend to linear operations on V .
Let O(M) be the linear span of a ◦ u for a ∈ V , u ∈ M , and set A(M) = M/O(M).
We denote the image of u ∈ M in A(M) by [u]. Then A(M) is A(V )-bimodule, and
the left and right actions are given by [a] ∗ [u] = [a ∗u] and [u ∗ a] = [u ∗ a] respectively
for a ∈ V, u ∈M .
Definition 2.8 Let A be an associative algebra and R,B, L be a right A-module, an
A-bimodule and a left A-module respectively. The tensor product of R,B and L as
A-module R⊗A B ⊗A L is called a contraction of R,B and L and denote by R·B·L
Now let M i = ⊕∞n=0M in (i = 1, 2, 3) be N-gradable V -modules. Suppose that
for any i, there exists a scalar hi ∈ C such that L(0) acts on M in as hi + n. Let
I be an intertwining operator of type
(
M3
M1 M2
)
. Then for each v ∈ M1, we have
I(v, z) ∈ z−h1−h2+h3(Hom (M2,M3))[[z, z−1]] (see Proposition 1.5.1 in [FZ]). We define
o(v) = Res zz
h1+h2−h3+deg(v)−1I(v, z) for homogeneous v ∈ M1 and extend to M1 by
linearity. Then we have following theorem (see Theorem 1.5.2 in [FZ]).
Theorem 2.9 Let M i = ⊕∞n=0M in (i = 1, 2, 3) be N-gradable V -modules. Suppose that
for each M i, there exists an hi ∈ C such that L(0) acts on M in as a scalar hi + n. Let
(M3)′ = ⊕∞n=0(M3n)∗ be the contragredient module of M3. Then a linear map
π : I
(
M3
M1 M2
)
→ ((M30 )∗·A(M1)·M20 )∗, I 7→ π(I). (2.7)
is defined by π(I)(v′3⊗ [v1]⊗ v2) = 〈v′3, o(v1)v2〉 for I ∈ I
(
M3
M1 M2
)
, v′3 ∈ (M30 )∗, v1 ∈
M1 and v2 ∈M20 .
If V is rational, that is, all N-gradable V -modules are completely reducible, then
the linear map π is an isomorphism. In general, π is not surjective (see [Li]), but we
have the following proposition.
Proposition 2.10 Let M i = ⊕∞n=0M in (i = 1, 2, 3) be as in Theorem 2.9. Suppose that
M2 is an irreducible and that M3 is an irreducible ordinary. Then π is injective. Thus
we have
NM
3
M1M2 ≤ dim((M30 )∗·A(M1)·M20 )∗.
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Proof. Let I be an intertwining operator of type
(
M3
M1 M2
)
. Suppose that π(I) = 0.
Then we have 〈v′3, I(v1, z)v2〉 = 0 for any v′3 ∈ (M30 )∗, v1 ∈M1 and v2 ∈M20 . Set
W = {u ∈M2|〈v′3, I(v1, z)u〉 = 0 for any v′3 ∈ (M30 )∗, v1 ∈M1} ⊃M20 .
and fix a nonzero u ∈M20 . Then we have anu ∈ W for any homogeneous a ∈ V , n ∈ Z.
In fact, it is obvious that anu ∈ W for n ≥ wt(a)− 1, and for n < wt(a)− 1, we have
〈v3, an(I(v1, z)u)〉 = 0 for any v′3 ∈ (M30 )∗ and v1 ∈M1. Hence we see that
〈v′3, I(v1, z)anu〉 = 〈v′3, anI(v1, z)u〉 −
∞∑
i=0
(
n
i
)
zn−i〈v′3, I(aiv1)u〉 = 0,
from Jacobi identity (2.4). Thus anu ∈ W for all n < wt(a)−1. SinceM2 is irreducible,
M2 is spanned by anu for homogeneous a ∈ V (see [DM]), and then W = M2.
Let w′ ∈ (M30 )∗ be a nonzero element. Then for every a ∈ V and n ∈ Z, we have
〈w′, an(I(v1, z)v2)〉 = 〈w′, I(v1, z)anv2〉+
∞∑
i=0
(
n
i
)
zn−i〈w′, I(aiv1, z)v2〉 = 0.
Hence 〈w′, YM3(a, z0)I(v1, z)v2〉 = 0. This implies that
〈Y ∗M3(a, z0)w′, I(v1, z)v2〉 = 〈w′, YM3(ez0L(−1)(−z−20 )L(0)a, z−10 )I(v1, z)v2〉 = 0.
Therefore 〈a∗nw′, I(v1, z)v2〉 = 0 for any a ∈ V and n ∈ Z, where Y ∗M3(a, z) =∑
n∈Z a
∗
Nz
−n−1. Since (M3)′ is irreducible, it is spanned by a∗nw
′ for a ∈ V and n ∈ Z.
Then for every v′3 ∈ (M3)′, v1 ∈ M1 and v2 ∈ M2, 〈v′3, I(v1, z)v2〉 = 0, which means
I = 0. ✷
2.3 Vertex operator algebra M(1)+
Let h be a d-dimensional vector space with a nondegenerate symmetric bilinear form
〈 , 〉, and let hˆ = h ⊗ C[t, t−1] ⊕ CK be a Lie algebra with the commutation relation
given by [h ⊗ tm, h′ ⊗ tn] = mδm+n,0〈h, h′〉K, [K, hˆ] = 0. Set hˆ+ = h ⊗ C[t] ⊕ CK.
For λ ∈ h, let Ceλ be a one-dimensional hˆ+-module on which h⊗ tC[t] acts trivially, h
acts as 〈h, λ〉 for h ∈ h and K acts as 1. Let M(1, λ) be an hˆ-module induced by the
hˆ
+
-module Ceλ:
M(1, λ) = U(hˆ)⊗
U(hˆ
+
)
Ceλ ≃ S(h⊗ t−1C[t−1]) (linearly).
Denote the action of h ⊗ tn, (h ∈ h, n ∈ Z) on M(1, λ) by h(n) and set h(z) =∑
n∈Z h(n)z
−n−1. For λ, µ ∈ h, we define a linear map Pλµ : M(1, µ) → M(1, λ + µ)
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by Pλµ(u⊗ eµ) = u⊗ eλ+µ for u ∈ S(h⊗ t−1C[t−1]). Then a vertex operator associated
with eλ is defined by
Iλµ(e
λ, z) = exp

 ∑
n∈Z>0
λ(−n)
n
zn

 exp

− ∑
n∈Z>0
λ(n)
n
z−n

Pλµz〈λ,µ〉. (2.8)
The vertex operator associated with h1(−n1)h2(−n2) · · ·hk(−nk)eλ ∈ M(1, λ) (ni ∈
Z>0, hi ∈ h) is defined by
Iλµ(h1(−n1)h2(−n2) · · ·hk(−nk)eλ, z)
= ◦◦ ∂
(n1−1)h1(z)∂
(n2−1)h2(z) · · ·∂(nk−1)hk(z)Yλ(eλ, z) ◦◦ , (2.9)
where ∂(n) = 1
n!
( d
dz
)n for n ∈ N and the normal ordering ◦◦ · ◦◦ is an operation which
reorders so that h(n) (n < 0), Pλ to be placed to the left of h(n) (n ∈ N). We extend Iλµ
to M(1, λ) by linearity. Now let {α1, α2, . . . , αd} (d = dim h) be an orthonormal basis
of h, and set 1 = 1 ⊗ e0, ω = (1/2)∑di=1 αi(−1)21 ∈ M(1, 0). Then (M(1, 0), I00, 1, ω)
is a simple vertex operator algebra with central charge d, and {(M(1, λ), I0λ) | λ ∈ h}
gives all irreducible M(1, 0)-modules (see [FLM]). The vertex operator algebraM(1, 0)
is called the free bosonic vertex operator algebra, and denoted by M(1).
Let θ be an automorphism of M(1) defined by
θ(h1(−n1)h2(−n2) · · ·hk(−nk)1) = (−1)kh1(−n1)h2(−n2) · · ·hk(−nk)1
for hi ∈ h, ni ∈ Z>0. We denote the orbifold of M(1) for θ by M(1)+ and the
−1-eigenspace of M(1) by M(1)−. Then we have following proposition.
Proposition 2.11 The vertex operator algebra M(1)+ is simple, and M(1)−, M(1, λ)
(λ 6= 0) are irreducible M(1)+-modules. Moreover M(1, λ) is isomorphic to M(1,−λ)
as M(1)+-module.
Proof. This is proved by using Theorem 2, Theorem 4.4 and Theorem 6.1 of [DM]. ✷
Next we consider the θ-twistedM(1)-module. Let hˆ[−1] = h⊗t 12C[t, t−1]⊕CK be a
Lie algebra with commutation relation [h⊗tm, h′⊗tn] = mδm+n,0〈h, h′〉K, [K, hˆ[−1]] =
0 for h, h′ ∈ h, m, n ∈ 1/2 + Z. Set hˆ[−1]+ = h⊗ t1/2C[t]⊕ CK. Then C is viewed as
an hˆ[−1]+-module on which h⊗ t1/2C[t] acts trivially and K acts as 1. Set M(1)(θ) to
be the induced hˆ[−1]-module:
M(1)(θ) = U(hˆ[−1])⊗
U(hˆ[−1]+)
C ≃ S(h⊗ t− 12C[t− 12 ]) (linearly).
Denote the action of h⊗tn (h ∈ h, n ∈ 1/2+Z) onM(1)(θ) by h(n) and set h(z) =∑
n∈ 1
2
+Z h(n)z
−n−1. For λ ∈ h, a twisted vertex operator associated with eλ ∈ M(1, λ)
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is defined as follows:
Iθλ(e
λ, z) = z−
〈λ,λ〉
2 exp

 ∑
n∈ 1
2
+N
λ(−n)
n
zn

 exp

− ∑
n∈ 1
2
+N
λ(n)
n
z−n

 (2.10)
For h1(−n1)h2(−n2) · · ·hk(−nk)⊗ eλ ∈M(1, λ) (hi ∈ h, n ∈ Z>0), set
W θλ (h1(−n1)h2(−n2) · · ·hk(−nk)eλ, z)
= ◦◦ ∂
(n1−1)h1(z)∂
(n2−1)h2(z) · · ·∂(nk−1)hk(z)Iλ(eλ, z) ◦◦ ,
and extend to a linear operator on M(1, λ), where the normal ordering ◦◦ · ◦◦ is an
operation which sifts h(n) (n ∈ Z>0) to right and h(n) (n ∈ Z<0) to left. Let cmn ∈ Q
(m,n ∈ N) be constants defined by the following formal power series expansion
∑
m,n≥0
cmnx
myn = − log

(1 + x) 12 + (1 + y) 12
2

 ,
and define an operator ∆z on M(1, λ) by ∆z =
∑
m,n≥0
∑d
i=0 cmnαi(m)αi(n)z
−m−n.
Then the twisted vertex operator associated with u ∈M(1, λ) is defined by
Iθλ(u, z) =W
θ
λ (e
∆zu, z). (2.11)
Now define the action of θ on M(1)(θ) by
θ(h1(−n1)h2(−n2) · · ·hk(−nk)1) = (−1)kh1(−n1)h2(−n2) · · ·hk(−nk)1 (2.12)
for hi ∈ h, ni ∈ 1/2 + N, and denote the ±1-eigenspace of M(1)(θ) by M(1)(θ)±
respectively. Then we have following proposition.
Proposition 2.12 (1) (M(1)(θ), Iθ0 ) is an irreducible θ-twisted M(1)-module.
(2) (M(1)(θ)±, Iθ0 ) are irreducible M(1)
+-modules.
Proof. Part (1) is one of results of Chapter 9 in [FLM], and part (2) is a direct
consequence of Theorem 5.5 of [DLi]. ✷
From now on, we consider the case dim h = 1 and set α1 = h. For λ ∈ C, we denote
the irreducible M(1)-module M(1, λh) by M(1, λ) and eλh by eλ.
Set J = h(−1)41− 2h(−3)h(−1)1+ (3/2)h(−2)21 ∈M(1)+ which is lowest weight
vector of weight 4 for Virasoro algebra. Then the vertex operator algebra M(1)+ is
generated by ω and J (see [DG]), and the Zhu’s algebra A(M(1)+) is generated by
[ω] and [J ]. More precisely, there is an isomorphism C[x, y]/I
∼→ A(M(1)+), x+ I 7→
[ω], y+ I 7→ [J ], where I is an ideal generated by two polynomials (y−4x2+x)(70y+
908x2−515x+27), (y−4x2+x)(x−1)(x−1/16)(x−9/16) (see [DN1, Theorem 4.4]).
In [DN1, Theorem 4.5], all equivalence classes of irreducible N-gradable M(1)+-
modules are classified as follows:
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Theorem 2.13 The set {M(1)±,M(1)(θ)±,M(1, λ)(≃ M(1,−λ)); (λ 6= 0)} gives all
inequivalent irreducible M(1)+-modules.
LetM be an irreducible M(1)+-module. Then the homogeneous space of the lowest
weight (written by aM ∈ C) is one dimensional, and M has naturally an N-gradation
defined by Mn = M(aM + n) for any n ∈ N, where M(λ) is the homogeneous space of
weight λ of M . One of the basis (written by vM) of M0 is given by Table 1, and we
denote the dual basis of (M0)
∗ corresponding to vM by v
′
M . SinceM0 is one-dimensional,
[J ] also acts on this space as scalar denoted by bM ∈ C.
M M(1)+ M(1)− M(1, λ) (λ 6= 0) M(1)(θ)+ M(1)(θ)−
vM 1 h(−1)1 eλ 1 h(−1/2)1
aM 0 1 λ
2/2 1/16 9/16
bM 0 −6 λ4 − λ2/2 3/128 −45/128
Table 1: The basis of top levels and the eigenvalues of [ω] and [J ].
3 A spanning set of A(M)
This section is divided into three subsections. In first subsection, we describe the irre-
ducible decompositions of irreducible M(1)+-modules as modules for Virasoro algebra.
In second subsection, we prove some lemmas. In last subsection, we give a spanning
set of A(M) for irreducible M(1)+-module M .
3.1 Irreducible decompositions of irreducible M(1)+-modules
Let W be a module for Virasoro algebra with central charge c ∈ C such that L(0) acts
onW semisimply and each eigenspace is finite dimensional. Then the formal character
of W is defined by
chW = trW q
L(0)− c
24 = q−
c
24
∑
λ∈C
(dimW (λ))qλ ∈ Z{z},
whereW (λ) is the eigenspace of weight λ for L(0). Let L(1, λ) be the irreducible lowest
weight module for Virasoro algebra with central charge 1 and lowest weight λ. Then
the formal character of L(1, λ) is given by
chL(1,λ) =


qλ
η(q)
if λ 6= n2
4
for any n ∈ Z
1
η(q)
(
q
n2
4 − q (n+2)
2
4
)
if λ = n
2
4
for some n ∈ N, (3.1)
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where η(q) = q1/24
∏∞
n=1(1− qn) is the Dedekind η-function (see [KR]).
It is well known that the irreducible M(1)-module M(1, λ) (λ ∈ C) is completely
reducible module for Virasoro algebra, and decomposed into a direct sum of irreducible
modules for Virasoro algebra as follows (see [WY], [KR]):
M(1, λ) =
{
L(1, λ
2
2
) if λ
2
2
6= n2
4
for any n ∈ Z⊕∞
p=0L(1,
(n+2p)2
4
) if λ
2
2
= n
2
4
for some n ∈ N. (3.2)
Furthermore in [DG], it is shown that the irreducible M(1)+-modules M(1)± are also
completely reducible as modules for Virasoro algebra, and the irreducible decomposi-
tions are given by
M(1)+ =
∞⊕
p=0
L(1, 4p2), M(1)− =
∞⊕
p=0
L(1, (2p+ 1)2). (3.3)
We show that irreducible M(1)+-modules M(1)(θ)± are also completely reducible
as modules for Virasoro algebra. To do this, we consider the character of M(1)(θ).
Lemma 3.1 We have
chM(1)(θ) =
∞∏
k=1
q1/16−1/24
(1− qk− 12 ) =
1
η(q)
∞∑
p=0
q(2p+1)
2/16. (3.4)
Proof. The first equality is clear by the fact that the weight space of weight n (n ∈
1/16 + (1/2)Z) has an basis{
h(−m1) · · ·h(−mk)1
∣∣∣∣∣ k ∈ N, mi ∈
1
2
+ N, m1 ≥ m2 ≥ · · · ≥ mk > 0,
m1 + · · ·+mk = n
}
.
To prove the second equality, we have to show that
∞∏
k=1
(1− qk)
(1− qk−1/2) =
∞∑
p=0
qp(p+1)/4. (3.5)
From Jacobi’s triple product
∏∞
n=1(1 − q2n)(1 + q2n−1z)(1 + q2n−1z−1) =
∑
n∈Z q
n2zn,
we see
∞∏
n=1
(1− q4n)(1 + q2n) =
∞∑
n=0
qn
2+n,
by substituting z = q. Replacing q with q1/4, we have
∞∏
n=1
(1− qn)(1 + qn/2) =
∞∑
n=0
q(n
2+n)/4.
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On the other hand, direct calculations show
∞∏
k=1
(1− qk)
(1− qk−1/2) =
∞∏
k=1
(1− qk)(1 + qk/2).
Thus the equality (3.5) holds. ✷
We define an hermitian form ( | ) : M(1)(θ)×M(1)(θ)→ C by
(h(−mk)pk · · ·h(−m1)p11|h(−nℓ)qℓ · · ·h(−n1)q11)
=
{ ∏k
i=1(mi)
pipi! if k = ℓ and mi = ni, pi = qi for all 1 ≤ i ≤ k
0 otherwise
for k, ℓ ∈ N, mi, nj ∈ 1/2 + N, mk ≥ · · · ≥ m1, nℓ ≥ · · · ≥ n1 and pi, qj ∈ N
(1 ≤ i ≤ k, 1 ≤ j ≤ ℓ). Then we can check that the hermitian form ( | ) is a nonde-
generate positive-definite contravariant form on M(1)(θ). Thus M(1)(θ) is a unitary
representation for Virasoro algebra and is completely reducible as module for Virasoro
algebra. Let
M(1)(θ) =
⊕
h∈C
L(1, h)⊕mh, mh ∈ N
be the irreducible decomposition of M(1)(θ) as Virasoro algebra module, where
L(1, h)⊕mh =
mh︷ ︸︸ ︷
L(1, h)⊕ · · · ⊕ L(1, h) .
Since weights which appear in M(1)(θ) are in 1/16 + (1/2)Z, we may assume that
M(1)(θ) =
⊕
h∈ 1
16
+ 1
2
Z
L(1, h)⊕mh, mh ∈ N.
In addition, we can show that 1/16 + n/2 6= m2/4 for any n,m ∈ Z. By the formal
characters (3.1), we find that the formal character of M(1)(θ) has following form:
chM(1)(θ) =
1
η(q)
∑
h∈ 1
16
+ 1
2
Z
mhq
h, mh ∈ N.
Comparing with (3.4), we have
mh =
{
1 if h = (2p+1)
2
16
for some p ∈ N
0 otherwise.
Consequently we have following irreducible decomposition of M(1)(θ):
M(1)(θ) =
∞⊕
p=0
L
(
1,
(2p+ 1)2
16
)
.
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Proposition 3.2 M(1)+-modules M(1)(θ) and M(1)(θ)± are completely reducible as
modules for Virasoro algebra and the irreducible decompositions are given by
M(1)(θ) =
∞⊕
p=0
L
(
1,
(2p+ 1)2
16
)
, (3.6)
M(1)(θ)+ =
∞⊕
p=0
(
L
(
1,
(8p+ 1)2
16
)⊕
L
(
1,
(8p+ 7)2
16
))
, (3.7)
M(1)(θ)− =
∞⊕
p=0
(
L
(
1,
(8p+ 3)2
16
)⊕
L
(
1,
(8p+ 5)2
16
))
. (3.8)
Proof. We have already proved the irreducible decomposition (3.6). By the defini-
tions ofM(1)(θ)±, M(1)(θ)+ (M(1)(θ)−) is spanned by all homogeneous vectors whose
weights are in 1/16+(1/2)Z (resp. 9/16+(1/2)Z). Since each weight which appears in
L(1, (2p+1)2/16) is in (2p+1)2/16+Z, we see that if (2p+1)2/16 is in 1/16+ (1/2)Z
( 9/16 + (1/2)Z), then L(1, (2p+ 1)2/16) is contained in M(1)(θ)+ (resp. M(1)(θ)−).
On one hand, we have
(2p+ 1)2
16
=
{
1/16 (mod Z) if p = 0, 3 (mod 4)
9/16 (mod Z) if p = 1, 2 (mod 4).
Thus we see that
∞⊕
p=0
(
L
(
1, (8p+ 1)2/16
)⊕
L
(
1, (8p+ 7)2/16
))
⊂ M(1)(θ)+, (3.9)
∞⊕
p=0
(
L
(
1, (8p+ 3)2/16
)⊕
L
(
1, (8p+ 5)2/16
))
⊂ M(1)(θ)−. (3.10)
SinceM(1)(θ) =M(1)(θ)+⊕M(1)(θ)−, the irreducible decomposition (3.6) shows that
the inclusion of (3.9) and (3.10) are equal. ✷
From irreducible decompositions (3.2), (3.3), (3.7) and (3.8), we can see that formal
characters of irreducible M(1)+-modules M(1)±, M(1)(θ)± and M(1, λ) (λ 6= 0) are
distinct. So together with Theorem 2.13, we have following lemma.
Lemma 3.3 Let M , N be irreducible M(1)+-modules such that the formal character
of M coincides with that of N . Then M is isomorphic to N .
In particular, ifM is irreducibleM(1)+-module, then the character of its contragredient
moduleM ′ is same ofM . Thus Lemma 3.3 shows thatM and its contragredient module
M ′ are isomorphic asM(1)+-module. Together with Proposition 2.6, we have following
proposition.
Proposition 3.4 Let M i (i = 1, 2, 3) be irreducible M(1)+-modules. Then the fusion
rule NM
3
M1M2 is invariant under the permutation of {1, 2, 3}.
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3.2 Some useful lemmas
Lemma 3.5 Let (M,YM) be an N-gradable V -module. Then following hold for any
a ∈ V homogeneous, u ∈M and homogeneous vector v ∈M of weight wt(v):
(1) For all m,n ∈ N such that n ≥ m,
Res z
(1 + z)wt(a)+m
z2+n
YM(a, z)u ∈ O(M).
(2) For any n ∈ Z>0, [L(−n)v] = (−1)n−1[ω ∗ v − nv ∗ ω − wt(v)v].
Proof. Part (1) is shown in Lemma 1.5.3 in [FZ]. For (2), we can show that
[L(−n)v] = (−1)n−1[(L(−1)− (n− 1)(L(−2) + L(−1)))v]
for all u ∈M and n ∈ Z>0 by induction on n and (1). Hence
[L(−n)v] = (−1)n−1[(L(−2) + 2L(−1) + L(0)− n(L(−2) + L(−1))− L(0))v]
= (−1)n−1[ω ∗ v − nv ∗ ω − wt(v)v].
✷
Lemma 3.6 Let M be a V -module and let U be a subspace of M such that a ∗U ⊂ U
and U ∗a ⊂ U hold for any a ∈ V . If a ∈ V homogeneous of positive weight and u ∈ U
satisfy that anu ∈ U + O(M) for any 1 ≤ n ≤ wt(a) − 1, then anu ∈ U + O(M) for
all n ≤ wt(a)− 1. In particular, if u ∈ M is homogeneous, then L(−n)u ∈ U +O(M)
for any n ∈ N.
Proof. We show that
a−nu ∈ U +O(M), (3.11)
for any n ∈ N by induction on n. From the assumption of this lemma, we have
a0u = a ∗ u− u ∗ a−
wt(a)−1∑
i=1
(
wt(a)− 1
i
)
aiu ∈ U +O(M).
So (3.11) holds for n = 0. In the case n = 1, we have
a−1u = u ∗ a−
wt(a)−1∑
i=1
(
wt(a)− 1
i
)
ai−1u.
Since anu ∈ U +O(M) for every 0 ≤ n ≤ wt(a)−1, we see that (3.11) holds for n = 1.
Assume that ℓ ∈ Z>0 and (3.11) holds for any 0 ≤ n ≤ ℓ. Then by Lemma 3.5 (1),
a−ℓ−1u+
wt(a)−1∑
i=1
(
wt(a)
i
)
ai−ℓ−1u ∈ O(M).
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By induction hypothesis, we have a−n−1u ∈ U +O(M). ✷
Let M be a V -module. We define a linear endomorphism φM : M →M by
φM(u) = e
L(1)eπiL(0)u
for u ∈ M . We remark that the operator φV induces an anti-automorphism on A(V )
given in [Z] (see also [DLM1]). A proof is similar to that of [DLM1].
Proposition 3.7 The linear map φM : M → M satisfies following properties:
φM(a ∗ u) = φM(u) ∗ φV (a), φM(u ∗ a) = φV (a) ∗ φM(u),
φM(a ◦ u) = −φV (a) ◦ φM(u)
for any a ∈ V and u ∈M .
Proof. One can find in [FHL] the following conjugation formulas:
z
L(0)
1 YM(a, z0)z
−L(0)
1 = YM(z
L(0)
1 a, z1z0),
ez1L(1)YM(a, z0)e
−z1L(1) = YM
(
ez1(1−z1z0)L(1)(1− z1z0)−2L(0)a, z0
1− z1z0
)
for every a ∈ V . So we have
Res z0
(1 + z0)
wt(a)+n
zm0
eL(1)eπiL(0)YM(a, z0)u
= Res z0
(1 + z0)
wt(a)+n
zm0
YM
(
e(1+z0)L(1)(1 + z0)
−2wt(a)eπiL(0)a,
−z0
1 + z0
)
φM(u).
for every m,n ∈ Z, a ∈ V and u ∈M . Here we replace −z0/(1 + z0) with w and apply
the formula for change of variables (see [Z]):
Res wg(w) = Res z(g(f(z))
d
dz
f(z)),
where g(w) ∈M((w)) and f(z) ∈ C[[z]]. Then we have
Res z0
(1 + z0)
wt(a)+n
zm0
eL(1)eπiL(0)YM(a, z0)u
= (−1)m+1Res w (1 + w)
wt(a)−n+m−2
wm
YM
(
∞∑
k=0
(1 + w)−k
k!
L(1)keπiL(0)a, w
)
φM(u)
= (−1)m+1
∞∑
k=0
Res w
(1 + w)wt(a)−n+m−2−k
wm
YM
(
L(1)k
k!
eπiL(0)a, w
)
φM(u).
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Hence if we take m = 1 and n = 0, then
φM(a ∗ u) =
∞∑
k=0
Res w
(1 + w)wt(a)−1−k
w
YM
(
L(1)k
k!
eπiL(0)a, w
)
φM(u)
=
∞∑
k=0
φM(u) ∗
(
L(1)k
k!
eπiL(0)a
)
= φM(u) ∗ φV (a).
Similarly if we take m = 1 and n = −1, then φM(u ∗ a) = φV (a) ∗φM(u), and if m = 2
and k = 0, then φM(a ◦ u) = −φV (a) ◦ φM(u). ✷
Thus φM induces a linear map on A(M) (also denoted by φM) such that φM([a ∗ u]) =
φM([u]) ∗ φV ([a]), φM([u ∗ a]) = φV ([a]) ∗ φM([u]) hold for all a ∈ V and u ∈M .
Let M be a weak V -module. An element u ∈ M is called a lowest weight vector of
weight wt(u) ∈ C if L(n)u = wt(u)δn,0u for any n ∈ N. If a ∈ V is a lowest weight
vector, we have the following commutation relation:
[L(m), an] = ((wt(a)− 1)(m+ 1)− n)am+n, for m,n ∈ Z. (3.12)
Lemma 3.8 Let M be a V -module, and let a ∈ V and v ∈ M be lowest weight
vectors. Then the subset of M spanned by vectors an1an2 · · ·ankv, k ∈ Z>0 and ni ∈ Z
(i = 1, 2, . . . , k) is invariant under the action of L(n) for n ∈ N.
Proof. Set U = Span {an1an2 · · · ankv | k ∈ Z>0, ni ∈ Z }. To show L(n)U ⊂ U for
all n ∈ N, we prove that L(n)an1an2 · · · ankv ∈ U for any ni ∈ Z. By the commutation
relation (3.12), we have
L(n)an1an2 · · · ankv =
k∑
i=1
an1 · · · [L(n), ani ] · · · ankv + an1an2 · · · ankL(n)v
=
k∑
i=1
((wt(a)− 1)(n+ 1)− ni)an1 · · · ani+n · · ·ankv
+ an1an2 · · · ankL(n)v. (3.13)
Since L(n)v = wt(v)δn,0 v for n ∈ N, the right-hand side of (3.13) is in U . ✷
Lemma 3.9 Let M , a and v be as in Lemma 3.8. Then the subspace of M spanned by
vectors
L(−m1)L(−m2) · · ·L(−mk)an1an2 · · · anℓv, k, ℓ ∈ N, mi ∈ Z>0, nj ∈ Z, (3.14)
is invariant under the actions of L(n) (n ∈ Z) and am (m ∈ Z).
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Proof. Set U be the subspace of M spanned by vectors (3.14). By Poincare´-Birkhoff-
Witt (PBW) Theorem for Virasoro algebra and Lemma 3.8, we see that U is invariant
under the action of L(n) for n ∈ Z.
Using induction on k, we prove that
amL(−m1)L(−m2) · · ·L(−mk)an1an2 · · · anℓv ∈ U, (3.15)
for any k, ℓ ∈ N, m,mi ∈ Z>0 and nj ∈ Z. The case k = 0 is clear. Assume that (3.15)
holds for k = p ∈ N. Then if we put v′ = L(−m2) · · ·L(−mp+1)an1an2 · · · anℓv, we have
amL(−m1)v′ = −[L(−m1), am]v′ + L(−m1)amv′
= ((wt(a)− 1)(m1 + 1) +m)an−m1v′ + L(−m1)amv′.
By induction hypothesis and the previous paragraph, an−m1v
′, amv
′ and L(−m1)amv′
belong to U . Hence (3.15) holds for k = p+ 1. ✷
3.3 A spanning set of A(M)
Let M be an irreducible M(1)+-module. Then from Lemma 3.9, the subspace of M
spanned by vectors
L(−m1)L(−m2) · · ·L(−mk)Jn1Jn2 · · ·JnℓvM (3.16)
for k, ℓ ∈ N, mi ∈ Z>0 and nj ∈ Z is invariant under the actions of L(m) and Jn for all
m,n ∈ Z, where vM is the lowest weight vector of M given in Table 1. Since M(1)+
is generated by ω and J , this subspace is invariant under the action of M(1)+. Thus
this is M(1)+-submodule of M . By the irreducibility of M , we have following lemma.
Lemma 3.10 An irreducible M(1)+-module M is spanned by vectors (3.16).
One of main results of this subsection is the following proposition.
Proposition 3.11 Let M be an irreducible M(1)+-module. Suppose that there exists
a lowest weight vector u ∈ M such that for any n ∈ Z>0, JnvM and Jnu belong to the
submodule for Virasoro algebra of M generated by vM and u. Then M is spanned by
the set
{a ∗ vM ∗ b, a ∗ u ∗ b|a, b ∈M(1)+}+O(M). (3.17)
To prove the proposition, we need some lemmas. The proof of proposition is given
after Lemma 3.14.
Lemma 3.12 Let M be an M(1)+-module. Then for any m,n ∈ Z, the commutator
[Jm, Jn] is a linear combination of
L(m1)L(m2) · · ·L(mp)Jmp+1 and L(n1)L(n2) · · ·L(nq), for m,n ∈ Z.
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Proof. This is proved by the similar argument of Lemma of [DN1]. ✷
Lemma 3.13 Let u ∈M be a lowest weight vector, and set UM,u to be the subspace of
M spanned by the set (3.17). Fix a positive integer ℓ. Suppose that for any 1 ≤ k ≤ ℓ
and n1, . . . , nk ∈ Z, Jn1 · · ·JnkvM and Jn1 · · ·Jnku lie in UM,u. Then for any 1 ≤ k ≤ ℓ,
1 ≤ j ≤ k, s ∈ Z>0 and p1, . . . , ps ∈ Z, we have
Jn1 · · ·JnjL(p1) · · ·L(ps)Jnj+1 · · ·JnkvM , Jn1 · · ·JnjL(p1) · · ·L(ps)Jnj+1 · · ·Jnku ∈ UM,u.
Proof. Let v be either vM or u. We have to show that
Jn1 · · ·Jnj−1L(p1) · · ·L(ps)Jnj · · ·Jnkv ∈ UM,u, (3.18)
for any s ∈ Z>0 and n1, . . . , nk, p1, . . . , ps ∈ Z. By PBW Theorem for Virasoro algebra,
we may assume that p1 ≤ p2 ≤ · · · ≤ ps. If p1 ≥ 0, then ps ≥ 0. Then we view (3.18)
as follows:
Jn1 · · ·Jnj−1L(p1) · · ·L(ps)Jnj · · ·Jnkv
=
k∑
i=j
Jn1 · · ·Jnj−1L(p1) · · ·L(ps−1)Jnj · · · [L(ps), Jni] · · ·Jnkv
+ Jn1 · · ·Jnj−1L(p1) · · ·L(ps−1)Jnj · · ·JnkL(ps)v
=
k∑
i=j
(3(ps + 1)− ni)Jn1 · · ·Jnj−1L(p1) · · ·L(ps−1)Jnj · · ·Jps+ni · · ·Jnkv
+ wt(v)δps,0Jn1 · · ·Jnj−1L(p1) · · ·L(ps−1) · · ·Jnkv.
If p1 < 0, then we view as follows:
Jn1 · · ·Jnj−1L(p1) · · ·L(ps)Jnj · · ·Jnkv
= −
j−1∑
i=1
Jn1 · · · [L(p1), Jni] · · ·Jnj−1L(p2) · · ·L(ps)Jnj · · ·Jnkv
+ L(p1)Jn1 · · ·Jnj−1L(p2) · · ·L(ps)Jnj · · ·Jnkv.
= −
j−1∑
i=1
(3(p1 + 1)− ni)Jn1 · · ·Jp1+ni · · ·Jnj−1L(p2) · · ·L(ps)Jnj · · ·Jnkv
+ L(p1)Jn1 · · ·Jnj−1L(p2) · · ·L(ps)Jnj · · ·Jnkv.
Hence by using induction on s, we see that (3.18) follows from Lemma 3.6. ✷
Lemma 3.14 Let M and u be as in Proposition 3.11. Then for any positive integer ℓ
and ni ∈ Z (i = 1, . . . , ℓ), we have Jn1 · · ·JnℓvM , Jn1 · · ·Jnℓu ∈ UM,u, where UM,u is the
subset of M defined in Lemma 3.13.
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Proof. Let v be either vM or u. By using induction on ℓ, we prove
Jn1 · · ·Jnℓv ∈ UM,u, (3.19)
for any ni ∈ Z. In the case ℓ = 1, the assumptions of this lemma implies that
for any positive integer n, Jnv is a linear combination of L(−m′1) · · ·L(−m′p)vM and
L(−n′1) · · ·L(−n′q)u for m′i, n′j ∈ Z>0. Hence by Lemma 3.5 (2), Jnu ∈ UM,u holds for
any n ∈ Z>0. Thus (3.19) for ℓ = 1 follows from Lemma 3.6. Assume that p ∈ Z>0
and that (3.19) holds for any ℓ ≤ p. Then we have to show (3.19) for ℓ = p + 1. By
induction hypothesis, Jn2 · · ·Jnp+1v ∈ UM,u. Hence by Lemma 3.6, it is sufficient to
prove that (3.19) for ℓ = p+ 1 holds for any n1 ∈ Z>0. Then we have
Jn1 · · ·Jnp+1v =
p+1∑
i=2
Jn2 · · · [Jn1 , Jni] · · ·Jnp+1v + Jn2 · · ·Jnp+1Jn1v. (3.20)
By Lemma 3.12, [Jn1 , Jni] is expressed by a linear combination of L(m
′
1) · · ·L(m′q)Jm′q+1
and L(n′1) · · ·L(n′r) for m′i, n′j ∈ Z, and Jn1v can be expressed by a linear combination
of L(−m′′1) · · ·L(−m′′s )vM and L(−n′′1) · · ·L(−n′′t )u for m′′i , n′′j ∈ Z>0 by assumption of
this Lemma. Hence by induction hypothesis and Lemma 3.13 , the right-hand side of
the equality (3.20) lies in UM,u. ✷
Now we prove Proposition 3.11.
Proof of Proposition 3.11. Let UM,u be the same set as in Lemma 3.13. Then we show
M = UM,u. By Lemma 3.10, it is enough to show that
L(−m1)L(−m2) · · ·L(−mk)Jn1Jn2 · · ·JnℓvM ∈ UM,u (3.21)
for any mi ∈ Z>0 and nj ∈ Z. But Lemma 3.14 tells us that Jn1 · · ·JnℓvM ∈ UM,u, and
since the vectors of this form is homogeneous, (3.21) follows from Lemma 3.6. ✷
We consider the case M = M(1)±, M(1, λ) (λ 6= 0, 1/2) and M(1)(θ)+. Since
deg(JnvM) = 3 − n ≤ 2 if n ≥ 1, by the irreducible decomposition (3.2), (3.3) and
(3.7), JnvM (n ≥ 1) lies in the submodule for Virasoro algebra of M generated by vM .
Thus if we take u = vM in Proposition 3.11, we have M = Span {a ∗ vM ∗ b | a, b ∈
M(1)+}+O(M), then A(M) is generated by [vM ] as A(M(1)+)-bimodule.
In the caseM =M(1, λ) (λ2 = 1/2), by (3.2) we have the irreducible decomposition
M = L (1, 1/4)⊕ L (1, 9/4)⊕L (1, 25/4)⊕ · · · . Now let u be the lowest weight vector
of L(1, 9/4), then deg(JnvM) = 3 − n ≤ 2 and deg(Jnu) = 5 − n ≤ 4 for any positive
integer n. Hence JnvM and Jnu (n ≥ 1) lie in L(1, 1/4)⊕ L(1, 9/4). Thus Proposition
3.11 implies that M(1, λ) = Span {a ∗ vM ∗ b, a ∗ u ∗ b|a, b ∈ M(1)+} + O(M). In this
case, A(M(1, λ)) is generated by [vM ] and [u] as A(M(1)
+)-bimodule.
In the remaining case M = M(1)(θ)−, by (3.8), we have the irreducible decompo-
sition M = L (1, 9/16)⊕L (1, 25/16)⊕L (1, 121/16)⊕ · · · . Let u′ be the lowest weight
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vector of L(1, 25/16), then deg(JnvM) = 3 − n ≤ 2 and deg(Jnu) = 4 − n ≤ 3 for any
positive integer n. Hence JnvM and Jnu
′ (n ≥ 1) are in L(1, 9/16)⊕L(1, 25/16). Thus
by Proposition 3.11, M(1)(θ)− = Span {a∗ vM ∗ b, a∗u′ ∗ b|a, b ∈M(1)+}+O(M), and
A(M(1)(θ)−) is generated by [vM ] and [u
′] as A(M(1)+)-bimodule. Summarizing, we
have the following proposition.
Proposition 3.15 Let M be a irreducible M(1)+-module. Then following hold.
(1) If M = M(1)±, M(1, λ) (λ2 6= 0, 1/2) or M(1)(θ)+, then A(M) is generated by
[vM ] as A(M(1)
+)-bimodule.
(2) If M =M(1, λ) (λ2 = 1/2), then A(M) is generated by [vM ] and [u] as A(M(1)
+)-
bimodule, where u is a lowest weight vector of weight 9/4.
(3) If M = M(1)(θ)−, then then A(M) is generated by [vM ] and [u
′] as A(M(1)+)-
bimodule, where u′ is a lowest weight vector of weight 25/16.
Remark 3.16 If M is the vertex operator algebra M(1)+ itself, this result is clear
because one have a ∗ 1 = a = 1 ∗ a for all a ∈M(1)+.
As a corollary of Proposition 3.15, we have:
Corollary 3.17 Let M , N , L be irreducible M(1)+-modules.
(1) If M =M(1)±, M(1, λ) (λ2 6= 0, 1/2) or M(1)(θ)+, then NLMN ≤ 1.
(2) If M =M(1, λ) (λ2 = 1/2) or M(1)(θ)−, then NLMN ≤ 2.
Proof. If A(M) is generated by n vectors [v1],[v2], . . . , [vn] as A(M(1)
+)-bimodule, then
the contraction (L0)
∗·A(M)·N0 is spanned by n vectors v′L⊗[v1]⊗vN , . . . , v′L⊗[vn]⊗vN .
Hence we have dimC(L0)
∗·A(M)·N0 ≤ n. On the other hand, by Proposition 2.10,
NLMN ≤ dimC((L0)∗·A(M)·N0)∗ = dimC(L0)∗·A(M)·N0 ≤ n.
Thus the corollary follows from Proposition 3.15. ✷
4 Fusion rules
This section is consisted of two subsections. In first subsection we prove some proposi-
tions which give triples of irreducible M(1)+-modules whose fusion rules are nonzero,
and state main theorem. In second subsection, we prove the main theorem.
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4.1 Main theorem
Recall the linear map Iλµ : M(1, λ)→ zλµHom (M(1, µ),M(1, λ + µ))[[z, z−1]] defined
in (2.8) and (2.9) for λ, µ ∈ C. By the arguments of Section 8.6 of [FLM], we see that
Iλµ is an intertwining operator of type
(
M(1, λ+ µ)
M(1, λ) M(1, µ)
)
. Since eµ ∈M(1, µ)0, we have
Iλµ(e
λ, z)eµ = zλµ exp
(∑
n>0
λh(−n)
n
zn
)
eλ+µ,
and its coefficient of zλν is eλ+µ which is nonzero. Thus this intertwining operator Iλµ
is nonzero. This implies that the fusion rule N
M(1,λ+µ)
M(1, λ)M(1, µ) is nonzero for any λ, µ ∈ C.
By Proposition 2.11, there exists an isomorphism f from M(1, µ) onto M(1,−µ) of
M(1)+-modules. We define a linear map
Yλ ◦ f : M(1, λ) → z−λµ(Hom (M(1, µ),M(1, λ− µ)))[[z, z−1]],
u 7→ Yλ ◦ f(u, z) = Yλ(u, z) ◦ f.
Then we can easily see that Yλ ◦ f gives a nonzero intertwining operator of type(
M(1, λ− µ)
M(1, λ) M(1, µ)
)
. Thus following proposition holds.
Proposition 4.1 For λ, µ, ν ∈ C, the fusion rule NM(1, ν)M(1, λ)M(1, µ) is nonzero if ν2 =
(λ± µ)2.
In particular if λ = 0, we have that N
M(1, ν)
M(1)M(1, µ) is nonzero if µ
2 = ν2. In fact, we have
the following proposition.
Proposition 4.2 For µ, ν ∈ C such that µ2 = ν2 , the fusion rules NM(1, ν)
M(1)±M(1, µ)
are
nonzero. Furthermore the fusion rules N
M(1)±
M(1)+M(1)±
and N
M(1)∓
M(1)−M(1)±
are nonzero.
Proof. Since (M(1, µ), I0µ) is an irreducible M(1)-module, I0µ gives nonzero intertwin-
ing operators of types
(
M(1, µ)
M(1)± M(1, µ)
)
by Proposition 11.9 of [DL]. BecauseM(1,−µ)
is isomorphic to M(1, µ) as M(1)+-module, the first statement holds. If µ = 0, then
Y = I00 gives nonzero intertwining operators of types
(
M(1)
M(1)± M(1)
)
. Since θ is an
automorphism of M(1), we have θY (a, z)θ = Y (θ(a), z) for every a ∈ M(1). This
implies that Y (a, z)M(1)± ⊂ M(1)±((z)) for every a ∈ M(1)+ and Y (a, z)M(1)± ⊂
M(1)∓((z)) for every a ∈M(1)−. Thus Y gives nonzero intertwining operators of type(
M(1)±
M(1)+ M(1)±
)
and
(
M(1)∓
M(1)− M(1)±
)
. ✷
Next we recall the linear map Iθλ : M(1, λ) → (EndM(1)(θ)){z} defined in (2.10)
and (2.11). The arguments of Chapter 9 of [FLM] shows that Iθλ is an intertwining
operator of type
(
M(1)(θ)
M(1, λ) M(1)(θ)
)
. Let p± be projections fromM(1)(θ) ontoM(1)(θ)
±
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and let ι± be inclusions from M(1)(θ)
± into M(1)(θ) respectively. Define a linear map
pβ ◦ Iθλ ◦ ια by
pβ ◦ Iθλ ◦ ια : M(1, λ) → (Hom (M(1)(θ)α,M(1)(θ)β)){z},
u 7→ pβ ◦ Iθλ ◦ ια(u, z) = pβ(Iθλ(u, z)ια),
where α, β are + or −. Then we have following lemma.
Lemma 4.3 For any α, β ∈ {+,−}, pβ ◦ Iθλ ◦ ια is a nonzero intertwining operator of
type
(
M(1)(θ)β
M(1, λ) M(1)(θ)α
)
if λ 6= 0.
Proof. It is clear that pβ ◦ Iθλ ◦ ια is intertwining operator of type
(
M(1)(θ)β
M(1, λ) M(1)(θ)α
)
.
We next show pβ ◦ Iθλ ◦ ια is nonzero if λ 6= 0. By direct calculation, we can see
that the coefficient of z−λ
2/2 in Iθλ(e
λ, z)1 is 1 and that of z−λ
2/2+1/2 is λh(−1/2)1,
and the coefficient of z−λ
2/2−1/2 in Iθλ(e
λ, z)h(−1/2)1 is −λ1 and that of z−λ2/2+1 is
−(2/3)λ2h(−3/2)1 + 2λ2(1 − 3/2λ2)h(−1/2)31. If λ 6= 0, all of these coefficients are
nonzero. This proves that pβ ◦ Iθλ ◦ ια(eλ, z) is nonzero for all α, β ∈ {+,−} if λ is
nonzero. ✷
Proposition 4.4 (1) For any nonzero λ ∈ C and α, β ∈ {+,−}, NM(1)(θ)βM(1, λ)M(1)(θ)α is
nonzero.
(2) The fusion rules N
M(1)(θ)±
M(1)+M(1)(θ)±
and N
M(1)(θ)∓
M(1)−M(1)(θ)±
are nonzero.
Proof. The part (1) follows from Lemma 4.3. By the definition of the action of θ on
M(1)(θ) (2.12), we can show that θIθ0 (a, z)θ = I
θ
0 (θ(a), z) holds for every a ∈ M(1).
This implies that
Iθ0 (a, z)M(1)(θ)
± ⊂ M(1)(θ)±((z)) if a ∈M(1)+,
Iθ0 (a, z)M(1)(θ)
± ⊂ M(1)(θ)∓((z)) if a ∈M(1)−.
Because Iθ0 (1, z) = idM(1)(θ) and I
θ
0 (h(−1)1, z) = h(z), we see that p± ◦ Iθ0 ◦ ι±
(p± ◦ Iθ0 ◦ ι∓) give nonzero intertwining operators of type
(
M(1)(θ)±
M(1)+ M(1)(θ)±
)
(resp.(
M(1)(θ)∓
M(1)− M(1)(θ)±
)
) . This shows the part (2). ✷
The series of Propositions 4.1, 4.2 and 4.4 together with Proposition 3.4 give us
triples (M,N,L) of irreducible M(1)+-modules which the fusion rule NLMN is nonzero.
In fact, we have following theorem.
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Theorem 4.5 (MainTheorem) Let M , N and L be irreducible M(1)+-modules.
(1) If M =M(1)+, then NLM(1)+N = δN,L.
(2) If M = M(1)−, then NLM(1)−N is 0 or 1, and N
L
M(1)−N = 1 if and only if the pair
(N,L) is one of following pairs:
(M(1)±,M(1)∓), (M(1)(θ)±,M(1)(θ)∓), (M(1, λ),M(1, µ)) (λ2 = µ2).
(3) If M = M(1, λ) (λ 6= 0), then NLM(1, λ)N is 0 or 1, and NLM(1, λ)N = 1 if and only if
the pair (N,L) is one of following pairs:
(M(1)±,M(1, µ)) (λ2 = µ2), (M(1, µ),M(1, ν)) (ν2 = (λ± µ)2),
(M(1)(θ)±,M(1)(θ)±), (M(1)(θ)±,M(1)(θ)∓).
(4) If M = M(1)(θ)+, then NLM(1)(θ)+N is 0 or 1, and N
L
M(1)(θ)+N = 1 if and only if the
pair (N,L) is one of following pairs:
(M(1)±,M(1)(θ)±), (M(1, λ),M(1)(θ)±).
(5) If M = M(1)(θ)−, then NLM(1)(θ)−N is 0 or 1, and N
L
M(1)(θ)−N = 1 if and only if the
pair (N,L) is one of following pairs:
(M(1)±,M(1)(θ)∓), (M(1, λ),M(1)(θ)±).
4.2 Proof of main theorem
Recall the direct sum decomposition M(1)+ = L(1, 0)⊕ L(1, 4)⊕ · · · (see (3.3)). The
lowest weight vector of L(1, 4) is J . Hence h(−3)h(−1)1 is a linear combination of
L(−4)1, L(−2)21 and J (note that L(−1)1 = 0). In fact, h(−3)h(−1)1 = (−1/9)(J −
3L(−4)1−4L(−2)21). By Lemma 3.5 (2), we have the following equality in A(M(1)+):
[J − 4ω∗2 − 17ω + 9h(−3)h(−1)1] = 0, (4.1)
where we use the notation [a]∗n = [a∗n] = [
n︷ ︸︸ ︷
a ∗ a ∗ · · · ∗ a] for a ∈M(1)+ and n ∈ N.
Now we prove the main theorem. We divide the proof into five steps Step 1-Step 5
where (1)-(5) proved respectively.
Proof of Theorem 4.5. By Theorem 2.13 and Table 1, we see that two irreducible
M(1)+-modules N and L are isomorphic each other if and only if aN = aL and bN = bL.
Step 1. If M = M(1)+, then vM = 1 (see Table 1), and (L0)
∗·A(M)·N0 =
C v′L ⊗ [1] ⊗ vN by Proposition 3.15 (1). If the fusion rule NLMN is nonzero, then
v′L ⊗ [1]⊗ vN is also nonzero. On one hand, we have following equalities:
aLv
′
L ⊗ [1]⊗ vN = v′L ⊗ [ω]⊗ vN = aNv′L ⊗ [1]⊗ vN ,
bLv
′
L ⊗ [1]⊗ vN = v′L ⊗ [J ]⊗ vN = bNv′L ⊗ [1]⊗ vN .
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This implies that if the fusion rule NLMN is nonzero, then aN = aL and bN = bL, hence
M and N are equivalent. Then (1) follows from Proposition 4.2 and Proposition 4.4.
Step 2. Let M = M(1)−. Then we have the irreducible decomposition (3.3). Hence
h(−3)h(−1)1 ∗ vM is in L(1, 1) and it is linear combination of L(−m1) · · ·L(−mk)vM
(mi ∈ Z>0, m1 + · · ·+mk ≤ 4). In fact,
h(−3)h(−1)1 ∗ vM = 3vM + 12L(−1)vM + 12L(−1)2vM − 8L(−3)vM
+16L(−2)L(−1)vM − 1
2
L(−4)vM + 1
4
L(−3)L(−1)vM + 3
2
L(−2)L(−1)2vM . (4.2)
On the other hand, we have
v′L ⊗ [L(−m1) · · ·L(−mk)vM ]⊗ vN = F (aL, aN)v′L ⊗ [vM ]⊗ vN (4.3)
for any mi ∈ Z>0 by Lemma 2.6, where F ∈ C[x, y] is given by
F =
k∏
i=1
(−1)mi−1(x−miy −
k∑
j=i+1
mj − wt(vM)). (4.4)
Hence by (4.1) and (4.2)-(4.4), we have
v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ]⊗ vN
= f(aL, aN , bL)v
′
L ⊗ [vM ]⊗ vN = 0,
where f ∈ C[x, y, z] is given by
f = z − 4x2 + x+ 9
4
(x− y)(6x2 − 18xy − 12y2 − 21x− 23y + 11).
Proposition 3.7 and (4.1) show that
v′L ⊗ [φM(vM) ∗ φM(1)+(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1)]⊗ vN
= v′L ⊗ φM([(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ])⊗ vN
= −f(aN , aL, bN)v′L ⊗ [vM ]⊗ vN = 0,
since φM(1)+([ω]) = [ω], φM(1)+([J ]) = [J ] and φM([vM ]) = −[vM ]. Moreover the
Verma module of Virasoro algebra with central charge 1 and lowest weight 1 has a
singular vector 2L(−3)w − 4L(−2)L(−1)w + L(−1)3w of weight 4, where w is the
cyclic vector of the Verma module. The image of this singular vector in M(1)− is
zero, then by (4.3) and (4.4), we have g(aN , aL)v
′
L ⊗ [vM ] ⊗ vN = 0, where g(x, y) =
(x− y)(x2 − 2xy + y2 − 2x− 2y + 1)/2.
Now suppose that the fusion rule NLMN is nonzero. Then v
′
L⊗[vM ]⊗vN is nonzero by
Proposition 3.15 (1). Hence f(aL, aN , bL), f(aN , aL, bN) and g(aN , aL) are necessarily
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zero. By (1) and Proposition 3.4, we assume that N,L ∈ {M(1)−,M(1, λ) (λ 6=
0), M(1)(θ)±}.
In the cases N = L = M(1)−,M(1)(θ)+ and M(1)(θ)− and the cases L = M(1)−
and N = M(1)(θ)±, we see that f(aL, aN , bL) are nonzero. Therefore the fusion rules
of corresponding types are zero.
In the case L = M(1)− and N = M(1, λ), we see that either f(1, λ2/2,−6) or
g(1, λ2/2) is nonzero. Then the fusion rule of corresponding type is zero.
In the case L = M(1, λ) and N = M(1, µ), assume that the fusion rule is nonzero.
Then if we put s = λ2 and µ2 = t, we have
f
(
s
2
,
t
2
, s2 − s
2
)
+ f
(
t
2
,
s
2
, t2 − t
2
)
=
9
16
(s− t)2(3s+ 3t− 2) = 0,
f
(
s
2
,
t
2
, s2 − s
2
)
+ f
(
t
2
,
s
2
, t2 − t
2
)
+ 81 g
(
s
2
,
t
2
)
=
9
2
(s− t)(s+ t− 1) = 0.
Hence we have s = t, that is, λ2 = µ2. Thus N
M(1, µ)
MM(1, λ) = δλ2,µ2 holds.
In the case L = M(1, λ) and N = M(1)(θ)+, if put s = λ2, then we have
f
(
s
2
,
1
16
, s2 − s
2
)
=
27
4096
(8s− 1)(32s2 − 236s+ 205),
f
(
1
16
,
s
2
,
3
128
)
=
27
4096
(8s− 9)(384s2 − 1160s+ 131).
But there is no common zero of these two polynomials, and the corresponding fusion
rule is zero.
If L = M(1, λ) and N = M(1)(θ)−, then we have
f
(
s
2
,
9
16
, s2 − s
2
)
=
−9
4096
(8s− 9)(96s2 − 996s+ 119),
f
(
9
16
,
s
2
,
−45
128
)
=
9
8192
(8s− 1)(384s2 − 2504s+ 2211).
Thus there is no common zero of these two polynomials, and the corresponding fusion
rule is zero in this case too. Now (2) follows from Proposition 4.2 and 4.4.
Step 3. Let M = M(1, λ) (λ 6= 0). We prove (3) by dividing into following four
cases: (i) λ2 6= 1/2, 2, 9/2 case, (ii) λ2 = 2 case, (iii) λ2 = 9/2 case, (iv) λ2 = 1/2 case.
(i) First we assume that λ2 6= 1/2, 2, 9/2. Then we can see that h(−3)h(−1)1 ∗ vM
belongs to L(1, λ2/2) by the direct sum decomposition (3.2). Thus h(−3)h(−1)1 ∗ vM
can be expressed by a linear combination of L(−m1) · · ·L(−mk)vM (mi ∈ Z>0, m1 +
· · · + mk ≤ 4). Then by using (4.3) and (4.4), we have following equalities in the
contraction L∗0·A(M)·N0:
v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ]⊗ vN
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= f(aL, aN , bL)v
′
L ⊗ [vM ]⊗ vN = 0, (4.5)
v′L ⊗ [φM(vM) ∗ φM(1)+(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1)]⊗ vN
= v′L ⊗ φM([(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ])⊗ vN
= e
λ2πi
2 f(aN , aL, bN)v
′
L ⊗ [vM ]⊗ vN = 0, (4.6)
where f = f(x, y, z) ∈ C[x, y, z] is given by
f = z − 4x2 + x+ 9(λ
4 − 4λ2(x+ y) + 4(x− y)2)
32λ2(λ2 − 2)(2λ2 − 9)(2λ2 − 1)
×(−3(λ2 − 2)3 + 4(8λ4 − 29λ2 + 6)x+ 4(7λ2 + 6)y − 4(16λ2 + 3)(x− y)2).
We consider the case N = M(1)(θ)+ and L = M(1, µ) (µ 6= 0). If we assume that
the fusion rule NLMN is nonzero, then v
′
L⊗ [vM ]⊗vN is nonzero by Proposition 3.15 (1).
Hence we have f(aL, aN , bM) = f(aN , aL, bN) = 0. This shows the following equations
respectively:
p(t, u) = (8u− 1)(8u− 9)
×((1024t+ 192)u2 − (2048t2 + 512t+ 624)u+ 1024t3 − 256t2 + 816t+ 75) = 0,
q(t, u) = ((8t+ 8u− 1)2 − 256tu)
×((1024t+ 192)u2 − (1024t2 − 3456t+ 816)u+ 1192t2 + 864t+ 675) = 0.
If t ∈ {1/2, 2, 9/2}, then there is no common solution of p(t, u) = q(t, u) = 0. Hence we
may assume that t /∈ {1/2, 2, 9/2} and discuss by interchanging λ and µ. Thus we have
p(u, t) = q(u, t) = 0. If t = 1/8, 9/8, then p(t, u) and q(t, u) have no common solution.
Therefore t 6= 1/8, 9/8. Similarly u 6= 1/8, 9/8. If we put p(t, u) = (u − 1/8)(u −
9/8)r(t, u), then r(t, u) = r(u, t) = 0 hold. Since r(t, t) and q(t, t) have no common
solution, we may also assume that t 6= u. From r(t, u) − r(u, t) = q(t, u) − q(u, t) =
q(t, u) + q(u, t) = 0, we have following three equations:
32α2 − 14α+ 45− 128β = 0, (4.7)
(128β + 3)(64α2 − 16α + 1− 256β) = 0,
(64α2 − 16α+ 1− 256β)(64α2 − 280α+ 225 + 1024β) = 0,
where we put α = t+u and β = tu. If 64α2−16α+1−256β 6= 0, then β = −3/128. But
In this case, (4.7) and 64α2 − 280α + 225 + 1024β = 0 don’t have common solution.
So we have 64α2 − 16α + 1 − 256β = 0 and 32α2 − 14α + 45 − 128β = 0. This
implies α = 89/12 and β = 30625/2304. But the solutions (t, u) ∈ C2 of the equation
x2 − αx + β = 0 don’t satisfy p(t, u) = 0. Therefore we see that the corresponding
fusion rule is zero.
In the case N = M(1)(θ)− and L = M(1, µ) (µ 6= 0), we can show that the fusion
rule NLMN is zero by the same method in the preceding case.
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We next prove thatN
M(1, ν)
M(1, λ)M(1, µ) = δν2,(λ±µ)2 if λ
2 6= 1/2, 2, 9/2. By Proposition 4.1
and Corollary 3.17, it is enough to prove that if N
M(1, ν)
M(1, λ)M(1, µ) 6= 0 then ν2 = (λ± µ)2.
Let N =M(1, µ) and L = M(1, ν), and assume that NLMN is nonzero. By Proposition
3.15, we see v′L ⊗ [vM ] ⊗ vN 6= 0. Then the equalities (4.5) and (4.6) follows two
equations:
(s2 + t2 + u2 − 2st− 2su− 2tu)p(s, t, u)
= (s2 + t2 + u2 − 2st− 2su− 2tu)p(s, u, t) = 0, (4.8)
where s = λ2, t = ν2, u = µ2 and p ∈ C[x, y, z] is given by
p = (−3x+ 16xy + z + 32yz − z2)
(−2 − 12x+ 58xy + 16xy2 − 12y + 3y2 − 6yz − 12z + 3z2).
Suppose that s2+ t2+u2− 2st− 2su− 2tu 6= 0, then we have p(s, t, u) = p(s, u, t) = 0.
In addition, we assume that λ2 6= 8. Then the circle relations h(−3)h(−1)1 ◦ vM and
h(−2)21 ◦ vM belong to L(1, λ2/2) and can be expressed by linear combinations of
L(−m1) · · ·L(−mk)vM (mi ∈ Z>0, mi + · · · +mk ≤ 5). By (4.3) and (4.4), we have
following equalities:
v′L ⊗ [h(−3)h(−1)1 ◦ vM ]⊗ vN = g1(aL, aN )v′L ⊗ [vM ]⊗ vN = 0, (4.9)
v′L ⊗ [h(−2)21 ◦ vM ]⊗ vN = g2(aL, aN)v′L ⊗ [vM ]⊗ vN = 0, (4.10)
where g1(aL, aN) and g2(aL, aN) become as follows:
g1(aL, aN) = (s
2 + t2 + u2 − 2st− 2su− 2tu)(t− u)q(s, t, u),
g2(aL, aN) = (s
2 + t2 + u2 − 2st− 2su− 2tu)r(s, t, u),
and q, r ∈ C[x, y, z] are given by
q = −12 + 24x− 5x2 + 12y − 16xy + 4x2y + 3y2 − 4xy2 + 12z
− 16xz + 4x2z + 6yz + 8xyz − 3z2 − 4yz2,
r = 192− 245x+ 108x2 − 18x3 + x4 − 240y − 28xy + 8x2y + x3y
+ 96y2 + 86xy2 − 21x2y2 − 12y3 + 19xy3 − 144z + 460xz
− 152x2z + 11x3z − 96yz − 100xyz + 14x2yz + 36y2z
− 152xy2z + 14xz2 + 7x2z2 + 57xyz2 − 36y2z2 + 12z3 − 19xz3.
Since s2+ t2+u2− 2st− 2su− 2tu is nonzero, we have (t−u)q(s, t, u) = r(s, t, u) = 0.
Similarly we have (u− t)q(s, u, t) = r(s, u, t) = 0 by interchanging µ2 and ν2. Assume
that t = u. Then r(s, t, t) = 0 follows s = 6(1−2t), and p(6(1−2t), t, t) = 0 implies that
t /∈ {1/2, 2, 9/2, 8}. Hence we can interchange s and t, and we have r(t, 6(1−2t), t) = 0
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and r(t, t, 6(1 − 2t)) = 0. But the common solutions of these equations don’t satisfy
p(6(1 − 2t), t, t) = 0. Hence we see that t 6= u, which shows q(s, t, u) = q(s, u, t) = 0.
Next assume that t = n2/2 (n = 1, 2, 3, 4). Then p(s, n2/2, u) = 0 follows
s =
16u2 − (16n2 + 1)u
8n2 − 3 or −
12u2 − 12(n2 + 4)u+ 3n4 − 24n2 − 8
4(4n2 + 29n2 − 12) .
But in any case, there is no common solution of equations p(s, u, n2/2) = 0 and
q(s, u, n2/2) = 0. Thus t /∈ {1/2, 2, 9/2, 8}. Similarly we have u /∈ {1/2, 2, 9/2, 8}.
Therefore if we put x1 = s, x2 = t and x3 = u,
p(xi1 , xi2 , xi3) = q(xi1 , xi2 , xi3) = r(xi1 , xi2 , xi3) = 0 and xi 6= xj if i 6= j (4.11)
hold for every permutation {i1, i2, i3} of {1, 2, 3} and i, j = 1, 2, 3. In particular, we
have (t − u)(q(s, t, u) − q(t, s, u)) − (t − s)(q(u, t, s) − q(t, u, s)) = 0 and this follows
s + t + u + 5 = 0 since s, t, u are distinct each other. On the other hand, if we put
r(s, t, u) − r(t, s, u) = (s − t)α(s, t, u), then we have α(s, t, u) = α(u, t, s) = 0. If we
next put α(s, t, u) − α(u, t, s) = (s − u)β(s, t, u), we have β(s, t, u) = β(s, u, t) = 0.
Now we see that β(s, t, u) − β(s, u, t) = −16(t − u)(3s + 3t + 3u − 10) = 0 and this
follows 3s + 3t + 3u − 10 = 0. It is inconsistent with s + t + u + 5 = 0. Thus we see
that there is no solution satisfy (4.11). Hence s2 + t2 + u2 − 2st− 2su − 2tu = 0. By
substituting λ2 for s, ν2 for t and µ2 for u, we have ν2 = (λ±µ)2 if λ 6= 1/2, 2, 9/2, 8.
In the case λ2 = 8, we may assume that N and L are any of M(1, µ) (µ2 =
1/2, 2, 9/2, 8), that is to say, that µ2 and ν2 are any of 1/2, 2, 9/2 and 8. But then
p(8, µ2, ν2) is nonzero. Hence we have ν2 = (µ± 2√2)2 by (4.8). Consequently we see
that (3) hold if λ2 6= 1/2, 2, 9/2.
(ii) We next consider the case λ2 = 2. Then we have the irreducible decomposition
for Virasoro algebra M(1, λ) = L(1, 1) ⊕ L(1, 4) ⊕ L(1, 9) ⊕ · · · (see (3.2)). Put u =√
2h(−3)vM − 3h(−2)h(−1)vM +
√
2h(−1)3vM which is the lowest weight vector of
L(1, 4). Since h(−3)h(−1)1 ∗ vM ∈ L(1, 1) ⊕ L(1, 4), it is a linear combination of
L(−1)u, u and L(−m1) · · ·L(−mk)vM (mi ∈ Z>0, m1 + · · · + mk ≤ 4). Then by
formulas (4.3) and (4.4), we have following equation:
v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ]⊗ vN
= f1(aL, aN)v
′
L ⊗ [u]⊗ vN + f2(aL, aN , bL)v′L ⊗ [vM ]⊗ vN = 0,
where f1 = f(x, y) ∈ C[x, y] and f2 = f(x, y, z) ∈ C[x, y, z] are given by
f1 =
3
2
+
21
8
(x− y),
f2 = z +
95
8
x− 99
8
y − 173
8
x2 − 9
4
xy +
207
8
y2 +
47
4
x3 − 27x2y + 135
4
xy2 − 27
2
y3.
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Since φM([u]) = [u] and φM([vM ]) = −[vM ], we have
−f1(aN , aM)v′N ⊗ [u]⊗ vN + f2(aN , aL, bN )v′L ⊗ [vM ]⊗ vN = 0.
We may assume that N and L are any of M(1, µ) (µ2 = 1/2, 2, 9/2), M(1)(θ)±.
But then we can see that the determinant of the matrix(
f1(aL, aN) f2(aL, aN , aL)
−f1(aN , aL) f2(aN , aL, aN)
)
is nonzero except for the following cases:
(N,L) = (M(1, µ),M(1, ν)); (µ2, ν2) = (1/2, 9/2), (9/2, 1/2), (1/2, 1/2),
(M(1)(θ)α,M(1)(θ)β); α, β ∈ {+,−}.
Note that 9/2 = (
√
2 + 1/
√
2)2 and 1/2 = (
√
2 − 1/√2)2 = (√2 − 3/√2)2. Then we
have N
M(1, ν)
M(1, λ)M(1, µ) = δν2,(λ±µ)2 , N
M(1)(θ)±
M(1, λ)M(1, µ) = 0 for every µ
2, ν2 = 1/2, 2, 9/2 by
Corollary 3.17 and Proposition 4.1. Together with the results of (i) and Proposition
4.4, we see that (3) holds for λ2 = 2.
(iii) We consider the case λ2 = 9/2. In this case, the submodule for Virasoro algebra
of M = M(1, λ) generated by vM is isomorphic to the irreducible module L(1, 9/4).
The Verma module for Virasoro algebra with central charge 1 and lowest weight 9/4
has a singular vector 18L(−4)w− 14L(−3)L(−1)w− 9L(−2)2w+10L(−2)L(−1)2w−
L(−1)4w, where w is the cyclic vector of the Verma module. Since the image of the
singular vector in M(1, λ) is zero, by using (4.3) and (4.4), we have the following
equality:
f(aL, aN)v
′
L ⊗ [vM ]⊗ vN = 0,
where f = f(x, y) ∈ C[x, y] is given by
f = (81− 72(x+ y) + 16(x− y)2)(1− 8(x+ y) + 16(x− y)2).
By the results of Step 1, Step 2, and (i), (ii) of Step 3, we may assume that N and
L are any of M(1, µ) (µ2 = 1/2, 9/2), M(1)(θ)±. If aL, aN ∈ {1/4, 9/4, 1/16, 9/16},
then f(aL, aN) is nonzero except for the pairs (aL, aN) =(1/16, 1/16), (1/16, 9/16),
(9/16, 1/16), (9/16, 9/16). By Corollary 3.17 and Proposition 4.1, we see that for
λ2 = 9/2, µ2, ν2 = 1/2, 9/2, N
M(1, ν)
M(1, λ)M(1, µ) = N
M(1)(θ)±
M(1, λ)M(1, µ) = 0. Then Proposition 4.4
implies that (3) holds for λ2 = 9/2.
(iv) We prove that (3) holds for λ2 = 1/2. In this case we have the irreducible
decomposition M(1, λ) = L (1, 1/4) ⊕ L (1, 9/4) ⊕ L (1, 25/4) ⊕ · · · (see (3.2)). Let
u =
√
2h(−2)vM − 2h(−1)2vM which is the lowest weight vector of L(1, 9/4). Then
h(−3)h(−1)1 ∗ vM belongs to L(1, 1/4) ⊕ L(1, 9/4) and is a linear combination of
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L(−m1) · · ·L(−mk)vM and L(−n1) · · ·L(−nℓ)u (mi, nj ∈ Z>0, m1 + · · · + mk ≤ 4,
n1 + · · ·+ nℓ ≤ 3). By (4.3) and (4.4), we have the following equality:
v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ]⊗ vN
= f1(aL, aN)v
′
L ⊗ [u]⊗ vN + f2(aL, aN , bL)v′L ⊗ [vM ]⊗ vN = 0, (4.12)
where f1 = f(x, y) ∈ C[x, y] and f2 = f(x, y, z) ∈ C[x, y, z] are given by
f1 =
27
128
+
13
16
x− 19
16
y +
11
16
(x− y)2, f2 = z − 3
2
+ 12(x+ y)− 24(x− y)2.
Since φM([u]) = e
πi/4[u] and φM([vM ]) = e
πi/4[vM ], we have also
f1(aN , aL)v
′
L ⊗ [u]⊗ vN + f2(aN , aL, bN)v′L ⊗ [vM ]⊗ vN = 0.
In addition, we have L(−1)2vM + L(−2)vM = 0, since the Verma module of central
charge 1 and highest weight 1/4 has nontrivial singular vector of weight 9/4. Therefore
we have the following equality:
v′L ⊗ [(L(−1)2vM + L(−2)vM)]⊗ vN = g(aL, aN )v′L ⊗ [vM ]⊗ vN = 0, (4.13)
where g = g(x, y) = −1/16 + (x + y)/2 − (x − y)2. By Step 1, Step 2 and (i)-(iii) of
Step 3, we may assume that N and L are any of M(1, λ) (λ2 = 1/2), M(1)(θ)±.
In the case N = L = M(1, λ) (λ2 = 1/2), since both f1(aL, aN) and g(aL, aN)
are nonzero, so v′L ⊗ [u] ⊗ vN = v′L ⊗ [vM ] ⊗ vN = 0 by (4.12) and (4.13). Hence we
have dimL∗0·A(M)·N0 = 0 by Proposition 3.15. Thus Proposition 2.10 shows that the
fusion rule NLMN is zero.
In the case L = M(1, µ) (µ2 = 1/2) and N = M(1)(θ)±, the determinant of the
matrix (
f1(aL, aN) f2(aL, aN , aL)
f1(aN , aL) f2(aN , aL, aN)
)
is nonzero. Hence by Proposition 2.10, the fusion rule NLMN is zero in this case too.
In the case that N and L are either M(1)(θ)+ or M(1)(θ)−, v′L ⊗ [u] ⊗ vN and
v′L⊗ [vM ]⊗vN are linearly dependent, so the dimension of L∗0⊗A(M)⊗N0 is less than
one by Proposition 3.15 (3). Now Proposition 4.4 (1) shows that the fusion rule NLMN
is 1 in this case. Consequently, (3) holds for λ2 = 1/2. Thus we see that (3) holds for
all λ ∈ C− {0}.
Step 4. In the caseM =M(1)(θ)+, we haveM(1)(θ)+ = L (1, 1/16)⊕L (1, 49/16)⊕
L (1, 81/16) ⊕ · · · (see (3.7)). We put u = 9h(−5/2)h(−1/2)1 − 5h(−3/2)2vM −
10h(−3/2)h(−1/2)3 + 4h(−1/2)61 which is the lowest weight vector of L(1, 49/16).
Since h(−3)h(−1)1 ∗ vM is in L(1, 1/16) ⊕ L(1, 49/16), it can be expressed a linear
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combination of L(−1)u, u and L(−m1) · · ·L(−mk)vM (mi ∈ Z>0, m1 + · · ·+mk ≤ 4).
So we have following equality:
v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ]⊗ vN
= f(aL, aN)v
′
L ⊗ [u]⊗ vN + g(aL, aN , bL)v′L ⊗ [vM ]⊗ vN = 0,
where f = f(x, y) ∈ C[x, y] and g = g(x, y) ∈ C[x, y, z] are given by
f =
1
2
+
8
7
(x− y), g = 5z − 135
1792
− 1
56
x+
73
28
y − 82
7
x2 +
212
7
xy − 180
7
y2
+
32
7
(x− y)2(5x+ 12y)− 256
7
(x− y)4.
Since φM([u]) = −eπi/16[u] and φM([vM ]) = eπi/16[vM ], we have equality
−f(aL, aN)v′L ⊗ [u]⊗ vN + g(aL, aN , bL)v′L ⊗ [vM ]⊗ vN = 0.
By the results of Step 1-Step 3 and Proposition 3.4, we assume that N and L are
either M(1)(θ)+ or M(1)(θ)−. But then the determinant of the matrix(
f(aL, aN) g(aL, aN , aL)
−f(aN , aL) g(aN , aL, aN)
)
is nonzero. Hence we have v′L ⊗ [u] ⊗ vN = v′L ⊗ [vM ] ⊗ vN = 0. This proves that
N
M(1)(θ)β
M(1)(θ)+M(1)(θ)α
= 0 for any α, β ∈ {+,−}. Thus we see that (4) holds.
Step 5. By the results of Step 1-Step 4, it is enough to show that NLMN = 0
for M = N = L = M(1)(θ)+. Since we have the direct product decomposition
M(1)(θ)− = L (1, 9/16) ⊕ L (1, 25/16) ⊕ L (1, 121/16) ⊕ · · · (see 3.8), if we put u =
−(1/2)h(−3/2)1 + h(−1/2)31 which is the lowest weight vector of L(1, 25/16), then
h(−3)h(−1)1∗vM can be expressed a linear combination of L(−m1) · · ·L(−mk)vM and
L(−n1) · · ·L(−nℓ)u (mi, nj ∈ Z>0, m1 + · · ·+mk ≤ 4, n1 + · · ·+ nℓ ≤ 3). Calculating
the vector v′L ⊗ [(J − 4ω∗2 − 17ω + 9h(−3)h(−1)1) ∗ vM ] ⊗ vN by means of (4.3) and
(4.4), we have the following linear equalities:
75
224
v′L ⊗ [u]⊗ vN −
135
256
v′L ⊗ [vM ]⊗ vN = 0.
Since φM([u]) = −e9πi/16[u] and φM([vM ]) = e9πi/16[vM ], by Proposition 3.7, we have
− 75
224
v′L ⊗ [u]⊗ vN −
135
256
v′L ⊗ [vM ]⊗ vN = 0.
This follows that v′L ⊗ [u]⊗ vN = v′L ⊗ [vM ]⊗ vN = 0. So we see that the fusion rule
NLMN = 0 if M = N = L = M(1)(θ)
+ by Proposition 3.15 (3). The proof of the
theorem is complete. ✷
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