1.. Introduction
================

Airborne laser scanning (ALS), also referred to as Light Detection and Ranging (LiDAR), is an active remote sensing technique that has found widespread use in topographic mapping \[[@b1-sensors-07-01559]-[@b3-sensors-07-01559]\]. The technical capabilities of ALS sensors have increased rapidly since the mid-1990\'s when the first commercial systems were introduced into the market \[[@b4-sensors-07-01559]\]. Novel topographic airborne laser scanners typically emit very short (3-10 ns), narrow-beamwidth (0.3-2.0 mrad), infrared (0.80-1.55 μm) laser pulses at near nadir incidence angles (≤ 30°) with a high pulse repetition frequency (50-200 kHz). When operated at altitudes of around 500 to 3,000 m, ALS sensors generate a dense sampling pattern (0.5-20 pulses per m^2^) of small-footprint (\< 1 m) laser pulses on the ground. A small part of the pulse energy is typically scattered backwards towards the sensor where a photodiode registers the time of arrival and, optionally the intensity of the echoes \[[@b5-sensors-07-01559]\]. Thus the ranges (distances) between the sensor and the objects, which generated the backscattered echoes, can be determined. The result of this measurement process is a 3D point cloud which needs to be further interpreted before becoming useful in applications \[[@b6-sensors-07-01559]\].

Over vegetated terrain most of the laser pulses are reflected by the leaves and branches of the vegetation canopy \[[@b7-sensors-07-01559], [@b8-sensors-07-01559]\]. However, a certain fraction of the pulses reaches the ground surface through small openings in the vegetation canopy. By using filtering techniques to separate terrain echoes from vegetation echoes it becomes possible to reconstruct the terrain surface \[[@b9-sensors-07-01559]\]. This unique capability of ALS to directly measure the terrain height also in forested areas \[[@b10-sensors-07-01559]\] has been an important reason for the quick adoption of ALS for collecting high precision digital terrain models (DTMs).

By subtracting the terrain height from the vertical coordinate of the 3D point cloud, a virtual representation of the vegetation canopy is obtained. The significant potential of this 3D canopy representation for forestry applications, including estimation of canopy heights, stand volume, basal area or above-ground biomass has been pointed out repeatedly \[[@b11-sensors-07-01559]-[@b14-sensors-07-01559]\]. But still, ALS is not yet widely used in an operational context \[[@b15-sensors-07-01559]\]. Besides economic and organizational aspects, there are methodological reasons that may explain the comparably slow adoption of ALS in operational forestry applications. One problem is that models are required to transform the point cloud into geophysical forest parameters. Even though research must strive to develop generic models, one has to expect that these models have to be adapted to different tree species and environmental conditions \[[@b16-sensors-07-01559]\].

Much research on the use of ALS for forestry applications has so far focused on boreal forests. In Scandinavia the operational use of ALS data within forest inventories has become a reality \[[@b13-sensors-07-01559], [@b17-sensors-07-01559]\]. Probably the most widely used method for deriving various forest parameter is a statistically-based multiplicative regression model, as published by Næsset \[[@b18-sensors-07-01559]-[@b20-sensors-07-01559]\]. This multiplicative regression model must be trained with local inventory data and uses various statistical quantities derived from the ALS point cloud, including mean values, coefficients of variation, percentiles of heights, and canopy densities.

The aim of this study has been to investigate the transferability of this multiplicative regression model for mapping of alpine forests. A 128 km^2^ mountainous area in the western part of Austria was selected as study area. In Austria, ALS data covering large alpine areas have only become available recently. Despite the complex mountainous topography, the ALS derived terrain and canopy height models are of good quality as the investigation by Hollaus et al. \[[@b21-sensors-07-01559]\] has shown. However, the transfer of the multiplicative regression model may still be hampered or even be impeded by the fact that the structure and properties of alpine forests is quite different from boreal ones. Also, the transfer may be made difficult in practice because Austrian foresters routinely use an inventory method that is not well adapted for matching the ground measurements with remote sensing data. This inventory method is based on so-called Bitterlich plots which are characterized by variable sample plot sizes. For each sample plot the selection of trees, which are used for the measurements, depends on the diameter at breast height in dependence of the distance between the sample plot center and the tree \[[@b22-sensors-07-01559]\]. The Austrian inventory method is discussed in more detail in Section 2, after the description of the study area and ALS datasets. The pre-processing of the ALS data and the multiplicative regression model are described in Section 3 and 4 respectively, followed by the presentation of the results in Sections 5. The impacts of different ALS flight specifications and the perspectives of using ALS intensity and full-waveform data are discussed in Section 6 and 7.

2.. Study area and data
=======================

2.1. Study area
---------------

The study area is situated in the southern part of the federal state of Vorarlberg, Austria ([Figure 1](#f1-sensors-07-01559){ref-type="fig"}) and covers 128 km^2^ of the Montafon region. The complex alpine landscape of the study area has high relief energy, whereas the elevations range between 800 and 2,900 m. The land cover is characterized by coniferous and mixed forests, shrubs, meadows, and sparsely settled areas in the valley floors. According to the Stand Montafon Forstfonds[1](#fn1-sensors-07-01559){ref-type="fn"} the main tree species in the area are spruce (*Picea abies*) with 96% and fir (*Abies alba*) with 3%. Especially in valleys and sunny slopes, mixed forests with the species red beech (*Fagus sylvatica*) can be found. The mean stem volume of the Montafon region is 465 m^3^ha^−1^, which is high compared to 325 m^3^ha^−1\ 2^ representing the average Austrian stem volume. Two thirds of the forests are located above 1,000 m sea level, whereas the timberline is at about 1,950 m. As a result of the mountainous terrain 6% of the forests grow on a slope inclination of more than 45°, and 61% between 30° and 45°. Furthermore, 28% of the forests grow on slopes between 15° and 30°, and only 5% on slopes less than 15°. Approximately 80% of the forested area is managed forest with a protection function (protection forest with yield), 10% is managed forest (commercial forest), and the rest is unmanaged protection forest (protection forest without yield) on extreme sites or at the timberline. In alpine regions protection forests are of great importance to protect inhabited areas, roads and railway lines from natural hazards such as rockfalls and snow avalanches. About half of the forests in the study area are managed by the forest administration Stand Montafon Forstfonds, which is the largest forest owner in Vorarlberg. They operate a precise forest inventory, which provides the field data used in this study. The forested areas managed by the Stand Montafon Forstfonds are regularly distributed over the entire test site and therefore, this forest inventory data are representative for the entire study area. Within the study area the average forest stand size is approximately 3.5 ha and is equal to the average area of private owned forests in Austria.

2.2. Airborne laser scanner data
--------------------------------

The ALS data were acquired in the framework of a commercial terrain mapping project during two flight-campaigns. The first flight took place on December 10, 2002 (snow-free, leaf-off) and covers the lower altitudes, the second on July 19, 2003 and covers the higher altitudes (snow-free, leaf-on) as shown in [Figure 1](#f1-sensors-07-01559){ref-type="fig"}. The data cover the whole study area and are characterized by an average density of laser hits of 0.9 points per m^2^ and 2.7 points per m^2^, respectively. For both flights the flying heights above ground range between ∽650 m and ∽2,000 m, whereas the average flying height was 1,000 m. For the winter flight an Airborne Laser Terrain Mapper (ALTM i1225) and for the summer flight an ALTM 2050 was used. The beam divergence for both systems is 0.3 mrad, which results in a mean footprint size of 0.3 m for the average flying height. The maximum scan angle was ±20 deg. During both flight-campaigns 650 millions laser scanner points were acquired, including first- and last-echoes. Further information about the used data sets can be found in Wagner et al. \[[@b23-sensors-07-01559]\].

2.3.. Forest inventory data
---------------------------

The forest inventory data are provided by the forest administration Stand Montafon Forstfonds, which operates a precise inventory since 1988 for approx. 65 km^2^ forests in the southern part of Vorarlberg, in the so-called Montafon region. The design of this inventory is based on permanent sample plots distributed in a regularly 350 m grid ([Figure 1](#f1-sensors-07-01559){ref-type="fig"}). The inventory data used in this investigation were collected at 143 inventory sample plot in the year 2002. For each plot trees were selected according to the Bitterlich method, which is a so-called probability-proportional-to-size sampling method, meaning that the probability of selection is proportional to tree basal area \[[@b22-sensors-07-01559]\]. It is a point sampling method and, therefore, it does not refer to a certain sample plot area. A relascope with a relascopic factor of four (angle gauge) was used for the selection of the sample trees.

For all selected trees, the tree species was determined and the diameter at breast height (*dbh)* was measured with a tree caliper at the breast height of 1.3 m. For trees with a *dbh* greater than 1.0 m the *dbh* were measured with a diameter tape. Trees with a *dbh* less than 0.1 m were excluded from this forest inventory, which is a common practice in Austria.

For each sample plot one tree height (*h*) for each tree species was measured with a Vertex III hypsometer[3](#fn3-sensors-07-01559){ref-type="fn"}. For the selection of the tree, whose height is measured, the 50% mark in the stand basal area distribution is used. If there were more than 10 trees with the same tree species, the heights of two trees were measured. If the selected trees within a sample plot were grouped to two clearly differentiable tree height clusters, for each height cluster one tree height was measured. The heights of the remaining sample trees are calculated by means of height curves, which describe the relationship between *h* and *dbh*. For the available forest inventory data the height curve according to Keylwerth \[[@b24-sensors-07-01559]\] is used, which is defined by the following mathematical function: $$h = e^{a_{0} + \frac{a_{1}}{\textit{dbh}}} + 1.3$$where *h* is the tree height in meters, *a*~0~ is a variable coefficient, *a*~1~ is a constant coefficient, and *dbh* is the tree diameter at breast height (1.3 m) in centimeters. The coefficient *a*~0~ depends on the site quality and is calculated by means of the measured *h-dbh* pair for each sample plot and each tree species separately. Knowing *a*~0~ for each sample plot all the missing tree heights within the plot are calculated. The expected standard deviation of the estimated heights ranges between 1.3 and 1.9 m \[[@b25-sensors-07-01559]\].

For the calibration of the ALS data the stem volumes per unit area are used as ground reference quantities. The estimation of stem volume is based on regional volume equations of the Bavarian forest inventory, as these reflect the growth pattern of spruce in the province of Vorarlberg best. These volume equations are based on a so-called form height concept, which means that the conical shape of the stems is transformed to a cylinder. The diameter of the cylinder corresponds to the *dbh* and the height (form height (*FH)*) is calculated by means of the following formula \[[@b26-sensors-07-01559]\]: $$FH = \exp(A_{1} + A_{2} \cdot \log(h) + A_{3} \cdot \log{(h)}^{2})$$ $$A_{1} = c_{11} + c_{21} \cdot \log(\textit{dbh}) + c_{31} \cdot \log{(\textit{dbh})}^{2}$$ $$A_{2} = c_{12} + c_{22} \cdot \log(\textit{dbh}) + c_{32} \cdot \log{(\textit{dbh})}^{2}$$ $$A_{3} = c_{13} + c_{23} \cdot \log(\textit{dbh}) + c_{33} \cdot \log{(\textit{dbh})}^{2}$$where *FH* is the form height in meters, *c~ij~* are the constants for the different tree species taken from the inventory-evaluation software of Süß \[[@b27-sensors-07-01559]\]. According to Sterba \[[@b28-sensors-07-01559]\] the stem volume (*v*~stem,fi~) per ha can be calculated with the following formula: $$V_{\text{stem},\text{fi}} = k \cdot \sum\limits_{i = 1}^{n}{FH_{i}}$$where *v*~stem,fi~ is the stem volume in m^3^ha^−1^, *k* is the relascopic factor (set to 4), and *n* is the number of measured trees per sample plot unit. The calculated *v*~stem,fi~ corresponds to the commercial useable timber volume and is therefore not equal to the real biological available stem volume within the forest. In contrast to the commercial useable timber volume, the biological one includes additional small trees (*dbh* \< 10 cm) and old trees in bad condition.

3.. Data pre-processing
=======================

3.1.. ALS data pre-processing
-----------------------------

The pre-processing of the ALS data includes the georeferencing, the generation of topographic models (e.g. digital terrain and surface model), and the derivation of canopy heights. The georeferencing of the ALS data is based on the method developed by Kager \[[@b29-sensors-07-01559]\]. This method uses an adjustment strategy for correcting the exterior orientation elements as recorded by differential-GPS (dGPS) and an Inertial Measurement Unit (IMU), as well as interior orientation elements concerning the Scanner-dGPS-IMU system. Correction polynomials in the time domain to all degrees of freedom as determined by the dGPS-IMU components and to the relative orientation parameters between those and the laser scanner-device itself are applied. All these parameters are determined simultaneously with hybrid block adjustment by least squares. The derived horizontal errors are below 0.5 m and the vertical DTM errors increase from 0.10 m for relatively flat terrain (local slope \<10°) to over 0.50 m for local slopes greater than about 60° \[[@b21-sensors-07-01559]\]. These reported accuracies were derived from non-forested areas within the study area.

The georeferenced 3D point clouds are used to calculate the digital terrain model (DTM), digital surface model (DSM), and the canopy heights. The last-echo points were used for generating the DTM using a hierarchic robust filtering technique described in Briese et al. \[[@b30-sensors-07-01559]\], Kraus and Pfeifer \[[@b10-sensors-07-01559]\], and Pfeifer et al. \[[@b31-sensors-07-01559]\]. The generation of the digital surface model (DSM) is based on the first-echoes. A moving planes interpolation of the highest first-echo points within a pre-defined grid of one meter was applied. This interpolation fits tilted planes into the eight nearest points by using a least square approach. The heights are weighted inversely proportional to the distance from the grid point. The used algorithms are implemented in the software-package Scop++ \[[@b31-sensors-07-01559]\]. The spatial resolution of both topographic models is one meter. The canopy heights were calculated by subtracting the terrain heights from the absolute heights of the first- and the last-echo points respectively. Detailed information regarding the accuracy of the derived terrain and canopy heights can be found in Hollaus et al. \[[@b21-sensors-07-01559]\].

3.2.. Co-registration of the forest inventory data to the ALS data
------------------------------------------------------------------

Although the forest inventory is based on permanent sample plots the accuracies of the available coordinates of the sample plot centers vary in the range of several meters. The inaccuracies can be explained by the used surveying instruments (i.e. compass in combination with an ultrasonic range instrument), which were applied for the positioning. About two tens of reference measurements with differential GPS have shown that the average position error is approximately 10 m, which is quite large compared to a 20 m diameter of the sample plots used for the ALS data analyses. To overcome this problem manual co-registration of the forest inventory data to the ALS data has been carried out. For this purpose positions of single trees are needed, which were measured during the forest inventory field campaign. For all sampled trees the polar coordinates relative to the sample plot center were measured with a compass in combination with an ultrasonic range instrument. The expected accuracies of the measured polar coordinates are in the range of 0.3 to 0.5 m. As shown in [Figure 2a](#f2-sensors-07-01559){ref-type="fig"} the position of each sample plot center is adjusted so that the measured single-tree positions best fit to the visual detectable tree positions in the ALS canopy height model (CHM) and that the measured tree heights best fit to the CHM heights. The relative positions of the single-trees within one sample plot are not changed during this co-registration. The CHM is calculated by subtracting the terrain model from the surface model \[[@b21-sensors-07-01559]\]. For the co-registration a maximum possible displacement of 15 m is assumed.

In this way the positions of 103 of the 143 available sample plots could be clearly co-registered to the ALS data. For the further analyses the calculated *v*~stem,fi~ of these clearly co-registered sample plots are used as reference data. Within the 103 sample plots 925 trees were measured, whereas the *dbhs* vary between 10 and 127 cm and the tree heights between 5.4 and 42.2 m. The distances of the trees from the sample plot centers vary between 0.5 and 24.5 m as shown in [Figure 2b](#f2-sensors-07-01559){ref-type="fig"}. The average distance is 7.6 m and the standard deviation is 4.2 m. A summary of the available forest inventory data is shown in [Table 1](#t1-sensors-07-01559){ref-type="table"}.

4.. Stem volume estimation
==========================

4.1.. Multiplicative stem volume model
--------------------------------------

The multiplicative regression model used for estimating stem volume \[[@b20-sensors-07-01559]\] requires as input the forest inventory data and different statistical quantities derived from first- and last-echo ALS data including mean values, coefficients of variation, percentiles of heights, and canopy densities for several height intervals. The calculations are based on circular sample plot areas, whereas different diameters are evaluated. The model is formulated as: $$Y = \beta_{0}\ h_{0,\text{f}}^{\beta_{1}}\ h_{10,\text{f}}^{\beta_{2}}\ldots\ h_{90,\text{f}}^{\beta_{10}}\ h_{0,1}^{\beta_{11}}\ h_{10,1}^{\beta_{12}}\ldots h_{90,1}^{\beta_{20}}\ h_{\text{mean},\text{f}}^{\beta_{21}}\ h_{\text{mean},1}^{\beta_{22}} \times \ h_{\text{cv},\text{f}}^{\beta_{23}}\ h_{\text{cv},1}^{\beta_{24}}\ d_{0,\text{f}}^{\beta_{25}}\ d_{1,\text{f}}^{\beta_{26}}\ldots\ d_{9,\text{f}}^{\beta_{34}}\ d_{0,1}^{\beta_{35}}\ d_{1,1}^{\beta_{36}}\ldots\ d_{9,1}^{\beta_{44}}$$where *Y* is the *v*~stem,fi~ in m^3^ha^-1^; *h*~0,f~, *h*~10,f~, ..., *h*~90,f~ are percentiles of the first-echo laser canopy heights for 0%, 10%, ..., 90% in m; *h*~0,1~, *h*~10,1~, ..., *h*~90,1~ are percentiles of the last-echo laser canopy heights for 0%, 10%, ..., 90% in m; *h*~mean,f~, *h*~mean,1~ are mean values of the first- and last-echo canopy heights in m; *h*~cv,f~, *h*~cv,1~ are coefficients of variation of the first- and last-echo canopy heights in percent. As suggested by Næsset \[[@b20-sensors-07-01559]\] and Nilson \[[@b32-sensors-07-01559]\] first- and last-echo returns with heights less than 2 m are classified as ground hits, stones, shrubs, etc., and therefore, the heights are set to zero; *d*~0,f~, *d*~1,f~, ..., *d*~9,f~ are cumulative canopy densities of first-echo laser points for the fraction no. 0, 1, ..., 9; *d*~0,1~, *d*~1,l~, ..., *d*~9,1~ are cumulative canopy densities of last-echo laser points for the fraction no. 0, 1, ..., 9. The 10 fractions are of equal height and are calculated by dividing the difference between the highest and the lowest (2 m) canopy height by 10. For each fraction no. 0, 1, ..., 9 (\> 2 m) the proportion of laser hits above the fraction limits to the total number of laser hits were calculated for both, first- and last-echo points. The model parameter of [Eq. (7)](#FD7){ref-type="disp-formula"} can be estimated with the linear form of the equation using logarithmic variables as shown in [Eq. (8)](#FD8){ref-type="disp-formula"}.

$$\ln Y = \ln\beta_{0} + \beta_{1}\ln h_{0,\text{f}} + \beta_{2}\ln h_{10,\text{f}} + \ldots + \beta_{10}\ln h_{90,\text{f}} + \beta_{11}\ln h_{0,1} + \beta_{12}\ln h_{10,1} + \ldots + \beta_{20}\ln h_{90,1} + \beta_{21}\ln h_{\text{mean},\text{f}} + \beta_{22}\ln h_{\text{mean},1} + \beta_{23}\ln h_{\text{cv},\text{f}} + \beta_{24}\ln h_{\text{cv},1} + \ldots + \beta_{25}\ln d_{0,\text{f}} + \beta_{26}\ln h_{1,\text{f}} + \ldots + \beta_{34}\ln h_{9,\text{f}} + \beta_{35}\ln d_{0,1} + \beta_{36}\ln h_{1,1} + \ldots + \beta_{44}\ln d_{9,1}$$

4.2.. Regression analyses
-------------------------

For the development of the final model stepwise multiple regression analyses is used. Starting with the regression equation, [Eq. (8)](#FD8){ref-type="disp-formula"}, including all independent variables, a backwards working approach is applied. In this approach variables are dropped out from the equation one at a time if the significance level of the partial F statistic is greater than 0.05. Finally, a co-linearity measure is used for selecting the final variable set, whereas only models whose condition number κ \< 30 are accepted. For the stepwise multiple regression analyses the open source software **R**[4](#fn4-sensors-07-01559){ref-type="fn"} is used.

4.3.. Correction of the logarithmic transformation bias
-------------------------------------------------------

For the multiple regression analysis the multiplicative model ([Eq. (7)](#FD7){ref-type="disp-formula"}) is transformed into a logarithmic scale ([Eq. (8)](#FD8){ref-type="disp-formula"}). This common procedure has the advantage that the complex multiplicative model can be expressed by a linear one. Thus, a simple least square method can be applied for estimating the model parameters. For the final prediction of the stem volume a conversion of the log-linear model parameters to the original untransformed scale is necessary. This procedure introduces a bias because large values are compressed on the logarithmic scale and thus tend to have less leverage than small ones \[[@b33-sensors-07-01559]\]. Thus, the bias is not an arithmetic constant but a constant fraction of the estimated value. In the current study the empirical ratio estimator (RE) approach developed by Snowdon \[[@b34-sensors-07-01559]\] is used for correcting the bias. As demonstrated by Snowdon \[[@b34-sensors-07-01559]\] this method is more reliable than corrections estimated from variance as for example described by Baskerville \[[@b35-sensors-07-01559]\] or Sprugel \[[@b36-sensors-07-01559]\]. The correction factor for the empirical ratio estimator is calculated as shown in [Eq. (9)](#FD9){ref-type="disp-formula"}.

$$RE = \sum\limits_{i = 1}^{n}v_{{\text{stem},\text{fi},}i}/\sum\limits_{i = 1}^{n}v_{{\text{stem},}i}$$where *RE* is the correction factor; v~stem,fi,~*~i~* are the observed values (stem volume calculated from the FI data) in m^3^ha^−1^; *v*~stem,~*~i~* are the predicted values (stem volume) in m^3^ha^−1^, retransformed back to the original untransformed scale without bias correction; and *n* is the number of sample plots. Finally, the bias corrected, predicted stem volumes are calculated by multiplying *v*~stem,~*~i~* with *RE*.

4.4.. Validation of the stem volume model
-----------------------------------------

Due to the variable sizes of the forest inventory sample plots the appropriate sample plot size to extract the ALS data is not known in advance. Therefore, several diameters are used and evaluated. The sample plot size, which leads to the highest accuracy, is used to analyze the effects of varying ALS properties.

As mentioned in section 2.2, the study area is covered by two ALS data sets with different point densities and acquisition times. The winter ALS data cover 92 and the summer ALS data cover 64 from the 103 forest inventory sample plots, which could clearly be co-registered. Within the overlapping area of the two data sets 52 forest inventory sample plots are available, which are used to analyses the effects of varying acquisition times. As the summer ALS data have a point density of 2.7 p/m^2^ a thinning of 66% is applied to reduce the density to those of the winter data (0.9 p/m^2^). Based on the sorted acquisition time the thinning is done by a systematic removal of points.

To understand the impact of different ALS point densities the original and the thinned data are analyzed for each acquisition time separately. Thus, the results can easily compared within each flight campaign as the flying height, the local incidence angles, the acquisition times, the sensor characteristics, and the used sample plots are similar for the original and the thinned data set.

For the validation of the calibrated models a cross-validation procedure is used, where for each step one observation is excluded for the calibration of the model. Since the model is fitted *n* times, where *n* is the number of observations, the prediction error for each excluded observation can be calculated. Finally, statistical parameters of the prediction errors can be calculated including the range, the mean, and the standard deviation of the errors.

5.. Results
===========

5.1.. Sample plot size
----------------------

For the determination of the appropriate sample plot size five different diameters (18 m, 20 m, 22 m, 24 m, and 26 m) were used. All co-registered sample plots (103) were used for the multiple regression analysis. The final models and statistical parameters of the derived results are shown in [Table 2](#t2-sensors-07-01559){ref-type="table"}.

A sample plot size with a diameter of 24 m leads to the highest coefficient of determination (R^2^ = 0.84) and to the lowest root mean square error (RMSE = 96.8 m^3^ha^−1^ corresponding to a relative error of 22.9%). The final model consists of three independent variables including *h*~0,f~, *h*~30,l~ and *d*~6,f~. The residuals derived from the cross-validation vary between -254.7 and 204.1 m^3^ha^-1^ and have a standard deviation of 100.0 m^3^ha^−1^.

5.2.. Effects of different ALS point densities and acquisition times
--------------------------------------------------------------------

The analysis of the effects of different point densities was done for all (103), the winter (92), the summer (64), and the 52 forest inventory sample plots located within the overlapping area of the two data sets separately. Based on the original and on the thinned ALS data sets a circular sample plot with a diameter of 24 m was used. The thinning of the ALS data sets leads to a minor decrease of R^2^ from 0.84 to 0.82 using all 103 FI sample plots and from 0.81 to 0.77 using only the 92 plots covered by the winter ALS data. For the 64 sample plots covered by the summer data no change of the R^2^ (R^2^=0.82) could be observed by thinning the point density of 66%. As it is summarized in [Table 3](#t3-sensors-07-01559){ref-type="table"} the RMSEs show inversely proportional tendencies and increase slightly for the thinned data from 96.8 to 104.4 m^3^ha^---1^ for all plots, from 110.4 to 117.5 m^3^ha^−1^ for the winter plots, and from 97.9 to 99.9 m^3^ha^−1^ for the summer plots. Also the standard deviations of the residuals increase from 100.0 to 106.7 m^3^ha^−1^ for all plots, from 114.8 to 122.7 m^3^ha^−1^ for the winter plots, and from 110.7 to 111.3 m^3^ha^−1^ for the summer plots.

To study the effects of different acquisition times the accuracies of the winter and the thinned summer data are compared. Only those 52 sample plots are used which are covered by the winter and the summer data simultaneously. The achieved R^2^ is higher for the thinned summer data than for the winter data and are 0.85 and 0.79 respectively. For the RMSE and the standard deviation of the residuals a decrease from the winter to the thinned summer data can be observed. The RMSE decreases from 108.2 to 93.3 m^3^ha^−1^ ([Figure 3](#f3-sensors-07-01559){ref-type="fig"}) and the standard deviation from 120.0 to 104.0 m^3^ha^−1^ as shown in [Table 3](#t3-sensors-07-01559){ref-type="table"}.

6.. Discussion
==============

6.1.. Stem volume model
-----------------------

The results of this study indicate that the multiplicative stem volume model can successfully be applied for a mountainous forest in Austria. The derived coefficient of determination (R^2^ = 0.84) is comparable with those derived from boreal forests (R^2^ = 0.83 -- 0.97) reported in Næsset \[[@b20-sensors-07-01559]\]. Furthermore, Næsset \[[@b20-sensors-07-01559]\] summarizes that the RMSE of the differences between estimated and ground reference values range from 32.9 to 67.8 m ^3^ha^-1^ (17.5 to 22.5%) which is comparable to 96.8 m^3^ha^−1^ (22.9%) derived in the current study. As shown in [Figure 3](#f3-sensors-07-01559){ref-type="fig"} the model fits best for sample plots with lower stem volumes. For higher volumes the model shows some underestimations and therefore, additional improvements would be advisable. A possible way to minimize this shortcoming is to stratify the reference FI plots into several predefined forest classes according to the tree age and site quality, as for example describe in Næsset \[[@b20-sensors-07-01559]\]. This approach requires a higher number of reference data, which consequently enhance the costs for field work. Furthermore, a stratification of the forest is required before the model can be applied. In several studies \[[@b37-sensors-07-01559]-[@b39-sensors-07-01559]\] it is demonstrated that the fusion of LiDAR data and optical remotely sensed data provides improved opportunities for such a forest stratification. Also full-waveform ALS data provide in addition to the geometric information physical quantities (e.g. amplitude, echo width, backscatter cross-section), which can be used for tree species classifications \[[@b40-sensors-07-01559]\].

For the operational application of this model it has to be considered that the variables derived from first- and last-echoes are known to change depending on different ALS system parameters. For example, Næsset \[[@b41-sensors-07-01559], [@b42-sensors-07-01559]\] found that the effects of different flying altitudes on estimated canopy heights and densities are more pronounced for last-echoes than for first-echoes. Similar to the final regression models published in Næsset \[[@b20-sensors-07-01559]\] the final models derived in this study also include variables calculated from both echo types. As already described in section 2.2 the difference between the minimum and the maximum flying heights above ground is about 1,350 m, which is quite large compared to 272 to 535 m used for the studies described in Næsset \[[@b20-sensors-07-01559]\]. These high variations in the flying heights could also explain the slightly lower accuracies derived over this mountainous region.

Concerning the effects of varying ALS point densities this study shows that for each ALS data set an individual model can successfully be fitted as summarized in [Table 3](#t3-sensors-07-01559){ref-type="table"}. This is confirmed by the small differences of the derived root mean square errors for the original and the thinned winter and summer data. To guarantee that only the point density influences the results, only those sample plots were used, which are located in the overlapping area between winter and summer ALS data. Even tough the differences of the derived root mean square errors between the original and the thinned winter and summer data are small, it was observed that the increase of the RMSE (ΔRMSE = 5.1 m^3^ha^−1^) with decreasing point densities from 0.9 to 0.3 p/m^2^ is slightly higher than those (ΔRMSE = 2.4 m^3^ha^−1^) from 2.7 to 0.9 p/m^2^ ([Table 3](#t3-sensors-07-01559){ref-type="table"}).

Concerning the different acquisition times the results derived from the winter and the thinned summer data were compared. While similar R^2^s were derived, the differences of the RMSEs, and the standard deviation of the residuals derived from the cross-validation are relatively large and are 14.9 m^3^ha^−1^ and 16.0 m^3^ha^-1^ respectively as can be seen in [Table 3](#t3-sensors-07-01559){ref-type="table"}. For example Gaveau and Hill \[[@b43-sensors-07-01559]\] and Hollaus et al. \[[@b21-sensors-07-01559]\] found that even for coniferous forest the penetration rate of laser pulses to the terrain surface is slightly higher for winter than for summer conditions. Therefore, the summer ALS data provide a higher percentage of canopy points than winter data, which can explain the observed differences for the investigated coniferous forest. A further reason for the varying results could be related to the different sets of the final independent variables derived from the regression analyses ([Table 3](#t3-sensors-07-01559){ref-type="table"}). Finally, differences in the derived ALS parameters can occur due to the seasonal variation of the undergrowth, which influences the DTM accuracy and therefore the accuracy of the canopy heights \[[@b44-sensors-07-01559]\].

6.2.. Forest inventory data
---------------------------

Due to geometric discrepancies between the forest inventory plots and the ALS data a manual co-registration was applied. About two-thirds of the available sample plots could clearly be co-registered to the ALS data. The relative high number of remaining sample plots (*n* = 40) can be explained by the defined maximal displacements of 15 m. If one would extend the possible displacements ambiguous results can occur. For future applications an improved determination of the sample plot center coordinates (e.g. using dGPS, etc.) is recommended.

Even though the sample plot areas of the forest inventory data were variable, the statistically calculated stem volumes in m^3^ha^−1^ could be used for the calibration of the stem volume models. As summarized in [Table 2](#t2-sensors-07-01559){ref-type="table"} the influence of the used sample plot size to the achievable accuracies is small.

A critical point of the used forest inventory data is the use of tree height (*h*) / diameter at breast height (*dbh*) curves to compute the heights of those trees whose heights were not measured in the field. As describe in section 2.4 for each sample plot a *h*/*dbh* curve is calibrated based on the measured *h* and *dbh* of the tree with the median *dbh* and the remaining tree heights were computed based on the calibrated model. A detailed accuracy analysis could not be done due to the missing reference data. Therefore, it is assumed that the calculated stem volumes compensate the uncertainties of the individual tree height calculations by averaging the under- and overestimations. This assumption could be confirmed by the high accuracies that were achieved.

The used forest inventory data do not include trees with a *dbh* less than 10 cm, corresponding to tree heights less than approximately 5.6 m. Due to the high average stem volume quantities of the current test site (∽473 m^3^ha^−1^) the lack of these trees has a minor influence on the calculated stem volumes. Apart from the estimation of the commercial useable timber volume, which is represented by the forest inventory data, the estimation of the real biological available stem volume should consider also trees with a *dbh* less than 10 cm.

7.. Conclusions
===============

The technique of airborne laser scanning has reached the maturity to be of use for large-scale mapping of structural forest parameters in alpine environments. By combing the ALS derived 3D point cloud with forest inventory data in the multiplicative regression model approach used by Næsset \[[@b20-sensors-07-01559]\] it has been possible to map forest stem volume in a 128 km^2^ large area. The validation showed that R^2^ is 0.84 and RMSE 96.8 m^3^ha^−1^ (22.9%), which is comparable to results derived for boreal forests. The good results obtained in this study offer an operational perspective for the use of ALS data in the Austrian forest inventory, considering that both the ALS and inventory data were collected as part of routine data collection activities. In that respect it is also important that the accuracy of the method decreased only slightly when the laser point density on the ground was decreased from 2.7 to 0.3 points per m^2^.

Future research will address the question if and how this method can be transferred to other forest ecosystems in Austria using data from the national forest inventory. The Austrian national forest inventory is carried out regularly with a time interval of six to eight years. Today, more than 170 attributes are assessed, which provide information on quantity, quality and trends of the Austrian forests \[[@b45-sensors-07-01559]\]. The challenge will be to match ALS data acquired with different sensors and flight parameters with forest inventory data collected at permanent sample plots, which are systematically distributed in a 3.89 km grid over the entire country.

Also, we plan to investigate the benefits of ALS systems that record the echo intensity or the complete echo waveform \[[@b46-sensors-07-01559]\] for forestry applications. Initial research results indicate that the intensity and waveform data may be useful for classifying coniferous and deciduous tress \[[@b40-sensors-07-01559], [@b47-sensors-07-01559]\] and for improving the separation of vegetation and terrain echoes \[[@b7-sensors-07-01559]\]. However, much research, e.g. on the calibration of the intensity data \[[@b48-sensors-07-01559], [@b49-sensors-07-01559]\], still remains to be done before these data can be considered for operational forest applications.
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![The location of the study area Montafon in the western part of the Austrian Alps. The left image shows the flight paths for the airborne laser scanner acquisition during the summer and the winter campaign, overlain over the shaded terrain model. The right image shows the location of the forest inventory plots overlain over the shaded terrain model with highlighted forested areas.](sensors-07-01559f1){#f1-sensors-07-01559}

![a) Co-registration of the FI sample plots to the ALS data. The center coordinates of each sample plot have been adapted, that the measured single tree positions fit best to the visually detectable tree positions in the ALS canopy height model and that the measured tree height fit best to the height extracted from the canopy height model. b) Distribution of distances of all 925 measured single trees from 103 FI sample plot centers.](sensors-07-01559f2){#f2-sensors-07-01559}

![Scatter plots of stem volumes from ALS data versus forest inventory data. The analyses were based on the 52 forest inventory sample plots covered by the winter and the summer ALS data.](sensors-07-01559f3){#f3-sensors-07-01559}

###### 

Summary of forest inventory data. The calculations of the shown values are based on mean values per plot as well as on parameters measured on single trees. The statistics are calculated from all available forest inventory plots and only from those plots which could clearly be co-registered to the ALS data. The shown statistics of the winter (W), summer (S) and winter & summer (W&S) data are based on the co-registered sample plots.

  Variable                                         Data               MIN       MAX       MEAN    SD
  ------------------------------------------------ ------------------ --------- --------- ------- -------
  Diameter at breast height \[cm\]                 All: 1,373 trees   10.0      127.0     48.2    18.5
  Co-registered: 925 trees                         10.0               127.0     47.6      18.8    
   - W: 853 trees                                  10.0               127.0     46.8      18.9    
   - S: 559 trees                                  10.0               127.0     51.1      18.8    
   -W&S: 485 trees                                 10.0               127.0     50.0      19.1    
                                                                                                  
  Tree height \[m\]                                All: 1,373 trees   5.4       43.8      27.7    6.8
  Co-registered: 925 trees                         5.4                42.2      27.0      6.8     
   - W: 853 trees                                  5.4                42.2      27.1      7.0     
   - S: 559 trees                                  7.0                42.2      27.7      6.6     
   -W&S: 485 trees                                 7.0                42.2      28.1      6.8     
                                                                                                  
  Number of trees per plot                         All: 143 plots     1         29        9.8     5.4
  Co-registered: 103 plots                         1                  22        8.8       4.6     
   - W: 92 plots                                   1                  22        9.3       4.6     
   - S: 64 plots                                   1                  22        8.7       4.3     
   -W&S: 52 plots                                  1                  22        9.3       4.4     
                                                                                                  
  Number of trees per ha                           All: 143 plots     8         1,876     414     392
  Co-registered: 103 plots                         11                 1,876     393       395     
   - W: 92 plots                                   11                 1,876     429       406     
   - S: 64 plots                                   11                 1,602     309       316     
   -W&S: 52 plots                                  18                 1,602     352       335     
                                                                                                  
  Mean diameter at breast height per plot \[cm\]   All: 143 plots     11.0      78.0      49.0    14.0
  Co-registered: 103 plots                         11.0               77.3      48.5      14.1    
   - W: 92 plots                                   11.0               77.3      47.7      14.3    
   - S: 64 plots                                   21.0               77.3      51.9      13.6    
   -W&S: 52 plots                                  21.0               77.3      51.3      13.9    
                                                                                                  
  Mean tree height per plot \[cm\]                 All: 143 plots     6.0       42.1      26.9    6.5
  Co-registered: 103 plots                         9.5                38.6      26.2      6.4     
   - W: 92 plots                                   9.5                38.6      26.6      6.5     
   - S: 64 plots                                   11.3               38.0      27.1      6.1     
   -W&S: 52 plots                                  11.3               38.0      27.7      6.2     
                                                                                                  
  Calculated stem volume \[m^3^ ha^-1^\]           All: 143 plots     10.7      1,398.0   472.8   293.8
  Co-registered: 103 plots                         15.7               1,137.7   423.4     239.0   
   - W: 92 plots                                   15.7               1,137.7   440.2     241.9   
   - S: 64 plots                                   23.0               1,137.7   415.9     230.0   
   -W&S: 52 plots                                  27.0               1,137.7   446,6     231.9   

###### 

Evaluation of the appropriate sample plot size. Shown are the final models, the condition numbers (κ), the bias correction factors (RE), the coefficients of determinations (R^2^), the root mean square errors (RMSE) between estimated and ground reference values and the results of the cross-validation (MIN, MAX, MEAN, and SD) for each sample plot size. The calculations were done using all (103) sample plots.

  Sample plot size                                          Parameter                                                                                                                                                                                                                                                                                                                                                                                            
  --------------------------------------------------------- ---------------------------------------------------------------------------------------------- ----------------------------------------------------------- ---------------------------------------------------------- --------------------------------------------------------- ---------------------------------------------------------- --------------------------------------------------------- --------------------------------------------------------
  Ø18 m                                                     ln*v*~stem,fi~ = 4.861837 - 0.419251 ln*h*~10,l~ + 0.857076 ln*d*~6,f~ - 0.123035 ln*d*~9,l~                                                                                                                                                                                                                                                                                                         
  19.9                                                      1.025544                                                                                       0.84[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}       0.354[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -1.151[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   1.442[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     0.000[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}    0.376[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}
  0.83[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   101.4[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                       -253.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   267.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   0.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}    104.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                                             
  Ø20 m                                                     ln*v*~stem,fi~ = 3.178314 - 0.027323 ln*d*~2,f~ + 0.262734 ln*d*~7,f~ + 0.526734 ln*d*~6,l~                                                                                                                                                                                                                                                                                                          
  29.0                                                      1.039258                                                                                       0.81[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}       0.379[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -1.612[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   1.397[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     0.001[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}    0.410[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}
  0.82[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   101.5[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                       -264.9[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   291.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   -0.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   105.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                                             
  Ø22 m                                                     ln*v*~stem,fi~ = 3.090095 - 0.031669 ln*d*,~2f~ + 0.609494 ln*d*~6,f~ + 0.204359 ln*d*~7,l~                                                                                                                                                                                                                                                                                                          
  29.0                                                      1.033626                                                                                       0.83[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}       0.361[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -1.794[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   1.088[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     0.001[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}    0.385[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}
  0.83[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   99.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                        -255.2[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   272.3[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   0.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}    102.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                                             
  Ø24 m                                                     ln*v*~stem,fi~ = 4.662327 - 0.901615 ln*h*~0,f~ + 0.523643 ln*h*~30,l~ + 0.812855 ln*d*~6,f~                                                                                                                                                                                                                                                                                                         
  27.2                                                      1.017166                                                                                       0.85[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}       0.343[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -1.773[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   0.936[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -0.002[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   0.365[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}
  0.84[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   96.8[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                        -254.7[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   204.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   -0.3[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   100.0[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                                             
  Ø26 m                                                     ln*v*~stem,fi~ = 4.662327 - 0.901615 ln*h*~0,l~ + 0.523643 ln*h*~40,l~ + 0.812855 ln*d*~6,f~                                                                                                                                                                                                                                                                                                         
  24.5                                                      1.019927                                                                                       0.84[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}       0.355[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -1.908[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   0.767[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}     -0.001[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}   0.375[\*](#tfn1-sensors-07-01559){ref-type="table-fn"}
  0.82[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   103.9[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                       -338.4[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   282.1[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   -0.3[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}   107.5[\*\*](#tfn2-sensors-07-01559){ref-type="table-fn"}                                                             

The values are calculated in the logarithmic scale. The quantities in the logarithmic scale are dimensionless.

The values are calculated in the arithmetic scale. The bias was corrected using a ratio estimator \[[@b34-sensors-07-01559]\].

###### 

Effects of different ALS densities and acquisition times. Shown are the derived coefficients of determinations (R^2^), the root mean square errors (RMSE) between estimated and ground reference values and the condition numbers (κ). Furthermore, the statistics of the residuals (MIN, MAX, MEAN, and SD) derived from the cross-validation are shown. The calculations were done using all (A), the winter (W), the summer (S), and the winter & summer (W&S) data corresponding to 103, 92, 64, and 52 sample plots. The calculations were done based on the original ALS points and on the thinned (percentage of thinning was 66%; data sets.

  Time
  ----------------------------
  Percentage of thinning: 0%

The values are calculated in the logarithmic scale. The quantities in the logarithmic scale are dimensionless.

The values are calculated in the arithmetic scale. The bias was corrected using a ratio estimator \[[@b34-sensors-07-01559]\].
