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Re´sume´ – A part dans quelques cas particuliers (mode`les a` espace d’e´tat fini, mode`les d’e´tat line´aires gaussiens), l’estimation
de parame`tres au sens du maximum de vraisemblance dans les mode`les de Markov cache´s est une taˆche difficile. La possibilite´
d’utiliser les techniques de Monte Carlo se´quentielles (dites e´galement de filtrage particulaire) a` cette fin semble naturelle mais
n’a, a` ce jour, pas trouve´ de concre´tisation re´ellement convaincante. Dans cette communication, nous de´taillons les liens entre
l’estimation au sens du maximum de vraisemblance et la taˆche de lissage de fonctionnelles additives de l’e´tat cache´. Nous proposons
une solution simple permettant d’accroˆıtre la fiabilite´ des estimateurs en utilisant les proprie´te´s d’oubli du filtre exact.
Abstract – Apart from a few specific cases (finite state space models, linear Gaussian state-space models), maximum likelihood
parameter estimation in hidden Markov models is a difficult task. Using sequential Monte Carlo (or particle filtering) techniques
for this task sounds appealing but is faced with some difficulties. In this contribution, we show that several recently proposed
methods share the common feature of requiring the approximation of the expectation of a sum functional of the hidden states,
conditionally on all the available observations. We propose a robustification of the basic particle estimator which is based on
forgetting ideas.
1 Introduction
Les mode`les de Markov cache´s forment une classe suffi-
samment flexible pour avoir donne´ lieu a` des applications
tre`s significatives dans des domaines aussi varie´s que le
traitement de la parole, la bioinformatique, la poursuite
et la localisation, la vision, les finances quantitatives, etc.
[1] Les me´thodes de Monte Carlo se´quentielles (ou de fil-
trage particulaire) constituent un outil important dans ce
cadre car elles forment la seule approche ve´ritablement
ge´ne´rique permettant d’approximer nume´riquement les re-
lations de filtrage de`s que l’on sort de cas spe´cifiques comme
les mode`les a` e´tat fini ou les mode`les d’e´tats line´aires gaus-
siens [2].
Paradoxalement, la question de l’estimation de parame`-
tres fixes du mode`le a` l’aide des simulations obtenues par
filtrage particulaire reste un proble`me difficile. Une des
explications en est sans aucun doute le fait que bien que
la log-vraisemblance des observations soit facilement esti-
mable a` l’aide du syste`me de particules [3, 4], cette possibi-
lite´ ne re´sout pas re´ellement la question de l’optimisation
de la vraisemblance. En particulier, l’approximation de
la log-vraisemblance n’est jamais re´gulie`re (vis-a`-vis des
variations des parame`tres) de`s lors qu’on proce`de a` des
re´e´chantillonnages [3], or on sait que le re´e´chantillonnage
est un e´le´ment crucial pour garantir la stabilite´ des tech-
niques de Monte Carlo se´quentielles [1, 5].
Le but de cette contribution est de discuter la fac¸on dont
on peut, a` l’aide de techniques de filtrage particulaire, ap-
proximer les quantite´s ne´cessaires a` l’infe´rence statistique,
qu’il s’agisse de la quantite´ interme´diaire de l’algorithme
EM (Expectation-Maximization) ou du gradient de la log-
vraisemblance (fonction de score). Pour dissiper tout mal-
entendu, soulignons que nous ne nous inte´ressons pas ici
a` l’estimation re´cursive au sens, par exemple, de [6] meˆme
s’il est clair qu’eˆtre capable d’approximer re´cursivement
les quantite´s d’inte´reˆt pour l’infe´rence constitue effective-
ment un premier pas dans cette direction.
2 Notations et de´finitions
Nous commenc¸ons par de´finir formellement le mode`le
de Markov cache´ :
1. {Xk}k≥0 est markovien de loi initiale ν et de noyau
de transition (on ne travaille ici qu’avec des densite´s
de probabilite´) q tels que E[f(X0)] =
∫
f(x) ν(x)dx
et E[f(Xn)|X0:n−1] =
∫
f(x) q(Xn−1, x)dx, pour tou-
te fonction f ; X0:n−1 est notre notation simplifie´e
pour de´signer l’ensemble des variables conse´cutives
X0, . . . , Xn−1.
2. {Yk}k≥0 est conditionnellement inde´pendant sachant
{Xk}k≥0 de telle fac¸on que
E
[
n∏
k=0
fk(Yk)
∣∣∣∣∣X0:n
]
=
n∏
k=0
∫
fk(y) g(Xk, y)dy
pour toutes fonctions f0, . . . , fn ; g est dite fonction
de vraisemblance conditionnelle et dans la suite nous
conside´rons toujours sa de´pendance en son premier
argument en e´crivant gk(x) plutoˆt que g(x, Yk).
En utilisant la re`gle de Bayes, on ve´rifie directement que
la densite´ jointe de lissage (loi de X0:n sachant Y0:n) est
donne´e par
φ0:n|n(x0:n) = L−1n ν(x0)g0(x0)
n∏
k=1
q(xk−1, xk)gk(xk) (1)
ou` le facteur de normalisation Ln est la vraisemblance des
observations Y0:n. A partir de (1) on obtient aise´ment une
formulation re´cursive (en n)
φ0:n|n(x0:n) =
c−1n φ0:n−1|n−1(x0:n−1)q(xn−1, xn)gn(xn) (2)
ou` cn = Ln/Ln−1. Au vu de (2), le facteur de normalisa-
tion cn peut e´galement s’e´crire
cn =∫∫
φn−1|n−1(xn−1)q(xn−1, xn)gn(xn)dxn−1dxn (3)
ou` φn|n de´signe la loi marginale de filtrage (densite´ de
probabilite´ de Xn sachant Y0:n). Cette relation associe´e a`
l’identite´
`n
def= log Ln =
n∑
k=0
log ck (4)
montre que l’e´valuation de la log-vraisemblance est, pour
les mode`les de Markov cache´s, un sous-produit des rela-
tions de filtrage.
Le filtrage particulaire approxime (2) a` l’aide du me´ca-
nisme de simulation suivant :
– Initialement, on tire N particules {ξi0}1≤i≤N sous une
loi commune ρ0 et l’on calcule les poids d’importance
ωi0 = ν(ξ
i
0)g0(ξ
i
0)/ρ0(ξ
i
0).
– Par la suite, ξik+1 est simule´ a` l’aide d’un noyau de
transition r(ξik, ·) et les poids sont mis a` jour selon
ωik+1 = ω
i
kq(ξ
i
k, ξ
i
k+1)gk+1(ξ
i
k+1)/r(ξ
i
k, ξ
i
k+1). La tra-
jectoire de la ie`me particule est simplement prolonge´e
par ξi0:k+1 = (ξ
i
0:k, ξ
i
k+1).
– Le re´e´chantillonnage consiste a` normaliser les poids
par leur somme de telle fac¸on que
∑N
i=1 ω
i
k = 1 puis a`
tirer des indices I1k , . . . , I
N
k dans l’ensemble {1, . . . , N}
tels que E(#{1 ≤ j ≤ N : Ijk = i0}) = Nωi0k . Les
poids redeviennent alors tous e´gaux et la je`me tra-
jectoire est mise a` jour par recopie : ξj0:k = ξ
Ijk
0:k.
Du fait de ce re´e´chantillonnage, la notation ξik devient
ambigue¨ et on utilise la notation ξi0:k(l) pour de´signer le
point d’indice l dans la ie`me trajectoire finissant en k ;
pour ξi0:k(k) on conserve cependant la notation ξ
i
k. L’esti-
mateur
N∑
i=1
ωik∑N
j=1 ω
j
k
f(ξi0:k) (5)
constitue une approximation de E [f(X0:k) |Y0:k] pour tou-
te fonction f .
Par rapport a` d’autres techniques plus classiques d’ap-
proximation des relations de filtrage non-line´aires, comme
l’EKF (Extended Kalman Filter) ou l’UKF (Unscented
Kalman Filter) [7], l’inte´reˆt du filtrage particulaire est
qu’il est possible de montrer que (5) est une estimation
consistante lorsque le nombre N de particules augmente.
Le re´e´chantillonnage joue un roˆle primordial pour garan-
tir que la me´thode ne de´ge´ne`re pas lorsque le nombre n
d’observations augmente [1, 2, 5]. Il complique ne´anmoins
significativement l’analyse the´orique de la me´thode en ren-
dant les trajectoires de particules de´pendantes.
3 Estimation au sens du maximum
de vraisemblance
Du point de vue des principes, la remarque importante
est ici que la de´termination de l’estimateur du maximum
de vraisemblance prend ne´cessairement la forme d’un al-
gorithme ite´ratif dans lequel l’e´tape cle´ revient a` calculer
(ou, a` de´faut, approximer) une quantite´ de la forme
τn = E
[
n−1∑
k=0
sk(Xk, Xk+1)
∣∣∣∣∣Y0:n
]
(6)
ou` s0, . . . , sn sont des fonctions bien choisies1.
Dans le cas de l’algorithme EM l’affirmation pre´ce´dente
provient simplement de la forme Markovienne de la loi
jointe donne´e par (1), au facteur de normalisation Ln pre`s.
Ainsi la quantite´ interme´diaire de l’algorithme EM s’e´crit
E
[
n−1∑
k=0
sk(Xk, Xk+1 ; θ)
∣∣∣∣∣Y0:n ; θ′
]
(7)
avec
sk(xk, xk+1 ; θ) = (8){
log [ν(x0 ; θ)g0(x0 ; θ)q(x0, x1 ; θ)g1(x1 ; θ)] si k = 0
log [q(xk, xk+1 ; θ)gk+1(xk+1 ; θ)] sinon
Notons que dans les expression ci-dessus, on fait figurer
explicitement la de´pendance des diffe´rentes quantite´s vis
a` vis du parame`tre θ et de la valeur courante θ′ de ce
dernier pour e´viter l’ambigu¨ıte´.
On peut e´galement songer a` utiliser un algorithme d’op-
timisation ite´rative directe de la log-vraisemblance sans
passer par l’interme´diaire de´fini en (7) ci-dessus. Sauf dans
les cas tre`s simples, il est dans ce cas ne´cessaire d’e´valuer le
gradient de la log-vraisemblance pour garantir une conver-
gence raisonnablement rapide de l’optimisation (l’alterna-
tive consistant a` utiliser une me´thode reposant unique-
ment sur l’e´valuation de la log-vraisemblance–me´thode qui
devient de plus difficile a` envisager lorsque l’e´valuation de
la log-vraisemblance est entache´e d’erreurs Monte Carlo).
La relation dite de Fisher indique que le gradient de la
log-vraisemblance s’e´crit
E
[
n−1∑
k=0
∇θsk(Xk, Xk+1 ; θ)
∣∣∣∣∣Y0:n ; θ
]
(9)
ou` ∇θ de´signe la de´rivation par rapport a` θ et les sk sont
les fonctions de´finies en (8). Il existe manifestement une
autre approche, plus directe, qui permet de de´terminer
le gradient de la log-vraisemblance consistant a` de´river
la repre´sentation (3)–(4) par rapport au parame`tre θ. On
obtient alors une forme re´cursive du gradient de la log-
vraisemblance dite des “e´quations de sensibilite´” [10]. On
peut toutefois montrer que ces e´quations de sensibilite´
sont e´quivalentes a` une re´e´criture re´cursive de (9) [1, 11].
1Une exception importante est le cas de la me´thode du rapport de
vraisemblance simule´ de [8] qui toutefois ne re´sout pas explicitement
le proble`me de l’optimisation. De surcroˆıt, les re´sultats obtenus par
cette approche sont peu fiables en pratique pour les raisons expose´es
dans [9].
Ainsi si l’on excepte la question de la reformulation
re´cursive, dont on verra ci-dessous qu’elle est traite´e de
fac¸on tre`s intuitive dans le cadre de l’approximation par-
ticulaire, (9) correspond bien a` la forme prise par le gra-
dient de la log-vraisemblance dans le mode`le de Markov
cache´.
4 Approximation particulaire
La taˆche qui nous est fixe´e consiste donc a` approximer
des expressions de la forme ge´ne´rique (6) dans le contexte
des me´thodes de Monte Carlo se´quentielles. L’approxima-
tion naturelle de (6) a` partir du syste`me de particules
consiste, cf. (5), a` utiliser l’estimateur
τˆNn =
N∑
i=1
ωin∑N
j=1 ω
j
n
n−1∑
k=0
sk
[
ξi0:n(k), ξ
i
0:n(k + 1)
]
(10)
dont on constate facilement qu’il peut se calculer re´cursi-
vement (et avec une capacite´ de stockage fixe, inde´pendan-
te de l’horizon n) en stockant pour chaque trajectoire i
(1 ≤ i ≤ N) non seulement la position finale ξin et le
poids trajectoriel ωin mais e´galement l’e´valuation cumule´e
de la fonctionnelle d’inte´reˆt le long de la trajectoire
γin =
n−1∑
k=0
sk
[
ξi0:n(k), ξ
i
0:n(k + 1)
]
Pour des choix particuliers de {sk}k≥0 (cf. discussion dans
la section pre´ce´dente), on retrouve en proce´dant de cette
fac¸on les algorithmes d’approximation particulaire pro-
pose´s dans [12, 13, 14].
De fac¸on, pour l’instant, empirique, nous avons constate´
en expe´rimentant avec cette approche sur plusieurs type
de mode`les qu’une modification assez simple de (10) per-
mettait d’obtenir un estimateur de (6) nettement plus
fiable. Cette modification consiste a` viser non pas (6) mais
τ δn = E
[
n−1∑
k=0
sk (Xk, Xk+1)
∣∣∣∣∣Y0:(k+δ)∧n
]
(11)
qui sera approxime´ par
τˆ δ,Nn =
N∑
i=1
ωin∑N
j=1 ω
j
n
(12)
n∑
k=0
sk
[
ξi0:(k+δ)∧n(k), ξ
i
0:(k+δ)∧n(k + 1)
]
ou` a ∧ b de´signe le minimum de a et de b et δ est un
de´lai. Comme dans le cas de (10), on ve´rifie aise´ment que
(12) peut eˆtre mis a` jour re´cursivement en stockant un
“cache” de l’histoire re´cente des trajectoires de particules
{ξi0:n(n−δ+1 : n)}1≤i≤n ainsi que la contribution cumule´e
des termes destine´s a` ne plus eˆtre mis a` jour :
n−δ∑
k=0
sk
[
ξi0:k+δ(k), ξ
i
0:k+δ(k + 1)
]
Cette ide´e de remplacer les lois de lissage par des lois de
lissage a` de´lai fixe (en anglais, “fixed-lag smoothing”) n’est
pas nouvelle [6]. Il est important toutefois de souligner
qu’elle est tre`s naturelle dans le cas de l’approximation
particulaire puisque l’examen des preuves existantes de la
stabilite´ (en le nombre d’e´chantillons n) des techniques
de filtrage particulaire montre que c’est pre´cise´ment ce
point (convergence rapide des lois de lissage a` de´lai fixe
vers les lois de lissage, lorsque le de´lai δ augmente) qui
joue un roˆle cle´ [1, 5]. En pratique, le choix de δ rele`ve
ve´ritablement d’un compromis de type biais/variance : si
δ est faible, il peut exister un biais important entre τˆ δ,Nn et
τn ; mais plus δ augmente plus la variabilite´ de τˆ δ,Nn croˆıt.
Nous illustrons ce point sur l’exemple conside´re´ dans le
chapitre 11 de [1].
5 Un exemple
L’exemple en question est celui du mode`le de volatilite´
stochastique utilise´ en e´conome´trie qui correspond a` une
repre´sentation d’e´tat dont l’e´quation d’observation est for-
tement non-line´aire :
Xk+1 = φXk + σUk , Uk ∼ N(0, 1)
Yk = β exp(Xk/2)Vk , Vk ∼ N(0, 1)
Nous conside´rons une se´rie d’observations de longueur 945
utilise´e classiquement dans la litte´rature pour laquelle la
valeur de l’estimateur du maximum de vraisemblance des
parame`tres a e´te´ e´value´ (nume´riquement) a` βˆ = 0.64, φˆ =
0.975, σˆ = 0.17.
Nous pre´sentons ci-apre`s les trajectoires d’ite´rations suc-
cessives de l’algorithme dit SEM (Stochastic EM) dans
lequel on alterne entre
– L’approximation de l’espe´rance conditionnelle de fonc-
tionnelles additives qui dans ce mode`le sont au nombre
de quatre :
t0(x0:n) = x20, t1(x0:n) =
n−1∑
k=0
x2k, t2(x0:n) =
n∑
k=1
x2k
t3(x0:n) =
n∑
k=1
xkxk−1, s4(x0:n) =
n∑
k=0
Y 2k exp(−xk)
– La re´estimation des parame`tres β, φ et σ a` partir des
estimations obtenues dans l’e´tape pre´ce´dente par une
formule qui correspond a` l’e´tape M de l’algorithme
EM.
On sait que cet algorithme (le SEM) n’est pas un algo-
rithme convergent, ceci-dit une modification assez simple
(le SAEM, pour Stochastic Approximation EM) permet
de garantir la convergence vers un point stationnaire de
la log-vraisemblance [1]. L’ide´e est ici simplement d’illus-
trer la variabilite´ due aux simulations qui se manifeste de
fac¸on plus visible avec l’algorithme SEM dans la mesure
ou` celui-ci ne comporte aucun effet de moyennage destine´
a` garantir la convergence ponctuelle.
On constate facilement en comparant les figures 1 et 2,
sur lesquelles on a superpose´ trois trajectoires inde´pen-
dantes pour donner une ide´e de la variabilite´, que l’utili-
sation de l’approximation a` de´lai fixe permet de re´duire
grandement la variance sans augmenter le biais de fac¸on
visible. Pour donner une ide´e du gain obtenu par cette
approche on a repre´sente´ sur la figure 3 l’analogue de la
figure 1 obtenu avec un nombre 10 fois supe´rieur de parti-
cules (c’est a` dire concre`tement un couˆt de calcul 10 fois
plus e´leve´). On constate que les figures 3 et 2 sont relative-
ment comparables ce qui montre que le gain obtenu dans
le cas de la figure 2 par utilisation de l’approximation a`
de´lai fixe est re´ellement tre`s significatif.
Pour les autres mode`les sur lesquels cette approche a
e´te´ mise en œuvre les gains obtenus sont du meˆme ordre
de grandeur. Il est inte´ressant de souligner que la forme
d’approximation avec oubli de´crite dans cette contribu-
tion est e´galement potentiellement plus simple a` e´tudier
d’un point de vue the´orique dans la mesure ou` elle n’im-
plique qu’une me´moire finie de l’historique du syste`me de
particules.
0.4
0.6
0.8
β
0.9
0.95
1
φ
0 100 200 300 400 500 600 700 800 900 1000
0.1
0.15
0.2
0.25
0.3
σ
Number of Iterations
Fig. 1 – Trois trajectoires superpose´es de l’algorithme
SEM avec N = 50 particules (parame`tres β, φ et σ de
haut en bas).
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Fig. 2 – Meˆme repre´sentation avec N = 50 particules et
en utilisant l’approximation a` de´lai fixe avec δ = 20.
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