Abstract. We interpret the five parameter family of Macdonald-Koornwinder polynomials as vector valued spherical functions on quantum Grassmannians.
Introduction
The representation theoretic construction of (quantum) conformal blocks in certain conformal field theories is closely related to harmonic analysis on (quantum) symmetric spaces of group type, see, e.g., [5] and [4] . A striking consequence is the interpretation of A-type Macdonald polynomials as vector valued spherical functions for the quantum analogue of the symmetric pair (U(n) × U(n), diag(U(n))) of group type on the one hand (see [3] ), and as quantum conformal blocks on the other hand (see [4] ). With these interpretations many properties of A-type Macdonald polynomials, such as the Macdonald-Ruijsenaars difference equations, quantum Khnizhnik-Zamolodchikov equations, dualities and orthogonality relations, obtain their natural representation theoretic and conformal field theoretic interpretations. In this paper we consider the harmonic analytic part of these constructions for the quantum analogues of the symmetric pair (U, K) = (U(2n), U(n) × U(n)). This leads to the interpretation of the five parameter family of Macdonald-Koornwinder polynomials as vector valued spherical functions.
In [22] the classical analogue of our main result was established. It yields the interpretation of BC-type Heckman-Opdam polynomials as the restriction to the maximal torus of regular vector valued functions
(with S nκ (C n ) the homogeneous polynomials of degree nκ) which transform under the left (respectively right) regular K-action on U according to the natural K-action on the image space (respectively the K-character det −κ 2 ⊗ det κ 2 for some κ 2 ∈ Z). In this paper we define a continuous one-parameter family of quantum analogues of the symmetric pair (U, K), following closely Letzter's [11] - [15] approach of constructing quantum symmetric pairs as coideal subalgebras. One may as well view this family of quantum symmetric pairs as a continuous one-parameter family of quantum analogues of the complex Grassmannian U/K. We proceed by defining the analogue of the Krepresentation Cdet −κ 1 
⊗S
nκ (C n )det κ 1 −κ for the associated coideal subalgebras. This allows us to define vector valued spherical functions for the one-parameter family of quantum symmetric pairs in essentially the same manner as in the classical case [22] , with the exception that we have now the additional freedom to choose different coideal subalgebras 1 for the transformation behaviour under the left and right regular action, respectively. We relate the resulting vector valued spherical functions, which now depend on two continuous and three discrete parameters, to the five parameter family of Macdonald-Koornwinder polynomials. The Macdonald-Koornwinder polynomials are Koornwinder's [10] extension of the BC-type Macdonald polynomials that contain all Macdonald polynomials of classical type as special cases.
The interpretation of the five parameter family of Macdonald-Koornwinder polynomials as vector valued spherical functions contains several known results as special cases. It entails the interpretation of a two parameter subfamily of Macdonald-Koornwinder polynomials as zonal spherical functions on quantum Grassmannians, which was established by Noumi, Sugitani and Dijkhuizen [19] (see also [2] ). This special case plays in fact an essential role in establishing our general result. In rank one we reobtain the interpretation of the four parameter family of Askey-Wilson polynomials as matrix coefficients of quantum sl (2) representations, established before by Koornwinder [9] (zonal case), and by Noumi and Mimachi [20] and Koelink [8] (general case).
The content of the paper is as follows. In §1 we give the main definitions and formulate the main result. In §2 we define the notion of expectation value for the quantum symmetric pairs under investigation and establish branching rules using deformation theory. In §3 we prove the zonal case by translating the main results of [19] to our setup. In §4 we generalize the Chevalley restriction theorem to the setup of vector valued spherical functions. Its description involves the vector valued spherical function of the smallest degree, which we call the ground state (in the zonal case the ground state is the unit). The restriction of the ground state to the quantum torus is computed explicitly in §5. In §6 we establish the quantum Schur orthogonality relations for the vector valued spherical functions and, combined with the results of previous sections, we establish the explicit interpretation of the Macdonald-Koornwinder polynomials as vector valued spherical functions.
The construction of expectation values in §2 and the dynamical quantum group interpretation of the rank one results in [25] hint at a natural interpretation of the MacdonaldKoornwinder polynomials as quantum conformal blocks. A more detailed study in this direction is subject of future research.
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Formulation of the main result
In this section we give definitions of the Macdonald-Koornwinder polynomials, the quantum symmetric pairs and the associated class of vector valued spherical functions, and we formulate the main result of the paper. We add insightful proofs of some of the intermediate results, but we postpone the more technical parts to later sections. We fix a positive integer n ≥ 1 and a deformation parameter 0 < q < 1 throughout the paper.
1.1. Macdonald-Koornwinder polynomials. Koornwinder [10] extended the definition of the Macdonald polynomials [17] associated to the non-reduced, irreducible root system BC n to a family of orthogonal polynomials depending, besides on the deformation parameter q, on five additional coupling parameters. This family of polynomials, known nowadays as Macdonald-Koornwinder polynomials, reduces for n = 1 to the celebrated, four parameter family of Askey-Wilson polynomials. In this subsection we recall their definition.
Denote Λ n for the lattice Z n and let Λ + n ⊂ Λ n be the set of partitions of length ≤ n. The dominance partial order on Λ n is defined by
µ i , j = 1, . . . , n.
The Weyl group W = S n ⋉ {±1} n of BC n , where S n is the symmetric group in n letters, acts on Λ n by permutations and sign changes. Each W -orbit in Λ n intersect Λ + n exactly once.
Let
n ] be the algebra of Laurent polynomials in n independent variables u k (1 ≤ k ≤ n), or, equivalently, the algebra of regular functions on the complex n-torus T C = (C * ) n . A basis of C[u ±1 ] is given by the monomials u λ = u W with respect to a particular scalar product on C[u ±1 ] W . The scalar product, which we define now first, depends on five additional coupling parameters a, b, c, d and t. It is defined in terms of an absolutely continuous measure with respect to the normalized Haar measure on the natural compact real form T = T n of T C = (C * ) n , where T is the unit circle in the complex plane. The corresponding weight function ∆ is most conveniently expressed in terms of the q-shifted factorial, (u i /u j , u i u j ; q) ∞ (tu i /u j , tu i u j ; q) ∞ .
Here (a 1 , . . . , a s ; q) k = s j=1 (a j ; q) k is a short-hand notation for products of q-shifted factorials. If a, b, c, d, t are real and (1.1) |a|, |b|, |c|, |d| < 1, 0 < t < 1, then ∆(u) is a positive continuous weight function on T . Under these assumptions, we can define the Macdonald-Koornwinder polynomials as follows, see [10] . is the Haar measure on T . We call P λ (u) the monic MacdonaldKoornwinder polynomial of degree λ ∈ Λ + n .
The theorem does not follow by a straightforward Gram-Schmidt type procedure since the dominance ordering is not a total ordening. The key tool in proving the theorem is an explicit self-adjoint difference operator which maps a symmetric monomial m λ to a linear combination of symmetric monomials m µ involving only degrees µ ≤ λ (see [10] ). In our set-up, the self-adjoint operator arises as the radial part of the quadratic Casimir element for the corresponding quantum symmetric pair (see [19, Thm. 3.3] ). Remark 1.2. Theorem 1.1 is also valid for generic values of the parameters a, b, c, d outside the region (1.1) after deforming the compact torus T in the definition of the orthogonality relations in a suitable way. In general one looses positivity of the weight function, but for suitable values of the parameters (still violating the condition that the modulus of all the four parameters a, b, c and d is less than one), one can reobtain a positive measure by shifting the deformed compact torus to T while picking up residues, see [24] .
1.2. The quantized universal enveloping algebra. We introduce here the notations for the quantized universal enveloping algebra of gl(m). For further details and standard facts, we refer to [21] and [18] .
In notations below we surpress the dependence on m ∈ Z >0 as much as possible. For most of our applications, m will be either 2n (in which case we write g for the Lie algebra gl(2n)), or m will be n (in which case we stick to the notation gl(n)). Let δ i,j be the usual Kronecker delta function (= 1 if i = j, and = 0 otherwise). The quantized universal enveloping algebra U q (gl(m)) is the unital algebra over C generated by K ±1 i (i = 1, . . . , m), x j , y j (j = 1, . . . , m − 1), subject to the relations
x i x j = x j x i and y i y j = y j y i when |i − j| ≥ 2,
The quantized universal enveloping algebra U q (gl(m)) is a Hopf * -algebra, with comultiplication
and * -structure
i . This * -structure corresponds classically to choosing the skew-hermitean matrices u(m) as (compact) real form of gl(m). We use the (modified) Sweedler notation ∆(X) = X 1 ⊗X 2 (X ∈ U q (g)) for the comultiplication.
1.3. The quantum analogues of the symmetric pair (gl(2n), gl(n)×gl(n)). The realization of a two parameter subfamily of the Macdonald-Koornwinder polynomials as zonal spherical functions on quantizations of the complex Grassmannian by Noumi, Dijkhuizen and Sugitani [19] , see also [2] , play a crucial role in the present paper. A one-parameter family of quantum Grassmannians is defined in [19] in terms of invariance properties with respect to an one-parameter family of two-sided coideals, which are analogues of the Lie subalgebra k = gl(n) × gl(n) ⊂ g = gl(2n). Although there is a natural way to define the analogue of the trivial representation of k to the coideal setup, this is no longer the case for other representations. To get a grip on the non-trivial representations, we replace the two-sided coideals by coideal subalgebras of U q (g), an idea which was suggested by Noumi [18] and developed in full generality in a series of papers [11] , [12] , [13] , [14] , [15] , [16] by Letzter. For the quantum symmetric pair (g, k) = (gl(2n), gl(n) × gl(n)) the coideal algebras have a particularly nice presentation in terms of generators and relations, closely resembling the relations of the Drinfeld-Jimbo quantized universal enveloping algebras (see [12] and [15] ).
One of the more technical parts of this paper is the translation of the results of Noumi, Dijkhuizen and Sugitani [19] in the language of right coideal algebras. Unfortunately, in doing so it turns out to be more convenient to work with a slightly modified version of Letzter's right coideal algebra. In this subsection we define the modified right coideal algebra for the symmetric pair (g, k), and we present some of its important properties.
be the standard orthonormal basis of the Euclidean space R 2n , ·, · and denote (i = 1, . . . , 2n) and β j (j = 1, . . . , 2n − 1) satisfying the relations
. . , 2n and j = 1, . . . , 2n − 1;
Observe that A becomes a * -algebra with * -structure defined by
. . , 2n and j = 1, . . . , 2n − 1.
for i ∈ {1, . . . , 2n} and j ∈ {1, . . . , 2n − 1} \ {n}, uniquely extends to an injective * -algebra homomorphism π σ : A → U q (g).
Proof. This is essentially [15, Thm. 7 .1] for the symmetric pair of type AIII (Case 2), see [15, §7] . More specifically, following the proof of [11, Lem. 2.2] one shows that the assignment (1.8) uniquely extends to a unital * -algebra homomorphism π σ : A → U q (g) for σ ∈ R. The injectivity of π σ follows by a straightforward modification of the proof of [11, Prop. 2.3] . Definition 1.5. Let σ ∈ R. We call (U q (g), A σ ) with A σ = π σ (A), a quantum analogue of the symmetric pair (g, k) = (gl(2n), gl(n) × gl(n)). We denote
. . , 2n} and j ∈ {1, . . . , 2n − 1} \ {n}) for the image of the generators of A under the embedding π σ .
We fix σ ∈ R once and for all, unless specified differently. The terminology in Definition 1.5 can formally be justified as follows, cf., e.g., [11, §3] . Taking the classical limit q → 1 of the (modified) generators of A σ gives for i ∈ {1, . . . , n} and j ∈ {1, . . . , 2n − 1} \ {n}, where E i,j ∈ g ⊂ U(g) is the matrix unit with a one in row i and column j, and zeroes elsewhere. The unital subalgebra A of U(g) generated by the classical limits (1.10) of the generators of A σ is independent of σ and isomorphic to the subalgebra U(k) ⊂ U(g). The isomorphism is induced by the inner automorphism Ad(g) of g, with g ∈ GL(2n; C) given explicitly by
In fact, the associated inner automorphism of U(g) preserves all classical generators (1.10) of A besides E n+1,n + E n,n+1 − σ1, which is mapped to E n,n − E n+1,n+1 − σ1. The classical isomorphism A ≃ U(k) via the inner automorphism Ad(g) has the following weak analogue on the quantum group level. Let U q (k) be the Hopf * -subalgebra of U q (g) generated by K ±1 i (i ∈ {1, . . . , 2n}) and x j , y j (j ∈ {1, . . . , 2n − 1} \ {n}). Denote
which has E n,n − E n+1,n+1 − σ1 as classical limit. Proposition 1.6. Let I ⊆ U q (k) be the two-sided * -ideal generated by x n−1 y n+1 . The assignment
for i ∈ {1, . . . , n} and j ∈ {1, . . . , 2n − 1} \ {n} uniquely extends to a * -algebra homomorphism
Proof. In view of Proposition 1.4, φ σ extends to an algebra homomorphism φ σ : A → U q (k)/I if φ σ respects the defining relations of A involving β n . This is a straighforward, but tedious computation. The * -ideal I plays only a role for the relations (1.6) for i = n−1 and relation (1.7) for i = n + 1 (which in turn are each others * -images). In U q (k) we have the relation
n+1 , which, modulo I, reduces to the φ σ -image of relation (1.6) for i = n − 1. The case i = n + 1 is checked similarly. It is clear that the algebra homomorphism φ σ respects the * -structure.
(n) , with B σ n given by (1.12). By [23] , there exists an invertible element
Explicitly, x σ can be given as formal infinite series by (1.13)
The element x σ is essentially Babelon's [1] vertex-IRF transformation, which leads to an interpretation of the parameter σ as a dynamical parameter in the sense of dynamical quantum groups, see [25] for a detailed discussion and further references. Note furthermore that conjugating by x σ fixes all other generators B j and C
±1 i
of A σ besides B n−1 and B n+1 .
Let E ⊂ A σ ⊂ U q (g) be the unital subalgebra generated by the σ-independent generators C ±1 i (i ∈ {1, . . . , 2n}) and B j (j ∈ {1, . . . , 2n − 1} \ {n}) of A σ . We end this subsection by proving that E is essentially the subalgebra U q (gl(n)), diagonally embedded in U q (g).
Throughout this paper we identify
as * -Hopf algebras, by identifying x j ⊗ 1, y j ⊗ 1 and
(respectively x n+j , y n+j and K ±1 n+i ) for j = 1, . . . , n − 1 and i = 1, . . . , n. Let ψ : U q (gl(n)) → U q (gl(n)) be the * -algebra isomorphism defined by
for j = 1, . . . , n − 1 and i = 1, . . . , n. Let ∆ op be the opposite comultiplication of U q (gl(n)).
Lemma 1.8. For j = 1, . . . , n − 1 and i = 1, . . . , n we have
Proof. The proof is straightforward.
Other crucial properties of the quantum symmetric pairs (U q (g), A σ ), such as the coideal property of A σ ⊂ U q (g), are discussed in later sections.
1.4. Representations. We discuss those aspects of the representation theory associated to the quantum symmetric pairs (U q (g), A σ ) which are relevant for the purposes of this paper. We start by recalling some standard facts on the finite dimensional representation theory of the quantized universal enveloping algebra U q (gl(m)). If no confusion can arise, we surpress in the following definitions the dependence on m as much as possible.
Zε i ≃ Z ×m be the rational character lattice of GL(m; C) and
We only consider finite dimensional left U q (gl(m))-modules M with weights in P m , i.e. we assume that M has weight decomposition
Any such finite dimensional U q (g)-module M is U q (g)-semisimple. The irreducible ones are the irreducible finite dimensional highest weight representations L λ of U q (gl(m)) with highest weight λ ∈ P
with the A-type dominance order on
There exists a scalar product ·, · λ on L λ , unique up to constant multiples, such that
Consequently, any finite dimensional U q (gl(m))-module M is * -unitarizable. Definition 1.9. We write M σ for a left U q (g)-module M, viewed as A σ -module by restriction of the action to the subalgebra A σ ⊂ U q (g).
Since A σ ⊂ U q (g) is * -invariant, we have the following result, cf., e.g., [13, Thm. 3.3] .
An abstract representation theory for A σ was developed by Letzter [13, §5-7] in the general context of quantum symmetric pairs. For our purposes it is more convenient to have concrete realizations of certain special A σ -representations. These special representations are constructed using the following corollary of Proposition 1.6. Corollary 1.11. Let V be a finite dimensional Hilbert space and let ρ :
Remark 1.12. With the conventions of Corollary 1.11 we can define a * -representation
The special role of ρ σ = ρ σ,σ follows from the fact that B σ n and B σ n are conjugate in U q (g) (cf. Remark 1.7) and from the fact that the formal classical limit of ρ σ = ρ σ,σ is equivalent to the formal classical limit of ρ via the isomorphism A ≃ U q (k) constructed in §1.3.
Here we have used the shorthand notation (κ m ) ∈ P + m for the m-tuple with all entries equal to κ. The representation map of V (κ, κ 1 ) will be denoted by ρ(κ, κ 1 ). Clearly there exists a scalar product on V (κ, κ 1 ), unique up to constant multiples, such that ρ(κ, κ 1 ) :
Thus we obtain a * -representation
by the previous corollary. To simplify notations, we denote
is the quantum analogue of the GL(n; C)-module
is the space of homogeneous polynomials on C n of degree m. This is precisely the U q (gl(n))-module which plays the crucial role in Etingof's and Kirillov's [3] theory on A-type Macdonald polynomials and generalized quantum group characters. The module L ((n−1)κ,(−κ) n−1 ) admits a concrete description (see, e.g., [3, §5] ) which can be directly lifted to V (κ, κ 1 ) σ , leading to the following result. 
. . , n and j = 1, . . . , n − 1, where we have used the convention that r m = 0 if m ∈ J κ . Lemma 1.13 implies that the common eigenspace
is one-dimensional and spanned by r (κ n ) .
The following lemma follows directly from Lemma 1.13.
-module by restricting the module structure to E ⊂ A σ and using the isomorphism
We end this subsection by formulating branching rules for the quantum symmetric pair (U q (g), A σ ). For the formulation it is convenient to define an injective map ♮ : Λ n → P 2n by
Observe that ♮ restricts to a map
, and that ♮ respects the dominance order, so µ
Proposition 1.15. Let κ 2 ∈ Z and κ, κ 1 ∈ Z ≥0 with −κ 1 ≤ κ 2 ≤ κ 1 , and set
For κ = κ 1 = κ 2 = 0, Proposition 1.15 states which of the simple, finite dimensional U q (g)-modules L λ are spherical with respect to A σ . This was proven for general quantum symmetric pairs in [13, Thm. 4.3] . This special case can also be derived from the results in [19] , see Lemma 3.5. The classical case (q = 1) of Proposition 1.15 was proven in [22] using the Littlewood-Richardson rule. Finally, for n = 1 (in which case the parameter κ is reduntant), Proposition 1.15 is due to Koornwinder [9] , who used q-special functions for the proof. The general proof of Proposition 1.15 is discussed in §2. Remark 1.16. In the remainder of the paper we always assume the conditions κ, κ 1 ∈ Z ≥0 and −κ 1 ≤ κ 2 ≤ κ 1 on the representation labels κ, κ 1 , κ 2 ∈ Z, and we use the short hand notation κ = (κ 1 , κ 2 , κ). There are three other parameter domains for κ for which similar results can be derived with only minor alterations, namely κ 1 , κ 2 ∈ Z, κ ∈ Z ≥0 satisfying κ 1 ∈ Z ≤0 and κ 1 ≤ κ 2 ≤ −κ 1 , or κ 2 ∈ Z ≥0 and −κ 2 ≤ κ 1 ≤ κ 2 , or κ 2 ∈ Z ≤0 and κ 2 ≤ κ 1 ≤ −κ 2 , compare with [8] for the special case n = 1 and with [22] for the classical case (q = 1).
1.5. Vector valued spherical functions. We write G = GL(2n; C) for the general linear group. The quantized algebra of regular functions
* is the span of the matrix coefficients of the irreducible
). The quantized function algebra C q [G] inherets from U q (g) the structure of a Hopf * -algebra. In particular, the
The left and right regular
The Peter-Weyl decomposition
with W (λ) the span of the matrix coefficients of L λ , is the irreducible decomposition of C q [G] as U q (g)-bimodule. For any vector space V , we may and will view elements
Recall the conventions and notations for the representation labels κ from Remark 1.16. We fix σ, τ ∈ R once and for all, unless specified differently. In the following definition we identify V (κ 2 ) σ ≃ C as vector spaces and view ρ(κ 2 ) σ as character of A σ .
We denote by F σ,τ κ the space of vector valued spherical functions.
By standard arguments (compare, e.g., with [22] for the classical setup, and with Lemma 4.1), we obtain the following corollary of Lemma 1.10 and Proposition 1.15. 
We call a function 0 = f ∈ F σ,τ κ (µ) an elementary vector valued spherical function of degree µ ∈ Λ + n . We consider now the restriction of vector valued spherical functions to the commutative subalgebra U 0 ⊂ U q (g) generated by the group-like elements K ±1 j (j = 1, . . . , 2n). Denote
which form a linear basis of U 0 , and define δ = δ 2n ∈ P
] be the algebra of Laurent polynomials in 2n variables z 1 , . . . , z 2n .
where
The resulting linear map
We define elements
and we write
] for the subalgebra generated by the u
the one-dimensional vector space V (κ, κ 1 ) τ with C, the restriction map thus gives rise to a linear map
κ . For i = 1, . . . , n and X ∈ U 0 we compute
The following main result of this paper gives a representation theoretic interpretation of the full five parameter family of Macdonald-Koornwinder polynomials (with two parameters continuous, and three parameters discrete).
(ii) We have
for some nonzero constant D.
Remark 1.22. In the special case n = 1 Theorem 1.21 gives a representation theoretic interpretation of the Askey-Wilson polynomials, which is in accordance with the results from [9] , [20] and [8] . The classical case (q = 1) of Theorem 1.21 was proven in [22] . In §3 we show that Theorem 1.21 for κ 1 = κ 2 = κ = 0 follows from the main results in [19] .
The proof of Theorem 1.21(i), (ii) and (iii) is given in §4, §5 and §6, respectively.
Branching rules
The main goal of this section is to establish the specific branching rules for the quantum symmetric pairs (U q (g), A σ ) as formulated in Proposition 1.15. We start with defining and studying the notion of the expectation value for the quantum symmetric pairs (U q (g), A σ ).
2.1. The expectation value. The expectation value for intertwiners plays a crucial role in the representation theoretic approach to quantum field theory, see, e.g., [4] . The notion of expectation value is naturally associated to symmetric pairs (H × H, diag(H)) with H a semisimple Lie group and diag(H) the diagonal embedding of H in H × H, as well as to their quantum analogues (U q (h)⊗U q (h), ∆(U q (h))) with h a semisimple Lie algebra. In this subsection we define the expectation value for the quantum symmetric pair (U q (g), A σ ). As we shall see, this directly leads to information on branching rules for the quantum symmetric pairs (U q (g), A σ ).
For λ ∈ P + 2n we choose a highest weight vector 0 = v λ ∈ L λ [λ] and a lowest weight vector 0 = v w 0 λ ∈ L λ [w 0 λ], where w 0 ∈ S 2n is the longest Weyl group element, w 0 (i) = 2n + 1 − i for all i. Both v λ and v w 0 λ are unique up to a multiplicative constant. 
Observe that the kernel of ♭ equals Λ ♮ n and that (w 0 λ) For arbitrary ν ∈ P 2n we have L λ [ν] = {0} unless ν λ and
2n−j . To prove the induction step, it thus suffices to show that φ( y j v) = 0 for all j when v ∈ L λ [ν], ν λ and ht(λ − ν) = N. If v is such a vector, then by the explicit form of B j and B σ n and by the induction hypothesis,
Since L σ λ is A σ -semisimple by Lemma 1.10, the previous proposition has the following immediate consequence. 
♮ . For such λ, the modules V (κ, κ 1 ) σ and V (κ 2 ) σ occur at most with multiplicity one in L σ λ . Proof. The weight spaces M µ (see (2.1)) for the simple A σ -modules M = V (κ, κ 1 ) σ and M = V (κ 2 ) σ are at most one-dimensional by Lemma 1.13. Thus for any λ ∈ P + 2n , the number of summands isomorphic to V (κ, κ 1 ) σ or to V (κ 2 ) σ in the irreducible decomposition of L σ λ is at most one by Corollary 2.3.
It remains to show that this assumption imposes the additional restrictions µ n ≥ κ 1 and µ j − µ j+1 ≥ κ (j = 1, . . . , n − 1) on µ. Throughout the proof, we fix a nonzero
We start with proving µ n ≥ κ 1 . We use the notations of Remark 1. (2)) with highest weight (µ n , −µ n ) and highest weight vector v µ ♮ , and that B σ n | V ∈ End C (V ) is semisimple with simple spectrum
is semisimple with simple spectrum {s l | l = −µ n , . . . , µ n −1, µ n }. Proposition 2.2 and the fact that C i centralizes U q (gl(2)) (n) for i = 1, . . . , n imply that φ(V ) = V (κ, κ 1 ) σ with V (κ, κ 1 ) σ the one-dimensional space defined by (1.15). On the other hand, Lemma 1.13 shows that V (κ, κ 1 ) σ is the eigenspace of ρ(κ, κ 1 ) σ (B σ n ) with eigenvalue s −κ 1 , hence
representation theory imply that µ j − µ j+1 is the largest positive integer m for which y
In, e.g., [18] and [19] highest weight considerations are used to determine branching rules for quantum symmetric pairs. These highest weight arguments can be formalized and generalized in the present setting as follows.
In other words, there exists a vector m + ∈ M (resp. m − ∈ M) whose decomposition in U 0 -weights has a nonzero highest (resp. lowest) weight contribution.
Hence the higher expectation value h 
Deformation arguments.
In this subsection we complete the proof of Proposition 1.15 by using deformation arguments. Without loss of generality we may take q = e h to be a formal deformation parameter. We use part four of Kassel's book [6] 
as main reference for facts and notations related to topological C[[h]]-modules and topological C[[h]]-algebras.
Let U h (g) be the topological version of the quantized universal enveloping algebra U q (g), with topological generators E i,i , x j and y j (i ∈ {1, . . . , 2n}, j ∈ {1, . . . , 2n − 1}), where
) be the subalgebra of U h (gl(2n)) topologically generated by the elements E j,j − E j+1,j+1 , x j and y j (j ∈ {1, . . . , 2n − 1}). Note that U h (g) is the central extension of U h (sl(2n)) by the central element
The topological version of A σ is the subalgebra of U h (g) topologically generated by B j , B σ n and E i,i + E 2n+1−i,2n+1−i for j ∈ {1, . . . , 2n − 1} \ {n} and i ∈ {1, . . . , n}. We denote by A σ the subalgebra of U h (sl(2n)) topologically generated by B j C j+1 , B σ n C n and E i,i −E i+1,i+1 −E 2n−i,2n−i +E 2n+1−i,2n+1−i for j ∈ {1, . . . , 2n−1}\{n} and i ∈ {1, . . . , n−1}. Note that A σ is the central extension of A σ by the central element
We fix λ = µ + δ(κ, κ 1 ) ♮ with µ ∈ Λ + n . To complete the proof of Proposition 1.15, it suffices to show that the irreducible A σ -module V (κ, κ 1 ) σ occurs as consituent of L σ λ .
Since the central element E 1,1 + · · · + E 2n,2n acts as zero on the topological versions of
The formal computations after Definition 1.5 and [14, Thm. 7.5] imply that the algebra A σ is a deformation of the universal enveloping algebra U(k) with
where g is given by (1.11), k ss = Ad(g) sl(n) ⊕ sl(n) , and Z ∈ k the central element
Since k is reductive with one-dimensional center, we have
there exists a topological algebra isomorphism
which is the identity modulo h. We define
σ is a deformation of U(k ss ), Z σ is central in A σ , and A σ is topologically generated by A ss σ and Z σ . We denote by (β
] (we will use similar notations to indicate the pull back of an action by some algebra morpism). The way we constructed the module V (κ, κ 1 ) σ in §1 immediately implies that modulo h, we reobtain the irreducible,
Observe that the central element Z acts as multiplication by κ 1 on V clas (κ, κ 1 ), while V clas (κ, κ 1 ) is independent of κ 1 when viewed as module over k ss . Since k ss is semisimple, we conclude that (β
Proof. Since U h (sl(2n)) is a deformation of the universal enveloping algebra of the simple Lie algebra sl(2n), there exists by [6, Thm. XVIII.2.2] a topological algebra isomorphism
which is the identity modulo h. The natural embedding ι σ : A σ → U h (sl(2n)) of topological algebras can thus be pulled back to obtain an embedding
] of topological algebras, which is the identity modulo h. Since k ss is semisimple, we have H 1 (k ss , U(sl(2n))) = {0}, hence there exists an invertible element
be the irreducible U(sl(2n))-module corresponding to the highest weight λ. We denote V ⊂ L
The proof is now completed by observing that
To complete the arguments it thus remains to prove the following lemma.
Proof. We use the fact that B σ n C n ∈ A σ is conjugate to the Cartan type element 2n) ), see [23] and Remark 1.7. We first show that B σ n C n acts semisimply on V (κ, κ 1 ) σ , with spectrum contained in
Indeed, B σ n C n acts semisimply on L σ λ , with spectrum contained in {t l } l∈Z . Hence any vectors v ∈ V (κ, κ 1 ) σ can be written as
. Simple calculations involving the Vandermonde determinant shows that there exists c
By Lemma 1.13, the same statement about the spectrum is valid for the action of B σ n C n on V (κ, κ 1 ) σ . Lemma 2.7 and the fact that the eigenvalues t l | h=0 = σ − l (l ∈ Z) remain seperated modulo h imply that the dimensions over C [[h] ] of the B σ n C n -eigenspaces of V (κ, κ 1 ) σ and V (κ, κ 1 ) σ corresponding to a given eigenvalue t l , are the same. In particular, we have 
Now the computations after Definition 1.5 show that
and a 1 | h=0 = −2. Thus b 1 | h=0 = 0 and b j | h=0 = 0 for j ≥ 2. Now we can expand (2.6) in powers of h, and compare coefficients of h k on each side. An easy induction argument using b 1 | h=0 = 0 and b j | h=0 = 0 for j ≥ 2 then leads to ξ σ = ξ σ (this may be viewed as a formal version of the inverse function theorem).
Zonal spherical functions
The purpose of this section is to establish Theorem 1.21 for κ = 0 = (0, 0, 0). This is done by translating the results for zonal spherical functions on quantum Grassmannians proved in [19] and [2] to the present setting. In [19] and [2] , extensive use is made of the L-operators of U q (g). Roughly speaking, the L-operators L ± for U q (g) are the 2n × 2n matrices with entries in U q (g) obtained from the universal R-matrix of U q (g) by applying the vector representation of U q (g) to one of its components. We refer to Letzter [12, §6] and Noumi [18] for precise definitions, here we only recall those properties of the L-operators which are used in this paper. The matrix L + (resp. L − ) is upper (resp. lower) triangular.
for i = 1, . . . , 2n and j = 1, . . . , 2n − 1. More generally, l
is an analogue of the root vector of g corresponding to the root ǫ i − ǫ j (resp. ǫ j − ǫ i ). Furthermore,
and S(L ± ) = (L ± ) −1 , where the antipode is applied componentwise. Define a scalar valued 2n × 2n matrix J σ , depending on an auxiliary parameter σ ∈ R, by 
σ is symmetric, so k σ is not * -stable but k σ is ω-stable, where ω : U q (g) → U q (g) is the involutive, anti-linear algebra isomorphism ω = * • S. Note that the involution ω is related to the * -structure on
It is convenient to write
Note that ω δ is an anti-linear algebra involution of U q (g), which acts on on the algebraic generators of U q (g) by
. . , 2n and j = 1, . . . , 2n − 1. For a subspace U ⊂ U q (g), let I(U) ⊆ U q (g) be the left ideal of U q (g) generated by U and let A(U) ⊆ U q (g) be the unital subalgebra generated by I(U). Applied to k σ and k * σ , we thus obtain two unital subalgebras A(k σ ) and A(k * σ ) of U q (g). In the following lemma we link the algebras A(k σ ) and
The left ideal I(k σ ) contains the matrix coefficients of the U q (g)-valued matrix
By direct computations one verifies that
for i ∈ {1, . . . , n} and j ∈ {1, . . . , 2n − 1} \ {n}. The left ideal I(k σ ) also contains the matrix coefficients of
Computing the coefficients of the antidiagonal shows that q −σ − q −σ C i ∈ I(t σ ) for i ∈ {1, . . . , n}. Consequently, all algebraic generators of A σ are contained in A(k σ ), hence
(ii) Observe that
for i ∈ {1, . . . , n} and j ∈ {1, . . . , 2n − 1} \ {n} are algebraic generators of ω δ (A σ ). Using similar arguments as in the proof of (i), it can be shown that all these generators are contained in A(k * σ ) = A(S(k σ )). For a left U q (g)-module M and an unital subalgebra A ⊂ U q (g) we define the subspace of A-invariant vectors in M by
Proof. The statement for A = A σ follows from the results in §2.
For ω(A σ ) and ω δ (A σ ), we first remark that any simple, finite dimensional
) is semisimple as module over the subalgebras ω(A σ ) and ω δ (A σ ). Clearly it suffices to prove this for ω δ (A σ ). In this case we first note that
which follows easily from the fact that
We conclude that ω δ (A σ ) is a * -subalgebra of U q (g), hence L λ is ω δ (A σ )-semisimple. Straightforward adjustments of the arguments in §2 now lead to the construction of expectation values and to the analogue of Proposition 2.2 for the algebras ω(A σ ) and ω δ (A σ ). Since the elements C i (i = 1, . . . , n) are in ω(A σ ) and ω δ (A σ ), the lemma now follows for these two subalgebras in the same way as for A σ .
If the algebra A ⊆ U q (g) is of the form A = A(U) for some vector space U ⊂ U q (g) and ǫ| U ≡ 0, then M A(U ) consists of the vectors m ∈ M which are annihilated by u ∈ U. In this situation, M A(U ) is called the subspace of U-fixed vectors, cf. [19] , [2] . In particular, this applies to U = k σ and U = k * σ . We now recall the following result, see [19, Thm. 2.6] and [2, Thm. 6.6].
Combined with Lemma 3.2 and Lemma 3.3, we obtain
Lemma 3.5.
Proof. By Lemma 3.3 and Proposition 3.4, all spaces in (i) and (ii) are {0} when λ ∈ P
The following result is a direct consequence of the definition of ω δ and of Lemma 3.5.
for all λ ∈ P + 2n . The main object of study in [19] and [2] is the space of (k σ , k τ )-fixed regular functions on U q (g), which is defined as follows.
Definition 3.7. The space of (k σ , k τ )-fixed functions on U q (g) is defined by 
Proof. Any f ∈ H σ,τ can be written as a linear combination of functions
and λ ∈ Λ + n ♮ . On the other hand, any g ∈ F σ,τ 0 can be written as a linear combination of functions
Remark 3.9. (i) The fact that k σ and k τ are ω-stable two-sided coideals implies that H σ,τ ⊆ C q [G] is a unital * -subalgebra, cf. [19] and [2] . Furthermore, K −δ ∈ U q (g) is a group-like element, so the previous proposition shows that F σ,τ 0 ⊆ C q [G] is a unital subalgebra (but it is not * -stable!).
(ii) Observe that ǫ(ω δ (X)) = ǫ(X) for X ∈ U q (g). Combined with Lemma 3.5, the proof of Proposition 3.8 and (3.5), this leads to the alternative description
for the space of (k σ , k τ )-fixed regular functions on U q (g).
Recall that the restriction map
. When dealing with the * -subalgebra H σ,τ , it is convenient to use the restriction map without δ-shift,
since then we have
cf. Proposition 3.8. Note that Res T is a * -algebra homomorphism, with the * -structure on
We are now in a position to translate the main result from [19] to our present setup. 
W is a linear isomorphism. In view of Proposition 3.8 and the δ-shift in the definition of the restriction map | T , this is equivalent to the statement that Res T :
W is a linear isomorphism, which follows from [19, Thm. 3.2], see also [2, Thm. 7.5]. For a direct proof of this result for an arbitrary quantum symmetric pair, see [15] .
Let 0 = f µ ∈ F σ,τ 0 (µ) be an elementary spherical function of degree µ ∈ Λ + n , then
. Consequently, [19, Thm. 3.4] shows that the restriction
W is a nonzero scalar multiple of the Macdonald-Koornwinder polynomial
(see also [2, Thm. 7.5] ). This proves Theorem 1.21(iii) for κ = 0.
The generalized Chevalley theorem
In this section we prove the generalized Chevalley restriction theorem (see Theorem 1.21(i)).
To simplify notations, we write [·, ·] µ for the scalar product ·, · (µ+δ(κ,κ 1 )) ♮ on the 
for suitably normalized vectors 0 = v ∈ V (κ 2 ) σ and 0 = w ∈ V (κ, κ 1 ) τ . Furthermore,
for certain constants c ν ∈ C (ν ∈ Λ n ), and c ±µ±δ(κ,κ 1 ) = 0.
Proof. Choose an orthonormal basis {b 1 , . . . , b m } of V (κ, κ 1 ) τ with respect to the restriction of [·, ·] µ to V (κ, κ 1 ) τ such that b 1 ∈ V (κ, κ 1 ) τ . In particular, b 1 is a nonzero constant multiple of w. Then f µ ∈ F σ,τ κ (µ) can be realized as
, see (the proof of) Lemma 1.20. Using the identification V (κ, κ 1 ) τ ≃ C of vectorspaces given by the assignment b 1 → 1, we obtain
Now both vectors v and b
of partially ordered sets and (−ν) ♮ = w 0 (ν ♮ ) for ν ∈ Λ n , we conclude that the weight decompositions of v and b 1 are of the form 
A simple application of Lemma 2.5 shows that v[(±µ±δ(κ, κ 1 )
. . , n. This subspace contains the one dimensional weight spaces L (µ+δ(κ,κ 1 
with c ν ∈ C satisfying the conditions as stated in the lemma.
A more detailed analysis of the elementary vector valued spherical functions requires the right coideal algebra structure of A σ . Recall that a right
If M is a unital algebra and δ M is a (unit preserving) algebra homomorphism, then (M, δ M ) is called a right U q (g)-comodule algebra. In particular, a unital subalgebra A ⊆ U q (g) satisfying ∆(A) ⊆ A ⊗ U q (g) gives rise to the right comodule algebra (A, ∆| A ). In this case, A is called a right coideal subalgebra of U q (g). By computing the action of the comultiplication ∆ on the algebraic generators of A σ , one verifies that A σ ⊆ U q (g) is a right U q (g)-coideal algebra. Using the isomorphism π σ : A → A σ of algebras, see Proposition 1.4, A inherets a unique right U q (g)-comodule structure such that π σ : A → A σ is an isomorphism of right U q (g)-comodule algebras. The right comodule map for A turns out to be independent of σ, and is given as follows, cf., e.g., [14] . Proposition 4.2. The algebra A has the structure of a right U q (g)-comodule algebra, with comodule map δ A given explicitly by
Finite dimensional A σ -modules do not form a tensor category, since A σ ⊂ U q (g) is not a coalgebra. The right coideal algebra structure of A σ implies though that the tensor product M ⊗ N of an A σ -module M and an U q (g)-module N is an A σ -module by the usual formula
where (recall) ∆(a) = a 1 ⊗ a 2 for a ∈ A σ with the a 1 's from A σ . In the special case that M is the one-dimensional A σ -module V (k) σ (k ∈ Z), we can naturally relate the A σ -module V (k) σ ⊗ N to the A σ+2k -module N σ+2k in the following manner.
for i ∈ {1, . . . , 2n} and j ∈ {1, . . . , 2n − 1} \ {n}.
Proof. By Lemma 1.13 the values of χ σ k on the algebraic generators of A σ are given by
for i ∈ {1, . . . , 2n} and j ∈ {1, . . . , 2n − 1} \ {n}, with ϑ l (s) (l ∈ Z) defined by
Combined with Proposition 4.2 one now easily derives (4.2). The remaining statements follow now immediately. is an A σ+2k -submodule.
Proof. (i) follows from Lemma 4.3, and (ii) follows from Lemma 4.3 and Lemma 1.13.
As a first application of these tensor product constructions we derive (a refinement of) the generalized Chevalley restriction theorem (see Theorem 1.21(i)). Before stating the result, we first recall some basic facts on tensor products of finite dimensional U q (g)-modules which we need in the proof. For any λ, µ ∈ P + 2n , the irreducible decomposition of the finite dimensional
. The copy L λ+µ has v λ ⊗ v µ as highest weight vector. We write pr λ,µ : L λ ⊗ L µ → L λ+µ for the projection along the direct sum decomposition (4.4), and pr µ = pr µ ♮ ,δ(κ,κ 1 ) ♮ for µ ∈ Λ + n . 
, and
for some constants c ν ∈ C with c µ = 0.
Proof. The proof is by induction on µ ∈ Λ + n along the dominance order ≤. For µ = 0 the proposition is trivial. We identify V (0) σ with its unique copy in L σ µ ♮ and V (κ 2 ) σ with its unique copy in L σ δ(κ,κ 1 ) ♮ , and we choose nonzero vectors
for some constants d ν ∈ C with d µ = 0 in view of Proposition 3.10 (in fact, g µ | T is a nonzero constant multiple of a Macdonald-Koornwinder polynomial of degree µ). We now consider the linear map f : 
by Proposition 2.2. Consequently, f µ is nonzero. Up to a nonzero multiplicative constant, f µ is the unique elementary vector valued spherical function of degree µ. It thus suffices to prove the induction step for f µ . By the construction of the vector valued spherical function f , we have
. Substituting the expansions (4.6) and (4.7) of g µ | T and f respectively in (4.9), gives
By the induction hypothesis applied to the f ν ′ | T 's (ν ′ < µ), we conclude that (4.5) is valid for some c ν ∈ C and that c µ = d µ = 0. This completes the proof of the induction step.
As an immediate corollary of Proposition 4.5, we obtain the generalized Chevalley restriction theorem (see Theorem 1.21(i)): 
The ground state
We define a ground state f 0 (with respect to ( κ, σ, τ )) to be an elementary vector valued spherical function f 0 ∈ F σ,τ κ (0) of degree zero. Note that a ground state f 0 is unique up to nonzero scalar multiples. In this section we compute the radial part f 0 | T of a ground state f 0 explicitly. In the first subsection we show that it suffices to compute the ground state for κ = (0, 0, κ) and κ = (κ 1 , κ 2 , 0) seperately. The second and third subsections are devoted to the explicit computation of the ground state for these two special cases.
5.1.
Splitting of the ground state. For the computation of the radial part of the ground state it is sufficient to compute the radial part for the special cases κ 1 = κ 2 = 0 and κ = 0 in view of the following lemma.
(0) be ground states with respect to (κ 1 , κ 2 , 0, σ, τ ) and (0, 0, κ, σ + 2κ 2 , τ + 2κ 1 ), respectively. Then ground state with respect to ( κ, σ, τ ) .
Proof. We proceed as in the first part of the proof of Proposition 4.5. We identify V (κ 2 ) σ with its unique copy in L σ δ(0,κ 1 ) ♮ and V (0) σ+2κ 2 with its unique copy in L σ+2κ 2 δ(κ,0) ♮ , and we fix nonzero vectors u ∈ V (κ 2 ) σ and v ∈ V (0) σ+2κ 2 . We furthermore fix nonzero intertwiners .1)). Similarly as in the proof of Proposition 4.5 we have
κ . In the expansion of f 0 in elementary vector valued spherical functions, there is only a contribution of degree zero in view of (4.4) and Corollary 1.18, hence we conclude that f 0 ∈ F σ,τ (κ 1 ,κ 2 ,κ) (0) is the ground state with respect to ( κ, σ, τ ).
5.2.
The ground state for κ 1 = κ 2 = 0. We compute the radial part f 0 | T ∈ C[u ±1 ] of the ground state f 0 ∈ F σ,τ (0,0,κ) (0) by relating f 0 | T to the ground state for vector-valued U q (gl(n))-characters, which in turn was computed explicitly by Etingof and Kirillov [3] .
We use the notations of §1. Denote (ρ κ , V κ ) for the finite dimensional, irreducible
Recall from Lemma 1.14 that the isomorphism U q (gl(n)) ≃ E of Lemma 1.8 implies that the restriction of V (κ, κ 1 ) τ to E is isomorphic to V κ as U q (gl(n))-modules. In the following lemma we furthermore use the natural identification
with ψ defined by (1.14), defines a linear map
Proof. With the identifications discussed above, the lemma follows immediately from the explicit form of the isomorphism U q (gl(n)) ≃ E, see Lemma 1.8.
For a left U q (gl(n))-module V , we consider its linear dual V * as U q (gl(n))-module by
Let (V ⊗ V * ) op be the U q (gl(n))-module with representation space V ⊗ V * and U q (gl(n))-action
The bijective correspondence is explicitly given by the formula
Proof. The standard proof is left to the reader.
Let V be a finite dimensional U q (gl(n))-module with basis {v i } and corresponding dual basis {v *
defines an element in F κ . Any element in F κ is of this form for some V and ξ.
is divisible by
κ be a vector valued spherical function and
By the previous lemma we thus obtain
The results of Etingof and Kirillov [3] imply
] is a homogeneous Laurent polynomial, we arrive at the desired result.
We continue our analysis of the ground state for κ 1 = κ 2 = 0 following the method of Kirillov [7] . We express the elements B j (j = n) and B σ n of A σ by
2n−j , and with ϑ l given by
cf. Lemma 4.3. We define elements E n−1 , E n , F n−1 , F n ∈ U q (g) by
Direct computations lead to the following lemma.
Lemma 5.6. (i) For any σ,
The following commutation relations hold in U q (g),
n . For an ordered r-tuple J = (j 1 , j 2 , . . . , j r ) with j s ∈ {n − 1, n} and r ≤ κ we write
and r J,n−1 = #{s | j s = n − 1}, r J,n = r − r J,n−1 .
We furthermore define the Laurent polynomial
where the product is taken over (s, t) ∈ Z ×2 ≥0 with 0 < s + t ≤ r and t ≤ r J,n . For J = ∅, we write F ∅ = E ∅ = 1, r ∅,n−1 = r ∅,n = 0 and ∆ ∅ = 1. Using the notations of Lemma 1.13, we can now formulate the following result.
Lemma 5.7. Let f ∈ F σ,τ (0,0,κ) be a vector valued spherical function. Let r ∈ Z ≥0 with r ≤ κ and fix an ordered r-tuple J with coefficients from {n − 1, n}. Then there exists a Laurent polynomial
for all λ ∈ P 2n .
Proof. First note that the four elements Y = E n−1 , E n , F n−1 , F n all have the same restricted weight,
In particular, we conclude that
for a unique Laurent polynomial f J ∈ C[z ±1 ]. Furthermore, we may and will view all formulas below as identities in C[z ±1 ] by identifying Cr (κ n−2 ,κ−r,κ+r) ≃ C. We thus need to prove the existence of a Laurent polynomial
To avoid unnecessary technicalities we avoid the use of the underlying root data as much as possible. Let F r be the finite set of r-tuples J = (j 1 , j 2 , . . . , j r ) with j s ∈ {n − 1, n}, and write F κ = ∪ 0≤r≤κ F r . For I, J ∈ F κ we write I < J if #I #J and r I,n ≤ r J,n , or if #I = #J and r I,n r J,n . We prove the lemma by induction to J ∈ F κ along <. For the smallest element J = ∅ ∈ F 0 , we have ∆ ∅ = 1, f ∅ = f | T , hence we can take P ∅ = 1. Suppose there exists a Laurent polynomial P J such that ∆ J f J = P J f | T for all J ∈ F κ with J < I = (i 1 , i 2 , . . . , i r ) ∈ F r . For simplicity we write r 1 = r I,n−1 and r 2 = r I,n .
We
] generated by the f J 's for J ∈ F κ with J < I. Sometimes it is convenient to write g(q λ ) ≡ g ′ (q λ ), where we have formally evaluated the equivalence g ≡ g ′ of the Laurent polynomials g and g ′ in z = q λ for arbitrary λ ∈ P 2n . To prove the existence of the Laurent polynomial P I satisfying ∆ I f I = P I f | T , it suffices to show that
due to the induction hypothesis and the fact that
] when J < I. We start by noting that
for any X ∈ U q (g), which follows easily from Lemma 5.6(i) and the fact that f is a vector valued spherical function. Denote I ′ = (i 2 , i 3 , . . . , i r ), which is < I. Then it follows from (5.5) that
By Lemma 5.6(ii) we now conclude that
Continuing inductively while taking (5.6) into account, we obtain
We follow a similar procedure to return from f (K λ−δ E I ) to f I (q λ ). The starting point is
which follows from (5.6). Moving F i 1 to the left using Lemma 5.6(ii) gives
Repeating this procedure inductively gives
Combining (5.7) and (5.8) yields the induction step (5.4).
n ) for r = 1, . . . , κ. Proof. It is easy to check that ∆ (n κ ) is divisible by 1−q 2r u
] for r = 1, . . . , κ. By the previous lemma it thus suffices to show that P (n κ ) is nonzero and relative prime to 1−q 2r u
n for r = 1, . . . , κ. Clearly it is enough to prove this in the classical limit q = 1.
We thus consider q = e h as a formal parameter and we repeat part of the computations of the proof of Lemma 5.7 for J = (n r ), now modding out to hC
]. We simplify notations by writing
for all λ ∈ P 2n and s ∈ {1, . . . , κ}, with
Identifying Cr (κ n−2 ,κ−r,κ+r) ≃ C as in the proof of Lemma 5.7, we obtain from the second formula of (5.5),
By Lemma 5.6(ii), we can move E n to the other side in the expression
after which we can use the second formula in (5.6) to replace E n by −F n modulo h. This yields
or, more precisely,
for r = 1, . . . , κ. Thus P (n κ ) is nonzero, and
for some nonzero constant C ∈ C. Using the explicit expression of ∆ (n κ ) , it is easy to check that the right hand side of (5.9) (mod h) is relative prime to 1 − u
, which completes the proof of the lemma.
We are now in a position to determine the explicit form of the radial part of the ground state when κ 1 = κ 2 = 0. 
Proof. We write I ∈ C[u ±1 ] for the right hand side of (5.10). Lemma 5.5 and Lemma 5.
. It remains to show that p is a nonzero constant. For this we expand both sides of the equality f | T = Ip in monomials u µ (µ ∈ Λ n ). We write p = ν e µ u ν , and we denote ν + ∈ Λ n (respectively ν − ∈ Λ n ) for a maximal (respectively minimal) element with respect to the dominance order ≤ such that e ν + = 0 = e ν − . Observe that 
Proof. Recall that the generator B σ n ∈ A σ is explicitly given by
n . The proof of (i) follows now immediately from the explicit formula for ∆(B σ n ) (see Proposition 4.2) and from the fact that C n = C n+1 . For the proof of (ii), let w ± ∈ W 1 be as indicated in the lemma, and let w ′ ∈ W 2 . Then Proposition 4.2 implies
In this subsection the realization of the fundamental, simple U q (g)-modules within the q-exterior algebra of the vector representation of U q (g) is used to explicitly construct the one-dimensional A σ -modules V (κ 1 ) σ and V (κ 2 ) σ within simple U q (g)-modules. As a consequence we obtain an explicit expression for the radial part of the ground state for κ = 0.
The vector representation of U q (g) is the 2n-dimensional vector space V with linear basis v i (i = 1, . . . , 2n) and with U q (g)-action defined by
for r, j = 1, . . . , 2n and i = 1, . . . , 2n − 1, with the convention that v 0 = v 2n+1 = 0. This is a realization of the finite dimensional irreducible highest weight module L ǫ 1 of U q (g), with highest weight vector v 1 . Similarly, the dual vector representation is the 2n-dimensional vector space V * with basis v * i (i = 1, . . . , 2n) and with U q (g)-action given explicitly by
for r, j = 1, . . . , 2n and i = 1, . . . , 2n − 1, with the convention that v *
This is a realization of the finite dimensional irreducible highest weight module L −ǫ 2n of U q (g), with highest weight vector v * 
Proof. The action of the algebraic generators of E ⊂ A σ (see Lemma 1.8) on w i (s) and w * i (s) is given by the formulas
is a E-submodule of V (respectively V * ) which is isomorphic to the vector representation (respectively dual vector representation) of U q (gl(n)) ≃ E, cf. Lemma 1.8. In particular, W (s) and W * (s) are simple E-modules. Recall the notation (5.3). By a direct computation one verifies that
. . , n − 1, and
It is now clear that W (±q ±σ ) ⊂ V σ are simple A σ -submodules, and that
as A σ -modules, it suffices to observe that the spectrum of B σ n is different. This follows from the fact that ϑ k (q σ ) = ϑ k (−q −σ ) for σ ∈ R implies k = 0.
We now consider the q-exterior algebras of V and V * , cf. [21] . Let T (V ) and T (V * ) be the tensor algebras of V and V * , respectively. Let J ⊂ T (V ) be the graded, two-sided ideal generated by the tensors v i ⊗v i and v r ⊗v s +q −1 v s ⊗v r for i = 1, . . . , 2n and 1 ≤ r < s ≤ 2n. Similarly, we write J * ⊂ T (V * ) for the graded, two-sided ideal generated by the tensors
. . , 2n and 1 ≤ r < s ≤ 2n. The exterior algebras Λ(V ) and Λ(V * ) are defined to be the graded algebras T (V )/J and T (V * )/J * , respectively. The action of U q (g) on V and V * naturally extends to a grading preserving, left U q (g)-module algebra structure on the exterior algebras Λ(V ) and Λ(V * ). We denote ∧ for the products in Λ(V ) and Λ(V * ). Let Λ m (V ) and Λ m (V * ) be the mth graded pieces of Λ(V ) and Λ(V * ) respectively, then
im . Then {v I | #I = m} and {v * I | #I = m} are linear bases of Λ m (V ) and Λ m (V * ), respectively. The action of U q (g) on these basis elements is explicitly given by 
define * -unitary scalar products on Λ(V ) and Λ(V * ), respectively. Using the notation (2.1), we observe that any one-dimensional
). This follows easily using Lemma 1.8, since an one-dimensional U q (gl(n))-module is of highest weight (m n ) ∈ P + n for some integer m. For s = (s 1 , . . . , s n ) an n-tuple of nonzero reals, we define ξ(s) ∈ Λ n (V ) (1 n ) and ξ
It is also convenient to use the opposite elements
in Λ(V ) (resp. Λ(V * )), hence ξ and ξ op (resp. ξ * and ξ * op ) are related by the formulas
The norms of such vectors can be evaluated explicitly by an easy induction argument. The result is
We use the abbreviation ξ(t) = ξ((t n )) for t ∈ R \ {0}, where (t n ) is the n-tuple with t in each entry. Similarly we write ξ op (t), ξ * (t) and ξ * op (t).
Proof. (i) Fix i ∈ {1, . . . , n − 1}. By (5.11) we have
Combined with (5.12) and Proposition 4.2 we obtain
in Λ(V ), we see that B i ξ(s) = 0 for all i = 1, . . . , n−1 if and only if s = (tq 2(n−1) , . . . , tq 2 , t) for some t ∈ R \ {0}. Furthermore, C j ξ(s) = qξ(s) for j = 1, . . . , n by (5.12). Then Lemma 1.8 and (5.15) imply that ξ op (s) is a lowest E ≃ U q (gl(n))-weight vector of weight (1 n ) in Λ n (V ) if and only if s = (t n ) for some t ∈ R \ {0}, which implies (i) for ξ op . The proof for ξ * op is similar.
For the proof of (ii) and (iii), we note that Lemma 5.10(ii), (5.12) and (5.13) imply
Formula (5.14) now completes the proof.
In the following proposition we consider the
. By the Pieri formula (cf. [2] ) its decomposition in irreducibles is given by
for the projection onto L ω ♮ n along the decomposition (5.17). Since δ(0, κ 1 ) = κ 1 ω n , (5.17) and our earlier analysis of branching rules easily imply that the
In [2] , the V (0) σ -isotypical component was constructed using the explicit solution J σ of the reflection equation. In the following proposition we give an explicit construction of one particular vector in the V (0) σ -isotypical component and we explicitly construct the V (±1) σ -isotypical components of (
Proof. By Proposition 4.2 and the previous lemma,
is a copy of the trivial E ≃ U q (gl(n)) module for all s, t ∈ R \ {0}. Furthermore, by Lemma 5.10 and the previous lemma,
for all t ∈ R \ {0}. The first statement now follows from Lemma 5.12 and the equalities q −1 ϑ −1 (−q −σ+1 ) = ϑ 0 (q σ−2 ), q −1 ϑ −1 (q σ−1 ) = ϑ 0 (q σ ), q −1 ϑ −1 (q σ+1 ) = ϑ 0 (q σ+2 ), which are the scalars by which B σ n acts on V (−1) σ , V (0) σ and V (1) σ , respectively. We have already observed that C{η ±1 (q σ )} automatically lies in the component L σ ω ♮ n of the decomposition (5.17). In the decomposition of η 0 (q σ ) as sum of basis elements v I ⊗ v * J (#I = #J = n), the coefficient of v {1,...,n} ⊗ v * {n+1,...,2n} is nonvanishing, hence π n (η 0 (q σ )) = 0. This completes the proof of the second statement of the proposition.
We define a * -unitary scalar product on Λ n (V ) ⊗ Λ n (V * ) by v ⊗ v * , w ⊗ w * 1 = v, w v * , w * * . The previous proposition implies that Proof. For λ ∈ P 2n , we write |λ| n = λ 1 + λ 2 + · · · + λ n . By (5.15) we have for all λ ∈ P 2n . The lemma now easily follows from the definition of the η k 's. Proof. We consider the U q (g)-module W = (Λ n (V ) ⊗ Λ n (V * )) ⊗κ 1 , with * -unitary inner product
for all v i , w j ∈ Λ n (V ) ⊗ Λ n (V * ). Lemma 5.10 implies that the nonzero vector We leave the remaining straightforward computations to the reader. 
Generalized quantum Schur orthogonality relations
We freely use the notations of the previous sections. The normalized Haar functional h : C q [G] → C is the unique linear map which intertwines the (left) regular U q (g)-action on C q [G] with the trivial U q (g)-action on C and which maps 1 ∈ C q [G] to 1 ∈ C. In particular, h is identically zero on the summands W (λ) (λ ∈ P + 2n \ {0}) in the Peter-Weyl decomposition (1.18).
The Haar functional h defines a pre-Hilbert space structure on C q [G] by
The quantum Schur orthogonality relations imply that the Peter-Weyl decomposition (1.18) is an orthogonal decomposition with respect to ·, · h . We fix a scalar product ·, · κ on the simple U q (k)-module V (κ, κ 1 ) such that the representation map ρ(κ, κ 1 ) is * -unitary (of course, ·, · κ only depends on the parameters κ, κ 1 of κ, and is unique up to scalar multiples). From Corollary 1.11 it follows that the simple A τ -module (ρ(κ, κ 1 ) τ , V (κ, κ 1 ) τ ) is * -unitary with respect to ·, · κ . 
Let f, g ∈ F σ,τ κ . We write f · K −δ for the right regular action of K −δ ∈ U q (g) on the first tensor component of f ∈ C q [G] ⊗ V (κ, κ 1 ) τ , and similarly for g · K −δ . If
with f i , g j ∈ C q [G] and v i , w j ∈ V (κ, κ 1 ) τ , then the definition of the pairing π and (3.2) imply that (6.1) π(f, g)(X) = f i (X 1 )g * j (X 2 ) v i , w j κ = f i g * j (X) v i , w j κ for all X ∈ U q (g). In particular, the image of π is contained in C q [G] . This observation can be strengthened as follows. Proof. We use the characterization of the space H σ,τ as given in Remark 3.9(ii). Fix f, g ∈ F σ,τ κ . Let a ∈ A σ and write ∆(a) = a 1 ⊗ a 2 with the a 1 's from A σ (which can be done in view of Proposition 4.2). Using that the character χ(κ 2 ) σ : A σ → C of V (κ 2 ) σ is * -unitary, χ(κ 2 ) σ (a * ) = χ(κ 2 ) σ (a) for a ∈ A σ , we obtain for X ∈ U q (g), . By Proposition 3.8 this implies (6.3) h(f ) = h σ,τ Res T (f ) , ∀ f ∈ H σ,τ .
Since Res
W is a * -algebra isomorphism, we conclude from (6.3) that
is an isomorphism of pre-Hilbert spaces. Let f ∈ F σ,τ κ (µ) and g ∈ F σ,τ κ (ν) with µ, ν ∈ Λ + n and µ = ν. We show that the left hand side of (6.4) vanishes. Since f · K −δ ∈ W (µ ♮ ) ⊗ V (κ, κ 1 ) τ and g · K −δ ∈ W (ν ♮ ) ⊗ V (κ, κ 1 ) τ , we may write
with f i ∈ W (µ ♮ ), g j ∈ W (ν ♮ ) and v i , w j ∈ V (κ, κ 1 ) τ . By (6.1) and by the quantum Schur orthogonality relations, we conclude that h π(f, g) = h(f i g * j ) v i , w j κ = 0, as desired.
The main application of the generalized quantum Schur orthogonality relations is the identification of the vector valued spherical functions with Macdonald-Koornwinder polynomials, as stated in Theorem 1.21(iii). for some nonzero constant D.
