Abstract. We examine the validity of certain spectral integrals in topological rings. We consider the sign and square-root functions in polymetric rings containing 1 2
Indeed, applied to elements with appropriate "spectral" properties the expressions sgn Q and √ S will have good properties justifying the notation. This can be proved by an analysis of the coefficients, The algebraic approach is particularly manageable in the case of ( †): it is essentially shown in Karoubi [2] by a direct analysis of coefficients that the expression sgn Q yields an involution compatible to factorization of affine loops. Nevertheless, such computations are not necessarily very enlightening. The objective of this paper is to prove our statements regarding the algebraic case and to do this in a manner which brings the algebraic and analytic cases together, at least formally. It turns out that the basic tool of the analytic case, the resolvent identity works generally. Another natural question is what happens in the lack of 1 2 . Then the sign and square root functions are not really appropriate. Instead, we can generalize (3) idem P = {z∈C : |z|=1} P z 1 − P + P z |dz| 2π and (4)
(1 + z)T 1 + (z − 2 + z −1 )T |dz| 2π , extending the functions idem P = 1. Laurent series
1.1.
If A is a polymetric ring then we may consider formal Laurent series a = n∈N a n z n . If p is a seminorm on A, and α is a non-negative function then we may define p α (a) = n∈N α(n)p(a n ). Then we may consider the polymetric spaces a.) A[z ] f of formal Laurent series, as the spaces which contain series bounded for each p α such that a.) α is unrestricted, b.) α is polynomially growing, c.) α is bounded, d.) α is summable, e.) α is rapidly decreasing, f.) α is vanishing except at finitely many places. We have continuous inclusions
Of these spaces A[z −1 , z] f , A[z −1 , z] ∞ , A[z −1 , z] b will remain polymetric rings. Indeed, p α can be chosen as pα, whereα(n) = 1 ∨ max −n≤m≤n |α(m)|. Nevertheless there are compatible pairings
• . Essentially the same applies to the spaces of power series
] f are polymetric rings. Indeed, for themp α can be chosen as pα, wherẽ α(n) = max n≤m |α(m)|. An element like
Practically, the difference is that the larger the ring is the easier is to find a multiplicative inverse of the element given.
The Hilbert kernel is defined as
1.3. We introduce some further terminology which may look like a bit grandiose at first sight, yet it is very useful. For a(z) = n∈Z a n z n ∈ A[z −1 , z] b we let lim zր1 a(z) = n∈Z a n .
Naturally, this notation also applies to power series.
In what follows we let
respectively, but similar statements hold for f and b , too.
Proof. This is just the generalized associativity of the rapidly decreasing (hence absolute convergent) sum n∈N,s∈Z a n,s b −s . 
, but the first case is often easier to compute with.) Such elements are the Poisson kernel
and the variant regularization kernel
This latter one has the property lim
. The ordinary regularization kernel
hence it is not so convenient algebraically. On the other hand, the use of variant regularization makes useful the variant Hilbert-Poisson kernel
It is not hard to see that the definitions and the proposition above can be formulated in the case when we have many variables z, w, . . . instead of just z. For example we may consider the Hilbert kernel
Spectral classes
2.1. In order to save some space we use the short-hand notation
etc., following the scheme
such that the order of the symbols is preserved.
2.2.
Let C = C ∪ {∞} denote the Riemann sphere. Some subsets are: iR = iR ∪ {∞},
We have the following commutative diagram on certain subsets of the complex plane:
Definition 2.3. Suppose that A is a locally convex algebra and R is a compact subset of C. We define Spec R (A) as the set containing all elements X ∈ A such that the functions
are well-defined and continuous. The topology of Spec R (A) is induced from the compactopen topology of the continuous functions (
conjugation then we may use the functions f R (z)f R (z) and g R (z)g R (z) to get a formally real characterization.)
Classes of interest are like Spec iR (A), etc., ie. the elements spectrally avoiding iR, etc. Another way to specify spectral conditions is to ask for skew-involutions, involutions, or idempotents. The main classes correspond to the sets in (5) for A = C. Definition 2.4. We define the corresponding formal spectral classes by
If
A is a locally convex algebra then the formal spectral classes and they ordinary counterparts are the same. Indeed, the continuity of the resolvent terms implies smoothness by the resolvent identity, hence the existence of the appropriate Fourier series, and, conversely, the existence of the expansions implies continuity.
Objective 2.6. We want to establish the spectral correspondences and decompositions as in point 2.2 for the formal spectral classes.
Elementary calculations
A. Sign and square root.
Proof. Substituting z = −1 we see that Q −1 exists. From the identities Λ(z, −Q) = zΛ(z −1 , Q) and Λ(z, Q −1 ) = Q −1 Λ(−z, Q) the first statement follows. Furthermore, Q and sgn Q commute, because Q commutes with the integrand in sgn Q. The identities
integrated prove the first and second equalities, respectively. The critical one is the involution property. We give several proofs.
(sgn s)e s,s be the Z + . So we can consider the matrix
Due to the special shape of the matrices involved it is easy to see this is an involution which is the same as the even Hilbert transform H = s∈Z (sgn s)e s,s except in the 0th column. This special shape implies that the diagonal element in the 0th column is an involution. On the other hand, it is easy to see that this diagonal element is exactly sgn Q. "Resolvent algebraic" proof. As
we should show that this integral is 0. This, however, follows from the key identity
. Indeed, (6) can be continued as
Executing the integrals we find
This proof, like the previous one, relies heavily on the nature of Laurent series. Nevertheless the argument can be modified such that formally it makes sense in the analytical and the algebraic case as well. "Resolvent analytic" proof. According to the discussion about transformation kernels, (6) can be continued as follows:
By simple arithmetic in the integrand, this yields
yielding, ultimately, the identity. We remark that in the analytic case it would actually be simpler to use the kernel R(t, wz −1 ).
The elements √ S and S commute with each other.
Proof. Substituting z = −1 into the resolvent term we see that S −1 exists. The identity 1
shows that S −1 ∈ Spec R − (A). Integrated, it yields
If the square-root identity (8) holds then this implies
remains to prove (8). As
we have to show that this integral is 0. This follows using the key identities
Indeed, after we decomposed the the integrand in (9) according to (10-12), we can show that either parts are 0 as we did in the case of previous proof.
Proposition 3.5. Q ∈ Spec iR (A) if and only if Q 2 ∈ Spec R − (A). In this case
Proof. The first statement follows from the equality Λ(z, Q 2 , z −1 ) = Λ(z, Q)Λ(z −1 , Q). The identity statement follows from
B. Finer analysis of the resolvent terms.
Definition 3.6. a.) We define |Q| r = Q 2 = Q sgn Q. b.) If F ∈ A is an involution then an element A ∈ A can be written in matrix form
Suppose that Q ∈ Spec iR (A). In the decomposition of A along the involution sgn Q the various components are denoted according to
Proposition 3.7. Q ± ∈ Spec iR (A1 ± sgn Q ), and sgn Q ± = 1 ± sgn Q . sgn |Q| r = 1.
Proof. The decomposition of Q along sgn Q allows us to consider Q separately in the direct sum components of A. In particular, the sign integral splits, too, and it necessarily yields sgn Q + = 1 sgn Q and sgn −Q − = −1 sgn −Q . From this the statement follows immediately.
Proof. a.) It is enough to consider the Q + part of the decomposition, because the other part follows from changing z to z −1 . So, we can suppose that Q = |Q| and sgn Q = 1. We try to figure out the coefficients in the expansion 1 Λ(z,Q) = n∈Z a n z n . The equality sgn Q = 1 means that
The product of Λ(z, Q) = 1+Q 2 + 1−Q 2 z and n∈Z a n z n gives 1, so (14) 1 − Q 2 a n−1 + 1 + Q 2 a n = δ 0,n 1.
From (13) and the case n = 0 in (14) we obtain that a 0 = 2 1+Q . After that, from (14) we find a n+1 = Q−1 Q+1 a n , yielding the positive-numbered coefficients. Then F (z) = n∈N a n z n already inverts Λ(z, Q), hence from the the uniqueness of the inverse a(z) = F (z). b,c.) By simple algebra, they follow from part a.
yields the expansion
Proof. a.) Take Q = √ S. From Proposition 3.5 it follows that sgn Q = 1. Applying
and Proposition 3.8 it follows that in the expansion the coefficient of z ±n (n ≥ 0) is
, which simplifies as above. The rapid decrease of C. Our objective.
3.11. Now, it is easy to see that the propositions proven above are sufficient establish all the spectral correspondences as in 2.6. We merely define
This is, however, not to say that everything is just like for locally convex algebras:
Comparison to the case of locally convex algebras. Proposition 3.12. If A is a locally convex algebra then the condition that S ∈ Spec R − (A) is equivalent to the condition that the function 1] . (This is the same thing as to say that the segment connecting 1 and S is continuously invertible.) The square root can be expressed as
Proof. It follows by change of variables using t = −1, 1] ) is clearly invertible. As a rapidly decreasing power series in t, using t = z+z −1 2
and considering the coefficients of z k in z+z −1 2 n , it follows that S ∈ Spec R − (A). Hence the inclusion Spec C − (A) ⊂ Spec R − (A) is true. In the general context this cannot be done so because the boundedness of the elements 
Formal homotopies
4.1. One expects certain natural behaviour from the operations above. For example, one expects to have a homotopy from Q to sgn Q inside Spec iR (A). In general algebras there are no continuous variables, but one can come up with homotopies using formal variables. Let us remind that an element Q ∈ Spec iR (A) can be decomposed to a commuting pair, sgn Q and a perturbation of 1 which is |Q| r . But we may also consider this as a decomposition to the commuting pair sgn Q and a perturbation of 0 which is
If we replace pert r Q by t pert r Q in the decomposition then we obtain a homotopy, this appears as K(t, −1, Q) in what follows.
Proof. The computation is easy if we notice that in the defining formulas the coefficients of 1+sgn Q 2 and 1−sgn Q 2 live separate lives because sgn Q is an involution.
The properties of K show that Λ(−t,|Q|r) Λ(t,|Q|r) sgn Q is homotopy from Q (t = 1) to sgn Q (t = 0) inside Spec iR (A). Here the meaning of "inside" is that the whole expression satisfies the appropriate spectral condition.
Proposition 4.4.
Proof. This follows from the series expansion in Proposition 3.8.
Remark 4.5. In locally convex algebras the controllability of the powers of
whose inverse turns out to be
This shows that Λ(t, |Q| r ) sgn Q = 1+t 2 sgn Q + 1−t 2 Q is also a formal homotopy between Q (t = −1) and sgn Q (t = 1) inside Spec iR (A).
Similarly, we can contract elements inside Spec
The substitution t → −t inverts them multiplicatively. In fact, the corresponding loops invert:
Remark 4.8. In locally convex algebras alternative contracting paths are rather trivial to find. It is more interesting to see that the class of loops of type 
Calculations without 1 2
As we have seen much can be generalized to the case 1 2 ∈ A. It is natural to ask that what happens in the lack of 1 2 . Then only the lower portion of (5) can be generalized. Again, the idempotent and the F-square-root identities are key properties.
Definition 5.1. For P ∈ Spec 1 2 +iR (A) we define
+iR (A), and idem (1 − P ) = 1 − idem P , idem
Proof. The invertibility statement follows from the substitution z = −1. The identities P + (1 − P )z = (P + (1 − P )z −1 )z and (1 −
integrated prove the first and second equalities. We can prove the idempotent identity in several ways: Matrix algebraic proof. We can proceed as before but have to conjugate not the Hilbert transform involution but the idempotent s∈−N− A resolvent algebraic proof. We should prove that (15) idem P (1 − idem P ) = P z 1 − P + P z 1 − P 1 − P + P w |dz| 2π |dw| 2π is equal to 0. It is natural try the proof along the steps
except it seems to be plagued by 1/2's as before. We have to demonstrate that the use of division by 2 is of superficial nature in the proof. This can be done as follows. 5.8. The advantage of the terminology above is that it allows us to rewrite the definition of the F-square-root as the "manifestly real" expression 
except we have to demonstrate that the use of Proposition 5.13. P ∈ Spec 1 2 +iR (A) if and only if P (1−P ) ∈ Spec 1 4 −R − (A). Furthermore, F P (1 − P ) = P + idem P − 2P idem P.
Consequently, idem P = F P (1 − P ) − P 1 − 2P .
Proof. The decomposition 1 + (z − 2 + z −1 )P (1 − P ) = (1 − P + P z)(1 − P + P z −1 ) implies the spectral statement. The equality follows from the identity 1 + z+z −1 2 P (1 − P ) 1 + (z − 2 + z −1 )P (1 − P ) + z−z −1 2 P (1 − P )(1 − 2P ) 1 + (z − 2 + z −1 )P (1 − P ) = P + P z 1 − P + P z (1 − 2P )
integrated.
Then we let |P | F = F P (1 − P ). Further statements can be proven parallel to the case with 
