In the pursuit of obtaining largest graphs of given maximum degree ∆ and diameter D, 
Introduction
The topology of a network (such as a telecommunication, multiprocessor, or a local area network, or a social network) is usually modeled by a graph in which vertices represent "nodes" (stations, processors or people) while edges stand for "links" or other types of connections.
When designing networks, several restrictions and/or specications naturally emerge. Some of the most common limitations lie in the number of connections attached to a node and in the maximum number of links that any node should traverse to reach any other node; see [35] . In graph-theoretical terms, these two parameters represent the degree of a vertex and the diameter of the graph, respectively. These concepts are dened formally in Section 2.
The optimality of a network has been interpreted in many distinct ways [35] . One possible interpretation can be stated as follows:
An optimal network contains the maximum possible number of nodes, given a limitation on the number of connections attached to a node and a limitation on the number of traversed links between any two farthest nodes.
The preceding interpretation has attracted researchers' attention because of its implications in the design of interconnection networks [35, pp. 91] . Examples of such large topologies are global, regional or local communication networks; computer networks; VLSI circuits; and social networks.
In graph-theoretical terms, this leads to the degree/diameter problem.
Degree/diameter problem: Given natural numbers ∆ and D, nd the largest possible number of vertices n ∆,D in a graph of maximum degree ∆ and diameter at most D.
This problem is also known as the (∆, D)-graph problem. An upper bound on n ∆,D is given by the Moore bound, see [6, 30] . 
The right hand of Equation (1) is known as the Moore bound, and is denoted by M ∆,D . It is well known that graphs attaining this bound exist only for certain special values of the maximum degree and diameter; see [1, 12, 28] .
The degree/diameter problem was rst studied by Homan and Singleton [28] in 1960. However, at present, not much is known about the exact values of n ∆,D . The only known values of n ∆,D are shown in Table 1 . Therefore, research eorts related to the degree/diameter problem cover both proofs of nonexistence of graphs of order close to the Moore bounds and constructions of ever larger graphs;
one outcome of such constructions is to improve lower bounds on n ∆,D .
Constructions of large graphs were rst given in [18] . In that paper, Elspas constructed, among other graphs, the unique graph of degree 4, diameter 2 and order M 4,2 − 2, and the unique graph of degree 5, diameter 2 and order M 5,2 − 2; he also credited Green with obtaining the unique graph of degree 3, diameter 3 and order M 3,3 − 2.
Interest in the degree/diameter problem is further motivated by the accessible on-line table of the largest known graphs for maximum degrees 3 ≤ ∆ ≤ 16 and diameters 2 ≤ D ≤ 10; see [34] .
For more information, we refer the interested reader to the survey by Miller and irá¬ [30] for history, background and development.
Presently, compounding of graphs is one of the most frequently used techniques for the construction of large graphs of given maximum degree and diameter. The compounding technique was introduced by Bermond, Delorme and Quisquater [4] . It has been used successfully to obtain large graphs, especially in ad hoc combinations with other methods; see, for instance, [2, 3, 9, 10, 1315, 20, 2227, 33] .
In [33] Quisquater proposed a compounding method which replaces a single vertex from a Moore bipartite graph with a suitable complete graph. However, in a Moore bipartite graph, it is possible to replace several vertices with copies of suitable complete graphs without increasing the diameter of the bipartite Moore graph. This idea is a result of evolving work started by Gómez, Fiol and Serra [25] in 1993. Subsequently, using Moore bipartite graphs of diameter 6, some improvements in this approach have been put forward in [10, 27] , and recently in [23] .
In this paper, the technique of graph compounding is used to produce a new family of graphs of maximum degree ∆ and diameter 6. We extend the approach mentioned in the previous paragraph. By using this extension, we produce new largest known graphs of diameter 6, which, consequently, improve various entries in the table of the largest known graphs of maximum degree ∆ and diameter D, see [34] .
The rest of this paper is structured as follows. In Section 2, we present the basic concepts and terminology used throughout this paper. Section 3 gives some useful known properties of Moore bipartite graphs. Section 4 describes the constructive process of the compound graphs
, whereas, in Section 5, we present the members of this family of graphs which constitute the largest known graphs for their respective maximum degrees. Finally in Section 6, we summarize the results obtained.
Basic Denitions
The terminology and notation used in this section is standard and is consistent with that used in [16] .
In this paper [S] k denotes the set of all k-subsets of a set S; a graph is a pair G = (V, E) of
The elements of V and E are the vertices and edges of the graph G, respectively.
The vertex set of a graph G is denoted by V (G), and its edge set by E(G). The number of vertices of G represents the order of G, and is denoted by n(G).
For an edge e = {x, y}, we will write e = xy, or simply xy. For an edge e = uv, we say that u and v are the ends of e, adjacent or neighbors, and incident with e; also e is incident with u and v. Two distinct edges are adjacent if they share an end. The set of neighbors of a vertex v in G is denoted by N (v). We denote by E(X, Y ) the set of all edges between elements of a set X and a set Y . The degree of a vertex v is the number of edges incident with v, and is denoted
A set of elements is called independent or stable if it contains no adjacent elements. The cardinality of a set of elements A is denoted by |A|.
For k ≥ 0, a path P is a graph such that
The length of a path is its number of edges. A path of length k, denoted by P k , is called a k-path.
We will also use the following notation for subpaths of a path P = x 0 x 1 . . . x k :
For k ≥ 3, a cycle C is a graph such that
The length of a cycle C is the number of edges in C. A cycle of length k, denoted by C k , is called a k-cycle. The minimum length of a cycle in a graph G is the girth of G and is denoted by g(G). The length of a shortest path from vertex u to vertex v in G represents the distance
, is the largest distance between any two vertices in G.
A walk of length k is a sequence of vertices v i and edges
the walk is closed. We could also refer to a walk by the sequence of its vertices.
Let G and G be two graphs.
denoted by G ⊆ G. We dene the distance between two subgraphs H and H of a graph G as
Let G = (V, E) be a graph and let m ≥ 2 be an integer. The graph G is called m-partite if it is possible to partition V into m sets (called partite sets) such that no edge joins two vertices in the same set. A 2-partite graph is called bipartite.
A perfect matching between two sets of vertices with the same order n is a set of n independent edges between both sets.
Let G be a bipartite graph with partite sets V 1 and V 2 and edge set E, denoted by G = (V 1 ∪V 2 , E).
A polarity π on G is an automorphism of the bipartite graph such that
where id represents the identity automorphism.
We now dene the compounding of graphs. Let S = {G 1 , G 2 , . . . , G k } be a set of graphs. Each element of S is called a source graph and, consequently, S is called the set of source graphs. Let G = (V, E) be a graph, called the base graph. In addition, letĜ = (V ,Ê = ∅) be a subgraph of G, formed by all those vertices of G which are to be replaced during the compounding process.
We will callĜ the replaced graph. Finally, let f be a mapping fromV to S.
The compounding of S into G will be denoted by G(S) or by G(G 1 , G 2 , . . . , G k ). We dene it by means of the two following steps:
Step 1: Every vertex v ∈V is replaced by the graph f (v) ∈ S. The set of added vertices is
Step 2: The edges incident with v ∈V are distributed among the vertices of f (v). Note that this step introduces a certain degree of ambiguity, so further specications will often be needed.
To exemplify this, see Figure 1 , where S = {C 3 , C 4 , K 4 } and the base graph is K 4 . The replaced graph has vertex set V (Ĝ) = {a, b, d} and edge set E(Ĝ) = ∅, and the mapping is f (a) = C 3 , 
Moore Bipartite Graphs
The Moore bipartite bound, i.e. the maximum number M b ∆,D of vertices in any bipartite graph of maximum degree ∆ and diameter D, can be found in Biggs [6] : only if ∆ − 1 is a prime power [6] .
The existence of a Moore bipartite graph of degree ∆ and diameter 3 is equivalent to the existence of a projective plane of order ∆ − 1 [6] . This graph can be seen as the incidence graph of the corresponding projective plane. We will denote the incidence graph of a projective plane of order
A Moore bipartite graph of degree ∆ and diameter 6 will be denoted by H ∆−1 .
In any Moore bipartite graph G of degree ∆ and diameter D, the following assertions hold; see 3. Any two vertices are contained in a 2D-cycle.
Compound Graphs
The process of construction of these graphs is divided into two parts. The rst part is a compounding operation and the second part sets up new adjacency rules.
To describe the graphs, we will use the denition of compounding of graphs presented in Section 2. We base our method on a step-by-step construction showing a sequence of operations required to dene these compound graphs.
Note that the order of any compound graph G(S), using S = {K h } as the set of source graphs, G as the base graph, andĜ = (Ŵ ,Ê = ∅) as the replaced graph, is the following.
Our compounding operation is slightly dierent from that described in [10, 23, 27] . We have kept the same notation and terminology in order to achieve a better understanding of the idea.
However, conditions to set up the new adjacency rules have been changed.
Part 1: Compounding Operation
Source Graphs: Given a positive integer ∆,
Base Graph: Moore bipartite graph H ∆−1 with partite sets V and W , edge set E, degree ∆ and diameter 6. Recall that ∆ − 1 is a prime power.
Replaced Graph: Let R be the subgraph of H ∆−1 depicted in Figure 2 . Let x be a vertex of V and let N (x) = {x 0 , x 1 , . . . , x ∆−1 }. We now dene the following sets:
The set W ⊂ W is called the set of replaceable vertices and is highlighted in Figure 2 .
Given a subsetŴ of W , the replaced graph will then beĜ =(Ŵ ,Ê = ∅).
Step 1: Each vertex x ijk ofŴ will be replaced by a complete graph K h , denoted The set of added vertices is denoted byŴ
).
Specifying
Step 2: The edges incident with each vertex x ijk ∈Ŵ are joined to the vertices of
is incident with at least one of these edges.
Given a vertex x ijk ∈Ŵ and the complete graph K
, we denote by y
the vertex that has x ij as a neighbor. Then y
is connected to at least one other neighbor of x ijk .
Resulting Graph: Note that vertex y (000) 0 is connected to x 00 and to another neighbor of x 000 .
Part 2: Introduction of New Edges
In order to guarantee that the graphs H ∆−1 (K h ) keep diameter 6, new edges are introduced.
The set of edges to be added in this part is denoted byÊ(K h ). Therefore, we dene the grapĥ
We need to introduce new notation and terms. We are now interested in dening the replaced graphĜ = (Ŵ ,Ê) completely, that is, to dene its edge set. The edge set can be dened as
Figure 3: In H 3 , the replacement of vertex x 000 with K 3 .
follows. For Figure 4 depicts a graphĜ(K 3 ) and its corresponding graphĜ.
We will call a block any set formed by copies of K Finally, the margin, denoted by M , is the number of edges that can be added to the vertices of each K h so that the maximum degree of H ∆−1 (K h ) continues being at most ∆. It is easy to see
Now we will describe the introduction of new edges in our approach.
Origin Graph:
Condition 1: There should be one edge between each pair of copies K
The maximum number of edges joining a copy K , i = r, should be at most 5.
Condition 4: All these adjacencies are added in such a way that the maximum degree of
Resulting Graph:
Note that either Condition 3 or 3a can be used to show that the distance between any vertex
and any vertex y
, i = r, is at most 6. Moreover, the cardinality of each block need not be equal. , K
} and its intraconnections.
Edges guaranteeing Condition 1 are colored in gray and edges guaranteeing Condition 2 are highlighted by a dashed line.
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Figure 6: Two blocks, namely, {K
} and The maximum number of replaced vertices that can be in a shortest path of any
2; see the selected subgraph R of H ∆−1 (Figure 2 ), and recall that the girth of H ∆−1 is 12.
Consequently, the distance between any two vertices will increase by at most two units.
By Lemma 4.1, the distance between any two vertices y Let us consider two unreplaced vertices z and t at distance 5 in H ∆−1 , such that a shortest path P that joins them has two replaced vertices, say P = zx ijk x ij x ijl rt. According to Condition 1, there should exist an edge between each pair of copies K
rt is a path of length at most 6 between z and t. This case is exemplied in Figure 7 .
Let us now consider two vertices z and x ijk at distance 5 in H ∆−1 , such that z ∈ V and x ijk ∈Ŵ .
Let P = zx imn x im x i x ij x ijk be a shortest path joining z and x ijk . According to Condition 2, there should exist a path of length at most 3 between each pair of copies K . Thus the distance between the vertex z and vertices y
is at most 6.
Suppose that we have two unreplaced vertices z and t at distance 6 in H ∆−1 . Then, as there are ∆ disjoint paths between them, there exists a 6-path between z and t unaected by the replacements.
Finally, consider two vertices z and x ijk at distance 6 in H ∆−1 , such that z / ∈Ŵ and x ijk ∈Ŵ .
Then there exist ∆ disjoint paths between them. We need to check that the distance between the vertex z and vertices y
Because of the structure of the selected subgraph R of H ∆−1 and the fact that g(H ∆−1 ) = 12, a shortest path linking x ijk to another replaced vertex passes through x ij . Therefore, in
there is a unique shortest path P 6 joining x ijk to z with one further replaced vertex; the remaining ∆ − 1 paths, namely, P 1 6 , . . . , P ∆−1 6
, have no replaced vertex other than x ijk . Thus, there exists a unique vertex y
Let us dene the 6-paths
Then the remaining h − 1 vertices y
are connected to z through one of the 6-paths P i 6 , for i = 1, . . . , ∆ − 1. Let us now consider the vertex y
Then y (ijk) α is adjacent to x ij , and consequently, the vertex y . Therefore, due to the applied compounding operation, the vertex y
is connected to x ij and to at least another neighbor of x ijk . Hence, one of the 6-paths
to z. This case is exemplied in Figure 8 . 2
New Largest Known Graphs of Diameter 6
In order to produce H ∆−1 (K h ) graphs of large order, we need to link the copies of K h according to Conditions 1-4 by following the structure of a certain graph. In previous work under other conditions, for instance in [27] , copies of K h were joined according to a special graph of diameter 2, whereas in [23] , such copies were joined according to the structure of bipartite graphs of diameter 3.
In this section we describe the new graphs that allow us to produce largest known graphs of diameter 6 for certain maximum degrees.
We introduce a new parameter M = M − δ which represents the number of edges that can be added to each copy K h after the application of Condition 1. Figure 7 : Path of length 6 between z and t in H ∆−1 (K 4 ), namely, zy
rt.
x ijk
. . . . . . in H ∆−1 (K 3 ).
5.1
Constructing H ∆−1 (K h ) Graphs: Approach 1
In this approach, copies of K h are joined by following the structure of a modied N b -partite graph, that is,Ĝ is a modied N b -partite graph. To be more precise,Ĝ is constructed in the following way. We take N b sets of vertices {A 1 , . . . , A N b }, join A i to A j , for i = j, by means of a perfect matching, and nally, vertices of each A i are joined by following the structure of a graph of diameter 3.
The graph H 4 (K 3 ) is constructed by setting up the following blocks K , for j ∈ {0, 1, 2} and k ∈ {0, 1}.
We then connect any two blocks as shown in Figure 9 . Note thatĜ is formed by three sets of 7 vertices and vertices of the same set are connected by a 7-cycle. This graphĜ is partially represented in Figure 4 (b).
The graph H 4 (K 3 ) so constructed has degree 5 and diameter 6. After applying the compounding operation to these 21 vertices, M = (5 − 3)(3 − 1) = 4. That means that we can add 4 edges to each K 3 . Furthermore, after applying Condition 1, we have δ = 1, so M = 4 − 1 = 3.
In order to check the fulllment of Condition 2, note that any two copies K
inside a block are joined by a 7-cycle. Besides, there is a 3-path between any two copies K (3jk) 3
. These connections are highlighted by a dashed line; see Figure 9 .
Therefore we only need to check that the distance between any two copies K First of all, Figure 9 shows that the previous assertion is true for any copy K link any two blocks ( Figure 9 shows only a part of these connections). Note that each of these vertices has two connections for this purpose, and only one of these connections is needed for establishing a path of length at most 4 between any two copies K from two dierent blocks.
Following Equation (3), we obtain that the order of the new graph
is, 2772. This is an improvement on the order of the previous largest known graph of maximum degree 5 and diameter 6, which had 2766 vertices.
For the graph H 5 (K 4 ), we set up the blocks as follows: , for j ∈ {0, 1, 2} and k ∈ {0, 1}.
As before, we connect any two blocks as shown in Figure 10 . Note that, in this case,Ĝ is formed by ve sets of 7 vertices and vertices of the same set are connected by a 7-cycle.
The graph H 5 (K 4 ) so constructed has degree 6 and diameter 6. After applying the compounding operation to these 35 vertices, M = (6 − 4)(4 − 1) = 6, we can add 6 edges to each K 4 .
Furthermore, after applying Condition 1, we have δ = 1, so M = 6 − 1 = 5. In Figure 10 connections between blocks are highlighted by a heavier line. Moreover, note that for each copy K (ijk) 4 of a block, there are exactly two vertices (shown in white; see Figure 10 ) with two connections each, in order to connect two dierent blocks, and only one of these connections is needed for establishing a path of length at most 4 between any two copies K (ijk) 4 and K (opm) 4 from two dierent blocks.
is, 7917. This is an improvement on the order of the previous largest known graph of maximum degree 6 and diameter 6, which had 7908 vertices. x 42
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Figure 10: Basic conguration of the H 5 (K 4 ) graph of order 7917.
5.2
Constructing H ∆−1 (K h ) Graphs: Approach 2
In this second approach, copies of K h are joined by following the structure of a compound graph of diameter 3, denoted G(B π ), that is,Ĝ is isomorphic to G(B π ). We dene graphs G(B π ) in the next subsection.
5.2.1
Graphs G(B π )
Graphs G(B π ) are constructed as follows. Take a graph G and a bipartite graph B π = (V 1 ∪V 2 , E).
Let us assume that B π has a polarity π. As B π has a polarity, we make no distinction between its two partite sets, that is V 1 = V 2 = V . Now we make the compounding of B π into G.
To be more precise, we replace each vertex u in G with S u = V . If u and v are adjacent in G, S u and S v are then connected by following the structure of B π . We denote a vertex t of G(B π ) such that t ∈ S u by the pair (t, S u ). Note that we can match the vertex (t, S u ) in G(B π ) with the vertex t of V in B π . Depending on our particular needs, we can assume that t belongs to V 1 or Figure 11 .
Some properties of graphs G(B π ) are shown in the next theorem. We rst recall some known properties of bipartite graphs:
is any bipartite graph of even (odd) diameter D B then the distance between x ∈ V 1 and any y ∈ V 2 (y ∈ V 1 ) is at most D B − 1.
(i) Consequently, from any vertex of V i , for i = 1, 2, we reach all vertices from either V 1 or V 2 by means of paths of length at most D B − 1.
(ii) Moreover, if we have two vertices u 0 and u l joined by a path P of length l = D B − 1 − 2r, for r ≥ 0, say P = u 0 u 1 . . . u l , we can nd a walk Z of length D B − 1 between u 0 and u l .
In fact, Z = Z ∪ P , where Z is any closed walk of length 2r, starting at u 0 . Note that we
can always obtain such a walk Z , for instance, we can take Figure 11 : Example of a G(B π ) graph; G = P 2 and B π =Heawood graph.
Proof. The assertion about the maximum degree and the order follows from the construction, so we concentrate on proving the assertion regarding the diameter.
Let z 0 and z k be vertices of G at distance k and let P = z 0 z 1 . . . z k be a shortest path joining them. Furthermore, let u and v be vertices of G(B π ), such that u ∈ S z 0 and v ∈ S z k ; see Figure 12 .
. . . Figure 12 : Path of length k in G and the corresponding structure in G(B π ).
Our aim is to prove that, given any two vertices u and
More precisely, we take a path P of length k between two vertices z 0 and z k in G, say P = z 0 z 1 . . . z k , and then we prove that
Since B π = (V 1 ∪ V 2 , E) has a polarity, we can match (u, S z 0 ) with a vertex u in V 1 .
When k = 0 or 1, u and v are located in
We distinguish two cases.
Let u l be any vertex dierent from u in V 1 (V 2 ), provided that D(B π ) is odd (even). Let Q be a shortest path in B π between u and u l , say Q = uu 1 . . . u l . Because of (i), we may assume that the length of Q has the form l = D(B π ) − 1 − 2r, for r ≥ 0.
By (ii), we construct a walk Z of length D(B π ) − 1 between u and u l in B π . Let us take
Let us now consider the vertex (u l , S D(Bπ)−1 ).
Since B π has a polarity and by using (i), from (u, S z 0 ) we reach (u l , S z D(Bπ )−1 ) by means of the
, we have just proved that there is a path of length k between (u, S z 0 ) and (v, S z k ); see Figure 13 .
. . .
. . . 
In this case we consider two additional subcases.
As before, we can associate
(even). Therefore, we can take Q as a path of length
Now the vertices (u, S z 0 ) and (v, S z k ) are joined by the k-path (u,
As k > 1, this subcase can be reduced to the above subcase. In
where L 2 = L 1 + 1. Therefore, we are able to reach any vertex in
steps. Thus, as there are edges from (v, S z k ) to certain vertices in S z k−1 , there is a path from Having dened graphs G(B π ) and deduced some of their properties, we are now ready to present the constructions of other largest known graphs H ∆−1 (K h ).
General Construction: Let us take a graph G and a bipartite graph B π with a polarity π;
both graphs have diameter 3.
Step 1: We label the vertices of G in such a way that two vertices have the same label only if they are at distance 2 in G. A vertex in G can have several labels; for instance if d(x, y) = d(y, z) = 2 and d(x, z) = 4, then the labels of vertices x, y and z could be l 1 , {l 1 , l 2 } and l 2 , respectively.
Step 2: We construct the graph G(B π ). Each vertex (u, S z i ) ∈ G(B π ) takes only one of the labels from the vertex z i ∈ G, so we now denote the vertex (u,
, where l is one of the labels of z i ∈ G. The distribution of these labels in each S z i is done according to the specic case. The graphĜ is isomorphic to G(B π ) and keeps the same labeling.
Step 3: InĜ(K h ), the copy K (ijk) h keeps the same label as x ijk = (u, S z i , l) inĜ.
Step 4: InĜ(K h ), a block is formed by copies of K
, for a xed i with the same label.
The total number of labels equals the total number of blocks (N b ).
Step 5: Condition 1 of Theorem 4.1 is applied. Figure 2) , and
has maximum degree ∆ and diameter 6.
Proof. The requirement (ii) guarantees that the maximum degree of
Therefore, we only need to prove that Conditions 2 and 3 of Theorem 4.1 hold; and in those cases, where they are not met, we should prove that the diameter is nevertheless still 6.
By
Step 4, as blocks are formed by copies of K h with the same label, it is guaranteed that these copies are at distance 3, that is, Condition 2 of Theorem 4.1 holds.
Let (x ijk , S zα ) and (x rst , S z β ) be vertices ofĜ, such that dĜ(x ijk , x rst ) = 3. Then, inĜ(K h ),
and K
(rst) h belong to dierent blocks.
As D(B π ) is 3, vertices in B π from the same partite set are at distance at most 2.
To see that the distance between vertices of K (ijk) h and vertices of K
is at most 6, we need to distinguish two cases:
as vertices in B π from the same partite set are at distance at most 2, there are ∆(B π ) 3-paths (each going through a dierent neighbor of x ijk in S z δ ) between x ijk and x rst ; see Figure 14 (a).
Thus, adjacencies inĜ(K h ) can be organized in such a way that every vertex y
; see Figure 14 (b).
Thus, Condition 3a of Theorem 4.1 holds.
Case 2. h = ∆(B π ) + 1.
We can organize adjacencies inĜ(K h ) in such a way that there is exactly one vertex in each copy
that is not connected to any copy K
we take such a vertex as y
, so there is a 6-path P between y We now present in Table 2 the features of each H ∆−1 (K h ) obtained by this approach, while in Tables 3, 4 and 5, we show the labeling of the vertices within a partite set in the graphs C 7 (I 5 ),
(b) Figure 14 : Path of length at most 6 between y
and any vertex in K (rst) 3
. Note that
Some of the graphs used to produce graphs G(B π ) are the following:
I ∆−1 : Moore bipartite graph of diameter 3 and degree ∆. Each such graph has a polarity [6] .
C 5 × F 4 : Maximal graph of degree 3, diameter 3 and order 20, found by Green [18] .
BD: Bipartite graph of diameter 3, degree 7 and order 78, found in [7] . This graph has a polarity.
H:
The unique graph of diameter 3, degree 3 and order 18, constructed by Faradºev [19] ; see also [32] .
Furthermore, note that
The cardinality of each block is either 27 or 28. As the order ofĜ = C 7 (I 5 ) is 7 × 31 = 217, by using Equation (3), n(H 8 (K 6 )) = n(H 8 ) + 217 × 5 = 75893.
The cardinality of each block is exactly 78. As the order ofĜ = C 5 × F 4 (BD) is 20 × 39 = 780, by using Equation (3), n(H 11 (K 8 )) = n(H 11 ) + 780 × 7 = 359772.
The cardinality of each block is either 109 or 110. As the order ofĜ = H(I 8 ) is 18 × 73 = 1314, by using Equation (3), n(H 13 (K 10 )) = n(H 13 ) + 1314 × 9 = 816294. 
Conclusion
In this paper we have presented a new family of compound graphs of diameter 6, denoted by H ∆−1 (K h ). At least ve members of this familynamely, H 4 (K 3 ), H 5 (K 4 ), H 8 (K 6 ), H 11 (K 8 ) and H 13 (K 10 )constitute graphs of largest known order of diameter 6 for their respective maximum degrees; see Table 6 . In order to obtain some of these new largest known graphs, we have dened a second new family of compound graphs, denoted by G(B π ), and we proved that their maximum degree is ∆(G) × ∆(B π ), their order is n(G)n(Bπ) 2
, and their diameter is Table 3 : Labeling of vertices within a partite set in C 7 (I 5 ).
Label of Vertex in G=C 7
Distribution of Labels inĜ = C 7 (I 5 ) {0, 1} 27 vertices take the label 0 and 4 vertices take the label 1 {1, 2}
23 vertices take the label 1 and 8 vertices take the label 2 {2, 3}
19 vertices take the label 2 and 12 vertices take the label 3 {3, 4}
15 vertices take the label 3 and 16 vertices take the label 4 {4, 5}
11 vertices take the label 4 and 20 vertices take the label 5 {5, 6} 7 vertices take the label 5 and 24 vertices take the label 6 {6, 7} 3 vertices take the label 6 and 28 vertices take the label 7 Table 4 : Labeling of vertices within a partite set in C 5 × F 4 (BD).
Label of Vertex in G = C 5 × F 4 Distribution of Labels inĜ = C 5 × F 4 (BD)
i, for i ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} 39 vertices take the label i Table 5 : Labeling of vertices within a partite set in H(I 8 ).
Label of Vertex in G = H Distribution of Labels inĜ = H(I 8 )
i, 0 ≤ i ≤ 11 73 vertices take the label i {a, b}, for 0 ≤ a, b ≤ 11 and a < b 37 vertices take the label a and 36 vertices take the label b 
