The algebra B of secondary cohomology operations is a pair algebra with Σ-structure which as a Hopf algebra was explicitly computed in [1] . In particular the multiplication map A of B was determined by an algorithm. In this paper we introduce algebraically the secondary Ext-groups Ext B and we prove that the E 3 -term of the Adams spectral sequence (computing stable maps in {Y, X} * p ) is given by
Here H X is the secondary cohomology of the spectrum X which is the B-module G Σ if X is the sphere spectrum S 0 . This leads to an algorithm for the computation of the group
which is a new explicit approximation of stable homotopy groups of spheres improving the Adams approximation E 2 (S 0 , S 0 ) = Ext A (F, F).
An implementation of our algorithm computed E 3 (S 0 , S 0 ) by now up to degree 40. In this range our results confirm the known results in the literature, see for example the book of Ravenel [6] .
M   
We here recall from [1] the notion of pair modules, pair algebras, and pair modules over a pair algebra B. The category B-Mod of pair modules over B is an additive track category in which we consider secondary resolutions as defined in [3] . Using such secondary resolutions we shall obtain the secondary derived functors Ext B in section 3.
Let k be a commutative ring with unit and let Mod be the category of k-modules and k-linear maps. This is a symmetric monoidal category via the tensor product A⊗B over k of k-modules A, B. A pair of modules is a morphism (1.1)
in Mod. We write π 0 (X) = ker ∂ and π 1 (X) = coker ∂. A morphism f : X → Y of pairs is a commutative diagram
Evidently pairs with these morphisms form a categoryÈ Ö(Mod) and one has functors π 0 , π 1 : È Ö(Mod) → Mod.
A pair morphism is called a weak equivalence if it induces isomorphisms on π 0 and π 1 . Clearly a pair in Mod coincides with a chain complex concentrated in degrees 0 and 1. For two pairs X and Y the tensor product of the complexes corresponding to them is concentrated in degrees in 0, 1 and 2 and is given by Using the fact that Tr is a reflection onto a full subcategory, one easily checks that the categoryÈ Ö(Mod) together with the tensor product⊗ and unit k = (0 → k) is a symmetric monoidal category, and Tr is a monoidal functor.
We define the tensor product A ⊗ B of two graded modules in the usual way, i. e. by 
satisfying f 0 − g 0 = ∂H and f 1 − g 1 = H∂.
A pair algebra B is a monoid in the monoidal category of graded pair modules, with multiplication
We assume that B is concentrated in nonnegative degrees, that is B n = 0 for n < 0. A left B-module is a graded pair module M together with a left action µ : B⊗M → M of the monoid B on M.
More explicitly pair algebras and modules over them can be described as follows. 
is given fitting in the commutative diagram
For an indeterminate element x of degree n = |x| let B[x] denote the B-module with B[x] i consisting of expressions bx with b ∈ B i , i = 0, 1, with bx having degree |b| + n, and structure maps given by
A free B-module is a direct sum of several copies of modules of the form B [x] , with x ∈ I for some set I of indeterminates of possibly different degrees. It will be denoted
For a left B-module M one has the exact sequence of B 0 -modules 
This makes evident the abelian group structure on the hom-sets [M, N] . Bilinearity of composition follows from consideration of the commutative diagram
with exact columns, where µ(H⊗g + f ⊗K) = g 1 H + K f 0 . It also shows that the functor B-Mod → B-Mod ≃ is linear. Since this functor is the identity on objects, it follows that the homotopy category is additive. Now note that both functors π 0 , π 1 factor to define functors on B-Mod ≃ . Since these functors are evidently additive, it follows that D = Hom π 0 B (π 0 , π 1 ) is a biadditive bifunctor.
(1.9) Lemma. If M is a free B-module, then the canonical map
is an isomorphism for any B-module N.
Proof. Let (g i ) i∈I be a free generating set for M. Given a π 0 (B)-equivariant homomorphism f :
To show monomorphicity, given f : M → N such that π 0 f = 0, this means that im f 0 ⊂ im ∂, so we can choose H(g i ) ∈ N 1 in such a way that ∂H(g i ) = f 0 (g i ). This then extends uniquely to a B 0 -module homomorphism H : M 0 → N 1 with ∂H = f 0 ; moreover any element of M 1 is a linear combination of elements of the form b 1 g i with b 1 ∈ B 1 , and for these one has H∂(b 1 
This shows that f is nullhomotopic.
Σ-
(2.1) Definition. The suspension ΣX of a graded object X = (X n ) n∈Z is given by degree shift, (ΣX) n = X n−1 .
Let Σ : X → ΣX be the map of degree 1 given by the identity. If X is a left A-module over the graded algebra A then ΣX is a left A-module via
for a ∈ A, x ∈ X. On the other hand if X is a right A-module then (Σx) · a = Σ(x · a) yields the right A-module structure on ΣX.
(2.3) Definition.
A Σ-module is a graded pair module X = (∂ : X 1 → X 0 ) together with an isomorphism
We then call σ a Σ-structure of X. A Σ-map between Σ-modules is a map f between pair modules such that σ(π 1 f ) = Σ(π 0 f )σ. If X is a pair algebra then a Σ-structure is an isomorphism of π 0 X-π 0 X-bimodules. If X is a left module over a pair algebra B then a Σ-structure of X is an isomorphism
be the track category of B-modules with Σ-structure and Σ-maps. Proof. Given σ : π 1 M Σπ 0 M one defines a Σ-structure on ΣM via
Hence we get suspension functors between track categories
Σ is L-additive in the sense of [3] , with L = Σ −1 , or as well R-additive, with R = Σ.
Proof. The statement of the lemma means that the bifunctor
is either left-or right-representable, i. e. there is an endofunctor L, respectively R of (B-Mod)
(2.6) Lemma. If B is a pair algebra with Σ-structure then each free B-module has a Σ-structure.
Proof. This is clear from the description of free modules in 1.6.
T     
For a pair algebra B with a Σ-structure, for a Σ-module M over B, and a module N over B we now define the secondary differential d (2) : Ext Σ . For the definition of d (2) we consider secondary chain complexes and secondary resolutions. In [3] such a construction was performed in the generality of an arbitrary L-additive track category. We will first present the construction of d (2) for the track category of pair modules and then will indicate how this construction is a particular case of the more general situation discussed in [3] . 
H n is B 0 -linear and moreover the identities
and
hold for all n ∈ Z. We thus see that in this case a secondary complex is the same as a graded version of a multicomplex (see e. g. [5] ) with only two nonzero rows.
One then defines the total complex Tot(M • ) of the form
Cycles and boundaries in this complex will be called secondary cycles, resp. secondary boundaries of Let us now consider a secondary chain complex M • in B-Mod. It is clear then that Proof. The proof consists in translating the argument from the analogous general statement in [3] to our setting. Suppose first that π 0 M • is an exact complex, and consider a secondary cycle (c,
is the boundary of (b,β). Thus M • is an exact secondary complex. Conversely suppose M • is exact, and
Using the Σ-structure, this then gives a n−3-dimensional cycle in π 0 M • . Now since π 0 M • is bounded below, we might assume by induction that it is exact in dimension n − 3, so that ω is a boundary. That is, there exists 
It follows from 3.2 that for any secondary resolution F • of a B-module M with Σ-structure, π 0 F • will be a free resolution of the π 0 B-module π 0 M, so that in particular one has
for all n and any π 0 B-module U. Then cd n is nullhomotopic, so we can find a B 0 -equivariant map H : 
In case the composite
vanishes we define the secondary Ext-groups to be the quotient groups Proof. We begin by recalling the appropriate notions from [3] . There secondary chain complexes A • = (A n , d n , δ n ) n∈Z are defined in arbitrary additive track category B. They consist of objects A n , morphisms d n : A n+1 → A n and tracks δ n : d n d n+1 ⇒ 0 A n+2 ,A n , n ∈ Z, such that the equality of tracks
holds for all n. For an object X, an X-valued n-cycle in a secondary chain complex A • is defined to be a pair (c, γ) consisting of a morphism c : X → A n and a track γ : 
] will be exact for each X ∈ b. In [3] , the notion of b ≃ -relative derived functors has been developed using such b ≃ -resolutions, which we also recall.
For an additive subcategory a = b ≃ of the homotopy category B ≃ , the a-relative left derived functors L a n F, n 0, of a functor F :
, where A • is given by any a-resolution of A. Similarly, a-relative right derived functors of a contravariant functor F :
In particular, for the contravariant functor F = [ , B] we get the a-relative Ext-groups
for any a-exact resolution A . It is proved in [3] that under mild conditions (existence of a subset of a such that every object of a is a direct summand of a direct sum of objects from that subset) every object has an a-resolution, and that the resulting groups do not depend on the choice of a resolution.
We next recall the construction of the secondary differential from [3] . This is the map of the form Now turning to our situation, it is straightforward to verify that a secondary chain complex in the sense of [3] in the track category B-Mod is the same as the 2-complex in the sense of 3.1, and that the two notions of exactness coincide. In particular then the notions of resolution are also equivalent.
The track subcategory b of free modules is generated by coproducts from a single object, so b ≃ -resolutions of any B-module exist. In fact it follows from [3, 2.13] that any B-module has a secondary b-resolution too.
Moreover there are natural isomorphisms 
T    
In this section we introduce the notion of stable maps and stable tracks between spectra. This yields the track category of spectra. See also [1, section 2.5].
(4.1) Definition. A spectrum X is a sequence of maps
in the category Top * of pointed spaces. This is an Ω-spectrum if r is a homotopy equivalence for all i. A stable homotopy class f : X → Y between spectra is a sequence of homotopy classes
The category Spec consists of spectra and stable homotopy classes as morphisms. Its full subcategory Ω-Spec consisting of Ω-spectra is equivalent to the usual homotopy category of spectra considered as a Quillen model category.
A stable map f = ( f i ,f i ) i : X → Y between spectra is a sequence of diagrams in the track category Top
Obvious composition of such maps yields the category
It is the underlying category of a track category Spec with tracks (H : f ⇒ g) ∈ Spec 1 given by sequences
11 11
paste tog i . This yields a well-defined track category Spec . Moreover For a spectrum X let Σ k X be the shifted spectrum with (Σ k X) n = X n+k and the commutative diagram
T   B        B-
The secondary cohomology of a space was introduced in [1, section 6.3]. We here consider the corresponding notion of secondary cohomology of a spectrum.
Let F be a prime field F = Z/pZ and let Z denote the Eilenberg-Mac Lane spectrum with
chosen as in [1] . Here Z n is a topological F-vector space and the homotopy equivalence Z n → ΩZ n+1 is F-linear. This shows that for a spectrum X the sets X,
, of stable maps and stable 0-tracks repectively, are F-vector spaces.
We now recall the definition of the pair algebra B = (∂ : B 1 → B 0 ) of secondary cohomology operations from [1] . Let G = Z/p 2 Z and let
be the G-tensor algebra generated by the subset 
in which the right hand column is an exact sequence. Here we choose for α ∈ E A a stable map s(α) : Z → Σ |α| Z representing α and we define s to be the G-linear map given on monomials a 1 · · · a n in the free monoid Mon(E A ) generated by E A by the composites s(a 1 · · · a n ) = s(a 1 ) · · · s(a n ).
It is proved in [1, 5.2.3] that s defines a pseudofunctor, that is, there is a well-defined track
for a, b ∈ B 0 such that for any a, b, c pasting of tracks in the diagram
a a yields the identity track. Now B 1 is a B 0 -B 0 -bimodule by defining
with a • z given by pasting s(a)z and Γ. Similarly
where z • a is obtained by pasting zs(a) and Γ. Then it is shown in [1] that B = (∂ : B 1 → B 0 ) is a well-defined pair algebra with π 0 B = A and Σ-structure
be the free B 0 -module generated by the graded set X, Σ * Z 0 . We define H (X) 1 by the pullback diagram
where s is the G-linear map which is the identity on generators and is defined on words a 1 · · · a n · u by the composite s(a 1 ) · · · s(a n )s(u) for a i as above and u ∈ X, Σ * Z 0 . Again s is a pseudofunctor and with actions • defined as above we see that the graded pair module
is a B-module. We call H (X) the secondary cohomology of the spectrum X. Of course H (X) has a Σ-structure in the sense of 2.3 above.
(5.2) Example. Let G Σ be the B-module given by the augmentation B → G Σ in [1] . Recall that G Σ is the pair
with ∂| F the inclusion nad ∂| ΣF = 0. Then the sphere spectrum S 0 admits a weak equivalence of B-modules
Compare [1, 12.1.5].
T E 3 -   A  
We now are ready to formulate our main result describing the algebraic equivalent of the E 3 -term of the Adams spectral sequence. Let X be a spectrum of finite type and Y a finite dimensional spectrum. Then for each prime p there is a spectral sequence E * = E * (Y, X) with 
Since the pair algebra B is computed in [1] completely we see that E 3 (S 0 , S 0 ) is algebraically determined. This leads to the algorithm below computing E 3 (S 0 , S 0 ). The proof of 6.1 is based on the following result in [1] . Consider the track categories 
Proof of 6.1. By the main result 7.3 in [3] we have a description of the differential d (2) in the Adams spectral sequence by the following commutative diagram
where a = b ≃ . On the other hand the differential d (2) defining the secondary Ext-group Ext B (H X, H Y) is by 3.6 given by the commutative diagram
shows by 6.3 that the top rows of these diagrams coincide.
T    B
We recall notation G = Z/4Z, F = F 2 = Z/2Z from [1] . The quotient homomorphism G ։ F will be denoted by π and the isomorphism F 2G by i. Moreover we will need the set-theoretic section χ : F ֒→ G of π given by χ(0) = 0, χ(1) = 1. In the pair algebra B = (∂ : B 1 → B 0 ), recall that B 0 is the graded free associative G-algebra on the generators Sq n of degree n, for n 1; there is thus a surjective homomorphism of graded algebras π : B 0 ։ A onto the mod 2 Steenrod algebra. Its kernel is denoted by R, so that we have the short exact sequence
It is well known that R is a graded two-sided ideal generated (as a two-sided ideal, i. e. as a B 0 -B 0 -bimodule) by 2B 0 and by the Adem elements
for 0 < a < 2b. As shown in [1] , one can generate R as a right B 0 -module by 2 ∈ R 0 and the admissible relations
..+a 0 +b , with a j+1 2a j for all k > j 0 and a 0 < 2b. As for the rest of the structure of B, as an abelian group, B 1 is R ⊕ ΣA , that is,
and ∂ is the projection. Moreover the B 0 -bimodule structure of B 1 is given by 
T      d (2)  Ext A (F, F)      
Suppose now given some projective resolution of the left A -module F. For definiteness, we will work with the minimal resolution · · · , etc. By understanding the above formulae literally (i. e. by applying χ degreewise to them), each such resolution gives rise to a sequence of B-module homomorphisms
which is far from being exact -in fact even the composites of consecutive maps are not zero. In more detail, one has commutative diagrams
Our task is then to complete these diagrams into an exact secondary complex via certain (degree preserving) maps
Now for these maps to form a secondary complex, according to 3.1.1 one must have
One sees easily that these equations together with the requirement that δ be left B 0 -module homomorphism are equivalent to 
is exact. Then straightforward checking shows that one can eliminate R from this complex altogether, so that its exactness is equivalent to the exactness of a smaller complex
Note also that by 8.4 δ A factors through π to givē
It follows that secondary exactness of the resulting complex is equivalent to exactness of the mapping cone of thisδ, i. e. to the requirement thatδ is a quasiisomorphism. On the other hand, the complex (A g * * , d * ) is acyclic by construction, so any of its self-maps is a quasiisomorphism. We thus obtain A(a, ddg) where A(a, rg) for r ∈ R is interpreted as A(a, r)g.
We can use this to construct the secondary resolution inductively. Just start by introducing values of δ on the generators as expressions with indeterminate coefficients; the equation (8.7) will impose linear conditions on these coefficients. These are then solved degree by degree. For example, in degree 2 one may have δ(g Then finally to obtain the secondary differential
from this δ, one just applies the functor Hom A ( , F) to the initial minimal resolution and calculates the map induced by δ on cohomology of the resulting cochain complex, i. e. on Ext * A (F, F). In fact since (8.1) is a minimal resolution, the value of Hom A ( , F) on it coincides with its own cohomology and is the F-vector space of those linear maps A g * * → F which vanish on all elements of the form ag * * with a of positive degree.
Let us then identify Ext * A (F, F) with this space and choose a basis in it consisting of elementsĝ Treating similarly the rest of the table below we find that the only nonzero values of d (2) on generators of degree < 36 are as follows:
d (2) 
