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1.1 Motivations
1.1.1 Test de performance et benchmarking
La complexite´ croissante des syste`mes informatiques, en termes de passage a` l’e´chelle,
re´partition et architecture, rend de plus en plus de´licate l’e´valuation de leur performance.
Si les approches a` base de mode`les permettent d’obtenir rapidement des pre´visions de
performance avec des moyens re´duits, cette grande complexite´, ainsi que le manque ou
l’absence de spe´cification formelle, en limitent la qualite´ des re´sultats ou la faisabilite´.
Ainsi, les techniques de test par injection de trafic et observation des performances du
syste`me sont tre`s largement utilise´es.
1
2 1. Introduction ge´ne´rale
Le test de performance est souvent motive´ par le benchmarking, pratique qui vise a`
obtenir une mesure de performance comparable entre diffe´rentes alternatives techniques.
Ces alternatives peuvent consister en diffe´rents parame´trages d’un meˆme syste`me, ou a`
des implantations partiellement ou totalement diffe´rentes du syste`me. Dans le domaine
des serveurs d’application Java EE, on peut ainsi eˆtre amene´ a` chercher le meilleur para-
me´trage d’une machine virtuelle Java donne´e (e.g. politique du garbage collector, taille du
tas), ou a` choisir entre diffe´rentes machines virtuelles Java. Il en va de meˆme pour tous
les autres e´le´ments de l’application vise´e : serveur HTTP, servlets, type d’EJB, syste`me
de gestion de base de donne´es (SGBD), etc.
Le benchmarking peut donc servir a` optimiser un syste`me, afin d’en obtenir les meilleures
performances. Pour cela, l’e´quipe de test doit effectuer des campagnes de test sur plusieurs
parame´trages ou configurations du syste`me, et comparer les re´sultats. En re´alite´, ce prin-
cipe d’optimisation est incontournable dans toute pratique de benchmark. En effet, si le
benchmarking vise a` obtenir des mesures de performances significatives et effectivement
comparables, encore faut-il que les diffe´rents e´le´ments alternatifs compare´s soient teste´s
dans leur parame´trage optimal. Par exemple, pour choisir entre un SGBD A et un SGBD
B, il est ne´cessaire de re´aliser un benchmark de A et B dans leur parame´trage optimal
pour l’application et le trafic de requeˆtes de´finis.
1.1.2 Optimisation
L’optimisation d’un syste`me informatique consiste a` ame´liorer son fonctionnement en
regard d’un ou plusieurs crite`res quantitatifs. Dans le domaine des performances, il s’agit
d’ame´liorer des indices mesurables tels que le temps de re´ponse, le de´bit de requeˆtes traite´s
par seconde ou le nombre de clients simultane´s. L’optimisation consiste alors a` maximiser
certaines me´triques et a` en minimiser d’autres.
L’optimisation des performances ne´cessite de modifier le syste`me, afin d’e´valuer dif-
fe´rentes configurations ou diffe´rents parame´trages. Ces modifications s’inte`grent dans un
processus de ge´ne´ration/e´valuation et de parcours d’espace de solutions, classique en in-
formatique. Il est typiquement conduit par l’e´quipe de test, qui utilise son expertise en
partie empirique afin de ne pas se retrouver submerge´e par la combinatoire e´norme entre
les diffe´rentes valeurs possibles des diffe´rents parame`tres du syste`me. Pour chaque para-
me´trage ou configuration juge´ pertinent, un de´ploiement du syste`me teste´ et une exe´cution
du benchmark sont re´alise´s.
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1.1.3 Proble´matique
L’optimisation des syste`mes informatiques et le benchmarking sont des disciplines
e´troitement lie´es. Leur pratique implique l’expertise d’une e´quipe de test et des taˆches
re´pe´titives et fastidieuses visant a` chercher le parame´trage optimal du syste`me teste´.
La proble´matique aborde´e dans cette the`se est celle de l’automatisation de l’optimi-
sation et du benchmarking, que nous nommerons respectivement auto-optimisation et
self-benchmarking . Ce dernier terme de´signe l’exe´cution automatique d’une campagne de
benchmark qui de´termine de manie`re autonome le parame´trage donnant la meilleure per-
formance.
Nous souhaitons fournir un cadre logiciel complet permettant de ge´ne´rer et d’appliquer
des parame´trages a` un syste`me a` optimiser, et de conduire des tests de performance
entie`rement automatise´s. Pour ce faire, nous devons prendre en compte deux difficulte´s
majeures :
– l’inde´pendance et l’adaptabilite´ vis-a`-vis du syste`me a` optimiser ;
– le temps d’exe´cution ”raisonnable”, e´tant donne´es la combinatoire e´norme entre les
valeurs des parame`tres, et la dure´e d’exe´cution de chaque test.
1.2 Approche
1.2.1 Principes
Notre approche comporte deux volets. Le premier volet concerne l’architecture logi-
cielle, afin de pouvoir assurer l’inde´pendance et l’adaptabilite´ aux diffe´rents syste`mes a`
optimiser. Le second volet consiste a` proposer un algorithme d’optimisation adapte´ aux
contraintes d’utilisation re´elles, notamment en terme de temps d’exe´cution global.
1.2.2 Composants et boucles de controˆle autonome
Nous proposons une approche a` base de composants, he´rite´e de travaux dans le do-
maine de l’autonomic computing . En tout e´tat de cause, l’auto-optimisation est l’une des
proprie´te´s cle´s des syste`mes auto-administrables, et il est naturel de s’y re´fe´rer. De plus,
l’essence de l’autonomic computing est justement la me´thodologie de construction des
proprie´te´s autonomes, notamment avec le principe de boucle de re´troaction observation-
analyse-re´action.
Techniquement, nous partons d’un canevas logiciel a` composants de´die´ au test de per-
formance (CLIF [Dil09]), et d’une extension permettant de piloter de manie`re autonome
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le niveau de charge injecte´ jusqu’a` atteinte de crite`res de saturation (Selfbench). Ces e´le´-
ments logiciels nous fournissent la base pour obtenir le benchmark du syste`me, a` laquelle
nous inte´grons nos composants de parame´trage (configurateurs, de´marreurs) et de controˆle
de l’optimisation. Pour re´aliser cette inte´gration, nous avons e´te´ amene´s a` traiter la ques-
tion de la coordination entre plusieurs boucles de controˆle, par une solution faiblement
couple´e a` base de communication asynchrone de type publication-souscription.
1.2.3 Un algorithme adapte´
Nous proposons un algorithme d’optimisation base´ sur un principe de recherche dicho-
tomique et de parcours « en croix » de l’espace des solutions. Sous des hypothe`se s que
nous justifions, l’algorithme permet de diminuer de manie`re tre`s significative le nombre de
solutions a` tester, et donc le temps total d’exe´cution de l’auto-optimisation. De plus, une
heuristique sur l’ordre des parame`tres est propose´e afin de contribuer a` re´duire encore ce
temps.
Afin de re´duire la dure´e du processus de self-benchmarking , le nombre de parame`tres
et le nombre de leurs valeurs doivent eˆtre aussi re´duits que possible. En comple´ment, une
granularite´ de valeur est fixe´e pour chaque parame`tre, afin de re´duire le nombre de tests,
moyennant une approximation de la valeur optimale des parame`tres juge´e satisfaisante.
L’expertise initiale reste donc tre`s importante afin d’e´viter une dure´e totale d’exe´cution
re´dhibitoire.
Par ailleurs, graˆce a` une repre´sentation abstraite du proble`me d’optimisation, cet al-
gorithme est inde´pendant du syste`me a` optimiser.
1.2.4 Validation
Pour la validation de notre travail, nous avons re´alise´ deux campagnes de test et
d’optimisation sur deux applications WEB qui diffe`rent significativement quant a` leur
fonctionnement, meˆme si elles sont porte´es par des serveurs d’applications identiques.
La premie`re est une application exemple de type achat en ligne, de´ploye´e sur le serveur
d’applications Java EE JOnAS. La seconde est le benchmark RUBIS, une application de
type enche`res en ligne, e´galement de´ploye´e sur JOnAS.
1.3 Organisation du document
Le manuscrit se divise en trois parties : e´tat de l’art en trois chapitres, contribution
en deux chapitres et validation en un seul chapitre, plus une introduction ge´ne´rale et une
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conclusion ge´ne´rale.
Le chapitre 1 est la pre´sente introduction du me´moire.
Le chapitre 2 fait un rappel des diffe´rentes notions lie´es a` l’e´valuation de performances
en informatique ainsi que les diffe´rentes me´thodes employe´es dans ce domaine. Ce chapitre
se concentre e´galement sur la pratique du testing et son application dans le domaine
du (benchmarking).
Le chapitre 3 est de´die´ a` l’optimisation, ses notions et principes, les approches princi-
pales et me´thodes de re´solution. Il aborde aussi l’optimisation en informatique du point
de vue des niveaux et de parame`tres d’optimisation. Ce meˆme chapitre de´crit quelques
approches me´tiers phares d’optimisation des syste`mes informatiques.
Le chapitre 4 fait un rappel des diffe´rentes notions et principes du Calcul Auto-
nome (Autonomic Computing). Il introduit les approches autonomiques de l’auto-optimisation,
nous y avons consacrons une section au mode`le architectural de composants que l’on a uti-
lise´ pour la mise en place de notre dispositif d’auto-optimisation. Un exemple des syste`mes
autonomes est donne´ dans ce chapitre, il s’agit d’un syste`me d’injection de charge auto-
re´gule´e que nous e´tendons justement dans le cadre de ce travail par l’ajout des aspects
d’auto-optimisation.
Le chapitre 5 pre´sente l’aspect algorithmique de notre contribution concernant l’auto-
optimisation qui se traduit dans notre contexte par la recherche du parame´trage opti-
mal du syste`me sous test. Notre algorithme se de´compose en deux parties. La premie`re
concerne le niveau global, c’est a` dire le controˆle de l’e´volution de la valeur de l’indica-
teur de performance, en fonction des valeurs des parame`tres de re´glage du syste`me. La
deuxie`me partie est relative a` la recherche de l’optimum lorsqu’un seul parame`tre est mo-
difie´. Nous de´taillons dans ce chapitre e´galement les re´glages a` re´aliser sur l’algorithme
et nous indiquons comment cet algorithme est mis en œuvre dans l’architecture de notre
application d’auto-optimisation.
Le chapitre 6 de´crit l’architecture logicielle de la plate-forme de Self-benchmarking
que nous proposons, et de´taille les diffe´rents composants Fractal qui la composent : l’op-
timiseur, les configurateurs et les de´marreurs. Ce meˆme chapitre aborde e´galement la
proble´matique de la communication entre les composants controˆleurs, les diffe´rentes ap-
proches possibles, et la mise en place de la solution adopte´e.
Le chapitre 7 pre´sente deux se´ries d’expe´rimentations re´alise´es pour la validation de
notre dispositif d’auto-optimisation. La premie`re expe´rimentation sert a` trouver le meilleur
parame´trage d’une application WEB de type achat en ligne simplifie´e (application exemple
MyStore) s’exe´cutant sur le serveur d’application JOnAS. La deuxie`me expe´rimentation
concerne une application Java EE dont les trois tiers sont re´partis sur des machines dis-
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tinctes. Nous pre´sentons et analysons dans ce chapitre les re´sultats obtenus ainsi que les
gains de performances obtenus par rapport a` des configurations par de´faut.
Le chapitre 8 dresse a` la fois un bilan des re´sultats obtenus a` l’occasion de ce travail,
une e´valuation de ces derniers et aussi une projection dans le futur sous forme de quelques
perspectives d’ame´liorations et d’extensions possibles de notre travail.
Premie`re partie
E´tat de l’art
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Chapitre 2
E´valuation de performances et
Benchmarking
Nous introduisons dans ce chapitre les diffe´rentes notions lie´es a` l’e´valuation
de performances en informatique. Nous rappelons les principales me´thodes em-
ploye´es dans ce domaine. Nous nous concentrons ensuite sur la de´marche de test
et son application dans les approches par comparaison (benchmarking).
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L
a croissance rapide des syste`mes informatiques actuels, e´galement de nature de plus en
plus complexe, entraˆıne des proble`mes des performances parfois critiques, qui peuvent
aller d’une simple de´gradation de performance sous des charges plus ou moins importantes
ou une diminution de la qualite´ de service, jusqu’a` un effondrement total du syste`me.
L’e´valuation des performances, bien qu’elle soit une discipline universelle, est devenue
en informatique une discipline a` part entie`re avec un ensemble de me´thodes spe´cifiques.
La figure 2.1 re´sume les diffe´rentes approches utilise´es en e´valuation de performance.
9
10 2. E´valuation de performances et Benchmarking
Évaluation
de performance
Évaluation non 
stochastique
Mesures Prototypage
Modélisation
stochastique
Simulation
Résolution
Analytique/
numérique
Figure 2.1: Les me´thodes d’e´valuation de performance
L’e´valuation de performances s’applique a` la fois avant la constitution du syste`me et sur
des syste`mes existants. Dans le premier cas, on dispose d’une description du syste`me
a` construire pour lequel on e´labore un mode`le mathe´matise´ (voir section 2.2) a` partir
duquel on peut calculer des indicateurs de comportement et par conse´quent pre´voir les
performances du syste`me concerne´. Dans le deuxie`me cas, on distingue trois cas de figures :
– On peut abstraire le syste`me par un mode`le mathe´matise´. on est alors ramene´ au
premier cas.
– La mode´lisation du syste`me est trop complexe ou impossible parce qu’on ne dispose
pas d’assez d’informations. Dans ce cas, on est re´duit a` des mesures sur le syste`me.
On parle alors de test de performances.
– Il est e´galement possible de construire un syste`me simplifie´, un prototype ou un
simulateur, pour le faire fonctionner en lieu et place du syste`me final. On fournit
alors a` ce syste`me des stimuli qui repre´sentent les donne´es d’entre´e du syste`me et
l’on observe le comportement du prototype.
2.1 E´valuation de performances des syste`mes infor-
matiques
Dans ce me´moire, nous nous cantonnons aux aspects scientifiques et techniques de la
notion de performance, en e´cartant par exemple les proble`mes de couˆt ou de consommation
e´nerge´tique. En informatique, les performances d’un syste`me, d’une application ou d’un
service sont les caracte´ristiques de fonctionnement de ce dernier relatives a` un ensemble
de crite`res donne´s.
Ces crite`res de performances parfois appele´s indices de performances sont de natures
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diverses. On distingue en particulier les indices suivants :
1. le de´bit souvent note´ χ : nombre de taˆches, requeˆtes, traitements, re´alise´s pendant
une pe´riode de temps donne´e ;
2. le temps de re´ponse souvent note´ R : temps de traitement d’une taˆche. Par exemple
dans les re´seaux de communication, le temps de re´ponse de bout en bout est le de´lai
d’acheminement des paquets a` travers le re´seau.
3. le nombre de « clients » souvent note´ Q ou N : nombre de taˆches pre´sentes dans le
syste`me ;
4. le taux d’utilisation d’une ressource r souvent note´ U(r) : le taux d’utilisation U(r)
est soit la proportion de temps pendant lequel r est utilise´e sur une pe´riode de temps
donne´e (par exemple : taux d’utilisation d’une uite´ centrale de traitement (CPU ),
soit la proportion de ressources r utilise´es dans un ensemble R de telles ressources
(par exemple le taux d’utilisation d’un groupe de processus le´gers (Threads) d’un
serveur WEB).
Pour chacun de ces parame`tres, on peut s’inte´resser a` sa valeur a` un instant de temps
donne´ t, a` sa valeur moyenne sur une dure´e donne´e (ainsi qu’a` d’autres statistiques comme
la variance), ou, lorsqu’elle existe, a` leur valeur limite au cours du temps, aussi appele´e
valeur a` l’e´quilibre.
Chacun de ces parame`tres posse`de une signification dans pratiquement tous les do-
maines de l’informatique. On peut par exemple s’inte´resser aux performances d’un serveur
en matie`re de de´bit, au temps de re´ponse d’une application de re´servation en ligne, ou
encore a` la comparaison de plusieurs compilateurs d’une machine multiprocesseurs.
L’e´valuation de performances a donne´ lieu a` de nombreux travaux d’inge´nierie dont
l’ouvrage de Raj Jain [Jai91] est une des re´fe´rences du domaine. Jain identifie dix e´tapes
importantes pour mener a` bien toute e´tude de performances d’un syste`me informatique.
Nous avons re´sume´ ces e´tapes dans les points suivants :
1. Fixer les objectifs de l’e´valuation et de´finir les contours du syste`me e´tudie´. Par
exemple, pour deux CPUs (Central Processing Unit), si l’objectif est d’e´tudier l’im-
pact de leurs performances sur le temps d’exe´cution de plusieurs programmes, le
syste`me pourrait consister en le syste`me a` temps partage´ et les re´sultats de l’e´tude
pourraient de´pendre significativement d’autres composants que les CPUs. Par contre
si les deux CPUs sont identiques a` l’ALU (Arithmetic and Logical Unit) pre`s, le CPU
est conside´re´ comme syste`me et les composants au sein du CPU sont conside´re´s
comme parties du syste`me.
2. Identifier la liste des fonctionnalite´s ou services offerts par le syste`me ainsi que les
12 2. E´valuation de performances et Benchmarking
re´sultats qu’ils fournissent. Par exemple, un re´seau informatique permet la trans-
mission de paquets entre diffe´rents destinataires ; un syste`me de gestion de base de
donne´es (SGBD) re´pond a` des requeˆtes ; un processeur traite diffe´rentes instructions.
3. Choisir les indicateurs de performances que l’on veut obtenir en fonction des objectifs
de l’e´tude.
4. Identifier la liste des parame`tres du syste`me qui affectent les performances e´tudie´es.
On distingue ici les parame`tres lie´s au syste`me (CPU, me´moire, re´seau, . . .) et les
parame`tres lie´s a` la charge de travail demande´e au syste`me (nombre ou vitesse
d’arrive´e des requeˆtes, . . .). Ce point est important. Nous verrons dans le reste
de ce me´moire qu’une connaissance approfondie du syste`me teste´ est ne´cessaire
pour identifier l’ensemble de ces points. Ces parame`tres sont appele´s parame`tres
d’optimisation (tunning parameters).
5. Se´lectionner parmi les parame`tres, ceux, en nombre re´duit, sur lesquels on va jouer
au cours de l’e´valuation (Jain les nomme « facteurs d’e´valuation »).
6. Choisir la me´thode d’e´valuation. Il existe trois me´thodes : analyse et simulation qui
se basent sur une mode´lisation du syste`me e´tudie´, test qui se base sur des mesures
directes sur le syste`me teste´.
7. De´finir les caracte´ristiques de la charge sous laquelle le syste`me va eˆtre e´tudie´. Ce
point est important du fait que si la charge n’est pas adapte´e au syste`me (charge
de re´fe´rence, monte´e de la charge dans le temps, etc.) on ne peut obtenir que des
re´sultats peu significatifs et parfois inutiles.
8. Calculer les indicateurs de performances. Il s’agit donc de calculer les diffe´rents
indices de performances a` partir du mode`le de´fini (analyse ou simulation) ou bien
de mesurer ces me´triques directement sur le syste`me teste´ via des sondes mises sur
les e´le´ments concerne´s (JVM, CPU, re´seaux, .etc.),
9. Analyser et interpre´ter les re´sultats. Pour les me´thodes de simulation et de mesures,
l’analyse des re´sultats doit eˆtre pre´ce´de´e par une phase de traitements statistiques,
10. Exprimer de manie`re synthe´tique les re´sultats et les analyses. Cette e´tape est ne´-
cessaire lorsqu’il s’agit d’exploiter les re´sultats de l’e´tude en vue de prendre des
de´cisions.
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2.2 E´valuation de performance base´e sur les mode`les
stochastiques
Comme pour les autres cate´gories de me´thodes (voir figure 2.1), la de´marche consiste
a` de´crire le syste`me e´tudie´, choisir et de´finir des indicateurs de performance, obtenir
leurs valeurs et analyser les re´sultats obtenus. Mais, dans les approches par mode´lisation
stochastique, les indices de performance sont obtenus comme re´sultats de calculs.
Au niveau des mode`les, on distingue deux cate´gories. D’une part, ce qu’on appelle des
mode`les fondamentaux ou de bas niveau, qui sont des syste`mes stochastiques a` e´ve`nements
discrets (SSEV). Ils de´crivent les syste`mes avec des e´tats et des transitions entre ces e´tats.
Les dure´es de se´jour dans les e´tats suivent des distributions de probabilite´ dont les lois
sont de´finies dans le mode`le. Parmi ces mode`les, les chaˆınes de Markov sont le mode`le
le plus employe´. Dans une chaˆıne de Markov, les dure´es de se´jour dans les e´tats suivent
des lois exponentielles ne´gatives (temps continu) ou ge´ome´triques (temps discret). Cette
proprie´te´ est effectivement ve´rifie´e ou repre´sente une approximation satisfaisante dans
de nombreux cas et les chaˆınes de Markov permettent d’obtenir des re´sultats pertinents
depuis bientoˆt un sie`cle, pas uniquement dans le domaine de l’informatique.
Les mode`les SSEV sont tre`s complexes a` de´finir en partant d’un syste`me technolo-
gique comme un syste`me informatique ou un atelier de production. Le nombre d’e´tats
et de transitions peut eˆtre en effet extreˆmement grand (1012 e´tats) et la description tre`s
laborieuse. On emploie donc souvent des mode`les de plus haut niveau se´mantique, i.e.
a` plus fort pouvoir d’expression. Parmi ces mode`les, nous citerons les files d’attente, les
re´seaux de files d’attente [Bay00], les re´seaux de Petri stochastiques [ABC+95, HM01] les
alge`bres de processus stochastiques. Dans chaque cas, on de´finit des algorithmes de tra-
duction automatique de ces mode`les vers des SSEV. Les risques d’erreur de mode´lisation
sont ainsi re´duits et les concepteurs de syste`mes sont plus a` meˆme de de´finir les e´le´ments
du mode`le (structure et parame`tres).
Lorsque le mode`le est de´fini, on met en œuvre des me´thodes de re´solution du pro-
ble`me mathe´matise´, on parle de « re´solution du mode`le », pour calculer les indices de
performance que l’on a de´fini.
Notons enfin qu’il est possible d’employer a` la fois une me´thode fonde´e sur un mode`le
stochastique tout en utilisant des mesures sur syste`me effectif. Dans ce cas, les mesures
permettent de parame´trer, caracte´riser, le mode`le avant de calculer les indices de perfor-
mance.
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2.3 E´valuation de performances base´e sur les me-
sures
La mesure de performances est l’une des me´thodes les plus utilise´es, si ce n’est la plus
utilise´e, pour e´valuer les performances des syste`mes existants. La proce´dure qui permet
d’obtenir ces mesures s’appelle un test de performances [Bar04]. On distingue plusieurs
cate´gories de test. Les plus pratique´s sont indique´s dans le tableau 2.1.
2.3.1 Activite´s de base d’un test de performances
La taˆche principale de toute campagne de test, quel qu’en soit le type, est de fournir
un ensemble d’informations concernant le fonctionnement du syste`me teste´ afin d’eˆtre en
mesure d’aider les testeurs ou les chefs de projets de validation des tests a` prendre des
de´cisions e´claire´es relatives a` la qualite´ globale de l’application teste´e. Les tests de perfor-
mances ont ainsi tendance a` se concentrer sur l’identification des goulets d’e´tranglement
dans un syste`me, l’ame´lioration de son re´glage, ou encore l’aide a` e´tablir une base de re´-
fe´rence pour les essais futurs En outre, les re´sultats des tests et leur analyse permettront
d’estimer la configuration mate´rielle requise pour un usage de l’application en production.
Il existe de nombreux outils de test (voir section 2.3.3) qui couvrent a` degre´s divers,
l’ensemble des cate´gories de tests pre´sente´es ci-dessus. Tous ces outils pre´sentent de nom-
breux points communs. Inspire´s sans doute par l’approche de Jain et al. [MFB+07] listent
un ensemble d’e´tapes pour la bonne pratique des tests des performances dans le domaine
des applications web. Ces e´tapes sont re´sume´es dans les points suivants :
1. Identification de l’environnement du test : une connaissance approfondie de l’envi-
ronnement physique du test (configurations mate´rielles, logicielles et re´seau) et de
l’environnement de production permet la conception des tests plus efficaces et une
identification plus rapide des objectifs du test de`s le de´but du projet,
2. Identification des crite`res de performances. Il s’agit de de´finir les objectifs ainsi que
les contraintes concernant le temps de re´ponse, le de´bit et l’usage des ressources.
En ge´ne´ral, le temps de re´ponse est une pre´occupation de l’utilisateur, le de´bit est
une pre´occupation de l’entreprise et l’usage de ressources est une pre´occupation du
gestionnaire du syste`me.
3. Plans et sce´narios de test. Il s’agit de de´finir les principaux sce´narios, de´terminer
les comportements des utilisateurs et simuler la variabilite´ parmi ces utilisateurs, de
de´finir les donne´es de test, et de de´finir les mesures qui doivent eˆtres collecte´es.
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Type de test Objectif Remarques
Test de performances S’assurer du bon fonction-
nement de l’application en
utilisation re´elle. Obtenir
un re´fe´rentiel de temps de
re´ponse de l’application.
On ne cherche pas a`
atteindre les limites de
l’application ou de l’infra-
structure mais uniquement
a` mesurer les temps de
re´ponse moyens lors d’une
utilisation normale (fonc-
tions utilise´es, nombre
d’utilisateurs).
Test de stress Ce test permet de simu-
ler un pic de charge re´el et
de de´tecter certaines failles
(fuite de me´moire, inter-
blocage, . . .) en poussant
les conditions de tests au-
dela` de l’utilisation nor-
male de l’application.
La de´tection de ces failles
n’est possible que dans
un contexte de stress de
l’application. En utilisa-
tion normale ces failles
sont souvent invisibles.
Test d’endurance S’assurer du bon fonction-
nement de l’application en
utilisation re´elle et sur la
dure´e. Utile lorsqu’il y a
un engagement sur le taux
de disponibilite´ de l’appli-
cation.
Consiste a` faire fonction-
ner l’application a` un
rythme normal, pendant
une pe´riode de temps
relativement longue pour
voir si une de´gradation
des temps de re´ponse,
une fuite me´moire ou un
blocage n’apparaˆıt pas au
bout d’un certain temps.
Test de robustesse S’assurer du bon fonc-
tionnement de l’applica-
tion avec une charge im-
portante sur la dure´e.
Ne´cessite qu’il y ait eu au
pre´alable un test d’endu-
rance complet
Test de monte´e en charge Observer les limites que
peut supporter l’applica-
tion ou un de ses compo-
sants.
On augmente le nombre
d’utilisateurs simule´s de
manie`re re´gulie`re et on
recherche le « point de
rupture », c’est-a`-dire le
moment ou` l’application
ne re´pond plus dans le
temps maximum accepte´
par l’utilisateur.
Table 2.1: Diffe´rents types de test et leurs objectifs
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4. Configuration de l’environnement du test. Il s’agit de pre´parer l’environnement de
test, les outils et les ressources ne´cessaires pour exe´cuter chaque plan de test, et
de s’assurer que l’environnement de test est instrumente´ pour la surveillance des
ressources monitoring .
5. Mettre en œuvre la conception du test. Il faut produire les artefacts du test de
performance conforme´ment a` la conception du test.
6. Exe´cution et suivi du test : Valider le test, les donne´es de test, et collecter les re´sul-
tats. Apre`s validation, exe´cuter les tests en les surveillant ainsi que l’environnement
de test.
7. Analyse des re´sultats, re´daction des rapports et re-test. Il s’agit de la consolidation
et du partage des re´sultats du test, de l’analyse des donne´es individuellement et avec
l’e´quipe inter-fonctionnelle, de la re-de´finition des priorite´s des tests et si ne´cessaire
de leur re-exe´cution. Lorsque toutes les me´triques sont dans les limites accepte´es,
qu’aucun des seuils fixe´s n’est viole´, et que toutes les informations souhaite´es ont
e´te´ recueillies, la fin du test est atteinte.
2.3.2 Plan et sce´narios de test
Toute campagne de test doit commencer par l’e´laboration d’un plan de test. On y
trouve :
– un re´sume´ du projet ;
– l’architecture technique et logicielle de l’application a` tester ;
– les objectifs du test ;
– le type de test ;
– le mode`le de charge ;
– les sce´narios du test ;
– le plan d’exe´cution des tests.
Quelque soit le type de test a` effectuer, la se´lection de la charge est une partie cruciale
de toute e´tude de performances. Un mauvais choix de la charge peut mener a` des re´sultats
non significatifs, incohe´rents ou errone´es. Le niveau de la charge est un facteur important.
Selon l’objectif du test, une charge doit mener le syste`me a` ses capacite´s comple`tes (dans
le meilleur cas) ou au-dela` de ces capacite´s (mauvais cas) ou enfin au meilleur niveau
de charge observe´ dans un cas d’usage re´el du syste`me (cas typique). Enfin, une bonne
charge doit permettre de reproduire facilement les re´sultats sans e´cart significatifs. Les
charges qui font des demandes de ressources fortement ale´atoires sont ge´ne´ralement moins
souhaitables car elles ne´cessitent beaucoup plus de tests et par conse´quent plus de temps
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pour avoir des re´sultats significatifs.
Dans de nombreux outils de test, on ge´ne`re la charge sous la forme d’utilisateurs
virtuels (Virtual User , VUsers). Un VUser est la reproduction du comportement d’un
utilisateur re´el de l’application (login, ouverture d’une session, connexion a` une BD, trai-
tement me´tier, etc.). Le comportement d’un VUser est de´fini dans un sce´nario (Behavior).
Le nombre initial de VUsers et la strate´gie de monte´e en charge sont de´finis dans le profil
de charge.
Un bon plan est celui qui repre´sente le plus possible le comportement d’un utilisateur
re´el du syste`me. Une de´finition de cette repre´sentativite´ peut eˆtre re´dige´e dans des scripts
sous forme d’un ou plusieurs sce´nrios. Un sce´nario refle`te le plus fide`lement possible le
comportement d’un utilisateur re´el de l’application ; il doit tenir en compte les points
suivant :
1. le taux d’arrive´e : le taux d’arrive´e des requeˆtes doit eˆtre le meˆme ou proportionnel
a` celui de l’application re´elle.
2. la demande de ressources : la totalite´ des demandes en ressources (i.e. requeˆtes des
clients) doit eˆtre similaire ou proportionnelle a` celle de l’application re´elle.
3. le profil d’usage de ressources : le se´quencement et la fre´quence avec lesquels les
diffe´rentes ressources sont utilise´es doivent eˆtre du meˆme ordre que ceux des requeˆtes
re´elles.
Le comportement de l’utilisateur en fonction du temps est un autre facteur crucial
dans la de´finition la charge. Les clients changent leurs comportement dans le temps et tout
changement dans les performances du syste`me les obligent a` changer leur comportement
d’usage de ressources du syste`me. Un bon plan de test doit accorder une importance
particulie`re a` la de´finition du comportement des clients du syste`me en fonction du temps.
L’impact d’e´le´ments externes du syste`me sous test peut aussi eˆtre plus ou moins fort ;
par exemple la comparaison entre la vitesse de deux processeurs peut eˆtre comple`tement
masque´e a` cause de l’impact des composants d’E/S.
Il est tre`s important d’identifier les sce´narios pertinents et de les ponde´rer. Pour de´finir
ces sce´narios on peut :
– re´cupe´rer des statistiques de l’utilisation de l’application si elles existent (par exemple
le nombre quotidien ou mensuel de transactions me´tier, l’analyse des statistiques
WEB (fichiers de connexions, acces log)).
– de´finir avec les utilisateurs les sce´narios principaux d’utilisation (les fonctions les
plus utilise´es) de leur application.
Enfin, toute plate-forme de test de performances comporte ge´ne´ralement un ge´ne´rateur
de charges et un syste`me de sondes. Un syste`me de ge´ne´ration de charge, appele´ aussi
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moteur de charge est un logiciel qui est capable de simuler les actions des utilisateurs et
de ce fait ge´ne´rer la charge sur l’application. Ces actions sont de´finies dans des scripts
automatisant les sce´narios et valorise´s sur un lot de donne´es particulier. On peut donc
distinguer deux cate´gories d’outils :
– Les simulateurs d’utilisateurs qui, essentiellement, font exe´cuter les scripts de test
pour un grand nombre d’utilisateurs virtuels ;
– Les ge´ne´rateurs de donne´es qui vont permettre de valoriser les scripts utilise´s et ainsi
assurer que chaque utilisateur virtuel n’effectue pas exactement la meˆme ope´ration
ce qui n’aurait pas beaucoup de sens du point de vue des performances mesure´es
ensuite.
Un syste`me de sondes est place´ au niveau du syste`me sous test. Ces sondes permettent
de remonter des mesures dont l’objet est de savoir comment re´agissent individuellement
des composantes du syste`me (me´moire, CPU, re´seau, disques .etc.).
2.3.3 Outils de test
Il est e´vident qu’une de´marche de test ne peut eˆtre conduite qu’avec l’aide d’outils
logiciels adapte´s. Il existe de nombreux outils de test. Citons parmi les plus connus, sinon
les plus employe´s :
– Outils commerciaux :
– LoadRunner (HP), leader du marche´ ;
– Silk-performer (Micro Focus) ;
– Load Testing (Oracle) ;
– IBM Rational Performance Tester (IBM) ;
Outils open source :
– CLIF (France Te´le´com, http://clif.ow2.org/) ;
– JMeter (Apache fundation, http://jmeter.apache.org/) ;
– Grinder (http://grinder.sourceforge.net/)
Nous renvoyons le lecteur aux descriptions de´taille´es de chaque outil pour de plus amples
informations.
On peut d’une part distinguer les outils « open source » et les outils commerciaux,
en ge´ne´ral tre`s couˆteux. Les outils open source sont fre´quemment des solutions ad hoc
a` des proble`mes spe´cifiques d’e´valuation de performance. CLIF [Dil09] est une exception
notable a` cette situation. C’est l’outil que nous utiliserons dans notre e´tude et nous le
pre´sentons en de´tails dans le chapitre 4.
Les outils commerciaux proposent des palettes de fonctions plus e´tendues. Cepen-
dant, peu d’entre-eux disposent, a` la fois, des fonctionnalite´s d’injection de charge, de
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Figure 2.2: Un benchmark doit eˆtre approprie´ (reproduit de [Hup09])
surveillance d’usage des ressources et de profilage de l’exe´cution.
2.4 Benchmarking
2.4.1 De´finition
Le terme meˆme de benchmarking a donne´ lieu a` de multiples de´finitions, dans la
sphe`re commerciale comme dans la sphe`re technique et scientifique. Par exemple, David
Kerns, directeur exe´cutif de Xerox, donne la de´finition suivante du Benchmarking : « the
continuous process of measuring products, services, and practices against the toughest
competitors or those recognized as industry leaders » (le process continu de la mesure des
produits, services et pratiques par rapport aux concurrents les plus directs ou aux leaders
du marche´).
Plus techniquement, le benchmarking est la pratique de tests de performances en vue
d’une comparaison
– entre plusieurs alternatives de conception du meˆme syste`me ;
– ou entre diffe´rentes configurations d’un syste`me donne´ ;
– ou encore entre deux ou plusieurs syste`mes de meˆme type ou avec les meˆmes fonc-
tionnalite´s (Serveurs d’applications, syste`mes de disques, syste`mes de gestion de
bases de donne´es, etc.).
Le benchmarking consiste consiste donc a` comparer plusieurs syste`mes ou e´talonner un
syste`me pour un fonctionnement donne´ vis a` vis d’un syste`me de re´fe´rence, selon des
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crite`res quantifie´s. Le mot anglais benchmarking, que l’on peut traduire par e´valuation,
e´talonnage, est en ge´ne´ral conserve´ tel quel dans la communaute´ francophone de l’e´valua-
tion et du test de performance, du test et des syste`mes informatiques. Nous suivrons cet
usage.
En pratique, concevoir puis pratiquer un benchmark pertinent, rele`ve, comme le sou-
ligne [Hup09], de l’art de l’inge´nieur comme de la science. La figure 2.2 tire´e d’une pre´sen-
tation de Huppler re´sume deux e´cueils classiques du benchmarking : mesurer des grandeurs
non significatives par rapport au proble`me pose´, tirer des conclusions fausses de re´sultats
de benchmarks.
Notons que pour comparer diffe´rents syste`mes de manie`re cohe´rente, il est ne´cessaire
de re´gler chacun d’entre-eux de sorte qu’il fonctionne avec les meilleures performances
relativement aux crite`res retenus pour le benchmark. Ainsi, toute proce´dure de bench-
marking implique l’optimisation des syste`mes concerne´s, qui se traduit par un re´glage des
configurations et de leurs parame`tres.
2.4.2 Exemples de benchmarks
Il existe de tre`s nombreux benchmarks dans le domaine de l’informatique. Deux or-
ganismes e´laborent des se´ries de benchmarks, TPC et SPEC. Par ailleurs, plusieurs com-
munaute´s ont de´fini des benchmarks spe´cifiques qui font en quelque sorte re´fe´rence dans
leur domaine, sans pour autant eˆtre de´crits de manie`re totalement formelle.
2.4.2.1 TPC
Le Transaction Processing Performance Council (http://www.tpc.org/) est un orga-
nisme a but non lucratif dont la mission est de de´finir des benchmakrs de performances
de syste`mes informatiques transactionnels et de publier les re´sultats de ces benchmarks.
Les origines de TPC remontent au de´but des anne´es 80, ou` les constructeurs avaient cha-
cun leur propre syste`me de mesure de puissance de machine, ce qui ne permettait pas la
comparaison entre ces derniers [Gra85]. Le TPC en tant qu’organisme a e´te´ cre´e´ en 1988
par huit compagnies. Les premiers re´sultats TPC-A ont e´te´ annonce´s en juillet 1990. Par
la suite d’autres benchmarks ont e´te´ mis au point pour mesurer d’autres points de vue,
comme par exemple les performances des syste`mes client-serveur. L’originalite´ des classe-
ments du TPC est non seulement de fournir des tableaux de puissance relative, mais aussi
des tableaux faisant intervenir le ratio performance/couˆt [Cou]. Les acteurs du marche´
publient re´gulie`rement les records atteints lors des passations des benchmarks TPC, en
particulier pour le plus utilise´ d’entre-eux, TPC-C.
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2.4.2.2 Spec
La Standard Performance Evaluation Corporation (http://www.spec.org/), est une
organisation a` but non lucratif, dont la vocation est de produire, cre´er, maintenir et ap-
prouver un ensemble standard de benchmarks. SPEC ate´ cre´e en 1988 et ses benchmarks
sont largement utilise´s pour l’e´valuation des syste`mes informatiques. Les benchmarks de
SPEC concernent diffe´rents syste`mes ou sous-syste`mes informatiques tel que : Bench-
marks de CPU, Benchmarks Cient/Serveur, Benchmarks Serveurs de mail, Benchmarks
SIP, Benchmark SOAP et Benchmark e´nergie. La description des diffe´rentes benchmarks,
de leurs plateformes ainsi que les re´sultats sont publie´es sur le site web de la corpora-
tion [SPE].
2.4.2.3 Benchmarks de type cas d’e´tude
Il s’agit de syste`mes ou applications ou ensemble d’applications, dans un domaine
donne´, qui, sans eˆtre comple`tement de´finis, correspondent a` des cas d’e´tude (use case)
fre´quemment rencontre´s dans ce secteur. Dans le contexte des serveurs WEB par exemple,
nous citerons les architectures Apache-PHP-MySQL (LAMP ou WAMP). Dans le domaine
des serveurs d’application, on associe en ge´ne´ral un serveur a` une application de´ploye´e
d’un type donne´ (e-commerce, consultation d’horaires, re´servation en ligne, etc). Deux
exemples caracte´ristiques et largement utilise´s, MyStore (e-commerce) et RUBIS (enche`res
en ligne) toutes deux de´ploye´es sur le serveur Java EE JOnAS seront utilise´s dans nos
expe´rimentations (voir le chapitre 7).
2.5 Conclusion
Dans ce chapitre, nous avons re´alise´ un e´tat de l’art relatif a` l’e´valuation de perfor-
mance. Nous avons vu qu’il y a trois me´thodes possibles pour e´valuer les performances des
syste`mes informatiques. Nous avons pre´sente´ succinctement ce que c’est l’e´valuation base´e
sur la mode´lisation. Nous avons vu en de´tails les principes de l’e´valuation base´e sur des
mesures re´alise´es sur le syste`me en fonctionnement. C’est cette approche que nous suivons
dans ce me´moire. Nous avons e´galement introduit le concept de benchmarking. Dans le
chapitre suivant, nous pre´sentons une bre`ve synthe`se sur les proble`mes d’optimisation.
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Chapitre 3
Optimisation des performances
Nous rappelons dans ce chapitre les notions et principes de l’optimisation. nous
introduisons les principales approches et me´thodes de re´solution. Nous abordons
ensuite l’optimisation en informatique et nous dressons une liste des parame`tres
et des niveaux d’optimisation. Nous pre´sentons e´galement quelques approches
me´tiers d’optimisation des syste`mes informatiques.
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L
e mot optimisation est d’origine latine, de´rive´ du mot Optimum qui signifie le meilleur.
L’optimisation est originalement une branche des mathe´matiques qui sert a` analyser
et a` re´soudre analytiquement ou nume´riquement les proble`mes qui consistent a` de´terminer
le meilleur e´le´ment d’un ensemble, au sens d’un crite`re quantitatif donne´.
De nos jours, les applications de l’optimisation sont innombrables. Chaque proces-
sus qu’il soit en industrie, en e´conomie en sciences ou en inge´nierie est potentiellement
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optimisable, et peut donc tirer profit des me´thodes d’optimisation.
Aujourd’hui il n’y a pas d’entreprise qui ne soit implique´e dans la re´solution de pro-
ble`mes d’optimisation [Tal09]. En effet, de nombreuses applications difficiles dans les
sciences et l’industrie peuvent eˆtre formule´es comme des proble`mes d’optimisation. Dans
les re´seaux de communication, et afin d’optimiser les couˆts et la qualite´ de service il faut
de´terminer les configurations ou les topologies. Dans les syste`mes de production il existe
plusieurs fac¸ons d’ordonnancer les taˆches afin d’optimiser le temps de fabrication. En
sciences biologiques, il existe plusieurs fac¸ons de de´finir la forme 3D d’un prote´ine pour
optimiser l’e´nergie.
En sciences de l’ordinateur, et depuis l’apparition des premie`res machines calculateur
l’optimisation est pre´sente partout et sur tout le niveau : optimisation du mate´riel (i.e. cir-
cuits, cartes me`re, me´moire, processeur, interfaces re´seaux, .etc) ou optimisation logicielle
(i.e. algorithmes, langages, frame-works, .etc).
L’accroissement de la puissance des machines de dernie`re ge´ne´ration (depuis pratique-
ment le de´but des anne´es 70) a e´te´ accompagne´e par une e´volution dans le monde de
conception et de de´veloppement des syste`mes informatiques. Ces syste`mes sont devenus
distribue´s avec plus de capacite´ de traitement. Le World Wide Web est un des exemples
de cette (r)e´volution.
Dans de tels syste`mes de plus en plus complexes (plates-forme, architectures et pro-
tocoles plus complexes qu’auparavant), l’ouverture partielle ou totale de ces syste`mes et
applications sur les re´seaux, et une capacite´ assez limite´e d’administration, de configu-
ration et de gestion de ces application dans un contexte en mouvement et en e´volution
permanents et soumis a` des charges non controˆlables et non maitrise´e.
L’optimisation d’un syste`me informatique quelconque concerne essentiellement son
fonctionnement, elle peut signifie l’assurance maximale de la disponibilite´ du service cense´
eˆtre offert par le syste`me surtout dans des situations critiques, elle peut signifie aussi
l’ame´lioration du temps de re´ponse du syste`me, comme elle peut signifie la maximisation
de la capacite´ du traitement paralle`le du syste`me en question.
Dans la pratique, quand on parle d’optimisation d’un syste`me d’information, on entend
par cela l’ame´lioration de ses performances. Les performances d’un syste`mes sont mesure´es
(ou calcule´es) en terme d’un indice de l’e´tat actuel du syste`me (i.e. de´bit, temps de
re´ponses, nombre de clients, nombre de requeˆtes traite´es , .etc) 2.1.
La complexite´ des syste`mes informatiques rend difficile et complexe la taˆche d’ame´-
lioration de performances de ces syste`mes. De toutes manie`res l’optimisation de perfor-
mances est un travail quotidien concerne pratiquement tout les me´tiers de l’informa-
tique(de´veloppeurs, inte´grateurs, responsables de mise en production, administrateurs
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syste`me ou re´seaux, .etc) et touche plusieurs niveaux de l’application en question et cela
tout au long de son cycle de vie. Nous consacrons une section a` l’optimisation en infor-
matique 3.2 et pre´sentons trois approches me´tier d’optimisation de syste`mes informatique
dans la section 3.3 avant de conclure ce chapitre par le concept d’auto-optimisation des
syste`mes informatiques.
3.1 Principes et me´thodes
3.1.1 Principes
De´finition 3.1.1 Optimiser la fonction f sur A, consiste a` trouver l’e´le´ment x0 de A tel
que pour tout e´le´ment x de A, f(x) est majore´e par f(x0) (s’il s’agit d’une maximisation)
et minore´e par f(x0) (s’il s’agit d’une minimisation). De manie`re formelle, nous avons
donc pour un proble`me de maximisation :
f : A→ R ∃?x0 ∈ A, ∀x ∈ A, f(x0) ≥ f(x) (3.1)
et pour un proble`me de minimisation :
f : A→ R ∃?x0 ∈ A, ∀x ∈ A, f(x0) ≤ f(x) (3.2)
La fonction f est appele´e fonction objectif et les e´le´ments de l’ensemble A sont appele´s
solutions admissibles. L’e´le´ment f(x0) est appele´ Optimum ou solution optimale. Lorsque
l’ensemble A ⊂ Rn, on parle d’optimisation multivariables.
Nota : Un proble`me d’optimisation combinatoire est susceptible d’avoir plusieurs so-
lutions optimales.
De´finition 3.1.2 (Optimisation multiobjectifs) Lorsque la fonction objectif n’asso-
cie pas une valeur nume´rique, mais un point d’un ensemble c.a`.d. elle est associe´e a` un
vecteur, dans ce cas on parle de l’optimisation multiobjectifs. Le but est alors d’optimiser
simultane´ment l’ensemble des composantes de ce vecteur.
On peut aussi voir l’optimisation multiobjectif comme un ensemble de proble`mes d’opti-
misation portant sur les meˆmes parame`tres, ayant des objectifs e´ventuellement contradic-
toires, et que l’on cherche a` re´soudre au mieux.
Nous n’abordons pas le sujet de l’optimisation multiobjectifs dans le pre´sent manuscrit,
nous nous contentons donc dans le reste des sections par l’e´tude des mode`les et me´thodes
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d’optimisation ayant un seul objectif d’optimisation. La section suivante montre les deux
me´thodes de re´solution possibles pour tout proble`me d’optimisation.
3.1.2 Me´thodes de re´solution des proble`mes d’optimisation
3.1.2.1 Re´solution exacte
C’est des me´thodes de´terministes permettant de re´soudre certains proble`mes d’une
manie`re exacte en un temps fini. Ces me´thodes d’optimisation explorent de fac¸on syste´-
matique l’espace de recherche. Souvent on parle des me´thodes arborescentes car elles se
basent sur un parcours d’arbre afin de trouver la solution optimale, les nœuds de l’arbre
sont les affectations des valeurs des variables du proble`me.
Ces me´thodes ne´cessitent ge´ne´ralement un certain nombre de caracte´ristiques de la
fonction objectif, comme la stricte convexite´, la continuite´ ou encore la de´rivabilite´. On
peut citer comme exemple de me´thodes de re´solution de ce type de fonction : la pro-
grammation line´aire, quadratique ou dynamique, la me´thode du gradient et la me´thode
de Newton.
Parmi les me´thodes exactes, on trouve la plupart des me´thodes traditionnelles (de´ve-
loppe´es depuis une trentaine d’anne´es) telles les techniques de se´paration et e´valuation
(branch and bound), ou les algorithmes avec retour en arrie`re (backtracking). Les me´thodes
de re´solution a` base de solveurs de contraintes font partie de cette cate´gorie de me´thodes,
car la majorite´ des solveurs de contraintes imple´mente des algorithmes de type branch
and bound et de backtracking lors de la construction de l’arbre de solutions. Les me´-
thodes exactes permettent de trouver des solutions optimales pour des proble`mes de taille
raisonnable. De`s que la taille du proble`me soit plus grande le temps de calcul ne´cessaire
pour trouver une solution risque d’augmenter exponentiellement et donc ces me´thodes
montrent des difficulte´s avec les applications de taille importante.
Notons en fin, qu’il existe des logiciels ge´ne´riques tel que : AMPL [FGK02] qui est
un langage de mode´lisation pour la programmation mathe´matique qui simplifie la mode´-
lisation et la formulation des proble`mes d’optimisation complique´s, la re´solution de ces
mode`les peut eˆtre faite a` l’aide de plusieurs logiciels tel que : CPLEX [IBMa] qui est
un solveur d’optimisation d’IBM pour la programmation line´aire mixte et quadratique,
LINDO [LIN] qui est un logiciel d’optimisation pour la programmation en nombres en-
tiers, line´aire, non-line´aire, stochastique et globale, MPL [Max] et XPRESS [FIC] qui est
l’un des logiciels prive´s de la programmation line´aire et en nombres entiers les plus utilise´s
sur le marche´.
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3.1.2.2 Re´solution approche´e
La mode´lisation des proble`mes re´els n’est pas toujours une taˆche facile et parfois im-
possible. D’autres proble`mes appele´s difficiles par exemple dans le cas de la non convexite´
stricte (multimodalite´), l’existence de discontinuite´s, la non de´rivabilite´ de la fonction ou
la pre´sence de bruit par exemple.Ou des proble`me ayant une taille de solutions e´norme,
et donc leur re´solution par une me´thodes de´terministe prend e´norme´ment de temps. Dans
certains proble`mes l’optimalite´ n’est pas primordial du moment ou` on obtient une solu-
tion satisfaisante. Dans ces cas de proble`mes une classe de me´thodes a vu le jours appele´e
heuristiques.
De´finition 3.1.3 (Heuristique) Une heuristique est une me´thode qui permet d’identi-
fier au moins une solution re´alisable a` un proble`me d’optimisation, mais sans garantir
que cette solution soit optimale.
Le mot heuristiques vient du verbe grec heuriskein, qui signifie : trouver. L’inconve´nient
est de ne disposer en retour d’aucune information sur la qualite´ des solutions obtenues.
Feignebaum et Feldman [FF63] de´finissent une heuristique comme une re`gle d’esti-
mation, une strate´gie, une astuce, une simplification, ou tout autre sorte de syste`me qui
limite drastiquement la recherche des solutions dans l’espace des configurations possibles.
Newell, Shaw et Simon [NSS58] pre´cisent qu’un processus heuristique peut re´soudre un
proble`me donne´, mais n’offre pas la garantie de le faire. Dans la pratique, certaines heu-
ristiques sont connues et cible´es sur un proble`me particulier.
La me´taheuristique, elle, se place a` un niveau plus ge´ne´ral encore, et intervient dans
toutes les situations ou` l’inge´nieur ne connait pas d’heuristique efficace pour re´soudre
un proble`me donne´, ou lorsqu’il estime qu’il ne dispose pas du temps ne´cessaire pour en
de´terminer une.
En 1996, I.H. Osman et G. Laport [OL96] de´finissent la me´taheuristique comme un
processus ite´ratif qui subordonne et qui guide une heuristique, en combinant intelligemment
plusieurs concepts pour explorer et exploiter tout l’espace de recherche. Des strate´gies
d’apprentissage sont utilise´es pour structurer l’information afin de trouver efficacement
des solutions optimales, ou presque-optimales.
En 2006, le re´seau Metaheuristics [Met12] de´finit les me´taheuristiques comme suivant :
De´finition 3.1.4 (Me´taheuristique) un ensemble de concepts utilise´s pour de´finir des
me´thodes heuristiques, pouvant eˆtre applique´s a` une grande varie´te´ de proble`mes. On peut
voir la me´taheuristique comme une boˆıte a` outils algorithmique, utilisable pour re´soudre
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diffe´rents proble`mes d’optimisation, et ne ne´cessitant que peu de modifications pour qu’elle
puisse s’adapter a` un proble`me particulier .
Comme l’heuristique, la me´taheuristique n’offre ge´ne´ralement pas de garantie d’optimalite´,
bien qu’on ait pu de´montrer la convergence de certaines d’entre elles.
3.1.3 Quelques me´thodes d’optimisation
Cette section pre´sente les principales me´thodes d’optimisation (de´terministes ou ap-
proche´es).
3.1.3.1 Programmation mathe´matique
La programmation mathe´matique est la branche des mathe´matiques applique´es pour
la mode´lisation et la re´solution des proble`mes d’optimisation que l’on peut mode´liser sous
forme de fonctions (purement) analytique : line´aires ou non-line´aires de variables entie`res
ou continues voire mixtes.
De nombreux proble`mes d’optimisation, ou` la fonction objectif et les contraintes
peuvent eˆtre e´nonce´es d’une fac¸on analytique, peuvent eˆtre mode´lise´s et re´solus avec ce
type de mode`les.
Que se soit line´aire (en nombre entie`res ou non) ou non line´aire (convexe ou qua-
dratique) ce type de proble`me peut bien eˆtre NP-complet, par conse´quent dans la plus
part des cas, sa re´solution avec des me´thodes exactes n’est pas toujours la fac¸on la plus
appre´cie´e.
Le proble`me de voyageur de commerce qui peut eˆtre formule´ a` l’aide d’un mode`le
d’optimisation line´aire en nombre entier et re´solu par une des me´thodes de re´solution tel
que la Simplexe par exemple.
Par ailleurs, ce type de mode`les est souvent le mode`le -si ce n’est le principal- qu’on
utilise pour re´soudre des proble`mes de planification, de de´cision et de strate´gie dans plu-
sieurs domaines (e´conomie, industrie, etc.). Un exemple de domaine d’application de ce
type de mode`les est l’industrie pe´trolie`re, ou` on y utilise pour de´terminer la production
optimale des puits et de raffineries de pe´trole a` moyen ou a` long terme, en la pre´sence
d’un nombre de contraintes.
3.1.3.2 Optimisation combinatoire
En Informatique et en mathe´matiques applique´es, l’optimisation combinatoire e´gale-
ment appele´e optimisation discre`te consiste a` trouver la meilleure solution dans un
ensemble discret dit ensemble des solutions re´alisables. En ge´ne´ral, cet ensemble est fini
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mais compte un tre`s grand nombre d’e´le´ments, et il est de´crit de manie`re implicite, c’est-a`-
dire par une liste, relativement courte et de contraintes que doivent satisfaire les solutions
re´alisables, dans ce cas le proble`me d’optimisation est dit proble`me d’optimisation sous
contraintes.
Le proble`me d’optimisation combinatoire consiste donc, a` trouver l’e´le´ment optimal
dans cet ensemble discret et fini (maximum ou minimum) pour lequel la valeur de la
fonction objectif soit optimale (maximale ou minimale).
En the´orie, un proble`me d’optimisation combinatoire se de´finit par l’ensemble de ses
instances, souvent infiniment nombreuses. Dans la pratique, le proble`me se rame`ne a`
re´soudre nume´riquement l’une de ces instances, par un proce´de´ algorithmique.
Formellement, une instance d’un proble`me d’optimisation combinatoire est de´finie par
un couple < S, f > tel que :
1. S est l’ensemble discret de configurations (espace de recherche)
2. f : A→ R est la fonction objectif (ou de couˆt)
La re´solution consiste donc a` de´terminer s∗, pour un proble`me de maximisation :
s∗ ∈ S, ∀s ∈ X ⊆ S, f(s∗) ≥ f(s) (3.3)
Et pour un proble`me de minimisation :
s∗ ∈ S, ∀s ∈ X ⊆ S, f(s∗) ≥ f(s) (3.4)
X est l’ensemble des solutions re´alisables (admissibles) et s∗ est la solution optimale
de < S, f >.
Bien que les proble`mes d’optimisation combinatoire soient souvent faciles a` de´finir,
ils sont ge´ne´ralement difficiles a` re´soudre. En effet, la plupart de ces proble`mes appar-
tiennent a` la classe des proble`mes NP-difficiles et ne posse`dent pas a` ce jour de solution
algorithmique efficace valable pour toutes les donne´es.
Trouver une solution optimale dans un ensemble discret et fini est un proble`me facile
en the´orie : il suffit d’essayer toute les solutions re´alisables, et de comparer les valeurs de
la fonction objectif correspondantes pour de´signer laquelle est la meilleure. Cependant, le
parcours de toutes les solution peut prendre e´norme´ment de temps, et justement c’est a`
cause du temps de la recherche de la solution optimale que ce type de proble`me est re´pute´
si difficile.
L’exemple le plus classique de ce type de mode`le est le proble`me du plus court chemin
entre deux sommets s et t d’un graphe. L’ensemble des solutions re´alisables est l’ensemble
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des chemins entre s et t tandis que la fonction objectif est la longueur du chemin. Ce mode`le
trouve son application dans plusieurs domaines, notamment dans le transport en commun
dans la de´termination du plus court chemin en pre´sence de contraintes temporelles par
exemple.
Quelques proble`mes d’optimisation peuvent eˆtres re´solus d’une fac¸on exacte, par un
algorithme glouton par exemple, ou par programmation line´aire si on prouve que le pro-
ble`me est mode´lisable de fac¸on line´aire.
Dans la plus part des cas, et en la pre´sence des contraintes, le proble`me est NP-difficile,
et en pratique on se contente tre`s souvent d’avoir une solution approche´e obtenue a` l’aide
d’une heuristique ou une me´taheuristique (voir section 3.1.3.3).
3.1.3.3 Me´thodes heuristiques
Certains proble`mes d’optimisation 3.1.2.2 demeurent hors de porte´e des me´thodes
exactes.
Les heuristiques s’appliquent dans des cas ou` le proble`me d’optimisation est n’est
pas mode´lisable et donc impossible de le re´soudre analytiquement, ou quand le temps
ne´cessaire pour la re´solution n’est pas raisonnable. Parfois on fait appel aux heuristiques
tout simplement parce que l’exactitude de la solution n’est pas importante (par rapport
au gain de temps) et qu’une solution approche´e est acceptable.
Les me´taheuristiques n’e´tant pas, a priori, spe´cifiques a` la re´solution de tel ou tel type
de proble`me, leur classification reste assez arbitraire. On peut cependant distinguer :
1. Approches trajectoires : Le terme de recherche locale est souvent utilise´ pour qualifier
ces me´thodes. Ces algorithmes partent d’une solution initiale (obtenue de fac¸on
exacte, ou par tirage ale´atoire) et s’en e´loignent progressivement, pour re´aliser une
trajectoire, un parcours progressif dans l’espace des solutions. Dans cette cate´gorie,
se rangent :
– La me´thode de descente [Cea68]
– Le recuit simule´ [KGV83]
– La me´thode Tabou [CS00]
– La recherche par voisinage variable [AL03]
2. Approches populations ou e´volutionnaires : Elles consistent travailler avec un en-
semble de solutions simultane´ment, que l’on fait e´voluer graduellement. L’utilisation
de plusieurs solutions simultane´ment permet naturellement d’ame´liorer l’exploration
de l’espace des configurations. Dans cette seconde cate´gorie, on recense :
– Les algorithmes ge´ne´tiques [KCS06]
– Les algorithmes par colonies de fourmi [DBS06]
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– L’optimisation par essaim particulaire [PKB07]
– Les algorithmes a` estimation de distribution [ZSTF04]
– Le path relinking (ou chemin de liaison) [DMG11]
Notons que ces me´taheuristiques e´volutionnaires seront probablement plus gour-
mandes en calculs, mais on peut supposer aussi qu’elles se preˆteront bien a` leur
paralle´lisation.
Certains algorithmes peuvent se ranger dans les deux cate´gories a` la fois, comme la me´-
thode GRASP (Greedy randomized adaptive search procedure) [Hir06], qui construit un
ensemble de solutions, qu’elle ame´liore ensuite avec une recherche locale.
Une autre manie`re, plus intuitive, de classifier les me´taheuristiques consiste a` se´parer
celles qui sont inspire´es d’un phe´nome`ne naturel, de celles qui ne le sont pas. Les algo-
rithmes ge´ne´tiques ou les algorithmes par colonies de fourmi entrent clairement dans la
premie`re cate´gorie, tandis que la me´thode de descente, ou la recherche Tabou, vont dans
la seconde.
On peut e´galement raisonner par rapport a` l’usage que font les me´taheuristiques de
la fonction objectif. Certaines la laissent telle quelle d’un bout a` l’autre du processus de
calcul, tandis que d’autres la modifient en fonction des informations collecte´es au cours
de l’exploration – l’ide´e e´tant toujours de s’e´chapper d’un minimum local, pour avoir
davantage de chance de trouver l’optimal. La recherche locale guide´e est un exemple de
me´taheuristique qui modifie la fonction objectif.
3.2 Optimisation des syste`mes informatiques
3.2.1 Optimisation en informatique
En informatique, l’optimisation des performances de´signe un processus dont l’objectif
est de modifier un syste`me existant afin de rendre l’une ou plusieurs de ses caracte´ris-
tiques optimales. L’optimalite´ d’une caracte´ristique du syste`me se mesure par un indice
de performance a` optimiser, c’est-a`-dire a` maximiser ou minimiser et cela en fonction de
l’objectif de l’optimisation, on peut s’inte´resser dans un syste`me informatique (applica-
tion web, base de donne´es ou un serveur d’applications) a` minimiser le temps de re´ponse,
maximiser le nombre de clients ou encore le de´bit. Les indices de performances que l’on
peut conside´rer sont nombreux et varie´s, mais aussi les niveaux d’optimisation. En effet
les performances globales d’un syste`me informatique quelconque de´pend de diffe´rentes
configurations mate´rielles et logiciels dans son entourage. Une application fut elle bien
conc¸ue et optimise´e ne peut eˆtre comple`tement performante que si elle est de´ploye´e dans
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un environnement bien configure´ (mate´riel performant, syste`me d’exploitation bien confi-
gure´, acce`s optimise´ au ressources et au donne´es, serveur d’applications bien parame´tre´,
.etc).
3.2.2 Parame`tres et niveaux d’optimisation
Dans une plateforme distribue´e, les performances d’une application de´pendent en par-
tie du parame´trage des diffe´rents composants logiciels qui la constituent. Un re´glage ()tu-
ning) s’ave`re ne´cessaire afin de tirer un meilleur parti de l’infrastructure mate´rielle et
logicielle sur laquelle repose le syste`me a` tester. Il existe plusieurs niveaux de re´glage pour
optimiser un syste`me tel qu’une application web dans un serveur d’applications. Pour
ge´rer ces parame`tres, on peut de´finir quatre classes de parame`tres :
– Parame`tres de niveaux mate´riel et syste`me : a` ce niveau d’optimisation on trouve
les parame`tres lie´s au choix du serveur (marque, nombre d’unite´s centrales (CPU),
nombre de cœurs, vitesse de processeurs, me´moire vive (RAM), .etc.).
Si le serveur est virtuel, en outre le nombre de CPU virtuels et la me´moire attribue´e
au serveur virtuel, il existe d’autres parame`tres a` re´gler de´rivant de la technologie
de virtualisation utilise´e (pour VMWare on en trouve par exemple : CPU ShareS,
Memory Reservation, Memory Shares). Quant au re´glage du syste`me, il y a peu de
gain de performance a` obtenir en re´alisant un re´glage du syste`me d’exploitation (SE).
Toutefois, le principal proble`me au niveau SE pouvant impacter les performances
est la mauvaise configuration de l’interface re´seau (par exemple : de´bit permis par
le re´seau, mode half-duplex/flux-duplex).
– Parame`tres de la JVM : le choix de la JVM et son re´glage est souvent lie´ a` l’appli-
cation a` optimiser, et est pre´conise´ par le constructeur (par exemple JRockit pour
WebLogic et JVM de SUN pour JOnAS). On peut de´finir la taille min et max du tas
Java et choisir l’algorithme du ramasse miettes (garbage collector). On peut aussi
intervenir sur d’autres parame`tres d’optimisation avance´s de la JVM (compactage
du heap, optimisation de l’allocation de la me´moire par les threads (TLA : Thread
Local Area), optimisation du JIT (compilation Juste a` temps), politique de gestion
de verrous (locks), .etc.
– parame`tres du serveur d’applications : premie`rement, il faut s’assurer de l’optimisa-
tion des parame`tres lie´s au serveur Apache mis en frontal du serveur d’applications.
Dans la pratique on trouve souvent un serveur Apache en frontal, qui sert entre
autres a` servir le contenu statique (images, feuilles de style CSS, fichiers HTML,
fichier JavaScript. . . .) sans solliciter le serveur d’applications, mais e´galement a` re´-
partir la charge entre une instance Apache et plusieurs instance du serveur d’ap-
3.2. Optimisation des syste`mes informatiques 33
plications (notamment le re´glage du module modjk pour JOnAS et modwl pour
WebLogic). Il existe aussi d’autres parame`tres d’Apache a` re´gler (e.g. les workers et
les pools de connexions). Quant au serveur d’application en lui-meˆme, on trouve les
points suivant :
1. Le connecteur web : c’est le composant du SA qui traite les requeˆtes des clients
(AJP si Apache est de´le´gue´, sinon http ou https). Il faut parame´trer me´ticu-
leusement entre autres le pool de threads, le temps d’attente du connecteur
pour recevoir une requeˆte apre`s avoir accepter une connexion, le nombre max
de requeˆtes a` mettre en attente quand aucun thread n’est disponible, nombre
max de requeˆtes pouvant eˆtre traite´es au sein de la meˆme connexion TCP, .etc.
2. Le gestionnaire de sessions(Manager) : il ge`re les sessions http d’utilisateurs
(informations stocke´es par l’application sur les objets HttpSession) ; on y trouve
entre autres le nombre max des sessions simultane´es autorise´es,
3. La liste des diffe´rents services du serveur d’applications a` activer(et a` configu-
rer, exemple : les workthreads du service EJB : le dimensionnement du pool des
threads pour le traitement paralle`le des messages, tous composant EJB de type
MDB confondus). Le meˆme principe est applicable pour le service des adap-
tateurs de ressources (e.g. JDBC RA) ou sinon pour une ressource de donne´e
(e.g. Datasource) : le parame´trage du pool de connexions.
Une autre classification des parame`tres, d’ordre technique, peut eˆtre propose´e. Elle se
base sur la possibilite´ de modifier le parame`tre :
– Parame`tres modifiables avant le de´marrage du serveur ;
– Parame`tres modifiables avant le de´ploiement de l’application ;
– Parame`tres modifiables pendant la marche de l’application.
Il faut noter que pour modifier la valeur des parame`tres, plusieurs techniques sont
applicables en fonction du type de parame`tre (e.g. via des fichiers de configuration, via
JMX par acce`s au MBean correspondant).
Une autre classification des parame`tres est lie´e a` la variation de la me´trique de perfor-
mance conside´re´e m(exemple : nombre de clients simultane´s) en fonction d’un parame`tre
pi donne´ . Pour appliquer des algorithmes d’optimisation ade´quats, il est ne´cessaire de
voir la nature de variation de m en fonction de la variation d’un parame`tre pi pour des
valeurs fixes pour le reste des parame`tres.
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3.3 Approches « me´tier » d’optimisation
En principe tout logiciel doit eˆtre de´livre´ avec un guide d’utilisation. La tendance
aujourd’hui est de livrer des guides d’optimisation avec toute nouvelle version du produit.
Cette section pre´sente deux approches d’optimisation de deux produits informatiques
connus sur le marche´ : la base de donne´es Oracle et le serveur d’applications WebSphere
d’IBM.
Une troisie`me approche ge´ne´rique [Hai06] pour l’optimisation des performances des
serveurs d’applications Java EE a e´te´ e´tudie´e et nous a aide´e dans nos expe´rimentation 7
notamment dans le choix des parame`tres a` optimiser dans nos deux cas d’e´tudes.
3.3.1 Oracle et l’optimisation des Syste`mes de gestion de bases
de donne´es
La me´thode d’optimisation des performances d’Oracle repose sur l’identification et
l’e´limination des goulets d’e´tranglement dans la base de donne´es, et l’optimisation des
requeˆtes SQL. L’identification et la re´solution d’un proble`me du premier goulet d’e´tran-
glement pourrait ne pas conduire a` une ame´lioration des performances imme´diatement, car
un autre goulet d’e´tranglement peut se produire avec a un impact encore plus grand sur
les performances. Pour cette raison, la me´thode des performances d’Oracle est ite´rative.
Le diagnostic pre´cis du proble`me de performance est la premie`re e´tape pour s’assurer que
les modifications qu’on apporte au syste`me se traduiront par des performances ame´liore´es.
La pratique d’Oracle peut eˆtre applique´ jusqu’a` ce que les objectifs de performances
sont atteints ou juge´s impraticable. L’Automatic Database Diagnostic Monitor (ADDM)
imple´mente la me´thode des performances d’Oracle de´crite dans les points qui suivent,
et des analyses statistiques afin de fournir un diagnostic automatique des proble`mes de
performances les plus importants.
Le re´glage d’une BD Oracle est re´alise´ en deux phases : proactive (monitoring en temps
re´el, analyse des re´sultats, re´ponses aux alertes, etc.) et re´active(re´pondre aux proble`mes
signale´s par les utilisateurs tels que la chute momentane´e des performances). Plus un
processus ite´ratif pour s’assurer de l’efficacite´ des instructions SQL (surtout celles a` forte
charge).
La me´thode de tuning d’oracle se base donc sur une succession de taˆches sous forme
d’une boucle de re´tro-actions comportant ce que suit :
1. Pre´paration de la BD pour le re´glage :
– De´terminer la porte´e de l’optimisation et ses objectifs dans le futur. Ce processus
est essentiel pour une future planification des capacite´s ;
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– S’assurer de la validite´ et le bon fonctionnement de tout les e´le´ments (logiciels
ou mate´riels) pouvant eˆtres implique´s dans les performances (e.g. serveurs, OS,
re´seaux, SA, .etc.) ;
– Activer la collecte des statistiques de la BD, et les proprie´te´s de re´glage automa-
tique de la BD, y compris AWR (Automatic Workload Repository) et ADDM (Au-
tomatic Database Diagnostics Monitor).
2. Re´glage proactif :
– ADDM de´tecte et publie automatiquement, les proble`mes de perofrmance au sein
de la BD (e.g. goulets d’e´tranglement a` cause de CPU, proble`mes de capacite´
d’E/S, proble`mes de configuration de la BD ou encore de la de´gradation des
performance dans le temps). Graˆce a` ces re´sultats on peut identifier rapidement
la source de tels proble`mes ;
– Appliquer les recommendations de ADDM, suivant le type du proble`me rencontre´ ;
– Suivre l’e´volution des performances et appliquer des re´glages sur la BD en temps
re´el, graˆce a` Oracle Entreprise Manager. Cet outils permet aussi de re´pondre aux
alertes de performances ge´ne´re´es au fil du temps ;
– Ve´rifier si les changements faites assurent le niveau d’ame´lioration de perform-
naces souhaite´s ;
– Re´pe´ter ces e´tapes jusqu’a` ce que les objectifs de performance soient atteints ou
deviennent impossibles a` re´aliser en raison d’autres contraintes.
3. Re´glage re´actif : conside´re´ comme re´actif parce qu’il doit eˆtre effectue´ pe´riodique-
ment lorsque des proble`mes de performance sont rapporte´s par les utilisateurs.
– ADMM doit eˆtre lance´ manuellement ; et ce dans le but de ne pas attendre la
prochaine analyse pour intervenir et effectuer le re´glage ne´cessaire. Ceci est utile
pour analyser les performances actuelles, ou pour analyser l’historique des perfor-
mances a` de´faut d’une surveillance proactive ;
– Les rapports du module ASH (Active Session History) permettent d’analyser les
proble`mes dites transitoires- de courtes dure´es et qui ne sont couverts par l’analyse
de l’ADDM ;
– L’AWR permet e´galement de re´soudre des proble`mes de de´gradation de perfor-
mances, a` l’aide d’une comparaison des performances entre deux pe´riodes de temps
diffe´rentes.
– Ve´rifier si les changements faites assurent le niveau d’ame´lioration de perfor-
mances souhaite´s ;
– Re´pe´ter ces e´tapes jusqu’a` ce que les objectifs de performance soient atteints ou
deviennent impossibles a` re´aliser en raison d’autres contraintes.
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4. Identification et optimisation des instructions a` forte charge, sources possibles de
conflits d’acce`s a` la BD.
3.3.2 IBM et l’optimisation des serveurs d’application
Le serveur d’applications WebSphere d’IBM est un serveur d’entreprise robuste, il four-
nit un ensemble de composants, de ressources et de services que les de´veloppeurs peuvent
s’en servir dans leurs applications. Chaque application posse`de ses propres exigences et
utilise les ressources du SA souvent de fac¸ons diffe´rentes. Afin de fournir un degre´ e´leve´
de flexibilite´ et de support pour ces applications, WebSphere offre une longue liste de pa-
rame`tres de re´glage (knobs) qui peuvent eˆtres utilise´s afin d’ame´liorer les performances de
l’application. Les valeurs par de´faut des parame`tres les plus couramment utilise´s dan un
SA, sont de´finie pour assurer une performance ade´quate, sans modification, pour la plus
large gamme d’applications. Cependant, et parce que chaque application est spe´cifique,
il n’y a aucune garantie que cet ensemble de parame`tres de re´glage sera parfaitement
adapte´. Cette re´alite´ met en e´vidence combien il est important d’effectuer des tests de
performances et de re´glage intensif pour l’application en question [Tea09].
La me´thode d’optimisation d’IBM distingue entre trois niveau d’optimisation : re´glage
de base (points de re´glage ayant un grand impact sur les performances) , re´glage avance´ (un
moins d’impact sur les performances) et re´glage de la messagerie asynchrone (optimisation
fine).
1. Re´glage de base :
– Taille du tas (JVM heap) : e´le´ment important d’ame´lioration de performances.
Par de´faut, la valeur initiale est a` 50MB, et la valeur maximale est a` 256MB. En
fonction de l’application en question, il est, en ge´ne´ral, recommande´ de re´gler les
deux parame`tres du tas avec la meˆme valeur, pour des performances maximales.
Un autre e´le´ment important dans le re´glage de la JVM, c’est la politique du GC.
Par de´faut, WebSphere a` partir de la version 8 utilise gencon comme politique
de GC (WebSphere 7 utilisait optthruput par de´faut). Si l’application n’utilise
pas beaucoup d’objets de longue dure´e, ge´ne´ralement, elle fonctionnerait mieux
avec la politique optthruput. Toutefois, comme chaque application est diffe´rente,
un travail d’e´valuation de chaque politique de GC doit eˆtre mene´ pour trouver le
meilleur ajustement pour l’application concerne´e.
– Taille du pool de threads : un pool de threads permet a` des composants du serveur
de re´utiliser des threads afin de ne pas avoir a` recre´er d’autres threads lors de
l’exe´cution. Les trois pools de threads les plus couramment utilise´s (et optimise´s)
dans un serveur d’application sont les suivants :
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– Conteneur web : utilise´ lorsque les demandes proviennent a` travers de HTTP.
Ge´ne´ralement, on a la plupart du trafic vient a` travers le pool de threads du
conteneur Web. Ce groupe a trois parame`tres importants a` optimiser : la taille
min du pool, la taille max, et le de´lai d’inactivite´ du thread.
– Default : utilise´ si la requeˆte concerne un MDB (Message Driven Bean) ou dans
le cas ou` aucune chaine de transport particulie`re n’est indique´e pour un type
pre´cis de pool.
– ORB (Object Request Broker) : utilise´ lorsque des demandes proviennent a`
distance via RMI-IIOP pour un bean a` partir d’un client EJB, une interface
EJB distante, ou a` travers d’un autre serveur d’applications.
Le tableau indique les tailles par de´faut de pool de threads et les valeurs de temps
d’attente en inactivite´ pour les trois pools de threads les plus utilise´s.
– Taille du pool de connexions : chaque fois qu’une application tente d’acce´der a` un
de´poˆt (comme une base de donne´es par exemple), il faut des ressources a` cre´er,
les maintenir et re´aliser une connexion a` ce de´poˆt de donne´es. Par exmple, lors de
l’acce`s a` une base de donne´es depuis une Servlet, l’e´tablissement de la connexion
peut prendre quelques secondes. Ce de´lai augmente le temps de re´ponse de la
Servlet. Un SA permet via le me´canisme du pooling, de re´duire ce temps de
traitement. Dans WebSphere, les parame`tres importants re´glables pour un pool
de connexions sont : la taille min et max du pool, et le de´lai d’inactivite´ d’un
thread.
– taille du cache pour les objets des requeˆtes (Data source statement cache size) :
pour les applications qui utilisent beaucoup de requeˆtes pre´-compile´es, le re´glage
de ce parame`tre peut ame´liorer les performances de l’application.
– passage par re´fe´rence d’ORB : la cre´ation d’une copie de chaque objet de pa-
rame`tre et le faire passer (par valeur) a` la me´thode invoque´e de l’EJB est plus
couˆteux que si l’on fait par une simple re´fe´rence a` cet objet.
2. Re´glage avance´ :
– Cache des Servlets : activer et configurer le service du cache dynamique peut
ame´liorer les performances de l’application, en mettant en cache la sortie des
Servlets (mais aussi des services Web, du fragment de Portlet ou des commandes
WebSphere).
– Persistance des connexions HTTP : dans de nombreux cas, un gain de performance
peut eˆtre obtenu en augmentant le nombre maximal de connexions autorise´es pour
une connexion HTTP.
– De´sactiver les services non utilise´s
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Figure 3.1: Chemin typique d’une requeˆte le long d’une pile Java EE
– Localisation de Web server : pratiquement on se sert d’un serveur web de´die´ en
frontal du SA pour s’occuper du traitement du contenu dynamique ou pour des
raisons de gestion de charge. Mettre un IBM HTTP Server dans la meˆme machine
physique que WebSphere repre´sente une consommation en CPU qui est e´quivalent
a` l’un des 4 cœurs du processeur (25%), par contre, et a` partir de la version 5 de
WebSphere, mettre le serveur web dans une machine de´die´e distante peut e´cono-
miser la consommation de ressources en CPU, mais e´galement les performances
de l’application (le temps de re´ponse par exemple), et pas le cas pour le de´bit par
exemple.
3. Re´glage de la messagerie asynchrone : Il y a deux options de re´glage e´le´mentaire
associe´es a` la configuration de la messagerie et qui a un impact significatif sur les
performances : le type de stockage des messages, et le niveau de fiabilite´ des messages.
Avec ces derniers, une technique mise au point plus avance´e qui pourrait offrir des
gains de performance supple´mentaires, il s’agit de de´placer les logs de transactions
et les stocker sur un disque rapide (quand si applicable).
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3.3.3 Optimisation a` base de points d’attente
Le concept d’optimisation a` base de points d’attente dans un environnement Java
Entreprise, est introduit par Steven Hains [Hai06]. Hains part du paradigme d’optimisation
d’IBM de WebSphere et le concept de points d’attente d’Oracle. Apre`s une e´tude-fouille
dans la nature des requeˆtes des applications traversant les diffe´rents e´tages d’un SA, il
s’est pose´ la question : Ou` est-ce que dans cette pile de technologie un blocage pourrait
se produire ?
La figure 3.1 montre un exemple du chemin typique qu’une requeˆte parcoure, le long
d’une pile Java EE.
Concre`tement, cette me´thode se base sur un re´glage des diffe´rents niveaux du serveur
d’applications afin de s’assurer a` la fois qu’il n’ait pas de points de blocage a` un tiers
donne´ et que ce re´glage apporte un gain de performances conside´rable. Vraisemblablement,
inspire´ de la me´thode d’IBM, Hains s’appuie sur une longue expe´rience dans le domaine des
performances et d’optimisation dans le domaine du Java EE, il distingue deux cate´gories
de points de re´glage : les parame`tres permettant un gain e´quivalent a` 80% d’ame´lioration
de performances, et des parame`tres permettant le gain des 20% restants. Hains, affirme
que l’ennemi de l’optimisation des serveurs d’applications Java EE est les e´ventuels goulets
d’e´tranglement qui peuvent se produire a` un e´tage quelconque du SA, de ce fait un re´glage
me´ticuleux des diffe´rents parame`tres dans chaque e´tage pourrait e´viter cet e´tranglement et
apporter une souplesse et une fluidite´ dans le traitement des requeˆtes des clients a` chaque
e´tage et par conse´quent, ame´liorer conside´rablement les performances de l’application en
production. Hains, concentre pre´cise´ment sur les pools de threads. En effet ce me´canisme
du pooling peut bien ne pas eˆtre un e´le´ment de gain de performances s’il ne soit pas
exploite´ bien comme il se doit en fonction de l’application de´ploye´e, notamment en matie`re
de re´glage des valeurs min et max des diffe´rents pool de chaque e´tage. Hains, conside`re
l’acheminement de requeˆtes entre les diffe´rents tiers d’un SA comme un flux d’exe´cution
au sein d’un re´seau de files d’attente, et de ce fait chaque tiers est vu comme une file
d’attente, et pour que le re´seau soit stable il faut e´viter le cas ou` l’une des files soit une
source de blocage a` un moment donne´. Sans aller jusqu’a` mode´liser le SA sous forme d’un
RFA quelconque, L’ensemble des points de re´glage identifie´s par Hains, pour l’optimisation
d’un serveur d’applications Java EE, sont les suivants :
1. Principaux points d’optimisation : sont un ensemble de parame`tres qui permettent
d’ame´liorer les performances de 80% :
– Optimisation du tas de la JVM
– Optimisation de pools de threads
– Optimisation de pools de connexions
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– Optimisation des caches
2. Points d’optimisation fine : sont des point qui ont moins d’impact sur les perfor-
mances, et qui apportent un gain de 20% restants :
– Optimisation des pools EJB
– Optimisation des JSP pre´-compile´es
– Optimisation de JMS
– Optimisation des caches des requeˆtes pre´-compile´es
– Optimisation avance´e du JDBC
En re´sume´, La me´thode d’optimisation a` base de points d’attente, peut eˆtre re´sume´e
dans les points suivants :
1. E´tudier minutieusement l’architecture de l’application et identifier les points ou` une
requeˆte pourrait potentiellement attendre ;
2. Ouvrir tout les points d’attente ;
3. Ge´ne´rer une charge e´quilibre´e et repre´sentative dans l’environnement ;
4. Identifier les points limites de saturation des points d’attente ;
5. Serrer tout les points d’attente afin de faciliter uniquement la charge maximale du
point limite d’attente ;
6. Forcer tout les requeˆtes en attente d’attendre dans le serveur web ;
7. Si la charge est trop e´leve´e, alors e´tablir un point de coupure ou` on redirige les
requeˆtes entrantes vers une page de type : re´essayez votre demande ulte´rieurement.
Sinon, ajouter plus de ressources.
3.4 Conclusion
Si le mot optimisation en informatique, de´signe la proce´dure de recherche de la meilleure
configuration pour laquelle un syste`me informatique trouve ses performances optimales.
L’auto-optimisation est donc, la capacite´ de rendre cette proce´dure de recherche de la
meilleure configuration comple`tement automatique (i.e. sans intervention humaine).
Plusieurs travaux portent sur l’auto-optimisation dans des domaines varie´s en informa-
tique ont e´te´ propose´s. Par exemple, le domaine des re´seaux de communication cellulaire
e´tait un domaine fertile pour l’auto-optimisation, par exemple les parame`tres de configu-
ration du re´seau doivent eˆtre automatiquement et continuellement adapte´s au profil du
trafic dans le re´seau et a` l’environnement du re´seau (topologie, propagation, interfe´rences,
.etc.). L’auto-optimisation de la consommation en e´nergie a toujours e´te´ un domaine d’ac-
tualite´.
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Dans les syste`mes embarque´s ou contraints tel que les te´le´phones ou ordinateurs por-
tables, la consommation en me´moire et la consommation en e´nergie sont deux facteurs
critiques. Des travaux d’auto-optimisation ont e´te´ mene´s afin de re´duire l’empreinte e´ner-
ge´tique et optimiser la consommation en me´moire dans de tels syste`mes.
Plusieurs approches et algorithmes ont e´te´ e´tudie´s afin de mettre en œuvre cette op-
timisation automatiques dans ces domaines. La grande partie des travaux s’inspire de
la the´orie de controˆle, du principe de la boucle de re´tro-action, mais aussi de beaucoup
d’autres branches de sciences (voir la section 4.1).
L’optimisation du fonctionnement d’applications informatiques est une taˆche indispen-
sable dans le travail d’administrateurs des diffe´rents couches applicatives d’un syste`me
informatique. Cette optimisation englobe diffe´rents aspects d’ame´lioration de fonction-
nement de ces applications, partant de la garantie du service, jusqu’a` l’ame´lioration des
performances. Ce travail quotidien ne´cessite une connaissance approfondie de l’application
et de son environnement, plus une attention et un suivi me´ticuleux par le biais d’outils
de monitoring de diagnostique et d’analyse, qui aboutissent par une prise de de´cisions
ade´quates.
Une automatisation comple`te de ces taˆches d’optimisation, s’ave`re hors de porte´e au
jour d’aujourd’hui, pour plusieurs raisons d’ordre techniques lie´s a` l’architecture des ap-
plications, le non-de´terminisme du comportement de certaines applications et parfois pour
des raisons se´curitaire (temps re´el et applications critiques par exemple). Ne´anmoins, et
malgre´ la non possibilite´ d’automatiser comple`tement une application du fait qu’on ne
peut pas automatiser la pratique plusieurs outils d’automatisation de quelques taˆches
d’optimisation ont vu le jour graˆce a` des constructeurs de diffe´rents types de syste`mes
informatiques notamment IBM et Oracle.
Nous verrons dans le chapitre suivant, que l’apparition du concept de l’ autonomic
computing et de ses diffe´rentes applications, notamment celle re´alise´es a` l’aide des mode`les
de composants a grandement ouvert la porte pour pouvoir espe´rer un jours concevoir des
syste`mes auto-optimisables.
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Chapitre 4
L’auto-optimisation dans le contexte
de l’autonomic computing
Nous rappelons dans ce chapitre de la notion du calcul autonome (Auto-
nomic Computing). Nous introduisons les approches autonomiques de l’auto-
optimisation en justifiant les choix adopte´s notamment concernant l’architecture.
Nous consacrons une section au mode`le architectural de composants que nous
utilisons. Nous pre´sentons enfin un exemple de syste`me autonome -un syste`me
d’injection de charge auto-re´gule´e- que nous e´tendrons dans le cadre de ce travail
par l’ajout des aspects d’auto-optimisation.
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L
es composants logiciels offrent des e´le´ments structurants pour la conception et le de´-
veloppement de logiciels, afin de mieux faire face a` la complexite´ croissante des sys-
te`mes et applications. L’autonomic computing vise a` rendre les syste`mes informatiques
auto-administrables, c’est-a`-dire capables de de´tecter d’e´ventuels changements ou pro-
ble`mes et d’y re´agir afin de pre´server et adapter leur fonctionnement. L’ame´lioration des
performances des syste`mes fait partie des quatre grands the`mes mis en avant par IBM
dans sa vision de l’autonomic computing, a` travers la proprie´te´ d’auto-optimisation.
A l’instar des trois autres proprie´te´s autonomiques identifie´es par IBM, l’auto-optimisation
repose sur des me´canismes de reconfiguration des e´le´ments constituant le syste`me a` op-
timiser, avec le but particulier d’obtenir une configuration du syste`me plus performante.
Pour ce faire, les composants offrent un mode`le et des outils inte´ressants, tels que la gestion
du cycle de vie, des parame`tres de configuration, des de´pendances et de l’assemblage des
composants, ou de l’e´tat des composants via des me´canismes de re´flexion (introspection,
intercession).
4.1 Autonomic computing
Nous nous positionnons dans cette section par rapport a` l’e´tat de l’art concernant
le domaine du Calcul Autonomique parfois appele´ Informatique Autonomique. Nous
pre´sentons la vision d’IBM comme e´tant la fondatrice de ce concept. Nous pre´sentons
la boucle de controˆle autonome appele´e MAPE-K expliquant la vision d’IBM pour la
construction des syste`mes autonomiques. Nous citons quelques travaux phares ayants re-
pris cette approche pour le de´veloppement des syste`mes autonomiques. Nous mettons
l’accent sur les travaux qui ont aborde´ les aspects architecturaux (autonomicite´ globale),
et donc nous nous contentons de juste citer quand’il faut les travaux portants sur d’autres
e´le´ments d’autonomicite´ (e.g. outils d’administration, gestion de ressources, support re´-
seaux). Une autre section est consacre´e a` d’autres travaux initie´s par des acade´miques
et industriels pour construire des syste`mes autonomiques ou meˆme d’introduire des fonc-
tionnalite´s d’administration autonome dans des syste`mes patrimoniaux existants. Nous
nous positionnons la` aussi par rapport a` ces travaux en mettant l’accent sur les travaux
sur la cate´gorie de syste`mes multi-tiers qui est dans l’axe de notre contribution, et ceux
qui ont aborde´s l’aspect de coope´ration entre plusieurs boucles de controˆle autonome.
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4.1.1 Bref historique
Les termes automatique, autonome et autonomique peuvent se re´fe´rer a` la meˆme ide´e :
restreindre au strict minimum l’intervention humaine. Mais il y en a quand meˆme une
diffe´rence importante entre ces concepts qui va eˆtre utile pour mieux comprendre pourquoi
et comment une nouvelle discipline a vue le jour il y a maintenant dix ans a` savoir
l’informatique autonomique (Autonomic Computing).
Une taˆche ou un processus est dit automatique lorsqu’on remplace une routine ma-
nuelle par une routine code´e. Par contre on dit qu’un processus est autonome s’il e´mule
vraiment un comportement humain dans le sens ou` il re´alise un ensemble de taˆches auto-
matiques pour atteindre le re´sultat final voulu sans intervention humaine entre ces taˆches.
Donc un syste`me autonome peut eˆtre conside´re´ comme une imbrication de plusieurs sys-
te`me automatiques communicants ensemble. Un syste`me autonomique quant a` lui peut
eˆtre vu comme un syste`me autonome ou` la responsabilite´ et le prise de de´cision relative a`
son fonctionnement sont automatise´es. De cette fac¸on on peut imaginer en fonction du de-
gre´ de l’automatisation qu’un syste`me autonome peut changer ses objectifs interme´diaires
voire cre´er ses propres buts !
Le concept de l’ Autonomic Computing a e´te´ aborde´ pour la premie`re fois dans un
manifesto paru en 2001 [IBM01]. Le papier part du constat que la complexite´ croissante des
syste`mes a rendu leur taˆche d’administration de ces derniers de plus en plus complexe et
risque d’atteindre les limites des capacite´s humaines. Le papier fait re´fe´rence a` plusieurs
domaines scientifiques pouvant servir de sources d’inspiration pour la construction de
syste`mes auto-administre´s sans pour autant donner une fac¸on de faire pour y parvenir. Il
cite par exemple : la the´orie du controˆle, la cyberne´tique, et surtout le syste`me nerveux
humain, qui est a` l’origine du terme autonomic.
Outre qu’il de´finisse 5 degre´s d’autonomicite´ dans la construction des syste`mes auto-
nomes (le 5e`me degre´ correspond a` un syste`me comple`tement autonomique ou` les syste`mes
et composants sont dynamiquement ge´re´s par des politiques et re`gles me´tiers) IBM pro-
posent une classification des fonctionnalite´s autonomes selon quatre cate´gories :
– Autoconfiguration. Le syste`me s’adapte automatiquement et dynamiquement aux
caracte´ristiques de son environnement d’exe´cution. Les ressources logicielles et ma-
te´rielles doivent pouvoir s’inse´rer dynamiquement dans une infrastructure existante
sans perturber les services en cours d’exploitation. L’autoconfiguration n’implique
pas seulement la configuration individuelle des ressources mais aussi la configuration
automatique de l’infrastructure qui les inte`gre.
– Autore´paration. Le syste`me de´tecte, diagnostique et re´pare l’infrastructure face a`
une panne. Un syste`me autore´parable isole la ressource de´faillante et la re´pare, par
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exemple, en re-de´ployant une ressource a` l’identique ou en choisissant des ressources
alternatives disponibles dans l’infrastructure. Par exemple, une infrastructure de
commerce e´lectronique peut eˆtre indisponible si les machines he´bergeant les serveurs
web sont en pannes. Une infrastructure autore´parable est capable de de´tecter la
panne et de rede´ployer automatiquement les serveurs web sur de nouvelles machines,
et de les inte´grer dans le reste de l’infrastructure.
– Auto-optimisation. Le syste`me autonome surveille ses propres performances et cherche
a` les optimiser. Il est capable de se dimensionner automatiquement et dynamique-
ment en fonction de la charge a` un instant donne´. Il est capable d’appliquer des
politiques de gestion de performance de haut niveau de´finies par les administra-
teurs.
– Autoprotection. Le syste`me anticipe, de´tecte et se prote`ge des attaques internes ou
externes. Ces syste`mes ont la capacite´ de ge´rer les acce`s utilisateurs a` l’ensemble
des ressources de l’infrastructure. Le syste`me peut, par exemple, restreindre tempo-
rairement les droits d’un utilisateur perturbant l’inte´grite´ du syste`me.
En l’an 2003 Kephart dans [OM03] conside´re´ comme l’article fondateur du concept
s’inspire du syste`me nerveux humain qui permet par exemple a` chacun de faire des efforts
physiques sans avoir a` se soucier du calcul du rythme cardiaque, de la pression sanguine
ou de la quantite´ d’adre´naline, et de prendre des de´cisions ne´cessaire dans certain cas s’il
le faut. Kephart affirme ainsi qu’un futur syste`me autonome agirait de meˆme, permettant
de surpasser sa complexite´ et offrant aux administrateurs le temps pour se focaliser sur
des proble`mes de haut niveau.
Un syste`me autonomique est donc un syste`me avec des capacite´s autonomes (i.e. taˆches
automatise´es pour atteindre un objectif pre´cis) mais avec en plus la capacite´ de prendre
des de´cisions. Reprenons l’exemple du syste`me nerveux humain qui est naturellement au-
tonomique parce-que a` tout moment on peut prendre la de´cision d’arreˆter l’effort physique
si on sent qu’on est fatigue´ ou qu’il y a un proble`me de rythme cardiaque par exemple.
En transposant cette vision vers le domaine de l’informatique autonomique, un syste`me
autonome doit donc pouvoir prendre de meˆme des de´cisions quant a` son fonctionnement
global.
Bien qu’il de´crive les conside´rations architecturales pour construire des syste`mes auto-
nomiques repre´sente´es par ce qu’on appelle la boucle MAPE-K et les notions de Autonomic
Manager et Managed Resource et que l’on de´taille dans la section suivante, ainsi que les
chalenges possibles pour y parvenir, l’article ne se propose aucune approche technique
pour le faire.
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4.1.2 Travaux apparente´s
4.1.2.1 Projets de recherche industriels
En 2002 IBM propose ABLE [BSP+02] un syste`me multi-agents qui a servi a` l’auto-
parame´trage des serveurs web Apache. En 2003 IBM propose LEO [MLR03] un outils
d’optimisation des requeˆtes pour DB2. Il s’agit d’un composant autonome base´ sur l’ob-
servation des requeˆtes en exe´cution et un module d’apprentissage afin d’optimiser les
requeˆtes et ainsi les performances. En 2004 IBM propose un outil base´ sur le frame-work
eclipse pour aider les de´veloppeurs a` ajouter des e´le´ments autonomes dans leurs applica-
tions.
En 2005 Sun propose un logiciel [N1S05]destine´ principalement a` la gestion autonome
des ressources dans les fermes et clusters.
4.1.2.2 Projets de recherche universitaires
A` l’initiative d’IBM une communaute´ scientifique s’est fe´de´re´e sur les recherches en
syste`me autonome. En 2004, la premie`re confe´rence internationale sur les syste`mes au-
tonomes (ICAC) a e´te´ organise´e [ica04]. Le programme de cette confe´rence montre que
l’attention a principalement e´te´ porte´e sur l’optimisation et les performances, et en second
plan sur la tole´rance aux pannes, les aspects se´curite´ e´tant plutoˆt de´laisse´s. La recherche en
syste`me autonome est de´sormais reconnue et est identifie´e comme constituant un grand
de´fi et un grand enjeu pour le futur. Parmi les travaux relevant de la construction de
syste`mes sous administration autonome on peut citer notamment :
Le projet Recovery-Oriented Computing (ROC) [Ber] et le projet le projet OceanS-
tore [Uni] de l’universite´ de Berkeley of California qui portent sur essentiellement sur
la gestion autonomique et la haute disponibilite´. Le projet Oceano [IBMb] d’IBM qui
est centre´ sur l’auto-optimisation de la gestion d’allocation de ressources. le projet on-
Call [NCFC04] de l’universite´ de Stanford qui propose un syste`me permettant a` des ap-
plications en grappes de re´pondre de manie`re autonome a` des pics de charge. Le projet Au-
tonomizing Legacy Systems de l’universite´ de Columbia [Laba] propose d’adjoindre apre`s
coup des capacite´s autonomiques a` des syste`mes patrimoniaux, dont on ne dispose pas
du code source. L’approche repose sur l’utilisation de meta-architectures qui abstraient la
structure et le comportement d’un syste`me cible. Des capteurs observent l’e´volution de
l’environnement du syste`me cible, a` travers les interfaces offertes par la meta-architecture.
Une boucle de de´cision/commande analyse les observations remonte´es par les capteurs et
les compare au comportement attendu du syste`me. Enfin des effecteurs re´alisent des ac-
tions correctives sur le syste`me, e´galement a` travers les interfaces de la meta-architecture.
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Le projet produit une implantation appele´e Kinesthetics eXtreme (KX). Le projet Dar-
win [Col] de l’ Imperial College de Londres a pour objectif le de´veloppement d’un langage
de description d’architecture, d’une infrastructure et de langages de description de poli-
tiques d’administration. L’infrastructure d’administration propose´e repose sur une repre´-
sentation explicite de l’architecture logicielle du syste`me, de´crite dans le langage Darwin.
Enfin, le projet Smartfrog [Labb] de´veloppe un langage et une infrastructure pour la
gestion automatique de configurations logicielles re´parties a` grande e´chelle.
4.1.2.3 E´chantillon de travaux dans le domaines des serveurs d’applications,
syste`mes distribue´s et intergiciels
Dans le domaine des syste`mes multi-tiers et serveurs d’applications, des travaux sur
le serveur web Apache ont e´te´ re´alise´s par [RBM05]. [RAC+02] ont travaille´ sur l’auto-
optimisation des serveurs d’applications en ajoutant des fonctionnalite´s de reconfiguration
a` chaud dans le composant des EJBs du serveur. Quant a` [CKZ+03] ils ajoutent des fonc-
tionnalite´s d’auto-re´cupe´ration dans le serveur d’applications JBoss. [BPHT06, PBB+08]
ont propose´s Jade un intergiciel de gestion autonome d’applications en clusters. [BHS+08]
propose Tune, un syste`me de gestion autonome permettant d’envelopper les modules des
syste`mes patrimoniaux par des composants logiciels afin d’administrer l’architecture de
ces syste`mes sous forme d’architecture de composants. [HLM+09] propose Entropy un
outil de gestion autonome des machines virtuelles dans les clusters. [GHBP09] propose
une approche a` base d’une architecture d’adaptation dynamique pour la gestion autonome
de l’e´nergie dans les clusters multi-tiers.
4.1.3 Boucle de controˆle MAPE-K
C’est en 2003 et apre`s avoir e´te´ inspire´ par le syste`me nerveux humain pour introduire
le paradigme de l’informatique autonomique, IBM a sugge´re´ un mode`le de re´fe´rence pour
la boucle de controˆle autonomique en informatique(c’est le controˆle qui est autonome) ??
appele´ : la boucle MAPE-K (Monitor-Analyze-Plan-Execute-Knowledge) en s’inspirant
des boucles de controˆles de´ja` connues en the´orie de controˆle dans l’automatique : ou`
les parame`tres des objets controˆle´s sont ajuste´s (i.e. re´gle´s) en continu en fonction des
mesures de retour. Ce mode`le est utilise´ de plus en plus pour construire des architectures
de syste`mes autonomiques.
Comme nous pouvons le constater dans la figure 4.1 MAPE-K est constitue´e de cinq
fonctionnalite´s :
– Monitor : responsable de l’observation de l’e´le´ment autonome (i.e. Autonomic Ma-
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Figure 4.1: Un syste`me autonome est un ensemble d’e´le´ments autonome qui coope`rent
pour atteindre un objectif commun, Boucle MAPE-K, Source : J.O. Kephart, D. Chess,
“The Vision of Autonomic Computing.”
nager + Managed resource(s)),
– Analyze : responsable de l’analyse d’observations,
– Plan : responsable de la planification d’une e´ventuelle re´action approprie´e,
– Execute : responsable de l’exe´cution du plan de re´action,
– Knowledge : charge´ d’alimenter les autres fonctionnalite´s en connaissance sur l’e´le´-
ment autonome.
La fle`che allant du ME vers le Monitor de l’AM est une sonde (ou jauge) permettant
de re´colter de l’information sur le ME. La inverse est un actionneur qui permet d’appliquer
le plan d’exe´cution sur le ME.
Un syste`me autonomique est donc un ensemble d’e´le´ments autonomiques (voir fi-
gure 4.1). Un e´le´ment autonomique est constitue´ de un ou plusieurs e´le´ments administre´s
Managed Elements, MA couple´s et controˆle´s par un Autonomic Manager, AM qui les
repre´sente. C’est l’Autonomic Manager qui doit imple´menter -en principe- les cinq fonc-
tionnalite´s de la boucle MAPE-K. Ces e´le´ments ont pour roˆle de de´livrer des services ou
contenir des ressources pour eˆtre exploiter par soit le client final du syste`me soit par un
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autre e´le´ment autonomique.
Un MA peut eˆtre un service ou une application comme il peut bien eˆtre une ressource
physique. Il peut eˆtre un syste`me ordinaire (non autonomique) mais qui doit eˆtre adapte´
pour permettre au AM de lui surveiller et controˆler. Il peut donc eˆtre un serveur web, une
base de donne´e, un composant logiciel dans une application (e.g. l’optimiseur de requeˆtes
dans une BD ou le pool de threads d’un connecteur http), un syste`me d’exploitation, un
cluster de machines dans un environnement en grappes, un re´seau sans fils, etc.
L’AM est un composant logiciel qui ide´alement peut eˆtre configure´ par les adminis-
trateurs humains en utilisant des objectifs de haut niveau. L’AM exploite les donne´es
recueillies par les sondes et capteurs sur le(s) ME et la connaissance interne du syste`me
afin de planifier et d’exe´cuter, en se basant sur les objectifs de haut niveau, les actions de
bas niveau ne´cessaires pour atteindre ces objectifs. La connaissance interne est souvent
un mode`le architectural du ME qui n’a pas comme roˆle la description d’une configura-
tion pre´cise des composants et connecteurs dont l’e´le´ment administre´ doit respecter. Le
mode`le architectural fixe un ensemble de contraintes et proprie´te´s pour les composants
et connecteurs a` partir desquelles le syste`me peut de´terminer quand l’e´le´ment administre´
viole le mode`le et il est besoin d’eˆtre adapte´ (voir la section ??. Les objectifs sont souvent
exprime´s en utilisant des politiques de type :
– e´ve`nement-condition-action : e.g. lorsque 95% du temps de re´ponse du serveur
web de´passe 2secondes, et il y a assez de ressources, alors augmenter le nombre de
serveurs web actifs.
– objectif : e.g. on voudrait que le temps de re´ponse du serveur web soit infe´rieur
de 2secondes lorsque celui du serveur d’application est infe´rieur a` 1seconde. Le AM
de´cide, base´ sur la connaissance interne, d’ajouter ou de supprimer de ressources
pour atteindre la situation de´sire´e.
– utilite´ : e.g. pour l’exemple pre´ce´dent, la fonction d’utilite´ prendra en entre´e le
temps de re´ponse du serveur web et celui du serveur d’applications et en sortie le
niveau de´sire´ correspond a` ces entre´es. Ainsi la fonction d’utilite´ donne le niveau
de´sire´ pour chaque combinaison.
4.1.4 Coope´ration entre e´le´ments autonomes
Comme nous l’avons cite´ auparavant un syste`me autonomique se construit a` l’aide
de plusieurs e´le´ments autonomes. Ces e´le´ments autonomes doivent communiquer entre
eux afin d’atteindre un objectif commun. Prenons l’exemple d’un cluster de serveurs pour
l’optimisation de l’allocation de ressources aux applications afin de minimiser le temps de
re´ponse global ou l temps d’exe´cution des applications. Ainsi, les AMs doivent veiller non
4.2. Approches autonomiques de l’auto-optimisation 51
seulement par rapport au conditions de leurs propores MEs mais aussi doivent avoir une
connaissance (perception) de leur environnement et particulie`rement d’autres MEs dans
leur re´seau. Cette notion de coope´ration entre e´le´ments individuel pour atteindre un objec-
tif commun est un aspect fondamental dans le domaine de la recherche dans les syste`mes
multi-agents. Un nombre conside´rable de travaux de recherche e´tudie l’application des
syste`mes multi-agents pour mettre en oeuvre la coope´ration des e´le´ments autonomiques,
en e´tudiant particulie`rement les difficulte´s rencontre´es dans les syste`mes multi-agents afin
de garantir que le comportement des objectifs individuels de chaque agent va vraiment
aboutir a` l’objectif commun [Jen00, LPGG00, KC00]
Une alternative de la coope´ration a` base de multi-agents est la structuration hie´rar-
chique des e´le´ments autonomes [WCL+00]. Nous allons voir dans la partie contribution
dans le chapitre 6 la solution que nous proposons pour imple´menter la coope´ration entre
nos boucles autonomes.
4.2 Approches autonomiques de l’auto-optimisation
D’un point de vue ge´ne´ral, l’optimisation de´signe l’acte, la proce´dure ou encore la
me´thode la plus efficace pour faire quelque chose [Mer]. Les intergiciels complexes, tels
que les serveurs d’application Java EE (e.g. WebSphere, Jboss, JOnAS) ou les syste`mes
de gestion de bases de donne´es (e.g. Oracle, DB2), ont des centaines de parame`tres de
re´glage, dont certains ont une influence plus ou moins marque´e sur les performances, et ce,
en fonction de l’application. L’optimisation du fonctionnement de tels syste`mes consiste
a` re´gler leurs parame`tres dans un objectif d’ame´lioration de la performance globale, dans
un contexte applicatif de´termine´.
Dans les environnements complexes et re´partis, ou` toute reconfiguration de tout e´le´-
ment est susceptible d’influer sur les performances du syste`me global, il est tre`s difficile
de trouver le re´glage exact du syste`me permettant d’obtenir les meilleures performances.
Cette taˆche d’optimisation est typiquement empirique, base´e sur un processus ite´ratif
d’expe´rimentations.
L’auto-optimisation est l’aptitude du syste`me a` chercher continuellement a` identifier
et saisir les occasions et les moyens de se rendre plus efficace en matie`re de performances.
Un syste`me autonome - tout comme un cerveau humain, qui modifie ses circuits lors de
l’apprentissage - va surveiller, expe´rimenter et re´gler ses propres parame`tres, et apprendre
a` faire les choix approprie´s.
Dans nos travaux, nous reprenons le principe de boucle de controˆle pour construire
des syste`mes autonomes, en s’inspirant de la structuration MAPE-K. Cette approche a
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e´te´ reprise dans plusieurs travaux de recherche acade´miques et industriels dans diffe´rents
domaines, notamment dans les syste`mes re´partis et les mode`les a` composants. Dans le
domaine de l’auto-optimisation, on peut citer a` titre d’exemple [SBP08, Sha10, TBPH08,
Kan11].
Nous abordons en de´tail dans la section 4.3.3 un exemple d’adaptation et de mise en
œuvre de la boucle MAPE-K au sein d’une plate-forme d’exe´cution re´partie offrant des
me´canismes d’administration et de de´ploiement autonomes d’applications et de services.
Nous de´crivons plus particulie`rement l’architecture de la plate-forme et les fonctionnalite´s
qui rele`vent de l’auto-optimisation.
4.3 Approche architecturale a` composants
4.3.1 Les mode`les a` composants
La notion de composant logiciel est apparue pour la premie`re fois dans [McI68] ou`
l’auteur de´crit sa vision d’un marche´ de composants logiciels re´utilisables et facilement
combinables afin de construire rapidement des syste`mes complexes. Cependant, il a fallu
attendre les anne´es 90 pour que ce terme se popularise, notamment graˆce a` des mode`les
industriels tels que COM Component Object Model de Microsoft [Mic], CCM CORBA
Component Model [GGM03], et les EJB Enterprise Java Beans de Sun [Bri].
Alors que les mode`les a` objets, de´ja` largement re´pandus, abordent les proble`mes de la
re´utilisation et de l’adaptation du logiciel au niveau du de´veloppeur, les mode`les a` compo-
sants permettent de prendre en compte d’autres roˆles confronte´s a` ces proble`mes, tels que
l’administrateur, l’architecte ou l’inte´grateur, en leur proposant des outils adapte´s. Les
principes fondateurs du ge´nie logiciel base´ sur les composants sont de´taille´s dans [Szy02].
De nombreuses de´finitions de la notion de composant logiciel ont e´te´s propose´es. Nous
citons celle retenue lors de l’e´dition 1996 de la confe´rence europe´enne sur les programmes
oriente´s objets (ECOOP) [Coi96] :
De´finition 4.3.1 Un composant logiciel est une unite´ de composition dote´e d’interfaces
spe´cifie´es. Un composant logiciel peut eˆtre de´ploye´ inde´pendamment et sujet a` une com-
position par une tierce entite´ [BSW97].
Nous citons e´galement cette autre de´finition de [Szy97], tre`s couramment accepte´e :
De´finition 4.3.2 Un composant est une unite´ de composition dont les interfaces et les
de´pendances contextuelles sont spe´cifie´es sous forme de contrats explicites.
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L’article de synthe`se sur les langages de description d’architecture de Medvidovic et
Taylor [MT00] donne un ensemble tre`s de´taille´ de concepts pour caracte´riser les architec-
tures a` composants. Pour notre part, nous pre´sentons les principaux concepts a` travers un
mode`le a` composants particulier - le mode`le Fractal - que nous utilisons pour construire
notre plate-forme de Self-benchmarking. Ce choix du mode`le Fractal est justifie´ par des cri-
te`res objectifs d’ade´quation a` la proble´matique de l’architecture des syste`mes d’autonomic
computing, ainsi que par la poursuite de l’approche propose´e par le projet Selfware 4.3.3.
4.3.2 Le mode`le Fractal
Issu de travaux conjoints entre France Te´le´com R&D et l’INRIA, Fractal est un projet
du consortium de logiciel libre OW2 (anciennement ObjectWeb). Le projet spe´cifie un mo-
de`le a` composants inde´pendamment de tout langage d’implantation et de toute cible tech-
nique [BCS04]. Il existe ainsi des implantations en diffe´rents langages (Java [BCL+06], C,
.NET, Smalltalk, Python), utilise´es pour la construction de noyaux de syste`mes d’exploi-
tation embarque´s (THINK [FSLM02]) ou d’applications re´parties telles que CLIF [Dil09].
Cette grande polyvalence de´coule :
– des concepts et fonctionnalite´s avance´s qui sont propose´s (e.g. hie´rarchie et partage
de composant, introspection et intercession),
– mais qui ne sont pas obligatoires.
De manie`re classique, un composant Fractal est une unite´ de traitement avec un e´tat,
fortement encapsule´e. Comme le montre la figure 4.2, il interagit avec l’exte´rieur via des
interfaces client (services requis) et des interfaces serveur (services offerts). Une interface
ne de´signe pas une de´finition abstraite de type comme dans les langages a` objets, mais
un point d’acce`s (type´ et de´signe´ par un nom) sur un composant. Ce qui est moins clas-
sique, ce sont les interfaces internes qui permettent de relier une interface externe a` une
interface d’un sous-composant. Ceci correspond a` la possibilite´ de de´finir des composants
dits composites, qui ne sont pas des implantations (appele´es composants primitifs) mais
des assemblages de sous-composants. Fractal offre donc un mode`le de composant re´cursif,
qui ne se limite pas a` une simple hie´rarchie, car un sous-composant peut appartenir a` plu-
sieurs composants parents. Ce partage de composants a e´te´ tout particulie`rement conc¸u
pour repre´senter le partage de ressource, par exemple dans les syste`mes d’exploitation.
Le contenu du composant est isole´ par une membrane, dont la fonction est de controˆler
les interactions au niveau des interfaces externes (interception) et de fournir des capacite´s
d’observation et de reconfiguration du composant (introspection et intercession). Cette
membrane est controˆle´e par des interfaces de controˆle. La spe´cification du mode`le Fractal
mentionne quelques interfaces de controˆle, ni obligatoires, ni exhaustives : nommage du
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Figure 4.2: E´le´ments de terminologie du mode`le Fractal
composant, e´tablissement ou suppression d’une liaison d’une interface client du composant
avec une interface serveur (injection de de´pendances), acce`s au contenu d’un composite,
gestion du cycle de vie (de´marrage, arreˆt), et acce`s a` l’e´tat du composant (attributs).
Ainsi, le mode`le Fractal a clairement e´te´ spe´cifie´ en vue de permettre l’observation et
la reconfiguration a` chaud d’un syste`me, incluant l’ajout, le retrait ou le remplacement
d’un composant. D’ailleurs, un composant Fractal n’est pas un simple e´le´ment de concep-
tion, mais un e´le´ment existant a` l’exe´cution. Ces caracte´ristiques justifient l’utilisation du
mode`le Fractal dans le projet Selfware, dont l’objectif e´tait d’offrir un cadre architectural
pour la construction de syste`mes relevant de l’autonomic computing.
4.3.3 Selfware : une architecture a` composants pour l’Autono-
mic Computing
Selfware est un projet RNTL pour le de´ploiement, la configuration et l’administra-
tion autonome de syste`mes re´partis. L’objectif principal du projet Selfware est le de´ve-
loppement d’une plate-forme logicielle pour la construction de syste`mes informatiques
re´partis sous administration autonome, et son application a` deux domaines particuliers :
d’une part, l’administration de serveurs d’applications J2EE de grande taille (serveurs en
grappes et fermes de serveurs), et, d’autre part, l’administration d’un bus d’information
d’entreprise [Pro07]. La majorite´ de ces logiciels sont disponibles sous licence libre dans
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Figure 4.3: L’e´le´ment autonomique est la combinaison d’un Managed Element et d’un
Autonomic Manager
le cadre du consortium OW2, en particulier au sein du projet JASMINe [OW2].
Conforme´ment a` l’approche de la boucle MAPE-K propose´e par IBM, Selfware adopte
le principe de la boucle de controˆle observation-analyse-de´cision-action. Afin de pouvoir
ajouter des proprie´te´s autonomiques a` un syste`me patrimonial quelconque, Selfware pro-
pose de donner acce`s aux fonctionnalite´s d’observation et de controˆle (reconfiguration,
rede´marrage) des e´le´ments du syste`me au travers d’une couche de composants Fractal
d’encapsulation (wrappers). Ces composants sont du type ME (Managed Element), sur
lesquels des composants du type AM (Autonomic Manager) viennent re´aliser des com-
portements autonomiques (voir 4.3 tels que l’auto-re´paration ou l’auto-dimensionnement
d’architectures trois-tiers. Les AM pouvant e´galement eˆtre des ME, les fonctionnalite´s
autonomiques peuvent s’appliquer aux composants qui les implantent. Ainsi, la boucle
autonomique d’autore´paration est capable de s’autore´parer.
Cette approche architecturale vise a` se pre´munir d’une explosion de la complexite´ que
pourrait engendrer l’introduction ad hoc de boucles de controˆle. En effet, si le syste`me a`
rendre autonomique est de´ja` complexe au de´part, que dire du niveau de complexite´ du
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syste`me re´sultant de l’ajout de fonctionnalite´s autonomiques sans une vision uniforme et
cohe´rente du syste`me et des boucles de controˆle ?
Quant au mode`le a` composants Fractal, il a montre´ qu’il offrait tous les me´canismes
ne´cessaires a` la construction de tels syste`mes, pour en ge´rer la complexite´ a` travers une
vue uniforme re´flexive et re´cursive, permettant l’observation et la reconfiguration.
4.4 Injection de Charge Auto-Re´gule´e (ICAR)
4.4.1 Introduction
Une motivation classique des tests en charge est le besoin de connaˆıtre la charge
maximale admissible par un syste`me avant qu’il ne sature. Par saturation, nous entendons
l’atteinte de certains crite`res pouvant relever de la qualite´ de service (e.g. temps de re´ponse
trop long, rejet d’appel) ou d’un taux d’utilisation critique des ressources du syste`me. Pour
connaˆıtre le nombre maximal d’utilisateurs virtuels ou de requeˆtes par unite´ de temps que
le syste`me est capable de servir dans les conditions nominales de´finies, l’e´quipe de test
doit proce´der de manie`re ite´rative et empirique, pour trouver le niveau de charge critique.
Le principe de l’injection de charge autore´gule´e est illustre´ par la figure 4.4. Il consiste
a` introduire une boucle de controˆle capable d’ajuster le niveau de charge produit par un
injecteur de requeˆtes, en fonction de l’observation des me´triques associe´es aux crite`res de
saturation. Un tel syste`me est de´crit dans [HSDV10]. Le syste`me est base´ sur le canevas
logiciel d’injection de charge CLIF, auquel une boucle de controˆle d’injection de charge est
ajoute´e par le biais d’un composant ”controˆleur” tout a` fait similaire a` un AM Selfware.
Le diffe´rence ici est que CLIF est conc¸u selon le mode`le Fractal et qu’il est inutile de
l’encapsuler. Ce syste`me ICAR e´tant a` la base de nos travaux, nous pre´sentons le canevas
CLIF et l’architecture d’ICAR.
4.4.2 CLIF, un canevas logiciel de test de performance
CLIF est un logiciel a` composants Fractal en Java pour l’injection de charge et la
mesure de performance. De par son approche canevas logiciel, il est notamment pre´vu
pour s’adapter a` toute sorte de syste`me sous test, en termes de protocoles d’invocation
et de ressources a` observer. Il offre aussi diffe´rentes interfaces utilisateurs : interface gra-
phique inde´pendante, plug-ins Eclipse, ligne de commande, serveur d’inte´gration continue
Jenkins. . .
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Figure 4.4: Sche´ma de principe de test de charge avec controˆle automatique d’injection
4.4.2.1 Principes de fonctionnement
La figure 4.5 montre les principes d’exe´cution d’un test CLIF. CLIF est une application
Fractal re´partie qui permet de de´ployer et superviser des composants d’injection de charge
(injecteurs) et de mesure de consommation de ressource (sondes) a` travers le re´seau. Les
serveurs CLIF sont des composants de type usine a` injecteur ou sonde qui permettent
ces instanciations de composants a` distance.
Lorsque le test est de´marre´, les injecteurs envoient des requeˆtes au syste`me sous test et
produisent des rapports de requeˆtes indiquant le temps de re´ponse, le type de requeˆte et des
e´le´ments de la re´ponse du serveur. En paralle`le, les sondes mesurent la consommation de
certaines ressources (processeur, me´moire, re´seau. . . ) et produisent e´galement des rapports
de mesure. Tous ces rapports repre´sentent les mesures comple`tes, qui seront stocke´es
dans un composant de stockage, pour mise a` disposition a` un composant d’analyse qui
permettra de produire des rapport de test.
Toutefois, ces mesures comple`tes ne seront disponibles qu’a` la fin de l’exe´cution du
test, apre`s une ope´ration de collecte. En effet, afin de ne pas perturber le fonctionnement
du re´seau au cours du test, les mesures sont mises en tampon localement sur chaque
injecteur et sur chaque sonde. En outre, CLIF e´tant conc¸u pour admettre de tre`s hauts
trafics (millions d’utilisateurs virtuels, millier d’injecteurs et sondes), le composant de
stockage centralise´ pourrait se trouver engorge´ s’il devait stocker toutes les mesures en
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Figure 4.5: Principes fonctionnels de CLIF
temps re´el.
Pourtant, les besoins de supervision des tests de performance en cours d’exe´cution
(e.g. e´volution des temps de re´ponse et des de´bits, occurrences d’erreur, e´volution du
taux d’utilisation du processeur) sont incontournables. Pour cette raison, les injecteurs
et les sondes CLIF offrent des statistiques mobiles sur l’ensemble des me´triques qu’elles
mesurent (e.g. temps de re´ponse et de´bit moyens, utilisation moyenne du processeur ou de
la me´moire). Cette fonctionnalite´ permet de suivre en temps re´el l’e´volution des diffe´rentes
me´triques, et de les afficher, par exemple, dans des graphes de supervision.
4.4.2.2 Architecture a` composants
La figure 4.6 de´crit l’architecture a` composants de CLIF. On y retrouve les composants
de stockage (storage) et d’analyse (analyzer) mentionne´s, ainsi que les injecteurs et les
sondes repre´sente´s par le type lame (blades). Les composants sondes, injecteurs et stockage
sont tous lie´s a` un unique composant de supervision (supervisor). Ce composant permet
de controˆler et superviser chaque injecteur et chaque sonde de manie`re centralise´e. Il est
typiquement embarque´ dans l’interface utilisateur.
Nous ne de´crivons pas davantage cette architecture et le roˆle de toutes les interfaces
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Figure 4.6: Architecture d’un plan de test CLIF de´ploye´
mentionne´es par la figure. On se re´fe´rera a` l’article [Dil09] pour obtenir toute explication
supple´mentaire.
4.4.3 Re´gulation automatique de la charge
CLIF permet de de´finir un sce´nario de test combinant un ou plusieurs comportements
types d’utilisateur virtuel. Pour chaque comportement, un profil de charge spe´cifie l’e´volu-
tion du nombre d’utilisateurs virtuels actifs en fonction du temps d’exe´cution. Les profile
de charge sont dont de´finis a priori, avant le de´ploiement et l’exe´cution du test. On peut
y de´finir autant de paliers et de rampes de monte´e en charge que l’on souhaite, mais il
demeure statique.
Toutefois, CLIF permet de modifier le nombre d’utilisateurs virtuels a` la vole´e, a`
travers l’interface Test control du composant de supervision, ou de l’interface Blade
control du composant injecteur. Cette interface offre donc le point de re´troaction pour
ajuster automatiquement la charge. Par ailleurs, nous avons indique´ que les sondes et
les injecteurs offrent des statistiques mobiles sur leurs mesures, ce qui donne le point
d’observation pour notre boucle de controˆle d’injection.
Les travaux de´crits dans [HSDV10] donne l’architecture comple`te du syste`me d’injec-
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tion de charge auto-re´gule´ et de l’algorithmique de controˆle de la monte´e en charge, base´e
sur la the´orie des files d’attente. En re´sume´, le syste`me est compose´ d’un composant de
controˆle de la saturation et d’un composant de controˆle de l’injection. Le premier posse`de
un pouvoir de controˆle sur le second, car il stoppe la monte´e en charge lorsqu’un crite`re de
saturation est atteint. On peut parler de coordination hie´rarchique entre les deux boucles
de controˆle. Comme nous le verrons dans la partie contribution de cette the`se, chapitre 6,
nous adopterons un autre principe de coordination permettant de construire des boucles
de controˆle de fac¸on totalement inde´pendante.
4.5 Conclusion
Dans ce chapitre, nous avons place´ la proble´matique de l’auto-optimisation dans le
contexte de l’autonomic computing. Au-dela` des aspects algorithmiques pre´sente´s dans le
chapitre pre´ce´dent, nous avons voulu ainsi nous inte´resser a` la question de la construc-
tion de syste`mes auto-administre´s. Conforme´ment a` l’approche de la boucle de controˆle
MAPE-K popularise´e par IBM, nous envisageons la construction de notre plate-forme
d’auto-optimisation par l’utilisation d’un syste`me de test de performance offrant sondes
et injecteurs de charge, en l’occurrence le canevas logiciel CLIF, et l’ajout de boucles de
controˆle.
Plus spe´cifiquement, notre de´marche he´rite d’une approche architecturale a` base de
composants, a` travers le projet Selfware et l’utilisation du mode`le Fractal, pour la construc-
tion des boucles de controˆle. Enfin, nous avons vu qu’un syste`me d’injection de charge
auto-re´gule´e avait e´te´ construit selon cette approche a` l’aide de CLIF. Ce syste`me peut
nous permettre d’obtenir une mesure des capacite´s maximales d’un syste`me sous test en
terme de nombre maximal d’utilisateurs virtuels qu’il peut servir en paralle`le.
Dans la partie contribution qui suit, nous verrons l’algorithme d’optimisation que nous
proposons, dans le chapitre 5, puis l’architecture logicielle associe´e dans le chapitre 6.
Deuxie`me partie
Contribution
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Chapitre 5
Politique d’optimisation
Nous pre´sentons dans ce chapitre le cœur algorithmique de notre travail concer-
nant l’auto-optimisation qui se de´compose en deux parties. Nous montrons en
quoi les hypothe`ses que nous faisons pour la validite´ de cet algorithme sont rece-
vables. Nous de´taillons e´galement les re´glages a` re´aliser sur l’algorithme et nous
indiquons comment cet algorithme est mis en œuvre dans l’architecture de notre
application d’auto-optimisation.
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L
’objectif ge´ne´ral de ce travail e´tant la de´finition et la re´alisation de me´thodes d’auto-
optimisation, il est indispensable de de´velopper des me´thodes d’optimisation adap-
te´es au contexte. Rappelons que notre travail s’inscrit dans le cadre de l’outillage logiciel
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CLIF qui dispose de´ja` de fonctionnalite´s d’injection de charge auto-re´gule´e (nomme´es
ICAR) ICAR permet, pour un syste`me S donne´ et re´gle´ selon un ensemble E fixe´ de
valeurs de parame`tres fixe´es, de soumettre S a` une charge croissante jusqu’a` atteindre
les niveaux maximaux d’indicateurs de fonctionnement (charge CPU, me´moire, utilise´e,
etc.) appele´s objectifs de niveaux de service (Service Level Objectives , SLOs). La charge
est constitue´e de multiples instances d’une meˆme charge unitaire dont le profil est de´fini
par l’utilisateur de CLIF et qui de´pend du syste`me a` tester. ICAR fonctionnant dans le
contexte de l’outil de benchmarking CLIF, l’utilisateur peut de´terminer la valeurs des
mesures collecte´es par CLIF et calculer par exemple un indice de performances, que nous
appellerons me´trique (note´e m) dans la suite. Si le profil de charge unitaire est adapte´
a` la recherche des variations de m, l’utilisation d’ICAR permet d’obtenir a` son retour la
valeur extre´male de m en respectant des SLOs donne´s.
Un premier proble`me lie´ a` l’auto-optimisation concerne l’articulation des deux activi-
te´s, injection de charge auto-re´gule´e et recherche de l’optimal de m selon les re´glages du
syste`me. A priori deux choix sont possibles :
1. exe´cuter l’injection auto-re´gule´e ICAR en modifiant les parame`tres de fonctionne-
ment pendant l’exe´cution d’ICAR ;
2. fixer les parame`tres de S, exe´cuter ICAR et recommencer jusqu’a` obtenir l’optimum
de m.
En re´alite´ le choix 1 n’est pas acceptable pour deux raisons. D’une part, nous avons vu 3.2.2
que certains parame`tres de re´glages ne peuvent eˆtre modifie´s qu’avant le de´marrage du
syste`me. Si l’un de ces parame`tres est utilise´ pour la recherche de l’optimum de m, le
choix 1 est impossible. Si nous ne sommes pas dans ce cas, le phe´nome`ne de stabilisation
reste une difficulte´ importante du choix 1. Lorsqu’on modifie les parame`tres d’un syste`me
S en fonctionnement, on ge´ne`re un changement, qui peut eˆtre rapide, dans l’exe´cution
de S. Par exemple, accroˆıtre « fortement » et en un temps « court », la charge de S,
provoque fre´quemment un accroissement de la charge CPU de la machine d’exe´cution au
dela` de ce qu’elle sera lorsque le syste`me sera stabilise´. Il faudrait donc ge´rer ce retour a`
la stabilite´ qu’il est difficile de quantifier a` l’avance lors de chaque changement de valeur
de parame`tre. Nous avons donc de´cide´ d’organiser les deux activite´s selon le sche´ma 2.
Il reste plusieurs proble`mes a` traiter concernant la recherche d’un re´glage optimal. Le
premier proble`me concerne le choix de l’indicateur m de qualite´ du re´glage. Ce peut-eˆtre,
de manie`re ge´ne´rale, un indicateur e´le´mentaire de performance comme le temps de re´ponse
ou le de´bit de requeˆtes servies ou un indicateur composite calcule´ a` partir des pre´ce´dents.
Dans le contexte des applications multi-tiers que nous abordons dans ce travail, nous
avons choisi le nombre d’utilisateurs servis simultane´ment par le serveur d’application.
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Cependant, la solution que nous e´laborons est tout a` fait ge´ne´rique et tout indicateur
mesurable peut eˆtre choisi.
Le second proble`me a` e´tudier est relatif aux parame`tres de re´glage sur lesquels nous
choisissons d’agir. Nous avons vu 3.2.2 que les applications que nous souhaitons re´gler
dispose de plusieurs dizaines de parame`tres de configuration/re´glage. A` partir de cet
ensemble, nous de´finissons un ensemble, significativement re´duit (de l’ordre de 20 ou
30 fois) de parame`tres. C’est cet ensemble re´duit que nous conside´rons dans le pre´sent
chapitre.
Meˆme lorsque l’on re´duit le nombre de parame`tres sur lesquels nous intervenons pour
optimiser l’application, nous restons confronte´s au proble`me du nombre de tuples de va-
leurs possibles. De plus, pour un tuple potentiel de valeurs, nous devons nous assurer que
le syste`me peut eˆtre re´gle´ avec ces valeurs, ce qui n’est pas syste´matique.
Enfin, le dernier proble`me est le choix de l’algorithme d’optimisation que nous utilisons
pour obtenir la valeur maximale de l’indicateur m.
5.1 Caracte´ristiques du proble`me
5.1.1 Formalisation du proble`me d’optimisation
Nous donnons ici l’expression mathe´matise´e du proble`me d’optimisation que nous trai-
tons. Comme rappele´ dans le chapitre 2, nous pouvons exprimer sans perte de ge´ne´ralite´,
notre proble`me sous forme de recherche de maximum, la recherche d’un minimum s’en
de´duisant a` une re´-e´criture pre`s des comparaisons dans les algorithmes.
Nous supposons que nous avons un ensemble de n parame`tres pi, chacun prenant ses
valeurs dans un ensemble Pi. Puisque chaque parame`tre correspond a` une valeur utilise´e
dans le syste`me informatique de l’application sous test, nous supposons que Pi est fini
pour tout i. Nous notons P =
∏n
i=1 Pi et p¯ = (p1, . . . , pn) un tuple de P .
Nous utilisons comme indicateur de qualite´ de re´glage, une mesure m qui peut eˆtre
conside´re´e comme une fonction de P dans R+ sans perte de ge´ne´ralite´.
Le proble`me d’optimisation consiste donc a` chercher la valeur p¯opt ∈ P telle que :
∀p¯ ∈ Pm, m(p¯) ≤ m(p¯opt)
Rappelons que m est une fonction sur P . Son ensemble de de´finition, note´ Pm, peut eˆtre
strictement inclus dans P , ce qui correspond a` des valeurs de parame`tres incompatibles
avec le fonctionnement de l’application.
Parmi les caracte´ristiques du proble`me d’optimisation de´fini ci-dessus, nous notons
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Figure 5.1: Exemple de fonction a` plusieurs maxima locaux sous l’hypothe`se 2
deux points importants a` conside´rer : la nature de la fonction m et la complexite´ calcula-
toire du proble`me lui meˆme.
5.1.2 Nature de la fonction a` optimiser
Nous supposons dans la suite que m est uniquement fonction des parame`tres (p¯) de
configuration du syste`me teste´, c’est a` dire que l’environnement d’exe´cution du syste`me
sous test (voir 3.2.2) a e´te´ optimise´ au pre´alable (e´quipements physiques, syste`me d’ex-
ploitation, re´seau, .etc).
Puisque m est obtenu par mesure sur le syste`me sous test et que le comportement du
syste`me est fortement de´pendant de la charge qui lui est soumis, il est tre`s difficile de faire
des hypothe`ses sur les proprie´te´s mathe´matiques de m en tant que fonction de p¯ pour un
syste`me quelconque.
Remarquons que notre fonction e´tant de´finie sur un ensemble Pm fini, elle posse`de tou-
jours au moins un maximum sur cet ensemble. Une premie`re hypothe`se serait de supposer
que la fonction m admet un unique maximum local, qui est donc le maximum global, sur
l’ensemble Pm. Cette hypothe`se est en fait tre`s difficile a` garantir. Ainsi, nous posons dans
la suite l’hypothe`se suivante (de´nomme´e deuxie`me hypothe`se). Nous supposons que pour
tout i, la fonction projection mp¯|i de´finie ci-dessous posse`de un unique maximum sur son
intervalle de de´finition.
De´finition 5.1.1 (Fonction projection) Si m est une fonction de P =
∏n
i=1 Pi dans
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B, on appelle projection de m sur Pi, et on note mp¯|i la fonction de Pi dans B de´finie par
mp¯|i(x) = m(p1, . . . , pi−1, x, pi+1, . . . , pn)
Cette deuxie`me hypothe`se implique que les fonctions mp¯|i sont croissantes au sens large
sur un premier intervalle [mini, p
∗
i ], atteignent leur maximum en p
∗
i puis sont de´croissantes
au sens large sur [p∗i ,
athrmmaxi]
Nous observons qu’une fonction m qui satisfait cette hypothe`se peut posse´der plusieurs
maxima. Mais, graˆce a` la deuxie`me hypothe`se, une fonction m ne peut admettre deux (ou
plus) maxima locaux que si les ante´ce´dents des voisinages de ces maxima sont situe´s dans
des polytopes d’hyperplans d’intersection vide. Ainsi, avec deux parame`tres, la surface de
la fonction m doit avoir une forme analogue a` celle de la figure 5.1 : les points (p1, p2)
autour des maxima sont dans des rectangles disjoints (se´pare´s par les segments jaunes).
Si nous utilisons une fonction m qui posse`de plusieurs maxima locaux, tout en ve´rifiant
notre hypothe`se, nous avons un indicateur de re´glage m qui de´finit deux (au moins) zones
de fonctionnement du syste`me sous test, chacune autour des re´glages donnant le maximum
local de m. Face a` cette situation, il faut alors mettre en œuvre des strate´gies permettant
de passer d’un voisinage du maximum local courant a` celui d’un autre. Diverse me´thodes
sont envisageables mais n’ont pas e´te´ explore´es dans ce me´moire.
Remarquons enfin que si nous pouvons assurer l’unicite´ du maximum dem sur Pm, l’hy-
pothe`se sur les fonctions projections est ve´rifie´e, la re´ciproque e´tant fausse (voir l’exemple
ci-dessus).
5.1.3 Complexite´ du proble`me
Tout syste`me informatique exe´cutant une application, aussi e´le´mentaire soit-il, posse`de
un nombre important de parame`tres de configuration. Pour tout proble`me d’optimisation
de performances, il est ne´cessaire d’identifier dans cet ensemble de parame`tres de confi-
guration, un sous ensemble qu’on appelle parame`tres de re´glage (tuning parameters), qui
sont les parame`tres ayant le plus grand impact sur les performances du syste`me conside´re´,
pour le proble`me d’optimisation donne´. Nous avons ainsi deux proble`mes a` re´soudre.
5.1.3.1 De´termination des parame`tres de re´glage
Il s’agit d’une part de choisir les parame`tres significatifs intervenant dans le re´glage du
syste`me. Ce choix, qui ne peut eˆtre comple`tement formalise´, est fonde´ sur une connaissance
experte du syste`me et de l’application qu’il exe´cute, du point de vue de leurs architectures
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et de leurs comportements. Bien entendu, il est e´galement ne´cessaire de connaˆıtre les
me´thodes d’e´valuation de performances qui devront eˆtre utilise´es. D’autre part, il faut,
pour chaque parame`tre de re´glage pi retenu, de´terminer la plage de valeurs qu’il peut
prendre. Nous supposons, comme c’est le cas dans les applications que nous avons pu
analyser, que chaque ensemble Pi est un intervalle [MINi,MAXi] d’entiers. Notons que
meˆme si chaque Pi est un intervalle, l’ensemble des tuples de parame`tres admissibles
peut eˆtre un sous-ensemble strict (note´ Pm) de P =
∏n
i=1 Pi. L’expression des conditions
d’admissibilite´ d’un tuple peut eˆtre simple, par exemple pi < 2pj, ou complexe car issue
d’une expertise humaine. Dans ce dernier cas, on est re´duit a` exclure explicitement les
tuples « interdits » alors que dans le cas de relations du premier type, on peut envisager
l’emploi de tout syste`me algorithmique de ve´rification, par exemple un syste`me solveur
de contraintes.
5.1.3.2 Taille de l’espace de tuples
Meˆme lorsque l’on a re´duit le nombre de parame`tres a` un ensemble de l’ordre de 10
parame`tres de re´glage, le nombre de tuples possibles reste important (plusieurs centaines)
ce qui, couple´ au caracte`re expe´rimental et long (plusieurs minutes) de l’obtention de la
valeur m(p¯), me`ne a` des temps d’exe´cution prohibitifs. Pour fixer les ide´es, donnons un
exemple d’optimisation manuelle. Le processus complet se compose d’une succession de
tests et de parame´trages du syste`me, d’une dure´e moyenne de 10 minutes environ.
Admettons que nous n’ayons que 2 parame`tres p1 et p2 de re´glage du syste`me, qui
prennent leurs valeurs entie`res dans un domaine de 1 a` 500, avec une contrainte simple
(p1 ≤ p2). Le nombre de solutions candidates pour ce proble`me est de 125000. Si l’on
proce`de a` la mesure de m pour chaque tuple de re´glage, il faut 125000 x 10 = 1250000
minutes, soit plus de 868 jours, pour eˆtre suˆr d’avoir la meilleure configuration. Or, dans un
contexte d’optimisation d’un syste`me effectif avant mise en production, il est indispensable
que le re´glage du syste`me soit re´alise´ dans un temps compatible avec les contraintes de
fonctionnement d’un service commercial. Ainsi, si des dure´es de re´glage de l’ordre du jour
sont acceptables, ce n’est clairement pas le cas pour des dure´es de plusieurs semaines.
Afin de tenir compte de l’ensemble de ces proprie´te´s, nous proposons de rechercher l’op-
timum de la mesure m, a` l’aide d’un algorithme constitue´ de deux phases imbrique´es. La
premie`re phase, que nous appelons algorithme ge´ne´ral, controˆle le balayage de l’ensemble
des tuples de Pm, en lanc¸ant la recherche, pour chaque composante, de la meilleure valeur
de m. La seconde phase, appele´e algorithme e´le´mentaire, recherche cette meilleure valeur
en configurant le syste`me sous test et en lanc¸ant l’ope´ration ICAR d’auto-optimisation
controˆle´e.
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Figure 5.2: Illustration de l’algorithme de recherche en croix avec deux parame`tres
5.2 Algorithme ge´ne´ral (en croix)
5.2.1 Principe
L’algorithme ge´ne´ral 1, que nous appelons aussi algorithme de recherche en croix,
s’inspire de la me´thode de recherche de personnes lors d’avalanches. Il suppose que l’on
se situe dans un « voisinage » du maximum de la fonction m. Cet algorithme peut eˆtre
conside´re´ comme appartenant aux me´thodes d’ascension de colline (hill climbing , [RN04]
pages 111 et suiv.). Le principe consiste a` s’inte´resser successivement a` chacun des para-
me`tres p1, . . . , pn de re´glage, les valeurs des autres parame`tres e´tant fixe´es. Pour chaque
parame`tre, on effectue une recherche de maximum pre´sente´e dans la section suivante (al-
gorithme e´le´mentaire).
Partant d’une valeur du tuple (p
(k)
1 , . . . , p
(k)
n ), nous mettons a` jour la ie`me composante
de ce tuple a` chaque recherche de maximum sur pi. Par exemple, sur la figure 5.2, la
projection my (courbe en jaune) permet de de´terminer un premier extremum et la valeur
de y correspondante. Pour cette valeur de y, nous cherchons le maximum de la projec-
tion mx (courbe en orange). A` l’issue des n recherches e´le´mentaires, nous obtenons un
nouveau tuple (p
(k+1)
1 , . . . , p
(k+1)
n ) qui fournit une valeur m(k+1) plus grande que m(k) .
On reprend alors la recherche des maxima pour les fonctions projections en partant de
(p
(k+1)
1 , . . . , p
(k+1)
n ). L’exemple de la figure 5.2 est un cas simple et nous obtenons le maxi-
mum de m en une seule passe sur x et y. Dans le cas ge´ne´ral, une passe peut conduire a`
un sorte de « palier » de m et donc ne´cessiter de recommencer la recherche. A` l’issue de
l’exe´cution de l’algorithme, nous obtenons un tuple de parame`tres de re´glage, que nous
notons p¯opt, donnant la valeur maximale de la me´trique m.
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Algorithm 1: Algorithme ge´ne´ral : recherche en croix
1p¯optp := (MIN1,MIN2, . . . ,MAXn);
2p¯optc := (
MIN1+MAX1
2
,MIN2, . . . ,MINn);
3mp := ICAR(p¯
opt
p );
4mc := ICAR(p¯
opt
c );
5varM := |mc−mp|
mp
;
6varP :=
‖p¯optc −p¯optp ‖
‖p¯optp ‖ ;
7k := 1 ;
8while ((k = 1) or (varP > 1) or (varM > 2)) and (k ≤ kmax) do
9mp := mc;
10p¯optp := p¯
opt
c ;
11for i := 1 to n do
12(p¯optc,i ,mc) := findbest(i, p¯
opt
c ,MINi,MAXi, gi);
13end
14varM := |mc−mp|
mp
;
15varP :=
‖p¯optc −p¯optp ‖
‖p¯optp ‖ ;
16k := k + 1;
17end
18return p¯optc ;
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5.2.2 Re´glage de l’algorithme
Les e´le´ments de re´glages de l’algorithme sont d’une part le choix de l’ordre des calculs
d’optimum des fonctions projection, c’est a` dire l’ordre d’indexation des parame`tres, et
d’autre part les valeurs des controˆles de la boucle tant que.
5.2.2.1 Ordre de parame`tres
Il est connu que l’ordre de parcours des e´le´ments x d’un ensemble fini X lors de la
recherche d’une valeur particulie`re d’une fonction f sur X par e´nume´ration de X peut
modifier conside´rablement le comportement de la recherche. Dans notre cas, l’ensemble
des parame`tres de re´glages a de´ja` e´te´ choisi comme pertinent pour l’optimisation du
syste`me sous test. Il semble donc de´licat d’e´tablir un ordre (total) entre les influences de
ces parame`tres. Nous avons donc choisi l’ordre suivant.
Nous appelons Domaine de p, note´ Dp, l’ensemble des valeurs de p a` examiner a priori.
Nous de´taillons ci-dessous comment est de´termine´ Dp.
Nous posons alors qu’un parame`tre p a un indice infe´rieur a` un parame`tre p′ si et
seulement si le cardinal de Dp (note´ |Dp|) est infe´rieur a` celui de Dp′ . Autrement dit, p
est avant p′ si et seulement si le nombre de valeurs qui seront examine´es a priori pour p
est plus petit que celui pour p′. La de´termination de |Dp| est fonde´e sur la granularite´ de
p pre´sente´e ci-dessous. Nous avons :
|Dpi | =
MAXi −MINi
gi
5.2.2.2 Finesse de parcours
Les valeurs de chacun des parame`tres pi constituent l’ensemble Pi = [mini,maxi].
Potentiellement, chaque valeur de cet intervalle peut eˆtre choisie pour pi. Par expe´rience,
les variations de m selon pi ne sont pas sensibles en dessous d’une valeur de l’ordre de 5
a` 10 % de MAXi −MINi. On de´finit alors le pas de variation, ou granularite´, gi de pi par
gi =
MAXi −MINi
δi
ou` δi est le taux de sensibilite´ de m pour pi. Par exemple, pour un parame`tre dans
[100, 1300], en prenant δi = 10, on obtient gi = 120.
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5.2.2.3 Crite`res d’arreˆt
La boucle tant que de l’algorithme 1 est controˆle´e par les conditions de la ligne 8. Nous
avons deux conditions a` respecter : une relative aux e´volutions des valeurs obtenues dans
le corps de boucle, l’autre limitant le nombre de corps de boucle exe´cute´s (k ≤ kmax).
La condition principale porte sur les variations de p¯optp et m. Chacune de ces grandeurs
doit e´voluer significativement lors de l’exe´cution d’un corps de boucle. Une e´volution est
de´clare´e significative si elle est supe´rieure a` un seuil donne´ 1 (ou 2). Pour le vecteur p¯
opt
p ,
nous employons une distance fonde´e sur une norme de Rn. Les valeurs de 1 et 2 ont e´te´
fixe´es apre`s expe´rimentations (voir le chapitre 7). Notons qu’il est ne´cessaire de repe´rer
les variations des deux grandeurs, et pas uniquement de m ou de p¯optp . En effet, si nous
nous restreignons aux variations de m, nous risquons d’arreˆter la recherche de maximum
parce que m varie peu, alors que p¯optp varie encore « fortement » laissant ouverte la
possibilite´ de trouver une meilleure valeur de m : nous sommes sur un « plateau » de m.
A` l’inverse si p¯optp varie peu, m peut, elle, varier fortement : nous sommes proche d’un
« pente prononce´e » de m.
La valeur de kmax de´pend a priori de la variabilite´ de m. Nous exe´cutons plusieurs fois
l’algorithme pour obtenir un ordre de grandeur de kmax (voir le chapitre 7).
5.3 Algorithme e´le´mentaire
5.3.1 Principe
Cet algorithme (2) a pour fonction de retourner la valeur p∗i du parame`tre pi qui
correspond a` l’unique maximum de la fonction projection mp¯|i en parcourant un ensemble
de valeurs entie`res dans l’intervalle [mini,maxi]. Rappelons que les valeurs de tous les
autres parame`tres j 6= i, sont fixe´es a` pj. Puisque le temps de calcul de m est significatif,
l’algorithme doit minimiser les appels a` ce calcul, en e´vitant par exemple l’algorithme na¨ıf
qui calcule les valeurs mp¯|i(x) pour tous les x de [mini,maxi].
Graˆce a` l’hypothe`se 2 d’unique maximum de mp¯|i sur [mini,maxi], l’algorithme re´cursif
est construit comme un algorithme de recherche dichotomique de ze´ro d’une fonction
continue f dans un intervalle [a, b] avec f(a) < 0 et f(b) > 0. Le principe est le suivant.
E´tant donne´ un intervalle [a, b] de recherche de la valeur p∗i , on essaie de de´cider si p
∗
i se
situe dans [a, a+b
2
] ou dans [a+b
2
, b]. Le choix de l’un de ces deux intervalles est de´taille´
ci-dessous. Nous distinguons 6 situations illustre´es dans les figures 5.3, 5.4 et 5.5. Dans
cette section, nous utilisons m en lieu et place de mp¯|i pour simplifier la notation.
La figure 5.3 illustre les trois premiers cas fondamentaux, indiquant la position de
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m(mid) < m(max)
min
min
max
max
mid
midm
v
Cas 1
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Cas 3
m(mid) > m(max)
m(mid) > m(min)
Figure 5.3: Algorithme e´le´mentaire - cas 1, 2 et 3
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Figure 5.4: Algorithme e´le´mentaire - cas 3.1, 3.1.1 et 3.1.2
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Figure 5.5: Algorithme e´le´mentaire - cas 3.2
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m(mid) par rapport a` celles de m(min) et m(max).
Dans le cas 1, m(mid) < m(min) (ligne 7 de l’algorithme 2). L’hypothe`se de maximum
unique de m implique que p∗ est ne´cessairement dans l’intervalle [min,mid].
Dans le cas 2, nous avons m(mid) < m(max) (ligne 11 de l’algorithme 2). De plus
nous sommes dans la partie sinon du cas 1, donc m(mid) > m(min). On est donc assure´
que p∗ se trouve entre mid et max.
Enfin le cas 3 (lignes 13 et suivantes de l’algorithme 2) correspond a` m(mid) > m(min)
et m(mid) > m(max). Cette situation nous donne le moins d’informations : il faut calculer
de nouvelles valeurs de m par des appels re´cursifs conduisant aux cas 3.1 et 3.2 (figures 5.4
et .5.5).
La figure 5.4 illustre les deux cas de comparaisons correspondant au tests qu’il faut
faire a` gauche et a` droite de mid, correspondants aux sous-cas du cas 3, afin de guider la
suite de la recherche de p∗.
Le cas 3.1 correspond a` la ligne 15 de l’algorithme 2. Apre`s avoir calcule´ v1 =
findbest(i, p¯,min,mid,m), si m(v1) < m(mid), p∗ n’est pas dans [min,mid], il faut encore
calculer v2 = findbest(i, p¯,mid,max,m). Nous obtenons alors les deux situations 3.1.1 et
3.1.2 qui correspondent aux lignes 17 et 19 respectivement.
Le cas 3.2 (figure 5.5, ligne 22 de l’algorithme 2) est la branche sinon du cas 3.1. Dans
cette situation, on sait que v1 est l’optimum de m.
Enfin, la re´cursion est arreˆte´e par la condition ((max−min) ≤ g) indiquant que nous
passons en-dessous du degre´ de diffe´rentiation entre deux valeurs du parame`tre pi (ligne 3
de l’algorithme 2). Dans ce cas, nous retournons l’une des deux valeurs de m, a` savoir
celle dont on est suˆr qu’elle a e´te´ calcule´e. Notons que puisque nous re´duisons strictement
la valeur entie`re (max−min) qui est strictement positive, nous sommes assure´s que la
condition d’arreˆt finira pas eˆtre satisfaite.
5.3.2 Algorithme de´taille´
L’algorithme 2 correspond aux cas pre´sente´s dans les figures ci-dessus. Le calcul de la
valeur de mp¯|i(x) est re´alise´ par l’appel a` la fonction ICAR(p¯, i, x).
Nous avons constate´ que plusieurs appels a` ICAR(p¯, i, x) sont re´alise´s avec les meˆmes
valeurs du vecteur p¯ et de x. Puisque le temps d’expe´rimentation pour obtenir m(p¯)
est significatif (plusieurs ordres de grandeurs plus long que l’exe´cution d’une instruction
e´le´mentaire), il est tre`s efficace d’utiliser un me´canisme de cache pour e´viter un recalcul
de m(p¯) si cette valeur a de´ja` e´te´ obtenue. L’implantation de ce me´canisme conduit a`
l’algorithme 3 pour la fonction ICAR. Le principe est simple. les couples (p¯,m(p¯)) sont
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Algorithm 2: Algorithme e´le´mentaire
1Function (int, double) findbest(i, p¯,min,max, g);
2mmin := ICAR(p¯, i,min) ;
3if ((max−min) > g) then
4mid := (min+max)/2 ;
5mmid := ICAR(p¯, i,mid);
6if (mmin > mmid) then
7return findbest(i, p¯,min,mid, g) ;
8else
9mmax := ICAR(p¯, i,max) ;
10if (mmid < mmax) then
11return findbest(i, p¯,mid,max, g) ;
12else
13(v1,mv1) := findbest(i, p¯,min,mid, g) ;
14if (mv1 < mmid) then
15(v2,mv2) := findbest(i, p¯,mid,max, g) ;
16if (mv1 > mv2) then
17return (v1,mv1)
18else
19return (v2,mv2)
20end
21else
22return (v1,mv1)
23end
24end
25end
26else
27return (min,mmin)
28end
Algorithm 3: Fonction d’appel a` ICAR
1Function int ICAR(p¯, i, v);
2p¯[i] := v;
3if (p¯,m) is not in the ICARCache then
4ReconfigureSUT(p¯);
5m = runICAR;
6Put m in ICARCache with key p¯;
7else
8Retrieve m from ICARCache for key p¯;
9end
10return m;
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range´s dans un cache associatif dont les cle´s sont les vecteurs p¯. A` chaque demande de
m(p¯), on ve´rifie si cette valeur est dans le cache. Dans le cas ou` il faut effectivement
calculer m(p¯), on configure le syste`me sous test avec les parame`tres p¯, puis on lance
la boucle d’auto-optimisation ICAR. Nous verrons dans le chapitre 7, l’efficacite´ de ce
me´canisme de cache.
5.4 Complexite´ de l’algorithme
Nous avons introduit l’algorithme en croix pour re´duire le nombre d’appels au me´ca-
nisme ICAR de recherche des meilleurs performances avant saturation. Nous quantifions
ici les gains re´alise´s par rapport a` la me´thode exhaustive de recherche de l’optimum de
la fonction objectif m. Nous nous concentrons sur le nombre d’appels a` ICAR pour cette
e´tude de complexite´ temporelle puisque nous avons vu que l’ordre de grandeur du temps
d’exe´cution de ICAR est de 5mn au moins.
Rappelons que pour chaque parame`tre pi, nous avons un intervalle de valeurs entie`res
[MINi,MAXi] et une granularite´ gi de sorte que le nombre effectif de valeurs utilise´es par
la recherche exhaustive pour pi est au plus
Ui =
⌊
MAXi −MINi
gi
⌋
a` plus ou moins un pre`s (bac de´signe la partie entie`re de a). Il est possible que ce nombre
d’appels soit infe´rieur a` Ui si des tuples p¯ correspondent a` des valeurs interdites de re´glage
du syste`me (voir la section suivante). Le nombre de tuples parcourus dans le cas exhaustif
est donc au plus
U =
n∏
i=1
Ui
Dans notre algorithme en croix, examinons le nombre d’appels a` ICAR. Pour un in-
dice i donne´, la fonction findbest doit au pire calculer trois valeurs : m(mini),m(mid)
et m(maxi), bien entendu MINi = mini et MAXi = maxi au premier appel de findbest
uniquement. En fait, sauf au premier appel, la valeur m(mini) a de´ja` e´te´ calcule´e. Nous
avons donc au plus deux appels a` ICAR par appel de findbest. La fonction findbest est re´-
cursive et la condition d’arreˆt maxi−mini ≤ gi nous donne le nombre ai d’appels re´cursifs
a` findbest :
MAXi −MINi
2ai
≤ gi
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Donc, ai satisfait l’ine´galite´
ai ≤ 1 + 2 ln2
(
MAXi −MINi
gi
)
= 1 + 2ln2(Ui)
ou` ln2 de´signe le logarithme en base 2. Nous avons une ine´galite´ car, graˆce au me´canisme
de cache, il est possible que la valeur m(p¯) soit pre´sente dans le cache, e´vitant ainsi un
appel effectif a` ICAR.
Une exe´cution du corps de la boucle while de l’algorithme en croix comporte les n
appels re´cursifs a` findbest correspondant a` chaque parame`tre pi. Le nombre d’appels a`
ICAR d’une telle exe´cution est donc au plus
a =
n∑
i=1
ai =
n∑
i=1
(1 + 2ln2Ui)
Si l’algorithme en croix exe´cute K corps de boucle while, le nombre d’appels a` ICAR est
donc au plus
A = Ka
L’ordre de grandeur du gain G en nombre d’appels a` ICAR en utilisant l’algorithme en
croix est donc
G =
U
A
≈ U
2K ln2 U
=
1
2K
U
ln2 U
Pour fixer les ide´es, si nous avons 5 parame`tres dont chacun peut prendre 10 valeurs
utilise´es par les appels a` ICAR, nous obtenons U = 105, ln2 U = 13.29 et
U
ln2 U
= 752.57
(arrondi a` deux chiffres apre`s la virgule). Donc G ≥ 1
2K
752 reste strictement supe´rieur a`
1 pour tout K ≤ 376. Nous verrons e´galement dans le chapitre 7 que les valeurs de K
rencontre´es sont de l’ordre de 10, et donc que le gain de notre algorithme est significatif
(au moins plusieurs ordres de grandeur).
5.5 Prise en compte des contraintes
Nous avons vu que nous recherchons le tuple p¯ ∈ Pm qui maximise la fonction m,
ou` Pm est un sous-ensemble de l’ensemble P =
∏n
i=1 Pi de tous les tuples de parame`tres
possibles. Les tuples de P Pm correspondent a` des valeurs de re´glage incohe´rentes ou
qui sont interdites. Par exemple, dans le contexte des serveurs d’applications Java EE,
conside´rons les tailles des groupes de threads (Thread pools). On distingue au moins trois
groupes :
– le groupe de threads du connecteur WEB (WTG) ;
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– le groupe des EJBs (ETG) ;
– le groupe des connexions au(x) serveur(s) de base de donne´es (CTG).
On peut imaginer une application dans laquelle 60% des requeˆtes des clients produisent
des requeˆtes serveur WEB, conteneur d’EJBs et acce`s aux bases de donne´es et 40 %
uniquement des requeˆtes sur le serveur WEB. Dans cette situation, il est souhaitable de
dimensionner chaque groupe de threads de sorte que : |ETG| ≥ 0.4|WTG| et |ETG| =
|CGT|.
L’existence de contraintes entre les parame`tres incite a` utiliser une me´thode de type
Proble`me de satisfaction de contraintes (Constraint Satisfaction Problem, CSP). Au plan
algorithmique, apre`s avoir de´fini un tuple de parame`tres et avant l’appel au test a` l’aide
d’ICAR, il faut ve´rifier la validite´ de ce tuple. Ceci peut eˆtre re´alise´ a` l’aide d’un moteur
de re`gles autonome ou avec un solveur de contraintes comme Choco [CJLR06] pour lequel
on utilise uniquement la ve´rification de la consistance du tuple. Notons que le temps
de ve´rification (de l’ordre de quelques milli-secondes) n’a pas d’impact significatif sur
l’ensemble de la me´thode d’optimisation, le temps d’un test de charge ICAR e´tant de
l’ordre de 10 minutes. Cette fonctionnalite´ de ve´rification n’est actuellement pas implante´e
dans notre logiciel.
La recherche de l’optimum d’une fonction d’un tuple de parame`tres qui satisfont un
ensemble de contraintes nous a conduits, au cours de nos travaux, a` envisager l’emploi
d’un syste`me d’optimisation sous contraintes. En re´alite´, ce type de me´thode n’est pas
adapte´e a` notre contexte. En effet, les me´thodes d’optimisation sous contraintes se fondent
a` la fois sur des parcours d’arbre comme les me´thodes CSP, et sur les proprie´te´s de la
fonction a` optimiser. Mais ces proprie´te´s doivent s’e´noncer sur des sous-arbres dont on
ne connaˆıt que le chemin depuis la racine. C’est a` dire que l’on doit pouvoir e´noncer des
proprie´te´s de la fonction, pour en ensemble de tuples dont on connait seulement la valeur
de certaines composantes. Or, dans notre cas, nous n’avons aucune information de cette
nature, la valeur de la fonction e´tant obtenue par mesure sur une expe´rimentation avec le
syste`me sous test. Nous avons donc renonce´ a` l’emploi des me´thodes d’optimisation sous
contraintes.
5.6 Inte´gration de l’algorithme a` ICAR
La figure 5.6 donne la se´quence des interactions entre l’algorithme et le syste`me d’in-
jection de charge auto-re´gule´e. Tout d’abord, l’algorithme fait appliquer le parame´trage
initial au syste`me sous test (nous verrons dans le chapitre suivant comment cela est re´a-
lise´). Puis, l’algorithme demande une e´valuation des performances du syste`me au syste`me
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ICAR. Celui-ci commence par demander a` la boucle de controˆle de la saturation de sur-
veiller le syste`me. Lorsque la surveillance est effective, un message d’accuse´ permet a` la
boucle de controˆle de l’injection de de´marrer le test ICAR.
paramétrage
du système
optimisation
terminée
te
st
ICARdétection
de saturation
optimisation
demande de test
valeur de la métrique
de performance
saturation détectée
accusé
demande de détection
de saturation
su
rv
ei
lla
nc
e
de
 la
 s
at
ur
at
io
n
calcul du 
paramétrage 
suivant
Figure 5.6: Principe de l’inte´gration du syste`me d’injection de charge auto-re´gule´ dans
l’algorithme
La monte´e en charge s’effectue jusqu’a` ce que la boucle de controˆle de saturation
de´tecte la saturation du syste`me. Lorsque cet e´ve´nement survient, ICAR stoppe le test et
renvoie a` l’algorithme le nombre d’utilisateurs virtuels atteint par le palier pre´ce´dent la
saturation. Ensuite, en fonction de la valeur obtenue et conforme´ment a` l’algorithme 1,
soit l’algorithme se termine, soit un nouveau parame´trage est calcule´, applique´ puis soumis
a` e´valuation par ICAR.
Dans le chapitre suivant, nous de´taillons l’aspect architectural de notre plate-forme de
Self-benchmarking et l’imple´mentation de la politique d’optimisation pre´sente´e ici.
Chapitre 6
Architecture logicielle de la
plate-forme de Self-benchmarking
Nous pre´sentons l’architecture logicielle de la plate-forme de Self-benchmarking
que nous proposons, et nous de´taillons les diffe´rents composants Fractal qui la
composent. Nous abordons e´galement la proble´matique de la communication entre
les composants controˆleurs, ne´cessaire a` la coordination des boucles de controˆle
correspondantes.
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Apre`s avoir pre´sente´ la politique d’optimisation propose´e pour re´soudre notre pro-
ble`me d’auto-optimisation, nous de´taillons a` pre´sent l’imple´mentation de cette politique
d’optimisation et la mise en œuvre des diffe´rents composants servant a` accomplir la taˆche
de benchmarking automatise´. Pour cela, nous pre´sentons d’abord l’architecture globale
de la plate-forme, puis nous de´taillons les nouveaux composants introduits, ainsi que les
aspects communication et coordination entre les boucles de controˆle.
6.1 Architecture de l’application d’auto-optimisation
6.1.1 Introduction
Globalement, notre contribution vise a` comple´ter la plate-forme de test de perfor-
mance par injection de charge existante, en introduisant un me´canisme de reparame´trage
du syste`me teste´, et ce, dans le but d’ame´liorer ses performances. Le principe ge´ne´ral
est d’appliquer une me´thode classique de ge´ne´ration-e´valuation de parame´trages. L’algo-
rithme d’optimisation 1 est utilise´ pour ge´ne´rer les parame´trages possibles, et le processus
de test ICAR (cf. section 4.4) sert a` l’e´valuation de chaque parame´trage du syste`me sous
test.
Sur le plan architectural, ce principe se traduit tout d’abord par l’introduction d’un
composant Optimizer (optimiseur) de´die´ au calcul des parame´trages a` tester. Il doit
eˆtre capable d’appliquer un parame´trage au syste`me a` optimiser, puis de de´clencher le
processus de test ICAR et d’en attendre le re´sultat avant de calculer un autre parame´trage.
Afin de confe´rer un caracte`re ge´ne´rique a` l’optimiseur, i.e. une inde´pendance totale
vis-a`-vis du syste`me a` optimiser, nous introduisons des composants Configurator (confi-
gurateurs) pour prendre en charge le changement de parame´trage. En fonction des mo-
dalite´s de parame´trage du syste`me, il peut y avoir plusieurs sortes de configurateurs :
modification de fichiers de configuration selon diffe´rents formats, utilisation de protocoles
d’administration ou d’interface programmatique spe´cifique, etc. De plus, il peut s’ave´-
rer ne´cessaire de rede´marrer tout ou partie du syste`me a` optimiser pour que la nouveau
parame´trage soit effectivement pris en compte. Nous introduisons alors des composants
Starters (de´marreurs) afin de couvrir ce besoin de manie`re spe´cifique a` chaque syste`me.
6.1.2 Exploitation du type ”lame” de CLIF
Une question importante se pose : devons-nous e´tendre CLIF en y introduisant de
nouveaux types de composant afin de pouvoir introduire les configurateurs et les de´mar-
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reurs ? Cela paraˆıtrait a priori naturel, mais aurait de se´rieux inconve´nients, car on ne
pourrait plus be´ne´ficier des me´canismes de gestion de cycle de vie standard (de´ploiement,
monitoring, controˆle d’exe´cution) sans modification du cœur de CLIF, avec des impacts
sur les divers outils et interfaces utilisateurs.
En de´finitive, aucune modification de CLIF n’est ne´cessaire. En effet, le cœur de CLIF
est base´ sur un type de composant ge´ne´rique Blade (lame) [Dil09], dont les interfaces
offertes et requises vont entie`rement re´pondre a` nos besoins. Le type lame montre que
CLIF est conc¸u comme un canevas logiciel pour le de´ploiement et le controˆle de composants
de calcul paralle`le, les lames e´tant conside´re´es comme des e´le´ments actifs que l’on peut
de´ployer, et dont on peut observer et controˆler l’exe´cution, avant de re´cupe´rer les re´sultats
par une ope´ration de ”collecte” en fin d’exe´cution. Ainsi, de la meˆme fac¸on que les sondes
et les injecteurs, les configurateurs et les de´marreurs seront de simples lames, avec des
roˆles particuliers se traduisant par une implantation spe´cifique de certaines me´thodes.
Cette exploitation opportuniste du type lame nous permet de be´ne´ficier de toutes les
fonctionnalite´s de CLIF standard pour nos nouveaux composants. Les tests de´ploye´s sont
donc tout simplement compose´s d’injecteurs, de sondes, de configurateurs et de de´mar-
reurs. Le cas du controˆleur d’optimisation est traite´ a` part, de la meˆme fac¸on que les
controˆleurs d’injection et de saturation du module CLIF/Selfbench.
6.1.3 Architecture globale
La figure 6.1 montre une vue globale des diffe´rents composants de l’architecture que
nous proposons. Le composant Supervisor est le composant central du canevas logiciel
CLIF, qui sert a` la supervision de la plate-forme de test. Par le biais de ses interfaces Data
collector administration et Supervisor information, il dispose en permanence d’in-
formations sur l’avancement du test, l’e´tat des injecteurs et des sondes, ainsi que sur leurs
mesures par l’interme´diaire de statistiques glissantes disponibles a` la demande. Son in-
terface Blade control lui permet de piloter l’activite´ des sondes et des injecteurs, et de
les reparame´trer a` chaud. Son interface serveur Test control donne acce`s a` toutes ces
informations et fonctionnalite´s de manie`re centralise´e.
Les deux composants en bas du sche´ma sont le composant de controˆle de l’injection
et le composant de de´tection de saturation. Ils sont issus du module Selfbench de CLIF,
qui imple´mentent a` travers deux boucles de controˆle distinctes le processus de test ICAR.
Ils sont du type Fractal ControllerType, qui spe´cifie une unique interface client de type
Test control, qui permet ainsi aux controˆleurs de controˆler, observer et reconfigurer
l’ensemble des lames de´ploye´es, en l’occurrence les sondes pour le controˆleur de satura-
tion, et les injecteurs pour le controˆleur d’injection. Quant au composant d’optimisation,
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Figure 6.1: Vue globale des diffe´rents composants de l’architecture d’auto-optimisation
il imple´mente le meˆme type Fractal ControllerType. E´galement relie´ au composant su-
perviseur par l’interface Test control, il peut piloter les configurateurs et les de´marreurs
afin d’appliquer les parame´trages successivement calcule´s.
6.2 Le composant optimiseur
Le composant controˆleur d’optimisation a pour roˆle de ge´ne´rer diffe´rents parame´trages
du syste`me a` optimiser, a` partir :
– d’une description des parame`tres et des valeurs possibles (bornes, granularite´),
– de l’algorithme 1,
– des re´sultats retourne´s par ICAR.
Afin d’appliquer un parame´trage, l’optimiseur fait appel aux configurateurs, et plus par-
ticulie`rement a` leur me´thode changeParameter(), telle que de´finie par l’interface Test
control du superviseur. Cette interface consiste essentiellement en une de´le´gation vers
l’interface Blade control de chaque lame (voir 6.1). La se´mantique de cette me´thode est
de changer un couple cle´-valeur, sense´ repre´senter un parame`tre de la lame. La modifica-
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tion de ce parame`tre est prise en compte imme´diatement.
Listing 6.1 – Extrait de la de´finition des interfaces Test control (superviseur) et Blade
control (lames) du canevas logiciel CLIF
1 pub l i c ab s t r a c t i n t e r f a c e Act iv i tyCont ro l
{
. . .
/∗∗
∗ suspens ion de l ’ a c t i v i t e´
6 ∗/
pub l i c void suspend ( ) ;
/∗∗
∗ r e p r i s e de l ’ a c t i v i t e´
11 ∗/
pub l i c void resume ( ) ;
}
pub l i c i n t e r f a c e BladeControl extends Act iv i tyCont ro l
16 {
. . .
/∗∗
∗ Change l a va l eur du parame` t r e ind iqu e´ avec l a va l eur donn e´ e .
∗/
21 pub l i c void changeParameter ( S t r ing name , S e r i a l i z a b l e va lue )
throws Cl i fExcept i on ;
}
pub l i c i n t e r f a c e TestControl extends Act iv i tyCont ro l
26 {
. . .
/∗∗
∗ de´ l e´ ga t ion a` BladeControl . changeParameter (name , va lue ) de l a lame
∗ de´ s i gn e´ e par b ladeId
31 ∗/
pub l i c void changeParameter ( S t r ing bladeId , S t r ing name , S e r i a l i z a b l e va lue )
throws Cl i fExcept i on ;
/∗∗
36 ∗ suspens ion de l ’ a c t i v i t e´ de l a lame de´ s i gn e´ e par b ladeId
∗/
pub l i c void suspend ( St r ing bladeId ) ;
/∗∗
41 ∗ r e p r i s e de l ’ a c t i v i t e´ de l a lame de´ s i gn e´ e par b ladeId
∗/
pub l i c void resume ( St r ing bladeId ) ;
}
L’utilisation de cette me´thode par l’optimiseur est donc assez imme´diate : le couple
cle´-valeur passe´ en argument a` l’appel de la me´thode donne le parame`tre a` modifier et sa
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nouvelle valeur. Le configurateur concerne´ est spe´cifie´ a` travers son identifiant de lame, tel
qu’indique´ dans la de´finition du plan de test CLIF, et dans la description du parame`tre
donne´e a` l’optimiseur. De cette fac¸on, l’identification du parame`tre et la modalite´ de sa
modification effective au sein du syste`me a` optimiser sont comple`tement transparentes,
et de´le´gue´es a` l’implantation du composant configurateur de´signe´. Le listing C.1 donne
un exemple de de´finition de parame`tres d’optimisation. Les proprie´te´s configurator in-
diquent les identifiants des configurateurs.
Enfin, une fois applique´es toutes les nouvelles valeurs des parame`tres via les configu-
rateurs, il peut eˆtre ne´cessaire de rede´marrer tout ou certaines parties du syste`me sous
test afin que ces nouvelles valeurs soient effectivement prises en compte. Une autre mo-
tivation pour le rede´marrage est le souhait de de´marrer avec un syste`me ”neuf”, dont les
performances ne risquent pas d’eˆtre perturbe´es par le test ICAR pre´ce´dent. Pour cela,
l’optimiseur fait la liste des identifiants de lame spe´cifie´s comme de´marreurs dans la de´fi-
nition des parame`tres (cf. proprie´te´s starter dans le listing C.1). Pour chaque de´marreur
distinct recense´, l’optimiseur fait appel a` la me´thode suspend() puis resume() de l’interface
Blade control (via l’interface Test control du superviseur, selon le meˆme principe que
pour la me´thode changeParameter(), cf. listing 6.1) afin d’arreˆter et relancer le syste`me
sous test ou une partie de ses e´le´ments.
Listing 6.2 – Exemple de de´finition de 2 parame`tres pour l’optimisation de Tomcat au
sein du serveur d’application JOnAS. Chaque parame`tre est ici de´signe´ par une expression
XPATH car le parame´trage repose sur des fichiers XML.
parameter . 0 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@maxThreads
parameter . 0 . min=30
parameter . 0 . max=300
5 parameter . 0 . g ra in=30
parameter . 0 . c o n f i g u r a t o r=tomcat6−s e r v e r
parameter . 0 . s t a r t e r=jonas
parameter . 1 . name=/Context/@cacheMaxSize
10 parameter . 1 . min=205
parameter . 1 . max=2050
parameter . 1 . g ra in =205
parameter . 1 . c o n f i g u r a t o r=tomcat6−context
parameter . 1 . s t a r t e r=jonas
Les identifiants de lame indique´s pour les configurateurs et les de´marreurs corres-
pondent aux identifiants donne´s dans le plan de test CLIF qui spe´cifie le de´ploiement des
lames. C’est donc dans le plan de test que sont pre´cise´es les diffe´rentes implantations de
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configurateur et de de´marreur spe´cifiques aux e´le´ments du syste`me a` reparame´trer et a`
rede´marrer. Le listing A.1 en donne un exemple.
Listing 6.3 – Exemple de plan de test avec 2 injecteurs, 2 sondes, 2 configurateurs et un
de´marreur, pour l’optimisation d’une application sur le serveur d’application JOnAS.
blade . 0 . id=i n j e c t o r 1
blade . 0 . i n j e c t o r=IsacRunner
blade . 0 . s e r v e r=c l i f 1
blade . 0 . argument=mystore . x i s
5 blade . 0 . comment=un i n j e c t e u r
blade . 1 . id=i n j e c t o r 2
blade . 1 . i n j e c t o r=IsacRunner
blade . 1 . s e r v e r=c l i f 2
10 blade . 1 . argument=mystore . x i s
blade . 1 . comment=un autre i n j e c t e u r
blade . 2 . id=jvm sut
blade . 2 . probe=org . ow2 . c l i f . probe . jmx jvm . I n s e r t
15 blade . 2 . s e r v e r=sut
blade . 2 . argument=1000 999999 jmx jvm . p r o p e r t i e s
blade . 2 . comment=sonde d ’ obse rvat i on de l a consommation me´ moire JVM du s y s t e`me sous te s t ,
v ia JMX
blade . 3 . id=cpu sut
20 blade . 3 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 3 . s e r v e r=sut
blade . 3 . argument=1000 999999
blade . 3 . comment=sonde d ’ obse rvat i on de l a consommation proce s s eu r du s y s t e`me sous t e s t
25 blade . 4 . id=tomcat6−s e r v e r
blade . 4 . i n j e c t o r=XmlConf
blade . 4 . s e r v e r=sut
blade . 4 . argument=/root / jonas−f u l l −5.2.2/ conf /tomcat6−s e r v e r . xml
blade . 4 . comment=c o n f i g u r a t e u r de f i c h i e r XML, de´ d i e´ au f i c h i e r tomcat6−s e r v e r . xml
30
blade . 5 . id=jonas
blade . 5 . i n j e c t o r=JonasStar t e r
blade . 5 . s e r v e r=sut
blade . 5 . argument=/root / jonas−f u l l −5.2 .2
35 blade . 5 . comment=de´ marreur de JOnAS
blade . 6 . id=tomcat6−context
blade . 6 . i n j e c t o r=XmlConf
blade . 6 . s e r v e r=sut
40 blade . 6 . argument=/root / jonas−f u l l −5.2.2/ conf /tomcat6−context . xml
blade . 6 . comment=c o n f i g u r a t e u r de f i c h i e r XML, de´ d i e´ au f i c h i e r tomcat6−context . xml
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6.3 Les composants configurateurs
6.3.1 Application de l’architecture commune de lame CLIF
Les configurateurs sont des composants de type lame CLIF. L’implantation d’une lame
implique la prise en compte de plusieurs interfaces clientes et serveurs. Toutefois, le travail
est grandement simplifie´ par la disponibilite´ au sein de CLIF de l’architecture commune
CBA (Common Blade Architecture [Dil09]), utilise´e par les sondes et les injecteurs, afin
de favoriser la re´utilisation de code et limiter le travail d’e´criture d’une lame a` ses e´le´-
ments strictement spe´cifiques. En effet, graˆce au caracte`re re´cursif du mode`le Fractal, un
composant lame peut lui-meˆme eˆtre constitue´ de plusieurs sous-composants. Comme le
montre la figure 6.2 en l’occurrence 4 dans le cas de CBA :
– l’insert implante l’activite´ propre a` la lame (e.g. mesure pe´riodique de consommation
de ressource pour les sondes, e´mission de requeˆtes et production de rapports sur les
re´sultats et temps de re´ponse pour un injecteur) ;
– l’adaptateur d’insert (blade-insert-adapter) prend en charge les e´le´ments ge´ne´-
riques de cycle de vie, et facilite l’e´criture de l’insert, notamment dans la gestion
cohe´rente de son e´tat et des fils d’exe´cution ;
– le collecteur de donne´es (data-collector) se charge de filtrer toutes les mesures
produites par l’insert et de produire des statistiques glissantes sur ces mesures (e.g.
moyenne des diffe´rentes me´triques pour une sonde, de´bit moyen et temps de re´ponse
moyen pour les injecteurs) ;
– le proxy de stockage (storage-proxy) stocke localement les mesures et e´ve´nements
retransmis par le composant Data collector (apre`s e´ventuel filtrage) pendant la
dure´e du test, et les met a` disposition pour la collecte finale.
Cette architecture nous permet de limiter notre implantation au sous-composant insert,
et de re´utiliser, par commodite´, l’implantation de´die´e aux injecteurs en ce qui concerne les
autres sous-composants. En effet, le data-collector nous est indiffe´rent, puisque notre
insert ne produit aucune mesure, et le blade-insert-adapter et le storage-proxy sont
tout a` fait ge´ne´riques. Le travail d’implantation de l’insert concerne l’interface Blade
insert control, qui n’est en fait qu’un alias de l’interface Blade control de´ja` pre´sente´e.
Les me´thodes d’inte´reˆt sont :
– changeParameter(String parameter, Serializable value), qui permet de chan-
ger la valeur d’un parame`tre du syste`me a` optimiser,
– setArgument(String argument), qui permet de re´cupe´rer une ligne d’arguments
d’initialisation du configurateur, comme un nom de fichier XML ou une URI d’agent
JMX permettant d’effectuer le changement de valeur d’un ou plusieurs parame`tres.
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Figure 6.2: Architecture commune d’une lame CLIF (Common Blade Architecture)
6.3.2 Exemples de configurateurs
Le composant configurateur est charge´ d’appliquer au syste`me sous test un parame´-
trage donne´, tel que calcule´ par l’optimiseur. Comme nous l’avons indique´, la raison d’eˆtre
des configurateurs est de permettre la ge´ne´ricite´ de l’optimiseur, pour qu’il puisse s’affran-
chir totalement des modalite´s de parame´trage. Ces modalite´s sont spe´cifiques a` chaque
syste`me sous test, et l’on pourrait tout a` fait envisager le de´veloppement d’un ou plusieurs
configurateurs spe´cifiques pour tous les parame`tres d’un syste`me donne´.
Toutefois, il est pre´fe´rable de disposer d’un ensemble de configurateurs ge´ne´riques
de´die´s a` des modalite´s classiques de parame´trage, telles que fichiers XML, fichiers de
proprie´te´s Java ou protocoles d’administration SNMP [IET11] ou JMX [Ora12a]. Afin
de limiter le travail d’adaptation de notre plate-forme a` tel ou tel syste`me sous test,
nous pourrions ainsi nous reposer sur des configurateurs ge´ne´riques pour chacune de ces
modalite´s.
Dans le cadre de nos travaux, et afin de pouvoir re´aliser les expe´rimentations sur le
serveur d’application JOnAS, nous avons eu besoin d’implanter deux configurateurs de
fichiers : le premier pour les fichiers de type proprie´te´ Java, et le second pour les fichiers
de type XML. Ce sont les arguments de de´ploiement de ces configurateurs ge´ne´riques,
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donne´s dans le plan de test CLIF, qui indiquent le fichier de configuration concerne´ (e.g.
voir listing A.1). Ensuite, un nom de proprie´te´ Java (respectivement une expression Xpath)
permet de de´signer la parame`tre a` modifier.
Le cas des configurateurs de fichiers illustre parfaitement tout le be´ne´fice tire´ de l’ex-
ploitation du type de composant lame. En effet, ces configurateurs de´clare´s dans un plan
de test CLIF peuvent eˆtre de´ploye´s a` distance sur le syste`me sous test, ce qui leur donne
l’acce`s indispensable au syste`me de fichier sur lequel se trouve le fichier cible.
6.4 Les composants de´marreurs
6.4.1 Principe
A l’instar des composants configurateurs, les composants de´marreurs utilisent l’archi-
tecture CBA (figure 6.2), ainsi que les meˆmes implantations des sous-composants data-
collector, storage-proxy et blade-insert-adapter. L’implantation du sous-composant insert
est, par contre, spe´cifique a` chaque syste`me ou e´le´ment de syste`me a` rede´marrer.
Comme indique´ dans la description du composant optimiseur, les me´thodes suspend()
et resume() du composant de´marreur sont appele´es, respectivement pour arreˆter et rede´-
marrer le (sous-)syste`me concerne´ par un parame`tre donne´. Ces me´thodes doivent donc
eˆtre implante´es par le composant insert de manie`re spe´cifique. De plus, la me´thode se-
tArgument() permet a` l’insert d’obtenir des informations utiles sur le (sous-)syste`me a`
rede´marrer, tels qu’un re´pertoire d’installation ou une URI d’administration.
6.4.2 Exemple
Nous avons re´alise´ un de´marreur pour le serveur d’application JOnAS, en implantant
un composant insert approprie´. L’argument de ce de´marreur, de´fini dans le plan de test
CLIF (voir l’exemple de la lame nume´ro 4 dans le listing A.1), donne le chemin vers le
re´pertoire d’installation de JOnAS. La me´thode suspend() consiste a` invoquer le script
d’arreˆt de JOnAS qui se trouve dans le re´pertoire d’installation, et a` se synchroniser sur
l’arreˆt effectif. De manie`re similaire, la me´thode resume() invoque le script de de´marrage
et se synchronise sur la disponibilite´ effective de JOnAS.
Cet exemple montre, comme les configurateurs, le be´ne´fice de l’exploitation du type
lame afin de pouvoir de´ployer in situ les de´marreurs lie´s au syste`me a` optimiser, a` l’aide
d’un plan de test CLIF standard.
6.5. Coordination des boucles de controˆle 91
6.5 Coordination des boucles de controˆle
6.5.1 Les 3 boucles de controˆle
Notre architecture de self-benchmarking est compose´e de 3 composants inde´pendants
les uns des autres : le controˆleur de saturation, le controˆleur d’injection de charge et
le controˆleur d’optimisation. En effet, aucune liaison Fractal ne vient relier ces compo-
sants entre eux, et aucune interface ne semble destine´e a` synchroniser les activite´s des 3
composants. Pourtant, comme indique´ dans la figure 5.6 du chapitre 5, ces composants
repre´sentent 3 boucles de controˆles qui doivent eˆtre coordonne´es. Cette absence de syn-
chronisation explicite dans l’architecture est un choix de notre part, guide´ par la volonte´
de produire des boucles de controˆle utilisables inde´pendamment les unes des autres. Par
exemple, la boucle de controˆle de saturation et celle d’injection de charge peuvent eˆtre
utilise´es en dehors du contexte de l’auto-optimisation.
Les 3 boucles de controˆles sont explicite´es par la figure 6.3. La boucle 1 consiste a`
surveiller les mesures remonte´es par les sondes place´es sur le syste`me sous test, et a` re´agir
en signalant la saturation. La boucle 2 (ICAR) observe les me´triques de performance me-
sure´es par les injecteurs, et augmente progressivement le nombre d’utilisateurs virtuels des
injecteurs en fonction de ces mesures, jusqu’a` saturation. La boucle 3 ge´ne`re et applique
de nouveaux parame´trages en fonction du re´sultat des cycles ICAR. Les 3 controˆleurs
correspondant aux 3 boucles communiquent avec les sondes, injecteurs, configurateurs et
de´marreurs via le superviseur. Nous allons voir comment les boucles se coordonnent.
6.5.2 Proble´matique
De manie`re ge´ne´rale, trois options sont possibles pour assurer la coordination de
boucles de controˆle :
– Communication directe pair-a`-pair : les composants de controˆle ont conscience les
uns des autres et communiquent explicitement via des interfaces pre´de´finies spe´ci-
fiques et des liaisons Fractal. Cette approche permet de manifester dans l’architec-
ture un usage particulier des composants, ce qui est bien pour l’usage particulier,
mais rend difficile des re´utilisations partielles dans d’autres usages (nouveaux com-
posants). En effet, les boucles de controˆle ne sont plus inde´pendantes, car le controˆle
global est inte´gre´ dans l’architecture meˆme.
– Controˆle hie´rarchique : les boucles de controˆle ne se connaissent pas, mais leur
activite´ est pilote´e par un controˆleur de plus haut niveau (super-controˆleur). Par
rapport a` l’approche pre´ce´dente, on centralise la logique globale de manie`re explicite
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d’auto-optimisation
dans un seul composant. Les boucles de controˆle n’ont pas conscience les unes des
autres mais on a toujours besoin de de´finir une architecture fige´e avec des liaisons
entre le super-controˆleur et les controˆleurs, reliant des interfaces de synchronisation
spe´cifiques.
– Communication implicite via l’environnement : l’environnement permet aux com-
posants de diffuser ou de recevoir des notifications sans en pre´ciser le destinataire
ou, respectivement, sans en connaˆıtre l’origine. Concevoir la synchronisation entre
les boucles de controˆle selon cette approche favorise la souplesse et la varie´te´ de
leur utilisation, et ce de manie`re dynamique, sans avoir besoin de de´finir et de´ployer
une architecture pour chaque usage. Les boucles sont lance´es inde´pendamment les
unes des autres, pas force´ment toutes, et e´ventuellement comple´te´es par d’autres.
Bien entendu, la re´action aux notifications rec¸ues et les notifications e´mises doivent
eˆtre pre´vues au de´part, a` l’instar des interfaces de synchronisation des 2 approches
pre´ce´dentes. La logique globale est comple`tement re´partie entre les composants en
pre´sence, et sera donc diffe´rente lorsqu’on changera, retirera ou ajoutera un compo-
sant.
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6.5.3 Approche choisie
Rappelons d’abord notre choix de combinaison des deux processus de test et de confi-
guration pre´sente´ dans 6.1, qui repose sur la se´paration totale entre ces deux derniers.
Par exemple, nous voulons pouvoir utiliser l’injection de charge auto-re´gule´e inde´pen-
damment du composant optimiseur pour des usages exte´rieurs a` cette the`se (e´valuation
d’un syste`me sans processus d’optimisation). Au sein meˆme de l’injection de charge auto-
re´gule´e, le controˆleur de saturation doit lui-meˆme pouvoir eˆtre utilise´ inde´pendamment
du controˆleur d’injection de charge (e.g. pour signaler un de´passement de capacite´ a` un
controˆleur d’auto-dimensionnement). Plus ge´ne´ralement, du point de vue de l’autonomic
computing, notre motivation est de montrer que des boucles de controˆle peuvent eˆtre lan-
ce´es inde´pendamment les unes des autres, et observer diffe´rents comportements globaux
selon les boucles active´es (meˆme si dans cette the`se, nous nous restreindrons a` l’usage
auto-optimisation).
Il nous a paru pertinent de re´aliser notre plate-forme selon la troisie`me approche,
et d’utiliser un syste`me de communication asynchrone a` base de notifications de type
publication-abonnement. En effet, les mode`les de communication asynchrones sont plus
adapte´s que les mode`les synchrones client-serveur aux environnements complexes (re´par-
tis, ouverts et large e´chelle) tels que ceux vise´s par (et justifiant) l’autonomic computing.
En effet, ils sont bien adapte´s a` la conception d’applications re´parties sous forme de mo-
dules faiblement couple´s.
6.5.4 Re´alisation
Pour re´aliser notre architecture de coordination de boucles inde´pendantes, nous avons
be´ne´ficie´ d’une nouvelle version du syste`me ICAR, rendue disponible dans le module
Selfbench du projet OW2 CLIF. Cette nouvelle version offre une totale se´paration des
2 boucles de controˆle (de´tection de saturation et controˆle d’injection), de´sormais inde´-
pendantes. Pour communiquer avec l’environnement, ces 2 boucles utilisent une com-
munication par messages asynchrones de type publication/souscription sur/a` des sujets
(”topics”), via le standard Java Message Service (JMS [Ora12b]). Le module CLIF/Self-
bench est fourni avec l’implantation libre JORAM [OW212], mais une autre intergiciel
conforme aux spe´cifications JMS peut eˆtre utilise´e.
Comme indique´ par la figure 6.4, le controˆleur de saturation est abonne´ au sujet
”saturation”. Pour activer la boucle de controˆle, il faut e´mettre un message de politique
de de´tection de saturation sur ce sujet. Cette politique est un ensemble de proprie´te´s qui
de´finissent :
94 6. Architecture logicielle de la plate-forme de Self-benchmarking
paramétrage
du système
système
optimisé
IC
A
R
Contrôleur
d'injection
Contrôleur
de saturation
Contrôleur
d'optimisation
politique ICAR
nombre maximum
d'utilisateurs virtuels
saturation détectée
prêt
politique de détection
de saturation
su
rv
ei
lla
nc
e
de
 la
 s
at
ur
at
io
n
topic  “saturation” topic “benchmark”
JMS JMS
paramétrage
al
go
rit
hm
e 
d'
op
tim
is
at
io
n
activité
Figure 6.4: Vue globale des composants et des boucles de controˆle de l’architecture
d’auto-optimisation
– les identifiants des sondes a` observer, au sein du plan de test CLIF de´ploye´ ;
– les me´triques a` surveiller et les seuils bas et/ou haut a` ne pas de´passer.
A re´ception du message, la boucle de´marre et e´met un message sur le meˆme sujet pour
pre´venir que la surveillance de la saturation est effective. Lorsque les seuils de´finis par la
politique sont franchis, un message est envoye´, toujours sur le meˆme sujet, pour signaler
l’atteinte de la saturation. La boucle de controˆle devient alors inactive jusqu’a` re´ception
d’une nouvelle politique sur le sujet ”saturation”. Ainsi, le controˆleur de saturation n’est
pas spe´cifiquement lie´ a` ICAR, et peut eˆtre utilise´ dans tout contexte ou` un besoin de
surveillance de l’utilisation des ressources est ne´cessaire.
En ce qui concerne le controˆleur d’injection, il est abonne´ au sujet JMS ”benchmark”.
Pour activer la boucle de controˆle, il faut e´mettre un message de politique ICAR sur ce
sujet. Cette politique est un ensemble de proprie´te´s qui de´finissent :
– les identifiants des injecteurs a` piloter, au sein du plan de test CLIF ;
– quelques parame`tres de configuration de l’algorithme de monte´e en charge automa-
tique d’ICAR (e.g. nombre de paliers interme´diaires, temps de stabilisation initial) ;
6.6. Conclusion 95
– la politique de de´tection de saturation qui sera transfe´re´e au sujet saturation.
A re´ception de ce message, le controˆleur transmet la politique de saturation sur le sujet
”saturation”. Lorsqu’il rec¸oit le message annonc¸ant l’activation de la surveillance de la sa-
turation, le controˆleur d’injection devient alors actif et de´marre le premier palier d’ICAR.
Par la suite, la boucle de controˆle ICAR poursuit la monte´e en charge progressive jusqu’a`
ce qu’un message sur le sujet ”saturation” lui indique la saturation d’au moins l’une des
ressources de´signe´es par la politique de saturation. A ce moment-la`, l’injection de charge
s’arreˆte, et le controˆleur d’injection e´met un message sur le sujet ”benchmark” pour an-
noncer la fin du test et indiquer le nombre maximum d’utilisateurs virtuels atteint avant
la saturation.
Il ne reste plus qu’a` introduire notre controˆleur d’optimisation. Celui-ci commence par
appliquer un parame´trage par de´faut au syste`me sous test. Ensuite, il e´met un message de
politique ICAR sur le sujet ”benchmark”, puis il attend le message de fin de test qui sera
envoye´ sur le meˆme sujet, et qui lui donnera la me´trique de performance du parame´trage
courant. Un nouveau parame´trage est alors calcule´ par notre algorithme d’optimisation et
applique´ par nos composants configurateurs et de´marreurs. Un nouveau test ICAR peut
alors eˆtre demande´, et ainsi de suite jusqu’au de´clenchement de la condition d’arreˆt de
l’algorithme. Le syste`me sous test est alors conside´re´ comme optimise´.
6.6 Conclusion
Ce chapitre montre les aspects architecturaux de notre contribution. D’une part, nous
avons montre´ comment nous avons exploite´ le canevas logiciel CLIF, sans modification,
pour introduire nos composants configurateurs et de´marreurs ne´cessaires au reparame´-
trage et au rede´marrage du syste`me a` optimiser. Graˆce a` l’exploitation du type de com-
posant ”lame” et de l’architecture commune de lame CBA, nos travaux s’inte`grent ainsi
de manie`re sans couture a` l’environnement de test CLIF. En particulier, nous be´ne´ficions
du de´ploiement standard CLIF pour placer nos configurateurs et de´marreurs a` l’endroit
le plus opportun pour acce´der au syste`me de fichier de l’e´le´ment a` parame´trer (cf. fichiers
de configuration) ou a` rede´marrer (cf. scripts ou binaires d’administration).
D’autre part, nous avons mis en œuvre le principe de coordination de boucles de
controˆle par messages asynchrones selon un mode de communication publication-souscription.
Le principe ge´ne´ral est l’activation des boucles de controˆle par envoi d’une politique sur le
sujet approprie´. Nous avons ainsi construit notre plate-forme d’auto-optimisation en inte´-
grant, de manie`re faiblement couple´e, notre controˆleur d’optimisation au syste`me de test
ICAR du module CLIF/Selfbench, lui-meˆme constitue´ de 2 boucles de controˆle faiblement
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couple´es.
Afin de valider nos propositions, nous pre´sentons dans le chapitre suivant deux cas
d’usage de notre plate-forme d’auto-optimisation, dans le contexte d’applications multi-
tiers.
Troisie`me partie
Validation expe´rimentale
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Chapitre 7
Expe´rimentations
Nous rendons compte de deux expe´rimentations monte´es pour validation de notre
contribution. La premie`re concerne application WEB de type achat en ligne sim-
plifie´e (MyStore) s’exe´cutant sur le serveur d’application JOnAS. La deuxie`me
e´tudie une application Java EE (sampleCluster) dont les trois tiers sont re´par-
tis sur des machines distinctes.
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7.1 Auto-optimisation d’une application Java EE de
type achat en ligne
Il s’agit d’une se´rie d’expe´riences sur l’application MyStore de´ploye´e dans le serveur
d’applications JOnAS. Nous de´crivons l’infrastructure d’exe´cution et l’outillage mis en
place, ainsi que les diffe´rentes e´tapes des expe´riences. Enfin, nous pre´sentons et analysons
les re´sultats obtenus.
7.1.1 Cas d’e´tude MyStore sur JOnAS
7.1.1.1 JOnAS
JOnAS 5 est un serveur d’applications d’entreprise certifie´ Java EE. Il s’agit de l’un des
projets majeurs du consortium de logiciel libre OW2.org. Il supporte entre autres les EJBs
graˆce au conteneur d’EJB EasyBeans, qui est e´galement un projet du consortium OW2.
JOnAS offre un support Web Java EE complet graˆce aux deux conteneurs Web alternatifs,
Tomcat et Jetty, qu’il inte`gre en standard. Par l’interme´diaire de la technologie JCA (Java
EE Connector Architecture), JOnAS inte`gre le serveur JMS(Java Message Service) JORAM,
toujours du meˆme consortium. Pour les aspects administration, JOnAS imple´mente la
spe´cification JMX (Java Management eXtensions). La console d’administration de JOnAS
appele´e JonasAdmin est une application Web qui permet la consultation et la manipulation
des MBeans du serveur.
La structure d’une distribution JOnAS comporte plusieurs re´pertoires :
– Le re´pertoire deploy/ est l’endroit principal pour le de´ploiement des diffe´rents com-
posants et applications. Au de´marrage de JOnAS, les composants suivant sont de´-
ploye´s dans cet ordre : plans de de´ploiement des de´poˆts, bundles OSGI, archives
RAR, plan de de´ploiement des ressources, archives EJB, archives WAR et enfin
archives EAR. JonasAdmin est de´ploye´ sous forme d’un archive WAR.
– Le re´pertoire bin/ contient les fichiers binaires et scripts (Windows et Linux) ne´-
cessaires au lancement et au controˆle d’exe´cution de JOnAS.
– Le re´pertoire lib/ contient les diffe´rentes bibliothe`ques Java ne´cessaires.
– Le re´pertoire logs/ est utilise´ pour la journalisation.
– Le re´pertoire repositories/ contient les applications et composants a` de´ployer
(bundles OSGI, applications jonasAdmin, documentation, etc.)
– Le re´pertoire conf/ est le re´pertoire qui nous inte´resse car il contient l’ensemble de
fichiers de configuration du serveur.
JOnAS contient plus de 250 bundles, couvrant les 28 services techniques de JOnAS
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(registry, JMX, persistance, Web, se´curite´, etc.) posse´dant au total des centaines de pa-
rame`tres de configuration.
Un parame`tre de configuration est un re´glage quantitatif ou qualitatif du fonctionne-
ment du serveur ou de l’un de ses services. Ces re´glages ont un impact sur le fonctionne-
ment du serveur, et potentiellement sur ses performances, en fonction de l’application et
du trafic de requeˆtes qu’elle subit. Le choix optimal des valeurs des parame`tres pour un
cas d’usage pre´cis dans le but d’obtenir les meilleures performances (meilleures au sens
d’un cahier des charges et d’exigences fixe´es) correspond a` la pratique du tuning , que nous
nommerons ici tout simplement optimisation.
Les serveurs Java EE permettent de de´velopper et de´ployer des applications d’entre-
prises conc¸ues pour fonctionner en architecture constitue´e de trois tiers (Web, me´tier,
base de donne´es). Le parame´trage de ce type d’infrastructure peut eˆtre de´compose´ en 3
niveaux correspondant aux 3 tiers. L’expe´rience dans ce domaine de´montre qu’une partie
importante des proble`mes de performances (de´gradation, goulet d’e´tranglement, etc.) est
due a` un mauvais re´glage au niveau de ces tiers. Par exemple, les me´canismes de cache
et de pooling, justement destine´s a` ame´liorer les performances, peuvent eˆtres sources de
se´rieuses de´gradations s’ils ne sont pas correctement parame´tre´s. Nous nous limitons dans
nos expe´rimentations a` un certain nombre de parame`tres de re´glage appartenant a` cette
cate´gorie.
7.1.1.2 MyStore
MyStore est une application Web de type achat en ligne de´veloppe´e a` titre d’exemple
dans le cadre du projet JASMINe du consortium OW2. Il s’agit d’une application simplifie´e
sans base de donne´es, de´veloppe´e a` l’aide de servlets Java. Elle offre a` l’utilisateur la
possibilite´ d’ajouter et de retirer un certain nombre d’articles dans son e-panier. MyStore
est te´le´chargeable depuis le serveur SVN du projet JASMINe sur OW2.org, sous forme
d’une archive EAR ((Entreprise Application aRchive). Pour la de´ployer, il suffit de copier
cette archive dans le re´pertoire deploy/ de la distribution JOnAS ou d’utiliser la console
d’administration JonasMyadmin.
7.1.2 Description du proble`me d’optimisation
Dans nos expe´rimentations, nous avons choisi comme crite`re de performance le nombre
d’utilisateurs virtuels actifs simultane´s note´ VUsers. Cette me´trique est tout a` fait per-
tinente du point de vue du fournisseur de service, car l’optimisation consiste alors a`
maximiser le nombre de clients que l’on peut servir simultane´ment sans que le serveur ne
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parame`tre description valeur par
de´faut
maxThreads taille max. du pool de threads du connecteur HTTP 200
cacheMaxSize taille max. du cache Web 1024
minSpareThreads nombre min. de threads inactifs 2
maxpareThreads nombre max. de threads inactifs 50
acceptCount nombre de requeˆtes pouvant eˆtre mises en attente 100
Table 7.1: Description des parame`tres d’optimisation pour l’application MyStore
sature. Dans la phase de dimensionnement, l’administrateur peut ainsi minimiser la quan-
tite´ de ressources a` attribuer au service, et ainsi augmenter le retour sur investissement
et couˆt de fonctionnement (cf. administration et e´nergie pour l’infrastructure). L’objectif
de ces expe´rimentations est donc trouver la configuration qui maximise le nombre de VU-
sers. Nous faisons par la suite une comparaison avec les performances obtenues avec une
configuration par de´faut pour valider nos re´sultats et mesurer le gain relatif apporte´.
Le tableau 7.1 liste les parame`tres d’optimisation de l’application MyStore dans JO-
nAS. Les valeurs par de´faut correspondent a` celles fixe´es a` l’installation de la distribution
originale de JOnAS. Par ailleurs, les re`gles suivantes sont a` prendre en conside´ration lors
du choix des domaines des parame`tres afin d’e´viter une e´ventuelle incompatibilite´ entre
les valeurs possibles des diffe´rents parame`tres :
– minSpareThreads < maxThreads (obligatoire) ;
– maxSpareThreads < = maxThreads (recommande´) ;
– acceptCount < = maxThreads (recommande´) ;
– maxConnPool < maxThreads (recommande´).
Pour chaque parame`tre retenu, le tableau 7.2 donne l’intervalle et la granularite´ des
valeurs que nous avons choisis. Il en de´coule une liste de valeurs possibles telles qu’elles
pourraient eˆtre teste´es dans un parcours exhaustif, en partant de la borne infe´rieure et
en appliquant ite´rativement la granularite´. Ces valeurs sont donne´es a` titre d’information
dans la quatrie`me colonne. En cinquie`me colonne, le tableau liste les valeurs susceptibles
d’eˆtre teste´es par notre algorithme, compte-tenu du de´coupage dichotomique des inter-
valles. La combinaison entre les diffe´rentes valeurs des diffe´rents parame`tres donne les
tuples susceptibles d’eˆtre applique´s et teste´s. Ces tuples sont calcule´s par l’algorithme
e´le´mentaire (voir Algorithme 2). Seulement certains de ces tuples vont eˆtre effectivement
applique´s sur le syste`me sous test, et ce, conforme´ment au fonctionnement de l’algorithme
e´le´mentaire (voir section 5.3. Nous les avons cite´s ici pour montrer le gain en nombre d’ap-
pels au test re´alise´ par notre approche.
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parame`tre domaine gran. valeurs possibles valeurs par dicho-
tomie
maxThreads [30,300] 30 30, 60, 90, 120, 150,
180, 210, 240, 270, 300
30, 63, 97, 131, 165,
198, 232, 266, 300
cacheMaxSize [205,2050] 205 205, 410, 615, 820,
1025, 1230, 1435,
1640, 1845, 2050
205, 435, 666, 896,
1127, 1357, 1588,
1819, 2050
minSpareThreads [2,10] 2 2, 4, 6, 8, 10 2 , 4, 6, 8, 10
maxSpareThreads [10,100] 10 10, 20, 30, 40, 50, 60,
70, 80, 90, 100
10, 21, 32, 43, 55, 66,
77, 88, 100
acceptCount [15, 150] 15 15, 30, 45, 60, 75, 90,
105, 120, 135, 150
15, 31, 48, 65, 82, 99,
116, 133, 150
Table 7.2: Calcul par dichotomie des valeurs possibles en prenant en compte la granularite´
de chaque parame`tre
machine roˆle logiciel et ou-
tils
composants de´ploye´s
Inj1 controˆle ge´-
ne´ral d’auto-
optimisation,
injection de
charge
JDK, Ant, Self-
bench, JORAM,
clif-optimizer
controˆleurs d’optimisation, de satu-
ration et d’injection, injecteur de
charge
Inj2 injection de
charge
JDK, Ant, CLIF injecteur de charge
SUT Machine sous
test
JDK, Ant,
CLIF, JOnAS et
MyStore
sondes cpu et jvm, 2 configurateurs
XmlConf, de´marreur JonasStarter
Table 7.3: Tableau re´capitulatif de l’outillage ne´cessaire pour une expe´rience d’auto-
optimisation avec le dispositif Self-Optimizer
7.1.3 Plate-forme de test et d’optimisation
Le tableau 7.3 re´sume les e´le´ments de l’infrastructure de test que nous avons mis en
place pour nos expe´rimentations. Pour me´moire (cf. chapitre 6), CLIF est un canevas
logiciel pour l’injection de charge et le test de performance, et Selfbench est un module
comple´mentaire qui permet de rechercher automatiquement le point de saturation du
syste`me sous test en augmentant le nombre de VUsers. Le module clif-optimizer est notre
contribution logicielle. Il comporte le composant de controˆle d’optimisation (algorithme
d’auto-optimisation) et les composants configurateurs et de´marreurs qui permettent de
changer le parame´trage du syste`me sous test et son rede´marrage.
Le fonctionnement de Selfbench est de´fini par trois fichiers :
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– selfbench.props est le fichier de configuration de Selfbench. Il contient un ensemble
de parame`tres ge´rant le fonctionnement des deux boucles de controˆle d’injection et
de de´tection de saturation (identification des injecteurs et des sondes, me´triques a`
surveiller et seuils de saturation, parame`tres de monte´e en charge, cf. Annexe B.1).
– mystore.ctp est le fichier de de´finition du plan de test CLIF, i.e. la liste des injec-
teurs de charge et des sondes a` de´ployer, ainsi que des configurateurs et de´marreurs.
Pour nos expe´riences, nous avons besoin de 5 composants de type Injector (2 vrais
injecteurs de charge sur les machines d’injection, ainsi que 3 pseudo-injecteurs qui
sont en fait 2 configurateurs XML et 1 de´marreur sur la machine sous test) et de 2
composants de type Probe (JVM et CPU) sur la machine sous test (cf. Annexe A.1),
– mystore.xis est la de´finition du sce´nario d’injection, i.e. la spe´cification du flux
de requeˆtes a` ge´ne´rer. En re´alite´, seule la partie de´finition du comportement des
VUsers est utile (cf. Annexe A.2), puisque le profile de charge (nombre de VUsers
simultane´ment actifs en fonction du temps) est pris en charge dynamiquement par
Selfbench.
La figure 7.1 montre un exemple de l’e´volution de la monte´e en charge durant une
campagne de test. C’est une capture d’une application Flash qui affiche en temps re´el
l’e´volution du nombre de VUsers en fonction du temps.
7.1.4 Observations et re´sultats obtenus
Le listing 7.1 est un extrait de la fin du fichier log de la campagne d’optimisation de
MyStore. Comme on peut le voir a` la fin du listing, cette campagne a dure´ 800 minutes
et 10 secondes.
La me´trique optimale retourne´e par le dispositif et mesure´e sur le syste`me est 687
VUsers.
La configuration correspondante est [2, 205, 48, 21, 165] soit :
– minSpareThreads = 2
– cacheMaxSize = 205 (kilos octet)
– acceptCount = 48
– maxSpareThreads = 21
– maxThreads = 165
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Figure 7.1: Exemple de monte´e en charge ICAR, correspond a` un test de MyStore avec
une configuration avec des MIN
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Listing 7.1 – Extrait de la fin du log de l’optimizer
[ java ] − − − − − − − − − − − − − −
−
[ java ] P bar the s e t t i n g parameteres vec to r becomes : | [ 2 , 205 , 48 , 21 , 165 ]
|
3 [ java ] − − − − − − − − − − − − − −
−
[ java ] − − − − − − − − − − − − − −
[ java ] | Go to the f o l l o w i n g parameter p6 |
[ java ] − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
8 [ java ] | END of Al l parameters optimal va lue s computing f o r t h i s pass
|
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] | The New Se t t i ng Var ia t ion varP , a f t e r 3 pass i s : 0 . 0 |
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
13 [ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] | The New Metric Var ia t ion varM , a f t e r 3 pass i s : 0 .3391812865497076
|
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − | Let ’ s go to a NEW pass | − − − − − − − − − − −
[ java ] −− −− −− −− −− −−
18 [ java ] | END |
[ java ] | OF |
[ java ] | OPTIMIZATION |
[ java ] −− −− −− −− −− −−
[ java ]
23 [ java ] For the f o l l o w i n g cause ( s ) :
[ java ]
[ java ] varM cond i t i on was i t v e r i f i e d ?0.0<1.0E−4 ?
[ java ] varP cond i t i on was i t v e r i f i e d ?0.3391812865497076<5.0E−4 ?
[ java ] Max pass cond i t i on was i t v e r i f i e d ?4<3 ?
28 [ java ] −− −− −− −− −− −−
[ java ] | FINAL |
[ java ] | RESULTS |
[ java ] −− −− −− −− −− −−
[ java ]
33 [ java ] − − − − − −
[ java ] The optimal metr ic i s : | 687 |
[ java ] − − − − − −
[ java ] The optimal S e t t i n g s are : [ 2 , 205 , 48 , 21 , 165 ]
[ java ]
38 [ java ] − / Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@minSpareThreads : 2
[ java ] − /Context/@cacheMaxSize : 205
[ java ] − / Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@acceptCount : 48
[ java ] − / Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@maxSpareThreads : 21
[ java ] − / Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@maxThreads : 165
43
BUILD SUCCESSFUL
Total time : 800 minutes 10 seconds
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7.1.4.1 Performances de la configuration par de´faut
Nous avons proce´de´ a` la mesure de performances de l’application avec une configura-
tion par de´faut (de´livre´e avec la distribution originale, voir le tableau 7.1). La configuration
(mate´rielle et logicielle) de la plate-forme de test (voir section 7.1.3) reste telle qu’elle est.
La configuration par de´faut est [4, 1024, 100, 50, 200], ou` :
– minSpareThreads = 4
– cacheMaxSize = 1024 (kilo octets)
– acceptCount = 100
– maxSpareThreads = 50
– maxThreads = 200
La me´trique correspondante mesure´e par Selfbench est 399 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 399
VUsers a` 687 VUsers, ce qui repre´sente une ame´lioration de performance de 72,18%.
7.1.4.2 Performances de la configuration avec des valeurs maximales
De la meˆme manie`re, la configuration avec les valeurs maximales est [10, 2050, 150,
100, 300], ou` :
– minSpareThreads = 10
– cacheMaxSize = 2050 (kilo octets)
– acceptCount = 150
– maxSpareThreads = 100
– maxThreads = 300
La me´trique correspondante mesure´e par Selfbench est de 401 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 401
VUsers a` 687 VUsers, ce qui repre´sente une ame´lioration de performance de 71,32%.
7.1.4.3 Performances de la configuration avec des valeurs minimales
La configuration avec des valeurs minimales est d’office calcule´e par notre algorithme,
c’est le premier appel a` ICAR (un choix du parame´trage algorithmique).
La configuration est [2, 205, 15, 10, 30], ou` :
– minSpareThreads = 2
– cacheMaxSize = 205 (kilo octets)
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– acceptCount = 15
– maxSpareThreads = 10
– maxThreads = 30
La me´trique correspondante est 465 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 465
VUsers a` 687 VUsers, ce qui repre´sente une ame´lioration de performance 47,74%.
7.1.5 Analyse de re´sultats
Les re´sultats obtenus de´montrent l’efficacite´ de notre dispositif d’auto-optimisation,
l’ame´lioration de performances est de l’ordre de 72,18% par rapport aux re´glages par
de´faut. La figure 7.2 pre´sente le gain en performance de l’application MyStore apporte´
par notre dispositif d’auto-optimisation.
Bien que MyStore soit une application « le´ge`re », nos re´sultats montrent qu’un pa-
rame´trage par de´faut n’est toujours pas la meilleure solution pour obtenir les meilleures
performances. Une pratique re´gulie`re de test s’impose donc avant la mise en production
d’applications.
Les re´sultats de´montrent aussi un degre´ important de similitude entre les performances
obtenues par le biais d’un parame´trage avec les valeurs maximales des parame`tres et celles
obtenues avec le re´glage par de´faut. Ceci illustre une tendance ge´ne´rale chez les e´diteurs de
logiciels notamment les de´veloppeurs de serveurs d’applications avant la de´livrance de leurs
produits, qui consiste a` parame´trer ces dernie`res aux valeurs quasi maximales, c’est a` dire
en fixant les parame`tres a` des valeurs « grandes », tout en veillant a` ne pas provoquer un
phe´nome`ne de sur-dimensionnement de certains parame`tres. Un sur-dimensionnement a en
effet souvent un effet ne´gatif sur les performances et peut engendrer un dysfonctionnement
du syste`me voire une panne comple`te. Ce type de re´glage concerne essentiellement les
parame`tres des pools et caches des serveurs WEB, serveurs d’application et gestionnaires
de bases de donne´es.
7.1.5.1 Gain en temps
Le gain en temps d’exe´cution est un objectif important de l’automatisation du re´glage
optimal comme nous l’avons souligne´ au chapitre 5 en section 5.1.3. Rappelons qu’un
parame`tre pi qui prend ses valeurs dans un domaine di = [MINi,MAXi] et a une gra-
nularite´ gi peut prendre [(MAXi −MINi)/gi] + 1 valeurs. Ainsi, pour nos parame`tres on
aurait : 10 valeurs possibles pour le parame`tre maxThreads, 10 pour cacheMaxSize, 5 pour
minSpareThreads, 10 pour maxSpareThreads et 10 valeurs possibles pour le parame`tre
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conf_min [2, 205, 15, 10, 30]
conf_optimale [2, 205, 48, 21, 165]
conf_défaut [4, 1024, 100, 50, 200]
conf_ max [10, 2050, 150, 100, 300]
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Figure 7.2: performance de l’application MyStore porte´e par JOnAS avec diffe´rentes
configurations
acceptCount. Le nombre de tuples possibles est donc 50000 configurations.
En sachant qu’en moyenne un test ICAR dure 11 minutes environ, le test exhaustif sur
l’ensemble de ces configurations durera 50000.11 = 550000 minutes = 91666, 66 heures=
381, 94jours !
En ce qui concerne une recherche exhaustive par dichotomie en tenant en compte la
granularite´ de chaque parame`tre (voir le tableau 7.2) on aura : 9 valeurs pour le parame`tre
maxThreads, 9 pour cacheMaxSize, 5 pour minSpareThreads, 9 maxSpareThreads et 9
valeurs pour acceptCount.
Le nombre de combinaisons possibles serait alors 32805, ce qui correspond a` une dure´e
totale e´gale a` 360855 minutes = 6014,25 heures = 250,59 jours, ce qui repre´sente de´ja`
52,41% de gain de temps par rapport a` un test exhaustif sans dichotomie.
Toutefois, en re´alite´ les 32805 configurations possibles ne sont pas toutes applique´es
sur le syste`me. Notre algorithme est justement guide´ par la valeur de la me´trique retourne´e
et en fonction de cette valeur, il e´carte de nombreuses configurations. Le nombre exact de
tuples a` e´carter n’est pas calculable. Pour la pre´sente campagne, 176 appels a` ICAR ont
e´te´ effectue´es. Ce qui repre´sente un gain en nombres d’appels a` ICAR (et donc en temps)
d’environ 186 par rapport a` une recherche exhaustive (32805).
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7.1.5.2 Gain duˆ au cache du benchmark
Par ailleurs, le me´canisme du cache que nous avons mis en place pour e´viter d’appeler
ICAR pour des configurations de´ja` teste´es (voir section 5.3.2), nous a permis de n’effectuer
que 75 appels a` ICAR, ce qui repre´sente encore une diminution de nombre d’appels de
134,66%, ce qui donne un pourcentage identique en gain en temps si l’on conside`re que
la dure´e d’un test ICAR est constante et que le temps d’arreˆt, de configuration et de
re-de´marrage du serveur est e´galement constant.
7.2 Auto-optimisation d’une application multi-tiers
7.2.1 Cas d’e´tudes : l’application clusterSample : Apache2-JOnAS-
MySQL SampleCluster
L’application clusterSample est de´rive´e des exemples fournis dans la distribution JO-
nAS pour de´montrer les architectures cluster dans JOnAS. Nous l’avons approprie´e a` notre
contexte de travail pour qu’elle fonctionne avec MySQL toutes versions, ainsi que pour
HSQLDB et PostgreSQL. Pour rester ge´ne´rique, c’est une application pure Java EE 5 qui
met en oeuvre un tier de pre´sentation et un tier applicatif sous forme d’EJB acce´dant a`
un backend ou` les donne´es sont stocke´es. Le tier de pre´sentation de cette application est
imple´mente´ par des servlets qui offrent a` l’utilisateur les fonctionnalite´s suivantes :
– Ouverture d’une session http,
– Fermeture de cette session,
– Ve´rification des caracte´ristiques de cette session (session ID et pre´sence de cookie).
A partir de sa session http, l’utilisateur peut e´mettre des requeˆtes qui mettent en
oeuvre le backend persistant. Pour chaque requeˆte, l’application indique le nom des nœuds
JOnAS implique´s (si on en a plusieurs) dans l’exe´cution tant au niveau du conteneur Web
en l’occurrence Tomcat ou Jetty, que du tier EJB ainsi que le compteur des appels re´alise´s
dans la session. Le retour d’une requeˆte se pre´sente de la manie`re suivante :
Listing 7.2 – Extrait du retour d’une requeˆte d’utilisateur dans clusterSample avec une
architecture mono-JOnAS
S e s s i o n S e r v l e t Output
getRequestURL http : / / 1 9 2 . 1 6 8 . 1 4 3 . 2 0 : 9 0 0 5 / c lus te rSample / j sp / ses s ionRsp . j sp f o r the 3 t imes
.
5 from 1 0 . 7 . 2 4 4 . 1 8 1 ( user i s n u l l ) to 192 . 168 . 143 . 20 on port 9005 .
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EJB
Apache
 front-end Apache
 instance JOnAS 5
 back-end MySQL
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Figure 7.3: clusterSample en architecture mono-JOnAS
Request path :
S e r v l e t executed on JOnAS in s tance : j onas 192 . 1 6 8 . 1 4 3 . 2 0
S t a t e l e s s EJB executed on JOnAS in s tance : j onas 192 . 1 6 8 . 1 4 3 . 2 0
10
Ask again , r e l e a s e s e s s i on , check s e s s i on , home .
Se s s i on Data : i s new Ses s i on ? f a l s e
Se s s i on ID : 4443B0FD7FB5C83400CDF3212EC389C9
15 Creat ion Time : Mon Sep 03 10 : 37 : 08 CEST 2012
Accessed Time : Mon Sep 03 10 : 37 : 12 CEST 2012
S t a t i s t i c s :
Owner : 4443B0FD7FB5C83400CDF3212EC389C9
20 Logging thru org . ow2 . jonas . examples . c l u s t e r . javaee5 . sample . beans . MyStatefulBean@76fa4dab
running on jonas 192 . 1 6 8 . 1 4 3 . 2 0
Logging count = 3
s e r v l e t running on EJB created on t o t a l c a l l s
25 j onas 192 . 1 6 8 . 1 4 3 . 2 0 jonas 192 . 1 6 8 . 1 4 3 . 2 0 1
jonas 192 . 1 6 8 . 1 4 3 . 2 0 jonas 192 . 1 6 8 . 1 4 3 . 2 0 2
jonas 192 . 1 6 8 . 1 4 3 . 2 0 jonas 192 . 1 6 8 . 1 4 3 . 2 0 5
30 Sample i s OK.
L’affichage pre´sente les caracte´ristiques de la session http (ID et de dates ; cre´ation
et acce`s courant). Le dernier bloc affiche les informations conserve´es par un EJB a` e´tat
Stateful Session Bean qui est re´fe´rence´ par la session courante de l’utilisateur (voir la des-
cription du tier applicatif ci-apre`s). Le sce´nario qui a produit l’affichage pre´sente´ dans 7.2,
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est le suivant :
Un premier utilisateur e´met coup sur coup deux requeˆtes (ce qui correspond aux 2
premie`res lignes du tableau des statistiques pre´sente´ dans la partie infe´rieure de l’affi-
chage). Un autre utilisateur effectue 2 requeˆtes (sa session n’est pas repre´sente´e ici) Le
premier utilisateur re´e´met une nouvelle requeˆte toujours dans le cadre de sa session ini-
tiale : il s’agit donc de son troisie`me appel qui s’affiche par for the 3 times tout en haut
de l’affichage. Ce qui est bien en cohe´rence avec Logging count = 3 qui est issu de l’e´tat
conserve´ par l’EJB a` e´tat. Par ailleurs la dernie`re case du tableau des statistiques indique
le nombre total de requeˆtes tous utilisateurs confondus qui vaut ici 5 conforme´ment au
sce´nario suivi.
Le tier applicatif de clusterSample met en oeuvre les composants EJB3 suivants :
– Un SSB (Stateless Session Bean) pour prendre en charge les requeˆtes http via la
me´thode process(). Conforme´ment aux patterns classiques Java EE, cet objet est
une fac¸ade de l’objet de´taille´ ci-apre`s.
– Un Entity Bean qui est un POJO graˆce a` la nouvelle norme EJB3 imple´mente´ graˆce
au conteneur EasyBeans dans JOnAS, cet objet est la repre´sentation des donne´es
qui sont persiste´es par la Base de Donne´es.
– Un SFSB (StateFul Session Bean) qui est re´fe´rence´ par la session http de l’utilisateur
de manie`re a` garder en me´moire les appels (nom des instances JOnAS et compteur
du nombre de requeˆtes).
La figure 7.3 illustre l’architecture que nous avions mis en place dans le cadre de cet
expe´rimentation. Il faut signaler que notre architecture n’imple´mente pas de me´canisme
de load balancing ni de fail over, pour inte´grer ces deux me´canisme il aurait fallu juste
re´pliquer les les tiers web et EJB dans une seule (ou plusieurs) instance(s) de JOnAS. Ceci
est fait expre`s car notre but dans le cadre de ce travail est d’optimiser le re´glage d’une
instance de JOnAS (et de Tomcat inte´gre´), une fois ceci est fait, ces me´canismes peuvent
eˆtre inte´gre´s selon les besoins et les exigences architecturale pour renforcer l’ame´lioration
des performances sans aucun proble`me.
7.2.2 Description du proble`me d’optimisation
L’objectif de cette expe´rimentation est trouver la configuration qui maximise le nombre
de VUsers. Nous faisons par la suite une comparaison avec les performances obtenues avec
une configuration par de´faut pour valider nos re´sultats et mesurer le gain relatif apporte´.
Le tableau 7.4 liste l’ensemble de parame`tres d’optimisation. Nous avons choisi un
parame`tre pour chaque tiers (Apache-Tomcat-MySQL). Il faut noter que le parame`tre
jdbc.maxconnpool est un parame`tre de JOnAS qui concerne la base de donne´es MySQL,
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parame`tre description valeur par
de´faut
acceptCount nombre de requeˆtes pouvant eˆtre mises en attente
dans Tomcat
100
jdbc.maxconnpool taille max. du pool de connexions a` MySQL 100
maxClients nombre max. de connexions paralle`les admises
dans Apache
200
Table 7.4: Description des parame`tres d’optimisation pour l’application clusterSample
il est donc configurable a` partir de la machine portant JOnAS. En re´sume´, nous ne confi-
gurons pas le SGBD et donc il n y aura pas de configurateur ni de de´marreur sur la
machine portant MySQL.
Dans le contexte de cette expe´rience, il faut distinguer entre deux choses, la saturation
du SGBD, et l’impact de la reconfiguration du SGBD sur les performances globales.
La nature de l’application clusterSample et l’ensemble d’expe´riences que nous avions
mene´ nous ont montre´s qu’il y a pratiquement tre`s peu de chance que le serveur de BD soit
sature´ (cpu ou me´moire et meˆme disque) avant les deux autres tiers. Nous avons constate´,
pour cette expe´rience, que la saturation se produit en premier lieu dans JOnAS, et dans
quelques situations au niveau d’Apache. Concernant l’impact, la configuration de la BD
aurait pu avoir un roˆle important s’il y avait un flux conside´rable de lecture/e´criture sur la
BD, ce qui n’est pas le cas pour l’application clusterSample, qui est -bien qu’elle soit bel et
bien une application avec 3tiers- elle e´tait de´veloppe´e pour tester les aspects de clustering
dans JOnAS. J’ajouterai que bien qu’on peut avec notre outil dispositif optimiser un
serveur web, un serveur d’application ou un SGBD, le but de la pre´snete expe´rience est
de tester et d’optimiser les performances d’une application 3tiers, en mettant l’accent
sur l’assurance de fluidite´ de flux entre les 3 tiers et cela en prenant en premier lieu en
compte le me´canisme du pooling/cache tre`s important en matie`re de performance dans
de telle architecture, du fait qu’il illustre et re´sout deux phe´nome`nes fre´quents dans le
tuning de performances de ce type d’applications a` savoir le sur/sous dimensionnement
de certains parame`tres de pool/cache et le phe´nome`ne de goulets d’e´tranglement dans un
tier quelconque.
Pour chaque parame`tre retenu, le tableau 7.5 donne l’intervalle et la granularite´ des
valeurs que nous avons choisis.
De la meˆme fac¸on que pour la premie`re expe´rience 7.1.2, le tableau 7.5 contient les
informations concernant les valeurs possibles qu’elles pourraient eˆtre teste´es dans un par-
cours exhaustif et les valeurs susceptibles d’eˆtre teste´es par notre algorithme, compte-tenu
du de´coupage dichotomique des intervalles. Pour le meˆme but, nous les avons cite´s ici pour
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parame`tre domaine gran. valeurs possibles valeurs par dicho-
tomie
acceptCount [100, 300] 25 100, 125, 150, 175,
200, 225, 250, 275, 300
100, 125, 150, 175
,200, 225, 250, 275
,300
jdbc.maxconnpool [100,300] 25 100, 125, 150, 175,
200, 225, 250, 275, 300
100, 125, 150, 175
,200, 225, 250, 275
,300
MaxClients [1000,2000] 100 1000, 1100, 1200,
1300, 1400, 1500,
1600, 1700, 1800,
1900, 2000
1000, 1125, 1250,
1375, 1500, 1625,
1750, 1875, 2000
Table 7.5: Calcul par dichotomie des valeurs possibles en prenant en compte la granularite´
de chaque parame`tre
montrer le gain en nombre d’appels au test re´alise´s par notre approche (voir section 5.3).
7.2.3 Plate-forme de test et d’optimisation
Le tableau 7.6 re´sume les e´le´ments de l’infrastructure de test que nous avons mis en
place pour nos expe´rimentations. Pour me´moire (cf. chapitre 6), CLIF est un canevas
logiciel pour l’injection de charge et le test de performance, et Selfbench est un module
comple´mentaire qui permet de rechercher automatiquement le point de saturation du
syste`me sous test en augmentant le nombre de VUsers. Le module clif-optimizer est notre
contribution logicielle. Il comporte le composant de controˆle d’optimisation (algorithme
d’auto-optimisation) et les composants configurateurs et de´marreurs qui permettent de
changer le parame´trage du syste`me sous test et son rede´marrage.
Le fonctionnement de Selfbench est toujours de´fini par trois fichiers :
– selfbench.props est le fichier de configuration de Selfbench. Il contient un ensemble
de parame`tres ge´rant le fonctionnement des deux boucles de controˆle d’injection et
de de´tection de saturation (identification des injecteurs et des sondes, me´triques a`
surveiller et seuils de saturation, parame`tres de monte´e en charge, cf. Annexe B.2).
Il faut noter que dans cette expe´rience l’injection s’arreˆte de`s que l’une de ces re`gles
soit ve´rifie´e (voir a` partir de la ligne 34 de B.2 ) :
1. Taux maximum d’usage CPU d’un tier e´gale ou supe´rieur a` 60%
2. Taux maximum d’usage MEM d’un tier e´gale ou supe´rieur a` 60%
3. Temps maximum de re´ponse a` une requeˆte e´gale ou supe´rieur a` 10s, de´passe´
ce temps on arreˆte l’injection et on passe au parame´trage suivant.
7.2. Auto-optimisation d’une application multi-tiers 115
machine roˆle logiciel et ou-
tils
composants de´ploye´s
Inj1 controˆle ge´-
ne´ral d’auto-
optimisation,
injection de
charge
JDK, Ant, Self-
bench, JORAM,
clif-optimizer
controˆleurs d’optimisation, de satu-
ration et d’injection, injecteur de
charge
Inj2 injection de
charge
JDK, Ant, CLIF injecteur de charge
SUT1 1e`re machine
sous test
JDK, Ant,
CLIF, Apache
sondes cpu, mem et jvm, 1 configu-
rateur PropConf, 1 de´marreur Apa-
cheStarter
SUT2 2e`me machine
sous test
JDK, Ant,
CLIF, JOnAS et
clusterSample
sondes cpu, mem et jvm, 1 configura-
teur XmlConf, 1 de´marreur JonasS-
tarter
SUT3 3e`me machine
sous test
JDK, Ant,
CLIF, MySQL
sondes cpu, mem, jvm et disk
Table 7.6: Tableau re´capitulatif de l’outillage ne´cessaire pour une expe´rience d’auto-
optimisation avec le dispositif Self-Optimizer
Les re´sultats montre´s dans cet exemple ne tenait pas en conside´ration cette dernie`re
re`gle, d’ou` le temps relativement grand compare´ a` celui du premier exemple.
– cs.ctp est le fichier de de´finition du plan de test CLIF, i.e. la liste des injecteurs
de charge et des sondes a` de´ployer, ainsi que des configurateurs et de´marreurs. (cf.
Annexe A.3 ou Tableau 7.6),
– cs.xis est la de´finition du sce´nario d’injection, i.e. la spe´cification du flux de re-
queˆtes a` ge´ne´rer. En re´alite´, seule la partie de´finition du comportement des VUsers
est utile (cf. Annexe A.4), puisque le profile de charge (nombre de VUsers simultane´-
ment actifs en fonction du temps) est pris en charge dynamiquement par Selfbench.
Il reste a` souligner qu’une diffe´rence existe par rapport a` la premie`re expe´rience est
le fait que le syste`me sous test dans la pre´sente expe´rience est compose´ de trois e´le´ments
a` savoir les trois tiers de notre architecture Apache-JOnAS-MySQL ne´cessaire pour le bon
focntionnement de l’application clusterSample.
7.2.4 Observation et re´sultats obtenus
Le listing 7.3 est un extrait de la fin du fichier log de la campagne d’optimisation pour
clusterSample. Comme on peut le voir a` la fin du listing, cette campagne a dure´ 5024
minutes et 4 secondes.
La me´trique optimale retourne´e par le dispositif et mesure´e sur le syste`me est 197
116 7. Expe´rimentations
VUsers.
La configuration correspondante est [225, 100, 1000] soit :
– acceptCount = 225
– jdbc.maxconpool = 100
– MaxClients = 1000
Listing 7.3 – Extrait de la fin du log de l’optimizer
Launch Se l fbench f o r : [ 225 , 100 , 1000 ] [ java ] 01 : 45 : 31
i s ALREADY COMPUTED
[ java ] 01 : 45 : 31 Se l fbench r e tu rn s the metr ic : 197
[ java ] The optimal va lue f o r the parameter : MaxClients i s : 1000
4 [ java ] − − − − − − − − − − − − − −
−
[ java ] P bar the s e t t i n g parameteres vec to r becomes : | [ 2 25 , 100 , 1000 ]
|
[ java ] − − − − − − − − − − − − − −
−
[ java ] − − − − − − − − − − − − − −
[ java ] | Go to the f o l l o w i n g parameter p4 |
9 [ java ] − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] | END of Al l parameters optimal va lue s computing f o r t h i s pass
|
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
14 [ java ] | The New Se t t i ng Var ia t ion varP , a f t e r 2 pass i s : 0 . 0
|
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
[ java ] | The New Metric Var ia t ion varM , a f t e r 2 pass i s : 0 . 0 |
[ java ] − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − − −
19 [ java ] − − − − − − − − − − − | Let ’ s go to a NEW pass | − − − − − − − − − − −
[ java ] −− −− −− −− −− −−
[ java ] | END |
[ java ] | OF |
[ java ] | OPTIMIZATION |
24 [ java ] −− −− −− −− −− −−
[ java ]
[ java ] For the f o l l o w i n g cause ( s ) :
[ java ]
[ java ] varM cond i t i on was i t v e r i f i e d ?0 .0 < 1 .0E−4 ?
29 [ java ] varP cond i t i on was i t v e r i f i e d ?0 .0 < 5 .0E−4 ?
[ java ] Max pass cond i t i on was i t v e r i f i e d ?3 < 2 ?
[ java ] −− −− −− −− −− −−
[ java ] | FINAL |
[ java ] | RESULTS |
34 [ java ] −− −− −− −− −− −−
[ java ]
[ java ] − − − − − −
[ java ] The optimal metr ic i s : | 197 |
[ java ] − − − − − −
39 [ java ] The optimal S e t t i n g s are : [ 225 , 100 , 1000 ]
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[ java ]
[ java ] Second ve r s i on o f p r i n t i n g :
[ java ] − / Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@acceptCount : 225
[ java ] − jdbc . maxconpool : 100
44 [ java ] − MaxClients : 1000
BUILD SUCCESSFUL
Total time : 5024 minutes 4 seconds
7.2.4.1 Performances de la configuration par de´faut
Nous avons proce´de´ a` la mesure de performances de l’application avec une configura-
tion par de´faut (de´livre´e avec la distribution originale des trois tiers, voir le tableau 7.4).
La configuration (mate´rielle et logicielle) de la plate-forme de test (voir section 7.2.3) reste
telle qu’elle est.
La configuration par de´faut est [100, 10, 200], ou` :
– acceptCount = 100
– jdbc.maxconpool = 10
– MaxClients = 200
La me´trique correspondante mesure´e par Selfbench est 103 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 103
VUsers a` 197 VUsers, ce qui repre´sente une ame´lioration de performance de 91,26%.
7.2.4.2 Performances de la configuration avec des valeurs maximales
La configuration avec des valeurs maximales choisies est [300, 300, 2000], ou` :
– acceptCount = 300
– jdbc.maxconpool = 300
– MaxClients = 2000
La me´trique correspondante mesure´e par Selfbench est 92 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 92
VUsers a` 197 VUsers, ce qui repre´sente une ame´lioration de performance de 141,30%.
7.2.4.3 Performances de la configuration avec des valeurs mainimales
La configuration avec des valeurs mnimales choisies est [100, 100, 1000], ou` :
– acceptCount = 100
– jdbc.maxconpool = 100
– MaxClients = 1000
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La me´trique correspondante mesure´e par Selfbench est 107 VUsers.
Donc, par rapport aux performances re´alise´es par notre dispositif, on passe de 107
VUsers a` 197 VUsers, ce qui repre´sente une ame´lioration de performance de 84,11%.
7.2.5 Analyse de re´sultats
Les re´sultats obtenus de´montrent que l’ame´lioration de performances est de l’ordre de
91,26% par rapport aux re´glages par de´faut. La figure 7.4 illustre le gain en performance
de l’application clusterSample apporte´ par notre dispositif d’auto-optimisation.
Ces re´sultats montrent qu’un parame´trage par de´faut n’est toujours pas la meilleure
solution pour obtenir les meilleures performances.
Les re´sultats de´montrent aussi un degre´ important de similitude entre les performances
obtenues par le biais d’un parame´trage avec les valeurs maximales ou minimales des
parame`tres et celles obtenues avec le re´glage par de´faut. Ceci illustre, bien qu’il ne soit
pas une re`gle, que dans ce type d’applications a` 3-tiers, le parame´trage de chaque tiers
se´pare´ment n’a en pratique aucun sens et que pour avoir des performances meilleures il
faut veiller a` bien trouver la bonne combinaison de valeurs de parame`tres au niveau de
chaque tiers. Les re´sultats montrent que pour des configurations comple`tement diffe´rente,
si on prenanit la similitude de chaque parame`tre un par un, alors que les performances
finales sont proches voire tre`s proches (92, 103,107 VUsers) ce qui confirme la corre´lation
entre les parame`tres dans le sens ou` on peut obtenir des perfromances similaires avec des
configurations diffe´rentes.
7.2.5.1 Gain en temps
Rappelons qu’un parame`tre pi qui prend ses valeurs dans un domaine di = [MINi,MAXi]
et a une granularite´ gi peut prendre [(MAXi−MINi)/gi]+1 valeurs. Ainsi, pour nos para-
me`tres on aurait : 9 valeurs possibles pour le parame`tre acceptCount, 9 pour jdbc.maxconpool
et 11 valeurs possibles pour le parame`tre MaxClients. Le nombre de tuples possibles est
donc 891 configurations.
Pour calculer le gains en temps, il faudra calculer la dure´e moyenne d’un test ICAR.
Dans cette expe´rience il est : 5024/16 = 314 minutes
Par conse´quent,
Une recherche exhaustive sur l’ensemble des configurations possibles durerait 891.314 =
279774 minutes Le gain en temps correpsondant est : 5468, 75%
Une recherche par dichotomie classique aurait pris : 729.314 = 228906 minutes Ce qui
repre´sente un gain en temps de : 4456, 25%
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Figure 7.4: performance de l’application clusterSample avec diffe´rentes configurations
Une recherche avec notre algorithme dichotomique adapte´ prendrait : 69.314 = 21666
minutes Ce qui repre´sente un gain en temps de : 1191, 30%
Et enfin rappelons qu’une recherche avec notre algorithme adapte´ avec le me´canisme
de cache a pris : 16.314 = 5024 minutes
7.2.5.2 Gain duˆ au cache du benchmark et reproductivite´ des re´sultats
La re´duction de nombre d’appels est importante on passe de 891 appels a` 16 appels,
et par conse´quent le temps global est significativement sans commune mesure avec celui
ne´cessaire a` une recherche exhaustive.
Quant au gain en temps apporte´ par le me´canisme de cache il est de 331, 25% par
rapport a` un test sans cache. Il faut rappeler que le cache evite de refaire le test des
configurations qui ont de´ja` e´te´ teste´es dans des passes ante´rieures.
Concernant la reproductivite´ des re´sultats, il est a` signaler que ces re´sultats obtenus
supposent que la dure´e d’un test ICAR est fixe et le temps de configuration d’arreˆt et
de de´marrage des SST sont e´galement fixes. Si on change le parame´trage de selfbench
(e.g. ajout d’une re`gle de saturation en fonction de temps de re´ponse) c’est la dure´e de
ICAR qui devrait changer et par conse´quent la dure´e globale de la campagne, par contre
le nombre d’appels et donc les gains approte´s ne devraient pas change´s.
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7.3 Bilan et conclusions
Les re´sultats des deux expe´rimentations prouvent que la me´thode que nous avons
propose´e et mise en oeuvre dans cette the`se donne des re´sultats significativement positifs.
Nous obtenons en effet un re´glage qui fournit des performances meilleures que celles que
donne un re´glage par de´faut (de l’ordre de 70% pour la premie`re et de 90% pour la
seconde). De plus, ces re´glages sont obtenus dans un temps sans commune mesure avec
celui ne´cessaire a` une recherche exhaustive du re´glage optimal.
La premie`re se´rie d’expe´riences a vise´e l’auto-optimisation de MyStore une application
simple de type achat en ligne, sans base de donne´es. Les cinq parame`tres retenus sont
lie´s aux fonctions de pool de fils d’exe´cution et de cache, dont l’expertise nous enseigne
qu’ils peuvent avoir un effet notoire sur les performances. Les bornes et la granularite´ de
valeur choisies pour chaque parame`tre engendre 176 combinaisons possibles de parame`tres.
Une comparaison entre les performances obtenues avec le parame´trage calcule´ par notre
dispositif et celui par de´faut montre un gain de performance notoire de 72% en terme de
nombre de clients admissibles simultane´ment par l’application. Notre algorithme a teste´
75 combinaisons de valeurs de parame`tre en 13h et 20mn.
La deuxie`me campagne a vise´e l’auto-optimisation de clusterSample une application
a` trois tiers effectifs (WEB, me´tier (EJB JOnAS) et base de donne´es). Les trois tiers
sont sur des machines physiques distinctes. Ainsi, nous avons trois syste`mes sous test a`
reparame´trer a` chaque test et a` trouver leur parame´trage optimale pour cette application :
Apache2, Tomcat6-JOnAS et enfin MySQL. Nous avons retenu un parame`tre par tier lie´s
aux fonctions de pooling au niveau de chaque tier. Les bornes et la granularite´ de valeurs
choisies pour chaque parame`tre ont donne´ lieu a` 69 combinaisons possibles de parame`tres.
Notre algorithme a teste´ 16 combinaisons de valeurs de parame`tre en 83h et 44mn.
Une comparaison entre les performances obtenues avec le parame´trage calcule´ par
notre dispositif et celui par de´faut montre un gain de performance notoire de 91% en
terme de nombre de clients admissibles simultane´ment par l’application.
Il faut rappeler que le temps global de l’expe´rience relativement grand compare´ a` celui
de la premie`re expe´rience est duˆ a` la complexite´ de ce type d’architecture N-tiers, d’ou`
l’importance de choisir miticuleusement des parame´trages ade´quats visant a` ame´liorer le
temps de re´ponse de l’application, augmenter le nombre de clients et e´viter le phe´nome`ne
de goulets d’e´tranglement, nous avons constate´ pour cette expe´rience que le temps de
re´ponse de bout en bout avait tendance a` s’exploser sous certaines conditions sans pour
autant qu’il ge´ne`re une erreur qui pourrait mettre a` fin le test courant (voir crite`res
d’arreˆt dans selfbench.props B.1). Cette explosion du temps de re´ponse est duˆe a` certaines
mauvaises combinaisons de parame´trage ge´ne´re´es automatiquement ce qui fait que le
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syste`me continue a` fonctionner mais avec des performances de plus en plus moins bonnes.
Suite a` ce retour d’expe´rience, une nouvelle version de selfbench a e´te´ mise en place qui
permet de de´finir une nouvelle sonde permettant d’arreˆter le test dans le cas ou` le temps de
re´ponse de´passe un seuil de´fini (10s par exe´mple, voir B.2). Des proble`mes de performances
peuvent se produire aussi a` cause des contraintes d’espaces disques, d’ou` l’importance des
sondes disk que nous avions mise en place naturellement sur la machine qui porte MySQL
mais aussi celle qui he´berge JOnAS du fait qu’il y ait beaucoup d’ope´rations d’arreˆt et de
rede´marrage ce qui risque d’exploser la taille des fichiers logs propore a` JOnAS. (voir A.3).
Dans tout les cas, en outre le gain en performances re´alise´, les re´glages obtenus par
notre dispositif d’auto-optimisation sont obtenus dans un temps sans commune mesure
avec celui ne´cessaire a` une recherche exhaustive du re´glage optimal(voir 7.2.5.1 et 7.2.5.1).
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Chapitre 8
Conclusion ge´ne´rale
8.1 Approche
Les travaux de´crits dans ce me´moire de the`se concernent l’optimisation automatise´e
de syste`mes informatiques, en lien avec le domaine du test de performance par injection
de charge (benchmarking). En effet, la pratique du benchmarking engendre un besoin
d’optimisation du syste`me a` tester afin d’obtenir des re´sultats quantitatifs signifiants et
comparables entre alternatives techniques du syste`me teste´. De manie`re re´ciproque, le
benchmarking est aussi souvent motive´ par une recherche d’optimisation d’un syste`me.
Nous nous sommes inte´resse´s a` la recherche du parame´trage optimal d’un syste`me
informatique en vue de maximiser une me´trique de performance. Afin de rendre cette
optimisation totalement autonome, nous avons adopte´ le principe classique d’ite´ration
sur des cycles de ge´ne´ration de parame´trages possibles et d’e´valuation par benchmark.
Nous avons e´te´ confronte´s, d’une part, a` un proble`me de complexite´ algorithmique (taille
de l’espace des solutions re´sultant de la combinatoire entre toutes les valeurs possibles
de tous les parame`tres) et, d’autre part, a` la dure´e de l’e´valuation par test en charge de
chaque parame´trage. Un parcours exhaustif de l’espace des solutions prendrait un temps
totalement re´dhibitoire, incompatible avec les cycles de vie des logiciels et avec les couˆts
acceptables pour les campagnes de benchmark.
Face a` cette question critique de de´lai d’obtention des re´sultats, nous proposons deux
contributions.
Au niveau de la me´thode d’optimisation, nous proposons un algorithme original de
parcours de l’espace des solutions, de la famille des algorithmes d’ascension de colline,
inspire´ par la technique de recherche en croix des victimes d’avalanche. L’applicabilite´
de cet algorithme est soumise a` une hypothe`se sur la forme ge´ne´rale de la fonction qui
associe la valeur de la me´trique de performance ge´ne´rale aux valeurs des parame`tres du
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syste`me sous test. Sous re´serve du respect de cette hypothe`se, notre algorithme trouve
le parame´trage optimal avec une complexite´ temporelle fortement re´duite par rapport
a` la me´thode exhaustive, mesure´e en nombre d’appels a` la fonction d’optimisation a`
parame`tres de re´glage fixe´s.
La seconde contribution est un cadre logiciel qui permet l’automatisation comple`te
de l’optimisation du syste`me, prenant en charge l’application des valeurs des parame`tres
au syste`me sous test, ainsi que l’e´valuation par benchmark automatique. Pour cela, nous
poursuivons une approche architecturale a` base de composants et de boucles de controˆle
autonomes, de´veloppe´e pour la construction de syste`mes d’autonomic computing .
8.2 Bilan
Nous avons construit une plate-forme d’auto-optimisation en Java, en partant d’un
cadre logiciel pour l’injection de charge (CLIF) et d’une extension (Selfbench) qui permet
une recherche automatique du nombre maximum de clients admissible par un syste`me
sous test. Cette base est conc¸ue selon les principes de l’autonomic computing, avec deux
boucles de controˆle hie´rarchiques, et selon une approche architecturale a` composants issue
du projet ANR Selfware. Nous avons comple´te´ ces travaux pour y introduire les compo-
sants ne´cessaires au parame´trage et au rede´marrage des e´le´ments du syste`me a` optimiser
(configurateurs, de´marreurs), ainsi que le composant de controˆle de l’optimisation, qui
implante notre algorithme. De plus, nous avons mis en œuvre une coordination de´centra-
lise´e (non hie´rarchique) entre les trois boucles de controˆle, par le biais d’un me´canisme de
communication de type publication-souscription. Par une re´utilisation judicieuse du cadre
logiciel CLIF, nos nouveaux composants font une re´utilisation maximale de CLIF et s’y
inte`grent parfaitement sans la moindre modification de celui-ci.
Ensuite, nous avons re´alise´ deux se´ries d’expe´riences a` l’aide de cette plate-forme, dans
le contexte des applications multi-tiers Java EE, et plus particulie`rement sur le serveur
d’application JOnAS.
La premie`re se´rie d’expe´riences concerne l’auto-optimisation d’une application simple
de type achat en ligne, sans base de donne´es. Nous avons retenu cinq parame`tres lie´s
aux fonctions de pool de fils d’exe´cution et de cache, dont l’expertise nous enseigne qu’ils
peuvent avoir un effet notoire sur les performances. Les bornes et la granularite´ de va-
leur choisies pour chaque parame`tre engendre 176 combinaisons possibles de parame`tres.
Une comparaison entre les performances obtenues avec le parame´trage calcule´ par notre
dispositif et celui par de´faut montre un gain de performance notoire de 72% en terme de
nombre de clients admissibles simultane´ment par l’application. Notre algorithme a teste´
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75 combinaisons de valeurs de parame`tre en 13h et 20mn.
La deuxie`me campagne a vise´e l’auto-optimisation de l’application a` trois tiers effec-
tifs (WEB, me´tier (EJB JOnAS) et base de donne´es) clusterSample. Les trois tiers sont
sur des machines physiques distinctes. Ainsi, nous avons trois syste`mes sous test a` repa-
rame´trer a` chaque test et a` trouver leur parame´trage optimale pour cette application :
Apache2, Tomcat6-JOnAS et enfin MySQL. Nous avons retenu un parame`tre par tier lie´s
aux fonctions de pooling au niveau de chaque tier. Les bornes et la granularite´ de valeurs
choisies pour chaque parame`tre ont donne´ lieu a` 69 combinaisons possibles de parame`tres.
Notre algorithme a teste´ 16 combinaisons de valeurs de parame`tre en 83h et 44mn. Une
comparaison entre les performances obtenues avec le parame´trage calcule´ par notre dis-
positif et celui par de´faut montre un gain de performance notoire de 91% en terme de
nombre de clients admissibles simultane´ment par l’application.
8.3 Perspectives
8.3.1 Extensions de l’outil d’auto-optimisation
Tout d’abord, il s’agit de re´pondre a` la proble´matique de validite´ des tuples de para-
me`tres, e´voque´e section 5.5. L’existence de contraintes entre les parame`tres incite a` intro-
duire une me´thode de type satisfaction de contraintes (Constraint Satisfaction Problem,
CSP). L’ide´e est de ve´rifier la validite´ de chaque tuple avant d’appliquer et e´valuer un pa-
rame´trage. Ceci peut eˆtre re´alise´ avec un solveur de contraintes, tel que Choco [CJLR06],
dont on utilise la fonctionnalite´ de ve´rification de la consistance d’un tuple. Notons que
le temps de ve´rification (de l’ordre de quelques millisecondes) n’a pas d’impact significatif
sur l’ensemble de la me´thode d’optimisation, le temps d’un test de charge ICAR e´tant de
l’ordre de 10 minutes. Du point de vue de l’algorithme de recherche en croix, une adap-
tation du parcours est ne´cessaire car la fonction qui associe la me´trique de performance
aux valeurs de parame`tres est alors de´finie seulement par morceaux.
A plus long terme, notre canevas logiciel pourrait eˆtre e´tendu afin de pouvoir ge´ne´rer
et appliquer non seulement diffe´rents parame´trages, mais e´galement diffe´rentes configura-
tions en termes de nombre de composants du syste`me teste´ (par exemple, nombre d’ins-
tances des diffe´rents tiers d’une application Java EE). L’objectif serait alors de trouver la
configuration minimale (afin de re´duire les couˆts de l’exploitant) permettant d’atteindre
un objectif de performance donne´ (par exemple, capable de servir un nombre donne´ de
clients simultane´s, avec une qualite´ de service et d’expe´rience donne´). Cette perspective
e´tend conside´rablement la porte´e de l’auto-optimisation, en inte´grant la proble´matique du
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dimensionnement des infrastructures. Elle implique un algorithme global combinant notre
algorithme d’optimisation du parame´trage a` des re`gles de re´plication des composants. Les
outils de description d’architecture par intention et de reconfiguration, par exemple base´es
sur UML comme le propose [BHS+08], semblent particulie`rement adapte´s a` ce besoin.
8.3.2 Ame´lioration de l’algorithme d’optimisation
Dans la version actuelle de notre algorithme, nous nous reposons sur une hypothe`se
assez forte d’unicite´ des maxima des fonctions projections (voir la section 5.1.2).
Deux approches peuvent eˆtre envisage´es pour se passer de cette hypothe`se.
Dans un premier temps, on peut tenir compte de maxima locaux de la me´trique de
performance rencontre´s au cours de la recherche. Il peut en effet arriver que l’algorithme
« rencontre » un maximum local qui ne soit pas la valeur qu’il renvoie. Dans ce cas, on
pourrait de´tecter cette situation, qui montre un viol de nos hypothe`ses puis a minima
renvoyer cette valeur au lieu de la valeur donne´e par l’algorithme actuel. On peut aussi
relancer l’algorithme en partant d’un voisinage du point extre´mal trouve´ en fixant de
nouvelles bornes min et max pour chaque parame`tre.
Dans un deuxie`me temps, on peut envisager, comme dans les me´thodes d’ascension
de colline, de provoquer une recherche plus ou moins syste´matique des diffe´rents maxima
locaux. On quitte alors le domaine des me´thodes exactes (voir la section 3.1.2). Parmi
les approches possibles pour « s’approcher » des diffe´rents maxima, des me´thodes de na-
ture stochastique semblent utilisables puisque les contraintes sur les fonctions projections
restent ve´rifie´es dans la plupart des cas.
Quatrie`me partie
Annexes
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Annexe A
Plans de test CLIF et sce´narios
d’injection ISAC
A.1 Plan de test CLIF pour MyStore
Listing A.1 – Extrait de la de´finition d’un plan de test pour MyStore
%#CLIF t e s t plan
%#Thu Jun 16 13 : 03 : 53 CET 2012
3
blade . 0 . id=i n j e c t o r 1
blade . 0 . i n j e c t o r=IsacRunner
blade . 0 . i n j e c t o r=IsacRunner
blade . 0 . s e r v e r=c l i f 1
8 blade . 0 . argument=mystore . x i s jobde lay =500 threads =200
blade . 0 . comment=
blade . 1 . id=i n j e c t o r 2
blade . 1 . i n j e c t o r=IsacRunner
13 blade . 1 . s e r v e r=c l i f 2
blade . 1 . argument=mystore . x i s jobde lay =500 threads =200
blade . 1 . comment=
blade . 2 . id=jvm sut
18 blade . 2 . probe=org . ow2 . c l i f . probe . jmx jvm . I n s e r t
blade . 2 . s e r v e r=sut
blade . 2 . argument=1000 999999 jmx jvm . p r o p e r t i e s
blade . 2 . comment=
23 blade . 3 . id=cpu sut
blade . 3 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 3 . s e r v e r=sut
blade . 3 . argument=1000 999999
blade . 3 . comment=
28
blade . 4 . id=tomcat6−s e r v e r
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blade . 4 . i n j e c t o r=XmlConf
blade . 4 . s e r v e r=sut
blade . 4 . argument=/home/ebend/ jonas / conf /tomcat6−s e r v e r . xml
33 blade . 4 . comment=
blade . 5 . id=jonas
blade . 5 . i n j e c t o r=JonasStar t e r
blade . 5 . s e r v e r=sut
38 blade . 5 . argument=/home/ebend/ jonas
blade . 5 . comment=
blade . 6 . id=tomcat6−context
blade . 6 . i n j e c t o r=XmlConf
43 blade . 6 . s e r v e r=sut
blade . 6 . argument=/home/ebend/ jonas / conf /tomcat6−context . xml
blade . 6 . comment=
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A.2 Sce´nario d’injection ISAC pour MyStore
Listing A.2 – Extrait de la de´finition d’un sce´nario d’injection pour MyStore
< !DOCTYPE s c e n a r i o SYSTEM ” c l a s s p a t h : o r g /ow2/ c l i f / s c e n a r i o / i s a c /dtd/ s c e n a r i o . dtd ”
>
<s c e n a r i o>
<behav ior s>
5 <p lug in s>
<use id=”replayHttp ” name=”Http In j e c to r ”>
<params>
<param name=”indepth load ” value=”enabled ;
”></param>
<param name=”proxyuserpass ” value=””></
param>
10 <param name=”useragent ” value=””></param>
<param name=”proxyport ” value=””></param>
<param name=”proxyhost ” value=””></param>
<param name=”proxyusername ” value=””></
param>
<param name=”preempt iveauthent i ca t i on ”
15 value=””>
</param>
<param name=”uni t ” value=”microsecond ”></
param>
</params>
</ use>
20 <use id=”timer 1 s ” name=”ConstantTimer ”>
<params>
<param name=”dura t i on arg ” value=”1000 ”><
/param>
</params>
</ use>
25 <use id=”a l ea ” name=”Random”>
<params>
<param name=”id ” value=’ ’></param>
</params>
</ use>
30 <use id=”const ” name=”Context ”>
<params>
<param name=” v a r i a b l e s ” value=’ ’>
</param>
<param name=” f i l e s ” va lue=’ s e l f b e n c h .
props ; ’></param>
35 <param name=”id ” value=’ ’></param>
</params>
</ use>
<use id=”common” name=”Common”>
<params>
40 <param name=”id ” value=’ ’></param>
</params>
</ use>
</ p lug in s>
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<behavior id=” s e s s i o n ”>
45 <c o n t r o l use=”a l ea ” name=”setUniform ”>
<params>
<param name=”min ” value=”0 ”></param>
<param name=”max”
value=”${ c o n s t : i n j e c t i o n . rampup .
time} ”>
50 </param>
<param name=”id ” value=””></param>
</params>
</ c o n t r o l>
<t imer use=”a l ea ” name=”s l e e p ”>
55 <params>
<param name=”id ” value=’ ’></param>
</params>
</ t imer>
<whi le>
60 <cond i t i on use=”common” name=”true ”></ cond i t i on>
<t imer use=”timer 1 s ” name=”pe r i od beg in ”>
<params>
<param name=”id ” value=””></param
>
</params>
65 </ t imer>
<sample use=”replayHttp ” name=”get ”>
<params>
<param name=”password ” value=””><
/param>
<param name=”parameters ”
70 value=”page=car t ”>
</param>
<param name=”realm ” value=””></
param>
<param name=”proxyport ” value=””>
</param>
<param name=”proxyhost ” value=””>
</param>
75 <param name=”cook i e s ” value=””></
param>
<param name=”proxypassword ” value
=””></param>
<param name=”hostauth ” value=””><
/param>
<param name=”c o o k i e p o l i c y ” value=
””></param>
<param name=”u r i ”
80 value=”h t tp : //${
c o n s t : h o s t } : 9000 /
MyStore/ ”>
</param>
<param name=”username ” value=””><
/param>
<param name=” r e d i r e c t ” value=””><
/param>
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<param name=” l o c a l a d d r e s s ” value=
””></param>
85 <param name=”proxy log in ” value=””
></param>
</params>
</ sample>
<t imer use=”timer 1 s ” name=”per iod end ”>
<params>
90 <param name=”pe r i od a rg ” value=””
></param>
<param name=”id ” value=’ ’></param
>
</params>
</ t imer>
</ whi l e>
95 </ behavior>
</ behav ior s>
< l o a d p r o f i l e>
<group behavior=” s e s s i o n ” fo r ceStop=”true ”>
<ramp s t y l e=” l i n e ”>
100 <po in t s>
<point x=”0 ” y=”1 ”></ po int>
<point x=”999999 ” y=”1 ”></ po int>
</ po in t s>
</ramp>
105 </group>
</ l o a d p r o f i l e>
</ s c e n a r i o>
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A.3 Plan de test CLIF pour SampleCluster
Listing A.3 – Extrait de la de´finition d’un plan de test pour SampleCluster
#CLIF t e s t plan
3 #Thu Sep 20 11 : 29 : 21 CEST 2012
blade . 0 . id=SUT MEM3
blade . 0 . probe=org . ow2 . c l i f . probe . memory . I n s e r t
blade . 0 . s e r v e r=sutMysql
8 blade . 0 . argument=1000 999999
blade . 0 . comment=
blade . 1 . id=SUT MEM1
blade . 1 . probe=org . ow2 . c l i f . probe . memory . I n s e r t
13 blade . 1 . s e r v e r=sutApache
blade . 1 . argument=1000 999999
blade . 1 . comment=
blade . 2 . id=SUT MEM2
18 blade . 2 . probe=org . ow2 . c l i f . probe . memory . I n s e r t
blade . 2 . s e r v e r=sutJonas
blade . 2 . argument=1000 999999
blade . 2 . comment=
23 blade . 3 . id=e jbCon f i gura to r
blade . 3 . i n j e c t o r=PropConf
blade . 3 . s e r v e r=sutJonas
blade . 3 . argument=/home/ebend/ jonas / conf / jonas . p r o p e r t i e s
blade . 3 . comment=
28
blade . 4 . id=INJ1 MEM
blade . 4 . probe=org . ow2 . c l i f . probe . memory . I n s e r t
blade . 4 . s e r v e r=c l i f 1
blade . 4 . argument=1000 999999
33 blade . 4 . comment=
blade . 5 . id=i n j e c t o r 1
blade . 5 . i n j e c t o r=IsacRunner
blade . 5 . s e r v e r=c l i f 1
38 blade . 5 . argument=cs . x i s jobde lay =500 threads =200
blade . 5 . comment=
blade . 6 . id=i n j e c t o r 2
blade . 6 . i n j e c t o r=IsacRunner
43 blade . 6 . s e r v e r=c l i f 2
blade . 6 . argument=cs . x i s jobde lay =500 threads =200
blade . 6 . comment=
blade . 7 . id=mysqlConf igurator
48 blade . 7 . i n j e c t o r=PropConf
blade . 7 . s e r v e r=sutJonas
blade . 7 . argument=/home/ebend/ jonas / conf /MySQL. p r o p e r t i e s
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blade . 7 . comment=
53 blade . 8 . id=tomcatConf igurator
blade . 8 . i n j e c t o r=XmlConf
blade . 8 . s e r v e r=sutJonas
blade . 8 . argument=/home/ebend/ jonas / conf /tomcat6−s e r v e r . xml
blade . 8 . comment=
58
blade . 9 . id=SUT DSK1
blade . 9 . probe=org . ow2 . c l i f . probe . d i sk . I n s e r t
blade . 9 . s e r v e r=sutApache
blade . 9 . argument=1000 999999 sda
63 blade . 9 . comment=sonde d i sque Apache
blade . 1 0 . id=SUT DSK2
blade . 1 0 . probe=org . ow2 . c l i f . probe . d i sk . I n s e r t
blade . 1 0 . s e r v e r=sutJonas
68 blade . 1 0 . argument=1000 999999 sda
blade . 1 0 . comment=sonde d i sque JOnAS
blade . 1 1 . id=INJ1 CPU
blade . 1 1 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
73 blade . 1 1 . s e r v e r=c l i f 1
blade . 1 1 . argument=1000 999999
blade . 1 1 . comment=
blade . 1 2 . id=SUT DSK3
78 blade . 1 2 . probe=org . ow2 . c l i f . probe . d i sk . I n s e r t
blade . 1 2 . s e r v e r=sutMysql
blade . 1 2 . argument=1000 999999 sda
blade . 1 2 . comment=sonde d i sque MySQL
83 blade . 1 3 . id=2j o n a s S t a r t e r
blade . 1 3 . i n j e c t o r=JonasStar t e r
blade . 1 3 . s e r v e r=sutJonas
blade . 1 3 . argument=/home/ebend/ jonas
blade . 1 3 . comment=
88
blade . 1 4 . id=INJ2 MEM
blade . 1 4 . probe=org . ow2 . c l i f . probe . memory . I n s e r t
blade . 1 4 . s e r v e r=c l i f 2
blade . 1 4 . argument=1000 999999
93 blade . 1 4 . comment=
blade . 1 5 . id=SUT CPU1
blade . 1 5 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 1 5 . s e r v e r=sutApache
98 blade . 1 5 . argument=1000 999999
blade . 1 5 . comment=
blade . 1 6 . id=1apacheStar te r
blade . 1 6 . i n j e c t o r=ApacheStarter
103 blade . 1 6 . s e r v e r=sutApache
blade . 1 6 . argument=/usr / sb in
blade . 1 6 . comment=
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blade . 1 7 . id=SUT NET3
108 blade . 1 7 . probe=org . ow2 . c l i f . probe . network . I n s e r t
blade . 1 7 . s e r v e r=sutMysql
blade . 1 7 . argument=1000 999999 eth0
blade . 1 7 . comment=sonde resau MySQL
113 blade . 1 8 . id=3mysq lStarter
blade . 1 8 . i n j e c t o r=MysqlStarter
blade . 1 8 . s e r v e r=sutMysql
blade . 1 8 . argument=/etc / i n i t . d
blade . 1 8 . comment=
118
blade . 1 9 . id=SUT NET1
blade . 1 9 . probe=org . ow2 . c l i f . probe . network . I n s e r t
blade . 1 9 . s e r v e r=sutApache
blade . 1 9 . argument=1000 999999 eth0
123 blade . 1 9 . comment=sonde reseau Apache
blade . 2 0 . id=SUT NET2
blade . 2 0 . probe=org . ow2 . c l i f . probe . network . I n s e r t
blade . 2 0 . s e r v e r=sutJonas
128 blade . 2 0 . argument=1000 999999 eth0
blade . 2 0 . comment=sonde reseau JOnAS
blade . 2 1 . id=apacheConf igurator
blade . 2 1 . i n j e c t o r=PropConf
133 blade . 2 1 . s e r v e r=sutApache
blade . 2 1 . argument=/etc /apache2/apacheWorkerMPM . conf
blade . 2 1 . comment=
blade . 2 2 . id=INJ2 CPU
138 blade . 2 2 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 2 2 . s e r v e r=c l i f 2
blade . 2 2 . argument=1000 999999
blade . 2 2 . comment=
143 blade . 2 3 . id=SUT CPU3
blade . 2 3 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 2 3 . s e r v e r=sutMysql
blade . 2 3 . argument=1000 999999
blade . 2 3 . comment=
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blade . 2 4 . id=SUT CPU2
blade . 2 4 . probe=org . ow2 . c l i f . probe . cpu . I n s e r t
blade . 2 4 . s e r v e r=sutJonas
blade . 2 4 . argument=1000 999999
153 blade . 2 4 . comment=
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A.4 Sce´nario d’injection ISAC pour SampleCluster
Listing A.4 – Extrait de la de´finition d’un sce´nario d’injection pour SampleCluster
ve r s i on=”1 .0 ”?> < !DOCTYPE s c e n a r i o SYSTEM ” c l a s s p a t h : o r g /ow2/ c l i f / s c e n a r i o / i s a c /dtd/
s c e n a r i o . dtd ”>
2 <s c e n a r i o>
<behav ior s>
<p lug in s>
<use id=”a r r i v e e e x p o ” name=”Random”></ use>
<use id=”Http In j e c to r 1 . 0 0 ” name=”Http In j e c to r ”>
7 <params>
<param name=”proxyhost ” value=””></param>
<param name=”proxyusername ” value=””></
param>
<param name=”useragent ” value=””></param>
<param name=”proxyport ” value=””></param>
12 <param name=”proxyuserpass ” value=””></
param>
<param name=”preempt iveauthent i ca t i on ”
value=””>
</param>
<param name=”indepth load ” value=”enabled ;
”></param>
17 <param name=”uni t ” value=”microsecond ”></param></
params>
</ use>
<use id=” a t t e n t e r e e l l e ” name=”ConstantTimer ”>
<params>
22 <param name=”dura t i on arg ” value=””></
param>
</params>
</ use>
<use id=”Common 0” name=”Common”>
27 <params>
<param name=”id ” value=’ ’></param>
</params>
</ use>
<use id=”const ” name=”Context ”><params><param name=” f i l e s ” va lue=
””></param><param name=” v a r i a b l e s ” value=”host
=192 .168 .143 .135 ; ”></param></params></ use></ p lug in s>
32 <behavior id=”cs ”>
<c o n t r o l use=”a r r i v e e e x p o ” name=”setNegativeExpo ”>
<params>
<param name=”min ” value=”0 ”></param>
<param name=”mean” value=”1000 ”></param>
37 <param name=”id ” value=””></param>
</params>
</ c o n t r o l>
42 <t imer use=”a r r i v e e e x p o ” name=”s l e e p ”>
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<params>
<param name=”id ” value=””></param>
</params>
</ t imer>
47 <whi le>
<cond i t i on use=”Common 0” name=”true ”></ cond i t i on
>
<t imer use=” a t t e n t e r e e l l e ” name=”pe r i od beg in ”><
/ t imer>
<sample use=”Ht tp In j e c to r 1 . 0 0 ” name=”get ”>
52 <params>
<param name=”u r i ”
va lue=”h t tp : //${
c o n s t : h o s t } : 81 /
c lus te rSample / s e r v l e t
/ s e s s i o n ”>
</param>
<param name=” r e d i r e c t ” value=””><
/param>
57 <param name=”headers ” value=””></
param>
<param name=”parameters ” value=””
></param>
<param name=”response−body ” value
=””></param>
<param name=”username ” value=””><
/param>
<param name=”password ” value=””><
/param>
62 <param name=”hostauth ” value=””><
/param>
<param name=”realm ” value=””></
param>
<param name=”proxy log in ” value=””
></param>
<param name=”proxypassword ” value
=””></param>
<param name=”cook i e s ” value=””></
param>
67 <param name=”c o o k i e p o l i c y ”
value=”c o m p a t i b i l i t y ”>
</param>
<param name=”proxyhost ” value=””>
</param>
<param name=”proxyport ” value=””>
</param>
72 <param name=” l o c a l a d d r e s s ” value=
””></param>
<param name=”id ” value=””></param
>
</params>
</ sample>
<t imer use=” a t t e n t e r e e l l e ” name=”per iod end ”>
77 <params>
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<param name=”pe r i od a rg ”
value=”${ a r r i v e e e x p o : i n t
} ”>
</param>
</params>
82 </ t imer>
</ whi l e>
</ behavior>
</ behav ior s>
87 < l o a d p r o f i l e>
<group behavior=”cs ” fo r ceStop=”true ”><ramp s t y l e=” l i n e ”><po in t s><point x
=”0 ” y=”1 ”></ po int><point x=”999999 ” y=”1 ”></ po int></ po in t s></ramp></
group></ l o a d p r o f i l e>
</ s c e n a r i o>
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Annexe B
Configuration de l’injection de
charge auto-re´gule´e ICAR
B.1 Fichier de proprie´te´s de Selfbench pour MyStore
Listing B.1 – Extrait de la configuration de Selfbench pour MyStore
1
# j u s t f o r mystore . x i s s c e n a r i o :
t a r g e t host f o r HTTP t r a f f i c host =192.168 .143 .20
###########################
6 # EVALUATION CONTROL LOOP #
###########################
# ramp−up time f o r each step (ms)
i n j e c t i o n . rampup . time=10000
11
# scenar io ’ s behavior name
i n j e c t i o n . behavior=s e s s i o n
# r e g u l a r exp r e s s i on ( see Java regex ) f o r i d e n t i f y i n g load i n j e c t o r s
16 i n j e c t i o n . i d s=i n j e c t o r .∗
# maximum acceptab l e number o f e r r o r s f o r a l l load i n j e c t o r s
i n j e c t i o n . maxerrors=0
21 # number o f s t ep s to reach the c u r r e n t l y assumed Cmax
i n j e c t i o n . rampup . s t ep s=6
# i n i t i a l s t a b i l i z a t i o n time f o r the f i r s t s tep ( s )
i n j e c t i o n . s t a b i l i z a t i o n . time=15
26
# minimal number o f measures f o r any step
i n j e c t i o n . minimal=80
141
142 B. Configuration de l’injection de charge auto-re´gule´e ICAR
# p o l l i n g per iod f o r g e t t i n g the i n j e c t o r s ’ s t a t i s t i c s ( s )
31 i n j e c t i o n . per iod=5
###########################
# SATURATION CONTROL LOOP #
###########################
36
# the Saturat ionExcept ion ob j e c t pub l i shed on the JMS top i c w i l l hold t h i s key
s a t u r a t i o n . key=opt imize r
# time frame f o r s a t u r a t i o n eva lua t i on ( s )
41 s a t u r a t i o n . per iod=5
# r u l e 1 on maximum CPU load
s a t u r a t i o n . 1 . i d s=cpu sut
s a t u r a t i o n . 1 . index=0
46 s a t u r a t i o n . 1 . max=80
# r u l e 2 on minimum JVM f r e e heap s i z e in MB
s a t u r a t i o n . 2 . i d s=jvm sut
s a t u r a t i o n . 2 . index=0
51 s a t u r a t i o n . 2 . min=2
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B.2 Fichier de proprie´te´s de Selfbench pour Sample-
Cluster
Listing B.2 – Extrait de la configuration de Selfbench pour ClusterSample
# j u s t f o r cs . x i s s c e n a r i o : t a r g e t host f o r HTTP t r a f f i c
host =192.168 .143 .135
4 ###########################
# EVALUATION CONTROL LOOP #
###########################
# ramp−up time f o r each step (ms)
9 i n j e c t i o n . rampup . time=10000
# scenar io ’ s behavior name
i n j e c t i o n . behavior=cs
14 # r e g u l a r exp r e s s i on ( see Java regex ) f o r i d e n t i f y i n g load i n j e c t o r s
i n j e c t i o n . i d s=i n j e c t o r .∗
# maximum acceptab l e number o f e r r o r s f o r a l l load i n j e c t o r s
i n j e c t i o n . maxerrors=0
19
# number o f s t ep s to reach the c u r r e n t l y assumed Cmax
i n j e c t i o n . rampup . s t ep s =10
# i n i t i a l s t a b i l i z a t i o n time f o r the f i r s t s tep ( s )
24 i n j e c t i o n . s t a b i l i z a t i o n . time=15
# minimal number o f measures f o r any step
i n j e c t i o n . minimal=100
29 # p o l l i n g per iod f o r g e t t i n g the i n j e c t o r s ’ s t a t i s t i c s ( s )
#i n j e c t i o n . per iod=5
###########################
# SATURATION CONTROL LOOP #
34 ###########################
# the Saturat ionExcept ion ob j e c t pub l i shed on the JMS top i c w i l l hold t h i s key
s a t u r a t i o n . key=opt imize r
39 # time frame f o r s a t u r a t i o n eva lua t i on ( s )
#s a t u r a t i o n . per iod=5
# r u l e 1 on maximum CPU load
s a t u r a t i o n . 1 . i d s=SUT CPU.
44 s a t u r a t i o n . 1 . index=0
s a t u r a t i o n . 1 . max=60
s a t u r a t i o n . 2 . i d s=SUT MEM.
s a t u r a t i o n . 2 . index=0
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49 s a t u r a t i o n . 2 . max=60
s a t u r a t i o n . 3 . i d s=i n j e c t o r .
s a t u r a t i o n . 3 . index=1
s a t u r a t i o n . 3 . max=10000000
Annexe C
Proble`me d’optimisation
C.1 Fichier de proprie´te´s du proble`me d’optimisa-
tion pour MyStore
Listing C.1 – Extrait de la de´finition du proble`me d’optimisation pour MyStore
# ne pas o u b l i e r de decommenter ce t element XML dans tomcat6−s e r v e r . xml
2 parameter . 0 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@maxThreads
parameter . 0 . min=30
parameter . 0 . max=300
parameter . 0 . g ra in=30
parameter . 0 . c o n f i g u r a t o r=tomcat6−s e r v e r
7 parameter . 0 . s t a r t e r=jonas
parameter . 1 . name=/Context/@cacheMaxSize
parameter . 1 . min=205
parameter . 1 . max=2050
12 parameter . 1 . g ra in =205
parameter . 1 . c o n f i g u r a t o r=tomcat6−context
parameter . 1 . s t a r t e r=jonas
parameter . 2 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@minSpareThreads
17 parameter . 2 . min=2
parameter . 2 . max=10
parameter . 2 . g ra in=2
parameter . 2 . c o n f i g u r a t o r=tomcat6−s e r v e r
parameter . 2 . s t a r t e r=jonas
22
#parameter . 3 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@maxSpareThreads
#parameter . 3 . min=10
#parameter . 3 . max=100
#parameter . 3 . g ra in=10
27 #parameter . 3 . c o n f i g u r a t o r=tomcat6−s e r v e r
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#parameter . 3 . s t a r t e r=jonas
parameter . 3 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@acceptCount
parameter . 3 . min=15
32 parameter . 3 . max=150
parameter . 3 . g ra in=15
parameter . 3 . c o n f i g u r a t o r=tomcat6−s e r v e r
parameter . 3 . s t a r t e r=jonas
37 #parameter . 5 . name=maxConnPool
#parameter . 5 . min=11
#parameter . 5 . max=180
#parameter . 5 . g ra in=15
#parameter . 5 . c o n f i g u r a t o r=jmx
42 #parameter . 5 . s t a r t e r=jonas
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C.2 Fichier de proprie´te´s du proble`me d’optimisa-
tion pour SampleCluster
Listing C.2 – Extrait de la de´finition du proble`me d’optimisation pour ClusterSample
# modi f i e l e 09 sept 2012
2
pas se s=3
parameter . 0 . name=jdbc . maxconpool
parameter . 0 . min=100
7 parameter . 0 . max=300
parameter . 0 . g ra in=25
parameter . 0 . c o n f i g u r a t o r=mysqlConf igurator
parameter . 0 . s t a r t e r=2j o n a s S t a r t e r
12 parameter . 1 . name=/Server / S e r v i c e [ @name=’JOnAS ’ ] / Connector [ @executor=’tomcatThreadPool ’ ] /
@acceptCount
parameter . 1 . min=100
parameter . 1 . max=300
parameter . 1 . g ra in=25
parameter . 1 . c o n f i g u r a t o r=tomcatConf igurator
17 parameter . 1 . s t a r t e r=2j o n a s S t a r t e r
parameter . 2 . name=MaxClients
parameter . 2 . min=100
parameter . 2 . max=300
22 parameter . 2 . g ra in=25
parameter . 2 . c o n f i g u r a t o r=apacheConf igurator
parameter . 2 . s t a r t e r=1apacheStar te r
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Introduction de fonctionnalités
d’auto-optimisation dans une architecture de
self-benchmarking
El Hachemi BENDAHMANE
Mots-cle´s : Benchmarking, Optimisation, Auto-optimisation
Le benchmarking des syste`mes client-serveur implique des infrastructures tech-
niques re´parties complexes, dont la gestion ne´cessite une approche autonomique. Cette
gestion s’appuie sur une suite d’e´tapes, observation, analyse et re´troaction, qui correspond
au principe d’une boucle de controˆle autonome. Des travaux ante´rieurs dans le domaine
du test de performances ont montre´ comment introduire des fonctionnalite´s de test au-
tonome par le biais d’une injection de charge auto-re´gule´e. L’objectif de cette the`se est
de suivre cette de´marche de calcul autonome (autonomic computing) en y introduisant
des fonctionnalite´s d’optimisation autonome. On peut ainsi obtenir automatiquement des
re´sultats de benchmarks fiables et comparables, mettant en œuvre l’ensemble des e´tapes
de self-benchmarking.
Notre contribution est double. D’une part, nous proposons un algorithme original pour
l’optimisation dans un contexte de test de performance, qui vise a` diminuer le nombre
de solutions potentielles a` tester, moyennant une hypothe`se sur la forme de la fonction
qui lie la valeur des parame`tres a` la performance mesure´e. Cet algorithme est inde´pen-
dant du syste`me a` optimiser. Il manipule des parame`tres entiers, dont les valeurs sont
comprises dans un intervalle donne´, avec une granularite´ de valeur donne´e. D’autre part,
nous montrons une approche architecturale a` composants et une organisation du bench-
mark automatique en plusieurs boucles de controˆle autonomes (de´tection de saturation,
injection de charge, calcul d’optimisation), coordonne´es de manie`re faiblement couple´e via
un mode de communication asynchrone de type publication-souscription. Comple´tant un
canevas logiciel a` composants pour l’injection de charge autore´gule´e, nous y ajoutons des
composants pour reparame´trer et rede´marrer automatiquement le syste`me a` optimiser.
Deux se´ries d’expe´rimentations ont e´te´ mene´es pour valider notre dispositif d’auto-
optimisation. La premie`re se´rie concerne une application web de type achat en ligne,
de´ploye´e sur un serveur d’application Java EE. La seconde se´rie concerne une application
a` trois tiers effectifs (WEB, me´tier (EJB JOnAS) et base de donne´es) clusterSample. Les
trois tiers sont sur des machines physiques distinctes
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Introduction of self-optimization features in a
self-benchmarking architecture
El Hachemi BENDAHMANE
Keywords : Benchmarking, Optimization, Self-optimization
Benchmarking client-server systems involves complex, distributed technical in-
frastructures, whose management deserves an autonomic approach. It also relies on ob-
servation, analysis and feedback steps that closely matches the autonomic control loop
principle. While previous works in performance testing have shown how to introduce au-
tonomic load testing features through self-regulated load injection, the goal of this thesis
is to follow this approach of autonomic computing to introduce self-optimization features
in this architecture to obtain reliable and comparable benchmark results. , and to achieve
the fully principle of Self-benchmarking. Our contribution is twofold. from the algorithmic
point of view, we propose an original optimization algorithm in the context of performance
testing. This algorithm is divided into two parts. The first one concerns the overall level,
i.e. the control of the performance index evolution, based on global parameters setting of
the system. The second part concerns the search for the optimum when only one parame-
ter is modified. From the software architecture point of view, we complete the Fractal
component-based architecture, containing several autonomic control loops (saturation, in-
jection, optimization computing) and we implement the coordination principle between
these loops by asynchronous messages according to the publish-subscribe communication
paradigm. To apply a given parameters setting on the system under test, we introduced
new components to support the setting of parameters before starting the test process. It
may also be necessary to restart all or part of the system to optimize to ensure that the
new setting is effectively taken into account. We introduced components to cover this need
in a specific way for each system. To validate our self-optimization framework, two types
of campaigns have been conducted onto the servers of Orange Labs in Meylan and the ser-
vers of the LISTIC Laboratory of the University of Savoie in Polytech Annecy-Chambe´ry
(Annecy le Vieux). The first one is a WEB online shopping application deployed on a
Java EE application server JOnAS. The second one is a three-tiers application (WEB, bu-
siness (EJB JOnAS) and data base) clusterSample. The three tiers are in three separate
machines.
