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Abstract
We discuss a general dynamic replication approach to counterparty credit risk modeling. This leads
to a fundamental jump-process backward stochastic differential equation (BSDE) for the credit risk
adjusted portfolio value. We then reduce the fundamental BSDE to a continuous BSDE. Depending
on the close out value convention, the reduced fundamental BSDE’s solution can be represented
explicitly or through an accurate approximate expression. Furthermore, we discuss practical aspects
of the approach, important for industry applications: (i) efficient numerical methodology for solving
a BSDE driven by a moderate number of Brownian motions, and (ii) factor reduction methodology
that allows one to approximately replace a portfolio driven by a large number of risk factors with a
portfolio driven by a moderate number of risk factors.
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1 Introduction
Counterparty credit risk has recently moved to the forefront of attention of the financial industry
and government regulatory agencies. Prior to 2007, financial institutions used to make provisions for
possible counterparty defaults based on ad hoc assumptions and proprietary metrics. As a result of the
financial crisis of 2007 - 2008 and the subsequent stricter regulatory requirements, careful analysis
and more rigorous modeling methodologies of counterparty credit risk have become a centerpiece
of prudent risk management practice. In particular, these developments led to the establishment of
special business units within financial institutions whose sole purpose is to monitor and mitigate
counterparty credit risk. Summaries of various approaches to counterparty credit risk modeling can
be found in [11], [15], [18].
In a counterparty credit risk model, one considers two parties, namely a dealer (“a bank”) and a
client (“a counterparty”) such as an asset manager, hedge fund or corporate, which have a portfolio
of over the counter (OTC) transactions between them1. Over the time horizon of the transactions,
a default of either the bank or the counterparty may occur. The objective of the model is to put a
dollar value on this default risk and develop strategies to mitigate it. The portfolio of transactions is
typically structured as a collection of netting sets. From the risk management perspective, the cash
flows within the same netting set are allowed to partially offset each other.
Generally, counterparty credit risk is managed through maintaining appropriate reserves of cash
and high quality financial assets. In the case of Credit Support Annex (CSA) [21] transactions, the
two parties exchange and manage collateral. Additionally, a fully fledged counterparty credit risk
model takes into account the impact of margining and funding costs.
In this paper, we are concerned with a general approach to counterparty credit risk modeling. A
natural modeling framework for counterparty credit risk, which we adopt in our discussion, is pro-
vided by backward stochastic differential equations (BSDEs). In particular, this approach allows for
an efficient and fully consistent description of counterparty default valuation along with its hedging
strategy, and can be easily implemented numerically. BSDEs, in the context of finance, have been
studied in the literature since the 1990’s, see [23], and have recently been applied to counterparty
credit risk modeling, see e.g [11], [6].
Our approach extends the partial differential equations (PDE) framework developed earlier by
Burgard and Kjaer [9], see also [16], [17], [24]. Their methodology is based on a dynamic replication
strategy involving the underlying assets as well as both parties’ credit sensitive zero coupon bonds,
and it culminates in the fundamental PDE for the counterparty credit sensitive value of an instrument.
They also provide closed form solutions to the fundamental PDE in a number of relevant cases. Here,
we extend their approach to a more general multivariate diffusion setting including stochastic interest
rates and default intensities.
Following a similar strategy, we formulate the counterparty credit risk model in purely proba-
bilistic terms. The dynamic replication approach leads to a jump diffusion BSDE with a random time
horizon. The reason why a jump may occur in the BSDE is that the possible default of either the coun-
terparty or the bank itself (and associated changes in the value of the portfolio) can occur at a random
time. Equations of this type are usually very challenging to solve numerically [13]. Motivated by the
method developed in [25], we reduce our fundamental jump diffusion BSDE to a continuous BSDE
with a fixed terminal time.
1Note that there is a tendency towards central clearing of transactions, however a large portion of transactions is still
done OTC.
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In case of a counterparty or bank default, their assets are liquidated and the claims of their cred-
itors are settled. Different close out conventions are used to determine the value of the portfolio
of transactions between the two parties at default. Here, we discuss in detail two explicit close out
conventions. The solutions to the corresponding fundamental BSDEs are interpreted in terms of the
commonly used valuation adjustments (the “XVAs”). In one of the cases, a closed form representa-
tion of the solution is available, while in the other one, we derive an accurate approximation to the
solution.
An important practical aspect is the computational feasibility of the solution to the fundamental
BSDE. In practice, the portfolio of transactions between the dealer and the counterparty may consist
of hundreds (or thousands) of different positions. Naive modeling of such a portfolio leads to a high
dimensional stochastic system. We discuss an approximation method that allows us to reduce the full
model to model driven by a moderate number of risk factors. We then prove that reduced factor BSDE
indeed approximates the fundamental BSDE. Moreover, we briefly discuss the question of choosing
an appropriate pricing measure.
For continuous diffusion BSDEs, efficient numerical schemes have been developed, see e.g. [7].
We apply a scheme to numerically solve the reduced fundamental BSDE which requires an efficient
methodology to calculate conditional expected values. To this end, we use a variant of the Longstaff-
Schwartz [29] regression technique that is adapted to our setting. Specifically, we propose the use of
Hermite polynomials as basis functions. Hermite polynomials have various advantages, for example
they exhibit an addition formula and a martingale property, which provide practical means for calcu-
lating conditional expectations. Additionally, using the Hermite architecture allows us to represent
a part of the solution of the BSDE in terms of explicit expressions. We continue the study of the
numerical aspects of the problem in [27].
The paper is organized as follows. We present our model setup and develop the fundamental
equations describing the value of a portfolio with and without counterparty credit risk in Section 2.
The special case of deterministic interest rates and dividends, leading to a Burgard-Kjaer type of
PDE, is covered in Section 3. In Section 4, we discuss the total value adjustments for the two most
common close out values. We then turn our attention to practical issues such as the choice of pricing
measure and risk factor reduction in Section 5. Finally, we propose a numerical algorithm to solving
the fundamental BSDE using Monte Carlo methods in Section 6. The key technical results are proved
in the Appendix.
2 The fundamental equations
2.1 The model
In this Section we present a mathematical formulation of the problem of modeling counterparty credit
risk between two counterparties: B (a “bank”) and C (a “client”). The equations written below assume
the perspective of the bank B. We study contracts on an asset S between the bank and its counterparty
C, both of which may default. In our setting neither of the two possible defaults have an effect on the
asset S.
With this situation in mind, we consider a probability space (Ω,G ,P) and let the market filtration
F := (Ft)t≥0 be generated by an n-dimensional Brownian motion W and augmented by all (G ,P)-
null sets. The information on default events is represented by the filtration J := (Jt)t≥0 to be
specified later. We define the enlarged filtration G := (Gt)t≥0 by Gt := Ft ∨Jt, for all t ≥ 0. Then
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(Ω,G ,P) is a filtered probability space satisfying the usual conditions. See for example [32, VI.3]
for the properties of progressive enlargements of filtrations.
Let S = (S1, . . . , Sn)> denote the price process, namely an n-dimensional Markov process with
infinitesimal generator At. The dynamics of the asset under the measure P are
dSt = µ(t, St)dt+ σ(t, St)dWt,
S0 = s0.
(1)
Here, µ : R+ × Rn → Rn and σ : R+ × Rn → Matn(R) are deterministic functions and W is a
standard n-dimensional Brownian motion. We assume the usual conditions for µ and σ to guarantee
the existence and uniqueness of the strong solution to this SDE. Additionally, s0 is an n-dimensional
real vector.
We consider a netting set N consisting of n instruments which may comprise of derivatives and
cash type with underlying asset S. From the counterparty risk management perspective, transactions
with a fixed counterparty are allowed to be offset against each other within a netting set. The compo-
sition of netting sets is set forth by bilateral agreements. We denote the time t-value of the netting set
by N(St).
Additionally, we consider the riskless (default-risk-free) bank account BR. Its dynamics is given
by
dBRt = rtB
R
t dt,
BR0 = 1,
(2)
where r is a stochastic credit riskless interest rate. In the following, we assume that r as well as
all other rates and dividends are adapted with respect to the market filtration F . From the financial
perspective, r is the rate paid by a theoretical “central margin account”, and can be proxied by the
OIS rate.
In our model we allow for both, the bank and its counterparty to default. We let τB and τC be
the random default times of the bank and the counterparty respectively and denote their indicator
processes by counting processes
JBt = 1τB≤t,
and
JCt = 1τC≤t.
The natural filtration generated by JB and JC constitutes the default event filtration J , i.e. Jt :=
σ(JBs , JCs : s ≤ t). Both counting processes JB, JC are assumed to be Cox processes, i.e. they have
stochastic, time-dependent intensities λB, λC , i.e.
λBt dt = E[dJ
B
t | Gt−],
and
λCt dt = E[dJ
C
t | Gt−].
We denote the bank’s and counterparty’s default risky, zero-recovery ZCBs PB and P C with
respective maturities TB and T C . They follow the dynamics
dPBt = r
B
t P
B
t dt− PBt−dJBt ,
dP Ct = r
C
t P
C
t dt− P Ct−dJCt .
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Here, the adapted stochastic processes rB, rC are the yields on PB and P C , respectively.
The legal framework for OTC derivative trades is provided by the ISDA Master Agreement [21]
which contains a common core and adjustable terms to be agreed on by both parties. The agreement
aims at mitigating (counterparty) risk by documenting aspects like netting, collateral cash-flows, de-
fault events and the close out process (see e.g. [15, 18]). In a world, where usually several transactions
with a counterparty occur, netting allows the two parties to offset what they owe to one another.
The financial crisis in 2008 fueled the need for derivative pricing methodologies that include
aspects of counterparty credit risk. The goal is to find the value Vˆ of a netted portfolio of derivatives
N on S allowing for both the bank B as well as its counterparty C to default. More precisely, we let
Vˆ = Vˆ (t, T ) denote the time t value of the netting set N with time horizon T , which is assumed
to satisfy T ≤ min(TB, T C). The value of the netting set N between the bank and the counterparty
without counterparty default risk is denoted by V = V (t, T ). The difference between these two
values, denoted by A, is called the total valuation adjustment, i.e. Vˆ = V +A.
To mitigate counterparty credit risk, the two parties exchange collateral in form of cash or high
quality financial instruments. The mechanics of collateral in OTC transactions are specified by the
CSA which is usually amended to the ISDA Master Agreement. Typically, one distinguishes between
two kinds of collateral, namely the initial margin and the variation margin. The former is posted
by both counterparties without any netting taking place2. The amount of initial margin is calculated
using risk based methods such as VaR, CoVaR or stress tests. These calculations involve historical
simulations, typically using an observation window of 1 to 5 years, see e.g. [15]. To ensure that the
collateral can be retrieved in a default scenario, it is segregated and cannot be used to, for example,
fund other positions. In contrast, variation margins, which we denote as X , are calculated frequently
based on the market value of the transactions, and they can be netted and rehypothecated. We denote
the initial margin posted by the bank B to the counterparty by ITC , whereas the amount from the
counterparty is denoted by IFC . The margin value adjustment (MVA) is the bank’s cost of posting
the initial margin ITC to the counterparty over the time [0, T ]. The guidelines for margin requirements
are set forth in [3].
While the collateral ensures that the defaulting party partially meets its contractual obligations in
the event of a default, regulatory capital is designed to help the surviving party manage a potential
loss arising from the default. Specific guidelines for calculating the regulatory capital K, the amount
of reserves the bank must hold, are provided in the Basel III document which was introduced in 2010.
The cost of holding this capital over the time [0, T ] is called capital value adjustment (KVA).
Another component of the total value adjustment is the funding value adjustment (FVA). Essen-
tially, the FVA accounts for the costs of funding of uncollateralized (or partly collateralized) positions.
There is a debate around how the funding adjustment should be treated in a framework like ours, see
[18], pp. 349-356, and [20], [1].
In the following we first find the default free value V of the contract in terms of a conditional ex-
pectation. We present the cash-flow netting at default and the cash flows associated with the portfolio
that is set up to replicate the value Vˆ . Then the fundamental BSDE describing the counterparty credit
risky value Vˆ is derived. Note that, from now on, all interest rates are considered adapted stochastic
processes unless stated otherwise.
2An important exception to this rule is when the counterparty is a central counterparty (CCP). In this case, only clearing
members post collateral with the clearing house.
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2.2 Counterparty credit risk free value
The value V of the netting set N without credit counterparty risk depends solely on the price process
S and is derived similarly to the price in the classical Black-Scholes model. As usual, we can set
up a self-financing portfolio Π replicating V . However, contrary to the classical pricing theory, the
position in S is not funded at a single riskless rate r, but instead financed by a repurchasing agreement
(repo) at a repo rate qS . The securities are pledged as collateral against cash to purchase the securities.
In practice, a haircut is applied to the amount of cash received against the collateral, that is the loan
size is smaller than the current face value of the pledged securities. The amount of haircut depends on
the quality of the securities. Here, for simplicity, we shall assume a zero haircut; it is straightforward
to adapt our calculations to accommodate for non-zero haircuts.
The replicating portfolio Π consists of a position in δ units of S, ϕS units in a repo cash account
BS , and ϕR units of BR, i.e. we must have
Vt = Πt
= δ>t St + (ϕ
S
t )
>BSt + ϕ
R
t B
R
t ,
(3)
for all times t ∈ [0, T ]. Note that δ and ϕS are n-dimensional vectors. We describe the different cash
flows in the following:
Securities funding: We assume the position in the security S is exclusively financed by the (default-
risk-free) repo cash account BS , which means, we always have
δ>t St = −(ϕSt )>BSt . (4)
This equation stems from the fact that if we enter into a long position in S, i.e. δ > 0, we need to
finance this buy by receiving a fully collateralized loan through a repo agreement, i.e. ϕS < 0. On
the other hand, if we sell S, i.e. δ < 0, we invest the received cash into BS , i.e. ϕS > 0. The cash
account BS accrues at the repo rate qS and decreases at the dividend yield γS of the underlying asset
S, i.e. it evolves according to
dBSt = diag(q
S
t − γSt )BSt dt,
BS0 = 1,
(5)
where diag(a) is the diagonal matrix whose diagonal is given by the vector a. Recall that, according
to our assumption, all rates, like γS and qS here, are adapted stochastic processes.
Riskless deposit: From equations (3) and (4), we see that the amount V is financed/earns the riskless
rate r, more precisely we get
Vt = ϕ
R
t B
R
t . (6)
The self-financing condition then implies that the replicating portfolio Π has the dynamics
dVt = dΠt
= δ>t dSt + (ϕ
S
t )
>dBSt + ϕ
R
t dB
R
t ,
which, together with the dynamics for S, BS and BR, leads to
dVt = δ
>
t σ(t, St)dWt +
(
δ>t µ(t, St)− (ϕSt )> diag(γSt − qSt )BSt + ϕRt rtBRt
)
dt,
= δ>t σ(t, St)dWt +
(
δ>t µ(t, St) + δ
>
t diag(γ
S
t − qSt )St + rtVt
)
dt,
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where we have used equations (4) and (6) in the last equality.
If we now set Z>t = δ>t σ(t, St), we can formulate the default free portfolio dynamics in terms of
a BSDE with terminal value N(ST ), i.e.
−dVt =
(− Z>t σ(t, St)−1(µ(t, St) + diag(γSt − qSt )St)− rtVt)dt− Z>t dWt,
VT = N(ST ).
(7)
The value V , namely the first part of the solution (V,Z) of this equation, can be found explicitly, as
the driver is linear in V and Z. More precisely, from Appendix A.2 we obtain
Vt = Et
[
e−
∫ T
t rudu Γt,T N(ST )
]
, (8)
where
Γt,T = E
(
−
∫ T
t
(
σ(u, Su)
−1(µ(u, Su) + diag(γSu − qSu )Su)
)>
dWu
)
. (9)
The equation above extends the classic Black-Scholes model in that it explicitly accounts for position
financing cost. In the following we will regard the process V as a known input into the counterparty
credit risk model.
2.3 Close out netting
Over the lifetime of the portfolio of transactions, the bank or the counterparty may default. At the time
of default, the counterparty credit risk adjusted value of the portfolio Vˆ is determined by the terms
specified in the ISDA master agreement and can take several forms. In general the value at default
is impacted by the party that defaults first, the close out value M and the collateral I and X . In the
literature, see [15, section 3.1.1] for more background information, several different conventions to
determine the value at default can be found.
In the following we use the notation x+ = max{x, 0}, and x− = min{x, 0}3. In a situation
where the counterparty defaults, the bank is already in possession of the collateral X + IFC . Now, if
the unsecured value M − (X + IFC) is negative, i.e. the bank owes money to the counterparty, the
bank has to pay the full outstanding amount (M −X− IFC)−. Otherwise the bank is able to recover
only a fraction of the outstanding value, more precisely RC(M −X − IFC)+, where RC ∈ [0, 1] is
the recovery rate in case C defaults. We are not concerned here with recovery rate modeling and so,
for simplicity, we assume that RC is deterministic. In reality, recovery rates are an unknown random
variable, not necessarily measurable with respect to Gt. In summary, we see that the value at default,
in case C defaults, has the form
θC = X + IFC +RC(M −X − IFC)+ + (M −X − IFC)−.
Similarly, if the bank itself defaults, it has the right to proper fulfillment of the contract and hence,
in addition to the collateral amount X − ITC , it receives the outstanding balance (M −X + ITC)+.
IfM < X−ITC , the bank pays a fraction of its own obligation, namelyRB(M−X+ITC)−, where
RB ∈ [0, 1] is the bank’s (deterministic) recovery rate. This means the value at default, at the bank’s
own default, can be expressed as follows:
θB = X − ITC + (M −X + ITC)+ +RB(M −X + ITC)−.
3Note that we are following here the convention used in the financial literature, as opposed to the convention used in the
mathematical literature according to which x− = max{−x, 0}.
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As a consequence, the portfolio value at default (at time τ = τB ∧ τC) is explicitly given by
θτ = 1τC<τBθ
C
τ + 1τB<τCθ
B
τ
= 1τC<τB(Xτ + I
FC
τ +R
C(Mτ −Xτ − IFCτ )+ + (Mτ −Xτ − IFCτ )−)
+ 1τB<τC
(
Xτ − ITCτ + (Mτ −Xτ + ITCτ )+ +RB(Mτ −Xτ + ITCτ )−
)
.
(10)
To consider the credit risky portfolio value Vˆ prior to default, we set up a replicating portfolio includ-
ing a cash account, which reflects funding and collateral exchange related cash flows.
2.4 Dynamic portfolio replication with counterparty credit risk
Classical pricing theory is developed around the assumption that market participants can freely bor-
row and lend, without the necessity of exchanging collateral, at a single interest rate, namely the
riskless interest rate r. Here we take a more realistic approach and specify the different funding
costs associated with different types of lending. Additionally, we include collateral margining and
the banks interest earning/paying on different types of capital. Our goal is to build a self-financing
replicating portfolio for the counterparty credit risky portfolio value Vˆ , which we pursue in the next
section.
The replicating portfolio Πˆ comprises of δ units of S, αB units of PB, αC units of P C , and ϕ units
of the vector of cash accounts B, where δ, αB, αC and ϕ are stochastic processes. The vector of cash
accounts B is composed of several accounts each with their own rate of accumulation which will be
discussed in more detail in the following. More precisely, the account B decomposes into n+ 6 cash
accounts which we write as vector
B = (BS , BC , BX , BTC , BFC , BK , BF )>.
We assume that each cash account is default-risk-free and has the value 1 at t = 0, e.g. BK0 = 1. The
corresponding strategy ϕ is given as
ϕ = (ϕS , ϕC , ϕX , ϕTC , ϕFC , ϕK , ϕF )>.
We need the value of Πˆt at each time t ≤ T ∧ τ to replicate the value Vˆt, i.e. Πˆt = Vˆt, or equivalently
Vˆt = Πˆt
= δ>t St + α
B
t P
B
t + α
C
t P
C
t + ϕ
>
t Bt
(11)
Securities funding: As explained in Section 2.2, taking a position in the underlying S requires entering
a repo transaction. The transaction is fully collateralized and we must have
δ>t St = −(ϕSt )>BSt , (12)
where the dynamics of the cash account are again given by (5).
Counterparty bond funding: Similarly, the bank enters into position in counterparty’s bonds P C
through a repo transaction, i.e. we must always have
αCt P
C
t = −ϕCtBCt . (13)
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The evolution of the repo cash account BC is given by
dBCt = q
C
t B
C
t dt,
where qC is the repo rate for the bonds P C .
The bank and its counterparty have to satisfy regulatory and collateral requirements for bilateral
transactions for which the rules are set forth by the CSA and government regulatory agencies.
Initial margin: Initial margins are exchanged at the inception of the contract and held in segregated
accounts which leaves them unaffected in case of a default event. Note that initial margins are not
netted. The initial margin IFC ≥ 0, that the counterparty posts with the bank, finances ϕFC units of
the margin account BFC , i.e. we have
IFCt = ϕ
FC
t B
FC
t . (14)
The dynamics of BFC is given by
dBFCt = −rFCt BFCt dt,
representing the interest rate rFC the bank pays it’s counterparty on the initial margin received.
In the same way the initial margin to the counterparty, ITC ≥ 0, is held in ϕTC units of another
margin account BTC , meaning we have
− ITCt = ϕTCt BTCt . (15)
The dynamics of the account BTC is
dBTCt = −rTCt BTCt dt,
where rTC is the rate received by the bank for the initial margin posted.
Variation margin: Unlike the initial margin, the variation margin X is usually fully rehypothecable
which we will come back to when we consider the funding of the different margins. In case X > 0,
corresponding to the counterparty having posted collateral with the bank, it is then financed by ϕX
shares of the margin account BX . The CSA rules dictate that an interest rate rX is to be paid to the
counterparty. On the other hand, X < 0 describes the bank’s collateral posted to its counterparty into
the account BX , earning the rate rX . To sum up, we always have
Xt = ϕ
X
t B
X
t , (16)
and the dynamics of BX is
dBXt = −rXt BXt dt.
Regulatory capital cash flows: We include the cost of regulatory capitalK into the model. The capital
is raised from equity and debt investors which amounts to holding ϕK < 0 units of a cash account
BK , i.e. it holds
Kt = −ϕKt BKt . (17)
Denoting the cost of capital with rK , the dynamics of BK are
dBKt = r
K
t B
K
t dt.
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Funding of uncollateralized positions: So far, we addressed the question of funding only for the posi-
tions in the underlying stock S, the default-risky counterparty bond P C and the regulatory capital K.
Here, we deal with the funding of the gap between the derivative value Vˆ and the collateral. Recall
that in the classical Black Scholes model, there is no collateral and the delta position in the underlying
stock is financed using the risk free bank account. Hence the amount that needs to be funded is the
difference between the derivative value and the delta position. In our case the collateral comprises of
initial and variation margin, ITC , IFC and X respectively. The value ITC to be paid to the counter-
party always needs to be funded, whereas the variation margin X lowers the funding requirement if
X > 0 but otherwise raises it as well. Since the initial margin IFC from the counterparty is positive,
it would lower the funding requirement too. However, initial margins are not rehypothecable and
hence the value that needs to be funded is
Vˆt − (Xt − ITCt ).
The bank has two sources of funding. One way of financing is issuing its own bonds PB, the other is
external funding through a financing account.
The value of the financing account ϕFt B
F
t together with the position α
B
t P
B
t hence always needs
to be
ϕFt B
F
t + α
B
t P
B
t = Vˆt −Xt + ITCt . (18)
The dynamics of PF depend on whether the value ϕFt B
F
t is positive or negative. In the former case,
this cash is invested at the riskless rate r in order to not introduce further credit risk, whereas in the
latter case funds are raised at the cost of rF . Consequently, the evolution of BF is given by
dBFt = r
±
t B
F
t dt,
where r±t = rt1{ϕFt BFt >0} + r
F
t 1{ϕFt BFt <0}.
Having specified the structure of the different cash accounts, we are now ready to define the
dynamics of the portfolio Π that replicates Vˆ prior to a default event. Since we require that the
replicating portfolio Πˆ is self-financing, i.e. any changes in the portfolio value arise exclusively from
changes in the underlying instruments, we must have that
dVˆt = dΠˆt
= δ>t dSt + α
B
t dP
B
t + α
C
t dP
C
t + ϕ
>
t dBt.
(19)
Along with the dynamics for S, PB and P C and the above dynamics of the different cash accounts,
we obtain
dΠˆt = δ
>
t (µ(t, St)dt+ σ(t, St)dWt) + α
B
t
(
rBt P
B
t dt− PBt−dJBt
)
+ αCt
(
rCt P
C
t dt− P Ct−dJCt
)
− (ϕSt )> diag(γSt − qSt )BSt dt+ ϕCt qCt BCt dt− ϕXt rXt BXt dt
+ ϕTCrTCt B
TC
t dt− ϕFCt rFCt BFCt dt+ ϕKt rKt BKt dt+ ϕFt r±t BFt dt,
= δ>t (µ(t, St)dt+ σ(t, St)dWt)
+ αBt
(
rBt P
B
t dt− PBt−dJBt
)
+ αCt
(
rCt P
C
t dt− P Ct−dJCt
)
+ δ>t diag(γ
S
t − qSt )Stdt− qCt αCt P Ct dt
+
(
rTCt I
TC
t − rFCt IFCt − rXt Xt − rKt Kt
)
dt
+
(
rt(Vˆt −Xt + ITCt − αBt PBt ) + (rFt − rt)(Vˆt −Xt + ITCt − αBt PBt )−
)
dt,
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where in the last equality we have used formulas (12)-(18). We can simplify the dynamics to
dΠˆt = δ
>
t σ(t, St)dWt − αBt PBt−dJBt − αCt P Ct−dJCt
+
(
δ>t
(
µ(t, St) + diag(γ
S
t − qSt )St
)
+ αBt (r
B
t − rt)PBt + αCt (rCt − qCt )P Ct
+ (rTCt + rt)I
TC
t − rFCt IFCt − (rXt + rt)Xt − rKt Kt + rtVˆt
+ (rFt − rt)(Vˆt −Xt + ITCt − αBt PBt )−
)
dt.
This equation describes the dynamics of the replicating portfolio prior to T ∧ τ .
2.5 Fundamental BSDE
Our next goal is to formulate the above replication problem in terms of a BSDE. To this end we set
Zˆ>t = δ
>
t σ(t, St),
UBt− = −αBt PBt−,
UCt− = −αCt P Ct−.
(20)
Since Vˆ = Πˆ, we get
dVˆt = Zˆ
>
t dWt + U
B
t−dJ
B
t + U
C
t−dJ
C
t
+
(
Zˆ>t σ(t, St)
−1(µ(t, St) + diag(γSt − qSt )St)− (rBt − rt)UBt − (rCt − qCt )UCt
+ (rTCt + rt)I
TC
t − rFCt IFCt − (rXt + rt)Xt − rKt Kt + rtVˆt
+ (rFt − rt)(Vˆt −Xt + ITCt − αBt PBt )−
)
dt.
Finally, defining the driver
g(t, s,vˆ, zˆ, uB, uC) =
− zˆ>σ(t, s)−1(µ(t, s) + diag(γSt − qSt )s)+ (rBt − rt)uB + (rCt − qCt )uC
− (rTCt + rt)ITCt + rFCt IFCt + (rXt + rt)Xt + rKt Kt − rtvˆ
− (rFt − rt)(vˆ −Xt + ITCt + uB)−
(21)
we can write the evolution of our hedging portfolio as the following BSDE,
−dVˆt = g(t, St, Vˆt, Zˆt, UBt , UCt )dt− Zˆ>t dWt − UBt−dJBt − UCt−dJCt , t ∈ [0, τ ∧ T ],
Vˆτ∧T = 1τ>TN(ST ) + 1τ≤T θτ .
(22)
We refer to this equation as the fundamental BSDE of counterparty credit risk modeling. Recall that
the default value θτ has been defined in Section 2.3.
Unlike standard SDEs which in applications are supplemented by initial value conditions, a BSDE
is posed with a terminal value condition. The terminal condition for the fundamental BSDE requires
accounting for three possible outcomes. If neither the bank nor the counterparty default before the
final maturity T , our process ends at T , with VˆT = N(ST ) = VT . On the other hand, if a default
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occurs prior to T , the portfolio is closed out and the process terminates early. In this case, the final
portfolio value θτ depends on of which of the parties defaults first, and is given by (10).
Note that the fundamental BSDE has a possible jump in the event of a default at time τ , which
makes its numerical implementation rather complex. Fortunately, there is an explicit mapping of this
equation onto a continuous BSDE, which is conceptually clear and allows for a standard numerical
implementation. This transformation is presented in detail in Appendix A.1. Specifically, we show
there that Vˆt, Zˆt, UBt , and UCt can be represented, for all t ∈ [0, T ], as
Vˆt = Vˆt1t<τ + θτ1t≥τ ,
Zˆt = Zˆt1t≤τ ,
UBt = (θ
B
t − Vˆt)1t≤τ ,
UCt = (θ
C
t − Vˆt)1t≤τ ,
(23)
where the pair of processes (Vˆt, Zˆt) is the solution to the following BSDE:
−dVˆt = g(t, St, Vˆt, Zˆt, θBt − Vˆt, θCt − Vˆt)dt− Zˆ>t dWt,
VˆT = N(ST ), t ∈ [0, T ].
(24)
We refer to this equation as the reduced fundamental BSDE. We emphasize here that it is enough to
find the solution to the reduced BSDE (24) and then use (23) to find the credit-risky portfolio value
Vˆ . Hence (24) will play a central role in the remainder of the paper.
As a simple yet instructive example of the above reduction, we consider the following jump
BSDE:
−dYt = (αYt + βUt)dt− UtdJt,
Yτ∧T = ξ1τ>T + θ1τ≤T ,
(25)
where α, β, θ ∈ R are constants and ξ is an FT -measurable random variable. We find a closed form
solution to this BSDE by following the steps outlined above. The key is again to reduce the BSDE
with random time horizon and a jump into a BSDE with fixed time horizon T and without jumps. The
corresponding reduced equation given by
−dYt = (αYt + β(θ − Yt))dt,
YT = ξ,
(26)
is a linear inhomogeneous ODE. Its solution reads
Yt =
(
ξ +
βθ
α− β
)
e(α−β)(T−t) − βθ
α− β .
As a consequence, applying Theorem A.1 gives the explicit solution (Y,U) of (25) as
Yt =
((
ξ +
βθ
α− β
)
e(α−β)(T−t) − βθ
α− β
)
1t≤τ + θ1t>τ ,
Ut =
(
αθ
α− β −
(
ξ +
βθ
α− β
)
e(α−β)(T−t)
)
1t≤τ .
Notice that it would be hard to solve (25) directly without the reduction step.
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3 The Burgard-Kjaer PDE and the Feynman-Kac representation
In this section we derive the fundamental PDE in the spirit of Burgard and Kjaer, see [9], [15]. The
PDE approach requires that all the rates and dividends introduced above are deterministic. In that
sense the approach based on the fundamental BSDE (22), which requires only that the rates and
dividends are adapted toF , is more general.
We derive the Burgard-Kjaer PDE starting with the reduced fundamental BSDE (24). Namely,
we make the following ansatz:
Vˆt = u(t, St), (27)
where u = u(t, s) is a smooth function u : [0, T ]× Rn → R. Applying Ito’s lemma we find that
du(t, St) =
(
∂tu(t, St) + Ltu(t, St)
)
dt+ (∇su(t, St))>σ(t, St)dWt. (28)
Here, the Markovian generator Lt is defined by
Lt = µ(t, s)>∇s + 1
2
tr(σ(t, s)σ(t, s)>∇2s), (29)
and g is the driver defined in (21). As a consequence, we find that
Zˆt = σ(t, St)>∇su(t, St), (30)
and hence u satisfies the following terminal value problem:
∂tu+ Ltu+ g(t, s, u,∇su, θB − u, θC − u) = 0,
u(T, s) = N(s).
(31)
The derivation above is standard, see e.g. [31] for more details. Note that, explicitly equation (31)
takes the form
∂tu+
1
2
tr(σσ>∇2su)− ru = (∇su)> diag(γS − qS)s− (rB − r)(θB − u)
− (rC − qC)(θC − u) + (rTC + r)ITC − rFCIFCt − (rX + r)X
− rKK + (rF − r)(θB −X + ITC)−,
u(T, s) = N(s).
Recall that θB and θC depend explicitly on the portfolio close out value M , as explained in Section
2.3. Specific cases for close out values M are obtained along the lines of the arguments in Section
4 and coincide with the PDEs derived in [9]. In particular, we see from the argument above that the
process Zˆt is essentially the delta of the portfolio.
Once the solution to (31) is established, the solution of the fundamental BSDE can explicitly be
written as
Vˆt = u(t, St)1t<τ + θτ1t≥τ ,
Zˆt = σ(t, St)
>∇su(t, St)1t≤τ ,
UBt = (θ
B
t − u(t, St))1t≤τ ,
UCt = (θ
C
t − u(t, St))1t≤τ .
(32)
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From a practical perspective, this representation of the solution to the fundamental BSDE may be
hard to use. Numerical algorithms for solving high dimensional PDEs tend to have poor performance
characteristics. We believe that Monte Carlo simulations, discussed in Section 6, offer a more efficient
and robust approach.
Another consequence of (28) is the Feynman-Kac representation of the solution to (31). Namely,
integrating (28) and taking the conditional expectation given the current state of the underlying S, we
find that
u(t, s) =E
[
N(ST )
−
∫ T
t
g(v, Sv, u(v, Sv),∇su(v, Sv), θBv − u(v, Sv), θCv − u(v, Sv))dv
∣∣ St = s]. (33)
Actually, the representation above is, in general, not an explicit representation of the solution to the
PDE (31). Instead it is an alternative equation for (31), stated as an integral equation.
4 Valuation adjustments
We now proceed to determining the valuation adjustment to the portfolio value accounting for the
counterparty credit risk. Let At denote the difference between the counterparty credit-risky portfolio
value Vˆ and the risk neutral portfolio value V , i.e.
At = Vˆt − Vt. (34)
The total valuation adjustment At is then given by At = At1t<τ . As before, we let M denote
the portfolio close out value at the time of default. Below we consider separately two commonly
considered close out conventions, namely M = V and M = Vˆ .
4.1 Close out valueM = V
We first consider the case of the close out value M being equal to V , namely the risk neutral portfolio
value. This is the standard convention widely adopted in the industry, see [9], [15]. Fortuitously, the
corresponding reduced fundamental BSDE turns out to be linear, and thus can be solved in closed
form.
To see this, we observe that the driver g in (21), together with (10), is given by
g(t, S, Vˆ, Zˆ, θB − Vˆ, θC − Vˆ) =
− Zˆ>σ(t, S)−1(µ(t, S) + diag(γS − qS)S)− (rB + rC − qC)Vˆ
+ rKK − (rTC + rB)ITC + (rFC + rC − qC)IFC + (rX + rB + rC − qC)X
+ (rB − r)((V −X + ITC)+ +RB(V −X + ITC)−)
+ (rC − qC)(RC(V −X − IFC)+ + (V −X − IFC)−)
+ (rF − r)(V −X + ITC)− ,
(35)
which is a linear function in Vˆ and Zˆ . Note that V is given by (8) and is simply an exogenous input
to the equation. According to A.2, the corresponding reduced fundamental BSDE (24) can be solved
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explicitly. To streamline the notation we first set
Gt = r
K
t Kt − (rTCt + rBt )ITCt + (rFCt + rCt − qCt )IFCt + (rXt + rBt + rCt − qCt )Xt
+ (rBt − rt)
(
(Vt −Xt + ITCt )+ +RB(Vt −Xt + ITCt )−
)
+ (rCt − qCt )
(
RC(Vt −Xt − IFCt )+ + (Vt −Xt − IFCt )−
)
+ (rFt − rt)(Vt −Xt + ITCt )−.
(36)
We also define the stochastic exponential
Γˆt,s = E
(
−
∫ s
t
(
σ(u, Su)
−1(µ(u, Su) + (γSu − qSu )Su))>dWu − ∫ s
t
(rBu + r
C
u − qCu)du
)
,
for s ≥ t. Observe that as a consequence of (9) the following factorization property holds:
Γˆt,s = Γt,s exp
(
−
∫ s
t
(rBu + r
C
u − qCu)du
)
. (37)
This shows that the impact of the counterparty risk on the time evolution of the fundamental BSDE
consists in additional discounting. Using formula (91) in Appendix A.2, the solution to the reduced
fundamental BSDE can thus be written as
Vˆt = Et
[
Γˆt,TN(ST ) +
∫ T
t
Γˆt,sGsds
]
= Et
[
e−
∫ T
t (r
B
u+r
C
u−qCu)du Γt,T N(ST ) +
∫ T
t
e−
∫ s
t (r
B
u+r
C
u−qCu)du Γt,sGsds
]
.
(38)
Note that the formula above is a natural extension of (8).
Now, using the fact that x+ + x− = x, we find after some algebra that the valuation adjustment
A defined in (34) can explicitly be expressed as
At = Et
[(
DrB+rC−qC(t, T )−Dr(t, T )
)
Γt,T N(ST )
]
− (1−RC)Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
C
s − qCs )(Vs −Xs − IFCs )+ds
]
− (1−RB)Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
B
s − rs)(Vs −Xs + ITCs )−ds
]
+ Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s r
K
s Ksds
]
+ Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s
(
rFCs I
FC
s − (rTCs + rs)ITCs + (rXs + rs)Xs
)
ds
]
+ Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
F
s − rs)(Vs −Xs + ITCs )−ds
]
,
(39)
where Dk(t, u) = e−
∫ u
t k(v)dv is the discount factor over the time interval [t, u] using rate k. The first
term on the right hand side of (39) reflects the difference in discounting in the classic Black-Scholes
model and counterparty credit risky discounting as discussed above. The remaining terms on the right
hand side can be identified as follows:
CVAt = −(1−RC)Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
C
s − qCs )(Vs −Xs − IFCs )+ds
]
, (40)
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represents the credit valuation adjustment (CVA),
DVAt = −(1−RB)Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
B
s − rs)(Vs −Xs + ITCs )−ds
]
, (41)
represents the debt valuation adjustment (DVA),
KVAt = Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s r
K
s Ksds
]
, (42)
represents the capital valuation adjustment (KVA),
MVAt = Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s
(
rFCs I
FC
s − (rTCs + rs)ITCs + (rXs + rs)Xs
)
ds
]
, (43)
represents the margin valuation adjustment (MVA), and finally
FVAt = Et
[ ∫ T
t
DrB+rC−qC(t, s) Γt,s (r
F
s − rs)(Vs −Xs + ITCs )−ds
]
(44)
is the funding valuation adjustment (FVA).
We now connect the solution of the reduced fundamental BSDE (38), to the solution to the fun-
damental BSDE (22). Explicitly, we have the following relation between the two solutions:
Vˆt = Vˆt1t<τ + θτ1t≥τ ,
Zˆt = Zˆt1t≤τ ,
UBt =
(
Xt + I
FC
t +R
C(Vt −Xt − IFCt )+ + (Vt −Xt − IFCt )− − Vˆt
)
1t≤τ ,
UCt =
(
Xt − ITCt + (Vt −Xt + ITCt )+ +RB(Vt −Xt + ITCt )− − Vˆt
)
1t≤τ .
(45)
The expressions derived above extend the corresponding explicit formulas in [9].
4.2 Close out valueM = V̂
Choosing the adjusted portfolio value M = V̂ as the close out value, we note that the generator of
the reduced fundamental BSDE has the following form:
g(t, S, Vˆ, Zˆ, θB − Vˆ, θC − Vˆ) =
− Zˆ>σ(t, S)−1(µ(t, S) + diag(γS − qS)S)+ rKK
− (rTC + rB)ITC + (rFC + rC − qC)IFC + (rX + rB + rC − qC)X
− (rB + rC − qC)Vˆ + (rB − r)((Vˆ −X + ITC)+ +RB(Vˆ −X + ITC)−)
+ (rC − qC)(RC(Vˆ −X − IFC)+ + (Vˆ −X − IFC)−)
+ (rF − r)(Vˆ −X + ITC)−.
(46)
In contrast to the case of M = V , the resulting reduced fundamental BSDE is nonlinear in Vˆ , and an
explicit representation to its solution is not available.
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Instead, we can construct an approximate solution, assuming that the counterparty credit risk
adjustment A is small relative to V . Specifically, we use the approximation:
Vˆ+ = (V +A)+
≈ V + +A 1V≥0,
Vˆ− = (V +A)−
≈ V − +A 1V <0.
(47)
This approximation is first order accurate in A. Substituting Vˆ = V +A into (24), where V satisfies
the riskless equation (7), and using the above approximations, we obtain the following linear BSDE
for the adjustment A,
−dAt = (h0t − rtAt + ζ>t h1t )dt− ζ>t dWt,
AT = 0.
(48)
Here, h0 = G+ rV , where G is defined in (36), r is the following effective discounting rate:
r = rB + rC − qC
− (rB − r)((1−RB)1V−X+ITC≥0 +RB)
− (rC − qC)((1−RC)1V−X−IFC<0 +RC)
− (rF − r)1V−X+ITC<0 ,
and
h1 = σ(t, S)−1
(
µ(t, S) + diag(γS − qS)S).
Using the results summarized in Appendix A.2, we can solve this linear BSDE explicitly. Namely,
we define the following stochastic exponential:
ΓAt,s = E
(
−
∫ s
t
(
σ(u, Su)
−1(µ(u, Su) + diag(γSu − qSu )Su)
)>
dWu −
∫ s
t
rudu
)
= Dr(t, s)Γt,s.
Then formula (91) in Appendix A.2 yields
At = Et
[ ∫ T
t
ΓAt,sh
0
sds
]
= Et
[ ∫ T
t
Dr(t, s)Γt,s
(
Gs + rsVs
)
ds
]
.
(49)
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Explicitly, the expression above can be written as
At = Et
[ ∫ T
t
Dr(t, s)Γt,s rsVsds
]
− (1−RC)Et
[ ∫ T
t
Dr(t, s) Γt,s (r
C
s − qCs )(Vs −Xs − IFCs )+ds
]
− (1−RB)Et
[ ∫ T
t
Dr(t, s) Γt,s (r
B
s − rs)(Vs −Xs + ITCs )−ds
]
+ Et
[ ∫ T
t
Dr(t, s) Γt,s r
K
s Ksds
]
+ Et
[ ∫ T
t
Dr(t, s) Γt,s
(
rFCs I
FC
s − (rTCs + rs)ITCs + (rXs + rs)Xs
)
ds
]
+ Et
[ ∫ T
t
Dr(t, s) Γt,s (r
F
s − rs)(Vs −Xs + ITCs )−ds
]
.
(50)
The individual terms in this expression can be interpreted in a fashion similar to the analogous terms
in (39). Notice that, compare to (39), the discount rate rB + rC − qC is replaced with r.
The first term on the right hand side of (50) is an artifact of the difference in discounting in the
classic Black-Scholes model and the counterparty credit risky discounting. The remaining terms on
the right hand side have the following interpretation:
CVAt = −(1−RC)Et
[ ∫ T
t
Dr(t, s) Γt,s (r
C
s − qCs )(Vs −Xs − IFCs )+ds
]
, (51)
represents the credit valuation adjustment (CVA),
DVAt = −(1−RB)Et
[ ∫ T
t
Dr(t, s) Γt,s (r
B
s − rs)(Vs −Xs + ITCs )−ds
]
, (52)
represents the debt valuation adjustment (DVA),
KVAt = Et
[ ∫ T
t
Dr(t, s) Γt,s r
K
s Ksds
]
, (53)
represents the capital valuation adjustment (KVA),
MVAt = Et
[ ∫ T
t
Dr(t, s) Γt,s
(
rFCs I
FC
s − (rTCs + rs)ITCs + (rXs + rs)Xs
)
ds
]
, (54)
represents the margin valuation adjustment (MVA), and finally
FVAt = Et
[ ∫ T
t
Dr(t, s) Γt,s (r
F
s − rs)(Vs −Xs + ITCs )−ds
]
(55)
is the funding valuation adjustment (FVA).
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Finally, we notice that the solution to the fundamental BSDE (22) is related to the riskless port-
folio value V via the following approximation:
Vˆt ≈ (Vt +At)1t<τ + θτ1t≥τ ,
Zˆt = Zˆ1t≤τ
≈ (Zt + ζt)1t≤τ ,
UBt ≈
(
Xt + I
FC
t +R
C(Vt −Xt − IFCt )+ + (Vt −Xt − IFCt )− + Vt +At
)
1t≤τ ,
UCt ≈
(
Xt − ITCt + (Vt −Xt + ITCt )+ +RB(Vt −Xt + ITCt )− + Vt +At
)
1t≤τ ,
(56)
whereA is the total adjustment calculated above. We emphasize that, unlike (45), the relations above
link the solution of the fundamental BSDE to the solution of reduced fundamental BSDE.
5 Choice of pricing measure and risk factor reduction
Up until now we have not addressed the issue of choosing a pricing measure P. The bank’s portfolio
may consist of a large number of assets. In practice, each of the asset classes is valued under its own
martingale measure, which in turn depends on the appropriate choice of numeraire. For example,
swaptions are priced under the forward swap measure, while equity options are priced under the
rolling bank account measure. From the pricing perspective this approach is fully consistent, the
choice of numeraire does not affect model valuations. However, the choice of pricing measure is
crucial from the enterprise risk management perspective. The risk of a portfolio composed of various
assets is not the sum of the risks of its components, as the dependences between assets may reduce
or increase the total risk. It is thus important that the Monte Carlo simulations are carried out under a
common pricing measure. There is no natural way of aggregating the different martingale measures
into one pricing measure for the entire portfolio. We will not discuss this issue in detail here. In
our model specification we simply assume a pricing measure P that is not a martingale measure but
rather behaves like a historical (aggregate) measure. The choice of P is determined by the bank’s risk
appetite, regulatory requirements, and other factors, see e.g. [24], [33].
Once the aggregate pricing measure P has been selected, the next issue is model calibration. There
are two categories of variables entering the model: (i) directly observable such as asset prices, interest
rates, recovery rates, etc., and (ii) not directly observable variables, which have to be estimated from
the market data, such as volatilities, correlations, default intensities, etc.. Generally, for the indirectly
observable model inputs, parameters inferred from cross-sectional market prices are associated with
various martingale measures, while parameters inferred from historical time series are associated
with physical measures. Notice that parameters such as volatilities can be deduced from both types of
calculations. Their numerical values will differ depending on whether they are calculated as market
implieds or by means of maximum likelihood estimation. However, typically the only practical way of
calculating correlations is from historic time series. For default intensities, the CDS market, whenever
available, yields risk neutral default probabilities. For less liquid names, without a liquid CDS market,
historical default data, such as Moody’s DBS bank or various credit ranking models, can be used (see
e.g. [30]).
Another practical issue is the choice of risk factors. A financial institution is likely to contain
thousands of positions in a netting set, each of which subject to market and counterparty risk. From
a practical perspective, an analysis of a system with such a large number of risk factors is infeasible.
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In order to bring the dimensionality of the problem to a manageable size, a methodology of reducing
the number of risk factors is required.
In mathematical terms, we are facing the issue of approximating the solution to the following
high-dimensional FBSDE:
dSt = µ(t, St)dt+ σ(t, St)dWt,
S0 = s0,
−dYt = f(t, St, Yt, Zt)dt− Z>t dWt,
YT = ξ(ST ).
(57)
Under the usual Lipschitz conditions on the coefficients, standard results guarantee the existence and
uniqueness of the solution (St, Yt, Zt) to this system (see e.g. [31]).
A common approach used in practice is principal component analysis (PCA)4. Specifically, the
instantaneous covariance of the price process has the spectral decomposition:
σ(t, St)
>σ(t, St) =
∑
1≤i≤n
λi,tPi,t, (58)
where λi,t ≥ 0 are the eigenvalues ordered by size, and Pi,t are the spectral projections. Generi-
cally, each of the eigenvalues is non-degenerate and each of the spectral projections defines a one-
dimensional subspace. In general, the eigenvalues and spectral projections are stochastic and depend
on the realization of the process St and time t. The left hand side of (58) is estimated from suitable
market data, as discussed above.
Reduction of risk factors is practical if only a small number F  n of eigenvalues explain the
covariance matrix, i.e.
σ(t, St)
>σ(t, St) ≈
∑
1≤i≤F
λi,tPi,t, (59)
with ∑
i>F
|λi,t|2 < ε2,
where ε is a given tolerance level. We thus consider the projection operator
Pt =
∑
1≤i≤F
Pi,t
onto the subspace spanned by the eigenvectors corresponding to the first F eigenvalues. The key
assumption ensuring that practicality of the factor reduction methodology is that Pt is stable, and so
its range persists regardless of market conditions. We can formulate this requirement heuristically as
Pt ≈ P
:=
1
T
∫ T
0
E[Pt]dt,
(60)
i.e. Pt is approximately equal to its average P over time T . We refer to the orthonormal basis in Rn
defined by this projection as the principal factors. The existence of P is a strong assumption and it is
4Alternatively, one might use, as is common in equity markets, a factor analysis based risk model such as e.g. BARRA.
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not true in a general mathematical set up. Rather, it is an empirical fact indicating that the financial
markets are driven by a relatively small number of persistent economic factors.
We define the following quantity:
∆(t) =
(∫ t
0
E
[
tr
(
(In − P )σ(u, Su)>σ(u, Su)
)]
du
)1/2
=
(∫ t
0
E
[
tr
(
σ(u, Su)
>σ(u, Su)− Pσ(u, Su)>σ(u, Su)P
)]
du
)1/2
.
(61)
In words, ∆(t) measures the average discrepancy between the true covariance of the assets and the
truncated covariance given by the projection onto the principal factors.
The key fact, established below, is that the price process S of N can be, to a good degree of
accuracy, explained in terms of the principal risk factors. Specifically, we consider the projection
PWt of the Brownian motion Wt on the principal factors. In general, PWt is not a Brownian motion.
However, we can choose a standard F -dimensional Wiener process W˜t such that
PWt = UW˜t, (62)
where U is a constant n× F -matrix with the property that P = UU> and U>U = IF .
We now consider a system driven by the principal risk factors, more precisely
dS˜t = µ(t, S˜t)dt+ σ(t, S˜t)UdW˜t,
S˜0 = s0,
(63)
where the drift and diffusion coefficients are the same as in (1). As this equation can be understood
as an SDE with a new diffusion coefficient σ(t, St)U , existence and uniqueness of the solution are
obvious. We expect that the solution to this SDE is approximately equal to the true process St.
We turn these intuitions into a mathematical statement as follows. For an adapted, matrix-valued
process Xt we introduce the following semi-norm:
‖Xt‖2 = E
[
tr(X>t Xt)
]1/2
, (64)
and the norm
‖X‖2,∞ = sup
0≤t≤T
‖Xt‖. (65)
Then we have the following theorem.
Theorem 5.1 Assume that µ and σ are Lipschitz continuous:
‖µ(t, s)− µ(t, s˜)‖2 ≤ Lµ‖s− s˜‖2,
‖σ(t, s)− σ(t, s˜)‖2 ≤ Lσ‖s− s˜‖2,
(66)
with constant Lµ and Lσ, and satisfy the standard growth conditions:
‖µ(t, s)‖2 + ‖σ(t, s)‖2 ≤ G(1 + ‖s‖2), (67)
with G constant.
Then (63) has a unique strong solution, and
‖S˜ − S‖2,∞ ≤
√
2
(∫ T
0
∆(u)2du
)1/2
exp(γT ), (68)
where γ is a constant.
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The proof of this theorem is presented in Appendix A.3. The theorem above says that the price
process S˜t driven by the truncated risk factors indeed approximates the true price process St. The
tightness of the approximation is given by
√∫ T
0 ∆(u)
2du, and it may degrade exponentially fast in
the time horizon T .
We now consider the backward part of the system of equations (57) driven by the principal risk
factors:
−dY˜t = f(t, S˜t, Y˜t, Z˜t)dt− Z˜>t UdW˜t,
Y˜T = ξ(S˜T ).
(69)
Note that, unlike (57), the driving process in (69) is not a standard Brownian motion anymore but the
martingale UW˜t. There are several theoretical and practical aspects to be considered when working
with this equation, which we will address in [28]. For instance, existence of a solution (Y˜ , Z˜) to
the above equation can be shown, however the solution is not unique. To see this, recall that the
process Z˜ represents the delta hedging strategy, also compare (20). Reducing the risk factors leads
to an incomplete market as one can not fully hedge one’s position anymore. We may, for example,
choose Z˜ to be a minimum variance strategy. In order to prove uniqueness of the solution, we have
to introduce another process, compare [22].
In order to measure the discrepancy between the exact BSDE and its approximation, we find it
convenient to introduce the following (semi-)norms for adapted, vector-valued processes:
‖Xt‖β = E
[
eβttr(X>t Xt)
]1/2
,
‖X‖β,2 =
(∫ T
0
‖Xu‖2β du
)1/2
,
‖X‖β,∞ = sup
0≤t≤T
‖Xt‖β.
The following theorem shows that the solution to equation (69) approximates the solution of the
backward part of system (57).
Theorem 5.2 Assume that the terminal value ξ and the driver f are Lipschitz continuous:
|ξ(s˜)− ξ(s)| ≤ Kξ‖s˜− s‖2
|f(t, s˜, y˜, z˜)− f(t, s, y, z)| ≤ Kf
(‖s˜− s‖2 + ‖y˜ − y‖2 + ‖z˜ − z‖2). (70)
Then there exist constants c1, c2, c3 > 0, depending on the time horizon T , such that the following
inequalities hold:
‖Y˜ − Y ‖β,∞ ≤ c1‖S˜ − S‖2,∞,
‖Z˜t − Zt‖β,2 ≤ c2‖S˜ − S‖2,∞,∫ T
0
eβuE
[
Z>u (In − P )Zu
]
du ≤ c3‖S˜ − S‖2,∞.
(71)
The proof of this theorem is presented in Appendix A.3. Consequently, the solution (Y,Z) can be
approximated by the processes (Y˜ , Z˜) driven by the principal risk factors. Moreover, the third of the
inequalities in (71) shows that the residual portion of Z is small.
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6 Numerical results
In this section we discuss a general numerical framework for solving continuous FBSDEs using
Monte Carlo methods. Such equations include the reduced fundamental BSDE discussed above. We
propose an algorithm for finding the counterparty credit-risky value Vˆ as an application. The method
is then illustrated in a simple example.
6.1 Discretizing FBSDEs
We briefly review a method for discretization of the forward backward system
dSt = µ(t, St)dt+ σ(t, St)dWt,
S0 = s0,
−dYt = f(t, St, Yt, Zt)dt− Z>t dWt,
YT = ξ(ST ).
(72)
This method is classic and has been originally proposed by Bouchaud and Touzi in [7].
For the forward process S, we apply a standard discretization scheme (see e.g. [26]) such as
Euler’s or Milstein’s scheme (for the latter, assuming suitable integrability conditions). Let pi =
{t0 = 0 < t1 < . . . < tm = T} denote a regular time grid, where ∆i = ti+1 − ti. In particular, for
the Euler scheme, the approximation takes the form of the following discretized forward process
Spi0 = s0,
Si+1 := S
pi
ti+1 = S
pi
ti + µ(ti, S
pi
ti)∆i + σ(ti, S
pi
ti)∆Wi,
where i ∈ {0, . . . ,m− 1} and ∆Wi = Wti+1 −Wti .
In order to approximate the backward part of the FBSDE (72), we set Si := Spiti , Yi := Y
pi
ti and
Zi = Z
pi
ti . This leads to the following system:
Yi = Yi+1 + f(Si, Yi, Zi)∆i − Z>i ∆Wi. (73)
Starting with the terminal condition
Ym = ξ(Sm),
we proceed with finding Yi and Zi for all i = m− 1, . . . , 0. Note that the Yi’s in (73) are not adapted
and depend on Zi. These two problems can be solved by taking conditional expectations which leads
to
Yi = Ei [Yi]
= Ei [Yi+1] + f(Si, Yi, Zi)∆i,
where we have used the notation Ei[ · ] = Eti [ · ]. This implicit scheme can transformed into an
explicit scheme by
Yi = Ei [Yi+1 + f(Si, Yi+1, Zi)∆i] .
In order to determine Zi, we multiply (73) by an increment ∆Wi and take conditional expectations.
This yields
0 = Ei [Yi∆Wi] = Ei [Yi+1∆Wi]− Zi∆i,
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and hence we obtain the following expression for Zi:
Zi =
1
∆i
Ei [Yi+1∆Wi] .
We are thus led to the following discrete time scheme for solving the backward part of system
(72):
Ym = ξ(Sm),
Zi =
1
∆i
Ei
[
Yi+1∆Wi
]
,
Yi = Ei
[
Yi+1 + f(Si, Yi+1, Zi)∆i
]
,
(74)
for i = m−1, . . . , 0. Note that simulating this system requires numerical estimation of the conditional
expected values Ei[ · ]. We discuss this issue in the following section.
6.2 Conditional expectations via a Longstaff-Schwartz regression
A practical and powerful method of computing the conditional expected values in (74) is the Longstaff-
Schwartz regression method originally developed for pricing American options [29] (see also [5]). We
use a variant of this method that involves the Hermite polynomials. This choice is natural as expres-
sions involving conditional expectations of Hermite polynomials of Gaussian random variables lead
to convenient closed form expressions.
Let Hek(x), k = 0, 1, . . ., denote the k-th normalized Hermite polynomial corresponding to the
standard Gaussian measure dµ(x) = (2pi)−1/2 e−x2/2dx. For a multi-index k = (k1, . . . , kn), where
each ka is a nonnegative integer, we define
Hek(x) =
n∏
a=1
Heka(xa). (75)
These functions form an orthonormal basis for the Hilbert spaceL2
(
Rn, µn
)
, where µn is the standard
Gaussian measure in n dimensions, dµn(x) = (2pi)−n/2 e−x
>x/2dnx.
The key property of Hek(x) is the following addition formula for χ ∈ [0, 1] and w, x ∈ Rn:
Hek(
√
χw +
√
1− χx) =
∑
0≤j≤k
(
k
j
)1/2
χ|j|/2(1− χ)|k−j|/2Hej(w)Hek−j(x). (76)
Consequently, integrating over x with respect to µn yields the following conditioning rules:
E
[
Hek(
√
χw +
√
1− χx) |w] = χ|k|/2Hek(w),
E
[
Hek(
√
χw +
√
1− χx)xa |w
]
= χ|k−1|/2(1− χ)1/2 ∂Hek(w)
∂wa
.
(77)
Here, w, x are independent n-dimensional standard normal random variables. The latter rule is found
using the addition formula (76) and orthonormality of Hermite polynomials with respect to the stan-
dard Gaussian measure. We shall use these rules in order to estimate the conditional expected values
in (74).
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We set Wti =
√
tiwi, for i = 1, . . . ,m, where wi is an n-dimensional standard normal random
variable. We notice that
wi+1 =
√
χiwi +
√
1− χiXi, (78)
where χi = ti/ti+1, and where Xi is standard normal and independent of wi. In the following, we
shall use this decomposition in conjunction with (77).
Now, we assume the following linear architecture:
Yi+1 =
∑
k: |k|≤K
gk,i+1 Hek(wi+1), (79)
where K is the cutoff value of the order of the Hermite polynomials. This is simply a truncated
expansion of the random variable Yi+1 in terms of the orthonormal basis Hek(wi+1). The values
of the Fourier coefficients are estimated by means of ordinary least square regression. Then, as a
consequence of the conditioning rule (77),
Ei[Yi+1] =
∑
k: |k|≤K
gk,i+1 χ
|k|/2
i Hek(wi). (80)
In other words, conditioning Yi+1 on wi is equivalent to multiplying its Fourier coefficients gk by the
factor χ|k|/2i .
In practice, the formula for Zi given by (74) is hard to use. Instead, we find an explicit expression
using the Hermite architecture, which was performant in our experiments.
Proposition 6.1 The following identity holds:
Zi =
∂
∂Wi
Ei[Yi+1]
=
1√
ti
∑
k≤K
gk,i+1χ
k/2
i kHek−1(wi).
(81)
Proof: It is sufficient to establish (81) in the one-dimensional case. Using (78) and (76) we readily
find that
Ei[Hek(wi+1)∆Wi] =
√
∆iEi[Hek(
√
χiwi +
√
1− χiXi)Xi]
=
∆i√
ti
χ
k/2
i
∂Hek(wi)
∂wi
,
where we have also used the second of the identities (77). Consequently, using (74), we find that
Zi =
1
∆i
Ei
[ ∑
k≤K
gk,i+1Hek(wi+1)∆Wi
]
=
∑
k≤K
gk,i+1χ
k/2
i
∂Hek(wi)
∂Wi
.
Comparing this with (80), we see that (81) holds.
Now that we have found a practical representation for Zi, we proceed calculating Yi in (74). To
this end, we repeat the calculations in (79) and (80) with Yi+1 replaced by Yi+1 + f(Si, Yi, Zi)∆i.
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6.3 Numerical solution for Vˆ
In order to solve the fundamental BSDE numerically, we proceed as follows. First we select the
number of risk factors as in Section 5. We then generateN paths of the multi-factor Brownian motion
required to simulate the dynamics of the underlying portfolio. Using the spectral decomposition
approach to generating the Brownian paths, a practical choice could be N = 10, 000.
Next, we simulate the asset price process S by solving the forward equation of (72). We use
the price process S as an input to find the value V , given by (8), of the netting set subject to no
counterparty credit risk.
Another key input into the model are the default intensities λB and λC . Choosing λB and λC
deterministic is the simplest possible and commonly selected option. However, this does not allow
one to model wrong/right way risk [10], [18], [14]. On the other hand, modeling stochastic default
rates requires a stochastic dynamic. A standard approach consists in modeling λB and λC as diffusion
processes. The Brownian drivers of these diffusions are appropriately correlated with the Brownian
motions driving the underlying asset S. The sign of the magnitude of these correlations allows one to
quantify the impact of wrong way risk on the counterparty credit. Solving the diffusions for λB and
λC and applying the acceptance rejection method then generates the default times τC and τB.
Next, the reduced fundamental BSDE Vˆ (24) is solved. Since the reduced fundamental BSDE is
of the form (72), the numerical methodology discussed in Sections 6.1 and 6.2 can be applied directly.
For practical purposes we can choose K, the maximum order of Hermite polynomials, to be a small
integer 2 ≤ K ≤ 4. This choice offers a reasonable balance between accuracy and performance of
the computation.
Finally, we find the counterparty credit risky portfolio value Vˆ as a result of the preceding com-
putations using formula (23).
6.4 Numerical illustrations
In this section we illustrate the numerical method discussed above by applying it to a simple BSDE
with a known explicit solution. A more thorough analysis of the above method as applied to the
fundamental BSDE will be presented in a separate publication, see [27].
Specifically, consider the following nonlinear BSDE:
−dYt =
(
αYt + β|Zt|+ γ>Ut − γ>θ(α− γ>1)(T − t)
)
dt− Z>t dWt − U>t dJt,
Yτ∧T = ea
>WT 1τ>T + (θ
11τ=τ1 + . . .+ θ
n1τ=τn)1τ≤T ,
(82)
with a counting process Jt = (1τ1≤t, . . . , 1τn≤t)>, the first default time τ = τ1 ∧ . . . ∧ τn, and a
constant real-valued vector θ = (θ1, . . . , θn)>. Moreover α, β ∈ R and a, γ ∈ Rn. Note that this
BSDE has a random time horizon τ at which a jump occurs.
As discussed in Section A.1, the BSDE can be reduced to one without the jump and with a fixed
time horizon. According to Theorem A.1 the reduced BSDE is given by
−dYt = (αYt + β|Zt|+ γ>(θ − Yt)− γ>θ(α− γ>1)(T − t))dt−Z>t dWt,
YT = ea>WT .
(83)
This BSDE has an explicit solution, which reads
(Yt,Zt) =
(
Mt, a(Mt − γ>θ(T − t))
)
, (84)
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where
Mt = exp
((1
2
a>a+ β|a|+ α− γ>1
)
(T − t) + a>Wt
)
+ γ>θ(T − t), (85)
for all t ∈ [0, T ]. The solution (Y, Z, U) of (82) is now obtained from solution to the reduced BSDE
as
Yt = Mt1t<τ + (θ
11τ=τ1 + . . .+ θ
n1τ=τn)1t≥τ ,
Zt = a(Mt − γ>θ(T − t))1t≤τ ,
Ut = (θ −Mt)1t≤τ .
(86)
We will now construct a numerical solution to the reduced BSDE (83). More precisely, we com-
pare the numerical solution to its explicit solution (84) in the case of n = 1. We assume the time
horizon of T = 1, and choose the following values of the parameters:
a = −1.2,
α = 0.5,
β = 0.1,
γ = 2,
θ = 1.
We divide the time interval into m = 250 subintervals and generate N = 20, 000 Monte Carlo paths.
For estimating the conditional expected values we choose the Hermite architecture (79), (81) with
K = 4.
Figure 1 shows representative Monte Carlo trajectories simulating Y and Z. Here, the black
lines are the paths of the exact solution (84), while the red lines are the numerical approximations
calculated according to the algorithm above. Notice that the approximate path of Y is very close
to the exact trajectory. However, the paths representing Z differ more. Apparently the numerical
solution to the Z process of a BSDE converges slower than the numerical solution to the Y process.
FIGURE 1
On the other hand, the expected values of both Y and Z are close approximations of the exact
solution of the BSDE. This is shown in Figure 2.
FIGURE 2
Finally, Figure 3 shows the relative error of the expected values of Y and Z versus the expected
values of the exact solution.
FIGURE 3
A Technical results and proofs
In this section we present general results on SDEs and BSDEs we have used throughout the paper.
First we are interested how the fundamental BSDE with jumps can be transformed into a reduced
fundamental BSDE.
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A.1 Transforming jump BSDEs into Brownian BSDEs
The fundamental BSDE can more generally be expressed as an equation
−dYt = f(t, Yt, Zt, Ut)dt− Z>t dWt − U>t dJt, t ∈ [0, τ ∧ T ],
Yτ∧T = 1τ>T ξ + 1τ≤T (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm),
(87)
driven by an n-dimensional Brownian motion W and a counting process Jt = (1τ1≤t, . . . , 1τm≤t)>.
The solution to this BSDE is the set (Y,Z, U) of adapted stochastic processes that satisfies (87). The
driver f : R+ × R× Rn × Rm → R is a given deterministic function and τ = τ1 ∧ . . . ∧ τm denotes
the first default time. The BSDE has a possible random time horizon, more precisely its terminal
value depends on whether a default event happens before the fixed time horizon T . In that case the
BSDE stops at the random time τ at an entry of the adapted stochastic process θ = (θ1, . . . , θm)>.
Otherwise the BSDE carries on to the final time T with an FT - measurable random variable ξ as the
final value. Although jump BSDEs are rather complex to handle, we are in the particular situation
that only ever one jump occurs and it happens at the very end of the BSDE. This is what we can use
to transform the above random horizon jump BSDE into an equation without jumps and with a fixed
terminal time, i.e.
−dYt = f(t,Yt,Zt, θt − Yt)dt−Z>t dWt, t ∈ [0, T ],
YT = ξ.
(88)
The following result is a generalization of Theorem 4.3 in [25], giving us the possibility to express
the solution to the jump BSDE in terms of the solution of a continuous BSDE.
Theorem A.1 If the pair of adapted stochastic processes (Y,Z) solves (88), then the solution (Y,Z, U)
of (87) is given by
Yt = Yt1t<τ + (θ1τ1τ=τ1 + . . .+ θmτ 1τ=τm)1t≥τ ,
Zt = Zt1t≤τ ,
Ut = (θt − Yt)1t≤τ .
(89)
Proof: We consider three cases.
In the first case no default happens before the terminal time, i.e. τ > T . On {τ > T} we have
from (89) that Yt = Yt, Zt = Zt and Ut = θt − Yt for all t ∈ [0, T ]. As (Y,Z) solves (88), we have
−dYt = f(t, Yt, Zt, Ut)dt− Z>t dWt, t ∈ [0, T ],
YT = ξ = 1τ>T ξ + 1τ≤T (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm).
on {τ > T}. Additionally we know ∫ T∧τt∧τ U>s dJs = 0 on {τ > T} and hence we derive (87).
In the second case a default happens between now and T , more precisely we look at {τ ∈
(t, T ]} = {τ > t} ∩ {τ ≤ T}. Then again from (89) we have on {τ ∈ (t, T ]} that Ys = Ys,
Zs = Zs, Us = θs − Ys for all s < τ . Using that (Y,Z) solves (88), we obtain
Yt = Yτ +
∫ τ
t
f(s, Ys, Zs, Us)ds−
∫ τ
t
Z>t dWt
= (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm) +
∫ τ
t
f(s, Ys, Zs, Us)ds−
∫ τ
t
Z>t dWt
− ((θ1τ1τ=τ1 + . . .+ θmτ 1τ=τm)− Yτ)
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for t ∈ [0, τ ]. The definition of U from (89) gives∫ τ
t
U>s dJs = U
>
τ (Jτ − Jτ−)
= (θτ − Yτ )>(Jτ − Jτ−)
= (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm)− Yτ ,
meaning we have (87).
The last case considers the situation when the default happens before or at time t, i.e. τ ≤ t.
Again from (89) we have Yt = (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τn) and thus on {τ ≤ t} we get
Yt = (θ
1
τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm)
= 1τ>T ξ + 1τ≤T (θ1τ1τ=τ1 + . . .+ θ
m
τ 1τ=τm) +
∫ T∧τ
t∧τ
f(s, Ys, Zs, Us)ds
−
∫ T∧τ
t∧τ
Z>s dWs −
∫ T∧τ
t∧τ
U>s dJs,
which is equation (87) in integral form.
A.2 Linear BSDEs
Continuous linear BSDEs are equations with a driver that is linear in Y and Z, meaning we consider
equations of the type
−dYt = (At +BtYt + C>t Zt)dt− Z>t dWt, t ∈ [0, T ],
YT = ξ,
(90)
with n-dimensional Brownian motionW , FT measurable random terminal value ξ andA,B, C being
adapted stochastic processes. The solution of this equation is any pair of adapted processes (Y, Z)
that satisfies (90). These are some of the few BSDEs for which at least the first part of the solution Y
can be found explicitly. From [23, Proposition 2.2] we have
Yt = Et
[
ξΓt,T +
∫ T
t
AsΓt,sds
]
(91)
where
Γt,s = E
(∫ s
t
Budu+ C
>
u dWu
)
. (92)
Here, E(X) denotes the stochastic exponential of a stochastic process X .
A.3 Factor reduction
In this section we prove Theorem 5.1.
Proof: We begin by rewriting the SDEs for S and S˜ in the integral form:
St = s0 +
∫ t
0
µ(u, Su)du+
∫ t
0
σ(u, Su)dWu,
S˜t = s0 +
∫ t
0
µ(u, S˜u)du+
∫ t
0
σ(u, S˜u)UdW˜u.
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Consequently, their difference is given by
S˜t − St =
∫ t
0
(
µ(u, S˜u)− µ(u, Su)
)
du
+
∫ t
0
(
σ(u, S˜u)− σ(u, Su)
)
UdW˜u +
∫ t
0
σ(u, Su)
(
dWu − UdW˜u
)
,
and thus, by means of Ito’s isometry,
‖S˜t − St‖2 ≤‖
∫ t
0
(
µ(u, S˜u)− µ(u, Su)
)
du‖2
+ ‖
∫ t
0
(
σ(u, S˜u)− σ(u, Su)
)
UdW˜u‖2 + ‖
∫ t
0
σ(u, Su)
(
dWu − UdW˜u
)‖2
≤t1/2
(∫ t
0
‖µ(u, S˜u)− µ(u, Su)‖22 du
)1/2
+
(∫ t
0
‖(σ(u, S˜u)− σ(u, Su))U‖22 du
)1/2
+
(∫ t
0
E
[
tr
(
(In − P )σ(u, Su)>σ(u, Su)(In − P )
)]
du
)1/2
.
Note that∫ t
0
E
[
tr
(
(In − P )σ(u, Su)>σ(u, Su)(In − P )
)]
du
=
∫ t
0
E
[
tr
(
σ(u, Su)
>σ(u, Su)− Pσ(u, Su)>σ(u, Su)P
)]
du
=
∫ t
0
∆(u)2du,
where ∆(t) is defined by (61). Using Lipschitz continuity, this yields
‖S˜t − St‖2 ≤ C
(∫ t
0
‖S˜u − Su‖22 du
)1/2
+
(∫ t
0
∆(u)2du
)1/2
, (93)
where C is a constant, explicitly given as C = LµT 1/2 + Lσ‖U‖.
We shall now invoke classic Gro¨nwall’s inequality: if ϕ(t) is a nonnegative continuous function
with
ϕ(t) ≤ α(t) + β
∫ t
0
ϕ(s)ds,
where α(t) is a non-decreasing function and β > 0, then
ϕ(t) ≤ α(t) exp(βt).
Squaring (93), and applying the inequality above to ϕ(t) = ‖S˜t − St‖22, we obtain
‖S˜t − St‖2 ≤
√
2
(∫ t
0
∆(u)2du
)1/2
exp(γt),
where we have set γ = C2. Taking the supremum over 0 ≤ t ≤ T yields the claim.
We now turn to the proof of Theorem 5.2.
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Proof: The difference between (69) and the backward part of the system (57) is given by
Y˜t − Yt = ξ(S˜T )− ξ(ST ) +
∫ T
t
(
f(u, S˜u, Y˜u, Z˜u)− f(u, Su, Yu, Zu)
)
du
−
∫ T
t
(Z˜u − Zu)>UdW˜u −
∫ T
t
Z>u (UdW˜u − dWu).
In the following we adapt the arguments used to prove the existence of a solution to a BSDE (see
[23], [31]). Applying Ito’s formula to the process eβt(Y˜t − Yt)2, where the constant β > 0 will be
chosen later, yields
eβt(Y˜t − Yt)2
= eβT (ξ(S˜T )− ξ(ST ))2 + 2
∫ T
t
eβu(Y˜u − Yu)
(
f(u, S˜u, Y˜u, Z˜u)− f(u, Su, Yu, Zu)
)
du
− 2
∫ T
t
eβu(Y˜u − Yu)(Z˜>u − Z>u U)dW˜u − 2
∫ T
t
eβu(Y˜u − Yu)Z>u (UdW˜u − dWu)
−
∫ T
t
eβu(Z˜u − Zu)>P (Z˜u − Zu)du−
∫ T
t
eβuZ>u (In − P )Zudu
− β
∫ T
t
eβu(Y˜u − Yu)2du.
Taking expectations on both sides of this equation leads to the following identity:
‖Y˜t − Yt‖2β + β
∫ T
t
‖Y˜u − Yu‖2βdu+
∫ T
t
‖P (Z˜u − Zu)‖2β du+
∫ T
t
eβuE
[
Z>u (In − P )Zu
]
du
= ‖ξ(S˜T )− ξ(ST )‖2β + 2
∫ T
t
E
[
eβu(Y˜u − Yu)
(
f(u, S˜u, Y˜u, Z˜u)− f(u, Su, Yu, Zu)
)]
du.
Using Lipschitz continuity of the terminal condition ξ and driver f , we obtain that
‖Y˜t − Yt‖2β + β
∫ T
t
‖Y˜u − Yu‖2βdu+
∫ T
t
‖Z˜u − Zu‖2β du+
∫ T
t
eβuE
[
Z>u (In − P )Zu
]
du
≤ Kξ‖S˜T − ST ‖2β + 2Kf
∫ T
t
E
[
eβu|Y˜u − Yu|
(|S˜u − Su|+ |Y˜u − Yu|+ |Z˜u − Zu|)]du.
Using the elementary inequality
2ab ≤ a2λ2 + b
2
λ2
,
where λ > 0 is a constant, we find that
2|Y˜u − Yu|
(|S˜u − Su|+ |Y˜u − Yu|+ |Z˜u − Zu|)
≤ (3 + λ2)|Y˜u − Yu|2 + |S˜u − Su|2 + 1
λ2
|Z˜u − Zu|2.
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We thus arrive at the following key inequality:
‖Y˜t − Yt‖2β + (β −Kf (3 + λ2))
∫ T
t
‖Y˜u − Yu‖2β du
+ (1−Kf/λ2)
∫ T
t
‖Z˜u − Zu‖2β du+
∫ T
t
eβuE
[
Z>u (In − P )Zu
]
du
≤ Kξ‖S˜T − ST ‖2β +Kf
∫ T
t
‖S˜u − Su‖2βdu.
Now, we choose λ sufficiently large so that 1 −Kf/λ2 > 0, and then subsequently we choose β so
that β −Kf (3 + λ2) > 0.
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Figure 1: Sample trajectories comparison of exact and numerical solution to (83).
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Figure 2: Expected value comparison of exact and numerical solution to (83).
Figure 3: Relative error of expected values of exact and numerical solution to (83).
