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ca visione industriale
marcata il difetto e soprattutto risulta 
meno sensibile a variazioni di luminosità 
che possono essere dovute a fattori di 
disturbo. Inoltre vengono rilevati difetti 
difficilmente individuabili sia con un 
ispezione visiva diretta dell’immagine 
sia con le tecniche precedenti.
Conclusioni
In questo articolo abbiamo presentato 
dapprima i concetti generali che stanno 
alla base della ndecomposizione ai 
valori singolari, e poi utilizzato questa 
tecnica nell’analisi di immagini con 
lo scopo di individuare difetti vari.
Il primo metodo nonostante i buoni  
risultati ottenuti risulta assai poco 
efficiente a causa del considerevole, 
anche se non eccessivo, tempo di 
calcolo che la SVD comporta e di 
contro il secondo algoritmo, che 
non utilizza la SVD, ottiene gli 
stessi risultati con tempo di calcolo 
notevolmente inferiore (il coefficiente 
di regressione tra le due metodologie 
si mantiene sempre maggiore di 0.99, 
al variare del numero di regioni).
L’ultimo algoritmo proposto riprende 
la decomposizione ai valori singolari 
ma spostando l’analisi dalla matrice dei 
valori singolari S alla matrice ortogonale 
V, ottenendo risultati di gran lunga 
migliori. Esso infatti si disinteressa delle 
variazioni di luminosità dovute alle 
qualità dell’immagine o all’hardware 
utilizzato e risulta essere meno sensibile 
al rumore; inoltre appare ben marcato 
il difetto e si presta bene anche a 
difetti non caratterizzati da forte 
contrasto con il resto delle immagini.
la varianza di Vp: è stato notato 
empiricamente che è efficace nella 
rilevazione strutturale di differenze in 
un’immagine, intese come difetti; esse 
vengono riscalate nel range [0, 1].
Per evidenziare le varianze rappresentanti 
il difetto viene utilizzata una funzione 
esponenziale: i valori di pixel con 
intensità più elevata vengono aumentati, 
mentre la larghezza di banda dei valori 
a bassa intensità vengono decrementati.
In fine l’algoritmo presentato utilizza 
la tecnica fuzzy c-means clustering 
(5) per classificare ogni regione 
come difettosa o non difettosa. 
Dopo il clustering, viene presa la 
decisione sulla presenza di difetti, 
utilizzando la regola decisionale 
presentata nel primo algoritmo.
Risultati Empirici
Utilizziamo ancora l’immagine in Errore. 
L’origine riferimento non è stata trovata., 
con L = 2100 ed r = 0.0002 (scelte 
basate sulla risoluzione dell’immagine 
e su prove sperimentali effettuate).
In Errore. L’origine riferimento non è 
stata trovata. viene riportata ancora una 
volta la ricostruzione dell’immagine sul 
piano utilizzando per ogni sotto finestra 
la varianza della matrice Vp data dalla 
decomposizione ai valori singolari della 
p-esima regione; in Errore. L’origine 
riferimento non è stata trovata. viene 
riportata la medesima ricostruzione 
nello spazio. Dal confronto con Errore. 
L’origine riferimento non è stata trovata. 
e Errore. L’origine riferimento non è 
stata trovata. si nota che questo tipo 
di analisi evidenzia in maniera più 
Descrizione dell’algoritmo 
di Individuazione del Difetto 
utilizzando la Varianza
Questo algoritmo presenta in primo luogo 
l’immagine analizzata in toni di grigi 
e divisa in L regioni rettangolari non 
sovrapposte. Successivamente si effettua 
la Decomposizione ai Valori Singolari 
(SVD) (4)  calcolando le caratteristiche che 
descrivono ogni regione dell’immagine.
Nell’immagine digitale la p-esima regione 
viene rappresentata come una matrice 
Ap n×n di numeri reali, dove p=1,…
,L. Si ammette una SVD nella forma:
A U Vp p p pT) )K=
Le matrici Up, Vp e Λp sono unicamente 
determinante da Ap. Solo la conoscenza 
della matrice Vp viene utilizzata 
per costruire le caratteristiche 
descriventi ciascuna regione.
Nel nostro metodo la p-esima 
regione viene descritta utilizzando © R
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