In this paper, a family of reducible cyclic codes over F p whose duals have four zeros is presented, where p is an odd prime. Furthermore, the weight distribution of these cyclic codes is determined.
INTRODUCTION
Throughout this paper, let m ≥ 5 be an odd integer and k be any positive integer such that gcd(m, k) = 1. Let p be an odd prime and π be a primitive element of the finite field F p m .
Recall that an [n, l, d] linear code C over F p is a linear subspace of F n p with dimension l and minimum Hamming distance d. Let A i denote the number of codewords in C with Hamming weight i. The sequence (A 0 , A 1 , A 2 , . . . , A n ) is called the weight distribution of the code C. C is called cyclic if for any (c 0 , c 1 , . . . , c n−1 ) ∈ C, then (c n−1 , c 0 , . . . , c n−2 ) ∈ C. A linear code C in F n p is cyclic if and only if C is an ideal of the polynomial residue class ring F p [x]/(x n − 1). Since F p [x]/(x n − 1) is a principal ideal ring, every cyclic code corresponds to a principal ideal (g(x)) of the multiples of a polynomial g(x) which is the monic polynomial of lowest degree in the ideal. This polynomial g(x) is called the generator polynomial, and h(x) = (x n − 1)/g(x) is called the parity-check polynomial of the code C. We also recall that a cyclic code is called irreducible if its parity-check polynomial is irreducible over F p and reducible, otherwise. Determining the weight distribution of a linear code is an important research object in coding theory. For cyclic codes, the error-correcting capability may not be as good as with some other linear codes in general. However, because of their good algebraic structure, the weight distribution of some cyclic codes can be determined by algebraic techniques, exponential sums for example. Besides, cyclic codes have wide applications in storage and communication systems because they have efficient encoding and decoding algorithms. Therefore, the weight distributions of cyclic codes is not only a problem of theoretical interest, but also of practical importance. For information on the weight distribution of cyclic codes, the reader is referred to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
Let h 0 (x), h 1 (x), h 2 (x) and h 3 (x) be the minimal polynomials of π
and π −(p 2k +1) over F p , respectively. It is easy to check that h 0 (x), h 1 (x) h 2 (x) and h 3 (x) are polynomials of degree m and are pairwise distinct when m ≥ 5. Define
. Then h(x) has degree 4m and is a factor of x
Let C (p,m,k) be the cyclic code with parity-check polynomial h(x). Then C (p,m,k) has length p m − 1 and dimension 4m. Moreover, it can be expressed as
where
and T r is the trace map from
and C ′ be the cyclic code with parity-check polynomial h ′ (x). Then C ′ is a subcode of C (p,m,k) with dimension 3m. From [19] and [21] , we can obtain the weight distribution of C
when m is odd. In this paper, we will determine the weight distribution of C (p,m,k) . For doing this, we need to determine the value distribution of the multi-sets
and
where ζ p = e 2πi p . The rest of this paper is organized as follows. Some preliminaries will be introduced in Section 2. The weight distribution of the cyclic code C (p,m,k) will be given in Section 3.
MATHEMATICAL FOUNDATIONS
In this section, we first give a brief introduction to the theory of quadratic forms over finite fields. By fixing a basis v 1 , v 2 , . . . , v m of F p m over F p , each x ∈ F p m can be uniquely expressed as
In other words, we have the following F p -linear isomorphism:
For a quadratic form F , there exists a symmetric matrix H of order m over F p such that F (X) = XHX ′ , where X = (x 1 , x 2 , . . . , x m ) ∈ F m p and X ′ denotes the transpose of X. The rank of the quadratic form F is defined as the codimension of the 
, where r is the rank of F (X) and d i ∈ F * p . We can recall that the Legendre symbol ( a p ) has the value 1 if a is a quadratic residue mod p, −1 if a is a quadratic nonresidue mod p, and zero if p|a.
its induced quadratic form is
T r(αv
where H α,β,γ = (h i,j ) and
Then we have the following:
where A δ = (T r(δv 1 ), T r(δv 2 ), . . . , T r(δv m )). Hence, in order to determine the value distribution of the two multi-sets
we need the following lemmas. 
Let n i be the number of
The following result is important to determine the multiplicity of each value of T (α, β, γ).
Lemma 2.3 For the exponential sum
We prove this lemma only for the case that p ≡ 3 (mod 4). The proof for the case that p ≡ 1 (mod 4) is similar and omitted. To prove this, the following two lemmas are necessary.
Lemma 2.4 Let p ≡ 3 (mod 4) and let N 2 denote the number of solutions (x 1 , x 2 ) ∈ F 2 p m of the following system of equations
Proof. This system of equations have only one solution (0, 0), since −1 is a non-square when p ≡ 3 (mod 4). 
Proof. See Appendix.
Now we are ready to prove Lemma 2.3 in the case of p ≡ 3 (mod 4).
Proof of Lemma 2.3. From Eq. (1), we have
Then by Lemma 2.4, we have
Similarly, by Lemmas 2.5, we have
3 RESULTS ON EXPONENTIAL SUMS AND THE WEIGHT DISTRI-
BUTION OF THE CYCLIC CODE
We follow the notation and conditions fixed in Section 1 and 2. Proof. By Lemma 2.1, for ε = ±1 and 0 ≤ i ≤ 4, we define
} m − i odd.
• i = 1, 3. In this case, m − i is even. According to the results of [19] and [21] , we can obtain
,
.
• i = 0, 2, 4. In this case, m − i is odd. By the same method in [9] , we also have
Moreover, we have
and similarly,
By the two equations above, Lemma 2.2 and 2.3, we can obtain the following system of equations:
By solving this system of equations, we can have
The proof is completed. 
Until now, we have determined the value distribution of the multi-set {T (α, β, γ) | α, β, γ ∈ F p m }. The value distribution of the multi-set {S(α, β, γ, δ) | α, β, γ, δ ∈ F p m } can be determined by the following theorem. Table 2 .
Proof. By Lemma 2.1, S(α, β, γ, δ) takes values from the set
Then for ε = ±1, we define
By the same method in [9] , we have the following results.
• i = 1, 3. In this case, m − i is even. For ε = ±1 and j ∈ F * p , we have
)n ε,i .
• i = 0, 2, 4. In this case, m − i is odd. For ε = ±1 and j ∈ F * p , we also have
Furthermore, we have
Summarizing the discussion above completes the proof of this theorem. Table 2 : Value Distribution of S(α, β, γ, δ) 2 )]. Moreover, the weight distribution of C (p,m,k) is given in Table 3 .
Proof. According to the discussion in section 1, the length and dimension of C (p,m,k) are clearly. In terms of exponential sums, the weight of the codeword c (α,β,γ,δ) =
Summarizing the discussion above, together with Theorem 3.2, the proof is completed.
The following is an example of these codes. 
Proof of Lemma 2.5. For any (a, b, c) ∈ F 3 p m , let N 1(a,b,c) and N 2(a,b,c) denote the number of solutions of the following two system of equations • a is a nonzero square, b = 0 and c = 0. In this case, for any fixed a, (5) has the same number of solutions as
and (6) • a is a non-square. In this case, for any fixed a, It can be easily seen that this case is equivalent to the case when a is a nonzero square. So when a is a non-square, we also have 
