Abstract-In this paper, a genetic neural network classification model is developed. The proposed model can not only optimize the weights and thresholds of neural network, but also reduce network size by identifying the feature subset effectively using genetic algorithm. This technique is aimed at finding out a network that is large enough to capture the accurate class attributes of the data as much as possible, while retaining the generalization capability of neural network. Breast cancer datasets (BCD) in UCI Machine Learning Repository are utilized to evaluate the proposed genetic neural network approach in this paper. Simulation results show that the developed model achieved dimensional reduction and the identification of benign and malignant tumors. Accordingly, it improved classification accuracy and demonstrated excellent classification efficiency.
I. INTRODUCTION
Breast cancer is one of the most common causes of death among women worldwide. Identifying the breast cancer tumor quickly and accurately, either benign or malignant, is critical for taking the right medical treatment timely. Owing to the complex nonlinear relationship among the main morphological features of breast cancer cells, it is difficult to describe by the traditional linear regression methods. Among a great variety of classification techniques suggested so far for medical diagnosis neural network (NN) has been one of the most popular methods that consistently demonstrated its strengths and potentials in solving practical classification problems [1] - [4] , [7] - [12] .
As is commonly known, a great deal of information needs to be collected for the purpose of breast cancer diagnosis (BCD), which inevitably leads to a high dimensional representation of the sample in the mode space. Therefore, we have every reason to doubt whether there exists a correlation among the various features used for quantifying each sample. That is, whether there exist redundant or useless information in these features. In this case, it is essential to carry out the task of feature selection, a technique commonly used in machine learning for selecting a subset of relevant features for building a robust learning model. Feature selection can not only discover the optimum feature subset which is rich in relevant information but also reduce the space and time complexity in computations [5] . Above all, it can improve the accuracy and efficiency of classification.
Artificial neural networks, when equipped with the ability of self-organizing and self-learning with high stability can process the nonlinear problem in the identification of the benign and malignant cells [7] . However, NNs often converge too slowly and become trapped at a local minimum. In this research, we propose a machine learning technique where neural network (NN) as classifier is combined with genetic algorithms (GA) to improve the performance of NNs in solving practical problems such as breast cancer diagnosis. In general, the structure of neural network is sensitive to the initial weights, bias and hidden nodes etc. [6] , so optimizing the network is of particular importance to improve the classification accuracy. Compared with other search methods, the following aspects shed lights on why genetic algorithm is adopted: (1) GA isn't prone to get stuck in local optimum in the search process, and hence they are capable of finding the global optimal solution with great probability. (2) The inherent parallelism of genetic algorithms makes it very suitable for large-scale parallel distributed processing.
Using neural network for breast cancer diagnosis has recently received a good deal of attention [1] , [7] - [12] . It has been reported that in [8] that both the evolutionary and the ensemble approach can deal with the diagnosis problem well in terms of good generalization of neural networks. Yi et al. [11] proposed a model of breast cancer diagnosis with wavelet neural network (WNN) based on genetic algorithm. In addition, two diagnosis models based on BPNN and RBFNN in [12] is constructed and compared with each other. It has been shown that NNs are feasible for solving classified problem occurred in BCD. In spite of this, there remain some issues which need to be investigated further. One of these issues is that the classification precision is not known in general. Some researchers have also proposed a variety of non-linear feature extraction methods [13] , like wavelet transform, discrete Fourier transform, discrete Fermat transform and such. However, these transformations can obtain suboptimal results to some extent. This paper investigated GA-NN approach to feature selection (GANNFS). Our primary interest is not only to achieve the performance of feature subset, but also to The rest of the paper is organized as follows: We start with short descriptions of neural networks as classifier and genetic algorithms including a study of feature selection in Section II and our theoretical framework is put forward simultaneously. Section III introduces our proposed model in details. Experiment results are presented in Section IV, together with some comparisons with other training techniques. In the end, Section V concludes with a brief summary of the study.
II. GANN APPROACH TO FEATURE SELECTION

A. Neural Network as Breast Classifier
Neural networks (NN) have been widely used in various fields as an intelligent tool in recent years，such as artificial intelligence, pattern recognition, medical diagnosis, machine learning and so on [15] . Among them, pattern recognition is a class of problem that neural network is particularly suitable for solving. BP neural network can be applied to all aspects of pattern recognition: feature extraction, data compression, cluster analysis, classification and discrimination and so forth.
In fact, NN can be viewed as the mapping from input to output. If each different input is regarded as a kind of input mode, the mapping to the output is considered as output response model, the mapping from input to output is undoubtedly the issue of pattern classification. Nevertheless, learning is the first step to design classifier, that is, ascertain the requirements for the classification error rate and choose appropriate discrimination rule.
Strictly speaking, the learning algorithm of NN is a supervised learning method by training feed forward neural network using error back propagation technique to determine the parameters of neural network. Its unique advantages lie in the greatest tolerance of the noisy data, as well as the ability to classify untrained data pattern.
When it comes to the breast cancer data classification, the major steps of using neural network learning algorithm can be summarized as follows: to begin with, through the provision of training samples and the class of sample, the network prediction of each sample is compared with the actual known class label, and then the weight of each training sample is adjusted to achieve the purpose of classifying other sample data.
The use of neural network to classify breast cancer data is illustrated in Fig.1 . Each node in the network corresponds to the output node of a network unit, while the real lines from the bottom into node are regarded as its input. Intermediate cell is called the hidden layer units, whose output are only in the internal network, not a part of all the network output. The output of the hidden layer is considered as the input of two output units, corresponding to a result of the diagnosis of breast cancer, benign or malignant tumor.
B. Processing Procedure of Genetic Algorithm
Genetic algorithm (GA) is a global optimization algorithm drawn from the evolutionary ideas and inspiration [14] , [15] . In essence, it is a direct search method which is independent of the concrete problems. GA has gained extensive application in image processing, biological science, neural networks, pattern recognition, machine learning and the like. The major steps of GA are as follows:
 GA resolves the solution of the problem into a chromosome, namely, a binary encoding string in the algorithm.  Before the implementation of genetic algorithm, a group of chromosome is given that is assumed solution normally and these hypothetic solutions are put into the problems.  Especially, an excellent chromosome is chosen to copy, crossover, mutation so as to produce a new generation group according to the principle of survival of the fittest.  As a result, they evolve from generation to generation, and finally converge to the most acceptable chromosome, that is, the optimal solution. In summary, genetic algorithm proceeds from an initial population, through a series of genetic operation, such as, selection, crossover and mutation, to search a better space step by step until reach the optimal solution. It is obvious that genetic algorithm is an optimization methodology. Here, genetic algorithm with global optimization strategies is integrated into the neural network model to improve the classification rate of breast cancer diagnosis.
C. GANN to Feature Selection
As a rule, it is generally acknowledged that breast cancer is more likely to be correctly diagnosed if there is more learning sample. Therefore, when people collect the data of breast cancer diagnosis (BCD), measurement data is always gathered as much as possible. On the other hand, although the sample data with high dimension contains abundant information about objective things in machine learning, this will give rise to a series of problems, such as rapid growth in the time of processing data together with storage space of samples, and some redundant information, even sometimes it is impossible to be directly used for classification.
That refers to the so-called curse of dimensionality problem. More importantly, feature dimension affects both classification accuracy and the computational complexity of designing classifier. Accordingly, we hope to figure out the most essential information and some of the characteristics which best describe sample data by compressing the dimension of mode. In general, such techniques as mapping or transformation can change the high-dimensional feature in the high-dimensional space U h into the low-dimensional feature in the lowdimensional space U l to some extent. We denote the prototypes as hl U U h l  . Note that the feature dimensions are compressed on the premise that the classification property of the sample remains unchanged.
Considering feature subset selection problem of the n class. In the original feature set U h , the instance space
, where the number of attributes is p, the total number of instances is q, and . A subset of n class instances is consistent with the same feature set U h . In this study, we not merely take full advantage of genetic algorithms to implement optimal feature subset selection, but optimize weights and thresholds of neural network as well. The entire structure of the proposed model GANNFS is described in Fig.2 .
III. IMPLEMENTATION DETAILS
In order to design splendid neural network architecture and carry through feature selection using genetic algorithm, the first step is to solve the network coding problem; then get the optimal structure after selection, crossover and mutation operators.
A. Encoding
Genetic algorithm needs to adopt a certain encoding scheme which is able to map the solution space to code space. Coding theory is an important factor when the efficiency of GA is taken into consideration. (1) where N, n represent the population size and the length of chromosome, respectively. If a certain genes p ij is 1, it means that the corresponding feature participates in the modeling, otherwise, the bit is 0, which indicates that the corresponding feature does not involve in modeling. Take the problem of ten variables as an example, as Table I shows, "0100011010"denotes that the second feature as well as the sixth, seventh, ninth one are selected to participate in modeling, others don't involve in modeling. 
B. Initial Population
In general, the binary strings of length n constitute initial solution of genetic algorithm, commonly known as initial population. Each bit is just the gene of individual chromosomes in each string. If multiple-initialization is introduced in genetic algorithm, it will have a stronger search ability of the global best solution. There is no doubt that large groups contain more models to provide sufficient sample capacity for genetic algorithm, improving the searching quality of GA and preventing premature convergence. However, it will increase the computation of large groups of individual fitness evaluation, so that the convergence rate decreases. Let the initial population P be defined as   where p i is defined in (1) . Here the population size N is set to 40.
C. Fitness
The fitness of one chromosome is regarded as the evaluation of viability, which determines the probability of being selected of the chromosomes in the selection operation. The higher fitness the individuals obtain, the more generation it has. In this study, the error function E of neural network classifier can be derived by the following equation:
where t, o denote the predicted output value, the actual output value, respectively. Then the inverse of the sum squared error is selected as the fitness function f in the test dataset.
 
The weights and thresholds built by BP neural network are all optimized using genetic algorithm in respect of calculating every individual fitness function value.
D. Selection
The main purpose of selection operation is to avoid the loss of useful genetic information and to improve the global convergence and computational efficiency. The choice is based upon the size of the fitness of each chromosome. Just as mentioned above, the higher fitness function value the chromosome possesses, the larger the likelihood to be selected is. In brief, it spreads more widely in the next generation, with a large number of offspring.
In this paper, we employed roulette wheel selection method. For one thing, the fitness value of each chromosome is calculated. For another, the proportion of the fitness in total fitness value is computed as well, which implies the individual probability of being selected in the selection process. In fact, for a given population size and individual fitness value, generally, the selected probability P S is computed by
where f denotes the average fitness value of the group.
E. Crossover
Generally speaking, the selection operator is to pass the original fine genes on to the next generation, while the crossover operator can generate new individual containing more excellent genes. It plays an important role in searching optimal solutions [16] . To establish a close correlation between the design of crossover mode and the structure of coding bit string, we designed two kinds of crossover operator in this article, respectively.
As for feature extraction of the input feature set, onepoint crossover is adopted. It is safe to draw the conclusion that the number of one-point crossover is up to 29, concerning two individuals of 30-bit string length in this research. The operation procedure is described in Fig. 3 : Firstly, two chromosomes are randomly selected in the new copy of population, and each chromosome is composed of multi-bits (genes); and then one position is stochastically taken among the genes of two chromosomes, what's more, both of them swap the end part of the genes from this point.
With regard to optimizing the weights and thresholds of neural network using the genetic algorithm, the arithmetic crossover operator [17] is utilized. The offspring chromosomes 
F. Mutation
Mutation operation can ensure the diversity of the population to some extent, so that the search covers space as large as possible to avoid falling into local solutions due to losing useful information in the search. We made good use of simple mutation when feature extraction of training sets is taken into account. It will change a gene at a certain probability in the range of 1 and 0 at random to produce a new individual.
Since uniform mutation tends to result in weak local search performance, we take full advantage of nonuniform mutation operator to optimize the weights and biases. This technique creates a random disturbance to the original gene variation. Meanwhile, the result of perturbation after mutation is considered as new gene value.
Crossover probability P c is set to 0.2 in this research. By and large, the higher crossover rate is, the faster the loss speed of fine genetic structure is. Conversely, if crossover rate is too low, it may lead to stop searching. Similarly, a type of premature genetic information could not be recovered when mutation probability is too small, whereas the genetic search will turn into a random search if the mutation rate is too high. Therefore, mutation rate P m is set to 0.05 to avoid such a dilemma. 
G. Termination criterion
Determine GANNFS whether continues to run or not. If it reaches the stopping condition, that is the maximum number of iterations T, end the algorithm and output the optimal feature subset, together with weights and thresholds of neural networks.
IV. EXPERIMENTAL DESIGN
A. Data and variables
Our experimental dataset is obtained from the UCI machine learning database, which was generated by Dr. William at hospital at the University of Wisconsin Madison [18] . This Wisconsin breast cancer dataset contains 2 classes and 569 instances, of which 357 cases were benign, 212 cases were malignant. The number of attributes is 30, including ten quantifying feature, such as diameter, perimeter, symmetry etc. and their mean value, standard deviation, the worst value. It is obvious that there is a close relationship between these characteristics and identification of benign and malignant cells.
We divided the dataset into two parts, of which one is the training set and the other is the testing set. It should be noted that the training set is used for training the parameter of BPNN using a BP algorithm. On the other hand, the testing set is introduced for the purpose of testing the generalization ability of neural network. The first 400 samples are adopted for training, and the rest 169 samples for testing. Fig. 1 shows our designed NN model and Fig. 2 shows our theoretical framework including neural network classifier in combination with genetic algorithm to feature selection. At first, BP neural network is trained through 20 epochs, a learning rate of 0.1. What's more, we design the structure of BPNN with 30 nodes in the input layer, 2 nodes in the output layer. Our experimental studies showed that 31 nodes in the hidden layer gave the best results because a higher number caused over-training. The parameter settings on GANNFS algorithm are as follows:
 Population size (M):40  Generation number (T):80  Crossover rate (P c ):0.2  Mutation rate (P m ):0.05
B. Experimental results and performance analysis
As far as the classification performance of the model is concerned, the classification rate (C) denotes the percentage of correctly classified samples, which is computed by the following formula.
where c n , t n represent the number of correctly classified samples and the total number of the samples, respectively. GANNFS was started with 40 randomly generated chromosomes, and then the process of calculating the fitness value, selection, crossover and mutation was iterated through 80 generations. The average and the best fitness function of our model with nine features are given in Fig. 4 , which vary with genetic algebras.
To verify the effectiveness of our model, Back Propagation (BP) Neural Network classifier, Radial Basis Function (RBF) Neural Network classifier, Learning Vector Quantization (LVQ) Neural Network classifier, Genetic Algorithm BP neural network (GABP) and our designed classifier are adopted in the same experimental conditions to study classification performance of the samples for the testing sets.
The comparison results of five classifier concerning classification precision are depicted in Table Ⅱ . It can be obviously seen that the recognition rate in terms of the right classification percentage has distinctly increased, which is measured by our GANNFS model. For one thing, our GABPFS model has the highest classification accuracy (99.1%), containing nine features. For another, the modeling time using GABPFS technique is also greatly reduced, which further demonstrates that our algorithm is feasible. Numerous experiments using our proposed model GANNFS are conducted, most of which have got high recognition rate. Table III shows four corresponding experimental results. For instance, s1 denotes the first feature to be selected in modeling, to this analogizes, as has been noted in Table I . As is reflected in Table III , we can easily deduce from the results that our model with nine features achieved the highest classification rate, regardless of benign or malignant. In a word, genetic neural network classifier to feature extraction enjoys overwhelming superiority in medical diagnosis to solve the issue of breast cancer.
V. CONCLUSION
In this research, a classification framework is put forward using neural network and genetic algorithm. In this study, feature subsets are firstly extracted from the datasets by genetic algorithm, and then the structure parameters of feature subset and neural network were optimized by our presented technique, namely, GANNFS. The proposed model has been implemented to identify benign and malignant breast cell. Most importantly, the experiment results showed that the technique proposed in this paper is superior to those popularly recognized approaches. Compared with the previously reported results [12] , our model is much more effective in detecting breast cell.
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