Abstract. We have selected square subareas (110 km on a side) from coastal zone color scanner (CZCS) and advanced very high resolution radiometer (AVHRR) images for 1981 in the California Current region off northern California for which we could identify sequences of cloud-free data over periods of days to weeks. We applied a twodimensional fast Fourier transform to images after median filtering, (x, y) plane removal, and cosine tapering. We formed autospectra and coherence spectra as functions of a scalar wavenumber. Coherence estimates between pairs of images were plotted against time separation between images for several wide wavenumber bands to provide a temporal lagged coherence function. The temporal rate of loss of correlation (decorrelation time scale) in surface patterns provides a measure of the rate of pattern change or evolution as a function of spatial dimension. We found that patterns evolved (or lost correlation) approximately twice as rapidly in upwelling jets as in the "quieter" regions between jets. The rapid evolution of pigment patterns (lifetime of about 1 week or less for scales of 50-100 km) ought to hinder biomass transfer to zooplankton predators compared with phytoplankton patches that persist for longer times. We found no significant differences between the statistics of CZCS and AVHRR images (spectral shape or rate of decorrelation). In addition, in two of the three areas studied, the peak correlation between AVHRR and CZCS images from the same area occurred at zero lag, indicating that the patterns evolved simultaneously. In the third area, maximum coherence between thermal and pigment patterns occurred when pigment images lagged thermal images by 1-2 days, mirroring the expected lag of high pigment behind low temperatures (and high nutrients) in recently upwelled water. We conclude that in dynamic areas such as coastal upwelling systems, the phytoplankton cells (identified by pigment color patterns) behave largely as passive scalars at the mesoscale and that growth, death, and sinking of phytoplankton collectively play at most a marginal role in determining the spectral statistics of the pigment patterns.
errors are usually larger because of the lack of high-quality in situ observations for calibration and because of undetected clouds. The comparable rms error for derived chlorophyll pigment from the CZCS is ---0.3 logl0(pigment) [Gordon et al., 1983a] . The scatter is greater at lower (because of signal noise) and higher pigment concentrations [Brown et Careful analysis of AVHRR and CZCS imagery has increased our understanding of mesoscale processes in the upper ocean. Both types of data have been used to study the advection and propagation of near-surface eddies and other features, AVHRR data have been used in mesoscale air-sea interaction studies, and CZCS data have been used to estimate pigment amounts and rates of primary production and how they vary at the mesoscale. Spectrum analysis of satellite imagery promises a compact, quantitative description of near-surface horizontal spatial variability. Moreover, several models and hypotheses that include various physical transport and mixing processes and biological growth, death, and sinking formulations predict certain spectral shapes for both sea surface temperature and chlorophyll pigment (indicating the abundance of phytoplankton). In all cases, differences in spectral shapes between CZCS and AVHRR data are hypothesized to indicate the importance of nonconservative biological processes in determining the spatial patterns of the chlorophyll pigment beyond the advective and diffusive processes in the physical water motions. In reality, the thermal patterns are neither passive nor conserved, because they contribute to the geostrophic currents and they change as a result of solar heating, air-sea heat exchange, and exchange of the surface layer with the deeper ocean (for example, Swenson et al. [1992] found from drifter data that cold jets are heated preferentially by about 0.15øC d -l compared with adjacent warmer waters).
Various investigators have performed spectrum analysis on AVHRR and CZCS satellite imagery, using either conventional single-variable analysis of one-dimensional transects sampled from the images or two-dimensional analysis of cloud-free subareas of the images. For ocean color images, Gower et al. [1980] obtained an equivalent onedimensional spectrum (by averaging spectral coetficients in concentric rings in two-dimensional wavenumber space) for one of the visible bands in a Landsat image (180 x 250 km) of the Atlantic Ocean south of Iceland. The log-log plot of the spectrum was roughly linear with a slope of about -3, corresponding to a slope of -2 for a log-log plot converted from a variance-conserving linear spectrum (where spectral coetficients are summed rather than averaged, thereby conserving variance (DA88)). DA88 obtained (by summing coetficients) a spectral slope of roughly -2 for CZCS images of areas off Vancouver Island, Canada, but they were primarily interested, as we are in this paper, in calculating autospectra as one step in the calculation of squaredcoherence spectra between pairs of images of the same area but separated in time. For six areas in the Atlantic and Pacific oceans, Barale and Trees [1987] calculated average variance spectra from 20 transects in each area with slopes ranging from -1.0 to -2.5. The spectral shapes were similar to those of DA88 except for the two open ocean areas with the lowest chlorophyll concentrations (<0.2 mg m-3), for which the log-log spectra were not straight lines but increased upward for wavenumbers greater than about 0.05 (pixels-l).
The average dimension of their "compressed" pixels was 2.5 km, making the wavenumber roughly equivalent to 0.02 km -l . Smith et al. [ 1988] analyzed 48 CZCS images from six areas off southern California. They, like DA88, found that pigment concentrations were approximately log normally distributed. Spectral slopes ranged from about -2 to -3, but they found a distinct shallowing of the slope at wavenumbers greater than about 0.08 km -l. In four comparisons, they found no such change in slope in temperature spectra. They attributed the divergence of the chlorophyll spectra from the temperature spectra to biological processes affecting the chlorophyll pigments at smaller scales. Burgert and Hsieh [1989] calculated spectra for transect lines taken on AVHRR data for the area studied by DA88. They obtained straight-line spectra on log-log plots with slopes of about -2, but data from the same transect taken on two images 1 day apart were coherent only for wavenumbers greater than about 0.18 km -l . Coherence only at small scales is difficult to explain because of image "navigation" uncertainties, surface currents and eddy evolution, and air-sea heat exchanges.
The first objective of this paper is the same as that of DA88: to estimate from sequences of satellite images the rate of decorrelation or change in surface patterns as a function of the time separation between images. We calculate the squared coherence K •2(K) for broad bands of inverse wavelength K (where the directional spectra have been converted to equivalent one-dimensional spectra). For each wavenumber band (here wavenumber --inverse wavelength), the squared coherence K122(•, •-) values are plotted against the time separation •-between images, forming the spectral analog of a lagged cross-correlation function r•2(0, •'). For this paper we have identified sequences of both CZCS and AVHRR images from the area off northern California that was the site of the Coastal Ocean Dynamics Experiment (CODE-81). We therefore can examine differences in spectral statistics, specifically the time rate of pattern decorrelation between pigment and thermal patterns, that might indicate biological influences on the spatial patterns of chlorophyll pigment. In addition, we can calculate a timelagged cross-coherence function between pigment and thermal patterns to investigate whether the spectral statistics of the pigment patterns lag those of the thermal patterns, as might be expected in a coastal upwelling regime where high-biomass regions are assumed to develop downstream from the centers of upwelling of nutrient-rich waters.
Methodology Study Area
The study area is the continental margin of northern California that was the region of CODE-81. The CZCS Plate 1. CZCS image for Julian day 189, 1981, showing the three 100 x 100 pixel regions used in the analyses: subarea 6, the northern filament; subarea 4, the middle eddy; and subarea 7, the southern filament. The image, an equirectangular projection centered on 39øN, 125øW, represents 512 x 512 square pixels, each 1.1 km on a side (representing 0.01 ø of latitude). The gray patterning in the lower left is cloud, and the large enclosed bay to the east of subarea 7 is San Francisco Bay.
images, collected at the Scripps Satellite Facility and processed at the Jet Propulsion Laboratory, are cataloged by Abbott and Zion [ 1984] . They were remapped to an equirectangular grid of 512 x 512 pixels centered at 39øN, 125øW, where each pixel is 1.1 km on a side (corresponding to 0.01 ø of latitude). Phytoplankton pigment concentrations were estimated with the standard algorithms of Gordon et al. [1983a, b] and correlated well with shipboard samples (r 2 = 0.8, slope = 1.0, n = 11) [Abbott and Zion, 1987] . AVHRR images for the same time period were remapped to the same grid and converted to temperatures with standard algorithms. On the basis of absence of cloud cover on repeated days (see below), we eventually chose three subareas (100 x 100 pixels) on which to perform spectrum analysis, and they are shown in Plate 1. Subareas 6 (northern filament) and 7 (southern filament) are located in "active" regimes where persistent upwelling filaments develop from the coast to several hundred kilometers offshore, and subarea 4 (middle eddy) is located in a "quiet" regime between the two centers of upwelling activity.
Altihough the data were proccsscd using an carly vcrsion of the CZCS algorithms developed at the University of Miami, the residual errors caused by use of the Rayleigh single-scattering correction and by algorithm "switching" are not important for this analysis. Use of the singlescattering algorithm will cause errors at the low Sun angles which occur at high latitudes during winter. As the analysis was confined to summer, this will not be a significant source of error. Images in which the region of interest lies at the edge of the swath were discarded in part because of the difficulty of atmospheric correction and also because of pixel distortion caused by the large off-nadir view angle. Algorithm switching will manifest itself at small scales; as our analysis will show, successive images are essentially decor-DENMAN AND ABBOTT: PATTERNS IN AVHRR AND CZCS IMAGERY related at scales less than a few kilometers, and we consider them no further. We removed from analysis all images in which more than a few pixels were contaminated by clouds. Improved algorithms might have reduced the number of images that we discarded, but they would not have significantly altered the statistical results from the images that we analyzed.
Algorithms for Spectrum Analysis
We followed the basic methodology for statistical and spectrum analyses developed by DA88. In the analysis of the CZCS data, we used log chlorophyll values because they were more nearly normally distributed, a desirable prerequisite for spectrum analysis. A. Dolling of Channel Consulting performed the analyses at the Institute of Ocean Sciences in Sidney, British Columbia, Canada.
First, we examined images visually and checked their frequency distributions for contamination by clouds in order to identify subareas that were clear on several occasions days to weeks apart. Then a 3 x 3 running median filter was applied to all images to remove noise spikes or dropout, and out-of-range points (providing there were only a few) were set to zero (after a least squares fitted (x, y) plane had been removed). We were unable to determine completely objective criteria for rejection of images contaminated by cloud, but we erred on the conservative side by rejecting images with any question of contamination, often after examining the autospectra for excessive variance at high wavenumbers. 19002, 19102, 19104, 19116, 19203, 19216, 19421, 19502, 19516, 19521 *AVHRR 18903 indicates Julian day 189 at 0300 UT.
quadrature spectra C12(t() and Q12(t() in several broad wavenumber bands. One-dimensional squared-coherence estimates were then formed:
Finally, we plotted the squared-coherence estimates K•22(•, r) against the time separation r between image pairs to form a time-lagged cross-coherence function for thermal images and chlorophyll pigment images and between thermal and pigment images.
Confidence limits for the autospectra were computed in the standard manner [e.g., Jenkins and Watts, 1968] under the assumption that each normalized spectral estimate is a chi-squared variable whose number of degrees of freedom equals the number of raw spectral estimates summed in that wavenumber band. Squared-coherence threshold levels for nonzero significance relative to expected coherence between two random uncorrelated images were estimated as in DA88. We calculated the squared-coherence spectrum between many pairs of synthetic random uncorrelated images with the appropriate spectral shape for the various bandwidths At( that we used. Out of 1000 realizations we chose the onehundredth highest estimate as the 90% significance level; that is, only 1 of 10 estimates of squared coherence between two random uncorrelated images would be expected to exceed this value.
Results

Autospectra
We calculated autospectra for all the images in Table 1 (denoted by Julian day and, for AVHRR, by an additional two digits denoting the hour in UT), but we have plotted in Figure 1 autospectra only for the middle eddy, which had a comparable number of clear images for both CZCS and AVHRR data. The 90% confidence intervals would apply to each individual spectrum where the black dot represents the actual spectral estimate. Except for the lowest few spectral estimates, the estimates were summed in concentric rings in wavenumber space, whose width AK increased exponentially with • so as to be of constant width on a log • plot. The maximum at zero time lag, with values dropping below the 90% significance levels for time separations greater than about 2 days. Figure 8 shows the same analysis for the middle eddy. Again, there is a clear maximum at zero time lag, but consistent with the autocoherence results in Figure  4 , squared coherences remain significant out to lags of 5 to 7 days. Since the pigment patterns do not lag the thermal patterns in time, it appears that the growth, death, and sinking of the phytoplankton do not significantly affect the statistics of their mesoscale patterns. This coastal regime, although productive, is sufficiently dynamic that the currents and their variability dominate the generation and evolution of the phytoplankton pigment patterns at these spatial scales. However, the lagged cross coherences for the southern filament, plotted in Figure 9 , produce unexpected results. At both large and medium scales, significant cross coherence occurs only for lags of 3 days or less (consistent with the northern filament), but the maximum now occurs when pigment (CZCS) patterns lag thermal (AVHRR) patterns by 1 to 2 days. We expect peak concentrations of phytoplankton to occur "downstream" from centers of newly upwelled reasonable time, an equilibrium was reached at which the large-length-scale growth rate variability generated largescale patchiness which was transferred by turbulence to shorter-length scales at which variance was dissipated by explicitly modeled diffusion. setts. Autospectra were similar to those obtained in this and other studies, and cross-coherence spectra were not significant. Cross-correlation functions were significant at nonzero lags, but both temperature and chlorophyll series showed significant correlation with water depth at much greater lags, indicating that both were dominated by tidal currents advecting water on and off the shallow banks.
We did not explore the coherences for length scales of less than 25 km for several reasons, including different penetration depths of AVHRR and CZCS sensors, different nonconservative processes (such as air-sea heat exchanges and phytoplankton growth, mortality, and sinking), and the estimation [Gordon et al., 1983a ] that errors of -+3 km are common in geographic location in CZCS images (and presumably AVHRR images) because of uncertainties in satellite location information. Moreover, searching for complete agreement between models of plankton patchiness and our data would be unwise, because in most models the effects of predation by zooplankton or fish larvae are assumed to be negligible. Davis et al. [1991] have made the first steps toward modeling the effects of swimming, prey patchiness, and turbulence on the distribution of predators and find their results to be sensitive to the relative rates of growth and turbulence. Whether such sensitivities in the patchiness of the predator translate into similar sensitivities in the patchiness of the phytoplankton prey has not been well established in observations and obviously will require in situ as well as remote data. that poorly resolved mesoscale patterns may add significant error to estimates of monthly to seasonal regional production obtained from satellite color imagery. However, because of the high degree of correlation between CZCS and AVHRR on the same or adjacent days, AVHRR images, available from several satellites, might be used to augment sparse ocean color data from a single sensor on a single satellite such as the CZCS or the upcoming sea-viewing wide-fie!dof-view sensor (SeaWiFS). Analyses like that in the present paper would be required to determine the characteristic pattern decorrelation time for a given region of interest.
Importance to Remote Estimates of Primary
Importance of Data Assimilation Into Numerical Models
Concerning the third problem, data assimilation into numerical models [Bennett, 1992] However, the techniques that we have applied to satellite data should be capable of providing both the temporal and spatial correlation functions for optimal interpolation and assimilation in a particular region.
