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A precise understanding of mechanisms governing the dynamics of electrons in atoms and
molecules subjected to intense laser fields has a key meaning for the description of phenomena
such as the high-harmonic generation and ionization. From the theoretical point of view this is
still a challenging task, as the currently existing methods of solving the time-dependent Schrödinger
equation are characterized with either limited accuracy, or limited applicability. In this paper we
explore the method of expanding the wavefunction of the examined system into a linear combination
of atom-centered basis functions, and present a novel systematic scheme for constructing an optimal
Gaussian basis set suitable for the description of excited and continuum atomic or molecular states.
We analyze the performance of the proposed basis sets by performing a series of time-dependent con-
figuration interaction calculations for the hydrogen atom in fields of intensity varying from 5× 1013
W/cm2 to 5× 1014 W/cm2. We also compare the results with data obtained using Gaussian basis
sets proposed previously by other authors.
PACS numbers: 42.65.Ky, 32.80.Rm
I. INTRODUCTION
Attoscience is a rapidly developing area of research
with opportunities of unprecedented applications in
physics, chemistry and biology. In attoscience, the ba-
sic process consist of shining a short (a few optical cycles
long) pulse of near- or mid-infrared laser radiation on a
target, which can be an atom, a molecule, a biomolecule,
etc [1–3]. The response of the target may result in high-
harmonic generation (HHG) [4–11] and, if the intensity of
the pulse is high enough, in electron detachment and for-
mation of atomic or molecular ions [12–30]. The high har-
monics are generated as a part of a macroscopic, phase-
matched process [31], and manifest themselves as XUV or
X-ray pulses at frequencies given by integer multiples of
the driving pulse frequency [32–36]. These pulses are not
very intense, but they have attosecond-scale duration,
and exhibit a very high spatial and temporal coherence
[37–40], so they allow for imaging of the structure and
dynamics of matter in its natural length and time scales.
The HHG spectrum is characterized by its distinctive
shape. For a few lowest harmonic peaks, the intensity de-
creases with the harmonic order according to lowest-order
perturbation theory [41]. Afterwards, a long plateau is
observed in which the harmonic peaks are of a similar
height. This plateau terminates with a sharp cutoff,
∗ awozniak@chem.uw.edu.pl
beyond which the emission decays exponentially. This
shape is usually explained using a semiclassical picture,
encoded in the famous three-step model of HHG [7–9].
In the first step, the electron escapes the potential well
of the nucleus via tunneling ionization. In the second
step, it is further accelerated in the laser field until the
direction of the field changes. Finally, in the third step,
it is reaccelerated toward the residual ion and recom-
bines with it, which is accompanied by an emission of a
high-energy photon. The maximum energy of the emit-
ted photons, and thus the position of the harmonic cutoff,
depends on the ponderomotive energy Up and on the ion-
ization potential Ip via the relation Ecutoff = Ip+3.17Up.
For inversion-symmetric media, such as atoms in the gas
phase, only peaks at odd harmonics are present in the
spectrum, due to symmetry constraints.
Theoretical description of the HHG spectra requires
the knowledge of the time evolution of the dipole moment
in the non-perturbative regime. This is a formidable
task, since it in turn requires solving the time-dependent
Schrödinger equation (TDSE) [42]. This problem can be
treated in two ways: either by diverse analytical meth-
ods or by solving the TDSE using a variety of numerical
methods [43]. In the former case, the strong field ap-
proximation (SFA) is undoubtedly the method of choice.
SFA is the first step in getting a basic understanding
of HHG and related phenomena in various new settings
[9, 42, 44–46]. Indeed, SFA provides an intuitive basis for
interpretation of the numerical solutions of TDSE and,
ar
X
iv
:2
00
7.
10
37
5v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
20
 Ju
l 2
02
0
2for example, allows for decoding information about the
target atom, molecule or solid from the high-harmonic
spectra [47, 48]. In the case of numerical techniques for
solving the TDSE, recent developments in real-time prop-
agation of the wavefunction on a finite spatial grid have
proven extremely useful for the description and under-
standing of the electron dynamics during processes such
as the high-harmonic generation and ionization [49–63].
However, the explicit full-dimensional numerical integra-
tion of TDSE is applicable mostly to one-electron sys-
tems, such as the hydrogen-like ions and the H+2 ion. At
present, there are only a few groups that are able to real-
ize this task for two-electron systems, such as the helium
atom [64–71]. Extending this approach to more complex
systems is barely feasible, as it requires huge amounts
of memory and computational time, and must rely on
using various approximations, such as the most com-
monly used single-active-electron approximation [6, 72–
83]. Such techniques have some serious limitations, as
pointed out e.g. by Gordon et al. [84]. To go be-
yond the single-active-electron approximation one may
resort to restricted dimensionality models [85–96] - an ap-
proach that yields accurate predictions of many strong-
field phenomena including the study of spin-dependent
effects in three-electron systems [97–100]. Nevertheless,
the results obtained with these methods are qualitative in
nature and the formalism is difficult to extend to many-
electron systems like molecules. Still, a valuable insight
into the strong-field phenomena, especially in the context
of many-electron systems or interactions with elliptically
polarized laser pulses, is gained from a classical and semi-
classical analysis [101–110]. However, when it comes to
the reproduction of the high-harmonic spectra the classi-
cal methods alone turn out to be too complicated [111].
Due to the limitations discussed, novel methods that can
describe many-electron systems are still in high demand.
A remedy for this problem may be to apply the meth-
ods that are widely used in quantum chemistry. In
general, they employ the expansion of the wavefunc-
tion of the examined system into a linear combination
of predefined, atom-centered square-integrable L2 func-
tions that imitate the atomic orbitals, called the basis
set. Currently, for a majority of the widely-used quan-
tum chemistry methods real-time time-dependent coun-
terparts have been developed and applied to the real-
time propagation, including time-dependent Hartree-
Fock [112–117], time-dependent configuration interac-
tion [118–124], time-dependent density functional the-
ory [117, 125–128], algebraic diagrammatic construction
[129, 130], and time-dependent coupled cluster [131–
133]. The basis set approach is much less limited by
the number of electrons and atoms than the grid-based
approach. It is also computationally less expensive, since
most of the necessary calculations can be performed an-
alytically. The most common type of functions used in
quantum chemistry are the so-called Gaussian-type or-
bitals (GTOs) of general (normalized) form
χGTOlm;α (r, θ, φ) =
√
2(2α)l+3/2
Γ(l + 32 )
rl exp
(−αr2)Ylm(θ, φ).
(1)
where Ylm(θ, φ) are the spherical harmonics and α is a
positive real number. The GTOs have some particu-
larly convenient mathematical properties that allow for
a fast and efficient computation of many-center inte-
grals, required in calculations for polyatomic molecules.
Nowadays the calculations using GTO basis sets are
routinely performed for systems containing thousands
of electrons. However, since most of quantum chemi-
cal studies are focused on determining the properties of
atoms and molecules in their ground states, a great ma-
jority of the existing atomic basis sets, such as Pople,
Dunning or Ahlrichs basis sets, have been obtained by
minimizing the atomic ground state energies at a suit-
able level of theory (usually the Hartree-Fock or a simple
post-HF method) [134]. It is thus natural that these ba-
sis sets approximate the lowest energy states much more
accurately than the excited states. During a real-time
propagation, the atoms or molecules in intense laser fields
usually become excited to states near or above the ion-
ization threshold. What we need, then, are basis sets
which are able to describe a sufficiently large number of
excited and continuum atomic or molecular states, with
a precision comparable to that of the description of the
ground state.
It is quite obvious that the construction of a Gaussian
basis that correctly mimics the oscillatory behavior of the
continuum orbitals is far from trivial. Fiori and Miraglia
[135] and later Szczygieł et al. [136] introduced a new ap-
proach for approximating the continuum wave functions
of the hydrogen atom with a square integrable basis set to
describe the ionization processes. This basis set consists
of plane wave functions multiplied by the Gaussian type
orbitals (GTOPWs or London orbitals), which mimic the
oscillatory behavior of the continuum orbital. It turned
out that with this basis set one could very accurately
reproduce the measured ionization spectra of the hydro-
gen and helium atoms as well as molecular-frame photo-
electron angular distributions for the hydrogen molecule
[135, 136]. However, this approach failed to exceed be-
yond the perturbative regime.
One of the very first concepts of a pure Gaussian basis
set designed specifically for the description of the Ryd-
berg and continuum molecular states was conceived by
Kauffman et al. in 1989 [137]. They presented a method
for constructing a set of Gaussian-type orbitals (GTOs)
with the exponents fitted to maximize their overlaps with
a series of the so-called Slater-type orbitals (STOs)
χSTOnlm;ζ(r, θ, φ) =
(2ζ)n+1/2√
Γ(2n+ 1)
rn−1 exp(−ζr)Ylm(θ, φ)
(2)
with a constant exponent ζ and a variable positive inte-
ger principal quantum number n. In principle, the idea
3behind this is appealing, because STOs constitute a com-
plete basis set in the Hilbert space, making it possible to
describe the electronic continuum without the need to
use any non-square-integrable functions. Kaufmann has
shown that his functions (referred to as the Kaufmann
functions or K functions further in the text) are able to
generate a discretized spectrum of the continuum eigen-
functions and imitate the Coulomb wave functions up to
considerably long distances away from the nuclei [137].
Unfortunately, the Kaufmann functions also possess
some major drawbacks. First, since each STO is de-
scribed with a single GTO, the size of the basis set scales
linearly with the number of STOs to be reproduced.
Moreover, the high-n STOs are approximated less ac-
curately compared to the low-n ones. Finally, the STOs
form a non-orthogonal basis set, and the overlap inte-
gral between two adjacent STOs approaches unity with
increasing n. It therefore follows that, for large n, the val-
ues the exponents of the K functions also become closer to
each other, creating a risk of linear dependencies appear-
ing in the basis set, which may jeopardize the numerical
stability of the calculations.
The disadvantages listed above make the Kaufmann
basis sets rather ineffective for the description of states
close to or beyond the ionization threshold, the descrip-
tion of which may require including STOs with very high
principal quantum numbers. Therefore, their applica-
bility in attoscience is limited to simulating atoms and
molecules in laser fields of relatively low intensities. Due
to the same reason, the K functions may be inefficient for
the description of heavier elements. Since the STO’s prin-
cipal quantum number can be associated with the atomic
shell number, for atoms with a large number of occupied
shells it may turn out that the linear dependencies and
fitting inaccuracies prevent one from representing more
than a few lowest excited states accurately.
It is worth noting that after the publication of the
paper by Kaufmann et al. several attempts to create
Gaussian basis sets suitable for the description of the ex-
cited and continuum states have appeared. Nestmann
and Peyerimhoff reported fitting linear combinations of
GTOs to spherical Bessel functions for the purpose of
the electron-molecule scattering calculations [138]. Their
work was later extended to the Coulomb wave functions
by Faure et al. [139]. Some more elaborate approaches,
such as the B-spline basis sets or combinations of Gaus-
sians and grid-based methods, have also been employed
with success in describing both ionization rates and HHG
[140–145].
Recently, Coccia and collaborators have decided to re-
visit and extend the work of Kaufmann et al. with the
primary goal of constructing basis sets for an accurate
description of atomic and molecular HHG spectra [145–
150]. They combined the K functions with augmented
Dunning basis sets containing a very large number of
diffuse functions [151]. Their method proved useful for
the description of HHG at intensities below the barrier-
suppression ionization threshold. However, the limita-
tions stemming from the use of the K functions, such as
near-linear dependencies within this basis set, could not
be avoided.
In this paper we introduce a novel systematic scheme
for constructing finite Gaussian basis sets for an opti-
mal representation of both bound and continuum eigen-
states of the Hamiltonian. Recalling the benefits of the
Kaufmann approach, such as simplicity and physical in-
terpretability of the K functions, we determine a series
of Gaussian functions to best reproduce a given subset
of STOs. However, our approach is somewhat different.
Instead of optimizing a single GTO for each consecutive
STO, we optimize all GTOs at the same time, so that ev-
ery STO from a predefined range may be approximated
by their linear combination with a roughly equal accu-
racy.
The paper is organized as follows. In Section II we
briefly discuss the theory behind the basis set approach
to real-time propagation. The procedure used to ob-
tain optimal Gaussian basis sets is described in detail
in Section III. The computational details are presented
in Section IV. In Section V we present and discuss the re-
sults obtained via real-time propagation of the hydrogen
atom wavefunction using constructed basis sets. We also
compare them with the results obtained using basis sets
composed of the K functions and using the grid-based
approach. Finally, Section VI is a brief summary of this
work.
II. OUTLINE OF THE THEORY
The main goal of the real-time propagation approach
is to solve the time-dependent Schrödinger equation
i
∂
∂t
|Ψ(r, t)〉 = Hˆ(t)|Ψ(r, t)〉, (3)
where both the Hamiltonian and the wavefunction de-
pend explicitly on time. Most numerical approaches in-
troduce the propagator derived from the Magnus expan-
sion [152] which connects the wavefunctions at times t1
and t2:
U(t2, t1) = Tˆ exp
(
−i
∫ t2
t1
Hˆ(t)dt
)
(4a)
|Ψ(r, t2)〉 = U(t2, t1)|Ψ(r, t1)〉 (4b)
via a time-ordered matrix exponential. It is then assumed
that the total evolution time can be divided into a large
number of small yet finite timesteps ∆t during which the
time-dependency of the Hamiltonian can be ignored, and
the integral formula for the propagator is replaced with
a finite difference one:
U(t+ ∆t, t) = exp (−i∆tH(t+ ∆t/2)) . (5)
The fractional timestep was introduced by using the mid-
point rule when approximating the integral of the Hamil-
tonian from t to t+ ∆t.
4When solving the TDSE using the grid-based methods,
the real-time propagation may be performed by recalcu-
lating at each timestep the values of the wavefunction at
the given set of points in space. However, there is also
an alternative approach. In most cases the Hamiltonian
can be expressed as a sum of a time-independent part
H0, describing the unperturbed atom or molecule, and
a time-dependent light-matter interaction operator V (t),
Hˆ(t) = Hˆ0 + Vˆ (t). The unperturbed Hamiltionian is
usually a Hermitian operator, so its eigenstates consti-
tute a complete basis set in the Hilbert space. Therefore,
the wavefunction at any time t may be expanded in this
basis:
|Ψ(r, t)〉 =
∞∑
n=1
cn(t)|ψn(r)〉. (6)
Thus, we reduce the problem of finding the time-
dependent wavefunction to a much simpler problem of
finding the time-dependent coefficients corresponding
to time-independent Hamiltonian eigenstates. The re-
maining problem is how to obtain the necessary eigen-
states. In most quantum chemistry methods, they are
approximated by diagonalizing the (unperturbed) Hamil-
tonian matrix H0 in a predefined set of functions χk
(the basis set), with the matrix elements (H0)mn =
〈χm|Hˆ0|χn〉. The expression for the approximate time-
dependent wavefunction expanded in the basis set then
reads as follows
|Ψ(r, t)〉 =
K∑
n=1
cn(t)
K∑
k=1
ckχk(r) =
K∑
k=1
c′k(t)χk(r). (7)
We are now able to replace the wavefunction with a col-
umn matrix c(t) of the time-dependent coefficients c′k(t)
and reformulate the propagation equation (4) with the
propagator (5) as a matrix equation
c(t+ ∆t) = exp (−i∆t[H0 +V(t+ ∆t/2)]) c(t), (8)
where the matrix V(t) is constructed analogously to the
matrix H0.
Note should also be taken on the possible mathemat-
ical form of the basis functions. In the single-electron
case they are simply L2 functions of three position vari-
ables, the linear combination of which approximates
the hydrogen-like orbitals. This also applies for the
time-dependent Hartree-Fock and time-dependent den-
sity functional theory methods, where the approximate
eigenstates are the Hartree-Fock or Kohn-Sham orbitals.
In the post-TDHF methods, such as time-dependent
configuration interaction, the basis set comprises of the
ground state and excited Slater determinants.
The two key observables obtained from the real-time
propagation are the HHG spectrum and the ionization
probability. In this paper the former is calculated in the
dipole form, as the squared modulus of the Fourier trans-
form of the z component of the time-resolved dipole mo-
ment:
IHHG(ω) =
∣∣∣∣∫ tf
0
〈Ψ(r, t)|dz|Ψ(r, t)〉 eiωtdt
∣∣∣∣2. (9)
In the basis set approach 〈dz〉 is calculated from the fol-
lowing expression:
〈Ψ(r, t)|dz|Ψ(r, t)〉 =
K∑
i=1
K∑
j=1
[c′i(t)]
†c′j(t)〈χi(r)|dz|χj(r)〉.
(10)
The ionization probability is calculated from the time-
resolved norm of the wavefunction during the propaga-
tion with absorbing boundary conditions:
W (t) = 1− 〈Ψ(r, t)|Ψ(r, t)〉 . (11)
III. BASIS SETS
The Slater-type orbitals are derived from the so-called
Laguerre orbitals
χLnlm;ζ(r, θ, φ) = (2ζ)
l+5/2
√
(n− l − 1)!
(n+ l + 1)!
×
× rlL2l+2n−l−1(2ζr) exp(−ζr)Ylm(θ, φ) (12)
where L2l+2n−l−1 represents an associated Laguerre polyno-
mial of degree n− l− 1. The quantum numbers n, l, and
m take on the same values as for the hydrogen atom so-
lutions, i.e. n ≥ 1, l < n and −l ≤ m ≤ l. As opposed to
the hydrogenic orbitals, the Laguerre orbitals constitute
a complete orthonormal L2(R3) basis set, therefore they
are suitable for the description of both bound and con-
tinuum molecular states. However, the polynomial struc-
ture of their radial functions makes them difficult to ap-
proximate with the commonly used Gaussian functions.
The Laguerre orbitals can be simplified by retaining only
the term of the highest power of r from the Laguerre
polynomial, resulting in the Slater-type orbitals. Due to
the loss of the nodal structure of their radial functions,
the STOs are no longer orthogonal, but still constitute
a complete basis set, as each Laguerre function can be
expanded in terms of STOs [153].
From the perspective of real-time propagation, the
Slater-type orbitals have some particularly useful prop-
erties: their radial functions are identical for all angular
momenta, and they have an expectation value of r given
by 〈
χSTOnlm;ζ
∣∣r∣∣χSTOnlm;ζ〉 = 2n+ 12ζ . (13)
Since in the real-time-dependent methods the wavefunc-
tion is most often propagated in a finite region of space
(usually accompanied by a complex absorbing potential
or a mask function to eliminate reflections, as we will
5elaborate in Section IVD below), one can decide a priori
how many STO shells are needed in order to describe the
wavefunction up to a certain distance from the center of
the system.
Given the advantages of the Slater-type orbitals, we
attempt to find a set of Gaussian-type orbitals able to
reproduce a given number of STO shells. However, in or-
der to avoid the disadvantages of the Kaufmann method,
our scheme will not rely on approximating every STO
separately. Instead, we will generate a sequence of GTOs
such that each STO from a predefined range can be ap-
proximated by their linear combination with a roughly
equal precision. We also aim at keeping the basis set free
from the linear dependencies.
Similarly to the Kaufmann approach, we choose the
overlap integral as a criterion of similarity between an
STO and a GTO, since it can be associated with the
L2(R3) metric in the Hilbert space. By using the or-
thonormality property of the spherical harmonics, the
overlap between two normalized functions of a given l, a
GTO with exponent α and a STO with exponent ζ and
a principal quantum number n, can be evaluated analyt-
ically from the following equation
S(n, l, ζ, α) =
2−l/2−1/4 α−n/2−l/2−1 ζn+1/2√
(2n)!
×
×
√
αl+3/2
Γ(l + 3/2)
Γ(n+ l + 2)U
(
n+ l + 2
2
,
1
2
,
ζ2
4α
)
,
(14)
where U(a, b, z) is the confluent hypergeometric function
of the second kind [154]. The STO exponent may be
viewed as an effective nuclear charge seen by the electron.
Since in this paper we focus on the hydrogen atom, from
now on we set ζ = 1.
We start our procedure by defining the reference subset
{S} of Slater-type orbitals, which we aim at approximat-
ing by the Gaussian functions. The choice of this subset
depends both on the system under consideration and the
simulation conditions. Since the basis set is meant to
describe primarily the excited and continuum states, a
reasonable choice for the principal quantum number n
of the first STO in the subset {S} is the number cor-
responding to the lowest unoccupied atomic shell. The
upper bound of the reference subset is less obvious to de-
fine, as it should correspond to the highest energy states
achievable by the electron in the applied electric field.
One way to estimate it is to take the STO shell with 〈r〉
equal to or slightly exceeding the electron’s quiver am-
plitude, defined as E0/ω2, where E0 is the amplitude of
the electric field and ω its frequency.
Since the Gaussian exponents are real positive num-
bers, a brute-force optimization of the whole basis set
seems rather impossible. However, we can discretize the
range of possible exponents and construct the so-called
sampling set, from which we will select functions to be
included in the final basis set. This discretization re-
lies on generating a large set of even-tempered Gaussian
(ETG) functions {G} (Gaussian functions with constant
ratios between adjacent exponents). The ETG functions
possess a useful property of spanning the Hilbert space
evenly [155], and are therefore able to approximate any
function with accuracy dependent solely on the ratio be-
tween exponents. The optimal size and range of the sam-
pling set will be discussed later.
The selection of the exponents from the sampling set
{G} is performed separately for each angular momentum.
For each l ranging from l = 0 to l = Lmax we calculate
a S ×G matrix of overlap integrals between STOs from
the reference subset {S} and GTOs from the sampling
set {G}. First, we need to reject GTOs that have no
significant contribution to the description of any STO.
We accomplish this by removing the GTOs for which
the maximum component of the overlap vector is smaller
than the so-called overlap cutoff. Next we calculate the
sums of the components of the remaining vectors (their
L1 norms), obtaining for each GTO a quantity that we
will refer to as the cumulative performance score,
CPSi =
S∑
j=1
∣∣〈χSTOj ∣∣χGTOi 〉∣∣. (15)
The cumulative performance score may be seen as a mea-
sure of an overall performance of a single GTO in the
description of all the STOs. The choice of L1 norm is
based mostly on the intuitiveness of the results. In this
way the cumulative performance score can take on val-
ues from 0 to S (as we are operating on normalized func-
tions). We can thus deduce from this that the functions
with CPS value close to S are most essential for approxi-
mating a majority of STOs (i.e. their coefficients in most
of the GTO expansions are usually large), while the func-
tions with the cumulative performance score close to zero
poorly approximate the STOs or approximate only a few
of them. Alternatively, using the L2 norm or the L0 norm
(measured as the number of components larger than a
predefined threshold) may also be considered.
Next we start an iterative procedure of selecting GTOs
based on their cumulative performance score:
1. From the remaining GTOs we choose the one with
the highest cumulative performance score and in-
clude it in the final basis set.
2. Because the initial sampling set should be rather
extensive in order to approximate the continuous
spectrum of exponents as closely as possible, we
usually encounter a large number of GTOs which
overlap with the reference subset in a similar man-
ner to the GTO chosen in step 1. In other words,
their overlap vectors are close due to similar val-
ues of the exponents. The sampling set must be
further depleted of these functions before selecting
the next GTO, in order to keep the final basis set
free of linear dependencies. We achieve this goal by
determining the so-called cosine distance between
6the overlap vectors of the GTOs. The cosine dis-
tance between vectors A and B is defined as:
Dcos(A,B) = 1− cos(A,B) (16a)
cos(A,B) =
A ·B
‖A‖2‖B‖2
. (16b)
Its value may range from 0 to 2, however in our
case the maximum value is 1, since the overlap in-
tegrals are non-negative. When the cosine distance
is 1, the overlap vectors are orthogonal, meaning
that the function described by the vector A over-
laps with different STOs than function described
by the vector B. When the cosine distance equals
0, the overlap vectors are parallel (differing only
by a proportionality constant), meaning that both
functions approximate the same STOs. Therefore,
one of the functions is redundant and may be elimi-
nated. In our procedure we first calculate the cosine
distances between the overlap vector corresponding
to the function chosen in step 1 and the overlap vec-
tors of all the remaining GTOs.
3. Next we introduce the so-called cosine cutoff, a
value of which determines the maximum acceptable
similarity between two overlap vectors (and thereby
also between two basis functions). The GTOs for
which the cosine distance calculated in step 2 is
smaller than the cosine cutoff are removed.
Steps 1-3 are repeated until all of the GTOs are either
removed or included to the final basis set.
Since the core element of our method is defining the
range of states that are energetically accessible by the
electron, for a basis set constructed according to the
above scheme we propose the name of active range-
optimized (ARO) basis set.
The most critical factor in constructing an optimal
ARO basis set is the proper choice of the sampling set,
i.e., the range of the exponents and the sampling density
(the ratio between adjacent exponents). If this range is
too narrow or ill-placed, some of the STOs, especially
with the lowest or highest n, may not be described prop-
erly due to the lack of sufficiently diffuse or tight func-
tions. Choosing a range which is too broad should not af-
fect the final outcome, since any redundant functions will
be removed anyway due to the overlap cutoff condition,
but it may significantly extend the computational time.
Since in our scheme each STO is approximated by a lin-
ear combination of GTOs, some functions with relatively
large and small exponents may actually be beneficial for a
more accurate description. Therefore, a reasonable guess
for the sampling set range should be the range cover-
ing the exponents of the Kaufmann functions fitting the
same reference subset (for the hydrogen atom, approxi-
mately from 10−4 to 100), but extended on both sides by
one or two orders of magnitude. The appropriateness of
this choice can easily be verified by checking if at least
a few of the functions are discarded due to the overlap
cutoff condition. As we mentioned in the step 2 of the
iterative procedure, the sampling density should be high
enough to provide convergence with respect to the num-
ber of functions in the final ARO basis set and the values
of the selected exponents. In our calculations about 10
000 ETG functions with exponents ranging between 10−k
and 10−k+1 usually proved sufficient to achieve this con-
vergence.
The overlap cutoff governs the number of “enhancing”
functions mentioned above, i.e. the tight and diffuse
GTOs that usually do not have any major contribution
to the description of STOs, but merely improve the GTO
approximation. The proper choice of the overlap cutoff
provides the optimal effective range of exponents from
which the functions are selected. Our calculations have
shown that values between 0.1 and 0.2 is appropriate.
The cosine cutoff determines the overall number of
functions in the final basis set. As previously stated, it
also serves as a tool for reducing the linear dependencies
in the basis set. It is important to emphasize that these
features are achieved not by limiting the similarity of
the Gaussian functions themselves, but by limiting the
similarity with which two GTOs describe the reference
subset. This unique property is the source of the char-
acteristic structure of the ARO basis sets. Any variation
in the exponent of a Gaussian function leads to changes
in the overlap integrals and therefore to a change in the
orientation in the overlap vector by a certain angle. In
our procedure the cosine of this angle is compared to the
cosine cutoff in order to decide whether a certain func-
tion from the sampling set is to be removed or kept for
further selection. However, it is interesting to note that
the value of this angle depends not only on the variation
in the exponent, but also on the values of the overlap
vector components. Functions that have a large contri-
bution to the majority of the reference subset usually
correspond to overlap vectors with most of the compo-
nents significantly larger than zero. Therefore, a change
of an exponent, even a relatively small one, results in
varying the majority of the overlap vector components.
The combination of small variations in a large number
of components may already suffice to fulfill the cosine
cutoff condition. On the contrary, the “enhancing” func-
tions usually correspond to overlap vectors with most
of the components close to zero, thus a small variation
in the exponent changes only a few components of the
overlap vector. It is therefore clear that a much larger
variation needs to be applied in order to alter the orien-
tation of the overlap vector by an angle sufficient to fulfill
the cosine cutoff condition. A direct consequence of this
fact is that in the ARO basis sets the ratios between ad-
jacent exponents are the largest for the most tight and
diffuse functions. This ensures the densest distribution
of functions that play a key role in approximating the
reference subset, as compared to the “enhancing” func-
tions. This feature distinguishes the ARO basis set from
the Kaufmann basis set, where the ratios between adja-
7cent exponents decrease with their values, as well as from
the ETG basis sets, where this ratio is constant for all
adjacent functions.
IV. COMPUTATIONAL DETAILS
A. Simulation conditions
We performed a series of real-time propagations of the
hydrogen atom wavefunction in short (femtosecond-scale)
intense pulses of a linearly polarized laser field, repre-
sented by an oscillating electric field. The nucleus is con-
sidered at rest. The interaction between the electron and
the external field is treated in the dipole approximation.
The calculations are performed in the velocity gauge, as it
requires lower angular momenta included in the basis set
for the results to converge than in the length gauge [156].
The interaction operator Vext(t), coupling the electron
and the electric field polarized along the z-axis, reads
Vext(t) = −iA(t) ∂∂z in the velocity gauge, where A(t) is
the vector potential related to the field E(t) by the re-
lation E(t) = −∂tA(t). In our calculations the vector
potential corresponds to a time-dependent electric field
representing a laser pulse with a sine-squared envelope:
E(t) =
{
E0 sin(ω0t) sin
2(ω0t/2nc) if 0 ≤ t ≤ 2pinc/ω0,
0 otherwise,
(17)
where E0 is the field amplitude related to the laser peak
intensity I0 by I0 = 0cE20 , ω0 is the carrier frequency,
and nc is the number of optical cycles the pulse con-
sists of. As it can be deduced from the above equation,
2pinc/ω0 is the total duration of the pulse.
All calculations are performed for ω0 = 1.55 eV (λ =
800 nm), corresponding to a Ti:sapphire laser, frequently
used in the attosecond experiments [1]. The number of
optical cycles is either 4 or 20 (corresponding to time
intervals of approximately 441.3 and 2206.6 a.u.). The
barrier-suppression ionization threshold of the hydrogen
atom (the intensity sufficient for the electron to classi-
cally overstep the potential barrier generated by the nu-
cleus) is about 1.37×1014 W/cm2. We examine four laser
intensities, two below the ionization threshold, 5 × 1013
W/cm2 and 1× 1014 W/cm2, and two above it, 2× 1014
W/cm2 and 5× 1014 W/cm2.
In order to capture the ionization process, a complex
absorbing potential (CAP) of the form −iVCAP(r) is also
included in the time-dependent Hamiltonian. The struc-
ture of the applied CAP is discussed below.
To sum up, the total expression for the time-dependent
Hamiltonian, in atomic units, reads
H(r, t) = −1
2
∇2 − 1
r
− iA(t) ∂
∂z
− iVCAP(r), (18)
where r denotes the distance between the electron and
the nucleus.
B. Basis set calculations
The basis set calculations are performed using three
different ARO basis sets, constructed according to the
scheme presented in Section III and fitted to reference
subsets of STOs with principal quantum numbers rang-
ing from 2 to either 30, 60, or 90. Each basis set includes
functions with angular momenta from 0 (s-type orbitals)
to 8 (l-type orbitals). The sampling set is the same for
each basis set and each angular momentum, and com-
prises of 10000 ETG functions, with exponents ranging
from 10−6 to 101. The overlap cutoff was empirically
set to 0.15, a value that provided the best results. The
cosine cutoff was adjusted separately for each angular
momentum in each basis set, so that in every basis set
the number of functions with a given l is equal to 19 for
l = 0 or l−1 for l ≥ 1. In this way the correct degeneracy
of the unoccuppied orbitals of the hydrogen atom is re-
produced. In order to properly describe the ground state
of the hydrogen atom, each basis set was supplemented
with the 1s orbital from the STO-6G hydrogen basis set,
which is a contraction (a linear combination with fixed
coefficients) of six Gaussian functions.
For comparison, we constructed a Kaufmann basis set,
also containing functions with nine lowest angular mo-
menta, fitted to STOs with principal quantum numbers
from 2 to 20. The STO-6G hydrogen orbital was also
added to this basis set. It can be seen that the number
of functions is equal for both kinds of basis sets, which
ensures a fair comparison of the results. We extended the
results of Kaufmann (who provides the Gaussian expo-
nents up to l = 5 only [137]), by finding numerical roots
of the derivatives of S(n, l, ζ, α), Eq. (14), with respect to
α for different values of n and l, with the Anderson-Björk
algorithm implemented in the mpmath Python library
[157].
The ground state of the system is obtained through
the diagonalization of the Hamiltonian matrix in each
of the constructed basis sets, in the absence of the ex-
ternal electric field and the complex absorbing potential.
The real-time propagation is performed afterwards, start-
ing from the generated ground state. In the case of the
hydrogen atom, due to the cylindrical symmetry of the
Hamiltonian in (18), only orbitals with the projection of
the orbital angular momentum parallel to the linearly po-
larized electric field are coupled to it and contribute to
the dipole moment. Therefore, in order to speed up the
calculations, we use only functions with m = 0.
Formally, the propagation scheme presented in Eq. (4)
involves a time-ordered matrix exponential which is ex-
tremely challenging to calculate. To avoid this, the prop-
agator is calculated in timesteps of ∆t, using the Crank-
8Nicolson propagator [158]:
U(t+ ∆t, t) =
(
1 +
i∆t
2
H(t+ ∆t/2)
)−1
×
×
(
1− i∆t
2
H(t+ ∆t/2)
)
, (19)
so the matrix propagation equation changes to(
I+
i∆t
2
H(t+ ∆t/2)
)
c(t+ ∆t) =
=
(
I− i∆t
2
H(t+ ∆t/2)
)
c(t), (20)
where I is the identity matrix. The timestep is set to
0.01 a.u. and the total propagation time is equal to twice
the duration of the pulse.
C. Grid-based calculations
As a numerical reference, we also performed grid-based
real-time propagation of the hydrogen atom using the
QPROP software [159, 160]. These calculations are also
performed in the velocity gauge. In QPROP the hy-
drogen atom wavefunction is expanded in partial waves
(spherical harmonics multiplied by the corresponding ra-
dial functions):
Ψ(r, t) =
1
r
Lmax∑
l=0
m=−l∑
m=−l
Rlm(r, t)Ylm(θ, φ) (21)
In our calculations we expand the wavefunction in
Lmax = 40 partial waves, which are sufficient to achieve
the convergence of the results (the HHG spectra and the
ionization probabilities) for all investigated laser inten-
sities. The radial grid extends to 120 bohr, with the
spacing set to 0.1 bohr. The timestep and the total prop-
agation time are the same as in the basis set calculations.
D. The complex absorbing potential
Because the Gaussian basis sets are not complete, due
to a finite number of both angular and radial functions,
they are not able to properly describe the wavefunction
at an arbitrary distance from the nucleus. This causes
unphysical reflections of parts of the wavefunction asso-
ciated with the continuum eigenstates and their interfer-
ence with the bound states. A similar problem is encoun-
tered in the grid-based approach, where the wavefunction
is reflected after reaching the grid boundary. The most
common way to avoid such artifacts is to use a com-
plex absorbing potential, which effectively eliminates the
components of the wavefunction that travel further away
from the center of the system than a predefined distance
rCAP, simulating the ionization process [161, 162]. Since
the introduction of the CAP breaks the conservation of
the norm of the wavefunction, the time propagation is no
longer unitary. In many applications the CAP introduced
by Manolopoulos [163], which has a sound mathematical
basis, is used [164–167]. Unfortunately, this potential
cannot be applied in any basis set calculations, since it
contains a singularity which causes the matrix elements
of VCAP to diverge. This difficulty can be overcome by
using a polynomial form for the CAP. Thus, in both the
basis set calculations and the grid-based calculations we
implement a quadratic CAP of the form
VCAP(r) = η θ(r − rCAP) (r − rCAP)2, (22)
where θ(r) is the Heaviside step function and rCAP de-
notes the starting position of the CAP. The parameter
η = 2.4 × 10−4 was optimized to reproduce the results
obtained on a grid with the CAP derived by Manolopou-
los [163]. The details of the construction of the CAP and
its properties are presented in the Appendix .
The choice of the CAP starting position is not unique
and it can strongly affect the final results, especially the
ionization probability. In some studies, rCAP is defined
by the quiver amplitude of the electron in the oscillating
electric field, and thus depends on the simulation con-
ditions [77, 168, 169]. In others, it is placed more ar-
bitrarily, e.g. based on the van der Waals radius of the
examined atom [170]. In the present paper we propose a
universal method for determining an optimal rCAP, which
depends only on the simulated system and not on the ex-
ternal perturbation. It can simultaneously be derived
based on three different premises:
1. The first reasoning is purely theoretical. For any
atom we can define a critical electric field strength
above which the electron can escape the Coulomb
potential of the nucleus in a classical manner, and
the ionization mechanism switches from the tunnel-
ing ionization to the barrier-suppression ionization
[171]. For hydrogen-like ions the value of this field
is usually defined as Ecrit = Z3/16, so for the hy-
drogen atom we obtain Ecrit = 0.0625 a.u., which
corresponds to the previously mentioned value of
intensity 1.37 × 1014 W/cm2. Since the three-step
model of HHG involves the tunneling step, we can
assume that only the electron trajectories that do
not exceed the quiver amplitude associated with
Ecrit contribute to the harmonic generation. We
can thus define rCAP as the critical field quiver am-
plitude, which for the hydrogen atom is equal to
19.3 bohr.
2. The CAP starting position should be located in a
range where the asymptotic ionization probability
measured at the end of the time propagation is
invariant with respect to rCAP. We performed a
series of grid-based propagations for the hydrogen
atom using our CAP with rCAP varying from 5 to
35 bohr, and found this range to be about 9 to
921 bohr. A similar reasoning concerning the invari-
ance of the ionization rates with respect to rCAP
was adopted by Sissay et al., who achieved results
consistent with ours [172].
3. The optimal value of rCAP should also maximize
the relative height difference between the harmonic
plateau and the background beyond the harmonic
cutoff, leading to the sharpest cutoff. Placing the
CAP starting position too close from the nucleus
eliminates some of the electron trajectories that
should end in the recombination and harmonic gen-
eration, lowering the intensities of harmonic peaks.
Similarly, placing it too far from the nucleus spu-
riously includes some trajectories of the ionized
electron in the HHG process, elevating the back-
ground. By performing similar test calculations as
in the previous point, we determined the value of
rCAP that maximizes the cutoff height to be about
19 bohr.
It can be seen that all three approaches lead to a similar
value of the optimal rCAP, which is about 19 bohr. In our
calculations we extend this value to 19.5 bohr in order to
ensure that the CAP minimally overlaps with the bound
eigenstates.
V. RESULTS
A. Time-independent calculations
Before comparing the results obtained via the real-time
propagation, we first focus on the general properties of
the ARO basis sets, in particular their ability to approx-
imate the time-independent Hamiltonian eigenspectrum
of the hydrogen atom. This provides us a preliminary
assessment of their potential to describe the evolution of
the time-dependent wavefunction. The characteristics of
each of the constructed ARO basis sets (named ARO30,
ARO60 and ARO90, based of the maximum principal
quantum number of the Slater orbital in the respective
reference subset), compared with the Kaufmann basis set
(analogously named K20), are presented in Tab. I. As
predicted, the ARO construction scheme encompasses a
much wider range of GTO exponents. This range also
shifts towards smaller exponents as the reference subset
is extended since the STOs with higher principal numbers
are characterized by larger values of 〈r〉. Due to this fact,
the ARO basis sets are practically free of linear depen-
dencies. Of the three examined basis sets only ARO30
required a removal of 5 linear combinations of GTOs in
order to avoid numerical instabilities during the diago-
nalization of the Hamiltonian matrix, while in the case
of the K20 basis set this number exceeds 40.
Interestingly, extending the reference subset of the
ARO basis sets increases the number of bound Hamilto-
nian eigenstates, at the expense of the number of contin-
uum eigenstates. However, at the same time the highest
Hamiltonian eigenvalue also tends to rapidly decrease,
resulting in a denser distribution of the states just above
the ionization potential (which should be crucial in simu-
lations with fields close to the ionization threshold). The
highest number of continuum eigenstates per unit of en-
ergy is still achieved using the K20 basis set, but the
number of bound states generated by this basis set is far
smaller compared to each of the ARO basis sets.
The energies of the first few hydrogen orbital energies
are presented in Tab. II. In general, each of the ARO
basis sets provides more accurate energies of the hydro-
gen orbitals than the K20 basis set. The degeneracies
of the atomic shells are also reproduced more faithfully.
The number of correctly described shells increases with
the ARO reference subset size and for the ARO90 ba-
sis set we obtain an excellent agreement with the exact
energies up to n = 10. It is also worth noticing that
apart from increasing accuracy of the high energy states,
the accuracy of the lowest eigenvalues tends to decrease
slightly. Although seemingly worrying, this may actu-
ally indicate that the ultimate purpose and motivation
behind the ARO construction scheme - the ability of the
basis set to reproduce as many eigenstates as possible
with a comparable accuracy - strives to be fulfilled.
B. Real-time propagations
In this subsection we discuss the quality of the results
obtained via the real-time propagation of the hydrogen
atom wavefunction using the constructed ARO basis sets.
Let us start by analysing the effect of the size of the ARO
reference subset on real-time observables. The exemplary
HHG spectra and ionization probabilities calculated us-
ing the ARO30, ARO60 and ARO90 basis sets for the
case of I0 = 2×1014 W/cm2 and nc = 4 are presented on
Fig. 1. It can easily be seen that extending the ARO ref-
erence subset crucially improves the quality of the HHG
spectrum, reducing the noises in the HHG background
beyond the harmonic cutoff. It also has a positive ef-
fect on the presence and position of the cutoff itself. In
the spectrum obtained using the ARO30 basis set the
cutoff is barely distinguishable, as the intensities of the
subsequent harmonic peaks decrease incrementally with
increasing the harmonic order. In the spectrum corre-
sponding to the ARO60 basis set the cutoff is already
visible, but located too far compared to the numerical
result (between 50th and 60th harmonic). Finally, in
the ARO90 spectrum the cutoff is not only clearly visi-
ble, but also matches both the grid-based results and the
theoretical value of 33rd harmonic.
The effect of the size of the reference subset on the
ionization probability is less striking. It can be seen that
along with adding more STOs the curves become more
ridged and the inflection points corresponding to the con-
secutive optical cycles become more distinct, resembling
the grid-based results.
Since of all the examined ARO basis sets the ARO90
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TABLE I. The characteristics of the ARO basis sets and the Kaufmann basis set used throughout the calculations.
ARO30 ARO60 AR090 K20
Number of basis set functions1 144 144 144 144
Number of linearly independent functions1,2 139 144 144 101
Lowest exponent3 6.048084×10−4 7.329910×10−5 9.702192×10−6 1.711786×10−3
Highest exponent3 1.969985 1.229846 8.045241×10−1 1.012151×10−1
Number of bound Hamiltonian eigenstates (E < 0) 31 47 64 23
Number of continuum Hamiltonian eigenstates (E > 0) 108 97 80 78
Lowest Hamiltonian eigenvalue (ground state energy) -0.499908 -0.499907 -0.499905 -0.498694
Highest Hamiltonian eigenvalue 21.88196 12.60912 7.71554 0.98572
1 only functions with m = 0 counted
2 with the threshold for the minimal overlap matrix eigenvalue equal to 10−8
3 not counting the STO-6G 1s orbital
TABLE II. Few lowest orbital energies calculated with the
used basis sets. The dashes denote that none of the com-
puted Hamiltonian eigenvalues can be attributed to a given
hydrogenic state
Orbital Exact value ARO30 ARO60 AR090 K20
1s -0.5 -0.499908 -0.499907 -0.499905 -0.498694
2s -0.125 -0.124995 -0.124993 -0.124987 -0.124450
2p -0.125 -0.124988 -0.124988 -0.124986 -0.124314
3s -0.0(5) -0.055556 -0.055556 -0.055556 -0.055551
3p -0.0(5) -0.055554 -0.055553 -0.055552 -0.055359
3d -0.0(5) -0.055552 -0.055552 -0.055551 -0.055304
4s -0.03125 -0.031250 -0.031250 -0.031250 -0.031243
4p -0.03125 -0.031250 -0.031250 -0.031250 -0.031240
4d -0.03125 -0.031249 -0.031249 -0.031248 -0.031163
4f -0.03125 -0.031249 -0.031249 -0.031248 -0.031137
5s -0.02 -0.019999 -0.020000 -0.020000 -0.019904
6s -0.013(8) -0.013881 -0.013889 -0.013889 -0.012559
7s -0.010204 -0.009933 -0.010204 -0.010204 -
8s -0.007813 - -0.007812 -0.007812 -
9s -0.006173 - -0.006070 -0.006173 -
10s -0.005 - - -0.004992 -
one provides clearly the best results, for the sake of clar-
ity and transparency in the further discussion we no
longer analyse the results obtained using the ARO30 and
ARO60 basis sets.
A comparison of the HHG spectra obtained using the
ARO90 basis set, the K20 basis set, and the grid-based
calculations for all simulation conditions considered here
is presented in Fig. 2. It can be seen that in all cases ex-
cept I0 = 5× 1014 W/cm2 and nc = 20 the ARO90 basis
set predicts the cutoff position closer to the theoretical
reference than the K20 basis set. The K20 basis set per-
forms particularly underwhelmingly at the intensities be-
low the ionization threshold, as the harmonic peaks are
present even after twice the theoretical cutoff position.
The ARO90 is also observed to reproduce the shapes of
the lowest harmonic peaks more accurately.
Not to rely solely on the visual assessment of the spec-
tra, we should introduce a quantitative measure that will
allow us to quantify how accurately each of the basis sets
reproduces the spectrum obtained using the grid-based
calculations. No such measure for comparing the HHG
spectra has been proposed in the literature thus far. Our
suggestion is to treat the HHG spectrum as any other
signal and apply tools known from the signal processing.
A common method for determining the similarity of two
signals relies on the so-called correlation distance, which
for signals A and B is defined as
Dcorr(A,B) = 1− (A− A¯) · (B− B¯)‖(A− A¯)‖2‖(B− B¯)‖2
, (23)
where A¯ and B¯ are the mean values of the signals A and
B. One can immediately notice the resemblance to the
previously introduced cosine distance (16). The only dif-
ference is that the correlation distance includes the mean
values of the signals and thus it is insensitive to shifting
the signals along the y axis. In comparing the HHG spec-
tra this is more appropriate, since we are interested only
in the relative differences between values at given points
on the x axis (e.g. the presence of the harmonic peaks
beyond the theoretical cutoff position). Similarly to the
cosine distance, the correlation distance can also assume
values from 0 to 2. For 0 < Dcorr < 1 the signals are
positively correlated, for Dcorr = 0 there is no (either
positive or negative) correlation between the signals, and
for 1 < Dcorr < 2 the signals are negatively correlated.
Because the intensity of the lowest harmonics is usually
larger by several orders of magnitude then the intensity
of the highest ones, we use the decimal logarithms of the
spectra, so that the correlation distance depends on the
whole shape of the spectrum and not only on the shapes
of the few highest peaks. The correlation distances be-
tween the spectra obtained from the basis set calcula-
tions and from the grid-based calculations are presented
in Tab. III. It can be seen that for all simulation condi-
tions the ARO90 basis set provides a better agreement
with the numerical reference than the K20 basis set, with
the correlation distance being over two times smaller.
In terms of the ionization probability of the hydrogen
atom, the ARO90 basis set also provides a good quan-
titative agreement with the numerical reference, as pre-
sented in Fig. 3. The largest discrepancy is observed for
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FIG. 1. HHG spectra (left column) and ionization probabilites (right column) of the hydrogen atom at I0 = 2×1014 W/cm2 and
nc = 4, obtained using three different ARO basis sets, compared with the grid-based results. The HHG spectra are presented
up to thrice the harmonic cutoff value (denoted by the dot-dashed line)
I0 = 5 × 1014 W/cm2 and nc = 4, where the ionization
probability at the end of the simulation differs from the
grid-based result by about 10%. However, the overall
shape of the curve is still reproduced well. The ARO90
basis set performs better than the K20 basis set, espe-
cially for the lower two intensities, for which the latter
tends to hugely overestimate the ionization probability.
This may be attributed to the poor description of the
bound excited states by the K20 basis set. The lack of
functions with sufficiently large GTO exponents causes
the wavefunction to dissipate unphysically and become
absorbed by the CAP at a higher rate. For the intensi-
ties above the ionization threshold the results obtained
using the two basis sets are comparable, although some
details in favor of the ARO20 basis set can be pointed
out. The latter provides a better behavior of the ioniza-
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FIG. 2. HHG spectra of the hydrogen atom at different laser intensities and different numbers of optical cycles, obtained using
the ARO90 basis set, using the K20 basis set, and from the grid-based calculations. The spectra are presented up to thrice the
harmonic cutoff value (denoted by the dot-dashed line)
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TABLE III. The correlation distances between the HHG spec-
tra obtained from the basis set calculations and from the
grid-based calculations, for different simulation conditions.
When calculating the correlation distance the spectra were
truncated at the harmonic order equal to thrice the harmonic
cutoff.
I0 nc ARO90 K20
5× 1013 4 0.06775 0.0987920 0.16025 0.22143
1× 1014 4 0.06179 0.1320820 0.19953 0.21976
2× 1014 4 0.04491 0.1182020 0.15215 0.31249
5× 1014 4 0.07507 0.1375420 0.16756 0.22046
tion probability at the beginning of the simulation, where
in case of the K20 basis set the norm of the wavefunction
begins to decrease too early. Additionally, the constant
behavior of the ionization probability at the end of the
simulations, observed both in the ARO90 basis set calcu-
lations and the grid-based calculations, is not obtained
using the K20 basis set.
VI. CONCLUSION
In this paper, we introduced a novel systematic scheme
for the construction of the Gaussian basis sets that are
suitable to describe atomic and molecular excited and
continuum states. Similarly to the approach presented
by Kaufmann et al. [137], our approach has strong the-
oretical foundations, but it also bypasses most of the
limitations related to the use of the K functions. Us-
ing the ARO basis sets we are able to quantitatively or
semi-quantitatively reproduce the HHG spectra of the
hydrogen atom for intensities below and slightly above
the ionization threshold, especially for the shorter excit-
ing pulses. For the intensity well above the ionization
threshold and for longer laser pulses there are some dis-
crepancies observed, especially in the harmonic cutoff po-
sition. However, in most cases they are notably smaller
than using the Kaufmann basis set. The ARO basis sets
also enable a very good description of the ionization prob-
ability at practically all intensities.
The results obtained with the ARO basis sets con-
structed using different reference subsets explicitly show
that a large range of Slater orbitals is required to prop-
erly approximate the time-dependent wavefunction, even
if the laser intensity is relatively low. The omission of
STOs with high principal numbers, which is inevitable
in the approach proposed by Kauffman et al., leads to a
notable worsening of the HHG spectra.
The promising results obtained here for the hydrogen
atom indicate that the ARO basis set can also be ap-
plied to more complex systems. It should be noted that
for many-electron atoms the ARO construction scheme
remains essentially the same: the sole difference is the
STO exponent ζ, which should be replaced by an effec-
tive nuclear charge of the atom under consideration. In a
future work we plan to present results of the calculations
for several many-electron systems, including multicenter
molecules, starting with the simplest ones, namely the
helium atom and the dihygrogen molecule.
It should be emphasised that in the present paper we
focus on basis sets containing only one type of functions
describing the excited and continuum states (either ARO
functions or the K functions). We do not rule out the
possibility that even better results can be obtained by
combining the ARO basis set with some other Gaussian
basis sets, analogously to the extensions of the K func-
tions by Luppi et al. [145–150]. This subject will also be
explored in future works.
This paper also presents a self-consistent method to
determine the optimal CAP starting position by utiliz-
ing three different approaches: the semiclassical quiver
amplitude of the electron in the electromagnetic field,
the convergence of the ionization probability and the op-
timization of the shape of the HHG spectrum. We also
introduce a quantitative measure for comparing the HHG
spectra based on the correlation distance, which, to our
knowledge, is the first to appear in the literature.
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Appendix: Construction of the complex absorbing
potential
In this appendix we describe a derivation of the com-
plex absorbing potential used in our calculations. The
CAP developed by Manolopoulos [163] has a complicated
form expressed through the Jacobi elliptic functions, but
for practical purposes it can be approximated as
VMCAP(r) = Emin θ(r − rCAP)y(x), (A.1a)
y(x) = ax− bx3 + 4
(c− x)2 −
4
(c+ x)2
, (A.1b)
x = 2δkmin(r − rCAP). (A.1c)
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FIG. 3. Ionization probabilities of the hydrogen atom at different laser intensities and different numbers of optical cycles,
obtained using the ARO90 basis set, using the K20 basis set, and from the grid-based calculations.
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The constants a, b and c are defined in Ref. [163]. This
potential was specifically designed to minimize the trans-
mission and reflection and maximize the absorption of the
wavefunction. The absorption efficiency is governed by
two parameters, δ and kmin, which are connected to the
minimum energy Emin the wavefunction needs to possess
in order to be absorbed. Unfortunately, due to a singular-
ity at x = c, this potential is applicable only in grid-based
approaches, where the singular point is usually placed at
the grid boundary.
A frequently used alternative is the so-called monomial
CAP
VCAP(r) = η θ(r − rCAP) (r − rCAP)o (A.2)
of order o, which is free of singularities, but at the cost of
lower flexibility and a less intuitive construction. How-
ever, from the perspective of the basis set calculations,
another important advantage of the monomial CAP is
that the necessary CAP integrals 〈χGTOlm;α |VCAP|χGTOl′m′;α′〉
can be evaluated analytically. After inserting the general
GTO expression (1) into the matrix element and apply-
ing the binomial expansion one obtains a sum of integrals
of the form
f = N
∫ ∞
0
θ(r − rCAP)r2l+o−t+2 exp
(−(α+ α′)r2)dr
= N
∫ ∞
rCAP
r2l+o−t+2 exp
(−(α+ α′)r2)dr.
(A.3a)
N = ηNαNα′
(
o
t
)
(−rCAP)t (A.3b)
where Nα and Nα′ are the GTO normalization constants
and t can take on values from 0 to o. These integrals
have a general solution
f = N
rCAP
2l+o−t+3
2
E 1−n
2
(rCAP
2(α+ α′)), (A.4)
where En(z) is the generalized exponential integral func-
tion [154].
Because the integrals (A.4) have to be evaluated using
an extremely high precision we use the monomial CAP
with o = 2 to reduce the computational costs. The pa-
rameter η was determined by performing a series of grid-
based calculations and choosing the value which best re-
produces the observables: the norm of the wavefunction
and the HHG spectra, obtained with the Manolopoulos
CAP with δ = 0.2 and kmin = 0.2. The optimal value
was found to be 2.4× 10−4 and proved insensitive to the
laser intensity.
It is worth mentioning that although the obtained po-
tential behaves very similarly to the Manolopoulos CAP
for small (r − rCAP), it rises far more slowly for large
(r − rCAP), which may lower the overall absorption effi-
ciency in the grid-based calculations. In order to compen-
sate for it, the width of the absorbing layer (the distance
between the CAP starting position and the grid bound-
ary) must be suitably increased. In our calculations an
increase from 32.8 bohr in case of the Manolopoulos CAP
(a value determined by its parameters) to 100 bohr in
case of the monomial CAP proved sufficient to reduce any
artifacts resulting from partial reflections of the wave-
function. This problem, however, is absent in the basis
set calculations, where the integration of the matrix ele-
ments is performed over the whole radial axis.
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