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Abstract
An LPMTS(v) is a collection of v − 2 disjoint pure Mendelsohn triple systems on the same set of v elements. In this paper, the
concept of t-purely partitionable Mendelsohn candelabra system (or t-PPMCS in short) is introduced for constructing LPMTS(v)s.
A powerful recursive construction for t-PPMCSs is also displayed by utilizing s-fan designs. Together with direct constructions, the
existence of an LPMTS(v) for v ≡ 1, 9 (mod 12) and v > 1 is established. For odd integer v7, a special construction from both
LPMTS(v) and OLPMTS(v) to LPMTS(2v + 1) is set up. Finally, the existence of an LPMTS(v) is completely determined to be
the set {v : v ≡ 0, 1 (mod 3), v4, v = 6, 7}.
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1. Introduction
Let X be a ﬁnite set. In what follows, an ordered pair of X is always an ordered pair (x, y) where x = y ∈ X. A
cyclic triple on X is a set of three ordered pairs (x, y), (y, z) and (z, x) of X, which is denoted by 〈x, y, z〉 (or 〈y, z, x〉,
or 〈z, x, y〉).
A Mendelsohn triple system of order v (or MTS(v)) is a pair (X,B) where X is a v-set andB is a collection of cyclic
triples on X, called blocks, such that every ordered pair of X belongs to exactly one block of B.
For t = 2 or 3, a holey Mendelsohn triple t-system of order v, brieﬂy by t-HMTS(v), is a triple (X,G,B) with the
following properties:
(1) X is a set of v elements (called points);
(2) G is a collection of subsets (called holes or groups) of X which partition X;
(3) B is a family of cyclic triples on X (called blocks) and each block intersects any given group in at most one point;
(4) each ordered pair of points of X if t = 2 or each cyclic triple on X if t = 3 from t distinct groups is required to be
contained in exactly one block.
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The type of a holeyMendelsohn triple system is deﬁned to be themultiset T ={|G| : G ∈ G}.A t-HMTS(g1g2 · · · gr)
denotes a t-HMTS(
∑
1 i rgi) with the multiset {g1, g2, . . . , gr} as the type. We also use aibj ck · · · to denote the
type, which means that in the multiset there are i occurrences of a, j occurrences of b, etc. If t = 2, we write HMTS(v)
instead of 2-HMTS(v) for short.
An MTS(v) (X,A) (or an HMTS(v) (X,G,A)) is called pure and denoted by PMTS(v) (or PHMTS(v)) if
〈a, b, c〉 ∈A implies 〈c, b, a〉 /∈A.
A large set of HMTS(g1g2 · · · gr)s, denoted by LHMTS(g1g2 · · · gr), is a collection {(X,G, Bi )}, where every
(X,G,Bi ) is an HMTS(g1g2 · · · gr) and all Bi’s form a partition of all cyclic triples from three distinct groups of G.
An LPHMTS(v) denotes an LHMTS(v) in which each HMTS(v) is pure. Obviously an HMTS(1v) is an MTS(v), so
an LPHMTS(1v) is denoted by LPMTS(v).
A large set of pure MTSs on a v-set X with a w-subsetY as a hole (brieﬂy by LPMTS(v,w)) is a partition of all cyclic
triples on X but those onY into disjoint setsAi (1 iv − 2) with the properties: (i) For 1 iv −w, each (X,Ai )
is a PMTS(v); (ii) for v − w + 1 iv − 2, eachAi is the block set of a PHMTS(1v−ww1) with long group Y.
In this paper, we focus on the existence of LPMTSs. We ﬁrst summarize some known recursive constructions and
existence results with respect to this problem.
Lemma 1.1. The necessary condition for the existence of an LPMTS(v) is v ≡ 0, 1 (mod 3), v4 and v = 6, 7.
Proof. It is well known from [2,6] that a PMTS(v) exists if and only if v ≡ 0, 1 (mod 3), v4, v = 6 and an LMTS(v)
exists if and only if v ≡ 0, 1 (mod 3), v3, v = 6. By [1, Theorem 7], the maximum number of disjoint PMTS(7)s
is 4, i.e., there is no LPMTS(7). So we obtain the necessary condition. 
Lemma 1.2 (Bennett et al. [1, Theorem 4]). For any integer m> 3 and m = 6, if there exists an LPMTS(m+ 1), then
there exist an LPMTS(3m + 1,m + 1) and an LPMTS(3m + 1).
Lemma 1.3 (Bennett et al. [1, Theorem 5]). Let n ≡ 1, 5 (mod 6) and n> 1. If there exists an LPMTS(n + 2), then
there exists an LPMTS(4n + 2).
Lemma 1.4 (Bennett et al. [1, Theorem 6]). For any integers m> 3 and n ≡ 1, 5 (mod 6), if there exists an
LPMTS(m + 2), then there exists an LPMTS(mn + 2).
Lemma 1.5 (Bennett et al. [1], Lei [7]). There exists an LPMTS(v) for any one of the following orders:
(1) v ∈ {9, 13, 19, 21, 22, 31, 33, 37};
(2) v = 2n + 2, n1 and n = 2;
(3) v ≡ 0, 4 (mod 12).
In the following sections, we begin with some recursive constructions relevant to t-PPMCS in Section 2, then we
establish the existence of LPMTS(v)s for v=12k+9 and v=12k+1 in Section 3. In Section 4, a doubling construction
for LPMTSs is developed and in the last section the spectrum for LPMTSs is completely determined by combining the
known orders with the recursive constructions.
2. Recursive constructions relevant to t-PPMCS
In this section, some deﬁnitions are described and several useful constructions are presented. The essential ideas are
naturally carried over from [13], in which we establish the spectrum for large sets of pure directed triple systems.
A candelabra t-system (as in [11]) of order v with block sizes from K, denoted by CS(t,K, v), is a quadruple
(X, S,G,A) that satisﬁes the following properties:
(1) X is a set of v elements (called points);
(2) S is a subset (called stem) of X of size s;
(3) G is a collection of subsets (called groups) of X\S which partition X\S;
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(4) A is a family of subsets (called blocks) of X, each of cardinality from K;
(5) every t-subset T of X with |T ∩ (S ∪G)|< t for any G ∈ G, is contained in exactly one block, and for each G ∈ G
no t-subsets of S ∪ G are contained in any block.
We modify the deﬁnition of CS(3, 3, v) to MCS.
A Mendelsohn candelabra system (MCS for short) of order v is a quadruple (X, S,G,A) that satisﬁes the following
properties:
(1) X is a set of v elements (called points);
(2) S is a subset (called stem) of X of size s;
(3) G is a collection of subsets (called groups) of X\S which partition X\S;
(4) A is a family of cyclic triples (called blocks) on X;
(5) every cyclic triple T = 〈a, b, c〉 on X with |{a, b, c} ∩ (S ∪ G)|< 3 for any G ∈ G, is contained in exactly one
block, and for each G ∈ G no cyclic triples on S ∪ G are contained in any block.
By the type of an MCS (or a CS) we mean the list ({|G| : G ∈ G} : s). We also use the exponential notation to
denote the type of G and separate the stem size by a colon.
In order for different purposes, we can use appropriatemethods to partition anMCS into some pure holeyMendelsohn
triple systems.
Let s and t be two non-negative integers such that t min{g1, g2, . . . , gr} and s + 2t − 20. An MCS(g1g2 · · · gr :
s) (X, S,G,A) is called t-purely partitionable and denoted by t-PPMCS(g1g2 · · · gr : s) if the block set A can
be partitioned into Ax (x ∈ G, G ∈ G) and Ai (1 is + 2t − 2) with the following properties: (i) For each
G ∈ G, there exists a t × |G| Latin rectangle on G, say, LG = (lGkx), with rows indexed by Zt and columns indexed
by G such that each Ax , x ∈ G and G ∈ G, is the block set of a PHMTS(1(
∑
1m r gm)−|G|(|G| + s − t)1) with
(G∪S)\{lG0x, lG1x, . . . , lGt−1,x} as the long group (if t =0, just take G∪S); (ii) For 1 is+2t −2, each (X\S,G,Ai )
is a PHMTS(g1g2 · · · gr).
Remark 2.1. In an MCS(g1g2 · · · gr : s), the number of the blocks is
b = 2
⎡
⎢⎢⎣
(∑
1 i rgi
3
)
−
∑
1 i r
(
gi
3
)
+ s
2
∑
1 i,j r
i =j
gigj
⎤
⎥⎥⎦ .
A PHMTS(1(
∑
1m r gm)−gi (gi + s − t)1) contains b1i blocks, where
b1i = 23
⎡
⎣( (∑1 l rgl) − gi
2
)
+
⎛
⎝ ∑
1 l r
gl − gi
⎞
⎠ (gi + s − t)
⎤
⎦
.
And a PHMTS(g1g2 · · · gr) contains b2 blocks, where
b2 = 13
∑
1 i,j r
i =j
gigj .
By a careful calculating we obtain that b =∑1 i rgib1i + (s + 2t − 2)b2. Therefore, the deﬁnition of t-PPMCS
makes sense.
0-PPMCSs play important roles in constructing LPMTSs.
Construction 2.2. If there exist a 0-PPMCS(g10ga11 ga22 · · · garr : s) with s2 and an LPMTS (gi + s, s) for each
1 ir , then there exists an LPMTS(
∑
1 i raigi + g0 + s, g0 + s). Further, if an LPMTS(g0 + s) also exists, then
there exists an LPMTS(
∑
1 i raigi + g0 + s).
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Proof. Let a0 = 1 and (X, S,G,A) be the given 0-PPMCS(ga00 ga11 ga22 · · · garr : s). By the deﬁnition, A can
be partitioned into Ax (x ∈ G, G ∈ G) and Ai (1 is − 2) such that each Ax is the block set of a
PHMTS(1
∑
0 i r aigi−|G|(|G|+s)1)withG∪S as the longgroup andeach (X\S,G,Ai ) is aPHMTS(ga00 ga11 ga22 · · · garr ).
Let G0 ∈ G and |G0| = g0. For each G ∈ G with G = G0, we can construct by assumption an LPMTS(|G| + s, s)
on G ∪ S. So we have |G| PMTS(|G| + s)s with block setsBx (x ∈ G) and s − 2 PHMTS(1|G|s1)s with long group
S and block sets Bi (G) (1 is − 2).
For each x ∈ G, G ∈ G with G = G0, deﬁne Cx =Ax ∪Bx .
For each 1 is − 2, deﬁne Ci =Ai ∪ (∪G∈G,G=G0Bi (G)).
Then each (X,Cx) is anMTS(
∑
1 i raigi+g0+s) and eachCi is the block set of anHMTS(1
∑
1 i r aigi (g0+s)1)
with G0 ∪ S as the long group.
Moreover, since eachAx or Bx itself is pure and |B1 ∩ B2|1 for any B1 ∈ Ax and B2 ∈ Bx , each Cx is also
pure. The same arguments yield that each Ci is pure, too.
Hence, the collection {Cx : x ∈ G,G ∈ G,G = G0} ∪ {Ci : 1 is − 2} ∪ {Ax : x ∈ G0}, in which the block
sets are pairwise disjoint, forms the desired LPMTS(∑1 i raigi + g0 + s, g0 + s).
Further, if there exists an LPMTS(g0 + s) on G0 ∪ S which consists of g0 + s − 2 disjoint PMTS(g0 + s)s with
block sets Bx (x ∈ G0) and Bi (1 is − 2), then we can obtain ∑1 i raigi + g0 + s − 2 disjoint pure block
setsAx ∪Bx (x ∈ G, G ∈ G) and Ci ∪Bi (1 is − 2), which form an LPMTS(∑1 i raigi + g0 + s). This
completes the proof. 
In order to display the construction for t-PPMCSs, we introduce the concepts of s-fan design, pure Mendelsohn
frame and purely partitionable HMTS.
Let X be a v-set.A t-wise balanced design (t-BD) of order v is a pair (X,A) such that each t-subset of X is contained
in exactly one block ofA. An S(t,K, v) denotes a t-BD of order v with block sizes from the set K.
Suppose that G, Bi (1 is) and T are collections of some subsets of X. An s-fan design is an (s + 3)-tuple
(X,G,B1,B2, . . . ,Bs ,T) satisfying the following properties:
(1) (X,G) is a 1-BD;
(2) for each 1 is, (X,G ∪Bi ) is a 2-BD;
(3) (X,G ∪ (⋃si=1Bi ) ∪T) is a 3-BD.
If the block sizes inBi andT are fromKi andKT , respectively, then we denote the s-fan design by s-FG(3, (K1,K2,
. . . , Ks,KT ), v). The type of the s-FG is the multiset {|G| : G ∈ G}.
A pure Mendelsohn frame of type gn, denoted by PMF(gn), is a 3-HMTS(gn) (X,G,A) satisfying that the block
set A can be partitioned into gn disjoint subsets Ax (x ∈ G, G ∈ G) such that each (X\G,G\{G},Ax) is a
PHMTS(gn−1).
A 3-HMTS(gnr1) (r2) (X,G,A) with G0 ∈ G and |G0| = r is called purely partitionable and denoted by
PPHMTS(gn : r) if the block setA can be partitioned into gn + r − 2 disjoint subsetsAx (x ∈ G, G ∈ G\{G0})
and Ai (1 ir − 2) with the following properties: (i) For each x ∈ G, G ∈ G\{G0}, Ax is the block set of a
PHMTS(gn−1(r + 1)1) with group set (G\{G0,G}) ∪ {G0 ∪ {x}}; (ii) for each 1 ir − 2, (X\G0,G\{G0},Ai ) is
a PHMTS(gn).
Construction 2.3. Suppose that there exists an e-FG(3, (K1,K2, . . . , Ke,KT ), v) (e2) of type ga11 ga22 · · · garr . If
there exist a (t + 1)-PPMCS(mk1 : r1) (t + 1m) for each k1 ∈ K1, a PPHMTS(mk2 : r2) (r22) for each
k2 ∈ K2, a PMF(mki+1) for each ki ∈ Ki (3 ie) and a PMF(mk) for each k ∈ KT , then there exists a t-
PPMCS((mg1)a1(mg2)a2 · · · (mgr)ar : (e − 2)m + r1 + r2).
Proof. Let (X,G,A1,A2, . . . ,Ae,T) be the given e-FG. Let S1 = {∞1} × Zr1 , S2 = {∞2} × Zr2 , Si = {∞i} ×
Zm (3 ie) and S=⋃1 ieSi . The desired design is constructed onX′=(X×Zm)∪S with group setG′={G×Zm :
G ∈ G} and stem S. For brevity, we denote Gx = {x} × Zm (x ∈ X) and A = {Gx : x ∈ A} (A ⊆ X).
For each blockA ∈A1, we can construct by assumption a (t+1)-PPMCS(m|A| : r1) on (A×Zm)∪S1 with stem S1,
group set A and block setDA. By the deﬁnition of (t +1)-PPMCS,DA can be partitioned into m|A|+ r1 +2t disjoint
subsets DA(x, i) ((x, i) ∈ A × Zm) and DA(∞1, d) (1dr1 + 2t) with the properties: (1) for each Gx ∈ A,
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there exists a (t + 1) × m Latin rectangle on Gx , say, Lx = (lk,(x,i)), with rows indexed by Zt+1 and columns
indexed by Gx such that each DA(x, i) is the block set of a PHMTS(1m(|A|−1)(m + r1 − t − 1)1) with long group
(Gx\{l0,(x,i), l1,(x,i), . . . , lt−1,(x,i), lt,(x,i)}) ∪ S1; (2) each (A × Zm,A,DA(∞1, d)) is a PHMTS(m|A|).
For each block A ∈ A2, we can construct by assumption a PPHMTS(m|A| : r2) on (A × Zm) ∪ S2 with group set
A ∪ {S2} and block set CA. Then by the deﬁnition of PPHMTS, CA can be partitioned into m|A| + r2 − 2 disjoint
subsets CA(x, i) ((x, i) ∈ A × Zm) and CA(∞2, d) (1dr2 − 2) such that each CA(x, i) is the block set of a
PHMTS(m|A|−1(r2 + 1)1) with group set {Gy : y ∈ A, y = x} ∪ {S2 ∪ {lt,(x,i)}}, and each (A×Zm,A,CA(∞2, d))
is a PHMTS(m|A|).
For each block A ∈ Al (3 le), there exists by assumption a PMF(m|A|+1) on (A × Zm) ∪ Sl with group
set A ∪ {Sl} and block set BA. By the deﬁnition of PMF, BA can be partitioned into (|A| + 1)m disjoint subsets
BA(x, i) ((x, i) ∈ (A × Zm) ∪ Sl) such that for each H ∈ A ∪ {Sl} and (x, i) ∈ H , BA(x, i) is the block set of a
PHMTS(m|A|) with group set (A ∪ {Sl})\{H }.
For each block A ∈ T, we can construct a PMF(m|A|) (A × Zm,A,B′A) by assumption. Then B′A can be
partitioned into |A|m disjoint subsetsB′A(x, i) ((x, i) ∈ A×Zm) such that each ((A×Zm)\Gx,A\{Gx},B′A(x, i))
is a PHMTS(m|A|−1).
For each x ∈ X and i ∈ Zm, deﬁne
Fxi =
⎛
⎝ ⋃
x∈A∈A1
DA(x, i)
⎞
⎠⋃
⎛
⎝ ⋃
x∈A∈A2
CA(x, i)
⎞
⎠⋃
⎛
⎜⎜⎝ ⋃
x∈A∈Al
3 le
BA(x, i)
⎞
⎟⎟⎠⋃
( ⋃
x∈A∈T
B′A(x, i)
)
.
For each 1 ir1 + 2t , deﬁne
F1i =
⋃
A∈A1
DA(∞1, i).
For each 1 ir2 − 2, deﬁne
F2i =
⋃
A∈A2
CA(∞2, i).
For each 3 le and i ∈ Zm, deﬁne
Fli =
⋃
A∈Al
BA(∞l , i).
Then we can check that eachFxi is an HMTS(1(
∑
1 k rmakgk)−m|G|(m|G| + (e − 2)m + r1 + r2 − t)1) with long
group ((G × Zm)\{l′G0,(x,i), l′G1,(x,i), . . . , l′Gt−1,(x,i)}) ∪ S (x ∈ G), where the t × (mg) Latin rectangle on G × Zm is
L′G = (l′Gk,(y,j)) with l′Gk,(y,j) = lk,(y,j), k ∈ Zt , (y, j) ∈ G×Zm. Further, eachFli (1 le) can be veriﬁed to be the
block set of an HMTS((mg1)a1(mg2)a2 · · · (mgr)ar ).
If someFxi is not pure, then there must be two blocks B1 =〈(a, u), (b, v), (c, w)〉 and B2 =〈(c, w), (b, v), (a, u)〉
both inFxi . Since eachDA(x, i), CA(x, i),BA(x, i) orB′A(x, i) itself is pure, B1 and B2 must be from two different
sets of them. If B1 ∈ DA(x, i) and B2 ∈ CA(x, i), then {a, b, c} must be contained both in some block of A1
and in some block of A2, which contradicts to that (X,G ∪ (⋃ei=1Ai ) ∪T) is a 3-BD. The other cases lead to
contradiction similarly. So eachFxi (x ∈ X, i ∈ Zm) is pure. The pure property ofF1i (orF2i , orFli for 3 le)
is straightforward since eachDA(∞1, d) (orCA(∞2, d), orBA(∞l , d)) is pure and |B1∩B2|1 for anyB1, B2 ∈A1
(orA2, orAl).
Furthermore,we can check that the collection {Fxi : x ∈ X, i ∈ Zm}∪{F1i : 1 ir1+2t}∪{F2i : 1 ir2−2}∪
{Fli : 3 le, i ∈ Zm} consists of∑1k rmakgk + (e − 2)m + r1 + r2 + 2t − 2 disjoint block sets and hence
forms the desired t-PPMCS. 
As for the constructions for PPHMTSs and PMFs, we also employ s-fan GDDs as in [13], so we only explain the
deﬁnitions and list the constructions but omit the proofs.
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A group divisible t-design (or t-GDD) on a v-set X is a triple (X,G,B) satisfying the following properties:
(1) (X,G) is a 1-BD;
(2) B is a family of subsets of X (called blocks) and each block intersects any given group in at most one point;
(3) each t-subset from t distinct groups is contained in exactly one block.
If the block sizes come from a set K, we denote the GDD by GDD(t,K, v). The group type of the GDD means the
list {|G| : G ∈ G}.
A GDD(3,K, v) (X,G,B) is called an s-fan GDD(3, (K1,K2, . . . , Ks,KT ), v) if K = K1 ∪ K2 ∪ · · · ∪ Ks ∪ KT
and B can be partitioned into disjoint subsets B1,B2, . . . ,Bs andT such that each (X,G,Bi ) is a GDD(2,Ki, v)
for 1 is. A GDD(3,K, v) is also regarded as a 0-fan GDD(3,K, v).
Construction 2.4. Suppose that there exists an e-fan GDD(3, (K1,K2, . . . , Ke,KT ), v) (e1) of type gn. If there
exist a PPHMTS(mk1 : r) (r2) for each k1 ∈ K1, a PMF(mki+1) for each ki ∈ Ki (2 ie) and a PMF(mk) for
each k ∈ KT , then there exists a PPHMTS((mg)n : m(e − 1) + r).
Construction 2.5. Suppose that there exists a GDD(3,K, v) of type gn. If there exists a PMF(mk) for each k ∈ K ,
then there exists a PMF((mg)n).
In the remainder of this section we list some existence results in Lemmas 2.6 and 2.7 for later use.
Lemma 2.6. (1) There exist a 1-PPMCS(34 : 2), a PPHMTS(33 : 2), a PPHMTS(35 : 2), a PMF(36), an LPMTS(15)
and an LPMTS(9, 3).
(2) There exist a PMF(34), a PMF(64) and a PMF(66).
(3) There exists a PPHMTS(63 : 5).
Proof. (1) All these examples are constructed in [13].
(2) First we construct a PMF(34) as follows. Begin with three disjoint PHMTS(33)s on Z3 ×Z3 with block setsBm
(m ∈ Z3) and group setG={Z3×{i} : i ∈ Z3}, whereBm={〈(i+m, 0), (j, 1), (k, 2)〉, 〈(k, 2), (j, 1), (i+m+1, 0)〉 :
i, j, k ∈ Z3, i + j + k ≡ 0 (mod 3)}. Then proceed with a GDD(3, 3, 4) of type 14 (X,G′,A) whose block set can
be partitioned into four subsetsAx (x ∈ X) such that each (X\{x},G′\{{x}},Ax) is a GDD(2, 3, 3) of type 13 (such
a design can be found in [10]). Finally, for each block B ∈Ax , construct three disjoint PHMTS(33)s on B × Z3 with
block sets Cy (y ∈ B). It is readily checked that the collection {Cy : y ∈ B,B ∈Ax, x ∈ X} forms a PMF(34).
There exist a GDD(3, {4, 6}, 2n) of type 2n for n = 4, 6 by [10] and [13]. Since both a PMF(34) and a PMF(36)
exist, a PMF(6n) also exists by Construction 2.5.
(3) By deleting a group of a GDD(3, 4, 8) of type 24 [10], we obtain a 2-fan GDD(3, (3, 3,∅), 6) of type 23. A
PPHMTS(33 : 2) and a PMF(34) exist by (1) and (2). Thus we obtain a PPHMTS(63 : 5) by Construction 2.4. 
Lemma 2.7. (1) There exists a 2-FG(3, (3, 3, 4), 2k) of type 2k for any integer k ≡ 0, 1 (mod 3) and k3.
(2) There exists a 2-FG(3, (3, 3, {4, 6}), 2k) of type 2k−241 for any integer k ≡ 2 (mod 3) and k5.
(3) There exists a 2-FG(3, (3, 4, 4), 12k + 3) of type 34k+1 for any positive integer k.
Proof. (1) For k ≡ 0, 1 (mod 3) and k3, there exists an S(3, 4, 2k + 2) by [3]. Deleting two points from the
S(3, 4, 2k + 2), we can obtain a 2-FG(3, (3, 3, 4), 2k) of type 2k .
(2) For k ≡ 2 (mod 3) and k5, there exists a CS(3, 4, 2(k + 1)) of type 6(k+1)/3 by [9]. So we can obtain a
2-FG(3, (3, 3, {4, 6}), 2k) of type 2k−241 by deleting two distinct points from a ﬁxed group of the CS(3, 4, 2(k + 1)).
(3) There exists a 1-FG(3, (4, 4), 12k + 4) of type 112k+4 for any positive integer k by [5]. Then a 2-FG(3, (3, 4, 4),
12k + 3) of type 34k+1 is obtained by deleting one point. 
3. Existence of LPMTS(12k + 9)s and LPMTS(12k + 1)s
In this section we establish the existence of LPMTS(12k+9)s and LPMTS(12k+1)s for k > 0 by the constructions
in Section 2.
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Lemma 3.1. There exists a 1-PPMCS(63 : 4).
Proof. The desired design is constructed on Z18 ∪ S with stem S = {x, y, z, w} and group set G = {Gi : i ∈ Z3}
where Gi = {3j + i : j ∈ Z6}. By the deﬁnition, such a system should contain 4 PHMTS(63)s with group set
G, block sets Bi (i ∈ Z4) and 18 PHMTS(11291)s on (Z18 ∪ S)\{i} with block sets Ai , i ∈ Z18 and long group
{i + 3, i + 6, . . . , i + 15} ∪ S. These required block sets are described below.
LetH be the permutation group generated by the following two permutations:
= (0, 6, 12)(1, 7, 13)(2, 8, 14)(3, 9, 15)(4, 10, 16)(5, 11, 17)(x)(y)(z)(w),
= (0, 2, 4)(1, 15, 17)(6, 8, 10)(3, 5, 7)(12, 14, 16)(9, 11, 13)(x)(y)(z)(w).
For i ∈ Z4, letBi = {〈(a), (b), (c)〉 :  ∈H, 〈a, b, c〉 ∈ Ci}, where the blocks of Ci are listed below. Note that
the underlined blocks generate only three distinct blocks under the action ofH.
C0 : 0 1 8 2 1 0 7 2 0 0 5 16 14 7 0 0 10 17 1 3 17 5 3 1
C1 : 0 1 11 17 1 0 0 2 16 10 2 0 0 5 13 7 5 0 11 7 0 0 13 17
C2 : 0 2 4 9 13 11 0 8 16 9 7 17 0 14 10 9 1 5 0 4 11 9 2 13
0 16 17 9 8 7 0 10 5 9 14 1
C3 : 2 0 4 13 9 11 8 0 16 7 9 17 14 0 10 1 9 5 4 0 11 2 9 13
16 0 17 8 9 7 10 0 5 14 9 1
Clearly, each (X,G,Bi ) (i ∈ Z4) is a PHMTS(63).
Then we construct two block setsA0 andA9, each of which has 116 blocks.
A0 : 6 2 1 10 17 4 12 13 14 4 3 1 2 15 5 9 4 1
11 15 2 7 6 1 1 13 12 12 7 1 6 7 13 z 8 1
z 11 16 10 9 1 14 9 5 15 10 1 11 9 14 w 11 1
8 13 1 16 11 5 16 15 1 8 3 5 3 16 1 11 3 8
11 17 1 2 z 1 4 17 z 17 w 1 5 3 2 4 7 3
14 7 2 4 5 12 10 6 11 6 8 2 4 6 10 4 12 16
12 14 2 17 9 2 4 13 15 16 10 2 4 8 14 6 16 14
8 10 12 9 11 2 4 9 13 8 12 2 4 16 6 14 8 6
16 12 10 w 16 2 4 14 w w 10 8 3 17 2 4 15 7
7 z 2 4 z 5 10 w 2 4 w 8 14 16 w 7 10 3
15 17 14 10 13 3 14 17 3 11 14 3 15 13 10 13 16 3
15 11 8 11 6 5 5 17 12 13 7 5 9 8 5 7 15 16
w 13 5 15 14 5 7 9 10 z 16 5 z 13 8 6 17 5
12 17 11 7 w 5 13 17 6 12 11 7 16 9 7 8 9 17
14 z 7 10 11 z 11 w 7 17 15 8 16 13 9 z 17 10
14 13 z w 17 13 1 5 x 10 14 x 14 1 x 5 10 x
2 4 x 11 13 x 4 11 x 13 2 x 8 7 x 7 17 x
17 16 x 16 8 x 5 1 y 14 10 y 1 14 y 10 5 y
4 2 y 13 11 y 11 4 y 2 13 y 7 8 y 17 7 y
16 17 y 8 16 y
A9 : 14 16 2 14 17 12 10 7 6 14 12 5 0 1 4 14 2 15
8 3 14 14 15 8 2 3 8 14 4 z 14 5 0 10 1 0
14 0 11 12 13 4 14 7 w w 17 4 14 3 4 10 15 2
14 11 6 10 13 12 14 6 17 6 7 4 14 13 7 3 11 16
4 17 15 14 z 16 14 w 13 16 11 w 11 8 6 10 6 13
4 10 8 17 2 0 16 12 7 13 0 4 0 2 11 1 12 16
6 8 5 8 10 z 6 16 13 8 11 12 6 1 16 6 5 2
6 2 17 4 7 12 6 4 1 2 5 12 10 16 15 4 3 10
10 11 17 15 13 8 2 7 3 10 12 1 0 5 8 10 17 w
w 7 2 10 0 7 12 17 8 10 2 z 10 3 16 4 15 16
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10 w 11 8 13 w 5 4 16 2 8 1 8 17 0 16 7 0
8 z 4 8 w 1 4 5 w 11 2 12 16 0 13 z 2 16
2 1 w w 5 16 3 1 17 7 11 1 17 13 5 15 5 7
11 15 17 7 13 3 5 11 3 13 15 1 5 3 17 7 1 15
11 5 15 1 3 13 z 13 17 7 5 z z 1 11 1 z 17
7 z 11 5 13 z 1 5 y 10 14 y 14 1 y 5 10 y
2 4 y 11 13 y 4 11 y 13 2 y 8 7 y 7 17 y
17 16 y 16 8 y 5 1 x 14 10 x 1 14 x 10 5 x
4 2 x 13 11 x 11 4 x 2 13 x 7 8 x 17 7 x
16 17 x 8 16 x
For each i = 0, 9 and  ∈H, deﬁneA(i) = {〈(a), (b), (c)〉 : 〈a, b, c〉 ∈Ai}. It can be checked that eachA(i)
is the block set of a PHMTS(11291) with the long group (Gi′ ∪ S)\{(i)} where i′ ≡ (i) (mod 3) and i′ ∈ Z3.
Furthermore, we can verify that the collection {A(i) :  ∈ H, i = 0, 9} ∪ {Bi : i ∈ Z4} consists of 22 disjoint
block sets and hence forms a 1-PPMCS(63 : 4). 
Lemma 3.2. There exists a 0-PPMCS(12k : 9) for any integer k ≡ 0, 1 (mod 3) and k3. There exists a 0-
PPMCS(12k−2241 : 9) for any integer k ≡ 2 (mod 3) and k5.
Proof. There exist a 2-FG(3, (3, 3, 4), 2k) of type 2k for k ≡ 0, 1 (mod 3) (k3) and a 2-FG(3, (3, 3, {4, 6}), 2k) of
type 2k−241 for k ≡ 2 (mod 3) (k5) by Lemma 2.7. Consequently, we respectively obtain a 0-PPMCS(12k : 9) or a
0-PPMCS(12k−2241 : 9) by Construction 2.3 since a 1-PPMCS(63 : 4), a PPHMTS(63 : 5) and a PMF(6i ) (i = 4, 6)
exist by Lemmas 2.6 and 3.1. 
Lemma 3.3. There exists a 0-PPMCS(63 : 3).
Proof. The desired design is constructed on Z18 ∪ S with stem S = {x, y, z} and group set G= {Gi : i ∈ Z3} where
Gi = {3j + i : j ∈ Z6}. By the deﬁnition, such a system should contain 1 PHMTS(63) with group set G, block set
B and 18 PHMTS(11291)s on Z18 ∪ S with block sets Ci , i ∈ Z18 and long groups {i, i + 3, i + 6, . . . , i + 15} ∪ S.
These required block sets are described below.
LetH be the permutation group generated by the following two permutations:
= (0, 6, 12)(1, 7, 13)(2, 8, 14)(3, 9, 15)(4, 10, 16)(5, 11, 17)(x)(y)(z),
= (0, 2, 4)(1, 15, 17)(6, 8, 10)(3, 5, 7)(12, 14, 16)(9, 11, 13)(x)(y)(z).
Deﬁne B = {〈(a), (b), (c)〉 :  ∈ H, 〈a, b, c〉 ∈ C}, where the blocks of C are listed below. Note that the
underlined blocks generate only three distinct blocks under the action ofH.
C : 0 4 2 9 11 13 0 16 8 9 17 7 0 10 14 9 5 1
0 11 4 9 13 2 0 17 16 9 7 8 0 5 10 9 1 14
It easy to see that (X,G,B) is a PHMTS(63).
Then we construct two block setsA0 andA9, each of which has 68 blocks.
A0 : 2 15 5 4 3 1 11 15 2 9 4 1 1 13 12 7 6 1
11 7 1 14 9 5 10 9 1 11 9 14 15 10 1 17 11 1
12 13 7 6 13 1 8 3 5 16 15 1 11 3 8 3 16 1
6 7 5 12 17 1 4 7 3 5 3 2 16 12 4 4 10 6
2 14 12 8 6 2 14 16 4 2 12 16 4 6 8 10 8 2
4 13 15 17 9 2 8 10 12 6 16 14 4 8 14 16 10 2
4 9 13 9 11 2 16 6 10 4 12 10 12 14 8 6 14 2
4 15 7 3 17 2 15 17 14 7 10 3 14 17 3 10 13 3
15 13 10 11 14 3 15 11 8 13 16 3 5 17 12 11 6 5
7 15 16 9 8 5 6 11 17 12 11 5 7 13 5 7 9 10
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15 14 5 13 17 5 12 7 11 17 13 6 8 9 17 16 9 7
16 13 9 17 15 8
A9 : 14 17 12 10 7 6 14 12 5 0 1 4 8 3 14 14 2 15
1 3 8 14 15 7 4 17 5 14 5 0 10 1 0 14 0 11
12 13 4 14 7 13 16 11 3 15 17 4 14 3 2 8 15 2
14 11 6 10 13 12 14 6 17 6 7 4 14 13 8 10 11 16
10 6 13 11 8 6 16 12 7 17 2 0 13 0 4 0 2 11
1 12 16 6 8 5 8 11 12 6 16 13 6 5 2 6 1 16
4 7 12 6 2 17 2 5 12 6 4 1 10 16 15 4 3 10
10 12 1 0 5 8 10 15 4 16 3 4 8 13 15 3 7 2
10 17 11 10 0 7 12 17 8 2 7 1 10 3 17 5 15 16
1 8 2 16 4 5 8 17 0 16 7 0 16 0 13 11 2 12
3 5 17 15 5 11 7 15 1 13 3 1 3 11 5 15 11 17
7 3 13 1 15 13
For each i = 0, 9 and  ∈H, deﬁneA(i) = {〈(a), (b), (c)〉 : 〈a, b, c〉 ∈Ai}.
Next we list the 48 blocks of Bi (i = 0, 2, 4, 9, 11, 13).
B0 : 4 2 x 16 8 x 10 14 x 2 13 x 11 4 x 13 11 x
8 7 x 17 16 x 7 17 x 14 1 x 5 10 x 1 5 x
2 4 0 8 16 0 14 10 0 13 2 0 4 11 0 11 13 0
7 8 0 16 17 0 17 7 0 1 14 0 10 5 0 5 1 0
16 11 y 1 8 y 17 4 y 2 1 y 4 5 y 7 2 y
8 13 y 5 16 y 11 10 y 14 7 y 13 14 y 10 17 y
11 16 z 8 1 z 4 17 z 1 2 z 5 4 z 2 7 z
13 8 z 16 5 z 10 11 z 7 14 z 14 13 z 17 10 z
B2 : 0 4 x 12 10 x 6 16 x 13 0 x 4 9 x 9 13 x
1 12 x 10 3 x 3 1 x 7 6 x 16 15 x 15 7 x
4 0 y 10 12 y 16 6 y 0 13 y 9 4 y 13 9 y
12 1 y 3 10 y 1 3 y 6 7 y 15 16 y 7 15 y
15 10 2 12 13 2 4 15 2 1 0 2 3 4 2 0 7 2
7 12 2 10 9 2 16 3 2 13 6 2 6 1 2 9 16 2
10 15 z 13 12 z 15 4 z 0 1 z 4 3 z 7 0 z
12 7 z 9 10 z 3 16 z 6 13 z 1 6 z 16 9 z
B4 : 2 0 x 14 6 x 8 12 x 9 2 x 0 11 x 11 9 x
15 14 x 6 5 x 5 15 x 3 8 x 12 17 x 17 3 x
0 2 z 6 14 z 12 8 z 2 9 z 11 0 z 9 11 z
14 15 z 5 6 z 15 5 z 8 3 z 17 12 z 3 17 z
14 9 y 17 6 y 15 2 y 0 17 y 2 3 y 5 0 y
3 14 y 6 11 y 9 8 y 12 5 y 8 15 y 11 12 y
9 14 4 6 17 4 2 15 4 17 0 4 3 2 4 0 5 4
14 3 4 11 6 4 8 9 4 5 12 4 15 8 4 12 11 4
B9 : 11 13 x 17 7 x 5 1 x 2 4 x 4 11 x 13 2 x
8 16 x 16 17 x 7 8 x 14 10 x 10 5 x 1 14 x
13 11 9 7 17 9 1 5 9 4 2 9 11 4 9 2 13 9
16 8 9 17 16 9 8 7 9 10 14 9 5 10 9 14 1 9
4 14 y 14 16 y 10 8 y 2 10 y 8 4 y 16 2 y
17 13 y 11 1 y 5 7 y 1 17 y 13 5 y 7 11 y
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14 4 z 16 14 z 8 10 z 10 2 z 4 8 z 2 16 z
13 17 z 1 11 z 7 5 z 17 1 z 5 13 z 11 7 z
B11 : 13 9 x 1 3 x 7 15 x 4 0 x 9 4 x 0 13 x
10 12 x 3 10 x 12 1 x 16 6 x 15 16 x 6 7 x
9 13 y 3 1 y 15 7 y 0 4 y 4 9 y 13 0 y
12 10 y 10 3 y 1 12 y 6 16 y 16 15 y 7 6 y
0 16 11 16 12 11 6 10 11 4 6 11 10 0 11 12 4 11
7 3 11 1 9 11 13 15 11 3 13 11 15 1 11 9 7 11
16 0 z 12 16 z 10 6 z 6 4 z 0 10 z 4 12 z
3 7 z 9 1 z 15 13 z 13 3 z 1 15 z 7 9 z
B13 : 9 11 x 15 5 x 3 17 x 0 2 x 11 0 x 2 9 x
6 14 x 5 6 x 14 15 x 12 8 x 17 12 x 8 3 x
11 9 z 5 15 z 17 3 z 2 0 z 0 11 z 9 2 z
14 6 z 6 5 z 15 14 z 8 12 z 12 17 z 3 8 z
2 12 y 12 14 y 8 6 y 0 8 y 6 2 y 14 0 y
9 17 y 3 5 y 15 11 y 11 3 y 5 9 y 17 15 y
12 2 13 14 12 13 6 8 13 8 0 13 2 6 13 0 14 13
17 9 13 5 3 13 11 15 13 3 11 13 9 5 13 15 17 13
For each i ∈ {0, 2, 4, 9, 11, 13} and  ∈ {1, , 2} (note that {1, , 2} is a subgroup ofH), letB(i) = {〈(a), (b),
(c)〉 : 〈a, b, c〉 ∈ Bi}.
For each i ∈ Z18, deﬁne Ci =Ai ∪Bi . Thus we can verify that each Ci is the block set of a PHMTS(11291) with
the long group {i, i + 3, . . . , i + 15} ∪ S.
Finally, a careful checking with computer shows that the block sets in the collection {Ci : i ∈ Z18}∪{B} are pairwise
disjoint. It follows that a 0-PPMCS(63 : 3) exists. 
Lemma 3.4. There exists an LPMTS(12k + 9) for any non-negative integer k.
Proof. The cases of k = 0, 1, 2 follow by Lemma 1.5.
For k3, there exists a 0-PPMCS(12k : 9) or a 0-PPMCS(12k−2241 : 9) by Lemma 3.2. An LPMTS(21, 9) can be
obtained by applying Construction 2.2 with the known 0-PPMCS(63 : 3) and LPMTS(9, 3) in Lemmas 2.6 and 3.3.
An LPMTS(33) also exists, so the conclusion follows by using Construction 2.2 again. 
Lemma 3.5. There exists a 0-PPMCS(94k+1 : 4) for any positive integer k.
Proof. For any integer k1, there exists a 2-FG(3, (3, 4, 4), 12k + 3) of type 34k+1 by Lemma 2.7. Since a
PPHMTS(33 : 2), a 1-PPMCS(34 : 2) and a PMF(34) exist by Lemma 2.6, we obtain a 0-PPMCS(94k+1 : 4) by
Construction 2.3. 
Lemma 3.6. There exists an LPMTS(12k + 1) for any positive integer k.
Proof. We divide the problem into three cases.
Case 1: v=36k+13. The case of k=0 follows by Lemma 1.5.An LPMTS(13, 4) is constructed in [1]. There exists a
0-PPMCS(94k+1 : 4) by Lemma 3.5 for k1. So we obtain an LPMTS(36k+13, 13) and hence an LPMTS(36k+13)
by Construction 2.2.
Case 2: v = 36k + 25. By Lemma 3.4, there exists an LPMTS(12k + 9) for k0. Then an LPMTS(36k + 25) can
be obtained by Lemma 1.2.
Case 3: v = 36k + 1 (k > 1). We deal with this case by induction. There exists an LPMTS(37) by Lemma 1.5.
Suppose that there exists an LPMTS(36l + 1) for any integer 0< l <k. We show that an LPMTS(36k + 1) also exists.
If v = 36k + 1 = 108k′ + 1 where k = 3k′, there is an LPMTS(36k′ + 1) by assumption. Then an LPMTS(108k′ + 1)
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exists by Lemma 1.2. If v = 36k + 1 = 108k′ + 37 or v = 36k + 1 = 108k′ + 73, we can obtain an LPMTS(v) again
by Lemma 1.2 since an LPMTS(36k′ + 13) and an LPMTS(36k′ + 25) exist by Cases 1 and 2. 
4. Doubling construction for LPMTSs
In this section, we develop a doubling construction for LPMTSs similar to that in [12].
An overlarge set of MTS(v), denoted by OLMTS(v), is a collection {(X\{x},Bx) : x ∈ X}, where X is a (v + 1)-
set, each (X\{x},Bx) is an MTS(v) and ⋃x∈XBx is precisely all cyclic triples on X. Similarly, we can deﬁne an
OLPMTS(v) as an OLMTS(v) in which each MTS(v) is pure.
We list the recent result on the existence of OLPMTS(v)s.
Lemma 4.1 (Ji [4]). There exists an OLPMTS(v) for any positive integer v ≡ 1, 3 (mod 6) and v > 3.
As in Rosa’s paper [12], a 3-good set of 1-factors means a set of three edge-disjoint 1-factors whose union forms a
bipartite graph. A 1-factorization of the complete graph K2n is said to be good if it contains a 3-good set of 1-factors.
Meanwhile, a good 1-factorization of K2n is shown to exist if and only if n4 [12, Lemma 1]. For a set S of size
2n (n4), suppose thatF(S) = {F1(S), F2(S), . . . , F2n−1(S)} is a good 1-factorization of K2n with vertex set S and
{F1(S), F2(S), F3(S)} is a 3-good set. Then we can deﬁne 2n − 1 directed 2-factors of the directed complete graph−→
K 2n with vertex set S (which means that for any two distinct points x, y ∈ S there exist in −→K 2n a unique arc from x
to y and a unique arc from y to x).
First set T1(S) = F1(S) ∪ F2(S), T2(S) = F2(S) ∪ F3(S) and T3(S) = F3(S) ∪ F1(S). Orient the edges in Ti(S)
(i = 1, 2, 3) to form a digraph −→T i(S) in such a way that each digraph has all vertices of indegree and outdegree 1, and
no arc is in common between any two of them (the bipartiteness of F1(S) ∪ F2(S) ∪ F3(S) ensures that this can be
done).
Next, for 2jn − 1, form a 2-factor T2j (S) = F2j (S) ∪ F2j+1(S) and orient each edge such that the resulting
digraph −→T 2j (S) has every vertex indegree and outdegree 1. Then assign opposite orientation to each arc of −→T 2j (S) to
obtain another digraph −→T 2j+1(S).
It is immediate that {−→T i(S) : 1 i2n−1} is a 2-factorization of −→K 2n with vertex set S.We call it a 2-factorization
associated with the good 1-factorizationF(S), where {−→T i(S) : 1 i3} is called a 3-good set of directed 2-factors.
In the following such 2-factorization, we always use the ﬁrst three factors −→T 1(S), −→T 2(S) and −→T 3(S) to denote the
3-good set of directed 2-factors obtaining from the 3-good set of 1-factors inF(S). For a digraph −→G , we denote by←−
G the digraph consisting of all the arcs in {(a, b) : (b, a) ∈ −→G }, where (b, a) ∈ −→G means that (b, a) is an arc of −→G .
It is clear that {←−T i(S) : 1 i3} is also a 3-good set and {←−T i(S) : 1 i2n − 1} is also a 2-factorization of −→K 2n
with vertex set S.
Construction 4.2. For odd v7, if there exist both an LPMTS(v) and an OLPMTS(v), then there exists an
LPMTS(2v + 1).
Proof. Let v + 1 = 2n, X = {x1, x2, . . . , xv}, Y = {1, 2, . . . , v + 1} and X ∩ Y = ∅. Let {(X,Ai ) : 1 iv − 2} be a
large set of pure MTS(v)s and {(Y\{i},Bi ) : i ∈ Y } be an overlarge set of pure MTS(v)s.
Since |Y | = 2n8, there exists a 2-factorization T(Y ) = {−→T i(Y ) : 1 i2n − 1} of −→K 2n with Y as vertex set
associated with the good 1-factorizationF(Y ). We can deﬁne a Latin square A = (aij ) on Y as follows.
(1) ar,j = s if (r, s) ∈ −→T j (Y ) for 1j2n − 1 and 1r, s2n;
(2) ar,2n = r for 1r2n.
Further let X′ =X∪{∞} (where ∞ is a new symbol) andT(X′)={−→T j (X′) : 1j2n−1} be the 2-factorization
associated with the good 1-factorization F(X′) = {Fj (X′) : 1j2n − 1} of K2n with vertex set X′. Without
loss of generality, we can assume that {xj ,∞} ∈ Fj (X′) and (xj ,∞) ∈ −→T j (X′). By such an assumption, we have
(∞, xj ) ∈ −→T (j)(X′), where  is a permutation on the set {1, 2, . . . , 2n − 1} such that (1) = 3, (2) = 1, (3) = 2,
and for each 2 in − 1, (2i) = 2i + 1, (2i + 1) = 2i. For each i ∈ Y , deﬁne Xi = X ∪ {i} and denote by
T(Xi)= {−→T j (Xi) : 1j2n− 1} the 2-factorization of −→K 2n with vertex set Xi obtained fromT(X′) by replacing
simply in each factor −→T j (X′) the element ∞ by the element i, and leaving everything else unchanged.
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Deﬁne another permutation  on the set {1, 2, . . . , v} as follows: (1)= 1, (2)= 2n− 3, (3)= 2n− 1, (4)= 2,
(5) = 2n − 2, and for each 6 i2n − 1, (i) = i − 3.
Let B = (bij ) be any Latin square of order v = 2n − 1 on the set {1, 2, . . . , v} satisfying the following conditions:
For each 1j2n − 1, bv,j = (j), bv−1,j = ((j)), bv−2,j = (bv−1,j ), and bv−3,2 = 2, bv−3,5 = 3, bv−3,7 = 1.
So B has the followings as the last 4 rows:
∗ 2 ∗ ∗ 3 ∗ 1 ∗ ∗ ∗ ∗ · · · ∗ ∗
2n − 2 3 2n − 4 2n − 1 1 5 2 7 4 9 6 · · · 2n − 3 2n − 6
2n − 1 1 2n − 3 2n − 2 2 4 3 6 5 8 7 · · · 2n − 4 2n − 5
1 2n − 3 2n − 1 2 2n − 2 3 4 5 6 7 8 · · · 2n − 5 2n − 4
We construct 2v − 1 pairwise disjoint PMTS(2v + 1)s on X ∪ Y in the following two parts.
Part 1: For each i ∈ Y , deﬁne
Ci = {〈r, s, ai,(j)〉 : (r, s) ∈ −→T j (Xi), 1j2n − 1},
and
Di =Bi ∪ Ci .
Part 2: For each 1 iv − 4, deﬁne
Ei = {〈xj , r, s〉 : (r, s) ∈ −→T bi,j (Y ), 1j2n − 1}.
Next deﬁne
Ev−3 = {〈xj , r, s〉 : (r, s) ∈ −→T bv−3,j (Y ), 1j2n − 1, j = 2, 5, 7}
∪ {〈xj , r, s〉 : (r, s) ∈ ←−T bv−3,j (Y ), j = 2, 5, 7},
and
Ev−2 = {〈xj , r, s〉 : (r, s) ∈ ←−T bv−2,j (Y ), 1j2n − 1}.
Finally for each 1 iv − 2, deﬁne
Gi =Ai ∪ Ei .
It remains to check that {(X ∪ Y,Di ) : i ∈ Y } ∪ {(X ∪ Y,Gi ) : 1 iv − 2} is a large set of pure MTS(2v + 1)s.
(1) Each (X ∪ Y,Di ) (i ∈ Y ) is a PMTS(2v + 1).
First the number of the blocks in each Di is
(v + 1)v + v(v − 1)
3
= (2v + 1)2v
3
,
just the number of blocks required in an MTS(2v + 1).
Next we distinguish three cases to show that every ordered pair P = (r, s) of X ∪ Y is contained in some block of
Di (i ∈ Y ).
Case 1: P = (r, s), where r, s ∈ Y\{i} and r = s. Since (Y\{i},Bi ) is an MTS(v), P = (r, s) is contained in some
block of Bi ⊂ Di .
Case 2: P = (r, s), where r, s ∈ Xi and r = s. Since {−→T j (Xi) : 1j2n − 1} is a 2-factorization on −→K 2n with
vertex set Xi , there exists some j, 1j2n − 1, such that (r, s) ∈ −→T j (Xi). Consequently P = (r, s) is contained in
the block 〈r, s, ai,(j)〉 of Ci ⊂ Di .
Case 3: P = (r, s), where r ∈ Xi and s ∈ Y\{i} (or, s ∈ Xi and r ∈ Y\{i}). By the deﬁnition of Latin square A,
there exists some j, 1j2n − 1, such that ai,(j) = s (or ai,(j) = r). Accordingly there is an arc (a, r) ∈ −→T j (Xi)
(or (s, b) ∈ −→T j (Xi)) with r as the end (or s as the beginning). Then P = (r, s) is contained in the block 〈a, r, s〉 (or
〈s, b, r〉) of Ci ⊂ Di .
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If 〈r, s, t〉 ∈ Bi , then 〈t, s, r〉 /∈Bi sinceBi is pure. If 〈r, s, t〉 ∈ Ci and suppose that (r, s) ∈ −→T j (Xi) and ai,(j)= t ,
then there exists some j ′ = j such that (s, r) ∈ −→T j ′(Xi) by the property of T(Xi), thus 〈s, r, ai,(j ′)〉 ∈ Ci . But
ai,(j) = ai,(j ′), then 〈s, r, ai,(j)〉 /∈Ci . Obviously Bi and Ci are disjoint, so each Di is pure.
(2) By similar arguments as in (1), each (X ∪ Y,Gi ) (1 iv − 2) is also a PMTS(2v + 1). Note that both
{−→T bv−3,j (Y ) : 1j2n − 1, j = 2, 5, 7} ∪ {←−T bv−3,j (Y ) : j = 2, 5, 7} and {←−T bv−2,j (Y ) : 1j2n − 1} are
2-factorizations on −→K 2n with vertex set Y .
(3) The collection {Di : i ∈ Y } ∪ {Gi : 1 iv − 2} forms a large set. We only need to show that every cyclic triple
T = 〈r, s, t〉 on X ∪ Y is contained in someDi (i ∈ Y ) or in some Gi (1 iv − 2). The following cases exhaust all
the possibilities.
Case 1: T = 〈r, s, t〉, where r, s, t are three distinct elements in X. Since {(X,Ai ) : 1 iv − 2} is an LPMTS(v),
there exists some i, 1 iv − 2, such that T = 〈r, s, t〉 ∈Ai ⊂ Gi .
Case 2: T = 〈r, s, t〉, where r, s, t are three distinct elements in Y. Since {(Y\{i},Bi ) : i ∈ Y } is an OLPMTS(v),
there exists some i, i ∈ Y , such that T = 〈r, s, t〉 ∈ Bi ⊂ Di .
Case 3: T = 〈r, s, t〉, where r, s ∈ X, r = s and t ∈ Y . Since {−→T j (X′) : 1j2n − 1} is a 2-factorization
on
−→
K 2n with vertex set X′, there exists some j , 1j2n − 1, such that (r, s) ∈ −→T j (X′). Since A is a Latin
square, there is some i, 1 i2n, such that ai,(j) = t . By the deﬁnition ofT(Xi), we have (r, s) ∈ −→T j (Xi). Thus
T = 〈r, s, t〉 = 〈r, s, ai,(j)〉 ∈ Ci ⊂ Di .
Case 4: T = 〈xj , s, t〉, where xj ∈ X, j ∈ {2, 5, 7}, s, t ∈ Y and s = t . By the deﬁnitions of Latin square B and
2-factorizationT(Y ), for each j ∈ {2, 5, 7}, {←−T bi,j (Y ) : i = v − 3, v − 2, v − 1} = {←−T 1(Y ),←−T 2(Y ),←−T 3(Y )} is a
3-good set of directed 2-factors. So for each such j, {−→T bi,j (Y ) : 1 i2n− 1, i = v − 3, v − 2, v − 1} ∪ {←−T bi,j (Y ) :
i = v − 3, v − 2, v − 1} is a 2-factorization on −→K 2n with vertex setY. Then there is some i, 1 iv, such that the pair
(s, t) ∈ −→T bi,j (Y ) if i /∈ {v − 3, v − 2, v − 1} or(s, t) ∈ ←−T bi,j (Y ) if i ∈ {v − 3, v − 2, v − 1}. We distinguish three
cases of i.
(a) 1 iv − 2. By the deﬁnition of Ei , T ∈ Ei ⊂ Gi .
(b) i = v − 1, i.e., (s, t) ∈ ←−T bv−1,j (Y ), (t, s) ∈ −→T bv−1,j (Y ). By the deﬁnition of Latin square B, we have bv−1,j =
((j)). By the deﬁnition of Latin square A, s = at,((j)). Since (t, xj ) ∈ −→T (j)(Xt ), the triple T = 〈xj , s, t〉 =
〈t, xj , at,((j))〉 ∈ Ct ⊂ Dt .
(c) i = v, i.e., (s, t) ∈ −→T bv,j (Y ). By the deﬁnition of Latin square B, we have bv,j = (j). By the deﬁnition of Latin
square A, t = as,(j). Since (xj , s) ∈ −→T j (Xs), the triple T = 〈xj , s, t〉 = 〈xj , s, as,(j)〉 ∈ Cs ⊂ Ds .
Case 5: T = 〈xj , s, t〉, where xj ∈ X, 1j2n − 1, j /∈ {2, 5, 7}, s, t ∈ Y and s = t . By the deﬁnitions of Latin
square B and 2-factorization T(Y ), for each j /∈ {2, 5, 7}, ←−T bv−2,j (Y ) and ←−T bv−1,j (Y ) are two directed 2-factors on
Y consisting of some arcs with opposite orientation. So {−→T bi,j (Y ) : 1 i2n − 1, i = v − 2, v − 1} ∪ {←−T bi,j (Y ) :
i=v−2, v−1} is a 2-factorization on −→K 2n with vertex setY. Then there is some i, 1 iv, such that (s, t) ∈ −→T bi,j (Y )
if i /∈ {v − 2, v − 1} or (s, t) ∈ ←−T bi,j (Y ) if i ∈ {v − 2, v − 1}. By similar arguments as in Case 4, T ∈ Ei ⊂ Gi if
1 iv − 2, T ∈ Ct ⊂ Dt if i = v − 1, and T ∈ Cs ⊂ Ds if i = v.
It follows that {(X ∪ Y,Di ) : i ∈ Y } ∪ {(X ∪ Y,Gi ) : 1 iv − 2} forms an LPMTS(2v + 1). 
5. Conclusion
Combining the known orders with the recursive constructions, we obtain the existence of LPMTS(v)s for odd v > 7.
Lemma 5.1. There exists an LPMTS(v) for any integer v ≡ 1, 3 (mod 6) and v > 7.
Proof. There exist an LPMTS(v) for v=9, 13, 15 by Lemmas 1.5 and 2.6. Suppose that there exist an LPMTS(6l+1)
and an LPMTS(6l + 3) for any integer 1< l <k. We show that an LPMTS(6k + 1) and an LPMTS(6k + 3) also exist.
For v = 6k + 3 ≡ 9 (mod 12) or v = 6k + 1 ≡ 1 (mod 12), there exists an LPMTS(v) by Lemmas 3.4 and 3.6. For
6k + 1 = 12k′ + 7 = 2(6k′ + 3) + 1 with k = 2k′ + 1 and k′1, there exists an LPMTS(6k′ + 3) by Lemma 1.5 or
by assumption. Applying Construction 4.2 with LPMTS(6k′ + 3) and OLPMTS(6k′ + 3) in Lemma 4.1, we obtain
an LPMTS(6k + 1). For 6k + 3 = 12k′ + 3 = 2(6k′ + 1) + 1 with k′ > 1 and k = 2k′, we can similarly obtain an
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LPMTS(6k+3) by applyingConstruction 4.2. By induction, there exists anLPMTS(v) for any integer v ≡ 1, 3 (mod 6)
and v > 7. 
Finally, we establish the existence spectrum for large sets of pure Mendelsohn triple systems.
Theorem 5.2. There exists an LPMTS(v) if and only if v ≡ 0, 1 (mod 3), v4 and v = 6, 7.
Proof. Necessity is established by Lemma 1.1. We treat sufﬁciency as follows.
Firstly, There exists an LPMTS(v) for any integer v ≡ 1, 3 (mod 6) and v > 7 by Lemma 5.1.
Secondly, if v ≡ 0, 4 (mod 6), v > 0 and v = 6, we can rewrite it as v = 2nu + 2, where u ≡ 1, 5 (mod 6) and
n1. If n = 1, v = 2u + 2 ≡ 0, 4 (mod 12), an LPMTS(v) exists by Lemma 1.5. Further, if n = 2, v = 4u + 2 and
u = 1, 5, then an LPMTS(u+2) exists by Lemma 5.1, thus an LPMTS(v) exists by Lemma 1.3. If u=5, there exists an
LPMTS(22) by Lemma 1.5. Moreover, if n> 2, an LPMTS(v) exists by Lemma 1.4 since there is an LPMTS(2n + 2)
by Lemma 1.5. This completes the proof. 
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