IN 1991, THE AVERAGE U.S. HOUSEHOLD spent $1,161 for motor vehicle fuel, and household vehicles accounted for 31 percent of U.S. petroleum consumption and 13 percent of total U.S. energy consumption (EIA (1993)). Between 1966 and 1991, fuel consumption by cars and light trucks increased by 60 percent, despite a 44 percent increase in average fuel economy (Porter and Rao (1993)).2 That is, vehicle miles traveled increased by 131 percent over this period, even though total population rose by only 29 percent. Moreover, as Ellerman (1993) has demonstrated, the rapid increase in U.
way to learn about the gasoline demand of future high-income consumers is to study the behavior of today's high-income consumers, which leads us to using household-level data.
Second, over periods of a decade or more, age structures and other demographic characteristics may change substantially, and it is reasonable to expect such changes will affect gasoline demand. The United States has seen a substantial aging of the population over the last several decades, as well as the emergence of two-earner (often two-commuter) households as a typical model. However, as Dahl (1993) notes, very little work has been done on gasoline demand at the household level, and even less has taken full account of differences in household composition and location.6 Moreover, secular trends are associated with longer-run determinants of demand, which are also consistent with the use of household-level data.
We study data from the Residential Transportation Energy Consumption Survey (RTECS). These data are discussed in the next section, along with our basic modeling framework. We focus on the 1991 data, the most recent available when this study began, and then validate our basic results with the 1988 data and a small panel of households observed in both survey years.
Section 3 presents our results on the Engel structure of demand. We present a fairly simple model of income and demographic effects, the specification of which is guided by semiparametric methods of broad applicability and is then validated by various specification tests. We find no evidence that the income elasticity of demand falls at high incomes. We note that the primary effect of age occurs for households with head aged 50 years and up, at which point gasoline consumption falls dramatically with age. In addition, we find a large impact of the number of drivers in the household, and accounting for number of drivers drops the overall estimates of income elasticity by 50%. Our results on demographic effects help explain why earlier forecasts were too low and why demand equations based on recent aggregate data may well overpredict future growth.
As practical applications of flexible estimation techniques, these results are of methodological interest. We compute local average estimates of the gasoline regression surface and present them graphically. This gives an extremely clear depiction of the structure of income and age effects on gasoline demand in these data-a depiction that enhances elasticity estimation by guiding parsimonious parametric modeling. In other words, our application provides some guidelines for using nonparametric methods to determine basic structure and guide subsequent modeling. We feel this approach will be valuable in many application areas.
Section 4 considers estimation of price elasticities using the RTECS data. Our initial regression estimates were quite plausible, but we ultimately concluded that measurement problems make them spurious. We discuss this aspect of our study in some detail both to help future investigators avoid misusing the RTECS data, and to illustrate the diagnostic value of nonparametric methods, which led us to continue questioning our basic estimates until we ultimately uncovered fundamental measurement problems. Section 5 closes with a summary of our findings. 6 Archibald and Gillingham (1980, 1981) are notable exceptions, but they do not attempt to develop parsimonious empirical representations. Hausman and Newey (1995) , which we discuss further below, estimate gasoline demand equations at the household level but do not consider the impacts of demographic variables. Jorgenson, Sleznick, and Stoker (1988), among others, include demographic variables in models of the demand for energy and other commodities, but that work does not focus on gasoline demand or analyze the structure of income effects in detail.
THE BASIC FRAMEWORK

The RTECS Data
The Residential Transportation anid Enelgy Consumption Slulveys (RTECS) are a series of detailed household surveys on driving behavior and vehicle ownership collected by the Department of Energy, beginning in 1979 and now carried out every three years. We focus on the two surveys for 1991 and 1988 because they are based on the same suivey design and data collection methods (c.f. EIA (1993, 1990)). We limit our attention to households with nonzero numbers of miles driven, drivers, and cars owned.7 The resulting data sets are comprised of 2684 household observations in 1991 and 2594 household observations in 1988. By matching household identification numbers, we discovered that 547 households were suiveyed in both years, and we report estimates using this short panel below. A full listing of variable names, definitions, and summary statistics is given in Table Al in the Appendix. Observations on mileage driven in each year were collected directly from odometer readings. These observations were combined with estimated miles-per-gallon figures for each vehicle owned to construct total gallons of gasoline demanded.8
Households report their annual income in one of 23 ranges (in thousands of dollars). We used a log-normal procedure to estimate within-cell means for each of the ranges, and set each household's observed income to the mean of the appropriate range.9 We regard the resulting log income values as sufficiently continuous to use them for nonparametric estimation below.
Location effects-seasons and typical modes of driving-are captured via observations on urban, suburban, and rural residence as well as regional location. The standard nine region classification of the United States is utilized. Table Al summarizes the main data definitions, where "Base" refers to the discrete variables that are omitted from the regression analysis that follows.
Demographic aspects of households are observed in the following ways. Age-of-head is observed in years, which we regard as continuous for nonparametric estimation. Household size (number of household members) and numbers of licensed drivers are observed directly, taking on discrete values (i.e. 1, 2, 3 ... ). Specific ages of each household member are not reported. Rather, each household was assigned to one of nine "lifecycle" categories, described in Table Al . In this way, the survey design attempted to identify different household types associated with different driving needs.
The Modeling Framework
We do not employ a tightly parameterized model based on household utility, but the basic framework of our study dictates various aspects of model specification. In particu-7This eliminated only around 100 observations in each survey, or around 3% of the original samples. 8One could argue that mileage driven is a better measure of transportation services. As we note below, however, the results we obtained using mileage driven as the dependent variable are qualitatively identical to the results obtained using gasoline consumption. 9Specifically, for each year we estimated the mean and standard deviation of log-income in the population, using the maximum-likelihood method for grouped lognormal data (see Aitcheson and Brown (1963, p. 51-52) ). Using these estimates, we set each household's income equal to mean income conditional on its reported income range. Experiments with grouping estimators indicated that the resulting measurement error was of negligible importance. lar, we assume that household demand for gasoline arises from an optimization process that involves the number and types of vehicles owned, and the amount of driving for commuting, errands, vacations, and personal pleasure. We take as exogenous the basic demographic composition of the household, their (idiosyncratic) tastes for driving and vehicle attributes, and the location in which they live. We also take the wealth of the family as exogenous,10 and assume that current income is a sufficient statistic for wealth as it affects gasoline demand. Finally, we assume that automobile cost parameters are exogenous, as are available prices for gasoline. For our main work on the Engel structure of gasoline demand, we suppose that price differences are adequately captured in the effects of regional variables. We discuss the use of the RTECS data on gasoline expenditures in Section 4.
Given these exogenous features, we assume that each household has chosen the array of vehicles they own-their driving "technology"-as well as (anticipated and realized) amounts of different types of driving. These choices in turn determine the observed features of driving behavior, namely number of gallons of gasoline, number of miles, and MPG (miles per gallon), as well as the number of cars and car types. That is, vehicle ownership and vehicle types are viewed as endogenous, as well as gasoline consumption. In this spirit, our statistical analysis fits a reduced form gasoline demand equation.1"
THE ENGEL STRUCTURE OF GASOLINE DEMAND
Estimates from the 1991 Sample
As described above, the basic household demand model takes the following form:
Log Gallons = F(Income, Demographics, Location).
Theory provides no guidance as to the appropriate functional form to use for estimation. Moreover, flexible nonparametric methods cannot be used to help specify the entire model because there are 22 plausible candidates for predictor variables in Table Al . Consequently, some modeling restrictions must be imposed at the outset.
Of our 22 candidates for predictors, two are continuous (Income and Age-of-Head) and the remainder are discrete. Because of the issues that motivated this study, we decided to focus flexible modeling methods on the income-age structure of demand. In particular, we begin with a partial linear model that takes log-total gallons LTGALS as a general function of log-income LY and log-age LAGE plus a linear function of the log of the number of drivers LDRVRS and log-household size LSIZE, and the remaining qualitative variables. This semiparametric model is summarized as12 (3.1) LTGALS = G(LY, LAGE) + ,81LDRVRS + /82LSIZE + /3 Residence + /3 Region + /3 Lifecycle + e. 10 We ignore the possibility that income might be endogenous, because one may choose a longer commute to a job with a higher salary. This could be a serious concern in a study of gasoline demand in a developing country, where the amount of driving may be substantially affected by the availability of highways and other infrastructure. 11 The main alternative would be to build a complex structural model of vehicle choice and gasoline usage, such as discussed in Train (1986) . We opt here for a simple, clear, statistical description of the reduced form relationship. 12 Partial linear models were first used in econometrics by Engle, Granger, Rice, and Weiss (1986). The estimation method we describe follows Robinson (1988).
The function GO has the standard regression interpretation, namely as the income-age structure of mean log-gasoline demand, holding location and other demographic variables constant. We estimate G nonparametrically and display it graphically.
To discuss estimation, it is useful to rewrite the model compactly as 
In order to implement (3.4) to estimate the coefficients /3, we need to use estimates of the regressions E(y I x) and E(z I x), namely the mean of y and each component for z for different x values. While virtually any nonparametric regression estimator would do, we use standard kernel estimators, where the estimate of E(y I x) is denoted my(x) and that of E(z I x) is denoted Miiz(x)."3 Our estimate of /8 is just the vector of OLS coefficients /3 of the estimated deviation yi -MiY(xi) on Zi -M6z(xi).14 Recall that our primary interest is in the income-age structure of gasoline demand, or G(x) in (3.1). Since G(x) = E(y -,8 'z I x), we could compute G(x) as the kernel regression of yi -/ 'zi on x; the same estimate is given from our earlier kernel regressions as (3.5)
G(x =_ nmy(x) -: Wm z(x).
The components of the estimate /8 are given in Table 1. 15 Let us turn first to a description of the estimate &(x). The function G(x) can be graphed as a surface over log-income-log-age coordinates, but it is hard to see details of the structure of G(x) in such a plot. Instead, we found it more informative to present G(x) by drawing its cross sections-namely log-income profiles for different ages and log-age profiles for different incomes. These plots are given in Figures 1 and 2. The income structure is quite clear from Figure 1 . First, the relationship appears linear except at low income levels, where there appears to be little or no income effect. Second, different income profiles for different ages are roughly parallel, suggesting that the function G(x) is additive in functions of log-income and log-age.
Likewise, the age structure of household gasoline demand is clear from Figure 2 . In particular there is no age effect until age 50, after which gasoline consumption declines 13 See Silverman (1986) and Hardle (1991) . For our estimation here, we standardize the x data, use a standard normal kernel, and set the bandwidth to h = .3. For reference, given our sample size, the approximate optimal bandwidth for estimating density when x is normally distributed is h = .258 (Silverman (1986)), and if the true model is linear, the optimal bandwidth for regression is h = .294 (Stoker (1995) ). Cross validation applied to the residuals from the partially linear model gave h = .35, so our estimates may be a bit undersmoothed. However, variation of the bandwidth within these ranges made no difference whatsoever to our estimates (3.5) of the structure of G(x). 14 Following Robinson (1988) , this regression is performed on a trimmed sample, where we omit the 5% of the sample with lowest estimated (x) density. 15 The full set of estimates of all qualitative variable coefficients were omitted to save space. They are available from the authors. 
Partial Linear Model, 1991 Data
. the value was 1.54, with a (standard normal) p-value of .061. Consequently, we fail to reject the spline specification against the semiparametric partial linear model.'6 We have thus used the semiparametric estimates to guide the specification of the parametric model. 17 We also did some OLS exploratory analysis with other income and age terms and interactions but could find no significant effects.'8 Finally, we carried out the same kind of analysis with each of the two components of log-gallons: log-miles and log-gallons-per-mile. Log-miles exhibits exactly the same qualitative structure as log-gallons, both in the semiparametric specification and the parametric model. Log-gallonsper-mile increases slightly with income and age, but the effects are much weaker than those affecting log-miles.19 Thus, our results on gasoline demand primarily reflect systematic differences in driving patterns, rather than in vehicle characteristics.
We performed standard F tests of refinements to the structure of the residence, region, and lifecycle effects, and discovered a very parsimonious representation. In all specifications, urban households drive less than suburban households, who in turn drive less than rural households. Households drive less than the norm only in the Northeast (New England and Middle Atlantic regions) and the Pacific region, and the only significant lifecycle effect was that young single adults drive more. Standard F tests indicated only marginal evidence against these refinements (an F statistic of 1.69 with a p-value of .046 from an F (15, 2641) distribution); however the simplified model was nominally rejected against the semiparametric model with the Ait-Sahalia, Bickel, test. The latter test statistic is quite sensitive, and we are not aware of comparative work to assess the practical importance of this latter testing result.
The final results for 1991, reflecting these refinements, are summarized in Table II . The simplicity of this final specification was greatly aided by the ease with which we were able to characterize accurately the age-income structure.
The coefficient on log-drivers is extremely robust; it was around 0.6 for essentially all specifications that included log-size and is always precisely estimated. We can always strongly reject the hypothesis of no effect (a zero coefficient) as well as the hypothesis that the appropriate model would be based on consumption per driver (a coefficient of unity). Similarly, the coefficient of log-size is generally around 0.1 and is always precisely estimated. The coefficient of log-income is generally around 0.2 and is also precisely ric bias, where Ii indicates trimming of the 5% of sample values with lowest estimated density. g(xi) is the fitted value of the final spline regression computed on the trimmed sample. This is a very sensitive test and we view the failure to reject as strong confirmation of the spline specification. 17 We are open to the criticism of pretesting here, of course, but our aim is to produce a useful summary of the data, not to test a priori parametric hypotheses. Moreover, we are unaware of work that uses graphical methods to select specifications, as we have done. 18 We fit the model with the piecewise linear breakpoints as parameters, obtaining 10.49 for income (with standard error 3.04) and 52.36 for age (with standard error 1.64), which did not lead us to reject our choices of 12 and 50 respectively. This followed a suggestion by Whitney Newey, who also verified the technical conditions for estimation for this case. Further exploration with very general specifications did lead to one nominal rejection. For the basic model, we allowed all coefficients to vary by the nine lifecycle categories, and the test of no differences gave an F statistic of 1.43, which has a p-value of .002 from an F(118, 2515) distribution. We are not greatly concerned with this finding, as the resulting model has 143 parameters, few estimated precisely, and careful examination of the parameter differences across lifecycle categories yielded no insight. 19 We have omitted these results out of a concern for brevity, but they are available on request from the authors. 
6). Non Northeast Region refers to regional locationi other than New Eiigland or Middle Atlantic. Model in columni (3) is fit in first-differenced form usinig the subsample of obsel-vations incltuded in the 1988 and 1991 cross sectionis-see
text.
estimated. In OLS estimation, adding log-drivers generally cuts the estimated coefficient of log-income roughly in half.
These results have important implications for the history and future of U.S. gasoline demand. Over the 1966-1991 period, the number of licensed drivers increased roughly twice as fast as the population as a whole, both because the driving-age population increased as a fraction of the total population and because an increasing fraction of the driving-age population were licensed. While it seems obvious that this demographic shift would affect the demand for gasoline, it has been ignored in virtually all previous studies of gasoline demand.20 Our estimates suggest that this shift played a major role in 20After this study was essentially complete, we learned of two exceptions: Gately (1990 increasing gasoline consumption over the last few decades and that income changes played a much smaller role than most studies, which do not take licensed drivers into account, would suggest. Since this demographic shift has essentially been completed in the U.S., we can expect future growth in aggregate income and population to produce smaller increases in gasoline demand than in the past. This conclusion is, of course, reinforced by our finding that gasoline demand is lower, all else equal, for households with older heads.
Estimates from the 1988 Sample and the Household Panel
We carried out the same analysis with the 1988 sample and found a virtually identical income and age structure for gasoline demand. We fail to reject the hypothesis that the basic model coefficients are the same in 1988 and 1991-the F statistic is .860, with a  p-value of .655 from an F(23, 5258) distribution. We carried out the same sort of refining procedures as for the 1991 sample, and we found a slightly different regional structure. The estimates for the refined model are given in Table II , and the F statistic of the coefficient restrictions used in the refined model is 1.63, which has a p-value of .060 for an F(15, 2569) distribution. In any case, we view our basic model as well validated by the similarity of the results from 1988 and 1991.
For a final test of model validity, we estimated the refined model in differenced form using the sample of 547 households observed in both years. We omitted the location variables because none of these households changed locations. The results are also presented in Table II . Qualitatively, the income-age structure is similar, with a smaller estimated income elasticity. Also, the elasticity for number of drivers is smaller, as is the elasticity for number of household members. For testing, instead of making an assumption about the correlation structure of the disturbances in both years, we tested whether the coefficient estimates of the differenced model were equal to the (estimated) values given in Table II for the refined 1991 model. This gave an F statistic of 2.13, with a p-value of .039 from an F(7,539) distribution. The source of greatest difference in fit concerned the log-drivers and log-size effect-for instance, testing all restrictions except for the restriction on log-size gave an F statistic of .164, with a p-value of .133 for an F(6,539) distribution. Since these differences are relatively small and are consistent with the notion that driving habits react with a lag to changes in household composition, we feel the panel estimates give us no reason to doubt the basic specification of our gasoline demand equations.
(ATTEMPTED) ESTIMATION OF PRICE EFFECTS
The omission of price effects in the above analysis seemed unlikely to bias coefficients of included variables because we controlled for residential and regional differences that seemed likely to capture much of the variation in retail gasoline prices. Still each of the RTECS surveys reports values of total expenditure on gasoline, and we attempted to use these values to estimate price effects. In particular, we constructed an observed price for each household by'
Total Expenditure
Gasoline Price =
Total Gallons
We denote the log of this price value as LP in the following. We investigated price effects using this variable, but ended up concluding that the RTECS data contained no useful information on those effects. We nonetheless present this analysis here because it involved interesting use of nonparametric methods. Part of the motivation for our interest in studying the price effects in this data arises from a recent study of household gasoline demand by Hausman and Newey (1995) . This study estimated consumer surplus from tax changes using a data set of roughly 18,000 observations that was constructed by pooling several (1979-1988) earlier RTECS samples. Their model gave nonparametric treatment to price and income structure, and it included year and region effects, though not household demographic variables. Our interest was aroused by the shapes of their reported nonparametric demand curves (Figures 3 and 4, p. 1463-1464) . In particular, their results imply that price increases reduce quantity demanded when price is high or low, but not when price is in the middle of the sample range. This pattern seemed implausible, and we conjectured that it reflected some sort of heterogeneity not accounted for in the Hausman-Newey model. We undertook our analysis to see whether our more recent data exhibited such differential reactions, and, if so, whether demographic differences between households could account for them.
We began by computing various OLS estimates of price elasticity, as presented in the first three columns of Table III. Without regional effects, the OLS estimates are all in a range thought to be typical for gasoline elasticities, namely -.8 to -1.1. When regional effects are included the results become erratic. (For this reason, most estimates discussed below omit regional effects.)
While the OLS estimates appear reasonable, a closer look reveals some serious problems. Table III also Where might one see a bimodal distribution for gasoline prices? On any gas pump, under the headings "Regular" and "Premium." While obvious in retrospect, it is clear that modeling different types of gasoline might help explain the differential price reactions. We also obtained an analogous plot for the 1991 data: the price distribution is somewhat more even, and the nonlinearities less pronounced, but there is still heterogeneity with regard to high and low price ranges.
We found that RTECS households were asked whether they bought regular, premium, or both kinds of gasoline, and we set out to put the price measures on the same footing. We tried various methods of creating a "regular" price level for each family, which led to much higher elasticity estimates, so high as to cause further skepticism.24 These puzzling 21 We fit a partial linear model with three arguments: LY, LP, and LAGE, and found similar age patterns as before-we didn't find any potential bias problems from including age effects via the age spline term in the additive part of the model. findings led us to telephone the personnel at the Energy Information Agency who produced the RTECS data. We learned that the EIA compiled average prices for regular and premium gasoline for each region for each month. Each survey household was asked for what months it owned each of its vehicles and whether each vehicle used regular gasoline, premium gasoline, or about the same amounts of each. Average fuel costs for each vehicle were then computed as the weighted average of the appropriate monthly prices, where the weights were national average miles driven in each month. Thus all consumers in each region were assumed to face the same prices. Variations in average cost and thus in LP reflected households' choices of fuel type and changes in vehicle ownership during the year. Intra-regional differences in average cost in our RTECS data do not measure differences in prices faced by households, and inter-regional differences are completely accounted for by our regional dummy variables. This persuaded us that our data could not be used to estimate price elasticities. Had we not used -nonparametric techniques in this study, however, we might well have simply reported the "reasonable" elasticities initially estimated when regional variables were excluded.
CONCLUDING REMARKS
Household structure has strong effects on gasoline demand that can be summarized fairly simply. The most striking of these effects is the elasticity of roughly 0.6 with respect to the number of licensed drivers. Allowing for this effect cuts the estimated income elasticity in half. This finding suggests why gasoline grew rapidly in recent decades and why future growth may not be so robust. Household size also matters, but the elasticity is only around 0.1. In all specifications, we found that urban households drive less than suburban households, who drive less than rural households.
At low incomes, the income elasticity of demand is zero, possibly because there is a subsistence gasoline consumption level in the U.S. The income elasticity does not fall at high incomes. We found that there is no age effect until the age-of head is roughly 50, whence a fairly sharp decrease with age commences.
We verified the basic model with a battery of specification tests, including comparisons of the 1991 data with 1988 data, as well as differenced estimates from a small household panel. Finally, we described the erratic structure produced by using price data from the RTECS survey, which led to our discovery of serious problems in the construction of those data.
We have made use of various semiparametric and nonparametric methods to guide our analysis. We feel that the figures depicting the income-age structure, and later the apparent price structure, show the basic data relationships in a much more convincing fashion than the results of a specification search with just OLS regression methods. (We, at least, were unable to uncover useful summary specification using only OLS methods, though others may have been able to do so.) In addition, much econometric work involves trying to summarize the effects of many regressors, many of which are discrete, so it is likely that the methods we have used will be applicable in many other contexts. In this light, our work can be viewed as giving illustration of semiparametric and nonparametric methods to two different kinds of problems; namely ascertaining functional specification (the income-age structure) and model diagnostics (attempts to estimate price effects).
We have not discussed the basic goodness-of-fit of our equations. For cross section analysis, the degree of fit (R2 .40) of our basic equations is quite good. But here it is important to remember how the basic modeling framework is central to the interpreta-tion of the results. For instance, including log-number of cars owned and log-miles per gallon in our basic equations improves fit substantially (R2 .60). However, number of cars, miles-per-gallon, and other elements of "driving technology" are clearly endogenous to the decision framework, with all coefficient estimates subject to familiar biases. Moreover, we have not been able to come up with instruments, or equivalently, any observable features that would be associated with differences in number of cars but not also associated with gasoline consumption. In any case, it is important to keep in mind that the modeling framework is the essential precursor to any statistical analysis, even when studying a problem as straightforward as the household demand for gasoline. 
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