Abstract
Introduction
This paper adapts underlying principles from Böhm tree and Lévy-Longo tree equivalences to the call-by-value λ-calculus. Böhm trees and Lévy-Longo trees are two kinds of infinitary normal forms of λ-terms. They are used extensively in the study of conventional call-by-name λ-calculus for local structure characterization of λ-models and for constructing syntactical λ-models [2, 14, 19] . The induced term congruences, Böhm tree equivalence (up to η) and Lévy-Longo tree equivalence, relate terms with identical trees (up to infinite η expansion).
The calculation of the Böhm tree of a λ-term can be described as a recursive process that head reduces the term to head normal form (hnf) and recursively calculates the Böhm trees of the subterms of the hnf. The calculation of the Lévy-Longo tree is similar, using weak head reduction to weak head normal form (whnf) instead of head reduction. The recursive calculation of trees and the recursive process of testing the identity or equivalence of trees can be combined, "deforested" as it were, into bisimulation characterizations of the induced term congruences with no explicit reference to trees [26, 13] . These bisimulation characterizations are based on recursive head reduction or weak head reduction of terms and matching hnfs or whnfs. In this paper we will refer to these term equivalences collectively as "normal form bisimulation" equivalences. The enf bisimulation equivalences introduced in this paper are new members of this family of equivalences. Contrary to the other normal form bisimulation equivalences, there are no obvious tree representations of the enf bisimulation equivalence classes.
Whereas conventional call-by-name λ-calculus is based on the β notion of reduction, the call-by-value λ-calculus is based on the more restricted β v notion on reduction and, instead of head reduction or weak head reduction (normal order reduction), an appropriate reduction strategy is eager reduction (applicative order reduction) which reduces a function's argument to a value before application. (In effect, we will use "call-by-value" and "eager" synonymously.) We will describe the grammar of the eager normal forms (enfs), that is, the terms without any eager redex. Our description of the eager normal forms appear to be new.
We will define normal form bisimulation congruences based on eager reduction to enf, called enf bisimilarity and enf bisimilarity up to η. They include the usual β v and η v equations for the call-by-value λ-calculus and also Moggi's untyped computational λ-calculus theory [17] . Furthermore, they equate all terms without enf, that is, terms whose eager reduction sequences diverge.
Enf bisimilarity (up to η) is defined co-inductively and their associated bisimulation proof principles are very useful for proving the equivalence of recursive functions and higher-order data structures, some times more useful than other operationally defined term equivalences such as applicative bisimilarity [1] or CIU equivalence [15] , because enf bisimulation does not involve any quantification over all possible closed function arguments or "closed instantiations" or "uses".
The enf bisimulation and enf bisimulation up to η proof principles lead to straightforward proofs of program equivalences in the call-by-value λ-calculus that are difficult to establish by other means. We demonstrate this by proving the equivalence of different call-by-value fixed point combi-nators, the syntactic minimal invariance equation, and a new retraction theorem for the call-by-value CPS transform.
Contrary to applicative bisimilarity and CIU equivalence (but like Lévy-Longo equivalence and Böhm tree equivalence), enf bisimilarity and enf bisimilarity up to η are not "operationally extensional" and do not coincide with contextual equivalence.
We claim that the enf bisimulation congruences are callby-value analogues to Lévy-Longo tree equivalence. In support of this we show that they are the induced term congruences on source terms from the call-by-value CPS transform and from Böhm tree equivalence and Böhm tree equivalence up to η on target terms. This result in analogous to the relationship between Lévy-Longo tree equivalence and the callby-name CPS transform [3] . Moreover, Lévy-Longo tree equivalence and enf bisimilarity coincide on terms in the target of the CPS transforms.
Related work
The definitions of the enf bisimilarities are modeled over the bisimulation characterizations of Lévy-Longo and Böhm tree equivalences in [26, 13] .
The CPS translation theorems for the enf bisimilarities are call-by-value versions of Boudol's translation theorem for Lévy-Longo tree equivalence and a call-byname CPS transform [3] . One difference is that our proofs are co-inductive, utilizing the bisimulation definitions/characterizations of enf bisimilarity (up to η) and Böhm tree equivalence (up to η).
We believe our retraction theorem for the call-by-value CPS transform and enf bisimilarity up to η is new. Earlier retraction theorems [16, 7, 10] are for simply typed λ-calculi. Kucan [10] describes the difficulties of extending type-based proofs to fixed point recursion and recursive types.
Our CPS transform is a slight modification of Plotkin's call-by-value CPS transform [23] . We show that the modified CPS transform satisfies a translation theorem that relates, one-to-one, the equational theory of Moggi's untyped computational λ-calculus [17] on source terms, without (the let construct and) the η v equation, to β equivalence between target terms. The theorem improves Plotkin's call-by-value translation theorem which states that β v equations are preserved by the CPS transform. (There's a curious, incidental parallel with the way Hatcliff and Danvy [8] added an η redex to Plotkin's call-by-name CPS transform to fix the call-by-name translation theorem. Our modification of the call-by-value CPS transform adds an η v redex.) Our proof is structured similarly to the equational correspondence proof for Fischer's call-by-value CPS transform by Sabry and Felleisen [24] . Compared to op.cit., we prove a translation theorem not only for βη equivalence between target terms but also for β equivalence. Sabry and Wadler [25] prove that an optimized form of Plotkin's CPS transform to a refined CPS calculus forms a reflection (a strong correspondence between reductions in the source calculus and the target calculus) but their CPS calculus is not a sub-calculus of the λ-calculus, because it uses a tailored notion of reduction, so their results do not directly yield a CPS translation theorem for the CPS transform into the λ-calculus. In our proof of the CPS translation theorem for the equational theories of the computational λ-calculus and β equivalence, we use an inverse CPS transform that is an "unoptimized" variant of Danvy's [4] and Sabry and Wadler's [25] .
Outline The paper is organized as follows. §2 specifies the syntax and eager operational semantics (on open terms) of the pure untyped call-by-value λ-calculus. §3 defines enf bisimilarity. §4 introduces a call-by-value CPS transform, extends Plotkin's indifference and simulation results to open terms, and presents a CPS translation theorem for enf bisimilarity and Böhm tree equivalence. §5 extends enf bisimilarity up to η and the CPS translation theorem to Böhm tree equivalence up to η. §6 establishes a CPS retraction theorem. §7 suggests future work. Appendix A improves Plotkin's call-by-value CPS translation theorem.
The pure untyped call-by-value λ-calculus
The terms of the pure untyped λ-calculus are variables (x, y, z), λ-abstractions, and applications:
The scope of a λ-abstraction extends as far to the right as possible and application associates to the left, so λx. t 1 t 2 t 3 means λx. ((t 1 t 2 ) t 3 ). Notation λx y. t is short for λx. λy. t.
As is usual, we identify terms up to renaming of bound variables. For any syntactic phrase φ, let FV(φ) denote its set of free variables. FV(φ 1 , φ 2 ) is shorthand for FV(φ 1 ) ∪ FV(φ 2 ). We say φ is closed if FV(φ) is empty.
To define the call-by-value operational semantics we introduce the syntactic categories of values and evaluation contexts. 
We write t[ v /x] for the capture-free substitution of value v for all free occurrences of variable x in term t.
Let the call-by-value operational semantics be specified in terms of the following "eager" reduction relation:
Let ³ e denote the reflexive transitive closure of → e .
The eager reduction is defined for arbitrary terms, not just closed terms. This is important for the definition and theory of "normal form bisimulation" in the sequel.
An eager normal form (enf) is a terms that is a normal form for eager reduction. The enfs are the terms generated by the grammar:
Eager normal forms (enfs) e ::
If t ³ e e we say that t has enf e. Otherwise there is an infinite reduction sequence t → ω e .
Enf bisimulation
Let an enf bisimulation be a relation R between terms such that, whenever t R t 0 , one of the following is true:
(enf.1) t and t 0 have no enf. Enf bisimilarity, written h e , is the largest enf bisimulation. It exists because the union of enf bisimulations is again an enf bisimulation. This is a co-inductive definition. The associated coinduction proof principle says that you can prove terms enf bisimilar by exhibiting an enf bisimulation that relates the terms.
Observe that the definition of enf bisimilarity does not involve any quantification over function arguments, substitutions, or evaluation contexts. Rather it is defined in terms of recursive evaluation to enf, similarly to the definitions of Böhm tree equivalence and Lévy-Longo tree equivalence. 
is an enf bisimulation. This bisimulation relation is found by starting with the relation {(Y v , Θ v )} and repeatedly reducing related terms to enfs and adding to the relation any terms needed to satisfy clauses (enf.2) through (enf.4). This is an example of an equivalence that cannot readily be established using other operational methods-such as applicative bisimulation or the CIU theorem-but, as illustrated, is straightforward to prove using normal form bisimulation.
Enf bisimilarity includes the β v equation,
where Id = {(t, t) | t is a term} is the identity relation. Enf bisimilarity also includes the equations of Moggi's untyped computational λ-calculus (a variant without let), apart from η v , It is easy to show that enf bisimilarity is an equivalence relation (reflexive, transitive, and symmetric) by coinduction. In the next section we will show that enf bisimilarity is a congruence.
Contextual equivalence for the call-by-value λ-calculus can be defined as the largest congruence relation which relates two closed terms t and t 0 only if either both t and t 0 have no enf or both t and t 0 have enfs (cf. [12] ). Since enf bisimilarity is a congruence, it is immediate from its definition that it is included in contextual equivalence. The inclusion is strict, because enf bisimilarity does not share the [15, 21, 6] ).
Example 3.2.
Let Ω = (λx. x x) (λx. x x) and I = λx. x. For every closed value v,
(1) v h e λy. v y, but x 6 h e λy. x y,
, but x I 6 h e (λy. x I) (x I).
CPS transform
In this section we will show that enf bisimilarity is the equivalence relation induced by the call-by-value CPS transform and Böhm tree equivalence, that is, terms are enf bisimilar if and only if their CPS transforms are Böhm tree equivalent. We will use this result to derive that enf bisimilarity is a congruence from the congruence of Böhm tree equivalence.
The call-by-value CPS transform T maps terms into λ-abstractions:
where k, x 1 and x 2 are distinct, fresh variables that do not occur free in x, λx. t and t 1 t 2 .
Remark 2. T is Plotkin's call-by-value CPS transform [23] , modified by an added η v redex λx. k x around k in the last clause of the definition. This modification is necessary to ensure T ((λx. x) t) h e T (t), which is necessary for theorem 4.10 because (λx. x) t h e t. The extra η v redex also "fixes" Plotkin's call-by-value CPS translation theoremthe modified
We first extend Plotkin's indifference and simulation theorems to to our modified call-by-value CPS transform. We also extend the indifference theorem and simulation lemmas to open terms for use in the proofs of the CPS translation and retraction theorems in the sequel.
Indifference
The image of the CPS transform consists of lambda terms that have values in the argument position in every application. (The same is true of the call-by-name CPS transform.) In other words, the target of the CPS transform(s) is the following evaluation order independent (or continuation passing style) λ-terms:
The evaluation order independent (EOI) evaluation contexts are applicative contexts with value arguments:
The EOI terms are closed under substitution of EOI values for free variables and are closed under β reduction and, in particular, eager reduction.
Moreover, observe that weak head reduction coincides with eager reduction on EOI terms and that the EOI enfs coincide with the EOI weak head normal forms (whnfs), which we call the EOI weak normal forms:
Remark 3. The EOI syntax is a rather loose description of the target of the call-by-value CPS transform. It also includes the target of other call-by-value and call-by-name CPS transforms from the literature. One drawback of the EOI syntax is that it is not closed under η reduction. In appendix A, we refine the EOI syntax to a smaller CPS syntax that more accurately describes the target of our call-byvalue CPS transform.
Theorem 4.1 (Indifference). Eager reduction coincides with weak head reduction on T (t) u, for arbitrary terms t and EOI values u.

Corollary 4.2. Enf bisimilarity coincides with Lévy-Longo tree equivalence on EOI terms.
Proof. If we compare the definition of enf bisimulation with the definition of whnf bisimulation in [13] (called open applicative bisimulation in [26] ), we see that the two coincide on EOI terms. Therefore the greatest enf bisimulation on EOI terms is also the greatest whnf bisimulation on EOI terms. The former is enf bisimilarity, restricted to EOI terms, and the latter is Lévy-Longo tree equivalence, restricted to EOI terms [26, 13] .
Simulation
We now extend Plotkin's simulation theorem to open terms. The definitions and proofs are similar to Plotkin's.
We use an auxiliary transformation, Ψ, which maps values into EOI values,
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Proof. By structural induction on t.
We also define a ternary relation, t : v : t 0 , between terms, values, and terms. It relates a direct-style term t and a "continuation" v to a continuation-passing style term t 0 , where t 0 is obtained from T (t) v by, on one hand, reducing some "administrative" redexes (like Plotkin's "colon translation") and, on the other hand, adding some η v redexes around "continuations". These η v redexes are necessary to capture the propagation of the extra η v redex in the definition of T (compared to Plotkin's CPS transform). The ternary relation is defined inductively by the rules: 
If t : u : t 0 and u is an EOI value then t 0 is an EOI term.
Lemma 4.4. For all t and v, there exists
Lemma 4.5. 
Theorem 4.6 (Simulation). If t is closed then T (t)
I ³ e u iff there exists v such that t ³ e v and Ψ(v) = u.
Proof. Follows from lemma 4.5 and the fact that eager reduction is deterministic.
Translation
Lemma 4.7. t h e t 0 implies T (t) h e T (t 0 ).
, where
Check that R is an enf bisimulation by analysis of the eager reduction behaviour of terms, using lemma 4.4 and 4.5. Proof. Enf bisimilarity coincides with Lévy-Longo tree equivalence on EOI terms and Lévy-Longo tree equivalence is included in Böhm tree equivalence.
Lemma 4.9. t h e t 0 if T (t) and T (t 0 ) are Böhm tree equivalent.
Proof outline. Check that {(t, t 0 ) | T (t) and T (t 0 ) are Böhm tree equivalent} ∪ {(t 0 , t 0 0 ) | t 0 : k : t, t 0 0 : k : t 0 , t and t 0 are Böhm tree equivalent} is an enf bisimulation using theorem 4.1 and lemma 4.5.
Altogether we have the following translation result:
Theorem 4.10 (Translation, h e ). t h e t 0 iff T (t) h e T (t 0 ) iff T (t) and T (t 0 ) are Lévy-Longo tree equivalent iff T (t) and T (t 0 ) are Böhm tree equivalent.
The theorem says that enf bisimilarity is the induced equivalence by the CPS transform from Lévy-Longo tree equivalence and it is also the induced equivalence from Böhm tree equivalence.
Finally, we derive that enf bisimilarity is a congruence:
Theorem 4.11. Enf bisimilarity is a congruence.
Proof. This is a consequence of (i) that the CPS transform is compositional, (ii) that Böhm tree equivalence is a congruence [2, 13] , and (iii) the fact from theorem 4.10 that t h e t 0 iff T (t) and T (t 0 ) are Böhm tree equivalent. (Or replace Böhm tree equivalence with Lévy-Longo tree equivalence in (ii) and (iii), because Lévy-Longo tree equivalence is also a congruence [18] .)
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Recall that h e includes the β v and β c equations. Since h e is a congruence, we can conclude that h e includes the equational theories generated by these equations (that is, their congruence closure), which we denote by = β v and = βc , respectively.
η equivalence
Example 3.2(1) shows that enf bisimilarity does not include the η v equation, x 6 h e λy. x y. We shall now define a larger (more coarse-grained) variant of enf bisimilarity that includes η v . Rather than just relate x to λy. x y, we relate x to any λ-abstraction λy. t where t → e E[x v] for some evaluation context E equivalent to [ ] and some value v equivalent to y.
Let an enf bisimulation up to η be defined the same as an enf bisimulation, but with two extra clauses:
(enf.5) t ³ e x and t 0 ³ e λy. t 0 for some x, y and t 0 such that t 0 ³ e E[x v] and y R v and z R E[z], for some E, v and z 6 ∈ FV(E).
(enf.6) t ³ e λy. t 0 and t 0 ³ e x for some x, y and t 0 such that t 0 ³ e E[x v] and v R y and E[z] R z, for some E, v and z 6 ∈ FV(E).
Let enf bisimilarity up to η, written h eη , be the greatest enf bisimulation up to η.
Clearly, every enf bisimulation is also an enf bisimulation up to η. Therefore h e ⊆ h eη .
Like for h e , it is easy to show, by co-induction, that h eη is a preorder. In theorem 5.2 we will show that h eη is also a congruence, which implies that it is included in contextual equivalence. Again the inclusion is strict, because Ω 6 h eη (λy. Ω) (x I) and x I 6 h eη (λy. x I) (x I); see example 3.2(2)-(3). λx. x h eη P , where P is the function given by the recursive equation P x x 0 = P (x (P x 0 )), that is,
To show λx. x h eη P , check that the relation
| x and x 0 are any two distinct variables } is an enf bisimulation. This example is the syntactic minimal invariance equation from [22, 11] . Our normal form bisimulation proof is significantly simpler than the proofs in op.cit.
Let us call terms Böhm tree equivalent "up to η" if their Böhm trees are identical up to possibly infinite η expansion. This equivalence is the maximum sensible λ-theory [2] . Contrary to the Translation Theorem 4.10 for h e , it is not the case that t h eη t 0 iff T (t) h eη T (t 0 ). In general, t h eη t 0 does not imply T (t) h eη T (t 0 ). 
Theorem 5.2. Enf bisimilarity up to η is a congruence.
Proof. Follows from theorem 5.1 and the congruence of Böhm tree equivalence up to η [9, 27, 13] .
Recall that = β c is included in enf bisimilarity. Since enf bisimilarity up to η is a congruence and includes enf bisimilarity and the η v equation, it includes = βcηv , the equational theory of the untyped computational λ-calculus.
CPS Retraction Theorem
The CPS retraction theorem [16, 10] says that the inverse CPS transform is λ-definable. It can also be read as an equational formulation of the CPS simulation theorem.
Let F and G be given by the mutually recursive equa-
F translates DS (direct style) values to CPS values and G translates CPS values to DS values.
The proofs below use of the following notation:
, for any value v.
Proof. The relation
is an enf bisimulation up to η, because
] are both related to x by (enf.6).
The proof is similar to the proof of syntactic minimal invariance in example 5.2.
Theorem 6.2 (CPS Retraction Theorem). If t is closed,
More generally, if n ≥ 0 and FV(t) ⊆ {x 1 , . . . , x n },
Proof. If X = {x 1 , . . . , x n }, let
So to prove the theorem it suffices to show σ X [T (t)] G h eη t. We prove this by establishing that the relation
is an enf bisimulation up to η, where R 1 is the relation from the proof of lemma 6.1 and
and σ y X [t] = (λy. σ X [T (t)]) (F y), and X ranges over arbitrary finite sets of variables.
We need to check that all pairs of terms in R satisfy one of (enf.1)-(enf.6). From the proof of lemma 6.1 we know R 1 is OK. Furthermore, R 6 satisfies (enf.4) because R 4 ⊆ R. Finally, by lemma 2.1 and
So consider terms (σ X [t 0 ], t) ∈ R 3 such that t : G : t 0 and FV(t) ⊆ X. Proceed by analysis of the eager reduction behaviour of t. There are three cases. Case 1: t has no enf, t → ω e . Then, by lemma 4.5 and 2.1,
e . Case 2: t eager reduces to a value, t ³ e v. Then, by lemma 4.5 and 2.1,
• If v is a variable, v = x, then x ∈ X and
As in the proof of lemma 6.1, we deduce that σ X [t 0 ] is related to t by (enf.6).
• If v is a λ-abstraction, v = λy. t 0 , then
] is related to t by (enf.4).
Case 3: t eager reduces to a non-value enf, t ³ e E[x v]. Then x ∈ X and, by lemma 4.5,
where z 6 ∈ FV(E) and E[z] : G : t 00 . Therefore
,
. By the same argument as in case 2, we see that
And
Future work
The work presented in this paper is syntactic. One question to ask is whether the analogies between enf bisimilarity (up to η) and Lévy-Longo tree equivalence extend to model constructions. Are there models for enf bisimilarity or enf bisimilarity up to η that are call-by-value analogues of the lazy PSE models [19] or game models [20] for Lévy-Longo tree equivalence?
Normal form bisimulation can be extended to λ-calculi with control operators and non-deterministic choice operators and these extensions are conservative with regard to normal form bisimilarity. This makes a virtue, as it were, of the fact that most normal form bisimilarities are not operationally extensional because, in general, these extensions are not conservative with regard to operationally extensional equivalences. Lévy-Longo tree equivalence coincides with contextual equivalence for some extended λ-calculi, see [5] . Is there an extension of the call-by-value λ-calculus for which enf bisimilarity or enf bisimilarity up to η coincides with contextual equivalence?
We derived the congruence proof for enf bisimilarity (up to η) from the congruence of Böhm tree equivalence (up
Proceedings of the 20
th Annual Symposium on Logic in Computer Science (LICS'05)
to η) via the CPS transform. It is also possible to prove congruence of enf bisimilarity and enf bisimilarity up to η directly like the congruence proofs for other normal form bisimilarities (tree equivalences) in [13] , although the congruence proofs for h e and h eη require non-trivial changes to the relational substitutive context closure operation in op.cit. Such direct congruence proofs are needed to extend normal form bisimulation to λ-calculi that are not amenable to CPS transform (for instance, some non-deterministic λ-calculi). Moreover, from the direct congruence proofs, we can derive bisimulation "up to context" proof principles like those for other normal form bisimilarities in op.cit.. For example, bisimulation up to context would simplify the proof of Y v h e Θ v in example 3.1 by trimming the relation
}. This is another example of how normal form bisimulation proof principles can be more powerful than applicative bisimulation. The validity of applicative bisimulation up to context is an open problem [11] .
A. CPS translation theorem for equational theories
This appendix shows how our modification of Plotkin's call-by-value CPS transform "fixes" Plotkin's call-by-value CPS translation theorem.
Let P denote Plotkin's original call-by-value CPS transform. Plotkin [23] showed that t = βv t 0 implies P (t) = βv P (t 0 ), (A.1) We are going to show that we can strengthen the implication in (A.1) to a bi-implication, if we replace P by T and β v by β c , and that (A.2) also holds for T in place of P .
Moreover, we show that
(And, since P and T are identical up to η conversion, (A.3) also holds for P in place of T .)
The structure of our proofs is adapted from the work by Sabry and Felleisen [24] who showed (A.3) for Fischer's call-by-value CPS transform. We The proofs are simpler than Sabry and Felleisen's because we eschew any auxiliary results about correspondences between reductions in the source and target calculi and we do not establish a full equational correspondence between T and T −1 .
A.1. CPS transformation of equations
Recall from §4 the call-by-value CPS transform T , that maps terms into λ-abstractions, and the auxiliary transform Ψ, that maps values into values.
Proof. By structural induction on t. The second equation follows from the first.
Proof. By inspection of the definition of T (t), we see that T (t) is a λ-abstraction, T (t) = λk. t 0 and that every occurrence of the parameter k in the body t 0 is applied to a value. Therefore λk.
Proof. Since T is compositional, it suffices to prove the lemma for the five β c equations. For illustration, we prove that (id) satisfies the implication:
The proof is similar to that of lemma A.3.
A.2. Call-by-value CPS calculus
We now describe a subset of the λ-calculus that contains the target terms of the call-by-value CPS transform and, furthermore, is closed under arbitrary β and η reductions.
We partition the variables into two kinds, value variables x and continuation variables k. The syntax is specified by the grammar:
The syntax is further constrained by the side condition that CPS values and thunks have no free occurrences of continuation variables. Given this side condition, every answer has exactly one free continuation variable, namely from the first production in the grammar for continuations. The bound variable k in a thunk λk. a is the free continuation variable in a. An inspection of the definitions of Ψ and T shows that Ψ maps values into CPS values and T maps terms into thunks.
Remark 4. We name the first syntactic category 'thunks' (somewhat inaccurately), because λk. a delays evaluation of answer a, awaiting a continuation (or 'context') k.
CPS values and continuations are syntactic values (variables or λ-abstractions), so every function argument in the CPS calculus is a value. Therefore every β redex is a β v redex. (But not every η redex is an η v redex-for instance, the thunk λk. x y k is an η redex but not an η v redex.)
The following key property of the CPS syntax can be verified by a straightforward examination of all possible forms of β and η redexes expressible in the CPS syntax. 
A.3. Inverse CPS transform
We will now define an inverse CPS transform T −1 that maps CPS thunks back into terms (cf. [4] that map the other syntactic categories of CPS terms into terms.
where Ψ −1 maps CPS values into values, A −1 maps answers into terms, and K −1 maps continuations into λ-abstractions.
Lemma A.6. T −1 (T (t)) = β c t and Ψ −1 (Ψ(v)) = β c v.
Proof. The second equation follows easily from the first. Prove the first equation by structural induction on t.
A.4. CPS reductions
We now show that T −1 maps β and η reductions in the target CPS calculus into β c and β c η v equivalences, respectively, in the source calculus.
The proofs use the following two substitution lemmas. Proof. By structural induction on a. The proof utilizes that k does not occur free in any CPS value p or thunk q.
Lemma A.9. q → β q 0 implies T −1 (q) = βc T −1 (q 0 ).
Proof. By examination of every form of β redex in the CPS syntax. There are three cases. Proof. By examination of every form of η redex in the CPS syntax. There are three cases.
(1) λk. q k → η q. (The side condition k 6 ∈ FV(q) is superfluous because k cannot appear free in the thunk q according to the CPS syntax.) T −1 (λk. q k) = (λx. x) T −1 (q) = βc T −1 (q).
(2) λx. p x → η p, if x 6 ∈ FV(p). Since Ψ −1 (p) is a value, Ψ −1 (λx. p x) = λx. Ψ −1 (p) x = ηv Ψ −1 (p).
(3) λx. c x → η c, if x 6 ∈ FV(c). Since K −1 (c) is a λ-abstraction, K −1 (λx. c x) = λx. K −1 (c) x = βv K −1 (c).
A.5. CPS translation theorem
Theorem A.11. t = βc t 0 iff T (t) = βv T (t 0 ) iff T (t) = β c T (t 0 ) iff T (t) = β T (t 0 ).
Proof. Lemma A.3 says that t = βc t 0 implies T (t) = βv T (t 0 ) which, in turn, implies T (t) = βc T (t 0 ) and T (t) = β T (t 0 ) because = β v ⊆ = β c ⊆ = β . Finally, because of the Church-Rosser property of β reduction, T (t) = β T (t 0 ) implies there exists a term q such that T (t) ³ β q and T (t 0 ) ³ β q, so, by repeated applications of lemma A.9, T −1 (T (t)) = βc · · · = βc T −1 (q) = βc · · · = βc T −1 (T (t 0 )) and then t = β c t 0 follows from lemma A.6.
Theorem A.12. t = β c η v t 0 iff T (t) = βη T (t 0 ).
Proof. The 'only if' direction comes from lemma A.4. The reverse implication follows from the Church-Rosser property of βη reduction, lemma A.6, lemma A.9, and lemma A.10, analogously to the proof of theorem A.11.
Remark 5. Plotkin used an extended λ-calculus with interpreted constants in [23] . If we extend the CPS calculus appropriately, we expect theorem A.11 and its proof can be extended to Plotkin's calculus. Theorem A.12 cannot because the η v and η equations are unsound for the extended calculus.
