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The phase diagram of the prototypical two-dimensional Lennard-Jones system, while extensively
investigated, is still debated. In particular, there are controversial results in the literature as concern
the existence of the hexatic phase and the melting scenario. Here, we study the phase behaviour of
2D LJ particles via large-scale numerical simulations. We demonstrate that at high temperature,
when the attraction in the potential plays a minor role, melting occurs via a continuous solid-
hexatic transition followed by a first-order hexatic-fluid transition. As the temperature decreases,
the density range where the hexatic phase occurs shrinks so that at low-temperature melting occurs
via a first-order liquid-solid transition. The temperature where the hexatic phase disappears is
well above the liquid-gas critical temperature. The evolution of the density of topological defects
confirms this scenario.
I. INTRODUCTION
The first experimental investigations of the melting
transition of two-dimensional (2D) solids focused on rare
gases adsorbed on graphite [1–3]. Since the Lennard-
Jones (LJ) potential well describes the interaction poten-
tial between rare gases, these earlier studies triggered sev-
eral numerical investigations of the phase diagram of two-
dimensional LJ systems. These works followed through
the years up to recent times [4–11]. Debates in the lit-
erature concerned the existence of the hexatic phase and
the order of the transitions separating the hexatic and
the liquid phase. One possibility is that, in LJ systems,
melting occurs through a continuous solid-hexatic tran-
sition driven by the unbinding of dislocation pairs fol-
lowed by a continuous hexatic-liquid one, driven by the
further unbinding of isolated dislocation into disclina-
tions, as in the celebrated Kosterlitz-Thouless-Halperin-
Nelson-Young (KTNHY) theory [12–14]. Alternatively,
melting may follow the mixed or hard-disks [15–21] sce-
nario, in which the solid-hexatic transition is continuous,
and the hexatic-liquid is discontinuous. Melting might
also be discontinuous altogether, in which case there is
no hexatic phase. These possible scenarios occur in in-
verse power-law repulsive systems, where the stiffness of
the interaction potential fixes the melting path [16], and
in hard-polygons, where the melting scenario is controlled
by the number of edges [18]. Besides, it is also possible
that in LJ systems, and more generally in the presence of
attractive forces, different melting scenarios occur in dis-
tinct regions of the phase diagram [22], given that both
density and temperature changes induce melting.
The controversy concerning the features of the melting
transition of 2D LJ solids is well illustrated by referring
to two possible phase diagrams mentioned in the litera-
ture [23], we reproduce in Fig. 1. In both phase diagrams,
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FIG. 1: Speculated phase diagrams of the two-dimensional
LJ systems, in T -ρ plane [23]. The shadowed regions indicate
phase coexistence.
at very high temperature, the hexatic is absent, and the
solid-liquid transition is discontinuous. Similarly, no hex-
atic phase occurs at low temperature, where one observes
gas-solid coexistence. The hexatic phase is bounded by
the gas-liquid coexistence curve, in panel (a), or instead
may interfere with the solid-liquid coexistence region as
in panel (b). These are, we remark, just two of many
possible [23, 24] phase diagrams LJ systems might follow.
Indeed, it is now well established that the hexatic region
is not bounded at high temperature, as in this limit the
attractive tail of the intermolecular potential is negligi-
ble, and LJ systems behave as Weeks-Chandler-Anderson
(WCA) system [25], whose interaction potential is ob-
tained by truncated the LJ potential in its minimum, or
equivalently as a 1/r12 one. Recent works [16, 26] have
demonstrated that in these systems, the hexatic phase
is present. We note, however, that while these previ-
ous work reported a mixed order transition [16, 26], at
high temperature, a recent investigation of the LJ phase
diagram suggested the KTHNY one [11]. While the ex-
istence of the hexatic phase at high temperature is well
established, this is not at low temperatures, when the
attraction plays a role. Indeed, while some recent works
support its existence [9, 10], others do not [27, 28].
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FIG. 2: Condensation transition. Panel (a) illustrates the equation of state at different temperatures. Different symbols
correspond to different phases, as in the legend. Blue lines are polynomial fits to the equation of state, while the black and the
purple lines connecting at T = 0.42 are guides to the eye. The black dashed line is a polynomial fit of the coexistence boundary,
according to which the critical point is at (ρc ≃ 0.366, Pc ≃ 0.423). Panels (b) and (c) illustrate the probability distribution of
the local density and that of the local bond-orientational order parameter at selected state points, as indicated in (a). Panel
(d) illustrates snapshots of the system.
II. MODEL AND METHODS
A. Simulation details
We study the phase behavior of 2D monodisperse LJ
particles of mass m, interacting with potential
U(r) =
{
4ǫ[(σ/r)12 − (σ/r)6 + C] r ≤ rc
0 otherwise,
(1)
where rc = 2.5σ, C is a constant chosen such that
U(rc) = 0. σ, m and
√
mσ2/ǫ will be our units of length,
mass and time, respectively. We mainly consider a sys-
tem with N = 3182 particles in a rectangular box with
side length ratio Lx : Ly = 2 :
√
3. Different system
sizes ranging from N = 322 to N = 5122 are additionally
studied to investigate finite size effects.
We equilibrate and sample the system in the canonical
ensemble via molecular dynamics simulation. The equa-
tions of motion are integrated via a Verlet algorithm [29],
and the temperature is fixed via the Nose´-Hoover ther-
mostat [29]. We perform the simulations with the GPU-
accelerated GALAMOST package [30].
B. Identification of the different phases
The spatial decay of the translational and bond-
orientational correlation functions allow distinguishing
the solid, hexatic and liquid phases. The translational
correlation function is c(r = |~ri−~rj |) = ei ~G·(~ri−~rj), where
~G is one of the first Bragg peaks, identified by the static
structure factor [15, 31]. The bond-orientational correla-
tion function is g6(r = |~ri − ~rj |) = 〈ψ6(~ri)ψ∗6(~rj)〉, where
ψ6(~ri) is the bond-orientational order parameter of par-
ticle i, defined as ψ6(~ri) =
1
n
∑n
m=1 exp(i6θ
i
m). Here, n
is the number of nearest neighbors of the particle and θim
is the angle between (~rm−~ri) and a fixed arbitrary axis.
In the solid phase, c(r) ∝ r−η with η 6 1/3, corre-
sponding to the quasi-long-range translational order, a
consequence of the Mermin-Wagner theorem [32], while
g6(r) exhibits almost no decay due to the long-range
bond-orientational order. In the hexatic phase, there
is an exponential decay in c(r), i.e., c(r) ∝ exp(−r/ξ)
and a power-law decay in g6(r), g6(r) ∝ r−η6 with
0 < η6 6 1/4, representing a short-range translational
order and a quasi-long-range bond orientational order.
In the liquid phase, both the translational and the bond-
orientational orders are short-range, resulting in expo-
nential decay in both c(r) and g6(r).
The coexistence phase is identified by the Mayer-Wood
loop in the equation of state and the bimodal probabil-
ity distribution of the local density. The Mayer-Wood
loop results from the interfacial free energy between co-
existence phases and thus is a signature of the first-order
transition. The coexistence phase is within this loop with
the phase boundary determined via the Maxwell con-
struction. The local density for each particle is defined
3as ρ(~ri) =
∑N
j=1
H(rl−|~ri−~rj |)
πr2
l
, where H is the Heaviside
step function, rl = 50 for the system with N = 318
2 and
5 for the system with N = 322. The choice of rl does not
affect these results unless rl becomes tiny or of the order
of the system size.
III. RESULTS
A. Gas-liquid transition
We begin by briefly reviewing our results for the gas-
liquid transition. We illustrate in Fig. 2(a) the pressure
dependence on the density and demonstrate in Figs. 2(b)
and 2(c) the probability distribution of the local density
and of the local bond-orientational order parameter, at
ρ ≃ 0.25, and at temperatures T = 0.5, T = 0.45, and
T = 0.42, for a system of N = 1024 particles. Snapshot
of the systems are in Fig. 2(d). The coexistence region
is clearly revealed by the almost density independence
of the pressure, the concomitant bimodal density distri-
bution, and the emergence of heterogeneous distribution
of particles in the snapshot. We determine the phase
boundaries via the Maxwell construction and use a poly-
nomial fit of these points to approximate the coexistence
curve close to the critical point, which we estimate to oc-
cur at (ρc ≃ 0.366, Pc ≃ 0.423). Previous studies found
comparable results [4, 5, 7, 8, 33].
In the N = 1024 system, at low temperature T = 0.42,
the pressure is negative at large enough density, as ap-
parent in Fig. 2(a). This is a finite size effect, as pressure
stays positive as thermodynamics dictates, for N = 1282
(black triangles at T = 0.42 in Fig. 2(a)). This system
size-dependent behaviour is not expected in the liquid or
gas-liquid coexistence region, as these phases have small
correlation lengths. Instead, this result indicates that
T = 0.42 is below the triple point and that the coexist-
ing phases are of gas and solid type. This claim is sup-
ported by the probability distribution of the local bond-
orientational order parameter p(q6), where we observe at
T = 0.42 a pronounced peak at q6 > 0.7 corresponding to
well-ordered particles. This well ordered region is absent
at higher temperatures, e.g., at T = 0.50 and T = 0.45.
The temperature of the critical point is, therefore, in the
range T = [0.42 : 0.45].
B. Temperature dependence of the
two-dimensional melting
1. Phase determination
We investigate the melting transition of 2D LJ solids
first focusing on a high-temperature value, T = 10.0,
where attractive forces are negligible. At this value of
the temperature, we observe a clear Mayer-Wood loop in
the equation of state, indicating phase coexistence, as in
Fig 3(a). We use Maxwell’s construction to locate the
phase boundaries, having approximated the equation of
state via a fifth-order polynomial. The spatial decay of
the translational and bond-orientational correlation func-
tions then allows identifying the coexisting pure phases.
The behavior of this quantities is illustrated in Figs. 3(b)
and 3(c). Both correlation functions decay exponentially
in the low-density coexisting phase, which is therefore
of liquid type. In the high-density coexisting phase c(r)
decays exponentially while g6(r) decays as a power-law
with the exponent η6 < 1/4. Accordingly, the coexisting
phases are of fluid and hexatic type. The system size scal-
ing of the interfacial free energy f determined from the
area covered by the up bump of the Mayer-Wood loop
and the horizontal line from the Maxwell construction
further supports the first-order nature of the hexatic-
fluid transition. We find f ∝ N−1/2, as illustrated in
Fig. 3(c), providing robust evidence for a discontinuous
hexatic-fluid transition at T = 10.0 [15, 33]. Consistently
with this result, the probability distribution of the local
density p(ρloc) has a unimodal Gaussian-like shape in
the pure phases; Conversely, it is broad, almost bimodal,
in the coexistence region. As the density increases fur-
ther, the system continuously transients into the solid
phase. Here, c(r) decays algebraically with the exponent
η 6 1/3, while g6(r) does not decay.
We illustrate the different states by color-coding
each particle according to the angle ∆αi6 be-
tween the global ~Ψ6 =
1
N
∑
i ψ6(~ri) and the local
ψ6(~ri) bond-orientational parameters, ψ6(~ri) · ~Ψ∗6 =
|ψ6(~ri)||~Ψ∗6| cos(∆αik). We observe a uniform blue color in
the solid and hexatic (Fig. 3(f) 1 and 2 ), reflecting the
long-range or quasi-long-range of the bond-orientational
order. In the fluid phase, Fig. 3(e) 4 , the snapshot ap-
pears almost randomly coloured, due to the short-range
of the bond-orientational order. In the coexistence of
hexatic and fluid phase, Fig. 3(e) 3 , patches with a uni-
form colour and randomly coloured regions coexist.
All the above observations demonstrate that, at high
temperature, when the attractive forces play a mi-
nor role, LJ solids melt via a mixed melting scenario.
This finding agrees with previous investigations of the
1/r12 [16] and WCA [26] systems, but contrasts with [11]
which claimed the hexatic-fluid transition to be continu-
ous. See Ref. [34] for details.
The high-temperature melting scenario gets modi-
fied as the temperature decreases, as we illustrate in
Fig. 4, where we report the equation of state (a) for
different temperatures, the translational (b) and bond-
orientational (c) correlation functions, the local density
probability distribution (d), and snapshots of the system
with particles colour-coded as in Fig. 3. Melting involves
a discontinuous transition at all temperatures, as appar-
ent from the equation of state (a) and the distribution
of the local density (d); the low-density coexisting phase
is, of course, always of liquid type. The analysis of the
correlation functions indicates that the high-density co-
existing phase is hexatic for T ≃ 0.7 and solid at a lower
41.19 1.20 1.21 1.22
148
150
152
154
103 104 105 106
10-4
10-3
10-2
10-2
10-1
100
100 101 102
10-2
10-1
100
1.19 1.20 1.21 1.22 1.23
0
50
100
150
200
1.19 1.20 1.21 1.22
148
150
152
154
 
 
P
 solid
 hexatic
 hex-flu coex.  
 fluid
N = 3182, T = 10.0
r
c(
r)
g 6
(r
)
 
 
 
 
(a) (b)
(c)
(d) (e)
(f)
~N -1/2
 f
N
 
~r-1/3
~r-1/4
 
 
p(
lo
c)
loc
 
 
 
 
 N = 642
 N = 1282
 N = 5122P
 i 6
FIG. 3: Melting transition at T = 10.0. Panel (a) illustrates the equation of state for a system with N = 3182 particles.
Different symbols indicate the different phases, as shown in the legend. The black line is a fifth-order polynomial fit. Panels
(b) and (c) illustrate the translational correlation function c(r) and the bond-orientational one g6(r) at different densities, as
indicated in (a). Panel (d) illustrates the system size dependence of the interfacial free energy f and of the equation of state
(inset). Panel (e) shows the distribution of the local density at selected state points, as indicated in (a). Panel (f) illustrates
snapshots of the system with particles color coded according to the angle ∆αi4 between their local bond-orientational order
parameter, and the global one.
10-2
10-1
100
10-2
10-1
100
0
100
200
10-2
10-1
100
10-2
10-1
100
0
100
200
100 101 102
10-2
10-1
100
100 101 102
10-2
10-1
100
0.82 0.84 0.86 0.88 0.90
0
100
200
0.84 0.86 0.88 0.90
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5
 
 
 
 
T = 1.0
 
 
T = 1.0
 
 
 
 
 
T = 1.0
  
T = 0.8
 
 
T = 0.8
 
 
 
 
 
T = 0.8
~r-1/3
  
T = 0.7
 
 
T = 0.7
 
 
~r-1/4
 
 
 
T = 0.7
 
 
p(
r l
oc
)
p(
r l
oc
)
p(
r l
oc
)
rloc
g 6
(r
)
g 6
(r
)
g 6
(r
)
rr
c(
r)
c(
r)
T  = 0.7
T  = 0.8
T  = 0.9
 solid
 hexatic
 hex-flu coex.
 sol-flu coex.
 fluid
P
r
T  = 1.0
c(
r)
(a) (b) (c) (d) (e)
FIG. 4: Temperature dependence of the melting transition. Panel (a) illustrates the equation of state at several temperatures,
with different symbols corresponding to different phases, as in the legend. Black lines are polynomial fits. Panels (b) and (c)
illustrate the translational and the bond-orientational correlation functions at selected state points, as indicated in (a). Panel
(d) show the probability distribution of the local density, and panel (e) snapshot of the system coloured as in Fig. 3(f).
temperature. Indeed, only at higher temperatures (e.g.,
2 and 6 ) the high-density coexisting phase has a expo-
nentially decaying c(r), and a algebraically (or extended)
decaying g6(r). The width of the density range where the
hexatic phase occurs, therefore, shrinks as the tempera-
ture decreases, until it disappears at T ≃ 0.7.
The direct visualization of the system with particles
colour-coded according to ∆αi6 supports the above iden-
tification of the phases. We observe a uniform blue colour
in the solid phase ( 9 ), uncorrelated colours in the fluid
phase ( 11 ), and uncorrelated patches on a blue back-
ground in the fluid/solid coexistence region ( 10 ).
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FIG. 5: The density dependence of the fraction of isolated dis-
locations (black squares) and isolated disclinations (red cir-
cles) at (a) T = 1.0 and (b) T = 0.5. The blue dashed lines
separate different phases.
2. Topological defects
The evolution of the density of topological defects
across the melting transition further allows distinguish-
ing the different melting scenarios. Topological defects
are particles whose number of nearest neighbours, deter-
mined by the Voronoi method, differs from six. While
fluids might have isolated defects, disclinations, in the
hexatic phase defects must mainly appear in dislocations
(5− 7 pairs) and in dislocation pairs (5− 7− 5− 7 quar-
tets), which do affect the translational order. In the solid,
ideally, no defects are expected. We investigate the frac-
tion of isolated dislocations and isolated disclinations as
the system melts by reducing the density at a high tem-
perature, where the melting is of hard-disk type, and at
a low-temperature, where melting occurs through a first-
order solid-liquid transition with no hexatic phase.
At high temperature, T = 1.0, isolated dislocations
start growing on decreasing the density at ρ = 0.90,
which corresponds to the solid-hexatic transition density.
Conversely, the fraction of disclinations starts growing
when the system enters the hexatic-fluid coexistence re-
gion, at ρ = 0.896. This result is in line with the expected
presence [12–14] of a finite fraction of isolated disloca-
tion and very few isolated disclinations, in the hexatic
phase. In the coexistence phase, the relative amount of
fluid-like and hexatic-like particles varies linearly with
the density. Consistently, the density of dislocations and
that of disclinations vary approximately linearly with the
density.
At low temperature, T = 0.5, the fraction of disloca-
tions and that of disclinations start growing at the low-
density limit of the solid phase, again supporting the ab-
sence of the hexatic phase.
Besides occurring isolated and in small clusters, defec-
tive particles can also agglomerate in large ones. Large
clusters are not accounted for in the original KTHNY
theory [12–14], but have been observed in systems with
power-law interactions [16, 35], in hard regular poly-
gons [18], and recently in both passive and active hard
disks [35]. Here, we evaluate the cluster size probabil-
ity distribution p(Nc) across the density induced melt-
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FIG. 6: Probability distribution of the size of cluster of defec-
tive particles p(Nc), for selected densities in different phases
at (a) T = 1.0 and (b) T = 0.5. p(Nc) shows an exponential
decay as indicated by the solid lines in both (a) and (b). Pan-
els (c) and (d) illustrate the density dependence of the mean
cluster size 〈Nc〉, at T = 1.0 and T = 0.5.
ing transition, for the temperature values considered in
Fig. 6. The cluster size probability distribution decays
exponentially, regardless of the phase of the system, both
at high and at small temperature, as we illustrate in
Fig. 5(a) and (b), respectively. This finding contrasts
with recent observation in both hard and soft repulsive
disks, where the cluster size distribution is power-law
close to the hexatic-liquid phase boundary [35]. Attrac-
tive forces, therefore, influence this property.
While the cluster size distribution is always exponen-
tial, the average cluster size 〈Nc〉 increases as the system
melts, as we illustrate in Fig. 5(c) for T = 1.0, and in
Fig. 5(d) for T = 0.5. In the high-density solid phases
〈Nc〉 ≃ 4, as expected considering that bounded disloca-
tion pairs, which involve 4 defected particles, dominate
in the solid phase. As the density decreases, 〈Nc〉 grows
significantly in the fluid and coexistence phases. These
observations do not depend on the existence of the hex-
atic phase and the melting scenario.
IV. CONCLUSIONS
We summarize our findings on the phase behaviour of
2D LJ particles in the phase diagram presented in Fig. 7,
which markedly differs from previously speculated one
Fig. 1.
Panel (a) illustrates the phase diagram in the temper-
ature range between 0.4 and 0.8 to highlight the liquid-
gas coexistence region. Panel (b) focuses on the high-
temperature and high-density region, where the hexatic
phase appears. Panel (c), which focuses on the same re-
6gion, illustrates the phase diagram in the T and ρ − ρF
plane, where ρF is the high-density limit of the fluid
phase, to highlight the hexatic region. The phase dia-
gram reveals two important features.
First of all, at high temperature, when the attraction
in the LJ potential plays a minor role, the systemmelt via
mixed scenario with a continuous solid-hexatic transition
and a first-order hexatic-fluid transition. This melting
scenario occurs in the 1/r12 and WCA systems [16, 26].
In this limit, the density range where the hexatic phase
occurs has a constant width.
Secondly, as the temperature decreases the solid-
hexatic and the hexatic-fluid transitions densities de-
crease at different rates so that hexatic density range
shrinks. The hexatic phase disappears T = 0.7, below
which melting occurs via a first-order solid-fluid transi-
tion. We remark that the temperature where the hexatic
phase vanishes is much higher than the critical tempera-
ture, T ≃ 0.496.
The proliferation of topological defects drives the melt-
ing transition. In agreement with the KTHNY theory, we
observed in the hexatic phase isolated dislocations and
virtually no isolated disclinations. In the coexistence re-
gions, both kinds of defects are present, and their density
varies linearly with the density. While clusters involving
more than a few defective particles are always present,
we have found the cluster size distribution to be always
exponential, with a characteristic size continuously grow-
ing as the system melt. Hence, in this system, melting
does not result from a percolation transition of defective
particles.
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7FIG. 7: Phase diagram two-dimensional LJ particles. Panel
(a) focuses on the whole T − ρ plane, while panel (b) is a
zoom on the high-temperature high-density region where the
hexatic phase emerges. In panel (c) the phase diagram is
plotted in the T vs ρ− ρF plane, where ρF is the coexistence
density of the fluid phase. At each investigated temperature,
we mark with symbols the estimated phase boundaries. We
use colours to distinguish the pure phases, fluid (F), solid (S)
and hexatic (H). Coexistence regions, including hexatic-fluid,
solid-fluid and liquid-gas coexistence, are white.
