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Abstract
We develop a new interior-point method for symmetric-cone optimization, a common gener-
alization of linear, second-order-cone, and semidefinite programming. Our key idea is updating
iterates with a geodesic of the cone instead of the kernel of the linear constraints. This ap-
proach yields a primal-dual-symmetric, scale-invariant, and line-search-free algorithm that uses
just half the variables of a standard primal-dual method. With elementary arguments, we es-
tablish polynomial-time convergence matching the standard O(√n) bound. Finally, we prove
global convergence of a long-step variant and compare the approaches computationally. For
linear programming, our algorithms reduce to central-path tracking in the log domain.
1 Introduction
Let J denote a Euclidean Jordan algebra [5] of rank n with multiplication operator ◦ : J ×J → J ,
identity e ∈ J , and trace inner-product 〈x, y〉 := trx◦y. This paper considers the following primal-
dual pair of linear optimization problems formulated over the cone-of-squares K := {x ◦ x : x ∈ J }
minimize 〈s0, x〉
subject to x ∈ K ∩ (x0 + L)
minimize 〈x0, s〉
subject to s ∈ K ∩ (s0 + L⊥), (1)
where (x, s) are the primal and dual decision variables, (x0, s0) ∈ J × J are fixed parameters and
L ⊆ J is a linear subspace with orthogonal complement L⊥ ⊆ J . This standard form [7] subsumes
linear, second-order-cone, and semidefinite programming [4], in which the affine set x0 +L is often
presented as the solution set of linear equations Ax = b. It is also referred to as a symmetric-
cone optimization problem given the one-to-one correspondence between such cones and cones-of-
squares [5].
A pair (x, s) is optimal if it satisfies the constraints of (1) and the additional complementary
slackness condition x ◦ s = 0. Interior-point methods solve a perturbation of these constraints for
a decreasing sequence of µ > 0:
x ∈ K ∩ (x0 + L), s ∈ K ∩ (s0 + L⊥), x ◦ s = µe. (2)
A unique solution (xˆ(µ), sˆ(µ)) exists for all µ > 0 if the primal-dual pair (1) satisfies Slater’s
condition [6, Theorem 2.2], i.e., if there exists feasible (x, s) in the interior of K ×K. In this case,
the limit limµ→0(xˆ(µ), sˆ(µ)) also exists [25, 8] and solves (1). The set {(xˆ(µ), sˆ(µ)) : µ > 0} is
called the central path. We will assume Slater’s condition holds throughout.
Assumption 1. The primal-dual pair (1) satisfies Slater’s condition.
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Primal-dual interior-point methods track the central path by iteratively updating (x, s) inside
subspaces of J such that the affine constraints remain satisfied:
xi+1 − xi ∈ L, si+1 − si ∈ L⊥. (3)
In this paper, we take a different approach, leveraging the structure of K as a Riemannian mani-
fold [16]. Specifically, we update (x, s) along geodesic curves z(t) = Q(z
1/2
0 ) exp td of K such that
the complementarity constraint x ◦ s = µe remains satisfied:
xi+1 = Q(x
1/2
i ) exp di, si+1 = Q(s
1/2
i ) exp(−di), (4)
where exp : J → K denotes the exponential map, Q(w) : J → J denotes the quadratic representa-
tion of w, and w1/2 ∈ K denotes the square root of w ∈ K. To select di ∈ J and the corresponding
geodesic, we substitute the first-order Taylor expansions
Q(x
1/2
i ) exp di ≈ Q(x1/2i )(e+ di), Q(s1/2i ) exp(−di) ≈ Q(s1/2i )(e− di)
into the central-path conditions (2) and solve the resulting linear system for di. In total, this
process can be interpreted as a manifold version of Newton’s method [1, Chapter 6].
While we view K as a Riemannian manifold under the metric γx(u, v) := 〈Q(x)−1u, v〉, we won’t
actually need any differential geometry. Instead, all analysis rests on the parametric representation
of geodesics z(t) = Q(z
1/2
0 ) exp td, which has elementary forms for specific cones. When K is the
nonnegative orthant, it simplifies to z(t) = exp(log z0 + td), i.e., a line segment in log space. When
K is the cone of positive semidefinite matrices, it takes the form Z(t) = Z01/2 exp(tD)Z01/2, where
exp(tD) denotes the matrix exponential and Z
1/2
0 the symmetric square root [3, Chapter 6].
The interior-point literature is immense, and we won’t attempt to cite it completely. Neverthe-
less, to our knowledge, all primal-dual interior-point methods use updates that satisfy (3) given
feasible iterates; see, e.g., [26, 23, 29]. While the Riemannian geometry of K has been used to
analyze the central path [22, 20] and solve non-convex problems [1], to our knowledge no previous
algorithm for (1) uses the geodesic update (4). For linear programming, the proposed essentially
reduces to Newton’s method when applied to the central-path conditions in the log domain, i.e., to
nonlinear equations f(v) = 0 induced by
√
µ exp(v) ∈ x0 + L, √µ exp(−v) ∈ s0 + L⊥.
Even this appears unanalyzed in the linear-programming literature—perhaps dismissed upfront
because it returns solutions that are only ǫ-feasible (due to finite termination). Nevertheless, we’ll
see that feasible points can always be constructed once the Newton direction satisfies ‖di‖∞ ≤ 1.
A desired feature of an interior-point algorithm is primal-dual symmetry [28]. This means that
the algorithm does not depend on the labels “primal” and “dual” assigned to the problems of (1),
i.e., swapping these labels does not change its output. To obtain symmetry, primal-dual methods
(e.g., [21, 2]) separately store and independently update both variables x and s. We will avoid such
drawbacks, exploiting the fact that the geodesic update (4) maintains the complementarity relation
x = µs−1. This allows us to implicitly perform the symmetric update (4) while explicitly storing
and updating just one variable.
This paper is organized as follows. In Section 2, we give an interior-point method based on
the geodesic update (4) and establish its O(√n) convergence, log-domain interpretation, scale
invariance, and relation to the Nesterov-Todd method. We also show its search direction can be
found via least-squares methods like many interior-point algorithms [26]. Since this procedure
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Procedure shortstep(w0, µ0, µf)
w← w0, µ← µ0
while µ > µf do
µ← 1kµ
for i = 1, 2, . . . ,m do
d← dN (w,µ)
w ← Q(w1/2) exp(d)
end
end
return (w,µ)
K Definition rank
R
n
+ {x ∈ Rn : xi ≥ 0} n
S
n
+ {X2 : X ∈ Rn×n, X = XT} n
L
m+1 {(x0, x1) ∈ R× Rm : x0 ≥ ‖x1‖} 2
K expd Q(w1/2) expd
R
n
+ element-wise exp. exp(logw + d)
S
n
+ matrix exponential W
1/2(expD)W 1/2
L
m+1 replace eigenvalues
with exp(d0 ± ‖d1‖)
(2zzT − (det z)R) expd
Figure 1: Short-step algorithm (left) with parameters (k,m) and implementation details (right) for
linear programs (Rn+), second-order-cone programs (L
m+1), and semidefinite programs (Sn+). In the
L
m+1 row, the map R denotes (u0, u1) 7→ (u0,−u1), while z = w1/2 and det z = z20 − ‖z1‖2.
conservatively tracks the central path, we refer to it as our short-step algorithm [29]. In Section 3,
we study connections between geodesic distance and symmetrized Kullback-Leibler divergence,
proving key results invoked in our short-step analysis. Leveraging this study, we describe a less
conservative long-step algorithm in Section 4 and prove its global convergence and scale invariance;
we also discuss construction of feasible points and other implementation issues. Finally, Section 5
contains computational results illustrating superior performance of the long-step algorithm, despite
its weaker theoretical guarantees. Background material on Jordan algebras appears in Appendix A.
2 Short-step algorithm
We give a procedure shortstep (Figure 1) for tracking the central path that employs geodesic
updates. To maintain the identity s = µx−1 and primal-dual symmetry, it uses a single variable
w ∈ intK satisfying
x =
√
µw, s =
√
µw−1,
where intK denotes the interior of K. The inputs are an initial w0 ∈ intK and centering parameters
µ0 > µf > 0. The output is an approximation of the centered point wˆ(µ) for µ ≤ µf , where
wˆ(µ) denotes 1√µ xˆ(µ) for (xˆ(µ), sˆ(µ)) on the central path. Behavior depends on a parameter k
that controls how much µ decreases at each outer iteration and a parameter m that denotes the
number of inner iterations, i.e., Newton steps. Like short-step interior-point methods [29], we will
conservatively decrease µ in our analysis. We will also assume that w0 = wˆ(µ0).
Iterations apply the update w ← Q(w1/2) exp(d), or, equivalently, w−1 ← Q(w−1/2) exp(−d),
where d is the Newton direction for the current (w,µ). Equivalence of these updates holds given that
the quadratic representation Q(u) satisfies [Q(u)v]−1 = Q(u−1)v−1 (Appendix A). The Newton
direction, denoted dN (w,µ), is defined by linearizing exp d and exp−d in these expressions and
substituting into the central-path conditions (2). Proposition 2.2 will later prove its uniqueness.
Definition 2.1. (Newton Direction) For w ∈ intK and µ > 0, the Newton direction dN (w,µ) is
the unique d ∈ J satisfying
Q(w1/2)(e+ d) =
1√
µ
x0 + L, Q(w−1/2)(e− d) = 1√
µ
s0 + L⊥.
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Our convergence criterion employs geodesic distance δ(z0, z1), i.e., the minimum of∫ 1
0
‖Q(γ−1/2(t))γ′(t)‖dt
over curves γ : [0, 1] → intK satisfying γ(0) = z0 and γ(1) = z1. Among other useful properties,
this distance has a closed-form solution.
Lemma 2.1 (e.g., [14]). Geodesic distance δ : int(K ×K)→ R+ has the following properties.
(a) δ(z0, z1) = ‖ logQ(z−1/20 )z1‖ for all z0, z1 ∈ intK.
(b) δ is a metric.
(c) δ(z0, z1) = δ(Tz0, T z1) for all z0, z1 ∈ intK and any automorphism T of K, i.e., for any
invertible, linear map T : J → J satisfying {Tz : z ∈ K} = K.
Our criterion also employs an upper bound q : R → R+ of the squaring map t 7→ t2 and its
nonnegative inverse q−1 : R+ → R+:
q(t) := 2(cosh t− 1), q−1(t) := cosh−1(1 + 1
2
t).
Note that q(t) and t2 agree to second-order given that cosh t = 1 +
∑∞
d=1
1
(2d)! t
2d.
These definitions and the next two lemmas (to be proven in Section 3) allow us to state and
prove our main theorem on the complexity and convergence of shortstep. The first lemma bounds
the distance between two centered points wˆ(µ0) and wˆ(µ1) using the rank n of K and the ratio k
of the centering parameters.
Lemma 2.2 (µ-update). Let µ, k > 0. Then, 1nδ
(
wˆ(µ), wˆ( 1kµ)
)2 ≤ q(12 log k).
The second lemma establishes a region of quadratic convergence of the sequence w0, w1, . . . , wm
generated by Newton’s method.
Lemma 2.3 (Centering). For µ > 0 and w0 ∈ intK, let wi+1 = Q(w1/2i )dN (wi, µ). If δ (w0, wˆ(µ)) ≤
q−1(β) for β ≤ 12 , then δ(wi, wˆ(µ))2 ≤ β2
i
.
Our main result follows.
Theorem 2.1 (Main Result). Let shortstep (Figure 1) have parameters (k,m) that satisfy, for
some 12 ≥ β > 0 and q−1(β) > ǫ > 0, the conditions
β2
m ≤ ǫ2, 1
2
log k = q−1(
1
n
ζ2), (5)
where ζ := q−1(β)−ǫ. Then, the following statements hold for shortstep given input (wˆ(µ0), µ0, µf ):
(a) At most m⌈c−1√n log µ0µf ⌉ Newton steps execute, where c := 2q−1(ζ2).
(b) The output (w,µ) satisfies δ(w, wˆ(µ)) ≤ ǫ and µ ≤ µf . Further,
δ(
√
µw, xˆ(µ)) ≤ ǫ, δ(√µw−1, sˆ(µ)) ≤ ǫ,
where (xˆ(µ), sˆ(µ)) denotes the solution to the central-path conditions (2).
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Proof. Let γ = log µ0µf
1
log k . The number of outer iterations is at most ⌈γ⌉. To lower bound log k,
we first note that for 0 ≤ t ≤ α,
q−1(t) ≥ q
−1(α)√
α
√
t,
since q
−1(t)√
t
is a decreasing function. Setting α = ζ2 and t = 1nζ
2 and using (5) gives
1
2
log k = q−1(
1
n
ζ2) ≥ q
−1(ζ2)
ζ
ζ√
n
=
q−1(ζ2)√
n
.
Hence, (log k)−1 ≤ c−1√n for c = 2q−1(ζ2), proving the first statement.
Let wµ,i denote w at the end of inner iteration i for the current µ. We use induction on µ.
Suppose that δ(wµ,m, wˆ(µ)) ≤ ǫ. By Lemma 2.2 and our choice of k,
δ(wˆ(µ), wˆ(
1
k
µ))2 ≤ nq(1
2
log k) = n
1
n
ζ2 = (q−1(β)− ǫ)2.
From the triangle inequality (Lemma 2.1(b)), we conclude that
δ(wµ,m, wˆ(
1
k
µ)) ≤ δ(wµ,m, wˆ(µ)) + δ(wˆ(µ), wˆ(1
k
µ)) ≤ ǫ+ q−1(β)− ǫ ≤ q−1(β).
Initializing inner iterations with wµ,m, we have, by Lemma 2.3 and β ≤ 12 , that
δ(wkµ,m, wˆ(
1
k
µ))2 ≤ β2m ≤ ǫ2,
where the last inequality follows from our assumption (5). The base case holds by identical argu-
ment. Finally, δ(
√
µw,
√
µwˆ(µ)) ≤ ǫ and δ(√µw−1,√µwˆ−1(µ)) ≤ ǫ given that δ(cz, czˆ) = δ(z, zˆ)
for any c > 0 by Lemma 2.1(c).
The remainder of this section gives other properties of shortstep, namely, a log-space interpre-
tation, an orthogonal decomposition of the Newton direction, and scale invariance. We also discuss
connections with an algorithm of Nesterov and Todd.
2.1 Log-space interpretation
Suppose that (1) is a primal-dual pair of linear programs, i.e., that K = Rn+. Under this assumption,
the algebra J is associative. Hence, geodesic distance simplifies to δ(z0, z1) = ‖ log z0− log z1‖, and
the log of the geodesic update w ← Q(w1/2) exp d satisfies
log
(
Q(w1/2) exp d
)
= log(w ◦ exp d) = log(w) + d, (6)
i.e., it reduces to addition in the log domain. The Newton direction dN (w,µ) also has a log-
domain interpretation: it is precisely the direction one obtains by linearizing x(v) :=
√
µ exp v and
s(v) :=
√
µ exp−v at v = logw and substituting into the central-path conditions (2).
Proposition 2.1. Let J be associative. For µ > 0 and w ∈ intK, let d = dN (w,µ). Then,
exp v + J(v)d ∈ 1√
µ
x0 + L, exp−v − J(−v)d ∈ 1√
µ
s0 + L⊥,
where v = logw and J(v) : J → J is the Jacobian of exp v.
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Proof. Under our associativity assumption, we observe that J(v)d = (exp v) ◦ d and
Q(w1/2)(e+ d) = w + w ◦ d, Q(w−1/2)(e − d) = w−1 − w−1 ◦ d.
Substituting w = exp v and w−1 = exp−v and using Definition 2.1 proves the claim.
In total, we can reinterpret the inner iterations of shortstep as simply Newton’s method applied
to the central-path equations in log space. Though this is a totally elementary algorithm, we could
not find its analysis in the literature.
Observe that when J is not associative, this interpretation fails because the identity (6) fails.
For semidefinite programming, failure of (6) reduces to the fact that for matrices W ≻ 0 and D,
log
(
W 1/2(expD)W 1/2
)
6= log(W ) +D,
since, in general, exp(A+B) 6= expA expB for the matrix exponential.
2.2 Newton direction via orthogonal projection
We next derive an orthogonal, direct-sum decomposition of the Newton direction with respect to
the subspaces Lw := {Q(w−1/2)x : x ∈ L} and L⊥w = {Q(w1/2)s : s ∈ L⊥}. This decomposition
establishes both its claimed uniqueness (Definition 2.1) and a formula for its construction via
orthogonal projection.
Proposition 2.2. For µ > 0 and w ∈ intK, let
d1 = proj
L⊥w
(
Q(w−1/2)(
1√
µ
x0 − w)
)
, d2 = proj
Lw
(
Q(w1/2)(
1√
µ
s0 − w−1)
)
.
Then the Newton direction dN (w,µ) satisfies dN (w,µ) = d1 − d2.
Proof. Let rp = Q(w
−1/2)( 1√µx0−w) and rd = Q(w1/2)( 1√µs0−w−1). By the identity Q(z1/2)e = z
(Lemma A.1 of Appendix A), the conditions of Definition 2.1 are equivalent to
w +Q(w1/2)d ∈ 1√
µ
x0 + L, w−1 −Q(w−1/2)d ∈ 1√
µ
s0 + L⊥.
Rearranging and using Q(z−1) = Q(z)−1, we conclude that d ∈ rp + Lw and d ∈ −rd + L⊥w, i.e.,
d ∈ (proj
L⊥w
(rp) + Lw)
⋂
(proj
Lw
(−rd) + L⊥w),
since any affine set z0 + S satisfies z0 + S = projS⊥(z0) + S. Hence, d has the following direct-sum
decompositions with respect to Lw and L⊥w:
d = proj
L⊥w
(rp) + dLw , d = projLw
(−rd) + dL⊥w .
Since such decompositions are unique, dLw = projLw(−rd), proving the claim.
This decomposition has immediate practical implications: one can use any algorithm for orthogonal
projection, e.g., the Gram-Schmidt process or a least-squares method, to find dN . Section 4.3 gives
more details.
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2.3 Scale invariance
For an automorphism T : J → J of K, consider the transformed primal-dual pair:
minimize 〈(T−1)∗s0, x〉
subject to x ∈ K ∩ T (x0 + L)
minimize 〈Tx0, s〉
subject to s ∈ K ∩ (T−1)∗(s0 + L⊥), (7)
where (T−1)∗ : J → J denotes the adjoint of T−1 : J → J . We next show the following: if
shortstep (Figure 1) maps input w0 to output w¯ for the primal-dual pair (1), then it maps input
Tw0 to output T w¯ for the transformed pair (7). In other words, it is scale invariant in the sense
of [28]. To show this, we first establish that the Newton direction dN,T (w,µ) for the transformed
problem satisfies dN,T (Tw, µ) = MdN (w,µ) for an automorphism M , dependent on T and w,
that is also orthogonal, i.e., M−1 = M∗. Scale invariance will follow, leveraging the fact that
expMd = M exp d for any such M (Lemma A.2).
To give a formula forM and to establish its key properties, we use the decomposition dN (w,µ) =
d1(w,µ) − d2(w,µ) of the Newton direction from Proposition 2.2. We similarly decompose the
transformed direction as dN,T (w,µ) = d1,T (w,µ) − d2,T (w,µ).
Lemma 2.4. Let M = Q(Tw)−1/2TQ(w)1/2 for w ∈ intK and an automorphism T : J → J of
K. The following statements hold.
(a) M is an orthogonal automorphism of K.
(b) M = Q(Tw)1/2(T−1)∗Q(w)−1/2.
(c) For all µ > 0, the Newton directions (dN , dN,T ) and their direct summands (di, di,T ) satisfy
dN,T (Tw, µ) = MdN (w,µ), d1,T (Tw, µ) = Md1(w,µ), d2,T (Tw, µ) = Md2(w,µ).
Proof. ThatM is an automorphism follows because it is a composition of automorphisms. We next
verify orthogonality, i.e., that M−1 = M∗:
M∗M = Q(w)1/2T ∗Q(Tw)−1TQ(w)1/2 = Q(w)1/2T ∗(TQ(w)T ∗)−1TQ(w)1/2 = I,
where we’ve used the identities Q(Tw) = TQ(w)T ∗ and Q(w)1/2Q(w)−1Q(w)1/2 = I (Lemma A.1).
Since by construction M∗Q(Tw)1/2(T−1)∗Q(w)−1/2 = I, orthogonality implies the next statement.
By definition of M and the second property, we conclude that MQ(w)−1/2 = Q(Tw)−1/2T and
MQ(w)1/2 = Q(Tw)1/2(T−1)∗. Combining this with Me = e (Lemma A.2) yields
dN,T (Tw, µ) ∈M
(
1√
µ
Q(w−1/2)x0 − e+Q(w−1/2)L
)⋂
M
(
e−Q(w1/2) 1√
µ
s0 +Q(w
1/2)L⊥
)
,
showing that dN,T (Tw, µ) = M(d1 − d2). By uniqueness of direct-sum decompositions, we also
conclude that d1,T = Md1 and d2,T = Md2.
We use this lemma to show scale invariance of the update w ← Q(w1/2) exp(α(d1, d2)d), where
d = dN and α : J × J → R is a step-size rule invariant under transformation by M .
Proposition 2.3. Let α : J × J → R be a function satisfying α(d1, d2) = α(Md1,Md2) for any
orthogonal automorphism M : J → J . Then, for any automorphism T : J → J and w ∈ intK,
Q(wˆ1/2) exp
(
α(dˆ1, dˆ2)dˆ
)
= TQ(w1/2) exp
(
α(d1, d2)d
)
,
where wˆ = Tw, d = dN (w,µ), dˆ = dN,T (wˆ, µ), di = di(w,µ), and dˆi = di,T (wˆ, µ) for i ∈ {1, 2}.
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Proof. Let M = Q(Tw)−1/2TQ(w)1/2. By Lemma 2.4, M is an orthogonal automorphism. Hence,
expMx = M expx for all x (Lemma A.2). Combining this with Lemma 2.4(c) yields
Q(wˆ1/2) expα(dˆ1, dˆ2)dˆ = Q(wˆ
1/2) expα(Md1,Md2)Md = Q(wˆ
1/2)M expα(Md1,Md2)d.
But α(Md1,Md2) = α(d1, d2) by assumption and Q(wˆ
1/2)M = TQ(w1/2) by definition of M and
the identity Q(w)1/2 = Q(w1/2) (Lemma A.1).
Scale invariance of shortstep follows by invoking this result at each iteration with the step-size
α = 1. We will use a nontrivial step-size rule in our long-step algorithm (Section 4).
2.4 Comparison with the Nesterov-Todd algorithm
The celebrated algorithm of Nesterov and Todd (NT) [21, Section 6], which extends the linear
programming algorithms of Kojima et al. [11] and Monteiro and Adler [19], shares key properties
with shortstep (Figure 1): it is scale invariant, it executes O(√n) iterations, it is primal-dual
symmetric, and finding its search direction reduces to a least-squares problem. This suggests a
fundamental connection with shortstep. In general, iterations of the NT algorithm do not satisfy
x = µs−1. However, if this relation holds, then the NT search direction coincides with our Newton
direction. Further, its (x, s)-update is a first-order approximation of our geodesic update.
To see this, note that the NT direction is, in the framework of Jordan algebras [30, Section
3.4], the unique (dx, ds) ∈ J × J satisfying
x+
√
µQ(p1/2)dx ∈ x0 + L, s+√µQ(p−1/2)ds ∈ s0 + L, dx + ds = v−1 − v, (8)
where p is the scaling point, defined as Q(x1/2)(Q(x1/2)s)−1/2, and v := 1√µQ(p
−1/2)x. Given
(dx, ds), the NT algorithm updates (x, s) to (x
′, s′), where
x′ := x+
√
µQ(p1/2)dx, s
′ := s+
√
µQ(p−1/2)ds. (9)
These objects have the following relationships with our variable w := 1√µx, Newton direction dN ,
and geodesic updates x← √µQ(w1/2) exp d and s← √µQ(w−1/2) exp−d.
Proposition 2.4. Let x, s ∈ intK satisfy x = µs−1 for µ > 0. Let w = 1√µx and d = dN (w,µ).
Then,
(a) p = w, where p is the scaling point Q(x1/2)(Q(x1/2)s)−1/2.
(b) dx = d and ds = −d where (dx, ds) is the NT direction (8).
(c) x′ =
√
µQ(w1/2)(e+ d) and s′ =
√
µQ(w−1/2)(e− d), where (x′, s′) is the NT update (9) and
e+ d and e− d are the first-order Taylor-expansions of exp(d) and exp(−d) at d = 0.
Proof. If x = µs−1, then the definitions of w and the scaling point p easily imply that p = w and
v = e. We also conclude that dx+ds = v
−1−v = 0. Combining these identities with w = Q(w1/2)e,
w−1 = Q(w−1/2)e, and (8) yields
√
µQ(w1/2)(e + dx) ∈ x0 + L, √µQ(w−1/2)(e− dx) ∈ s0 + L,
which are the defining conditions of dN (w,µ) given by Definition 2.1. Hence, d = dx. Finally, the
claimed formula for (x′, s′) holds because x = √µQ(w1/2)e and s = √µQ(w−1/2)e.
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Note with the stronger assumption that x = s−1, we can similarly interpret algorithms based
on the so-called H..K..M direction since, in this case, it coincides with the NT direction [27]. It was
introduced independently by Helmberg et al. [10], Kojima et al. [12] and Monteiro [18]. Also note
that even if x = µs−1 fails, the scaling point p still has a Riemannian interpretation: it is precisely
the midpoint of the geodesic connecting x and s, or, equivalently, their geometric mean [15].
3 Geodesics and divergence
The goal of this section is to prove the µ-update and centering lemmas used in the analysis of
shortstep (Figure 1). Towards this, we first study a proxy for geodesic distance δ(z0, z1) that
is easier to bound during the course of Newton’s method. This proxy generalizes the symmetric
Kullback-Leibler divergence h(Z0, Z1) := Tr(Z0Z
−1
1 +Z
−1
0 Z1−2I) of two positive definite matrices,
also known as the Jeffrey divergence [9, 17]. We hence call this proxy divergence. We define it using
the fact that n = tr e, where we recall that n denotes the rank of K.
Definition 3.1 (Divergence). For z0, z1 ∈ intK, let h(z0, z1) := 〈z0, z−11 〉+ 〈z−10 , z1〉 − 2n.
Divergence is symmetric h(z0, z1) = h(z1, z0). Further, h(z0, z1) = 0 if and only if z0 = z1. However,
unlike geodesic distance δ, it is not a metric, as the triangle inequality can fail.
Recall from Lemma 2.1 that geodesic distance satisfies δ(z0, z1) = ‖ logQ(z−1/21 )z0‖. Equiva-
lently, δ(z0, z1)
2 =
∑
λ∈S λ2, where S denotes the multiset of eigenvalues of logQ(z
−1/2
1 )z0. This
formula holds for divergence if we replace λ2 with the upper bound q(λ) := 2(cosh λ−1) introduced
in Section 2.
Lemma 3.1. For all z0, z1 ∈ intK, the divergence satisfies h(z0, z1) =
∑
λ∈S q(λ), where S is the
multiset of eigenvalues of logQ(z
−1/2
1 )z0.
This enables us to prove the following bounds relating divergence to geodesic distance.
Lemma 3.2. Let z0, z1 ∈ intK. Then, δ(z0, z1)2 ≤ h(z0, z1) ≤ q(δ(z0, z1)).
Proof. Let λ ∈ Rn denote the vector of eigenvalues of logQ(z−1/21 )z0. The lower bound follows
from Lemma 3.1 and Lemma 2.1(a) given that q(λi) ≥ λ2i . To prove the upper bound, it suffices
to show that
∑n
i=1(cosh(λi)− 1) ≤ cosh(‖λ‖) − 1. To begin, consider the upper bound
n∑
i=1
(cosh(λi)− 1) ≤ sup
‖v‖=‖λ‖
n∑
i=1
(cosh(vi)− 1).
Let v achieve the supremum. Then it must be a critical point, which implies existence of γ ∈ R
satisfying γv + sinh v = 0. We conclude that vi = 0 or vi = c for a constant c. We now claim that
vi 6= 0 and vj 6= 0 implies i = j. Suppose otherwise. Then we don’t change ‖v‖ by setting vi = 0
and vj =
1√
2
2c. Further, we increase
∑n
i=1 cosh(vi)− 1 given that cosh( 1√22c)− 1 ≥ 2(cosh(c)− 1),
contradicting our assumption that v attains the supremum.
3.1 Divergence along the central path
Divergence has the following utility: we can calculate it exactly for two centered points wˆ(µ0)
and wˆ(µ1) even if we do not know these points explicitly. Instead, all we need is the ratio of the
centering parameters µ0 and µ1 and the rank n of K.
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Theorem 3.1. Let µ0, µ1 > 0. Then,
1
nh(wˆ(µ0), wˆ(µ1)) = q(
1
2 log
µ0
µ1
).
Proof. Let x = wˆ(µ1), y = wˆ(µ0) and k =
√
µ0
µ1
. Then, by definition,
x− ky ∈ L, x−1 − ky−1 ∈ L⊥.
Hence, 0 = 〈x−ky, x−1−ky−1〉 = (1+k2)n−k〈x, y−1〉−k〈y, x−1〉. Rearranging, we conclude that
〈y, x−1〉+ 〈x, y−1〉 = n1 + k
2
k
= n(k +
1
k
) = 2n(cosh log(k)).
Hence, h(x, y) = 2n(cosh log(k)− 1) = nq(log k). Since log k = 12 log µ0µ1 , the claim follows.
Combining this theorem with the bounds relating divergence and geodesic distance (Lemma 3.2)
lets us prove the µ-update lemma, which we reproduce below.
Lemma 2.2 (µ-update). Let µ, k > 0. Then, 1nδ
(
wˆ(µ), wˆ( 1kµ)
)2 ≤ q(12 log k).
Proof. From Theorem 3.1, we conclude that 1nh(wˆ(µ), wˆ(
1
kµ)) = q(
1
2 log k). Since δ(wˆ(µ), wˆ(
1
kµ))
2 ≤
h(wˆ(µ), wˆ( 1kµ)) by Lemma 3.2, the claim follows.
Remark 1. Since geodesic distance is invariant under inversion and positive rescaling [5, Theorem
III.5.3], the lengths Lx and Ls of the primal or dual central path also upper bound δ(wˆ(µ0), wˆ(µ1)),
where
Lx =
∫ µ1
µ0
‖ d
dµ
xˆ(µ)‖xˆ(µ)dµ, Ls =
∫ µ1
µ0
‖ d
dµ
sˆ(µ)‖sˆ(µ)dµ
and ‖z‖2u := 〈Q(u)−1z, z〉. Bounds on Lx in terms of log µ0µ1 and the (generally unknown) values of
the barrier function log det u at xˆ(µ0) and xˆ(µ1) appear in [20, Lemma 4.1].
3.2 Divergence along geodesics
Fix µ > 0, w ∈ intK, and nonzero d ∈ J , and define the function f : R→ R
f(t) = h
(
Q(w1/2) exp td, wˆ(µ)
)
.
That is, let f(t) return the divergence between the centered point wˆ(µ) and points on the geodesic
induced by (w, d). Though we don’t know wˆ(µ) and hence cannot evaluate f , we can still establish
crucial properties, such as its strict convexity.
Lemma 3.3. The function f is strictly convex.
Proof. Let a := Q(w1/2)wˆ(µ)−1 and let
∑n
i=1 λiei denote the spectral decomposition of d. Then,
f(t) + 2n = 〈a, exp td〉+ 〈a−1, exp−td〉 =
n∑
i=1
exp(tλi)〈a, ei〉+ exp(−tλi)〈a−1, ei〉.
But 〈a, ei〉 > 0 and 〈a−1, ei〉 > 0 since a, a−1 ∈ intK and ei ∈ K, proving the claim.
We can also bound f(t) for full Newton steps, i.e., for d = dN (w,µ) and t = 1.
Theorem 3.2. Suppose that d = dN (w,µ) and ‖d‖2∞ ≤ 2. Then, f(1) ≤ 12‖d‖2∞f(0).
To prove this theorem, we’ll first provide the derivatives of f and a descent condition on t for
arbitrary d. We then specialize results to the Newton direction dN (w,µ).
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3.2.1 Derivatives and descent condition
The derivatives of f(t) have a concise form thanks to the role of the exponential function in its
definition. Interpreting f(t) as the trace of a particular point in K also allows us to bound even
derivatives using just d and f(t).
Lemma 3.4. Let a(t) = Q(exp td/2)Q(w1/2)wˆ(µ)−1. Then, f and its derivatives f (m) satisfy
(a) f(t) = tr(a(t) + a(t)−1 − 2e), where a(t) + a(t)−1 − 2e ∈ K.
(b) f (m)(t) = 〈a(t) + (−1)ma(t)−1, dm〉
(c) f (2m)(t) ≤ ‖d‖2m∞ f(t) + 2〈e, d2m〉
Proof. By definition of f and divergence (Definition 3.1),
f(t) = 〈Q(w1/2) exp td, wˆ(µ)−1〉+ 〈Q(w−1/2) exp−td, wˆ(µ)〉 − 2n.
Substituting exp td = Q(exp td/2)e and exp−td = Q(exp−td/2)e shows the trace formula of the
first statement. That a(t)+ a(t)−1− 2e ∈ K follows because each eigenvalue has form λ+ 1λ − 2 for
some λ ≥ 0, which is always nonnegative.
For statement (b), we have that d
m
dtm exp td = d
m exp td = Q(exp t/2d)dm. This implies that
dm
dtm
〈e, a(t)〉 = 〈Q(w1/2)wˆ(µ)−1, d
m
(dt)m
exp td〉
= 〈Q(exp td/2)Q(w1/2)wˆ(µ)−1, dm〉
= 〈a(t), dm〉.
By similar argument, d
m
dtm 〈e, a(t)−1〉 = (−1)m〈a(t)−1, dm〉. We conclude for all integers m ≥ 1 that
fm(t) = 〈a(t) + (−1)ma(t)−1, dm〉. For statement (c), we have, since a(t) + a−1(t)− 2e ∈ K,
f (2m)(t) = 〈a(t) + a−1(t)− 2e, d2m〉+ 2〈e, d2m〉
≤ ‖a(t) + a−1(t)− 2e‖1‖d‖2m∞ + 2〈e, d2m〉
= tr(a(t) + a−1(t)− 2e)‖d‖2m∞ + 2〈e, d2m〉
= ‖d‖2m∞ f(t) + 2〈e, d2m〉.
Assuming f ′(0) < 0, we now use these derivatives to provide a descent condition on t, i.e., we
establish an interval on which f(t) ≤ f(0). Our analysis rests on Taylor’s theorem, convexity of f ,
and the bound on f ′′(t) provided by the previous lemma.
Lemma 3.5. Suppose that f ′(0) < 0. Then, f(t) ≤ f(0) if t ≤ −2f ′(0)‖d‖2∞f(0)+2‖d‖2 .
Proof. By Taylor’s theorem, f(t) = f(0) + f ′(0)t + 12f
′′(ζ)t2 for some ζ ∈ [0, t]. Further,
f ′′(ζ) ≤ ‖d‖2∞f(ζ) + 2‖d‖2 ≤ max
u∈{0,t}
‖d‖2∞f(u) + 2‖d‖2,
where the first inequality is Lemma 3.4(c) and the second inequality uses convexity of f(t). Hence,
f(t) ≤ f(0) + f ′(0)t+ 1
2
max
u∈{0,t}
(‖d‖2∞f(u) + 2‖d‖2)t2. (10)
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Now, let tˆ be the smallest t > 0 for which f(tˆ) = f(0). Then
f(0) ≤ f(0) + tˆf ′(0) + 1
2
(‖d‖2∞f(0) + 2‖d‖2)tˆ2,
which implies that
tˆ ≥ −2f
′(0)
‖d‖2∞f(0) + 2‖d‖2
.
Since f(t) ≤ f(0) for all t ≤ tˆ, the claim follows.
3.2.2 Newton direction
Suppose now that d = dN (w,µ). For this direction, the divergence f(t) rapidly decreases at a
rate lower bounded by f(0). This follows from the orthogonal, direct-sum decomposition of d
(Proposition 2.2) induced by Lw := {Q(w−1/2)x : x ∈ L} and L⊥w = {Q(w1/2)s : s ∈ L⊥}.
Lemma 3.6. Suppose that d = dN (w,µ). Then f
′(0) = −(f(0) + ‖d‖2). Further, f(t) ≤ f(0) if
t ≤ 2(f(0) + ‖d‖
2)
‖d‖2∞f(0) + 2‖d‖2
.
Proof. Let r1(t) = a(t)
−1 − e and r2(t) = a(t) − e, where a(t) is as in Lemma 3.4. Then, by
Lemma 3.4(b),
−f ′ = 〈a−1 − a, d〉 = 〈a−1 − e+ e− a, d〉 = 〈r1 − r2, d〉.
Setting t = 0 and substituting d = projL⊥w r1(0)− projLw r2(0) using Proposition 2.2 gives
−f ′(0) = 〈r1 − r2, d〉 = −〈r1, r2〉+ ‖proj
L⊥w
r1‖2 + ‖proj
Lw
r2‖2 = −〈r1, r2〉+ ‖d‖2.
But f(t) = −〈r1(t), r2(t)〉 by Lemma 3.4(a), proving the first claim. The descent condition
(Lemma 3.5) specialized to the Newton direction d = dN proves the second claim.
3.2.3 Proof of Theorem 3.2
We can now prove the claimed decrease in f(t) for a full Newton step, assuming ‖d‖2∞ ≤ 2. By
Lemma 3.6, we have that f(t) ≤ f(0) for t = 1 when ‖d‖2∞ ≤ 2. Combining this with the quadratic
upper bound (10) and Lemma 3.6 yields
f(1) ≤ f(0)− (f(0) + ‖d‖2) + 1
2
(‖d‖2∞f(0) + 2‖d‖2) =
1
2
‖d‖2∞f(0),
which is precisely the claim of Theorem 3.2.
3.3 Divergence bounds
Though the centered point wˆ(µ) is unknown, the Newton direction dN (w,µ) provides a lower bound
hlb of the divergence h(w, wˆ(µ)) for any w ∈ intK and µ > 0. Under a norm condition, we also
obtain an upper bound hub and relative-error estimates; precisely, we obtain hub and k ≥ 1 satisfying
h(w, wˆ(µ)) ≥ hlb ≥ 1
k
h(w, wˆ(µ)) h(w, wˆ(µ)) ≤ hub ≤ k · h(w, wˆ(µ)). (11)
These bounds use the direct-sum decomposition dN = d1 − d2 from Proposition 2.2 induced by the
subspaces Lw := {Q(w−1/2)x : x ∈ L} and L⊥w = {Q(w1/2)s : s ∈ L⊥}.
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Theorem 3.3. For µ > 0 and w ∈ intK, let d = dN (w,µ), d1 = projL⊥w d, and d2 = − projLw d.
The following statements hold:
(a) h(w, wˆ(µ)) ≥ hlb for hlb := ‖d‖
2
1+‖d1+d2‖∞ .
(b) If ‖d1 + d2‖∞ < 1, then h(w, wˆ(µ)) ≤ hub for hub := ‖d‖
2
1−‖d1+d2‖∞ . Further, the relative-error
estimates (11) hold for k = 1+‖d1+d2‖∞1−‖d1+d2‖∞ .
Proof. Let a = Q(w1/2)wˆ(µ)−1, z = a + a−1 − 2e and g = a − a−1. In this notation, we have
by Proposition 2.2 that d1 = projL⊥w (a
−1 − e) and d2 = projLw(a− e). We conclude that
proj
L⊥w
(g + 2d) = proj
L⊥w
(a− a−1 + 2(a−1 − e)) = proj
L⊥w
(a+ a−1 − 2e) = proj
L⊥w
z,
and, similarly, that projLw(g+2d) = − projLw z. This implies that 〈g+2d, d〉 = 〈z, d1 +d2〉. Hence,
−‖z‖1‖d1 + d2‖∞ ≤ −〈g + 2d, d〉 ≤ ‖z‖1‖d1 + d2‖∞.
But from Lemma 3.6, we also have that −〈g + 2d, d〉 = h(w, wˆ(µ))− ‖d‖2. Hence,
−‖z‖1‖d1 + d2‖∞ ≤ h(w, wˆ(µ))− ‖d‖2 ≤ ‖z‖1‖d1 + d2‖∞.
Using the fact that ‖z‖1 = h(w, wˆ(µ)) from Lemma 3.4(a) and rearranging these inequalities gives
h(w, wˆ(µ))(1 + ‖d1 + d2‖∞) ≥ ‖d‖2 ≥ h(w, wˆ(µ))(1 − ‖d1 + d2‖∞)
Dividing by 1+‖d1+d2‖∞ proves the formula and error estimate for hlb. Dividing by 1−‖d1+d2‖∞
proves the same for hub.
Observe that we also obtain valid bounds by replacing ‖d1 + d2‖∞ with ‖dN (w,µ)‖ given that
‖d1 + d2‖∞ ≤ ‖d1 + d2‖ = ‖d1 − d2‖ = ‖dN (w,µ)‖. This in turn allows us to bound the size of
Newton steps assuming bounds on divergence.
Corollary 3.1. Let µ > 0 and w ∈ intK. If h(w, wˆ(µ)) ≤ 12 , then ‖dN (w,µ)‖ ≤ 1.
Proof. Substituting ‖d1 + d2‖∞ with ‖dN (w,µ)‖ into the Theorem 3.3 lower bound yields
h(w, wˆ(µ)) ≥ ‖dN (w,µ)‖
2
1 + ‖dN (w,µ)‖ , (12)
which proves the claim.
We now have all the ingredients needed to show convergence of Newton’s method.
3.4 Convergence of Newton’s method
We have seen that the Newton direction bounds the reduction in divergence (Theorem 3.2). Diver-
gence in turn bounds the size of a full Newton step (Corollary 3.1). Combining these results proves
quadratic convergence of the sequence w0, w1, . . . , wm generated by Newton’s method.
Theorem 3.4. For µ > 0 and w0 ∈ intK, let wi+1 = Q(w1/2i )dN (wi, µ). If h(w0, wˆ(µ)) ≤ β ≤ 12 ,
then h(wi, wˆ(µ)) ≤ β2i .
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Algorithm longstep(w0, µ0, µf , ǫ)
µ← µ0, w ← w0
while µ > µf do
w ← center(w,µ, α)
µ← inf{µ > 0 : hub(w,µ) ≤ β}
end
return center(w,µ, ǫ)
Procedure center(w0, µ, ǫ)
w ← w0
while hub(w,µ) > ǫ do
d← dN (w,µ)
t← γtmax(w,µ)
w ← Q(w1/2) exp(td)
end
return w
Figure 2: A long-step algorithm (left) and a globally convergent centering procedure (right). The
parameters β > α > 0 control distance to the central path and 1 > γ > 0 the size of Newton steps.
Proof. Let hi = h(wi, wˆ(µ)) and di = dN (wi, µ). Then,
hi+1 ≤ 1
2
hi‖di‖2∞ ≤
1
2
hi‖di‖2 ≤ 1
2
hi(‖di‖+ 1)hi,
where the first inequality is Theorem 3.2 and the last is (12). Since ‖di‖ ≤ 1 by Corollary 3.1, we
conclude that hi+1 ≤ h2i . Hence, hi ≤ (h0)2
i
, proving the claim.
Combining this with our previous bounds relating divergence and geodesic distance (Lemma 3.2)
leads to a proof of the centering lemma, reproduced below.
Lemma 2.3 (Centering). For µ > 0 and w0 ∈ intK, let wi+1 = Q(w1/2i )dN (wi, µ). If δ (w0, wˆ(µ)) ≤
q−1(β) for β ≤ 12 , then δ(wi, wˆ(µ))2 ≤ β2
i
.
Proof. By Lemma 3.2, we conclude that h(w, wˆ(µ)) ≤ β ≤ 12 . By Theorem 3.4, this implies that
h(wi, wˆ(µ)) ≤ β2i , which, since δ(wi, wˆ(µ))2 ≤ h(wi, wˆ(µ)), proves the claim.
4 Long-step algorithm
When proving the convergence of shortstep (Figure 1), we established results that together suggest
an alternative algorithm (Figure 2). This alternative uses our divergence bounds (Theorem 3.3) to
loosely track the central path and our descent condition (Lemma 3.6) to pick the size of Newton
steps. We will show that this alternative is both scale invariant and globally convergent, i.e., it
returns an ǫ-approximation of a centered point wˆ(µ) with µ ≤ µf , given any initial w0 ∈ intK
and centering parameters µ0 > µf > 0. We call this algorithm longstep in reference to long-step
interior-point methods [29], which also loosely track the central path. Crucial to longstep is a
procedure center that is also globally convergent.
Quantities employed by longstep and center include the divergence bounds hlb and hub from
Theorem 3.3 and a maximum step-size tmax.
Definition 4.1. For µ > 0 and w ∈ intK, let
hlb(w,µ) =
‖d‖2
1 + ‖d1 + d2‖∞ , hub(w,µ) =


‖d‖2
1−‖d1+d2‖∞ ‖d1 + d2‖∞ < 1
∞ otherwise,
tmax(w,µ) = 2
hlb(w,µ) + min {‖d‖2, 2k}
‖d‖2∞(hlb(w,µ) + 2k)
,
where d = dN (w,µ), d1 = projL⊥w d, d2 = − projLw d and k = (
‖d‖
‖d‖∞ )
2
.
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Recall that hlb and hub use the orthogonal decomposition (Proposition 2.2) of the Newton direction
dN (w,µ) = d1 − d2 that is induced by Lw := {Q(w−1/2)x : x ∈ L} and L⊥w = {Q(w1/2)s : s ∈ L⊥}.
The step size tmax arises by lower bounding our descent condition (Lemma 3.6) with an increasing
function of divergence h and then substituting h with the lower bound hlb.
Lemma 4.1. For w0 ∈ intK and µ > 0, let d = dN (w0, µ) and w(t) = Q(w1/20 ) exp(td). Then for
all 0 ≤ t ≤ tmax(w0, µ), the divergence satisfies h(w(t), wˆ(µ)) ≤ h(w0, wˆ(µ)).
Proof. From our descent condition (Lemma 3.6), the claim holds if tmax ≤ t∗, where
t∗ = 2
h(w0, wˆ(µ)) + ‖d‖2
‖d‖2∞(h(w0, wˆ(µ)) + 2k)
.
But this holds by observing that hlb ≤ h and noting that for a rational function with a, b > 0:
x2 + a
x2 + b
≥ x1 +min{a, b}
x1 + b
, if x2 ≥ x1 ≥ 0.
We can now establish convergence results. The main insight is that the sublevel sets of diver-
gence h are compact, which implies positive lower bounds on certain progress measures. Unrelated
to convergence, we also show scale invariance (Section 2.3), leveraging the fact that tmax and hub
depend only on the eigenvalues of d1 + d2 (which allows us to invoke Proposition 2.3).
Theorem 4.1. The algorithm longstep and its subroutine center (Figure 2) have the following
properties.
(a) For all inputs w0 ∈ intK and (µ0, µf , ǫ) > 0, longstep terminates and returns w satisfying
h(w, wˆ(µ)) ≤ ǫ for µ ≤ µf . Further, it monotonically decreases µ.
(b) For all inputs w0 ∈ intK and (µ, ǫ) > 0, center terminates and returns w satisfying
h(w, wˆ(µ)) ≤ ǫ. Further, it monotonically decreases h(w, wˆ(µ)).
(c) Both center and longstep are scale invariant.
Proof. We first prove statement (b). Let S(ζ) = {(w,µ) : h(w, wˆ(µ)) ≤ ζ, µf ≤ µ ≤ µ0}. Then
S(ζ) is compact because it is closed and contained in a sublevel set of geodesic distance δ(w, wˆ(µ)):
S(ζ) ⊆ {(w,µ) : δ(w, wˆ(µ))2 ≤ ζ, µf ≤ µ ≤ µ0}.
This holds given that h ≥ δ2 (Lemma 3.2).
Now, let w0 denote the initialization point of center and let ζ = h(w0, wˆ(µ)). Define g : S(ζ)→
R as the decrease in h after one Newton step from w, i.e., g(w,µ) = h(wˆ(µ), w)−h(wˆ(µ), w′) where
w′ = Q(w1/2) exp td. By Lemma 4.1 and strict convexity of h (Lemma 3.3), we have that g(w,µ) > 0
if w 6= w(µ). Since g(w,µ) is continuous, the infimum
g∗ := inf{g(w,µ) : hub(wˆ(µ), w) ≥ ǫ, (w,µ) ∈ S(ζ)}
is attained. Moreover, g∗ > 0 given that w = wˆ(µ) implies 0 = hub(wˆ(µ), w) < ǫ. It follows that
h(w, wˆ(µ)) ≤ h(w0, wˆ(µ)) − g∗N after N iterations. Since h ≥ 0, center terminates for some N
satisfying g∗N ≤ h(w0, wˆ(µ))− h(w, wˆ(µ)).
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We now prove statement (a), first noting that Sˆ(α) := {(w,µ) ∈ S(α) : hub(w,µ) ≤ α} contains
(w,µ) when the µ-update step is reached. Next, we let f : Sˆ(α) → R return the k > 1 that satisfies
hub(w,
1
kµ) = β. The set Sˆ(α) is compact because, as established, S(α) is compact. We conclude
that f attains its infimum f∗ > 1 on Sˆ(α), which implies that µ ≤ f−M∗ µ0 after M outer iterations.
This in turn implies termination of longstep.
Finally, statement (c) follows from Proposition 2.3 and Lemma 2.4, given that tmax and hub,
viewed as functions of d1 and d2, are invariant under transformation by an orthogonal automorphism
M , i.e., tmax(d1, d2) = tmax(Md1,Md2) and hub(d1, d2) = hub(Md1,Md2).
We close this section with practical matters related to implementation. Namely, how to effi-
ciently evaluate the divergence bound hub(w,µ) for fixed w, how to find the Newton direction using
a least-squares technique, and how to construct feasible points for the primal-dual pair (1) after
early termination.
4.1 Evaluating divergence for µ-selection
For fixed w, the divergence bound hw,ub(µ) := hub(w,µ) has a simple formula that admits efficient
selection of µ at each iteration of the long-step algorithm. To evaluate the formula, we only need
to know µ and quantities involving the vector
gw := proj
L⊥w
Q(w−1/2)x0 + proj
Lw
Q(w1/2)s0,
where we recall that Lw := {Q(w−1/2)x : x ∈ L} and L⊥w = {Q(w1/2)s : s ∈ L⊥}.
Proposition 4.1. For w ∈ intK, let gw have minimum and maximum eigenvalues λmin and λmax.
Let k(µ) = min( 1√µλmin, 2− 1√µλmax). Then,
hw,ub(µ) =


1
µ
‖gw‖2−2 1√µ tr gw+n
k(µ) k(µ) > 0
∞ otherwise.
Proof. Let d, d1 and d2 be as Definition 4.1, and suppose that hub is finite, i.e., 1−‖d1 +d2‖∞ > 0.
Then, we have that
hub =
‖d‖2
1− ‖d1 + d2‖∞ , d1 + d2 =
1√
µ
gw − e.
Hence, ‖d1 + d2‖∞ is the max of 1√µλmax − 1 and 1 − 1√µλmin. The claimed denominator k(µ)
follows using the identity
1−max(1− a, b− 1) = 1 +min(a− 1, 1 − b) = min(a, 2− b).
The identity for ‖d‖2 follows by expanding ‖ 1√µgw − e‖2 and observing that ‖d‖ = ‖d1 + d2‖.
4.2 Feasible points
Since the presented algorithms update w along geodesics, the point
√
µ(w,w−1) only satisfies the
affine constraints of the primal-dual pair (1) in the limit. Nevertheless, under a norm condition,
we can always produce a feasible (x, s) from the Newton direction dN (w,µ).
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Proposition 4.2. For w ∈ intK and µ > 0, let d = dN (w,µ) and
x =
√
µQ(w1/2)(e+ d), s =
√
µQ(w−1/2)(e− d).
If ‖d‖∞ ≤ 1, then (x, s) is feasible for (1).
Proof. By definition of the Newton direction (Definition 2.1), it holds that x ∈ x0 + L and s ∈
s0 + L⊥. Further, since ‖d‖∞ ≤ 1, we have that e± d ∈ K. Finally, x, s ∈ K given that Q(z)y ∈ K
for all z ∈ J and y ∈ K.
4.3 Newton direction via least squares
Interior-point methods typically find search directions by solving least-squares problem of the form
minimizey
1
2
yTA∗W (x, s)Ay − fTy subject to By = g,
where W (x, s) is a positive-definite weighting matrix induced by the current iterate (x, s) and
(A,B, f, g) are parameters induced by the affine constraints x0 +L and s0+L⊥. Equivalently, they
solve linear systems of the form [
A∗W (x, s)A B∗
B 0
] [
y
z
]
=
[
f
g
]
for which specialized algorithms exist (e.g., [13]). Such a system can also yield the Newton direction
dN (w,µ). This, of course, is not surprising given its construction via orthogonal projection (Propo-
sition 2.2). Nevertheless, we give this system explicitly for affine constraints of the form:
s0 + L⊥ = {c−Ay : By = g, y ∈ Rm}, x0 + L = {x ∈ J : ∃z ∈ Rd A∗x+B∗z = b},
where (y, z) ∈ Rm×Rd denote additional variables, A : Rm → J and B : Rm → Rd are linear maps
with adjoint operators A∗ : J → Rm and B∗ : Rd → Rm, and (b, g, c) ∈ Rm × Rd × J are fixed
parameters.
In this notation, the Newton direction becomes the d that for some (y, z) solves
A∗(Q(w1/2)(e + d)) =
1√
µ
b−B∗z, Q(w−1/2)(e − d) = 1√
µ
c−Ay, By = 1√
µ
g. (13)
Eliminating d and using Q(w) = Q(w1/2)Q(w−1/2)−1 yields a system with the desired form. Note
by modifying the right-hand-side of this system, we can also construct the direct-summands d1 and
d2 of Proposition 2.2.
Proposition 4.3. For w ∈ intK and µ > 0, let (y, z) ∈ Rm × Rd solve the least-squares system[
A∗Q(w)A B∗
B 0
] [
y
z
]
=
[ 1√
µ(b+A
∗Q(w)c) − 2A∗w
1√
µg
]
.
Then, the Newton direction satisfies dN (w,µ) = e−Q(w1/2)( 1√µc−Ay).
Proof. From the second equation of (13), we conclude that d = e−Q(w1/2)( 1√µc−Ay). Substituting
into the first equation yields
1√
µ
b−B∗z = A∗Q(w1/2)
(
2e−Q(w1/2)( 1√
µ
c−Ay)
)
= 2A∗w − 1√
µ
A∗Q(w)c +A∗Q(w)Ay.
Rearranging terms proves the claim.
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Figure 3: Total Newton steps vs n for shortstep and longstep (left). (Note the different scales.)
Typical decrease in centering parameter µ for longstep (right).
5 Computational results
We compare the number of Newton steps executed by the algorithms shortstep and longstep
(Figures 1-2). We also illustrate global convergence of the centering procedure. Results show
superior performance of longstep, mirroring the performance gap between short- and long-step
interior-point methods [24]. We also observe distinct convergence phases for center. Test problems
are randomly generated semidefinite programs. We choose the matrix logarithms of the parameters
(x0, s0) and a basis for the subspace L with the operations X ← randn(n, n) and X ← 12(X +XT ).
Here, randn(n, n) denotes an n × n matrix with entries drawn independently from the normal
distribution (with zero mean and unit variance). In all examples, dimL = 10.
5.1 Newton iterations
We compare (Figure 3) the total number of Newton steps longstep and shortstep execute to up-
date an initial centered point wˆ(µ) to wˆ( 11024µ). For each n, we compute the average number of steps
executed by longstep over twenty random problems. The number of steps executed by shortstep
is independent of the problem instance, so no averaging is necessary. As shown, longstep provides
a significant constant-factor improvement over shortstep. We also see longstep only weakly de-
pends on the specific instance, as the standard deviation of iterations is less than one. Finally,
longstep evidently reduces the centering parameter µ at a constant rate that decreases with in-
creasing n. The algorithm shortstep has this property by design.
We selected parameters for the algorithms as follows. For longstep, we arbitrarily chose a
divergence bound of β = 100, a recentering tolerance of α = 10, and a final centering tolerance
of ǫ = 110000 . For the step size, we took γ =
1
2 , which corresponds to minimizing the 2nd-order
Taylor expansion of divergence (Section 3.2.1). For shortstep, we selected the centering-parameter
update k and the number of inner iterations m using Theorem 2.1 with the parameter values
(β, ǫ) = (12 ,
1
10000 ).
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Figure 4: Convergence of the centering procedure for different initialization points in log (left) and
linear (right) scalings.
5.2 Global convergence
The procedure center used by longstep globally converges. That is, it always returns wˆ(µ) given
an arbitrary initial point w0 ∈ intK and centering parameter µ > 0. For a fixed problem instance,
we plot convergence behavior for different initial conditions (Figure 4). We observe that the rate
transitions from linear to quadratic as the geodesic distance δ(wi, wˆ(µ)) decreases. The latter phase
is expected (Theorem 3.4). For step sizes, we took γ = 12 .
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A Appendix
This section contains background results about the Euclidean Jordan algebra J and cone-of-squares
K that we referenced without proof. The first establishes properties of the quadratic representation
Q(w)z := 2w ◦ (w ◦ z)− (w ◦ w) ◦ z.
Lemma A.1 ([5]). The following statements hold.
1. Q(w)−1 = Q(w−1) for all invertible w ∈ J .
2. (Q(w)z)−1 = Q(w−1)z−1 for all invertible w, z ∈ J .
3. Q(Tw) = TQ(w)T ∗ for all w ∈ J and automorphisms T : J → J of K.
4. Q(w)2 = Q(w2) for all w ∈ J .
5. Q(w)e = w2 for all w ∈ J .
6. Q(w) is self-adjoint, i.e., 〈Q(w)x, y〉 = 〈x,Q(w)y〉 for all w, x, y ∈ J .
Proof. The first properties are Propositions II.3.1., II.3.3, III.5.2, p. 55, and p. 48 of [5]. The last
is evident from the definition of Q(w) and the fact that Jordan multiplication is self-adjoint, i.e.,
〈x ◦ y, z〉 = 〈y, x ◦ z〉.
The next establishes properties of orthogonal automorphisms of K. They trivially follow from the
fact that such automorphisms are precisely the Jordan-algebra automorphisms of J given our use
of the trace inner-product [5, p. 56].
Lemma A.2. Let M : J → J be an orthogonal automorphism of K. Then, the following state-
ments hold for all w ∈ J .
1. If w is an idempotent, i.e., w ◦ w = w, then Mw is an idempotent.
2. If w has spectral decomposition
∑n
i=1 λiei, then Mw has spectral decomposition
∑n
i=1 λiMei.
3. expMw = M expw.
Further, Me = e.
Proof. By use of the trace inner-product, M is also an automorphism of J [5, p. 56] and hence
satisfies (Mx) ◦ (My) = M(x ◦ y). Hence, (Mw) ◦ (Mw) = M(w ◦ w) = Mw, showing the first
statement. The second statement is immediate from the first: if w has spectral decomposition∑n
i=1 λiei, then Mw has decomposition
∑n
i=1 λiMei, since the Mei are idempotent and pairwise
orthogonal, i.e., 〈Mei,Mej〉 = 〈ei,M∗Mej〉 = 〈ei, ej〉 = 0. The third is immediate from the second:
expMw =
n∑
i=1
exp(λi)Mei =
n∑
i=1
M exp(λi)ei = M expw.
Finally, Me = e given that e = expM0 = M exp 0 = Me.
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