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Let X ,Y be n × n complexmatrices such that X ,Y ,XY have no eigen-
values onR− and log(XY) = log(X) + log(Y). We prove that if n = 2,
or if n 3 and X ,Y are simultaneously triangularizable, then X ,Y
commute. In both cases we reduce the problem to a result in com-
plex analysis.
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1. Introduction
We denote by Z∗ the set of non-zero integers.
Let u be a complex number. Then Re(u), Im(u) refer to the real and imaginary parts of u; if u /∈ R− =
{x ∈ R; x  0} then arg(u) ∈ (−π ,π) refers to its principal argument.
Two n × n complex matrices A,B are simultaneously triangularizable if there exists an invertible
n × nmatrix P such that P−1AP and P−1BP are upper triangular matrices.
The spectrum of a matrix A is denoted by σ(A); σ(A) is said to be 2iπ-congruence-free if and only if
for all λ,μ ∈ σ(A), λ − μ /∈ 2iπZ∗.
1.1. Facts about the equation log(XY) = log(X) + log(Y)
Let X be a complex n × nmatrix that has no eigenvalues on R−. Then log(X), the X-principal loga-
rithm, is the n × nmatrix A such that:
eA = X and the eigenvalues of A lie in the strip {z ∈ C : Im(z) ∈ (−π ,π)}.
According to the theory of primarymatrix functions ([3, Chapters 2 and 10] or [4, Chapter 6]), log(X)
always exists and is unique; moreover log(X) may be written as a polynomial in X .
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Now we consider two matrices X ,Y that have no eigenvalues on R−:
• If X ,Y commute then X ,Y are simultaneously triangularizable and there is an ordering of the
eigenvalues (λj) and (μj) of X and Y so that (λj + μj) is the spectrum of X + Y ; if moreover, for
all j, |arg(λj) + arg(μj)| < π , then log(XY) = log(X) + log(Y) [3, Theorem 11-3].
• Conversely, if XY has no eigenvalues on R− and log(XY) = log(X) + log(Y) then do X ,Y com-
mute? We will prove that they do for n = 2 (Theorem 2) or, for all n, if X ,Y are simultaneously
triangularizable (Theorem 1). But if n > 2 then, without this last hypothesis, we do not know
the answer.
1.2. Some properties of primary matrix functions
Let U be a complex domain and let f : U → C be an analytic function.
If X is a complex matrix such that σ(X) ⊂ U, then we deﬁne f (X) = 1
2iπ
∫
 f (z)(zI − X)−1dz where
 is a counterclockwise oriented closed contour in U which encloses σ(X); f (X) does not depend on
the choice of contour and is said to be a primary matrix function [4, p. 478]; these properties can be
shown:
(i) If g is holomorphic in a neighborhood of f (σ (X)) then (g ◦ f )(X) = g(f (X)).
(ii) f (X) is a polynomial in X .
Conversely canX be expressed as a polynomial in f (X)? The following result is proved in [5, Theorem
2]:
Proposition 1. Let X be a complex n × n matrix such that
(i) σ(X) ⊂ U and f is one to one over σ(X).
(ii) For all λ ∈ σ(X), f ′(λ) /= 0.
Then X is a polynomial in f (X).
Corollary 1. If A,B are complex matrices that satisfy the conditions (i) and (ii) of Proposition 1 and if
f (A)f (B) = f (B)f (A) then AB = BA.
Example. If A,B are complex matrices such that σ(A), σ(B) are 2iπ-congruence-free and eAeB = eBeA
then AB = BA.
This example is due to Morinaga and Nono [7] and also to Wermuth [9].
The condition “2iπ-congruence-free” appears here as a ad hoc condition (see [1] for a study of this
subject). Unfortunately the equation eAeB = eA+B is much more difﬁcult to analyse.
Lemma 1. If X ,Y are complex matrices such that X ,Y have no eigenvalues on R− and log(X) log(Y) =
log(Y) log(X) then XY = YX.
Proof. elog(X) = X is a polynomial in log(X) and Y is a polynomial in log(Y). 
Notation. Let us recall that if A =
(
A0 c
0 λ
)
where A0 is an (n − 1) × (n − 1) matrix and λ ∈ C, then
f (A) =
(
f (A0) fλ(A0)c
0 f (λ)
)
where fλ is the holomorphic function: fλ(z) = f (z)−f (λ)z−λ if z /= λ and fλ(λ) = f ′(λ).
In particular we denote by φ the holomorphic function: φ : z → ez−1z if z /= 0,φ(0) = 1.
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1.3. The link with the equation eAeB = eA+B
Proposition 2. AssumeX ,Y are complexmatrices such that X ,Y ,XY have no eigenvalues onR−,XY /= YX
and log(XY) = log(X) + log(Y). Let A = log(X),B = log(Y).
Then the matrices A,B,A + B do not commute and if T is one of these matrices then the following
condition is satisﬁed:
for all λ,μ ∈ σ(T), |Im(λ − μ)| < 2π. (1)
Proof. eAeB = eA+B; fromLemma1, AB /= BA;moreover sinceT is a logarithm,λ ∈ σ(T) implies Im(λ) ∈
(−π ,π). 
1.4. The equation eAeB = eA+B in dimension 2
The solutions of this equation that do not commute were classiﬁed by Morinaga and Nono (see [6,
p. 356]). Their proof, dated 1954, is difﬁcult to read. We will use a weakened version of this propo-
sition which we now will show. In fact we can deduce the complete proposition from the following
proof.
In refers to the identity matrix of dimension n.
Proposition 3. Let A,B be 2 × 2 complex matrices such that eAeB = eA+B and AB /= BA.
Then either eA, eB are scalar matrices or A,B are simultaneously triangularizable.
Proof. Weremark that I2,A,Bare linearly independentandthate
A=α1A + α0I2, eB = β1B + β0I2, eA+B =
γ1(A + B) + γ0I2 where (αi), (βi), (γi) are complex numbers.
Then α1β1AB = (γ0 − α0β0)I2 + (γ1 − α1β0)A + (γ1 − α0β1)B.
1st case: α1 = 0 or β1 = 0. Then α1 = β1 = 0 and eA, eB are scalar matrices.
2nd case: α1β1 /= 0. Then AB is in the vector space G spanned by I2,A,B. Moreover e−Be−A =
e−A−B implies BA ∈ G. ThusG is an algebra of dimension 3, so it is not all of the algebra of 2 × 2
complex matrices. Burnside’s theorem (see [2]) ensures that A,B have a common eigenvector,
so they are simultaneously triangularizable. 
Solutions in B for a generic ﬁxed A
Assume A is a given generic 2 × 2 matrix (i.e., if σ(A) = {α,β}, then φ(±(α − β)) /∈ {0, 1}); we seek
the 2 × 2 matrices B such that eAeB = eA+B and AB /= BA.
eA is not a scalar matrix then, according to Proposition 3, A and B are simultaneously triangulariz-
able. We may assume A = λI2 +
(
0 w
0 u
)
,B = μI2 +
(
v s
0 0
)
where λ,u,w are given complex numbers
and μ, v, s are unknown complex numbers such that wv + su /= 0.
Calculations give the following results:
Case 1: v = 0. We obtain s = 0 or φ(u) = 1, a contradiction.
Case 2: v = u. We obtain s + w = 0 or φ(−u) = 1, a contradiction.
Case 3: v /= 0, v /= u. We obtain φ(u) = φ(v). Thus the unknown v is in an unbounded count-
able discrete set. But can we choose v such that the condition (1) is satisﬁed?
2. A technical result in complex analysis
The following proposition will be used to contradict the condition (1).
Proposition 4. Let u, v be complex numbers such that |Im(u)| < 2π , |Im(v)| < 2π , |Im(u) − Im(v)| < 2π.
If φ(u) = φ(v) then u = v.
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Proof. Case 1: uv /= 0.
Assume u /= v. Let λ = φ(u) and let f be the holomorphic function: f (z) = ez − λz − 1.
On every bounded subset of C, f has only a ﬁnite number of zeros. Therefore we may choose
a ∈ (0, 2π) and a sequence (rk) of positive real numbers that converges to inﬁnity such that:
(i) f has no zero that satisﬁes |Re(z)| ∈ (rk) or |Im(z)| = −a or |Im(z)| = 2π − a;
(ii) for all k,u, v ∈ k where k is the rectangle:
{z; |Re(z| < rk ,−a < Im(z) < 2π − a}.
f does not vanish on the counterclockwise oriented boundary ∂k; by the argument principle, the
number of zeros of f ink is n(k) = 12iπ
∫
∂k
f ′(z)
f (z)
dz. n(k) 3 because 0,u, v are zeros of f ink . We
note that if z ∈ ∂k and Re(z) = −rk (resp. Re(z) = rk), then f
′(z)
f (z)
→ 0 (resp. f ′(z)
f (z)
→ 1) when k → ∞.
Thus the number of zeros of f in S = {z;−a < Im(z) < 2π − a} is
n(S) = 1 + 1
2iπ
∫
∂S
f ′(z)
f (z)
dz  3.
Let h1 = {z; Im(z) = −a} and h2 = {z; Im(z) = 2π − a} be the two oriented parts of ∂S. We note that
f (h1) and f (h2) are isometric to a parametric curve C of the form {(x(t) = et − σ t, y(t) = τ t); t ∈ R}
where σ , τ are real numbers; we could choose a such that σ , τ ∈ R \ {0}; thus x(t) is a function of y(t).
MoreoverC admits two asymptotic directions: [1, 0]T when t → +∞ and [−σ , τ ]T when t → −∞.
There exists a complex number z1 such that
∣∣∣∫h1 f
′(z)
f (z)
dz
∣∣∣ = ∣∣∣∫C+ dzz−z1
∣∣∣; therefore ∣∣∣∫h1 f
′(z)
f (z)
dz
∣∣∣ < 2π
because the two asymptotic directions of C are different; in the same way
∣∣∣∫h2 f
′(z)
f (z)
dz
∣∣∣ < 2π , what is
contradictory with n(S) 3.
Case 2: u = 0 and v /= 0.
Reason as in Case 1. Here f (z) = ez − z − 1 admits 0 as a root of multiplicity 2. 
3. A result about the equation eAeB = eA+B
Proposition 5. Let A =
(
A0 u
0 0
)
,B =
(
B0 v
0 0
)
be two complex n × nmatrices where A0,B0 are (n − 1) ×
(n − 1) complexmatrices that commute;A0,B0 are simultaneously similar toupper triangularmatriceswith
ordered diagonals: (αj)jn−1, (βj)jn−1. If eA+B = eAeB and AB /= BA then one of the following properties
must be satisﬁed:
There is a k such that βk /= 0 and φ(αk + βk) = φ(αk).
There is a k such that αk /= 0,βk = 0 and φ(−αk) = 1.
Proof. Wemay assume that A0,B0 are upper triangular.
Let w = A0v − B0u = [w1, . . . ,wn−1]T . Thus AB /= BA if and only if w /= 0.
Then eA =
(
eA0 φ(A0)u
0 1
)
, eB =
(
eB0 φ(B0)v
0 1
)
, eA+B =
(
eA0+B0 φ(A0 + B0)(u + v)
0 1
)
.
Therefore eA+B = eAeB if and only if
(φ(A0 + B0) − φ(A0))u = (eA0φ(B0) − φ(A0 + B0))v. (2)
A calculation shows that for all z, ζ ∈ C,
(φ(z + ζ ) − φ(z))z = ζ(ezφ(ζ ) − φ(z + ζ )). (3)
From it we deduce, because A0,B0 commute, that:
(φ(A0 + B0) − φ(A0))A0 = B0(eA0φ(B0) − φ(A0 + B0));
this last relation and (2) imply that
(φ(A0 + B0) − φ(A0))A0v = B0(eA0φ(B0) − φ(A0 + B0))v = (φ(A0 + B0) − φ(A0))B0u;
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therefore
(φ(A0 + B0) − φ(A0))w = 0. (4)
We have also eB = e−AeA+B; then we can prove by the same method that
(φ(B0) − φ(−A0))w = 0. (5)
There exists k such thatwk /= 0 and if j > k thenwj = 0. Therefore (4) and (5) imply that φ(αk + βk) =
φ(αk) and φ(βk) = φ(−αk); we are done except if αk = βk = 0.
It remains to consider the case: αk = βk = 0. Note that there exists an analytic function P, deﬁned
on C2 (see formula (3)), such that if z, ζ ∈ C∗ then φ(z+ζ )−φ(z)
ζ
= ezφ(ζ )−φ(z+ζ )z = 12 (1 + P(z, ζ )) and
P(0, 0) = 0.
Thus φ(A0 + B0) − φ(A0) = 12B0(In−1 + P(A0,B0)), eA0φ(B0) − φ(A0 + B0) = 12A0(In−1 + P(A0,B0)).
Eq. (2) can be rewritten as (In−1 + P(A0,B0))w = 0.
Therefore (1 + P(0, 0))wk = 0, a contradiction. 
4. The main results
4.1. Simultaneous triangularization in dimension n
Theorem 1. LetX ,Y ben × ncomplexmatrices such thatX ,Y ,XY havenoeigenvalues onR− and log(XY) =
log(X) + log(Y). If X ,Y are simultaneously triangularizable then XY = YX.
Proof. We prove this result inductively; it is obvious for n = 1. We may assume that X ,Y are upper
triangular; suppose that XY /= YX
X =
(
X0 •
0 λ
)
, Y =
(
Y0 •
0 μ
)
,
where X0,Y0 are (n − 1) × (n − 1) upper triangular matrices which have no eigenvalues on R− and
λ,μ ∈ C \ R−. The matrices A1 = log(X),B1 = log(Y) are polynomials in X or Y , thus they are upper
triangular in the form
A1 =
(
log(X0) •
0 log(λ)
)
, B1 =
(
log(Y0) •
0 log(μ)
)
.
Thus log(X0Y0) = log(X0) + log(Y0); according to the hypothesis of induction at rank n − 1,
X0Y0 = Y0X0 and hence log(X0) log(Y0) = log(Y0) log(X0). Moreover eA1+B1 = eA1eB1 and, from
Lemma 1, A1B1 /= B1A1.
Now we use Proposition 5 with A = A1 − log(λ)In,B = B1 − log(μ)In. Here αi,βi,αi + βi have imag-
inary parts in (−2π , 2π) (it is the condition (1)) and according to Proposition 4, the conclusion of
Proposition 5 cannot be satisﬁed, which is a contradiction. 
4.2. Dimensions 2 and 3
Theorem 2. Let X ,Y be two 2 × 2 complex matrices such that X ,Y ,XY have no eigenvalues on R− and
log(XY) = log(X) + log(Y).
Then X ,Y commute.
Proof. We assume XY /= YX . According to Proposition 2, if A = log(X),B = log(Y) then eAeB = eA+B
and AB /= BA. By Proposition 3 there exist two cases:
Case 1: eA is a scalar matrix but A is not. Then A cannot be a principal logarithm because it is
not a polynomial in eA.
Case 2: A,B are simultaneously triangularizable; Theorem 1 gives the contradiction. 
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Corollary 2. Let X ,Y be two 3 × 3 complex matrices such that X ,Y ,XY have no eigenvalues on R−,
log(XY) = log(X) + log(Y) and X ,Y have a common eigenvector or a common invariant plane. Then X ,Y
commute.
Proof. If X ,Y have a common invariant plane, then use Theorem 2, Propositions 4 and 5. If X ,Y have a
common eigenvector then the transposes of X ,Y have a common invariant plane. 
4.3. Two easy propositions in dimension n
Proposition 6. Let X ,Y be two positive definite hermitian n × n matrices so that log(XY) = log(X) +
log(Y). Then XY = YX.
Proof. log(XY) exists because σ(XY) ⊂ (0,∞); A = log(X),B = log(Y) are hermitian matrices such that
eA+B = eAeB. Moreover eA+B = (eA+B)∗ = eBeA and eAeB = eBeA or XY = YX . 
Remark. IfA,B are bounded self adjoint operators on a complexHilbert space, then eA+B = eAeB implies
that AB = BA (see [8, Corollary 1]).
Note that any complex square matrix is similar to a symmetric complex matrix.
Proposition 7. Let X ,Y be two n × n complex matrices such that
(i) X ,Y ,XY have no eigenvalues on R−.
(ii) X ,Y are simultaneously similar to symmetric matrices.
(iii) log(XY) = log(X) + log(Y).
Then XY = YX.
Proof. Reason as in Proposition 6, using the transpose instead of the adjoint. 
5. Conclusion
Theorems 1 and 2 can be considered as a partial answer to the following open problem raised by
Wermuth in [10]: “. . . there remains an important open problem in the general case: to ﬁnd a natural
additional assumption . . .which together with eAeB = eA+B implies AB = BA.”
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