ABSTRACT For the point-to-point (P2P) iterative learning control (ILC), the tracked-points are usually known. However, in many cases, time allocation can be regarded as an optimization variable to achieve optimal control energy. Also, in some situations, only information on certain dimensions in the output is needed to be tracked. Based on the combination of the above two aspects, this paper studies energyoptimal time allocation in P2P ILC with specified output tracking. An algorithm based on a two-stage optimization framework that integrates the norm-optimal ILC and the gradient method is proposed. The proposed algorithm is further extended to a system with input constraints, and its robustness is analyzed. Finally, simulation tests on a gantry robot are performed to validate the performance of the proposed algorithm.
I. INTRODUCTION
In recent years, reducing the consumption of control energy is becoming more and more important in industrial production [1] . For example, in the operation of industrial robots and the process of picking up and placing items [2] , it is necessary to consider how to optimize the control energy. When the system runs a series of point-to-point motions in the tracking of certain elements in outputs, minimizing the loss of control energy is meaningful while achieving control objectives.
Iterative learning control(ILC) is an efficient control strategy suitable for systems with repetitive motion properties to achieve the perfect tracking within a limited time period. Theoretically speaking, updating the control input by using information from previous trials can cause the tracking error to converge to 0 after a sufficient number of trials [3] , [4] . ILC is widely used in practice, for instance, in the process of chemical [5] , treatment of disease [6] , [7] , and industrial robot manipulation [2] . In particular, research on ILC has attracted considerable attention from the robotics industry [8] .
In some situations, such as in the process of picking up and placing objects on a robotic arm, only the output The associate editor coordinating the review of this article and approving it for publication was Dong Shen. at certain time points requires consideration [9] , [10] . P2P ILC is formulated to complete tracking task only at certain prescribed time points to address control issues. The meaningful freedom obtained by reducing unnecessary constraints on the output of the system is utilized by P2P ILC to deal with additional indexes [11] .
Generally, the tracking time points are regarded as priori information [12] . If they are unknown, they can be seen as a variable of an optimization index, which gradually reaches a minimum after multiple cycles [13] . As a result, the optimal time allocation could be computed in accordance with the cost function, which may combine tracking requirement with the optimization of the control input energy. In this case, it extents the P2P ILC framework in existence and allows the ILC algorithm to select tracking points and update their values to optimize overall P2P control tasks [14] .
In certain situations, some prescribed elements should be tracked. Element tracking is a significant requirement used to select certain elements or linear combinations of certain elements of the output which are vital to the control tasks at each tracking-time point [15] . Such as in the process of picking up and placing objects on a robotic arm, the manipulator need to move from the given ''pick'' position to a certain plane. Therefore, only one dimension of information in the ''place'' VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ position is worthy of attention. Although [14] proposes an approach on P2P ILC with energy-optimal time allocation, but the need for specific output tracking is not considered. And in this passage, according the method in [14] , based on a two-stage optimization strategy that included NOILC and the gradient method, the presented framework not only achieves output tracking but also acquires the energy-optimal time allocation with prescribed output tracking. Furthermore, in contrast to the a priori time allocation choice, the framework enables task fulfillment with the minimum performance function. This approach improves production efficiency and reduces unnecessary industrial energy waste in practical operations [16] . At the same time, the framework realizes the perfect tracking of selected time points to implement the purpose of ILC [17] . Compared with the previous conference paper by us [18] , this article has been expanded in the following two aspects. On the one hand, the limitations of input and output are widely existed in the process of industrial production control. Therefore, it is of great significance to solve the energyoptimal time allocation of the P2P ILC for prescribed output tracking with input constraints. This paper presents a framework for input-limited problems and a two-stage algorithm is designed to handle it. In the simulation, taking input saturation limitation as an example, the input, the convergence of the input norm, and the output tracking results of the internal points are all presented. On the other hand, the robustness of the algorithm is analyzed. In the case of uncertain parameters in the system, the tracking error can still converge to zero. Surely, the detailed proof is given in the paper.
This study provides the following contributions: Firstly, the selection of time points and output are combined into one optimization framework. Secondly, in regard to the P2P iterative learning control with the prescribed output tracking, a two-stage design framework is proposed to acquire the optimal time allocation that corresponds to the minimum control input energy. Last but not least, the proposed algorithm is extended to a system with input constraints and its robustness is proven. This paper is structured as the following: In Section 2, the problem formulation is given. A two-stage optimization algorithm on the basis of the NOILC and a gradient method is presented for the solution of the problem proposed in Section 3. As discussed in Section 4, the proposed algorithm is extended to a system with input constraint. Section 5 presents the analysis and relative proof of the robustness of the algorithm. The simulation results are shown in Section 6. In the last Section, the conclusions and further research content in the future are provided.
II. PROBLEM FORMULATION
The problem is rigorously formulated as an optimization problem in the Hilbert space by utilizing an abstract-operator expression of system dynamics [19] - [21] . A continuous-time linear time-invariant system is considered as discussed below.
A. SYSTEM EXPRESSION
First, consider an m-output l-input n-state continuous linear time-invariable system as below:
which can be rewritten as the following operator form:
where
are the Hilbert spaces of the input and output, respectively.
The system operator G and signal d are defined as follows:
For convenience and to avoid missing generality,
Only M tracked time points t i (i = 1, . . . , M ) are necessary to be considered, and they can be denoted as the following vector form:
Consider the following map ζ → ζ p with
where each F j has f j × m dimensions and full row rank. The inclusion of F j is the significant extension used to select at each tracking-time point certain elements or linear combinations of certain elements of the output which are important to the tracking requirement. By the definition, the dynamics could be modeled as below:
is defined as follows:
The extended tracking reference at certain time points can be defined as follows:
In addition, the tracking error is denoted as follows:
122596 VOLUME 7, 2019 An inner product of the Hilbert space f 1 +···+f M is defined by the following equation:
. (10) where the f j × f j matrices Q j , 1 ≤ j ≤ M are symmetric and positive definite. the set
, and v, w are the elements of the space. An inner product of L l 2 [0, T ] is also defined:
where the input energy u 2 R = u, u R and the l×l symmetric and positive definite matrix R is the weighting matrix of the input space.
B. ENERGY-OPTIMAL TIME ALLOCATION IN P2P ILC
Here, an explicit formulation of the problem is given. First, the admissible set of the time allocation is given. The tracking-time allocation belongs to a set, i.e., ∈ , and the set denotes the permissable range of the tracked time points as follows:
in which t i − , t i + denotes the given interval constraints for t i .
Then, the energy-optimal time allocation problem in P2P ILC with the prescribed output tracking can be denoted as iteratively acquiring an energy-optimal time allocation k and an input u k with the tracking requirement that the output values at these time points, i.e., y p k , precisely approach a series of reference values r p , i.e.,
Meanwhile, the objective cost function f (u) = u 2 R , which indicates the input control energy, is also minimized.
III. TWO-STAGE DESIGN FRAMEWORK
The energy-optimal time allocation for prescribed output tracking is designed by the following two-stage optimization framework.
A. FRAMEWORK DESCRIPTION
As discussed in this section, a two-stage framework is developed to obtain the energy-optimal time allocation in P2P iterative learning control for prescribed output tracking. Although the explicit expression of the objective cost function f (u, y) does not include time allocation , it can be related to the tracking condition
, and time allocation is in the finite dimensional admissible set . As a result, the optimization problem can be described as follows:
The following minimum for u is defined as
Then, the expression of the equivalence problem is
which can be resolved by the two-stage framework as below:
Stage one: The optimal input can be solved in a fixed tracking allocation , as follows:
Stage two: The optimal tracked time allocation can be solved in accordance with the objective cost function, which includes the fixed-time optimal solution u ∞ ( ), as follows:
B. IMPLEMENTATION OF FIRST STAGE
Based a P2P NOILC(norm optimal ILC) algorithm, the stageone optimization problem is formulated to design P2P iterative learning controller in the sense of minimum input control energy.
At the (k + 1) th batch, the problem below can be resolved by using P2P NOILC algorithm:
to acquire the control input u k+1 . In accordance with the analysis given by [15] , the property of this algorithm is clarified in the following theorem: Theorem 1: For the system (1), if it is state-controllable and the matrix C has full row rank, under the control input (19) , then the extended tracking error e p k can converge to 0, and the input sequence {u k } has a limit, i.e.,
Proof: First, in the convergence analysis of the tracking error, G e G * e is positive definite in the defined Hilbert space. For the following condition,
where α is defined as a vector with M components. Then
For the interval (t M −1 , T ),
can be obtained, where p M (t) is defined in the following equations (29) and (30) .
T is written with α j ∈ f j and
Hence, by applying the rank condition,
is obtained. Then, an inductive demonstration is performed to show the whole α j = 0.
It has done the proof. The control input can be expressed as below:
where G p * is the relevant adjoint operator of G p .
Next, the computation for the adjoint operator G p * is shown.
The adjoint operator in Hilbert space is described as below: Assuming X and Y are Hilbert spaces and the operator T : X → Y is defined. So, for any x ∈ X , y ∈ Y , the adjoint operator T * : Y → X meets the condition below:
Analogously, for any element ω i (i = 1, . . . , M ) in the Hilbert space f 1 +f 2 + ···+f M , the equation
can be obtained and leads to the following:
t > t j (29) where G * i is any one operator of G p * . This can also be rewritten into the following form:
where p j (t) = 0 in t j , T , and in 0, t j
These equations can be summarized as follows:
Finally, an analytic solution for u ∞ ( ) is presented. The method of Lagrange multipliers is used with the following associated Lagrangian expression to compute the analytic solution of the optimization problem (17):
.
The global optimal input u ∞ that minimizes ϕ is defined, and the following conclusion holds:
Thus,
Substituting τ = −(u ∞ + G p * λ) into Eq. (35) yields the following:
Then:
Eq. (38) is then combined with the following equation:
which yields:
where + denotes pseudoinverse. Finally,
The stage-one optimization problem can also be implemented by using the following method, which includes the implementation of the feedback plus feedforward.
Eq. (26) is equal to
and G p * e p k+1 (t) can be rewritten as
in accordance with the costate equation (33) . Therefore, (42) becomes
write
where K (t), ξ k+1 (t) are supposed to be continuously differentiable in each interval (t j , t j+1 ) but might be uncontinuous at t = t j and K (t) is symmetric.
The conditions for K (t) and ξ k+1 (t) are acquired through two steps: 1) In accordance with the jump conditions of (43),
the error e k+1 (t j ) can be further expressed as
48) which shows the jump condition
2) Next, (45) is differentiated at any point t other than the tracked time points in ,ẋ k andẋ k+1 are replaced to yield the general Riccati and predictive differential equationṡ
with the jump condition above defined at time instants t ∈ {t j } 1≤j≤M . In general, stage-one optimization problem is implemented as follows: 1) Calculate the Riccati feedback matrix offline from the following equations:
Calculate the predictive feedforward term offline from the following equations:
Carry out the control law:
In the implementation of the first stage, both analytic solution and updating algorithm can be used. In fact, the updating algorithm is more robust due to the inclusion of state feedback. In addition, an updating algorithm is also used to obtain the control input with batch variations.
C. IMPLEMENTATION OF SECOND STAGE
In the second stage, a gradient method is carried out to acquire an approximate optimal solution. Start with an initial choice of time allocation 0 , the time allocation j = t
M is iteratively calculated to the j th loop by using the gradient-descent algorithm [22] as below:
. . .
where γ is a scalar step width. If the step width γ satisfies the condition as below,
whereσ
is the largest singular value of the Hessian matrix H f j−1 , the value of the object cost function will decrease monotonically [23] . Therefore, it can be seen as a reference for the selection of the step width.With the appropriate step width, a solution to the second stage optimization problem could be acquired by using the gradient method [16] , [17] , [24] .
Lemma 1 [14] : By using the analytical solution (24) to the first stage optimization problem, the second stage optimization problem (16) can be expressed as below:
Obtaining the optimal time point set through the gradient method requires knowledge of the gradient of the input energy function at a given time-point set, i.e., ∂f /∂ , which can be directly computed by using Eq. (56).
However, in brief, the convergence property of the algorithm depends on the choice of the initial value. Therefore, the choice of initial time allocation is crucial. In this study, the central time allocation is selected as the initial value, in which all the initial tracked time instants are in the middle of corresponding time intervals. The initial time allocation is defined as below:
D. ITERATIVE ALGORITHM IMPLEMENTATION
First of all, an initial time allocation 0 is selected, and the steps of first and second stages are then performed to obtain the following algorithm:
Step 1 At the start of the j th circle, the first stage design step is performed, and the terminal control input energy value of f j−1 is obtained.
Step 2 The second stage design step is performed by using gradient method to renew the time allocation:
Step 3 Let j → j + 1, turn back to the first procedure until the boundary condition
is satisfied. Parameter δ can be selected in accordance with tracking precision and performance requirements [19] , [25] .
IV. INPUT CONSTRAINT PROBLEMS
As discussed in the previous section, a two-stage optimization algorithm was designed. The previous optimization algorithm must be extended to the system with input constraints.
A. PROBLEM FORMULATION WITH INPUT CONSTRAINTS
System input limitations are commonly encountered in actual production and daily life because of physical limitations and performance specifications. In summary, several types of input restrictions exist as follows [26] : 1) Input saturation constraint
2) Input amplitude constraint
3) Input sign constraint
Hence, the optimization problem with input constraint is
B. TWO-STAGE ALGORITHM WITH INPUT CONSTRAINTS
For optimization problem (65), a two-stage algorithm with input constraints is developed as follows:
In a fixed tracking allocation, the optimal input can be obtained from:
where the solution is defined asû ∞ ( ).
Stage 2:
The optimal time allocation can be solved by:
Stage one is a constrained optimization problem. An analytical solution is difficult to acquire for the optimization problem in stage one. However, the problem can be solved by the method given by [27] - [29] . This method is divided into two steps:
First, a general norm-optimal ILC optimization problem with unconstrained input
is solved. Then, the input is projected into the constraint set
This approach is easier to be implemented and calculated than the constrained optimization problem.
V. ANALYSIS OF THE ROBUSTNESS
The robustness of the algorithm is discussed in this section.
Tracking error can still converge to 0 even if uncertain parameters exist in the system [30] - [33] . Consider a linear time-invariant system with the form:
λ ∈ , where is a bounded set, which means there exists
The control input u k+1 can be resolved using the normoptimal ILC algorithm as below:
where L is the weighting matrix of the output, and S is the weighting matrix of the input. They are symmetric and positive definite. e p k+1 is the tracking error on the (k + 1) th iteration. Theorem 2: For the system (70), using the control input law (71), if the tracking reference r ∈ R (G) or R (G) is dense in Y , then the tracking error can converge to 0.
Proof: The quadratic performance criterion of the norm optimal iterative learning control (NOILC) is
The NOILC algorithm has the following property:
This property follows from optimality and the fact that the nonoptimal choice of u k+1 = u k would lead to
Obviously, the algorithm is going in the direction of decreasing the error along the iteration k. In addition, equality holds if and only if u k+1 = u k , that is, if the algorithm has converged and input-updating no longer occurs. Applying this relation yields 
According to the equation
The following equation is satisfied
This finishes the proof. 
VI. SIMULATION TEST OF GANTRY ROBOT
A multi axis gantry robot platform is used to validate the proposed method [34] - [36] . It includes the three vertical axes above the moving conveyor-belt. The equipment contains three independent axes on a moving conveyor-belt. The X-and Y axes are in the horizontal plane, while the Z axis is moving in the vertical direction. The robot uses the robotic arm to pick up the item from the bottom and place it on the conveyor belt, and the axis position data corresponding to the motion trail of the robot arm are recorded by the optical device during the process. In the manipulator trajectory of the entire space, it is only necessary to pay attention to the motion behavior of one or two axes of the robot arm in many cases. In the example below, only the position information of the X-axis and the Y-axis needs to be recorded, and the spatial position of the tracked points moves on a certain plane. The control goal is to ensure the two tracked points move on a specific plane. Consider the system below:
only two intermediate points are needed to be tracked (M = 2), and the constraint of the tracked time points is 0 < t 1 < 1.5s < t 2 < 2s. T . The following parameters are set: initial state value x 0 = 0, initial input value u 0 = 0, the weighting matrix of the input space R = 1, Q 1 = Q 2 = 500, 000, step length γ = 0.1, and the value in the terminal condition δ = 0.00002.
The algorithm is computed in continuous time and then discretized with the sampling interval T s = 0.001.
The optimal tracking-time points are t 1 = 1.3684 s and t 2 = 1.7523 s as illustrated in Figs.1 and 2 .
The control input energy monotonously decreases, and the minimum energy corresponding to the optimal time allocation is shown in Fig.3 , which can be obtained as follows by using the proposed method:
The tracking errors of the two internal points are shown in Figs. 4 and 5. As shown in the figures, the optimal time allocation is successfully computed, and good tracking performance is obtained.
Then, the input saturation constraint is incorporated into the system with M (t) = 1. The input constraint is ensured as shown in Fig. 6 .
The convergence of the input norm along the batch axis is presented in Fig. 7 . The limit of the input norm is
The outputs of the two tracked points that vary with the iteration are plotted in Figs. 8 and 9 . Output tracking is achieved in accordance with output tracking requirements of the two intermediate points. i.e. F 1 r 1 = 0 and F 2 r 2 = 0.1, the output tracking is achieved.
VII. CONCLUSION
In this paper, to solve the energy-optimal time allocation for P2P ILC with prescribed output tracking, the selection of time points and output are combined into one framework to be optimized. Meanwhile, in view of NOILC and a gradient method, a two-stage iterative algorithm is designed. Then, a system with input constraint is considered. Finally, the robustness of the algorithm, particularly its robustness against parameter uncertainty, is discussed.
The performance of the algorithm when facing other forms of model uncertainties warrants further analysis. In addition, widespread system constraints exist in practice. Thus, future studies on the inclusion of additional constraints, such as output constraints and input energy constraints, into the given formulation are needed. Besides, other overall optimization objectives can also be selected.
