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The present paper is concerned with the convergence problem of inexact Newton methods.
Assuming that the nonlinear operator satisﬁes the γ -condition, a convergence criterion for
inexact Newton methods is established which includes Smale’s type convergence criterion.
The concept of an approximate zero for inexact Newton methods is proposed in this paper
and the criterion for judging an initial point being an approximate zero is established.
Consequently, Smale’s α-theory is generalized to inexact Newton methods. Furthermore,
a numerical example is presented to illustrate the applicability of our main results.
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1. Introduction
Let X and Y be (real or complex) Banach spaces, Ω ⊆ X be an open subset and let f : Ω ⊆ X → Y be a nonlinear
operator with the ﬁrst and second continuous Fréchet derivatives denoted by f ′ and f ′′ , respectively. Finding solutions of
the nonlinear operator equation
f (x) = 0 (1.1)
in Banach spaces is a very general subject which is widely used in both theoretical and applied areas of mathematics. The
most practical method to ﬁnd an approximation of a solution of (1.1) is Newton’s method which takes the following form:
xn+1 = xn − f ′(xn)−1 f (xn). (1.2)
The convergence issue of Newton’s method has been studied extensively; see for example [8,9,12,13,25,26,29,31–34]. Usually
these results can be distinguished into two classes: one is about local convergence that determines the convergence ball
based on the information around the solution x∗ of (1.1) (cf. [32–34]), and the other is about semi-local convergence that
provides the convergence criterion based on the information around the initial point x0 (cf. [8,9,12,13,25,26,29,31]). Among
the semi-local convergence results on Newton’s method, one of the famous results is the well-known Kantorovich’s theorem
(cf. [13]) which guarantees convergence of Newton’s sequence to a solution under very mild conditions. Another important
result is Smale’s α-theory which was presented by Smale in his report written for the 20th International Conference of
Mathematician (cf. [25]), where the concept of an approximate zero was proposed and the criteria to judge an initial point
being an approximate zero were established for analytic functions, only depending on the information at the initial point.
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by using the majorizing sequence, Wang and Han found the best α criterion in [30] improving the one due to Smale; and
by introducing the notion of the γ -condition, they again discussed α criterion in [31] where Smale’s point estimate theory
was generalized.
As expressed in (1.2), Newton’s method requires to exactly solve the following Newton equation at each step:
f ′(xn)sn = − f (xn). (1.3)
This sometimes makes Newton’s method ineﬃcient from the point of view of practical calculations especially when f ′(xn)
is large and dense. While using linear iterative methods to approximate the solution of (1.3) instead of solving it exactly can
reduce some of the costs of Newton’s method which was studied extensively and applied in [1–4,7,10,16–21,27,35] (such a
variant is the so-called inexact Newton method). In general, the inexact Newton method has the following general form:
Algorithm 1.1. For n = 0 and a given initial guess x0 until convergence, do:
1. For the residual control rn and the iteration xn , ﬁnd the step sn satisfying
f ′(xn)sn = − f (xn) + rn.
2. Set xn+1 = xn + sn .
3. Set n = n + 1 and turn to step 1.
Here {rn} is a sequence of elements in Y (depending on {xn} in general).
As is well known, the convergence behavior of the inexact Newton method depends on the residual controls of {rn}.
Several authors (cf. [7,27]) have analyzed the local convergence behavior in some manner such that the stopping relative
residuals {rn} satisfy ‖rn‖ ηn‖ f (xn)‖. Ypma used in [35] the aﬃne invariant condition ‖ f ′(xn)−1rn‖ ηn‖ f ′(xn)−1 f (xn)‖,
which makes the method become an aﬃne invariant one, and analyzed also the local convergence property of the inexact
Newton method.
The above results concern mainly with the local convergence of the inexact Newton method. In the spirit of Kantorovich’s
theorem, the semi-local convergence analysis of the inexact Newton method was studied recently; see [2,3,10] for example.
As in the case of the local convergence analysis, different residual controls were used. For example, the residual controls
‖rn‖ ηn‖ f (xn)‖ were adopted in [3]; while in [10], Guo considered the residual controls ‖ f ′(x0)−1rn‖ ηn‖ f ′(x0)−1 f (xn)‖
and gave new convergence results under the Lipschitz continuity assumption on f ′ .
Motivated by the ideas of the inexact Newton-like method for the inverse eigenvalue problem (cf. [5]), the authors of
the present paper presented in [15] the following residual controls:
‖Pnrn‖ ηn
∥∥Pn f (xn)∥∥1+κ for each n = 0,1, . . . ,
where {Pn} is a sequence of invertible operators from Y to X and 0 κ  1, and established the local convergence of order
1+ κ for the inexact methods. Moreover, by adopting the residual controls∥∥ f ′(x0)−1rn∥∥ ηn∥∥ f ′(x0)−1 f (xn)∥∥1+κ for each n = 0,1, . . . , (1.4)
and assuming the Lipschitz continuity on f ′(x0)−1 f ′ , Shen and Li presented a Kantorovich-type theorem in [23] for the
inexact Newton method, which improves and extends some known results (cf. [10,22]).
However, to our knowledge, Smale’s α-theory for the inexact Newton method has not been found to explore. The purpose
of the present paper, by considering residual controls (1.4) with κ = 1, i.e.,∥∥ f ′(x0)−1rn∥∥ ηn∥∥ f ′(x0)−1 f (xn)∥∥2 for each n = 0,1, . . . , (1.5)
we try to use the γ -condition, which was introduced in [31] and has been extensively applied in [11,14,28,29], to study
the convergence issue of the inexact Newton method. Under the assumption that f satisﬁes the γ -condition at the initial
point x0, we establish Smale’s α-theory for the inexact Newton method. In particular, in the special case when ηn ≡ 0,
Algorithm 1.1 reduces to Newton’s method and our result extends the corresponding one in [29]. Applications to Smale’s
approximate zero are presented in the last section, where the concept of an approximate zero for the inexact Newton
method is extended and a criterion to judge an initial point being an approximate zero is provided. Furthermore, a numerical
example is also presented to illustrate the applicability of our results.
2. Preliminaries
Let X and Y be Banach spaces. Throughout the whole paper, we use B(x, r) to stand for the open ball in X with center x
and radius r > 0. Let γ , λ and c be positive constants. We deﬁne an important majorizing function ϕ which was used by
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ϕ(t) = λ − t + cγ t
2
1− γ t for each 0 t <
1
γ
. (2.1)
Note that the derivative of ϕ is
ϕ′(t) = c
(1− γ t)2 − c − 1 for each 0 t <
1
γ
.
Then the derivative ϕ′ is strictly increasing on [0, 1γ ) and has the values ϕ′(0) < 0 and ϕ′( 1γ − 0) = +∞. It follows that the
equation ϕ′(t) = 0 has a unique positive solution in (0, 1γ ). In the remainder, we denote the solution by r∗ , that is,
r∗ =
(
1−
√
c
c + 1
)
1
γ
. (2.2)
We ﬁrst list some known lemmas (cf. [29]), which are crucial for the convergence analysis of the inexact Newton method.
Let {tn} denote the sequence generated by Newton’s method with initial point t0 = 0, which is deﬁned by
tn+1 = tn − ϕ(tn)
ϕ′(tn)
for each n = 0,1, . . . . (2.3)
Lemma 2.1. Let ϕ be deﬁned by (2.1). If
λγ  1+ 2c − 2√c(c + 1), (2.4)
then the function ϕ has two zeros
t∗
t∗∗
}
= 1+ λγ ∓
√
(1+ λγ )2 − 4(c + 1)λγ
2(c + 1)γ (2.5)
satisfying
λ < t∗  r∗  t∗∗.
Lemma 2.2. Let t∗ be deﬁned by (2.5) and {tn} be Newton’s sequence generated by (2.3). Suppose that (2.4) holds. Then
tn < tn+1 < t∗ for each n = 0,1, . . . .
Consequently, {tn} converges increasingly to t∗ .
Lemma 2.3. Let t∗ be deﬁned by (2.5) and {tn} be Newton’s sequence generated by (2.3). Suppose that (2.4) holds. Then for each n 1,
the following estimates hold:
t∗ − tn
t∗ − tn−1  q
2n−1 ,
tn+1 − tn
tn − tn−1  q
2n−1 and
ϕ(tn)
ϕ(tn−1)
 q2n−1 ,
where
q = 1− λγ −
√
(1+ λγ )2 − 4(1+ c)λγ
1− λγ +√(1+ λγ )2 − 4(1+ c)λγ .
3. Convergence analysis
Recall that f : Ω ⊆ X → Y is an operator with the ﬁrst and second continuous Fréchet derivatives denoted by f ′ and f ′′ ,
respectively. Let x0 ∈ Ω be such that the inverse f ′(x0)−1 exists. Deﬁnition 3.1 about the γ -condition and the related
Lemma 3.1 are taken from [31].
Deﬁnition 3.1. Let 0< r  1γ be such that B(x0, r) ⊆ Ω . The function f is said to satisfy the γ -condition at x0 on B(x0, r) if
∥∥ f ′(x0)−1 f ′′(x)∥∥ 2γ
(1− γ ‖x− x0‖)3 for each x ∈ B(x0, r). (3.1)
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(1− 1√
2
) 1γ , then f
′(x) is invertible and satisﬁes that
∥∥ f ′(x)−1 f ′(x0)∥∥
(
2− 1
(1− γ ‖x− x0‖)2
)−1
.
In the present paper, we adopt the residuals {rn} satisfying (1.5) and assume that η = supn0 ηn < 1. Thus, if n  0 and
xn is well deﬁned, then∥∥ f ′(x0)−1rn∥∥ ηn∥∥ f ′(x0)−1 f (xn)∥∥2  η∥∥ f ′(x0)−1 f (xn)∥∥2. (3.2)
Let
β = ∥∥ f ′(x0)−1 f (x0)∥∥. (3.3)
Without loss of generality, we may assume throughout the whole paper that x0 is not a zero of f . This means that β > 0.
Write
λ = (1+ √η)β and c =
√
2η(1+ √η)
γ (1− √η)2 + 1+
√
η. (3.4)
Recall that r∗ and t∗ are respectively determined by (2.2) and (2.5), and that {tn} is Newton’s sequence generated by (2.3)
with λ and c given by (3.4). We now ﬁrst verify the following key lemma.
Lemma 3.2. Let {xn} be a sequence generated by Algorithm 1.1. Suppose that f satisﬁes the γ -condition (3.1) with r = t∗ and that
(1+ √η)βγ  1+ 2c − 2√c(c + 1). (3.5)
Then the following assertions hold.
(i) t∗  (1− 1√
2
) 1γ or equivalently
1
1−γ t∗ 
√
2.
(ii) If n 1 is such that ‖xn − x0‖ tn, then ‖ f ′(xn)−1 f ′(x0)‖−ϕ′(tn)−1 .
(iii) Let m = 1,2, . . . . If
√
η
∥∥ f ′(x0)−1 f (xn−1)∥∥ 1 (3.6)
and
‖xn − xn−1‖ tn − tn−1 (3.7)
hold for each 1 nm, then the following inequalities hold:
(1+ √η)∥∥ f ′(x0)−1 f (xm)∥∥ ϕ(tm); (3.8)
√
η
∥∥ f ′(x0)−1 f (xm)∥∥ 1; (3.9)
‖ f ′(x0)−1 f (xm)‖
‖ f ′(x0)−1 f (xm−1)‖ 
ϕ(tm)
ϕ(tm−1)
; (3.10)
‖xm+1 − xm‖ tm+1 − tm
tm − tm−1 ‖xm − xm−1‖. (3.11)
Proof. Recalling that λ is deﬁned by (3.4), the condition (3.5) is equivalent to (2.4). Thus, Lemmas 2.1 and 2.2 are applicable.
Hence, {tn} is strictly increasing and the following estimate holds for each n 0:
tn < t
∗  r∗. (3.12)
Noting by (3.4) that c  1, one has 1−
√
c
c+1  1− 1√2 . Thus assertion (i) follows from (2.2) and (3.12). To show assertion (ii),
suppose that ‖xn − x0‖ tn . Then, by (3.12) and assertion (i),
‖xn − x0‖ tn < t∗ 
(
1− 1√
)
1
.2 γ
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∥∥ f ′(xn)−1 f ′(x0)∥∥
(
2− 1
(1− γ ‖xn − x0‖)2
)−1

(
2− 1
(1− γ tn)2
)−1
. (3.13)
Since
−ϕ′(tn) −
(
2− 1
(1− γ tn)2
)
= c − 1− c − 1
(1− γ tn)2  0,
it follows from (3.13) that∥∥ f ′(xn)−1 f ′(x0)∥∥−ϕ′(tn)−1
and assertion (ii) is seen to hold. It remains to prove assertion (iii). For this end, let m = 1,2, . . . and suppose that (3.6) and
(3.7) hold for each 1 nm. Write
xτ sm−1 = xm−1 + τ s(xm − xm−1) for any 0 τ , s 1.
Then, applying Algorithm 1.1, we have that
f (xm) = f (xm) − f (xm−1) − f ′(xm−1)(xm − xm−1) + rm−1
=
1∫
0
1∫
0
f ′′
(
xτ sm−1
)
τ dsdτ (xm − xm−1)2 + rm−1.
Hence
∥∥ f ′(x0)−1 f (xm)∥∥
∥∥∥∥∥ f ′(x0)−1
1∫
0
1∫
0
f ′′
(
xτ sm−1
)
τ dsdτ (xm − xm−1)2
∥∥∥∥∥+
∥∥ f ′(x0)−1rm−1∥∥
= I1 + I2. (3.14)
We ﬁrst estimate I1. To do this, we note by (3.7) and (3.12) that
∥∥xτ sm−1 − x0∥∥
m−1∑
n=1
‖xn − xn−1‖ + τ s‖xm − xm−1‖ τ stm + (1− τ s)tm−1 < t∗.
In particular,
‖xm−1 − x0‖ tm−1 < t∗ and ‖xm − x0‖ tm < t∗. (3.15)
Thus, by the γ -condition, we get
I1 
1∫
0
1∫
0
2γ
(1− γ ‖xτ sm−1 − x0‖)3
τ dsdτ ‖xm − xm−1‖2

1∫
0
1∫
0
2γ
(1− γ ‖xm−1 − x0‖ − γ τ s‖xm − xm−1‖)3 τ dsdτ ‖xm − xm−1‖
2
= γ ‖xm − xm−1‖
2
(1− γ ‖xm−1 − x0‖ − γ ‖xm − xm−1‖)(1− γ ‖xm−1 − x0‖)2 . (3.16)
Combining this with (3.7) (with n =m) and (3.15) implies that
I1 
γ (tm − tm−1)2
(1− γ tm)(1− γ tm−1)2
(‖xm − xm−1‖
tm − tm−1
)2
. (3.17)
Below we estimate I2. Since
f ′(x0)−1 f ′(xm−1) = I+ f ′(x0)−1
(
f ′(xm−1) − f ′(x0)
)
= I+ f ′(x0)−1
1∫
f ′′
(
x0 + τ (xm−1 − x0)
)
dτ (xm−1 − x0),0
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∥∥ f ′(x0)−1 f ′(xm−1)∥∥ 1+
1∫
0
2γ
(1− γ τ‖xm−1 − x0‖)3 dτ ‖xm−1 − x0‖ =
1
(1− γ ‖xm−1 − x0‖)2 . (3.18)
Furthermore, by Algorithm 1.1, we have that∥∥ f ′(x0)−1 f ′(xm−1)(xm − xm−1)∥∥ ∥∥ f ′(x0)−1 f (xm−1)∥∥− ∥∥ f ′(x0)−1rm−1∥∥.
Therefore, thanks to (3.2) and (3.6) (with n =m),∥∥ f ′(x0)−1 f ′(xm−1)(xm − xm−1)∥∥ ∥∥ f ′(x0)−1 f (xm−1)∥∥− η∥∥ f ′(x0)−1 f (xm−1)∥∥2
 (1− √η)∥∥ f ′(x0)−1 f (xm−1)∥∥,
and so
∥∥ f ′(x0)−1 f (xm−1)∥∥ ‖ f ′(x0)−1 f ′(xm−1)‖ · ‖xm − xm−1‖
1− √η
 ‖xm − xm−1‖
(1− √η)(1− γ ‖xm−1 − x0‖)2 , (3.19)
where the last inequality holds because of (3.18). Thus by (3.2) and (3.15) together with (3.19),
I2  η
∥∥ f ′(x0)−1 f (xm−1)∥∥2
 η‖xm − xm−1‖
2
(1− √η)2(1− γ ‖xm−1 − x0‖)4
 η(tm − tm−1)
2
(1− √η)2(1− γ tm−1)4
(‖xm − xm−1‖
tm − tm−1
)2
. (3.20)
Noting that tm−1 < tm < t∗ , (3.20) and assertion (i) together entail that
I2 
η(tm − tm−1)2
(1− √η)2(1− γ t∗)(1− γ tm)(1− γ tm−1)2
(‖xm − xm−1‖
tm − tm−1
)2

√
2η(tm − tm−1)2
(1− √η)2(1− γ tm)(1− γ tm−1)2
(‖xm − xm−1‖
tm − tm−1
)2
. (3.21)
Consequently, combining (3.14), (3.17) and (3.21) gives∥∥ f ′(x0)−1 f (xm)∥∥ I1 + I2

(
1+
√
2η
γ (1− √η)2
)
γ (tm − tm−1)2
(1− γ tm)(1− γ tm−1)2
(‖xm − xm−1‖
tm − tm−1
)2
.
Recall that c =
√
2η(1+√η)
γ (1−√η)2 + 1+
√
η. This yields that
(1+ √η)∥∥ f ′(x0)−1 f (xm)∥∥ cγ (tm − tm−1)2
(1− γ tm)(1− γ tm−1)2
(‖xm − xm−1‖
tm − tm−1
)2
. (3.22)
Since, by (2.1) and (2.3),
cγ (tm − tm−1)2
(1− γ tm)(1− γ tm−1)2 = ϕ(tm) − ϕ(tm−1) − ϕ
′(tm−1)(tm − tm−1) = ϕ(tm),
one has by (3.22) that
(1+ √η)∥∥ f ′(x0)−1 f (xm)∥∥ ϕ(tm)
(‖xm − xm−1‖
tm − tm−1
)2
(3.23)
and (3.8) by (3.7) (with n =m). Moreover, since ϕ is strictly decreasing on [0, r∗], it follows from (3.8) that
(1+ √η)∥∥ f ′(x0)−1 f (xm)∥∥ ϕ(tm) ϕ(t0) = λ.
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√
η
∥∥ f ′(x0)−1 f (xm)∥∥
√
η
1+ √ηλ =
√
ηβ = √η∥∥ f ′(x0)−1 f (x0)∥∥
thanks to the deﬁnitions of λ and β . Hence (3.9) holds by (3.6) (with n = 1). Thus to complete the proof of the lemma, we
have to show that (3.10) and (3.11) hold. For this end, we note by Algorithm 1.1 that
xn+1 − xn = f ′(xn)−1 f ′(x0)
(− f ′(x0)−1 f (xn) + f ′(x0)−1rn).
Since
√
η‖ f ′(x0)−1 f (xm−1)‖ 1 by (3.6) (with n =m), it follows from (3.2) that∥∥ f ′(x0)−1rm−1∥∥ η∥∥ f ′(x0)−1 f (xm−1)∥∥2 √η∥∥ f ′(x0)−1 f (xm−1)∥∥.
Consequently we have
‖xm − xm−1‖
∥∥ f ′(xm−1)−1 f ′(x0)∥∥(∥∥ f ′(x0)−1 f (xm−1)∥∥+ ∥∥ f ′(x0)−1rm−1∥∥)
 (1+ √η)∥∥ f ′(xm−1)−1 f ′(x0)∥∥ · ∥∥ f ′(x0)−1 f (xm−1)∥∥. (3.24)
Similarly, we also have that (noting that
√
η‖ f ′(x0)−1 f (xm)‖ 1 by just proved (3.9))
‖xm+1 − xm‖ (1+ √η)
∥∥ f ′(xm)−1 f ′(x0)∥∥ · ∥∥ f ′(x0)−1 f (xm)∥∥. (3.25)
By (3.23) and (3.24), we get that
‖ f ′(x0)−1 f (xm)‖
‖ f ′(x0)−1 f (xm−1)‖ =
(1+ √η)‖ f ′(x0)−1 f (xm)‖
(1+ √η)‖ f ′(x0)−1 f (xm−1)‖
 ϕ(tm)
(1+ √η)‖ f ′(x0)−1 f (xm−1)‖
(‖xm − xm−1‖
tm − tm−1
)2
 ϕ(tm)
∥∥ f ′(xm−1)−1 f ′(x0)∥∥‖xm − xm−1‖
(tm − tm−1)2
 ϕ(tm)‖ f
′(xm−1)−1 f ′(x0)‖
tm − tm−1 , (3.26)
where (3.7) (with n = m) has been used for the last inequality. Similarly, by (3.23) and (3.25) together with (3.7) (with
n =m), one can verify the following assertion:
‖xm+1 − xm‖ ϕ(tm)
∥∥ f ′(xm)−1 f ′(x0)∥∥‖xm − xm−1‖
tm − tm−1 . (3.27)
Furthermore, thanks to (3.15), assertion (ii) entails that∥∥ f ′(xm−1)−1 f ′(x0)∥∥−ϕ′(tm−1)−1 and ∥∥ f ′(xm)−1 f ′(x0)∥∥−ϕ′(tm)−1.
This together with (3.26) and (3.27) implies that
‖ f ′(x0)−1 f (xm)‖
‖ f ′(x0)−1 f (xm−1)‖ 
ϕ(tm)
−ϕ′(tm−1)(tm − tm−1) =
ϕ(tm)
ϕ(tm−1)
and
‖xm+1 − xm‖ −ϕ(tm)ϕ
′(tm)−1
tm − tm−1 ‖xm − xm−1‖ =
tm+1 − tm
tm − tm−1 ‖xm − xm−1‖.
That is, (3.10) and (3.11) hold and the proof is complete. 
Now we are ready to prove the main theorem of the present paper. Recall that λ and c are given by (3.4).
Theorem 3.1. Suppose that f satisﬁes the γ -condition (3.1) with r = t∗ . Suppose also that
β min
{
1√
η
,
1+ 2c − 2√c(c + 1)
γ (1+ √η)
}
. (3.28)
Let {xn} be a sequence generated by Algorithm 1.1. Then {xn} converges to a solution x∗ of (1.1) and the following assertions hold for
each n 1:
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‖xn+1 − xn‖ q2n−1‖xn − xn−1‖; (3.30)∥∥ f ′(x0)−1 f (xn)∥∥ q2n−1∥∥ f ′(x0)−1 f (xn−1)∥∥, (3.31)
where
q = 1− λγ −
√
(1+ λγ )2 − 4(1+ c)λγ
1− λγ +√(1+ λγ )2 − 4(1+ c)λγ .
Proof. Clearly the condition (3.28) implies the condition (3.5) which is equivalent to (2.4). We ﬁrst verify that (3.6) and
(3.7) hold for each n  1. We will proceed by mathematical induction. Note by (3.3) and (3.28), (3.6) is clear for n = 1. To
show (3.7) holds for n = 1, we have by Algorithm 1.1 that
x1 − x0 = − f ′(x0)−1 f (x0) + f ′(x0)−1r0.
Using (3.2)–(3.3), one has that
‖x1 − x0‖ β + ηβ2.
This together with (3.28) and (3.4) gives that
‖x1 − x0‖ β + √ηβ = λ = t1 − t0,
that is, (3.7) holds for n = 1. Assume now that (3.6) and (3.7) hold for all n  m. Then, Lemma 3.2(iii) is applicable to
concluding that
√
η
∥∥ f ′(x0)−1 f (xm)∥∥ 1
and
‖xm+1 − xm‖ tm+1 − tm
tm − tm−1 ‖xm − xm−1‖ tm+1 − tm.
Hence (3.6) and (3.7) hold for n =m + 1 and so for each n 1. Consequently, for any n 0 and k 0,
‖xk+n − xn‖
k∑
i=1
‖xi+n − xi+n−1‖
k∑
i=1
(ti+n − ti+n−1) = tk+n − tn. (3.32)
Since (2.4) is satisﬁed as noted earlier, one sees that {tn} is convergent. This together with (3.32) means {xn} is a Cauchy
sequence and so converges to some x∗ . Then letting n = 0 in (3.32), we have that
‖xk − x0‖
k∑
i=1
‖xi − xi−1‖ tk for each k 0; (3.33)
while taking k → ∞ in (3.32), we get∥∥xn − x∗∥∥ t∗ − tn for each n 0. (3.34)
Moreover, since (3.5) is satisﬁed, Lemma 3.2 is applicable. In particular,
(1+ √η)∥∥ f ′(x0)−1 f (xn)∥∥ ϕ(tn), (3.35)
‖ f ′(x0)−1 f (xn)‖
‖ f ′(x0)−1 f (xn−1)‖ 
ϕ(tn)
ϕ(tn−1)
and ‖xn+1 − xn‖ tn+1 − tn
tn − tn−1 ‖xn − xn−1‖ (3.36)
hold for each n  1 (noting that (3.6) and (3.7) hold for each n  1). Letting n → ∞ in (3.35) shows that the limit x∗ is a
solution of (1.1); while applying Lemma 2.3 to (3.36) shows that (3.30) and (3.31) hold for each n  1. Thus, to complete
the proof, it remains to prove (3.29) for each n 1. By Lemma 2.3, it suﬃces to prove that
∥∥xn − x∗∥∥ t∗ − tn
t∗ − tn−1
∥∥xn−1 − x∗∥∥ for each n 1. (3.37)
To do this, we let n = 1,2, . . . and write
xτ = xn−1 + τ
(
x∗ − xn−1
)
for each 0 τ  1.n−1,∗
W.P. Shen, C. Li / J. Math. Anal. Appl. 369 (2010) 29–42 37Then, by (3.33)–(3.34) and (3.12), one has for each 0 τ  1,∥∥xτn−1,∗ − x0∥∥ ‖xn−1 − x0‖ + τ∥∥x∗ − xn−1∥∥ tn−1 + τ (t∗ − tn−1)= τ t∗ + (1− τ )tn−1 < t∗. (3.38)
Further, by Algorithm 1.1, we have
xn − x∗ = f ′(xn−1)−1
(
f
(
x∗
)− f (xn−1) − f ′(xn−1)(x∗ − xn−1)+ rn−1)
= f ′(xn−1)−1 f ′(x0)
( 1∫
0
1∫
0
f ′(x0)−1 f ′′
(
xτ sn−1,∗
)
τ dsdτ
(
x∗ − xn−1
)2 + f ′(x0)−1rn−1
)
.
Hence
∥∥xn − x∗∥∥ ∥∥ f ′(xn−1)−1 f ′(x0)∥∥
( 1∫
0
1∫
0
∥∥ f ′(x0)−1 f ′′(xτ sn−1,∗)τ∥∥dsdτ ∥∥x∗ − xn−1∥∥2 + ∥∥ f ′(x0)−1rn−1∥∥
)
. (3.39)
Thanks to (3.33) and using Lemma 3.2(ii), we conclude that∥∥ f ′(xn−1)−1 f ′(x0)∥∥−ϕ′(tn−1)−1. (3.40)
Moreover, by (3.38), ‖xτ sn−1,∗ − x0‖ tn−1 + τ s(t∗ − tn−1) and the γ -condition is applicable. Hence we get
1∫
0
1∫
0
∥∥ f ′(x0)−1 f ′′(xτ sn−1,∗)τ∥∥dsdτ 
1∫
0
1∫
0
2γ
(1− γ ‖xτ sn−1,∗ − x0‖)3
τ dsdτ

1∫
0
1∫
0
2γ
(1− γ tn−1 − γ τ s(t∗ − tn−1))3 τ dsdτ
= γ
(1− γ t∗)(1− γ tn−1)2 . (3.41)
To estimate the term ‖ f ′(x0)−1rn−1‖, recall that x1−τn−1,∗ = x∗ + τ (xn−1 − x∗) for each 0 τ  1. Then,
f (xn−1) = f (xn−1) − f
(
x∗
)− f ′(x0)(xn−1 − x∗)+ f ′(x0)(xn−1 − x∗)
=
1∫
0
1∫
0
f ′′
(
x0 + s
(
x1−τn−1,∗ − x0
))(
x1−τn−1,∗ − x0
)
dsdτ
(
xn−1 − x∗
)+ f ′(x0)(xn−1 − x∗);
hence,
∥∥ f ′(x0)−1 f (xn−1)∥∥
( 1∫
0
1∫
0
∥∥ f ′(x0)−1 f ′′(x0 + s(x1−τn−1,∗ − x0))∥∥ · ∥∥x1−τn−1,∗ − x0∥∥dsdτ + 1
)∥∥xn−1 − x∗∥∥. (3.42)
Since by (3.38)∥∥x1−τn−1,∗ − x0∥∥ (1− τ )t∗ + τ tn−1
and since by Lemma 2.2∥∥x0 + s(x1−τn−1,∗ − x0)− x0∥∥ ∥∥x1−τn−1,∗ − x0∥∥ (1− τ )t∗ + τ tn−1 < t∗,
it follows from the γ -condition that
1∫
0
1∫
0
∥∥ f ′(x0)−1 f ′′(x0 + s(x1−τn−1,∗ − x0))∥∥ · ∥∥x1−τn−1,∗ − x0∥∥dsdτ

1∫ 1∫ 2γ ‖x1−τn−1,∗ − x0‖
(1− γ s‖x1−τn−1,∗ − x0‖)3
dsdτ0 0
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1∫
0
1
(1− γ ‖x1−τn−1,∗ − x0‖)2
dτ − 1

1∫
0
1
(1− γ (1− τ )t∗ − γ τ tn−1)2 dτ − 1
= 1
(1− γ t∗)(1− γ tn−1) − 1.
This and (3.42) give∥∥ f ′(x0)−1 f (xn−1)∥∥ ‖xn−1 − x∗‖
(1− γ t∗)(1− γ tn−1) .
Thus, by (3.2) and Lemma 3.2(i), we obtain the following estimate
∥∥ f ′(x0)−1rn−1∥∥ η‖xn−1 − x∗‖2
(1− γ t∗)2(1− γ tn−1)2 
√
2η‖xn−1 − x∗‖2
(1− γ t∗)(1− γ tn−1)2 . (3.43)
Substituting the estimates (3.40), (3.41) and (3.43) into (3.39), we arrive at
∥∥xn − x∗∥∥− (γ +
√
2η)(t∗ − tn−1)2
ϕ′(tn−1)(1− γ t∗)(1− γ tn−1)2
(‖xn−1 − x∗‖
t∗ − tn−1
)2
. (3.44)
Recalling that c =
√
2η(1+√η)
γ (1−√η)2 + 1+
√
η, and by the deﬁnitions of ϕ and t∗ , we have that
(γ + √2η)(t∗ − tn−1)2
(1− γ t∗)(1− γ tn−1)2 
cγ (t∗ − tn−1)2
(1− γ t∗)(1− γ tn−1)2
= ϕ(t∗)− ϕ(tn−1) − ϕ′(tn−1)(t∗ − tn−1)
= −ϕ(tn−1) − ϕ′(tn−1)
(
t∗ − tn−1
)
.
Combing this with (3.44), we get
∥∥xn − x∗∥∥ ϕ(tn−1) + ϕ′(tn−1)(t∗ − tn−1)
ϕ′(tn−1)
(‖xn−1 − x∗‖
t∗ − tn−1
)2
= (t∗ − tn)
(‖xn−1 − x∗‖
t∗ − tn−1
)2
,
where the last equality holds because of (2.3). Therefore, (3.37) is seen to hold by (3.34) and the proof is complete. 
In the special case when ηn ≡ 0, Algorithm 1.1 reduces to Newton’s method. Moreover, λ = β , c = 1 and t∗ =
1+βγ−
√
(1+βγ )2−8βγ
4γ . Thus, Theorem 3.1 reduces to the following corollary which was obtained in [29].
Corollary 3.1. Suppose that f satisﬁes the γ -condition (3.1) with r = 1+βγ−
√
(1+βγ )2−8βγ
4γ . Suppose also that
βγ  3− 2√2.
Let {xn} be the sequence generated by Newton’s method. Then {xn} converges to a solution x∗ of (1.1) and the assertions (3.29)–(3.31)
hold for each n 1 with q deﬁned by
q = 1− βγ −
√
(1+ βγ )2 − 8βγ
1− βγ +√(1+ βγ )2 − 8βγ .
One typical and important class of examples satisfying the γ -conditions is the one of analytic functions. Following [25],
we deﬁne
γ := sup
n2
∥∥∥∥ f ′(x0)−1 f (n)(x0)n!
∥∥∥∥
1
n−1
. (3.45)
Then 0 γ < +∞ (recalling that f ′(x0)−1 exists as assumed at the beginning of this section). Then the following lemma is
known in [29].
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with γ deﬁned by (3.45).
Thus the following is immediate.
Corollary 3.2. Suppose that f is an analytic operator and that (3.28) holds. Let {xn} be a sequence generated by Algorithm 1.1. Then
{xn} converges to a solution x∗ of (1.1) and assertions (3.29)–(3.31) hold for each n 1.
4. Applications to approximate zeros
As in the previous section, throughout this section, we assume that the nonlinear operator f : Ω ⊆ X → Y is of the
second continuous Fréchet derivative. Let x0 ∈ Ω be such that the inverse f ′(x0)−1 exists.
To study the computational complexity of Newton’s method for nonlinear operators in Banach spaces, Smale introduced
in [24] the notion of an approximate zero for Newton’s method. However, it was found that it did not describe completely
the property of quadratic convergence of Newton’s method and was inconvenient for the application in the study of the
computational complexity. Hence, Smale proposed in [25] two kinds of the modiﬁcations of the notion: the ﬁrst kind (in
sense of ‖xn − xn−1‖) and the second kind (in sense of ‖xn − x∗‖) of an approximate zero, and used the criterion
α := βγ
to judge x0 is an approximate zero of f , where β := ‖ f ′(x0)−1 f (x0)‖. The notion of an approximate zero in the sense
of f ′(x0)−1 f (xn) was also deﬁned and studied in [6]; while in [29], Wang introduced the following uniﬁed deﬁnition of
an approximate zero for Newton’s method. Let e(xn) denote some measurement of the approximation degree between xn
and x∗ .
Deﬁnition 4.1. Let x0 ∈ Ω be such that the sequence {xn} generated by Newton’s method is well deﬁned and satisﬁes
e(xn)
(
1
2
)2n−1
e(xn−1) for each n 1. (4.1)
Then x0 is called an approximate zero of f in sense of e(xn).
Note that if x0 is an approximate zero of f , then Newton’s sequence {xn} converges to a solution x∗ of f . We now extend
the notion of the approximate zero to the inexact Newton method.
Deﬁnition 4.2. Let x0 ∈ Ω be such that the sequence {xn} generated by the inexact Newton method is well deﬁned and
satisﬁes (4.1). Then x0 is called an approximate zero of f in sense of e(xn).
By Theorem 3.1, we have the following theorem which gives a criterion for the approximate zero related to the inexact
Newton method. Recall that c =
√
2η(1+√η)
γ (1−√η)2 + 1+
√
η.
Theorem 4.1. Suppose that f satisﬁes the γ -condition (3.1) at x0 with r = t∗ . Suppose also that
β min
{
1√
η
,
4+ 9c − 3√c(9c + 8)
4γ (1+ √η)
}
. (4.2)
Let {xn} be a sequence generated by Algorithm 1.1. Then {xn} converges to a solution x∗ of (1.1) and x0 is an approximate zero of f in
sense of ‖xn − x∗‖, ‖xn+1 − xn‖ and ‖ f ′(x0)−1 f (xn)‖.
Proof. Since (18c + 17)2 − 36(c + 1)(9c + 8) = 1> 0, we obtain
(3
√
9c + 8− 8√c + 1)2 − c = 8(18c + 17− 6√(c + 1)(9c + 8))> 0.
Thus, it follows that
1+ 2c − 2√c(c + 1) −(4+ 9c − 3√c(9c + 8)
4
)
=
√
c
4
(3
√
9c + 8− 8√c + 1− √c) > 0.
This and (4.2) imply (3.28) holds. Thus, Theorem 3.1 is applicable; and hence for each n  1 assertions (3.29)–(3.31) hold.
Consequently, to show x0 is an approximate zero of f , it suﬃces to prove
q = 1− λγ −
√
(1+ λγ )2 − 4(1+ c)λγ√
2
 1
2
.1− λγ + (1+ λγ ) − 4(1+ c)λγ
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λγ = (1+ √η)βγ  4+ 9c − 3
√
c(9c + 8)
4
,
which implies the polynomial 2(λγ )2 − (4+ 9c)λγ + 2 is nonnegative. Hence
(1− λγ )2 − 9((1+ λγ )2 − 4(1+ c)λγ )= −4(2(λγ )2 − (4+ 9c)λγ + 2) 0.
Consequently, we get 1− λγ − 3√(1+ λγ )2 − 4(1+ c)λγ  0, which is equivalent to
q = 1− λγ −
√
(1+ λγ )2 − 4(1+ c)λγ
1− λγ +√(1+ λγ )2 − 4(1+ c)λγ 
1
2
.
The proof is complete. 
As noted earlier, in the special case when ηn ≡ 0, Algorithm 1.1 reduces to Newton’s method. Thus we get the following
corollary on Newton’s method which was proved in [29].
Corollary 4.1. Suppose that f satisﬁes γ -condition (3.1) with r = 1+βγ−
√
(1+βγ )2−8βγ
4γ . Suppose that
βγ  13− 3
√
17
4
.
Let {xn} be the sequence generated by Newton’s method. Then {xn} converges to a solution x∗ of (1.1) and x0 is an approximate zero of
f in sense of ‖xn − x∗‖, ‖xn+1 − xn‖ and ‖ f ′(x0)−1 f (xn)‖.
Thanks to Theorem 4.1 and Lemma 3.3, the following corollary is also immediate.
Corollary 4.2. Suppose that f is an analytic operator and that (4.2) holds. Let {xn} be a sequence generated by Algorithm 1.1. Then
{xn} converges to a solution x∗ of (1.1) and x0 is an approximate zero of f in sense of ‖xn − x∗‖, ‖xn+1 − xn‖ and ‖ f ′(x0)−1 f (xn)‖.
We end this paper with an example to illustrate the applicability of our results.
Example 4.1. Let X = Y = R2. Let X and Y be endowed with the l1-norm and l∞-norm respectively. Deﬁne the analytic
function f : X → Y by
f (x) :=
(
g(x)
h(x)
)
=
(
10set + 5st
5s2 + sin s + 10t
)
for each x = (s, t)T ∈ X .
Let x0 = (u, v)T ∈ X . Then
f ′(x0) =
(
10ev + 5v 10uev + 5u
10u + cosu 10
)
and
f ′(x0)−1 = 1
d
(
10 −(10uev + 5u)
−(10u + cosu) 10ev + 5v
)
, (4.3)
where
d = det
(
10ev + 5v 10uev + 5u
10u + cosu 10
)
= 100ev + 50v − (10uev + 5u)(10u + cosu).
Thus
f ′(x0)−1 f (x0) = 1
d
(
10g(x0) − (10uev + 5u)h(x0)
(10ev + 5v)h(x0) − (10u + cosu)g(x0)
)
.
Consequently,
β := 1 (∣∣10g(x0) − (10uev + 5u)h(x0)∣∣+ ∣∣(10ev + 5v)h(x0) − (10u + cosu)g(x0)∣∣). (4.4)|d|
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Estimates of the values of γ and β .
x0 γ β
(0.002,0.002)T 1.326 . . . 0.003 . . .
(0.002,−0.002)T 1.329 . . . 0.004 . . .
(0.01,0.035)T 1.318 . . . 0.044 . . .
(0.05,0.05)T 1.376 . . . 0.095 . . .
To evaluate the nth derivative of f , let w j = (s j, t j)T ∈ X with ‖w j‖ 1 for each 1 j  n and set
sn := (s1, s2, . . . , sn), tn := (t1, t2, . . . , tn).
We also adopt the notation smn t
n−m
n for each 0m n deﬁned by
smn t
n−m
n :=
∑
si1 si2 · · · simt j1 · · · t jn−m ,
where the sum is taken over all rearrangements {i1, i2, . . . , im, j1, j2, . . . , jn−m} of {1,2, . . . ,n} satisfying i1 < i2 < · · · < im
and j1 < j2 < · · · < jn−m . Then, by deﬁnition, we get that
f (n)(x0)w1w2 · · ·wn =
(∑n
m=0
∂n g(x0)
∂um∂vn−m s
m
n t
n−m
n∑n
m=0
∂nh(x0)
∂um∂vn−m s
m
n t
n−m
n
)
. (4.5)
For simplicity, we write
G(x0) := max
m
{∣∣∣∣ ∂ng(x0)∂um∂vn−m
∣∣∣∣
}
and H(x0) := max
m
{∣∣∣∣ ∂nh(x0)∂um∂vn−m
∣∣∣∣
}
.
Then, ∣∣∣∣∣
n∑
m=0
∂ng(x0)
∂um∂vn−m
smn t
n−m
n
∣∣∣∣∣ G(x0) and
∣∣∣∣∣
n∑
m=0
∂nh(x0)
∂um∂vn−m
smn t
n−m
n
∣∣∣∣∣ H(x0) (4.6)
because, by mathematical induction,
n∑
m=0
∣∣smn tn−mn ∣∣=
n∏
j=1
(|s j| + |t j|) 1.
Therefore, combining (4.3), (4.5) and (4.6), we obtain that∥∥ f ′(x0)−1 f (n)(x0)∥∥= sup
‖w j‖1=1, j∈1,n
∥∥ f ′(x0)−1 f (n)(x0)w1w2 · · ·wn∥∥1
 1|d|
((|10u + cosu| + 10)G(x0) + (∣∣10ev + 5v∣∣+ ∣∣10uev + 5u∣∣)H(x0)). (4.7)
Moreover, by element calculations, it is routine to verify that
G(x0)
{
max{10ev + 5,10|u|ev}, n = 2;
10ev max{|u|,1}, n 3
and
H(x0)
{ |10− sinu|, n = 2;
1, n 3. (4.8)
Recall that γ = supn2 ‖ f ′(x0)−1 f
(n)(x0)
n! ‖
1
n−1 . Thus, we can use (4.7)–(4.8) and (4.4) to estimate the values of γ and β . In
the following, we consider four initial points x0 = (0.002,0.002)T , (0.002,−0.002)T , (0.01,0.035)T , (0.05,0.05)T , for which
the estimates of the values of γ and β are given in Table 1.
To illustrate the applicability of our convergence results in the present paper, we consider the different choices η =
0,0.01,0.05,0.1,0.2,0.4,0.6,0.8,0.9 and use “T” and “F” represent that a criterion (i.e., criterion (3.28) or (4.2)) holds and
fails, respectively. Then the TF values of (3.28) and (4.2) corresponding to the above different points x0 are respectively given
in Table 2 and Table 3 below. From the TF values in the tables, we can easily see that, even for the same initial point x0,
whether the convergence results are applicable depends upon the different choices of η. For example for the initial point
x0 = (0.01,0.035)T , Table 2 shows that Theorem 3.1 is applicable (to getting that any sequence generated by Algorithm 1.1
is convergent) in the case when η = 0,0.01,0.05,0.1,0.2 but not when η = 0.4,0.6,0.8,0.9; while Table 3 (together with
Corollary 4.2) shows that, in the case when η = 0,0.01,0.05,0.1, this initial point x0 is also an approximate zero of f .
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TF values of (3.28) for different x0 and η.
x0 η = 0 η = 0.01 η = 0.05 η = 0.1 η = 0.2 η = 0.4 η = 0.6 η = 0.8 η = 0.9
(0.002,0.002)T T T T T T T T F F
(0.002,−0.002)T T T T T T T T F F
(0.01,0.035)T T T T T T F F F F
(0.05,0.05)T T T F F F F F F F
Table 3
TF values of (4.2) for different x0 and η.
x0 η = 0 η = 0.01 η = 0.05 η = 0.1 η = 0.2 η = 0.4 η = 0.6 η = 0.8 η = 0.9
(0.002,0.002)T T T T T T T F F F
(0.002,−0.002)T T T T T T T F F F
(0.01,0.035)T T T T T F F F F F
(0.05,0.05)T T T F F F F F F F
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