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A B S TRACT
Several studies have shown that animal agriculture is one of the major contributors to
climate change due to greenhouse gas emissions, deforestation, land degradation,
freshwater shortages, general environmental pollution and world hunger. Apart from
this, meat consumption is strongly associated with certain fatal health conditions such as
cancer, cardiovascular disease and diabetes (Wu, 2014).
Although meat production and export could be economically beneficial in the short run,
it could lead to over-exploitation of natural resources and in turn the destruction of the
environment in the long run. Hence, it is essential for the leaders of a nation to make
smart decisions when it comes to economic policies; especially while dealing with
resource intensive economic sectors such as animal agriculture. But, striking the right
balance between the economic benefits and consequent trade-offs in the environmental
realm is possible only through well-informed decisions which in turn are only possible
if the effects of animal agriculture could be quantified in terms of an established unit of
measurement such as welfare indicators. This research intends to explain Human
Sustainable Development Index (HSDI) and Child Health Indicator (CHI) in terms of
different components of animal agriculture.

Keywords:

Animal agriculture, Welfare indicators, Sustainable

development
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INTRODUCTION

The practice of vegetarianism or veganism has been one of the most controversial and
most debated subjects ever since its inception and mankind has not been able to
decisively arrive at a ‘right’ conclusion to this controversy. For people who inhabited
planet earth before the industrial revolution, it was a choice and this choice was
influenced by a variety of factors such as religion, society, culture, compassion, and
other socio-economic factors. But, the unprecedented increase in population and the
alarming rise in consumption of natural resources have transformed it from being a
matter of choice to a perilous issue that needs to be addressed urgently. In short, the
industrialization of animal agriculture has grown to be a threat to the sustainability and
survival of the human race.
Nations around the world strive to make shrewd and effective economic policies,
especially after the economic crisis of 2008 in order to secure their economic positions
in the globe and to improve welfare status of residents. But, apart from the conventional
decisions and policies drafted by the elected members or the leaders who are in charge
(like stay with the petrodollar, develop relations with BRICS or invest in alternate
currencies such as Bitcoin etc.) in the geopolitical arena, minor decisions on the
commodities that a nation exports and imports not only have a say in the economy in the
shorter run but also have a drastic effect on the biological footprint and the amount of
natural resources that would be left for the consumption of the future generations to
come. According to the UN, animal agriculture is one the most intensive resource
consuming industries on the planet. It takes around 5000 gallons of water to produce one
pound of beef whereas it takes only around 25 gallons to produce the same amount of
wheat. The livestock sector accounts for around 65% of anthropogenic nitrous oxide
emissions (mainly from manure), 64% of anthropogenic ammonia emissions, 37% of
anthropogenic methane (mainly from enteric fermentation and manure) and 9% of
anthropogenic carbon dioxide emissions (mainly from land use changes including
deforestation) (Joyce, Dixon, Comfort, & Hallett, 2012). Every quarter pound of meat
consumes 55 Sq. feet of tropical rainforest. 26 million acres of US forest are cleared to
produce meat. 85% of topsoil is lost to raise livestock. 1000 species per year get extinct
1

due to destruction of rainforests for meat grazing. It takes 78 calories of fossil fuel to
produce 1 calorie of beef protein but only 1 calorie of fossil fuel for 1 calorie of
soybeans. If all the grain that are currently fed to livestock were consumed directly by
people, the number of people who could be fed would be nearly 800 million (Wu, 2014).
Hence, animal agriculture seems to have a direct impact on almost all natural resources
such as fresh water, land, energy and forests. The industry also consumes most of the
agricultural output for itself in the form of fodder for the artificially mass-produced
livestock which otherwise could have been taken up by people (Also, these grains would
be available for lower prices due to surplus production). Hence it is safe to say that
smarter nations make their export / import policies such that they export fewer amounts
of animal products such as meat and poultry products and try to import these from other
nations for their local consumption. But, apart from the export and import policies laid
out by the government, people from each nation also have a say in each of these aspects
through their consumption of meat products. This is because, a nation that neither
exports nor imports animal products would still need to produce meat that is ‘resourcecostly’ for its local consumption. Apart from meat export, import and consumption,
smarter nations seem to import grains that are used as fodder for the local production of
livestock at relatively cheaper prices and this saves them a big deal of natural resources
like water and land.
There are many indicators that potentially measure the welfare of countries in many
realms. Some notable ones in the economic realm are GDP, GNI whereas ecological
footprint measures a countries stance in the environmental realm. Similarly, Human
Sustainability Development Index (HSDI) measures a country’s development in the
realm of sustainable development and Child Health indicator also measures the degree
to which a country’s citizens have access to good environmental conditions, clean water,
sanitation.

1.1 Background
Human Sustainable Development Index (HSDI) is an indicator that adds the
environmental dimension to the Human Development Index formula (HDI). Human
2

development Index (HDI) was developed by the United Nations Development
Programme (UNDP) and published first in 1990 in its Human Development Report
(HDR). From then on, the HDI has been widely accepted as one of the key indicators of
human development and has been used in various researches (Morse, 2003). Three
socio-economic parameters: life expectancy at birth, education (mean and expected
years of schooling) and income (Gross national Income per capita) are used for the
calculation of HDI. HSDI adds to this by including the ‘per capita CO2 emissions’ for
its computation with the idea that more CO2 emissions translate to poorer environmental
performance (Bravo, 2014; Grimm, Harttgen, Klasen, & Misselhorn, 2008). Animal
agriculture has an impact on three of these constituents: Environment, income and life
expectancy.
Similarly, Child Health Indicator (CHI) is a composite indicator that takes three
parameters into consideration: access to improved sanitation, access to improved water
and child mortality (Ages 1-4). The parameter ‘Access to improved sanitation’ is a
measure of the percentage of the population with access to facilities that hygienically
separate human excreta from human, animal, and insect contact by the adequate use of
facilities such as sewers or septic tanks. The parameter ‘Access to improved water’ is a
measure of the percentage of population that has access to at least 20 litres of water per
person per day from an ‘improved’ source within one kilometre of the user’s dwelling
where the ‘improved’ source could be rainwater collection, protected springs, protected
dug wells. Boreholes, public standpipes or household connections. The parameter ‘Child
Mortality’ is a measure of the number of deaths per 1000 children aged between 1 to 4.
This indicator is considered to be a useful proxy for the underlying environmental
conditions because it is found that mortality among children between the ages 1-4 is
strongly influenced by their environment. The CHI is an unweighted average of these
three parameters (Barnett, Lambert, & Fry, 2008; Knoll & Zloczysti, 2012; Shaker,
2015). Animal agriculture has a direct impact on two of these three parameters: Access
to improved water and Child mortality (Ages 1-4).

3

1.2 Research project / Problem
Though the world governments may be aware of how resource intensive the animal
agriculture industry is, it would be better if this impact can be quantified and expressed
in terms of standard factors that represent the general standard of living and the state of
the environment. This would help the authorities make an informed decision that doesn’t
end up putting all ecosystems and the natural resources at stake for short-term economic
benefits. The Human Sustainable Development index (HSDI) would be modified to
include all greenhouse gases instead of carbon dioxide alone while Chile Health
indicator would be used as it is. The degree of animal agriculture in a nation could be
expressed by the amount of total meat export, import and consumption in that nation.
Also, nations import fodder from other countries to feed the local livestock production
which in turn could be used to feed the impoverished. This research aims to explain the
target variables as a function of these five predictor variables and present an evidence of
any statistically significant correlation that may exist between them.

1.3 Research objectives
The following are the primary objectives of this research.
1. To objectively study the impact that animal agriculture has on the different
parameters that constitute HSDI and CHI by investigating relevant existing
literature
2. To quantify animal agriculture effectively using different parameters and
normalise these parameters to avoid bias due to the diverse nature of nations.
3. To develop relevant hypotheses statements based on the outcomes and learnings
from the literature review that was performed.
4. To collect the data necessary and perform adequate pre-processing to prepare it
for modelling
5. To construct a working model that explains the relationships between the chosen
dependent and independent variables and thereby answers the research question.
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6. To evaluate it based on established methods of model evaluation and interpret
the results of the model

1.4 Research Methodologies
Regarding the type of research, this research involves collection and collation of existing
data rather than collection or generation of any new data. This is because, all data
required for this research already exists and has been collected by organisations such as
the United Nations and the World Bank. Hence this research is a secondary research as
opposed to being a primary research.
Regarding the objective of research, this research does not involve the study of human
behaviour in any degree. On the contrary, it involves the empirical investigation
regarding the existence of a scenario using quantitative methods. Hence, it is a
quantitative research as opposed to a qualitative research.
Regarding the form of research, as stated earlier, the objective of this research is to test
the feasibility of a possible solution to a problem using empirical evidence rather than
developing solutions for a problem or identifying a new problem. Hence, this is an
empirical research as opposed to an exploratory or a constructive research.
Regarding the style of reasoning for research, this research involves the derivation of
hypothesis statements based on an extensive literature review and examination of facts
and evidence from previous research. These hypotheses statements would then be
proved true or false based on observations from a carefully constructed analysis. Hence,
this research follows a top-down approach as opposed to a bottom-up approach and
hence is based on deductive reasoning as opposed to inductive reasoning.
To summarize, this is a secondary, quantitative, empirical research that uses the
deductive reasoning approach to analyse existing data using mathematical models.

5

1.5 Scope and limitations
This research involves the examination of solutions to the research question by using a
selected method of mathematical modelling which in this case is Multiple Linear
Regression. But, in the case of not being able to answer the research question using this
method decisively, the hypothesis statements would be accepted or rejected based on the
results from this method. In other words, no further attempts would be made to prove
the hypothesis statements by employing more advanced methods of mathematical
modelling if they are proven incorrect. These methods are out of the scope of this
research. This is due to the limited nature of the research timeframe. Also, this research
would be performed based on free and publicly available data.
A major handicap of this research is that one of the two mathematical models would be
built based on data from a short timeframe of 2 years. This is due to unavailability of
data for more years. Data availability for more years could have enabled the
development of a better model with higher explanatory power.

1.6 Document outline
The document comprises of five main chapters and the objectives of each of these
chapters are as follows.


Chapter 2 would provide an extensive overview of the existing literature that is
relevant to this research. It would establish the theoretical basis for the
hypothesis statements by presenting facts and evidence from other scientific
artefacts.



Chapter 3 would derive the hypothesis statements based on the information
presented in chapter 2. It would provide the road map that would be followed to
answer the research question. It would also establish the standards that would be
followed while performing the experiment.



Chapter 4 would document the actual observations during model development.
The issues faced while implementing the model, the counter measures adopted
and results obtained at each stage would be described in this chapter.
6



Chapter 5 is dedicated to the overall evaluation of the experiment. It would
document the process of accepting or rejecting the hypothesis statements based
on the experimental results. It would also help the reader interpret the model
results with respect to actual real world scenarios. In addition to these, the overall
positive aspects and major shortcomings of the research would be addressed in
this chapter.



Chapter 6 will conclude the research and provide an overview of the overall
work carried out in it. The scope for improvement and further areas of
investigation will also be highlighted in this chapter.

7

2

LITERATURE REVIEW

This chapter intends to provide the reader with the ‘up to date’ facts and latest projections
on the issues surrounding the problem under consideration and thereby provide a strong
basis for the research question. It also provides an overview of all the factors involved
in the experiment and the latest developments in each of these factors. In short, the
chapter answers the following questions.
1. What are the available indicators for sustainable development? How are they
calculated? How can they be used for this experiment?
2. What is the impact of animal agriculture on different problems faced by
humanity and the planet today?
3. How do these come together to answer the research question?
4. What are the rationales for the research question and hypotheses?
The figure below is a bird’s eye view of the topics covered in this chapter.

Figure 2-1: Chapter overview
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2.1 Indices to measure sustainable development
Development and continuous measurement of indicators that quantify the development
of a society or a nation are extremely critical in the modern era. This is because,
quantification of development or deterioration can lead to further researches and studies
that could point out and clearly lay down the best practices in case of development and
potential areas of improvement in case of deterioration with the help of scientific
methods.
Development of a nation could be measured in terms of multiple areas. For instance, the
most popular measurement index for economic development is GDP. But, the scientific
community across the world is still in the process of developing a sophisticated holistic
indicator that measures the true development of nation taking all or most possible areas
of development into account. Doyal and Gough listed down the basic needs of people in
a society as follows.


Nutritional food / water



Protective housing



Work



Physical environment



Healthcare



Security in Childhood



Significant primary relationships



Physical security



Economic security



Safe birth control / Childbearing



Basic education (Alkire, 2002)

Hence, a nation or a society could be considered developed if the above-mentioned needs
are met in its population. But, it has to be noted that the above-mentioned needs mostly
correspond to the socio-economic realm of development.
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Sustainable development was defined by the WCED as development that meets the
needs of the present and progresses without compromising the ability of future
generations to meet their own needs (Xue-mei, Li-yuan, & Li-hua, 2010). This means
that a nation or a society can achieve development that is not sustainable. An example
would be the Shandong province in China that achieved significant socio-economic
development but ended up compromising on the environment. But, environment
preservation is just one factor (although extremely important) that is considered for the
evaluation of sustainable development in a society. Other factors may include health,
social welfare, culture etc. (Xue-mei et al., 2010). This section considers some of the
indicators developed by the international scientific community and discusses on the
feasibility of using those.
2.1.1 Ecological Footprint, Biocapacity and Ecological Reminder
Ecological Footprint (EF) is an environment based indicator and it measures the impact
of a population on the environment. It is expressed in terms of ‘global hectare’ (area)
and this is intended to represent the area of ecologically productive territory (land or sea)
that is required to support the needs of the population in terms of food and energy and
take care of the waste that is produced (Siche, Agostinho, Ortega, & Romeiro, 2008).
Biological productivity of an ecological system can be defined as the ability of a system
to produce biomass which in turn is defined as the weight of all organic matter including
animals and micro-organisms. Hence, this represents the productivity of a land or a water
eco-system (Siche et al., 2008).
Ecological reminder or Surplus Biocapacity (SB) is the difference between the
Ecological Footprint (EF) and Biological productivity of an ecosystem. This index is a
straightforward indicator of whether the current system is sustainable or not. For
instance, if the Ecological remainder is negative, then it means that the eco-system can
produce more than what is consumed which would indicate that the system is sustainable
whereas if the Ecological reminder narrows, then it could be interpreted that the system
might not be sustainable in the long run (Siche et al., 2008; Wilson, Tyedmers, & Pelot,
2007).
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Discussion and analysis
These indicators are almost ideal for measuring sustainable development from an
environmental standpoint. But, they do not take the socio-economic factors into
consideration at all. More importantly, the data for these two indicators is available only
for two consecutive years (2011 and 2012). In fact, the data for 2011 was collected
earlier and the website ‘www.footprintnetwork.com’ has detailed data only for 2012.
The time series data for rest of the years are unavailable (Only graphical representations
are available). Hence, it would be better if more holistic indicators with more samples
of data are taken into consideration. However, an interesting comparison analysis
between HDI, EF and SB was performed by J. Wilson et al. in 2007. The study
performed a Pearson’s correlation between the coefficients using the data available by
then and the results are as follows.

Figure 2-2: Correlation between various development indicators (Wilson et al.,
2007)
where ESI stands for Environmental Sustainability Index and WI stands for Wellbeing
Index. Both ESI and WI are complex indicators involving a lot of variables and datasets.
WI, in particular, is a truly holistic indicator that takes both environmental and economic
wellbeing into consideration along with many other variables (Wilson et al., 2007). But,
the data for these indices is not available for all countries and hence, they cannot be
considered for this experiment. The above figure shows that HDI has a correlation
coefficient of 0.623 with WI (Wilson et al., 2007). This is close to a strong correlation
and this finding is better for this experiment because, if over 60% of the variation in WI,
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a good indicator of sustainable development can be explained by variation in HDI and
data for HDI is available, then HDI could be used as it is in the experiment after all.
2.1.2 Child Health indicator (CHI)
The Natural Resource Management Index (NMRI) is a package that consists of two
independent indicators: The Natural Resource Protection Indicator (NRPI) and Child
Health indicator (CHI).
The Natural resource protection Indicator (NRPI) is an indicator that measures the
degree to which a country protects at least 17% of its biomes (forests, grasslands, aquatic
environments and deserts) and thereby the corresponding government’s commitment to
biodiversity protection and habitat preservation. The slab of ‘17%’ is based on the target
established at the Convention on Biological Diversity Conference of Parties in 2010.
This would mean that a country that meets this target of 17% would have an NRPI
indicator value of 100 whereas a country that protects 0% of its biomes would have an
NRPI value of 0 (Barnett, Lambert, & Fry, 2008; Knoll & Zloczysti, 2012; Shaker,
2015).
The Child Health Indicator is a composite indicator that takes three parameters into
consideration: Access to improved sanitation, Access to improved water and Child
mortality (Ages 1-4). The parameter ‘Access to improved sanitation’ is a measure of the
percentage of the population with access to facilities that hygienically separate human
excreta from human, animal, and insect contact by the adequate use of facilities such as
sewers or septic tanks. The parameter ‘Access to improved water’ is a measure of the
percentage of population that has access to at least 20 litres of water per person per day
from an ‘improved’ source within one kilometre of the user’s dwelling where the
‘improved’ source could be rainwater collection, protected springs, protected dug wells.
boreholes, public standpipes or household connections. The parameter ‘Child Mortality’
is a measure of the number of deaths per 1000 children aged between 1 to 4. This
indicator is considered to be a useful proxy for the underlying environmental conditions
because it is found that mortality among children between the ages 1-4 is strongly
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influenced by their environment. The CHI is an unweighted average of these three
parameters (Barnett et al., 2008; Knoll & Zloczysti, 2012; Shaker, 2015).
Discussion
Both NRPI and CHI data are readily available for the years 2006-2014 and hence they
could both be potentially used for this experiment. But, NRPI has some potential
downsides such as having a slab of ‘At least 17%’. This limits the expected level of
protection and would treat all countries that protect more than 17% of their biomes
equally by assigning them a value of 100 and this would seriously limit the room for
variation in the index and consequently handicap the ability to study the correlations
more closely because this would affect the pattern of the underlying data which would
in turn affect the ability to arrive at clear conclusions. Besides, a closer look at the actual
NRPI data revealed that the data is static across the years for many countries that did not
manage to achieve the 17% upper limit. Hence, it would be extremely difficult to make
any patterns out of it.
Child Health Indicator, on the other hand, is versatile and it not only has a parameter
(Child mortality) that mirrors the environmental conditions but also provides a
wholesome picture of the degree to which the population is deprived of its most basic
resources such as water. This is closely associated with the purpose of this research as
its main objective is to quantify the direct effects of animal agriculture on the
environment and how these affect the population. In other words, this indicator
represents the socio-economic development to some degree or rather, lack of socioeconomic development due to unavailability of resources. Hence, CHI would be a very
suitable candidate for this research.
2.1.3 Human Development Index (HDI)
Human development Index (HDI) was developed by the United Nations Development
Programme (UNDP) and published first in 1990 in its Human Development Report
(HDR). From then on, the HDI has been widely accepted as one of the key indicators of
human development and used in various researches (Morse, 2003). Three socio13

economic parameters: life expectancy at birth, education (mean and expected years of
schooling) and income (Gross national Income per capita) for the calculation of HDI.
The first step of this calculation is to calculate a sub-index for each of the above
mentioned dimensions. This sub-index (Idim) is calculated using the following formula.

Equation 2-1: Calculating sub-indexes
where ‘x’ is the observed value of a particular dimension in a country, ‘max’ is the
maximum observed value for that particular dimension ever since the index was
introduced and ‘min’ is the minimum observed value for that dimension (Bravo, 2014;
Sanusi, 2008). But, the Education index and the income index have slight variations to
this norm where Education index has two sub-indexes of its own: Mean years of
schooling index and Expected years of schooling index. Each of these are calculated
based on the above formula for Idim. These two indexes are then applied as per the
following formula to get the Education index.
Education index = ((Mean years of schooling index – Expected years of schooling
index)1/20) / (Max (Mean years of schooling index – Expected years of schooling
index)1/2) - 0)
Equation 2-2: Calculation of education index
The income index can be calculated by taking a natural logarithm of all components in
the Idim formula. Hence, the formula for this index would be as follows.
Income index = ln (x) – ln (100) / ln (max) – ln (100)
Equation 2-3: Calculation of Income index
where $100 was considered as the bare minimum GNI per capita as per the UN Human
Development Report in 2013 (Malik, 2013).
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Finally, HDI is calculated by taking a geometric mean of these three indexes as follows
(Malik, 2013).
HDI = (ILife * IEducation * IIncome)1/3
Equation 2-4: Calculation of HDI
Discussion
As mentioned earlier, HDI is one of the most widely accepted indicators of Human
development. However, there have been many criticisms regarding the methodology and
consequently proposals for a more accurate calculation methodology. For instance, one
such proposal was to take income inequality in the country into consideration and the
resultant HDI was called the ‘Inequality-adjusted HDI’. The idea was to measure HDI
for ‘quantiles’ of population grouped based on their income and the difference in HDI
between the highest and the lowest quartile would be a good measure of how much of
an evenly distributed development the country has (Grimm et al., 2008). Another
proposal focused on the problems faced by people in housing space, housing facilities,
housing adequacy and solid waste disposal and addressed the degree of deprivation that
people encountered in these areas by integrating these aspects with the normal HDI
(Sanusi, 2008).
Continuous yearly data for HDI is available for HDI for the years 2010 – 2014 for almost
all countries. The major drawback of HDI however with respect to this project is that
this index completely ignores the environmental aspect of sustainability. Hence, it is
essential to consider other indicators that take environment into consideration.
2.1.4 Human Sustainable Development Index (HSDI)
Human Sustainable Development Index (HSDI) is an indicator that adds the
environmental dimension to the existing Human Development Index formula (HDI). As
explained earlier, HDI combines three dimensions: Life expectancy, education and
income of a population to measure human development. HSDI adds to this by including
the ‘per capita CO2 emissions’ for its computation with the idea that more CO2
15

emissions translates to poorer environmental performance. The sub-index for emissions
Idim would be

Equation 2-5: Calculation of Iemissions
This sub-index is then used along with the other sub-indexes and their geometric mean
is computed to arrive at HSDI as follows.

Equation 2-6: Calculation of HSDI
The data for CO2 emissions are available for recent years and hence, HSDI data could
be manually calculated from the available HDI data.
Discussion
Although HSDI is better than HDI in measuring sustainable development, it has some
downsides to it. HSDI is evaluated for countries and hence, it is supposed to measure
the element of sustainability for the entire country and not on per capita basis. This factor
would mean a lot for countries with huge population such as China and India. This is
because, a country with a large population could have a lesser ‘per capita CO2 emissions’
just because it has a large number (population) in the denominator. In other words, two
countries with the same amount of natural resources would have different per capita CO2
emission values just because one of the countries has a larger population than the other.
But, this would not essentially mean that the country with the larger population’s current
growth is more sustainable than the country with smaller population. This is illustrated
by the following figures. Below is a map visualisation of the total CO2 emissions by
country in 2011. It is clearly evident that the three countries: United States of America,
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China and India (marked in yellow) have the highest CO2 emissions in the world. But,
this totally changes when per capita details are taken into consideration.

Figure 2-3: Total CO2 emissions by country in 2011 (“CO2 emissions (kt) | Data,”
n.d.)
Below is a similar visualisation for the same year with per capita details taken into
consideration.

Figure 2-4: Per capita CO2 emissions by country in 2011 (“CO2 emissions (kt) |
Data,” n.d.)
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As shown by the figure above, the per capita emissions of the countries India, China and
USA are moderate. But, clearly this is due to their large populations rather than lesser
emissions and hence, this would not translate to better sustainability.
Although total CO2 equivalent is a good measure of the environmental damage, it takes
only a part of the whole picture into consideration. This is because, CO2 is just one and
in fact the least powerful of the three main greenhouse gases (Scarborough et al., 2014).
Since these gases have different sources and in turn from different sectors, considering
only CO2 emissions would translate to not considering the damage to the environment
by some sectors. However, it could be used if total GHG emissions are strongly
correlated with the total CO2 emissions and they do not differ much across the countries.
Below is a map visualisation of the total CO2 emissions from countries in 2011.

Figure 2-5: Total CO2 emissions by country in 2011 (“CO2 emissions (kt) | Data,”
n.d.)
Notice that Brazil (marked in yellow) has a very moderate level of CO2 emissions. On
the other hand, below is a similar visualisation of the total GHG emissions across the
globe for the same year.
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Figure 2-6: Total GHG emissions by country in 2011 (“CO2 emissions (kt) | Data,”
n.d.)
Notice that, the shade for Brazil is significantly darker indicating higher level of total
GHG emissions.
But, even considering total GHG emissions for HSDI calculations instead of per capita
CO2 emissions might not be the ultimate answer to accurate sustainability measurement.
This is because, some countries have larger area and hence have larger amount of
resources under their belt in comparison to smaller countries. For instance, Russia is a
large country with vast reserves of forests and natural resources whereas a relatively
smaller country such as Brazil has much lesser resources in comparison to what Russia
has within its territory. Hence, Russia could be considered to have a system that is more
sustainable in comparison to Brazil even though they emit nearly the same amount of
greenhouse gases. Hence, normalising by area which would express the total GHG
emissions per sq. metre could be a better measure of sustainability. One could argue that
having a larger area might not necessarily translate to having larger amount of resources
as there could be higher degree of urbanisation or higher factions of wastelands. But, it
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would be better than the other options at hand and measuring the natural resources of a
country and weighing it accordingly is a daunting task and there is no such data available
at the present.

2.2 Impact of animal agriculture on sustainability factors
The human population has grown exponentially in the past few decades and it is
estimated that the human population would be around 9.1 billion by 2050 which is a
drastic 34% increase and this would mean that the amount of food production has to be
increased by 70% in comparison to the current levels just to meet the minimum
requirements. But, most of the natural resources available on the planet are already in
use (van Dooren, Marinussen, Blonk, Aiking, & Vellinga, 2014). Hence, it is absolutely
necessary to develop more efficient methods of food production in order to be able to
satisfy this huge demand. But, apart from investing in development of new methods of
efficient food production, the current food consumption patterns have to be investigated
for any elements of unsustainability. Rearing of animals for food is found to be one of
the most unsustainable ways of producing food. Besides from being completely
unsustainable in the long run, animal agriculture also has severe effects on the
environment, water and the forest systems. This section addresses the impact of animal
agriculture on the environment, land, forests and the water resources. It also lays down
the facts on how animal agriculture contributes to global warming, world hunger and
species extinction.
2.2.1 Animal agriculture and global warming
Man’s activities in the past few centuries especially in the 20th century has led to changes
in the composition of atmosphere. This has resulted in the increase of ‘greenhouse’ effect
by which part of sun’s radiation that is reflected back by the earth is deflected back into
the earth and this has increased in a visible increase in the surface temperature of the
earth. The best estimates for this increase is 0.7oC ± 0.2oC. The three main contributing
gases to this effect are Nitrous Oxide, Methane and Carbon dioxide (Berners-Lee,
Hoolohan, Cammack, & Hewitt, 2012). The general unit of measurement of greenhouse
effect is carbon dioxide equivalent (CO2e) (Scarborough et al., 2014). Both Methane and
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Nitrous oxide are many times potent as greenhouse gases in comparison to carbon
dioxide. Methane is 25 times more potent as a GHG in comparison to Carbon dioxide
whereas Nitrous Oxide is 298 times more potent as Carbon dioxide (Scarborough et al.,
2014).
Agriculture is one of the major contributors to greenhouse gas emissions around the
world. Greenhouse gases are produced by the food chain at all stages of its life cycle.
The dominant greenhouse gases (GHGs) that are produced at the farming stage are
Nitrous oxide (N2O) and Methane (CH4). Nitrous oxide is produced from the soil and
livestock processes such as application of nitrogen fertilizers, manure and urine whereas
Methane is produced from ruminant digestion, rice cultivation and anaerobic soils. Apart
from these, there are CO2 emissions that arise from fossil fuel combustion used to power
the farming machinery, manufacture of synthetic fertilizers and burning of bio-mas
(Garnett, 2011). The greenhouse gas emissions resulting from rearing of animals is
considered to be much higher than those resulting from just plant cultivation and
harvesting. This is due to the simple fact that the rearing of animals itself requires a huge
amount of crops as fodder and some animals consume tons of grains to yield a few
kilograms of meat. Adding to this would be the emissions that result from directly as a
result of rearing animals. But, key facts about this difference need to be stated and
established in order to realize its full impact.
Key wholesome facts


The Intergovernmental Panel on Climate Change (IPCC) estimated that 10-12%
of global GHG emissions could be directly attributed to agriculture. This figure
excludes the emissions from fertilizer production, fuel use and agriculturally
induced land use change. When these factors are also taken into account, the
figures rise up to a staggering 30% (Garnett, 2011).



The livestock industry alone is directly responsible for 18% of the global GHG
emissions. This is even higher than the transport sector (Joyce et al., 2012)
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To further drill down into the above figure, the livestock industry is directly
responsible for 65% of anthropogenic nitrous oxide, 37% of methane, 64% of
ammonia and 9% of carbon dioxide (Joyce et al., 2012).

Studies comparing plant based and meat based diets
There are many studies that have been done to specifically estimate the impact of a meat
based diet and consequently animal agriculture on the environment and the difference
that could be made by switching to other forms of diet. Some of these studies are covered
in this section to provide a holistic picture backed by facts on this subject.
A study was undertaken in the UK to estimate the difference an average person could
make by considering more environment-friendly dietary options. For this purpose, a list
of common food items was created and the typical greenhouse gas emissions for each of
these products from the point of production to the point of sale were estimated. The
figures below summarize the estimates obtained (Berners-Lee et al., 2012)

Figure 2-7: GHG emissions per kilogram of product (Berners-Lee et al., 2012)
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Figure 2-8: GHG emissions per kilogram of product (Berners-Lee et al., 2012)

Figure 2-9: GHG emissions per kilogram of the product (Berners-Lee et al., 2012)
A shown in the figures, meat and meat affiliated products seem to have the maximum
amount of greenhouse gas emissions per kilogram.
Six scenarios were considered and each of these scenarios represented a shift from the
average meat-based diet in the UK to a diet that has a lesser effect on the environment
in terms of GHG emissions. The condition for replacement was that the number of
calories was kept constant at 3548KcalPerson-1day-1. It was established that the per
capita GHG emissions from an average UK diet was 7.4 KgCO2eday-1 (Berners-Lee et
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al., 2012). The table below lists down the six scenarios that were considered and the
potential reduction in the amount of GHG emissions by switching to that specific diet.
S.No.

1
2
3

4

5
6

Scenario
GHG
emissions
from the diet
(KgCO2eday1)
Replacing all meat products with dairy 5.8
products
Self-reported data for US vegetarian 6.1
diet
Replacing meat with plant-based 5.5
options (dairy consumption remains
unchanged)
Replacing all meat and dairy with plant- 5.1
based options, sweet drinks, alcohol,
confectionery etc.
Self-reported data for US vegan diet
5.7
Replacing all meat and dairy products 5.6
with plant-based options only

% reduction of
GHGs from the
Avg. UK diet
(7.4
KgCO2eday-1)
22%
18%
25%

31%

23%
25%

Table 2-1: Reduction in GHG emissions for various diets
To summarize the results, around 22% of the GHG emissions that result from food
consumption by a person could be cut down by switching to a vegetarian diet (the
average of all three vegetarian scenarios) and around 26% could be cut down by
switching to a vegan diet (average of all 3 vegan scenarios). An important factor to be
mentioned is that this study did not consider the GHG emissions as a result of land use
change and hence, the actual number could be much higher than the ones from the above
results (Berners-Lee et al., 2012).
Another study that was also conducted in the UK attempted to study the overall
difference in dietary GHG emissions between different groups. This study must have
included the factor of land use change as nothing related to negating this particular factor
was explicitly mentioned like in the last one. 29589 meat eaters, 8123 fish eaters, 15751
vegetarians and 2041 vegans were considered for the study. Just like in the last study,
the GHG emissions for each of the common food products were used for this experiment.
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A constant calorific value of 2000 kcal was considered for easier analysis (Scarborough
et al., 2014). An ANOVA test was performed and it was determined with 95%
confidence that the GHG emissions was about 7.19 kgCO2eday-1 for high meat eaters,
5.63 kgCO2eday-1 for medium meat eaters, 4.67 for low meat eaters, 3.91 for fish eaters,
3.81 for vegetarians and 2.83 for vegans. This proves that a diet that is entirely based on
plants would emit half the GHG as that of a meat-based diet. This translates to a saving
of 50% which is significantly higher in comparison to the previous study that was
considered. This could be due to the fact that the previous study did not take the GHG
emissions due to land use change into account (Scarborough et al., 2014).
Another interesting study was conducted specifically to assess the production life cycles
of various food items and thereby the difference between the most efficient and the least
efficient proteins in terms of GHG emissions. This study is extremely useful and
significant because most meat eaters consume meat for its protein content. Like other
studies, this study also pointed out that animal protein is more responsible for GHG
emissions during their production process than plant protein. Below is a table that lists
the amount of GHG emissions in CO2 equivalents while producing one kilogram of
protein from the most common food sources (Nijdam, Rood, & Westhoek, 2012).

Table 2-2: GHG emissions per kilogram of protein (Nijdam et al., 2012)
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As shown in the figure, the best way of producing protein is around 150 times better
than the worst way of producing protein (4 for pulses and 640 for beef). The huge
fluctuation in GHG emissions in the production of beef protein is due to the wide range
of farming practices available. For eg. Extensive farming, Intensive farming etc. The
huge variation in GHG emissions from seafood protein can be attributed to the fuel that
is required to catch fishes. For example, around 8 litres of diesel is required for every kg
of lobster. To make matters worse, only 300g of this 1 kg is edible meat.
Another research was done to get a list of action items to reduce dietary GHG emissions.
This study considered many options such as reducing the GHG emissions during
transportation of food products, not wasting food etc. But, the top priority was the
recommendation to switch from a meat and dairy based diet to a plant based diet. Below
is a list action items with their priorities when it comes to reduction in GHG emissions
(Garnett, 2011).

Table 2-3: List of action items to reduce dietary GHG emissions (Garnett, 2011)
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Table 2-4: list of action items to reduce dietary GHG emissions (Garnett, 2011)
It is clearly evident from the studies covered above that meat production and in turn
animal agriculture causes more GHG emissions than a plant based diet. Hence, a society,
state or a country that produces meat products would have significantly higher amount
of air pollution and would contribute to global warming much more than a society that
produces a lesser amount of meat based products.
2.2.2 Animal agriculture and land use
The availability of usable land in a country is extremely important because it could be
used for agriculture, human settlements, development of industrial complexes,
reforestation or development of tourism centres etc. Any agriculture would demand a
certain amount of land for its production processes unless it is done on sophisticated
ships like in Japan. Animal products require more land for their production because
raising animals demands vast amounts of lands for the production of grains and forage
that would be consumed by these animals in their lifetime. This is in addition to the land
required to rear the animals themselves. Hence, a plant-based diet, in general, would
demand lesser use of land in comparison to meat-based diets.
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Key Wholesome facts


According to United Nations (UN), livestock production accounts for around
30% of land use globally (Joyce et al., 2012).



Production of livestock accounts for 70% of all agricultural land (Joyce et al.,
2012).



Meat protein takes around 6-17 times the amount of land to produce than an
equivalent amount of soy protein (Joyce et al., 2012).

Studies comparing plant based and meat based diets
Many studies have been done to estimate the difference that a person can make in terms
of freeing lands by switching to a plant-based diet. Some of these are covered in this
subsection to factually establish the impact of animal agriculture and how much of an
impact a person’s diet and consequently, a switch in diet would make.
Studies that were previously done on this subject indicate that the amount of land that
could be freed is directly proportionate to the amount of ruminant meat that could be
replaced with other foods. According to some results, replacing all meat based foods by
plant-based options could enable freeing of up to 60% of the total agricultural land
(Hallström, Carlsson-Kanyama, & Börjesson, 2015).
A more specific study done to inspect the land use for a spectrum of food items. This
study also estimated the specific percentage of grasslands among these lands that are
needed for the production of unit quantities of these food products. Below is a table that
lists down the most common food products and the area in sq. metres required to produce
one kilogram of each of them.
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Table 2-5: Area required per kilogram of products (Nijdam et al., 2012)
As with the case of GHG emissions, an analysis of the land required to produce one
kilogram of protein from various meat based sources in comparison to that required for
to produce the same from plant-based sources was also performed (Nijdam et al., 2012).
This is because, most people consume meat for its protein content. The table below are
the results of the same.

Table 2-6: Area required per kilogram of products (Nijdam et al., 2012)
As shown in the table above, there is an enormous difference between the land required
to produce one gram of animal protein and one gram of plant protein.
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2.2.3 Animal agriculture and fresh water usage
Around 64% of the world population is projected to live in water-stressed areas by 2025
(Joyce et al., 2012). The increasing usage of natural resources has led to significant
levels of drying up of fresh water reserves, groundwater depletion, land degradation and
soil loss (Bosire et al., 2015). Hence, it becomes extremely important for nations
worldwide to adopt smart policies to conserve their water resources as much as possible.
The livestock sector is one of the primary consumers of fresh water around the world.
This is because, rearing livestock not only demands the water directly needed by the
livestock but also the water needed by the forage and grains that are to be fed to them.
For instance, it takes around 13 kg of grain and 30kg of hay to produce 1 kg of beef
(Pimentel & Pimentel, 2003). Besides requiring huge quantities of water for its
production, animal agriculture is also responsible for huge amounts of pollution in the
areas nearby. This is because of the constant disposal of massive amounts of animal
waste in the nearby lands and water bodies. This also leads to freshwater eutrophication
in some cases. Apart from these direct impacts, raising livestock also has a negative
impact on replenishment of fresh water by compacting soil and thereby reducing the
level of infiltration. This contributes to deforestation and consequently increased
runoffs. This phenomenon lowers the water tables and reduce dry season flows (Joyce
et al., 2012).
Key wholesome facts
1. Meat production requires around 4.4 times more water than the same quantity of
plant-based food. But, this is only if it is produced by means of intensive
irrigation. If only water from rainfall is taken into consideration, then the figure
rises to 26 times.
2. Animal protein requires up to 15-100 times more water to produce in comparison
to the same amount of plant protein. For instance, it takes 5000 gallons to
produce one pound of beef whereas it takes only 25 gallons to produce a pound
of wheat (Pimentel & Pimentel, 2003; Wu, 2014)
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3. The livestock sector is a major contributor to freshwater scarcity across the globe
by consuming over 8% of the total water use by humans (Joyce et al., 2012).
Studies on the impact of animal agriculture on water resources
The concept of virtual water was introduced to address the amount of water that is
indirectly traded between nations while they trade their commodities. Virtual water is a
comprehensive representation of the volume of water required to produce a product or a
service in addition to the water that is directly present in the product. It is usually
expressed in terms of m3/t (volume of water per year where 1 m3 = 1000 litres).
Agriculture is a major consumer of virtual water around the globe. Production of food
around the globe in 1997-2001 alone took around 6390 Gm3 of water. Within the
agriculture sector, it was found that the virtual water content of livestock products was
way higher than those for crops. For example, the virtual water for maize, wheat and soy
were 900, 1300 and 3000 m3/t whereas the same for meat, pork and beef were 3900,
4900 and 15500 m3/t (Lovarelli, Bacenetti, & Fiala, 2016).
2.2.4 Animal agriculture on forests and biodiversity
Animal agriculture requires massive amounts of land for the production of the crops that
are required to feed the livestock which in turn requires massive deforestation. For
instance, the Amazon rain forests have experienced massive deforestation and
conversion for cattle ranching. Brazil has seen a huge increase in its soybean exports
and soybean is used as a high protein animal feed across the globe. This resulted in the
clearing of around 18.9 million hectares of forests in Brazil from 2000-2006 alone. At
the same time, the number of livestock units had a sharp increase from 47 million to 72
million units (Barona, Ramankutty, Hyman, & Coomes, 2010). Apparently, this
phenomenon is not only observed in Brazil but the whole of Latin America where 70%
of previously forested land is now used for livestock pastures (Joyce et al., 2012). The
situation remains the same in the US where around 26 million acres of forests are cleared
each year for production of meat. In fact, expansion of agricultural lands is directly
responsible for around 80% of deforestation around the globe (Hallström et al., 2015).
It is estimated that it takes 55sq. feet of tropical rain forest to produce every quarter
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pound of meat. 85% of topsoil is lost in the process (Wu, 2014). This also releases a
large amount of CO2 in the trees and vegetation into the air (Röös, Sundberg, Tidåker,
Strid, & Hansson, 2013). Apart from this, by destroying forests, animal agriculture also
has a massive impact on the bio-diversity of the planet. It is estimated that around 1000
species go extinct each year because of this (Wu, 2014). The current rate of biodiversity
is around 50-500 times greater than at any point in history (Joyce et al., 2012).
2.2.5 Meat consumption on human health and world hunger
Many people in the world consume meat based products for health benefits, especially
protein and omega-3-fatty acids (in fish). But, it is also true that there are plant-based
foods like soy, broccoli and flax seeds that are rich in these nutrients (Wu, 2014). Hence,
it is important to investigate on the health aspects of meat based and plant based diets
before getting to any conclusions.
A switch from a standard American diet to a vegetarian diet would add 15 years to one’s
life expectancy. It was found that Japanese women who followed a vegetarian diet were
8 times less likely to develop breast cancer in comparison to those who consumed nonvegetarian diet. A Harvard study took tens of thousands of men and women for study
and observed that consuming meat increased the risk of colon cancer by 300%. It also
seemed to increase the risk of prostate enlargement by three times and when this is
combined with milk consumption, the risk seemed to double (Wu, 2014). Another study
established that consumers who took vegetarian diets for more than 5 years had 24%
lower risk of dying of Ischemic Heart Disease (IHD) in comparison to their nonvegetarian counterparts. The death rate ratio was much lower in people of lower ages.
Similar results were obtained for Cardiovascular disease (CVD).
It was found that a mere switch to a vegetarian diet resulted in loss of up to 24 pounds
in the first year (Wu, 2014). Numerous studies have indicated that vegetarians are more
likely to have a lower BMI and consequently be less obese in comparison to their nonvegetarian counterparts. A study done at Oxford considered 5000 men and women
established that the lower BMI is partly due to the lower amount or absence of animal
fat in a vegetarian diet. Another study took 3000 men and women into consideration and
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established that vegetarians tended to have lower mean plasma cholesterol
concentrations in comparison to non-vegetarians. To be specific, the figure was 4.29 in
vegans, 4.88 in vegetarians, 5.01 in fish eaters and 5.31 in meat eaters after adjusting for
sex and age (Key, Davey, & Appleby, 1999).
Although the above examples clearly point out that vegetarians tend to avoid certain
killer diseases, they do not point out whether the presence of animal products increase
the chances of these diseases or the additional intake of certain plant-based products
decrease the chances of getting these diseases. A joint WHO (World Health
Organisation) – FAO (Food and Agriculture organisations) expert consultation
established the relationships between different food elements and these diseases (Tukker
et al., 2011). The following chart summarizes the relationships between different
elements of our diet and some of the most common diseases.

Table 2-7:Common food products and associated diseases (Tukker et al., 2011)
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Besides having an impact on the life expectancy by increasing the risk of these fatal
ailments, animal agriculture / meat consumption contributes massively to world hunger.
This is because, most of the crops that are produced are fed to the animals for meat
production. As established earlier, production of crops directly translates to consumption
of land and water resources on a massive scale and hence this essentially means that, a
bulk of the natural resources available is utilized for production of meat where they could
be used to feed the hungry around the world. It is estimated that over 925 million people
around the globe go hungry and if all the grains that are fed to the animals were fed
consumed directly by people, around 800 million people could be fed. This means that
around 90% of world hunger could be eradicated by a simple switch in the diet by the
rest of the population (Wu, 2014).

2.3 Summary and Implications
Below are a few key takeaways from the literature.
1. Animal agriculture is a major contributor to global warming and is directly
responsible for over 18% of the total greenhouse gases released into the
atmosphere (even more than the transport sector)
2. Animal agriculture uses up vast amounts of land that could be otherwise used for
other purposes
3. Animal agriculture consumes substantial amounts of fresh water and thus is a
major contributor to water shortages. It is directly responsible for over 8% of the
total fresh water usage. It also contributes to pollution and eutrophication of
water resources
4. Animal agriculture is a massive contributor to deforestation as it requires vast
amounts of forest lands to be cleared to facilitate crops for grazing and fodder.
This consequently leads to unprecedented levels of species extinction.
5. Consuming meat is found to be associated with many common diseases such as
diabetes and obesity. It also seems to increase the risk of fatal conditions such as
cancer and cardiovascular disease. Thus, it has a significant impact on the life
expectancy of a society.
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6. Around 90% of world hunger could be eradicated if all the grains that were fed
to the animals were directly consumed by humans.
The literature covered and the previous works referred for this experiment mainly
focussed on two areas: Impact of animal agriculture and Development Indicators. The
first two sections focussed on these. They primarily explained the rationale behind the
research and derivation of hypotheses (in Chapter 3) The figure below is a bird’s eye
view of the inferences from these sections. It lists down the areas impacted by animal
agriculture and how each of these areas corresponds to each of the sub-indexes in the
indicators under consideration (HSDI and CHI).

Figure 2-10: Literature review summary
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2.4 Gaps, Motivation and limitation
2.4.1 Gaps
Although many researches have been conducted to study the impact on animal
agriculture on the sustainability of a country, there are not many studies that have
attempted to model this impact by using widely accepted human development indicators
such as HDI and HSDI. Also, the immediate and visible effects on the population such
as child mortality due to this impact have not been addressed by the earlier studies.
Hence, addressing these and coming up with a model that explains these well-established
indicators and their derivatives would add a new dimension to this area of study and help
similar works in future.
2.4.2 Research question
This experiment intends to answer the following research question.
Does animal agriculture have a statistically significant relationship with the Human
Sustainable Development Index (HSDI) and Child Health Indicator (CHI)?
2.4.3 Motivation
Modelling the impact of animal agriculture in terms of sustainability and child health
would help policy makers in a society to shape their policies such that they do not end
up losing on key areas of sustainability and human development while focusing on
economic development. A mathematical model that explains sustainability in terms of
animal agriculture would be handy for the policy makers while taking extremely tough
decisions on economic policies. In other words, finding whether it has a statistically
significant relationship with HSDI and modelling it would help the policy makers make
effective policies. Also, as emphasized in previous sections, animal agriculture is
specifically found have a profound impact on the environmental aspect of sustainability
and Child mortality in ages between 1 to 4 is found to be mostly dependent on
environmental factors. Hence, studying the relationship between these two factors and
establishing a mathematical model that explains this relationship could help the policy
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makers in a country make informed decisions to fight Child mortality. In other words, if
a mathematical model successfully explains child mortality in terms of the degree of
animal agriculture, immediate action could be taken to reduce it as much as possible
Apart from this, a quantitative awareness of the impact of a common industry such as
animal agriculture on extremely significant issues such as child mortality and sustainable
development could help the general public make informed decisions in their dietary and
business choices. For instance, a meat consumer who is concerned about his future
generations could make more sustainable dietary choices. Similarly, a meat producer
could choose to sell plant-based mock meats instead. This would help people across the
globe at present and make a guided attempt towards saving their habitat for generations
to come.
2.4.4 Limitations
As discussed earlier, the theory behind the impact of animal agriculture is well
established. But, HSDI comprises of four indexes out of which animal agriculture has
an impact on only three: Life expectancy, income and GHG emissions whereas there is
no theoretical basis to consider the possibility of animal agriculture having an effect on
education. This brings down animal agriculture’s maximum explainability in relation to
HSDI to 75%. This is because, all individual components of HSDI contribute to it
equally. This explainability would be further crippled by various factors which affect
life expectancy, income and GHG emissions. For instance, life expectancy could be low
in a country due to a number of reasons such as higher crime rate, wars, poor economic
policy decisions etc. In other words, there is theoretical evidence of meat consumption
contributing to certain common diseases. But, these diseases themselves could be caused
by other factors and the % contribution of these diseases to life expectancy could vary
from country to country. For instance, in a war-torn country, military conflicts would
have a higher influence on life expectancy in comparison to meat consumption. But, for
a country that enjoys relative peace, this opposite would hold true. Similarly, animal
agriculture would contribute only a certain % to a country’s income (GDP) and the
income of a country is dependent on various factors ranging from local economic factors
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to geopolitical factors. For instance, Russia experienced a steep decrease in economic
growth from 2014 onwards due to the downfall of oil prices in global markets. The same
would hold good for GHG emissions in a country. There are many sectors that contribute
to GHG emission and animal agriculture is only one of them. For instance, China could
have had very high levels of GHG emissions in the past decade due to massive increases
in production facilities and India could have had a sharp increase in GHG emissions due
to an increase in both animal agriculture and production facilities. In this scenario, if
China had also had a slight increase in meat and fodder exports, it would be difficult to
determine animal agriculture’s individual effect of GHG emissions based on animal
agriculture data alone.
The same limitations are applicable for CHI as there is no theoretical basis to consider
the influence of animal agriculture on sanitation access of a country and it is one of the
three parameters that are used to compute CHI. Also, water access and GHG emissions
in a country could be affected by various factors and the proportion of individual
contribution from each of these factors would vary from country to country.
The above-explained limitations are not considered for this research as it would require
massive amounts of data collection and processing. It would also require a huge amount
of time to complete.
Apart from these, although HSDI is a recognized index, the modifications to HSDI
suggested in this paper in order to measure sustainability more accurately are not
recognized. Also, it may be subject to further suggestions or addition of more parameters
in future. In the event of such additions, the findings from this research could become
invalid. But, it would still be a stepping stone and help the future researchers’ decisionmaking process easier regardless of the result.
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3

DESIGN

This chapter intends to cover the step-by-step list of activities that would be followed in
the experiment in order to answer the research question. It would not take any decisions
on the methods based on the investigation of data. Instead, it would act upon the existing
knowledge and provide a list of possible scenarios and the actions to be taken when
those scenarios manifest. It would also state the tools that were used for this experiment
and the reasons behind choosing these tools for the corresponding actions.

3.1 Problem understanding and hypotheses definition
In order to develop meaningful hypotheses, it is essential to identify the different
elements of animal agriculture. As far as this research is concerned, it tries to address
the problems caused by meat production. But, meat could be produced for both
production and export purposes and it is essential to consider them separately. This is
because, as established earlier, consumption of meat is associated with fatal diseases
such as cancer and cardiovascular disease and hence has an impact on life expectancy
of a person. Apart from these, it is essential to consider meat import also into picture.
This is because, meat import is a trade in terms of economy and virtual water and hence,
even though meat consumption is associated with health risks, a nation that imports meat
could still be considered to be making smart decisions in terms of economic policies. In
addition to these three components, animal agriculture also has two other hidden
components: Fodder export and import. This is because, a nation that exports fodder to
other nations for cheap rates could also be considered to trade virtual water. For instance,
rainforests in Brazil have been cleared for producing soy that is in turn exported to other
countries (Barona et al., 2010). This could be economically beneficial for Brazil at
present but would negatively impact it in terms of sustainable development. On the other
hand, just like in case of meat imports, nations who import fodder could be considered
to be making smart trade policies that would lead to better sustainability. Hence, the five
factors considered to represent animal agriculture are Meat export, Meat import, Meat
consumption, fodder export and fodder import.
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In order to arrive at the hypothesis statements, it is essential to consider the relationships
between the individual elements of animal agriculture and the individual elements of the
indicators under consideration (HSDI and CHI). The following matrix illustrates the
relationships between the individual elements of animal agriculture and the individual
sub-indexes involved in the computation of HSDI.
Sub-indexes of HSDI
Income Education
Meat export
Meat import
Elements
of animal Meat
N/A
agriculture consumption
Fodder
export
Fodder
import

N/A

Life
expectancy
N/A

N/A

N/A

Environment

N/A
N/A

N/A

N/A

N/A

Table 3-1: Effect matrix for HSDI
Where
Indicates a that an increase in a specific element of animal agriculture has a positive
effect on a particular sub-index of HSDI
indicates that an increase in a specific element of animal agriculture has a negative
effect on a particular sub-index of HSDI
N/A symbolizes that there is no theoretical background to suggest that a specific element
would have any effect on the particular sub-index.
The following are the justifications for the directional effects indicated in the ‘Effect
matrix’.


All exports and imports are assumed to have a positive effect on the ‘Income’
factor because they all represent a form of trade and hence would contribute to
the GNI (Gross National Income).
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Meat import and fodder import could be considered to be neutral towards the
environment. But, when all other factors, especially meat consumption (or fodder
demands) is assumed to be constant, importing higher amounts of meat would
translate to having to produce less amount of meat which in turn would have a
positive effect on the environment (The key here would be higher meat imports
when meat consumption remains constant). This is the same reason why meat
consumption is assumed to have a negative effect on the environment sub-index.
If meat import and export values are constant, then it would mean that the
additional demand would translate to additional production of meat in the
country.

Before deriving the hypothesis statements, below are the rules that were considered for
deriving them from the matrix above.


The directional relationship between the individual elements of animal
agriculture and HSDI would be hypothesized based on the majority rule (For
instance, an element of animal agriculture that has a positive effect on two of the
HSDI sub-indexes and negative effect on one of them by theory would be
hypothesized to have a positive relationship with HSDI). This is because, each
of the sub-indexes of HSDI has an equal computational weight (Bravo, 2014).



In case of a tie, more emphasis would be provided to the environmental aspect
of HSDI to arrive at a directional hypothesis statement. This is because, this
experiment tends to focus more on the environmental side effects of animal
agriculture and the sustainability issues that arise because of them.

Thereby, the directional hypothesis statements that were derived based on the ‘Effect’
matrix and the rules defined above are listed below.
1. The increase in meat export has a negative effect on HSDI
2. The increase in meat import has a positive impact on HSDI
3. The increase in meat consumption has a negative effect on HSDI
4. The increase in fodder export has a negative effect on HSDI
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5. The increase in fodder import has a positive effect on HSDI
A similar approach was followed to hypothesize the relationships between the elements
that represent animal agriculture and the sub-indexes involved in the computation of
Child Health Indicator (CHI) and the ‘Effect’ matrix is as follows.
Sub-indexes of CHI
Sanitation access
Meat export

Water
access

Child mortality
(1-4 years)

N/A

Meat import
Elements
of animal Meat
agriculture consumption
Fodder export

N/A
N/A
N/A

Fodder import N/A
Table 3.2 Effect matrix for CHI
Where
Indicates a that an increase in a specific element of animal agriculture has a positive
effect on a particular sub-index of CHI
indicates that an increase in a specific element of animal agriculture has a negative
effect on a particular sub-index of CHI
N/A symbolizes that there is no theoretical background to suggest that a specific element
would have any effect on the particular sub-index
Similar to HSDI matrix, the theoretical background for most of the effects described
here has been covered in the previous sections. But, below are the justifications for the
directional effects indicated in the ‘effect matrix’ above.


Meat and fodder imports are considered to have a positive effect on CHI
assuming that the meat consumption (or fodder demand) is constant. This would,
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in turn, reduce the demand for meat (or fodder production) locally and
consequently have a positive effect on the environment.


Similarly, an increase in meat consumption when meat import is constant would
translate to more demand for local production of meat which would consequently
have a negative effect on the environment.

Thereby, the directional hypothesis statements that were derived based on the ‘Effect
matrix’ and the interpretation rules defined earlier are listed below.
1. The increase in meat export has a negative effect on CHI
2. The increase in meat import has a positive impact on CHI
3. The increase in meat consumption has a negative effect on CHI
4. The increase in fodder export has a negative effect on CHI
5. The increase in fodder import has a positive effect on CHI
Although, the hypotheses look straight forward, there are some practical problems here.
1. A nation with an extremely high population such as China or India may have an
HSDI of 0.7 and may export and import several thousands of tonnes of meat
whereas a smaller country may have significantly lesser exports and imports and
end up having the same HSDI. Unfortunately, the statistical tool with the help of
which the analysis is performed would not be able to understand this difference
and it would end up stating that the exports and imports of a country have no
significance on HSDI at all. Weighting by population would not work as it would
imply that countries that are densely populated have a greater ‘say’ in the
outcome variable than the rest.
2. Similar to problem 1, meat consumption cannot be represented in per capita
measurements. This is because, it would misrepresent the densely populated
countries. For example, India having a per-capita meat consumption of under 7
kg/person/year doesn’t mean that there is less animal agriculture there as there
are 1.2 billion people in the country as of 2011. But, the variable can’t be
represented aptly by ‘Total meat consumption either. This is because, a small
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country like New Zealand is bound to have lesser meat consumption than a large
one like Russia owing to its small population. This would totally misrepresent
the larger nation as it has a greater amount of resources under its belt to produce
and this would mean less exploitation of resources per unit area in comparison
to the smaller nation.
Below are the possible solutions to tackle these problems.
1. To counter this problem 1, one can get the ratio of total imports to exports (import /
export) as this would neutralize the bias due to population, area and other features
and provide an overall insight of where the nation’s collective efforts are directed
towards (net import or export of meat/ fodder). In short, this would personify the
nation and project whether this person is saving his resources or spending them. This
could then be normalised by area to obtain the net direction per unit area of the
nation.
2. To counter problem 2, one can get the ratio of total meat consumption to the area of
the nation under consideration. This would represent the animal agriculture in a
nation better than the other variables as it would represent the degree to which the
natural resources are consumed in the nation (as animal agriculture directly translates
to greater consumption of resources) if there were no imports for local consumption.
This is more like assessing IQ level of kids by age and hence if the consumption is
higher for densely populated nations due to higher population, it automatically
translates to greater than average consumption of natural resources and it is handled
by this measure.
Hence, applying these solutions to the defined hypotheses, the final list of the alternate
and null hypothesis is as follows (Alternate hypothesis is easier to define in case of
inequalities and null hypotheses can just be defined as the compliment of alternate
hypotheses).
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Alternate hypotheses
1. The increase in the ratio of meat export to meat import per unit area has a
negative effect on HSDI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has a
negative effect on HSDI of a nation
3. The increase in meat consumption per unit area has a negative effect on HSDI of
a nation
4. The increase in the ratio of meat export to meat import per unit area has a
negative effect on CHI of a nation
5. The increase in the ratio of fodder export to fodder import per unit area has a
negative effect on CHI of a nation
6. The increase in meat consumption per unit area has a negative effect on CHI of
a nation
Null hypotheses
1. The increase in the ratio of meat export to meat import per unit area has zero or
positive effect on HSDI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has zero
or positive effect on HSDI of a nation
3. The increase in meat consumption per unit area has zero or positive effect on
HSDI of a nation
4. The increase in the ratio of meat export to meat import per unit area has zero or
positive effect on CHI of a nation
5. The increase in the ratio of fodder export to fodder import per unit area has zero
or positive effect on CHI of a nation
6. The increase in meat consumption per unit area has zero or positive effect on
CHI of a nation
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3.2 Data Understanding
This experiment is based on data from various sources and it is extremely important to
understand the nature and granularity of data from each of these sources. This process
would help in identifying the most effective data preparation strategy.
3.2.1 Understanding data requirements
In order to collect the right data, it is essential to clearly identify the variables to be
collected. This could be identified by looking into the formulae for each of the target
and source variables to be used in the experiment. The table below lists down the
dependent and independent variables involved in the experiment and the individual
elements used to calculate them. (Note: These individual elements are highlighted in
bold)
S.No.
1

2
1
2
3

Variables

Formulae for calculation
Dependent variables
HSDI
((HDI^3) *Iemissions) ^0.25 where Iemissions = (Max
(GHG emissions) – GHG emissions) / Max (GHG
emissions))
CHI
N/A
Independent variables
Meat export_import Meat export / (Meat import * area)
ratio per unit area
Fodder export_import Fodder export / (Fodder import * area)
ratio per unit area
Meat consumption per (Meat consumption per capita * population) /
unit area
area
Table 3.3: Variables and formulae

3.2.2 Data Collection
The following table intends to provide an overview of each of the raw data variables
identified in the table above, their source and their unit of measurement. It also provides
the details of the time period for which the data is readily available.
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S.N
o.

Data
variable

Source

Role in the
experiment

Data available
for period

1

HDI

No units (Integer UN
Development 2010 – 2014
from 0-1)
Programme
web
interface

2

GHG
emissions

Megatons of CO2 World Institute-CAIT 1990 – 2012
equivalent
Climate data explorer

3

CHI

No units (Integer SEDAC web interface
from 0-100)

4

Kg / person / year
Meat
consumpti
on
per
capita

5

Meat
exports

$ value

UN Comtrade
interface

web 1990-2013

6

Meat
import

$ value

UN Comtrade
interface

web 1990-2013

7

Fodder
import

$ value

UN Comtrade
interface

web 1990-2013

8

Fodder
export

$ value

UN Comtrade
interface

web 1990-2013

8

Population No units (number of World
bank
people)
interface

web 1960-2013

10

Area

web 1960-2015

Sq. Km

OCED web interface

World
bank
interface

2006-2014
1990 – 2011

Table 3.4: Raw data variables
Data for all these individual variables would be collected separately. These websites and
data sources mentioned above are open source and hence, there would not be any need
for special subscriptions. It should also be noted that the availability of data is limited
from 2010 (by HDI) to 2011 (Meat consumption) for Equation 1 and from 2006 (CHI)
to 2011 (Meat consumption) for Equation 2. These raw data sets are available for most
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of the countries listed in the UN charter. Countries whose data is unavailable would be
excluded from the experiment.
3.2.3 Data exploration
Below is a brief explanation of each of these variables.
1. HDI – This is the Human Development Index data and it is an integer value that
occurs between the values 0 to 1. A higher value denotes better human
development in that country. has been collected by the UN since 1980. But,
continuous yearly data for HDI is available only from the year 2010 onwards.
Prior to 2010, HDI data was collected on a 10-year interval. It is available for all
countries until the year 2014.
2. GHG emissions – This indicates the amount of total GHG emissions by a country
in a given year. It is measured in Megatons of CO2 equivalent. This includes all
major GHGs that contribute to climate change and the impacts of all these gases
are translated to the amount of CO2 equivalents by taking their potency as a GHG
with respect to CO2 into account. The ‘GHG emissions including land change
use / forestry’ would be considered for this experiment as land change is an
important factor related to agriculture.
3. CHI – This indicator as explained in Chapter 2 is an average of three subindicators and it ranges from 0-100. A higher number would indicate a higher
degree of access to sanitation, water and better child health.
4. Meat consumption per capita - This variable represents the amount of meat
consumed by one single person from a country in a given year. It is measured in
Kg/ person/. The total meat consumption for the country in a given year could
be calculated by multiplying this value by the population value.
5. Meat exports - This value represents the total trade value for the export of meat
and meat offal products from a country in a given year and it is expressed in
terms of dollar value. The commodity code for this product in UN Comtrade
interface is ‘02’ (including all sub-divisions).
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6. Meat import - This value represents the total trade value for the import of meat
and meat offal products by a country in a given year and it is expressed in terms
of dollars. The commodity code for this product in UN Comtrade interface is
also ‘02’ (including all sub-divisions) and this has to be downloaded by selecting
the right trade flow (Import).
7. Fodder export - This value represents the total trade value for the export of
fodder from a country in a given year and it is expressed in terms of dollars. The
crops soy, maize and Oats were considered for this experiment. This is because,
these three crops are the major crops that are used as fodder across the world
(Barona et al., 2010). The commodity codes for these products in UN Comtrade
interface are ‘1004’ (Oats), ‘1005’ (Maize) and ‘1201’ (Soya beans) and they
would be downloaded by selecting the right trade flow (Export).
8. Fodder Import – This value represents the trade value for the import of fodder
from a country in a given year and it is also expressed in terms of dollars. Similar
to fodder exports, the crops Oats, maize and soy were considered because they
constitute the majority of fodder crops in use. The commodity codes for this
product in UN Comtrade interface are ‘1004’ (Oats), ‘1005’ (Maize) and ‘1201’
(Soya beans) and they would be downloaded by selecting the right trade flow
(Export).
9. Population – This value is the population of a country in a given year.
10. Area – This represents the area of a country in sq. kilometres Although this data
is largely constant, there are some differences in yearly values for some
countries. This could be because of wars, breakdown of republics etc.

3.3 Data Preparation
After the data from all the above specified sources had been collected successfully, they
would be collated into a single excel worksheet for ease of understanding and use in
statistical tools like IBM SPSS Statistics. Since, the experiment involves modelling of
two dependent variables using independent variables, two excel worksheets would be
created.
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3.3.1 Choosing tool for data preparation
Data preparation with respect to this experiment would involve the following steps.


Collation of data from different sources based on country and year



Addressing the missing and invalid values



Addressing outliers

These 3 steps could be performed with the help of one of the many software tools
available such as Pentaho Kettle, MS Excel 2016 etc. But, sophisticated tools like Kettle
are more suitable in case of large datasets whereas the size of the dataset involved in this
experiment is reasonably small. Besides, simpler programs like Excel would provide a
lot of flexibility, easy reference and mobility. For instance, excel can show the results of
functions like concatenation and VLOOKUP immediately as and when they are applied
on the data whereas a tool such as Kettle would demand constant opening and closing
of the output csv/excel files. One more reason for avoiding Kettle is the speed of
processing when a complex data preparation loop is executed. In short, MS Excel was
chosen over Kettle due its simplicity and ability to easily handle the experimental data.
Also, though the data collation involves a lot of complex steps, none of them were
complicated enough to demand a more sophisticated tool like Kettle.
3.3.2 Data collation
This is the most tedious step in the experiment as it would involve getting data from all
nine sources and consequently different formats and structures together. This would be
accomplished with the help of ‘CONCATENATE’, ‘VLOOKUP’ and other similar
excel functions. For instance, the meat export value for Afghanistan in the year 2006
could be extracted from the raw data by creating a concatenated key of
‘Afghanistan2006’ in both the sheets (Main sheet and raw data sheet0 and using a
‘VLOOKUP’ function to identify the meat export value from the raw data sheet and get
the identified data value to the main sheet. Below are the steps that would be followed
while collating data from various sources.
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1. All raw data sheets would be brought into one single workbook.
2. The Meat consumption data would be collated with the area and population data
by country and year using CONCATENATE and VLOOKUP functions as
explained above.
3. More information would be added by bringing in HDI, GHG emissions and CHI
data. All these would be brought into one single sheet by using the
CONCATENATE and VLOOKUP functions.
4. As mentioned earlier, meat export, meat import, fodder export and fodder import
data would be available in the same worksheet. But, they have to be extracted
separately by country and year for the analysis. This would be accomplished by
separately computing meat and fodder export and import data from raw data for
countries. Meat export and import data is associated with only one commodity
code (02) and hence, not much processing would be required. But, the individual
trade values for maize, soy and oats have to be added to arrive at the total fodder
import and export data. This could be performed by extracting each of these
individual components separately using a concatenated key as before and then
adding the individual components to arrive at the fodder export and import
values. These values would then be extracted to the main sheet by using the same
concatenation and lookup functions.
5. After extracting individual variables from the raw data sheets and putting them
together in one single sheet based on country and year, data inconsistencies such
as missing values would be treated.
3.3.3 Missing values
Each value of data in the final dataset would represent a specific attribute of a specific
country. These data are collected by authorized international bodies such as the UN and
hence, it is very difficult to estimate any data that is missing. Usually, the missing data
could be due to the fact that that specific attribute was not reported to these bodies by
that country for that year. Hence, estimating missing data in these cases may result in
skewed / incorrect experimental results. For this reason, no interpolation techniques
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would be used to estimate the missing data for these attributes. Instead, the instances of
missing data would be deleted.
3.3.4 Variable computation
Once data from different sources are collated into a single worksheet, the dependent and
independent variables have to be computed using the raw data variables as described in
section 3.1 and table 3.1. These variables would be computed in excel itself using simple
product and division functions.
After computing these variables, the final variables that would be used in modelling
would be computed as follows.
𝑯𝑺𝑫𝑰 𝒓𝒂𝒕𝒊𝒐 = 𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝒚𝒆𝒂𝒓’𝒔 𝑯𝑺𝑫𝑰 / 𝑷𝒓𝒆𝒗𝒊𝒐𝒖𝒔 𝒚𝒆𝒂𝒓’𝒔 𝑯𝑺𝑫𝑰
Equation 3-1 HSDI ratio calculation
𝑪𝑯𝑰 𝒓𝒂𝒕𝒊𝒐 = 𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝒚𝒆𝒂𝒓’𝒔 𝑪𝑯𝑰 / 𝑷𝒓𝒆𝒗𝒊𝒐𝒖𝒔 𝒚𝒆𝒂𝒓’𝒔 𝑪𝑯𝑰
Equation 3-2: CHI ratio calculation
𝑴𝒆𝒂𝒕 𝒆𝒙𝒑𝒐𝒓𝒕_𝒊𝒎𝒑𝒐𝒓𝒕 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 𝒓𝒂𝒕𝒊𝒐 =
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝒚𝒆𝒂𝒓’𝒔 𝑴𝒆𝒂𝒕 𝒆𝒙𝒑𝒐𝒓𝒕_𝒊𝒎𝒑𝒐𝒓𝒕 𝒓𝒂𝒕𝒊𝒐 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 /
𝑷𝒓𝒆𝒗𝒊𝒐𝒖𝒔 𝒚𝒆𝒂𝒓’𝒔 𝑴𝒆𝒂𝒕 𝒆𝒙𝒑𝒐𝒓𝒕_𝑴𝒆𝒂𝒕 𝒊𝒎𝒑𝒐𝒓𝒕 𝒓𝒂𝒕𝒊𝒐 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂
Equation 3-3: Meat export-import per unit area ratio calculation
𝑭𝒐𝒅𝒅𝒆𝒓 𝒆𝒙𝒑𝒐𝒓𝒕_𝒊𝒎𝒑𝒐𝒓𝒕 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 𝒓𝒂𝒕𝒊𝒐 =
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝒚𝒆𝒂𝒓’𝒔 𝒇𝒐𝒅𝒅𝒆𝒓 𝒆𝒙𝒑𝒐𝒓𝒕_𝒊𝒎𝒑𝒐𝒓𝒕 𝒓𝒂𝒕𝒊𝒐 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 /
𝑷𝒓𝒆𝒗𝒊𝒐𝒖𝒔 𝒚𝒆𝒂𝒓’𝒔 𝒇𝒐𝒅𝒅𝒆𝒓 𝒆𝒙𝒑𝒐𝒓𝒕_ 𝒊𝒎𝒑𝒐𝒓𝒕 𝒓𝒂𝒕𝒊𝒐 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂
Equation 3-4 Fodder export-import per unit area ratio calculation
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𝑴𝒆𝒂𝒕 𝒄𝒐𝒏𝒔𝒖𝒎𝒑𝒕𝒊𝒐𝒏 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 𝒓𝒂𝒕𝒊𝒐 =
𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝒚𝒆𝒂𝒓’𝒔 𝒎𝒆𝒂𝒕 𝒄𝒐𝒏𝒔𝒖𝒎𝒑𝒕𝒊𝒐𝒏 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂 /
𝑷𝒓𝒆𝒗𝒊𝒐𝒖𝒔 𝒚𝒆𝒂𝒓’𝒔 𝒎𝒆𝒂𝒕 𝒄𝒐𝒏𝒔𝒖𝒎𝒑𝒕𝒊𝒐𝒏 𝒑𝒆𝒓 𝒖𝒏𝒊𝒕 𝒂𝒓𝒆𝒂
Equation 3-5: Meat consumption per unit area ratio calculation
The reason for considering ratio is that considering the ratio of current to previous years
for all variables would eliminate the residual bias. In other words, a direct correlation
analysis between the variables would be biased and would not reflect specifically on the
effect of animal agriculture on HSDI or CHI. For instance, a developed country like
USA could have a high HSDI and CHI despite exporting or consuming a lot of meat
based products owing to its previous development whereas a lesser developed country
could have a low HSDI and CHI for a given year despite exporting and consuming lesser
meat products (per unit area). Hence, it is essential to consider the difference in HSDI
and CHI for a year in comparison to the previous year rather than considering the
measures directly. This would eliminate the bias due to development achieved in earlier
years. But, considering the difference or a % change values would make the
interpretation of the results from analyses (correlation or regression) more difficult
because statistical analyses usually come up with coefficients that would represent the
% change or change in value of independent variable for a unit change in the value of
dependent variable. Hence, having dependent and independent variables that represent
change in a parameter would be redundant and meaningless.
Also, for simplicity in referencing, these variables would be referred as follows for the
rest of the document.
1. Meat_export_import per unit area ratio would be referred to as Meat_ratio
2. Fodder_export_import per unit area ratio would be referred to as Fodder_ratio
3. Meat consumption per unit area ratio would be referred to as Meat_cons_ratio
4. HSDI_ratio and CHI_ratio would be used as they are.
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3.3.5 Inconsistent values
In cases of data inconsistencies like presence of a non-numerical character in any of
these seven attributes, manual interpolation would be performed. This decision is made
by considering the fact that such instances are extremely rare and more importantly,
manual interpolation would enable the use of domain knowledge and guessing the most
probable intended value with respect to the context.

3.4 Modelling and Implementation
This sub-section focusses on the steps that were to be followed to arrive at a working
model that explains the dependent variable in terms of the independent variables. The
following are the processes / steps that would be performed in the experiment.
3.4.1 Normality tests and variable transformation
A normality test of the data would inform the degree to which the data follows the
traditional normal distribution (bell curve). This would require 68% of data to be present
within an interval one standard deviation from the mean value, 95% of data to be present
within an interval of two standard deviations from the mean value and 99.7% of the data
present within three standard deviations from the mean value. Shapiro Wilk test would
be used for this purpose and the statistical significance threshold would be 0.05 (Razali,
Shamsudin, Maarof, Hadi, & Ismail, 2012). This initial data scan would also explore the
presence of any possible outliers. If present, these outliers would be treated as described
in the next sub-section. If the variables do not satisfy the conditions of normality, a
logarithmic or an exponential transformation would be applied to the variables to make
the distribution considerably normal (Mach, Thuring, & Samal, 2006).
3.4.2 Outliers
The rule of 2.2 times the difference between the 25th and 75ht percentile values would
be used to calculate outliers. This is different from the conventional way of considering
any value that is outside the range of 1.5 times the difference between the 25th and 75th
percentile to be outliers (Talen & Anselin, 1998). This is because, this approach (2.2 *
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interquartile distance) was justified and proven to be more precise using simulations by
Hoaglin and Tukey (Hoaglin, Iglewicz, & Tukey, 1986). SPSS computes outliers using
the older formula which uses a factor of 1.5 and hence, outliers would be computed and
handled separately in excel and the resultant data would be fed to SPSS.
3.4.3 Correlation test
Correlation is a factor that describes the degree of relationship between two attributes
and how much the variation of one affects the other. This test is a pre-requisite to
Multiple Linear Regression in order to remove variables that have very little relationship
to the dependent variable so that their presence does not affect the overall prediction
performance of the model. This is also required to eliminate cases of multicollinearity
where two or more independent variables could be highly correlated with each other and
having all of them would affect the overall model performance. This step may be
avoided if step wise or backward elimination regression is followed as in case of
stepwise or backward elimination regression, variables would be added or removed to
the model one by one in the decreasing order of their partial correlation with the
dependent variable.
If the data is normal, Pearson’s correlation test would be used for this purpose and the
variables that are not even moderately correlated with the dependent variable
(Magnitude of Pearson’s correlation coefficient less than 0.3) would be excluded from
the model. On multicollinearity, in cases where the magnitude of Pearson’s coefficient
is greater than 0.8 between two independent variables, one of the variables would be
excluded. A statistical significance threshold of 0.05 would be used for all of the above
cases. If the data is not normal, Spearman’s correlation test would be used and the same
procedure would be followed with Spearman’s Rho instead of Pearson’s correlation
coefficient.
3.4.4 Multiple Linear Regression
As stated earlier, Multiple linear Regression (MLR) would be carried out only using the
variables that had passed the thresholds in the correlation tests. The analysis to be
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performed could be represented in standard MLR format by the following model
equations.
HSDI_ratio = B0 + B1 * Meat_ratio + B2 * Fodder_ratio + B3 * Meat_cons_ratio
Equation 3-6: Regression equation 1
CHI_ratio = B0 + B1 * Meat_ratio + B2 * Fodder_ratio + B3 * Meat_cons_ratio
Equation 3-7: Regression equation 2
Before assessing the models for statistical significance, the presumptions for Multiple
Linear Regression would be verified. The presence of outliers would be checked with
the help of Mahalanobis distance and extreme cases of data (up to 2% of the total number
of records) would be removed to get better results (Penny, 1996). Similarly, Cook’s
distance would be used to identify and remove any cases of high residual errors having
a large influence on the model (Kim & storer, 1996). The normality of data would be
tested with the help of P-P plot and the correlation values between independent variables
would be used to check for any cases of multicollinearity. The results from VIF and
tolerance statistics would also be used to test for multicollinearity. A conventional value
of 10 would be used as the threshold for testing multicollinearity (O’brien, 2007).
The statistical significance of the overall resultant model would be used as the criteria
to determine whether the model can be considered as acceptable. A threshold of 0.05
would be used (could be bent to 0.10 at max) for this process.

3.5 Model evaluation
It is essential to pick the best model out of the emergent models that are statistically
significant. This is a prediction problem and hence measures such as R2, Adjusted R2 (in
case of small sample), F Statistics and its corresponding statistical significance can be
used as the measures to evaluate these models and pick the best model possible. A higher
R2, Adjusted R2 and F Statistic would indicate a good model in terms of the degree to
which the dependent variable is explained by the independent variable whereas the error
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would indicate the degree to which the predictions done using the model on testing data
is incorrect. This resultant model that is chosen according to these criteria would then
be used to accept or reject the defined hypotheses.

3.6 Accepting / Rejecting hypothesis and inference
Hypotheses that were defined in the first chapter would be accepted or rejected based on
the results from the best model (picked in the previous sub-section). Correlation
coefficients, coefficients of the Multiple Linear Regression equation and the statistical
significance of the model equations would be used to accept or reject the hypothesis. A
statistical significance threshold of 0.05 would be used for this process.

3.7 Strength and limitation of approach taken
A robust experimental design that addresses various elements of bias while dealing with
data from different nations was developed and this could be used by any researcher who
takes up this problem or similar problems in future.
A serious handicap for this experiment is the unavailability of HDI data for more years.
Data for HDI is available for consecutive years only from 2010 whereas the meat
consumption data is available for all countries only till 2011 and total GHG emissions
data is available only till 2012. Hence, this gives only two years of consecutive data to
model the relationship between Modified HSDI (HDI + GHG per unit area) and animal
agriculture. Data from a wider time frame could help to arrive at a better model. But,
this limitation would not affect the modelling between CHI and animal agriculture as
CHI data is available from 2006-2014 and this would give a 6 years’ (2006-2011) data
collection to work with.
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3.8 Summary
The following figure summarizes the overall methodology adopted for this experiment.

Figure 3-1: Design summary
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4

IMPLEMENTATION RESULTS

This section focuses on the actual steps that were performed in accordance with the steps
outlined in the previous section, the issues that came up while following these steps and
the emergent results.

4.1 Data collection and preparation
The following table lists the criteria that were used for collection of data for each of the
variables listed in table 3.1 in section 3.1.2. These lower and upper limits of these criteria
were based on the data availability of each of the variables listed in table 3.1. For
instance, the upper limit of all variables was chosen to be 2011 since meat consumption
data was unavailable for all countries after 2011. HDI data was unavailable for years
before 2010 and hence data was collected only for the years 2010 and 2011. On the other
hand, CHI data was available from 2006 and hence, data from 2006 to 2011 were used.
S.No.
1
2
3
4

Variable

Input criteria or data retrieval
HDI
Years: 2010, 2011
Countries: all
GHG emissions
Years: 2010, 2011
Countries: all
CHI
Years: 2006 – 2011
Countries: all
Meat consumption per Years: 2006 – 2011
Countries: all
capita

5

Meat exports

6

Meat import

7

Fodder import

8

Fodder export

8

Population

10

Area

Years: 2006 – 2011
Countries: all
Years: 2006 – 2011
Countries: all
Years: 2006 – 2011
Countries: all
Years: 2006 – 2011
Countries: all
Years: 2006 – 2011
Countries: all
Years: 2006 – 2011
Countries: all

Table 4-1: Selection criteria for data retrieval
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Means of access
Direct download
Selection interface
Direct download
Selection interface
Selection interface
Selection interface
Selection interface
Selection interface
Selection interface
Selection interface

4.1.1 Data collation
The raw data was collected and put together in one single workbook after which, the
following steps were performed (as listed in section 3.2.2).
1. A main worksheet was created and a unique list of countries was obtained from
the Area data sheet (Could have been any sheet as even one of the data variables
missing for any country would still make one of the final variables incomputable)
and the duplicates were removed. This list was extended to five years by
including a column ‘Year’. The year column was populated manually with the
values from 2006-2011 for each country in the unique list.

Figure 4-1: Populating year values across for unique country names
2. A composite key was created by concatenating the country and year data in the
main sheet and the spaces in these were substituted with blanks to avoid any
discrepancies. A sample of this is as follows.
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Figure 4-2: Composite key generation
3. A similar key was created in each of the sheets with the raw data on area and
population for these countries and a VLOOKUP function was used to extract the
corresponding data to the main sheet. A sample of this is as follows.

Figure 4-3: Using Lookup function to extract data
4. The same procedure was repeated for meat consumption, HDI and CHI data. But,
a new problem arose while performing this step. The country names from the
area and population sheet weren’t the same as those from the ‘Area’ and
‘Population’ data sheets. For example, ‘USA’ in one sheet was referred to as
‘United States’ in other. To tackle this problem, one of the two steps were
followed for each of the sheets.
a. The countries that had the value ‘#N/A’ for their variables after the
VLOOKUP were filtered out and the names of these countries were changed
manually in the raw data sheets.
b. A new column was introduced into the main sheet for country names and
these country names were based on the raw data sheet under consideration
(For instance, CHI). The countries that had the value ‘#N/A’ for their
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variables after the VLOOKUP were filtered out and changes were made to
this column instead of the column in the raw data. After these changes, the
Lookup function was rewritten to consider the new set of country names
intead of the old list. An example of this as follows.

Figure 4-4: Introducing new column to counter data inconsistencies
Note: The area and population sheets were taken first because these data were found to
have the same country name format.
After this step, the same procedure as in steps 1, 2 and 3 was performed on this new list
of country names to extract the corresponding data.
5. After getting the yearly area, population, meat consumption, HDI, GHG
emissions and CHI data for countries to the main sheet, four new columns were
introduced for meat export, meat import, fodder export and fodder import data.
This data was downloaded as a whole for countries and hence, all of them had to
be extracted from the same worksheet. For this purpose, the individual
components that constitute the meat and fodder trade data were extracted from
the raw trade data. Trade data for meat involves only one commodity code and
hence, the extracted value was the final meat export and import values for a
country in a given year. But, fodder constitutes of three commodities: oats, maize
and soy. Hence, these had to be added up to get the final fodder trade data. This
was accomplished by following the steps below.
a. A new sheet ‘import and export’ was created to extract the export and import
values of meat, oats, maize and soy individually. These values were then
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extracted into this sheet from the raw trade data by using a complex key that
was formed by concatenating four different components: country, year,
commodity code (2, 1004, 1005 and 1201) and trade flow (export and import).
For instance, a key value of ‘2006Afghanistan1201export’ would correspond
to the trade value of soy exports from Afghanistan in the year 2006. As in the
earlier case, the spaces in the key were removed to avoid any possible
inconsistencies. An example of this is shown in the figure below.

Figure 4-5: Generation of composite key
b. Before adding the export and import values for oats, maize and soy in order
to get the total fodder export and import values, the ‘#N/A’s that had resulted
because of unavailability of data for a few instances had to be replaced by
zeros. This is normal since some countries may just export one or two of the
crops. They were replaced with zeros so that they could be added to get the
total fodder export and import values. A sample picture of the final version of
‘Import and export’ sheet is as follows.

Figure 4-6: Import and export sheet
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c. This data could then be extracted from the ‘Import and export’ sheet into the
main sheet by using the ‘country + year’ concatenation key as in steps 1, 2
and 3.
To summarize, the all raw data were collated so that they are available in one single
worksheet for further processing.
4.1.2 Missing values
As mentioned in the design section, it is almost impossible to compute / guess a
country’s trade details, meat consumption, GHG emissions, HDI or CHI. hence, records
which had missing values for HDI, CHI, GHG emissions and meat consumption were
removed. However, with respect to trade details, a different approach was followed
based on the observed values. It was observed that some countries did not have any trade
values for meat and fodder. This is highly unlikely as a country usually does some form
of trade (import or export) with other countries with respect to food commodities. Hence,
not having both import and export data implies that the data for that particular instance
(year) was not collected. As stated earlier, it is hard to figure out the missing values for
such instances and hence these instances were deleted. But, on the other hand, there were
many instances where data was available for one of the trade flows. For instance, if
Albania’s meat import data is available for 2008 and its meat export data for the same
year is unavailable, it is highly unlikely that the data was not collected. Instead, it could
be possible that Albania did not export any meat in that particular year. Hence, in the
instances where data for one of trade flows is unavailable, the value ‘#N/A’ in the main
sheet was replaced by ‘0’ based on the assumption that the specific trade flow actually
accounted for zero dollars.
4.1.3 Variable computation
As enlisted in the previous chapter (section 3.2), the next step after data collation is
computing of the final variables that would be used in the experiment.
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The following steps were performed to compute the final dependent variable HSDI. CHI
was available directly and hence, no further computation was necessary.
1. The maximum of GHG emissions for the years 2010 and 2011 was identified
and the value of Iemissions was calculated as per the formula in table 3.1.
2. This value was then multiplied by the cubic value of HDI.
3. HSDI was computed by taking the fourth root of the value resulting from the
previous step.
On the side of dependent variables, the following steps were performed to compute the
ratios of meat export-meat import per unit area and fodder export-import per unit area.
1. As stated in the previous sub-section, some records have zero values for their
meat and fodder trade flows. This would lead to a ‘divide by zero’ error while
computing export to import ratios for meat and fodder. Hence, these ‘0’s were
replaced by ‘1’s to avoid this error. The idea is that having a ‘0’ in a subtraction
problem is same as having a ‘1’ as the denominator in a division problem.
2. Once the ‘0’s were replaced by ‘1’s, the trade values for each instance were
divided by 1000000 to change the units to millions of dollars. This scaling was
done for ease of handling. Following this step, the ratio of export to import was
calculated for meat and fodder.
3. Similar to trade values, the area was divided by 1000000 to scale up the units to
million sq. kilometres from sq. kilometres. Again, this was done for ease of
handling. The resultant export-import ratio value from the above step was then
divided by this area value to arrive at the values for unit area.
For meat consumption per unit area, the yearly meat consumption per capita value of a
country was multiplied with the population of the country and the resultant ‘total meat
consumption’ was then divided by area to arrive at the meat consumption per unit area
value.
After arriving at these values, further computations were made based on the equations
3.1 – 3.5. As stated earlier, the primary objective of these equations is to calculate the
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ratio of current year’s value to the previous year’s value (Refer setion 3.3.4 for the
reason). This was also done with the help of Excel by separating out the yearly data for
each of the variables and applying the following formula to each of them to arrive at the
final dataset to be used for analysis. The figure below shows the sample calculation
sheet.

Figure 4-7: Final variable computation
This lead to arriving at having one year’s (2011) ratio of the current year to previous
year values for HSDI data and 5-years’ (2007-2011) ratio of the current year to previous
year values CHI data for all countries. This data was used for analysis after outlier
removal.

4.2 Data exploration - CHI
As part of exploring the nature of the computed data further, the data for each of the
final set of variables was tested for normality. This sub-section focuses on exploring the
nature and distribution of the final CHI dataset where the main objective would be to
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identify any cases of extreme anomalies despite having removed all instances of missing
values and treat them before the actual analysis and modelling.
As stated in the previous chapter, Shapiro-Wilk test was conducted to test normality and
if the results were statistically significant, (sig < 0.05), then the distribution was
considered normal. The following steps were performed if the distribution was not
normal.
1. The 25th and 75th percentile values were noted down and outliers were identified
by owing the steps listed in section 3.4.2
2. These outliers were removed and the normality tests were performed again.
3. If the data still failed the test and had a non-normal distribution, a logarithmic
transformation (if positively skewed) or power transformation (if negatively
skewed) was applied on the data. The resultant variables were indicated by
including a prefix ‘Trans_’ at the start of the variable name.
Normality was considered to be important because it is one of the main preconditions
for a Multiple Linear Regression analysis. The following sub-sections illustrate the
results of these normality tests for each of the variables under consideration.
4.2.1 CHI_ratio
The initial dataset for CHI_ratio failed the normality test and removing the outliers only
tended to worsen the distribution. When this was followed by a logarithmic
transformation, the data distribution showed a slight improvement. But, overall, the data
distribution was not normal and continued to stay that way even after the removal of
outliers and applying a logarithmic transformation. This is illustrated by the histograms
below.
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Figure 4-8: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The same inferences could be made from the skewness, kurtosis and statistical
significance value from Shapiro-Wilk test as shown in the figure below.

Figure 4-9: Normality statistics for CHI data
4.2.2 Meat_ratio
The initial ‘Meat_ratio’ data was completely off the scale and nowhere near normal. But,
the curve smoothened much after the outliers were removed. Proceeding further with a
logarithmic transformation of data seemed to push the distribution away from a standard
normal distribution. This is illustrated by the histograms below.
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Figure 4-10: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The following figure lists down the skewness, kurtosis and the statistical significance
value from Shapiro-Wilk test and they clearly indicate that removing the outliers
smoothened the distribution whereas applying a logarithmic transformation had the
opposite effect.

Figure 4-11: Normality statistics for Meat_ratio data
4.2.3 Fodder_ratio
The results of data exploration of ‘Fodder_ratio’ was similar to those of ‘Meat_ratio’.
The initial dataset was totally off the scale and when the outliers were removed, the
skewness and kurtosis improved a lot. But, when this was followed by a logarithmic
transformation, it had a reverse effect. This is illustrated by the histograms below.
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Figure 4-12: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The above inference could be made from the skewness, kurtosis and statistical
significance value from Shapiro-Wilk test as shown in the figure below.

Figure 4-13: Normality statistics for Fodder_ratio data
4.2.4 Meat_cons_ratio
The initial data of the variable ‘Meat_cons_ratio’ failed the normality tests and even the
removal of outliers only managed to improve the distribution. But, it did not manage to
pass the normality test. This was then followed by a logarithmic transformation which
also managed to only improve the normality statistics a little further. This is illustrated
by the histograms below. This inference could also be made from the skewness, kurtosis
and statistical significance value from Shapiro-Wilk test as shown in the figure 4-15.
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Figure 4-14: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.

Figure 4-15: Normality statistics for Meat_cons_ratio data
4.2.5 Summary of normality tests
The following table provides a summary of the normality tests conducted on the
independent and the dependent variables. The field ‘Was normality achieved’ points out
whether normality was achieved by removing outliers and performing a logarithmic
transformation.
S.No.

Variable

1
2
3
4

CHI_ratio
Meat_ratio
Fodder_ratio
Meat_cons_ratio

Was
normality
achieved
No
No
No
No

Table 4-2: Summary of normality tests
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These tests were performed purely to meet the assumption of normality in a Multiple
Linear Regression analysis. They aided in understanding the distribution of the data
under consideration. But, they do not have much significance from a domain point of
view. This is because, these variables measure the ratio of export / import values in the
year under consideration with respect to the previous year for a country. It is not related
to any natural phenomena like wealth distribution, age etc. and hence, it is not absolutely
necessary for these distributions to follow a normal distribution.

4.3 Correlation tests - CHI
As stated in chapter 3, it is essential to conduct a basic correlation test involving all
dependent and independent variables before performing the Multiple Linear Regression
analysis. This exercise would help in identifying and eliminating any cases of
multicollinearity that would affect the model. Also, this exercise could be used to avoid
variables that are hardly correlated with the independent variable.
Correlations between all combinations of original and transformed variables were
considered to select the final set of variables that are to be used in Multiple Linear
Regression analysis. Spearman’s correlation was considered due to the fact that most of
the variables are not normally distributed. The correlation matrix obtained in this process
are illustrated in figure 4-16. The following inferences could be made from figure 4-16.
1. The correlation remains the same when the original variables are replaced by
their transformed counterparts. This could be because of the fact that Spearman’s
correlation is based on ranking.
2. There are no statistically significant strong correlations (p>0.8) between the
independent variables (statistically significant correlations highlighted in blue).
3. There is a weak but statistically significant correlation between CHI_ratio and
all independent variables (highlighted in yellow). Hence, all of them could be
used in regression.
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Figure 4-16: Spearman's correlation matrix
Note - The correlation tests are one-tailed because the hypotheses are directional and
one-tailed.
Although, Spearman’s correlation provided a good insight on the realms of
multicollinearity and general correlation between the independent and the dependent
variables it did not provide an insight on whether to use the transformed variables or the
original variables for regression analysis. This is essential owing to failure in
normalizing these variables. Hence, a Pearson’s correlation test was conducted even
though the assumptions of normality were not met. Also, a Pearson’s correlation would
provide a valuable insight on what to expect from an MLR analysis. The figure 4-17 lists
down the Pearson’s correlation between the dependent and independent variables. The
following inferences could be made from figure 4-17.
1. There are no statistically significant strong correlations between the independent
variables (statistically significant correlations highlighted in blue)
2. There is a statistically significant, but weak correlation between CHI_ratio and
Fodder_ratio (highlighted in yellow).
3. The other independent variables ‘Meat_ratio’ and Meat_cons_ratio’ do not have
a statistically significant relationship with the dependent variable.
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Figure 4-17: Pearson's correlation matrix

4.4 Multiple Linear Regression for CHI - meeting assumptions
As described in the previous section, there were no specific advantages of using
transformed variables as the transformation did not manage to normalize the data
distribution. Since, there were no specific advantages in using the transformed variables,
MLR analysis was carried out with the original variables itself to avoid difficulty in
interpreting the results.
The MLR program was run and the model results were obtained. But, before getting into
the actual model results, it was essential to verify whether all the assumptions of MLR
were met. This sub-section focuses on these assumptions and the actions that were
carried out to meet these pre-condition as much as possible.
4.4.1 Outliers
This assumption was verified first because, if there are any potential outliers that need
to be removed for better results, then it could change the dataset. The ‘Mahalanobis
distance’ was used for identifying outliers that tend to distort the overall results. It should
be noted that these outliers are those that were identified as part of regression as many
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potential outliers were removed earlier as illustrated in the ‘Data exploration’ section.
The ‘Mahalanobis distance’ threshold for an MLR model with three independent
variables is 16.27 and four records had a Mahalanobis distance that exceeded this value.
The figure below shows these records arranged in descending order of this distance.

Figure 4-18: Removal of outliers - first iteration
These four records were removed and the same procedure was repeated again to check
for any more potential outliers. Another four records seemed to have a Mahalanobis
distance of more than 16.27 as shown in the figure below. These four records were also
removed.

Figure 4-19: Removal of outliers - second iteration
The procedure was repeated again and another three records had a Mahalanobis distance
of over 16.27 and they were removed from the dataset. When an MLR was run over the
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resultant dataset, it had no records that exceeded Mahalanobis distance threshold. The
figure below shows the ‘Residual statistics’ for this dataset and it shows that the
maximum value of Mahalanobis distance is well below the threshold.

Figure 4-20: Residual statistics
4.4.2 Unusual cases and their influence on results
Following the outlier check, the dataset was further checked for any more unusual cases
and the possibility of these cases having a high influence on the results. The table ‘Casewise diagnostics’ was referred for this purpose. This table lists the cases whose residual
error (difference between value predicted by the model and the actual value) was below
-3 or +3 (or beyond three standard deviations). This table is shown in figure 4-21.
Figure 4-21 shows that there were 11 records for which the model predictions were off
the scale. The ‘Residual statistics’ table was referred again to find whether any of these
values had an overwhelming influence on the model. This could be deduced from the
maximum value of ‘Cook’s distance’ for the records in the dataset. The threshold value
for ‘Cook’s distance’ is 1 and a record having a Cook’s distance of over +1 would
indicate that the specific record has an overwhelming influence on the model. But, as
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shown in figure 4-20, the maximum value of Cook’s distance is well below the threshold
and hence, the dataset passed the test for this assumption.

Figure 4-21: Casewise diagnostics
4.4.3 Multicollinearity
As explained in section 3.4.2, multicollinearity is the phenomenon by which two or more
of the independent variables are highly correlated with each other and as illustrated by
the previous sub-section (Correlation tests for CHI_ratio), there are no cases of
multicollinearity in the dataset under consideration. This was further confirmed by the
‘Tolerance’ and VIF statistics in the ‘Coefficients’ table. Figure 4-22 shows a snapshot
of the coefficients table.
Figure 4-22 shows that none of the variables in any of the models have a low tolerance
which means that a huge % of variation in each of these independent variables are not
explained by any of the other independent variables. Also, the ‘VIF’ values are way
below the conventional threshold of 10. Hence, it could be concluded that the dataset
does not have any issues of multicollinearity.
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Figure 4-22: Regression coefficients
4.4.4 Correlation between the independent and the dependent variables
As illustrated in the previous sub-section, the two independent variables ‘Meat_ratio’
and ‘Meat_cons_ratio’ do not have a significant correlation with the dependent variable.
The variable ‘Fodder_ratio’ has a statistically significant but weak correlation with the
dependent variable. These inferences were confirmed again by the statistics in the values
in the ‘Correlation’ table.

Figure 4-23: Correlation table
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Hence, the assumption of the existence of a strong correlation between the dependent
and the independent variables is not met.
4.4.5 Normality
As discussed in section 4.5, the normality could not be achieved by removing outliers
and applying transformations. This was confirmed by the Normal P-P plot that comes as
a part of regression output.

Figure 4-24: Normal P-P plot
The above figure shows that the dataset clearly deviates from a typical normal
distribution represented by the diagonal line.

4.5 Multiple Linear Regression for CHI – results
‘Backward elimination’ method was chosen for the MLR analysis. This is because, the
assumptions for MLR analysis such as normality and more importantly a strong
correlation between the dependent and the independent variables were not met by the
dataset. But, it would be better to include all the independent variables for analysis and
observe their performance in the model and finally, zero down on the most significant
independent variable among the ones considered. A ‘backward elimination’ regression
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would be the most suited for this purpose since it takes all the independent variables into
account and eliminates the insignificant variables in steps. The elimination is based on
the change in R2 value when an independent variable is removed from the model. Hence,
if the elimination of independent variable results in a statistically insignificant change in
the value of R2, then that particular variable would be eliminated. This section focusses
on the results from this analysis.
4.5.1 Statistical significance
This is the most important factor for a model as this is what determines whether the
model the model explains the dependent variable by chance. As stated in section 3.4, a
threshold of 0.05 (0.10 at max) would be used for this analysis. This means that the
predictions made by the models that pass this test would not be by random chance 95%
(or at least 90%) of the time. The statistical significance of the models that were
considered for analysis by the ‘backward elimination’ regression is shown in the figure
below.

Figure 4-25: ANOVA coefficients
As shown in the figure above, model 3 clearly passed the significance test (p = 0.024
<0.05) whereas model 2 made it through the acceptable value of 0.10 (p=0.073). Hence,
only the results from these two models were considered for further investigation.
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4.5.2 Explainability
The next important factor to be analysed would be the explainability of the models. This
corresponds to the % of the variance in independent variable explained by the dependent
variables in the model. This could be inferred from the R2 value in the ‘Model summary’
table of the regression output. A snapshot of the same is shown in the figure below.

Figure 4-26: Model summary statistics
The above figure shows that both model 2 and model 3 explain about 1.3 % (0.13 * 100
%) of the variance in the dependent variable while model 3 has a slightly lesser standard
error in comparison to model 2. It should be noted that ‘Adjusted R2’ value is not
considered because of the fairly large sample size (403 records).
4.5.3 Individual contribution of the independent variables
The individual contributions of the independent variables to the models and their
relationship with the dependent variable could be deduced from the ‘Coefficients’ table
from the regression output. The figure 4-27 shows the snapshot of this coefficient table
for the models that were considered.
From figure 4-27, it is clear that ‘Fodder_ratio’ contributes far more to the model in
comparison to ‘Meat_ratio’. This could be inferred from both ‘Standardized
coefficients’ and ‘Part’ correlation fields. The field ‘Part correlations’ indicate that only
0.21% of the variation in the the dependent variable is explained by ‘Meat_ratio’
individually whereas ‘Fodder_ratio’ explains 1.08%. The unstandardized coefficients
indicate that a unit rise in the value of ‘Fodder_ratio’ would result in 0.002 units of fall
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in ‘CHI_ratio’ whereas a unit rise in ‘Meat_ratio’ would result in 0.001 units of fall in
‘CHI_ratio’. The magnitude of both these correlation coefficients is negative indicating
that they are negatively correlated with ‘CHI_ratio’ (as hypothesised). But, the statistical
significance of Meat_ratio’s coefficient did not pass the threshold of 0.05 (0.677>> 0.05)
and hence could not be used to accept or reject hypotheses whereas the statistical
significance of Fodder_ratio passed the threshold (0.030 < 0.05) and hence could be used
to accept or reject hypotheses.

Figure 4-27: Coefficients table
Model 3 has only one independent variable ‘Fodder_ratio’ and once again,
Fodder_ratio’s coefficient is statistically significant (0.024 <0.05) and hence could be
used to accept or reject hypotheses. The value of this coefficient is -0.004 and this means
that a unit rise in the value of Fodder_ratio would result in 0.004 units of fall in
CHI_ratio. Hence, the final regression equation could be written as
𝐶𝐻𝐼_𝑟𝑎𝑡𝑖𝑜 = 1.009 – 0.004 ∗ 𝐹𝑜𝑑𝑑𝑒𝑟_𝑟𝑎𝑡𝑖𝑜
Equation 4-1: Final model equation
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4.6 Data exploration - HSDI
Similar to the data exploration sub-section for CHI, this sub-section focuses on exploring
the nature and distribution of the final HSDI dataset where the main objective would be
to identify any cases of extreme anomalies despite having removed all instances of
missing values and treat them before the actual analysis and modelling.
(Note: This sub-section focusses only on HSDI dataset (2010-2011 data). The
experimental documentation on CHI data can be found from sections 4.2-4.5).
Similar to CHI, Shapiro-Wilk test was conducted to test normality and if the results were
statistically significant, (sig < 0.05), then the distribution was considered normal. The
following steps were performed if the distribution was not normal.
1. The 25th and 75th percentile values were noted down and outliers were identified
by owing the steps listed in section 3.4.2
2. These outliers were removed and the normality tests were performed again.
3. If the data still failed the test and had a non-normal distribution, a logarithmic
transformation (if positively skewed) or power transformation (if negatively
skewed) was applied on the data. The resultant variables were indicated by
including a prefix ‘Trans_’ at the start of the variable name.
Normality was considered to be important because it is one of the main preconditions
for a Multiple Linear Regression analysis. The following sub-sections illustrate the
results of these normality tests for each variable.
4.6.1 HSDI_ratio
HSDI data did not pass the normality test and hence, the outliers were identified and
removed following which the normality test was conducted again. The data failed the
normality test again and hence, a logarithmic transformation was applied and a
reasonably normal data was obtained (p=0.019) even though the data failed the test
again. The figures below illustrates the distribution of data at the end of each of the
above-described steps.
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Figure 4-28: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The figure 4.8 (a) shows that the initial HSDI data was skewed to the right and had
multiple peaks. The distribution almost remained the same even after removing the
outliers as illustrated in figure 4.8 (b). But, applying a logarithmic transformation to the
data smoothened the curve considerably as illustrated by the figure 4.8 (c). The
skewness, kurtosis and Shapiro-Wilk test results for these three datasets are as follows.

Figure 4-29: Normality statistics for HSDI data
The stats in the above figure show that although removing outliers and applying a
logarithmic transform did not achieve the accepted statistical significance of 0.05 in
Shapiro-Wilk test, these steps decreased the skewness and Kurtosis to a reasonable
extent and brought up the statistical significance above a reasonable value of 0.01.
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4.6.2 Meat_ratio
It should be noted that the dataset considered for the variables ‘Meat_ratio’,
‘Fodder_ratio’ and ‘Meat_cons_ratio’ for HSDI are not the same as those considered for
CHI. This is because, CHI data was available for the years 2006-2011 whereas data for
HSDI was available only for 2010 and 2011. Hence, it is essential to check their
distributions.
The normality tests performed on the independent variable ‘Meat_ratio’ clearly showed
that the variable was not normally distributed even after removing the outliers. Hence, a
logarithmic transformation was applied to this variable and the histograms obtained at
each stage are as follows.

Figure 4-30: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The figures show that removing the outliers made the data distribution close to normal
whereas applying a logarithmic transformation on the data makes the data extremely
negative-skewed. The stats from the below table also indicate the same. Removing the
outliers decreased the skewness and kurtosis values and pushed up the statistical
significance value in Shapiro-Wilk test whereas applying logarithmic transformation
had the opposite effects.
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Figure 4-31: Normality statistics for Meat_ratio data
4.6.3 Fodder_ratio
The normality tests on the variable ‘Fodder ratio’ also yielded results that were similar
to ‘Meat_ratio’. The histograms in the below figures indicate that removing the outliers
from the dataset brought the distribution closer to normality whereas proceeding further
with a logarithmic transformation on the data moved the distribution away from
normality.

Figure 4-32: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
The figure below lists down the skewness, kurtosis and statistical significance for
Shapiro-Wilk test. As discussed above, removing the outliers decreased skewness and
kurtosis levels whereas applying a logarithmic transformation had an opposite effect.
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Figure 4-33: Normality statistics for Fodder_ratio data
4.6.4 Meat_cons_ratio
Normality tests conducted on Meat_cons_ratio yielded very different results in
comparison to Meat_ratio and Fodder_ratio. The removal of outliers brought the data
distribution closer to a normal distribution. But, when a logarithmic transformation was
applied to this data, it yielded a normally distributed dataset. These are illustrated by the
histograms below.

Figure 4-34: (a) Histogram of the initial dataset. (b) Histogram of the dataset with
outliers removed. (c) Histogram of log transformed dataset.
These inferences can also be derived from the skewness, kurtosis and the statistical
significance value in Shapiro-Wilk test as shown in the figure below. Note that the
statistical significance value is 0.080 which is clearly > 0.05, the threshold for accepting
the null hypothesis that the distribution is normal.
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Figure 4-35: Normality statistics for Meat_cons_ratio
4.6.5 Summary of Normality tests
The following table provides a summary of the normality tests conducted on the
independent and the dependent variables. Similar to the summary table in the previous
sub-section, the field ‘Was normality achieved’ points out whether normality was
achieved by removing outliers and performing a logarithmic transformation.
S. No

Variable

1
2
3
4

HSDI_ratio
Meat_ratio
Fodder_ratio
Meat_cons_ratio

Was
normality
achieved?
No
No
No
Yes

Table 4-3: Summary of normality tests

4.7 Correlation tests - HSDI
Similar to CHI, Correlations between all combinations of original and transformed
variables were considered to select the final set of variables that are to be used in
Multiple Linear Regression analysis. Spearman’s correlation was considered due to the
fact that most of the variables are not normally distributed. The correlation matrix
obtained in this process are illustrated in the following figure. Note that the correlation
tests are one-tailed because the hypotheses are directional and one-tailed.
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Table 4-4: Spearman's correlation
The following inferences could be made from the above figure.
1. As in the case of CHI, the correlation remains the same when the original
variables are replaced by their transformed counterparts.
2. There are no statistically significant strong correlations (p>0.8) between the
independent variables (statistically significant correlations highlighted in blue).
3. There is no statistically significant correlation between HSDI_ratio and any of
the independent variables.
Although, Spearman’s correlation provided a good insight on the realms of
multicollinearity and the general correlation between the independent and the dependent
variables it did not provide an insight on whether to use the transformed variables or the
original variables for regression analysis. This is essential owing to failure in
normalizing these variables. Hence, a Pearson’s correlation test was conducted even
though the assumptions of normality were not met except in the case of the variable
‘Meat_cons_ratio’. Also, a Pearson’s correlation would provide a valuable insight on
what to expect from an MLR analysis. The following figure lists down the Pearson’s
correlation between the dependent and independent variables.
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Table 4-5: Pearson's correlation
The following inferences could be made from the above figure.
1. There are no statistically significant strong correlations between the independent
variables (statistically significant correlations highlighted in blue).
2. There are no statistically significant correlations between the dependent variable
and the independent variable.

4.8 Multiple Linear regression for HSDI
As explained in section 4.7, normality could not be achieved for the variables
‘HSDI_ratio’, ‘Meat_ratio’ and ‘Fodder_ratio’. Hence, the original variables themselves
were used for MLR analysis. But, in the case of ‘Meat_cons_ratio’, normality was
achieved by applying log transformation on the data and hence, this transformed variable
would be used.
As in the case of CHI, ‘Backward elimination’ method was used for MLR analysis for
the same reasons outlined in section 4.4. The MLR program was run and the model
results were obtained. But, before getting into the actual model results, it was essential
to verify whether all the assumptions of MLR were met. Contrary to the steps followed
in MLR analysis for CHI dataset, the outliers and unusual data could not be identified
using Mahalanobis or Cook’s distance. This is because, these distances were not
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calculated by SPSS owing to none of the models being statistically significant. This is
indicated by the ANOVA table shown in the figure below.

Table 4-6: ANOVA test
Hence, it could only be assumed that the removal of outliers managed to meet the
assumptions. But, in any case, all models considered are statistically insignificant. Also,
the following assumptions could be made based on the correlation analysis done before.
1. There are no instances of multi-collinearity
2. None

of

the

variables

had

a

normal

data

distribution

except

Trans_meat_cons_ratio
3. None of the independent variables have a significant correlation with the
dependent variable.
Regarding the results of the regression analysis, as shown in the figure above, there are
no models that explain the dependent variable in terms of the independent variable in a
statistically significant way. Apart from this, model 1 has the highest explainability
among the four models that were considered. It explains around 1.8% of the total
variation in the dependent variable. The ‘Adjusted R2’ value is taken into consideration
in this case because the sample size is 64 and it is not particularly large (not even over
100). The figure below shows the ‘Model summary’ table from the regression output.
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Table 4-7: Model summary statistics
It could be noted from the above figure that the standard error is almost the same for all
models that were considered. But, these statistics (both adjusted R2 and standard error)
could not be used to infer anything that could answer the research question because it is
highly possible that these models explain the variance in the dependent variable by
random chance. The figure below is a snapshot of the ‘Coefficients’ table.

Table 4-8: Coefficients table
Investigating the coefficients table suggests that the variable ‘Fodder_ratio’ is the best
predictor of HSDI_ratio. This could be inferred from the higher values of standardised
coefficients and ‘Part correlation’ values of Fodder_ratio in comparison to other
independent variables.
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4.9 Limitations
As illustrated in the sections 4.2 and 4.6, the data was predominantly not normal and this
must have had a significant effect on the model results. The fact that these dataset
distributions could not be smoothened even after applying a transformation indicates
that this data fundamentally lacks the characteristics of normality and as pointed out
earlier in section 4.2, these data do not represent any natural phenomena and hence need
not be normally distributed.
Apart from this, a scatter plot analysis revealed that most of the dependent-independent
variable pairs did not have a relationship that could be represented by a linear or even a
quadratic function (Please refer the appendix for scatter plots). Hence, a better approach
would have been to employ an unsupervised learning algorithm to learn the hidden
pattern within the data. For instance, the dataset could have been split into individual
clusters and advanced techniques such as segmented regression or hybrid methods such
as Artificial Neural Network-regression or Support Vector Machine regression could be
individually applied on each of these clusters to arrive at better models (Hannan, 1971;
Hirose, Soejima, & Hirose, 2012; Trafalis & Ince, 2000). But, these were saved for
future work due to the restricted timeframe.

4.10 Chapter summary
The following is a summary of the list of experimental activities that were described in
this chapter and the results from these activities
1. None of the variables met the condition of normality except ‘Trans_meat_ratio’
in HSDI dataset
2. A statistically significant model that explains CHI_ratio in terms of Fodder_ratio
was constructed.
3. A statistically significant model that explains HSDI in terms of Meat_ratio,
Fodder_ratio and Meat_cons_ratio could not be constructed.
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5

EVALUATION / ANALYSIS

This section is aimed at accomplishing the following
1. To finalise on the best model from the previous chapter
2. To accept and reject hypotheses using the finalised model(s).
3. To provide real-time examples that enable the reader to understand the results
better
4. To evaluate the overall experiment and point out the potential limitations.

5.1 Choosing the best model
As explained in the previous chapter, there was only one statistically significant model
from the overall experiment. This model explains the ratio of Child Health Indicator
(CHI) of a country for any year under consideration to that for the previous year in terms
of the ratio of the (Fodder export / Fodder import) value of a country for the year under
consideration to the same for the previous year. The model could be represented by the
following equation
𝐶𝐻𝐼_𝑟𝑎𝑡𝑖𝑜 = 1.009 – 0.004 ∗ 𝐹𝑜𝑑𝑑𝑒𝑟_𝑟𝑎𝑡𝑖𝑜
This model had a statistical significance of 0.024% which indicates that 97.6% of its
predictions are not by random chance. The other models that were considered did not
pass the threshold for statistical significance. Also, as stated in the previous chapter,
none of the models that were considered for HSDI prediction passed the threshold for
statistical significance.

5.2 Translating results and answering hypothesis – CHI
This section deals with the process of accepting and rejecting the hypotheses related to
CHI that were listed down in section 3.1. This section also aims to provide a real-time
example of how the resultant model could be used by a country’s higher officials to set
their export-import targets.
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5.2.1 Hypotheses acceptance / rejection
The following are the list of null and alternate hypotheses statements with respect to
CHI.
Null hypotheses
1. The increase in the ratio of meat export to meat import per unit area has zero or
positive effect on CHI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has zero
or positive effect on CHI of a nation
3. The increase in meat consumption per unit area has zero or positive effect on
CHI of a nation
Alternate hypotheses
1. The increase in the ratio of meat export to meat import per unit area has a
negative effect on CHI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has a
negative effect on CHI of a nation
3. The increase in meat consumption per unit area has a negative effect on CHI of
a nation
As explained in section 4.5.3, the variable ‘Fodder_ratio’ had a correlation coefficient
that was negative and this correlation coefficient was statistically significant. Hence, this
was used to reject null hypothesis statement 2 and accept alternate hypothesis statement
On the other hand, there is no statistically significant evidence to reject null hypothesis
statements 1 and 3 (failed to reject null hypotheses) and hence, the alternate hypothesis
statements 1 and 3 were rejected.
5.2.2 Real-time example
The following is a recap of the composition of dependent and independent variables.
95

𝐶𝐻𝐼_𝑟𝑎𝑡𝑖𝑜 = 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑦𝑒𝑎𝑟’𝑠 𝐶𝐻𝐼 / {𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑦𝑒𝑎𝑟’𝑠 𝐶𝐻𝐼
𝐹𝑜𝑑𝑑𝑒𝑟_𝑟𝑎𝑡𝑖𝑜
= 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑦𝑒𝑎𝑟’𝑠 (𝐹𝑜𝑑𝑑𝑒𝑟 𝑒𝑥𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎
/ 𝐹𝑜𝑑𝑑𝑒𝑟 𝑖𝑚𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎)
/ 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑦𝑒𝑎𝑟’𝑠 (𝐹𝑜𝑑𝑑𝑒𝑟 𝑒𝑥𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎
/ 𝐹𝑜𝑑𝑑𝑒𝑟 𝑖𝑚𝑝𝑜𝑟𝑡𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 )
The best way to understand the model results would be to substitute these variables with
actual values and check its functioning. It should be noted that export and import values
were measured in terms of millions of dollars per millions of sq. kilometres. Consider
that a country that has an area of 5 million sq. km has the following CHI, fodder export
and import values on a particular year.
CHI = 50.0
Fodder export = $ 10 million
Fodder import = $ 5 million
If this country’s leadership takes up an initiative to raise the country’s CHI value to
50.5%, then, the values of fodder export and import could be calculated as follows.
50.5 / 50 = 1.009 – 0.004 ((𝐹𝑜𝑑𝑑𝑒𝑟 𝑒𝑥𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2
/ 𝐹𝑜𝑑𝑑𝑒𝑟 𝑖𝑚𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2)/(

10
))
5

(𝐹𝑜𝑑𝑑𝑒𝑟 𝑒𝑥𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2 /
𝐹𝑜𝑑𝑑𝑒𝑟 𝑖𝑚𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2) = -0.004 *(0.5-1.009) *2
𝐹𝑜𝑑𝑑𝑒𝑟 𝑒𝑥𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2 /
𝐹𝑜𝑑𝑑𝑒𝑟 𝑖𝑚𝑝𝑜𝑟𝑡 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 𝑜𝑛 𝑦𝑒𝑎𝑟 2) = 0.00472
Hence, the policy makers would know that they have to make the fodder export to import
ratio per unit area to be 0.00472 in order to increase their CHI by 0.5 %. For instance, if
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they plan to import fodder worth of $ 1 million, then they have to restrict their fodder
export to a mere $472 in order to achieve their goal with regard to increase in CHI.

5.3 Translating results and answering hypothesis - HSDI
The following are the list of null and alternate hypotheses that were defined in relation
to HSDI.
Null Hypotheses
1. The increase in the ratio of meat export to meat import per unit area has zero or
positive effect on HSDI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has zero
or positive effect on HSDI of a nation
3. The increase in meat consumption per unit area has zero or positive effect on
HSDI of a nation
Alternate hypotheses
1. The increase in the ratio of meat export to meat import per unit area has a
negative effect on HSDI of a nation
2. The increase in the ratio of fodder export to fodder import per unit area has a
negative effect on HSDI of a nation
3. The increase in meat consumption per unit area has a negative effect on HSDI of
a nation
As explained in previous sub-sections, there is not enough scientific evidence to reject
any of the null hypotheses statements and hence, it could be said that the experimental
results failed to reject the null hypotheses. In other words, the alternate hypotheses
statements were rejected.
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5.4 Summary
The figure below summarizes the final results obtained from the experiment. The Fodder
export / import – CHI relationship is highlighted in green indicating the successful
acceptance of the corresponding alternate hypotheses and the other rejections are
highlighted in red indicating the rejection of the related hypotheses.

Figure 5-1

5.5 Strengths of the experiment
Although the experiment demonstrated that the relationships stated in the hypotheses do
not exist (as of now), it was constructed as strongly as possible. For instance, the
independent variables were carefully constructed by taking into account the bias that
would result due to diverse nature of distribution of resources across the nations of the
world. This was done by normalising these variables by area. Also, these variables were
constructed in such a way that the resultant model is flexible and clearly personifies the
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nation. For instance, this model would provide the room for policy makers to manipulate
either one of exports or imports by keeping the other constant. It also addressed the bias
in the variable ‘Meat consumption per capita’ by normalising it using population and
area. This applies to dependent variables as well. For instance, the original HSDI was
modified to take all greenhouse gases into account. Another example of such
normalisation technique is the usage of the ratio of the final variables (HSDI, CHI, Meat
export-import ratio per unit area, fodder export-import ratio per unit area and Meat
consumption per unit area) for the current year to the previous year as opposed to the
variables themselves. This accounted for the bias due to varying degrees of previous
developments achieved by the different nations and directly compare the change in
dependent variables against the change in independent variables. These ideas of
normalisation could be adopted by any future researcher investigating the same or a
similar theory.

5.6 Limitations of the experiment
Some of the major limitations in this experiment in terms of domain and data availability
have been discussed in chapters 2, 3 and 4 and below is a list that summarizes them.
1. Some constituents of the dependent variable such as education in case of HSDI
and sanitation access in case of CHI do not have any theoretical relationship with
the independent variables.
2. The individual components that constitute the dependent variable could be
influenced by various factors along with animal agriculture and the degree of
influence are different across different countries
3. The data for HSDI was available only for a short window of two years and a
larger dataset could have yielded better results
4. The dataset did not meet the conditions of normality and the independent
variables did not have a strong linear correlation with the dependent variables
and hence employing a more advanced and effective self-learning algorithm in
future could yield better results.
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Apart from these, another serious limitation is that the production of different meat
products consumes different amounts of natural resources and emit greenhouse gases in
varying quantities. For example, production of red meat especially beef is costlier in
terms of natural resources and is responsible for more GHG emissions than production
of chicken. Hence, a fair research would be to establish the differences in natural
resource consumption and GHG emissions during production of these different types of
meat and weight the data based on these differences. But, this was not done due to the
unavailability of these details for all types of meat. Instead, only the final sum of meat
production (export and consumption) and import values were considered. In reality, a
country that produces chicken would suffer much lesser environmental damage and end
up emitting lesser quantities of GHG in comparison to a country that produces the same
quantity of red meat (Hallström et al., 2015; Tukker et al., 2011). The same argument
would apply to health issues caused due to meat consumption. For instance, a specific
type of meat could be associated with specific health conditions as illustrated in Figure
2.15. The causations illustrated in this figure should be quantified and the dataset should
be weighted based on these quantifications for accurate results.
Another important limitation to this experiment is that it considered the trade value of
meat exports and imports rather than the actual quantities of the meat exported or
imported. In a way, this could be considered as a good approach to normalize these
values based on their costs of making. But, market prices fluctuate a lot within periods
of time and they are also subject to other influencing factors such as politics, changes in
supply-demand chains etc. Hence, a better approach would be to consider the quantities
of the individual components of meat products that were exported and imported. But,
unfortunately, such drill down data is unavailable at this point in time.
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6

CONCLUSION

This section is intended to summarize the domain basis for the research, key takeaways
in its design, model implementation, results and evaluation. It also focuses on its
contribution to the scientific community and possible future works.

6.1 Research Overview
This research was based on the fact that animal agriculture is one of the major
contributors to climate change due to greenhouse gas emissions, land degradation,
freshwater shortages, deforestation, general environmental pollution and world hunger.
Also, meat consumption is strongly associated with fatal health issues such as cancer,
cardiovascular disease and diabetes (Wu, 2014). Although meat production and export
could be economically beneficial in the short run, it could eventually lead to overexploitation of natural resources and consequently the destruction of the environment in
the long run. Hence, it is essential for the leaders of a country to make intelligent
decisions while drafting economic policies; especially while dealing with a resource
intensive economic sectors such as animal agriculture. But, finding the right balance
between the economic benefits and consequent trade-offs in the environmental realm is
possible only through well-informed decisions which in turn are only possible if the
effects of animal agriculture could be quantified in terms of an established unit of
measurement such as welfare indicators.
Human Sustainable Development Index (HSDI) and Child Health indicator (CHI) were
the welfare indicators chosen for this experiment. This decision was made based on data
availability and the individual components that constituted these indicators. There were
some indicators that were more suitable for this experiment such as Genuine Progress
Indicator (GPI), Gross National Well-being (GNWI) etc. But, these indicators were
either unavailable for all countries or their data was unavailable for the desired time
window.
Human Sustainable Development Index (HSDI) takes four main dimensions of
development: income, education, life expectancy and CO2 emissions of a nation into
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account. A slight modification was made in this computation methodology for this
experiment so that it takes all GHG emissions into account. Out of these four, it can be
theoretically established that animal agriculture has a considerable impact on three
components: GHG emissions, life expectancy and income. This was done in Chapter 2.
Similarly, Child Health Indicator has three constituent factors: Access to clean water,
access to basic sanitation and child mortality rate and just like in case of HSDI, it could
be theoretically established that animal agriculture has a considerable impact on two of
these three factors: access to clean water and child mortality. This is because, mortality
in children under 4 years of age is influenced heavily by environmental factors.
This research attempted to explain Human Sustainable Development Index (HSDI) and
Child Health Indicator (CHI) in terms of different components of animal agriculture by
using a mathematical model which in turn could be used by the leadership of nations
across the globe to plan their economic policies smartly.

6.2 Problem Definition
As stated in the previous sub-section, the objective of the research was to develop a
mathematical model that could explain HSDI and CHI in terms of components that can
be attributed to animal agriculture. Hence, the research question was to find whethere
there exists any statistically significant relationship between these components and the
chosen welfare indicators. The following were the problems that had to be addressed to
answer the research question
1. Identifying the different quantifiable components of that explain animal
agriculture
2. Identifying the possible relationships between the components of animal
agriculture and each of the welfare indicators based on the knowledge gained
from the literature review.
3. Identifying data requirements, corresponding data sources and the forms in
which data are available
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4. Developing means of countering the natural bias that would result due to the
diverse nature of nations across the globe.
5. Identifying the statistical tools and methods to build the model
6. Identifying the ways and means to evaluate the resultant model

6.3 Design / Experimentation, Evaluation and Results
The problems that were outlined in the previous sub-section were addresses and the
following is a summary of the design, implementation and evaluation of the experiment
that was conducted.
1. Animal agriculture was explained by meat export, import and consumption.
Meat export and meat consumption were assumed to account for meat
production. Also, meat consumption was considered because of its influence on
human health. Meat imports were taken into account for the savings in natural
resources from the nation’s point of view if consumption were to remain
constant. Fodder exports and fodder imports were also considered because a
country could save much of its natural resources by importing fodder rather than
growing it on their own.
2. In general, it was hypothesised that export of meat and fodder would have a
positive impact on the welfare indicators whereas import of the same would have
a negative impact on them.
3. The raw data was scaled down by change of unit of measurement to millions of
standard units. The bias due to differences among the nations was contained by
weighting by area. Another methodology adopted to counter the bias due to
varying amounts of natural resources under the belt of different nations was to
consider the ratio of export to import instead of considering them individually.
This in conjunction with weighting by area was considered to provide a good
degree of normalisation. Also, this personified the nation and helped in
identifying the net direction (import or export) of the nation in terms of trade per
unit area.
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4. HSDI was modified to take all greenhouse gases into account rather than only
carbon dioxide and this modified HSDI was manually computed and used for the
experiment.
5. The ratio of the final variables (HSDI, CHI, Meat export-import ratio per unit
area, fodder export-import ratio per unit area and Meat consumption per unit
area) for the current year to the previous year was considered as opposed to the
variables themselves. This accounted for the bias due to varying degrees of
previous developments achieved by the different nations and directly compare
the change in dependent variables against the change in independent variables.
6. The bulk of data preparation activities were carried out using MS Excel whereas
the statistical analysis was done using IBM SPSS Statistics 24. Multiple Linear
Regression was the statistical method used to develop the model and hence, a
logarithmic transformation was applied to normalize the data distributions that
had huge ups and downs in order to meet the assumption conditions for the MLR
model. But, normality could not be achieved for most of the variables despite
applying a log transformation.
7. A statistically significant model that explains the change in CHI in terms of the
change in fodder export to import ratio was obtained. The regression coefficient
for Fodder_ratio was negative (-0.004) and this was used to accept the alternate
hypothesis that the increase in the ratio of fodder exports to imports would have
a negative impact on CHI
8. Apart from the above inference, there were no other statistically significant
evidence to accept any of the other alternate hypotheses and hence they were all
rejected and the null hypotheses were accepted.

6.4 Contributions and impact
Below are some of the key contributions from this research as far as the scientific
community is concerned.
1. A better Human Sustainable Development Index that considers all greenhouse
gases instead of just carbon dioxide was devised.
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2. A robust experimental design that addresses various elements of bias while
dealing with data from different nations was developed and this could be used
by any researcher who takes up this problem or similar problems in future.
3. The shortcomings that were mostly due to unavailability of data with respect to
welfare indicators and the absence of detailed drill down data for meat and fodder
trade in terms quantity, as opposed to trade value, was documented elaborately.
4. The non-linear nature of the dataset was well-established and this could provide
a future researcher with jump-start and suggest him upfront to consider the use
of more advanced types of regression or unsupervised machine learning
methods.
5. A statistically significant model that explains Child Health Indicator in terms of
fodder export-import ratio was obtained. This could be used by the leadership of
any country to improve their Child Health Indicator.
The following are the potential impacts this research could have on future researchers
and leaders.
1. Not many researches have been done (in fact nothing that was published in a
scientific paper) on quantifying the effects of animal agriculture in terms of
welfare indicators. Hence, this research could motivate future researchers to
consider this area and could also serve as a predecessor for their respective
researches.
2. The experimental results and the underlying theory from this research could be
used by environmentalists, politicians and animal rights activists across the globe
to support their arguments scientifically.
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6.5 Future Work and recommendations
The following are the recommendations and potential future works with respect to this
research.
1. This thesis has presented an inductive, data-driven approach for the exploration
of the impact of animal agriculture on Human Sustainable Development Index
(HSD) and the Child Health Indicator (CHI). Because of the dynamism of the
features involved in such an assessment as well as their uncertainty, this study
could be extended and approached from a different perspective. This perspective
considers deductive theory and belief-driver reasoning techniques for inference
such as the ones used in (Longo & Dondio, 2014), (Longo & Hederman, 2013),
(Longo, 2015) and (Rizzo, Dondio, Delany, & Longo, 2016).
2. The feature set could be extended by mining social data from the cloud or online
social networks (Dondio & Longo, 2011), and extract relevant determinants for
assessing the impact of animal agriculture on the HSD and CHI as in (Luca,
Stephen, & Pierpaolo, 2009), (Longo, Dondio, & Barrett, 2010) and (Dondio &
Longo, 2011).
3. The same research based on the same methodology could be undertaken with a
different and possibly more sophisticated indicator for sustainable development
or even the same indicators with a larger dataset.
4. Advanced methods of regression such as segmented regression, support vector
machine regression or hybrid unsupervised machine learning techniques such as
Artificial Neural Network-regression could be employed to better account for the
non-linear nature of data.
5. A detailed drill down approach by which various types of meat and fodder
products are quantified individually based on their impacts on the environment
and human health could be adopted in future. These numbers could then be used
as a weightage parameter in a trade dataset which has the individual quantities
of each of these types of meat and fodder by country.
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APPENDIX

Below are the scatter plots between the dependent and independent variables.

8.1 Scatter plots for HSDI
8.1.1 HSDI_ratio Vs Meat_ratio

Figure 8-1: HSDI_ratio Vs Meat_ratio
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8.1.2 HSDI_ratio Vs Fodder_ratio

Figure 8-2: HSDI_ratio Vs Fodder_ratio
8.1.3 HSDI_ratio vs Meat_cons_ratio

Figure 8-3: HSDI_ratio Vs Meat_cons_ratio
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8.2 Scatter plots for CHI
8.2.1 CHI_ratio Vs Meat_ratio

Figure 8-4: CHI_ratio Vs Meat_ratio
8.2.2 CHI_ratio Vs Fodder_ratio

Figure 8-5: CHI_ratio Vs Fodder_ratio
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8.2.3 CHI_ratio vs Meat_cons_ratio

Figure 8-6: CHI_ratio vs Meat_cons_ratio
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