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Abstract. We propose a nonlinear manifold learning technique based on deep autoencoders that
is appropriate for model order reduction of physical systems in complex geometries. Convolutional
neural networks have proven to be highly advantageous for systems demonstrating a slow-decaying
Kolmogorov n-width. However, these networks are restricted to data on structured meshes. Unstruc-
tured meshes are often required for performing analyses of real systems with complex geometry. Our
custom graph convolution operators based on the available differential operators for a given spatial
discretization effectively extend the application space of these deep autoencoders to systems with
arbitrarily complex geometry that can only be efficiently discretized using unstructured meshes. We
propose sets of convolution operators based on the spatial derivative operators for the underlying
spatial discretization, making the method particularly well suited to data arising from the solution
of partial differential equations. We demonstrate the method using examples from heat transfer and
fluid mechanics and show better than an order of magnitude improvement in accuracy over linear
subspace methods.
Key words. manifold learning, model order reduction, convolutional neural network, autoen-
coder
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1. Introduction. The simulation of parameterized dynamical systems is com-
mon across a wide range of application spaces. In many of these applications, the
effort is motivated by solving a set of partial differential equations (PDEs), whose
accurate solution often requires a fine spatial resolution that creates a large state-
space dimension for the resulting system of ordinary differential equations (ODEs).
As a result, numerical integration of the resulting system of ODEs is computationally
costly and, in some circumstances, (such as many-query or time-critical problems)
this is infeasible.
Projection based reduced-order models (ROMs) offer an accurate alternative to
the direct numerical integration of these systems of ODEs for a substantially low-
ered computational cost, but only when a low-dimensional trial subspace can be
identified[31, 2]. Projection-based ROMs involve two stages: (1) a computationally
expensive offline stage that involves computing state snapshots at different times for
samples of the parameter space and using those snapshots to define a low-dimensional
trial subspace, and (2) a computationally inexpensive online stage, computing approx-
imate trajectories restricted to lie within the trial subspace.
The vast majority of ROM development has focused on the use of linear trial
subspaces selected via balanced truncation [21, 42, 25, 3], rational interpolation [1,
13], or proper orthogonal decomposition (POD) [7, 65, 2, 6, 9, 20]. These types of
projection methods can be expected to be very accurate with a very low-dimensional
trial subspace for problems that exhibit fast decaying Kolmogorov n-width. However,
many problems (particularly advection-dominated problems) exhibit slowly decaying
Kolmogorov n-width requiring a larger trial subspace dimension to achieve accurate
results. High-dimensional trial subspaces are undesireable as the dimension of the
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trial subspace is directly related to the online computational cost of the ROM.
For problems with slow-decaying Kolmogorov n-widths, nonlinear trial subspaces
(defined via deep autoencoders [51]) can theoretically reduce computational costs
while maintaining accuracy [38, 17]. However, the most common type of deep au-
toencoder, fully-connected networks, are infeasible for large-scale systems with large
state spaces. Convolutional neural networks (CNNs) are a highly advantageous archi-
tecture for this type of nonlinear manifold learning because the number of learnable
weights in the network is independent of the input feature size (full-order model
state space dimension), significantly reducing the computational cost [37]. CNNs are
a powerful tool that has seen success in performing varied machine learning tasks,
such as image classification [35, 63, 60, 57, 18, 36, 34, 53, 40], image super resolution
[11, 54, 32, 30, 68, 49], natural language processing [29, 55, 12, 27, 56], and even physics
[10, 61, 15, 62, 71, 69, 22, 8, 38, 39, 48, 19, 45]. Unfortunately, deep autoencoders
are not currently widely applicable for model-order reduction of real-world applica-
tions, because convolutional networks are restricted to structured meshes (such as a
sequence, 2D array of pixels, or 3D array of voxels). The requirement of a structured
mesh makes it impossible to apply CNNs to problems with arbitrarily complex geom-
etry, such as any real engineered system, without resorting to either resampling [45]
or employing overset [58, 47, 41] or immersed boundary [50, 43] methods.
More recently, graph convolutional networks (GCNs) [67, 70] have been developed
to deal with data on unstructured graphs such as those arising from wide-ranging
application domains, including social networks [66], knowledge graphs [26], and com-
puter vision [5]. The unstructured meshes commonly used for spatial discretization of
complex systems are a subset of these general unstructured graphs. The analysis of
data arising from computer simulation of physics problems is distinct from most types
of learning tasks typically associated with GCNs. GCNs are typically designed to cap-
ture combinatorial structures like node degrees (the number of graph edges connected
to a given node) that are irrelevant to the solution of PDEs [64]. Reliance on this
connectivity information has caused issues in applications like computer vision where
this structural information is irrelevant to the learning task [70]. Unlike the computer
vision application, which is almost exclusively focused on triangle surface meshes (for
which the most important attribute is the shape), nodal coordinates are also of little
interest when attempting to reconstruct PDE solutions. In order to reproduce the
solution manifold of a set of PDEs, the spatial distribution of the field discretized by
the mesh (temperature, velocity, stress, etc.) is of primary concern.
In order to apply projection-based ROMs to the analysis of real engineered sys-
tems whose governing equations (advection-diffusion, Navier Stokes, Euler, etc.) pre-
clude the existance of a sufficiently small linear trial subspace, a manifold learning
method must be employed that is (1) practical for large state space dimensionality,
(2) able to learn complex nonlinear embeddings, and (3) not restricted to structured
meshes. Linear subspace methods satisfy 1 and 3 but not 2. Fully-connected au-
toencoder networks satisfy 2 and 3 but not 1. Traditional convolutional autoencoder
networks satisfy 1 and 2 but not 3. In this work, we propose an extension of tra-
ditional convolution networks that is suited for data on unstructured meshes with
arbitrary connectivity allowing the technique to be used for any discretized system.
Our proposed manifold learning method is capable of satifying all 3 requirements and
is thus well suited to addressing this challenging analysis problem. We draw inspira-
tion from prior work in the fields of graph neural networks and geometric learning and
formulate a solution for our learning task that is customized to the learning of PDE
solutions while fitting within the more general established framework of GCNs. Addi-
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tionally, we seek implementations that are applicable to generic spatial discretizations,
including mesh-free methods. As such, we use operators that involve discretization-
independent learned weights. We propose sets of convolution operators based on
the spatial derivative operators for the underlying spatial descretization, making the
method particularly well-suited to data arising from the solution of PDEs. In the 3
exemplar problems chosen, our approach is consistently more than an order of magni-
tude more accurate than an optimal linear subspace method for low-dimensional trial
subspaces.
The paper is organized as follows. Our new algorithm is described in section 2 in
the context of GCNs, the implementation details are given in section 3 and section 4,
the numerical experiments corresponding results are described in section 5. The
conclusions follow in section 6.
2. Graph Convolutions. There are two main types of GCNs, spectral and
spatial. Spectral GCNs interpret the graph convolution operation as the application of
a filter from the perspective of graph signal processing [59]. In contrast, spatial GCNs
interpret the convolution operation through the lens of information propagation. The
spatial approach can enable greater parallelism due to the inherrently local nature
of the operation. Although our contribution may be viewed through either lense, we
derive our contribution as an extension to spectral GCNs and a special case of MoNet
[44] due to the convenience of matrix notation afforded to spectral GCNs.
In the literature on GCNs, a graph is represented by G = (V, E) where V denotes
the nodeset and |V| = n and E denotes the edgeset. We use vi ∈ V to denote a node
and eij = (vi, vj) ∈ E denote an edge connecting vi and vj . We also have a node
feature matrix X ∈ Rn×c defining the c attributes present for each node.
We define the adjacency matrix A ∈ Rn×n, such that Aij = 1 if eij ∈ E and
Aij = 0 if eij 6∈ E . For stability reasons, it is customary to explicitly include self-
loops in A, i.e. Aii = 1. The adjacency matrix is normalized using the degree matrix
D ∈ Rn×n, which is a diagonal matrix with Dii =
∑
j Aij . For GCNs, the graph
Laplacian is defined as
(2.1) L = D−1/2AD−1/2,
and the graph convolution layer is then
(2.2) X(l+1) = (LX lW ),
where  is a nonlinear activation function and W ∈ Rcl×cl+1 is a trainable weight
matrix.
We observe that the graph Laplacian is insufficiently expressive on its own owing
to the comparatively small number of attributes per node for most common PDEs
relative to what is typical in, for example social science [24, 33] or knowledge graphs
[23]. Additionally, the graph Laplacian has the undesirable property of directly de-
pending upon the local mesh connectivity in a way that may prevent it from being
discretization-independent.
Equation (2.2) can be split up into 3 parts, a filter application or mixing step, a
1D convolution, and the application of the nonlinear activation function. The mixing
step, which ”mixes” information from a node’s neighborhood, is the multiplication of
L by the input feature matrix X l. We generalize this mixing step by allowing for an
arbitrary number of mixing operations, the results of which are concatenated along
the feature/channel dimension:
(2.3) F =
[
M0X
l,M1X
l, ...Mm−1X l
]
∈ Rn×clm.
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The 1D convolution step is accomplished by subsequent multiplication by a learnable
weight matrix:
(2.4) X(l+1) = (FW )
with the generalized mixing step W ∈ Rclm×cl+1 . The standard GCN using the graph
Laplacian can then be viewed as a special case, where m = 1 and M0 = L. It is
desirable to minimize the number of mixing operators m for a given problem because
the number of learnable parameters for a given layer is cl ×m × cl+1. However, too
few mixing operators will be shown to result in reduced accuracy. For this reason, we
propose several different predefined sets of mixing operators, such that the network
may be tailored to the requirements of the application.
3. Mixing Layers. We propose deriving mixing operators from the spatial gra-
dient operators defined for the underlying spatial discretization. The existence of
these gradient operators is a prerequisite to any PDE solution procedure and, thus,
should be readily available for any application. Unlike L, these operators should not
introduce undesireable dependencies of the learned weights on the local element con-
nectivity. At this time, it is instructive to draw some comparisons to the traditional
convolution operator from which we draw inspiration. A 3 × 3 kernel has 9 param-
eters, m = 9. If we view the image as being defined on a regular rectangular mesh
with nodes at the pixel centers, we can compute matrix representations of these op-
erators using a linear finite element basis. For interior nodes, these are equivalent to
convolutions with the (unnormalized) kernels shown in Figure 1.
(a) I (b) ∇x (c) ∇y (d) ∆
Fig. 1: Differential operators on a regular square mesh are closely related to common
filters used for image processing.
There are some differences between how these operators weight contributions at
the boundary nodes, compared to the normal approach of zero-padding for traditional
CNNs but these differences are not generally significant. Without the inclusion of the
identity operator, zero-padding could be viewed as applying a (potentially unphysical)
boundary condition to the filtered outputs. With the identity operator, accurate
boundary information is able to easily propagate deeper into the network.
Looking at the differential operators in Figure 1, it quickly becomes apparent that
a given set of mixing operators defines a linear subspace of the 9-dimensional space
spanned by the normal 3 × 3 convolution kernel. It has been previously observed
that learned filters may be represented using a lower dimensional basis as a form of
network compression [52]. Visualizing these operators by looking at their stencils is
useful for gaining intuition regarding how expressive the resulting network is likely to
be. Note, for instance, that the Laplacian ∆ = ∇2 is a common edge-detection kernel
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while ∇x and ∇y are closely related to Sobel filters. The L operator from 2.1 is a
box blur and may be recovered as a linear combination of the differential operators
L = 9I −∆.
Parameterized differential operators have been previously proposed for various
learning tasks including shape classification of meshed surfaces [4, 16] and image
classification and segmentation on the unit sphere [28]. While these previous inves-
tigations were focused on more restricted application spaces, the operators suggested
therein may be more generally applicable. In anisotropic CNNs [4], a patch oper-
ator is constructed using anisotropic heat kernels. In our framework, that roughly
corresponds to mixing operators of the form
(3.1) ∇ ·

 δ0i 0 00 δ1i 0
0 0 δ2i
∇
 i ∈ {0, 1, 2},
where δij is the Kronecker delta. Parameterized differential operators have also been
previously proposed for image classification and segmentation tasks on a unit sphere
[28]. In that work, the set of mixing layers was chosen to be {I,∇θ,∇φ,∇2 = ∆}.
The derivative components were chosen to align with the global spherical coordinate
system. We will present our proposed mixing operators using cartesian coordinates
but application to other coordinate systems is trivial. For our test problems, we have
observed that using the derivative operators directly is inadvisable, due to potentially
large scale differences between a function and its derivatives. We propose normalizing
the derivative operators, such that their absolute value row sums are unity:
(3.2)
∇˜x = D−1x ∇x (Dx)ii =
∑
j
∣∣(∇x)ij∣∣
∇˜y = D−1y ∇y (Dy)ii =
∑
j
∣∣(∇y)ij∣∣
∇˜z = D−1z ∇z (Dz)ii =
∑
j
∣∣(∇z)ij∣∣
∆˜ = D−1∆ ∆ (D∆)ii =
∑
j
∣∣∆ij∣∣ .
This type of normalization is common for GCNs. We have also observed performance
benefits by further enriching the basis. Specifically, we separate the positive and
negative contributions of the gradient operators into separate operators (which is
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analogous to adding a learned upwinding parameter), e.g.
(3.3)
(∇+x )ij =
{
2(D−1x ∇x)ij , for (∇x)ij > 0
0, otherwise
(∇−x )ij =
{
−2(D−1x ∇x)ij , for (∇x)ij < 0
0, otherwise
(∇+y )ij =
{
2(D−1y ∇y)ij , for (∇y)ij > 0
0, otherwise
(∇−y )ij =
{
−2(D−1y ∇y)ij , for (∇y)ij < 0
0, otherwise
(∇+z )ij =
{
2(D−1z ∇z)ij , for (∇z)ij > 0
0, otherwise
(∇−z )ij =
{
−2(D−1z ∇z)ij , for (∇z)ij < 0
0, otherwise
has proven to be valuable in some circumstances.
We therefore have a large set of proposed mixing operators, a subset of which
may be used for any given mixing layer. In the examples to follow, we will refer to the
following master list (3.4) when specifying the set of mixing operators used in a given
layer. For compactness of notation, we omit the explicit scaling of the derivative
operators and state that all mixing operators are normalized, such that their row
sums are unity. The combinations of mixing operators examined in the experiments
to follow will be:
(3.4)
Ma =
{
I,∆x,∆y
}
Mb =
{
I,∇x,∇y,∆
}
Mc =
{
I,∇x,∇y,∆x,∆y
}
Md =
{
I,∇+x ,∇−x ,∇+y ,∇−y ,∆
}
Me =
{
I,∇+x ,∇−x ,∇+y ,∇−y ,∆x,∆y
}
Mf = {I}
Mg = {L}
Mh = {∆}
Mi = {I,∆} .
Note that not all possible combinations of these operators are linearly independent
(ie. ∇+x + ∇−x ∝ ∇x), so some care should be taken when selecting operators for a
mixing layer to avoid duplication.
4. Network Architectures. Very similar achitectures are used for all 3 exem-
plar problems. The only difference was the depth of the network. For each example,
we precompute a sequence of coarsened meshes along with corresponding differential
operators and interpolation operators. The network components are then applied
at the different mesh resolutions, using the corresponding differential operators and
interpolation operators. The fundamental components of the autoencoder networks
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are shown in Figure 2. A diagram of the full autoencoder architecture is included
in Appendix B. We have observed that the encoder task is significantly less complex
than the decoder task for our example applications, which is intuitive, as the decoder
task is analagous to solving the system of PDEs whereas the encoder task is anal-
gous to performing a regression to find an unknown parameter from data. As such,
we have chosen an asymmetric architecture that devotes a larger number of learned
parameters to the decoder task.
(a) (b) (c)
Fig. 2: The convolutional autoencoder networks are comprised of 3 fundamental com-
ponents: the (a) encoder convolutional module, (b) decoder convolutional module,
and (c) decoder output module.
The input is fed into the network as a 3D tensor of size [B,C,N0], where B is the
batch size, C is the number of input channels (number of nodal fields), and N0 is the
number of nodes in the input mesh. For each network, a sequence of d progressively
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coarser meshes is precomputed with N0, N1, · · · , Nd nodes. The encoder network
consists of one encoder convolutional module (Figure 2a) for each mesh resolution,
a fully connected layer to reduce the size to 64, a nonlinear activation, and another
fully connected layer to reduce to the desired latent space dimension dlatent, which is
treated as a hyper parameter. All nonlinear activation layers use the ELU activation
function
(4.1) (x) = max(0, x) +min(0, α(exp(x)1)),
with α = 1, consistent with previously published results [38]. During experimentation,
the choice of nonlinear activation function was not observed to significantly impact
the quality of results. For the down-sampling operation, we use the renormalized
transpose of the interpolation operator that maps from the coarse mesh to the fine
mesh. We will use this same interpolation operator for the upsampling layers in the
decoder.
The decoder network begins with 4 fully connected layers. The number of neurons
in each layer is 64, 4Nd, 16Nd, and 64Nd, where Nd is the number of nodes in the
coarsest mesh. Each fully connected layer is followed by an ELU nonlinear activation
layer. These are followed by one decoder convolutional module (Figure 2b) at each
mesh resolution save the final (finest) mesh. An output layer (Figure 2c) is used rather
than a convolutional layer for the finest mesh. Since no nonlinear activation functions
are used in the output layer, the features may be optionally extracted at this point
and treated as a nonlinear mode decomposition [46], which is useful for visualization
and interpretability. While, in theory, each mixing layer could be comprised of a
unique set of mixing operators; in practice, this is cumbersome to manage; so, for
each experiment, a common set of mixing operators will be used for all mixing layers.
5. Numerical Experiments. We will be considering three different datasets
from a range of computational physics applications. We will be constructing au-
toencoders and assessing performance in terms of the degree to which the solution
lies within the generated manifold. Specifically, we will use the mean-squared error
(MSE) between the solution and its reconstruction as our metric. For the experiments
to follow, we will vary the sets of mixing operators M used within the network as
well as dlatent. The three datasets are:
• Transient advection-diffusion,
• Unsteady laminar fluid flow past a cylinder, and
• Inviscid supersonic flow over a wedge.
The MSE loss function is used for both training and evaluation. This loss func-
tion weights the error at each node equally. For regular meshes, this will correspond
closely with the L2 error in the reconstruction. For highly irregular meshes, it may be
advisable to use the L2 or L1 error directly to avoid over-emphasizing densely meshed
regions. In practice, densely meshed regions often correspond to regions of particular
interest; therefore, weighting those regions more heavily in the loss calculation may be
appropriate in some cases. In addition, the computation of the L2 or L1 error is sig-
nificantly more costly than the MSE. In the following subsections, we will summarize
the results of each experiment. Detailed results are tabulated in Appendix A.
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5.1. Transient Advection-Diffusion. For our first example, consider the tran-
sient, 2D advection-diffusion equation:
∂α
∂t
(~r, t) = ∇ · (D∇α(~r, t))− ~u · ∇α(~r, t)
~r ∈ Ω ⊂ R2, t ∈ [0, 1]
α (~r, 0) = 0
α (~r, t) = 1 for ~r ∈ ∂Ω.
(5.1)
The diffusivity D is chosen to be 0.1 and the advection velocity is chosen to be a unit
vector, ‖~u‖ = 1. The equation is solved on the unit square Ω = [0, 1] × [0, 1]. The
direction θ of the advection velocity is varied so ~u = (cos(θ), sin(θ)). Training data
is generated every 30◦ beginning with the positive x-axis (θ = 0). Separate test data
is generated for angles of θ ∈ {45◦, 135◦, 225◦, 315◦}. The 5 meshes used are regular
square meshes of 160× 160, 80× 80, 40× 40, 20× 20, and 10× 10 elements apiece.
Referring back to the master list of proposed mixing operators (3.4), we will use
all of the proposed mixing operator sets for this experiment. The full results for
all combinations of mixing operators, M ∈ {Ma,Mb, · · · ,Mh,Mi} with dlatent ∈
{4, 16, 64} are included in Table 1 in Appendix A. There are also selected results for
dlatent = 2. The results of varying dlatent are uneven. In general, increasing dlatent
should result in a more accurate model. However, since the actual solution manifold
for this case is fully contained in R2, it is perhaps expected that increasing dlatent
beyond 4 fails to continue improving the solution quality. While it is possible to
obtain accurate results for dlatent = 2 for some test problems, the networks suffer in
terms of generalizability; a low training loss does not imply low test loss across the
board. For POD, the solution continues to improve as expected as dlatent is increased.
POD accuracy is comparable to the autoencoder results at dlatent = 16 and nearing
machine precision for dlatent = 64. For ROMs, the online cost is closely related to
the cost of solving a least-squares problem (projecting the dynamics onto the solution
manifold). The solution is usually generated via an iterative procedure, the cost of
which will be problem dependent. If the quadratic Newton-Raphson method is used,
the cost of each iteration will scale as O(d2latent) [14].
Because the mesh used for this example is a regular grid, a traditional CNN is
also used. The architecture is as similar as possible to the autoencoder architecture
described in section 4. The same number of convolutional layers with the same num-
ber of filters are used and the fully connected layers are identical. The accuracy for
both the traditional CNN and proposed extension are comparable indicating that our
proposed technique effectively replicates the accuracy of the traditional CNN without
relying on any underlying structure in the mesh. Notably, the traditional CNN re-
construction suffers from some high frequency artifacts arising from the upsampling
procedure, as shown in Figure 3. While these artifacts have little impact on the
integrated accuracy and would likely be smoothed out by LSPG projection of the
governing equations in a ROM setting, they are nonetheless worrysome.
The results are more consistently impacted by the choice of mixing operators. For
some sets of mixing operators (notably those with lower values of m), the accuracy of
the resulting model appears to be highly dependent on the random initialization of
the network. Mixing operator set Me with m = 7 is a consistently well-performing
option. Mixing operator sets with m < 3 consistently perform worse than those with
m ≥ 3. For this reason, only the 5 sets with m ≥ 3 will be considered for the other 2
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experiments. Operator sets Mc and Me are consistently the top performers, which
indicates that value is added by including the anisotropic laplace operators in the
mixing operator set for this problem.
Figure 3 compares the reconstructions achieved via convolutional autoencoder
(with mixing operator set Me), a linear subspace model (POD), and a traditional
CNN with a similar autoencoder architecture. The autoencoder-based approaches
consistently outperform POD.
(a) Input (b) Autoencoder (Me)
(c) POD (d) Autoencoder (traditional CNN)
Fig. 3: Distributions of α at the final simulated time (t = 1) along with various
reconstructions for θ = 45 deg. All reconstructions are performed with dlatent = 4.
5.2. Unsteady Laminar Fluid Flow Past a Cylinder. The second example
involves unsteady laminar flow past a cylinder that generates the familiar vortex
shedding pattern known as a von Ka´rma´n vortex street. The governing equations for
CONVOLUTIONAL NETWORKS FOR UNSTRUCTURED DATA 11
(a) Geometry (b) Mesh
(c) ux (d) uy
Fig. 4: Unsteady laminar flow past a cylinder (a) has solutions computed on an
unstructured mesh (b) which exhibit the familar vortex shedding patterns visible in
the (c) horizontal and (d) vertical velocities.
this system are the incompressible Navier-Stokes equations:
(5.2)
∂~u
∂t
+ (~u · ∇) ~u− ν∇2~u = 0
∇ · ~u = 0.
The geometry is that of a cylinder in cross-flow, as shown in Figure 4. The cylinder
has a diameter of 1 and the free stream velocity is 1. The kinematic viscosity ν is
varied such that the Reynolds number is between 100 and 400. Symmetry bound-
ary conditions are applied at the top and bottom edges of the domain and an open
pressure boundary condition is applied at the outlet. Solutions are generated on an
unstructured mesh of 6384 quad elements. Simulations are run with adaptive time
stepping with a termination time of 120 resulting in O(103) solution snapshots gen-
erated per Reynolds number value. Training data is generated for Reynolds numbers
of 100, 200, 300, and 400. Separate test data is generated at a Reynolds numbers of
150, 250, and 350.
Since this example, like the first, is 2D, we will use some of the same sets of
mixing operators as before. However, we will limit ourselves to the mixing operators
sets that performed best on the advection-diffusion example (those with m ≥ 3), such
that M∈ {Ma,Mb,Mc,Md,Me} and dlatent ∈ {2, 4, 16, 64}.
The full results for this example are tabulated in Table 2 in Appendix A. The
accuracy of the trained autoencoders was insensitive to both of the hyperparameters
we varied (within the restricted set of mixing operators considered). There was not a
clear winner amongst the mixing operator sets. The ranking varied with both the test
dataset considered and the latent space dimension. Additionally, the loss values are
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(a) Re=150
(b) Re=250
(c) Re=350
Fig. 5: Absolute error in the horizontal velocity reconstruction at the final timestep
for the 3 test datasets using POD (left) and our autoencoder (right) with dlatent = 4.
all so close together that slightly different training procedures may lead to different
relative rankings, indicating that any of the combinations of mixing operators chosen
is suitable for this transient laminar flow application. However, operator sets Mb
andMd are consistently among the top performers, which indicates that splitting the
Laplace operator ∆ = ∆x + ∆y is likely not worthwhile for this application, possibly
due to the invariance of the inlet flow direction across the dataset. Once again, POD
achieves comparable accuracy to the autoencoder with dlatent = 16 and superior
accuracy with dlatent = 64. Figure 5 shows a comparison between the autoencoder
and POD for dlatent = 4. For small values of dlatent, our autoencoder is more than
an order of magnitude more accurate than POD.
The fact that increasing dlatent did not result in increased accuracy indicates that
the system’s dynamic response is adequately captured by the lower dimensional space,
which is not surprising, given that the state evolves on a 2D manifold parameterized by
Reynolds number and time. However, as seen in the advection-diffusion example, the
existance of a low-dimensional solution manifold is no guarantee that out autoencoder
will be able to consistently learn its structure. Minimizing dlatent is important in the
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context of reduced order modeling as the latent space dimension is one of the primary
drivers of online computational cost. For this test problem, our autoencoder is able
to consistently learn a minimal representation of the solution manifold.
Fig. 6: Steady inviscid supersonic flow over a wedge results in an oblique shock
originating at the corner. The flow state is piecewise constant with the inlet and
outlet conditions shown.
5.3. Inviscid Supersonic Flow Over a Wedge. The third and final experi-
ment involves steady, 2D supersonic inviscid flow. The geometry includes a surface
with a sharp corner turning into the flow to induce an oblique shock, as shown in
Figure 6. The angle of the wall is θ = deg 15. The governing equations
(5.3)
∂ρ
∂t
+∇ · (ρ~u) = 0,
∂ (ρ~u)
∂t
+∇ ·
(
ρ~u~uT
)
+∇P = 0, and
∂(ρE)
∂t
+∇ · (ρH~u) = 0
are the inviscid Euler equations (enforcing conservation of mass, momentum, and en-
ergy), with H as the total enthalpy and E as the total internal energy. The equations
are closed using the ideal gas law P = ρRT/M .
The inflow boundary conditions are fixed as constant values. A symmetry bound-
ary condition is prescribed along the bottom surface and open flow boundary condi-
tions are prescribed along the top and right (outflow) surfaces. The problem is ini-
tialized with the inflow conditions and pseudo-timestepping is used to achieve steady-
state. The inflow pressure and temperature are chosen to be p1 = 101352.93 and
T1 = 288.89, respectively. The free stream Mach number M1 is varied across training
and testing scenarios. A shock forms at angle β to the flow where the wall turns
sharply into the flow at the corner. θ and β are related to M1 by the θ − β −M
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equation:
(5.4) tan θ = 2 cotβ
M21 sin
2 β − 1
M21 (γ + cos 2β) + 2
.
Once β is computed from (5.4), the downstream conditions can be computed from
the following equations:
(5.5)
p2
p1
= 1 +
2γ
γ + 1
(M21 sin
2 β − 1),
ρ2
ρ1
=
(γ + 1)M21 sin
2 β
(γ − 1)M21 sin2 β + 2
,
T2
T1
=
p2
p1
ρ1
ρ2
, and
M2 =
1
sin(β − θ)
(
1 + γ−12 M
2
1 sin
2 β
γM21 sin
2 β − γ−12
)1/2
.
The conditions ahead of and behind the shock are then given by {M1, ρ1, p1, T1} and
{M2, ρ2, p2, T2} respectively. The local sound speed is given by c =
√
γ p/ρ. From the
sound speed, the air speed V = Mc = M
√
γ p/ρ can be computed. Therefore, the
velocity field is v = (u1, 0) ahead of the shock and v = (u2 cos(θ), u2 sin(θ)) behind
the shock, where ui = Mi
√
γ pi/ρi and i = 1, 2.
The domain is discretized using 12800 quad elements and training data is gen-
erated for M1 ∈ {2, 2.1, 2.2, · · · , 5.9, 6.0}. Separate test data is generated for M1 ∈
{2.25, 3.25, 4.25, 5.25}.
We will use the same mixing operator sets as in the laminar flow experiment
M ∈ {Ma,Mb,Mc,Md,Me}. Full results are tabulated in Table 3 in Appendix A.
The 41 datapoints used for training in this case are considerably fewer than those
used for the other experiments, owing to the fact that significantly less information
is harvested from a steady-state solution than from a transient solution. The data
could theoretically be augmented by inclusion of pseudo-timestepping data generated
during the solution process, but doing so proved unecessary in this case. However,
only having 41 training points restricts the maximum latent dimension of the POD
reconstruction to no more than 41.
All 5 mixing operator sets performed comparably for this experiment, and the
autoencoder outperformed the POD reconstruction over the full range of Mach num-
bers considered for dlatent ≤ 8. This problem is especially challenging for linear
subspace methods such as POD, owing to the exceptionally slow decay of the Kol-
mogorov n-width. The POD reconstruction includes large oscilations that pollute the
solution both upwind and downwind of the shock. These oscilations persist (espe-
cially for lower Mach numbers) until a relatively large number of modes are retained
(dlatent > 16). In contrast, the autoencoder reconstruction error is localized around
the shock front. For the density reconstruction pictured in Figure 7, the amplitude of
these errors increases with increasing M1, but only at a rate commensurate with the
increase of ρ2. The autoencoder is able to reconstruct the field data with a very small
latent space. Little performance degradation is seen, even for dlatent = 1, in which
case the autoencoder has precisely learned the solution manifold for this problem.
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(a) M1 = 2.25
(b) M1 = 3.25
(c) M1 = 4.25
(d) M1 = 5.25
Fig. 7: Absolute error in the density reconstruction for the 4 test points using POD
(left) and our autoencoder (right) with equivalent latent space dimension (dlatent = 4).
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6. Conclusions. We combined the traditional CNNs ability to learn physically
relevant filters with the GCNs applicability to unstructured meshes, allowing us to
accurately reconstruct the nonlinear solution manifolds of PDEs, which had previ-
ously proven challenging for projection-based ROMs. Our approach achieves an order
of magnitude improvement in accuracy relative to linear subspace methods for the 3
selected exemplar problems. The accuracy is comparable to that achieved by a tradi-
tional CNN autoencoder for the transient advection-diffusion problem for which both
are applicable. For the other 2 example problems, the traditional CNN is unable to
deal with the lack of structure in the spatial discretization, but our proposed approach
continues to achieve similar gains in accuracy relative to POD enabling low-cost ROMs
of systems that previously required a much higher latent space dimension.
The proposed networks represent an extension of CNNs to the processing of data
represented using unstructured spatial discretizations. Doing so significantly increases
the applicability of CNNs, due to the resulting support for arbitarily complex geome-
tries. The only prerequisite is the ability to compute the required differential and
interpolation operators, which should be readily available for any discretization used
for the solution of PDEs (including meshless methods). In our implementation, these
operators are precomputed, but they could also be computed at run time, which
would be useful if training/test data include a variety of spatial discretizations, but
would come with additional computational overhead. The extension of the power-
ful CNN technique to these types of data is important, not only in that it enables
nonlinear projection-based ROMs on arbitrarily complex geometries, but also that
it enables other tasks requiring low-dimensional embeddings of computational data
(e.g. synthesizing computational and experimental data, data compression, or surro-
gate modeling) for complex systems.
The choice of mixing operators is shown to have limited impact on the ultimate
accuracy of the method, although highly restrictive sets (m < 3) exhibited markedly
worse accuracy. For the 3 different experiments, different mixing operator sets were
shown to be advantageous. For the advection-diffusion experiment, operator set Me
was generally best; for the laminar flow experiment, operator set Md was generally
best; and for the inviscid Euler experiment, operator setMb was generally best. This
difference indicates a problem-dependent nature to the optimal choice of mixing oper-
ators. Additionally, more expressive operator sets are observed to usually (although
not always) result in easier training. For the examples considered, the solutions evolve
along low-dimensional manifolds, which are able to be successfully represented with
dlatent ≤ 4. Further increasing the latent space dimension did not generally result in
increased accuracy. Larger latent spaces may be required for different datasets, but
it is expected that dlatent should not be required to exceed the dimensionality of the
underlying solution manifold by much, if at all, which is consistent with prior findings
on the use of deep autoencoders to construct nonlinear trial subspaces for projection-
based ROMs [38, 39]. A similar network architecture was used for all 3 experiments
and minimal effort was made to optimize it. It is expected that further accuracy
improvements are possible if the architecture is tailored to a particular dataset.
All of the datasets examined here were 2D. However, as noted in section 3, the
extension to 3D is trivial. Additionally, the transition from 2D to 3D when using our
proposed mixing operator sets is significantly less costly than for traditional CNNs,
corresponding to an increase in the number of learnable parameters per convolutional
layer of between 25% and 43% depending on the mixing operator set relative to the
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200% requried for traditional CNNs.
Appendix A. Tables of Loss Values. Here, we include detailed summaries of
the accuracy achieved in all three experiments, for every value of each hyperparameter
considered. In each case, the ’loss’ refers to the MSE loss of the solution which is
closely related the the L2 error in the reconstruction. However, the precise relationship
between the loss and the L2 error is mesh- and dataset-dependent, and the loss values
reported here are unnormalized. Consequently, while the loss is valuable for comparing
the results across hyperparameter space for a single experiment, direct comparisons
between experiments are not valid. Therefore, the fact that the loss values in Table 1
are generally lower than those in Table 2 does not imply that the reconstructions
are more accurate for the advection diffusion experiment than for the laminar flow
experiment. For convenience, the most accurate set of mixing operators for each test
and for each value of dlatent is highlighted. In those cases where POD was more
accurate than the autoencoder, those results are also highlighted.
18 J. TENCER AND K. POTTER
Table 1: Loss performance for transient advection-diffusion experiment.
Mixing Training Test Loss
Set Loss θ = 45◦ θ = 135◦ θ = 225◦ θ = 315◦
d
la
te
n
t
=
2 (a) 1.246e-5 7.828e-6 3.759e-6 1.868e-5 1.036e-3
(b) 9.524e-5 4.199e-2 1.208e-2 1.765e-4 1.711e-2
(c) 1.596e-5 5.159e-6 1.056e-2 6.170e-4 2.219e-5
(d) 1.261e-5 3.217e-2 8.677e-6 4.880e-6 1.623e-4
(e) 1.335e-5 7.714e-6 8.158e-6 2.840e-3 1.048e-2
d
la
te
n
t
=
4
(a) 4.116e-5 7.339e-6 8.486e-6 1.102e-5 7.708e-6
(b) 5.994e-5 1.286e-5 1.027e-5 9.766e-6 1.067e-5
(c) 7.141e-5 1.906e-5 2.149e-5 1.269e-5 1.577e-5
(d) 4.083e-5 1.425e-5 1.046e-5 7.233e-6 2.288e-5
(e) 2.273e-5 7.048e-6 5.419e-6 4.553e-6 4.967e-6
(f) 2.221e-4 3.289e-5 3.338e-5 3.274e-5 3.458e-5
(g) 4.592e-4 6.978e-5 6.587e-5 6.787e-5 6.627e-5
(h) 9.388e-1 1.345e-1 1.345e-1 1.345e-1 1.345e-1
(i) 1.645e-3 2.442e-4 2.352e-4 3.084e-4 2.285e-4
POD 1.198e-2 1.456e-3 1.456e-3 1.456e-3 1.456e-3
CNN 2.770e-5 3.523e-5 3.456e-5 3.599e-5 3.608e-5
d
la
te
n
t
=
16
(a) 2.305e-4 3.982e-5 4.294e-5 3.205e-5 4.031e-5
(b) 7.178e-5 1.164e-5 1.169e-5 1.144e-5 1.181e-5
(c) 9.102e-6 2.828e-6 9.565e-6 4.527e-6 3.649e-6
(d) 4.203e-5 1.194e-5 1.057e-5 1.095e-5 1.050e-5
(e) 9.437e-6 1.005e-5 7.028e-6 5.801e-6 9.888e-6
(f) 9.388e-1 1.345e-1 1.345e-1 1.345e-1 1.345e-1
(g) 5.791e-1 8.338e-2 8.239e-2 8.353e-2 8.181e-2
(h) 9.388e-1 1.345e-1 1.345e-1 1.345e-1 1.345e-1
(i) 8.142e-5 1.378e-5 1.781e-5 2.017e-5 1.397e-5
POD 7.096e-5 6.973e-6 6.973e-6 6.973e-6 6.973e-6
CNN 3.817e-5 4.797e-5 4.589e-5 5.064e-5 4.728e-5
d
la
te
n
t
=
64
(a) 1.203e-5 4.078e-6 7.811e-6 5.454e-6 6.364e-6
(b) 7.620e-5 1.188e-5 1.505e-5 1.392e-5 1.410e-5
(c) 2.376e-5 3.756e-6 1.024e-5 9.465e-6 3.630e-5
(d) 2.064e-4 3.063e-5 3.011e-5 3.036e-5 3.010e-5
(e) 1.995e-5 3.676e-6 4.691e-6 4.461e-6 5.268e-6
(f) 7.820e-2 1.120e-2 1.122e-2 1.120e-2 1.119e-2
(g) 1.663e-4 2.549e-5 2.357e-5 3.691e-5 2.415e-5
(h) 9.388e-2 1.344e-1 1.345e-1 1.345e-1 1.345e-1
(i) 4.366e-2 1.824e-3 1.003e-2 1.623e-3 1.122e-2
POD 1.002e-9 1.277e-10 1.274e-10 1.274e-10 1.275e-10
CNN 2.872e-5 3.978e-5 3.923e-5 3.937e-5 3.843e-5
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Table 2: Loss performance for laminar flow experiment.
Mixing Training Test Loss
Set Loss Re = 150 Re = 250 Re = 350
d
la
te
n
t
=
2 (a) 5.382e-3 7.992e-3 4.112e-3 5.629e-3
(b) 4.892e-3 9.909e-3 3.848e-3 3.024e-3
(c) 5.126e-3 8.562e-3 4.563e-3 3.243e-3
(d) 4.968e-3 9.522e-3 3.893e-3 2.859e-3
(e) 5.009e-3 9.245e-3 5.767e-3 2.986e-3
d
la
te
n
t
=
4
(a) 4.002e-3 9.01e-4 1.668e-3 1.678e-3
(b) 3.940e-3 8.56e-4 1.765e-3 1.638e-3
(c) 4.182e-3 9.62e-4 1.903e-3 1.787e-3
(d) 3.979e-3 7.21e-4 1.638e-3 1.627e-3
(e) 4.029e-3 8.07e-4 1.681e-3 1.681e-3
POD 1.186e-1 2.604e-2 2.465e-2 3.195e-2
d
la
te
n
t
=
16
(a) 4.034e-3 6.23e-4 1.256e-3 1.643e-3
(b) 3.970e-3 5.68e-4 1.202e-3 1.608e-3
(c) 4.168e-3 6.84e-4 1.356e-3 1.675e-3
(d) 3.904e-3 5.89e-4 1.211e-3 1.592e-3
(e) 4.079e-3 6.14e-4 1.253e-3 1.653e-3
POD 1.831e-2 4.062e-3 4.418e-3 5.144e-3
d
la
te
n
t
=
64
(a) 4.034e-3 7.98e-4 1.454e-3 1.664e-3
(b) 3.903e-3 5.66e-4 1.194e-3 1.589e-3
(c) 4.078e-3 6.90e-4 1.348e-3 1.666e-3
(d) 3.872e-3 5.60e-4 1.165e-3 1.576e-3
(e) 3.975e-3 6.44e-4 1.273e-3 1.633e-3
POD 7.534e-4 2.780e-4 4.163e-4 2.665e-4
20 J. TENCER AND K. POTTER
Table 3: Loss performance for inviscid Euler experiment.
Mixing Training Test Loss
Set Loss M1 = 2.25 M1 = 3.25 M1 = 4.25 M1 = 5.25
d
la
te
n
t
=
1
(a) 1.276e-3 2.245e-4 4.518e-4 1.089e-3 2.384e-3
(b) 1.267e-3 1.816e-4 4.354e-4 1.081e-3 2.380e-3
(c) 1.387e-3 4.687e-4 5.062e-4 1.143e-3 2.460e-3
(d) 1.338e-3 2.020e-4 4.660e-4 1.143e-3 2.483e-3
(e) 1.330e-3 3.502e-4 4.951e-4 1.124e-3 2.426e-3
POD 1.545e-2 2.408e-2 1.647e-2 1.551e-2 5.330e-3
d
la
te
n
t
=
2
(a) 1.275e-3 2.578e-4 4.445e-4 1.085e-3 2.383e-3
(b) 1.257e-3 2.004e-4 4.302e-4 1.074e-3 2.375e-3
(c) 1.286e-3 2.410e-4 4.564e-4 1.100e-3 2.405e-3
(d) 1.308e-3 2.454e-4 4.659e-4 1.111e-3 2.413e-3
(e) 1.333e-3 2.472e-4 4.712e-4 1.123e-3 2.446e-3
POD 8.293e-3 9.475e-3 1.000e-2 7.595e-3 2.883e-3
d
la
te
n
t
=
3
(a) 1.262e-3 1.986e-4 4.371e-4 1.079e-3 2.375e-3
(b) 1.255e-3 1.681e-4 4.280e-4 1.073e-3 2.372e-3
(c) 1.260e-3 1.959e-4 4.352e-4 1.078e-3 2.375e-3
(d) 1.299e-3 2.052e-4 4.658e-4 1.109e-3 2.426e-3
(e) 1.336e-3 3.871e-4 5.028e-4 1.117e-3 2.408e-3
POD 5.165e-3 6.082e-3 4.760e-3 3.088e-3 2.875e-3
d
la
te
n
t
=
4
(a) 1.265e-3 2.306e-4 4.368e-4 1.081e-3 2.378e-3
(b) 1.256e-3 1.741e-4 4.290e-4 1.074e-3 2.373e-3
(c) 1.263e-3 1.994e-4 4.366e-4 1.080e-3 2.378e-3
(d) 1.283e-3 2.066e-4 4.472e-4 1.096e-3 2.402e-3
(e) 1.346e-3 3.836e-4 5.154e-4 1.139e-3 2.453e-3
POD 3.485e-3 5.833e-3 4.447e-3 3.030e-3 2.549e-3
d
la
te
n
t
=
8
(a) 1.288e-3 2.529e-4 4.611e-4 1.093e-3 2.392e-3
(b) 1.261e-3 1.838e-4 4.322e-4 1.077e-3 2.376e-3
(c) 1.264e-3 2.160e-4 4.402e-4 1.079e-3 2.376e-3
(d) 1.324e-3 2.287e-4 4.804e-4 1.132e-3 2.425e-3
(e) 1.381e-3 4.518e-4 5.243e-4 1.167e-3 2.441e-3
POD 1.041e-3 2.184e-3 1.308e-3 8.682e-4 3.932e-4
d
la
te
n
t
=
16
(a) 1.265e-3 1.967e-4 4.383e-4 1.078e-3 2.379e-3
(b) 1.256e-3 1.739e-4 4.289e-4 1.073e-3 2.372e-3
(c) 1.263e-3 1.986e-4 4.350e-4 1.083e-3 2.381e-3
(d) 1.350e-3 4.819e-4 4.903e-4 1.127e-3 2.420e-3
(e) 1.315e-3 3.467e-4 4.716e-4 1.105e-3 2.406e-3
POD 1.450e-4 7.975e-4 1.855e-4 1.164e-4 1.037e-4
d
la
te
n
t
=
32
(a) 1.268e-3 2.165e-4 4.402e-4 1.081e-3 2.381e-3
(b) 1.260e-3 1.812e-4 4.321e-4 1.076e-3 2.375e-3
(c) 1.260e-3 2.193e-4 4.402e-4 1.079e-3 2.375e-3
(d) 1.276e-3 2.149e-4 4.471e-4 1.090e-3 2.389e-3
(e) 1.290e-3 2.503e-4 4.629e-4 1.100e-3 2.395e-3
POD 4.239e-7 7.300e-4 9.189e-6 1.367e-6 1.203e-6
d
la
te
n
t
=
64
(a) 1.262e-3 1.934e-4 4.346e-4 1.077e-3 2.376e-3
(b) 1.262e-3 2.257e-4 4.354e-4 1.078e-3 2.376e-3
(c) 1.262e-3 1.898e-4 4.361e-4 1.080e-3 2.379e-3
(d) 1.361e-3 2.995e-4 5.170e-4 1.150e-3 2.481e-3
(e) 1.265e-3 1.966e-4 4.376e-4 1.080e-3 2.377e-3
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Appendix B. Network Architecture.
InputC
N0
Encoder Convolutional Layer
32
N1
Encoder Convolutional Layer
··
·
32
Nd
Dense Network
1
dlatent
Dense Network
64
Nd
Decoder Convolutional Layer
64
N1
Decoder Convolutional Layer
··
·
64
N0
Output Layer
OutputC
N0
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