In this paper, we first propose a concept of weighted pseudo-almost periodic functions on time scales and study some basic properties of weighted pseudo-almost periodic functions on time scales. Then, we establish some results about the existence of weighted pseudo-almost periodic solutions to linear dynamic equations on time scales. Finally, as an application of our results, we study the existence and global exponential stability of weighted pseudo-almost periodic solutions for a class of cellular neural networks with discrete delays on time scales. The results of this paper are completely new.
Introduction
The concept of pseudo-almost periodicity, which is a natural generalization of the notion of almost periodicity, was introduced in the literature more than a decade ago by C. Zhang [1] [2] [3] . Since its introduction in the literature, the notion of pseudo-almost periodicity has generated several developments and extensions, see, e.g., [4, 5] . The concept of weighted pseudo-almost periodicity introduced in the literature in 2006 by Diagana [5] . The notion of weighted pseudo-almost periodicity has generated several developments since then, see for instance the references [6] [7] [8] . Among other things, it has been utilized to study the qualitative behavior to various differential and partial differential equations involving weighted pseudoalmost periodic coefficients, see, e.g., [9] [10] [11] .
On the other hand, dynamic equations on time scales offer a new direction in the study of dynamic systems which involve differential equations and difference equations as special cases. Their origin is connected with Stefan Hilger's work [12, 13] . In 1988, Stefan Hilger introduced the definition of a ∆-derivative. The common derivative and the common forward difference are special cases of the ∆-derivative. In fact, the progressive field of dynamic equations on time scales contains links to and extends the classical theory of differential and difference equations. For instance, by choosing the time scale to be the set of real numbers, the general result yields a result for differential equations. In a similar way, by choosing the time scale to be the set of integers, the same general result yields a result for difference equations. However, since there are many other time scales than just the set of real numbers or the set of integers, one has a much more general result. For these reasons, based on the concept of almost periodic time scales proposed in [14, 15] , the concept of pseudo-almost periodic functions on almost periodic time scales was formally introduced by Li and Wang (2012) in [16] . Moreover, some first results were proven which concern the pseudo-almost periodic solution to dynamic equations on time scales. However, to the best of our knowledge, there is no concept of weighted pseudo-almost periodic functions on time scales yet, so up to now, there was no work on discussing weighted pseudo-almost periodic problems of dynamic equations on time scales before. Also, it is well known that cellular neural networks have been extensively applied in areas of signal processing, image processing, pattern recognition, optimization and associative memories. Since all these applications closely relate to the dynamics, the dynamical behaviors of cellular neural networks have been widely investigated. There have been extensive results on the problem of the existence and stability of equilibrium points, periodic solutions and almost periodic solutions of cellular neural networks in the literature. We refer the reader to [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and the references cited therein. However, to the best of our knowledge, few authors have studied the problems of pseudo-almost periodic and weighted pseudo-almost periodic solutions of neural networks [28, 29] . Moreover, it is known that the existence and stability of almost periodic solutions play a key role in characterizing the behavior of dynamical systems (see [30] [31] [32] [33] [34] [35] [36] ) and pseudo-almost periodicity is a natural generalization of the notion of almost periodicity. Furthermore, because of the weights involved, the concept of weighted pseudoalmost periodicity is more general and richer than the concept of pseudo-almost periodicity.
Motivated by the above discussion, in this paper, we first introduce the concept of weighted pseudo-almost periodic functions on time scales and study some basic properties of weighted pseudo-almost periodic functions on time scales. Then, we establish some results about the existence of weighted pseudo-almost periodic solutions to linear dynamic equations on time scales. Finally, as an application of our results, we study the existence and global exponential stability of weighted pseudo-almost periodic solutions for the following cellular neural network with discrete delays on time scales
where i = 1, 2, . . . , n and T is an almost periodic time scale which will be defined in the next section, x i (t) correspond to the activations of the ith neurons at the time t, c i (t) are positive functions, they denote the rate with which the cell i reset their potential to the resting state when isolated from the other cells and inputs at time t, a ij (t) and b ij (t) are the connection weights at time t, γ ij are nonnegative, which corresponds to the finite speed of the axonal signal transmission, I i (t) denote the external inputs at time t, f i are the activation functions of signal transmission. For each interval J of R, we denote by J T = J ∩ T.
The system (1.1) is supplemented with the initial values given by
where ϕ i (·) denotes a real-value bounded right-dense continuous function defined on [−γ, 0] T , and γ i = max 1≤j≤n {γ ij }, γ = max 1≤i≤n {γ i }.
Throughout this paper, we assume that the following conditions hold:
(H 1 ) f j ∈ C(R, R) and there exist positive constants α j such that
(H 2 ) c i , a ij , b ij are almost periodic functions on T, where i, j = 1, 2, . . . , n;
. . , n, where R + , Π will be defined in the next section;
. . , n) are weighted pseudo-almost periodic functions, where U Inv ∞ will be defined in the next section. Remark 1.1. If T = R, then (1.1) reduces to the following form
reduces to the following form
To the best of our knowledge, there is no paper published on the existence and exponential stability of weighted pseudo-almost periodic solutions for (1.2) and (1.3).
The organization of the rest of this paper is as follows. In Section 2, we introduce some definitions and make some preparations for later sections. In Section 3, we propose a concept of weighted pseudo-almost periodic functions on almost periodic time scales and study some their basic properties. In Section 4, we study the existence of weighted pseudo-almost periodic solutions to linear dynamic equations on time scales. In Section 5 and Section 6, based on the results obtained in the previous sections, Banach's fixed point theorem and ∆-differential inequalities on time scales, we present some sufficient conditions which guarantee the existence and global exponential stability of weighted pseudo-almost periodic solutions to (1.1). In Section 7, we present examples to illustrate the feasibility and effectiveness of our results obtained in Section 5 and Section 6.
Preliminaries
In this section, we shall first recall some basic definitions and prove some lemmas. Let T be a nonempty closed subset (time scale) of R. The forward and backward jump operators σ, ρ : T → T and the graininess µ : T → R + are defined, respectively, by σ(t) = inf{s ∈ T : s > t}, ρ(t) = sup{s ∈ T : s < t} and µ(t) = σ(t) − t.
A point t ∈ T is called left-dense if t > inf T and ρ(t) = t, left-scattered if ρ(t) < t, right-dense if t < sup T and σ(t) = t, and right-scattered if σ(t) > t. If T has a left-scattered maximum m, then
A function f : T → R is right-dense continuous provided it is continuous at right-dense point in T and its left-side limits exist at left-dense points in T. If f is continuous at each right-dense point and each left-dense point, then f is said to be continuous function on T.
For y : T → R and t ∈ T k , we define the delta derivative of y(t), y ∆ (t), to be the number (if it exists) with the property that for a given ε > 0, there exists a neighborhood U of t such that
If y is continuous, then y is right-dense continuous, and if y is delta differentiable at t, then y is continuous at t.
Let y be right-dense continuous. If Y ∆ (t) = y(t), then we define the delta integral by
The set of all regressive and right-dense continuous functions r : T → R will be denoted by R = R(T) = R(T, R). We define the set R + = R + (T, R) = {r ∈ R : 1 + µ(t)r(t) > 0, ∀t ∈ T}. If r is regressive function, then the generalized exponential function e r is defined by
with the cylinder transformation
Let p, q : T → R be two regressive functions, we define
Then the generalized exponential function has the following properties.
Lemma 2.1. [37, 38] Assume that p, q : T → R are two regressive functions, then (i) e 0 (t, s) ≡ 1 and e p (t, t) ≡ 1;
(ii) e p (σ(t), s) = (1 + µ(t)p(t))e p (t, s);
is understood as the empty set. Using m 1 , it generates the outer measure m *
on P(T), defined for each E ∈ P(T) as
A set ∧ ⊂ T is said to be ∆-measurable if the following equality: 
Then f is ∆-measurable and lim m→∞ E f m (s)∆s = E f (s)∆s.
Definition 2.3. [14, 15] A time scale is called an almost periodic time scale if
In this paper, we restrict our discussions on almost periodic time scales.
Lemma 2.3. [40] If T is an almost periodic time scale and τ
Proof. Let F (t) be an antiderivative of f (t) and G(t) := F (t+τ ) for all t ∈ T. Since t is rightscattered or right-dense if and only if t + τ are right-scattered or right-dense, respectively, G(t) is a continuous function. Case (1): If t is right-scattered, then G(t) is differentiable at t and
exists and is a finite number. In this case
Therefore, for both cases we have
The proof is complete. 
Now, for convenience, we introduce some notations. We will use x = (x 1 , x 2 , . . . , x n ) T ∈ R n to denote a column vector, in which the symbol T denotes the transpose of vectors. We let |x| denote the absolute-value vector given by |x| = (|x 1 |, |x 2 |, . . . , |x n |) T , and define ||x|| = max 
The collection of all almost periodic functions which go from T to R n will be denoted by AP (T, R n ). AP (T, R n ) equipped with the sup-norm is a Banach space.
T is said to be globally exponentially stable. If there exist a positive constant λ with ⊖λ ∈ R + and M > 1 such that every solution x(t) = (x 1 (t), x 2 (t), . . . , x n (t))
T of system (1.1) with the initial value
T satisfies
where
Weighted pseudo-almost periodic functions on time scales
Let U denote the collection of functions (weights) u : T → (0, +∞), which are locally integrable over T such that u > 0 almost everywhere. Let u ∈ U, for r ∈ Π with r > 0, we denote
Consequently, we define the space of weights
In addition to the above, we define the set of weights U B by
, where τ ∈ Π and ϕ τ (t) = ϕ(t − τ ).
All weighted pseudo-almost periodic functions which go from T to R n , will be denoted by P AP (T, R n , u). By Definition 2.5, it is easy to see that the decomposition of a pseudo-almost periodic function on time scales is unique. This is not always the case for weighted pseudoalmost periodic functions (see Example 3.1). In fact, the uniqueness of such a decomposition depends upon the translation-invariance of the space P AP 0 (T, R n , u). 
Similar to the proof of Theorem 2.1 in [41] , we have Theorem 3.1. Suppose that u ∈ U ∞ and for any τ ∈ Π, lim
is finite, then lim
is finite and P AP 0 (T, R n , u) is translation invariant.
Based on Theorem 3.1, we introduce the following new set of weights, which makes the spaces of weighted pseudo-almost periodic functions translation invariant:
By Definition 3.1 and the definition of U Inv ∞ , one can easily show that
Proof. Suppose that f ≡ 0 and f ∈ AP (T, R n ) ∩ P AP 0 (T, R n , u). Then there exists a t 0 ∈ T such that f (t 0 ) = 0. One can assume that there exists δ > 0 such that f (t 0 ) ≥ 2δ. Define
for every r > 0 and r ∈ Π. For any t ∈ [t−r, t+r] T (t = min{[0, +∞) T }), since f ∈ AP (T, R n ), there exists l δ > 0 and τ ∈ [t − l δ , t] T ∩ B δ , we have On the other hand, [t − r, t + r] T is a bounded closed subset of R, so [t − r, t + r] T is a compact subset of R, then there exist s 1 , s 2 , . . . , s m ∈ T such that
Noticing that
for all t ∈ B δ . For every t ∈ [t−r, t+r] T , there exists an i ∈ {1, 2, . . . , m} such that t−s i ∈ B δ , hence
One can easily see that
Using the fact that P AP 0 (T, R n , u) is translation-invariant and f ∈ P AP 0 (T, R n , u), it follows that f (t + t 0 ),
and lim
which contradict (3.1), and hence AP (T,
The proof is complete.
Proof. If we suppose that g(T) ⊂ f (T) does not hold, then exist t 0 ∈ T and ε 0 > 0 such that inf s∈T g(t 0 ) − f (s) > ε 0 . Using the continuity of the function g, there exists δ > 0 such that
> 0 such that every interval of length l ε 0 4 contains a τ ∈ Π with the property that
which implies that
and this is a contradiction. The proof is complete.
According to Lemma 3.1 and Theorem 3.2, we have
Since lim m→∞ ||f m − f || ∞ = 0 it follows that (f m ) m∈N is a cauchy sequence, and ||g s − g m || ∞ → 0 as s, m → +∞ too, that is, (g m ) m∈N is a cauchy sequence. Using the fact that (AP (T, R n ), ||·|| ∞ ) is a Banach space, it follows that there exists g ∈ AP (T, R n ) such that lim
Let h = f − g, it is easy to see that lim m→∞ ||h m − h|| ∞ = 0, which yields that h ∈ BC(T, R n ).
On the other hand,
Letting r → ∞, it follows that
Letting m → ∞ in the previous inequality, we get
that is, h ∈ P AP 0 (T, R n , u). The proof is complete.
Proof. By Lemma 3.3, P AP (T, R n , u) is closed and P AP (T, R n , u) ⊂ BC(T, R n ). Therefore, (P AP (T, R n , u), || · || ∞ ) is a Banach space. The proof is complete.
If f : R → R satisfies the Lipschitz condition and ϕ ∈ P AP (T, R, u), τ ∈ Π, then Γ : t → f (ϕ(t − τ )) belongs to P AP (T, R, u).
Proof. Since ϕ ∈ P AP (T, R, u), there exist ϕ 1 ∈ AP (T, R) and ϕ 2 ∈ P AP 0 (T, R, u) such that
First, we prove that Γ 1 ∈ AP (T, R). Since f satisfies the Lipschitz condition, there exists a positive constant L such that |f (u 1 ) − f (u 2 )| ≤ L|u 1 − u 2 |, ∀u 1 , u 2 ∈ R. For any ε > 0, since ϕ 1 ∈ AP (T, R), it is possible to find a real number l = l(ε) > 0, for any interval with length l(ε), there exists a number α = α(ε) ∈ Π in this interval such that |ϕ 1 
which implies that Γ 1 ∈ AP (T, R). Next we prove that Γ 2 ∈ P AP 0 (T, R, u). Since ϕ 2 ∈ P AP 0 (T, R, u), by using Theorem 3.1, we have ϕ 2 (t − τ ) ∈ P AP 0 (T, R, u), so
which implies that Γ 2 ∈ P AP 0 (T, R, u). Consequently, Γ ∈ P AP (T, R, u). The proof is complete.
Weighted pseudo-almost periodic solutions of linear dynamic equations on time scales
Consider the non-autonomous equation
and its associated homogeneous equation
where the n × n coefficient matrix A(t) is continuous on T and the column vector
We will call A(t) is almost periodic if all of its entries are almost periodic. 
where · 0 is a matrix norm on T.
Lemma 4.1. Suppose a > 0, then
where µ = sup t∈T µ(t).
Proof. For every τ ∈ T, if µ(τ ) = 0, then
Thus, we have
admits an exponential dichotomy on T.
Assume that A(t) is almost periodic, (4.2) admits an exponential dichotomy and the function F ∈ P AP 0 (T, R n , u). Then (4.1) has a unique bounded solution x ∈ P AP 0 (T, R n , u).
Proof. Similar to the proof of Theorem 5.1 in [16] , we have
is a unique bounded solution of (4.1). Next, we will show that x ∈ P AP 0 (T, R n , u). Let
By using Lemma 2.3, Lemma 4.1 and in view of Definition 4.1, we can get
where k(> 0) ∈ Π. Consider the following function
Obviously, Γ r (s) is bounded. By using Corollary 2.2, we have that Γ r (s) is ∆-measurable and by using Theorem 3.1, we can get lim r→∞ Γ r (s) = 0. Consequently, by Theorem 2.1, we obtain
By using Lemma 2.3, Lemma 4.1 and in view of Definition 4.1, we can obtain
It is easy to see that T r (s) is bounded. By using Corollary 2.2, we see that T r (s) is ∆-measurable and by using Theorem 3.1, we have lim 
which implies that x(t) ∈ P AP 0 (T, R n , u). The proof is complete.
is almost periodic and (4.2) admits an exponential dichotomy. Then for every F ∈ P AP (T, R n , u), (4.1) has a unique bounded solution x F ∈ P AP (T, R n , u).
Proof. Since F ∈ P AP (T, R n , u), F = G+H where G ∈ AP (T, R n ) and H ∈ P AP 0 (T, R n , u). According to the proof of Theorem 4.1, the function
is the unique solution of (4.1), where
By Theorem 4.1 in [14] , x G ∈ AP (T, R n ). By Theorem 4.1, x H ∈ P AP 0 (T, R n , u). Therefore, x F ∈ P AP (T, R n , u). This completes the proof.
Existence of weighted pseudo-almost periodic solutions of cellular neural networks on time scales
In this section, we will use Theorem 4.2 to study the existence of weighted pseudo-almost periodic solutions of system (1.1). 
hold, then system (1.1) has a unique weighted pseudo-almost periodic solution in the region
Proof. For any given ϕ = (ϕ 1 , ϕ 2 , . . . , ϕ n ) T ∈ E, consider the following equation
It follows from (H 3 ) and Lemma 4.2 that (5.2) admits an exponential dichotomy. By Lemma 3.4, we have
By Theorem 4.2, we know that system (5.1) has exactly one weighted pseudo-almost periodic solution
Define a nonlinear operator on E by
For any given ϕ ∈ E, by conditions (
Taking ϕ, ψ ∈ E and combining conditions (H 1 ) and (H 5 ), we obtain that
By (5.4), we see that Φ is a contraction mapping from E to E. Since E is a closed subset of P AP (T, R n , u), Φ has a fixed point in E, which means that system (1.1) has a unique weighted pseudo-almost periodic solution in the region E = {ϕ ∈ P AP (T, R n , u) : ϕ ∞ ≤ r 0 }. This completes the proof. 
T is an arbitrary solution of (1.1) with the initial value ϕ(t) = (ϕ 1 (t), ϕ 2 (t), . . . , ϕ n (t)) T . Then it follows from system (1.1) that
where u i (s) = x i (s) − x * i (s) and i = 1, 2, . . . , n, the initial condition of (6.1) are
Let H i and H j be defined by
where i = 1, 2, . . . , n, ǫ ∈ [0, +∞). By (H 5 ), we get
Since H i , i = 1, 2, . . . , n are continuous on [0, +∞) and
. . , n. So, we can choose a positive constant 0 < λ < min ε, min
. . , n, which implies that
Multiplying (6.1) by e −c i (t 0 , σ(s)) and integrating on [t 0 , t] T , for i = 1, 2, . . . , n, we obtain It is easy to see that |u i (t)| = |ψ i (t)| ≤ ψ ∞ ≤ Me ⊖λ (t, t 0 ) ψ ∞ , t ∈ [−v, 0] T , i = 1, 2, . . . , n, where λ ∈ R + is the same as that in (6.2), which implies that
Next, we claim that
In order to prove (6.4), we first show for any p > 1, the following inequality holds x(t) − x * (t) < pMe ⊖λ (t, t 0 ) ψ ∞ , ∀t ∈ (0, +∞) T . (6.5) If (6.5) is not true, then there must be some t 1 ∈ (0, +∞) T , C > 1 and some k such that (6.8) (6.8) implies that |x k (t 1 ) − x * k (t 1 )| < CpMe ⊖λ (t 1 , t 0 ) ψ ∞ , ∀k ∈ {1, 2, . . . , n}, which contradicts (6.6), and so (6.5) holds. Letting p → 1, then (6.4) holds. Hence, the weighted pseudo-almost periodic solution of system (1.1) is globally exponentially stable. The global exponential stability implies that the weighted pseudo-almost periodic solution is unique. 
Numerical examples
Consider the following neural network: b ij (t)f j (x j (t − γ ij )) + I i (t), i = 1, 2, (7.1) where f 1 (x) =
