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Abstract

The focus of the research was to investigate the application of the discrete
Fractional Fourier transform (DFRFT) in communication systems. We investigated
the compactness of the Gauss-Hermite like eigenvectors of the DFRFT and showed
how a multi-carrier modulation system could benefit from it. This led to identifying
an affine DFRFT. We proved the circular convolution property for the proposed
DFRFT.
Using this affine transform, we were able to design an orthogonal frequency division
multiplexer (OFDM) communication system. In the process of implementing the
OFDM, we developed a method for fast computation of the DFRFT using the
chirp-z transform. Using the new method, we showed that the inter-carrier
interference (ICI) for proposed fractional OFDM is reduced compared to cyclic
prefixed OFDM systems. Lastly, we also showed that the Fractional OFDM system
mitigates the time-varying Doppler in high mobility wireless networks.
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Introduction

1

Chapter 1. Introduction

1.1

Overview

In the era of Internet of Things (IoT), billions of devices interact by means of digital
and wireless communications. Because resources, such as bandwidth and power are
limited, it is necessary to design communication systems and algorithms so that they
utilize all resources efficiently.
Multicarrier modulation has been known since late 1950s. The idea of Orthogonal Frequency Division Multiplex (OFDM) initially was proposed by Robert W.
Chang [9] in the 1960s. At that time, a major issue was the implementation of sinusoidal oscillators. With the advent of digital computers and Fast Fourier Transform
(FFT) algorithms, application of OFDM was no longer out of reach. Since the early
1990s, OFDM has been used in a variety of technologies and standards including
IEEE802.11xx, DVB-AB, and long-term evolution (LTE). The need of higher data
rates and reliable communications requires novel and efficient signal-processing algorithms in communications.
An approach to tackle this problem is to look into the design of multicarrier modulation systems, and because OFDM is widely used in most wireless communication
technologies, even a slight modification can result in significant improvements. A
new OFDM system has been designed based on the Fractional Fourier Transform
(FRFT). The idea of Fractional OFDM (FR-OFDM) was first proposed by Martone
in 2001 [36]. He proposed to use chirp-modulated subcarriers, but the Discrete Fractional Fourier Transform (DFRFT) that he applied [51] lacked important properties
that are required for OFDM modulation.
Other researchers also have investigated the application of DFRFT in OFDM
[10], [46], [93]. They have shown that FR-OFDM outperforms the standard OFDM.
Other works in the literature have considered applications of FR-OFDM in (a) the
implementation of DFRFT in Field Programmable Gate Arrays (FPGA), [32], (b)
in underwater acoustic communications [12], and (c) in applications in doubly dis-
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persive channels [41,42,44,45,63,93]. The majority of the works analyze how OFDM
systems behave when DFRFT replaces the Discrete Fourier Transform (DFT).
This research looks into the structure of the FR-OFDM system and will fundamentally explain the observations through rigorous theory and simulations.

1.2

Fractional Fourier Transform

This section introduces the Fractional Fourier Transform (FRFT).We use a geometrical method to derive the FRFT kernel.
We start by applying the Fourier Transform on a function k times and derive the
eigendecomposition representation of that function in the Fourier domain. Then we
expand the concept of the Fourier transform to FRFT by considering non-integer
values for k and deriving the continuous form of the FRFT.
The Fourier transform (FT) preserves the L2 norm of a function space. The repeated use of FT on the function f (t) and the resulting transformed functions yields
the Fourier composition, F k {f (t)}, defined as
def

F k {f (t)} = (F ◦ F ◦ ... ◦ F){f (t)},

(1.1)

where k is a positive integer and represents the number of times the transform was
applied.
One of the properties of the FT operator is that given f (t) as a nonzero function
there exists an eigenvalue decomposition given by
F{f (t)} = F (ω) = λΨ(ω),

(1.2)

where the eigenfunction Ψ(ω) has the same shape as F (ω) and λ is a linear constant
or eigenvalue for the eigenfunction Ψ(ω) .
If Ψ(t) are eigenfunctions
F{Ψ(t)} = (1)Ψ(ω),

(1.3)

3
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then the FT of a composition can be expressed as
F k {f (t)}(ω) = λk Ψ(ω),

(1.4)

Because these eigenfunctions are linearly independent, they form an eigen-basis
and can expand in L2 the function f (t) as a Fourier series:
f=

∞
X

Z
An Ψn ,

+∞

f (t)Ψn (t)dt.

An =

(1.5)

−∞

n=1

By applying the FT on both sides of Equation (1.5) and using the linearity property,
Equation (1.4) becomes:
k

F {f }(u) =

∞
X

An λkn Ψn (u).

(1.6)

n=1

Plugging An from Equation (1.5) in Equation (1.6), results in:
k

F {f }(u) =
=
=

∞
X

An λkn Ψn (u),

n=1
∞
X
n=1
∞
X

Z

f (t)Ψn (t)dt λkn Ψn (u),

−∞

Z

n=1

Z

!

+∞

+∞

=

f (t)λkn Ψn (t)Ψn (u)dt ,

−∞

"
f (t)

t=−∞

(1.7)

!

+∞

∞
X

!#
λkn Ψn (t)Ψn (u)

dt.

n=1

Let us take the inner sum in Equation (1.7) as
βk (t, u) =

∞
X

λkn Ψn (t)Ψn (u),

(1.8)

n=1

where βk (t, u) is the kernel for the transform, then the FT can be represented by an
integral transform as:
Z +∞
k
F {f }(u) =
f (t)βk (t, u)dt.

(1.9)

−∞
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The problem of formulating the FRFT becomes finding βα (t, u) where powers are
not limited to only positive integer values, k. α represents a non-integer value and
can be interpreted as a rotational angle.
Notice that u is being used instead of ω to distinguish between the FT and FRFT.
The main properties of the kernel βα (t, u) for the FRFT transform are:
• βα (t, u) is symmetric with respect to u and t.
• For α = π2 , the FRFT becomes the Fourier transform (βπ/2 (t, u) = e−iut ).
• For α = 0, FRFT is the identity transform (β0 (t, u) = δ(t − u)).
• FRFT preserves L2 norm.
To approach the problem of finding βα (t, u), a geometrical representation of the kernel
of the transform contributes to an understanding of the problem. Figure 1.1 shows

Figure 1.1: Representation of FRFT kernel in time-frequency plane. α is the rotation
time-frequency axis and is directly related to the order of the fractional transform.

the kernel of FRFT where for α = 0, the outcome will be vertical lines that intersect
the time axis. These vertical lines are represented by impulse delta functions and
relate to the identity transform.
For angle α = π/2, the kernel becomes a horizontal line that intersects the frequency
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axis which is identical to the Fourier transform.
For a more general scenario where α is an arbitrary angle, the resulting class of
functions are the kernel for the FRFT.
Representation of a complex exponential in time domain is given by g(t) = Aejf (t)
where A is a nonzero constant, and f (t) is the phase of the function.
The frequency of g(t) is the rate of its phase variation with respect to time delay
0

that is f (t). Based on the representation of the kernel in Figure (1.1), the kernel
in the time-frequency plane is a line from which the distance to the origin is u and
makes angle α with the time axis.
Given the knowledge of two points of intersections with time and frequency axis
{(0, ucsc(α)), (usec(α), 0)}, then the line equation is:
0

f (t) = −cot(α)t + ucsc(α).

(1.10)

0

The values of f (t) and f ” (t) at t = 0 are known, and one simple solution for f (t)
would be:
f (t) = −cot(α)

t2
+ ucsc(α)t.
2

(1.11)

and therefore βα (t, u) is
βα (t, u) = Cej(−cot(α)

t2 +u2
+ucsc(α)t)
2

.

(1.12)

In Equation (1.12), C is the normalization factor to meet the unitary conditions
for the FRFT.
The u2 term in the phase makes the kernel symmetric in u and t variables.
< βα (t, u), βα (t, u) > gives the norm of kernel that is not normalized by C.
< F α {f }(u), F α {f }(u) >=
Z +∞
=
F α {f }(u)F α {f }(u)du
−∞

Z

+∞

Z

+∞

=

2 2
j(ucsc(α)t−cot(α) u +t
2

f (t)e
−∞

−∞

Z

+∞

dt
−∞

6

2
2
j(ucsc(α)τ −cot(α) u +τ
2

f¯(t)e

!
dτ du.
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(1.13)
Using Fubini’s theorem, Equation (1.13) can be written as:
< F α {f }(u), F α {f }(u) >=
Z +∞
Z +∞
Z +∞
u2 +t2
u2 +τ 2
¯
f (t)
f (t)
ej(ucsc(α)t−cot(α) 2 e−j(ucsc(α)τ −cot(α) 2 dudτ dt
=
−∞
−∞
−∞
Z +∞
Z +∞
Z +∞
(1.14)
t2 −τ 2
f (t)
f¯(t)
ej(ucsc(α)(t−τ )−cot(α) 2 dudτ dt
=
−∞
−∞
−∞
Z +∞
Z +∞
Z +∞
2
2
−jcot(α) t −τ
¯
2
ej(ucsc(α)(t−τ ) dudτ dt.
=
f (t)
f (t)e
−∞

−∞

−∞

The inner integral becomes:
Z +∞
ej(ucsc(α)(t−τ ) du = 2πδ(t − τ )sin(α).

(1.15)

−∞

Replacing the inner integral with its equivalent and applying the δ(t − τ ) results in:
< F α {f }(u), F α {f }(u) >=
Z +∞
=
f (t)f¯(t)2πsin(α)dt.

(1.16)

−∞

Equation (1.16) shows that the magnitude of |C| is equal to
step is to examine the behavior of kernel when α → 0.
s
t2 +u2
1
ej(−cot(α) 2 +ucsc(α)t)
lim
α→0
2πsin(α)
r
1 −j t2 −j u2 +j 1 ut
= lim
e 2α 2α α
α→0
2πα
r
1 j (2ut−t2 −u2 )
= lim
e 2α
α→0
2πα
r
1 − j (u−t)2
= lim
e 2α
.
α→0
2πα

q

1
.
2πsin(α)

The next

(1.17)

By applying small angle approximation we take sin(x) = x for small values of x.
Then the integral limit given in Equation (1.17), using the definition of Dirac delta
function, could be further simplified to:
r
1 − j (u−t)2 √
lim
e 2α
= iδ(u − t).
α→0
2πα

(1.18)

7
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From Equation (1.18) as α approaches 0, the kernel becomes a delta function multi√
plied by a i.
To make the transform unitary we need to normalize the kernel. By taking normalization coefficient, C as:
s
r
ej(α−π/2)
1 − jcot(α)
=
,
C=
2πsin(α)
2π

(1.19)

the FRFT kernel becomes unitary.
Therefore the FRFT of f (t) is:
r
Z
1 − jcot(α) jcot(α)(u2 /2) ∞
2
α
F {f (t)}(u) =
e
f (t)e−jutcsc(α)+jcot(α)t /2 dt. (1.20)
2π
−∞

1.3

Discrete Fractional Fourier Transform

In previous section we developed the FRFT from the FT. We also observed that the
FRFT can be regarded as a rotation of the FT in the time-frequency plane. Due to
complexities, there is not a unique discrete fractional Fourier transform (DFRFT).
There exist three main methods for DFRFT that include: (a) sampling of FRFT,
(b) the linear combination of Fourier transform operators, and (c) eigenvalue decomposition.
In this chapter we employ the eigen-decomposition method developed by Juan
Vargas et.al. [69] to formulate the DFRFT.
From linear algebra, if an n × n matrix M is diagonalizable, it can be written as:
M = V DV H .

(1.21)

In Equation (1.21), V is a matrix where its columns are eigenvectors associated with
eigenvalues of matrix M , and D is a diagonal matrix where the main diagonal values
are eigenvalues of matrix M . V H is the Hermitian or the complex conjugate transpose of matrix V .

8
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Let us assume W is a N by N matrix which represents the discrete Fourier transform (DFT) operator. Then given existence of an N linearly independent vectors
the matrix W is represented by:
W = ΛΣΛH ,

(1.22)

In Equation (1.22), Λ is an N × N matrix where its columns are eigenvectors of W .
Σ is a diagonal N × N matrix with eigenvalues of W on the main diagonal. For any
positive integer k, W k becomes:
W k = (ΛΣΛH )k = ΛΣΛH ΛΣΛH ΛΣΛH ...ΛΣΛH = ΛΣk ΛH .

(1.23)

Because ΛΛH = I, the middle terms vanish.
Santhanam et.al. [56] defined the centered discrete Fourier transform (CDFT) as:
N −1
N −1
2π
1
Am,n = √ e(−j N )(m− 2 )(n− 2 ) ,
N

(1.24)

where 0 ≤ m, n ≤ N − 1. Am,n shares similar eigenvalues with the DFT operator
but with different multiplicities. To obtain a set of orthogonal eigenvectors, they
define a tridiagonal matrix T that commutes with matrix A. The elements of main
diagonal of T are given by:
am = 2 sin(π

N −m−1
m
) sin(π
), 0 ≤ m ≤ N − 1,
N
N

(1.25)

and the off-diagonal elements are defined by:
bm = sin(π

m+1
N −m+1
) sin(π
), 0 ≤ m ≤ N − 1.
N
N

(1.26)

There is no closed-form equation for eigenvalues of tridiagonal matrices, and the
only closed-form representation of eigenvalues exists for a specific case of Toeplitz
matrices. The eigenvectors of matrix T are used to construct the DFRFT. As stated
by Mugler and Clary [39, 40], the eigenvectors of matrix T are discrete versions of

9
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Gauss-Hermite functions. The centered DFRFT operator is defined with respect to
the fractional parameter α as:
Aα = VT Λα VTH .

(1.27)

In Equation (1.27), columns of VT are orthogonal eigenvectors obtained from commuting matrix T . Λα is a diagonal matrix that has the eigenvalues of T in the form
2π

of λk.k = ej N ka , where α =

Aα =

N
−1
X

2π
a.
N

Another representation of Aα is given by:

ejkα vk vH
k .

(1.28)

k=0

The parameter α in Equation (1.28) is the angle of rotation in the time-frequency
plane. When α = π/2, the DFRFT operator Aα becomes the centered DFT operator.

1.4

Properties of the DFRFT

Aα has these properties based upon its definition:

• Aα is unitary.
• A0 = I; Identity transform.
• A π2 = A; for α = π/2, A becomes CDFT.
• Aα+β = Aα Aβ ; which is the additivity of angles.
• Aπ x[k] = x[N − k]; forα = π, A becomes a time-reversal transform.

One can show these properties directly from the definition of Aα .
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1.5

Computation of DFRFT

Based on the given definition of Aα , the DFRFT of a sequence x[n] is given by:
Xα [k] =

N
−1
X

vkp

p=0

N
−1
X

x[n]vnp e−jpα .

(1.29)

n=0

where p and n are the integers between 0 and N − 1, so vkp is the element in matrix
V associated with column k and row p. The choice of α =

2π
r
N

where r is an

integer between 0 and N − 1 leads to a fast algorithm for the calculation of DFRFT.
Assuming Xα [k] = Xr [k] :
Xr [k] =

N
−1
X

vkp

N
−1
X

2π

x[n]vnp e−j N pr ,

(1.30)

n=0

p=0

Let us define an intermediate variable zk as:
zk [p] = vkp

N
−1
X

x[n]vnp ,

(1.31)

n=0

then the DFRFT of x[n] becomes:
Xk [r] =

N
−1
X

2π

zk [p]e−j N pr ,

(1.32)

p=0

where Xk [r] is a column vector that gives the DFRFT of x at angle α =

2π
r,
N

and Xk

is a N × N matrix whose coloumns are the DFRFT of x for N different values of r.
Equation (1.32) expresses the DFRFT as a DFT of an intermediate sequence zk [p].
Each calculation of DFT of zk (p) returns the DFRFT at all angles for a specific
eigenvector k. Therefore, Xk [r] is an N ×N matrix, and its rows contain the DFRFT
of sequence x(n) at the specific angle representing that row.
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This chapter discusses how the time-bandwidth product (TBP) of signals impacts
communication systems. Figure 2.1 represents Heisenberg tiling for two signals that
have different spread in time and frequency domains. The time-bandwidth product is
the area that each signal occupies in the time-frequency plane. In multi-carrier mod-

Figure 2.1: Heisenberg tiling for Φj,n (t), Φj+1,n (t)
The first signal has more spread in frequency while the second signal is almost
equally spread in both domains.
ulation the total time spread and frequency spread has limits. The time-bandwidth
product of signals determines the number of total subcarriers of a multi-carrier modulation system. These signals must be jointly orthogonal so they can form a multicarrier modulation. Other researchers investigate the influence of TBP on BER [87].
They show that smaller TBP decreases BER in power line transmission. In [27]
authors consider over-complete frames in terms of TBP and they show that it is
possible to achieve the rates higher than Nyquist rates.
Gauss-Hermite functions are eigenfunctions of both FRFT and Fourier trans-
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forms. This property makes them a great choice for designing multicarrier communication systems.

2.1

Time-Bandwidth Product of Continuous
and Discrete Functions

A very important characteristic of Gauss-Hermite functions is their compactness
both in time and frequency. From the Heisenberg’s uncertainty principle, a function
can not be arbitrarily compact in both time and frequency domains. Defining time
and frequency variances of a function as a measure of localization, we can find the
uncertainty lower bound for functions.
Time-bandwidth product is the multiplication of the signal’s spread in the time
domain (σt2 ) by the signal’s spread in the frequency domain (σf2 ), and it is stemmed
from Heisenberg uncertainty principle. Gaussian functions reach the uncertainty
lower bound.
Table 2.1 gives the expressions of time center and frequency spread for a given
time center µt
time spread σt2

=
=

1
||f ||2
1
||f ||2

R +∞
t|f (t)2 |dt
−∞
R +∞
(t − µt )2 |f (t)2 |dt
−∞

Table 2.1: time center and variance of continuous time function f (t)

continuous time signal. Table (2.2) gives the expressions of frequency center and
spread for a given continuous time signal. Then time-bandwidth product ξΩ , for a
signal f (t) is evaluated by:
ξΩ =

√

σt ∗ σω .

(2.1)
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frequency center µΩ
frequency spread σΩ2

=
=

1
2π||f ||2
1
2π||f ||2

R +∞
ω|F (Ω)2 |dΩ
−∞
R +∞
(Ω − µΩ )2 |F (Ω)|2 dΩ
−∞

Table 2.2: frequency center and variance of continuous time function f (t)

Based on Heisenberg uncertainty principle, for any f (t) ∈ L2 (R) the lower bound for
ξΩ is:
1
ξΩ ≥ .
4

(2.2)

Inequality (2.2) becomes an equality for Gaussian functions. The calculation
of time-bandwidth product is accurate for bandlimitted signals as explained by
Parhizkar et al. [52]. Table (2.3) and (2.4) show the relations we used to calculate
the time-bandwidth product of discrete sequences.
time center µn
time spread σn2

=
=

1
||x||2
1
||x||2

The time-bandwidth product,

P+∞
n|x[n]|2
P−∞
+∞
2
2
−∞ (n − µn ) |x[n]|

Table 2.3: time center and variance of discrete time sequence x[n]

frequency center µω
frequency spread σω2

=
=

1
2π||x||2
1
2π||x||2

R +∞
ω|X(ejω )|2 dω
R−∞
+∞
(ω − µω )2 |X(eω )|2 dω
−∞

Table 2.4: frequency center and variance of discrete time sequence x[n]

ξd , for a discrete sequence x[n] is:
ξd =

√
σn ∗ σω ,

(2.3)

The subscript d in ξd indicates the discrete sequence.
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2.2

Closed Form Expression for Time-Frequency
of Gauss-Hermite Functions

The rest of this chapter considers the physicist Hermite functions [8]. The Hermite’s
functions are defined as:
2

Hn (x) = (−1)n ex

d −x2
e .
dxn

(2.4)

Gauss-Hermite functions are given by :
1 2

Ψn (x) = e− 2 x Hn (x),

(2.5)

The Hn (x) in Equation (2.5) is a Hermite function of degree n. Hermite polynomials
2

are orthogonal to each other with respect to Gaussian factor e−x . In Equation (2.4),
Ψn (x) and Ψm (x) are orthogonal for n 6= m.
Calculation of time-bandwidth product of a signal requires knowledge of (a) the
signal’s power, (b) the time and frequency center, and (c) the signal’s standard
deviation in both time and frequency domains.
The signal’s power (||Ψn ||22 ) is given by
Z +∞
2
||Ψn ||2 =
|Ψn (x)|2 dx,

(2.6)

−∞

and mean value of the signal is given by:
Z +∞
|Ψn (x)|2
dx.
x0 =
x
||Ψn ||22
−∞
and the variance is:
Z +∞
|Ψn (x)|2
2
σx =
(x − x0 )2
dx.
||Ψn ||22
−∞

(2.7)

(2.8)

The same calculations are required to calculate σω 2 in the frequency domain. Finally
√
the time-bandwidth product is defined by σω 2 σx 2 .
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2.2.1

Calculation of ||Ψn ||22

Substitution of Equation(2.5) into (2.6) gives:

||Ψn ||22

Z

+∞

|Ψn (x)|2 dx,

=
−∞
+∞

Z

1 2

(e− 2 x Hn (x))2 dx,

=
−∞
+∞

(2.9)

Z
=

e
−∞
Z +∞

=

−x2

Hn2 (x)dx,

2

e−x Hn (x)Hn (x)dx.

−∞

Table of integrals in [7] [page 290] are used to calculate these integrals. The Hermite
polynomials used in this book are in probabilistic representation. Equation (2.10)
gives the relationship among two different expressions of Hermite functions.

√
n
Hn (x) = 2 2 Hen ( 2x),

(2.10)

where Hen represents the Hermite polynomials in probabilistic form.
√
By change of variables as 2x = t, the integral in Equation (2.9) becomes:

||Ψn ||22 =

2n
√
2

R +∞

1 2

e− 2 t Hen (t)Hen (t)dt,
√
2n
=√
2πn!,
2
√
= π2n n!.

−∞
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2.2.2

Calculation of the time-frequency center, x0

Starting with Equation (2.7) and substituting Equation (2.9) yields:
Z ∞
|Ψn (x)|2
dx,
x
x0 =
||Ψn ||22
−∞
Z +∞ −x2
xe Hn (x)Hn (x)
=
dx,
||Ψn ||22
−∞
Z +∞ −x2
xe Hn (x)Hn (x)
√ n
dx.
=
π2 n!
−∞

(2.12)

In Equation (2.12) the denominator is replaced by the result of Equation (2.11).
The variable x is Hermite polynomial of order one or x = H1 (x). Therefore, the
nominator of Equation (2.12) becomes:
Z ∞
x|Ψn (x)|2 dx
−∞
Z +∞
2
= 1/2
e−x H1 (x)Hn (x)Hn (x)dx.

(2.13)

−∞

Representation of polynomials by Hermite polynomials makes it easier to use the
table of integrals. Referring to page (292) of [7], because n + n + 1 is odd the result
of Equation (2.13) is zero1 , therefor x0 = 0.

2.2.3

Calculation of Standard Deviation

Calculation of σx2 requires both x0 and ||Ψn ||22 . Because x0 = 0 Equation (2.8)
becomes:
σx2

Z

+∞

(x)2

=
−∞

|Ψn (x)|2
dx.
||Ψn ||22

(2.14)

Substituting Equation (2.11) into Equation (2.14) gives:
σx2

Z

+∞

=
−∞

1 Integral

|Ψn (x)|2
x2 √ n dx.
π2 n!

(2.15)

of an odd function over a symmetrical interval is 0.
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Calculation of σx2 requires calculation of:
Z

+∞
2

2

Z

+∞

x |Ψn (x)| dx =

L=

x2 Ψn (x)Ψn (x)dx.

(2.16)

−∞

−∞

the above integral could be re-written as:
Z +∞
2
L=
x2 e−x Hn (x)Hn (x)dx
−∞
Z +∞
√
2
n
2
=
x2 e−x (2 2 Hen ( 2x)) dx.

(2.17)

−∞

Change of variables as
2n
L= √
2 2

Z

√
2x = t, and replacing it in Equation (2.17) results in:

+∞

t2

t2 e− 2 Hen (t)Hen (t)dt.

(2.18)

−∞

The t squared terms represent Hermite polynomials where t2 = He2 (t) + 1, so Equation (2.18) becomes:
Z +∞
Z +∞
2
t2
2n
2n
− t2
L= √
e He2 (t)Hen (t)Hen (t)dt + √
e− 2 Hen (t)Hen (t)dt.
2 2 −∞
2 2 −∞

(2.19)

Using theorems and integral tables the integral in Equation (2.19) is:
!
√
2n √
L= √
2π(2n)n! + 2πn! .
2 2

(2.20)

Therefore, σ 2 equals:
2n

L
σt2 =
=
||gh||22

√
2 2

!
√
√
2π(2n)n! + 2πn!
√

=

π2n n!

2n + 1
.
2

(2.21)

Finally, the standard deviation is
r
σt =

2n + 1
.
2

(2.22)
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2.2.4

Calculation of Time-Bandwidth Product

Time-bandwidth product (TBP) of a L2 Lebesgue integrable function is calculated
[54] by :

T BP =

q
σt2 σω2 .

(2.23)

Because the introduced Ψn (x) functions have similar Fourier transform2 scaled by a
constant, σt2 equals σω2 . Time-bandwidth of Gauss-Hermite functions is given by:

T BP =

2n + 1
.
2

(2.24)

Furthermore, Ψn (x) can be represented as probabilistic Hermite polynomials. These
functions can be written as:

1 2

Ψn (x) = e− 4 x Hen (x).

(2.25)

Going through the same steps as explained above, time-bandwidth product can be
evaluated. The time spread and frequency spread this time are not exactly the same:

σt2 = 2n + 1, σω2 =

2n + 1
.
4

(2.26)

Time-bandwidth product is similar for both physicist and probabilistic representations. This is different from the results reported in [37, 54].
2 Functions

that have similar Fourier transform are called self Fourier functions.
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2.3

DFT COMMUTING MATRICES

2.3.1

The S Matrix

Dickinson and Stieglitz [18] defined matrix S that commutes with DFT matrix. The
eigenvctors of S are similar to Gauss-Hermite functions. The matrix S is given by:


2
1

1 2 cos(ω)

.
..
.
S=
.
.

0
0

1
0
where ω is

2πn
N

...
1
...

0
...
..
.

. . . 2 cos((N − 2)ω)
...

1

1



0
..
.





,





1

(2.27)

2 cos((N − 1)ω)

and 0 ≤ n ≤ N . Dickinson and Steiglitz showed that this matrix

commute with DFT or in other words it satisfies the Equation (2.28).
[F, S] = FS − SF = 0.

(2.28)

Figure (2.2) shows Gauss-Hermite functions of order n = 0, 1, 2 and 3 as well as
corresponding discrete Gauss-Hermite like (GHL) eigenvectors from S matrix of 256×
256 size.

2.3.2

The Infinite Order Second Derivative Approximation

Pei et al. [53], designed another DFT-commuting matrix based on Grunbaum method
[23]. Their proposed operator is defined as:

M2n =

n
X

(−1)m−1

m=1

2[(m − 1)!]2 m
D ,
(2m!)
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Figure 2.2: The figure on left is Gauss-Hermite function of order n = 0 and the figure
on the right is Gauss-Hermite function of order n = 1.

where N × N matrix D is given by:


−2 1 . . . 0
1


 1 −2 1 . . . 0 


 .

.
.
.
.
.
..
. . ..
..  .
D=
 .



0

0
.
.
.
−2
1


1
0 . . . 1 −2

(2.30)

For n = 2 the matrix M2n becomes:

M4 =

−1 2
D + D.
12

(2.31)

And the DFT commuting matrix is given as:
S4 = M4 + FM4 F−1 .

(2.32)

Figure(2.3) represents the GHL eigenvectors of matrix S4 and their corresponding
Gauss-Hermite functions for n = 0, 2, 5 and 7.
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Figure 2.3: The figures are corresponding discrete Gauss-Hermite like eigenvectors
of S4 matrix of order n = 0, 1.

2.3.3

The Grunbaum Method

In this approach the tri-diagonal matrices introduced by Grunbaum [23] are used.
The Grunbaum matrices has been modified by Mugler and Clary [16] to achieve
more precise GHL eigenvectors. The Grunbaum commuter matrix , T, can be fully
represented by it’s diagonal and off-diagonal values as:

sin( πn
) 2

N

1
−
(
m=n
π )

sin( N )


)
Tmn = sin(π(m+1)/N )∗sin(πm/N
m 6= n
sin(2π/N )2




0
otherwise,

(2.33)

In Equation(2.33), n is the range of matrix index and belongs to {1, ..., N } and
1 ≤ m ≤ N − 1.

2.3.4

The Quantum Mechanics in Finite Dimension Method
(QMFD)

In order to define a discrete GHL operator that commutes with the DFT matrix,
Santhanam et al. [56], utilized concepts borrowed from finite dimension quantum
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Figure 2.4: Gauss-Hermite like signals generated by Grunbaum method of order
n = 0, 1.

mechanics. The DFT commuting matrix , T , in QMFD method is given as:

T = c1 (P2 + Q2 ) + c2 (CH
1 C1 ) + c2 I,

(2.34)

2

where c1 = 1, c2 = −c3 = − Nπ 2 and N is the size of DFT matrix. P and Q are given
as:

P = WQWH
r
Qnn = q[n] =
{W}mn

2π
N −1
N −1
n, −
≤n≤
N
2
2

N −1
N −1
2π
1
= √ e− N (m− 2 )(n− 2 )
N

(2.35)

C1 = QP − PQ,

where W is the centered DFT and I is the identity matrix.
Figure 2.5 represents the Gauss-Hermit functions and the discrete GHL eigenvectors for Hermite polynomials of order n = 0, 1, 2 and 3.
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Figure 2.5: The figures are corresponding discrete Gauss-Hermite like eigenvectors
of T matrix based on QMFD method for order n = 0, 1.

2.4

Time-Bandwidth Product of GHL Eigenvectors

In this section we present the time-bandwidth of different GHL eigenvector discussed
in previous section. The time-bandwidth product of continuous Gauss-Hermite func-

Figure 2.6: Time-bandwidth product of different GHL eigenvectors is presented for
n = 0, ..., 64. The QMFD follows the theoretical values up to n = 55.
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tions [54] is:
ξgh = n + 0.5,

(2.36)

where n is a positive integer and represents the order of the Hermite polynomial.
Gauss-Hermite functions achieve the smallest time-bandwidth product among orthogonal functions. Figure 2.6 and 2.7 show the plot of time-bandwidth products of
different methods versus order of the GHL sequence.
The previously mentioned methods are compared in terms of their
time-bandwidth product. When N = 64 then for orders of GHL sequence n ≤ 20
three methods have exactly similar time-bandwidth to theory. But as n increases the
S-Matrix method and Grunbaum method start deviating from the theoretical values
of time-bandwidth product.
For sequence size of N = 128 all GHL signal generating methods have exact timebandwidth products up to orders of the polynomials n ≤ 70. The only method that
follows the theory for higher orders of n is the QMFD which almost reaches order of
n = 100.
While S-Matrix method and the Grunbaum method start deviating for 20 ≤ n, but
the values of time-bandwidth product for the QMFD method follows the theoretical
values with negligible error.
For polynomial orders higher than 60 all three methods start deviating with larger
margins but still the QMFD method performance outperforms the other two.
Table 2.5 represents the MSE of different approaches, and MSE for QMFD matrix is the smallest. Figure 2.6 shows that the S-Matrix and Grunbaum methods lose
their precision for higher orders of GHL signals. This has been also discussed in [58]
the effect of windowing and discretization of non-bandlimitted Gaus-Hermite signals
that results in aliasing. There they show that the peak to parameter mapping in
chirp rate estimation using DFRFT can not be done when aliasing occurs.
This phenomena is expressed as sum formula (2.37). For higher orders of Gauss
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NMSE of different methods
Order(N) Grunbaum S Matrix QMFD
N = 64
7.793
7.793
0.8622
N = 128
169.81
169.81
73.302
Table 2.5: Normalized mean square errors for different DFT commuting matrices.

Figure 2.7: Time-bandwidth product of GHL eigenvectors is presented for order of
n = 0, ..., 128. The QMFD follows the theoretical values up to n = 100.

Hermite functions the corresponding eigenvectors experience aliasing.



+∞
1 X
ω − 2kπ
Vk (e ) =
Ψk
, |ω| ≤ π.
Ts k=−∞
Ts
jω

(2.37)

In this problem this phenomena leads to the deviation of the values of time-bandwidth
product from the theoretical values for GHL signals.
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2.5

Performance of Multicarrier Modulation using the GHL waveforms

Time-bandwidth product of Gauss-Hermite functions is smaller than time-bandwidth
product of complex exponential functions. Gauss-Hermite polynomials of different
orders are orthogonal to each other. Design of a multi-carrier modulation system
based on this set of orthogonal functions improves the bit error rate. Because GaussHermite functions are the eigenfunctions of the FRFT, a multi-carrier modulation can
be designed by the FRFT. DFRFT is used to design the FR-OFDM modulation. In
this chapter we investigated (a) how time-bandwidth product influences the bit error
rate and how it can enhance the communication system’s performance in conditions
that channel frequency response is time-varying due.
Figures 2.8 and 2.9 show the BER simulation results for OFDM and FR-OFDM.
The FR-OFDM outperforms the OFDM with respect to BER. There is about 4dB
improvement in the FR-OFDM in comparison to the OFDM for 128 subcarriers.
There is a direct relationship between time-bandwidth product and BER

2.6

Conclusion

In this chapter, we compared the Gauss-Hermite like discrete (GHL) sequences with
respect to their time-bandwidth products.
Designing the signals that are compact both in time and frequency is a central problem in signal processing and communications. We have shown that QMFD eigenvectors are closest to continuous Gauss-Hermite functions with respect to localization in
time and frequency domains. We observed that when the order of the Gauss-Hermite
polynomials increases then all GHL signal’s time-bandwidth product deviates from
the Gauss-Hermite function’s time-bandwidth product, but QMFD basis eigenvec-
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Figure 2.8: BER simulation results of OFDM versus FR-OFDM with 64 subcarriers.

tors has the lowest means squared error.
Future work includes considering application of these orthogonal GHL signals
in designing multi-carrier modulation systems, enhancing the existing methods to
better approximate the higher order Gauss-Hermite functions.

29

Chapter 2. Compactness of DFRFT Eigenvectors in Time-Frequency Plane

Figure 2.9: BER simulation results of OFDM versus FR-OFDM with 128 subcarriers.
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3.1

Introduction

This chapter investigates high-mobility communications between a moving
transceiver and a base station and proposes a time-frequency scheme with Doppler
suppression.
The proposed scheme employs the multi-angle centered discrete fractional Fourier
transform (MA-CDFRFT) to mitigate the Doppler and chirp shifts. The timevarying multi-path Doppler channel model is used to describe the time-varying channel.
Mobility causes time-varying distortions. The MA-CDFRFT is applied to minimize the channel time-varying distortions. Simulation results verify that the proposed scheme is effective in suppression of the time-varying distortions resulted from
mobility.
Wireless technologies such as the fifth generation (5G) networks support highmobility services ranging from very high speed, e.g., in high-speed trains or airplanes,
to low speed, e.g., in cars.
High-mobility in wireless networks causes several time varying distortions such as
multi-user interference, inter-carrier interference (ICI), and inter-symbol interference
(ISI). Where in time and frequency selective channels results in low quality of service [19, 33].
To address high-mobility problem and mitigate mentioned distortions, novel and
cost effective signal processing solutions with reasonable complexity are required.
The proposed solutions include basis expansion model (BEM), beamforming, Doppler
suppression, frequency domain ICI cancellation, and time-frequency transform techniques [89].
BEM uses a set of orthogonal basis functions to represent the time-varying channel where channel estimation in the new orthogonal basis becomes more feasible [67].
Authors of [89] considered the high-mobility communications between a high-speed
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train (HST) and a base station where they proposed a beamforming method with
Doppler suppression. Their beamforming method maximized the signal to interference and noise ratio (SINR) for both uplink and downlink transmissions.
Chiznik [13] studied a time-varying channel matrix in terms of plane waves and
then showed that channel prepossessing based on Doppler compensation and beamforming is effective to mitigate the time-frequency distortions.
Martone [36] proposed a multi-carrier system based on the fractional Fourier transform (FRFT). He established a design based on the continuous FRFT.
Later in 2003, Yetik and Nehorai [83] introduced an application of discrete fractional
Fourier transform (DFRFT) in beamforming.
They showed that beamforming using DFRFT improves the performance of wireless
systems when chirp and Doppler shifts cause distortion.
The problem of Doppler shift in mobile communications have been studied by
many researchers, yet the study of time-varying Doppler and chirp for high-mobility
communications needs further research [73].
In this chapter, we investigate high-mobility wireless communications between a
moving transceiver and a base station where the transceiver’s speed varies with time
and we propose a time-frequency scheme to suppress the time-varying Doppler and
chirp shifts using multi-angle centered discrete fractional Fourier transform (MACDFRFT).
We used the multi-path propagation model [24] and the minimum variance method
to measure the effectiveness of the proposed scheme where the goal was to reduce
the variance of channel coefficients. We employed the Wigner-Ville distribution of
channel coefficients to illustrate the results and demonstrate the superiority of the
proposed scheme.
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3.2

Multi-Angle Centered DFRFT

Because of the central role that DFRFT plays in our system design, this section is
dedicated to review it based on the works in the literature [70]. The FRFT was first
introduced by V. Namias in 1980 [47]. It is a powerful time-frequency analysis tool
for non-stationary signals with several applications in optics and signal processing.
Santhanam and McClellan [55] introduced a formulation of the DFRFT for the first
time based on eigenvalue decomposition. The MA-CDFRFT provided in this section
is explained with more details in [70]. Vargas-Rubio and Santhanam introduced the
MA-CDFRFT based on eigenvalue decomposition of the centered-discrete Fourier
transform (CDFT) [70].
The CDFT of a discrete signal x[n] is X[k] = Wx[n], where W is a N × N square
CDFT matrix and element at row n and column k is given by




2π
N −1
N −1
1
k−
n−
,
wn,k = √ exp −j
N
2
2
N

(3.1)

and n, k ∈ [0, 1, 2, . . . , N − 1]. Eigenvector decomposition of W is
T
W = VG ΛVG
,

(3.2)

where VG is the N × N matrix such that its columns are the eigenvectors of the
CDFT matrix W and Λ is the diagonal matrix with eigenvalues of W. Since the
eigenvectors are discrete Gauss-Hermite, the subscript of VG is G [57].
The transformation matrix of the MA-CDFRFT is defined as the fractional power
of the CDFT transformation matrix as follows:
2α

2α

T
A α = W π = VG Λ π VG
,

(3.3)

where α is the transform rotation angle. Figure 3.1 illustrates the rotation of time
and frequency axes by α Radian because of MA-CDFRFT transformation.
Each aα (k, n) element of the MA-CDFRFT matrix Aα is
aα (k, n) =

N
−1
X

vp(k) vp(n) e−jpα ,

(3.4)

p=0
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Figure 3.1: The MA-CDFRFT rotates time and frequency axes by α Radian

(k)

where vp is the kth element of vp , and vp is the pth column vector of VG . We can
define x̂k [p] as
x̂k [p] = vp(k)

N
−1
X

x[n]vp(n) , ,

(3.5)

n=0

where x[n] is the input signal. The MA-CDFRFT can be obtained as the discrete
Fourier transform (DFT) of x̂k [p] for each index k as follows:
Xk [r] =

N
−1
X
p=0




2π
x̂k [p] exp −j pr ,
N

(3.6)

where r = 0, 1, . . . , N − 1 is the angular index and the corresponding α equals to
2πr/N .

3.3

System Model

Figure 3.2 illustrates an example of the high-mobility wireless communication where a
mobile transceiver is moving with a variable speed. This phenomena causes distortion
in high-mobility communications such as high speed trains [82]. Figure 3.3 shows
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a p-path time-varying channel model and Table 5.2 represents a summary of the
channel parameters. In the proposed channel model, τk , fdk , and ak ejβk are delay,
Doppler frequency and attenuation for the k-th path respectively and k ∈ 0, ..., p − 1.
Let’s assume that base station is not moving (vt = 0m/s) and the transceiver is
moving toward the base station with speed vr m/s. Doppler frequency, fd , is given
by
fd =

c + vr
vr
fc = fc + fc ,
c
c

(3.7)

where c is the speed of light and fc is the carrier frequency. The time-varying motion
of the transceiver, vr (t), is
vr (t) = vr0 + ar t,

(3.8)

Figure 3.2: Top right: a mobile wireless communication node in a car moves toward
the base station (red dot) with speed vr . Bottom left: the radial movement causes a
time delay τ and Doppler shift fB . Bottom right: samples of two subcarriers overlap
on each other due to Doppler results in ICI.
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Figure 3.3: The channel model with p paths, each with a Doppler frequency, chirp
rate, attenuation, and delay.

where t represents time, vr0 is the transceiver initial speed, and ar is the transceiver’s
acceleration. The Doppler signal, d(t), as represented in Figure 3.3 is
p−1


X
d(t) =
x(t − τk )ak exp jβk ej2πfdk t ,
k=0

Doppler Frequency
Path Delay
Transmitter velocity
Transceiver velocity
Carrier frequency
Attenuation coefficient

fd
τ
vt
vr
fc
aejα

Table 3.1: p-path time-varying Doppler parameters
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where fdk represents the Doppler frequency for path k. We assume that all paths
experience the same fdk = fd . Substitution of (3.7) and (3.8) in (3.9) gives
p−1
X



p−1
X




vr0+ar t
d(t) =
x(t − τk )ak exp j2π(fc +
fc )t + jβk
c
k=0

(3.10)


vr0
ar
=
x(t − τk )ak exp jβk + j2π(fc t +
fc t + fc t2 ) ,
c
c
k=0
where the coefficient of t2 , cr =

3.3.1

ar
f,
c c

is the chirp rate in Doppler signal.

Problem Definition

Time-varying mobility includes chirp in the Doppler signal that causes conventional
Doppler mitigation methods to perform less efficient [11]. To further elaborate the
significance of the induced chirp rate, Table 3.2 represents the sample values of cr
for different carrier frequencies. In Table 3.2, we assumed that the transceiver initial
speed is zero and it reaches 100 km/h in 20 seconds. Therefore, its acceleration is
1.39 m/s2 . Figure 3.4 shows the Doppler shift caused by cr .
Higher carrier frequencies cause more Doppler shift. Mobility in 5G networks
can cause significant time-varying Doppler shifts and creates the following two main
problems:
• The Doppler shift increases as the carrier frequency increases.
• The frequency shifts are not stationary.
We used a two-path channel model and constructed a general model based on this
model as depicted in Figure 3.5. The base-band equivalent impulse response of the
channel, hc (t), can be defined as
hc (t) =

1
X

hi c(t) δ(t − τi ),

(3.11)

i=0
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fc (GHz)
ar (m/s2 )
cr

2
1.39
9.26

6
1.39
27.8

24
1.39
111

52
1.39
240

Table 3.2: Time varying Doppler with different rates calculated for different carrier
frequencies

where δ(t) is an ordinary (Dirac) impulse function, hi = ap e−j2πfc τi are the effective
channel taps, and c(t) is

c(t) = e−j2πfd t .

(3.12)

Figure 3.4: Time varying Doppler ruins the quasi-static conditions during a symbol
period.
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Figure 3.5: The two path channel model with Doppler shift.

Let xn be a discrete input sequence with length N , then, the N × N channel matrix
H can be expressed as



h0 h1 . . . 0 0


 0 h h ... 0 
0 1


. .. . .
. . . . .
H=
 . . . . . ,


 0 0 . . .h0 h1 


0 0 . . . 0 h0

(3.13)

where h0 and h1 are the channel coefficients. When we have time-varying channel
distortion, e.g., a chirp, then, the coefficients h0 and h1 vary with time and variance
of H is not zero.
We further investigate the application of the DFRFT to mitigate the impact of
time-varying Doppler shift. To visualize the rotation property of the DFRFT, we
used Wigner-Ville time-frequency distribution. Wigner-Ville distribution of a linear
chirp is a straight line in time-frequency domain where the slope of the line depends
on the chirp rate. DFRFT compresses chirps to impulses by rotating them in timefrequency plain. Authors in [35] showed that for each chirp rate cr , there exists a
rotation angle α in the DFRFT domain so that a chirp can be transformed to an
impulse delta function.
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Figure 3.6: The red line is the Wigner-Ville distribution of the original time-varying
channel and the black line is the Wigner-Ville distribution of the rotated channel by
the DFRFT. Rotation in time-frequency space removes the effect of the chirp.

3.4

Simulation and Discussion

The coefficients of linear time invariant (LTI) channel do not change during one symbol period. Variance of channel coefficients is zero for LTI channels.
But the coefficients of linear time varying (LTV) channel vary during one symbol
period because the variance of channel coefficients is non-zero. The time-varying
Doppler in high-mobility communications makes time-varying channel. Chirp modulation occurs in time varying Doppler and a chirp can be mapped to an angular
rotation in time-frequency with a reasonable error.
When the right rotation angle is selected the maximum reduction in variance of
channel coefficients is achieved, i.e., the time-frequency selective channel is converted
to a flat channel. Simulations show that by 128-point DFRFT, it is possible to suppress 97% of Doppler and chirp from channel. The Wigner-Viller distribution of a
2

linear chirp signal qn = e−j2πcr n can be written as [15]
Wq [n, k] = δ[k − 2cr n],

(3.14)

where n, k, and cr are time bin, frequency bin, and chirp rate, respectively. Simulations are conducted to study the performance of the DFRFT for the presented
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Figure 3.7: Channel coefficient variance with respect to rotation order index k, and
the index that corresponds to the minimum variance is used to calculate αopt .

channel impairment mitigation method based on DFRFT.
The goal here is to find out how it is possible to mitigate the Doppler shift in
wireless channels using DFRFT. In order to find the optimal DFRFT transformation angle, αopt , the associated angle with minimum variance is considered which is
explained further in the rest of this section.

3.4.1

Method of Minimum Variance

Mitigation of Doppler and chirp shifts is carried out by applying the DFRFT operator
Aα on the channel matrix Ht .
Ĥ = Ht Aα .

(3.15)
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Variance of the channel coefficients is calculated for different values of transform
angles α. Optimal rotation angle is the one that minimizes this variance. Mathematically, the optimal angles αopt is
αopt = min{
α

X

V ar(ĥi )},

(3.16)

i

where ĥi denotes the vector of diagonal elements of matrix Ĥ, and V ar(.) is defined
P
PN
1
2
(x
−
X̄)
and
X̄
=
as V ar(X) = N1 N
i
i=1
i=1 xi is the mean. The goal is to
N
achieve zero variance similar to case of time-invariant channels.

3.4.2

Direct Estimation of Chirp

For certain values of chirp rates, Mandal and Santhanam [35] presented analytical
expressions for the chirp rate and center frequency parameters. In high-mobility
conditions induced chirp is known so the optimal rotation angle of the MA-CDFRFT
is given by:
αopt = acot(−

3.4.3

π
cr ).
N

(3.17)

Discussion

Simulation results demonstrate that the proposed method yields improved results
in terms of variance reduction for a moving source scenario. We consider a nonstationary moving transceiver that is in the far field, and it is radially moving toward
the source. The carrier frequency is considered fc = 2 GHz. It is assumed that the
first path is line of sight (LOS) and its delay spread is τ0 = 0 and the second path
is non line of sight (NLOS) has delay spread τ1 is 200µ s. The transceiver’s initial
speed is 0 km/hr and its acceleration is 1.39 m/s2 .
Figure 3.6 shows the Wigner-Ville distribution of the channel coefficients before
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and after applying DFRFT. The line with slope αopt relates to the time-varying
channel. It can be inferred from Figure 3.6 that before applying DFRFT the channel
taps suffered from a linear chirp, while after applying the DFRFT, time-frequency
rotation, the frequency content of the channel taps is independent of time, i.e., the
chirp is removed.
Figure 3.7 illustrates how variance of the channel matrix varies with different
DFRFT rotation angles, where the minimum variance is achieved at index k = 54
that is equivalent to rotating time-frequency plain by αopt = 151.875o .
We were able to successfully reduce the chirp impact on the wireless channel by a
97%. The accuracy of the method depends on the size of DFRFT transform as larger
transform sizes enhance the angular rotation resolution.

3.5

Conclusion and future direction

In this chapter, we studied the time-varying Doppler suppression problem for highmobility communications. We considered a typical multi-path channel model.
A time-frequency based scheme using DFRFT was proposed to suppress the channel time-variation distortions. The DFRFT removes the time-varying Doppler by
rotating the channel coefficients in time-frequency. Simulation results are provided
to verify the effectiveness of the proposed scheme.

As a further direction, we will

investigate the impact of proposed method on different channel models using other
performance measures including bit error rate and ICI.
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4.1

Introduction

The fractional Fourier transform is a ubiquitous signal processing tool in basic and
applied sciences and generalizes the Fourier transform. The convolution property of
the discrete Fourier transform (DFT) is critical in its applications in electrical engineering, optics, and signal processing. We define a version of the discrete fractional
Fourier transform (DFRFT) for which the circular convolution property holds.
The proposed DFRFT is versatile, generalizes the DFT, and offers novel solutions
to various time-varying signal processing problems. We further develop a fast computation method for the DFRFT based on the chirp-z transform and show a chirp
estimation method and confirm the results with simulations.
Namias [48] introduced the concept of Fourier transforms of fractional order and
showed its application to solve certain classes of ordinary and partial differential
equations in quantum mechanics. Almeida reintroduced the fractional Fourier transform (FRFT) and proposed that it could be helpful in the other fields such as signal
processing [4].
The FRFT proved to be a novel solution to many different problems in science
and engineering, yet its digital computation, key properties and implementation depending on the form of discretization have been a dilemma. Although the FRFT
generalizes the Fourier transform, a closed-form representation of the DFRFT that
generalizes the discrete Fourier transform (DFT) and preserves its essential properties does not exist. Furthermore the FRFT’s kernel has the quadratic terms, hence
derivation of properties such as convolution and shift operations are not straightforward.

The convolution property is an important feature of the DFT that enables

its application in different science and engineering applications [94]. Almeida derived the FRFT’s convolution and product properties for the first time [4]. Despite
Almeida’s efforts in deriving the FRFT convolution and product properties, this
property has been re-investigated by other researchers because existing convolution

46

Chapter 4. Circular Convolution Property of the DFRFT
Linearity
Time shift

ax(t) + by(t)
x(t − T )

aXα (u) + bYα (u)
2
ej(0.5T cot(α)−uT csc(α)) Xα (u − T cos(α))

Modulation
Derivative
Integration
Time multiplication
Parseval theorem

x(t) ej2πf0 t
d
x(t)
Rdtt
x(t)dt
−∞
tx(t)

+jf0 ucos(α))
2
ej(
Xα (u − f0 sin(α))
d
cos(α) du Xα (u) + ju sin(α)Xα (u)
R
2
2
sec(α)e−0.5ju tan(α) −∞ ue0.5jv tan(α) Xα (v)dv
d
ucos(α)Xα (u) + j sin(α) du
Xα (u)
R +∞
R
+∞
∗
x(t)y (t)dt = −∞ Xα (u)Yα∗ (u)du
−∞

−jf02 sin(α)cos(α)

Table 4.1: Properties of the FRFT

operation methods are either complex or incompatible with the definition of convolution [75, 76, 85, 86, 91].
Wei [75] derived the convolution and correlation theorems for the FRFT. The
proposed convolution theorem considered infinite samples and does not hold for the
finite number of samples as needed for the discrete circular convolution operation.
In this chapter, we derive a novel closed form DFRFT, and will prove that preserves the circular convolution property. We present a method for fast and efficient
computation of the DFRFT based on the chirp-z transform (CZT) which makes it
feasible to implement the DFRFT on digital systems efficiently with O(N log N ) complexity. Because our proposed DFRFT is not a rotation around the time-frequency
origin and does not retain the index additivity property, we call it affine DFRFT but
for simplicity we refer to it by the DFRFT in the rest of this chapter.

4.2

Background

In this section, we review the FRFT and its important properties. We will explain
how we derived the affine DFRFT then we prove the essential properties of the
affine DFRFT such as circular convolution. The continuous FRFT of a signal x(t)
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is defined as:
Z

+∞

Xα (u) =

x(t)Gα (u, t) dt,

(4.1)

−∞

where Gα (u, t) is the continuous FRFT transform kernel given by


2
2

j( t +u
cot(α)−csc(α)ut)

2
K
e
, α 6= kπ
α



Gα (u, t) = δ(u − t),
α = 2kπ




δ(u + t),
α = (2k − 1)π,

(4.2)

where α is the transform rotation angle around origin in time-frequency and Kα =
p
(1 − j cot(α))/2π. For α = π/2 the kernel, Gα , reduces to FT kernel. While the
FRFT generalizes the FT, it is worth noting some of its properties. Table 4.1 summarises the key properties of FRFT and investigate how they are related. Other
important FRFT properties are angle additivity, inevitability, commutativity, associativity, unitarity, and time reversal. For α =

π
2

the Table 4.1 is akin to FT

properties.

4.3

Affine DFRFT

This section presents a closed form representation of DFRFT. The proposed DFRFT
inherits important FRFT properties such as invertibility, unitarity, and convolution.
We define the affine DFRFT of a discrete signal x[n] as
Xα [k] = Fα {x[n]}[k] =

N
−1
X

x[n]Fα [k, n].

(4.3)

n=0

Variables t and u in (4.2) are replaced by
Ts
sin(α),
N
1
u=k ,
Ts
t=n

(4.4)
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where Ts is the sampling period for a sequence of length N . Then, the discrete FRFT
transform in (4.3) is given by


(nδt )2 +(kδu )2
j2π
cot(α)− nk

2
N

, α 6= kπ
κα e


Fα [k, n] = δ[k − n],
α = 2kπ




δ[k + n],
α = (2k − 1)π,
where δt =

4.3.1

Ts
N

sin(α), δu =

1
,
Ts

and κα =

q

(4.5)

1−j cot (α)
.
N

Properties of affine DFRFT

Important properties of the DFRFT are as follows:
1. Generalization of DFT : For α = π2 , the affine DFRFT becomes DFT.
2. Inverse DFRFT : An inverse DFRFT is defined as:
x[n] = sin(α)

N
−1
X

Xα [k]Fα∗ [k, n],

(4.6)

k=0

where Fα∗ [k, n] is the complex conjugate of the transform given in (4.5).
3. Orthogonality : The DFRFT
is a linear transform and the vectors vk,α =
 j2π (nδt)2 +(kδu)2 cot(α)− nk 
2
N
e
n = 0, 1, ..., N − 1]T form an orthogonal basis over
set of N-dimensional complex vectors.
4. Parseval’s theorem:
Parseval theorem states
N
−1
X

∗

x[n]y[n] = sin(α)

n=0

N
−1
X

X[k]Y [k]∗ ,

(4.7)

k=0

where Xk and Yk are DFRFT of xn and yn , respectively and
conjugate.
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4.4

DFRFT Circular Convolution

This section examines the circular convolution property for the proposed affine
DFRFT. An integral transform, L, associates with the convolution operation, ∗,
if it preserves the following property
L(f ∗ g) = L(f )L(g),

(4.8)

where f and g are L2 functions.
Definition 1: For finite sequences x[n] and h[n] of length N , the circular convolution is
y[n] = (hN x)[n] =

N
−1
X

h[m]x[(n − m)N ],

(4.9)

m=0

where n belongs to [0, .., N − 1] and (n − m)N is the modulo operation.
Definition 2: We define ỹ, x̃ as:
2

x̃[n] = xn eA(δt n) ,

(4.10)

2

h̃[n] = hn eA(δt n) ,

(4.11)

where we define A as follows:
A = jπ cot(α).

(4.12)

Now, we define chirp-circular convolution as follows:
2

ỹ[n] = κα (h̃N x̃)[n] e−A(δt n) .

(4.13)

We will prove that the affine transform of ỹ is:
2

Y [k] = Hk Xk e−A(δu k) ,

(4.14)

where X[k] and Y [k] are the fractional Fourier transforms of x[n] and h[n], respectively. Starting from the definition of the FRFT, we get
Y [k] = κα

N
−1
X

2

[h̃N x̃][n]e−A(δt n) Fα [k, n].

n=0
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Expanding Fα [k, n] and collecting similar terms, Y [k] becomes
Y [k] = κα

2

N
−1
X

2 +Bnk

[h̃N x̃][n]eA(δu k)

,

(4.16)

n=0

where B = −j 2π
. Now expanding the circular convolution term results in
N
ỹ[n] = κα

N
−1
X

2

2
h[m]eA(δt m) x[n − m]N e(δt (n−m)N ) .

m=0

From the definition of modulo arithmetic, we can write


n − m,
if n − m ≥ 0
(n − m)N =

n − m + N, if n − m < 0,

(4.17)

Applying this to the expansion, we get
Y [k] = κα

2

N−1
X

N−1
X

m=0

n=m

2

h[m]eA(δt m) x[n − m]

A(δt2 (n−m)2 +(δu k)2 )+Bnk

e

+

m−1
X

2

h[m]eA(δt m)

(4.18)

n=0

!
A(δt2 (n−m+N )2 +(δu k)2 )+Bnk

x[n − m + N ]e

.

Replacing n − m and n − m + N by p, we have:
Y [k] = κα 2

N−1
X

N−m−1
X

m=0

p=0

A((δt p)2 +(δu k)2 )+B(p+m)k

e

2

h[m]eA(δt m) x[(p)]
N
−1
X

+

2

h[m]eA(δt m)

(4.19)

p=N −m

!
x[(p)]eA((δt

p)2 +(δ

u

k)2 )+B(p+m−N )k

.

By collecting similar exponent summations, Y [k] simplifies to:
Y [k] =
κα

2

N−1 X
N−1
X

2 +(δ

h[m]x[p]eA((δt p)

u k)

2 )+B(p+m)k

m=0 p=0
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Recognizing the summation over p as the affine transform of x[p], the above becomes
Y [k] = κα

N−1
X

h[m]eA(δt m)

2 )+Bmk

X[k].

(4.21)

m=0

By multiplying the summation by 1 and recognizing the fractional Fourier transform
of h[n], we get
Y [k] = κα

N−1
X

h[m]eA(δt m)

2 )+Bmk

X[k]

m=0
2 −(δ

e(A(δu k)

(4.22)

2
u k) )
2

Y [k] = H[k]X[k]e−A(δu k ) ,
which completes the proof of (4.14). The result of the transform in fractional Fourier
2

domain contains the phase shift term e−A(δu k) . Similarly, circular convolution of
fractional Fourier domain signals Xk and Hk is related with the multiplication of xn
and hn in time domain. The circular convolution of the Xk and Yk is the DFRFT of
the product of xn and yn . If we define
2

X̃[k] = Xn e−A(δu k) ,

(4.23)

2

H̃[k] = Hk e−A(δu k) ,

(4.24)

and
2

Ỹ [k] = (H̃N X̃)[k] eA(δt n) ,

(4.25)

then
2

ỹ[n] = Fα−1 {Ỹ [k]}[k] = hn xn eA(δt n) .

(4.26)

Figure 4.1 illustrates the circular property of the proposed DFRFT. Two bottom
waveforms in figure 4.1 demonstrate the DFRFT of the convolved signals as well as
the multiplied DFRFTs of individual waveforms.
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Figure 4.1: The DFRFT of a:sin[10.7 n2 ], b:sinc[n], c: Fα {sinc [n] ∗ sin[10.7n2 ]}, and
d: Fα {sin[10.7 n2 ]}Fα {sinc[n]}. This confirms that convolution in the time domain
is equivalent to product in the fractional Fourier domain.

4.5

Fast Computation of DFRFT

Evaluation of the expression in (4.3) requires N 2 complex multiplications and additions. Lets start with rewriting the quadratic terms as
n2 + k 2 = (k − n)2 + 2nk.

(4.27)

Neglecting δt and δu does not affect the generality of the following approach for fast
computation. then we can rewrite (4.3) as:
Xk = κα

N
−1
X

xn ej2π(

(k−n)2 +2nk
2

cot(α)− nk
)
N

.

(4.28)

n=0

We can further group the terms and write it as:
Xk = κα

N
−1
X

xn ej2π(

(k−n)2
2

1
cot(α)+(cot(α)− N
)nk)

n=0
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Then we write nk as:
−(k − n)2 k 2 n2
nk =
+
+ .
2
2
2

(4.30)

Now (4.29) can be written as:
1
jπ(cot(α)− N
)k2

Xk = κα e

N
−1
X

1

2

xn ejπ(cot(α)− N )n ejπ(

(k−n)2
)
N

,

(4.31)

n=0
1

1

2

2

take c[k] = κα ejπ(cot(α)− N )k , u[n] = xn ejπ(cot(α)− N )n and v[n] = e

jπn2
N

then (4.31)

can be written as
Xk = c[k]

N
−1
X

u[n]v[k − n],

(4.32)

n=0

where

PN −1
n=0

u[n]v[k − n] can be evaluated with fast convolution with the FFT. It is

noticeable that for α =

4.6

π
2

this becomes similar to the derivation of chirp-z transform.

Application of DFRFT in Linear Chirp Estimation

Generalization of the DFT and time-frequency transformation are the two main advantages of DFRFT by which it has found applications in optimal filtering, image
processing, optical communications, radar signal processing, and encryption solutions.
Chirp estimation is required in target detection, time of arrival and velocity estimation. Several optimal and sub-optimal chirp estimation method are reported in
the literature. Here we show that the proposed DFRFT can be used for linear chirp
estimation in noisy environments.
We consider the signal given below to represent the chirp signals.
2

x[n] = ejcr n .

(4.33)
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Note that (4.33) represents simplified version of a complex linear chirp, where its
initial phase and center frequency are zero and cr is the chirp rate.
Figure 4.3 illustrates a linear chirp and its Fourier spectrum which clearly makes it
impossible to estimate the chirp rate accurately from its spectrum.
2
Our closed form DFRFT transforms the chirps to impulses. Lets consider ej0.3n
2
and ej7.58n as two linear chirp signals.
Figure 4.2 illustrates the DFRFT of these two chirps, and we observe a peak in the
entire spectrum corresponding to each of the chirps. From this figure, we can see
that the peaks are located at 1.47 and 0.3927 Radian. In other words we should
take the DFRFT transform at α = 1.4726 and 0.39 to achieve these peaks in the
spectrum.

2

Figure 4.2: DFRFT of two different chirps. The top figure is the DFRFT of ej0.3n
2
and the bottom figure is the DFRFT of ej7.58n . DFRFT maps the chirp rates to
peaks located at 1.4726 and 0.39 Radian respectively in the DFRFT plane.

The existence of chirp like signals is not limited to radar signals only. Recently
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(a) Chirp Signal

(b) Chirp Spectrum

Figure 4.3: (a) The time domain representation of a chirp signal and (b) the spectrum
of the chirp.

researchers have shown non-stationary distortions in power systems [1, 14, 21, 25, 26]
and we believe the affine DFRFT can be used as an novel alternative tool in timefrequency filter design in power systems too. The mapping between the chirp rates
and the transformation angles is given by
α = cot−1 (

cr
).
π

(4.34)

This example depicts the capability of the DFRFT to concentrate a chirp in a few
transform coefficients and the utility of the chirp rate/frequency representation.

4.7

Conclusion and future work

This chapter presented a novel affine DFRFT that retains the circular convolution
property. We also showed that the affine DFRFT could be implemented digitally
with low complexity. The proposed transform is versatile and is applicable in various
areas that DFT is an indispensable tool such as chirp estimation and time-frequency
domain filtering.
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The future work includes designing orthogonal frequency and space (OTFS) modulation based on the proposed DFRFT, and another area of research is Doppler
estimation in FMCW lidar systems.
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5.1

Introduction

5G networks cover various applications over a wide span of frequencies. Orthogonal
Frequency Division Multiplex (OFDM) is adopted as the primary waveform for the
5G new radio (NR) physical layer. The current knowledge on OFDM performance
under high-mobility conditions demands novel solutions. Situations with rapid timevarying have not been the case until introducing Internet of Things (IoT) and 5G
systems.
Time-varying Doppler is a challenging phenomenon in vehicle to vehicle (V2V)
and High-Speed Train (HST) wireless networks. Fractional Fourier Transform
(FRFT) is a practical time-frequency signal processing tool with a proven record in
optical sciences, radar systems, earth sciences, and other science fields. Other researchers has also tried to investigate the problem of mobility in IoT systems [3, 43]
for which we believe an alternative solution will be to use DFRFT for feature extraction and applications in machine learning.
Despite the practical importance of the discrete fractional Fourier transform,
its digital communications applications have been elusive. The circular convolution
property of the discrete Fourier transform plays a key role in designing multi-carrier
modulation systems.
Here we report a closed-form affine Discrete Fractional Fourier Transform
(DFRFT), and we show the circular convolution property for it. The proposed
approach is versatile and generalizes the discrete Fourier transform, and can find
applications in Fourier-based signal processing tools. Finally, we offer a Fractional
Multicarrier Modulation System (FMMS) based on fractional Fourier transform with
an example of Fractional OFDM (Fr-OFDM) based on the presented affine transform. The Fr-OFDM performance improves significantly in time-varying scenarios
where the OFDM system fails.
The emergence of high mobility applications in 5G communications such as high-
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speed trains (HST) and vehicle to vehicle (V2V) communications with speeds up to
500km/h is challenging due to time-varying Doppler. The 5G requires peak data
rates of 20 Gb/s, lower latency, and delay smaller than a millisecond. Thus, designing 5G physical layer waveforms to meet demands in high mobility scenarios is a
challenging problem [19, 28].
5G NR utilizes OFDM waveform in both uplink and downlink at frequencies up
to 52.6 GHz. Additionally, the goal of spectrum utilization is set to higher than 94
percent by 3gpp consortium for 5G [84]. Even though Fourier-based OFDM seems
to be the best option among the candidate waveform, the OFDM performance at
frequencies higher than 6 GHz and under high-mobility scenarios is still immature.
Under high mobility, the Doppler channel becomes time-varying with rapid changes,
and OFDM performance decays due to inevitable inter-carrier interference (ICI) [88].
Researchers have looked into this problem and suggested solutions for that. Liang
et.al. introduced the orthogonal time-frequency space (OTFS) system based on index
modulation, and they show that OTFS achieves a better bit error rate (BER) than
OFDM [34]. Other researchers also studied the OTFS for 5G systems and compared
the performance of OTFS and OFDM in doubly selective channels, and showed that
OTFS has a better performance than OFDM.
The other candidate waveforms proposed in the literature belong to filter-banks
such as Universal Filtered Multi-Carrier (UFMC), Filter-Bank Multi-Carrier
(FBMC), Generalized Frequency Division Multiplex (GFDM) [20, 60]. They investigated these candidate waveforms’ performance against OFDM but did not consider
the high-mobility and time-varying Doppler.
As a robust time-frequency signal processing tool, Fractional Fourier Transform
(FRFT) proved to be a promising solution for the shortcomings of its ancestor,
Fourier transform, in communications applications where the time-frequency axis
can not remain orthogonal [78, 90]. In recent years researchers have studied digital
communication applications based on FRFT, including multi-carrier modulations
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systems and filter-bank multi-carrier (FMBC) modulations for 5G and optical communications. The result of these studies shows that the FRFT based applications
outperform the conventional systems in high mobility scenarios where channel parameters are of rapid time-varying type [38, 68, 74].
The discrete fractional Fourier transform (DFRFT) is an analysis tool in a variety
of signal processing, radar, and optics problems [72, 79, 92]. Although the continuous form of the FRFT has a closed-form representation, yet there is no closed-form
representation of DFRFT that generalizes the discrete Fourier transform (DFT) and
preserves its important properties [90].
Convolution and product property is an essential feature of the DFT that enables applications in digital communications and design of multi-carrier modulation
systems such as OFDM [94].
OFDM converts a frequency selective channel to a flat fading channel by mainly
relying on the circular convolution property of the DFT and the addition of the cyclic
prefix to the OFDM symbols [59]. If we want to design an FRFT based OFDM comparable to standard OFDM, we need to investigate this property first. The novelty
of this work is to introduce an affine discrete FRFT that preserves the circular convolution property.
An integral transform, L, associates with the convolution operation, ∗, if it preserves the following property.
L(f ∗ g) = L(f )L(g),

(5.1)

where f and g are L2 functions.
Studying the convolution property for FRFT interested many researchers.
Almeida derived the convolution and product properties for FRFT for the first time
[4]. Despite Almeida’s efforts in deriving FRFT convolution and product property,
numerous researchers have re-investigated this problem for various reasons, including
the complexity of methods or incompatibility with the definition of convolution as
mentioned earlier [75, 76, 85, 86, 91].
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Unlike DFT that inherits the convolution property from Fourier transform,
DFRFT’s convolution property is not easy to evaluate because of its kernel’s
quadratic phase components. Wei showed the convolution property for a uniformly
sampled FRFT [75]. The proposed convolution theorem considers infinite samples
and does not hold for a finite number of samples as we need to define discrete circular
convolution [50].
Discrete circular convolution property plays an essential role in designing versatile
multi-carrier modulation systems that can operate optimally under extreme channel
conditions. Hence, this property must be investigated for DFRFT to achieve a similar
system design for communications applications.
In this chapter, we present an affine DFRFT (DFRFT) as a candidate waveform
for high-mobility wireless networks. Then we show the circular convolution property
for it. In the end, we present the novel design of OFDM, which utilizes the A-DFRFT
instead of DFT. We conclude the chapter by comparing the OFDM and Fr-OFDM
for high mobility scenarios.

5.2

Affine Discrete Fractional Fourier Transform

This chapter considers the Mehler kernel representation of continuous-time FRFT
to define A-DFRFT [4]. The A-DFRFT of a L2 discrete signal x[n] is

Xα [k] = Fα {x[n]}[k] =

N
−1
X

x[n]Kα [k, n],

n=0
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In (5.2), α is the time-frequency domain transformation angle, in Radian. The kernel
of the DFRFT Kα [k, n] is


2
2
nk
j2π n +k
cot(α)+

2
N

κα e
if α is not a multiple of π



Kα [k, n] = δ(k − x),
if α is a multiple of 2π





δ(k + n),
if α + π is a multiple of 2π,
where κα in (5.3) is

q

1−j cot(α)
,
N

(5.3)

and n, k ∈ {0, ..., N − 1}.

In (5.3) if α is an integer multiple of π then cotangent function diverges and
it limit tends to Dirac delta. For α = ±π/2 the kernel becomes discrete Fourier
transform (DFT). The N-point A-DFRFT of signal x[n] is
X = W α x,

(5.4)

where W α is the N-by-N DFRFT matrix, and x is the N × 1 vector representation
of signal x[n].
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α
where wn,k
s are the elements of the matrix W α at row n and column k.
α
If α is not a multiple of π, wn,k
is

2
2
j2π n +k
cot(α)+ nk
α
2
N
wn,k = κα e
.

(5.6)

Unlike DFT the A-DFRFT matrix, W α , is not circulant, and this is the reason
that convolution property does not hold for FRFT [62].
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5.3

Fractional OFDM System

Fr-OFDM utilizes a family of chirp like waveforms drawn from FRFT. Figure 5.1 illustrates a set of 4 orthogonal chirp-like Fr-OFDM waveforms.

Figure 5.2 depicts

Figure 5.1: Illustration of a set of 4 in-phase orthogonal A-DFRFT waveforms

the block diagram of the Fr-OFDM system. In the proposed Fr-OFDM system the
orthogonal subcarriers drawn from family of fractional Fourier basis. It is straightforward to investigate the orthogonality among these fractional Fourier sub-carriers.
Each sub-carrier is modulated by an estimated induced time-varying Doppler Ω
that is induced by time-varying movements.
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Figure 5.2: Block diagram of the Fr-OFDM

5.3.1

Fr-OFDM signal model

Fr-OFDM definition is based on the original OFDM definition introduced in [80],
−1
which is inherited by most modern standards. We take complex {x[n]}N
n=0 symbols

to be transmitted by Fr-OFDM modulation; thus the Fr-OFDM modulated signal is
Xα [k] =

N
−1
X

x[n]Kα [k, n],

(5.7)

n=0

where Kα [k, n] in (5.7) is given in (5.3) and forms set of orthogonal waveforms over
range of α angles as well as frequencies k. This kernel generates N orthogonal
subcarriers for each α.
It can be proved that the kernel waveforms in Eq. 5.7 are mutually orthogonal,
Z

Z

∗

Kk (t) Km (t)=

T

κα e

j2π

t2 +k2
cot(α)− tk
2
N



0

×κα ∗ e−j2π
=

t2 +k2
cot(α)− tk
2
N

!

dt

1
δ(k − m),
N |sin(α)|

where in (5.8) Kk (t), the k th waveform, is
t2 +k2
tk 
Kk (t) = κα ej2π 2 cot(α)− N
0 ≤ t ≤ T,

(5.8)

Equation (5.8) formulates a set of N orthogonal waveforms for a specific angle α. As
shown in Figure 5.2 the Fr-OFDM architecture is identical to cyclic prefixed OFDM.
2

In Fr-OFDM the symbols are modulated by a chirp like component, Ω = eAn , before
transmission to enable the circular convolution as discussed in previous section.
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5.4

Non Stationary Channel Model

OFDM converts a frequency selective channel to a flat fading channel, and how it
performs this relates to the circular convolution property of DFT, but in the case of
time-varying channels caused by time-varying Doppler it has a poor performance [65].
This study considers a multi-path fading channel model, where the transmitter
is moving with a varying speed. Both receiver and transmitter are surrounded by
scatterers. The Doppler channel coefficients are random variables given by
ai (t) = ai e−j2πf τi ej2πfd t , 0 ≤ i ≤ L − 1,

(5.9)

where in above equation τi is the delay , ai is the attenuation ,and fd is the Doppler
frequency of the ith path. fd for a mobile station with varying speed is given as:
fd =

fc (vo + at)
fc v
cos(θ) =
cos(θ) = fd0 + γt.
C
C

(5.10)

In Equation (5.10), θ is the reflection angle, v is the velocity, a is the acceleration
,γ =

fc a
C

cos(θ), fd0 =

fc v0
cos(θ),
C

fc is the carrier frequency and C is the light speed.

Channel autocorrelation is
E[ai (t)a∗i (t + ∆t)] = E[|ai |2 e−j2πfd (∆t(1+γ∆t)+2γt∆t) ],
where θ is a random variable uniformly distributed on [0, π]. Thus the autocorrelation
is
E[ai (t)a∗i (t

Z
+ ∆t)] =
0

π

1 −j2π fc v0 cos(θ)(∆t+2γt∆t)
C
dθ.
e
π

The above integral is in the form of Bessel’s integral and is expressed as
Z
0

π

1 −j2π fc v0 cos(θ)(∆t+2γt∆t)
C
dθ =
e
π
fc vo
J0 (2π
(∆t + 2γt∆t)).
C

(5.11)
(5.12)
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Notice that in equation (5.11) the autocorrelation function is a function of ∆t as
well as t and is not wide sense stationary. Therefore the statistical properties of the
channel varies with time. We express the autocorrelation function as Raa (t, ∆t).
The power spectral density of the channel is
Raa (f ) = F{Raa (t, ∆t)},

(5.13)

where F stands for Fourier Transform. Finally the Raa (f ) is given as:
h
i
f
rect
2fc
1
(V0 +2γt)
C
r
.
Raa (f ) = πfc
(V0 + 2γt) 1 − 2 f 2
C
2
fc (V 0+2γt)

(5.14)

C2

The Equation (5.14) is similar to Jake Doppler expression and for t = 0 it
turns into Jake’s model [64]. Figure 5.3 and 5.4 represent the autocorrelation and
power spectral densities of the Doppler channel with varying speed and confirms the
variation of channel statistics as time progresses.

5.5

Simulation and Discussion

This section presents how the proposed Fr-OFDM is simulated, and examines the
performance of Fr-OFDM in high-mobility using bit error rate (BER) analysis. Table
5.1 summarizes the key channel parameters. To simulate urban mobility an initial
speed of 80KM/h and acceleration 3 m/s2 is considered.
For a wireless node operating at 80 KM/h at 24 GHz the maximum Doppler
frequency is fm = 1800 Hz which corresponds to a channel coherence time of
28 µ seconds.
Most of the wireless communication systems are designed for fm s in the order
of hundreds of hertz. In this simulation we considered carrier frequencies of 5G NR
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Figure 5.3: Plots of autocorrelation of a Doppler channel, solid line, and a timevarying Doppler channel, dash line. Time-varying doppler channel fades much faster
than time-invariant Doppler in time domain.

and a time-varying Doppler. Table 5.2 lists the key Fr-OFDM design parameters.
We carried out the BER performance calculations for 20 MHz, 100 MHz, 400 MHz,
Time-Varying Channel Parameters for High-Mobility
Initial speed( v0 km/h )
80
2
Acceleration (a m/s )
3
Channel Type
Rayleigh Fading
Carrier Frequencies (fc )
20 MHz ∼ 64 GHz
Channel Coherence Time (µ seconds) 0.3375 second ∼ 105 µ seconds
Maximum Doppler Frequency (fm )
1.48 Hz ∼ 4.7 KHz
Table 5.1: A moving wireless node with varying speed is considered for wide range
of carrier frequencies.
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Figure 5.4: Plots of PSD of a Doppler channel, solid line, and a time-varying Doppler
channel, dash line. PSD of time-varying Doppler is plotted for different snap shots
and unlike the time-invariant Doppler it not stationary. Tc is the coherence time.

1 GHz, 1.85 GHz, 4 GHz, 24 GHz and 64 GHz carrier frequencies. As shown in
Figure 5.5 the BER decreases as energy per bit (Eb /N0 ) increases. We considered an
additive white complex Gaussian noise (AWGN) to calculate Eb /N0 .
The proposed Fr-OFDM does not discriminate based on the carrier frequency or
acceleration and achieves BER as low as 10−6 for all of them. In our time-varying
channel model the acceleration parameter a can be estimated using existing methods
for linear chirp estimation. The chirp, cr, equation with respect to acceleration in
our model is
cr = 2π

fc
a.
C

(5.15)
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Figure 5.5: BER evaluation for Fr-OFDM considering high-mobility scenarios. The
Fr-OFDM maintains high performance over wide range of frequencies.
Fr-OFDM PHY Parameters
Bandwidth
40 MHz
Subcarrier Spacing
312.5 KHz (40 MHz/128 DFRFT size)
Modulation :
BPSK
Total Subcarriers:
128
Cyclic Prefix duration: 0.4 µs
Data Subcarriers :
96
Pilot Subcarriers
8
DC Subcarriers
8
Table 5.2: Fr-OFDM design parameters based on the IEEE 802.11 standard for
wireless communication systems.
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5.6

Concluding Remarks

This chapter presented a novel A-DFRFT that preserves circular convolution property. The proposed transform is versatile and is applicable in various areas that DFT
is an indispensable tool.
This chapter also presents an OFDM system designed based on the proposed
A-DFRFT and can convert both time-varying and time-invariant frequency selective
channels into flat fading channels.

Future work can include studying the com-

plexity of the algorithm, implementing it on hardware, designing channel equalizer
based on the A-DFRFT, and modeling the mobile users in urban areas for wireless
communications system design purposes.
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6.1

Applying the FRFT to an OFDM System for Li-Fi

Introduction

Peace engineering is a new window in science, technology, math and engineering
(STEM) programs that educates STEM students and engineers to consider how their
engineering products, solutions and designs impacts the society and economy. This
chapter presents a design experiment that can be used for both peace education and
engineering. Visible Light Communication (VLC) and Li-Fi can provide cheaper access to Internet and communications. On the other hand, it is environment friendly
and is considered as green communications.
This chapter presents a novel multi-carrier communication (MCM) system based
on orthogonal frequency division multiplex (OFDM) called fractional OFDM (FROFDM). The designed system introduces the angular parameter, α, which is the
paramter that relates Fourier transform (FT) and fractional Fourier transform
(FRFT) together. Introduced in the Fourier Transform (FT), parameter α, allows
to map the input signal onto a time-frequency domain. This mapping is achieved by
applying a rotation directly to the kernel of Fourier transform.
For the first time we have studied the impact of FR-OFDM on LI-Fi and VLC.
What makes our work unique is that we carried out experiments with NI-USRP and
LEDs and LED drivers. The experimental results approves the impact of FR-OFDM
on the bit error rate (BER) for VLC systems. We ran experiements for different rotation angles of FRFT (α = 0.3π, 0.75π, 0.5π, 0.9π). We observed that the BER
changes when the data is pre-modulated with FR-OFDM. For this experiment the
two LEDS experienced a linear channel model with additive white Gaussian noise
(AWGN). The measurement results shows that the best BER is acheived for rotation
angle α = 0.5π.
Peace engineering is a new mindset that connects all disciplines to work together
and come up with new solutions that address the global challenges [29]. A lot of
young people they get turned off by STEM because it is too much technical and
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abstract for them. By providing this lands of peace engineering, it attracts more
comers and attracts more people who care about social impact. So they will have a
reason to learn engineering skills.
Because they can see that they can apply it in order to make a social impact
that they care about. Because technology touches every aspect of our lives, peace
engineering is important. These technologies include a variety of subjects such as
artificial intelligence (AI), robotics, internet of things (IoT) and etc.
Engineers should take responsibility of technologies they produce and can no
longer say what happens at social level is someone else’s problem. Peace engineering
helps engineers to understand how their products and innovations impact society and
economy [81]. Peace engineering is about a standardized shared knowledge platform
so different groups of engineers can learn from each other around the universe in
order to find the best solutions.
Technology’s impacts on society and environment have not been concern of engineers until recently [66]. Arab spring is a great example of the role of widespread
accessible telecommunication technologies and their impacts on democracy in developing countries. On the other hand, pollution of oceans and earth in one or another
way is related to the advancements of technology [22]. An engineer must be able to
consider the other non-technical parameters when designing a technology. Cultural
parameters, availability of natural resources, and socioeconomic traits of technology
users must be considered.
This chapter presents a practical and innovative solution using discrete fractional
Fourier transform (DFRFT) that along with other communication technologies can
be part of the solution for problem high speed and cheap Internet [30]. Visible Light
Communication (VLC) uses light photons instead of electromagnetic waves in order
to transmit information [31]. Because VLC uses visible light for communications
it has advantages such as wide free available bandwidth, cheaper deployment costs,
low energy consumption, no electromagnetic interference, possible to reuse spatially,
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high security, and complementing radio. There are disadvantages for VLC such as
limited mobility and coverage, influence of natural light, geometry dependence, and
blocking by objects.
Light Emitting Diodes (LED) production is cheap and widely available. Because
LEDs are becoming dominant lighting technology and they also could be modulated
therefore LED based lighting can easily update to communication devices as well.
Applications of VLC includes but not limited to indoor/outdoor, underwater, vehicle
to vehicle communications and in radio restricted areas such as subways, tunnels,
hospitals and many other places.
This chapter presents how to deploy a VLC using two LEDs and simple modulation circuits. The software defined radio (SDR) is used in order to study the impact
of pre-modulating the data prior to transmission over VLC channel. We have shown
that when data are pre-modulated by fractional factors of Hermite-Gauss like (HGL)
signals (i.e. through FR-OFDM), then bit error rate of VLC changes for different
orders of FRFT transformation.
Application of the OFDM in VLC has been studied but there is no research that
considers the application of the FRFT in VLC [2]. In this research for the first time
we investigated the idea of using Gauss-Hermite waveform in VLC by means of FROFDM.
We live in an era that any device can be interconnected and that is the basic
idea of Internet of Things (IoT). Meanwhile, these communications are limited by
RF bandwidth, transmission power, and etc.
These limitations create a necessity for the design of algorithms that use the bandwidth and power efficiently. In the 60s, OFDM was developed and with the advent of
fast Fourier transform (FFT), its applications became affordable [49]. Fast growing
data hungry applications need faster, more robust, and secure communications [5].
The idea of this project is to prove the viability and reliability of a new OFDM
system that is based on the FRFT [42] for Li-Fi. There have been several research

75

Chapter 6.

Applying the FRFT to an OFDM System for Li-Fi

studies about the properties of the FRFT, the characteristics that it shares with
the FT, and several algorithms about how to get the eigenvectors and eigenvalues
to create the FRFT matrices [70], but there is a lack in the implementation and
behavioral analysis of the transform.
The motivation of this study is, therefore, to analyze the behavior, reliability and
functionality of the Fractional Fourier Transform when it is implemented in SDR
radios that could serve as a step towards the implementation of FRFT in Li-Fi for
IoT devices that require the use of low power and non RF bandwidth.
This chapter explains the experimental implementation of FR-OFDM in VLC.
Because OFDM is very well explained in the literature we do not explain it here
again. The experiment results approves the impact of FR-OFDM on VLC systems.
We have achieved very good BER by applying FR-OFDM to VLC.
The outcome of this research can be used in addressing the current challenges of
Li-Fi and also can be used to educate students and professionals on the subject of
VLC. In this work we bring the very abstract ideas on communications and signal
processing together with STEM education and peace engineering. This work can be
used as a bench mark for STEM education that not only teaches students the technical challenges of systems design for next generations of communication systems but
also makes them aware of how such a project can socially and economically impact
the society and environment.

6.2

Discrete Fractional Fourier Transform

In this chapter we use the FRFT that has been developed by Vargas et.al. [70]. Their
approach is based on fractional powers of singular value decomposition of DFT matrix. The FRFT developed by this method has properties that makes it possible to
use it in communication systems.
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Joseph Fourier developed the Fourier Transform (FT) in the 19th century. Later,
in 1965, Cooley and Tukey developed the ”Fast Fourier Transform” [17]. Shor discovered a way to speed up the progress of the FFT with the called Discrete Fourier
Transform (DFT) [61].
The FRFT can be considered as a generalization of the DFT in the time-frequency
domain. Assuming that WNxN is the DFT operator, for N linearly independent eigenvectors, WNxN can be expressed as:
WN xN = ΛΣΛH ,

(6.1)

where Λ is a N x N matrix with eigenvectors of W as columns and Σ is a diagonal
matrix with the eigenvalues of W . Because ΛΛH = I, for any positive integer k we
can write:
W k = (ΛΣΛH )k = ΛΣΛH ΛΣΛH ...ΛΣΛH = ΛΣk ΛH .

(6.2)

If C is a circular Toeplitz matrix, then DFT operator W can diagonalize by the
operation given in equation (6.3).
EN xN = W CW H ,

(6.3)

Because of this property, OFDM is robust to frequency selective channels and with
help of cyclic prefix DFT operator in OFDM converts a frequency selective channel
to a flat fading one. The OFDM performance degrades severely because of fast timevarying distortions . Numerous solutions have been proposed in the literature for
this problem and this chapter takes the first step to present a novel approach to
address this problem.

6.2.1

Properties of the FRFT

Because FRFT eigenvectors are from Gauss-Hermite functions and are not bandlimited then up to this date there is no FRFT than preserves all DFT properties
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while generalizing it over time-frequency domain. Below are some of the important
properties of the FRFT that is developed in [70].

• Linearity: being F α the αth order of the FRFT operator then:
F α {aX + bY } = aF α {X} + bF α {Y },

(6.4)

where in 6.4, a and b could be any constant complex numbers and X and Y
are target functions.
• Integer orders: This property states that if angle values belong to integers,
the kth order of the FRFT is equivalent to the kth power of the FT operator.
And therefore, it follows the parity operator (F
the ordinary transform (F

3

=F

-1

= (F) -1 ; F

2

= P) and the periodicity of

4

=F

0

= Identity).

• Unitarity: Because F is unitary, then its conjugate transpose is its inverse:
FF −1 = FF ∗ = I.
• Identity: Zero rotation is the identity matrix. In other words, the FRFT with
a zero rotation angle does not make any changes to the signal: F 0 = Identity.
• Angle additivity: Consecutive FRFT operations on a function is equivalent
to a single operation with sum of the angles: F a + F b = F a+b .
• Commutativity: F a F b = F b F a .
• Associativity: F a (F b F c ) = (F a F b )F c .
• Equivalent to ordinary FT: A FRFT with an angle of
the ordinary transform. F

π
2

= F1 = F
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Recovery of the Original Signal

By using angle additivity and identity properties of FRFT,the original signal can be
recovered.
X = F α {X}F −α {X} = F α−α {X} = F 0 {X}.

6.2.3

(6.5)

Computation of the DFRFT

As we mentioned before, among different methods developed for FRFT, we have
used the eigenvector based approach. The main challenge of this approach is to find
discrete Gauss-Hermite like signals that closely approximate the continuous GaussHermite functions [57]. The FRFT operator is given as:
Aα = W

2α
π

2α

= V Λ π V T,

(6.6)

DFT and FRFT share same set of eigenvectors that are Gauss-Hermite functions, and in equation (6.6), matrix V ’s columns are Gause-Hermite like signals as
2α

explained in [57], and Λ π is the corresponding diagonal matrix of eigenvalues of A.
As mentioned in earlier section for
A π2 = W

and

2α
π

= 0.5π and

2α
π

= 2π we have:

A2π = W 4 = I.

(6.7)

The computation of the FRFT operator, A, includes two main steps:

• Computation of the Gauss-Hermite Eigenvectors: this is a one-time set of operations. This is based on the symmetry properties of the quantum mechanics
in finite domain (QMFD) method as explained in [57]. In this method a N x
N matrix,T , that commuted with DFT operator is formed. The eigenvectors
of this matrix are Gauss-Hermite like sequences.
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• Computation of the Transform: N x N matrix V whose columns are eigenvectors of previously calculated is formed and finally FRFT operator Aα , as
explained in equation(6.6), will be formed [71].

6.3

Experiment and results

The experiments are carried out by means of software defined radios (NI-USRP
2920), LEDs, LED drivers. NI-USRP2920 series can be programmed by LabVIEW
software, therefore we implemented the FRFT algorithm in LabVIEW first. In the
next step we redesigned the standard OFDM algorithm so it used FRFT filter-banks
instead of DFT.
The LED driver circuits is shown in figure(6.1). This LED’s bandwidth is 10
MGhz. We connected these boards directly to RF input and output of NI-USRP
2920 with SMA cables.
Because each angle of the transform represents a unique set of eigenvectors for
FRFT, we were able to test the performance of the system over a range of different
angles. Figure(6.2) shows the experiment setup that includes the NI-USRPs and
the LabVIEW machine that operates them. The pseudo-code for transmission is:
1. Initialize the USRP setting the TX parameters and moving the local oscillator
outside the transmission band.
2. Generate random data bits (125 bits).
3. Map bits to symbols (625 symbols) with 4-QAM modulation.
4. Divide the array of symbols into 5 sets of 125 point data sets and build OFDM
symbols (125 pts per OFDM symbol).
5. Insert one of 25 reference symbol after every 6th data symbol (150 pts per
OFDM symbol).
6. Insert 53 zeroes at the edges of the passband and at 1 zero at DC (256 pts per
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Figure 6.1: Battery packs and LED RX/TX circuits. The LEDs used in this project
are white standard LEDs with 10 mega Hz bandwidth.

OFDM symbol).
7.

Perform an Inverse FRFT to convert the frequency domain design to a

intermediate time-frequency domain signal (256 point IQ waveform).
8. Insert a 64 point cyclic prefix by duplicating the last 64 points of the array at
the beginning (320 point IQ domain waveform).
9. Scale the 5 time domain OFDM waveforms to a complex magnitude below 1,
typically below 0.7 for each I and Q (1600 point IQ time domain waveform).
10. Transmit I and Q using the NI-USRP.
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The pseudo-code for receiver is:

Figure 6.2: Experiment setup composed of two NI-USRP 2920s connected with local
area network cable to LabVIEW machine.

1. Initialize the USRP, set the RX parameters.
2. Store received data bits (125 bits).
3. Use the Van De Beek algorithm to detect the cyclic prefix locations for synchronization and estimate frequency offset.
4. Remove the cyclic prefix.
5. Remove the frequency offset from the incoming signal.
6. Compute the FRFT to recover OFDM symbol.
7. Separate data bits, reference bits, and remove zero padding.
8. Compute equalization coefficients using a linear fit for both I and Q based on
reference symbols.
9. Apply the equalization to the data symbols.
10. Convert data symbol back to data bits.
The BER is calculated empirically by comparing the recovered data frame by frame
with the original transmitted frames. Figure (6.3) represents the BER measurements
of for different transform angles. All of the measurements and experiments are car-
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Figure 6.3: BER results of an FRFT based OFDM system for Li-Fi. The best
performance is for FRFT with angle parameter equal π/2 and this is because the
channel between two LEDs is AWGN.

ried out during the day when natural light was present. The distance of two LEDs
was fixed to 20 centimeters. For FRFT we selected angles as 0.15pi, 0.25pi, 0.35pi,
and 0.5pi. We achieved an impressive 10−9 with the FR-OFDM for VLC, and this
occurs when transformation angle, α equals 0.5π. As α decreases BER increases.
Because the channel does not exhibit any time-varying distortions and stays stationary during transmissions therefore standard OFDM should have the best performance, and this happens in experiments as the lowest BER happens at α = 0.5π.

6.4

Conclusion

The main achievement of this work is successful implementation of FR-OFDM for
VLC and the impressive low BER that it achieved. Many researchers have studied
the influence of different modulation schemes on VLC systems.
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In this chapter we investigated two problems. How OFDM can be applied to
VLC systems, and we also designed an FRFT based OFDM (FR-OFDM) system
and studied the influence of this newly designed FR-OFDM on VLC systems.
To address this problem we designed a very simple VLC channel using two LEDs.
One LED was the transmitter and the other one was the receiver. We observed that
when the channel is linear and is distorted by the AWGN then standard DFT based
OFDM (i.e. FRFT for α = 0.5π) has the best performance.
The future work may include focusing on the study of fast time-varying channels
for VLC and analyzing the performance of FR-OFDM for different transformation
angles.
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7.1

Summary of Findings

We investigated the compactness of the DFRFT eigenvectors and calculated the
time-bandwidth product of several DFRFT methods. First we calculated the timebandwidth product of Gauss-Hermite polynomials and showed that they achieve the
lowest time-bandwidth product among all orthogonal polynomials. Then we numerically calculated the time-bandwidth product of eigenvectors for all existing DFRFT
operators.
We showed that QMFD method achieves the lowest time-bandwidth product
among all given Gauss-Hermite like sequences. Although smaller time-bandwidth
product leads to lower bit error rate but it will enable packing more subcarriers in a
given time and bandwidth in communication system. We showed that overall lower
time-bandwidth product can lead to higher system throughput.
We designed a multi-carrier modulation system based on existing DFRFT approaches and showed how multi-carrier modulation systems can benefit from the
compactness of the subcarrier waveforms.
We derived a novel affine DFRFT by sampling the FRFT kernel. We proved the
circular convolution property for the affine DFRFT. Using this affine transform we
were able to design an OFDM system. We developed a method for fast computation
of the DFRFT using chirp-z transform.
Using the new method, we showed that the inter-carrier interference (ICI) for
proposed fractional OFDM is reduced compared to cyclic prefixed OFDM systems
in very fast fading channels where DFT based OFDM fails to operate.
Lastly, we also showed that fractional OFDM system mitigates the time-varying
Doppler in high mobility wireless networks. The fractional OFDM can convert a
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frequency-selective channel to a flat-fading channel by utilizing the circular convolution property.

7.2

Future Work

The goal was to design an OFDM system based on the discrete fractional Fourier
transform which performs under non-stationary channel conditions due to timevarying Doppler.
Some future work areas are summarized below.

7.2.1

Symbol to Interference Enhancement

The signal to interference (SIR) equation is given in [65] by:

SIR =

Eav /T
.
φcc (0)

(7.1)

Figure 7.1 illustrates the SIR plots for different symbol duration times over different
symbol sizes. Addition of cyclic prefix lengthens the OFDM symbols. We proved
that DFRFT provides more compact sub-carriers than using Fourier transform in
OFDM systems.
Further research is required to utilize this property in DFRFT based OFDM systems
to achieve better SIR values.
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Figure 7.1: SIR plots for OFDM over various different symbol duration, T, values.

7.2.2

Application of Machine Learning for Optimal Transform Order Selection

In chapter 3 we showed that DFRFT can mitigate the Doppler distortions in multipath wireless systems. DFRFT mitigates the impact of Doppler by rotating the
channel output in time-frequency domain. We used the method of minimum variance
to find the DFRFT optimal angle.
In order to find the optimum rotation angle we searched the entire range of
possible DFRFT rotation angles to find the optimal angle for DFRFT transform.
Wei et.al. [6, 77] showed deep learning methods for channel estimation in millimeterwave communications.
Further research includes estimation and prediction of time-varying features of highmobility communication systems using deep learning and machine learning. Given
the knowledge of estimated Doppler and Chirp parameters, the DFRFT transform
angle can be selected without need to search the entire domain.
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7.2.3

OFDM with N 2 subcarriers

Vargas et.al. [70] developed a DFRFT that generates N 2 orthogonal eigenvectors.
N-point DFT creates N orthogonal subcarriers in OFDM while N-point DFRFT
creates N 2 orthogonal subcarriers.
Further research is required to utilize this set of N 2 orthogonal subcarriers to
design the OFDM system to increase the OFDM symbol rate by incorporating more
orthogonal subcarriers.
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A.1

Overview of OFDM

Figure A.1 shows the block diagram of a standard OFDM system. For simplicity, the
encoding blocks are not shown in this diagram.The serial stream of M-QAM modulated data enters the modulation block.Then, modulated data will be reformatted
into parallel vectors of size N (N is selected based on the FFT operation size).At
this point, this data will be passed through the IFFT block where it is followed by a
parallel-to-serial block. After data passes through the parallel-to-serial converter, a
cyclic prefix is added to the end of each N consecutive symbol.Finally, these OFDM
symbols will be modulated by in-phase and quadrature waveforms and sent to an
antenna. The inverse of the above operations will take place in the receiver side in
order to recover the original bit stream.
Because OFDM converts a frequency-selective channel to a flat fading channel, it

Figure A.1: Diagram of the standard OFDM system including Transmitter and
Receiver

is widely used in wireless communication applications and standards.
In OFDM, IFFT is applied to transmit side od communication system model.This
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can be explained by looking at the signal model for multicarrier modulation (MCM).

s(t) =

N
−1
X

sk ej2πfk t =

k=0

N
−1
X

sk φk (t),

0 ≤ t ≤ Ts ,

(A.1a)

fk = f0 + k∆f.

(A.1b)

f or

k=0

Where k = 0, 1, ..., N −1 and ∆f and Ts are subcarrier frequency spacing and symbol
period respectively. By using a set of orthogonal functions φk , the right-hand side of
the Equation (A.1) is the representation of any band-limited signal in Hilbert space.
Here, {φk } belong to the family complex exponentials.


ej2πfk t , 0 ≤ t ≤ Ts
φk (t) =

0,
otherwise.

(A.2)

To demodulate the OFDM signal in the receiver, Ts ∆f should be equal to 1. That
is referred to orthogonality condition. That said, the inner product becomes
< φk (t), φl (t) >= δ[k − l], where δ[n] is the Kronecker delta. When the inner product
of two functions is zero in Hilbert space, then they are considered as orthogonal.
N −1
That said, {φk (t)}k=0
is a set of orthogonal functions. Knowing this, the OFDM

demodulation is carried out by:
Z
1 Ts
s(t)e−j2πfk t dt
Ts 0
Z
N −1
1 Ts X
(
sl φl (t))φ∗k dt
=
Ts 0 l=0
=

N
−1
X

(A.3)

sl δ[l − k]

l=0

= sk .
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As mentioned earlier, the OFDM signal is represented by Equation (A.1). By sampling s(t) at Tsa =

Ts
,
N

Sn = s(n∆s ) =

then Equation (A.1) becomes:

N
−1
X

s
j2πfk nT
N

sk e

k=0

=

N
−1
X

sk ej

2πkn
N

= IF F T {sk }.

(A.4)

k=0

Equation (A.4) represents the multicarrier modulation as an IFFT operation.

A.2

Cyclic Prefix in OFDM

Another name for the cyclic prefix (CP) is guard band. CP prevents inter-symbol
interference (ISI) and intercarrier interference (ICI) in OFDM. CP is the tail of the
OFDM symbol that is copied onto the beginning of the OFDM symbol. The advantage of CP is that it not only prevents ISI but also converts a frequency selective
channel to a flat-fading channel. In other words, it removes ICI. This section describes the CP and explains how it works.
The input-output relation in a frequency selective channel is:
y[n] = h[0]x[n] + h[1]x[n − 1] + ... + h[L − 1]x[n − L − 1] =

L−1
X

h[l]x[n − l], (A.5)

l=0

where in Equation (A.5), L ≤ N, 0 ≤ n ≤ N − 1. In other words channel has L taps
and sequence of x[n] is of length N . Equation (A.5) shows that output y[n] at time
n depends not only on x[n] but also on x[n − 1], x[n − 2], ..., x[n − L + 1] that causes
ISI.
Figure A.2 shows two consecutive OFDM symbols. When these two symbols are
transmitted consecutively for the frequency selective-channel, the channel output at
time n = 0 for input value x0 is:
y[0] = h[0]x[0] + h[1]s[N − 1] + ... + h[L − 1]s[N − L + 1].
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Figure A.2: The OFDM symbol S is passed through IFFT and is transmitted at time
t0 and is received at time t1 . The OFDM symbol X is passed through IFFT and is
transmitted at time t2 and is received at time t3 .

In this example, output y[0] depends on values of x[0] as well as on values of s[N −
1], ..., s[N − L + 1]. This is an example of the ISI .
For an L tap channel and an OFDM symbol of length N , CP is the L sample of
symbols at the end of the OFDM symbol that is appended to the beginning of the
OFDM symbol. Figure A.3 shows the structure of CP-OFDM. The channel output

Figure A.3: There are different types of CP. This figure shows how L samples of
OFDM symbol are appended to it’s beginning.

at time n = 0 after adding the cyclic prefix is:
y[0] = h[0]x[0] + h[1]x[N − 1] + ... + h[L − 1]x[N − L + 1].

(A.7)

Both Equations A.7 and A.6 represent the channel output y[n] for n = 0, for CPOFDM channel output for input x0 only depends on symbol x. This method of
adding CP to the OFDM symbol converts the frequency-selective channel to the
flat-fading channel. Table 5.1 shows the output of a frequency-selective channel for
n = 0 and for n = 1. By induction, the channel output is the circular convolution of
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Table A.1: Channel effect on input at n=0 and n=1
y[0]=
n=0
signal
n=1
y[1]=

x[0]h[0]+
h[0]
x[0]
h[1]
h[1] x[0]+

h[3]x[N-3] +
h[3]
x[N-3]
h[4]
h[4]x[N-3] +

h[2]x[N-2] +
h[2]
x[N-2]
h[3]
h[3]x[N-2] +

h[1]x[N-1]
h[1]
x[N-1]
h[2]
h[2]x[N-1]

the OFDM symbol {x} with channel coefficients {h}. Therefore, the channel output
equation is:
y = hx.

(A.8)

Equation (A.8) gives the channel effect on the input signal as a circular convolution.
The DFT of the channel output is:
Y (k) = H(k)X(k).

(A.9)

In Equation (A.9) the k is the frequency index. Therefore, each subcarrier is influenced by a flat-fading distortion and equalization recovers the transmitted signal.
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