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ABSTRACT

Convolutional networks have driven major advances in computer vision in recent years. The design
of deep architectures, loss functions, and the curation of large, diverse datasets have furthered
progress in many applied computer vision tasks. How data is represented to a network guides
feature discovery and must be carefully considered in order to maximize performance on any
applied task. We introduce novel input representations and associated architectural techniques to
better utilize them such as complementary loss terms and network structure. We demonstrate the
impact of these approaches on classification and matching tasks which involve shape and varied
illumination. We show that these more robust features result in an increase in accuracy toward
these tasks.
We first consider the representation of objects for 3D object recognition. Convolutional networks
designed for this task typically represent 3D objects either as a set of 2D images or as a volume.
In the process of collecting this representation, critical shape information is lost. We augment the
volumetric representation by computing and encoding the shape information in the form of mean
curvature. This allows a convolutional net to discover shape features toward the task of 3D object
recognition.
We further consider the process of learning features toward image classification. Many existing
deep convolutional networks have been highly successful with this problem. We provide a method
that looks again at the misclassified training data by composing an ensemble with the base highperforming network. We specialize a second network on the misclassified training examples and
composite the two networks together to provide greater accuracy without additional training data
or hyperparameter tuning as typical to ensemble approaches.
We next transform the representation of indoor scene images by varying illumination for image
iii

matching. We use a relighting convolutional network to generate a set of varied illumination images per view. We perform matching across this set of images under many lighting conditions
rather than single images. Aggregating these feature matches results in a set of correct matches
which is both larger and more spatially dense than the set obtained from a single illumination
condition alone.
Lastly, we examine features under varied illumination and appearance in outdoor settings toward
scene classification. Many scene classification networks and datasets introduce additional constraints on scene appearance such as restricting time of day and giving semantic sub-categories
for weather conditions to limit appearance changes for classification. Instead, we address varied
appearance in outdoor scenes by transforming the input representation and architecture to support
the discovery of features robust to varied appearance. We introduce a new multi-input convolutional network which takes in a set of varied appearance images for a single scene to learn robust
features during training time. We additionally introduce a novel loss term, the dissimilarity loss,
which encourages the network to minimize the L2 difference across combinations of features to
encourage similar activations over the set of appearance changes per scene. We also provide a
distinct method from training to test single image scene classification with our network, that is,
to duplicate the test image across the set. This new procedure for training features with a distinct
input representation from test allows robust feature discovery over a variety of outdoor appearance
changes while supporting traditional classification testing. Finally, we collect and sanitize a first of
its kind dataset of Varying Outdoor Scenes labeled for scene classification with over 28k images
spanning 38 categories. We compare accuracy of our network to competitive scene classification
baselines, demonstrating our network’s accuracy outperforms by a significant margin.
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CHAPTER 1: INTRODUCTION

Computer vision has become ubiquitous, permeating the home, commercial sectors, and every day
life. Vision-driven image editing [3, 4] and face recognition [5] have become part of our everyday
lives via social media. Doorbell vision systems are now common in the home. Streaming video
services now recommend content on automated video summarization [6] and content detection.
Productivity measures such as eye tracking [7] to measure alertness have penetrated remote work
and education. Business security surveillance with automated activity recognition [8] and crowd
tracking [9] is now commonplace. Advancements in autonomous driving and UAVs have necessitated increasingly complex vision systems tolerant of real-world conditions for object and person
detection, road condition detection, and many other subtasks toward safe, efficient navigation [10].
Detection of diseases, such as cancer, has become much faster thanks to advancements in medical
image processing [11]. Computer vision systems continue to grow in influence in many facets of
our lives beyond these diverse, familiar examples.
Computer vision encompasses any system which attempts to understand content in image or video
data. The field includes classification and recognition to automatically identify what is depicted
in an image or video from a set of categories, such as objects or faces. Image classification is
used directly in object detection and recognition, face recognition, and scene and place recognition
for example. Many vision systems build upon classification to perform more sophisticated tasks,
such as image-retrieval based recommendation systems, analysis of sport photography with action
recognition, real estate analysis, and many more diverse applications. Image matching, that is, corresponding one image to another to find the exact region of overlap, is fundamental to such tasks
as panorama stitching [12], image registration, stereo 3D reconstruction used in aerial photography [13], and object recognition [14]. Development of methods toward improving approaches in
solving underlying problems, such as matching and classification is motivated by the wide extent
1

of use of applied computer vision.

1.1

What Makes a Feature Robust

Vision systems accept as input discretized images and videos as matrices of pixels captured by
a camera. In the context of classification and recognition, the first step is to discover salient information in the image useful for the task. However, this discovery process is challenging due
to variations in real-world imaging conditions which obscure the salient information. Often, this
information is derived from distinctive small patches in the image, called features. These features
must be discovered under varied real-world conditions and analyzed together correctly in order to
understand the underlying content relevant to the task.
At first instinct, a single intensity value on a single image coordinate would be indicative of a point
in the scene. However, that single value may not be unique enough to be correctly identified an
another image. Spatial context around the image coordinate increases confidence that matching
in another image is not simply noise or from some other irrelevant information in the scene with
similar intensity value. The spatial context around a coordinate is a neighborhood spanning some
square region centered on the coordinate. For a pixel p centered on coordinate (x, y) in an image I,
a 3 × 3 neighborhood around the coordinate is defined over the range from the top-left coordinate
(x−1, y−1) to the bottom-right coordinate (x+1, y+1). This neighborhood around the coordinate
(x, y) forms a pixel patch spanning 3 × 3 = 9 pixels.
In order to find a specific coordinate match of a pixel patch in another image, the pixel patch must
also be distinctive. If the patch is selected on a clear sky region of the image for example, the
patch could be of uniform intensity. When searching for the patch in another image, this patch
could validly match over the entire sky region. In order for the match of a coordinate in one image
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to be specific to a particular coordinate in another image, the pixel patch must be selected to be
sufficiently unique to define a precise coordinate in the other image.
With real-world imagery, there is no guarantee that the pixel patch will appear exactly the same
with identical color, position, and orientation in another image. Camera response functions map
from incoming light into a digital image. These nonlinear color mappings which vary by camera
model adjust the distribution of color to the discretized range of values in an image [15]. Thus
an identical scene under otherwise identical conditions captured by different cameras may still not
present with identical intensity values. So, an additional constraint for a feature is to be tolerant of
small changes in intensity.
If the image of the 3D scene is captured with different lighting, this can change appearance in
the image significantly. Lighting conditions alter scene apperance by changing the global color
distribution and adding local changes, such as reflections, shadows, and specular highlights. How
light affects a scene varies on materials present in the scene [16]. Some materials are highly
reflective, such as glass and water while others are diffuse, meaning they reflect little outgoing
light, such as matte paint. Textured regions contain strong gradients which are detectable under
a broad variety of lighting changes while also being precisely identifiable in another image of the
same scene. Examples of textured regions are fabric patterns or text on a surface.
The viewing angle of the camera to the 3D scene affects the projective mapping into the 2D image
as well. By changing the viewing position and orientation, the camera is rotating and translating
around a scene, affecting the mapping of the scene content to the image. Rotating and translating
are linear transformations, specifically Euclidean transformations, of the 3D scene content into the
2D image. Changing the viewing angle of the camera may also skew the image if the camera is
tilted with respect to the scene. The addition of skew makes this motion of the camera induce an
affine transformation of the image. The distance of the camera to the scene affects the projective
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mapping from the 3D scene into the 2D image as well. From further away, scene content maps
into the image more densely.Thus an additional constraint to finding similar features is that the
searching process must be tolerant of differences in scale, as in, a 3 × 3 patch in one image should
still be identifiable from an image of the same scene taken further away, where that same patch is
only 2 × 2. The feature should also be found in another image where it is translated, that is, found
centered on another coordinate, or rotated.
A final consideration is occlusions which partially obscure a feature through a change in view
or scene content in another image. Addressing feature occlusions is beyond the detection and
description of the feature, as a portion of the feature being looked for is not recoverable from the
image. Instead, occlusions are a task-specific consideration, such as rejecting incomplete match
candidates in the context of image matching and determining which features can be useful toward
classification [17].
Scene appearance varies significantly in images under these real-world conditions. In order to find
an interesting and salient aspect of the scene captured across multiple images, features represent
a description encoding that salient information derived from pixel patches, not typically those
pixel patches directly. Features can be robust to certain conditions which means they are mostly
unchanged under changes in the conditions, or they can be totally invariant which means they do
not change at all under a set of constrained capture conditions. Limiting feature discovery to those
which are invariant allows perfect matching across those condition constraints, but may impose
limits on the number and usefulness of features which can be found. This tradeoff is not limited
to problems involving matching. Classification methods combine features into representations
in order to accomplish the final classification task, which may require finding key features only
visible under certain conditions [18]. An advantage of convolutional networks is that they learn
useful features end to end while also learning which combinations of features are relevant to the
classification task that have the highest performance on the training set [19].
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Expert vision systems require performance under such real-world conditions from a wide variety
of capture devices, capture conditions, and scenes. High accuracy in computer vision requires
features which are robust to these real-world conditions.

1.2

Learning Robust Features for Matching and Classification

Good features for image matching can be correctly indentified in images captured across many
such real-world conditions, which is a property called repeatability. In addition, image matching is
often in applied vision systems which are expected to have real time performance, therefore feature
discovery and matching must be efficient operations. Furthermore, features for matching require
the existence of a compact embedding to a low dimensional space, because common algorithms to
implement the matching operation efficiently perform better in a lower dimensional space.
A good feature for classification satisfies several important properties in addition to being robust
to the capture conditions previously mentioned. First, it is detectable in a variety of capture conditions that are common across examples within a category while being distinct enough to allow
the classifier to differentiate between category labels. Second, it needs to generalize well in the
sense that it is detectable in previously unseen images which are similar to the labeled images in
the training set. In this way, good features are robust to changes across a category i.e. intra-class
variations such as: outlier examples with unusual or dated designs leading to texture, structure,
and layout changes. Finding features that are robust to these conditions that generalize well while
not confusing the predicted class with other categories is the goal of classification.
Our primary contributions toward improving classification and matching are related to discovery
and utilization of more robust features. Specifically, we provide methods to transform the input
representation to convolutional networks to encourage the discovery of more robust features. As
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the input representation is changed, the features learned by the network change as well, since
the convolutional filters learned on this changed input representation are different. We also introduce architectural techniques which better utilize these transformed input representations, such as
complementary loss terms and network structure. In the following sections, we outline our contributions in the applied vision tasks of 3D object recognition, image classification, image matching,
and outdoor scene classification.

1.3

Retaining Shape in 3D Object Recognition

We first consider the task of 3D object recognition. The goal of 3D object recognition is, given
some 3D representation of an object, label the type of object out of a set of semantic categories
or classes. The ModelNet10 [2] dataset is standard in this area, where example categories for
the 10-class set are furniture types, such as sofa and dresser. Recognizing an individual instance
example such as a particular sofa as the correct label sofa from remaining furniture categories
requires some image features. These features must be (a) general enough to apply to all sofa
examples while (b) differentiating from non-sofa categories. For example, a particular desk which
has the label desk has a flat surface and four supports. However, many examples from another
category: night stand also contain features which are indicative of a flat surface and four supports.
Therefore, these features are not sufficient alone to differentiate desk from night stand. Finding
features which are common across the class yet are distinct from other classes is challenging in a
3D object recognition context.
Recent top architectures take two approaches to representing a 3D object for classification to be
processed by convolutional networks: a voxel grid [20, 21, 22] or a set of 2D projection images
[23, 24]. Voxel grids are binary space occupancy grids where a binary value specifies whether the
space is free or occupied for some configured discretization.
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In Chapter 3, we incorporate mean curvature as additional shape information for a voxel convolutional network which improves accuracy in 3D object recognition [25]. We encourage the
discovery of shape features through this transformed input representation not found with prior
representations such as binary occupancy grids. We observe that the voxel discretization process
discards shape information useful toward recognition. Useful shape characteristic information is
lost in current 3D object recognition when converting a triangular mesh to a voxel volume or a
set of 2D slice image representations for processing. We present a method to improve the features
discovered for 3D object recognition by augmenting the voxel representation with shape characteristic information gathered on the triangular mesh. The voxel net Octnet [22] has an accuracy of
90.1% on ModelNet10 [2] while our augmentation of mean curvature into Octnet with the same
training configuration has a higher accuracy of 91.1%. This improvement is substantial due to
an already high classification accuracy and resolving previously confused class boundaries with
novel shape features otherwise not resolved in voxel space alone. The mean curvature is estimated
directly from the triangular mesh before voxelization, allowing the network to learn features more
representative of shape than the resolution of the voxelization would otherwise permit.

1.4

Looking Again at Misclassified Examples for Image Classification

The problem of image classification is as follows: given an image, identify the category captured in
the image from a set of categories. The ImageNet [26] dataset is standard for image classification
and has one thousand categories. Example categories are types of animals, such as a breed of
dog or cat. The task here is to find features common among many image examples of cat which
correctly identify the category as cat while differentiating from all other categories. Color and eye
shape may be helpful as well as many other features that are detectable across image examples.
Image classification is often constrained to an intended dataset and single convolutional network.
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However, a set of diversified classifiers may be composited together as an ensemble, adding to
the accuracy of a single network [27]. This is at the expense of requiring partitioned training data
for each classifier in the ensemble in order to learn when to prefer each classifier’s predictions.
Additional data within distribution may not be available and withholding data requires training an
intended network on only the subset, excluding pretrained networks.
In Chapter 4, we improve image classification accuracy by specializing a network on the misclassifications of a pretrained network on the pretrained network’s training set. We form a cascaded
ensemble of a pretrained network with a duplicate of that network trained only on the misclassified subset of its training set. Where traditional ensembling requires withheld training data, our
approach selects the classifier on the distribution of the predictions from the base network. By
restructuring the input training set to contain only the misclassified examples, the specialized network is able to discover features previously unlearned when given the full training set.
We demonstrate the improved accuracy of our ensemble on the ImageNet [26] and CIFAR-10
[28, 29] datasets on a set of baseline networks. This method benefits from not requiring additional
training data and generalizes to updates in architectures, requires no hyperparameter tuning, and
has reduced training times due to only training on the misclassified subset. Although we are adding
capacity through the addition of another network, this approach does not lose learned feature representations since the pretrained network is not modified.

1.5

Varying Illumination in Image Matching

Image matching is the task of aligning two or more images of overlapping content such that the
registered result is of maximum overlap. Candidate regions of interest are discovered by scanning
a keypoint detector over each image. A description of a region of interest encompassing a feature
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centered on an image coordinate is called a feature descriptor which encodes characteristic information of the region in a vector. In order to match a feature descriptor to another, some matching
criterion must be specified to relate the descriptions for matching evaluation [30]. A common
matching criterion is the sum of element-wise Euclidean distance across the feature vectors. A
parameterized threshold on the metric is applied for pairs of features, determining if a pair is a
match. Matching is typically expedited by transforming feature vectors to some low-dimensional
embedding to support a hierarchical matching algorithm [31]. The points centered on the feature
vectors for each match pair form a set of correspondences. These correspondences provide point
constraints for registering the images.
The images may be captured under different lighting conditions, different views, and contain cluttered or distinct scene content portions. Good features to match across images are robust to such
varying conditions and precise in image space. The feature matching process over an image pair is
noisy as occlusions from perspective change, illumination change, and various differences across
images cause feature appearance to change or not be visible in the other image. Therefore, many
features have been designed or learned in order to be robust to illumination change and other conditions. Classically designed feature descriptors such as SIFT [32] were evaluated on illumination
robustness due to the difficulties of mismatched illumination in the context of image matching
and object recognition. SIFT is sensitive to local changes in illumination [33] such as specular
highlights and shadows as these result in different color and gradient information [34].
In Chapter 5, we perform stereo image matching on indoor scenes. We use a relighting network
to synthesize a varied set of lighting conditions for each view. For each lighting condition, we
perform traditional matching of SIFT [32] feature points. These matches per lighting condition
are gathered together and merged into a collective set of merged matches. We resolve competing
matches on the same pixel coordinate by preferring the match of highest quality by minimizing
the distance of the candidate feature matches on that coordinate. We thus transform the input
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representation for a single image view pair to a varied illumination set per view synthesized with a
relighting convolutional network, finding features previously not discovered due to restrictions in
single illuminations per view.
In our experiments, we gather SIFT [32] features, but our method is independent of underlying
feature detection, making our contribution extensible to future advances therein. Our method relaxes the spatial uniqueness constraint for matching features since the constraint only applies to
matching per illumination condition. The merged set of matches is therefore more dense. We
also introduce an optimization technique to reduce the number of lighting conditions synthesized
and evaluated for matching which is parameterized on a target number of matches and configured
assumed precision of matches for the scene. Our approach finds an average of 5.5× more correct
matches across a set of scene view pairs from the multi-illumination dataset [35] than previously
possible with existing registration methods for a single illumination.

1.6

Varied Appearance in Outdoor Scene Classification

Scene classification is a variation on image classification where the objective is to label an image
of some environment from a set of semantic scene categories. A standard dataset for scene classification is the Places365 dataset [36] with 365 scene categories for indoor, outdoor, and natural
scenes.
Outdoor scene classification is particularly challenging as outdoor scene appearance changes with
weather, varied illumination, and human behavior-driven content changes. Weather conditions can
dim and alter the color distribution in addition to altered lighting from the shifting position of the
sun and artificial lighting sources changing with time of day [37, 38]. Human involvement can
modify scene appearance as well, as furniture may be removed, cars and boats may be brought in,
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and people may clutter the scene. Some of these behaviors are correlated with time of day while
others are seasonal.
Outdoor scene classification lacks the regularity to indoor scenes which have similar artificial lighting and interior object layouts such as furniture common to semantic categories [39]. Outdoor
scenes are captured from more varied perspective and distance than indoor scenes and can be partially obscured or at too low resolution for recognition. Further distance from the scene results in
semantic ambiguity [36], where multiple classes are present in the same image, as in the case of a
street region near to a beach region. Reported accuracy for scene classification is given by top-5
accuracy where any of the top 5 predictions are considered correct rather than top-1 due to multiple
scene labels for a single image being simultaneously present.
In Chapter 6, we introduce a new multi-input convolutional network architecture to learn features
robust to varied outdoor appearance changes. During training, deep convolutional features are
extracted from each image of a set gathered over the range of daylight for a single scene. To test
our network in the single image scene classification task, the test example is duplicated across the
set. In this final work, we transform the input representation for the training scenario for scene
classification to accept a set of varied appearance changes in order to learn robust features toward
classification, adjusting the network and test input to support the representation.
We further introduce a new ranked loss term called the dissimilarity loss over features extracted
from all pairs of the input set to learn features most robust to appearance changes for a scene. Unlike other comparison loss terms, such as pairwise [40] and proxy loss [41] terms, our dissimilarity
loss performs comparisons across an instance set sharing a category to discover robust features and
combinations of features toward classification.
We further contribute a first of its kind dataset on varied outdoor appearance changes for scene
classification. We collect and label over 28k images of outdoor scenes spanning 38 outdoor scene
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categories captured under varying daylight conditions. This dataset of Varying Outdoor Scenes
provides a training set for the difficult classification task of outdoor scenes under varied appearance
changes.
In the remainder of this dissertation, we provide detailed methodology and experiments of these
contributions resulting from transforming the input representation and accompanying architectural
changes to discover robust features for matching and classification. We provide a review of related
recent literature to these tasks and accompanying background on convolutional networks in Chapter 2. In Chapter 7, we conclude with a summary of contributions from these approaches as well
as a discussion of potential avenues for research opened by these works.
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CHAPTER 2: LITERATURE REVIEW

In this chapter, we review literature related to our contributions. We begin with a review of humanengineered features and convolutional networks which automate learning features in the context
of classification. We follow with a review of works related to our contributions in 3D object
recognition, image classification, matching, and scene recognition.

2.1

Human-Engineered Feature Detection and Description

From pixel patches of uniform intensity, one method to improve precision is to detect edge information in an image. Edges along surfaces give local contrast along the edge, as the material from
the surface with the edge is usually distinct from the adjacent surface or background material.
Edges detection in an image is performed by first convolving an image with gradient-approximating
operators such as the Roberts cross-gradient [42], Prewitt [43], and Sobel [44] operators. The
Laplacian of Gaussian is approximated with a Difference of Gaussian operator and is preferred in
order to smooth the gradient image and vary scale [45]. Canny edge detection approximates the
gradient by first smoothing the image and then applying oriented edge filters before detecting and
connecting edge segments [46].
Lines along edges that intersect create corners which can provide localization. Harris corner detection approximates the smallest eigenvalue of the structure tensor composed of gradients along
the x and y axes [47]. A similar corner detection method which works well for feature tracking
is the Shi-Tomasi corner detector which directly takes the minimum of the structure tensor [48].
The features from accelerated segment test (FAST) [49] corner detector examines a circle of 16
connected pixels for at least 12 connected pixels which are either all greater than or all less than
13

the intensity of the center pixel.
Beyond corners are blobs: regions of interest which differ from adjacent information in an image.
The determinant of the Hessian composed of second order derivative of Gaussian information finds
blobs to a parameterized scale [50].
Once features are detected in an image, the region around the detection location is characterized
by a vector describing the region called a feature descriptor. If the region around the feature
location is simply the pixel patch, matching the feature in another image can be performed with
template matching which takes the maximum of the normalized cross-correlation of the feature
patch over the image. Otherwise, once features are detected, feature descriptors are then compared
for similarity with a measure such as an element-wise sum of squared differences. The Histogram
of Oriented Gradients (HOG) [51] is a feature descriptor which partitions a neighborhood around
a detected keypoint location, the center of the feature, into cells. Each pixel coordinate in the cell
contributes its gradient orientation weighted by gradient magnitude to a histogram of orientations
which becomes the descriptor for the region. The gradient location and orientation histogram
(GLOH) [52] feature descriptor forms a HOG from a wide neighborhood and performs principal
components analysis (PCA) to compress to a 128-dimensional vector. Local binary patterns (LBP)
[53] compute a histogram of each cell along a set of circles from the center, where each pixel’s
intensity is compared with all of its neighbors and given a binary value for whether it is greater
or less than the center. The binary robust independent elementary features (BRIEF) [54] feature
descriptors are compared with the Hamming distance which is faster than an L2 comparison typical
to descriptors such as HOG. The descriptor is composed of binary strings of pixel comparisons in
a feature region.
The following methods are combined feature detectors and descriptors. The oriented FAST and
rotated BRIEF (ORB) [55] feature detector and descriptor is a combination of the FAST detector
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with the BRIEF descriptor which is rotated by the detected keypoint orientation. Pyramids of
varied width Gaussian-blurred versions of an image [56] are scanned for features instead of a
single image to make detection invariant to scale. The pyramid is configured for a set of octaves
which halve the Gaussian width [32, 57]. The scale-invariant feature transform (SIFT) [32, 58]
detector and descriptor detects keypoint locations along a Gaussian pyramid with the maxima of the
difference of Gaussians over each octave. Keypoint location candidates are gathered across scales
and rejected if the ratio of eigenvalues of the Hessian matrix (which are proportional to curvatures)
are too high, indicating an edge and not a corner. SIFT uses a HOG descriptor representation. SIFT
rotates the gradient orientations by the detected keypoint orientation to achieve rotation invariance.
The speeded up robust features (SURF) [57] detector and descriptor detects interest points along a
Gaussian pyramid, detecting keypoint locations with high values in the determinant of the Hessian
from Haar wavelets, which is sped up by precomputing an integral image. The SURF descriptor is
a histogram of the orientations from the Haar wavelets, rotated by the detected keypoint orientation
to achieve rotation invariance.
Classification by human-engineered feature descriptors such as these is usually performed with
support vector machines (SVM) [59]. SVMs find the direction which maximizes the margin of a
binary class boundary. A first application of SVMs to binary classification of images is in face
detection where a 19 × 19 pixel patch is used as a descriptor for a face or non-face example [60].
SVMs may be extended to multi-class classification by labeling with a one-vs-all scheme and selecting the predicted label of the SVM classifier with the highest confidence. The Bag-of-Words
model, or bag-of-features, clusters similar features into codewords, developing a codebook toward
classification [61, 62]. Kernel SVMs [63] are commonly applied to image classification, since the
kernel trick allows for nonlinear class boundaries. The results from the Pascal Visual Object Challenge [64] document top approaches toward object classification with human-engineered features
use a kernel SVM classifier.
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2.2

Learned Features with Convolutional Networks

Rather than human-engineered designs of features, convolutional networks automate learning features toward classification. The LeNet architecture [65] is a convolutional network design which
learns features relevant to the handwritten zip code recognition dataset (to later become MNIST
[66]), surpassing accuracy from engineered feature design. Max-pooling layers speed up computation on the LeNet architecture to outperform engineered feature approaches on object recognition
with the CIFAR-10 dataset [67]. When the AlexNet architecture [68] won the ImageNet Large
Scale Visual Recognition Challenge 2012 by an over 10% accuracy improvement with Rectified
Linear Unit activations [69], learned features from convolutional networks began being preferred to
human-engineered features. We now give an introduction to convolutional networks in the context
of learning features toward classification.
Convolutional networks are neural networks which learn filters that are convolved over an input
such as an image toward classification. A convolutional network takes in an image or volume which
is resized to fixed square dimensions with each color channel or slice normalized to [−1, 1]. A
minimal convolutional network is composed of successive convolutional layers and pooling layers
followed by a flattening layer and fully connected classification layer [68]. A layer is an association
of learned nodes with weights and biases for connections to the next layer in the general context of
neural networks. Each convolutional layer is a set of learned filters which are 1 × 1, 3 × 3 or more
rarely 5 × 5 [70, 71, 72, 73, 74]. The first convolutional layer’s set of filters are convolved with
each channel of the preprocessed input: Il=1 = I ∗ fi for layer l = 1 and filter fi on input image I.
Each convolutional layer has a nonlinear activation function σ applied after the convolution with
the filter: σ(I ∗ fi ). Otherwise, the network could only learn linearly separable classifications. We
use the Rectified Linear Unit (ReLU) activation function: σ(x) = max(0, x) [69]. Each convolved
image is collected to form the layer output which is the set of activations of the convolutional filters
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referred to as feature maps. To generalize to the notation of a neural network, z = σ(Σi xi · wi + b)
where wi is the weight connection for the node referring to a value inside a filter f and b is the
bias for an input node xi . Following each convolutional layer, a pooling layer downsamples each
feature map with a maximum or average pooling [75]. There are usually also regularization layers
such as batch normalization [76] which help stabilize the learning process in training the network
to improve generalizing [77] to unseen test examples.
Each feature map is stacked, pooled, and passed along to another convolutional layer of learned
filters. As each pooling layer reduces the resolution of the activated convolved image stack, higherlevel representations emerge. Earlier in the network, low-level filters such as gradient operators are
common and deeper in the network after many convolutional and pooling layers, high-level feature
representations emerge [19]. At the end of the convolutional and pooling layers, these convolved
representations referred to as features are first flattened into a vector of nodes and passed into a fully
connected softmax classification layer. A fully connected layer learns edge weight connections and
biases for all combinations of nodes from the previous layer to the next layer. The classification
layer maps from features to semantic categories, where a probability is given for each category.
The softmax function [78] is an activation on the node mapping which transforms the input to a
probability ranging [0, 1]:
exj
σ(xj ) = P xi ∀xi ∈ l
ie

(2.1)

where l is the softmax layer and x are nodes of the layer. The maximum probability is the assigned
label predicted for the example.
The network learns weights via backpropagation [79, 80] with optimization of a cost function
which for classification across multiple categories is the categorical cross-entropy loss:

−

n X
m
X

yij log(pij )

i=1 j=1
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(2.2)

for all n training examples over all m image classes. yij is the true label which is 1.0 only for
the correct class and otherwise 0. pij is the predicted probability output after the softmax activation. The final classification layers form a multi-layer perceptron, where individual perceptrons
are equivalent to support vectors in SVMs [81]. As with all supervised learning, the test of a
good classifier is whether the learned predictions that perform well on the training set generalize
to performing well on a previously unseen test set.
When a pretrained network is available for classification, the features already learned by the network can be adapted and improved with the process of fine-tuning, a variation on transfer learning
[82]. Fine-tuning takes a pretrained network on a dataset from a similar domain and adapts the features and classification to a target dataset [83]. All but the last few convolutional layers are frozen
at values initialized by the pretrained network. The classification layer top is removed and replaced
with another classification layer with the number of categories for the target dataset. The resulting
network is trained on the target dataset for a reduced number of epochs (training iterations).

2.3

3D Object Recognition

Prior to deep learning approaches of 3D object recognition [84], Vemuri et al. incorporate principal curvatures in object representation, fitting smooth patches of windows of depth data [85]. The
survey by Besl et al. explores many surface characteristic including curvature for 3D object recognition. They demonstrate the relationship between depth maps and curvature on synthetic images
[86]. Only the sign of the mean curvature is kept. Horn introduced extended Gaussian images to
represent objects with the inverse of curvature per point on an image [87]. Ours was the first work
to explore this shape representation of 3D object data toward recognition particularly in a deep
learning framework supported by this evidence of curvature being useful toward 2D and 3D object
representation and recognition.
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A set of 2D projections of 3D objects allow for higher resolution than voxel representations. Many
convolutional nets for 3D object recognition opt for this approach [88]. Gomez-Donoso et al.
LonchaNet [23] which represents 3D objects with a set of 3 sections per object, one for each axis.
Each binary occupancy image is passed in to a GoogLeNet [72] trained per axis and joined in a
fully connected layer and finally a softmax classification layer. Ren et al. introduced 3D-A-Nets
which integrate across a dense set of slices per object [24]. Lashav et al. introduced an alternative
to 2D slices and 3D voxel networks by performing random walks over a triangular mesh of a 3D
object, which is input into a recurrent neural network for classification [89].
Maturana et al. introduced VoxNet, a 3D convolutional net which processes voxel girds for object
recognition [20]. Since the voxel grid of an object is for a fixed orientation, they perform rotation
augmentation where each object rotated about the z axis for a dozen or more times. Sedaghat et al.
extended VoxNet by introducing a canonical initial orientation which is built into the loss function
[21]. Qi et al. introduced a multi-view 3D voxel convolutional network for 3D object recognition
[90]. Riegler et al. introduced Octnet [22] which has an octree of voxel grids as three resolutions
to speed up processing while keeping resolution high in areas of interest. Wang et al. introduced
an octree voxel convolutional network which takes an average of normal vectors to represent each
voxel [91]. We integrate curvature into the Octnet architecture due to its speed and state of the
art accuracy on the common standard for 3D object recognition: the Princeton ModelNet database
[2].

2.4

Image Classification

There are a number of approaches to adding data outside of the training set to encourage more
robust learning. A favored standard dataset for image classification is ImageNet [26]. The introduction of ImageNet-A [92] brings adversarial examples for a 200 class subset of ImageNet. These
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new examples outside of the training set for ImageNet are all misclassified by ResNet50 [93].
An ensemble of classifiers is a learned combination of diverse classifiers [94]. This requires separating the training data for each of the classifiers to train the ensemble for the purpose of selecting
which classifier’s prediction to output. Since our technique combines a classifier that has been
trained on the entire training set, this traditional method of withholding [95] or resampling data
is not applicable. Opitz et al. provide a survey of traditional ensembles of classifiers with comparisons of techniques [96]. As our ensemble requires the training of a classifier independently
of another, it is not bagging [95]. Neither is our approach boosting [27], since we are not iteratively training classifiers together. AdaBoosting [97] iteratively learns weights for combining weak
classifiers by measuring predictions on the training set. We provide a method to predict which classifier to use that is distinct from a traditional ensemble since the prediction is reduced to whether
the pretrained network is likely to misclassify the example.
Related to misclassification prediction is out-of-distribution detection [98]. Out-of-distribution
refers to when examples are from a distinct distribution than the training dataset. The connection
to misclassification is that the further the example is from the learned distribution characteristics,
the more likely the network is to misclassify the example. However, we are taking the misclassified
training examples from the source dataset distribution. This poses the benefit of learning more from
the same training data without introducing additional data.

2.5

Image Matching

Image matching starts with finding features visible in both images that are sufficiently unique to
match. The task is fundamental to many computer vision problems including panorama stitching
[12], 3D reconstruction [99], and object classification and recognition [14]. Feature detection
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and description prior to deep learning focused on local gradients. Popular designed detectors and
descriptors such as SIFT [32], SURF [57], BRIEF [54] and ORB [55] are preferred for being
fast to compute and largely affine invariant [100]. Evaluations of these region detectors on image
matching and related tasks may be found in surveys [101, 100, 52]. More recent approaches use
the deep features from the last convolutional layer from a convolutional network [102, 103]. Our
method for matching by varying illumination is independent of the feature mechanism for matching
be it designed or learned by a convolutional network.
Image matching for images with distinct illumination conditions can be challenging for local features, as gradient feature descriptors such as SIFT [32] are sensitive to illumination [33]. In order
to discover features most common across images for matching, images of different illumination
conditions are typically processed to make the illumination similar. Techniques of this approach
transform both images to a distinct color space [104], apply color transfer [105] or perform iterative
histogram matching [106]. This assumes the reference image is lit better for matching, but there
is no a priori means to determine which image should be selected as the reference. One method
creates an illumination invariant feature for matching [107].
The angle at which light intersects scene geometry gives unique shadows, reflections, specular
highlights, and interreflections, a fundamental property used in photometric stereo [108]. Some of
these lighting-dependent changes make strong, distinctive gradients for matching across views.
Features sensitive to illumination present difficulty in matching across distinct illuminations. However, we present a set of illuminations where matching is performed across each fixed illumination.
The sensitivity to illumination inherent in feature matching is able to give more dense features because of holding the illumination constant and finding matches over the set. There are increased
detections due to more inherent gradients and specularities across varied illumination. There are
also more dense matches, since the spatial uniqueness constraint required for matching is held per
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illumination but relaxed over the set. In other words, matching per illumination keeps the spatial
uniqueness constraint for matching, but aggregating the matches across the set of varied illumination does not have the spatial uniqueness constraint. Each unique detection is able to match
without local neighborhood competition in the reference.
We improve upon image matching by varying illumination [109] with relighting. Guan et al.
calibrate an environment map to perform traditional relighting with a light probe to match one
image to reference image for image matching [34]. We instead use a pretrained relighting network
[35] which significantly simplifies the capture setup.

2.6

Scene Classification

Zhou et al. introduced the Places dataset [36] for scene classification with 365 indoor and outdoor categories along with a benchmark from suite of networks trained on the dataset. Wang et al.
introduced multi-resolution scene classification with discovered merged categories to incorporate
features across similar classes and use this extra knowledge to assist a separate network with the
full classification task [110]. Some examples of traditional engineered features in scene classification include the following: Jiang et al. learn spatial layout partitions per scene category [111]
while Zhang et al. learn object representations toward scene categories [112], and Juneja et al.
learn the distinctiveness of parts across categories toward scene classification [113]. In a return
to classification with bag-of-features, Jiang et al. extract deep convolutional features and learn a
codebook to perform scene classification [114]. Song et al. combine deep convolutional networks
with Markov random fields to discover new feature contexts toward scene classification [115].
Indoor scene classification [116] take semantic cues from objects and layouts common to indoor
environments [117, 118, 119]. Chen et al. form a scene layout graph network on extracted convo-
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lutional features for scene classification [120]. Semantic scene segmentation was combined with
attention in the work by Lopez et al [121]. The depth channels has also been used to improve scene
recognition with multi-stream networks [122, 123].
Combining semantic scene segmentation and attention has led to significant advancements for
scene recognition [121]. Chen et al. identify places with multi-resolution pooling of convolutional features [124]. Qiao et al. perform scene layout segmentation of context prediction by
incorporating object detection and learned region and layout [119]. Herranz et al. incorporate
multi-resolution object recognition into scene recognition [117]. Adding depth data with multiple
streamed networks has also improve scene recognition results [122, 123]. Bayat et al. perform
semantic attribute labeling to disambiguate object and scene features toward scene classification
[125].

2.6.1

Varied Appearance Condition Recognition for Outdoor Scenes

Prior approaches to outdoor scene classification consider appearance changes such as weather
and varied illumination, but fix scenes to 11am local time to encourage similar appearance for
predicting temperature and seasons [126, 127, 128]. Laffont et al. introduced transient attributes
to describe the set of appearance changes such as weather and illumination changes common to
outdoor scenes [129]. Some related tasks to outdoor scene classification under varied appearance
are weather recognition [130] and hour of day prediction [131]. Natural scene recognition for
dynamic scenes has been studied with pooled derivative filters [132, 133].
Zhai et al. estimate position and hour of day for outdoor scenes. Three separate learned networks
gather features on image, position, and time of day are passed into estimator networks for prediction [131]. Workman et al. predicts scenicness from a subset of SUN attributes [134] and finds the
bounds of the scenic region within an image [118].
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Fu et al. introduce a multi-stream network where each convolutional network is trained for a specific lighting condition and scene classification is performed for each weather or lighting condition
detected [135]. This relies on discretization per condition, which as an ambiguous problem, as
time of day and weather conditions are continuous.

2.6.2

Multi-Input, Single Stream Architecture

Our approach toward learning features robust to varying outdoor scene appearance is in a single
stream, multi-input network. Multi-stream networks [136, 137] are common in action recognition
due to the useful multi-modality of decomposing a video into frames and residual motion. These
independent streams are combined with a fusion process where a final classification prediction is
decided. The multi-input network for flower grading proposed by Sun et al. [138] takes as input a
set of images. The network immediately pools the images in the first layer after the input, finding
features thereafter. There is no custom loss term to guide the network to features more effective
for classification than the standard categorical cross-entropy loss.

2.6.3

Contrastive Losses

In Sunrise or Sunset, Zhou et al. classify sunrise from sunset in outdoor scenes [139]. They
introduce a siamese network of VGG16 convolutional nets [70] taking a sunrise and sunset image
pair with a loss term to maximize the difference of the features from each stream. This ranked
loss term is added to the softmax loss to maximize differences across the pair, unlike our loss term
which maximizes similarity over the set. Further, this ranked loss term is after the fully connected
softmax layer for each of the siamese networks, unlike our loss term which is on the convolutional
activations before the softmax layer. The siamese loss or contrastive loss was originally introduced
by Chopra et al. [140].
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Cheng et al. generate time-lapse animations for outdoor scenes with a perceptual loss component
[141]. This perceptual loss is the sum of Euclidean distance across the convolutional features of
the horizontally flipped input image to the encoder and the convolutional features for the generated
image for the ReLU layers of their network. Our loss term also encourages similar ReLU-activated
convolutional features for varied outdoor scene appearance but ours is over a set of appearance
changes and learns combinations of features toward classification.
Our dissimilarity loss term is similar to the style loss in neural style transfer [4], where the Gram
matrix compares correlations of all feature combinations across many resolutions. Instead, we subtract per-element ReLU-activated features on only the final convolutional resolution. Our loss term
is also distinct from L2 regularization which penalizes large weight values, whereas the dissimilarity loss term penalizes large differences in weights. Zhuang et al. introduce the pairwise attention
rank loss term for fine-grained image classification [40] which does not train the convolutional
features but compares the residual attention per feature on an image pair. Proxy-based losses [41]
relate features to learned anchor points which behave as proxies to each class where distance from
the proxy is minimized.
Zhang et al. introduce a de-raining network for single images where convolutional features across
six resolution layers are concatenated and passed into two ReLU-activated layers [142]. The feature loss is similar to our dissimilarity loss in that they introduce is a normalized L2 penalty on
the element-wise comparison of the final ReLU-activated concatenated features. However, in our
multi-input network, a set of distinct images are passed in, where only the final convolutional layer
features are extracted per image and passed into a ReLU-activated layer before concatenation.
In their application, they combine features across six scales for a single image to find maximum
agreement for rain localization. In our application, we train a network to learn features and combinations of features robust to appearance changes varying over the set of input images of outdoor
scenes.
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2.6.4

Outdoor Scene Datasets

BDD100k [143] is a driving dataset which has 120M images with semantic scene labels and object bounding boxes along with varied weather conditions and scene labels. However, the dataset
simultaneously varies the camera view and position while changing appearance, lacking constraining position as in our dataset necessary to learn robust features to appearance. Further, this dataset
is by driveable roadways which exclude many scene categories and the majority of the view is
of road or obstructed by vehicles. The Cityscapes dataset [144] is a similar dataset with dense
semantic segmentation without scene labeling required for scene classification. The SkyFinder
dataset [145] contains varied appearance outdoor images but is not labeled for scene classification
and images are mostly sky as it is intended for sky segmentation. Torii et al. perform scene recognition for street scenes with varied appearance by performing view synthesis from Google street
view panoramas [146]. They introduce the Tokyo 24/7 dataset with 3 unique viewing directions
at 3 distinct times of day. The dataset is just over 1k images and is too small for training deep
convolutional network.
We introduce a dataset of varying outdoor scenes to train a network for features robust to outdoor
appearance changes. To our knowledge, this is the first dataset to vary weather and illumination
per scene instance while providing scene category labeling necessary for scene classification of
varying outdoor scenes.
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CHAPTER 3: CURVATURE AUGMENTED DEEP LEARNING FOR 3D
OBJECT RECOGNITION

In this chapter 1 , we represent shape information to a convolutional network by estimating the
mean curvature [25] to improve 3D object recognition accuracy. Top performing architectures in
3D object recognition represent objects to convolutional networks as 3D voxel grids or sets of
2D projections. Our approach is incorporating mean curvature directly into a voxel convolutional
network to discover shape features. Voxel convolutional networks sample a 3D object into a binary occupancy grid, indicating free and occupied space. Voxel convolutional networks take an
object as a binary occupancy grid which has a fixed orientation, making them sensitive to rotation. This discretized voxel representation discards face orientation. Local shape characteristics
such as curvature are not recoverable after this conversion. By estimating mean curvature before
this conversion, the network learns shape features from a higher resolution than the voxel grid
discretization.
The mean curvature is a local regional metric of convexity or concavity. Tight curves have large
values of mean curvature while gentle slopes have small values tending to flat surfaces which have
zero curvature. Convex surfaces have positive curvature and concave surfaces have negative curvature making sign of curvature a useful shape descriptor alone. A classifier trained on curvature
information learns whether an object is locally hollow, gradually or quickly sloping or planar.
Mean curvature has some useful properties for object recognition: it is rotation-invariant but is
sensitive to scale. We discuss normalizing to address scale sensitivities in the section “Augmenting
Octnet”. Refer to Figure 3.1 for examples of estimated mean curvature values on data from the 3D
1

This content is reproduced from the following article: Sarah Braeger and Hassan Foroosh. “Curvature Augmented
Deep Learning for 3D Object Recognition.” In 2018 IEEE International Conference on Image Processing (ICIP), pp.
3648-3652. IEEE, 2018.
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object recognition dataset ModelNet [2].
Before converting to a binary occupancy grid, we find the mean curvature from the faces of an
object’s triangle mesh [147]. We incorporate this mean curvature estimate per bin of the voxel.
Our modified convolutional network discovers uniquely shaped areas not previously found with
other voxel methods. This method results in an overall accuracy improvement on the ModelNet10
dataset [2].
Examining the Figure 3.1, we observe that variations in mean curvature are sparse, that is, these
objects have large planar surfaces. This sparsity is similar with regard to binary occupancy. However, local regions of convexity and concavity give strong, identifying features in objects. The
curvature on the monitor stand for the monitor example varies significantly from its otherwise planar composition. Similar observations can be made regarding the bathtub fixture and other local
regions of varying curvature in the examples. These regions of variations in curvature are learned
by the network as features toward the recognition task.
This first example of transforming the input representation for classification is accomplished by
examining the space prior to discretizing the input to a volume for processing by the voxel network.
In this pre-discretized space of the triangular mesh, we extract shape information as input and
update the network processing to support floating point operations in order to allow the network
to learn shape features. This requires training the network from scratch but does not require any
architectural changes to the network in order to learn these shape features toward improved 3D
object recognition.
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(a) bathtub

(b) bed

(c) chair

(d) desk

(e) dresser

(f) monitor

(g) night stand

(h) sofa

(i) table

(j) toilet

Figure 3.1: Mean Curvature on the first training example for each category of ModelNet10.

3.1

Estimating Curvature

We average the mean curvature from the neighboring faces of the triangle mesh of each object. We
first remove any degenerate faces of triangles of area <  = 10−6 for all experiments. We estimate
the normals per vertex as the average of normals per adjacent face weighted by face area.
The signed normal curvature κn = 1r , where r is the radius of the osculating circle, the tangent
circle which approaches the curve most tightly, at that point on the surface defined by the face
[148]. The κn relative to a surface at (s0 , t0 )


0







 s 
 κ1 0 
κn = (s0 t0 ) II 
 , II = 

0
t
0 κ2

(3.1)

We estimate the principal curvatures for a given face (u, v). Each of the three edges ei of the face
lie on the tangent plane to the face’s surface. Any vector projected in the tangent plane by the
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second fundamental tensor II gives the derivative of the normal in that vector’s direction. Thus
from the three edges and normals ni per corner of the face (u, v) we have necessary constraints for
II:









 ei · u   (ni+2 − ni+1 ) · u 
II 
=

ei · v
(ni+2 − ni+1 ) · v

(3.2)

Now that we have the principal curvatures per face, we map the principal curvatures from face to
vertex p. We first rotate one of the faces to be coplanar with p. Next, we project each neighboring
face’s II onto p which defines a plane perpendicular to its normal. Further details of estimating
mean curvature per vertex are available by Rusinkiewicz [147].
The mean curvature per face is the average of the principal curvatures mapped per vertex: H =
(κ1 + κ2 )/2. To compute the mean curvature per vertex p, we take the weighted average over all
adjacent faces f , where wf,p is the weight of the face contributing to vertex p = portion of area of
face f that lies closest to the vertex p as in [149]. Weighting by face has better numerical stability,
but requires a finely tessellated mesh.

M Cp =

3.2

F
κ1 (f ) + κ2 (f )
1 X
wf,p
F f =0
2

(3.3)

Augmenting OctNet

We augment the recent voxel convolutional network Octnet [22] with mean curvature. See Figure
3.2. We incorporate our precomputed mean curvature vector directly into Octnet by replacing
the binary occupancy grid with the per vertex mean curvature averaged per voxel of the octree
structure. We normalize the mean curvature per vertex to [−1, 1] scaled over the range of values per
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object example. Normalization is performed to (a) address scale variation within the dataset and (b)
normalize feature weights to counter exploding gradients as a preprocessing step standard for deep
convolutional networks. We also ensure that the mean curvature is pooled and incorporated into
the loss function, summed and averaged identically as with the occupancy grid but with floating
point precision. Unoccupied space has a value of 0 per voxel.
occupancy
grid

mean
curvature

grid conv

volumetric conv

dropout

ReLU

ReLU

ReLU

maxPool

maxPool

softmax

class
likelihood

64x64x64 Octnet

Figure 3.2: Architecture for Octnet augmented with curvature.

The mean curvature is a single representative data point per voxel to represent local shape information. Features discovered by the network are learned in this mean curvature space which encodes
the shape information from before the discretization process.

3.3

Experimental Results

We perform experiments on the Princeton ModelNet [2] 3D object recognition dataset of CAD
models given as triangle meshes. There are two variations of the dataset: a 10 category ModelNet10
consisting of 3991 3D object examples for training and 908 shapes for testing and a 40 category
ModelNet40 consisting of 9843 3D object examples for training and 2468 for test. The dataset is
unbalanced, as discussed in the work of LonchaNet [23]. Each object is oriented to a canonical pose
to reduce the impact of rotation as recommended for processing with Octnet [22]. We configure
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Octnet to a 643 resolution. We train our network with mean curvature with categorical crossentropy loss for 20 epochs at a learning rate of .001. These learning parameters are as specified
in the Octnet configuration for comparison of results on the ModelNet dataset. We improve the
accuracy of the base voxel convolutional network Octnet with no additional training or inference
cost beyond support for floating point operations.
We compare classification accuracy on the ModelNet10 and ModelNet40 datasets in Table 3.1. We
achieve a 1% overall accuracy increase above the previously high 90.1% accuracy on ModelNet10
given the same learning configuration as the base Octnet which operates on a binary occupancy
grid. We provide comparison against other state of the art voxel convolutional networks such as
Voxnet [20] and 3DShapeNets [2].

Table 3.1: Average accuracy of our Octnet augmented with mean curvature on the ModelNet10 [2]
and full ModelNet40 datasets with some contrasting methods’ recognition results.
Approach
3DShapeNets [2]
Voxnet [20]
Octnet [22]
Octnet+Curvature

ModelNet10
83.5%
92.0%
90.1%
91.1%

ModelNet40
77%
83%
86.7%
87%

The confusion matrix for M odelN et10 for our proposed approach is contrasted with the Octnet
base in Figure 3.3 while summary Table 3.2 highlights the per-object class recognition difference.
The classes desk and dresser have unique curvature features such as drawers and molding which
resolve confusion with nightstand that were previously ambiguous due to shape and scale similarities. The bathtub category, which as the fewest training examples, benefits from curvature since
it has a uniquely hollow slope and distinctly negative curvature. Incorporating curvature does not
resolve existing ambiguity in table and nightstand since the categories are similarly planar.
The confusion matrix for M odelN et40 for our proposed approach is contrasted with the Octnet
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toilet

sofa

table

monitor

bathtub

night_stand

toilet 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.99
desk

table 0.00 0.00 0.00 0.34 0.00 0.00 0.02 0.00 0.64 0.00

toilet 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00

dresser

table 0.00 0.00 0.00 0.29 0.00 0.00 0.01 0.00 0.70 0.00

bed

sofa 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.96 0.00 0.00

chair

night_stand 0.00 0.00 0.00 0.00 0.20 0.00 0.74 0.00 0.06 0.00

sofa 0.00 0.00 0.00 0.01 0.02 0.00 0.01 0.96 0.00 0.00

table

night_stand 0.00 0.00 0.00 0.01 0.17 0.00 0.77 0.00 0.05 0.00

toilet

monitor 0.00 0.00 0.00 0.00 0.01 0.97 0.02 0.00 0.00 0.00

sofa

dresser 0.00 0.00 0.00 0.01 0.91 0.00 0.08 0.00 0.00 0.00

monitor 0.00 0.00 0.00 0.01 0.02 0.95 0.02 0.00 0.00 0.00

night_stand

dresser 0.00 0.00 0.00 0.00 0.86 0.01 0.13 0.00 0.00 0.00

dresser

desk 0.00 0.00 0.00 0.88 0.01 0.00 0.02 0.02 0.06 0.00

monitor

chair 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

desk 0.00 0.00 0.00 0.81 0.03 0.00 0.06 0.01 0.08 0.00

desk

chair 0.00 0.01 0.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00

chair

bed 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

bed

bathtub 0.98 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

bed 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

bathtub

bathtub 0.96 0.02 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00

Figure 3.3: Left: Octnet. Right: Octnet+Mean Curvature.

Table 3.2: Accuracy per object class from Octnet vs. our Octnet augmented with mean curvature
on the ModelNet10 dataset.
Class
bathtub
bed
chair
desk
dresser
monitor
night stand
sofa
table
toilet

Octnet
.96
1.00
.99
.81
.86
.95
.77
.96
.7
1.0

Octnet+MC
.98
1.00
1.00
.88
.91
.97
.74
.96
.64
.99

base in Figure 3.5 while summary Table 3.2 highlights the per-object class recognition difference
for ModelNet40. The larger dataset varies in scale and non-uniform tessellation. This affects
our face-weighting in curvature estimation. Mean curvature is sensitive to scale as well as the
voxelization process. The category xbox is no longer confused with wardrobe which has more
distinctive shape features. Our network confuses classes with similar curvature such as cup and
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vase as well as f lower pot and plant with inter-class similarities. Similar curvature across class
boundaries lowers overall accuracy while curvature otherwise contributes an increase.

airplane
bathtub
bed
bench
bookshelf
bottle
bowl
car
chair
cone
cup
curtain
desk
door
dresser
flower_pot
glass_box
guitar
keyboard
lamp
laptop
mantel
monitor
night_stand
person
piano
plant
radio
range_hood
sink
sofa
stairs
stool
table
tent
toilet
tv_stand
vase
wardrobe
xbox

airplane 0.990.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.00
bathtub 0.000.860.020.000.000.000.060.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.000.000.000.000.000.020.000.000.020.000.000.000.000.000.000.000.000.00
bed 0.000.001.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
bench 0.000.000.000.800.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.100.000.000.000.000.050.000.000.000.000.000.050.000.000.00
bookshelf 0.000.000.000.000.980.000.000.000.010.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
bottle 0.000.000.000.000.000.970.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.030.000.00
bowl 0.000.000.000.000.000.000.900.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.00
car 0.000.000.000.000.000.000.001.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
chair 0.000.000.000.000.000.000.000.000.970.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.020.000.000.000.000.000.000.00
cone 0.000.000.000.000.000.050.000.000.000.900.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
cup 0.000.000.000.000.000.000.050.000.000.000.650.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.300.000.00
curtain 0.000.000.000.000.000.000.000.000.000.000.000.900.000.050.000.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
desk 0.000.000.010.000.000.000.000.000.000.000.000.000.800.000.010.000.000.000.000.000.000.000.000.030.000.010.000.000.000.000.030.000.000.060.000.000.020.000.000.01
door 0.000.000.000.000.000.000.000.000.000.000.000.100.000.850.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.00
dresser 0.000.000.000.000.000.010.000.000.000.000.000.000.020.000.740.000.010.000.000.000.000.000.000.170.000.000.000.000.000.000.000.000.000.000.000.000.010.000.010.01
flower_pot 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.100.000.000.000.000.000.000.000.000.000.000.600.000.000.000.000.050.000.000.000.000.000.250.000.00
glass_box 0.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.960.000.000.000.000.000.000.010.000.000.000.010.000.000.000.000.000.000.000.000.010.000.000.00
guitar 0.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.000.000.000.000.000.000.040.000.000.000.000.000.000.000.000.000.00
keyboard 0.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
lamp 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.700.000.000.050.000.000.000.150.000.000.000.000.000.000.000.000.000.000.050.050.00
laptop 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.001.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
mantel 0.000.000.000.000.030.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.940.010.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.01
monitor 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.020.000.960.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
night_stand 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.140.000.020.000.000.000.000.000.000.740.000.000.000.000.000.000.000.000.030.050.000.000.010.000.000.00
person 0.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.050.000.000.000.050.000.000.000.000.650.000.150.000.000.000.000.050.000.000.000.000.000.000.000.00
piano 0.000.000.010.010.010.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.020.000.000.000.830.020.000.000.020.000.020.000.030.020.000.000.000.000.00
plant 0.020.000.000.000.000.010.000.010.000.000.000.000.000.000.000.120.000.000.010.010.000.000.000.000.010.000.760.000.000.000.000.040.000.000.000.000.000.010.000.00
radio 0.050.000.100.000.000.000.000.000.000.000.000.000.000.050.000.000.100.000.000.000.000.000.000.000.000.000.000.550.000.000.000.000.000.000.000.000.050.000.000.10
range_hood 0.000.000.000.000.020.000.000.010.020.000.000.000.000.000.000.000.000.000.000.000.000.030.000.000.000.000.000.000.880.010.000.010.000.000.020.000.000.000.000.00
sink 0.000.000.050.000.050.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.750.000.000.000.000.000.000.050.000.000.00
sofa 0.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.980.000.000.000.000.000.000.000.000.00
stairs 0.000.000.000.000.000.000.000.050.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.000.050.000.800.000.000.000.000.000.000.000.00
stool 0.000.000.000.000.000.000.000.000.100.000.000.000.000.000.000.050.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.800.000.000.000.000.000.000.00
table 0.000.000.000.020.000.000.000.000.000.000.000.000.360.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.600.000.000.020.000.000.00
tent 0.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.00
toilet 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.980.000.010.000.00
tv_stand 0.000.000.000.040.090.000.010.000.000.000.000.000.010.000.020.000.000.000.000.000.000.000.000.050.000.010.010.000.000.000.000.000.000.020.000.000.740.000.000.00
vase 0.000.010.000.000.000.020.020.000.000.000.080.000.000.000.000.060.000.000.000.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.800.000.00
wardrobe 0.000.000.000.000.050.000.000.000.000.000.000.000.000.050.100.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.750.05
xbox 0.000.000.000.000.000.100.000.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.250.55

Figure 3.4: Octnet confusion on M odelN et40.
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airplane
bathtub
bed
bench
bookshelf
bottle
bowl
car
chair
cone
cup
curtain
desk
door
dresser
flower_pot
glass_box
guitar
keyboard
lamp
laptop
mantel
monitor
night_stand
person
piano
plant
radio
range_hood
sink
sofa
stairs
stool
table
tent
toilet
tv_stand
vase
wardrobe
xbox

airplane 1.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
bathtub 0.000.920.000.000.000.000.040.000.000.000.020.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.000.000.000.000.00
bed 0.000.000.980.000.000.000.010.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
bench 0.000.000.000.750.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.050.000.000.000.000.000.000.050.000.000.000.000.000.100.000.000.00
bookshelf 0.000.000.000.000.980.000.000.000.000.000.000.000.000.010.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
bottle 0.000.000.000.000.000.980.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.00
bowl 0.000.000.000.000.000.000.950.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
car 0.000.000.000.000.000.000.000.970.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.010.000.000.00
chair 0.000.000.010.000.000.000.000.000.970.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.000.000.000.000.000.00
cone 0.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
cup 0.000.000.000.000.000.000.050.000.000.000.550.000.000.000.000.100.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.300.000.00
curtain 0.000.000.000.000.000.000.000.000.000.000.000.800.000.100.000.000.000.000.000.000.000.050.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
desk 0.000.000.000.020.000.000.000.000.000.000.000.000.800.000.010.000.000.000.000.000.000.000.000.050.000.020.000.000.000.000.030.000.000.060.000.000.000.000.000.00
door 0.000.000.000.000.000.000.000.000.000.000.000.100.000.850.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.00
dresser 0.000.000.000.000.000.010.000.000.000.000.000.000.000.000.770.010.000.000.000.000.000.000.000.150.000.000.000.000.000.000.000.000.000.000.000.010.010.000.020.01
flower_pot 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.700.000.000.000.000.000.000.000.000.000.000.250.000.00
glass_box 0.000.000.000.000.000.000.000.000.000.000.000.010.000.000.010.000.950.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.020.000.000.00
guitar 0.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.000.000.000.000.000.000.040.000.000.000.000.000.000.000.000.000.00
keyboard 0.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
lamp 0.000.000.000.000.000.000.000.000.050.000.000.000.000.000.000.050.000.000.000.700.000.000.000.000.050.000.050.000.000.000.000.000.000.000.000.000.000.100.000.00
laptop 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.950.000.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.00
mantel 0.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.920.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.02
monitor 0.000.000.000.000.000.000.000.000.000.000.010.000.000.000.010.000.010.000.000.000.010.000.950.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.00
night_stand 0.000.000.000.000.010.000.000.000.000.000.000.000.000.000.150.000.010.000.000.000.000.010.000.720.000.000.000.000.000.000.000.000.030.060.000.000.000.000.000.00
person 0.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.100.000.000.000.000.000.000.000.000.700.000.150.000.000.000.000.000.000.000.000.000.000.000.000.00
piano 0.000.000.020.000.000.000.000.000.010.000.000.000.010.000.000.000.000.000.000.000.000.010.000.000.000.830.010.000.020.010.000.010.000.010.020.000.040.000.000.00
plant 0.010.000.000.000.010.000.000.000.000.000.000.000.000.000.000.090.000.000.010.000.000.000.000.000.030.010.790.000.000.020.000.000.000.000.000.000.000.030.000.00
radio 0.000.000.100.000.050.000.000.000.000.000.000.000.000.050.000.050.000.000.000.000.000.000.000.000.000.000.000.600.000.000.000.000.000.000.000.000.150.000.000.00
range_hood 0.000.000.000.000.010.000.000.010.000.000.000.000.000.000.000.000.000.000.000.000.000.030.000.000.000.000.000.010.910.000.000.010.010.000.010.000.000.000.000.00
sink 0.000.000.000.000.050.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.800.000.000.000.000.000.000.100.000.000.00
sofa 0.000.000.010.000.000.000.000.000.000.000.000.000.000.000.010.000.010.000.000.000.000.000.000.010.000.000.000.000.000.000.960.000.000.000.000.000.000.000.000.00
stairs 0.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.050.000.000.000.800.000.000.050.000.000.000.000.00
stool 0.000.000.000.000.000.000.000.000.100.000.000.000.000.000.000.050.000.000.000.100.000.000.000.050.000.000.000.000.000.050.000.000.650.000.000.000.000.000.000.00
table 0.000.000.000.010.000.000.000.000.000.000.000.000.310.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.000.000.670.000.000.000.000.000.00
tent 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.001.000.000.000.000.000.00
toilet 0.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.010.000.000.000.000.000.000.000.990.000.000.000.00
tv_stand 0.000.000.000.030.090.000.010.000.000.000.000.000.000.000.010.000.010.000.000.000.000.000.000.030.000.010.010.000.000.000.000.000.000.020.000.010.770.000.000.00
vase 0.000.000.000.000.000.010.020.000.000.000.050.000.000.000.000.110.000.000.000.010.000.000.000.000.000.000.000.000.000.000.000.000.000.000.020.000.000.770.010.00
wardrobe 0.000.000.000.000.050.000.000.000.000.000.000.000.000.050.100.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.750.05
xbox 0.000.000.000.000.100.000.000.000.000.000.000.000.050.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.000.050.100.70

Figure 3.5: Octnet+mean curvature confusion on M odelN et40.
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Table 3.3: Accuracy per object class from Octnet (Oct) vs. Octnet augmented with mean curvature
(OMC) on ModelNet40.
Class
airplane
bathtub
bed
bench
bookshelf
bottle
bowl
car
chair
cone
cup
curtain
desk
door
dresser
flower pot
glass box
guitar
keyboard
lamp

Oct
.99
.86
1.00
.80
.98
.97
.90
1.00
.97
.90
.65
.90
.80
.85
.74
.10
.96
.95
.95
.70

OMC
1.00
.92
.98
.75
.98
.98
.95
.97
.97
.95
.55
.80
.80
.85
.77
.05
.95
.95
.95
.70

Class
laptop
mantel
monitor
night stand
person
piano
plant
radio
range hood
sink
sofa
stairs
stool
table
tent
toilet
tv stand
vase
wardrobe
xbox
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Oct
1.00
.94
.96
.74
.65
.83
.76
.55
.88
.75
.98
.80
.80
.60
.95
.98
.74
.80
.75
.55

OMC
.95
.92
.95
.72
.70
.83
.79
.60
.91
.80
.96
.80
.65
.67
1.00
.99
.77
.77
.75
.70

CHAPTER 4: LOOK AGAIN: IMPROVING IMAGE CLASSIFICATION
ON MISCLASSIFIED DATA

Image classification network accuracy is limited by the properties of the dataset distribution. Intraclass similarities, differences in train and test such as resolution [150], variety, and quantity are
some of the many considerations in datasets toward training classifiers. Many classifiers are improved by expanding the dataset or performing transfer learning with an established dataset.
When confined to a given dataset, classification is typically improved by either altering the architecture of the classifier or training an ensemble of diversified classifiers. Common approaches
to improving a single network are adding capacity via additional layers, regularizing to improve
generalization by adding dropout [151] and batch normalization [76], and updating to modern architectures such as DenseNet [152], ResNeXt [153], and EfficientNet [74]. We focus here on the
second approach: an ensemble of classifiers.
In this chapter, we introduce an ensemble composed of the same architecture pretrained on the
full training set and fine-tune on the misclassified training examples, thus requiring no additional
training data. We transform the input training set to be composed of a subset of the training set,
specializing on examples which the pretrained base network misclassifies. Features learned on the
full training set are specialized for improved classification accuracy on the misclassified subset
of categories. This allows the network to look again at training data, specializing on only those
features which were not retained or learned in the pretraining process.
This is contrary to the intuition that if a network first misclassifies these examples, how then can
we expect the same network architecture to perform better with the same examples? Many misclassified training examples exhibit self-similar appearance and present with identifying features
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which are either not learned or not retrained by the base network. These examples are outliers relative to the full training set, but are no longer outliers in the subset composed only of misclassified
training data. This subset of misclassified training data allows specialization of features on only
this subset of categories and examples therein. The classification layer is dedicated to only this
subset of categories which aids in resolving intra-class similarities.
The specialized network on the misclassified subset does not need to perform on the order of the
network trained on the full training set. For the accuracy of the ensemble to improve as a whole
over the pretrained base network, the specialized network only needs to improve classification
performance when combined correctly with the pretrained base network. The ensemble needs
to correctly anticipate whether the base pretrained network is likely to misclassify and therefore
prefer the specialized network.
Many ensembles are complex, since strong ensembles composit diverse weak learners. Due to this
complexity, ensembles are usually less transparent than single-stream architectures and are difficult
to adapt or update with new subclassifiers as these must be correctly balanced across the ensemble.
Our cascaded ensemble is diverse by specialization on the input representation to the misclassified
trained network and has the same network architecture for both classifiers. The cascaded ensemble
is therefore more transparent than other ensembles.
The base network is selected since it has been established to have features which perform well on
the intended dataset. This gives an opportunity for the base network which performs well on the
training set to fine tune existing features and acquire new features on problem examples it was not
previously capable of classifying correctly.
Incorporating an additional classifier adds capacity over the base network alone. By isolating the
training of this second network on only the misclassified examples, we ensure this increased capacity is not relearning prior information or risking prior accuracy as in the usual case of increasing
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capacity: adding layers and training on the entire dataset.
We demonstrate improvement with a set of base pretrained networks on the ImageNet [26] and
CIFAR-10 [28, 29] image classification datasets. Our cascaded ensemble improves an average of
4.6% on ImageNet for all base architectures and 1% over a base accuracy of 92.3% for CIFAR-10.
Our method benefits from being architecture-independent, not requiring additional training data,
and not requiring hyperparameter configuration.

4.1

Fine-tuning the Misclassified Network

We select a base network B which is pretrained on dataset D. We initialize a network M which
shares the architecture and weights of B. We train M on the misclassified set of training examples
DM ⊂ D which B misclassified. M is fine-tuned by only permitting the final two convolutional
layers before the fully connected classification layer to update weights in the training process [154].

4.2

Supplementation of the Misclassified Training Data

Even in large training datasets, the quantity of misclassified examples may be low due to the high
accuracy of the base network. In this case, we supplement the training set DM for the misclassified
network M with training examples of lowest confidence by the base network. We measure the
confidence as the argmax of the softmax probabilities per training example.
The quantity of additional low confidence examples to the misclassified subset DM is a hyperparameter for training the network M. Experimentally, |DM | = 1% of the training set D is too small
for fine-tuning while supplementing low confidence examples to 9% is sufficient.

39

4.3

Cascade Framework

Traditional ensembles require withholding training data [95] for training the ensemble to select
which classifier’s predictions will be used. The base network is pretrained on the full training
set, so this is not applicable. We therefore refer to the combination of classifiers as a cascade.
The prediction of which classifier’s predictions to use is equivalent to predicting whether the base
network is incorrect. The base network is preferred since it has been trained on the full training set
rather the subset DM . Predicting which classifier to use is an important task since the base network
B tends to outperform M.

4.3.1

Variance Prediction for Misclassification

We estimate the likelihood an example x being misclassified by the base network B for a prediction
p of class label ci :

P (misclassif ied|x) = 1 − σ∀ci ∈C p(ci |x)

(4.1)

The variance of predictions σ over all classes C estimates the base network B’s confidence in its
prediction p.

4.3.2

Limitations of Benefit Relative to Base Accuracy

There are diminishing returns in accuracy improvements due to the size of DM reducing with
1 − accuracy(B). As the base network B reaches saturation on the training set, the limit of benefit
to an additional classifier M specialized on misclassified examples is reduced with |DM |. Large
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training sets counter this issue as more misclassified examples can be collected.

4.4

Experiments

We perform experiments on two image classification datasets: ILSVRC2012 ImageNet [26] and
CIFAR-10 [28, 29]. We select an array of base networks with competitive accuracy on ImageNet: V GG16 [155], ResN et50 [93], and Ef f icientN etB0 [74]. For CIFAR-10, we use a
base network of ResN et50. Data augmentation and hyperparameter configuration is as specified
in [155, 93].
We withhold a random 10% of the misclassified training set DM for validation. Training times for
the misclassified network M are typically 20% of the epochs in the base trained network B.
The misclassification prediction for the cascade is isolated to the following section “Misclassification Prediction” while all remaining results are the misclassified network M with known misclassification of the base network B.

4.4.1

Misclassification Prediction

The measure of confidence for the base network B in equation 4.1 is inversely correlated with
misclassification and is therefore a good prediction metric for the cascade. This prediction scheme
has an AU C = .738 for V GG16 and .711 for ResN et50. See precision-recall curve in Figure 4.1.
We measure the sensitivity of the ensemble to selecting the predictions of B or M with V GG16
and ResN et50 on ImageNet. We begin with perfect selection, where the M network is only
selected when B misclassifies. We gradually add noise to the selection until only B is selected
for the ensemble, reducing to the base pretrained network’s accuracy. We find the accuracy of the
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Figure 4.1: Precision-recall curve for 1 - softmax variance prediction of misclassification.

0.72

vgg16+
resnet50+

0.71

Evaluation Acc

0.70
0.69
0.68
0.67
0.66
0.65
0.64
0.20

0.15

0.10
Removed noise

0.05

0.00

Figure 4.2: Ensemble selection of predictions with added noise.

selection of B or M network’s predictions has a linear effect on improving performance beyond B
accuracy.
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4.4.2

Space, Training, and Inference Time Analysis

The duplication of the base network architecture to form the misclassified network could introduce
double the space requirements. However, since we are fine-tuning only and thus freezing the early
layers of the network, there are savings for the storage requirements by only keeping the base
network and the final trained layers of the misclassified network M.
Training time for the misclassified network is typically one fifth of the base network for experiments here, but may require alternate training schedules for different architectures. There is no
hyperparameter configuration or meta-layer decisions such as adding or dropping layers which
reduces hyperparameter tuning time.
The inference time is the cost of the prediction of which classifier to use in the cascade C(P ) and
the evaluation cost of the selected network: the base network C(B) or the misclassified network
C(M ). The total inference cost Cinf for a base network accuracy Acc(B):

Cinf = C(P ) + Acc(B)C(B) + (1 − Acc(B))C(M )

4.4.3

(4.2)

Experiments on ImageNet

We fine-tune the misclassified network M from the pretrained based network B of the V GG16
architecture. The training set for the ILSVRC2012 ImageNet dataset |D| = 1.28M images with
50k test images for a total of 1k classes. The pretrained V GG16 base network misclassifies |DM |
= 365687 training images and 17853 test images. The pretrained ResN et50 base network misclassifies |DM | = 276723 training images and 15951 test images. The pretrained Ef f icientN etB0
base network misclassifies |DM | = 229929 training images and 13475 test images.
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The misclassified network M is trained for 50 epochs for all base networks. We withhold a random
10% of DM for validation.

4.4.4

ImageNet Results

We see a benefit from the cascade with the network M trained on the misclassified subset DM
averaging 4.7% over the three base networks. The base accuracy of V GG16 allows for a larger
DM to train M than the other base networks. The accuracy of the misclassified network M alone
varies on architecture in addition to the size of its training subset DM .
The fine-tuned M alone is at reduced accuracy compared to the base B. The misclassified subset
DM is composed of outliers to the full training distribution D relative to the classification learned
by B. Many examples are no longer outliers within DM , but these examples are more likely to
vary than D and are more difficult to learn by the architecture common to B and M.
Table 4.1: Top-1 accuracy for ILSVRC12 test set with base networks V GG − 16, Resnet50, and
Ef f icientN etB0. The results for fine-tuned M are only on the test examples misclassified by
each base network.
Base Cascade Fine-tuned M
VGG16
.6428
.6996
.1593
Resnet50
.6809
.7213
.1268
EfficientNetB0 .7304
.7740
.1621
Some training examples newly classified correctly by the cascade are displayed in Figure 4.3.

4.4.5

Experiments on CIFAR-10

The CIFAR-10 dataset [29, 28] has 10 image categories and a training set size of 50k images and
a test set size of 10k images. The base network is a ResN etv1 with 56 layers trained for 200
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(a) n01440764

(b) n09332890

(c) n02514041

(d) n02514041

(e) n01514859

(f) n04604644

(g) n01882714

(h) n02927161

(i) n01484850

(j) n01494475

(k) n03958227

(l) n01491361

(m) n01491361

(n) n01494475

(o) n02077923

(p) n01632777

Figure 4.3: ImageNet results on V GG16 base. The first column is correctly classified. The middle
columns are correclty classified by the our cascaded approach which were previously misclassified.
The final column is misclassified by both.
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epochs following the recommended data augmentations [93]. The misclassified network M is
fine-tuned for 50 epochs. Due to the high accuracy of 99%+ on the training set, we supplement
the misclassified set |DM | = 317 images with lowest confidence training images as described in
“Supplementation of the Misclassified Training Data”, updating |DM | = 4633 images. As with
ImageNet experiments, we withhold a random 10% for validation.

4.4.6

CIFAR-10 Results

The base network ResN etv1 56 misclassifies 770 test images out of the total 10k test set. We see
an improvement of 1% on this already high accuracy with our cascade approach.

Table 4.2: Top-1 accuracy for CIFAR-10 dataset with base network ResN etv156 . The results for
Fine-Tuned M are only on the misclassified test examples.
Base Cascade
ResNetv1 56 .9230
.9336
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Fine-Tuned M
.1377

0

ne

9

22

8

2

0

3

6

20

5

pla

air

2

ile

0

0

0

0

0

1

0

4

17

4

9

8

2

0

4

2

17

5

2

0

0

0

0

0

1

0

3

18

d

24

0

7

26

16

15

9

1

0

1

t

8

0

10

49

9

56

18

0

3

3

6

0

14

24

1

13

7

10

0

1

g

5

1

11

79

7

9

4

4

2

1

g

5

0

15

21

3

2

1

0

1

1

9

0

4

14

12

18

1

1

1

1

31

7

1

3

0

1

0

0

5

7

7

22

1

4

0

0

0

0

9

9

ile

ob

m
to
au

d
bir

22

0

0

21

21

15

16

3

0

1

8

1

19

0

14

71

29

6

4

4

6

0

14

22

0

14

7

11

0

2

5

1

17

71

13

0

7

6

1

2

5

0

16

18

5

3

0

0

1

1

t

ca

er

de

do

24

ne

pla

air

t
au

ob

om

bir

ca

de

g

er

do

og

fr

fro

8

2

7

7

16

18

1

0

0

2

31

9

1

3

0

1

1

1

0

8

6

31

1

4

0

0

0

0

10

0

rse
ho

rse
ho

ip

sh

ip
sh

k
uc

tr

tru
e

e

il
ob

n
pla

air

au

m
to

bir

d

ca

t

er
de

g

do

g

fro

rse
ho

ip
sh

ck

k

c
tru

ne

pla

air

(a) Base ResNetv1 56

ile

t
au

ob

om

d

bir

t

ca

de

er

g

do

g

fro

rse
ho

ip

sh

ck

tru

(b) Cascade

Figure 4.4: (a) CIFAR-10 confusion matrix with base network ResNetv1 56. (b) Our approach,
the fine-tuned model M on the test misclassified image subset DM .
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CHAPTER 5: IMPROVING IMAGE MATCHING WITH VARIED
ILLUMINATION

In this chapter 1 , we perform image matching across stereo views for indoor scenes [109]. Image
matching does not typically involve a convolutional network, but this chapter demonstrates that
transforming the input representation can be applied to vision problems where the input is not
primarily passed into a convolutional network directly. Prior methods to find features under varied
illumination either conform the lighting in an image to a reference image [106] or search for
features robust to illumination change [107]. Departing from requiring features to approximate
illumination invariance, we find and match features which vary in illumination in addition to those
that do not. Allowing for features which vary with illumination relaxes scene constraints requiring
textured regions since illumination-induced specular highlights and contrasts from shadows form
distinctive and localized regions. Under general image matching, illumination can vary per view,
making these features poor candidates. However, we provide a method that matches illuminationvarying features correctly by transforming the input representation for matching to a set of varied
illuminations per view.
We gather a set of varied illuminations per view of a scene and perform feature detection and
matching per illumination condition. The illumination conditions per view are synthesized with
a modern pretrained relighting network [35] to significantly simplify the capture scenario. These
matches are collected into a single set to best match across the image views. If any feature match
is collocated with another in the images, the highest quality match is retained. This merged set of
matches gives significantly more correct and dense matches than the original input captures.
1

This content is reproduced from the following article: Sarah Braeger and Hassan Foroosh. “Improving Image
Matching with Varied Illumination.” In 2020 IEEE International Conference on Pattern Recognition (ICPR). IEEE,
2020.

48

In the typical application of stereo image registration, having more correct matches can improve
a least squares estimation of a homography relating two views. Each point correspondence has
inherent noise from detection and matching in the other view, so least squares approximations are
required. More match points lead to a better estimate of the homography relating the views than
few match points of similar error. More dense matches allow for image view pairs which have
large textureless regions or large occlusions.
A typical result of the method with indoor scene content is in Figure 5.1.

Figure 5.1: The Kingston Living 5 6 scene view pair with the set of SIFT feature matches. The top
row is on the input single illumination. The second row is the result of our method, those matches
merged over 25 lighting conditions synthesized by relighting. Matches illustrated as lines across
views.

In this application, we are not transforming the input to a convolutional network, but are instead
using a convolutional network as part of the transformation. From the given test input, we synthesize additional input data with a generative convolutional network and combine matches across
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the transformed input set. Care must be taken to avoid propagating errors from the generative
network to processing on the additional data incorporated in the transformed input representation.
The synthetic data must be of sufficient quality or processing must account for artifacts. We look at
many synthesized lighting conditions and observe that reconstruction errors are usually in distinct
locations per output. We therefore combine features detected per lighting condition with a merging
strategy that favors maximum quality.

5.1

Relighting the View Pair

We relight each image with a set of illumination conditions from a pretrained relighting network.
During the training process, the network minimizes the reconstruction loss on specular and shading
properties of lighting in scenes. For a given scene, there is a view pair (A, B) where both images
(I0A , I0B ) are captured for the input capture lighting condition L0 in Ω for index 0. An image IjA
is lit with condition Lj for view A. We reconstruct a set of images which are used for matching
for view A: RA : {(RjA , Lj )|j = 1...|Ω|}. RjA is a reconstructed image for view A and lighting
condition Lj .
SIFT keypoints, like all gradient feature detectors, are sensitive to illumination change [32]. We
demonstrate that detections vary across illuminations for a single view in the reconstructed relit
image set in Figure 5.2. This figure of the first 8 lighting conditions of the 25 available with
the indoor relighting network [35] selected used toward matching also indicates the quality of
the reconstructed images including interreflections and shadows. Many keypoints are illumination
invariant, such as at the back of the rangetop. We are interested in those keypoints found only under
certain lighting conditions, such as at the top of the white bottle detected in {L0, L2, L4, L5, L6}.
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(a) L0

(b) L1

(c) L2

(d) L3

(e) L4

(f) L5

(g) L6

(h) L7

Figure 5.2: SIFT keypoints on relit generated images for lighting conditions L0 through L7 for an
example scene State Kitchen 7. Note the distinctness of descriptors for some of the same detections
and unique detections per lighting condition.
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5.2

Matching across Relit Views

We detect and match features across a view pair (A, B) for a scene. Relit images RjA and RjB
are matched per lighting condition Lj of the |Ω| total lighting conditions. Matches per lighting
condition Lj form the set Mj . We select SIFT [32] to detect features in our experiments. Our
method is independent of the feature detection and description mechanism for matching such as
gradient region descriptors or deep convolutional features. We consider a feature f A in image
RjA matching with a feature f B1 in RjB if it is beneath a threshold t for Lowe’s ratio test (the
nearest-neighbor distance ratio):

d(f A ,f B1 )
d(f A ,f B2 )

< t. f B2 is the second closest neighboring descriptor

by Euclidean distance to f A . We quantify matching performance as the number of correct matches
N CM for a match set Mj .
The scene-dependent individual lighting condition Lj which maximizes matching performance:

j = argmax N CM (Mj )

(5.1)

j∈|Ω|

5.3

Match Merging

We merge match sets Mj for each lighting condition Lj ∈ Ω on each relit image pair (RjA , RjB ).
The merged match set M is the union of the set of matches {Mj |∀j ∈ Ω} after resolving all
conflicts. A conflict occurs when a match m1 from Mj is on the same pixel coordinate xA as another
match m2 for a distinct lighting condition also in view A. We resolve conflicts by preferring the
match with highest match quality = 1 − distance, that is, the nearest-neighbor distance ratio
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defined in the previous section. The set of merged matches M:

M=

N
[

argmaxmj∈|Ω| quality(mi )

(5.2)

xA =0

where N is the total number of pixels in I A , xA is a pixel coordinate from image I A for view
A, and mj is a match in the set of matches Mj . Thus, for all lighting conditions, we collect
the highest quality matches per pixel coordinate. This mechanism reduces contribution of poor
quality matches when other better features matches are available in other illumination conditions.
Further, this provides a form of protection against reconstruction errors which may be incurred in
the relighting process.
Two factors determine if more matches from a given lighting condition will contribute to the
merged set M. If there are conflicts per pixel coordinate such as in the case of texture visible
across many illumination conditions, a given match is selected for higher quality. Therefore, if a
lighting condition provides the benefit of better matching quality for competing pixel coordinates,
it will be given preference. Matches may also only be visible in a single lighting condition. Shading and specular highlights that vary with lighting give unique matches, particularly for reflective
materials. This second case increases the density of match discovery toward the merged set M.

5.4

Optimizing Match Merging

We provide a method to reduce the number of relit images to reconstruct or examine contingent
on a user-specified target minimum number of correct merged matches. We assume a lower bound
of expected match precision P for an image view pair. We perform matching for each lighting
condition Li in Ω for a random index i, merging at each step. The random index is to expedite the
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process of discovering unique features. The iteration stops when the number of merged matches k
is met:

k=

minimum correct matches
P

(5.3)

An overview of the complete method is in Algorithm 1.
Algorithm 1 The proposed method
1: procedure MM ATCH(I A , I B , k)
2:
repeat
3:
i ← random int from 1 to |Ω|
4:
RiA ← relight(I0A , Li )
5:
RiB ← relight(I0B , Li )
6:
Mi ← Match(RiA , RiB )
7:
M ← mergeMatchSets(Mi , M)
8:
n←n+1
9:
until |M| >= k
10: end procedure

5.5

Experiments

We first perform experiments on rendered data to demonstrate the benefit of our approach when
verification is exact since ground truth world coordinates are known. Second, we perform experiments on natural imagery of indoor scenes to indicate performance in real world conditions. The
relighting network selected for synthesizing additional illumination conditions is distinct for each
set of experiments.
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5.5.1

Rendered Imagery Experimental Setup

The pretrained relighting network [1] selected for rendered scenes is pretrained on a wide dataset
of materials and randomized scene structure. During training, the reconstruction loss on specular
and shading properties of lighting in scenes is minimized. The network was trained on a specified
hemisphere of 90◦ to minimize the reconstruction loss with a sparse number of lights k = 5. As
part of the training process, the directions of k lights were optimized to reconstruct the training
set [1]. The k directional lights in the set of lighting directions Ω discovered to best reproduce the
training set were thus fixed to the directions shown in Figure 5.3. The relighting network takes in
a set of k = 5 images which we gather per view. The total of lighting directions configured for the
network is |Ω| = 1053. The distribution of these k and |Ω| lighting directions are in Figure 5.3.

(b) Relit Ω

(a) Render k

Figure 5.3: (a) The sparse k = 5 input lighting directions discovered by the pretrained relighting
network [1]. (b) The Ω distribution for relighting.

To match the exact lighting direction configuration discovered by the pretrained network, we perform evaluation on scenes rendered by the Mitsuba renderer [156]. The pretrained relighting network we use is tested here with distinct materials from those in training, namely CC0 materials
[157]. Our 100 scene dataset is generated with randomly permuted shape primitives as generated
for the training dataset of the network [1]. We capture scenes with the k = 5 lights at the camera to
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generate the input sets RA and RB . To better simulate real world data, there is a nonlinear camera
with gamma curve.
We simulate view changes as in stereo matching with a set of varied perspective translation and
rotation across views of the set of all scenes. The relit images have fixed dimensions of 512 × 512,
so the limit of our baseline without scene content extending beyond the image border is simulated
with a translation along the x-axis of .35 relative to the per-scene setting of field of view. To test the
robustness of our method to different views, we tested the following configurations at this baseline
of x + .35: no rotation, rotation along the x-axis of 5◦ and 10◦ , and rotation along the y-axis of
5◦ . The study by [101] found that no feature detector could perform well with viewpoint changes
> 20◦ to 35◦ . We tested on an additional configuration of translation along the x-axis of .5 with no
rotation. These view configurations are displayed for scene 0, Ij=617 in Table 5.4.

Correctness Criterion

We store the world position images W A and W B for testing correctness. A match Mj from pixel
coordinate xA to pixel coordinate xB is correct if:
~
|W A (xA ) − W B (xB )| < .01

5.5.2

(5.4)

Rendered Imagery Experimental Results

We compare matching performance with the metric number of correct matches, as in the survey
of feature descriptor performance [52]. For scene S, we contrast the set of rendered k = 5 lit
input images I A to the merged relit image matching performance in Table 5.2. The number of
correct matches is significantly higher for all scenes than those from the 5 captures alone. Note
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x + .35
A
Ij=617

x − .35

x5◦ , x + .35

B
Ij=617

A
Ij=617

B
Ij=617

A
Ij=617

x + .5

x − .5

A
Ij=617

A
Ij=617

x10◦ , x + .35

y5◦ , x + .35

Figure 5.4: The view configurations shown for scene 0. First row depicts view pairs. Bottom row
depicts single views with set of view configurations. All images are rendered here with lighting
direction ω617 .

the consistent improvement across all scenes for a variety of view configurations and test scenes.
Scene geometry and texture are more dominant than view change in overall matching, since the
distribution of number of correct matches over all scenes is similar. Scenes such as 21 and 30
are consistent outliers. Both of these scenes have large regions of brick texture. The average
improvement in number of correct matches across all scenes is in Table 5.1. With view changes in
rotation and translation, we see no significant degradation in matching performance from the set
baseline of x + −.35 over all scenes.
The final merged match set across all relit images for selected scenes are presented in Table 5.5.
Some matches occur in regions of the scene only due to illumination change, as in scene 65 where
the blue oblong shape to the left and the green warped cylinder in scene 92. These regions have
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Table 5.1: Average improvement in number of correct matches per view configuration over all
lighting directions in Ω over the 5 input captures.
Configuration
x + −.35
x + −.5
◦
x5 , x + −.35
x10◦ , x + −.35
y5◦ , x + −.35

Improvement
6.553
7.454
7.812
8.311
9.387

very few features in the rendered captures but many in the resulting merged match set. These
regions are mostly free of texture, but have small surface shape contours which reflect light.

Optimization

To test our optimization technique proposed in Section 5.4, the number of correct matches N CM
averaged over all scene data for x = .35 is displayed in Figure 5.6. The number of correct matches
in the set of merged matches M is displayed as matches from each randomly indexed lighting
direction ωi are merged into the set, out of the total correct matches for all lighting directions. The
number of correct matches exceeds 90% after 700 lighting conditions have been merged into the
match set.
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Table 5.2: Similar improvement in number of correct matches for merged list of matches over all
|Ω| relit images compared to input k = 5 captures for a view configurations as specified in Table
5.4. From top to bottom: x + −.35, x + −.5, x5◦ , x + .35, x10◦ , x + .35, y5◦ , x + .35.
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Figure 5.5: The merged matches for the rendered input k = 5 and relit |Ω| are displayed per scene
S, eroded for improved visibility. The merged matches for the relit images are much more dense
than the rendered input images alone.
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Figure 5.6: The diminishing contribution of number of correct matches as matches from additional
lighting directions are merged into the set of all matches M averaged over all scenes.
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5.5.3

Indoor Scenes Experimental Setup

We perform experiments on the recently released multi-illumination dataset [35] which has varied
illumination and distinct views of 1k indoor scenes with annotated materials. These scenes were
mostly captured with single views. Of those scenes captured from multiple views, much of the
scene content was jittered or clutter added. Since there is no provided per-pixel registration, we
require constant scene content. We manually select 37 static scene view pairs with sufficient overlap, specified in Figure 5.11. We relight each indoor image with a set of illumination conditions
from a pretrained relighting network [35] based on U-Net [158]. The network is pretrained on a
subset of indoor scenes released together with the multi-illumination dataset. The network requires
a specified input capture setup in order to perform relighting. This condition rotating an external
flash unit backwards to the scene, providing only indirect light. Further, all ambient light sources
should be reduced by way of turning off all lights and shutting any window blinds. Additional details as to the capture scenario for the relighting network are released by Murmann et al. [35]. The
relighting network is configured for the lowest of three possible resolutions for test. We perform
preprocessing per [35], cropping the gray and chrome calibration spheres from the bottom 20% of
each image. After cropping, each image is 750×400 pixels per view.
We compare results for single illumination input capture with SIFT [32] and convolutional features
extracted from pretrained VGG16 [70] on ImageNet [26] via image registration [102]. The VGG16
feature matches are thresholded on the weighted sum of Euclidean distance of the last three pool
layers of the network. We compare with the set of merged matches across all lighting conditions
in our approach.
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Correctness Criterion

Due to the uncalibrated extrinsics of the camera capture scenario of the multi-illumination dataset,
we define a correctness criterion. We define ground truth as those matches which satisfy the epipolar constraint
x0T F x = 0

(5.5)

where the fundamental matrix F is estimated from the inlier SIFT [32] correspondences (x− > x0 )
of input image capture pair for lighting condition L0. We evaluate our matches on F estimated
from the inlier SIFT correspondences for the input image capture pair, not from relit images.
x ∈ RA and x0 ∈ RB are vectors of SIFT keypoint detection centers which have matched in
the view pair (A, B) and are gathered on the generated relit images per lighting condition Lj . In
comparison with image matching with VGG16 features [102], we evaluate VGG16 feature match
correctness with F estimated from the inlier SIFT correspondences, not the VGG16 features.

Precision

We evaluate the precision of matches per relit image pair and set of merged matches M over all
lighting conditions for a nearest-neighbor ratio distance threshold t = .7.

precision =

correct matches
total matches

(5.6)

correct matches are those matches that satisfy the epipolar constraint for F estimated from the
inlier SIFT [32] correspondences on the input image capture lit with condition L0 . total matches
are all possible matched regions passing the threshold t. Other works in image matching use repeatability and overlap error as metrics which require exact coordinate mapping via a homography
registering the view pair. Limited availability of varied illumination datasets constrains selection
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to uncalibrated views of non-planar scenes which exclude these truth metrics.

5.5.4

Indoor Scenes Experimental Results

Contribution of Matches Per Lighting Condition

We study the rate of new matches per lighting condition retained in the merged match set M. As
each lighting condition is evaluated and matches are merged into M, we record each contributed
new match in Figure 5.5.4. After L7 there is a significant decrease in contributing new matches
which gives a practical stopping point for the majority of contributing matches. We perform matching on all lighting conditions for remaining experiments, as new matches continue to contribute
albeit in smaller quantity.
120

new matches
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Figure 5.7: Number of unique matches per lighting condition L contributing to the merged set M
averaged for all scene pairs. All matches at threshold t = .7.
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Mismatched Illumination

We demonstrate the importance of matched illumination with reduced feature matches for mismatched illumination of the view pair images in Figure 5.8. Specular highlights shift and change
shape with illumination change, reducing possible features matches across L2 and L15 . Decreased
contrast in L15 makes text on the bottle label not recognized by the features in L2 .

(a) L0 to L2

(b) L0 to L15

Figure 5.8: Correct matches from a single light L0 (left) for view 14 and mismatched illumination
(right) for view 13 for scene Elm Revis Living 13 14.

Correct Matches

Correct matches are displayed with colored lines for select scenes in Figures 5.9 and 5.10. Figure
5.9 contrasts SIFT [32] matches for the input capture for L0 alone with the correct matches from
our set of merged matches M. The example scenes Elm Revis Living for view 13 and 14 and
Willow Basement for view 24 and 25 were selected for high reflectivity from glass and metal
materials which give more varied matches due to shifting specular highlights by illumination. This
increase in overall correct matches is typical to highly reflective scenes such as these.
We contrast correct matches with SIFT features on the input capture pair, VGG16 features, and
our merged matches for a subset of scenes in Figure 5.10. The VGG16 features are more coarse
over the image being collected on the last pooling layers of the network after several resolution
reductions by prior pooling layers [102]. These features do not require local gradient information
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(a) Elm Revis Living 13 14

(b) Willow Basement 24 25

Figure 5.9: Correct matches from a single light L0 (left) and the correct merged matches (right)
for select scenes. All matches at threshold t = .7.

for matching, so they may be more desirable for certain scenes. SIFT features are more fast to
collect and have more dense detections, allowing for more correct matches in our merged match
set M over all aggregate illuminations.
The correct match counts per scene are given for input capture pair L0 and the merged match set
M in Figure 5.11. The number of correct matches per scene is higher for all scenes than from
the input L0 lit captures. There are 5.5× average more correct matches in the merged set. The
set of merged matches is more dense than matches from a single illumination condition due to the
spatial uniqueness constraint for matching only being required per illumination and the features
themselves are discovered from unique shading and specular highlights occuring in a subset of
illumination conditions.
We observe that the variance over all scenes is much higher for our merged matches than with
single lit image pairs. As different scenes have varying specularities and reflections due to varying
illumination, there is also high variance in the feature matches. See Figure 5.11 for a comparison
of merged matches discovered for individual scenes.
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(a) Elm Basebath 3 2

(b) Kingston Kidsroom 6 7

(c) Kingston Storage 23 24

(d) Main d424 -2 -3

(e) Main Drylab 12 11

(f) State Kitchen 6 7

(g) Summer Bedroom 18 19

(h) Willow Basement 6 5

Figure 5.10: Correct matches from a single light L0 (left). Correct matches from VGG16 features
(middle). Correct merged matches (right) for select scenes.
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0
elm basebath 3 2
elm laundry 29 31
elm revis living 13 14
fulkerson revis kitchen 4 6
joy living 15 14
kingston floor1bath 2 1
kingston kidsroom 2 4
kingston kidsroom 4 3
kingston kidsroom 6 7
kingston library 4 5
kingston library 6 4
kingston living 5 6
kingston storage 23 24
main d424 -2 -3
main d424- 11 10
main drylab 12 11
marlborough kitchen 5 6
marlborough living 14 13
14n office 6 5
14n office 19 18
state kitchen 6 7
state kitchen 12 11
state smallbathroom 2 3
summer bathroom 7 8
summer bedroom 18 19
summer kitchen 7 6
summer living 2 3
west kitchen 1 2
willow basement 6 5
willow basement 9 8
willow basement 24 25
willow basement 40 39
willow bathroom 6 5
willow kitchen 11 12
willow living 2 1
willow living 3 4
willow living 3 5

correct matches
800

700

L0
merged

600

500

400

300

200

100

(a) Correct Matches

Figure 5.11: Correct matches for input capture pair at L0 and merged set M for all scene view
pairs.

Table 5.3: Number of correct matches with SIFT on input capture pair only, VGG16 features, and
our merged matches.

Features
SIFT0
VGG16
OURS

Average
38.270
68.216
212.189
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Std. Dev.
41.441
28.268
198.612

Precision

The precision per lighting condition and the merged match set over all lighting conditions is given
in Figure 5.12. All but L21 presents with consistent precision of matches. The merged match set M
exhibits similar precision to individual lighting conditions, indicating there is no significant gain
in precision for the preference of maximal quality among match conflicts. However, this strategy
may reduce the contribution of mismatches which are of lower quality. The precision per lighting
condition is plotted above the normalized number of merged matches in this figure.
We study the effects of the merging strategy for merging across illumination on precision for the
top-k matches of the merged match set M, presented in Figure 5.5.4. The precision of the top
k = 100 matches per scene are averaged over all scenes. The first strategy we consider is ordering
by the highest quality matches as detailed in the section “Match Merging”. The next strategy we
consider is preferring the most frequently occurring matches where frequency is the number of
competing matches per pixel coordinate or re-detections. We compare against the precision of
only matches found in the input captures taken with condition L0 . The matches from these input
captures have slightly lower precision than the quality or frequency merged matches set. The best
strategy for precision is frequency rather than quality for the top-k matches. However, we still
recommend merging on for quality for the full set of merged matches.
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Figure 5.12: Precision and total matches per lighting condition L and merged set M for select
scenes. All matches at threshold t = .7.
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Figure 5.13: Precision for top-100 matches for L0 and merged set M over all lighting conditions.
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Residual Error

We take the residual error of matches to the fundamental matrix estimated from the inliers of the
match set for L0 and our merged match set M respectively.

N
1 X
d(x0i , F xi )2 + d(xi , F T x0i )2
N i

(5.7)

where d is distance (in pixels) between a point x and an epipolar line l. The residual error is the
squared distance between a x’s epipolar line and the matching point x0 in the other image. We
remove outliers beyond 2 standard deviations of residual error. This normalized residual error per
scene sorted by merged match residual error is in Figure 5.14.
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Figure 5.14: The normalized residual error per scene for L0 SIFT matches and our merged set of
all matches M over all scenes.
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Optimization

We observe the effect of the optimization method proposed in “Optimizing Match Merging” on the
number of correct matches averaged over all scene pairs in Figure 5.15. Matches are merged for
each randomly indexed lighting condition Li . The number of correct matches reaches saturation
after eight random lighting conditions are merged.
1.0
0.9

Merged NCM %

0.8
0.7
0.6
0.5
0.4
0.3

0

5

10
15
Number of Lights Matched

20

25

Figure 5.15: The diminishing contribution of number of correct matches as matches from additional lighting directions are merged into the set of all matches M averaged over all scenes.
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CHAPTER 6: MINIMIZING DISSIMILARITY OVER VARIED
APPEARANCE FOR OUTDOOR SCENE CLASSIFICATION

We observe that feature matches are more abundant by varying illumination from our experiments
in indoor settings in Chapter 5. This observation motivates our next work by varying illumination
and appearance in outdoor settings. We present a network architecture which learns robust features
toward outdoor scene classification under varying appearance.
The task of scene classification of outdoor scenes is: given an image of some outdoor scene, classify the image to a set of semantic scene categories. Scene classification is semantically ambiguous
as multiple labels may be simultaneously present in an image due to distance from the scene and
semantic overlap among categories. Classification accuracy is therefore typically measured by
top-5 accuracy where any of the top 5 of the predicted labels for a scene are considered correct.
In this chapter, we introduce a new multi-input convolutional network architecture which learns
features robust over a set of varied appearances toward classification. We gather a fixed length set
of images of varied appearance for a single scene, ranging over daylight captures with variations
in lighting, weather and human-behavior driven appearance changes. Each image is passed into
a single convolutional network where deep convolutional features are learned. The features are
passed into a ReLU-activated layer which compresses the features per image. The compressed
output is then concatenated together and passed into a classification layer.
We introduce a new loss term which encourages self-similar combinations of features by minimizing the dissimilarity for each pairing of features from images in the set. This allows the network
to discover convolutional features and combinations which are robust to appearance changes in
outdoor scenes. Since we transform the input representation to be a set of images at training time,
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we map the single image test case to this transformed representation. We duplicate the single test
image over the set, allowing for single image scene classification.
To learn features which are robust to outdoor scene appearance changes, we introduce a first of its
kind dataset for varying outdoor scenes with over 28k images with individual labels spanning 38
categories. Scene selections are from the Sunrise or Sunset dataset [139] of the publicly available
Archive of Many Outdoor Scenes [159]. To encourage compatibility with existing scene classification frameworks, these categories are a subset of the Places365 [36] categories. We perform
experiments using our proposed architecture on this dataset of varying outdoor scenes, finding our
method to outperform a set of scene classification methods by a significant margin.

6.1

Dissimilarity Network for Outdoor Scenes

We propose a multi-input convolutional network which is robust to varied outdoor scene appearance changes. This convolutional portion of this network architecture is initialized with learned
weights trained toward scene classification. We introduce a custom loss term to discover features
and combinations of features robust to varied appearance changes for outdoor scenes.

6.1.1

Network Architecture

Our multi-input convolutional network takes in a set of images S, in contrast with single image
input common to scene classification. We specify a single training example x as a fixed width set
S of images of varied appearance changes for a scene instance with category label y. A training
example x is formed by samples |S| images from range local daylight images for a scene. We pass
each image in the set S into a single shared convolutional base network pretrained on Places365
[36] with classification top removed. The activated deep convolutional features per image of the
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set S are concatenated across the set S. This concatenated list is then passed into a fully connected
ReLU activation layer followed by a softmax classification layer. At test, the input set is filled with
duplicates. See Figure 6.1.
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224x224x3
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Figure 6.1: Proposed multi-input architecture. Ldissimilarity is over {R0 , ...R5 }.

We train our network on scene data distinct from the base network’s Places365 [36] training data.
Our architecture is independent of the base network’s training set and any sufficiently accurate
base convolutional network trained for scene classification is suitable. The pretrained base network
initializes convolutional layers toward the task of scene classification which we then refine in the
training process for our multi-input network by fine-tuning the last several layers. We provide
experiments with several base pretrained networks in “Experiments”. Our network is trained with
a custom loss function L(S) in 6.2 to guide the learning process toward robust features for outdoor
scenes.
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6.1.2

Dissimilarity Loss

We encourage our network to find representations across the set S which encode the convolutional
activations found in each image similarly. Each image belongs to the same scene, thus the convolutional feature representation should be self-similar. We maximize similarity of this representation
by minimizing the sum of squared differences across all pairs of ReLU-activated features per image of an input set S. We normalize by the length of the ReLU-activated layer and the number of
pairs.
We propose the dissimilarity loss term Ldissimilarity in equation 6.1 to be added to the categorical
cross-entropy loss for training our network. The dissimilarity loss encourages discovering convolutional features robust to varied outdoor scene appearance by acting as an L2 penalty on the ReLU
activations of the features and combinations of features for features not similarly activating in the
set S.

Ldissimilarity

|S|
|S|
1 X X
||R(Si ) − R(Sj )||22
=
CN i=0 j=i+1

(6.1)

S is the set of images and R(Si ) are the activations of the ReLU layer and N is the size of the
ReLU layer and the number of unique combinations C = (|S||S| − 1)/2.
The convolutional features are concatenated to size W HN then a ReLU layer of output size 320 is
trained for a ReLU-activated mapping of W HN × 320, Figure 6.1. We constrain this mapping to
be similar across different varied appearances of a scene by the dissimilarity loss, thus encouraging
similar features and, by this mapping, co-occurrences of features. Without the ReLU layer, a direct
concatenation of features before the softmax layer and L2 penalty on the features directly would
only constrain the individual features to be similar across varied appearance. Thus, the dissimilarity
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loss on the ReLU layer rewards not simply individual features but also co-occurrences of features
across varied appearances in the set.
The dissimilarity loss Ldissimilarity term is added to the softmax loss Lsof tmax . The network minimizes the loss L:

|S|

L(S) =

1 X
Lsof tmax (fθ (Si ), y) + Ldissimilarity
|S| i=0

(6.2)

where fθ is the final concatenated flatten layer input to the softmax layer.
The dissimilarity loss term reinforces patterns in the convolutional layers and in co-occurrences of
features over the variety of scene appearance changes encountered in training. If a feature occurs
alone, the dissimilarity loss term reinforces that the feature occurs alone for all images in the set S
and likewise for co-occurrences of features per category. This encourages robustness in detection
of features toward varied appearance changes.
The ReLU layer after the final convolutional layer compresses the flattened features. The flattened
features form a vector of length M which is input into the ReLU-activated layer, compressing from
M to N . Each component of the N -length output is a ReLU-activated linear combination of the
flattened features. In the case of an AlexNet [68] base architecture, M = 4096. N is the size of the
ReLU layer and is set to 320 for our experiments. The dissimilarity loss constrains the compressed
output from the ReLU layer to be similar across all images in the set, ensuring combinations of
features retained in the compression are those robust to appearance changes.
The dissimilarity loss term also constrains the input mapping to the softmax classification layer
to be similar across S. The softmax classification layer input is the concatenation of this ReLUcompressed combinations of features, 320 × |S|. When learning weights mapping to classification,
single weight updates do not survive the dissimilarity loss constraint. Instead, weights corresponding to single components of the ReLU-activated output per image are updated similarly across the
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concatenation. This ensures that the classification learned is of similar combinations of features
mapping to categories for classification with similar weights. The softmax layer interprets concatenated inputs similarly, reducing the parameter space to be learned by the classification layer.
See Figure 6.2.
x

x

x

x

x

x

Figure 6.2: Softmax input constrained joint update of x from mapping of concatenated ReLU
activations for |S| = 6.

The dissimilarity loss is over all combinations of activations, reducing the importance of order
for the input set S. Since the softmax classification layer maps from the ReLU outputs, this also
encourages an input to the mapping which is more robust to order of S. Scene appearance often
varies cyclically, but these ordered patterns may be disrupted by weather and human behavior
affecting scene appearance.

6.1.3

Data Collection

Large scene datasets for classification such as Places365 [36] have a variety of examples per scene
without varying appearance for single scenes. Unique scene count is a good indicator for diversity
in a scene classification dataset as in Places365. In our case, we are interested in diverse scene
appearance for single scenes, while also having sufficient diversity for scene classification. In
order to develop scene classification for outdoor scenes with varied appearance, we collect a new
dataset.
We collect images from the mostly static camera data of the Archive of Many Outdoor Scenes,
AMOS, [160]. To avoid selection bias in classification and labeling, scene selections were from
the Sunrise or Sunset dataset [139], which we believe is the largest publicly available collection of
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varying images of unlabeled outdoor scenes. Each image is from a fixed perspective and distance
from scene content, allowing feature discovery on varied appearance per scene.
We sample roughly |S| = 6 images per day to form our Varying Outdoor Scenes (VOS) dataset. We
manually remove images with camera feed errors, infrared grayscale, rain on the lens distorting
the image, scanline disconnections, extreme lens flare, overexposure, and images which are too
dim. After manual removal of these low quality images, the resulting dataset has 28472 images.
These scenes are labeled with the average prediction for the first 60 images with the top performing
pretrained ResNet152 [71] on Places365 [36]. We manually correct some labels due to inaccuracy
in the network, selecting a category in the top-5 prediction whenever possible.
There is also some inter-class semantic ambiguity for weight condition specialized class distinctions such as mountain and mountain − snowy. Classes such as ski − slope are seasonal as well.
This necessitated labeling to be performed per image on seasonal transitions for select scenes
which vary category over seasons.
To avoid polluting the training scenario from test, partitioning for test is by scene identifier. After
labeling, there are 38 categories out of the total 365 from Places. Some example images are in
Figure 6.3. The sorted distribution of scenes is in Figure 6.4. The imbalance in scene categories is
inherent to the scene selections from Sunrise or Sunset dataset [139].
To capture the variation in intensity of the VOS dataset, we visualize statistics gathered over an
image volume per scene id constructed over time. In Figure 6.5, we indicate the maximum change
in intensity and standard deviation of intensity for a single pixel along the time axis per scene id,
averaged per category.
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(a) 9982 village

(b) 10440 valley

(c) 9247 valley

(d) 258 harbor

(e) 9200 downtown

(f) 902 pier

(g) 571 street

Figure 6.3: Example scenes from the VOS dataset with a variety of illumination, weather, and
other appearance changes.
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Figure 6.4: Sorted distribution of scene count per category in the VOS dataset.
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Figure 6.5: How the VOS dataset varies: maximum and standard deviation of change in mean
intensity value per image over time.

6.2

Implementation Details

We select base networks pretrained on Places365 [36], removing top layers past the final convolutional layer and appending top flatten, ReLU, and softmax classification layer. The ReLU layer
output length is 320 the final classification layer maps to the 365 Places categories. Sets of images
S with the same scene id are collected where the label is defined for the entire image set. Per
training procedures from Places365 [36], we randomly crop input images to 224 × 224, where the
random crop coordinates are applied for all images in the set. We train on the VOS dataset with
10-fold partitions. We withhold 10% for validation and 10% for test. At test time, the set is filled
with duplicates of the single test image.
The size of the input set S is a trade off where the ideal contains a significant variety of scene
appearance changes that also has a sufficient quantity of common features useful to scene classification. There are also limitations for training times, as each additional image in the set increases
training time. For our experiments, we found that |S| = 6 is a good selection.

6.3

Experiments

We train a network with updated multi-input architecture and dissimilarity loss for a total of 30
epochs for each base network. We compare against the pretrained base network and a fine-tuned
base network with the same classifier top configuration as our net: flatten, length 320 ReLU layer,
and 365 output classes for the softmax classification layer. Since our multi-input configuration sees
|S| more samples for each pass through the network, we increase the number of images trained per
epoch of the fine-tuned network by |S|. As in Places365 [36], we present the top-5 accuracy on
the center crops for all 38 categories of the VOS test set for each of the 10 partitions in Table 6.1.
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6.3.1

Evaluations on the VOS Dataset

We evaluate on the 10 VOS dataset partitions. The ResNet152 base network has higher accuracy
on VOS in part since its predictions are used to initialize the manual labels for the VOS dataset.
The divergent variety of appearance for outdoor scenes to VOS compared to Places365 results
in pretrained AlexNet [68] and DenseNet161 [73] networks presenting low accuracy on the VOS
dataset.
Our approach with a ResNet152 base outperforms fine-tuning for all but splits 5 and 6. 70% of the
misclassified examples in test of split 5 are due to confusing sky and village. The sky category
lacks features invariant to appearance changes such as ground, buildings, and natural landscape.
The dissimilarity loss rewards features and combinations of features found across a variety of
appearances which this category lacks, thus hindering performance for this sky-heavy test split.
We inspect the class activation maps [161] for the top-performing split 8 ResNet152 trained with
our approach in Figure 6.6. In the first example 6.6a, our approach misclassifies as street. In the
final example 6.6e, our method correctly classifies the example as village where the fine-tuned
version does not. The activation on the house region of the image is more invariant to varied scene
appearance than the trees on the hillside activated by the fine-tuned net.
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Table 6.1: Top-5 classification accuracy on center-crops for each of 10 splits of the VOS dataset.
VOS Split
0
1
AlexNet
Pretrained
.1049
.0
Finetune
.3657 .6206
Ours
.3972 .7558
DenseNet161
Pretrained
.0
.0110
Finetune
.4653 .5824
Ours
.5086 .7741
ResNet152
Pretrained
.7315 .7793
Finetune
.8011 .8704
Ours
.8450 .8854

2

3

4

5

6

.0179
.0
.2441
.0
.0
.3925 .6092 .4416 .5740 .4860
.4695 .7579 .5015 .5556 .4947

7

8

9

.0
.4907
.4967

.0
.5802
.8560

.0
.4614
.5806

.0
.0
.0
.0030 .0395
.0
.0
.4528
.4394 .4734 .4626 .5022 .5563 .3914 .7430 .4546
.5655 .6854 .5232 .5657 .5898 .4369 .8746 .6111
.7108 .6622 .7083 .7755 .7497 .7420 .7910 .7138
.8256 .7680 .7868 .8517 .7837 .9223 .9099 .7892
.8323 .7950 .7877 .7220 .7422 .9320 .9415 .7914

VOS Split
mean
AlexNet
Pretrained
.0367
Finetune
.5022
Ours
.7364
DenseNet161
Pretrained
.0506
Finetune
.5071
Ours
.6135
ResNet152
Pretrained
.7364
Finetune
.8309
Ours
.8275
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(a) harbor

(b) valley

(c) mountain snowy

(d) downtown

(e) village

Figure 6.6: Pairs of class activation maps for ResNet152 base with dissimilarity loss architecture
(left) and fine-tuned (right) trained on the highest performing split, 8, of the VOS dataset. Best
viewed in color.
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6.3.2

Ablation Studies

We perform ablation studies to demonstrate the effectiveness of the dissimilarity loss term in training our network with experiments reducing its contribution. We also reduce the size of the input
set S to study the impact of the image count for our multi-input network.
We gradually reduce the contribution of the dissimilarity loss term component to isolate its effect.
Although there is noise to the non-deterministic training process, the linear trend of improvement
due to the dissimilarity loss is evident. This experiment is performed on the highest performing
split 8 with base ResNet152 and is seen in Figure 6.7.
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0.850
0.825
0.800
0.775
100

80

60
40
Percent Ablation of Dissimilarity Loss Term
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Figure 6.7: We reduce the dissimilarity loss component added to the loss function. These results
demonstrate the gradual reduction in accuracy of the network without the dissimilarity loss.

We vary the size of the input set S for our approach in Figure 6.8. The limit of |S| is set to 6
due to training time feasibility as each additional image in the set requires a further evaluation of
the convolution features for that image. The top-1 and top-5 accuracy see substantial benefit to
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increasing the size of S as the dissimilarity loss encourages the discovery of more robust features.
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Figure 6.8: We vary the number of input images |S| from [2, 6] and indicate the top-1 (left) and
top-5 (right) accuracy on VOS averaged over 10 splits.

6.3.3

Comprehensive Classification on VOS

We compare the top-1 and top-5 accuracy of our method against state-of-the-art scene recognition
networks on the average of the 10 splits for the VOS dataset in Table 6.2. The pretrained Places365
[36] networks are run natively in Caffe while Semantic-Net [121] is run natively in PyTorch. Our
approach is run in Keras with a Tensorflow backend. Our approach significantly outperforms
pretrained methods without access to VOS training data. For a comparison of approaches trained
on VOS, refer to Table 6.1 where our method outperforms existing approaches as well.

6.3.4

Space Requirement Analysis

We compare top-5 accuracy with number of trained parameters. The top performer, our DCNNResNet152 architecture, has 86M parameters. See Figure 6.9. We note here that the increase in
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Table 6.2: Top-1 and Top-5 classification accuracy on center-crops for entire VOS dataset.

Places-AlexNet
Places-VGG16
Places-GoogLeNet
Places-ResNet152
Semantic-Net
Semantic-Net (RGB)
Ours

Top-1
.1428
.1927
.1912
.2123
.1880
.2258
.3815

Top-5
.4424
.5311
.5331
.5603
.5245
.5460
.8253

parameters is highly configurable on the base network since the ReLU layer we append is configured on the dimensions of the base network’s final convolutional layer.

AlexNet
DCNN-AlexNet
DCNN-DesNet161
ResNet152
DCNN-ResNet152
GoogLeNet
VGG16
SemanticRGB

Top-5 Accuracy

0.8

0.7

0.6

0.5

0.25

0.50
0.75
1.00
Parameters (M)

1.25
1e8

Figure 6.9: We compare the number of parameters with the top-5 classification accuracy on the
VOS dataset.
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CHAPTER 7: CONCLUSION

We conclude with a summary of our contributions presented in this dissertation and reflect on what
avenues for future research may be pursued as a result of this work.

7.1

Summary of Contributions

In Chapter 3, we incorporate mean curvature directly into voxel convolutional networks to improve
accuracy for 3D object recognition. Mean curvature contributes shape information lost in the
conversion to a voxel representation. We find 3D features in the curvature space of the objects
rather than the binary occupancy space. These features are rotation-invariant and are informative
to how shape affects 3D object recognition. Curvature gives more spatially local information per
voxel than a binary occupancy grid. This may incidentally be addressing getting more sampling
data on more interesting regions, as curvature changes quickly around areas of diverse curvature
that occupancy does not represent. This local change over voxels is drawing the attention of the
network which learns shape features. Our method improves accuracy on the 3D recognition dataset
M odelN et10 [2] to 91.1% on the Octnet [22] voxel net over the previous competitive baseline of
90.1% accuracy.
In Chapter 4, we look again at the training set and target feature discovery on difficult examples
toward image classification. We provide an architecture-independent method to improve upon a
trained network which requires no additional training data. We also provide a method to predict
which classifier to use without requiring withheld training data. We additionally provide a method
to grow the misclassified subset to incorporate low confidence examples, extending applicability
to highly saturated datasets. We improve accuracy by an average of 4.7% over a set of baseline
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pretrained networks on ImageNet [26] and 1% over a 92.3% baseline on CIFAR-10 [29, 28].
Varying illumination in image matching and classification contexts informs feature discovery. In
Chapter 5, we perform relighting to produce a variety of illuminations per view toward stereo image matching of indoor scenes. The matches are aggregated per illumination condition, resulting
in a larger and more dense set of correct matches than available for single illuminations. We also
provide an optimization to reduce the number of lighting conditions evaluated by the relighting
network and feature matching to a desired number of matches parameterized by a precision parameter. For a set of indoor scene view pairs, we find an average of 5.5× more correct matches
than a single illumination alone.
In Chapter 6, we explore varying illumination to improve outdoor scene classification. We introduce a first of its kind dataset of outdoor scenes with varied appearance. It has over 28k images of
outdoor scenes with images individually labeled, spanning 38 categories. With the introduction of
our Varying Outdoor Scenes dataset, we define a specialization of the outdoor scene classification
task which challenges existing approaches on varied appearance.
We provide a multi-input network architecture with a novel loss term to find features most robust
toward outdoor scene classification. The multi-input network takes in a set of images of varied
appearance per example instance. The dissimilarity loss term minimizes dissimilarity in combinations of features extracted from the single stream network, encouraging robust features over varied
apperance from the input set. We compare our approach against state of the art methods in scene
classification, finding significant improvement.
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7.2

Future Works

We present here potential directions for future research opened by the works discussed in this
dissertation. We presented improvements for image classification and matching. The methods
provided have potential benefit to other areas of applied computer vision as well.
In Chapter 3, we incorporated mean curvature directly into a voxel convolutional network for 3D
object recognition. Using curvature and other shape descriptors to direct sparsification and nonuniform sampling of the voxel space could allow for better use of the 3D convolutional resolution in
a voxel network. Mean curvature is sensitive to scale, as is the discretization resolution selected
for voxel networks. Some informed scaling on the mean curvature per voxel could be explored.
Gathering shape information before discretization of a 3D object may be applied to other computer vision tasks than 3D object recognition where any 3D convolutional voxel network learns
shape features. The estimated mean curvature per voxel could be stacked with multi-modal inputs
such as texture-mapped color per voxel or higher order differential topological shape characteristic
information to further improve upon 3D object recognition and related tasks.
In Chapter 4, we specialize a base pretrained network on the misclassified examples of a training set
to form a cascaded ensemble. The technique of specializing a network on misclassified examples
from a training set to form a cascaded ensemble is not inherently limited to image classification
and could be potentially applied to other classification tasks with other input representations than
images and specializations of image classification such as fine-grained image classification. Our
method is extensible to future architectural developments of convolutional networks which not
only continues relevance beyond current practices but also invites further attention to methods of
improving image classification which are independent of architecture. We presented a method
to expand the training set of the specialized network beyond examples misclassified by the base
network: incorporating low confidence examples. These additional examples could be augmented
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with adversarial examples to encourage a more robust ensemble.
Learning the distribution characteristics of the misclassified subset which is learned from the specialized classifier could reveal intrinsic properties of the training distribution. One more distant
application is the area of extensibility toward adapting existing pretrained networks to new data for
the same semantic categories or ultimately growing semantic categories. By holding one classifier
constant and providing a method to predict whether it should be used without withholding training
data, we provide a method to incorporate independently trained classifiers on data distinct from the
source training set.
In Chapter 5, we increase the density and quantity of feature matches by varying illumination
with a relighting network for image matching in indoor scenes. As the generality of relighting
advances forward, we anticipate the practical applications of finding more matches by varying illumination will become less constrained by the input capture scenario for the relighting network.
Therefore, advancements in relighting and simulation of varied capture conditions now facilitate
advancements in image matching with our method. Explicitly learning features which are maximally sensitive to image changes resulting from varied illumination could potentially improve
upon this result, particularly if combined with existing feature discovery. By searching for features
across many illuminations, we find more dense features than in a single image. Finding more dense
features is useful toward single image tasks such as recognition and classification and a wealth of
other related applied vision tasks. Applications such as higher resolution image matching with
large textureless regions could benefit from more dense matching in the limited regions of the image overlap which have features to match. The concept of varying illumination in order to acquire
more features could be applied to other computer vision tasks, such as relighting faces with many
illuminations to discover features for reidentification.
In Chapter 6, we introduce a novel multi-input single stream convolutional network architecture
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and dissimilarity loss toward outdoor scene classification under varying appearance changes. The
architectural changes could be applied to other problems of classification with varied appearance
by clustering to discover similar instances with varied appearance for single categories. This could
be applied to areas such as facial recognition, object recognition under varied lighting or wear, finegrained classification [162], fashion and natural image classification, and image retrieval. Multiinput convolutional networks for a single mode of input toward classification are rare. By introducing this multi-input architecture for classification together with the loss term, we are opening
new avenues for applications of and building upon our architectural design.
Features learned toward varying outdoor scenes could be extracted and applied to various autonomous driving tasks and resolving semantic ambiguities toward object and human action recognition. Although we focus on outdoor scenes in this work, the applications for illuminationinvariant features and recognition under a variety of appearances is a recurring interest within
computer vision.
The dissimilarity loss is a comparison loss on combinations of features from images spanning many
appearance variations. The ReLU-activated layer guided by the dissimilarity loss compresses the
convolutional features per image in the set, mapping into the softmax classification layer. Other dimensionality reduction techniques which minimize dissimilarity could be explored toward relating
the many convolutional features per image to the classification layer.
The Varying Outdoor Scenes dataset provides a sufficiently large training set for convolutional
networks and could be applied with future network advances in outdoor scene classification. The
dataset could be used in training a generative adversarial network [163] to generate outdoor scene
images.
We presented methods which improve classification and matching by transforming the input representation and provided associated architectural changes to discover robust features. In Chapter
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3, we estimated shape information on the triangle mesh of objects before discretizing to a voxel
representation to allow shape feature discovery by convolutional networks. In Chapter 4, we transformed the structure of the training set to contain only misclassified examples and composed an
ensemble with a specialized network to look again to learn features not discovered when presented
with the full training set. In Chapter 5, we constructed a set of lighting conditions synthesized with
a relighting network to find matches for indoor stereo image matching not otherwise discovered under the single lit view pair. In Chapter 6, we transformed the input for outdoor scene classification
to a set of varied outdoor appearance changes per scene at training time. We provided architectural
changes to support the set of varying images, namely a novel multi-input network with complementary new loss term to support the discovery of features robust to appearance changes. We
demonstrated improvement from changing the manner in which the input is represented and adapting the method of matching and classification to that transformed input. Because of this, we found
more robust features in select contexts which led to improvements in classification and matching.
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