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Abstract— Stock Market (SM) is believed to be a significant 
sector of a free market economy as it plays a crucial role in the 
growth of commerce and industry of a country. The increasing 
importance of SMs and their direct influence on economy were 
the main reasons for analysing SM movements. The need to 
determine early warning indicators for SM crisis has been the 
focus of study by many economists and politicians. Whilst most 
research into the identification of these critical indicators applied 
data mining to uncover hidden knowledge, very few attempted to 
adopt a text mining approach. This paper demonstrates how text 
mining combined with Random Forest algorithm can offer a 
novel approach to the extraction of critical indicators, and 
classification of related news articles. The findings of this study 
extend the current classification of critical indicators from three 
to eight classes; it also show that Random Forest can outperform 
other classifiers and produce high accuracy. 
Keywords— Knowledge Discovery, Text Mining, Natural 
Language Processing, Stock Market, Random Forest. 
I. INTRODUCTION  
Text mining has become an important research area and has 
been applied in diverse domains ranging from medical, 
business and finance. Typical text mining applications cover 
the area of customer relationship management, market 
analysis, fraud detection, and in particular, stock market 
crashes analysis, which is an important event of today’s global 
economy. As more textual data and news articles are 
increasingly available in a digital format, the business and 
financial sectors have recognised the competitive intelligence 
contribution that text mining can offer them in addition to data 
mining.  
The increasing importance of stock markets and their direct 
influence on the economy have motivated this research to 
investigate the critical indicators, which characterise stock 
markets movements which could help support important 
business and financial decision making. In 2009, a number of 
events led to the United Arab Emirates crisis; these include the 
global recession, the bursting of the Dubai property bubble, 
and the post Lehman shutdown of international capital markets 
hit simultaneously. Dubai witnessed a major slowdown in 
growth and strains in its banking system as a result of the 
global financial crisis, the decline in oil prices, and in 
particular the bursting of its property bubble [1]. Our study of 
the stock markets movements is based on a total of 544 
financial news articles concerning Dubai’s stock market, 
published in the period between 2008 till 2012. This textual 
data include articles published before the crisis and after the 
crisis within the period for recovery of Dubai’s SM (Dubai’s 
SM upturn). 
Text mining is a multidisciplinary field, which involves 
information retrieval, natural language processing, machine 
learning and statistics.  The focus of this paper is to 
demonstrate the contribution of text mining in investigating 
the critical indicators of stock market movements using 
Random Forest classifier as the modelling approach. Random 
Forest is an efficient and interpretable machine learning 
algorithm; it achieves accurate predictions for various types of 
datasets because it uses ensemble strategies and random 
sampling. The model interpretability and the prediction 
accuracy of Random Forest are very rare among most of the 
machine learning algorithms. Furthermore Random Forest is 
less responsive to outliers in training data and there is no need 
to prune the trees because the bootstrapping and ensemble 
scheme makes Random Forest capable of overcoming the 
problems of overfitting. So Random Forest has all the 
advantages of decision trees and it achieves better results most 
of the times due to its utilisations of bagging on samples, 
random subsets of variables and voting schemes [2], [3], [4] 
and [5].  
This paper is organised as follows. Section one has 
introduced the background of our study. Section two reviews 
current approaches to the study of financial applications. 
Section three describes our text mining system approach, Stock 
Market Random Forest-Text Mining system, to discover the 
critical indicators associated with the 2009 Dubai stock market 
debt standstill.  The last two sections discuss the findings and 
the results of our approach. 
II. RELATED WORK 
The application domain of this research is stock market also 
known as equity market or share market; it is the market where 
shares of public listed companies are issued and traded [6]. 
The prediction of stock markets movements is significant for 
economical researchers from more than one perspective. 
Empirically, studying stock markets movements reveal 
information about stock markets’ driving factors. From a 
theoretical point of view, this can be viewed as assessments of 
existing asset pricing theories. Hence, there are extensive 
studies in financial economics, which addressed this issue [7]. 
The use of data mining techniques to analyse stock markets 
has been extensively studied using structured data like past 
prices, historical earnings, or dividends, whereas text mining 
approaches are comparatively rare due to the difficulty of 
extracting relevant information from unstructured data. [8] 
stated that stocks behave randomly, and [9] and [10] explained 
that the application of data mining to the analysis of stock 
market data using current approaches might not be sufficient to 
model and justify any random behaviour of the market based 
only on quantitative data such as the values of stocks and 
historical market prices. They suggested that, if researchers 
focus on the impact of unquantifiable events on the market, 
which can be extracted from related news articles, they might 
be able to justify the random behaviour of the market and to 
enhance the analysis performance. [11] explained that there are 
huge amounts of free news and financial data, which are 
believed to contain rich information known as “alpha”. Alpha 
is considered to be valuable, non-trivial and rich information 
embedded in textual data, which can be very useful for the 
purpose of analysis. The hypothesis of his research is that text 
mining approaches can enhance the performance of current 
trading systems’ strategies if the “alpha” embedded in financial 
news is used to support the prediction of stock market share 
price movement directions [12]. 
The computational processing of unstructured textual data 
is considered to be one of the main reasons for the limited text 
mining development in stock market research. Textual data 
such as news, reports and economical articles are qualitative 
data, which must be converted to numeric form before many 
computational systems can process them. However, they are an 
important source of information about stock market and their 
analysis may provide a better understanding of random 
behaviour of the market, which is difficult to explain by 
focusing solely on numerical data [9]. Furthermore, many 
financial managers have been unable to fully exploit this 
valuable information, because it is implicit in the data and not 
easy to discern [13].  Textual information is complex and rich, 
whilst tables with financial data indicate how well a company 
has achieved, the linguistic structure and written style of the 
text may reveal more about its strategy and future performance 
[14]. The key issue is the necessity to use the user's 
specification to label historical documents for training and 
classifying.  
The use of textual data, such as news, financial reports and 
economical articles, relies heavily on human analysis in order 
to achieve a better analysis of stock market price movements. It 
is important to note that relying solely on the analysis of 
statistical data has some limitations. The importance of news 
events can only be evaluated at a later time, and experts may 
have different opinions and interpretations of the events. Also 
the lack of sufficient and clear information about relationships 
between decision variables and outcomes always make experts 
and investors lapse into making relatively less rational 
decisions in financial market. This problem becomes worse 
when decision makers are confronted with large amounts of 
information [15]. Unlike numerical and fixed field data, textual 
date cannot be analysed by standard statistical data mining 
method [16]. Even though text mining is expected to play an 
important role in the financial sector, to the best of our 
knowledge the analysis of market behaviour and the need for 
designing strategies to cope with the movements of stock 
markets is still a relatively new field, which requires to be 
investigated [10]. 
Consequently, many researchers have explored the field of 
text mining to examine the effectiveness of text analysis for 
stock price movement prediction. [17] produced a text mining 
prediction system to forecasts companies’ stock price changes 
(down, stay or up) influenced by financial events documents. 
Their results showed that textual analysis enhanced the 
prediction accuracy around 10% over a powerful baseline, 
which only deploys data mining techniques to analyse numeric 
data. [18] employed text mining to analyse financial news 
articles and reports in conjunction with time-series market data 
in order to explain the causes for poor performance or a sudden 
upturn in the market. They proposed a text mining system, 
which analyses financial news related to the Indian stock 
market in order to identify the major events, which have impact 
on the stock market and to design strategies for predicting the 
market. The events have been studied using Latent Dirichlet 
Allocation (LDA) based on topic extraction mechanism. The 
study carried out by [10] reveals that automatic text 
classification techniques are commonly used in analysing 
incoming news, and in some cases researchers make use of 
historical market prices data related to stock price to improve 
the accuracy of their prediction, thus combining data and text 
mining algorithms. Such predictive systems consist of three 
main components: classifier input generation, classification and 
finally news labelling. [19] propose a unified latent space 
model to characterise the “co-movements” between stock 
prices and news articles and to predict the closing stock prices 
on the same day; their algorithm is based on the analysis of 
daily articles from Wall Street journal. [20] predict the stock 
market based on textual information from user-generated 
micro-blogs using the latent space model to correlate the 
movements of both stock prices and social media content. [21] 
apply natural language processing to analyse economical news 
articles of a media company to categorise and extract the 
sentiments and opinions expressed by the writers. Their aim is 
to identify the correlation between news and stock market 
fluctuations. [22] adopted a linguistic based text mining 
approach demonstrating how text mining could be integrated 
with the financial fraud ontology to improve the efficiency and 
effectiveness of extracting financial concepts. [23] examined a 
predictive machine learning approach to analyse financial news 
articles and stock quotes covering the S&P 500 stock market 
index during a five weeks period using a set of linguistic 
textual representations, including bag of words, noun phrases, 
and named entities approaches to estimate a discrete stock price 
twenty minutes after a news article was released. Using 
Support Vector Machine (SVM) derivative tailored to discrete 
numeric prediction and models they showed that their model 
had the best performance in closeness to the actual future stock 
price and the highest return using a simulated trading engine. 
They have also concluded that a proper noun scheme performs 
better than bag of words in their metrics. [13] discussed various 
techniques (e.g. typical price, relative strength index and 
moving average) to predict whether future closing stock price 
will increase or decrease and to investigate various global 
events and their influence on predicting stock markets. [10] 
considered three market aspects, such as input data, predictive 
goal and prediction horizon, to predict the price and volatility 
of the market based on the new content. Using machine 
learning techniques they labeled the news and classified them 
to investigate the impact of financial news on stock market 
prediction. Similarly [24] classified financial news articles into 
positive or negative according to their effects on stock price 
based on price changes to label the articles and using support 
vector machine. [25] summarised studies, which are concerned 
with weighting text for predicting stocks price movements. In 
addition, they also reviewed the performance of various text 
mining methods applied using different text sources and they 
showed that most textual sources used by text mining 
researchers for market prediction include financial journals and 
news such the Wall Street Journal, Financial Times, Reuters, 
Dow Jones, Bloomberg and even Yahoo Finance, and often the 
analysis is focused on the news text or the news headlines. 
Consequently, [26] examined the use of textual data produced 
from users’ micro-blogs in Tweeter to predict the stock market. 
They were able to find a correlation between the movement of 
stock prices and the social media content through the usage of 
the latent space model proposed by [19]. Their study did not 
evaluate sentiment of the social media data, whereas [27] 
proposed a sentiment analysis system based on summarisation 
to determine the polarity (positive or negative) of news articles 
from the Wall Street Journal and financial market data from the 
NASDAQ aimed at predicting the stock market. In addition, 
[28] constructed a predictive model to predict stock market 
future trends. Their model used sentiment analysis of multiple 
types of financial news and historical stock prices, which led to 
the achievement of prediction accuracy up to 89.80%. 
III. STOCK MARKET RADNOM FOREST-TEXT MINING (SMRF-
TM) 
This study has developed a text mining system, SMRF-TM, 
consisting of two stages: (i) applying natural language 
processing approach to analyse the textual data related to the 
2009 Dubai stock market debt standstill in order to extract its 
critical indicator features, which can contribute to the 
prediction of abnormal stock movements, and (ii) analysing 
and classifying semantically these extracted critical indicators 
using Random Forest classifier and classifying the related 
news articles based on these relations (Fig. 1). The textual 
dataset selected to test our approach was obtained through a 
formal subscription in the official web site of the Financial 
Times. A total of 544 financial news articles concerning 
Dubai’s stock market, published in the period between 2008 
till 2012, were retrieved. This specific period was chosen so 
that it includes articles published before the crisis and after the 
crisis within the period for recovery of Dubai’s stock market 
(Dubai’s SM upturn). These 544 articles, which have around 
1031006 total number of words are used for training and 
testing and served the basis to investigate the validity of the 
proposed SMRF-TM approach. The retrieved data is used to 
quantitatively validate and analyse the proposed approach 
using k-fold cross validation and text mining techniques such 
as, term frequency-inverse document frequency, random 
forest, and expectation maximisation in order to identify the 
critical indicators, which can seriously affect the prediction 
performance of stock market movements. Then a qualitative 
validation of the results yielded was carried out using financial 
experts. 
The natural language processing stage which is described in 
[29] and [30], include three tasks, namely lexical analysis (e.g. 
tokenisation, removal of stop words, word stemming), syntactic 
analysis to generate unigrams and bigrams likely to be potential 
indicator features, and extracting those features, which capture 
the stock market movements. A total of 15,276 unigrams 
features and 103,506 bigrams features are generated. A vector-
space model is used to capture the relevant extracted features 
for each article/document within our data. We can represent 
each document as a vector (v) in the (t) dimensional space if we 
have a set of (d) documents (i.e. articles) and a set of (t) terms. 
The features extraction stage produces a two-dimensional 
vector space where the rows represented the articles and the 
columns represented the features, and the cells capture the 
TF/IDF value for each feature. SMRF-TM applies TF/IDF to 
remove all the tokens with a threshold less than a set of 
different values and the results yielded from all these values 
were compared to check for the best threshold to be set. 
 
Fig. 1. The two stages of the SMRF-TM system. 
The second stage involves the analysis and classification of 
these extracted features into appropriate semantic classes 
followed by cross validation. The features are first classified 
into critical down, down, neutral, up, critical up, and then 
further grouped into economic, social and political entities. 
This approach extends the three current main classes (down, 
neutral and up) adopted by [27], [31], [10], [32] and [24]. To 
discover the hidden knowledge and relations between our 
extracted features we have applied the Random Forest 
algorithm, which is a machine learning algorithm, developed 
by [5]. Random Forest is a supervised classification algorithm, 
able to classify large amounts of data with high accuracy. It is 
a combination of tree predictors where each tree depends on 
the values of a random vector sampled independently with the 
same distribution for all trees in the forest [33]. The basic 
principle is that a group of “weak learners” can come together 
to form a “strong learner”.  
An ensemble of 10 random, individual and unpruned trees 
is generated through the application of Random Forest in the 
SMRF-TM system. Each individual tree is constructed using 
the algorithm shown in Fig. 2. The relationships between the 
unigrams and bigrams features as classified by Random Forest 





































Fig. 2. Flowchart of the algorithm used to construct each individual 
tree in the Random Forest. 
 
Fig. 3. Sample of how Random Forest discovers the relationships 
between unigram features in the SMRF-TM approach. 
 
 
Fig. 4. Sample of how Random Forest discovers the relationships 
between bigram features in the SMRF-TM approach. 
Input t, S, n 
t<10 
t=1 
Set st as a subsample of 
S with replacement 
Construct classifier 
tree Tt using n, st 
t++ 




A cross validation with different folds (5, 10, 20, 30, 40, 
and 50) were used in order to validate the results and check 
which classifier yields the best classification performance. For 
example the 10-folds cross validation used 9/10 of the data for 
training the algorithm and 1/10 of the data for testing; this 
process is repeated 10 times after shuffling the data, each time. 
Tables 1, 2, 3, 4 and 5 show examples of the Random Forest 
classification results of the unigram features. Tables 6, 7, 8, 9 
and 10 show examples of the Random Forest classification 
results of the bigram features. 
Table 1. Examples of unigram features classified into the class 
“down”. 
Need Debt Conflict Nakheel Recess 
Regime Govern Asset Compliant Destroy
Sale Rate Wage Inflation Risk 
Elect Fund Report Problem Grow 
Credit Shortage Downgrade Emergency  Loan 
 
Table 2. Examples of unigram features classified into the class “up”. 
Bond Investor Market Transfer Share 
Trade Finance Growth Develop Fund 
Federal Construct  Secure Consolidate Manage 
Legal Propos Creditor Restructure Corporate 
Sukuk Afford Repaid Sponsorship  Collaborate
 
Table 3. Examples of unigram features classified into the class 
“neutral”. 
Time South Nation Year Rate 
Bond Global Bank Term Like 
Metal Firm Europe Paper Gulf 
World Sale Dubai Saudi Cent
Africa London State Mine Research 
 
Table 4. Examples of unigram features classified into the class 
“critical down”. 
Decrease Burst Response Crisis  Problem  
Weak Tighten  Squeeze  Quit Fundament 
Inflate Limit Trap Risk Withdraw 
Hit Boom Impact Reduce  Negative 
Volatile Gradual Spare Low  Shortage 
 
Table 5. Examples of unigram features classified into the class 
“critical up”. 
Trade Recover Fund Predict Launch 
Develop Strengthen Guard Good Deal 
Stronger Concern Excess Invest Ultimate
Volume Supreme Accept Higher Win 
Increase Rate Better Rise High 
 
Table 6. Examples of bigram features classified into the class 
“down”. 
EmergeMarket ExchangeRate CentralBank 
Weak Market InflationExpected MediumTerm 
CompetitionTougher IllegalImmigration EstateAgent 
PublicDebt DebtRisk DebtOffice 
LoanGiven CourtLaw SmallNumber 
ExistShareholder ShortTerm JobLoss 
 
Table 7. Examples of bigram features classified into the class “up”. 
ConvertBond MidMarket RowPrice 
ForeignInvestor AssetManage InvestBank 
FianncialSupport ManageTeam LegalService 
FinancialCentre ShareholdActive ProductRegion
FixFee ShareTrade HigherSalary 
 
Table 8. Examples of bigram features classified into the class 
“neutral”. 
SouthKorea PensionFund GoldPrice 
GoldMarket MiddleEast CreditMarket 
WorldGold BankReserve MonthPeriod 
IranTrade BritishDiplomat WesternBank 
ArabianAutomobil StandardBank GulfCompany
 
Table 9. Examples of bigram features classified into the class 
“critical down”. 
UnemploymentGrowth WeakEconomy RaiseDebt 
InflationRisk BiggestRisk DepressGrowth 
PublicFinance ConsumSpend SlowRecover 
CreditCondition HigherTax SharpFall tum 
CapitalReduce OverSell BigDebt 
Table 10. Examples of bigram features classified into the class 
“critical up”. 
DevelopEconomy RiseMarket RiseRate 
GlobalBond AveragUp  StrongEconomy
ImproveMarket MarketRecovery StockGrowth 
DebtPaid GlobalInvest StrongGovern  
Overbuy HelpEconomy GoForward 
HighInvest  CapitalTrust HighInterest 
 
IV. DISCUSSION 
In summary, using the unigram features the Random Forest 
classifier has correctly classified 535 articles out of 544 of the 
dataset corpus resulting in 98.34% classification accuracy. The 
total number of the incorrectly classified articles using the 
Random Forest classifier is 9 articles out of 544, which are 
distributed as follows: two articles out of 134 for the neutral 
class resulting in 132 articles true positive, two articles false 
positive and two articles false negative. The down class has 
two incorrectly classified articles out of 184 yielding 182 
articles true positive, two articles false positive and two 
articles false negative. The up class has four incorrectly 
classified articles out of 138 for producing 134 articles true 
positive, five articles false positive and four articles false 
negative. The critical down class has 54 articles correctly 
classified so it has 54 articles true positive, zero articles false 
positive and zero articles false negative. Finally, the critical up 
class has one incorrectly classified article out of 34, which 
means that it has 33 articles true positive, zero article false 
positive and one article false negative.  
Using the bigram features the Random Forest classifier has 
correctly classified 538 articles out of 544 in the dataset 
corpus resulting in 98.89% classification accuracy. The total 
number of the incorrectly classified articles using the Random 
Forest classifier is six articles out of 544, which are distributed 
as follows: the neutral class has two incorrectly classified 
articles out of 134, so it has 132 articles true positive, four 
articles false positive and two articles false negative. The 
down class has two incorrectly classified articles out of 184, 
which means it has 182 articles true positive, zero articles false 
positive and two articles false negative. The up class has two 
incorrectly classified articles out of 138, 136 articles true 
positive, two articles false positive and two articles false 
negative. Regarding the critical down and the critical up 
classes they did not have any misclassified articles, hence, 
they have zero articles false positive and zero articles false 
negative. 
In addition we have applied the Expectation Maximisation 
(EM) clustering algorithm which iteratively refines initial 
mixture model parameter estimates to better fit the data and 
terminates at a locally optimal solution [34]. In SMRF-TM, 
EM was applied to cluster the classified news articles 
according to their semantic meanings in one of the three 
clusters: economical, social/geographical or political facet. 
The application of EM clustering technique resulted in 
clustering 93% of the news articles to the economical cluster, 
5% to the social cluster and 2% to the political cluster. Such 
results are considered reasonable given the source of our 
dataset is retrieved from the Financial Times. 
To the best of our knowledge, Random Forest has not been 
applied using textual financial data to analyse stock market 
movements. Consequently, we can only compare the 
classification performance of other classifiers to the 
classification performance of Random Forest. The 
classification results produced by Random Forest were 
compared against the following ensemble of classifiers: 
Rotation Forest, Bagging, J48, Bayes Net, Decision Table, and 
Decision Stump. In order to achieve a better composite global 
model than using a single model to improve accuracy and thus 
obtain reliable estimates or decisions, the basic concept behind 
validation is to combine a set of models where each of these 
algorithms classifies the same original data.  
Table 11 and Table 12 summarise the best results obtained 
using unigram and bigram features for each algorithm, 
expressed in terms of precision and recall measures defined 
below. The F1 score is a combined metric, which represents a 
balanced harmonic mean of precision and recall metrics and it 
is sometimes referred to as effectiveness measure. The F1 is 
considered as a standard performance index commonly used in 
machine learning to evaluate the classification performance in 
precision and recall space. The F1 score is able to evaluate the 
tested algorithms and produce an objective comparison of two 
or more algorithms and that is why we used it in our 
comparative study of the tested classifiers. Random Forest 
achieved the best performance using bigram features with 
98.89% accuracy with 40 folds and decision stump achieved 
the worst performance overall with 43.75% accuracy measure 
(see Table 11 and Table 12).  
 
 
ܲݎ݁ܿ݅ݏ݅݋݊ (ܴܲ) = ܶݎݑ݁ ܲ݋ݏ݅ݐ݅ݒ݁ (ܶܲ)ܶݎݑ݁ ܲ݋ݏ݅ݐ݅ݒ݁ (ܶܲ)  +  ܨ݈ܽݏ݁ ܲ݋ݏ݅ݐ݅ݒ݁ (ܨܲ) 
 
ܴ݈݈݁ܿܽ (ܴܥ) = ܶݎݑ݁ ܲ݋ݏ݅ݐ݅ݒ݁ (ܶܲ)ܶݎݑ݁ ܲ݋ݏ݅ݐ݅ݒ݁ (ܶܲ)  +  ܨ݈ܽݏ݁ ܰ݁݃ܽݐ݅ݒ݁ (ܨܰ) 
 
ܣܿܿݑݎܽܿݕ = ܶ݋ݐ݈ܽ ݊ݑܾ݉݁ݎ ݋݂ ܿ݋ݎݎ݁ܿݐ݈ݕ ݈ܿܽݏݏ݂݅݅݁݀ ݅݊ݏݐܽ݊ܿ݁ݏܶ݋ݐ݈ܽ ݊ݑܾ݉݁ݎ ݋݂ ݅݊ݏݐܽ݊ܿ݁ݏ ∗ 100 
                         ܨ1 = ଶ ∗ ௉ோ ∗ ோ஼௉ோ ା  ோ஼                          
             
Table 11. Summary of the best performance results of the 7 




Table 12. Summary of the best performance results of the 7 





The stock market is a significant sector of a country’s 
economy and represents a crucial role in the growth of their 
commerce and industry. Hence, discovering efficient ways to 
analyse and visualise stock market data is considered a 
significant issue in modern finance. [8] explained that stock 
markets behave randomly; consequently the application of 
data mining to the analysis of stock market data may not be 
sufficient to model and justify any random behaviour of the 
market. Given the huge amounts of free news and financial 
data, it is important to search for novel computational theories 
and tools to analyse and extract valuable hidden insights from 
this explosive growth of digital textual data. This study is an 
attempt at addressing this issue by extracting the critical 
indicators from unstructured yet valuable source of 
information, discovering the relationships between these 
indicators and classifying the news articles based on these 
relations. Random Forest classifier has a number of strengths, 
which makes it worthwhile to further investigate and apply to 
analysis stock markets articles.  
This study has extended current approaches in classifying 
indicators from three to eight classes using Random Forest 
algorithm.  It has also demonstrated that Random Forest can 
outperform the other classifiers (i.e. Rotation Forest, Bagging, 
J48, Bayes Net, Decision Table, and Decision Stump) and 
achieve the best accuracy in classifying the news articles based 
on bigram features. It is proposed to apply this approach to 
other sources of financial news articles such as Bloomberg, 
Reuters, Wall Street Journal, and Economic Times and other 
stock market crises in order to refine the discovery of critical 
indicators, which can be used to enhance the classification 
performance of the news articles leading to a better prediction 
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