We show that the 2-dimensional Weisfeiler-Leman algorithm stabilizes n-vertex graphs after at most O(n log n) iterations. This implies that if such graphs are distinguishable in 3-variable first order logic with counting, then they can also be distinguished in this logic by a formula of quantifier depth at most O(n log n).
I. INTRODUCTION
The classic Weisfeiler-Leman algorithm is a tool that lies at the heart of algebraic combinatorics. Developed first in 1968 to investigate symmetries of highly regular graphs, it is routinely employed for the purpose of isomorphism testing. Its development recently culminated in the WL2018 conference on "Symmetry vs Regularity" in algebraic graph theory in Pilsen [1] , marking the 50 year anniversary of the algorithm. Roughly speaking, the core idea of the classic (2-dimensional) algorithm is to propagate structural information regarding pairs (u, w) of vertices in a graph by considering for each possible third vertex v the information already known for the pairs (u, v) and (v, w). To say equivalently, the algorithm repeatedly classifies pairs (u, w) of vertices according to the multiset of walks of length 2 from u to w. This process necessarily stabilizes after a finite number of iterations and the corresponding stabilization is used to classify pairs of vertices.
There is a close connection to a specific logic namely the 3-variable fragment of first order logic with counting [2] . Not only do the distinguishing power of the logic and the distinguishing power of the algorithm agree, there is also a close correspondence between the number of iterations
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In this paper we are therefore interested in the number of iterations after which the algorithm stabilizes. Equivalently, we are interested in the maximum quantifier depth needed in said first order logic to capture its expressibility on a graph of given size. There is a trivial upper bound of n 2 for this number, since there are only n 2 pairs of vertices and thus a proper chain of partitions on the vertex pairs (each partition finer than the previous one) cannot be longer than n 2 . With regard to lower bounds, Fürer [3] proved that there are graphs on which the stabilization number is in Ω(n). In [4] , using combinatorial techniques and a case distinction into small and large vertexcolor classes, the currently best upper bound of O(n 2 / log n) for the iteration number was proven. In this paper we take an algebraic approach to the problem and show the following upper bound. Theorem 1. The 2-dimensional Weisfeiler-Leman algorithm stabilizes after O(n log n) iterations on graphs with n vertices.
Via the above-mentioned correspondence between the Weisfeiler-Leman (WL) algorithm and the logic [2] we obtain the following corollary. Corollary 2. If two n-vertex graphs can be distinguished by a sentence in 3-variable first order logic with counting C 3 , then there is also a C 3 sentence of quantifier depth at most O(n log n) that distinguishes the two graphs.
To prove Theorem 1, we take an algebraic point of view and use a one to one correspondence between coherent configurations and coherent algebras [5] . The WL algorithm produces the former as output, whereas the latter are semisimple matrix algebras closed with respect to the Hadamard multiplication.
A. Our technique
Generalizing the idea of considering walks of length 2, we consider a new type of refinement, which we call the walk refinement. In one iteration it distinguishes pairs of vertices not only according to the multiset of 2-walks between them, but rather considers the multiset of all walks of arbitrary length between the two vertices. Naturally, considering all walks cannot be weaker than considering 2-walks. However, using arguments from linear algebra it can be proven that it suffices 978-1-7281-3608-0/19/$31.00 c 2019 IEEE to consider walks of bounded length. This in turn can be used to argue that the walk refinement is subsumed by a logarithmic number of traditional 2-walk refinements. In particular the two kinds of refinement yield the same stabilization and their iteration numbers differ by at most a logarithmic factor.
The cornerstone of our argument is then to show that the number of iterations of the walk refinement is at most linear in the number of vertices. This is done by observing that the result of walk refinement corresponds to a semisimple matrix algebra. Multiple iterations of walk refinement must therefore correspond to an increasing chain of semisimple subalgebras of a full matrix algebra. We can show that the length of such a chain is at most O(n), which gives a linear upper bound for the iteration number of repeated walk refinement.
Since our upper bound on the iteration number of the WL refinement is tight up to a logarithmic factor, the question arises whether the factor of log n can be removed. We show that walk refinement requires Θ(n) iterations on the same graphs, for which Fürer [3] showed that the WL refinement requires Θ(n) iterations. This leaves the problem open, whether our method can be pushed further.
In our paper, we also associate the walk refinement with a special Ehrenfeucht-Fraïssé type duplicator-spoiler game and a variant of a counting logic. We call them bijective walk pebble game and walk counting logic, respectively. They are suitable adaptations of a game and the logic C 3 that are associated with the classic Weisfeiler-Leman (2-walk) refinement. The close correspondences between aspects of refinement algorithm, game, and logic translate to our scenario (Theorem 19). In particular, we prove tight bounds on the length of shortest winning strategies and optimal quantifier depth, respectively, of Θ(n) (Theorem 26, Corollaries 27 and 28).
We should remark that while the combinatorial techniques from [4] showing the upper bound of O(n 2 / log n) also translate to the setting without counting, our techniques seem to strongly rely on counting, since only the counting itself ensures the correspondence to matrix algebras that we exploit.
B. Related work
Deep Stabilization (see [6] ), developed by Weisfeiler and Leman, is a generalization of the classic 2-dimensional WL algorithm. It can in turn be seen as a restricted form of the k-dimensional WL algorithm (for a suitable k) in the sense of Babai (see [2] ). For each k ∈ N both generalizations give a polynomial-time algorithm that, as k increases, can distinguish more and more non-isomorphic graphs.
Over the course of the years striking connections have been drawn between the Weisfeiler-Leman algorithm and seemingly unrelated areas of research. While at first it was unclear whether the algorithm (for some k) solves the graph isomorphism in polynomial time, the seminal paper of Cai, Fürer, and Immerman [2] answered this question in the negative. Not only did they construct for each k ∈ N graphs that cannot be distinguished by the k-dimensional version, but they also exhibited a close connection to a logic with counting and described the Ehrenfeucht-Fraïssé type duplicator-spoiler game mentioned above. Optimal strategies in the game reflect precisely the outcome of the algorithm. The precise logic in question here is the k-variable fragment of first order logic with counting.
Babai employs the k-dimensional WL algorithm, with k logarithmic in the input, as a subroutine in his quasi-polynomial time algorithm for graph isomorphism testing [7] .
In the language of Grohe [8] , the Weisfeiler-Leman dimension of a graph G is the least number k for which the k-dimensional WL algorithm distinguishes G from every graph non-isomorphic to G. Equivalently, it is the number of variables needed in said fixed-point logic with counting to distinguish the graph from every non-isomorphic graph. Grohe shows [8] that graphs with a forbidden minor have bounded Weisfeiler-Leman dimension, reassuring the polynomial-time solvability of the isomorphism problem of such graphs [9] . For recent developments that relate techniques of the WL algorithm to group-CSP (constrained satisfaction problems in which the constraints are cosets of a group) we refer to [10] .
Regarding bounds, Berkholz and Nordström [11] proved a lower bound on the number of iterations of the k-dimensional WL algorithm for finite structures. Specifically, they show for sufficiently large k the existence of n-element relational structures distinguished by the k-dimensional WL algorithm but for which n o(k/ log k) iterations do not suffice. For a different logic, namely the 3-variable existential negationfree fragment of first-order logic, Berkholz also developed techniques to prove tight bounds [12] . In contrast to these bounds, Fürer's lower bound [3] of Ω(n) mentioned above is applicable to graphs and in fact also applies to all fixed dimensions k.
II. PRELIMINARIES
We denote with [n] the set of numbers {1, . . . , n} and with { {x 1 , . . . , x k } } the multiset containing the elements x 1 to x k . In this paper we work with colored directed graphs G = (V, E, χ), where χ : E → C is a coloring function into some set C of colors. We will often consider complete directed graphs (with loops), i.e., the case E = V 2 . We always require that χ assigns different colors to loops than it does to other edges (i.e.,
A coloring χ induces a partition π(χ) of the vertex pairs. For two colorings χ and χ we write π(χ) π(χ ) to say that π(χ) is finer than π(χ ). If not ambiguous we may only write χ χ . If π(χ) = π(χ ) we also write χ ≡ χ .
We say that χ respects converse equivalence if
Its color is χ(v 1 , . . . , v k+1 ). We say that tuples in C k are (potential) k-walk colors in χ and omit the coloring if it is clear from the context.
A refinement r is a function that for each graph G and coloring χ yields a new coloring χ such that χ χ. Additionally, r is required to be isomorphism invariant: if we apply r to two isomorphic, complete, and colored graphs (i.e., there is an isomorphism respecting the partitions induced by the colorings) then we obtain two new colorings that make the graphs isomorphic again.
We write χ r for the application of the refinement r to the coloring χ and χ m r for m applications of r, i.e., χ m+1 r = (χ m r ) r . We denote with χ ∞ r the stable coloring, i.e., the χ m r for the smallest m such that χ m r ≡ χ m+1 r . Let G = (V , E , χ ) be another colored complete graph, and suppose u, v ∈ V and u , v ∈ V . We say that the refinement
The refinement r distinguishes G and G in m iterations, if the multiset of colors after m iterations is different, that is
We call the number of applications of r needed to obtain the stable partition the iteration number of r.
Now let G = (V, E) be an undirected and uncolored graph. We turn G to a colored complete graph by defining a coloring χ :
, and setting χ(v, u) = 0 otherwise. We refer to χ as the initial coloring of G. By construction the initial coloring respects converse equivalence. A refinement distinguishes two undirected and uncolored graphs if the respective initial colorings are distinguished by the refinement. The analogous definition applies to vertex pairs.
III. THE WEISFEILER-LEMAN REFINEMENT
In this section we recall the 2-dimensional WL refinement and its connections to the counting logic with 3 variables and the bijective 3-pebble game. A reader familiar with these notions should feel free to proceed to the next section.
Of particular interest in this paper is the 2-dimensional Weisfeiler-Leman refinement WL:
Intuitively, WL refines the color of a vertex pair with the colors of all triangles containing this pair. This definition gives indeed a refinement: because loops and non-loops always have distinct colors, the presence of the color χ(u, u, v) (or χ(u, v, v)) in the multiset ensures that pairs colored differently remain colored differently after applying WL. In particular, we do not need to include the color χ(u, v) of the previous iteration in the new color explicitly to ensure that WL is a refinement. In this paper, we refer with "the Weisfeiler-Leman refinement" always to the 2-dimensional WL refinement.
There is a close connection between the WL refinement, the counting logic with three variables C 3 , and the so called bijective 3-pebble game.
The logic C 3 provides counting existential quantification and is limited to use three variables (but they may be bound multiple times). For k ∈ N in general, C k formulas are defined for a variable set V of size k by the following grammar:
The variables will be interpreted as vertices of an undirected graph, x = y expresses equality and x ∼ y the edge relation of the graph. A counting quantifier ∃ j x. ϕ is satisfied if there are at least j distinct vertices that satisfy ϕ.
The bijective 3-pebble game is played by two players called Spoiler and Duplicator on two undirected graphs G = (V, E) and G = (V , E ). There are three pebble pairs (p 1 , q 1 ), (p 2 , q 2 ), (p 3 , q 3 ), where the pebbles of the i-th pair are labeled with number i. Initially, all pebbles are placed beside the graphs. During the game the p i pebbles will be placed on the vertices of G and the q i pebbles on the vertices of G . A round of the game consists of the following moves: 1) Spoiler picks up a pair of pebbles (p i , q i ).
2) Duplicator chooses a bijection f : V → V .
3) Spoiler places p i on a vertex v ∈ V and q i on f (v) ∈ V . Spoiler wins the game after the m-th round, if mapping the vertex covered by pebble p i to the vertex covered by pebble q i is not an isomorphism of the subgraphs of G and G induced by the vertices covered by pebbles. Duplicator wins the game if Spoiler never wins the game.
The connection between the 2-dimensional WL refinement, the logic C 3 , and the bijective 3-pebble game is the following: Let (u, v) ∈ V 2 and (u , v ) ∈ (V ) 2 be vertex pairs. Then the following statements are equivalent [2] , [13] :
• If u, u , v, v are covered by p 1 , q 1 , p 2 , q 2 , respectively, then Spoiler has a winning strategy finished after at most m rounds (i.e., a way to win in at most m rounds whatever Duplicator does). • There is a C 3 formula ϕ(x, y) of quantifier depth m with exactly two free variables, such that ϕ holds on G when assigning u to x and v to y, but not on G when assigning u to x and v to y. • After m iterations of the Weisfeiler-Leman refinement (starting with the initial colorings of G and G ) the pairs (u, v) and (u , v ) are colored differently. It follows that the WL refinement distinguishes exactly the same graphs as the logic C 3 (there is a sentence holding on one graph but not the other) and as the bijective 3-pebble game (Spoiler has a winning strategy).
IV. WALK REFINEMENT
We now introduce a new refinement. Suppose that G = (V, E, χ) is a complete and colored graph and recall that
We define for k ≥ 2 the k-walk refinement to be the function that for G and χ gives the new coloring χ W[k] defined by
Intuitively, the k-walk refinement refines the color of a vertex pair (u, v) with the color sequence of the traversed vertex pairs along walks, taken over all possible walks of length k from u to v (taken as multiset). Note that, since χ assigns different colors to loops, the refinement implicitly also refines with respect to walks of shorter lengths k < k (indeed, the information is contained in the walks whose first k − k steps are of color χ(u), i.e., which are stationary at u). So the k-walk refinement is indeed a refinement, i.e. χ W[k] χ, because walks of length 1 are just the old colors. It is easy to see that the k-walk refinement is isomorphism invariant and preserves converse equivalence.
From what we just argued, obviously
We argue next that k-walk refinement can be simulated with a logarithmic number of Weisfeiler-Leman refinements.
Proof: Let C be the set of colors of χ : V 2 → C and let C i be the set of colors of χ i WL : V 2 → C i . We show by induction that after i ≥ 1 iterations of the Weisfeiler-Leman refinement for each color d ∈ C i there is a functiond :
In particular, the number of (c 1 , . . . , c 2 i ) colored walks is the same for all such u and v. This implies
For i = 1, the Weisfeiler-Leman refinement assigns colors such that every color just contains the possible 2-walk colors. So assume i > 1.
Let u, v ∈ V be vertices, d 1 , e 1 , . . . , d n , e n ∈ C i be col-
By induction hypothesisd i andē i yield the correct number of 2 i -walks and sod yields the correct number of 2 i+1 walks.
This lemma corresponds to the known fact that in C 3 walks of length k can be defined by a formula of quantifier depth log k . These walks can be counted using counting quantifiers similarly. Considering paths we see that the k-walk refinement cannot be simulated with less than a logarithmic number of Weisfeiler-Leman refinements, and in that sense the bound in the lemma is tight. On the other hand the relation can be strict, that is χ
. However, the Weisfeiler-Leman and k-walk refinement produce the same stable partition because finitely many steps of one subsume a single step of the other.
We remark that it is possible that the partitions produced by the Weisfeiler-Leman refinement and the partitions produced by k-walk refinement all disagree except for the stable partitions in the end (for example this is the case for the graphs X(G 2 n ) for 2 ≤ n ≤ 10 defined in Section VIII as shown by computer calculations with k = n).
We define the walk refinement χ W as the finest k-walk refinement. More precisely, we define it as χ W[k] for the smallest k, for which χ W[k] induces the finest partition over all choices of k. We will prove in Section V that n 2 -walk refinement always produces this finest partition, thus k ≤ n 2 . From that we will conclude that
This will allow us to bound the iteration number of the Weisfeiler-Leman refinement by bounding the iteration number of walk refinement.
V. ITERATION NUMBER OF WALK REFINEMENT
In this section we show that walk refinement stabilizes after O(n) iterations. We interpret the partitions produced by walk refinement as matrix algebras. If walk refinement strictly refines the partition then the algebra is strictly enlarged. We obtain the linear bound by observing that these algebras can be nested at most a linear number of times.
Throughout this section, let G = (V, E, χ) be a complete and colored graph with V = [n] and let χ : E → C respect converse equivalence.
A. Background on Matrix Algebras
In this section we make use of standard material from representation theory, see e.g. [14] . Let S be a set of n × n matrices over C. We denote with CS the C-linear span of S and with
the set of all products of matrices in S with at most k factors. Clearly S ≤k ⊆ S ≤k+1 . We write S for the union of all S ≤k .
For a color c ∈ C we denote with M c the n × n color c adjacency matrix, that is (M c ) ij = 1 if χ(i, j) = c and (M c ) ij = 0 otherwise. The set of all color adjacency matrices is denoted by M χ . The coloring χ thereby induces an n × n matrix algebra over the complex numbers:
The algebra χ is closed under (conjugate) transposition because χ respects converse equivalence.
We write M k (C) for the (full) matrix algebra of all k × k matrices over the complex numbers. It is a well-known fact that a matrix algebra A ⊆ M n (C) closed under conjugate transposition is always semisimple. Indeed, if M is in the Jacobson radical of A, so is M * M . But M * M is diagonalizable (because it is Hermitian) and nilpotent (because the radical is nilpotent, Lemma 1.6.6 in [14] ) and hence M * M = 0 and so M = 0. Then the radical itself is 0, which is one characterization of semisimplicity.
By the theorem of Wedderburn (Corollary 1.4.17 in [14] ) a semisimple matrix algebra A ⊆ M n (C) is always isomorphic to a direct sum of full matrix algebras, that is
for some positive integers k and a 1 , . . . , a k . The direct sum decomposition is unique up to reordering. We will prove a bound on the length of proper chains A 1 · · · A m ⊆ M n (C) of semisimple matrix algebras. This is the essential theorem to bound the iteration number of walk refinement:
To prove the theorem we need several auxiliary lemmas, which may be self-evident for a reader familiar with the theory of semisimple algebras. They show that such chains behave well with respect to the direct sum decompositions of the A i .
Proof: For each i, there are exactly a i diagonal matrices in M ai (C) with one entry 1 and all other 0. These matrices are nonzero, idempotent, and pairwise orthogonal (i.e., the product of any two of them is 0). It follows that the direct sum, and hence the monomorphism image, contains a set of d = k i=1 a i nonzero, idempotent, and pairwise orthogonal elements.
Let M 1 , . . . , M d ∈ M m (C) be the matrices of this set. Since the M i are nonzero, each has rank at least 1. Suppose i = j ∈ [d]. Then M i + M j is idempotent, orthogonal to all other M , and has rank(M i + M j ) = rank(M i ) + rank(M j ) (see e.g. Theorem IV.12 in [15] ). Because the maximal rank of an m × m matrix is m, it follows by induction that
be an algebra monomorphism. Then for every
Proof: Full matrix algebras are simple, i.e., contain no proper nontrivial two-sided ideals. For a simple algebra A, any homomorphism ψ :
where ϕ i is the restriction of ϕ to the i-th component M ai (C). Now, π j •ϕ i must be injective for some j, because if all π j • ϕ i were zero, ϕ was not injective. Lemma 8. Let A ⊆ B ⊆ M n (C) be two semisimple matrix algebras with direct sum decompositions
Proof: First, we pick an algebra monomorphism ϕ :
and that summing up over all j yields the desired equation. Finally, consider the case of equality and let j ∈ [ ].
Then
and ϕ is an isomorphism.
We now conclude the proof of Theorem 5.
Proof of Theorem 5:
B. Matrix Algebras and Walk Refinement
We say that a matrix
We now show that with one iteration of walk refinement we can distinguish the same vertex pairs as with the induced algebra χ .
Let
Because walk refinement and the induced algebra essentially count colored walks, they distinguish the same vertex pairs:
if and only if the induced algebra χ distinguishes them.
Proof: On the one hand suppose that walk refinement distinguishes the vertices, i.e. χ W (u 1 , v 1 ) = χ W (u 2 , v 2 ). Then there is a sequence of colors c 1 , . . . , c k such that the number of (c 1 , . . . , c k ) colored walks between u 1 and v 1 is different from the number of such walks between u 2 and v 2 . Hence M c1 · . . . · M c k distinguishes the two vertex pairs.
On the other hand let M ∈ χ distinguish (u 1 , v 1 ) and (u 2 , v 2 ). The matrix M is a linear combination of products of color adjacency matrices:
There must be an i such that ki j=1 M cij distinguishes (u 1 , v 1 ) and (u 2 , v 2 ), because M distinguishes them. Hence the number of (c i1 , . . . , c iki ) colored walks between u 1 and v 1 is different from the number of such walks between u 2 and v 2 and the pairs are distinguished by walk refinement.
The induced algebra gets strictly larger if the partition induced by walk refinement gets strictly finer. We obtain the bound on the walk refinement iterations, because the algebras can be nested only 2n many times.
Theorem 11. Walk refinement stabilizes in 2n iterations.
Proof: Assume that m is the smallest number such that χ m W ≡ χ ∞ W . Because walk refinement preserves converse equivalence, the algebras χ , χ W , . . . , χ m W are semisimple. Then from Corollary 10 it follows that χ χ W · · · χ m W and from Theorem 5 that m ≤ 2n.
To obtain a bound on the iteration number of the Weisfeiler-Leman refinement, it remains to relate the Weisfeiler-Leman refinement and the walk refinement. 
The argument is well-known: Let S be a set of n × n matrices, then clearly dim CS ≤k ≤ dim CS ≤k+1 . If dim CS ≤k = dim CS ≤k+1 , then CS ≤k = CS ≤j for all j ≥ k. Hence C S = CS ≤n 2 because the dimension can be at most n 2 . Now χ O(log n) WL χ W follows by Lemma 3. Proof of Theorem 1: Finally, combining Theorem 11 with Lemmas 4 and 12 proves Theorem 1, namely that the Weisfeiler-Leman refinement stabilizes in O(n log n) iterations.
We argued that the length of the involved matrix algebras (the smallest number k, such that CS ≤k = C S) is at most n 2 . We remark that there is even an O(n log n) bound [16] for the length of matrix algebras. But this bound does not improve our bound on Weisfeiler-Leman iterations asymptotically.
VI. WALK COUNTING LOGIC
The Weisfeiler-Leman refinement can distinguish the same graphs as the counting logic C 3 . More strongly the number of Weisfeiler-Leman iterations needed to distinguish two vertex pairs equals the minimum quantifier depth of a formula to distinguish them. As we have already seen, for k ≥ 2 the k-walk refinement distinguishes the same vertex pairs, too. But the required iterations of walk refinement do not correspond to the quantifier depth of C 3 . We now introduce a logic W k we call k-walk counting logic for which such a correspondence holds. The logic is defined for undirected and uncolored graphs. We could relax the restriction to directed and colored graphs respecting converse equivalence as in the previous section but this is not needed in this paper.
The logic W k uses a set V of k + 1 variables and every W k formula ϕ has at most two free variables, which we indicate using the notation ϕ(x, y). The W k formulas with free variables z 1 , z k+1 ∈ V are defined according to the grammar
where z i ∈ V and j ∈ N. The variables z 1 , . . . , z k+1 ∈ V in the existential quantifier are required to be pairwise distinct. We call the existential quantifier above a k-walk quantifier.
As usual with grammars, the subformulas of a k-walk quantifier ϕ(z i , z i+1 ), which are non-terminals, can be replaced by different formulas. The k-walk quantifier above is satisfied, if there are at least j distinct tuples (v 2 , . . . , v k ) of vertices satisfying the rest of the formula. Note that sentences can for example be obtained by setting ϕ(z 1 , z 2 ) to be the formula z 2 = z 2 and setting ϕ(z k , z k+1 ) to be z k = z k . This restricts the top most walk quantifier to quantify over walks of length k − 2. The restriction could be relaxed, but that would complicate the definition and is not needed for our purpose.
Syntactically, W k is not a subset of W k+1 , but obviously for every W k formula there is an equivalent W k+1 formula.
Let ϕ(x, y) be a W k formula, G = (V, E) an undirected graph, and u, v ∈ V be vertices. By ϕ G (u, v) we denote the truth value of ϕ on G when assigning u to x and v to y. We omit the subscript if the graph is clear from the context.
different truth values on G 1 and G 2 , and
For a coloring χ : V 2 → C, we also say that a W k formula ϕ(x, y) identifies a color c ∈ C in χ, if ϕ(u, v) holds if and only if χ(u, v) = c for all u, v ∈ V . We call the union of the W k logics for all k ∈ N walk counting logic. Consequently, the number of variables in the walk counting logic is unbounded. The definitions for distinguishing vertex pairs and graphs for walk counting logic are analogous to W k .
We now show that with W k formulas of quantifier depth m one can distinguish at least as many vertex pairs as with m iterations of k-walk refinement. 
and is of quantifier depth m + 1. There is a technical detail that, when one is interested in distinguishing graphs rather than distinguishing vertex pairs, one (sometimes) needs an additional quantifier. This is the case because a refinement distinguishes two graphs after m applications, if the multisets of colors of both graphs are different. Hence, there is a hidden quantifier (saying that there is a color, that occurs with different multiplicity in both graphs).
Lemma 14.
If m iterations of k-walk refinement distinguish two graphs G 1 and G 2 , then a W k sentence of quantifier depth m + 1 (respectively m + 2 if k = 2) distinguishes G 1 and G 2 .
Proof: Assume m iterations of k-walk refinement distinguish the two graphs and let χ i be the coloring obtained for G i for i ∈ [2] . Then there is a color c occurring for a different number of vertex pairs, say n 1 and n 2 with n 1 > n 2 , in χ 1 and χ 2 , respectively. Let ϕ(x, y) be the formula from Lemma 13 of quantifier depth m that identifies vertex pairs of color c in both colorings. Now the formula ∃ n1 x, y. ϕ(x, y) is of quantifier depth m + 1 and distinguishes the graphs.
Suppose now that k = 2 (and hence the prior formula is not a valid W 2 formula). Let D be the multiset of c-outdegrees of all vertices in G 1 . Then the sum of all c-outdegrees (respecting the multiplicity) is n 1 . Let D be the set of all possible c-outdegree multisets with sum n 1 . Then the formula
distinguishes G 1 and G 2 , where (i, d) ∈ D says that d occurs with multiplicity i in D.
VII. BIJECTIVE WALK PEBBLE GAME
We now describe a game called the bijective k-walk pebble game, which corresponds to k-walk refinement and k-walk counting logic. It is an adaption of the bijective 3-pebble game to agree with the k-walk refinement.
There are two players, Spoiler and Duplicator. The game is played on two undirected graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ). Spoiler obtains k + 1 pairs of pebbles (p 1 , q 1 ), . . . , (p k+1 , q k+1 ) labeled with numbers 1 to k+1. We say that the pebble pairs (p i , q i ) and (p i+1 , q i+1 ) for all i ∈ [k] and the pairs (p k+1 , q k+1 ) and (p 1 , q 1 ) are consecutive. Given a pebble pair (p i , q i ) we will for simplicity write (p i+1 , q i+1 ) for the next consecutive pebble pair, in particular in the case i = k + 1, where (p 1 , q 1 ) is meant.
If |V 1 | = |V 2 |, Spoiler wins immediately. Otherwise, all pebbles are placed beside the graphs. The game is played in multiple rounds. One round consists of the following three moves:
1) If there are pebbles already placed on the graphs, Spoiler can choose a pair of pebbles (p i , q i ), replace it with (p 1 , q 1 ) and then must also replace the next pair (p i+1 , q i+1 ), if it is placed on the graph, with (p k+1 , q k+1 ). In either case, she (Spoiler) then picks up all pebble pairs apart the first and last. 2) Duplicator chooses a bijection f :
3) Spoiler places the pebbles p i for 2 ≤ i ≤ k onto vertices of G 1 . She may place multiple pebbles on the same vertex. Assume pebble p i is placed onto vertex u i and f (u 2 , . . . , u k ) = (v 2 , . . . , v k ). Then, Spoiler also places the pebbles q i onto v i for all 2 ≤ i ≤ k. Thus, as opposed to a bijection between vertices in the classic game, Duplicator chooses a bijection from the k-walks in G 1 from p 1 to p k+1 to the k-walks from q 1 to q k+1 in G 2 (hence the name walk pebble game).
We say that Spoiler wins the game after the i-th round, if there are consecutive pebble pairs (p i , q i ) and (p j+1 , q j+1 ) placed on vertices (u, v) ∈ V 2 1 and (u , v ) ∈ V 2 2 , such that the induced subgraphs G 1 [{u, v}] and G 2 [{u , v }] are not isomorphic. Duplicator wins the game if Spoiler never wins the game.
We say that Spoiler can force a win after the i-th round or has a winning strategy in i rounds, if she can always win the game after the i-th round for all possibles moves of Duplicator.
With bijective walk pebble game we refer to the game in which Spoiler is allowed to choose the number k in the beginning (after she has seen the two graphs).
Note that, similar to the toplevel quantifier of a W k sentence, in the first round, only k − 1 pebbles are placed on the graph and hence they describe a (k−2)-walk. Besides keeping definitions simpler, in the case k = 2 this also ensures that the game becomes the bijective 3-pebble game (modulo some irrelevant replacements of pebble pairs).
In the following, let G 1 and G 2 be two undirected graphs. Furthermore let u, v ∈ V 1 , and u , v ∈ V 2 . We say that the bijective k-walk pebble game distinguishes (u, v) from (u , v ) in m rounds, if Spoiler has a winning strategy in m rounds in the game that has been altered as follows: instead of her making her first move in the first round, the pebble pairs (p 1 , q 1 ) and (p k+1 , q k+1 ) are placed on (u, u ) and (v, v ), respectively. Afterwards the game proceeds normally with Duplicator choosing a bijection and so on. In the special case that (u, v) is an edge, non-edge, or a loop but (u , v ) is not of the same type, we say that the vertex pairs are distinguished in 0 rounds.
, then so does the bijective k-walk pebble game in m rounds.
Proof: Assume that ϕ(x, y) distinguishes (u, v) from (u , v ) and that the pebble pairs (p 1 , q 1 ) and (p k+1 , q k+1 ) are placed on these vertices. The proof proceeds by induction on m.
If m = 0, ϕ(x, y) is quantifier free, hence p 1 and p k+1 cover an edge, non-edge, or the same vertex, where q 1 and q k+1 cover something different, and Spoiler wins the game immediately.
Assume ϕ(z 1 , z k+1 ) has quantifier depth m+1.
Hence we can assume that ϕ is a walk quantifier:
Duplicator chooses a bijection f :
. There must be a tuple (w 2 , . . . , w k ) ∈ V k−1 1 serving as witness of the quantifier in G 1 but f (w 2 , . . . , w k ) = (w 2 , . . . , w k ) does not serve as witness for G 2 , because otherwise ϕ G2 (u , v ) was true. Then Spoiler places for 2 ≤ i ≤ k the pebble p i on w i and pebble q i on w i . Now, there must be an Proof: Assume ϕ is a sentence of quantifier depth m > 0 distinguishing G 1 and G 2 . For the same reasons as in Lemma 15, we can assume that ϕ is a walk-quantifier:
Again as in Lemma 15, for each bijection f :
Again, there is a j ∈ [k − 2] such that ϕ i distinguishes (w j , w j+1 ) and (w j , w j+1 ).
When Spoiler places the p i pebbles on the w i and the q i pebbles on the w i , Spoiler can force a win in additional m − 1 rounds by Lemma 15. So overall she has a winning strategy in m rounds. Proof: At the beginning of the game, Duplicator chooses a bijection. For every such bijection, Spoiler can place the pebbles such that she can force a win in additional m − 1 rounds. As in and by Lemma 17 there is no bijective mapping between the walks on vertices of G 1 and those on G 2 such that assigned walks have the same color after m − 1 iterations of k-walk refinement.
But then m iterations distinguish the graphs because if not, such a mapping would always exist. These equivalences in particular imply that the upper bound for the walk refinement (Theorem 11) translates to the game and logic scenarios as follows.
Corollary 21. If Spoiler has a winning strategy in the bijective walk-pebble game on two graphs G 1 and G 2 , then she has a winning strategy requiring O(n) rounds.
Corollary 22. If two graphs G 1 and G 2 are distinguished by walk counting logic, then they can be distinguished by a walk counting logic sentence of quantifier depth O(n).
VIII. A LINEAR LOWER BOUND FOR WALK REFINEMENT
In this section we show that there are graphs on which walk refinement stabilizes only after Ω(n) iterations. Specifically, we show this for the same graphs, for which Fürer already showed that the WL refinement requires Ω(n) iterations [3] . We do this by demonstrating that Duplicator has a strategy in the bijective walk pebble game played on these graphs that delays the win of Spoiler for at least Ω(n) rounds.
In the following we recall well-known constructions and their properties from [2] and [3] . For proofs of these properties we refer the reader to the original papers.
A. CFI-Construction
The graphs used by Fürer in [3] to prove the lower bound are obtained by taking suitable base graphs and replacing each vertex with a special gadget. We first describe these gadgets and their properties.
Let G = (V, E) be a simple connected base graph. We call the vertices and edges in the base graph base vertices and base edges, respectively. Each base vertex will be replaced by a gadget (a small graph) and each base edge e will be represented by edges between the gadgets corresponding to the endpoints of e.
Cai, Fürer, and Immerman introduced the so called CFI-gadgets [2] consisting of outer and middle vertices, where a base edge results in edges between the outer vertices of two gadgets. However, in [3] Fürer uses a variant of these gadgets only consisting of the middle vertices. He directly connects the middle vertices of two gadgets. In this paper we follow this approach because it simplifies our reasoning for the bijective walk pebble game (see Figures 1 and 2) .
A gadget F d of degree d consists of all d tuples {0, 1} d with an even number of ones as vertices. The gadget has no edges.
Let v ∈ V be a base vertex of degree d. When replacing v with a gadget of degree d, we denote with v(a 1 , . . . , a d ), where a i ∈ {0, 1}, the vertices of the gadget (of course we have a i = 1 for an even number of a i ).
We fix arbitrarily for each base vertex v an ordering of its incident edges, so that we can speak of the i-th base edge incident to v. The undirected graph X(G) is obtained from the base graph G by replacing every base vertex v with a gadget F (v) of degree d(v) and connecting gadgets arising from adjacent base vertices as follows: Let e = {u, v} be a base edge, let u and v have degree d and d respectively, and assume that e is the i-th incident edge of u and the j-th incident edge of v. We then insert the edges {{u(a 1 , . . . , a d ), v(b 1 , . . . , b d )} | a i = b j } between vertices that agree on the i-th and j-th component, respectively. That is, a base edge is represented in X(G) by two complete bipartite induced subgraphs, one for a i = b j = 0 and one for a i = b j = 1 (these subgraphs may be empty if one of the both base vertices has degree 1).
To twist a base edge {u, v} ∈ E means to replace every edge between a vertex of the gadget F (u) and a vertex of the gadget F (v) by a nonedge and vice versa. We obtain from X(G) another graphX(G) by twisting some arbitrary base edge. The graphX(G) is well defined up to isomorphism, because the graph obtained from X(G) by twisting another edge is always isomorphic toX(G). If there is at least one base edge, then X(G) is not isomorphic toX(G).
We say that v(a 1 , . . . , a d ) originates from v or that the origin of v(a 1 , . . . , a d ) is v. Likewise, we say that an edge {u(a 1 , . . . , a d ), v(b 1 , . . . , b d )} originates from {u, v} or has origin {u, v}. We extend this notion to sets and walks: A set of vertices in X(G) (orX(G)) originates from the set of origins and a walk originates from the walk consisting of the origins of the visited vertices.
In the following, we will useū,v, andw for vertices of X(G) with origins u, v, and w respectively. Similarly, we usẽ u,ṽ, andw for vertices ofX(G). Let X(G) = (V ,Ē) and X(G) = (Ṽ ,Ẽ) and note thatV =Ṽ and hence we can reinterpret an automorphism ofX(G) as a mapping between X(G) andX(G). We say that an automorphism ϕ ofX(G) That is, ϕ behaves like an isomorphism except on vertex pairs originating from the base edge {w, w }, on which ϕ inverts adjacency. For every base edge, there is an automorphism ofX(G) moving the twist to that edge (which is just another way of saying that the graph obtained by twisting some edge in X(G) is always isomorphic toX(G)). Assume that ϕ moves the twist to {u, v} and we want to move the twist to {v, w}. Then there is another automorphism ψ which possibly permutes the vertices of F (v) but is otherwise constant such that ψ • ϕ moves the twist to {v, w}. In general, not every automorphism moves the twist to a single base edge, but to an odd number of bases edges (on which it inverts adjacency). In the following we only consider automorphisms moving the twist to a single base edge.
B. Lower Bound for the Weisfeiler-Leman Refinement
We recall the necessary parts of Fürer's lower bound on the iteration number of the d-dimensional WL refinement. We only deal with the 2-dimensional case. Let G 2 n be a 2 × n grid with an additional vertex attached to one corner (depicted in Figure 1 ). In this graph all vertices can be uniquely identified by their distance to the unique vertex of degree 1 as well as the distance to the two adjacent vertices of degree 2 (given that n ≥ 3). By replacing with gadgets as described, we obtain two graphs X(G 2 n ) andX(G 2 n ). The graph X(G 2 4 ) is shown in Figure 2 . The graphs X(G 2 n ) and X(G 2 n ) are not isomorphic and can be distinguished by the Weisfeiler-Leman refinement. Hence, Spoiler has a winning strategy in the bijective 3-pebble game and consequently also in the bijective walk pebble game. Note that, since vertices of G 2 n have degree at most 3, X(G 2 n ) andX(G 2 n ) have Θ(n) vertices.
We recall some facts for the bijective 3-pebble game played on the graphs from [3] : Assume that in the progress of the game some pebble pairs are placed on the graphs. Then we call an isomorphism ϕ between two graphs pebble respecting if v is covered by pebble p i if and only if ϕ(v) is covered by q i . In case ϕ is an automorphism it necessarily maps all vertices covered by pebbles to themselves.
Intuitively, since Duplicator can move the twist to different edges using automorphisms, Spoiler needs to "catch" the twist with her pebbles. If a vertex is placed on a vertexṽ ofX(G 2 n ) with origin v, all pebble respecting automorphisms ofX(G 2 n ) fix all vertices in F (v). Hence, it does not matter on which vertex originating from v Spoiler places a pebble and we can simply say that Spoiler places a pebble on v.
A set of vertices of X(G 2 n ) (orX(G 2 n )) is called a wall if its origin is a separator of G 2 n , that is, a set of vertices whose removal separates the graph into at least two connected components. We say that Spoiler builds a wall, if the vertices covered by the pebbles form a wall. To avoid a quick win for Spoiler, Duplicator picks the bijection on her turn so that it is origin respecting. That is, Duplicator maps a vertexū to a vertexũ with the same origin. Our strategy for Duplicator in the bijective walk-pebble game described below has this property, too. Consequently, when asking whether the pebbles form a wall or not, it does not matter whether we consider the pebbles on X(G 2 n ) orX(G 2 n )). Since we will only consider origin respecting strategies, we will often simply think of the origins being pebbled.
Suppose now some vertices of G 2 n have been pebbled. A component of the graph G 2 n , w.r.t. the pebbled vertices, is an inclusion-wise maximal and nonempty set of base edges C satisfying the following property: For every two edges e 1 , e 2 ∈ C, there is a walk (v 1 , . . . , v j ) only using edges Intuitively, one can think of components as the parts of the graph G 2 n obtained by deleting only the vertices covered by pebbles, but not the edges incident to these vertices. This results in "dangling" edges in nontrivial components (edges, which were incident to only one vertex covered by a pebble) and edges not incident to any vertex forming the trivial components (edges, both endpoints of which where covered by a pebble).
We call a component C twisted, if there is a pebble respecting automorphism that moves the twist to an edge in C. If C is twisted, every pebble respecting automorphism moves the twist to an edge in C, i.e., a twisted component contains precisely the edges, to which Duplicator can move the twist with pebble respecting automorphisms.
With 3 pebbles Spoiler can build at most one wall and hence in the bijective 3-pebble game there are at most two nontrivial components. When a trivial component is twisted, Spoiler wins the game. To delay the win of Spoiler, Duplicator maintains a single twisted component, whose size only decreases by a constant per round.
C. Lower Bound for Walk Refinement
The situation changes in the bijective walk pebble game, since the game does not have a bound on the number of pebbles that are used. In the situation where more than two pebbles are placed on the graph, there can be many components (Spoiler may in particular cover every vertex and every edge). But, once she has to remove all but two pebbles, there can be at most one wall again. We describe a strategy of Duplicator with the following properties:
1) If the size of the twisted component is at most n − 2, its size reduces by at most 2 after one round. 2) If the size of the twisted component is greater than n − 2 (e.g. in the beginning of the game), the size of the twisted component is at least n − 4 after one round. Combining these properties, Spoiler needs at least Ω(n) rounds to win. Intuitively, the existence of such a strategy comes from the fact that in the bijective walk pebble game Duplicator needs to preserve adjacency and/or equality only for consecutive pebble pairs. This allows her to fix the twist locally, possibly introducing global inconsistencies but never introducing inconsistencies between consecutive pebble pairs. We describe a strategy how Duplicator can introduce these inconsistencies only on edges incident to a chosen base vertex.
Suppose we are in the bijective k-walk pebble game for an arbitrary k and we are in the state of the game in which only two pebble pairs are placed on the graphs. Assume that the pebbles are placed onū 1 andū 2 in X(G 2 n ) and onũ 1 andũ 2 inX(G 2 n ) respectively. We assume, justifying our notation, thatū i andũ i have the same origin for i ∈ {1, 2} and that Spoiler has not won the game already, i.e., the pebbles define an isomorphism between the subgraphs induced by the pebbled vertices.
Let v be a base vertex of degree 3 in the twisted component and e 1 and e 2 be two distinct base edges incident to v. We define a bijection f v e1,e2 :V k−1 →Ṽ k−1 as follows: First, pick a pebble respecting isomorphism ϕ ofX(G 2 n ) moving the twist to e 1 (it exists because v is in the twisted component). Let (w 1 , . . . ,w k−1 ) ∈V k−1 and set w 0 :=ū 1 andw k :=ū 2 . We define f v e1,e2 (w 1 , . . . ,w k−1 ) = (w 1 , . . . ,w k−1 ) entry-wise for i ∈ [k − 1] by the following case distinction:
1) If w i = v, we setw i := ϕ(w i ).
2) If w i = v, let j < i and > i be the unique indices such that w j = w j+1 = · · · = w i = · · · = w −1 = w . We pick an edge e incident to v by a second case distinction: a) If e 1 := {w j , w i } and e 2 := {w i , w } are distinct base edges, let e / ∈ {e 1 , e 2 } be the third base edge incident to v. b) Otherwise at least one of {w j , w i } and {w i , w } is not a base edge or {w j , w i } = {w i , w }. Hence, when passing through v at position i, the walk uses at most one base edge e incident to v. Let the edge e ∈ {e 1 , e 2 }\{e } be smallest one according to the fixed order of base edges incident with v. Finally, let ψ be the automorphism ofX(G 2 n ) such that ψ • ϕ moves the twist to e and ψ is the identity on all vertices apart from those in the gadget F (v) = F (w i ). We setw i := ψ(ϕ(w i )).
Lemma 23. The function f v e1,e2 is a bijection. Proof: The function f v e1,e2 maps a walk in X(G 2 n ) to a walk inX(G 2 n ) with the same origin. For two walks in X(G 2 n ) with the same origin, Duplicator chooses for each of the walks the same additional automorphisms ψ. Since ϕ and all chosen ψ are bijections, the map f v e1,e2 is a bijection. Lemma 24. If Duplicator chooses f v e1,e2 as bijection, then Spoiler does not win in the current round.
Proof: Assume Spoiler picks some (w 1 , . . . ,w k−1 ) and f v e1,e2 (w 1 , . . . ,w k−1 ) = (w 1 , . . . ,w k−1 ). Then the p i pebbles are placed on thew i and the q i pebbles are placed on thẽ w i . We setw 0 :=ū 1 ,w 0 := ϕ(ū 1 ) and likewisew k :=ū 2 andw k = ϕ(ū 2 ). Note thatw 0 andw 0 are covered by the first pebble pair andw k andw k by the last one because ϕ w v v e 1 e 2 e 3 G 1 G 2 Figure 3 . The situation in Lemma 25: dashed edges may exist but not have to and the two subgraphs G 1 and G 2 are indicated by dotted lines. The isomorphism ϕ moves the twist to e 1 .
was chosen pebble respecting. Suppose i ∈ {0, . . . , k − 1}. To show that Spoiler does not win in this round, we show that the i-th and (i + 1)-th pebble pair define an isomorphism between the subgraphs of X(G 2 n ) andX(G 2 n ) induced by the vertices covered by the i-th and (i + 1)-th pebble pair.
• Supposew i andw i+1 do no originate from v and thus
Then {w i ,w i+1 } in particular does not originate from e 1 and hence by the choice of ϕ the pebbles define an isomorphism of the induced subgraphs. • Supposew i andw i+1 both originate from v. In this casew i = ψ(ϕ(w i )) andw i+1 = ψ(ϕ(w i+1 )) for some automorphism ψ. Because both ϕ and ψ are bijections and inside a gadget there are no edges, the pebbles define an isomorphism. • Lastly, supposew i originates from v butw i+1 does not.
In this casew i = ψ(ϕ(w i )) andw i+1 = ϕ(w i+1 ) for another automorphism ψ such that ψ • ϕ moves the twist to an edge other than {v, w i+1 }. Therefore {w i ,w i+1 } ∈Ē holds if and only if {ψ(ϕ(w i )), ψ(ϕ(w i+1 ))} = {w i ,w i+1 } ∈ ϕ(Ẽ). Recall that ψ was chosen constant on all vertices apart F (v) and thusw i+1 = ϕ(w i+1 ) = ψ(ϕ(w i+1 )). The case wherew i+1 originates from v butw i does not is symmetric.
Lemma 25. Let e 1 = {v, w} and e 2 = {v, v } be base edges, v = w, and {v, v } be a separator of G 2 n separating G 2 n into two subgraphs G 1 and G 2 . Assume that w is contained in G 1 and that G 2 has vertices.
If Duplicator chooses f v e1,e2 as bijection, Spoiler pebbles two corresponding walks and then removes all pebble pairs apart from two consecutive ones, then the new twisted component has size at least min{ , 2n − − 2}.
Proof: The situation of the lemma is shown in Figure 3 . If G 2 contains vertices, then G 1 contains := 2n − − 1 vertices. We first note that if there is no wall, the twisted component has size 2n − 1. In the case of a wall, we make the following case distinction:
• The vertex v is not covered by a pebble. Then ϕ is still a pebble respecting automorphism moving the twist to e 1 and thus v is in the twisted component. It has size at least min{ , } + 1. In the construction of f v e1,e2 the automorphism ψ is chosen such that the twist is moved to e 1 or e 2 . If u is in G 1 , the twisted component has size + 1 if the twist was moved to e 2 and size − 1 is the twist was moved to e 1 . Otherwise u is in G 2 . Since the twist can be moved to e 1 or e 2 , the twisted component has size + 1.
Theorem 26. For every k ≥ 2 and n ≥ 3 Duplicator has a strategy in the bijective k-walk pebble game played on the graphs X(G 2 n ) andX(G 2 n ) such that Spoiler wins in Ω(n) rounds at the earliest.
Proof: We show that Duplicator has a strategy such that after m rounds the twisted component of G 2 n is of size at least n − 2(m + 1) and Spoiler can win only if its size is at most 2.
Assume that after m rounds the twisted component has size at least n − 2(m + 1) > 2, that there are only two pebbles on the graphs, and its Duplicator's turn to pick a bijection. There are two cases: • The twisted component has size greater than n − 2. Let {u 1 , u 2 } be a base edge and a separator of G 2 n separating G 2 n into two subgraphs containing at least n − 2 vertices and let u 1 have a neighbor of degree 3 in the twisted component. Such a separator exists because the size of the twisted component is greater than n − 2. Duplicator proceeds with this choice of u 1 , u 2 , and v as in the case before 1 . After the current round, the twisted component has size at least n − 4. With Lemmas 14 and 15 we obtain the following corollaries:
Corollary 27. A walk counting logic formula distinguishing X(G 2 n ) andX(G 2 n ) has quantifier depth Ω(n). Corollary 28. Walk refinement distinguishes X(G 2 n ) and X(G 2 n ) in Ω(n) iterations. In particular, walk refinement stabilizes on X(G 2 n ) as well asX(G 2 n ) in Ω(n) iterations. Recall that X(G 2 n ) andX(G 2 n ) have Θ(n) vertices, so both corollaries give bounds that are linear in the number of vertices.
We want to remark that 4 pebble pairs already suffice for Spoiler to reduce the size of the twisted component by 2 in each round: Spoiler places the pebbles always on four vertices originating from a 4-cycle starting in the middle of the graph. Then she moves two of them so that together the 4 pebbles cover a 4-cycle that shares an edge with the 4-cycle of the previous round. Overall, this strategy requires n/2 + 1 rounds if n is even and (n + 1)/2 + 1 rounds otherwise. In particular, 4-walk refinement has the same iteration number as walk-refinement on these graphs. Nevertheless, after only one iteration, n-walk refinement distinguishes vertices of different gadgets, but 4-walk refinement does not.
With only 3 pebble pairs the size reduces by at most one per iteration (as already shown in [3] ).
IX. CONCLUSION
We showed that the 2-dimensional Weisfeiler-Leman refinement stabilizes an n-vertex graph after O(n log n) iterations. Hence in the counting logic C 3 we only require a quantifier depth of O(n log n). This matches the best known lower bound of the form Ω(n) up to a logarithmic factor. Thus the question remains what the precise bound is, and whether the iteration number can be superlinear. At least for the walk refinement we have now matching linear lower and upper bounds.
It remains also an open problem whether our techniques can be applied to counting first order logic with more than three variables (equivalently higher dimensional Weisfeiler-Leman refinement) or to three variable first order logic without counting.
For all of these mentioned avenues of investigation it could be interesting to find a combinatorial argument for the O(n) bound for walk refinement. Finally, we also introduced walk counting logic and the bijective walk pebble game and studying these remains as future work.
