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Abstract
The extensive analysis of the dynamics of relativistic spinning par-
ticles is presented. Using the coadjoint orbits method the Hamiltonian
dynamics is explicitly described. The main technical tool is the factor-
ization of general Lorentz transformation into pure boost and rotation.
The equivalent constrained dynamics on Poincare group (viewed as con-
figuration space) is derived and complete classification of constraints is
performed. It is shown that the first class constraints generate local sym-
metry corresponding to the stability subgroup of some point on coadjoint
orbit. The Dirac brackets for second class constraints are computed. Fi-
nally, canonical quantization is performed leading to infinitesimal form
of irreducible representations of Poincare group.
I Introduction
The notion of relativistic spinning particles has attracted much atten-
tion; a considerable number of papers has been devoted to their descrip-
tion, both on classical and quantum levels. The relevant theories are
based on two pillars: the idea of spin as internal angular momentum
and the relativistic invariance, i.e. Poincare symmetry.
∗krzysztof.andrzejewski@uni.lodz.pl
†cezary.gonera@uni.lodz.pl
‡joanna.gonera@uni.lodz.pl
§piotr.kosinski@uni.lodz.pl
¶pawel.maslanka@uni.lodz.pl
1
Spin is a peer of modern quantum theory. In attempt to understand
its origin various classical models have been proposed [1]-[9]; for review
see [10]-[12]. The underlying ideas have been extended and further de-
veloped in a number of more recent papers [13], [14]. Besides these
models utilizing commuting variables a separate class of models also ex-
ists which uses Grassman variables to describe spin degrees of freedom
[15]-[19].
Instead of constructing (semi)phenomenological models of spinning
particle one can start with the idea of Poincare invariance as the basic
principle. Then by the classical model of spinning particle we mean
the Hamiltonian dynamical system with Poincare group acting through
canonical symmetry transformations on the relevant phase space. We
assume also that the action of Poincare group is transitive; this can be
viewed as the classical counterpart of irreducibility condition in quantum
theory. The emerging possibilities are classified with the help of the
orbit method [20]-[26] which provides the efficient tool for constructing
the relevant Hamiltonian systems. A number of authors follow this
approach in describing, both on classical and quantum levels, various
dynamical systems exhibiting symmetries [19], [27]-[30]. In particular,
the coadjoint orbits method has been discussed in more detail in [23],
[24], [31]-[33] (see also a nice paper [34] where similar methods are used
in the study of geometrical spinoptics). Related approach, utilizing the
dynamics defined directly on Poincare group, has been proposed in [35]-
[40].
In the present paper we provide the complete description of spinning
particle within the framework of coadjoint orbit method. Our starting
point is the explicit decomposition of general Lorentz transformation
into pure boost and rotation [41]. This allows us to introduce a conve-
nient parametrization of coadjoint orbit describing the massive particles
(similar construction for massless particles has been given in [42]). The
resulting Hamiltonian system is described explicitly in terms of this
parametrization. Then we construct the Poincare invariant dynamics
on Poincare group as configuration space. As compared with direct ap-
proach based on coadjoint orbits it contains some redundant variables
resulting in additional gauge symmetry based on stability subgroup of
canonical point on coadjoint orbit. We present the complete analysis of
the resulting constraints of first and second class. We show also how the
resulting formalism leads to Wiegmann [19] parametrization (see also
[33]). Finally, the explicit quantization procedure leading to standard
form of Poincare generators is described.
In the forthcoming paper the relation of our formalism to the theory
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of relativistic symmetric top [35] will be studied.
The paper is organized as follows. In Sec. II some basic facts con-
cerning Lorentz and Poincare groups are reminded, mainly in order to
fix the notation. Sec. III is devoted to the description of coadjoint or-
bits of Poincare group corresponding to massive particles. The canonical
(Darboux) variables on coadjoint orbit are introduced and the resulting
Hamiltonian dynamics is described in detail. In Sec. IV the invariant
dynamics on Poincare group is constructed and analysed. Sec. V is
devoted to the detailed analysis of the Hamiltonian form of dynamics
introduced in Sec. IV. The structure of constraints is exhibited and the
relevant Dirac brackets computed. The gauge symmetry generated by
two first class constraints is shown to be related to the stability sub-
group of some point on coadjoint orbit. In Sec. VI some generalization
of action functional is described. It is also shown that the elegant de-
scription based on Pauli-Lubanski fourvector results immediately from
the formalism discussed in the paper. Sec. VII is devoted to the quan-
tization procedure leading to the unitary irreducible representations of
Poincare group. Finally, Sec. VIII contains short summary. In the Ap-
pendix we remind theWigner construction of representations of Poincare
group which is the global counterpart of the structure derived in Sec.
VII.
II Lorentz and Poincare groups
We remind here some basic facts concerning Lorentz and Poincare groups.
Let ηµν be the metric tensor (we adopt the convention ηµν = diag(+ −
−−)); Lorentz group consists of four by four matrices Λ obeying
ηµνΛ
µ
αΛ
ν
β = ηαβ ; (1)
we restrict ourselves to the proper Lorentz transformations, detΛ = 1,
Λ00 > 1. Infinitesimally,
Λµν = δ
µ
ν + λ
µ
ν , λµν = −λνµ (2)
The generators of Lorentz group are represented by the matrices
Mµν = −Mνµ obeying
Λαβ = δ
α
β −
i
2
λµν(Mµν)
α
β (3)
By virtue of eqs. (2) and (3) one finds
(Mµν)
α
β = i(δ
α
µgνβ − δ
α
ν gµβ) (4)
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Poincare group is obtained by supplementing the Lorentz transforma-
tions with translations represented by fourvectors aµ, g ≡ (Λ, a). The
composition law reads
(Λ, a) · (Λ′, a′) = (ΛΛ′,Λa′ + a) (5)
while the inverse is given by
(Λ, a)−1 = (Λ−1,−Λ−1a) (6)
An infinitesimal element of Poincare group can be written as
g = 1 + iǫµPµ −
i
2
λµνMµν ; (7)
here Pµ and Mµν are understood as abstract elements of Poincare Lie
algebra. Eqs. (5) and (7) imply the following commutation rules defining
this algebra:
[Mµν, Pα] = i(ηναPµ − ηµαPν) (8)
[Mµν,Mαβ] = i(ηµβMνα + ηναMµβ − ηµαMνβ − ηνβMµα) (9)
[Pµ, Pν] = 0 (10)
Poincare algebra admits two independent Casimir operators, mass
squared
M2 ≡ P µPµ (11)
and the square of Pauli-Lubanski fourvector,
W 2 ≡W µWµ , W
µ ≡
1
2
ǫµναβPνMαβ (12)
The adjoint action of Poincare group on its Lie algebra reads
(
g ≡
(Λ, a)
)
:
gPµg
−1 = ΛνµPν (13)
gMµνg
−1 = ΛαµΛ
β
νMαβ + (Λ
α
µΛ
β
ν − Λ
α
νΛ
β
µ)aβPα (14)
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III Coadjoint orbits and phase space for
massive particles
We shall consider Hamiltonian dynamics invariant under the action of
Poincare group. It is assumed that the latter acts transitively on the
phase space; such a system may be viewed as elementary. The Hamilto-
nian dynamics is constructed using the coadjoint orbits method [20]-[26].
We start with the space dual to the Poincare algebra. The relevant co-
ordinates, corresponding to the generators Pµ and Mµν , will be denoted
by ζµ and ζµν = −ζνµ, respectively.
We impose the Poisson structure implied by the Lie algebra commu-
tation rules
{ζµ, ζν} = 0 (15)
{ζµν, ζα} = ηναζµ − ηµαζν (16)
{ζµν, ζαβ} = ηµβζνα + ηναζµβ − ηµαζνβ − ηνβζµα (17)
It is invariant under the coadjoint action of Poincare group which reads
Ad∗(Λ,a)ζµ = Λ
ν
µ ζν (18)
Ad∗(Λ,a)ζµν = Λ
α
µ Λ
β
ν ζαβ − (Λ
α
µ aν − Λ
α
ν aµ)ζα (19)
There are two functionally independent invariants which correspond to
two Casimir operators and characterize the generic coadjoint orbits
m2 = ζµζµ (20)
−m2s2 = wµwµ , w
µ ≡
1
2
ǫµναβζνζαβ (21)
The components wµ obey the following Poisson commutation rules:
{wµ, ζν} = 0 (22)
{wµ, ζαβ} = δ
µ
αwβ − δ
µ
βwα (23)
{wµ, wν} = ǫµναβζαwβ (24)
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In what follows we consider the orbits corresponding to ζµζµ ≡ m
2 > 0;
it is also easy to see that ζ0 > 0 is an invariant condition which we
assume to hold true. Fixing the values of ζµζµ and w
µwµ we obtain
eightdimensional manifold which becomes our phase space; indeed, the
key point is that the Poisson structure [15]-[17], when restricted to an
orbit, becomes nondegenerate [20]-[26].
It is quite easy to find a simple canonical point on any orbit described
above. First note that by coadjoint action of Lorentz group one can put
ζµ in form
ζ
µ
= (m,~0) ; (25)
ζ
µ
is further left unchanged by any rotation. On the other hand, under
the rotation subgroup, ζij transforms as a second order antisymmetric
tensor. Puting
ζij = skǫkij (26)
we conclude that ~s is a threevector. By rotation it can be put in the
form ~s = (0, 0, s) (its magnitude is determined by the equation (21)).
Therefore,
ζ
ij
= sǫ3ij (27)
It remains to consider ζ0i. Eq. (19) implies the following transfor-
mation rule for ζ0i under Ad
∗
(1,a)
ζ ′0i = ζ0i −mai (28)
while leaving ζ
µ
and ζ
ij
invariant. Due to m 6= 0 we can put ζ0i = 0.
Summarizing, the canonical point on the orbit ζµζµ = m
2 > 0, ζ0 > 0,
can be chosen as
ζ
µ
= (m,~0) (29)
ζ
0i
= −ζ
i0
= 0 (30)
ζ
ij
= sǫ3ij (31)
The stability subgroup of the above canonical point is Gs = SO(2)× R
with SO(2) being rotations around third axis while R is the additive
group of time translations.
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The next step is the convenient parametrization of the orbit under
consideration (which is isomorphic to the coset space Poincare/Gs). To
this end we decompose the general Lorentz transformation into pure
boost and rotation (cf. [41])
Λ = L · R (32)
where
Lµ0 ≡ L
0
µ = Λ
µ
0 (33)
Lij ≡ δ
i
j −
Λi0Λ
0
j
1 + Λ00
(34)
Rµ0 = R
0
µ = δ
µ
0 (35)
Rij = Λ
i
j −
Λi0Λ
0
j
1 + Λ00
(36)
The rotation matrix can be further decomposed as follows
R = R˜ · R3 (37)
where R˜ is an element of the coset manifold SO(3)/SO(2) which is
the twodimensional sphere S2 consisting of directions of ~s while R3 is a
rotation around third axis. This decomposition is local because SO(3)
as the SO(2) bundle over S2 is nontrivial (Hopf) bundle. Concluding,
any element Λ of Lorentz group can be factorized as follows
Λ = L · R˜ · R3 (38)
Now, let us find the corresponding factorization of Poincare group. To
this end let z = (z0,~0), y = (0, ~y); consider any element (Λ, a) of Poin-
care group and write
(Λ, a) = (1, y)(L, 0)(R˜, 0)(R3, z) (39)
Using the multiplication rule (5) one finds
z0 =
a0
L00
(40)
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yi = ai −
Li0a
0
L00
(41)
Eqs. (39)-(41) define the parametrization of the Poincare group decom-
posed into the cosets with respect to the stability subgroup Gs.
The coadjoint action of Poincare group on the canonical point (ζ
µ
, ζ
µν
)
generates the relevant orbit. Therefore,
(ζµ, ζµν) = (Λ, a) ∗ (ζµ, ζµν) =
(
(1, y)(L, 0)(R˜, 0)
)
∗ (ζ
µ
, ζ
µν
) (42)
where star denotes coadjoint action. Using eqs. (18) and (19) and taking
into account that R˜ rotates spin to its actual direction we find
ζµ = mΛ
0
µ ≡ pµ (43)
ζ0i = −p0yi +
ǫijksjpk
m
(44)
ζij = −piyj + pjyi + skǫkij +
(piǫjlk − pjǫilk)slpk
m(m+ p0)
(45)
Eq. (45) is slightly complicated. However, by redefining
xi ≡ yi −
ǫilkslpk
m(m+ p0)
(46)
eqs. (44), (45) take the form
ζ0i = −p0xi +
ǫilkslpk
m+ p0
(47)
ζij = xipj − xjpi + skǫkij (48)
We have defined the parametrization of coadjoint orbit in terms of xi,
pi and si (obeying ~s
2 = s2). This is our eightdimensional phase space.
Now, we can find the relevant Poisson brackets using eqs. (15)-(17),
(43), (47) and (48). They read
{pi, pj} = 0 (49)
{xi, pj} = δij (50)
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{xi, xj} = 0 (51)
{xi, sj} = 0 = {pi, sj} (52)
{si, sj} = ǫijksk (53)
One can view xi, pi and si as coordinate, momentum and spin compo-
nents, respectively.
Now, ζµ and ζµν are the generators of Poincare transformations at t = 0.
In particular, ζ0 ≡ p0 generates time translations, i.e. it is the Hamilto-
nian of our system. The resulting canonical equations of motion read
dxi
dt
= {xi, p0} =
pi
p0
(54)
dpi
dt
= {pi, p0} = 0 (55)
dsi
dt
= {si, p0} = 0 (56)
The integrals of motion, corresponding to the initial values ζµ and
ζµν , read
ζµ(t) = ζµ (57)
ζij(t) = ζij (58)
ζ0i(t) = ζ0i + tζi (59)
In the Hamiltonian formalism they generate the Poincare transforma-
tions at the moment t. Consider the infinitesimal Lorentz transforma-
tion rule; it reads
δ(·) = {λµνζµν(t), (·)} (60)
Eqs. (49)-(53) and (58) imply the standard transformation rules under
space rotations (i.e. xi, pi and si form threevectors). On the other hand,
the Lorentz boosts get modified. Consider the transformation rule for
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coordinates. Let λ0i ≡ δvi denote the infinitesimal velocity. By virtue
of eq. (60) one finds
δxi = −tδvi + δvkxk
pi
p0
+
ǫilkslδvk
m+ p0
−
ǫklnδvkslpnpi
(m+ p0)2p0
(61)
The first term on the right hand side corresponds to the usual Lorentz
transformation; the second accounts for the change of time variable (one
should keep in mind that in the Hamiltonian formalism time variable is
kept fixed so we have to recompute everything back to initial time). The
remaining two terms represent spin dependent shift of the coordinate.
The existence of such a shift in the massive Dirac particles has been
noted in [43].
Similar results concerning the explicit description of coadjoint orbit
as the phase space describing relativistic dynamics have been obtained
in Ref [44]1.
IV Invariant dynamics
Alternatively, the dynamics of spinning relativistic particles may be for-
mulated using the manifold of Poincare group as configuration space
with Poincare symmetry acting through left (say) multiplication. Such
a description involves redundant variables since the coadjoint orbit is
only eightdimensional. As a result the relevant dynamics on Poincare
group should exhibit local symmetry under the right action of stability
subgroup Gs of the canonical point on coadjoint orbit.
Guided by the above intuitive argument we are looking for the action
functional invariant under the global action of Poincare group (acting
by the left multiplication) and local action of the stability subgroup
Gs (acting by the right multiplication). This can be easily achieved by
looking at the construction of Kirillov form [22]-[26], [33]. Consider the
left invariant one-form on Poincare group
g−1dg = (Λ−1dΛ,Λ−1da) (62)
By virtue of eq. (7) one can write
g−1dg = i(Λ−1da)µPµ −
i
2
(Λ−1dΛ)µνMµν (63)
1We are grateful to J. Varilly for bringing this reference to our attention.
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By replacing in the above formula (Pµ,Mµν) by the coordinates of the
canonical point, (ζ
µ
, ζ
µν
), one finds the relevant one-form
η = m(Λ−1da)0 −
s
2
ǫ3kl(Λ
−1dΛ)kl (64)
The action functional
S = −
∫
η = −
∫ (
mΛ 0µ a˙
µ −
s
2
ǫ3klΛ
k
µ Λ˙
µl
)
dτ , (65)
with τ being some invariant parameter (taken as an evolution parame-
ter), is invariant under global left Poincare group action and local right
Gs action (up to the boundary terms) [36]-[40], [33] (dot denotes differ-
entiation with respect to τ). The relevant Lagrangian takes the form:
L = −mΛ 0µ a˙
µ +
s
2
ǫ3klΛ
k
µ Λ˙
µl (66)
Let us compute the variation δS. To this end let us remind that Λµν are
not independent variables; they are constrained by eq. (1) which leaves
six independent variables. Let us define six independent variations as
[35]
δIµν ≡ ΛµρδΛ
νρ , δIµν = −δIνµ (67)
or
δΛµν = Λ να δI
αµ (68)
Using eqs. (67), (68) one finds the following expression for δS:
δS =−
τ1∫
τ0
[
1
2
(
m(Λ 0α a˙µ − Λ
0
µ a˙α)− sǫ3kl(Λ˙
l
µ Λ
k
α − Λ˙
l
α Λ
k
µ )δI
αµ
)
−mΛ˙ 0µ δa
µ
]
dτ − (mΛ 0µ δa
µ −
s
2
ǫ3klΛ
k
µ Λ
l
α δI
αµ
)∣∣∣∣∣
τ1
τ0
(69)
Assuming δaµ(τ1,2) = 0, δI
αµ(τ1,2) = 0 one obtains the equations of
motion:
mΛ˙ 0µ = 0 (70)
mΛ 0α a˙µ −mΛ
0
µ a˙α − sǫ3kl(Λ
k
α Λ˙
l
µ + Λ˙
k
α Λ
l
µ ) = 0 (71)
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Eqs. (70), (71) imply the following conservation laws
d
dτ
(mΛ 0µ ) = 0 (72)
d
dτ
(mΛ 0α aµ −mΛ
0
µ aα − sǫ3klΛ
k
α Λ
l
µ ) = 0 (73)
Eqs. (70), (71) may be simplified as follows. Multiplying eq. (71) by
Λµ0 and using (70) one finds
m
daα
dτ
= m(a˙µΛ
µ
0)Λ
0
α (74)
Inserting this back to eq. (71) yields
d
dτ
(sǫ3klΛ
k
µ Λ
l
ν ) = 0 (75)
One can view eqs. (70), (74), (75) as the final form of equations of
motion.
The conservation laws (72), (73) result from global Poincare symme-
try. Indeed, the infinitesimal Poincare transformations read
(Λ, a)→ (1 + λ, ǫ)(Λ, a) = (Λ + λΛ, a+ λa+ ǫ) (76)
or, explicitly
δΛµν = λ
µ
αΛ
α
ν
δaµ = λµνa
ν + ǫµ , λµν = −λνµ (77)
By virtue of eq. (69) one concludes that mΛ 0µ and mΛ
0
α aµ−mΛ
0
µ aα−
sǫ3klΛ
k
α Λ
l
µ are conserved on-shell, in accordance with eqs. (72), (73).
Consider now the right local action of the stability subgroup Gs =
SO(2)× R. It reads
(Λ, a)(1 + δR, ǫ) = (Λ + ΛδR, a + Λǫ) (78)
where
ǫ = (ǫ0(τ),~0) (79)
while
δRµν = λ(τ)(δ
µ
1 δ
2
ν − δ
µ
2 δ
1
ν) (80)
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is the rotation around third axis by an infinitesimal angle λ(τ). Com-
bining these equations with eq. (69) one concludes that no nontrivial
conservation laws are obtained if we put ǫ0(τ) = ǫ0 ≡ const, λ(τ) =
λ ≡ const. This agrees with the general form of second Noether theo-
rem when applied to our particular situation. However, Gs is the local
symmetry so it implies some Bianchi identities. They read
Λµ0
d
dτ
(mΛ 0µ ) ≡ 0 (81)
(Λµ1Λ
ν
2 − Λ
µ
2Λ
ν
1)
(
mΛ 0ν a˙µ −mΛ
0
µ a˙ν − sǫ3kl(Λ˙
l
µ Λ
k
ν + Λ
l
µ Λ˙
k
ν )
)
≡ 0
(82)
for R and SO(2) components of Gs, respectively; both eqs. (81) and
(82) are identities valid of-shell.
It is not difficult to show that our equations of motion agree with
those derived in previous section. The relevant variables defined in Sec.
III are xi, pi and si. Eqs. (43) and (70) imply
dpµ
dτ
= 0 (83)
which is invariant under arbitrary τ reparametrization yielding (55) if τ
is chosen to be physical time (see also below).
Note further that eq. (74) can be rewritten as
daµ
dτ
=
pµpν
m2
daν
dτ
(84)
It is invariant under the local translations belonging to the stability
subgroup (cf. eq. (78)):
pµ → p
′
µ = pµ (85)
aµ → a′µ = aµ + Λµ0ǫ
0(τ) = aµ +
pµ
m
ǫ0(τ) (86)
with ǫ0(τ) being an arbitrary function of τ . Choosing the gauge a0 = τ
one finds from eq. (84)
1 =
p0pν
m2
daν
da0
(87)
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and, consequently
dai
da0
=
pi
p0
(88)
Combining eqs. (41) and (46) we find that
xi = ai −
pia0
p0
−
ǫilkslpk
m(m+ p0)
(89)
We shall show below that si are constant along trajectories. By
virtue of eq. (84) we find
dxi
dτ
= 0 (90)
so, identifying aµ with Minkowski space-time coordinates we find that
xi is, basically, the initial value, at a
0 = 0, of the coordinate ai. Then
xi(t) is the initial value of ai at a
0 = t. Therefore,
xi(t) = ai(a0)−
pi
p0
(a0 − t) (91)
which implies eq. (54).
We have related the gauge-invariant (with Gs as gauge group) com-
binations of aµ and Λµ0 to xi, pi and si. The gauge invariant combi-
nations of the orthogonal matrix R (cf. eqs. (35), (36)) belong to the
coset manifold SO(3)/SO(2), i.e. they are expressible in terms of spin
variables si which parametrize the two-sphere ~s
2 = s2. In order to find
the equation of motion for si we start with eq. (75). Inserting there the
decomposition (32) and keeping in mind that Lµν are constant elements
of invertible matrix we find
d
dτ
(sǫ3klR
k
m R
l
n ) = 0 (92)
However, by construction
sǫ3klR
k
m R
l
n = sǫkmnR
3
k ≡ ǫkmnsk (93)
so that
dsk
dτ
= 0 (94)
again in agreement with eq. (56).
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In the following section we describe the Hamiltonian formalism. The
latter takes simpler form if we first reformulate slightly the Lagrangian
approach. To this end assume we have solved explicitly the constraints
(1) and expressed Λµν in terms of six independent parameters φ
a, a =
1, ..., b. Let us define [35]
a µνa ≡ Λ
µ
β
∂Λβν
∂φa
, a µνa = −a
νµ
a ; (95)
a µνa , considered as six by six matrix, is invertible because it relates two
sets of six independent variables. Therefore, one can define its inverse
by
a µνa b
αβ
a = g
µαgνβ − gµβgνα (96)
a µνa bbµν = 2δab (97)
In terms of independent variables, aµ, φa, our Lagrangian reads
L = −mΛ 0µ (φ)a˙
µ +
s
2
ǫ3kla
kl
a (φ)φ˙
a (98)
and the equations of motion for φa take the form
∂L
∂φa
−
d
dτ
(
∂L
∂φ˙a
)
= 0 (99)
or
mΛµβa
β0
a a˙
µ +
s
2
ǫ3kl(a
l
aβ a
βk
b − a
l
bβ a
βk
a )φ˙
b = 0 (100)
Multiplying by ΛαρΛµσb
ρσ
a one obtains eq. (71).
V Hamiltonian formalism
Our starting point is the Lagrangian (98). The generalized momenta
read
Pµ ≡
∂L
∂a˙µ
= −mΛ 0µ (101)
πa ≡
∂L
∂φ˙a
=
s
2
ǫ3kla
kl
a ; (102)
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note that the definition of Pµ differs by a sign from the one used in
previous sections.
Eqs. (101), (102) imply two kinds of primary constraints
Ψ˜1µ ≡ Pµ +mΛ
0
µ ≈ 0 (103)
Ψ˜2a ≡ πa −
s
2
ǫ3kla
kl
a ≈ 0 (104)
Due to the reparametrization invariance the Hamiltonian consists of
the constraints only
H ≡ πaφ˙
a + pµa˙
µ − L+ uµΨ˜1µ + v
aΨ˜2a = u
µΨ˜1µ + v
aΨ˜2a (105)
where uµ and va are the relevant Lagrange multipliers. The canonical
Poisson brackets read
{φa, πb} = δ
a
b (106)
{aµ, Pν} = δ
µ
ν (107)
with all remaining brackets vanishing with the Hamiltonian being com-
bination of primary constraints there are no secondary constraints. In
fact, the consistency conditions read
˙˜
Ψ1µ = {Ψ˜1µ, H} ≈ 0 (108)
˙˜
Ψ2a = {Ψ˜2a, H} ≈ 0 (109)
or, explicitly,
Λµβv
aa β0a ≈ 0 (110)
muµΛµβa
β0
a + sv
bǫ3kla
kβ
a a
l
bβ ≈ 0 (111)
By multiplying eq. (111) by b ρ0a and using eqs. (96) and (110) one
obtains
uµΛµk ≈ 0 (112)
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which yields
uµ = uΛµ0 (113)
with u being new Lagrange multiplier. On the other hand, by multiply-
ing eq. (111) by b ρka and taking into account eq. (110) we get
vaa µνa = 0 , (µν) 6= (12)(21) (114)
The coefficients a µνa , µ < ν are independent so eqs. (114) provide
five equations for six unknowns va. Therefore, the general solution reads
va = vb 12a (115)
with v being again new Lagrange multiplier.
Eqs. (105), (113) and (115) allow us to write the final form of the
Hamiltonian (up to irrelevant terms):
H = uΛµ0Pµ + vb
12
a πa (116)
The resulting canonical equations of motion read:
a˙µ = {aµ, H} = uΛµ0 (117)
P˙µ = {Pµ, H} = 0 (118)
Λ˙αβ = {Λ
α
β, H} = v(Λ
α1δ2β − Λ
α2δ1β) (119)
π˙a = {πa, H} = −uPµΛ
µ
αa
α0
a − vπb
∂b 12b
∂φa
(120)
It is straightforward to check that the canonical equations (121)-
(124), together with the constraints
Pµ +mΛ
0
µ ≈ 0 (121)
πa −
s
2
ǫ3kla
kl
a ≈ 0 (122)
are equivalent to the Lagrange equations (70), (71). Only few remarks
are in order here. It is immediate to see that the Lagrange equations
follow from the Hamiltonian ones. To show the inverse implication note
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first that eq. (74) is equivalent to (117) upon the identification u =
Λµ0a˙µ. Eq. (70) implies (118) provided the constraint (121) is taken
into account. It remains to show that the eqs. (119), (120) result from
Lagrange equations. Eqs. (119), when written out explicitly, read
Λ˙µ0 = 0
Λ˙µ3 = 0
Λ˙µ1 = vΛ
µ
2
Λ˙µ2 = −vΛ
µ
1 (123)
First equation is already known to be valid. On the other hand, eq. (75)
implies
Λµ1Λν2 − Λµ2Λν1 ≡ dµν = const (124)
and, multiplying by Λν2 or Λν1:
Λµ1 = dµνΛν2 (125)
Λµ2 = −dµνΛν1 (126)
Differentiating (125) and (126) with respect to τ and using again (124)
we find that two last equations (123) are fulfilled provided v = −Λν1Λ˙ν2.
Finally, we have
Λ˙ νµ Λ
µ
3 + Λ
ν
µ Λ˙
µ
3 = 0 (127)
For ν = 0 this gives Λ 0µ Λ˙
µ
3 = 0; also Λ
3
µ Λ˙
µ
3 = 0. For ν = 1, 2 we use
two last equations (123) to find Λ 1,2µ Λ˙
µ
3 = 0; so, finally Λ
α
µ Λ˙
µ
3 = 0
yielding second equation (123).
Let us now analyse the structure of constraints. Inspired by the form
of general solution for Lagrange multipliers (113), (115) and the form of
Hamiltonian (116) we define new equivalent set of constrains
Ψ1µ ≡ Λ
ν
µΨ1ν = Λ
ν
µPν +mδ
0
µ (128)
Ψ
(µν)
2 ≡ b
µν
a Ψ2a = b
µν
a πa − sǫ3klg
µkgνl (129)
Then the Hamiltonian takes a particularly simple form
H = uΨ10 + vΨ
(12)
2 (130)
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It is straightforward to compute the Poisson brackets of new constraints:
{Ψ1µ,Ψ1ν} = 0 (131)
{Ψ1µ,Ψ
(ρσ)
2 } = δ
σ
µ(Ψ
ρ
1 −mδ
ρ
0)− δ
ρ
µ(Ψ
σ
1 −mδ
σ
0 )
≈ m(δρµδ
σ
0 − δ
σ
µδ
ρ
0) (132)
{Ψ
(µν)
2 ,Ψ
(ρσ)
2 } = g
µρΨ
(νσ)
2 − g
µσΨ
(νρ)
2 + g
νσΨ
(µρ)
2 − g
νρΨ
(µσ)
2
− sǫ3kl(g
µρgνlgσk − gνρgµlgσk − gµσgνlgρk + gνσgµlgρk)
≈ −sǫ3kl(g
µρgνlgσk − gνρgµlgσk − gµσgνlgρk + gνσgµlgρk)
(133)
All Poisson brackets become pure numbers on the constraint manifold.
By inspecting eqs. (131)-(133) we find that Ψ10 and Ψ
(12)
2 are first class
constraints; the remaining ones are of second class.
Ψ10 and Ψ
(12)
2 , being the first class primary constraints, generate gauge
transformations. Consider first Ψ10. One finds
δaµ = ǫ{aµ,Ψ10} = ǫΛ
µ
0 (134)
δΛµν = ǫ{Λ
µ
ν,Ψ10} = 0 (135)
On the other hand, Ψ
(12)
2 generates the following transformations
δaµ = λ{aµ,Ψ
(12)
2 } = 0 (136)
δΛµν = λ{Λ
µ
ν,Ψ
(12)
2 } = −λ(Λ
µ
1δ
2
ν − Λ
µ
2δ
1
ν) (137)
By comparying the above equations with (78)-(80) we conclude that the
first class constraints generate the action of gauge group Gs = SO(2)×
R. The reparametrization invariance is also a gauge symmetry. It is
properly encoded in the formalism by the property that the Hamiltonian
is a combination of first class constraints.
Let us note that the initial phase space is twentydimensional. We
have ten constraints Ψ1µ, Ψ
(µν)
2 and two gauge degrees of freedom which
leaves us with eightdimensional reduced phase space coinciding with the
dimension of coadjoint orbit.
The eight constraints of second kind, Ψ1i, Ψ
(0i)
2 , Ψ
(13)
2 , Ψ
(23)
2 , may be
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converted into strong equalities provided we replace the Poisson bracket
by Dirac one. This can be done following the standard prescription
yielding:
{A,B}D = {A,B} −
Σ
M2
ǫ3ij{A,Ψ1i}{Ψ1j, B}
+
1
M
(
{A,Ψ1i}{Ψ
(0i)
2 , B} − {A,Ψ
(0i)
2 }{Ψ1i, B}
)
−
1
Σ
ǫ3ij{A,Ψ
(i3)
2 }{Ψ
(j3)
2 , B} (138)
where
M ≡ Ψ10 −m (139)
Σ ≡ Ψ
(12)
2 + s (140)
In what follows we assume the generic case s 6= 0; s = 0 can be easily
dealt with separately. Note that we can use the first class constraints,
M = −m, Σ = s, only after all brackets have been already computed.
Using the general form (138) of Dirac bracket one computes the basic
brackets:
{aµ, aν}D =
Σ
M2
ǫ3ijΛ
µiΛνj (141)
{aµ,Λαβ}D =
1
M
(gµαδ0β − Λ
α
0Λ
µ
β) (142)
{Λµν,Λ
α
β}D =
1
Σ
ǫ3kl(Λ
µkδ3ν − Λ
µ3δkν )(Λ
αlδ3β − Λ
α3δlβ) (143)
Eqs. (141)-(143) provide the Poisson structure on the manifold of
Poincare group. Additionally, we have the gauge symmetry generated
by first class constraints which takes the following global form
a′µ = aµ + ǫΛµ0 (144)
Λ′µ1 = Λ
µ
1 cosλ+ Λ
µ
2 sinλ (145)
Λ′µ2 = −Λ
µ
1 sinλ+ Λ
µ
2 cosλ (146)
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with ǫ and λ being arbitrary parameters. Therefore, the manifold of
gauge invariant elements is eightdimensional. We can easily show that
it coincides with the coadjoint orbit described in Sec. III. To this end
let us remind the definitions of xi, pi and si. Let us stress that these
are definitions and not the constraints (in particular, note the
minus sign as compared with the definition in this section). We
have
pµ = mΛ
0
µ (147)
sk = sR
3
k = s
(
Λ 3k −
Λk0Λ
03
1 + Λ00
)
(148)
xk = ak −
Λ 0k a0
Λ 00
−
ǫklnslpn
m(m+ p0)
(149)
All these quantities are gauge invariant. Moreover, knowing pµ and
sk and using the normalization condition Λ
3
µ Λ
µ3 = −1 one can compute
Λµ0 and Λ
µ
3. Now, the gauge transformations (145), (146) describe the
rotations in the plane spanned by the fourvectors Λµ1, Λ
µ
2 (they are
fourvectors with respect to the left action of Lorentz group). Since Λµ1,
Λµ2 are normalized and orthogonal no nontrivial invariant can be formed;
only the orientation of the plane spanned by Λµ1, Λ
µ
2 is a gauge invariant
notion. However, the latter is determined by two orthogonal fourvectors
Λµ0 and Λ
µ
3. Finally, xk fixes the gauge invariant combinations of a
µ.
It is now straightforward to verify that the Dirac brackets of xi, si, pµ,
as defined by (147)-(149), coincide with Poisson brackets (49),(53).
Finally, let us study in some detail the issue of Poincare invariance.
We have found (cf. eqs. (72), (73)) the conserved quantities following
from Poincare symmetry. By virtue of eqs. (43), (47), (48) and (147)-
(149) we find
ζµ = mΛ
0
µ (150)
ζ0i = ma0Λ
0
i −maiΛ
0
0 + sǫ3klΛ
k
0 Λ
l
i (151)
ζij = maiΛ
0
j −majΛ
0
i + sǫ3klΛ
k
i Λ
l
j (152)
so that the generators of Poincare symmetry coincide with those found
previously within the coadjoint orbit method. Obviously, they are gauge
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invariant. Let us take more close look at their action on Poincare group
manifold. Consider first their action on translations. One has, by virtue
of eq. (142),
δaµ = ǫ
ν{aµ, ζν} = ǫ
ν{aµ, mΛ
0
ν } = ǫ
ν(gµν − Λ
0
µ Λ
0
ν ) (153)
or
δaµ = ǫµ − Λ
0
µ (ǫ
νΛ 0ν ) (154)
The above expression differs from standard form of translations,
δaµ = ǫµ. However, one has to take into account that the part of δa
µ
proportional to Λ 0µ is a pure gauge transformation (cf. eq. (134)). The
physically meaningful translation is obtained by subtracting the pure
gauge part. This is the content of eqs. (153), (154). This is well known
phenomenon; for example, in order to obtain the gauge invariant energy-
momentum tensor in Maxwell theory one has to consider translations
supplied with an appropriate gauge transformations.
Further, consider the Lorentz transformations of aµ. We find
δaρ = −
1
2
ωµν{aρ, ζµν}D =
1
2
ωµν
(
gµρaν − gνρaµ + Λ
0
ρ (aµΛ
0
ν − aνΛ
0
µ )
)
(155)
Again, although aµ is a four-vector, one has to subtract pure gauge
degree of freedom. In fact, for pure Lorentz transformation δaρ = ω
ρνaν ;
then we should subtract the gauge part: δaρ−Λ
0
ρ (Λ
0
ν δa
ν) which yields
finally
δaρ =
1
2
ωµν
(
gµρaν − gνρaµ + Λ
0
ρ (aµΛ
0
ν − aνΛ
0
µ )
)
(156)
in full agreement with eq. (155).
Finally, consider the transformation properties of Λαβ. One finds
from eq. (143)
δΛαβ = −
1
2
ωµν{Λαβ, ζµν}D =
= +
1
2
ωµν
(
δαµΛνβ − δ
α
νΛµβ + ǫ3klΛ
k
µ Λ
l
ν (Λ
α
1δ
2
β − Λ
α
2δ
1
β)
)
(157)
Also here we can understand the structure of eq. (157) in terms of
gauge symmetry. Under the left action of Lorentz group each column
Λαβ, α = 0, ..., 3, β-fixed, transforms as a four-vector. Again, one has
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to subtract gauge part of variation; it is not difficult to see that the
corrected transformation takes the form
δΛαβ = ω
ανΛνβ + ω
µνΛ 1µ Λ
2
ν (Λ
α
1δ
2
β − Λ
α
2δ
1
β) (158)
which agrees with eq. (157).
VI General action functional
The action functional (65) corresponds to a specific choice of the fixed
spin vector ~s = (0, 0, s). It may be generalized in a simple way by
redefining the dynamical variables Λµν multiplying them from the right
by a fixed rotation Rµν:
Λµν −→ Λ
′µ
ν
= ΛµαR
α
ν (159)
Than the action functional takes the form
S = −
∫ (
mΛ 0µ a˙
µ −
1
2
snǫnklΛ
k
µ Λ˙
µl
)
dτ (160)
with ~s being an arbitrary vector with |~s| = s.
Slightly different formulation can be also obtained as follows (cf. [19],
[33]). Let us define two fourvectors kµ, lµ as follows
kµ ≡ Λµ1
lµ ≡ Λµ2 (161)
They are obviously constrained by
k2 = −1 , l2 = −1 , k · l = 0 (162)
The gauge transformations (145), (146) read
k′µ = kµ cosλ+ lµ sinλ
l′µ = −kµ sinλ+ lµ cosλ (163)
As it has been already mentioned only the orientation of the plane
spanned by kµ and lµ has a gauge invariant meaning. It may be charac-
terized by choosing two fourvectors orthogonal both to kµ and lµ. One of
them is pµ = mΛ
0
µ while the remaining one can be chosen as orthogonal
also to pµ. Up to the sign and normalization we can take
nµ =
1
m
ǫµναβpνkαlβ (164)
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Then
n2 = −s2 , n · p = n · k = n · l = 0 (165)
and, actually
nµ = sΛµ3 = −sΛ
µ3 (166)
Now, the complete description of the relativistic spinning particle
can be given in terms of the fourvector nµ. Indeed, taking into ac-
count the normalization n2 = −1 and orthogonality n · p = 0 conditions
one concludes that nµ carries two gauge invariant degrees of freedom.
Together with three independent components of pµ and three gauge in-
variant combinations of aµ
′
s, aµ − p
µ
p0
a0, we find that the phase space
describing gauge invariant sector correctly reproduces the coadjoint or-
bit description.
Using eqs. (147)-(149) and (166) it is easy to express nµ in terms of pi
and si
n0 = −
skpk
m
ni = −si −
pipksk
m(m+ p0)
(167)
We conclude that nµ is proportional to the Pauli-Lubanski fourvector
nµ =
1
m
wµ (168)
VII Quantum theory
The classical dynamics described in the previous sections may be now
canonically quantized. The most convenient starting point is provided
by gauge invariant variables xi, pi and si, obeying the Poisson algebra
(49)-(53). Canonical quantization procedure, { , } → 1
i
[ , ], together
with Stone-von Neumann theorem and representation theory of SU(2)
algebra, yields the following form of basic operators
pˆi = pi · 1 (169)
xˆi =
(
+ i
∂
∂pi
−
ipi
2p 20
)
· 1+ iU(p)
∂U+(p)
∂pi
(170)
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sˆi = U(p)SiU
+(p) ; (171)
here {Si} are the matrices spanning some irreducible representation of
the SU(2) algebra, 1 is the corresponding unit matrix, U(p) are ar-
bitrary p-dependent unitary matrices belonging to this representation.
The scalar product is defined as follows
(f, g) =
∑
a
∫
d3~p
2p0
fa(~p)ga(~p) (172)
where fa(~p) are wave functions taking values in the relevant represen-
tation space of SU(2). Note that xˆi is basically a covariant derivative
corresponding to the trivial connection (this is in contrast with massless
case where the monopole bundle emerges, (cf. [45], [46]). In particular,
choosing U(p) ≡ 1 one obtains
xˆi = i
∂
∂pi
−
ipi
2p 20
(173)
sˆi = Si (174)
Using eqs. (47), (48) it is now easy to find the form of Lorentz gen-
erators. There appears an ordering problem in defining boosts (47); it
is, however, easily curable by making the simplest replacement p0xi →
1
2(p0xi + xip0) which preserves the relevant communication rules. This
yields, in our particular gauge (173), (174)
Mˆ0i ≡ ζˆ0i = ip0
∂
∂pi
+
ǫilkSlpk
m+ p0
(175)
Mˆij ≡ ζˆij = i
(
pj
∂
∂pi
− pi
∂
∂pj
)
+ ǫijkSk (176)
which coincides with the standard formulae (45).
It is also straightforward to check that the operator xˆi is the Newton-
Wigner coordinate operator [48]. Passing to the general form of basic
operators, eqs. (169)-(171), is equivalent to the replacement Mµν →
U(p)MµνU
+(p).
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VIII Summary
We have presented fairly complete description of the classical dynam-
ics of relativistic spinning particles based on the method of coadjoint
orbits. The main technical tool was the explicit decomposition of ar-
bitrary Lorentz matrix into the product of pure boost and rotation. A
coadjoint orbit is isomorphic to some coset manifold. This allows to
represent the Hamiltonian dynamics on such an orbit as constrained
dynamics on group manifold (viewed as configuration space) exhibiting
gauge symmetry related to the stability subgroup of some point on the
orbit. We have performed complete analysis of the constrained dynamics
on Poincare group showing its equivalence to the dynamics on coadjoint
orbit.
Due to the fact that all relevant dynamical variables are constructed
explicitly the quantization procedure can be performed immediately
leading to the explicit description of irreducible representations of Poin-
care group corresponding to massive particles. This yields the infinites-
imal version of Wigner’s procedure. In the Appendix we remind the
standard Wigner algorithm and indicate its relation to the findings of
Sec. VII.
In the forthcoming paper we will analyse, within the framework pre-
sented here, the model of relativistic spherical top proposed in the papers
of Hanson and Regge [35].
Appendix
We remind here the standard construction of unitary irreducible repre-
sentations of Poincare group which correspond to positive mass m and
spin s = 0, 12 , 1, ... . The space of states is spanned by the vectors |~p, σ〉,
~p ∈ R3, σ = −s, ..., s which form the complete orthonormal set,
s∑
σ=−s
∫
d3~p
2p0
|~p, σ ~p, σ| = 1 (177)
〈~p, σ|~p ′, σ′〉 = 2p0δ
(3)(~p− ~p ′)δσσ′ (178)
The relevant wave functions are given by
fσ(~p) ≡ 〈~p, σ|f〉 ; (179)
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then
(f, g) =
s∑
σ=−s
∫
d3~p
2p0
fσ(~p) gσ(~p) (180)
Let k = (m,~0) and let L(p) be a standard boost, i.e.
pµ = Lµν(p)k
ν = mLµ0(~p) (181)
We define the states |~p, σ〉 by
|~p, σ〉 ≡ U
(
L(p)
)
|k, σ〉 (182)
Due to
U(Λ, a) = U(a)U(Λ) (183)
it is sufficient to define separately the action of translations and Lorentz
group. The former reads
U(a)|~p, σ〉 = eia
µpµ|~p, σ〉 (184)
while the definition (182) leads to
U(Λ)|~p, σ〉 =
s∑
σ′=−s
Dσ′σ
(
R(p,Λ)
)
|Λp, σ′〉 (185)
with Dσ′σ(...) being spin s representation of SU(2) while
R(p,Λ) = L−1(Λp)ΛL(p) ∈ SO(3) (186)
is the so-called Wigner rotation. The corresponding transformation of
the wave functions takes the form
(
U(Λ)f
)
σ
(~p) =
s∑
σ′=−s
Dσσ′
(
R˜(p,Λ)
)
fσ′(Λ
−1p) (187)
with
R˜(p,Λ) = R−1(p,Λ−1) (188)
There is a freedom in the choice of basic vectors. To see this let us note
that eq. (181) does not define L(p) uniquely. Let R(~p) : R3 → SO(3)
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be an arbitrary (smooth) function; then L(p)R(~p) also obeys eq. (181).
Therefore, one can define a new basis
|~p, σ〉R ≡ U
(
L(p)
)
U
(
R(~p)
)
|k, σ〉 =
s∑
σ′=−s
Dσ′σ
(
R(p)
)
|~p, σ′〉 (189)
Then the modified transformation rule takes the form
U(Λ)|~p, σ〉R =
s∑
σ′=−s
Dσ′σ
(
R−1(Λp)R(p,Λ)R(p)
)
|Λp, σ′〉R (190)
The counterpart of eq. (189) for the wave function reads
fRσ (~p) = Dσσ′
(
R−1(p)
)
fσ′(p) (191)
leading to the modified transformation law
(
U(Λ)fR
)
σ
(~p) =
s∑
σ′=−s
Dσσ′
(
R−1(p)R˜(p,Λ)R(Λ−1p)
)
fRσ′(Λ
−1p) (192)
Once the global transformation laws are defined one can ask about
their infinitesimal form. To this end one puts Λµν = δ
µ
ν + ω
µ
ν and ex-
pands the transformation formulae to the first order in ω. In this way
the structure described in Sec. VII emerges.
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