Abstract-With the development of GPU's general computing power, hybrid systems composed of multi-core CPU and GPU are becoming more and more popular in data parallel applications. Because the performance of GPU is related to the magnitude of the load received, effective load allocation methods are very important for improving the performance of data parallel applications. The existing static load distribution methods fail to use the characteristics effectively -GPU performance changed with the load, causing the load unbalanced. Dynamic load distribution methods easily reduce the performance of the system due to the excessive synchronization and data transmission operation. In this paper, we propose a new workload partitioning algorithm, which takes advantage of the characteristics of GPU performance varying with the workload in off-line analysis stage, and uses the successive decreasing method to determine the optimal load allocation rati o between multi-core CPU and GPU. The effectiveness of the load allocation algorithm is verified on the remote sensing data set based on the median filtering algorithm.
I. INTRODUCTION
With the rapid development of the semiconductor technologies, a hybrid system which has a mult i-core processor and GPU is widely used in a modern computer system, which system has the potential to improve special application performance by using the GPU distinct hardware architecture [1] , [2] .
For ease use of GPU unique computing power, some low-level programming languages such as OpenCL [3] , CUDA [4] ,OpenMP4.5 [5] have been proposed. Data parallel application assumes that CPU and GPU are processing the same task whose data can be processed in parallel simultaneously. For a given data parallel application, the best performance of the application depends not only on the single processing unit in the system, but also on the cooperation among the processing units. So it is important to study the proper workload distribution between CPU and GPU to achieve load balance [6] . The performance of GPU varies with the workload, which makes a challenge to workload partitioning between CPU and GPU. We propose a method of workload partitioning based on the performance curve of GPU, which can effectively use the characteristics of GPU performance varying with the workload in off-line analysis stage, so as to determine the optimal partition proportion between CPU and GPU. We choose the image median filtering algorithm [7] as benchmark algorith m, and the result shows better effectiveness of the algorithm in remote sensing data sets.
The rest of the paper is organized as follows : Section 2 introduces the background and related works. Section 3 introduces the details of the proposed workload partitioning algorithm. Section 4 carries out the experiment and analyses of the experimental results. Section 5 draws the conclusion.
II. BACKGROUND AND RELATED WORK
In recent years, there are a lot of works on how to achieve load balance in CPU-GPU hybrid system. Qilin [8] use the pre-trained linear model to represent the performance of GPU for increasing workload. [9] uses functional performance model to solve the optimal distribution of the workload. Huang [10] uses the computation and communication overlapped through multi-stream concurrent technology to reduce the data transmission bottleneck between CPU and GPU. [11] adopt machine learn ing to determine the optimal partit ioning. [12] proposed a systematic approach by using modeling, profiling and prediction technique to solve workload partitioning. Tse [13] uses two basic scheduling policies, exponential incremental and linear incremental. For each time a processor requests a block of data, the schedulers increase the data blocks in an exponential or linear way. HDSS [14] hand out the data blocks in an exponential way in the adaptive phase, until the processing speed of each processing unit is relatively stable. In the execution stage, the remaining data blocks are allocated directly according to the relative execution speed of the adaptive stage. In [15] , a similar way was proposed, but it dynamically adjusts the proportion of the workload partition until proportion is similar at near two times. However the above work fails to utilities the characteristics of GPU performance varying with the load, may cause uneven load. We study the performance of GPU varies with the different load that it received as shown in Figure 1 .
The experimental environ ment is shown in Table 1 , and the experiment uses the first picture of the first data set. The X axis represents the percentage of the data allocated to GPU processing. In Figure 1 of image data processed in milliseconds, and the Y axis in Figure  1 (b) represents the acceleration ratio when dealing with the same size data with single core of CPU.
As we can see, the performance of GPU increased fast at the beginning of the curve, and then become almost invariable . Our new workload partition ing algorithm wh ich takes the characteristics of GPU performance va rying with the workload into account show better performance.
III. WORKLOAD PARTITIONING ALGORITHM BASED ON PERFORMANCE CURVE OF GPU
The workload partit ioning algorith m based on the performance curve of GPU determines the workload of each processor, which has two stages -the offline analysis and the execution.
For better description of the proposed workload partitioning algorith m, let  denotes the speedup for only GPU-the rat io between the processing time of CPU and the processing time of GPU when process the same data volu me, cg  denotes the speedup for CPU+GPU-the ratio between the processing time of CPU and the processing time of CPU + GPU. The algorithm of the offline analysis stage is as follows: First, introduce a formula for data partition assuming that the processing speed of CPU and GPU is a constant in the different workload. The total data volume is S , the data allocated to CPU and GPU are cpu S and gpu S . The optimal distribution is achieved when CPU and GPU work at the same time, then we can get cpu S as follows:
Equation (1) determines the amount of data that should be allocated to the CPU when the CPU and GPU processing speed are constant. Second, form figure 1 we know that the processing speed of GPU is basically stable only when a large amount of data is assigned to the GPU, so we assume that when the optimal distribution is achieved the data assigned to CPU and GPU respectively are Rcpu S 
Equation (2),  is an adjustment factor, used to adjust the size of the data assigned to the CPU with  . When the right and left of (4) is equal, the optimal distribution is achieved, thus the run time is the least and the acceleration ratio of the system is the largest, therefore, we need to determine the optimal value  in the off-line analysis stage.
We use cg   to determine whether  reaches the optimal value, this's because when the heterogeneous system composed of GPU and CPU achieve load balance the run time is the least, then  is 0.9, then run CPU+GPU mixture program (process the workload by CPU and GPU in parallel in Figure 2 ). On account of (2), the data is allocated to CPU, the rest to GPU, then make CPU and GPU run at the same time,
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and measure the operation time, calculate αcg. If the value of  is 0.9, then T1=αcg-α, and  is reduced by 0.1. If the value of  is not equal to 0.9, then T2=αcg-α, then T1 and T2 will be compared, if T1<T2,  is reduced by 0.1, then CPU+GPU mixture program is run until T1>T2. Thus, it's considered we get the best proportion of data distribution, and the off-line analysis stage is over.
Once the off-line analysis stage is over, we allocate the data to CPU according to (2) or only uses GPU at the execution stage.
IV. EXPERIMENT AND ANALYSIS

A. Experimental Environment and Implementation
The evaluation environment is listed in Table 1 . We chose OpenCV [16] to read color satellite remote sensing pictures in TIFF format. For each picture, we adopt three versions: CPU only (single thread), GPU only (using CUDA), and a hybrid version. The hybrid version has two scheduling strategies which are Qilin algorith m and workload partit ioning algorith m based on performance curve of GPU.
Qilin algorith m requires a pre-training period to develop a linear model of performance for increasing data. Just as the technique suggested, we have performed two runs, the initial being 5% of the total data, followed by 5% every time, then we get a specific linear model. Later, the workload is partitioned of each processing units bases on their linear model. We use Qilin 1, Qilin2, Qilin3 and Qilin4 to express that the number of the physical cores of CPU working with GPU are separately one core, two cores, three cores, and four cores. For workload partitioning algorithm based on performance curve of GPU, we consider the different number of physical cores of CPU as a whole and represent their results as 1*CPU+GPU, 2*CPU+GPU, 3*CPU+GPU and 4*CPU+GPU. E.g. in the two CPU physical cores participating the operation, we put the two physical cores as a whole, and each physical core processes the same amount of data in the offline, also when the data are distributed, and their results are expressed as 2*CPU+GPU.
B. Applications and Data
We use median filtering algorithm as a benchmark to evaluate workload partitioning algorithm based on performance curve of GPU. The median filtering algorithm is non-linear smoothing technique, which sets the gray value of each pixel in the image to the median of the gray values of all the pixels in a certain neighborhood of the point.
The data used in the experimental evaluation are derived fro m the 16bit color remote sensing images which was provided by Geospatial Data Cloud site, Computer Network Information Center, Chinese Academy of Sciences [17] . The specific remote sensing data come fro m the satellite of Landsat8 OLI-TIRS, and the administrative scope is Nanshan District, Shenzhen city, Guangdong Province, and the remote sensing image storage format is TIFF. According to the selected time range, our experimental data sets are divided into four groups, first sets of data are form January 1, 2015 to December 31, 2015, which label as LC81220442015291LGN00; second sets of data are fro m January 1, 2016 to October 31, 2016, which label as LC81220442016054LGN00; third sets of data are fro m November 1, 2016 to December 25, 2016, wh ich label as LC81220442016326LGN00; fourth sets of data are from January 1, 2017 to September 19, 2017, which label as LC81220442017120LGN00. The details of picture using are shown in Figure 3 .
C. Results and Analysis
For the effectiveness of the new workload partitioning algorithm, we use the four groups of data to test the new workload partitioning algorithm proposed in this paper. The experimental results are shown in Figure 4 , Figure 5 , Figure 6 , and Figure 6 , and Figure 7 , it can be seen that in comparison with the GPU version, the speedup ratio of hybrid version is larger, which meets the basic goal of load balance in the heterogeneous system. Under the same hardware configuration, the new workload partitioning algorithm can provide greater speedup ratio than Qilin algorithm. Th is is because the new load balance algorith m gradually reduces the data allocated to CPU in the off-line analysis stage until the difference between the speedup reaches the max, so as to get the best data allocation ratio. Th en the CPU and GPU execution time are appro ximately equal, which reduce the overall execution time and make the acceleration ratio reach the maximum.
V. CONCLUSIONS Hybrid systems composed of CPU and GPU are becoming more and more popular in high performance computing. Workload can be split and distributed to CPU and GPU to utilize them for data parallel co mputing, so it can improve the overall performance of the hybrid system. This paper introduced the workload partitioning algorithm based on performance curve of GPU which takes advantage of the characteristics of GPU performance varying with the load in off-line analysis stage. In addition, it uses the gradual decreasing method to determine the optimal data allocation proportion between processing units. Moreover, it verifies the effectiveness of the algorith m based on the image median filtering algorithm. The results show that the proposed workload part itioning algorith m can effect ively improve the processing efficiency of the data parallel applications.
