Multilayer switch networks are proposed as artificial generators of high-dimensional discrete data (e.g., binary vectors, categorical data, natural language, network log files, and discrete-valued time series). Unlike deconvolution networks which generate continuousvalued data and which consist of upsampling filters and reverse pooling layers, multilayer switch networks are composed of adaptive switches which model conditional distributions of discrete random variables. An interpretable, statistical framework is introduced for training these nonlinear networks based on a maximum-likelihood objective function. To learn network parameters, stochastic gradient descent is applied to the objective. This direct optimization is stable until convergence, and does not involve back-propagation over separate encoder and decoder networks, or adversarial training of dueling networks. While training remains tractable for moderately sized networks, Markov-chain Monte Carlo (MCMC) approximations of gradients are derived for deep networks which contain latent variables. The statistical framework is evaluated on synthetic data, highdimensional binary data of handwritten digits, and web-crawled natural language data. Aspects of the model's framework such as interpretability, computational complexity, and generalization ability are discussed.
Introduction
Several deep generative models have been proposed in the literature, including stacked Restricted Boltz- mann Machines (RBMs), pixel convolutional neural networks (pixel CNNs), recurrent neural networks (RNNs), variational auto-encoders (VAEs), and generative adversarial networks (GANs). Many generative models produce continuous-valued data such as images. The present paper establishes a statistical model for generating high-dimensional discrete data. To learn discrete distributions, higher-order multivariate and long-range dependencies must be modeled effectively. A smooth interpolation between discrete samples is not guaranteed. For this reason, we propose an adaptive switch, instead of a filter, as the fundamental element of a generative model.
Generative Modeling
RBMs: Discrete samples can be generated by latentvariable models such as RBMs using block Gibbs sampling. RBMs may be trained efficiently via contrastive divergence learning procedures (Hinton, 2002) . Although training more sophisticated multilayer RBMs is feasible (Salakhutdinov and Hinton, 2009) , most approaches do not result in simple statistical models. The log-likelihood, even for single-layer RBMs, must be approximated due to the intractability of the partition function (Tieleman, 2008) .
Pixel-CNNs, RNNs, Language Models: Several generative models of sequences involve optimizing convolutional filters via back-propagation of gradients. Pixel-CNNs are defined by filter transformations tailored for continuous-valued data (van den Oord et al., 2016) . To harness existing training methods for discrete-valued data, language models represent each word in a vocabulary by a real-valued embedding vector (Bengio et al., 2003; Jozefowicz et al., 2016; Shazeer et al., 2017) . Embedding vectors may not be applicable to all discrete distributions. Many language models also view the generation of data conditioned on past variables as a problem of prediction or classification. In the absence of log-likelihoods, perplexity scores and performance indicators from downstream tasks serve as standards for assessment.
Latent-Variable Models: VAEs and variational RNNs specify joint distributions over observed and latent variables (Kingma and Welling, 2014; Chung et al., 2015) . The posterior conditional density over latent variables is approximated using variational inference (Blei et al., 2017) . Training VAEs involves the optimization of both encoder and decoder networks, approximations such as the evidence lower bound (ELBO), and the reparameterization trick for gradients which usually implies continuous latent variables. VAEs have been modified to include discrete latent variables and components (van den Oord et al., 2017; Rolfe, 2017; Vahdat et al., 2018) .
GANs: Generative adversarial networks are optimized by adversarial training between a generator and a critic network (Goodfellow et al., 2014) . More stable variants have been devised, including the Wasserstein GAN (Salimans et al., 2016; Arjovsky et al., 2017) . Progressively-trained GANs have generated images with improved quality, resolution, and diversity (Karras et al., 2018) . Modifying GAN architectures for producing discrete data has yielded partial successes; e.g., the maximum-likelihood augmented GAN (Che et al., 2017 ) and boundary-seeking GAN (Hjelm et al., 2018) . Several theoretical questions regarding the generalization and equilibrium of GANs have been studied, including whether the trained distribution is close to the target, and whether mode collapse can be prevented (Arora et al., 2017; Arora et al., 2018) .
Deep Switch Networks
The present paper introduces nonlinear switching mechanisms as a means for learning discrete distributions. The switch model is simple, interpretable, and easily trained via a direct maximum-likelihood optimization. The training of deep switch networks which contain latent variables is feasible due to MCMC gradient approximations. We note that highway networks (Srivastava et al., 2015; Zilly et al., 2017) , and maxout networks (Goodfellow et al., 2013) contain network elements similar to adaptive switches. However, to the best of our knowledge, deep switch networks have not been studied previously for generative modeling of discrete data.
Modeling Discrete Distributions
The joint distribution of a vector of discrete random variables X [1:n] ≡ [X 1 , X 2 , . . . , X n ]
T can be decomposed into conditional distributions via the chain rule, p X k+1 |X [1:k] x k+1 x [1:k] . (1) Modeling the joint distribution in (1) implies modeling successive conditional distributions. Each conditional distribution captures higher-order interactions between random variables.
Limitations of Sigmoid Functions
A parametric model for each conditional distribution in (1) could be the logistic or sigmoid function. However, this model is too simplistic. Consider the following elementary example. Let {X 1 , X 2 } denote two independent Bernoulli (1/2) random variables. Let X 3 = X 1 ⊕ X 2 denote a third binary random variable, which introduces higher-order dependencies. The XOR operation ⊕ represents addition modulus 2. Consider a parametric model for the conditional distribution p X3|X1,X2 (x 3 |x 1 , x 2 ), p X3|X1,X2 (1|x 1 , x 2 ) = σ(w 1 x 1 + w 2 x 2 + b).
For this specific example, if parameters {w 1 , w 2 , b} are learned via maximum-likelihood estimation, it is impossible to achieve a likelihood greater than 1/2.
To see this, note that the logistic form of (2) represents a linear separator in R 2 in a probabilistic sense (Figure 1) . The half-plane w 1 x 1 + w 2 x 2 + b > 0 represents points (x 1 , x 2 ) that are more likely to generate the event X 3 = 1, and the half-plane w 1 x 1 + w 2 x 2 + b < 0 represents points (x 1 , x 2 ) that are more likely to generate the event X 3 = 0. In order to model the deterministic function X 3 = X 1 ⊕ X 2 correctly, the linear separator must partition the space of integral lattice points {(0, 0), (1, 1), (1, 0), (0, 1)} correctly. Illustrated in blue, lattice points {(0, 0), (1, 1)} should imply a higher likelihood of generating the event X 3 = 0. Illustrated in red, lattice points {(1, 0), (0, 1)} should imply a higher likelihood of generating the event X 3 = 1. However, no linear separator in R 2 is able to differentiate between the blue and red sets of lattice points.
We note that the insufficiency of a single linear separator has been observed for binary logistic regression for classification tasks, thereby motivating the use of deep neural networks. However, the context of our analysis is the statistical modeling of discrete distributions, by maximizing the likelihood of the data given the model.
A Nonlinear, Adaptive Switch
We construct a statistical model which utilizes a nonlinear, adaptive switch. This model is designed to be simple enough to train efficiently. For the example of Figure 1 , consider two linear separators in R 2 . Let Y j , j ∈ {1, 2}, denote two binary random variables. Their conditional distributions are specified as follows:
p Yj |X1,X2 (1|x 1 , x 2 ) = σ w Let {X 1 , X 2 } denote two independent Bernoulli(1/2) random variables, and let X 3 = X 1 ⊕ X 2 . Towards the goal of modeling the joint distribution of {X 1 , X 2 , X 3 }, we model the conditional distribution p X3|X1,X2 (x 3 |x 1 , x 2 ). (a) If the conditional is modeled by a single logistic function, the corresponding linear separator partitions R 2 into two half-planes. Accurate modeling requires distinguishing the set of red points from the set of blue points, which is impossible with a linear separator (Section 2.1). (b) An adaptive switch is optimal for generative modeling. For this specific example, the adaptive switch itself is modeled as a linear separator, α 1 x 1 + α 2 x 2 + β = 0 (orange dashed line). Subject to the input configuration (x 1 , x 2 ) ∈ R 2 , the switch separates left and right half-planes of R 2 , and subsequently selects one of two linear separators (black lines) to correctly distinguish between the upper and lower lattice points (Section 2.2).
Auxiliary variables Y j have corresponding linear separators in R 2 which depend on the input configuration (x 1 , x 2 ). By selecting either Y 1 or Y 2 based on the input configuration (x 1 , x 2 ), it is possible to significantly improve the modeling of p X3|X1,X2 (x 3 |x 1 , x 2 ). More precisely, consider a discrete (non-binary) random variable Z taking values in {1, 2}, which represents an adaptive switch. The switch also depends on the input configuration (x 1 , x 2 ). This switch can itself be modeled by a logistic function 1 as follows:
An adaptive switch improves upon the limited sigmoid function of (2), and models the target conditional distribution as follows,
This switch can achieve a maximum likelihood of nearly 1 after stochastic gradient optimization. As illustrated in Figure 1 , there exist three separator lines for this adaptive switch. The slanted black lines indicate the two separators for Y j , j ∈ {1, 2}, and the dashed orange line indicates the separator for the switch variable Z. A likelihood of nearly 1 is obtained as a result of the switch variable Z correctly distinguishing between the two half-planes corresponding to X 1 = 0 and X 1 = 1. Within each half-plane, the slanted black lines correctly distinguish between the upper and lower integral lattice points.
Network Architecture
The example of Section 2.2 can be generalized to include switching between multiple linear separators in high-dimensional spaces. Experiments show that the adaptive switch is sufficient for non-trivial representation of discrete data. Furthermore, we devise deep network architectures for learning high-dimensional discrete distributions. Deep switch networks exhibit an improved performance in generative modeling compared to single-layer networks.
Single-layer Networks
To model the distribution of X k+1 conditioned on X [1:k] , we define m binary auxiliary random variables
m . The conditional distribution of these auxiliary random variables is specified in parametric 
Each auxiliary variable represents a linear separator in the probabilistic sense as discussed in Section 2.2. A single-layer switch network chooses between these m linear separators in high-dimensional space, thereby partitioning sets of integral lattice points. In (3), θ
signifies all model parameters for the k-th conditional distribution. The number of parameters to learn for m auxiliary variables for the k-th conditional is O(mk). Specifically, these parameters are
Since 0 ≤ k ≤ n − 1 for all conditionals, the total number of parameters is O(mn 2 ). For m a constant, we note that this complexity in parameters to learn is similar to that of a fully-connected single-layer neural network, and similar to that of RBMs with an equivalent number of hidden latent variables.
Statistical Model of Adaptive Switching
To model the k-th conditional, we define a non-binary switch random variable, Z (k) , which takes values in the set {1, . . . , m}. The switch random variable selects a particular linear separator out of m separators. The switch value Z (k) is determined in an adaptive fashion based on the value of the input variables X [1:k] . The switching mechanism is modeled by a softmax distribution. More precisely, for 1 ≤ j ≤ m,
In (4), θ (k) signifies all model parameters for the kth conditional distribution. These parameters include those for the switch defined above, namely,
Thus, the adaptive switch also requires learning of O(mk) parameters for the k-th conditional, and a total of O(mn 2 ) parameters for all conditional distributions.
Log-Likelihood Objective
Based on the defined auxiliary and switch random variables, the k-th target conditional distribution is modeled by selecting one of the variables Y 
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We optimize the model parameters θ (1) , . . . , θ (n−1) in order to maximize the empirical log likelihood. More precisely, consider I data samples x (1) , . . . , x (I) obtained from the true distribution. Each individual data sample is n-dimensional,
n ). For 0 ≤ k ≤ n − 1, we optimize for the following empirical log-likelihood,
The conditional probabilities have the specific form given in (5), and the log-likelihood is differentiable. Thus, stochastic gradient descent allows for efficient training. Note that the optimization can be done in a distributed fashion in parallel. The objectives L (1) , . . . , L (n−1) can be optimized independently in order to find the optimal parameters θ (1) , . . . , θ (n−1) .
Multilayer Switch Networks
In this section, we propose a deep architecture, extending the single-layer adaptive switch described in Section 3. To avoid excessive mathematical notation, we focus on the architecture of a two-layer switch network, depicted in Figure 2 . Generalization to more layers follows inductively and naturally by replicating switch network primitives.
.
The empirical log-likelihood of the k-th conditional given I discrete samples x (1) , . . . , x (I) is given by, Figure 3: Log-likelihood (LL) curves of single-layer and multi-layer switch networks after SGD training over many epochs, on data samples from a synthetic distribution. The optimal LL value is 6.81.
MCMC Gradient Approximations
The log-likelihood given in (13) contains a summation
over all possible configurations of the intermedi-
In two-layer experiments, we set l = 4 or l = 8 which produces reasonable results. The log-likelihood is differentiable and stochastic gradient descent (SGD) can be applied to the objective. However, in general, in order to overcome the computational difficulty in computing this objective and its gradients due to the exponential number of configurations of the intermediate variables when l is large, we discuss methods in the supplement to approximate the gradient of L (k) . Specifically, Monte-Carlo Markov Chain (MCMC) gradient approximations are derived which provide a trade-off in the desired accuracy of approximation versus computational complexity.
Experimental Results
We evaluate single-layer and multilayer switch network architectures, as described in Sections 3 and 4, by conducting experiments on diverse sets of data.
Synthetic Discrete Distribution
We generated a synthetic distribution on n = 10 binary variables X [1:10] , where the probability of each of the 2 n possible configurations is proportional to a uniform random number in the interval [0.1, 1]. The probabilities were normalized to ensure a valid probability distribution. Then, 10 5 i.i.d. samples were generated from this distribution as the training data.
Training Setup: The generated database was used to train several instances of the single-layer and two-layer switch networks. More precisely, two instances of a one-layer network with parameters m = 4 and m = 16, and two instances of a two-layer network with parameters (m 1 , l, m 2 ) = (4, 4, 8) and (m 1 , l, m 2 ) = (2, 8, 32) were trained. We used stochastic gradient descent (SGD) to optimize for the log-likelihood objectives in (6) and (13), using batch size 1000 and learning rate 10. For the two-layer objective, we optimized directly for the exact likelihood in (13) without employing an approximation, since l was not too large to cause computational difficulties.
Training Log-likelihood Performance: Figure 3 illustrates the empirical (negative) log-likelhood, i.e. − n−1 k=0 L (k) , after 1000 training epochs. Note that due to the minus sign, we should minimize the objective. It is easy to see that, using Gibbs' inequality, the value of the objective cannot go below the entropy of the empirical distribution of the database, which is approximately 6.81 in this example. As shown in Figure 3 , the likelihood performance improves by increasing the hyper-parameter m for single-layer architectures, and also by updating from one-layer to two-layer structures. The two-layer network with (m 1 , l, m 2 ) = (2, 8, 32) nearly achieves the optimal value of 6.81.
Generalization Ability: Note that since the ground truth synthetic distribution is known, we can compare the joint distribution learned by our model using (5) and (12), and compare it with the ground truth. For the network architectures described in our training setup, we compared the total variation (TV) distance and Jensen-Shannon (JS) distance between the However, the two-layer network structure provides an immense improvement over single-layer networks. These log-likelihood results may be compared to baseline results in the literature (Tieleman, 2008) .
learned distributions and the ground truth. Table 1 illustrates these metrics. The TV and JS distances decrease as m increases, and also if the model is updated to a two-layer architecture.
High-Dimensional Binary MNIST
We converted each data sample of the MNIST dataset of handwritten digits into a discrete binary sequence. In its original form, each sample is a 28×28 image consisting of pixels which have values in the interval [0, 255] . We converted each pixel to a bit by treating values above 150 as 1 and values below 150 as 0. We then concatenated the rows of each image from top to bottom to form a binary vector of length n = 784. Thus, each data sample is represented by a high-dimensional binary vector in {0, 1} 784 . This binary version of the MNIST dataset does not have an entropy of 784 bits. The handwritten variations occurring in the dataset likely constitute less than 50 bits of entropy.
Training Setup: We trained the discretized MNIST dataset using a one-layer switch network with the value of the hyperparameter m ranging in the set {1, 2, 4, 8, 32}. A single-layer network with m = 1 is essentially a logistic conditional model similar to that of (2). Also, we trained a two layer network with (m 1 , l, m 2 ) = (4, 4, 8). We used SGD for optimizing the log-likelihood in (6) for the one layer architecture, and also the exact likelihood objective in (13). In both cases, we used a batch size of 300 and learning rate 10. Training Log-Likelihood Performance: Figure 4 illustrates minus the training log likelihood objective, i.e. − n−1 k=0 L (k) , for the above configurations of the one layer and the two layer network. Increasing m from 1 to 2, i.e. adding one more logistic variable, greatly improves the likelihood performance. Increasing m above 8 does not improve the training likelihood. However, the two layer configuration exhibits a significant improvement in the training likelihood.
Generalization Ability: Figure 5 illustrates samples generated by a 2-layer switch network with parameters (m 1 , l, m 2 ) = (4, 4, 8). We also computed the test error performance for single-layer networks on the MNIST test dataset which consists of 10, 000 test samples. Figure 6 illustrates the test log-likelihood performance versus the model complexity (i.e. the hyperparameter m) for single-layer switch networks. This plot obeys the general bias-variance trade-off.
Web-Crawled Language Data
We crawled the web.mit.edu website and extracted words of length up to 8 characters. This dataset consists of 65, 568 words in total, and 686 distinct words. We processed each character as lowercase, implying 27 possibilities for characters, including a space and characters {a, . . . , z}. Each character was converted into an integer in the set {0, . . . 26} by mapping a space to 0, a to 1, b to 2, and so forth. We concatenated the 5-bit binary representation of the integers corresponding to each character to form a binary sequence of length n = 8 × 5 = 40. Thus, each word was mapped to a high-dimensional binary vector in {0, 1} 40 .
Training Setup: We trained two instances of the single-layer switch network with parameters m = 4 and m = 16 and one instance of the two layer switch (6), and for the two layer configuration, we optimize the exact objective as in (13), using SGD.
Training Log-Likelihood Performance Figure 7 illustrates the likelihood performance for the above mentioned configurations. Note that the two layer architecture which has roughly m 1 × l = 16 many parameters achieves a better likelihood compared to the one layer architecture with roughly the same m = 16 number of parameters.
Generalization Ability: Figure 8 illustrates representative words generated using three different network configurations. The two-layer network model generates several recognizable words, with the exception of srereou, which nevertheless still follows the vowel and consonant structure of language.
Conclusion
We have proposed deep switch networks for learning high-dimensional discrete distributions using maximum-likelihood optimization.
The adaptive switch model is simple and interpretable. Comparisons of performance for several network structures were provided. Experimental results were obtained for diverse, discrete distributions.
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2 ) . 8, 8, 4) . We run the Markov chain t steps for r independent runs and take the average to approximate the gradients. By increasing the values of r and t, the likelihood performance approaches that of the exact gradient computation. The performance of the single-layer switch network with m = 8 is illustrated for reference.
A.2 Metropolis-Hastings Algorithm
The Metropolis-Hastings algorithm may be used to approximate the expectation for each i. To see this, note that the ratio of probabilities
for two configurations f Discussion: We can interpret this procedure as generating samples given the previous k symbols, and then re-weighting based on the likelihood of the symbol k + 1. With this setup, we iterate the above Markov chain for t steps, and repeat this procedure for r rounds. Finally, we take the average of these independent r outcomes, where each of them is the result of a Markov chain after t iterations, to approximate each term in the gradients of (15) and (16). Figure 9 illustrates the performance of this approach for one bit in the MNIST dataset and for different values of the parameters r and t. As we can see, by increasing the values of r and t, the approximate gradient converges to the actual gradient.
