Recently, Eilenberg's variety theorem was reformulated in the light of Stone's duality theorem. On one level, this reformulation led to a unification of several existing Eilenberg-type theorems and further generalizations of these theorems. On another level, this reformulation is also a natural continuation of a research line on profinite monoids that has been developed since the late 1980s. The current paper concerns the latter in particular. In this relation, this paper introduces and studies the class of semi-galois categories, i.e. an extension of galois categories; and develops a particularly fundamental theory concerning semi-galois categories: That is, (I) a duality theorem between profinite monoids and semi-galois categories; (II) a coherent duality-based reformulation of two classical Eilenbergtype variety theorems due to Straubing [30] and Chaubard et al.
Introduction
Eilenberg's variety theory [12] concerns a systematic classification of regular languages, finite monoids and deterministic finite automata (DFAs); in this theory, the variety theorem is a fundamental result, which claims a bijective correspondence between (i) varieties of regular languages and (ii) pseudo-varieties of finite monoids (cf. [22] ). Recently, by the works of Gehrke, Grigorieff and Pin [13] and Rhodes and Steinberg [28] , Eilenberg's variety theorem was reinterpreted in the light of Stone's duality theorem. On one level, this insight promoted a unification of several existing Eilenberg-type theorems (e.g. [23, 24, 26] ) and further generalization of these theorems; this direction was recently developed by Adámek, Milius, Myers and Urbat [2, 3] , Chen and Urbat [11] , and Bojańczyk [8] . But, on another level, it also has an implication for the research line on profinite monoids themselves that has been developed in this field since the late 1980s as a research subject of independent interest ( §1.1). The current paper concerns the latter in particular; and in order to highlight this aspect more clearly and extend it so that varieties of DFAs (cf. §5) are also took into account in a coherent way, we develop another duality-based reformulation of the classical Eilenberg variety theory, which is slightly different from the lines developed in [2, 3, 8, 11] ( §1.2), establishing a full abstraction of the classical Eilenberg variety theory.
The general interest of this paper and its background
Eilenberg's variety theorem is indeed a fundamental result in this theory, but we are also interested in the fact that the actual challenge in this theory is not to prove the variety theorem itself, but to specify the correspondence between individual varieties of regular languages and pseudo-varieties of finite monoids. In relation to this problem, an abstract approach has been developed since the late 1980s, where one analyzes profinite monoids in detail.
Generally, a source of interests in profinite monoids is the theorem of Reiterman [25] (for this theorem, see e.g. [5] ); but it would be Almeida's work [4] that motivated intensive researches on the structure of profinite monoids themselves. In that paper [4] , Almeida studied the profinite monoid ΩAJ of (|A|-ary) implicit operations on the pseudo-variety J of J -trivial finite monoids; and based on this study, he proved Simon's theorem [29] that specified those regular languages which can be recognized by finite J -trivial monoids. Although there are by now several proofs of Simon's theorem (e.g. [15] [16] [17] ), Almeida's proof is characterized by the algebraic and topological analysis of profinite monoids. Unarguably, his proof provided an early strong evidence for the merit of investigating profinite monoids. In the last three decades after his work, several authors have made fundamental contributions to improve our understanding on the structure of profinite monoids, cf. e.g. [6, 7, 27] .
In this context, the recent reinterpretations of Eilenberg's variety theorem [13, 28] have further clarified the relationship between profinite monoids and varieties of regular languages. By the idea of Rhodes et al. [28] in particular, local varieties of regular languages [2] can be identified with representative bialgebras-which is a traditional concept in representation theory (e.g. [1] )-of profinite monoids over the two-element field F2; and Eilenberg's variety theorem can be regarded as a consequence of the duality between bialgebras over F2 and profinite monoids, as we briefly survey in §5. In other words the reinterpretation of Eilenberg's variety theorem formalized the above-mentioned problem in this theory (i.e. to specify the correspondence between individual varieties) as a purely algebraic problem concerning the duality between bialgebras over F2 and profinite monoids.
After [13, 28] , the recent works [2, 3, 8, 11] proceeded to generalize Eilenberg's variety theorem. On one hand, to the best of our knowledge, Adámek et al. [2, 3] and Chen et al. [11] are the first research line that succeeded in unifying several variants of Eilenberg's variety theorem [23, 24, 26] in a single framework and generalized them to a more generic setting, using the framework of universal coalgebras and the idea of rational fixpoints; on the other hand, Bojańczyk [8] made the first step to extend the sort of formal languages that one can deal with (e.g. tree languages), where he introduced the idea of using monads on Sets to generalize the concept of regular languages.
The contribution of this paper
Despite these progresses, however, we shall return back to the classical case in order to work on two problems that remain untouched, which are fundamental for the classical Eilenberg variety theory. The first one concerns varieties of DFAs ( §5): In the frameworks developed in [2, 3, 8, 11] , the authors focused on (generalizations of) varieties of regular languages and pseudo-varieties of finite monoids; but in fact, Eilenberg's variety theorem can be extended so that suitable classes of DFAs are involved in the correspondence between varieties of regular languages and pseudo-varieties of finite monoids in a natural way [10] (i.e. through taking recognizing languages and transformation monoids of DFAs). The first problem of our concern is to involve varieties of DFAs in the framework; for this purpose, however, we develop yet another framework for the classical Eilenberg variety theory that is slightly different from those in [2, 3, 8, 11] .
The reason why we need yet another framework is related to the second problem of our concern, i.e. the problem of full abstraction. In the framework of [2, 3] , the authors used automata with fixed final states (i.e. coalgebras of the type Q → 2 × Q A ) to define local varieties of regular languages; the explicit use of final states is related to the construction of rational fixpoints. With this variant of automata too, it may be indeed possible to characterize classes of automata that exactly correspond to varieties of regular languages, that is, as suitably closed classes of finite coalgebras of the type Q → 2 × Q A . However, we mean by 'full abstraction' a characterization of such classes of automata in a more axiomatic form that does not depend on any specific representation of the members (e.g. as coalgebras of the type Q → 2 × Q A ); for comparison, recall that local varieties of regular languages were characterized [28] exactly as bialgebras over F2 whose members are no longer regular languages in general.
We see that the full-abstraction is achieved if we start from finite automata having no fixed initial nor final states, instead of those with fixed final states: in this paper 'DFAs' refer to the former variant. In fact, classes of DFAs that correspond to local varieties of regular languages and those of finite monoids (i.e. local varieties of DFAs) can be characterized precisely as semigalois categories ( §2), i.e. categories that are abstractly defined but dual to profinite monoids in the same manner as galois categories [14] are dual to profinite groups. With this abstraction, together with the result of Rhodes et al. [28] , the mutual correspondence between varieties of (i) regular languages, (ii) finite monoids, and (iii) DFAs are reformulated as corollaries of the mutual duality between (i) bialgebras over F2, (ii) profinite monoids, and (iii) semi-galois categories: The precise form of this reformulation will be described in §5, where we review two classical Eilenberg-type variety theorems due to Straubing [30] and Chaubard, Pin and Straubing [10] from a viewpoint of duality theorems.
The major purpose of this full abstraction of the theorem is to reduce the original problem in this theory (i.e. to specify the correspondence between individual varieties) into a fully axiomatic problem, meaning a problem in which one does not need care about any specific representation of structures that one uses. In particular it now makes sense to investigate the relationship between the structure of abstract semi-galois categories C , F and that of their fundamental monoids π1(C , F) (cf. §3). In this paper we proceed to this problem and give a Galois-type classification of closed subgroups of profinite monoids in terms of finite discrete cofibrations over semi-galois categories (cf. §6).
An overview of this paper
The rest of the paper consists of five main sections ( §2 - §6) with one concluding-remarks section ( §7). The main sections are divided into three parts, i.e. §2 - §4; §5; and §6. The second part ( §5) and the third part ( §6) are based on the first part ( §2 - §4).
( §2 - §4) We start by introducing and studying the class of semigalois categories ( §2). In this part, we develop some fundamental theory concerning semi-galois categories, including (i) a construction of fundamental monoids π1(C , F) of semi-galois categories C , F that utilizes galois objects in particular ( §3); and (ii) a duality theorem between profinite monoids and semigalois categories ( §4). [30] and Chaubard et al. [10] .
( §6) Finally, we give a Galois-type fundamental theorem for profinite monoids, by which we mean a theorem that classifies closed subgroups of profinite monoids (at any idempotent) in terms of finite discrete cofibrations over semi-galois categories, a la the classical Galois theorem for covering spaces (cf. §6.2).
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General terminologies Throughout this paper alphabets are assumed finite and non-empty. Given an alphabet A, we denote by A * the free monoid over A; and by ε the empty word. For basic concepts of category theory, the reader is referred to [20] ; for semigroup theory, see [28] .
Semi-galois Categories
We introduce semi-galois categories and provide some examples of central concern in this paper. In what follows, let Setsω denote the category of finite sets and maps; ∅ denote the empty set and 1 the singleton { * }.
Definition 1 (Semi-galois category). A semi-galois category is a pair C , F of an essentially small category C and a functor F : C → Setsω satisfying the following axioms: C0) C has the initial object ∅ C and the final object 1 C ; C1) C has finite pullbacks and finite pushouts; C2) every arrow f : X → Y in C factors as f = π f j f such that π f : X Z is an epimorphism, and j f : Z → Y is a monomorphism; F0) F(∅ C ) = ∅ and F(1 C ) = 1; F1) F preserves finite pullbacks and finite pushouts; F2) F reflects isomorphisms.
Here, the composition of arrows f : X → Y and g : Y → Z in a semi-galois category is denoted f g : X → Z, rather than g • f . The corresponding map F(f ) in Setsω is denoted simply by f * : F(X) → F(Y ), and its action on elements ξ ∈ F(X) is denoted ξf * ∈ F(X). For notational reasons, however, natural transformations φ : F ⇒ F act from the left on each element ξ ∈ F(X) at each object X ∈ C . So, we denote by φX (ξ) ∈ F(X) the action of a natural transformation φ : F ⇒ F on ξ ∈ F(X) at X ∈ C ; the composition of φ, ψ : F ⇒ F (first φ; second ψ) is written as ψ • φ. The functor F is called a fiber functor of C . In what follows, for symplicity, the initial object ∅ C and terminal object 1 C of C are abusively denoted by ∅ and 1 respectively. Example 1. Let M be a profinite monoid; the category of finite left M -sets and M -equivariant maps forms a semi-galois category, and provides a proto-typical example of semi-galois categories (cf. Remark 3, §4).
Precisely, a finite left M -set (or simply, finite M -set) is defined as a continuous map ρ : M × S → S such that S is a finite set equipped with the discrete topology; and for every m, n ∈ M and ξ ∈ S, we have ρ(m, ρ(n, ξ)) = ρ(mn, ξ) and ρ(1, ξ) = ξ with 1 ∈ M the identity of M . Usually, we write ρ(m, ξ) = m · ξ. Also, for finite left M -sets ρ : M × S → S and τ : M × T → T , an M -equivariant map f : ρ → τ is a map f * : S → T such that (m · ξ)f * = m · (ξf * ) for every ξ ∈ S and m ∈ M . The category M -Setsω is defined as the one whose objects are finite left M -sets and arrows are M -equivariant maps. Also, let FM : M -Setsω → Setsω be the forgetful functor. Then, the pair M -Setsω, FM is a semi-galois category.
Example 2. Let A be an alphabet; the category of deterministic finite automata (DFAs) over A and transition-preserving maps forms a semi-galois category, which is of our special concern (cf. §5).
Precisely, a DFA over A is defined here as a pair S, δ of a finite set S and a map δ : A × S → S. Elements of S are called states of the DFA, while δ is called its transition functionwe also refer to the transition function δ : A × S → S itself as a DFA. The transition function δ is canonically extended onto (and identified with) a finite actionδ : A * × S → S over A by induction on the length of words w ∈ A * . That is,δ(ε, ξ) := ξ and δ(wa, ξ) :=δ(w, δ(a, ξ)) for every a ∈ A, w ∈ A * and ξ ∈ S. In what follows, the extended mapδ is also denoted δ : A * × S → S; and we write w · ξ := δ(w, ξ). A transition-preserving map f from S, δ to T, τ is a map f * : S → T such that (w·ξ)f * = w·(ξf * ) for every w ∈ A * and ξ ∈ S. The category A-DFA is defined as the one whose objects are DFAs over A and arrows are transition-preserving maps; denoting by FA : A-DFA → Setsω the forgetful functor, then the pair A-DFA, FA forms a semi-galois category. Now let A * be the free profinite monoid over A. By the density of A * in A * , the semigalois category A-DFA, FA is equivalent to A * -Setsω, F A * ; in this sense, A-DFA, FA is the simplest example of semi-galois categories.
Example 3. A galois category is always a semi-galois category. The original definition of galois categories due to Grothendieck can be found in [14] ; for more contemporary references, the reader is referred to e.g. [18, 31] . The fact that galois categories are semi-galois categories follows from the basic fact that every galois category is canonically equivalent to G-Setsω, FG for some profinite group G. An elementary proof of this fact can be found in [18, 31] ; its generalization for semi-galois categories is given later as Theorem 2, §4.
Example 4. Let T be a profinite semigroup. Then, the notion of finite left T -sets and T -equivariant maps can be naturally defined as in the case of profinite monoids (Example 1). Then, the category of finite left T -sets and T -equivariant maps also forms a semi-galois category together with a canonical forgetful functor; this is simply because finite left T -sets are equivalent to finite left T I -sets, where T I denotes the profinite monoid that can be obtained by adding a new identity I to T , whether or not T already has an identity. This general fact about profinite semi-groups motivated us to use the name "semi-galois categories" in this paper.
Fundamental monoids
The fundamental monoid of a semi-galois category C , F is a profinite monoid denoted π1(C , F) that is attached to C , F in a canonical way. We have at least three isomorphic ways to construct the fundamental monoid π1(C , F) of a semi-galois category C , F . The simplest way is to construct it as the profinite monoid End(F) of natural endomorphisms F ⇒ F on the fiber functor F. However, for a practical reason (cf. Remark 2), we provide a construction of fundamental monoids π1(C , F) using certain objects that we call galois objects in C ( §3.1). This construction follows that of fundamental groups for galois categories given in Tonini's note [31] in particular; our construction coincides with the original one in the case of galois categories.
Galois objects
The notion of galois objects plays a fundamental role in the study of galois categories. To extend the concept for semi-galois categories, we need several concepts, including coverings and rooted objects.
In what follows, we denote by Hom(X, Y ) the set of arrows from X ∈ C to Y ∈ C ; and End(X) := Hom(X, X). Coproducts are denoted as i Yi.
Definition 3 (Rooted object). An object X ∈ C is called a rooted object if, for every object Y ∈ C ; an arrow f : X → Y ; and a covering {ιi :
Example 5. Let M be a profinite monoid. Then a finite left M -set ρ : M × S → S is rooted in M -Setsω if and only if there exists ξ ∈ S such that every ξ ∈ S is represented as ξ = m · ξ for some m ∈ M .
Abstractly, let X ∈ C be an arbitrary object. For every two monomorphisms X1 → X, X2 → X into X (i.e. subobjects of X), we can take the intersection X1∩X2 → X by taking pullback. Also, let ξ ∈ F(X) be an arbitrary element. Since F(X) is a finite set, there exists a (unique) minimal subobject X → X such that ξ ∈ F(X ). We write it as X = X ξ . Proposition 1. An object X is rooted if and only if X = X ξ for some ξ ∈ F(X).
Let X ∈ C be rooted and assume X = X ξ . Then, for any Y ∈ C , the map Hom(X, Y ) f → ξf * ∈ F(Y ) turns out to be injective; in particular, the map ω X,ξ : End(X) f → ξf * ∈ F(X) is injective. A galois object in C is then defined as a rooted object for which the map ω X,ξ becomes bijective. Definition 4 (Galois object). A pair of an object X ∈ C and ξ ∈ F(X) is said to be a galois object if X = X ξ and the map ω X,ξ : End(X) f → ξf * ∈ F(X) is bijective.
We also say that an object X ∈ C is a galois object if so is (X, ξ) for some ξ ∈ F(X), whence ξ is called a root of X. Remark 1. When C , F is a galois category, the definition of galois objects given here is equivalent to the original definition of galois objects. (cf. [31] ; rooted objects in galois categories are equivalent to connected objects.) So, we shall call them 'galois' objects rather than 'semi-galois' objects.
Fundamental monoids
We start with the construction of fundamental monoids using galois objects. For this purpose, several lemmas are necessary. Lemma 1. Let (X, ξ) and (X , ξ ) be galois objects. Then there exists at most one arrow λ : X → X such that ξλ * = ξ ; and if exists, such λ is an epimorphism.
By this lemma, a pre-order ≤ on galois objects can be defined by (X, ξ) ≤ (X , ξ ) if and only if there exists an arrow λ : X → X such that ξ λ * = ξ. When this is the case, we write λ : (X , ξ ) → (X, ξ). In what follows, this pre-ordered set of galois objects is denoted G that turns out to be cofiltered in the following sense.
Lemma 2. For every two galois objects
The cofiltered pre-ordered set G is used as the index set of an inverse system of finite monoids whose limit is isomorphic to End(F) as profinite monoids. The inverse system consists of finite monoids End(X), where X ranges over all galois objects (X, ξ) ∈ G . More precisely, the construction of the inverse system is based on the following two lemmas: Lemma 3. Let (X, ξ) and (X , ξ ) be galois objects with λ : (X, ξ) → (X , ξ ). Then, for every u ∈ End(X), there exists a unique u ∈ End(X ) such that the equality uλ = λu holds.
Lemma 4. Let (X, ξ) and (X , ξ ) be galois objects with λ : (X, ξ) → (X , ξ ). Then the above correspondence End(X) u → u ∈ End(X ) is a surjective homomorphism of finite monoids.
For simplicity, we reserve capital Greeks Γ, Γ · · · to name galois objects, e.g. Γ = (X, ξ). Also, if we denote End(Γ) for Γ = (X, ξ) ∈ G , we mean End(Γ) := End(X). For galois objects Γ = (X, ξ) and Γ = (X , ξ ) with Γ ≤ Γ, the induced surjective homomorphism End(Γ) End(Γ ) is denoted ρ Γ Γ . Then this defines an inverse system {End(Γ)} Γ∈G of finite monoids End(Γ). The limit of the system {End(Γ)} Γ∈G is denoted simply limΓ End(Γ). More explicitly, limΓ End(Γ) consists of families u = {uΓ} Γ∈G of endomorphisms uΓ ∈ End(Γ) such that ρ Γ Γ (uΓ) = u Γ for all Γ ≤ Γ ∈ G ; the multiplication of u = {uΓ} Γ∈G and v = {vΓ} Γ∈G is given by:
Theorem 1. There is a canonical isomorphism of profinite monoids:
To be more specific, let u = {uΓ} ∈ limΓ End(Γ). Then, the corresponding δu = {δuY } ∈ End(F) can be defined as follows. Take Y ∈ C arbitrarily and let η ∈ F(Y ); we can see that there is an arrow σ : X → Y from a galois object Γ = (X, ξ) such that ξσ * = η. We define δuY (η) ∈ F(Y ) by:
This does not depend on the choice of Γ and σ. Thus, we obtain maps δuY : F(Y ) → F(Y ) for every Y ∈ C that in fact constitute a natural transformation δu = {δuY } : F ⇒ F.
Definition 5 (Fundamental monoid). Let C , F be a semi-galois category. Then, the fundamental monoid of C , F is defined as the profinite monoid given by the inverse limit limΓ End(Γ) End(F); and is denoted π1(C , F).
Remark 2. Note that while each φ ∈ End(F) is made from maps φX : F(X) → F(X) in Setsω, the corresponding δ −1 φ = u ∈ limΓ End(Γ) is made from arrows uΓ ∈ End(Γ) in C . So, for the purpose of studying the relationship between the categorical structure of C and the algebraic structure of π1(C , F), we use the representation π1(C , F) limΓ End(Γ) rather than the representation π1(C , F) End(F) (cf. §6). In particular we use this representation π1(C , F) limΓ End(Γ) in our proof [32] of the duality theorem between profinite monoids and semi-galois categories (cf. Theorem 2, §4).
The Duality Theorem
The construction C , F → π1(C , F) of fundamental monoids gives rise to the duality between semi-galois categories and profinite monoids in a precise categorical sense. To state this formally, we define the category Semi-Galois of semi-galois categories and exact functors (to be precise, their equivalence classes), so that Semi-Galois is opposite equivalent to the category Prof .Mon of profinite monoids and continuous homomorphisms.
Definition 6 (Exact functor). Let C , F and C , F be semigalois categories. Here we mean by an exact functor from C , F to C , F a pair A, σ of a functor A : C → C and a natural isomorphism σ : F • A ⇒ F such that A preserves finite limits and colimits (i.e. A is exact). Now let A, σ : C , F → C , F and A , σ : C , F → C , F be exact functors. Then their composition is defined as the pair of the composition A • A and the following natural isomorphism F • A • A ⇒ F:
Also, let A, σ , B, τ : C , F → C , F be parallel exact functors. Then, they are said to be equivalent, denoting A, σ ≡ B, τ , if there exists a natural isomorphism λ : A ⇒ B such that τ • F λ = σ. For each exact functor A, σ , we denote its equivalence class by [A, σ].
Definition 7 (The category of semi-galois categories). The category Semi-Galois is defined as the category whose objects are semi-galois categories C , F ; and whose arrows are equivalence classes [A, σ] of exact functors. The composition of arrows is induced from that of exact functors.
The construction of fundamental monoids π1(C , F) extends to a functor π1 : Semi-Galois op → Prof .Mon. To see this, let C , F , C , F be semi-galois categories and A, σ : C , F → C , F be an exact functor. Then, a map π1(A, σ) : π1(C , F ) → π1(C , F) between the fundamental monoids is defined as follows: regarding π1(C , F) = End(F),
By this definition, it follows that if we have A, σ ≡ B, τ , then π1(A, σ) = π1(B, τ ). So, the assignment [A, σ] → π1(A, σ) is well-defined; and also, each π1(A, σ) is proved to be a continuous homomorphism of profinite monoids. The functor π1 :
Semi-Galois op → Prof .Mon is then defined by the assignment C , F → π1(C , F) on objects and [A, σ] → π1(A, σ) on arrows.
The inverse R : Prof .Mon → Semi-Galois op of the functor π1 is given by the assignment M → M -Setsω, FM on objects. To extend it onto arrows, let f : M → M be a continuous homomorphism of profinite monoids. First, a functor R(f ) : M -Setsω → M -Setsω is defined by sending a finite left M -set ρ : M ×S → S to the finite left M -set R(f )(ρ) := ρ•(f ×idS) : M × S → M × S → S; and an M -equivariant map h : ρ → τ to h itself. Clearly, the equality F M = FM • R(f ) holds. Since R(f ) preserves finite limits and colimits, the pair R(f ), idF M is an exact functor from M -Setsω, F M to M -Setsω, FM ; thus, represents an arrow R(f ) :
A full proof of this theorem is presented in [32] , which is a direct extension of an elementary proof of the classical duality theorem between profinite groups and galois categories [14] ; for this proof, we followed the line of Tonini [31] in particular 1 .
Remark 3. The fact that the functors π1 and R define mutually inverse equivalences of categories means that (I) every semi-galois category C , F is equivalent to that of finite left π1(C , F)-sets, i.e. C , F π1(C , F)-Setsω, F π 1 (C ,F) ; and (II) every profinite monoid M is isomorphic to the fundamental monoid of the semigalois category M -Setsω, FM of finite left M -sets, i.e. M π1(M -Setsω, FM ).
Example 6. In particular, for every alphabet A, the fundamental monoid of the semi-galois category A-DFA, FA of all DFAs over A (cf. §2) is isomorphic to the free profinite monoid A * : that is, π1(A-DFA, FA) A * .
Remark 4.
Let us say that a semi-galois category C , F is embeddable into another semi-galois category C , F if there exists an effective monomorphism C , F → C , F in Semi-Galois; in such a case, C is equivalent to some full subcategory of C . By Theorem 2, a semi-galois category C , F is embeddable in A-DFA, FA for some alphabet A if and only if the fundamental monoid π1(C , F) is topologically generated by |A| elements. This fact is used in the next section, §5.
Remark 5. The effective monomorphisms C , F → C , F in Semi-Galois are exactly those corresponding to surjections in Prof .Mon by the duality π1 : Semi-Galois op Prof .Mon; in fact, surjections M N of profinite monoids are characterized as effective epimorphisms in Prof .Mon. In this paper we simply say 'subobject C , F → C , F in Semi-Galois' to mean an effective monomorphism, rather than just a monomorphism, since we will consider in §5 only those monomorphisms which correspond to surjections π1(C , F ) π1(C , F) of fundamental monoids.
The Classical Variety Theorems, Revisited
Based on this duality theorem, together with a result due to Rhodes et al. (Theorem 8.4.10, [28] ), we review two classical Eilenbergtype variety theorems studied by Straubing [30] and Chaubard et al. [10] . The reason why we start from this variant of variety theorems is that Eilenberg's theorem itself does not follow directly from the duality theorem of Rhodes et al. [28] , while so does Straubing's variant that subsumes the original Eilenberg's theorem in a certain precise sense. This is simply because the definition of varieties of regular languages and that of pseudo-varieties of finite monoids are not symmetric; the notion of C-varieties considered in [10, 30] overcomes this asymmetry.
Technically speaking, in this section, we give a duality-based yet another proof of these theorems. The purpose of this proof is not to simplify the original proofs but to highlight a duality principle behind the variety theorems that is slightly different from the principles adopted in [2, 3, 8, 11] . In this paper, however, we shall not proceed to generalizations; see §6 and §7.
In §5.1 we recall necessary concepts and results from [10, 30] for the reader's convenience; in §5.2 we prove the target theorems using Theorem 8.4.10 [28] and Theorem 2, §4. In this relation, we need to define the notion of local varieties as in [2] ; for this aim, the original definitions of C-varieties are slightly modified but equivalent to the original ones.
The variety theorems
Denote by Free.Mon the category of free monoids (over finite alphabets) and monoid homomorphisms; the symbols C, C · · · denote those subcategories of Free.Mon which contain all free monoids as objects. If a homomorphism f : A * → B * belongs to some C ⊆ Free.Mon, we denote it as f ∈ C.
The central concepts for the variety theorems of [10, 30] are C-varieties of (i) regular languages, (ii) finite stamps (= finite monoids with fixed generators), and (iii) finite actions (= DFAs in our terminology). Then the variety theorems claim canonical bijective correspondences between varieties of these three types. Following [2] , we also define local varieties.
Definition 8 (C-varieties of regular languages)
. A class V of regular languages is called a C-variety of regular languages if, denoting VA := {L ⊆ A * | L ∈ V}, the following properties hold: R1) ∅ ∈ VA and A * ∈ VA for every alphabet A;
A class VA of regular languages over A is called a local variety of regular languages if it satisfies R1), R2) and R3).
Here, for a language L ⊆ A * and a word w ∈ A * , we denote by w −1 L ⊆ A * the language {u ∈ A * | wu ∈ L} and call it the left quotient of L by w. The language Lw −1 ⊆ A * is defined similarly and called the right quotient of L by w. The original varieties of regular languages in Eilenberg's sense are exactly C-varieties of regular languages with C = Free.Mon in particular. In this sense, the notion of C-varieties of regular languages subsumes the original varieties.
Definition 9 (Finite stamps). A finite stamp over an alphabet A is a surjective homomorphism s : A * M onto a finite monoid M .
Here, given two finite stamps s : A * M and t : A * N over the same alphabet A, the product of s and t is defined as u : A * U , where U is the image of the pairing homomorphism s, t : A * → M ×N and u is the canonical factor of s, t through U . We denote by s * t the product of s and t. A class VA of finite stamps over A is called a local variety of finite stamps if it satisfies M1), M2) and M3).
There is a canonical bijective correspondence between pseudovarieties of finite monoids in the sense of Eilenberg [12] and Cvarieties of finite stamps with C = Free.Mon in particular (cf. [30] ). In this sense, C-varieties of finite stamps subsume Eilenberg's pseudo-varieties of finite monoids, as in the case of Cvarieties of regular languages.
Finally finite actions are defined as follows; they are equivalent to DFAs in our terminology.
Definition 11 (Finite actions).
A finite action over an alphabet A is a map s : A * × S → S such that S is a finite set; and for every u, v ∈ A * and ξ ∈ S, we have s(u, s(v, ξ)) = s(uv, ξ) and s(ε, ξ) = ξ. We usually write s(u, ξ) = u · ξ.
Given two finite actions s : A * × S → S and t : A * × T → T over the same alphabet A, the product of s and t is the finite action whose set of states is S × T ; and the transition function is given by
We denote this finite action by s × t. Also, we say that t is a subaction of s if T ⊆ S and u · ξ ∈ T for every ξ ∈ T and u ∈ A * ; we say that t is a quotient of s if there exists a surjection π * : S T such that (u · ξ)π * = u · (ξπ * ) for every ξ ∈ S and u ∈ A * ; and also, for a finite action s : B * × S → S and a homomorphism f : A * → B * , we denote by f * s the finite action
Finally, we say that a finite action δ : A * × S → S is trivial if δ(u, ξ) = ξ for every u ∈ A * and ξ ∈ S.
Definition 12 (C-variety of finite actions). A class V of finite actions is called a C-variety of finite actions if, denoting VA := {δ : A * × S → S | δ ∈ V }, the following properties hold: D1) all trivial finite actions over A are in VA; D2) if s : A * × S → S ∈ VA and t : A * × T → T ∈ VA, then s × t ∈ VA; D3) if s : A * × S → S ∈ VA and t is a subaction of s, then t ∈ VA; D4) if s : A * × S → S ∈ VA and t is a quotient of s, then t ∈ VA; D5) if s : B * × S → S ∈ VB and f :
A class VA of finite actions over A is called a local variety of finite actions if it satisfies D1), D2), D3) and D4).
The variety theorems of Straubing [30] and Chaubard et al. [10] can be stated as follows: Let R, M, D denote the lattices consisting of (i) C-varieties of regular languages; (ii) those of finite stamps; and (iii) those of finite actions respectively, where the order is given by the inclusion of C-varieties.
Theorem 3 (Straubing, [30] ; Chaubard, Pin, Straubing, [10] ). There are canonical isomorphisms R M D of lattices.
Remark 6. When C = Free.Mon, the isomorphism R M implies the original Eilenberg variety theorem.
The variety theorems via duality theorems
We proceed to our proof of the isomorphism R M D that explicitly uses the duality theorems, Theorem 8.4.10 of Rhodes et al. [28] and Theorem 2, §4. For this purpose, we construct distinct but isomorphic lattices R ( R), M ( M) and D ( D) that consist of certain functors from C to BiAlg op , Prof .Mon, Semi-Galois op respectively. (Here BiAlg denotes the category of bialgebras over F2 and bialgebra homomorphisms, cf. [28] .) The isomorphism R M D is directly proved by the equivalence BiAlg op
Prof .Mon
Semi-Galois op , from which the target isomorphism R M D follows; one can also see that this construction of isomorphism coincides with the original one given in [10, 30] (cf. Remark 8).
Let A be an alphabet. Denote by RA, MA and DA the lattices of local varieties of regular languages, finite stamps, and finite actions over A respectively, where the order is given by the inclusion of local varieties. These lattices are canonically isomorphic to certain lattices made from bialgebras over F2, profinite monoids and semigalois categories; and using this fact, the isomorphism R M D is proved as sketched just above.
We start with the most straightforward one, i.e. the lattice MA. Let M A be the lattice consisting of (isomorphism classes of) quotients π : A * M of the free profinite monoid A * in Prof .Mon. Here, two quotients π : A * M and π : A * M are ordered π ≤ π if and only if there is a surjective homomorphism
Proposition 2 (More generally, see Chen and Urbat [11] ). There is a canonical isomorphism MA M A of lattices. A corresponding isomorphism for the lattice RA was given by Rhodes et al. [28] . We recall only two necessary facts from their work; for more detail, the reader is referred to §8.4 [28] . Let Reg(A) be the Boolean algebra of all regular languages over A. Then, they pointed out the facts that:
The isomorphism
1. Reg(A) canonically admits a structure of bialgebra over F2 (e.g. Generally, Boolean algebras are equivalent to Boolean rings whose summation is given by the symmetric difference L⊕R := (L\R)∪ (R\L); and thus, can be regarded also as vector spaces over F2. The bialgebra structure of Reg(A) is the one with respect to this vector-space structure. The above two facts means that (1) Reg(A) is an object of BiAlg; and (2) if we denote by R A the lattice consisting of (isomorphism classes of) subobjects of Reg(A) in BiAlg, then it characterizes RA 2 :
Proposition 3 (Rhodes and Steinberg, §8.4, [28] ). There is a canonical isomorphism RA R A of lattices.
Finally, let VA be any class of finite actions over an alphabet A; and define a category DFA(VA) to be the full subcategory of A-DFA (cf. §2) whose objects are finite actions that belong to VA. Moreover, we have a fully abstract characterization of such semigalois categories (cf. Remark 4, §4):
Lemma 6. A semi-galois category C , F is equivalent to the category DFA(VA), F V A for some local variety VA over A if and only if π1(C , F) is topologically generated by |A| elements.
Denote by D A the lattice of (isomorphism classes of) subobjects of the semi-galois category A-DFA, FA in Semi-Galois. By assigning VA → DFA(VA), F V A , we obtain:
There is a canonical isomorphism DA D A of lattices.
To proceed to the proof of R M D, we recall the idea of Rhodes et al. [28] of regarding varieties of regular languages (= Free.Mon-varieties) as suitable functors from Free.Mon to BiAlg op . Since their method can be applied to arbitrary Cvarieties of regular languages, their method is rephrased in our terminologies here.
Let V be a C-variety of regular languages, and put VA := {L ∈ Reg(A) | L ∈ V} for each alphabet A. Then, by definition, each VA is clearly a local variety of regular languages over A (cf. Definition 8). Thus, by Proposition 3, each VA is a sub-bialgebra of the bialgebra Reg(A); in particular, VA ∈ BiAlg. Moreover, the assignment C A * → VA ∈ BiAlg on objects extends to a functor, denoted V : C → BiAlg op , by assigning to each f : A * → B * ∈ C the inverse map f −1 : VB → VA. (Note that this is well-defined because V satisfies the axiom R4, i.e. for each L ∈ VB the inverse image f −1 L ∈ Reg(A) belongs to VA.) Thus, each C-variety V of regular languages defines a functor V : C → BiAlg op in a canonical way. In particular, let Reg be the C-variety of regular languages such that Reg A = Reg(A), i.e. the C-variety consisting of all regular languages. Then this C-variety of regular languages also defines a functor denoted Reg : C → BiAlg op ; and other functors V : C → BiAlg op induced from C-varieties are all subfunctors of this functor Reg : C → BiAlg op . Conversely, every subfunctors of the functor Reg : C → BiAlg op arise in this way; in other words, C-varieties of regular languages bijectively correspond to (isomorphism classes of) subfunctors of Reg : C → BiAlg op . In summary, if we denote by R the lattice consisting of (isomorphism classes of) subfunctors of Reg : C → BiAlg op , then this argument concludes that:
Theorem 4 (Rhodes and Steinberg, [28] ). There is a canonical isomorphism R R of lattices.
By the same construction, this argument applies to the lattices M and D as well, which we now sketch briefly. First, let F C : C → Prof .Mon be the functor that assigns to each A * its free profinite completion A * ; and to each f : A * → B * ∈ C the canonically induced homomorphismf : A * → B * . Now, denote by M the lattice consisting of (isomorphism classes of) quotients of the functor F C : C → Prof .Mon (that is ordered in the same way as M A ). Using Proposition 2 in place of Proposition 3 in the above argument, we obtain:
There is a canonical isomorphism M M of lattices.
Similarly, let DF A : C → Semi-Galois op denote the functor that assigns to each A * the semi-galois category A-DFA, FA ; and to f : A * → B * ∈ C the arrow R(f ) : B-DFA, FB → A-DFA, FA in Semi-Galois. (We identify A-DFA, FA with A * -Setsω, F A * ; and the arrow R(f ) is the one defined in §4.) Denote by D the lattice consisting of (isomorphism classes of) subfunctors of DF A : C → Semi-Galois op . Then, using Proposition 4 in place of Proposition 3 in the above argument, we obtain: Theorem 6. There is a canonical isomorphism D D of lattices. Remark 8. This fact implies the following fact: Let V ∈ R be a (Free.Mon-) variety of regular languages and denote by CV A the full subcategory of A-DFA whose objects are those DFAs which accept languages in VA (with respect to any initial and final states). Also let FV A : CV A → Setsω be the restriction of the fiber functor FA : A-DFA → Setsω to CV A ⊆ A-DFA. Then (I) CV A , FV A is a semi-galois category; and (II) its fundamental monoid π1(CV A , FV A ) is isomorphic to the relatively free profinite monoid ΩAV with respect to the pseudo-variety V of finite monoids that corresponds to V under R M.
A Galois-type Fundamental Theorem
These facts provide us a reason for pursuing the general relationship between the structure of semi-galois categories C , F and that of their fundamental monoids π1(C , F). Naively speaking, in the context of Eilenberg's variety theory, Remark 8 indicates that determining π1(C , F) for a given semi-galois category C , F can play an auxiliary role in specifying the pseudo-variety V of finite monoids that corresponds to a given variety V of regular languages. The major difference from the original construction which uses recognizable languages or syntactic monoids is that the construction C , F → π1(C , F) itself no longer depends on any specific representation of objects in C , F ; in other words, it becomes reasonable to deal with the problem of determining the structure of π1(C , F) as a problem of interest in its own right, independent from the original meaning.
In the context of the study on profinite monoids itself too, understanding the relationship between C , F and π1(C , F) provides us another angle from which we can look at profinite monoids. Since profinite monoids are still mysterious objects in general, the current section aims at developing an indirect approach to profinite monoids based on semi-galois categories. We give in §6.2 an analogue to the classical Galois theorem for covering spaces; for this purpose, we recall the notion of discrete cofibrations over categories in §6.1.
Discrete cofibrations
Let E , C be categories, and p : E → C be a functor. Denote by p −1 (X) for each X ∈ C the set of objects ξ ∈ E such that p(ξ) = X. With this notation, we define:
Definition 13 (Discrete cofibrations). A functor p : E → C is called a discrete cofibration over C if for every object ξ ∈ p −1 (X) and arrow f : X → Y in C , there exists a unique arrowf : ξ → η in E such that p(f ) = f . The category E is called the total category of p, while C is the base category.
In what follows, the set p −1 (X) ⊆ E is denoted abusively by EX and called the fiber of p : E → C over X ∈ C . If the fiber EX is a finite set for every X ∈ C , then we say that the discrete cofibration p : E → C is finite. In this paper, we consider only finite discrete cofibrations. Finally, objects ξ ∈ EX over X ∈ C are sometimes denoted (X, ξ) ∈ E in order to show the base object X ∈ C . Definition 14 (Deck-transformation monoid). Let p : E → C be a finite discrete cofibration. A deck transformation of p : E → C is a functor φ : E → E such that p • φ = p. Also the decktransformation monoid Γ(E /C ) is the monoid that consists of deck transformations of p.
Remark 9. The monoid Γ(E /C ) is equipped with a canonical profinite topology induced from the natural inclusion Γ(E /C ) ⊆ X∈C End(EX ). (Here End(EX ) denotes the discrete set of endomorphisms on the finite set EX .) So we deal with it as a profinite monoid.
Let C , F be a semi-galois category. Then we can associate to C , F a discrete cofibration p : E (C , F) → C with the total category E (C , F) =: E over C defined as follows. The set of objects of E is the set of all pairs (X, ξ) of objects X ∈ C and ξ ∈ F(X); the set of arrows from (X, ξ) to (Y, η) in E consists of arrows f : X → Y in C such that ξf * = η. (This category E = E (C , F) is conventionally called the category of elements of F.) The fiber functor p : E → C is defined by setting p(X, ξ) := X and p(f ) := f for each (X, ξ) ∈ E and f : (X, ξ) → (Y, η). Then, the resulting functor p : E → C forms a finite discrete cofibration over C . The following is standard: 
Therefore, closed subgroups G ≤ Γ(E /C ) at the identity 1 bijectively correspond to sub-cofibrations p : E q − → K r − → C such that q : E → K is transitive and essentially surjective.
Closed subgroups at arbitrary idempotents
Let θ ∈ Γ(E /C ) be an idempotent. Then we would like to classify closed subgroups G ≤ θ · Γ(E /C ) · θ at θ in terms of suitable cofibrations over C . For this purpose, we define a full subcategory E θ ⊆ E by which closed subgroups of Γ(E /C ) at θ are indeed classified in the same manner as the above special case of θ = 1.
To be specific, the full subcategory E θ ⊆ E is defined as the one consisting of those objects (X, ξ) ∈ E which are stable under the action of θ, i.e. θ(X, ξ) = (X, ξ); the restriction of the cofibration p : E → C onto E θ ⊆ E is denoted p θ : E θ → C . Then the following is immediate:
Proposition 8. The functor p θ : E θ → C is a finite discrete cofibration over C . Now, the following proposition describes the most characteristic property of this cofibration p θ : E θ → C .
Explicitly, notice that θ(X, ξ) ∈ E θ for every (X, ξ) ∈ E . So, given ψ ∈ Γ(E θ /C ), we can define a functor
it is easy to see that this defines a homomorphism from Γ(E θ /C ) to θ ·Γ(E /C )·θ. (Use the fact that, for (X, ξ) ∈ E θ , we have (θ•ψ•θ)(X, ξ) = ψ(X, ξ)). The inverse is given just by restricting θ • φ • θ : E → E ∈ θ · Γ(E /C ) · θ onto E θ ⊆ E .
The above constructions in the case of θ = 1 can be similarly applied to p θ : E θ → C , by which we obtain the intended theorem:
Theorem 7 (Galois-type Fundamental Theorem). Let C , F be a semi-galois category; let θ ∈ π1(C , F) be an idempotent; and p : E (C , F) → C be the associated cofibration, denoting E := E (C , F). Then there exists a bijective correspondence between (i) closed subgroups G ≤ π1(C , F) at θ; and (ii) sub-cofibrations E θ → K → C of E θ → C such that E θ → K is transitive and essentially surjective.
Concluding Remarks
Following the line of Gehrke et al. [13] and Rhodes et al. [28] , the current paper gave in §5 a duality-based reinterpretation of the classical Eilenberg-type variety theorems due to Straubing [30] and Chaubard et al. [10] . Semi-galois categories, in this context, are the structures that abstract the classical concept of (local) varieties of finite actions (cf. Lemma 5 and 6 in §5); and based on this abstraction, the isomorphisms R M D of the lattices of C-varieties were proved using the dualities BiAlg op Prof .Mon Semi-Galois op , instead of the original direct construction using syntactic monoids of regular languages, transformation monoids of DFAs and recognized languages of DFAs (cf. Remark 8, §5). This reformulation of the variety theorems then led us to study in §6 the general relationship between the structure of semi-galois categories C , F and that of their fundamental monoids π1(C , F); there, we gave a Galois-type classification of closed subgroups of profinite monoids in terms of finite discrete cofibrations over semi-galois categories.
Historically, our reformulation of the variety theorems [10, 30] can be regarded as a natural continuation of Almeida's approach [4] to pseudo-varieties of finite monoids using profinite monoids. This approach itself has been developed since the 1980s (cf. [6] ), and as mentioned in §1, the recent work of Gehrke et al. [13] and Rhodes et al. [28] (cf. Proposition 3, §5) further clarified the relationship between profinite monoids and varieties of regular languages. Our results in §5 is then to give a DFA-counterpart to these approaches [4, 13, 28] and to combine them in a coherent way.
We conclude this paper by mentioning to future directions. Our framework of the classical variety theorems indicates an apparent connection between Eilenberg's variety theory and Grothendieck's Galois theory (cf. [14] ) in that semi-galois categories include galois categories. So this connection motivates us to import ideas from the latter into the former: Specifically, since profinite monoids are of special interest in Eilenberg's variety theory, we are concerned with giving a geometric construction of profinite monoids, extending that ofétale fundamental groups π1(S, s) of connected schemes (cf. [18] ); in fact, such a construction, if exists, will provide us a geometric method of analyzing the structure of profinite monoids, and perhaps, yield a much better variant of Theorem 7 in §6. So this research direction is one of the most essential and intended future directions of the current work.
Another possible direction of future work is the one recently pursued by [2, 3, 11] . As mentioned in §1, there are several similar variants of Eilenberg's variety theorem [22, 24, 26] ; but, to the best of our knowledge, it is the recent works [2, 3, 11] that gave for the first time unifications of these variants in a single framework. In this relation a natural question is whether these variants [22, 24, 26] can be unified also in a compatible way with the current work, since our framework is slightly different from those developed in [2, 3, 11] . In this paper, we focused on the original case of Eilenberg's variety theorem and did not study the other variants [22, 24, 26] ; this is mainly because our major concern is with the structure of profinite monoids, which are still mysterious in general. Nevertheless, since there exists an apparent similarity among several variants of Eilenberg's variety theorem [22, 24, 26] and a unification of them could lead to new variants of the theorem as shown by Adámek et al. [3] , this research direction is of interest in its own right and may deserve to be pursued further.
