THE TEST OF OVERIDENTIFYING restrictions of one equation in a simultaneous system proposed by Anderson and Rubin [1] and amplified by Koopmans and Hood [7] has been a source of some confusion in the literature. For instance, Liu and Breen [8] claimed that "It is ... clear that the test does not really test the null hypothesis (of zero restrictions on the endogenous and exogenous variables)" because, they thought the restrictions on the endogenous variables were included in the computation of the likelihood under the alternative hypothesis. After Fisher and Kadane [3] gave a verbal argument showing that the test is consistent over a wide class of alternatives, Liu and Breen [9] withdrew their earlier view. Nonetheless there is a problem in that generally the null hypothesis is expressed in terms of the structural form, while generally consistency is a matter of the reduced form. Our purpose is to reexamine this problem, and prove two theorems showing the equivalence of various conditions in the literature. We suggest that the null hypothesis be extended.
We may write a single equation as Koopmans and Hood [7] thus suggest using this same test statistic to test (3) against the alternative that (3) does not hold. Thus the original Anderson and Rubin work had been done in terms of the reduced form, while Hood and Koopmans were think"ing in terms of the structure. The relationship between the structural form and the reduced form is fundamental to the theory of linear (7) ( 8) systems of simultaneous equations. Most of economic intuition is expressed in terms of the structure, so the structure is often the object of interest for estimation and for testing. Yet the structure has the disadvantage that to a certain degree it is arbitrary, namely it can be multiplied by nonsingular linear transformations provided they do not disturb any special assumptions made about this structure. The reduced form does not share this disadvantage. Any nonsingular linear transformation of the structure leaves the reduced form invariant. For this reason the reduced form is convenient theoretically, but to be most useful, facts about it have to be translated back into structural statements.
The theorem given below accomplishes this task for the problem considered here. (6) (B, i') = F(B, l). These issues are illustrated by a special case. The simplest possible case that can be considered is the case of G t1 = G t1t1 = K** = 1 and K* = O. Then the structural equations are
The matrix of coefficients of the jointly dependent variables is nonsingular; that is, {311{322 -P12{321~O. The reduced form is _ {321 I'll -{311 1'21
The restrictions (3) are
hence, the first equation of (7) is overidentified when (10) {322~0, 1'21~O.
(In general, we define identification by zero restrictions as "overidentification" if there are at least two different ways of deleting a zero restriction so that the remaining zero restrictions effect identification.) If Yll, Y21, ... ,Y1T, Y2T are normally distributed with means 0 and Zll, ... ,Z1T are exogenous, PJi** has a normal distribution with mean n.:1** and variance Wll/~~1 Zih where W11 is the variance of Y1h t = 1, ... , T. Moreover, (~i=1 yit-P~**~;:1Zit)/W11 has a X 2 distribution with T-l degrees of freedom and statistically independent of P.:1**. Then T-l times (13) has a noncentral F distribution with 1 and T-l degrees of freedom and noncentrality parameter (14) If (15) then II.:1** = 0 and the distribution is the central F distribution. A test at significance level a is a procedure to "reject" when (T-l) times an observed value of (13) is greater than the a significance point of the F distribution with 1 and T -1 degrees of freedom.
The properties of any test are summarized in its power function, which is the probability of "rejection" as a function of the parameters. In this case the power is a monotonically increasing function of the noncentrality parameter (14). In particular the power is a (the significance level) for all values of the parameters such that II.:1** = 0, that is, for (15). The null hypothesis for which the test is appropriate is, therefore II.:1** = 0, that is, that the noncentrality parameter (14) is O. If the noncentrality parameter is small, the probability of rejection is small; if the parameter is large, the probability of rejection is large.
When equation (15) holds, II.:1**' a 1 x 1 matrix, is zero. Condition (i) of Theorem 1 obtains. Then Theorem 1 says that some F exists such that, in the equivalent system transformed by F, the null hypothesis
obtains. In fact we have already seen that transformation: it is the one that yields (8), the reduced form. In examining large-sample properties such as consistency of a test, it is customary to make the following assumption: where F 3 and F 4 are arbitrary conformable matrices so that F is nonsingular. Then 
