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Abstract
This paper presents a rigorous dynamic rate based model suitable for sim-
ulation of distillation of mixtures in packed columns. The model equations
are described in detail considering structure exploitation at simulation level
in order to alleviate the large number of states involved in the model descrip-
tion. Moreover, this kind of model leads to differential-algebraic equations
with a differentiation index higher than one. Here this issue is analyzed and
a differentiation-index reduction procedure based on the incidence of model
states in the Jacobian and the properties of the model dynamics is proposed.
This procedure allows for a simplified index-1 model with a reduced stiffness
so that dynamic simulation can be performed with off-the-shelf solvers.
Keywords: Distillation, mathematical modeling, model reduction, dynamic
simulation, structure exploitation, high-index DAE
1. Introduction
The classical approach for modeling stage-wise distillation columns em-
ploys models where the stages are considered in thermodynamic equilibrium.
However, this equilibrium-stage approach is not completely valid since, in
general, vapor and liquid leaving a stage are not at the same temperature
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(Seader and Henley, 2006). To cope with this problem the concept of stage
efficiency is introduced. Nevertheless, the stage efficiency is an artificial con-
cept and still deficient when multicomponent processes are analyzed or the
efficiency is relatively low (Seader and Henley, 2006). To this end, mass and
heat transfer considerations are used to better model the interaction between
vapor and liquid phases along the column (Taylor and Krishna, 1993). In this
approach each stage is assumed in mechanical but not thermal equilibrium
and the bulk phases, e.g., liquid and vapor, are in contact at the stage inter-
face. Figure 1 illustrates a non-equilibrium stage, with vapor and liquid bulk
phases, as considered by the rate based model (RBM) (Khrishnamurthy and
Taylor, 1985). Mass and energy transfer are performed between the phases
through the interface due to temperature and composition gradients. Al-
though this kind of model provides a rigorous description of the separation,
it poses challenges at the level of numerical and computational requirements:
• Non-equilibrium models involve a considerable number of variables
when compared with equilibrium models.
• Distillation models normally lead to differential-algebraic equations
(DAEs) that exhibit high differentiation index (Hairer and Wanner,
2002).
• The physical interaction among, e.g., vapor and liquid, implies fast and
slow dynamics generating stiff DAEs.
Consequently, the model needs to be formulated so that the simulation
task can be easily performed, i.e., the large number of variables used has to
be alleviated by e.g., structure exploitation, while stiffness and the differen-
tiation index problem should be treated by looking into the physical features
of the model.
Contributions
The contributions of this paper can be summarized as follows: (i) A re-
duced order model rate based model for distillation in packed columns is
presented. (ii) The structure of the proposed model is exploited to alleviate
the computational demand for simulation due to the considerable number of
model states. (iii) The high-index problem is analyzed and a model simpli-
fication based on structural properties of the model Jacobian is proposed. It
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is noted that this simplification not only solves the index problem but also
reduces the stiffness of the model equations, allowing for simulation with
off-the-shelf dynamic equation solvers. (iv) In addition, a dynamic sensitiv-
ity analysis is performed in order to identify model parameters that can be
estimated from temperature measurements coming from a plant.
2. The rate based model
A dynamic model is presented here, based on the work of Khrishnamurthy
and Taylor (1985) and Kooijman (1995). The model is referred in this paper
as Full Rate Based Model (FRBM), since no simplification with respect to
the number of equations obtained from mass, equilibrium, component sum-
mation and heat (MESH) balances is performed. The packed column studied
here is divided in three sections, i.e., (i) reboiler, (ii) structured packing ma-
terial, subdivided in three sections, and (iii) condenser plus reflux drum as
illustrated in Figure 2.
The column is not thermally insulated, hence, heat loss flows QV and
QL need to be included in the formulation. Moreover, four actuators are
considered in the column namely, reboiler duty QR, recirculation flow Lr,
top product flow D and bottom product flow B. Although feed flow and
temperature can be manipulated in the studied setup, they are not considered
as control variables here. The removed heat at the top QC is not considered
as a degree of freedom neither and it is determined by the model equations
due to the constant pressure in the condenser. The following assumptions
are made to simplify the model.
• A binary mixture is considered, i.e., i = 1, 2.
• Bulk phases are assumed to be perfectly mixed.
• Vapor-liquid equilibrium is only assumed at the vapor-liquid interface.
• The reboiler and condenser are assumed to be in thermodynamical
equilibrium.
• Each stage is in mechanical equilibrium.
• The condenser is at atmospheric pressure.
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In the following paragraphs each one of the mentioned column sections is
modeled using dynamic and algebraic equations1.
2.1. Reboiler
A partial reboiler is considered, assuming thermal and mechanical equi-
librium. Under these conditions, the equilibrium stage is modeled by the
following mass, energy balances and equilibrium equations:
M˙L1,1 = L2x
I
1,2 −Bx
I
1,1 − V1y
I
1,1, (1)
M˙L2,1 = L2x
I
2,2 −Bx
I
2,1 − V1y
I
2,1, (2)
E˙L1 = L2H
L
2 −BH
L
1 − V1H
V
1 +QR −Q
L
1 , (3)
gMLt1
= ML1,1 +M
L
2,1 −M
L
t1
, (4)
gEL1 = M
L
t1
HL1 − E
L
1 , (5)
gMLυ1
= B − Bref , (6)
gK1,1 = y
I
1,1 −K1,1x
I
1,1, (7)
gK2,1 = y
I
2,1 −K2,1x
I
2,1, (8)
gSy,1 = y
I
1,1 + y
I
2,1 − x
I
1,1 − x
I
2,1, (9)
gP1 = P2 +∆P2 − P1. (10)
Note that Bref in (6) is used as a control variable and helps to determine
the volumetric holdup of the reboiler. This model of the reboiler leads to
3 differential and 7 algebraic equations involving 10 local2 variables. The
system of equations and the vector of variables can be summarized as
F1 = [M˙
L
1,1 M˙
L
2,1 E˙
L
1 gMLt1
gMLυ1
gEL1 gK1,1 gK2,1 gSy,1 gP1]
T , (11)
and
x1 = [M
L
1,1 M
L
2,1 E
L
1 M
L
t1
B TL1 y
I
1,1 y
I
2,1 V1 P1]
T , (12)
1Here, g is used to represent the algebraic equations.
2The term local here refers to variables that are uniquely determined by the set of
equations describing the stage. Although there are more than 10 variables involved, the
extra ones are determined by the stages linked to the reboiler by incoming and outgoing
flows.
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respectively. Liquid and vapor compositions x and y, respectively, are calcu-
lated from molar holdups using expressions such as
xi,j =
MLi,j
MLtj
, with j = 1, . . . , N, (13)
yi,j =
MVi,j
MVtj
with j = 2, . . .N − 1. (14)
2.2. Non-equilibrium stages
The dynamic equations for the stages j = 2, . . . , N − 1 are described
by the energy and mass balances over the bulk phases for the components
i = 1, 2
M˙L1,j = Lj+1x1,j+1−Ljx1,j+F
L
j x
F
1,j+N1,j, (15)
M˙L2,j = Lj+1x2,j+1−Ljx2,j+F
L
j x
F
2,j+N2,j, (16)
M˙V1,j = Vj−1y1,j−1−Vjy1,j+F
V
j y
F
1,j−N1,j, (17)
M˙V2,j = Vj−1y2,j−1−Vjy2,j+F
V
j y
F
2,j−N2,j, (18)
E˙Lj = Lj+1H
L
j+1 − LjH
L
j + F
L
j H
L
f,j −Q
L
j + E
L
j , (19)
E˙Vj = Vj−1H
V
j−1 − VjH
V
j + F
V
j H
V
f,j −Q
V
j − E
V
j . (20)
Total holdups are calculated from the geometry of the packing section
and the component holdups are given as
gMLtj
= ML1,j +M
L
2,1 −M
L
tj
, (21)
gMVtj
= MV1,j +M
V
2,j −M
V
tj
, (22)
gMLtj
= MLtj −
π
4
d2lhLtjc
L
tj
, (23)
gMVtj
= MVtj −
π
4
d2l(ǫ− hLtj )c
V
tj
, (24)
gELj = E
L
j −
π
4
d2lhLtjc
L
tj
HLj , (25)
gEVj = E
V
j −
π
4
d2l(ǫ− hLtj )c
V
tj
HVj . (26)
Mass and energy transfer rates between vapor and liquid bulk phases are
modeled using gradient driven mass and energy flows along with mass and
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heat transfer coefficients as proposed in Khrishnamurthy and Taylor (1985).
gNL1,j = N1,j − a
IcLt k
L
j (x
I
1,j − x1,j)− x1,j(N1,j +N2,j), (27)
gNV1,j = N1,j − a
IcVt k
V
j (y1,j − y
I
1,j)− y1,j(N1,j +N2,j). (28)
The energy flow Ej is calculated from conductive and convective fluxes
as:
EVj = h
V
j a
I
j (T
V
j − T
I
j ) +
2∑
i=1
Ni,jH¯
V
i,j, (29)
ELj = h
L
j a
I
j (T
I
j − T
L
j ) +
2∑
i=1
Ni,jH¯
L
i,j, (30)
gEj = E
V
j − E
L
j . (31)
Equilibrium is only assumed at the interface and it is modeled using the
K-values:
gK1,j = y
I
1,j −K1,jx
I
1,j , (32)
gK2,j = y
I
2,j −K2,jx
I
2,j , (33)
gSx,j = x
I
1,j + x
I
2,j − 1, (34)
gSy,j = y
I
1,j + y
I
2,j − 1. (35)
Pressure at each stage is obtained by calculating pressure drops ∆P from
particular correlations, such as the one proposed in Bravo et al. (1986), and
incorporating them into
gPj = Pj+1 +∆Pj+1 − Pj. (36)
A non-equilibrium stage with this formulation leads to 6 differential and
14 algebraic equations/variables. The system of equations and variables is
summarized in the vectors:
Fj = [M˙
L
1,j M˙
L
2,j E˙
L
j gMLtj
gML
v,j
gEL
j
gK1,j gK2,j gSx,j gSy,j gEj gNL1,j gNV1,j
gEVj gMVtj
gMVv,j M˙
V
1,j M˙
V
2,j E˙
V
j gPj ]
T , (37)
and
xj = [M
L
1,j M
L
2,j E
L
j M
L
tj
Lj T
L
j x
I
1,j x
I
2,j y
I
1,j y
I
2,j T
I
j N1,j N2,j T
V
j
MVtj Vj M
V
1,j M
V
2,j E
V
j Pj]
T , (38)
∀ j = 2, . . . , N − 1, respectively.
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2.3. Equilibrium condenser
To model the top stage, a total condenser is considered, i.e., LC = VN−1.
LC is the liquid leaving the condenser at temperature T
I
N with an associated
enthalpyHLC . Moreover, the composition of the vapor leaving the last packing
segment is considered in equilibrium with the liquid phase in the condenser
as presented in (45). This static unit is modeled by the following set of
equations:
Energy balance.
gEL
t,N
= VN−1H
V
N − LCH
L
C +QC . (39)
Equilibrium.
gK1,N = y
I
1,N −K1,Nx
I
1,N , (40)
gK2,N = y
I
2,N −K2,Nx
I
2,N , (41)
gS1 = x
I
1,N + x
I
2,N − 1, (42)
gS2 = y
I
1,N + y
I
2,N − 1. (43)
Pressure.
gPN = Patm − PN . (44)
Vapor composition.
gy1,N = y1,N−1 − y
I
1,N , (45)
Notice that no differential equation is used in this model formulation,
leading to 7 algebraic equations/variables.
Reflux drum
The reflux drum model is described by the mass and energy balances and
total holdup summations:
M˙L1,N = LCx
I
1,N − (Lr +D)x1,N , (46)
M˙L2,N = LCx
I
2,N − (Lr +D)x2,N , (47)
E˙LN = LCH
L
N − (Lr +D)H
L
N , (48)
gMLtN
= ML1,N +M
L
2,N −M
L
tN
, (49)
gEL
N
= MLtNH
L
N − E
L
N , (50)
gMLυN
= D −Dref , (51)
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leading to 3 differential and 3 algebraic equations. The outflow Dref is a
control variable that can be used to set the volumetric holdup in the reflux
drum and xIN represents the composition of the liquid leaving the condenser
at temperature T IN . The model for the condenser and reflux drum leads to 3
differential and 10 algebraic equations and variables organized as follows
FN = [gy1,N M˙
L
1,N M˙
L
2,N E˙
L
N gMLtN
gEL
N
gMLυN
gK1,N gK2,N
gSxN gSyN gPj gELtN
]T , (52)
and
xN = [y
I
1,N y
I
2,N M
L
1,N M
L
2,N E
L
N M
L
t,N T
L
N D x
I
1,N x
I
2,N T
I
N
PN QC ]
T , (53)
respectively.
There are a considerable number of thermodynamic correlations that need
to be included to properly simulate the model. Here, for simplicity in the pre-
sentation of the model, those correlations are not presented but all references
to them are listed in Table 1.
The presented model leads to 6N − 6 differential and 14N − 8 algebraic
equations, where N represents the number of stages including reboiler and
condenser. The model equations can be used for steady state simulation
in their current form. However, for dynamic simulation, the challenges for
distillation models mentioned in Section 1 need to be carefully considered.
In the following section a modification to the model equations is proposed in
order to find an equivalent model representation with a smaller number of
states variables. This representation preserves the physical meaning of the
state vector and leads to a Reduced Order Rate Based Model (RORBM).
3. A reduced order rate based model
Here, a Reduced Order Rate Based Model (RORBM) is proposed which
provides the same behavior as the presented FRBM. The model order re-
duction is performed by differentiation of enthalpy correlations and algebraic
manipulation of energy and mass balance equations. If an expression such as
E
p
j =M
p
tj
H
p
j is substituted in the differential equations involving the change
in energy per time unit for the bulk phase p, E˙pj , relations of the form
M
p
tj
∂H
p
j
∂t
+Hpj
∂M
p
tj
∂t
= energy balance in stage j, phase p, (54)
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are obtained. On the one hand, expressions for the time derivative of to-
tal composition holdups are easily determined from individual component
holdups. For the binary case,
M˙
p
t = M˙
p
1,j + M˙
p
2,j , (55)
x2,j = 1− x1,j, (56)
y2,j = 1− y1,j, (57)
hold. On the other hand, expressions for the change of enthalpy with respect
to time are obtained by applying rules of differentiation to the enthalpy
correlations (Bonilla, 2011). This manipulation leads to a reduction in model
equations and variables with respect to the FRBM. In the following, the
set of equations describing the dynamics of the column stages using these
simplifications are presented.
3.1. Reboiler equations
The reduced model of the equilibrium reboiler is described by:
Mass and energy balances.
M˙Ltj = Lj+1 − B − Vj, (58)
x˙j =
Lj+1(xj+1 − xj) + Vj(xj − yj)
MLtj
, (59)
T˙Lj =
Lj+1
(
HLj+1 −H
L
j −
∂HLj
∂x
(xj+1 − xj)
)
MLtj
∂HLj
∂TL
+
Vj
(
HLj −H
V
j +
∂HLj
∂x
(yj − xj)
)
+QR −QL
MLtj
∂HLj
∂TL
, (60)
Component equilibrium.
gKx1 = yj −K1,jxj , (61)
gKy1 = (1− yj)−K2,j(1− xj), (62)
Pressure drop.
gP1 = Pj+1 +∆Pj+1 − Pj , (63)
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Bottom flow.
gMLv1
= B − Bref . (64)
This model of the reboiler leads to 7 equations involving 7 local3 variables.
The system of equations and the vector of variables can be summarized in
F1 = [gMLυ,1 M˙
L
t1
x˙1 T˙
L
1 gKx1 gKy1 gP1 ]
T , (65)
and
x1 = [B M
L
t1
x1 T
L
1 y
I
1 V1 P1]
T . (66)
respectively.
3.2. Non-equilibrium stages
The following set of equations are defined for the non-equilibrium stages
in the RORBM, i.e., j = 2, . . . , N − 1.
Mass and energy balance.
M˙Ltj = Lj+1 − Lj +N1,j +N2,j + F
L
j (67)
x˙j =
Lj+1(xj+1 − xj) + FLj (x
F
j − xj) +N1,j − (N1,j +N2,j)xj
MLtj
, (68)
T˙Lj =
Lj+1
(
HLj+1 −H
L
j −
∂HLj
∂x
(xj+1 − xj)
)
+ ELj −Q
L
j
MLtj
∂HLj
∂TL
+
FLj
(
HLF,j −H
L
j −
∂HLj
∂x
(xFj − xj)
)
−
∂HLj
∂x
N1,j
MLtj
∂HLj
∂TL
+
(N1,j +N2,j)
(
∂HLj
∂x
xj −HLj
)
MLtj
∂HL
j
∂TL
, (69)
3The term local here refers to variables that are uniquely determined by the set of
equations describing the stage. Although there are more than 7 variables involved, the
extra ones are determined by the stages linked to the reboiler by incoming and outgoing
flows.
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M˙Vtj = Vj−1 − Vj − (N1,j +N2,j) + F
V
j , (70)
y˙j =
Vj−1(yj−1 − yj) + F Vj (y
F
j − yj)−N1,j + (N1,j +N2,j)yj
MLtj
, (71)
T˙ Vj =
Vj−1
(
HVj−1 −H
V
j −
∂HVj
∂y
(yj−1 − yj)
)
− EVj −Q
V
j
MVtj
∂HVj
∂TV
+
F Vj
(
HVF,j −H
V
j −
∂HVj
∂y
(yFj − yj)
)
+
∂HVj
∂y
N1,j
MVtj
∂HVj
∂TV
+
(N1,j +N2,j)
(
HVj −
∂HVj
∂y
yj
)
MVtj
∂HVj
∂TV
, (72)
Mass holdups.
gMLtj
= MLtj −
π
4
d2lhLtjc
L
tj
, (73)
gMVtj
= MVtj −
π
4
d2l(ǫ− hLtj )c
V
tj
. (74)
Mass and energy transfer rates.
gNL
j
= N1,j − a
IcLt k
L
j (x
I
j − xj)− xj(N1,j +N2,j), (75)
gNVj = N1,j − a
IcVt k
V
j (yj − y
I
j )− yj(N1,j +N2,j). (76)
The energy fluxes Ej are calculated from conductive and convective con-
tributions as:
EVj = h
V
j a
I
j (T
V
j − T
I
j ) +
2∑
i=1
Ni,jH¯
V
i,j, (77)
ELj = h
L
j a
I
j (T
I
j − T
L
j ) +
2∑
i=1
Ni,jH¯
L
i,j, (78)
gEj = E
V
j − E
L
j . (79)
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Interface equilibrium.
gKxj = y
I
j −K1,jx
I
j , (80)
gKyj = (1− y
I
j )−K2,j(1− x
I
j ). (81)
Pressure.
gPj = Pj+1 +∆Pj+1 − Pj, (82)
Note that each non-equilibrium stage is modeled by 14 equations and 14
local variables. The system of equations and variables is summarized in the
vectors
Fj = [x˙j T˙
L
j M˙
L
tj
gMLvj
gKxj gKyj gEj gNL1,j gNV1,j gMVvj
M˙Vtj
y˙j T˙
V
j gPj ]
T , (83)
and
xj = [xj T
L
j M
L
tj
Lj x
I
j y
I
j T
I
j N1,j N2,j Vj M
V
tj
yj T
V
j Pj ]
T , (84)
∀ j = 2, . . . , N − 1, respectively.
3.3. Condenser
The model of the condenser keeps the same structure as the one presented
for the FRBM.
Energy balance.
gEt,N = VN−1H
V
N − LCH
L
C +QC . (85)
Equilibrium.
gK1,N = y
I
N −K1,Nx
I
N , (86)
gK2,N = (1− y
I
N)−K2,N(1− x
I
N), (87)
gyN = yN−1 − y
I
N . (88)
Pressure.
gPN = Patm − PN . (89)
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3.4. Reflux drum
Mass and energy balances in the reflux drum lead to
M˙LtN = LC − LN −D, (90)
x˙LN =
LC(x
I
N − xN)
MLtN
, (91)
T˙LN =
LC
(
HLC −H
L
N −
∂HL
N
∂x
(xIN − xN)
)
−QLN
MLtN
∂HLj
∂TL
, (92)
gMLυN
= D −Dref , (93)
The equations and states for the condenser plus reflux drum are organized
as follows
FN = [x˙N T˙
L
N M˙
L
tN
gELtN
gMLυN
gK1,N gK2,N gPj gyN ]
T , (94)
and
xN = [xN T
L
N M
L
tN
QC D T
I
N x
I
N PN y
I
N ]
T . (95)
Table 2 summarizes the variables and equations used in the proposed
RORBM. On the one hand, the FRBM model in (1)-(51) uses a total of
6N − 6 differential and 14N − 8 algebraic equations/variables, leading to
20N − 14 equations/variables. On the other hand, the RORBM uses 6N − 6
differential and 8N−6 algebraic equations/variables, i.e., a total of 14N−12
equations/variables. Consequently, there is a reduction of 6N − 5 vari-
ables/equations, i.e., approximately 31 percent of the total number of vari-
ables for the original model.
4. Sparsity and structure exploitation
It is known that distillation systems lead to sparse models due to the
cascade structure obtained by dividing the length of the column in stages
(Seader and Henley, 2006; Taylor and Krishna, 1993). This structure is bet-
ter exploited when the model equations are permuted such that algebraic and
differential relations involved in one stage are grouped together. This proce-
dure leads to a banded Jacobian matrix. The steady state RORBM is solved
on its sparse form by reorganizing the model residuals F T = [F1 F2, . . . , FN ]
according to (65), (83) and (94), and the states xT = [x1 x2, . . . ,xN ] follow-
ing the definitions in (66), (84) and (95).
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The sparsity pattern4 for the RORBM using two different vector struc-
tures is shown in Figure 3. The second form presents numerical advantages
if sparse linear-algebra solvers are used. Off-the-shelf solvers for nonlinear
equations provide options so that the sparsity patterns for the Jacobian can
be specified. Providing such patterns, leads to an improvement in the compu-
tation time, since first order derivatives can be computed in specific directions
for each equation in the model, i.e, sparse finite differences (Dongarra et al.,
1988).
Note that the bandwidth of the reorganized Jacobian does not change
with the number of stages, and in this case corresponds5 to 20. This band-
width is employed when solving the linear algebra subproblem at each New-
ton step using, e.g., preconditioned conjugate gradient method PCG6 (No-
cedal and Wright, 2006). Table 3 summarizes the computational demand of
the full rate based model without exploiting sparsity (FRBM-NSP) and the
reduced order rate based model exploiting sparsity (RORBM-SP) in terms
of solution time and memory usage. Note the significative improvement in
execution time and memory usage when the FRBM-NSP and the RORBM-
SP are compared. It has to be mentioned that the solution time for both
cases, can be further reduced if the model equations are coded using a high
level language, e.g., C or pascal and precompiling the model. Obtaining a
steady state solution is 93 percent more efficient in terms of function evalu-
ations per iteration when the sparse RORBM is used instead of the original
FRBM. Hence, the former model is selected for the dynamic simulation since
it alleviates the use of a considerable number of states.
5. Dynamic simulation of the RORBM
As mentioned previously, the RORBM described in Section 3, is used for
dynamic simulation. Although the large scale issue has been alleviated by the
model order reduction and the exploitation of the model structure, there is
still a problem when the model is used for dynamic simulation. Off-the-shelf
4The Jacobian in this representation exhibits four states more than in the model pre-
sented in Table 2. Those four states correspond to first order filters added to the actuators.
The addition of these filters is justified in the following sections.
5This bandwidth is determined by the stage with the maximum number of variables
acting on its equations.
6Here, an iterative method is used due to the reduced memory demands.
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solvers (Shampine et al., 1999; Hindmarsh et al., 2005), are normally able to
solve index-1 DAEs (Hairer and Wanner, 2002). The presented model does
not lie in this category and it should be reformulated in order to be solved
dynamically. In the following paragraphs the differentiation index problem is
explained and analyzed for the reduced order RBM along with the inherent
stiffness of the model.
5.1. Differentiation index in DAEs
Consider a semi-explicit differential algebraic equation of the form:
y˙ = f(t, y, z), (96)
0 = g(t, y, z), (97)
with y ∈ Rny , z ∈ Rnz , f : Rny × Rnz × R → Rny and g : Rny × Rnz ×
R → Rnz . The differentiation index I is defined as the number of times the
algebraic equations g(y, z, t) have to be differentiated with respect to time in
order to obtain an explicit expression for the time derivative of the algebraic
variables z, i.e., z˙. The differential index is a measure of how far a DAE
lies from an Ordinary Differential Equation (ODE). In fact a DAE could
be transformed into an ODE after I differentiations with respect to time
and algebraic manipulation, generating what is called the underlying ODE
(Ascher and Petzold, 1998).
Numerical solvers find a solution to (96)-(97) by obtaining an expression
for the time derivative of the algebraic variables z˙. This set of ODEs can
be obtained by differentiating the algebraic constraints with respect to time,
leading to
z˙ = −
(
∂g(y, z)
∂z
)−1
∂g(y, z)
∂y
f(t, y, z). (98)
It is possible to find a solution to z˙ if the Jacobian of the algebraic equa-
tions with respect to the algebraic variables ∂g(y,z)
∂z
, is nonsingular (Hairer
and Wanner, 2002). If that is not the case, the algebraic constraints are dif-
ferentiated until an index-1 system is obtained, i.e., I−1 times. Off-the-shelf
solvers are only capable of dealing with index-1 problems, i.e., ∂g(y,z)
∂z
in (98)
must be nonsingular. In general, the underlying ODE formed by (96) and
(98) provides a family of solutions that do not necessarily satisfy the origi-
nal algebraic equations. Hence, in order to achieve the required constraint
satisfaction, the correct initialization must be done, i.e., the initialization of
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the underlying ODE must be performed considering the original constraints
and the derivatives7 that lead to the underlying ODE.
When a numerical method is applied to the integration of the underly-
ing ODE, a common feature is the drift of the solution trajectories from the
manifold defined by the hidden constraints, i.e., the solution of the ODE
does not satisfy the original constraint and its I − 1 derivatives (Hairer and
Wanner, 2002). Hence, reducing the index by differentiation of the con-
straints is always accompanied by methods for stabilization of the error in
the solution. Among the most widely used are Baumgarte’s stabilization
(Baumgarte, 1972) and projections of the solution on the manifold (Hairer
and Wanner, 2002). If the differentiated constraints are just appended to
the original set of constraints, the system becomes overdetermined. There
exist other methods that attempt to solve the overdetermined system result-
ing from this index reduction procedure. However, differentiation of con-
straints can create new differential variables making the solution even more
involved. Among the most used methods for overdetermined systems are the
least squares minimization applied to the nonlinear equations (Hairer and
Wanner, 2002) and the method of the dummy derivatives (Mattsson and
So¨derlind, 1993). All those methods depart from a DAE reduced to index-1
by differentiation. Pantelides (1988) proposes an algorithm that identifies
the minimum set of equations from the DAE that need to be differentiated,
so that an index-1 system can be obtained for further stabilization with one
of the methods mentioned.
5.2. Index problem in distillation models
The DAEs high-index problem has been previously mentioned in several
works for different kinds of distillation models, e.g., Pantelides et al. (1988),
Gani and Cameron (1992), Kreul et al. (1998), Peng et al. (2003) among
others. There are basically two approaches to tackle the problem. On the one
hand, the complexity of the model is reduced by making several assumptions
that lead to an index-1 DAE. On the other hand, the constraints that need
to be differentiated are detected by, e.g., Pantelides algorithm (Pantelides,
1988). The differentiated constraints are added to the system, leading to an
overdetermined model that can be solved by one of the methods mentioned
7These constraints imposed by the derivatives with respect to time are called the un-
derlying or hidden constraints
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previously. Although this method preserves the original set of variables,
it becomes involved. The method requires: (i) the implementation of the
graph-theory based Pantelides algorithm, (ii) tools to obtain the derivatives
of the equations detected by the algorithm and (iii) procedures to solve the
overdetermined model dynamically.
The approach used here lies in the first class of the mentioned methods.
The index problem for the RORBM is analyzed and the proper assumptions
are justified physically and numerically, highlighting the limitations of the
resulting model.
Pantelides et al. (1988) traced back the index problem in distillation to the
appropriate links between vapor flows and pressure drops. Kreul et al. (1998)
refers to the index problem and confirms that this appears when there is no
relation between pressure drops in a non-equilibrium stage and vapor or liquid
flowing through the stage. As it is shown here, this is a necessary condition
but it is not the only one that helps to avoid the problem. In general, from the
numerical viewpoint, each algebraic variable must appear at least once in the
algebraic equations. This avoids what is called structural singularities. The
flows in a stage, algebraic variables, must appear in the algebraic equations
either through the pressure drops or through the calculation of mass transfer
coefficients8. Consequently, assuming pressure drops constant or transfer
coefficients constant removes the flows from the algebraic equation. Since
flows are algebraic variables, this leads to a singular Jacobian ∂g
∂z
and to the
high-index problem unless extra assumptions are considered. These extra
assumptions must imply an extra algebraic equation involving the flows in
a stage that were suppressed by assuming, e.g., constant pressure. This is
illustrated in the following paragraphs.
5.3. Structural singularity detection
A particular procedure to detect structural singularity problems is pro-
posed in Gani and Cameron (1992) by analyzing the incidence of algebraic
variables in the algebraic equations. By analyzing this incidence matrix, it
is possible to suggest modifications to the model that avoid the higher in-
dex problem. Note that this procedure is restricted to structural singularity,
numerical singularities are in general more difficult to avoid by this method.
8Note that both pressure drops and mass and heat transfer coefficients involve the
vapor and liquid flows in a stage.
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Gani and Cameron (1992) proposes to choose the variables that do not ap-
pear in the incidence matrix as degrees of freedom. This approach is certainly
effective, however, in practical cases not always the variables that create the
higher index problem can be assumed as given.
In order to trace back the origins of the higher index problem in the
RORBM, a simple 3-stages system is analyzed, i.e., only one packing section
is assumed and it is modeled using the non-equilibrium equations (67)-(82),
along with the reduced models of reboiler (58)-(64) and condenser plus reflux
drum (85)-(93). The Jacobian of the nonlinear set of equations, composed
of dynamic and algebraic relations, is calculated numerically. Note that the
numerical values of the Jacobian change as a function of the states value.
However, the purpose of this calculation is to check the structure of the Ja-
cobian and not its numerical values. The equations and states are organized
as F = [Fy gz]
T and x = [y z]T , respectively, to clearly identify the dynamic
and algebraic parts in the Jacobian in the analysis9.
The results are illustrated in Figure 4. Note that, in this model, the
pressure drops and the transfer coefficient are calculated as a function of the
flows in the stage as suggested in Kreul et al. (1998). However, the DAE
system still exhibits a differentiation index bigger than one. It is easy to
see that the vapor flow in the reboiler V1, does not appear in the algebraic
constraints, causing the structural singularity problem. Any other algebraic
variable missed in ∂g
∂z
leads to the same structural singularity problem.
5.4. Higher index reduction
Once the structural singularity has been detected, there are some options
to obtain an index-1 system. In order to reduce the differentiation index
of the proposed model, it is required to include all the algebraic variables
at least once in the algebraic equations. Hence, assumptions that lead to
that inclusion avoid the structural singularity. In this particular case, as-
suming vapor molar holdup MV2 , constant solves the problem. This common
assumption transforms (70) into an algebraic constraint, i.e., shifts the row
corresponding to M˙V2 , in Figure 4, down to the algebraic part of the Jaco-
bian, allowing for V1 to appear once in the algebraic constraints. There exists
a second effect of this assumption, since the fast dynamics associated with
9Although, a different organization presents advantages when solving the system of
equations, with this form of organizing variables, the analysis of the index problem is
easily performed.
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Algorithm 5.1 Index reduction from structural singularities
1: Organize the DAE in the form (96)–(97).
2: Obtain the incidence matrix (sparsity pattern) of the problem by, e.g.,
numerical perturbation.
3: Detect the empty columns ie of the block corresponding to the incidence
of algebraic variables z into the algebraic equations G.
4: Identify the variables z(ie) from which the structural singularity isorigi-
nated.
5: Scan the rows of the incidence matrix corresponding to the dynamic
equations f detecting the ones that contains the variables z(ie), i.e.,
F (z(ie)).
6: Based on process insight of the process evaluate which ones of the
F (z(ie)) can be considered as algebraic equations.
the vapor holdups are being neglected, the stiffness of the DAE is expected
to be alleviated. This kind of common assumption reduces on the one hand,
the index problem to one and, on the other hand, the stiffness of the whole
DAEs system, facilitating the dynamic simulation task.
Detecting structural singularities can be generalized by analyzing the Ja-
cobian of the algebraic constraints with respect to the algebraic variables.
A procedure for reducing the index from structural singularity problems is
proposed in Algorithm 5.1.
5.5. Further simplifications to the RORBM and actuator dynamics
Once the index problem has been solved a simulation of the system, under
the assumption of constant molar vapor holdup, can be performed. Note that
the dynamic model has as degrees of freedom four manipulated variables,
namely reflux flow Lr, bottom flow B, top flow D and reboiler duty Qr. By
simple inspection, it is possible to note that the system is not BIBO (bounded
input bounded output) stable (Ogata, 2010). If one of these variables is
changed, the volumes in the reboiler and condenser can reach saturation.
Starting from an equilibrium value, a step in the reboiler power Qr, induces
a higher vapor flow V1. If B is not changed, the reboiler volume decreases
until it reaches its lower level, i.e., it saturates. At the top of the column,
if D and Lr are kept constant, the level in the reflux drum increases since
more vapor is flowing through the column. This excess of vapor condensates
and induces an increase of liquid volume in the reflux drum until it saturates
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to its maximum volume. Consequently, the model with these four degrees of
freedom is unstable. A very simple approach to avoid this kind of instability
is to close loops between liquid volumes in the reboiler and reflux drum with
bottom and top flows, respectively (Skogestad, 1997). The dynamics of these
liquid loops is, in general, faster than the one associated with temperature
and composition. Hence, in many distillation models it is assumed that there
exist perfect controllers that keep these volumes constant. In practice, simple
PI controllers can be tuned so that correction for volume variations is rapidly
achieved. Therefore, if the liquid volume in the reboiler is assumed constant,
then, (58) and (64) must be replaced by
gMLt1
= υLtj(Lj+1 − B − Vj) +M
L
tj
(
∂υLtj
∂xj
x˙j +
∂υLtj
∂TLj
T˙Lj
)
(99)
gMLυ1
= υLt1M
L
t1
− v¯R, (100)
respectively. Likewise, if the volume in the reflux drum is assumed constant,
(90) and (93) must be replaced by
gMLtN
= υLtN (Lc −D − Lr) +M
L
tN
(
∂υLtN
∂xN
x˙N +
∂υLtN
∂TLN
T˙LN
)
(101)
and
gMLυ1
= υLtNM
L
tN
− v¯D. (102)
The advantages of incorporating these assumptions into the model is an easier
simulation, avoiding saturation of variables without the need of considering
control loops for the volumes in the top and bottom stages. However, the real
dynamics of the liquid loops is merged with the dynamics of the temperature
inside the column. As mentioned, if desired, the model can be used without
this assumption. However, the proper control loops need to be designed and
incorporated into the model.
The presented model does not consider the dynamics of the actuators.
If a step change is performed in the reboiler duty, the extra heat applied
directly propagates to the vapor flow, i.e., the extra heat added, generates
an instantaneous change in the vapor flow since the liquid in the reboiler is
saturated. Figure 5 shows the response of some model states when changes of
±10 percent in the reboiler duty and the reflux are performed. Although, part
of the vapor dynamics have been neglected with the constant molar vapor
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holdup assumption, there is a very fast response due to the lack of proper
modeling for the heat transfer between the actuator and the saturated liquid
in the bulk phase.
A real setup exhibits a different behavior. The applied heat takes some
time until it is transferred to the surroundings of the actuator and to the
vapor due to the heat resistance in the liquid bulk phase, which has not been
considered in the model. Similarly, the dynamics of the reflux pump, the feed
pump and the feed heater are not considered. Hence, in order to provide a
model closer to what is expected in a real setup, first order filters of the form
q˙(t) =
1
τ
(u(t)− q(t)), (103)
are added to each one of the command signals. Here, u(t) represents the
command sent to the actuator while q(t) accounts for the filtered command
signal that reaches the process. The time constants for those filters are tuning
parameters that can be estimated in the real setup since measurement of slave
control loops are available.
6. Dynamic sensitivity analysis of the RORBM
As noted in Figure 5, the steady state value of model compositions for
the top stage does not reach the one of a pure component. In a real setup
top composition is approximately one. This mismatch between the dynamic
simulation and the experimental setup is due to lack of tuned values for the
model parameters. Hence, a dynamic parameter estimation problem needs to
be formulated. The model formulated here uses the 16 parameters listed in
Table 4. However, the number of parameters that can be estimated, depends
on the available state measurements.
Since in this particular setup only measurements of temperatures are
available, it is necessary to evaluate which parameters can be estimated from
those measurements. Here, a parameter sensitivity analysis is performed.
For the index-1 DAE
y˙ = f(y, z, p, t), (104)
0 = g(y, z, p, t), (105)
the sensitivities of states xT = [yT zT ] with respect to parameters p, i.e.,
sT =
∂x
∂p
T
=
[
∂y
∂p
T ∂z
∂p
T]
= [sy
T sz
T ] (106)
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are obtained by solving the DAE

 s˙y
0

 =


∂f
∂y
∂f
∂z
∂g
∂y
∂g
∂z



 sy
sz

+


∂f
∂p
∂g
∂p

 . (107)
Although the required differentiation may be performed symbolically, the
DAE solver with sensitivity generation capabilities presented in Hindmarsh
et al. (2005) is used here to obtain and solve (107) together with the RORBM.
The sensitivities of temperature trajectories at the top and the bottom of
the column as a function of the 16 model parameters are obtained under
a simulation test. A 10 percent perturbation is performed in the 4 possible
manipulated variables of the setup10, i.e., Qr, Lr, F and TF . The sensitivities
can be seen as the gain k in the linear approximation of the states
x(p) = x(p¯) + k(p− p¯). (108)
Consequently, the higher the sensitivity the larger the effects of variation in
p over the analyzed state trajectories. On the contrary, lower sensitivities
lead to almost no change in the measured states trajectories with respect
to changes in the parameters. Hence, parameters with lower sensitivities,
i.e., low effect on measured trajectories are difficult to estimate from the
variations of the available measurements.
In order to use the sensitivities to reduce the search space for the model
parameters p, a criterion based on a 2-norm of the form
‖Si‖ =
4∑
i=1
N∑
j=1
kf∑
k=0
‖∂xj
∂pi
(k)‖22
4kfN
(109)
is proposed as an indicator for the relevance of parameters in the estimation
procedure. kf is the number of values used for describing the numerical
solution of the sensitivities. N denotes the number of states analyzed, i.e.,
for the temperature of the liquid or vapor N corresponds to the number of
stages and m = 4 input variables perturbed. This criterion adds all the
contributions of the sensitivities associated to a set of N states with respect
to the parameter pi along one simulation test for the four tests. Figure 6
10These signals can be manipulated when gathering data for model identification
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illustrates ‖Si‖ for the 16 parameters proposed, when the temperature of the
vapor phase, liquid phase and top and bottom concentration are assumed to
be measurable.
Based on the sensitivities it is possible to reduce the search space for the
parameter estimation problem. In this case the original vector p ∈ R16 is
reduced to pr ∈ R11 as shown in Table 5. Although not presented here, for
simplicity, the dynamic sensitivity analysis helps to determine which parame-
ters present influence on the dynamic and static parts of the model response.
This knowledge can be used to set up steady state experiments to determine
values for those parameters.
7. Discussion
The model presented here, is developed for a particular binary mixture of
methanol-isopropanol. However, due to the properly referenced correlations
other binary mixtures can be easily adapted. In the case of multicomponent
separation, the model presented in Section 2 has to be adapted. Particularly
the mass and energy transfer coefficients are represented by a matrix whose
components model the transfer from element i to j (Taylor and Krishna,
1993). Moreover, the structure can be exploited in the same form presented
in Section 4. The index problem arises in that model formulation but it can be
analyzed using the same procedure proposed here and the proper assumptions
need to be performed in order to reduce the index of the DAEs (Peng et al.,
2003). Note the sparse form in the RORBM allows for the use of the model in
more advance numerical tasks such as online estimation and control. Despite
the considerable number of states, the presented sparse and non-stiff form
allows for efficient numerical solutions. This combines the advantages of
rigorous first principles models with the computational tractability of highly
structured reduced order models. On the other hand, the sensitivity analysis
of model parameters reduces the space of parameters to tune for parameter
estimation tasks. The procedure introduced here, considers a reduced set of
measurements, this lack of information allows for the estimation of a reduced
set of parameters only, i.e., the ones that exhibit the highest influence in
the trajectories to fit. This identifiability analysis, provides the necessary
information to formulate the parameter estimation problems with a reduced
set of parameters, those that are more likely to be identified. Moreover, in
the case of parameter estimation with multiple experiments, the structure
23
Postprint version of paper published in Chemical Engineering Science 2012, vol. 68, pages 401-412. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.sciencedirect.com/science/journal/00092509   
Original file available at: http://dx.doi.org/10.1016/j.ces.2011.09.051  
 
exploitation does not lead to computationally heavier problems as it can be
the case if the model Jacobian would be treated in a dense form.
8. Conclusions
A reduced order rate based model has been presented. It is shown that
despite the large number of variables involved in this complex model, struc-
ture can be exploited so that the computational effort required to solve the
system of equations is alleviated. Moreover, the differentiation index prob-
lem for the proposed reduced rate based model is studied from the numerical
point of view and an index reduction procedure based on physical and nu-
merical properties is proposed. The common assumption of a constant vapor
holdup is justified numerically showing that it not only leads to a less stiff
differential-algebraic system but also to a model Jacobian that is structurally
non-singularity. The resulting model can be solved with off-the-shelf solvers
to find the solution to the dynamic system in an efficient form by exploiting
the sparse structure of the model Jacobian. In addition the identifiability of
model parameters is studied showing that with a reduced set of state mea-
surement only a subset of model parameters can be estimated. Particularly
it is presented that heat loss coefficient exhibit the highest sensitivity with
respect to the measured trajectories. Hence the tuning of the model to a
particular setup can be performed on a reduced search space exploiting the
sparsity and making the use of the model computational attractive for more
advance applications.
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Notation
a : Specific interface area, m−1
aI : Net interfacial area, m2
B : Bottom Flow, mol/s
ct : Molar density, mol/m
3
C : Condenser
d : Column internal diameter in m
D : Distillate flow, mol/s
∆P : Pressure drop, Pa
F : Feed flow, mol/s
h : Heat transfer coefficient, kJ/mol
ht : specific liquid holdup,
H : Molar enthalpy, kJ/mol
H¯ : Partial molar enthalpy, kJ/mol
k : Mass transfer coefficient, m/s
K : Vapor-liquid distribution ratio
L : Liquid flow, mol/s
Mt : Total molar holdup, mol
N : Mass transfer flux, mol/s
P : Total pressure, Pa
P s : Component vapor pressure, Pa
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Q : Heat added or removed, kW
T : Temperature , K
V : Vapor flow, mol/s
x : Liquid composition, mol/mol
y : Vapor composition, mol/mol
Greek letters
ǫ : Packing void fraction %
γ : Activity coefficient,
Subscripts
i : Component index
j : Stage index
R : Reboiler
D : Reflux drum
C : Condenser
Superscripts
L : Liquid related
V : Vapor related
I : Interface related
T : Vector transpose
References
Ascher, U. M., Petzold, L. R., 1998. Computer methods for ordinary differential
equations and differential-algebraic equations. SIAM Publications.
Baumgarte, J., 1972. Stabilization of constraints and integrals of the motion in
dynamical systems. Computer methods in applied mechanics and engineering
1 (1), 1–16.
26
Postprint version of paper published in Chemical Engineering Science 2012, vol. 68, pages 401-412. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.sciencedirect.com/science/journal/00092509   
Original file available at: http://dx.doi.org/10.1016/j.ces.2011.09.051  
 
Bonilla, J., 2011. Structure and convexity exploitation in nonlinear chemical pro-
cess modeling and estimation. Ph.D. thesis, Chemical Engineering Department.
Katholieke Universiteit Leuven. Belgium.
Bravo, J. L., Rocha, J. A., Fair, J. R., January 1985. Mass transfer in gauze
packings. Hydrocarbon Processing, 91–95.
Bravo, J. L., Rocha, J. A., Fair, J. R., March 1986. Pressure drop in structured
packing. Hydrocarbon processing, 45–49.
Christensen, J., 1982. Handbook of heats of mixing. Wiley.
Daubert, T. E., Danner, R. P., 1989. Physical and thermodynamic properties of
pure chemicals. Taylor & Francis Inc.
Dongarra, J. J., Duff, I. S., Sorensen, D. C., van der Vorst, H. A., 1988. Numerical
linear algebra for high-performance computers. SIAM.
Fuller, E. N., Schettler, P. D., Giddings, J. C., 1966. New method for prediction
of binary gas-phase diffusion coefficients. Industrial & Engineering Chemistry
58 (5), 18–27.
Gani, R., Cameron, I., 1992. Modelling for dynamic simulation of chemical process:
the index problem. Chemical Egineering Science 47 (5), 1311–1315.
Hairer, E., Wanner, G., 2002. Solving ordinary differential equations II: Stiff and
differential-algebraic problems. Springer series in computational mathematics.
Hindmarsh, A. C., Brown, P. N., Grant, K. E., Lee, S. L., Serban, R., Shumaker,
D. E., Woodward, C. S., 2005. SUNDIALS: Suite of nonlinear and differen-
tial/algebraic equation solvers. ACM Transactions on mathematical software
31 (3), 363–396.
Khrishnamurthy, R., Taylor, R., 1985. A nonequilibrium stage model for multicom-
ponent separation processes: Part I model description and method of solution.
AIChE Journal. 31 (3), 449–456.
Kister, H. Z., 1992. Distillation design. McGraw-Hill.
Kooijman, H. A., 1995. Dynamic nonequilibrium column simulation. Ph.D. thesis,
Clarkson University.
Kreul, L. U., Go´rak, A., Dittrich, C., Barton, P. I., 1998. Dynamic catalytic
distillation: Advanced simulation and experimental validation. Computer &
Chemical Engineering 22, 371–378.
27
Postprint version of paper published in Chemical Engineering Science 2012, vol. 68, pages 401-412. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.sciencedirect.com/science/journal/00092509   
Original file available at: http://dx.doi.org/10.1016/j.ces.2011.09.051  
 
Mattsson, S. E., So¨derlind, G., 1993. Index reduction in differential-algebraic equa-
tions using dummy derivatives. SIAM Journal of Scientific Computing 14 (3),
677 – 692.
Nocedal, J., Wright, S., 2006. Numerical optimization, 2nd Edition. Springer, New
York.
Ogata, K., 2010. Modern control engineering. Prentice Hall.
Pantelides, C. C., 1988. Consistent initialization of differential-algebraic systems.
SIAM Journal of Scientific Statistical Computing 9 (2), 213–231.
Pantelides, C. C., Gritsis, D., Morrison, K. R., Sargent, R. W. H., 1988. The
mathematical modelling of transient systems using differential-algebraic equa-
tions. Computers and Chemical Engineering 12 (5), 449–454.
Peng, J., Edgar, T. F., Eldridge, R. B., 2003. Dynamic rate-base and equilibrium
models for packed reactive distillation column. Chemical Engineering Science
58, 2671–2680.
Reid, R. C., Prausnitz, J. M., Poling, B. E., 1987. The properties of gases and
liquids, 4th Edition. McGraw-Hill, New York.
Sandler, S. I., 1999. Chemical and engineering thermodynamics. Wiley & Sons,
Inc.
Seader, J. D., Henley, E. J., 2006. Separation process principles. Wiley & Sons,
Inc.
Shampine, L. F., Reichelt, M. W., Kierzenka, J. A., 1999. Solving index-1 DAEs
in MATLAB and Simulink,. SIAM Review 41 (3), 538–552.
Skogestad, S., 1997. Dynamics and control of distillation columns - a tutorial
introduction. Trans IChemE 75, 539–562, a6 special issue: Distillation.
Taylor, R., Krishna, R., 1993. Multicomponent mass transfer. Wiley & Sons, Inc.,
New York.
Wilson, G. M., 1964. Vapor-Liquid equilibrium XI: A new expresssion for the excess
free energy of mixing. Journal of the American Chemical Society 86, 127–130.
28
Postprint version of paper published in Chemical Engineering Science 2012, vol. 68, pages 401-412. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: http://www.sciencedirect.com/science/journal/00092509   
Original file available at: http://dx.doi.org/10.1016/j.ces.2011.09.051  
 
Figures
N
E
T V
Vapor phase
Liquid phase
TL
T I
yi,j
xIi,j
yIi,j
Vj
HVj
yi,j−1
Vj−1
HVj−1
xi,j
Lj
HLj
xi,j+1
Lj+1
HLj+1
MLi,jM
V
i,j
EVj E
L
j
Figure 1: Non-equilibrium stage in the rate based model.
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Figure 2: Distillation column layout. Packing material has been distributed in three
segments along the main body of the column.
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Figure 3: System Jacobian for a 5 stages column, i.e., reboiler, 3 packing stages and
condenser plus reflux drum, using the RORBM in its original form (left). Note the banded
pattern in obtained when a proper ordering of vector and equations is performed (right).
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Figure 4: Jacobian of a 3 stages distillation system using the RORBM. Note that the
Jacobian of the algebraic equations with respect to the algebraic variables lacks of elements
in the column corresponding to the reboiler vapor flow V1, originating the singularity in
∂g
∂z
and the higher index problem in the DAE.
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Figure 5: RORBM response to ±10 percent changes in the reboiler duty and the reflux. First order filters have been added to
the actuators to model the actuator dynamics.
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Tables
Table 1: References for physical properties of the mixture.
Property Source
Activity coefficients Wilson (1964)
Diffusion coefficients Fuller et al. (1966), Reid et al. (1987)
Density Daubert and Danner (1989)
Heat capacities Sandler (1999)
Heat of vaporization Daubert and Danner (1989)
Heat of mixing Christensen (1982)
Heat Transfer Coeff. Seader and Henley (2006)
Enthalpy Seader and Henley (2006)
Mass Transfer Coeff. Bravo et al. (1985)
Viscosity Reid et al. (1987)
Pressure drop Bravo et al. (1986)
Thermal conductivities Daubert and Danner (1989)
Specific liquid holdup Bravo et al. (1986)
Packing parameters Kister (1992) & Sulzer Chemtech
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Table 2: Summary of variables and equations involved in the RBM.
Stage Variablesa Associated
name units typeb equation
Reboiler
j = 1
MLt1 mol D (58)
x1 mol/mol D (59)
TL1 K D (61)
V1 mol/s A (60)
B mol/s A (64)
yI1 mol A (62)
P1 Pa A (63)
Non-
equilibrium
j =
2, . . . , N − 1
xj mol/mol D (68)
TLj K D (69)
MLtj mol D (67)
yj mol/mol D (71)
T Vj K D (72)
MVj mol D (70)
Vj mol/s A (73)
Lj mol/s A (74)
N1,j mol/s A (75)
N2,j mol/s A (76)
T Ij K A (79)
yIj mol A (80)
xIj mol A (81)
Pj mol A (82)
Condenser
j = N
T IN K A (86)
QC kW A (85)
yIN mol/mol A (88)
xIN mol/mol A (87)
PN Pa A (89)
Reflux
drum
j = N
xN mol D (91)
TLN mol D (92)
MLtN kW D (90)
D mol/s A (93)
aConsidering a binary mixture
bD and A stand for differential and algebraic variables, respectively.
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Table 3: Performance comparison between the full rate based model and the reduced state
rate based model when sparsity is exploited.
FRBM-NSP RORBM-SP
Number of variablesa 383 272
Function evaluations 2688 108
Execution time per iteration (s) 2.93 0.17
Memory usedb (kB) 1146 2.73
aFor a column with 20 stages.
bOnly the number of kilobytes to store the Jacobian in double precision format are
considered as indication of the memory usage.
Table 4: Initial guess for parameters in the rate based model.
Parameter Value Unit Description
υ¯R 5×10−3 m3 Reboiler liquid volume
υ¯D 2×10−3 m3 Condenser liquid volume
xF 0.7004 mol/mol Liquid feed composition
ψL 0.0 kW/K Heat loss coefficient liquid
ψV 0.0 kW/K Heat loss coefficient vapor
ψR 0.0215 kW/K Reboiler losses coefficient
ψD 0.0106 kW/K Condenser losses coefficient
Ch 1 Liquid holdup tuning coefficient
C∆P 1 Pressure drop tuning coefficient
CkL 1 Mass transfer tuning coefficient
CkV 1 Mass transfer tuning coefficient
M¯Vtj 0.018 mol Molar vapor holdup
τR 180 s Heater time constant
τLr 20 s Reflux pump time constant
τF 20 s Feed pump time constant
τTF 90 s Feed heater time constant
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Table 5: RORBM parameters and its influence on the dynamic and static response.
Parameter Dynamic Static pr
a
υ¯R  
υ¯D  
xF   
ψL   
ψV   
ψR   
ψD   
Ch  
C∆P
CkL   
CkV   
MVT  
τR 
τLr 
τF 
τTF 
apr groups all the parameters that are selected to be estimated from the available
measurements.
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