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Abstract. The main goal of this work is to find a suitable
method for calculating the best setting of a stereo pair of
cameras that are viewing the scene to enable spatial imag-
ing. The method is based on a geometric model of a stereo
pair cameras currently used for the acquisition of 3D scenes.
Based on selectable camera parameters and object positions
in the scene, the resultant model allows calculating the pa-
rameters of the stereo pair of images that influence the qual-
ity of spatial imaging. For the purpose of presenting the
properties of the model of a simple 3D scene, an interactive
application was created that allows, in addition to setting
the cameras and scene parameters and displaying the calcu-
lated parameters, also displaying the modelled scene using
perspective views and the stereo pair modeled with the aid of
anaglyphic images. The resulting modelling method can be
used in practice to determine appropriate parameters of the
camera configuration based on the known arrangement of
the objects in the scene. Analogously, it can, for a given cam-
era configuration, determine appropriate geometrical limits
of arranging the objects in the scene being displayed. This
method ensures that the resulting stereoscopic recording will
be of good quality and observer-friendly.
Keywords
Anaglyph, parallax, stereo base, stereo pair, stere-
oscopy.
1. Introduction
Stereoscopy has increasingly been used in the recent
decades. This is due to the growth of the computing power of
computers and to trying to obtain a view that corresponds to
the perception a human has when observing an actual spatial
scene. Currently, stereoscopy is used in many industries, e.g.
in science, medicine, architecture, entertainment, and game
industry, and also in other fields. For example, in robotics it
is used for the orientation of autonomous robots in space and
for object recognition [1]. It also finds wide application in
medicine, displaying a stereoscopic view that improves the
surgeon’s perception when either teaching or performing the
operation itself [2][3], in architecture for viewing interiors
and exteriors of buildings, in product presentations in com-
panies, etc. In recent years, making 3D Movies has also be-
come very popular [4]. Stereoscopic videos are already well
integrated into the video and audio compression standards
MPEG [5]. Stereoscopy technology is also connected with
viewing stereoscopic formats, in the anaglyphic form, which
has been known since the 19th century. However, novel
methods are constantly being developed that make watch-
ing more comfortable [6][7], leading to the more modern
technologies using autostereoscopic or holographic units [8].
Another recent innovation is viewing stereoscopic formats
on mobile phones with autostereoscopic displays [9].
People use a pair of eyes for the observation of the real-
world and this vision is called binocular vision. In the first
place, some of the terms need to be given that are currently
used in binocular vision:
• Disparity: is the difference between the corresponding
points from two images of the object images which are
projected on the retina of the eye.
• Parallax: is the horizontal distance between the corre-
sponding points from the left and the right image on
a projector or display screen [5]. In other sources [10]
the parallax is the angle between the lines of sight that
leads to the disparity between the two retinal images.
In this work the parallax will be used as defined in [5].
This paper describes the principle of calculating the
camera separation (stereo base) for a pair of cameras with
the same parameters in a parallel arrangement. Parallel ar-
rangement means that the optical axes of both cameras are
parallel.
Results of the research are realized via simulations to
determine, how far the observed objects can be placed in
the scene for the corresponding parallax in the image to be
in standards that are appropriate for viewing stereoscopic
videos [5].
When composing static stereoscopic images, the
Bercovitz formula may be sufficient for good watching [11].
In the case of video sequences, the eyes get used to the small
parallax value and the 3-D effect is not significant. It is there-
fore necessary to consider larger parallax values.
This paper aims to formulate specific parallax limits de-
pending on the observed scene and the size of the stereo base
of the camera system [12][13]. The parallax values should
not reach large values, because too large values of positive
and negative parallax can produce headaches and sore eyes
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when watching stereoscopic video sequences, and should be
reduced. They can also lead to an enhanced impact of the
cross-talk [5] in a composite image and post processing is
necessary such as that described in [14]. Using the nega-
tive parallax very often is not recommended either, because
it increases the possibility of conflict with the stereoscopic
image boundary [4], and the eyes are more strained than in
the case of positive parallax.
Further it is necessary to prevent the appearance of the
divergent parallax and the vertical parallax, discussed below.
The following text will define the parameters characterizing
the stereo pair. These include:
• The maximum positive and maximum negative paral-
lax in the image, after the adjustment of stereo pair base
to the necessary camera parameters such as focal length
or horizontal viewing angle, scene parameters (size of
the projection plane) and the value of the stereo base.
• The calculation of the stereo base for the desired paral-
lax values, and setting the scene with selected parame-
ters.
For a simple verification of mutual relations the result-
ing values are shown graphically in the application in the
form of anaglyphic view.
In part 2 the basic principles and conditions for the
stereoscopic projections and stereoscopic acquisition tech-
niques for the stereo pair will be described. Potential paral-
lax types will then be described that may occur in correctly
composing a stereo pair and which should not occur. The
main part describes the derivation of formulas for calculat-
ing the stereo base of the required positive parallax and the
location of objects in the scene. At the end of this section the
resulting relationships for computing the extremes of paral-
laxes will be presented. Equations are then derived for cal-
culating camera parameters for perceiving depth in graphics
applications after image adjustment.
The part 3 describes experimental results for real test
stereo image data set. In this section, the difference between
the real and modelled data is expressed.
The last section gives a simplified description of the
application that was created based on calculations from the
previous sections.
1.1 Stereoscopic Acquisition
Images taken by two cameras capturing the same scene
are generally referred to as a stereo pair [15]. When com-
posing images into the resulting stereoscopic format it is re-
quired that the two images of the stereo pair, from both the
left and the right camera, be line-aligned. It is typical of
the method described in this work that the images are mutu-
ally shifted by the value of the parallax in the image. This
approach will be valid in the case that the cameras allow
a displacement of the CCD in the horizontal direction of the
optical axes of the lenses and the resulting image will be
given in the required image width W. Such a configuration is
given in [17]. In the case that the acquisition of a scene is ob-
tained by using cameras that have a fixed CCD position with
respect to the optical axes of lenses, then further post- pro-
cessing of the stereo pair is required. Such a situation will
in the following be described as a stereo pair adjustment.
The adjustment can be achieved by cropping the part of the
left and the right image, which is not common (includes im-
age information which is always located in only one of the
images). Such trimming is given by the parallax value cal-
culated for the object which after the acquisition is displayed
on the screen.
W
W - ΔΔ Δ
RL
Fig. 1. The principle of the stereo pair acquisition with a parallel
axis camera.
The original image width is given as W . The resulting
composite image width W ′ will then be
W ′ =W −∆ (1)
where ∆ denotes the distance between the corresponding
points after the two images to be displayed on the image
plane have overlapped. Parameter ∆ will be referred to as
image trimming. This procedure is shown in Fig. 1. The
value ∆ is one of the factors that need to be taken into con-
sideration in order to be considered for the preserve as much
usable image width in the resultant image as possible.
1.2 Parallax
In the human binocular visual system it is appropriate
to mention two basic cases related to the subject matter of
this work. The first of these is the effect of convergence,
where the eyes are pointing towards the observed object. The
second is the accommodation effect, where the lens changes
its shape such that the image is projected on the retina of the
eye. Accommodation corresponds to focusing the camera on
the object [12][16].
In the human vision, the eyes converge on the object in
the scene and accommodate to the observed object. When
viewing the stereo image format, there is a difference in that
the eyes can accommodate only to the projection plane (e.g.
the monitor screen). Based on these principles, several situa-
tions can occur when watching a point in the projected scene.
These approaches are described in [16]. For the sake of bet-
ter understanding the principles of the projection of points
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and for subsequent derivation of relationships these situa-
tions are briefly presented in Fig. 2 in the second section.
screen
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Fig. 2. The parallax types: a) positive parallax b) zero parallax
c) negative parallax.
In Fig. 2, point X is the observed point in the scene.
The parameters ∆′n, ∆
′
f and ∆
′
denote the values of the paral-
laxes in the image after adjustment. In the case of Fig. 2 a)
point X is projected as if beyond the image plane, leading to
the perception of depth in the scene. In the case of the zero
parallax, point X is projected onto one point on the projec-
tion plane (as shown in Fig. 2 b) and the optical axes of the
eyes are pointing towards to this point. The last state, shown
in Fig. 2 c) occurs when the object appears as if it protruded
from the monitor screen towards to the observer. The optical
axes of the eyes in this case intersect in front of the screen.
All the situations from Fig. 2 commonly occur in the
case of human binocular vision. When composing a stereo
pair, a can also occur when the size of the positive parallax
is larger than the eye separation Then the optical axes of the
eyes diverge and this principle is known as divergent parallax
[5]. In ordinary life this situation will never happen, and it
needs to be avoided. In this article, the horizontal parallaxes
will be discussed, i.e. shifting the image in the horizontal
direction only. The vertical parallax is undesirable for com-
posing and observing stereoscopic image formats [4].
2. Calculation of the Stereo Base
Several approaches can be used to make stereo pairs of
images of a scene. These approaches depend on the arrange-
ment of cameras in the scene. More information about these
methods can be found in [17][18]. One possibility, which
is the closest to observation by humans, is characterized by
the two cameras being rotated towards the observed object
such that their optical axes intersect at one point, on which
the cameras are focused. This approach is not suitable for
making a stereo pair, because it gives rise to the undesirable
vertical parallax in the image. A preferable solution is to use
a system of cameras with parallel optical axes of the lenses.
X
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Fig. 3. Geometric situation for deriving the calculation of the
stereo base in the parallel camera system.
The simplified principle of scene acquisition using
a parallel camera pair is shown in Fig. 3, from which it is
possible to derive a formula for calculating the stereo base,
which describes the projection of the point X = (X ,Y )T into
the projection planes of the two cameras with the optical
axes in parallel. This configuration is based on two ”pin-
hole” camera models. The pinhole camera model is given in
[15] and describes perspective projection. The centers of the
two cameras are labeled as C1 and C2. The distance between
the centers of cameras is called the stereoscopic camera base.
For the projection of the point X into the image planes of the
cameras (when using two cameras with the same intrinsic
parameters is assumed) could be determined on the basis of
the similarity of triangles
X = xL
Z
f
, (2)
X = xR
Z
f
+b. (3)
The distance f on the Z axis determines the boundary
of the objects that are displayed with a zero parallax. The
distance from this point of this camera system is referred to
as the zero boundary of the parallax. This is a boundary on
which the object is located whose display the two cameras
are adapted to. A precondition for a quality acquisition of the
stereo pair is the choice of an appropriate distance between
the camera centers, i.e. the stereo base b. In the ideal case, it
should be equal to the eye separation of a human. This value
is indicated in [5] as 65 mm in the adult person. In contrast
to the human vision, the stereo base can be in stereoscopic
acquisition be adapted to the scene characteristics (location
of the objects in the scene and the actual physical width of
the cameras as whole). From Fig. 3 and the corresponding
relations (2) and (3) the equation for the stereo base b can be
derived as
b =
Z
f
(xL− xR) . (4)
Here it is suitable to substitute ∆= xL− xR and then
b =
1
f
Z∆. (5)
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The variable ∆ denotes the trimming of composite im-
age between the right and the left view in the case of their
overlap. Based on this parallax, a new image width in (1)
will be calculated. The variable f determines the focal
length of the image plane. This distance is related to the
horizontal viewing angle of cameras and the actual width of
the image plane.
C
W
f
FOV
X
Z
Fig. 4. The relationship of the focal distance due to the width of
the screen.
In some cases, the value of camera focal length may not
be given. This can be calculated using the horizontal view-
ing angle of the camera, denoted as FOV (Field of View),
and the width of the projection plane from Fig. 4. With these
parameters, the relationship for the focal length can be ex-
pressed as
f =
W
2tan
(FOV
2
) . (6)
Then the stereo base from (6) can be modified to the final
equation, which will be the width of the image plane W
b = 2
∆
W
Z tan
(
FOV
2
)
. (7)
Equation (7) represents the basic formula for calculat-
ing the stereo base of the cameras with respect to the zero
parallax boundary distance.
2.1 Calculating of the Parallax Limits
in the Image
This chapter will describe the derivation of the formula
for calculating the extreme values of the maximum positive
and maximum negative parallax in the image.
Consider a parallel system of cameras shown in Fig. 5.
It is further considered that the objects are placed behind the
image plane in the Z direction. The farthest from the objects,
XF , is located on the plane FP, the closest XN on NP, and
ZP is the plane on which an object XZ is located, to which
the cameras are adapted.
Fig. 5. The object locations in the scene.
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Fig. 6. The parallax values during the scene acquisition.
Fig. 6 a) describes parallax variants ∆n, ∆ f , ∆, which
occur in the stereo acquisition in stereo pair images when
they overlap without adjustment. In Fig. 6 b) the parallaxes
∆′n, ∆
′
f are then shown after adjustment via targeted shifting
of the zero parallax plane. In Section 1.1 it was described
that if any object was to be seen on the screen, this object
must be shown with zero parallax value. Therefore, after the
acquisition and the adjustment based on the perspective pro-
jection of two parallel cameras, two conditions can be estab-
lished for the maximum values of both parallaxes (positive
and negative) for points in the image planes. The general
relationship from equation (7) can be simplified in order to
find the limits wanted if the resultant width of the screen is
known and if the size of the parallax is required in percent-
ages of the width of the projection plane. Now it is appropri-
ate to substitute
z =
∆
W
(8)
where, for the sake of simplifying the calculation z gives the
relative parallax in the image with respect to the composed
image width. Using the substitution (8) the relationship be-
tween the stereo base and the scene settings is then expressed
as
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b = 2ZPz tan
(
FOV
2
)
. (9)
From (9) equations for the limit parallax values can be
derived. Considered in this article, will be z, f and n as
the relative parallax values, and the post-acquisition parallax
values f
′
and n
′
. Conversion to length units is possible using
(8).
The relationship between the parallaxes is given by the
perspective projection as:
f
′ ≤ z≤ n′ (10)
where f
′
and n
′
are the relative values of parallaxes after the
adjustment. The value z is the relative parallax on the image
after image overlap prior to adjustment.
The second of the conditions is the relationship be-
tween the locations of objects
FP≥ ZP≥ NP (11)
where FP, ZP and NP are the boundary planes.
2.2 The Determination of Maximum
Parallax Values
This section describes how the positive and the negative
parallax in the image can be determined from the calculated
image trimming value and from the distances of objects in
the scene.
After the acquisition of the stereoscopic image, the im-
ages are, according to section 1.1, shifted by the calculated
value of the zero parallax. The zero parallax can be calcu-
lated from the stereo base from (9). This relationship can
be used to calculate the parallax in the image at a distance
Z from the system of camera lenses. To derive the result-
ing parallax after the adjustment these relationships can be
used to determine the parallax between the projected points
in both images. These corresponding relationships hold for
the farthest object in the scene
b = 2FP f tan
(
FOV
2
)
(12)
and for the nearest object in the scene
b = 2NPn tan
(
FOV
2
)
(13)
where f and n are the parallaxes in the image before the ad-
justment.
The adjustment is given by (1) and describes the over-
lap of two images, which are mutually shifted by the paral-
lax for the adjusted object. The value of the parallax ∆ for
this object before the adjustment can be calculated from the
known stereo base from (7). By the principle of perspective
projection the greatest parallax will be that of the object clos-
est to the cameras system and, on the contrary, the smallest
parallax will be that of the farthest object. The parallaxes
obtained after adjustment of the stereo pair in Fig. 6 b) and
from (10) will be given by relations for the farthest object in
the scene
f
′
= z− f (14)
and for the nearest object in the scene
n
′
= z−n. (15)
The parallax values before adjustment can be also ex-
pressed by (12) and (13) in the form
f =
1
FP
b
2tan
(FOV
2
) , (16)
n =
1
NP
b
2tan
(FOV
2
) . (17)
In the same way the value of the zero parallax in the
image can be expressed from (9)
z =
1
ZP
b
2tan
(FOV
2
) . (18)
Relation (15) can be modified by substituting (17) and (18)
as
n
′
=
b
2ZP tan
(FOV
2
) (ZP−NP
NP
)
. (19)
Then the resulting maximal negative parallax can be
calculated from relations (15) and (17) as
n
′
=
ZP−NP
NP
z. (20)
The distance NP must not be equal to zero, which also fol-
lows from the physical principles. If NP will be approach-
ing zero, the resulting value of the negative parallax will ap-
proach infinity.
Similarly, the equation for the maximum positive par-
allax in the image can be derived from (16) and (18)
f
′
=
FP−ZP
FP
z. (21)
The resulting relations (20) and (21) show, that the val-
ues of the positive and the negative parallax can be calculated
from the knowledge of the layout of objects in a scene and
from the known value of the parallax in the image.
2.3 The ”Pop-Out” Distance
From the known observer distance from the scene and
from the negative parallax value the approximate distance
can be determined, at which the optical axes of eyes will
converge in front of the screen. The distance of the projected
object from the scene d is given by (22) as shown in Fig. 7.
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Fig. 7. The ”pop-out” distance.
The parameter v is the distance of observer from the
screen, and ∆′n is the size of the maximum negative parallax.
Then the distance d, at which the image will be projected in
front of the screen, can be calculated as
d =
v(
e
∆′n
)
+1
, (22)
and α is the convergence angle of the eyes toward the ob-
ject; it will decrease with increasing distance from the scene
observer
α= 2tan−1
( e
2
v−d
)
. (23)
2.4 Correction of Stereo Pair for Digital
Processing
In the case of making an animated video or graphics
applications the problem with the adjustment of the stereo
pair as given in Section 1.1 can be solved by increasing the
image width and the value of the field of view angle. When
using the OpenGL or Direct3D interface, it is possible to set
up any field of view angle and any desired visible area of the
cameras. To find the appropriate relationships it is therefore
sufficient to derive from the equation for the stereo base (7)
a new value of FOV based on the parallax in image (25).
Then the new value of the viewing angle FOV
′
can be cal-
culated using the extended screen width W
′
from (6). The
value of W
′
will be determined by extending the resulting
W by the parallax in image according to (24)
W
′
=W +∆=W (1+ p) . (24)
The resulting image width is given by (1) in the desired
size and there would be no reduction of the resulting image
size. The relevant horizontal viewing angle will be given as
FOV
′
= 2tan−1
(
W
′
b
2∆Z
)
. (25)
This procedure is also used in the final application for dis-
playing the results.
3. Experimental Results
3.1 Configuration of the Experiment
In this chapter, the tested dependence of the results on
camera type and the accuracy of the method are described.
Two common web cameras were used:
• Camera1: A4Tech PK-750MJ f = 5.5 mm, sensor
CMOS 1/4" 3.2 mm (ca. 36.24 ◦);
• Camera2 C2: Logitech QuickCam Pro4000 EFL =
4.5 mm, FOV = 42 ◦
These cheap web cams (although they were manufac-
tured by the same manufacturer) can have different intrinsic
parameters. Moreover, the camera case shape makes a pre-
cise CCD or CMOS sensor localisation difficult. The equa-
tions mentioned in Section 2 were derived for an exact par-
allel stereoscopic camera configuration. This problem was
solved in the test data acquisition - it was performed by only
one camera shifted by a stereo basis constant b.
The measurement was performed for very small dis-
tances between the objects and the camera. This small dis-
tance ensures a higher parallax and therefore better measur-
ability of the resulting parallax.
A special scene configuration was prepared for testing
the method. Cubic objects (a-sized cubes) are simple enough
for edge detection and disparity estimation from test images
(see Fig. 8). The sub-pixel edge detection method was used
for accurate horizontal parallax measurement in the image.
Fig. 8. The principle of measurements on the real and the syn-
thetic scene.
Sub-pixel edge detection
In the first step, the pixel coordinate of the edge is
estimated as a maximal value of the first derivative in the
horizontal direction in the neighbourhood of the object edge.
The second step is the polynomial approximation (2
nd
or-
der) of the gradient values for the pixel positions around the
detected (maximal) one. More details of this method can be
found in [19].
FOV verification
The above methods can be used only if the value of
FOV is known. Because of inaccurate data in the camera
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data sheet, the real FOV was measured by the following pro-
cedure. 10 images were acquired by the camera from the
same perspective, and object widths a′i were measured (in
pixel units). For error reduction, the average value a′ was
calculated. Using a′ the pixel size in metric units can be cal-
culated as
pxl =
a
a′
. (26)
The pixel sizes calculated for the two cameras were
pxlC1 = 0.43 mm a pxlC2 = 0.42 mm. (For the real FOV
measurement) To calculate the actual FOV value the real ob-
ject (the a-sized cube) was placed at a distance Z in front of
the camera. The equation for the calculation of the actual
value of FOV is
FOV = 2 tan−1
(
imageResX pxl
2 z
)
(27)
where imageResX is the image resolution in the x direction
in pixels.
The FOV values for both cameras was calculated as
FOV ′C1 = 43.05
◦ and FOV ′C2 = 41.78
◦. As can be seen,
there are significant differences between the real and data
sheet values. Therefore, the calculated values of FOV were
used in the following measurement.
3.2 Experiment with a Camera Basis
Estimation
For this experiment, the object was placed at the dis-
tance ZP = 350 mm and the modelled values were calcu-
lated using equations (9), (12) and (13). The camera basis
was changed in the range 0-100 mm and the values of ∆i
were measured in the image. The output values for both
cameras were compared with the mathematical model ∆ti
from (9) and plotted on the graph displayed in Fig. 9. The
measurement error δ∆was calculated from the modelled and
the measured values as δ∆i = ∆ti − ∆i. Average measure-
ment error δ∆ was δ∆C1 = 1.63 pxl for camera no. 1 and
δ∆C2 = 2.34 pxl for camera no. 2.
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Fig. 9. Modelled and measured values of ∆ in dependence on the
size of stereo base.
The average measurement error of the positive parallax
in metric units is then ∆zC1 = 0.71 mm and ∆zC2 = 0.98 mm.
3.3 Experiment with Disparity Estimation
The modelling values for this chapter were calculated
using (20) and (21). Two objects of the same size were
placed in the scene. The first object defines the distance
ZP = 350 mm and the second one the variable distances
NP and FP. The parallax values were calculated from ac-
quired images for each step (10 mm). The stereo basis value
for a given scene was chosen empirically as b = 10 mm.
This value ensures that the projected objects will not col-
lide with image borders for the chosen values of NP and
FP. The value of z calculated from the given stereo base
was zC1 = 0.067 for camera no. 1, and zC2 = 0.1 for camera
no. 2.
3.3.1 Results for the NP
The NP distance is changing in the range NPi = 350−
250 mm in steps of 10 mm. For each step (image), the value
∆′ni = ∆i−∆ni was estimated. The values ∆′ni were then com-
pared with the theoretical values ∆′nti using (20). These de-
pendence values are plotted on the graphs in Fig. 10.
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Fig. 10. Modelled and measured values of negative parallax in
dependence on the NP.
The average measurement error of negative paral-
lax estimation with NP changing was δ∆′ni = ∆
′
ni − ∆′nti ,
δ∆′nC1 = 0.32 pxl and δ∆′nC2 = 1.25 pxl.
3.3.2 Results for the FP
The FP distance is changing in the range 350-450 mm
in steps of 10 mm. For each step (image), the value ∆′fi =
∆i−∆ fi was estimated. The values ∆′fi were then compared
with the theoretical values ∆′fti using (21). These dependence
values are plotted on the graphs in Fig. 11.
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Fig. 11. Modelled and measured values of positive parallax in
dependence on the FP.
The average measurement error of positive parallax es-
timation with FP changing was δ∆′fi = ∆
′
fi −∆′fti , δ∆
′
f C1
=
0.62 pxl and δ∆′f C1 = 0.59 pxl.
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4. Software
The principles referred to above were modeled in an
artificial 3-D scene using the relationships described for cal-
culating the derivation of the relations between the distance
of objects and the stereoscopic base. This application was
written using the Microsoft Visual C# with Framework 4.0.
It is available for downloading at [20]. The application for
the display of the principles mentioned uses a 3D scene and
their corresponding anaglyphic format, which is calculated
on the basis of the parameters selected. The application can
be used for monitoring and setting the parameters of a stereo-
scopic camera system with parallel optical axes.
In Fig. 12 the setting of an example model of the stereo-
scopic system is shown. The values of stereoscopic scene
parameters and screen parameters are plotted here. The pa-
rameters of the cameras in the scene and of the observed
scene itself are set in the left panel. The object and camera
locations in the scene can be observed in the 3D window.
The presentation of the final composition of the stereo pair
on the basis of the calculated parameters can for visual ver-
ification of the calculations be followed on the anaglyphic
image.
 
Fig. 12. The resulting application for verification of the com-
puted equations.
5. Conclusion
The paper describes the derivation of the relations be-
tween the camera base and the distance of objects in the
scene. The result is a mathematical definition of the bound-
ary conditions for the adaptation of the stereo pair for its pre-
sentation on a suitable 3-D display or on a current display,
using appropriate tools such as 3D glasses. Relationships
between the stereo base and maximal positive and maximal
negative parallax in the image, formed after the acquisition
of the images captured by two cameras in a parallel optical
axis arrangement, have been described and derived. These
parallax values are essential to human perception and acqui-
sition of the stereo pair. The parallax values should be small
enough to avoid excessive stress on eyes due to their un-
natural convergence and accommodation. The properties of
stereoscopic perception can be corrected via targeted mutual
shifting of the stereo pair by a suitable value of the parallax.
The results were implemented by way of an individ-
ual application that models the characteristics of the stereo-
scopic camera system and enables the determination of the
appropriate parameters. The influence of these parameters
on the display properties is simulated on computer-generated
images created using the demo scene in Direct3D. The test-
ing of presented mathematical model for real scene data was
also performed. Real cameras do not have the same intrin-
sic parameters of production and their precise location in
a parallel configuration to prevent vertical parallax can be
problematic. In this case, the actual acquisition of the scene
should be preceded by the calibration of the stereoscopic
camera system and rectification [15] of the two stereo pair
images. Experimental results for images 640 x 480 pxl in
size showed that the average measurement error of disparity
estimation with a variable camera base width was approxi-
mately 1 - 2 pxl. The average measurement error of disparity
estimation with a constant camera base width and variable
distance of the object from the camera was in most cases
less than 1 pxl.
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