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Abstract—This paper presents a class of Dynamic Multi-Armed
Bandit problems where the reward can be modeled as the
noisy output of a time varying linear stochastic dynamic system
that satisfies some boundedness constraints. The class allows
many seemingly different problems with time varying option
characteristics to be considered in a single framework. It also
opens up the possibility of considering many new problems of
practical importance. For instance it affords the simultaneous
consideration of temporal option unavailabilities and the depen-
dencies between options with time varying option characteristics
in a seamless manner. We show that, for this class of problems,
the combination of any Upper Confidence Bound type algorithm
with any efficient reward estimator for the expected reward
ensures the logarithmic bounding of the expected cumulative
regret. We demonstrate the versatility of the approach by the
explicit consideration of a new example of practical interest.
I. INTRODUCTION
In decision theory Multi-Armed Bandit problems serve as
a model that captures the salient features of human decision
making strategies. The elementary case of a 1-armed bandit is
a slot machine with one lever that results in a numerical reward
after every execution of the action. The reward is assumed
to satisfy a specific but unknown probability distribution. A
slot machine with multiple levers is known as a Multi-Armed
Bandit (MAB) [1], [2]. The problem is analogous to a scenario
where an agent is repeatedly faced with several different
options and is expected to make suitable choices in such a way
that the cumulative reward is maximized [3]. This is known
to be equivalent to minimizing the expected cumulative regret
[4].
Over decades optimal strategies have been developed to
realize the above stated objective. In the standard multi-armed
bandit problem the reward distributions are stationary. Thus if
the mean values of all the options are known to the agent, in
order to maximize the cumulative reward, the agent only has
to sample from the option with the maximum mean. In reality
this information is not available and the agent should choose
options to maximize the cumulative reward while gaining suffi-
cient information to estimate the true mean values of the option
reward distributions. This is called the exploration-exploitation
dilemma. In a case where the agent is faced with these choices
with an infinite time horizon exploitation-exploration sampling
rules are guaranteed to converge to the optimum option. In
their seminal work Lai and Robbins [4] established a lower
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bound for the cumulative regret for the finite time horizon
case. Specifically, they establish a logarithmic lower bound
for the number of times a sub-optimal option needs to be
sampled by an optimal sampling rule if the total number of
times the sub-optimal arms are sampled satisfies a certain
boundedness condition. The pioneering work by [4] establishes
a confidence bound and a sampling rule to achieve logarithmic
cumulative regret. These results are further simplified in [5]
by establishing a confidence bound using a sample mean
based method. Improving on these results, a family of Upper
Confidence Bound (UCB) algorithms for achieving asymptotic
and uniform logarithmic cumulative regret was proposed in
[6]. These algorithms are based on the notion that the desired
goal of achieving logarithmic cumulative regret is realized by
choosing an appropriate uncertainty model, which results in
optimal trade-off between reward gain and information gain
through uncertainty.
What all these schemes have in common is a three step
process: 1) a predication step, that involves the estimation
of the expected reward characteristics for each option based
on the information of the obtained rewards, 2) an objective
function that captures the tradeoff between estimated reward
expectation and the uncertainty associated with it and 3) a
decision making step that involves formulation of an action ex-
ecution rule to realize a specified goal. For the standard MAB
problem the reward associated with an option is considered as
an iid stochastic process. Therefore in the frequentist setting
the natural way of estimating the expectation of the reward is
to consider the sample average [4], [5], [6]. The papers [7],
[8] present how to incorporate prior knowledge about reward
expectation in the estimation step by leveraging the theory of
conditional expectation in the Bayesian setting. We highlight
that all these estimators ensure certain asymptotic bounds on
the tail probabilities of the estimate of the expected reward.
We will call such an estimator an efficient reward estimator.
Furthermore all these methods with the exception of [4] rely
on UCB type algorithms for the decision making process. An
extension to the standard MAB problem is provided in [9] to
include temporal option unavailabilities where they propose a
UCB based algorithm that ensures that the expected regret is
upper bounded by a function that grows as the square root of
the number of time steps.
In all of the previously discussed papers, the option char-
acteristics are assumed to be static. However many real world
problems can be modeled as multi-armed bandit problems
with dynamic option characteristics [10], [11], [12], [13], [14],
[15], [16]. In these problems reward distributions can change
deterministically or stochastically. The work [10], [13], [14]
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present allocation rules and associated regret bounds for a class
of problems where the reward distributions change determinis-
tically after an unknown number of time steps. The paper [10]
presents a UCB1 based algorithm where they incorporate the
Page-Hinkley change point detection method to identify the the
point at which the underlying option characteristics change.
A discounted UCB or a sliding-window UCB algorithm is
proposed in [13] to solve non stationary MAB problems
where the expectation of the reward switches to unknown
constants at unknown time points. This work is extended in
[14] by proposing sliding window UCL (SW-UCL) algorithm
with adaptive window sizes for correlated Gaussian reward
distributions. They incorporate the Page-Hinkley change point
detection method to adjust the window size by identifying
abrupt changes in the reward mean. Similarly, they also
propose a block SW-UCL algorithm to restrict the transitions
among arms.
A class of MAB problems with gradually changing reward
distributions are considered in [11], [12]. Specifically [11]
considered the case where the expectation of the reward
follows a random walk while [12] addresses the problem
where, at each time step, the expectation of each reward is
modified by an independent Gaussian perturbation of constant
variance. In [15] the expectation of the reward associated
with an option is considered to depend on a linear static
function of some known variables that characterize the option
and propose to estimate the reward based on learning this
function. A different class of dynamically and stochastically
varying option characteristics is considered in [16] where the
reward distribution of each option is modeled as a finite state
irreducible, aperiodic, and reversible Markov chain.
In this paper we consider a class of Dynamic Multi-
Armed Bandit problems (DMAB) that will include most of
the previously stated dynamic problems as special cases.
Specifically we consider a class of DMAB problems where
the reward of each option is the noisy output of a multivariate
linear time varying stochastic dynamic system that satisfies
some boundedness conditions. This formulation allows one to
accommodate a wide class of real world problems such as
the cases where the option characteristics vary periodically,
aperiodically, or gradually in a stochastic way. Furthermore
incorporating this dynamic structure allows one to easily
capture the underlying characteristic variations of each option
as well as allow the possibility of incorporating dependencies
between options. To the best of our knowledge this is the
first time that such a wide class of dynamic problems have
been considered in one general setting. We also incorporate
temporal option unavailabilities into our structure that helps
broaden the applicability of this model in real world problems.
To the best of our knowledge it is the first time that temporal
option unavailabilities are incorporated in a setting where the
reward distributions are non-stationary.
One major advantage of this linear dynamic systems for-
mulation is that it immediately allows us to use the vast
body of linear dynamic systems theory including that of
switched systems to the problem of classification and solution
of different DMAB problems. In this paper we prove that if the
system characteristics satisfy certain boundedness conditions
and the number of times the optimal arm becomes unavailable
is at most logarithmic, then the expected cumulative regret
is logarithmically bounded from above when one combines
any UCB type decision making algorithm with any efficient
reward estimator. We demonstrate the effectiveness of the
scheme using an example where an agent intends to maximize
the information she gathers under the constraint of option
unavailability and periodically varying option characteristics.
In section-II we formally state the class of DMAB problems
that is considered in this paper. We show in section-III that
the combination of any UCB type allocation rule with an
efficient estimator guarantees that the expected cumulative
regret is bounded above by a logarithmic function of the
number of time steps. In section-III-A we explicitly show,
using a Hoeffding type tail bound [13], that the sample mean
estimator is an efficient estimator. Finally in section-IV we
provide a novel DMAB example that deals with unknown
periodically and continuously varying options characteristics.
II. DYNAMIC MULTI-ARMED BANDIT PROBLEM
In this paper we consider a wide class of dynamic multi-
armed bandit problems where the reward is a noisy measure-
ment of a linear time varying stochastic dynamic process. The
‘noise’ in the measurement and the ‘noise’ in the process are
assumed to have a bounded support. This is a reasonable and
valid assumption since the rewards in physical problems are
bounded and are greater than zero. Consider a k-armed bandit.
Let the reward associated with each option i ∈ {1, 2, 3, . . . , k}
at the tth time step be given by the real valued random variable
Xti . The expectation of this reward depends linearly on a Rm
valued random variable θt. The random variable θt represents
option characteristics. The dynamics of the option character-
istics can be multidimensional and thus we allow provision
for m to be larger than k. These option characteristics could
either evolve deterministically or stochastically. The reward
is assumed to depend linearly on the option characteristics.
The dependence of the reward on the option characteristics
may be precisely known or there could be some uncertainty
about it. We model this uncertainty by an additive ‘noise’
term with finite support. We also allow the possibility of
incorporating option dependencies and thereby considering the
possibility of other options directly or indirectly influencing
the reward associated with a given option. In order to capture
this behavior in a concrete theoretical setting we assume that
the bounded random variables θt ∈ χθ ⊂ Rm, with χθ
compact, and Xti ∈ [0, χx] with 0 ≤ χx < ∞, specifically
satisfy a linear time varying stochastic process,
θt = Atθt−1 +Btntθ, (1)
Xti = γ
t
i
(
Hti θ
t + gti n
t
xi
)
, (2)
where {ntθ} is a bounded Rq valued stochastic process with
zero mean and constant covariance Σθ while {ntxi} is a
R valued bounded stochastic process with zero mean and
constant variance σxi. We also let {γti}, {gti} be real valued
deterministically varying sequences while {At}, {Bt}, {Hti }
are matrix valued deterministic sequences of appropriate di-
mensions. We allow the variances, σ2xi, corresponding to each
arm to be different. Letting γti ∈ {0, 1} allows us to consider
temporal option unavailabilities.
Expression-(1) describes the collective time varying char-
acteristics of all the options and the absence or presence of
Btnθ dictates whether these dynamics are deterministic or
stochastic. Expression-(2) describes how the reward depends
on the option characteristics. The presence of the ‘noise’ term
gti nxi indicates that the rewards that one obtains given the
knowledge of the option characteristics involve some bounded
uncertainty. The case where {At}, {Bt}, {Hti } each has a
block diagonal structure represents independent arms and the
case where there are off diagonal entries represent situations
where the arms depend on each other. Notice that by setting
At ≡ I and Bt ≡ 0 we obtain the standard MAB with
temporal option unavailabilities. One major advantage of this
linear dynamic systems formulation is that it allows one to
use the vast body of linear dynamic systems theory including
that of switched systems in the classification and solution of
different DMAB problems.
From equations (1) and (2) we see that the expectations
E(θt), E(Xti ) evolve according to
E(θt) = AtE(θt−1), (3)
E(Xti ) = γ
t
i H
t
iE(θ
t), (4)
and that the covariances Σ(θt) , E(θtθtT ) − E(θt)E(θt)T ,
Σ(Xti ) , E(XtiXti
T
)− E(Xti )E(Xti )T evolve according to
Σ(θt) = AtΣ(θt−1)AtT +BtΣθBt
T
, (5)
Σ(Xti ) = (γ
t
i )
2
(
HtiΣ(θ
t)Hti
T
+ σ2xi(g
t
i)
2
)
. (6)
Boundedness of θti implies E(θ
t) and Σ(θt) should remain
bounded.
Let Φtτ ,
(∏t
j=τ A
j
)
and then since E(θt) = Φt1E(θ
0) we
find that the expectation and the covariance of the reward be-
come unbounded if limt→∞ ||Φt1|| =∞. On the other hand the
expectation converges to zero if limt→∞ ||Φt1|| = 0. Thus se-
quences {At} that satisfy the conditions lim supt→∞ ||Φt1|| =
a¯ <∞ and lim inft→∞ ||Φt1|| = a > 0 are the only ones that
correspond to a meaningful DMAB problem. Thus to ensure
boundedness of E(θt) we assume that:
Assumption 1: The sequence {At} satisfies:
lim sup
t→∞
∣∣∣∣∣∣
∣∣∣∣∣∣
t∏
j=1
Aj
∣∣∣∣∣∣
∣∣∣∣∣∣ <∞ (7)
lim inf
t→∞
∣∣∣∣∣∣
∣∣∣∣∣∣
t∏
j=1
Aj
∣∣∣∣∣∣
∣∣∣∣∣∣ > 0 (8)
and ∃ a, a¯ > 0 such that,
a <
∣∣∣∣∣∣
∣∣∣∣∣∣
t∏
j=τ
Aj
∣∣∣∣∣∣
∣∣∣∣∣∣ < a¯, (9)
∀ t ≥ τ .
Several examples of sequences {At} of practical signifi-
cance that ensure this condition are those where At:
1) is an orthogonal matrix or is a stochastic matrix (i.e.
||At|| = 1),
2) is a periodic matrix (i.e. At = At+N for some N > 0),
3) corresponds to a stable switched system.
Next we will consider conditions needed for the bounded-
ness of Σ(Xti ). Note that the covariance of θ
t is given by
Σ(θt) = Φt1Σ(θ
0)Φt1
T
+
t∑
τ=1
Φtτ+1B
τΣθB
τ T (Φtτ+1)
T . (10)
Assumption-1 ensures that the first term on the right hand
side is bounded and that
||Σ(θt)|| ≤ a¯2||Σ(θ0)||+ a¯2||Σθ||2
t∑
τ=1
||Bτ ||2. (11)
Thus it also follows that ||Σ(θt)|| remains bounded in any
finite time horizon if ||Bt|| remains bounded in that period.
On the other hand if the sequence {Bt} satisfies ||Bt|| ≤ c/t
for some c > 0 or if the number of time steps where the
condition ΦtτB
τ−1 6= 0 is satisfied remains finite then ||Σ(θt)||
is guaranteed to be bounded for all t > 0. Therefore from (6)
we find that in order to satisfy the boundedness of Xti the
sequences {γti}, {||Hti ||}, {gti} must necessarily be bounded
from above in addition to what is specified in Assumption 1.
In order to define a meaningful DMAB problem the notion
of an optimal option should be well defined. That is i∗ ,
argi max{HtiE(θt)} is independent of time. The following
assumption specifies the conditions necessary for the bound-
edness of the reward Xti as well as the conditions necessary
for the existence of an optimal arm.
Assumption 2: We will assume that the sequences
{γti}, {Bt}, {Hti }, {gti} guarantee the following conditions for
all t > 0:
||Σ(θt)|| ≤σ, (12)
γti ∈ {0, 1}, (13)
0 < gti ≤g¯i, (14)
||Bt|| ≤ b
t
or ||Bt|| 6= 0 finitely many times, (15)
hi < ||Hti || ≤h¯i, (16)
and ∀ t ≥ 0 there exists a unique i∗ = it∗ such that
∆i ≤ ∆ti , Hit∗ tE(θtit∗)−H
t
iE(θ
t) ≤ ∆¯, (17)
∀ i 6= it∗ and while
t∑
j=2
I{γj
i∗=0} ≤ γ log t, (18)
for some g¯i, hi, h¯i, ∆¯,∆i, γ, σ, b > 0 where I{γj=0} is the
indicator function.
Note that condition (17), which implies existence of a
well defined optimal arm, is guaranteed if (hi∗a||E(θ0i∗)|| −
h¯ia¯||E(θ0)||) > 0, ∀ t ≥ τ > 0. Condition (18) implies that
this optimal arm becomes unavailable at most logarithmically
with the number of time steps. Finally the boundedness of Xti
is guaranteed by the conditions (12) – (16).
We will now proceed to analyze the regret of the
DMAB problem stated above. Consider the probability space
(Ω,U ,P) and the increasing sequence of subalgebras F0 ⊂
F1 · · · ⊂ Ft · · · ⊂ Fn−1 ⊂ U for t = 0, 1, · · · , n where P
is the probability measure on the sigma algebra U of Ω. The
sigma algebra Ft represents the information that is available
at the tth time step. Let {ϕt}nt=1 be a sequence of random
variables, each defined on (Ω,Ft−1,P) and taking values in
{1, 2, · · · , k}. The random variable ϕt models the action taken
by the agent at the tth time step. The value i ∈ {1, 2, · · · , k} of
the random variable ϕt specifies that the ith option is chosen
at time step t. Then I{ϕt=i} is the Ft−1 measurable indicator
random variable that takes a value one if the ith option is
chosen at step t and is zero otherwise.
The DMAB problem is to find an allocation rule {ϕt}nt=1
that maximizes the expected cumulative reward or equiva-
lently that minimizes the cumulative regret. The cumulative
reward after the the nth time step is defined to be the real
valued random variable Sn defined on the probability space
(Ω,Fn−1,P) that is given by
Sn =
n∑
t=1
k∑
i=1
E(Xti I{ϕt=i}|Ft−1)
=
n∑
t=1
k∑
i=1
E(Xti |Ft−1)I{ϕt=i}.
Thus the expected cumulative reward is,
E(Sn) =
n∑
t=1
k∑
i=1
E(Xti )E(I{ϕt=i})
where Ti(n) =
∑n
t=1 I{ϕt=i} is a real valued random variable
defined on (Ω,Fn−1,P) that represents the number of times
the ith arm has been sampled in n trials. Note that E(Xti ) =
γtiH
t
iE(θ
t).
Let it∗ = maxi{E(Xti )}. Then the expected cumulative
regret is defined as
Rn ,
n∑
t=1
(
E(Xti∗t )−
k∑
i=1
γtiE(X
t
i )E(I{ϕt=i})
)
. (19)
Then from condition (17) we find that
Rn =
k∑
i=1
n∑
t=1
I{γt
i∗=1}
(
Hti∗E(θ
t
i∗)− γtiHtiE(θti)
)
E(I{ϕt=i})
+
k∑
i=1
n∑
t=1
I{γt
i∗=0}
(
Htit∗E(θ
t
it∗)− γ
t
iH
t
iE(θ
t
i)
)
E(I{ϕt=i})
≤ ∆¯
k∑
i6=i∗
E (Ti(n)) .
In their seminal work [4] Lai and Robbins proved that, for
the static MAB problem, the regret is bounded below by a
logarithmic function of the number of time steps.
III. ASYMPTOTIC ALLOCATION RULES FOR THE DMAB
PROBLEM
In this section we show how to construct asymptotically
efficient allocation rules for the class of DMAB problems that
were formally defined above. Specifically, in the following, we
will show that the combination of any UCB based decision
making process and an efficient estimator provides such an
allocation rule.
In the DMAB problem µti , E(Xti ) is time varying. Thus
one needs to consider a ‘time average’ for µti. This time
average depends on how one samples option i. Specifically
it is a Ft−1 measurable random variable
µ̂ti ,
1
Ti(t)
t∑
j=1
E(Xji )I{ψj=i}. (20)
This random variable can not be estimated using the maximum
likelihood principle since E(Xji ) are unknown and thus will
have to be estimated by other means. We will consider a Ft−1
measurable random variable X̂ti to be an estimator of µ̂
t
i if
E(X̂ti ) = E(µ̂
t
i).
Definition 1: Let X̂ti be a Ft−1 measurable random variable
such that E(X̂ti ) = E(µ̂
t
i) and Ti(t) be the Ft−1 measurable
random variable that represents the number of times the ith
option has been sampled up to time t. An estimator X̂ti that
ensures
P
(
X̂ti ≥ µ̂ti +
√
ϑ
Ti(t)
)
≤ ν log t
exp (2κϑ)
, (21)
P
(
X̂ti ≤ µ̂ti −
√
ϑ
Ti(t)
)
≤ ν log t
exp (2κϑ)
. (22)
for some κ, ϑ, ν > 0 will be referred to as an efficient reward
estimator.
In section-III-A we show that the frequentist average mean
estimator satisfies this requirement.
Definition 2: Let X̂ti be a Ft−1 measurable random variable
such that E(X̂ti ) = E(µ̂
t
i). The allocation rule {ϕt}n1 will be
referred to as UCB based if it is chosen such that
I{ϕt+1=i} =
{
1 Qti = max{Qt1, · · · , Qtk}
0 o.w.
(23)
with
Qti , X̂ti + σ
√
Ψ (t)
Ti(t)
(24)
where Ψ(t) is an increasing function of t with Ψ(1) = 0 and
σ > 0. We will also let Ti(1) = 1 for all i.
Remark 1: There exists two choices for picking an option
at the first time step. If there exists some prior knowledge one
can use that as the initial estimate X̂1i . On the other hand in
the absence of such prior knowledge one can sample every
option once and select the the sampled values for X̂1i .
We will show below that combining any efficient estimator
with a UCB based allocation rule ensures that the number of
times a suboptimal arm is sampled is bounded above by a
logarithmic function of the number of samples. This result is
formally stated below and is proved in the appendix.
Theorem 1: Let conditions specified in Assumption 1 and
2 hold. Then any efficient estimator combined with an UCB
based allocation rule {ϕt}n1 ensures that for every i ∈
{1, 2, · · · , k} such that i 6= i∗ and for some l ≥ 1.
E(Ti(n)) ≤ γ log n+ 4σ
2
∆2i
Ψ(n) +
(
l + ν
n−1∑
t=l
log t
t2κσ2α
)
.
Thus the cumulative expected regret satisfies:
Rn ≤ c0 log n+ c1,
for some constant c0, c1 > 0 if Ψ(t) satisfies
α log t ≤ Ψ(t) ≤ β log t,
for some constants 3/(2κσ2) < α ≤ β.
Remark 2: If one selects Ψ(t) = 16 log t one obtains the
standard UCB-Normal algorithm proposed in [6] while if one
selects Ψ(t) =
(
Φ−1
(
1− 1/(√2pie t2)))2 where Φ−1 (·) is
the inverse of the cumulative distribution function for the
normal distribution one obtains the UCL algorithm proposed
in [8].
A. Efficient Estimators
Let Sti be the Ft−1 measurable random variable that gives
the cumulative reward received by choosing arm i up to the
tth time step that is given by
Sti =
t∑
j=1
E(Xji I{ψj=i}|Fj−1) =
t∑
j=1
E(Xji |Fj−1)I{ψj=i}.
Define the Ft−1 measurable simple average sample mean
estimate X̂ti of the cumulative mean reward received from arm
i as
X̂ti ,
{
X̂1i if Ti(t) = 0
Sti
Ti(t)
o.w.
. (25)
Then
E(X̂ti ) =
t∑
j=1
E
(
E(Xji |Fj−1)I{ψj=i}
Ti(t)
)
.
Since E(Xji |Fj−1) is independent of I{ψj=i} and Ti(t) we
have that
E(X̂ti ) =
t∑
j=1
E(Xji )E
( I{ψj=i}
Ti(t)
)
= E
 t∑
j=1
E(Xji )I{ψj=i}
Ti(t)
 = E(µ̂ti).
The tail probability distribution for the above sample mean
average is given by the following lemma which follows from
Theorem 4 of [13].
Lemma 1: If the random process {Xti} satisfies Xti ∈
[0, χx], ∀i ∈ 1, 2, . . . , k and t > 0 and X̂ti , µ̂ti are given
by (25) and (20) respectively we have that,
P
(
X̂ti > µ̂
t
i +
√
ϑ
Ti(t)
)
≤ ν log t
exp (2κϑ)
where κ =
(
1− η216
)
/χ2 and ν = 1/ log(1 + η) for all t > 0
and η, ϑ > 0.
Thus we have that (21) and (22) are satisfied for the sample
mean estimate of the reward.
IV. EXAMPLE: PERIODICALLY CONTINUOUSLY VARYING
OPTION CHARACTERISTICS
In this section we consider a novel example of practical
interest. The problem that we consider is that of an agent trying
to maximize the reward that depends continuously on certain,
periodically and continuously varying, option characteristics.
The agent is assumed to be unaware of any information about
this periodic behavior.
Specifically we consider the problem where an agent is
encountered with k number of options. Each option may vary
with time and may become unavailable from time to time.
For this example we assume that the options do not depend
on each other. This is the case, for instance, if the agent is
dealing with collecting human behavioral information in a
recreational park and has several options for locating herself
for the purpose of collecting this information. The average
number of people who frequent the park may vary depending
on whether it is in the morning, afternoon or evening. Similar
circumstances occur if one needs to select the type of optimal
crops, highlight a particular product in a store, sample a set
of sensors whose characteristics vary with the time of the
day, or advertise a particular event in super markets. In each
of these cases due to certain external events some of the
options may become temporally unavailable as well. This class
is characterized by a fixed periodic block diagonal matrix
At = diag(At1, A
t
2, · · · , Atk) where each Ati is a p× p matrix
that satisfies the property At+Ni = A
t
i for some N > 1.
The matrix Ati encodes how the dynamics of the expected
characteristics of the ith option varies. For the example we
consider here the options do not depend on each other thus
we will also set Bt = [B1, B2, · · · , Bk]T where each Bi is
a 1 × p row matrix and each Hti = Hi has a corresponding
block structure so that the option dynamics are not coupled.
We will consider two cases. One where we will assume that
the total number of people who visit a park is always the same
for every day and the more realistic case where the number of
people that visit a park varies stochastically. For the first case
we will set Btntθ ≡ 0 which guarantees the boundedness of
the covariance of θt for infinite time horizons as well. In the
second case we pick Btntθ 6= 0 where Bt ≡ B is a constant
matrix and ntθ is a bounded random process with zero mean.
In this second case the boundedness of the covariance of θt
is guaranteed only for finite time horizons.
For illustration we use k = 5 and N = 3. We see that this
problem can be modeled by selecting θt = (θt1, θ
t
2, · · · , θt5)
where each θti ∈ R3. We let At = diag(At1, At2, · · · , At5)
where each Ati = (Ai)
t with
Ai =
0 1 00 0 1
1 0 0
 .
The output matrix Hti is a constant 1×3k row matrix and has
all zero entries with the exception of the (3i−2)th entry which
is equal to one. The direct noise coupling term corresponding
to each reward is chosen to be gti ≡ 1 and we will assume that
the noise is a bounded random variable ntxi with zero mean.
Thus we see that the expected reward of the ith option
satisfies E(Xti ) = H(Ai)
tθ0i where H = [1 0 0] and hence
satisfies the condition E(Xt+3i ) = E(X
t
i ) for all t > 0. The
initial condition is chosen such that θ0 = (θ01, θ
0
2, · · · , θ05)
where each θ0i takes the form θ
0
i = θ¯i[α1 α2 α3]
T with θ¯i ∈ R.
The real positive constants α1, α2, α3 satisfy the condition
α1α2α3 = 1 and captures the periodic variation of the number
of visitors within a given day. The block diagonal structure
of At, Bt, Hti amounts to the assumption that the number of
people that frequent different locations are uncorrelated.
The total number of people that visit the park in a particular
day is given by (θ¯1+θ¯2+θ¯3+θ¯4+θ¯5)(α1+α2+α3). In the first
case we will assume that each θ¯i is fixed for each day and thus
set Bt ≡ 0. In the other case we will consider the more realis-
tic situation where this value changes stochastically according
to a uniform distribution on the support [θ¯i − 50, θ¯i + 50].
That is, we select ntθ to be uniformly distributed on [−50, 50].
We also let the noise term nxi for each i to be uniformly
distributed on [−50, 50]. Notice that in this second case the
growth condition for the covariance Σ(Xti ) is only satisfied
for a finite time horizon.
For the simulations we let α1 = 3/4, α2 = 1, α3 = 4/3 and
θ¯1 = 400, θ¯2 = 350, θ¯3 = 750, θ¯4 = 1000, θ¯5 = 526. Thus the
optimal option is i∗ = 4 and is well defined for all t. For
the simulations we use the UCB algorithem (23) – (24) with
Ψ(t) = 16 log t and the standard frequentist average estimator
(25) for the estimation of the rewards. In compliance with
the assumption that the optimal option becomes unavailable
at most logarithmically, we let
γti =
{
0 if ([log (ni + t+ 1)]− [log (ni + t)]) = 1
1 o.w.
,
for some integer ni > 0 where [x] denotes the nearest integer
value of x. For convenience of simulation we will let γti ≡ 1
for i 6= i∗ and {γti∗} as chosen above.
We estimate the expected reward, E(Sn), the expected
cumulative regret, E(Rn), and the expected number of times
the optimal arm is selected, E(Ti∗(n)), by simulating the
algorithm for each 1 ≤ n ≤ 200 a 1000 times and by
computing the frequentist mean as an estimate for E(Sn),
E(Rn), and E(Ti∗(n)).
The expected reward, E(Sn), the expected number of
times the optimal arm is sampled, E(Tni∗), and the expected
cumulative regret, E(Rn), are plot against n in Figurers 1
– 3 in the absence of process noise and in Figures 4 – 6
for uniformly distributed process noise. We observe that, as
expected, the covariance of the regret and the reward increase
as the number of time steps increase when the option dynamics
are influenced by uncertainty. However since we only consider
a finite time horizon they remain bounded during this horizon.
Notice that yet the expected number of times the optimal arm
is chosen behaves the same as when there is no process noise.
Fig. 1. Expected reward E(Sn) for the time varying DMAB with no process
noise.
Fig. 2. Expected number of times, E(Ti∗ (n)), the optimal arm has been
sampled for the time varying DMAB with no noise.
Fig. 3. Expected cumulative regret E(Rn) for the time varying DMAB with
no noise.
V. CONCLUSION
This paper presents a novel unifying framework for model-
ing a wide class of Dynamic Multi-Armed Bandit problems.
Fig. 4. Expected reward E(Sn) for the time varying DMAB with with
uniform process noise.
Fig. 5. Expected number of times, E(Ti∗ (n)), the optimal arm has been
sampled for the time varying DMAB with with uniform process noise.
Fig. 6. Expected cumulative regret E(Rn) for the time varying DMAB with
uniform process noise.
It allows one to consider option unavailabilities and option
correlations in a single setting. The class of problems is
characterized by situations where the reward for each op-
tion depends uncertainly on a multidimensional parameter
that evolves according to a linear stochastic dynamic system
that captures the internal and hidden collective behavior of
the dynamically changing options. The dynamic system is
assumed to satisfy certain boundedness conditions. For this
class of problems we show that the combination of any Upper
Confidence Bound type algorithm with any efficient estimator
guarantees that the expected cumulative regret is bounded
above by a logarithmic function of the time steps. We provide
a novel practically significant example to demonstrate these
ideas.
APPENDIX
Proof of Theorem 1: In the following we will proceed to
prove the above Theorem 1 by closely following the proof
provided in [6], [8].
Let Cti ,
√
Ψ(t)
Ti(t)
. Then for i 6= i∗ and l ≥ 1
E(Ti(n)) =
n−1∑
t=0
P({ϕt = i}) ≤ l +
n−1∑
t=l
P({ϕt = i})
≤ l +
n−1∑
t=l
P({Qti∗ < Qti}).
Let
Ati , {X̂ti∗ + Cti∗ ≥ µ̂ti∗},
Bti , {µ̂ti∗ ≥ µ̂ti + 2Cti},
Cti , {µ̂ti + 2Cit ≥ X̂ti + Cti}
Dti , {γti∗ 6= 0}
Then we have,
{Ati ∩ Bti ∩ Cti} ∩ Dti} ⊆ {Qti∗ ≥ Qit}
Therefore,
{Qti∗ < Qti} ⊆ A¯ti ∪ B¯ti ∪ C¯ti ∪ D¯ti
From above equations we have,
P({Qti∗ < Qti}) ≤ P({X̂ti∗ + Cti∗ < µ̂ti∗})
+ P({µ̂ti∗ < µ̂ti + 2Cti})
+ P({X̂ti − Cti > µ̂ti})
+ I{γt
i∗=0}.
Note that the conditions (21) and (22) of the tail probabili-
ties of the distribution of the estimate X̂ti gives us that,
P({X̂ti∗ + Cti∗ < µ̂ti∗}) ≤
ν log t
exp (2κσ2Ψ(t))
,
P({X̂ti − Cti > µ̂ti}) ≤
ν log t
exp (2κσ2Ψ(t))
,
and hence that
P({Qti∗ < Qti}) ≤ I{γti∗=0} + P(B¯
t
i ) +
2ν log t
exp (2κσ2Ψ(t))
.
From condition (18) we have
∑t
j=2 I{γj
i∗=0} ≤ γ log t.
Thus
E(Ti(n)) ≤ l + γ log n+
n−1∑
t=l
P(B¯ti ) +
n−1∑
t=l
2ν log t
exp (2κσ2Ψ(t))
.
Let us proceed to find an upper bound for
∑n
t=1 P(B¯ti ).
Since B¯ti = {µ̂ti∗ < µ̂ti + 2Cti}. Let ∆ti = µ̂ti∗ − µ̂ti. Then if
B¯ti is true then,
∆ti
2
< σ
√
Ψ(t)
Ti(t)
,
where the last inequality follows from (24). Since 0 < ∆i <
∆ti, thus we have that if B¯
t
i is true then
Ti(t) <
4σ2
∆2i
Ψ(t),
is true. Thus for sufficiently large t
B¯ti ⊆
{
Ti(t) <
4σ2
∆2i
Ψ(t)
}
,
P ({B¯ti}) ≤ P ({Ti(t) < 4σ2∆2i Ψ(t)
})
.
Thus P (B¯ti) 6= 0 only if
Ti(t) <
4σ2
∆2i
Ψ(t).
Thus we have
n−1∑
t=l
P(B¯ti ) =
t˜∑
t=l
P(B¯ti ) ≤
4σ2
∆2i
Ψ(n),
and hence
E(Ti(n)) ≤ l + γ log n+ 4σ
2
∆2i
Ψ(n) +
n−1∑
t=l
ν log t
exp (2κσ2Ψ(t))
.
If α log t ≤ Ψ(t) ≤ β log t then
E(Ti(n)) ≤ l + γ log n+ 4σ
2β
∆2i
log n+
n−1∑
t=l
ν log t
exp (2κσ2α log t)
.
The series on the right converges as long as α > 3/(2κσ2).
Thus from (19) we have that the cumulative expected regret
satisfies:
Rn ≤ c1 + ∆¯
k∑
i6=i∗
(
γ +
4σ2β
∆2i
)
log n,
where
c1 = k∆¯ν
(
log 2
22κσ2α
+
∫ n−1
2
1
t2κσ2α−1
dt
)
The integral on the right converges as n → ∞ if α >
3/(2κσ2). Thus completing the proof of Theorem 1.
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