Abstract-This paper proposes a method for compositional verification of the standard and generalized nonblocking properties of large discrete event systems. The method is efficient as it avoids the explicit construction of the complete state space by considering and simplifying individual subsystems before they are composed further. Simplification is done using a set of abstraction rules preserving generalized nonblocking equivalence, which are shown to be correct and computationally feasible. Experimental results demonstrate the suitability of the method to verify several large-scale discrete event systems models both for standard and generalized nonblocking.
standard nonblocking, generalized nonblocking requires a different abstraction theory. Generalized nonblocking equivalence was first proposed in [1] , and a process-algebraic standard form for it is presented in [12] . A set of computationally feasible abstraction rules for generalized nonblocking can be found in [13] , [14] , and a first implementation is described in [15] . Some of these abstraction rules are generalizations of rules for standard nonblocking [7] , while others are only applicable to generalized nonblocking.
As standard nonblocking is a special case of generalized nonblocking [1] , all these methods can also be used to verify standard nonblocking. Moreover, after translation from standard to generalized nonblocking, abstraction can produce a true generalized nonblocking verification problem. It then becomes possible to apply abstraction rules not normally available for standard nonblocking [14] .
This paper further develops the results of [10] , [13] [14] [15] . It contains modified abstraction rules for weak observation equivalence [10] , [16] and marking removal, and a new -determinization rule. It also includes full correctness proofs, and experimental results that demonstrate the feasibility of the method to verify large models both for standard and generalized nonblocking.
In the following, Section II introduces the necessary background of nondeterministic automata and defines the generalized nonblocking property and generalized nonblocking equivalence. Then Section III describes the abstraction rules for generalized nonblocking and proves their correctness, Section IV presents the experimental results, and Section V adds some concluding remarks.
II. PRELIMINARIES

A. Events and Languages
Event sequences and languages are a simple means to describe discrete system behaviors [2] , [3] . Their basic building blocks are events, which are taken from a finite alphabet . In addition, the silent event is used, which is not usually included in the event alphabet. An alphabet including is denoted by . denotes the set of all finite traces of the form of events from , including the empty trace . The set does not include the empty trace. The concatenation of two traces , is written as . A subset is called a language. The natural projection is the operation that deletes all silent events from traces.
B. Multicolored Automata
In this paper, system behaviors are modeled using nondeterministic multicolored automata. Nondeterminism is essential 0018-9286/$31.00 © 2013 IEEE for the abstraction techniques in this paper. Multicolored automata extend the traditional concept of marked states to multiple marking conditions, by labeling states with different colors or propositions. The generalized nonblocking property is defined using these propositions. The following definition from [1] is based on similar ideas in [17] , [18] .
Definition 1: A multicolored automaton is a tuple where is a finite set of events, is a finite set of propositions or colors, is a set of states, is the state transition relation, is the set of initial states, and defines the set of marked states for each proposition in .
The transition relation is written in infix notation , and is extended to traces in in the standard way. Synchronous composition models the parallel execution of two or more automata, and is done using lock-step synchronization in the style of [19] .
Definition 2: Let and be multicolored automata. The synchronous composition of and is (2) where if if if and for each . This definition assumes that the two composed automata share the same event and proposition alphabets. Automata with different alphabets can also be composed by lifting them to common alphabets first: when an event is added to the alphabet , selfloop transitions are added for all states , and when a proposition is added to , it is defined that . Hiding is the process-algebraic operation that generalizes natural projection of languages when nondeterministic automata are considered. Events that are not of interest are replaced by silent transitions or -moves [20] . Definition 3: Let be a multicolored automaton, and let . The result of hiding in is
where is obtained from by replacing all events in with the silent event .
C. Generalized Nonblocking
It is desirable for control systems to be free from livelock and deadlock. This is captured by the nonblocking property [3] , which requires that a terminal state can be reached from every reachable state. In this paper, a proposition is used to designate states as terminal states.
Definition 4: Let with be a multicolored automaton. is -nonblocking or standard nonblocking if for all states such that it also holds that . Otherwise, is -blocking. Standard nonblocking is the weak liveness property used in most applications of supervisory control theory, particularly for synthesis [3] . Yet, there are cases where standard nonblocking is insufficient [1] , [18] , [21] , for example in Hierarchical Interface-Based Supervisory Control [1] , [4] and in software verification.
When analyzing software, it is desirable to verify correct functionality in addition to nonblocking. When a software function is called, it is desirable that all specified return values are possible. For example, if a function is specified to return a Boolean value, then it should be possible for both results true and false to be returned. This amounts to two individual nonblocking checks, one for each possible return value. However, standard nonblocking does not correctly capture the desired property. The software may reach a point during its execution where a decision has been made to return a particular value, e.g., true, and from that point on the other result, false, is no longer possible. A standard nonblocking check to determine whether a state returning false is always reachable, will incorrectly report this behavior as blocking. The question that really needs to be checked is whether the return value false is possible from the state immediately after the function call.
Such questions can be expressed using generalized nonblocking [1] . Generalized nonblocking uses two propositions, called and , with the intended meaning that represents terminal states, while specifies a set of states from which terminal states are required to be reachable.
Definition 5: Let with be a multicolored automaton. is -nonblocking or generalized nonblocking, if for all states such that it also holds that . Otherwise, is -blocking. Example 1: In Fig. 1, automaton is -nonblocking and -nonblocking, is -blocking but -nonblocking, and is both -blocking and -blocking, Generalized nonblocking requires that, from all reachable states marked , it is possible to reach a state marked . Clearly, if an automaton is -nonblocking, it is also -nonblocking, but the converse is not true in general. The relationship between standard and generalized nonblocking along with some applications is discussed in [1] .
D. Generalized Nonblocking Equivalence
The straightforward approach to verify whether a composed system (4) is -nonblocking consists of explicitly constructing the synchronous composition and checking whether a state marked can be reached from every state marked . This can be done using CTL model checking, and models of substantial size can be analyzed if the state space is represented symbolically [6] . Yet, the technique remains limited by the amount of memory available to store representations of the synchronous composition.
As an alternative, compositional reasoning [7] attempts to rewrite individual components of a composed system such as (4) and, e.g., replace
by a simpler version , to analyze the simpler system (5) Such compositional reasoning requires that and are related in some way. An appropriate notion of equivalence has been identified for the verification of standard nonblocking in [8] , and adapted to -nonblocking in [1] . . In combination with Prop. 2 this means that abstractions can be applied in a compositional way, as long as only events local to the subsystem considered are subject to hiding. Subsystems can be simplified individually or composed as needed, and the verification and simplification strategies outlined in [7] , [8] can be used.
III. ABSTRACTIONS THAT PRESERVE GENERALIZED NONBLOCKING
Compositional verification relies on algorithms that rewrite a given automaton to a simpler equivalent form. A general way to achieve this is proposed in [12] , where it is shown how any given automaton can be replaced by an -nonblocking equivalent canonical form. Unfortunately, the proposed algorithm has exponential complexity in the size of the automaton, and the resulting canonical form is not guaranteed to be smaller. This paper uses a weaker method based on [13] , [14] . It introduces a set of computationally feasible abstraction rules that, although incomplete, achieve a guaranteed reduction of the state space.
Some of the following results are similar and closely related to similar results about standard nonblocking [7] . Yet, although -nonblocking seems to be more complicated than standard nonblocking at first glance, it is a weaker property and different kinds of abstraction are possible. Markings can be removed from certain states, and some states that are not coreachable can be removed. Furthermore, several of the states encountered in generalized nonblocking are not marked , and these can often be simplified more aggressively than states marked .
A. Weak Observation Equivalence
One of the strongest known equivalences of nondeterministic automata is observation equivalence [22] . Observation equivalence considers two states as equivalent if they have exactly the same structure of nondeterministic future behavior.
Observation equivalence is known to preserve all temporal properties. It preserves standard conflict equivalence, and it also is finer than and implies -nonblocking equivalence [14] . Observation equivalence comes with efficient simplification algorithms [23] and has been used successfully to simplify automata for the verification of standard nonblocking, where this abstraction alone is responsible for a substantial reduction in the number of states [7] .
It is shown in [10] that observation equivalence can be relaxed to weak observation equivalence for the purpose of standard nonblocking verification, and this is shown below to hold for generalized nonblocking as well. between and . The difference between weak observation equivalence and observation equivalence is that weak observation equivalence only considers traces containing at least one event. An observation equivalence relation [22] can be defined using the same conditions i)-vi), except that all traces are considered in conditions i) and ii).
Example 2: Automata and in Fig. 2 are weakly observation equivalent. Note that these automata are not observation equivalent, because from state in , the state where only is enabled can be reached silently, but this is not possible in . For weak observation equivalence, it is enough that a state like can be reached via from the initial state. Weak observation equivalence is coarser than observation equivalence and provides for better abstraction [10] . At the same time, it can be computed using almost the same algorithms as observation equivalence, and it implies generalized nonblocking equivalence. Complexity: A coarsest weak observation equivalence relation for a given automaton can be computed using a partition refinement algorithm [23] in time. This algorithm requires an explicit representation of the relation , which in turn requires computation of the transitive closure of silent transitions. This step takes time and usually dominates the complexity of observation equivalence [24] . The worst case time complexity to simplify an automaton based on weak observation equivalence is .
B. Removal of Observation Equivalent Markings
As a special case of (weak) observation equivalence, it is possible to remove markings from certain states with outgoing silent transitions. This is particularly helpful in generalized nonblocking, as it reduces the number of -marked states, which contribute to the bulk of the verification effort.
Rule 2 (Marking Removal Rule):
If an automaton contains a state marked by proposition and a path , then a marking can be removed from or added to state .
Example 3: Automata and in Fig. 3 are -nonblocking equivalent. Since state is marked , any test that is to be -nonblocking in combination with needs to be able to execute initially. This implicitly includes the condition for state , which says that a test needs to be able to execute or initially. As the test must satisfy both, the condition simplifies to just executing . Complexity: Marking removal is best applied to an automaton without any loops of silent transitions. These loops can be found using Tarjan's algorithm [25] , and afterwards marking removal can be achieved in a single pass over the source states of the -transitions. Both operations can be completed in time. While the removal of markings does not reduce the number of states of an automaton, it can make it simpler and enable other abstractions. The removal of -markings can also be considered when verifying standard nonblocking, where all states are marked initially. After removal of -markings, other rules for generalized nonblocking may become applicable.
C. Removal of -Markings
In addition to the removal of observation equivalent markings, it is possible to remove further -markings while still preserving generalized nonblocking equivalence. This is the first abstraction rule that extends beyond the scope of (weak) observation equivalence [10] and conflict equivalence [7] . . Since is -nonblocking, it follows that , and since the transition relations of and are equal, also . Complexity: To apply the -Removal Rule to an automaton, it needs to be checked for all states whether they are reachable from an -marked state. This can be done by a standard graph search visiting each transition at most once. There are at most transitions, and this leads to the overall complexity of to check and apply the -Removal Rule to all states where it is applicable.
Again, the removal of -markings does not directly reduce the state space, but it can make other rules applicable. In particular, it may increase the number of non-coreachable states, which can be deleted according to the following rule.
D. Removal of Non-Coreachable States
Following is the first abstraction that actually removes states from an automaton. The generalized nonblocking property only needs to be checked from states marked , and from there only traces that can reach a state marked are relevant. If it is not possible to reach a state marked or from some state , then this state is irrelevant for the generalized nonblocking property. Such states can be removed.
Rule 4 (Coreachability Rule):
States that are not -coreachable, i.e., from which neither a state marked nor a state marked can be reached, can be removed.
Example 5: Automata and in Fig. 3 are -nonblocking equivalent. State in is neither -coreachable nor -coreachable, and therefore it is not needed to reach an -marked state, nor does it lead to any further conditions ( -marked state) that need to be satisfied. This state can be removed as shown in . The coreachability rule seems superficially similar to the Certain Conflicts Rule [7] , yet it is quite different. The Certain Conflicts Rule merges blocking states into a single state when verifying the standard nonblocking property. Here, the coreachability rule allows non-coreachable states to be removed entirely. -coreachability of all states in an automaton can be checked by a standard graph search visiting each transition at most once. There are at most transitions, and this leads to the overall complexity of to check and apply the Coreachability Rule.
E. Determinization of Non-States
In generalized nonblocking, there are two different kinds of states. States marked carry nonblocking requirements, which means that their precise nondeterministic future may be relevant. These states can only be simplified using rules preserving conflict equivalence such as those in [7] . On the other hand, non-states do not carry nonblocking requirements, and only the language associated with these states is important. These states can be treated using language equivalence, and determinization algorithms [20] can be used to merge them.
Rule 5 (Non-Determinization Rule): Two non-marked states that are reachable by exactly the same traces from initial states and from each state marked , can be merged into a single state. Example 6: Automata and in Fig. 4 are -nonblocking equivalent. States and are only reachable via trace from the initial state or from the only -marked state and therefore can be merged into a single state as shown in . Note that this simplification is not possible for standard nonblocking, or if one of the two states is marked , because in this case it is important that the two states have different continuations to states marked .
To describe this rule formally, the concept of quotient automaton is used. The idea is to identify certain groups of states as equivalent and merge each group into a single state. The following definitions are standard.
Definition 8: Let be an arbitrary set. A relation is an equivalence relation, if is reflexive, symmetric, and transitive. If is an equivalence relation on , the equivalence class of is , and the set of equivalence classes modulo is . Definition 9: Let be a multicolored automaton, and let be an equivalence relation. The quotient automaton of modulo is (8) where for all
The Non-Determinization Rule is described using a particular equivalence relation, namely a reverse observation equivalence [26] : two states are considered as equivalent if they can be reached via the same traces from the initial states.
Definition 10:
Let . An equivalence relation is a reverse observation equivalence on , if the following conditions hold for all with .
• If , then .
• For all states and all events such that there exists a state such that and . All equivalent states can be merged at the same time. Therefore, the previously stated Non-Determinization Rule is replaced by the following more general version.
Rule 5 (Non-Determinization Rule): If is a reverse observation equivalence on an automaton such that states marked are only equated to themselves by , then can be replaced by . To prove the validity of this rule, the relationship between the traces in an automaton and its abstraction needs to be established first. It is well-known that every trace in also has a corresponding trace in . The following result quoted from [7] holds for every equivalence relation. A coarsest reverse observation equivalence relation can be computed in the same way as a weak observation equivalence relation using the algorithm in [23] , also under the additional constraint that states marked cannot be merged. Its complexity is the same as for weak observation equivalence, i.e., .
F. Determinization of -Marked States
While states not marked can be merged easily, more care needs to be taken when merging states with an -marking. States marked have associated nonblocking requirements. Such states can only be merged if the nonblocking requirements are equal, i.e., if they have the same -marked languages.
Rule 6 ( -Determinization Rule):
If is a reverse observation equivalence on an automaton such that equivalent states also have equal -marked languages, then can be replaced by . Example 7: Automata and in Fig. 5 are -nonblocking equivalent. States and in are reverse observation equivalent and have the same -marked languages, so they can be merged into a single state . This is possible despite the two states having different -markings and thus not being (weakly) observation equivalent. . Complexity: The complexity to check for equality of -marked languages of states in a nondeterministic automaton is exponential because of the need for subset construction [20] . To avoid this, the implementation in Section IV uses weak observation equivalence instead of language equivalence. More precisely, two states are only merged if they are found to be weakly observation equivalent, but only considering in Def. 7 iii) and iv). As weak observation equivalence implies language equivalence [10] , this ensures that only states with equal -marked languages are merged. It also means that the implementation is only useful for true generalized nonblocking verification problems, where it can merge -marked states with states not marked as in example 7. A coarsest weak observation equivalence relation that is also a reverse observation equivalence can be computed in time as is the case for the other partitioning abstractions.
G. Removal of -Transitions Leading to Non-States
Silent transitions provide a significant potential for abstraction. If a silent transition links two -marked states, then the -Removal Rule can be used to remove the -marking of the source state. If neither the source nor the target state are marked , then only the -marked languages of these states are relevant, and simplification is often possible by means of the Non-Determinization Rule. Additionally, and also in cases where at most one of the two states linked by a silent transition is marked , the Silent Continuation Rule in this section or the Only Silent Outgoing Rule in Section III-H may be applicable to remove the transition.
Rule 7 (Silent Continuation Rule):
A transition with can be removed if all transitions originating from state are copied to state .
Example 8: Automata and in Fig. 6 are -nonblocking equivalent. The transition in leads to a non-state, so it can be removed after copying the -transition originating from the target state to the source state . As a result, the target state becomes unreachable and can be removed as shown in .
This simplification relies on the fact that the target state is not marked , so there is no nonblocking requirement associated with that state; thus it can be merged into the source state, leading to much stronger simplification than the Silent Continuation Rule for standard nonblocking [7] .
The following definition describes the construction of the simplified automaton formally. To prove the validity of the rule, it is again necessary to establish the relationship between traces in the original and reduced automata. This is done in Lemmas 11 and 12 below, and afterwards the validity of the Silent Continuation Rule is established in Prop. 13. 
and given , it follows that . The Silent Continuation Rule can be applied at most once to every -transition in an automaton, i.e., at most applications. Each application involves the copying of all transitions from the target state to the source state, and there may be up to transitions outgoing from every state. Therefore, the overall complexity to check the applicability of this rule and apply it to all applicable transitions is . The removal of a -transition alone does not necessarily lead to a reduction in state space or complexity, and indeed careless use of the Silent Continuation Rule can substantially increase the number of transitions. The implementation in Section IV avoids this by only replacing -transitions leading to states that have no other incoming transitions except -transitions. Then the target state becomes unreachable, and the number of states is reduced when applying the Silent Continuation Rule.
H. Removal of -Transitions Originating From Non-States
The final rule considers the case of a silent transition originating from a non-state. This case is more difficult, and the following rule is more restrictive than its companion for standard nonblocking [7] , because -markings need to be taken into account in addition to other conditions. Rule 8 (Only Silent Outgoing Rule): A state that is not marked or can be removed, if
, and has only -transitions outgoing. Incoming transitions to must be redirected to all the -successor states of .
Example 9: Automata and in Fig. 7 are -nonblocking equivalent. State in is not marked or and has only -transitions outgoing, so it can be bypassed and removed as shown in . This simplification is only possible because state is not marked or . If the state is marked, the nonblocking conditions associated with it need to be retained, and there is no easy way to merge these into one or both of the successor states.
Following is a formal description of the Only Silent Outgoing Rule. Again, the relationship between traces in the original and the simplified automata is established before proving the validity of the rule. Rule is applicable to a state, it must be confirmed that it is not marked and has at least one and only -transitions outgoing. Using appropriate data structures, this can be done in constant complexity. Applying the rule requires all incoming transitions to be copied to all -successor states. There can be up to incoming transitions and up to -successors per state. Then the complexity to check and apply the Only Silent Outgoing Rule to all states of an automaton is .
IV. EXPERIMENTAL RESULTS The compositional nonblocking verification algorithm has been implemented in the DES software tool Supremica [27] and tested on a number of models of reactive and control systems. The software is an improved version of [15] , which includes new implementations of weak observation equivalence and the standard nonblocking abstractions of [7] . These are compared to the approach proposed in this paper.
The test suite includes complex industrial models and case studies taken from various application areas such as manufacturing systems, communication protocols, and automotive electronics. Included are all models used in [7] with at least reachable states. The smaller models have been replaced by more complex models that can be solved by the new implementation. The following list gives some details about each group of models in the test suite. agv Automated Guided Vehicle Coordination system based on a Petri Net model [28] . aip Model of the automated manufacturing system of the Atelier Inter-établissement de Productique [29] . The tests consider three early versions (aip0) based on [30] , and a more detailed version (aip1) according to [31] , which has been modified for a parametrisable number of pallets. big_bmw Automotive Window Lift Controller model according to [21] . The model used here is an extended version with four individual windows. fencaiwon09 Model of a production cell in a metal-processing plant from [32] . The supervisors in this model are handwritten and differ slightly from the synthesized original. ftechnik Flexible production cell model based on [33] . profisafe PROFIsafe field bus protocol model [34] . The task considered here is to verify nonblocking of the communication partners and the network in input-slave configuration with sequence numbers ranging up to 4, 5, and 6. tbed Model of a toy railroad system described in [35] . There are three versions representing different designs. tip3 Model of the interaction between a mobile client and eventbased servers of a Tourist Information System [36] . verriegel Central locking system of a BMW car, originally from the KORSYS project [37] . 6link Models of a cluster tool for wafer processing [16] .
All these models have been checked for standard nonblocking using compositional verification, and the aip1 models have been checked for generalized nonblocking in addition.
Compositional verification repeatedly chooses a small set of automata, composes them, applies abstraction rules to the synchronous composition, and replaces the composed automata with the result. This is repeated until the remaining automata are considered too large, or there are only two automata left. The final automata are not simplified, because it is easier to check them for generalized nonblocking directly. This is done by explicitly constructing and exploring the synchronous composition-the present implementation does not use BDDs or other symbolic representations [6] . To provide the user with diagnostic information when the model is blocking, the counterexample obtained from the final check is expanded to produce a counterexample for the original model by propagating it back through all abstraction steps [15] .
A key aspect for a compositional verification algorithm is the way how automata are selected to be composed. The implementation considered here follows a two-step approach [7] . In the first step, some candidate sets of automata are formed, and in the second a most promising candidate is selected. For each event in the model, a candidate is formed consisting of all automata with in their alphabet; this strategy is called MustL [7] , [15] . Other ways of forming candidates [7] , [15] have been found to perform poorly for the larger models considered in this paper, and therefore are not considered in the following.
After forming a set of candidates, a most promising candidate is identified heuristically. The following heuristics are used for this purpose. MinS Chooses the candidate with the smallest estimated number of states after abstraction. The estimate is obtained by multiplying the product of the state numbers of the automata forming the candidate with the ratio of the numbers of events in the synchronous composition of the candidate after and before hiding [15] . Like MinS, but estimates the number of -marked states. MinSync Computes the synchronous composition of the automata in each candidate and chooses the candidate with the fewest states in the synchronous composition. Like MinSync, but chooses the candidate with the fewest -marked states in the synchronous composition. After identification of a candidate, its automata are composed, and then a sequence of abstraction rules is applied. The Generalized Nonblocking Abstraction Sequence (GNB) first uses Tarjan's algorithm [25] to remove loops of -transitions from the automaton. This special case of observation equivalence is applied first because it is fast, and other abstractions can be implemented more efficiently for -loop free automata. After -Loop Removal, markings are removed by applying the Marking Removal and -Removal Rules. Next come the relatively fast Coreachability Rule, the Silent Incoming Rule, and the Only Silent Outgoing Rule, followed by the partitioning rules, namely Weak Observation Equivalence, NonDeterminization, and -Determinization. Finally, markings are added back into the automaton by applying the Marking Removal Rule in reverse, to enable early termination in trivial cases where all states are marked.
The GNB Abstraction Sequence is also used to verify standard nonblocking, simply by first adding -markings to all states. When verifying standard nonblocking, the Coreachability Rule and the -Determinization Rule are not used, because they can be shown to have no effect or no effect beyond weak observation equivalence when starting from a standard nonblocking verification problem. Also, the and selection heuristics only make sense for generalized nonblocking.
For the standard nonblocking test cases, the GNB Abstraction Sequence is compared to a Standard Nonblocking Abstraction Sequence (NB) based on [7] . After -Loop and Marking Removal, this sequence applies standard nonblocking versions of the Silent Incoming and Only Silent Outgoing Rules. Next are TABLE I  STANDARD NONBLOCKING EXPERIMENTS   TABLE II  GENERALIZED NONBLOCKING EXPERIMENTS the Silent Continuation Rule, the Active Events Rules, and the Certain Conflicts Rule [7] , which only work for standard nonblocking. Afterwards, the sequence completes with Weak Observation Equivalence and adding markings back in.
The results are furthermore compared to abstraction using only Weak Observation Equivalence (WOEQ) as proposed in [10] . This abstraction sequence only consists of -Loop Removal followed by Weak Observation Equivalence. Table I shows experimental results for standard nonblocking verification using different abstraction sequences and candidate selection heuristics. Table II shows experimental results for verifying some Hierarchical Interface-Based Supervisory Control properties cast as generalized nonblocking verification problems [4] , [5] . For each model, the tables show the total number of reachable states (Size) if known, and whether or not the model is nonblocking (Res). Then they show for each abstraction sequence and heuristic, the number of states in the largest automaton encountered during abstraction (Peak States), the number of states in the synchronous composition explored after abstraction (Final States), and the total verification time (Time). In case of early termination (no states marked or all states marked ), the final synchronous composition is not constructed and its size is shown as 0.
All experiments are run on a standard desktop computer using a single 3.3-GHz CPU and 8 GB of RAM. The experiments are controlled by state limits and timeouts. If during abstraction the synchronous composition of a candidate has more than 100 000 states, it is discarded and another candidate is chosen instead. The state limit for the final synchronous composition after abstraction is states. If this limit is exceeded, or if the total runtime exceeds 15 minutes, the run is aborted and the corresponding table entries are left blank.
The tables show that compositional verification is highly sensitive to the selection heuristics. There is no clearly best strategy. For the standard nonblocking problems, MinSync usually is more effective, but it is outperformed by MinS and for generalized nonblocking. The Generalized Nonblocking Abstraction Sequence (GNB) tends to be more effective than the Standard Nonblocking (NB) and Weak Observation Equivalence (WOEQ) sequences. It can solve more problems within the set state limits, and usually produces smaller abstractions. Yet, the runtimes are not always better. Abstraction tends to take more time than synchronous composition exploration, so small models can often be solved faster with a weaker abstraction sequence.
It is interesting that the GNB sequence seems to work better than NB for standard nonblocking. Although NB includes the Silent Continuation, Active Events, and Certain Conflicts Rules, which do not work for generalized nonblocking, this is offset by the Non-Determinization Rule only present in GNB. It is to be noted, however, that the Certain Conflicts Rule does achieve abstractions not possible for generalized nonblocking, particularly for blocking models, which in some cases lead to early termination. On the other hand, the NB abstraction sequence suffers from the more complicated counterexample computation algorithm when the Certain Conflicts Rule is used.
The generalized nonblocking problems are more challenging. The tests in Table II represent different ways of verifying Serial Interface Consistency properties V and VI (sic5 and sic6) for a subsystem of the Multiple-AIP model [31] . This version of the model can be parameterized, and the number in angle brackets in Table II indicates the number of pallets in each case. Serial Interface Consistency is transformed into generalized nonblocking according to [5] . This results in the addition of a test automaton to the model, which includes a large number of events, and which makes it difficult for the selection heuristics to identify suitable candidates. Nevertheless, the model has been successfully verified. Fig. 8 shows a breakdown of the performance of the individual abstraction rules in the GNB sequence. The piecharts display the total numbers of states removed by abstraction and the total runtimes over all tests in the standard and generalized nonblocking test suites, using the MinSync heuristic. The runtimes only include abstractions and do not add up to the times in the tables, which also include candidate evaluation, synchronous composition, and counterexample computation.
It is clear that the partitioning abstraction rules (Weak Observation Equivalence and Non--Determinization) contribute to most of the runtime, but also achieve most of the state space reduction. Non--Determinization has a significant impact when verifying generalized nonblocking with about the same effort as Weak Observation Equivalence-its runtime is shorter mainly due to the fact that Non--Determinization is invoked later and therefore receives smaller input automata. The effect of -Determinization is small compared to the effort, probably due to its implementation that does not allow it to do much more than Weak Observation Equivalence. Other rules such as -Loop Removal and the Only Silent Outgoing Rule achieve a small reduction of states, but they run so fast that their application is still worthwhile.
V. CONCLUSION
A compositional method for verification of standard and generalized nonblocking has been described. The approach mitigates state-space explosion by simplifying individual components of a system before or while composing them. Eight abstraction rules preserving generalized nonblocking equivalence have been proposed, which substantially reduce the number of states of automata encountered during verification. The rules are chosen to be computationally feasible, while still covering a wide range of situations encountered in nondeterministic automata. The method has been implemented, and experimental results demonstrate its usefulness for model checking large discrete event systems models. While originally developed specifically for generalized nonblocking, the results are also applicable to standard nonblocking, and the new implementation brings improvements over previous compositional methods to verify standard nonblocking.
