Abstract. The asymptotic integration of a linear system of differential equations y (t) = (A(t) + R(t))y(t) on the half line is investigated when A is almost constant with distinct eigenvalues. The difference equation analogue of this equation is also considered.
Introduction
We are considering systems of differential equations of the form
y (t) = (A(t) + R 1 (t))y(t) on [0, ∞).
The complex valued matrix A(t) is assumed to be smooth and to converge to a limiting matrix A with distinct eigenvalues. The perturbing matrix R 1 is supposed to be integrable, R 1 ∈ L 1 . If A(t) is assumed to be k-times differentiable, A (l) ∈ L k/l 0 , 1 ≤ l ≤ k, will do, this system may be transformed into [1, 2, 6] u (t) = (∧(t) + R(t))u(t) with ∧ = diag(λ 1 (t), . . . , λ n (t)), λ i (t) → λ i0 i = 1, . . . , n and R ∈ L 1 (1.1)
by repeated diagonalization. Here L p 0 stands for all L p -functions vanishing at infinity. A system of the form (1.1) will be called a Levinson system, in honour of N. Levinson , who studied such equations with A ∈ L 1 . Levinson's Theorem is arguably the key result in asymptotic integration of linear differential systems. In a slightly modernized form it states [6] :
Theorem L: Let ∧(x) be an n by n diagonal matrix, ∧ = diag(λ 1 (x), . . . , λ n (x)), satisfying the dichotomy conditions (1.2)
Re(λ i (s) − λ j (s))ds ≥ K 2 for constants K 1 and K 2 and 0 ≤ t ≤ x. Assume the complex valued matrix R(x) = (R ij (x)) is integrable, i.e.
Then the system (1.1) has n solutions
where the e k are the unit vectors in C n and where r k = o(1). Thus Levinson's Theorem states that the solutions (1.4) of the perturbed equation (1.1) behave almost like the solutions of the unperturbed equation u = ∧u, if the relative growth of these solutions can be controlled for large x (1.2) and if the perturbation is small (1.3).
Viewed in this way, as a perturbation result, Levinson's Theorem has been extended in various ways by weakening or strengthening the dichotomy condition (1.2) and strengthening or weakening the conditions on the perturbing term [5] . Most of these extensions were based on transformations of the system under investigation into Levinson's form. A new approach to such results on asymptotic integration has recently been initiated by S. Bodine [6] . For spectral analysis, parameter dependent versions of Levinson's Theorem were shown by Remling and the author.
Critical for the asymptotic integration of Levinson systems is the dichotomy condition [6, 8] which allows a uniform comparison of two solutions of the unperturbed equation. Levinson's Theorem formulation has two defects. First of all, better estimates for the remainder terms r k are needed. This has been addressed in [3, 4] . Second, one might want to know how much of Levinson's classical result may be salvaged if the dichotomy condition fails. Our main goal is to weaken (1.2) and reduce (1.4) to sharp estimates on the growth.
Levinson systems without dichotomy
Our main result is: Theorem 2.1. Consider the system (1.1), and assume λ i (t) = λ i0 + λ i1 (t) with
Proof. a) The upper bound. It suffices to show the result for
> 0 will be fixed later. Let P 1 be the projection onto the coordinate vectors e 1 , . . . , e l and all e j for which Reλ j (x) ≤ 0. Thus P 1 is the projection on the space of all decaying solutions of the modified unperturbed equation. The existence and corresponding estimates follow from the dichotomy condition (1.2). Moreover, let φ(x) = diag(exp( 
solves (1.1). By assumption there is a constant K so that
Following the proof of Levinson's Theorem in [6] we solve (2.2) by iteration with v 0 (x) = φ(x)e m as the starting vector:
, it follows by induction that ||v r (x)|| ≤ 2 and thus
Thus the sequence (v r (x)) converges uniformly on [a, ∞) to a solution v of (1.1)
In particular if K is small enough, the l solutions starting with e 1 , . . . , e l are independent. The boundedness of these solutions gives the upper bound because of the shift in the exponential by −α−m 1+ .
b) The lower bound. In order to show the lower bound, shift the exponents globally by −α + m 1− if necessary. In this case we may assume α 1 = 0 and Reλ i1 (x) ≥ 0, i = 1, . . . , l. Arguing indirectly, assume one of the solutions v constructed above, with starting vector φ e m , satisfies v(x) = o(1). Now let P 2 be the projections onto all coordinate vectors e i with Reλ i (x) ≤ 0 and i > l. Note that in this case ( 
Then w = ∧w, and arguing as in [2] , we see (
. By choosing a large enough, ||w(a) − v(a)|| can be made arbitrarily small. This, however,
Remark 2.1. This theorem may not be optimal in all cases, e.g. when the dichotomy condition also holds within some classes.
Extensions
The theorem has a number of simple extensions.
1. The convergence condition in (1.1) need not hold. Only condition (ii) in the theorem is relevant. In this form these results arise in connection with the stability of exponential dichotomy [7] , where more general perturbations can be allowed. The estimates of the theorem are sharper, however. In addition, such inequalities need to hold only modulo integrable terms.
2. In the theorem a different and finer scale may be used. For this let h be a positive nonintegrable function converging to 0 as t goes to infinity. Assume the classes satisfy:
. In this case the theorem would give the estimates.
where
Even more general is the formation of order classes C l . In this case one would demand:
In both cases these relations need to hold only modulo L 1 . 4. The theorem will also be valid if the interclass perturbing terms are only assumed to be in L 2 . In this case one writes R = R 1 + R 2 , where R 1 consists of the block matrix of perturbing terms associated to various classes, while R 2 consists of the interblock parts. Thus
1 . This would extend the Hartman-Wintner result. R ∈ L p with p > 2 could lead to uncontrollable terms within the blocks, however. Nonetheless one or several (1 + Q)-transformations will be useful in most cases where R ∈ L p .
Applications
In applications of asymptotic integration to the deficiency index or spectral theory, one is mostly interested in the fact whether a solution is square integrable or not [1, 2, 6] . In this case the dichotomy condition between exponents λ with negative real part are not needed, and the analysis can concentrate on the exponents with "small" real part. In order to make this more precise, consider the results in [6] , sect. 3.10, and [1, 2] applied to an even order differential operator of the form
[1], (1.1), [5] , (3.11 
For real spectral values it is a polynomial with real coefficients. Now assume the coefficients are almost constant [6] 
Then the conditions of the theorem above are satisfied where the exponents are (i)-times the roots of the limiting Fourier polynomial
Assume the roots of Q F are for z 0 ∈ R, α 1 ± iβ, . . . , α r ± iβ r , γ 2r+1 , . . . , γ 2n with α j , β j , γ l ∈ R. Then the nonreal eigenvalues lead to r square integrable solutions, which decay exponentially, because of the theorem. This holds regardless of the dichotomy conditions. For the real eigenvalues γ l we have by the implicit function theorem
Thus the dichotomy condition holds if
The associated eigenfunctions, however, will lose their square integrability as η → 0+ if the coefficients are bounded. Since the signs of ∂ λ Q(γ) are evenly distributed, half of the γ's will lead to square integrable solutions for η = Im z > 0 and the complementary γ's will lead to square integrable solutions in the lower half plane. This shows that for bounded coefficients L is limit point, i.e. def L = (n, n). If the coefficients are unbounded, some of the γ-eigenfuctions may stay square integrable as Im z 0. In this case the deficiency index may be
But in all cases it suffices to check the dichotomy conditions only for the real roots of P F , for example in (3.11.5) in [6] or in (3.22) of [1] . These results extend easily to the situation where higher order smoothness but slower decay holds for the coefficients.
For spectral analysis one fixes z o ∈ R, a > 0 and > 0 so that the characteristic Fourier polynomial has distinct roots for x ≥ a, z ∈ K = {z ∈ C||z − z 0 | ≤ , Im z ≥ 0}. A slight modification in the construction of the terms m ± in the proof of the theorem then shows that the eigenfunctions associated to eigenvalues with Reλ i0 < 0 depend analytically on the spectral parameter. Subjecting them to the boundary condition shows that they generate at most discrete eigenvalues. Thus continuous spectrum will only arise from eigenfunctions which lose their square integrability as Im z 0, and only for these will one have to check the dichotomy condition.
These considerations clearly extend to other classes of operators, e.g. odd order operator [2] , Dirac-operators or matrix valued Sturm-Liouville operators. In fact they can be shown for general Hamiltonian systems with almost constant coefficients. This will be shown in a joint paper with Hinton, which critically uses these results.
Difference equations
Here we are concerned with a system of difference equations of the form 
Let h > 0 be a nonsummable, monotonic function in N and assume the eigenvalues λ can be sorted into classes C 1 , . . . , C 2 , so that
For each λ write now |λ(t)| = 1 + µ(t) with µ + = max(0, µ) and µ − = min(0, µ).
With this we can now formulate the difference analogue of Theorem 2.1. 
