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Abstract
The exponentially increasing demand for high-speed wireless communications will no longer
be satisfied by the traditional radio frequency (RF) in the near future due to its limited spectrum
and overutilization. To resolve this imminent issue, industrial and research communities have
been looking into alternative technologies for communication. Among them, visible light com-
munication (VLC) has attracted much attention because it utilizes the unlicensed, free and safe
spectrum, whose bandwidth is thousand times larger than the entire RF spectrum. Moreover,
VLC can be integrated into existing lighting systems to offer a dual-purpose, cost-effective and
energy-efficient solution for next-generation small-cell networks (SCNs), giving birth to the
concept of optical attocell networks.
Most relevant works in the literature rely on system simulations to quantify the performance
of attocell networks, which suffer from high computational complexity and provide limited
insights about the network. Mathematical tools, on the other hand, are more tractable and
scalable and are shown to closely approximate practical systems. The presented work utilizes
stochastic geometry for downlink evaluation of optical attocell networks, where the co-channel
interference (CCI) surpasses noise and becomes the limiting factor of the link throughput. By
studying the moment generating function (MGF) of the aggregate interference, a theoretical
framework for modeling the distribution of signal-to-interference-plus-noise ratio (SINR) is
presented, which allows important performance metrics such as the coverage probability and
link throughput to be derived. Depending on the source of interference, CCI can be classi-
fied into two categories: inter-cell interference (ICI) and intra-cell interference. In this work,
both types of interference are characterized, based on which effective interference mitigation
techniques such as the coordinated multipoint (CoMP), power-domain multiplexing and suc-
cessive interference cancellation (SIC) are devised. The proposed mathematical framework is
applicable to attocell networks with and without such interference mitigation techniques.
Compared to RF networks, optical attocell networks are inherently more secure in the physical
layer because visible light does not penetrate through opaque walls. This work analytically
quantifies the physical-layer security of attocell networks from an information-theoretic point of
view. Secrecy enhancement techniques such as AP cooperation and eavesdropper-free protected
zones are also discussed. It is shown that compared to AP cooperation, implementing secrecy
protected zones is more effective and it can contribute significantly to the network security.
Lay Summary
Current wireless networks are designed to operate in the radio frequency (RF) band below 300
gigahertz (GHz). Since this GHz-wide spectrum has been extensively used for commercial,
medical and military applications, it will no longer be able to accommodate the exponentially
increasing demand for high-speed wireless communications in the near future. Such an im-
minent issue has motivated industrial and research communities to seek new technologies and
even-higher frequency bands for communication. The presented work investigating the use of
visible light for wireless networking falls into this category.
Integrating visible light communication (VLC) into existing lighting systems has recently been
proposed as a dual-purpose, cost-effective and energy-efficient solution to the spectrum crunch.
The current work focuses primarily on evaluating the link-layer performance of indoor VLC
networks, where interference surpasses noise and becomes one of the key limiting factors. By
investigating the distribution of interference, fundamental performance indicators such as the
link quality, throughput and information security are characterized.
VLC-enabled optical attocell networks are an example of small-cell networks (SCNs), which
can provide significant improvements to indoor data coverage. The benefits of such networks
originate from the reduced cell size, which in turn allows communication resources such as
time and frequency to be more efficiently shared and reused. In this work, advanced signal
processing techniques as well as light cooperation schemes are designed and investigated as
methods to enhance the network performance. Utilizing the presented results, this work deepens
the understanding of interference, its impact on the network performance and the effectiveness
of the proposed interference mitigation techniques.
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s+ superposed signal for NOMA
SLED normalized radiant intensity function of a white LED








U(·, ·, ·) confluent hypergeometric function
vk power coefficient for user k (OFDMA)
xi horizontal distance between node i and the reference point
x0 the nearest AP to the origin
Xk QAM symbol on subcarrier k
yk received signal at user k
Y (unitless) normalized signal amplitude
zk noise at user k
αclip clipping attenuation factor
χ a Bernoulli random variable
δ Dirac delta function
εi channel estimation error vector at AP i
η effective responsivity of the PD
ηI residual interference factor
ηPD responsivity function of the PD
Γ(·) standard gamma function
Γ(·, ·) incomplete gamma function
λa density of APs
λu density of mobile users
µ standard Lebesgue measure
φ(·) PDF of the standard Gaussian distribution
ϕi polar angle between node i and the reference point
Φ point process
Φa point process for VLC APs
Φe point process for eavesdroppers
ΦLED point process for indoor LEDs
Φu point process for mobile users






σ2clip clipping noise variance
σ2QAM QAM symbol variance
σ2s variance of the time-domain signal s(t)
σ2shot variance of the shot noise
σ2thermal variance of the thermal noise
σ2n total noise variance
σ2nb noise variance at the legitimate user
σ2ne noise variance at the eavesdropper
σ̄2n normalized noise variance
τRMS RMS delay spread of the channel
τ̄ mean channel delay
θ scale parameter of a Gamma distribution
θrx,(i,j) angle of incidence between elements i and j





The rapid development of cloud computing and data-hungry applications such as augmented
reality (AR) and virtual reality (VR) has led to the tremendous and continuously increasing
wireless data traffic over the the past five years. According to the Cisco Visual Networking
Index (VNI): Global Mobile Data Traffic Forecast Update [7], global mobile data traffic is
expected to increase sevenfold between 2016 and 2021, reaching 49 exabytes per month by
2021. However, the total radio frequency (RF) spectrum that can be used for wireless commu-
nication is limited, and almost every spectrum band is currently occupied for commercial or
military applications. In order to keep pace with the tremendous demand for wireless services,
new technologies and means of communication are of great research interest. Among many
candidate approaches, one option is to use the higher electromagnetic (EM) spectrum, such as
millimeter wave and visible light, for communication.
The technology of using visible light for wireless communication is termed as visible light
communication (VLC) [4, 8]. Compared to the entire RF spectrum, which ranges from 3 kilo-
hertz (kHz) to 300 gigahertz (GHz), visible light corresponds to the frequency band from 430 to
770 terahertz (THz). According to the Friis equation [9], increasing the signal frequency from
300 GHz to 300 THz results in an extra 60 decibels (dB) of free-space path loss (FSPL) in the
received power. Therefore, VLC is ideal for the application of short-range local and metropoli-
tan area networks (LANs/WANs), as is suggested by the Institute of Electrical and Electronics
Engineers (IEEE) 802.15.7 standard1 [11]. When signals are transmitted at a higher frequency,
the effect of signal blockage and shadowing becomes more evident. As a result, for the appli-
cation of high-speed wireless communication, VLC systems should be designed to reduce the
probability of link blockage and shadowing. This requirement can be achieved by using the
small cell concept such as the optical attocell [12] in conjunction with optical beamforming
techniques [13, 14].
1A new topic interest group (TIG) has recently been established within the IEEE 802.11 working group aiming
to develop a potential new standard on light communication [10].
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The use of visible light for communication offers a number of advantages over traditional RF
communications. First, the unlicensed visible light spectrum in the order of THz poses a great
opportunity for low-cost broadband communication, and it could effectively alleviate the spec-
trum congestion currently evident in RF systems. Second, visible light does not penetrate
through opaque walls. Therefore, VLC by nature exhibits higher data security at the physical
layer. Third, light signals sharing the same frequency blocks but in different rooms do not in-
terfere with each other. This yields a high frequency reuse factor and area spectral efficiency
(ASE) [15]. Fourth, the absence of electromagnetic interference to existing RF systems makes
VLC applicable in electromagnetic sensitive areas such as aircraft cabins, hospitals and intrinsi-
cally safe environments. Fifth, VLC is more energy-efficient because its deployment can build
upon existing lighting infrastructures, where energy consumed for typical illumination is reused
for wireless communication purposes.
Over the past decade, significant research efforts have been devoted to the study and exploration
of point-to-point (P2P) VLC transmission and reception techniques. While link-level investi-
gations are necessary towards understanding the capability of VLC as a suitable candidate for
high-speed wireless solutions, it is also of paramount importance to study the performance of a
fully fledged VLC network with simultaneous multiuser access. Such a network is also called
the optical attocell network [12]. Focusing on various multiple access techniques, this work in-
vestigates the theoretical performance limits in the context of random attocell networks with the
presence of multiple transmitters and receivers. The derived results can serve as an analytical
framework to devise constructive insights for the design of future attocell networks.
1.1 Motivation
In the context of RF wireless networks, one of the mainstream technologies to enhance the
ASE is network densification [16, 17]. The idea is to maximize the utilization of the available
spectrum resources by deploying an increased number of cells. It has the benefit of reducing
path loss, which increases both the desired signal power and interference, effectively reducing
the impact of noise. Therefore, interference mitigation techniques are paramount for the perfor-
mance enhancement of dense wireless networks. To achieves this, adaptive resource allocation
and advanced signal processing techniques are necessary. The effectiveness of this approach
has been demonstrated through several past generations of cellular technologies [18, 19]. Dur-
ing the last three decades, accompanied by increased number of cells, the cell size has also
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shrunk progressively. Compared to traditional high-power macrocells, whose radius is typi-
cally greater than 1 km, small cells include picocells, with a radius of hundreds of meters, and
femtocells, with an even smaller radius of tens of meters. Apart from its advantages, network
densification also has a bottleneck: backhaul [16]. The backhaul is a wired or wireless back-
bone network which connects base stations (BSs) or access points (APs) to the core network
for data transfer and information sharing. It needs to meet stringent requirements in terms of
capacity, latency, availability, energy efficiency and cost [20]. Such requirements become es-
pecially demanding for dense networks with the cooperation of BSs or APs. For example, with
a finite backhaul capacity, the number of feedback bits that can be conveyed per transmission
block is limited.
The concept of optical attocells [12] follows the continuing trend of cell densification and it
aims to provide significant throughput improvements to indoor data coverage. In fact, optical
attocells can be designed as an additional layer to existing heterogeneous networks (HetNets)
and help offload the continuously increasing mobile data traffic [21]. In doing so, optical at-
tocells receive zero interference from, and generate zero interference to, their RF counterparts
due to the use of distinct frequency bands. Initial results have shown that with advanced LED
technologies attocell networks are estimated to deliver 40−1800 higher ASE than RF femtocell
networks [21].
Unlike RF networks, whose deployment typically requires the physical implementation of an-
tennas, optical attocells can build upon existing lighting infrastructures such as light-emitting
diodes (LEDs). In this case, energy that is typically used by lighting devices to provide illumi-
nation is reused for wireless data transfer. Considering a modern office, which is illuminated by
a number of lighting devices, each light can be integrated with VLC and functions additionally
as an optical AP. As information can be sent from a central hub to each AP via power cables or
dedicated optical fibre links, backhaul implementation in attocell networks seems more feasible
than that in RF networks. Since the light source typically has limited power and directionality,
it also has a confined coverage area whose radius is in the range of meters. Therefore, as mo-
bile users roam across the indoor space, frequent handovers among different optical attocells
are expected to take place [22].
As an emerging technology, VLC is still faced with many challenges that need to be addressed
before it can be deployed network-wide. One of the fundamental factors that limit the through-
put of VLC networks is interference. Interference typically does not exist in a P2P VLC link
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because there is only one transmitter-receiver pair. In an attocell network, interference could
originate from multiple APs communicating with a common user, from a single AP commu-
nicating with multiple users, or from multiple APs communicating with multiple users. On
the one hand, similar to the receiver noise, interference has a direct influence on the signal-
to-interference-plus-noise ratio (SINR), which serves as a fundamental indicator of the link
quality. On the other hand, interference differs from noise in that it is composed of signals
transmitted from other APs and thus possesses a certain structure and property. In this sense,
interference can be further exploited to better understand the performance limit of VLC net-
works and help devise efficient design insights.
In a general wireless network, multiple access (MA) is the technology that allows multiple
transmitter-receiver pairs to communicate in a regulated manner. An efficient MA technology
should be designed so that the network can support a sufficiently large number of users without
severe interference, and the aggregate information capacity of communication channels are
maximized. The earliest cellular network is an analog system relying on the frequency division
multiple access (FDMA) [23], where users are allocated separated portions of the frequency
band to transmit data. In the global system of mobile (GSM), digital modulation replaces
analog modulation, and the multiuser capability of the network is supported by time division
multiple access (TDMA)2 [23]. The use of TDMA allows users to share the same frequency
resource by transmitting signals in rapid succession. Moving to the next generation of cellular
network, the industry standard for MA is the code division multiple access (CDMA) [23, 24],
in which users can share the same frequency bands and transmit information simultaneously.
To avoid undue interference among users, CDMA uses the direct-sequence spread spectrum
(DSSS) technique, where each user is assigned a unique code sequence to spread the signal
spectrum over the entire communication bandwidth. In this way, when each user demodulates
its data, the signals transmitted by other users would appear as pseudo noise. In current cellular
networks, the most popular digital modulation technique is the orthogonal frequency division
multiplexing (OFDM) [25, 26]. OFDM is one of the most widely used forms of multicarrier
modulation, in which the data is modulated onto a set of orthogonal subcarriers and transmitted
in parallel. By partitioning the available frequency bands into a collection of narrow sub-
bands, OFDM is more immune to frequency selective fading, and the capacity of an OFDM-
based system can be readily maximized with adaptive modulation techniques [27]. Orthogonal
2Although the actual implementation of MA in GSM involves both FDMA and TDMA, it is generally known as
TDMA due to the added novelty of time multiplexing.
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frequency division multiple access (OFDMA) [25, 26] is the multiuser version of OFDM, where
orthogonal subcarriers are allocated to multiple users for MA. FDMA, TDMA and OFDMA all
belong to the category of the orthogonal multiple access (OMA), where resource blocks (RBs)
such as frequency bands and time slots are uniquely allocated to multiple users as a means of
interference avoidance. By contrast, CDMA does not belong to the OMA category because
it allows users to share the available RBs and the effect of interference is minimized through
user-specific spreading sequences.
In addition to the unprecedented increase in the sheer volume of wireless data, the number of
wireless devices, including the Internet of Things (IoT), is also expected to grow exponentially
in the fifth generation (5G) wireless network [7, 19]. As a result, novel MA techniques that
are capable of providing the massive connectivity for users and devices are required for 5G. To
meet this target, substantial research efforts have been devoted to the concept of non-orthogonal
multiple access (NOMA) [28, 29], which is proven to yield a higher spectral efficiency than
traditional OMA techniques. In general, NOMA techniques can be classified into two main
categories: power-domain multiplexing based NOMA [30–33] and code-domain multiplexing
based NOMA [34–36]. The power-domain multiplexing based NOMA allows multiple users
to share the same RBs by using superposition coding (SC) [37, 38] at the transmitter side and
successive interference cancellation (SIC) [37–41] at the receiver side. The rationale is to ex-
ploit the spatial diversity of wireless channels so that interference can be efficiently mitigated
through SIC. The code-domain multiplexing based NOMA, on the other hand, relies on spread-
ing sequences such as low-density signature (LDS) sequences and trellis codes to realize MA.
1.2 Contributions
It is envisaged that VLC networks will become one of the major contributors to future HetNets
of 5G and beyond, which will help handle a large portion of indoor wireless connectivity. In
this context, the current work aims to provide a set of analytical tools that would allow network
operators and designers to quickly assess the downlink performance of an indoor attocell net-
work. The main performance metrics under consideration are the SINR, coverage (or outage)
probability, the network capacity and the secrecy capacity3. Based on the proposed analyti-
cal framework, performance limitations of attocell networks can be identified, thus allowing
3The definitions of these performance metrics will be made clear in latter chapters.
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efficient MA solutions to be suggested. The derived theoretical results are validated against
extensive Monte Carlo simulations with various network parameters. Moreover, the proposed
analytical framework is extended so that with modification it is also applicable to attocell net-
works with advanced signal processing techniques such as the coordinated multipoint (CoMP)
transmission and SIC.
The SINR characteristics are investigated as a fundamental and necessary step towards under-
standing the MA performance of an optical attocell network. The SINR is primarily affected
by the orientation of the optical transmitter and receiver devices and the physical distance in
between. Although the alignment of a transmitter-receiver pair can be optimized through tech-
niques such as angle diversity (AD) [42–44], the link distance is user-specific and hence cannot
be optimized. The link distance between a transmitter-receiver pair depends on their spatial lo-
cations in the network, which are generally modeled either deterministically or stochastically.
On the one hand, the deterministic spatial model is from the transmitter’s point of view, and it
assumes that the location of the transmitter is fixed and known a priori. A typical example is
the grid model, where APs are regularly placed in the shape of a grid while users can be at either
fixed or random locations. On the other hand, the stochastic spatial model is from the receiver’s
point of view. More specifically, it places the receiver of interest at the origin and uses stochas-
tic processes [45–49] to model the locations of transmitters. Both models have their advantages
and limitations and they are discussed and compared in this work. Note that although stochastic
processes have been extensively studies for RF networks, the results are not directly applicable
to attocell networks. This is because, apart from their distinctive channel characteristics, link
modeling in VLC involves both horizontal and vertical separations between the transmitter and
receiver while modeling the link distance in RF involves only the horizontal distance.
The idle probability of APs is evident, especially in underloaded networks as well as general
networks that operate with an AP sleep strategy in order to save energy and/or reduce the level
of interference. In these scenarios, it is inaccurate to assume that all APs, except the serving
AP that transmits useful signals to the user of interest, are the source of interference. Motivated
by this, the Poisson point process (PPP) model is utilized to characterize the SINR statistics in
attocell networks using a novel approach based on the moment generating function (MGF). The
MGF-based approach allows fast computation of the statistical moments of the SINR without
the need to calculate the cumulative distribution function (CDF) beforehand. More specifically,
the MGF is utilized to find positive moments of the SINR, which are then used to facilitate the
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computation of the mean, variance of the SINR and the ergodic link capacity. The proposed an-
alytical framework is also extended to include SIC as a means to enhance the link performance.
In the analysis, a general model is considered for SIC, which takes into account the residual
interference that is caused by imperfect SIC processes.
In an attocell network, the link quality is generally limited by both interference and noise.
Compared to using expensive receivers with a low noise figure, utilizing interference mitiga-
tion techniques to improve the network performance is more cost-effective. CoMP with joint
transmission (JT) is considered as an interference mitigation technique in this work, where the
cooperation among APs can be realized using existing power lines [50] or additional communi-
cation cables. The performance of a VLC network with both noncoherent JT and coherent JT4
is investigated based on a newly proposed analytical model, whose accuracy is verified through
extensive Monte Carlo simulations. It is demonstrated that coherent JT yields superior cover-
age performance than noncoherent JT, however, at the cost of requiring a more stringent signal
synchronization and incurring a higher implementation complexity. Results also indicate that
coherent JT is more advantageous than its noncoherent counterpart in an attocell network with
a dense deployment of APs and high rate demands.
In order to further enhance the system capacity, the concept of NOMA is applied to attocell
networks, whose performance is analytically characterized for two separate cases. In the case
of guaranteed quality of service (QoS) provisioning, an analytical expression for the system
coverage probability is derived. The existence of optimal power allocation coefficients for the
two-user paired NOMA is also shown. In the case of opportunistic best-effort service provi-
sioning, a closed-form expression for the ergodic sum rate is formulated, which is applicable for
arbitrary power allocation strategies. The probability that NOMA achieves higher individual
rates than OMA is derived. Also, an upper bound on the sum rate gain of NOMA over OMA
in high SNR regimes is given. Moving on, the proposed analytical framework is then used to
devise user pairing strategies to further improve the system throughput. The results confirm the
superiority of NOMA over conventional OMA techniques when applied to attocell networks.
The broadcasting nature of LED lights allows concurrent signal transmission to realize MA.
However, it also brings potential concerns to network administrators regarding information
privacy and confidentiality. Focusing on the physical layer, analytical expressions for the link
4Note that the noncoherent and coherent JT schemes discussed in this work are related to electrical signals.
Detailed definitions will be given in Chapter 4.
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secrecy outage probability, which is defined as the probability that the achievable secrecy rate
is below a certain threshold, the ergodic secrecy rate and their lower and upper bounds are
derived. Impacts of AP cooperation and the implementation of a secrecy protected zone are
also investigated. Results show that cooperating neighboring APs can enhance the secrecy
performance of indoor attocell networks, but only to a limited extent. In contrast, building
secrecy protected zones around APs can significantly improve the network security.
1.3 Thesis Layout
The remainder of this thesis is organized as follows. Chapter 2 introduces the concept of optical
attocells and their implementation based on existing indoor lighting infrastructures. A brief
review of relevant topics are provided therein, including deterministic and stochastic network
modeling techniques and physical-layer aspects of VLC.
Chapter 3 describes in detail the deterministic and stochastic models for abstracting indoor
attocell networks. Both models are compared in terms of the distribution functions of signal,
interference and SINR based on the user-centric cell association principle. Following this,
the MGF is applied to analytically characterize the distribution of interference and statistical
moments of the SINR. The analytical framework is then generalized to incorporate the SIC
capability of mobile users.
In Chapter 4, CoMP-JT is considered as an interference mitigation technique to enhance the
performance of attocell networks. The level of interference is reduced by coordinating a cluster
of APs for noncoherent or coherent JT. By finding the approximate distribution of the interfer-
ence using second-order moment matching, a simple analytical model to evaluate the coverage
performance of cooperative VLC networks is provided. The performance gap between nonco-
herent and coherent JT schemes is also quantified.
Chapter 5 discusses the concept and implementation of NOMA in attocell VLC networks,
where a theoretical framework is presented to aid the performance analysis. The performance of
NOMA is compared to that provided by traditional OMA techniques. Closed-form expressions
for the link coverage probability and the ergodic sum rate are derived. Results illustrate that
compared with OMA, NOMA can offer a high performance gain by utilizing power-domain
multiplexing, and this performance gain can be further enlarged by pairing users with more
distinctive channel conditions. The impact of various network parameters are also discussed.
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Chapter 6 investigates the physical-layer security of attocell networks from an information
theoretic perspective. Analytical expressions for the secrecy outage probability and the ergodic
secrecy rate are derived using the stochastic PPP model. By introducing AP cooperation, tight
lower and upper bounds on the secrecy performance are given in simple forms. It is shown
that implementing eavesdropper-free protected zones can significantly improve the network
security.
Finally, Chapter 7 summaries the key findings of this work, identifies some of its limitations
and suggests possible directions for further research. It is the author’s hope that this thesis
can contribute to the research, development and real implementation of future optical attocell
networks.
1.4 Summary
Along with many other technologies, optical attocell networking will complement and con-
tribute substantially to future HetNets of 5G and beyond. Despite the tremendous research
efforts on the topic of P2P VLC, only limited research attention has been paid to the network-
ing perspective. The presented work attempts to fill this gap with analytical characterizations
of the downlink performance of attocell networks via a systematic approach. The motivations,






Wireless communications have been regarded as one of the most influential and phenomenal
technologies for the past three decades as they have dramatically changed the way modern
people communicate, work and entertain. The oldest formats of wireless communications can
be traced back to the prehistory era, when smoke signals, fires, drums and beacons were used to
send messages over long distances. In contrast, modern wireless communications as we know
them today are built upon the fundamental works from Maxwell, Hertz and Tesla [51]. Broadly
speaking, wireless communications are defined as the transfer of information or power from
one place to another by means of electromagnetic (EM) waves [23]. Since the first successful
demonstration of the wireless telegraph by Marconi in 1897, different types of wireless systems
have made their appearances. By the late 1930s, radio had become one of the most widely used
technologies for commercial and military applications.
A wireless network can be abstracted into a collection of transmitting and receiving nodes, that
are located within a confined geographical region. For unidirectional wireless networks, the
transmission mode is simplex and signals can only flow in one direction: from the transmitting
node to the receiving node. Examples of this kind are TV and radio broadcasting. For bidirec-
tional wireless networks, a transmitting node can also function as a receiving node, allowing
signals to flow in both directions. A bidirectional wireless network can be either half-duplex or
full-duplex, depending on whether signal transmission and reception take place in sequence or
simultaneously. Typical examples include the walkie-talkie for half-duplex communication and
the telephone for full-duplex communication. The direction in which signals flow from base
stations (BSs) or access points (APs) to mobile users is called the downlink, while the uplink
represents the direction of signals flowing from mobile users to BSs or APs. A transmitter-
receiver pair is formed when a transmitter has agreed to send the information that is requested
by a receiver, possibly through a router or a central unit. As the name “wireless” represents,




Figure 2.1: An example of the hexagonal grid model for wireless networks. In this figure,
mobile users follow a PPP and they are associated with the nearest AP.
be vacuum, air, water, etc. Whatever the medium, the geometry of transmitting and receiving
nodes has a significant impact on the communication link performance since it directly affects
the signal-to-interference-plus-noise ratio (SINR) and hence the achievable data rate.
Broadly speaking, geometric modeling of wireless nodes can be classified into two groups:
the deterministic approach and the stochastic approach. On the one hand, the deterministic
approach assumes a fixed number of APs, whose locations are known a priori. The most com-
mon example of this kind is the hexagonal grid model, as shown in Figure 2.1. The stochastic
approach [45–49], on the other hand, focuses on the macroscopic characteristic of wireless
networks and assumes the locations of nodes are subject to uncertainty. More specifically,
it calculates the statistical performance of the network by averaging the results over a large
number of snapshots, with each snapshot being a realization of the point process. Therefore,
different point processes can be used to simulate various types of wireless networks and the
obtained results can serve as a spatial-average indicator.
Consider the n-dimensional Euclidean space Rn. A spatial point process Φ, either deterministic
or stochastic, is a collection of points that reside inside the space Rn without accumulation.
Typical point processes that are widely used for modeling wireless networks include the Poisson
point process (PPP) [52], the binomial point process (BPP) [53], the Matérn hard-core point
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process (MHCPP) [54] and the Poisson cluster process (PCP) [55], to name just a few. Brief
definitions of these common point processes are described in the following.
• PPP: The PPP is defined as the point process in which the number of points in a bounded
closed set is a Poisson random variable, and the number of points in disjoint sets are
independent.
• BPP: Given a point process with a fixed total number of points in a bounded closed
set, this point process is a BPP if the number of points inside a subset is a binomial
random variable. As a result, the numbers of points in disjoint subsets are related by a
multinomial distribution.
• MHCPP: The MHCPP is a repulsive point process based on a parent PPP, where con-
stituent points are forbidden to be closer together than a predefined hard-core distance.
There are two common types of MHCPP. For type I, all nodes are removed if they have a
neighboring node within the hard-core distance. For type II, each node is allocated with
a random mark, and a node is removed if another node with a smaller mask exists within
the hard-core distance.
• PCP: The PCP is a clustered point process. It can be constructed by replacing each
point in a parent PPP with a cluster of points based on a specific mechanism. Two well-
known examples of the PCP are the Matérn cluster process (MCP) and the Thomas cluster
process (TCP). In MCP, each parent node is replaced by a cluster of nodes, whose size
is a Poisson random variable. Each node in the cluster is independently and uniformly
distributed within a disc of fixed radius around the parent node. In TCP, each parent node
is replaced by a cluster of nodes, whose size is a Poisson random variable. Each node in
the cluster has an isotropic Gaussian displacement from its parent node.
Examples of these common point processes on the two-dimensional (2D) plane are given in
Figure 2.2. From both Figure 2.1 and Figure 2.2, it can be seen that according to the nearest
AP association rule, cells are formulated into different shapes. The lines that separate APs
into different cells constitute the Voronoi tessellation [56]. It is worth noting that the modeling
of APs for RF networks are mostly on the 2D plane. This is because in RF networks, the
vertical distance between an AP and a mobile user is typically much smaller than the horizontal
distance. However, in indoor attocell networks, the vertical distance between an AP and a
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Figure 2.2: Stochastic point processes for wireless networks: (a) the homogeneous PPP with
intensity 0.12; (b) the BPP with a total number of 31 APs; (c) & (d) the MHCPP
of type I & II with hard-core distance 1. The parent PPP has intensity 0.12; (e)
& (f) the PCP obtained from a parent homogeneous PPP of intensity 0.024. The
cluster radius is 2, and each cluster contains 5 nodes on average. For the TCP, the
standard deviation of the Gaussian displacement is 2.
14
Background
is required for the performance analysis. In reality, both horizontal and vertical distances of a
VLC link should be modeled as random variables. However, accurate modeling of the vertical
distance of indoor mobile users is yet to be defined. To simplify the analysis, this work assumes
that the vertical distance of a VLC link is a constant, but its value can be adjusted to reflect
different scenarios. Furthermore, this model can be generalized to include vertical uncertainty
by averaging the result with respect to the distribution of the vertical distance.
2.2 Visible Light Communication
Visible light communication (VLC) [4, 8], belonging to the field of optical wireless commu-
nication (OWC), is a technology that uses visible light, whose spectrum ranges from 430 to
770 THz, for wireless communication. This tremendous and unlicensed bandwidth makes VLC
a promising technology for short-range indoor wireless communications. Compared to RF, vis-
ible light exhibits qualitatively different behaviors. For example, visible light is subject to
absorption by dark objects and reflection and diffusion by light-colored objects. Also, visi-
ble light does not penetrate through opaque objects so that information signals transmitted by
VLC are typically confined within the room. This unique property makes VLC inherently more
secure against malicious eavesdropping than its RF counterpart.
As light-emitting diodes (LEDs) are rapidly replacing traditional incandescent and fluorescent
light sources, they are also an economical and efficient candidate for VLC transmitting de-
vices [4, 8]. Apart from LEDs, laser diodes (LDs) with a much higher current density and
optical efficiency can also be used for VLC [57–59]. One of the major differences between
LEDs and LDs is that the former is an incoherent light source where photons are emitted spon-
taneously with different phases, while the latter is a coherent light source where photons are
emitted with their wave fronts launched in unison. In contrast to RF systems, where the in-
formation is modulated onto the complex-valued bipolar EM signal and transmitted by the
antenna, it is impractical to detect optical signals with appreciable signal power in a single
electromagnetic mode for VLC systems. As a result, it is extremely difficult to implement a
coherent receiver for VLC. Instead, a viable and practical solution is to use intensity modula-
tion and direct detection (IM/DD) with cost-effective devices such as LEDs and photodiodes
(PDs) [60]. In IM/DD, information is modulated onto the intensity of the emitted light, and a
current signal, whose amplitude is proportional to the received light intensity, is used for signal
detection without the need of local oscillators.
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2.2.1 Light-Emitting Diode as the Transmitter
The LED is a positive-negative (p-n) junction based semiconductor device that is subject to
spontaneous optical radiation when an electronic excitation is applied [61]. The use of LEDs
as VLC transmitters is to convert the modulated electric signal into an optical signal. Among
many other devices, the LED is the most favorable candidate for VLC because of its increasing
popularity in the lighting industry. A complete LED package also includes a driver circuit,
which is designed to control the current flowing through the LED to adjust the brightness of
the emitted light. As is recommended by lighting manufacturers, it is preferable to drive LEDs
using a constant current to provide the required illumination because this allows LEDs to oper-
ate at the optimized energy efficiency and hence reduces the carbon dioxide emission. In VLC,
information is carried by the rapidly varying current signals that drive the LED. Although the
switching frequency, usually in the order of megahertz (MHz), is high enough so that the fluc-
tuation of the light intensity is not perceptible to the human eye, the varying current does cause
a deviation in the illumination quality from its typical value [62]. However, by balancing the di-
rect current (DC) to the modulated signal, the output light quality of LEDs can be successfully
persevered [63].
Because of the p-n junction barrier, typical LEDs have a sigmoid characteristic function be-
tween the forward current and the applied voltage [61]. More specifically, the LED is not
turned on unless a forward voltage above the turn-on voltage (TOV) is applied. As the forward
voltage increases and exceeds the TOV threshold, the flowing current increases exponentially
before it is saturated. The saturation occurs when the output current is primarily limited by the
thermal aspects of the LED, which in turn cause the electrical-to-optical efficiency to drop. The
exact values for the TOV and the saturation voltage vary from device to device, and they are
dependent on parameters such as the diode type, packaging and ambient temperature. Signals
that are directly transmitted using off-the-shelf LEDs are subject to nonlinear distortions. To
resolve this unwanted effect, a piecewise polynomial-based predistorter [64, 65] can be used at
the transmitter front-end to transfer the sigmoid characteristic function of the LED into a linear
one.
White LEDs that can be used for both illumination and wireless data transfer can be produced
in the following two ways.
• Phosphor-coated blue LED [66]: This method produces white light using a single blue
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LED and a yellow phosphor coating. As blue photons traverse through the phosphor
layer, some of them are converted into yellow photons. The combination of blue and
yellow photons yields the perceived white light by the human eye. This method has
been widely used in the production of white LEDs because it offers good color rendering
and allows the color temperature of the produced light to be easily adjusted by changing
the thickness of the phosphor coating. Unfortunately, blue LEDs and yellow phosphors
degrade over time, which would cause a shift in the color of the delivered light.
• RGB-LED: In this method, white light is produced by mixing the red, green and blue
(RGB) lights [66]. The RGB-LED is typically more expensive than the phosphor-coated
blue LED since it requires three LEDs for a single package. However, it offers more
control over the color quality of the produced light. More importantly, the bandwidth
of the RGB-LED is not limited by the yellow phosphor, which generally has a slow
response. Also, since RGB-LEDs can offer parallel communications, they potentially
yield higher data rates than phosphor-coated blue LEDs.
Although LEDs are commercially available in many varieties and packages, the generalized
Lambertian model has been found to be reasonably accurate for modeling the angular distribu-
tion of radiant output power [67, 68]. In the Lambertian model, the directionality of an LED is
quantified by the Lambertian orderm, and it can be calculated fromm = −1/ log2(cos(Ψ1/2)),
where Ψ1/2 represents the semiangle of the LED. By definition, a more directional LED has a
larger Lambertian order, and integrating the angular distribution of the radiant power across a
hemisphere yields the total power radiated by the LED.
2.2.2 Photodiode as the Receiver
LEDs have been so commonly used as light emitters and it is easy to forget that they are es-
sentially diodes [69]. As a result, under reverse bias conditions, LEDs can be used as optical
receivers whose equivalent model consists of a capacitor in parallel with a current source [70–
72]. However, the achievable data rate is usually limited. In contrast, the PD is a preferable
candidate for high-speed applications of VLC. PDs are optoelectronic devices that generate a
current with amplitude proportional to the received instantaneous power [73]. In other words,
the amplitude of the induced current is proportional to the square of the received electrical field
impinging on the detector surface. A PD can be made from different materials, which intrin-
sically define the characteristics of the PD. For example, a silicon-made PD typically responds
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to EM waves within the 190− 1100 nanometer (nm) spectrum while a Germanium-made PD is
responsive to EM waves within the 400− 1700 nm spectrum [73]. The responsivity of a PD is
defined as the ratio of the generated photocurrent to the amount of incident optical power [73].
It is commonly used to quantify the optoelectronic efficiency of a PD.
As the optical signal to be detected in VLC is generally weak, it is paramount that appropriate
PDs are selected. Some important criteria that should be considered are listed as follows:
• cost and reliability
• usable bandwidth for signal detection
• high responsivity in the visible light spectrum and low/zero responsivity elsewhere
• low noise level
• physical specifications such as the detection area and the field-of-view (FOV)
Although there are many types of PDs that can be used for VLC, the most popular ones are
the positive-intrinsic-negative (PIN) photodiode and the avalanche photodiode (APD) [60, 74].
As the name implies, a PIN PD is constructed by placing an intrinsic semiconductor material
between the p-type doped and n-type doped regions. When a reverse bias is applied, the PIN
PD converts the incident photons, whose power is larger than the band-gap energy of the semi-
conductor material, into a current signal. Different from a PIN PD, an APD operates at a very
high reverse bias. This process results in the so-called avalanche multiplication effect [73],
where a photogenerated carrier creates a secondary carrier by impact ionization, resulting in a
very high photocurrent gain. Therefore, the responsivity of an APD can be greater than unity
while the responsivity of a PIN PD is typically smaller than unity. APDs are preferable when
the system is subject to little shot noise1 and the APD’s high internal gain can help overcome
the preamplifier thermal noise at a latter stage of receiver circuits. [60] However, when the
ambient-induced shot noise dominants thermal noise, the avalanche multiplication in APD in-
creases the variance of shot noise, resulting in a net degradation of signal quality. Compared to
PIN PDs, APDs have additional drawbacks such as their high cost, requirement for high reverse
bias and temperature-dependent amplifying gain. For these reasons, PIN PDs are selected for
the analysis in the following chapters.
1In bright sunlight, it is possible to reduce the shot noise with the use of optical filters.
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Figure 2.3: Normalized radiant intensity of a commercially available white LED [1] and the
responsivity function of a typical PIN PD [2] within the visible light spectrum.
2.2.2.1 Equivalent Responsivity
Since PDs exhibit different responsivities across the visible light spectrum, it is necessary to
calculate the effective responsivity that is weighed with respect to the radiant profile of the LED.
Assume a white LED has a normalized radiant intensity SLED(f) satisfying
´ 780nm
380nm SLED(f)df
= 1, where f represents the frequency and the integration region represents the visible light
spectrum. Given that a PD has a responsivity function ηPD(f), the effective responsivity of the





In Figure 2.3, the radiant profile of a commercially available white LED from Vishay [1] and
the responsivity curve of a commercially available PIN PD manufactured by First Sensor [2]
are illustrated. It can be seen that the white LED has local peak power intensities at 470 nm
and 580 nm while the PIN PD is the least sensitive to the blue light and the most sensitive to
the red light, with a peak sensitivity at 750 nm. By applying (2.1), an equivalent responsivity
of 0.41 A/W is obtained.
2.2.2.2 Receiver Noise
Along with many other specifications of a VLC link, the noise process also plays a critical role
in determining the overall link performance. When a PD is used as the optical receiver for
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VLC, the primary sources of noise are the shot noise and thermal noise.
Shot noise, which is usually the limiting source of noise in a well-designed optical receiver,
originates from random fluctuations of photons in the induced photocurrent [73]. This random-
ness can be modeled by a Poisson process. Since the number of random photons is usually
large, the discrete Poisson distribution approaches a Gaussian distribution with the same mean.
In this case, the impact of elementary photons becomes negligible, making the actual shot noise
process indistinguishable from the Gaussian distribution. Although shot noise originates from
both information signals and the ambient light, the contribution of signal-dependent shot noise
is comparatively small and hence can be neglected [60]. Therefore, the shot noise can be mod-
eled as an addictive white Gaussian noise (AWGN), whose variance is [4, 60]:
σ2shot = 2qeIbgI2B, (2.2)
where qe is the elementary charge, Ibg is the background current induced by the ambient light,
I2 = 0.562 is the noise bandwidth factor [4] and B is the modulation bandwidth of the system.
To make the received signal more noise-tolerant, preamplifiers are commonly used at the re-
ceiver front-end to amplify the received signal. The three principal requirements when choosing
a preamplifier for VLC are a large bandwidth, a wide dynamic range and the capability of re-
jecting ambient lights. A large bandwidth supports high data rates. A wide dynamic range
ensures that signals with various link distances and hence attenuations can be accommodated.
In the case of VLC with reflections and shadowing, signals coming from different paths may
differ by orders of magnitude in power. The capability of rejecting ambient lights allows the
receiver to operate in most practical environments, even in the presence of strong daylight [75].
There are many preamplifier designs, among which the most suitable one for VLC is the tran-
simpedance amplifier (TIA), which converts a photocurrent into a voltage signal and is most
often implemented with an operational amplifier because it offers a large bandwidth and a large
dynamic range due to the use of feedback resistors and automatic gain control (AGC) [60, 76].
Compared to a bipolar-junction transistor (BJT), a field-effect transistor (FET) typically has
lower noise [60, 76]. Therefore, an FET-based TIA is assumed in the following analysis. The
thermal noise, also known as the Johnson noise, is caused by the thermal fluctuations of elec-
trons in the receiver preamplifier circuit [77]. After neglecting noise contributions from the
gate leakage current and the 1/f noise, the variance of the thermal noise, which can also be
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where APD is the detection area of the PD; kB is the Boltzmann constant; TK is the absolute
temperature; GTIA is the open-loop voltage gain of the TIA;CPD is the fixed capacitance of the
PD per unit area; IFET is the channel-noise factor of the FET; and gFET is the transconductance
of the FET. In (2.3), the first term represents the thermal noise from the feedback resistor and
the second term represents the thermal noise from the FET channel resistance. The variance of






The contributions of shot noise and thermal noise are compared in a numerical example shown
in Figure 2.4. It can been seen that shot noise is the dominant noise source when the system
bandwidth is smaller than 100 MHz. If a higher modulation bandwidth is used, thermal noise
surpasses shot noise and becomes the limiting noise process at the receiver. Since the bandwidth
of a typical LED is 5 ∼ 60 MHz [78], it is reasonable to neglect the impact of thermal noise
and consider only the shot noise for a VLC system utilizing 30 MHz bandwidth.
Optical filters are widely used at the receiver front-end for the purpose of reducing the noise
level and/or removing the slow-response yellow light to enhance the system bandwidth [79].
For example, bandpass filters are designed to allow signals within a particular range of wave-
lengths to pass while rejecting ambient lights outside the passband. The detectable signal power
is proportional to the collection area of the PD, as is the noise variance. Moreover, increasing
the collection area of the PD is expensive and would reduce the usable bandwidth [73]. As a
result, it is preferable to employ optical concentrators as a means of increasing the effective col-
lection area of the PD. The compound parabolic concentrator (CPC) is a type of nonimagining
concentrator that is widely used for OWC [80]. Compared to a bare PD, which has a FOV of
90◦, a CPC exhibits a trade-off between the optical gain and its FOV. Specifically, a CPC with
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Figure 2.4: A comparison between shot noise and thermal noise as a function of the modulation
bandwidth. The background current Ibg = 5100 µA is measured from direct sun
light without optical filter [3]. The remaining parameters are [4, 5]: GTIA = 10;
CPD = 112 pF/cm
2; APD = 1 cm2; IFET = 1.5; and gFET = 30 mS.
where θrx is the angle of the incident light and nc is the reflective index of the optical concen-
trator, defined as the ratio of the speed of light in vacuum and the phase velocity of light in the
optical concentrator. For visible light, typical values for nc vary between 1 and 2.
2.2.3 Channel Model
The received electric field at the VLC receiver is subject to spatial variations of magnitude and
phase, so that the “multipath fading” effect would exist at the optical detector. However, since
the wavelength of visible light is hundreds of nanometers and the detection area of a typical PD
is millions of square wavelengths, this spatial diversity effectively averages out the multipath
fading effect [60]. In other words, the VLC channel would remain static if the location of
the detector is offset by a distance that is in the order of a wavelength. Despite the absence of
random fading, multipath channels still give rise to the intersymbol interference (ISI), especially
for VLC systems utilizing a large modulation bandwidth.
VLC links can be implemented in various ways but they can be classified into two common
categories. The classification criterion is related to whether the communication relies on the
existence of an unblocked line-of-sight (LOS) between the transmitter-receiver pair. The LOS
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link relies on the direct path while non-LOS or diffuse links rely on reflections of light from
diffusive reflectors such as walls and ceilings. Compared to LOS links that typical yield higher
data rates, diffuse links are more robust and easy to use and they allow signal transmission even
in the presence of barriers. For both types of configuration, signal reception can be nondirec-
tional when wide-angle transmitters and receivers are employed.
The VLC channel can be modeled as a baseband linear system. Denote by h(t) the impulse
response of the VLC channel, including both the LOS and diffuse links, where t is the time







−1 is the imaginary number. When the system bandwidth does not exceed the
3-dB bandwidth of the channel, the VLC channel can be quantified by its DC gain because
the frequency response is relatively flat near DC. Using the multi-bounce model, the channel





where h(b)(t) is the response after b bounces. When the direct link is unobstructed, the LOS












where d(LED,PD) is the Euclidean distance between the transmitter and receiver; θtx,(LED,PD)
and θrx,(LED,PD) are the angle of irradiance and the angle of incidence between the transmitter-
receiver pair, respectively; Gf represents the transmission gain of the optical filter used at the
receiver front end; δ(·) is the Dirac delta function; and c is the speed of light.
Analytical modeling of the diffuse channel is more involved as the transmitted signal may
experience multiple reflections before it arrives at the optical receiver. It should be mentioned
that the diffuse channel models developed for infrared (IR) systems [60, 67, 81–84] cannot be
applied directly to VLC. This is because IR signals are narrowband while VLC signals are
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wideband in nature. This difference requires the wavelength-dependent properties of the LED,
the PD and the spectral reflectance of interior materials to be considered [6, 85]. With a slight
abuse of notation, the effective responsivity of the PD when receiving the VLC signal after b
bounces is denoted by η(b). By definition, η = η(0). When the transmitted signal experiences








where ri(f) is the spectral reflectance function of the i-th reflector, which can be the walls,

















where θrx,(b,PD) denotes the incidence angle from the b-th reflector to the PD; d(LED,1) denotes
the Euclidean distance between the LED and the first reflecting element; d(j,j+1) denotes the
Euclidean distance between the j-th reflecting element and the next reflecting element; and
d(b,PD) denotes the Euclidean distance between the b-th reflecting element to the PD. The ge-
ometry of the multipath channel is shown in Figure 2.5. In (2.10), the integration is performed
with respect to all reflecting surface elements and dA is the differential surface of area. More-




























































Figure 2.5: Geometry of the multipath channel.















As a rule of thumb, the channel can be viewed as ISI-free if the symbol duration is more than
ten times as large as the RMS delay spread [23].
A numerical study of the multipath channel is presented in Figure 2.6, where up to 3-bounce
reflections are taken into consideration. In the simulation, the spatial resolution is set to 4, i.e.,
the differential surface is a square of size 0.25×0.25 m2. It can be seen that multipath channels
have higher path losses and experience stronger fluctuations at higher frequencies. Also, Fig-
ure 2.6 shows that the overall frequency response is reasonably flat since it is dominated by the
LOS channel. For example, the maximum fluctuation is less than 2 dB for frequencies between
0 and 200 MHz.
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Figure 2.6: Frequency response of a VLC channel. The simulation environment is of size 5 ×
5 × 3 m3. The transmitter is a commercially available white LED [1] located
at (2.5, 2.5, 3). The receiver is a commercially available PIN PD [2] located at
(1, 1, 1). The spectral reflectance of the interior material (including walls, floor
and ceiling) are obtained from [6].
Figure 2.7 shows the cumulative distribution function (CDF) of the RMS delay spread of a
VLC channel. It can be seen that in this setup the maximum RMS delay spread does not
exceed 6.2 ns. The coherence bandwidth can be estimated from the inverse of RMS delay,
yielding 161 MHz. Therefore, ISI-free signal transmission can be achieved in a VLC system
with ∼ 20 MHz bandwidth because of the strong LOS component. Nevertheless, even larger
bandwidths are possible with the use of ISI cancellation techniques [86–88].
2.2.4 Optical Orthogonal Frequency Division Multiplexing
The use of IM for VLC systems requires the transmitted signal to be real and non-negative. Ex-
isting modulation techniques that can be adapted for VLC in a straightforward manner include
on-off keying (OOK), pulse amplitude modulation (PAM), pulse width modulation (PWM),
pulse position modulation (PPM) and their variants [89]. These single-carrier modulation
(SCM) schemes are easy to implement and are ideal for low-speed applications. As the data rate
increases, implementing these modulation schemes requires complex equalizers at the receiver
front-end in order to combat the ISI over the dispersive channel.
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Figure 2.7: RMS delay spread of a VLC channel based on 1,000 user locations drawn from a
uniform distribution. The simulation setup is the same as described in Figure 2.6.
In contrast to SCM, multi-carrier modulation (MCM) such as orthogonal frequency division
multiplxing (OFDM) [90–92] has been widely used for high-speed VLC systems. OFDM uses
a multiplicity of narrowband sub-carriers for parallel signal transmission. As a result, the sym-
bol period becomes much longer than that of a serial system and the ISI can be effectively
mitigated if the symbol period is long enough as the RMS delay of the channel. In most OFDM
implementations, the residual ISI, if there is any, can be easily removed by using a form of
guard interval named cyclic prefix (CP). The use of OFDM also enables low-complexity chan-
nel equalization via single-tap equalizers, as well as adaptive bit and power loading algorithms
to further optimize the achievable data rate [78, 93–95].
Optical OFDM (O-OFDM) for VLC imposes Hermitian symmetry on the modulated subcar-
riers to obtain a real-valued signal. There are many variants of O-OFDM that can produce
real and non-negative signals, with the most common ones being direct current biased optical
OFDM (DCO-OFDM) [96] and asymmetrically clipped optical OFDM (ACO-OFDM) [97].
In DCO-OFDM, the modulated signal is made non-negative by adding a positive DC bias to
the bipolar signal. In ACO-OFDM, symbols are carried by odd subcarriers only and the trans-
mitted signal is ensured to be non-negative by hard clipping at the zero level. In this thesis,
DCO-OFDM is assumed as the default modulation format because of its a high spectral effi-
ciency and the ability to provide a constant illumination level [98, 99].
27
Background
A DCO-OFDM transmitter converts parallel sequences of complex data symbols, which are
mapped from quadrature amplitude modulation (QAM), into a discrete time-domain signal
through the inverse fast Fourier transform (IFFT). Because of the Hermitian symmetry con-
straint, the QAM symbols need to satisfy X0 = XNIFFT/2 = 0 and Xk = X
∗
NIFFT−k, where
NIFFT is the size of IFFT, Xk is the QAM symbol to be transmitted on subcarrier k (k =
1, · · · , NIFFT/2− 1), and [·]∗ denotes the complex conjugate operation. After IFFT, the time-












Since subcarriers X0 and XNIFFT/2 carry no data, the number of unique data carrying subcar-
riers in DCO-OFDM is NIFFT/2− 1. For M -QAM, the real and imaginary parts of modulated
symbols are independent variables with zero mean and variance σ2QAM/2, yielding complex
symbols of variance σ2QAM. According to the central limit theorem (CLT) [100–102], s(t) ap-
proaches a Gaussian distribution for a large number of subcarriers, e.g., NIFFT > 64. Based on









The bipolar signal s(t) can be converted to a unipolar signal by adding a DC bias IDC and
applying zero-level clipping. However, in order to accommodate the linear operation region of
typical LEDs, the DC-biased signal needs to be clipped at both (positive) bottom and top levels.





Ibottom s(t) + IDC ≤ Ibottom
s(t) + IDC Ibottom < s(t) + IDC < Itop
Itop s(t) + IDC ≥ Itop
, (2.15)
where Ibottom and Itop are the bottom and top clipping levels, respectively. The clipping oper-
ation modifies the mean of the time-domain signal and hence the radiated optical power, whose
value is given by [65, 101]:




where %top = (Itop − IDC)/σs, %bottom = (Ibottom − IDC)/σs, φ(·) is the probability density
function (PDF) of the standard Gaussian distribution, and Q(·) is the well-known Q function.
To better understand the effect of double-sided clipping, the clipped signal can be modeled by
the Bussgang theorem [65, 101, 103]:
s̃(t) = αclip (s(t) + IDC) + nclip, (2.17)
where αclip = Q(%bottom) − Q(%top) is the clipping attenuation factor and nclip is the un-
correlated clipping noise. Although nclip is not necessarily Gaussian, when the fast Fourier
transform (FFT) is applied at the system receiver, nclip is transformed into addictive Gaussian
noise in the frequency domain according to the CLT [100]. The variance of the clipping noise
can be calculated as [65, 101]:
σ2clip =− σ2s (φ(%bottom)− φ(%top) + %bottom(1−Q(%bottom)) + %topQ(%top))2
+ σ2s
(
αclip − α2clip + %2bottom(1−Q(%bottom)) + %2topQ(%top)
)
+ σ2s (%bottomφ(%bottom)− %topφ(%top)) , (2.18)






According to the three-sigma rule of thumb, setting min(IDC − Ibottom, Itop − IDC)/σs > 3
ensures that at least 99.7% of the original signal remains unclipped [65, 95]. In this scenario,
the clipping distortion in the system can be considered negligible.
2.3 Summary
This chapter briefly discusses the geometry and link configuration of an attocell network. In
contrast to the deterministic grid model, stochastic models focus on the macroscopic property
of the network, where the collection of APs and their geographical locations are subject to
certain distributions. Although the topology of the deterministic model matches physical loca-
tions of indoor lighting devices, this model implicitly assumes that all light devices are active
transmitters, which may not be true for networks with a low density of mobile users. Stochastic
models, on the other hand, allow statistical evaluation of the network performance by averaging
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over a large number of topology snapshots. Such models transform the randomness of mobile
users to the random deployment of APs, yielding tractable results and providing useful design
insights.
The physical layer of a VLC system involves a transmitter, a receiver and a communication
channel. In most practical VLC systems, the transmitter is in the form of an LED since it can
provide both illumination and wireless data transfer. White LEDs can be made of phosphor-
coated blue LEDs or RGB LEDs. Phosphor-coated blue LEDs are generally cheaper, but their
modulation bandwidth is limited by the slow-response yellow phosphor coating. RGB LEDs,
on the other hand, produce white light by mixing the red, green and blue lights. Despite being
more expensive than phosphor-coated blue LEDs, RGB LEDs offer more control over the color
of the emitted light. Moreover, the bandwidth of RGB LEDs is larger than that of phosphor-
coated blue LEDs, and parallel communication is achievable with a single package of RGB
LEDs. The VLC receiver can be an image sensor or a PD. Being the most sensitive to incident
photons and having a large bandwidth, the PD is most commonly used for high-speed VLC
applications. Like many other optical receivers, PDs are subject to random fluctuations of pho-
tons in the detector, which give rise to the shot noise. The thermal noise is the result of thermal
fluctuations of electrons in the receiver preamplifier circuit. Since the system bandwidth is typ-
ically limited to hundreds of MHz, shot noise dominates the receiver noise processes and it can
be modeled as an AWGN. The communication channel of a VLC system contains both LOS
(if unblocked) and diffuse components. Unlike RF channels, the VLC channel is deterministic
due to the large detection area of the PD when compared to the wavelength of visible light.
Accurate modeling of VLC channels requires the consideration of the radiant profile of white
LEDs, the responsivity profile of PDs and the reflectance characteristic of surface reflectors,
which are all wavelength-dependent functions.
O-OFDM has been increasingly used in VLC because of its resistance to ISI and the ability
to offer high data rates. Before the modulated OFDM signal can be transmitted by the LED,
it is double-sided clipped in order to fit the linear dynamic range of typical LEDs. Bussgang
theorem allows accurate modeling of the clipped OFDM signal. Despite the existence of the




Signal, Interference and SINR
Statistics: From Deterministic to
Stochastic Models
3.1 Introduction
The topology of wireless networks, also known as the network geometry, refers to the geo-
graphical pattern formed by the transmitting and receiving devices therein. In indoor optical
attocell networks, lighting-emitting diodes (LEDs) serve as both illumination devices as well as
optical access points (APs). The frequently used deterministic model assumes fixed locations
of APs inside an attocell network, which coincide with the locations of LEDs [4, 104–107].
However, considering real-time snapshots of an attocell network, not every LED operates as a
signal transmitter due to the random movement of mobile users. This is evident for networks
with a low density of users and networks operating with an AP-sleeping strategy. As a result,
although the actual deployment of LEDs may be regular, the topology of operational APs can
be irregular, which also changes dynamically as users roam freely inside the network coverage
area [108]. Also, the regular deployment of APs, for example in a hexagonal shape, does not
lead to elegant and tractable analytical results [109]. In fact, system-level performance anal-
ysis of such networks typically relies on computer-aided Monte Carlo simulations, which are
often time-consuming and do not provide direct insights into how the performance scales with
various parameters of the network.
To overcome these technical shortcomings, stochastic models have recently been proposed in
attocell networks to abstract the locations of APs as random variables [108, 109]. By using
mathematical tools from stochastic geometry [45–49], analytical frameworks are developed to
capture the essential behavior and characteristics of the network. In this chapter, a connection
between these two models in a three-dimensional (3D) attocell network is first made. Note
that the vertical distance of a communication link also needs to be considered because it is
comparable to the horizontal distance for indoor visible light communication (VLC) applica-
tions. The stochastic model selected for analysis in this thesis is the Poisson point process
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(PPP) due to its simplicity and mathematical tractability. The key performance metrics under
consideration are the signal power S, the aggregate interference power Iagg and the signal-to-
interference-plus-noise ratio (SINR) SINR. With the knowledge of these key metrics, one can
easily compute the information-theoretic capacity, link coverage probability and spectral ef-
ficiency of the network. To accommodate random movements of mobile users, this chapter
focuses on studying the statistics of these metrics rather than evaluating them based on fixed
user locations. As the presented analysis does not assume particular parameter values, it is gen-
eral enough and scalable for attocell networks with various sizes and parameters. Moreover,
the theoretical framework is extended to include successive interference cancellation (SIC) as
a means to enhance the network performance.
The remainder of this chapter is organized as follows. Section 3.2 presents a preliminary anal-
ysis and comparison between the hexagonal and PPP models. Since not all the available LEDs
function as the signal transmitter, a thinning process is applied to the hexagonal model in order
to closely reflect the real scenario. After justifying the applicability of the PPP model, mathe-
matical expressions for the SINR statistics are formulated in Section 3.3. The results are further
used for the derivation of link coverage probability and ergodic capacity. In the same section, a
generalization of the mathematical framework to include the SIC and numerical examples are
also presented. Simulation results are presented in Section 3.4. Finally, concluding remarks are
given in Section 3.5.
3.2 System Models and Preliminary Analysis
Consider the downlink transmission of an indoor attocell network, with full frequency reuse,
over a confined 3D indoor space. This network model is scalable and can be applied to practical
scenarios such as homes, offices and conference halls.
3.2.1 Thinned Hexagonal Model
The top-view of the hexagonal model is shown in Figure 2.1, where each user is assumed to
be associated with the AP that has the strongest SINR. Notice that indoor LEDs are typically
installed facing vertically downward. By assuming that the optical receivers face vertically up-
ward, the nearest AP yields the highest SINR. Based on the fact that indoor LEDs are installed
in the ceiling, they have fixed vertical coordinates. For notational simplicity, only their horizon-
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tal coordinates are modeled according to a deterministic point process ΦLED = {(xi, ϕi), i ∈
{1, 2, · · · , NLED}} ⊂ R2, where NLED is the total number of LEDs and xi and ϕi denote the
horizontal distance and the polar angle between LED i and the reference point, respectively.
The vertical distance between the ceiling and the user plane is denoted by L. Because of the
random movement of mobile users, only LEDs that are requested to send information serve as
APs. Motivated by this, the distribution of APs is modeled by thinning the original hexagonal
model. The thinning rule is modeled by a Bernoulli distribution:




pactive, χ = 1
1− pactive, χ = 0
, (3.1)
where Ai denotes the event that LED i is requested to transmit signals and pactive is the proba-
bility of that event. Based on this thinning procedure, the point process for APs can be obtained
as Φa = {(xi, ϕi) : (xi, ϕi) ∈ ΦLED,Ai = 1}.
A random user following the uniform distribution is assumed to roam freely across the entire
space without any particular preferences or restrictions. Therefore, this user is equally probable
to be associated with any AP inside the network. The coordinates of the serving AP to this
random user is denoted by (x∗, ϕ∗). Using the line-of-sight (LOS) channel model presented in
Section 2.2.3, the channel gain can be rewritten as a function of AP location h(xi, ϕi). Based
on this notation, the received electrical signal power is S = Ptxh2(x∗, ϕ∗) and the aggregate
interference power is Iagg =
∑
(xi,ϕi)∈Φa\{(x∗,ϕ∗)} Ptxh
2(xi, ϕi), with Ptx being the transmit
electrical signal power of the AP, as defined in (2.19).
3.2.2 Poisson Point Process Model
The top-view of the PPP model is shown in Figure 2.2 (a). In this model, the horizontal po-
sitions of VLC APs are modeled by a 2D homogeneous PPP Φa = {xi, i ∈ N} ⊂ R2 with
constant density λa, where xi is the horizontal distance from AP i to the origin in the non-
decreasing order, i,e., x0 ≤ x1 ≤ · · · . Similarly, mobile users are assumed to be at a lower
plane and their horizontal positions are modeled by another independent 2D homogeneous PPP
Φu = {yi, i ∈ N} ⊂ R2 with constant density λu, where yi is the horizontal distance from
user j to the origin. To facilitate the analysis, an additional user is placed at the room center
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(origin)1. Now the new point process for mobile users becomes Φu
⋃{0}. Slivnyak’s theorem
states that adding a user into Φu is equivalent to conditioning Φu on the added point, and this
does not change the distribution of the original process [45]. Therefore, the added user at the
origin can be treated as the typical user because it can reflect the spatially averaged perfor-
mance of all users in the network. This is true for an infinite network. For a finite network,
the obtained result also remains unchanged, as long as the typical user is far away from the
room boundaries. This is justified by the power-scaling law, stating that the received power
is inversely proportional to the link distance and quickly diminishes as the interfering AP is
moved further away from the receiver. The impact of room boundaries has been investigated
in [108] and it is omitted here.
Denote by x∗ the serving AP that gives the highest channel gain to the typical user, whose
detector is pointed vertically upward. It can be calculated by:
x∗ = arg max
xi∈Φa
h(xi). (3.2)
Considering LOS channels without reflections or shadowing, the solution to (3.2) is x∗ = x0,
It can be seen from (3.2) that the highest channel gain association is equivalent to the nearest
AP association, resulting in coverage areas that form the Voronoi tessellation, as depicted in
Figure 2.2 (a). In this model, the received electrical signal power is S = Ptxh2(x0) and the





To compare the thinned hexagonal model with the stochastic PPP model, simulation-based






A quantitative comparison between the thinned hexagonal model and the PPP model is shown
in Figure 3.1. The results are obtained from Monte Carlo simulations and they illustrate the
empirical probability density function (PDF) of the signal power S, the aggregate interference
power Iagg and the SINR of a random user inside an attocell network. It can be seen from Fig-
1Both terminologies are used interchangeably throughout this chapter.
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Figure 3.1: Empirical PDFs of the signal (top), interference (middle) and SINR (bottom): a
comparison between the thinned hexagonal model and the PPP model. In the sim-
ulation, a room of size 18 × 14 × 3.5 m3 is assumed. For the thinned hexagonal
model, the LED layout is the same as shown in Figure 2.1 and pactive = 0.4. For
the PPP model, λa = 0.12. For both models, Ptx = 1 W; L = 2 m; Ψ1/2 = 60◦;
ΨFOV = 90
◦; and the noise variance is neglected.
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Figure 3.2: Illustration of the PPP model for VLC networks. The typical user is served by the
nearest AP in its vicinity while other APs act as interfering sources. The inter-
ference from APs inside ball B(o, rI) is partially/completely cancellable if imper-
fect/perfect SIC receivers are used. A degenerated network model without SIC can
be obtained by setting rI = 0 and/or ηI = 1.
ure 3.1 that the distributions of S and Iagg both have long tails due to the power-law decaying
characteristic of the VLC channel. Also, it is interesting to note that the PPP model yields
similar results as the thinned hexagonal model in terms of signal, interference and SINR statis-
tics. Therefore, the stochastic PPP model is selected for the performance evaluation of VLC
networks in the remaining sections of this chapter. The use of the PPP model allows tractable
analytical results to be derived and useful design insights to be obtained.
3.3 SINR Statistics
In this section, we formally study the PPP model and present an analytical framework based on
the moment generating function (MGF) for fast and tractable computation of the SINR statistics
in indoor attocell networks. The proposed framework is also generalized to incorporate SIC for
advanced interference mitigation.
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3.3.1 System Model
The PPP model described in Section 3.2.2 is used. To include SIC, an interference cancellation
region is added to the network model. In particular, the interference cancellation region is
represented by a 2D ball B(o, rI), which is centered at the origin with radius rI. Note that rI
is a tunable parameter, whose value can be chosen so that the average number of interfering
APs that can be canceled corresponds to the SIC capability of the receiver [40]. For clarity,
the VLC receiver without SIC capability is named the nSIC receiver while the VLC receiver
with SIC capability is named the SIC receiver. Consider a practical (imperfect) SIC receiver
and assume that it is capable of reducing the power of interference generated by the interfering
nodes inside the cancellation region by a factor of 1 − ηI (i.e., leaving a residual interference
with factor ηI). The analysis can also be applied to perfect SIC receivers by setting ηI = 0. With
these definitions, it is clear that a SIC receiver degenerates into a nSIC receiver when rI = 0
and/or ηI = 1. The described system model is general enough for analyzing the interference
distribution as well as the SINR statistics in attocell networks.








where α is defined as α = (m + 1)APDηGf(θrx,(i,o))Gc(θrx,(i,o))Lm+1/2π. To simplify the





where S = (x20 + L
2)−(m+3) is defined as the (unitless) normalized signal power, Iagg as the
(unitless) normalized aggregate interference and σ̄2n = σ
2
n/Ptxα
2 as the (unitless) normalized
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3.3.2 nSIC Receiver
This subsection focuses on the analysis of the nSIC receiver. It can be seen from (3.5) that
it is generally difficult to compute the statistics of SINR directly from its definition because
it requires an infinite number of nested integrals due to the interdependency among variables
xi (i ∈ N). In the following, an MGF-based approach to calculate the exact statistics of the
SINR is proposed. The MGF of a random variable X is defined as MX(t) = E[exp(tX)],
t ∈ R, provided that the expectation of variable exp(tX) exists in the interval of t of interest.
To calculateMX(t), the interdependency between S and Iagg is decoupled by first conditioning
on x0 and then using the conditional PDF of Iagg to derive the SINR. Before investigating the
SINR statistics in detail, it is essential to obtain some knowledge of the conditional distribution
of the aggregate interference.
The MGF of the conditional aggregate interference can be calculated with the probability gen-
erating functional (PGFL) of the PPP:













































where the last step follows from a change of variable u = x2 + L2. Using the integral result







































where Γ(·, ·) represents the incomplete gamma function. Note that the function inside (3.8)
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where Γ(·) is the standard gamma function. Combining (3.7) – (3.9) yields a closed-form


























































With the MGF given in (3.10), the PDF and cumulative distribution function (CDF) of Iagg
conditioned on x0 can be computed efficiently using numerical methods, for example, through
























where <{·} and ={·} denote the real and imaginary parts of a complex number, respectively.
As an example, the empirical PDF and the analytical PDF of Iagg|x0 is compared in Figure 3.3.
It can be seen that the analytical results closely match the simulation data for different values
of x0.
The unconditioned PDF/CDF of the aggregate interference can be obtained by further averaging
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Figure 3.3: Empirical and analytical PDFs of Iagg conditioned on x0 (without SIC). The
network setup is illustrated in Figure 3.2. The following parameters are used:
Ψ1/2 = 60
◦, λa = 0.1 and L = 2 m.
the conditional PDF/CDF with respect to x0. However, it is the conditional PDF and CDF that
are of interest because they enable the calculation of the complementary cumulative distribution
function (CCDF) of the SINR, or equivalently the coverage probability. More specifically, the
link coverage probability is defined as the probability that SINR exceeds a given threshold T :













































been applied in the last step.
To simplify the calculation, an analytical upper bound on the coverage probability can be de-
rived. Revisiting the SINR expression in (3.5), the coverage probability can be formulated in a
brute-force way:





fx0,x1,··· ,xn(x0, x1, · · · , xn)dx0dx1 · · · dxn, (3.16)
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where D(T ), as a function of the SINR threshold T , is the domain of integration formed by
the n + 1 variables satisfying inequality SINR > T , and fx0,x1,··· ,xn(x0, x1, · · · , xn) is the
joint distance distribution of the nearest n + 1 APs in the PPP [112]. Since the domain of
integration is highly coupled by x0, x1, · · · , xn, it is typically hard to compute the coverage
probability directly with (3.16). To simplify the problem, only the serving AP (x0) and the
nearest interfering AP to the typical user (x1) are considered. The obtained result thus serves as
an upper bound on the coverage probability because it ignores the effect of receiver noise and
underestimates the interference level. Because SINR ≤ (x20 + L2)−(m+3)/(x21 + L2)−(m+3),













m+3 (x20 + L
2)− L2
]
. Given that the joint PDF of x0 and x1 is fx0,x1(x0, x1) =
exp(−πλax21)(2πλa)2x0x1 [112], the upper bound on the coverage probability can be calcu-
lated as:





























The exact coverage probability and its analytical upper bound are compared in Figure 3.4 as
a function of parameter L. In general, the coverage probability at a typical user decreases as
L increases. The decay of the coverage probability is observed to be steady at small values
of L and rapid for large values of L. The derived analytical expression closely matches the
simulation results while the upper bound exhibits a positive gap from the exact one. For larger
values of T , the gap between the upper bound and the exact result becomes smaller.
With the CCDF expression given in (3.15), the expectation of the n-th moment of the SINR can
be expressed as:
E [SINRn] = n
ˆ ∞
0
Tn−1P [SINR > T ] dT, (3.18)
whose calculation requires three numerical integrations. Based on the derivation in (3.15), it
is interesting to note that when conditioned on distance x0, the normalized signal power S and
the sum of the normalized aggregate interference plus the normalized noise power Iagg + σ̄2n are
decoupled in the SINR expression. Therefore, results derived for the negative integer moments
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Figure 3.4: Coverage probability and its upper bound. The network setup is illustrated in
Figure 3.2 with λa = 0.1.
of positive random variables can be applied [113]. This leads to a simplified expression for
the n-th moment of the SINR, whose calculation is reduced to only one double integral. More
specifically, given x0, the n-th moment of the SINR can be calculated as:












where the inner expectation, being a negative integer moment of a positive random variable,
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The statistical moments of the SINR are useful for studying the characteristics of the SINR,
such as the mean, variance and skewness, without knowing its exact distribution functions.
More importantly, the MGF can also be used to simplify the derivation of some important
performance metrics of the network. For example, the information-theoretic capacity of VLC
systems has been derived as C = 1/2 log2 (1 + SINR) [65]. In the expression, the scaling
factor 1/2 represents the spectrum efficiency loss due to the Hermitian symmetry constraint on
real-valued VLC channels. A general method to calculate the ergodic capacity of the typical















P [SINR > T ] dT. (3.23)
The computation of (3.23) requires three integrations as well as one inversion of the MGF of
the aggregate interference conditioned on x0. In the following, a new method is proposed to
calculate the statistical average of the capacity function. The new method is simpler than (3.23)
in that it does not require the knowledge of the CCDF of the SINR. Instead, it is based on
rewriting the capacity expression with a series representation. From the definition of the SINR,























exp (−z(1 + SINR)) dz, (3.25)





































where the second step follows from interpreting the Taylor series of the exponential function
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∑∞
n=1(tSINR)






)−1. Note that the new capacity expression shown in (3.26) contains exponen-
tial functions of S and Iagg + σ̄2n. It also involves an integration over non-negative values of t.
Therefore, after taking the expectation on both sides of (3.26), the expectation operator can be



















The calculation of the inner expectation of (3.27) can be simplified by first conditioning on
distance x0 to decouple S and Iagg + σ̄2n and then calculating the expectation over x0:
E
[




















































Comparing (3.29) with (3.23), it can be seen that the MGF-based approach is more efficient for
the ergodic capacity calculation. In particular, it only requires a double integral of a real-valued
function over the first quadrant space.
3.3.3 SIC Receiver
Due to the broadcasting nature of the VLC channel, SIC can enhance the performance of users
in the network by decoding useful signals and interference sequentially. With this approach,
the interference which has been successfully decoded can be subtracted from the original sig-
nal waveform, leading to an increment of the SINR. However, not all the interference can be
successfully decoded. As a prerequisite for accurate SIC, interference with the strongest power
should be decoded and canceled first because it preserves the highest SINR and therefore can
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be more accurately decoded. In attocell networks, the channel gain is a decreasing function of
the link distance. SIC receivers should first cancel the interference from the closest AP. Similar
to signal detection, the performance of SIC heavily depends on the effective SINR: a higher
SINR causes less residual interference. As a result, the exact amount of residual interference is
a function of the SINR from each previous interference cancellation process. Unfortunately, it
is difficult and mathematically intractable to use this exact model for the performance charac-
terization of SIC in attocell networks. Instead, a closely related mathematical model to capture
the idiosyncrasy of the SIC process is used [40], as depicted in Figure 3.2. In the following,
the proposed MGF-based approach is reused to derive tractable results for the SIC case. In
fact, this subsection can be viewed as a generalization of the analysis presented in the previous
subsection.
From (3.6), the (unitless) normalized aggregate interference for the SIC receiver can be written





2)−(m+3) represents the nor-






2)−(m+3) represents the normalized sum power of interfer-
ence outside the cancellation region. It is straightforward to show that, when x0 > rI, the
conditional MGF of the aggregate interference with SIC is the same as (3.10). When x0 ≤ rI,
the conditional MGF of the aggregate interference with SIC is:
MIagg|x0(t) =MηIIn|x0(t)MIf |x0(t), (3.30)























































andMIf |x0(t) is the MGF of the normalized sum interference outside the cancellation region,
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Figure 3.5: Empirical and analytical CDFs of Iagg conditioned on x0 (with SIC). The network
setup is illustrated in Figure 3.2, and the following parameters are used: Ψ1/2 =
60◦, λa = 0.1, and L = 2 m.
given by:

































Based on the MGFs of the sum interference inside and outside the cancellation region, the PDF
























When x0 > rI, fIagg|x0(I) and FIagg|x0(I) become the same as those derived for the nSIC
case. To illustrate the accuracy of the derived MGFs, the empirical and analytical CDFs of
the aggregate interference conditioned on x0 are shown in Figure 3.5. It can be seen that the
derived analytical results are quite accurate for various values of ηI, with ηI = 0 representing
the scenario of perfect SIC.
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Following similar steps, the expectation of SINRn can be calculated. To find the conditional
MGF of the normalized aggregate interference plus noise, it requires knowledge of the rela-
tionship between distances x0 and rI. Specifically, given the radius of the interference can-
cellation region rI, which is specified by the interference cancellation capability of the SIC
receiver, the distance x0 can either be larger or smaller than rI. From the void probability of the
PPP [112], it is known that P[x0 ≤ rI] = 1 − exp(−πλar2I ) and P[x0 > rI] = exp(−πλar2I ).
On the one hand, when x0 ≤ rI, the aggregate interference consists both of residual inter-
ference inside the cancellation region and the interference outside the cancellation region,
i.e., Iagg = ηIIn + If . In this scenario, the conditional MGF of the aggregate interference is
MIagg|x0(t) = MηIIn|x0(t)MIf |x0(t), and the integration region for x0 is [0, rI]. On the other
hand, when x0 > rI, no interference can be canceled. Therefore, the aggregate interference and
its MGF is the same as the one for the nSIC case. The integration region for x0 in this scenario
is [rI,∞]. Combining the described integrations over two regions, the expectation of the n-th





































Observe that (3.35) simplifies to (3.22) when the radius of the interference cancellation region
becomes zero. Although the derived n-th moment of the SINR is not expressed in a closed
form, it only involves a double integral of a closed-form function. Therefore, it can be computed
efficiently with standard numerical methods. With the MGF of the aggregate interference, the
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Figure 3.6: Mean and variance of the SINR of a random user (nSIC receiver).
3.4 Simulation Results
In this section, Monte Carlo simulations are carried out to substantiate the derived analytical
results. The simulation setup is an indoor office of size 18 × 14 × 3.5 m3, as depicted in
Figure 3.2. Unless otherwise specified, the following parameters are used for the simulation.
The VLC APs are Lambertian light sources with a semiangle of 60◦, and they all transmit
signals at a 1 W power level. Each user is equipped with a PD for VLC signal reception, which
has a FOV of 90◦, an effective area of 1 cm2 and a responsivity of 0.4 A/W. The modulation
bandwidth and the noise power spectral density (PSD) are set to 20 MHz and 10−22 A2/Hz,
respectively [4, 105]. The optical concentrator used at the receiver front-end has a reflective
index of 1.5 and the optical filter has a unity gain.
Figure 3.6 shows the mean value and variance of the SINR for the nSIC receiver. The inner
plot confirms Slivnyak’s theorem in that the SINR statistics is independent of the user density.
Therefore, results obtained for the typical user can reflect the spatially averaged results for all
users in the network. It can be seen that the MGF-based analytical results closely match with
the Monte Carlo simulations. The mean value of the SINR is simply the first moment of the
SINR, i.e., E[SINR], while the variance of the SINR is computed from the second moment of




− (E[SINR])2. Figure 3.6 also illustrates that
both mean and variance of the SINR are decreasing functions of the AP density. Also, APs
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Figure 3.7: Ergodic capacity of a random user (nSIC receiver) with different AP densities.
with a narrower semiangle are shown to give a higher SINR.
Figure 3.7 illustrates the ergodic capacity function versus λa under different noise powers.
It can be seen that the derived analytical results are quite accurate in all settings. In the
interference-limited case, i.e., when noise PSD is 5 × 10−23 A2/Hz, the ergodic capacity is
a monotonically decreasing function of the AP density. This is because, when the impact of
the noise process can be ignored, a denser distribution of APs in the network results in a higher
level of interference and hence a lower capacity. On the other hand, when the noise power
is comparable to or stronger than the interference, the ergodic capacity function is no longer
monotonic. In particular, the ergodic capacity becomes a concave function of the AP density.
Taking noise PSD of 5 × 10−19 A2/Hz as an example, it can be seen from Figure 3.7 that the
ergodic capacity reaches the maximum at λa = 0.2. This can be explained as follows. When
λa < 0.2, the ergodic capacity at the typical user is primarily limited by the noise process. As
a result, enlarging the AP density increases the probability that the typical user can connect to
a closer AP to improve the ergodic capacity. When λa exceeds threshold 0.2, the achievable
capacity is mainly limited by the interference, rather than the noise process. Despite the fact
the ergodic capacity function has different shapes under different noise powers, a lower noise
variance always yields a higher capacity.
To further investigate the impact of noise on the network performance, Figure 3.8 shows the
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Figure 3.8: Ergodic capacity of a random user (nSIC receiver) subject to different noise levels.
ergodic capacity as a function of noise PSDs. It can be seen that the ergodic capacity function
monotonically decreases as the noise power increases. However, the intersecting points indicate
that there is no general conclusion on the impact of the AP density. Specifically, in a network
with a denser distribution of APs, the ergodic capacity at the typical user is more immune to the
impact of receiver noise. In contrast, in a sparse network, the change of noise power can have
a strong influence on the link capacity.
Considering a typical user with interference cancellation capability, the mean value of the SINR
is plotted against the AP density in Figure 3.9. It can be observed that imperfect interference
cancellation greatly limits the achievable SINR. Specifically, given the radius of the interference
cancellation region rI = 4 m and the AP density λa = 0.5, perfect interference cancellation
yields an average SINR of 16 dB. For an imperfect SIC receiver that is capable of canceling
80% of the interference power, the achieved average SINR is reduced by 12 dB. Therefore, it
can be concluded that accurate interference cancellation plays an important role in improving
the SINR performance, especially in a dense network with a large number of APs.
Figure 3.10 plots the ergodic capacity achieved at the typical user with SIC. Similar to the
SINR results shown in Figure 3.9, Figure 3.10 shows that to achieve a high capacity gain,
users are required to have a stronger interference cancellation capability. For example, given
λa = 0.5 and rI = 4 m, an ergodic capacity of 2.6 bit/s/Hz can be achieved with perfect
50
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Figure 3.9: Mean value of the SINR of a random user (SIC receiver). rI = 4 m.
interference cancellation. For an imperfect SIC receiver that is capable of removing 80% of the
interference, the achievable ergodic capacity is reduced to 0.8 bit/s/Hz. It is also interesting
to note that, for perfect SIC, the ergodic function becomes concave. In this case, there exists an
optimal λa yielding the highest ergodic capacity. This can be explained as follows. Suppose the
density of APs is extremely low. Slightly increasing λa enhances the possibility of a random
user connecting to a stronger AP. Although this also leads to a higher interference level, the
dominant part of interference In is still cancellable. Further increasing λa beyond the optimal
point primarily brings increment to interference If , which is not cancellable due to the limited
SIC capability of mobile users.
Last but not least, Figure 3.11 shows the ergodic capacity function versus the SIC capability.
Since ηI denotes the portion of the residual interference power, a smaller value of ηI corresponds
to a receiver with a stronger interference cancellation capability. This explains why the ergodic
capacity is a monotonically decreasing function of ηI. Note that rI = 0 corresponds to the
nSIC case, which can be viewed as the benchmark for the SIC receiver. It can be seen from
Figure 3.11 that, given noise PSD of 5 × 10−23 A2/Hz and λa = 0.1, the nSIC receiver
achieves an ergodic capacity of 0.93 bit/s/Hz. For the SIC receiver with 4 meters interference
cancellation radius and ηI = 0.1, the ergodic capacity is doubled to around 1.9 bit/s/Hz. As
ηI increases, less interference can be canceled and the ergodic capacity decreases.
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Figure 3.10: Ergodic capacity of a random user (SIC receiver) with different AP densities.
rI = 4 m.
Note that the above presented results are derived from LOS channels. With multipath reflections
and shadowing, the results would become more complicated. To elaborate more, multipath re-
flections enhance both the signal power and interference, given that there is no intersymbol
interference (ISI) or ISI has already been mitigated through the use of cyclic prefix (CP) and
equalization. Therefore, the actual SINR would fluctuate. Similarly, shadowing could block
the LOS transmission of useful signals or reduce the amount of interference. A through inves-
tigation of these aspects deserve a dedicated study.
3.5 Summary
In this chapter, the signal, interference and SINR statistics in indoor attocell networks have been
studied with the consideration of AP idleness. An AP is assumed to be idle if it is not associated
with any users and hence does not generate interference to users inside the network. Motivated
by this, a Bernoulli thinning process is applied to the original hexagonal model. This chapter
begins by comparing the Bernoulli-thinned hexagonal model and the stochastic PPP model in
terms of their rationale, modeling techniques and preliminary performance results. Monte Carlo
simulations illustrate that the PPP model can yield similar results as generated by the Bernoulli-
thinned hexagonal model. Moreover, the PPP model is more analytically tractable, allowing the
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Figure 3.11: Ergodic capacity of a random user (SIC receiver) with different SIC capabilities.
λa = 0.1.
system performance to be characterized more efficiently. Moving on, the second part of this
chapter presents an analytical framework for tractable computation of SINR statistics in attocell
networks. The analytical framework is built upon the MGF approach and it is also applicable
to networks with SIC. Based on the derived results, a number of network metrics have been
evaluated. Among them, the coverage probability has been studied in detail against various
network parameters. A simple analytical upper bound on the coverage probability has also been
derived and given in a closed form. Finally, the accuracy of the proposed analytical framework
is validated with extensive numerical results. The performance improvement brought by the
SIC demonstrates that efficient interference mitigation/cancellation techniques are promising







Following the trend of network densification [16, 17], visible light communication (VLC)-
enabled networks are expected to achieve significant capacity gains and indoor data coverage
from small-sized optical attocells [12]. The dense deployment of optical attocells unavoidably
gives rise to inter-cell interference (ICI) when the available frequency spectrum is shared among
multiple cells. Different from traditional orthogonal multiplexing techniques, this spectrum-
sharing based approach aims to transmit and receive signals in the presence of interference in
order to achieve higher network throughputs. Therefore, advanced interference mitigation tech-
niques are key to unlocking the capacity of attocell networks by making full use of the available
spectrum and improving its spectral efficiency. Towards this direction, emerging technologies
such as fractional frequency reuse (FFR) [41, 114, 115], self-organizing interference coordi-
nation [116], successive interference cancellation (SIC) [37–41] and coordinated multipoint
(CoMP) [17, 106, 117–120] have been proposed.
FFR was first proposed as an interference cancellation technique for orthogonal frequency divi-
sion multiple access (OFDMA) networks [41]. Its principle is to partition the overall available
spectrum into a number of narrow bands and allocate them in an intelligent way so that cell-
edge users do not interfere with each other while cell-center users only receive a limited amount
of interference from adjacent cells [41, 114, 115]. Although the total spectrum is limited, FFR
is designed to improve the overall spectral efficiency of the network by maximizing the spatial
reuse factor of each frequency band. In the implementation of FFR, there is an inherent trade-
off between improving the rate and coverage performance of cell-edge users and maximizing
the sum throughput of the network.
The self-organizing interference coordination uses a busy burst (BB) signaling approach for
dynamic resource allocation [116]. In this approach, resources are partitioned into multiple
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time frames. Users who intend to continue receiving data using the same resource in the next
time frame are requested to broadcast a BB signal. From the received BB signals, access points
(APs) in neighboring cells estimate the level of ICI that they could potentially cause to the
user, provided that channel reciprocity holds. Based on this information, APs are able to decide
whether or not to transmit in the next time frame without any central supervision.
SIC, first proposed in [37], is a multiuser detection technique that exploits the structure of ICI
for interference mitigation [38–41]. The principle of SIC is to decode and cancel out interfer-
ence signals in a sequential manner so as to enhance the effective signal-to-interference-plus-
noise ratio (SINR). For example, the decoded interference can be re-encoded and accurately
subtracted from the received signal using the channel state information (CSI). Such processes
can be repeated for an arbitrary number of interfering nodes. Apart from its simplicity and
amenability to implementation, SIC has been shown to generate near-capacity results with the
availability of accurate CSI [38, 39].
CoMP is another emerging technology that is capable of mitigating ICI via AP cooperations [17,
106, 117–120]. The coordination and data exchange between APs are supported by a backbone
network, which can be realized using a wired Ethernet or existing power lines, i.e., via power
line communication (PLC) [50, 121–123]. By making use of the shared information between
cooperative APs, ICI can be effectively mitigated or even converted into useful signals. Since
the cooperative APs can also be viewed as a virtual multiple-input multiple-output (MIMO)
system, CoMP is also named cooperative MIMO. Based on the detailed coordination scheme,
downlink CoMP can be classified into the following three main categories.
• Joint transmission (JT): In CoMP-JT, coordinated APs simultaneously transmit the same
data to multiple users in a coherent or noncoherent manner. The transmitted data com-
prises appropriately weighted information signals that are intended for different users.
Since the weighting factors are selected so that interference signals can be converted into
useful signals, this scheme outperforms the non-coordinated case. However, successful
JT requires the network to have a high backhaul bandwidth to exchange user data and
CSI among APs with low latency.
• Dynamic point selection (DPS): Similar to JT, DPS also relies on sharing user data among
APs. However, the appropriately weighted information signals are transmitted by a sin-
gle AP at each time instance, and the serving AP is changed dynamically based on the
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resource availability and channel conditions.
• Coordinated scheduling/beamforming (CS/CB): In CS/CB, only CSI is shared among the
coordinated APs. As a result, user data is only available at one AP, but the scheduling
and beamforming designs are done via the coordination among multiple APs. The beam-
forming coefficients are selected such that interfering APs are steered towards the null
space of the interfered user.
This chapter discusses CoMP-JT as the interference mitigation technique for indoor attocell
networks, whose realization can be classified into two categories: noncoherent JT and coherent
JT [124–128]. Note that the noncoherent and coherent JT schemes discussed in this work are
on the electrical domain, rather than on the optical domain. More specifically, in the optical do-
main, noncoherent transmission refers to the typical intensity modulation (IM) while coherent
transmission refers to the scenario where both amplitude and phase of the signal are modulated.
This infers that coherent detection of an optical signal requires a local oscillator so as to ex-
tract the phase information of the signal at the receiver, using either homodyne or heterodyne
detection techniques [129]. On the other hand, in the electrical domain, noncoherent JT refers
to the scenario where APs cooperatively transmit the same data without frame synchronization,
thereby yielding an increment in the received signal power. Coherent JT in the electrical do-
main refers to the case where the transmit signals are synchronized based on the shared CSI to
compensate for the time delay of multipath transmissions. In this case, the received electrical
signals can be constructively combined in amplitude [124–128].
Successful realization of CoMP-JT demands the backhaul network to fulfill stringent capacity
and latency requirements which are imposed by specific cooperation techniques. For example,
achieving a higher downlink throughput requires even higher backhaul capacity which is capa-
ble of exchanging both data and signals for coordination. Also, the round-trip latency among
cooperative APs may be limited to milliseconds so that the quality of service (QoS) is well
maintained, especially when users have high mobilities.
The performance of noncoherent JT and coherent JT in radio frequency (RF)-based cellular
networks has been analytically studied in [127] and [128], respectively. In both works, base
stations (BSs) are assumed to be independently distributed according to a Poisson point process
(PPP). Since the vertical distance of the communication link in cellular networks is typically
much smaller than the horizontal distance, a planar network model is generally used [127, 128].
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However, in attocell networks, the size of optical attocells is in the order of meters. This
indicates that a three-dimensional (3D) network model taking into account both horizontal and
vertical distances of the communication link is necessary.
In this chapter, the approximate distribution functions of the signal power and interference are
studied through second-order moment matching. With this approach, analytical expressions
for the coverage probability with noncoherent/coherent JT are derived into tractable forms. In
the interference-limited scenario, analytical results for the coverage probability with noncoher-
ent/coherent JT are further simplified into closed forms. It is shown that, for typical receiver
noise levels, the SINR can be well approximated by the signal-to-interference ratio (SIR), based
on which simpler closed-form results are derived. Also, this chapter investigates the impact of
various key parameters on the network performance and studies the achievable performance
gain of coherent JT over noncoherent JT. These findings are useful for studying the behaviors
and trends of the network and providing guidelines for the design of practical attocell networks.
The remainder of this chapter is organized as follows. Section 4.2 describes the PPP model
under investigation and formulates the SINR expression for noncoherent/coherent JT. In Sec-
tion 4.3, the approximate distribution functions of the signal power and interference are inves-
tigated and used for the coverage probability analysis. Simulation results and discussions on
the impact of various key parameters on the coverage performance are presented in Section 4.4.
Finally, concluding remarks are given in Section 4.5.
4.2 System Model
Consider the downlink transmission of an indoor attocell network with full frequency reuse.
As depicted in Figure 4.1, APs are attached to the room ceiling and their horizontal locations
are modeled by a two-dimensional (2D) homogeneous PPP Φa = {xi, i ∈ N+} ⊂ R2, with
node density λa, where xi is the horizontal distance between AP i and the origin. Users are
assumed to be mobile on a fixed horizontal plane, for example, at desktop level, and their
horizontal locations are modeled by another independent 2D homogeneous PPP. The vertical
separation between APs and users is denoted by L. Based on the user-centric AP cooperation
scheme [130], users are assumed to be served by a cluster of APs within a predefined cooper-
ative region. Since APs that are close to a given user typically result in a high received signal
strength (RSS), the cooperation region is defined as a 2D ball centered around the user with
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Figure 4.1: CoMP-JT attocell network with Voronoi cells. APs inside ball B(o, rc) are coordi-
nated while APs outside ball B(o, rc) act as the source of interference.
radius rc. Therefore, for the typical user located at the origin, the cooperation region can be
written as B(o, rc). Similarly, the region outside the cooperation ball is denoted by B̄(o, rc).
The backhaul capacity required by CoMP-JT depends on parameters such as system bandwidth,
number of users and size of the cooperative cells. In this work, finite backhaul capacity is mod-
eled by limiting the cooperation cell size via the tunable parameter rc while other models such
as simplified scheduling and low-bit feedback are not considered. The analysis is focused on a
typical user located at the origin because according to Slivnyak’s theorem [45], this typical user
reflects the spatially averaged performance of users in the network. Due to the homogeneity
of Φa, the number of cooperative APs inside ball B(o, rc) still follows a Poisson distribution,
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The same channel model in (3.4) is used. In the case of noncoherent JT, a user receives multiple
copies of the same signal transmitted by a cluster of cooperative APs. In this scheme, accurate
synchronizations are not required at the cooperative APs. At the receiver side, the received
signals are combined by accumulating their powers [126, 127]. Therefore, noncoherent JT has
lower implementation complexity and requires less backhaul capacity when compared to its
coherent counterpart. The achieved SINR at the typical user under the noncoherent JT scheme
















where σ̄2n = σ
2
n/Ptxα
2 represents the normalized noise power.
In the case of coherent JT, APs cooperate by transmitting the same data to each user in a
synchronous manner, resembling a distributed transmitter array. As a result, the received signals
are combined in amplitude, rather than in power. The achieved SINR at the typical user under



















Note that the SINR expressions under noncoherent JT and coherent JT schemes are different
only in the received signal power. Comparing (4.3) with (4.4), it is evident that coherent JT



















4.3 Coverage Probability Analysis
In this section, the analysis is focused on the coverage probability of a typical user in the
network. It is defined as the probability that the received SINR exceeds a certain threshold T .
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where S and Iagg represent the (unitless) normalized received signal power and the normalized
interference power at the typical user, respectively. For noncoherent JT, the normalized sig-
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Since S and Iagg are functions of points located in two disjoint sets of the PPP, they are statisti-
cally independent. Therefore, the density function of the SINR can be obtained by studying the
distribution functions of S and Iagg separately.
4.3.1 Characteristic Functions of S and Iagg
For noncoherent JT, the exact probability density functions (PDFs) of S and Iagg can be obtained
from the inversion of their characteristic functions1 [131]. More specifically, the characteristic
function of S can be calculated as:
FS(ω) = EΦa [exp (ωS)]




















































−1 and fx∈B(o,rc)(x) is the PDF of the distance of a point uniformly distributed
inside ball B(o, rc). Due to the homogeneity of the PPP, it is known that fx∈B(o,rc)(x) =
1Note that the characteristic function and moment generating function (MGF) are related concepts. Chapter 3
uses the MGF because of its easiness to calculate the SINR moments. Characteristic functions, on the other hand,
are more suitable to calculate the distribution of continuous variables.
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2x/r2c for x ≤ rc, and zero otherwise. By reversely applying the Taylor series expansion, the












































for ω ≥ 0, and FS(ω) = F∗S(−ω) for ω < 0. In (4.8), En(z) =
´∞
1 exp(−zt)t−ndt is the
exponential integral function [110].

















































where µ(B̄(o, rc)) is the standard Lebesgue measure of B̄(o, rc) and fx∈B̄(o,rc)(x) is the PDF
of the distance of a point uniformly distributed in B̄(o, rc) to the origin. Since B̄(o, rc) is an
unbounded region, FIagg(ω) can be calculated by first considering B̄(o, rc) as an annulus with


















































Using a change of variable t =
(
x2 + L2
)−(m+3) and integration by parts, FIagg(ω) can be
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for ω ≥ 0, and FIagg(ω) = F∗Iagg(−ω) for ω < 0. In (4.11), Γ(z) =
´∞
0 exp(−t)tz−1dt is the
standard gamma function and Γ(n, z) =
´∞
z exp(−t)tn−1dt is the upper incomplete gamma
function [110]. As can be seen from (4.8) and (4.11), the characteristic functions FS(ω) and
FIagg(ω) are both in complicated forms and no explicit expressions are available for the PDFs
of S and Iagg. Therefore, numerical methods are required for the calculation of PDFs of S and
Iagg. This can be achieved by performing the inverse Fourier transform or using the Gram-
Charlier series expansion with infinite terms and Laguerre polynomials [132]. However, these
two approaches are not pursued due to their high computation complexity and lack of insights
into the distribution characteristics of S and Iagg.
It is interesting to note that for noncoherent JT, the characteristic function of S + Iagg, which
represents the (unitless) normalized total receivable signal strength from all transmitting APs,
can be treated as a special case of FS(ω) when rc → ∞. This can also be viewed as the best-
case scenario where all available APs cooperatively transmit without interference, yielding:





















(−ω) 1m+3 − L2
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, (4.12)




tion by parts. The inverse Fourier transform of FS+Iagg(ω) gives the PDF of S + Iagg, which
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Figure 4.2: PDF of S + Iagg for noncoherent JT. The parameters are Ψ1/2 = 60◦, λa = 0.1,
and L = 1 m.
In Figure 4.2, the analytical expression in (4.13) is compared with the empirical PDF of S+ Iagg
obtained from Monte Carlo simulations. The empirical data is obtained from 80, 000 realiza-
tions while the analytical expression is calculated by summing the first 100 terms of (4.13).
It can be seen that the derived analytical expression closely matches the simulation results.
Although the exact PDFs of the signal and interference cannot be obtained straightforwardly,
existing works have shown that the Gamma distribution is a reasonable fit to the Poisson-field
interference [127, 133]. Motivated by this, S and Iagg are approximated as two independent
Gamma-distributed random variables using the second-order moment matching method. The
results are then used to approximate the coverage probability.
4.3.2 Noncoherent Joint Transmission
In this subsection, approximate distribution functions of S and Iagg for noncoherent JT are de-
rived. A Gamma random variable can be characterized by its shape parameter k and scale
parameter θ. Considering the normalized signal power, its mean can be calculated from Camp-
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Since a gamma distribution with shape parameter kS and scale parameter θS has mean kSθS and



























L−2(m+2) − (r2c + L2)−(m+2)
. (4.17)
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Based on (4.18) and (4.21), the coverage probability can be approximated using properties of
the gamma distribution:

















































Using the series expansion of the upper incomplete gamma function [110, (8.354.2)], (4.24)
can be rewritten as:
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With a change of variable t = I/σ̄2n, (4.25) can be further simplified to:





























(1 + t)kS+n dt. (4.26)
After applying [110, (9.211.4)], the integration in (4.26) can be interpreted as the integral rep-
resentation of the confluent hypergeometric function with parameters kIagg , kS + kIagg + n+ 1
and σ̄2n/θIagg . After some simplifications, the coverage probability can be written as:























where U(a, b, z) = Γ−1 (a)
´∞
0 exp (−zt) ta−1 (1 + t)
b−a−1 dt is the confluent hypergeomet-
ric function [110]. Note that (4.27) can be significantly simplified if the communication link is
interference-limited. More specifically, when σ̄2n = 0, the coverage probability can be simpli-
fied to:









































































where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [110]. In the above derivation, the
first step follows from [110, (6.455.1)] and the second step is obtained with the use of Pfaff
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transformation [110, (9.131.1)]. Inserting (4.29) into (4.28) yields



















Notice that the coverage probability in (4.30) depends on kS, kIagg and the ratio between θS and
θIagg . When the communication link is interference-limited, (4.30) provides a more tractable
result than (4.27) for the coverage probability computation. For the general case when σ̄2n 6= 0,
the coverage probability is more accurately characterized by (4.27), while (4.30) can be used
as an analytical upper bound.
4.3.3 Coherent Joint Transmission
In this subsection, approximate distribution functions of the normalized signal power and inter-
ference for coherent JT are derived using a similar approach. Since the independence between
S and Iagg is still preserved, the coverage probability can also be computed using the PDFs of
S and Iagg.
The interference expressions for noncoherent JT and coherent JT are the same, as are their
distributions. Therefore, for coherent JT, Iagg can also be approximated by a gamma distri-
bution with shape parameter kIagg and scale parameter θIagg given by (4.22) and (4.23), re-
spectively. For coherent JT, the expression for S is given as a sum squared. As a result,
the gamma distribution is no longer accurate for modeling the distribution of S. To bet-








)−(m+3)/2 is first studied. Since Y for coherent JT has a similar ex-
pression as S for noncoherent JT, it can also be approximated by a gamma distribution. The























Letting E [Y] = kYθY and Var [Y] = kYθ2Y, the shape parameter kY and scale parameter θY for
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Based on the property of gamma distribution, the cumulative distribution function (CDF) of S
can be obtained as:




















































where the scale parameter and shape parameters are aS = θ2Y, pS = kY/2 and dS = 1/2.
Combining (4.21) and (4.37), the coverage probability for coherent JT can be calculated as:

















































By following similar steps as in (4.25) and (4.26), the coverage probability simplifies to:
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The result can be further simplified if the communication link is interference-limited. More













































Γ (kY, t) dt.
(4.40)
After replacing the incomplete gamma function in (4.40) with a series representation [110,
(8.354.2)], the coverage probability can be expressed as:














































































Interpreting the sum of the infinite series as two sums with odd and even indexes, (4.41) can be
rewritten as:



































2 + kIagg + n
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Based on the following two identities: (2n)! = n!4nΓ (n+ 1/2) /Γ (1/2) and (2n + 1)! =
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Figure 4.3: Empirical and approximated CDFs of the (unitless) normalized signal power S.
2(n)!4nΓ (n+ 3/2) /Γ (1/2), it follows that:























































Interpreting the infinite series in (4.43) as the generalized hypergeometric series, the coverage
probability can be further simplified to:
































































where 2F2(·, ·; ·, ·; ·) is the generalized hypergeometric series [110]. It can be seen that the
coverage probability in (4.44) depends on kY, kIagg and the ratio between
√
θIagg and θY. When
the communication link is dominated by interference, evaluating the coverage probability of a
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Figure 4.4: Empirical and approximated CDFs of the (unitless) normalized interference Iagg.
typical user using (4.44) is more analytically tractable. For the general case when σ̄2n 6= 0, the
coverage probability can be more accurately computed with (4.39), while (4.44) serves as an
analytical upper bound.
4.4 Simulation Results
In this section, Monte Carlo simulations are presented to validate the theoretical results derived
in Section 4.3. For the simulation setup, an indoor office of size 18×14×3.5 m3 is considered,
as depicted in Figure 4.1. If not otherwise specified, the following parameters are assumed.
The VLC APs have a semiangle of 60◦ and 1 W signal power. The PD used at the receiver
side has a FOV of 90◦, an effective detection area of 1 cm2 and a responsivity of 0.4 A/W.
The vertical separation between users and VLC APs is set to 2 m. The modulation bandwidth
and the noise power spectral density (PSD) are assumed to be 20 MHz and 10−22 A2/Hz,
respectively [4, 105]. The impact of receiver noise on the network performance is investigated
in a latter part of this section. At the receiver front-end, assume the optical concentrator has a
reflective index of 1.5 and the optical filter has a unity gain. The density of interfering APs is
assumed to be 0.1.
Figure 4.3 compares the approximated CDF of the normalized signal power with its empirical
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Figure 4.5: Coverage probabilities for noncoherent and coherent JT schemes.
CDF obtained through simulations. It can be seen that for noncoherent JT the signal power
is well modeled by the gamma distribution, while for coherent JT the signal power is well
approximated by the generalized gamma distribution. When the cooperation radius increases
from 3 m to 5 m, only a slight improvement on the received signal power is observed for non-
coherent JT. This is because signals transmitted from APs that are further away from the user
are more severely attenuated. However, for coherent JT, signals transmitted by APs within
the cooperation region are constructively accumulated in amplitude. Therefore, when the co-
operation radius for coherent JT increases from 3 m to 5 m, 2 − 5 dB improvement on the
normalized signal power is observed. Figure 4.3 also shows that coherent JT outperforms its
noncoherent counterpart in terms of the received signal power, but it requires more stringent
signal synchronization and a higher implementation cost.
In Figure 4.4, the empirical and approximated CDFs of the normalized interference power
are compared. Since the interference has the same expression for both JT schemes, it is not
explicitly distinguished in this context. It is shown in Figure 4.4 that the gamma approximation
of the interference power is reasonably accurate, with only slight deviations in the lower tail.
As the cooperation radius is increased from 3 m to 5 m, the normalized interference power is
reduced by 8− 10 dB. Therefore, combining the results shown in Figure 4.3 and Figure 4.4, It
can be concluded that the main benefit of increasing the cooperation radius is the reduction of
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Figure 4.6: Coverage probabilities for noncoherent and coherent JT schemes with different
sizes of the cooperation region (T = 20 dB).
interference level rather than the enhancement of useful signal power.
With different values of the target SINR, the coverage probability for noncoherent and coher-
ent JT schemes are compared in Figure 4.5. Benchmark results representing the case without
CoMP-JT are also shown. It can be seen that for both JT schemes, the derived analytical results
closely match the simulation results. It is also observed that increasing the cooperation radius
can significantly enhance the coverage probability of a typical user. For example, when the
SINR target is 20 dB, increasing the cooperation radius from 3 m to 5 m helps improve the
coverage probability from 0.15 to 0.76 for noncoherent JT and from 0.33 to 0.92 for coherent
JT. Figure 4.5 also shows that coherent JT always yields a higher coverage probability than
noncoherent JT, due to the accumulation in signal amplitude rather than in signal power. Fur-
thermore, the gap between the coverage probabilities for noncoherent and coherent JT expands
as the the cooperation radius is increased.
In Figure 4.6, the coverage probabilities for noncoherent and coherent JT schemes are inves-
tigated with different sizes of the cooperation region. It is shown that for both JT schemes,
the coverage probability increases as the cooperation radius increases. Notice that, for small
cooperation regions, the coverage probability is higher when the density of APs is smaller. On
the other hand, for large cooperation regions, the coverage probability is higher when the den-
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Figure 4.7: Coverage probabilities for noncoherent and coherent JT schemes with different
densities of APs (rc = 3 m).
sity of APs is larger. It is also shown that coherent JT gives a higher coverage probability than
noncoherent JT, especially when the density of APs is large.
Figure 4.7 investigates how the coverage probability of a typical user scales with the density of
APs in the network. It can be seen that for a small value of the SINR target (T = 10 dB), the
coverage probabilities for both JT schemes increase as the density of APs gets larger. However,
for a large value of the SINR target (T = 20 dB), the coverage probabilities for the two JT
schemes scale differently with respect to AP density. More specifically, the coverage probabil-
ity for noncoherent JT monotonically decreases with an increase in the density of APs, while
the coverage probability for coherent JT monotonically increases as the density of APs is in-
creased. The fundamental change of behavior of noncoherent JT when T = 20 dB is due to its
limited capability to achieve the required SINR target. In this scenario, increasing the density
of APs primarily gives rise to the aggregate interference level, leading to a poorer coverage
performance as illustrated in Figure 4.7. As a result, in comparison with noncoherent JT, the
benefit of coherent JT becomes more significant when the target SINR is set at a higher value.
The derived analytical results are applicable to arbitrary receiver noise levels. In Figure 4.8,
the effect of receiver noise on the coverage probability is investigated. It can be seen from
Figure 4.8 that the analytical results are generally accurate across all receiver noise levels. For
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Figure 4.8: Impact of receiver noise on the coverage probability for noncoherent and coherent
JT schemes (rc = 3 m, λa = 0.4).
noise PSD less than 5 × 10−22 A2/Hz, the coverage probability remains constant because
the communication link is interference-limited. As the noise power continues to increase, the
coverage probability starts to decrease until it reaches zero. Therefore, for typical receiver
noise PSD of 10−22 A2/Hz [4, 105], assuming that the communication link is interference-
limited is reasonable and it can significantly simplify the coverage probability analysis for both
noncoherent and coherent JT schemes.
4.5 Summary
In this chapter, the characteristic functions of the signal and interference in a cooperative at-
tocell network have been investigated. The derived characteristic functions allow the PDFs of
signal and interference to be obtained through the Fourier inversion theorem. However, the
characteristic functions are in complicated forms and no explicit expressions for the PDFs are
available. Motivated by this, a tractable method to approximate the coverage analysis is then
presented. For both noncoherent JT and coherent JT, analytical expressions for the coverage
probability have been derived and further simplified into closed forms when the communication
link is interference-limited. The accuracy of the proposed analytical model has been validated
through extensive Monte Carlo simulations. Also, the coverage performance of the network
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has been comprehensively investigated with various parameters. Results show that, although
coherent JT requires more stringent signal synchronization and has a higher implementation
cost than noncoherent JT, it gives superior coverage performance to users in the network, espe-
cially when the network is densely deployed with APs. Furthermore, the performance gain of
coherent JT over its noncoherent counterpart is found to be more significant when the network






As a wireless broadband technology, it is essential that visible light communication (VLC) can
efficiently support multiple users with simultaneous network access. Chapter 3 and Chapter 4
focused on inter-cell interference (ICI) and studied the performance of a random user in optical
attocell networks assuming full frequency reuse. This chapter investigates an efficient multiple
access (MA) technique for intra-cell interference mitigation. Traditional MA techniques in-
clude frequency division multiple access (FDMA), time division multiple access (TDMA) and
code division multiple access (CDMA). However, these techniques cannot provide sufficient
resource reuse. A transmission scheme using discrete-sequence optical code division multiple
access (OCDMA) was proposed in [134], where optical orthogonal codes (OOCs) are used to
encode the data in the time domain by turning the light-emitting diodes (LEDs) on and off.
As a default extension from orthogonal frequency division multiplexing (OFDM), orthogonal
frequency division multiple access (OFDMA) [25, 26] enables resources to be reused at the
subcarrier level and it has been widely implemented in the long-term evolution (LTE) down-
link. For the long-term evolution advanced (LTE-A) uplink, a modified version of OFDMA
named single carrier frequency division multiple access (SC-FDMA) [135] is used due to its
low peak-to-average power ratio (PAPR). In [116], self-organizing interference management for
the OFDMA-based VLC systems using busy burst (BB) signaling was evaluated in an aircraft
cabin. Compared to the static resource partitioning, the BB approach was shown to improve
the fairness and spectral efficiency of the system. By exploiting different color bands in visible
light, a color-clustered MA scheme was proposed in [136], where multiple users are clustered
into separate color clusters: red, green and blue (RGB). In [137], CDMA is combined with
color-shift keying (CSK) for MA, in which data is transmitted imperceptibly through the vari-
ation in the color emitted by RGB LEDs.
To further enlarge the system capacity and provide enhanced user experience, especially for
users at the cell edge, non-orthogonal multiple access (NOMA) has recently been proposed
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as a promising solution for the fifth generation (5G) wireless networks [30, 31, 33]. Differ-
ent from orthogonal multiple access (OMA) concepts, where users are allocated with exclu-
sive time-frequency (TF) resources, NOMA uses power-domain multiplexing to realize MA.
Specifically, signals for multiple users are superposed in the power domain so that all of the
users can share the same TF resources during signal transmission. After the signal is broadcast
through the channel, successive interference cancellation (SIC) is carried out at the receiver side
for signal detection. As a result, channel state information (CSI) is required. The concept of
NOMA can be related to the special case of superposition coding (SC) developed for broadcast
channels [38]. According to the principle of NOMA, users with poor channel conditions are
allocated more signal power to decode their own messages while users with good channel con-
ditions are allocated less power but employ SIC to decode and remove the messages intended
for other users with poorer channel conditions before decoding their own messages.
The implementation of NOMA in a coordinated two-point radio frequency (RF) system has
recently been studied in [138], in which Alamouti codes are employed to improve the data rate
of cell-edge users without degrading the performance of cell-center users. With a fixed power
allocation (FPA) strategy, the performance of NOMA has been investigated and analytically
characterized for the cellular downlink in [139]. The problem of user pairing on the perfor-
mance of NOMA in RF systems has recently been studied in [140]. From a fairness standpoint,
the power allocation problem was investigated in [141] in terms of the CSI. The optimization
problems were solved through the proposed low-complexity polynomial algorithms therein.
In [142], the application of multiuser beamforming has been adapted to NOMA with the aim of
maximizing the system throughput. The design of uplink NOMA was proposed in [143], where
a low-complexity scheduling algorithm was developed to achieve the proportional fairness. In
the same work, fractional frequency reuse (FFR) was applied to further enhance the perfor-
mance of cell-edge users. A cooperative transmission scheme for NOMA has been proposed
in [144], where users with good channel conditions are used as relays to improve the reception
reliability for users with poor channel conditions.
Recently, the application of NOMA has also been studied in VLC systems. Due to the fun-
damental differences between the VLC and RF channels, applying NOMA to VLC requires
careful reconsideration [145, 146]. In [147], a gain-ratio power allocation (GRPA) strategy was
proposed for multiuser VLC systems, whose performance was analyzed using a random walk
mobility model to simulate the movements of indoor users. It was shown in [147] that the
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system sum rate can be further enhanced by adaptively tuning the semiangle of LEDs and the
field-of-view (FOV) of photodiodes (PDs). In [148], the performance of NOMA was compared
with OFDMA in a VLC system with illumination constraints, and its superior performance was
shown. In the following, a theoretical framework is provided for analyzing the performance
of NOMA in a VLC system and characterizing its performance gain over OMA. Moving on,
the new framework is used to devise effective user pairing strategies to improve the system
throughput. The results confirm the superiority of NOMA over conventional OMA techniques
and suggest that NOMA is an appealing technology for future attocell networks.
The rest of this chapter is organized as follows. The system model for an attocell downlink
with the implementation of NOMA is introduced in Section 5.2. The performance of NOMA
is evaluated in Section 5.3 for two different scenarios. In Section 5.4, the achievable perfor-
mance gain of NOMA over OMA techniques is analytically quantified. Simulation results are
presented and discussed in Section 5.5. Finally, conclusions are drawn in Section 5.6.
5.2 System Model
Consider the downlink transmission model, where LEDs are located in the ceiling and K users
are uniformly distributed within a circular area. This model is an extension of the point-to-
point (P2P) VLC system to accommodate multiple users. In the analysis, users are assumed to
be static or quasi-static so that their CSI is not outdated until the next channel estimation. Focus
on a single attocell whose radius is re and the vertical distance from the LED to the receiver
plane is denoted by L. In a polar coordinate system, the location of user k can be represented
by (rk, ϕk), where rk represents its horizontal separation from the LED and ϕk represents its
polar angle from the reference axis. A complete VLC channel consists not only the line-of-sight
(LOS) link but also the diffuse components which are caused by light reflections from interior
surfaces. However, previous work has reported that in a typical indoor environment without
shadowing the strongest diffuse component is at least 7 dB (electrical) lower than the weakest
LOS component [105]. For these reasons, only the LOS link is considered in the theoretical
analysis. For completeness, simulation results based on a complete VLC channel considering
the wideband nature of VLC and shadowing effects are also presented.
Without loss of generality, assume that users are ordered based on their channel qualities: h1 ≤
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2. Illustration of NOMA principle.
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Figure 5.1: Illustration of NOMA principle.
for the k-th user. The principle of NOMA is illus rated in Figure 5.1, where the bipolar message
signals for different users are superposed in the power domain. To obtain a unipolar signal, a
DC bias is added before signal transmission. Assume the electrical-to-optical conversion factor
is unity. After going through the optical channel and with the addition of noise, SIC is carried
out at the receiver side before information decoding. According to this principle, the superposed






Ptxsi + IDC, (5.1)
where Ptx represents the electrical signal power of the LED; IDC is the DC bias added to the
LED to nsure the positive instantaneous intensity; si is the modulated message signal intended
for the i-th user; and ai represents the power allocation coefficient for the i-th user. The message
signal for each user is assumed to be zero mean with unity variance. Due to the total power
constraint, power allocation coefficients should satisfy:
K∑
i=1
a2i = 1. (5.2)
In NOMA, users with poorer channel qualities ar allocated mor signal power. This implies
























where zk denotes the real-valued Gaussian noise with zero mean and variance σ2n. SIC is carried
out at the k-th user to remove the message signal for the other users with poorer channel con-
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ditions (the “SIC” term in (5.3)). The messages for users with higher channel gains are treated
as noise (the “interference” term in (5.3)). Assuming unity optical-to-electrical conversion, the























, k = K
, (5.4)
in unit of bit per channel use (bpcu), where ρ = Ptx/σ2n represents the transmit signal-to-noise
ratio (SNR) and the scaling factor 1/2 is due to the Hermitian symmetry. Note that (5.4) is
conditioned on the event that the k-th user can successfully decode the message for the j-th
user (∀j ≤ k). Denote Rk→j as the rate for the k-th user to detect the message intended for the
j-th user and R̃j as the target data rate for successful message detection at the j-th user. The























≥ R̃j , j = k = K
. (5.5)
If (5.5) is satisfied, it is assumed that perfect SIC can be performed in the decoding chain
without error propagations.
5.3 Performance Evaluation
In this section, analytical results for the performance analysis of NOMA are presented, which
lay the foundation for studying the impact of user pairing in the next section.





function h = u(r) = α(r2 + L2)−(m+3)/2. It is evident that h is a monotonically decreasing
function with respect to r. Therefore, the probability density function (PDF) of the unordered
1For brevity, this is called data rate in the remaining part of this chapter.
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where u−1 denotes the inverse function of u and frk(r) = 2r/r
2
e is the PDF of variable rk














for t ∈ [κmin, κmax], where κmin and κmax are given as κmin = α2/(r2e + L2)m+3 and
κmax = α
2/L2(m+3). Integrating (5.7) over [κmin, κmax], the cumulative distribution function
(CDF) of the unordered variable h2k can therefore be obtained as:
Fh2k
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where Ω = α2/(m+3)/r2e . Note that (5.9) is obtained assuming that the total number of users
is fixed and known. If K is unknown but follows a certain point process, for example, the
Poisson point process (PPP), (5.9) becomes a conditional PDF on K. The final result should be
obtained by further averaging the conditional PDF with respect to all possible realizations of
K. For non-uniform user distributions, the results can be obtained in a similar way by plugging
the specific distribution function into (5.6).
5.3.1 Case I: Guaranteed Quality of Service
Consider the case that each user has a target data rate, which is determined by its quality of
service (QoS) requirement. In this case, user outage probability is an important metric. Service
satisfaction at the k-th user requires successful detection of messages not only for this user itself
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but also for other users with poorer channel conditions. If this constraint is met, the sum rate of
the system is simply
∑K
k=1 R̃k. Therefore, the sum rate is not of interest in this case. Instead,
the analysis is focused on the outage probability at each user, which is defined as the probability
that the achievable rate is below the QoS target. Based on (5.5), the outage probability at the
k-th user can be expressed as:
Poutk =1− P
[




h2k ≥ εj , ∀j ≤ k
]
, (5.10)












) , j 6= K
βj
ρa2K
, j = K
, (5.11)
in which βj = 2R̃j−1 denotes the required signal-to-interference-plus-noise ratio (SINR) at the






If power allocation coefficients do not satisfy (5.12), the user outage probability would always
be one. Define a new threshold ε∗k = min{max{ε1, · · · , εk, κmin}, κmax}. Using order statis-



















System coverage probability is defined as the probability that all of the users in the system can




(1− Poutk ), (5.14)
assuming that the outage event at each user is independent.
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5.3.2 Case II: Opportunistic Best-Effort Service
Consider the case where data rates for different users are opportunistically allocated based on
their channel conditions, i.e., R̃j = Rj . In this scenario, it can be readily verified that the
condition in (5.5) always holds and all of the users can be served with zero outage probability
but with different data rates. The following theorem gives a closed-form expression for the
achievable sum rate.
Theorem 1 For arbitrary power allocation strategies, the ergodic sum rate of NOMA with



































































1,−p+ q + 1
m+ 3






1,−p+ q + 1
m+ 3













i and 2F1(·, ·; ·; ·) denotes the Gauss hypergeomet-
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The proof of Theorem 1 can be found in Appendix A. Theorem 1 demonstrates that unlike
OMA, the capacity of NOMA can be enhanced with an increase in the total number of users in
the system. However, this performance gain is achieved at the cost of increased computation
complexity caused by the SIC process at the receivers. The ergodic sum rate of an OFDMA-
based system is stated in the following corollary.
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where bk is the fraction of bandwidth occupied by the k-th user and υk is the fraction of the
power allocated to the k-th user.
The total bandwidth constraint requires that
∑K
k=1 bk = 1 while the total power constraint
requires that
∑K
k=1 υk = 1. The derivation of Corollary 1 can follow similar steps as the
derivation of RNOMA shown in Appendix A. Combining Theorem 1 and Corollary 1, the
ergodic sum rate gain of NOMA over OFDMA can be obtained.
5.4 Impact of User Pairing
Selecting a subset of users to perform NOMA can effectively reduce the computation com-
plexity of the system. This results in a hybrid MA scheme which consists of a combination of
NOMA and OMA techniques. As the performance of such a hybrid system is highly depen-
dent on the user selection strategy, this section studies the effect of user pairing on the system
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Figure 5.2: Compare capacity regions between NOMA and OFDMA (υ1 = υ2) in a two-user
scenario.
performance. In order to obtain simple but insightful results, the entity of users is divided into
groups and each group consists of two users. However, it can be readily extended to the case
where an arbitrary number of users are selected and paired to perform NOMA. From a qual-
itative point of view, the capacity region for NOMA and OFDMA in a two-user scenario is
illustrated in Figure 5.2. The results of NOMA are plotted by varying the power multiplexing
coefficients while the results of OFDMA are obtained by varying the bandwidth coefficients. It
can be seen that a higher performance gain can be obtained if two users with more distinctive
channel conditions are paired to perform NOMA. This finding will be quantitatively validated
in the following.
Assume that the i-th user and the j-th user (i ≤ j) in the system are selected to perform NOMA
so that a2i + a
2
j = 1. According to OFDMA, each user is allocated a fraction of the orthogonal
subcarriers. Therefore the achieved data rate for each user is R̄k = 12bk log2
(





where k = {i, j}.
5.4.1 Impact of User Pairing on Individual Rates
In this subsection, the impact of user pairing on individual data rates is studied. For arbitrary
power allocation strategies, the probability that both users can achieve higher individual rates
in NOMA than in OFDMA is given by the following theorem.
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Theorem 2 Assume that the i-th and the j-th user (i < j) are paired together to perform
NOMA. A necessary condition for NOMA to achieve higher individual rates than OFDMA
(bi = bj , υi = υj) is ath1 < aj < ath2, where
ath1 =
√





−1 +√1 + ρκmin
ρκmin
. (5.21)
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where ς? = min{max{ς, κmin}, κmax} and ς = (1− 2a2j )/ρa4j .
The proof of Theorem 2 can be found in Appendix B. Theorem 2 demonstrates that given the
appropriate power allocation coefficients, NOMA is nearly certain to outperform OFDMA if
two users with distinct channel qualities are paired together.
5.4.2 Impact of User Pairing on the Sum Rate
In this subsection, the impact of user pairing on the ergodic sum rate is studied. The following
theorem states that the ergodic sum rate gain of NOMA over OFDMA is upper-bounded in
high SNR regimes. Also, this upper-bound remains unchanged for different power allocation
strategies.
Theorem 3 Assuming that the i-th user and the j-th user (i < j) are paired to perform NOMA
(a2i + a
2
j = 1), as ρ increases, the sum rate gain of NOMA over OFDMA first decreases then
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increases until it is upper-bounded in high SNR regimes. This upper bound is given by:
E
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m+3 (m+ 3 + (p+ q + 1) ln(κ))
(p+ q + 1)2
. (5.24)
The proof can be found in Appendix C. Theorem 3 gives the upper bound of the ergodic sum
rate gain of NOMA over OFDMA for arbitrary i and j (i < j). However, it is of more interest
to evaluate how the performance gain varies against i and j. The following corollary states that
the optimum sum rate gain is achieved if two users with the most distinctive channel conditions
are paired together to perform NOMA.
Corollary 2 If the i-th user and the j-th user (i < j) are paired to perform NOMA, the sum
rate gain of NOMA over OFDMA achieves the maximum by pairing the two users with the most













































Parameter name, notation value
Vertical distance of the link, L 2.15 m
Cell radius, re 3.6 m
Total number of users, K 10
LED semiangle, Ψ1/2 60◦
Transmit signal power, Ptx 0.25 W
Receiver FOV, ΨFOV 60◦
Effective receiver responsivity, η 0.4 A/W
PD detection area, APD 1 cm2
Reflective index, nc 1.5
Optical filter gain, Gf 1
Signal bandwidth, B 20 MHz
Noise PSD 10−21 A2/Hz





m+3 (m+ 3 + (l + 1) ln(κ))
(l + 1)2
. (5.26)
The proof is provided in Appendix D.
5.5 Simulation Results
The aim of this section is to substantiate the derived analytical results with Monte Carlo sim-
ulations and investigate the system performance against various parameters. If not otherwise
specified, the parameters used for the simulation setup are summarized in Table 5.1.
Successfully implementation of NOMA requires users to have distinctive channel conditions.
The probability mass function (PMF) of the electrical channel gain of a random user uniformly
distributed inside the cell is shown in Figure 5.3. Results show that the channel of a cell-
center user can be five times larger than that of a cell-edge user, assuming the same receiver
configuration2. In practice, users may hold their receiving devices with random orientations.
In these scenarios, their channel differences can be further enlarged, which permit the use of
NOMA to bring additional performance gains.
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Figure 5.3: PMF of the (electrical) channel gain.
5.5.1 Analytical Framework
Figure 5.4 shows the system coverage probability for different power allocation coefficients in
a two-user scenario. Along the following discussions on the two-user scenario, the user closer
to the LED is referred to as the near user and the user further away from the LED is referred
to as the far user. It can be seen that the analytical results are consistent with the simulation
results, and an optimum set of power allocation coefficients for achieving the maximum cov-
erage probability exists. For a low target data rate, the system coverage probability is nearly
100%, given that the power allocation coefficients are optimally chosen. As the target data rate
increases, the achievable maximum coverage probability decreases. Also, it can be seen that a
larger coverage probability can be achieved by pairing two users with more distinctive channel
conditions. An interesting finding is that when the target data rate for both users increases,
more signal power should be allocated to the far user in order to achieve the optimal coverage
probability.
An exhaustive search (ES) method is used to find the optimum power allocation coefficients.
Specifically, a lookup table is formed, in which the system coverage probability is saved for
each systematic search of the power coefficients. After this, the optimum pair of power coef-
ficients is found by referring to the lookup table and selecting the one that gives the highest
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Figure 5.4: System coverage probability for different power allocation coefficients: (a) i = 1
and j = 2 (similar channels); (b) i = 1 and j = 10 (distinctive channels).
coverage probability. Figure 5.5 shows the maximum achievable coverage probability as a
function of the target data rate. As expected, the maximum coverage probability decreases as
the target data rate increases. Compared with OFDMA, NOMA is shown to be able to provide
a higher coverage probability, and this performance gain can be further enlarged by pairing two
users with more distinctive channel conditions. For example, when i = 1 and j = 10, NOMA
can provide 2.2 bpcu data rate for both users with 90% coverage probability while OFDMA
can only provide 0.7 bpcu data rate for both users with the same coverage probability.
In Figure 5.6, the probability that NOMA achieves higher individual rates than OFDMA is
evaluated. It can be seen that the developed analytical results match closely with computer
simulations. For a fixed number of users, it is shown that pairing users with more distinc-
tive channel conditions can achieve higher data rates. Such performance gain is supported by
the SIC process, which greatly improves the SINR by canceling out a portion of interference.
Figure 5.6 also shows that NOMA is more beneficial when implemented in dense networks,
where efficient user selection and pairing algorithms can bring additional performance gains.
To enlarge the channel difference among users, angle diversity (AD) and wavelength division
multiplexing are possible solutions.
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Figure 5.5: System maximum coverage probability for different target data rates.
In Figure 5.7, the ergodic sum rate gain of NOMA over OFDMA is shown as a function of
the transmit SNR. Note that fixed resource allocation schemes are assumed for both NOMA
and OFDMA. Although the network performance can be improved further with more efficient
resource allocation algorithms, they are not the focus in this thesis. It can be seen that the
derived theoretical bound shows good consistency with simulation results. Also, Figure 5.7
demonstrates that, as the transmit SNR ρ increases, the sum rate gain of NOMA over OFDMA
first decreases until reaching a minimum. As ρ continues to increase, the sum rate gain increases
until it reaches the upper bound. This trend is consistent with Theorem 3. Also, it can be
concluded that the performance gain of NOMA over OFDMA is enlarged at high transmit SNR
values.
5.5.2 Multipath Reflections and Shadowing Effect
One of the advantages of VLC is that when the LOS is blocked by opaque objects, signal
transmission is still possible via the diffuse links but with a lower data rate. The performance
evaluation presented in Section 5.3 is based on the LOS link because the LOS link is the dom-
inant part of VLC channels, and it is mathematically intractable to include diffuse links in the
channel model. To evaluate the performance of NOMA inside a VLC network with multipath
reflections and shadowing, simulation-based results are provided in the following. Denote the
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Figure 5.6: Probability of NOMA achieving higher individual data rates than OFDMA (i = 1,
a2i = 9/10 and a
2
j = 1/10).
LOS blockage event as X , whose probability mass function can be modeled by the Bernoulli
distribution, given by:




p, χ = 1
1− p, χ = 0
, (5.27)
where p is the probability that the LOS is blocked. When χ = 0, the VLC channel consists both
the LOS and diffuse components, with the dominant part being the LOS link. When χ = 1,
the LOS link is blocked with probability p. In this case, signals are transmitted via the diffuse
links.
Different from narrowband infrared (IR) wireless communication, VLC uses a wide spectrum,
which ranges from 380 nm to 780 nm. This means that the wavelength-dependent power
spectral density of LEDs and the reflectance of indoor reflectors should be considered when
modeling the VLC channel. Detailed analysis on this topic can be found in Chapter 2. It has
been reported that the received signal power from multipath reflections and the root-mean-
square (RMS) delay spread in VLC are generally smaller than those in IR systems [6]. In the
following, the performance of NOMA is studied in a more realistic scenario where multipath
reflections and LOS blockage are considered. Specifically, a room of size 5× 5× 3 m3 is con-
sidered. The LED is located at the center of the ceiling while receivers are randomly distributed
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Figure 5.7: Ergodic sum rate gain of NOMA over OFDMA (bi : bj = υi : υj = 1 : 2).
in the room. Monte Carlo simulations are carried out and the system performance is evaluated
over 1, 000 independent trials. The channel impulse response is simulated using the recursive
algorithm reported in [6], as given in (2.10). It can be seen from Figure 5.8 that the performance
of NOMA in a VLC system degrades when the LOS blockage probability increases. However,
due to the existence of multipath reflections in indoor VLC, signal transmission is still possible
even if the LOS link is totally blocked. For example, in a VLC network occupied by 10 users,
a sum rate of 4.3 bpcu can be achieved when the LOS link is unblocked. If the VLC links are
subject to human blockages with a probability of 50%, the average sum rate drops by 1 bpcu.
In the worst-case scenario where the LOS links are completely blocked, signal transmissions
are still possible via multipath reflections but a low data rate is provided.
5.6 Summary
In this chapter, a theoretical framework for analyzing the performance of NOMA in an attocell
downlink has been presented. Different from Chapter 3 and Chapter 4, which mainly deal with
the ICI, this chapter is focused on intra-cell interference mitigation using NOMA. Since the
results presented in this chapter do not rely on any particular network geometry, they can be
applied to either traditional deterministic network models or stochastic models such as the PPP.
In a single attocell deployment, the performance of NOMA has been analytically evaluated
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Figure 5.8: Ergodic sum rate of NOMA with LOS blockage and shadowing.
and compared with the traditional OMA technique. For the guaranteed QoS provision, closed-
form expressions for the system coverage probability are derived. To provide the opportunistic
best-effort service to users with different channel qualities, the ergodic sum rate expression are
derived. Results show that, compared with OMA, NOMA can offer a high performance gain
by utilizing power-domain multiplexing, and this performance gain can be further enlarged by
pairing users with more distinctive channel conditions.
Although the theoretical framework is built upon the LOS link, simulation results taking into
account multipath reflections and shadowing effects are also presented. Both analytical and
simulation results have demonstrated that NOMA can serve as an efficient intra-cell interference
mitigation technique for future attocell networks. With the presence of multiple APs and hence




Physical-Layer Security in the
Multiuser Environment
In a wired network, transmitting and receiving devices are connected via dedicated cables.
Therefore, receivers that are not physically connected are unable to access the network. In
contrast, in optical attocell networks utilizing visible light communication (VLC), the broad-
cast nature of visible light enables simultaneous wireless data to be delivered to multiple users.
Despite the fact that wireless communications have removed the physical constraints on user
connectivity, allowing users to be mobile, the broadcast environment inevitably makes wireless
communications vulnerable to malicious eavesdropping and information interception. Follow-
ing previous chapters that deal with data coverage, this chapter investigates security vulnerabil-
ities of attocell networks that are imposed by unauthorized eavesdroppers.
6.1 Introduction
Despite their differences, both wired and wireless networks share the same Open Systems In-
terconnect (OSI) model, which characterizes and standardizes communication functionalities
of a typical telecommunication system. The OSI model describes seven layers of interaction
of an information system, containing fundamental function areas that are generally required
for data transfer between nodes in a distributed environment. From top to bottom, it includes
the application layer, the presentation layer, the session layer, the transport layer, the network
layer, the data link layer and the physical layer [150]. The description of each OSI layer can
be found in Table 6.1. Looking down from the top-level application perspective, data is created
and communicated down the stack layer by layer. When the original data traverses through
each layer, additional information such as the layer-added content is also included until the
represented data reaches the bottom physical layer. At that point, a physical medium such as
radio or visible light is used to send out the data. Within the OSI model, every layer has its
own security characteristics and vulnerabilities [151]. However, by reviewing the flow of in-
formation through the model, it can be seen that all the six layers above are dependent on the
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OSI layer Protocol data
unit (PDU)
Layer description Security control methods
Application (7) Data User applications, e.g.,
web browser and Telnet
Application monitoring
Presentation (6) Data Data conversion and
translation
Separation of user input
and program control func-
tions
Session (5) Data Session establishment,
sync and termination (log
on/off)
Password encryption









Data link (2) Frame Data frame establishment




Physical (1) Bit Transmission medium,





Table 6.1: OSI Layers and the corresponding security control methods
physical layer to deliver the information between nodes. As a result, the physical-layer security
is critical for all information security assets, which is the focus of this chapter.
The physical layer is responsible for the actual encoding and transmission of data. The defini-
tion of physical-layer security can be widened to include all physical items such as the commu-
nication media, transmitting and receiving devices, information feed and power cables. Among
them, hardware devices can be securely stored, but wireless communication media is prone to
security breaches due to its broadcast nature. In theory, as long as the an eavesdropper is within
the coverage area of the access point (AP), the transmitted data can be overheard.
From an information-theoretic point of view, the physical-layer security was pioneered by
Wyner for proposing the wiretap channel [152]: a channel in which an eavesdropper receives
a degraded version of the transmitted signal. The degraded wiretap channel was later extended
to the non-degraded broadcast channel by Csiszár and Körner [153]. In their seminal work,
it is shown that perfect secrecy can be achieved as long as the legitimate user has a less de-
graded channel than the eavesdropper. The secrecy capacity is derived as the difference be-
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tween the information capacities for the two users. Typical security enhancement techniques
that are implemented at upper layers of the communication chain include password protection
and user admission control. Physical-layer security enhancement, on the other hand, exploits
the randomness of noise and wireless communication channels to limit the amount of legitimate
information to be detected by unauthorized eavesdroppers [152, 153].
Different from point-to-point (P2P) communication, studying the secrecy performance in a
large-scale wireless network requires not only the knowledge of locations of legitimate users
but also the knowledge of locations of eavesdropping users that may interact with legitimate
users. Initial works that characterize the secrecy performance in multiuser wireless networks
rely on the secrecy graph model to study the node connectivity [154, 155] and the maximum
secrecy capacity [156] from an information-theoretic perspective. Following these works, the
secrecy capacity per source-destination pair was investigated in [157] by characterizing the
secrecy capacity scaling law in a wireless network. Moving from network information theory,
recent works have evaluated the secrecy performance in multiuser wireless networks using
mathematical tools from stochastic geometry [158, 159]. It should be noted that the works
in [152–159] are all focused on radio frequency (RF) based wireless networks.
Due to these fundamental differences between RF and VLC (see Chapter 2), results on the se-
crecy capacity obtained for RF networks cannot be directly applied to optical attocell networks.
By considering one transmitter, one legitimate user and one eavesdropper in a VLC system,
lower and upper bounds on the secrecy capacity of the amplitude-constrained Gaussian wiretap
channel were recently studied in [160], with the use of the derived capacity lower and upper
bounds in [161]. In the same work [160], beamforming was also utilized to improve the secrecy
capacity for the multiple-input single-output (MISO) VLC channel. Following this, the optimal
beamformer design problem subject to amplitude constraints was further studied in [14]. The
secrecy performance in a single-cell VLC system was studied in [162]. However, the random-
ness of legitimate users as well as eavesdroppers and, more importantly, the interactions among
them, have not been fully characterized when analyzing the secrecy performance in multiuser
attocell networks.
This chapter aims to characterize the secrecy performance in an indoor attocell network by con-
sidering the unique properties of the VLC channel as well as the network layout differing from
typical RF networks. The proposed approach is built upon a stochastic model with two indepen-
dent random topologies for APs and mobile users. Specifically, the VLC APs are modeled by a
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two-dimensional (2D) homogeneous Poisson point process (PPP) in the ceiling while the loca-
tions of users, which include both legitimate users and eavesdroppers, are modeled by another
independent 2D homogeneous PPP at the user plane. To separate eavesdroppers from legitimate
users, the locations of random eavesdroppers are obtained from a thinned PPP. The remainder
of this chapter is organized as follows. Section 6.2 formulates the information-theoretic secrecy
capacity expression as a preliminary. The secrecy outage probability and the ergodic secrecy
capacity with/without AP cooperation are derived in Section 6.3. The analysis on the secrecy
performance is extended in Section 6.4 by implementing a disk-shaped protected zone. Simula-
tion results and discussions are provided in Section 6.5. Finally, concluding remarks are given
in Section 6.6.
6.2 Preliminaries
Consider a downlink transmission scenario of an attocell network with the presence of both
legitimate users and eavesdroppers inside an indoor space. The VLC APs are vertically fixed,
since they are attached to the room ceiling, and their horizontal positions are modeled by a 2D
homogeneous PPP Φa with density λa. Similarly, mobile users are assumed to be at a fixed
height and their horizontal positions are modeled by another independent 2D homogeneous
PPP Φu with density λu. The vertical distance between the AP plane and the user plane is
denoted by L. Among all of the users, the presence of malicious eavesdroppers could com-
promise the transmission privacy of legitimate links due to the broadcast nature of the VLC
channel. Since eavesdroppers are typically disguised as legitimate users, it is uncertain whether
a random user u ∈ Φu is a legitimate user or an eavesdropper. Therefore, it is assumed that u
is an eavesdropper with probability pe and that u is a legitimate user with probability 1 − pe.
This thinned realization of Φu gives the point process for eavesdroppers, Φe, which is also a
homogeneous PPP whose density can be found as λe = peλu [45]. Furthermore, it is assumed
that eavesdroppers do not collude with each other so that each eavesdropper needs to decode
the transmitted information messages individually. The same channel model given in (3.4) is
used. Considering the communication link from an AP x ∈ Φa to an eavesdropper e ∈ Φe, the
received optical power can be written as:
Prx(x, e) =
α
(||e− x||2 + L2)m+32
Po, (6.1)
102
Physical-Layer Security in the Multiuser Environment
where Po denotes the radiated optical power of the AP. Similarly, the received signal power at
the legitimate user can be written as Prx(x, o), with o representing the origin is the location of
the typical user of interest. Based on the information-theoretic capacity of VLC systems [65],
the secrecy capacity of a VLC link can be calculated from [163]:
Cs = [Cb − Ce]+ , (6.2)
where [a]+ = max{a, 0},Cb is the channel capacity of the legitimate link andCe is the channel
capacity of the eavesdropping link. As legitimate users and eavesdroppers may use different
grades of receivers, for example, photodiodes (PDs) with different detection areas, bandwidths
and field-of-views (FOVs), they are subject to different levels of ambient noise and are capable
of detecting signals from various incident angles and with different amplifying gains. The effect
of choosing different FOV receivers is discussed in Section 6.5 while the impact of receivers
with different detection areas and amplifying gains can be accounted for in the system model
by assigning different noise variances at the legitimate user and the eavesdropper. Based on
this, σ2nb and σ
2
ne are denoted as the noise variance at the legitimate user and the noise variance
at the eavesdropper, respectively.
6.3 Secrecy Capacity
6.3.1 Nearest Access Point Association
Without AP cooperation, the nearest AP is assumed to serve a mobile user in the network
in order to maximize the information rate of the communication link. Based on (3.4), the
capacity of the legitimate link can be written as Cb = maxx∈Φa
1










nb), where x0 represents the location of the nearest AP to the origin.
Since it is assumed that eavesdroppers do not collude, the secrecy performance of the legitimate
user is limited by the eavesdropper with the highest signal-to-noise ratio (SNR). Therefore, the




















































where e∗(x0) denotes the horizontal distance from AP x0 to the nearest eavesdropper. The
approximation made in the last step is based on the fact that the received signal power is gen-
erally much larger than the noise variance in a VLC system utilizing existing luminaries as
APs [104, 164]. It is shown in (6.3) that a nonnegative secrecy capacity can only be achieved
when the legitimate user achieves a higher SNR than the strongest eavesdropper. In the case that
the eavesdropper receives signals from a less-degraded link than the legitimate user, the achiev-
able secrecy capacity drops to zero. It can also be seen from (6.3) that when the legitimate user
and the eavesdropper use different grades of receivers, the achievable secrecy capacity at the
legitimate user is offset by a constant, whose value is proportional to the logarithm of σne/σnb.
Therefore, without loss of generality, σnb = σne is assumed in the following analysis. Given
that the legitimate user is connected to AP x, the general solution for e∗(x) can be obtained by
finding the location of the eavesdropper e ∈ Φe that receives the strongest signal power:
e∗(x) = arg max
e∈Φe
Prx(x, e) = arg min
e∈Φe
||e− x||, (6.4)
where the second step is obtained based on the monotonic property of (6.1).
According to (6.3), it can be shown thatCs ≥ 0. Therefore, the cumulative distribution function
(CDF) of the secrecy capacity can be calculated from:












βx20 + (β − 1)L2
]
, (6.5)
where β = 4v/(m+3) is an auxiliary variable. Since the legitimate user is served by the nearest
AP, the probability density function (PDF) of x0 is [165]:





When conditioned on distance x0, (6.5) represents the probability that no eavesdroppers exist
within a disk, which is centered at x0 and has a radius of
√
βx20 + (β − 1)L2. Therefore, the
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−πλe (β − 1)L2
)
. (6.7)
After plugging β = 4v/(m+3) into (6.7), the secrecy capacity distribution is found as:
FCs(v) = 1−
1














for v ≥ 0, and zero otherwise. The above result assumes that the legitimate user is connected
to the nearest AP. Consider the case that the legitimate user is connected to the n-th nearest AP.












the CDF of the secrecy capacity when the legitimate user is connected to the n-th nearest AP



















for v ≥ 0, and zero otherwise. The secrecy outage probability, denoted by pso, is defined as







Letting λa approach infinity, a lower bound on the secrecy capacity can be obtained:
pLBso = lim
λa→∞











Reviewing (6.8) and (6.12), it can be concluded that installing more VLC APs can help decrease
the secrecy outage probability of a typical legitimate user. However, when the density of APs
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reaches a certain level, further increasing the density of APs is not meaningful since it can no
longer enhance the secrecy performance. In other words, it is impossible for a legitimate user in
the network to simultaneously achieve a target secrecy rate C̄s and have an outage probability
lower than pLBso (C̄s). Given a target secrecy rate C̄s and a target outage probability p̄so >
pLBso (C̄s), this requirement can be achieved by installing more APs in the network so that the
density of APs satisfies λa ≥ λe (1− p̄so) 4C̄s/(m+3)
/(
p̄so − pLBso (C̄s)
)
. It is also interesting
to note that reducing the semiangle of the LED, or equivalently increasing its Lambertian order,
helps improve the secrecy performance of the network.


















































−πλe (β − 1)L2
)
β










where Ei(a) = −
´∞
−a exp(−t)/tdt is the exponential integral function [110]. After apply-





−πλe (β − 1)L2
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β + λaλe












































= 0, the upper
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It can be seen that increasing the density of VLC APs can help enhance the ergodic secrecy
capacity of the network. However, when the density of APs exceeds a certain level, installing
more APs can not enhance the ergodic secrecy capacity any further. While satisfying the illu-
mination requirement, using LEDs with a smaller semiangle can increase the secrecy capacity
of a typical user. Specifically, it can be seen from (6.16) and (6.17) that a linear relationship
exists between the ergodic secrecy capacity and the Lambertian order m. Given the choice
of LEDs, the maximum ergodic secrecy capacity can not exceed the upper bound given in
(6.17). To achieve a target ergodic secrecy rate C̄s, whose value is smaller than CUBs , the
density of APs needs to exceed λ∗a, where λ
∗




















6.3.2 Optimal Access Point Association
Due to the randomness of eavesdroppers, it is not always optimal to serve the legitimate user
with the nearest AP. For example, if the eavesdropper is close to the nearest AP around the
legitimate user but far away from the second nearest AP around the legitimate user, selecting
the second nearest AP to serve the legitimate user may yield a higher secrecy rate. Therefore,
with the cooperation among APs, the secrecy performance of legitimate users can be further
enhanced. However, it should be noted that selecting the optimal AP to serve legitimate users
requires knowledge of the location information of all eavesdroppers at the central controller.
This can be achieved, for example, with indoor sensing and localization technologies. Despite
the additional implementation and computation complexity, this optimal scheme yields an en-
hanced secrecy rate. It is useful for network designers to quantify the secrecy performance
provided by the nearest AP and optimal AP and to decide which scheme is more suitable for
practical implementations. When the optimal AP is selected to serve the legitimate user, the
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Due to the intractability of the secrecy capacity expression in (6.18), the distribution function of
Cs is hard to obtain. In the following, two analytical bounds on the CDF of the secrecy capacity
are provided. With the cooperation of APs, the CDF of the secrecy rate can be calculated using
























































where 1(A) = 1 with event A being true, and zero otherwise. Based on Jensen’s inequality,




















































In other words, choosing the nearest AP to serve the legitimate user is sub-optimal, which gives
an upper bound on the CDF of the secrecy capacity, as given in (6.8). Based on the upper
bound on the CDF of the secrecy rate, a lower bound on the ergodic secrecy capacity can be
obtained, as given in (6.16). An upper bound on the ergodic secrecy capacity can be obtained























Because of the nested exponential function in (6.22), a closed-form expression is not available.
However, (6.22) can be efficiently calculated using numerical methods.
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Figure 6.1: Random network model with a secrecy protected zone. In this model, each VLC
AP has a disk-shaped protected zone, which is centered around the AP and has a
radius of D on the user plane. For simplicity, only the protected zone around the
nearest AP is drawn.
6.4 Secrecy Enhancement with a Protected Zone
In order to further enhance the secrecy performance of legitimate users in attocell networks,
a strategy named the “protected zone” [167] can be implemented. As depicted in Figure 6.1,
a protected zone is an eavesdropper-free area allowing only legitimate users to enter. If any
eavesdropper enters the protected zone, such behavior will be made aware to the AP, which
will then notify the legitimate user and temporarily stop the communication. A practical im-
plementation of the protected zone in indoor attocell networks can be achieved with motion
sensors that are already built in modern energy-saving lighting devices. It is acknowledged that
there might be means to break the suggested enforcement of the protected zone, for example,
by disguising as legitimate users. However, a deeper investigation of this aspect is outside the
scope of this work. A secrecy protected zone can be completely described by its center, i.e., its
associated AP, and a security radius D. The security radius is defined as the smallest horizontal
distance between the AP and any eavesdroppers that are undetectable.
Given that the horizontal distance between the nearest AP to the legitimate user is x0, the PDF
of the horizontal distance between this AP and the nearest eavesdropper outside the protected
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zone can be calculated using the void probability of PPP [166]:





for v ≥ D, and zero otherwise. Since the protected zone has a radius D, the minimum distance
between the nearest eavesdropper and the AP is D. Therefore, the location of the nearest
eavesdropper is
e∗(x0) = arg min
e∈Φe,e/∈B(x0,D)
||e− x0||, (6.24)
where B(x0, D) denotes the disk-shaped area centered at x0 with radiusD. Due to the exclusive
region in (6.24), the derivation of the CDF of the enhanced secrecy rate needs to be separated
into two scenarios. On the one hand, when
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On the other hand, when
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, the CDF of

























P [e∗(x0) ∈ B(x0, D)] dx0, (6.26)
where the critical point x0 =
√
(D2 − (β − 1)L2)/β is found by solving
√
βx20 + (β − 1)L2 =
D. Since e∗(x0) /∈ B(x0, D), it follows that P [e∗(x0) ∈ B(x0, D)] = 0. As a result, the second
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. It can be seen from (6.25) and (6.27) that the radius
of the protected zone has a strong impact on the secrecy performance. On the one hand, if






, given a fixed density of eavesdroppers, the secrecy outage probability
is lower bounded by:











which is obtained when the density of the APs approaches infinity. On the other hand, if






, increasing the density of VLC APs can efficiently reduce the secrecy



















which is obtained by letting λe approach infinity. Moreover, for legitimate users to achieve a
target secrecy rate C̄s with a target secrecy outage probability p̄so, network designers can set
up the protected zone with radius no smaller than D∗, where D∗ = ((4C̄s/(m+3) − 1)L2 +
(ln(1 − p̄so) + ln(1 + 4C̄s/(m+3)λe/λa))/πλe)1/2 for p̄so ≥ 1 − (1 + 4C̄s/(m+3)λe/λa)−1,
and D∗ = ((4C̄s/(m+3) − 1)L2 − (ln p̄so + ln(1 + 4−C̄s/(m+3)λa/λe))4C̄s/(m+3)/πλa)1/2 for
p̄so < 1−(1+4C̄s/(m+3)λe/λa)−1. Also, it is evident that a more stringent secrecy requirement
with a larger C̄s and/or a smaller p̄so requires the implementation of a larger secrecy protected
zone.
The enhanced ergodic capacity can be calculated by integrating the complement of the CDF.








































where for simplicity the variable of integration has been changed from v to β. The first integra-
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Combining (6.31) – (6.35) yields the following closed-form expression for the ergodic secrecy
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Parameter value
Room dimensions 18× 14× 3.5 m3
Height of VLC APs 3.15 m
Height of mobile users 1 m
LED semiangle 30◦
Transmit signal power of the AP 1 W
Receiver detection area 1 cm2
Receiver responsivity 0.4 A/W
Reflective index of the optical concentrator 1.5
Optical filter gain 1
Receiver FOV 90◦
Bandwidth 40 MHz
Noise PSD 10−21 A2/Hz























































Note that the above ergodic secrecy capacity expression simplifies to (6.16) whenD = 0. Also,
it is shown in (6.36) that the ergodic secrecy capacity scales linearly with the Lambertian order
m, regardless of the size of the protected zone. Given the choice of LEDs, the density of APs
and the density of eavesdroppers, a target ergodic secrecy capacity C̄s can be achieved through
the implementation of a protected zone with radius D∗, where D∗ is the numerical solution
for D by letting (6.36) equal C̄s. Since the expression in (6.36) monotonically increases with
respect to D, the numerical solution for D∗ is unique.
6.5 Simulation Results
In this section, a MATLAB implementation is used to validate the derived results. Simulation
results are obtained by averaging 20, 000 realizations of Monte Carlo simulations. A typical
office of size 18 × 14 × 3.5 m3 is considered, as illustrated in Figure 6.1. If not otherwise
specified, the network parameters used for the simulation setup are described in Table 6.2.
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Figure 6.2: Secrecy outage probability versus AP density. The legitimate user is served by the
nearest AP in its vicinity. λe = 0.2.
First, consider the scenario where the legitimate user is served by the nearest AP without im-
plementation of the secrecy protected zone. In this case, malicious eavesdroppers can be hori-
zontally as close as possible to the AP that serves the legitimate user. By fixing the density of
eavesdroppers (λe = 0.2), the secrecy outage probability at the typical legitimate user is evalu-
ated for different values of the AP density, as shown in Figure 6.2. It can be seen that, when λa
is small, increasing the density of VLC APs can efficiently reduce the secrecy outage probabil-
ity at the legitimate user. However, when λa is large, further increasing the density of VLC APs
only slightly reduces the secrecy outage probability. For example, given that the target secrecy
rate is C̄s = 1 bit/s/Hz, increasing λa from 0.1 to 1 causes the secrecy outage probability to
drop by 0.3. In comparison, when λa is increased from 1 to 10, the secrecy outage probability
only drops by 0.1. Also, it is shown that a lower bound on the secrecy outage probability exists
even if the density of VLC APs approaches infinity. This result is in agreement with (6.12).
In Figure 6.3, the ergodic secrecy capacity is plotted against the density of APs. It is shown
that the ergodic secrecy capacity at the legitimate user drops when the density of eavesdroppers
increases. Given a fixed density of eavesdroppers, increasing the density of VLC APs can ef-
ficiently enhance the ergodic secrecy capacity when λa is small. However, the ergodic secrecy
capacity of the legitimate user tends to saturate at high AP densities. As a result, increasing the
density of VLC APs when λa is large does not bring a significant incrementation to the ergodic
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Figure 6.3: Ergodic secrecy capacity versus AP density. The legitimate user is served by the
nearest AP in its vicinity.
secrecy capacity. Instead, increasing the density of APs when λa is small is more meaningful.
Second, consider the scenario where the legitimate user is served by the optimal AP when APs
are cooperated in the network. For the typical legitimate user, the optimal AP is not necessarily
the nearest one, depending on the locations of potential eavesdroppers. With the cooperation
among VLC APs, the optimal AP that brings the highest secrecy rate to the legitimate user is
selected. In the Monte Carlo simulation, the optimal AP is found out through the exhaustive
search (ES) method. In Figure 6.4, the secrecy outage probability is plotted against different
eavesdropper densities, and it can be seen that the simulation results are well bounded by the
derived analytical results. On the one hand, by assuming that the optimal AP is the nearest
one, the secrecy rate of the legitimate user is underestimated. As a result, this assumption
leads to an upper bound on the secrecy outage probability. On the other hand, the lower bound
on the secrecy outage probability is obtained from Jensen’s inequality, as described in (6.20).
Comparing the lower bound with the upper bound, it can be seen that the lower bound is closer
to the simulation results. It is also shown in Figure 6.4 that both theoretical bounds on the
secrecy outage probability are reasonably tight when the eavesdropper density is large. In
Figure 6.5, the ergodic secrecy capacity of the legitimate user is computed for different values
of the eavesdropper density. It should be noted that assuming that the optimal AP is the nearest
one gives the lower bound on the ergodic secrecy capacity in Figure 6.5, which corresponds to
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Figure 6.4: Secrecy outage probability versus eavesdropper density. The legitimate user is
served by the optimal AP. C̄s = 0.5 bit/s/Hz.
the upper bound on the secrecy outage probability in Figure 6.4. Again, both analytical bounds
become tighter as the eavesdropper density increases. Based on the results shown in Figure 6.4
and Figure 6.5, it can be concluded that the optimal AP that maximizes the secrecy performance
of the legitimate user is not necessarily the nearest one. To investigate further, the probability
mass function (PMF) of the index of the optimal AP that maximizes the secrecy capacity of
the legitimate user is shown in Figure 6.6. Index i relates to the i-th nearest neighboring AP to
the legitimate user. For example, index 1 corresponds to the nearest AP, index 2 corresponds
to the second nearest AP, and so on. It is shown in Figure 6.6 that, when compared to other
neighboring APs, the nearest AP is most likely the optimal one. However, it is also possible
that the optimal AP is the second nearest or the third nearest, etc. Figure 6.6 also shows that
with a smaller value of λa, it is more likely that the nearest AP is the optimal one, which
therefore explains why the analytical bounds are tighter for smaller values of λa, as observed
in Figure 6.4 and Figure 6.5.
Third, consider the scenario where the legitimate user is served by the nearest AP in its vicinity,
with the implementation of a secrecy protected zone. It is assumed that any malicious eaves-
droppers inside the protected zone can be detected by the AP so that these eavesdroppers do not
cause any secrecy information loss at the legitimate user. As a result, the secrecy information
loss at the legitimate user is caused by eavesdroppers outside the protected zone only. In Fig-
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Figure 6.5: Ergodic secrecy capacity versus eavesdropper density. The legitimate user is
served by the optimal AP.
ure 6.7, the secrecy outage probability is plotted against the density of VLC APs. It is shown
that, for a given target secrecy rate, the secrecy outage probability decreases as the AP density
increases. However, when λa is large, further increasing the density of VLC APs only slightly
reduces the secrecy outage probability. Also, it is shown that a lower bound on the secrecy
outage probability exists when λa approaches infinity. After implementing a secrecy protected
zone, the secrecy outage probability is reduced significantly. More specifically, when λa = 1,
λe = 0.2 and the target secrecy rate is C̄s = 2 bit/s/Hz, implementing a secrecy protected zone
with radius D = 1 m reduces the secrecy outage probability by 0.2. If the secrecy protected
zone has a radius of D = 2 m, the secrecy outage probability can be reduced to nearly zero.
It is also shown in Figure 6.7 that, with a sufficiently large protected area, the secrecy outage
probability is no longer bounded at the lower end, i.e., increasing the density of VLC APs can
efficiently reduce the secrecy outage probability to zero. Figure 6.8 sets λa = 0.5 and evaluates
the impact of the eavesdropper density on the secrecy outage probability. It can be seen that,
without the protected zone, the secrecy outage probability can be as large as one if the eaves-
dropper density is sufficiently high. However, with the implementation of a protected zone, the
worst-case scenario of the secrecy outage probability can be limited below a certain level. For
example, when the target secrecy rate is C̄s = 2 bit/s/Hz and the protected zone has a radius
of D = 2 m, the worst-case secrecy outage probability at the legitimate user does not exceed
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Figure 6.6: PMF of the index of the optimal AP. λe = 0.2.
0.12, regardless of the eavesdropper density. To further investigate the impact of the protected
zone, Figure 6.9 shows the ergodic secrecy capacity against the radius of the protected zone
while fixing the eavesdropper density to λe = 0.2. The slope of the curve shows that a very
small protected area brings only marginal improvement on the secrecy performance. However,
by further increasing the size of the protected zone, the secrecy performance at the legitimate
user can be enhanced significantly. Specifically, when λa = 1 and Ψ1/2 = 30◦, increasing
the radius of the protected zone from 0 to 1 m increases the ergodic secrecy capacity by 0.6
bit/s/Hz. In contrast, increasing the radius of the protected zone from 1 to 2 m can increase
the ergodic secrecy capacity by 1.9 bit/s/Hz. In Figure 6.9, it is also shown that using more
directional LEDs, i.e., LEDs with a smaller semiangle, enhances the secrecy performance at
the legitimate user. However, the actual choice of LEDs should also take practical illumination
requirements into consideration.
Note that the above obtained results assume full FOV detectors. As nonimaging concentrators
typically exhibit a trade-off between gain and FOV, reducing the FOV would give rise to the
concentrator gain (see (2.5)). Therefore, legitimate users can enhance the secrecy capacity
by employing narrow FOV detectors as long as the VLC link falls within the FOV. There is
a similar trade-off at eavesdroppers. Eavesdroppers employing a wide FOV are capable of
intercepting VLC signals coming from a wide area, but the amount of interceptable information
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Figure 6.7: Secrecy outage probability versus AP density. The legitimate user is served by the
nearest AP in its vicinity, and eavesdroppers are outside the protected zone with
radius D. λe = 0.2.
is reduced. To better understand this trade-off, the impact of detector FOV on the secrecy
capacity is investigated and the simulation results are shown in Figure 6.10. It can be seen
that there is an optimal FOV that maximizes the ergodic secrecy capacity. To elaborate more,
when the detector FOV is small, increasing FOV enhances the achievable rate of the legitimate
link but limits the possibility of eavesdropping to a certain degree, thereby contributing to the
secrecy improvement. However, further increasing FOV beyond the optimal point degrades the
secrecy performance because the legitimate link is now more prone to eavesdropping. With
given simulation parameters, Figure 6.10 shows that detectors with 15 ∼ 20◦ FOV are ideal.
6.6 Summary
In this chapter, the physical-layer security in a PPP-based indoor attocell network has been in-
vestigated. With the use of mathematical tools from stochastic geometry, analytically tractable
expressions for the secrecy outage probability, the ergodic secrecy capacity and their lower
and upper bounds are derived. The analytical results are substantiated with extensive Monte
Carlo simulations. Moreover, impacts of AP cooperation and the implementation of a secrecy
protected zone on the secrecy performance have also been investigated. Results show that co-
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Figure 6.8: Secrecy outage probability versus eavesdropper density. The legitimate user is
served by the nearest AP in its vicinity, and eavesdroppers are outside the protected
zone with radius D. λa = 0.5.
operating neighboring APs can enhance the secrecy performance of attocell networks, but only
to a limited extent. Instead, building a secrecy protected zone around APs can significantly
improve the network secrecy performance.
With the cooperation of APs, a virtual MISO system can be formed, allowing advanced optical
beamforming techniques to be implemented for securer communication. Nevertheless, un-
earthing the optimal beamformer is no easy task, whose complexity becomes more significant
with an increased number of cooperative APs. Moreover, the beamformer design has to take
into consideration of the nonnegativity constraint of optical signals, which could further scale
up the computing overhead. As the optimal beamformer design requires knowledge of channel
state information (CSI) for not only legitimate users but also eavesdroppers, this knowledge
may range from partial and statistical CSI to a complete lack of CSI, especially when there is
no feedback from passive eavesdroppers.
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Figure 6.9: Ergodic secrecy capacity versus the radius of the protected zone. The legitimate
user is served by the nearest AP in its vicinity. λe = 0.2.

























Figure 6.10: Impact of detector FOV on the secrecy capacity. The legitimate user is served by




Conclusions, Limitations and Future
Research
7.1 Summary and Conclusions
Indoor attocell networks are usually modeled by placing the access points (APs), typically
in the form of light-emitting diodes (LEDs), on a hexagonal grid, with mobile users either
deterministically placed or randomly distributed inside the network. Although these models
are straightforward to set up, they are by no means tractable and therefore require extensive
computer-aided simulations to evaluate the network performance. Also, these models inher-
ently overlook the idleness of APs. Idle APs represent the LEDs that either are inactive or
operate in the illumination mode only (without signal transmission). From this point of view,
a random thinning process built upon the hexagonal model is more accurate. In this thesis, a
stochastic Poisson point process (PPP) model has been proposed to evaluate the performance
of indoor attocell networks utilizing visible light communication (VLC) because it can yield
close results to the thinned hexagonal model while being significantly more tractable.
Based on the PPP model, fundamental performance metrics of attocell networks have been
studied in detail. Specifically, an analytical framework based on the moment generating func-
tion (MGF) has been proposed to facilitate accurate characterizations of the signal, interference
and signal-to-interference-plus-noise ratio (SINR). The SINR distribution is then utilized to
derive the link coverage probability and ergodic capacity. Unlike point-to-point (P2P) VLC,
attocell networking is fundamentally limited by the role of interference rather than noise. Since
interference is essentially unwanted signals that are intended for other users, it can be used to
enhance the link performance if efficiently exploited. This leads to an advanced interference
mitigation technique called the successive interference cancellation (SIC), which is capable of
decoding interfering signals in order of descending signal powers and subtracting the decoded
interfering signal to enhance the SINR. The analytical framework has also been extended to
include practical SIC, whose operation is imperfect and leaves residual interference.
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The performance of an attocell network can be optimized by selecting optical receivers with low
noise figures and implementing interference mitigation techniques. Although the first approach
is effective in improving the overall performance, it is costly since the receiver components are
often the most expensive part of the communication link. In contrast, the second approach is
more attractive and practical because it enhances the network performance with a reasonable
amount of implementation overhead. Therefore, interference mitigation techniques have been
the focus of this thesis. In general, interference in an attocell network can be classified into two
categories: inter-cell interference (ICI) and intra-cell interference. ICI exists in most networks
and it originates from APs that are transmitting signals to other users on the same communi-
cation resource. Intra-cell interference originates when the AP inside an attocell multiplexes
signals for a number of users for transmission on the same communication resource. Examples
of this kind are code division multiplexing and power domain multiplexing.
To address the ICI problem in attocell networks, the coordinated multipoint (CoMP) with joint
transmission (JT) has been investigated. CoMP-JT aims to reduce the ICI level by cooperating
a cluster of APs. Through cooperation, user signals and the channel state information (CSI)
are mutually shared via backhaul communications. In this way, ICI can be effectively con-
verted into useful signals to enhance the SINR. Depending on the specifically implemented JT
scheme, interference-converted signals can be added in a coherent or noncoherent manner. For
coherent JT, signals are preprocessed based on the CSI, i.e., using zero-forcing precoding, so
that the received signals are coherently constructed in amplitude. For noncoherent JT, signals
are transmitted without joint frame alignment so that the received signal power is combined.
For both JT schemes, the exact probability density functions (PDFs) of the signal power and
interference have been derived by inverting their characteristic functions. However, the derived
characteristic functions are in completed forms and no explicit expressions for the PDFs are
available. Motivated by this, the distribution functions for the signal power and interference
are approximated with second-order moment matching. It has been shown that, for noncoher-
ent JT, the signal power and interference can both be modeled by gamma distributions. For
coherent JT, it has been shown that the signal power and interference can be approximated by
a generalized gamma distribution and a gamma distribution, respectively. The approximated
distributions of signal power and interference allow the link coverage probability to be derived
straightforwardly. Combing analytical results and simulations, it has been shown that, although
coherent JT requires more stringent signal synchronization and has higher implementation cost
than the noncoherent counterpart, it yields superior coverage performance. Moreover, the per-
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formance gain of coherent JT over noncoherent JT is more evident for attocell networks with a
dense deployment of APs and high SINR requirements.
Although intra-cell interference can be avoided with the use of orthogonal multiple access
(OMA) schemes, they lead to a limited network throughput, especially when there are a large
number of users at the cell edge. To achieve higher network throughputs, non-orthogonal mul-
tiple access (NOMA) has been proposed in this thesis as an effective technique to mitigate the
intra-cell interference. The benefits of NOMA originate from power-domain multiplexing at
the transmitter side and SIC at the receiver side. Specifically, although the received signal at
each user contains unwanted signal copies that are intended for other users, the dominant part of
intra-cell interference can be mitigated by SIC so that it does not noticeably degrade the SINR.
This work has provided a theoretical framework for the performance evaluation of NOMA and
characterized its throughput gain over the traditional OMA technique. Results reveal that the
performance gain of NOMA can be further enlarged with appropriate user selection and pairing
algorithms. In fact, it is advantageous to pair users with distinctive channel conditions because
this allows unwanted signals to be more effectively removed in the SIC process.
Along with interference and multiuser access, another important performance indicator of op-
tical attocell networks is information security. Although the network security can be linked
to all seven layers of the Open Systems Interconnect (OSI) model, the top six layers all rely
on the bottom physical layer to deliver the information. Therefore, the physical-layer security
is critical for all information security assets and it is the focus of the last part of this thesis.
Compared to traditional radio frequency (RF) wireless networks, VLC-based attocell networks
are inherently more secure because the transmitted signal does not penetrate through opaque
walls and hence can be well confined within the room where it originates. Moreover, compared
to RF channels, VLC channels have a higher path-loss exponent. As a result, given that all
other parameters remain the same, the eavesdropped signal in VLC would experience a sev-
erer attenuation than that in RF. To quantify the secrecy performance of attocell networks, the
information-theoretic secrecy capacity has been investigated. Using mathematical tools from
stochastic geometry, analytical expressions for the secrecy outage probability, the ergodic se-
crecy capacity, as well as their lower and upper bounds, have been derived and simplified into
tractable forms. Furthermore, two secrecy enhancement techniques, namely AP cooperation
and eavesdropper-free protected zones, have been proposed and included into the analytical
framework. Results show that AP cooperation can enhance the secrecy performance of attocell
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networks, but the gain is limited. The implementation of eavesdropper-free protected zones, on
the other hand, is more effective and it can significantly improve the network security.
Through modeling and characterizing the role of interference, this thesis shows that interference
is one of the bottlenecks that fundamentally limit the performance of optical attocell networks.
By classifying interference into two categories according to its origination, this thesis has sug-
gested two powerful interference mitigation techniques: CoMP and NOMA. CoMP aims at re-
ducing the level of ICI by exploiting the spatial diversity among the distributed APs. Therefore,
it is most applicable to attocell networks with a dense deployment of optical APs. NOMA, on
the other hand, offers throughput gains by utilizing the spatial diversity of the multiuser chan-
nel. As a result, significant performance gains are expected for attocell networks with sparsely
distributed mobile users. On the physical layer, VLC is expected to provide higher informa-
tion securities as visible light can be more easily confined and managed than radio waves. In
this regard, physical secrecy enhancement measures are promising solutions for future optical
attocell networks.
7.2 Limitations and Future Research
In this thesis, the analytical frameworks proposed to evaluate optical attocell networks are based
on the stochastic PPP model. This is an idealized model, where no restrictions are added upon
neighboring APs. However, there exist practical modeling restrictions on the total number of
APs and their locations. In this sense, the development of a refined model that more accurately
reflects practical scenarios can be the subject of future work. Towards this direction, it is
of interest to build an analytical framework upon the thinned hexagonal model, in which the
hexagons represent physical locations of LED luminaries and the thinning process captures the
activeness of APs.
In Chapter 2, a complete VLC channel model including the line-of-sight (LOS) and diffuse
links has been studied via a recursive approach. Although the model captures the wavelength-
dependent multipath dispersion characteristics of VLC, it is mathematically intractable and its
computation relies on computer simulations. Therefore, the analysis presented in this thesis
is focused on the LOS link because it is the dominate part of the VLC channel and it allows
tractable analytical results to be derived. A tractable yet accurate VLC channel model may
be studied in future work. Also, the attocell network under investigation is configured in an
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empty space without any obstructions or objects while a real environment may contain multiple
interiors. In this case, the channel model becomes more complicated and is subject to random
shadowing. In addition, this thesis assumes a vertical receiver orientation in the link setup.
This assumption is made to simplify the user-AP association rule, according to which the user
is guaranteed to receive signals with the highest power from the nearest AP. When receiver
devices are subject to random orientations, the channel model would become more involved
and the result of user-AP association would also change. Future works on this subject may
relax these assumptions. For example, instead of assuming a vertical receiver orientation, a
probabilistic model capturing the orientation profile of mobile users can be developed.
At the receiver front-end, optical compound parabolic concentrators (CPCs) are used in order
to enhance the effective detection area of photodiodes (PDs). This is a cost-effective method
because an off-the-shelf PD with a large detection area is very expensive. Compared to a bare
PD, which has a full filed-of-view (FOV), a CPC limits the FOV to a certain angle. Light rays
whose incident angle is greater than the FOV is blocked. Intuitively, using CPCs with a smaller
FOV can enhance the channel gain and limit the interference level. However, it complicates the
modeling of interfering APs. In this thesis, a wide FOV of 90◦ is assumed. A generalization on
this subject is worth investigating further.
In Chapter 3 and Chapter 5, SIC has been utilized as an interference mitigation technique to
address the inter-cell interference (ICI) and intra-cell interference, respectively. In Chapter 3,
the SIC capability is characterized by a simplified model, which assumes that the interfer-
ence generated by APs inside a disk-shaped area is cancellable. However, the performance of
practical SIC depends on the interference demodulation and remodulation processes, and only
interference whose equivalent SINR exceeds a certain threshold is cancellable. Also, resid-
ual interference exists in SIC because interference demodulation and remodulation processes
are subject to errors and imperfections. A linear relationship is used in Chapter 3 to model
the residual interference, which may be inaccurate for real-world systems. Similarly, the per-
formance of NOMA studied in Chapter 5 assumes perfect SIC. However, the performance of
practical NOMA-based attocell networks may subject to certain degradations.
In Chapter 4, CoMP-JT has been investigated as an ICI mitigation technique for optical attocell
networks, whose operation relies on the cooperation and data exchange among APs. It has been
assumed in the analysis that the backhaul link can provide error-free coordination and data ex-
change. However, the backhaul link in practical applications has delivery latency and limited
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capacity. The latency affects the duration for which the CSI remains valid, depending on user
mobilities. In fact, apart from the feedback scheduling delay, additional backhaul latency can
be caused by hardware limitations and the necessary time required for signal processing. The
second limiting factor is the backhaul capacity, which should be much larger than the downlink
delivery rate because not only the CSI but also the user data need to be shared among cooper-
ative APs. Furthermore, the AP cooperation scheme is based on a static clustering approach.
Hence, it has the drawback that the coordinated APs are not optimized for individual users.
It has been shown in Chapter 5 that when two users are selected for NOMA, the optimum
network throughput can be achieved by pairing two users with the most distinctive channel
conditions. On this topic, it would be interesting to study a more general case, where a mul-
tiplicity of users (more than two) are clustered for NOMA. Although the proposed analytical
framework can be used to evaluate the performance of NOMA with arbitrary power allocation
coefficients, it does not shed light on the optimal power allocation algorithm that maximizes
the network throughput or user fairness. Moreover, the study of NOMA is restricted to a sin-
gle attocell for the purpose of mitigating intra-cell interference. Future works may include the
investigation of more advanced techniques that are capable of mitigating the ICI and intra-cell
interference simultaneously. Towards this directions, multiple-input and multiple-out (MIMO)
and optical beamforming techniques are worth investigating.
The physical-layer security discussed in Chapter 6 only considers wiretapping of a standalone
eavesdropper. However, practical attocell networks may also be vulnerable to more harmful
jamming attacks, in which malicious users may generate disrupting signals to prevent legitimate
users from accessing the network. To avoid this kind of attack, spectrum sensing techniques
can be further investigated as a means of jamming signal detection and prevention. Moreover,
the analysis presented in Chapter 6 assumes that eavesdroppers do not collude. In the presence
of colluding eavesdroppers, they are able to exchange and combine the information received
to facilitate joint signal detection. In this case, the network secrecy performance would be
degraded further. Future works may also include artificial-noise-aided secrecy enhancement
techniques, which allow APs to generate specific interfering signals as artificial noise to degrade
the performance of eavesdroppers. Since additional communication resources are utilized for
artificial noise, this approach unavoidably reduces the achievable data rate of legitimate users.
The interference mitigation techniques discussed in this thesis implicitly assume the knowledge
of perfect CSI at the transmitter. However, in practice, channel uncertainty may arise due to user
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location uncertainties, noisy channel estimations, erroneous and/or outdated CSI feedbacks. In
these scenarios, the estimated channel vector at AP i, denoted by ĥi, can be modeled by [168]:
ĥi = hi + εi, (7.1)
where hi is the true channel coefficient vector at AP i and εi is the channel estimation error
vector. Note that vectors ĥi,hi and εi all have the same size, which is equivalent to the number
of users. Noisy CSI can be modeled by considering εi as a Gaussian distribution with zero
mean while outdated CSI can be modeled by bounding the Euclidean norm of εi [168]. Since
the discussed interference mitigation techniques all depend on CSI, re-evaluating the network
performance with CSI uncertainties can be future work.
In this thesis, VLC APs are assumed to be single-LED luminaires. Transmit diversity can be
achieved when using multi-LED transmitters to form a multiple-input single-output (MISO)
system1. However, a densely packed multi-LED transmitter in the form an LED array may not
offer a high diversity gain due to the absence of multipath fading in VLC channels. To overcome
this issue, techniques such as multi-color LED transmitters can be investigated because PDs
have different responsivities at different wavelengths, thereby offering different channel gains.
Last but not least, the studies conducted in this thesis are based on analytical evaluations and
computer simulations, where some idealized assumptions are made to facilitate the process. In
this regard, experimental validations are necessary to verify the accuracy and practicality of the
obtained results. In doing so, important findings may be revealed and the presented work with
practical modifications would be more meaningful towards the implementation of future optical
attocell networks.
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whereQk denotes the ergodic data rate for the k-th user, k ∈ {1, · · · ,K − 1}, and QK denotes


























































Ergodic Sum Rate of NOMA (Theorem 1)














































































where (·)n represents the Pochhammer symbol. After replacing the power series in (A.4) with
the Gaussian hypergeometric function, the expression for QK is obtained, as shown in (5.15).
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Note that the joint PDF of h2i and h
2
j can be obtained as [149]:
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where ω = K! ((i− 1)! (j − 1− i)! (K − j)!)−1. After further simplification, the probability
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Combining (B.5)–(B.7), Theorem 2 is proved.
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Appendix C
An Upper Bound on the Sum Rate
Gain of NOMA over OFDMA
(Theorem 3)
The sum rate gain of NOMA over OFDMA can be formulated as:
E
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It can be seen from (C.1) that E
[
Ri +Rj − R̄i − R̄j
]
≈ 0 when ρ approximates zero. Ac-
cording to Leibniz integral rule, it follows that
∂E
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 f ′h2j (t)dt. (C.2)
As ρ increases, the derivative of E
[
Ri +Rj − R̄i − R̄j
]
first drops below zero and then in-
creases to a positive value. Therefore, the trend of the sum rate gain of NOMA over OFDMA
is proved. In high SNR regimes, it is straightforward to show:
lim
ρ→∞
























= − log2 aj .
(C.3)
The data rate for the j-th user participated in NOMA can be divided into two parts:
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Applying integration by parts, N1 in high SNR regimes can be calculated as:
lim
ρ→∞
N1 = bi log2 aj + limρ→∞
bi
2
























































































Combining (C.3)–(C.8), Theorem 3 is proved.
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Appendix D
Optimal User Pairing in NOMA and
Its Sum Rate Gain over OFDMA
(Corollary 2)
The proof is divided into two parts. First, it is shown that the maximum sum rate gain is
achieved when i = 1 and j = K. Second, it derives the expression of the maximum sum rate
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]
< 0. (D.3)
From (C.3), it can be shown that limρ→∞ E [Ri+1] = limρ→∞ E [Ri]. Therefore, in order to
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(t) represents the CDF of the i-th largest variable h2i , it is obvious that (D.4) is true. To
this end, (D.1) is proved. The proof of (D.2) can be conducted in a similar way. For the second
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