Using the standard saddle-point method, we find an explicit relation for the large-N limit of the free energy of an arbitrary generalized 2D Yang-Mills theory in the weak (A < A c ) region. In the strong (A > A c ) region, we investigate carefully the specific fourth Casimir theory, and show that the ordinary integral equation of the density function is not adequate to find the solution. There exist, however, another equation which restricts the parameters. So one can find the free energy in strong region and show that the theory has a third order phase transition. 
Introduction
The pure 2D Yang-Mills (tr(F 2 )) theory (YM 2 ) defined on compact Riemann surfaces, is characterized by its invariance under area preserving diffeomorphism and the fact that there are no propagating degrees of freedom. This theory is not unique in this sense, and it is possible to generalize it without losing these properties.
In an equivalent formulation of YM 2 theory, one can use itr(BF ) + tr(B 2 ) as the Lagrangian, where B is an auxiliary pseudo-scalar field in the adjoint representation of the gauge group. Path integration over the field B leaves an effective Lagrangian of the form tr(F 2 ) [1] . Now, a generalized 2D Yang-Mills theory (gYM 2 ) is a theory with above Lagrangian, in which the term tr(B 2 ) is replaced by an arbitrary class function Λ(B) .
In [2] , where these theories were first introduced, the partition function of gYM 2 have been obtained by considering its action as a perturbation of the topological theory at zero area. In [3] , these theories have been coupled to fermions, to obtain the generalized QCD 2 . Generalizing the Migdal's suggestion about the local factor of plaquettes [4] , the authors of [5] have found the partition function and the expectation values of the Wilson loops for gYM 2 's. In [6] , these quantities and also the generating functional of the field strength have been calculated for arbitrary two dimensional orientable and nonorientable surfaces, using the standard path integral method.
One of the important features of YM 2 , and also gYM 2 's, is their behaviour in the case of large gauge groups, e.g., the large N behaviour of SU(N) (or U(N)) gauge theories. On one hand, it is interesting to study the relation between these theories at large N and the string theory. Such investigations began in [7] and [8] for YM 2 and in [5] for gYM 2 . In these papers, it was shown that the coefficients of 1/N expansion of the partition function of SU(N) gauge theories are determined by a sum over maps from a two-dimensional surface onto the two-dimensional target space.
Another thing of interest, also related to the above mentioned one, is to study the large N behaviour of the free energy of these theories. This is done by replacing the sum over the irreducible representations of SU(N) (or U(N)), appearing in the expressions of partition function and Green functions, by a path integral over continuous Young tableaux, and calculating the area-dependence of the physical quantities from the saddle-point configuration. In [9] , It was shown that the free energy of U(N) YM 2 on a sphere with surface area A < A c = π 2 has a logarithmic behaviour. Later, the authors of [10] calculated the free energy for surface area A > π 2 , and showed that the YM 2 has a third order phase transition at the critical surface area. Such kind of calculation for gYM 2 began in [11] , and the authors claimed that these theories have a rich phase structure. They also discussed the general behaviour of the density function ρ for A < A c , and brought some comments for the A > A c region.
In this paper, we first complete the calculation of the free energy of U(N) gYM 2 for A < A c region for an arbitrary gYM 2 on sphere and derive an exact solution for the density function. But the main part of the paper is about the A > A c region of a specific fourth Casimir model. It is seen that here, unlike the YM 2 model, the density function ρ has two maxima, for A < A c . So some new features arise in the phase transition, which must be handled more carefully. At the end we show, however, that for this particular model there exist a third order phase transition, just as in the case of YM 2 . This is another similarity between these two theories.
2 Large-N behaviour of gYM 2 at A < A c
The partition function of the gYM 2 on a sphere is [5, 6] 
where r's label the irreducible representations of the gauge group, d r is the dimension of the r'th representation, A is the area of the sphere and Λ(r) is :
in which C k is the k'th Casimir of group, and a k 's are arbitrary constants. Now consider the gauge group U(N) and parametrize its representation by n 1 ≥ n 2 ≥ · · · ≥ n N , where n i is the length of the i'th row of the Young tableau. It is found that [12] 
To make the partition function (1) convergent, it is necessary that p in eq.(2) be even and a p > 0. Now, following [9] , we can write the partition function (1) at large N, as a path integral over continuous parameters. We introduce the continuous function :
where 0 ≤ x := i/N ≤ 1 and n(x) := n i /N.
The partition function (1) then becomes
where
apart from an unimportant constant, and :
As N → ∞, the partition function (7) is determined by the configuration which maximizes S. The saddle point equation for S is :
where:
and P indicates the principal value of the integral. Introducing the density
the eq. (9) is reduced to:
along with the normalization condition
The condition n 1 ≥ n 2 ≥ · · · ≥ n N imposes the following condition on the density ρ(λ) :
To solve eq.(12), we define the function H(z) in complex z-plane [13] ,
This function is analytic on the complex plane exept for a cut at [b, a]. There , one has
H is found to be [10, 14] :
where c is a contour encircling the cut [b, a], and excluding z and g(λ) is defined through eq. (10) . Deforming c to a contour around the point z and the contour c ∞ (a contour at the infinity ), one finds:
where g (n) is the n-th derivative of g. It follows from (15) and (13) 
and ∞ n,q=0
These equations determine a and b. From (16), ρ is determined :
Defining the free energy as
one has
Expanding H(z) for z → ∞, one can find the integrals
by using the eqs. (15) and (18). Knowing these, one can calculate
It is also worth mentioning that if G is an even function, then b = −a, ρ is an even function, and equations (17), (18), (20) and (21) become
As the simplest example of gYM 2 , consider G(φ) = φ 4 . Using the above relations, one finds
The density ρ has a minimum at z = 0 and two maxima at z
4 /256 , then the condition ρ ≤ 1 is violated. So the solution (25) is valid only in the region A ≤ A c . It is worth noting that the function F ′ (A) for G(φ) = φ k can be simply found by rescaling the field φ by A 1/k in eq. (7) (as noted in [10] ) , after which the only A-dependent term of S is logA 1/k and therefore
In this region, the solution (25) is not correct any more. As ρ(z) for A < A c has two symmetric maxima, we use the following ansatz for ρ :
Putting this in (7), we have
To maximize this along with the condition (13), we introduce the Lagrange multiplier µ and the functionalS :
The variation ofS is
Equating δS to zero, we have
and
Differentiating (31) with respect to z, we have
This equation is, however, not equivalent to (31), since L is a disconnected set. In fact, (31) is equivalent to (33) and the following equation
which is difference of eq.(31) at z = b and z = c. The above equation can also be written as
Now we have three equations ( (42),(43), and (46) ) for three unknowm parameters a, b and c.
To study the structure of the phase transition, we use the following change of variables
Here, e and y are equal to zero at the transition point (A = A c ). Now, one can expand the equations (42), (43) and (46) 
from which, one obtains ( using eq.(50) ) e = 5 2 y 2 − 3 16
This shows that e is, in fact, of the order y 2 . Substituting these into the eq.(49), we arrive at
and e = 5 6 α + 31 192
where α is the reduced area, α = 
Comparing this with F ′ w (A), eq.(25), it is seen that
This shows that we have a third order phase transition, which is the same as the ordinary YM 2 [10] .
