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Abstract
The laminar-turbulent transition of a Mach 4.6 flat-plate boundary layer forced by wall injection is investigated using Implicit Large
Eddy Simulation. The boundary layer edge conditions match those of a 1:3 scale hypersonic vehicle forebody at Mach number 6
in the T-313 blow-down wind tunnel of ITAM - Russian Academy of Science. Two diﬀerent injection pressures are considered.
The breakdown to turbulence is observed through instantaneous Q-criterion visualizations and wall pressure fluctuations. Global
instability analysis is performed by the computation of Koopman modes from 2D pressure and density snapshots of the ILES
flow field. Some coherence is found in the spatial structures and temporal frequencies of global modes computed on two diﬀerent
grids, indicating a weak dependency on grid resolution. Physical insight is gained, confirming diﬀerent conjectured transition
mechanisms for the diﬀerent injection pressures.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of ABCM (Brazilian Society of Mechanical Sciences and Engineering).
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1. Introduction
A challenging problem for successful airbreathing hypersonic flight, is the control of the laminar-turbulent transi-
tion of the boundary layer (BL) that develops on the vehicle forebody, before being swallowed by the scramjet engine.
A turbulent boundary layer is mandatory to withstand pressure gradients without separation, but is unfortunately very
unlikely in hypersonic flight conditions. Therefore, passive or active devices must be used to force transition. Passive
isolated or distributed roughness have been extensively studied experimentally1, e.g. during the Hyper-X program by
Berry et al.2. Numerical simulations have also been undertaken3,4, allowing a better understanding of the mechanisms
underlying roughness-induced transition. However, active devices like wall injection for boundary layer tripping have
received less attention, although they present obvious advantages over passive trips.
This work is focused on tripping the BL of a hypersonic vehicle forebody by wall injection. Natural transition
experiments5 at M∞ 4 and 6 have been conducted in the T-313 blow-down wind-tunnel of ITAM -Russian Academy
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of Science- at Novosibirsk on the 1:3 scale model shown in figure 1. Flow parameters are given in table 1 for M∞=6
flight and experimental conditions.
Fig. 1. 1:3 scale forebody model.
Table 1. Flight and T-313 wind-tunnel conditions at M∞=6.
M∞=6 P∞ T∞ Ptot Ttot Reu
(Pa) (K) (MPa) (K) (106/m)
Flight (alt. 25 km) 2512 221.6 4.7 1657 4.8
T-313 (expe.) 543 46.3 0.85 380 10.9
Active tripping consists in sonic (choked) injection of air from the wall of the forebody through a single hole or
a row of holes. The single (underexpanded) jet configuration, known as “Jet In Supersonic Crossflow” (JISC), has
been the subject of many experimental6,7 and numerical8,9,10 studies for turbulent fuel-air mixing in scramjets, and
the physics of this flow is well understood: the jet expands in a barrel shock that ends with a Mach disk, a bow shock
is formed in the supersonic free stream, a separation zone occurs ahead of the jet, generating near wall horseshoe vor-
tices (HSV). Two large counter-rotating vortices (CRV) are formed. However, the literature on JISC for BL tripping
is scarce11,12,13 although the idea of tripping a BL with discrete jets goes back at least forty years14.
As a first step, an academic flat-plate configuration is considered, with flow conditions matching the T-313 ex-
periments. As shown in figure 2, a sample point has been selected in the middle of the forebody. The self-similar
flat-plate laminar Levy-Lees (LL) solution has been computed for the local free stream conditions. These profiles are
then applied as inlet conditions for the Implicit Large Eddy Simulation (ILES) of the transitional BL tripped by a sin-
gle wall injection using a well validated CFD code15 based on a 5th order WENO scheme. In the ILES approach16,17,
no explicit subgrid scale model is introduced. Rather, the built-in dissipation of the numerical scheme, mandatory for
the simulation of such shocked flows, serves both as implicit filter and subgrid modeling.
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Fig. 2. Computational setup for boundary layer tripping.
The aim of the present work is to understand from global mode analysis, the mechanisms underlying the transi-
tional behavior of the JISC for diﬀerent injection parameters. Contrary to a fully resolved Direct Numerical Sim-
ulation (DNS), (I)LES does not resolve all turbulent scales and gives an approximate transition process converging
to the actual one as the grid is refined and a physical cut-oﬀ is introduced. Nevertheless, ILES has proven useful in
investigating the destabilization mechanisms of diﬀerent injection cases18 at an aﬀordable numerical cost. Section 2
reports ILES setup and results. Section 3 is devoted to the dynamic mode decomposition (DMD, Koopman modes) of
the flow field and its sensitivity to the grid resolution.
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2. Implicit Large Eddy Simulation
2.1. Physical flow and injection parameters
At the selected location shown in figure 2, the BL thickness is δ ≈ 1.5 mm, and edge parameters are Me=4.6,
Pe=2455 Pa, T e=76 K, Ue=804 m/s, ρe=0.1125 kg/m3. At the injection location, the BL thickness is δ ≈ 1.9 mm.
Several dimensionless numbers can be derived to quantify the jet/BL interaction, aimed at predicting the jet penetration
into the crossflow, i.e. the height of the Mach disc. As recalled by Santiago & Dutton7, one is the jet-to-crossflow
momentum flux ratio J = ρin jU2in j/ρeUe2 which simplifies to J = P∗in j/(PeMe2) in the case of a sonic injection of the
same gas as the crossflow. Another equivalent parameter, easier to measure experimentally is the pressure ratio
PR =
Ptot,in j
Pe
≈ J
(
γ + 1
2
) γ
γ−1
Me2 (1)
In a previous numerical parametric study18,19, various injection parameters have been tested, covering a wide range
of J or PR, with and without jet pulsation. At low PR the Mach disk is below the edge of the unperturbed incoming
BL, whereas at high PR it is above the BL. We found the correlation
h/δ ≈ 0.29PR0.34 (2)
where h is the height of the center of the Mach disk. The limit h/δ = 1 is obtained for PR ≈ 40. The conclusion of
these numerical experiments was that a low PR is suﬃcient for an eﬀective tripping of the BL, the transition being
due to the destabilization of the near-wall HSV. At high PR, transition occurs from the destabilization of the CRV that
oscillate in the free stream and drive the whole flow field to turbulence.
In the present study, two injection cases (see table 2) showing a Mach disk respectively below and above the BL
edge, are selected for global mode analysis in order to confirm the conjectured scenarios of transition by JISC tripping.
In each case, the jet static temperature is set to 300 K and the sonic injection velocity is Uin j = 345 m/s.
Table 2. Injection Parameters. In bold, values given in Santiago & Dutton 7 experiment at Me = 1.6. Other values are computed.
PR Ptot,in j (kPa) P∗in j (kPa) J h/δ
15.4 37.82 20 0.38 0.74
77.0 189.1 100 1.91 1.23
8.4 476 252 1.7 –
2.2. Numerics
Compressible Navier-Stokes equations are solved numerically using the 5th order WENO scheme of Jiang and
Shu20 for Euler fluxes in conservation form, 4th order central finite diﬀerence for viscous terms and a 3rd order
total variation diminishing Runge-Kutta scheme for time integration21. Thermodynamics is taken from Burcat and
Ruscic22. Two (structured) meshes have been built to assess the ability of DMD to extract the same information from
two diﬀerently resolved flow fields. In each case, the grid is clustered at the injection location, and near the wall. The
size and discretization of the computational domain are given in table 3 for meshes #1 and #2. Figure 3 shows an
overview of mesh #1. Also indicated in table 3 are the number of grid points in the 1 mm diameter injection port, in
the mesh direction and at 45◦ angle. At the end of the computational domain, after transition has occurred, the wall
resolution is Δx+ ≈ 70, Δy+ ≈ 1, Δz+ ≈ 20 for mesh #1, and Δx+ ≈ 50, Δy+ ≈ 1, Δz+ ≈ 15 for mesh #2.
Characteristic non-reflecting boundary conditions are applied at top y = Ly, lateral z = ±Lz/2 and exit x = Lx open
boundaries. The wall is set adiabatic except at the injection port where injection conditions are forced at y = 0 and in
the WENO ghost points. The Levy-lees solution is imposed at the inlet, without any forcing nor numerical noise. The
simulated physical time needed to clean out the transient injection flow, before proceeding to the sampling of data for
DMD (see section 3.2), is also given in table 3.
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Fig. 3. Overview (partial) of mesh #1, half grid density
for visibility.
Table 3. Grid parameters, meshes #1 and #2. The reference frame is centered at the
injection port.
Mesh #1 #2
Lx × Ly × Lz (m3) 0.985 × 0.025 × 0.1 0.727 × 0.025 × 0.1
x domain (m) [-0.12, 0.865] [-0.04, 0.686]
Nx × Ny × Nz 512 × 192 × 135 768 × 256 × 264
Grid points 13 × 106 52 × 106
Grid points in hole ∅ 7-5 13-9
Δxmin × Δzmin × Δymin (mm3) 0.16 × 0.16 × 0.038 0.08 × 0.08 × 0.028
Physical time simulated (ms) 5.8 2.5
2.3. Transition results
Figures 4 and 5 show the structure of the flow using the Q-criterion, for PR = 15.4 and PR = 77.0, respectively.
Fig. 4. Q-criterion colored by the distance to the
wall. PR = 15.4.
Fig. 5. Same as figure 4, PR = 77.0. Fig. 6. Same as figure 4, mesh #2.
Visual analysis reveals that :
• In the case PR = 15.4, for which the Mach disc
is below the BL edge (h/δ = 0.74), the CRV are
stable. From figure 7, transition occurs in the wake
of near-wall HSV that destabilize at x ≈ 0.45 m.
• At PR = 77.0, the Mach disc is above the BL and
CRV start to oscillate in the free stream at about
50 kHz, but stabilize downstream, possibly due to
the numerical diﬀusion. The wall pressure reveals
clearly these oscillations up to x ≈ 0.15 m. The
structure of HSV is aﬀected and transition is de-
layed to x ≈ 0.6 m.
Fig. 7. Instantaneous wall pressure, mesh #1.
The eﬀect of grid refinement is apparent in figure 6, in comparison with figure 4. Transition occurs slightly
upstream and spreads wider with the fine grid. This is inherent to (I)LES and what is shown in these figures is leading
to the actual transition as the grid is refined. A detailed quantitative analysis of velocity profiles and wall shear stress
can be found in Orlik et al.18.
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3. Global modes analysis
3.1. Dynamic Mode Decomposition
Understanding the transitional behavior of the flow observed in figures 4, 5 and 6 is mandatory to set an optimal
control strategy at the injection port. Global modes analysis can be done using Dynamic Mode Decomposition23, or
quite equivalently by the spectral analysis of the Koopman operator24,25,26, extracted from snapshots of observables
provided by ILES data for which empirical Ritz values and vectors can be computed, indicating dominant (most
energetic) instabilities, their frequencies and spatial structures27. Furthermore, the associated pseudospectra28,29 will
give the short term behavior (transient-growth) of unstable global modes. We follow hereafter the developments by
Rowley et al.27 and the method proposed by Schmid23.
Let NS(U) designate formally the dynamical system associated to the discretized (filtered) Navier-Stokes operator,
where U = [ρ, ρu, ρv, ρw, ρE]T is the ILES solution for conservative variables
d
dt U(t) = NS(U(t)) (3)
A discrete sequence of any flow variable u (e.g. the density ρ, pressure p or any scalar quantity) computed out of U is
sampled at times tr = t0 + rΔt starting from an initial time t0, forming the set
u(xi, y j, zk, tr) ; i = 1, · · · ,Nx ; j = 1, · · · ,Ny ; k = 1, · · · ,Nz ; r = 0, · · · ,∞
Each 3D instantaneous spatial field is unrolled into a column vector u
r
of length m = Nx × Ny × Nz, called an
“observable”. An observable† can be defined as a function that associates a scalar u to each flow state U. Whereas in
the time-discrete version of (3), the finite-dimensional non-linear NS operator steps forward the flow state, the infinite
dimensional Koopman operatorU steps forward the observable:
u
r+1 = Uur (4)
The Koopman operator has an infinite set of real eigenfunctions φ j(U) and complex eigenvalues λ j
Uφ j(U) = λ jφ j(U) ; j = 1, 2, · · · ,∞ (5)
on which it is assumed that an observable can be projected: u
r
=
∑∞
j=1 k jφ j(U(tr)). The j-th Koopman mode is defined
as k j ∈ Rm and we have, from (4) and (5,) the expansion
u
r
= Uu
r−1 = U
ru0 = U
r
∞∑
j=1
k jφ j(U(t0)) =
∞∑
j=1
λrjk jφ j(U(t0)) (6)
If we assemble the observables u
r
as the columns of a m ×∞ matrix
X∞0 = [u0 u1 · · ·] (7)
and do the same for the infinite sequence of vectors k jφ j(U(t0)) in (6)
Φ(∞) = [k1φ1(U(t0)) k2φ2(U(t0)) · · ·] (8)
we can rewrite (6) in matrix form
X∞0 = Φ
(∞)V(∞) (9)
where V(∞) is the infinite Vandermonde matrix V (∞)jr = λrj , j = 1, · · · ,∞ , r = 0, · · · ,∞. Practically, the sequence (7)
of observables is truncated to n << m samples
Xn−10 = [u0 u1 · · · un−1] ∈ Mm,n(R) (10)
† here we quote Bagheri 30, p.25
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The flow dynamics contained in this time sequence can be represented by a finite-dimensional linear operator A, the
“time-stepper”, mapping successively each snapshot to the subsequent one
u
r+1 = Aur ; A ∈ Mm,m(R) (11)
and approximating the Koopman operator defined in (4). The time-stepper matrix A, however, is not explicitly known.
We want nevertheless to compute some empirical Ritz pairs of A, identified as Koopman pairs. To that end, (10) is
rewritten making use of (11), as a Krylov sequence
Xn−10 = [u0 Au0 A2u0 · · · An−1u0] (12)
for which eﬃcient iterative eigenvalue algorithms are available31,32 if the matrix A is known, which is not the case.
There are two routes to the spectral analysis ofU: the first one is based on the companion matrix33 of A, the second
one on the singular value decomposition (SVD) of Xn−10 .
• Companion: Suppose the (n + 1)-th snapshot is “almost” a linear combination of the n-th previous ones, within a
residual 
n
u
n
= c0u0 + c1u1 + · · · + cn−1un−1 + n
= Xn−10 c + n (13)
then
Xn1 = AX
n−1
0 = X
n−1
0 M + ne
T
n
(14)
where eT
n
= (0, 0, · · · , 1) ∈ Rn and M is the
Frobenius, or companion matrix (15). The
second equality in equation (14) shows, ne-
glecting 
n
, that A and M are similar matrices,
but M is much smaller than A (see figure 8 for
an illustration). Eigenvalues λ˜ j, j = 1, · · · , n
of M are Ritz values approximating the first n
eigenvalues λ j, j = 1, · · · , n of A.
 
= 
M 
X଴
௡ିଵ
 
m 
n 
1 0 1 n-1 
A (?) 
n-1 
m 
1 
0 
X଴
௡ିଵ
 
1 
n 
1 
m 
+ 
n 1 
1 
m 
߳௡݁௡்  
Fig. 8. Illustration of eq. (14).
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 c0
1 0 · · · 0 c1
0 1 · · · 0 c2
...
...
. . .
...
...
0 0 · · · 1 cn−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Mn,n(R) (15)
Note that from the structure of the companion matrix, they are two-by-two complex conjugates. Let T ∈ Mn,n(C)
be the matrix whose columns are the (right) eigenvectors of M. Then the columns φ˜ j of
Φ˜ = Xn−10 T ∈ Mm,n(C) (16)
are the n first empirical Ritz vectors of A that approximate the n first Koopman eigenvectors. Indeed, truncating (7)(8)
to n columns (samples), equation (9) becomes
Xn−10 = Φ
(n)V(n) (17)
showing that T−1 = V(n) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 λ˜1 λ˜21 · · · λ˜
n−1
1
1 λ˜2 λ˜22 · · · λ˜
n−1
2
...
...
...
. . .
...
1 λ˜n λ˜2n · · · λ˜n−1n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∈ Mn,n(C) is the Vandermonde matrix that diagonalizes M:
Λ˜ = diag{˜λ1, λ˜2, · · · , λ˜n} = T−1MT (18)
and
u
r
=
n∑
j=1
λ˜rjφ˜ j ; r = 0, · · · , n − 1 ; φ˜ j ≈ k jφ j(U(t0)) (19)
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To compute the companion matrix M, i.e. the vector c = [c0, c1, · · · , cn−1]T ∈ Rn, one can minimize the residual n
in (13) by choosing c as the least-squares solution of the over-determined system u
n
= Xn−10 c:
c = R−1QHu
n
(20)
where QR = Xn−10 is the economy-size QR-decomposition of Xn−10 and QQH = I.
• SVD: The companion method is quite sensitive to numerical uncertainty in the data23. A more robust (but more
expensive) method consists in substituting the (full) SVD decomposition
Xn−10 = UΣV
H︸︷︷︸
full
= ÛΣ̂VH︸︷︷︸
reduced
(21)
into (14) to get
UHAU︸︷︷︸
unknown
= UHXn1VΣ
−1︸︷︷︸
snapshots
= M˜ (22)
showing that A and M˜ are similar matrices.
Figures 9 and 10 illustrate eq. (21) and (22)
respectively. Although the problem is of size
m × m, only n eigenvalues have a physical
meaning for M˜. Let {˜λ j, T˜ j} be the eigenpairs
of M˜, then {˜λ j, φ˜ j = UT˜ j} are those of A.
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Fig. 9. Illustration of eq. (21) for the full/reduced SVD.
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Fig. 10. Illustration of eq. (22). M˜ ∈ Mm,m(C).
The physical significance of eigenpairs {˜λ j, φ˜ j} appears clearly by comparison of the time-continuous and time-
discrete problems:
Continuous: u˙(t) = Acont u(t) Discrete
u(t + Δt) = exp (AcontΔt) u(t) ↔ ur+1 = Aur
u(t + Δt) = Φ˜−1 exp (ΛcontΔt)Φ˜ u(t) ↔ ur+1 ≈ Φ˜−1Λ˜Φ˜ur
exp (λcont, jΔt) ↔ λ˜ j
hence λcont, j = σ j+iω j = ln
∣∣∣˜λ j∣∣∣ /Δt+i arg(˜λ j)/Δt and the j-th Koopman mode with frequency f j = ω j/2π is damped if
σ j ≤ 0, and is unstable if σ j > 0. If the flow is statistically steady, eigenvalues λ˜ j lie on or inside the unit circle in the
complex plane. The energy contained in the mode is given by the modulus
∥∥∥∥φ˜ j
∥∥∥∥ of the associated eigenvector, and its
spatial structure is visualized by the isovalues of its real part. The first Koopman mode is the time-average ( f1 = 0 Hz).
From a technical point of view, calculations are performed using the BLAS/LAPACK library (MKL version of
Intel using openMP parallelization and FORTRAN77 interface). The QR decomposition in (20) is done with
DGEQRF and DORMQR routines. The SVD decomposition (21) is done with DGESVD. The full size matrix-matrix product
Φ˜ = UT˜ in the SVD is performed with the DGEMM routine, whereas the economy-size product (16) is done by standard
FORTRAN procedure. Eigenvalues of (15) and (22) are computed either with the EISPACK or ARPACK libraries.
3.2. DMD results
In all the results presented hereafter, the DMD is performed by the companion matrix approach, less expensive than
SVD. The snapshots sampling period is Δt = 10−6 s corresponding to the Nyquist frequency f = 500 kHz. ILES data
are recorded for primitive variables V = [ρ, u, v,w, P]T . Using mesh #1, 1 ms of physical time generates 5 terabytes
of raw data.
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We first present the convergence of the DMD as the number of snapshots increases. The selected observable is the
flow density ρ at the 2D x = 0.08 m plane downstream of the injection port. Figure 11 shows the energy spectrum∥∥∥∥φ˜ j
∥∥∥∥ as a function of f for the case PR = 15.4, mesh #1. Convergence is reached (i.e. the spectrum shape does not
change significantly any more) for n = 1200, i.e. a total sampling time of 1.2 ms corresponding to one crossing of the
computational domain at the BL freestream velocity.
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Fig. 11. Convergence of the energy spectrum, PR = 15.4, mesh #1, ρ in the x = 0.08 m plane. From left to right: n =200, 400, 800, 1200.
Next, we compare pressure global modes in the symmetry plane z = 0 obtained for PR = 15.4 with mesh #1
(n=1200) and mesh #2 (n=600). ILES flow fields, shown in figures 4 and 6 respectively, are quite diﬀerent. Pressure
energy spectra in figures 12 and 14 are normalized at the level of the most energetic mode for each case. At the
upper-right corner of figure 12 related to mesh #1, the spectrum is displayed at the level of mesh #2. One can see that
the overall energetic level computed on mesh #1 is much lower that on mesh #2. The peak at f ≈ 100 kHz observed
Fig. 12. Pressure spectrum, PR = 15.4, z = 0, mesh #1, n = 1200. Fig. 13. Five pressure modes, PR = 15.4, z = 0, mesh #1, n = 1200.
0 100 200 300 400
f (kHz)
0.0
0.2
0.4
0.6
0.8
1.0
||
φ˜
||
Fig. 14. Same as Fig. 12, mesh #2, n = 600. Fig. 15. Same as Fig. 13, mesh #2, n = 600.
in figure 14, corresponding to mode 2 in figure 15, is not apparent in figure 12. However, investigating this frequency
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range in the mesh #1 solution, one can find mode 98, f = 102 kHz, in figure 13 that displays a quite similar structure
plus some additional numerical noise. These modes may be associated with a transient growth behavior followed by
an exponential decay. The low frequency modes 2 and 3 at f ≈ 10 kHz in figure 13 are very similar to mode 23 in
figure 15, and are associated with the actual BL transition. Also, modes at f ≈ 200 kHz are similar on both grids.
Finally, we compare global modes in the transverse x = 0.48 m plane, obtained with mesh #1 for PR=15.4 (n=1200)
and PR=77.0 (n=1000). The observable is the density ρ. The range of most energetic frequencies in figures 16 and 18
is the same in both cases, but as observed in the ILES simulation, the CRVs are stable in the low pressure case (figure
17), whereas they contain complex spatial structures in the high pressure one (figure 19). At low PR, modes 2 and 3 in
figure 17 are clearly antisymmetric, whereas no such clear trend can be observed at high PR in figure 19. Transition is
due to unstable modes associated to near-wall HSV at PR=15.4, and to a coupling between CRV and HSV instability
at PR=77.0. This confirm the scenarios conjectured in Orlik et al.18.
i mode 2 : f | 33.67 kHz 
h mode 3 : f | 23.70 kHz 
j mode 4 : f | 28.22 kHz 
k mode 5 : f | 24.76 kHz 
i 
j 
h 
k 
Fig. 16. Density spectrum, PR = 15.4, x = 0.48 m, mesh #1, n = 1200. Fig. 17. The first 5 density modes, PR = 15.4, x = 0.48 m, mesh #1.
i mode 2 : f | 27.47 kHz 
h mode 3 : f | 37.79 kHz 
j mode 4 : f | 40.00 kHz 
k mode 5 : f | 26.12 kHz 
i 
j 
h 
k 
Fig. 18. Same as figure 16, PR = 77.0, n = 1000. Fig. 19. Same as figure 17, PR = 77.0.
4. Conclusions
This study has demonstrated the feasibility of Dynamic Mode Decomposition associated to ILES data, in the
analysis of the transitional behavior of a hypersonic boundary layer forced by sonic wall injection. The DMD approach
is usually applied to fully resolved DNS data of incompressible flows, and this work is a first attempt -to the authors
knowledge- to extend it to shocked transitional flows. Due to the limitation of available computational resources, the
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DMD has been applied, in the companion matrix approach, to 2D snapshots of the flow field. The extension to 3D
snapshots in the SVD approach is the obvious perspective. Nevertheless, this preliminary study has addressed the grid
resolution issue and shown that some physical insight can already be extracted from 2D, low resolution observables.
A grid converge study will be carried out in the future.
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