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Abstract
脳損傷によって生じるいわゆる失読症の症状を，ニューラルネットワークの一つである
アトラクタニューラルネットワークによるコンピュータシミュレーションによって調べた．
ニューラルネットワークの損傷によって失読症のような症状がシミュレートできることが，
一般に知られている．実際，アトラクタニューラルネットワークは強力なので，複数の失読
症の症状をシミュレートできる．例えば，カテゴリー特異性 (Tyler, Moss, Durrant-Peatfield & 
Levy, 2000)，意味性の錯読 (Plaut & Shallice, 1993)，及び，命名課題や対象同定課題における
反応時間の遅延などである．このネットワークの出力層とクリーンナップ層ユニット間の相
互作用によって，アトラクタが形成され，このアトラクタが上述のような神経心理学的症状
を生じせしめる．そして，両層の間の相互作用の変化が，アトラクタの流域の変容をもたら
し，深層失読患者の意味性錯読などを起こさせる．ここでは，対象同定課題，命名課題，カ
テゴリー判断課題の3つが，アトラクタニューラルネットワークによって説明できることを
示した．このニューラルネットワークモデルは，種々の神経心理学的症状を記述するのに有
用であり，このモデルによって，患者の示す症状を統一的に理解することが可能になると結
論付けることができよう．
1.　は じ め に
1.1　失読症とは何か ?
The National Institute of Neurological Disorders and Strokeでは，失読症の定義として以下のよ
うに謳っている．
  Dyslexia is a brain-based type of learning disability that specifically impairs a person’s ability to 
read. These individuals typically read at levels significantly lower than expected despite having 
normal intelligence. Although the disorder varies from person to person, common characteristics 
among people with dyslexia are diﬃculty with spelling, phonological processing (the manipulation 
of sounds), and/or rapid visual-verbal responding. In adults, dyslexia usually occurs after a brain 
injury or in the context of dementia. It can also be inherited in some families and so on, and recent 
studies have identified a number of genes that may predispose an individual to developing dyslexia.
本稿では，脳損傷によって引き起こされる失読症acquired dyslexiaのみを取り上げ，発達
性の難読症developing dyslexia は取り上げない．その主たる理由は，発達性の難読症の発
生機序と脳損傷に伴う失読症の発生機序とでは，まったく異なると考えられるからであ
る．脳損傷に伴う失読症では，少なくとも損傷前まではすべての部位，機能単位が正常に
動作していたに違いないからである．一方，発達性の難読症ではそのような仮定を設ける
ことが難しい．もちろん，すべての機能単位が正常に動作していたからといって，損傷後
も同じ役割を，同じ程度に，遂行していると仮定できるほど単純なものではないにしても
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である．本稿では，損傷後も残された部位が如何に振るまって，どのような課題成績を生
じるのかについて検討した．このような洞察を与えることがニューラルネットワークによ
るコンピュータシミュレーション研究の利点であり，他にはない特徴であると言えよう．
1.1.1　失読症の責任領野
左半球の角回（ブロードマンの39野）が失読症の責任領野であると言われている．しか
し，少なくとも3種類の失読症の下位分類があり，それらの情報がすべて角回で処理され
ていると考えられるのかどうかについては，慎重な議論が必要だと考える．3 つの失読症
とは表層失読，音韻失読，及び深層失読である．
Dejerine (1890) は，最初に，失書を伴わない“純粋失読”の報告を行なった．Patternson 
& Kay(1982) は単語を読むことに困難を覚えるが，単語内の文字を同定することができた
症例を報告した．今日，“letter‒by‒letter” readingと呼ばれる．この letter‒by‒letter reading
を，人間の持っている読字システムの障害として捉えれば，単語を構成する個々の構成要
素は認識できるものの，当該単語の読みを賦活するまでシステム内部の活性値が上昇しな
い場合と捉えることもできよう．より一般的に言えば，脳損傷によって読字システムが障
害を受け，出力を算出する機構に不具合が生じたと言える．仮に，出力に至るまで内部
ループが回り続け，次第に単語の読みに至るまでのしきい値に達するようなシステムが想
定できるとすれば，障害によって内部ループがしきい値に到達するまでの回数が増大し，
結果として音読潜時が遅延する，あるいは，しきい値に到達できないで読むことができな
い，とみなすことが可能であると考える．
1.1.2　失読症の種類
現在までに，主に次の3つの種類の失読症の下位分類が認められるようになっている．
表層失読：表層失読患者は，非単語をほとんど例外なく読むことができる．その一方で，
不規則語（例外語）をほとんど読むことができない．例えば，“flood” を “flude” と読ん
だり，“yacht” を “yatchted” と読んだりする．単語の頻度と不規則語との相互作用が存
在する．低頻度語においては，ほとんどが，書記素‒音韻規則（Coltheart, Rastle, Perry, 
Langdon & Ziegler, 2001, GPCルールとして知られている）の過適用が認められる．
音韻失読：親密語の読みが，非親密語の読みよりも良いタイプの失読症であり，新規語が
読めないタイプの失読症である．しかし，実在する単語は規則語，不規則後にかかわ
らず読むことができる．それゆえ，実単語化エラーを起こす．“soof” を “soot” と読
んだり “klack” を “slack” と読んだり，“black” と読んだりする．
深層失読：非単語を読むのが困難なタイプの失読症であり，意味性の誤りをする．例え
ば，“orchestra” を “symphony” と読んだり，“river” を “ocean” と読んだりする（Plaut 
& Shallice, 1993, を参照）．  
さらに深層失読の患者は，意味性と音韻性とが交じり合った誤りをすることがある
“sym-pathy” を “orchestra” と読むような誤りである．これは，おそらく，“sympathy” 
を “symphony” を介して，さらに “orchestra” という読みに誤った結果であると考えられる．
1.2　神経心理学におけるカテゴリー特異性
神経心理学研究は，人間の意味記憶の性質と構造について，重要な洞察を与えてくれてい
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る．加えて，脳損傷患者から得られるデータは，意味記憶が保持されている様式について
の示唆を与えてくれている．その中でもカテゴリー特異性は重要である．脳損傷患者の
データはしばしば，動物と非動物との間で二重乖離を示すからである．この二重乖離は，
1980年代初頭からWarrington らによって精力的に研究されてきた (Warrington, 1981; War-
rington & McCarthy, 1983; Warrington & Shallice, 1984b; Warrington & McCarthy, 1994)．この種
の脳損傷患者は，動物の同定，命名，カテゴリー判断に障害を示すが，非動物（道具，ア
ウトドアの物品，体の一部など）は正常に保たれている．その一方で，もう一つ別の種類
の患者が存在する．この種の患者は，非動物の対象の同定，命名，などが出来ないが，動
物の同定，命名などは正常である．このような証拠に基づいて，Warringtonらは，意味記
憶の構造と性質について説明を試みた．なぜ，ある種の脳損傷患者は，動物に特異的な障
害を示し，非動物の知識について障害を示さないのであろうか．一方で，なぜ，もう一方
の種類の患者は非動物の対象について，命名したり，明したり，同定したりすることに困
難を覚えるのであろうか．これらの患者は，しばしば，障害を持っている側の（動物であ
れ，非動物であれ）対象を呼称する際に，反応時間の遅延を伴う．あたかも，上述の let-
ter‒by‒letter readingに類似している．これらのデータから，どのような仮説が導出できる
のであろうか．動物と非動物の概念は脳内で別個の部位に保持されていると考えて良いの
であろうか．左下側頭回がその責任病巣であるとする仮説が提案されている (Caramazza & 
Shelton, 1998)．あるいは，このようなデータは，個別の項目内，項目間の相関から創出さ
れるのであろうか？本稿では，これらの疑問に答えることを試みた．
今日までに，数種類のカテゴリー特異性障害が報告されている．果物，野菜，動物など
である．知覚的な知識と機能的な知識という少なくとも2 つ知識の障害だと考えている研
究者が多い (Warrington, 1981; Warrington & McCarthy, 1983; Warrington & Shallice, 1984a; War-
rington & McCarthy, 1994)．この理論に従えば，カテゴリー特異性は，我々の意味記憶が，
知覚的および機能的知識の両者によって構成されていることにより引き起こされるという
ことになる (Warrington & Shallice, 1984b; Warrington & McCarthy, 1983, 1987)．Warringtonら
は，楽器や宝石の知識も，動物概念と類似しているとしている．一方で，彼女らは，身体
の一部も機能的な知識に基いて同定されるとしている．彼女らの知覚／機能仮説に従え
ば，知覚的意味記憶を扱う部位への脳損傷は，動物の知識の障害をもたらす．Warrington
らによって提唱されたこの仮説は，ニューラルネットワークモデルによっても検証されて
いる (Farah & McClelland, 1991)．このコンピュータシミュレーションによれば，動物の記
憶は，知覚的意味記憶に損傷を受けた場合，非動物の意味記憶よりも深刻な障害を生じ
る．それは，動物の知識が知覚的記憶により多く依存しているからである，ということで
ある．
1.3　意味記憶の表象
しかしながら，動物の意味記憶は，知覚的知識の障害がなくとも生じるという研究も存在
する．知覚的知識に特別の障害がなくとも動物の知識に障害を生じた例が報告されている
(Caramazza & Shelton, 1998)．このことが事実なら，意味記憶の知覚的／機能的側面と動
物，非動物の概念の乖離とをどのように説明すれば良いのであろうか．意味記憶の感覚
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的，及び機能的な表象の相違が，動物，非動物の違いを生じるとする従来の考え方とは整
合性が取れるのであろうか．カテゴリー特異性の示唆するものは，意味記憶の構造と内容
を反映していると考えるのが自然であろう．コネクショニストモデルによるシミュレー
ション研究では，個々の概念を微少特徴micro featureで定義し，この微少特徴が1か0か
で定義された多次元ベクトルと考える手法が採られてきた (Patterson, Plaut, McClelland, Se-
idenberg, Behrmann & Hoges, 1996; Plaut & Shallice, 1993; Plaut, MaClelland & Seidenberg, 1995a; 
Plaut, 2001; Plaut, McClelland & Seidenberg, 1995b; Seidenberg, Plaut, Petersen, McClelland & 
McRae, 1994; Seidenberg, Petersen, Plaut & MacDonald, 1996; Seidenberg & McClelland, 1989; 
Devlin, Gonnerman, Andersen & Seidenberg, 1998)．類似した概念は，微少特徴の活性化パタ
ンが重複すると考えるのである．すなわち，各概念は微少特徴の弁別特性に基いて表象さ
れており，項目間の相関行列によってカテゴリー特異性が説明可能であるとする立場であ
る．これらをまとめると，以下のようになろう．
1. 意味記憶の表象は同一カテゴリー内の概念の中から，どのように検索されるのかを
定める．動物概念は，多くの知覚特徴を共有している．一方，非動物概念は，動物
概念に比べて，より多くの弁別特徴を持っている．
2. 特徴の共起は，概念間の関係を強める．動物概念は，非動物概念に比べて高い相関
係数を持っている．
図1は，Tylerら (2000) のデータから各概念間の相関係数を計算した相関係数行列である．
図1　Tyler ら (2000) のデータから計算した相関係数行列．白い丸は正の相関を表し，黒丸は負の
相関を示している．丸の大きさが相関係数の大きさを表している．図中の左上が非動物概念
を表し，右下が動物概念を表している．
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左上の8行8列は，非動物の概念を表し，右下の8行8列は動物概念を表している．図1は
相関係数行列であるので，すべての対角要素は1である．非対角要素は，各概念間の相関
係数である．動物概念を表している図中の右下は，各項目間の相関係数が，非動物概念を
表している左上よりも大きいことが分かる．Tylerらは，このような微少特徴を定義する
ことで刺激を制御できたとしている．換言すれば，Tylerら (2000) は，動物と非動物概念
の差異を，損傷の部位に依存すると考えているわけではないことになる．そうではなく，
彼らは，カテゴリー特異性が刺激を学習した結果，必然的に生じる類似性に基いて生じる
ものだと考えたことを意味すると思われる．なぜなら，動物，非動物の二重乖離は，この
相間行列から創発されたものだと言う立場を取るからである．その結果，動物と非動物と
の相違は，必然的に生じると考える．本稿では，この視点に立ち，ニューラルネットワー
クによるコンピュータシミュレーションによって，カテゴリー特異性を説明することを試
みた．
ニューラルネットワークによる失読症の説明においては，微少特徴間の相関パタンがカ
テゴリー特異性を理解する上で重要である (Plaut & Shallice, 1993)．この分野の研究者は，
微少特徴の相関パタンにカテゴリー特異性の成因を求める努力をしてきたと言える．
2.　アトラクタニューラルネットワーク
Tylerら (Tyler, Moss, Durrant-Peat_eld & Levy, 2000) は，3層のフィードフォワード型（パー
セプトロン型）のニューラルネットワークを用いて上述のデータを分析した．このタイプ
のニューラルネットワークは動物，非動物の二重乖離を説明するには十分であるかも知れ
ない．しかし，アトラクタニューラルネットワークは，3層のパーセプトロンよりも，意
味記憶の特徴を記述するために利点があると考える．例えば，出力のしきい値に達するま
での，出力層とクリーンアップ層のユニット間の繰り返し回数を，脳損傷患者の単語の読
みにおける反応時間の遅延と捉える（図2）などである．Plautら (Plaut, McClelland & Se-
idenberg, 1995b; Plaut, 2001) は，アトラクタニューラルネットワークを用いて，意味性の錯
読，すなわち深層失読についてシミュレーションをおこなった．このニューラルネット
ワークにおいては，処理の基礎単位であるユニット（ニューロンあるいはニューロン集団
図2　アトラクタニューラルネットワークPlaut & Shallice (1993)
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と読み替える研究者もいる）は互いに結合されており，信号のやり取りを行う．多数のユ
ニットで構成される多次元空間上で，このネットワークは適切な記憶内容を検索すること
ができる．このネットワークに適当な初期値が与えられた時，各処理ユニットの値は，意
味空間上を状態遷移する．そして，“アトラクタ”と呼ばれる状態に吸引される．この
ニューラルネットワークに事例を学習させることによって，各事例ごとにアトラクタが形
成される．初期値が変われば，吸引されるアトラクタが異なる．このようなアトラクタを
“ポイント”アトラクタと呼んだりする．ポイントアトラクタに吸引されるデータ空間内
の領域のことを，流域basinという．初期値がどのアトラクタの流域にあるかによって，
最終的に吸引されるアトラクタが異なる．このことを各アトラクタの“吸引可能性”と呼
ぶ．アトラクタニューラルネットワークにおいては，アトラクタとは特定の単語の読み至
ることを表す．脳損傷患者は，健常の場合に比べて，アトラクタとその流域が変化してい
ると捉えるのである．アトラクタとその流域の変化のため，脳損傷患者は単語の読みに障
害が生じ，音読潜時が遅延したりすることになる．Plautらは，意味性の錯読，視覚性の
錯読，及び両者が混交した錯読をアトラクタニューラルネットワークで説明することを試
みている．これらの錯読はすべて，このニューラルネットワークモデルによって説明でき
るとした．アトラクタニューラルネットワークにおいては，出力層とクリーンアップ層ユ
ニット間が相互に結合され，その間の相互作用がこの役割を演じる．
アトラクタニューラルネットワークにおいては，それぞれのアトラクタは各個の概念に
対応する．そしてその吸引流域が概念空間における意味の広がりを表象している．仮に，
各ユニットの活性値で定義されたネットワークの状態が，障害や雑音などによって影響を
受けたとしても，健常者の場合であればその状態は，同一流域内に留まる．アトラクタ
ニューラルネットワークに対する損傷は，状態空間を変化させ，あるいは，ポイントアト
図3　アトラクタとその流域．損傷によって流域が変化し (図中の点線 )，DOG をCAT と読み間
違うような誤りが生じると考えるのがアトラクタニューラルネットワークによる失読症の捉
え方である．
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ラクタを破壊する．それ故，同一刺激であっても，流域の形状や大きさが変化しているた
め，異なるアトラクタへと吸引されることとなる．あるいは，正しいアトラクタへと吸引
されるまでに時間がかかることとなる（図3）．
2.1　数学的表記
各処理ユニット（ニューロン）Uxの，出力関数 f(x), は次のようなシグモイド関数で定義
されるとする．
 x aU f x e ·
1( ) .
1 −
= =
+ w x
  (1)
ここで，xは入力ベクトルを表し，wは，入力ベトルの各要素に対する重み係数である．
aはシグモイド関数の傾斜を決める定数であり，本稿では一貫して4.0とした．
中間層のユニット (Uh) の出力は以下のように定義される．
 ( )w
∈
= +∑ ,h i i h
i I
U f U θ   (2)
ここで，wiは i番目の結合係数を表している．Uiは，i番目の入力ユニットの値を表現し，
θhは，ユニットhのしきい値である．下付き文字の Iは入力層ユニットの出力値を表現し
ている．
出力層ユニットUoとクリーンアップ層ユニットUcはそれぞれ，式 (3)と式 (4)のように
表記できる．
 ( )w w
∈ ∈
= + +∑ ∑o i i i i o
i H i C
U f U U θ   (3)
 ( )w
∈
= +∑c i i c
i O
U f U θ   (4)
ここで，θoとθcは，出力層とクリーンアップ層のユニットのしきい値をそれぞれ表現し
ている．出力層とクリーンアップ層とのユニットの間の状態は，相互に活性値を伝搬し合
い，その結果として収束基準に達するか，または，繰り返しの上限値 (τ≤ 10) に達するま
で繰り返される．学習時には，以下のように定義された自乗誤差を減じるように学習が繰
り返される．
 ( )21 ,
2 i i
E u t= −∑   (5)
ここで，tiは，i番目の教師信号を表している．各ユニットの結合係数実際に学習させるに
は，上記の自乗誤差を各重み係数で微分して，以下の式に従って係数を更新させた．
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 Δ ,Ew η ∂= −
∂w
  (6)
ここで，ηは学習係数であり，本稿における数値実験ではη＝0.01とした．重み係数wと
しきい値θとは，それぞれ，乱数発生器を用いて，－0.1 ≤w, θ≤ 0.1の一様乱数とした．
2.2　アトラクタニューラルネットワークの能力
アトラクタニューラルネットワークは，3層のパーセプトロン型のニューラルネットワー
クよりも高いパフォーマンスを示す．一般に，3 層のパーセプトロンは，中間層のユニッ
ト数が十分に多ければ，任意の精度で任意の関数を近似できる能力を持っているとされて
いる．アトラクタニューラルネットワークは，その特別な場合として3層のパーセプトロ
ンを含む（クリーンアップ層のユニット数が0の場合）．それゆえ，中間層のユニット数
が制限されている場合でさえ，優れたパフォーマンスを示す場合がある．良い例が，排他
的論理和である．排他的論理和を拡張した問題として“nビットパリティ問題”がある．
この問題は，入力ビットの1の数が奇数ならば1を，偶数ならば0を出力しなければなら
ないという問題である．3層のパーセプトロンでこの問題を解くには，多くの中間層ユ
ニットを必要とし，しばしば，解にたどり着けない．ところが，アトラクタニューラル
ネットワークを使えば，簡単に解くことができる．アトラクタニューラルネットワーク
は，8ビットパリティ問題を，中間層のユニット数1，クリーンアップ層のユニット数1 
でも解くことができる．8 ビットパリティ問題は，入力が8ビット，すなわち入力層のユ
ニット数が8であり，出力層のユニット数が1である．解くべき問題は28＝256パタンあ
る．図4に，中間層のユニット数1，クリーンアップ層のユニット数1で8ビットパリティ
を解いたアトラクタニューラルネットワークの結合係数の一例を示した．
図4　8ビットパリティ問題を解くアトラクタニューラルネットワークの結合係数例．中間層，
出力層，およびクリーンアップ層のユニット数はそれぞれ1である．それらのユニットの上
に書かれている数値はしきい値を表し，線上に書かれた数値は結合係数を表している．
2.3　アトラクタニューラルネットワークの失読症への適用
PlautとShallice (1993) は，彼らのアトラクタニューラルネットワークが深層失読の症状を
再現できたとしている．すなわち，彼らのネットワークは，損傷患者が示す意味性の錯読
のごとき振る舞いをすることを示した．彼らのシミュレーションによれば，微少特徴に
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よって定義された意味記憶の構造から，具体語̶抽象語の二重乖離が説明可能である
(Plaut, McClelland & Seidenberg, 1995b; Plaut, 2001)．彼らは，具体語は，抽象語に比べて，
より多くの微少特徴を有していると考えた．その結果，脳損傷の影響が中程度の時は，具
体語は抽象語に比べて軽度の障害しか示さなかった．損傷が重度になると，具体語は抽象
語よりも重度の障害を呈した．本研究においても，意味記憶を微少特徴で定義したTyler 
ら (2000) のデータを用いて，意味記憶の構造と特徴とを定義することとした．そして，脳
損傷患者の示す，カテゴリー判断課題，対象同定課題，対象命名課題の課題成績や音読潜
時の遅延をシミュレートするためにアトラクタニューラルネットワークを採用した．
3.　数 値 実 験
3.1　条件
Tylerら (2000) は，彼らのニューラルネットワークを訓練するために同型写像を用いた．
すなわち，入力刺激と同じものを教師信号として与え，ニューラルネットワークに与えら
れた入力信号と同一の値を出力するように学習させた．この条件では，ネットワークは入
力情報を再現することになる．しかしながら，さらに2つの条件（この場合，教師信号の
与え方）を考えることができる．一つは，目標行列（教師信号）が単位行列の場合であ
る．Tylerらのデータは16項目の概念があるので16行16列の単位行列ということになる．
単位行列であるので行列の対角要素はすべて1で，非対角要素はすべて0である行列とな
る．さらにもう一つの条件は，目標行列が16行2列の行列であり，その項目が動物概念を
表す場合 (1, 0)となり，非動物概念の場合には (0, 1)となる行列である．この3条件をまと
めると以下のようになる．
category条件：目標行列が16行2列の行列である．ネットワークが学習すべきことは，そ
の項目が動物概念である場合 (1, 0)を出力し，非動物概念である場合には (0, 1)を出力
することである．
diag条件：目標行列が単位行列（16行16列）である．すべての対角要素が1であり，それ
以外のすべての非対角要素は0である．ネットワークは，入力刺激が，16項目のうち
どれであったかをユニークに学習することになる．
same条件：目標行列は入力行列と正確に同じ16行24列の行列である．これは，Tylerら
(2000) の定義したデータの微少特徴の数が24個であったためである．この条件は
Tylerらが数値実験で行なった条件と同じである．ネットワークは入力信号を出力信
号として再生しなければならない．
Category条件は，神経心理学的検査で言えば，カテゴリー判断課題とみなすことができよ
う．この条件では，ネットワークは動物概念と非動物概念とを学習することになる．Diag 
条件は，命名課題とみなすことができよう．各概念項目を一意に判別できなければ，音読
することもできないからである．Same条件においては，ネットワークは記憶すべき各項
目の正確な知識を学習することが要求される．それゆえ，same条件は神経心理学におけ
る対象同定課題とみなすことができると考える．
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3.2　ネットワークアーキテクチャ
本稿では，Tylerら (2000)のデータを用いることとしたため，入力層のユニット数は24 個
で固定されている．また，出力層のユニット数は，上述のとおりcategory条件では2, diag
条件では16, same条件では24となる．中間層とクリーンアップ層のユニット数に任意性が
残るが，ここでは，予備的な実験結果などを踏まえて，中間層のユニット数を10, クリー
ンアップ層のユニット数を1 とした．
3.3　手続き
出力層とクリーンアップ層との間の繰り返しの最大回数を10とした．これも予備的な実
験結果などから定めた．繰り返しの収束基準は教師信号と出力値との間の自乗誤差が0.05 
以下になることとした．もし，この繰り返し回数の内に，自乗誤差が収束基準に達しなけ
れば，次の学習項目（各概念に相当）に移って学習を行わせた．このようにして，学習を
繰り返し，全体の自乗誤差が収束基準である0.05以下になるまで学習を繰り返した．学習
時に，各ユニットを結ぶ結合係数とユニットのしきい値とは，0.1から＋0.1までの一様乱
数で初期化して学習を開始した．学習すべき項目の順序は各回ごとにランダマイズされ
た．ネットワークはまず最初に，ランダマイズされた結合係数と重みから，入力層，中間
層，出力層，そして出力層とクリーンアップ層との繰り返しが行われ，出力値を計算し出
力する．そして，その値と教師信号との間の差の2 乗で定義される誤差を最小化するよう
に学習が繰り返された．この手続は，自乗誤差が収束基準である0.05以下になるまで繰り
返された．
3.3.1　個別収束と平均収束
一般に，ニューラルネットワークによるコンピュータシミュレーションにおいては，刺激
セット全体の平均自乗誤差が，収束基準以下になることをもって学習が成立したとするこ
とが多い．この平均収束は課題によっては意味があるだろう．だが，本稿で採用したTy-
ler らの課題の場合と，上述3条件では，平均収束は，少々おかしな意味になる．例えば，
ライオンを知っている度合いが0.06でチーターを知っている度合いが0.04の場合平均すれ
ば0.05で学習成立ということになる．しかし，ライオンを不確かに知っていて，チーター
を深く知っているということが，実際の人間で起こるだろうか．健常者は一般に，ライオ
ンもチーターも等しく肉食獣でアフリカにいるという知識を持っているはずである．この
ような事実に鑑み，各個別の項目の自乗誤差が収束基準である0.05を下回るまで学習を繰
り返すことにした．ただし，category条件だけは，平均収束とした．なぜなら，同条件に
おいては，1番目の項目の正解パタンが (1, 0)であるが，2番目も3番目目，8番目まですべ
て (1, 0)であるからである．チーターもライオンも動物であることを意味するわけである．
回答（ニューラルネットワークの出力する出力値）だけからは，1番目であるか2番目で
あるかは区別がつかない．それゆえ，category条件では平均収束とした．実際の人間のカ
テゴリー判断課題においても，動物か非動物かだけを答えるのであれば，対象がライオン
であろうが，チーターであろうが，同一の答えとなる．この意味において，category条件
を平均収束にするのは妥当であるということができよう．一方，diag条件と same条件と
では，そのようなことはなく，1番目の答えは1番目のパタンにしか現れない．このため，
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人間にとっての意味が自然に解釈できる個別収束を採用した．
3.4　結果
各条件ごとの，学習成立までの繰り返し学習回数を図5に示した．各条件ごと平均繰り返
し学習回数を棒グラフとして示した．Category 条件がもっとも学習が早いことがわかる．
図5　学習成立までの平均繰り返し数．平均自乗誤差が0.05以下になるまでの回数の平均を示し
た．平均値の上に標準偏差をヒゲで示した (n＝100)
これは，16項目の刺激を8つの (1, 0)と8つの (0, 1)とに分けるだけであるからであろう．
他の2つの条件では，16項目の刺激を16通りに弁別せねばならない．この出力値の単純
さが学習の容易さを招いたものと考えられる．言い換えれば，カテゴリー判断は，他の2
つの課題に比べて選択肢が2つと少ないため，容易であるとも言えよう．
次に損傷の効果を見るために，一旦学習の成立したネットワークから任意の中間層のユ
ニットを除去した．ユニット除去後は，再学習をしなければ全部不正解となった．これ
は，脳損傷発症直後に重篤な症状を呈するのに類似しているとも捉えることができよう．
再学習を行わせた結果を図6に示す．図6の横軸は，除去した中間層ユニットの数である
から，そのまま損傷の重篤度を表すと考えて良い．図では，diag 課題と same 課題の再学
習の結果のみを示してある．Category 課題は，このニューラルネットワークには簡単すぎ
たようで，中間層のユニット数が1になっても100％回復した．すなわち，このニューラ
ルネットワークとそのアーキテクチャは category 課題を解くに十二分な能力を持っていた
とみなすことができる．Diag条件にしても same 条件にしても，ある程度の損傷には頑健
であり，中間層の残りユニット数が3あるいは2になって急激に成績が低下することが分
かる．試みに，中間層のユニット数5，クリーンアップ層のユニット数2で損傷実験を
行った結果を，図7に示した．この図を見てもCategory 課題の相対的な成績の良さが分か
る．その一方で，他の2つの課題diag課題と same 課題とは，損傷が重篤になると，急激
に成績が低下することが見て取れる．すなわち，Category 課題は，再訓練によってはよっ
てかなりの程度まで回復することであるということができよう．一方，対象同定課題，命
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名課題は，損傷が重篤になると回復が難しいことが示されている．
次に，出力層とクリーンアップ層との間の繰り返し回数について調べた．アトラクタ
ニューラルネットワークは，3層のパーセプトロン型のニューラルネットワークをその特
別な場合として含む一般的なモデルである．ネットワークの構成が，解くべき課題に対し
て十分であるならば，とりわけ中間層のユニット数が十分であるならば，出力層とクリー
ンアップ層との間の繰り返しは0の場合が理論上ありうる．そして，アトラクタを必要と
する問題にだけ，その繰り返しが適用されることになる．損傷前は，どの条件も，出力層
とクリーンアップ層との間の繰り返しも0となる場合が多かった．それが，損傷によって
図8 のように変化した．図からわかるとおり，損傷を受けると，アトラクタニューラル
ネットワークの特徴である出力層とクリーンアップ層との間の繰り返しを使わなければな
図7　学習の成立したネットワークから中間層のユニットを除去して脳損傷のシミュレーション
を行った結果．横軸は除去したユニット数を表す．縦軸は正解率である (n＝100)
図6　学習の成立したネットワークから中間層のユニットを除去して脳損傷のシミュレーション
を行った結果．横軸は除去したユニット数を表す．縦軸は正解率である (n＝100)
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図8　学習の成立したネットワークから中間層のユニットを除去して脳損傷のシミュレーション
を行った結果．横軸は除去したユニット数を表す．縦軸は出力層とクリーンアップ層のと平
均の繰り返し数を表す (n＝100)
図9　Category 条件の内部混同行列
図10　Diag 条件の内部混同行列
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らなくなることがわかる．この繰り返しを用いることは，3条件とも同じであった．仮に，
この繰り返しを，音読潜時や反応時間の遅延と捉えることができるのであれば，アトラク
タニューラルネットワークは，3課題とも健常者より，脳損傷患者の方が，カテゴリー判
断課題，対象呼称課題，音読潜時が遅延する現象をシミュレートできたことになる．
次に，損傷によってカテゴリー内エラーが増大することの証拠として，中間層ユニット
数10，クリーンアップ層ユニット数1として，一旦学習させたニューラルネットワークの
中間層から任意の3つのユニットを除去し再学習を行わせた．その結果，アトラクタ
ニューラルネットワーク内部のユニット，具体的には7つの中間層ユニットと1個のク
リーンアップ層ユニットの活性値から混同行列を計算した（図9, 図10, 図11）．
これら3つの図を，図1と比較してみると顕著な差異が認められる．Category 条件の混
同行列で顕著なとおり，同一カテゴリー内，図の左上8行8列と右下8行8列の内部での相
関係数が相互に高くなった．このことが，ライオンをチーターと読み間違えるような，同
一カテゴリー内の意味性の誤り，深層失読を招く結果担っているのではないかと考えられ
る．
一方，diag条件（呼称条件），same条件（対象同定課題）においては，混同行列はさら
に混同率がカテゴリー間を跨いでも高くなった．呼称や同定に失敗する原因と考えられる
が，さらに，視覚性の誤りと意味性の誤りをとを同時に引き起こす誤りの原因ともなって
いるとも解釈することができよう．
4.　考　　　察
もし仮に，アトラクタニューラルネットワークモデルを人間の概念形成モデルとして捉え
ることができるのとすれば，diag条件は網膜上に写った犬の姿を見て“犬”と言えること
に相当しよう．Category条件は，被験者や患者が犬を動物と認識できることに相当する．
そして，same条件は，犬を犬そのものとして認識する（対象同定課題）こととなろう．
Category条件は，被験者または患者が，視覚像，例えば，網膜に写った“犬”の姿を見て
動物であると答えることに相当しよう（カテゴリー判断課題）．Same条件は，その網膜像
を猫や馬ではなく“犬”そのものであると理解できることになると思われる（対象同定課
図11　Same 条件の内部混同行列
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題）．最後にdiag条件は，その網膜像を“犬”と答えることとみなすことができる（呼称
課題）．
どの条件でも，損傷を受けると出力層とクリーンアップ層との間の繰り返しを利用する
ようになった．健常者が，特段の苦もなくこなせる課題であっても，脳損傷患者にとって
は，難しかったり，時間がかかったりすることを，図6, 図7, および図8定性的には示して
いると考えることができよう．このことから，アトラクタニューラルネットワークの神経
心理学への適用可能性が示されたと考える．
Plaut (2001) では，アトラクタニューラルネットワークを用いて深層失読を表現した．
しかし，アトラクタニューラルネットワークの能力は深層失読をコンピュータでシミュ
レートするにとどまらない．それは，ネットワークにループ構造を組み込んだだけである
が，それでもなお，その能力は，人間の失読症患者の呈する症状を記述する能力を有して
いると考える．
数値実験の結果は，アトラクタニューラルネットワークが少なくとも，神経心理学的症
状をコンピュータ上でシミュレートするためのツールとして使うことができることを示し
ている．さらなる検証が必要ではあるが，他の神経心理学的症状への適用も可能ではない
かと考える．このニューラルネットワークモデルを使った詳細な検討が待たれるところで
ある．
5.　結　　　論
アトラクタニューラルネットワークは，その構造の単純さにもかかわらず，神経心理学的
症状の幾つかを，同一機構で説明することができた．このことは，アトラクタニューラル
ネットワークモデルの大きな特徴と言えよう．Category条件の成績が，他の2つの条件よ
りも良かった理由は，トラでもライオンでも，四足で体毛で覆われていれば，動物と判断
することは，容易だからである．たとえ，その対象をトラと命名したり，同定したりでき
なくとも，刺激の提示条件がカテゴリー判断課題であれば，損傷を免れたシステムの残余
の機構を使って判断することが可能であったと考えられる．
今回取り上げなかった，二重乖離の問題については，その神経心理学的な重要性に鑑
み，稿を改めて論じることとしたい．しかし，動物，非動物の二重乖離の問題について
は，このニューラルネットワークモデルによって説明できる可能性があることは指摘して
おきたい．各概念間，各概念内の項目間の相関係数の違い（図1）が，この二重乖離を生
じる可能性がある．なぜなら，動物間での相関係数は互いに高く，非動物館では，動物に
比して各相関係数が低くなっているからである．このような入力データの構造の違いと，
訓練方法（教師信号の与え方の違い）によって，動物は動物であると認識できても，非動
物は非動物であると認識できない場合があっても不思議はない．すなわち，二重乖離の問
題は，入力刺激の構造に内在する問題が，処理システムの不具合によって顕在化したと捉
えるのである．
本稿では，1, 0の二分法的な微少特徴によって定義された，図1や，図9, 図10, 図11 など
のような非二分法的な記憶表象によって，神経心理学的症状の幾つかが説明できることを
示した．この記憶表象と，その記憶構造が2つに分かれ，一つは項目間相関が高く（動物
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概念），もう一方は項目間相関が低い（非動物概念）ことを，アトラクタニューラルネッ
トワークが処理の違いとして出力できたことによる．このような情報処理が，健常者，脳
損傷患者の脳内で実際に起こっていると考える根拠の一つとは言えるのではないかと考え
る．
そして，複数の神経心理学的症状が，一つのモデルで説明可能であるということは，患
者の持つ症状の全体像を把握する際に統一された見解を持つことにつながる道具となりう
るのではないかと考える．
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On Computer Simulations of Acquired Dyslexia by Attractor 
Neural Network Models
Shinichi Asakawa
Abstract
Acquired dyslexia has been investigated in detail by using attractor neural network models in computer simu-
lations. These kinds of computer simulations had been known as mimicking the task performances of brain 
damaged patients. In the literature, the semantic errors in word reading tasks of patients with deep dyslexia 
could be simulated by this neural network model. In spite of the simple structure of this neural network model, 
the attractor neural networks have the possibilities to give an unified explanation to combine several neuropsy-
chological symptoms of acquired dyslectic patients. In this study, it is investigated if these models would explain 
other neuropsychological symptoms. Those were included the delay of the naming latency for the objects, the 
object identification tasks, and the categorization tasks. The interaction between units in the output and cleanup 
layers make attractors and play an important role for showing these kinds of dyslexic symptoms. The removal of 
hidden units in this model could be identified as impairments by brain damages. It was observed the changes of 
the performances of this computer simulation model after brain damages. Some aspects of performances of dys-
lexic patients could emerge on the results by this artificial brain damages on computer. In conclusion, it can be 
referred as that these computer simulation models could be applicable some kinds of symptoms of neuropsycho-
logical data. If so, a kind of the unification to explain various neuropsychological phenomena might be done by 
these neural network models.
