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Abstract 
In this paper, we use probabilistic modeling and techniques to derive formulas in order to determine 
the number of computer nodes needed to execute applications on a cluster of computers so that 
application response time can be satisfied. Our probabilistic model is basically an M/G/1/K queueing 
system.  In this model, we account for the workload conditions (in terms of the number of 
applications or jobs being received per unit time) as well as the processing power of each node.  
Finally, We use simulations to present a numerical example showing how our probabilistic model 
can be used. 
Keywords   Network performance, Rule-based servers, Queueing systems, Cluster computers, 
Probabilistic models. 
  
  نموذج رياضي للتطبيقات العنقودية
  ملخص
الشـتقاق معــادالت مـن أجــل تحديــد عـدد عقــد الحاسـوب المطلوبــة فتنفيــذ  احتماليــةفـي هــذا البحـث، نســتخدم نمذجـة وأســاليب 
تطبيقـات علـى حاسـبات عنقوديـة حتـى يكـون زمـن االسـتجابة للتطبيـق مرضـية.  النمـوذج االحتمـالي هنـا هـو بشـكل أساسـي 
.  في هذا النموذج، نأخذ في الحسبان أحوال تحميل العمل (وفق عـدد التطبيقـات أو الوظـائف التـي M/G/1/Kنظام طابور 
تستقبل في كل وحدة زمن) وأيضا قوة المعالجـة لكـل عقـد.  وفـي النهايـة، نسـتخدم المحاكـاة لعـرض مثـل عـددي يظهـر كيفيـة 
  استخدام نموذجنا االحتمالي.
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Many business and scientific applications  
(such as pharmaceuticals, oil and gas, 
healthcare, financial services manufacturing, 
physics, chemistry, biology, computer 
science, etc.) require cluster computers to run.  
In a computer cluster, multiple computers or 
nodes are allocated to run one application [1, 
2]. The application or job computation is 
divided and then distributed to run in parallel 
on multiple cluster (or worker) nodes or 
machines.  After the computation is finished, 
a collector node collects the results of 
computation on all the cluster nodes.   
One of the main challenges of the scheduler 
node is to determine the correct number of the 
cluster or worker nodes needed to finish the 
computation.  This mainly depends on the 
response time needed to finish the application.  
Naturally, the more worker nodes allocated, 
the smaller the response time.  However, the 
allocating more nodes than needed will result 
to extra cost and usage of cluster machines.  
So the idea is to allocate the correct minimal 
number of worker nodes while satisfying the 
response time specified by the user.   
 
Therefore, the main objective of this paper is 
to devise a mathematical model that can be 
used to determine the minimal number of 
cluster nodes needed to satisfy a given 
response time.  We use queueing theory to 
achieve this.   We give numerical examples 
and show how this model can be used to 
determine the correct minimal number of 
cluster worker nodes to satisfy the required 
response time.  
The rest of the paper is organized as follows.  
Section 2 presents our mathematical queuing 
model to capture the dynamism of executing 
cluster applications.  Section 3 presents 
numerical examples to show how the 
mathematical model can be used in 
determining the response time.  Finally, 
Section 4 concludes the study and identifies 
future work. 
2. Background: 
Our analytical model throughout the analysis 
in this paper assumes the packet arrivals are 
Poisson with fixed packet sizes, and the 
service times all have exponential 
distribution.  For certain types of network 
traffic, assuming Poisson arrivals is adequate.  
In [4], it was concluded that modeling the 
voice traffic as Poisson with fixed-size 
packets gives adequate approximation, 
especially when the voice traffic is high.  
However, for some other traffic types, 
especially that of Ethernet, network packets 
are not fixed in size, and their arrivals do not 
always follow a Poisson process but rather 
bursty [5].  Also in reality, service times are 
not necessarily always exponential.  An 
analytical solution becomes intractable and 
not a trivial task when considering variable-
size packets and non-Poisson arrivals, and 
when also considering general service times.  
The impact of having bursty traffic and 
having general distribution for packet sizes 
and service times can be best modeled and 
studied using DES (Discrete Event 
Simulation) [6]. 
The finite queueing system with an N-stage 
service can be modeled as an M/G/1/K 
queueing system with incoming packets 
following a Poisson arrival λ and service 
times with general distribution.  The service 
time is a random variable consisting of the 
sum of N independent distributed random 
variables.  In other words, incoming packets 
are served sequentially in multiple stages.  
New packets enter Stage 1 only after the 
previous packet has departed the queueing 
system, i.e. left Stage N.  The overall service 
time would thus be the sum of the random 
service times of the N stages.  For rule-based 
servers, in practice, r , where  denotes 
the mean service rate of the scheduler node 
and r denotes the mean service rate for the 
result collector node, since the service time of 
IP processing involving device driver 
handling and network processing is on 
average much larger than that of processing 
individual rules.   




We follow the approach presented in [7] to 
analyze the M/G/1 and M/G/1/K queueing 
system, with a queue size of K inclusive of 
the one in service.  The approach is based on 
computing first the steady-state probabilities 
at the departure instants of packets from the 
queue, to find subsequently the queue size 
distribution at an arbitrary time. 
3. Mathematical Queueing Model: 
In this section, we present a queueing model 
for executing cluster applications with the aim 
of deriving formulas for the mean response 
time.  As shown in Figure 1, an arriving 
application gets first queued in a buffer of size 
K-1 and then gets serviced sequentially in 
three stages by: (1) the scheduler node, (2) the 
worker nodes which work in parallel, and (3) 
the result collector node.  We assume 
independent exponentially distributed service 
times for all nodes.  We also assume a 
Poisson arrival for incoming application.   
 
Let   denote the workload which is the mean 
arrival rate of the cluster application, 
denote the mean service rate of the scheduler 
node,  denote the mean service rate of a 
worker node, r denote the mean service rate 
for the result collector node, N denote the 
number of worker nodes, K denote the 
capacity of the queueing system inclusive of 
the one in service, and   denote the 








Figure 1   Queueing model for servicing cluster 
applications 
The queueing system shown in Figure 1 is 
basically an M/G/1/K queueing system, with a 
Poisson arrival  , generally distributed 
service times, and a system capacity K.  The 
challenge in analyzing such a queueing 
system is to compute )(xb which is the PDF 
of the generally distributed random variable X 
representing the service times, and 
subsequently deriving a closed-form solution 
to k which is the probability of having k  
application arrivals during this service time.  















Effectively, )(xb is the PDF of a random 
variable X  which is the sum of three 
independent random variables representing 
the service times at the three service stages; 
namely, the scheduler node, the worker nodes, 
and the collector  node.  The first stage 
random service time has an exponential 
distribution with a mean 1  and a PDF 
tetf  )( .  The third stage random service 
time has also exponential distribution with a 
mean  r1  and a PDF rtretg )( .   
For the second stage, we assume the service 
times for each worker node are independent 
and exponentially distributed with a mean 
1 .  Then, the second stage random service 
time B for these N parallel workers can be 
expressed as  NBBBB ,...,,max 21 .  In a 
way, the second stage service time depends on 
the slowest of these N parallel workers, 
whereby the result collector will start 
executing after the slowest worker node has 
finished.  Therefore, the CDF of the random 










The PDF of B can be obtained by 
differentiating the above equation with 
respect to t as 
tNt
B eeNtf
  1)1()( . (3)
Then, )(xb  is the convolution of the three 
PDFs: )(tf , )(tfB , and )(tg .  Since the 
convolution is a linear operator, we compute 
first the convolution of )(tf and )(tg ,  and 
A Mathematical Model for Cluster Applications                                                                              IUGNES 23(1) (2015) 1-6  
  
 4
then compute the convolution of the resulting 
function )(th  with )(tfB .   
 
To derive the formula for the mean service 
time ][BE  of the second stage, we use 












To evaluate this integral, we let tey 1 .  
Then dttedy t   and ./)1log( yt   



































In [3], it has been shown that the convolution 
of two density functions of two random 
service times with means of r1  and 1 , can 
be expressed as 
 
)5(
                       


























Let us consider first the case where r .  
)(xb  is the convolution of )(th and )(tfB  
which can be expressed as  
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Therefore, we have 



























































































































































Let us consider now the case where r .  























































































































Integrating by parts, we get 
 
Following the approach in [3, 7], we now use 
k  to compute the steady-state probabilities 
at the departure instants of applications from 
the queue.  The mean time spent in the system 





















where X   and rBEX 1][1   , and 
}10{ ;  Kkk  are the steady state 
probabilities at the departure instants which 
can be derived using the approach presented 
in [3,7]. 
4. Numerical Results: 
In this section, we illustrate how our model 
can be used in determining the number of 
worker nodes needed to satisfy a given 
response time.   For our numerical examples, 
we choose K=100, ms201 r , and 
N2501  ms. 
 
Figure 2   Average response time curves in terms 
of number of worker nodes 
Figure 2 plots the average response time for 
different N in relation to the average workload 
 .  As shown in the figure, as the workload 
increases the response time increases with a 
small number of worker nodes.  For example, 
to satisfy an average response time of 300 ms, 
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at a light workload ( 5.1 ), we require N to 
be smaller than 5.  However at high workload 
( 5.2 ), N has to be greater than  5.  
Conclusion: 
We have presented a mathematical queueing 
model based on queueing theory to determine 
the number of cluster nodes needed for 
executing a cluster application given the 
workload conditions and processing power of 
each cluster node.  We showed a numerical 
example of how these formulas can be used to 
determine the number of cluster nodes needed 
to satisfy the mean response time for a cluster 
application. 
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