Interpretations for evaluations of the Tutte polynomial T (G; x, y) of a graph G are given at a number of points on the hyperbolae H q = {(x, y) | (x − 1)(y − 1) = q}, for q a positive integer -points at which there are usually no other similarly meaningful graphical interpretations. Further, when q is a prime power, an alternative interpretation for the evaluation of the Tutte polynomial at (1 − q, 0) is presented, more familiarly known as the point which gives the number of proper vertex q-colourings of G.
Introduction
For a graph G = (V, E) with k(G) connected components the rank r(E) of G is defined by r(E) = |V | − k(G). For F ⊆ E the rank r(F ) of F is defined to be the rank of the induced subgraph (V, F ) obtained from G by keeping just those edges in F (deleting the edges in E\ F ). The Tutte polynomial of G is defined by T (G; x, y) = F ⊆E (x − 1)
r(E)−r(F ) (y − 1) |F |−r(F ) .
It is well-known that the Tutte polynomial specialises to the chromatic polynomial P (G; z) = (−1) r(E) z k(G) T (G; 1 − z, 0), and to the flow polynomial F (G; z) = (−1) |E|−r(E) T (G; 0, 1 − z).
For q ∈ N the hyperbolae H q = {(x, y) | (x − 1)(y − 1) = q} have a special role in the theory of the Tutte polynomial, summarised for example in [12, §3.7] . In particular, if A is any Abelian group of order q, the Tutte polynomial evaluated at the points (1 − q, 0) and (0, 1 − q) on H q gives up to sign the number of nowhere-zero A-tensions of G and the number of nowhere-zero A-flows of G respectively.
In this paper we give some new interpretations for evaluations of the Tutte polynomial at certain points on H q for q ∈ N. We consider a graph G = (V, E) with a fixed orientation of its edges and a uniform probability space of pairs of functions from E into a subset B of an Abelian group A of order q. When B has the property of being a difference set in A (in particular, when B = A\{0}) two naturally defined events in this probability space have the property that one has probability expressible in terms of an evaluation of the Tutte polynomial at a point on the positive branch of H q (Theorem 5.2 and its corollaries, and Theorem 6.9) and for B = F q \{0} (with q a prime power) the correlation between the two events is expressible in terms of the evaluation of the Tutte polynomial at the point (1 − q, 0) on the negative branch of H q (Theorem 7.1). This latter correlation gives a curious interpretation for P (G; q), the number of proper vertex q-colourings of G.
Characters of finite Abelian groups
In this paper we shall be considering functions from the edges or vertices of a graph into an additive Abelian group A on q elements. We shall use characters of A in order to define the Fourier transform, which will be required to prove our evaluations of the Tutte polynomial in Theorem 6.9 and Theorem 7.1.
A character of a group A is a homomorphism χ : A → C from A into the multiplicative group of C. Denote by C A the vector space of all functions from A into C, which has inner product , defined for φ, ψ ∈ C A by φ, ψ = a∈A φ(a)ψ(a), the bar denoting complex conjugation.
If A is a finite Abelian group then the characters of A form a group A isomorphic to A (see e.g. [6] ). For each a ∈ A, write χ a for the image of a under a fixed isomorphism of A with A. In particular, for an additive Abelian group A, the principal (or trivial) character χ 0 has the property that χ 0 (a) = 1 for all a ∈ A.
In order to use the isomorphism of A with A it will be convenient to further assume that A is the additive group of a certain commutative ring to be defined below. This multiplicative structure on A is used as an auxilary in the construction of a generating character of A, the latter facilitating later proofs.
We take the cyclic additive group A = Z q as the additive group of the ring of integers modulo q. In general, for any given Abelian group A of order q with exponent (the least common multiple of the orders of all its elements), the structure theorem for finite Abelian groups (see e.g [6] ) says that there is a unique sequence of positive integers q 1 , q 2 , . . . , q m such that 2 ≤ q 1 | q 2 | · · · | q m = and
Now define componentwise multiplication on
Given then that A is the ring with additive group Z q 1 ⊕Z q 2 ⊕· · ·⊕Z qm and with componentwise multiplication, the characters of the additive group of A are generated by a single character χ : A → C in that, for all a, b ∈ A, χ a (b) = χ(ab).
It follows in particular that
for which a generating character is then given for each a = (a 1 , a 2 , . . . , a m ) ∈ A by χ(a) = e 2πi(a 1 /q 1 +a 2 /q 2 +···+am/qm) ,
For q = p m a power of a prime p, the m-fold direct sum Z p ⊕ Z p ⊕ · · · ⊕ Z p is the additive group of the finite field F q . However, multiplication in F q is not the same as componentwise multiplication in the ring Z p ⊕ Z p ⊕ · · · ⊕ Z p defined above (the latter has divisors of zero). For the purposes of defining a generating character for the additive group of F q this is unproblematic. There is c ∈ F q so that c, c p , . . . , c p m−1 form a basis for F q over Z p . The trace Tr : F q → Z p is a linear transformation defined for each c ∈ F q by Tr(c) = c + c p + · · · c p m−1 . The group of additive characters of F q are then given by the isomorphism a → χ a where χ a (b) = e 2πiTr(ab)/p for each b ∈ F q (and where ab denotes multiplication in the field F q ). A generating character χ : F q → C is then given for each a ∈ F q by χ(a) = e 2πiTr(a)/p . This coincides with the definition of the generating character χ for Z p ⊕ Z p ⊕ · · · ⊕ Z p with componentwise multiplication.
Boundaries and coboundaries
Let G = (V, E) be a graph with k(G) components and ω a fixed orientation of the edges of G.
For each vertex v ∈ V the edges incident with v are divided according to the orientation ω of G into two subsets ω + (v) and ω − (v), the edges directed into the vertex and the edges directed out of the vertex. Similarly, for each edge e ∈ E we define ω + (e) to be the vertex at the head of the edge e and ω − (e) to be the vertex at the tail of e.
Given an additive Abelian group A of order q, assume that A is in fact a ring as in §2. (All that is required of the multiplicative structure on A is that A has a generating character χ : A → C. Thus we can take componentwise multiplication when A is written as a direct sum of cyclic groups, except for the case A = Z p ⊕ Z p ⊕ · · · ⊕ Z p where multiplication in F q will be assumed.)
Let A V denote the set of all functions g : V → A and A E the set of all functions f : E → A. The coboundary operator (or "exterior differential") d : A V → A E is defined for a given function g : V → A and each edge e ∈ E by
The kernel of the coboundary is the subspace of q k(G) functions g : V → A which are monochrome (constant) on components of G and the image of the coboundary is the space of A-tensions of G.
The kernel of the boundary d * is the space of the A-flows of G. The image of d * is the space of q r(E) functions in g : V → A with the property that for each connected component of G on vertices U ⊆ V u∈U g(u) = 0.
(See e.g. [2] .)
The function spaces A V and A E each have "inner products", for which we introduce a common bracket notation ( , ). For functions g 1 , g 2 ∈ A V and functions
The following lemma is fundamental to relating the spaces A E and A V via the boundary and coboundary operators.
Lemma 3.1 For graph G = (V, E) and ring A, the boundary d * :
Proof. This follows by expanding the first inner product and reversing the order of summation:
The spaces A V and A E have orthogonal decompositions relative to this inner product given by
and
the latter the familiar orthogonality between A-flows and A-tensions of G.
Flows and colourings
Given a graph G = (V, E) with orientation ω of its edges, an Abelian group A and a subset B of A, a function f : E → B with the property that d * f = 0 is a B-flow of G with orientation ω. This extends the terminology of [5] , in which a B-flow is defined only for subsets of A with the property that −B = B, in which case the number of B-flows is independent of the orientation ω of G. If 0 ∈ B, a nowhere-zero B-flow is a B\{0}-flow. Taking B = A, the number of A-flows is given by
and the number of nowhere-zero A-flows is given by
where
is the flow polynomial of G.
If B is a subgroup of A of size k, the number of B-flows is k |E|−r(E) and the number of nowhere-zero B-flows is F (G; k). The complement B = A\B satisfies −B = B and it is straightforward to see that the number of B -flows is k |E|−r(E) F (G; q/k).
We define the zero flow polynomial (or bad flow polynomial) for any Abelian group A on q elements by
where f −1 (0) = {e ∈ E | f (e) = 0} is the set of zero edges in the A-flow f : E → A. Thus F (G; q, 0) = F (G; q) is the number of nowhere-zero A-flows of G, for Abelian group A on q elements. Similarly, the monochrome polynomial (or bad colouring polynomial) of G is defined for any Abelian group A on q elements by
where (dg) −1 (0) = {e ∈ E | dg(e) = 0} is the set of monochrome edges in the vertex qcolouring g : V → A. Thus P (G; q, 0) = P (G; q), the number of proper vertex q-colourings of G.
A with dg = h and conversely each function g : V → A gives an A-tension dg : E → A. Hence we also have
The following relationships between the monochrome polynomial, zero-edge flow polynomial and the Tutte polynomial are used to obtain the new evaluations of the Tutte polynomial in this paper. 
,
where T (G; x, y) is the Tutte polynomial of G. Thus
Difference sets in Abelian groups
First a lemma from which we deduce the results in the remainder of this section.
the multiplicity of the element a in the difference B − B.
If two functions f 1 , f 2 : E → B are chosen uniformly at random then
Proof.
by finding the size of the preimage of each function f : For example, for any Abelian group A the set B = A forms a (q, q, q)-difference set and the set of nonzero elements B = A\{0} form a (q, q − 1, q − 2)-difference set in A.
It is not difficult to show that if B ⊆ A is a (q, k, )-difference set, then A\B is a (q, q−k, q− 2k + )-difference set. Also, if for B ⊆ A\{0} we write B = A\(B ∪{0}), then B ∪B ∪{0} = A so that if B is a (q, k, )-difference set then B is a (q, q − k − 1, q − 2k + − 1)-difference set.
We come now to the first main theorem of this paper:
Theorem 5.2 Let G = (V, E) be a graph, A an Abelian group on q elements and B ⊆ A a (q, k, )-difference set in A. If two functions f 1 , f 2 : E → B are chosen uniformly at random then
Proof. If B is a (q, k, )-difference set then in Lemma 5.1 we have 0 = k and a = for all a = 0 so that
where F (G; q, x) is the zero flow polynomial of G defined in §4. Theorem 4.1 gives the result.
Corollary 5.3 Let G = (V, E) be a graph, A an Abelian group on q elements and functions
For the next corollary of Theorem 5.2 we require the following well-known fact (see e.g. Corollary 5.5 Let G = (V, E) be a graph, q > 3 a prime power with q ≡ −1 (mod 4) and B the set of non-zero squares in F q . Then, choosing f 1 , f 2 : E → B u.a.r.,
Corollaries 5.3 and 5.5 use two families of difference sets, the first occuring in every Abelian group, the second only in the additive group of F q for prime power q ≡ −1 (mod 4). Establishing the existence or non-existence of difference sets with a given set of parameters (q, k, ) is only a partially resolved question. See for example [7, 11] for more on difference sets and for a table of small parameter values for which difference sets exist. The smallest value of q for which a (q, k, )-difference set not of the form in either Corollary 5.3 or Corollary 5.5 exists is q = 13, where {1, 2, 4, 10} is a (13, 4, 1)-difference set in Z 13 .
The Fourier transform
In this section we develop the theory of the Fourier transform sufficiently in order to prove a result (Theorem 6.5) from which all the remaining theorems of this paper are deduced. Theorem 6.5 is used to prove Theorem 6.8 which generalises Lemma 5.1 to probability distributions on A E which are not uniform, Theorem 6.9 which generalises Theorem 5.2, and Theorem 7.1 which gives a non-standard interpretation for the evaluation of the Tutte polynomial at (1 − q, 0).
Definition 6.1 Let
Thus for A = Z q , the Fourier transform of a function φ : The set {1 a : a ∈ A} forms an orthonormal basis for the inner product space C A . The Fourier transform changes this basis to the orthogonal basis {χ a : a ∈ A}, with 1 a = χ a . The Fourier inversion formula states that if
In particular, for any function φ : A → C, φ(a) = qφ(−a) for all a ∈ A.
We have introduced the Fourier transform as a linear transformation of C A , but it is the Fourier transform defined on the two product spaces C A E and C A V which will be used in the sequel. We shall find it notationally convenient to define, for any given functions φ, ψ : A → C, the same functions "extended by direct product" to functions on A E and A V , namely
A common example of the use of this notation will be to write 1 A\{0} (f ) to denote the function equal to 1 when f : E → A is nowhere-zero and 0 otherwise. That our use of this notational simplification will not lead to ambiguity follows from the fact that the Fourier transform of φ : A E → C is the same as the function φ : A → C extended by direct product to the function φ : A E → C. Similarly, ψ : A → C extends by direct product to ψ : A V → C, which is equal to the Fourier transform of the function ψ : A V → C.
Let χ be a generating character χ of A, for which
Then
and, since χ : A → C is a homomorphism of groups,
So the generating character χ : A → C is also a generating character for A E in the sense that χ h (f ) = χ((f, h)) for all f, h ∈ A E . Similar remarks apply to characters of A V : given a generating character χ : A → C, we have χ h (g) = χ((g, h)) for all g, h ∈ A V . Parseval's inner product formula for Fourier transforms states that φ, ψ = q −1 φ, ψ for Abelian group A of size q and functions φ, ψ ∈ C A . We state it below for the groups A E and A V since it is for functions from these groups into C that Parseval's formula will be used later:
Similarly, for functions ψ 1 , ψ 2 : A V → C,
In particular,
For a given function φ :
The introduction of the operator δ * is motivated by the following interpretation: when φ : A E → [0, 1] is a probability distribution on A E , δ * φ(g) is equal to Pr(d * f = g) when choosing f : E → A with probability φ(f ). Similarly, for a given function ψ : A V → C, the function δψ : A E → C is defined for each
Lemma 6.3 For functions
Proof. Writing out the first inner product,
by grouping summands into the inner sum (empty sum when g ∈ im d), from which
The proof for the second inner product is similar.
Lemma 6.4 For functions φ :
A E → C, ψ : A V → C and f : E → A, g : V → A, we have δ * φ(g) = φ(dg),
In other words δ * φ = φ • d and δψ = ψ • d * .
Proof. Take A to be the additive group of a ring defined as in §2 with generating character χ, A V with characters χ g defined for all g, h ∈ A V by χ g (h) = χ((g, h)) and A E with characters χ f defined for all f, h ∈ A E by χ f (h) = χ((f, h)). Fixing g : V → A, by definition and by Lemma 6.3
For all f ∈ A E we have
By Lemma 3.1 d and d * are adjoints, in that (f, dg) = (d * f, g). It then follows that
from which we obtain the result that δ * φ(g) = φ(dg).
The following theorem is basic to all subsequent theorems.
Theorem 6.5 Let A be an additive Abelian group of order q and φ :
Proof. By Lemma 6.3,
and by Parseval's formula and Lemma 6.4 this is
which is the first result. Similarly,
An important special case of Theorem 6.5 is the following, obtained by taking ψ = 1 0 , for which ψ = 1 A : Corollary 6.6 Let G = (V, E) be a graph, A and Abelian group of order q and φ : A E → C, ψ : A V → C any functions. Then 
We illustrate Corollary 6.6 with a familiar instance.
This is the relation between the zero flow polynomial and the monochrome polynomial,
The next theorem generalises Lemma 5.1 which is the special case φ = k −1 1 B for a subset B of k elements of A (and Theorem 5.2 where B is a (q, k, )-difference set in A).
Theorem 6.8 Let φ : A E → [0, 1] assign a probability distribution on the set of functions f : E → A, so that f is chosen with probability φ(f ). If f 1 , f 2 : E → A are chosen at random according to the probability distribution φ then
Proof. By definition, for each g : V → A,
and, since f 1 , f 2 are chosen independently,
By Lemma 6.2 and Theorem 6.4,
and |δ * φ(g)| 2 = δ * φ(g) 2 since φ is real-valued.
The expression for Pr 
The following corollary of Theorem 6.8 takes this a little further. Recall that if B is a (q, k, )-difference set in A then A\B is a (q, q − k, q − 2k + )-difference set in A. For the two complementary difference sets B and A\B, take a probability distribution that chooses edge values u.a.r. from B and also u.a.r. from A\B (but not necessarily with the same probability of choosing a particular element of A\B as choosing a particular element from B). Theorem 6.9 Let G = (V, E) be a graph, A an Abelian group of order q and B a (q, k, )-difference set in A. Assign a probability distribution to the set of functions f : E → A so that f is chosen with probability s |f −1 (A\B)| t |f −1 (B)| , where
(At each edge of G the function f takes any particular value from A\B with probability s and any particular value from B with probability t.) Then, for s = 1 q ,
where (x, y) lies on H q and
, and taking φ = s1 A\B + t1 B we find that
using in the last step t − s = (1 − sq)/k. By Theorem 6.8, under the probability distribution φ,
where P (G; q, y) is the monochrome polynomial of G. Theorem 4.1 yields the stated evaluation of the Tutte polynomial.
In Theorem 6.9, note that as s varies from 0 through to Theorem 6.9 implies that if 0
is the same under the two different probability distributions
Corollary 6.10 Let G = (V, E) be a graph, A an Abelian group of order q and B a (q, k, )-difference set in A.
Suppose
Then the probability Pr(d * f 1 = d * f 2 ) is the same (as given by Theorem 6.9) under the two following ways of choosing a function f : E → A at random:
(1) At each edge of G the function f takes any particular value in A\B with probability s 1 and any particular value in B with probability t 1 .
(2) At each edge of G the function f takes any particular value in A\B with probability s 2 and any particular value in B with probability t 2 .
In particular, Corollary 6.10 implies that for each (q, k, )-difference set B with k ≥ q/2 there are two probability distributions on A E which give the same probability Pr(d * f 1 = d * f 2 ) that a pair of randomly chosen functions f : E → A have the same boundary. The first probability distribution chooses f : E → B u.a.r. (as in Theorem 5.2), and the other probability distribution first picks either B with probability k q/2 − 1 and then an element from B u.a.r. and otherwise chooses an element from A\B u.a.r. instead.
Example 6.11 Let q be a prime power with q ≡ −1 (mod 4) and q > 3, A = F q and B the (q,
q ) in Corollary 6.10, so that we are considering the following probability distributions:
(1) Choose f : E → A\B (the squares in F q ) u.a.r.
(2) Choose f : E → F q so that with probability 1 q an edge receives a square value (chosen u.a.r.) and with probability q−1 q receives a non-square value (chosen u.a.r.). These two distributions lead to the same probability Pr(d * f 1 = d * f 2 ) of two randomly chosen functions f 1 , f 2 : E → F q having the same boundary. By Theorem 6.9 this common probability is given by
(This probability of obtaining the same boundary when choosing f 1 , f 2 with square values in F q may be compared with the probability of obtaining the same boundary when choosing f 1 , f 2 with non-zero square values in F q given in Corollary 5.5.)
7 An interpretation of P (G; q) for q a prime power Let q be a prime power and A = F q . We apply the theory of characters of the cyclic multiplicative group F × q of F q of order q − 1, while using the theory of characters outlined in §2 of the additive group of F q to define Fourier transforms of functions from F q into C.
A Dirichlet character τ of F q is a character of the multiplicative group F × q extended to a function on F q by setting τ (0) = 0. A Gauss sum on F q is the Fourier transform of a Dirichlet character τ of F q , defined for each b ∈ F q by
The function τ has the property (see e.g. [4, 1] ) that
provided τ = τ 1 , the principal multiplicative character τ 1 = 1 Fq\{0} .
Let τ be a Dirichlet character of F q of order r | q−1 in F × q . The characters τ, τ 2 , . . . , τ r−1 , τ r (= τ 0 = τ 1 ) form a group under multiplication isomorphic to the additive group Z r since τ a τ b = τ a+b and the exponent can be reduced modulo r. For a generating additive character χ : Z r → C of Z r , the map τ a → χ a where χ a is defined by χ a (b) = χ(ab) for a, b ∈ Z r is an isomorphism with Z r ∼ = Z r . For example, the Legendre symbol is a Dirichlet character τ −1 of order 2 and the characters τ −1 , τ 1 under multiplication form a group isomorphic to Z 2 .
For a Dirichlet character τ : F q → C, define the function τ : F E q → C "extended by direct product" as in §6 by setting, for each f : E → F q ,
For τ a Dirichlet character of order r, it is straightforward to see that Pr(τ (f 1 ) = τ (f 2 )) = 1 r since the preimages of τ partition F q \{0} into r subsets of equal size. The following gives the correlation between the events d * f 1 = d * f 2 and τ (f 1 ) = τ (f 2 ) as another evaluation of the Tutte polynomial.
Theorem 7.1 Let f 1 , f 2 : E → F q \{0} be chosen u.a.r. and let τ be a Dirichlet character of F q of order r. Then the correlation between the event that d * f 1 = d * f 2 and the event that τ (f 1 ) = τ (f 2 ) is given by
Proof. Define for each c ∈ Z r φ c :
Fq\{0} assigns a uniform probability distribution to F q \{0}. Also φ 0 = |φ c | for each c ∈ Z r since |τ | = 1 Fq\{0} . Extend φ c by a direct product to a function φ c :
where χ is a generating character for the additive group Z r . Writing for fixed g : V → F q and each a ∈ Z r ,
We now use the orthogonality of the additive characters of Z r to find that
and so,
By Theorem 6.2 and Theorem 6.5,
With τ c a nontrivial Dirichlet character of F q for each c ∈ Z r \{0}, we have
(taking here φ c as a function F q → C, which is then "extended by direct product" to a function φ c : F E q → C) we finally obtain the result that
By taking τ to be a Dirichlet character of order q − 1, Theorem 7.1 says that for a graph G = (V, E) there is a positive correlation between the boundary d * f : V → F q of a function f : E → F q \{0} and the product of its values e∈E f (e) if and only if G is q-colourable.
For q an odd prime power, taking τ to be the quadratic character on F q , Theorem 7.1 says that there is a positive correlation between the boundary d * f : V → F q of a function f : E → F q \{0} and the parity of the number of non-square values taken by f . Call a function f : E → F q \{0} even if it has an even number of non-square values, and odd otherwise. Then δ * τ (g) = #{f : E → F q \{0} | d * f = g, f even} − #{f : E → F q \{0} | d * f = g, f odd}.
From Theorems 6.4 and 6.2 there is g : V → F q in im(d * ) such that δ * τ (g) = 0 if and only if there is g : V → F q such that δ * τ (g) = τ (dg) = 0. This in turn is the case if and only if | τ (dg)| 2 = q |E| 1 Fq\{0} (dg) = 0: the result of Theorem 7.1 comes from the fact that there are precisely P (G; q) non-zero values of | τ (dg)| 2 , all of which equal q |E| . Take p to be a prime not dividing q. Since q |E| 1 Fq\{0} (dg) = 0 in Z if and only if q |E| 1 Fq\{0} (dg) = 0 in Z p /pZ, we obtain the following: Theorem 7.2 Let G = (V, E) be a graph with a fixed orientation of its edges, q an odd prime power and p a prime not dividing q. Then P (G; q) > 0 if and only if there is some g : V → F q such that
In particular, taking p = 2, P (G; q) > 0 if and only if there is some g : V → F q such that
A seemingly simple criterion for vertex 3-colourability results from Theorem 7.2 with q = 3. (Theorem 7.2 with q = 3 has an analogue in Theorem 7 of [8] , which, together with Matiyasevich's paper [9] , motivated many of the results in this paper.) Identify a function f : E → F 3 \{0} = {−1, +1} with an orientation of G as follows. Let ω be the given fixed orientation of G and let f correspond to the orientation of G obtained by preserving the direction of ω at edges e where f (e) = +1 and reversing the direction of ω at edges e where f (e) = −1. Define the score vector modulo 3 of an orientation of G to be the sequence of outdegrees at the vertices of G taken modulo 3. (The vertices are taken in any fixed order.) Then a necessary and sufficient criterion for P (G; 3) > 0 given by Theorem 7.2 is that there is some score vector modulo 3 realised by an odd number of orientations of G. (It is not necessarily the case that any of the score vectors realised by an odd number of orientations are themselves proper vertex 3-colourings of G. For example, it is easily checked that the graph G = K 2 × K 3 has the property that all its proper 3-colourings are realised as the score vector of exactly 2 orientations.)
