We present a constraint analysis methodology for Linear Matrix Inequality (LMI) constraints. If the constraint set is found to be feasible we search for a minimal representation; otherwise, we search for an irreducible infeasible system. The work is based on the solution of a set covering problem where each row corresponds to a sample point and is determined by constraint satisfaction at the sampled point. Thus, an implementation requires a method to collect points in the ambient space and a constraint oracle. Much of this paper will be devoted to the development of a hit and run sampling methodology. Test results confirm that our approach not only provides information required for constraint analysis, but will also, if the feasible region has a non-void interior, with probability one, find a feasible point.
Introduction
Linear Matrix Inequality (LMI) constraints are important in semidefinite programs (SDP), a class of problems of interest because they are very general(see, for example, the survey in (Vandenberghe and Boyd, 1996) ) and because they can be solved using efficient barrier function methods (see, for example, (Alizadeh, 1995) and (Wolkowicz, 2001) ).
It has been established (see, for example, (Andersen and Andersen, 1995) ) that for linear programs, the removal of redundancies can improve the performance of interior point algorithms, thereby increasing the size of the problem that can be solved. That the same is true for positive semidefinite programs was shown in (Jibrin, 1998) ; and it was also shown that the elimination of all redundancies and the detection of a irreducible feasible set, with deterministic methods is NP complete. If the feasible region is empty, the removal of all possible redundancies amounts to the detection of an irreducible infeasible set (Chinneck and Dravnieks, 1991) .
In this paper, we show how the framework for constraint analysis given by Caron and Traynor (2007) , which builds on the work by Boneh (1984) , can be applied to Linear Matrix Inequality (LMI) constraint sets.
The set of Linear Matrix Inequalities (LMI) of concern herein is of the form
where A j i are m j × m j symmetric matrices and x ∈ R n . Here A 0 means that the matrix A is positive semidefinite; A 0, that A is positive definite. We define, for each j, the function F j on R n by
The feasible region defined by these inequalities is Z(J) = {x ∈ R n |F j (x) 0, ∀j ∈ J }, which may, or may not, be empty. We assume throughout that for each j, there exists an x such that
is non-singular as F j (x) is non-singular for almost all x ∈ R n , because of the following theorem, applied to the determinant of F j (x).
Theorem 1. A polynomial function on R n to R, is either identically 0 or non-zero almost everywhere.
An elementary proof of this can be given, using only the Fubini Theorem. For details, see (Traynor and Caron, 2005) .
In section 2 of this paper we apply the framework for constraint analysis given by Caron and Traynor (2007) , which builds on the work by Boneh (Boneh, 1984) , to analyze the system (1). If the feasible region is nonempty, we show how our approach identifies redundancy and a feasible point, else we identify an irreducible infeasible set. In section 3 we present six algorithms for collecting information required for the analysis, section 4 provides details on positive definite intervals of matrix pencils necessary for implementation; and section 5 gives numerical results.
A Framework for Constraint Analysis
Let X j be the set of points in R n satisfied by the j th LMI constraint. The intersection of all of these is the feasible set, denoted Z(J). More generally, for J ⊆ J, Z(J ) = j∈J X j . We are interested in subsets J of J such that Z(J ) = Z(J). We call such a J a reduction of J. The family {X j } j∈J , or the corresponding J , is irreducible if there is no proper reduction J of J . We find that J is a reduction of J if and only if
We denote by δ j the indicator (or characteristic) function of X c j and gather the δ j into one "binary word valued indicator function" δ = (δ j ) j∈J . Thus, δ : R n → {0, 1} J . Its sets of constancy, in other words, the equivalence classes
In terms of δ, the inclusion (2) can be expressed as follows.
Theorem 2 (Caron and Traynor (2007) ). The set J is a reduction of J if and only if δ(x) · 1 J > 0, for all x with δ(x) = 0, where 1 J is the binary word y, with y j = 1, if j ∈ J , 0 otherwise Thus, if we let E be the set of all possible words δ J (x) other than 0, thought of as a matrix whose rows are indexed by the infeasible equivalence classes, an irreducible reduction can be found by solving the standard Set Covering (SC) problem minimize Σy = 1 · y subject to Ey ≥ 1, y binary, where 1 is a vector of ones of appropriate dimension.
Suppose we have a solution to the set covering problem that indicates an irreducible reduction J . If the system is feasible, the J provides an irreducible feasible set. If the system is infeasible, the J provides an irreducible infeasible system (IIS). The word in E with smallest row sum then indicates a minimal infeasibility set (Chakravarti, 1994) .
Since any feasible solution y to the SC problem corresponds to a reduction, one needn't actually find an optimal solution to obtain a benefit, and heuristics, such as Chvatal's (Chvatal, 1979) greedy algorithm, are sufficient for the purpose.
However, there is still the problem of the determination of the matrix E.
Collecting covering matrix rows
Let us assume that we are sampling the points of R n according to a distribution which is equivalent to Lebesgue measure in the sense that it has the same sets of measure zero and calculating the corresponding δ(x). Provided that there are no implicit equalities, the fact that the LMI constraints are convex entails that each δ(x) has a nonzero probability of being detected (Corollary 7 in (Caron and Traynor, 2007) ). In our numerical experiments we did this by sampling uniformly in a bounding box. We refer to the method as Algorithm 1 and say that it "generates random observations in a box".
In Algorithm 1, as well as in all subsequent algorithms, M is the iteration limit, B is a sampling box centered at the origin with sides of length 2b, and x 0 ∈ B is randomly chosen so that F j (x 0 ) is invertible for all j ∈ J. All algorithms start with the iteration counter k = 0 and if δ(x 0 ) = 0, E = δ(x 0 ), else E = ∅.
Each algorithm outputs a "most feasible" point z with 1 T δ(z) ≤ 1 T δ(x), for all sampled points x. (This is the commonly used measure of feasibility in terms of the number of violated constraints, often abbreviated as N IN F , see, for example, (Chinneck, 2004) .) Initially, z = x 0 . After each algorithm is complete, the final step is to remove those rows of E that are redundant by virtue of bit-wise majorization, i.e., clean E, and then solve min{1
Another way to sample is along straight lines. In (Boneh and Golan, 1979) a "hit and run" algorithm was introduced for the identification of redundancy and feasible region boundedness. This led to the development of a family of variations of the method (Boneh, 1983; Smith, 1984; Telgen, 1979; Berbee et al., 1987; Bélisle et al., 1998 Bélisle et al., , 1993 . It was shown in (Bélisle et al., 1993 ) that these methods, under rather weak conditions generate points asymptotically uniformly in a bounded open set. We have described these methods in (Caron and Traynor, 2007) .
In our numerical studies we used variations of the Coordinate Directions (CD) hit and run method introduced by Telgen (1979) and published in (Boneh, 1983) . Here, the straight lines are defined by a point x and a direction s taken to be a standard coordinate direction vector chosen in an equally likely way. The next point is chosen uniformly on the intersection of the line {x + ts : t ∈ R} with the region in question.
In Algorithm 2, B is the region in question. For each generated point x + ts, we determine which of the
are positive semidefinite, so that Algorithm 2 could be compared with Algorithm 1. It should be noted that if s is taken to be the i th coordinate vector, the matrix F j (x + ts) reduces to F j (x) + tA j i . Also because of Theorem 1 each such matrix will be non-singular with probability 1. If one matrix should turn out to be singular, we simply choose a new point. We say that Algorithm 2 "generates CD observations in a box".
In Algorithm 3, we began taking more advantage of the fact that the points are generated along line segments as we suggested in (Caron and Traynor, 2007) .
Specifically, we determined, for each of the matrix pencils in Eq. (3), the t-interval on which it is positive semidefinite as described in section 4. The endpoints of these intervals are thought of as "crossing points", Algorithm 2 while k ≤ M do Select an integer i uniformly from {1, . . . , n} and set s to be the i th coordinate vector Select t uniformly from
for they are values of the parameter t, where the line x + ts crosses the constraint boundaries. Let the crossing points be denoted by their displacement from x in the direction s, i.e., by
where − < 0 and + > 0. The number of crossing points is + − − ≤ 2q. At crossing point t we denote by j the index of the constraint whose boundary is crossed. Let t i correspond to the boundary of F ji 0 and suppose that t i < t i+1 . As the parameter t increase beyond t i , the j Each new observation δ(x) thus obtained is added as a new row of the set covering matrix E. We say that
Algorithm 3 "generates observations along the line".
Algorithm 3 while k ≤ M do
Select an integer i uniformly from {1, . . . , n} and set s to be the i th coordinate vector Select t uniformly from (−b − x i , b − x i ) Determine the crossing points t − < . . . < t + Let δ = δ(x) for = 1, . . . , + do Flip δ j , the j th bit of δ If δ = 0 and is not a row of E append δ to E If 1 T δ < 1 T δ(z) replace z with x + 0.5(t + t +1 )s end for Repeat the loop for = −1, . . . − starting again with δ = δ(x) Replace x with x + ts Set k to k + 1 end while
In algorithms 3, 4, 5, and 6, we determine t at the beginning of each iteration while we update x + ts at the end. (The actual update is x i + ts i as only the coordinate associated with the current search direction is changed.) This allows us to place t in a crossing point interval, i.e., t < t < t +1 and to determine the next δ(x) while collecting observations along the line.
In Algorithm 4, we build on the advantage of collecting as we cross boundaries, appending only if a bit of the current observation changes from a 1 to a 0, for if two rows e and e of a set covering matrix E have the property that e bitwise majorizes e , then the set covering problem with the row e removed has the same solution; that is, that row is redundant. It is shown in (Caron and Traynor, 2007) that if this strategy (which we are calling "cleaning as we cross") is followed, the rows collected along one line are pairwise incomparable.
Algorithm 4
while k ≤ M do Select an integer i uniformly from {1, . . . , n} and set s to be the i th coordinate vector Select t uniformly from (−b − x i , b − x i ) Determine the crossing points t − < . . . < t + Let δ = δ(x) for = 1, . . . , + do Createδ from δ by flipping δ j , the j th bit of δ Ifδ j = 0,δ = 0 andδ is not a row of E appendδ to E Ifδ j = 0 and δ is a row of E, remove δ from E Flip δ j If 1 T δ < 1 T δ(z) replace z with x + 0.5(t + t +1 )s end for Repeat the loop for = −1, . . . − starting again with δ = δ(x) Replace x with x + ts Set k to k + 1 end while
We demonstrate with figure 1. The current iterate is x, the direction is s and the line segment AB.
The next iterate is chosen to be uniform on the line segment AB. Starting from x and moving to the right, we cross the boundaries of constraints 2 and 32. In the region containing x, we have, say, the observation δ 1 = (0, 1, 1, 1, 0, . . . , 0, 1). As we cross the boundary of constraint 2, the second bit of the observation changes from 1 to 0 and we get δ 2 = (0, 0, 1, 1, 0, . . ., 0, 1). Since δ 1 majorizes δ 2 we can remove δ 1 . As we continue in that direction we cross the boundary of constraint 32 to get δ 3 = (0, 0, 1, 1, 0, . . ., 0, 0) which is majorized by δ 2 and δ 2 can be removed. Moving in the other direction from x we get, say, δ 4 = (0, 0, 1, 1, 0, . . ., 1, 0) and δ 5 = (0, 0, 1, 1, 1, . . ., 1, 0). Since δ 1 is majorized by δ 4 which is majorized by δ 5 they can both be removed.
The only observation put in E is δ 3 .
In Algorithm 5, we introduce a new strategy by changing the region of question. Instead of going to the ends of the box, we choose our new t uniformly in the interval where constraints currently satisfied will remain satisfied. We demonstrate with figure 1 showing that the next iterate is chosen to be uniform on the line segment AB along which constraints 1, 5, . . . , 31 remain satisfied.
In Algorithm 6 we use the method of Algorithm 5 but also clean as in Algorithm 4.
Theorem 3. In all algorithms if the feasible region has non-void interior, then, with probability 1, a feasible point will be found.
Proof. We prove the result only for Algorithm 5. We begin in the sampling box. With probability 1, using the CD algorithm, a point a 1 will be found interior to one or more of the regions X j . Let C 1 be 
The next iterate is uniform on the interval [A,B] (0,0,1,1,0,...,0,0) Algorithm 5 while k ≤ M do Select an integer i uniformly from {1, . . . , n} and set s to be the i th coordinate vector Determine the crossing points t − < . . . < t + From those crossing points find the step lengths t − < 0 < t + that define the line segment along which the same constraints are satisfied as for x Select t uniformly from (t
while k ≤ M do Select an integer i uniformly from {1, . . . , n} and set s to be the i th coordinate vector Determine the crossing points t − < . . . < t + From those crossing points find the step lengths t − < 0 < t + that define the line segment along which the same constraints are satisfied as for x Select t uniformly from (t
+ do Createδ from δ by flipping δ j , the j th bit of δ Ifδ j = 0,δ = 0 andδ is not a row of E appendδ to E Ifδ j = 0 and δ is a row of E, remove δ from E Flip δ j If 1 T δ < 1 T δ(z) replace z with x + 0.5(t + t +1 )s end for Repeat the loop for = −1, . . . − starting again with δ = δ(x) Replace x with x + ts Set k to k + 1 end while the intersection of those constraint regions containing a 1 . The CD algorithm then starts, remaining in C 1 .
Continuing recursively, once C k has been found and a k is a point in the interior of C k , the CD algorithm is run finding only points inside C k . Since the CD algorithm is asymptotically uniform in C k , if it is not the feasible region, then a new point a k+1 will be found interior to a new X j , determining a new C k+1 .
Eventually, all q constraints will be used, and the algorithm will reach a feasible point.
With respect to finding feasibility, Algorithms 5 and 6 should be more successful since at each stage C k+1 is a proper subset of C k so that the probability of finding a feasible point in one iteration in C k+1 is greater than for C k . This is demonstrated in the numerical results in section 5.
The PSD Interval for a Matrix Pencil
Let us simplify notation of (3), let V, W be symmetric matrices, with W = 0, and consider the pencil
The set of positive definite matrices is an open convex cone and the set of positive semidefinite matrices is a closed convex cone. It follows that the set T = {t ∈ R : P (t) 0} is an open interval, the positive definite interval (of P ) and T = {t ∈ R : P (t) 0} is a closed interval (bounded or unbounded), the positive semidefinite interval.
Let p(t) = det P (t). We refer to p as the determining polynomial, for its roots, in the cases of present interest, determine the intervals T and T .
Lemma 4. The interval T is not all of R. The determining polynomial p has at least one root. If p is not identically 0, then T is the interior of T .
Notice, by the way, that this will hold whenever T is non-empty.
Proof. Since W = 0, we choose an eigenvector x of W with a non-zero eigenvalue. Then, t → x P (t)x is a straight line with a non-zero slope x W x, so must be somewhere negative. Thus, T = R. This straight line must also be zero somewhere, so p has at least one root.
The open interval int T contains T . Suppose (int T ) \ T = ∅. Then, for some non-zero x, the straight line t → x P (t)x is everywhere non-negative in T and takes a minimum value 0 in the interior; hence it is constantly 0. Thus, P (t) is everywhere singular, that is, p is identically zero. Thus, if p is not identically zero, int T ⊇ T , as required.
Re-examining the slope argument in the proof of the Lemma 4, considering the possible eigenvalues of W , we deduce: In case one of V and W is non-singular, the determining polynomial p is not identically zero, so has finitely many roots, which can be expressed as eigenvalues. If V is non-singular, which it will almost surely be in our application, the roots are negative inverses of the eigenvalues of V −1 W . Indeed, We will concentrate on the case V is non-singular. As we have noted, the roots of the determining polynomial p are the negative inverses of the non-zero eigenvalues of V −1 W . If V is positive definite, then these are the same as the eigenvalues of the symmetric matrix V −1/2 W V −1/2 . By Sylvester's Law of Inertia, this matrix has the same inertia as W . In particular it is positive definite, negative definite, positive semidefinite, or negative semidefinite if and only if W is likewise. Replacing V by −V , we see that if V is negative definite, the inertia reverses and becomes that of −W .
The case V is positive definite. When V is positive definite, 0 ∈ T and T is the closure of T . Thus,t is either the smallest positive root of p or is +∞, if there is none; t is either the largest negative root of p or is −∞. Translating this into a statement about eigenvalues of V −1 W , we obtain:
Theorem 6. Suppose that V is positive definite. Let λ max be the largest eigenvalue of V −1 W and λ min the smallest. Then, the positive semidefinite interval for V + tW is given by
(Recall that the case W = 0 has been excluded from the outset.)
The case V is negative definite. From Lemma 5, we know the form of T when W is positive definite or negative definite. Taking into account the reversal of the inertia mentioned above, we find, when V is negative definite, that the formulas turn out the same as in Theorem 6.
If W is neither positive nor negative definite, we find that T is empty.
Theorem 7. Suppose V is negative definite. Let λ max be the largest eigenvalue of V −1 W and λ min the smallest. Then the positive semidefinite interval T is given as follows.
Proof. If W 0, then by Lemma 5, T = [t, +∞), where t is the largest root of p. Since V = P (0), is W has a zero eigenvalue with eigenvector x, then x P (t)x = x V x < 0 for all t, while if it has a positive eigenvalue with eigenvector u and a negative eigenvalue with eigenvector v, then, for t ≤ 0, u P (t)u < 0 and for t > 0, v P (t)v < 0, so again there is no t for which P (t) is positive semidefinite.
V nonsingular and indefinite. In this case, we can repeat the above arguments for the unbounded cases, W ≺ 0 or W 0, but we can't guarantee that the eigenvalues of V −1 W are on one side of 0. Instead, we have to ensure that we work with eigenvalues of the correct sign.
Theorem 8. Suppose V is non-singular and indefinite and W 0 or W ≺ 0, and let λ max − be the largest negative eigenvalue of V −1 W , and λ min + be the smallest positive one. Then the positive semidefinite interval T is given by
The case W indefinite, however, is not covered by this. In this case, one can use a "brute force" method: simply partition the real line by the roots of p (determined by the eigenvalues of V −1 W ) and choose a point in each such interval and check for positive definiteness. The search can be narrowed down by the following analysis.
Let Q be an orthogonal n × n matrix such that
where D 1 , D 2 are diagonal and positive definite.
where E 1 and E 2 have the same sizes as D 1 and D 2 . Then
By Theorem 6 and Theorem 7, we can determine the positive semidefinite intervals for D 1 + tE 1 and −D 2 + tE 2 . We denote them by T 1 and T 2 and obtain:
Thus, if E 3 is not a zero matrix, we need only check the roots inside T 1 ∩ T 2 , while if it is 0, we can obtain it immediately. Table 1 : PSD interval for V non-singular, W = 0 using eigenvalues of
In the cases not covered (V indefinite and W indefinite or singular), all we can say is T ⊆ T 1 ∩ T 2 .
Examples and Numerical Results
We tested Matlab 7.1 implementations of the six algorithms on fourteen examples using a Dell Inspiron with Pentium processor (1.70GHz, 504 MB RAM). We use AlgI to refer to Algorithm I.
The examples solved are described in table 2. The columns give the example number, the dimension n of the space, the number of constraints q, the value of b that defines the sampling box B; the state of feasibility, and the source.
The first ten examples were randomly generated. Each matrix A
0 is a diagonal matrix with non-zero entries sampled from U (0, 1) using the Matlab routine "rand". All other matrices A (j) i
were generated with the Matlab routine "sprandsym(n,density)", with the density parameter set to 0.8. The exceptions are examples eight and ten, where, for each, the first (q − 1) constraints are generated as above and the q-th The results are given in tables 3, 4, 5, 6, and 7; and they were generated from M = 1000 iterations. In tables 6 and 7 the results for Alg3 and Alg4 are grouped, as are the results for Alg5 and Alg6, since the iterates are identical for those algorithm pairs. Although it was emphasized in the pseudocode; the implementations of Alg3, Alg4, Alg5, and Alg6 switch to the CD algorithm when a feasible point is found. (In fact, this produces the same results as the given by the pseudocode, but a direct CD implementation eliminates unnecessary calculations.) This strategy fits within our SC framework understanding that detecting a necessary constraint using CD (or any hit and run method) is equivalent to the detection of a singleton row in the SC matrix E, where the single "1" corresponds to the detected constraint. In that sense, any of the hit and run algorithms can be considered very effective sampling techniques for this SC framework once a feasible point is known.
The time in seconds for each algorithm to complete one thousand iterations is in table 3. This includes the time to collect the samples, to clean the SC matrix and to solve the SC problem. In table 4 we see the time for the cleaning, and, in brackets, the percentage of time used for cleaning. In many cases, cleaning takes the bulk (almost all) of the time. The effects of cleaning are given in table 5 where we give the number of SC rows before and after cleaning.
We expect Alg2 to take less time than Alg1 as it updates function values taking advantage of the structure of the CD iteration. This is the case in all but the twelfth example. Likewise, we expect Alg4 and Alg6 to take less time than Alg3 and Alg5, respectively, as the "clean as you cross" paradigm is adopted. In table 3 this is the case except for Ex. 4 and Ex. 8, where Alg5 is faster that Alg 6. As CD iterates converge to a uniform distribution, and as convergence to uniformity depends on dimension, we expect, only for smaller values of n, the same overall performance in Alg1 and Alg2, in terms of the number of SC rows, number of necessary constraints, and feasibility detection. This is validated in tables 5, 6 and 7. For larger n we expect Alg1 to produce more SC rows than Alg2 as the sampled points are truly uniform. This is the case for problems with more than twenty-five variables (table 5) .
In table 5 we also see the benefit of the "clean as you cross" strategy in that Alg4 and Alg6 have fewer SC rows before cleaning than Alg3 and Alg5, respectively. In many example, e.g., Ex. 9, the decrease is dramatic. Of course, both algorithm pairs will produce the same SC rows after cleaning, so, as expected, 
In Alg5 and Alg6 we restrict our random search to regions with a monotonically increasing number of satisfied constraints. We expect better observations, i.e., rows with fewer violated constraints, compared to those generated by Alg1, Alg2, Alg3 and Alg4. In fact, Alg5 and Alg6 produce a feasible point for all feasible examples (see table 7 ); and they classify more of the necessary constraints (table 6 ). This validates theorem 3. However, the choice of the size b of the sampling box is important for the success of the algorithms and the full development of this methodology will need to make use of a dynamic scheme for adjusting b. Techniques such as those in Chinneck (2004) could be ideal. In figure 4 we see the points generated by Alg4. The constraint boundaries are marked by a printing of the crossing points, and the"+" symbols mark the iteration points.
In figure 5 we see the points generated by Alg6. A feasible point was found after 119 iterations after which the CD algorithm was used and further iteration points were in the feasible region, which is not visible.
As the boundaries were also drawn by crossing points, they are more porous than in figure 4. As well, the iteration points are concentrated to the right side (rather than being uniform) in the box as iterates were chosen to move towards feasibility. 
Conclusions
We have shown the benefit of the SC approach for the analysis of LMI constraints and we have shown its promise as a probabilistic method for constraint analysis and for finding feasibility or approximate feasibility.
Given the generality of the method, and its use of hit and run methods whose power is only starting to be well understood (see, for example, (Andersen and Diaconis, 2007) and (Lovasz, 1999) ) it continues to show promise for constraint analysis and as a feasibility algorithm for very general sets of constraints. As in (Chinneck, 2004) , where methods are presented to find approximately feasible points, there is a need for reasonable bounds on the variable to improve sampling, and to modify the sampling methods to accommodate problem sets with both linear and nonlinear equality constraints. Also, we have yet to test the effectiveness of the approximately feasible point returned by our algorithms. These topics are for the future.
