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Abstract. In this paper we classify extensions between irreducible finite conformal mod-
ules over the Virasoro algebra, over the current algebras and over their semidirect sum.
1. Introduction
It was shown in [2] that a finite semisimple conformal algebra is a direct sum of either a
current conformal algebra associated with a finite-dimensional semisimple Lie algebra, the
Virasoro conformal algebra, or their semidirect sum. The problem of classifying their finite
irreducible modules was solved in [1]. However, modules over conformal algebras (and thus
conformal modules) are in general not completely reducible, thus in order to understand
the representation theory of conformal algebras, one is led to study the extension problem.
This problem is solved in this paper.
In this section we will review a few concepts on conformal algebras, their modules and
their relations to Lie algebras of formal distributions that we need in this paper. For more
details the reader is referred to [1], [4], [5].
A formal distribution (usually called a field by physicists) with coefficients in a complex
vector space U is a generating series of the form:
a(z) =
∑
n∈Z
a[n]z
−n−1,
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where a[n] ∈ U and z is an indeterminate.
Two formal distributions a(z) and b(z) with coefficients in a Lie algebra g are called
(mutually) local if for some N ∈ Z+ one has:
(z − w)N [a(z), b(w)] = 0. (1.1)
Introducing the formal delta function
δ(z − w) = z−1
∑
n∈Z
(
z
w
)n,
we may write a condition equivalent to (1.1):
[a(z), b(w)] =
N−1∑
j=0
(a(j)b)(w)∂
j
w
δ(z − w)
j!
, (1.2)
for some formal distributions (a(j)b)(w) ([4], Theorem 2.3), which are uniquely determined
by the formula
(a(j)b)(w) = Resz(z − w)j [a(z), b(w)]. (1.3)
Formula (1.3) defines a C-bilinear product a(j)b for each j ∈ Z+ on the space of all formal
distributions with coefficients in g.
Note also that the space (over C) of all formal distributions with coefficients in g is
a (left) module over C[∂z], where the action of ∂z is defined in the obvious way, so that
∂za(z) =
∑
n(∂a)[n]z
−n−1, where (∂a)[n] = −na[n−1].
The Lie algebra g is called a Lie algebra of formal distributions if there exists a family
F of pairwise local formal distributions whose coefficients span g. In such a case we say
that the family F spans g. We will write (g,F) to emphasize the dependence on F.
The simplest example of a Lie algebra of formal distributions is the current algebra g˜
associated to a finite-dimensional Lie algebra g:
g˜ = g⊗C C[t, t−1].
It is spanned by the following family of pairwise local formal distributions:
a(z) =
∑
n∈Z
(a⊗ tn)z−n−1, a ∈ g.
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Indeed, it is immediate to check that
[a(z), b(w)] = [a, b](w)δ(z − w).
The simplest example beyond current algebras is the (centerless) Virasoro algebra, the
Lie algebra V with basis Ln (n ∈ Z) and commutation relations
[Lm, Ln] = (m− n)Lm+n.
It is spanned by the local formal distribution L(z) =
∑
n∈Z Lnz
−n−2, since one has:
[L(z), L(w)] = ∂wL(w)δ(z − w) + 2L(w)∂wδ(z − w). (1.4)
The next important example is the semidirect sum V ⋉ g˜ with the usual commutation
relations between V and g˜:
[Lm, a⊗ tn] = −na⊗ tm+n,
which is equivalent to
[L(z), a(w)] = ∂wa(w)δ(z − w) + a(w)∂wδ(z − w).
Given a Lie algebra of formal distributions (g,F), we may always include F in the
minimal family F¯ of pairwise local distributions which is closed under ∂ and all products
(1.3) ([4], Section 2.7). Then F¯ is a conformal algebra with respect to the products (1.3).
Its definition is given below [4]:
A conformal algebra is a left C[∂]-module R with a C-bilinear product a(n)b for each
n ∈ Z+ such that the following axioms hold (a, b, c ∈ R;m,n ∈ Z+):
(C0) a(n)b = 0, for n >> 0,
(C1) (∂a)(n)b = −na(n−1)b, a(n)∂b = ∂(a(n)b) + na(n−1)b,
(C2) a(n)b =
∑∞
j=0(−1)j+n+1 ∂
j
j! (b(n+j)a),
(C3) a(m)(b(n)c) =
∑∞
j=0
(
m
j
)
(a(j)b)(m+n−j)c+ b(n)(a(m)c).
Conversely, assuming for simplicity that a conformal algebra R = ⊕i∈IC[∂]ai is free
as a C[∂]-module, we may associate to R a Lie algebra of formal distributions (g(R),F)
with basis ai[m] (i ∈ I, m ∈ Z) and F = {ai(z) =
∑
n a
i
[n]z
−n−1}i∈I with bracket (cf. (1.2)):
[ai(z), aj(w)] =
∑
k∈Z+
(ai(k)a
j)(w)∂kw
δ(z − w)
k!
, (1.5)
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so that F¯ = R. Formula (1.5) is equivalent to the following commutation relations (m,n ∈
Z; i, j ∈ I):
[ai[m], a
j
[n]] =
∑
k∈Z+
(
m
k
)
(ai(k)a
j)[m+n−k]. (1.6)
The simplest example of a conformal algebra is the current conformal algebra associ-
ated to a finite-dimensional Lie algebra g:
R(g˜) = C[∂]⊗C g,
with products defined by:
a(0)b = [a, b], a(j)b = 0, for j > 0, a, b ∈ g,
and the Virasoro conformal algebra R(V) = C[∂]⊗C L with products (cf. (1.4)):
L(0)L = ∂L, L(1)L = 2L, L(j)L = 0, for j > 1.
Due to (C1), it suffices to define products on the generators of R over C[∂].
Their semidirect sum is R(V) ⋉ R(g˜) = R(V⋉ g˜) with additional non-zero products
L(0)a = ∂a and L(1)a = a, for a ∈ g. These examples are the conformal algebras associated
to the Lie algebras of formal distributions described above.
Let (g,F) be a Lie algebra of formal distributions, and let V be a g-module. We say
that a formal distribution a(z) ∈ F and a formal distribution v(z) =∑n∈Z v[n]z−n−1 with
coefficients in V are local if
(z − w)Na(z)v(w) = 0, for some N ∈ Z+. (1.7)
It follows from [4] Section 2.3 that (1.7) is equivalent to
a(z)v(w) =
N−1∑
j=0
(a(j)v)(w)∂
j
w
δ(z − w)
j!
, (1.8)
for some formal distributions (a(j)v)(w) with coefficients in V , which are uniquely deter-
mined by the formula
(a(j)v)(w) = Resz(z − w)ja(z)v(w).
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Formula (1.8) is obviously equivalent to
a[m]v[n] =
∑
j∈Z+
(
m
j
)
(a(j)v)[m+n−j]. (1.9)
Example 1.1. Consider the following representation of the Virasoro algebra V in the vector
space V with basis v[n], n ∈ Z, over C:
Lmv[n] = ((∆− 1)(m+ 1)− n)v[m+n] + αv[m+n+1], (1.10)
where α,∆ ∈ C. In terms of formal distributions L(z) and v(z) this can be written as
follows:
L(z)v(w) = (∂w + α)v(w)δ(z − w) + ∆v(w)∂wδ(z − w). (1.11)
Hence L(z) and v(z) are local. This V-module is denoted by M c(α,∆) for reasons ex-
plained further. A more invariant description of the module M c(α,∆) is as follows. Of
course, V is the Lie algebra of regular vector fields on C×, where Ln = −tn+1 ddt , n ∈ Z.
For α, λ ∈ C let
Fα,λ = C[t, t
−1]e−αtdt−λ.
The Lie algebra V acts on the space Fα,λ in a natural way:
(g(t) d
dt
)f(t)dt−λ = (g(t)f ′(t)− λf(t)g′(t))dt−λ, (1.12)
where g(t) ∈ C[t, t−1] and f(t) ∈ C[t, t−1]e−αt. Then letting v[n] = tne−αtdt−λ identifies
M c(α,∆) with Fα,∆−1 (cf. (1.10) and (1.12)).
Suppose that V is spanned over C by the coefficients of a family E of formal distribu-
tions such that all a(z) ∈ F are local with respect to all v(z) ∈ E. Then we call (V,E) a
conformal module over (g,F).
One can show ([5]) that the family E of a conformal module (V,E) over (g,F) can
always be included in a larger family E¯ which is still local with respect to F¯, and such
that ∂E¯ ⊂ E¯ and a(j)E¯ ⊂ E¯ for all a ∈ F¯ and j ∈ Z+. It is straightforward to check the
following properties for a, b ∈ F¯ and v ∈ E¯ (m,n ∈ Z+):
[a(m), b(n)]v =
m∑
j=0
(
m
j
)
(a(j)b)(m+n−j)v, (∂a)(n)v = [∂, a(n)]v = −na(n−1)v. (1.13)
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(Here [·, ·] is the bracket of operators on E¯.)
Therefore it follows that any conformal module (V,E) over a Lie algebra of formal
distributions (g,F) gives rise to a module M = E¯ over the conformal algebra R = F¯,
defined as follows. It is a (left) C[∂]-module equipped with a family of C-linear maps
a → aM(n) of R to EndCM , for each n ∈ Z+, such that the following properties hold
(cf. (1.13)) for a, b ∈ R and m,n ∈ Z+:
(M0) aM(n)v = 0, for v ∈M and n >> 0,
(M1) [aM(m), b
M
(n)] =
∑m
j=0
(
m
j
)
(a(j)b)
M
(m+n−j),
(M2) (∂a)M(n) = [∂, a
M
(n)] = −naM(n−1).
Conversely, suppose that a conformal algebra R = ⊕i∈IC[∂]ai is a free C[∂]-module
and consider the associated Lie algebra of formal distributions (g(R),F). Let M be a
module over the conformal algebra R and suppose thatM is a free C[∂]-module with C[∂]-
basis {vα}α∈J . This gives rise to a conformal module M c over g(R) with basis vα[n], where
i ∈ I, α ∈ J and n ∈ Z, defined by (cf. (1.8)):
ai(z)vα(w) =
∑
j∈Z+
(ai(j)v
α)(w)∂jw
δ(z − w)
j!
. (1.14)
In the general case one defines M c as the quotient of the space ⊕j∈ZM[j], where M[j] is a
copy of M , by the C-span of {(∂v)[n] + nv[n−1]|v ∈M,n ∈ Z}.
Introducing the generating series
aλb =
∞∑
n=0
a(n)b
λn
n!
and aMλ =
∞∑
n=0
aM(n)
λn
n!
,
which lie in R⊗CC[λ] and EndC(M)⊗CC[λ] due to (C0) and (M0), respectively, identities
(M1) and (M2) can be written as
[aMλ , b
M
µ ] = (aλb)
M
λ+µ, (∂a)
M
λ = [∂, a
M
λ ] = −λaMλ . (1.15)
Example 1.2. Let M be a C[∂]-module. The following follows immediately from (1.15).
(a) A R(g˜)-module structure onM is given by a C-linear map a→ aMλ of g to EndC(M)[λ]
such that
[aMλ , b
M
µ ] = [a, b]
M
λ+µ. (1.16)
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(b) A R(V)-module structure on M is given by LMλ ∈ EndC(M)[λ] such that
[LMλ , L
M
µ ] = (λ− µ)LMλ+µ. (1.17)
(c) A R(V)⋉R(g˜)-module structure is given by LMλ ∈ EndC(M)[λ] and aMλ ∈ EndC(M)[λ]
as in (b) and (c), satisfying (in addition to (1.16) and (1.17))
[LMλ , a
M
µ ] = −µaMλ+µ. (1.18)
A conformal module (V,E) (respectively module M) over a Lie algebra of formal dis-
tributions (g,F) (respectively over a conformal algebra R) is called finite, if E¯ (respectively
M) is a finitely generated C[∂]-module.
A conformal module (V,E) over (g,F) is called irreducible if there is no non-trivial
invariant subspace which contains all v[n], n ∈ Z, for some non-zero v ∈ E¯. Clearly a
conformal module is irreducible if and only if the associated module E¯ over the conformal
algebra F¯ is irreducible (in the obvious sense).
The above discussions reduce the classification of finite conformal modules over a
Lie algebra of formal distributions (g,F) to the classification of finite modules over the
corresponding conformal algebra.
Example 1.3. (a) Example 1.1 gives the following family of R(V)-modules M(α,∆) =
C[∂]⊗C Cv∆:
L(0)v∆ = (∂ + α)v∆, L(1)v∆ = ∆v∆, L(j)v∆ = 0, for j ≥ 2. (1.19)
(b) Any g-module (pi, U) gives rise to a R(g˜)-module M(U) = C[∂]⊗C U defined by:
a(0)u = pi(a)u, a(j)u = 0, for j ≥ 1, where a ∈ g, u ∈ U. (1.20)
(c) Any g-module (pi, U) and α,∆ ∈ C gives rise to a R(V ⋉ g˜)-module M(α,∆, U) =
C[∂]⊗C U defined by (i ≥ 0, j ≥ 1):
a(i)u = δ0,ipi(a)u, L(0)u = (∂ + α)u, L(j)u = δ1,j∆u. (1.21)
Note that the corresponding conformal modules in the cases (b) and (c) are U ⊗CC[t, t−1]
with the obvious action of g˜ and the action of the Virasoro algebra given by (1.10), where
v[n] = v⊗ tn and v ∈ U . As before, we will denote these corresponding conformal modules
by M c(U) and M c(α,∆, U), respectively.
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Theorem 1.1 [1]. Let g be a simple Lie algebra. The following is a complete list of finite
irreducible, non-1-dimensional (over C) modules over the conformal algebras R(V), R(g˜)
and R(V⋉ g˜):
(a) M(α,∆), where ∆ 6= 0.
(b) M(U), where U is a non-trivial finite-dimensional irreducible g-module.
(c) M(α,∆, U), where either U is a non-trivial finite-dimensional irreducible g-module or
∆ 6= 0.
In what follows we will always denote by g a finite-dimensional simple Lie algebra. In
the present paper we classify all extensions between two modules listed in Theorem 1.1 and
between a module listed in Theorem 1.1 and a 1-dimensional module. In the end we also
state, without proofs, the classification of extensions between finite irreducible modules
over the conformal algebra corresponding to the semidirect sum of the current algebra,
associated with the 1-dimensional Lie algebra, and the Virasoro algebra.
Remark 1.1. Given a module M over a conformal algebra R, we may change its structure
as a C[∂]-module by replacing ∂ by ∂ + A, where A is an operator on M commuting
with all the actions of R. In particular if A = α ∈ C we obtain a module over R where
the action of ∂ is replaced by ∂ + α. Let us denote this module by Mα. This twist by
α for the corresponding conformal modules of Example 1.3 (b) and (c) has the following
interpretation. IfM(U)c is the g(R)-module U⊗C[t, t−1] with formal distributions {u(z) =∑
n∈Z(u ⊗ tn)z−n−1|u ∈ U}, then M(U)cα is the g(R)-module U ⊗ C[t, t−1]e−αt with
formal distributions {uα(z) = ∑n∈Z(u ⊗ tne−αt)z−n−1|u ∈ U}. Note that in the case
of the current algebra we have U ⊗ C[t, t−1] ∼= U ⊗ C[t, t−1]e−αt as g˜-modules. For the
corresponding conformal modules of Example 1.3 (a) the effect of this twist corresponds
to replacing C[t, t−1]dt1−∆ by C[t, t−1]e−αtdt1−∆.
Let V and W be two modules over a conformal algebra (or a Lie algebra) R. An
extension of W by V is an exact sequence of R-modules of the form
0 −→ V i−→ F p−→ W −→ 0.
Two extensions 0 −→ V i−→F p−→W −→ 0 and 0 −→ V i
′
−→F ′ p
′
−→W −→ 0 are said to be
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equivalent if there exists a commutative diagram of of the form
0 −→ V i−→ F p−→ W −→ 0y1V yψ y1W
0 −→ V i
′
−→ F ′ p
′
−→ W −→ 0,
where 1V : V −→ V and 1W :W −→ W are the respective identity maps and ψ : F −→ F ′
is a homomorphism of modules.
The direct sum of modules V ⊕W obviously gives rise to an extension. Extensions
equivalent to it are called trivial extensions. In general an extension can be thought of as
the direct sum of vector spaces E = V ⊕W , where V is a submodule of E, while for w in
W we have:
a · w = aw + φa(w), a ∈ R,
where φa : W → V is a linear map satisfying the cocycle condition: φ[a,b](w) = φa(bw) +
aφb(w) − φb(aw) − bφa(w), b ∈ R. The set of these cocycles form a vector space over C.
Cocycles equivalent to the trivial extension are called coboundaries. They form a subspace
and the quotient space by it is denoted by Ext(W,V ).
The space F+α,λ = C[t]e
−αtdt−λ has a natural action of the Lie algebra V+ ⊂ V of
regular vector fields on C. In [3] extensions between the trivial V+-module and F
+
λ :=
F+0,λ, and between F
+
λ and F
+
µ were considered. The classification was achieved in a
round about way using Goncharova’s theorem. The modules over the Virasoro conformal
algebra that we consider in this paper are related to F+λ as follows. In [1] it was shown
that the modules M(0,∆) over the Virasoro conformal algebra correspond precisely to
finite conformal irreducible modules M+(∆) over the “annihilation subalgebra” V+ of V,
namely: F+−∆ ∼= M+(∆)∗, where ∗ stands for the restricted dual. Thus the results of
this paper also give the answer to the extension problem considered in [3]. Our results
agree with the results given in there, except for a few minor discrepancies that we would
like to point out. The cocycles for the extensions of the pairs (µ = −5, λ = 0) and
(µ = −7±
√
19
2 , λ =
5±
√
19
2 ) given in [3] appear to contain typos. Also in the cases when
λ = µ and (µ = −1, λ = 0) our answers disagree slightly with the ones given there. It
appears that in either case there should be another non-trivial extension.
Note also that as V+-modules we have M+(∆) ∼= F∆−1/F+∆−1 ∼= (F+−∆)∗.
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2. Extensions involving 1-dimensional module
Recall that every finite irreducible R(V)-module is M(α,∆) = C[∂] ⊗C Cv∆ defined
by (1.19) where α ∈ C and ∆ 6= 0, or else it is a 1-dimensional module (Theorem 1.1a).
We first consider extensions of R(V)-modules of the form
0 −→ Ccβ −→ E −→M(α,∆) −→ 0, (2.1)
where Ccβ denotes the 1-dimensional R(V)-module with L(n)cβ = 0, for all n, and ∂cβ =
βcβ . We have E = Ccβ ⊕ C[∂]v∆. The following identities hold in E:
L(0)v∆ = ∂v∆ + αv∆ + f0cβ, L(1)v∆ = ∆v∆ + f1cβ , L(i)v∆ = ficβ , i ≥ 2,
where fn ∈ C and all but finitely many of them are 0. Let f(λ) =
∑
n≥0 fn
λn
n!
. Thus
Lλv∆ = ∂v∆ +αv∆ +∆λv∆ + f(λ)cβ. Since E is a representation of R(V), applying both
sides of (1.17) to v∆, we obtain the following condition on the polynomial f(λ):
(α+ β + λ+∆µ)f(λ)− (α+ β + µ+∆λ)f(µ) = (λ− µ)f(λ+ µ). (2.2)
Put µ = 0 in (2.2) we obtain
(α+ β)f(λ) = (α+ β +∆λ)f(0).
Thus when α+β 6= 0, f(λ) is a scalar multiple of (α+β+∆λ). However, this polynomial
corresponds to the trivial extension as follows: Let E = C[∂]v∆ ⊕ Ccβ be the direct sum
of R(V)-modules. Put v′∆ = v∆ − cβ. Then a short calculation shows that Lλv′∆ =
(∂ + α +∆λ)v′∆ + (α+ β +∆λ)cβ. Thus for the extension problem we may assume from
now on that α+ β = 0. So (2.2) reduces to
(λ+∆µ)f(λ)− (µ+∆λ)f(µ) = (λ− µ)f(λ+ µ). (2.3)
So solving the extension problem above is equivalent to solving the functional equation
(2.3) on the polynomial f(λ). We have the following
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Proposition 2.1. There are non-trivial extensions of R(V)-modules of the form (2.1) if
and only if α + β = 0 and ∆ = 1 or 2. In these cases there exist unique (up to a scalar)
non-trivial extensions, i.e. dimC(Ext(M(α, 1),Cc−α)) = dimC(Ext(M(α, 2),Cc−α)) = 1.
Proof. Since the functional equation (2.3) is homogeneous, we may assume that f(λ) =
anλ
n, an ∈ C. We compare the coefficients of λnµ and µnλ on both sides and observe that
(i) There are no solutions for n > 3.
(ii) If n = 2, 3 we must have n− 1 = ∆.
(iii) If n = 1, then ∆ can be arbitrary.
(iv) If n = 0, then ∆ = 0.
Now since ∆ 6= 0, case (iv) cannot occur. Also the polynomial f(λ) = a1λ in case (iii)
corresponds to the trivial extension as follows: Let E = M(α,∆) ⊕ Ccβ be the trivial
extension. Set v′∆ = v∆ − (a1∆ )cβ . Then E = C[∂]v′∆ + Ccβ and Lλv′∆ =
∑
n≥0 L(n)v
′
∆
λn
n!
gives rise to the polynomial a1λ. Thus only the polynomials corresponding f(λ) = a2λ
2
and f(λ) = a3λ
3 give non-trivial extensions with ∆ = 1, 2, respectively.
Remark 2.1. The extension of conformal modules for ∆ = 1, 2 can be realized as fol-
lows. For ∆ = 1 consider the natural action of V on the space of functions on S1 of
the form C[t, t−1]e−αt. This module is isomorphic to M c(α, 1). Let Cc−α be the trivial
V-module. Then Ec = C[t, t−1]e−αt + Cc−α, with V acting trivially on c−α while acting
on C[t, t−1]e−αt via the formula (f(t) ∈ C[t, t−1], g(t) ∈ C[t, t−1]e−αt)
(f(t) d
dt
)g(t) = f(t)g′(t) + Rest(f ′′(t)g(t))c−α.
For ∆ = 2 consider the space of vector fields on S1 of the form C[t, t−1]e−αtdt−1. It is
isomorphic to M c(α, 2). Letting c−α as before we have Ec = C[t, t−1]e−αtdt−1 + Cc−α,
with V acting as
(f(t) d
dt
)g(t)dt−1 = (f(t)g′(t)− f ′(t)g(t))dt−1 +Rest(f ′′′(t)g(t))c−α.
The case α = 0 precisely gives the commutation relations of the Virasoro algebra with
center Cc0.
Next we consider extensions of R(V)-modules of the form
0 −→M(α,∆) −→ E −→ Ccβ −→ 0. (2.4)
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As a vector space E = C[∂]v∆ ⊕ Ccβ . We have for n ≥ 0 (in E):
L(n)cβ = fn(∂)v∆, fn(∂) ∈ C[∂].
Let f(∂, λ) =
∑
n≥0 fn(∂)
λn
n! . Applying both sides of (1.17) to cβ gives the functional
equation:
(∂ + α+∆λ)f(∂ + λ, µ)− (∂ + α+∆µ)f(∂ + µ, λ) = (λ− µ)f(∂, λ+ µ).
Replacing ∂ by ∂¯ = ∂ + α and letting f¯(∂¯, λ) = f(∂¯ − α, λ) we can rewrite the above
equation in a homogeneous form
(∂¯ +∆λ)f¯(∂¯ + λ, µ)− (∂¯ +∆µ)f¯(∂¯ + µ, λ) = (λ− µ)f¯(∂¯, λ+ µ), (2.5)
so that we may assume that f¯(∂¯, λ) is homogeneous in ∂¯ and λ.
We put µ = 0 in (2.5) and conclude that f¯(∂¯, λ) is a scalar multiple of (∂¯+∆λ)g(∂¯+λ),
where g(∂¯ + λ) is a polynomial in ∂¯ + λ, if degree of f¯ is positive, or else f¯(∂¯, λ) = a0,
a0 ∈ C. Now let
∂¯cβ = (α+ β)cβ + a(∂¯)v∆,
where a(∂¯) is a polynomial in ∂¯. We use [∂¯, Lλ]cβ = −λLλcβ and conclude that
(λ+ ∂¯ − α− β)f¯(∂¯, λ) = a(∂¯ + λ)(∂¯ +∆λ). (2.6)
It follows that a(∂¯) is a scalar multiple of (∂¯ − α − β)g(∂¯). This however corresponds to
the trivial extension. Namely, let E =M(α,∆)⊕Ccβ be the direct sum of R(V)-modules.
Set c′β = cβ + g(∂¯)v∆. Then
∂¯c′β =(α+ β)cβ + ∂¯g(∂¯)v∆ = (α+ β)(c
′
β − g(∂¯)v∆) + ∂¯g(∂¯)v∆
=(α+ β)c′β + (∂¯ − α− β)g(∂¯)v∆,
Lλc
′
β =Lλ(cβ + g(∂¯)v∆) = Lλg(∂¯)v∆ = g(∂¯ + λ)(∂¯ +∆λ)v∆.
Thus for the extension problem we may assume that f(∂, λ) = a0, a0 ∈ C. In this
case (2.6) gives α+ β = 0, ∆ = 1 and f(∂, λ) = a(∂) = a0. This extension is non-trivial.
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Proposition 2.2. There are non-trivial extensions of R(V)-modules of the form (2.4) if
and only if α + β = 0 and ∆ = 1. In this case there exists a unique (up to a scalar)
non-trivial extension.
Remark 2.2. The extension of the corresponding conformal modules in Proposition 2.2 can
be obtained as follows. Consider the space of 1-forms on S1 of the form C[t, t−1]e−αtdt,
which is isomorphic to M c(α, 0). The exact 1-forms form a V-submodule isomorphic to
M c(α, 1). It follows that C[t, t−1]e−αtdt/d(C[t, t−1]e−αt) is the trivial 1-dimensional V-
module.
Summarizing we have
Theorem 2.1. All non-trivial extensions between a 1-dimensional (over C) module and
a finite irreducible conformal module M c(α,∆) over the Virasoro algebra are described by
Remarks 2.1 and 2.2.
We will now discuss current conformal algebras. Let g be a finite-dimensional simple
Lie algebra. Let g˜ and R(g˜) denote its current and the corresponding (to g˜) conformal
algebra, respectively. Let (pi, U) be a finite-dimensional irreducible (possibly trivial) g-
module. Let M(U) be the module C[∂]⊗ U over R(g˜) defined by (1.20). A 1-dimensional
(over C) module over the conformal algebra R(g˜) is Ccα with actions:
∂cα = αcα, a(n)cα = 0, a ∈ g, n ∈ Z+, α ∈ C.
First we look at extensions of R(g˜)-modules of the form
0 −→ Ccα −→ E −→M(U) −→ 0. (2.7)
We have for a ∈ g and u ∈ U :
a(0)u = pi(a)u+ ϕ
0
a(u)cα, a(i)u = ϕ
i
a(u)cα,
where ϕia : U → C are C-linear maps. As before we write down the generating series
aλu =
∑
n≥0 a(n)u
λn
n! . Applying both sides of (1.16) to u we obtain the functional equation
∑
n≥0
ϕna(pi(b)u)
λn
n!
−
∑
n≥0
ϕnb (pi(a)u)
µn
n!
=
∑
n≥0
ϕn[a,b](u)
(λ+ µ)n
n!
.
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We compare the coefficient of λµn−1, n ≥ 2, on both sides and see that ϕn[a,b](u) = 0. Since
u is arbitrary and [g, g] = g it follows that ϕna = 0, for n ≥ 2.
The coefficients of 1, λ, µ give
(i) ϕ0a(pi(b)u)− ϕ0b(pi(a)u) = ϕ0[a,b](u).
(ii) ϕ1a(pi(b)u) = ϕ
1
[a,b](u).
(iii) −ϕ1b(pi(a)u) = ϕ1[a,b](u).
(ii) is clearly equivalent to (iii) and means that ϕ1 : g→ U∗ is a g-module homomor-
phism. (i) on the other hand is equivalent to saying that ϕ0 : g → U∗ is a 1-cocycle. But
H1(g;U∗) = 0, hence ϕ0 corresponds to the trivial extension.
Proposition 2.3. There are extensions of R(g˜)-modules of the form (2.7) if and only if
U ∼= g is the adjoint representation. In this case the extension is unique up to a scalar.
Remark 2.3. The corresponding extension of conformal modules over g˜ of Proposition
2.3 can be realized as follows. Let (·|·) be a non-degenerate symmetric invariant bilinear
form on g. Identifying U with g and Cc−α with a 1-dimensional module, we have Ec =
g ⊗ C[t, t−1]e−αt + Cc−α. Then for a, b ∈ g, f(t) ∈ C[t, t−1] and g(t) ∈ C[t, t−1]e−αt we
have
(a⊗ f(t)) · (b⊗ g(t)) = [a, b]⊗ f(t)g(t) + (a|b)Rest(f ′(t)g(t))c−α,
where α ∈ C. In the case α = 0 the extension is of course the well-known affine Kac-Moody
algebra associated to the finite dimensional Lie algebra g.
Now we will give a proof of
Proposition 2.4. There are no non-trivial extensions of R(g˜)-modules of the form
0 −→M(U) −→ E −→ Ccα −→ 0. (2.8)
Proof. We have
a(j)cα =
∑
i≥0
∂iϕi,j(a),
where ϕi,j : g→ U are linear maps for j ≥ 0. We write the generating series
aλcα =
∑
j≥0
a(j)cα
λj
j!
=
∑
i,j≥0
∂iϕi,j(a)
λj
j!
.
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Lemma 2.1. We can assume that ϕi,0(a) = 0, ∀i ∈ Z+ and ∀a ∈ g.
Proof. Consider the subspace of M(U) generated by a(0)cα, ∀a ∈ g. If N is the biggest
integer such that ϕN,0(a) 6= 0 for some a ∈ g, then a(0)cα ⊆ U ⊕ ∂U ⊕ · · · ⊕ ∂NU . Clearly
this space is g-invariant, hence the g-module generated by a(0)cα is a finite-dimensional
g-module, say W . Restrict (2.8) to W and we get
0 −→ W −→W + Ccα −→ Ccα −→ 0,
which is an extension of g-modules. This corresponds to a 1-cocycle of g with values in
W , which is trivial. Thus there exists a vector w ∈W such that
∑
i
∂iϕi,0(a) = aw, ∀a ∈ g.
We define an extension of R(g˜)-modules of the form (2.8) by:
a(0)cα = aw, a(n)cα = a(n)w, ∂cα = αcα − αw + ∂w, a ∈ g, w ∈W.
But this corresponds to the trivial extension. Namely, let c′α = cα − w. Then ∂c′α = αc′α,
and a(n)c
′
α = 0 and hence this defines a trivial cocycle. Hence subtracting this 1-cocycle
from our original 1-cocyle, if necessary, we may assume that a(0)cα = 0.
Thus we may assume that
aλcα =
∑
i≥0,j≥1
∂iϕi,j(a)
λj
j!
.
Applying both sides of (1.16) to cα gives the functional equation
∑
i≥0,j≥1
(∂+λ)ipi(a)ϕi,j(b)
µj
j!
−
∑
i≥0,j≥1
(∂+µ)ipi(b)ϕi,j(a)
λj
j!
=
∑
i≥0,j≥1
ϕi,j([a, b])∂i
(λ+ µ)j
j!
.
Now if (pi, U) is the trivial g-module, it follows that ϕi,j = 0, and so the E decomposes.
Thus we may assume that U is non-trivial.
Lemma 2.2. If U is non-trivial, then ∂cα = αcα.
Proof. We have 0 = [∂, a(0)]cα = ∂a(0)cα − a(0)∂cα. Thus 0 = −a(0)∂cα by Lemma
2.1. Hence ∂cα −αcα is a g-invariant. Since U is irreducible and non-trivial, our assertion
follows.
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Let M ≥ 1 be an integer. We compare the coefficient of λM−k∂k, k ≥ 1, and get
−pi(b)ϕk,M−k(a) = ϕk,M−k([a, b]).
This is to say that ϕk,M−k : g→ U is a g-module homomorphism. Thus we obtain
Corollary 2.3. If U 6∼= g, then there are no extensions of R(g˜)-modules of the form (2.8).
Hence we may assume, after identifying g with U , that
ϕi,j(a) = ci,ja, ci,j ∈ C.
Now by (1.15) [∂, aλ]cα = −λaλcα. Hence by Lemma 2.2 we have ∂aλcα−αaλcα = −λaλcα.
Comparing the coefficients of ∂iλn on both sides we obtain
−αc0,n = nc0,n−1, n ≥ 1,
ci−n,n − αci−1,n = −nci,n−1, i ≥ 1, n ≥ 1.
But we know that ci,0 = 0 for i ≥ 0. Hence if α = 0, ci−1,n = −nci,n−1, which implies
that ci,n = 0 for all i, n. If α 6= 0, then ci,n = 1α (ci−1,n + nci,n−1). By induction on i+ n,
it also follows that ci,n = 0.
Translating back to the language of conformal modules over Lie algebras of formal
distributions we obtain
Theorem 2.2. Non-trivial extensions between a 1-dimensional (over C) g˜-module and a
conformal g˜-module M c(U), where U is a finite-dimensional irreducible g-module, exist if
and only if U ∼= g. They are all described by Remark 2.3.
Finally we consider extensions of the semidirect sum R(V) ⋉ R(g˜). Recall that the
finite irreducible modules are either M(α,∆, U) or else it is a 1-dimensional (over C)
module Ccβ with L(n)cβ = a(n)cβ = 0, for all n ∈ Z+, and ∂cβ = βcβ , where β ∈ C. Here
(pi, U) is a finite-dimensional non-trivial irreducible g-module or else if U is trivial, then
∆ 6= 0. The conformal algebra acts on M(α,∆, U) = C[∂]⊗ U via (a ∈ g and u ∈ U):
a(0)u = pi(a)u, L(0)u = ∂u+ αu, L(1)u = ∆u.
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We first consider extensions of R(V⋉ g˜)-modules of the form
0 −→ Ccβ −→ E −→M(α,∆, U) −→ 0. (2.9)
We may assume that U is a non-trivial g-module, for otherwise, due to Proposition 2.3,
it reduces to extensions of the Virasoro conformal algebra already considered above. Re-
stricting (2.9) to the action of R(g˜) and using Theorem 2.2, we may assume that
aλu =pi(a)u+ λϕa(u)cβ , aλcβ = Lλcβ = 0,
Lλu =∂u+ αu+∆λu+ fu(λ)cβ , ∂cβ = βcβ ,
where ϕa(u) = 0 for U 6∼= g, and ϕa(u) = (a|u) is a symmetric invariant bilinear form on g
for U ∼= g, and fu(λ) is a polynomial in λ. Applying both sides of (1.18) to u we obtain
−µ(λ+ µ)ϕa(u) = fpi(a)u(λ)− (µ+ α+ β +∆λ)µϕa(u). (2.10)
If U 6∼= g, then ϕ = 0. From (2.10) it follows that fu = 0, for all u ∈ U , and hence the
module decomposes. Now suppose that U ∼= g and ϕa(u) = (a|u) 6= 0. (2.10) again implies
that fu = 0, for all u ∈ U , and ∆ = 1 and α+ β = 0. Thus we have
Proposition 2.5. Non-trivial extensions of R(V ⋉ g˜)-modules of the form (2.9) exist if
and only if α+ β = 0, ∆ = 1 and U ∼= g. Identifying U with g the unique (up to a scalar)
extension is given by (a, b ∈ g):
aλb = [a, b] + λ(a|b)c−α, aλc−α = Lλc−α = 0, Lλa = ∂a+ αa+ λa, ∂c−α = −αc−α.
Next consider extensions of R(V⋉ g˜)-modules of the form
0 −→M(α,∆, U) −→ E −→ Ccβ −→ 0. (2.11)
We can assume that (pi, U) is non-trivial, due to Proposition 2.4. Using Theorem 2.2 we
have (a ∈ g, u ∈ U)
aλcβ = 0, aλu = pi(a)u, Lλcβ =
n∑
i=1
f i(∂, λ)ui, Lλu = (∂ + α+∆λ)u,
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where {u1, u2, · · ·un} is C-basis of U and f i(∂, λ) are polynomials in ∂ and λ. Applying
both sides of (1.17) to cβ we obtain
n∑
i=1
(f i(∂ + λ, µ)(∂ + α+∆λ)− f i(∂ + µ, λ)(∂ + α+∆µ))ui =
n∑
i=1
(λ− µ)f i(∂, λ+ µ)ui,
from which it follows that for i = 1, · · · , n
f i(∂ + λ, µ)(∂ + α+∆λ)− f i(∂ + µ, λ)(∂ + α +∆µ) = (λ− µ)f i(∂, λ+ µ),
which is precisely (2.5). Non-trivial solution to (2.5) exists only when ∆ = 1 and f i = ai,
where ai ∈ C. Now applying both sides of (1.18) to cβ we obtain
n∑
i=1
f i(∂ + µ, λ)pi(a)ui = 0, ∀a ∈ g.
Thus pi(a)(
∑n
i=1 a
iui) = 0, for all a ∈ g. Since U is non-trivial and u1, · · · , un is a basis of
U , it follows that ai = 0 for all i. Thus the module decomposes. Translating to conformal
modules we have
Theorem 2.3. Non-trivial extensions between a 1-dimensional (over C) V ⋉ g˜-module
Ccβ and a conformal module M
c(α,∆, U), where U is a finite-dimensional irreducible
non-trivial g-module, exist if and only if α = β, U ∼= g and ∆ = 1. These are precisely the
g˜-modules of Remark 2.3, with completely reducible action of V.
3. Extensions of Virasoro conformal modules
In this section we will study extensions of R(V)-modules of the form
0 −→M(α, ∆¯) −→ E −→M(β,∆) −→ 0. (3.1)
As a C[∂]-module, we identify E with the direct sum of M(α, ∆¯) and M(β,∆). We have
Lλv∆¯ = ∂v∆¯+αv∆¯+∆¯λv∆¯ and Lλv∆ = ∂v∆+βv∆+∆λv∆+
∑
n≥0 fn(∂)
λn
n! v∆¯, where fn(∂)
is a polynomial in ∂ for each n and fn(∂) = 0 for n >> 0. Putting f(∂, λ) =
∑
n≥0 fn(∂)
λn
n! ,
we obtain, applying both sides of (1.17) to v∆, the functional equation
(λ− µ)f(∂, λ+ µ) =(∂ + λ+∆µ+ β)f(∂, λ) + (∂ + α+ ∆¯λ)f(∂ + λ, µ)
−(∂ + µ+∆λ+ β)f(∂, µ)− (∂ + α+ ∆¯µ)f(∂ + µ, λ). (3.2)
18
Putting µ = 0 in (3.2) we get, after simplification,
(β − α)f(∂, λ) = (∂ +∆λ+ β)f(∂, 0)− (∂ + α+ ∆¯λ)f(∂ + λ, 0).
So if β−α 6= 0, then f(∂, λ) is a scalar multiple of (∂+∆λ+β)g(∂)−(∂+α+∆¯λ)g(∂+λ),
for some polynomial g. But such a polynomial gives rise to the trivial extension as follows:
Let E =M(α, ∆¯)⊕M(β,∆) and set v′∆ = v∆+g(∂)v∆¯. Then a straightforward calculation
shows that Lλv
′
∆ precisely gives rise to this polynomial. Thus we may assume from now
on that α = β. Next we put ∂¯ = ∂ + α in (3.2) and let f¯(∂¯, λ) = f(∂¯ − α, λ). Then the
functional equation (3.2) becomes
(λ− µ)f¯(∂¯, λ+ µ) =(∂¯ + λ+∆µ)f¯(∂¯, λ) + (∂¯ + ∆¯λ)f¯(∂¯ + λ, µ)
−(∂¯ + µ+∆λ)f¯(∂¯, µ)− (∂¯ + ∆¯µ)f¯(∂¯ + µ, λ).
However, we will continue to write ∂ for ∂¯ and f for f¯ , but keep in mind that in the case
when α 6= 0, we need to perform a shift by α in order to get the correct solutions in this
case. Thus we are to solve the functional equation
(λ− µ)f(∂, λ+ µ) =(∂ + λ+∆µ)f(∂, λ) + (∂ + ∆¯λ)f(∂ + λ, µ)
−(∂ + µ+∆λ)f(∂, µ)− (∂ + ∆¯µ)f(∂ + µ, λ).
(3.3)
By the nature of (3.3) we may assume that a solution is a homogeneous polynomial
in ∂ and λ of degree n. Hence we will assume from now on that f(∂, λ) =
∑n
j=0 aj∂
n−jλj ,
aj ∈ C. The non-negative integer n is called the degree of the extension.
Remark 3.1. The polynomial
(∂ + λ)n−1(∂ + ∆¯λ)− (∂ +∆λ)∂n−1 (3.4)
is always a solution to (3.3). However this solution corresponds to the trivial extension for
n ≥ 1 as follows: Let E = C[∂]v∆¯ ⊕ C[∂]v∆ and v∆, v∆¯ be the corresponding generators.
For n ≥ 1 we set v′∆ = v∆+∂nv∆¯ and v ′¯∆ = v∆¯. Then the polynomial f(∂, λ) corresponding
to E = C[∂]v′∆ ⊕ C[∂]v ′¯∆ in the basis v′∆ and v ′¯∆ is precisely (3.4).
Lemma 3.1. Let f(∂, λ) =
∑n
j=0 aj∂
n−jλj be a solution to (3.3). If a0 6= 0, then either
(i) n = 0 and ∆¯ = ∆, or else
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(ii) n = 1 with ∆¯ = 0 and ∆ = 1.
Proof. Setting µ = 0 in (3.3) we obtain (∂ + ∆¯λ)f(∂ + λ, 0) = (∂ + ∆λ)f(∂, 0). Hence
a0∆¯(∂ + λ)
n+1 + a0(∆− 1)∂n+1 = a0(∆¯− 1)∂(∂ + λ)n + a0∆∂n(∂ + λ). This gives, since
a0 6= 0,
∆¯(∂ + λ)n+1 + (∆− 1)∂n+1 = (∆¯− 1)∂(∂ + λ)n +∆∂n(∂ + λ),
from which the assertion follows immediately.
Solutions of small degrees can be checked directly. We have
Proposition 3.1. All solutions of (3.3) of degree less than or equal to 2 are as follows:
(i) f(∂, λ) = a0 for ∆ = ∆¯. It is non-trivial for a0 6= 0.
(ii) f(∂, λ) = a1λ for any ∆, ∆¯ ∈ C. It is equivalent to the trivial extension for ∆ 6= ∆¯.
It is non-trivial in the case ∆ = ∆¯ and a1 6= 0.
(iii) f(∂, λ) = a0∂ + a1λ for ∆ = 1 and ∆¯ = 0. It corresponds to a non-trivial extension if
and only if a0 6= 0.
(iv) f(∂, λ) = −a2(∆−∆¯−1)
∆¯
∂λ+a2λ
2, for ∆ arbitrary and ∆¯ 6= 0. This is equivalent to the
trivial extension.
(v) f(∂, λ) = a1∂λ, for ∆ 6= 1 and ∆¯ = 0. This corresponds to the trivial extension.
(vi) f(∂, λ) = a1∂λ + a2λ
2, for ∆ = 1 and ∆¯ = 0. The corresponding extension is non-
trivial unless a1 = a2 = 0.
Proof. The fact that these are all the solutions can be verified directly. (i) is obvious.
Let E = C[∂]v∆⊕C[∂]v∆¯ be the trivial extension and let v∆ and v∆¯ be the corresponding
generating vectors. For (ii) note that by the change of basis v′∆ = v∆ +
a1
(∆¯−∆)v∆¯ and
v ′¯
∆
= v∆¯ we obtain the polynomial solution of (ii). Hence it is equivalent to the trivial
extension when ∆ 6= ∆¯. (iii) then follows from (ii) and the fact that f(∂, λ) = a0∂ obviously
cannot be a trivial solution. For (iv) we take v′∆ = v∆ +
2a2
∆¯
∂v∆¯ and v
′¯
∆
= v∆¯ in order to
see that it is indeed the trivial extension, while for (v) we take v′∆ = v∆ +
a1
(1−∆)∂v∆¯ and
v ′¯
∆
= v∆¯. (vi) can be checked directly.
Lemma 3.2. Let f(∂, λ) =
∑n
j=0 aj∂
n−jλj be a solution of (3.3). If n ≥ 2 and n + ∆¯−
∆− 1 6= 0, then f(∂, λ) is a scalar multiple of (3.4). If n+ ∆¯−∆− 1 = 0 and n ≥ 3, then
a1 = 0.
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Proof. Differentiating (3.3) with respect to λ we obtain
(λ− µ)fλ(∂, λ+ µ) + f(∂, λ+ µ) = (∂ + λ+∆µ)fλ(∂, λ) + f(∂, λ)
+(∂ + ∆¯λ)f∂(∂ + λ, µ) + ∆¯f(∂ + λ, µ)−∆f(∂, µ)− (∂ + ∆¯µ)fλ(∂ + µ, λ),
(3.5)
where f∂ and fλ above denote the partial derivatives of f(∂, λ) with respect to ∂ and λ,
respectively. Now we put λ = 0 and get
−µfλ(∂, µ) + f(∂, µ) = (∂ +∆µ)fλ(∂, 0) + f(∂, 0) + ∂f∂(∂, µ) + ∆¯f(∂, µ)
−∆f(∂, µ)− (∂ + ∆¯µ)fλ(∂ + µ, 0).
Since n ≥ 2 we may assume by Lemma 3.1 that a0 = 0. Also fλ(∂, 0) = a1∂n−1. Combined
with the fact that ∂f∂(∂, λ) + λfλ(∂, λ) = nf(∂, λ) we can simplify the above equation to
(n+ ∆¯−∆− 1)f(∂, µ) = a1((∂ + µ)n−1(∂ + ∆¯µ)− (∂ +∆µ)∂n−1).
Now if (n + ∆¯ − ∆ − 1) 6= 0, then f(∂, λ) is a scalar multiple of (3.4). Since for n ≥ 3
(∂ + µ)n−1(∂ + ∆¯µ)− (∂ +∆µ)∂n−1 is non-zero, the second assertion follows.
Remark 3.1, Proposition 3.1 and Lemmas 3.1 and 3.2 allow us to assume from now
on that n ≥ 3 with n+∆¯−∆− 1 = 0, a0 = a1 = 0. Note that in this case we always have
scalar multiples of (3.4) as non-zero solutions, which however correspond to the trivial
extension.
Proposition 3.2. If there exists a non-trivial extension of the form (3.1), then ∆− ∆¯ is
a non-negative integer. Furthermore if ∆− ∆¯ > 1, then there exists at most one (up to a
scalar) non-trivial extension.
Proof. The cases when a0 6= 0, a1 6= 0 or n ≤ 2 are dealt with in Proposition 3.1. Hence
we may assume that a0 = a1 = 0 and n− 1 = ∆− ∆¯. We set λ = µ in (3.5) and obtain
f(∂, 2λ) =(∂ + (∆+ 1)λ)fλ(∂, λ) + (1−∆)f(∂, λ) + ∆¯f(∂ + λ, λ)
+ (∂ + ∆¯λ)f∂(∂ + λ, λ)− (∂ + ∆¯λ)fλ(∂ + λ, λ).
We substitute f(∂, λ) =
∑n
j=0 aj∂
n−jλ into the equation above and, comparing coefficients
on both sides of the resulting equation, we get
(2k − (k2 − k+2))ak =
k−1∑
j=0
(n− j)
(
n− j − 1
k − j
)
aj + ∆¯
k−1∑
j=0
(n− j)
(
n− j − 1
k − j − 1
)
aj
−
k−1∑
j=1
j
(
n− j
k − j + 1
)
aj − ∆¯
k−1∑
j=1
(j − 1)
(
n− j
k − j
)
aj , 1 ≤ k ≤ n− 1,
(3.6)
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and
(2n − (n2 − n+ 2))an = ∆¯
n−1∑
j=0
(n− 2j + 1)aj . (3.7)
Now (2k − (k2 − k+2)) 6= 0 for k ≥ 4. Hence (3.6) and (3.7) are recursion formulas for aj
with j ≥ 4. As a0 = a1 = 0, it follows that every aj, for j ≥ 4 is determined by a2 and
a3. Since any scalar multiple of (3.4) is always a solution of (3.3), it follows that the space
Ext(M(α,∆),M(α, ∆¯)) is at most 1-dimensional.
We will continue to assume that a0 = a1 = 0 and ∆ − ∆¯ = n − 1. Put λ = −µ in
(3.3) and we obtain
(∂+(1−∆)λ)f(∂, λ)+(∂+∆¯λ)f(∂+λ,−λ) = (∂+(∆−1)λ)f(∂,−λ)+(∂−∆¯λ)f(∂−λ, λ),
from which it follows that F (∂, λ) = (∂ + (1−∆)λ)f(∂, λ) + (∂ + ∆¯λ)f(∂ + λ,−λ) is an
even function with respect to λ. Now the ∂n+1−kλk-th coefficient of F (∂, λ) is
(1 + (−1)k)ak + (1−∆)ak−1 +
k−1∑
j=0
(−1)j
(
n− j
k − j
)
aj + ∆¯
k−1∑
j=0
(−1)j
(
n− j
k − j − 1
)
aj .
For F (∂, λ) to be an even polynomial in λ we must have for 1 ≤ k ≤ n and k odd
(1−∆)ak−1 +
k−1∑
j=0
(−1)j
(
n− j
k − j
)
aj + ∆¯
k−1∑
j=0
(−1)j
(
n− j
k − j − 1
)
aj = 0. (3.8)
We will now use recursion formulas (3.6), (3.7) and (3.8) to prove the following
Proposition 3.3. Non-trivial extensions of the form (3.1) with α = β = 0 of degree n ≥ 6
occur if and only if (∆, ∆¯) is one of the following pairs:
(5, 0), (1,−4), (7
2
±
√
19
2
,−5
2
±
√
19
2
).
Proof. The main idea of the proof is to employ the above mentioned recursion formulas and
derive a formula relating a2 and a3. Now for the space of extensions to be 2-dimensional,
a2, a3 must be independent parameters. Hence we obtain 2 equations involving ∆¯ and n
that must be satisfied simultaneously. This gives the required restrictions.
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By assumption ∆ − ∆¯ ≥ 5 and n ≥ 6. From (3.6) and (3.7) we obtain the following
formulas:
a4 =
1
12
(n− 2)(n− 3)(n− 4 + 3∆¯)a2 − 1
4
(n− 3)(n− 4 + 2∆¯)a3, (3.9a)
a5 =
1
120
(n− 2)(n− 3)(n− 4)(n− 5 + 4∆¯)a2 − 1
10
(n− 4)(n− 5 + 2∆¯)a4, (3.9b)
32a6 = ∆¯(3a2 + a3 − a4 − 3a5), for n = 6, (3.9c)
32a6 =
1
40
(n− 2)(n− 3)(n− 4)(n− 5)(n− 6 + 5∆¯)a2
+
1
24
(n− 3)(n− 4)(n− 5)(n− 6 + 4∆¯)a3
− 1
6
(n− 4)(n− 5)(n− 6 + 3∆¯)a4 − 3
2
(n− 5)(n− 6 + 2∆¯)a5, for n ≥ 7, (3.9d)
84a7 =
1
180
(n− 2)(n− 3)(n− 4)(n− 5)(n− 6)(n− 7 + 6∆¯)a2
+
1
60
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7 + 5∆¯)a3 − 1
3
(n− 5)(n− 6)(n− 7 + 3∆¯)a5
− 2(n− 6)(n− 7 + 2∆¯)a6, (3.9e)
198a8 = ∆¯(5a2 + 3a3 + a4 − a5 − 3a6 − 5a7), for n = 8, (3.9f)
198a8 =
1
1008
(n− 2)(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 7∆¯)a2
+
1
240
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 6∆¯)a3
+
1
120
(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 5∆¯)a4
− 1
24
(n− 5)(n− 6)(n− 7)(n− 8 + 4∆¯)a5 − 1
2
(n− 6)(n− 7)(n− 8 + 3∆¯)a6
− 5
2
(n− 7)(n− 8 + 2∆¯)a7, for n ≥ 9. (3.9g)
Now we look at (3.8) and for k = 7, 9 derive
4a6 =
1
120
(n− 2)(n− 3)(n− 4)(n− 5)(n− 6 + 5∆¯)a2
− 1
24
(n− 3)(n− 4)(n− 5)(n− 6 + 4∆¯)a3
+
1
6
(n− 4)(n− 5)(n− 6 + 3∆¯)a4 − 1
2
(n− 5)(n− 6 + 2∆¯)a5, (3.10a)
6a8 =
1
5040
(n− 2)(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 7∆¯)a2
− 1
720
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 6∆¯)a3 (3.10b)
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+
1
120
(n− 4)(n− 5)(n− 6)(n− 7)(n− 8 + 5∆¯)a4
− 1
24
(n− 5)(n− 6)(n− 7)(n− 8 + 4∆¯)a5
+
1
6
(n− 6)(n− 7)(n− 8 + 3∆¯)a6 − 1
2
(n− 7)(n− 8 + 2∆¯)a7.
First we consider the case n = 6, i.e. ∆− ∆¯ = 5. We plug in (3.9a), (3.9b) and (3.9c)
into (3.10a). Using (3.9a) and (3.9b) to get rid of the terms a4 and a5 in the resulting
equation, we obtain an equation involving only a2 and a3. To be more precise we have the
following equation
(24∆¯ + 30∆¯2 + 6∆¯3)a2 − (24∆¯ + 18∆¯2 + 3∆¯3)a3 = 0.
Now in order to have a non-trivial extension a2 and a3 must be independent parameters.
Thus we must be able to solve the equations (24∆¯+30∆¯2+6∆¯3) = 0 and (24∆¯+18∆¯2+
3∆¯3) = 0 simultaneously. It can be checked that the only solutions are ∆¯ = 0 and ∆¯ = −4.
For the case n ≥ 7, i.e. ∆− ∆¯ ≥ 6, we proceed as before. Here we use (3.9a), (3.9b),
(3.9d) and (3.10a). We derive the following equations on ∆¯ and n:
(n− 3)(n− 4)(n− 5)(n2 + (4∆¯− 7)n+ 4∆¯2 − 8∆¯ + 6)(n− 2)(n− 3 + 2∆¯) = 0,
−(n− 3)(n− 4)(n− 5)(n2 + (4∆¯− 7)n+ 4∆¯2 − 8∆¯ + 6)(n− 2 + 3∆¯) = 0.
Since n ≥ 7, this gives ∆¯ = (2−n)±
√
3n−2
2 . In the case when n = 7 we get ∆¯ = −52 ±
√
19
2 .
The case of n = 8 is checked via Equation (3.3). The reason here is that the approach of
n = 6, 7 above is not sufficient to rule out the existence of non-trivial extensions. However,
it can be verified directly, by plugging in a homogeneous polynomial into (3.3), that there
are no solutions that is not a scalar multiple of (3.4). To perform this calculation we have
used the software package Maple V Release 3.
We now consider the case n ≥ 9. In this case we plug in (3.9a), (3.9b), (3.9d), (3.9e)
and (3.9g) into (3.10b). We again obtain an equation involving only a2 and a3, namely
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)A(n, ∆¯)((n− 2)(n− 3+ 3∆¯)a2 − 3(n− 2 + 2∆¯)a3) = 0,
where
A(n, ∆¯) = 48∆¯4 + 96(n− 2)∆¯3 + (72n2 − 386n+ 808)∆¯2
+ (24n3 − 224n2 + 968n− 1232)∆¯ + 3n4 − 44n3 + 267n2 − 946n+ 720.
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As before, the coefficients of a2 and a3 must be 0 in order for them to be independent
parameters. This gives two equations that must be simultaneously satisfied for n ≥ 9:
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)A(n, ∆¯)(n− 2)(n− 3 + 3∆¯) = 0,
(n− 3)(n− 4)(n− 5)(n− 6)(n− 7)A(n, ∆¯)(n− 2 + 2∆¯) = 0.
Since n ≥ 9, we have A(n, ∆¯) = 0. In addition the case of n ≥ 7 considered above also tells
us that ∆¯ = (2−n)±
√
3n−2
2 . So we are looking for integers n ≥ 9 satisfying the equation
A(n, (2−n)±
√
3n−2
2
) = 0. We have verified using Maple V Release 3 that the only integer
solution is n = 1.
We summarize the results of this section in the following two theorems:
Theorem 3.1. The complete list of solutions to (3.3), corresponding to non-trivial ex-
tensions of R(V)-modules of the form (3.1) with α = β = 0, is given as follows, where in
cases (iii)-(vii) a2, a3 ∈ C are such that f(∂, λ) is not a multiple of (3.4):
(i) ∆ = ∆¯ with ∆ ∈ C. f(∂, λ) = a0 + a1λ, (a0, a1) 6= (0, 0).
(ii) ∆ = 1 and ∆¯ = 0. f(∂, λ) = a0∂ + b0∂λ+ b1λ
2, where (a0, b0, b1) 6= (0, 0, 0).
(iii) ∆− ∆¯ = 2, with ∆ ∈ C. f(∂, λ) = λ2(a2∂ + a3λ).
(iv) ∆− ∆¯ = 3, ∆ ∈ C. f(∂, λ) = λ2(a2∂2 + a3∂λ+ ∆¯2 (a2 − a3)λ2).
(v) ∆ − ∆¯ = 4, ∆ ∈ C. f(∂, λ) = λ2(a2∂3 + a3∂2λ + 12((3∆¯ + 1)a2 − (2∆¯ + 1)a3)∂λ2 +
∆¯
10
((1− 3∆¯)a2 + (2∆¯ + 1)a3)λ3).
(vi) ∆ = 5 and ∆¯ = 0. f(∂, λ) = a2λ
2∂4 + a3∂
3λ3 + (2a2 − 32a3)∂2λ4 + 3a3−2a210 ∂λ5.
(vi’) ∆ = 1 and ∆¯ = −4. f(∂, λ) = a2λ2∂4+a3∂3λ3+( 9a3−20a22 )∂2λ4+( 63a310 −17a2)∂λ5+
2
5
(7a3 − 20a2)λ6.
(vii) ∆ = 72 ±
√
19
2 and ∆¯ = −52 ±
√
19
2 . f(∂, λ) = (
15
4 ∆¯a2 − ∆¯a3 + 3328a2 − 928a3)λ7 +
(11∆¯a2 +
7
2a2 − 3∆¯a3 − a3)λ6∂ + (−3∆¯a3 + 11∆¯a2 + 52a2)λ5∂2 + (−3a3 +5∆¯a2 − 2∆¯a3 +
5a2)λ
4∂3 + a3λ
3∂4 + a2λ
2∂5.
Proof. (i), (ii) follows from Proposition 3.1. (iii)–(vii) follows from Proposition 3.2,
Proposition 3.3 and the fact that these polynomials indeed satisfy Equation (3.3).
Theorem 3.2. Non-trivial extensions of the form (3.1) exist only if α = β. Furthermore
for each α ∈ C the polynomials of these non-trivial extensions are obtained from the
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polynomials of Theorem 3.1 by replacing ∂ by ∂ + α. The space Ext(M(α,∆),M(α, ∆¯))
is 2-dimensional in case (i), 3-dimensional in case (ii), 1-dimensional in cases (iii)-(vii) of
Theorem 3.1, and is trivial for all other values of ∆ and ∆¯.
In conclusion of this section we provide an explicit formula to translate the exten-
sions in Theorem 3.2 into the language of conformal modules. Recall that M c(α, ∆¯) ∼=
C[t, t−1]e−αtdt1−∆¯. We will identify these modules.
Consider the extension of conformal modules
0 −→M c(α, ∆¯) −→ Ec −→M c(α,∆) −→ 0.
Then as a vector space Ec ∼= C[t, t−1]e−αtdt1−∆¯ ⊕ C[t, t−1]e−αtdt1−∆. Now V acts on
C[t, t−1]e−αtdt1−∆¯ as in (1.12), while on C[t, t−1]e−αtdt1−∆ its action is given by (with
h(t) ∈ C[t, t−1] and g(t) ∈ C[t, t−1]e−αt):
(h(t) d
dt
)(g(t)dt1−∆) = ((1−∆)h′(t)g(t) + h(t)g′(t))dt1−∆
−
∑
i,k
aik(−1)i(
i∑
j=0
(
i
j
)
h(k+i−j)(t)g(j)(t))dt1−∆¯, (3.11)
where f(∂, λ) =
∑
i,k aik∂
iλk is a polynomial in Theorem 3.1 determining the extension of
the corresponding R(V)-modules, and h(i)(t) denotes the i-th derivative with respect to t.
To see this, we may assume that α = 0, due to Remark 1.1 and Theorem 3.2. The
first two summands on the right hand side of (3.11) are clear. In order to see the last
summand note that modulo M c(0,∆) we have
(−tm+1 d
dt
)(tndt1−∆) =
∑
i,k
(
m+ 1
k
)
k!aik(∂
iv∆¯)[m+n+1−k]
=
∑
i,k
(
m+ 1
k
)
k!aik(−1)i
(
m+ n+ 1− k
i
)
i!tm+n+1−k−idt1−∆¯.
But now one can show that
(
m+ 1
k
)(
m+ n+ 1− k
i
)
k!i!tm+n+1−k−i = −
i∑
j=0
(
i
j
)
( d
dt
)k+i−j(−tm+1)( d
dt
)j(tn).
Using this identity (3.11) follows.
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4. Extensions of current conformal modules
Throughout this section we let g be a finite-dimensional simple Lie algebra. In this
section we consider extensions of R(g˜)-modules of the form
0 −→M(V ) −→ E −→M(U) −→ 0. (4.1)
First we study the case when M(U) = C[∂]U and M(V ) = C[∂]V , where (pi, U) and
(ρ, V ) are non-trivial irreducible representations of g. We shall identify E with the direct
sum of C[∂]-modules M(U) and M(V ). We have for a ∈ g, v ∈ V and u ∈ U :
aλv = ρ(a)v, aλu = pi(a)u+
∑
j,k≥0
λj∂kϕj,ka u, (4.2)
where ϕj,k : g ⊗ U → V are C-linear maps. Let us write a(0)u = pi(a)u + Φa(u), where
Φa : U → C[∂]V is a linear map. This gives rise to a C-linear map Φ : g → U∗ ⊗ C[∂]V .
Since Φ is the restriction of our original 1-cocycle to g, it is a 1-cocycle of g. However
ImΦ is contained in a finite-dimensional g-module and therefore, due to the fact that
H1(g;W ) = 0 for any finite-dimensional g-module W , there exists ω ∈ U∗ ⊗ C[∂]V such
that Φa = a · ω. This ω, as in the proof of Lemma 2.1, allows us to define an extension,
equivalent to the trivial extension, and therefore, replacing u by u− ω(u) if necessary, we
may assume that a(0)u = pi(a)u. This reduces (4.2) to
aλu = pi(a)u+
∑
j≥1,k≥0
λj∂kϕj,ka u.
Applying both sides of (1.16) to u we obtain, the following identity:
∑
j,k
λj∂kϕj,ka pi(b)u+
∑
j,k
µj(∂ + λ)kρ(a)ϕj,kb u−
∑
j,k
µj∂kϕj,kb pi(a)u
−
∑
j,k
λj(∂ + µ)kρ(b)ϕj,ka u =
∑
j,k
(λ+ µ)j∂kϕj,k[a,b]u,
(4.3)
where j ≥ 1 and k ≥ 0. We will now proceed to study identity (4.3) in detail. Before doing
so we need the following
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Lemma 4.1. Let (pi, U) and (ρ, V ) be two non-trivial irreducible representations of g. Let
T : g⊗U → V be a homomorphism of g-modules. Suppose that ρ(a)T (b⊗ u) + ρ(b)T (a⊗
u) = 0, ∀a, b ∈ g. Then T = 0.
Proof. Let h be a Cartan subalgebra of g. Let α1, · · · , αl be a set of simple roots. Let
ei ∈ gαi and fi ∈ g−αi . Let u0 and v0 be highest weight vectors of U and V , respectively.
Define Ta : U → V by Ta(u) = T (a ⊗ u). Since T is a g-homomorphism, we have
ρ(a)Tb(u) = Tbpi(a)(u) + T[a,b](u), for all a, b ∈ g and u ∈ U . This together with the
hypothesis of the lemma gives Tapi(b)(u)+Tbpi(a)(u) = 0 for all a, b ∈ g. Thus in particular
Tapi(ei)u0+Teipi(a)u0 = 0. Hence Teipi(a)u0 = 0 for all a ∈ g. In particular, Teipi(h)u0 = 0
for all h ∈ h. Since U is non-trivial, it follows that
Teiu0 = 0, ∀i = 1, · · · , l. (4.4)
Now ρ(a)Teiu0 + ρ(ei)Tau0 = 0, ∀a ∈ g. So by (4.4) we have ρ(ei)Tau0 = 0, ∀a ∈ g.
Since T is a g-module homomorphism, we have 0 = ρ(ei)Tau0 = T[ei,a]u0+Tapi(ei)u0.
Thus T[ei,a]u0 = 0, ∀a ∈ g. Therefore, in particular:
Thu0 = 0, ∀h ∈ h. (4.5)
We will now show that Tau0 = 0, for all a ∈ g, hence T (g ⊗ u0) = 0. From this it
follows readily that T = 0, since T is a g-homomorphism.
We have ρ(a)Teiu0 + ρ(ei)Tau0 = 0. So by (4.4) we have Tau0 = cv0, for some c ∈ C.
Now ρ(a)Thu0 + ρ(h)Tau0 = 0 together with (4.5) gives cρ(h)v0 = 0, for all h ∈ h. But V
is non-trivial, hence c = 0.
We now turn our attention to (4.3). (4.3) is a polynomial identity in the variables
∂, λ, µ. We obtain the following identities by comparing the coefficients of the polynomials
of degree 1 and 2:
ϕ1,0a pi(b)− ρ(b)ϕ1,0a = ϕ1,0[a,b], ϕ2,0a pi(b)− ρ(b)ϕ2,0a = ϕ2,0[a,b], ρ(a)ϕ1,1b − ρ(b)ϕ1,1a = 2ϕ2,0[a,b].
The first two identities mean that ϕ1,0 and ϕ2,0 are g-module homomorphisms. We will
come back to the third identity later.
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Let us now compare the coefficients of polynomials of degreeM in (4.3), whereM ≥ 3.
Comparing the coefficients of λM−k∂k, λM−jµj , λM−j−1µj∂ and λiµi∂M−2i, respectively
we obtain the following identities:
(a) ϕM−k,ka pi(b)− ρ(b)ϕM−k,ka = ϕM−k,k[a,b] , 0 ≤ k ≤M − 1.
(b) ρ(a)ϕj,M−jb − ρ(b)ϕM−j,ja =
(
M
j
)
ϕM,0[a,b], 1 ≤ j ≤M − 1.
(c) (M − j)ρ(a)ϕj,M−jb − (j + 1)ρ(b)ϕM−j−1,j+1a =
(
M−1
j
)
ϕM−1,1[a,b] , 1 ≤ j ≤M − 2.
(d)
(
M−i
i
)
ρ(a)ϕi,M−ib −
(
M−i
i
)
ρ(b)ϕi,M−ia =
(
2i
i
)
ϕ2i,M−2i[a,b] , 1 ≤ i < M2 .
Proposition 4.1. For M ≥ 3 we have
(i) ϕM−k,k : g⊗ U → V is a g-homomorphism for 0 ≤ k ≤M − 1.
(ii) ϕj,M−j = ϕM−j,j , 1 ≤ j ≤M − 1.
(iii) ϕM−j,j =
(
M
j
)
ϕM,0, 1 ≤ j ≤M − 1.
(iv) ρ(b)ϕM,0a = ϕ
M,0
b pi(a).
Proof. (i) is precisely the statement of (a). Now interchanging a and b in (b) above we get
ρ(b)ϕj,M−ja − ρ(a)ϕM−j,jb = −
(
M
j
)
ϕM,0[a,b]. Adding (b) to it we get ρ(a)(ϕ
j,M−j
b − ϕM−j,jb ) +
ρ(b)(ϕj,M−ja −ϕM−j,ja ) = 0. It follows from Lemma 4.1 that ϕj,M−j = ϕM−j,j , proving (ii).
Next we interchange a and b in (c) and get (M − j)ρ(b)ϕj,M−ja − (j+1)ρ(a)ϕM−j−1,j+1b =
−(M−1
j
)
ϕM−1,1[a,b] . As before we add (c) to this identity and arrive at
ρ(a)((M− j)ϕj,M−jb − (j+1)ϕM−j−1,j+1b )+ρ(b)((M− j)ϕj,M−ja − (j+1)ϕM−j−1,j+1a ) = 0.
Using Lemma 4.1 again we obtain (M−j)ϕj,M−j = (j+1)ϕM−j−1,j+1. Thus by (ii) (M−
j)ϕM−j,j = (j+1)ϕM−j−1,j+1, and hence ϕM−j,j =
(
M
j
)
ϕM,0, for 0 ≤ j ≤M − 1. Finally
substituting (iii) into (d) we obtain
(
M−i
i
)(
M
i
)
(ρ(a)ϕM,0b −ρ(b)ϕM,0a ) =
(
2i
i
)(
M
2i
)
ϕM,0[a,b], which
is equivalent to ρ(a)ϕM,0b − ρ(b)ϕM,0a = ϕM,0[a,b]. Replacing ϕM,0[a,b] by ρ(a)ϕM,0b − ϕM,0b pi(a)
(due to (a)), (iv) follows.
An immediate consequence of Proposition 4.1 (iii) is the following
Corollary 4.1. For M ≥ 3, j ≥ 1, k ≥ 0 we have
∑
j+k=M
λj∂kϕj,k = ((∂ + λ)M − ∂M )ϕM,0.
In particular ϕj,M−j is determined by ϕM,0.
We will next study the identity (iv) in Proposition 4.1.
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Lemma 4.2. Let (pi, U) and (ρ, V ) be non-trivial irreducible representations of g. Let
T : g⊗ U → V be a g-homomorphism such ρ(a)T (b⊗ u) = T (a⊗ pi(b)u), for all a, b ∈ g.
(i) If (pi, U) 6∼= (ρ, V ), then T = 0.
(ii) If (pi, U) ∼= (ρ, V ), then there exists c0 ∈ C such that T (a ⊗ u) = c0pi(a)u, for all
a ∈ g, u ∈ U .
Proof. We will continue to use the notation in the proof of Lemma 4.1. Let furthermore
Λ and Λ′ denote the highest weights of the representations pi and ρ, respectively. For a ∈ g
we have ρ(a)Teiu0 = Tapi(ei)u0 by hypothesis. Since u0 is a highest weight vector, we have
ρ(a)Teiu0 = 0, for any a ∈ g. But U is non-trivial, hence Teiu0 = 0.
Now for h ∈ h, ρ(ei)Thu0 = Teipi(h)u0 = Λ(h)Teiu0 = 0. Thus Thu0 = c(h)v0, for
some c ∈ h∗.
Suppose that U 6∼= V . Since T is a g-homomorphism we also have ρ(h′)Thu0 =
Thpi(h
′)u0 for h, h′ ∈ h. Hence Λ′(h′)c(h)v0 = Λ(h′)c(h)v0, which implies that (Λ(h′) −
Λ′(h′))c(h) = 0, ∀h, h′ ∈ h and hence c = 0. Therefore Thu0 = 0. Thus Λ(h)Tau0 =
Tapi(h)u0 = ρ(a)Thu0 = 0, ∀a ∈ g, h ∈ h. But Λ 6= 0, hence Tau0 = 0, ∀a ∈ g. It follows
that T = 0, proving (i).
Suppose that U ∼= V . By assumption pi(h)Th′u0 = Thpi(h′)u0, ∀h, h′ ∈ h, which is
to say that Λ(h)c(h′)u0 = Λ(h′)c(h)u0, ∀h, h′ ∈ h. Since Λ 6= 0, there exists h0 ∈ h
such that Λ(h0) 6= 0. Thus c(h) = c(h0)Λ(h0)Λ(h), for all h ∈ h. Set
c(h0)
Λ(h0)
= c0, and we
have c(h) = c0Λ(h) and thus Thu0 = c0Λ(h)u0, ∀h ∈ h. Thus Λ(h)Tau0 = Tapi(h)u0 =
pi(a)Thu0 = c0pi(a)Λ(h)u0, ∀a ∈ g, h ∈ h. Since Λ 6= 0, this gives Tau0 = c0pi(a)u0, ∀a ∈ g.
(ii) follows then from the fact that T is a g-module homomorphism.
From Lemma 4.2 and Proposition 4.1 (iv) we obtain immediately.
Corollary 4.2. Let M ≥ 3.
(i) If (pi, U) 6∼= (ρ, V ), then ϕM,0 = 0.
(ii) If (pi, U) ∼= (ρ, V ), then ϕM,0 = cMpi(a), ∀a ∈ g and cM ∈ C.
Proposition 4.2.
(i) If (ρ, V ) 6∼= (pi, U), then aλu = pi(a)u+ λϕ1,0(a⊗ u) + λ2ϕ2,0(a⊗ u) + 2λ∂ϕ1,1(a⊗ u)
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(ii) If (ρ, V ) ∼= (pi, U), then aλu = pi(a)u+λϕ1,0(a⊗u)+λ2ϕ2,0(a⊗u)+2λ∂ϕ1,1(a⊗u)+∑
M≥3 cM ((∂ + λ)
M − ∂M )pi(a)u, for some cM ∈ C.
(iii) In (i) and (ii) above we have ρ(a)ϕ1,1b − ρ(b)ϕ1,1a = ϕ2,0[a,b], ∀a, b ∈ g.
Remark 4.1. The formula in Proposition 4.2 (ii) above can be brought to the form
aλu
′ = pi(a)u′ + λϕ1,0(a⊗ u′) + λ2ϕ2,0(a⊗ u′) + 2λ∂ϕ1,1(a⊗ u′),
by making a suitable choice of U ′ ⊆ C[∂](U ⊕ V ) such that U ′ ∼= U (as g-modules) and
C[∂](U ⊕ V ) = C[∂](U ′ ⊕ V ). Explicitly we set u′ = u−∑M cM∂M u¯, where u¯ here is to
denote that it is an element of V corresponding (via an isomorphism of g-modules) to u,
and leave V unchanged.
Remark 4.2. Here we need to single out the sl2 case. In this case we can view Proposition
4.2 (iii) above as the definition of ϕ2,0. It can be readily checked (using the fact that ϕ1,1
is a g-homomorphism) that, in the case of sl2, ϕ
2,0 is indeed a g-module homomorphism.
This discussion leads to the classification for g = sl2.
Theorem 4.1. Non-trivial extensions of the form (4.1) for g = sl2 with (pi, U) and (ρ, V )
non-trivial irreducible g-modules exist only if (pi, U) 6∼= (ρ, V ). They are given by:
aλv = ρ(a)v, aλu = pi(a)u+ λϕ
1,0(a⊗ u) + λ2ϕ2,0(a⊗ u) + 2λ∂ϕ1,1(a⊗ u),
where a ∈ g, u ∈ U , v ∈ V and ϕ1,0, ϕ1,1 : g ⊗ U → V are arbitrary homomorphisms of
g-modules, and ϕ2,0 is determined by
ρ(a)ϕ1,1b − ρ(b)ϕ1,1a = ϕ2,0[a,b], ∀a, b ∈ g. (4.6)
Proof. If U 6∼= V , it follows from Proposition 4.2 (i) and Remark 4.2 that all non-
trivial extensions are of form above. Now if U ∼= V note that the map ϕ : g ⊗ U → U
defined by ϕ(a ⊗ u) := pi(a)u is a homomorphism of g-modules. Since U appears with
multiplicity 1 in the g ⊗ U it follows that when (pi, U) ∼= (ρ, V ) ϕ1,0(a ⊗ u) = c1pi(a)u
and ϕ1,1(a ⊗ u) = c2pi(a)u, for some c1, c2 ∈ C. Thus the formula in Proposition 4.2 (ii)
reduces to
aλu = pi(a)u+
∑
M≥1
cM ((∂ + λ)
M − ∂M )pi(a)u, cM ∈ C.
By Remark 4.1 such extensions are equivalent to the trivial extension.
For Section 5 we need to understand formula (4.6) better. In fact we will need
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Lemma 4.3. Let (pi, U) and (ρ, V ) be non-trivial non-isomorphic finite-dimensional irre-
ducible representations of sl2 of dimensions m+1 and n+1, respectively. Let ϕ
1,1 → ϕ2,0
be the linear map defined by (4.6). Then the map ϕ1,1 → ϕ2,0 is a bijection. Furthermore
ϕ2,0 = cϕ1,1, where c = m+42 if n = m+ 2, and c =
2−m
2 if n = m− 2.
Proof. Note that in order for ϕ1,1 and ϕ2,0 to be non-zero and U 6∼= V , we must have
n = m+ 2 or n = m− 2.
Since ϕ1,1 is a g-module homomorphism, we may write (4.6) as
ϕ2,0[a,b] = ϕ
1,1
b pi(a)− ϕ1,1a pi(b) + 2ϕ1,1[a,b]. (4.7)
Thus for the basis e, f, h of sl2 we obtain from (4.7)
2ϕ2,0e =ϕ
1,1
e pi(h)− ϕ1,1h pi(e) + 4ϕ1,1e ,
−2ϕ2,0f =ϕ1,1f pi(h)− ϕ1,1h pi(f)− 4ϕ1,1f , (4.8)
ϕ2,0h =ϕ
1,1
f pi(e)− ϕ1,1e pi(f) + 2ϕ1,1h .
Suppose that ϕ2,0 = 0. We will show that ϕ1,1 = 0. For this let u0 be a highest vector of
the sl2-module U of highest weight m. Then applying (4.8) to u0 (using ϕ
2,0 = 0) we get
ϕ1,1e u0 = 0, (m− 2)ϕ1,1f u0 = ρ(f)ϕ1,1h u0, ϕ1,1h u0 = 0.
Thus (m− 2)ϕ1,1f u0 = 0. Hence if m 6= 2, then ϕ1,1a u0 = 0, for all a ∈ g, and so ϕ1,1 = 0.
Now suppose that m = 2. If ϕ1,1f u0 6= 0, then ϕ1,1f u0 has maximal weight in V and
hence must be a non-zero scalar multiple of the highest weight vector in V . But ϕ1,1f u0
has weight m − 2 = 0 and so V has highest weight 0, which is a contradiction, since V
is nontrivial. Thus ϕ1,1f u0 = 0 and so in this case ϕ
1,1 = 0 as well. This proves the first
claim of the lemma.
We have ϕ2,0 = cϕ1,1. Applying (4.8) to u0 we get
2cϕ1,1e u0 =(m+ 4)ϕ
1,1
e u0,
−2cϕ1,1f u0 =(m− 4)ϕ1,1f u0 − ϕ1,1h pi(f)u0,
cϕ1,1h u0 =− ϕ1,1e pi(f)u0 + 2ϕ1,1h u0,
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from which we derive (since ϕ1,1 is a g-homomorphism) the following equations:
(m+ 4− 2c)ϕ1,1e u0 = 0, (m− 2 + 2c)ϕ1,1f u0 = ρ(f)ϕ1,1h u0, (1− c)ϕ1,1h u0 = ρ(f)ϕ1,1e u0.
If neither of the numbers (m+4−2c), (m−2+2c), (1−c) is 0, then ϕ1,1 = 0 and so ϕ2,0 = 0.
So we can assume that ϕ1,1 6= 0 and one of the numbers (m+4−2c), (m−2+2c), (1−c) is
0. It is easy to see, since m > 0, that only one of the numbers can be 0. Thus we consider
three cases:
(i) m+ 4− 2c = 0 and so ϕ1,1e u0 6= 0 and ϕ1,1f = ϕ1,1h = 0.
(ii) m− 2 + 2c = 0 and so ϕ1,1f u0 6= 0 and ϕ1,1e = ϕ1,1h = 0.
(iii) 1− c = 0 and so ϕ1,1h u0 6= 0 and ϕ1,1e = 0.
Now case (iii) cannot occur, because by assumption U 6∼= V . case (i) means n = m+2,
while case (ii) means n = m− 2. This completes the proof.
For simple Lie algebras of higher ranks, we can weaken the assumptions of Lemma
4.2 and still prove the same result. We will need this in order to understand (4.6).
Lemma 4.4. Let rank g ≥ 2 and let (pi, U) and (ρ, V ) be non-trivial irreducible g-modules.
Let T : g⊗U → V be a g-homomorphism such ρ(a)T (b⊗u) = T (a⊗pi(b)u), for all a, b ∈ g
with [a, b] = 0.
(i) If (pi, U) 6∼= (ρ, V ), then T = 0.
(ii) If (pi, U) ∼= (ρ, V ), then there exists c ∈ C such that T (a ⊗ u) = cpi(a)u, for all
a ∈ g, u ∈ U .
Before proving Lemma 4.4, let us see how it can be applied to solve our extension
problem in the higher rank case.
Proposition 4.3. Let rank g ≥ 2 and let (pi, U) and (ρ, V ) be non-trivial irreducible
g-modules. Let ϕ1,1, ϕ2,0 : g ⊗ U → V be two g-module homomorphisms satisfying (4.6).
Then
(i) If (pi, U) 6∼= (ρ, V ), then ϕ1,1 = ϕ2,0 = 0.
(ii) If (pi, U) ∼= (ρ, V ), then there exists c ∈ C such that ϕ1,1a = ϕ2,0a = cpi(a), ∀a ∈ g.
Proof. Let a, b ∈ g such that [a, b] = 0. We have ρ(a)ϕ1,1b = ρ(b)ϕ1,1a by assumption. Since
ϕ1,1 is a g-module homomorphism we also have ρ(a)ϕ1,1b = ϕ
1,1
b pi(a). Hence ρ(b)ϕ
1,1
a =
ϕ1,1b pi(a). So by Lemma 4.4 and (4.6) Corollary follows.
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Combining Proposition 4.2 and Proposition 4.3 we obtain immediately
Theorem 4.2. Let rank g ≥ 2 and let (pi, U) and (ρ, V ) be finite-dimensional non-trivial
irreducible g-modules. Then every non-trivial extension of R(g˜)-modules of the form (4.1)
is as follows (a ∈ g, u ∈ U , v ∈ V ):
(i) If (pi, U) 6∼= (ρ, V ), then
aλu = pi(a)u+ λϕ
1,0(a⊗ u), aλv = ρ(a)v,
where ϕ1,0 : g ⊗ U → V is an arbitrary non-zero homomorphism of g-modules. Two
extensions, depending on ϕ1,0 and ϕ˜1,0, respectively, are equivalent if and only if ϕ1,0
and ϕ˜1,0 coincide.
(ii) If (pi, U) ∼= (ρ, V ), then
aλu = pi(a)u+ λϕ
1,0(a⊗ u), aλv = ρ(a)v.
Furthermore two extensions, depending on ϕ1,0 and ϕ˜1,0, respectively, are equivalent if
and only if ϕ1,0(a⊗ u)− ϕ˜1,0(a⊗ u) = cpi(a)u, for some c ∈ C.
We now give a proof of Lemma 4.4.
Proof of Lemma 4.4. We will continue to use the notation above. Let αi be any simple
root. Since rank g ≥ 2 we can choose an h ∈ h such that αi(h) = 0 and Λ(h) 6= 0. Since
[h, ei] = 0, we have ρ(h)Teiu0 = Thpi(ei)u0 = 0. Now Teiu0 is a vector in V of weight
Λ + αi. Thus we have (Λ + αi)(h)Teiu0 = Λ(h)Teiu0 = 0, and so Teiu0 = 0. Since T is a
g-homomorphism, it follows that T (eα ⊗ u0) = 0, for α ∈ ∆+.
Let h ∈ h and αi be a simple root. We have ρ(ei)Thu0 − Thpi(ei)u0 = T[ei,h]u0 =
−αi(h)Teiu0 = 0. Hence Thu0 is a scalar multiple of v0, i.e. there exists c ∈ h∗ such that
Thu0 = c(h)v0, ∀h ∈ h. (4.9)
So if h, h′ ∈ h then ρ(h′)Thu0 = Thpi(h′)u0, which implies that
c(h)Λ′(h′)v0 = c(h)Λ(h′)v0. (4.10)
Case 1. Assume that Λ 6= Λ′. In this case (4.10) implies that c(h) = 0, hence
Thu0 = 0, ∀h ∈ h and Λ 6= Λ′. (4.11)
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Let α ∈ ∆+ and suppose that Λ is not a scalar multiple of α. Then we may choose
h ∈ h such that α(h) = 0 and Λ(h) 6= 0. By (4.11) 0 = ρ(e−α)Thu0 = Te−αpi(h)u0 =
Λ(h)Te−αu0. We conclude that Te−αu0 = 0.
Now suppose that Λ = c′θ0, where θ0 ∈ ∆+. If θ0 is not the highest root, then
there exist α, β ∈ ∆+ such that θ0 = α − β so that e−θ0 = [eβ , e−α]. But Te−θ0u0 =
ρ(eβ)Te−αu0 − Te−αpi(eβ)u0 = 0.
On the other hand if θ0 is the highest root, then θ0 cannot be a simple root. Thus
ρ(ei)Te−θ0u0 − Te−θ0pi(ei)u0 = T[ei,e−θ0 ]u0 = Teα−θ0u0 = 0,
hence ρ(ei)Te−θ0u0 = 0, ∀i. This implies that Te−θ0 = c0v0, for some c0 ∈ C. We need to
show that c0 = 0. Now [e−θ0 , fi] = 0, ∀i. Therefore 0 = ρ(e−θ0)Tfiu0 = Te−θ0pi(fi)u0 =
ρ(fi)Te−θ0u0. This gives c0ρ(fi)v0 = 0, ∀i. But V is non-trivial, hence c0 = 0.
Case 2. Assume that Λ = Λ′ and let h, h′ ∈ h. By assumption pi(h)Th′u0 = Thpi(h′)u0,
hence by (4.9) Λ(h)c(h′) = Λ(h′)c(h), for all h, h′ ∈ h. Since Λ 6= 0, we may choose h0 ∈ h
such that Λ(h0) 6= 0. Putting c0 = c(h0)Λ(h0) we have c(h) = c0Λ(h), ∀h ∈ h, thus by (4.9)
Thu0 = c0Λ(h)u0, ∀h ∈ h. (4.12)
Given α ∈ ∆+ and suppose that Λ is not a scalar multiple of α. We may choose h ∈ h
such that α(h) = 0 and Λ(h) 6= 0. Then by hypothesis pi(e−α)Thu0 = Te−αpi(h)u0, which
by (4.12) is equivalent to c0pi(e−α)Λ(h)u0 = Λ(h)Te−αu0 and so
Te−αu0 = c0pi(e−α)u0. (4.13)
Now suppose that Λ = c′θ0, where θ0 ∈ ∆+. It suffices to prove that (4.13) when
α = θ0. Since T is a g-module homomorphism, we have
pi(ei)Te−θ0u0 = Te−θ0pi(ei)u0 + T[ei,e−θ0 ]u0 = c0pi([ei, e−θ0 ])u0.
Replacing pi([ei, e−θ0 ])u0 by pi(ei)pi(e−θ0)u0, we conclude that Te−θ0u0 − c0pi(e−θ0)u0, if
nonzero, is a scalar multiple of u0. However, since it has weight Λ− θ0 and u0 has weight
Λ, we must have Te−θ0u0 = c0pi(e−θ0)u0. This concludes the proof of Lemma 4.4.
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We now present explicit formulas for the corresponding (non-trivial) extensions of
current conformal modules. Recall that g˜ = g ⊗ C[t, t−1] acts on the conformal mod-
ule M c(V ) = V ⊗C C[t, t−1], where (ρ, V ) is a non-trivial irreducible finite-dimensional
representation of g, as
(a⊗ f(t))(v ⊗ g(t)) = ρ(a)v ⊗ f(t)g(t). (4.14)
Theorem 4.3. All non-trivial extensions of conformal modules over g˜ of the form
0 −→M c(V ) −→ Ec −→M c(U) −→ 0,
where (pi, U) and (ρ, V ) are non-trivial irreducible representations of g, can be constructed
as follows. As a vector space Ec = (U ⊕ V ) ⊗C C[t, t−1]. g˜ acts on M c(V ) as in (4.14),
while on M c(U) its action is given as follows (f(t), g(t) ∈ C[t, t−1], u ∈ U , v ∈ V , a ∈ g):
(i) (a⊗ f(t))(u⊗ g(t)) = pi(a)u⊗ f(t)g(t) + ϕ1,0(a⊗ u)⊗ f ′(t)g(t)
+ (ϕ2,0 − ϕ1,1)(a⊗ u)⊗ f ′′(t)g(t)− ϕ1,1(a⊗ u)⊗ f ′(t)g′(t),
if g ∼= sl2 and V 6∼= U .
(ii) (a⊗ f(t))(u⊗ g(t)) = pi(a)u⊗ f(t)g(t) + ϕ1,0(a⊗ u)⊗ f ′(t)g(t), if g 6∼= sl2.
Here ϕ1,0, ϕ1,1 : g ⊗ U → V are g-module homomorphisms, and ϕ2,0 : g ⊗ U → V is a
g-module homomorphism determined by (4.6).
Remark 4.3. In the case g 6∼= sl2, the space Ext(M c(U),M c(V )) is canonically isomorphic
to Homg(g ⊗C U, V ) if U 6∼= V and to Homg(g ⊗ U, V )/Cpi if U ∼= V . In the case g ∼= sl2
and U 6∼= V , Ext(M c(U),M c(V )) is canonically isomorphic to the direct sum of two copies
of Homg(g⊗C U, V ).
The remainder of this section is devoted to the study of extensions of R(g˜)-modules
that we will need for the extension problem of modules over R(V)⋉R(g˜) in the next section.
Namely we will consider extensions of the form (4.1) but now with the assumption that
(ρ, V ) or (pi, U) is the trivial (1-dimensional) g-module.
First suppose that V = Cv is the trivial g-module. We have for a ∈ g and u ∈ U :
aλu = pi(a)u+
∑
i,k≥0
λi∂kϕi,ka (u), aλv = 0,
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where ϕi,ka : U → V are linear maps. Applying both sides of (1.16) to u we have
∑
i,k≥0
(λ+ µ)i∂kϕi,k[a,b](u) =
∑
i,k≥0
λi∂kϕi,k(pi(b)u)−
∑
i,k≥0
µi∂kϕi,k(pi(a)u).
Comparing the coefficients of λiµj∂k for i+ j =M and i, j ≥ 1 we get for all k
ϕM,k[a,b] = 0, ∀M ≥ 2.
Subtracting a coboundary as in the proof of Lemma 2.1, if necessary, we may again assume
that ϕ0,k = 0, for all k. Now we look at the coefficients of λi∂k and conclude that
ϕi,k[a,b](u) = ϕ
i,k
a (pi(b)u),
which implies that ϕi,k = 0, unless U ∼= g. Thus we have
Proposition 4.4. Non-trivial extensions of R(g˜)-modules of the form (4.1) with V=Cv
being the trivial and U an irreducible (possibly trivial) g-module exist if and only if U ∼= g.
Identifying U with g these extension are given by (a, u ∈ g):
aλu = [a, u] + λf(∂)(a|u), aλv = 0,
where f(∂) is a non-zero polynomial in ∂ and (·|·) is an invariant symmetric non-degenerate
bilinear form on g.
Now suppose that V is non-trivial and U = Cu is the trivial g-module. We have
aλu =
∑
i,j≥0
λi∂jϕi,ja (u), aλv = ρ(a)v,
where ϕi,ja : U → V are linear maps. Both sides of (1.16) applied to u gives
∑
i,j
(λ+ µ)i∂jϕi,j[a,b](u) =
∑
i,j
µi(∂ + λ)jρ(a)ϕi,jb (u)−
∑
i,j
λi(∂ + µ)jρ(b)ϕi,ja (u). (4.15)
As before we may assume that the summation above is over i ≥ 1 and j ≥ 0. Looking at
the coefficients of µi∂j and we get ρ(a)ϕi,jb (u) = ϕ
i,j
[a,b](u), which means that ϕ
i,j : g → V
given by ϕi,j(a) = ϕi,ja (u) is a g-module homomorphism. Thus we may assume that V
∼= g.
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Identifying V with g we may assume that for all a ∈ g one has ϕi,ja (u) = cija for some
cij ∈ C, and hence ρ(a)ϕi,jb (u) = cij [a, b]. Plugging this back in (4.15) we get
∑
i,j
(λ+ µ)i∂jcij [a, b] =
∑
i,j
µi(∂ + λ)jcij [a, b]−
∑
i,j
λi(∂ + µ)jcij [a, b],
which is equivalent to
f(λ+ µ, ∂) = f(µ, ∂ + λ) + f(λ, ∂ + µ), (4.16)
where f(λ, ∂) =
∑
i,j cijλ
i∂j . So solving the extension problem is equivalent to solving the
functional equation (4.16). We have the following
Lemma 4.4. All homogeneous solutions of (4.16) are scalar multiples of λ(∂+λ)k, where
k ∈ Z+.
Proof. We use induction on the degree of a homogeneous solution of (4.7). If the degree
is 1 or 2 this is easily checked. Hence assume that the degree is n > 1. Now differentiating
(4.16) with respect to ∂ we obtain
f∂(λ+ µ, ∂) = f∂(µ, ∂ + λ) + f∂(λ, ∂ + µ),
where f∂(λ, ∂) means differentiation with respect to ∂. But this equation means that
f∂(λ, ∂) is a solution of (4.16), but of lower degree. Thus by induction it f∂(λ, ∂) a scalar
multiple of λ(∂+λ)k−1, where k < n. Hence f(λ, ∂) is a scalar multiple of λ(∂+λ)k+g(λ),
where g(λ) is scalar multiple of λn. Plugging this into (4.16) again, we see that g(λ+µ) =
g(λ) + g(µ). Since n > 1, g(λ) = 0, proving the lemma.
Proposition 4.5. Non-trivial extensions of R(g˜)-modules of the form (4.1) with U=Cu
being the trivial and V an irreducible g-module exist if and only if V ∼= g. Identifying V
with g these extensions are given by (a, v ∈ g):
aλu = λf(∂ + λ)a, aλv = [a, v], 0 6= f(x) ∈ C[x].
5. Extensions of conformal V⋉ g˜-modules
Throughout this section g denotes a finite-dimensional simple Lie algebra. Let R(V)⋉
R(g˜) be the semidirect sum of the Virasoro and the current conformal algebra. Any finite
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irreducible module over R(V)⋉R(g˜) isM(α,∆, U), with actions given by (1.21), or else it
is the 1-dimensional (over C) module Ccβ with actions L(n)cβ = a(n)cβ = 0 for all n ∈ Z+,
and ∂cβ = βcβ . In this section we will consider extensions of R(V ⋉ g˜)-modules of the
form
0 −→M(α, ∆¯, V ) −→ E −→M(β,∆, U) −→ 0, (5.1)
where (ρ, V ) and (pi, U) are finite-dimensional irreducible g-modules.
Remark 5.1. We do not need to consider the case when U and V are both the trivial g-
module, because due to Proposition 4.4 (or 4.5) this case reduces to the extension problem
we have studied in Section 3.
We first consider the case when U and V are both non-trivial g-modules. In this case
we can use the results in Section 4 and assume that (a ∈ g, u ∈ U and v ∈ V ):
aλu = pi(a)u+ λϕ
1,0(a⊗ u) + 2λ∂ϕ1,1(a⊗ u) + λ2ϕ2,0(a⊗ u),
aλv = ρ(a)v, Lλu = (∂ + β +∆λ)u+
∑
j,k≥0
λj∂kψjku, Lλv = (∂ + α+ ∆¯λ)v,
where ϕi,j : g⊗ U → V are g-module homomorphisms and ψjk : U → V are linear maps.
Furthermore ϕ2,0([a, b] ⊗ u) = ρ(a)ϕ1,1(b ⊗ u) − ρ(b)ϕ1,1(a ⊗ u) and ϕ1,1 and ϕ2,0 are
non-zero only when g ∼= sl2 and U 6∼= V .
Applying both sides of (1.18) to u we obtain:
− λµϕ1,0a u− 2µ(λ+ µ)∂ϕ1,1a u− µ(λ+ µ)2ϕ2,0a u = µ(α− β + (∆¯−∆)λ)ϕ1,0a u
+ 2µ((∂ + α+ λ)(∂ + ∆¯λ)− ∂(∂ + β + µ+∆λ))ϕ1,1a u+ µ2(α− β − µ− (∆¯−∆)λ)ϕ2,0a u
+
∑
j,k≥0
λj∂kψjkpi(a)u−
∑
j,k≥0
λj(∂ + µ)kρ(a)ψjku. (5.2)
Setting µ = 0 in (5.2) and comparing the coefficients of λj∂k we obtain for all j, k ≥ 0
ψjkpi(a)u = ρ(a)ψjku, ∀a ∈ g, u ∈ U.
Thus ψjk is a g-module homomorphism.
Assume that U 6∼= V . If g 6∼= sl2, then ϕ1,1 = ϕ2,0 = 0 and so (5.2), combined with the
fact that ψjk = 0, reduces to
((∆− ∆¯− 1)λ+ β − α)ϕ1,0a u = 0.
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If ϕ1,0 = 0, then E decomposes. Thus we may assume that ϕ1,0 6= 0. In this case we get
α = β and ∆− ∆¯− 1 = 0. This gives
Proposition 5.1. Non-trivial extensions of R(V ⋉ g˜)-modules of the form (5.1) in the
case g 6∼= sl2, (pi, U) 6∼= (ρ, V ) and U, V non-trivial irreducible g-modules exist only if α = β
and ∆ = ∆¯ + 1. The extensions are given by:
aλu =pi(a)u+ λϕ
1,0(a⊗ u), aλv = ρ(a)v,
Lλu =(∂ + α+∆λ)u, Lλv = (∂ + α+ ∆¯λ)v,
where u ∈ U , v ∈ V , a ∈ g and ϕ1,0 : g⊗U → V is a non-trivial g-module homomorphism.
Now suppose that g ∼= sl2 and U 6∼= V . In this case (5.2) together with ψjk = 0 gives:
− λϕ1,0a u− 2(λ+ µ)∂ϕ1,1a u− (λ+ µ)2ϕ2,0a u = (α− β + (∆¯−∆)λ)ϕ1,0a u (5.3)
+ 2((∂ + λ)(∂ + α+ ∆¯λ)− ∂(∂ + β + µ+∆λ))ϕ1,1a u+ µ(α− β − µ− (∆¯−∆)λ)ϕ2,0a u
Putting λ = 0, (5.3) reduces to (α−β)(ϕ1,0a u+2∂ϕ1,1a u+µϕ2,0a u) = 0. Hence if α−β 6= 0,
then ϕi,j = 0 for all i, j and so E decomposes. Thus we may assume that α − β = 0. In
this case (5.3) reduces to
λ(∆−∆¯−1)ϕ1,0a u−λ2(2∆¯ϕ1,1a u+ϕ2,0a u)+2λ∂(∆−∆¯−2−α)ϕ1,1a u+λµ(∆−∆¯−2)ϕ2,0a u = 0.
From this and Lemma 4.3 we see that ϕi,j = 0 and hence the representation decomposes,
if ∆− ∆¯ 6= 1, 2. In the case when ∆− ∆¯ = 1, ϕ2,0 = 0 and hence ϕ1,1 = 0 by Lemma 4.3.
On the other hand when ∆ − ∆¯ = 2 and α = 0 we have ϕ1,0 = 0 and ϕ2,0 = −2∆¯ϕ1,1.
Now if ∆ − ∆¯ = 2 and α 6= 0, then ϕ1,0 = 0. But also ϕ1,1 = 0, which gives ϕ2,0 = 0
by Lemma 4.3. Hence in this case the module decomposes. This discussion, together with
Lemma 4.3, gives
Proposition 5.2. Let g ∼= sl2. Non-trivial extensions of R(V ⋉ g˜)-modules of the form
(5.1) in the case (pi, U) 6∼= (ρ, V ) with U, V non-trivial irreducible g-modules are as follows:
(i) α = β and ∆− ∆¯ = 1, with extensions given as in Proposition 5.1.
(ii) α = β = 0 and ∆− ∆¯ = 2, with extensions given by (u ∈ U , v ∈ V , a ∈ g):
aλu =pi(a)u+ 2λ∂ϕ
1,1(a⊗ u)− 2(∆− 2)λ2ϕ1,1(a⊗ u),
aλv =ρ(a)v, Lλu = (∂ +∆λ)u, Lλv = (∂ + (∆− 2)λ)v,
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where ϕ1,1 : g ⊗ U → V is a non-trivial g-module homomorphism and ∆ = 5−dimU4 , if
dimV = dimU + 2, and ∆ = 5+dimU4 , if dimV = dimU − 2.
This settles the case U 6∼= V and U and V are non-trivial g-modules. Next we consider
the case U ∼= V and U and V are non-trivial g-modules. In this case we have by results
of Section 4 that ϕ1,1 = ϕ2,0 = 0. Also in this case ψjk(u) = cjku, where cjk ∈ C. Thus
identifying ρ with pi, (5.2) reduces to
−λµϕ1,0a u = µ(α− β + (∆¯−∆)λ)ϕ1,0a u+
∑
j,k≥0
cjkλ
j(∂k − (∂ + µ)k)pi(a)u. (5.4)
We let ∂ = 0 and get
µ(α− β + (∆¯−∆+ 1)λ)ϕ1,0a u−
∑
j≥0,k≥1
cjkλ
jµkpi(a)u = 0. (5.5)
If ϕ1,0 is a scalar multiple of pi, then it is decomposable and we may assume that ϕ1,0 = 0.
If ϕ1,0 = 0, then cjk = 0 for k ≥ 1. Thus Lλu = (∂ + β +∆λ)u+ f(λ)u′, where u→ u′ is
a g-module isomorphism from U to V . Since f(λ) must satisfy (3.2), we get from the list
of Theorem 3.1 the following possibilities:
(I1) f(λ) = a0 + a1λ in the case ∆ = ∆¯, (a0, a1) 6= (0, 0),
(I2) f(λ) = aλ2 in the case ∆ = 1 and ∆¯ = 0, a 6= 0,
(I3) f(λ) = aλ3 in the case ∆− ∆¯ = 2, a 6= 0.
Thus we may assume that ϕ1,0 is not a scalar multiple of pi. In this case (5.5) implies that
α− β = 0, ∆ = ∆¯+ 1 and cjk = 0 for j ≥ 0 and k ≥ 1. Thus setting
∑
jk cjkλ
j∂k = f(λ),
we have (where u→ u¯ is a g-module isomorphism between U and V )
Lλu = (∂ + α+∆λ)u+ f(λ)u¯, Lλv = (∂ + α + (∆− 1)λ)v.
Applying both sides of (1.17) to u we obtain
(λ− µ)f(λ+ µ) = (λ+ µ)(f(λ)− f(µ)).
The only solution to this equation is f(λ) = cλ, where c ∈ C. However this polynomial
corresponds to the trivial extension. Namely let E = C[∂]U ⊕C[∂]U¯ and u′ = u+ u¯. Then
Lλu
′ gives rise to this polynomial. Thus we have
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Proposition 5.3. Non-trivial extensions of R(V ⋉ g˜)-modules of the form (5.1) in the
case (pi, U) ∼= (ρ, V ) and U, V non-trivial irreducible g-modules are either of types (I1),
(I2) and (I3) above or else exist only if g 6∼= sl2, α = β and ∆ = ∆¯ + 1. They are given by
aλu =pi(a)u+ λϕ
1,0(a⊗ u), aλv = ρ(a)v,
Lλu =(∂ + α+∆λ)u, Lλv = (∂ + α+ (∆− 1)λ)v,
where u ∈ U , v ∈ V , a ∈ g and ϕ1,0 : g⊗U → V is a g-module homomorphism that is not
a scalar multiple of pi.
In terms of conformal modules Proposition 5.1, 5.2 and 5.3 gives
Theorem 5.1. All extensions of conformal modules over V⋉ g˜ of the form
0 −→M c(α, ∆¯, V ) −→ Ec −→M c(β,∆, U) −→ 0,
where (pi, U) and (ρ, V ) are non-trivial irreducible g-modules and α, β,∆, ∆¯ ∈ C, can be
constructed as follows: Let Ec = (U ⊕ V )⊗C[t, t−1]e−αt with completely reducible action
of V. Then one has the following four cases:
(i) Let g ∼= sl2 and U 6∼= V . Then g˜ acts on Ec as in Theorem 4.3 (i) with ϕ1,0 6= 0 and
ϕ1,1 = ϕ2,0 = 0, and ∆ = ∆¯ + 1.
(ii) Let g ∼= sl2 and U 6∼= V . Then g˜ acts on Ec as in Theorem 4.3 (i) with ϕ1,0 = 0 and
ϕ1,1 = ϕ2,0 6= 0, and ∆ = ∆¯ + 2. Furthermore α = 0.
(iii) Let g 6∼= sl2. Then g˜ acts on Ec as in Theorem 4.3 (ii) and ∆ = ∆¯ + 1.
(iv) g arbitrary and U ∼= V . Then g˜ acts completely reducibly on Ec, while V acts
according to (I1), (I2) and (I3).
We next consider the case when either U or V in (5.1) is the trivial g-module, but not
both. First suppose that V = Cv is the trivial g-module. In order for M(α, ∆¯, V ) to be
irreducible, ∆¯ 6= 0. By Proposition 4.4 we may put (a ∈ g, u ∈ U and v ∈ V )
aλu =pi(a)u+ λf(∂)(a|u)v, aλv = 0,
Lλu =(∂ + β +∆λ)u+
∑
j,k≥0
λj∂kψjk(u), Lλv = (∂ + α+ ∆¯λ)v,
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where (·|·) = 0, if U 6∼= g, and (·|·) is an invariant symmetric non-degenerate bilinear form
on g, if U ∼= g, f(∂) is a polynomial in ∂ and ψjk : U → V are linear maps. Applying both
sides of (1.18) to u we get
−µ(λ+ µ)f(∂)(a|u) = µ(∂ + α+ ∆¯λ)f(∂ + λ)(a|u)
− µ(∂ + µ+ β +∆λ)f(∂)(a|u) +
∑
j,k≥0
λj∂kψjkpi(a)u. (5.6)
Set µ = 0 in (5.6) above and comparing the coefficients of λj∂k we conclude that (since
(pi, U) is non-trivial) ψjk = 0, for all j, k. Now if U 6∼= g, then (·|·) = 0, and so the
representation decomposes. Thus we may assume that U ∼= g. In this case (5.6) reduces
to
(∂ + β + (∆− 1)λ)f(∂) = (∂ + α+ ∆¯λ)f(∂ + λ). (5.7)
Putting λ = 0 in (5.7) gives α = β, if f(∂) 6= 0. Thus we may assume that α = β.
Changing the variable ∂ to ∂ + α in (5.7), we may assume that in (5.7) above α = β = 0.
In this case we set ∂ = 0 in (5.7) and (using ∆¯ 6= 0) conclude that f(∂) = c, c ∈ C, and
∆ = ∆¯ + 1. This leads to
Proposition 5.4. Non-trivial extensions of R(V ⋉ g˜)-modules of the form (5.1) in the
case when V=Cv is the trivial and U is a non-trivial irreducible g-module exist if and only
if α = β, ∆ = ∆¯ + 1 and U ∼= g. Identifying U with g these extensions are given by
aλu =[a, u] + cλ(a|u)v, aλv = 0,
Lλu =(∂ + α+∆λ)u, Lλv = (∂ + α + ∆¯λ)v,
where a, u ∈ g, c is a non-zero complex number and (·|·) is a non-degenerate symmetric
invariant bilinear form on g.
Finally consider the case when (ρ, V ) is non-trivial and U = Cu is the trivial g-module.
In this case ∆ 6= 0. Using Proposition 4.5 we may assume that (a ∈ g, v ∈ V )
aλu =λf(∂ + λ)a, aλv = ρ(a)v,
Lλu =(∂ + β +∆λ)u+
∑
j,k≥0
λj∂kvjk, Lλv = (∂ + α+ ∆¯λ)v,
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where vjk ∈ V and f 6= 0 only if V ∼= g. Applying both sides of (1.18) to u we obtain
−µ(λ+ µ)f(∂ + λ+ µ)a =µ(∂ + α + ∆¯λ)f(∂ + λ+ µ)a (5.8)
−µ(∂ + β + µ+∆λ)f(∂ + µ)a−
∑
j,k≥0
λj(∂ + µ)kρ(a)vjk.
Setting µ = 0 in (5.8) (since V is non-trivial) gives vjk = 0 for all j, k. Hence, if V 6∼= g,
then f = 0 and the representation decomposes. Thus we may assume that V ∼= g. Then
(5.8) gives
−(λ+ µ)f(∂ + λ+ µ) = (∂ + α+ ∆¯λ)f(∂ + λ+ µ)− (∂ + β + µ+∆λ)f(∂ + µ). (5.9)
Put λ = 0 in (5.9) we get (α− β)f(∂+µ) = 0. Since the representation decomposes when
f = 0, we may assume from now on that α = β. In this case we change ∂ to ∂+α in (5.9)
and thus we want to solve
(∂ +∆λ+ µ)f(∂ + µ) = (∂ + (∆¯ + 1)λ+ µ)f(∂ + µ+ λ). (5.10)
Put ∂ = µ = 0 in (5.10) we get ∆λf(0) = (∆¯ + 1)λf(λ). Thus if f(0) 6= 0, then f(λ) is a
constant. Now if f(0) = 0 and f(λ) 6= 0, then ∆¯ + 1 = 0. Now put µ = 0 in (5.10) and we
get (∂ + ∆λ)f(∂) = ∂f(∂ + λ). Hence we may write f(∂) = ∂g(∂), for some polynomial
g(∂) and consequently get
(∂ +∆λ)∂g(∂) = ∂(∂ + λ)g(∂ + λ).
Put ∂ = −λ and we have (−λ+∆λ)(−λ)g(−λ) = 0. Thus if f 6= 0, then ∆ = 1. Now we
put ∆ = 1, ∆¯ + 1 = 0 and µ = 0 in (4.6) to get (∂ + λ)f(∂) = ∂f(∂ + λ). It follows that
f(∂) = ∂g(∂) and hence (∂+λ)∂g(∂) = (∂+λ)∂g(∂+λ). Thus g is a constant. Therefore
f(λ) is a scalar multiple of λ.
Proposition 5.5. Non-trivial extensions of R(V ⋉ g˜)-modules of the form (5.1) in the
case when U=Cu is the trivial and V is a non-trivial irreducible g-module exist if only if
α = β, V ∼= g and ∆ = ∆¯ + 1 or (∆, ∆¯) = (1,−1). Identifying V with g these extensions
are given by:
aλu =cλa, aλv = [a, v],
Lλu =(∂ + α+∆λ)u, Lλv = (∂ + α+ ∆¯λ)v,
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where ∆ = ∆¯ + 1, a, v ∈ g and c is a non-zero complex number, or
aλu =cλ(λ+ ∂ + α)a, aλv = [a, v],
Lλu =(∂ + α+ λ)u, Lλv = (∂ + α− λ)v,
where a, v ∈ g and c is a non-zero complex number.
Translating Proposition 5.4 and 5.5 into the language of conformal modules we obtain
Theorem 5.2. All non-trivial extensions of conformal modules over V⋉ g˜ of the form
0 −→M c(α, ∆¯, V ) −→ Ec −→M c(β,∆, U) −→ 0,
where U and V are irreducible g-modules with one of them being the trivial g-module (but
not both) can be constructed as follows (for f(t) ∈ C[t, t−1], g(t) ∈ C[t, t−1]e−αt, ∆, α ∈ C,
c 6= 0 and a, b ∈ g and (·|·) is an invariant symmetric non-degenerate bilinear form):
(i) Suppose that V = Cv is trivial. Then U ∼= g and Ec = (g⊕ Cv)⊗ C[t, t−1]e−αt with
completely reducible action of V. Furthermore ∆ = ∆¯ + 1, and g˜ acts as:
(a⊗ f(t))(b⊗ g(t)) = [a, b]⊗ f(t)g(t) + c(a|b)v ⊗ f ′(t)g(t),
(a⊗ f(t))(v ⊗ g(t)) = 0.
(ii) Suppose U = Cu is trivial. Then V ∼= g and Ec = (g ⊕ Cu) ⊗ C[t, t−1]e−αt with
completely reducible action of V, and there are two possibilities:
a. ∆ = ∆¯ + 1 and g˜ acts as:
(a⊗ f(t))(u⊗ g(t)) = ca⊗ f ′(t)g(t), (a⊗ f(t))(b⊗ g(t)) = [a, b]⊗ f(t)g(t).
b. ∆ = 1, ∆¯ = −1 and g˜ acts as:
(a⊗ f(t))(u⊗ g(t)) = ca⊗ f ′(t)g′(t), (a⊗ f(t))(b⊗ g(t)) = [a, b]⊗ f(t)g(t).
Let a = Ca be the 1-dimensional abelian Lie algebra so that a˜ is its associated current
algebra. Let V⋉ a˜ be its semidirect sum with the Virasoro algebra. Let R(V⋉ a˜) denote
the corresponding conformal algebra. Using the same argument as in [1] one can prove
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that every finite irreducible module over R(V⋉ a˜) is either M(α,∆, k)=C[∂]⊗C Cu, with
actions defined by
Lλu = (∂ + α+∆λ)u, aλu = ku,
where α,∆, k ∈ C with (∆, k) 6= (0, 0), or else it is the 1-dimensional module Ccβ with
a(n)cβ = L(n)cβ = 0 and ∂cβ = βcβ , β ∈ C. Of course the corresponding conformal module
M c(α,∆, k) is the V-module C[t, t−1]e−αtdt1−∆, on which a˜ acts as:
(a⊗ f(t))g(t)dt1−∆ = kf(t)g(t)dt1−∆,
where f(t) ∈ C[t, t−1] and g(t) ∈ C[t, t−1]e−αt. We now consider the extension problem
between finite irreducible modules over R(V⋉ a˜). In the following discussion we will omit
the proofs, that made use of our results on extensions between irreducible R(V)-modules
of Section 2 and 3.
We first consider extensions of R(V⋉ a˜)-modules of the form
0 −→ Ccβ −→ E −→M(α,∆, k) −→ 0. (5.11)
Identifying E with Ccβ ⊕M(α,∆, k) and M(α,∆, k) with C[∂]u we have
Proposition 5.6. The following is a complete list of non-trivial extensions of R(V⋉ a˜)-
modules of the form (5.11):
(i) Lλu = (∂ + α+ λ)u+ a2λ
2c−α and aλu = b1λc−α, (a2, b1) 6= (0, 0).
(ii) Lλu = (∂ + α+ 2λ)u+ a3λ
3c−α and aλu = 0, a3 6= 0.
(iii) Lλu = (∂ + α)u and aλu = ku+ b0c−α, b0 6= 0, k 6= 0.
Remark 5.2. The corresponding V ⋉ a˜-modules of Proposition 5.6 can be constructed as
follows (f(t) ∈ C[t, t−1], g(t) ∈ C[t, t−1]e−αt): (i) is the V-module Ec = C[t, t−1]e−αt +
Cc−α of Remark 2.1 with a˜ acting as:
(a⊗ f(t))g(t) = b1(Restf ′(t)g(t))c−α,
(ii) is Ec = C[t, t−1]e−αtdt−1 +Cc−α of Remark 2.1 with trivial a˜-action, while (iii) is the
module Ec = C[t, t−1]e−αtdt+ Cc−α with actions
(a⊗ f(t))g(t)dt =kf(t)g(t)dt+ b0(Restf(t)g(t))c−α,
(f(t) d
dt
)g(t)dt =(f(t)g(t))′dt.
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Next we consider extensions of R(V⋉ a˜)-modules of the form
0 −→M(α,∆, k) −→ E −→ Ccβ −→ 0. (5.12)
Proposition 5.7. The only non-trivial extensions of R(V⋉ a˜)-modules of the form (5.12)
are non-trivial extensions of the form (2.4) with trivial action of R(a˜). The corresponding
conformal module is the V-module of Remark 2.2 with trivial a˜-action.
Theorem 5.3. All non-trivial extensions over V ⋉ a˜ between a 1-dimensional (over C)
module and M c(α,∆, k) are given by Remark 5.2 and Proposition 5.7.
Now we come to extensions of R(V⋉ a˜)-modules of the form
0 −→M(α, ∆¯, k¯) −→ E −→M(β,∆, k) −→ 0. (5.13)
We let M(α, ∆¯, k¯) = C[∂]v and M(β,∆, k) = C[∂]u so that as a C[∂]-module one has
E =M(α, ∆¯, k¯)⊕M(β,∆, k) and
Lλu =(∂ + β +∆λ)u+ f(∂, λ)v, Lλv = (∂ + α+ ∆¯λ)v,
aλu =ku+ g(∂, λ)v, aλv = k¯v,
where f(∂, λ) and g(∂, λ) are polynomials in ∂ and λ determining the extension.
Theorem 5.4. The following is a complete list of non-trivial extensions of R(V ⋉ a˜)-
modules of the form (5.13). As before we exclude the cases (∆, k) = (0, 0) and (∆¯, k¯) =
(0, 0).
(i) A non-trivial extension of R(V)-modules of Theorem 3.2 with trivial R(a˜)-action.
(ii) Lλu = (∂ + α + ∆λ)u + (a0 + a1λ)v, Lλv = (∂ + α + ∆λ)v, aλu = ku + b0v and
aλv = kv, (a0, a1, b0) 6= (0, 0, 0), α, k,∆ ∈ C.
(iii) Lλu = (∂ + α +∆λ)u, Lλv = (∂ + α + (∆− 1)λ)v, aλu = ku + b1λv and aλv = kv,
b1 6= 0, α, k ∈ C and ∆ 6= 1.
(iii’) Lλu = (∂+α+λ)u+a2λ
2v, Lλv = (∂+α)v, aλu = ku+a2λv and aλv = kv, a2 6= 0,
α ∈ C, k 6= 0.
(iv) Lλu = (∂+α+∆λ)u, Lλv = (∂+α+(∆− 2)λ)v, aλu = ku+ b2λ(∂+α− (∆− 2)λ)v
and aλv = kv, b2 6= 0, α, k,∆ ∈ C.
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(iv’) Lλu = (∂ + α + ∆λ)u + a2λ
2(2∂ + 2α + λ), Lλv = (∂ + α + (∆ − 2)λ)v, aλu =
a2λ(∂ + α− (∆− 2)λ)v and aλv = 0, a2 6= 0, α,∆ ∈ C.
(v) Lλu = (∂ + α+ λ)u+ a3λ
2(∂ + α)(∂ + α + λ), Lλv = (∂ + α− 2λ)v, aλv = 0 and
aλu = (b3((∂+α)
2(∂+α+λ)−(∂+α+λ)2(∂+α−2λ))+a3(λ(∂+α)2+3λ2(∂+α)+2λ3))v,
with (a3, b3) 6= (0, 0) and α,∆ ∈ C.
Theorem 5.4 above describes all extension of V⋉ a˜-modules of the form
0 −→M c(α, ∆¯, k¯) −→ Ec −→M c(β,∆, k) −→ 0.
Explicit formulas for the actions of V and a˜ on the corresponding conformal modules
can be derived just as we have derived (3.11). To do so we let Ec = C[t, t−1]e−αtdt1−∆¯ ⊕
C[t, t−1]e−αtdt1−∆. Suppose that the extension of the corresponding module over R(V⋉ a˜)
for α = 0 is given by the pair of polynomials f(∂, λ) and g(∂, λ) in Theorem 5.4. The action
of V is of course given by (3.11), while the action of a˜ is
(a⊗ f(t))g(t)dt1−∆ = kf(t)g(t)dt1−∆ −
∑
i,k
bik(−1)i(
i∑
j=0
(
i
j
)
f (k+i−j)(t)g(j)(t))dt1−∆¯,
where g(∂, λ) =
∑
i,j bij∂
iλj , f(t) ∈ C[t, t−1] and g(t) ∈ C[t, t−1]e−αt.
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