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Resumen
El presente trabajo tiene el propo´sito de implementar dos co´digos computacio-
nales: el primero es un simulador de proyecciones radiogra´ficas de haz co´nico
monocroma´tico aplicadas a una muestra, mientras que el segundo co´digo im-
plementa un algoritmo de reconstruccio´n tomogra´fica, en particular el algoritmo
FDK [11], a partir de las ima´genes obtenidas en la simulacio´n del primer co´digo.
En la implementacio´n se utilizan distintas te´cnicas de procesamiento de ima´ge-
nes, como filtros, transformadas de Fourier, y wavelets. Adema´s, se realiza una
evaluacio´n de la calidad de las ima´genes y de las reconstrucciones tomogra´ficas
obtenidas.
Palabras clave: FDK, Feldkamp, Davis, Kress, reconstruccio´n tomogra´fica, haz
co´nico, simulacio´n, Monte Carlo, Rayos X
Abstract
The purpose of this work is to implement two packages of computer software:
the first one consists in a code that simulates radiographic projections using a
monochromatic conical beam of X-rays applied to a given sample, whereas the
second one implements an algorithm known as FDK [11], whose goal is to ma-
ke tomographic reconstructions from a set of projections, and in this particular
work, from the simulated images. In our implementation we use different image
processing techniques, such as filters, Fourier and wavelets, among others. In
addition to that, we assesses the quality of the output images from both the
simulator and from the FDK implementation.
Key words: FDK, Feldkamp, Davis, Kress, tomographic reconstruction, cone-
beam, simulation, Monte Carlo, X-rays
4
Recursos computacionales
Los siguientes son los recursos de software y hardware principales utilizados
en la elaboracio´n de este trabajo.
Software
MATLABr 2015b, student edition, licencia a nombre de Mariano Arselan.
GNU Octave, versio´n 3.6
Qt open source versio´n 5.3, con QtCreator open source 3.1
Compilador g++ en Linux Fedora, CentOs y Ubuntu.
Compilador gfortran en Linux Fedora, CentOs y Ubuntu.
Librer´ıa Open MPI (versio´n 1.8.3 en cluster Mendieta)
Iconion, licencia comercial a nombre de Mariano Arselan
Gimp, Inkscape, LibreOffice Impress, Texmaker
Hardware
Este trabajo utilizo´ recursos computacionales del CCAD de la Universidad
Nacional de Co´rdoba (http://ccad.unc.edu.ar/) en particular el Cluster Mendie-
ta, el cual forma parte del SNCAD del MinCyT de la Repu´blica Argentina.
CCAD
Centro de 
Computación 
de Alto 
Desempeño
Segu´n requerimientos de las simulaciones ejecutadas en este cluster, se utilizaron
entre 16 y 144 cores en procesadores Intelr Xeonr E5-2680.
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Cap´ıtulo 1
Introduccio´n
1.1. Requisitos te´cnicos
Para la correcta comprensio´n de este texto, se requiere que el lector tenga
nocio´n de teor´ıa de procesamiento de sen˜ales, conocimiento ba´sico de la f´ısica
relacionada con el transporte de radiacio´n, en particular con la interaccio´n de las
ondas electromagne´ticas con la materia, simulaciones de Monte Carlo, ca´lculo
infinitesimal, a´lgebra lineal, y una base de programacio´n de Matlab, como as´ı
tambie´n una idea de computacio´n distribu´ıda en clusters.
1.2. Marco histo´rico
Los antecedentes histo´ricos a este trabajo, que incluyen los descubrimientos
y avances en f´ısica me´dica y radiolog´ıa cl´ınica producidos en un per´ıodo de ma´s
de cien an˜os, son tan numerosos y complejos que es necesario limitar el marco
histo´rico al contexto del desarrollo de este material, cuyo punto ma´s importan-
te es el de la reconstruccio´n tomogra´fica con haz de rayos X de geometr´ıa co´nica.
Resulta una tarea dif´ıcil, como se indica en [35], establecer quie´n fue´ la pri-
mera persona que descubrio´ un determinado feno´meno f´ısico o que construyo´ un
dispositivo para aprovechar y aplicar ese feno´meno al campo de la medicina. Mas
au´n, en [35] se trata de distinguir entre los trabajos realizados en laboratorio y
los dispositivos que tuvieron sus inicios en aplicaciones cl´ınicas.
Debemos comenzar, sin embargo, con Wilhelm Conrad Ro¨ntgen, f´ısico alema´n
que en Noviembre de 1895, siendo profesor en Wurzburg, descubrio´ en su labo-
ratorio una radiacio´n diferente a la que llamo´ rayos X (recordar que en a´lgebra,
se denota con una X a cualquier magnitud desconocida). En Diciembre de ese
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mismo an˜o, Ro¨ntgen logra capturar una imagen en una placa fotogra´fica. Se
trataba de una radiograf´ıa de la mano de su esposa. Luego, ese mismo mes de
Diciembre, apenas 40 d´ıas despue´s de su observacio´n inicial, Ro¨ntgen env´ıa una
publicacio´n llamada ’prelminary communication of the new kind of ray’, que luego
ser´ıa publicada en Enero de 1896. Finalmente, Ro¨ntgen recibe el premio Nobel
en 1901 por este descubrimiento.
Sin embargo, es interesante notar en [12] que Goodspeed y Jennings hab´ıan
obtenido accidentalmente una radiograf´ıa con la imagen de unas monedas unos
an˜os antes, en 1890, pero tal incidente hab´ıa pasado desapercibido por ellos has-
ta que el anuncio de Ro¨ntgen hizo que revisaran su experimento.
En 1917, el matema´tico Austr´ıaco Johann Radon desarrolla una teor´ıa en el
marco de la geometr´ıa integral, en la cual nos interesa la denominada Transfor-
mada Rado´n, estructura matema´tica utilizada para obtener una reconstruccio´n
en tres dimensiones de una funcio´n a partir de proyecciones, conocida como
reconstruccio´n tomogra´fica. Actualmente, por supuesto, las tomograf´ıas se
construyen de manera computacional. Algunos de estos son implementados en
el presente trabajo.
Quie´n invento´ la tomograf´ıa computada, abreviada como TC, es objeto de de-
bate.
El concepto original se lo adjudica usualmente a Radon (1917). Oldendorf (1961)
es referido como el primero que publico´ los resultados de un experimento de TC
con un fantoma. Lo que hizo Oldendorf en realidad fue´ rotar el fantoma, con-
sistente en una caja con clavos, sobre la plataforma giratoria de un gramo´fono,
mostrando las sen˜ales producidas por las distintas proyecciones a distintos a´ngu-
los. Aunque conciente de las implicancias me´dicas del experimento, en realidad
Olderndorf no realizo´ la reconstruccio´n tomogra´fica.
Durante los an˜os 60’s, se publicaron varios trabajos sobre el potencial de la TC
incluyendo sugerencias sobre distintas te´cnicas y me´todos tanto en experimen-
tos como en simulacio´n, entre ellos, el de Cormarck. El caso menos conocido es
quiza´s el de un tomo´grafo constru´ıdo en Rusia en 1958. Korenblyum et al (1958),
publico´ el desarrollo matema´tico de la reconstruccio´n junto con los detalles del
experimento. En esa publicacio´n se puede ver que utilizaron una reconstruccio´n
analo´gica basado en un haz de rayos X de geometr´ıa de abanico. Incluso hay
reportes anteriores, tambie´n provenientes de Rusia, como el caso de Tetel’Baum
en 1957.
En 1972, durante la conferencia anual del Instituto Brita´nico de Radiolog´ıa,
Hounsfield dio´ la noticia de una ma´quina usada para realizar tomograf´ıas di-
rectamente en uso cl´ınico, lo cual significaba un gran salto para el campo de la
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radiolog´ıa desde el descubrimiento de Ro¨ntgen. Las sucesivas publicaciones de
Hounsfield y Ambrose fueron consideradas el comienzo de la tomograf´ıa compu-
tada con rayos X para aplicaciones cl´ınicas. Hounsfield recibio´ el Nobel de Fi-
siolog´ıa y Medicina en 1979 junto a Cormack. Lo que se dejo´ en claro es que
Hounsfield nunca se proclamo´ el real inventor de la TC. El anuncio de 1972 fue´
la primera experiencia real de la te´cnica, que derivo´ en un gran intere´s para apli-
caciones cl´ınicas en los an˜os siguientes.
En cuanto a reconstruccio´n tomogra´fica volume´trica, me´todos de reconstruccio´n
3D directos han sido propuestos como se detalla en Altschuler [1], aunque no se
conocen tomo´grafos comerciales que empleen estas te´cnicas. Tambie´n me´todos
iterativos han sido propuestos como por ejemplo en Colsher [6], Altschuler [2]
y Schlindwein [28]. El uso de funciones base fue´ explorada tambie´n por Alts-
chuler [3] y por Kowalski [17]. Minerbo [21] usa la inversa de la transformada
Radon en 3D para derivar una solucio´n aproximada. Procedimientos descriptos
por Herman [34], y por Lewitt y McKay [20], en el que se utiliza el algoritmo
de haz de abanico sin modificaciones en casos donde el a´ngulo del haz co´nico
es pequen˜o. Finalmente, Feldkamp, Davis y Kress [11] desarrollan un algoritmo
de reconstruccio´n basado en el de haz de abanico, simplemente cambiando el
sistema de coordenadas, tal como se muestra en el desarrollo de este trabajo.
1.3. Hipo´tesis y objetivos
1.3.1. Objetivo General
Estudiar, desarrollar e implementar en co´digos computacionales algoritmos de
procesamiento y reconstruccio´n tomogra´fica para ima´genes obtenidas mediante
simulacio´n Monte Carlo.
1.3.2. Objetivos espec´ıficos
Dentro del marco del objetivo general, esta´n contemplados los siguientes
objetivos espec´ıficos:
1. Revisio´n y estudio de los procesos f´ısicos ba´sicos de interaccio´n entre ra-
diacio´n y materia involucrados en las te´cnicas de adquisicio´n de ima´genes
radiolo´gicas.
2. Estudio ba´sico del protocolo de codificacio´n y comunicacio´n de ima´genes
me´dicas DICOM, que es un esta´ndar universal utilizado en todos los centros
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de salud para compartir ima´genes me´dicas. Implementacio´n de un codifi-
cador de formato de imagen RAW (crudo) a archivos de formato DICOM.
3. Estudio, adaptacio´n y paralelizacio´n del co´digo de simulacio´n Monte Carlo
PENELOPE para generar proyecciones radiogra´ficas a fin de poder servir de
entrada de datos al algoritmo de reconstruccio´n tomogra´fica especificado
en el siguiente punto.
4. Estudio e implementacio´n del algoritmo de reconstruccio´n tomogra´fica
FDK [11].
En el marco de los objetivos espec´ıficos se establecen entonces las si-
guientes hipo´tesis:
Las simulaciones de Monte Carlo implementadas en este trabajo generan
proyecciones radiogra´ficas cuya sen˜al tiene un error relativo menor al 2 %
con respecto a los valores teo´ricos.
Es posible utilizar las ima´genes generadas en el punto anterior para ejercitar
el algoritmo FDK. Las reconstrucciones tomogra´ficas utilizando la imple-
mentacio´n desarrollada en este trabajo producen ima´genes cuyas sen˜ales
tienen un error relativo menor al 1 % con respecto a su valor teo´rico, dentro
del a´rea de reconstruccio´n en donde existen la totalidad de los datos.
Las hipo´tesis anteriores son verificadas en el cap´ıtulo 3.
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Cap´ıtulo 2
Materiales y me´todos
2.1. Marco teo´rico
2.1.1. Introduccio´n
El primer requerimiento necesario para poder comenzar a trabajar en el campo
de las ima´genes radiolo´gicas, es tener un buen entendimiento de la interaccio´n
entre la radiacio´n electromagne´tica y la materia. Los rayos X, con su capa-
cidad de atravesar y ser absorbidos por objetos de distinto material y densidad,
tienen como efecto producir contraste entre las distintas estructuras internas de
esos objetos, siendo estas diferencias de constraste capturadas con un detector
apropiado para formar una imagen.
Los efectos producidos al someter a un cuerpo bajo la radiacio´n de rayos X, los
cuales incluyen el efecto Compton, fotoele´ctrico, scattering coherente, ionizacio´n,
exitacio´n y desexitacio´n de a´tomos, etc, se estudian en [12], [30], [5] y [32].
En segundo lugar, es deseable contar con un mecanismo que pueda producir
ima´genes radiolo´gicas sin tener que recurrir a un dispositivo de rayos X real. En-
tre todos los me´todos existentes para lograr este propo´sito, el utilizado en este
trabajo se basa en los me´todos de simulacio´n de Monte Carlo. Estos me´to-
dos se estudian en detalle en [33]. Consisten en generar valores de distribuciones
alteatorias con el fin de simular procesos estoca´sticos. En particular nos interesa
simular los efectos entre radiacio´n y materia descriptos anteriormente, cuyo re-
sultado final de todo el proceso sera´ una proyeccio´n radiogra´fica. La realizacio´n
de las ima´genes necesarias para ser utilizadas en este trabajo se generan utilizan-
do un co´digo de simulacio´n de transporte de radiacio´n, llamado PENELOPE,
que sirve para nuestro propo´sito. Este co´digo, y la extensio´n que desarrollamos,
llamada simrx, se describen en la seccio´n 2.2.
12
En las secciones siguientes, se desarrolla en detalle la matema´tica asociada para
la implementacio´n de los algoritmos de reconstruccio´n tomogra´fica, en cumpli-
miento con los objetivos planteados, y cuya ejecucio´n permitira´ comprobar o
refutar las hipo´tesis planteadas.
2.1.2. Transformada Radon
Consideremos la geometr´ıa de la figura 2.1, la cual muestra un cuerpo (en
color gris) constitu´ıdo por un material con coeficiente de atenuacio´n µ, y que
es atravesada por rayos paralelos con intensidad inicial I0. Los rayos llegan al
detector plano (en rojo), produciendo una sen˜al Iθ. Esta sen˜al se ve en la fi-
gura 2.2 (a). La inclinacio´n de los rayos con respecto al eje central Y forman
un a´ngulo θ. Estos son perpendiculares al plano detector. Se forma un nuevo
sistema de coordenadas, cuyo eje s es paralelo a los rayos, mientras que el eje r
es perpendicular a estos.
Y
X
μ(x,y)s rƟ
I0
ƟI (r)
Figura 2.1: Geometr´ıa con haz paralelo.
Como se describe en [32], los eventos que ocurren a nivel ato´mico durante la
interaccio´n del campo electromagne´tico con la materia, son de tipo estoca´sti-
co, pero a nivel macro, el resultado de la combinacio´n de todos estos procesos
produce una salida que es de cara´cter determin´ıstico. As´ı, se puede calcular la
intensidad de salida Iθ con respecto a la intensidad de entrada I0 con la siguiente
relacio´n:
Iθ(r) = I0 · e−
∫
Lr,θ
µ(x,y) ds
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donde Lr,θ son todos los puntos que forman la l´ınea que pasa por r con un a´ngulo
θ.
Teniendo en cuenta la siguiente relacio´n:
x = r cos θ − s sin θ
y = r sin θ + s cos θ
tenemos que
Iθ(r) = I0 · e−
∫
Lr,θ
µ(r cos θ−s sin θ,r sin θ+s cos θ) ds
Iθ(r)
r
(a) Sen˜al de intensidad
r
p (r)θ
(b) Sen˜al de atenuacio´n
Figura 2.2: Perfiles obtenidos a partir de la figura 2.1
El perfil de atenuacio´n, como el mostrado en la figura 2.2(b), se obtiene a
partir del perfil de intensidad de la siguiente manera:
pθ(r) = − log Iθ(r)
I0
=
∫
Lr,θ
µ(r cos θ − s sin θ, r sin θ + s cos θ) ds
(2.1)
donde pθ(r) es la proyeccio´n de la funcio´n µ(x, y) a lo largo del a´ngulo θ.
Si tomamos varias proyecciones a distintos a´ngulos θ y las apilamos, obtenemos
un conjunto de datos llamado sinograma. En la figura 2.3 (a) tenemos un ejemplo
de un fantoma consistente en un cubo de agua rodeando a un cubo de silicio. Si
tomamos la proyeccio´n de atenuacio´n a un a´ngulo θ = 0 en todos los planos,
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obtenemos la imagen mostrada en 2.3 (c). Si ahora nos concentramos en el plano
medio de color verde, como se ve en la figura 2.3 (b), el cual corta a ambos
cubos, y tomamos proyecciones a distintos a´ngulos sobre ese plano, obtenemos
el sinograma mostrado en la figura 2.4 (a).
2.1.3. Teorema de proyeccio´n
Sea f(x, y) una funcio´n de atenuacio´n cualquiera, y sea F (u, v) su transfor-
mada 2D de Fourier.
F (u, v) =
∫∫ +∞
−∞
f(x, y) e−2pii(xu+y v) dx dy
Dado un a´ngulo θ fijo, sea pθ(r) el perfil de atenuacio´n de la funcio´n f(x, y)
en ese a´ngulo, y sea P (k, θ) la transformada de Fourier de pθ(r). Por definicio´n
tenemos entonces:
P (k, θ) =
∫ +∞
−∞
pθ(r) e
−2pii(k r) dr
El teorema de proyeccio´n establece que:
P (k, θ) = F (u, v) (2.2)
con
u = k cos θ
v = k sin θ
k =
√
u2 + v2
(2.3)
La demostracio´n de este teorema se desarrolla en [30].
Es muy importante notar que P (k, θ) no es la transformada 2D de Fourier
de pθ(r), sino que es la transformada 2D de Fourier de la funcio´n f(x, y). Por
otro lado, para cada θ fijo, por ejemplo para θ = θ′, P (k, θ′) es la transformada
1D de Fourier de pθ′(r).
Como mencionamos anteriormente, la figura 2.3 muestra un escenario consis-
tente en un cubo de silicio contenido en un cubo de agua. Esto define la funcio´n
de atenuacio´n f(x, y). Si consideramos todas las proyecciones de este escenario,
obtenemos el sinograma de la figura 2.4(a). Si realizamos un corte en este si-
nograma para un determinado a´ngulo, digamos θ′ (l´ınea celeste), obtenemos la
sen˜al pθ′(r). La transformada 1D de Fourier de esta sen˜al es la correspondiente
a la l´ınea roja en 2.4(b), cuya sen˜al es P (θ′, k). La transformada 2D de Fourier
de la imagen f(x, y) corresponde a imagen P (θ′, k) entera.
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(a) Silicio (naranja) inmerso
en un cubo de agua (azul)
(b) Corte de ambos cubos con
el plano central verde
(c) Proyeccion del fantoma a
cero grados
Figura 2.3
p θ  '(r)
p θ(r)r
(a) Sinograma
P(θ', k)
P(θ, k)k
(b) Transformada de Fourier
Figura 2.4: Perfiles de sen˜al en el a´ngulo θ′
2.1.4. Forma Polar de Fourier
La ecuacio´n de la transformada inversa de Fourier:
f(x, y) =
∫∫ +∞
−∞
F (u, v) e2pii(xu+y v) du dv
puede ser reescrita en forma polar usando las siguientes relaciones:
u = k cos θ
v = k sin θ
calculando el Jacobiano
J =
∣∣∣∣∂u∂k ∂u∂θ∂v
∂k
∂v
∂θ
∣∣∣∣ = ∣∣∣∣cos θ −k sin θsin θ k cos θ
∣∣∣∣ = k (cos2 θ + sin2 θ) = k
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nos queda que la forma polar es:
f(x, y) =
∫ 2pi
0
∫ +∞
0
F (k cos θ, k sin θ) e2pii(x k cos θ+y k sin θ) k dk dθ
=
∫ pi
0
∫ +∞
−∞
F (k cos θ, k sin θ) |k| e2pii(x k cos θ+y k sin θ) dk dθ
(2.4)
2.1.5. Filtros
En la ecuacio´n 2.4, observamos el te´rmino |k|, el cual corresponde a la fun-
cio´n mo´dulo o rampa, la cual actu´a como filtro en el espacio de frecuencias, ya
que multiplica al te´rmino F (k cos θ, k sin θ). Si pensamos en un momento en
implementar esta fo´rmula en una computadora, debemos discretizar el dominio.
En este caso, no integraremos en toda la recta real, sino que acotaremos la suma
a una banda de frecuencia ma´xima kmax, la componente mas alta de Fourier.
Este nuevo filtro recortado se denomina filtro Ram-Lak, nombre dado por sus
inventores, Ramachandran y Lakshiminarayanan.
Veamos un ejemplo usando Matlab. En la figura 2.5 (a) se observa una imagen
con el fantoma de Shepp-Logan. Se obtuvo su transformada Radon y a partir de
esta se trata de reconstuir la imagen original usando la funcio´n de Matlab iradon.
Cuando se realiza una t´ıpica reconstruccio´n tomogra´fica sin filtrado, se suele pro-
ducir una imagen difusa (figura 2.5 (b)). El resultado de usar el filtro Ram-Lak
entonces es la de eliminar las frecuencias bajas que producen este efecto, como
se observa en 2.5 (c). Sin embargo, este filtro amplifica el ruido localizado en las
frecuencias mas altas, por lo que en la pra´ctica es usual acoplar el Ram-Lak con
un filtro pasabajos, digamos Q, con lo cual la ecuacio´n 2.4 se transforma en:
f(x, y) =
∫ pi
0
∫ +kmax
−kmax
F (k cos θ, k sin θ) · |k| ·Q(k) · e2pii(x k cos θ+y k sin θ) dk dθ
(2.5)
En 2.5 (d) se observa la reconstruccio´n realizada con 2.5 usando como filtro
pasabajos Q un filtro Hamming. A pesar de conservar algunos artefactos, se
observa que el ruido se ha reducido considerablemente. El filtro Hamming, junto
con otros filtros pasabajos, se describen a continuacio´n. En la figura 2.6 se observa
la forma de los filtros Ram-Lak, Hamming, Hanning, o simplemente Hann, y
el Butterworth, todos en el espacio de Fourier. La ecuacio´n que satisfacen los
filtros de Hamming y Hann se define en la ecuacio´n 2.6. Hamming se define con
α = 0,54, mientras que para Hann tenemos α = 0,5.
Q(k) =
{
α + (1− α) cos
(
pi k
kmax
)
si |k| < kmax
0 si |k| ≥ kmax
(2.6)
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(a) Original (b) Sin filtrado
(c) Filtrado con Ram-Lak (d) Filtrado Ram-Lak + Hamming
Figura 2.5: Reconstrucciones varias usando Matlab
En la ecuacio´n 2.7 tenemos la definicio´n de un filtro Butterworth. El para´metro
n define el orden del filtro, mientras que el para´metro wc indica el valor de la
frecuencia en que el valor en amplitud del filtro es igual a 0,5. En la figura 2.6
(c) se observan tres filtros Butterworth, de orden n = 1, 2, 3, para el mismo valor
de wc.
Q(k) =
1
1 +
(
k
wc
)2n (2.7)
En la figura 2.6 (d) se observa el resultado de multiplicar un filtro Hamming, un
Hann y un Butterworth con un filtro Ram-Lak.
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RL " Hann
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Ram-Lak
Figura 2.6: Ejemplos de filtros usados en una reconstruccio´n tomogra´fica
De ahora en adelante, por razones pra´cticas, sobre todo en la implementacio´n
de estos filtros en Matlab, en lugar de utilizar el rango de frecuencias desde cero
hasta kmax directamente, usaremos el rango [0, 1], con el valor 1 correspondiendo
a kmax.
2.1.6. Reconstruccio´n tomogra´fica con haz paralelo
2.1.6.1. Retroproyeccio´n
Una forma de aproximar la funcio´n f(x, y) a partir de su sinograma pθ(r), es
usar retroproyeccio´n. Esta consiste en, dada una l´ınea Lr,θ en particular, asignar
el valor pθ(r) a todos los puntos (x, y) pertenecientes a esa l´ınea. Esto se repite
para todos los a´ngulos θ usando integracio´n. La fo´rmula queda entonces:
f(x, y) ≈
∫ pi
0
pθ(x cos θ + y sin θ) dθ
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Sin embargo, la imagen obtenida con este procedimiento usualmente resulta
bastante difusa, como se discutio´ en la seccio´n 2.1.5 (ver figura 2.5 (b) ) por
lo que no es usada en la pra´ctica. En lugar de ello, se utiliza la retroproyeccio´n
filtrada.
2.1.6.2. Retroproyeccio´n filtrada
Conocida en ingle´s por sus siglas FBP (filtered backprojection), consiste en
hacer retroproyeccio´n despue´s de aplicar un filtro en el dominio de la frecuencia,
como veremos a continuacio´n.
Partiendo de la forma polar de Fourier (2.4), y usando el teorema de proyeccio´n
(2.2 y 2.3), tenemos que
f(x, y) =
∫ pi
0
∫ +∞
−∞
F (k cos θ, k sin θ) |k| e2pii(x k cos θ+y k sin θ) dk dθ
=
∫ pi
0
∫ +∞
−∞
F (u, v) |k| e2pii(x k cos θ+y k sin θ) dk dθ
=
∫ pi
0
∫ +∞
−∞
P (k, θ) |k| e2pii(x k cos θ+y k sin θ) dk dθ
=
∫ pi
0
∫ +∞
−∞
P (k, θ) |k| e2pi i k r dk dθ
con
r = x cos θ + y sin θ
Sea ahora
P ∗(k, θ) = P (k, θ) · |k|
y
p∗θ(r) =
∫ ∞
−∞
P ∗(k, θ) e2pi i kdk
Luego, tenemos que nuestra funcio´n f(x, y) puede ser reconstru´ıda con:
f(x, y) =
∫ pi
0
p∗θ(r) dθ
Como se discutio´ en la seccio´n 2.1.5, en la pra´ctica se acopla el filtro Ram-Lak con
otro filtro pasabajos. Sea Q(k) uno de esos filtros pasabajos (Hamming, Hann,
Butterworth, o cualquier otro). Entonces debemos definir una nueva funcio´n:
P¯ (k, θ) = P (k, θ) · |k| ·Q(k) (2.8)
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ahora tenemos que
p¯θ(r) =
∫ ∞
−∞
P¯ (k, θ) e2pi i kdk
y finalmente la funcio´n original se reconstruye as´ı:
f(x, y) =
∫ pi
0
p¯θ(r) dθ
=
∫ pi
0
p¯θ(x cos θ + y sin θ) dθ
2.1.7. Reconstruccio´n tomogra´fica con haz de abanico
Consideremos el haz con forma de abanico mostrado en la figura 2.7. La
fuente de haces corresponde al punto F . El detector en este caso, es recto, y
corresponde al segmento R1. En e´l, se detecta la sen˜al (en rojo). El a´ngulo β es
el a´ngulo central del haz (en celeste, segmento que pasa por FOG). Tomemos
arbitrariamente un punto E, cuyas coordenadas cartesianas son (x, y) y coorde-
nadas polares (r, φ). El a´ngulo γ es el desplazamiento angular desde el eje central
del haz hasta el segmento que pasa por el punto de intere´s E.
Sea Rβγ el valor de la sen˜al en el punto E proyectado a lo largo de este haz
que corresponde al segmento FCAE. Para simplificar el desarrollo matema´tico,
vamos a considerar el detector virtual que corresponde al segmento celeste R2,
en lugar de utilizar R1.
A partir de esto, el valor de sen˜al que nos interesa sera´ representado por Rβ(s),
es decir, el valor proyectado que pasa por E con un haz cuyo eje central esta´
rotado un a´ngulo β y distancia s en el detector R2.
Recordemos ahora la relacio´n definida en el cap´ıtulo anterior:
t = D sin γ θ = β + γ
la cual se puede reescribir para este caso como:
t =
s D√
D2 + s2
θ = β + tan−1(
s
D
) (2.9)
Recordando tambie´n la fo´rmula para reconstuir la imagen f con haz paralelo,
el valor en el punto (x, y) es:
f(x, y) =
1
2
∫ 2pi
0
p∗θ(t) dθ (2.10)
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donde
p∗θ(t) =
∫ ∞
−∞
pθ(t
′) q(t− t′) dt′ (2.11)
y
t = x cos θ + y sin θ (2.12)
Figura 2.7: Haz de abanico con detector plano.
Expresamos ahora la funcio´n anterior en te´rminos de coordenadas polares, r
y φ. Teniendo que
x = r cos φ
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y = r sin φ
sea g(r, φ) = f(r cos φ, r sin φ). Ahora t nos queda en te´rminos de las nuevas
variables:
t = r cosφ cos θ + r sinφ sin θ
sabiendo que cos(a− b) = cos a cos b+ sin a sin b, nos queda
t = r cos(θ − φ) (2.13)
combinando 2.10, 2.11 y 2.13, la funcio´n g queda:
g(r, φ) =
1
2
∫ 2pi
0
∫ tm
−tm
pθ(t
′) q(r cos(θ − φ)− t′) dt′ dθ
luego, usando 2.9, tenemos que
g(r, φ) =
1
2
∫ 2pi
0
∫ sm
−sm
pβ+γ
(
sD√
D2 + s2
)
q
[
r cos(β + tan−1
( s
D
)
− φ)− sD√
D2 + s2
]
D3√
(D2 + s2)3
ds dβ
donde hemos reemplazado las variables t′ y θ por s y β usando
dt′ dθ =
D3√
(D2 + s2)3
ds dβ
El valor
pβ+γ
(
sD√
D2 + s2
)
es simplemente el valor Rβ(s) de nuestro detector virtual R2. Nos queda entonces
g(r, φ) =
1
2
∫ 2pi
0
∫ sm
−sm
Rβ(s)
q
{
r cos
[
(β − φ) + tan−1
( s
D
)]
− sD√
D2 + s2
}
D3√
(D2 + s2)3
ds dβ (2.14)
Ahora trabajemos en el argumento del kernel q. E´ste, sabiendo que
cos(a+ b) = cos a cos b− sin a sin b, nos queda
r
{
cos(β − φ) cos
[
tan−1
( s
D
)]
− sin(β − φ) sin
[
tan−1
( s
D
)]}
− sD√
D2 + s2
(2.15)
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Usando ahora las siguientes igualdades trigonome´tricas:
cos(tan−1(a)) =
1√
1 + a2
sin(tan−1(a)) =
a√
1 + a2
la expresio´n 2.15 cambia a:
r cos(β − φ)√
1 +
(
( s
D
)2 − (s/D) r sin(β − φ)√
1 +
(
s
D
)2 − sD√D2 + s2
usando a´lgebra:
r D cos(β − φ)√
D2 + s2
− s r sin(β − φ)√
D2 + s2
− sD√
D2 + s2
quedando finalmente:
r cos(β − φ) D√
D2 + s2
− (D + r sin(β − φ)) s√
D2 + s2
(2.16)
Se define ahora la cantidad U , que es el cociente entre la proyeccio´n del punto
E = (x, y) en el eje central del haz y el valor D, que es la distancia entre la
fuente y el origen O:
U =
FG
D
=
FO +OG
D
=
D + r sin(β − φ)
D
(2.17)
Ahora definimos la distancia s′ que es la distancia del punto A al eje central del
haz (segmento OA), con la cual se verifica la siguiente relacio´n:
s′
FO
=
EG
FG
el cual equivale a
s′ =
D
D + r sin(β − φ) r cos(β − φ)
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o lo que es lo mismo
s′ U = r cos(β − φ) (2.18)
Luego, el argumento del kernel q se puede escribir a partir de 2.16, 2.17 y 2.18,
quedando:
s′ UD√
D2 + s2
− sUD√
D2 + s2
= (s′ − s) UD√
D2 + s2
(2.19)
de 2.14 y 2.19 tenemos:
g(r, φ) =
1
2
∫ 2pi
0
∫ sm
−sm
Rβ(s) q
[
(s′ − s) UD√
D2 + s2
]
D3√
(D2 + s2)3
ds dβ
(2.20)
el kernel q es el resultado de hacer la inversa de Fourier del filtro |w| en el dominio
de frecuencia:
q(t) =
∫ ∞
−∞
|w| ej2pi wt dw
por lo tanto:
q
[
(s′ − s) UD√
D2 + s2
]
=
∫ ∞
−∞
|w| ej2pi w (s′−s) (UD/
√
D2+s2) dw
definiendo
w′ = w
UD√
D2 + s2
con
dw =
√
D2 + s2
UD
dw′
nos queda
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q[
(s′ − s) UD√
D2 + s2
]
=
D2 + s2
U2D2
∫ ∞
−∞
|w′| ej2pi (s′−s)w′ dw′
=
D2 + s2
U2D2
q(s′ − s)
(2.21)
Haciendo la substitucio´n de 2.21 en 2.20:
g(r, φ) =
1
2
∫ 2pi
0
∫ sm
−sm
Rβ(s)
D2 + s2
U2D2
q(s′ − s) D
3√
(D2 + s2)3
ds dβ
=
1
2
∫ 2pi
0
D
U2
∫ sm
−sm
Rβ(s)√
D2 + s2
q(s′ − s) ds dβ
(2.22)
En general, al igual que hicimos en los cap´ıtulos anteriores, durante la recons-
truccio´n vamos a necesitar usar un filtro adicional que suavice al kernel q. Sea q′
el kernel del filtro pasabajos. Entonces la forma final de la ecuacio´n de recons-
truccio´n para el punto ubicado en las coordenadas polares (r, θ) es:
g(r, φ) =
1
2
∫ 2pi
0
D
U2
(R′β ? k)(s
′) dβ (2.23)
donde
R′β(s) =
Rβ(s)√
D2 + s2
k(s) = q(s) ? q′(s)
U =
D + r sin(β − φ)
D
2.1.8. Reconstruccio´n tomogra´fica con haz co´nico
Para desarrollar correctamente el modelo matema´tico asociado al algoritmo
de reconstruccio´n tomogra´fica de haz co´nico, debemos partir primero de la ecua-
cio´n usada para el haz de abanico, el cual es un caso particular del primero.
Como se aprecia en la figura 2.8, partiendo del sistema de coordenadas original,
X, Y , Z, realizamos una rotacio´n con un a´ngulo β, dando origen al sistema
de coordenadas definido en los ejes A, B y C. En este caso, los ejes Y y B
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Figura 2.8: Sistemas de coordenadas para el modelo de haz co´nico
coinciden.
En el punto P3, ubicamos la fuente de rayos X, que emite fotones hacia el plano
AB, paralelo a un detector imaginario ubicado a cierta distancia del origen (pun-
to P0) y perpendicular al eje C. La muestra u objeto que esta´ siendo irradiada
se ubica en alguna posicio´n del espacio entre la fuente de rayos y el detector.
Sea (x, y, z) un punto de ese objeto. Nos interesa saber, por supuesto, el nivel
de atenuacio´n de ese objeto en ese punto. Dicho punto es atravesado por el rayo
indicado en color azul, cuyo segmento se define con los puntos P3 y P2, siendo
P2 la interseccio´n entre el rayo azul y el plano AB.
Ahora tomamos el eje A y lo desplazamos a trave´s del eje B hasta intersec-
tar el punto P2, generando el eje M . Tenemos un nuevo punto, P1, que junto al
punto P3 definen el eje O. Adema´s, definimos el eje N , perpendicular a ambos
ejes M y O. Como consecuencia tenemos definido un nuevo sistema de coor-
denadas a partir de los ejes M , N , O. En este nuevo sistema de coordenadas
definimos el vector ρ (en color naranja), que indica la posicio´n del punto (x, y, z)
para dicho sistema. El mismo punto puede ser identificado con el vector r (en
color rojo), definido con respecto al sistema de coordenadas de los ejes A, B y C.
Ahora definimos los siguientes segmentos:
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γ = P0P1
D = P0P3
E = P1P3
s′ = P1P2
Por u´ltimo, llamemos xˆ, yˆ, zˆ, aˆ, bˆ, cˆ, mˆ, nˆ y oˆ, a los versores ubicados en los
ejes X, Y , Z, A, B, C, M , N y O, respectivamente.
La idea es entonces usar el modelo de haz de abanico sobre el sistema de coor-
denadas M , N , O.
En particular, cuando γ = 0, es decir, cuando el eje M coincide con el eje
A, los vectores ρ y r coinciden y podemos escribir el valor de atenuacio´n del
punto (x, y, z), el cual llamamos h(ρ), como:
h(ρ) =
1
2
∫ 2pi
0
D
U2
(R′β ? k)(s
′)dβ
R′β(s) =
Rβ(s, γ = 0)√
D2 + s2
k(s) = q(s) ? q′(s)
U =
D + ρ · oˆ
D
s′ =
D (ρ · mˆ)
D + ρ · oˆ
Sea α el a´ngulo entre los vectores yˆ y oˆ. Si definimos un nuevo eje, llamado Y ′,
paralelo al eje Y que intersecta a los ejes C y O, el mismo a´ngulo α se forma
entre Y ′ y O. Tenemos que
|yˆ × oˆ| = |yˆ| · |oˆ| · sinα = sinα = D√
D2 + γ2
(2.24)
Ahora, una rotacio´n infinitesimal δβ alrededor del eje Y , corresponde a una
rotacio´n δη alrededor del eje N . Teniendo en cuenta 2.24 tenemos
δoˆ = δβ yˆ × oˆ
= δβ
D√
D2 + γ2
mˆ
(2.25)
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Por otro lado, tambie´n se cumple que
δoˆ = δη nˆ× oˆ
= δη mˆ
(2.26)
igualando 2.25 y 2.26 nos queda:
δη =
δβ D√
D2 + γ2
(2.27)
Como la nueva distancia desde la fuente al origen es:
E =
√
D2 + γ2
entonces 2.27 se puede escribir como
δη =
D
E
δβ (2.28)
Ahora consideremos γ 6= 0. Se puede verificar que el vector r se puede expresar
como
r = ρ+ γyˆ
La ecuacio´n para el haz de abanico que queda a una altura γ en el eje Y es:
h(r) = h(ρ+ γyˆ) =
1
2
∫ 2pi
0
E
V 2
(S ′η ? k)(s
′)dη
S ′η(s, γ) =
Sη(s, γ)√
E2 + s2
k(s) = q(s) ? q′(s)
V =
E + ρ · oˆ
E
s′ =
E (ρ · mˆ)
E + ρ · oˆ
Por otro lado, las tres igualdades
ρ · oˆ = E
D
r · cˆ
√
E2 + s2 =
√
D2 + γ2 + s2
ρ · mˆ = r · aˆ
(2.29)
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junto con 2.28 implican que
h(r) =
1
2
∫ 2pi
0
E
V 2
(S ′β ? k)(s
′, γ)
D
E
dβ
S ′β(s, γ) =
Sβ(s, γ)√
D2 + γ2 + s2
k(s, γ) = q(s, γ) ? q′(s, γ)
V =
D + r · cˆ
D
s′ =
r · aˆ
V
γ =
y D
D + r · cˆ
Dado que r = (x, y, z), cˆ = (− sin β, 0, cos β) y aˆ = (cos β, 0, sin β), la forma
final de las ecuaciones es la siguiente:
h(x, y, z) =
1
2
∫ 2pi
0
D
V 2
(S ′β ? k)(s
′, γ)dβ
S ′β(s, γ) =
Sβ(s, γ)√
D2 + γ2 + s2
k(s, γ) = q(s, γ) ? q′(s, γ)
V =
D − x sin β + z cos β
D
s′ =
x cos β + z sin β
V
γ =
y D
D − x sin β + z cos β
2.2. Implementacio´n
En las siguientes subsecciones resumimos las implementaciones de software
que llevan a cabo las simulaciones de proyecciones radiogra´ficas, el conversor
de estas proyecciones a formato esta´ndar DICOM, y finalmente el algoritmo de
reconstruccio´n tomogra´fica basado en las ecuaciones desarrolladas anteriormente.
2.2.1. simrx - PENELOPE
El co´digo simrx es un simulador de proyecciones radiogra´ficas, el cual utiliza
un co´digo de simulacio´n Monte Carlo de transporte de energ´ıa llamado PENE-
LOPE (Penetration and energy loss of Positrons and Electrons).
Desarrollado en FORTRAN 77 por la Universidad de Barcelona, los mo´dulos de
PENELOPE utilizados por simrx son Pengeom y Penelope, ambos en color
azul mostrados en la figura 2.9 En toda simulacio´n de proyecciones radiogra´ficas
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Figura 2.9: Diagrama de mo´dulos de simrx
tendremos 3 elementos principales: la fuente de rayos X, el detector, y el objeto
de estudio. Este u´ltimo se define en un archivo usando superficies cua´dricas, las
cuales son interpretadas por el mo´dulo Pengeom. El objeto de estudio esta´ com-
puesto por distintos materiales, que son interpretados por el mo´dulo Penelope.
Este mo´dulo tambie´n contiene el generador de nu´meros aleatorios, adema´s de
tener implementado la simulacio´n de los distintos feno´menos f´ısicos que se pro-
ducen en la interaccio´n entre radiacio´n y materia, como el efecto fotoele´ctrico,
Compton, produccio´n de pares, etc.
Nuestra implementacio´n consistio´ en reutilizar estos dos mo´dulos y crear otros
nuevos encargados de simular el proceso entero de ir rotando la muestra para ob-
tener proyecciones radiogra´ficas a distintos a´ngulos. Entre ellos, SimRx, co´digo
en FORTRAN 90, es el encargado de simular fotones y dispararlos hacia el objeto
de estudio. Coordina las llamadas a las distintas funciones del mo´dulo Penelope
y orquesta la simulacio´n completa.
Como las simulaciones de este tipo son computacionalmente intensivas, se decidio´
ejecutar la simulacio´n en un entorno HPC (por sus siglas en ingle´s: High Perfor-
mance Computing), que consiste en uno o varios clusters de procesadores para
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trabajar con computacio´n distribu´ıda, reduciendo el tiempo de co´mputo. Dado
entonces un conjunto de procesadores, se simula cada proyeccio´n radiogra´fica,
una en cada procesador. El mo´dulo encargado de paralelizar el co´mputo entre
distintos procesadores es Main, implementado en C++. Este utiliza la librer´ıa
OpenMPI (implementacio´n open source del protocolo Message Passing Interfa-
ce), desarrollada para distribuir y ejecutar procesos en paralelo en un cluster de
procesadores.
Finalmente, el mo´dulo TinyXML es el encargado de leer el archivo de configura-
cio´n de simrx, el cual tiene formato XML y dicta el funcionamiento del simulador,
e incluye los siguientes para´metros:
Tipo de haz (co´nico o paralelo), energ´ıa de los fotones, para´metros f´ısicos
del haz (distancias, a´ngulos, etc)
Nombres de los archivos de materiales y geometr´ıa
Angulo de rotacio´n total del objeto, si es de haz co´nico normalmente de
360 grados, y cantidad de proyecciones a realizar.
Caracter´sticas y distancia del detector a la fuente de rayos.
Para´metros espec´ıficos pasados al mo´dulo Penelope (ver [26]).
Las ima´genes radiogra´ficas obtenidas se guardan en formato crudo (RAW). Estos
se deben pasar al formato esta´ndar usado en medicina llamado DICOM.
2.2.2. DICOM
Como se describe en [25], el esta´ndar DICOM no solamente define el formato
y estructura de un archivo con datos de ima´genes me´dicas, sino que adema´s
establece un protocolo de comunicacio´n entre distintos dispositivos (tomo´grafos,
computadoras centrales, servidores de archivos, etc), para el intercambio correcto
y eficiente de datos entre ellos.
En nuestro caso, ba´sicamente nos interesa poder tomar las ima´genes en formato
RAW que genera el simulador simrx y guardarlas en archivos DICOM. Para ello, se
desarrollo´ una herramienta de conversio´n, llamada LIIFAMIRx Raw to DICOM
conversor. En la figura 2.10 se muestra una captura de pantalla del conversor
en pleno funcionamiento, luego de haber elegido el conjunto de datos a convertir.
El funcionamiento es simple: se elige el directorio en disco donde se encuen-
tran los archivos generados por simrx, que tienen extensio´n srx, y el conversor
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Figura 2.10: Captura de pantalla del conversor RAW-DICOM
automa´ticamente extrae informacio´n de los para´metros usados en la simulacio´n
por medio del archivo de para´metros que se usa en simrx.
En la captura de pantalla vemos algunos de esos para´metros, como ser las ca-
racter´ısticas del haz, del detector, distancias, geometr´ıa, resolucio´n de la imagen
final, energ´ıa del haz de fotones en eV, etc.
Este conversor fue´ implementado en Qt/C++.
De manera muy resumida, podemos decir que el formato DICOM consta de
dos partes principales: un encabezado y los datos de imagen propiamente dichos.
En el encabezado se guardan los para´metros mencionados anteriormente, como
as´ı tambie´n datos espec´ıficos explicados en [25], como ser si la imagen es positiva
o negativa, cantidad de bits usados para codificar el nivel de grises en la imagen,
etc.
La imagen, ubicada al final del archivo, puede guardarse nuevamente en formato
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RAW, o usar algu´n formato de compresio´n de ima´genes, como ser JPEG.
Para la implementacio´n del conversor, se utilizo´ la librer´ıa open source DCMTK
(DICOM Toolkit).
2.2.3. Algoritmos de reconstruccio´n tomogra´fica
Una vez que simulamos las proyecciones radiogra´ficas con simrx y convertimos
los archivos RAW a DICOM, nos queda reconstruir la tomograf´ıa. Implementamos
entonces el algoritmo FDK, basado en el modelo matema´tico desarrollado en la
seccio´n 2.1.8, utilizando MATLAB R©. Este software puede interpretar archivos
DICOM directamente, y de esta manera obtener todos los para´metros f´ısicos
y de simulacio´n guardados en el encabezado de estos archivos. La funcio´n de
reconstruccio´n tomogra´fica que implementamos utiliza los siguientes para´metros
de entrada:
Nu´mero de slice a reconstruir
Tipo de filtro a utilizar y para´metros del filtro (ver seccio´n 2.1.5).
Tipo de interpolacio´n: vecino mas cercano o lineal
Durante la reconstruccio´n tomogra´fica, el algoritmo implementado tiene en con-
sideracio´n solamente los puntos con los que se cuenta la totalidad de los datos,
es decir, si en un rango de a´ngulos, tenemos datos de intensidad para un punto,
pero para ciertos a´ngulos esta informacio´n no esta´ presente, entonces la atenua-
cio´n para ese punto no se computa. Debido a que la fuente de rayos X va girando
alrededor del objeto de estudio, y que el haz tiene geometr´ıa co´nica, nos queda
entonces que los puntos candidatos a computar se encuentran en una esfera (fi-
gura 2.11 a). La implementacio´n que realizamos reduce au´n mas el conjunto de
puntos a computar acota´ndose al cubo cirscunscrito en la esfera anterior (figura
2.11 b). A ese cubo se lo divide en capas, que son los slices. Una ejecucio´n del
algoritmo reconstruye uno o un conjunto contiguo de estos slices.
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(a) Esfera definida por la interseccio´n de conos (b) Los puntos que se computan son los que
pertenecen a un slice dentro del cubo
Figura 2.11: Puntos considerados para la reconstruccio´n
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Cap´ıtulo 3
Resultados
3.1. simrx
En la figura 3.1 se pueden apreciar 4 ima´genes que corresponden a proyec-
ciones a distintos a´ngulos resultantes de una simulacio´n de simrx consistente en
el siguiente escenario: un cubo de agua de 6 cm de lado, un cilindro de silicio de
2 cm de dia´metro y 2 cm de largo, ubicado dentro del cubo de agua, desplazado
del centro de los tres ejes. Las ima´genes son positivas, es decir, ma´s blanco indica
mas fotones, mas oscuro, menos fotones llegaron al detector. La simulacio´n se
realizo´ con un haz monocroma´tico de geometr´ıa co´nica con 28 grados de aper-
tura, de 50 keV, cuya fuente esta´ ubicada a 20 cm del origen del sistema de
coordenadas, y el detector esta´ ubicado a 19 cm del mismo centro, en direccio´n
contraria, encerrando ambos al cubo y cilindro. El barrido se hizo tomando 360
proyecciones separadas a 1 grado cada una. Se generaron 109 fotones para este
ejemplo particular.
Se realizo´ una medicio´n del coeficiente de atenuacio´n lineal de ambos materiales,
agua y silicio, tomando sus valores de intensidad obtenidos en el detector virtual
de simrx, y los valores de intensidad inicial provenientes de la fuente de rayos X,
utilizando luego 2.1. Se compararon estos coeficientes con los valores teo´ricos
para ese nivel de energia (50keV). En la tabla 3.1 se realiza la comparacio´n de
valores, dando como resultado un error relativo menor al 2 %. Parte de este error
se explica por el scattering: al tener radiacio´n dispersa, se cuentan ma´s fotones
de los que deber´ıan llegar, por lo que da la apariencia de tener menos atenuacio´n
en el material, lo cual es consistente con lo que se observa en la tabla 3.1, en la
cual los valores de atenuacio´n en la simulacio´n son menores a los teo´ricos.
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(a) 0 grados (b) 45 grados
(c) 90 grados (d) 135 grados
Figura 3.1: Ima´genes obtenidas con simrx
Agua Silicio
Medido 0.2245 cm−1 1.0045 cm−1
Teo´rico 0.2269 cm−1 1.0208 cm−1
Tabla 3.1: Valores de atenuacio´n lineal, medidos vs. teo´ricos
3.2. Haz paralelo
3.2.1. Introduccio´n
Se realizaron tres experimentos con haz paralelo. En el primero se trabaja
con un escenario artificial generado con Matlab consistente en un simple cubo.
En el segundo, se trabaja con el fantoma de Shepp-Logan en 3-D,y por u´ltimo,
se utiliza una simulacio´n de una barra de silicio producida por simrx.
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3.2.2. Reconstruccio´n del cubo
Este experimento consiste en generar una geometr´ıa artificial de un cubo y
luego obtener 180 proyecciones generadas con haz paralelo. Esto se logra con
la funcio´n radon de Matlab. En la figura 3.2 se observa el sinograma con tres
perfiles de ejemplo, que corresponden a las proyecciones a 0, 22 y 45 grados.
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Figura 3.2: Sinograma (izq.) y tres perfiles (der.)
Se realizo´ la reconstruccio´n del slice 128. En la figura 3.3 se observan la imagen
original y tres reconstrucciones, una con filtrado Ram-Lak solo, otra con Ram-
Lak mas Hann con corte en 0.8, y otra imagen con los mismos filtros pero con
corte en 0.5.
Finalmente, en la figura 3.4 tenemos dos cortes de las ima´genes generadas con
Ram-Lak y con Hann de 0.5. Se observa como el filtro Hann suaviza el ruido en
comparacio´n si se usa solamente Ram-Lak durante la reconstruccio´n.
3.2.3. Shepp-Logan
En la figura 3.5 se observan 2 de las 180 proyecciones del fantoma Shepp-
Logan generadas con la funcio´n radon de Matlab. La utilizacio´n de esta funcio´n
genera, al igual que en el caso del fantoma del cubo, cierto grado de ruido,
que se ve reflejada al momento de realizar las distintas reconstrucciones. El
fantoma tiene dimensiones de 256×256×256 p´ıxeles. Se realizo´ la reconstruccio´n
del slice 145. En 3.6(a) se aprecia la imagen original, en (b) la reconstruccio´n
usando el vecino mas cercano, en (c) la reconstruccio´n usando interpolacio´n
lineal, mientras que en (d) se agrega un filtro Hann de corte 0.8 al caso anterior.
En las ima´genes reconstru´ıdas (figura 3.6) parece no haber diferencia a simple
vista, pero examinando los perfiles, realizando un corte horizontal en el medio de
cada imagen, se observa con claridad la diferencia en el valor de la magnitud de
la relacio´n sen˜al ruido.
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(a) Original
(b) Ram-Lak
(c) Ram-Lak + Hann de 0.8 (d) Ram-Lak + Hann de 0.5
Figura 3.3: Ima´genes: original y diversas reconstrucciones.
(a) Ram-Lak (b) Ram-Lak + Hann 0.5
Figura 3.4: Perfiles de las ima´genes 3.3 (b) y (d)
3.2.4. Barra de silicio simulada
Como ejemplo final de reconstruccio´n de haz paralelo, utilizamos como ma-
terial de trabajo una simulacio´n generada por simrx la cual consiste en una barra
rectangular de silicio de 2 cm de ancho, 1 cm de profundidad y 10 cm de altura,
centrada en el origen del sistema de coordenadas.
La simulacio´n se realizo´ con 109 fotones, lo cual es una cantidad pequen˜a en
relacio´n a la superficie del detector de rayos (15 cm × 15 cm). En este caso el
resultado es una sen˜al con un nivel alto de ruido. Esto da como resultado ima´ge-
nes cuyo perfil se puede apreciar en la figura 3.8 (en color azul).
Como consecuencia, la reconstruccio´n de cualquier slice produce resultados con
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(a) 97 grados (b) 148 grados
Figura 3.5: Dos proyecciones del fantoma Shepp-Logan, en negativo
(a) Original (b) Vecino mas cercano + Ram-Lak
(c) Lineal + Ram-Lak (d) Lineal + Ram-Lak + Hann de 0.8
Figura 3.6: Ima´genes: original y diversas reconstrucciones
ruido apreciable (sen˜al azul en figura 3.9)
Para reducir este ruido, lo que se hizo fue´ filtrar las proyecciones usando wa-
velets Haar de nivel 5. El inconveniente es que tenemos 180 proyecciones, con
lo cual resulta costoso disen˜ar tal cantidad de filtros. Sin embargo, podemos
hacer la siguiente aproximacio´n: ya que la proyeccio´n n-e´sima “se parece” a la
proyeccio´n n + 1 y n − 1, y a sus vecinos mas cercanos, dividimos el total de
proyecciones en paquetes de 10, tomando la quinta proyeccio´n de cada paquete,
disen˜ando un filtro para ella, y aplicando este filtro a todas las proyecciones del
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(a) Perfil central de la figura 3.6b
(b) Perfil central de la figura 3.6c
(c) Perfil central de la figura 3.6d
Figura 3.7: Perfiles de las ima´genes 3.6
bloque. Tenemos entonces un total de 18 filtros. Como ejemplo, en la figura 3.8,
vemos la sen˜al naranja que es el resultado de filtrar la sen˜al azul.
El resultado sin usar wavelets se observa en la figura 3.10 (a). Usando el fil-
trado wavelet tenemos el resultado de la figura 3.10 (b), que aunque es mas
uniforme y menos ruidosa, presenta sin embargo algunos artefactos bien marca-
dos. Estos son ligeramente reducidos si usamos un filtro Butterworth de orden
n = 1 y frecuencia de corte wc = 0,8, como se ve en la figura 3.10 (c).
Los perfiles centrales de las figuras 3.10 (a) y 3.10 (c), se muestran en la fi-
gura 3.8, sen˜ales azul y naranja, respectivamente.
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Figura 3.8: Perfiles de intensidad: original (azul), filtrado wavelet (naranja)
Figura 3.9: Perfiles de las ima´genes reconstru´ıdas: sin filtrado (azul), con filtrado
wavelet (naranja)
3.3. Haz de abanico
3.3.1. Introduccio´n
Se realizo´ la prueba de la implementacio´n en Matlab del algoritmo de re-
construccio´n con haz de abanico usando el fantoma de Shepp-Logan de taman˜o
128× 128 p´ıxeles (fig. 3.11) (a).
Para obtener el sinograma resultante de aplicar un haz de abanico en un fantoma,
se utiliza la funcio´n fanbeam de Matlab (fig. 3.11) (b).
3.3.2. Resultados
En la figura 3.12 se presentan dos reconstrucciones del fantoma anterior,
una utilizando el valor de atenuacio´n del vecino mas cercano, y la otra usando
interpolacio´n lineal. Por las caracter´ısticas de la imagen original (baja resolucio´n
y bordes con serrucho), no se utilizo´ el filtro pasa-bajos adicional ni se recorto´ la
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(a) Reconstruccio´n sin filtrado wavelet
(b) Reconstruccio´n con filtrado wavelet
(c) Reconstruccio´n con filtrado wavelet + Butterworth con n = 1 y wc = 0,8
Figura 3.10: Tres reconstrucciones de la barra simulada con simrx
frecuencia ma´xima en el filtro de Ram-Lak.
3.4. Haz co´nico
3.4.1. Introduccio´n
Para la parte mas importante del trabajo, que es la reconstruccio´n tomogra´fica
de haz co´nico usando la implementacio´n del algoritmo FDK, se analizaron tres
casos.
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(a) Imagen original (b) Sinograma
Figura 3.11: Fantoma de Shepp-Logan y su sinograma de haz de abanico
(a) Vecino mas cercano (b) Con interpolacio´n lineal
Figura 3.12: Reconstrucciones del fantoma.
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Para el primero, se utilizo´ como fantoma un cubo, cuya simplicidad es u´til en
la pra´ctica para poder realizar un testeo ba´sico del algoritmo FDK, permitiendo
identificar errores de programacio´n de manera mucho mas efectiva que si se usara
un fantoma de geometr´ıa mas compleja.
Para el segundo, se utilizo´, al igual que en las pruebas de haz de abanico del
cap´ıtulo anterior, el fantoma de Shepp-Logan. En esta prueba, con el objeto de
tener un criterio para medir la calidad de las ima´genes obtenidas, se utiliza como
me´todo de comparacio´n el valor conocido como error relativo medio (en ingle´s,
mean relative error o MRE).
Por u´ltimo, se realizaron reconstrucciones de una geometr´ıa simulada con simrx,
con ima´genes de dos simulaciones distintas, una con 109 fotones y la otra con
1010 fotones. La geometr´ıa consiste en un cubo de agua de 4 cm de lado en cuyo
interior se encuentra un cilindro de silicio de 1 cm de dia´metro y 1 cm de largo.
La simulacio´n fue´ realizada a 50 KeV.
3.4.2. Reconstruccio´n del cubo
El fantoma utilizado en esta prueba fue´ generada artificialmente en Matlab
con un cubo de 501 × 501 × 501 voxels, en donde se encuentra inmerso otro
cubo conce´ntrico de 143× 143× 143.
El valor asignado al cubo interno es simplemente 1, mientras que los voxels que
lo rodean y que pertenecen al cubo externo tienen valor 0.
Para generar las 360 proyecciones con haz co´nico a partir de este fantoma, se
utilizaron scripts implementados por [18]. En la figura 3.13 se observan dos pro-
yecciones obtenidas con estos scripts, la proyeccio´n a 0 grados y la de 45 grados.
En las ima´genes, las unidades esta´n en p´ıxeles.
En la figura 3.14(a) se ve el slice central original. En la figura (b) se muestra
una reconstruccio´n usando nuestra implementacio´n del FDK en Matlab con el
me´todo del vecino mas cercano, sin filtro adicional. En (c) se muestra la recons-
truccio´n realizada con interpolacio´n lineal, sin filtro adicional, mientras que (d)
es el mismo procedimiento que (c) pero con el agregado de un filtro Hann de 0.8
de frecuencia de corte.
Como a simple vista no se distinguen las diferencias entre estas ima´genes, es
necesario inspeccionar los perfiles.
En la figura 3.15 (a) se muestran los perfiles centrales de los tres procedimientos
de reconstruccio´n probados. Se aprecia, de manera cualitativa, que el nivel de
ruido es menor con el me´todo que usa interpolacio´n lineal + el filtro Hann (sen˜al
en color naranja).
En la figura 3.15 (b) se grafican todos los perfiles superpuestos del slice central
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(a) A 0 grados (b) A 45 grados
Figura 3.13: Dos proyecciones del cubo generados con Matlab
reconstru´ıdo con el filtro Hann. De nuevo, a nivel cualitativo, se observa que
el nivel de sen˜al, que representa el nivel de atenuacio´n del objeto estudiado, se
mantiene bastante uniforme a lo largo de toda la geometr´ıa.
Un resultado importante es que la geometr´ıa resultante en los slices reconstru´ıdos
por esta implementacio´n del FDK son correctas, es decir, tienen las dimensiones
equivalentes con respecto al fantoma original.
Por otro lado, en este ejemplo no podemos comparar los niveles de sen˜al ya
que esta es binaria, es decir, tiene solo dos niveles. En los pro´ximos ejemplos de
Shepp-Logan y el fantoma simulado vamos a poder realizar este tipo de compa-
racio´n.
3.4.3. Reconstruccio´n del fantoma Shepp-Logan
Para esta prueba, se genero´ con Matlab un fantoma de Shepp-Logan tridi-
mensional, de las cuales se obtuvieron 360 proyecciones usando [18]. A partir de
all´ı se analizo´ la calidad de las ima´genes reconstru´ıdas con nuestra implemen-
tacio´n del algoritmo FDK utilizando como criterio el valor RME (relative mean
error, en ingle´s), el cual se define de esta manera:
RME =
1
n
n∑
x=1
∣∣∣µ′(x)−µid(x)µid(x) ∣∣∣
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(a) Original (b) Vecino mas cercano
(c) Interpolacio´n lineal (d) Interpolacio´n lineal + Hann de 0.8
Figura 3.14: Slice central original + tres reconstrucciones
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(a) Perfil central de acuerdo a los 3
procedimientos usados
(b) Todos los perfiles para el procedimiento de interpolacio´n
lineal con Hann de 0.8
Figura 3.15: Perfiles de los slices reconstru´ıdos
donde n es la cantidad de muestras de la sen˜al (nu´mero de p´ıxels en un perfil de
un slice), y µid(x) es el valor de atenuacio´n del perfil ideal (tomado del fantoma
original) en el punto x. La cantidad µ′(x) se define como:
µ′(x) = µ(x)
µ
µid
donde µ(x) el valor de atenuacio´n del perfil en el p´ıxel x tomado del slice recons-
tru´ıdo por el algoritmo FDK, mientras que µ¯ es la media de la sen˜al reconstru´ıda
y µid es la media del perfil ideal. La sen˜al µ
′(x) tiene el mismo valor medio que
la sen˜al ideal y es igual a µid.
Para las pruebas se utilizo´ el slice central del fantoma. De la gran cantidad
de combinaciones de para´metros que se especifican durante la reconstruccio´n,
se eligieron cuatro ima´genes para presentar en esta seccio´n. En la tabla 3.2 se
presentan los resultados de estas cuatro pruebas. El valor de RME mas bajo, es
el que resulta ser de la reconstruccio´n con interpolacio´n lineal usando un filtro
Butterworth de orden n = 1 y frecuencia de corte wc = 0,8.
Prueba nro. Seleccio´n de valor wm filtro RME
1 vecino + cercano 1 - 0.019
2 interpolacio´n lineal 1 - 0.014
3 interpolacio´n lineal 0.8 Hann 0.013
4 interpolacio´n lineal 1 Butterworth n=1 wc=0.8 0.012
Tabla 3.2: Valores de RME para comparar la calidad de las ima´genes
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(a) Vecino mas cercano, sin filtro (b) Perfil central de (a)
(c) Interpolacio´n lineal sin filtro (d) Perfil central de (c)
(e) Interpolacio´n lineal + Hann de 0.8 (f) Perfil central de (e)
(g) Interpolacio´n lineal + Butterworth con n=1 y
wc=0.8 (h) Perfil central de (g)
Figura 3.16: Reconstrucciones y sus perfiles centrales verticales
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Figura 3.17: Varios slices reconstru´ıdos del fantoma
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En la figura 3.16 se observan las ima´genes resultantes de las pruebas, cada
una junto con un corte central horizontal comparando la sen˜al ideal (en azul),
con la obtenida en la reconstruccio´n (en naranja). En todas las ejecuciones se
obtuvo un error relativo inferior al 2 %. Finalmente, en la figura 3.17 se presentan
reconstrucciones de varios slices del fantoma.
3.4.4. Reconstruccio´n de la simulacio´n cubo-cilindro
En esta prueba tenemos como fantoma un cubo de agua de 4 cm de lado, en
cuyo interior se encuentra un cilindro de 1 cm de dia´metro y 1 cm de largo, cuyo
eje tiene como centro (x, z) = (1,5, 1,5) cm, tal como se muestra en la figura
3.18.
Figura 3.18: Geometr´ıa del fantoma (izquierda). Vista paralela al plano xz
(centro). Vista paralela al plano yz (derecha). Las medidas esta´n en cm.
Las proyecciones radiogra´ficas para este fantoma fueron obtenidas del simula-
dor simrx. Se ejecutaron dos versiones: una con 109 fotones, y la otra con 1010
fotones. Ambas ejecuciones se realizaron con los siguientes para´metros:
En la figura 3.19 se pueden apreciar 4 proyecciones de las 360 generadas por
simrx.
Para las pruebas se eligio´ reconstuir el slice que pasa por el centro del cilin-
dro, tal como se muestra en la figura 3.20.
Para ver la diferencia entre las simulaciones con 109 y 1010 fotones, tomamos la
proyeccio´n a cero grados de ambas y trazamos un perfil que pasa por el centro
del cilindro de silicio, tal como se muestra en la figura 3.21(a). La sen˜al azul
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Para´metro Valor
Cantidad de proyecciones 360
Energ´ıa 50 keV
Tipo de haz Co´nico, 28◦, monocroma´tico
Distancia entre fuente de rayos y origen 20 cm
Distancia entre fuente de rayos y detector 39 cm
Taman˜o detector 20× 20 cm
Resolucio´n detector 501× 501 p´ıxels
Tabla 3.3: Para´metros de la simulacio´n generadas por simrx
(a) 0 grados (b) 45 grados
(c) 90 grados (d) 180 grados
Figura 3.19: Algunas proyecciones del fantoma cubo-cilindro
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Figura 3.20: Slice reconstru´ıdo marcado con el plano verde (arriba, izquierda). Se
obtiene la imagen mostrada arriba a la derecha. All´ı, se vuelve a realizar otro
corte (l´ınea vertical verde) para ver el perfil de la sen˜al (abajo, centro).
corresponde a la simulacio´n con 109 fotones, la cual, como es de esperar, es mas
ruidosa que la de 1010 fotones (sen˜al naranja).
Para mostrar que el nu´mero de fotones afecta el resultado final de la reconstruc-
cio´n tomogra´fica, realizamos dos ejecuciones del FDK con vecino mas cercano,
frecuencia de corte 1 (recordar que esto significa que k = kmax, ver seccio´n
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2.1.5), sin filtro pasabajos, obteniendo los resultados mostrados en 3.21(c). La
sen˜al azul tiene una medida de RME de 0.037, mientras que la sen˜al naranja
tiene un RME de 0.010.
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Figura 3.21: En (a) y (b) tenemos perfiles de una proyeccio´n. En (c) y (d)
perfiles de una reconstruccio´n a partir de los datos de (a) y (b).
Otra caracter´ıstica que afecta la calidad de la reconstruccio´n tomogra´fica es
el filtrado del sinograma antes de efectivamente ejecutar el algoritmo FDK. En
la figura 3.21(b) tenemos dos perfiles de la misma proyeccio´n con igual cantidad
de fotones. La sen˜al azul se muestra tal cual, sin filtrado, mientras que la sen˜al
naranja consiste en tomar la sen˜al anterior y tratarla con un filtro de mediana.
El resultado de las reconstrucciones con ambas opciones se muestra en la figura
3.21 (d). En ella, la sen˜al azul, con RME=0.025, corresponde a haber usado el
sinograma original, mientras que la sen˜al naranja, con RME=0.009, menos rui-
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dosa, corresponde al sinograma filtrado.
En la figura 3.22 se observa la reconstruccio´n con el algoritmo FDK del slice
que pasa por el centro del cilindro. La imagen esta´ ampliada para ver en detalle.
Se observa que la geometr´ıa generada es correcta: la seccio´n del cubo de agua
mide 4 cm, mientras que la seccio´n del cilindro mide 1 cm, en ambos ejes x y z.
Figura 3.22: Geometr´ıa del slice que pasa por el centro del cilindro. Las medidas
en ambos ejes esta´n en cm.
Se ejecutaron varias pruebas con nuestro algoritmo FDK, variando los para´me-
tros de filtros, frecuencias de corte, etc. Entre todas ellas se eligieron 4 pruebas,
cuyos resultados fueron analizados calculando el valor RME. Adema´s de esto, se
agrego´ otro criterio adicional: el grado de correlacio´n entre la sen˜al ideal y la sen˜al
reconstru´ıda. A pesar de que el coeficiente estad´ıstico de correlacio´n utiliza dos
variables aleatorias, y la sen˜al ideal (muestreada), estrictamente hablando, no es
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una variable aleatoria, au´n as´ı se encontro´ que este coeficiente es de utilidad.
El grado de correlacio´n entre dos sen˜ales sera´ mayor cuando el valor de su coefi-
ciente de correlacio´n se acerque mas a 1.
Las ima´genes reconstru´ıdas junto con un perfil indicado por la l´ınea verde en
la figura 3.20 del slice, se muestran en la figura 3.23. All´ı, las sen˜ales azules
corresponden al perfil ideal, mientras que las sen˜ales naranjas son las obtenidas
con el algoritmo FDK.
En la tabla 3.4 se muestran los resultados de las 4 pruebas.
En la columna de RME se encuentra el error relativo medio entre la sen˜al ideal y
la obtenida con el algoritmo FDK, y en la columna r se encuentra el coeficiente
de correlacio´n entre ambas sen˜ales.
La columna FM indica si se ha utilizado filtro de mediana en el sinograma.
De acuerdo con lo discutido en la seccio´n 3.1 se toman como valores de atenua-
cio´n lineal para el agua 0,2245 cm−1 y para el silicio 1,0045 cm−1.
Notar que las pruebas 3 y 4 son, desde el punto de vista cualitativo, muy si-
milares. Desde el punto de vista cuantitativo, para los valores de RME, la prueba
4 ser´ıa la imagen de mejor calidad, mientras que usando el criterio de correlacio´n
(columna r), tenemos que la prueba 3 resulta en la mejor imagen.
Prueba Fotones FM Seleccio´n de valor wm filtro RME r
1 109 No vecino + cercano 1 - 0.03706 0.6403
2 1010 No interpolacio´n lineal 1 - 0.00825 0.7369
3 1010 Si interpolacio´n lineal 0.8 Hamming 0.00553 0.7410
4 1010 Si interpolacio´n lineal 1 BT n=1 wc=0.8 0.00551 0.7403
Tabla 3.4: Valores de RME para comparar la calidad de las ima´genes
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(a) Vecino mas cercano, sin filtro
(b) Perfil de (a)
(c) Interpolacio´n lineal, sin filtro
(d) Perfil de (c)
(e) Interpolacio´n lineal + Hamming de 0.8
(f) Perfil de (e)
(g) Interpolacio´n lineal + Butterworth de n=1 y
wc=0.8
(h) Perfil de (g)
Figura 3.23: Reconstrucciones y sus perfiles centrales verticales.
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Cap´ıtulo 4
Conclusiones
El algoritmo FDK, disen˜ado para reconstruccio´n tomogra´fica de haz co´ni-
co, basado en la redefinicio´n del modelo matema´tico basado en la transformada
Radon y luego del modelo de haz de abanico, ha probado ser muy simple de
entender y de implementar en una computadora. Esta simplicidad tambie´n se
obtuvo gracias a que las ima´genes de prueba eran o bien generadas artificialmen-
te con Matlab, o bien creadas con el simulador simrx, las cuales abstraen una
gran cantidad de feno´menos que s´ı esta´n presentes en ima´genes tomadas con un
tomo´grafo real, que tiene haz policroma´tico y que generan artefactos como el
endurecimiento del haz, entre otros.
En cuanto a correctitud de la implementacio´n del algoritmo, se hizo necesa-
rio construir fantomas simples junto con sus proyecciones de atenuacio´n usando
Matlab para poder testear el algoritmo FDK directamente y de forma aislada,
actividad conocida como pruebas de unidad (unit testing en ingle´s). El testeo
incluye adema´s, lo que en el mundo del desarrollo de software se conoce como
pruebas de integracio´n, en donde se ejercita la cadena de procesamiento comple-
ta (simrx → conversor RAW a DICOM → FDK).
El punto mas importante, la correctitud en las medidas y la calidad de las ima´ge-
nes: en los ejemplos ejecutados, se constato´ que las medidas en la geometr´ıa
de los fantomas se conservan, mientras que como se vio´ en los resultados, se
verifico´ la calidad de las ima´genes usando como medida el error relativo entre las
sen˜ales de las ima´genes reconstru´ıdas versus las sen˜ales teo´ricas y se constataron
las hipo´tesis, las cuales establecen errores menores al 2 % para simrx y 1 % para
el FDK.
A pesar de la relativa simplicidad de los algoritmos implementados, la desven-
taja que poseen es la gran cantidad de para´metros que presentan sus co´digos,
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los cuales se deben configurar antes de cada ejecucio´n. El simulador simrx y el
algoritmo FDK presentan, pensando de manera abstracta, un panel de control
con infinidad de combinaciones de configuracio´n, con lo cual probar todos los
casos es imposible para la capacidad de una sola persona, en este caso el autor
del presente trabajo. Para poder realizar una cobertura de casos de prueba mayor
y de mejor calidad, se necesitar´ıa un equipo de varios profesionales de software
para cubrir el esfuerzo requerido.
Por u´ltimo, consideremos el tiempo de ejecucio´n de los algoritmos. Con el FDK
el tiempo de reconstruccio´n de un solo slice es de aproximadamente 15 segundos,
con lo cual hacer una reconstruccio´n volume´trica entera lleva un tiempo razo-
nable. La dificultad surge con simrx, que al ser computacionalmente intensivo,
se hizo necesario ejecutarlo en un cluster, paralelizando las tareas para tener los
resultados en un tiempo mucho menor.
En base a las conclusiones anteriores, los puntos a mejorar que podr´ıan inclu´ırse
en futuros trabajos, son:
1. Refactorizar simrx para aumentar la performance de ejecucio´n. En un caso
extremo, reimplementarlo para usar GPGPU, tal como CUDA.
2. Incorporar en las simulaciones de simrx caracter´ısticas no presentes en la
actualidad, como haz policroma´tico. Esto provocara´ la aparicio´n de ciertos
artefactos como el endurecimiento del haz, con lo que habra´ que imple-
mentar un co´digo para su correccio´n.
3. Reimplementar FDK en Qt/C++ y CUDA. Qt lograra´ que el operador
del software tenga una experiencia de usuario satisfactoria, ya que esto
implica ofrecerle una interface de usuario gra´fica amigable y fa´cil de usar.
CUDA lograra´ bajar el tiempo de co´mputo y de esta manera aumentara´ la
productividad y comodidad del usuario.
4. Terminar de implementar el sistema completo para poder utilizarlo con
ima´genes radiogra´ficas tomadas del tomo´grafo real con el objetivo de poder
comenzar la creacio´n de productos y utilidades para otras instituciones
cient´ıficas y la industria.
5. Mejorar los criterios de ana´lisis para comparar calidad entre ima´genes.
6. Aumentar la capacidad del equipo de trabajo, es decir, incorporar mas
personas para realizar testeo del co´digo.
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