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I. INTRODUCTION

I
N THE search for good low density parity check (LDPC) codes that have very low error floors and error probabilities close to the Shannon limit, a number of recent contributions have used combinatorial configurations for their construction e.g. [8] , [13] . In many cases, these result in (c + 1, d + 1) biregular bipartite Tanner graphs, graphs whose n left or variable vertices (or nodes) have degree c + 1 (incident with c + 1 edges) and whose m right or check vertices have degree d + 1 where c + 1 and d + 1 are derived from the combinatorial configuration used. The number of edges in such a graph is n(c + 1) = m(d + 1). Denote any such biregular bipartite graph as B c,d . The reason for the '+1' in the vertex degree definition will become apparent in Section III. The actual construction of such biregular graphs often implies the use of some kind of combinatorial configuration but their structure is not necessarily very regular and the work here does not require specific details of the configuration. For example, the point-block matrix of a balanced incomplete block design would yield a biregular bipartite graph/code and typically the eigenvalues of the adjacency matrix of the resulting graph would not be known. Of course this work includes the regular graphs where c = d. One property of such graphs that plays a role in the performance of their associated codes is the determination of the girth and the number of short cycles of length equal to the girth g of the graph and slightly larger, such as g + 2.
The relationship of the graph structure to code performance is complex. There seems some consensus that a Tanner graph of girth 6 or 8 is sufficient for good error performance and there are numerous examples of such codes in the literature. The error floor performance of the code is related to the arrangement of short cycles in the graph and the sizes of the relevant trapping sets. There is some evidence to support the notion that for two graphs of the same girth, the one with the fewer cycles of length equal to the girth or girth plus two, might be the preferable. Some of these issues are discussed in the recent volume [16] and [17, Ch. 7] . Certainly, the experience of the second author in designing LDPC codes for NASA space missions and internet standards supports this view. The appearance of several algorithms in the literature of LDPC codes (e.g. [12] , [14] , [15] , [18] ) to compute such quantities and cycle structure in the literature of LDPC codes would also support the view that these graph parameters are of interest to LDPC code designers.
This work has the limited purpose of showing how, for this particular class of biregular bipartite graphs, the algorithm can be replaced by a simple computation for the girth and the number of cycles of length equal to the girth and that this number depends only on the vertex degrees, c + 1 and d + 1, the number of variable and check vertices and the trace of appropriate powers of the graph adjacency matrix. While the techniques to achieve this are an application of known results of graph theory, the approach is not entirely straight forward and leads to results that are not available in either the graph theoretic or coding literature. It is worthwhile to report the results for this biregular bipartite graph case which is of particular interest to coding theory. Since the adjacency matrix of the graph is required for the algorithmic approach as well, it implies that this computational approach is no more restrictive, in terms of information required, than the algorithmic approach since powers of the matrix are easily computed. The algorithmic approach is more versatile and has value for more general types of bipartite graphs than the biregular ones considered here. The authors feel, however, that the analytic approach to the problem used here is more likely to yield structural information on the graph that has the potential to be exploited more directly for the problem of code design and error performance estimation with further research and development.
While only cycles of length equal to the girth are considered here, it was originally hoped that a more detailed study would yield expressions for cycle length g + 2 although this would involve more complex computations. The authors were unsuccessful in this but hope this work might lead other researchers to consider the problem which could lead to a more analytical approach to code design than has yet been possible. In addition, the generating function of the number of closed walks in a biregular tree related to the biregular bipartite graph, is given in closed form. This enumeration work on the biregular trees is viewed as of independent interest.
The next section gives the preliminaries and notations from graph theory. Properties of certain trees related to the biregular bipartite graph are considered in Section III. In particular, the generating function of the number of closed walks in these trees is derived. These properties are used in Section IV to derive expressions for the girth of the biregular bipartite graph and the number of cycles of length equal to the girth. It is interesting that these properties depend only on the degrees and numbers of the vertices for the biregular bipartite graphs, as well as the adjacency matrix. Examples are given in Section V. These serve to illustrate the computations of Section IV since the eigenvalues and girth, as well as the number of cycles of length equal to the girth, are known for four of the cases considered. A fifth example is intended to show that graph regularity is not required for the results of the work to be applied. The manner of verification of the quantities obtained from this work is interesting. Comments on the results are given in Section VI.
II. PRELIMINARIES AND NOTATION
All graphs in this work will be undirected and connected with no multiple edges or self loops. A graph G with vertex set V and edge set E, will be bipartite if its vertex set V can be expressed as the union of two sets U ∪ W such that all edges of E are between vertices in the sets U and W . Much of the remainder of this section refers to general graphs G and conditions under which they are bipartite.
A walk of length k in a graph G is a sequence of vertices otherwise. The set of eigenvalues of A is referred to as the spectrum of the graph. Since the adjacency matrix is real and symmetric, the eigenvalues are real.
The relationship between the spectrum and graph properties has a very large literature (e.g. see the books [5] - [7] , [9] - [11] and their references). A few facts on graph spectra with particular reference to the bipartite graphs of interest here, are gathered, recalling that all graphs considered are undirected and connected with no loops or multiple edges.
Theorem 1 [9] : Any graph G of diameter d 1 containing a cycle has g ≤ 2d 1 + 1.
The extent to which the graph spectrum determines the properties of the graph has long been of interest. It is known [6, p. 55 ] that the spectrum of a graph G does not determine G i.e. G cannot be reconstructed from knowledge of its spectrum and there are examples of non-isomorphic graphs with the same spectrum. The spectrum does not even determine the degrees of the vertices, although as noted in [6] it is possible to determine from the spectra whether or not all vertices have the same degree. On the other hand, the graph can be reconstructed from knowledge of its spectrum and a basis set of eigenvectors [7, also an eigenvalue. While part (iii) of the Theorem follows from part (ii), it is interesting that part (ii) also follows from part (iii) i.e. for connected graphs it says that if the two extreme eigenvalues of the adjacency matrix are symmetric then all eigenvalues are.
In addition, it is known that a graph G is bipartite iff all cycles are of even length.
Furthermore [6, p. 56 ] if E(λ) is an eigenspace of the adjacency matrix of a bipartite graph corresponding to the eigenvalue λ then the dimension of E(λ) is the same as that of E(−λ).
The number of walks from vertex v i to vertex v j of length r, the number of edges traversed, in a general graph G with adjacency matrix A is given by [11, p. 46 
where λ 1 , λ 2 , . . . , λ v are the eigenvalues of the adjacency matrix A and tr(A r ) is the trace function of the matrix A r , the sum of the diagonal entries of A r . While interest in the work will be in closed cf walks, the more general case of closed walks is first considered. The * quantities refer to closed walks and the unstarred quantities will refer to the closed cf walks. Define f * i,r as the number of closed walks of length r from vertex v i that return to vertex v i only once (at the end of the walk) but may visit other vertices several times. Denote by F * i (x) the generating function for such 'return once' closed walks to/from vertex v i [11] :
Notice that this is a polynomial of degree at least 2 since f * i,0 = f * i,1 = 0 as it is assumed the graph has no loops. The definition of these functions aids in the enumeration problems considered.
It is easily seen that the closed walk generating function to/from vertex v i can be expressed in terms of the 'return once' closed walk generating function from vertex v i as
This follows from the product rule of enumeration [11] . It simply enumerates the number of closed walks to/from vertex v i by the number of return visits to that vertex. Denote
, the number of closed walks of length k to/from vertex v i .
The above discussion applies equally well to closed cf walks in a general graph G. Thus if g i,r and f i,r refer to closed cf walks in G and F i and G i the corresponding generating functions, it follows that
Interest in the sequel will be in closed cf walks in the biregular bipartite graphs The Equations (1) and (2) represent a general principle and versions of it for the related graphs B c,d and T c,d will be used in the work. For these graphs the walk generating functions are:
where b c,2k (resp. b d,2k ) is the number of closed cf walks in B c,d from a variable (resp. check) vertex of degree c +1 (resp. of degree d + 1). The return once closed cf walk functions are denoted
Similarly for the rooted trees T c,d (resp. T d,c ), all walks, clearly cycle free, will be from the root vertex of degree c (resp. d) and the relevant functions are defined as
and the related return once walk functions as
It is noted as a convention that the return once generating functions use the preceding roman capital of the letter designating the closed walk functions for all graphs. It is clear that Equation (1) 
and similarly for the related graphs. The work of this paper rests on the simple notion that for a graph of girth g = 2d 1 there are no cycles of length less than g and that the total number of closed walks of length g to/from a vertex v i includes the number of cycles of length g involving vertex v i plus the number of closed cf walks of length g to/from v i [3] , [4] . Thus the number of cycles of length equal to the girth may be determined by enumerating the number of closed cf walks of this length subtracted from the total number of closed walks in the graph, (e.g. [11] ). A closed cf walk to/from v i 'backtracks' back to v i along previously traversed edges. For the (c + 1, d + 1) biregular graphs of interest, such closed walks can be enumerated as discussed in the next Section and will depend only on whether the degree of v i is c + 1 or d + 1, at least for the path lengths considered.
Denote by N the number of cycles in a general graph G of length . From the above observation, the number of cycles of length g in a graph G with | V |= v is:
where the summations are over all vertices or eigenvalues of the graph and the 2g denominator term is recognition of the fact the counting indicated by the powers of the adjacency matrix includes a path and its reverse as distinct paths and a cycle through a vertex is counted for each vertex on the cycle [3] , [4] , [11] . It is clear the girth of the graph is given by the smallest integer 2k such that
i.e. all closed walks of length less than g are closed cf walks. By the same token, it is interesting that the quantities g i,2k satisfy
For the biregular bipartite graphs defined here, it is of interest to determine the number of closed cf walks of length g to/from a vertex v i , and hence the number of cycles of length g is determined by Equation (4). Modified arguments would yield the number of cycles of length g + 2 and longer although the computations required, while deterministic, become complex and are not pursued in this work.
As noted previously, the closed cf walk functions and related return once functions in the graphs B c,d of length up to the girth, depend only on the degrees of the relevant vertices. For the graphs T c,d all closed walks are to/from the root.
To motivate the enumerations on the tree graphs considered in the next section, consider enumerating the number of closed cf return once walks of length 2k, k > 1 from a variable vertex in B c,d , a c,2k for 1 < k < g. The walk begins from a variable vertex v, of degree c + 1, to a check vertex w of degree d + 1 and this is followed by a closed cf walk of length 2k − 2 < 2g − 2. At vertex w the choice of edges for the next step of the walk is d since the walk may not return to v until the end of the walk. The number of closed cf walks of length 2k −2 from/to the check vertex w (possibly returning an arbitrary number of times) is the same as the number of closed walks of length 2k − 2 in the tree T d,c (from/to the root vertex) with an arbitrary number of returns for walks of total length less than 2g − 1. Figure (1) shows this tree. Thus for 1 < k < g the relation
is immediate. In this manner, a return once closed cf walk in the graph B c,d of length 2k, 1 < k < g, is related to a closed walk in the tree T d,c of length 2k − 2 i.e. each closed walk of length > 2 and < g in the tree represents a closed cf walk in the biregular bipartite graph of appropriate length. This is the reason for the interest in the enumerations of the next Section. Note the restriction to k < g results from the observation that a walk of length g in the graph B c,d that is a cycle would be a walk to level g in the tree T c,d and one of the vertices at level g in the tree represents the root in the bipartite graph.
The 
It follows immediately from Equation (6) that
it follows from Equation (6) that
This last equation can be expressed as
Considering coefficients of x 2k , k > 1, in this last equation yields Table (I). It is interesting to note from the table that the quantity s c,2k for k > 1 is a symmetric and homogeneous polynomial in the 'variables' c and d, a fact that can be established from the first two entries of the Table (I) and by recursion using Equation (8 In the computation of the next section, the quantity of interest is t c,2k (and t d,2k Table. From these observations it follows that there exists a poly-
The Equation (7) then yields
and by rearrangement,
Using an approach similar to that for the Catalan numbers [2] and the binomial theorem, the solution to this quadratic equation is
The discriminant of the equation is expanded as:
Using the binomial theorem (see [2] 
The first few values of these binomial coefficients are
The solution for the function H (x 2 ) is then
It is easy to see the negative sign in the equation is required since H (x 2 ) is a polynomial in x of degree at least 4. The form of this equation indicates that the expressions for the coefficients s c,2k are symmetric and homogeneous polynomials. It is seen that the k = 0 and k = 1 terms of the summation cancel the initial term in this expression and that
It is a simple matter to use this relation to verify the entries of Table (I) that were initially obtained from the recursion of Equation (8 Some information on graphs and, in particular, biregular bipartite graphs, are recalled first. The (n + m) × (n + m) adjacency matrix A of such a graph is of the form:
The matrix H is typically taken as the parity check matrix of a low density parity check (LDPC) code and the matrix A is the adjacency matrix of the Tanner graph of the code. The rows of the m × n matrix H have weight d + 1 and columns have weight c + 1. Note that of two regular graphs and A 1 is the adjacency matrix of the disjoint union of two regular graphs if the appropriate scalar matrices are subtracted. Note that the eigenvalues of the matrix A 1 are the squares of those of A, hence positive. In addition, the matrices H T H and HH T have the same set of eigenvalues. The plus and minus square roots of their eigenvalues will be eigenvalues of the bipartite graph with adjacency matrix A. Since the eigenvalues of A are symmetric around the origin and the eigenspaces of an eigenvalue and its negative have the same dimension, the eigenvalues of A and their multiplicities can be determined from those of A 1 , a fact that will prove useful in the next section.
To 
where g is the smallest value of 2k such that
and where the term in brackets of Equation (10) 
is the total number of closed walks in B c,d of length g less the total number of closed cf walks of length g.
The term nb c,g + mb d,g enumerates the number of closed cf walks from the n degree c + 1 variable vertices and the m degree d + 1 check vertices. As noted earlier, the 2g term of the denominator derives from the fact that each distinct cycle goes through g vertices and the counting includes the path orientation as evidenced by the manner of using the tr(A g ) term.
It is also interesting to note that for 2k < g we must have
The Equation (10) gives a computational technique to give the number of cycles of length g in a (c + 1, d + 1) biregular bipartite graph. It would be of interest to extend these arguments to give an expression for the number of cycles of length g+2 in B c,d but this would likely involve more complex considerations.
Note that the functions A c,d (x) at least out to powers of x to 2g −1 are independent of the specific initial vertex. A proof that this is true for all higher powers would be of interest.
V. EXAMPLES
Most of the examples of this section were chosen to have known eigenvalues to enable easy computation of tr (A r 
For more general (c + 1, d + 1) biregular graphs, these would be replaced typically by the traces of powers of the adjacency matrix. The purpose of these examples, for which formulas exist for the number of cycles of length g, is simply to illustrate and verify the computations involved. Example (5) has the simple purpose of demonstrating the validity of the approach using the trace of powers of the adjacency matrix for a less regular graph.
Example 1 (The Cycle Graph C n ): The cycle graph of length n, denoted C n has n vertices of degree 2, is bipartite for n even and has eigenvalues
The graph has girth n and N g = 1. While trivial, it provides an interesting confirmation of the approach of the previous section for n even. It is a (2, 2) biregular bipartite graph, hence c = d = 1.
As a specific instance consider n = 8 for which the eigenvalues are λ 0 = ±2, each of multiplicity1, ± √ 2, each of multiplicity2, 0, multiplicity 2.
The quantities of interest for the graph C n for the enumeration are as tabulated: The computation for n = 8 is then:
as required. For general n the characteristic polynomial of the adjacency matrix of C n , is given by [6] 
where T n (x) is the Chebyshev polynomial of the first kind with recursion T n+1 (x) = 2x T n (x) − T n−1 (x), n ≥ 1. For g = n = 2k, the above discussion implies that Similarly, the number of cycles of length 6 is given by giving
which is the expression above.
Example 3 (Graphs From the Hypercube in n Dimensions):
Let Q n denoted the hypercube graph formed from the set of all binary n-tuples, identified as vertices of the graph. The set of left vertices is given by the n-tuples of even weight and the set of right vertices are those of odd weight. Two vertices are joined by an edge if their Hamming distance is 1. Clearly a left vertex is joined to n right vertices, those at distance 1 from it. Similarly for the right vertices. The graph Q n then is (n, n) biregular bipartite graph with n = m = 2 n−1 vertices on each side.
Consider two left vertices (even weight) of distance 2. They uniquely define two right vertices, those of odd weight and distance 1 from each of the two left vertices, and the set of four such vertices forms a closed cycle of length 4 which is the girth of the graph. Since the original vertex can be chosen in 2 n−1 ways and the second one in n 2 ways and each such set appears twice in the set of all such sets, we have:
A simple similar reasoning gives
To compute the number of cycles of minimum length using the previous material it is noted that the eigenvalues of Q n are given by [6] : Using this information, we find that
The computations are straight forward and tedious and use the relations of the Table (III) . With these relations, it is straightforward to compute that
which is the Equation (11) derived by combinatorial argument. It is also straight forward to show that
Example 4 (Graphs From Partial Geometries):
The biregular bipartite graph formed from the point-line incidence matrix of a partial geometry is considered in this section. It is noted that formulae exist for the number of cycles of length equal to the girth for this case, as given below. As with previous examples, the development here simply gives an interesting verification of the computations of the previous section. It is noted that these geometries have been used ( [8] ) to construct LDPC codes that have excellent error performance close to the Shannon capacity and very low error floors.
A partial geometry pg(s, t, α) is a set of points P and lines L with the properties: i) each line is incident with s + 1 points ii) each point is incident with t + 1 lines iii) a point P not on a line L is incident with α lines that intersect L (The use of parameters s and t in is standard for partial geometries and is retained here in spite of the duplication for tree parameters since such parameters will always have a subscript.) The properties of such geometries have been well investigated (eg [1] , [13] ) and it is known that
As mentioned in the previous section, the m × n incidence matrix H of lines and points is often taken as the parity check matrix of an LDPC code. The (n + m) × (n + m) matrix A of Equation (9) is the adjacency matrix of the Tanner graph of the code and it is this graph whose small cycle structure is of interest since the performance of the message passing algorithms implemented on the graph to decode, depends on this structure. This Tanner graph has n left vertices of degree (t + 1) and m right vertices of degree (s + 1) and hence is a (t + 1, s + 1) biregular bipartite graph. For α = 1 it is known the girth is equal to 6. The related graph in which the n vertices are labeled by points of the geometry and two vertices have an edge between them if their corresponding points lie on the same line, is the incidence graph of the geometry. It is a strongly regular graph, a regular graph (all vertices have the same degree) with the property that if two vertices v 1 and v 2 are adjacent they have p 1 vertices adjacent to both v 1 and v 2 and p 2 common vertices if v 1 and v 2 are not adjacent. The graph obtained from the geometry by interchanging points and lines is called the dual graph and is also strongly regular.
As noted earlier the matrix H T H is the point-point adjacency (incidence) matrix of the partial geometry except that the main diagonal is the n × n matrix (t + 1)I n i.e.
H
T H − (t + 1)I n is the n × n point-point adjacency matrix of the geometry. Similarly, the matrix HH T − (s + 1)I m is the m × m line-line adjacency matrix of the geometry. The eigenvalues of strongly regular graphs are well known [1] , [13] and it is easily derived that the eigenvalues of the matrix A 1 are:
with multiplicities of the nonzero eigenvalues:
From these eigenvalues and multiplicities, it is noted the eigenvalues of the Tanner graph of the code given by Equation (9) are
and the multiplicity of the negative of an eigenvalue is the same as that of the positive one with each of the values given in Equation (12) .
To determine the number of cycles of length 6 in the Tanner graph of the partial geometry. we note that these cycles correspond to cycles of length 3 in the point-point graph of the geometry. This quantity has been computed by a simple combinatorial/geometric argument as ( [13] ) as:
s + 1 2 where the extra factors of 2 × 6 derive from the manner in which the enumeration is done here i.e. each cycle is counted for each vertex it touches on and the orientation of the closed path. The purpose of this example is to use the approach of the previous section to give the same result. Hence:
recalling that the Tanner graph is a (t + 1, s + 1) biregular bipartite graph.
From the above eigenvalues and multiplicities
which, after simplification, can be reduced to
Similarly, which confirms the equivalence of the two approaches to finding N 6 . It is also straightforward to show that for the parameters of the geometry For the record, by a slight variation of the argument in [13] , as given in [8] , the number of cycles of length 8 in the partial geometry graphs of girth 6 (α > 1) is
Example 5 (Example of Computations Using Matrix Traces):
The previous examples were chosen with known eigenvalues of the adjacency matrix of the graphs to facilitate computation. For completeness, a graph is given for which the adjacency matrix itself is used for the computations and the graph shows less regular structure than the previous examples. Define a graph B 1,3 are shown in Figure ( 
VI. COMMENTS
The work has had the limited objective of giving a computational technique for determining expressions for the girth g and the numbers of cycles of length g in a (c + 1, d + 1) biregular bipartite graph from its adjacency matrix as opposed to the more usual algorithmic approach. The computation requires only knowledge of the trace of powers of the adjacency matrix (or the eigenvalues) and an enumeration of closed cf walks of length equal to the girth. These quantities are readily computed from the parameters c and d. While the algorithms [12] , [14] , [15] , [18] for determining the number of such cycles are efficient and able to handle more general graphs, it is felt that it is of interest to have this additional computational technique available.
The authors had initially hoped to develop an analytical expression for the girth of a a biregular bipartite graph as well as for the number of cycles of length equal to the girth and girth plus two, in terms of its parameters c, d, n, m. A consequence of this work suggests these goals would be challenging to realize although a worthwhile goal to pursue. Additionally it might be interesting to pursue the trapping set structure of the Tanner graph using techniques similar to those used here.
The results reported in this paper depend only on the graph parameters and not on the global graph structure. It would be of interest to determine if this is true for longer path lengths than the length of the girth.
