ABSTRACT. In this paper we exhibit a Lie group structure on the group of real analytic diffeomorphisms of a compact real analytic manifold. Further, we show that a variant of the Kupka-Smale theorem holds for the underlying topology of the above mentioned Lie group.
The significance of this theorem to the study of the stability problem in differential equations has been discussed by Smale [16] ; this theorem has been extended to retarded functional differential equations [6] .
The proofs of these theorems known to me rely heavily on transversality theory which in turn relies heavily on the implicit function theorem for Frechet differentiable functions defined in open subsets of Banach spaces. While this does not create a major theoretical difficulty in proving an analogue of the Kupka-Smale theorem for DiffOO(M) = lim Diffr(M) because of well-known propositions concerning inverse ~ r limits, we have found that for M real analytic the path for proving an analogue of the Kupka-Smale theorem is more circumlocutious. The first problem we encountered was to find an appropriate "natural" topology for DiffW(M); our second set of problems was the discovery of a notion of differentiability in the context of our chosen topology for which an implicit function theorem holds which would be adequate for transversality theory.
The topology that we found "natural" turned out to be equivalent to the classical cw topology studied by Van Hove [10] and 1. S. E. Silva [15] ; that is, an inductive limit of spaces of complex analytic functions. Colombeau [3] in an unpublished paper has given an implicit function theorem adequate for our purposes; unfortunately, I had some difficulty with an essential point in his proof. I shall give Colombeau's theorem in a more restricted context than in his original work with a correspondingly easier proof (Theorem 3.2). In §2 we define Silva spaces and Silva differentiability, and give the fundamental propositions concerning Silva differentiability.
In §3 we prove the Inverse Function Theorem and the Implicit Function Theorem for Silva differentiable functions.
In §4 we exhibit a differential structure on the group of real analytic diffeomorphisms of a compact, connected, real analytic manifold M. The structure in question is modelled on an inductive limit of Banach spaces. This inductive limit in general is not metrisable.
In §5 we develop the elements of transversality theory necessary for our purposes. In §6 after having defined "generic" in this context we give some generic properties of real analytic diffeomorphisms.
2. Silva spaces. DEFINITION 2.1. Let E" I = 1, 2, ... ,n, ... , be a sequence of Banach spaces and i;+ 1: E, ~ E/+ 1 a sequence of continuous compact injective linear operators. E = li.T', E, will be called a Silva space.
We shall suppose for convenience that E, ~ E,+ 1 and that II 11/+ 1 :;;:;; II II,. For f > 0 let B; = {x E E,lllxll, < f}. Let f, > 0 be an arbitrary sequence of positive real numbers, sets of the form
form a fundamental system of neighborhoods for the inductive limit topology on PROPOSITION 
A Silva space is complete.
PROOF. Suppose 0 is a Cauchy filter on E = lim En which has no limit point in _ n E; let 'lfbe the filter of neighborhoods of 0 E E. It follows that {E + V: E E 0 and V E 'If} must generate a filter 0' which has no limit point in E.
For each pair of real numbers n, k > 0 let B!: ~ En be the sphere with center o E En and radius k; given any n, k > 0 there must exist E~,k E 0' so that E~,k n B!: = 0; for otherwise, the sets E' n B!:, E' E 0', would form the basis of a Cauchy filter on B!:, and B!: being relatively compact in E, this Cauchy filter would have a limit pointf E E (see [2] ); fwould now be a limit point of 0' and therefore of 0.
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[. We may suppose that v",k are in the form (*). In particular, suppose
n,n n since B:-1 C B: and en-l,n-l + ... +e1,1 0;;; 1/2 n -1 + '" + 1/2 < 1 for all n ;;. 2;
on the other hand, Bnn n E~,n = 0; therefore
We shall show that this leads to a contradiction. Note that B,:
Since &; is a Cauchy filter there exists 
.. ,v), 1 0;;; k 0;;; r, satisfy the property that
PROOF. See [4] and [13] . In [4] Colombeau has proved the following concerning Silva differentiability. 3. Inverse function theorem. In this section we prove an implicit theorem which is different in its hypotheses from some of the implicit function theorems inspired by Nash. References can be found in Zehnder's paper [18] for the Nash type implicit function theorem. 
PROPOSITION 2.3 (COLOMBEAU
REMARK. The notion of admissibility arises from an effort to mimick the classical proof of the implicit function theorem (see Dieudonne, Foundations of modern analysis, Academic Press, New York, 1969, pp. 264-273) in the setting of the inductive limit. In order to keep control of the different infinite series which arise at different levels of the inductive limit a condition such as (*) seems well advised. (*) however is too restrictive for the applications we have in mind; we were led to the notion of admissibility by considering the relation between free and projective modules and observing that under certain conditions that the summands inherit the properties of the sum.
We now show that the class of admissible functions includes the class of e 2 functions on a Silva space with a finite dimensional range. 
since ~ fn < 00, n/';;;; M for alII, and F is complete, setting p\ = Un TOBn we may
Lipschitzian (see Proposition 2.3(ii» and therefore differentiable at ° with u'
and there exists N so that 
Then there exist open neighborhoods U I <;::; U of a and VI of f( a) so that f I U I is an isomorphism from U I onto VI; further, f -I: VI ---> U I is admissible.
PROOF. Without loss of generality we may supppose fa c l map satisfying (*) of Definition 3.1, since g: EX E" ---> E X E" given by g(x, y) = <lex, Y), y) would satisfy (*) and the hypothesis of the theorem at (xo, Yo). g being a local isomorphism at (xo' Yo) would imply that f is a local isomorphism at xo' Suppose a = f(a) = ° and suppose f'(a) = idE which we may do without a loss of generality. Now for
Note that Q is a bornivorous subset centered at 0. By
} is an open neighborhood of 0. Note also that the hypotheses on f imply that f': U X E ---> E is continuous. Define F: Let x n , be a subsequence of xn converging for the E n (a)+k+2 topology to a point in B (let us recall B is compact for the induced E n (a)+k+2 topology) and choose a subsequence of Yn, converging to a point Y E B. After reindexing we have converging sequences {xn} and {Yn} so that
we have both Xn and Y n for n large enough so that f(xn) = f(Yn)' which contradicts that f is a local E n +k+2 diffeomorphism at x. f-I is admissible follows from the observation that given an isomorphism uo: EI ~ E2 between Silva spaces satisfying Q.E.D.
4.
Lie group structure for the group of analytic diffeomorphisms of a compact analytic manifold. In this section we shall exhibit a differential structure on the group of analytic diffeomorphisms (see Theorem 4.1). The methods we use are essentially the same as the ones we used in [12] . is the composite
Let ce = y( Ct( M, TN)) C ceo; ce is a closed subspace ceo and therefore the induced topology on ce is a Silva topology. By means of y we transport the induced Silva structure to Ct(M, TN). 
where the (Jt are defined iteratively by (Jk(k) = 1, k;;;. 1, and with };j::
with i l , ... ,i q > 0, so that 
Consider
It therefore suffices to note that since each summand is ~ 2t. 
. Let M, N, and P be compact, connected, real analytic manifolds. Then composition C"'(M, N) X C"'(N, P) ~ C"'(M, P) defines a Coo function.
In [12] we defined a differential structure for the set of Coo mappings of a compact manifold M into a compact manifold N that we shall designate by Coo(M, N). That manifold was defined analogously to the one we are discussing here, but was modelled on the Coo vector fields with the Coo topology. As the Coo topology induces a topology on Cl(M, TN) so that open sets are bomivorous when centered at each of their points, it is a coarser topology than the Van Hove topology on (Cl(M, TN» (see Proposition 3.2); thus PROPOSITION determines the inverse function to al(z) -"2.~2 a;z; and has a positive radius of convergence, say p. Suppose 0 < p' < p and M = h(p'), so that
The canonical injection CW(M, TN) ---> Coo(M, TN) is a Coo injection of the first manifold into the second and induces the canonical injection of the tangent bundle of the first into that of the second.

COROLLARY. Let M be a compact connected analytic manifold. Then there exists an open neighborhood of the identity in CW(M, M) consisting entirely of diffeomorphisms.
PROPOSITION 4.4. x --->
As t ---> (1 + t)-I is Lipschitzian for t small and P n (AA 2 , ... ,AA n , BI, ... ,B n ) =
AP n (A 2 , ... ,An' B I ,··· ,Bn) we have that f ---> f-I is uniformly Lipschitzian at identity in DiffW(M). This implies by Proposition 2.3 that x ---> X-I is differentiable at the identity.
To prove that x ---> X-I is Coo at the identity, consider f: V X V ---> U X U given by
f(x, y) = (x, xy); it suffices by Proposition 2.3 to show that f'(x, yr l is a locally bounded map from V X V into L(T(id) X T(id), T(id) X T(id». Now f'(x, y)(a,,8)
can be represented locally as (a, Dx (,8) PROOF. By the Hahn-Banach theorem we may assume E = EI X E2 and F = FI X E I , where E2 is the kernel of Df(x), EI is a closed complement to E2 in E and FI is a complement in F to the image of Df( x). We may also assume (1) and (2) 
To prove the above theorem we shall use the following lemmas. 
where U I eRn and U 2 c G are open subsets and for x E Up e E U 2 ' i(x, e) = (~(x,e),e), where n = dimkerDf(x) andp = dim coker Df(x). Suppose U 2 = Uk>0(};7=IBt'), 0< E[ < 00, and suppose ~I a ball of finite radius, let VI eRn be an open neighborhood of x so that VI C U I and suppose V 2 an open neighborhood of e so that t; c U 2 • (Let us recall that a Hausdorff topological vector space is regular.) Suppose A C (VI X t;) n X[ is closed in Xl' and suppose (y, e) = lim 1/ fi(x;, e;) = fi( limx,(x;, e;)) for! ~ 1 0 , when limx,( x;, e;) exists.
I I I
Now e = lim; e; E V 2 and we may assume x = lim; x; E VI since VI is compact. A being closed we have (x, e) E A and (y, e) = f(x, e) E f(A). It is known that
It is an easy consequence of Theorem 3.2 that the set of critical points of a Fredholm map f: X ~ Y locally satisfying the hypotheses of Theorem 5.2 is closed. Thus, there exists a neighborhood of an arbitrary point x, Z, in X so that PROOF OF THEOREM 5.2. We shall make the simplifying assumption that 10 = 1 of
We shall now show that U w n E[ = R il " where II: 0?J ~ U is given by the canonical projection. Suppose a E R ill and let y = PaC x). Given ~ E ~ Y, since evp rh W there exists a E ~W and (a, ~) E T(a.x)( U X X) such that (*) n TaU X TxX for some a l E TaU and ~I E TxX, but (T(a,x) (1(a,x)II)1(a,x) 'iB(, thus Uw n E( ~ 0l n ,.
To prove the theorem it suffices to prove that II satisfies the other hypotheses of the preceding lemma. Most of these hypotheses are obviously satisfied since II is given by a projection of a Cartesian product. It remains only to verify that II satisfies the hypotheses of Theorem 5.1 locally. From Lemma 5.1 it follows that II:
' iB -> U is a Fredholm map of index n -q. Now 6. Some generic properties of analytic diffeomorphisms. In this section our purpose is to prove a real analytic version of the Kupka-Smale theorem for the Van Hove-Silva topology or C W topology on Diff"'(M), where M is a compact, connected real analytic manifold. which easily leads to a contradiction. PROOF. The proof is by induction on the order of the periodic points.
Let P n (resp. P n ) be the collection of diffeomorphisms so that if f k( p) = p for k .;;;; n, p E M, then p is a transversal (resp. hyperbolic) periodic point; that is, the mapping j(x) = (x, f\x)) is transversal to the diagonal Lll:;;; M X Mat p,f rh p Ll.
The P n and P n are open since the topology on DiffW(M) is finer than the topologies induced by Diffr(M), r';;;; 00. To prove that PI is dense it suffices to show that hypotheses of Theorem 5.2 are valid for the analytic representation given by f -+ J, Now we shall show that P n n P n -I is dense in P n -I . To do this we show that evp: Now by construction 1/;/P n n ~) is a chain G 6 ; that is, there exists 10 so that 1/;/ P n n ~) is the countable intersection of open dense subsets, in the image of ~ in El C/ M, TM» for I;;;. 1 0 , where C/ M, TM) is the space of liftings of I and 1/;j is a canonical chart atl E DiffW(M). This implies that P = nn P n is dense in DiffW(M).
To show that the hypotheses of Theorem 5.2 are satisfied at a diffeomorphism h = If( Z), for Z in a small enough canonical chart at I we just perturb Z by a small enough translation by the vector field we considered in the above proof to show transversality at /.
To prove (2) , as in the Kupka-Smale theorem for cr, r < 00 (see Smale [16] ), we have that the local unstable manifold theorem (see [14] ) implies that the stable and unstable manifolds of an analytic diffeomorphism at a hyperbolic fixed point pare analytically immersed submanifolds of M. Let us recall that the stable manifold is given by WS(p) = Un;.ol-nWi~(p), where Wl~(P) is the local stable manifold, and the unstable manifold by WU(p) = Un;'Or(Wl~(p», where Wl~(P) is the local unstable manifold.
To prove (3) note that the topology of DiffW(M) being finer than the topology induced by DiffOO(M) implies that Dn = {f E DiffW(M): p, q periodic with period,,;;; n, WS(p) rh WU(q)} is open in DiffW(M).
As in the proof of (1), it suffices to suppose we are in a canonical chart at the identity V. Let 1 E V be a diffeomorphism with hyperbolic periodic points and suppose p and q are periodic points of 1 with periods";;; n. Suppose for some m < n we have Wl~(P) rh liWl~(q) for i";;; m but Wl~(P) intersects/mWl~(q) nontransversally at/(x); note that x fI. Im-2Wl~(q). Let Ube a neighborhood of x so that un (Wl~(P) U/m-2Wl~(q»)/m-lWl~(q) U ... U (fWl~(q) U Wl~(q») = 0.
As in the proof of (1) construct a diffeomorphism near the identity so that
(1) IIn(gf) = IIn(f), Robinson for which it is my pleasure to thank them. Finally, I wish to thank the referee for his detailed and painstaking reading of this manuscript.
