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We showed recently that exposure towhisker vibrations enhances coding efficiency in rat barrel cortex despite increasing correlations in
variability (Adibi et al., 2013).Here, to understandhowadaptation achieves this improvement in sensory representation,wedecomposed
the stimulus information carried in neuronal population activity into its fundamental components in the framework of information
theory. In the context of sensory coding, these components are the entropy of the responses across the entire stimulus set (response
entropy) and the entropy of the responses conditional on the stimulus (conditional response entropy). We found that adaptation
decreased response entropy and conditional response entropy at both the level of single neurons and the pooled activity of neuronal
populations. However, the net effect of adaptation was to increase the mutual information because the drop in the conditional entropy
outweighed the drop in the response entropy. The information transmitted by a single spike also increased under adaptation. As
population size increased, the information content of individual spikes declined but the relative improvement attributable to adaptation
was maintained.
Introduction
Here, we apply information theory (Shannon, 1948) to explore
how sensory information is carried in the response of neuronal
populations and how sensory adaptation affects the efficiency of
coding. In the whisker sensory cortex (the “barrel” cortex), ad-
aptation has been shown to scale the neuronal input–output
function to the stimulus distribution (Maravall et al., 2007). Ad-
aptation has also been shown to reduce detectability and enhance
discriminability of whisker motions in barrel cortex neurons
(Wang et al., 2010). Recently, we quantified the functional effect
of adaptation on the population response of cortical neurons in
the rat whisker-barrel system (Adibi et al., 2013). At the popula-
tion level, adaptation increased correlations in the trial-to-trial
response variability across neurons (noise correlation). Nonethe-
less, the net effect of adaptation was to increase the information
conveyed by the neuronal population about the total stimulus set.
Here, we first apply Fisher information to quantify the precision
of coding for each stimulus. We then use information theory
(Shannon, 1948) to establish the contribution of the fundamental
elements of the mutual information (MI) between neuronal re-
sponses and the stimulus set: the response entropy and condi-
tional response entropy. We further quantify the efficiency of
information transmission at the level of single spikes as a function
of adaptation state.
To gain a quantitative understanding of sensory encoding at
the population level and the effect of adaptation, we address the
following questions. How does adaptation modulate the re-
sponse distribution of cortical neurons (quantified in terms of
neuronal response entropy)? How does adaptation affect the re-
sponse of neurons to a specific sensory stimulus (neuronal re-
sponse entropy conditional on the presented stimulus)? Does the
trial-to-trial covariability across neurons affect the distribution
of their pooled activity and, if so, how does this in turn influence
their coding efficiency? An information theoretic approach
(Shannon, 1948; Cover and Thomas, 1991) allows us to parse out
the mechanisms that underlie adaptation-induced changes in in-
formation transmission.
Materials andMethods
Neuronal data acquisition. For the present study, we reanalyzed the neu-
ronal data recorded by Adibi et al. (2013). Briefly, under urethane anes-
thesia (1.5 g/kg), neuronal activity was acquired from the barrel cortex
using a 32-channel four-shankmultielectrode probe (NeuroNexusTech-
nologies). Each trial contained 20 cycles of adaptor (250 ms, 80 Hz sinu-
soidal vibration of 0, 6, and 12 m amplitude) followed by a half-cycle
(6.25 ms) pause and a single cycle of test stimulation (12.5 ms) at one of
the 12 different amplitudes (0–33 m with increment steps of 3 m).
Each test stimulus was repeated 100 times per adaptation condition. In
six male rats, a total of 73 single units and 86 multiunit clusters were
recorded across a total of 16 sessions. Each session contained a distinct set
of simultaneously recorded neurons that were isolated using an online
amplitude threshold and an offline template-matching procedure.
Fisher information analyses. To quantify the precision with which neu-
ronal responses encode sensory stimuli, we calculated the Fisher infor-
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mation function s for individual neurons
using the following equation:
s  
rR
prs d ln prsds 
2
,
(1)
where p(rs) is the conditional probability of
observing response r given the presentation of
stimulus s and R denotes the set of neuronal
responses across all trials. The derivative was
estimated using a five-point stencil approxi-
mation on the piecewise cubic interpolation of
p(rs).
Information theoretic analyses. The response
entropy H(R), conditional response entropy
H(RS), and MI between test stimuli and neu-
ronal responses were calculated using the fol-
lowing formulae (Cover and Thomas, 1991):
HR  
rR
pr log2
1
pr
, (2)
HRS  
sS
ps 
rR
prs log2
1
prs
,
(3)
MIS; R  HR  HRS, (4)
 
sS
ps 
rR
prs log2prspr ,
(5)
where S andRdenote the set of stimuli (n 12)
and neuronal responses across trials, and p(s),
p(r), and p(rs) represent the probability of pre-
senting test stimulus s, the probability of ob-
serving response r evoked across all stimuli,
and the conditional probability of observing
response r given the presentation of stimulus s.
For population analysis, r represents the summed activity across neurons
in the population. The probabilities in Equation 2 are estimated from a
limited number of stimulus repetitions (100 trials per stimulus), poten-
tially leading to an upward bias in information and entropy measures
(Panzeri and Treves, 1996; Panzeri et al., 2007). To calculate the bias, we
used the Panzeri-Trevesmethod (Panzeri andTreves, 1996; Panzeri et al.,
2007; Magri et al., 2009). Given the high number of trials relative to the
number of combinations of responses, this method provides a reliable
estimation of the bias. For analysis that involved pooled activity of a high
number of neurons (Fig. 1), we further verified the accuracy of the bias
estimation by reducing the dimensionality of the pooled response space
R by grouping spike counts into a smaller number of classes. TheMI was
independent of the number of response classes (from12 to themaximum
number possible). For all reported results, this bias was subtracted from
the estimated information measures.
For neuronal populations, such as those in the present study, main-
taining spike labels would exponentially expand the number of response
conditions, rendering the information analysis impossible with the num-
ber of trials available. Previously, we demonstrated that, when a pair of
neurons were recorded from within the same barrel, pooling was nearly
as effective as a “labeled-line” code in which spikes are labeled according
to the source neurons (Arabzadeh et al., 2004). Therefore, we use the sum
of spikes as a computationally tractable population code, which allows
biologically plausible decoding.
The average single-spike information was calculated by dividing the
MI values by the average number of spikes across all stimuli.
Results
We recorded a total of 73 single neurons (up to 11 simultane-
ously) and 86 multiunit neuronal clusters. To characterize the
neuronal response to each test stimulus, we used the neuronal
spike count in a 50 ms window poststimulus onset. Previous
recordings revealed that most of the vibration information is
transmitted within this time window (Arabzadeh et al., 2004;
Adibi and Arabzadeh, 2011). We first quantified the effect of
sensory adaptation on the neuronal coding precision at each
stimulus. Figure 1A illustrates the average Fisher information
across single neurons (n  73) as a function of stimulus ampli-
tude. The coding accuracy peaks at amplitudes higher than that of
the adapting stimulus. Sensory adaptation produced systematic
shifts in the stimulus region with elevated coding efficiency con-
sistent with previous findings in barrel cortex (Adibi et al., 2013),
as well as in other sensorymodalities (Dean et al., 2005; Durant et
al., 2007).
To characterize the information content of neuronal popula-
tions about the whole stimulus set, we apply information theo-
retic analysis. Figure 1B plots MI as a function of mean
population spike count: each data point corresponds to a popu-
lation size from 1 to 73 single units (the mean population spike
count increases linearly with population size). MI values increase
monotonically with the population size. MI values are systemat-
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Figure 1. Information content of neuronal populations and individual spikes.A, Single-neuron Fisher information as a function
of stimulusmagnitude. Average Fisher information is illustrated for the non-adapted state (red), 6madaptation (green), and 12
m adaptation (blue). Error bars indicate the SEM across neurons. B, MI between the population activity and the whole stimulus
set as a function of mean population spike count for the three adaptation states. Color conventions are as in A throughout. Each
data point corresponds to a population size from1 to 73 single units. The gray lines indicate increments of 10 in population size. To
generate themean population spike count, the summed spike counts of neurons in every population size were averaged across all
trials and stimuli. For each population size, 1000 random selections of that size were averaged. This was done with the exception
of the population sizes of 1, 72, and 73 neurons, in which the numbers of possible selections were limited to 73, 73, and 1,
respectively. Trials fromsimultaneously recordedneuronswere shuffled to removenoise correlation.C, The average information of
individual spikes in the three adaptation states. The inset replots the same data but as a function of population size.D, Percentage
increase in the single-spike information in the adapted states relative to the non-adapted state. The data points after the break in
the abscissa includemultiunit clusters with the single-unit data to provide the full population response across all recordings. From
the firing rates, we estimate that the total population consisted of215 single units.
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ically higher for the 12madaptation state (blue) comparedwith
the non-adapted state (red), with intermediate values for the 6
m adaptation state (green).
Adaptation decreases mean population spike counts: under
adaptation, a specific spike count is reached at a systematically
higher number of neurons (the gray lines indicate increments of
10 in population size). This indicates that individual spikes are
more informative under adaptation. This is directly captured in
Figure 1C, which plots information values per spike. As popula-
tion size grows, individual spikes become less and less informative.
Nevertheless, each spike on average carries more information
under adaptation. Figure 1D quantifies the improvement in the
single-spike information, which exhibits a characteristic profile
as a function of pool size. Peak improvement is observed at five
neurons, in which individual spikes are 94 and 160%, respec-
tively, more informative under 6 and 12 m adaptation states
compared with the non-adapted state. On average, under 6 and
12 m adaptation states, the single spikes were asymptotically
55 and 113% more informative as in the non-adapted state.
Adaptation thus improved single-spike information andpopulation
response information across both populations with the same size
and populations with the same average firing rate.
Figure 2A compares the MI carried by individual neurons in
the adapted and non-adapted states. Under the 6 m adaptation
state, 74% of single units and 78% of multiunits showed en-
hancedMI compared with the non-adapted condition. Likewise,
the 12 m adaptation increased the information content of
75% of single units and 63% of multiunits compared with the
non-adapted state. A Wilcoxon’s signed-rank test revealed that
adaptation significantly increased the overall MI values in both
adaptation states (p values0.0001). For single units, the average
information value increased by 45 and 47% for the 6 and 12 m
adaptation states, respectively. For multiunits, the average infor-
mation value increased by 37 and 29% for the 6 and 12 m
adaptation states, respectively. Thus, adaptation significantly im-
proved neural coding efficiency at the level of individual neurons
and small clusters of neurons.
We further extended the results to information efficiency by
normalizing the MI by the response entropy (Reinagel and Reid,
2000; Vinje andGallant, 2002; Arabzadeh et al., 2006;Gaudry and
Reinagel, 2007). Under the 6 m adaptation state, 81% of single
units and 85% of multiunits showed enhanced information effi-
ciency compared with the non-adapted condition. Likewise, the
12 m adaptation increased the information efficiency of86%
of single units and 80% of multiunits compared with the non-
adapted state. Across single units, the av-
erage information efficiency improved by
42 and 72% in the 6 and 12madaptation
states compared with the non-adapted
state (p values 0.0001, Wilcoxon’s
signed-rank test). For multiunit clusters,
the average information efficiency im-
proved by 38 and 40% in the 6 and 12m
adaptation states compared with the non-
adapted state (p values0.0001, Wilcox-
on’s signed-rank test).
The MI between stimulus and neuro-
nal responses is the reduction in the un-
certainty about the stimulus given
observation of the response. In mathe-
matical terms, MI is defined as the differ-
ence between the response entropy across
the entire stimulus set and the response
entropy conditional on the stimulus (Cover and Thomas, 1991).
Hence, the observed adaptation-induced improvement in MI
could potentially be attributable to (1) a pure increase in the
neuronal response entropy (source coding), (2) a pure reduction
in the conditional entropy, or (3) a combined change in both
variables that produces a net increase in their difference. Figure 2
decomposes the MI value (Fig. 2A) into its two components: (1)
the response entropy (Fig. 2B) and (2) the conditional response
entropy (Fig. 2C).
The response entropy showed a statistically significant de-
crease under adaptation (p values 0.0001, Wilcoxon’s signed-
rank test). This is consistent with the adaptation-induced drop in
population response counts observed in Figure 1A. Compared
with the non-adapted state, the response entropy of 75% of
single units and 83% of multiunit clusters decreased after 6 m
adaptation. For the 12 m adaptation, the percentages were 81
and 94%, respectively. The entropy of single units decreased by
2.6 and 12.4% in the 6 and 12 m adaptation states compared
with the non-adapted state. The entropy of multiunit clusters
decreased by 7.5 and 16.8% in the 6 and 12madaptation states,
respectively. Moreover, we observed a significant difference be-
tween the two adaptation states; the average decrease in the en-
tropy of single units and multiunit clusters in the 6 m
adaptation state (2.6 and 7.5%, respectively) was smaller than the
average decrease in the 12 m adaptation state (12.4 and 16.8%;
for the two comparisons, p values 0.0001, Wilcoxon’s signed-
rank test).
This was surprising, because the reduction in response entropy
would by itself predict a reduction in theMI under adaptation. The
increase in theMI despite a reduction in the response entropy indi-
cates that the drop in the conditional response entropy outweighs
the drop in the response entropy.More than 82%of single units and
92%ofmultiunits exhibited reducedconditional entropyafter 6m
adaptation. Similarly, in the 12madaptation state, the conditional
entropy of 88% of single units and 98% of multiunits decreased
compared with the non-adapted state. On average, the conditional
entropy of single units decreased by 4.9 and 15.9% in the 6 and 12
m adaptation states compared with the non-adapted state (p val-
ues105, Wilcoxon’s signed-rank test). The conditional entropy
ofmultiunit clustersdecreasedby10.3and19.5%in the6and12m
adaptation states, respectively (p values105,Wilcoxon’s signed-
rank test). In addition, a significant differencewas observedbetween
the two adaptation states (for the both comparisons of single units
and multiunits, p values109, Wilcoxon’s signed-rank test). The
average decrease in the conditional entropy in the 12madaptation
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Figure 2. Information content and entropy of neuronal responses. A, MI between the whole stimulus set and the neuronal
responses in 6m adaptation (green) and 12m adaptation states (blue), denoted by MIadapted, versus the non-adapted state,
denoted byMInon-adapted. Each data point corresponds to a single neuron (n 73; squaremarkers) or a cluster of multiunits (n
86; diamonds). B, As in A but plotting the response entropy of individual neuronal recordings. C, As in A and B but plotting the
response entropy conditional on the stimulus.
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state was 258% (for single units) and 190%
(formultiunits) greater than the average de-
crease in the 6m adaptation state.
We then ran a simulation to quantify
the extent to which a pure lateral shift in
the neuronal response statistics could pre-
dict the above findings. To simulate neu-
ronal response in the adapted condition,
we shifted the non-adapted response
function by an amount equal to the am-
plitude of the adaptor. This was achieved
by remapping the response to every stim-
ulus s in the non-adapted state to a new
stimulus, s  adaptor, in the adapted
state. The non-adapted spontaneous re-
sponses were allocated to the stimuli with
amplitudes lower than or equal to the
adaptor. The simulated shift in the re-
sponse function resulted in an increase in
the MI: the 6 m shift increased the aver-
age MI values by 28.5% (single units) and
26.1% (multiunits), and the 12 m shift
increased the average MI values by 29.1%
(single units) and 24.0% (multiunits).
The simulation also reproduced the drop
in response entropies: the 6 m shift de-
creased the average response entropy by
5.6% (single units) and 5.7% (multi-
units), and the 12 m shift decreased the
average respose entropy values by 12.7% (single units) and 12.6%
(multiunits). Overall, the difference between the average simu-
lated and true entropies were small, ranging from 0.1 to 2.1%.
We further quantified the MI, response entropy, and condi-
tional response entropy of populations of simultaneously re-
corded neurons. For every recording session, we calculated the
information content of all possible populations of simultane-
ously recorded neurons with any size (up to the maximum num-
ber of single neurons simultaneously recorded in that session).
For each session, increasing the population size resulted in an
increase in the information content of the neuronal population.
Across all population sizes, adaptation improved MI, and this
effect was greater for larger populations (Fig. 3A). For each ses-
sion, increasing the population size resulted in an increase in
entropies (Fig. 3B,C). Similar to the pattern observed for indi-
vidual neurons, the entropy of the pooled neuronal responses
decreased with adaptation (Fig. 3B). Likewise, the conditional
entropy of the pooled neuronal responses exhibited a decrease.
The reduction in conditional entropy (Fig. 3C) outweighed the
reduction in entropy of the pooled response, increasing the in-
formation content of the population through sensory adaptation,
as shown in Figure 3A. As was the case for individual neurons,
information efficiency, defined as the ratio of MI to the response
entropy, was improved through sensory adaptation: the informa-
tion efficiency increased by 70.6 	 31.1% (mean 	 SD across
sessions) and 87.0	 28.6% in the 6 and 12 m adaptation states
compared with the non-adapted state.
Cortical neurons in the primary somatosensory cortex, simi-
lar to other brain areas (Cohen and Kohn, 2011), exhibit a signif-
icant positive trial-to-trial covariability (Khatri et al., 2009; Adibi
et al., 2013). How does the trial-to-trial covariability (noise cor-
relation) across neurons affect the distribution of their pooled
activity? To address this question, we further compared the in-
formation content (Fig. 4A), response entropy (Fig. 4B), and
conditional entropy (Fig. 4C) of neuronal populations in the
presence and absence of noise correlation. To decorrelate neuro-
nal responses, we shuffled the order of trials for every neuron in
the population. Shuffling trial sequences across neurons elimi-
nates the trial-to-trial correlations without affecting themarginal
distributions for individual neurons. Figure 4B compares the en-
tropy of the pooled neuronal responses with and without artifi-
cial decorrelation. Across all adaptation states, trial shuffling
reduced the entropy of the pooled neuronal responses. This is
because correlation in neuronal activity increases the spread of
the pooled responses. Removing noise correlations by trial shuf-
fling decreased the conditional entropy (Fig. 4C). The reduction
in conditional entropy (Fig. 4C) outweighed the reduction in
entropy of the pooled response (Fig. 4B), as indicated by a net
increase inMI values (Fig. 4A). This increase in theMI grew with
population size. The increase in information with trial shuffling
was greater under adaptation compared with the non-adapted
state and greater in the 12madaptation state comparedwith the 6
m adaptation state (all p values 106, Wilcoxon’s signed-rank
test across population sizes and sessions).
Discussion
Adaptation has been shown to increase the efficiency of informa-
tion transmission by matching neuronal response functions to
the statistics of the environment (Barlow, 1961b; Smirnakis et al.,
1997; Kvale and Schreiner, 2004; Dean et al., 2005; Hosoya et al.,
2005; Durant et al., 2007; Maravall et al., 2007; Kobayashi et al.,
2010; Adibi et al., 2013), accompanied by corresponding changes
in perception (Clifford and Langley, 1996; Clifford andWender-
oth, 1999; Clifford et al., 2001; Noudoost et al., 2005; Krekelberg
et al., 2006; Pestilli et al., 2007; Price and Born, 2013). How is this
enhanced efficiency best understood? Does the sensory cortex act
as an “adaptive source encoder” thatmaximizes the entropy of its
codes (spike rate) (Attneave, 1954; Barlow, 1961a; Srinivasan et
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Figure 3. Population information content and entropy. A, MI between pooled neuronal responses and the whole stimulus set
for the 6madaptation state (top) and12madaptation state (bottom) versus thenon-adapted state.B, As inAbut plotting the
entropy of the pooled neuronal response. C, As in A but plotting the conditional entropy of the pooled neuronal response. Each
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different sessions.
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al., 1982; Atick, 1992) similar to an optimum source coder in the
realmof communications (Shannon, 1948)?Or does it adaptively
reduce the uncertainty of its code words (spike rate) for sensory
stimuli to improve or maintain the information transmission?
Here, we focused on vibration coding in the rat whisker-barrel
system, which provides efficient cortical processing and a high
correlation between neuronal and behavioral performance
(Adibi et al., 2012; Diamond and Arabzadeh, 2013). To identify
the source of adaptation-induced enhancement in coding effi-
ciency, we decomposed the information content of population
responses into the entropy of the pooled neuronal responses and
the conditional response entropy given stimulus. We demon-
strated that, despite increasing the net information content of
neuronal populations, adaptation slightly decreased the response
entropy of the neurons. The enhancement in information con-
tent is attributable to the fact that adaptation reduced the condi-
tional response entropy given the stimulus more than it did the
response entropy across the entire stimulus set. Thus, barrel cor-
tex neurons adaptively reduce the overall uncertainty of their
responses to vibrotactile stimuli instead of increasing the entropy
of neuronal responses (entropy maximization).
The reduction in entropy accompanied by a larger reduction
in conditional entropy was also observed consistently at the level
of single neurons. The reduction in response entropy through
adaptation can be understood in terms of the lateral shift in the
amplitude response function of individual neurons. The lateral
shift increases the range of stimuli to which neurons respond at
their spontaneous level. This results in a less uniform response
distribution and consequently a reduction in the response en-
tropy. This was accompanied by a greater
reduction in stimulus-conditioned re-
sponse entropy attributable to a reduction
in the trial-to-trial response variance.
Single-neuron response variance in-
creases with firing rate. The lateral shift in
the response function increases the range
of stimuli to which neurons respond in a
low response regimen, thus decreasing the
overall response variance. At the level of
single neurons, the reductions in entropy
and conditional entropy can thus both be
understood as a consequence of a lateral
shift in the amplitude response function.
The greater reduction in conditional en-
tropy results in an increase in MI at the
level of single neurons through adapta-
tion. Because the lateral shift in response
function lowers overall responsiveness
(spike counts averaged across the whole
stimulus set), this enhanced coding comes
at a lower metabolic cost.
The effect of adaptation on the popu-
lation response entropies reflects the ef-
fects of adaptation on single-neuron
responses and, in addition, any effects of
adaptation on the covariability between
neurons in the population. Population re-
sponse covariability is expected to widen
the spread of summed responses com-
pared with when they were decorrelated.
We showed previously that cortical neu-
rons exhibited positive correlations in
their trial-to-trial variability, and adapta-
tion increased these correlations (Adibi et al., 2013). These in-
creased correlations in variability widen the spread of the pooled
population responses and hence tend to increase pooled response
entropy (Fig. 4B). However, covariability between neurons in-
creases conditional response entropy by a greater amount (Fig.
4C), tending to reduce MI (Fig. 4A). Thus, the effect of adapta-
tion on covariability between neurons is to reduceMI, diminish-
ing the enhancement inherited from the responses of individual
neurons.
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state (middle), and the 12m adaptation state (bottom). The shuffling procedure was repeated 50 times, and the average MI
value is plotted asMItrial-shuffled. All conventions are the same as in Figure 3.B, as inA but plotting the entropy of pooled responses.
C, As in A but plotting the pooled-response entropy conditional on stimulus.
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