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Motivated by recent experimental efforts on three-dimensional semimetals, we investigate the
static and dynamic density response of the nodal line semimetal by computing the polarizability for
both undoped and doped cases. The nodal line semimetal in the absence of doping is characterized
by a ring-shape zero energy contour in momentum space, which may be considered as a collection of
Dirac points. In the doped case, the Fermi surface has a torus shape and two independent processes
of the momentum transfer contribute to the singular features of the polarizability even though
we only have a single Fermi surface. In the static limit, there exist two independent singularities
in the second derivative of the static polarizability. This results in the highly anisotropic Friedel
oscillations which show the angle-dependent algebraic power law and the beat phenomena in the
oscillatory electron density near a charged impurity. Furthermore, the dynamical polarizability has
two singular lines along ~ω = γp and ~ω = γp sin η, where η is the angle between the external
momentum p and the plane where the nodal ring lies. From the dynamical polarizability, we obtain
the plasmon modes in the doped case, which show anisotropic dispersions and angle-dependent
plasma frequencies. Qualitative differences between the low and high doping regimes are discussed
in light of future experiments.
I. INTRODUCTION
Recently, three-dimensional (3D) semimetals with un-
usual band topology have received great attention due to
their novel physical properties. The most widely stud-
ied example is the Weyl semimetal which hosts pairs of
massless Weyl fermions at the nodal points in the 3D
bulk Brillouin zone [1–11]. A pair of Weyl points with
opposite chirality act as monopole and anti-monopole of
the Berry curvature, which leads to the surface Fermi
arc that connects the projections of a pair of Weyl points
in the surface Brillouin zone [1–5]. Various novel phys-
ical properties are predicted to occur or have been ob-
served, including the negative magnetoresistance asso-
ciated with the chiral anomaly[12–15], the pressure in-
duced anomalous Hall effect[16], and the intriguing quan-
tum oscillations[17]. Another interesting example is the
quadratic band touching semimetal which also has a
nodal point as a Fermi surface, but with the parabolic
conduction and valence bands around the touching point
[18, 19]. Its peculiar band structure is reflected in the
aperiodic quantum oscillation[20]. When the long-range
Coulomb interaction is taken into account[21, 22], a
quantum critical non-Fermi-liquid phase is expected to
arise[21].
In contrast to the semimetals with the point nodes,
the nodal line semimetal in three-dimensions, which is
the subject of this paper, is characterized by a one-
dimensional ring-shaped line node at zero energy. The
nodal line spectra can be found in a variety of systems
and they are protected by various discrete symmetries
such as the time-reversal, mirror, inversion or nonsym-
morphic symmetries, depending on the materials[4, 23–
38]. When the particle-hole symmetry exists, a flat band
arises in some portions of the surface Brillouin zone,
which is a result of topological properties of the nodal
ring spectrum in the bulk. The nodal line can also be
regarded as an infinite collection of the 2D Dirac dis-
persions, each defined in the 2D planes in momentum
space, which intersect the ring in perpendicular direc-
tions. It was shown that 3D almost-flat Landau levels
appear when the magnetic field is applied along the par-
allel direction to the ring and this may manifest as a
3D quantum Hall effect[39, 40]. Furthermore, when the
Coulomb interaction is included, the system has a non-
trivial interacting fixed point[41]. Possible superconduc-
tivity in such systems is also investigated[42].
In this paper, we investigate the dynamical density re-
sponse of the nodal line semimetal for doped and un-
doped cases by computing the dynamical polarizability
in random phase approximation (RPA). In general, the
static and dynamical polarizability are highly anisotropic
and depend strongly on the direction of the momentum
transfer. When the nodal line semimetal is doped, the
Fermi surface has a torus shape in momentum space.
This allows two characteristic momentum-transfer pro-
cesses that lead to two direction-dependent singularities
in the polarizability. It is shown that these singularities
are responsible for the anisotropic Friedel oscillations of
the induced electron density near a charged impurity.
Furthermore, the plasmon dispersion and plasma fre-
quency become highly anisotropic and angle-dependent.
The rest of the paper is organized as follows. In Section
II, we introduce the minimal low energy Hamiltonian for
the nodal line semimetal. We also elucidate the relation
between the small momentum transfer processes in 3D
nodal line semimetal and those of 2D Dirac fermion sys-
tems. In Section III, we compute the bare polarizability.
2For the neutral case, we obtain fully analytic expressions.
Although the complete analytic description is not acces-
sible for the doped case, we derive relevant approximate
analytic formulae in various important limits. In Section
IV, the anisotropic plasmon modes with unusual density
dependence for the doped nodal line semimetal are stud-
ied based on the RPA polarizability. In Section V, the
Friedel oscillations of the nodal line semimetal induced
by a charged impurity are analyzed. The induced charge
density oscillations exhibit a number of characteristic be-
haviors such as the anisotropic algebraic power law and
beat phenomena in the oscillations, which are related to
the double singularity structure in the static polarizabil-
ity. We conclude in Section VI.
II. THE CONTINUUM MODEL FOR THE
NODAL LINE SEMIMETAL
The minimal low energy Hamiltonian for the nodal line
semimetal is given by
HR = γqρτx + γqzτy , (2.1)
where τx and τy are the Pauli matrices. The Hamiltonian
is described in the toroidal coordinate system, where qρ
and qz are the momentum components along the radial
and z direction as shown in Fig. 1. In the original carte-
sian coordinate, they read qρ =
√
k2x + k
2
y − k0 = kρ− k0
and qz = kz , where k0 is the radius of the nodal ring.
The energy spectrum of (2.1) is evaluated as
Es(k) = εs(φ,q) = sγ
√
q2ρ + q
2
z (2.2)
with the band index s = ±1. It has zero modes on the
Fermi circle described by k2z + k
2
y = k
2
0 and kz = 0. The
Hamiltonian of the nodal line semimetal can be regarded
as an infinite collection of the Dirac Hamiltonians defined
at every polar angle φ. This is emphasized by introducing
another notation εs(φ,q) in the above which represents
the energy dispersion of graphene at each polar angle φ.
For later use, we consider a momentum transfer pro-
cess, which leads to the change in dispersion Es(k) →
Es(k + p), where p will be called the external momen-
tum. Since the nodal ring is isotropic, we assume without
loss of generality that p = p cosηxˆ + p sin ηzˆ where η is
the angle of the external momentum p from the plane
in which the nodal ring lies (xy-plane in Fig. 1). If the
size of the nodal ring is much larger than the momentum
transfer (k ≈ k0 ≫ |p|), we have
Es(k+ p) ≈ εs(φ,q + p′) (2.3)
where
p′ = p cosφ cos ηρˆ+ p sin ηzˆ (2.4)
since k + p
∣∣
ρ
≈ kρ + p cosφ cos η and k + p
∣∣
z
= kz +
p sin η. In other words, one can calculate the energy at
the shifted momentum k+p from the energy of graphene
k0
ηp
φ
q
F
x
y
z
qρq
z
θ
FIG. 1. (Color online) The toroidal coordinate for the nodal
line semimetal. The nodal line is at kr = k0. The minor radius
qF is the Fermi momentum. p is the external momentum
which has an angle η with the xy plane and is assumed to
have no y component without loss of generality. Around each
nodal point, a local 2D cartesian coordinate is described by
qr and qz.
at the polar angle φ with the momentum transfer p′ in
the toroidal coordinate. The most advantageous thing in
this approximation is that p′, the external momentum in
the toroidal coordinate, is independent of q so that one
can utilize various results obtained for graphene.
The relevance of the Coulomb interaction in this sys-
tem can be examined as follows. For massless particles,
the Wigner-Seitz radius is defined as rs = 〈V 〉/EF which
measures the ratio between the Coulomb and kinetic en-
ergies. In the case of graphene, both 〈V 〉 and EF are
proportional to qF , the Fermi momentum. As a result,
rs can be smaller than 1 for both undoped and doped
cases if it is on the appropriate substrates.[43] For the
nodal line semimetal, on the other hand, one can show
that rs = a0(k0/qF )
1/3 where a0 = (g/3)
1/3e2/κ0γ (di-
mensionless) because ne = 1/(
4
3π〈r〉3) = (g/4π)k0q2F and
〈V 〉 = e2/κ0〈r〉. Here, g is the degeneracy or the number
of degenerate nodal lines, κ0 is the vacuum permeability,
and ne is the electron density. Then the condition rs ≪ 1
becomes
k0
qF
≪
(κ0γ
e2
)3 3
g
. (2.5)
This means that any perturbative analysis would not be
valid for the neutral case (qF = 0). For doped cases,
on the other hand, one can fulfill the above condition
relatively easily due to the cubic power on the righthand
side.
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FIG. 2. (Color online) Contour plots of the real and imaginary parts of the polarizability of the nodal line semimetal for various
values of η. The regions where the magnitudes starts to increase rapidly remain uncolored.
III. POLARIZABILITY
The polarizability of the nodal line semimetal is defined
by
ΠR(p, ω) =
g
8π3
∑
s,s′,k
Ss,s
′
k,k′
fs,k − fs′,k′
~ω + Es,k − Es′,k′ + iǫ(3.1)
where fs,k is the Fermi-Dirac distribution and S
s,s′
k,k′ is
a structure factor determined by the overlap between
wavefunctions at k in the s-th band and k′ = k + p in
the s′-th band.[44] Within the large ring approximation,
one can just apply the relationships (2.2) and (2.3) to
(3.1). Also, one can use the structure factor of graphene,
Ss,s
′
k,k′ = (1 + ss
′ cosφq,q+p′)/2, for this case since the
Hamiltonian (2.1) at each polar angle is exactly the same
as that of graphene. Then, the polarizability of the nodal
line semimetal is given by
ΠR(p, ω) =
gk0
2π
∫ 2pi
0
dφΠG(p
′, ω) (3.2)
where ΠG(p
′, ω) is the polarizability of graphene. Note
that p′ depends on the polar angle φ as shown in (2.4).
The polarizability of graphene is usually decomposed into
two parts as ΠG(p, ω) = Π
−
G(p, ω)+Π
+
G(p, ω), which are
given by
Π−G(p, ω) = −i
g
16
p2√
~2ω2 − γ2p2
(3.3)
and
Π+G(p, ω) = −
µ
γ2
g
2π
+
g
16π
p2√
~2ω2 − γ2p2
[
G(up,ω)
−Θ(up,−ω − 1) {G(up,−ω)− iπ}
−Θ(1− up,−ω)G(−up,−ω)
]
(3.4)
where up,ω = (~ω + 2µ)/γp and G(x) = x
√
x2 − 1 −
ln(x +
√
x2 − 1).[45–48] For the undoped case (µ = 0),
Π+G(p, ω) vanishes.
A. Undoped case
As in the case of graphene, we define the neutral
part of the polarizability of the nodal line semimetal as
Π−R(p, ω) = (gk0/2π)
∫ 2pi
0 dφΠ
−
G(p
′, ω). With the replace-
ment of p′ = p
√
cos2 η cos2 φ+ sin2 η, we obtain the real
and imaginary parts of the polarizability as follows:
ReΠ−R(p, ω) = − limµ→0
µk0
γ2
[
Λ
(r)
E (p¯, ω¯) + Λ
(r)
F (p¯, ω¯)
]
×Θ(p¯− ω¯) (3.5)
and
ImΠ−R(p, ω) = limµ→0
µk0
γ2
[
Λ
(i)
E (p¯, ω¯)− Λ(i)F (p¯, ω¯)
]
×Θ(ω¯ − p¯ sin η) (3.6)
4where
Λ
(r)
E (p¯, ω¯) =
g
8π
√
p¯2 − ω¯2E
(
φr,
p¯2 cos2 η
p¯2 − ω¯2
)
, (3.7)
Λ
(r)
F (p¯, ω¯) =
g
8π
ω¯2√
p¯2 − ω¯2F
(
φr ,
p¯2 cos2 η
p¯2 − ω¯2
)
, (3.8)
Λ
(i)
E (p¯, ω¯) =
g
8π
√
ω¯2 − p¯2 sin2 ηE
(
φi,
p¯2 cos2 η
ω¯2 − p¯2 sin2 η
)
,
(3.9)
and
Λ
(i)
F (p¯, ω¯) =
g
8π
ω¯2√
ω¯2 − p¯2 sin2 η
F
(
φi,
p¯2 cos2 η
ω¯2 − p¯2 sin2 η
)
.
(3.10)
Here, we define dimensionless parameters p¯ = p/qF =
γp/µ and ω¯ = ~ω/µ, where µ = γqF is the chemical
potential. Although qF = µ = 0 for the neutral case, we
introduced those notations to have a unified description
with the doped case. We just take the limit µ→ 0 for the
undoped case. Here, F (φ, x) and E(φ, x) are the elliptic
integrals of the first and second kind. The amplitudes of
the elliptic integrals are given by
φr = cos
−1
(√
ω¯2 − p¯2 sin2 η
p¯ cos η
Θ(ω¯ − p¯ sin η)
)
(3.11)
and
φi =
π
2
− cos−1
(√
ω¯2 − p¯2 sin2 η
p¯ cos η
)
Θ(p¯− ω¯) .(3.12)
Although the amplitudes in the above are not well-
defined when ω¯ > p¯ for φr and ω¯ < p¯ sin η for φi, those
intervals are already forbidden by the step functions in
(3.5) and (3.6).
Both the real and imaginary parts of the polarizabil-
ity of the nodal line semimetal are non-vanishing when
γp sin η < ~ω < γp. Otherwise, it is real or purely imag-
inary as in the case of graphene. If η = π/2 where
the momentum transfer is in the direction perpendicu-
lar to the plane of the nodal ring, the behavior of the
polarizability of the nodal ring semimetal is exactly the
same as that of graphene since p′ has no φ-dependence
in this case. One can check that, when η = π/2,
ΠR(p, ω) = gk0ΠG(p, ω) because E(0, 0) = F (0, 0) =
π/2 and E(π/2, 0) = F (π/2, 0) = π/2.
We examine the low-frequency properties of the the
polarizability. For finite η, ImΠ−R(p, ω) is just vanishing
as seen from the step function in (3.6) and has no fre-
quency dependence. On the other hand, when the mo-
mentum transfer is along the radial direction (η = 0),
the imaginary part of the polarizability becomes finite
around ω¯ = 0 and is found as
ImΠ−R(p, ω) ≈ −
µk0
γ2
3g
32π
ω¯2
p¯
(3.13)
p¯ < 2 2 ≤ p¯ < 2
sin η
2
sin η
< p¯
η = 0 ω¯ ln ω¯ ω¯ ln ω¯ -
0 < η < pi
2
ω¯ ω¯ 0
η = pi
2
ω¯ ω¯
3
2 0
TABLE I. Low-frequency behaviors of the imaginary part of
the polarizability in the doped case, for various values of η.
for arbitrary momentum p¯. On the other hand, the real
part of the polarizability has a logarithmic behavior in
the low-frequency regime as
ReΠ−R(p, ω) ≈ −
µk0
γ2
g
8π
(
p¯− 1
2
ω¯2
p¯
ln
e
4
ω¯
p¯
)
(3.14)
when η = 0.
B. Doped case
For the doped cases, we should include both Π−G(p, ω)
and Π+G(p, ω) in (3.2) for the evaluation of the polariz-
ability of the nodal line semimetal. Both real and imag-
inary parts of the polarizability are plotted in Fig. 2
for various values of η. As in the case of graphene, the
polarizability of the nodal line semimetal also has a sin-
gular path along ω¯ = p¯ for both real and imaginary parts.
When ω¯ ≈ p¯ and p¯ < 1, the polarizability can be written
as follows:
ReΠ˜R(p, ω) ≈ − g
2π2
ω¯
p¯ cos η
ln
1
16
|p¯2 − ω¯2|
p¯2 cos2 η
− g
2π
(3.15)
and
ImΠ˜R(p, ω) ≈ −
[
g
2π
ω¯
p¯ cos η
+
g
8π
ω¯(p¯2 − ω¯2)
p¯3 cos3 η
]
×Θ(p¯− ω¯) (3.16)
where we define the dimensionless quantity,
Π˜R(p, ω) =
γ2
µk0
ΠR(p, ω). (3.17)
The real part of the polarizability has a logarithmic di-
vergence along ω¯ = p¯ while the imaginary part is finite-
valued albeit being discontinuous across the line ω¯ = p¯
when p¯ < 1. However, the imaginary part of the polar-
izability also starts to diverge at ω¯ = p¯ when p¯ is larger
than unity. Note that this approximation is valid only
when η < π/2. If η = π/2, the situation becomes exactly
the same as the case of graphene and both the real and
imaginary parts of the polarizability for p¯ < 1 diverge
along ω¯ = p¯.
Another interesting feature of the polarizability of the
nodal line semimetal is that we have an additional sin-
gular path along ω¯ = p¯ sin η as shown in Fig. 2. We
obtain an approximate expression for the polarizability
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FIG. 3. (Color online) Contour plots of the real and imaginary parts of the renormalized polarizability of the nodal line
semimetal for various values of η. The regions where the magnitude starts to increase rapidly remain uncolored.
when ω¯ ≈ p¯ sin η and p¯ < 1 as
ReΠ˜R(p, ω) ≈ − g
2π
ω¯√
p¯2 − ω¯2
(
1− ω¯
2 − p¯2 sin2 η
4p¯2 cos2 η
)
×Θ(ω¯ − p¯ sin η)− g
2π
(3.18)
and
ImΠ˜R(p, ω) ≈ g
π2
ω¯√
p¯2 − ω¯2
ln
1
16
|ω¯2 − p¯2 sin2 η|
p¯2 cos2 η
.
(3.19)
For this, we have used the identity F (φ,m) = K(m) −
sn−1(z,m) whereK(m) is the complete elliptic integral of
first kind and z = cosφ/
√
1−m sin2 φ. The imaginary
part of the inverse Jacobi elliptic function is approxi-
mated to Im[sn−1(x−1/2, 1+x)] ≈ −(π/2)(1−x/4) when
x≪ 1. At ω¯ = p¯ sin η, the real part of the polarizability
shows a discontinuity while the imaginary part diverges
logarithmically. As η increases to π/2, the polarizability
of the nodal line semimetal becomes graphene-like, which
is obvious from the definition of p′ in (2.4).
Now we discuss the low-frequency behaviors for arbi-
trary p in the imaginary part of the polarizability. First,
when the external momentum p is in the radial direc-
tion (η = 0), the imaginary part of the polarizability is
approximated as
ImΠ˜R(p, ω) ≈ g
2π2
(αp¯ω¯ + βp¯ω¯ ln ω¯) . (3.20)
The coefficient αp¯ for various ranges of p¯ is given by
αp¯<2 =
4− p2
p(4 + p2)
[
c0 − p tan−1 p
2
+ ln
4− p2
32p2
]
, (3.21)
αp¯>2 =
F (φb, 1)− ln 4p
(p/2)
−
∫ φb
φa
(4− p2 cos2 φ) 12
p cosφ
dφ,
(3.22)
and αp¯=2 = ln 4. Here, c0 = γEM + ψ
(0)(1/2) =
−1.38629, φa = cos−1(2/p) and φb = π/2− δ with δ → 0
where γEM is the Euler-Mascheroni constant and ψ
(0)(x)
is the digamma function. Also, the coefficient βp¯ in front
of the logarithmic term is evaluated as
βp¯<2 =
2(4− p2)
p(4 + p2)
, (3.23)
βp¯>2 =
2
p
, (3.24)
and βp¯=2 = 1. As a result, we have logarithmic depen-
dence (∼ ω¯ ln ω¯) in the imaginary part of the polarizabil-
ity in the low-frequency limit.
On the other hand, if the external momentum has a
finite angle (0 < η < π/2) with respect to the plane in
which the nodal ring lies, the behaviors of the polarizabil-
ity in the low-frequency limit completely change. In this
case, the imaginary part of the polarizability becomes
ImΠ˜R(p, ω) ≈ − g
2π2
κηp¯ω¯ (3.25)
6where
κηp¯ =
∫ pi
2
φc
(
4
p¯2(cos2 η cos2 φ+ sin2 η)
− 1
) 1
2
dφ,(3.26)
for p¯ < 2/ sin η and κηp¯ = 0 for p¯ ≥ 2/ sinη. Here, φc =
cos−1((4− p¯2 sin2 η)/p¯2 cos2 η)1/2. As a result, when 0 <
η < π/2), the imaginary part of the polarizability has a
simple linear dependence on the frequency if p¯ < 2/ sinη
and it is completely vanishing otherwise.
Finally, when η = π/2, the low-frequency character is
exactly the same as that of graphene. The imaginary part
of the polarizability follows the power low such that it is
∼ ω¯ for p¯ < 2, ∼ ω¯3/2 for p¯ = 2 and vanishes otherwise.
Those low-frequency behaviors of the imaginary part of
the polarizability are summarized in the TABLE. I.
IV. PLASMONS
Let us consider the RPA polarizability of the nodal line
semimetal:
ΠRPAR (p, ω) =
ΠR(p, ω)
1− vpΠR(p, ω) (4.1)
where vp = 4πe
2/κ0p
2 is the Coulomb potential in the
momentum space. Both the real and imaginary parts
of ΠRPAR (p, ω) are drawn in Fig. 3 for various external
angles η.
The RPA polarizability ΠRPAR (p, ω) shows the sin-
gularity when the dynamical dielectric function, 1 −
vpΠR(p, ω) vanishes and this corresponds to the plas-
mon modes. To analyze this, we obtain an approximate
formula of the polarizability which is valid when p¯ → 0
and p¯ < ω¯ < 2 as follows:
ReΠ˜R(p, ω) ≈ gp¯
2
8π
[
(1 + sin2 η)
4− ω¯2
4ω¯2
(4.2)
+
p¯2
32
(3 + 2 sin2 η + 3 sin4 η)
6− ω¯2
ω¯4
]
and ImΠ˜R(p, ω) = 0. Then, we obtain the plasmon mode
dispersion in the long wavelength limit, described by
ω¯pl(p, η) ≈ ω¯0(η) + a(η)p¯2 (4.3)
where
ω¯0(η) =
(
4D0(1 + sin
2 η)
4 +D0(1 + sin
2 η)
) 1
2
, (4.4)
a(η) =
B(η)
2(1 + sin2 η)
6− ω¯0(η)2
ω¯0(η)
(4.5)
with B(η) = (3 + 2 sin2 η + 3 sin4 η)/32 and D0 =
ge2k0/2κ0µ. The plasmon dispersion of the nodal line
semimetal shares similar character with that of the con-
ventional 3D electron gas in the sense that the plasma
D0=3
D0=5
D0=10
D0=30
D0=1
η
ω
0
FIG. 4. (Color online) The plasmon frequency (ω¯0) of the
nodal line semimetal as a function of η for various values of
D0.
frequency is constant at p¯ = 0. The dimensionful expres-
sion for the plasmon frequency is given by
ω0(η) =
µ
~
ω¯0(η) =
√
4π
gk0~2
n
1
2
e ω¯0(η). (4.6)
At first glance, ω0(η) appears to have the 3DEG-like n
1/2
e
dependence. But, it has a rather complicated dependence
on the density ne and η since ω¯0 also depends on the
density as shown in (4.4). In Fig. 4, we plot ω0(η) as a
function of η for various values of D0, which reflects the
anisotropic energy spectra. When D0 ≫ 1, namely when
the doping is very low (qF /k0 ≪ e2/κ0γ), the plasmon
frequency becomes
ω0(η) ≈ 2µ
~
∝ n
1
2
e (4.7)
which is isotropic and 3DEG-like although the quantum
effect is reflected by ~. Since the condition for the va-
lidity of the perturbative expansion, (2.5), which can be
rewritten roughly as qF /k0 ≫ (e2/κ0γ)3, one can sat-
isfy those two conditions simultaneously when κ0 ≫ 1
which is what we usually expect from metallic systems.
On the other hand, in the opposite limit, D0 ≪ 1 or
qF /k0 ≫ e2/κ0γ, the plasmon frequency obeys
ω0(η) ≈ µ
~
√
D0(1 + sin
2 η) ∝ n
1
4
e (4.8)
which is anisotropic and has the completely different
power law in the electron’s density. Those are the plas-
monic hallmarks of the nodal line semimetal in different
regimes of the doping level.
The plasmon survives only when ImΠ˜R(p, ω) = 0 since
the decay rate of the plasmon vanishes then. From (3.4),
one can show that ImΠ˜R(p, ω) = 0 for p¯ < ω¯ < 2 − p¯
which is the same as that of graphene. Since 0 < ω¯0(η) <
2 for arbitrary positive value of D0, the plasmon does not
decay in the long wavelength limit for doped cases.
7V. FRIEDEL OSCILLATIONS
We start from the static polarizability, which is evalu-
ated as
Π˜R(p, 0) = − g
2π
+
g
4π2
∫ φs
0
p¯′G<
(
2p¯′−1
)
dφ (5.1)
where
G<(x) = x(1− x2)1/2 − cos−1 x, (5.2)
p¯′ = p¯(cos2 η cos2 φ+ sin2 η)1/2 (5.3)
and
φs = cos
−1
(√
4− p¯2 sin2 η
p¯ cos η
Θ
(
2
sin η
− p¯
))
Θ(p¯− 2).
(5.4)
The static polarizability is always real valued since φs =
0 for p¯ < 2 and 2p¯′−1 < 1 for 0 < φ < φs. While
Π˜R(p, 0) = −g/2π for p¯ < 2, we only have approximate
analytic formulae for p¯ > 2, which are given by
Π˜R(p, 0) ≈


− g
2π
− g
6π2
(p¯− 2)2
cos η
(0 < η <
π
2
)
− g
2π
− g
6π
(p¯− 2) 32 (η = π
2
)
(5.5)
for p¯→ 2+ and
Π˜R(p, 0) ≈ − g
8π
E
(
cos2 η
)
p¯ (5.6)
for p¯ ≫ 1, where E(x) is the complete elliptic integral.
When η = π/2, the polarizability is graphene-like in that
its second derivative is diverging at p¯ = 2 due to the
rational power law near this point. On the other hand,
when 0 < η < π/2, this singularity is weakened so that
the second derivative of the static polarizability is still
singular but not diverging at p¯ = 2, and just a step-like
function. The approximate formulae around p¯ = 2 will
be exploited in obtaining the analytic expression for the
Friedel oscillations in the following.
While the above-mentioned singular point (p = 2qF ) is
easily expected from usual fermionic systems, the nodal
ring semimetal has another singular point at p¯ = 2/ sinη
(p¯z = 2) as indicated by the step function Θ(2/ sinη− p¯)
in (5.4). This extra singularity can be roughly under-
stood from the perspective of graphene since the com-
ponent p¯z = 2 of the external momentum is the point
where the 2D Dirac system at each φ in Fig. 1 has a sin-
gular static polarizability. However, if p¯ρ = p¯ cos η 6= 0,
the character of the singularity is completely different
from that of graphene as shown in the following. For
this, we will use the cylindrical coordinate (p¯ρ = p¯ cos η
and p¯z = p¯ sin η). We calculate the second derivative
of the static polarizability because the discontinuous be-
havior appears from this level. The second derivative of
Π˜R(p, 0) near p¯z = 2 is given by
d2Π˜R(p, 0)
dp2z
≈ g
4π2pρ
ln
|p¯z − 2|
4
− χ0(p) (5.7)
p
z
pρ
FIG. 5. (Color online) A schematic diagram representing the
structure of singularities in the second derivative of the static
polarizability. The quantity diverges along the solid line and
shows a finite discontinuity (step-like) along the dashed line.
In the colored region below the dashed curve, the polarizabil-
ity is just a constant so that its second derivative is vanishing.
where the continuous function χ0 is defined as
χ0(p) =
g
4π2
[
− 3
2p¯ρ
+
2
3
p¯3ρ
(p¯2ρ + 4)
2
(5.8)
+
∫ pi
2
0
p¯2ρ cos
2 φ
(p¯2ρ cos
2 φ+ 4)
3
2
cos−1
2
p¯2ρ cos
2 φ+ 4
dφ
]
.
The divergence of the second derivative of Π˜R(p, 0) at
p¯z = 2 is completely attributed to the first term of (5.7).
This logarithmic part is dominant when p¯z ≈ 2 and it is
the dominant contribution to the Friedel oscillation. On
the other hand, the divergence is too slow and χ0 is still
necessary for the correct description of d2Π˜R(p, 0)/dp
2
z.
This is quite similar to the usual 3D electron gas in
that the polarizability begins to diverge from its second
derivative. However, the divergence is logarithmic in the
nodal line semimetal while it is rational (∼ 1/(p− 2qF ))
in the 3D electron gas. Those results are summarized in
Fig. 5.
When a point charge impurity next(r) = Zeδ(r) is
placed, one can evaluate the screening charge density
δn(r) from
δn(r) =
Ze
(2π)3
∫
d3p
(
1
ǫ(p)
− 1
)
eip·r (5.9)
where r = ρρˆ+ zzˆ, and ǫ(p) is the static dielectric func-
tion defined by ǫ(p) = 1 − vpΠ˜R(p, 0). When there
is a singularity at the m-th derivative of Π˜R(p, 0), the
induced charge density shows an oscillation in the real
space, which is called the Friedel oscillation. Since we
have two kinds of singularities at p¯ =
√
p¯2ρ + p¯
2
z = 2 and
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FIG. 6. (Color online) The Friedel oscillations of the induced
charge density along (a) ρ, (b) z and (c) β = 1 directions
where tan β = z/ρ. The black solid curves are the numerical
results while the red dotted ones are obtained from the ap-
proximate formulae (5.10), (5.11) and (5.12) which are valid
at large distances. In each inset, the results are rescaled by
ρ4, r4 and z3. Here we assume that α = 1.
p¯z = 2, the charge density oscillation δn(r) consists of
two parts, δnI(r) and δnII(r) for each singularity.
First, when qF ρ ≫ 1, the Thomas-Fermi screening is
exponentially suppressed and we obtain the approximate
formulae for δnI(r) and δnII(r) as follows.
δnI(r) ≈ Ze
(2π)3
2gα sec β
3πǫ20qF
1
r4
cos 2qF r (5.10)
from the non-diverging singularity at p¯ = 2 and
δnII(r) ≈ Ze
(2π)3
gα sin4 β
4ǫ2βqF cosβ
1
r4
sin
2qF r
sinβ
(5.11)
from the diverging singularity at p¯ = 2/ sinη. Here,
α = 4πe2k0/κ0µ, tanβ = z/ρ, ǫ0 = 1 + gα/8π and
ǫβ is the static dielectric constant at p¯ = 2/ sinβ and
η = π/2 − β. Note that ǫ0 ≈ ǫβ ≈ 1 when α ≪ 8π/g.
Both the charge density oscillations decay as r−4. How-
ever, they have different periodicities corresponding to
the singularities at p = 2qF and p = 2qF / sinβ for a
given direction from the charge impurity. We confirm
these analytic results by comparing them with the numer-
ical results at large distances as exhibited in Fig. 6. Ap-
proaching the ρ axis, δnI(r) dominates because the sin
4 β
factor of δnII(r) diminishes rapidly. The induced charge
oscillation is shown in Fig. 6(a). On the other hand, the
Friedel oscillation along the direction with β = 1 shows
beat phenomenon due to the two different periodicities
π/qF and π sinβ/qF as presented in Fig. 6(b). As men-
tioned at the beginning of this paragraph, those approx-
imate formulae are valid for qF ρ≫ 1 and not applicable
to the density oscillations along z axis.
Second, let us consider the Friedel oscillations along
the z axis (β = π/2). In this case, the singularity at
p¯z = 2 yields the charge oscillation decaying as z
−3 while
the other one at p¯ = 2 gives z−4 law. Then, we can
neglect the contribution from the singularity at p¯ = 2 far
from the charge impurity and the induced charge density
is given by
δnII(r) ≈ Ze
(2π)3
πgα
4
cos 2qF z
z3
(5.12)
where we assume that α ≪ 8π/g. This analytic formula
gives excellent agreement with the numerical calculations
when qF z ≫ 1 as shown in Fig. 6 (c).
Consequently, the Friedel oscillation in the nodal line
semimetal reflects the toroidal and anisotropic nature of
its underlying band structure very well. First, the in-
duced charge density decays as r−3 along the z direction
from the charge impurity while it obeys r−4 law oth-
erwise. This reflects the difference in the strength of
the singularities of the static polarizability at p¯z = 2
and p¯ = 2 as described by (5.5) and (5.7) or Fig. 5.
Along the z direction, the behavior should be graphene-
like and the z−3 law in the charge density oscillation
reflects it. Furthermore, we have the beat phenomena
in the Friedel oscillations composed of two periodicities
π/qF and π sinβ/qF along the direction tanβ = z/ρ from
the impurity in spite of the single Fermi surface structure
of the nodal line semimetal. Since the periodicity from
the singularity at p¯z = 2 is a function of β, we have a
variety of beat phenomena depending on the direction
from the impurity.
9VI. CONCLUSIONS
In this study, we investigated the properties of the
dynamical and static polarizability of the nodal line
semimetal within the RPA. We obtained, in the large
ring limit (k0 ≫ qF ), an analytic formula of the polar-
izability for the neutral case with the help of the results
of the graphene. For doped cases, we derived many ap-
proximate expressions in several important regions in the
frequency-momentum space. While the singular behav-
iors in the polarizability reflect the shape of the Fermi
surface of the material, we found out that there are two
singular lines of the polarizability, along ~ω = γp and
~ω = γp sin η. This double singularity behavior is the
reflection of the toroidal Fermi surface and can be un-
derstood by considering the polarizability of 2D Dirac
fermions at each polar angle. First, for a given momen-
tum transfer p = pρρˆ+ pz zˆ, the polarizability of the 2D
Dirac systems around ±pρρˆ contribute to the total po-
larizability with the same external momentum p. On the
other hand, due to the toroidal geometry, all the Dirac
systems on the ring can be transferred along z direction
with an amount pz simultaneously. This is why we have
an extra singularity at ~ω = γp sin η in the polarizability.
We also considered the low-frequency behaviors of the
imaginary part of the polarizability, which is directly re-
lated to the decay rate of the plasmon modes. Starting
from the graphene-like features at η = π/2, the low-
frequency characteristics change drastically as η is de-
creased and, finally, it shows the logarithmic dependence
on the frequency at η = 0. Using those results on the
polarizability, we analyzed the unique properties of the
plasmon modes and the Friedel oscillations of the doped
nodal line semimetal. The plasmon frequency is finite in
the p = 0 limit, just like the 3D electron gas. In the
low doping limit (qF /k0 ≪ e2/κ0γ), the plasmon fre-
quency is proportional to n
1/2
e just like the 3DEG case.
However, as the doping level is increased, the plasmon
frequency depends on the η such that it has its minimum
and maximum values at η = 0 and η = π/2 each due to
the anisotropy of the underlying energy spectra. In this
case, the density dependence of the plasmon frequency is
∼ n1/4e .
Finally, we studied the Friedel oscillation by evaluating
the charge density induced by a point charge impurity.
As in the dynamical case, the static polarizability also
has two singular paths in its second derivative due to the
toroidal geometry. They provide two completely different
charge density oscillations in the real space. The ampli-
tude of the induced charge density oscillation (δnI) from
the singularity at p = 2qF decreases as r
−4 for any direc-
tion. On the other hand, the density oscillation (δnII)
from the singularity at pz = 2qF decays as r
−3 along z
axis while it decays as r−4 for qF ρ ≫ 1. The difference
in the algebraic power-law originates from the difference
in the strength of the singularities between those two
cases. The second derivative of the static polarizability
at pz = 2qF is diverging while it is just discontinuous at
p = 2qF . Furthermore, their periods of the oscillation
are different from each other and there exist the beat
phenomena when 0 < η < π/2.
ACKNOWLEDGMENTS
We thank Y. Huh for useful discussions. This work is
supported by the NSERC of Canada (YBK). YBK would
like to thank the Kavli Institute for Theoretical Physics
where part of this work was done. The work at KITP
was supported in part by NSF Grant No. NSF PHY11-
25915.
Appendix A: Induced charge density
When ρ¯ = qF ρ ≫ 1, we perform the integration (5.9)
in the spherical coordinate system. Without loss of gen-
erality, we assume that the azimuthal angle of r¯ is zero
because the nodal ring is isotropic. Then, the induced
charge density becomes
δn˜(r) =
∫
d3p¯
(
1
ǫ(p¯)
− 1
)
eip¯·r¯ (A1)
= 2π
∫
dp¯d(cos θ) p¯2
1− ǫ(p¯)
ǫ(p¯)
J0(p¯ρ¯ sin θ)
× cos(p¯z¯ cos θ) (A2)
where δn(r) = (Zeq3F /(2π)
3)δn˜(r) and J0(x) is the Bessel
function of the first kind. θ is the polar angle of p¯ as
shown in Fig. 1. We use the fact that ǫ(p¯, θ) = ǫ(p¯, π−θ)
in obtaining (A2). If ρ¯≫ 1, we have
δn˜(r) ≈
√
8π
ρ¯
∫
dp¯dθ p¯
3
2 sin
1
2 θ
1− ǫ(p¯)
ǫ(p¯)
× cos
(
p¯ρ¯ sin θ − π
4
)
cos(p¯z¯ cos θ) (A3)
=
√
8π
ρ¯
∫
dp¯dθ p¯
3
2 sin
1
2 θ
1− ǫ(p¯)
ǫ(p¯)
× cos
(
p¯r¯ sin(θ + β)− π
4
)
(A4)
where r¯ =
√
ρ¯2 + z¯2 and tanβ = z¯/ρ¯. Here, the interval
of the integration is [0,∞) for ρ¯ and [0, π] for θ. For the
integration over θ, we note that only the values around
θ = π/2 − β are relevant when the cosine term is highly
oscillating (r¯ →∞) and the other terms are smooth func-
tions. Then, the integral is evaluated approximately as
δn˜(r) ≈
√
8π
ρ¯
∫
dp¯ p¯
3
2
√
cosβ
1− ǫ(p¯, π/2− β)
ǫ(p¯, π/2− β)
×
∫
dθ cos
(
p¯r¯ sin(θ + β)− π
4
)
(A5)
≈ 4π
r¯
∫
dp¯ p¯
1− ǫ(p¯, π/2− β)
ǫ(p¯, π/2− β) sin(p¯r¯) (A6)
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where we use the formula sin(θ+β) ≈ 1−(θ+β−π/2)2/2
near θ = π/2 − β. The approximate formula (A6) is
very accurate for β ≪ π/2 but not bad even close to
β = π/2. To obtain the oscillatory part of the induced
charge density, we perform the integration by part three
times and only take the singular parts.
δn˜(r) ≈ 4π
r¯4
∫
dp¯
p¯ cos(p¯r¯)
ǫ(p¯, π/2− β)
d3ǫ(p¯, π/2− β)
dp¯3
(A7)
=
4π
r¯4
[∫
dp¯
gα/3π2
ǫ(p¯, π/2− β)
δ(p¯− 2)
p¯ cosβ
cos(p¯r¯)
−
∫
dp¯
gα/4π2
ǫ(p¯, π/2− β)
sin2 β
p¯2 cosβ
cos(p¯r¯)
p¯− 2 cscβ
]
(A8)
where we exploit two approximate formulae for the po-
larizability and its second derivative (5.5) and (5.7) at
p¯ = 2 and p¯ = 2 cscβ for a given direction β in the mo-
mentum space plotted in Fig. 5. Finally, the integration
over p¯ gives us
δn˜(r) ≈ 2gα
3πǫ20
cos(2r¯)
r¯4 cosβ
+
gα
4ǫ2β
sin4 β
cosβ
sin(2r¯ cscβ)
r¯4
(A9)
where ǫ0 = 1 + gα/8π and ǫβ = ǫ(2 cscβ, π/2− β).
Since (A9) cannot be applied to the induced density
oscillation along z axis (ρ¯ = 0), we consider this case
separately. In this case, we neglect the density oscillation
from the singularity at p¯ = 2 because it decays more
faster than the density oscillation from the singularity at
p¯z = 2. Then, the induced charge density is evaluated,
in the cylindrical coordinate system, as
δn˜(r) =
∫
d3p¯
(
1
ǫ(p¯)
− 1
)
eip¯·r¯ (A10)
= 4π
∫
dp¯rdp¯z p¯r
1− ǫ(p¯)
ǫ(p¯)
cos(p¯z z¯) (A11)
where ρ¯ = 0 is reflected and the integration range for
both p¯r and p¯z is [0,∞). To extract the oscillatory part,
we conduct the integration by part three times which
leads to
δn˜(r) ≈ −4π
z¯3
∫
dp¯rdp¯z
p¯r
ǫ(p¯)
d3ǫ(p¯)
dp¯3z
sin(p¯z z¯) (A12)
≈ gα
πz¯3
∫
dp¯r
1
ǫ(p¯r, 2)
1
4 + p¯2r
∫
dp¯z
sin(p¯z z¯)
p¯z − 2
≈ gα
z¯3
cos(2z¯)
∫
dp¯r
1
ǫ(p¯r, 2)
1
4 + p¯2r
(A13)
≈ πgα
4z¯3
cos(2z¯) (A14)
where the conditions z¯ ≫ 1 and α≪ 8π/g are applied.
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