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Resumo
Distribuição de materiais é um tema comum na área de logística. A distribuição de Materi-
ais de Emprego Militar (MEM) no Exército Brasileiro envolve a catalogação de materiais,
a definição de regras que associam MEMs a unidades organizacionais, e a execução das
regras para derivar os materiais previstos para cada unidade militar, listados no Quadro
de Material Previsto (QDM). Atualmente, o QDM é gerado quase que totalmente de
forma manual através do preenchimento de planilhas eletrônicas para cada Organização
Militar (OM). O objetivo deste trabalho é apresentar a solução desenvolvida para geração
automática de QDMs a partir da definição de regras de distribuição e posterior execução
em um motor de regras. A simplicidade na definição das regras de distribuição de materi-
ais, transformando definições de alto nível em definições baseadas em regras de motor de
inferência, facilita a manutenção e extrai tais definições do código-fonte de uma aplicação.
Isso motivou o uso de programação generativa, em termos de meta-programação, e um
motor de inferência específico para a linguagem Java. Embora seja específica para a 4a
Subchefia do Estado-Maior do Exército (EME), a solução tende a ser genérica o suficiente
para ser adotada, após algumas adaptações, por outras áreas do exército ou até mesmo
organizações externas que lidam com regras de distribuição de materiais semelhantes.
Palavras-chave: Regras de Negócio, Motor de Regras, Programação Generativa, Lin-
guagens Específicas de Domínio, Logística Militar.
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Abstract
Material distribution is a common theme in the logistics area. The distribution of Military
Employment Materials (MEM) in the Brazilian Army involves the cataloging of materials,
the definition of rules that associate MEMs with organizational units, and the execution
of rules to derive the materials for each military unit listed in the Foreseen Material Table
(QDM). Currently, QDM is generated almost entirely manually by filling spreadsheets for
each Military Organization (OM). The objective of this work is to present the solution
developed for automatic generation of QDMs from the definition of distribution rules and
later execution in a rules engine. Simplicity in defining material distribution rules, trans-
forming high-level definitions into definitions based on inference engine rules, facilitates
maintenance and extracts such definitions from the source code of an application. This
motivated the use of generative programming, in terms of meta-programming, and an in-
ference engine specific to the Java language. Although it is specific to the 4th Army Staff
Sub-Committee (EME), the solution tends to be generic enough to be adopted after some
adaptations by other areas of the army or even outside organizations dealing with similar
materials.
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Cada vez mais as organizações necessitam de agilidade e velocidade no desenvolvimento de
soluções corporativas. Uma alteração ou inclusão de uma regra de negócio em um sistema
em produção são geralmente custosas, consomem tempo e envolvem várias pessoas como,
por exemplo: analista de negócio, analista de interface, desenvolvedor e testador.
Uma possível abordagem utilizada hoje em dia são os motores de regras, que permitem
agilizar o desenvolvimento da solução, diminuindo o risco de manutenção nas regras de
negócio e deixando o gestor de negócios à vontade para alterar as regras de acordo com a
necessidade da organização sem depender de um analista de sistemas.
Regra de negócio é toda norma ou tudo aquilo que a lei ou o uso comum determina a
respeito de qualquer transação que envolve uma determinada organização. Portanto, regra
de negócio é uma diretriz destinada a regulamentar o comportamento do negócio [1]. De
acordo com Morgan [2], regras de negócio expressam declarações que são elementos-chave
na definição das intenções e necessidades do negócio, ou reflexões de como a organização
trabalha ou como pretende trabalhar no futuro.
Em muitas organizações, a maioria das regras escritas está desatualizada e muitas vezes
em conflito umas com as outras. Regras são geralmente criadas por meio de comunicados
que as pessoas podem ou não cumprir, ou adicionadas à pilha crescente de papel na parte
da frente ou de trás do manual de políticas. As operações de negócio não têm dado a
devida atenção para esse problema e as regras de hoje muitas vezes não proveem suporte
às políticas existentes e podem não estar de acordo até mesmo com a legislação.
Segundo Brasil [3], motores de regras são definidos como ferramentas que proveem
suporte à identificação, definição, racionalização e qualidade de regras de negócio e regras
técnicas. Motores de regras também proveem um repositório que permite que as regras
sejam comparadas entre si para definição ou contextualização de problemas, verificação
de redundâncias e da qualidade do que foi definido.
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Uma das fases da Logística de Materiais de Emprego Militar das Forças Armadas
contempla o planejamento da distribuição de materiais para as unidades militares, a qual
pode ser realizada utilizando um motor de regras, como proposto neste trabalho. Tal fase
é conhecida como Fase de Dotação de Materiais, e envolve a catalogação de materiais
(muitas vezes independente de fornecedor), a definição de regras que associam materiais
de emprego militar a unidades organizacionais (por exemplo, diretorias, departamentos,
batalhões e cargos militares) e a execução das regras para derivar os materiais inicialmente
previstos para cada unidade militar e os materiais que devem ser realmente distribuídos
para as organizações militares (que podem sofrer variações dadas as inclusões e supressões
de cargos de uma determinada unidade). Esta é a atribuição do Sistema de Dotação de
Material.
O Sistema de Dotação de Material (SISDOT) é um sistema gerenciado pela 4a Sub-
chefia do Estado-Maior do Exército Brasileiro e que tem por finalidade determinar todas
as dotações de material das Organizações Militares (OM) do Exército Brasileiro, através
da elaboração dos Quadros de Dotação de Material (QDM) e dos Quadros de Dotação
de Material Previsto (QDMP) das OM [4],[5]. Tendo por objetivo responder ao seguinte
questionamento: Qual é a quantidade prevista ou necessária de cada Material
de Emprego Militar?.
No processo de elaboração dos QDM e QDMP para uma determinada organização
militar são levados em consideração tanto seu Quadro de Cargos (QC) quanto seu Quadro
de Cargos Previstos (QCP), os quais indicam os militares efetivos necessários com as
respectivas qualificações/habilitações exigidas para o exercício de sua atividade fim.
Várias regras de negócio, conhecidas internamente como "chamadores", são definidas
para identificar quais Materiais de Emprego Militar (MEM) devem ser providos a cada
OM. Através do cruzamento destas regras negociais com o QC de um tipo de OM é gerado
o QDM. Já o QDMP de uma determinada OM é gerado através do cruzamento do QDM
e do QCP desta OM.
Um tipo de OM pode ser visto, ao fazer um paralelo com a orientação a objetos, como
uma classe e uma OM física é um objeto, uma instância de determinado tipo de OM. Por
exemplo: Batalhão de Infantaria (BI) é um tipo de OM que define a estrutura que todos
os batalhões de infantaria devem possuir. Essa estrutura é definida no QC específico do
BI, indicando os departamentos, conhecidos internamente como frações, e seus cargos em
forma de uma árvore [6], [7]. Com isso, as frações podem possuir frações e/ou cargos como
filhos e as folhas da árvore são sempre cargos. Cada cargo possui uma série de condições
que devem ser atendidas para que um militar possa exercer o cargo. Essas condições
podem incluir: a graduação (patente), arma, habilitações ou observações. A Figura 1.1
apresenta o início do QC de um Batalhão de Infantaria (BI).
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Figura 1.1: Quadro de Cargos
Fonte: Exército Brasileiro
Uma OM física é uma instância de um tipo de OM, herdando sua estrutura organiza-
cional. Porém, podem haver algumas inclusões ou supressões de cargos de acordo com a
realidade da OM física em questão. Essa estrutura específica é determinada no Quadro
de Cargos Previstos (QCP) dessa OM. A Figura 1.2 apresenta o início do QCP de uma
instância de Batalhão de Infantaria (BI), o 55o Batalhão de Infantaria.
Figura 1.2: Quadro de Cargos Previstos
Fonte: Exército Brasileiro
Cada QC, e consequentemente os QCPs derivados, é classificado em: operacionalidade,
natureza, subnatureza, grupo e valor. Essa classificação é feita em uma estrutura similar a
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uma árvore, onde as folhas dessa árvore são QCs. A Figura 1.3 apresenta a classificação do
QC de um Grupo de Artilharia de Campanha de Selva, classificado como: OM operacional;
Natureza: Artilharia; Subnatureza: Selva; Grupo: Genérico; e Valor: Grupo (Artilharia).
Figura 1.3: Classificação de Quadros de Cargos
Os chamadores, mencionados acima, podem ser declarados usando cada uma dessas
condições ou para cargos de um QC específico. A Figura 1.4 apresenta um exemplo de
chamador que define que cada militar de uma OM operacional, com a patente de cabo
e que exerça um cargo de Auxiliar receberá um estojo para granada de bocal. Existe a
possibilidade, não mostrada nesta figura, de negar algumas condições como, por exemplo:
poderia existir uma condição habilitando a natureza de Infantaria mas negando para a
subnatureza Infantaria/Selva, ou seja, todas as OMs com natureza Infantaria estariam
previamente habilitadas, exceto as que possuam natureza Infantaria e subnatureza Selva.
A partir do cruzamento das informações contidas em um Quadro de Cargos (QC) com
as condições contidas nos chamadores é gerado o Quadro de Dotação de Material (QDM)
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Figura 1.4: Regra de Distribuição (chamador)
Fonte: Exército Brasileiro
para a OM. O QDM é um dos principais artefatos gerados pelo SISDOT, servindo de
base para outro importante artefato, o QDMP. A Figura 1.5 apresenta um trecho do
QDM para o Batalhão de Infantaria (BI), onde é possível visualizar os materiais e suas
quantidades por fração e a totalização desses materiais.
Figura 1.5: Quadro de Dotação de Material
Fonte: Exército Brasileiro
Este trabalho visa o estudo de motores de regras e sua utilização no Sistema de Dotação
de Material do Exército Brasileiro, de forma a facilitar a definição e execução das regras
negociais usadas no Sistema.
1.1 Problema de Pesquisa
Existe uma convergência conceitual e semelhanças dos termos nas definições de logística
apresentadas por Ballou [8], Bowersox et al. [9] e Gasnier [10], tratando a logística como
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o processo de planejar, executar e controlar o fluxo e armazenagem de forma eficaz e
eficiente.
O planejamento logístico tenta resolver quatro das maiores áreas-problema: níveis do
serviço ao cliente, localização das instalações, decisões de estoques e decisões de transpor-
tes [8].
A distribuição de materiais, foco deste trabalho, envolve decisões relacionadas a esto-
que e transporte. São definidos os materiais (e suas quantidades) necessários para que os
funcionários exerçam suas atividades. Ao integrar essas definições com a gestão de esto-
que e as taxas esperadas de consumo dos materiais, a organização pode obter vantagens
estratégicas como, por exemplo, negociar a aquisição de materiais junto aos fornecedores
quando o preço destes está em baixa.
A solução proposta, apesar de atender às necessidades específicas do Exército Brasi-
leiro (EB), pode ser utilizada em outras organizações após modificações na solução para
adequar à sua realidade.
1.2 Justificativa
A distribuição de materiais de emprego militar pelo Exército Brasileiro (EB) é uma ati-
vidade que precisa ser realizada com muita atenção e cautela. Uma distribuição indevida
pode acarretar no cancelamento de operações importantes para a nação. Além disso, é
preciso distribuir os materiais corretamente para que a execução das atividades seja reali-
zada de maneira correta, sem expor o militar a situações de riscos. Atualmente o processo
de distribuição de material é realizado de maneira precária, sem contar com mecanismos
de inteligência que verificam as habilidades de um militar e os materiais que são essenciais
e necessários para suas atividades diárias, de acordo com suas habilitações.
A distribuição correta e precisa dos materiais de emprego militar a todas as organiza-
ções militares é fundamental para que os militares exerçam suas funções e o Estado-Maior
consiga ter uma visão geral dos materiais de dotação previstos e os realmente distribuídos
a sua corporação.
Devido à quantidade e complexidade dos chamadores elaborados pelo Exército Bra-
sileiro, que impactam na produtividade da equipe para definir as regras que vinculam
Materiais de Emprego Militar ao Quadro de Cargos, uma solução bem-sucedida envolve
a geração de QDMs a partir das regras de dotação, os chamadores. Com isso pretende-se,
além dos benefícios da utilização de motores de regras, reduzir o tempo de geração/dis-
ponibilização de um QDM.
A definição de regras negociais específicas vai possibilitar a geração automática de um
QDM e QDMP, que hoje são criados manualmente. Mesmo com o uso de motores de
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regras, ainda poderá haver alguma intervenção manual, mas grande parte do QDMP de-
verá ser gerado automaticamente. Essa intervenção manual pode ocorrer quando o QCP
inclui frações extras que não existem no QC e, consequentemente, não foram tratadas
na geração do QDM. Então essas frações, quando existirem, deverão ser tratadas manu-
almente no QDMP específico. Outra possibilidade de intervenção manual pode ocorrer
quando não são especificados todos os chamadores necessários ou especificados de forma
errônea e, com isso, o QDM será gerado de forma incompleta ou com dados errados,




O objetivo geral deste trabalho é mapear as regras negociais dos chamadores e normas
de dotação para distribuição dos materiais de emprego militar do Exército Brasileiro,
utilizando motores de regras para que possa gerar o Quadro de Dotação de Material
(QDM) e o Quadro de Dotação de Material Previsto (QDMP) automaticamente.
1.3.2 Objetivos Específicos
Para alcançar o objetivo geral, foram definidos os seguintes objetivos específicos:
• Entendimento das regras negociais do Sistema de Dotação de Material (SISDOT);
• Revisão e compreensão dos motores de regras utilizados na literatura;
• Seleção do motor de regra a ser adotado na solução proposta;
• Construção da solução;
• Testes da solução proposta;
• Implantação da solução proposta;
• Avaliar e descrever os resultados obtidos.
1.4 Resultados Esperados
A transformação de regras de negócio de alto nível em regras de negócio específicas para
serem executadas em um motor de regras para a geração automática de QDMs pode
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facilitar a manutenção do sistema, além de extrair tais definições do código-fonte da
aplicação. Os resultados esperados com a proposta desse trabalho são:
• Investigar o uso de técnicas de meta-programação para o domínio de distribuição
de materiais;
• Ampliar os conhecimentos sobre motores de regras;
• Geração automática de QDMs e QDMPs com o uso da solução desenvolvida;
• Validação da solução proposta através de um estudo de caso.
A abordagem proposta será validada em um cenário específico de logística do Exército
Brasileiro que é complexa, não sendo um cenário trivial, o que permite que a estratégia
poderá ser explorada em outras situações de logística.
1.5 Metodologia de Pesquisa
A ciência é uma forma de conhecer o mundo, de tentar saber cada vez mais, de desvendar
os mistérios da natureza [11]. Mas não há ciência sem o emprego de métodos científicos
[12]. A Metodologia é a aplicação de procedimentos e técnicas que devem ser observados
para construção do conhecimento, com o propósito de comprovar sua validade e utilidade
nos diversos âmbitos da sociedade [13], traçando o caminho a ser seguido, detectando
erros e auxiliando as decisões do cientista [12].
O conhecimento científico obtido no processo metodológico tem como finalidade, na
maioria das vezes, explicar e discutir um fenômeno baseado na verificação de uma ou
mais hipóteses, estando diretamente vinculado a questões específicas na qual trata de
explicá-las e relacioná-las com outros fatos [14]. Nesta seção é definido o protocolo da
metodologia de pesquisa usada neste trabalho, e pode ser vista, de forma resumida, na
Figura 1.6.
Do ponto de vista da natureza da pesquisa, este trabalho se classifica como uma
pesquisa aplicada que tem por objetivo gerar produtos e/ou processos, com finalidades
imediatas, com base em conhecimentos prévios. Quanto à abordagem, este trabalho faz
uso da abordagem quantitativa pois os dados a ser analisados durante a validação são
numéricos e requerem o uso de recursos e de técnicas estatísticas [15]. Quanto aos objetivos
da pesquisa, caracteriza-se como uma pesquisa exploratória, pois visa proporcionar maior
familiaridade com o problema investigado a fim de torná-lo explícito [16].
Neste projeto, a coleta e análise dos dados serão realizadas com base em normas,
melhores práticas, técnicas, programas, modelos, materiais publicados, constituído prin-
cipalmente de livros, artigos de periódicos [16] e materiais disponibilizados pelo Exército
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Figura 1.6: Protocolo da Metodologia de pesquisa
Brasileiro para o entendimento de sua Norma de Dotação; caracterizando-se, portanto,
como uma pesquisa bibliográfica do ponto de vista do procedimento técnico empregado.
Este trabalho também pode ser considerado um estudo de caso prático [17], visto que
tem objeto de pesquisa restrito, procurando conhecer seus aspectos, suas características
ou reconhecer um padrão científico em que o caso possa ser enquadrado, modelado e
implementado [18]. Estudos de caso são largamente usados na investigação de práticas
de engenharia de software e diversas outras áreas, sendo caracterizados por sua natureza
flexível e múltiplas formas de coleta de dados [19]. O métodos de estudo de caso podem
ser aplicados e usados de diferentes maneiras e contextos [20], além de ajudar a indústria
a avaliar os benefícios de métodos e ferramentas e fornecer uma maneira econômica de
garantir que as mudanças no processo forneçam os resultados desejados [21].
Para guiar a seleção dos elementos que irão compor o Chamador e sua Norma de
Dotação, o trabalho pautar-se-á pela sequência dos seguintes passos propostos. Em pri-
meiro lugar, são definidos os objetivos e metas que se pretendem alcançar com o motor
de regras do chamador. Em seguida, selecionam-se as variáveis/quadro de cargos que
devem ser analisadas para responder aos objetivos, formalizando-se as regras e medidas
que permitem obter os resultados almejados e enquadrando-se ao Quadro de Dotação de
Material (QDM) a política de medição no processo de desenvolvimento de software. Por
último, será apresentado o sistema que permite criar chamadores, QDM e a partir do
chamador gerar as normas de dotação para as Organizações Militares.
1.6 Estrutura do trabalho
Este trabalho está organizado em 5 Capítulos, além deste, consistindo em:
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• Capítulo 2: Apresenta a fundamentação teórica que apoia este trabalho, tratando
conceitos relacionados a Logística de Materiais, Arquitetura de Software, Motores
de Regras, Técnicas de Programação Generativa e Teste de Software.
• Capítulo 3: Apresenta o desenvolvimento da solução proposta neste trabalho, com
a respectiva modelagem e implementação.
• Capítulo 4: Apresenta um estudo de caso prático realizado como forma de validar
a solução proposta.





O objetivo deste trabalho é definir uma arquitetura flexível para lidar com a logística de
materiais de uma maneira genérica, que possa ser utilizada em diversas situações. Mas
este trabalho encontra-se no âmbito do Exército Brasileiro (EB), mais especificamente na
construção do Sistema de Dotação de Material (SISDOT).
Este Capítulo apresenta os conceitos teóricos necessários para o entendimento desse
trabalho. As seções deste capítulo estão divididas da seguinte forma: A Seção 2.1 apre-
senta conceitos relacionados a logística e logística militar, tratando mais especificamente
da logística militar no EB, foco da solução proposta. A Seção 2.2 apresenta conceitos
relacionados a arquitetura de software, servindo de base para as decisões arquiteturais
da solução proposta. A Seção 2.3 apresenta os conceitos sobre motores de regras (rule
engine), sendo de grande importância sua utilização na geração automática de artefatos
de saída da solução. A Seção 2.4 apresenta conceitos sobre programação generativa, como
template engine e linguagens específicas de domínio. Estes conceitos são utilizados no
desenvolvimento da solução. A Seção 2.5 apresenta conceitos sobre teste de software,
sendo utilizados na geração automática de testes como uma forma de validar a solução
desenvolvida.
2.1 Logística
A palavra logística tem como significado o raciocínio matemático relativo a lógica [22]. A
logística não era vista como uma ciência no mundo clássico [23], com isso não é possível
encontrar nesse período referências diretas ao uso da palavra logística, mas elementos
em torno dos quais ela se formou, como: transporte, estudo de terrenos, suprimentos,
máquinas, cavalos e homens [22].
De acordo com Ballou [24] e Serio et al [25] o papel e a importância da logística
mudaram com o desenvolvimento das guerras militares. O trabalho apresentado por
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Prebilic [26] assume que essa importância permaneceu praticamente inalterada ao longo
da história militar pois as numerosas necessidades dos sistemas militares não mudaram
em sua essência como, por exemplo, os militares precisam de água e comida. Assim, os
aspectos logísticos estão associados às atividades militares, como a necessidade de suprir
tropas militares com alimentos, medicamentos, munições e equipamentos diversos.
O livro "A Arte da Guerra"de Sun Tzu [27] destaca a importância da logística ao incluí-
la em um dos fatores essenciais para a condução de uma guerra: "As leis da organização e
da disciplina militar encerram organização e regulamentos, o Tao do comando e a admi-
nistração da logística". O livro de Maquiavel [28] sugere a importância do gerenciamento
dos suprimentos em trechos como: "Melhor é vencer o inimigo com a fome do que com
a espada, vitória em que pode mais a fortuna do que a virtude"e "Quem não prepara os
víveres necessários é vencido sem espada".
O trabalho apresentado por Leibniz [29], identifica a logística como uma das ciências
lógicas, a sexta ciência é a logística, que trata do todo e das partes, ou seja, da magnitude
em geral, das razões e das proporções. Segundo Brasil [30], o rei Gustavo Adolfo da
Suécia, entre 1611 e 1632, ao modernizar a estruturação de suas forças militares com a
criação de comboios, que contavam com medidas especiais de proteção, de elementos de
suprimento e manutenção, deu origem à noção de um sistema de apoio logístico regular e
organizado.
No âmbito da logística militar, os primeiros a pesquisar sistematicamente a logística
e seu papel no sistema de defesa foram Carl von Clausewitz e Henri Antoine Jomini
[26]. As áreas de alojamentos, manutenção e abastecimento, bases de operações, e linhas
de comunicação, lidavam diretamente com logística na guerra, tanto no nível estratégico
como no tático [31]. A logística e linhas de abastecimento foram referidas como centros
de gravidade, ou alvos que, se destruídos, podiam derrotar o inimigo sem combate direto
[32]. O debate sobre a importância da logística marcou um grande avanço no refinamento
gradual do termo e seu conteúdo [26].
Um material de emprego militar (item de suprimento) sem qualquer relação com os
engajamentos, servindo apenas para manter as forças, o abastecimento é o que mais
diretamente afeta o combate. A distribuição desses itens é realizada quase todos os
dias e afeta a todos os indivíduos. Assim, o material impregna totalmente os aspectos
estratégicos de todas as ações militares [33]. O planejamento logístico deve levar em
consideração quatro fatores na distribuição: demanda, distância, duração e destino [34].
A logística é o método usado para implementar estratégia e táticas militares, sendo
um método para ganhar vantagem competitiva [31]. A logística é definida como a arte de
mover exércitos, assim como a acomodação e abastecimento dos militares [26]. A estra-
tégia e a tática proporcionam o esquema da condução das operações militares, enquanto
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a logística proporciona os meios. Com isso, logística, estratégica e tática foram, pela
primeira vez, posicionadas em um mesmo nível dentro da arte da guerra [35].
A logística é um dos elementos do poder de combate das forças terrestres, exercendo
papel determinante na amplitude e duração das operações terrestres e contribui para
a liberdade de ação dos comandantes táticos, aumentando a gama de opções disponíveis
para o cumprimento de suas missões [36]. A previsão e a provisão do apoio necessário para
a geração, o desdobramento, a sustentação e a reversão de forças terrestres em operações
constitui um processo integrado, conforme apresentado na Figura 2.1.
Figura 2.1: Visão ampla da Logística Militar
Fonte: [36].
A logística militar engloba três áreas funcionais básicas: material, pessoal e saúde.
Essas constituem os eixos de atuação que direcionam o planejamento logístico em todos
os níveis de execução, assegurando que as forças operativas terrestres estejam fisicamente
disponíveis e apropriadamente equipadas no momento e local oportunos. A logística en-
volve, ainda, as atividades de Gestão Orçamentária e Financeira e de Apoio Jurídico, que
permeiam todas as Áreas Funcionais, tendo por objetivo precípuo assessorar o processo
decisório nos diversos níveis de execução do apoio logístico [36].
A logística está presente nos três níveis de condução das operações, assegurando a
obtenção e a manutenção da capacidade operativa das forças empregadas. Nos níveis
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estratégico e operacional ela condiciona o planejamento e a execução das operações, en-
quanto no nível tático adapta-se à manobra planejada para torná-la viável. A logística no
nível estratégico interage com a Logística Nacional para obtenção e distribuição dos recur-
sos necessários às forças apoiadas. A Logística Nacional é a principal fonte de obtenção
de meios logísticos para a logística militar. O estabelecimento de convênios, contratação
e terceirização são opções para a obtenção de capacidades logísticas, devendo-se avaliar,
em cada caso, os eventuais riscos para a prontidão logística da força operativa a ser
desdobrada [36].
A logística militar deve ser coerentemente planejada e executada desde o tempo de
paz, bem como estar sincronizada com todas as ações planejadas, estando inerentemente
ligada às logísticas conjunta e nacional, ou, em determinadas situações, à logística das
operações multinacionais das quais o Brasil esteja participando. Em todas essas situações,
deve ser meticulosamente coordenada para assegurar que os recursos sejam disponibili-
zados aos usuários em todos os níveis. Para tanto, sua organização deve ser pautada
pela flexibilidade, adaptabilidade, modularidade, elasticidade e sustentabilidade [36]. A
Doutrina Militar Terrestre estabelece os princípios a serem observados pela logística, os
quais englobam, além daqueles previstos na Doutrina de Logística Militar, os seguintes
preceitos: Antecipação, Integração, Resiliência, Responsividade e Visibilidade [36]. O
ciclo logístico é o processo permanente, contínuo e ordenado em fases inter-relacionadas
que organiza a sistemática do apoio, compreendendo as fases listadas abaixo [36] e que
podem ser vistas na Figura 2.2:
Figura 2.2: O Ciclo Logístico na Força Terrestre
Fonte: [36].
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• Determinação das necessidades: consiste no exame pormenorizado dos planos pro-
postos e, em particular, das ações e operações previstas, visando a identificar, definir
e calcular que recursos logísticos deverão estar disponíveis, quando, em que quan-
tidade, com qual qualidade, e em que local. A complexidade dessa fase decorre
da necessidade de se antecipar as demandas, de modo à pré-posicionar os recursos
necessários. Compreende o levantamento das necessidades para início das operações
(completamento das dotações), sustentação da capacidade operativa (manutenção
e reposição das dotações), constituição da reserva (atendimento de demandas espe-
cíficas) e fins especiais (atendimento de necessidades que não constam das dotações
normais). Entre outras, engloba as tarefas de estabelecimento de prioridades, es-
calonamento de suprimentos, previsão de recursos, estabelecimento de normas e
diretrizes e configuração do sistema.
• Obtenção: transforma as necessidades logísticas levantadas em recursos que as sa-
tisfaçam. Nesta fase, são identificadas as fontes e tomadas medidas para a dispo-
nibilização de pessoal, material e serviços necessários à força apoiada. A obtenção
de recursos humanos pode ocorrer por meio de movimentação de pessoal, concurso,
formação, convocação, mobilização, contratação e recrutamento. A obtenção de re-
cursos materiais, animais e de serviços ocorre, conforme disposições legais em vigor,
por intermédio de doação, compra, contratação de serviço, confisco, contribuição,
pedido, requisição, desenvolvimento, troca, empréstimo, arrendamento mercantil,
transferência e convênio. Para efeito de planejamento do apoio logístico, devem
ser levadas em consideração a existência e a destinação do material salvado e do
material capturado.
• Distribuição consiste em fazer chegar aos usuários, oportuna e efetivamente, todos
os recursos fixados pela determinação das necessidades. Engloba um sistema de
pessoal, instalações, técnicas e procedimentos, visando a receber, acondicionar, mo-
vimentar, entregar e controlar o fluxo da cadeia logística entre o ponto de recepção
e o ponto de destino.
A integração da cadeia logística por meio de sistemas informacionais é fundamental
para a precisão e rapidez do ciclo logístico em todos os níveis de execução da logística,
possibilitando aumentar o nível de serviço à força apoiada e apoiar a tomada de decisão.
O SISDOT é um subsistema do Sistema de Informações Logísticas (SIGELOG).
Segundo Brasil [30], a logística militar é o conjunto de atividades relativas à previsão
e à provisão de recursos humanos, materiais e animais, quando aplicável, e dos serviços
necessários à execução das missões das forças armadas. A reunião, sob uma única de-
signação, de um conjunto de atividades logísticas afins, correlatas ou de mesma natureza
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é chamada de função logística. Uma atividade logística é um conjunto de tarefas afins,
reunidas segundo critérios de relacionamento, interdependência ou de similaridade. En-
quanto uma tarefa logística é definida como um trabalho específico e limitado no tempo,
que agrupa passos, atos ou movimentos interligados segundo uma determinada sequência
e visando à obtenção de um resultado definido.
No Exército Brasileiro, as atividades de logística são agrupadas em sete funções lo-
gísticas: Recursos Humanos, Saúde, Suprimento, Manutenção, Transporte, Engenharia e
Salvamento. Como o foco deste trabalho é na distribuição de materiais, apenas a função
logística suprimento será tratada. A função logística suprimento refere-se ao conjunto de
atividades que trata da previsão e provisão do material de todas as classes de material e
peças de reparação usadas nos equipamentos necessários ao apoio logístico às organizações
e às forças apoiadas. A palavra "suprimento"pode ser, também, empregada com o sentido
geral de item, artigo ou material. Tem como atividades o levantamento das necessidades,
a obtenção e a distribuição [30].
Com o objetivo de facilitar a administração e controle dos suprimentos, o Exército
Brasileiro utiliza dois sistema de classificação [30], [36]: Sistema de Classificação Militar e
o Sistema de Classificação por Catalogação. O Sistema de Classificação Militar organiza
os itens de materiais de suprimento em classes, conforme a finalidade de emprego [30].
O Sistema de Classificação por Catalogação é baseado no sistema da OTAN [37] para
catalogação, classificando os itens em grupos e classes. A catalogação deve ser realizada
de forma a ser obtida a identificação de cada item do material de forma precisa, racional
e padronizada, evitando omissão, duplicidade ou dúvidas quanto às características de
qualquer artigo. A catalogação torna-se, então, um instrumento valioso empregado pelos
sistemas de gerenciamento logístico ao permitir, no menor tempo possível, a identificação
do item de suprimento procurado, sua localização e quantidades disponíveis em estoque
[30].
Sistema de suprimento é o conjunto integrado das organizações, pessoal, equipamentos,
princípios e normas técnicas destinado a proporcionar o adequado fluxo do suprimento
[30]. A organização e o funcionamento do sistema pressupõem [30]:
• Planejamento e supervisão de todas as ações relacionadas com o suprimento. O pla-
nejamento diz respeito à previsão e à provisão das necessidades correntes e futuras,
enquanto a supervisão engloba a orientação, a coordenação e o controle de todas as
ações de suprimento;
• Normas de solicitação e fornecimento que proporcionem presteza, a fim de atender
com oportunidade as necessidades;
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• Controles capazes de proporcionar todas as informações pertinentes à situação dos
estoques e à comparação das necessidades com as disponibilidades;
• Órgãos executivos, nos diversos escalões de comando, encarregados da obtenção e
da distribuição;
• Pessoal e instalações para receber, armazenar e distribuir os diversos itens;
• Utilização do menor número possível de instalações intermediárias, buscando mini-
mizar o manuseio de itens.
Os níveis de estoque previstos serão mantidos por um sistema de suprimento auto-
mático. Para tanto, serão utilizados instrumentos de cálculo como quadros de dotação,
fatores de consumo, suprimento e reposição, tabelas e outros. Quando surgirem necessi-
dades especiais de reajustamento, serão feitos pedidos [30].
2.2 Arquitetura de Software
Nesta seção são apresentados, de forma resumida, conceitos sobre arquitetura de software.
Esses conceitos são importantes para a construção de sistemas de software com qualidade,
norteando assim o desenvolvimento da solução proposta.
Sistemas de software são construídos para satisfazer objetivos negociais das organiza-
ções. Porém, conforme sugerido por [38], a complexidade do software é uma propriedade
essencial, não uma acidental. Pode ser muito difícil, senão impossível, para um desenvolve-
dor entender todas as sutilezas do design de um sistema, dependendo do seu tamanho. A
arquitetura de software é vista como uma ponte entre os objetivos negociais das organiza-
ções e o sistema de software resultante, abstraindo a complexidade inerente ao sistema. A
arquitetura pode ser desenhada, analisada, documentada e implementada usando técnicas
conhecidas que oferecem suporte para que os objetivos de negócio sejam atingidos.
Várias decisões arquiteturais devem ser tomadas para que os objetivos negociais sejam
atingidos. Algumas das principais decisões são tomadas no início do projeto e podem ter
um impacto profundo em todas as outras decisões e no sistema. Outras decisões podem
ser adiadas até que sejam necessárias [39].
A história do desenvolvimento de software é uma história do aumento do nível de abs-
tração [40]. Cada inovação teórica ou técnica tende a adicionar uma camada de abstração,
aumentando o nível de abstração com a qual o desenvolvedor deve lidar. Quando surgiram
os primeiros computadores digitais na década de 1950, software era escrito em linguagem
de máquina. Após certo tempo se tornaram claros alguns padrões de execução comumente
usados para: avaliação de expressões aritméticas, invocação de procedimentos, loops e de-
clarações condicionais. Com isso, surgiram as primeiras linguagens de programação de
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alto nível, permitindo o desenvolvimento de programas mais sofisticados e o surgimento
de tipos de dados [41].
No final da década de 1960 foi descrito o valor da utilização de estruturas hierárquicas,
em determinados casos, mostrando-se vital para a verificação da solidez lógica do design
e da corretude de sua implementação [42]. No entanto, a decisão de produzir sistemas
hierarquicamente estruturados pode restringir a classe de possíveis sistemas, podendo
introduzir desvantagens assim como as vantagens desejadas [43].
Na década de 1970 foi introduzido o conceito de modularidade [44] como um meca-
nismo para melhorar a flexibilidade e a compreensibilidade de um sistema, ao mesmo
tempo que permite a redução do seu tempo de desenvolvimento, aumento do reuso de
artefatos entre sistemas e facilita a evolução do sistema [45]. Sistemas grandes podiam
ser constituídos de vários pequenos módulos, possivelmente escritos por pessoas diferentes
[46].
A primeira referência à arquitetura de software ocorreu em 1969 em uma conferência
sobre técnicas de engenharia de software organizada pela OTAN [47]. Apenas no final
da década de 1980 que a arquitetura de software emergiu como uma disciplina distinta
[48], baseando-se em várias ideias fundamentais que estavam firmemente em vigor, como:
information-hiding, tipos de dados abstratos, entre outras. A década de 1990 pode ser
considerada a "década da arquitetura de software"[49] ao serem lançados os primeiros
catálogos de estilos arquiteturais [41], desenvolvimento das primeiras linguagens de des-
crição de arquitetura (Architecture Description Language (ADL)) [50], [51], definição de
visões arquiteturais [52], a compreensão da relação entre decisões arquiteturais e atributos
de qualidade [53], e o surgimento de técnicas para avaliação da arquitetura de software,
como o SAAM [54].
Atualmente, a arquitetura de software se tornou mais ampla e complexa [55] devido
às características dos sistema atuais, como: distribuídos e interconectados, escaláveis ho-
rizontalmente e prontos para nuvem, publicados automaticamente em ambientes diversos,
atualizáveis com mínimo de downtime, resilientes e adaptativos. Há também uma dife-
rença em relação à abordagem tradicional, que trata a arquitetura como um conjunto de
componentes e conectores, ao tratar a arquitetura como um conjunto de decisões arqui-
teturais realizadas no sistema [56], [57].
Existem muitas definições de arquitetura de software, mas a ser utilizada neste trabalho
é: arquitetura de software é um conjunto de estruturas necessárias para raciocinar sobre
um sistema, que compreendem elementos de software, relações entre eles e propriedades
de ambos [58].
A arquitetura de software é uma importante subdisciplina da engenharia de software
e é, de certa forma, o particionamento prudente de um todo em partes, com relações
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específicas entre as partes [59]. Este particionamento é o que permite grupos de pessoas,
geralmente separadas por fronteiras organizacionais e geográficas, trabalharem juntas co-
operativamente e de forma produtiva para resolver problemas grandes que não poderiam
ser solucionados de forma individual. Um sistema é quase inevitavelmente particionado
simultaneamente de diferentes formas. Cada particionamento resulta na criação de uma
estrutura arquitetural. Existem três categorias de estruturas arquiteturais [59], [58]:
• Algumas estruturas particionam o sistema em unidades de implementação, chama-
das módulos. Módulos são estruturas estáticas às quais são atribuídas responsabili-
dades, e servem de base para a distribuição de tarefas às equipes de desenvolvimento.
Estruturas de módulo encorporam decisões sobre como o sistema deve ser estrutu-
rado como um conjunto de código ou unidades de dados. Examinar as estruturas
de módulo é uma excelente forma de raciocinar sobre a capacidade de modificação
do sistema. Servem para responder perguntas tais como: Qual a responsabilidade
funcional primária de cada módulo? Quais outros elementos de software um mó-
dulo tem permissão de usar? Quais outros elementos são usados ou dependem deste
módulo?
• Outras estruturas são dinâmicas, focando na forma como elementos interagem uns
com os outros em tempo de execução. Esses estruturas são chamadas de component-
and-connector (C&C) e possibilitam raciocinar sobre importantes propriedades de
tempo de execução, como: performance, segurança, disponibilidade, entre outras.
Ajudam a responder questões como: Quais são os principais componentes em exe-
cução e como eles interagem em tempo de execução? Quais os repositórios de dados
compartilhados? Quais partes do sistema são replicadas? Como os dados progridem
através do sistema? Quais partes do sistema podem ser executadas em paralelo?
• Outro tipo de estrutura descreve o mapeamento entre estruturas de software e ambi-
entes organizacional, de desenvolvimento, instalação e execução. Esses mapeamen-
tos são chamados estruturas de alocação e ajudam a responder questões como: em
qual processador cada elemento é executado? Em quais diretórios ou arquivos cada
elemento é armazenado durante o desenvolvimento, testes e construção do sistema?
A arquitetura de software é importante, além de outras características, pois [58]: está
relacionada diretamente aos atributos de qualidade do sistema; permite raciocinar sobre
o impacto de mudanças enquanto o sistema evolui; a documentação da arquitetura me-
lhora a comunicação entre os interessados e serve como base de treinamento de novos
membros da equipe; serve como uma receita para a implementação do sistema; ajuda no
planejamento de custos e cronograma de atividades; possibilita o reuso de soluções.
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Do ponto de vista organizacional, talvez a característica mais importante esteja direta-
mente ligada a questões econômicas. Um sistema com uma arquitetura pobre, no qual foi
dedicado pouco esforço no seu design, possui algumas vantagens iniciais (em comparação
com uma arquitetura bem definida) relacionadas a tempo para lançamento no mercado,
possibilitando a definição de um conjunto mínimo de features de forma rápida. Conforme
o sistema vai evoluindo e novas features são requeridas, o tempo para implementá-las
tende a aumentar gradativamente pois pode envolver a refatoração de várias partes do
código-fonte, chegando a um ponto de tornar-se inviável o acréscimo de mais funcionali-
dades.
Um sistema onde foi gasto suficiente esforço em seu design pode levar mais tempo
para que uma versão inicial seja lançada no mercado. Porém, como a arquitetura foi bem
definida, novas features tendem a ser incluídas de forma mais rápida e com o mínimo
de impacto nas outras partes do sistema. Com isso, a partir de determinado momento,
um sistema com uma arquitetura bem definida oferece vantagens em relação ao um sis-
tema com design pobre, devido à facilidade de entregas de novas funcionalidades e de
manutenção do mesmo [60].
2.2.1 Atributos de Qualidade
Os requisitos de um sistema são descrições do que o sistema deve fazer, os serviços que ele
provê, as restrições em sua operação [61] e como ele deve reagir a estímulos. Os requisitos
podem ser classificados em: funcional, não-funcional e restrições. Os requisitos não-
funcionais são também conhecidos como atributos de qualidade (QA - Quality Attribute).
Um atributo de qualidade é uma propriedade mensurável ou testável de um sistema
que é usada para indicar o quão bem o sistema satisfaz as necessidades dos interessados
[58]. Atributos de qualidade são qualificações de requisitos funcionais ou do produto como
um todo, determinando por exemplo: tempo máximo de resposta de uma determinada
função, tempo máximo de deployment do sistema, quantidade máxima de cliques na tela
para ativar uma funcionalidade. Exemplos de QA: disponibilidade, interoperabilidade,
performance, segurança, usabilidade, testabilidade.
A arquitetura de software inibe ou permite a obtenção de atributos de qualidade,
permitindo raciocinar sobre as consequências de alterações em determinado QA. Os atri-
butos de qualidade são os que mais influenciam a arquitetura de software [58], onde as
decisões arquiteturais são fortemente influenciadas pela necessidade de atingir os objeti-
vos dos atributos de qualidade [62]. Se o sistema requer uma alta performance, deve-se
ter atenção ao gerenciamento do comportamento dos elementos, seus usos de recursos
compartilhados, e frequência e volume de comunicação entre os elementos. Se o sistema
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deve ter alta disponibilidade, deve-se determinar como o sistema responde a uma falha
ou erro.
Algumas técnicas, conhecidas como táticas, podem ser aplicadas para atingir determi-
nado atributo de qualidade, afetando diretamente a resposta do sistema a determinados
estímulos, como: incluir o uso de redundância para melhorar a disponibilidade, cache
para melhorar a performance, e autenticação para melhorar a segurança [63]. Existem
catálogos que listam diversas táticas para cada atributo de qualidade. Porém, as táticas
não consideram o tradeoff com outros QA, podendo afetar positiva ou negativamente ou-
tros atributos de qualidade, como: segurança pode afetar negativamente a performance.
Cabe ao arquiteto de software tomar as decisões levando em conta como estas afetam os
atributos de qualidade.
Os atributos de qualidade mais relevantes para a arquitetura proposta nesta disserta-
ção são:
• Manutenibilidade: o conjunto de linguagens e bibliotecas são limitadas às usadas no
desenvolvimento do SIGELOG. A divisão do SISDOT em diversos módulos tende a
facilitar a manutenção do sistema. Simplicidade na definição das regras de distribui-
ção de materiais (chamadores), transformando definições de alto nível em definições
baseadas em regras de motor de inferência, o que facilita a manutenção e extrai tais
definições do código fonte de uma aplicação. Isso motivou o uso de programação
generativa (em termos de metaprogramação) e um motor de inferência específico
para a linguagem Java (Seção 2.3.1);
• Performance: considerando um total de 1000 chamadores, o sistema deve ser capaz
de gerar um QDM em menos de 10 segundos;
• Segurança: apenas usuários com perfil de gerente podem gerar QDMs;
• Testabilidade: facilidade para execução de testes automatizados, motivando a defi-
nição de uma linguagem específica do domínio para descrever conceitos relacionados
à dotação de materiais para o Exército Brasileiro. A partir da DSL, são gerados
casos de testes baseados em “especificações executáveis” e classes que instanciam
objetos do domínio.
2.2.2 Estilos Arquiteturais
Em alguns casos, elementos arquiteturais são compostos de uma forma específica para
resolver um problema em particular. Algumas dessas composições aparecem de forma
recorrente em sistemas completamente diferentes. Essas composições se mostraram úteis
ao longo do tempo e em diferentes domínios, então foram documentadas e disseminadas
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[58], definindo um vocabulário comum a ser usado em cada uma dessas composições e
empacotando estratégias que explicam uma abordagem genérica de design para o sistema.
Essas composições são conhecidas como estilos arquiteturais.
Um estilo arquitetural é uma especialização de tipos de elementos e relações, junto
com um conjunto de restrições sobre como devem ser usados [59]. Estilos permitem que
seja aplicado conhecimento especializado de design a uma determinada classe de sistemas
e fornece suporte com ferramentas, análise e implementações específicas para o estilo,
possibilitando o reuso em implementações subjacentes[64]. Um estilo arquitetural define,
então, uma família de sistemas em termos de um padrão de organização estrutural [41].
Os estilos arquiteturais são um conceito importante na área de arquitetura de soft-
ware, pois: oferecem soluções bem estabelecidas para problemas arquiteturais, ajudam a
documentar decisões arquiturais, facilitam a comunicação entre interessados através do
uso de um vocabulário comum, e descrevem atributos de qualidade do sistema [65].
Existe na literatura um termo similar a estilo arquitetural: o padrão arquitetural
[59], [66]. Um padrão arquitetural foca no problema, seu contexto e em como resolver o
problema no contexto determinado. No estilo arquitetural o problema não recebe tanta
atenção, apenas a abordagem arquitetural, ou seja, elementos, suas relações e o conjunto
de restrições aplicadas a eles. Neste trabalho não será feita uma distinção entre os termos
e será usado o termo estilo arquitetural, ou apenas estilo.
Estilos arquiturais podem ser caracterizados de acordo com o tipo de estrutura arqui-
tetural usada [59] e são listados a seguir de forma resumida:
• Módulos
– Decomposição: mostra como as responsabilidades são alocadas entre módulos
e submódulos;
– Uso: mostra as dependências entre os módulos;
– Generalização: mostra a generalização ou especialização de módulos;
– Layered: agrupamento lógico de módulos de acordo com suas responsabilida-
des, de forma coesa;
– Aspectos: mostra módulos especiais, chamados aspectos, que são responsáveis
por crosscutting concerns [67], [68], [69];
– Modelo de dados: descreve como a informação manipulada pelo sistema é




– Pipe-and-filter : filtros processam a entrada de dados de forma serial e envia o
resultado do processamento para o próximo filtro através de pipes;
– Cliente-servidor: componentes cliente realizam requisições síncronas, do tipo
Request/reply, a serviços dos componentes servidores;
– Peer-to-peer : muitas instâncias do mesmo componente cooperam para atingir
o objetivo desejado pela troca de mensagens síncronas, do tipo Request/reply;
– Service-oriented architecture (SOA): envolve componentes distribuídos que agem
como provedores e/ou consumidores de serviços altamente interoperáveis;
– Publish-subscribe: componentes enviam eventos na forma de mensagens assín-
cronas para conectores pub-sub que as despacham para todos os componentes
que se inscreveram para receber determinado evento;
– Shared-data: mostra como repositórios de dados compartilhados são acessados
para leitura/escrita pelos componentes;
– Multi-tier : agrupamento lógico de componentes, sendo uma especialização do
estilo cliente-servidor.
• Alocação
– Deployment: descreve o mapeamento em tempo de execução entre componentes
e o hardware da plataforma onde o software é executado;
– Instalação: descreve a estrutura em árvore dos arquivos e diretórios no ambi-
ente de produção e o mapeamento dos componentes nessa estrutura;
– Atribuição de tarefas: descreve o mapeamento dos módulos entre pessoas ou
equipes responsáveis pelo desenvolvimento desses módulos.
O estilo arquitetural seguido pelo SISDOT é o cliente-servidor, onde os componentes
interagem requisitando serviços de outros componentes. Os tipos de componentes são:
cliente, que invoca um serviço de um componente servidor, e servidor, que é um compo-
nente que provê serviços aos clientes [59]. O tipo de conector utilizado é o request/reply,
que permite que o cliente faça uma chamada síncrona ao servidor, no caso do SISDOT
uma chamada HTTP (Hypertext Transfer Protocol) [71].
A estrutura de execução do SISDOT está organizada em agrupamentos lógicos de
componentes conhecidos como tiers, mecanismo frequentemente utilizado em estilos ar-
quiteturais cliente-servidor. Com isso, o SISDOT pode ser caracterizado como seguidor
desse padrão arquitetural. O padrão arquitetural multi-tier pode ser classificado como um
padrão de C&C (component and connector) ou de alocação, dependendo do critério usado
para definir as tiers [58]. Existe uma variedade de critérios, como o tipo do componente,
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o compartilhamento do ambiente de execução, ou possuir o mesmo propósito de runtime
[59].
Tiers induzem restrições topológicas que restringem quais componentes podem comu-
nicar com outros componentes. Especificamente, conectores podem existir apenas entre
componentes da mesma tier ou que residem em uma tier adjacente [59]. Adicionalmente,
tiers podem restringir os tipos de comunicação que podem ocorrer em tiers adjacentes;
facilitam a segurança; otimizam o desempenho e disponibilidade de formas especializadas;
aumentam a modificabilidade do sistema e reduz o acoplamento [58]. As maiores desvan-
tagens de arquiteturas multi-tier são o seu custo e complexidade, onde seus benefícios
podem não ser justificados para sistemas menores e mais simples [58].
Para documentar o uso de um estilo são usadas, em geral, ADLs [72] ou visões arqui-
teturais.
2.2.3 Visões Arquiteturais
Em sistemas de software, as arquiteturas são frequentemente muito complexas para serem
compreendidas por completo de uma vez. Por isso, a atenção deve ser dada a uma ou
poucas estruturas do sistema em determinados momentos, deixando claro qual visão do
sistema está sendo mostrada no momento. Uma visão é uma representação de um conjunto
coerente de uma estrutura arquitetural, mostrando seus elementos, as relações entre eles
e suas propriedades. Em geral, uma visão é representada na forma de modelos, usando
uma notação informal, semiformal ou formal [59].
Modelos tem sido usados pela humanidade desde tempos remotos como uma forma de
abstrair a complexidade do mundo real, devido aos limites do intelecto humano, que não
permite absorver todas as informações disponíveis no mundo real, mesmo em contextos
reduzidos [73].
Um modelo é uma simplificação da realidade [74], usando uma notação bem definida
para descrever e simplificar uma estrutura, fenômeno ou relacionamento [75]. Modelos
consistem de conjuntos de elementos que descrevem uma realidade física, abstrata ou
hipotética [40]. Bons modelos podem (e devem) ser usados como uma forma de comuni-
cação/documentação e são, na maioria dos casos, bem mais baratos de construir do que
a solução em si.
A modelagem possui ampla aceitação entre todas as disciplinas de engenharia, princi-
palmente porque a construção de modelos recorre a princípios de decomposição, abstração
e hierarquia [76]. Sistemas complexos são hierárquicos e cada nível dessa hierarquia re-
presenta diferentes níveis de abstração, construídos um sobre o outro, mas que podem ser
compreendidos de forma separada/individual.
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Modelagem fornece ao engenheiro de software uma abordagem organizada e siste-
mática para representar aspectos significantes do software sendo estudado, facilitando a
tomada de decisões e comunicação de decisões significativas entre os envolvidos [77].
2.2.4 Documentação de Arquitetura de Software
Todo sistema de software possui arquitetura mesmo que esta não tenha sido especificada
e documentada, sendo desconhecida a todos. Mesmo a melhor arquitetura será essen-
cialmente inútil se as pessoas que precisam usá-la não a entendem ou compreendem de
forma equivocada, fazendo uso incorreto dela [59]. Então, criar uma arquitetura não é
suficiente, ela deve ser documentada de forma a descrever o sistema com detalhes suficien-
tes, sem ambiguidades e organizada de forma que as informações possam ser encontradas
rapidamente.
A documentação da arquitetura possui fundamentalmente três usos [59]:
• Serve como meio de educação, facilitando a introdução de novas pessoas no projeto;
• Serve como veículo de comunicação entre os interessados;
• Serve como base para a análise e implementação do sistema
O princípio fundamental da documentação de arquitetura é [59]: documentar as visões
arquiteturais relevantes e adicionar documentação que se aplica a mais de uma visão. Um
documento de arquitetura é, então, uma coleção de visões selecionadas e documentação
relacionada a mais de uma visão.
A escolha das visões que devem ser documentadas depende dos objetivos do projeto
e da audiência de cada visão, para quem servirá, com qual propósito e com qual nível de
detalhamento. Não existe uma receita que sirva para documentar todos as arquiteturas.
Existem algumas sugestões na literatura de quais visões devem ser minimamente utiliza-
das, como a sugerida por [52], na qual deve-se utilizar minimamente quatro visões: lógica,
física, de desenvolvimento e de processos, além de cenários para demonstrar a utilização
dos elementos apresentados nas visões.
Nesta Seção foram apresentados conceitos relativos a arquitetura de software que ser-
vem de base para as decisões arquiteturais tomadas neste trabalho. Uma visão geral do
que é arquitetura de software foi feita no início da Seção, incluindo um breve histórico e
a definição proposta em [58]. Em seguida foi definido o que é um atributo de qualidade,
sua importância para os sistemas de software e a influência da arquitetura de software
na obtenção ou inibição desses atributos. Na sequência foi abordada a importância dos
estilos arquiteturais e apresentada uma lista resumida dos principais estilos catalogados
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em [59]. Então foram apresentadas as visões arquiturais e sua importância na compreen-
são de um sistema ou partes específicas deste. Por fim, mas não menos importante, foi
abordada a documentação da arquitetura de software.
2.3 Rule Engine
Nesta seção são apresentados conceitos sobre motores de regras (rule engine). Esses
conceitos são importantes para o trabalho devido à similaridade entre chamadores (regras
de distribuição de alto nível) e as regras se-então apresentadas abaixo. Com isso, a solução
proposta utiliza um motor de regras para a geração automática de Quadro de Dotação de
Material (QDM).
Regras estão presentes no dia-a-dia de todos, mesmo que não sejam diretamente per-
cebidas. Toda vez que um motorista para o carro em um sinal vermelho, o faz devido
a uma regra de trânsito. Existem regras que determinam uma idade mínima para, por
exemplo, tirar a carteira de motorista ou comprar bebidas alcoólicas. Outras são regras
da natureza: se você não respirar vai asfixiar; se você pular eventualmente tocará o chão
novamente devido à gravidade. Várias dessas regras seguem uma estrutura simples: para
um grupo de condições detectadas, certas ações específicas devem ser tomadas.
Esse tipo de estrutura é muito importante para as organizações, já que elas precisam
lidar cada vez mais com cenários complexos. Estes cenários são compostos por um grande
número de decisões simples individuais, que trabalham em conjunto para fornecer uma
avaliação complexa do quadro completo. Esta avaliação complexa começa com avaliações
simples usadas para determinar a natureza do ambiente determinado, sendo conhecidas
como inferências. Estas inferências podem ser cruzadas com outros dados ou mais infe-
rências até que uma visão complexa do domínio pode ser alcançada, entendida e ações
podem ser tomadas para o benefício dos objetivos da organização [78].
Conforme definido em [79], uma regra de negócio é uma declaração compacta, atômica
e bem formada sobre um aspecto do negócio que pode ser expresso em termos que podem
estar diretamente relacionados com o negócio e seus colaboradores, usando linguagem
simples e não ambígua que é acessível a todas as partes interessadas: proprietário da
empresa, analista de negócios, arquiteto técnico, cliente e assim por diante. Esse idioma
simples pode incluir jargões específicos do domínio.
Sistemas baseados em regras (Rule-Based System (RBS)), também conhecidos como
production systems ou expert systems, são a forma mais simples de inteligência artificial,
usando regras como representação do conhecimento [80]. Ao invés de representar o conhe-
cimento de forma declarativa e estática como um conjunto de coisas que são verdadeiras,
RBS representa o conhecimento em termos de um conjunto de regras que diz o que fazer
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ou o que concluir em diferentes situações [80]. Essas regras são também conhecidas como:
condição-ação, produções, situação-ação ou se-então [81].
Sistemas especialistas (expert systems) são sistemas que são capazes de oferecer so-
luções para problemas específicos em um determinado domínio ou que são capazes de
dar conselhos, tanto de um modo quanto em um nível comparável ao de especialistas
na área [82]. Os problemas nos campos para os quais sistemas especialistas estão sendo
desenvolvidos são aqueles que exigem considerável conhecimento humano para sua so-
lução. Exemplos de tais domínios problemáticos são o diagnóstico médico de doenças,
aconselhamento financeiro, design de produtos, manutenção e diagnósticos de máquinas
e equipamentos, manipulação de alarmes, etc. [83].
Um dos primeiros sistemas especialistas que foi reconhecido como tal por especialistas
da área de medicina foi o MYCIN [84]. O sistema foi desenvolvido na Universidade de
Stanford para diagnosticar infecções sanguíneas e recomendar tratamentos, a partir dos
dados de laboratório sobre testes em culturas retiradas do paciente [80]. Com cerca de 450
regras e 1000 fatos sobre medicina [85], o MYCIN foi capaz de executar tão bem quanto
alguns especialistas, e consideravelmente melhor do que os médicos juniores [81]. Apesar
de nunca ter sido utilizado de forma prática, o MYCIN mostrou ao mundo a possibilidade
de substituição de um profissional médico por um sistema especialista [80].
Os especialistas tendem a expressar a maioria de suas técnicas de solução de pro-
blemas em termos de um conjunto de regras situação-ação, e isto sugere que sistemas
baseados em regras deve ser o método de escolha para a construção de tais sistemas [84].
O apelo intuitivo das regras para resolver problemas mal estruturados resulta em regras
que, muitas vezes, são fáceis para os não-programadores lerem e escreverem [86]. Alguns
problemas podem ser facilmente solucionados usando linguagens de programação tradici-
onais, enquanto escrever um sistema baseado em regras é a maneira mais fácil de resolver
os outros [87], dando um importante impulso ao desenvolvimento de sistemas especialistas
similares em outras áreas, além da medicina [82].
Embora muitas técnicas diferentes tenham surgido para organizar coleções de regras,
todos os RBSs compartilham certas propriedades-chave [84]:
• Incorporam conhecimento humano prático em regras condicionais se-então;
• Sua habilidade aumenta a uma taxa proporcional à ampliação de suas bases de
conhecimento;
• Podem resolver uma ampla gama de problemas possivelmente complexos selecio-
nando regras relevantes e então combinando os resultados de forma apropriada;
• Determinam adaptativamente a melhor sequência de regras a serem executadas;
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• Explicam suas conclusões, refazendo suas linhas reais de raciocínio e traduzindo a
lógica de cada regra empregada na linguagem natural.
Todo RBS consiste de poucos elementos básicos [80], [82], [83], [84], [85], [88]: uma
base de conhecimento (knowledge base - KB) para armazenar o conhecimento, e o
motor de inferência (inference engine), também conhecido como motor de regras (rule
engine), que possui algoritmos para manipular o conhecimento representado na base de
conhecimento.
A base de conhecimento armazena fatos e regras [84]. Fato é uma afirmação usual-
mente estática sobre propriedades, relações ou proposições [84] e deve ser algo relevante
para o estado inicial do sistema [80]. Uma regra é uma declaração condicional que vincula
determinadas condições a ações ou resultados [88], podendo expressar políticas, preferên-
cias e restrições [89]. As regras podem ser usadas para expressar o conhecimento dedutivo,
como relacionamentos lógicos e, assim, suportar tarefas de inferência, verificação ou ava-
liação [84].
Uma regra se-então assume a forma "se x é A então y é B". A parte condicional (SE) é
conhecida como: antecedente, premissa, condição ou LHS (left-hand-side). A outra parte
é conhecida como: consequente, conclusão, ação ou RHS (right-hand-side) [80], [88].
Novas regras podem ser adicionadas à base de conhecimento à medida que aumenta
o entendimento sobre o problema, permitindo o desenvolvimento incremental do sistema
[83]. Conforme o número de regras do sistema vai aumentando, pode se tornar difícil
modelá-las e gerenciá-las. Assim, em sistemas complexos com conjuntos de regras que
consistem de milhares de regras, várias formas de representação desses conjuntos de regras
são usadas, como: tabelas ou árvores, que são logicamente equivalentes a um conjunto de
regras, mas são mais fáceis de entender e manter [90].
Tabelas de decisão são usadas para agrupar conjuntos de regras que são semelhan-
tes com relação a um conjunto de fórmulas presentes nas pré-condições e conclusões ou
ações [90]. Essas regras são expressas de forma tabular, possibilitando uma interpretação
bastante intuitiva [79].
As árvores de decisão permitem organizar regras de maneira hierárquica. Ao mos-
trar as dependências entre condições e decisões, isso esclarece o pensamento sobre as
consequências de certas decisões serem tomadas [90].
O motor de inferência tenta derivar nova informação sobre determinado problema
usando as regras e os fatos [91] residentes na memória de trabalho (working memory).
Consiste de algoritmos que selecionam e aplicam regras de acordo com os fatos e estratégia
de busca selecionada para chegar a uma conclusão [83]. Existem dois tipos gerais de
mecanismos de inferência usados em sistemas baseados em regras: forward chaining e
backward chaining [88].
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Forward chaining é um mecanismo orientado a dados (bottom-up), partindo do conhe-
cimento existente armazenado como fatos e continua até que nenhuma outra conclusão
possa ser extraída. O mecanismo verifica as condições prévias (LHS) das regras para ver
quais podem ser disparadas. Então as ações no RHS são executadas. Portanto, a principal
desvantagem desse modo de inferência é que muitas regras podem ser executadas e não
têm nada a ver com a meta estabelecida [90]. Muitos sistemas podem ser definidos de
forma a utilizar esse mecanismo, que pode ser implementado de maneira muito eficiente
[81].
Backward chaining é um processo reverso de encadeamento e é orientado a objetivos.
O sistema tem uma meta (uma solução hipotética) e o mecanismo de inferência tenta
encontrar a evidência para provar isso com a ajuda dos fatos armazenados na base de
fatos. O mecanismo de inferência processa as regras de maneira inversa (em comparação
com o forward chaining), ou seja, de RHS para LHS, e procura por essas regras que a RHS
corresponda ao objetivo desejado. Se LHS de uma determinada regra pode ser provada
para ser verdade em termos dos fatos, o objetivo também é comprovado. Senão, então
os elementos do LHS vão para a lista de objetivos e todo o processo se repete [90]. Este
mecanismo é a forma mais utilizada de raciocínio automatizado [81].
Qual mecanismo é melhor depende do problema. As vantagens do forward chaining
incluem sua simplicidade e o fato de que ele pode ser usado para fornecer todas as soluções
para um determinado problema. Uma desvantagem é que pode ser ineficiente e também
pode parecer sem objetivo. A principal vantagem do backward chaining é que ele não
busca dados e não aplica regras que não estejam relacionadas ao problema em questão.
É o método de escolha se um sistema está sendo usado para verificar uma hipótese espe-
cífica. Geralmente, se houver muitos dados disponíveis, muitas vezes é mais rápido chain
backwards de algumas hipóteses prováveis. Se existem muitas hipóteses possíveis, como
no diagnóstico médico, provavelmente é melhor encadear os dados iniciais. A procura por
regras aplicáveis pode ser restringida permitindo que os consequentes de regras nomeiem
conjuntos de regras nos quais outras regras aplicáveis possam ser encontradas [83].
Um algoritmo que tem sido um componente-chave de máquinas de regras é o Rete
[81]. O algoritmo Rete foi proposto por [92] como um método eficiente para comparar
uma grande coleção de padrões com uma grande coleção de objetos. Ele encontra todos
os objetos que correspondem a cada padrão. O algoritmo foi desenvolvido como um
interpretador para uso em RBS, podendo ser útil em outros sistemas também, e tem sido
usado para sistemas contendo desde algumas centenas ou milhares de padrões (regras) e
objetos (fatos). O interpretador executa as seguintes operações [92]:
1. Match: avalia as LHS das regras para determinar quais são satisfeitas, dado o
conteúdo atual da memória de trabalho;
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2. Resolução de conflitos: seleciona uma regra com LHS satisfeito, se nenhuma produ-
ção satisfaz os LHSs, interrompe o processamento;
3. Ação: executa as ações definidas no RHS da regra selecionada;
4. Ir para o passo 1.
O Rete cria um grafo direcionado, acíclico e com raiz (ou uma árvore de busca).
Cada caminho do nó raiz para uma folha na árvore representa o lado esquerdo de uma
regra (parte IF). Cada nó armazena detalhes de quais fatos foram correspondidos pelas
regras nesse ponto no caminho. À medida que os fatos são alterados, os novos fatos são
propagados através do Rete a partir do nó raiz para as folhas, alterando as informações
armazenadas nos nós apropriadamente. Isso significa adicionar um fato novo ou excluir
um fato antigo ou alterar informações sobre um fato antigo. Dessa forma, o sistema só
precisa testar cada novo fato em relação às regras, e somente contra as regras para as
quais o novo fato é relevante, em vez de verificar cada fato em relação a cada regra [80].
Existem outros algoritmos que também são utilizados em sistemas baseados em regras,
mas que não serão explorados neste trabalho, como: LEAPS [93], TREAT [94], [95],
PHREAK [78], além de variações do Rete, como: Rete-OO [96], [78], Rete-ADH [97] e
Rete-ECA [98].
Além da base de conhecimento e do motor de inferência, RBSs podem apresentar
outros componentes, como [80]:
• Interface de usuário: comunicação entre o usuário que busca uma solução e o sistema
especialista e a interação consiste de algum tipo de processamento de linguagem
natural ou um ambiente gráfico;
• Subsistema de explicação: analisa a estrutura do raciocínio realizado pelo sistema e
o explica ao usuário, dando ao usuário a possibilidade de indagar os sistemas sobre
a maneira pela qual uma conclusão foi alcançada ou sobre os fatos usados.
• Subsistema de aquisição de conhecimento: verifica e atualiza a base de conheci-
mento, à medida que esta cresce, para possíveis inconsistências e informações in-
completas;
• Agenda: lida com estratégias para resolução de conflitos, geralmente usando o al-
goritmo Rete, priorizando as regras candidatas [84].
O sistema baseado em regras funciona de uma forma muito simples [80]: começa com
uma base de conhecimento, que contém todo o conhecimento apropriado codificado em
regras se-então, e uma memória de trabalho, que pode ou não conter inicialmente quais-
quer dados, asserções ou informações inicialmente conhecidas. O sistema examina todas
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as condições da regra (LHS) e determina um subconjunto, o conjunto de conflitos, das
regras cujas condições são satisfeitas com base na memória de trabalho. Deste conjunto
de conflitos, uma dessas regras é acionada. A escolha da regra é baseada em uma estra-
tégia de resolução de conflitos. Quando a regra é acionada, quaisquer ações especificadas
em sua cláusula THEN (RHS) são executadas. Essas ações podem modificar a memória
de trabalho, a própria base de regras ou fazer praticamente qualquer outra coisa que o
programador do sistema decida incluir. Esse loop de regras de disparo e ações de execução
continua até que um critério de finalização seja atendido. Esse critério de término pode
ser dado pelo fato de que não há mais regras cujas condições são satisfeitas ou uma regra
é disparada cuja ação especifica que o programa deve ser finalizado.
O trabalho apresentado por [80] apresenta algumas vantagens de sistemas baseados
em regras:
• Os sistemas especialistas carregam a inteligência e as informações encontradas no
intelecto de especialistas e fornecem esse conhecimento a outros membros da orga-
nização;
• Reduzir o erro devido à automação de tarefas tediosas, repetitivas ou críticas;
• Reduzir a mão de obra e o tempo necessário para testes de sistema e análise de
dados;
• Reduzir os custos através da aceleração de observações de falhas;
• Eliminar o trabalho que as pessoas não devem fazer, como: tarefas que consomem
muito tempo ou propensas a erros, tarefas em que as necessidades de treinamento
são grandes ou custosas;
• Elimina o trabalho que as pessoas preferem não fazer (como tarefas que envolvem to-
mada de decisão, que não satisfaz a todos; sistemas especialistas asseguram decisões
justas sem favoritismo em tais casos);
• Sistemas especialistas têm melhor desempenho que os humanos em determinadas
situações;
• Realizar aquisição de conhecimento, análise de processo, análise de dados, verificação
de sistema;
• Maior visibilidade do estado do sistema gerenciado;
• Desenvolver requisitos funcionais do sistema e coordenar o desenvolvimento de soft-
ware;
• Para domínios simples, a base de regras pode ser simples e fácil de verificar e validar;
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• Os shells de sistemas especialistas fornecem meios para construir sistemas simples
sem programação;
• Fornecer respostas consistentes para decisões, processos e tarefas repetitivos.
A seguir são listadas algumas das desvantagens de sistemas baseados em regras[80]:
• O conhecimento especializado geralmente não é facilmente codificado em regras;
• Os especialistas geralmente não têm acesso aos seus próprios mecanismos de análise;
• Validação e verificação de sistemas grandes pode ser difícil;
• Quando o número de regras é grande, o efeito de adicionar novas regras pode ser
difícil de avaliar;
• Há falta de bom senso humano em algumas tomadas de decisão;
• As respostas criativas que os especialistas humanos podem responder em circuns-
tâncias incomuns não podem ser incorporadas a um sistema especialista;
• Os especialistas em domínio nem sempre conseguem explicar sua lógica e raciocínio;
• Existe falta de flexibilidade e capacidade de adaptação a ambientes em mudança,
uma vez que as questões são padrão e não podem ser alteradas;
• O sistema especialista não é capaz de reconhecer quando não há resposta disponível.
2.3.1 Drools
O Drools é uma plataforma de integração de lógica de negócios (BLiP - Business Logic
integration Platform), escrito na linguagem Java. É um projeto de código aberto que é
apoiado pelo JBoss e Red Hat, Inc[99]. É licenciado sob a Licença Apache, Versão 2.0
[100]. Atualmente encontra-se na versão 7.12.0.
O trabalho no Drools (o motor de regras) começou em 2001. Desde o início, o Dro-
ols passou por muitas mudanças. O Drools 1.0 começou com uma pesquisa linear de
força bruta. Foi então reescrito na versão 2.0, que foi baseada no algoritmo Rete, que
impulsionou o desempenho do Drools. As regras foram escritas principalmente em XML
(Extensible Markup Language) [101]. A versão 3.0 introduziu um novo formato, o DRL
(Drools Rule Language), que é uma linguagem específica especialmente trabalhada para es-
crever regras. Provou ser um grande sucesso e tornou-se o principal formato para escrever
regras. A versão 4.0 do motor de regras teve algumas melhorias importantes de desem-
penho, junto com a primeira versão de um Business Rules Management System (BRMS).
Isso formou a base para o próximo grande lançamento (5.0), onde Drools tornou-se uma
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plataforma de integração de lógica de negócios [99]. A plataforma consiste de quatro
módulos principais [102]:
• Drools Expert: pode ser considerado o núcleo do projeto Drools, sendo usado para
especificar, manter e executar suas regras de negócios;
• Drools Fusion: módulo que trata eventos complexos de processamento (Complex
Event Processing – CEP);
• Drools Flow: combina regras e processos (workflow);
• Drools Guvnor: sistema de gerenciamento das regras de negócio (BRMS).
O Drools possui vários módulos opcionais, como: o OptaPlanner para resolver proble-
mas de planejamento e o Drools Chance que adiciona suporte à incerteza. Outra parte
muito importante do Drools é o seu plugin do Eclipse [103].
O Drools atualmente fornece um raciocínio claro (crisp), mas o raciocínio imperfeito
está sendo desenvolvido. Inicialmente, isso será um raciocínio imperfeito com a lógica
fuzzy; mais tarde, será adicionado suporte a outros tipos de incerteza. Existe trabalho
também em andamento para trazer o raciocínio ontológico baseado no OWL (Ontology
Web Language). Também continuam sendo realizadas melhorias nos recursos de progra-
mação funcional.
Neste trabalho foi usado o módulo Drools Expert, usado para executar as regras, jun-
tamente com o algoritmo PHREAK. Este algoritmo foi introduzido na versão 6 do Drools
para abordar alguns dos principais problemas do RETE, incorporando todo o código exis-
tente de ReteOO e todos os seus aprimoramentos, além de ter sido inspirado em outros
algoritmos, como: LEAPS, Rete/UL [104] e Collection-Oriented Match [105]. Apesar de
ser uma evolução do algoritmo RETE, não é mais classificado como uma implementação
RETE [106].
A similaridade entre as regras de distribuição definidas no SISDOT e as regras utiliza-
das nos sistemas baseados em regras (RBS) levou à utilização de motores de regras neste
trabalho. Nesta seção foram apresentados conceitos relacionados a motores de regras, os
componentes básicos de (RBS) e seu funcionamento. O algoritmo Rete, que tem sido
um componente-chave de motores de regras, foi apresentado assim como um resumo de
seu funcionamento. Por fim, foi apresentada a ferramenta utilizada neste trabalho para a
geração de QDM, o Drools.
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2.4 Programação Generativa
Nesta Seção são apresentados conceitos relacionados a programação generativa. Existem
várias técnicas de programação generativa e paradigmas com objetivos similares, sendo
que as técnicas utilizadas neste trabalho são apresentadas com mais detalhe em subseções
específicas. Na solução proposta foi utilizado um template engine para a transformação
de regras de distribuição de alto nível (chamadores) em regras entendidas pelo Drools, as
DRLs mencionadas na Seção 2.3. Foi criada uma linguagem específica de domínio com o
objetivo de facilitar a declaração e geração de testes. Os conceitos referentes à definição
dessa linguagem podem ser vistos na Subseção 2.4.2.
A maioria das tecnologias orientadas a objeto focam no desenvolvimento de sistemas
únicos ao invés de famílias de sistemas. Portanto, elas não suportam adequadamente
a reutilização de software, devido a deficiências apresentadas por [107], tais como: não
distinguir entre engenharia para e com reuso; não existe uma fase para definição do escopo
do domínio, com foco no desenvolvimento de um único sistema ao invés de visar na classe
de sistemas; não há diferenciação entre a modelagem de variabilidade dentro de uma
aplicação e entre várias aplicações.
Design patterns e frameworks representam uma contribuição extremamente valiosa da
tecnologia orientada a objeto para a reutilização de software [108]. Frameworks de software
são uma tecnologia de reuso de software que promove a reutilização de arquiteturas inteiras
dentro de um domínio de aplicativo estritamente definido [109]. No entanto, elas ainda
precisam ser acompanhadas por uma abordagem sistemática de engenharia para e com
reuso [107].
Programação generativa (Generative Programming (GP)) está relacionada ao projeto
e implementação de componentes de software que podem ser combinados para gerar sis-
temas especializados e altamente otimizados, cumprindo requisitos específicos [110]. Com
esta abordagem, em vez de desenvolver as soluções a partir do zero e "reinventar a roda",
soluções específicas de domínio são geradas a partir de componentes de software reutili-
záveis [111].
GP é sobre a fabricação de produtos de software a partir de componentes em um sis-
tema de forma automatizada (e dentro de restrições econômicas), ou seja, a forma como
outras indústrias têm produzido bens mecânicos, eletrônicos e outros por décadas [112].
Porém, atualmente existem diferenças fundamentais, como por exemplo: os hardwares de
rede são construídos a partir de componentes de prateleira (COTS - components off the
shelf ), que possuem uma padronização em suas interfaces; enquanto, para o software,
a prática atual é construir os componentes personalizados para cada produto especifica-
mente, seguindo padrões específicos de uma empresa, o que diminui a possibilidade de
reuso [113].
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A ideia principal na GP é semelhante àquela que levou as pessoas a mudar de lingua-
gens assembly para linguagens de alto nível. Isto é, elevando o nível de abstração com o
qual um programador ou designer deve lidar e automatizar todas as traduções das abs-
trações de alto nível para os componentes de implementação. O nível de abstração é um
dos atributos mais importantes de uma linguagem de programação [114]. Se a linguagem
abstrair dos detalhes da implementação, o código pode ser mais facilmente entendido e
verificado. Em técnicas GP, os programadores definem um modelo do sistema que apenas
define o conteúdo dos dados e a lógica dos aplicativos. Então, programas semelhantes
aos compiladores traduzem esses modelos para os programas ou códigos de máquina reais
automaticamente. A partir dos compiladores tradicionais, pode haver vários compilado-
res de modelos que traduzem um único modelo para várias plataformas, dependendo das
necessidades de diferentes usuários [113].
De acordo com Barth et al. [112], programação generativa é definida como um pa-
radigma de desenvolvimento de software baseado na modelagem de famílias de sistemas
de software que, dada uma especificação de requisitos, um intermediário ou produto final
altamente customizado e otimizado pode ser automaticamente fabricado sob demanda a
partir de implementação elementar e reutilizável.
Os objetivos da GP são[110]: diminuir a lacuna conceitual entre o código do programa
e os conceitos de domínio; alcançar alta capacidade de reutilização e adaptabilidade;
simplificar o gerenciamento de muitas variantes de um componente; e aumentar eficiência
(tanto no espaço quanto no tempo de execução).
Para atingir esses objetivos, a GP implementa vários princípios [110]:
• Separation of concerns: este termo, cunhado por Dijkstra, refere-se à importância
de lidar com uma questão importante de cada vez. Para evitar código de programa
que lida com muitos problemas simultaneamente, a programação generativa visa
separar cada problema em um conjunto distinto de código. Esses pedaços de código
são combinados para gerar um componente necessário;
• Parametrização de diferenças: como na programação genérica, a parametrização
permite representar de forma compacta famílias de componentes (ou seja, compo-
nentes com muitos pontos em comum).
• Análise e modelagem de dependências e interações: nem todas as combinações de
valores de parâmetros são geralmente válidas, e os valores de alguns parâmetros
podem implicar os valores de alguns outros parâmetros. Essas dependências são
chamadas de conhecimento de configuração horizontal, pois ocorrem entre os parâ-
metros em um nível de abstração.
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• Separar o espaço do problema do espaço da solução: o espaço do problema consiste
nas abstrações específicas do domínio com as quais os programadores de aplicativos
gostariam de interagir, enquanto o espaço da solução contém componentes de imple-
mentação (por exemplo, componentes genéricos). Ambos os espaços têm estruturas
diferentes e, portanto, o mapeamento entre eles é feito com conhecimento de con-
figuração vertical. O termo vertical refere-se à interação entre parâmetros de dois
níveis de abstração diferentes. Tanto o conhecimento de configuração horizontal
quanto vertical são usados para configuração automática.
• Eliminar a sobrecarga e realizar otimizações específicas de domínio: ao gerar os
componentes estaticamente (em tempo de compilação), grande parte da sobrecarga
devido a código não utilizado, verificações de tempo de execução e níveis desne-
cessários de indireção podem ser eliminados. Otimizações específicas de domínio
complicadas também podem ser executadas (por exemplo, transformações de loop
para códigos científicos).
A geração de código proporcionada pela GP oferece uma série de benefícios, além de
aumentar significativamente a produtividade durante o desenvolvimento e manutenção
[115], tais como os apresentados em [116]:
• Qualidade: grandes volumes de código manuscrito tendem a ter qualidade inconsis-
tente porque os engenheiros encontram abordagens novas ou melhores à medida que
trabalham. Geração de código a partir de modelos cria uma base de código consis-
tente instantaneamente, e quando os modelos são alterados e o gerador é executado,
as correções de bugs ou melhorias de codificação são aplicadas de forma consistente
em toda a base de código;
• Consistência: o código construído por um gerador de código é consistente no design
das APIs (Application Programming Interface) e o uso de nomes de variáveis. Isso
resulta em uma interface consistente, que é fácil de entender e usar;
• Um único ponto de conhecimento: uma alteração em um modelo percola através de
todos os geradores em cascata para implementar a mudança no sistema;
• Mais tempo para design: com a geração de código, os engenheiros podem reescrever
os modelos para modificar como as APIs são usadas e, em seguida, executar o
gerador para produzir o código fixo. Os modelos tendem a ser muito mais curtos
e específicos do que o código gerado. Além disso, como a geração de código reduz
o tempo em determinados projetos, pode-se gastar mais tempo fazendo um design
adequado e testes de protótipos de especificações alternativas;
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• Consistência arquitetural: o gerador de código usado para um projeto é a realização
das decisões de arquitetura feitas antecipadamente no ciclo de desenvolvimento,
encorajando os programadores a trabalharem na arquitetura. Um gerador de código
bem documentado e mantido fornece uma estrutura e abordagem, mesmo quando
os membros da equipe deixam o projeto. Além de possibilitar a geração de código
por não-programadores [115];
• Abstração: os modelos são definidos em um nível maior de abstração do que o código
a ser gerado.
Embora os geradores de aplicativos ofereçam vantagens, eles também incorrem em
custos. Suas desvantagens incluem [115]:
• Um único gerador de aplicativos pode ser usado efetivamente apenas em algumas
situações;
• Os geradores são difíceis de construir. Exigem linguagens de especificação e interfa-
ces de usuário cuidadosamente projetadas, um conhecimento profundo do domínio
do aplicativo e a capacidade de projetar unidades genéricas de software confiável no
domínio. A criação de um gerador de aplicativos exige conhecimento e habilidade
no domínio do aplicativo e na construção de parsers e tradutores de linguagens;
• Reconhecer onde uma gerador de código pode ser usado é difícil e geralmente ocorre
tarde no ciclo de vida, onde há menos motivação para refazer parte do desenvolvi-
mento;
• A introdução de uma nova tecnologia coloca várias questões organizacionais.
Existem diversas técnicas de programação generativa e outros paradigmas com ob-
jetivos similares, como: Generic Programming, Domain-Specific Languages (DSLs), e
Aspect-Oriented Programming (AOP) [110]. Nas Subseções a seguir são apresentados
conceitos relacionados a GP que são usados neste trabalho. A Subseção 2.4.1 apresenta
conceitos sobre template engine. A Subseção 2.4.2 apresenta conceitos sobre linguagens
específicas de domínio.
2.4.1 Template Engine
Conceitos independentes devem ser representados de forma independente e devem ser
combinados apenas quando necessário. Quando esse princípio é violado, conceitos não
relacionados são agrupados ou dependências desnecessárias são criadas. De qualquer
forma, obtém-se um conjunto de componentes menos flexível a partir do qual os sistemas
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são compostos. Os templates fornecem uma maneira simples de representar uma ampla
variedade de conceitos gerais e formas simples de combiná-los [117].
De acordo com He e Zheng [118], template engine é uma ferramenta genérica para
gerar uma saída textual a partir de arquivos de templates e dados. Podem ser usados
no desenvolvimento de software que necessita da geração automática de código conforme
propósitos específicos [119].
A necessidade de páginas da web geradas dinamicamente levou ao desenvolvimento
de inúmeros templates engine na tentativa de tornar o desenvolvimento de aplicações
web mais fácil, melhorar a flexibilidade, reduzir os custos de manutenção, e permitir
codificação em paralelo e desenvolvimento em HTML. Estes atraentes benefícios, que
têm impulsionado a proliferação de templates engine, derivam inteiramente de um único
princípio: separar a especificação da lógica de negócios e dos cálculos de dados de uma
página, de como uma página exibe tais informações. Com especificações encapsuladas
de forma separada, template engine promovem reutilização de componentes, aparências
(look) plugáveis de sites, pontos únicos de mudança para componentes e alta clareza geral
do sistema [120].
Além de serem muito utilizados na geração dinâmica de páginas web, os templates são
usados em outras tarefas, tais como: geração de classes Java [121], arquivos de configura-
ção [73], arquivos contendo comandos SQL, entre outras.
Um template é um documento de texto que combina marcadores de posição (placehol-
ders) e fórmulas linguísticas usadas para descrever algo em um domínio específico [122],
[121]. Os templates facilitam a comunicação entre os profissionais, contribuem para a
disseminação da pesquisa e fornecem um guia útil para iniciantes[122].
O processo de geração de código baseado em templates utiliza, como entrada, templates
e um conjunto de modelos (dados). A linguagem na qual o template é escrito é conhecida
como metalinguagem [123]. O template engine age como um avaliador para gerar código,
podendo ser visto como um metaprograma pois manipula código [123]. O modelo é um
artefato que descreve o domínio da aplicação em um alto nível de abstração, em uma
linguagem de programação ou de modelagem. O modelo é usado pelo avaliador para
substituir os marcadores de posição em um template. Esses espaços reservados contêm
expressões para obter dados do modelo [121].
Existem vários template engine [120]: Tapestry, WebMacro, Velocity, PTG, UniT, Tea,
WebObjects, FreeMarker, ColdFusion, Template Toolkit, Mason, Thymeleaf, e Pebble.
Neste trabalho foi utilizado o template engine Freemarker, que é um software open-source
projetado para gerar texto a partir de templates [124]. O Freemarker pode ser considerado
o substituto do Apache Velocity e encontra-se na incubadora de projetos da Apache
Software Foundation (ASF), que apoia o seu desenvolvimento e é amplamente usado
38
nos projetos da família Apache, como o NetBeans [125].
O Freemarker foi escolhido de acordo com as vantagens apresentadas em [119] e [126]:
é um software de código aberto; é um modelo de propósito geral; é mais rápido que alguns
outros; fornece facilidades de uso (por exemplo, suporte a JSON (JavaScript Object No-
tation), variáveis compartilhadas, carregadores de modelos, entre outros); possui suporte
automatizado em Java IDE (Integrated Development Environment); seus templates não
são compilados para classes, ou seja, um template pode ser carregado ou recarregado du-
rante o tempo de execução sem reimplementar o aplicativo; e formata automaticamente
valores numéricos, datas e horas de acordo com a localização (locale).
2.4.2 Domain Specific Language
Uma linguagem fornece um meio de comunicação por som e escrita de símbolos. Os seres
humanos aprendem a linguagem como consequência de suas experiências de vida, mas na
linguística (ciência das línguas) as formas e significados das línguas são submetidos a um
exame mais rigoroso. Esta ciência também pode ser aplicada a linguagens de programação,
que são linguagens artificiais para fins de comunicação com computadores, mas, o mais
importante, para comunicar algoritmos entre pessoas[127].
Uma linguagem é um conjunto de sentenças válidas [128]. Uma sentença é composta de
frases, uma frase é composta de subfrases e símbolos de vocabulário. Uma linguagem serve
como mecanismo para expressar intenções [129]. A criação de uma nova linguagem é uma
tarefa demorada, requer experiência e é, portanto, geralmente realizada por engenheiros
especializados em linguagens [130]. Para implementar uma linguagem, deve-se construir
uma aplicação que leia sentenças e reaja apropriadamente às frases e símbolos de entrada
que descobre [131].
A necessidade de novas linguagens para vários domínios em crescimento está aumen-
tando, assim como o surgimento de ferramentas mais sofisticadas que permitem aos en-
genheiros de software definir um novo idioma com um esforço razoável. Como resultado,
um número crescente de DSLs estão sendo desenvolvidas para aumentar a produtividade
dos desenvolvedores dentro de domínios específicos [130]. Com sua forte relação com as
técnicas de engenharia dirigidas por modelos, elas agora estão recebendo mais atenção
com o uso em diferentes áreas relacionadas ao software, sendo orientadas a negócios ou
apenas áreas técnicas [132].
Linguagens Específicas de Domínio (DSL - Domain Specific Languages) são idiomas
de especificação ou linguagens de programação com alto nível de abstração, simples e
concisas [133], focadas em domínios específicos, sendo projetadas para facilitar a constru-
ção de aplicativos, usualmente de forma declarativa, com expressividade limitada e linhas
reduzidas de código, que resolvem problemas específicos desses domínios [134].
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O conceito de DSL existe há muito tempo na comunidade Unix na forma de mini-
linguagens [129], como utilitários de shell: awk, sed, etc. A linguagem para programar
máquinas numericamente controladas APT foi desenvolvida em 1957-58. A BNF (Bac-
kus Normal Form) remonta a 1959. Alguns consideram o Cobol como uma DSL para
aplicativos de negócios, mas outros argumentam que isso está levando longe demais a
noção de domínio de aplicativos [135]. Outros exemplos de DSL que são apresentados
nos trabalhos [136], [137], [138], [139], [140], [141], [142]: PIC, SCATTER, CHEM, LEX,
YACC, Make, Mathematica, R, SQL, Latex, BibTeX, HTML, CSS, macros em planilhas
(Excel), VHDL, linguagens de script que permitem construção de aplicações, arquivos de
configuração XML.
Uma DSL é uma linguagem de programação de computadores de expressividade limi-
tada, por meio de notações e abstrações apropriadas, focada e geralmente restrita a um
domínio de problema específico [143], [139]. DSLs têm o potencial de reduzir a complexi-
dade do desenvolvimento de software aumentando o nível de abstração para um domínio.
De acordo com o domínio da aplicação, diferentes notações (textual, gráfica, tabular) são
usadas [144].
Existem quatro elementos-chave na definição de DSLs [143]:
• Linguagem de programação de computadores: uma DSL é usada por humanos a fim
de instruir um computador a fazer algo. Sua estrutura é projetada para facilitar seu
entendimento por humanos, mas também deve ser executável por um computador;
• Natureza da linguagem: uma DSL é uma linguagem de programação, e como tal deve
ter um senso de fluência, em que a expressividade não vem apenas das expressões
individuais, mas também da maneira pela quais elas podem ser compostas;
• Expressividade limitada: uma DSL suporta um mínimo de recursos necessários para
útil para tratar um aspecto específico de um sistema;
• Foco no domínio: uma linguagem limitada é útil apenas se tiver um foco claro em
um domínio pequeno, sendo uma consequência da expressividade limitada.
Linguagens de propósito geral (GPL - General Purpose Language), como Java ou C,
são mais próximas do domínio da computação [134] e são projetadas para serem capazes
de lidar com praticamente qualquer tipo de tarefa de programação [145] , como: estruturas
de dados, de controle e de abstração variadas [143], não importando a área ou domínio em
que esse problema se encaixa [146]. Normalmente, elas são a preferência do programador
pois, como elas são de uso geral e amplamente utilizadas, geralmente possuem uma grande
comunidade de especialistas. Questões como a maturidade de uma linguagem, a dispo-
nibilidade de otimizadores bem testados e a existência de boas ferramentas ou ambientes
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de desenvolvimento são mais cruciais para a preferência referida [146]. Por outro lado, as
GPLs têm alguns inconvenientes quando se referem a outros aspectos, como escrever, ler
e entender os programas, pois [146] a curva de aprendizado geralmente exige um longo
tempo de preparação, o que implica em uma vasta perícia em programação para a escrita
e leitura do código. As GPLs são difíceis de entender porque, por um lado, sua sintaxe e
semântica não são óbvias devido à sua generalidade e, por outro lado, geralmente abordam
particularidades de implementação que estão mais próximas da máquina do que da forma
de pensar dos humanos [146]. Mesmo seguindo diferentes paradigmas de programação
ou exibindo várias construções sintáticas, que visam elevar o nível de abstração, não é
suficiente para superar as dificuldades observadas na compreensão dos programas GPL.
As DSLs possuem algumas vantagens em relação às GPLs, conforme apresentado em
[133], [139], [147], [148]:
• Facilidade de compreensão, escrita e raciocínio, devido à legibilidade de sua sintaxe;
• Aumenta a produtividade, confiabilidade, testabilidade, portabilidade, manutenibi-
lidade e reutilização;
• Aumenta a corretude do aplicativo desenvolvido e a comunicação entre o especialista
em domínio e o programador;
• Permitem validação e otimização no nível de domínio;
• As DSLs reduzem a complexidade ao filtrar as operações complexas internas do
sistema. As GPLs exigiriam a codificação manual de todos os detalhes que se
tornam complicadas e demoradas;
• Vários paradigmas de programação podem ser combinados e o ruído sintático pode
ser rapidamente reduzido;
• Incorporam conhecimento de domínio e, assim, permitem a conservação e reuso
desse conhecimento;
• Programas DSL são concisos, auto-documentados, e algumas vezes podem ser reu-
tilizados para fins diferentes;
• Distância semântica reduzida entre o problema e o programa, ao permitir que as
soluções sejam expressadas no idioma e nível de abstração do domínio do problema.
Consequentemente, os próprios especialistas no domínio podem entender, validar,
modificar e, muitas vezes, até mesmo desenvolver programas DSL.
Algumas desvantagens do uso de DSLs são [139], [148]:
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• Custos de projeto e desenvolvimento da DSL, e educação de usuários, que pode
requerer conhecimento completo das restrições de domínio;
• Disponibilidade limitada;
• Pode levar à cacofonia da linguagem;
• Dificuldade de encontrar o escopo adequado para uma DSL;
• Dificuldade de equilibrar entre especificidade de domínio e construções de linguagem
de programação de propósito geral;
• Perda potencial de eficiência quando comparada com software codificado manual-
mente em uma GPL.
Programação orientada a linguagem é um estilo geral de desenvolvimento que opera
sobre a ideia de construir software em torno de um conjunto de linguagens específicas de
domínio [149]. Várias áreas do sistema são identificadas e uma DSL é criada para cada
uma dessas áreas identificadas [150].
Language workbench é um termo para descrever uma nova classe de ferramentas de de-
senvolvimento de software, projetadas para construir software através de um ambiente rico
de múltiplas e integradas DSLs [150]. Essas ferramentas apoiam a definição, reutilização
e composição eficientes de idiomas e suas IDEs (Integrated Development Environment),
tornando acessível o desenvolvimento de novas linguagens e apoiando a programação orien-
tada a linguagem, na qual conjuntos de linguagens sintática e semanticamente integradas
podem ser construídos com um esforço comparativamente pequeno [151]. Isso pode levar
a ambientes de programação multi-paradigmáticos e orientados a linguagem que podem
endereçar importantes desafios de engenharia de software [151].
A maioria das linguagens workbenches fornece recursos configuráveis conhecidos de
ambientes de programação profissionais, como conclusão automática de código, refatora-
ção e realce de sintaxe. Além disso, eles normalmente fornecem uma coleção de linguagens
de especificação internas e personalizadas que abordam preocupações comuns no desenvol-
vimento da linguagem como, por exemplo, suporte para pretty-printing, reescrita, parsing
e análise ou geração de código [152]. Uma característica de uma linguagem workbench é
a capacidade de editar a representação abstrata de um programa, em oposição à maneira
convencional de manipular arquivos de texto para modificar um programa [153].
Não apenas o uso das linguagens workbenches estão crescendo, mas também os nú-
mero e variedade das próprias workbenches. Uma desvantagem desse crescente número de
sistemas é que a terminologia usada e os recursos suportados por diferentes workbenches
são tão diferentes que tanto os usuários quanto os desenvolvedores devem se esforçar para
entender os princípios comuns e as decisões de projeto [154].
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Exemplos das primeiras linguagens workbenches são [153], [151]: SEM, MetaPlex, Me-
taEdit+, Centaur, Lisa. Estes sistemas foram originalmente baseados em ferramentas
para a especificação formal de linguagens de programação de propósito geral. No entanto,
muitos deles têm sido usados com sucesso para construir DSLs também. Workbenches
textuais como JastAdd, Rascal, Spoofax e Xtext podem ser vistos como sucessores desses
sistemas, alavancando avanços na tecnologia de edição dos IDEs tradicionais. Ao mesmo
tempo, language workbenches projecionais como Jetbrains MPS e Intentional estão re-
vivendo e refinando a velha ideia de editores de estrutura, abrindo a possibilidade de
misturar notações arbitrárias [154]. Na edição projecional, a representação abstrata é a
definição central do sistema. Então, o workbench manipula diretamente a representação
abstrata e projeta uma representação editável para o programador, exibindo uma ampla
gama de ambientes de edição, incluindo estruturas gráficas e tabulares, ao invés de apenas
a forma textual [137].
Conforme definido por Bettini [155], Xtext é um framework do Eclipse [156], [157] para
implementar GPLs e DSLs. Ele permite implementar linguagens rapidamente e, acima de
tudo, abrange todos os aspectos de uma infraestrutura de linguagem completa, a partir
do parser, gerador de código ou intérprete, até uma integração completa do Eclipse IDE
com todos os recursos típicos apresentados anteriormente.
Para iniciar uma implementação DSL, o Xtext só precisa de uma especificação gra-
matical semelhante à Another Tool for Language Recognition (ANTLR). A partir dessa
gramática são gerados o lexer, parser, o modelo AST (Abstract Syntax Tree), a constru-
ção do AST para representar o programa analisado e o editor do Eclipse com todos os
recursos do IDE. Todas as preocupações do próprio Xtext e do código gerado pelo Xtext
podem ser customizadas via injeção de dependência [158]. Para as mais preocupantes,
o comportamento padrão do Xtext geralmente é bom. Para as preocupações que preci-
sam de customização (validação, vinculação/escopo, entre outros), o Xtext fornece uma
Application Programming Interface (API) fácil de usar.
O Xtext utiliza intensamente o Eclipse Modeling Framework (EMF) [159]. A AST
criada pelo parser do Xtext é um modelo EMF. O modelo Ecore correspondente pode
ser derivado automaticamente da gramática ou ser especificado explicitamente. Assim, o
Xtext permite fácil integração com ferramentas do ecossistema Eclipse Modeling, como as
linguagens de transformação Model-to-Model ou Model-to-Text. Outro exemplo é integrar
o Xtext com ferramentas gráficas como o Graphical Modeling Framework (GMF) [160].
Para este trabalho foi desenvolvida uma DSL utilizando Xtext, visando a declaração de
regras de distribuição de materiais para facilitar a criação de testes manuais e automáticos.
Nesta Seção foram apresentados conceitos relacionados a programação generativa.
Conceitos em torno das duas principais técnicas utilizadas neste trabalho também fo-
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ram apresentados: template engine e linguagens específicas de domínio. Então, resu-
midamente, o usuário cadastra os chamadores, que são transformados em DRL por um
template engine, o freemarker. A geração do QDM é realizada pela execução das DRLs
pelo Drools.
Para facilitar a definição de testes, o desenvolvedor define os chamadores usando a
DSL proposta, a fim de aumentar a expressividade da definição do que está sendo testado
e, possivelmente, aumentar a produtividade do desenvolvedor. Durante a execução dos
testes os chamadores definidos na DSL são convertidos para uma representação em Java
pelo Xtext. A partir daí a execução é igual à definida acima: o template engine transforma
o chamador em DRL, que é executada pelo Drools, gerando o QDM.
2.5 Teste de Software
Nesta Seção são apresentados os conceitos sobre garantia da qualidade e teste de softwares.
Esses conceitos são importantes para a geração automática de testes, utilizados como uma
forma de validação da qualidade da solução proposta.
Controle e garantia de qualidade são atividades essenciais para qualquer empresa que
produza produtos para serem usados por outros. A história da garantia de qualidade no
desenvolvimento de software é paralela à história da qualidade na fabricação de hardware.
Nos primórdios da computação a qualidade era responsabilidade exclusiva do progra-
mador. Padrões para garantia da qualidade de software foram introduzidos no desen-
volvimento de software de contrato militar durante a década de 1970 e se espalharam
rapidamente no desenvolvimento de software no mundo comercial [39].
Toda profissão tem um corpo de conhecimento composto de princípios geralmente
aceitos. Para obter conhecimentos mais específicos sobre uma profissão, é necessário: ter
concluído um currículo reconhecido ou ter experiência no domínio. Para a maioria dos
engenheiros de software, conhecimento e experiência em qualidade de software é adquirida
ao trabalhar em várias organizações. O Software Engineering Body of Knowledge (SWE-
BOK) [77] constitui o primeiro consenso internacional desenvolvido sobre o conhecimento
fundamental exigido por todos os engenheiros de software, tornando-se um guia de uso e
aplicação das melhores práticas de Engenharia de Software, de maneira sensata e razoável.
O SWEBOK é organizado em 10 áreas de conhecimento (Knowledge Areas - KA) e
um tópico referente às disciplinas relacionadas com a Engenharia de Software. A KA
de Qualidade de Software cobre técnicas estáticas, aquelas que não requerem a execução
do software sendo avaliado, enquanto técnicas dinâmicas são cobertas na KA Teste de
Software.
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Os processos de Garantia da Qualidade de Software (Software Quality Assurance
(SQA)) garantem que os produtos de software e os processos no ciclo de vida do pro-
jeto estejam em conformidade com seus requisitos de especificação, pelo planejamento,
ordenamento e execução de uma série de atividades para fornecer a confiança adequada
de que a qualidade está sendo incorporada ao software. Isto significa assegurar que o
problema está clara e adequadamente declarado e que os requisitos da solução estão cor-
retamente definidos e expressados [161]. É importante estar ciente de que a SQA não é
responsável pela qualidade. A responsabilidade pela qualidade está no próprio projeto.
O papel da SQA é monitorar a maneira como o projeto executa suas responsabilidades e
fornecer à gerência e à equipe técnica os dados necessários sobre a a qualidade do produto,
obtendo assim uma visão e confiança que as ações para alcançar a qualidade do produto
estão funcionando. Existem três ferramentas para o SQA [162]:
• Revisão: inspeção dos documentos do projeto. Revisões são aplicadas em vários
pontos durante a engenharia de software e servem para descobrir erros e defeitos
que podem ser removidos. É uma ferramenta importante pois ao encontrar um erro
no início do processo, será mais barato corrigi-lo. As revisões economizam tempo,
reduzindo a quantidade de retrabalho que será exigida no final do projeto [39].
• Auditoria: auditorias planejadas e espontâneas para checar a aderência dos proce-
dimentos de trabalho e para verificar o progresso do projeto;
• Medições: tirar conclusões sobre a adesão ao processo com base em medições. Ob-
serve que o grupo de SQA não está coletando dados, mas usando dados brutos e
analisados.
A KA Teste de Software consiste na verificação dinâmica do comportamento de um
programa com um conjunto finito de casos de testes, selecionados de um domínio geral-
mente infinito de execuções, para confirmar o comportamento especificado esperado.
Os processos de verificação e validação determinam se os produtos de desenvolvimento
de uma determinada atividade estão em conformidade com os requisitos dessa atividade
e se o produto satisfaz seu uso pretendido e as necessidades do usuário. A verificação
é uma tentativa de garantir que o produto seja construído corretamente, no sentido de
que os produtos de saída de uma atividade atendem às especificações impostas a eles em
atividades anteriores. A validação é uma tentativa de garantir que o produto certo seja
construído, ou seja, o produto atenda ao seu propósito específico [77]. Teste de software
é uma das atividades de verificação e validação. Existem outros métodos para garantir
a qualidade, como verificação baseada em modelo ou prova de teorema, mas a maioria
dos desenvolvedores prefere o teste porque é mais simples em conceito e mais fácil de
implantar [163].
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A motivação do teste de software é afirmar a qualidade do software com métodos que
possam ser aplicados de maneira econômica e eficaz tanto em larga escala como em pe-
quena escala [39]. O teste de software é uma área muito ampla, que envolve muitas outras
áreas técnicas e não técnicas, como especificação, design e implementação, manutenção,
processos e gerenciamento de problemas em engenharia de software [164].
Durante o desenvolvimento, os testes podem ser realizados em diferentes níveis de
granularidade [61], [164]:
• Teste de unidade: onde unidades de programa individuais ou classes de objeto são
testadas, concentrando-se em testar a funcionalidade de objetos ou métodos;
• Teste de componentes: onde várias unidades individuais são integradas para criar
componentes, concentrando-se no teste das interfaces dos componentes;
• Teste de sistema: onde alguns ou todos os componentes de um sistema são inte-
grados e o sistema é testado como um todo, concentrando-se na interações entre os
componentes;
• Teste de aceitação: é feito quando o sistema completo é entregue pelos desenvolve-
dores aos clientes ou usuários. O objetivo do teste de aceitação é dar confiança de
que o sistema está funcionando, em vez de encontrar erros.
A ampla aplicação da Internet e da computação móvel aumentou significativamente a
dependência de sistemas habilitados por software. Essa dependência gera preocupações
críticas sobre confiabilidade e segurança de software, porque uma falha de software pode
levar a consequências desastrosas [165]. O teste destina-se a mostrar que um programa
faz o que se pretende fazer e descobrir defeitos do programa antes de ser colocado em
uso [61]. Porém, é importante citar uma frase de Edsger W. Dijkstra [166]: "testes de
programas podem ser usados para mostrar a presença de bugs, mas nunca para mostrar
sua ausência!". Embora essa frase indique um limite da utilidade dos testes, também
indica uma das propriedades mais úteis dos testes: encontrar bugs [167].
A detecção tardia de falhas e erros normalmente leva a enormes custos de correção
e manutenção. Os esforços de garantia de qualidade, especialmente os esforços de teste,
geralmente consomem mais de 50% dos esforços gerais de desenvolvimento [168], [165],
[164], [169], [170], [171]. Em um estudo citado por Harman e McMinn [172], informa que
em 2002 o National Institute of Standards and Technology (NIST) estimou o custo de falha
de software para a economia dos EUA em 60 bilhões de dólares, o que correspondia a 0,6%
do PIB na época. O mesmo relatório informa que mais de um terço desses custos de falha
de software poderiam ter sido eliminados com uma infraestrutura de testes adequada. Isso
reforça a importância dos esforços de garantia de qualidade dos softwares desenvolvidos.
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O estudo realizado por Elberzhager et al [168], identifica abordagens existentes para
reduzir o esforço de teste sem que o software final perca qualidade. A maioria dos artigos
analisados, cerca de 50%, discute a automação de testes. Este resultado não é surpreen-
dente, porque ao aplicar abordagens de automação de teste, muito tempo de teste pode
ser salvo, reduzindo o custo do teste de software [169]. A automação permite mais ciclos
de teste devido a testes repetíveis e execuções de teste mais frequentes. Também facilita
a verificação rápida e eficiente de mudanças de requisitos e correções de erros e minimiza
os erros humanos [165], [169].
Na literatura são descritas diversas técnicas para geração de casos de testes e dados
para testes, como [173], [169], [174], [170], [172], [175], [171]: técnicas de geração aleatória
de dados de teste, que escolhem entradas arbitrariamente até que entradas úteis sejam
encontradas. Técnicas de geração de dados de teste simbólico, que criam expressões al-
gébricas para várias restrições no programa, atribuindo valores simbólicos à variável. A
execução simbólica para geração automática de testes possui dois tipos de grupos: geração
de teste estático, feita sem executar o programa; e técnica de geração dinâmica, que deter-
mina quais casos de teste atendem ao requisito durante a execução do programa. Existe
também a técnica de geração automática de testes baseada em busca, onde o domínio
de entrada do sistema sendo testado é usado como espaço de pesquisa e são selecionados
os dados que atendem ao objetivo da geração. O processo para encontrar a melhor so-
lução possível entre todas as disponíveis é conhecido como otimização. Esta técnica de
geração de testes pode utilizar diversos algoritmos, como: subida de encosta, algoritmos
genéticos (GA), Ant Colony Optimization (ACO), Bee Colony Algorithm (BCA), Har-
mony Search (HS), Particle Swarm Optimization (PSO), programação dinâmica, entre
outros algoritmos utilizados para solucionar problemas de busca, que geralmente utilizam
heurísticas.
Para a geração de testes desenvolvida neste trabalho foi usada a técnica Property-based
Testing (PBT), que tornou-se uma técnica padrão para melhorar a qualidade do software
em uma ampla variedade de linguagens de programação [176]. PBT é uma técnica de teste
de caixa-preta, semi-automática, de alto nível na qual, ao invés de escrever muitos testes
de unidade manualmente, o testador simplesmente especifica propriedades gerais que o
sistema sob teste (System under test - SUT) deve satisfazer, e geradores que produzem
entradas aleatórias bem distribuídas para as partes do sistema que são testadas. Como
em todas as técnicas de testes aleatórios, a chance de encontrar um erro e a confiança no
SUT aumentam com o número de testes gerados [177].
PBT é uma técnica que está recebendo muita atenção recentemente, é fortemente
relacionada a testes baseados em modelos, mas onde o foco está na geração de testes
individuais automaticamente a partir de especificações na forma de testes de propriedades
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de alto nível [178]. PBT é uma estratégia que leva a uma família de poderosas ferramentas
de teste automáticas. Geralmente, são ferramentas para geração e execução de casos
de teste com base nas especificações. Geralmente trabalhando como uma biblioteca,
elas permitem que o desenvolvedor/testador anote as especificações do programa, usando
uma linguagem de programação de sua escolha, na forma de propriedades que devem ser
satisfeitas. A partir dessas especificações, as ferramentas geram, executam e verificam
automaticamente os resultados de um grande número de casos de teste aleatórios para
ver se as propriedades são mantidas [179]. Existe uma variedade de ferramentas PBT que
surgiram ao longo dos anos inspiradas no QuickCheck original para Haskell [180], como:
JUnit-QuickCheck para Java, theft para C, ScalaTest and ScalaCheck para Scala [181].
Ao contrário dos métodos de teste convencionais, em que o comportamento de um
programa é testado apenas em alguns casos pré-determinados, o PBT enfatiza a definição
de propriedades e, em seguida, testa sua validade em relação a pontos de dados amostrados
aleatoriamente. Como o teste baseado em propriedade (PBT) usa um pequeno número
de pontos de dados amostrados aleatoriamente, ele ainda fornece apenas uma resposta
aproximada à questão de saber se uma propriedade é satisfeita em todos os pontos de
dados. No entanto, pode fornecer mais confiança do que o teste unitário convencional,
porque os pontos de dados amostrados aleatoriamente podem cobrir casos problemáticos
que não foram previstos pelos desenvolvedores [181].
PBT apresenta três vantagens sobre o teste manual [163]. Primeiro, escrevendo ape-
nas propriedades e omitindo dados de teste, os desenvolvedores podem reduzir significa-
tivamente o tamanho e complexidade do código de teste. Segundo, ao executar testes
baseados em propriedade contra entradas geradas aleatoriamente, os desenvolvedores po-
dem encontrar mais bugs do que testes manuais, pois os testes baseados em propriedade
podem verificar propriedades com muitas entradas, então a chance de encontrar bugs é
aumentada. Finalmente, as propriedades podem ser vistas como uma especificação formal
leve do programa. Escrever especificações formais promove o entendimento da especifi-
cação e da implementação e é eficaz para compartilhar as especificações entre a equipe.
É importante que essa especificação seja executável. Essa especificação executável pode
evitar incompatibilidade entre especificação e implementação, o que geralmente é o caso
se a especificação for gravada em um documento separado.
O PBT é uma abordagem poderosa para testes de software, mas pode ser tão desafia-
dora para desenvolvedores que a usam pela primeira vez quanto para os stakeholders não
técnicos entenderem, em geral, os artefatos gerados. Abordagens ágeis para o desenvol-
vimento de software demonstram que o envolvimento de todas as partes interessadas no
ciclo de vida do software é um fator-chave para o sucesso do projeto. Especificamente,
permitir que clientes ou usuários validem os requisitos de software por inspeção direta
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ou mesmo interação com artefatos de garantia de qualidade de software, como casos de
testes e conjuntos de testes, traz benefícios efetivos [182]. Neste trabalho, para facilitar o
envolvimento dos stakeholders, o PBT é usado para gerar especificações de teste baseadas





O processo de elaboração dos Quadros de Dotação de Material (QDM) para uma determi-
nada Organização Militar (OM) leva em consideração o seu Quadro de Cargos (QC), que é
o documento que detalha os cargos que preenchem a estrutura organizacional de cada OM
operativa [184]. Várias regras de distribuição de materiais, conhecidas internamente como
chamadores, são definidas para identificar quais Materiais de Emprego Militar (MEM) de-
vem ser providos a cada OM. Através do cruzamento destas regras negociais com o QC
de um tipo de OM é gerado o QDM.
Outro artefato importante gerado pelo Sistema de Dotação de Material (SISDOT) é o
Quadro de Dotação de Material Previsto (QDMP). Este documento indica quais materiais
cada militar de determinada OM física deverá receber. Sua geração leva em consideração
o Quadro de Cargos Previstos (QCP) e o QDM da OM selecionada.
Neste capítulo serão apresentados detalhes da implementação do Sistema de Dotação
de Material (SISDOT) e encontra-se dividido nas seguintes seções: a Seção 3.1 apresenta
as decisões arquiteturais tomadas durante o processo de desenvolvimento, assim como
algumas das principais visões arquiteturais de forma a facilitar o entendimento do sistema.
A Seção 3.2 apresenta detalhes da implementação de chamadores. A Seção 3.3 apresenta
informações sobre a implementação de QDM. A Seção 3.4 apresenta informações sobre a
implementação de QDMP. A seção 3.5 apresenta detalhes da implementação de testes,
incluindo a geração automática de testes.
3.1 Arquitetura
O processo de desenvolvimento utilizado foi baseado na metodologia ágil [185], [61], [39].
Foram impostas algumas restrições arquiteturais para o desenvolvimento do SISDOT,
entre elas:
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• Uso da linguagem de programação Java (versão 8) [186], [187], [188], seguindo o
padrão Java EE [189],[190],[191] (JSF, CDI, EJB, JPA);
• Uso do Primefaces [192], [193] como biblioteca de componentes JSF [194], [195];
• Uso do Sistema Gerenciador de Banco de Dados Oracle [196], [197];
• Uso do servidor de aplicações Wildfly [198], [199], [200];
• Uso do Maven como ferramenta de build [201], [202];
• Uso do Git como ferramenta de controle de versão [203],[204].
O estilo arquitetural do SISDOT é o cliente-servidor, onde os componentes interagem
requisitando serviços de outros componentes. A estrutura de execução do SISDOT está
organizada em agrupamentos lógicos de componentes conhecidos como tiers, mecanismo
frequentemente utilizado em estilos arquiteturais cliente-servidor. Com isso, o SISDOT
pode ser caracterizado como seguidor desse padrão arquitetural. Uma visão arquitetural
é uma representação de um conjunto coerente de uma estrutura arquitetural, mostrando
seus elementos, as relações entre eles e suas propriedades. A seguir serão mostradas as
visões de casos de uso, de módulos e de runtime do SISDOT.
Visão de Casos de Uso
De acordo com Larman [205], casos de uso são requisitos, embora nem todos os requisitos
do sistema. Os casos de uso são principalmente requisitos funcionais, que indicam o que
o sistema fará. Casos de uso são documentos de texto, não diagramas, e a modelagem de
caso de uso é primariamente um ato de escrever texto, não de desenhar [205]. No entanto,
a Unified Modeling Language (UML) define um diagrama de casos de uso para ilustrar
os nomes de casos de uso, atores e seus relacionamentos.
A Figura 3.1 apresenta um diagrama de casos de uso onde é possível observar os
principais casos de uso do SISDOT. Os casos de uso foram especificados em documentos
próprios e não serão detalhados neste trabalho, apenas um resumo dos principais casos
de uso será apresentado.
O caso de uso Manter Cadastro compreende diversos casos de uso destinados à ma-
nutenção do cadastro de entidades utilizadas no sistema, como: Tipo de Material, Classe
de Material e Família de Material. Deve ser possível associar uma Classe de Material a
um ou mais Tipos de Material cadastrados. Deve ser possível associar uma Família de
Material a uma Classe de Material e um Tipo de Material.
O caso de uso Manter Material de Emprego Militar (MEM) é destinado ao cadastro,
edição, exclusão e pesquisa de um Material de Emprego Militar (MEM). O conceito de
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Figura 3.1: Visão de Casos de Uso do SISDOT
MEM envolve obrigatoriamente um código, uma descrição, um Tipo de Material, uma
Classe de Material e uma Família de Material; e opcionalmente, Palavras-chave, Forma
de Uso e MEM Essencial.
O caso de uso Manter Chamador permite a manutenção do cadastro de chamadores,
que serão utilizados para a geração de Quadros de Dotação de Material (QDM). Os casos
de uso Manter QDM e Manter QDMP especificam como deverá ser feita a manutenção
do cadastro de Quadro de Dotação de Material (QDM) e Quadro de Dotação de Material
Previsto (QDMP), respectivamente.
O caso de uso Manter Norma de Dotação é destinado ao cadastro, edição, exclusão
e pesquisa de uma Norma de Dotação. As Normas de Dotação são regras que orientam
o estabelecimento das dotações dos diversos MEMs por cargos e frações. Quando esta
Norma de Dotação é padronizada, ou seja, tem um alcance generalizado para um cargo
e/ou fração, a Norma de Dotação deve descrever essa intenção.
O caso de uso Gerar Relatórios é destinado, principalmente, à geração de relatório
de Material de Emprego Militar (MEM). Permite a seleção de filtros (Tipo de Material,
Classe de Material e Família de Material) e a geração de relatórios nos formatos PDF,
planilha e documento.
A Figura 3.2 apresenta a tela inicial do Sistema de Dotação de Material (SISDOT),
possibilitando o acesso rápido às principais funcionalidades implementadas no sistema.
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Figura 3.2: Tela inicial do SISDOT
Visão de Módulos
O desenvolvimento do sistema foi dividido em vários módulos, conforme a Figura 3.3 e
que serão descritos a seguir. Os módulos representados com a cor amarela fazem parte do
SISDOT, enquanto os módulo com a cor verde são módulos externos usados pelo SISDOT
e pelo Sistema de Boletins (SISBOL), ambos sistemas no âmbito do Projeto de Pesquisa
para Validação de Práticas e Métodos de Desenvolvimento de Software para o Exército
Brasileiro (PROMISE-EB).
O módulo unb-core possui abstrações que visam facilitar a declaração de Entidades,
Data Access Object (DAO) e Serviços. O módulo unb-cache possui abstração para o
uso de cache, de acordo com a Java Temporary Caching API (JSR107), que especifica a
Application Programming Interface (API) e a semântica para armazenamento temporário
em cache de memória de objetos Java, incluindo criação de objetos, acesso compartilhado,
spool, invalidação e consistência na Java Virtual Machine (JVM). O módulo unb-jsf possui
abstrações que visam facilitar a utilização de JavaServer Faces (JSF).
O módulo sisdot-comum possui classes utilitárias, interfaces e anotações usadas pelos
53
Figura 3.3: Visão de Uso de Módulos do SISDOT
outros módulos. Entre as mais importantes estão: anotações que servem como quali-
ficadores na utilização do Contexts and Dependency Injection (CDI) para distinguir as
unidades de persistência do Java Persistence API (JPA); anotação para persistir automa-
ticamente o histórico de alterações nas entidades determinadas; classe para formatação
de códigos numéricos.
O módulo sisdot-core contém o núcleo do sistema. Todas as entidades são definidas
nesse módulo pois o JPA não reconhece, de forma fácil, entidades definidas em outros
Java Archive (JAR) implantados no mesmo Web Application Archive (WAR), além de
facilitar a implementação de testes de integração. Neste módulo, são definidos repositórios
e serviços relativos a algumas entidades, como: Tipo de Material, Classe de Material,
Família de Material e Material de Emprego Militar (MEM), incluindo todas as entidades
relacionadas.
O módulo sisdot-rhquadro serve para recuperar informações contidas no banco de
dados corporativo do Exército Brasileiro (EB), em geral relacionadas a Organizações
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Militares, Quadro de Cargos e Quadro de Cargos Previstos. Este módulo serve como uma
abstração ao acesso aos dados que inicialmente está sendo realizada por acesso direto
ao banco de dados, mas que futuramente deverá ser realizada através de web services.
Assim, o módulo foi projetado de forma a facilitar essa alteração já planejada previamente,
bastando alterar a forma de recuperação dos dados, mas mantendo intacto o contrato com
os outros módulos.
Foram desenvolvidas consultas para possibilitar o resgate de informações essenciais ao
desenvolvimento dos outros módulos. Essas consultas são realizadas em SQL (Structured
Query Language) nativo e os resultados são transformados em VOs (Value Objects),
que são objetos utilizados para representar uma entidade retornada pela consulta. Para
utilizar os serviços criados deve ser declarada a dependência com o sisdot-rhquadro no
arquivo POM (Project Object Model) do módulo que irá utilizar as consultas. Após a
declaração da dependência, os serviços do sisdot-rhquadro podem ser injetados, através
do uso do CDI, e utilizados nos serviços do módulo dependente.
O módulo sisdot-chamador é responsável pela manutenção de chamadores e disponibi-
lização de consultas para outros módulos. Foram desenvolvidos dois tipos de chamadores:
um específico para uma OM tipo e outro genérico, que pode servir para todas as OMs tipo
que atenderem às regras especificadas no chamador. Detalhes sobre chamadores podem
ser vistos na Seção 3.2.
O módulo sisdot-qdm é responsável pela manutenção do cadastro e geração de QDMs.
Um QDM é específico para uma OM-tipo, caso ocorra alguma mudança na estrutura
dessa OM-tipo um novo QDM deve ser gerado. Um QDM é composto pela lista de MEM,
com sua quantidade e qual cargo deve receber esse material. Detalhes sobre Quadro de
Dotação de Material (QDM) podem ser vistos na Seção 3.3.
O módulo sisdot-qdmp é responsável pela manutenção do cadastro e geração de QDMPs.
Assim como os módulos sisdot-chamador e sisdot-qdm, este módulo define VOs, DAOs
e serviços específicos. Embora não exista uma restrição de uso explícita, como é comum
em módulos Open Services Gateway Initiative (OSGi) ou a partir do sistema de módulos
do Java 9, há uma restrição ao uso apenas de serviços e VOs dos módulos dependentes.
A Seção 3.4 apresenta detalhes sobre Quadro de Dotação de Material Previsto (QDMP)
O módulo sisdot-relatorio possibilita a geração de relatórios customizados, de acordo
com os filtros selecionados. Além de receber os filtros selecionados como parâmetro, o
serviço de geração de relatórios permite a escolha, através de outro parâmetro, do formato
de saída do relatório, que pode ser: PDF, planilha ou documento.
O módulo sisdot-web contém as pag´inas JSF, scripts javascript, folhas de estilo (CSS),
imagens e outros artefatos necessários para a correta renderização das páginas no browser
do usuário. Contém também os MBs responsáveis pelo controle das ações dos usuários
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nas páginas. O artefato final deste módulo é um arquivo WAR contendo todos os arquivos
necessários para a implantação do sistema em um servidor de aplicações, o Wildfly no
caso.
Visão de Runtime
Conforme mencionado na Seção 2.2, algumas estruturas arquiteturais são dinâmicas, cha-
madas de component-and-connector (C&C), e focam na forma como os elementos intera-
gem uns com os outros em tempo de execução (runtime). De forma a detalhar e ilustrar
a arquitetura do SISDOT, será apresentada a visão de runtime do caso de uso Cadastrar
QDM, conforme a Figura 3.4.
Figura 3.4: Visão de Runtime de geração de QDM
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Considerando a interação do usuário com o SISDOT em seu navegador web, um espe-
cialista em distribuição de materiais do Exército Brasileiro (EB) deve estar autenticado
e com o perfil que permite o cadastro de QDM. Ao acessar a página JSF de cadastro
de QDM, o usuário deve selecionar para qual Quadro de Cargos (QC) o QDM deve ser
gerado. Ao selecionar a opção para gerar o QDM com o uso de chamadores previamente
cadastrados, uma requisição é enviada para o servidor. Estas ações são realizadas na tier
cliente. A requisição é recebida pela tier de apresentação do SISDOT, mais especifica-
mente por um managed bean, uma espécie de controller do JSF. Podem ser realizadas
algumas validações nos dados recebidos antes de serem repassados para a tier de negó-
cio. Nessa tier o serviço que possui as regras negociais de QDM é invocado para que
este controle o processo de geração de QDM, que inclui a recuperação dos chamadores
cadastrados, transformação destes em Drools Rule Language (DRL), a execução dessas
regras de forma a popular o QDM e a persistência do QDM em banco de dados.
O processo de geração de QDM é iniciado com a recuperação de uma lista de cha-
madores previamente cadastrados. O componente QdmServico realiza uma chamada ao
método de recuperação de chamadores do componente ChamadorServico, que por sua vez
utiliza o ChamadorDAO para realizar a consulta no banco de dados e retornar a lista dos
chamadores recuperados. O acesso ao banco de dados é feito com o auxílio do JPA.
A lista de chamadores cadastrados deve ser então convertida em um arquivo DRL, de
maneira a ser interpretado pelo rule engine (ver Seção 2.3). Para isso, cada chamador
é convertido individualmente, utilizando o serviço ChamadorTemplateServico, em uma
regra no formato DRL correspondente ao chamador sendo convertido. Este componente
utiliza um template engine (ver Seção 2.4.1), o Freemarker, para realizar essa conver-
são e retorna o arquivo contendo todos os chamadores convertidos e outras declarações
essenciais contidas no template, como a importação das classes necessárias.
Após o arquivo DRL ter sido gerado, o arquivo de regras é compilado pelo Drools (ver
Seção 2.3.1), uma sessão é criada. O QC para o qual o QDM está sendo gerado é inserido
como um fato na working memory e as regras são disparadas. À medida que as regras
são acionadas o QDM vai sendo populado. O QDM gerado é então persistido no banco
de dados pelo QdmDAO e uma mensagem de confirmação é mostrada na tela do usuário
que iniciou a requisição.
3.2 Chamador
As regras de distribuição de materiais são regras de negócio do Sistema de Dotação de
Material (SISDOT) que identificam quais Materiais de Emprego Militar (MEM) devem
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ser providos a cada unidade organizacional (por exemplo, diretorias, departamentos, ba-
talhões e cargos militares). Essas regras são conhecidas internamente como chamadores.
Figura 3.5: Tela de cadastro de Chamador
Um chamador, independente de seu tipo, está relacionado a um ou mais MEMs e define
suas respectivas quantidades. Um chamador possui uma ou mais regras de distribuição.
Cada regra possui um tipo, um valor, uma descrição associada e uma informação que
determina se a regra é uma afirmação ou negação. Por exemplo: uma regra do tipo fração
possui como valor o identificador da fração e como descrição o nome da fração. Existem
vários tipos de regra, como: tipo de OM, natureza, sub-natureza, valor da OM, fração,
arma, sub-círculo, patente, habilitação. Alguns tipos de regra referem-se apenas a dados
do QC, outros fazem referência apenas a dados de frações ou de cargos.
Para uma melhor utilização do banco de dados, ao evitar a definição de inúmeras
colunas que ficariam inevitavelmente em branco em cada regra, a regra é gravada no
banco de dados no formato JSON (JavaScript Object Notation) e convertida para objeto
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novamente quando da sua recuperação. O conjunto dessas regras define exatamente quem
deve receber os MEMs especificados no chamador.
Na Figura 3.5 é apresentada a tela de cadastro de chamador. O usuário precisa estar
autenticado e possuir as devidas permissões para acessar esta página. Esta tela permite
que o usuário defina quais os MEMs, e suas quantidades, fazem parte do chamador sendo
criado. No primeiro momento, o usuário tem acesso a materiais tanto de uso coletivo
quanto individual. Ao selecionar o primeiro item, recebe um aviso na tela informando que
a partir de então todos os MEMs selecionados deverão ser da mesma forma de uso (coletivo
ou individual) dessa primeira escolha, então o sistema só trará opções de MEMs da mesma
forma de uso já escolhida. O usuário deve selecionar um dos dois tipos de chamador
existentes, que estão resumidos abaixo e serão detalhados nas subseções seguintes:
• Estrutura Organizacional Completa: este tipo de chamador, também conhecido
como chamador em árvore, permite que o usuário navegue pela árvore de classifica-
ção de QCs para selecionar os cargos;
• Componentes da Estrutura Organizacional: este tipo de chamador, também conhe-
cido como chamador em abas, permite que o usuário especifique de uma maneira
mais genérica as regras do chamador.
Na Figura 3.6 é possível observar um trecho da tela de listagem de chamadores, onde
é apresentado um chamador em abas previamente cadastrado. Este chamador determina
que os militares que se adequem às regras impostas recebam os MEMs especificados. As
regras que estão na cor vermelha são regras de negação, como: os militares que possuam
a habilitação "Motorista de Viatura Blindada de Combate"não estão aderentes a este cha-
mador e não receberão, por meio deste chamador, os MEMs especificados. Foram também
especificadas regras de afirmação, como: o militar que possuir a graduação de Segundo-
Sargento está aderente a este chamador. Em resumo: apenas os militares com patentes de
sargento, cabo ou soldado, mas que não possuam as referenciações (Arma/QD/SV-QM),
habilitações e cargos especificados receberão os MEMs especificados neste chamador. Os
militares que não estão aderentes às regras especificadas neste chamador podem até chegar
a receber os MEMs declarados, mas por meio de outro chamador que porventura venha
a ser criado.
Chamador em Árvore
O chamador do tipo ’Estrutura Organizacional Completa’, conhecido como chamador
em árvore, possibilita que o usuário navegue pela árvore de classificação de QCs para
selecionar os cargos. Com isso, o usuário pode definir chamadores bem específicos para
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Figura 3.6: Tela de listagem de Chamadores cadastrados
cargos de determinados QCs. Este tipo de chamador permite apenas regras de afirmação,
não havendo a possibilidade, então, de definir uma regra negando os MEMs para um
cargo.
Para cada cargo selecionado é criada uma regra que contém o identificador do cargo
dentro do QC e o identificador da fração, também dentro do QC, na qual o cargo está
alocado. Existe uma diferença entre o cargo de um QC e um cargo genérico: fazendo um
paralelo com a orientação a objetos, um cargo genérico é uma classe e um cargo do QC
é uma instância de uma classe que é uma generalização do cargo genérico, herdando seus
atributos e comportamento, mas incluindo novos atributos e comportamentos. Com isso,
o cargo de QC, além de possuir um código herdado do cargo genérico, é identificado por
uma chave composta pelos identificadores, específicos do QC, do cargo e da fração onde
o cargo está contido.
Na Figura 3.7 é apresentado um trecho da tela de cadastro de chamador em árvore.
Esta árvore representa a classificação de um QC, com a raiz sendo o tipo operacional e
60
passando pela natureza, subnatureza, grupo e valor, até chegar na estrutura organizacional
do QC pretendido. Ao selecionar uma fração todos os cargos, inclusive de subfrações, são
selecionados. Mas é possível que o usuário selecione apenas um subconjunto dos cargos
de uma fração.
Figura 3.7: Tela de Chamador em árvore
Chamador em Abas
O chamador do tipo ’Componentes da Estrutura Organizacional’, conhecido como chama-
dor em abas, possibilita a especificação das regras de um chamador de uma forma genérica.
Então, ao invés de definir um chamador específica para um QC, como no chamador em
árvore, o usuário especifica regras que podem abranger cargos contidos em diversos QCs.
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Neste tipo de chamador, ao contrário do chamador em árvore, é possível definir regras de
afirmação assim como regras de negação também, quando necessário.
Na Figura 3.8 é apresentado um trecho da tela de cadastro de chamador em abas.
Cada aba apresenta um tipo de regra que pode ser adicionado ao chamador. Existem
diversos tipos, divididos em abas: natureza/subnatureza, valor, fração, cargo, sub-círculo,
observações, posto, arma e habilitação. Todas as abas estão vinculadas entre si, por
exemplo: ao definir uma regra afirmando que apenas OMs com natureza de Infantaria
devem receber os MEMs especificados, nas outras abas só podem aparecer valores que
existam nas OMs com natureza de Infantaria. Com isso, as possibilidades de valores que
possam ser selecionados tendem a afunilar de acordo com as regras sendo definidas. Isso
foi feito como uma forma de reduzir as chances de erro na hora de cadastro das regras,
impossibilitando a criação de um chamador com regras inconsistentes.
Na Figura 3.8 é possível observar a definição de 3 regras: uma afirmando que as OMs
com natureza de Infantaria devem receber os MEMs e as outras duas (em vermelho)
negando subnaturezas específicas da natureza de Infantaria, no caso: Montanha e Selva.
Com isso, apenas as OMs com natureza de Infantaria estão habilitadas a receber os MEMs
definidos, exceto as que possuam subnatureza de Montanha ou Selva. Como esta figura
apresenta apenas uma trecho da tela não é possível observar o restante da página, na qual
é mostrada o restante das regras conforme o formato de lista definido.
Figura 3.8: Tela de Chamador em abas
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DSL para Chamador
Conforme apresentado na Subseção 2.4.2, foi desenvolvida uma Domain Specific Language
(DSL) utilizando Xtext, visando a declaração de chamadores com a intenção de facilitar
a criação de testes manuais e automáticos. A declaração de um chamador na lingua-
gem Java tende a exigir a codificação de mais linhas de código do que a declaração do
mesmo chamador utilizando a DSL desenvolvida. Esta DSL foi criada como um projeto
separado do SISDOT e a sua utilização no sistema ou em outros projetos relacionados é
condicionada à declaração das dependências necessárias nos respectivos POMs.
Para iniciar a implementação da DSL com o Xtext foi necessário definir uma gramática
semelhante à ANTLR, conforme apresentada no Código 3.1. A partir dessa gramática
são gerados o lexer, parser, o modelo AST (Abstract Syntax Tree), a construção da AST
para representar o programa analisado e o editor do Eclipse com todos os recursos do
Integrated Development Environment (IDE).
1 grammar br.unb.cic.sisdot.chamador.ChamadorDsl with org.eclipse.xtext.common.Terminals
2






9 ’chamador’ codigo=INT ’{’
10 (’tipoOM’ ’=’ tipo=TipoOM ’,’)?
11 ’materiais’ ’=’ ’[’itens+=Item
12 (’,’ itens+=Item)*
13 ’],’











25 ’(’ (’tipoChamador’ ’=’ tipoChamador=TipoChamador ’,’)?
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26 ’tipo’ ’=’ tipo=TipoRegra ’,’





32 AMBOS | OPERACIONAL | NAO_OPERACIONAL;
33
34 enum TipoChamador:
35 AFIRMACAO | NEGACAO;
36
37 enum TipoRegra:
38 NATUREZA | SUB_NATUREZA | VALOR | FRACAO | ARMA | CARGO_QC
39 SUB_CIRCULO | POSTO | CARGO | HABILITACAO| OBSERVACAO;
Código 3.1: Gramática Xtext que define a estrutura da DSL
Um exemplo da definição de um chamador utilizando a DSL desenvolvida é apre-
sentado no Código 3.2. É possível observar que a declaração deste chamador exigiu a
codificação de 12 linhas de código, enquanto a declaração do mesmo chamador na lingua-
gem Java exige 50 linhas de código, contando as 4 linhas em branco usadas para facilitar
a leitura do mesmo.
O componente responsável pela geração de QDM trabalha apenas com objetos Java.
Então foi desenvolvido um gerador de código no projeto de desenvolvimento da DSL. Esse
gerador, que é uma generalização da classe AbstractGenerator do Xtext, é responsável pela
conversão do modelo EMF contendo os chamadores declarados na DSL em uma classe Java
que contém a representação Java desses chamadores. Este gerador é automaticamente
executado quando o usuário edita a DSL no Eclipse ou quando da execução do plugin
maven do Xtext. Como esse gerador está contido na biblioteca (JAR) da DSL, é possível
sua invocação de outras formas também, conforme implementado pelo desenvolvedor.
1 chamador 4 {
2 materiais=[
3 (’1051000008’:"Fuzil Automatico com Coronha Rigida":1),
4 (’1020100011’:"Estojo para Carregador de Fuzil":2)
5 ],
6 regras=[
7 ( tipoChamador = NEGACAO , tipo = CARGO , valores = [ "2205" , "528" , "539" , "
↪→ 364" , "2204" , "121" , "539" ] ),
8 ( tipo = POSTO , valores = [ "22" , "42" , "23" , "24" , "44" ] ),
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9 ( tipoChamador = NEGACAO , tipo = HABILITACAO , valores = [ "748" , "903" , "751"
↪→ , "769" , "782" , "765" , "921" , "749" , "767" , "793" , "750" , "762" , "
↪→ 920" , "768" , "756" ] ),
10 ( tipoChamador = NEGACAO , tipo = ARMA , valores = [ "15" , "833" , "729" , "5110"
↪→ , "5390" , "10" , "5393" , "12" , "5112" , "1055" , "5308" ] )
11 ]
12 }
Código 3.2: Definição de chamador utilizando a DSL desenvolvida
3.3 Quadro de Dotação de Material
Conforme apresentado na Seção 2.1, a logística militar é o conjunto de atividades relativas
à previsão e à provisão de recursos humanos, materiais e animais, quando aplicável, e dos
serviços necessários à execução das missões das forças armadas. No Exército Brasileiro
(EB), as atividades de logística são agrupadas em sete funções logísticas. Este trabalho
tem como foco a função logística suprimento, que refere-se ao conjunto de atividades
que trata da previsão e provisão do material de todas as classes de material e peças de
reparação usadas nos equipamentos necessários ao apoio logístico às organizações e às
forças apoiadas.
Entre as atividades que apoiam a função logística suprimento está o planejamento de
todas as ações relacionadas com o suprimento. O planejamento diz respeito à previsão
e à provisão das necessidades correntes e futuras. A previsão dos suprimentos tem por
objetivo responder à seguinte pergunta: Qual é a quantidade prevista ou necessária de
cada Material de Emprego Militar?.
Este questionamento pode ser respondido através de um documento conhecido como
Quadro de Dotação de Material (QDM), que contém informações sobre todos os MEM, e
suas quantidades, que devem ser providos para cada militar de determinada Organização
Militar (OM). Os departamentos determinam suas necessidades correntes de material
tendo como referência a previsão existente no QDM [206]. O QDM é um dos principais
artefatos gerados pelo SISDOT, servindo de base para outro importante artefato, o Quadro
de Dotação de Material Previsto (QDMP).
A geração de um QDM, de forma resumida, dá-se da seguinte forma: o usuário seleci-
ona o Quadro de Cargos (QC) para o qual deseja gerar o QDM. Então o sistema carrega
os dados deste QC e também todos os chamadores ativos cadastrados. Cada chamador é
transformado em uma regra Drools Rule Language (DRL). Um container do Drools (ver
2.3.1) é então instanciado, as regras DRL são compiladas e é aberta uma sessão do Drools.
O objeto QC é inserido como um fato na working memory, uma classe auxiliar é definida
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como global e as regras são então disparadas. Para cada regra efetivamente acionada é
populada uma lista com os cargos que devem receber os MEM especificados no chamador
referente à regra acionada. Então a classe auxiliar, definida como global, é usada para
popular o QDM. Após a execução das regras o QDM está preenchido, de acordo com os
chamadores cadastrados, e é persistido no banco de dados.
Esse processo depende da criação de forma correta dos chamadores, pois as regras
referentes a cada chamador só serão acionadas se cumprirem todas as condições especi-
ficadas no chamador. Com isso, podem ocorrer conflitos entre chamadores (dotando um
militar de uma quantidade errada de determinado MEM pois houve a soma das quan-
tidades oriundas de dois ou mais chamadores) ou chamadores podem acabar não sendo
acionados quando deveriam ser caso tivessem sido corretamente especificados.
Template para criar DRL
De acordo com o processo de geração de QDM informado acima, um dos passos contempla
a transformação de chamadores em regras DRL, explicada a seguir.
Cada chamador é transformado em tempo de execução para o formato DRL, enten-
dido pelo Drools. Essa transformação é feita através do uso de um template engine (ver
2.4.1), o Freemarker, que é uma biblioteca java capaz de gerar uma saída formatada apli-
cando dados dinâmicos seguindo regras pré-configuradas em um template estático. Foram
definidos dois templates para realizar essa transformação.
Um dos templates é responsável pela definição da estrutura de um arquivo DRL,
definindo o pacote, importações de classes necessárias, definição da variável global usada
para auxiliar o preenchimento do QDM e as declarações dos chamadores, já convertidos.
Um pacote é uma coleção de regras e outras construções relacionadas, como importações e
globals. Os membros do pacote são tipicamente relacionados uns aos outros, por exemplo
regras de um mesmo domínio. Um pacote representa um namespace, que idealmente é
mantido exclusivo para um determinado agrupamento de regras. O nome do pacote em
si é o namespace e não está relacionado a arquivos ou pastas de forma alguma [106].
O outro template, apresentado no Código 3.3, é responsável por converter cada cha-
mador em uma regra no formato DRL. O conjunto de chamadores convertidos é usado no
template apresentado anteriormente para a geração do arquivo DRL. Os dados utilizados
por este template são previamente processados de forma a agrupar os tipos de regras exis-
tentes no chamador em um mapa, além de realizar tratamentos específicos para o QC em
questão, como a recuperação de códigos de frações filhas no caso de haver uma regra do
tipo fração. Então, o chamador e o mapa são passados para o Freemarker, que executa o
template. O template verifica a presença de determinadas entradas no mapa e preenche a
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regra de acordo com as chaves encontradas. O resultado da execução deste template pode
ser visto no Código 3.2.
1 <#if chamador.tipoOM == "AMBOS">
2 <#assign operacional = "(operacional == TipoOrganizacaoMilitar.OPERACIONAL ||
↪→ operacional == TipoOrganizacaoMilitar.NAO_OPERACIONAL)">
3 <#else>
4 <#assign operacional = "operacional == TipoOrganizacaoMilitar.${chamador.tipoOM}">
5 </#if>
6
7 <#assign possuiRegraQc = false >
8 <#if mapa[’NATUREZA’]?? || mapa[’SUB_NATUREZA’]?? || mapa[’VALOR’]?? >
9 <#assign possuiRegraQc = true >
10 </#if>
11
12 rule "Chamador ${chamador.codigo}"
13 when










24 <#if mapa[’NATUREZA’]??>||<#else>,</#if> ${mapa[’SUB_NATUREZA’]}
25 </#if>










36 $cargosFiltrados: List( size > 0 ) from accumulate (
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37 $fracao: FracaoQcVO( <#if mapa[’FRACAO’]?? > ${mapa[’FRACAO’]}</#if> <#if mapa[’
↪→ IDs_Fracoes_QCs’]?? > ${mapa[’IDs_Fracoes_QCs’]}</#if> ) from $qc.fracoes
38 and
39 $cargo: CargoVO(
40 cargoFuncao == "CARGO"
41 <#if mapa[’CARGO_QC’]?? >
42 , ${mapa[’CARGO_QC’]}
43 </#if>
44 <#if mapa[’CARGO’]?? >
45 , ${mapa[’CARGO’]}
46 </#if>
47 <#if mapa[’SUB_CIRCULO’]?? >
48 , ${mapa[’SUB_CIRCULO’]}
49 </#if>
50 <#if mapa[’POSTO’]?? >
51 , ${mapa[’POSTO’]}
52 </#if>
53 <#if mapa[’ARMA’]?? >
54 , ${mapa[’ARMA’]}
55 </#if>
56 ) from $fracao.cargos <#if !mapa[’HABILITACAO’]?? && !mapa[’OBSERVACAO’]?? >;</#
↪→ if>
57 <#if mapa[’HABILITACAO’]?? >
58 and
59 HabilitacaoVO(codigoStr ${mapa[’HABILITACAO’]}) from $cargo.habilitacoes <#if !
↪→ mapa[’OBSERVACAO’]?? >;</#if>
60 </#if>
61 <#if mapa[’OBSERVACAO’]?? >
62 and
63 ObservacaoVO(codigo ${mapa[’OBSERVACAO’]}) from $cargo.observacoes;
64 </#if>
65
66 collectList( $cargo )
67 )
68 then
69 for(int i=0; i < $cargosFiltrados.size(); i++){






Código 3.3: Definição do template usado para criar DRL
Geração do QDM
Outro passo do processo de geração de QDM definido acima está relacionado à execução
das regras DRL, cuja criação foi detalhada na Subseção 3.2, pelo rule engine (ver 2.3)
Drools. O trecho de código Java responsável pela execução das regras pelo Drools está
listado no Código 3.4. Neste código é possível observar a criação de um file system que
abrigará o arquivo de regras, representando os chamadores, passado como parâmetro. As
regras são então compiladas e é realizada uma verificação de erros. Caso as regras tenham
sido compiladas com sucesso, uma sessão do Drools é criada, a classe auxiliar recebida
como parâmetro é definida como uma variável global, o QC para o qual o QDM está sendo
gerado é inserido como fato na working memory e as regras são executadas.
1 private void executarRegras(String regras, QuadroDotacaoMaterialHelper helper) {
2 logger.info("Executando regras ....");
3 KieServices kieServices = KieServices.Factory.get();
4




8 KieBuilder kieBuilder = kieServices.newKieBuilder(kfs).buildAll();
9 Results results = kieBuilder.getResults();
10 if (results.hasMessages(Message.Level.ERROR)) {
11 List<Message> messages = results.getMessages(Message.Level.ERROR);
12 for (Message m : messages) {
13 logger.error(String.format("[%s] - %s[%s,%s]: %s", m.getLevel(), m.getPath
↪→ (), m.getLine(), m.getColumn(), m.getText()));
14 }
15 throw new IllegalStateException("Erros de compilacao foram encontrados.");
16 }
17
18 KieContainer kieContainer = kieServices.newKieContainer(kieServices.getRepository
↪→ ().getDefaultReleaseId(), getClass().getClassLoader());
19





24 logger.debug("Disparando regras ...");
25 int regrasDisparadas = kSession.fireAllRules();




Código 3.4: Trecho de código responsável pela execução das regras no Drools
Para cada regra disparada é chamado um método da classe auxiliar, passada como
parâmetro, para prover os MEMs definidos no chamador para os cargos selecionados
nesta regra. Esta classe possui estruturas de dados específicas para agilizar acessos a
chamadores, MEMs e cargos, além de estruturas e métodos que facilitam o preenchimento
do QDM sendo criado. Algumas das estruturas definidas podem ser usadas também para
verificar a consistência dos chamadores, ou seja, se nenhum cargo recebeu o mesmo MEM
por dois ou mais chamadores diferentes. Após a finalização da execução do Drools o QDM
gerado pode ser recuperado a partir dessa classe auxiliar para ser persistido.
Documento do QDM
Após a geração do QDM, o usuário tem acesso a algumas opções na tela do sistema, como:
editar o QDM, enviar o QDM para homologação, validar o QDM, excluir e exportar os
dados do QDM. A exportação dos dados pode ser feita nos formatos: PDF, planilha ou
documento. Na Figura 3.9 é apresentado um trecho do QDM gerado para um Batalhão
de Infantaria (BI). Para a geração deste QDM foi criado apenas um chamador simples
que determina a distribuição dos MEMs relacionados para OMs de natureza Infantaria,
servindo apenas como um exemplo da aparência de um QDM exportado no formato PDF.
O QDM é organizado em três seções distintas. A primeira seção mostra a dotação
por fração (Figura 3.9), ou seja, apresenta quais MEMs devem ser distribuídos para cada
fração. A segunda seção contém a dotação por OM, apresentando a totalização dos MEMs
que devem ser providos para a OM relacionada ao QDM gerado. A Figura 3.10 apresenta
um trecho da seção de dotação por OM do QDM gerado. Nas duas primeiras seções os
MEMs são agrupados por classe e família de material (ver 2.1), e ordenados pelo código
de dotação (CODOT). Como o SISDOT é gerido pela 4a Subchefia do Estado-Maior do
Exército Brasileiro e esta trabalha apenas com MEMs do tipo 1 (Material Operacional
Relacionado em QDM), não foi apresentada no QDM informação relacionada ao tipo de
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Figura 3.9: QDM gerado: Dotação por Fração
material, já que apenas um tipo é utilizado. Na terceira seção são apresentadas as normas
de dotação utilizadas por este QDM.
3.4 Quadro de Dotação de Material Previsto
Outro importante documento gerado pelo SISDOT é o Quadro de Dotação de Material
Previsto (QDMP). O QDMP é o documento, baseado no Quadro de Cargos Previstos
(QCP) e no QDM de cada OM, que estabelece a quantidade de Material de Emprego
Militar (MEM) considerada necessária ao adestramento da OM e ao cumprimento de
suas missões em tempo de paz [184].
O QCP é o documento específico para cada OM, operativa ou não operativa, que prevê
os cargos necessários para seu funcionamento de acordo com suas necessidades. Em uma
OM operativa o QCP será baseado no QC [184]. Fazendo um paralelo com a orientação
a objetos, o QC é uma classe e o QCP uma instância desta classe. Por exemplo: existe
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Figura 3.10: QDM gerado: Dotação por OM
o QC para Batalhão de Infantaria (BI), que prevê a quantidade de MEM necessária ao
cumprimento das atividades estabelecidas na base doutrinária deste tipo de OM. Todas as
OM (físicas) que são BI possuem a estrutura organizacional determinada pelo QC. Porém,
um QCP pode incluir ou suprimir alguns cargos para refletir sua realidade. Existem vários
BI, cada um com suas necessidades específicas, uns com mais militares em alguns dos
cargos definidos no QC e outros com menos militares.
No QCP não há a possibilidade de incluir ou excluir cargos ou frações, e sim a pos-
sibilidade de alterar a quantidade de militares que venham a ocupar esses cargos. Por
exemplo: caso não exista fisicamente uma determinada fração na OM, mas que foi prevista
no QC, os cargos desta fração deverão ter quantidade igual a zero no QCP, suprimindo
todos os cargos desta fração existentes no QC.
O QCP deve estar aderente à estrutura organizacional imposta no QC, sem a possibi-
lidade de incluir ou excluir cargos ou frações. Entretanto, o QCP pode possuir módulos,
vistos como frações extras. Um módulo é uma estrutura organizada e equipada para aten-
der às necessidades específicas de uma OM, constando apenas no seu QCP. Cada módulo
do QCP segue a estrutura imposta pelo seu próprio QC, mas as quantidades podem ser
alteradas neste QCP. Um exemplo hipotético: existe um QC de uma banda de música
com três trompetistas. Um QCP que possui um módulo aderente a este QC pode alterar
a quantidade de trompetistas para dois.
A geração de um QDMP leva em consideração QCP e os QDMs da OM e suas frações
extras, quando existirem. Para que aconteça a geração do QDMP a presença do QDM da
OM é obrigatória, enquanto as presenças dos QDMs das frações extras é apenas desejável,
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mas necessária para geração de um QDMP completo.
O processo de geração de um QDMP dá-se da seguinte maneira: o usuário, autenticado
e na tela de geração de QDMP, seleciona a OM para a qual deseja-se gerar o QDMP.
Para que o usuário possa selecionar a OM, este deve informar algum dado para que seja
possível recuperar as informações da OM, como: o código da OM (Codom), ou o código
do QC ou um trecho do nome da OM. Após preencher o dado para pesquisa o sistema
lista na tela os dados da(s) OM(s) encontrada(s), possibilitando a seleção de uma. Ao
selecionar a OM o sistema recupera na base de dados corporativa do EB os dados do
QCP desta OM. Recupera também, na base de dados do SISDOT, os QDMs da OM e
de suas frações extras. O QDMP é gerado ao cruzar as informações contidas nos QDMs
com as informações do QCP, levando em consideração as supressões declaradas no QCP.
Após a geração do QDMP o usuário tem a possibilidade de algumas ações, como: edição
e exportação dos dados. A Figura 3.11 apresenta um trecho de um QDMP gerado e
exportado no formato pdf.
Figura 3.11: QDMP gerado
Existe a possibilidade do QCP possuir uma fração chamada ’Diversos’. Embora seja
vista como uma fração extra, não possui um QC e, consequentemente, também não possui
um QDM. Quando existir essa fração, com cargos preenchidos, o QDMP gerado não é
completo e exige uma edição manual por parte do usuário para completá-lo.
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3.5 Teste de Software
Conforme apresentado na Seção 2.5, o teste de software consiste na verificação dinâmica
de que um programa fornece comportamentos esperados em um conjunto finito de casos de
teste, selecionados adequadamente a partir do domínio de execução geralmente infinito
[77]. Então, o teste de software destina-se a mostrar que um programa faz o que se
pretende fazer e descobrir defeitos do programa antes de ser colocado em uso. O teste
não é mais visto como uma atividade que começa somente após a conclusão da fase de
codificação, com o objetivo limitado de detectar falhas. O teste de software deve abranger
todo o ciclo de vida de desenvolvimento e manutenção, com seu planejamento iniciando
nos estágios iniciais do processo de requisitos de software.
Durante o desenvolvimento do Sistema de Dotação de Material (SISDOT) foram cri-
ados casos de teste em diferentes níveis de granularidade, incluindo testes unitários e de
integração. Porém, o foco desta Seção apresentar a utilização da DSL (Seção 3.2) criada
para definição de chamadores junto com a especificação de testes de aceitação, com a
utilização da ferramenta Cucumber. Esses testes servem como uma forma de verificar a
corretude da geração de QDMs (Seção 3.3), podendo ser definidos de forma manual ou
gerados automaticamente.
Foi criado um projeto separado do SISDOT para a implementação desses testes. O
desenvolvimento da DSL também foi realizado em um projeto à parte. Ambos projetos
possuem repositórios git próprios no bitbucket, assim como o SISDOT, todos eles fazendo
parte do mesmo projeto, o Projeto de Pesquisa para Validação de Práticas e Métodos de
Desenvolvimento de Software para o Exército Brasileiro (PROMISE-EB).
O projeto para implementação dos testes foi dividido em diversos módulos:
• Cache: possui uma implementação simples de um cache em memória utilizado para
armazenar dados de QCs buscados no banco de dados de forma a agilizar sua recu-
peração posterior, já que os QCs são necessários para a geração de QDMs;
• Comum: define classes que auxiliam o acesso ao banco de dados, a execução de
regras pelo Drools e classes POJO que representam os resultados esperados após
a execução dos testes. Define também, em um JAR específico para testes, uma
infraestrutura para execução dos testes, utilizada por outros módulos;
• Maven-plugin: define um plugin maven responsável pela geração automática dos
testes;
• Automático: configuração e utilização do plugin maven desenvolvido, assim como a
geração e execução dos testes;
• Manual: definição dos casos de teste de forma manual.
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Geração automática de testes
Para a geração automática de testes foi implementado um plugin maven. Foi feita a
opção pela criação deste plugin para que todos os artefatos gerados fossem criados na fase
generate-sources do ciclo de vida de build do projeto maven. Com isso, outros projetos ou
módulos, neste caso o módulo automático, podem utilizar o plugin para gerar os artefatos
de teste e utilizá-los nas fases seguintes do ciclo de vida de build, como compile, test e
verify, juntamente com os códigos já existentes.
Para utilizar o plugin basta defini-lo no arquivo POM onde será usado, conforme
apresentado no Código 3.5. Apenas a propriedade "listaQcsString"é de preenchimento
obrigatório, onde são definidos os códigos dos QCs que devem ser testados. É possível
configurar outras propriedades neste plugin, como: a "seed"usada para geração de núme-
ros randomicamente, de forma que os testes possam ser repetidos, ou seja, que gerem
sempre os mesmos resultados de maneira que possam ser conferidos e repetidos. Outra



















Código 3.5: Declaração do plugin responsável pela geração de testes
Para executar este plugin é necessário declarar as dependências com o projeto que
define a DSL na qual os chamadores gerados são definidos, além do plugin do xtext, res-
ponsável pela conversão da DSL em uma representação java dos chamadores, para que
possam ser usados na execução dos testes. É necessário também declarar as dependên-
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cias com o junit e com o cucumber, este último responsável pela execução dos cenários
definidos, utilizando a infraestrutura de testes provida pelo junit.
O plugin define diversos cenários que serão gerados para cada QC declarado. Cada
cenário é responsável pela geração de um chamador no formato DSL e um arquivo de
definição do cenário no formato do cucumber. Para cada cenário é gerado um QDM
para o QC, usando o chamador gerado e o resultado deste QDM é conferido de acordo
com os dados previstos na definição do cenário do cucumber. Foram criadas diversas
combinações de cenários e para cada uma delas alguns dos valores das propriedades são
gerados randomicamente, seguindo a técnica Property-based Testing (PBT).
Para um entendimento dessas combinações que formam os cenários é necessário enten-
der melhor a regra Drools Rule Language (DRL). Todos os chamadores são convertidos
para o formato DRL para que o Drools possa executar as regras. Uma regra DRL, no
âmbito deste projeto, pode ser dividida em três regiões lógicas. Para melhor ilustrar essa
divisão, é apresentado um exemplo hipotético de uma DRL no Código 3.6. As três regiões
são: QC, nas linhas 3 e 4; fração, na linha 6; e cargo, nas linha de 8 a 17. A parte con-
dicional (LHS) desta regra é avalida de forma sequencial e pode ser entendida, de forma
resumida, da seguinte maneira:
1. primeiro é testada a região de QC: quando existir um QC, na working memory, que
seja operacional ou não-operacional e cujo código do Valor deste QC esteja entre os
códigos da lista apresentada, guarde uma referência para este QC na variável "$qc";
2. caso a primeira condição tenha sido satisfeita, é testada a região relativa a frações. É
realizada uma iteração sobre todas as frações do QC. Para cada fração que satisfaça
a condição apresentada é executada a terceira região, relativa aos cargos dessa fração
selecionada;
3. quando houver uma fração selecionada, as condições referentes a cada cargo desta
fração são avaliadas. Caso o cargo sendo avaliado satisfaça as condições, este é
coletado (linha 19) e adicionado a uma lista previamente definida (linha 5) que
contém todos os cargos que estão aderentes a este chamador (regra DRL). Após
a iteração sobre todos os cargos selecionados (a partir das frações selecionadas), é
feita uma verificação no tamanho da lista de cargos filtrados (linha 5). Caso a lista
não esteja vazia, este chamador é válido para os cargos filtrados;
4. por fim, já na parte RHS da DRL, para cada cargo filtrado são disponibilizados os
MEMs definidos no chamador. A atribuição dos MEMs para cada cargo é feita por
um objeto auxiliar definido como uma variável global na DRL. Esse objeto ajuda
a popular o QDM a medida que as regras são disparadas e as condições (LHS)
satisfeitas.
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1 rule "Chamador 1"
2 when
3 $qc: QuadroDeCargosVO( (operacional == TipoOrganizacaoMilitar.OPERACIONAL ||
↪→ operacional == TipoOrganizacaoMilitar.NAO_OPERACIONAL)
4 , idValor in (23, 41, 90, 50, 42, 31, 21, 32, 20, 30, 40) )
5 $cargosFiltrados: List( size > 0 ) from accumulate (
6 $fracao: FracaoQcVO( idFracao not in (14086, 1130, 8383, 9609, 2740, 10947,
↪→ 9149, 14131, 2265, 2513, 15219) ) from $qc.fracoes
7 and
8 $cargo: CargoVO(
9 cargoFuncao == "CARGO"
10 , idCargo not in (364, 539, 121, 2205, 528, 2204, 539)
11 , idPosto in (24, 23, 44, 22, 42)
12 , idArma not in (1055, 10, 833, 5308, 5393, 729, 5110, 15, 5112, 5390, 12)
13 ) from $fracao.cargos
14 and
15 HabilitacaoVO(codigoStr not in ("782", "756", "793", "768", "765", "751", "921",
↪→ "749", "767", "748")) from $cargo.habilitacoes
16 and
17 ObservacaoVO(codigoStr in ("40D","40K")) from $cargo.observacoes;
18
19 collectList( $cargo )
20 )
21 then
22 for(int i=0; i < $cargosFiltrados.size(); i++){
23 CargoVO c = (CargoVO) $cargosFiltrados.get(i);
24 helper.adicionarMateriais(1L, c.getIdFracaoQc(), c.getPerfilCgoNumero());
25 }
26 end
Código 3.6: Divisão lógica de uma DRL no âmbito do SISDOT
Os cenários de teste foram também divididos em três grupos, de acordo com as se-
ções da DRL. Isso foi feito pois cada região é testada de forma quase que independente,
possuindo dependência apenas da validade da região anterior. Por exemplo: a região de
fração só é avaliada se a região de QC tiver sido avaliada como verdadeira, então essas
regiões podem ser testadas de forma independente ao assumir que a região anterior é ver-
dadeira e que foram gerados casos de testes que ajudaram a validar o funcionamento das
condições da região anterior. Ao assumir a independência dos grupos, para fins de teste,
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é possível focar nas combinações das propriedades de cada grupo, facilitando a geração
de cenários de teste.
Cada grupo de cenários é responsável por testar várias das combinações das proprie-
dades da entidade relativa ao grupo (QC, fração ou cargo). Em cada cenário é definido
um chamador e uma lista com os resultados esperados, que são gerados de acordo com a
combinação específica de propriedades deste cenário. Como o MEM definido no chamador
não interfere na execução das regras, foi definido um MEM padrão para todos os chama-
dores gerados, assim como a quantidade igual a um (unitário). Isso foi feito para diminuir
a complexidade do algoritmo de geração ao não precisar acessar o banco de dados várias
vezes para recuperar MEMs de forma randômica, tendo em vista que não interferem na
avaliação das regras envolvidas na geração do QDM.
No grupo de QC existem as seguintes propriedades: operacionalidade, natureza, sub-
natureza e valor. Foram criados cenários específicos para cada propriedade e para combi-
nações entre elas. Para a propriedade natureza do QC, por exemplo, foram definidos os
seguintes cenários:
• natureza válida e tipoOM válido: este cenário gera um QDM válido, com resultados
válidos, pois neste cenário é criado um chamador com os mesmos valores de natu-
reza e operacionalidade (tipoOM) do QC para o qual será gerado o QDM, ou seja,
natureza e tipoOM válidos;
• natureza válida e tipoOM válido (AMBOS): este cenário funciona de forma parecida
com o anterior, mas o tipoOM é definido como "AMBOS"no chamador. Este tipoOM
indica que o QC pode ser operacional ou não-operacional;
• natureza válida e tipoOM inválido: o valor da natureza é o mesmo do QC, pois é
válido, e o valor do tipoOM é alterado. Por exemplo: se o QC for operacional o
valor é alterado para não-operacional e vice-versa;
• natureza inválida e tipoOM válido: o valor da natureza deve ser inválido no chama-
dor, ou seja, um valor diferente da natureza do QC. A geração deste valor inválido
de natureza é realizado de forma randômica, usando a seed configurada no plugin
maven, em uma lista de códigos de naturezas reais previamente definida;
• natureza inválida e tipoOM inválido: os valores de natureza e tipoOM são inválidos, e
são gerados conforme citado anteriormente: invertendo o valor de operacionalidade e
recuperando randomicamente um código de natureza da lista declarada previamente;
• negar natureza, inválido: as combinações citadas anteriormente nesta lista possuem
chamadores com regras do tipo "AFIRMACAO", o tipo padrão de uma regra. Mas
existe o tipo "NEGACAO", onde a regra é negada, ou seja, a condição (na DRL)
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Tabela 3.1: Cenários definidos para Valor de QC.





5 0 0 0
6 0 0 1
7 0 1 0
8 0 1 1
9 1 0 0
10 1 0 1
11 1 1 0
12 1 1 1
13 0 0 0 0
14 0 0 0 1
15 0 0 1 0
16 0 0 1 1
17 0 1 0 0
18 0 1 0 1
19 0 1 1 0
20 0 1 1 1
21 1 0 0 0
22 1 0 0 1
23 1 0 1 0
24 1 0 1 1
25 1 1 0 0
26 1 1 0 1
27 1 1 1 0
28 1 1 1 0
é válida quando o valor testado não pertence à lista de valores especificados na
regra. Neste cenário, por exemplo, há uma regra de negação da natureza de forma
que o QDM seja inválido. Então foi criada uma regra para "NATUREZA"do tipo
"NEGACAO"definindo como valor o código da natureza do QC. Com isso, esta regra
não é válida para este QC, sendo válida para todas as outras naturezas exceto a deste
QC;
• negar natureza, válido: para este cenário é criado um chamador com uma regra para
"NATUREZA"do tipo "NEGACAO", mas gerando um código de natureza diferente
da natureza do QC. Com isso, esta regra é válida para este QC.
Seguindo a mesma linha de combinações utilizadas paras cenários envolvendo natureza
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do QC, foram criados cenários para subnatureza e valor. Não foram criados cenários
para tipoOM pois esta é uma propriedade de preenchimento obrigatório no chamador e a
checagem de sua validade já é exercitada em todos os cenários do grupo. Na Tabela 3.1 são
apresentados os cenários definidos para o Valor do QC e suas combinações. Na primeira
coluna é apresentado o número do cenário, criado apenas para facilitar uma possível
referência a uma linha específica da tabela. As outras colunas contém os valores das
propriedades do QC sendo combinadas. A células com valor 0 indicam que o valor desta
propriedade, indicada pela coluna, é inválido, ou seja, deverá ser selecionado um valor
randomicamente de uma lista previamente definida e este valor deve ser diferente do valor
que essa propriedade apresenta no QC. As células com o valor 1 indicam que o valor desta
propriedade é válido, ou seja, é o mesmo valor definido no QC para esta propriedade. As
células sem valor indicam que essa propriedade não faz parte da combinação.
Para a propriedade Valor do QC também foram criados dois cenários para testar as
regras "NEGACAO". Em um cenário é criada uma regra de negação para o Valor do QC,
ou seja, todos os QCs que não possuam o Valor indicado na regra seriam avaliados como
verdadeiros. No outro cenário é criada uma regra para o Valor do QC, onde todos os QCs
que possuam o Valor definido seriam avaliados como verdadeiros.
No grupo Cargo existem as seguintes propriedades: código do cargo, subcírculo ao
qual o cargo pertence, o posto (patente) necessário para ocupar o cargo, e a arma (Arma,
Quadro ou Serviço) necessária para ocupar o cargo. O subcírculo está relacionado às
graduações (posto/patente) existentes, servindo como uma forma de agrupamento. Por
exemplo: o subcírculo superior agrupa as patentes de coronel, tenente-coronel e major; o
subcírculo subalterno agrupa os tenentes.
Existe uma ampla gama de especializações desempenhadas por cada integrante da
Força Terrestre, abrangendo os mais diversos campos de atividades, e que, na maioria dos
casos, define toda a carreira militar desses indivíduos. A grande divisão dessas especializa-
ções é definida pela Arma, Quadro ou Serviço a que pertence um militar do Exército. As
Armas englobam o militar combatente por excelência, tradicionalmente a atividade-fim da
profissão. As Armas dividem-se em dois grupos: as Armas-Base (Infantaria e Cavalaria)
e as Armas de Apoio ao Combate (Artilharia, Engenharia e Comunicações). Os Quadros
reúnem os militares que, de origem diversa, aglutinam-se dentro desses quadros com uma
finalidade geral própria, por exemplo: Quadro de Engenheiros Militares (QEM), Quadro
de Material Bélico (QMB) e Quadro Complementar de Oficiais (QCO). Por fim, há os
Serviços que, como o termo indica, têm uma atividade de apoio bem definida, normal-
mente de cunho logístico. Os Serviços de Intendência e de Saúde (médicos, dentistas e
farmacêuticos) trabalham na paz e na guerra para a manutenção do homem, pelo atendi-
mento às suas necessidades de sustento e sanitárias. Os oficiais de Intendência são mestres
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no suprimento e nas finanças. O Serviço de Intendência é a parte da logística voltada
para as atividades de suprimento. Ele distribui o material de intendência (uniformes,
equipamentos individuais, etc) e os diversos tipos de munição e de gêneros alimentícios.
Proporciona também, em operações, outros serviços como lavanderia e banho. Nas orga-
nizações militares os intendentes assessoram os comandantes na administração financeira
e na contabilidade. Cabe ao Serviço de Intendência atender aos objetivos do Exército
Brasileiro no que se refere a atividades logísticas que convergem para o planejamento cor-
reto e o provimento oportuno, nos locais determinados e nas quantidades e especificações
exigidas [207].
Para cada cenário do grupo de cargos foi selecionado um cargo aleatoriamente da lista
de cargos do QC, utilizando a seed configurada no plugin maven. De acordo com o cargo
selecionado são geradas as regras conforme a combinação de propriedades especificada
para o cenário. Para cada cenário, além das regras, é gerada também uma lista contendo
os resultados esperados, ou seja, os dados que se espera encontrar no QDM gerado para
o QC.
A Tabela 3.2 apresenta as combinações de propriedades de cargos, onde cada linha
representa a combinação usada na definição do cenário. Na primeira coluna é apresen-
tado o número do cenário, criado apenas para facilitar uma possível referência a uma
linha específica da Tabela. As outras colunas apresentam as propriedades de cargo sendo
combinadas. As células com valor 1 indicam que a regra será criada com o tipo da coluna
e com o valor correspondente no cargo. Enquanto que para as células com valor 0 são
criadas regras de negação com o tipo da coluna e com o valor correspondente no cargo.
Por exemplo: na linha 10 são criadas duas regras no chamador gerado: uma de negação
para o código do cargo selecionado e outra especificando o subcírculo do cargo selecio-
nado. Com isso, ao executar esse chamador, todos os cargos da lista de cargos do QC que
não possuam o código declarado mas que possuam o mesmo subcírculo declarado estarão
aptos a receber o MEM definido no chamador.
Para a propriedade código do cargo também foram criados dois cenários para testar
as regras do tipo "NEGACAO". Para cada um dos cenários, assim como para os outros
cenários deste grupo, é selecionado um cargo aleatoriamente do QC. Em um cenário é
criada uma regra de negação para o código do cargo selecionado, ou seja, todos os cargos
do QC são providos com o MEM definido no chamador, exceto os cargos que possuam o
mesmo código do cargo selecionado. No outro cenário é criada uma regra para o código
do cargo selecionado. Sendo assim, apenas os cargos que possuam o mesmo código do
cargo selecionado estão apto a receber o MEM definido no chamador, enquanto os outros
cargos não.
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Tabela 3.2: Cenários definidos para Cargos.





















21 0 0 0
22 0 0 1
23 0 1 0
24 0 1 1
25 1 0 0
26 1 0 1
27 1 1 0
28 1 1 1
29 0 0 0 0
30 0 0 0 1
31 0 0 1 0
32 0 0 1 1
33 0 1 0 0
34 0 1 0 1
35 0 1 1 0
36 0 1 1 1
37 1 0 0 0
38 1 0 0 1
39 1 0 1 0
40 1 0 1 1
41 1 1 0 0
42 1 1 0 1
43 1 1 1 0
44 1 1 1 1
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Para este trabalho foram especificados 100 cenários. Todos os cenários gerados, in-
dependente do grupo, contém um chamador, com as regras referentes à combinação de
propriedades definida para o cenário, e uma lista de resultados esperados, que serão com-
parados com os dados do QDM gerado. Para cada QC declarado no plugin é gerada uma
lista de cenários. Para cada QC é gerado um arquivo cucumber contendo os cenários
definido para este QC. A geração do arquivo é realizada com o uso do Freemarker (Seção
2.4.1), usando o template definido no Código 3.7.
1 # language: pt
2
3 Funcionalidade: QDM ${idQc?string.computer}
4 Como usuário quero gerar um QDM a partir de chamadores
5 Para que eu não tenha que gerar um QDM manualmente
6
7 <#list cenarios as cenario>
8 Cenario: ${cenario.nome}
9 Dado Quadro de Cargos com código ${idQc?string.computer}
10 E Chamadores: ${cenario.chamador.codigo?string.computer}
11 Quando Gero QDM
12 E os resultados são consistentes
13 <#assign executar=cenario.deveExecutar() />
14 <#if executar>
15 Entao os cargos devem estar populados:
16 | idFracao | idCargo | codot | quantidade |
17 <#list cenario.resultados as resultado>
18 | ${resultado.idFracao?string.computer?right_pad(8)} | ${resultado.idCargo?string.
↪→ computer?right_pad(7)} | ${resultado.codot} | ${resultado.quantidade} |
19 </#list>
20 E o resultado final deve ser:
21 | codot | quantidade |
22 <#list cenario.resultadosTotal as resultado>
23 | ${resultado.codot} | ${resultado.quantidade} |
24 </#list>
25 <#else>




Código 3.7: Definição do template usado para criar o arquivo Cucumber
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Enquanto é gerado um arquivo do cucumber para cada QC, apenas um arquivo con-
tendo todos os chamadores é gerado. A separação de cenários do mesmo QC em um
arquivo do cucumber está relacionada à declaração da funcionalidade sendo testada, no
caso a geração de QDMs para o QC selecionado nos mais variados cenários, descritos
acima. Para a geração do arquivo de chamadores no formato de DSL é criada uma lista
contendo todos os chamadores gerados em cada cenário, de todos os QCs declarados no
plugin. O template usado para criar este arquivo contendo os chamadores é apresentado
no Código 3.8.
1 <#list chamadores as chamador>
2 chamador ${chamador.codigo} {
3 tipoOM = ${chamador.tipo},
4 materiais=[
5 <#list chamador.itens as item>





10 <#list chamador.regras as regra>
11 (tipoChamador=${regra.tipoChamador}, tipo=${regra.tipo}, valores=[<#list regra.





Código 3.8: Definição do template usado para criar o arquivo de Chamadores
O processo de geração automática de testes pode ser resumido da seguinte maneira:
o plugin maven deve ser declarado e configurado, indicando a lista com os códigos dos
QCs para os quais devem ser gerados testes. Então, para cada QC da lista são gerados
cenários, com variações em suas propriedades de acordo com o QC sendo testado. Os
cenários gerados são transformados em arquivos do cucumber e de DSL, que representam
os cenários gerados. Houve então uma conversão dos cenários gerados com base na téc-
nica Property-based Testing (PBT) em casos de teste por exemplo, que serão executados
automaticamente durante a fase adequada do ciclo de vida de build do maven. É gerado
um relatório no formato HTML com o resultado da execução dos testes e um trecho deste
relatório é apresentado na Figura 3.12.
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Figura 3.12: Relatório da execução dos testes gerados automaticamente
Testes manuais
Além do plugin para geração automática de testes, foi desenvolvido, neste projeto, um
módulo com o intuito de facilitar a definição manual de testes. Neste módulo o testador é
capaz de especificar chamadores usando a DSL criada e utilizar um ou mais chamadores na
definição de cenários do Cucumber. A definição dos testes é manual mas são executados
automaticamente com o uso de plugins específicos do maven.
A definição manual de testes serve para verificar se um conjunto de chamadores decla-
rados resulta nos dados esperados de um QDM gerado para determinado QC. Esse tipo
de teste serve também para detecção de inconsistências no conjunto de chamadores de-
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clarados, quando um cargo é provido com o mesmo Material de Emprego Militar (MEM)
por meio de mais de um chamador.
A especificação de um caso de teste de forma manual exige a definição de um ou mais
chamadores declarados com a DSL e a definição de um ou mais cenários em um arquivo
do Cucumber, fazendo referência aos chamadores declarados na DSL. Os chamadores
declarados são, geralmente, uma combinação dos casos de teste gerados automaticamente,
seja em chamadores separados ou juntando as regras em ummesmo chamador. Reforçando
assim a importância dos cenários de teste gerados automaticamente.
Para exemplificar a definição manual de testes, foram definidos três chamadores que
são exercitados em dois diferentes cenários. Os chamadores declarados são apresentados
no Código 3.9. É possível observar que os chamadores 01 e 02 contém regras que estão
contidas em cenários de teste gerados automaticamente. Porém, na geração de testes
automática esses chamadores são executados de forma separada, enquanto no teste manual
é possível testar o comportamento desses chamadores em conjunto.
1 chamador 01 {
2 tipoOM = AMBOS,
3 materiais=[
4 (’1051000025’:’Pistola Semi-Automática’: 1),
5 (’1051000006’:1), //Faca de Combate
6 (’1020100017’:1), //Estojo para Carregador de Pistola








14 chamador 02 {
15 tipoOM = AMBOS,
16 materiais=[
17 (’1051000025’:’Pistola Semi-Automática’: 1),
18 (’1051000006’:1), //Faca de Combate
19 (’1020100017’:1), //Estojo para Carregador de Pistola









27 chamador 03 {
28 tipoOM = AMBOS,
29 materiais=[
30 (’1051000025’:’Pistola Semi-Automática’: 1),
31 (’1051000006’:1), //Faca de Combate
32 (’1020100017’:1), //Estojo para Carregador de Pistola







Código 3.9: Definição de chamadores utilizando a DSL
Para exercitar os chamadores declarados neste exemplo foram definidos dois cenários
de teste, conforme apresentado no Código 3.10. Um dos objetivos da utilização do Cu-
cumber neste projeto é a sua utilização como uma ferramenta de documentação robusta
e rica em detalhes que serve de guia para o desenvolvimento do produto. Essa documen-
tação é escrita na forma de funcionalidades e cenários que exercitam essa funcionalidade,
escritas em uma linguagem semi-formal (Gherkin), mas de forma concisa e clara com a
intenção de facilitar o entendimento por todos os stakeholders.
O primeiro cenário tem o objetivo de testar a geração de um QDM para o QC com
código 757311, usando os chamadores 1 e 2, definidos no Código 3.9. Ao gerar o QDM
os resultados devem ser consistentes e devem conter os valores esperados, listados em
forma de tabela. Esses valores esperados devem ser obtidos com o analista de negócio,
ou o usuário responsável pela definição de QDM no EB. Apenas esses profissionais sabem
exatamente quais os resultados devem ser esperados ao executar um conjunto de chama-
dores para geração de um QDM para determinado QC. Essa é uma das razões do teste
automático gerar cenários mais básicos e com apenas um chamador, pois assim é possível
gerar os resultados esperados de forma automática apenas com uma simples filtragem do
QC, frações ou cargos. Caso os cenários gerados automaticamente fossem mais complexos
haveria a necessidade de desenvolver uma solução paralela para geração de QDM apenas
para criar a lista de resultados esperados no cenário. Isto levaria a problemas como: a
duplicidade da solução de geração de QDM custaria tempo e dinheiro, e talvez o principal
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seja o levantamento de um questionamento: como validar essa outra solução?
1 # language: pt
2 Funcionalidade: QDM
3 Como usuário quero gerar um QDM a partir de chamadores
4 Para que eu não tenha que gerar um QDM manualmente
5
6 Cenario: Teste 1
7 Dado Quadro de Cargos com código 757311
8 E Chamadores: 1, 2
9 Quando Gero QDM
10 E os resultados são consistentes
11 Entao os cargos devem estar populados:
12 | idFracao | idCargo | codot | quantidade |
13 | 6765748 | 10403 | 1051000025 | 1 |
14 | 6765748 | 10403 | 1020100017 | 1 |
15 | 6765748 | 10403 | 1020100013 | 1 |
16 | 6765748 | 10403 | 1051000006 | 1 |
17 | 6765748 | 21328 | 1051000025 | 1 |
18 | 6765750 | 10122 | 1051000025 | 1 |
19 | 6765793 | 13276 | 1051000025 | 6 |
20 | 6765796 | 24655 | 1051000025 | 1 |
21 | 6765796 | 24429 | 1051000025 | 2 |
22 | 6765798 | 24429 | 1051000025 | 3 |
23 | 6765798 | 11433 | 1051000025 | 9 |
24 E o resultado final deve ser:
25 | codot | quantidade |
26 | 1020100013 | 74 |
27 | 1020100017 | 74 |
28 | 1051000006 | 74 |
29 | 1051000025 | 74 |
30
31 Cenario: Teste 2
32 Dado Quadro de Cargos com codigo 757311
33 E Chamadores: 1, 2, 3
34 Quando Gero QDM
35 E os resultados são inconsistentes
Código 3.10: Definição de cenários utilizando o Cucumber
O segundo cenário tem o objetivo de demonstrar a inconsistência entre chamadores ao
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gerar um QDM para o QC com código 757311, usando os chamadores 1, 2 e 3, definidos
no Código 3.9. Ao gerar o QDM, os resultados devem ser inconsistentes pois ao menos
um cargo foi provido com os MEMs declarados por mais de uma chamador. No caso em
questão, os chamadores 2 e 3 estão em conflito. Exemplos de cargos que receberam os
mesmos MEMs por meio dos dois chamadores são listados abaixo:
• O cargo "Operador de Micro"da fração "Seção de Controle de Suprimento", pois pos-
sui arma com código 3200 (Qualquer QMG, exceto as QMG 08-Saúde e 00-Singular),
presente no chamador 02; e possui habilitações 79A (Operador de Computador) e
903 (Atirador ou Auxiliar de Atirador), ambas presentes no chamador 03. Com isso,
os dois chamadores são válidos para esse cargo, gerando uma inconsistência;
• O cargo "Padioleiro"da fração "1a, 2a e 3a Turmas de Evacuação", pois possui arma
com código 833 (QMG 08-Saúde/QMP 33-Auxiliar de Saúde), presente no chamador
02; e possui habilitação 920 (Motorista), presente no chamador 03.
Os testes declarados de forma manual são claramente importantes para ajudar na
garantia da qualidade da solução. No exemplo apresentado, o primeiro cenário demonstrou
que o QDM gerado apresentava os dados esperados. O segundo cenário, talvez mais
importante, permitiu verificar a inconsistência entre chamadores na geração de um QDM.
Isso demonstra a cautela que os profissionais do EB responsáveis pela gestão do SISDOT




Estudo de Caso Prático
A aceitação de estudos empíricos em engenharia de software e suas contribuições para
o aumento do conhecimento está crescendo continuamente [15]. Para a validação da
arquitetura proposta, foi realizado um estudo de caso prático, que consiste na avaliação
dos principais decisões arquitetônicas do SISDOT relacionadas à geração de QDMs, tido
como o principal caso de uso do sistema. O estudo de caso tem como objetivo responder
às seguintes perguntas de pesquisa:
• RQ.1: A abordagem proposta, baseada na meta-programação, gera QDMs corretos?
• RQ.2: O uso de uma DSL reduz o esforço necessário para implementar os casos de
teste que visam a geração de QDM?
• RQ.3: A abordagem proposta, baseada em meta-programação, gera QDMs dentro
de um prazo satisfatório?
RQ.1 lida com o conceito mais importante: corretude em relação à geração de QDM.
Pretende-se demonstrar que a solução gera automaticamente as regras, eliminando o tra-
balho que o desenvolvedor teria para implementar a solução em Java. Com poucas linhas
de código, relativas à definição do template e sua execução, a solução gera um arquivo de
regras com um número significante de DRLs, de acordo com a quantidade de chamadores
cadastrados. A resposta a esta questão está relacionada aos resultados dos testes manuais
e automáticos.
RQ.2 está relacionada com a produtividade do testador e demonstra o quanto de
código o desenvolvedor tem que escrever ao usar a DSL proposta, em comparação com o
esforço para especificar chamadores usando a linguagem Java em casos de teste unitários.
Embora não exista nenhum requisito funcional formal que especifique o tempo aceitável
para gerar um QDM, foi determinado que um tempo superior a 10 segundos, quando se
usam 1000 chamadores, seria inaceitável. Portanto, a RQ.3 serve para garantir que os
QDMs sejam gerados em um tempo satisfatório.
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4.1 Coleta e Análise dos dados
Conforme apresentado na Seção 3.5, foram definidos, no SISDOT, testes em diferentes
níveis de granularidade, além dos testes baseados na DSL e Cucumber. O teste de software
destina-se a mostrar que o sistema faz o que se pretende e descobrir defeitos, mas nunca
mostrar sua ausência. Os testes de software foram usados na RQ.1 como uma forma de
aumentar a confiança na corretude da solução para geração de QDMs.
Foram definidos 100 cenários que servem de base para geração automática de artefatos
para testar cada QC declarado no plugin maven criado. Esses cenários cobrem diversas
validações de casos básicos de regras de chamadores, aumentando a confiança de que a
geração de QDMs funciona corretamente. Foram gerados automaticamente testes para um
conjunto de 20 QCs, selecionados de forma a expressar a variedade dos tipos existentes,
e todos os cenários passaram nos testes executados, ou seja, não foram encontrados erros
nos resultados esperados.
Nos testes manuais, os chamadores declarados são, geralmente, uma combinação dos
casos de teste gerados automaticamente. Neste tipo de teste é necessária a presença
de um analista de negócio para auxiliar na definição dos chamadores e dos resultados
esperados. Durante a execução dos testes os dados obtidos na geração do QDM para
determinado QC são comparados com os resultados esperados pelo analista de negócio.
Pela combinação dos casos de teste mais básicos gerados automaticamente e definição
dos resultados esperados por um analista de negócio, este tipo de teste demonstra-se
importante para ajudar na garantia da qualidade da solução desenvolvida.
A primeira pergunta de pesquisa é respondida qualitativamente. Embora isso possa
parecer decepcionante (sob a perspectiva de métodos empíricos), fortes evidências, cole-
tadas dos especialistas do domínio, mostram que a abordagem proposta produziu QDMs
corretos. Acredita-se que essa corretude se deve a vários fatores, incluindo o envolvimento
dos especialistas do domínio que ajudaram a entender completamente os requisitos, a ex-
periência da equipe de desenvolvimento e os resultados satisfatórios dos testes executados.
No entanto, a decisão de não escrever as regras de baixo nível no nível do código-fonte, mas
usando uma abordagem de geração de programa que reduziu significativamente o esforço
necessário para escrever essas regras, também contribuiu para alcançar essa confiança so-
bre a corretude. Em uma reunião com os especialistas do domínio, um dos especialistas
disse: "Fiquei surpreso com a corretude da solução. Na versão anterior do sistema, tínha-
mos que iniciar várias interações até ficarmos confiantes sobre o funcionamento correto
dos chamadores (regras de alto nível).
Para responder as outras questões de pesquisa, a coleta dos dados foi realizada uti-
lizando as seguintes métricas: linhas de código (LOC) e tempo de execução. A escolha
dessas duas métricas está relacionada ao tamanho do código, que pode indicar uma maior
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produtividade; e à satisfação do requisito funcional que determina o tempo máximo de
execução para a geração de QDM.
Foram selecionados os 100 chamadores declarados no ambiente de desenvolvimento do
SISDOT. Esses chamadores são do tipo ABAS (Estrutura Organizacional por Compo-
nentes) (Seção 3.2) e correspondem a chamadores reais utilizados pelo Exército Brasileiro
(EB), e serviram para a realização de alguns testes na geração de QDMs pela equipe
de desenvolvimento. Foram gerados também, de forma automática, 100 chamadores do
tipo ÁRVORE (Estrutura Organizacional Completa) (Seção 3.2). Foram selecionados
100 QCs para a coleta de métrica de tempo de geração de QDMs, e para cada QC foi
gerado automaticamente um chamador do tipo ÁRVORE. Essa geração deu-se a partir
da seleção aleatória de cargos, criando uma regra do tipo CARGO_QC para cada cargo.
A quantidade de cargos selecionados deu-se pela seleção aleatória de um número entre 1
e 1/3 da quantidade total de cargos do QC, sendo que esse limite superior não poderia
exceder 60.
Os dados analisados para a RQ.2 foram coletados a partir desses 200 chamadores.
Cada um desses chamadores, representados na linguagem Java, foi convertido para o seu
correspondente no formato da DSL com o uso do Xtext, e os dados referentes ao número de
linhas de código foi coletado para cada uma das representações. Os dados coletados foram
exportados para o formato CSV, para que pudessem ser analisados usando o ambiente R
[208].
Na análise de dados para a RQ.2, que compara o número de linhas de código entre
as duas abordagens distintas para representar chamadores, foram criadas duas colunas
adicionais: diferença, que mede a diferença no número de linhas de código necessárias
especificar chamadores usando Java e a DSL; e percentual de redução, que indica quanto
menos código é necessário para especificar um chamador usando a DSL, quando compa-
rado à especificação direta no código Java.
A Tabela 4.1 apresenta uma amostra dos dados coletados, incluindo as colunas adicio-
nais. A primeira coluna contém o código do chamador. Os chamadores com código entre
1 e 20 representam chamadores do tipo ABAS, enquanto os outros chamadores são do tipo
ARVORE. A segunda coluna contém a quantidade de linhas de código para representar
o chamador na DSL e a terceira coluna contém a quantidade de linhas para representar o
mesmo chamador na linguagem Java. A quarta coluna contém a diferença do número de
linhas de código entre as representações Java e DSL. A quinta coluna apresenta quantos
em quantos por cento a representação DSL é menor que a representação Java. Segue um
exemplo hipotético para o cálculo dessa coluna: dado um chamador em Java com 100
linhas e um chamador em DSL com 30 linhas, o chamador em DSL é 70% menor que o
chamador em Java.
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Tabela 4.1: Comparação do número de linhas de código entre DSL e Java.
Código DSL Java Diferença Menor (%)
1 10 26 16 62
2 10 25 15 60
3 10 32 22 69
4 11 52 41 79
5 15 41 26 64
6 9 16 7 44
7 18 21 3 15
8 12 25 13 52
9 9 11 2 19
10 11 23 12 53
11 7 27 20 75
12 8 41 33 81
13 8 14 6 43
14 10 23 13 57
15 7 45 38 85
16 11 24 13 55
17 7 21 14 67
18 7 9 2 23
19 9 19 10 53
20 8 12 4 34
122 10 48 38 80
123 8 44 36 82
124 10 54 44 82
125 8 39 31 80
126 12 47 35 75
127 9 43 34 80
128 9 39 30 77
129 9 27 18 67
130 12 25 13 52
131 12 45 33 74
132 11 48 37 78
133 11 60 49 82
134 8 38 30 79
135 11 69 58 85
136 8 32 24 75
137 10 59 49 84
138 11 49 38 78
139 11 18 7 39
140 8 67 59 89
141 10 32 22 69
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Na Tabela 4.2 são apresentadas algumas estatísticas descritivas dos dados coletados,
contendo as seguintes colunas: valor mínimo, mediana, média, desvio padrão e valor
máximo. É possível observar, por exemplo, que a menor diferença entre a quantidade de
linhas de código foi de 2 linhas enquanto a maior diferença foi de 121 linhas. É possível
observar ainda que o chamador declarado em DSL é, em média, 54.66% menor do que o
chamador declarado em Java.
Tabela 4.2: Análise dos dados de comparação entre DSL e Java
Min. Mediana Média SD Max.
DSL 7.00 9.00 9.67 2.01 18.00
Java 9.00 23.00 28.66 18.47 130.00
Diferença 2.00 13.00 18.98 18.25 121.00
Menor (%) 14.29 56.26 54.66 21.68 93.08
No estudo estatístico, a relação entre duas ou mais variáveis denomina-se correlação.
Existe uma forte correlação entre as variáveis Java e Diferença, de 0.994. Essa correlação
pode ser visualizada no gráfico de dispersão apresentado na Figura 4.1. A partir desse
dado é possível identificar que à medida que o tamanho do código Java cresce a diferença
para a representação em DSL também aumenta.
Figura 4.1: Correlação entre Java e Diferença
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Para a coleta da métrica de tempo de execução, relativa à RQ.3, foi utilizado um
computador com processador Intel(R) Core(TM) i7-4790, com 16GB de memória RAM,
com o sistema operacional Ubuntu 18.04.1 LTS, 64 bits, com kernel 4.15.0-34-generic. A
configuração utilizada é, de certa forma, comum em computadores domésticos. Espera-
se uma melhoria considerável nos tempos de geração de QDMs ao utilizar máquinas
mais potentes, como os servidores do EB. Foram usados 100 QCs, escolhidos de forma a
representar os variados tipos de OM, naturezas, subnaturezas e valores. Para cada QC
foram gerados QDMs usando as seguintes quantidades de chamadores: 70, 200, 400, 700,
1000, 1500, 2000.
Como só haviam 200 chamadores declarados, os conjuntos com quantidade maior con-
tém chamadores repetidos. A seleção dos chamadores foi realizada de maneira randômica,
mas com o mesmo seed, para que os mesmos conjuntos fossem utilizados nas gerações
dos QDMs de diferentes QCs. A seleção aleatória de chamadores ocorreu para todos os
conjuntos, seja para selecionar um subconjunto dos chamadores disponíveis ou para com-
pletar um conjunto maior, repetindo alguns dos chamadores. Os resultados obtidos foram
armazenados em arquivo no formato CSV para análise no ambiente R.
A Tabela 4.3 apresenta uma amostra dos resultados obtidos com a execução. A pri-
meira coluna contém o código do QC, e da segunda coluna em diante contém o tempo, em
milissegundos, para a geração dos QDMs usando a quantidade de chamadores indicada
no header da respectiva coluna. Por exemplo: a segunda coluna contém os tempos de
geração de QDMs usando 70 chamadores, a terceira coluna contém os tempos de geração
de QDMs usando 200 chamadores, e assim por diante.
Nesta Tabela é possível observar, por exemplo, que o tempo para geração de um QDM
para o QC com código 702311 (Batalhão de Infantaria) usando 1000 chamadores foi de
6185 ms, o maior tempo entre todos aferidos para esta quantidade de chamadores. Para
este mesmo QC foram gerados QDMs com tempos de 4301 ms, 7753 ms e 10098 ms para
700, 1550 e 2000 chamadores, respectivamente. Os tempos, da coluna que contém os
dados relativos a 1000 chamadores, marcados em negrito representam o maior e o menor
valor encontrados nos dados coletados.
Foi realizada uma análise sobre os dados coletados, incluindo informações levantadas
sobre cada QC, como: quantidade total de cargos e de militares. Não foi possível encontrar
uma relação entre os tempos de execução e a quantidade total de cargos e nem com a
quantidade de militares. Por exemplo: a correlação entre a quantidade de cargos e os
tempos usando 1000 chamadores é de 0.1565, indicando que não há uma relação clara
entre essas variáveis. Outro exemplo: o maior tempo de geração ao usar 1000 chamadores
foi de 6185 ms para um QC que possui 242 cargos. Mas para o QC que possui mais cargos,
com 1235, o tempo de geração foi de 5003 ms. O QC com o menor tempo de geração
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Tabela 4.3: Tempo (ms) para geração de QDMs.
QC 70 200 400 700 1000 1500 2000
101410 362 890 1866 3237 4846 6877 9231
206410 384 895 1875 3170 4838 6975 9348
215304 413 960 2026 3358 5235 6851 9416
231303 370 934 1954 3221 4931 6715 9264
300400 385 891 1903 3132 4808 6858 9283
500312 379 944 1992 3495 4709 6637 9213
524311 379 942 1999 3231 4991 7061 9686
609420 369 911 1895 3162 4875 6905 9259
619321 366 917 1945 3269 5010 6976 9163
627320 403 934 2006 3314 5081 7522 9011
656320 371 900 1868 3197 5058 7086 9398
702311 705 1524 2902 4301 6185 7753 10098
710312 404 954 1996 3237 4861 6728 9102
725310 380 920 1872 3104 4860 6957 9190
727310 364 922 1949 3206 4722 6795 9222
757311 403 944 2084 3359 5263 6960 9230
950401 393 928 1993 3235 5076 7282 10060
1108400 398 968 2048 3458 4703 6727 9575
1112401 388 894 1880 3165 4837 6873 9270
5716900 373 918 1979 3423 4662 6504 9032
7805004 382 1071 1808 2979 4710 6915 9287
1470310 348 879 1861 3091 4711 6824 8996
739310 383 914 1962 3096 4722 6753 9032
8204900 347 847 1841 3052 4731 6907 9348
1501402 348 871 1869 3092 4784 6873 9581
6512900 362 899 1882 3161 4796 6825 9691
2522135 356 902 1890 3115 4819 6928 9153
302401 354 900 1871 3080 4898 6875 9272
1115310 374 890 1857 3131 4904 6891 9201
7038901 391 926 1955 3268 5026 7450 9241
6800901 339 905 1870 3138 4895 6982 8975
6993900 352 868 1861 3090 4741 6793 9445
2205400 390 901 1890 3186 5038 7107 9146
7017901 356 893 1852 3061 4773 6760 9201
2587150 365 887 1854 3147 5132 6902 9034
8417000 388 892 1917 3191 4892 7010 9061
903311 404 890 1910 3180 4843 6950 9346
9015002 369 882 1893 3070 4783 6792 8989
5406194 368 895 1924 3124 4870 6749 8955
96
Tabela 4.4: Análise dos tempos para geração de QDMs.
Quantidade Min. Mediana Média SD Max.
700 2979 3179.5 3196.71 144.2615 4301
1000 4662 4909.5 4925.57 179.7946 6185
1500 6504 6968.5 7002.41 229.0101 7753
2000 8650 9284.5 9337.90 276.2198 10098
(4662 ms) possui 3 cargos, enquanto o QC que apresenta a menor quantidade de cargos
(2) teve tempo de geração de 4731 ms.
Na Tabela 4.4 são apresentadas algumas estatísticas descritivas dos dados coletados,
contendo as seguintes colunas: valor mínimo, mediana, média, desvio padrão e valor
máximo. É possível observar, por exemplo, que o tempo médio para geração de QDMs
ao usar 1000 chamadores foi de 4925 ms, enquanto para 2000 chamadores foi de 9337
ms. Estes tempos médios de execução são importantes de se observar devido ao requisito
funcional levantado que limita o tempo de geração de um QDM a 10 segundos, quando
usar 1000 chamadores, a quantidade esperada no sistema.
A Figura 4.2 apresenta um gráfico dos tempos necessários para geração de QDMs para
6 diferentes QCs. Para cada QC foram gerados 5 QDMs, com diferentes quantidades de
chamadores: 400, 700, 1000, 1500, 2000.
Figura 4.2: Tempo (ms) de geração de QDM
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4.2 Discussão
Os testes realizados durante o desenvolvimento, juntamente com a geração automática de
testes, envolvimento e feedback dos especialistas do domínio, serviram para aumentar a
confiança na corretude da solução, respondendo satisfatoriamente a RQ.1.
Ao analisar os dados relacionados à RQ.2, foi possível observar que a representação de
um chamador usando a DSL desenvolvida é, em média, 54% menor que a representação
do mesmo chamador em Java. Isso indica um possível ganho de produtividade para o
desenvolvedor ao escrever casos de teste, já que ela terá que escrever uma quantidade
menor de código. Além disso, usando a DSL, é possível especificar chamadores usando
uma abordagem declarativa, que é próxima do vocabulário do domínio do problema.
Com relação à terceira questão de pesquisa, o limite imposto pelo requisito funcional
de 10 segundos não foi ultrapassado, mesmo considerando 2000 chamadores, que é o dobro
do número de chamadores esperados para o sistema em produção.
4.3 Ameaças à validade
Foram considerados apenas 200 chamadores neste estudo, que serviu de base para medir
o tempo de geração de QDMs. Espera-se que o SISDOT tenha cerca de 1000 chama-
dores no ambiente de produção. Para mitigar a ameaça relacionada ao pequeno número
de chamadores disponíveis para teste, foi considerada sua repetição ao realizar o teste
de desempenho do aplicativo. Desta forma, espera-se que o sistema apresente um com-
portamento semelhante ao ambiente de produção (em relação ao desempenho). A mesma
situação ocorre com a comparação de linhas de código entre as declarações de chamadores
em DSL e Java. Como o número de chamadores é relativamente pequeno, pode não ser




O objetivo desse trabalho foi descrever as principais decisões arquiteturais e de design
adotadas para implementar os mecanismos para derivar regras de negócio de alto nível
em regras específicas para o motor de regras Drools e a definição de uma DSL que facilita
a declaração de regras de negócio de alto nível. Além da geração automática de testes
para complementar os testes definidos manualmente.
Foi realizado um estudo de caso prático para validar a arquitetura proposta a partir
da avaliação do principal caso de uso do Sistema de Dotação de Material (SISDOT),
relacionado à geração de QDMs. Neste estudo de caso foram levantadas três perguntas
de pesquisa, que foram respondidas satisfatoriamente.
A partir dos resultados obtidos com o estudo de caso foi possível observar uma di-
minuição considerável, de 54% em média, da quantidade de linhas de código necessárias
para a declaração de um chamador usando a DSL criada em comparação com a represen-
tação do mesmo chamador em Java, indicando um possível ganho de produtividade para
o testador. Essa diminuição da quantidade de linhas de código na DSL pode ser explicada
pela possibilidade de declaração de várias regras do mesmo tipo em apenas uma linha de
código, indicando apenas seus valores na lista de valores. Enquanto essas mesmas regras,
quando declaradas na linguagem Java, devem ser realizadas uma em cada linha de código,
por motivo de legibilidade.
Outro resultado do estudo de caso demonstrou a aderência do sistema ao requisito
funcional declarado, de limitar o tempo de geração de um QDM em 10 segundos. Esse
limite não foi ultrapassado nem quando foi utilizado o dobro da quantidade de chamado-
res esperados para o sistema em produção. Para a coleta desses dados foi utilizado um
computador com configuração que é, de certa forma, de utilização doméstica. Pretende-se
ter uma melhora significativa nos tempos de geração de QDM quando o sistema estiver
implantado nos servidores do Exército Brasileiro (EB), que possuem hardware especiali-
zado.
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Além dos testes unitários e de integração implementados durante o desenvolvimento
do SISDOT, foram definidos testes que utilizam a DSL para declaração dos chamadores,
além da especificação dos cenários de teste com o Cucumber, assim como uma estrutura
para suportar suas execuções. Estes testes foram criados exclusivamente para aumentar
a confiança na corretude dos QDMs resultantes.
Foram criados dois tipos de testes, um com geração automática dos artefatos usados
nos testes e outro onde os cenários de testes foram definidos manualmente. Na gera-
ção automática de testes, alguns dos valores das propriedades disponíveis foram gerados
randomicamente, seguindo a técnica Property-based Testing (PBT). Os cenários de teste
gerados foram então convertidos para artefatos nos formatos DSL e Cucumber. Já os
testes manuais necessitam do auxílio de um analista de negócio para que possam ser
corretamente especificados e são geralmente compostos pelos cenários básicos definidos
nos testes gerados automaticamente. Neste tipo de teste há a possibilidade de utiliza-
ção de mais de um chamador em cada cenário definido, além de servir para detecção de
inconsistências no conjunto de chamadores declarados.
Acredita-se que os 100 cenários de teste gerados automaticamente para cada QDM,
juntamente com os casos de teste definidos manualmente, aumentaram a confiança na
corretude dos resultados dos QDMs gerados pelo sistema.
A partir do conjunto dos resultados obtidos no estudo de caso prático, assim como dos
feedbacks positivos recebidos dos analistas de negócio, é possível afirmar que a solução
desenvolvida possui qualidade e confiabilidade suficientes para ser utilizada em produção.
5.1 Contribuições
Apesar de a arquitetura alvo deste trabalho focar nas necessidades específicas do EB,
acredita-se que os sistemas logísticos de outras instituições podem se beneficiar dessas
decisões.
5.2 Trabalhos Futuros
Para refinar os resultados obtidos com a arquitetura proposta foram definidos os os se-
guintes trabalhos futuros:
• Refactoring dos serviços de QDM para otimizar a sua geração;
• Definir mais chamadores reais, com o auxílio dos especialistas do domínio;
• Definir mais cenários para a geração de testes automáticos;
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• Coletar e analisar as métricas novamente quando houver uma quantidade expressiva
de chamadores, os quais continuam em constante criação pelo Exército Brasileiro,
com o intuito de testar a arquitetura proposta;
• Incluir a funcionalidade de autocompletar de valores no editor de DSL para facilitar
sua declaração;
• Implementar outro sistema ou estudo de caso, em outro contexto, que utilize as
decisões arquiteturais e de design adotadas no SISDOT.
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