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A. A necessary and sufficient condition is obtained when the p-component
of the group of all normalized units can be decomposed into two special subgroups
provided that the group basis has a standard proper decomposition. The established
formula is useful for proving the niceness of certain subgroups in modular group
rings and improves our identical claim in Hokkaido Math. J. (2000) as well.
We also point out a confusion due to Mollov in his reviewer’s report (Zbl. Math.
2001) concerning our paper published in Rend. Sem. Mat. Univ. Padova (1999).
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Suppose R is a commutative ring with 1 of prime characteristic p and suppose
G is an abelian group with p-torsion part Gp. Throughout the text, S (RG) shall
designate the normed Sylow p-subgroup in the group ring RG. For H a subgroup of
G, the symbol Ip(RG; H) will denote the nil-radical of the relative augmentation ideal
I(RG; H) of the group ring RG with respect to H.
In [2], we have found a convenient direct decomposition of normalized p-units of
the group A × B where A and B are arbitrary abelian groups (see, e. g., [3, 4]).
The aim of this paper is to inspect here the validity of the same formula when
the product of the subgroups generating the basis is however not direct. The ratio
deduced is next used for proving the niceness in commutative modular group rings.
We come now to the central statement motivating the present study.
Proposition 1 (Decomposition). Let G = AB with A ≤ B and B ≤ G. Then
S (RG) = S (RA)(1 + Ip(RG; B)) if and only if Gp = ApBp.
P. Necessity. For given gp ∈ Gp we write gp(r1a1 + r2a2 + . . . + rtat) =
f1b1 + f2g2 + . . . + ftgt. The canonical forms yield gpa1 = b1, gpa2 = g2, . . .,
gpat = gt. Further, we will distinguish two basic cases:
Case 1: b1 ∈ Bp. Hence it is plain that gp = a−11 b1 ∈ ApBp and everything is
proved.
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Case 2: b1 ∈ B \ Bp. Without loss of generality let a2 ∈ Ap and g2 ∈ Gp; such
elements exist because r1a1 + r2a2 + . . . + rtat ∈ S (RA) and f1b1 + f2g2 + . . .+ ftgt ∈
1 + Ip(RG; B) ⊆ S (RG). Next, we distinguish four independent subcases (all other
remaining possibilities have similar proofs):
2.1. g3 ∈ b1Gp, g3 = g2b (b ∈ B), g2 < B; f1 + f3 lies in the nil-ideal of R,
f2 + f3 = 0.
In this situation we extract b1b−1 ∈ Bp and gpa1a2a−13 = b1b−1 ∈ B, i. e., in other
words gp ∈ ApBp.
2.2. g3 ∈ g2Bp, g2 < B, g4 ∈ b1Gp, g5 = g4b′ ∈ Gp (b′ ∈ B); f2 + f3 = 0, f1 + f4
belongs to the nil-ideal of R, f4 + f5 = 0.
Under these circumstances b′b1 ∈ Bp, hence gpa1a5a−14 = b1b′ ∈ Bp, i. e., equiva-
lently gp ∈ ApBp.
2.3. g3 = g2b (b ∈ B), g5 = g4b′ (b′ ∈ B), g4 ∈ b1Gp, g3 ∈ g5Gp; f2 + f3 = 0,
f4 + f5 = 0, f3 + f5 lies in the nil-radical of R.
In that case b−11 bb
′−1 ∈ Bp and g−1p a−11 a−12 a3a4a−15 = b−11 b′−1b which substantiates
our claim.
2.4. g3 = g2b (b ∈ B), g5 = g4b′ (b′ ∈ B), g5 ∈ b1Gp, g3 ∈ g4Gp; f2 + f3 = 0,
f4 + f5 = 0, f3 + f4 belongs to the nil-radical of R.
Because this case is analogous to the last preceding one, by similar computations
b′bb−11 ∈ Bp and g−1p a−11 a−12 a3a−14 a5 = b′bb−11 .
Finally, in all cases, we deduce gp ∈ ApBp whence Gp = ApBp, as stated.
Sufficiency. Choosing x ∈ S (RG), we write x = f1a1b1 + . . . + ftatbt. Furthermore
in the canonical record there is a group member from Gp, say, e. g., atbt; thus atbt =
atpbtp for some atp ∈ Ap and btp ∈ Bp. Moreover, with no loss of generality, we may
presume that the following relations are fulfilled (the remaining cases are analogous):
for some k ∈ N
a
pk
1 b
pk
1 = a
pk
2 b
pk
2 = . . . = a
pk
s b
pk
s , 1 (s ∈ N),
( f1 + f2 + . . . + fs)pk = 0; ap
k
s+1b
pk
s+1 = . . . = a
pk
t b
pk
t = 1, ( fs+1 + . . . + ft)p
k
= 1. By the
above listed assumptions a1a−12 a2p = b2b
−1
1 b2p for a2p ∈ Ap, b2p ∈ Bp, etc.; similarly
a1a
−1
s asp = bsb−11 bsp for asp ∈ Ap and bsp ∈ Bp. Besides this, as+1bs+1 = as+1pbs+1p
with as+1p ∈ Ap and bs+1p ∈ Bp, etc., atbt = atpbtp with atp ∈ Ap and btp ∈ Bp.
After this, we examine the sum f1a1 + . . .+ fsas = f1a1 + f2a1a2p + . . .+ fsa1asp +
f2a2 − f2a2b2b−11 b2p + . . . + fsas − fsasbsb−11 bsp = f1a1 + f2a1a2p + . . . + fsa1asp +
f2a2(1 − b2b−11 b2p) + . . . + fsas(1 − bsb−11 bsp). It is a simple matter to see that f1a1 +f2a1a2p + . . . + fsa1asp is a nil-element from I(RA; A), i. e., it lies in Ip(RA; A).
On the other hand, fs+1as+1bs+1+. . .+ ftatbt = fs+1as+1p+ fs+1as+1p(bs+p−1)+. . .+
ftatp + ftatp(btp−1). Certainly, fs+1as+1p + . . .+ ftatp is a p-element, i. e., it belongs to
S (RA). As a final step, we detect that y = f1a1 + f2a1a2p + . . .+ fsa1asp + fs+1as+1p +
. . .+ ftatp ∈ S (RA). Thus, x = y+ f1a1(b1−1)+. . .+ fsas(bs−1)+ f2a2(1−b2b−11 b2p)+
. . .+ fsas(1−bsb−11 bsp)+ fs+1as+1p(bs+1p−1)+ . . .+ ftatp(btp−1) ∈ S (RA)+ I(RG; B)
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whence we infer at once that x ∈ S (RA)(1 + Ip(RG; B)), as desired. The proof is now
complete. 
Comment. At this point we shall give a detailed analysis of the arguments used in
the proof of the necessity of Proposition 2.4 from [1]; the notions and notations are
as in the considered assertion.
In fact, we have claimed that the non-existence of zero divisors in the field does
imply that in the right hand-side of the canonical record of x (see, e. g., [1, p. 54, line
5] and [4, p. 8, lines 1, 2, 3 (-)]) there is an element from MB with nonzero coefficient
in K, which is correct, because in the right hand-side all possible group relations if
they eventually exist between the group elements of the two sums lead us to that; the
existing of no zero divisors guarantees that all group members in these relations are
of equal worth. If such relations do not exist, everything is done.
Such a claim is true even without this assumption on zero divisors by which we
have just shown above or by exploiting the trick that if 0 , r ∈ R, α1, . . . , αn ∈ R,
rα2 = rα3 = . . . = rαn = 0 and α1 + α2 + . . . + αn = 1 then r = rα1 , 0, i. e., the
condition on zero divisors can be removed.
Moreover, the use of the necessity in Proposition 2.4 from [1] in the verification
of Proposition 2.6 of [1] for infinitely many factors is correct, of course, since the in-
finite case follows immediately from the finite one by means of a standard transfinite
induction. That is why this argumentation was omitted in the text of the manuscript
of [1].
Remark 1. The technique shown above leads us to the following intersection iden-
tity:
[GpS (RA)] ∩ (1 + Ip(RG; B)) = Bp(1 + Ip(RA; A ∩ B)).
Claim. For any two abelian groups A and B, the following conditions are equiva-
lent:
(1) Apn ∩ Bpn = (A ∩ B)pn ,∀n ∈ N;
(2) (AB)[pn] = A[pn]B[pn],∀n ∈ N;
(3) (AB)p = ApBp and for each x = ab when a ∈ Ap and b ∈ Bp the condition
xp
m
= 1 holds ⇐⇒ apm = 1 and bpm = 1 for any positive integer m.
P. Evidently (2)⇔ (3). Now we consider the implication (1)⇒ (2). For this
purpose, given x ∈ (AB)[pn], hence x = ab with a ∈ A, b ∈ B and (ab)pn = 1. Thus,
ap
n
= b−pn = cpn for c ∈ A ∩ B and we find x = ac−1cb ∈ A[pn]B[pn].
We treat now (2) ⇒ (1). For this goal, choose x ∈ Apn ∩ Bpn . So, x = apn = bpn
whenever a ∈ A and b ∈ B. Henceforth ab−1 ∈ (AB)[pn] = A[pn]B[pn], i. e.,
ab−1 = anbn where an ∈ A[pn] and bn ∈ B[pn]. Observing that aa−1n = bnb ∈ A ∩ B,
we see that x = (aa−1n )p
n ∈ (A ∩ B)pn . The proof is complete . 
A direct consequence is the following.
Corollary. Let G = AB with (1) fulfilled. Then S (RG) = S (RA)(1 + Ip(RG; B)).
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P. Although we can copy our original proof from the foregoing main Propo-
sition along with the Claim, we will give another confirmation of the attainment.
Indeed, given x ∈ S (RG), hence x = r1a1b1+. . .+rtatbt = r1a1(b1−1)+r1a1+. . .+
rtat(bt−1)+rtat = r1a1+. . .+rtat+r1a1(b1−1)+. . .+rtat(bt−1). Therefore there exists
k ∈ N so that 1− (r1a1 + . . .+ rtat)pk = [r1a1(b1 − 1) + . . .+ rtat(bt − 1)]pk ∈ Rpk Apk ∩
I(RpkGpk ; Bpk ) = I(Rpk Apk ; Apk ∩ Bpk ) = I(Rpk Apk ; (A ∩ B)pk ) = Ipk (RA; A ∩ B).
Consequently there is v ∈ I(RA; A∩B) such that r1a1 + . . .+ rtat + v ∈ S (RA). Finally,
x = (r1a1 + . . . rtat +v)(1+ (r1a1 + . . .+rtat +v)−1(r1a1(b1−1)+ . . .+rtat(bt−1)−v)) ∈
S (RA)(1 + Ip(RG; B)), as promised. The proof is complete. 
Critical Remark. In his reviewer’s report [6], Mollov has claimed that our method
of proof of [1, Proposition 2.4] contains an error. But his conclusion is obviously
wrong by what we have already quoted above.
Now we are ready to study the niceness in group rings. Conforming with the clas-
sical definition for nice subgroups of p-primary groups (see, e. g., [5]), we shall say
that the subgroup N of the arbitrary abelian group G is nice only when ∩α<τ(NGpα) =
NGpτ for each prime p and for each limit ordinal number τ. If this equality is valid
only for one single prime p, N is called p-nice in G.
Owing to the above decomposition formula, we are now in a position to obtain the
following
Proposition 2 (Niceness). Suppose N is p-balanced, that is, p-nice and p-isotype
subgroup of G. Then 1 + Ip(RG; N) is nice in S (RG) provided R is perfect.
P. Consuming the definition for niceness of p-torsion groups, it is enough
to show that for every limit ordinal τ one has ⋂α<τ[S pα(RG)(1 + Ip(RG; N))] =
S pτ(RG)(1 + Ip(RG; N)). For this aim, take an arbitrary element x from the intersec-
tion. Thus we may write x ∈ (r1αg1α + . . . + rtαgtα)(1 + Ip(RG; N)) and x ∈ ( f1g1β +
. . . + ftgtβ)(1 + Ip(RG; N)), where r1α, . . . , rtα; f1, . . . , ft ∈ R and g1α, . . . , gtα ∈ Gpα ;
g1β, . . . , gtβ ∈ Gpβ for an arbitrary ordinal β with the property α < β < τ. That is why
we can write r1αg1α + . . . + rtαgtα = ( f1g1β + . . . + ftgtβ)(e1a1 + . . . + etat), where
1 , e1a1 + . . . + etat ∈ 1 + Ip(RG; N). We note that r1α + . . . + rtα = f1 + . . . + ft =
e1 + . . . + et = 1 and that we may presume a1 ∈ N. Moreover, let us assume that
in R there exist zero divisors; otherwise if there are no zero divisors, the conclu-
sions are simpler or similar to those presented above. Thus, suppose f1e1 , 0 and
f1e2 = . . . = f1et = 0. Certainly, if f1e1 = 0, f1 = 0, which is false. Besides,
f2e2 , 0, f2e3 , 0 and f2e1 = f2e4 = . . . = f2et = 0; f3e2 , 0, f3e3 , 0 and
f3e1 = f3e4 = . . . = f3et = 0, etc., due to the symmetry fk−1ek−1 , 0, fk−1ek , 0
and fk−1e1 = . . . = fk−1ek−2 = fk−1ek+1 = . . . = fk−1et = 0; fkek−1 , 0, fkek , 0
and fke1 = . . . = fkek−2 = fk−1ek+1 = . . . = fk−1et = 0 for some positive inte-
ger k < t. For the remaining cases, fk+1ek+1 , 0 and fk+1e1 = . . . = fk+1ek =
fk+1ek+2 = . . . = fk+1et = 0, . . ., ftet , 0 and fte1 = . . . = ftet−1 = 0. We note that
f1e1 = f1, . . . , ftet = ft.
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The existence of the following relations is natural: a3 ∈ a2N and e2 + e3 = 0,
a5 ∈ a4N and e4 +e5 = 0, etc., ak ∈ ak−1N, ek−1 +ek = 0. Also, e1 +ek+1 + . . .+et = 1
and ak+1, ak+2, . . . , at ∈ N or e1 = 1, ek+1 + . . .+ et = 0 and ak+1 ∈ ak+2N ∈ . . . ∈ atN.
So, we obtain r1αg1α+. . .+rtαgtα = f1e1g1βa1+ f2e2g2βa2− f2e2g2βa3+ f3e2g3βa2−
f3e2g3βa3 + . . . + fk−1e1gk−1βak−1 − fk−1ek−1gk−1βak + fkek−1gkβak−1 − fkek−1gkβak +
fk+1ek+1gk+1βak+1 + . . . + ftetgtβat.
For an extra difficulty, suppose also that g1βa1 does not lie in the support of x;
e. g., g1βa1 = gk+1βak+1 and f1e1 + fk+1ek+1 = 0. But then gk+2βak+2 ∈ gk+2βak+1N =
gk+2βg
−1
k+1βg1βa1N ∈ Gp
βN and analogously gtβat ∈ GpβN. If gk+2βak+2 = . . . =
gtβat ∈ GpβN, then the coefficient in R of this element, equal to fk+2ek+2 + . . . + ftet,
is nonzero. Otherwise if fk+2ek+2 + . . . + ftet = ( fk+2 + . . . + ft)(ek+2 + . . . + et) = 0,
we derive ( f1 + fk+1 + fk+2 + . . . + ft)(e1 + ek+1 + ek+2 + . . . + et) = 0. Because
e1 + ek+1 + ek+2 + . . . + et = 1, we have f1 + fk+1 + fk+2 + . . . + ft = 0, hence
f2 + f3 + . . . + fk = 1. Furthermore, since e2 + e3 + . . . + ek = 0, we get 1 = 1.1 =
( f1 + . . .+ ft)(e1 + . . .+ et) = ( f2 + f3 + . . .+ fk)(e1 + ek+1 + ek+2 + . . .+ et) = 0, which
is a contradiction.
On the other hand, if gk+2 βak+2 = g2βa2 and fk+2ek+2 + f2e2 = 0, we deduce
g2βa3 ∈ g2βa2N ∈ GpβN. In all that follows, in the right hand-side of the main
equality does exist an element from GpβN. Since {β < τ ≥ ω} is an infinite set, and
the support is finite, we can assume that all dependences are of the form presented.
And so, independently from the additional relations between the elements from the
right hand-side if they eventually exist, we observe that g1α ∈ ∩β<τ(GpβN) = GpτN,
. . ., gsα ∈ GpτN and gs+1α ∈ gs+2α N, . . ., gt−1α ∈ gtαN together with rs+1α + rs+2 α =
0, . . . , rt−1α + rtα = 0; s ∈ N. Because x is a p-torsion element, let gs+1α ∈ Gp,
gs+3 α ∈ Gp, . . ., gt−1α ∈ Gp with rs+1α + rs+3 α + . . . + rt−1α − 1 ∈ rad (R), the
nil-radical of R. Moreover, since 1 = r1α + r2α + . . . + rsα < rad (R), the ratios
g1α ∈ g2 αGp ∈ . . . ∈ gsαGp are impossible. Thereby it is a real matter to presume
that g1α ∈ gs+2 αGp. This, along with g1α ∈ GpτN and Gp 3 gs+1α ∈ gs+2α N,
leads us to g1α ∈ (GpτN) ∩ (GpN) = N(GpτN)p. But the p-isotypity of N in G
means (GpτN)p = Gp
τ
p Np whence g1α ∈ Gp
τ
p N. By symmetry g2 α, . . . , gsα ∈ Gp
τ
p N
eventually when r2α < rad (R), . . ., rsα < rad (R). Bearing in mind that rs+1αgs+1α +
. . .+ rtαgtα ∈ I(RG; N), that r1αg1α + r2αg2α + . . .+ rsαgsα = r1α(g1α − 1) + r2α(g2α −
1)+ . . .+rsα(gsα−1)+1 = r1α(bpτu1−1)+r2α(b2τu2−1)+ . . .+rsα(bsτus−1)+1 = 1+
r1α(bpτ−1)+r1αbpτ(u1−1)+. . .+rsα(bsτ−1)+rsαbsτ(us−1) where bpτ ∈ Gp
τ
p , b2τ ∈ Gpτ ,
. . . , bsτ ∈ Gpτ ; u1, u2, . . . , us ∈ N, and that 1+r1α(bpτ−1)+. . .+rsα(bsτ−1) ∈ S pτ(RG),
we conclude that r1αg1α+ . . .+rtαgtα ∈ S pτ(RG)+ I(RG; N) = S pτ(RG)(1+ I(RG; N)).
So, x ∈ S pτ(RG)(1 + Ip(RG; N)) and this ends the inclusion. The proof is over in all
generality. 
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Example. The following example demonstrably shows that in the evidence of
Proposition on Niceness the condition for nonidentity of 1 , e1a1 + . . . + etat ∈
1 + Ip(RG; N) is essential and cannot be ignored. If yes, the proof fails. In fact,
it starts with an element r1αg1α + . . . + rtαgtα ∈ S pτ(RG) = ∩α<τS pα(RG); τ is a
limit ordinal, and by the end of the proof has decomposed this element so that,
assuming re-indexing of the subscripts, there is some s with 1 ≤ s ≤ t such that
g1α, . . . , gsα ∈ Gp
τ
p N, and rs+1αgs+1α + . . . + rtαgtα ∈ I(RG; N). In order to substan-
tiate our claim, suppose that G = K × N, where K contains a non-trivial torsion-free
element g and distinct p-torsion elements c1 and c2 such that gci ∈ Gpτ ; i = 1, 2. It
is really not hard to find such a group K. We further see that the concrete element
1 + gc1 − gc2 ∈ S pτ(RG) = S (RpτGpτ), thus the proof may have started with this ele-
ment. But gci < Gp
τ
p N is clear since otherwise gci ∈ (Gp
τ
p N)∩K ⊆ (Kp×N)∩K = Kp
whence g ∈ Kp and g = 1, contrary to the choice. So, only 1 lies in Gp
τ
p N. This
means that gc1 − gc2 must lie in I(RG; N). But we observe that this is false because
gc1 − gc2 = gc1(1 − c−11 c2) ∈ I(RG; N) implies c−11 c2 ∈ K ∩ N = 1 hence c1 = c2,
against our hypothesis.
Remark 2. W. May showed in [5] that if N is a nice p-subgroup of the abelian
group G, then 1 + Ip(RG; N) is nice in S (RG) provided R is a perfect field. The above
affirmation extends May’s result when N is not p-primary, however, and R is not
necessarily a field. It may be successfully applied for arguing the simply presented
structure of S (RG)/Gp, but this is a problem of some other investigation.
Problem. Does it follow that 1 + Ip(RG; N) is nice in S (RG) provided N is p-nice
in G only?
C
The misspelled word “droped” from of [1, p. 51] should read as “dropped”.
Also, in [2, p. 258, line 20 (+)], the expression “Cβ” must be replaced by “Gβ”;
on p. 260, the words “ensure” and “choosen” should be replaced by “ensures” and
“chosen”, repsectively, and “expanson” on p. 261 should replaced by “expansion.”
In [3, p. 223, line 13 (+)], the expression “Bα” must be replaced by ”Gα” and on
p. 224, the term “
∐
α<λ
∐
µ<α Gµ” should be replaced by “
∏
α<λ
∐
µ<α Gµ.”
Finally, in [4, p. 9, line 5 (-)], the sign “=” should be read as “⊂”; the choice
realized there is possible because any subgroup of a σ-summable p-group with equal
length is also σ-summable. Finally, the second expression “gεnin ” on p. 12, line 5 (+),
should be removed.
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