Ergodic measures and infinite matrices of finite rank by Qiu, Yanqi
ar
X
iv
:1
60
6.
03
95
9v
1 
 [m
ath
.PR
]  
13
 Ju
n 2
01
6
ERGODIC MEASURES AND INFINITE MATRICES OF
FINITE RANK
YANQI QIU
Abstract. Let O(∞) and U(∞) be the inductively compact infi-
nite orthogonal group and infinite unitary group respectively. The
classifications of ergodic probability measures with respect to the
natural group action of O(∞)×O(m) on Mat(N×m,R) and that of
U(∞)×U(m) on Mat(N×m,C) are due to Olshanski. The original
proofs for these results are based on the asymptotic representation
theory. In this note, by applying the Vershik-Kerov method, we
propose a simple method for obtaining these two classifications,
making it accessible to pure probabilists.
1. Main results
Fix a positive integer m ∈ N. Set
M := Mat(N×m,R) = {[Xij ]i∈N,1≤j≤m|Xij ∈ R}.
Let O(∞) be the inductive limit group of the chain
O(1) ⊂ O(2) ⊂ · · ·
of compact orthogonal groups. Equivalently, O(∞) is the group of
infinite orthogonal matrices u = [uij ] such that uij = δij when i+ j is
large enough. Consider the natural group action of O(∞)× O(m) on
M defined by
((u, v), X) 7→ uXv−1, u ∈ O(∞), v ∈ O(m), X ∈ M.(1.1)
Let Perg(M) denote the set of ergodic O(∞) × O(m)-invariant Borel
probability measures onM, equipped with the induced weak topology.
Let G := [gij ]i∈N,1≤j≤m be an infinite Gaussian random matrices on
M such that gij ’s are independent standard real Gaussian random
variables. Let O be a random matrix sampled uniformly from O(m)
and independent of G. Define
∆ := {s = (s1, · · · , sm)|s1 ≥ · · · ≥ sm ≥ 0}.
For any s ∈ ∆, define µs as the probability distribution of the following
random matrices
G · diag(s1, · · · , sm) · O.
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Theorem 1.1 (Olshanski [4, 5]). The map s 7→ µs defines a homeo-
morphism between ∆ and Perg(M).
Remark 1.2. In the simplest case where m = 1, Theorem 1.1 reduces
to the well-known Schoenberg theorem.
Similarly, let U(∞) be the inductive limit of the chain
U(1) ⊂ U(2) ⊂ · · ·
of compact unitary groups and consider similar action as (1.1) of U(∞)×
U(m) on MC := Mat(N × m,C). Let Perg(MC) denote the set of
ergodic U(∞) × U(m)-invariant Borel probability measures on MC,
equipped with the induced weak topology.
Let GC = [g
C
ij ]i∈N,1≤j≤m be an infinite Gaussian random matrices
on MC such that gCij’s are independent standard complex Gaussian
random variables. Let U be a random matrix sampled uniformly from
U(m) and independently of GC. For any s ∈ ∆, define µCs as the
probability distribution of the following random matrices
GC · diag(s1, · · · , sm) · U .
Theorem 1.3 (Olshanski [4, 5]). The map s 7→ µCs defines a homeo-
morphism between ∆ and Perg(MC).
Remark 1.4. The reader is also referred to [6] for a recent related
work on Olshanski spherical functions for infinite dimensional motion
groups of fixed rank.
Comments on the proof of Theorems 1.1 and 1.3.
The proof of Theorem 1.3 is similar to that of Theorem 1.1. Only
the proof of Theorem 1.1 will be detailed in this note.
In the case of bi-orthogonally or bi-unitarily invariant measures on
the space Mat(N×N,R) or Mat(N×N,C), the ergodicity of an invariant
measure is equivalent to the so-called Ismagilov-Olshanski multiplica-
tivity of its Fourier transform, in particular, the ergodicity can be de-
rived using the classical De Finetti Theorem from Ismagilov-Olshanski
multiplicativity of its Fourier transform, see [3] and a recent application
of this method in [2] in non-Archimedean setting.
However, in our situations, there does not seem to be an analogue of
Ismagilov-Olshanski multiplicativity for the Fourier transforms of er-
godic measures µs or µ
C
s . The proofs of the ergodicity for the measures
µs or µ
C
s require a new method. Two main ingredients for proving the
ergodicity of µs are: the mutual singularity between all measures µs’s
(derived from the strong law of large numbers) and an a priori ergodic
decomposition formula due to Bufetov for invariant Borel probability
measures with respect to a fixed action of inductively compact group.
Our method can also be applied to give a probably simpler proof,
by avoiding the Harish-Chandra–Izykson-Zuber orbital integrals, of the
Olshanski and Vershik’s approach to Pickrell’s classification of unitarily
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ergodic Borel probability measures on the space of infinite Hermitian
matrices. This part of work will be detailed elsewhere.
This research is supported by the grant IDEX UNITI-ANR-11-IDEX-
0002-02, financed by Programme “Investissements d’Avenir” of the
Government of the French Republic managed by the French National
Research Agency.
2. Preliminaries
2.1. Notation. Let X be a Polish space. Denote by P(X ) the set
of Borel probability measures on X . Let G be a topological group
and let G acts on X by homeomorphisms. Let PGinv(X ) denote the
set of G-invariant Borel probability measures on X . Recall that a
measure µ ∈ PGinv(X ) is called ergodic, if for any G-invariant Borel
subset A ⊂ X , either µ(A) = 0 or µ(X \ A) = 0. Let PGerg(X ) denote
the set of ergodic G-invariant Borel probability measures on X . If
the group action is clear from the context, we also use the simplified
notation Pinv(X ) and Perg(X ).
A sequence (µn)n∈N in P(X ) is said to converge weakly to µ ∈ P(X ),
and denoted by µn =⇒ µ, if for any bounded continuous function f on
X , we have
lim
n→∞
∫
X
fdµn =
∫
X
fdµ.
Given any random variable Y , we denote by L(Y ) its distribution.
LetM(∞) be the subset ofM consisting of matrices X ∈ M whose
all but a finite number of entries vanish. Let µ ∈ P(M), its Fourier
transform is defined on M(∞) by
µ̂(B) =
∫
M
ei·tr(B
∗·X)dµ(X), B ∈M(∞).
In what follows, for simplifying notation, for λ = (λ1, · · · , λm) ∈ ∆,
we denote
Dλ := diag(λ1, · · · , λm).(2.2)
When it is necessary, we also identify Dλ with an element ofM(∞) by
adding infintely many 0’s to make it a matrix in M(∞)
Remark 2.1. Any B ∈M(∞) can be written in the form:
B = u ·

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λm
0 0 · · · 0
...
...
...
...

· v,
where λ1 ≥ · · · ≥ λm ≥ 0 and u ∈ O(∞), v ∈ O(m).
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The proof of the following lemma is elementary and is omitted here.
Lemma 2.2. If µ ∈ Pinv(M), then for µ is uniquely determined by
µ̂(Dλ), where λ ranges over ∆.
Given a sequence (µn)n∈N in Pinv(M) and an element µ∞ ∈ Pinv(M).
The weak convergence µn =⇒ µ∞ is equivalent to the uniform conver-
gence µ̂n(Dλ)→ µ̂∞(Dλ) on compact subsets of ∆.
2.2. Ergodic measures for inductively compact groups. Here
we briefly recall the Vershik-Kerov ergodic method. Let K(∞) be
the inductive limit of a chain K(1) ⊂ K(2) ⊂ · · · ⊂ K(n) ⊂ · · · of
compact metrizable groups. Let K(∞) act on a Polish space X by
homeomorphisms.
Let mK(n) denote the normalized Haar measure on K(n). Given
a point x ∈ X , let mK(n)(x) denote the image of mK(n) under the
mapping u 7→ u · x from K(n) to X .
Definition 2.3 (Limit Orbital Measures). Define L K(∞)(X ) (L (X )
in short) the subset of Borel probability measures on X , such that there
exists a point x ∈ X and mK(n)(x) =⇒ µ.
It is clear that L (X ) ⊂ Pinv(X ).
Theorem 2.4 (Vershik [7, Theorem 1]). The following inclusion holds:
Perg(X ) ⊂ L (X ).
We will also need an a priori ergodic decomposition formula due to
Bufetov.
Theorem 2.5 (Bufetov [1, Theorem 1]). The set Pinv(X ) is a Borel
subset of P(X ). For any ν ∈ Pinv(X ), there exists a Borel probability
ν on Perg(X ) such that
ν =
∫
Perg(X )
η dν(η).(2.3)
Remark 2.6. Here the equality (2.3) means that for any Borel subset
A ⊂ X , we have
ν(A) =
∫
Perg(X )
η(A)dν(η).(2.4)
2.3. Haar random matrices from O(N) or U(N).
2.3.1. How to sample Haar random matrices from O(N) or U(N)?
We need the following well-known simple results. Let N ∈ N be a
fixed positive integer. Let GN = (gij)1≤i,j≤N be a random N × N
real matrix such that the entries gij ’s are i.i.d standard real Gaussian
random variables. Similarly, denote GCN the complex random matrix
with i.i.d standard complex Gaussian random variables.
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For any N × N square real or complex matrix A, let GS(A) be the
matrix obtained from A by doing the Gram-Schmidt orthogonalization
procedure with respect to the columns of A.
Note that GS(GN ) ∈ O(N) almost surely. Moreover, for any given
orthogonal matrix O ∈ O(N), we have
GS(O ·GN) = O ·GS(GN).
Proposition 2.7. The random matrix GS(GN),GS(G
C
N) are Haar ran-
dom matrices from O(N) and U(N) respectively.
Proof. It suffices to prove that the distribution GS(GN) of is invariant
under left action by O(N). Fix O ∈ O(N). By the invariance of
Gaussian measure on RN , we have O · GN d= GN . This yields the
desired equality
O ·GS(GN) = GS(O ·GN) d= GS(GN).
Similar argument yields that GS(GCN) is a Haar random matrix from
U(N). 
2.3.2. Asymptotic of trunctations. Let Z(N) and Z
(N)
C
be a Haar ran-
dom matrix from O(N) and U(N) respectively. For any positive inte-
ger S ≤ N , we denote by Z(N)[S] and Z(N)
C
[S] the truncated upper-left
S × S corner of Z(N) and Z(N)
C
respectively, that is,
Z(N)[S] := [Z
(N)
ij ]1≤i,j≤S and Z
(N)
C
[S] := [(Z
(N)
C
)ij ]1≤i,j≤S.
Let
G(S) = [gij]1≤i,j≤S and G
(S)
C
= [gCij]1≤i,j≤S.
where gij (resp. g
C
ij) are independent standard normal real (resp. com-
plex) random variables.
The following well-known result will be useful.
Proposition 2.8 (Borel Theorem). As N goes to infinity, the following
weak convergences hold:
L(
√
N · Z(N)[S]) =⇒ G(S) and L(
√
N · Z(N)
C
[S]) =⇒ G(S)
C
.
3. Classification of Perg(M)
3.1. Singularity between µs’s. Recall that two Borel probability
measures σ1 and σ2 on X are called singular to each other, if there
exists a Borel subset A ⊂ X such that σ1(A) = 1− σ2(A) = 1.
Proposition 3.1. Probability measures from the family {µs : s ∈ ∆}
are mutually singular. In particular, all the measures µs’s are distinct.
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Remark 3.2. The map s 7→ (∑mi=1 s2ki )k∈N from ∆ to RN is injective.
Indeed, first we have
s1 = lim
k→∞
(
m∑
i=1
s2ki )
1/2k.
Then, the sequence (
∑m
i=2 s
2k
i )k∈N is known and so is s2. Continue
this procedure, we see that the sequence (
∑m
i=1 s
2k
i )k∈N determines s
uniquely.
For any n ∈ N, let
Cn :M→ Mat(n×m,R)
be the map sending any X ∈ M to its upper n × m-corner. Equiva-
lently,
Cn(X) = diag(1, · · · , 1︸ ︷︷ ︸
n times
, 0, · · · ) ·X.
In particular, we have Cn(XY ) = Cn(XY ) once XY is well-defined.
Proposition 3.3. For any s ∈ ∆ and any k ∈ N, we have
lim
n→∞
tr
([(Cn(X))∗Cn(X)
n
]k )
=
m∑
i=1
s2ki , for µs-a.e. X ∈M.(3.5)
Proof. Since Cn(GDsO) = Cn(G)DsO, we have
Cn(GDsO))∗Cn(GDsO) = O∗DsCn(G)∗Cn(G)DsO.
The random matrix Cn(G)
∗Cn(G) is of size n × n. Let 1 ≤ i, j ≤ n,
then the (i, j)-entry of Cn(G)
∗Cn(G) is
[Cn(G)
∗Cn(G)]ij =
n∑
l=1
gliglj.
By the strong law of large numbers, we have
[Cn(G)
∗Cn(G)]ij
n
a.s.−−−→
n→∞
δij.
It follows that[O∗DsCn(G)∗Cn(G)DsO
n
]k
a.s.−−−→
n→∞
(O∗D2sO)k = O∗D2ks O.
As a consequence, we have
tr
( [O∗DsCn(G)∗Cn(G)DsO
n
]k )
a.s.−−−→
n→∞
tr(D2ks ) =
m∑
i=1
s2ki .(3.6)
By the definition of µs, (3.6) implies the desired assertion (3.5). 
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Proof of Proposition 3.1. For any s ∈ ∆, we define a subset As ⊂ M
by
As :=
{
X ∈M
∣∣∣ lim
n→∞
tr
([(Cn(X))∗Cn(X)
n
]k )
=
m∑
i=1
s2ki , ∀k ∈ N
}
.
(3.7)
By Remark 3.2, the Borel subsets As’s are mutually disjoint. Propo-
sition 3.3 implies that µs(As) = 1 for all s ∈ ∆. This implies that all
the measures µs’s are mutually singular. 
3.2. Tightness condition.
Proposition 3.4. Let (s(n))n∈N be a sequence in ∆. Then the sequence
(µs(n))n∈N is tight if and only if supn∈N s
(n)
1 <∞.
Proof. Note that for any s, λ ∈ ∆, we have
µ̂s(Dλ) = E[exp(i · tr(DλCm(G)DsO)].
From this, it is clear that s 7→ µs is continuous. Thus the compactness
of the set {s ∈ ∆|s1 ≤ supn∈N s(n)1 } implies the tightness of the sequence
(µs(n))n∈N.
Conversely, let (µs(n))n∈N be a tight sequence. Assume by contradic-
tion that supn∈N s
(n)
1 =∞. Then we may find a sequence n1 < n2 < · · ·
of positive integers, such that limk→∞ s
(nk)
1 = ∞ and there exists
µ ∈ Pinv(M) with
µs(nk) =⇒ µ.
By independence between Cm(G) and O, we have
µ̂s(nk)(Dλ) = E
[
exp(i ·
m∑
l,j=1
λls
(nk)
j gljOjl)
]
=E
[ m∏
l,j=1
exp
(
− λ
2
l (s
(nk)
j )
2(Ojl)2
2
)]
=E
[
exp
(
−
m∑
l,j=1
λ2l (s
(nk)
j )
2(Ojl)2
2
)]
≤ E
[
exp
(
− λ
2
1(s
(nk)
1 )
2(O11)2
2
)]
.
Since O11 6= 0 a.s. and limk→∞ s(nk)1 =∞, for any λ such that λ1 > 0,
we have
µ̂(Dλ) = lim
k→∞
µ̂s(nk)(Dλ) = 0.
By the uniform continuity of the Fourier transform µ̂(Dλ), we get
µ̂(D(0,··· ,0)) = 0. This obviously contradicts to the elementary fact
that µ̂(D(0,··· ,0)) = 1. Hence we must have supn∈N s
(n)
1 <∞.
The proof of Proposition 3.4 is completed. 
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Corollary 3.5. The map s 7→ µs induces a homeomorphism between
∆ and {µs : s ∈ ∆}.
Proof. From above, the map s 7→ µs is a continous bijection between
∆ and {µs : s ∈ ∆}. We only need to show the converse map is also
continuous. Assume that (s(n))n∈N is a sequence in ∆ and s
(∞) ∈ ∆
such that µs(n) =⇒ µs(∞). By Proposition 3.4, we have supn∈N s(n)1 <∞.
Since the set {s ∈ ∆|s1 ≤ supn∈N s(n)1 } is compact, we only need to show
that the sequence (s(n))n∈N has a unique accumulation point. Let s
′ be
any accumulation point of the sequence (s(n))n∈N. Then there exists a
subsequence (s(nk))n∈N that converges to s
′. By continuity of the map
s 7→ µs, we have µs(nk) =⇒ µs′. It follows that µs′ = µs(∞) and hence
s′ = s(∞). Thus s(∞) is the unique accumulation point of the sequence
(s(n))n∈N, as desired. 
3.3. Limit orbital measures. Recall the definition (2.3), we denote
L (M) := L O(∞)×O(m)(M).
Proposition 3.6. L (M) ⊂ {µs : s ∈ ∆}.
Let us postpone the proof of Proposition 3.6 to the next section and
proceed with the proof of Theorem 1.1.
Proof of Theorem 1.1. By Corollary 3.5, it suffices to prove that
Perg(M) = {µs : s ∈ ∆}.(3.8)
By Theorem 2.4 and Proposition 3.6, we have Perg(M) ⊂ {µs : s ∈ ∆}.
Hence we only need to show that for any s0 ∈ ∆, we have µs0 ∈
Perg(M). By Theorem 2.5, there exists a Borel probability measure
νs0 on Perg(M), such that
µs0 =
∫
Perg(M)
η dνs0(η).
Denote by j the inclusion map j : Perg(M) →֒ {µs : s ∈ ∆}. Let ∆erg
be the subset of ∆ such that
j(Perg(M)) = {µs : s ∈ ∆erg}.
Then ∆erg is a Borel subset and by Corollary 3.5, there exists a Borel
probability measure ν˜s0 on ∆erg such that
µs0 =
∫
∆erg
µs dν˜s0(s).(3.9)
Recall the definition (3.7) of the subset As ⊂M. By (2.4), the equality
(3.9) implies that
µs0(As0) =
∫
∆erg
µs(As0) dν˜s0(s),
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which in turn implies that
1 =
∫
∆erg
1s=s0dν˜s0(s).
It follows that ν˜s0 = δs0 , where δs0 is the Dirac measure on the point
s0. Since ν˜s0 is a probability measure on ∆erg, we must have s0 ∈ ∆erg.
Hence we get the desired relation µs0 ∈ Perg(M). The proof of Theorem
1.1 is completed. 
4. Limit orbital measures are µs’s
The following lemma will be used.
Lemma 4.1. Let (Xn)n∈N, (Yn)n∈N be two sequences of complexed val-
ued random variables defined on the same probability space. Assume
that Xn converges almost surely to 1. Then (XnYn)n∈N is tight if and
only if (Yn)n∈N is tight.
Proof. This is an immediate consequence of the following inequalities:
P(|XnYn| ≥ C) ≤ P(|Xn| ≥
√
C) + P(|Yn| ≥
√
C);
P(|Yn| ≥ C) ≤ P(|XnYn| ≥
√
C) + P(|Xn| ≤ 1√
C
).

For simplifying notation, in what follows, given n ∈ N and X ∈ M,
we denote
mn(X) := mO(n)×O(m)(X).
Proof of Proposition 3.6. By Lemma 2.2, it suffices to show that for
any µ ∈ L (M), there exists s ∈ ∆ such that for any λ ∈ ∆, we have
µ̂(Dλ) = µ̂s(Dλ).
By definition of L (M), there exists X ∈M, such that mn(X) =⇒ µ.
It follows that
µ̂(Dλ) = lim
n→∞
m̂n(X)(Dλ).(4.10)
Moreover, the convergence is uniform when λ ranges over any compact
subsets. Let Z(n) and O be two independent random matrices sampled
uniformly from O(n) and O(m) respectively. We have
m̂n(X)(Dλ) = E
[
exp
(
itr(DλCm(Z
(n)XO)
)]
.
For fixed n, by the O(n)-invariance of Z(n) and O(m)-invariance of O,
there exists s(n) ∈ ∆, such that
E
[
exp(itr(DλCm(Z
(n)XO))
]
= E
[
exp
(
itr(DλCm(
√
nZ(n)
[
Ds(n)
0
]
O)
)]
.
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Claim: supn∈N s
(n)
1 <∞.
Assume by contradiction there exists a subsequence (s
(nk)
1 )k∈N such
that limk→∞ s
(nk)
1 = ∞. Using the truncation notation Z(n)[m] intro-
duced in §2.3.2, we have
m̂n(X)(Dλ) = E
[
exp(itr(Dλ ·
√
nZ(n)[m] ·Ds(n)O)
]
.(4.11)
Take now λ = (λ1, 0, · · · , 0). We may assume that the transposition
of Z(n) is produced as in §2.3.1, that is, Z(n) is the random matrix
obtained by the Gram-Schimidt operation with respect to rows from a
Gaussian random matrix Gn = [glj]1≤l,j≤n. Then
m̂n(X)(Dλ) = E
[
iλ1
√
n∑n
j=1 g
2
1j
m∑
j=1
g1js
(n)
j Oj1
]
.
The uniform convergence (4.10) on any compact subsets implies that
the limit
lim
k→∞
E
[
iλ1
√
nk∑nk
j=1 g
2
1j
m∑
j=1
g1js
(nk)
j Oj1
]
exists and the convergence is uniform when λ1 ranges over any compact
subsets of [0,∞) and hence by symmetry of the Gaussian distribution,
on any compact subset of R. It follows that the following sequence(√ nk∑nk
j=1 g
2
1j
m∑
j=1
g1js
(nk)
j Oj1
)
k∈N
is tight. By the strong law of large numbers, we have√
nk∑nk
j=1 g
2
1j
a.s.−−−→
k→∞
1.
Thus we may apply Lemma 4.1 to conclude that the following sequence( m∑
j=1
g1js
(nk)
j Oj1
)
k∈N
is also tight. It follows, passing to a further subsequence if necessary,
that there exists a probability measure σ on R such that
m∑
j=1
g1js
(nk)
j Oj1 in distribution−−−−−−−−→
k→∞
σ.
In particular, for any λ1 ∈ R, we have
σ̂(λ1) = E
[
iλ1
m∑
j=1
g1js
(nk)
j Oj1
]
= E
[
exp
(
− λ1
m∑
j=1
(s
(nk)
j )
2(Oj1)2
2
)]
.
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Hence
0 ≤σ̂(λ1) ≤ E
[
exp
(
− λ1 (s
(nk)
1 )
2(O11)2
2
)]
.
Since O11 6= 0 a.s. and by assumption limk→∞ s(nk)1 =∞, we may apply
bounded convergence theorem to conclude that
σ̂(λ1) = 0, for all λ1 ∈ R.
This contradicts to the fact that σ is a probability measure on R. Hence
we must have supn∈N s
(n)
1 <∞.
Now since {s ∈ ∆|s1 ≤ supn∈N s(n)1 } is compact, we may assume that
there exists a subsequence (s(nk))k∈N converges to a point s
(∞) ∈ ∆.
Taking Proposition 2.8 into account, the equalities (4.10) and (4.11)
now imply
µ̂(Dλ) = lim
k→∞
E
[
exp(itr(Dλ · √nkZ(nk)[m] ·Ds(nk)O)
]
= E
[
exp(itr(Dλ ·Gm ·Ds(∞)O)
]
= E
[
exp(itr(Dλ · Cm(GDs(∞)O))
]
.
By definition of the probability measure µs(∞), we get
µ̂(Dλ) = µ̂s(∞)(Dλ), for all λ ∈ ∆.
Hence the proof of Proposition 3.6 is completed. 
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