Abstract. We present axioms determining Steenrod's cup-i products up to isomorphism, as well as new formulae for their computation.
Introduction
In [Ste47] , Steenrod introduced by means of formulae the cup-i products on the cochains of standard simplices. These bilinear maps give rise on any space X to the natural cohomology operations
that are at the heart of stable homotopy theory.
Steenrod's formulae for the cup-i products extend the Alexander-Whitney product on cochains. This noncommutative product descends to the commutative cup product in cohomology, and we can interpret the higher cup-i products as coherent homotopies enforcing the derived commutativity at the cochain level.
In later work by Steenrod, May, and others (see [SE62] and [May70] for example) an indirect argument based on the acyclic carrier theorem is instead given for the existence of the cup-i products. This argument has the virtue of demonstrating that any two set of choices for the cup-i products are homotopic.
Sixty years since the introduction of the cup-i products, the language of operads is used extensively in novel and familiar contexts. In particular, several instances of the E ∞ -operad have been developed and explicitly shown to act on the cochains of simplicial sets. Some examples are [MS03] , [BF04] , and, more recently, [MM18b] and [MM18a] . All of these actions reproduce Steenrod's formulae up to isomorphism, and not just homotopy. We are faced then with the following question: why are Steenrod's formulae so ubiquitous?
In this note we introduce four axioms that characterize Steenrod's original cup-i construction up to isomorphism. We describe them loosely here. The first axiom is naturality, the second axiom implies that the complex parametrizing the products is as small as it can be, the third axiom rules out the products being 0, and the fourth demands the largest possible amount of freedom with respect to transpositions.
We describe now the outline of this paper. In the second section, we review the basic concepts used in this note. In the third section, we present the statement of our main result, as well as new formulae computing Steenrod cup-i products. The fourth section is made of two parts. In the first half we show that this new description satisfies our axioms; and in the second half, that any other is isomorphic to it.
The geometry of euclidean spaces gave us Hodge's harmonic forms-the combinatorics of simplices, Steenrod's formulae.
Preliminaries
2.1. The simplex and semi-simplex categories. The category ∆ is defined to have an object [n] = {0, . . . , n} for every non-negative integer n and a morphism for each order-preserving function from [n] to [m] . The subcategory ∆ of ∆ has the same objects as ∆ and
contains only the injective functions.
For non-negative integers i ≤ n, the morphisms
generate all morphisms in ∆. Those in ∆ are generated by the δ-maps only.
These generators satisfy the so called cosimplicial identities
We notice that any morphism in ∆ can be uniquely written as δ up · · · δ u1 for some integers 0 ≤ u 1 < · · · < u p .
2.2. Cosimplicial chain complexes. Let F 2 be the ring with two elements, Mod F2 the category of F 2 -modules, and Ch F2 the category of chain complexes of F 2 -modules. Notice that Ch F2 is symmetric monoidal with unit F 2 (concentrated in degree 0) and product of (C, ∂) and (C ′ , ∂ ′ ) given by 
We reserve the expression morphism from C to C ′ to refer to a 0-cycle in
Normalized chains and cochains.
where
In this description, cochains are concentrated in nonpositive degrees and are homologically graded. The degree reflection k → −k gives the usual cohomological grading, but we work with just one grading convention, homological.
Remark 1. A Kan extension argument defines the normalized chains and cochains of general simplicial sets. For example, the singular chains and cochains of any space are obtained by applying the functors C • and C
• to the simplicial set of continuous maps to the space from the standard topological simplices.
3. Statements 3.1. Symmetric multiplications. Let Σ 2 be the group with one non-identity element T and let Ch F2[Σ2] be the category of chain complexes of
by α e β and when EΣ 2 = W we write α k β instead of α e k β.
An isomorphism between two symmetric multiplications Φ and Φ ′ on V is an isomorphism EΣ 2
We describe how a symmetric multiplication Φ : D 2 (V ) → V gives rise to Steenrod squares on the homology of V . Let us start by noticing that
Its homology has a basis given by {e −2n · t k } k≥0 with t k in degree k and e −2n in degree −2n. We define maps Sq i :
as follows: represent v ∈ H −n (V ) by the homotopy class of a map η :
) be the image of e −2n · t n−i under the map induced in homology by
We extend the above definitions to Ch ∆ F2 using the functor with constant value EΣ 2 . Theorem 4. There exists a unique symmetric multiplication
The proof of Theorem 4, our main result, will occupy Section 4.
3.2.
A new formula for Steenrod's diagonal. In this section we construct for every integer k an element
In the next section, we show these elements define symmetric multiplication satisfying the axioms of Theorem 4.
For any positive integer q we define P q to be the set of integer tuples (u 1 , . . . , u q ) with 0 ≤ u 1 < · · · < u q . We filter each P q by the subsets P q (n) = {(u 1 , . . . , u q ) ∈ P q | u q ≤ n}.
When clear from the context we will simply write δ U for δ uq · · · δ u1 .
For each u i ∈ U = (u 1 , . . . , u q ) ∈ P q define the index of u i in U as ind U (u i ) = u i + i and set U − (resp. U + ) to be the subtuple of U containing the elements whose index in U are even (resp. odd). Either of these could be empty.
For any non-negative integer n the doubling map,
Definition 5. For integers k and n define ∇ (
Remark 6. This formulae has been used to provide new algorithms for the computation of Steenrod squares and cup-i products on finite simplicial complexes. See [MM18c] for a discussion of this algorithsm and their incorporation into the persistence computational pipeline. Previous work in this direction can be found in [GDR99] and [GDR + 03].
4. Proofs 4.1. Existence. The goal of this section is to prove the following statement:
• satisfying the axioms of Theorem 4.
Proof. We first show that
. This reduces to prove that
for an arbitrary f ∈ Hom([n], [m]) and a non-negative integer i < n.
If f is injective but σ i f is not, there exists a non-negative integer j < n such that f (j) = i and f (j +1) = i+1. In this case the left hand side of (1) equals 0. Notice that for any U ∈ P k (n) we have σ i f δ U = 0 if and only if j, j + 1 / ∈ U . Since j, j + 1 ∈ U imply ind U (j) = ind U (j + 1) we have σ i f δ U − ⊗ σ i f δ U + = 0 for all U ∈ P k (n). This shows the right hand side of (1) also equals 0 as desired.
Next we check the axioms stated in Theorem 4. The first one holds by definition, the second one because of
and the third one from the following argument.
For every U ∈ P q we have U − = U + if and only if q = 0. Consider cochains f
where n = n 1 + n 2 − k. A non-zero value implies f 1 = δ U − and f 2 = δ U + and n 1 , n 2 ≥ k. Assuming f
+ , which implies n 1 + n 2 − 2k = 0 and we obtain k = n 1 = n 2 .
It remains to be proven that the assignment under consideration induces a chain map. This is the content of the next statement which we will prove via a sequence of lemmas.
Claim 8. For integers q and n
Notation. Let us consider non-negative integers q ≤ n. For any U ∈ P q (n), let U ∈ P n+1−q (n) contain the elements of {0, . . . , n} not in U . For x ∈ U , define x.U ∈ P q+1 (n) to contain x and the elements in U . For x ∈ U , define U \ x ∈ P q−1 (n) to contain the elements in U different from x.
Lemma 9. For any U ∈ P q (n) we have
Proof. Let U = (u 1 , . . . , u q ). With the cosimplicial identities in mind we see that
as desired.
Lemma 10. For positive integers q ≤ n
Proof. Let
and notice that identity (5) equals the following identity:
Define S 1 → S 2 by sending x, (v 1 , . . . , v q−1 ) to x, (w 1 , . . . , w q ) with
This function is a bijection since it is injective and both sets have cardinality
Using the cosimplicial identities we notice that if (V, x) → (W, x) then
This establishes (6) and the lemma.
Lemma 11. For non-negative integers q ≤ n we have
Proof. Using Lemma 9 and Lemma 10 we have
This identity is equivalent to (7).
Lemma 12. For non-negative integers q ≤ n we have
Proof. For U = (u 1 , . . . , u q ) ∈ P q (n) define when possible:
Notice that (l U,x ).V U,x = x.U = (r U,x ).W U,x and that for any u ∈ x.U with u = l U,x , x, r U,x we have ind VU,x (u) = ind U (u) = ind WU,x (u) when defined.
We introduce the following sets using tabbing and a schematic to aid readability:
We claim the following four identities:
e,e min = R e,e max . We show only the proof of the first one. The other three are proven analogously.
The identities in (9) imply (10)
Let us now consider the right hand side of (8)
Notice it is equal to
This expression, in turn, equals
Thanks to (10), the above expression equals
the left hand side of (8).
The proof of Claim 8, and therefore of Proposition 7, follow directly from Lemma 11 and Lemma 12. 
Proof. We assume that 0 ≤ k ≤ n, otherwise both (∆ k ) n and ∇ ( n n−k ) are 0 by degree reasons. We will follow an induction argument on n − k. The base case and the induction step are respectively described next:
Induction step. Let {p(n, k)} n,k∈Z and {q(n, k)} n,k∈Z each be one of the following two families of proposition:
For integers 0 ≤ k < n − 1 the following implication holds:
The induction argument that finishes the proof of Proposition 13 is schematically illustrated in Figure 1 .
Proof of the base case. If n − k = 0 then the second axiom implies implies (
We will show that
for some functions η, ξ : P 1 (n) → {+, −}. For later reference, we prove the following more general statement:
for 0 ≤ k < n. Then, there exist functions φ, ψ : I → {1, 2} such that
The contradiction f
Now that (14) is established we need to show that the functions ξ and η are constant. Thanks to Lemma 9 and (∆ n ) n = D n , we have
Let i ≤ n be a non-negative integer. Applying (16) to 0 = σ i = (σ i ) * (id [n] ) and using naturality we have
Recall P 1 (n) = {(0), . . . , (n)} and that σ i δ j = 0 unless j = i, i + 1. With these in mind, we see that (17) is equivalent to
The above holds if and only if η((i)) = η((i + 1)) and ξ((i)) = ξ((i + 1)).
Proof of the induction step. Let p(n, k) n,k∈Z and q(n, k) n,k∈Z both be the family (
The other options are treated analogously.
From p(n, k + 1) and p(n − 1, k + 1) we have
for some functions η, ξ : P n−k (n) → {+, −}. To finish the proof we need to show η(U ) = − and ξ(U ) = + for each U ∈ P n−k (n).
From (18), Lemma 9 and q(n − 1, k) we have
We can rewrite the sums in (19) and use Lemma 10 to obtain
Let i ≤ n be a non-negative integer. Applying (20) to 0 = σ i = (σ i ) * (id [n] ) and using naturality we have
Let us state two general facts that we will refer back to. For any U , from the definition of index we have
Say U = (u 1 , . . . , u q ) and let U ur be (u 1 , . . . , u r−1 ,û r , u r+1 − 1, . . . , u q − 1). The cosimplicial identities give
We can use (22) and (23) to verify that for any U ∈ P n−k (n)
Since the above holds in particular when η(U ) = + and ξ(U ) = − for each U ∈ P n−k (n), the second line of (21) is equal to 0. The first line of (21) can also be reduced using (22) and (23) after noticing that
is equal to 0 whenever i, i + 1 ∈ U or i, i + 1 ∈ U or x / ∈ {i, i + 1}.
Therefore, from (21) we have
Let P i, i+1 and P i, i+1 denote the sets indexing the two sums above. Notice that the summands associated to each one of those two sets are manifestly distinct. For V ∈ P i, i+1 and W ∈ P i, i+1 a necessary and sufficient condition for them to have the same associated summand is that
For any V, W ∈ P n−k (n) we write V ∼ W if there exists a non-negative integer i such that
. We notice that for any V, W ∈ P n−k (n) there exist U 1 , . . . , U N ∈ P n−k (n) such that
This, together with (25), forces the functions η and ξ to be constant. In other words, either (
We will rule out (∆ k ) n = T ∇ ( n n−k ) by reaching a contradiction when assuming it. From this assumption and q(n − 1, k) we have
Using Lemma 10 and Lemma 14 we have
for some η, ξ : P n−k+1 (n) → {+, −} and η ′ , ξ ′ : P n−k (n) → {+, −}.
Applying this to 0 = σ n−1 = (σ n−1 ) * (id [n] ) and using naturality we have
We can use (22) and (23) on (27) to get
The set of summands in either of the two sums in (28) are manifestly distinct. To show the expression above is non-zero we will exhibit an element in one of the two sums that does not appear in the other.
Let α⊗β be the summand associated to V = (k−1, k, . . . , n−1) in (28). Notice that either α = id n or β = id n since the integers in V are consecutive. If W also has α⊗β as associated term, then W = (k −1, . . . , n−2, n). But, then both α = id n and β = id n since ind W (n − 2) ≡ ind W (n) mod 2.
Appendix A. Steenrod's original formulae
In this appendix we will show that Steenrod's original formulae satisfy our axioms. Throughout this section we identify an injective morphisms 
We refer to them as the Alexander-Whitney diagonal and the join map respectively.
In [MS03] , McClure-Smith showed that Steenrod's formulae for the cup-i products agree with the coaction of certain elements σ i in the Sequence operad, see also [BF04] for more details about this operad. In [MM18a] , the author showed that the action of any element in the Sequence operad can be expressed as a composition of the Alexander-Whitney diagonal and the join map. In particular, Notice that p 0 = q 1 = p 0 = q 1 = 0 and p i+1 = q i+2 = p i+1 = q i+2 = m. We will prove that p r+1 = q r+1 = r for 0 ≤ r ≤ i. We have the base case of an induction argument. The induction step now follows from the identities {p r } * {p r+1 } = {q r , q r + 1} {q r } * {q r+1 } = {p r , p r + 1}.
Hence, from p i+1 = q i+1 = i follows i = m. This argument implies (2) and (3) in Theorem 4 with (1) being satisfied by construction.
