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Introduzione
La polarimetria ha un ruolo fondamentale nella veriﬁca (o confutazione) di
molti modelli teorici sui meccanismi di emissione e sulla geometria di sorgenti
X astronomiche quali buchi neri, GRB, stelle di neutroni, stelle binarie ed
altre, fornendo informazioni non ottenibili in altro modo. Si aggiungono
infatti due quantità misurabili (angolo e percentuale di polarizzazione) a
quelle tradizionalmente rivelate in astroﬁsica.
La polarimetria, però, a diﬀerenza di spettroscopia, fotometria e imaging,
è l'unica tecnica di osservazione stellare che non ha ancora conosciuto uno
sviluppo signiﬁcativo, basti pensare che l'unica misura con rilevanza scienti-
ﬁca mai fatta risale ormai a 30 anni fa: la polarizzazione della Nebulosa del
Granchio da parte del satellite OSO-8. Il motivo di tale ritardo risiede nelle
tecniche polarimetriche classiche ﬁno ad oggi sfruttate per la realizzazione dei
rivelatori che non permettono di raggiungere livelli di eﬃcienza e sensibilità
adeguati. Per rimuovere queste limitazioni un polarimetro ad alta eﬃcien-
za appartenente alla famiglia dei MPGD (Micro Pattern Gas Detectors) e
basato sull'eﬀetto fotoelettrico è stato sviluppato dal gruppo PixiE presso
l'INFN di Pisa. Questo strumento è stato ideato per la misurazione della po-
larizzazione della banda X a bassa energia (da 2 ﬁno a 10KeV ) dove l'eﬀetto
fotoelettrico è dominante nel processo di assorbimento dei fotoni in un gas e
dove il fotoelettrone emesso genera una traccia di poche centinaia di micron
la cui direzione iniziale è strettamente correlata all'angolo di polarizzazione
lineare della radiazione incidente.
Il rivelatore, nella sua ultima implementazione, è costituito da una sottile
ﬁnestra di berillio che deﬁnisce una cella gassosa di assorbimento della radia-
zione X. All'interno del volume di conversione è mantenuto attivo un campo
elettrico per il trasferimento degli elettroni verso una struttura tipo GEM
(Gas Electron Multiplier) per la moltiplicazione delle cariche primarie. Il
piano di raccolta della carica, posto a circa un millimetro dal piano inferiore
della GEM è ﬁnemente suddiviso in pixel per una ricostruzione bidimensio-
nale della traccia e quindi dell'angolo di emissione del foto-elettrone. La
misura della modulazione della distribuzione angolare ricostruita rappresen-
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ta una misura diretta della polarizzazione della radiazione incidente.
Nel primo capitolo di questa tesi presento un breve excursus su alcune tipo-
logie di sorgenti astronomiche per le quali lo studio della polarizzazione della
radiazione emessa potrebbe fornire importanti informazioni riguardo la loro
natura e le loro caratteristiche ﬁsiche.
Nel secondo capitolo passo in rassegna le tecniche con cui è possibile misurare
la polarizzazione dei raggi X nella banda 2 − 10KeV , partendo da quelle
tradizionali, basate sullo scattering Thomson e sulla riﬂessione di Bragg, per
giungere a descrivere il polarimetro ad eﬀetto fotoelettrico, oggetto della tesi,
presentando la sua struttura e i principi ﬁsici sui quali si basa la rivelazione.
La parte principale del lavoro di tesi è presentata nei successivi capito-
li 3, 4 e 5, in cui tratto lo sviluppo che hanno subito tutti i componenti dello
strumento e i miglioramenti progressivamente introdotti nelle varie fasi, in
particolare quello che è l'elemento più innovativo dell'intero detector, ossia
un ASIC (Application Speciﬁc Integrated Circuit) che integra al suo interno
sia il piano di raccolta bidimensionale suddiviso in elettrodi micrometrici ad
alta densità, sia l'intera catena elettronica di ampliﬁcazione e formatura del
segnale analogico in uscita. E' grazie alle sue peculiarità che l'intero rive-
latore riesce a raggiungere la sensibilità, la compattezza e l'integrazione dei
componenti tipiche dei rivelatori a stato solido. Vengono quindi studiate ap-
profonditamente le caratteristiche del microchip ed analizzate in dettaglio le
sue funzionalità come piano di raccolta per un polarimetro.
Nell'ultimo capitolo descrivo quindi i risultati ottenuti con questo strumento
quando esposto alla radiazione polarizzata, risultati che dimostrano come con
esso sia possibile misurare gradi di polarizzazione anche dell'ordine dell' 1%
con ﬂussi di radiazione al livello del millesimo di quello della Crab. Aﬀronto
inﬁne uno studio delle possibili applicazioni del rivelatore in una speciﬁca
missione di astroﬁsica (XEUS) che dimostra come la sua sensibilità ed eﬃ-
cienza rappresentino una svolta per l'astronomia X, permettendo di eﬀettuare
misure di polarimetria per centinaia di sorgenti galattiche ed extragalattiche
in tempi molto inferiori rispetto ai polarimetri tradizionali.
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Capitolo 1
Polarimetria in astroﬁsica
La misura del grado polarizzazione dei fotoni X provenienti da sorgenti astro-
nomiche oﬀre nuovi elementi di studio per la veriﬁca di molti modelli teorici
di astroﬁsica e costituisce uno strumento importante per valutare la natura
e le caratteristiche delle sorgenti.
La radiazione può essere emessa con un certo grado di polarizzazione diretta-
mente nei processi di emissione tipicamente non termici, come la radiazione
di ciclotrone, sincrotrone e Bremsstrahlung non termico [1] [2] [3]; altrimenti
un fascio inizialmente non polarizzato può acquistare un certo grado di pola-
rizzazione per scattering Thompson/Compton o scattering Compton inverso
con la materia che incontra, in particolare se è presente un'asimmetria geo-
metrica che seleziona un angolo rispetto al punto di vista dell'osservatore: in
questo caso la polarizzazione oﬀre uno strumento per studiare la geometria
dei sistemi che l'hanno prodotta [3] [4] [5].
Ad oggi però l'unica misura di polarimetria che riveste un certo valore scien-
tiﬁco è la misura del grado e dell'angolo polarizzazione dell'emissione della
Crab Nebula a 2, 6 e 5, 4KeV (Plin ' 19%, φ ' 155◦), eﬀettuata dai dati
raccolti dal satellite OSO 8 nel 1978 [6]. I risultati ottenuti sono, per altro,
un valore medio integrato sull'intero sistema, mentre con un polarimetro mo-
derno, come quello che esaminerò in questa tesi, sarebbe possibile risolvere
anche le sottostrutture che contribuiscono all'emissione.
In questo capitolo passerò in rassegna alcuni esempi di sorgenti astroﬁsiche
in cui lo studio del grado e dell'angolo di polarizzazione dei raggi X che ci
raggiungono sarebbe in grado di fornire importanti informazioni che non pos-
sono essere ottenute altrimenti, oppure di confermare modelli per i quali le
misure di spettroscopia e di timing hanno dato risultati ambigui.
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1.1 Acceleratori cosmici
La nebulosa del Granchio è un esempio del prodotto dell'esplosione di una
supernova, la cui materia espulsa prende il nome di residuo di supernova
(SNR - Super Nova Remnant). Le energie che questi eventi sono in grado
di liberare sono dell'ordine dei 1051erg, e viene prodotta un'onda d'urto che
si propaga per decine di anni luce a una velocità di migliaia chilometri al
secondo.
I residui di supernovae giocano un ruolo essenziale nella dinamica del mezzo
interstellare, in particolare nell'accelerazione dei raggi cosmici e nella disper-
sione degli elementi pesanti che si formano nel collasso: in un'onda d'urto
come quella che si genera in queste esplosioni, le turbolenze possono conﬁ-
nare le particelle cariche nelle zone vicine al fronte d'onda, costringendole
ad attraversarlo più volte e un tale meccanismo accelera gli elettroni ﬁno a
energie al di sopra del tera-elettronvolt [7].
Gli spettri di numerosi SNR presentano una componente rilevante alle alte
energie, che indica chiaramente la presenza di meccanismi di emissione non
termica: la radiazione di sincrotrone, dovuta all'accelerazione degli elettro-
ni in presenza di intensi campi magnetici, è la spiegazione più naturale per
questo fenomeno [8]. La potenza totale irraggiata da un elettrone ultrarela-
tivistico di energia E = γmec2 all'interno di un campo magnetico B è data
da:
P =
2e4B2
3m2ec
3
γ2
con una distribuzione spettrale che ha il massimo per:
υs =
1
2
eB
mec2
γ2
e lo spettro di radiazione di sincrotrone emesso da un insieme di particelle si
ottiene mediando sulla distribuzione dell'energia.
Un modello di questo genere si presta bene a spiegare gli spettri osservati, ma
una conferma si potrebbe avere dalla misura diretta del grado di polarizza-
zione lineare, che si prevede sia elevato e, nel caso in cui il campo magnetico
sia orientato perpendicolarmente rispetto alla direzione di osservazione, si
raggiungerebbero percentuali di polarizzazione prossime al 100%.
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1.2 Dischi di accrescimento
I dischi di accrescimento sono strutture planari che vengono previste da molti
modelli nel caso in cui un gas, con momento angolare non nullo, è attratto
da un corpo massivo, come un buco nero, un sistema binario o un AGN (Ac-
tive Galactic Nucleus)[9]. L'energia della materia che si avvicina al centro
di attrazione gravitazionale può essere rilasciata in forma di radiazione elet-
tromagnetica e acquistare una elevata polarizzazione per via della diﬀusione
dei fotoni primari con gli elettroni del plasma del disco, che costituisce il
contributo dominante all'opacità del disco [5].
Nel caso in cui il fascio sia non polarizzato e l'energia del fotone sia trascu-
rabile rispetto a quella della massa a riposo dell'elettrone, la sezione d'urto
diﬀerenziale per lo scattering è data dalla formula per l'urto Thomson:
dσ
dΩ
= r20[1− sin2 θ cos2 φ]
dove r0 è il raggio classico dell'elettrone, φ l'angolo azimutale e θ quello polare
del fotone diﬀuso rispetto a quello incidente. Il grado di polarizzazione che
ne risulta è in relazione all'angolo di scattering θ attraverso la relazione:
Plin =
1− cos2 θ
1 + cos2 θ
Nel caso di energie maggiori, la sezione d'urto deve essere sostituita da quella
di di Klein-Nishina per lo scattering Compton, ma nella banda X il processo
di polarizzazione del fascio non diﬀerisce molto.
Il tipo di interazione che viene invece utilizzata per spiegare lo spettro di
emissione alle alte energie di queste sorgenti è lo scattering Compton inverso,
così chiamato in quanto è il fotone ad aumentare la propria energia nell'urto
con un elettrone altamente energetico, e non viceversa.
I primi studi quantitativi sul trasporto della radiazione in un plasma non ma-
gnetizzato si devono a Chandrasekhar, nel cui modello si considera un'atmo-
sfera semi-inﬁnita di spessore ottico inﬁnito, contenuta tra due piani paralleli
e all'interno della quale il meccanismo di interazione è la diﬀusione. Il risul-
tato è che il grado di polarizzazione lineare uscente è funzione dell'angolo (θ)
compreso tra la normale al piano del disco (z) e la direzione di propagazione
della radiazione emessa (k), e risulta essere:
Plin =
(I1 − I2)
(I1 + I2)
ed è deﬁnito in funzione delle intensità dei campi elettrici corrispondenti ai
due modi normali di propagazione:
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~e1 = ~k × ~z
~e2 = ~e1 × ~k
(1.1)
Quando la direzione di osservazione coincide con l'asse del disco la polariz-
zazione risulta nulla, per poi crescere insieme a θ, ﬁno a raggiungere il suo
valore massimo per θ = 90◦, deﬁnito limite di Chandrasekhar, in cui risulta
≈ 12% e orientata lungo il piano del disco [10].
La polarizzazione dipende però fortemente dallo spessore ottico totale: più è
sottile, più la radiazione risulta polarizzata e orientata lungo il piano ortogo-
nale al disco. Questa inversione si spiega considerando che sono soprattutto
i fotoni emessi parallelamente al piano del disco a subire la diﬀusione [4].
Lo studio dell'angolo e del grado di polarizzazione potrebbe dunque fornire
importanti informazioni per la comprensione di questi sistemi, quali l'in-
clinazione del disco rispetto alla linea di vista, la sua profondità ottica, i
meccanismi di interazione degli elettroni al suo interno e la geometria del
sistema in generale.
1.2.1 Dischi di accrescimento intorno ai buchi neri
Si ritiene che i buchi neri siano il punto d'arrivo comune dell'evoluzione delle
stelle molto massive. Attorno ad essi è prevista la presenza di dischi di
accrescimento, ma in questo caso le approssimazioni dei modelli presentati
in precedenza non sono applicabili per via delle distorsioni dello spazio-tempo
causate dal forte campo gravitazionale; in questo caso sia la traiettoria che
la polarizzazione della radiazione proveniente dalla materia nelle vicinanze di
un buco nero possono essere fortemente inﬂuenzare dal bending relativistico
[11] [12].
Anche se sono state fornite molte prove della presenza dei buchi neri [13],
non sono ancora state trovate evidenze decisive della correttezza dei modelli
relativistici usati per la loro descrizione [9], e lo studio delle proprietà del-
la radiazione emessa dalla materia in accrescimento attorno ad essi sarebbe
una prova importante per convalidare tali modelli e un utile strumento per
comprendere meglio le proprietà geometriche e ﬁsiche del sistema.
1.3 Stelle di neutroni isolate
Le stelle di neutroni sono il risultato più comune dell'evoluzione delle stelle
massicce, quando, per via del collasso della zona interna, si raggiungono
densità di materia tali da permettere la formazione di neutroni a partire
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da elettroni e protoni. Sono note più di mille stelle di neutroni, fortemente
magnetizzate (108-1010 Gauss) e in rapida rotazione (0, 1−3s di periodo), che
emettono onde radio (radio-pulsar), e alcune di queste sono anche sorgenti
di luce visibile, raggi X e raggi γ [9].
Lo spettro nella banda X è generalmente interpretato come radiazione ter-
mica, prodotta in zone superﬁciali, caratterizzate da forti campi magnetici:
fotoni di energia diversa emergono però da strati diﬀerenti dell'atmosfera,
con temperature che aumentano procedendo verso l'interno della stella; di
conseguenza lo spettro complessivo può deviare in modo sostanziale da quel-
lo di un corpo nero, e in questa situazione il ruolo del campo magnetico nella
generazione delle proprietà spettrali è marginale.
La polarizzazione è invece fortemente dipendente dall'intensità del campo
magnetico e sia il grado che l'angolo di polarizzazione variano nel tempo in
funzione dell'allineamento relativo tra l'asse rotazionale, quello magnetico e
della linea di vista [14] [15]: quindi lo studio della polarizzazione permettereb-
be di ricavare informazioni sulla direzione e l'intensità del campo magnetico
non ottenibili per via spettroscopica.
Un caso particolare è poi quello delle Magnetar, stelle di neutroni il cui cam-
po magnetico può arrivare anche a 1014-1015 Gauss. In presenza di tali campi
l'elettrodinamica quantistica prevede la comparsa di stati di birifrangenza del
vuoto [16] [17], ossia la condizione per cui l'indice di rifrazione della luce ri-
sulta diﬀerente a seconda della direzione di polarizzazione dei fotoni: questo
porterebbe a un signiﬁcativo aumento della polarizzazione lineare, mentre
risulterebbe ininﬂuente sullo spettro energetico.
1.4 Binarie X
Le binarie X sono forse le sorgenti meglio conosciute in astronomia X e sono
costituite da un oggetto collassato compatto (una nana bianca, una stella
di neutroni o un buco nero) e una stella ancora nella fase di emissione per
reazione termonucleare. In questi sistemi la stella compagna fornisce ma-
teria alla stella compatta e le caratteristiche del fascio di radiazioni emesse
dipendono dal tipo del fenomeno di accrescimento che si veriﬁca.
Raggi X polarizzati possono essere prodotti dall'interazione degli elettro-
ni con gli intensi campi magnetici presenti o dalla diﬀusione dei fotoni nel
plasma di materia che va ad accrescere la stella compatta [18].
Se l'oggetto compatto è una stella di neutroni, il campo magnetico risulta
così intenso da incanalare il plasma proveniente dalla stella compagna verso
i poli magnetici della stella di neutroni. Le caratteristiche di accrescimento
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dipendono dal ﬂusso di materia che raggiunge i poli: se questo è elevato, sui
poli si forma una colonna di plasma e la radiazione è emessa di preferenza
in direzione perpendicolare all'asse della colonna (la radiazione è detta a
ventaglio); se invece il ﬂusso non è elevato, sui poli si ha una zona di plasma
a forma di macchia e la radiazione X è diretta lungo le linee del campo
magnetico (questa seconda è detta a pennello).
Lo studio della polarizzazione ell'emissione può far luce sulla natura dell'ac-
crescimento e indicare il modello da adottare [19]. La polarizzazione della
radiazione è dovuta in questo caso sia agli eﬀetti di accelerazione di elettroni
nel campo magnetico, sia alla diﬀusione di fotoni nel plasma localizzato nelle
regioni magnetiche polari della stella di neutroni ed è data da:
PL =
(1− α2)
(1 + α2)
(I1 − I2)
(I1 + I2)
dove α dipende dalla frequenza della radiazione, dall'intensità del campo
magnetico, dalla densità del plasma e dall'angolo tra il campo magnetico e
la direzione di propagazione. I1, I2 rappresentano invece le intensità corri-
spondenti ai due modi normali di propagazione. Le opacità relative ai due
modi normali diﬀeriscono a tal punto negli intensi campi magnetici in pros-
simità della stella di neutroni che la radiazione ne può risultare fortemente
polarizzata.
Nel caso in cui il modello di accrescimento della binaria X preveda l'emis-
sione di una radiazione a ventaglio, ci si aspetta un grado di polarizzazione
molto elevato (ﬁno all'80%) e molto maggiore rispetto al caso di emissione a
pennello.
Nel caso in cui l'oggetto compatto della binaria sia un buco nero, l'emissio-
ne di raggi X è descritta da modelli che introducono i dischi di accrescimento.
1.5 Blazar
Queste sorgenti sono associate all'emissione di jet, che sono interpretati come
getti ultrarelativistici di particelle puntati nella nostra direzione [20].
I jet sono oggetti che possono essere osservati in molti contesti astroﬁsi-
ci, come, ad esempio, gli acceleratori cosmici, i sistemi binari o i processi
di accrescimento, in quest'ultimo caso si ipotizza che siano il meccanismo
attraverso cui viene rilasciata l'energia del momento angolare liberato.
Le questioni di fondo riguardanti l'origine e la collimazione dei jet non hanno
però ancora trovato risposte completamente soddisfacenti, e lo studio della
loro composizione potrebbe essere utile alla comprensione dei meccanismi
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di creazione. Ad esempio vicino alla superﬁcie di un oggetto compatto si
produrrebbe un plasma composto da elettroni e positroni, mentre se il jet è
composto da elettroni e ioni allora avrebbe avuto probabilmente origine in
un disco di accrescimento.
La radiazione emessa dal materiale che compone il jet (principalmente per
processi di sincrotrone e scattering Compton inverso) risulta avere un grado
di polarizzazione molto maggiore nel caso di un plasma composto da elet-
troni e positroni e il suo studio produrrebbe quindi informazioni sulla loro
composizione e aiuterebbe a comprendere i meccanismi di produzione.
Per quanto riguarda la collimazione i meccanismi proposti prevedono la pre-
senza di un forte campo magnetico e quindi, anche in questo caso, lo studio
della polarizzazione della radiazione emessa potrebbe fornire importanti in-
formazioni.
1.6 SGR B2
La polarimetria può fornire un contributo importante nella validazione di
modelli astronomici anche nel campo di quella che viene deﬁnita astroar-
cheologia.
L'interazione tra i buchi neri e la materia all'interno delle galassie che li
ospitano è un campo di studio molto interessante: alcune galassie hanno
un nucleo attivo (AGN) caratterizzato da un'altissima luminosità, mentre la
maggior parte risultano invece avere livelli di emissioni estrememente infe-
riori. La teoria più diﬀusa è che le galassie rimangano attive soltanto per
un breve periodo della loro esistenza, ma il meccanismo che le porta ad uno
stato non-attivo non è ancora chiaro.
La nostra stessa galassia potrebbe però aiutare a capire il fenomeno, pur
non avendo un nucleo attivo in questo momento: al centro della Via Lattea
è infatti presente un buco nero denominato SGR A* (Soft Gamma Repea-
ter A* ) di massa pari a 2, 6× 106 masse solari [21], e a circa 300 anni luce di
distanza si trova una nube molecolare gigante: SGR B2 [22]. Questa nube
presenta un'emissione molto rilevante nella banda X, con uno spettro piatto
tipicamente riﬂettivo; quello che non è chiaro però è quale sia la sorgente di
cui stia riﬂettendo la radiazione, in quanto non c'è niente nelle vicinanze di
abbastanza luminoso.
L'ipotesi più accreditata è che il nostro nucleo galattico fosse ancora attivo
ﬁno a circa 300 anni fa, e che la nube stia riﬂettendo la sua emissione con il
ritardo dovuto alla distanza tra i due corpi celesti [23] [24].
Una misurazione polarimetrica dei raggi X proveniente da SGR B2 potrebbe
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avvalorare o confutare questa ipotesi in modo inequivocabile: l'ipotesi preve-
de infatti che la riﬂessione avvenga per scattering Thomson di una radiazione
primaria non polarizzata; perciò il fascio uscente dovrebbe essere altamen-
te polarizzato e inoltre l'angolo di polarizzazione risulterebbe esattamente
perpendicolare alla traiettoria che unisce il buco nero con SGR B2 [25].
12
Capitolo 2
Polarimetri
Le tecniche polarimetriche si basano sul ricordo della direzione del campo
elettrico del fotone nei prodotti d'interazione tra radiazione e materia. Per
le energie tra 1 e 10KeV alle quali siamo maggiormente interessati (e che
sono poi quelle di maggior interesse astroﬁsico) i processi predominanti sono
l'eﬀetto fotoelettrico e lo scattering Thomson. In ambedue si ha una dipen-
denza della sezione d'urto dalla direzione di polarizzazione della radiazione
incidente, ma essendo il cammino libero medio dei fotoni prodotti nello scat-
tering Thomson molto maggiore rispetto a quello dei foto-elettroni, tutti i
polarimetri ﬁno a oggi realizzati per misurazioni di astroﬁsica hanno utilizza-
to questo processo, pur essendo l'eﬃcienza molto minore rispetto all'eﬀetto
fotoelettrico. Le moderne tecnologie di rivelazione hanno invece dato la pos-
sibilità di realizzare strutture con capacità risolutive tali da poter ricostruire
il cammino di un elettrone prodotto all'interno di un gas per eﬀetto fotoelet-
trico, e quindi di poter ottenere le informazioni necessarie al ﬁne di ricostruire
la direzione di polarizzazione del fotone incidente. Questa è la strada che è
stata seguita nello sviluppo del polarimetro ad alta eﬃcienza in studio.
2.1 Polarimetri tradizionali
Nello scattering Thomson la direzione di emissione del fotone diﬀuso ha una
forte dipendenza dalla direzione del campo elettrico di quello incidente. La se-
zione d'urto per questa interazione, in approssimazione non relativistica (vali-
da nel nostro caso in cui l'energia del fotone incidente Eph ¿ mec2 = 0, 511MeV )
risulta:
dσ
dΩ
= r20[1− sin2 θ cos2 φ] (2.1)
con r0 il raggio classico di Bohr, θ l'angolo di scattering rispetto alla direzione
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incidente e φ l'angolo azimutale del campo elettrico del fotone incidente ri-
spetto alla direzione di emissione. La percentuale di polarizzazione del fascio
dipende dall'angolo di scattering secondo la relazione:
P =
1− cos2 θ
1 + cos2 θ
Quindi l'intensità della radiazione diﬀusa a θ = 90◦ è completamente pola-
rizzata e ha un andamento del tipo
I ∝ sin2 φ
e risulta modulata in funzione della direzione di polarizzazione φ: cioè se la
radiazione incidente è totalmente polarizzata linearmente il numero dei fotoni
diﬀusi aumenta nella direzione perpendicolare al campo elettrico iniziale con
un andamento di tipo sin2 (Fig. 2.1).
Sfruttando questo processo sono stati realizzati e mandati in orbita due ti-
pi di polarimetro: il primo (detto appunto a scattering Thomson) utilizza
direttamente l'interazione, andando a rivelare il numero di fotoni diﬀusi a
90◦, il secondo utilizza la riﬂessione di Bragg dei raggi X per avere maggiore
sensibilità a basse energie (ed è infatti detto a riﬂessione di Bragg).
2.1.1 Polarimetro a Scattering Thomson
Un esempio di polarimetro a scattering Thomson è mostrato in Figura 2.2
(questo era montato sui primi razzi per misurazioni polarimetriche del 1969).
Il polarimetro è composto da un analizzatore e da un rivelatore: l'analizzatore
è costituito da un elemento scatteratore in Litio posto nel fuoco dell'ottica del
satellite ed è completamente circondato dal rivelatore costituito da contatori
di fotoni. Dalle misure dei contatori potrà quindi essere fatta una statistica
del numero di fotoni diﬀratti nelle varie direzioni azimutali rispetto al fascio
incidente e quindi ricercata una disomogeneità nei conteggi con andamento
di tipo sin2, segno di una polarizzazione del fascio incidente [26].
Con questo polarimetro si riesce a ottenere un fattore di modulazione1 mol-
to elevato, ma il problema maggiore è dato dalla scarsa eﬃcienza dovuta alla
predominanza dell'eﬀetto fotoelettrico rispetto allo scattering Thomson che
lo rende inutilizzabile per energie inferiori ai 6KeV . A questo è dovuta an-
che la scelta del materiale per il mezzo diﬀusore: essendo la sezione d'urto
1Il fattore di modulazione è il parametro percentuale che si utilizza per qualiﬁcare
l'eﬃcacia di un detector nel rivelare una polarizzazione del 100%. Ne parlerò più appro-
fonditamente in seguito quando verrà calcolato per il polarimetro MPGD oggetto della
tesi (Cfr. paragrafo 6.1.2)
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Figura 2.1: Interazione per scattering Thomson: la radiazione polarizzata linearmente
(K0) che arriva lungo Z, è diﬀusa in prevalenza sul piano X − Y e la direzione dei fotoni
uscenti risulta modulata come un sin2 nell'angolo φ rispetto alla direzione di polarizzazione
e0.
Figura 2.2: Shematizzazione di un polarimetro a scattering Thomson.
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fotoelettrica proporzionale a Z5 e quella Thomson proporzionale a Z, si scel-
gono materiali con basso numero atomico (per il Litio si ha un'eﬃcienza dello
0, 4% per fotoni a 4KeV per raggiungere il 10% a 7KeV ) [18]. Un altro pro-
blema è dato dai fotoni riﬂessi fuori asse (ad angoli diversi da 90◦) e da quelli
che subiscono scattering multiplo: anche se la probabilità che ciò avvenga è
molto depressa, questi causano una misurazione errata della polarizzazione
riducendo quindi il fattore di modulazione complessivo.
La necessità di detector di ampia superﬁcie intorno allo scatteratore, per
massimizzare l'eﬃcienza, porta poi a un aumento di conteggi noise e bisogna
inﬁne considerare che in un sistema a due stadi separati meccanicamente la
geometria dello strumento è di fondamentale importanza e piccoli errori co-
struttivi o le sollecitazioni meccaniche possono introdurre signiﬁcativi errori
sistematici.
2.1.2 Polarimetro a riﬂessione di Bragg
Per poter investigare radiazioni di energia inferiore ai 6KeV si sfrutta la
riﬂessione di Bragg dei raggi X, ossia la condizione per cui un cristallo riﬂette
fotoni che soddisﬁno la relazione:
2d sin θB = nλ
in cui θB è l'angolo di incidenza del fascio, λ la lunghezza d'onda della ra-
diazione incidente, d il passo del reticolo cristallino della superﬁcie riﬂettente
e n è un numero intero che indica l'ordine del picco di energia (la radiazio-
ne viene diﬀratta dal cristallo e si hanno quindi degli ordini di interferenza).
Fissando l'angolo di incidenza a 45◦ escono (a seconda del cristallo utilizzato)
soltanto fotoni con energia determinata dagli ordini di interferenza.
Nella radiazione riﬂessa risultano soppresse tutte le componenti della pola-
rizzazione parallele al piano di riﬂessione (deﬁnito dalla direzione d'incidenza
e dalla normale al piano riﬂettente) e facendo ruotare lo strumento intorno
all' asse del fascio si ottiene una scansione selettiva dei vari angoli di pola-
rizzazione e può quindi essere misurata una eventuale polarizzazione lineare
predominante [27].
In Figura 2.3 è schematizzato il principio di funzionamento di questo pola-
rimetro: il raggio incidente può essere deﬁnito tramite le sue componenti di
polarizzazione lineare (Ix e Iy) e l'angolo φ tra la componente Ix e il piano di
riﬂessione. Se Ix ∼= Iy le intensità delle componenti perpendicolare e parallela
al piano di riﬂessione possono essere deﬁnite:
I⊥ = Ix + 2PxIx cos2 φ
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Figura 2.3: Polarizzazione della radiazione X per riﬂessione di Bragg a 45◦: vengono
riﬂessi soltanto i fotoni con energie che soddisfano la relazione di Bragg e sono polarizzati
perpendicolarmente al piano di riﬂessione.
I‖ = Ix + 2PxIx sin2 φ
con
Px =
Iy − Ix
Iy + Ix
la polarizzazione nella direzione x.
Il processo attraverso cui si ha la riﬂessione è ancora lo scattering Thomson,
le componenti I ′⊥ e I ′‖ dopo la riﬂessione si ottengono dalla relazione 2.1 nei
casi φ = 90◦ e φ = 0◦ rispettivamente:
I ′⊥ ∝ I⊥
I ′‖ ∝ I‖ cos2 2θB
Quindi con angolo di Bragg θB = 45◦ siamo nella situazione di scattering
Thomson a 90◦ e soltanto la componente della polarizzazione perpendicolare
al piano di scattering (I⊥) viene riﬂessa.
Il fascio riﬂesso viene successivamente intercettato da un contatore posizio-
nato davanti allo specchio (o nel suo fuoco nel caso di superﬁci riﬂettenti
paraboliche - Fig. 2.4) che misura un numero di conteggi dipendente dal-
la velocità di rotazione (ω) dello strumento intorno all' asse del fascio: in
particolare la componente I⊥ è modulata con frequenza 2ω e ampiezza 2Px.
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Figura 2.4: Schema del polarimetro a riﬂessione di Bragg montato sul satellite OSO 8
[28].
Tramite questo polarimetro si riescono a raggiungere fattori di modulazione
prossimi al 100% e grazie alla riﬂessione può anche essere utilizzato per fare
imaging.
Il polarimetro è anche in questo caso formato da due elementi separati: il
cristallo riﬂettente e il rivelatore del ﬂusso riﬂesso, si hanno quindi ancora gli
errori sistematici introdotti da questo tipo di struttura a cui si aggiungono
quelli introdotti dalla necessità di far ruotare l'intero sistema. La maggiore
limitazione di questo polarimetro è però data dalla bassa eﬃcienza (e quindi
dal basso numero di conteggi per la statistica) dovuta sia alla scarsa riﬂetti-
vità dei materiali utilizzabili sia al fatto che soltanto i fotoni che rispettano la
condizione di Bragg vengono riﬂessi, e le bande energetiche interessate sono
molto strette. L'indice di riﬂettività per alcuni materiali utilizzati è riportato
nella tabella seguente in funzione del primo ordine di energia.
E (KeV) Cristallo Riﬂettività
2, 62 Grafite 18× 10−4
4, 30 LiH 35× 10−4
1, 41 WS2 16× 10−4
Per quanto riguarda la larghezza di banda interessata alla riﬂessione si parla
in genere di alcuni elettron-Volt intorno all'ordine esatto (∆E = 4eV per la
graﬁte e ∆E = 15eV per il LiH), per questo motivo si utilizzano piani riﬂet-
tenti con strutture cristalline a mosaico che tendono ad allargare la banda e
quindi il numero di conteggi complessivi.
18
Figura 2.5: Sezione d'urto per l'interazione radiazione-materia in Argon: nella banda
1− 10KeV l'eﬀetto fotoelettrico è predominante.
Figura 2.6: Sezione d'urto fotoelettrica del Neon per gli elettroni appartenenti ai diversi
orbitali. La probabilità di interazione aumenta in corrispondenza dei livelli energetici
dell'atomo, in generale il foto-elettrone viene espulso dall'orbitale 1s per fotoni incidenti
di energia superiore ak K-edge (870eV nel Neon).
2.2 Polarimetro a eﬀetto fotoelettrico
La dipendenza della direzione di emissione degli elettroni prodotti per eﬀetto
fotoelettrico dalla polarizzazione lineare della radiazione incidente è stata
scoperta da Auger nel 1926 [29], e essendo l'eﬀetto fotoelettrico il processo
predominante nell'interazione tra radiazione e materia per energie comprese
fra 1 e 10KeV , risulta il naturale candidato per lo sviluppo di un polarimetro.
La quasi totalità dell'informazione utile si trova nella prima parte del percorso
di termalizzazione del foto-elettrone e va poi disperdendosi a causa degli urti
con gli atomi all'interno del materiale interagente. Questa condizione porta
alla scelta di un rivelatore che sfrutti un gas (piuttosto che un solido) per
l'interazione, in modo da massimizzare il cammino libero del foto-elettrone.
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In Figura 2.5 è rappresentato l'andamento della sezione d'urto (totale e
per le singole interazioni) per l'assorbimento della radiazione in un gas (in
particolare nell'Argon).
L'elettrone a cui viene trasferita l'energia si trova di solito nello stato K,M
o L per i quali è maggiore la sezione d'urto: aﬃnchè si abbia trasferimento
di energia una terza particella deve partecipare all'interazione perchè ci sia
conservazione dell'impulso, qui è il nucleo atomico (che acquista un'energia
cinetica trascurabile), di conseguenza saranno gli elettroni del K-shell (i più
interni con obitale 1s) quelli maggiormente favoriti a essere espulsi, quando i
fotoni incidenti hanno un'energia maggiore del K-edge (Fig 2.6). Una formula
sempliﬁcata per descrivere la sezione d'urto fotoelettrica per gli elettroni
appartenenti all'orbitale 1s (valida in regime non relativistico) è stata fornita
da Heitler tramite la distribuzione [30]:
dσ
dΩ
=
r20Z
5
1374
(
mec
2
hν
) 7
2 4
√
2 · sin2(θ) cos2(φ)
(1− β cos(θ))4 (2.2)
in cui r0 è il raggio classico di Bohr, Z il numero atomico del gas interessato,β
la velocità dell'elettrone espulso in rapporto a c, θ l'angolo tra la direzione
della radiazione incidente e quella di emissione del foto-elettrone e φ l'angolo
azimutale tra ques'ultima e il vettore polarizzazione del fotone.
Come per i polarimetri a scattering Thomson si ha quindi una modulazione
(in questo caso di tipo cos2) rispetto alla polarizzazione. Nella direzione θ
si ha invece un andamento indipendente dall'angolo di polarizzazione, ma
dipendente dall'energia come quello di Figura 2.7: ossia per energie ﬁno a
qualche decina di KeV gli elettroni verranno espulsi in prevalenza sul piano
perpendicolare rispetto alla direzione di incidenza (Fig. 2.8).
Le tecnologie attuali hanno permesso di sviluppare un rivelatore della clas-
se dei MPGD (Micro Pattern Gas Detectors) in grado di ricostruire l'intero
cammino del foto-elettrone all'interno del gas e quindi di risalire alla direzio-
ne iniziale del foto-elettrone, e il cui punto di forza maggiore sta nel piano
anodico di raccolta della carica costituito da un chip, ﬁnemente strutturato
in un matrice di pixel, speciﬁcamente realizzato per lo strumento e capa-
ce di raggiungere una risoluzione di alcune decine di micron (l'informazione
sulla polarizzazione è tipicamente conﬁnata in circa 100µm intorno al punto
d'impatto).
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Figura 2.7: Andamento della sezione d'urto fotoelettrica in funzione di θ (integrata in
φ): nella banda 1− 10KeV il foto-elettrone viene emesso in prevalenza per θ = 90◦.
Figura 2.8: Schematizzazione della probabilità di emissione del foto-elettrone (in θ e φ)
rispetto alla direzione di di polarizzazione del fotone incidente.
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Figura 2.9: Shematizzazione del polarimetro MPGD.
2.2.1 Il polarimetro MPGD
Il rivelatore in studio è rappresentato schematicamente in Figura 2.9 [31].
É un rivelatore a gas a doppio gap composto da una cella ermetica satura di
una miscela di gas, chiusa superiormente da un sottile foglio metallico di ma-
teriale trasparente alla radiazione (drift) e inferiormente dal piano anodico di
raccolta del segnale. All'interno è montato il GEM (Gas Electron Multiplier):
un sottile foglio di kapton miscroperforato e metallizzato su entrambe le fac-
ce, che sono connesse all'alta tensione (GEM Top e GEM Bottom), che serve
da ampliﬁcatore delle cariche. Si ottengono in deﬁnitiva due camere separa-
te dal GEM all'interno delle quali vengono stabiliti, tramite le alte tensioni
applicate ai piani metallici, dei campi elettrici uniformi per il trasferimento
degli elettroni. La radiazione viene assorbita all'interno della cella superiore
(chiamata camera di drift o di conversione) e il foto-elettrone procede al-
l'interno di questa parallelamente ai piani metallizzati ﬁno a esaurire la sua
energia a causa degli urti anelastici con gli atomi del gas; in questi urti viene
trasferita una parte dell'energia suﬃciente a ionizzarli e gli elettroni liberati
possono poi avere energia suﬃciente a produrre ionizzazioni secondarie. Si
forma quindi una traccia elettronica del passaggio del foto-elettrone.
Grazie al campo elettrico imposto all'interno della camera di trasferimen-
to (tipicamente intorno a 1KV/cm)2, tutti questi elettroni migrano ﬁno al
2La camera di drift ha uno spessore di 6 o 10mm nei detector realizzati in laboratorio
e la ddp applicata tra il piano di drift e il GEM top è di circa 1000V . Una tipica conﬁ-
gurazione prevede il Drift a −1500V , il GEM top a −550V , il GEM Bottom a −100V e il
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Figura 2.10: Simulazione della formazione del segnale sul piano anodico attraverso le
varie fasi di generazione della traccia. Da sinistra: le ionizzazioni primarie che indicano il
percorso del foto-elettrone; le ionizzazioni secondarie e la diﬀusione trasversale; la raccolta
del segnale sugli elettrodi del piano anodico (l'area degli esagoni è proporzionale alla
quantità di carica).
GEM.
Il Gas Electron Multiplier (Fig. 2.11) è un elemento sulle cui due facce me-
tallizzate in rame distanti 50µm vengono applicate diﬀerenze di tensione di
400− 500V : all'interno dei dei fori microscopici (una matrice che ne ricopre
l'intera struttura) si vengono a formare dei campi elettrici tali da generare
delle ionizzazioni a valanga laddove sia arrivato un elettrone generato nella
camera di drift. Il numero di elettroni prodotti dopo la moltiplicazione di-
pende esponenzialmente dalla diﬀerenza di potenziale applicata alle facce del
GEM ed è tale da poter generare un segnale rilevabile.
Il piano anodico sottostante è tenuto a un potenziale maggiore rispetto al
GEM Bottom, in modo che le cariche negative prodotte migrino verso di
esso. La camera di raccolta tra GEM e anodo è spessa circa 1mm e il campo
elettrico che viene imposto all'interno è tipicamente di alcuni Kilovolt per
centimetro.
L'anodo è costituito da un microchip la cui superﬁcie è suddivisa in una ma-
trice di pads metalliche con un passo da 50µm e quindi speculari ai fori del
GEM in modo da raccogliere le cariche prodotte in essi e ottenere una rico-
struzione spaziale della traccia elettronica iniziale generata dal foto-elettrone.
Ogni pad è poi singolarmente connessa alla catena elettronica di condizio-
namento del segnale indotto dalle cariche raccolte: quello che otteniamo è
quindi una serie di segnali proporzionali al numero di elettroni primari che
hanno raggiunto il foro del GEM. Tutto il processo avviene all'interno del
chip stesso che, nella suo ultimo sviluppo, integra 16,5 milioni di transistor
per la gestione di più di 100.000 canali indipendenti.
piano anodico mantenuto a ≈ 0V .
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(a) Foto di un GEM: uno strato di kapton da 50µm di spessore
metallizzato su entrambe le facce e microperforato nella zona
di ampliﬁcazione. Lo zoom mostra i fori con passo da 50µm
praticati tramite etching.
(b) Linee di forza del campo elettrico e su-
perﬁci equipotenziali in prossimità dei fori del
GEM.
Figura 2.11: Gas Electron Multiplier (GEM).
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Pertanto quello che alla ﬁne viene analizzato via software è un'immagine
bidimensionale del cammino del foto-elettrone all'interno della camera di
drift assieme all'informazione sulla quantità di carica rilasciata negli urti (a
cui d'ora in poi farò riferimento il termine traccia) da cui viene ricostruita la
direzione iniziale del foto-elettrone (Fig. 2.10).
A diﬀerenza dei polarimetri descritti in precedenza questo non raggiunge
fattori di modulazione altrettanto elevati (non tutte le tracce possono es-
sere analizzate correttamente) in compenso il numero di fotoni convertiti e
analizzati (e quindi l'eﬃcienza di rivelazione) è talmente più elevata che com-
plessivamente la sensibilità dello strumento risulta due ordini di grandezza
superiore. Inoltre vengono meno i problemi legati alle meccaniche e alle geo-
metrie (dovuti ai due stadi separati e alla necessità della rotazione) in quanto
la struttura è compatta e la ricostruzione è bidimensionale.
Di seguito verranno brevemente esposte le interazioni ﬁsiche alla base del
funzionamento del polarimetro MPGD.
2.2.2 Ionizzazione
L'interazione tra la molecola di gas e il fotone incidente provoca la ionizza-
zione della molecola stessa e l'espulsione del foto-elettrone. Lo ione rimane
in uno stato eccitato e l'energia in eccesso può essere dissipata attraverso
due processi: la produzione di un elettrone Auger (in cui una riorganizza-
zione dei livelli elettronici porta all'espulsione di un elettrone esterno con
energia circa uguale a quella del livello abbandonato dal foto-elettrone) op-
pure all'emissione di una radiazione X debole dovuta al salto di livello di un
elettrone esterno verso l'obitale rimasto libero. Questa seconda eventualità
è meno probabile negli elementi che vengono solitamente utilizzati (Fig.2.12)
e, comunque, risulta ininﬂuente ai ﬁni della rivelazione in quanto, anche nel
caso il fotone emesso converta nel gas, la traccia spuria risultante è molto
breve e distanziata dalla principale, e quindi facilmente riconoscibile in fase
di analisi.
L'elettrone Auger risulta avere un'energia suﬃciente per produrre ionizzazio-
ni secondarie, pari a:
Eaug = Ekshell − (Eαshell + Eβshell)
con αshell e βshell gli orbitali esterni a bassa energia degli elettroni coinvolti;
nella traccia ﬁnale risulta quindi un eccesso di energia nell'immediato intor-
no del punto d'impatto. La direzione di emissione degli elettroni Auger è
isotropa rispetto alla polarizzazione del fotone e comunque la zona di ter-
malizzazione è inferiore allo spazio utile per la ricostruzione della direzione
iniziale del foto-elettrone.
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Figura 2.12: Probabilità di rilassamento per ﬂuorescenza degli atomi eccitati per eﬀetto
fotoelettrico, in funzione del numero atomico (Z).
Sia il foto-elettrone che l'elettrone Auger rallentano per via degli urti anelasti-
ci con le molecole del gas a cui cedono energia portando alla loro ionizzazione
(primaria) e eventualmente a una ionizazione secondaria dovuta agli elettro-
ni espulsi. La perdita di energia dell'elettrone segue la legge di Bethe-Bloch
corretta per le basse energie (formula empirica di Joy e Luo) [32]:
dE
dx
= −7.85× 104% 1
E
ln
(
1.166(E + 0.85J
J
) [
KeV
cm
]
(2.3)
con Z il numero e A il peso atomico, % la densità del gas e J un para-
metro semiempirico che rappresenta il valor medio della perdita di energia
nell'impatto che si estrapola dalla formula:
J =
(
9.76Z +
58.5
Z0.19
)
[eV ]
Integrando l'equazione 2.3 può essere ricavato il raggio di percorrenza medio
(practical range) del foto-elettrone all'interno del gas in funzione della sua
energia (Fig. 2.13).
Questo è il tipo di interazione che viene sfruttato per la rivelazione in quanto
si liberano nuovi elettroni e la deviazione della traiettoria a causa dell'ur-
to risulta trascurabile. Il numero medio delle coppie elettrone-ione che si
generano è dato dalla relazione:
Npc =
∆E
Wpc
dove ∆E si ricava dalla precedente equazione 2.3 e Wpc è l'energia media
necessaria per la produzione di una coppia, che è una caratteristica speciﬁca
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Figura 2.13: Percorrenza media dei foto-elettroni in alcuni gas nobili [33].
del gas e assume valori nell'ordine dei 25eV per le miscele normalmente
utilizzate.
Il foto-elettrone incorre però anche in urti elastici coulombiani con i nuclei
delle molecole del gas: in questo caso non si ha trasferimento di energia e la
traiettoria del moto viene modiﬁcata nello scattering, causando una parziale
perdita di informazione sulla direzione originale. La relazione che descrive
questo tipo di interazione è la sezione d'urto di Rutherford, modiﬁcata da
Mott per le basse energie (E < 20KeV ) e che tiene in conto degli eﬀetti
relativistici legati allo spin dell'elettrone atomico [32]:
dσ
dΩ
=
[
1− β2 sin2
(
ϑ
2
)]
Z2r2e
4
(
mec
pβ
)2
1
sin4
(
ϑ
2
) (2.4)
con Z il numero atomico,ϑ l'angolo di scattering, re,me, p e β rispettivamente
il raggio, la massa,l'impulso e la velocità (in rapporto a c) dell'elettrone.
2.2.3 Drift e diﬀusione
Se non fosse presente un campo elettrico all'interno della camera di tra-
sferimento, una volta raggiunto l'equilibrio termico, si avrebbe una rapida
ricombinazione degli elettroni e degli ioni presenti nel gas. Con il campo
invece gli ioni positivi procedono verso il piano di drift e qui si ricombinano
non contribuendo alla rivelazione, invece gli elettroni procedono velocemente,
ma senza nuove ionizzazioni, verso il GEM.
Sia durante la formazione della traccia elettronica, che durante questo moto
di trasferimento si hanno urti con gli altri atomi presenti nel gas, e quin-
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di una diﬀusione che allarga la nube elettronica facendo perdere un po' di
risoluzione al rivelatore. É quindi cruciale ridurre l'entità di questa dispersio-
ne. Utilizzando un modello semplice che considera gli elettroni all'equilibrio
termodinamico con l'ambiente circostante e la diﬀusione dovuta agli urti ca-
suali isotropa nelle direzioni trasversa e longitudinale al moto di drift si ha
un allargamento gaussiano:
dN
dx
=
N0√
4piDt
· e
(
− x2
4Dt
)
(con N0 il numero totale di cariche e D il coeﬃciente di diﬀusione nel gas)
di cui a noi interessa la deviazione standard:
σ(x) =
√
2Dt =
√
2D · x
w
(2.5)
con w la velocità di drift.
Dalla teoria cinetica D può essere espresso come:
D =
1
3
v · λ
con λ il cammino libero medio, che nel caso di energia puramente termica
(quindi in assenza di campo elettrico) è deﬁnito:
λ =
1√
2
KT
σgas · p (2.6)
con p la pressione del gas, KT la costante di Boltzman moltiplicata per la
temperatura assoluta e σgas la sezione d'urto totale nel gas speciﬁco.
Sempre nelle ipotesi di prima, la velocità media è data dalla distribuzione di
Maxwell:
v =
√
8KT
pi ·me
da cui risulta
D =
2
3p · σgas√pi ·
√
(KT )3
me
(2.7)
con me la massa dell'elettrone.
Con la presenza del campo elettrico, però, assieme all'energia termica 3
2
KT
appare il contributo del campo ridotto Eel/p. L'energia media si esprime
allora tramite il parametro ε che dipende dalla conﬁgurazione speciﬁca del
rivelatore; in questo caso D può essere espresso come:
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D =
2ε
3me · λ · v (2.8)
Per sapere quant'è la velocità di drift all'interno del campo elettrico bisogna
considerare che questa è data dalla velocità media v degli elettroni accelerati
dal campo ma frenati dagli urti con le molecole circostanti. Questa risulta
essere:
−→w = − qe
me · λ · v ·
−→
E el (2.9)
con qe la carica dell'elettrone. É a questo punto utile deﬁnire anche il
parametro di mobilità µ:
µ =
w
Eel
(2.10)
Si può quindi ricavare adesso una relazione tra il parametro di diﬀusione e
la mobilità utilizzando le equazioni precedenti:
D
µ
=
2ε
3qe
=
KT
qe
(2.11)
che è la formula di Einstein valida quando tutta l'energia è di tipo termico.
Da questa è possibile ricavare sperimentalmente il valore di ε.
La velocità di drift dipende quindi dal tipo di gas che si usa e dalla pres-
sione, una sua stima più precisa può essere fatta attraverso simulazioni di
Montecarlo [34].
La Figura 2.14 rappresenta i valori della w in diﬀerenti tipi di miscele di
Argon in funzione del campo elettrico.
Per elettroni prodotti dai raggi X la diﬀusione porta a un aumento del raggio
della nube elettronica di ≈ 60 µm√
cm
.
2.2.4 Ampliﬁcazione
Una volta che gli elettroni raggiungono una distanza di circa 10µm dai fori
del GEM, subiscono un'accelerazione dovuta al forte campo elettrico presente
(in media ≈ 100KV/cm, ma molto più intenso sui bordi per eﬀetto punta) e
guadagnano un'energia suﬃciente per la ionizzazioni delle molecole del gas; a
loro volta gli elettroni prodotti sono accelerati e si ottiene una moltiplicazione
a cascata della carica.
Per calcolare il guadagnoG di questo processo così da poter risalire all'energia
della radiazione ionizzante iniziale si introduce il coeﬃciente di Towsend α
[35] deﬁnito come
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(a) Ne(50%)-DME(50%) (b) He(40%)-DME(60%)
Figura 2.14: Esempi di velocità di drift degli elettroni al variare del campo elettrico,
per due diverse miscele gassose.
α =
A
λ
· exp(− B
λ · F ) (2.12)
Con A e B parametri che dipendono dal tipo di gas e λ il cammino libero
medio; α rappresenta il numero medio di cariche prodotte da un elettrone nel
passaggio attraverso 1cm con campo uniforme F . Dall'espressione 2.6 per il
cammino libero medio si arriva alla relazione:
α
p
= A′ · exp(−B
′ · p
F
)
dalla quale si può ottenere un'equazione per il guadagno medio del singolo
elettrone, dipendente dal campo elettrico che incontra nel tragitto percorso:
G = e
∫
α(F )·dx
Per il calcolo vengono però ipotizzate delle condizioni di equilibrio non pre-
senti nelle zone di valanga del rivelatore; inoltre in queste zone è presente un
campo molto forte che non si mantiene uniforme come richiesto per ottenere
i risultati precedenti. Si considera quindi la natura stocastica dell'eﬀetto va-
langa dovuto agli urti elettronici e si utilizzano delle distribuzioni che riescono
a descrivere abbastanza fedelmente il guadagno per questo tipo di rivelatore.
Modiﬁcando il parametro α in
α→ α ·
(
1 +
δ
G
)
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con δ che descrive la conﬁgurazione del campo nel GEM, si può utilizzare
una distribuzione di Polya per G:
℘
(
G
G
)
=
mm
Γ(m)
(
G
G
)m−1
· e(−m·
(
G
G
)
) (2.13)
con m = (1 + δ). La varianza di questa distribuzione è σ = m−1.
La formula ottenuta rappresenta il guadagno totale del GEM, parte degli
elettroni prodotti nelle valanghe, però, non migrano verso il piano anodico
(spinte dal campo elettrico all'interno della camera di raccolta ) ma ven-
gono riassorbite dal GEM Bottom; si deﬁnisce quindi guadagno eﬃcace la
percentuale di carica che riesce a essere raccolta sull'anodo.
2.2.5 Generazione del segnale
In questo strumento (a diﬀerenza di altri rivelatori a gas come le Multi Wire
Proportional Chambers [36] o le Micro Strip Gas Chambers [37]) il segnale
viene generato dai soli elettroni, in quanto gli ioni positivi prodotti durante
le valanghe vengono raccolti dal GEM TOP, oppure procedono verso il piano
superiore di drift e non partecipano quindi alla generazione del segnale sul
piano anodico distante alcune centinaia di micron. Grazie a questa peculia-
rità il rivelatore riesce a produrre segnali molto veloci essendo la mobilità
degli elettroni molto maggiore di quella ionica.
La formazione dell'impulso elettrico è principalmente dovuta alle cariche
indotte dal movimento degli elettroni stessi verso la struttura anodica di
raccolta (i pixel).
In generale per calcolare la carica indotta in un rivelatore a gas si utilizza il
teorema di reciprocità di Green, che mette in relazione la carica e il potenziale
su un elettrodo prima e dopo una variazione del campo elettrico e del numero
di cariche circostanti: ∑
i
QiV
′
i =
∑
i
Q′iVi
dove Qi è la quantità di carica e Vi il potenziale dell'elettrodo. Se conside-
riamo un singolo anodo a potenziale V1 e carica Q1 in prossimità del quale
è presente un campo Vm all'interno del quale si muove una carica qm (con
velocità −→v = dl
dt
) si ottiene la relazione:
qmVm = Q1V1
La corrente indotta sarà :
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I1 =
dQ1
dt
=
d
dt
(
qmVm
V1
) = qm · d (Vm/V1)
dl
· dl
dt
= −qm · ~FW · v¯ (2.14)
con
~FW = −d (Vm/V1)
dl
deﬁnito campo peso relativo al singolo elettrodo, di potenziale unitario (met-
tendo quindi tutti gli altri a terra).
La quantità di carica complessiva indotta risulta quindi:
Q1 =
∫
i1dt = −qm
∫ m2
m1
F¯Wdl = qm [VW (m1)− VW (m2)]
che dipende solamente dalla carica presente nel gas e dai valori del potenziale
sull'anodo e nella zona dove è presente la carica.
Per la particolare geometria del nostro rivelatore in cui si ha un campo elet-
trico costante all'interno della camera di raccolta, il campo peso risulta pari
a F¯W = 1/h (con h lo spessore della camera) e qm è dato dalla carica elettro-
nica moltiplicata il valore del guadagno. La corrente generata su un anodo
dal singolo elettrone primario sarà:
I = −Gqe · v¯
h
(2.15)
Con una velocità di drift di ' 5 cm
µs
, si ottiene un impulso di corrente in
' 30ns che l'elettronica di acquisizione integra per formare il segnale.
2.2.6 Scelta del gas
La scelta del gas è fondamentale per le prestazioni polarimetriche del MPGD
[38]; questa non è però univoca in quanto un particolare gas, può avere un
impatto diﬀerente sulla sensibilità complessiva a seconda del tipo di intera-
zione all'interno del rivelatore e bisogna quindi giungere a dei compromessi.
La sezione d'urto fotoelettrica ha un andamento ∝ Z5, quindi con elementi
ad alto numero atomico si ottiene maggiore eﬃcienza, di contro però la pro-
babilità di scattering coulombiano risulta ∝ Z2 mentre la perdita di energia
negli urti anelastici è ∝ Z
E
, quindi con elementi a basso numero atomico si
hanno tracce più lunghe e regolari. In generale si propende per questi ulti-
mi per avere maggiore risoluzione per una corretta ricostruzione e si lavora
invece sullo spessore della camera di conversione per aumentare l'eﬃcienza
(a meno di lavorare con fotoni altamente energetici o essere maggiormente
interessati all'imaging).
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Figura 2.15: Stopping power dei gas nobili per energie da 1 a 100 KeV .
I gas nobili sono quelli che vengono utilizzati di preferenza in quanto con
essi si riescono a ottenere guadagni maggiori a parità di campo applicato, e
inoltre presentano un buon stopping power per i raggi X (Fig. 2.15).
Per aumentare la produzione del numero di coppie primarie, bisogna sceglie-
re un gas che abbia un basso valore per la ionizzazione (Wpc): risulta che i
gas puri siano meno eﬃcienti di particolari misture in cui lo scambio di ener-
gia tra le molecole abbassa il Wpc degli elementi presenti (penning eﬀect).
L'utilizzo di un penning mix inﬂuisce anche sul guadagno in quanto risulta
aumentato il parametro di Towsend α. Esempi di questi mix sono Ne+DME
(DiMetilEtere) oppure Ar+DME . Un altro fattore da considerare riguar-
da i livelli di eccitazione del gas in quanto inﬂuiscono sulla diﬀusione degli
elettroni: questi risultano piuttosto alti per i gas nobili, il che porta a urti
con minor perdita di energia da parte degli elettroni e quindi una maggiore
diﬀusione. Gli altri gas che compongono la mistura hanno invece livelli più
bassi.
Alcune considerazioni vanno fatte sulla zona di valanga all'interno del GEM
in cui si ha un numero molto elevato di urti in uno spazio ristretto: la pro-
babilità del rilascio di raggi X a bassa energia per ﬂuorescenza da parte
degli atomi eccitati aumenta considerevolmente, soprattutto per i gas più
pesanti (feedback fotonico). Questo porterebbe a nuove ionizzazioni e alla
generazione continua di valanghe, se nella miscela non fossero presenti anche
molecole polimeriche organiche (come il DME) che assumono la funzione di
quencher : queste hanno infatti un alto fattore di assorbimento per fotoni a
quelle frequenze e immagazzinano l'energia in eccesso in livelli rotazionali o
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vibrazionali, oppure, in presenza di campo molto intenso, attraverso la dis-
sociazione della molecola. Un altro ruolo importante dei quencher è quello
di evitare il feedback ionico: cioè l'estrazione di nuovi elettroni dal GEM
Top da parte degli ioni positivi. Questi ultimi, infatti, nell'annullarsi risulta-
no in livelli eccitati che possono rilassarsi attraverso l'espulsione di elettroni
che, una volta liberati, vengono attratti verso il GEM Bottom dando luogo a
nuove valanghe. Se lo ione, invece, incontra un atomo quencher, tende nello
scontro a scambiare con esso la propria carica per via del minor potenziale di
ionizzazione di queste molecole. Saranno quindi i quencher i nuovi portatori
della carica positiva. Una volta annullatisi anch'essi risulteranno eccitati, ma
l'energia in eccesso verrà adesso dissipata per disintegrazione della molecola.
La presenza dei quencher dà però problemi nel lungo periodo a causa del-
l'accumulo di uno strato polimerico isolante, dovuto alle dissociazioni, che
modiﬁca il campo elettrico (fenomeno dell'ageing). Un ultimo fenomeno re-
lativo alla zona di valanga al quale prestare attenzione e quello relativo alla
formazione di streamers in caso di guadagni troppo elevati, ossia di pon-
ti che vengono a crearsi tra gli elettrodi dando luogo a un corto circuito e
quindi a una scarica, dannosa per l'apparato. Gli streamers sono dovuti alla
particolare forma a goccia che assume la valanga quando si crea (Fig. 2.16),
se la densità di carica arriva a valori molto elevati (≈ 108 coppie per valanga)
la disposizione delle cariche tende a rinforzare il campo e a generare nuove
valanghe che si uniscono alla prima allungandola ﬁno a che si crea il ponte
conduttore tra le facce del GEM, attraverso cui si ha la scarica.
Figura 2.16: Forma della valanga all'interno dei fori del GEM
In generale nel rivelatore si utilizzano misture di gas composte per il 20−50%
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di un gas nobile leggero (Elio, Neon o Argon) e per la restante parte di
quencher per i quali si utilizzano molecole di DiMetilEtere, CO2 o CF4 che
bloccano la diﬀusione elettronica e sono buoni assorbitori della radiazione
spuria da feedback fotonico, oltre a far registrare tempi lunghi prima che si
presenti il fenomeno dell'aging.
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Capitolo 3
Sviluppo del rivelatore
In questo capitolo e nei due seguenti descriverò in maggiore dettaglio le varie
componenti che costituiscono il rivelatore, come queste siano state pratica-
mente implementate e gli sviluppi che hanno subito per raggiungere l'attuale
condizione. In questo capitolo mi occuperò della meccanica del rivelatore,
ossia della costruzione e ottimizzazione della cella a gas e descriverò poi in
maggiori dettagli le caratteristiche del Gas Electron Multiplier, l'evoluzio-
ne dei prototipi utilizzati, le misurazioni eﬀettuate per stabilirne il regime
di lavoro, nonchè il circuito di trigger esterno del rivelatore che sfrutta il
segnale raccolto dal GEM Top: ossia il sistema utilizzato per far partire
l'acquisizione prima dell'introduzione del Self trigger interno di cui parlerò
dettagliatamente in seguito (Cfr.Par.4.1.3).
3.1 La cella a gas
Il tipo di rivelatore a gas in studio è deﬁnito a doppio gap per via della pre-
senza delle due sezioni separate per la conversione e la raccolta delle cariche
che si ottiene grazie al disaccoppiamento tra l'elemento ampliﬁcatore e l'ano-
do. Questo sistema presenta il vantaggio di un'estrema ﬂessibilità nella scelta
delle geometrie dell'intero detector e in particolare del piano di raccolta (il
chip) che è l'elemento di maggiore innovazione dell'intero apparato.
In Figura 3.1 è mostrata una schematizzazione delle camere a gas assembla-
te in laboratorio: due elementi in vetronite formano la gap di conversione-
trasferimento e quella di raccolta, tra le quali viene posizionato il GEM, il
piano di drift è costituito da un foglio di mylar alluminato dello spessore di
25µm a cui viene ﬁssato il contatto per l'alta tensione. La tenuta stagna
della camera è garantita dalla presenza di o-ring tra le sezioni unite da viti;
GEM, mylar e i piccoli tubi in PVC per il passaggio del gas vengono ﬁssati
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Figura 3.1: Esploso delle meccaniche del polarimetro assemblate in laboratorio.
alla struttura e chiusi ermeticamente tramite colla epossidica non condutti-
va. Anche la chiusura sul piano di raccolta avviene per incollaggio diretto sul
socket del chip. I contatti dell'alta tensione del GEM sono portati all'esterno
tramite una colata di colla conduttiva attraverso apposite traforature pra-
ticate nella vetronite della cella di trasferimento. L'intero montaggio viene
eﬀettuato in una camera camera pulita di classe 10.000 per evitare depositi
di polvere sul chip e soprattutto nei fori del GEM.
La camera di drift ha uno spessore di 6mm, che è un compromesso tra l'ef-
ﬁcienza e la risoluzione: uno spessore maggiore assicura infatti un maggior
numero di conversioni nel gas, ma i fotoni convertiti nelle prossimità del pia-
no di drift subiscono una maggiore diﬀusione nella migrazione verso il GEM.
Lo spessore della collection gap è invece il più sottile possibile per poter
mantenere un campo elettrico suﬃciente alla raccolta senza dover applicare
tensioni troppo alte: in questo caso abbiamo circa 1mm tra il GEM e il chip
comprensivo della vetronite, della colla e dei circa 800µm tra il bordo del
socket e il piano dei pixel di raccolta delle cariche del chip.
Il problema che si è presentato con questo tipo di meccanica è causato dai
contatti per portare le tensioni al GEM che sono disposti verticalmente su
due lati in prossimità della camera di conversione: in condizioni di lavoro si va
a modiﬁcare il campo di trasferimento interno per l'aggiunta di un dipolo nel
senso longitudinale che porta le tracce ad avere una direzione preferenziale e
una modulazione apparente anche del 40%. Per questo motivo le meccaniche
successive sono state progettate con i connettori del GEM che si estendono
parallelamente ad esso.
Le meccaniche utilizzate successivamente hanno dimensioni maggiori per se-
guire gli sviluppi del chip che sono andati verso un progressivo aumento delle
superﬁcie attiva ﬁno alla attuale di ≈ 1, 5cm × 1, 5cm (Cfr.Cap. 4); il mon-
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taggio è stato quindi eseguito presso ditte esterne in quanto non era possibile
eseguire presso l'istituto il perfetto incollaggio del foglio di kapton del GEM,
una cui minima disomogeneità potrebbe modiﬁcare i campi elettrici interni.
Le caratteristiche generali delle meccaniche sono comunque rimaste le stesse.
Inoltre sono attualmente in laboratorio dei socket appositamente ribassati in
cui il chip aﬀonda di soli 400µm in modo da ridurre ulteriormente l'altezza
della camera di raccolta.
Il più importante sviluppo nella meccanica ha però riguardato il sistema del
gas: nella meccanica ﬁn qui descritta, infatti, il gas viene fatto ﬂussare con-
tinuamente all'interno della cella attraverso i piccoli tubi laterali; con questa
soluzione si ha la libertà di scelta della miscela da utilizzare ma, oltre al-
l'ovvio problema dell'ingombro e complessità dovuto a un sistema esterno,
si registra anche un tempo di transizione all'immediato avvio del sistema in
cui il guadagno dell'ampliﬁcazione risulta instabile: questo è probabilmente
dovuto a impurità (aria) ﬁltrate nella camera durante il periodo di inutiliz-
zo, infatti dopo un abbondante ﬂussaggio si torna alle condizioni di lavoro
normali.
Con lo sviluppo di un sealed detector ambedue queste problematiche sono
state superate raggiungendo un livello di integrazione adeguato a un rivela-
tore per missioni satellitari. In Figura 3.2 è schematizzato l'apparato per il
quale sono utilizzati tutti componenti e colle con basso outgassing : la ﬁnestra
di drift è realizzata con un foglio di berillio da 50µm, nello spacer ceramico
che costituisce la cella di drift (1cm di spessore) è ﬁssato un tubicino in ra-
me tramite il quale viene eﬀettuato il vuoto spinto all'interno della camera
per poi riempirla di una miscela di Ne(50%)-DME(50%) (standard per la
rivelazione di fotoni con energie di 1− 10KeV ). Lo stesso elemento è anche
sfruttato per portare l'alta tensione al drift.
Il sistema è stato veriﬁcato in laboratorio acquisendo il segnale ampliﬁcato
preso direttamente dal GEM (Cfr.infra 3.2.1) per più di un mese ininterrotta-
mente, con un alto rate di eventi, per veriﬁcare che non vi fossero variazione
nell'ampliﬁcazione provocate da una perdita di gas o dal fenomeno dell'ageing
causato dall'assenza di ﬂussaggio. Contemporaneamente è stata anche mo-
nitorata la temperatura e la pressione di laboratorio nelle vicinanze dello
strumento. I risultati sono riportati in Figura 3.3 e dimostrano la stabilità
del sistema per tutta la durata del test: le oscillazioni presenti sono corre-
late con la variazione di temperatura tra le misure diurne e quelle notturne,
mentre non è stata osservata alcuna dipendenza dalla pressione. Il graduale
aumento del guadagno (≈ 13%) registrato durante le prime tre settimane di
rilevazione è ancora oggetto di studio.
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Figura 3.2: Esploso del sealed Gas Pixel Detector [39].
Figura 3.3: Stabilità del guadagno del sealed Gas Pixel Detector : il valor medio dell'am-
piezza del segnale dal GEM Top calcolato ogni 8-12 ore (in ascissa la data della misura).
Nel graﬁco anche la misurazione della temperatura in laboratorio a cui le oscillazioni del-
l'ampliﬁcazione sono correlate. La sorgente utilizzata è di 55Fe con un rate di conversioni
di 450Hz; la cella è satura di Ne(50%)-DME(50%); le tensioni applicate: VDRIFT =
-2000V, VGEM(top) = -750V, VGEM(bottom) = -300V.
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3.2 Il GEM
Il Gas Electron Multiplier è stato uno dei primi apparati per rivelatori a
gas prodotti sfruttando tecnologia Advanced PCB: i fori vengono eﬀettuati
con acido tramite etching su ambedue i lati e questo conferisce loro la forma
a doppio tronco di cono (Fig.3.4). La matrice di fori (che ha la forma del
piano anodico sottostante) è meccanicamente separata dalla metallizazione
che la circonda che le fa da guard ring, e alla quale poi viene ﬁsicamente
connessa l'alta tensione: le due parti sono poi in contatto elettrico attraverso
una resistenza ad alta impedenza (Fig. 2.11). Con questo tipo di struttura si
mantiene uniforme il campo elettrico nelle camere evitando eﬀetti di bordo
intorno alla zona attiva.
Figura 3.4: Sezione del GEM con passo da 90µm: la forma a doppio tronco di cono dei
fori è dovuta all'etching praticato su entrambe le facce.
3.2.1 Studio del segnale
Il contatto elettrico con il GEM Top può essere sfruttato per raccogliere il se-
gnale integrato dell'intera traccia: infatti il moto delle cariche delle valanghe
all'interno dei fori induce sul rame una carica, che attraverso una capacità
di disaccoppiamento, viene raccolta da un apposito circuito di condiziona-
mento del segnale. La presenza della resistenza verso il guard ring evita la
dispersione della corrente sull'intero piano a causa della maggiore capacità
complessiva. L'impulso in corrente è di segno opposto rispetto a quello sul-
l'anodo in quanto è dovuto al moto degli ioni positivi verso l'elettrodo e degli
elettroni che se ne allontanano, come risulta anche dall'equazione 2.14.
Il circuito ampliﬁcatore della carica è costituito da un preampliﬁcatore-
formatore (AmpTek 203) e da un ampliﬁcatore d'impulso (AmpTek 206),
il cui guadagno complessivo è stato studiato inviando un impulso da 20mV
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attraverso una capacità di calibrazione da 2, 2pF , corrispondente a un'inie-
zione di carica da ≈ 40fC, e risulta di 20mV/fC. Il segnale formato passa
poi da un emitter-follower per il matching delle impedenze con gli strumenti
di analisi seguenti (a 50Ω), uscendone dimezzato in ampiezza. Anch eil GEM
Bottom è riferito a terra (tramite una capacità di disaccoppiamento) per di-
minuire l'accoppiamento capacitivo tra le lastre del GEM e quindi aumentare
l'ampiezza del segnale.
Essendo l'AmpTek un ampliﬁcatore veloce (il tempo di formatura è di≈ 300ns)
l'uso principale del segnale dal GEM è per il trigger del sistema di acquisi-
zione (all'occorrenza di un evento questo viene inviato a un discriminatore a
soglia che genera l'impulso digitale per attivare il DAQ), ma può però essere
utilizzato anche per misure di timing, nonchè per misure di spettroscopia
abbastanza accurate, in quanto il segnale che si ottiene è proporzionale al-
l'intera carica rilasciata rilasciata nella camera di drift e al guadagno assoluto
del GEM, senza le dispersioni in cui si incorre nel processo di raccolta delle
cariche sul piano anodico.
Questo sistema di trigger è stato l'elemento dell'intero detector la cui ottimiz-
zazione ha richiesto più sforzi a causa del rumore che aiggeva l'ampliﬁcatore
di carica. Questo risultava infatti molto sensibile a qualunque instabilità del
riferimento di ground, per cui particolare attenzione doveva essere posta nel
disaccoppiamento del circuito da qualunque riferimento non stabile interno
o esterno al detector stesso. Inoltre al segnale si sovrapponevano impulsi ad
alta frequenza derivanti dal pick-up della connessione tra il GEM e l'input
dell'ampliﬁcatore che, prima della messa a punto, sovrabbondavano ampia-
mente il segnale stesso. La connessione è stata quindi schermata e ridotta alla
lunghezza minima possibile, inoltre l'intero rivelatore e stato isolato dall'e-
sterno inserendolo all'interno di una scatola metallica riferita a terra. Anche
con tutte queste precauzioni la soglia del discriminatore doveva essere im-
postata a 300mV per un segnale tipico di 1, 5V , ma grazie alla stabilità del
guadagno, questo non ha inﬂuito sulle misure di polarimetria.
3.2.2 Studio del guadagno
Due tipi di GEM sono stati studiati in laboratorio prima del deﬁnitivo incol-
laggio della struttura sul chip. Il primo modello ha il kapton dello spessore di
50µm e le metallizzazioni in rame da 4µm; i fori sono disposti in una matrice
a pattern triangolare con un passo (pitch) da 90µm tra i centri, un diametro
di 60µm sulla superﬁcie e 45µm al centro (Fig. 3.4).
Nel secondo tipo di GEM è stata aumentata la granularità con i fori che
hanno un passo di 50µm e un diametro di 30µm sulla superﬁcie e 20µm
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all'interno; inoltre è stato diminuito lo spessore del kapton a 25µm per poter
diminuire le tensioni applicate.
L'interesse principale è stato di stabilire il guadagno eﬃcace del GEM ossia
la quantità di carica che raggiunge il piano anodico per ogni evento. Que-
sto diﬀerisce dal guadagno complessivo in quanto una frazione delle cariche
prodotte nelle valanghe viene riassorbita dal GEM Bottom [40]. Per ridurre
questo eﬀetto bisogna agire sul campo elettrico all'interno della gap di rac-
colta in modo da massimizzare l'estrazione delle cariche; un campo eccessivo
può però portare alla formazione di nuove valanghe all'interno della collection
gap (e quindi alla perdita della proporzionalità), oltre alla possibilità di sca-
riche che potrebbero rovinare il GEM o il chip sottostante. Sono state quindi
eﬀettuate una serie di misurazioni posizionando il detector su una test board
con un piano di raccolta formato da un singolo pixel che raccoglie l'intera
carica e di cui viene misurato il segnale in corrente. La camera è stata poi
irraggiata con una sorgente X di 55Fe (5, 9KeV ). Per il calcolo del guadagno
assoluto è stato invece misurata la corrente proveniente dal GEM Top an-
nullando il campo elettrico nella cella sottostante. Nei graﬁci di Figure 3.5,
3.6, 3.7 e 3.8 sono riportati i risultati di queste misurazioni per il guadagno
assoluto, l'eﬃcienza in funzione del campo applicato nella camera di raccolta
e il guadagno eﬃcace per ambedue i GEM in studio. Per il calcolo si utilizza
la formula
G =
A
R(qene)
con A la corrente misurata, R il rate degli eventi, qe la carica dell'elettrone
e ne il numero di elettroni primari per ogni evento. Per la carica iniziale è
stata stimata la formazione di 220 elettroni per ogni fotone convertito; il rate
della sorgente è stato misurato tramite un contatore collegato al segnale del
GEM Top ed è risultato essere di 45KHz.
Il GEM con pitch da 50µm e spessore di 25µm ha presentato però diver-
si problemi, infatti per via dello spessore ridottissimo è molto probabile la
formazione di streamers all'interno dei fori a causa di eﬀetti punta tra le
imperfezioni della metallizzazione, con conseguente scarica e distruzione del
GEM (i due piani vengono in contatto elettrico per la fusione del rame).
Inoltre l'alto accoppiamento capacitivo tra i due piani porta a una riduzione
del segnale rilevabile dal GEM Top.
Nella conﬁgurazione attuale è quindi montato un GEM di 50µm di spessore
e con pitch da 50µm; i fori (da 30µm sulla superﬁcie e 15µm al centro) sono
stati praticati con una nuova tecnica ad alta precisione. In questo modo,
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grazie alla maggiore intesità del campo elettrico all'interno dei fori di dimen-
sione ridotta, è possibile raggiungere alti guadagni con tensioni paragonabili
al GEM da 25µm di spessore. Inoltre è stato diminuito lo spessore dello
strato di metallizazione a 1µm in quanto per fotoni con energie maggiori del
K-edge del rame (8, 979KeV ) si ha un'alta probabilità di formazione di cop-
pie nel metallo per eﬀetto fotoelettrico, con conseguente rilassamento dello
ione per ﬂuorescenza. La radiazione X così prodotta ha energia suﬃciente
per convertire nel gas e creare quindi tracce spurie.
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Figura 3.5: GEM 90µm pitch: guadagno assoluto calcolato dalla quantità di carica
raccolta sul GEM Top; in ascissa la d.d.p. applicata tra le facce del GEM. I punti sono
uniti tramite ﬁt con una funzione esponenziale. Miscela utilizzata: Ne(80%)-DME(20%).
Figura 3.6: GEM 90µm pitch: guadagno eﬃcace calcolato dalla quantità di carica
raccolta sull'anodo della test board (singolo elettrodo); in ascissa la d.d.p. applicata tra le
facce del GEM. Le curve si riferiscono ai diversi valori del campo elettrico imposto nella
camera di raccolta. Miscela utilizzata: Ne(80%)-DME(20%).
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Figura 3.7: GEM 90µm pitch: eﬃcienza di raccolta delle cariche in funzione del campo
elettrico nella camera di raccolta. Le curve si riferiscono alle diverse tensioni applicate alle
facce del GEM. I calcoli si basano sulle stesse misure del graﬁco precedente
Figura 3.8: GEM 50µm pitch: guadagno eﬃcace calcolato dalla quantità di carica
raccolta sull'anodo della test board (singolo elettrodo) per due campi elettrici imposti nella
camera di raccolta; in ascissa la d.d.p. applicata tra le facce del GEM. Il ﬁt è eﬀettuato
con una funzione esponenziale. Miscela utilizzata: Ne(80%)-DME(20%).
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Capitolo 4
Il piano di raccolta
In questo capitolo descriverò il piano di raccolta del rivelatore: la parte
sicuramente più complessa nonché quella sulla quale ho svolto la maggior
parte del lavoro. Infatti, mentre tutti gli aspetti del detector ﬁnora descritti
rappresentano dei miglioramenti dell'eﬃcienza e della geometria di oggetti già
da tempo utilizzati, lo sviluppo di un piano di lettura che potesse sfruttare
a pieno le capacità intrinseche dell'apparato è sicuramente il progresso che
rende questo detector paragonabile a quelli a stato solido per sensibilità,
granularità, integrazione dei componenti e compattezza.
Gli elettroni , dopo la moltiplicazione nel Gem, continuano il loro drift verso
il piano di raccolta sottostante posto a potenziale maggiore; un piano anodico
suddiviso in pads dà la possibilità di avere una lettura bidimensionale delle
cariche prodotte nel rivelatore.
Il primo prototipo dell'apparato prevedeva un piano metallizzato di raccolta
suddiviso in 512 elettrodi di forma esagonale con una struttura a nido d'ape
a geometria triangolare con passo di 260µm (Fig. 4.1) [41].
Questa particolare geometria serve per minimizzare eventuali eﬀetti siste-
matici introdotti da simmetrie del piano. Quello che a noi interessa mag-
giormente per fare polarimetria è infatti la ricostruzione della forma della
traccia: una geometria di tipo rettangolare, ad esempio, introdurrebbe una
modulazione residua apparente per tracce orientate parallelamente ai bordi
degli elettrodi, come risulta evidente dalla Figura 4.3 in cui viene simulata
una serie di eventi non polarizzati: appare una polarizzazione residua ﬁtti-
zia in quanto tracce con piccole diﬀerenze angolari rispetto alla direzione dei
bordi hanno maggiore probabilità di essere ricostruite come perfettamente
parallele.
Il piano era realizzato utilizzando la tecnologia Advanced Multilayer PCB
(Printed Circuit Board) e prevedeva un fan-out, disposto su 6 layers so-
vrapposti realizzati con tecnica fotolitograﬁca, per collegare le pads a un
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Figura 4.1: Piano anodico con elet-
trodi a matrice esagonale realizzato con
tecnologia Advanced PCB(passo: 260µm).
Figura 4.2: Fan-Out del piano anodico
per portare il segnale raccolto sulle pads
all'elettronica di condizionamento esterna.
multiplexer e quindi all'ampliﬁcazione (Fig. 4.2). Questo apparato aveva pe-
rò delle limitazioni intrinseche dovute proprio alla necessità di dover portare
il segnale raccolto dagli elettrodi all'elettronica di lettura esterna. Infatti la
tecnologia PCB permette di ottenere al massimo circa 1000 canali per un
pitch di 200µm. Arrivare a questi livelli di miniaturizzazione con questa tec-
nologia provoca poi un aumento non trascurabile del cross-talk tra le piste
adiacenti che sono lunghe diversi centimetri (si ha cioè una induzione di ca-
rica dovuta al passaggio del segnale). Con una elettronica esterna, inoltre,
il rapporto segnale/rumore sulla misura risulta inﬂuenzato negativamente
sia da un eventuale pick-up dovuto a campi elettromagnetici spuri presen-
ti intorno al rivelatore, sia dalle grosse capacità introdotte all'ingresso del
preampliﬁcatore. Questi eﬀetti andrebbero poi ad aumentare nel momento
in cui si andasse a ridurre ulteriormente la dimensione degli elettrodi, che
raccoglierebbero un segnale più piccolo.
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Figura 4.3: Confronto della struttura a nido d'ape rispetto alla struttura rettangolare,
delle pads di raccolta della carica: nella seconda si ha una direzione preferenziale nella
ricostruzione, lungo i bordi degli elettrodi, che porta a un errore sistematico nel calcolo
della polarizzazione (i risultati sono ottenuti tramite simulazione di eventi non polarizzati
da 2KeV in CF4(20%)-DME(80%). I graﬁci rappresentano le distribuzioni degli angoli di
emissione ricostruiti con l'analisi: nel secondo è presente una modulazione residua).
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4.1 L'ASIC
La soluzione che è stata ideata per eliminare tutti questi problemi, è quella
di portare la catena elettronica all'interno del rivelatore stesso. Per ottenere
questo risultato sono stati progettati dal gruppo una famiglia di ASIC (Ap-
plication Speciﬁc Integrated Circuit) sfruttando la tecnologia CMOS VLSI
(Complementary Metal Oxide Semiconductor with Very Large Scale Integra-
tion) [42]. Un chip prodotto tramite questa tecnologia è formato da 6 diversi
strati di metallizzazione in ognuno dei quali è possibile disegnare speciﬁci
circuiti.
Lo strato superiore viene metallizzato e suddiviso in pads esagonali con
struttura a nido d'ape e costituisce il piano anodico per la raccolta delle
cariche. L'intera elettronica di lettura (preampliﬁcatore, shaping ampliﬁer,
peak&hold e multiplexer) è realizzata nei rimanenti 5 strati del chip, diretta-
mente sotto ogni pad metallica e può essere controllata tramite sequenze di
segnali digitali mandati ai vari pin del chip stesso. Quindi al di sotto di ogni
singolo elettrodo di raccolta è integrata una catena elettronica di condizio-
namento del segnale di tipo nucleare, separata da tutte le altre, e che lavora
in modo indipendente: tutto l'insieme costituisce il pixel che grazie alla sua
estrema miniaturizzazione, garantisce un bassissimo rumore di fondo.
Tre ASIC sono stati ﬁnora prodotti e testati tramite simulazioni al computer
e in laboratorio (ai quali mi riferirò come ASIC I, II e III) passando dalla
tecnologia CMOS a 0, 35µm a quella a 0, 18µm e arrivando in ASIC III a
integrare oltre 16 milioni di transistor in un singolo chip.
Lo sviluppo è progredito verso un ingrandimento dell'area attiva del piano
di raccolta (e quindi dell'intero rivelatore), un aumento della granularità e
quindi della risoluzione (con la diminuzione del pitch delle pads che è andato
dagli 80µm di ASIC I ai 50µm di ASIC III), mantenendo però invariati i
tempi di risposta dell'apparato. Inoltre la riduzione dell'area degli elettrodi
ha portato a una ulteriore diminuzione del rumore elettronico dei pixel grazie
alla minore capacità in ingresso agli ampliﬁcatori.
È stato poi progressivamente introdotto un sistema di Self trigger elettronico
interno, ossia la possibilità da parte del chip di riconoscere automaticamente
un evento e far partire una sequenza di acquisizione senza bisogno dal segnale
di trigger esterno proveniente dall'elettronica collegata al GEM.
Nei paragraﬁ seguenti descriverò la struttura e le caratteristiche tecniche spe-
ciﬁche di ciascun chip, insieme ai miglioramenti che ci si aspetta da ciascuno
di essi.
Illustrerò poi i vari test eﬀettuati in laboratorio e gli accorgimenti tecnici
utilizzati per dimostrare l'eﬀettiva possibilità di utilizzare questa soluzione
come piano di raccolta per un polarimetro.
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Figura 4.4: Foto di ASIC I: gli elettrodi (con passo di 80µm) sono realizzati sulla
metallizzazione superiore del chip, l'intera elettronica di condizionamento è integrata negli
strati sottostanti. Nello zoom è evidenziata la struttura a nido d'ape delle pads.
4.1.1 ASIC I
Il primo chip è stato prodotto con tecnologia CMOS a 3, 3V , 0, 35µm (lo
spessore di gate dei transistors interni)(Fig. 4.4). Il layer superiore metal-
lizzato è suddiviso in pads esagonali da 80µm di passo, posizionati a nido
d'ape come in Figura 4.5 per un totale di 2101. Il chip ha forma esagonale
ed è contornato da un guard-ring : le 3-4 pads più esterne non sono connes-
se all'elettronica (passive) e sono mantenute allo stesso potenziale dell'area
attiva: servono quindi da protezione elettrostatica a quelle interne evitan-
do eﬀetti di bordo. Complessivamente il chip ha un diametro di 4mm con
un'area attiva di circa 12mm2 ed è microsaldato all'interno di un package in
ceramica di tipo CLCC68. La geometria delle pads riproduce la struttura dei
fori del GEM di modo che un accoppiamento corretto porta a massimizzare
la precisione nella ricostruzione delle tracce.
Questo prototipo già contiene tutte le caratteristiche di base del sistema.
Lo schema sempliﬁcato dell'elettronica del singolo pixel è rappresentato in
Figura 4.6: al di sotto di ogni singola pad è collegata l'elettronica tipica di
un rivelatore di particelle. Gli elettroni che arrivano dal GEM vengono rac-
colti dagli elettrodi e inducono su di essi un segnale in corrente che arriva
direttamente alla catena elettronica sottostante formata dal preampliﬁcatore
di carica e l'ampliﬁcatore-formatore del segnale in tensione. Tramite una
sequenza di segnali digitali al chip, può essere attivato il circuito di max-hold
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Figura 4.5: Immagine della pixmap di ASIC I. L'area attiva è circondata da un guard
ring di 4 pixel (in blu).
che ricerca il massimo del segnale formato e lo mantiene per la conseguente
lettura. Un impulso (detto Token) viene quindi fatto scorrere sequenzial-
mente a ogni pixel pilotato dagli impulsi di un clock esterno, in modo che
il valore immagazzinato nel max-hold venga trasferito in un bus analogico
comune che collega in serie tutti i pixel (Fig 4.7). L'uscita del chip sarà quin-
di un segnale analogico dato da una serie di 2101 livelli proporzionali alla
quantità di carica massima raccolta da ciascun elettrodo che viene mandato
poi all'ADC per la digitalizzazione e quindi l'analisi.
Il chip viene controllato tramite segnali digitali esterni organizzati in sequenze
da inviare ai vari pin attraverso interfacce TTL-compatible, anche se una
singola sequenza è suﬃciente per ottenere un'acquisizione, diverse altre ne
possono essere inviate per poterne testare pienamente le funzionalità.
Sequenza di acquisizione
All'arrivo dell'impulso di trigger, l'elettronica esterna fa partire la sequenza
di acquisizione che è divisa in due parti: prima viene mandato il Maxhold,
un livello che viene mantenuto alto durante tutto il processo di acquisizione
dell'evento e attiva l'elettronica di ricerca del massimo e di mantenimento. I
tempi caratteristici di questo processo sono illustrati in Figura 4.8 (il tempo
di raccolta della carica sugli elettrodi è dell'ordine dei nanosecondi ed è quindi
trascurabile): il segnale è formato in circa 3, 5µs ed il massimo viene ricercato
all'interno di una ﬁnestra temporale di 10µs e mantenuto.
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Figura 4.6: Schema elettronico sempliﬁcato del singolo pixel e delle logiche di controllo
pilotate dai segnali TTL che vengono inviati al chip. In alto layout del circuito presente
al di sotto di ogni pad esagonale.
Figura 4.7: Output analogico: schema della lettura seriale dei pixel tramite scorrimento
del token attraverso lo shift register. In uscita si ha una serie di 2101 livelli relativi alla
quantità di carica massima raccolta dai pixel.
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Figura 4.8: Tempi caratteristici per la formatura del segnale analogico sui pixel.
Successivamente vengono inviati i segnali di Read, Token-in e Clock per
attivare il trasferimento sul bus analogico che avviene sequenzialmente dal
pixel 1 al pixel 2101: la concomitanza del segnale di Read con la presenza di
un token nel pixel abilita il trasferimento sul bus analogico. Il token viene
inserito nel primo pixel tramite l'impulso Token-in e viene poi passato al pixel
successivo attraverso uno shift-register che si attiva nel fronte di discesa del
clock esterno comune. Il token passa quindi a tutti i pixel ﬁno a uscire dal
pin denominato Token-out, la cui lettura ci assicura che tutti i pixel hanno
trasferito l'informazione all'analog-out. I tempi caratteristici di questa parte
del processo di acquisizione sono riportati nella tabella di Figura 4.9.
Il parametro più importante è il periodo di clock minimo che il chip può
accettare: 200ns pari a una frequenza massima di 5MHz. Questo porta a
un tempo totale per l'acquisizione di un evento di circa 400µs. Al termine
della sequenza di acquisizione viene inviato un impulso di Reset per azzerare
il contenuto dello shift-register. Il tempo impiegato dal chip per essere pronto
a una nuova acquisizione è dominato dal periodo di scarica del circuito di hold
che può arrivare a 50µs. Nel complesso l'ASIC può quindi operare a un rate
di circa 1KHz, quindi si possono ottenere misurazioni con buona statistica
anche con brevi tempi di esposizione per sorgenti celesti molto luminose.
Una tipica sequenza di acquisizione è mostrata in Figura 4.10.
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Parametro Min Max Unità
Input clock period (Tck0) 200 ns
Input clock rise/fall time 20 ns
Analog Buﬀer output setup time (Tasu) 100 ns
Analog Buﬀer output Hold time (Tahd) 100 106 ns
Figura 4.9: Sequenza dei segnali di controllo e tempi caratteristici per la scansione seriale
della matrice di pixel.
Figura 4.10: Sequenza di acquisizione con Clock a 1MHz (zoom sulla prima parte): il
segnale di reset (RST) è inviato ad inizio sequenza per svuotare il contenuto dello shift
register e subito dopo viene alzato il livello del MaxHold (MHD) per la ricerca del massimo
del segnale sui pixel che si protrae per i successivi 10µs. Un singolo token viene poi inserito
e fatto scorrere, tramite i colpi di clock al chip (CLK), in concomitanza con il segnale di
Read (RED) per abilitare il trasferimento sull'analog-out. Il primo segnale è il clock per
pilotare l'ADC e ha uno shift di mezzo periodo rispetto a CLK per campionare il segnale
in uscita al centro.
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Sequenza di Write
Al chip può anche essere inviato un ulteriore segnale (Write in Figura 4.6) il
cui fronte di salita, in presenza di un token nel pixel, va a iniettare diretta-
mente nel condensatore Ct, e quindi nell'ampliﬁcatore, una carica proporzio-
nale alla diﬀerenza di tensione tra Vss e Vtest. La Vtest può essere variata
manualmente da pochi millivolt ﬁno a 1V , la risposta tipica del pixel è di
10fC per Volt.
Questa condizione è utilizzata per simulare una raccolta di carica da parte
della pad del pixel e poter fare test e calibrazioni. C'è inoltre la possibilità di
avere più token all'interno del chip e quindi di attivare più pixel contempora-
neamente, infatti ogni colpo del clock esterno inserisce un nuovo token nella
catena se un segnale è presente al pin token-in. Se più di un token è presente
all'interno degli shift-register e viene mandato l'impulso di Read, la risposta
dell'analog-out sarà la somma dei segnali di quei pixel, ﬁno a un massimo di
circa 30fC a cui si ha la saturazione del bus analogico.
Track mode
Un'altra importante caratteristica di questo ASIC è di poter lavorare in
track mode: basta infatti che il segnale di Max hold venga lasciato a zero
e all'analog-out si può osservare direttamente il segnale formato dall'ampli-
ﬁcatore del pixel che abbiamo attivato tramite token e quindi controllarne
direttamente le caratteristiche con l'oscilloscopio (Figura 4.11 e 4.12).
Questa è anche la condizione di standby del chip prima dell'inizio delle se-
quenze, infatti quando alla ﬁne viene inviato il segnale di Reset tutti i pixel
tornano contemporaneamente in track mode.
Le altre caratteristiche e speciﬁche del chip sono riassunte nella Tabella 4.1:
Parametro Tipico Max Unità
Consumo complessivo 200 mW
Guadagno medio del pixel 100 mV/fC
Diﬀerenza nel guadagno tra i pixel 5 %
Variazione nella base-line dei pixel 1 fC
Tabella 4.1: Speciﬁche ASIC I.
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Figura 4.11: Formatura del segnale in un pixel osservata in track mode con l'oscilloscopio.
In nero l'impulso di write che inietta una carica di ≈ 9fC nel pixel.
Figura 4.12: Track Vs Peack&Hold mode: in alto (blu) l'uscita dello shaper e il relativo
segnale di mantenimento del massimo (rosso) per la successiva scansione; il massimo viene
mantenuto ﬁnchè il livello del Maxhold (in basso, blu) è alto.
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Figura 4.13: Confronto tra Asic II (22.048 canali suddivisi in 8 cluster indipendenti) e
il precedente Asic I (2101 canali).
4.1.2 ASIC II
Questo è il primo sviluppo dell'ASIC in cui si è voluto principalmente au-
mentare l'area attiva di raccolta e introdurre un primo sistema di Self trig-
ger interno automatico, che ci permette un'integrazione ancora maggiore del
rivelatore liberandoci da tutta l'elettronica esterna di trigger.
Le pads metalliche hanno le stesse dimensioni e forma del chip precedente,
ma sono organizzate in una struttura quadrata di 11mm di lato con una
superﬁcie attiva totale di circa 1cm2. Si ha così una matrice di 22.048 pads
attive (più quelle periferiche passive che vanno a formare l'anello di sicu-
rezza) organizzate in 8 clusters identici aﬃancati formati da 20 ﬁle di 138
pixel per un totale di 2760 ognuno, contro i 2101 complessivi del primo chip
(Fig.4.13). I clusters lavorano in parallelo ed è quindi come se avessimo 8
ASIC I aﬃancati e sincronizzati all'arrivo dell'impulso di trigger.
Con questo nuovo sistema, oltre ad avere una maggiore superﬁcie per in-
tercettare i fotoni, risulta possibile analizzarne di maggiormente energetici
senza dover cambiare la miscela di gas (avendo il fotoelettrone più spazio per
fermarsi prima di uscire dal rivelatore).
Inoltre introducendo nella camera miscele di gas leggere o a pressione infe-
riore (ossia con sezione d'urto minore nei confronti del fotoelettrone) è pos-
sibile ottenere tracce di dimensioni maggiori e quindi con direzione iniziale
più facilmente ricostruibile.
Le speciﬁche e i tempi caratteristici di questo secondo ASIC sono mostrate
in Tabella 4.2 e 4.3.
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Parametro Tipico Max Unità
Consumo complessivo 500 2000 mW
Guadagno medio del pixel 100 mV/fC
Diﬀerenza nel guadagno tra i pixel 5 %
Variazione nella base-line dei pixel 1 fC
Tabella 4.2: Speciﬁche di ASIC II.
Parametro Min Max Unità
Input clock period 100 ns
Input clock rise/fall time 10 ns
Analog Buﬀer output setup time 100 ns
Analog Buﬀer output Hold time 100 106 ns
Tabella 4.3: Tempi caratteristici di ASIC II.
Un miglioramento sostanziale rispetto al chip precedente sta nella possibilità
di accettare frequenze di clock ﬁno a 10MHz e quindi di poter raccogliere
l'informazione in output in circa 270µs. A questi vanno però aggiunti i circa
100µs per il reset delle memorie analogiche e lo svuotamento degli shift-
register. Quindi pur avendo un numero maggiore di canali si ha ancora la
possibilità di rivelare eventi ﬁno a frequenze intorno al kilohertz.
L'elettronica interna è concettualmente identica a quella di ASIC I schema-
tizzata in Figura 4.6.
Anche il sistema di read-out di ASIC II è sostanzialmente lo stesso, anche
se la maggior complessità del chip comporta delle modiﬁche nella struttura
delle sequenze dei segnali di controllo nonché nel sistema di acquisizione del
segnale analogico in uscita: infatti adesso abbiamo 8 diﬀerenti analog-out,
uno per ogni cluster del chip, che vengono mandati a 8 diﬀerenti ADC che
lavorano in parallelo e i cui dati vengono poi ricostruiti oine per mezzo di
un software appositamente sviluppato (Pixi) che si occupa dell'intera analisi
e di cui parlarò più dettagliatamente in seguito (Cfr.Par. 5.2).
In uscita si ha un segnale diﬀerenziale la cui tensione di modo comune può
essere impostata indipendentemente per ogni cluster in modo da uniformare
eventuali diﬀerenze nella base-line.
I segnali di Maxhold, Clock, Read e Reset sono comuni l'intero chip e sin-
cronizzano l'uscita seriale dei clusters (anche il segnale di Write per i test è
comune).
Sono invece indipendenti per ogni cluster tutti i segnali relativi ai token quali
il Token-in per l'inserimento, il Token-out di controllo.
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Figura 4.14: Immagine della pixmap di ASIC II con le pads organizzate nella struttura
a nido d'ape: i collegamenti per i circuiti di bias, le interfacce delle sequenze e gli output
analogici sono posizionati sui lati del chip.
Figura 4.15: Schematizzazione delle 8 uscite analogiche indipendenti di ASIC II in cui
è mostrato il percorso del token all'interno della matrice per la scansione seriale dei pixel.
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Self trigger
In ASIC II è stato introdotto il primo prototipo di Self trigger interno, che
può essere attivato in alternativa al segnale proveniente dal GEM.
L'idea è quella di eliminare la dipendenza dall' impulso esterno e quindi da
tutta l'elettronica a esso legata: come si è visto infatti (cfr.paragrafo 3.2.1) il
segnale proveniente dal piano del GEM risulta aﬀetto da un rumore di fondo
non trascurabile. Questo porta a tagliare, tramite la soglia del discriminatore,
qualunque evento il cui segnale non sia ampiamente sopra al rumore e di
conseguenza a non poter rivelare fotoni ad energie più basse a meno di non
aumentare il guadagno agendo sulle tensioni applicate al GEM. Quindi per
aumentare il range dinamico del rivelatore, invece di lavorare ulteriormente
sul trigger esterno per abbatterne il più possibile il rumore, si è optato per
l'implementazione di un trigger interno sfruttando il fatto che il rumore sui
pixel è già molto basso, e le capacità intrinseche a essi legate sono molto
inferiori a quelle del GEM.
In questo primo approccio in ogni cluster è presente un secondo bus analo-
gico che raccoglie il segnale da tutti gli ampliﬁcatori di carica sommandolo
e quindi formandolo in un massimo di 10µs. Questo viene poi portato a un
discriminatore la cui soglia può essere impostata esternamente. Un valore
superiore a 2V (al di sopra della somma del rumore complessivo di un clu-
ster) manda un impulso all'elettronica esterna e fa partire una sequenza di
acquisizione (Fig. 4.16).
Questo sistema risulta però molto vulnerabile a qualunque instabilità dell'e-
lettronica o ﬂuttuazione del piedistallo di qualche pixel, che rapidamente può
mandare il segnale complessivo sopra soglia risultando in molti fake trigger
(falsi eventi) o nella perdita di eventi reali nel caso di saturazione del bus
analogico a causa del lungo tempo di scarica (Fig. 4.17). Una soluzione com-
pletamente diﬀerente, che ci ha permesso di sfruttare appieno le potenzialità
del Self trigger, è stata quindi studiata per ASIC III.
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Figura 4.16: Modalità Self trigger di ASIC II: in alto l'output analogico (in grigio) e
digitale (azzurro) del Self trigger ; in basso la prima parte della generazione dell'impulso
digitale di Self trigger (verde), insieme alla somma dei segnali analogici (grigio) e all'uscita
del formatore (giallo).
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Figura 4.17: Modalità Self trigger di ASIC II. Problemi riscontrati: in alto dei fake
trigger (in verde) provocati dalla somma del rumore dei pixel del cluster (in giallo); in
basso la perdita di un evento reale (il primo in giallo) dovuta ai tempi di scarica del bus
analogico.
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Figura 4.18: ASIC III da 105.600 canali con passo di 50µm, montato all'interno del
socket (340 pin) e confrontato con le precedenti versioni del chip.
4.1.3 ASIC III
Il terzo modello è quello attualmente presente in laboratorio. Dalle esperienze
positive dei precedenti sono stati introdotti miglioramenti in tutti gli aspetti
ﬁnora sviluppati: è stata ulteriormente ingrandita l'area attiva, aumentata la
granularità del piano di raccolta e ottimizzata l'acquisizione (Fig. 4.18). L'e-
voluzione più signiﬁcativa è rappresentata dall'introduzione di un eﬃciente
sistema di Self trigger interno che ha permesso di modiﬁcare l'intero proces-
so di acquisizione rendendolo più veloce e leggero dal punto di vista della
quantità di dati da trasferire. Questo sistema si è rivelato talmente eﬃcace
da soppiantare completamente il precedente.
ASIC III misura 151 × 151mm2 ed è stato prodotto con tecnologia digital
CMOS VLSI da 0, 18µm a 3, 3V . È stato così possibile raggiungere un pitch
delle pads metallizzate anodiche di 50µm (esattamente come quello dell'ulti-
mo modello di GEM così da poterne sfruttare appieno l'elevata granularità)
con 470 pixel per millimetro quadrato ed una ﬁll-fraction (rapporto tra area
metallizzata e area attiva) del 92%. Una tale densità degli elettrodi (assieme
a un ulteriore diminuzione del noise dovuta alla riduzione delle superﬁci) dà
la possibilità di rivelare la direzione di emissione di fotoni anche a bassa ener-
gia (2 − 3KeV ), ossia quelli di maggior interesse astronomico in quanto in
questa banda si ha il maggior numero degli eventi (infatti il ﬂusso dei fotoni
ha un andamento inverso in funzione dell'energia e per di più in quella banda
si massimizza la superﬁcie eﬃcace degli specchi dei telescopi per raggi X).
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Figura 4.19: Simulazione delle potenzialità di ricostruzione della direzione iniziale del
foto-elettrone, campionando la traccia con pads da 50µm di passo (a sinistra) e 80µm (a
destra): in verde la direzione iniziale reale del foto-elettrone e in rosso quella ricostruita
tramite l'analisi.
La dimensione delle pads è poi cruciale anche per la ricostruzione della di-
rezione iniziale dei fotoni in quanto l'analisi si basa su processi statistici
ed è quindi importante avere a disposizione il maggior numero possibile di
informazioni sulle prime fasi del cammino del foto-elettrone (Fig. 4.19).
Le pads sono organizzate in una matrice quadrata di 300×352, per un totale
di 105.600 e suddivise in 16 clusters indipendenti da 22 ﬁle di 300 pixel
(con la possibilità di raggrupparli in coppie ottenendo 8 clusters da 44 ﬁle
di 300 pixel: in questa modalità 8 bus analogici vengono automaticamente
disabilitati diminuendo il consumo complessivo).
ASIC III mantiene al suo interno le caratteristiche di acquisizione dei suoi
predecessori, ma l'intero processo è stata ottimizzato, anche per facilitare la
gestione di un numero così elevato di canali:
• i segnali digitali di controllo esterni di Read, Write, Maxhold, Clock e
TrigWindow (che abilita il discriminatore durante la funzione Self trig-
ger) vengono adesso inviati al chip tramite LVDS (Low Voltage Dif-
ferential Interfaces), in modo da ridurre la possibilità di cross talk
con i segnali analogici ossia di un'iniezione di carica indotta tra linee
adiacenti durante le transizioni di livello digitali. Infatti questo tipo
di interfacce determinano il livello logico in base alla polarità relativa
della tensione dei segnali diﬀerenziali, che può quindi essere di ampiez-
za molto ridotta. Inoltre possono arrivare a portare segnali ad alta
velocità mantenendo una bassa dissipazione di potenza rispetto alle
TTL-compatible utilizzate in precedenza;
• è stato introdotto un controllo diretto sui pixel da parte del chip stes-
so (direct addressing): tutti gli elementi del cluster hanno adesso un
indirizzo determinato dalla loro posizione in termini di riga e colonna
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(X,Y da 0,0 a 299,351) tramite il quale sono raggiungibili direttamente
(mentre in precedenza avveniva serialmente tramite lo scorrimento dei
token negli shift-register). La gestione dei token è quindi controllata
direttamente dal chip che andrà a posizionarli a seconda della sequenza
richiesta;
• gran parte delle operazioni di controllo sono state automatizzata trami-
te l'introduzione della SPI (Serial/Parallel Interface): un buﬀer FIFO
(First In First Out) a 36 stadi i cui registri vengono precompilati
in una fase preliminare di inizializzazione tramite una serie segnali
TTL-compatible;
• il numero di sequenze è stato ridotto a quelle strettamente necessarie
per la fase di test e di acquisizione, sono già memorizzate internamente
in termini di posizioni dei token e possono essere abilitate attraverso la
SPI:
sequenze di Read (acquisizione) :
- tradizionale a 8 o 16 clusters: la scansione avviene serialmente
per righe e il token viene poi fatto passare alla colonne seguente
tramite shift-register dedicati;
- Self trigger (che descriverò successivamente);
sequenze di Write (test):
- Even/Odd : viene inserito un token in tutti i pixel pari o in tutti
i pixel dispari (per controllare cross talk e indirizzamento);
- All pixel : viene inserito un token in tutti i pixel (per individuare
quelli eventualmente difettosi).
È previsto inoltre un controllo diretto sui singoli pixel: inserendo nella SPI
le coordinate binarie X,Y della loro posizione nella matrice, è possibile at-
tivarli o disattivarli singolarmente, rispettivamente per un controllo diretto
(in modalità track oppure hold) o per mascherare quelli con comportamen-
to anomalo; in precedenza, per via dell'organizzazione seriale dei clusters,
questo non poteva essere fatto in modo diretto ma oine via software.
Nella tabella 4.4 sono elencate le altre speciﬁche di ASIC III.
Da queste consegue che con un clock a 10MHz la scansione della matrice
avviene in 600µs nella modalità a 16 clusters e in 1320µs in quella a 8. Il
frame rate risulta quindi minore rispetto ad ASIC II se non utilizziamo la
modalità Self trigger.
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Parametro Min Tipico Max Unità
Consumo complessivo 500 2000 mW
Guadagno medio del pixel 200 mV/fC
Diﬀerenza nel guadagno tra i pixel 5 %
Rumore del pixel 200 ENC
Tempo di Hold 10 µs
Periodo del clock in input 100 ns
Tabella 4.4: Speciﬁche di ASIC III.
Figura 4.20: Sequenza di acquisizione ASIC III: simile ai chip precedenti, l'output
analogico è diﬀerenziale.
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Modalità Self trigger
Figura 4.21: Struttura del mini-cluster.
Il progresso sicuramente più importante introdotto in ASIC III è dato dalla
compresenza di un'altra modalità di acquisizione completamente diversa e
legata alla funzione di Self trigger.
A diﬀerenza di ASIC II, ognuno degli 8 cluster della matrice è ulteriormen-
te suddiviso in mini-clusters formati da 4 pixel ciascuno (Figura 4.21) i cui
contributi vengono sommati da un ampliﬁcatore-formatore dedicato: se la
quantità di carica complessiva risulta superiore alla soglia che è stata impo-
stata per il cluster (tipicamente 0, 4fC pari a circa 2200e−: intorno al 10%
del regime lineare) il mini-cluster manda un impulso digitale di attivazione.
Tutti i mini-cluster sono a loro volta collegati tramite un OR logico: basta
quindi che uno risulti sopra soglia per far partire il segnale di Self trigger. La
soglia dei discriminatori può essere variata manualmente per ognuno degli 8
cluster.
Quando parte il segnale di Self trigger è soltanto il massimo dei pixel ap-
partenenti ai mini clusters colpiti a essere mantenuto dal circuito di hold,
assieme ad alcuni pixel a essi adiacenti che, pur essendo rimasti sotto soglia,
potrebbero contenere informazione sull'evento. Il numero di questi pixel di
bordo può essere impostato tramite SPI in 10 (pari a un bordo di circa
0, 5mm) o 20 (1mm). Al termine del processo e le coordinate Xmin, Xmax,
Ymin, Ymax dei pixel coinvolti nell'evento vengono immagazzinate e il chip
manda un impulso (DataReady) in output (Figura 4.22). Queste coordinate
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possono essere recuperate, come numeri a 9 bit, attraverso la SPI (tramite
l'impulso ReadMaxMin).
Dopo che l'evento è stato rilevato il chip provvederà al trasferimento del-
l'informazione sul bus analogico di output, ma il token verrà fatto scorrere
solamente nei pixel che fanno parte della ﬁnestra quadrata deﬁnita dalle
coordinate Xmin,Xmax,Ymin,Ymax. In questo modo il tempo della scan-
sione seriale dei pixel si riduce drasticamente in quanto un evento occupa
mediamente 600-700 pixel, contro i 6600 dell'intero cluster (Figura 4.23).
Quindi con un clock a 10MHz si può avere la scansione completa dell'evento
in circa 65µs (contro i 660µs dell'altra modalità).
Il tempo di formatura dell'ampliﬁcatore del mini-cluster è tipicamente di
1, 5µs (circa la metà rispetto ai singoli pixel) e la ricerca del massimo per i
pixel interessati si conclude nei successivi 7−10µs, considerando poi i tempi di
scarica dei bus analogici e di reset dei registri (50−100µs complessivamente)
si può arrivare a una frequenza di acquisizione (frame rate) di alcuni kilohertz.
Per evitare i problemi riscontrati nella funzione di Self trigger della prece-
dente versione, oltre alla possibilità di impostare indipendentemente la soglia
dei discriminatori per ogni cluster (una diﬀerenza nelle base-line ﬁno al 10%
è prevista nella tecnologia CMOS), si possono adesso disabilitare attraver-
so la SPI eventuali pixel anomali che porterebbero a continui fake trigger ;
al momento, però, non c'è mai stato bisogno di mascherare alcun pixel in
quanto tutti i mini-cluster hanno sempre funzionato correttamente.
Un'ultima considerazione può essere fatta sull'utilizzo di questa modalità di
acquisizione per fare misure di timing : il segnale DataReady che si ottiene alla
ﬁne del processo, se inviato a un orologio esterno, può essere utilizzato per
acquisire i tempi assoluti degli eventi, anche se la precisione si limiterebbe ad
alcuni microsecondi, contro i circa 100ns del tempo di rivelazione utilizzando
il segnale dal GEM.
68
Figura 4.22: Formatura dell'impulso di Self trigger in ASIC III: l'impulso di trigger
(Trigger Out) è generato dopo ≈ 1µs dall'inizio della raccolta di carica da parte dei
pixel (Ampliﬁer Output). La ricerca del massimo viene conclusa ed il segnale DataReady
rilasciato nei successivi ≈ 7µs.
Figura 4.23: Distribuzione del numero di pixel che vengono letti per ciascun evento
(window size) in un run da 50.000 acquisizioni: la media è di ≈ 700 pixel.
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4.2 Prove di Laboratorio
Tutta una serie di test sono stati eseguiti sui vari chip per controllare che le
caratteristiche corrispondessero eﬀettivamente a quelle richieste e per stabi-
lirne il regime di funzionamento; inoltre ne sono state veriﬁcate le funziona-
lità come piano anodico di un polarimetro e da questi risultati eseguita la
calibrazione e l'ottimizzazione dell'intero rivelatore.
Inizialmente è stato controllato che tutti parametri quali l'assorbimento com-
plessivo e le tensioni di lavoro rientrassero nei valori speciﬁcati nei datasheet
per tutti i set di microchip arrivati in laboratorio. Soltanto pochi esemplari
di ASIC II hanno mostrato un comportamento anomalo che ci ha portato a
scartarli preventivamente: in alcuni cluster il token non completava la catena
degli shift-register e il segnale di controllo TokenOut non usciva; inoltre si
registrava un assorbimento complessivo circa doppio rispetto a tutti gli altri
(≈ 1Watt ).
Per i primi test è stata sfruttata la possibilità di iniettare una carica all'in-
terno del pixel tramite le sequenze di Write. Come detto la quantità di carica
dipende dalla diﬀerenza di potenziale presente tra i pin Vss e Vtest e può
essere variata manualmente da poche decine di millivolt a circa un volt. Il
fronte di salita del segnale di Write va ad iniettare nell'ampliﬁcatore dei pixel
in cui è presente il token una carica pari a 10fC per volt (in un evento reale,
con un guadagno tipico del GEM di 103, la carica indotta su ogni elettrodo
non supera il femtocoulomb per fotoni da 6KeV ).
Collegando un oscilloscopio digitale direttamente a una uscita analogica e
mandando in loop una sequenza in cui viene stimolato un singolo pixel è stato
possibile seguire direttamente l'uscita dell'ampliﬁcatore e veriﬁcarne i tempi
caratteristici (Figura 4.11). I dati digitalizzati tramite gli ADC sono invece
stati studiati oine attraverso Pixi (il software di analisi appositamente
sviluppato per l'esperimento) per determinare la funzionalità, il rumore e il
guadagno dei singoli pixel.
Successivamente sono state analizzate delle tracce generate tramite l'espo-
sizione del rivelatore a una sorgente di raggi X. Si è così potuta veriﬁcare
la reale eﬃcacia dello strumento nella rivelazione della polarizzazione e stu-
diarne le prestazioni, oltre a eﬀettuare misure e calibrazioni in condizioni di
lavoro reali.
4.2.1 Il rumore
Per misurare la percentuale di polarizzazione di una sorgente siamo interes-
sati a ricostruire la parte iniziale della traccia del foto-elettrone in cui la
quantità di carica rilasciata è minore, quindi il rapporto segnale/rumore del
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rivelatore deve essere il più alto possibile. Un interesse prioritario è perciò
quello di stabilire esattamente il rumore elettronico generato dai pixel.
In Figura 4.24 è mostrata una foto dell'uscita del formatore in Track mode
per tre diﬀerenti quantità di carica iniettate su 1 pixel attraverso la Vtest
(20mV , 100mV e 1V ): anche per una carica pari a circa 1000e− (20mV ), che
in un'acquisizione reale corrisponde a 1 solo elettrone primario (considerando
un guadagno medio del GEM pari a 1000) il rumore non impedisce di rivelare
il segnale.
Figura 4.24: Segnale in track mode di un pixel in cui viene iniettata una carica
corrispondente a circa 1000, 10.000 e 60.000 e− (rispettivamente dall'alto verso il basso).
Per lo studio quantitativo sono stati eﬀettuati dei run di acquisizione di
alcune migliaia di eventi mandando come trigger al chip il segnale di un
generatore di impulsi con un rate di circa 1KHz. Nessuna sorgente era
presente sul detector, ma la probabilità di coincidenza con un evento reale
sarebbe comunque stata molto bassa e ininﬂuente nel calcolo statistico.
In Figura 4.25 e 4.26 sono riportati gli istogrammi di questi run per ASIC I:
sopra è rappresentata la media per ogni canale, sotto la relativa deviazione
standard che è il valore che utilizziamo per stimare il rumore (l'andamento è
equivalente per i 22.000 canali di ASIC II). I risultati sono espressi in conteggi
ADC (Caen V686 ) la cui scala è stata impostata a 1mV per ADC Count,
essendo la sensibilità dei chip di 100mV/fC risulta un rumore RMS pari a
circa 120ENC (Equivalent Noise Charge) per ASIC I e leggermente inferiore
per ASIC II.
La digitalizzazione dell'output di ASIC III avviene invece tramite un ADC
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Figura 4.25: Valori medi dei piedistalli dei pixel di ASIC I in conteggi ADC per un
dummy run da 5000 eventi (1ADCcount ≈ 1mV ).
Figura 4.26: Valori RMS dei piedistalli dei pixel di ASIC I (rumore dei pixel) in conteggi
ADC (1ADCcount ≈ 1mV ). Gli spike presenti nel graﬁco sono riferiti a pixel parzialmente
noisy che vengono mascherati per l'analisi.
(T.I. AD55270 ) la cui sensibilità risulta complessivamente di 350 ADC coun-
ts/Fc. Il rumore RMS è in questo caso di 50ENC, come ci si aspettava grazie
alla tecnologia a 0, 18µm e a pads di area inferiore (Figura 4.27).
I risultati ottenuti per le medie dei singoli canali sono utilizzati anche come
piedistalli delle misure, cioè rappresentano il livello di zero di ogni pixel che
verrà sottratto al livello in uscita dell'evento reale. La sottrazione si rende
necessaria non solo per eliminare l'oﬀset, ma anche perchè i pixel presentano
diﬀerenze non trascurabili nelle base-line (come detto la tecnologia CMOS
ne prevede ﬁno a un 10%).
I piedistalli vengono aggiornati periodicamente tramite questi dummy-run
per evitare che variazioni dei livelli di zero dovute a condizioni esterne (come
un cambiamento della temperatura) possano falsare i risultati. La sottra-
zione dei piedistalli viene eﬀettuata oine dal software di analisi nel caso si
utilizzi la modalità di acquisizione con scansione seriale dei pixel, mentre può
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(a) Distribuzione del valore del piedistallo di un pixel per ASIC I
e ASIC II.
(b) Distribuzione del rumore di ASIC III
Figura 4.27: Rumore dei pixel in conteggi ADC: per ASIC I e II la deviazione standard
del ﬁt gaussiano è di ≈ 2conteggiADC pari a ≈ 120ENC (ADC CaenV686); con ASIC III
la media delle RMS dei piedistalli risulta di ≈ 3conteggiADC pari in questo caso a ≈
50ENC (ADC T.I. AD55270).
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avvenire direttamente on-board (sulla scheda del DAQ che integra il detector)
quando con ASIC III si utilizza la modalità Self trigger (vedi par.4.2.5).
I risultati per le RMS sono anche analizzati per isolare eventuali pixel mal-
funzionanti (particolarmente noisy) in modo da poterli mascherare in fa-
se di analisi o direttamente tramite la Serial/Parallel Interface nel caso di
ASIC III.
4.2.2 Il guadagno
Per controllare l'uniformità del guadagno è stata inviata una sequenza in cui
tutti i canali vengono attivati tramite token e 1V è applicato come ∆V test,
pari a un'iniezione di carica di ≈ 10fC (in Figura 4.28 dopo la sottrazione
dei piedistalli): la risposta è in media di 1004 ADC Counts corrispondente a
un guadagno di circa 100mV/fC e un errore RMS del 3%.
Figura 4.28: Uniformità del guadagno (ADC counts): valor medio per un run da 1000
acquisizioni e una carica pari a ≈ 10fC (∆V test = 1V ) iniettata in ogni pixel. Le due
spike sono canali con un guadagno circa la metà degli altri che vengono mascherati per
l'analisi.
L'uniformità del guadagno è stata controllata anche per una quantità di ca-
rica minima: 20mV per pixel (pari a circa 1000 elettroni), iniettandola però
soltanto in alcuni speciﬁci pixel (Figura 4.29) e controllando che tutti fossero
correttamente ricostruiti via software: come si vede il logo dell'esperimento è
perfettamente riconoscibile e uniforme. Questo ci ha inoltre dato la possibili-
tà di veriﬁcare l'addressig capability del chip, ossia la possibilità di ricostruire
l'eﬀettiva posizione dei singoli pixel partendo dalla pixmap (ossia la mappa
delle posizioni dei pixel nella matrice).
La linearità del guadagno è stata studiata in funzione della quantità di carica
iniettata: sono stati eﬀettuati run da 1000 eventi variando la tensione di test
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Figura 4.29: Uniformità del guadagno: una carica di soli 20mV (circa 1000e−) iniettata
soltanto in alcuni pixel a formare il logo dell'esperimento: nello snapshot il risultato del-
l'analisi software da cui si evidenzia che tutti i pixel sono stati ricostruiti correttamente e
in maniera uniforme.
da 20mV ﬁno a 1V, in modo da calcolare il guadagno medio di ciascun canale.
Il graﬁco di Figura 4.30 riporta la media complessiva su tutti i pixel del chip
dei valori ottenuti, in funzione della tensione applicata, e il ﬁt risulta lineare
con pendenza unitaria (p1 = 1, 043).
Poichè il rivelatore deve essere utilizzato per lo studio di sorgenti celesti
con polarizzazione anche soltanto dell'1%, si vuole evitare che la pur piccola
disomogeneità nel guadagno possa introdurre eﬀetti sistematici nel calcolo
della polarizzazione (Figura 4.31). Sono quindi stati introdotti nell'analisi
oine dei coeﬃcienti che normalizzino il guadagno di ogni pixel per le piccole
quantità di carica tipiche di un evento reale.
Il calcolo di questi coeﬃcienti si basa sull'analisi del valor medio del guadagno
complessivo (ossia calcolato su tutti i pixel del chip) in funzione della quantità
di carica iniettata, e sulle relative RMS, che rappresentano le disomogeneità
tra un pixel e l'altro (Fig. 4.32). Come si vede da Figura 4.32(b) il valore
RMS perde di linearità per basse tensioni di test, questo è probabilmente
causato a una piccola iniezione supplementare di carica, uniforme nei pixel,
al momento in cui viene attivato il segnale di Write (anche con l'oscilloscopio
appare una spike nel segnale in output in concomitanza dell'attivazione del
Write); si è quindi provveduto a correggere il valore del guadagno sottraendo i
livelli che si ottengono con un'iniezione di carica pari a 0mV (ossia mandando
il segnale di Write con V ss − V test = 0) (Figura 4.32(c)). Su questi nuovi
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Figura 4.30: Linearità del guadagno in funzione della carica iniettata: i punti del graﬁco
sono i valori medi del guadagno su tutti i pixel del chip.
valori sono quindi stati calcolati i coeﬃcienti di normalizzazione per i singoli
pixel, ottimizzati per minimizzare le disomogeneità nel range 20 − 100mV
(ﬁno a ≈ 6000e− per pixel); il risultato della normalizzazione è illustrato nel
graﬁco di Figura 4.32(d).
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Figura 4.31: Disomogeneità relativa di risposta dei singoli pixel rispetto al valor medio
del guadagno sull'intero chip, per un'iniezione di carica ∆V test = 1V .
(a) Errore relativo iniziale sul guadagno
(RMS/Gain).
(b) Rms prima della correzione.
(c) RMS dopo la correzione. (d) Guadagno e RMS dopo la normalizza-
zione.
Figura 4.32: Ricerca dei coeﬃcienti di normalizzazione del guadagno: i punti dei graﬁci
sono relativi alla media su tutti i pixel dei valori del guadagno e al valore RMS relativo,
per diverse iniezioni di carica. I coeﬃcienti sono ottimizzati per piccole iniezioni di carica.
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4.2.3 Funzionalità dei pixel
Le sequenze Odd e Even (Figura 4.33) in cui viene inserito il token in tutti
i canali dispari e pari rispettivamente, sono state utilizzare per testare la
funzionalità dei singoli pixel di ogni chip in modo da evidenziare eventuali
canali morti. Tutti i pixel non funzionanti sono apparsi nelle medesime posi-
zioni per i tre tipi di ASIC, questo ci ha portato a pensare a un errore nelle
maschere in fase di realizzazione piuttosto che a un malfunzionamento.
Questo tipo di veriﬁca viene eﬀettuata periodicamente anche durante il nor-
male regime di funzionamento per controllare l'eventuale deterioramento o
mortalità dei canali: a oggi nessun canale è mai stato perso durante la
regolare operatività. Il chip è stato sottoposto anche a condizioni estreme
aumentando il campo elettrico interno del volume sensibile ﬁno a quando si
sono sviluppate delle scariche nel gas: alcuni pixel direttamente colpiti sono
stati danneggiati, ma la catena elettronica non si è interrotta, rimanendo
perfettamente funzionante e assicurando così l'operatività anche in caso di
eventuali condizioni anomale.
L'assoluta mancanza di cross-talk tra linee adiacenti è stata invece dimostrata
attraverso una sequenza con solamente 3 token presenti in pixel prossimi,
eﬀettuata con un'iniezione di carica molto abbondante (∆V test di 1V pari
a circa 60.000 elettroni)(Fig. 4.34).
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(a) Oscilloscopio
(b) Pixi
Figura 4.33: Sequenza Odd: solo nei canali dispari viene iniettata carica. (a) Segnali
all'oscilloscopio, dall'alto: i livelli dei primi pixel, il clock all'ADC e il clock al chip.
(b) Analisi via software dei livelli dei pixel (in conteggi ADC): nello zoom un pixel non
funzionante.
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(a) Raw Data
(b) Zoom dei Raw Data
Figura 4.34: Assenza di Cross Talk tra linee adiacenti: iniezione di una carica pari a
≈ 10fC (∆V test = 1V ) su 3 pixel vicini; i canali adiacenti non presentano una quantità
di carica superiore dovuta a induzione.
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(a) Raw Data. (b) Ricostruzione bidimensionale.
Figura 4.35: Singolo evento: (a) livelli dei pixel nell'ordine in cui vengono letti dal chip
(dopo la sottrazione dei piedistalli, in conteggi ADC). (b) ricostruzione dell'evento tramite
il software Pixi: in ﬁgura sono evidenziate la zona di impatto (dove si ha il rilassamento
dell'elettrone Auger) e il picco di Bragg.
4.2.4 Test con la sorgente
Per gli eventi reali si è utilizzata una sorgente di 55Fe posizionata pochi mil-
limetri sopra il piano di drift. La sorgente emette raggi X non polarizzati a
5, 9KeV , con una frequenza di qualche decina di kilohertz. Il 55Fe è un radioi-
sotopo che decade per cattura elettronica (decadimento β) lasciando l'atomo
in una stato eccitato, il rilassamento avviene per salto di orbitale elettronico
e conseguente rilascio di radiazione X. Successivamente ASIC II e III sono
stati illuminati anche con un tubo a raggi X al Cromo (20KV , 35mA) con
emissione a 5, 41KeV .
In Figura 4.35 è mostrato il risultato dell'acquisizione di un singolo evento
(raw data) e la sua ricostruzione bidimensionale; il software Pixi riconosce
come parte di un evento tutti i pixel che hanno raccolto una quantità di
carica che superi di alcune volte il valore del rumore RMS dei piedistalli
(la soglia può essere impostata manualmente) e che non siano isolati, ma
raggruppati in un cluster 1 di pixel adiacenti; l'area degli esagoni è propor-
zionale alla quantità di carica raccolta dal pixel e appaiono ben riconoscibili
la zona di rilassamento degli elettroni Auger intorno al punto d'impatto, il
cammino percorso dal foto-elettrone e il picco di Bragg, ossia la zona in cui
1Si usa anche in questo caso il termine cluster, da non confondere con la suddivisione
geometrica del chip.
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avviene il maggior numero di ionizzazioni per unità di spazio in quanto il
foto-elettrone ha quasi esaurito la sua energia (l'andamento del processo è
∝ 1/Eph - Equaz.2.3).
Nelle Figure 4.36, 4.37 e 4.38 sono riportati tre esempi di come un even-
to, acquisito utilizzando ASIC I, II e III rispettivamente, viene ricostruito
attraverso il software di analisi. Nelle due immagini in alto nelle ﬁgure è
mostrata la posizione della traccia all'interno dell'area attiva dei chip e uno
zoom con i risultati della ricostruzione dopo l'analisi: l'asse principale e il
baricentro della traccia, la direzione iniziale e il punto d'impatto; il processo
analitico di ricostruzione con cui Pixi fornisce questi risultati verrà descritto
più dettagliatamente in seguito (Cfr.par.5.2). Nell' istogramma in basso è
invece riportata la proiezione della quantità di carica rilasciata lungo l'asse
principale della traccia: i due picchi della distribuzione corrispondono alla
zona Auger e al Bragg peak (il maggiore).
Le ricostruzioni in Fig.4.38 sono ottenute con ASIC III utilizzando due diﬀe-
renti miscele: risulta chiaramente come con la prima (He(40%)-DME(60%)),
più leggera, la traccia sia più allungata e la ricostruzione della direzione ini-
ziale più ovvia rispetto all'altra (Ne(50%)-DME(50%)). Appare inoltre la
maggiore granularità e deﬁnizione della traccia che si ottiene grazie al pitch
a 50µm rispetto alle immagini precedenti.
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Figura 4.36: Ricostruzione e analisi di un evento con ASIC I. Nello zoom sono segnati i
risultati dell'analisi: l'asse principale della traccia (linea rossa), il baricentro (croce rossa),
la direzione di emissione ricostruita (linea blu) e il punto d'impatto (croce blu). In basso
la proiezione della carica lungo l'asse principale. La sorgente è 55Fe a 5, 9KeV e la miscela
usata è Ne(80%)-DME(20%).
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Figura 4.37: Ricostruzione e analisi di un evento con ASIC II. Nello zoom sono segnati
i risultati dell'analisi: l'asse principale della traccia (linea nera), il baricentro (croce nera),
la direzione di emissione ricostruita (linea rossa) e il punto d'impatto (croce rossa). In
basso la proiezione della carica lungo l'asse principale. La sorgente è 55Fe a 5, 9KeV e la
miscela usata è Ne(80%)-DME(20%).
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Figura 4.38: Ricostruzione e analisi di due eventi di ASIC III. In alto utilizzando una
miscela di Ne(50%)-DME(50%), e in basso una più leggera di He(40%)-DME(60%) in cui
la traccia risulta più allungata. Sono segnati i risultati dell'analisi: l'asse principale della
traccia (linea nera), il baricentro (croce nera), la direzione di emissione ricostruita (linea
rossa) e il punto d'impatto (croce rossa). La sorgente è il tubo a raggi X.
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Un tipico run di laboratorio è formato da alcune decine di migliaia di eventi
che vengono singolarmente analizzati oine per determinare le direzioni ini-
ziali dei foto-elettroni e i punti d'impatto. In Figura 4.39 e 4.40 sono riportati
i risultati di un'analisi eﬀettuata su un run di 30.000 eventi in cui, oltre ai
graﬁci relativi alle misure polarimetriche, sono anche mostrate le distribu-
zioni legate al processo di acquisizione dalle quali è possibile trarre maggiori
informazioni sulle prestazioni del detector e sulle sue capacità spettroscopi-
che e di imaging. In Figura 4.41 sono evidenziate le distribuzioni relative
alla quantità di carica delle tracce (pulse height), al numero di pixel colpi-
ti (cluster size2) ed al rapproto complessivo segnale/rumore; in particolare
questo risulta di circa 100 per i primi due modelli di chip e raggiunge 203
per ASIC III.
Figura 4.39: Graﬁco cumulativo bidimensionale di un run completo da 30.000 eventi.
2Il cluster size non va confuso con il window size relativo alla modalità Self trigger
di ASIC III in cui sono presenti, oltre ai pixel eﬀettivamente appartenenti alla traccia,
anche i pixel di contorno a formare la ﬁnestra rettangolare. Questo porta tipicamente a
un aumento del numero di pixel coinvolti di un fattore 5.
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Figura 4.40: Risultato dell'analisi di un run da 30.000 eventi con sorgente di 55Fe: il
software restituisce distribuzioni relative all'acquisizione quali ampiezza del segnale (Pulse
Height), rapporto segnale/rumore (Signal to Noise), il numero di pixel nella traccia (Clu-
ster Size) e il numero di tracce per acquisizione (Cluster multiplicity); vengono inoltre
forniti i graﬁci relativi all'analisi della percentuale e dell'angolo di polarizzazione quali le
distribuzioni degli angoli ricostruiti nelle due iterazioni della ricostruzione, i rapporti tra
i momenti secondi delle tracce e i momenti terzi (Cfr.Par. 5.2 e 6.1). Sono inﬁne mostrati
i graﬁci bidimensionali delle posizioni dei baricentri e dei punti d'impatto ricostruiti.
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(a) Pulse Hight. (b) Cluster size.
(c) Rapporto segnale/rumore in ASIC I e
ASIC II.
(d) Rapporto segnale/rumore in
ASIC III.
Figura 4.41: Distribuzioni relative all'analisi di un run completo.
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Figura 4.42: Spettro del 55Fe in Argon ottenuto attraverso il chip dalla distribuzione
del Pulse Hight degli eventi.
Spettroscopia
Dalle distribuzioni relative al pulse height si può risalire alla risoluzione ener-
getica dello strumento. Per il calcolo la cella a gas è stata riempita di una
miscela di Argon(50%)-DME(50%), in quanto gli atomi dell'Argon hanno
una maggiore probabilità di rilassamento per ﬂuorescenza, di conseguenza
nella distribuzione appaiono due picchi a energia nota ai quali è possibile
riferirsi per il calcolo: quello a 5, 9KeV della sorgente e l'Argon escape peak
privo della quantità di carica relativa all'elettrone Auger (2, 9KeV ). La di-
stribuzione è riportata in Figura 4.42 da cui risulta che risoluzione energetica
del chip è abbastanza modesta (' 33% FWHM); una risoluzione decisamen-
te migliore si può però ottenere sfruttando il segnale proveniente dal GEM,
come mostrato in Figura 4.43 da cui risulta:
∆E
E
' 18% FWHM
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Figura 4.43: Spettro del 55Fe in Argon ottenuto attraverso la distribuzione delle
ampiezze dei segnali provenienti dal GEM Top.
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Imaging
Le capacità di imaging dello strumento sono strettamente legate al tipo di
miscela che si utilizza: con gas più pesanti le tracce saranno più raccolte
intorno al punto d'impatto e l'immagine più deﬁnita; per gli interessi astro-
ﬁsici, però, è importante avere la possibilità di fare polarimetria e imaging
contemporaneamente quindi utilizzare gas leggeri e avere una ricostruzione
aﬃdabile dei punti d'impatto. Ambedue queste situazioni sono state esplo-
rate ponendo tra il rivelatore e la sorgente un fantoccio metallico assorbitore
per ricavarne un'immagine radiograﬁca. In Fig.4.44 sono riportati i graﬁci
relativi al plot cumulativo dei baricentri e dei punti d'impatto ricostruiti di
una mascherina d'ottone con il logo dell'esperimento utilizzando una miscela
di Ar(50%)-DME(50%); i fori hanno un diametro di 500µm e una distanza di
1mm. L'eﬃcacia della ricostruzione risulta però più evidente utilizzando una
miscela più leggera di di Ne(50%)-DME(50%) nella quale la distanza tra i
baricentri delle tracce e i punti d'impatto può essere notevole: in Figura 4.45
sono riportate le stesse ricostruzioni per un collimatore a 12 fori di 600µm
di diametro, distanti 2mm da cui risulta evidente la maggiore deﬁnizione
che si ottiene nel secondo caso. Questo ci fornisce una ulteriore conferma
dell'eﬃcacia con la quale vengono ricostruiti i punti d'impatto.
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Figura 4.44: Capacità di imaging in Ar(50%)-DME(50%). Tra la sorgente di 55Fe
e il detector è posizionato un fattoccio con fori di 500µm di diametro, distanti 1mm e
rappresentante il logo dell'esperimento: a sinistra la ricostruzione dei baricentri, a destra
dei punti d'impatto.
Figura 4.45: Capacità di imaging in Ne(50%)-DME(50%). Tra la sorgente di 55Fe e
il detector è posizionato un fattoccio con fori di 600µm di diametro e distanti 2mm: a
sinistra la ricostruzione dei baricentri, a destra dei punti d'impatto.
92
4.2.5 Self trigger in ASIC III
Per stabilire il regime di funzionamento del Self trigger interno, la soglia
dei discriminatori interni è stata progressivamente alzata e misurato il rate
di fake-triggers dovuto al noise dei mini-cluster (Figura 4.46). Il punto di
lavoro è stato quindi ﬁssato a circa 2300 elettroni, che è un fattore 10 più
basso di quello sul trigger esterno dal GEM Top.
Figura 4.46: Self trigger : diminuzione della frequenza di fake triggers all'aumentare
della soglia dei discriminatori di ASIC III. Il regime di lavoro è stato ﬁssato ad un valore
corrispondente a 2300 e−.
ASIC III in modalità Self trigger presenta anche la possibilità di sottrazione
dei piedistalli immediatamente dopo ogni evento. Il DAQ (Data Acquisition
System) che lo controlla prevede infatti l'acquisizione di un numero deﬁnibile
di piedistalli riferiti alla medesima ﬁnestra dell'evento, il calcolo della media e
la sottrazione dai dati reali. Il tutto avviene online, ossia direttamente attra-
verso un microprocessore di controllo onboard, prima della memorizzazione.
In questo modo i livelli esatti dell'evento possono essere inviati direttamente
a un software dedicato tramite una connessione TCP a 100Mbs implementa-
ta appositamente sulla scheda di controllo, consentendo così un monitoraggio
in tempo reale delle tracce (Fig. 4.47).
Queste acquisizioni supplementari portano ovviamente a un aumento del tem-
po totale impiegato per ogni singolo evento, ma grazie alla velocità del pro-
cesso a ﬁnestre (circa 100µs), si riesce comunque a raggiungere un frame
rate di circa 1KHz. Un altro svantaggio di questa modalità di lavoro è da-
to dall'incremento del rumore RMS dei canali dovuto alla minore statistica
delle medie del piedistallo, che può aumentare ﬁno a
√
2 volte nel caso limite
che 1 solo evento di piedistallo venga acquisito: anche in questa condizione,
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comunque, il rapporto segnale/rumore rimane superiore a 100.
Figura 4.47: Pannello di controllo di ASIC III per il monitoraggio in tempo reale delle
acquisizioni: l'utente può conﬁgurare la modalità di funzionamento del chip (Read mode
o Write mode, il numero di eventi da acquisire, l'attivazione del Self trigger, la sottrazione
online dei piedistalli, ecc. . . ). L'immagine è relativa a un'acquisizione in modalità Self trig-
ger, con sottrazione dei piedistalli, di cui viene mostrata in tempo reale la distribuzione
di carica in conteggi ADC di un evento, all'interno della Trigger Window, in una e due
dimensioni (la frequenza di refresh può essere impostata manualmente).
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Capitolo 5
Il sistema di acquisizione e analisi
dei dati
In questo capitolo mi occuperò del sistema che gestisce il funzionamento del
detector e quello di analisi dei dati, ossia il DAQ (Data Acquisition System)
e il software di analisi oine Pixi, necessari per ottenere i risultati presentati
nel capitolo precedente e in quello che seguirà. Il sistema di acquisizione
viene presentato nelle sue componenti di base, delle quali fornirò una de-
scrizione operativa e le modalità di utilizzo. Del software Pixi descriverò il
metodo analitico con cui si ricavano i punti di emissione e le direzioni iniziali
dei foto-elettroni; per l'ottimizzazione dell'analisi si fa uso di una simulazio-
ne Montecarlo dell'intero detector che descriverò più dettagliatamente del
capitolo seguente.
5.1 DAQ
Il Data Acquisition Sistem è la parte del sistema che gestisce e automatizza
l'intero processo di acquisizione e che consente di interfacciare l'utente al
rivelatore.
Il nostro sistema di acquisizione dati è composto da un sequencer per inviare
all'ASIC i segnali logici di controllo e le sequenze, gli ADC per la digitalizza-
zione dei dati in output dal chip, un sistema per il controllo e la gestione dei
due componenti e per la sincronizzazione con il trigger, e uno che si occupi
della memorizzazione dei dati e della comunicazione con l'interfaccia utente.
Nella sua prima implementazione il DAQ utilizzava moduli VME commercia-
li, mentre in un successivo upgrade sono state progettate varie schede PCB
custom su cui integrare l'intero sistema di acquisizione.
Lo schema del DAQ per la lettura dei chip ASIC I e ASIC II è mostrato in
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Figura 5.1: Schema del sistema di acquisizione dati utillizzato per ASIC I e ASIC II.
Figura 5.1: gli ADC sono moduli commerciali prodotti dalla CAEN (V686), il
sequencer è un'unità SEQSI [43] sviluppata alla Imperial College di Londra
e l'unità di controllo è un processore FIC 8234 della Creative Electronicx
System.
• Il Caen-V686 è un Flash ADC con conversione a 12 bit e una velocità di
campionamento massima di 25 MHz (superiore alla frequenza massima
di lavoro del chip: 5 Mhz per ASIC I e 10 MHz per ASIC II). L'u-
nità comprende due convertitori indipendenti e una memoria interna
volatile, per il salvataggio dati, profonda 8 Kbit.
Nella modalità di lavoro da noi scelta, la frequenza di conversione viene
pilotata via sequencer inviando un clock di sincronizzazione a un con-
nettore esterno. L'ADC è stato impostato per accettare in input un
range di ±2V , in questo modo il valore del LSB risulta di 1mV ; l'ADC
può anche lavorare con un range di ±500mV , ma l'escursione dell'oﬀset
non è suﬃciente a garantire che il segnale non vada fuori scala. An-
che nella nostra condizione, comunque, il rumore di quantizzazione è
trascurabile rispetto ai 100 ENC del noise dei canali del chip.
• Il SEQSI è un generatore d'impulsi multicanale, con una memoria pro-
grammabile attraverso un registro a 32 bit, per una profondità di 64
Kbit. Il clock interno è imposto da un cristallo oscillatore a 40 MHz: le
sequenze sono quindi generate con frequenze multiple di questa quan-
tità. I segnali escono con standard ECL e sono poi convertiti in TTL
direttamente nella board che ospita il detector. La sequenza in uscita è
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composta dai vari livelli logici di controllo per la gestione dell'acquisi-
zione del chip, più alcuni segnali per la sincronizzazione: in particolare
il clock che viene inviato all'ADC per la sincronizzazione della conver-
sione e un segnale di busy (dall'output B30 in Fig. 5.1) che arriva alla
logica di AND assieme al segnale di trigger: in questo modo si inibisce
l'avvento di un nuovo trigger, e quindi di una nuova sequenza, ﬁno al
completamento dell'acquisizione.
• La FIC (con sistema operativo OS9 custom) si occupa della gestio-
ne dell'intero sistema di acquisizione: un apposito programma è stato
sviluppato in linguaggio C per caricare nei registri del sequencer la se-
quenza speciﬁca che vogliamo inviare al chip, nonchè tutti i parametri
per le temporizzazioni del SEQSI e dell'ADC. Nella FIC è implementa-
ta anche l'interfaccia utente che viene controllata via telnet da un PC
IBM compatibile, con sistema operativo Linux, collegato attraverso una
rete locale dedicata.
All'avvio del processo, all'utente è richiesto di inserire il numero di eventi
che si vuole acquisire e la sequenza da caricare nel sequencer; quindi tutto
il sistema si pone in un loop idle ﬁnchè un segnale di trigger non raggiunge
l'apposito input del SEQSI. A questo punto parte la sequenza di acquisizione
per il chip e il clock per l'ADC, che rimane in stand-by ﬁnchè non giunge il
treno di segnali dall'output del chip. L'ADC è stato impostato per eﬀettuare
un numero di conversioni pari al numero di pixel che compongono la matrice
del chip, e salvare poi i dati nella memoria interna. La FIC scarica quindi
questi dati e li memorizza in un disco rigido interno. Al termine del processo
viene rilasciato il segnale di busy e il sistema è pronto ad accogliere un nuovo
trigger. Quando il numero di eventi richiesti è stato raggiunto, i dati vengono
trasmessi al PC per l'analisi.
Il collo di bottiglia di questo sistema sta nella lentezza con cui i dati vengono
memorizzati su disco rigido dalla FIC, problema che si aggrava con l'uso di
ASIC II in cui 8 Flash ADC devono lavorare in parallelo per i 22.000 canali
e la mole di dati rende impraticabile l'acquisizione delle decine di migliaia di
eventi tipiche di un run. Per ovviare a questo problema è stato messo a punto
un sistema di comunicazione tra FIC e PC-Linux di tipo Client-Server basato
su socket TCP/IP, nel quale un buﬀer di dati, relativi a un set predeﬁnito di
acquisizioni, viene trasferito direttamente dalla RAM della FIC a quella del
PC. A questo punto la FIC è libera di eﬀettuare un altro set di acquisizioni
ed è invece il PC a occuparsi del salvataggio del buﬀer su disco rigido. Poichè
il tempo necessario per le acquisizioni e il trasferimento è molto minore di
quello impiegato per la scrittura, è stato possibile velocizzare le operazioni
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Figura 5.2: IlGas Pixel Detector connesso allo stack di schede PCB che ospitano il DAQ
integrato. Dal basso: la interface board di NIOS II, la scheda di acquisizione con la FPGA
Cyclone e la scheda con il sistema di trigger esterno e l'alimentazione del detector.
inserendo nel programma Server sul PC processi fork multipli, in modo che il
Server sia pronto ad accettare nuove connessioni mentre i processi ﬁgli stanno
ancora scrivendo su disco.
Tutti i buﬀer di dati vengono salvati nel medesimo ﬁle ed è il sistema ope-
rativo stesso che si occupa di inserirli nello stesso ordine in cui sono stati
generati; non è stato quindi necessario utilizzare il sistema a semafori, co-
munque implementato nel software.
Lo sviluppo del DAQ è andato nella direzione di un'integrazione sempre
maggiore tra il rivelatore e tutta l'elettronica di controllo, ed essendo molto
limitato il numero di componenti necessari, l'intero sistema di acquisizione
dati può essere raccolto nello spazio di una decina di centimetri intorno al
chip.
Nella conﬁgurazione attuale tutto il DAQ è realizzato su schede PCB in-
terfacciate con la board che ospita l'ultimo sviluppo del detector (Fig. 5.2)
[44].
La PCB presente nel secondo livello dello stack ospita un convertitore ADC
AD5270 della Texas Instruments, una memoria RAM statica in cui vengono
raccolti i dati acquisiti e una FPGA Cyclone EP1C240 della Altera in cui
sono stati programmati tutti i circuiti per la gestione dell'ADC, del sequencer
e della RAM. Una scheda che monta un processore NIOS II (della stessa
Altera) si occupa invece della comunicazione con l'interfaccia utente.
L'AD5270 integra 8 ADC Flash con campionamento a 12 bit e una velocità
massima di acquisizione di 40 Ms/s; gli ingressi (diﬀerenziali e indipendenti)
hanno le impedenze e i valori delle dinamiche e del common mode compatibili
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con gli output di ASIC III e vi si possono quindi interfacciare direttamente.
Il LSB è in questo caso di ≈ 0, 5mV .
All'interno della FPGA è stato programmato il circuito di gestione delle
sequenze (microsequencer) e un deserializzatore che si occupa del trasferi-
mento dei dati digitali dagli ADC alla memoria RAM (una SRAM con 256K
locazioni da 16 bit). Il microsequencer si occupa delle temporizzazioni e sin-
cronizzazioni dei segnali logici per il chip (quali le sequenze e gli impulsi di
controllo e gestione del Serial/Parallel Interface di ASIC III) e del clock per
pilotare gli ADC. Tutte le informazioni sui livelli logici da inviare (cioè le
sequenze) sono memorizzate nei registri di 2 ROM a 128 locazioni da 24 bit.
Nella stessa FPGA è anche presente un modulo programmato per eﬀettua-
re la sottrazione dei piedistalli direttamente dai dati digitali, presenti nel-
la memoria RAM, prima che questi vengano scaricati dall'interface board
(Cfr.Par. 4.2.5). Quest'ultima è posizionata nel livello inferiore di Figura 5.2
ed è sviluppata all'interno dell'evaluation kit di NIOS II: in una seconda
FPGA Cyclone è stato disegnato un processore Risc embedded a 32 bit, pro-
grammabile in linguaggio C, che si occupa del trasferimento dei dati tra le
schede di acquisizione e l'interfaccia utente attraverso una connessione di rete
(che sfrutta socket Ethernet) presente sulla board stessa.
L'interfaccia utente è stata sviluppata in Labview ed è installata su un no-
tebook IBM compatibile sotto Windows XP: all'utente viene richiesto il tipo
di sequenza da utilizzare (acquisizione o test), la modalità di funzionamento
del chip (seriale o Self trigger) e il numero di eventi da acquisire. Per ogni
evento i dati che lo descrivono vengono spediti all'applicazione in esecuzione
sul PC per essere memorizzati su disco rigido. Grazie alla sottrazione online
dei piedistalli, gli eventi possono essere visualizzati sul monitor del porta-
tile (in una e due dimensioni) con una frequenza a discrezione dell'utente
(Vedi Fig. 4.47).
Uno schema del sistema di acquisizione completo è mostrato in Figura 5.3.
Attualmente è in fase di test un'implementazione dell'interfaccia di trasferi-
mento custom programmata su un microprocessore Cypress e montata sulla
stessa PCB di ADC e sequencer, in modo da eliminare una scheda dallo
stack e aumentare ulteriormente l'integrazione tra sistema di acquisizione e
detector. La comunicazione con l'interfaccia utente avviene in questo caso
attraverso una porta USB 2.0 High Speed, per la quale sono stati sviluppati
driver appositi.
Il generatore delle alte tensioni è al momento l'unico elemento rimasto esterno
al sistema, ma è in fase avanzata di sviluppo anche un sistema miniaturizzato
integrato sulla stessa scheda che ospita il rivelatore.
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Figura 5.3: Schema del sistema di acquisizione dati integrato e monitoraggio online di
ASIC III.
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5.2 Pixi
Il software Pixi si occupa dell'intera analisi oine dei dati acquisiti. Come
ho già detto, per ogni evento viene deﬁnito il cluster della traccia tramite la
sottrazione del piedistallo e la ricerca dei pixel contigui che abbiano raccolto
una quantità di carica superiore a una soglia preﬁssata espressa in conteggi
ADC (in genere pari a 4 volte il rumore RMS). Per poter essere considerato
parte del cluster, un pixel deve avere almeno un altro pixel contiguo con
riferimento alla pixmap; il software esclude poi dall'analisi tutti quegli eventi
in cui sia presente un numero troppo elevato di cluster o in cui questi ultimi
abbiano dimensioni troppo ridotte (condizioni che si presentano in caso di
fake trigger). Per ogni traccia avremo quindi la posizione (xi, yi) del centro
dei pixel e l'informazione sulla quantità di carica da essi raccolta (Qi); non
rientrano invece nell'analisi i pixel che non fanno pare del cluster.
L'analisi per la ricerca dell'angolo di emissione del foto-elettrone viene ef-
fettuata in due fasi (iterazione I e iterazione II ) [45]. Nella prima iterazio-
ne il punto d'impatto del fotone viene approssimato con il baricentro della
distribuzione di carica, le cui coordinate sono calcolate attraverso le relazioni:
XB =
∑
iQixi∑
iQi
YB =
∑
iQiyi∑
iQi
Ponendo adesso le coordinate del baricentro come origine del sistema di rife-
rimento, il momento secondo della distribuzione di carica può essere espresso
in funzione di un angolo (φ) lungo il quale viene calcolata la distribuzione
(Fig. 5.4) tramite la relazione:
M2 =
∑
iQi ((xi −XB) cos(φ) + (yi − YB) sin(φ))2∑
iQi
(5.1)
Il momento secondo della distribuzione di carica è correlato con lo sviluppo
spaziale della traccia nella direzione in cui viene calcolato, quindi la ricerca
del suo massimo e del suo minimo rispetto a φ porta a identiﬁcare le direzioni
dell'asse maggiore e minore della traccia stessa. Imponendo:
∂M2(φ)
∂φ
= 0
nell'intervallo [pi,−pi], risulta:
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Figura 5.4: Ricerca degli assi principali: sono calcolati le direzioni per cui si ottiene
il massimo e il minimo del momento secondo della distribuzione di carica. Il parametro
è l'angolo φ rispetto all'ascissa del sistema di coordinate passante per il baricentro della
traccia.
φmax,min = −1
2
arctan
 ∑iQi (xi −XB) (yi − YB)∑
iQi
(
(xi −XB)2 + (yi − YB)2
)
 (5.2)
Sostituendo questi angoli nell'equazione 5.1 otteniamo i valori dei momenti
secondi, rispettivamente il massimo (Mmax2 ) e il minimo (Mmin2 ).
L'angolo di emissione può essere in prima approssimazione identiﬁcato con
la direzione φmax dell'asse maggiore del cluster (iterazione I ).
Nella seconda fase dell'analisi si concentra l'attenzione sulla prima parte del-
la traccia, che è quella che ci interessa maggiormente poichè vi è raccolta
la maggior parte dell'informazione sulla polarizzazione, prima che venga di-
spersa a causa degli urti coulombiani nel gas: il calcolo procede quindi con
la ricerca del punto d'impatto del fotone.
Il momento terzo della distribuzione della carica lungo la direzione dell'as-
se maggiore è indice dell'asimmetria della traccia e si calcola tramite la
relazione:
M3 =
∑
iQi ((xi −XB) cos(φmax) + (yi − YB) sin(φmax))3∑
iQi
(5.3)
Considerato che la maggior parte della carica viene rilasciata nella parte ﬁnale
della traccia (picco di Bragg), il segno del momento terzo ci indica la direzione
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lungo l'asse maggiore nella quale andare a ricercare la zona d'impatto rispetto
al baricentro della traccia.
Le coordinate del punto d'impatto (Ximp, Yimp) vengono individuate calco-
lando il baricentro dei pixel appartenenti alla zona d'impatto, ossia quelli
che si trovano nella direzione individuata precedentemente e che soddisfano
la relazione:
a < Dpar < b
dove
Dpar =
√√√√(xi −XB)2 + (yi − YB)2
Mmax2
(5.4)
ossia la cui distanza dal baricentro (parametrizzata per tener conto della
morfologia della traccia) sia compresa nell'intervallo [a, b]. La parametrizza-
zione viene eﬀettuata dividendo per√Mmax2 che è una quantità proporzionale
alla lunghezza dell'asse maggiore della traccia. I valori di a e b dipendono
dall'estensione complessiva del cluster e vengono scelti in base alla miscela
utilizzata e all'energia dei fotoni incidenti tramite simulazioni Montecarlo (i
valori assunti vanno da 0,7 a 2,5 per a e da 1,6 a 4 per b). In particolare
tramite b si cerca di escludere i pixel relativi all'elettrone Auger.
Una volta individuato il punto d'impatto, la direzione iniziale di emissione
viene determinata attraverso lo stesso procedimento usato in precedenza per
deﬁnire la direzione dell'asse maggiore. In questo caso, però, per il calcolo
del momento secondo si utilizzano le coordinate del punto d'impatto al posto
di quelle del baricentro della traccia; inoltre la distribuzione delle cariche
è ristretta ai soli pixel della sola zona d'impatto: questo è possibile grazie
alla struttura del piano anodico con pitch micrometrico, che garantisce una
suﬃciente statistica anche per una regione così piccola. Inﬁne, per garantire
una maggiore accuratezza, la carica di ogni pixel viene pesata in funzione
della distanza parametrizzata dal punto d'impatto (in modo da aumentare
l'inﬂuenza dei pixel più vicini) tramite la funzione esponenziale:
Peso = e−
D′par
w
dove D′par è adesso riferito alle coordinate del punto d'impatto, e w è un pa-
rametro che viene scelto in base alla miscela tramite simulazioni Montecarlo
e assume tipicamente il valore 60µm (iterazione II ).
Tramite questa analisi si riesce a ottenere una ricostruzione molto precisa
dei punti d'impatto e delle direzioni iniziali dei foto-elettroni, come mostrato
dalle due distribuzioni di Figura 5.5: a sinistra è rappresentata la diﬀerenza
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(a) Punti d'impatto (b) Angoli ricostruiti
Figura 5.5: Distribuzioni della diﬀerenza tra i punti d'impatto generati tramite Monte-
carlo e quelli ricostruiti (a), e della diﬀerenza tra le direzioni iniziali Montecarlo e quelle
ricostruite. Per la simulazione è stata utilizzata una miscela di Ne(40%)-DME(60%) e
fotoni da 6KeV .
tra i punti d'impatto reali generati tramite simulazione Montecarlo e quelli
ricostruiti attraverso l'analisi1; a destra la diﬀerenza tra gli angoli reali
generati dal Montecarlo e quelli ricostruiti.
I massimi presenti nel graﬁco di Figura 5.5(b) nelle posizioni a pi e −pi sono
dovuti a un fraintendimento in fase di analisi della posizione del picco di
Bragg rispetto alla zona d'impatto. Questo è sintomo di una traccia molto
simmetrica rispetto al baricentro e può essere dovuto a un forte rilascio di
carica causato dall'elettrone Auger. Queste tracce possono essere riconosciute
poichè hanno un momento terzo prossimo a zero; l'uso di elementi a basso
numero atomico nella miscela tende comunque a limitare questo fenomeno, in
quanto vengono rilasciati Auger a minore energia. Ad ogni modo l'eﬀetto non
è rilevante per lo studio della polarizzazione dove si ricerca una modulazione
di tipo cos2 (Equaz. 2.2) che ha una periodicità di pi.
Un'altra possibile fonte di errore in fase di analisi è dovuta alla ricostruzione
di tracce sferiche, ossia poco allungate, in cui possono venire fraintesi sia gli
assi maggiore e minore che la direzione della zona d'impatto. Cluster di que-
sto tipo possono essere dovuti a una forte diﬀusione durante il trasferimento,
oppure a tracce molto più brevi delle altre, prodotte da quei foto-elettroni
emessi a un angolo polare diverso da 90◦. Queste tracce possono essere rico-
nosciute sia dal cluster size, sia dalla loro forma, considerando il rapporto tra
i momenti maggiore e minore. Come ho detto, infatti, questi sono correlati
con gli assi maggiore e minore della traccia e il loro rapporto dà un stima
1La corretta ricostruzione del punto d'impatto ha anche un'inﬂuenza diretta sulle sue
capacità di imaging dello strumento: una stima della risoluzione spaziale si può ottenere
dall'RMS della distribuzione in Figura 5.5(a) che risulta di ≈ 95µm.
104
dell' eccentricità della traccia stessa: un rapporto quasi unitario indica un
cluster in cui l'analisi potrebbe non funzionare.
Eliminare dall'analisi complessiva queste tracce tramite tagli mirati sulle di-
mensioni del cluster o sul rapporto tra i momenti secondi o ancora sul mo-
mento terzo, porta a un miglioramento della precisione dell'analisi e quindi
ad un aumento del fattore di modulazione (µ). Di contro però diminuisce il
numero di eventi analizzati e quindi la statistica complessiva; tuttavia, come
si vedrà nel prossimo capitolo, la sensibilità complessiva del nostro strumento
è data dal Fattore di Qualità, che nel nostro caso è deﬁnito come µ
√
Eeff :
di conseguenza la diminuzione della statistica ha un impatto minore minore
dell'aumento del fattore di modulazione sulla sensibilità complessiva.
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Capitolo 6
Risultati
In questo capitolo illustrerò le capacità polarimetriche dello strumento che
abbiamo sviluppato e che ho ﬁn qui descritto.
Il parametro che si utilizza per qualiﬁcare un polarimetro è il fattore di mo-
dulazione µ, che rappresenta la percentuale di polarizzazione che un detector
riesce a rivelare in un fascio completamente polarizzato.
Attraverso il fattore di modulazione è poi possibile calcolare la MDP (Mini-
mun Detectable Polarization), il parametro statistico che misura la sensibilità
dell'apparato in condizioni reali puntandolo su una sorgente astronomica per
un determinato periodo di tempo.
Un altro fattore determinante per un polarimetro è dato dalla presenza o
meno di eﬀetti sistematici, che impongono un limite inferiore alla MDP. Le
sorgenti di interesse astroﬁsico possono infatti avere una polarizzazione an-
che di pochi punti percentuali, quindi è importante che gli eﬀetti sistema-
tici abbiano un impatto inferiore all'1% o che siano comunque controllabili
attraverso l'analisi oine con tagli mirati.
La MDP dipende dall'energia: per poterla calcolare è quindi necessario cono-
scere la risposta del rivelatore per ogni livello energetico in analisi. In labora-
torio non è possibile una caratterizzazione di questo tipo, perciò si è utilizzata
una simulazione dell'intero strumento ricorrendo a tecniche Montecarlo per
ottenere le informazioni che ci interessano.
Di seguito mostrerò i risultati ottenuti nei test di laboratorio nel calcolo
della modulazione residua e del fattore di modulazione. Successivamente
descriverò il software Montecarlo che è stato sviluppato per la simulazione
e inﬁne illustrerò i risultati ottenibili in termini di MDP, tramite queste
simulazioni, nella misura della polarizzazione di alcune importanti sorgenti
celesti, in particolare la Nebulosa del Granchio e il sistema binario Hercules
X-1.
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6.1 La modulazione
Come discusso nel Capitolo 2, nel caso di radiazione incidente polarizza-
ta linearmente, la distribuzione dell'angolo azimutale (φ) di emissione dei
foto-elettroni (rispetto alla direzione di polarizzazione dei fotoni) risulta mo-
dulata, con un massimo sul piano ortogonale alla direzione di propagazione
dei fotoni; il fenomeno è descritto dalla relazione:
dσ
dΩ
= r20Z
5α4
(
mec
2
hν
) 7
2 4
√
2 sin2(ϑ) cos2(φ)
(1− β cos(ϑ))4 (6.1)
Quindi nel caso di radiazione parzialmente polarizzata, la parte polarizzata
linearmente avrà un andamento di tipo coseno quadrato, mentre la restante
parte sarà distribuita uniformemente.
Dalla distribuzione delle direzioni iniziali che abbiamo ottenuto con l'analisi
esposta nel Capitolo 5 viene fatto un ﬁt con la funzione [32]:
C(φ) = A+B cos2(φ− φ0) (6.2)
dove C(φ) sono i conteggi modulati e i parametri A e B sono, rispettivamente,
il numero di conteggi massimi e minimi (Fig. 6.1). L'angolo di polarizzazione
è dato dalla posizione dei massimi della funzione ﬁttata che è la direzione in
cui la radiazione risulta maggiormente modulata.
Il fattore di modulazione µ rappresenta la risposta dello strumento a una
radiazione polarizzata linearmente al 100% ed è deﬁnito dalla formula:
µ =
Cmax − Cmin
Cmax + Cmin
(Pol = 100%) 0 < µ < 1 (6.3)
i cui i elementi sono ottenuti dai parametri del ﬁt come Cmax = A + B e
Cmin = A. Quindi µ esprime la percentuale degli eventi correttamente rico-
struiti rispetto al totale. La polarizzazione P di una radiazione parzialmente
polarizzata sarà quindi data da:
P =
1
µ
Cmax − Cmin
Cmax + Cmin
(6.4)
6.1.1 Modulazione residua
Per poter eﬀettuare misure di polarimetria è essenziale che lo strumento abbia
errori sistematici il più bassi possibile poiché questi rappresentano il limite
inferiore per la MDP.
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Figura 6.1: Funzione di ﬁt (cos2) per la distribuzione delle direzioni iniziali. B: conteggi
nella direzione di polarizzazione; A: conteggi nella direzione perpendicolare alla direzione
di polarizzazione.
Questo è il motivo per cui le nostre prime misure sono state incentrate sullo
studio della polarizzazione residua (apparente) risultante dall'esposizione del
detector a un ﬂusso non polarizzato. I risultati presentati in Figura 6.2 sono
ottenuti tramite l'esposizione alla sorgente radioattiva di 55Fe posizionata
su un collimatore posto direttamente al di sopra della ﬁnestra di drift. Il
collimatore è costituito da una piastrina di ottone dello spessore di circa
2mm con un foro di 500µm al centro, e viene utilizzato aﬃnchè l'angolo di
incidenza dei fotoni risulti perpendicolare al piano del detector, e quindi che
la direzione favorita di emissione dei foto-elettroni (θ = 90◦ nella formula 6.1)
sia parallela al piano del chip.
Modulazioni residue praticamente nulle sono state misurate per apparati che
integrano i tre diﬀerenti ASIC come piano di raccolta della carica.
Gli esiti delle misure sono dello 0, 64%, con un errore statistico dell' 1, 55%
per il detector che monta ASIC I, dello 0, 12 ± 1, 47% con ASIC II e dello
0, 70%± 0, 32% con ASIC III.
Per ottenere questi risultati sono stati eﬀettuati alcuni tagli per eliminare
tutte le tracce in cui la ricostruzione potrebbe fallire: quelle che si trovavano
sui bordi del chip, dove può non essere completa, nonché quelle troppo sim-
metriche in cui il software avrebbe potuto fraintendere la direzione iniziale,
ossia quelle con rapporto quasi unitario tra gli assi maggiore e minore e quelle
con basso momento terzo.
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(a) Modulazione residua con ASIC I
(b) Modulazione residua con ASIC II
(c) Modulazione residua con ASIC III
Figura 6.2: Modulazione residua misurata con detector che montano i tre diﬀerenti
ASIC. Nei tre casi l'inﬂuenza di eﬀetti sistematici sulla modulazione risulta trascurabile.
Le misure in (a) e (b) sono state eﬀettuate con una miscela di Ne(80%)-DME(20%), mentre
in (c) utilizza Ne(50%)-DME(50%).
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6.1.2 Fattore di Modulazione
Per la misura del fattore di modulazione il detector è stato esposto a una
radiazione polarizzata completamente.
Per ottenerla si utilizza un tubo a raggi X al Cromo il cui fascio viene focaliz-
zato su un bersaglio di Litio da cui i fotoni escono polarizzati per scattering
Thomson. Si usa il Litio in quanto è l'elemento, solido a temperatura am-
biente, con il numero atomico (Z) più basso, in modo da ridurre il più pos-
sibile la sezione d'urto fotoelettrica e massimizzare l'eﬃcienza di scattering
(σph ∝ Z5).
Nel tubo gli elettroni prodotti per eﬀetto termoionico sul catodo (35mA)
sono accelerati verso l'anodo da una diﬀerenza di potenziale di 20KV: dopo
l'impatto gli atomi del Cromo rimangono in uno stato eccitato e si rilassano
emettendo raggi X a 5, 41KeV (livello della transizione KL del Cromo) più un
ampio spettro di radiazione (ﬁno a qe ·∆V = 20KeV ) dovuta al frenamento
degli elettroni (bremsstrahlung).
Il polarizzatore di Litio, del diametro di 6mm e lungo 70mm, è rivestito da
uno strato di Berillio da 500µm per evitarne l'ossidazione a contatto con l'aria
[46]. La polarizzazione avviene per scattering Thomson secondo la legge:
P =
1− cos2 ϑ
1 + cos2 ϑ
Quindi posizionando il rivelatore come in Figura 6.3, con un angolo ϑ di circa
90◦ rispetto alla ﬁnestra di uscita del polarizzatore, e una distanza di circa
20cm da esso, si ottiene un irraggiamento con un fascio la cui polarizzazione
è maggiore del 98%.
Dalle acquisizioni eﬀettuate con un detector riempito con Ne(50%)-DME(50%)
a 1Atm accoppiato ad ASIC II, è stato regolarmente misurato un fattore di
modulazione del 45% circa.
In Figura 6.4 sono riportati i risultati per tre diverse angolazioni a cui è stato
posto lo strumento ruotandolo sul piano d'appoggio rispetto alla posizione
iniziale di circa 20 gradi in senso orario e 12 gradi in senso antiorario. Si è
così dimostrata anche la corretta ricostruzione dell'angolo di polarizzazione
che risulta rispettivamente di 70◦± 1◦ e di 103◦± 1◦ , rispetto alla posizione
iniziale a 90◦.
Utilizzando un rivelatore che monta ASIC III, abbinato all'ultimo modello
di GEM con passo a 50µm, ci si aspetta un miglioramento del fattore di
modulazione dovuto alla maggiore capacità ricostruttiva che si ottiene in
queste condizioni.
Sono quindi state eﬀettuate le acquisizioni riempiendo la cella con due dif-
ferenti miscele: una di Ne(50%)-DME(50%) e una più leggera di He(40%)-
DME(60%). In Figura 6.5 sono riportati i risultati ottenuti, con un fattore di
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Figura 6.3: Rappresentazione del tubo a raggi X con il polarizzatore di Litio. Il rivela-
tore, chiuso nella scatola di metallo per la protezione elettromagnetica, è posto a 20cm di
distanza dallo scatterer e riceve i raggi a circa 90◦ rispetto al fascio del tubo. In queste
condizioni la radiazione incidente è polarizzata a ∼ 98%.
modulazione di 51,11±0,89% per la miscela contenente Neon e 54,26±1,24%
per quella con l'Elio. Come ci si può aspettare, con la seconda si ottengono
migliori risultati a queste energie, in quanto le tracce risultano più lunghe e
quindi la ricostruzione della direzione iniziale più eﬃcace.
Data la distanza dalla sorgente, l'illuminazione del detector è abbastanza uni-
forme, tuttavia le prime acquisizioni eﬀettuate presentavano due macchie ad
alta concentrazione di carica nella mappa cumulativa (Fig. 6.6): da un'analisi
eﬀettuata isolando gli eventi in quelle zone risultano tracce con carica supe-
riore alle altre e corrispondenti a fotoni da circa 6, 4KeV (Fig. 6.7). Inoltre
sono fortemente polarizzate, con fattori di modulazione del 57,01±1,38% in
Ne(50%)-DME(50%) e ben 64,33±1,54% con la miscela leggera (Fig. 6.10).
Questa situazione è probabilmente dovuta alla ﬂuorescenza di qualche com-
ponente in ferro della sorgente eccitato dall'emissione di bremsstrahlung del
tubo (l'energia di transizione KL del Fe è appunto 6, 4KeV : infatti ap-
plicando un ﬁltro in Vanadio davanti alla ﬁnestra del rivelatore i due spot
scompaiono (Fig. 6.9). Il Vanadio ha un K-edge a 5, 46KeV e quindi assor-
be i fotoni di energia maggiore, mentre risulta quasi trasparente a quelli da
5, 41KeV della riga del Cromo (Fig.6.8).
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(a) Posizione iniziale a 90◦ (angolo ricostruito: 89, 6◦ ±
1◦) µ = 45, 65± 1, 35%.
(b) rotazione a 70◦ (angolo ricostruito: 70, 0◦ ± 1◦)
µ = 45, 72± 1, 34%.
(c) rotazione a 102◦ (angolo ricostruito: 103, 0◦ ± 1◦)
µ = 44, 32± 1, 40%.
Figura 6.4: Distribuzioni degli angoli ricostruiti: calcolo della modulazione e dell'angolo
di emissione. Il detector utilizzato integra ASIC II e la GEM con pitch da 90µm e viene
ruotato rispetto alla direzione di polarizzazione. Il rivelatore è riempito con Ne(50%)-
DME(50%) ad 1Atm e irraggiato con fotoni da 5, 41KeV polarizzati linearmente al ≈ 98%.
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Figura 6.5: Distribuzioni degli angoli ricostruiti e calcolo della modulazione con il detec-
tor che integra ASIC III e la GEM con pitch da 50µm. Il rivelatore è riempito due diﬀerenti
miscele (Ne(50%)-DME(50%) e He(40%)-DME(60%) ad 1Atm) e irraggiato con fotoni da
5, 41KeV polarizzati linearmente al ≈ 98%. I risultati ottenuti sono µ = 51, 11 ± 0, 89%
con la prima e µ = 54, 26± 1, 24% con la seconda.
Figura 6.6: Mappa cumulativa da cui
appaiono 2 spot ad alta concentrazione di
carica.
Figura 6.7: Pulse Hight delle tracce ap-
partenenti agli hot spot : l'energia corri-
sponde a fotoni da 6, 4KeV generati dalla
ﬂuorescenza di qualche elemento in ferro.
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Figura 6.8: Assorbimento del Vanadio
nella banda 1 − 10KeV [47]: il K-edge è
a 5, 46KeV e i fotoni ad energia maggiore
vengono assorbiti.
Figura 6.9: Mappa cumulativa dopo
l'applicazione del ﬁltro di Vanadio.
Figura 6.10: Distribuzioni degli angoli ricostruiti e calcolo della modulazione per gli
eventi appartenenti alle zona ad alta concentrazione di carica (fotoni da 6, 4KeV ). I
risultati ottenuti sono µ = 57, 01 ± 1, 38% con la miscela Ne(50%)-DME(50% e µ =
64, 33± 1, 54% con quella He(40%)-DME(60%.
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6.2 La Simulazione Montecarlo
Una simulazione al computer dell'intero rivelatore è stata sviluppata con il
framework ROOT, sfruttando metodi numerici statistici di tipo Montecarlo.
L'uso di una simulazione risulta importante sia in fase di progettazione per
ottimizzare i parametri costruttivi del detector e farsi un'idea sui risultati
che ci dobbiamo aspettare, sia per estendere i risultati stessi a condizioni non
realizzabili in laboratorio, una volta che il software riproduce correttamente
i valori sperimentali. In questo senso il Montecarlo è essenziale per simulare
il comportamento del polarimetro in base alla scelta della miscela di gas e a
seconda delle energie in gioco; infatti la scelta dei parametri relativi alla cella
(tipo di miscela, spessore di assorbimento e pressione) risultano cruciali per la
risposta dell'apparato a fotoni di diversa energia e quindi per la conseguente
possibilità di ricostruzione della direzione iniziale dalla traccia prodotta.
Per la simulazione ci si basa su tutte le interazioni ﬁsiche teoriche descritte
nel Capitolo 2, caratterizzandole in base alle speciﬁche reali dello strumento
e ai parametri noti degli elementi chimici in gioco, apportando poi alcune
approssimazioni dovute ai metodi numerici.
Al simulatore vengono quindi passate tutte le quantità del polarimetro che
vogliamo andare a esplorare, quali l'area e lo spessore di assorbimento, i cam-
pi elettrici nelle varie camere, nonchè la dimensione, la forma, la disposizione
e il passo delle pads del piano anodico (Pixmap). Va inoltre scelto il tipo
di miscela da utilizzare e la sua pressione (parametri coinvolti nel calcolo
delle sezioni d'urto). A questo punto vengono dati in input al simulatore il
numero di eventi che vogliamo riprodurre e la percentuale di polarizzazione
desiderata: le direzioni iniziali verranno quindi modulate come un cos2 per i
fotoni polarizzati e isotropicamente per gli altri.
Il ﬂusso di radiazione incidente relativo agli eventi simulati viene calcolato
in base all'eﬃcienza della miscela scelta secondo la relazione:
Eff = 1− e−ξL (6.5)
dove L è lo spessore della zona di conversione e ξ è il coeﬃciente di assorbi-
mento nel mezzo, che è deﬁnito come ξ = ρσph e dipende dalla sezione d'urto
fotoelettrica (σph - eq. 6.1) e dalla densità atomica del gas (ρ).
La simulazione procede per fasi distinte: inizialmente viene simulato lo svi-
luppo della traccia primaria all'interno della camera di trasferimento, poi
viene calcolata la moltiplicazione della carica nel GEM e inﬁne riprodotta la
generazione del segnale sul piano di raccolta; uno schema della struttura del
simulatore è illustrato in Figura 6.11.
Si comincia con il generare l'occorrenza all'interno della camera di drift di
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Figura 6.11: Schema a blocchi della simulazione Montecarlo [48].
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Figura 6.12: Esempio di simulazione della generazione delle tracce primarie: graﬁco sul
piano X − Y delle traiettorie di foto-elettroni in una miscela di Ne(40%)-DME(60%) a
1Atm (prodotti in 0, 0) da fotoni da 6KeV con polarizzazione del 100%).
un certo numero di elettroni, con quantità di moto nota. Il punto di origine
lungo l'asse parallelo al fascio incidente è estrapolato da una distribuzione
uniforme: questa approssimazione è dovuta allo spessore ridotto della nostra
cella di assorbimento. Sfruttando le relazioni 2.3 e 2.4 sulla perdita di energia
e sezione d'urto del foto-elettrone vengono riprodotte le ionizzazioni primarie
e secondarie e calcolati i vari angoli di scattering (Fig. 6.12).
Tramite il software Magboltz [49] viene poi ricostruita la diﬀusione degli elet-
troni all'interno della camera in base alle caratteristiche della miscela e ai po-
tenziali elettrici coinvolti (l'andamento degli ioni viene trascurato in quanto,
non hanno un ruolo nella generazione della traccia). Allo stesso modo è ripro-
dotto il moto e il rilassamento dell'elettrone Auger; l'impatto del rilassamen-
to per ﬂuorescenza viene considerato trascurabile nelle miscele normalmente
utilizzate.
Il punto di generazione delle valanghe sull piano del GEM viene estrapolato
da una distribuzione gaussiana centrata nel punto di origine dell'elettrone,
la cui deviazione standard è data dai risultati di Magboltz per il coeﬃciente
di diﬀusione.
La moltiplicazione a valanga è descritta, in prima approssimazione, con una
distribuzione esponenziale. Una stima più precisa di tutti i parametri legati
alla moltiplicazione nel GEM (quali il guadagno, l'eﬃcienza, il numero medio
delle valanghe, il punto di generazione e la trasparenza) è stata investigata
in dettaglio utilizzando i programmi Maxwell [50] e Garﬁeld [51] in funzione
delle caratteristiche speciﬁche del GEM quali le dimensioni, le tensioni appli-
cate, nonché la forma, la grandezza e il passo dei fori. I risultati sono quindi
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stati integrati nel software [52].
Viene quindi simulata la raccolta della carica e la generazione del segnale: i
punti di arrivo degli elettroni dopo la moltiplicazione sono calcolati a partire
dalle coordinate del foro del GEM più vicino all'elettrone primario e sono
distribuiti gaussianamente intorno a questo punto con una deviazione stan-
dard pari a un terzo del passo del GEM. A questo punto si calcola la quantità
di carica indotta su ogni pixel in base alla Pixmap che viene impostata e ai
risultati precedenti sulle valanghe. A questa quantità di carica viene aggiun-
to un rumore uniforme a media nulla con RMS pari a quella ottenuta con i
risultati sperimentali in laboratorio. Il segnale ﬁnale di ogni pixel si ottiene
scalando i valori ottenuti in funzione dei risultati sperimentali sul guadagno
degli ASIC.
Alla ﬁne il simulatore genera in output un ﬁle identico a quello prodotto dal
rivelatore reale, così che possa essere analizzato anch'esso con Pixi: in più
viene inserita un'informazione sulla direzione iniziale del foto-elettrone, in
modo da poter controllare la qualità della ricostruzione.
Per veriﬁcare il corretto funzionamento del simulatore sono stati confrontati
i risultati ottenuti dalla simulazione nelle stesse condizioni dei run in labora-
torio; in particolare Figura 6.13 mostra il calcolo del fattore di modulazione
simulando le condizioni dell'esperimento descritto nel Paragrafo 6.1.2, i cui
risultati appaiono in Figura 6.4: ossia un'acquisizione eﬀettuata utilizzando
una cella di 6mm di spessore riempita con Ne(50%)-DME(50%) a 1Atm e un
piano di acquisizione con Pixmap da 80µm di passo, irraggiata con un fascio
da 5, 41KeV polarizzato al 98%. Il fattore di modulazione risulta superiore
di un 4% circa (49.0±1.4%): una spiegazione a questa incongruenza può es-
sere la sovrastima della polarizzazione del fascio in laboratorio: fotoni non
polarizzati provenienti da elementi dello scatterer eccitati dalla radiazione del
tubo possono aver raggiunto il rivelatore facendo diminuire la percentuale di
polarizzazione complessiva. Anche la ﬂuorescenza dello strato di rame del
GEM, di cui ho parlato nel paragrafo 3.2.2, potrebbe contribuire.
Va ribadito ancora che la sensibilità dello strumento dipende molto dalla mi-
scela di gas, che deve essere scelta in funzione dell'energia di interesse. Per
questo motivo, tramite il simulatore è stato eﬀettuato uno studio sistematico
dei parametri di interesse per svariate miscele andando a investigare l'impat-
to delle variazioni di pressione e spessore di assorbimento sulle prestazioni
polarimetriche del rivelatore (tabella 6.1) [48].
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Figura 6.13: Distribuzione degli angoli ricostruiti e calcolo del fattore di modulazione
nell'analisi di run di 10.000 eventi generati dal simulatore Montecarlo nelle stesse condizioni
dell'esperimento di Figura 6.4.
Tabella 6.1: Prestazioni di alcune miscele calcolate utilizzando la simulazione
Montecarlo.
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6.3 Calcolo della MDP
Una volta misurato il fattore di modulazione del rivelatore è possibile calco-
lare la minima polarizzazione rivelabile dello strumento (MDP) ipotizzando
condizioni reali di utilizzo.
La MDP è un parametro statistico che deﬁnisce la percentuale minima di po-
larizzazione (i.e. di modulazione) che deve essere presente nel ﬂusso incidente
aﬃnché sia superata (entro un certo livello di conﬁdenza) la ﬂuttuazione sta-
tistica dovuta al background e alla parte non polarizzata del ﬂusso stesso
[53]:
MDP (nσ, E) =
1
ε(E) · µ(E)
nσ
F (E)
√√√√2ε(E) · F (E) +B
A(E) · T (6.6)
dove µ è il fattore di modulazione, ε l'eﬃcienza complessiva del rivelatore,
F il ﬂusso incidente, A l'area eﬃcace di raccolta dei fotoni, T il periodo di
esposizione e B il numero di conteggi del fondo per unità di superﬁcie; E è
l'energia per quale viene eﬀettuato il calcolo.
Si possono considerare le due condizioni limite di assenza di background
(bright sources) e di prevalenza di quest'ultimo rispetto al ﬂusso polarizzato
(faint sources), nei due casi risulta:
MDP ∝ 1
µ · √ε bright sources
MDP ∝ 1
µ · ε faint sources
Per il calcolo della MDP abbiamo ipotizzato l'ultimo sviluppo del polarimetro
(camera sigillata con ﬁnestra in Berillio, GEM con passo da 50µm e ASIC III)
posizionato nel fuoco dell'ottica di XEUS [54]: un osservatorio satellitare per
raggi X dell'ESA il cui lancio è previsto per il 2015.
In queste condizioni può essere deﬁnito il Fattore di Qualità comeQF = µ·√ε
(che è legato a soli parametri intrinseci dello strumento), in quanto siamo nel-
l'approssimazione di bright sorces : la ﬁnestra dello strumento risulta infatti
molto minore dell'area eﬃcace determinata dagli specchi del telescopio, e se
la collimazione è ben eﬀettuata il background può essere trascurato.
Di seguito viene descritto come sono stati ottenuti i valori dei singoli termini
dell'espressione per la MDP.
6.3.1 Fattore di modulazione ed eﬃcienza
Tutti i parametri della MDP dipendono dall'energia, di conseguenza per otte-
nere i valori relativi al fattore di modulazione e all'eﬃcienza si deve ricorrere
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Figura 6.14: Andamento del fattore di modulazione in funzione dell'energia per le due
miscele in studio. I valori sono ottenuti integrando su intervalli di 1KeV .
all'uso della simulazione Montecarlo variando l'energia dei fotoni incidenti.
In Figura 6.14 sono riportati i risultati per le stime del fattore di modulazio-
ne, integrato su intervalli di 1KeV , per due possibili conﬁgurazioni basate
sulla banda energetica di interesse. La prima è ottimizzata per basse energie
e prevede una cella da 1cm di spessore riempita con una miscela di He(40%)-
DME(60%) a 1Atm; con la seconda si vuol avere la possibilità di esplorare
una banda più ampia, e pertanto si riempie la camera di Ne(50%)-DME(50%)
a 1Atm.
Tutti i calcoli che seguono verranno svolti usando queste due miscele, che so-
no poi le stesse utilizzate in laboratorio per le misure di polarizzazione. Il loro
comportamento al variare dell'energia dei fotoni si ricava dalle simulazioni
riportate in tabella 6.1, da cui risulta che gli elettroni poco energetici hanno
nella miscela di Elio-DME bassa dispersione e range medio esteso (quindi le
tracce sono più lunghe e deﬁnite); la scelta della miscela di Neon per energie
più elevate viene invece da considerazioni sull'eﬃcienza di rivelazione.
L'eﬃcienza complessiva dello strumento in funzione dell'energia dei fotoni
incidenti è determinata dalla trasparenza della ﬁnestra d'ingresso (illustrata
in Figura 6.15 per 50µm di Berillio), dalle dimensioni della cella e dal tipo
di miscela che la riempie, nonché dai tagli applicati durante l'analisi. Que-
ste ultime informazioni si ottengono tramite le simulazioni Montecarlo. Per
quanto riguarda l'eﬃcienza dell'analisi, risulta che circa il 90% della tracce
sono ancora presenti dopo i tagli utilizzati per ottenere i precedenti risultati
sul fattore di modulazione.
L'eﬃcienza quantica del gas (ε) è l'altro parametro che va a inﬂuenzare pro-
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Figura 6.15: Trasparenza della ﬁnestra di Berillio (sperrore: 50µm) in funzione
dell'energia dei fotoni incidenti.
fondamente le prestazioni polarimetriche e su cui si basa quindi la scelta
della miscela. Dalla relazione 6.5 risulta un un degrado di tipo esponenziale
dell'eﬃcienza in funzione dell'energia che si accentua per elementi a basso
numero atomico.
In Figura 6.16 e 6.17 è riportato l'andamento del Fattore di Qualità (µ · √ε)
in funzione dell'energia per una cella riempita con le miscele in analisi; vi
sono anche riportati i relativi valori dell'eﬃcienza quantica e del fattore di
modulazione. Questi risultati rendono evidente perchè non si opti per l'utiliz-
zo dell' He(40%)-DME(60%) per esplorare energie superiori a ∼ 7KeV , dove
le prestazioni complessive decadono proprio a causa della scarsa eﬃcienza.
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Figura 6.16: Fattore di qualità (µ · √ε) in funzione dell'energia per la miscela He(40%)-
DME(60%)(in verde). In ﬁgura sono anche riportati i graﬁci relativi all'eﬃcienza quantica
della miscela e al fattore di modulazione (%).
Figura 6.17: Fattore di qualità (µ · √ε) in funzione dell'energia per la miscela Ne(50%)-
DME(50%)(in blu). In ﬁgura sono anche riportati i graﬁci relativi all'eﬃcienza quantica
della miscela e al fattore di modulazione (%).
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6.3.2 Area eﬃcace
L'area eﬃcace rappresenta la quantità di fotoni che possono essere raccolti
dalla porzione di cielo osservabile con lo strumento ed è quindi determinata
dalle ottiche nel cui fuoco viene posizionato il rivelatore, in particolare fac-
ciamo riferimento a quelle montate su XEUS (Fig. 6.18).
Nei telescopi a raggi X per la focalizzazione non si sfrutta la rifrazione (come
per la luce visibile) ma la riﬂessione radente, si utilizzano quindi delle speciali
superﬁci conduttrici che per grandi angoli d'incidenza (pochi gradi rispetto
alla superﬁcie) hanno un alto indice di riﬂessione . L'angolo di incidenza per
cui si ha il massimo della riﬂessione (grazing angle) è inversamente proporzio-
nale all'energia della radiazione incidente: queste ottiche sono quindi formate
da strati concentrici posti ad angolazioni diﬀerenti rispetto al fuoco. L'area
eﬃcace di queste ottiche in funzione dell'energia è illustrata in Figura 6.19.
Figura 6.18: Shema delle ottiche per raggi X di XEUS [55].
Figura 6.19: Area eﬃcace delle ottiche di XEUS in funzione dell'energia dei fotoni.
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6.3.3 Flusso
Figura 6.20: Spettri della Crab Nebula (rosso in alto) e di Hercules X1 (blu in basso)
nella banda energetica di interesse.
Il ﬂusso dei fotoni dipende dalle sorgenti che stiamo osservando. Tipicamen-
te le sorgenti astronomiche hanno un andamento del ﬂusso inverso rispetto
all'energia, del tipo:
F (E) = F0 · E−α
in cui α è detto indice spettrale e rappresenta quanto velocemente il numero
di fotoni per unità di area e di tempo decade con l'aumentare della loro
energia.
Per il calcolo della MDP sono state prese in esame la Nebulosa del Granchio
(Crab Nebula) [56] e il sistema binario Hercules X-1 (Her X-1) [57] i cui ﬂussi
sono riportati in Figura 6.20 per le nostre energie di interesse.
La Crab Nebula è un residuo di supernova ed è stata scelta in quanto è
una sorgente piuttosto intensa ed è l'unica sulla quale siano state fatte delle
misurazioni polarimetriche: è quindi spesso utilizzata come riferimento per
la calibrazione degli strumenti [58].
L'unità di misura del ﬂusso di energia in astronomia X (il Crab) si basa
proprio sulla misurazione del suo ﬂusso integrato ed è deﬁnita come il numero
di fotoni, pesati per loro energia, per unità di area e di tempo, integrati nella
banda 2− 10KeV :
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1Crab = 14, 94
KeV
cm2 · s
L'altra sorgente presa in esame è Hercules X-1: si tratta di un sistema binario
composto da una stella di neutroni in rapida rotazione (τ ≈ 1,24s) e una
compagna con un periodo orbitale di 1,7 giorni. Her X-1 è la prima sorgente
X a essere stata osservata ed è, insieme a Cygnus X-1, la più studiata in
astronomia X.
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Figura 6.21: Valori della MDP in funzione dell'energia per le due sorgenti. La cella
di 1cm è riempita di Ne(50%)-DME(50%)a 1Atm (tempo di esposizione 24ore): in alto i
valori ottenuti per Her-X1, in basso per la nebulosa Crab.
6.3.4 Risultati
Il livello di conﬁdenza che in generale si vuole ottenere è del 99,5% e quindi
di 3 deviazioni standard (nσ=3), pertanto la formula che utilizziamo per il
calcolo della polarizzazione minima rivelabile è:
MDP3σ =
4, 29√
T
·
√∫
ε(E) · F (E) · A(E) · dE∫
µ(E) · ε(E) · F (E) · A(E) · dE
dove δE = 1KeV è l'intervallo di integrazione.
In Figura 6.21 sono riportati i risultati del calcolo per le due sorgenti in
esame ipotizzando un tempo di esposizione di 1 giorno, tipico nelle misure di
polarimetria: in queste condizioni risulta possibile arrivare a rivelare gradi di
polarizzazione dello 0, 2% per Her-X1 e dello 0,05% per la Crab, per fotoni
da ≈ 3KeV .
A seconda del tipo di misure che si vogliono eﬀettuare, lo strumento può
essere ottimizzato e la MDP calcolata di conseguenza: ad esempio in Figu-
ra 6.22 è riportato l'andamento della MDP nell'osservazione delle due sor-
genti utilizzando la miscela di Elio-DME con una conﬁgurazione diﬀerente
della cella (0, 5cm di spessore e gas a 1Atm). In queste condizioni la diﬀu-
sione degli elettroni primari è minima (a discapito dell'eﬃcienza quantica) e
si possono rivelare i fasci a bassa energia con polarizzazioni dello 0, 15% per
Her X1 e dello 0, 026% per la Crab. Questo vuol dire che se siamo interes-
sati a quella banda energetica (in cui si ha un ﬂusso abbondante) i tempi di
esposizione possono essere ridotti e rimane comunque possibile misurare una
polarizzazione dell'1%.
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Figura 6.22: MDP in funzione dell'energia con una cella di 0, 5cm riempita di He(40%)-
DME(60%)a 1Atm (tempo di esposizione 24ore): in alto i valori ottenuti per Her-X1, in
basso per la nebulosa Crab.
Inﬁne in Figura 6.23 sono riportati gli andamenti della MDP in funzione del
ﬂusso delle sorgenti, integrati sulla banda 2 − 10KeV (espressi in mCrab),
per i due tipi di cella: spessore 1cm con Ne(50%)-DME(50%) a 1Atm, e
spessore 0, 5cm con He(40%)-DME(60%) a 1Atm. Oltre alla Crab Nebula e
a Hercules-X1 sono indicate anche altre sorgenti celesti di interesse astroﬁsico.
I calcoli si riferiscono a tempi di osservazione di 1 giorno (linee continue) e di
1 ora (tratteggiate); la MDP per tre diﬀerenti indici spettrali è evidenziata
tramite bande colorate (in blu: α = 0,5 ; in rosso: α = 2 simile alla Crab ;
in verde: α = 3,5).
Per un confronto diretto delle prestazioni, in Figura 6.25 è riportato lo stesso
calcolo eﬀettuato per il polarimetro SXRP (Stellar X-Ray Polarimeter [59]
- Fig. 6.24), uno strumento che sfrutta contemporaneamente entrambe le
tecniche polarimetriche tradizionali descritte nel Capitolo 2 e che rappresenta
lo stato dell'arte della polarimetria basata su riﬂessione di Bragg a 45◦ e
scattering Thomson a 90◦ (SXRP è attualmente costruito ma non ancora
mandato in orbita). La MDP è calcolata per le due linee a 2, 6 e 5, 2KeV
della riﬂessione Bragg sul cristallo di graﬁte e per la banda rivelabile con
il diﬀusore di Litio integrata nel range 6 − 12KeV : a causa della scarsa
eﬃcienza delle tecniche polarimetriche utilizzate occorrono sorgenti molto
luminose per poter ottenere MDP accettabili.
Al contrario, con il nostro polarimetro MPGD a eﬀetto fotoelettrico, possono
essere studiate, con 24 ore di osservazione, sorgenti polarizzate all' 1% anche
per ﬂussi di 1 solo milliCrab.
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(a) Ne(50%)-DME(50%)
(b) He(40%)-DME(60%)
Figura 6.23: Andamento della MDP in funzione del ﬂusso integrato nella banda 2 −
10KeV (in mCrab). I valori sono riportati per tre indici spettrali e due diﬀerenti tempi di
esposizione: in ﬁgura sono anche contrassegnate alcune sorgenti di interesse astronomico
che possono essere studiate con il rivelatore.
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Figura 6.24: Schema del polarimetro SXRP. Sfrutta contemporaneamente la riﬂessione
di Bragg a 45◦ su un cristallo di graﬁte e lo scattering Thomson a 90◦ su bersaglio di litio.
Figura 6.25: MDP del polarimetro SXRP in funzione del ﬂusso della sorgente (in
mCrab): sono mostrati gli andamenti per i due ordini della graﬁte a 2, 6 e 5, 2KeV del
polarimetro a riﬂessione di Bragg e l'andamento per il diﬀusore Thomson, integrato nella
banda 6−12KeV ; le ottiche sono quelle del telescopio SODART, e il tempo di osservazione
105s [60].
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Conclusioni
In questa tesi ho presentato il lavoro svolto, presso l'INFN di Pisa, per rea-
lizzare e ottimizzare un moderno polarimetro a eﬀetto fotoelettrico per lo
studio della radiazione X nella banda 2 − 10KeV , basato su un rivelato-
re a gas a struttura micrometrica (MPGD) con piano di raccolta a matrice
di pixel (Gas Pixel Detector). La misura della polarizzazione si basa sul-
la ricostruzione della direzione di emissione del foto-elettrone, ottenuta con
l'analisi della traccia acquisita (Capitolo 5). In particolare, mi sono concen-
trato sullo sviluppo dell'elemento più innovativo del detector, ossia il piano
anodico di raccolta della carica, costituito da un microchip ASIC basato su
tecnologia CMOS, che integra al suo interno l'intera catena elettronica di
condizionamento del segnale analogico.
Nella prima parte della tesi sono state descritte le caratteristiche teoriche di
questo rivelatore e come possa essere sfruttato per la misura della polarizza-
zione di alcuni tipi di sorgenti di interesse astroﬁsico; in particolare ne sono
state evidenziate le diﬀerenze tecniche e funzionali rispetto ai polarimetri
tradizionali a scattering Thomson e a riﬂessione di Bragg.
Nei successivi capitoli (3, 4 e 5) è stata analizzata nel dettaglio la strut-
tura del polarimetro in tutte le sue componenti (cella del gas, struttura di
ampliﬁcazione della carica, sistema di trigger, DAQ e ASIC) e come queste
siano state perfezionate e ottimizzate ﬁno a raggiungere lo stato attuale di
sviluppo e compattezza (in cui il sistema del gas e il sistema di acquisizione
dati sono stati integrati con il detector, e l'intero strumento occupa superﬁcie
di ≈ 150cm2). La cella di conversione e trasferimento delle cariche (inizial-
mente assemblata direttamente in laboratorio) ha infatti subito uno sviluppo
rilevante: nella sua ultima conﬁgurazione (con ﬁnestra in Berillio da 50µm)
è completamente sigillata e indipendente dal sistema del gas esterno, e ha
dimostrato una notevole stabilità delle prestazioni nel lungo periodo (i test
intensivi si sono protratti per più di un mese).
Le funzionalità della struttura di ampliﬁcazione (di tipo Gas Electron Mul-
tiplier) sono state analizzate per diverse conﬁgurazioni, in modo da poterne
valutare l'impatto nelle misure di polarimetria: con l'attuale (50µm di spes-
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sore e microperforazioni con passo di 50µm) si ottengono guadagni eﬃcaci
di 103, con un campo di trasferimento di 1, 5KV/cm, applicando tensioni di
410V .
Nel Capitolo 4 ho presentato la parte più consistente del lavoro svolto in
laboratorio, che è stata ﬁnalizzata a stabilire le eﬀettive funzionalità del chip
come piano anodico per un polarimetro e determinarne l'esatto regime di
funzionamento. Ho quindi descritto lo sviluppo tecnico che ha portato dal
primo modello (ASIC I) a 2100 canali indipendenti, all'attuale (ASIC III) che
ne conta più di 100.000 per una superﬁcie utile di ≈ 2, 3cm2 e con un passo
tra gli elettrodi di 50µm (che riproduce la matrice di fori sul GEM massimiz-
zando il potere risolutivo); ho evidenziato i regimi di lavoro, le prestazioni e
le funzionalità implementate nei vari modelli, e in particolare l'introduzione
di una modalità di acquisizione del segnale di tipo Self trigger, ossia con il
riconoscimento automatico dell'evento da parte del chip e la successiva scan-
sione dei pixel ristretta alla sola zona interessata dalla traccia, una modalità
che consente di raggiungere frequenze di acquisizione superiori al kilohertz.
Sfruttando la funzione Self trigger è possibile inoltre sottrarre i piedistalli
degli eventi direttamente on board attraverso il DAQ, consentendo quindi
una riduzione dei dati da analizzare oine e un monitoraggio diretto delle
acquisizioni.
Sono quindi descritte una serie di misure eﬀettuate con sorgenti polarizzate
e non polarizzate, che dimostrano come questo rivelatore, nella sua conﬁ-
gurazione attuale, presenti una modulazione residua trascurabile e sia ca-
pace di misurare correttamente percentuale e angolo di polarizzazione del
fascio incidente, con un fattore di modulazione superiore al 60% per fotoni
da 6, 4KeV .
Inﬁne, nell'ultima parte della tesi, ho presentato i risultati ottenuti (con l'au-
silio di simulazioni Montecarlo) per il valore della MDP (Minimum Detecta-
ble Polarization) per alcune sorgenti astronomiche, osservate con il rivelatore
conﬁgurato nell'ottica di un satellite per una missione di astroﬁsica (XEUS).
Questi risultati dimostrano che è possibile misurare percentuali di polariz-
zazione dell'1% anche per sorgenti con ﬂusso di un millicrab; quindi, grazie
alla sua eﬃcienza, il detector dimostra una sensibilità superiore di oltre due
ordini di grandezza rispetto ai polarimetri sinora utilizzati per le missioni
spaziali di astroﬁsica.
Oltre alle ottime qualità polarimetriche ad ampia banda, il detector può
essere contemporaneamente sfruttato anche per fare imaging con buona ri-
soluzione [61] e per misure di spettroscopia (attraverso il segnale raccolto dal
GEM, con risoluzione energetica di ≈ 18%FWHM) e di timing (con la riso-
luzione di alcuni microsecondi della funzione Self trigger del chip, o di circa
100ns del segnale dal GEM). Queste prestazioni, assieme al livello di compat-
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tezza e integrazione raggiunto, rendono il rivelatore descritto in questa tesi
un decisivo passo avanti nel campo della strumentazione per l'astronomia
a raggi X, permettendo di eﬀettuare importanti misure di polarimetria per
centinaia di sorgenti galattiche ed extragalattiche. Questo ha portato l'Ente
Spaziale Europeo a inserire il detector tra le strumentazioni prospettate per
la missione XEUS: un osservatorio satellitare per raggi X previsto nell'ambito
della Cosmic Vision 2015-2025 [62] [63].
Inoltre, per testarne le prestazioni e potenzialità in condizioni di lavoro reali,
si sta anche progettando in collaborazione con la ASI una small mission, da
realizzare prima del 2015 e dedicata alla sola polarimetria (POLARIX) [64]:
la missione prevede un satellite di piccole dimensioni in cui sono montati ﬁno
a 5 polarimetri, ottimizzati per diﬀerenti bande energetiche e posizionati nel
fuoco di un'ottica formata da un cluster di piccoli telescopi.
La ﬂessibilità consentita da questo strumento nella scelta della miscela gas-
sosa e delle geometrie della struttura lo rende idoneo a essere utilizzato anche
per bande energetiche diﬀerenti da quelle di cui mi sono occupato in questa
tesi. Sono infatti in fase di studio conﬁgurazioni che permettano la rivelazione
di radiazioni X forti (ﬁno a 30KeV) [65]; si sta inoltre testando positivamente
in laboratorio l'uso del detector (con un fotocatodo di CsI inserito all'interno
della cella di conversione) per la rivelazione luce UV, ossia fotoni con energie
intorno al eV : questo signiﬁca che l'apparato risulta sensibile anche al singolo
elettrone che in media viene rilasciato al momento dell'assorbimento.
Inﬁne va sottolineato come l'astronomia non sia l'unico possibile campo di
applicazione di questa tecnologia: è infatti in fase di progettazione un nuovo
microchip di area superiore che integra una catena di condizionamento di
tipo counting con output digitale (a diﬀerenza dell'attuale di tipo integrale
con segnale analogico). Con questa soluzione si prospetta la possibilità di
fare imaging ad alta risoluzione ed elevata frequenza di campionamento, con
possibili applicazioni nel monitoraggio dei plasmi in fusione (dove l'uso di
questo tipo di detector è già stato sperimentato [66]) o in campo medico.
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