Field dependent thermoelectric properties of organic semiconductors-A tool to determine the nature of charge transport in materials exhibiting thermally activated transport INTRODUCTION Organic electronics is a rapidly developing field of research, leading to new paradigms in the design of light emitting diodes, 1 chemical sensors, 2,3 solar cells, 4 and biocompatible applications. 5, 6 Interest in employment of organic semiconductors for thermoelectric uses has risen in recent years too, leading to an increasing number of studies targeted towards mapping and understanding the thermoelectric attributes of these materials. [7] [8] [9] [10] Concurrently, advocacy has also been put forward towards using thermoelectric studies for gaining new insight regarding the fundamental mechanisms underlying charge transport in these systems and promoting more accurate representations of the phenomenon. [11] [12] [13] Charge transport in organic electronic devices has been in recent decades largely analyzed using the Gaussian disorder model (GDM) and its variants. [14] [15] [16] [17] [18] This set of models has been frequently utilized for device design and data analysis and has routinely yielded good agreement between experiments and model outputs. Nevertheless, its validity remains questioned due to the number of free parameters it possesses, the lack of a definitive physical meaning of its parameters and its deficiency to consistently account for sets of experiments, i.e., it is often unable to account for the data while keeping parameter values unchanged.
In an effort to promote the accuracy and credibility of charge transport modeling in disordered organic semiconductors, we have in a recent publication studied the quasiequilibrium thermoelectric properties of the GDM and its variants. 13 The implications of implementing thermoelectric studies in conjunction with standard transport ones were discussed as well, rooted in the augmentation of the extent of data to which transport models need to abide to, thus, reducing arbitrariness in the fitting of their outputs to experimental data.
In the present study, we wish to extend our investigation of the thermoelectric properties of the GDM and its variants into the realm of non-equilibrium transport, namely, the realm in which charge carriers are subject to a moderate to strong field bias. It is found that the system's Peltier coefficient, computed numerically, exhibits a field dependence stemming from carrier heating, [19] [20] [21] in qualitative similarity with behavior found in crystalline semiconductors. 22 Interestingly, it is found that introducing spatial correlations into the system's energetic disorder (i.e., implementing the correlated GDM (CGDM)) mounts to significant differences in the Peltier coefficient's field dependence from that obtained under the premise of the GDM. Moreover, considerable differences are found in the Peltier coefficient's field dependence between systems in which charge is transported by bare carriers and systems in which it is transported by polarons.
The described study was implemented using the concept of effective temperature. [19] [20] [21] Employing it entailed that while the system under investigation was subject to moderate or strong fields, the statistical distribution of charge carriers in it followed, to a good approximation, a Fermi-Dirac distribution parameterized by an effective temperature T Ef f and effective quasi-chemical potential (EQCP) l Ef f . Namely, carriers propagated through the system in a state of effective quasi-equilibrium characterized by a temperature higher than that of the system phonon bath. The Peltier coefficient was computed using Eq. (1) 23 
where in Eq. (1) q is the carrier charge, JðEÞ the system's energy dependent current density and J tot ¼ Ð 1 À1 JðEÞdE the total current density.
METHODS
Computing the field dependent Peltier coefficient via Eq. (1) required computing the system's energy dependent current density JðEÞ and the carrier EQCP. Monte-Carlo Simulations (MCS) were, thus, implemented to compute these quantities. To compute the energy dependent current density, we measured the distance propagated by carriers as a function of their energy DðEÞ. Simulations were initially allowed to reach steady state conditions upon which a histogram DðEÞ accounting for the accumulated distance propagated by carriers along the applied field bias as function of energy was constructed and subsequently maintained for the rest of the simulations run time. This entailed that every time a carrier hopped along the field bias from a site with energy E 0 to a site with energy E, the distance hopped over was added to DðE 0 Þ and DðEÞ. Conversely, when a carrier hopped against the field direction from a site with energy E 0 to a site with energy E, the distance hopped over was subtracted from DðE 0 Þ and DðEÞ. The energy dependent current density, proportional to DðEÞ, was subsequently obtained.
The described methodology was found to be efficient when applied in simulations run under moderate to high fields ðF ! 10 5 V=cmÞ, and hence, very short simulation times sufficed. A limited number of low field simulations ðF ¼ 10 3 V=cmÞ required, nevertheless, significantly longer simulation times due to circular carrier trajectories and adjacent site oscillations prevalent at low fields. 13, 25 An alternative methodology, described in Ref. 13 , circumventing these hindrances was, thus, implemented for the low field simulations. The EQCP and the system effective temperature were obtained by fitting Eq. (2) to the carrier occupation distributions (ODs) extracted from the MCS
where in Eq. (2) gðEÞ is the system electronic density of states (DOS) and f ðE; l Ef f ; T Ef f Þ the Fermi-Dirac distribution. The MCS were implemented on three dimensional cubic lattices for which periodic boundary conditions were defined. Each site in these lattices represented a localized electronic state and was assigned an energy drawn randomly from the system pre-assigned DOS which for concreteness was taken to be in the form of a Gaussian
where in Eq. (3) r represents the DOS standard deviation and N 0 the number of states per unit volume in the system. To enable comparison between systems in which energetic disorder was correlated with those in which it was not, MCS were also implemented under the premise of the CGDM. Spatial correlations were introduced following Ref. 26 . Here, each site in the system lattice was assigned an energy value U i drawn randomly from the DOS function and was subsequently replaced by a spatially averaged energy value calculated using Eqs. (4) and (5)
where in Eqs. (4) and (5) N is a normalization factor set to yield the desired DOS standard deviation and K is the cutoff radius determining the number of sites over which averaging is performed. Simulation dynamics were governed by stochastic charge carrier hopping events between lattice sites, where the occupancy of a single site by two carriers was prohibited due to the large Coulomb energy associated with closely placed carriers. To enable a comparison between the Peltier coefficient's field dependence under the premise of bare charge transport and polaron transport, both MillerAbrahams' 27 and Marcus theory's 28 hopping rate expressions were used, Eqs. (6) and (7) respectively
In Eqs. (6) and (7) which express the hopping rates between sites i and site j, E i , and E j represent the site energies, r ij the effective distance between the sites, and K B Boltzmann's constant. 0 in Eq. (6) represents the hopping attempt rate coefficient and E a in Eq. (7) represents the polaron activation energy. The transfer integral J connecting sites i and j, appearing in Eq. (7), was taken to be J ¼ J 0 exp ðÀcr ij Þ where c, also appearing in Eq. (6), is the carrier inverse localization length and J 0 is a constant prefactor. The time and destination of a hopping event in the simulations was determined by the drawing of a random dwell time via Eq. (8) for each of the 125 closest sites to a selected carrier's position and picking the site associated with the shortest drawn dwell time,
where x in Eq. (8) represents a number generated randomly within the interval [0,1]. In all simulations, the number of states per unit volume in the system was taken to be N 0 ¼ 10 21 cm À3 , meaning the average distance between nearest neighboring sites was a ¼ 10 À7 cm. The inverse localization length was taken to be c ¼ 5 Â 10 7 cm À1 and the system DOS standard deviation was set to r ¼ 3K B T 0 with T 0 ¼ 300 K. Further information regarding the implementation of the simulations can be found in Refs. 13, 25, and 29.
RESULTS
Typical ODs and energy dependent current density distributions obtained from the MCS are presented in Fig. 1 . Fig. 1(a) 
6 V=cm (circles), where for reference the normalized DOS function used in the simulations is displayed also. A considerable upward shift and broadening of the OD due to the increasing of the field bias can be observed. The best fits of Eq. (2) to the MCS ODs are presented in Fig. 1(a) as well (solid lines) , where the effective temperatures corresponding to the presented fits are T Ef f ¼ 304 K and T Ef f ¼ 786 K for the F ¼ 10 5 V=cm and
V=cm distributions, respectively. The normalized energy dependent current density distribution obtained from the F ¼ 10 5 V=cm MCS is presented in Fig. 1(b) . Presented along with it is the OD obtained from the same simulation (displayed in Fig. 1(a) as well) and the normalized system DOS. In similarity with the ODs, the energy dependent current density distributions shifted up in energy as field bias was increased, however, in a more subtle manner as will be observed.
The field dependence of the effective temperature, EQCP, transport energy, and the system's Peltier coefficient obtained under the premise of the GDM (squares) and the CGDM (triangles) is presented in Fig. 2 . The effective temperature and EQCP field dependences are displayed in Figs. 2(a) and 2(b), respectively. The error bars in the figures represent the parameters range over which reasonable fits of Eq. (2) to the ODs extracted from the MCS data were attainable. The effective temperature obtained from the GDM simulations can be seen to rise as the field bias is increased in accordance with previous studies, [19] [20] [21] while the EQCP is found to concurrently decrease. Both are found to saturate at F % 3 Â 10 6 , an effect which can be attributed to the system DOS energetic width relative to the energetic drop associated with hopping in the field direction (i.e., r % 0:077 eV < Fa ¼ 0:3 eV). Namely, for Miller Abrahams hopping (Eq. (6)) which is maximal for energetically downward hopping events, at such field magnitudes further increase of the field bias will not substantially increase the energetic range of sites in the system DOS to which carriers will be prone to hop to and therefore "heat up." We found that changing the carrier density up to moderate densities ðn ¼ 5 Â 10 17 cm À3 Þ did not affect effective temperature values, consistent with Ref. 21 . Nevertheless, increasing the carrier density in the system lead to the increase of the EQCP as could be expected.
Calculating the field dependent Peltier coefficient using Eq. (1) required extracting the energy dependent current density distributions from the MCS. The distributions' field dependence is depicted in Fig. 2(c) using the transport energy as defined in Eq. (9)
The transport energy as defined here refers to the average energy through which charge carriers propagate through the system. This definition needs to be differentiated, as has been pointed out in Ref. 30 , from the commonly referred to "transport energy" or "effective transport energy" which relates to the rate limiting step of the transport process and which meaning stems from the variable range hopping principle framework. 23, 31 In similarity with the effective temperature's field dependence, the transport energy rises as the field bias is increased and saturates at F % 3 Â 10 6 . However, it exhibits a more subtle field dependence than the EQCP, shifting by only DE ' 0:05 eV over the entire simulated range. No dependence of the transport energy on the simulated carrier density was found within the simulated range of parameters.
The Peltier coefficient field dependence under the premise of the GDM is displayed in Fig. 2(d) (squares) . It rises with field bias and features a distinct correlation in its field dependence with that of the effective temperature. Such a correlation could be expected given that the Peltier coefficient can be expressed as P ¼ 1=qðE t À l Ef f Þ. As with the effective temperature and the transport energy, altering the carrier density in the simulations did not qualitatively affect the Peltier coefficient's field dependence. Quantitatively, nevertheless, due to the EQCP's carrier density dependence, the Peltier coefficient was found to exhibit a carrier density dependence at all fields similar to that found in quasiequilibrium conditions. 13 To study the effects resulting from spatial correlations in the system's disorder, MCS were also implemented under the premise of the CGDM. The correlation parameter (defined in Eq. (5)) was set to K ¼ 3, representing realistically spatially correlated systems. 26 Results obtained from the CGDM simulations are presented in Fig. 2 (triangles) . In similarity with results obtained under the premise of the GDM (squares), a rise of the effective temperature (Fig.  2(a) ) and concurrent decrease of the EQCP (Fig. 2(b) ) until saturation is reached can be observed. Contrast between the two model outputs can be observed as well where the effective temperature rise and the EQCP concurrent fall within the CGDM occur at considerably lower fields, consistent with findings presented in Ref. 21 . The occurrence of carrier heating at lower fields within the CGDM can be linked to the extension of the Pool-Frenkel like effect into lower fields known to occur within the correlated GDM. 16, 26 Indeed, this linkage manifests the notion underlying the effective temperature concept which attributes the mobility's field dependence to carrier heating. [18] [19] [20] [21] The transport energy obtained from the CGDM MCS (triangles) is presented in Fig. 2(c) . It too, like the corresponding effective temperature rises at distinctly lower fields than the GDM's transport energy. The CGDM transport energy additionally maintains lower values than that of the GDM across the simulated range, consistently with results obtained previously at low field conditions. 13 We attribute these differences to the higher probability of carriers within the CGDM to locate hopping target sites nearer in energy to their origin site (due to the presence of energetic correlations between neighboring sites) when propagating through the system. Thus, in comparison with the GDM, the energetic difference between the carriers' OD and transport energy within the CGDM is smaller.
A comparison between the Peltier coefficient's field dependences obtained from the CGDM (triangles) and GDM (squares) (Fig. 2(d) ) leads to a similar observation to that obtained from comparing the corresponding effective temperature field dependences. Here too, the Peltier coefficient obtained from the CGDM rises at considerably lower fields than that of the GDM, the difference, bearing the potential for serving as a new platform for distinguishing between systems in which disorder is correlated and those in which it is not.
Determining the extent to which an experimentally measured system's activation energy originates from energetic disorder or from a polaronic reorganization energy has been regarded as another important yet elusive matter in the context of transport in disordered organic semiconductors. In Ref. 13 , a strategy to distinguish between these two contributors to the activation energy was proposed using Seebeck coefficient measurements. Here, the potential of employing field dependence Peltier coefficient measurements to distinguish between the two is explored. A comparison between results obtained from MCS implemented under the premise of the GDM and MCS implemented under the premise of the polaronic GDM is shown in Fig. 3 . GDM results are represented with squares and polaronic GDM results with triangles and circles. The effect of the polaron activation energy E a on the polaronic GDM outputs is examined as well and results obtained from simulations implemented with two different activation energies E a ¼ À0:125 eV and E a ¼ À0:25 eV are presented. A comparison between the systems' effective temperature and EQCP field dependences is presented in Figs. 3(a) and 3(b) , respectively. The effective temperature obtained from the polaronic GDM MCS rises with the field bias, as the EQCP concurrently decreases. In contrast, to the corresponding GDM outputs, however, and in consistency with Ref. 20 , their concurrent rise and decline is suppressed up to exceedingly high fields (F % 4 Â 10 6 V=cm), the suppression increasing as the polaron activation energy is raised.
A comparison between the transport energy field dependences obtained from the polaronic GDM simulations (triangles and circles) with that obtained from the GDM simulation (squares) is presented in Fig. 3(c) . The transport energy field dependences obtained from the polaronic GDM MCS are similar to that obtained from the GDM MCS up to F % 2 Â 10 6 V=cm, but in contrast to it do not exhibit saturation at high fields. The Peltier coefficient field dependences obtained from the two models are presented in Fig. 3(d) . As could be expected, the Peltier coefficient field dependences are correlated with the respective effective temperature field dependences shown in Fig. 3(a) . The Peltier coefficient rise with applied field under the premise of the polaronic GDM is, thus, suppressed, the suppression increasing as the polaron activation energy is raised. The suppression of carrier heating and the Peltier coefficient's increase with field under the premise of the polaronic GDM can be attributed to the increase of the polaronic charge transfer rate (Eq. (7)) with the magnitude of the energetic drop associated with a charge transfer event, namely, the deeper a site is energetically the more will carriers be prone to hop to it. This is in contrast with the Miller Abrahams hopping rate (Eq. (6)), which is independent of the magnitude of the energetic drop associated with a hopping event. 20 The comparison between the two models' Peltier coefficients illustrates how field dependent Peltier coefficient measurements can help determine the nature of charge carriers in systems which exhibit thermally activated transport. It should be additionally be borne in mind that systems which activation energy is predominantly polaronic will present negligible Peltier coefficient field dependences, rendering the difference between Polaron dominated systems and disorder dominated systems yet greater than observed in Fig. 3 .
CONCLUSIONS
To conclude, by implementing MCS and employing the effective temperature concept, we have investigated the effect of an applied field bias on a system's OD, energy dependent current density and Peltier coefficient under the premise of the GDM and its variants. The system Peltier coefficient was found to increase with field bias and to correlate with the system effective temperature. In consistency with previous results, the effective temperature rise with field bias was found to occur at substantially lower fields within the CGDM than within the GDM. Correspondingly, the Peltier coefficient's increase with field bias within the CGDM also occurred at lower fields than within the GDM. Conversely, a suppression of the Peltier coefficient's increase with field up to exceedingly high fields was found to occur under the premise of polaron transport, the suppression strength increasing with the polaron activation energy.
In light of the presented findings, we envision Peltier coefficient field dependence measurements, 32 to bear a potential of serving as a new tool for studying charge transport and thermoelectricity in disordered organic semiconductors and systems which exhibit thermally activated charge transport in general.
