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Abstract. We give an overview of new and existing cut- and flow-based
ILP formulations for the two-stage stochastic Steiner tree problem and
compare the strength of the LP relaxations.
1 Introduction
The Steiner tree problem (STP) is a classical network design problem: For an
undirected graph G = (V,E) with edge costs ce ∈ R≥0,∀e ∈ E, and a set of
terminals ∅ 6= T ⊆ V it asks for a minimum cost edge set E′ ⊆ E such that
G[E′] connects T . The decision problem of the STP is NP-complete [22], even in
case of edge weights 1 and 2 [1] or when the graph is planar [11]. It is solvable in
polynomial time if the graph is series-parallel (partial 2-tree) [32] and it is in FPT
with the parameter being the treewidth k (partial k-trees) [6] or the number of
terminals [10]. Moreover, the STP is approximable with a constant factor and the
currently best ratio is ln(4) + ε = 1.39 [5]. Moreover, ILP formulations and their
polytopes have been studied intensely in the 1990’s, see, e.g., [7–9,12,23,27].
The two-stage stochastic Steiner tree problem is a natural extension of the STP
to a two-stage stochastic combinatorial optimization problem; for an introduction
to stochastic programming see, e.g., [2,21,30]. In the first stage, today, it is possible
to buy some “profitable” edges while the terminal set and the edge costs are
subject to uncertainty. However, all possible outcomes are known and given by
a set of scenarios. In the second stage, in the future, one of the given scenarios
is realized and additional edges have to be installed in order to connect the now
known set of terminals. The objective is to make a decision about edges to be
purchased in the first stage and in each scenario such that the terminal sets in each
scenario are connected and the expected cost of the overall solution is minimized.
Formally, the stochastic Steiner tree problem (SSTP) is defined as follows: We
are given an undirected graph G = (V,E), first stage edge costs c0e ∈ R≥0,∀e ∈ E,
and a set of K ≥ 1 scenarios with K := {1, . . . ,K}. Each scenario k ∈ K is defined
by its probability pk ∈ (0; 1], second-stage edge costs cke ∈ R≥0,∀e ∈ E, and a set of
terminals ∅ 6= T k ⊆ V . Thereby, it holds∑k∈K pk = 1. A feasible solution consists
of K + 1 edge sets E0, . . . , EK ⊆ E such that G[E0 ∪ Ek] connects T k,∀k ∈ K.
The objective is to minimize the expected cost
∑
e∈E0 c
0
e +
∑
k∈K p
k
∑
e∈Ek c
k
e .
The expected cost of an edge e ∈ E is defined as c∗e :=
∑
k∈K p
kcke . W.l.o.g. one
can assume that c0e < c
∗
e,∀e ∈ E; otherwise, this edge would never be purchased
in the first stage since it can be installed in every scenario at the same or cheaper
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Fig. 1. A simple example for the SSTP where the optimum first stage solution is dis-
connected. There exists only one scenario (connect terminals r and 3) and edge costs for
the first stage and the scenario, respectively, are written above the edges. The optimum
solution selects edges {r, 1}, {2, 3} in the first stage and {1, 2} in the scenario with overall
cost 3. Interpreted as rSSTP instance this example shows that applying the assumption
“c0e < c
∗
e ,∀e ∈ E” is not feasible, cf. text. For the rSSTP the optimum solution uses all
edges in the first stage with overall cost 12. Disabling e2 in the first stage would imply
cost 13.
cost. On the other hand it is also valid to assume c0e > mink∈K{pkcke},∀e ∈ E,
since this edge would never be installed in any scenario.
Notice that for the SSTP the optimum first stage solution E0 does not have to
be connected. In particular, it is easy to construct instances with the optimum first
stage solution being a forest, cf. Figure 1 and Figure 2 in Section 3.3. However,
fragmented solutions might be unreasonable in practical settings. For example, if
new cables or pipes are installed in a city one would prefer starting at one point
and connecting adjacent streets first and not by digging in several parts of the
city simultaneously.
This leads to the rooted stochastic Steiner tree problem (rSSTP) which is de-
fined similarly to the SSTP. It additionally has a root node r ∈ V which is a
terminal in each scenario, i.e., r ∈ T k,∀k ∈ K. Then, a feasible solution again
consists of K + 1 edge sets E0, . . . , EK ⊆ E such that G[E0 ∪ Ek] connects
T k,∀k ∈ K, but it is required that G[E0] is a tree containing r. As for the SSTP
the objective is to minimize the expected cost.
Notice that the assumption c0e < c
∗
e,∀e ∈ E, as for the SSTP, is not valid for
the rSSTP due to the necessary first stage tree. This is shown by Figure 1; here,
edge e2 would be disabled in the first stage which prohibits the optimum solution.
By swapping first- and second-stage edge costs this example shows that this holds
for assumption c0e > mink∈K{pkcke} as well.
Organization. We start in Section 2 with an overview of the related work. Section
3 introduces known and new ILP formulations based on undirected cuts and flows
(Section 3.1), stronger semi-directed formulations by using orientations properties
(Section 3.2), and directed formulations for the rooted SSTP (Section 3.3). In the
last part, in Section 4, all described ILP formulations are compared by considering
the strength of their LP relaxations.
2 Related work
Approximations. Although the STP allows constant factor approximations the
stochastic problems are harder to approximate. [29] showed that the group Steiner
tree problem, which is Ω(log2−ε n)-hard to approximate, can be reduced to the
stochastic shortest path problem (a special case of the (r)SSTP). Nevertheless,
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in literature stochastic versions of the STP have been mostly investigated for
approximation algorithms. Due to the inapproximability results restricted versions
have been considered to obtain approximation algorithms, e.g., by introducing
a fixed and/or uniform inflation factor or a global terminal (a vertex being a
terminal in all scenarios). Moreover, different models of scenario representations
are used. Here, we concentrate on the finite/polynomial scenario model where the
random variables of the stochastic problems are assumed to have finite support.
Other publications consider the black box/oracle model. For an overview of these
concepts see, e.g., [31].
[18] consider the SSTP with K inflation factors and a global terminal and
present a 40-approximation. [14] consider the problem with a uniform fixed infla-
tion factor but without global terminal and describe a constant factor approxima-
tion.
For the black box/oracle model there exist several approximation algorithms
which are based on the idea of scenario sampling. [20] present an O(log n)-appro-
ximation algorithm for a problem which is restricted by a uniform inflation factor.
[16,17] introduce the concept of boosted sampling and consider the problem with
a global terminal and a uniform inflation factor; their approximation algorithm
has a ratio of 3.55. A similar problem is considered by [31] who present a 4-
approximation. [15] approximate a problem without global terminal. This problem
has a fixed uniform inflation factor and the presented algorithm has a ratio of 12.6.
[13] consider no uniform inflation factor but there are only two cost functions
for the first stage edges and one for the second-stage edges. The problem is shown
to be at least Ω(log log n)-hard and an approximation algorithm with a polyloga-
rithmic approximation ratio is given.
Related publications. Among others, the approach by [18] is based on a primal-
dual scheme where an undirected cut- and flow-based formulation is used. [4]
describe a stronger semi-directed cut-based formulation for the SSTP, apply a
Benders decomposition/two-stage branch&cut approach, and present an experi-
mental study. [19] describe a heuristic for the SSTP which is compared to the
exact approach experimentally. [25,26] expand the SSTP to stochastic survivable
network design problems and undirected and semi-directed cut-based formulations
are introduced.
Last but not least, fixed parameter tractable algorithms are described for the
stochastic problems with parameter overall number of terminals [24] and on partial
2-trees with parameter number of scenarios [3].
3 ILP formulations
We start by introducing undirected cut- and flow-based formulations for the SSTP
in Section 3.1. Afterwards we consider semi-directed models in Section 3.2. The
rooted version can be modeled by stronger directed formulations which are de-
scribed in Section 3.3. Finally, Section 3.4 deals with additional constraints for
the described models.
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Notations and definitions. We always use the upper index 0 to indicate the first
stage and indices 1, . . . ,K for the K scenarios, e.g., x0 is the vector of undirected
edge variables of the first stage and y1 and zk are directed arc variables of the
first and kth scenario, respectively. To shorten the notation we use the superscript
1 . . .K to abbreviate K combined scenario vectors: the vector x1...K is the trans-
posed concatenation of the vectors x1, . . . , xK , i.e., x1...K = ((x1)>, . . . , (xK)>)>.
We use 0 . . .K analogously. Moreover, if, e.g., x0 and y1...K are variable vectors
we abbreviate the vector ((x0)>, (y1...K)>)> by (x0, y1...K).
For an undirected weighted graph G = (V,E) with edge cost ce,∀e ∈ E,
the bidirection of G is the directed graph G¯ = (V,A) with the arc set A :=⋃
{i,j}∈E{(i, j), (j, i)} and arc costs cij = cji = ce,∀e = {i, j} ∈ E. We use the
common abbreviations for undirected and directed cuts for a vertex set ∅ 6= S ⊂
V : δ(S) = {e ∈ E | |e ∩ S| = 1} and δ−(S) = {(i, j) ∈ A | i 6∈ S, j ∈ S}.
Moreover, if x is a variable vector for undirected edges and z for directed arcs we
use x(E′) =
∑
e∈E′ xe and z(A
′) =
∑
a∈A′ za.
In the semi-directed formulations each scenario k ∈ K has a designated root
vertex rk ∈ T k. Then, let T kr := T k\{rk} and V kr := V \ {rk}. Moreover, let t∗r :=∑
k∈K |T kr |. In the directed formulations with root node r we have Vr := V \{r}
and T kr := T
k\{r},∀k ∈ K.
3.1 Undirected formulations
Undirected cut formulation. The following IP is a formulation based on undirected
cuts and was frequently considered in literature, e.g., by [18]. It is the classical
expansion of the undirected cut formulation for the STP, see, e.g., [23,27]. Binary
decision variables for the first stage edges are denoted by x0e,∀e ∈ E, and scenario
edges of the kth scenario by xke ,∀e ∈ E,∀k ∈ K. The objective is to minimize the
expected cost which is the sum of the selected first stage edges plus the sum of
second-stage edges weighted by the scenario probability.
(SSTPuc) min
∑
e∈E
c0ex
0
e +
∑
k∈K
pk
∑
e∈E
ckex
k
e
s.t. (x0 + xk)(δ(S)) ≥ 1 ∀k ∈ K,∀S ⊆ V : ∅ 6= T k ∩ S 6= T k (1)
x0 ∈ {0, 1}|E| (2)
x1...K ∈ {0, 1}|E|·K (3)
Constraints (1) are undirected cuts ensuring the connectivity of each scenario
terminal set. Thereby, first-stage and second-stage edges can be used to satisfy a
cut S ⊆ V ; we use the notation (x0 + xk)(δ(S)) = ∑e∈δ(S) x0e + xke .
Undirected flow formulation. Here, we present a similar model to the one intro-
duced by [18]. We modify the model such that we have a flow only in the second
stage. Thereby, the flow can be constructed by using selected first-stage or second-
stage edges.
We again use variables x0 and xk,∀k ∈ K, for modeling the solution edges.
Moreover, the bidirection with arc set A is considered and a flow f is computed
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in each scenario k ∈ K from a designated root node rk ∈ T k to each terminal. We
use variables fk,tij for each scenario k ∈ K, arc (i, j) ∈ A, and terminal t ∈ T kr .
The undirected flow model for the SSTP then reads as follows:
(SSTPuf) min
∑
e∈E
c0ex
0
e +
∑
k∈K
pk
∑
e∈E
cke(x
k
e − x0e)
s.t. x0e + x
k
e ≥ fk,tij ,
x0e + x
k
e ≥ fk,tji ∀k ∈ K,∀e = {i, j} ∈ E,∀t ∈ T kr (4)
∑
(h,i)∈A
fk,thi −
∑
(i,j)∈A
fk,tij =

−1, if i = rk
1, if i = t
0, otherwise
 ∀k ∈ K,∀t ∈ T
k
r ,
∀i ∈ V (5)
f ∈ [0, 1]|A|·t∗r (6)
x0 ∈ {0, 1}|E| (7)
x1...K ∈ {0, 1}|E|·K (8)
In this model there has to be one unit of flow in each scenario from the root
to each terminal. This is enforced by the flow conservation constraints (5); the
root has one outgoing flow (first case), the terminal one ingoing flow (second
case), and for all other vertices the ingoing flow equals the outgoing flow. Edges
which are used for routing the flow are selected as solution edges by the capacity
constraints (4), either as first-stage or as second-stage edges. It is easy to see that
the formulation (SSTPuf) is valid and that it is equivalent to the one introduced
by [18].
Due to the deterministic STP it is not surprising that the cut-based formulation
is equivalent to the flow formulation, cf. Section 4. However, there exist stronger
formulations by using orientation properties.
3.2 Semi-directed formulations
Semi-directed cut formulations. In the following we introduce three semi-directed
cut-based formulations for the SSTP. All models are based on the application of
orientation properties like in the directed cut formulation for the STP. However,
edge variables x0 for the first stage remain undirected in all semi-directed formu-
lations. As will be discussed at the beginning of Section 3.3, using a directed first
stage is difficult and no stronger formulation is known. On the other hand, it is
possible to consider the bidirected input graph G¯ = (V,A) in the second stage.
In the first semi-directed model we use arc variables zka ,∀a ∈ A,∀k ∈ K. We
search for a first-stage edge set E0 and second-stage arc sets A1, . . . , AK such that
E0∪Ak contains a semi-directed path from a designated terminal rk ∈ T k to each
terminal in T kr , for all scenarios k ∈ K. In other words, A0 ∪ Ak has to contain a
feasible arborescence for all scenarios k ∈ K, with A0 := ⋃{i,j}∈E0{(i, j), (j, i)}.
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To shorten the notation we write (x0 + zk)(δ−(S)) := x0(δ(S)) + zk(δ−(S)) =∑
(i,j)∈δ−(S) x
0
{i,j} + z
k
ij for semi-directed cuts.
(SSTPsdc1) min
∑
e∈E
c0ex
0
e +
∑
k∈K
pk
∑
e={i,j}∈E
cke(z
k
ij + z
k
ji)
s.t. (x0 + zk)(δ−(S)) ≥ 1 ∀k ∈ K,∀S ⊆ V kr : S ∩ T kr 6= ∅ (9)
x0 ∈ {0, 1}|E| (10)
z1...K ∈ {0, 1}|A|·K (11)
This first formulation uses semi-directed cuts, i.e., each cut (9) for scenario k ∈
K can be fulfilled by first-stage edges or by second-stage arcs from this scenario.
Lemma 1. Formulation (SSTPsdc1) models the stochastic Steiner tree problem
correctly.
Proof. Let E˜0, E˜1, . . . , E˜K be an optimum solution for the stochastic Steiner tree
problem. Since this solution connects all terminals in all scenarios we can easily
find 0/1-values for x0 and zk,∀k ∈ K, respectively, by using exactly the edges
E˜0, . . . , E˜K such that there is a semi-directed path from rk to each terminal in
T kr ,∀k ∈ K.
On the other hand, due to constraints (9) an optimum solution (x˜0, z˜1...K)
to (SSTPsdc1) connects the designated root node r
k with semi-directed paths to
each terminal in T kr , for all scenarios k ∈ K. Hence, using the selected undirected
first-stage edges plus the undirected counterparts of the second-stage arcs gives a
feasible solution to the SSTP with the same objective value. uunionsq
In formulation (SSTPsdc1) a selected first-stage edge fulfills all related semi-
directed cuts. Hence, in the extreme case when all terminals are connected via
first-stage edges this model is not stronger than the undirected model.
This drawback is overcome by the second semi-directed formulation [4]. It is
based on additional capacity constraints which enforce that selected first-stage
edges have to be incorporated into the second-stage solution: Each selected first-
stage edge has to be oriented such that a feasible arborescence is established in
each scenario. Due to this change, the cut constraints are now purely directed and
contain only second-stage arc variables y1...K . Because of the different meaning
of the second-stage arc variables we use the identifier y1...K instead of z1...K as
in (SSTPsdc1). The second semi-directed cut formulation for the SSTP reads as
follows:
(SSTPsdc2) min
∑
e∈E
c0ex
0
e +
∑
k∈K
pk
∑
e={i,j}∈E
cke(y
k
ij + y
k
ji − x0e)
s.t. yk(δ−(S)) ≥ 1 ∀k ∈ K,∀S ⊆ V kr : S ∩ T kr 6= ∅ (12)
ykij + y
k
ji ≥ x0e ∀k ∈ K,∀e = {i, j} ∈ E (13)
x0 ∈ {0, 1}|E| (14)
y1...K ∈ {0, 1}|A|·K (15)
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This formulation is basically a union of K directed Steiner tree formulations
joined by the first stage through capacity constraints (13). Compared to the pre-
vious cut-based formulations the objective function contains a corrective term for
subtracting the additional cost that results from these constraints.
Lemma 2 ([4]). Formulation (SSTPsdc2) models the stochastic Steiner tree prob-
lem correctly.
Proof. An optimum solution E˜0, E˜1, . . . , E˜K to the SSTP can be easily trans-
lated into a feasible solution for model (SSTPsdc2) by using the edge set E˜
0 ∪ E˜k
for finding a feasible arborescence in each scenario k ∈ K; then let variables x0
represent E˜0 and set arc variables yk according to the arborescences, ∀k ∈ K.
Contrarily, due to the correctness of the directed cut formulation for the
deterministic STP an optimum solution (x˜0, y˜1...K) to (SSTPsdc2) contains an
rk-rooted arborescence in each scenario k ∈ K. Hence, E˜0, E˜1, . . . , E˜K , with
E˜0 := {e ∈ E | x˜0e = 1} and ∀k ∈ K : E˜k := {e = {i, j} ∈ E | y˜kij = 1 ∨ y˜kji = 1}, is
a feasible solution with the same objective value. uunionsq
Let (SSTPrel:x
0
sdc2 ) denote formulation (SSTPsdc2) with the integrality constraint
(14) being relaxed to x0 ∈ [0, 1]|E|.
Lemma 3 ([4]). The optimum solution to (SSTPrel:x
0
sdc2 ) is integer.
Proof. Assume there exists an optimum solution (x˜0, y˜1...K) to (SSTPrel:x
0
sdc2 ) that
is non-integer. Let variable x˜0e corresponding to edge e = {i, j} ∈ E be fractional,
i.e., 0 < x˜0e < 1. The term in the objective function corresponding to edge e is:
c0ex˜
0
e +
∑
k∈K
pkcke(y˜
k
ij + y˜
k
ji − x˜0e)
= c0ex˜
0
e −
∑
k∈K
pkcke x˜
0
e +
∑
k∈K
pkcke(y˜
k
ij + y˜
k
ji)
= (c0e − c∗e)x˜0e +
∑
k∈K
pkcke(y˜
k
ij + y˜
k
ji)
In case c0e < c
∗
e set x˜
0
e := 1 and if c
0
e > c
∗
e set x˜
0
e := 0. In both cases the
resulting solution is still feasible: Constraint (13) together with the integrality of
y1...K ensures that for all scenarios k ∈ K it holds y˜kij + y˜kji ≥ 1 and hence, (13) is
still satisfied. Moreover, the objective value improves which is a contradiction.
In case c0e = c
∗
e variable x
0
e has coefficient 0 in the objective function and can
be fixed to x˜0e := 0. uunionsq
We like to shortly revisit formulation (SSTPuc) based on undirected cuts. No-
tice that by adding similar capacity constraints xke ≥ x0e,∀k ∈ K,∀e ∈ E, the
undirected cuts (1) contain only second-stage variables, as in model (SSTPsdc2).
Moreover, it is possible to relax the first-stage variables to x0 ∈ [0, 1]|E| without
violating overall integrality; the proof is very similar to the one of Lemma (3).
On the other hand, these modifications do not influence the strength of the LP
relaxation and this formulation is as strong as (SSTPuc).
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We close the discussion on semi-directed cut-based formulations by rewriting
the objective function of (SSTPsdc2). By moving the first-stage variables to the
first sum gives the following formulation (SSTPsdc2∗) ([4]):
(SSTPsdc2∗) min
∑
e∈E
(c0e − c∗e)x0e+
∑
k∈K
pk
∑
e={i,j}∈E
cke(y
k
ij + y
k
ji)
s.t. (x0, y1...K) satisfies (12)–(15)
Obviously, (SSTPsdc2∗) and (SSTPsdc2) are identical. However, when the model
gets decomposed with Benders’ decomposition the modified objective function
does matter, cf. [4]. Then, the master problem of formulation (SSTPsdc2∗) has
negative coefficients (since c∗e > c
0
e) whereas the coefficients in the master problem
of (SSTPsdc2) are non-negative. Moreover, this change affects the primal and dual
subproblems and in particular, the generated optimality cuts.
Semi-directed flow formulation. The flow formulation can be strengthened as in
the deterministic setting. One simply has to enforce that a selected undirected
edge cannot be used for routing flow in both directions at the same time, i.e.,
for one commodity. Therefore, directed arc variables yk,∀k ∈ K, are used and
constraints (4) are replaced by the stronger constraints (16). To highlight the
connection to formulation (SSTPsdc2) we use the same capacity constraints (17).
(SSTPsdf) min
∑
e∈E
c0ex
0
e +
∑
k∈K
pk
∑
e={i,j}∈E
cke(y
k
ij + y
k
ji − x0e)
s.t. f satisfies (5)
ykij ≥ fk,tij ∀k ∈ K,∀(i, j) ∈ A,∀t ∈ T kr (16)
ykij + y
k
ji ≥ x0e ∀k ∈ K,∀e = {i, j} ∈ E (17)
f ∈ [0, 1]|A|·t∗r (18)
x0 ∈ {0, 1}|E| (19)
y1...K ∈ {0, 1}|A|·K (20)
Formulation (SSTPsdf) is the equivalent to (SSTPsdc2): instead of satisfying
directed cuts one has to find a feasible flow in each scenario and moreover, the
scenarios are linked by the first-stage and capacity constraints (17).
Observation 4. Formulation (SSTPsdf) models the stochastic Steiner tree prob-
lem correctly.
3.3 Directed formulations
Formulating the SSTP with a directed first stage causes difficulties when first-
stage solutions are disconnected. Consider Figure 2 which depicts such an example.
Here, the optimum first-stage solution is disconnected as shown in Figure 2 (a).
The optimum arborecences of the two scenarios are given in (b). In particular,
edge e4 is used in direction (3, 4) in the first and direction (4, 3) in the second
scenario. Hence, already fixing an orientation in the first stage omits an optimum
scenario solution—or at least, makes the corresponding solution more expensive.
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Fig. 2. (a) An SSTP instance with two equally probable scenarios with identical terminal
set {1,3,4}; the edge costs for the first stage and the two scenarios are written next to the
edges (i.e., first stage/first scenario/second scenario) with M being a sufficiently large
positive value. The optimum solution edges of the first stage are highlighted by thick
edges; scenario 1 and 2 additionally purchase edge e2 and e3, respectively. The optimum
solution has cost 1+1+0.5 ·10+0.5 ·10 = 12. (b) Minimum arborescences (yk-values) in
the scenarios for formulation (SSTPsdc2). Solid arcs represent the first and dashed arcs
the second scenario.
Directed cut formulations for the rSSTP. While we are not aware of a fully directed
and stronger cut-based formulation for the SSTP the rooted version of the SSTP
permits a model with directed cuts only. For the following formulations we again
consider the weighted bidirection G¯ = (V,A) of the input graph.
The first formulation is called (rSSTPdc1); afterwards, we introduce two more
formulations (rSSTPdc2) and (rSSTPdc2∗), respectively, similar to the semi-directed
case. We use directed arc variables z0 and zk for the first and second stage in sce-
nario k ∈ K, respectively.
Constraints (22) are directed cuts ensuring a feasible arborescence in each
scenario consisting of first and second-stage arcs. Moreover, the additional directed
cuts (21) are used to enforce the required first-stage tree.
(rSSTPdc1) min
∑
a∈A
c0az
0
a +
∑
k∈K
pk
∑
a∈A
ckaz
k
a
s.t. z0(δ−(S)) ≥ z0(δ−(v)) ∀∅ 6= S ⊆ Vr,∀v ∈ S (21)
(z0 + zk)(δ−(S)) ≥ 1 ∀k ∈ K,∀S ⊆ Vr : S ∩ T kr 6= ∅ (22)
z0 ∈ {0, 1}|A| (23)
z1...K ∈ {0, 1}|A|·K (24)
Lemma 5. Formulation (rSSTPdc1) models the rooted stochastic Steiner tree prob-
lem correctly.
Proof. Let E˜0, E˜1, . . . , E˜K describe an optimum rSSTP solution. Since E˜0 induces
a tree the edges can be oriented from the root r outwards. Then, it is clear that for
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each scenario k ∈ K the edge set E˜k can be oriented such that E˜0∪E˜k contains an
arborescence with directed paths from r to each terminal. This orienting procedure
gives a solution to (rSSTPdc1).
On the other hand, an optimum solution to (rSSTPdc1) guarantees that every
terminal is reachable by a directed path from the root node due to constraints
(22). Moreover, constraints (21) plus the objective function ensure that the first
stage is a tree rooted at r. Hence, the related undirected edges yield a feasible
solution to the rSSTP. uunionsq
It is possible to use the same idea leading to the semi-directed formulation
(SSTPsdc2) for another directed formulation for the rSSTP. The variable identifier
for the first-stage arcs is z0 and the arc variables for the K scenarios are y1...K .
Again, we use identifier y due to the different meaning: scenario arcs already
contain selected first-stage arcs.
(rSSTPdc2) min
∑
a∈A
c0az
0
a +
∑
k∈K
pk
∑
a∈A
cka(y
k
a − z0a)
s.t. z0(δ−(S)) ≥ z0(δ−(v)) ∀∅ 6= S ⊆ Vr,∀v ∈ S (25)
yk(δ−(S)) ≥ 1 ∀k ∈ K,∀S ⊆ Vr : S ∩ T kr 6= ∅ (26)
ykij ≥ z0ij ∀k ∈ K,∀(i, j) ∈ A (27)
z0 ∈ {0, 1}|A| (28)
y1...K ∈ {0, 1}|A|·K (29)
Constraints (25) are identical to constraints (21) in (rSSTPdc1) and model the
first-stage tree. Capacity constraints (27) enforce the selection of used first-stage
arcs in each scenario. Again, the objective function contains a corrective term for
the additional cost. Then, the directed cuts (26) in the scenarios contain only
variables y.
Observation 6. Formulation (rSSTPdc2) models the rooted stochastic Steiner
tree problem correctly.
The objective function of model (rSSTPdc2) can be rewritten analogously
to the semi-directed formulation. We call the resulting formulation (rSSTPdc2∗)
which is equivalent to (rSSTPdc2) but the change in the objective function matters
when a decomposition is applied.
(rSSTPdc2∗) min
∑
a∈A
(c0a − c∗a)z0a +
∑
k∈K
pk
∑
a∈A
ckay
k
a
s.t. (z0, y1...K) satisfies (25)–(29)
If c0a < c
∗
a :=
∑
k∈K p
kcka holds for all arcs a ∈ A we can again relax the
integrality restrictions on the first-stage variables without losing overall integrality.
Let (rSSTPrel:z0dc2 ) denote formulation (rSSTPdc2) with the integrality constraint
(28) being relaxed to z0 ∈ [0, 1]|A|.
Theorem 7. If it holds c0a < c
∗
a,∀a ∈ A, the optimum solution to (rSSTPrel:z0dc2 )
is integer.
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Proof. Let (z˜0, y˜1...K) denote an optimum solution to (rSSTPrel:z0dc2 ) that is non-
integer. Now consider an arc α ∈ A with 0 < z˜0α < 1 defined as follows. If there
exists a fractional arc (r, j) we set α := (r, j). Otherwise, we set α := (i, j) such
that the directed path P from the root r to vertex i consists only of selected arcs,
i.e., z˜0a = 1,∀a ∈ P . Notice that arc α is well-defined due to constraints (25).
We consider three main cases. In each case we construct a feasible solution
(zˆ0, yˆ1...K) with a better objective value than by (z˜0, y˜1...K). We always start with
the solution (zˆ0, yˆ1...K) with zˆ0 := z˜0, yˆ1...K := y˜1...K and describe the necessary
modifications.
Case 1: α = (i, r). Since α is an ingoing arc of the root r it is not contained
in any directed cut. Hence, setting zˆ0α := 0 and yˆ
k
α := 0,∀k ∈ K, gives a better
solution.
Case 2: α = (r, j). In this case set zˆ0α := 1. First, notice that the objective
value improves since the term in the objective function with respect to arc α is
c0αz˜
0
α +
∑
k∈K p
kckα(y˜
k
α − z˜0α) = c0αz˜0α +
∑
k∈K p
kckα(1− z˜0α) = (c0α − c∗α)z˜0α + c∗α and
c0α < c
∗
α.
Second, we argue that the solution (zˆ0, yˆ1...K) is feasible. Since yˆ1...K = y˜1...K
we do not need to consider constraints (26). Constraints (25) are only crucial for
vertex j since for all other vertices the right-hand side does not change and the
left-hand side does not decrease. For vertex j notice that z0α is contained in the
left-hand and in the right-hand side of any constraint; hence, the constraints are
still satisfied. Constraint (27) is also only interesting for arc α; but since z˜0α > 0
it holds yˆkα = y˜
k
α = 1 and the constraint is also still satisfied.
Case 3: α = (i, j) with i 6= r, j 6= r. Let L := {` ∈ V | (`, j) ∈ A, ` 6= i, z˜0`j > 0},
i.e., L is the set of vertices ` 6= i with a (fractionally) selected arc (`, j).
Case 3.1: L = ∅. Hence, arc α is the only ingoing arc of j with z˜0·,j > 0. In this
case we set zˆ0α := 1.
The arguments are similar to Case 2. Again, the objective value improves and
constraints (26) and (27) are still satisfied. Constraints (25) are again only crucial
for vertex j and are satisfied due to the properties of arc α: Recall that we set α
such that the directed path P from r to i consists of arcs a with z˜0a = 1,∀a ∈ P .
Hence, any cut S with j ∈ S, r 6∈ S satisfies zˆ0(δ−(S)) ≥ z˜0(δ−(S)) ≥ 1 =
zˆ0(δ−(j)).
Case 3.2: L 6= ∅. Since L 6= ∅ there exists at least one arc (`, j) with z˜0`j >
0, ` 6= i.
Hence, due to capacity constraints (27) it holds y˜k(δ−(j)) = 1+ |L| ≥ 2 in any
scenario k ∈ K. Since directed cuts have a left-hand side of 1 it is obvious that
this solution is non-optimal.
Now, set zˆ0α := 1, zˆ
0
`j := 0,∀` ∈ L, and yˆk`j := 0,∀` ∈ L,∀k ∈ K. First, we
argue that this solution has a better objective value and afterwards, we discuss
its feasibility.
As discussed in Case 2 increasing zˆ0α leads to a decrease of the objective value.
Moreover, deleting arcs from the solution by setting zˆ0`j := 0,∀` ∈ L, and yˆk`j :=
0,∀` ∈ L,∀k ∈ K, improves the objective, too. Hence, the newly constructed
solution has a better objective value.
To show the feasibility of this solution we consider the constraints one by one.
Capacity constraints (27) are satisfied by construction. The directed cuts in the
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Fig. 3. Instance for the STP where the directed cut formulation has an integrality gap of
10/9. All edge costs are 1 and terminals are drawn as rectangles. (a) shows the optimum
fractional solution (dashed arcs are set to 0.5) whereas (b) depicts an optimum integer
solution. This graph can be used to construct an rSSTP-instance where the optimum
solution to (rSSTPrel:z0dc1 ) is fractional but (rSSTP
rel:z0
dc2 ) is integer, cf. text.
scenarios (26) are satisfied for every valid cut S 3 j since S crosses the path P or
arc α where each arc a ∈ P ∪ α has a value yˆka = 1,∀k ∈ K, such that it holds
yˆk(δ−(S)) ≥ 1. All other valid cuts S 63 j are still satisfied since the arc variables
crossing the cuts are not modified.
Last but not least, we have to consider constraints (25); here, the arguments are
very similar. Consider any valid cut S for constraint (25). If j 6∈ S the constraint
is still satisfied since the related arc variables are unchanged. In case j ∈ S the
cut S crosses P ∪ α such that (i) zˆ0(δ−(S)) ≥ 1. Since arc costs are non-negative
and the right-hand side of the directed cuts is 1 any optimum solution satisfies
(ii) z0(δ−(v)) ≤ 1,∀v ∈ V . We modified z0 such that (iii) zˆ0(δ−(v)) = 1,∀v ∈ V .
Combining (i)–(iii) shows that constraints (25) are satisfied. uunionsq
We like to shortly revisit the first directed cut formulation (rSSTPdc1) and
show that (rSSTPrel:z0dc1 ) does not have the latter property; let (rSSTP
rel:z0
dc1 ) denote
formulation (rSSTPdc1) with relaxed first-stage variables z
0 ∈ [0, 1]|A|. An exam-
ple is given by Figure 3 (a). The corresponding undirected graph depicts a classical
instance for the deterministic STP (cf. e.g., [28]) where the directed cut formu-
lation has an integrality gap—here it is 10/9. Now, consider an rSSTP-instance
on that graph that contains one scenario with the four terminals {1, 4, 5, 6} and
with vertex 1 being the root r. Moreover, let the cost in the first stage be 1 for
each edge and in the scenario 2 for each edge such that (rSSTPrel:z0dc1 ) connects
all terminals already in the first stage. Figure 3 (a) gives the optimum solution
with cost 4.5 for model (rSSTPrel:z0dc1 ) where each dashed arc a is set to z
0
a := 0.5;
moreover, z1...K := 0 is integer. Figure 3 (b) depicts the first stage of an optimum
solution with cost 5 for the described rSSTP-instance which is also the optimum
solution to (rSSTPrel:z0dc2 ).
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Directed flow formulations for the rSSTP. We close the discussion on formulations
for the rooted stochastic Steiner tree problem by introducing a polynomially sized
model. This formulation is again flow-based. Compared to the previously intro-
duced flow formulations it requires additional node variables w0v ∈ {0, 1},∀v ∈ V ,
and additional first-stage flow variables f0,vij ,∀v ∈ Vr,∀(i, j) ∈ A, for ensuring the
first-stage tree.
The description of the formulation is split into several parts for better readabil-
ity. First, we introduce the variables. The solution is represented by arc variables
z0 for the first stage and y1...K for the K scenarios. We again use capacity con-
straints to ensure that each first-stage arc is also used in each scenario. Hence, we
have the same identifiers y1...K for the second stage.
As for the semi-directed flow formulations we have flow variables fk,tij for each
scenario k ∈ K, terminal t ∈ T kr , and arc (i, j) ∈ A. Moreover, we use the already
mentioned flow variables f0,vij and binary node variables w
0
v for the first stage.
f0 ∈ [0, 1]|Vr|·|A| (30)
f1...K ∈ [0, 1]|A|·t∗r (31)
z0 ∈ {0, 1}|A| (32)
w0 ∈ {0, 1}|Vr| (33)
y1...K ∈ {0, 1}|A|·K (34)
The constraints which contain first-stage variables are given as follows. Thereby,
w0v = 1 implies that vertex v is contained in the first-stage tree. In this case a flow
of unit one needs to be send from the root to this vertex. This is ensured by
the classical flow conservation constraints (37); here with the right-hand side w0i
and −w0i , respectively. Constraints (36) ensure the correct assignment of the node
variables.
z0ij ≥ f0,vij ∀v ∈ Vr,∀(i, j) ∈ A (35)
w0v ≥ z0(δ−(v)) ∀v ∈ Vr (36)
∑
(h,i)∈A
f0,vhi −
∑
(i,j)∈A
f0,vij =

w0v, if i = r
−w0v, if i = v
0, otherwise
 ∀v ∈ Vr,∀i ∈ V (37)
Again, we use capacity constraints (38) to ensure that each first-stage arc is
also used in each scenario. These constraints link the first and second stage and
they are the only constraints using both first and second-stage variables.
ykij ≥ z0ij ∀k ∈ K,∀(i, j) ∈ A (38)
The remaining constraints are identical to the constraints in the semi-directed
flow formulation. They ensure that all arcs used for routing flow are also purchased
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in the objective function and that the constructed flow is valid.
ykij ≥ fk,tij ∀k ∈ K,∀(i, j) ∈ A,∀t ∈ T kr (39)
∑
(h,i)∈A
fk,thi −
∑
(i,j)∈A
fk,tij =

1, if i = r
−1, if i = t
0, otherwise
 ∀k ∈ K,∀t ∈ T
k
r ,
∀i ∈ V (40)
Finally, the directed flow-based formulation reads as follows:
(rSSTPdf) min
∑
a∈A
c0az
0
a+
∑
k∈K
pk
∑
a∈A
cka(y
k
a − z0a)
s.t. (z0, y1...K , w0, f) satisfies (30)–(40)
Observation 8. Formulation (rSSTPdf) models the rooted stochastic Steiner tree
problem correctly.
3.4 Additional constraints
It is possible to expand the formulations for the (r)SSTP by further inequalities
which are valid for the deterministic STP as described by, e.g., [23] and [27].
Although the following constraints do not strengthen the models they are all
valid for any scenario k ∈ K. Here, we use variables yk but the constraints can be
used for (SSTPsdc1) and (rSSTPdc1) as well.
ykij + y
k
ji ≤ 1 ∀e = {i, j} ∈ E (41)
yk(δ−(rk)) = 0 (42)
yk(δ+(rk)) ≥ 1 (43)
yk(δ−(v)) = 1 ∀v ∈ T kr (44)
yk(δ−(v)) ≤ 1 ∀v ∈ V kr \T kr (45)
By using straight-forward modifications constraints (41), (42), and (45) are
also valid for the first stage of the rSSTP models.
Flow-balance constraints. These constraints are deviated from the flow-conservation
condition and relate the in- and outdegree of non-terminal vertices. E.g., [27]
showed that constraints (46) strengthen the directed cut- and flow-based formu-
lations of the STP.
z(δ+(v)) ≥ z(δ−(v)) ∀v ∈ V \T (46)
However, these constraints are not valid for the stochastic models. Since first-
stage solutions might contain irrelevant parts w.r.t. one particular scenario k, i.e.,
there might be parts of the first-stage solution that can be pruned without vio-
lating the feasibility of the solution in scenario k, these constraints would enforce
the selection of unnecessary arcs. Notice that this holds for both the semi-directed
and directed formulations (in the first and second stage, too).
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4 Strength of the formulations
This section provides a comparison of the introduced formulations from a polyhe-
dral point of view. In the first part we consider the undirected (Section 4.1) and
semi-directed formulations (Section 4.2) for the SSTP and Section 4.3 focusses on
the directed models for the rooted version.
4.1 Undirected formulations for the SSTP
We start by comparing the undirected formulations based on cuts and flows, re-
spectively. The related polytopes of the relaxed formulations are denoted by
PSSTPuc =
{
x0...K ∈ [0, 1]|E|·(K+1)
∣∣∣x0...K satisfies (1)}
PSSTPuf =
{
(x0...K , f) ∈ [0, 1]|E|·(K+1) × [0, 1]|A|·t∗r
∣∣∣
(x0...K , f) satisfies (4), (5)
}
.
In order to compare the formulations we project the variables of the flow
formulation onto the space of undirected edge variables, i.e.,
Projx0...K
(PSSTPuf ) = {x0...K ∣∣∃f : (x0...K , f) ∈ PSSTPuf } .
As for the undirected cut-based and flow-based formulations of the determin-
istic STP the two formulations for the SSTP are equivalently strong.
Lemma 9. Projx0...K
(
PSSTPuf
)
= PSSTPuc .
Proof. This lemma follows directly from the classical max flow = min cut theorem,
applied to each scenario. If there is a flow of one unit from the root node to each
terminal then every cut separating the terminal from the root node is satisfied. On
the other hand, if every undirected cut is satisfied it is easy to find a feasible flow
from the root node to every terminal using exactly those edges. In both models
either first- or second-stage edges can be used. uunionsq
4.2 Semi-directed formulations for the SSTP
Before comparing the formulations we expand the semi-directed cut formulations
by subtour elimination constraints of size two (SEC2) in the second stage; con-
straints (47) are added to (SSTPsdc1) and (48) to (SSTPsdc2), respectively:
zkij + z
k
ji ≤ 1 ∀k ∈ K,∀(i, j) ∈ A (47)
ykij + y
k
ji ≤ 1 ∀k ∈ K,∀(i, j) ∈ A (48)
We introduce the additional constraints to make the comparison of polytopes
easier. Although these constraints cut the polytopes of the LP relaxations they
are not binding, i.e., any optimum solution satisfies the SEC2’s anyway.
Then, the polytopes of the relaxed cut formulations are denoted by
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(SSTPuc)
(SSTPsdc1)
(SSTPsdc2) (SSTPsdc2∗)
(SSTPuf)
(SSTPsdf)
Fig. 4. Hierarchy of undirected and semi-directed formulations for the SSTP. The dashed
line and the additional clusters specify that formulations are equivalent. An arrow indi-
cates that the target cluster contains stronger formulations than the formulations in the
source cluster.
PSSTPsdc1 =
{
(x0, z1...K) ∈ [0, 1]|E| × [0, 1]|A|·K
∣∣∣
(x0, z1...K) satisfies (9), (47)
}
PSSTPsdc2 =
{
(x0, y1...K) ∈ [0, 1]|E| × [0, 1]|A|·K
∣∣∣
(x0, y1...K) satisfies (12), (13), (48)
}
Again, we consider the projections onto the space of undirected edge variables
x0...K :
Projx0...K
(PSSTPsdc1 ) = {x0...K∣∣∃z1...K : (x0, z1...K) ∈ PSSTPsdc1 ,
xke = z
k
ij + z
k
ji,∀k ∈ K,∀e = {i, j} ∈ E
}
Projx0...K
(PSSTPsdc2 ) = {x0...K∣∣∃y1...K : (x0, y1...K) ∈ PSSTPsdc2 ,
xke = y
k
ij + y
k
ji − x0e,∀k ∈ K,∀e = {i, j} ∈ E
}
We start by comparing the undirected and the first semi-directed cut formu-
lation. Not surprising, the additional directed parts of the formulation make it
stronger.
Theorem 10. PSSTPuc ) Projx0...K
(PSSTPsdc1 ), i.e., the semi-directed cut-based for-
mulation (SSTPsdc1) is stronger than the undirected formulation (SSTPuc).
Proof. Let (x˜0, z˜1...K) ∈ PSSTPsdc1 and set xˆ0 := x˜0, xˆke := z˜kij + z˜kji,∀k ∈ K,∀e =
{i, j} ∈ E. We obtain a solution xˆ0...K for (SSTPuc); its validity is discussed in
the following.
Bounds of the first-stage variables xˆ0 are obviously satisfied. Moreover, it
clearly holds xˆke ≥ 0 and due to constraints (47): xˆke = z˜kij + z˜kji ≤ 1. Hence,
xˆ0...K ∈ [0, 1]|E|·(K+1).
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Fig. 5. Example where the LP relaxation of (SSTPsdc1) gives a better lower bound
than (SSTPuc). There is one scenario and all vertices are terminals. Edge costs for the
first stage are all 10 and for the scenario 1. Both formulations purchase edges only in
the second stage. The optimum solution to the undirected formulation has cost 1.5 with
x1e = 0.5, ∀e ∈ E. Since there is no valid orientation using 0.5 of each edge the semi-
directed formulation selects two arcs in the second stage to connect the two remaining
vertices to a root node leading to overall cost 2, e.g., for root node 1 set z1(1,2) = z
1
(1,3) = 1.
We now show that the undirected cuts (1) are also satisfied by xˆ0...K . Let
S ⊆ V represent a feasible cut set in scenario k ∈ K, i.e., ∅ 6= S ∩ T k 6= T k. Since
cuts in (SSTPsdc1) are semi-directed and ingoing we assume w.l.o.g. that it holds
rk 6∈ S. Otherwise one can simply consider the complementary set V \S, since
δ(S) = δ(V \S) and then, it holds rk 6∈ (V \S).
(xˆ0 + xˆk)(δ(S)) =
∑
e∈δ(S)
xˆ0e + xˆ
k
e
=
∑
e∈δ(S)
x˜0e +
∑
{i,j}∈δ(S)
z˜kij + z˜
k
ji
≥ x˜0(δ(S)) + z˜k(δ−(S)) ≥ 1
The last inequality holds since (x˜0, z˜1...K) satisfies constraint (9) for cut set S.
Intuitively, the strict inequality of the formulations results from the directed
arcs in the scenarios and the strength of the directed cut formulation for the deter-
ministic STP. Figure 5 gives a small example with this property where everything
is purchased in the second stage and the relaxed semi-directed model gives a bet-
ter lower bound. uunionsq
The following theorem shows that formulation (SSTPsdc2) is stronger than
formulation (SSTPsdc1).
Theorem 11. Projx0...K
(PSSTPsdc1 ) ) Projx0...K (PSSTPsdc2 ).
Proof. Let (x˜0, y˜1...K) ∈ PSSTPsdc2 and set xˆ0e := x˜0e,∀e ∈ E, and xˆke := y˜kij + y˜kji −
x˜0e,∀k ∈ K,∀e = {i, j} ∈ E. We argue that xˆ0...K ∈ Projx0...K (PSSTPsdc1 ) by showing
that there exists a variable assignment zˆ1...K ∈ [0, 1]K·|A| such that (xˆ0, zˆ1...K) ∈
PSSTPsdc1 .
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This solution is obtained by transforming (x˜0, y˜1...K) into a feasible (SSTPsdc1)-
solution. Thereby, the parameter αkij ∈ [0, 1],∀k ∈ K,∀(i, j) ∈ A, is used:
αkij :=

y˜kij
y˜kij+y˜
k
ji
if y˜kij + y˜
k
ji > 0
0 otherwise.
This parameter allows us to split up the first-stage values among the two
corresponding directed arcs, independent for each scenario. With α at hand the
directed arc variables are set to zˆkij := y˜
k
ij − αkij x˜0e,∀k ∈ K,∀(i, j) ∈ A, with
e = {i, j} ∈ E.
First we show that this is a valid projection. Notice that ∀e = {i, j} ∈ E,∀k ∈
K: αkij +αkji ∈ {0, 1}; if y˜kij + y˜kji > 0 this value is 1 and 0 otherwise. Now, consider
edge e = {i, j} ∈ E in scenario k ∈ K with y˜kij + y˜kji > 0. Then, zˆkij + zˆkji =
y˜kij−αkij x˜0e+ y˜kji−αkjix˜0e = y˜kij + y˜kji− x˜0e. In case αkij = αkji = 0, due to y˜kij + y˜kji = 0
and constraints (13), i.e., ykij + y
k
ji ≥ x0e, it follows x˜0e = 0. Hence, it always holds
zˆkij + zˆ
k
ji = y˜
k
ij + y˜
k
ji − x˜0e,∀k ∈ K,∀e = {i, j} ∈ E.
Now we are able to prove xˆ0...K ∈ Projx0...K (PSSTPsdc1 ). Due to the preceding
discussion it is clear that the subtour elimination constraints (47) are satisfied.
Moreover, it obviously holds xˆ0e ∈ [0, 1],∀e ∈ E.
Next, we consider the bounds for the directed arc variables zˆkij ,∀k ∈ K,∀(i, j) ∈
A. zˆkij ≤ 1 holds since zˆkij ≤ y˜kij ≤ 1. Non-negativity can be seen by considering
two cases. (i) If αkij > 0:
zˆkij = y˜
k
ij − αkij x˜0e = y˜kij − x˜0e
y˜kij
y˜kij + y˜
k
ji
= y˜kij
1−
≤1︷ ︸︸ ︷
x˜0e
y˜kij + y˜
k
ji
 ≥ 0.
Inequality
x˜0e
y˜kij+y˜
k
ji
≤ 1 is true due to capacity constraints (13). (ii) If αkij = 0
the non-negativity follows directly since zˆkij = y˜
k
ij ≥ 0.
It remains to show that a valid cut S ⊆ Vr in scenario k ∈ K is satisfied by
(xˆ0, zˆ1...K):
(xˆ0 + zˆk)(δ−(S)) =
∑
(i,j)∈δ−(S)
xˆ0{i,j} + zˆ
k
ij =
∑
(i,j)∈δ−(S)
x˜0{i,j} + y˜
k
ij − αkij x˜0{i,j}
=
∑
(i,j)∈δ−(S)
(1− αkij)x˜0{i,j} + y˜kij
≥
∑
(i,j)∈δ−(S)
y˜kij ≥ 1
The last inequality is true due to the validity of solution y˜k for scenario k and
constraints (12). This completes the “⊇”-part of the proof.
An example showing the strict inequality can be constructed by exploiting the
different meaning of the first-stage variables. In formulation (SSTPsdc1) a first-
stage edge e = {i, j} contributes its value to cuts in both directions, i.e., δ−(S)
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and δ+(S). Contrarily, a feasible solution for formulation (SSTPsdc2) has to find
an orientation for this edge and distribute its value to the related arcs. In a sloppy
way, the same edge has a lesser value in the second semi-directed formulation.
Hence, the same example from Figure 5 can be utilized to show the strict
inequality; one simply has to set edge costs to 1 for all first-stage and 10 for the
scenario edges, respectively. There is still one scenario with all three vertices being
terminals. Then, formulation (SSTPsdc1) selects all three edges at 0.5 in the first
stage satisfying all cuts in the scenario. On the other hand, this solution is not
valid for (SSTPsdc2) and there is none with overall cost 1.5. uunionsq
To complete the hierarchy of SSTP formulations given in Figure 4 it remains
to show the equivalence of the semi-directed flow and cut-based formulations. To
give the formal proof we denote the polytope of the relaxed flow formulation and
the projection onto the same variable space as follows.
PSSTPsdf =
{
(x0, y1...K , f) ∈ [0, 1]|E| × [0, 1]|A|·K × [0, 1]|A|·t∗r
∣∣∣
(x0, y1...K , f) satisfies (5), (16), (17)
}
Proj(x0,y1...K)
(PSSTPsdf ) = {(x0, y1...K) ∣∣∃f : (x0, y1...K , f) ∈ PSSTPsdf }
The stronger semi-directed cut and flow formulations are equivalent. This re-
sult is mainly a consequence of the relationship of the deterministic STP formu-
lations.
Lemma 12. PSSTPsdc2 = Proj(x0,y1...K)
(
PSSTPsdf
)
.
Proof. Restricting the models to one particular scenario, i.e., for one k ∈ K: yk
or (yk, fk), respectively, results in the related cut- and flow-based formulations
for the deterministic STP. Since the formulations for the deterministic STP are
equivalent and the remaining parts of the stochastic models are identical the
lemma follows. uunionsq
4.3 Directed formulations for the rSSTP
To make the comparison of the polytopes easier we add the following constraints
to the directed cut formulations: (rSSTPdc1) is expanded by both constraints and
(rSSTPdc2) only by the second type of constraints (50):
z0ij + z
k
ij ≤ 1 ∀k ∈ K,∀(i, j) ∈ A (49)
z0(δ−(v)) ≤ 1 ∀v ∈ Vr (50)
As for the added SEC2’s in the semi-directed formulations (49) is obviously
redundant, too, since the right-hand-side of the directed cuts is 1. The same holds
for (50).
The polytopes of the relaxed formulations are denoted as follows.
PrSSTPdc1 =
{
z0...K ∈ [0, 1]|A|·(K+1)
∣∣∣ z0...K satisfies (21), (22), (49), (50)}
PrSSTPdc2 =
{
(z0, y1...K) ∈ [0, 1]|A|·(K+1)
∣∣∣ (z0, y1...K) satisfies (25)–(27), (50)}
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We use a projection for the second formulation to compare both models:
Projz0...K
(PrSSTPdc2 ) = {(z0, z1...K)∣∣(z0, y1...K) ∈ PrSSTPdc2 ,
zkij = y
k
ij − z0ij ,∀k ∈ K,∀(i, j) ∈ A
}
Both directed cut-based formulations are equivalent:
Theorem 13. PrSSTPdc1 = Projz0...K (PrSSTPdc2 ).
Proof. “‘⊆”: Let z˜0...K ∈ PrSSTPdc1 . We show that (zˆ0, yˆ1...K) ∈ PrSSTPdc2 with zˆ0 :=
z˜0, yˆk := z˜k + z˜0,∀k ∈ K.
First, we consider the variable bounds. Since zˆ0 = z˜0 we have zˆ0 ∈ [0, 1]|A|.
Moreover, yˆk is obviously non-negative and due to constraints (49) at most 1:
yˆkij = z˜
k
ij + z˜
0
ij ≤ 1,∀(i, j) ∈ A,∀k ∈ K.
Second, the directed cuts in the first stage, i.e., constraints (25), and constraints
(50), are identical in both formulations and hence, they are satisfied. This is also
true for the capacity constraints (27) since yˆkij = z˜
k
ij+z˜
0
ij ≥ zˆ0ij ,∀(i, j) ∈ A,∀k ∈ K.
Third, consider a valid cut set S ⊆ Vr in scenario k ∈ K. Since z˜0...K is
a valid solution for (rSSTPdc1) it satisfies the directed cuts (22) and leads to
yˆk(δ−(S)) = (z˜k + z˜0)(δ−(S)) ≥ 1. Hence, the directed cuts (26) are satisfied by
yˆ1...K .
“⊇”: The opposite direction is similar. Let (z˜0, y˜1...K) ∈ Projz0...K (PrSSTPdc2 ).
We set zˆ0 := z˜0, zˆk := y˜k − z˜0,∀k ∈ K, such that zˆ0...K ∈ PrSSTPdc1 .
Again, directed cuts in the first stage are obviously satisfied and the variable
bounds trivially hold for the first-stage variables. For the second-stage variables
we have zˆk ≤ y˜k ≤ 1 and zˆk = y˜k − z˜0 ≥ 0,∀k ∈ K, due to constraints (27).
The added constraints (49) are satisfied since zˆ0ij + zˆ
k
ij = z˜
0
ij + y˜
k
ij − z˜0ij = y˜kij ≤
1,∀(i, j) ∈ A,∀k ∈ K, and last but not least, a valid cut set S ⊆ Vr in scenario
k ∈ K is satisfied since (zˆ0+ zˆk)(δ−(S)) = (z˜0+ y˜k− z˜0)(δ−(S)) = y˜k(δ−(S)) ≥ 1.
uunionsq
We close the discussion by comparing the directed flow formulation (rSSTPdf)
to the second directed cut formulation (rSSTPdc2).
PrSSTPdf =
{
(z0, y1...K , w0, f) ∈ [0, 1]|A|·(K+1) × [0, 1]|Vr| × [0, 1]|A|(|Vr|+t∗r)
∣∣∣
(z0, y1...K , w0, f) satisfies (35)–(40)
}
Proj(z0,y1...K)
(PrSSTPdf ) = {(z0, y1...K) ∣∣ ∃(w0, f) : (z0, y1...K , w0, f) ∈ PrSSTPdf }
Theorem 14. PrSSTPdc2 = Proj(z0,y1...K)
(
PrSSTPdf
)
Proof. “⊆”: Let (z˜0, y˜1...K) ∈ PrSSTPdc2 . We use (zˆ0, yˆ1...K) := (z˜0, y˜1...K) to con-
struct a solution (zˆ0, yˆ1...K , wˆ0, fˆ) ∈ PrSSTPdf . First, constraints (38) are contained
in both models and hence satisfied for (zˆ0, yˆ1...K). Second, since w0 gives the con-
nected vertices in the first stage we set wˆ0v := z˜(δ
−(v)),∀v ∈ Vr; due to (50) we
have z˜(δ−(v)) ∈ [0, 1]. Hence, bounds on wˆ0 are satisfied and moreover, (36) is sat-
isfied with equality. Third, the remaining part of formulation (rSSTPdf) contains
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the construction of flow: we set the flow variables fˆ such that in the first stage
a flow with value wˆ0v is send from the root to every vertex and in every scenario
a flow of value 1 from the root to every terminal. The feasibility and correctness
follows again from “max flow = min cut”.
“⊇”: Let (z˜0, y˜1...K , w˜0, f˜) ∈ PrSSTPdf . Again, set (zˆ0, yˆ1...K) := (z˜0, y˜1...K).
First, (50) is satisfied for all vertices v ∈ Vr since zˆ0(δ−(v)) ≤ w˜0v due to (36).
Second, due to (35)–(37) there is a flow with value w˜0v in the first stage from
the root to a vertex v ∈ Vr with w˜0v > 0 and moreover, arcs used for routing
flow are selected by z˜0 through (35). Hence, again due to “max flow = min cut”,
the directed cuts (25) are satisfied for zˆ0 for all v ∈ Vr. The same holds for the
directed cuts in the scenarios (26) and variables yˆk,∀k ∈ K. Last but not least,
(27) is satisfied since the constraints are contained in both models. uunionsq
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