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Introduction
It is undoubtedly important to calculate numerically the time-dependent transition probabilities of continuous time Markov chains. We focus our attention on those with a finite state space. Keilson developed in his book [5] the methods of spectral decomposition and the uniformization technique. Ross [10] found the external uniformization; this was followed by related work such as [7] and [12] . Some results on finite queues can be found in [1] , [8] , [9] and [11] . Brown [2] gave spectral representations, without eigenvectors, of the transition probability matrices of finite continuous time Markov chains with diagonalizable infinitesimal matrices (see also theorem 5 of [3] ). Here we present an easy linear-algebraic technique which enables us to extend the result of [2] to completely general continuous time Markov chains with finite state space. The method used in this paper is also more concise and efficient than that of [2] .
A simple linear-algebraic method
Consider a Markov chain (X(t)) defined on a finite state space {0, 1, 2,..., N}. Denote by LO= 0, 2{,-.., 2N (maybe complex) the eigenvalues of its infinitesimal matrix Q. It is well known [5] that the transition probability matrix P(t) of X(t) is By introducing the Taylor expansions of the terms in the brackets of the right-hand sides of (6) and (7), we obtain the respective equivalence of (6) and (7) to (4) and (5). Note that irreducibility of (X(t)) implies ergodicity of (X(t)) [5] . 
Corollary 1. If (X(t)) is a finite birth and death process, then P(t) is of the form (3).

Proof. The infinitesimal matrix Q of (X(t)) is tridiagonal and it is shown in
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