Linear multistep methods using higher derivatives are discussed. The order of damping at infinity which measures the stability behavior of a fc-step method for large h is introduced. ,4-stable methods with positive damping order are most suitable for stiff problems. A method for computing the damping order is given. Necessary and sufficient conditions for A -stability, A (a) -stability and stiff stability are presented.
1. Introduction. Ordinary linear multistep methods have the drawback that there exist no /I-stable methods with an order larger than 2 (see Dahlquist [11] ). By introducing higher derivatives, one can break this order barrier, even if one only uses one-step methods (see [12] , [13] , [14] , [16] , [19] , [20] , [25] , [28] , [29] , [30] , [37] ). In contrast to earlier work (see [12] , [16] , [23] , [24] , [25] , [26] , [35] and [36] ), this article is devoted to stability properties for large h. The order of damping at infinity which measures the stability behavior as ph -► -°° is introduced. Here p is an eigenvalue of the Jacobian. This damping order is denoted by e. A method with damping order e = 1 has exactly the property of damped at °°i ntroduced by Osborne [33] . An ,4-stable method with positive damping order is stiffly stable defined by Axelsson [2] , strongly stable defined by Chipman [7] , Lstable defined by Lambert [25] . Enright [16] introduced a class of multistep methods using the second derivative with positive damping order. In Section 3, we give a simple way of computing the order of damping using the so-called Puiseux diagram of a method. Using this result, it is easy to determine which methods are strong candidates for ¿-stability. The coefficients of some of these methods are listed in the microfiche section of this issue. An A -stable two-step method with damping order e = 1 and error order 4 which uses only y'(x) and y"(x) is given in Section 4. Note that a one-step method with the same error order and stability properties can only be found when y'"(x) is also introduced in the formula. In Section 4 some necessary conditions for ^4-stability are proved; similar conditions are necessary for ,4(a:)-stability introduced by Widlund [39] and stiff stability defined by Gear [18] .
Moreover, we give a sufficient condition for ^-stability. Some numerical examples are presented in Section 5. where -°°<tf<Z>< + 00, y, f(x, y) E Rm. In (2-1) yn is an approximation to y(xn)> xn = a + nh, h > 0 and f$ = f {j)(xm, ym), where l»>fc y) = f(x, y), f0-)(x, y) = 3f°^ ^ 4 *"%*) f(x, y),
In (2-1) k and /,-, / = 0(l)k, are fixed integers and a¡, 0;. denote real constants. We shall always assume that ak ¥= 0. We say that (2-1) defines a (k, /)-method, where / := max¡=0/j)fc{/(}. Moreover, we shall always assume that the functions î^\x, y), where we have used the definition ß« ■= 0, j = /,-+ 1(1)/.
Moreover, we associate with a (k, /)-method the operator
where D is the differential operator Dy(x) = dy(x)/dx and E is the shift operator
Ey(x) = y(x + h). where Cp+l ¥= 0.
According to Dahlquist [9, p. 40] , the following assumption can always be made without loss of generality: (A) The polynomials p(f), aß), j = 1(1)/ have no common factor (i.e. there is no complex number z such that p(z) = oáz) = 0,/ = 1(1)/).
The following theorem has been given by Griepentrog [20] (using a different terminology). Theorem 1. (a) Each of the following conditions are necessary for the convergence of a (k, l)-method.
(i) The zeros of the polynomial p(f ) lie on the unit disk and the zeros with modulus 1 are simple (condition of stability).
(ii) 77ie associated difference operator (2-3) has at least order 1 (condition of consistency).
(b) A (k, l)-method which satisfies (i) and (ii) is convergent. The two following theorems ensure that there exist convergent methods. where TTt(x) is a polynomial of degree less than the multiplicity of the zero f,-(X). The * in the sum of (34) indicates that the sum is only taken over those i which have a finite Ç;(X). Using (34) , it is evident that the following lemma holds. The following theorem provides an easy way to calculate the damping order e.
Theorem 4. Let a (k, Vymethod fulfill (A) and (B) and let G(P) be its Puiseux diagram. Then the damping order e is the smallest slope of all straight lines having a finite slope and passing through (k, lk) and any other point of G(P).
Proof. We write in the form (3-7) where <Ks, X)=Z ifltf = o,
It is well known, that (3-7) has k solutions f,(X), / = l(l)/c, which can be represented in a neighborhood of X = °° by the convergent series (3-9) «X) = euX » + e2iX 2i + e3iX~*3i + ■■■, see, e.g. Ahlfors [1] . Here, -» < eu < g2j < e3/ < • • • and eu ^ 0, /' = \(\)k. Hence, we have the damping order (3-10) e = min {e,,}.
In the following we compute the smallest eir In order to simplify the notation we
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use omit the second index. Since (3-7), we have T?fc(XXe,X~ei + e2X~62 + •••)* + i?k_i(XX*iA"ei + e2X^2 + ■ • -)*"1 (3) (4) (5) (6) (7) (8) (9) (10) (11) The series (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) + t?i(XX^X 6l +e2x'2 + ■■■) + Vo(X) = 0. m = e1X £l +e2X '2 +e3X '3 + ■ is absolute convergent in a neighborhood of X = °°, and hence we can expand each wßWCX) in (3-11) in a series in powers of X. Since the sequence en, n = 1(1)°° is strictly increasing, there are terms on the left-hand side of (3-11) with a power of X which is higher than in all other terms; and the sum over these terms has to vanish. Hence, among the terms
there are at least two with the same power of X which is larger than all other powers. This gives us a condition for e,, and we have therefore by (3) (4) (5) (6) (7) (8) (9) (10) to look for the smallest e, such that at least two of the numbers one finds y* = 1, yf< 0 and jyf -(j + l)y*+, < 0,/ = 1(1)«. Hence, (301 * 0 and ßk2 ¥= 0. The Puiseux diagram has, therefore, the form given in Figure 3 .
By Theorem 4, e is equal to the slope of the line g in Figure 3 , and hence e = 1/*.
Using techniques similar to those of Example 3, it can be easily proved that e has the values given in Table 1 . The methods are described in Henrici [21] as well as the different parameters. [38] .
The proof of the following theorem will be omitted since it follows easily from Theorem 4.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use , but for *: < 6 they are very efficient for solving stiff differential equations (see Gear [18] ). Using techniques given in Jeltsch [24] , it can be shown that to any given *, / and e there exists a unique (*, 0-method with damping order e and an error order which is larger than the error order of any other (*, /)-method with damping order e. (v) max/= 1(1)k {|fy»)|} < 1 for all y ER.
Moreover, (iv) and (v) together are sufficient for Astability.
Proof, (i) is a trivial consequence of Definition 2 and Lemma 1, and (ii) follows from (i) using Corollary 1, To show (iii) we look at the leading term ejX_ei of the series (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . Since e, -e = 0, the term in (3) (4) (5) (6) (7) (8) (9) (10) (11) belonging to the highest power of X, namely Xo, can be written as a¡(ex). This term has to vanish and hence e, is a zero of a,(^). By Lemma 1 and (3-9), (iii) follows immediately. To show (iv) let Xj be a zero of r¡k(X). If X = Xj, then (3-7) reduces to 2fcr¿ 7j,-(X)f' which is a polynomial in **[a] denotes the largest integer not exceeding a. ***SYMBAL is a formula manipulation language. For a description see Engeli [15] . The condition (ii) in Theorem 6 contains as a special case the result of Dahlquist [11] that an explicit, (*, l)-method cannot be ,4-stable. Clearly, (i)-(iii) are also necessary conditions for stiff stability defined by Gear [18] and ^4(a)-stability defined by Widlund [39] . In the same way as we proved (iv) in Theorem 6 one can show that the zeros of r,k(X) cannot lie in the region of absolute stability SI := Table 5 and Figure 4 where En denotes the relative error, that is En = \(yn -y(xn))y(xn)~1\. One observes in Figure 4 that for h < 2 the methods behave as predicted by the classical theory (see, e.g. Henrici [21] ); that is, the higher order method J5 is better than the lower order methods E4 and J4. Moreover 6.K-2) for E4. However, for h > 2 the order of damping at infinity seems to come into play. This change of behavior occurs in this example only for relatively large h; however, in the following example it occurs for some h smaller than 2-7.
Example 6. The following stiff initial value problem arose from a chemistry problem (see Gear [18] ). A constant step h is used throughout the integration. The methods are started using the SSP-routine DRKGS with an error tolerance 10~14. The nonlinear equation (2-1) is solved using Newton's method. As first approximation to yin + 2 the value y2n+ily¡n nas Deen use(l> where y.n corresponds to y¡(xn). The Newton iteration was terminated as soon as the relative change in each component was less than 10"12.
The number of Newton steps was always the same for all three methods. In Table 6 the total number of Newton iterations and the average number of Newton iterations used in one itegration step is given. In Figure 5 the largest of the relative errors in the three components are given as a function of h = 2" at x = 2 and x = 48. One should appreciate the fact that the relative error was always in all components approximately the same despite the fact that yx(x) 105 ~y2(x), x E [1, 48]. For example, we found with J4, h = 2 at x = 48 the relative errors 2.3 x 10"9, 1.9 x 10-9 and 0.8 x 10-9 for the first, second and third component, respectively. Observe that the two methods with e = Vi behave in the same way, despite the fact that one is of error order 4 and the other of error order 5. Moreover, J4 with e = 1 behaves differently from E4 with e = Vi; but both have error order 4. For example, to get a relative error of at most 10~8 at x = 48 the number of Newton iterations used by E4 is 20 times larger than the one used by J4. The calculations have been performed on an IBM 360 using double precision (i.e. 56-bit mantissa).
