Abstruct-We consider the problem of keeping a distributed database system that has been partitioned because of site or communication link failures partially operable while ensuring data consistency. A dynamic-voting-consistency algorithm is proposed, and its correctness is demonstrated. The proposed algorithm results in improved efficiency in executing read requests by not requiring a read quorum. This algorithm is effective in environments where the majority of user requests are "read" types of requests. Furthermore, the proposed algorithm results in efficient recovery by avoiding updating those data objects that are still current. Under the proposed algorithm, the majority partition would be available even if changes in the network topology take place at a higher rate than the update rate, as long as only simple partitioning takes place.
I. INTRODUCTION N A partially replicated distributed database system I ( D D B S ) multiple copies of some data objects are stored at multiple sites; the granularity of these data can be, for example, tuples or relations. The copies of a data object are said to be mutually consistent if, when a copy of the data object is updated, any other copy of that object is made inaccessible, unless that copy is also updated [9] .
When a site fails, processing at that site stops, and the contents of the volatile storage are destroyed. When the site recovers from a failure, it first executes a recovery procedure to bring the site to a consistent state with the rest of the functioning sites. In effect, this model of site failures assumes that failures are clean, i.e., that a site is either working correctly (is up and operational) or not working at all (is down). The site is never assumed to perform incorrect actions. This type of behavior is called fail-stop, because sites fail only by stopping. The fail-stop behavior is a typical assumption of many consistency control algorithms in a distributed database environment. A partial failure is said to take place when some sites are operational while others are down. A total failure occurs when all sites are down.
Communication links may also fail for reasons such as noise in the link or a temporary link malfunction. Failure of one or more communication links and/or one or more sites may lead to a network partitioning, i.e., dividing up the operational sites into two or more components. Each component is referred to as a partition.
In general, it is not possible to distinguish between a site failure and a communication failure. That is, if site z receives no answer to the message that it sent to site j , it is not then possible for site i to determine whether this is because site j has failed or because of a failure in the communication link between i and j.
The focus of this paper is on how to keep a partitioned DDBS partially operable while maintaining mutual consistency of the data. The remainder of the paper is organized as follows. We discuss the motivation in Section 11. The environment, related definitions, and assumptions are discussed in Section 111. The proposed algorithm and an example are presented in Section IV. In Section V, we present a proof of the correctness of the proposed algorithm, followed by a brief discussion of the performance of the proposed algorithm in Section VI. Finally, our conclusion is given in Section VIII.
MOTIVATION
Algorithms that allow a partitioned DDBS to still function can be classified as pessimistic and optimistic (see, e.g., [ 131 for a discussion on these algorithms). Optimistic-based algorithms allow updates to continue in different partitions while attempting to detect and resolve any conflict that results in database inconsistency after such an update takes place. On the other hand, algorithms that are based on the pessimistic approach share the view that the probability of conflicts among transactions is high, and therefore data consistency must be preserved at all times, even if this is at the expense of data availability.
In this paper, we limit our attention only to the pessimistic algorithms, which will be referred to henceforth simply as consistency algorithms or just as algorithms. The Available Copies algorithm can handle any number of site failures, but cannot handle network partitioning. The Quorum Consensus algorithm requires each site that has a copy of the data object to be assigned a non-negative weight (or vote) with respect to that data object. A site's vote with respect to two data objects may be different. A site determines that it belongs to the majority partition (of a given data item) if the sum of the votes of all nodes in its partition exceeds a predetermined threshold. There is a read threshold (RT) and a write threshold (WT), and they are determined such that the following condition exists:
where V is the total votes of all sites that have a copy of the data object. The Quorum Consensus algorithm handles both site failures and network partitioning correctly. This algorithm is considered to be a static voting algorithm, because the quorum is fixed and is based on the initial state of the network. Several static voting algorithms have been proposed in the literature (e.g., 141, [161, [191, [241, 261) Dynamic voting has also been proposed in the literature [2], [31, [91, 1111, [12] , [181, [20] - [23] , [25] . The dynamic voting algorithm proposed by Jajodia and Mutchler defines a version number of a copy, which counts the number of successful accesses (read and write) to the data object. The current version number is the maximum of the version numbers of all copies of a data object. A copy is current if its version number equals the current version number of the replicated data object. A partition is defined as a majority partition if it contains a majority of the current copies. Associated with each copy at a site i is another integer called the update site cardinality. Based upon the version number and the site cardinality, certain rules are defined for reading and updating data objects. Rules for reuniting sites that contain copies of the data object are also specified.
In a recent paper [22] , an excellent discussion on dynamic voting consistency control algorithm is presented, and a new dynamic voting algorithm is proposed. The algorithm is shown to provide higher availability and is simpler to implement as compared to previously published algorithms.
A major advantage of dynamic voting is that the number of sites necessary for an update is a function of the number of current copies in existence at the time of the update. Thus, the required quorum changes dynamically (without manual intervention) according to changes in the configuration that are due to site and/or communication link failures. Dynamic voting algorithms provide both high reliability and high availability, and also handle network partitioning correctly.
The dynamic voting algorithm proposed in [22] requires collecting a quorum for every read request received at a given site. Typically, a large percentage of the incoming requests are read type of requests [7, p. 2991 . Thus, avoiding quorum collection for read requests would result in a significant efficiency gain.
The concept of satisfying read requests locally, i.e., with no read quorum, has been discussed in [ 181, and a solution has been proposed. That solution, however, has two limitations. First, their proposal requires "minor modifications to the standard 2PL" [18, p. 5811. Second, the proposal implicitly assumes that the data objects to be read and written onto belong to the same partition. Thus, if a write quorum is collected and it is determined that the site belongs to the majority, there is no need to then collect a read quorum. Therefore, under their proposal, for a read-only type of request to be able to read the most up-to-date copy of the data object, a read quorum is still required.
Our proposed algorithm requires no mod$cations to the standard 2PL, and requires no read quorum.
Consider a given site where all of its update operations stopped for a given period of time because of either its own failure or a network partitioning (where it belonged to a nonmajority partition). Suppose that during that period, only read operations have been performed at the majority partition. In this case, there is no need for that site to acquire a new copy of the data object when it reunites with the majority partition. The dynamic voting algorithm proposed in [22] does not distinguish between read and write operations, thus, at times, resulting in unnecessary recovery. In environments where a large percentage of the total incoming requests are of read type, savings in communication cost due to performing the recovery only when necessary could be substantial. This observation has already been made in [25] , where the authors propose a solution that calls for maintaining an "operation number," in addition to the version number, for each data object.
Our proposed algorithm does not require an "operation number," thus avoiding the extra maintenance of the "operation number." In addition, we replace the version number of a data object by a majority partition indicator.
As stated in [22, p. 451, one limitation of their method is as follows. Consider four sites 1, 2, 3, and 4 all with equal weights and which are linearly ordered (1 < 2 < 3 < 4). If this four-site partition changes, as a result of four successive simple partitioning, to four one-site partitions with no update occurring in between, then none of the sites will allow any update activities to take place. That is, the network will stop functioning until all sites are united. This problem was also pointed out in [9, page 421 and a solution was briefly proposed which basically calls for performing dummy updates. Our proposed solution to this limitation does not result in dummy updates.
THE SYSTEM MODEL AND ASSUMPTIONS
Consider a DDBS with N sites numbered 1 through N and M logical data objects {z, y, . . . , z } . Each logical data object z has m, physical copies stored at various sites. In this paper, we consider a partially replicated distributed database system; i.e., the number of physical copies of a data object is less than the number of sites. Let S" = {jlsire jhas a copy of data object z}, with the cardinality of S" being m,. Also, let Oj = {xlj E S"}. We assume that the question of how many physical copies of each data object and where to place them has already been investigated (see, for example, [l]). Thus, for each data object z and site j, the sets S" and O j are globally known and fixed, and are stored in the data dictionary of each site. Each site has a computer and secondary storage devices, e. g. disks, where the physical copies of the logical data objects are stored. Sites communicate via a local or wide area network.
The communication status between a given site i and the rest of the sites in the network is represented by a connection vector, CV,, (CV, = (cwil, czli2,. . , C V~N ) ) .
For any two sites i and j, cwij = 1 if site i can communicate with site j; otherwise, cvij = 0.
As in [22], we assume that sites are kept aware of any site failure (repair) or a network partitioning (repair) as it takes place in the network. This can be accomplished by using, for example, the broadcast approach or the interrogation approach mentioned in [12] . Once a site detects a site failure (repair) or a network partitioning (repair), a high-priority control transaction is initiated. This transaction updates the site connection vector. We further assume, similar to [9] , that only simple, rather than multiple, partitioning occurs. Under simple partitioning, a partitioned network consists only of two sets of sites: One set makes up the majority partition, and the other set makes up the minority partition. More specifically, we assume that the network has only one majority partition at any point in time. Initially, the majority partition is made up of all sites of the network. As sites and/or communication links fail, the network is partitioned into one or more nonmajority partitions in addition to the majority partition. Unlike multiple partitioning, under simple partitioning, the nonmajority partitions come about only one at a time, i.e., successively rather than simultaneously. Thus, a network partitioning results in one and only one nonmajority partition in addition to the rest of the nonmajority partitions that currently exist. As stated in [9, p. 411, in the class of dynamic voting algorithms, "no solution exists" for handling the case of multiple partitioning. In such a case, the data object might be inaccessible in all partitions. In [22] , it is required that only simple partitioning take place and that such changes in the network occur "slowly." Henceforth, we focus only on simple partitioning and refer to it simply as partitioning. In Section VII, we discuss briefly a possible solution to the case of multiple partitioning.
Each site is assumed to run the strict two-phase locking (2PL) concurrency control protocol. Locking protocols require each data object to have an associated lock. A user transaction that needs to access a given data object must first acquire the lock associated with that data object. In addition, no two transactions can hold conflicting locks (e.g., read and write, write and write) for a given data object. According to the 2PL protocol, each user transaction may be divided into two phases: a growing phase (where it acquires locks on those data objects it needs to access) and a shrinking phase (where it releases the locks it is currently holding). The strict 2PL requires a transaction to wait to release all its locks after it commits or aborts [5], [7] . As a result, after a user transaction T i has read or written a copy of a data object x, no other transaction can access that copy of x until the user transaction T i has been committed or aborted. Strict 2PL has such desirable properties as avoiding cascading aborts [7, p. 601 . Although a concurrency control algorithm ensures that the execution of transactions within a partition is serializable, a consistency control algorithm ensures that the execution of transactions at all sites combined, in the presence of site and communication link failures, yields a one-copy serializable result [20, p. 2281.
A site i that has a copy of the data object x is assigned, a priori, a weight, wt, which represents the number of votes assigned to this site with respect to data object x. The weight of a site reflects such factors as the importance of the site and the read and write traffic volume at that site. A given site may have different weights with respect to different data objects. Furthermore, a linear ordering is also assigned a priori to all of these sites [22] . This linear ordering is used as a "tiebreaker" when two sites have equal weights (see details of the algorithm below). Here we simply assume that sites are ordered according to their weights, with their indices used as a "tie-breaker." Thus, if site 5 and site 8 have equal weight, site 8 has higher priority. The weights w?, V i and x, are globally known and fixed, and are stored in the data dictionary of each site.
Whenever a data object x that is residing at site i is updated, the site with the largest weight among the participating ones (in case of a tie, the largest site in the linear ordering) is then identified and kept track of by site i. Such a site is referred to as the distinguished site, ds?. Site i also keeps track of the site cardinality, sc:, which equals the sum of the weights of the participating sites.
IV. THE FQOFQSED ALGORITHM
Consider for a moment the initial state of a network of three sites, 1-2-3, where we have one partition that is made up of the three sites. From that point on, only two types of events can change this state of the system: failure of a site/communication link and repair of a site/communication link. According to our algorithm, and similar to, e.g., [22] , a partition is considered a majority with respect to a data object x if it contains more than half (or exactly half and the distinguished site is included in that partition) of the current sites that contain a copy of that data object. For example, if site 3 is isolated from the rest of the sites, the majority partition would be made up of sites 1 and 2. If site 1 is next isolated, we would then have the majority partition made up of site 2 alone, because site 2 is larger than 1 in the linear ordering. Even if sites 1 and 3 later reunite, site 2 continues to constitute the majority partition. If, however, the three sites reunite, and then site 2 is isolated from the other two, the partition that is made up of sites 1 and 3 would, in this case, constitute the majority.
Given the above discussion we notice that for a site that belongs to the majority partition, a failure event may cause its majority partition to become a nonmajority one. The repair event, on the other hand, may result in a nonmajority partition becoming a majority one. As a result, once a site belongs to the majority partition, that status may change only if afailure event takes place. If a site does not belong to the majority partition, however, its status may change only if a repair event takes place.
We require each site i to have for each of its data objects x a majority partition indicator, mpl that is set (by the site itself) to a value less than zero or a positive value. A lessthan-zero value for mp? indicates that site i does not belong to E ' S majority partition. On the other hand, a positive value indicates that site i belongs to x's majority partition and that the value of mpf corresponds to the time of last write onto x at site i. Once a site detects a repair or failure, it invokes a procedure that reflects the impact of that event on the majority status of the site and adjusts the state variables for each data object, including the majority partition indicator, accordingly. If a site's majority partition indicator is positive and a failure is detected, all read and update requests that are currently in progress should be delayed until the completion of the failure module. If it tums out that because of some failure, the site no longer belongs to the majority partition of a given datum, the corresponding majority partition indicator is then set to a negative value. When control passes back to the suspended read and update request, a transaction whose read or write set includes a data object with a nonpositive majority partition indicator should be aborted.
Consider a user transaction, T, that is issued at site IC and has a read set, R S ( T ) = {z,y,z}, and a write set, W S ( T ) = {y, z } . ( We assume that W S ( T ) C RS(T).) Such transactions can be considered by site IC for execution only -if each of mp?, mpf &mp: is positive. For the purpose of this paper, we can view this transaction as being composed of a read request for datum IC, and two update requests: one for ?/ and another for z. Therefore, in the rest of the paper, we refer only to read and update requests for a data object. For each of the major components of the algorithm, we first present an overview discussion followed by the corresponding detailed steps.
A. The DO-WRITE Module
When a write request for data object x is received at a given site IC, this module is invoked to determine locally whether it has a copy of x and whether the site's majority partition indicator for x (mpt) is positive. If any of these conditions is not met, the request is aborted. Otherwise, the request is processed in two phases. In the first phase, site IC sends an intention to update message to all sites with which it can communicate and that have a copy of IC. Once site k has received all acknowledgments (or after the timeout period), it starts the second phase: sending the commit message and the actual update.
Suppose that the network is initially made up of two sites was collected) has elapsed in relation to the time needed to detect a failure. As soon as site j detects the failure, it invokes the DO FAILURE module, which results in setting site j ' s majority indicator for that data object to a negative value.
The following is a detailed description of this module.
is received at site k for data object z. if . E is not write-locked by another transaction, the request is satisfied after z is read-locked. The request is aborted if m p ; is negative. If z is write-locked, the request is delayed until the lock is released. Similarly, the request is delayed if not enough time has elapsed, in relation to the time needed to detect a failure, since the last write operation on x.
If site k does not have a copy of z, but was able to obtain a copy from another site j whose m p ; is positive, the request is then satisfied. Otherwise, the request is aborted. Below is a detailed description of that module.
DO READ:
The objective is to satisfy a read request that has been received at site k for data object z. It is worth noting here that when a site k no longer belongs to the majority partition of a given data object x, we want mpz to reflect this fact. We do no want to lose the value of mpz, however, because it represents the time of last update of x. As shown below, making use of this time will result in efficient recovery.
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D. The DO REPAIR Module
Once site k leams of a repair of another site or a communication link, this module is invoked. Any read or write } module that is currently in progress should be preempted, and its execution delayed, until the completion of this module. At this point, those modules that have been preempted should resume their execution based on the new value of the relevant state variables. We include below a detailed description of this module.
DO REPAIR: The objective is to reflect the impact of a repair of sites J = { j I j is reachable) on the majority status of site k that currently belongs to a nonmajority partition, and to adjust the state variables accordingly.
for V j E J A each data object x E {Oj f l O k } each of sites j and k updates its connection vector:
site k sends its majority partition indicator, site j updates its site cardinality:
site j updates its distinguished site: ds; t e, where site j sends C y , scj", and dsj" to site i : 
E. Example
Consider a DDBS with four sites numbered 1, 2, 3, and 4, which are initially connected, each having a copy of the data object x; i.e., S" = (1,2,3,4) . The weights assigned to each of the sites are w? = 20; = 1,w; = 2, and wf = 3. This information (i.e., S" and the weights) is globally known and stored in the data dictionary of each of the four sites.
After two updates, the relevant state variables are as follows. Now let us follow the following events. Site 1 is isolated from the rest; i.e., the network is partitioned into two partitions: the majority partition, made up of sites 2, 3, and 4, and the nonmajority partition, made up of site 1. because n < scT/2, mp? + 2 x (-1)
For site 2, we have the following: n = c212j x wj" = O + 1 + 2 + 3 = 6 , sc;/2 = 712 = 3.5,
The DOREAD module is executed. Because mp," > 0, site 4 is in the majority partition, and the read request is thus satisfied locally. Site 1 reunites with sites 2 and 3; i.e., the network now has two partitions: the majority partition, made up of site 4, and a nonmajority partition, made up of sites 1, 2, and 3. The DO REPAIR module is executed at each of the sites.
Because mpq < 0 for j = 1,2,3, the partition made of these three sites is not the majority partition. cv, (1,0,0,0) (0,1,1,1)
Site 4 is isolated from the rest; i.e., the network now has three partitions: The majority partition made up of site 4 and two nonmajority partitions. The first is made up of site 1, and the second is made up of sites 2 and 3. The DO FAILURE module is then executed at each of the three sites, and the details of the computations are as follows:
For site 2, we have the following:
because n = sc;/2 A ds; = 4 A ~~2 4 = 0, mpz + 2 x (-1)
J E S "
Similar results are arrived at for site 3.
For site 4, we have the following:
Thus, we obtain the following state variables: [7] . A dynamic voting (DV) history (H) is a replicated data (RD) history that models the execution of the proposed algorithm.
For example, at the bottom of the this page is a DV history over the transactions {To, T I , T2, TR, 7' 3) for a DDBS consisting of three sites: A, B, C , with sites A, B, C having a copy of the data object x, i.e. S" = (A, B, C) and site A having a copy of the data object y; i.e., Sy = (A which is what we want to prove. In the latter case, it can be shown that a contradiction in terms of the majority partition indicator would result.
As shown in the history depicted below, when partitioning occurs, it is no longer necessarily true that any two read and write quorums must intersect. For example, TI and T2 above, their read and write quorums do not intersect, because the only common copy z g was not accessible at the commit time of T2. In this case, S G ( H ) is missing an edge that is needed to induce read order. Such an edge can be added without resulting in a cycle. Specifically The proposed algorithm substitutes their version number, which is maintained by site k for each data object x vng, by the majority partition indicator mpg. Thus, the proposed algorithm does not require any additional data structures to be maintained as compared to their algorithm. The proposed algorithm uses mpg to achieve the following:
-Satisfying read requests with the most up-to-date copy without requiring a read quorum. More efficient recovery by ensuring that a recovering site would not acquire a new copy when its copy is still the most up-to-date.
-
VII. THE CASE OF MULTIPLE PARTITIONING
So far, we have focused only on the case of simple partitioning. To reiterate, we assume that the network has only one majority partition at any point in time. Initially, the majority partition is made up of all sites of the network. As sites and/or communication links fail, the network is partitioned into one or more nonmajority partitions in addition to the majority partition. Unlike multiple partitioning, under simple partitioning, the nonmajority partitions come about only one at a time, i.e., successively rather than simultaneously. Thus, a network partitioning results in one and only one nonmajority partition in addition to the rest of the nonmajority partitions that currently exist.
When multiple partitioning occurs, the problem is complicated by the fact that none of the partitions know the composition of the other partitions. To illustrate, consider a network that is made up of three sites, 1, 2, 3, with site 3
According to currently available dynamic voting algorithms (including the one proposed in this paper), a given site determines whether it belongs to the majority partition when one of the following two conditions is true.
1) Its site cardinality is greater than the sum of the weights of the participating sites, i.e., the sites with which it communicated with last (just before last partitioning took place). 2) Its site cardinality equals the sum of the weights of the participating sites, and the distinguished site is within its partition. One solution to this problem is to change the dynamic voting algorithm as follows. A partition is considered a majority with respect to a data object 2, if it contains the distinguished site only. Consider again the example presented above, where the network that is made up of sites 1, 2, and 3 is partitioned simultaneously into three partitions, with each being made up of a site. Applying such an algorithm to this network would result in the partition made up of site 3 (the distinguished site) being able to operate, because site 3 is sure that no other partition (independent of the weights of the participating sites) will operate. This simple modification of the algorithm has several obvious limitations, including the network will stop functioning whenever the distinguished site fails.
VIII. CONCLUSION
In this paper, we study the problem of keeping a distributed database system that has been partitioned because of site or communication link failures partially operable while ensuring data consistency. A new dynamic voting consistency algorithm has been proposed, and its correctness has been demonstrated. The proposed algorithm results in improved efficiency in executing read requests, efficient recovery, and improved availability. We are currently developing modified version of the dynamic voting algorithm that can handle multiple partitioning.
