We consider the motion of a particle in a periodic two dimensional flow perturbed by small (molecular) diffusion. The flow is generated by a divergence free zero mean vector field. The long time behavior corresponds to the behavior of the homogenized process -that is diffusion process with the constant diffusion matrix (effective diffusivity). We obtain the asymptotics of the effective diffusivity when the molecular diffusion tends to zero.
Introduction
Consider the following stochastic differential equation
Here v(x) is an incompressible periodic vector field, W t is a 2-dimensional Brownian motion, and ε (molecular diffusivity) is a small parameter. We further assume that the stream function H(x 1 , x 2 ), such that
is itself periodic in both variables, that is the integral of v over the periodicity cell is zero. For simplicity of notation assume that the period of H in each of the variables is equal to one. It is well known (see for example [4] ), that with ε fixed, the solution of (1) scales like a diffusion process with constant diffusion matrix when time goes to infinity. More precisely, there exists the limit, called the effective diffusivity, We are interested in the behavior of the effective diffusivity when the molecular diffusion ε tends to zero. Assume that all the critical points of H are non degenerate. We distinguish two qualitatively different cases, depending on the structure of the stream lines of the flow given by v(x).
In the first case, there is a level set of H, which contains some of the saddle points, and which forms a lattice in R 2 , thus dividing the plane into bounded sets, invariant under the flow. A standard example of a cellular flow, which has been studied in several of the papers cited below, is the flow with the stream function H(x 1 , x 2 ) = sin(2πx 1 ) sin(2πx 2 ). In this particular example the separatrices (the level sets of H containing saddle points) form a rectangular lattice.
In the second case, there is more than one unbounded level set of H containing critical points, and thus there are 'open channels' in the flow, and some of the solutions of the equation x ′ (t) = v(x(t)) go off to infinity. An example of a flow with open channels is the flow with the stream function H(x 1 , x 2 ) = sin(2πx 1 ) sin(2πx 2 ) + 10 sin(2πx 2 ). Indeed, the horizontal axis {x 2 = 0} is an unbounded stream line of the flow.
Since v(x) is periodic, we may consider x ′ (t) = v(x(t)) as the flow on the torus. The torus is then a union of the sepatatrices and a finite number of open domains, bounded by the separatrices, and invariant under the flow.
In [3] Fannjiang and Papanicolaou considered cellular flows for which the separatrices form a rectangular lattice on R 2 and the stream function satisfies certain symmetry conditions. They showed that in this case
that is the effective diffusivity is enhanced by a factor of order ε − 1 2 compared to case of the diffusion process √ εW t without the advection term. Moreover, they found the constant matrix d ij explicitly. Their proof is based on a variational principle applied to a symmetric operator associated to the generator of the process X ε t . In [6] Heinze provided certain upper and lower estimates on the effective diffusivity in the case of cellular flows, for which the separatrices form a rectangular lattice on R 2 . There are earlier physical papers ([1], [8] , [9] ), arguing that the asymptotics in (2) is true for particular flows. Our first result is the rigorous proof of this statement for general cellular flows. (2) .
Let L p be the noncompact connected level set of H. This level set contains some of the saddle points of H and forms a lattice in R 2 . Without loss of generality we may assume that H(x) = 0 when x ∈ L p . The corresponding level set on the torus will be denoted by L.
The process X ε t consists of the 'fast' part, which is the periodic motion along the streamlines, and the 'slow' diffusion across them. The motion is almost periodic away from the separatrices. However, once the trajectory is in a sufficiently small neighborhood of the level set L p , it is likely to continue along it, and may go from cell to cell in a time much shorter than it would take the 'slow' diffusion to cover the same distance.
The rough outline of the proof of Theorem 1.1 is the following. We introduce a Markov chain, which can be viewed as a discrete time version of the process X ε t . The state space for the Markov chain is L. Note, that due to the periodicity of H, the process X ε t can be viewed as a process on the torus. In order to define the transition probabilities, we introduce stopping times for the process X We show that the study of the asymptotics of the effective diffusivity can be reduced to the study of the asymptotics of transition probabilities and of the expectations of the transition times for the Markov chain. The limit of the transition probabilities as ε → 0 is determined by the behavior of the process X ε t in an arbitrarily small neighborhood of L. The asymptotics of the expectations of the transition times, on the contrary, is determined by the event that the trajectory of X ε t wanders away from the level set L. In order to study the transition times we use the results of Freidlin and Wentzell [5] . For a given stream function H they introduce a graph and a mapping g from the plane into the graph, such that each connected level curve of H gets mapped into a point on the graph, with the level sets containing critical points mapped into vertices. Then they demonstrate that the process g(X ε t/ε ) on the graph converges to a limiting Markov process. The asymptotics of the expectations of the transition times for our Markov chain is related to the limiting process on the graph. Now consider the flows with 'open channels'. Assuming that the channels are directed along the x 1 axis, we prove that
that is the diffusion across the channels is not qualitatively enhanced, compared with the process √ εW t . The effective diffusivity in the direction of the flow is enhanced by a factor of order ε −2 . (3) .
Remark Since the matrix of effective diffusivity is symmetric and positive definite, from Theorem 1.2 it follows that the off-diagonal terms D 12 (ε) = D 21 (ε) are bounded uniformly in ε. However we do not make a statement here on their asymptotic behavior.
The proof of Theorem 1.2 is much simpler than that of Theorem 1.1, and is an easy application of the results of Freidlin and Wentzell [5] .
The paper is organized as follows. In Section 2 we describe the construction of the discrete time Markov chain associated with a cellular flow, and relate the question of effective diffusivity for the process X ε t to the study of transition probabilities and transition times for the Markov chain. In Sections 3 and 4 we study of transition probabilities and transition times respectively. In Section 5 we prove Theorem 1.2. In Section 6 we prove several technical lemmas used in the previous sections.
Construction of the Discrete Time Markov Chain
Consider the set {x : |H(x)| < ε α 1 } on the torus, with some
, and let V ε be the connected component of this set, which contains L. Thus V ε is a thin tube around L, whose width, however, is much larger than a typical fluctuation of the process H(X ε t ) in fixed time (see the picture below).
Let U i , i = 1, ..., n, be the connected components of T 2 \ L, and let A i , i = 1, ..., n, be the saddle points, which belong to L. While the numbers of the connected components and of the saddles are the same for topological reasons, their equality is not used in the proofs, and the numbering of U i 's is not related in any manner to that of A i 's. If there are points, which are carried to A j by the flow x ′ = v(x), and to A i by the flow x ′ = −v(x), then the set of such points (a subset of L) is denoted by γ(A i , A j ). We assume (for the sake of simplicity of notation only) that γ(A i , A i ) is empty, that is the separatrices do not form "loops". In a neighborhood of each curve γ(A i , A j ) we may consider a smooth change of coordinates (x 1 , x 2 ) → (H, θ), where θ is defined by the conditions: |∇θ| = |∇H| on γ(A i , A j ), and ∇θ ⊥ ∇H (this way θ is defined up to multiplication by −1 and up to an additive constant). The same change of coordinates can be considered in V ε ∩ U k . In this case θ ∈ [0, ∂U k |∇H|dl], with the end points of the interval identified. Thus, if
Define the stopping times σ
Thus, σ ε n is the first time after τ ε n−1 that the process either exits V ε , or goes past a saddle point different from 
is the invariant measure. Since, due to the presence of diffusion, the distributions of the transition times have exponentially decreasing tails, we can apply the law of large numbers to the function (
In the arguments, which led to (4), we considered X ε t as a process on the torus. In order to keep track of the displacements of X ε τ ε n , as the process on R 2 , we introduce another Markov chain, on the extended phase space L 0 ×Z 2 . Let now A i , i = 1, ... be the saddle points of H on the plane. Then any
] are the integer parts of the first and second coordinates of A i ). Thus, we have the mapping φ :
Let φ 1 and φ 2 be the components of this mapping. We define the Markov chain Y ε n as follows
Note that the second component
) almost surely takes the values in some finite subset S of
It is not difficult to see that Y ε n satisfies Doeblin condition with the unique ergodic set. Applying the law of large numbers to the vector valued function f (x, s) = s, defined on L 0 × S, we obtain that there exists m ∈ R 2 , such that
in distribution, and due to (4), we conclude that m = 0. Applying the central limit theorem to the same function f (x, s), we obtain that there exists a matrix
Due to (4), we have
In sections 3 and 4 we shall obtain the asymptotics of the stochastic transition functions for the chain Y ε n , and of the functions E x τ ε 1 . Assuming that this is accomplished, the next lemma will allow us to obtain the asymptotics of the effective diffusivity, using (5).
First we introduce the notations and formulate the assumptions needed for the lemma. Let M be a locally compact separable metric space. Let C b (M) be the set of bounded continuous functions on M. Let p ε (x, dy), 0 ≤ ε ≤ ε 0 be a family of stochastic transition functions on M. Assume that (A) The family of measures p 0 (x, dy), x ∈ K is tight for any compact set K.
(D) There exist unique invariant measures µ ε (dy). There exist λ > 0, c > 0, such that
for all x, A, ε .
(That is p ε are uniformly exponentially mixing).
n be the stationary Markov chain, with the stochastic transition function p ε . Since Y ε i is exponentially mixing, the central limit theorem can be applied to g(Y ε i ), and thus
converges weakly as n → ∞ to a mean-zero Gaussian distribution. We denote the covariance matrix of the limiting distribution by d ε (g).
Proof: From (A) it follows that for each n the family of measures p n 0 (x, dy), x ∈ K is tight for any compact set K. Let us assume that for a certain n, for any f ∈ C b (M), uniformly on any compact set K we have
Note that this is true for n = 1 by (C). Combining (6) and the fact that p n 0 (x, dy), x ∈ K is tight we obtain that for any compact set K and for any δ > 0 there is a compact set
for sufficiently small ε. Next we justify (6) for n + 1 instead of n.
where
The first term on the right hand side tends to zero by (6) , while the second term tends to zero by (7) as f (z)(p ε (y, dz) − p 0 (y, dz)) is bounded and tends to zero uniformly on any compact. We therefore have established (6) for all n. Let us prove part (a) of the lemma. Fix an arbitrary
and the limit is uniform in ε by (D). The weak convergence of µ ε to µ 0 now follows from (6).
To prove part (b) we write
The difference of the first two terms on the right hand side tends to zero as µ ε → µ 0 weakly. The difference of the last two terms tends to zero since for any δ > 0 there is a compact set K for which µ ε (K) > 1 − δ for sufficiently small ε (since µ ε → µ 0 weakly), and f ε → f 0 on any compact set. In order to prove part (c) of the lemma it is sufficient to consider g ∈ C b (M, R) (scalar valued). In this case
Due to uniform mixing (D)
where γ does not depend on ε. In order to prove that
for any fixed n. The left hand side of (8) can be written as
uniformly on any compact by (6) , and the conclusion follows by part (b).
The Limit of the Transition Probabilities
In this section we shall identify the limit of the transition probabilities for the chains Y ε n on L 0 × S and verify the conditions (A)-(D) for these chains. Recall the (H, θ) coordinates which we may consider inside each cell U k near its boundary, that is in
H . In order to find the limit of the transition probabilities we shall demonstrate that in a small neighborhood of L p after a random change of time the process X ε t is well approximated by the process X t with the generator
Let x, y ∈ ∂U k (if x and y do not belong to the boundary of the same cell, then p 0 (x, dy) = 0). Consider the (h, θ) coordinates in U k ∩V ε , so that θ(x) = 0, and θ increases in the direction of the flow. Since ∂U k is a closed contour, points with coordinates (h, θ) and (h, θ + ∂U k |∇H|dl) are identified. Let θ(A j ) and θ(y) belong to (0, ∂U k |∇H|dl], and consider the process X t with the generator ∂ θ + 1 2 ∂ hh in (h, θ) coordinates, which starts at the origin (corresponding to the point x). Let τ be the time of the first exit from the following domain:
(9) The summation over k is needed to account for the fact that x and y may both belong to the same edge γ(A i , A j ), in which case they both belong to the boundaries of two cells, and we need to consider two sets of (h, θ) coordinates.
The function p 0 (x, dy) is a stochastic transition function on L p , and it can be considered as a stochastic transition function on L 0 × S. It clearly satisfies conditions (A) and (B) preceding Lemma 2.1.
For x, y ∈ L p , and for the stopping times τ ε n defined in the previous section, let p ε (x, dy) be the transition function for the chain X ε τ ε n considered on L p :
Note that this definition is similar to that of p 0 (x, dy). Here, however, we do not use the (h, θ) coordinates since with small probability the process X ε t may travel outside of the domains U k for which x ∈ γ(A i , A j ) ⊆ ∂U k before time τ ε 1 (due to the presence of the small diffusion term X ε t may go 'past' the saddle point A i , thus traveling to one of the neighboring domains before time τ 
Notice that Lemma 3.1 implies the condition (C) for the chain Y ε n . Before we start the proof of Lemma 3.1 we state and prove the following preliminary lemma. 
Proof: Let us assume that d = 1 in order to avoid vector and matrix indices. By Ito's formula, for any stopping time τ ≤ t,
From the estimates on the coefficients and their derivatives it follows that the expression in (10) can be estimated as follows
In particular, for τ = t we have
R(s)ds, R(0) = ε 2 . By Gronwall's Lemma applied to R(t) we have
Define the stopping time τ = min{s :
which yields the lemma.
Proof of Lemma 3.1: Since the kernel p 0 (x, dy) is smooth in both variables and satisfies condition (A) preceding Lemma 2.1, to prove the uniform weak convergence stated in Lemma 3.1 it is sufficient to demonstrate that for an arbitrary closed interval J ⊂ γ(A j , A l ) and an arbitrary δ > 0 there is ε 0 > 0 such that
Suppose that I, J ⊂ ∂U k . (If I and J don't belong to the boundary of the same cell, then p 0 (x, J) is equal to zero.) For the sake of simplicity of notation let us assume that I ⊂ γ(A i , A j ) and J ⊂ γ(A j , A l ), that is I and J belong to the adjacent edges of L p . Without loss of generality we can assume that h > 0 in U k ∩ V ε for sufficiently small ε. We can consider the process X
As above we consider the process X t in (h, θ) coordinates in the domain
Note that p ε (x, J) is estimated from below by the probability that X ε t leaves D ε through any of the copies of J (which corresponds to X ε t making a finite number of rotations inside U k ∩ V ε , and then leaving U k through the segment J). Let J 0 , J 1 , ... be the copies of J in (h, θ) coordinates (J m+1 can be obtained from J m by a shift by ∂U k |∇H|dl along the θ axis). For an initial point x ∈ D ε let p ε (x, J m ) be the probability that X ε t leaves the domain D ε through J m . As stated above, for x ∈ I we have
Similarly, for x ∈ D 0 let p 0 (x, J m ) be the probability that X t leaves the domain D 0 through J m . If x ∈ I and J belong to different edges of ∂U k (as we have assumed) then by (9) we have
From the definition of p 0 (x, J m ) it is easily seen that the sum converges uniformly in x for x ∈ I. In order to prove (12) it is sufficient to demonstrate that for each m and each δ > 0 there is ε 0 > 0 such that
Indeed, for every positive δ we can select m 0 such that
. By (15) we can ensure that if we take ε 0 to be sufficiently small then
for all x ∈ I, ε < ε 0 , m ≤ m 0 , which implies (12) due to (13). For the sake of simplicity of notation we shall only prove (15) for m = 0. The generator of the process X ε t is
which in (h, θ) coordinates becomes
Dividing all of the coefficients of the generator by the same function |∇H||∇θ| amounts to a random time change for the process X ε t , which does not affect any of the transition probabilities. We shall denote the time-changed process with the generator L ε f = L ε f |∇H||∇θ| also by X ε t . This process satisfies the equation
where W h t and W θ t are one dimensional Wiener processes in h and θ variables respectively. We can not apply Lemma 3.2 to (16) and (17) directly, as some of the coefficients on the right hand side of (16) may be unbounded near the saddle point (h = 0, θ = θ(A j )). To circumvent this problem we shall take a sequence of steps (justified below), which will single out a small neighborhood of the saddle point, where yet another coordinate system will be considered.
Step 1. Let us take δ ′ > 0 small enough, so that there exist 0 < h 1 < h 2 , such that for any θ 1 ∈ [θ(A j ) − δ ′ , θ(A j )] the probability of the event that X t passes through the
for any x ∈ I. Due to the smoothness of the transition kernel of the process X t , for some α < 1 the interval K can be replaced by any set K ′ as long as K ′ is contained in K and has Lebesgue measure at least (h 2 − h 1 )α.
Step 2. If necessary make δ ′ from
Step 1 smaller, so that
′′ }. Take δ ′′ sufficiently small so that whenever A ∈ K 1 the process X ε t starting at A passes through the set {h(A) −
ε with probability at least 1 − δ 10
for small enough ε. 
for all x ∈ I, ε < ε 0 .
Step 5. Let us take ε 0 so small that
Assuming that the Steps 1 -5 are valid let us prove (15). By the Markov property
By Steps 3, 5, and 2, the second factor on the right hand side can be estimated as follows:
Combining the above inequalities and using Step 1 we obtain
which implies (15). It remains to justify the construction in Steps 1-5. The validity of Steps 1 and 2 follows from the fact that the transition kernel of the process X t is smooth. To justify Steps 4 and 5 it is sufficient to consider both processes X ε t and X t in a compliment to a neighborhood of the saddle point, where Lemma 3.2 applies.
In order to justify Step 3 we note that by Morse Lemma in a neighborhood O j of the saddle point A j there is a smooth change of variables, such that in the new variables the stream function is H(x 1 , x 2 ) = x 1 x 2 , and the interior of U k corresponds to the first quadrant x 1 , x 2 > 0. In the new variables the generator of the process X ε t , after a random change of time, becomes L ε f = εL 1 f + v 1 ∇f , where L 1 is a differential operator with first and second order terms, with bounded coefficients, and v 1 (x 1 , x 2 ) = (−x 1 , x 2 ). We shall consider the operator L ε in the domain
In the new variables, after dividing all the coefficients of the operator by (x 1 + x 2 ), which amounts to a random change of time for the process, the operator can be written as
where M ε f is a differential operator with first and second order terms. All the coefficients of M ε can be made arbitrarily small in D ε by selecting a sufficiently small neighborhood O j of the point A j , and then taking ε to be sufficiently small.
The construction in Step 3 now follows from Lemma 3.2 by comparing the process whose generator is the operator (18) with the deterministic process with generator ∂f ∂v .
Remark To verify condition (D) (uniform mixing) preceding Lemma 2.1 for the chain Y ε n it is sufficient to show (see [2] , page 197) that there is an integer n ≥ 1, an interval I ⊂ L 0 × S, and a constant c > 0, such that
where λ(dy) is the Lebesgue measure on I. The proof of estimate (19) is absolutely similar to that of Lemma 3.1.
The Asymptotics of the Transition Times
In this section we shall study the asymptotics of the integral L 0 E x τ ε 1 dµ ε (x), which enters in the expression (5) for the effective diffusivity.
We shall demonstrate the following:
is a positive function and I is an arbitrary closed interval I ⊂ γ(A i , A j ). From parts (a) and (b) of Lemma 2.1 it then follows that
where µ 0 (x) is the invariant measure on L 0 for the kernel p 0 (x, dy), defined in Section 3. The proof of formulas (20) and (21) will rely on a sequence of lemmas stated below. We shall study separately the probability of the event that the process X ε t starting form x ∈ γ(A i , A j ) reaches ∂V ε before time τ ε 1 , and the expectation of the time it takes for the process starting from ∂V ε to reach L 0 . Consider the process X ε t together with the process X t , whose generator in (h, θ) coordinates is
We follow the process X t till it exits D ε 1 . Let P 0 (x, dh) be the corresponding transition kernel. Thus P 0 (x, dh) coincides with a Gaussian distribution on −ε
, and has two point masses at h = ±ε α 1 − 1 2 . Similarly let P ε (x, dh) be the transition kernel for the process X ε t , which starts at x ∈ γ(A i , A j ) and is stopped at the time σ 
Furthermore, for any closed interval
Lemma 4.4. For each of the domains U k there exists a constant c k > 0, such that
Note that Lemma 4.4, together with (26) and (27) implies (20) and (21) since the expectation of the time it takes for the process to reach ∂V ε can be estimated by Lemma 4.2. It remains to prove Lemma 4.4.
We introduce notations and state several technical lemmas needed for the proof of Lemma 4.4.
Since H(x) = 0 on ∂U k , we may assume without loss of generality that H(x) > 0 inside U k in a small neighborhood of U k . Then there is a region V ⊂ U k , whose boundary consists of ∂U k and a level curve {H(x) = H 0 }, and, by selecting a sufficiently small H 0 , we can ensure that each level set of H in V is connected and there are no critical points of H in the closure of V other than on ∂U k . For 0 ≤ H ≤ H 0 let us define the following functions:
in each case the integration is over the level set
be a small constant, to be specified later. Consider the function f (H), which solves the equation
with boundary conditions f (0) = f (2r) = 0. While it not used here explicitly, we note the fact that the operator in the left hand side of (30) after dividing it by the function 2 q(H) becomes the generator of the limiting diffusion process on the edge of the graph corresponding to the domain U k (cf [5] and Section 5 of this article). We need the following lemma, which will be proved in Section 6.
Lemma 4.5. There is a function g(r), which satisfies lim r→0 g(r) = 0, such that |f ′ (H)| < g(r) for all 0 < H < 2r. Further, there is a constant c > 0 such that |f ′′ (H)| < c| ln H| and |f
Let us select constants α 2 and α 3 such that α 1 < α 2 < α 3 < 1 2
. Define the subsets V A and V B of V as follows:
Let τ A be the first time the process X ε t leaves V A , similarly τ B is the first time the process leaves V B . Let x t be the deterministic process
and let T (x) be the time it takes the process x t starting at x to make one rotation along the level set, T (x) = inf t>0 {x t = x}. The next lemma shows that for times of order T (x) the process X ε t is in a certain sense close to the deterministic process x t . The lemma is proved in Section 6. 
There exist δ ′ > 0 and γ > 0 such that
One of the main ingredients of the proof of Lemma 4.4 is the following lemma, which is a particular case of the main result (Theorem 2.3) of [5] .
Lemma 4.7. [5] There is a constant c k > 0, such that on each level set {H(x) = r, x ∈ V } we have lim
the limit is uniform on each level set, and g 1 (r) satisfies lim r→0 g 1 (r) = 0.
Lemma 4.7 is different from Lemma 4.4 in that the initial point in (33) belongs to a fixed level set of H, while in (28) the initial point is asymptotically close to ∂U k as ε → 0.
Proof of Lemma 4.4:
We shall demonstrate that there exists a function g(r), such that lim r→0 g(r) = 0, for which
uniformly in x ∈ {H(x) = ε α 1 , x ∈ V }. Let us show that (34) is sufficient to prove the lemma. As in the proof of Lemma 4.3, from (34) it follows that
uniformly in x ∈ {H(x) = ε α 1 , x ∈ V }. For x ∈ ∂V ε ∩ U k by the Markov property
The first term on the right side of (36) is estimated from above by ε α 1 −1 g(r) due to (34). The second term has the following asymptotics due to (35) and Lemma 4.7
for sufficiently small ε, where g 2 (r) satisfies lim r→0 g 2 (r) = 0. The last term on the right side of (36) is estimated from above by cε α 2 −1 due to Lemmas 4.2 and 4.3, and the repeated use of (36). Therefore
for sufficiently small ε, and g 3 (r) which satisfies lim r→0 g 3 (r) = 0. Since r can be selected arbitrarily small we obtain lim ε→0
It remains to prove (34). Let σ B = min{τ B , T (x)}. We shall prove that for some K > 0 for all sufficiently small values of r
for all x ∈ V A . From (37) it follows that
Due to the estimate on the derivative of f from Lemma 4.5 for x ∈ {H(x) = ε α 1 , x ∈ V } the right side of (38) is estimated from above by Kg(r)ε α 1 −1 , which implies (34). Now we need to prove (37).
Applying Ito's formula to f (H(X ε t )) we obtain
while from (30)
Thus, what we want to show is that there is a constant K 1 such that for all
Since f ′ and ∆H are bounded, and K 1 can be taken arbitrarily large, it is sufficient to estimate only those of the terms in (39) which contain the second derivative of f . By Lemma 4.6 we have Prob x {σ B < T (x)} ≤ ε γ , and the second derivative of f can be estimated by Lemma 4.5. Therefore for the last term containing f ′′ we have
The estimate
where v 1 is the x 1 component of the velocity field. Therefore,
where X ε 0 is distributed according to the invariant (Lebesgue) measure λ on T 2 . For a function f ∈ C ∞ (T 2 ), let f (e, H), (e, H) ∈ G be the function defined on the graph, other than on the vertices, which is equal to the average of f over the corresponding connected component of the level set of H f(e, H) =
, where x t is the solution of the deterministic equation dx t = v(x t )dt, the initial point x belongs to the level set, and T (x) is the time of one revolution around the level set. It is easily seen that for any initial point x which does not belong to any of the separatrices of H we have 
where µ is the measure on G, which is invariant for the process Y t . The integrals
can be made arbitrarily small by selecting sufficiently large t due to uniform mixing of the processes X ε t and Y t . Therefore,
which shows that the asymptotics for D 11 (ε) is as stated in the theorem. Now let us consider the asympotics for D 22 (ε). Note that v 2 (e, H) ≡ 0, thus the arguments leading to (41) do not provide the asymptotics of D 22 (ε). Let P 1 , . . . , P n be those of the separatrices of H on the torus which, when unfolded onto the plane, are non-compact. Let us select a point A i on each of P i . Let us introduce the sequence of stopping times τ n , n ≥ 1, which are the consecutive times when X ε t makes the transition to a different level set P i . Thus X ε τn is a Markov chain on the set {P 1 , . . . , P n }. We can also consider the Markov chain Z ε n = ( X ε τn , τ n − τ n−1 , ∆ n ) on the extended phase space {P 1 , . . . P n } × R + × R. The third component ∆ n is defined as follows: If X ε τn is considered on the plane, then
where A 2 (n) is the x 2 coordinate of the point corresponding to the separatrix containing the point X ε τn . Similarly we can introduce the stopping times η n for the process Y t on the graph, which are the consecutive times when Y t visits different vertices Q i = H(P i ) of G, corresponding to the unbounded separatrices of H. Together with the Markov chain Y ηn we can consider the chain Z n = (Y ηn , η n − η n−1 , ∆ n ) on {Q 1 , . . . Q n } × R + × R, where ∆ n is defined the same way as ∆ n . Let µ ε be the invariant measure for the chain Z ε n , and let µ be the invariant measure for the chain Z n . Let f be the function defined on the state space of the chain Z ε n , which is equal to the third component: f (x, τ, ∆) = ∆. The function f is defined the same way on {Q 1 , . . . Q n } × R + × R.
By the central limit theorem applied to the chain Z This completes the proof of Theorem 1.2.
Proof of the Technical Lemmas
Proof of Lemma 4.5: For any function u ∈ C ∞ (U k ) we have
