We show that the only dynamic risk measure which is law invariant, time consistent and relevant is the entropic one. Moreover, a real valued function c on L ∞ (a, b) is normalized, strictly monotone, continuous, law invariant, time consistent and has the Fatou property if and only if it is of the form c(
Introduction and Main Results
The theory of preferences and their numerical representations goes back to Bernoulli [4] . Axiomatic foundations have been given, among others, by Alt [1] , von Neumann and Morgenstern [32] , Savage [34] , Ellsberg [15] , Gilboa and Schmeidler [20] and Maccheroni et al. [30] . If is a preference order (c.f. Föllmer and Schied [18] , Section 2.1) on the set of all probability distributions with bounded support in the interval (a, b), where −∞ ≤ a < b ≤ ∞, such that satisfies the independence axiom and the Archimedean axiom (c.f. Föllmer and Schied [18] , Section 2.1) then it has an affine numerical representation U , which under additional continuity assumptions is a von Neumann-Morgenstern representation (c.f. Föllmer and Schied [18] , Theorem 2.21 and Theorem 2.28). The independence axiom is crucial for a von Neumann-Morgenstern representation. It is demonstrated by Machina [29] and others (see [29] for the references) that preferences which do not satisfy the independence axiom lead to dynamic inconsistencies, at least if the preferences are not updated in an adequate way. In this paper, we show that any numerical representation of a preference order which is defined on the linear space of bounded random variables and which is strictly monotone, normalized on constants, law invariant and time consistent, necessarily is (under some technical continuity conditions, see Theorem 1.4 below) a certainty equivalent of an expected utility.
Here is the formal setting for our results. Let (Ω, F, (F t ) t∈N 0 , P) be a standard filtered probability space, i.e., (Ω, F, P) is isomorphic to [0, 1] 
A representation result for law invariant, time consistent certainty equivalents
On L ∞ (a, b) we consider a preference order with representation U : L ∞ (a, b) → R (c.f. Föllmer and Schied [18] , Section 2.1) such that X is preferred to Y if U (X) ≥ U (Y ). We assume that U is law invariant, that is U (X) = U (Y ) if X and Y have the same distribution. In the literature, law invariant functions are also referred to as distribution based functions. Thus, the representation U can also be viewed as a function acting on the probability distributions with bounded support in (a, b). We further assume that there exists a certainty equivalent c 0 : L ∞ (a, b) → R for the numerical representation U , which is implicitly defined through U (X) = U (c 0 (X)), X ∈ L ∞ (a, b). If in addition U (m 1 ) > U(m 2 ) for all m 1 , m 2 ∈ (a, b) with m 1 > m 2 , then the certainty equivalent is normalized on constants, i.e., c 0 (m) = m for all m ∈ (a, b). Note that c 0 is a numerical representation for the preference order and c 0 is strictly monotone exactly when U is strictly monotone. 
For any function c 0 : L ∞ (a, b) → R which is normalized on constants and strictly monotone, there exists at most one function c t :
, which satisfies (1) and (2) . If there exists such c t , one verifies that it is normalized on constants
where
Obviously, a function which has the Lebesgue property also has the Fatou property.
Let b ε,p denote a Bernoulli random variable taking the values +ε and −ε with probabilities p and 1 − p.
Note that condition (C) is satisfied if f is strictly monotone and has the Fatou property. Indeed, suppose that f has the Fatou property and let (p n ) n∈N ⊂ (0, 1) be a sequence with p n 0. Then, x + b ε,pn → x − ε in probability and the Fatou property and the strict monotonicity of f imply
Hence, there is p n 0 ∈ (0, 1) with f (x + b ε,pn 0 ) < x. Our first main result can now be formulated as follows.
Theorem 1.4
Let (Ω, F, (F t ) t∈N 0 , P) be a standard filtered probability space and fix numbers 
for a strictly increasing, continuous function u : (a, b) → R. In this case, the function u is uniquely defined up to affine transformations of the form u → αu + β, α > 0, β ∈ R, and
The proof of Theorem 1.4 is postponed to the Section 3.
Remark 1.5 Theorem 1.4 extends to a dynamic setting the representation results on means by Nagumo [31] , Kolmogorov [27] and de Finetti [16] . These representation results give necessary and sufficient conditions for a function M (x 1 , . . . , x n ) being a mean,
φ(x i )) for a continuous, strictly increasing function φ and any n ≥ 1 and all values x 1 , . . . , x n in an interval [a, b] . Hardy et al. [25] give a similar representation result in terms of distribution functions. For further discussions on means, we refer to Hardy et al. [25] and Bullen [5] .
Building on the Nagumo-Kolmogorov-de Finetti Theorem, Cerreia-Vioglio et al. [7] recently proved that a function c 0 : L ∞ → R is of the form (5) if and only if c 0 is normalized on constants, law invariant, monotone, has the Lebesgue property and satisfies
for all A ∈ F and all X, Y, Z ∈ L ∞ . Lemma 2 in Carreia-Vioglio et al. [7] further shows that for the case a = −∞ and b = +∞, the function c 0 is quasi-concave if and only if u is concave.
Remark 1.6
For any continuous and strictly increasing function u : R → R, the functional π(X) := u −1 • E [u(X)] defines an insurance premium principle, which is called the mean value principle (c.f. Gerber [21] , Chapter 5, Section 4). Gerber shows in [22] that any law invariant premium principle π which is iterative (i.e. 
for all X ∈ L ∞ and π G has the local property (1). A premium principle π which is time consistent for all sub σ-agebras G ⊂ F satisfies (7) as
It is shown in [21] that π is cash invariant (i.e. π(X + m) = π(X) + m, m ∈ R) if and only if u is an exponential or linear function, see also Nagumo [31] and de Finetti [16] . Cash invariant, time consistent and law invariant functions are discussed in the Subsection 1.2. 
Then u is strictly concave (see for instance Proposition 2.35 in Föllmer and Schied [18] ).
A representation result for law invariant, time consistent dynamic risk measures
In this subsection, we consider functionals which are cash invariant (in the literature this property is also referred to as translation invariance [2, 3] ). This extra condition allows us to prove the main Theorem 1.4 for functions which are not assumed to satisfy condition (C) and are relevant instead of strictly increasing.
(ii) cash invariance:
A dynamic risk measure is
The theory of risk measures has been initiated by the influential paper by Artzner et al. [2] . Since then, risk measures have been generalized in several directions. For an overview of static convex risk measures (mappings ρ : L ∞ → R which are normalized, cash invariant, monotone and convex) we refer to Föllmer and Schied [18] . We here are mainly interested in law invariant risk measures which are studied for instance in Kusuoka [28] , Frittelli and Rosazza Gianin [19] , Jouini et al. [26] and Cheridito and Li [10] . For dynamic risk measures their representations and related concepts such as time consistency, we refer to Artzner et al. [3] , Cheridito et al. [8] , Cheridito and Kupper [9] , Föllmer and Penner [17] and the references therein.
Remark 1.9
It is shown in Jouini et al. [26] that any law invariant convex risk measure ρ 0 automatically has the Fatou property.
Here is our second main result. 
The limiting cases γ = 0 and γ = ∞ are defined as [13] . In a continuous time framework, under a filtration for which all martingales are continuous, it is shown that the only law invariant, time consistent, dynamic coherent risk measure (a dynamic convex risk measure, which additionally satisfies 
tn is a time consistent dynamic risk measure in discrete time. If ρ 0 =ρ 0 is law invariant and relevant then Theorem 1.10 states that ρ 0 has to be the entropic risk measure. Remark 1.14 Every law invariant, time consistent, dynamic risk measure (ρ t ) t∈N 0 is additive for independent random variables, i.e.,
In Goovaerts et al. [24] it is shown that any risk measure satisfying (10) is a weighted average of entropic risk measures:
Related results for premium principles satisfying a different monotonicity assumption have axiomatically been characterized by Gerber and Goovaerts [23] . We finally sketch why (10) follows from the above assumptions. Indeed, there exist
Remark 1.15 Weber [35] studies law invariant dynamic convex risk measures which satisfy a weaker time consistency property. More precisely, he shows that if ρ t is weakly acceptance and rejection consistent then ρ 0 has to be a shortfall risk measure. Remark 1. 16 Artzner et al. [3] and Cheridito and Stadje [11] provide explicit counterexamples which demonstrate that the average value at risk AV @R and the value at risk V @R are not time consistent. Note that both risk measures are law invariant, but V @R even fails to be convex.
Proof of Theorem 1.10
Throughout this section, (Ω, F, (F t ) t∈N 0 , P) is a standard filtered probability space.
Proof of the "if"-part of Theorem 1.4.
It is straightforward to check that any dynamic risk measure (ρ t ) t∈N 0 of the form (8) defines a law invariant, time consistent, relevant dynamic risk measure.
Proof of the "only if"-part of Theorem 1.4. Let (ρ t ) t∈N 0 be a law invariant, time consistent, relevant dynamic risk measure. Let us define the collection of utility functions
the sequence u γ k converges uniformly on compacts to u γ . The entropic risk measure with risk aversion parameter γ ∈ R is defined by
Lemma 2.1 The collection of entropic risk measures
The set P 0 consists of all probability densities, i.e., all positive integrable random variables
Proof. (i) follows from the well-known dual representation for the entropic risk measure (see for instance in [8, 17, 18] )
Equation (11) further yields
(ii), (iii) and (iv) then follow from (i), (12) and the equality ρ γ ( 
Clearly, −ε ≤ η ε ≤ ε. For instance, if ρ 0 is the worst case risk measure, then η ε = ε. Define
The goal is to show that there exists γ ∈ (−∞, ∞] such that
which in turn implies (8).
Lemma 2.2 Let t
By time consistency, local property and cash invariance of ρ t , we deduce
and analogously
On the one hand, since ρ 0 is relevant, it follows
On the other hand, law (16), (17) and (18) . Hence, ρ t (Y ) has to be constant. Then, since law(X) = law(Y ), we get
by time consistency and cash invariance of ρ 0 . This completes the proof.
For any ε > 0, we define the random walk with drift
starting at R ε 0 ∈ R. The following Lemma shows that any R ε of the form (19) satisfies ρ t (R ε s ) = −R ε t for all s ≥ t, which can be viewed as a generalized martingale property with respect to the non-linear conditional expectation ρ t .
Lemma 2.3 Let R ε be a stochastic process which follows the dynamics (19) and let τ be a bounded stopping time. Then, we have
Proof. We first show that 
Hence, the local property of ρ s yields
Since law(x n + εb s+1 + η ε ) = law(x n + εb 1 + η ε ) a.s., and x n + εb s+1 + η ε is independent of F s , Lemma 2.2 and (13) imply
We then derive (20) from (21) and (22) . We next show by backward induction that
Indeed, since τ is a bounded stopping time there is T ∈ N with τ ≤ T . By cash invariance of
For the induction step, we assume that (23) holds for all t ≥ s + 1. In view of (20) we deduce on A :
By cash invariance of ρ s , we deduce on A c = {τ ≤ s}
Combining (24) with (25) implies ρ s (R ε τ ) = −R ε s∧τ and the induction step is completed.
Remark 2.4
For any R ε of the form (19) with respective γ ε ∈ R, the stochastic process u γε (R ε t ) is a martingale. Indeed, for all t ∈ N 0 we deduce from (14) that
The proof is based on the following discrete version of the Skorohod embedding theorem (see for instance Revuz and Yor [33] , chapter VI, §5, and the references therein).
Lemma 2.5
Let X ∈ L ∞ and (ε k ) k∈N be a sequence tending to zero such that γ k := γ ε k ∈ R and (γ k ) k∈N converges to some γ ∈ R as k tends to infinity. Then, there exists a subsequence of (ε k ) (still denoted by (ε k )), such that for any k ∈ N we may find stochastic processes R ε k ,+ , R ε k ,− of the form (19) as well as bounded stopping times σ
and lim
Proof. A discrete version of the Skorohod embedding theorem is the heart of the construction. The technical details are a little messy but the basic idea is straightforward. For the convenience of the reader we first informally sketch the idea. The process R ε k is a random walk with drift. Further, u γ k (R ε k ) is a martingale. We approximate a given X ∈ L ∞ in law by the terminal value R ε k σ , where σ is a bounded stopping time. The goal is to have
. We first assume that X only assumes two values x 1 < x 2 . We start the random walk R ε k at R
. We then need some technicalities to make the meaning of "≈" precise and to replace σ by a bounded stopping time. We then repeat the above argument along a binomial tree.
We now state the proof in full detail. It is enough to prove the lemma for random variables X which assume 2 N different values for some N ∈ N. Indeed, approximate X ∈ L ∞ by some X N ∈ L ∞ which takes 2 N different values such that ||X − X N || ∞ ≤ 1/N and
Applying the lemma (valid for random variables X which assume 2 N values) on X N + 1/N and X N − 1/N yields stochastic processes R ε k ,N,+ , R ε k ,N,− and bounded stopping times σ
The claim then follows since for any k ∈ N there is N = N (k) such that
Suppose now that X takes the values x 1 < · · · < x 2 N with respective probabilities p 1 , . . . , p 2 N . Let us introduce the finite probability space
E denotes the (conditional) expectation with respect toP. The filtrationF n = σ(Â 1 n , . . . ,Â 2 n n ), n = 0, . . . , N, is generated by the time n atomŝ
The random variableX = (x 1 , . . . , x 2 N ) on (Ω,F,P) has the same distribution as X on (Ω, F, P). Fix k ∈ N and define the stochastic processŶ ε k inductively byŶ
Letŷ 1 n < · · · <ŷ 2 n n denote the 2 n different values of the random variableŶ ε k n , so that, by constructionÂ
Further, let R ε k ,+ be the stochastic process which follows the dynamics (19) and starts at R
Step 1. There exists an increasing sequence of a.s. finite stopping times 0 =σ 0 ≤σ 1 ≤ · · · ≤σ N and for each n = 0, . . . , N there is an almost sure partition (A j n ) 2 n j=1 of Ω such that
In particular, P[R
] for all n = 1, . . . , N, j = 2, . . . , 2 n and therefore
The proof of (30) and (31) 
for the conditional probabilities 0 <p d ,p u < 1. On A j 0 m , the stopping timeσ m+1 is defined byσ
In view of (33) 
and
form an almost sure partition of Ω and (30) holds for n = m + 1. Since
≤ŷ u m+1 + 2ε k , which in view of (33) and (34) leads to P[R
We next prove (31) for n = m + 1. By construction,
On the one hand, if
m ], the induction hypothesis (31) and (35) imply
On the other hand, if
This shows
Moreover, if j 0 ≥ 2 (only in this case we have to check the induction hypothesis (31)), we deduce
This completes the induction step.
Step 2. There is an increasing sequence of bounded stopping times 0
Indeed, since (c.f. (31)
. . , N and all j = 2, . . . , 2 n , the dominated convergence theorem implies T ∈ N, such that
Hence, for the bounded stopping times σ n =σ n ∧ T we get (36).
Step 3. There is a subsequence of (ε k ), which we still denote by (ε k ), such thatŶ ε k n converges toŶ n for all n = 0, . . . , N − 1. Then, by continuity of u γ it follows u γ k (Ŷ
Using similar argument as before, there exist a stochastic processes R ε k ,− of the form (19) and bounded stopping times σ
We now finish the proof of Theorem 1.4. We distinguish between three different cases.
Case 1.
There is a sequence (ε k ) k∈N tending to zero such that γ k := γ ε k ∈ R and (γ k ) k∈N converges to some γ ∈ R as k tends to infinity. The sequence (u γ k ) k∈N then converges uniformly on compacts to the function u γ . Let X be a random variable in L ∞ . ρ 0 is monotone with respect to 1 . Indeed, let U be a random variable that is uniformly distributed on (0, 1) 
Since ρ 0 is law invariant, one obtains that ≥-monotonicity implies 1 -monotonicity. Hence, Lemma 2.3 and Lemma 2.5 imply
Case 2. There is a sequence (ε k ) k∈N tending to zero such that lim inf
. By Lemma 2.5 there existR ε k of the form (19) and a bounded stopping timesσ k such that
Define R
. Lemma 2.3 in combination with (38) yields
Hence, ρ 0 is dominated below by the worst case risk measure, that is, ρ 0 has to be the worst case risk measure itself.
Case 3.
If there is a sequence (ε k ) k∈N tending to zero such that lim sup k→∞ γ k = −∞, then similar arguments as given in case 2 imply that ρ 0 (X) = inf Z∈P 0 E [Z(−X)]. However, the best case risk measure inf Z∈P 0 E [Z(−X)] is not relevant. Hence, the case 3 is excluded and we are left with either case 1 or case 2. The proof is completed.
Proof of Theorem 1.4
Proof of the "if"-part of Theorem 1.4. Let us assume that c 0 :
, where u : (a, b) → R is a strictly increasing, continuous function. Obviously, c 0 is normalized on constants, strictly monotone, || · || ∞ -continuous, law invariant and satisfies condition (C). Moreover, for t ∈ N we define c t (X) :
showing that c 0 is time consistent.
Preparations for the "only if"-part of Theorem 1.4. Suppose that c 0 : L ∞ (a, b) → R is normalized on constants, strictly monotone, || · || ∞ -continuous, law invariant, time consistent and satisfies condition (C). Lemma 2.2 specializes in the present context as follows. 
as well as increasing, continuous functions
and ||u
Recall that b ε,p denotes a Bernoulli random variable taking the values ε and −ε with probabilities p and 1 − p. Condition (C) implies that p(x) ∈ (0, 1].
Step 1. There is an increasing, continuous function
, for all x ∈ I ε n .
Indeed, defineũ εn (A) = 0,ũ εn (A + ε n ) = 1 and inductivelỹ 
Step 2. Let (p + k ) k∈N be a sequence satisfying 0 < p
, for all x ∈ I εn . 
) t∈N 0 denote the stopped random walks which start at R
and follows the dynamics
for the stopping times τ
, where the infimum over the empty set is defined as +∞. By construction, R ε k ,± are Markov processes with values in (R
and transition probabilities
Lemma 2.3 specializes to the present context as follows. The proof is a straightforward modification.
Lemma 3.3
Let R ε k ,± denote the stochastic processes which follow the dynamics (46) and let τ be a bounded stopping time. Then, we have 
The local property of c s yields
Since law(x n + b 
We get c s (R
from (47) and (48). We then proceed by backward induction as in the proof of Lemma 2.3. 
Remark 3.4 For any
Proof.
Step 1. Suppose that X assumes the values A < x 1 < x 2 < B with probabilities 
In view of Lemma A.1, there exists a subsequence of (ε k ), which we still denote by (ε k ), such that f + ε k converges pointwise to an increasing function
In this first step, we assume in addition that 0 is a continuity point of f + . Define
Here we assume that k is large enough such that x 2 + 2ε k < B. Let R ε k ,+ be defined as the stochastic process which follows the dynamics (46) and starts at
Define the stopping time
Due to Remark 3.4, the process u +
) is a martingale. Hence, the martingale convergence theorem yields that σ is a.s. finite. If R
< x 2 + ε k and the martingale stopping theorem yields 
(ii) c 0 (X n ) and c 0 (X) are continuity points of u, and
where X and X n assume the values {x 1 , x 2 } and {x n 1 , x n 2 } with probabilities 1/2. Indeed, the function x 1 → c 0 (X) maps from (A, x 2 ) in (A, x 2 ). Since the set of discontinuity points of u in (A, x 2 ) is countable and c 0 is strictly increasing, there are at most countably many x 1 ∈ (A, x 2 ) for which c 0 (X) is a discontinuity point of u. Hence, there is x 1 ∈ (A, x 2 ) for which c 0 (X) is a continuity point of u. We then approximate X by X n from below in L ∞ (A, B) such that c 0 (X n ) are continuity points of u. Then, c 0 (X n ) c 0 (X) and Step 2 yields
. Whence, u has to be continuous. In particular, Step 2 yields E[u(X)] = u(c 0 (X)) for all random variables X taking at most two values in (A, B) .
Step 4 
Sketch of the proof. The proof is a straightforward modification of the proof of Lemma 2.5.
In a first step, we defineŶ
on the filtered probability space (Ω,F, (F n ) N n=0 ,P). Here we assume that ε k is small enough such thatŶ ε k n ∈ (A + ε k , B − ε k ) for all n = 0, . . . , N. We then define R ε k ,+ as the stochastic process which follows the dynamics (46) and starts at 
and consequently ψ(x) = αx + β for some α > 0 and β ∈ R (approximate ψ uniformly on compacts by polynomials). We therefore can extend 
A Helly's theorem
The following lemma is well-known. For the sake of completeness we give a proof. 
The function f has at most countably many discontinuity points. Moreover, f n k (x k ) → f (x) for any sequence x k ∈ [A, B] which converges to some continuity point x ∈ [A, B] of f .
Remark A.2
Helly's theorem is usually stated as a convergence result only for the continuity points of the limiting function f . It was observed in Campi and Schachermayer [11] that one may also obtain convergence on the discontinuity points of f . 
Proof. Let (z j
In particular, f n k (x) → f (x) for all x ∈ [A, B] and f is increasing. The proof is completed.
