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In the last years the impressive progress on the experimental side led to a variety
of new experiments allowing to address systems out of equilibrium. In this way
the behavior of such systems far from equilibrium is no longer a purely theoretical
issue but indeed observable. New experimental techniques, like particles trapped
in optical lattices, render a realization of quantum systems with nearly arbitrary
system parameters possible and provide a possibility to study their time evolution.
Systems out of equilibrium are characterized by the fact, that these systems are in
highly excited states giving rise to totally new fascinating properties.
In the present thesis one- and two-dimensional fermionic Hubbard models out
of equilibrium are discussed. The system is taken out of equilibrium by a so-called
interaction quench. At the beginning the system is prepared in the groundstate of
the non-interacting Hamiltonian. At a time t the interaction between the fermions
is suddenly turned on so that the time evolution is governed by the whole, in-
teracting Hamiltonian. Hence the system is prepared in the groundstate of one
Hamiltonian but evolves according to a different Hamiltonian. Consequently the
system ends up in a highly excited state.
To describe such a system a method based on an expansion of the Heisenberg
equations of motion to highest order possible is developed in this thesis. This
method provides an exact description of the time evolution on short and interme-
diate time scales after the quench. As the method reveal exact results and does
not rely on any perturbative assumption, a study of arbitrarily large interaction
strengths is possible. Besides, the method is one of the few methods capable of
two-dimensional systems.
In the following the method used in this thesis is explained and advantages and
disadvantages of the approach are thematized. For this purpose the results of the
developed iterated equation of motion approach are compared to results obtained
in calculation up to second order in the interaction. Then the dynamics of the one-
dimensional model is discussed with a focus on the relation of the results derived
by the iterated equations of motion approach to results obtained by bosonization
theory, the behavior for strong interactions and the dynamical transition from the
weak to the strong quench regime.
Furthermore, the Hubbard model is studied on a two-dimensional square lat-
tice. This model is fundamentally different from the one-dimensional model: In
contrast to the one-dimensional model the two-dimensional model is not inte-
grable allowing a true relaxation of the system. For this system a calculation
up to second order in the interaction is performed and compared to the results
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of the iterated equation of motion approach. Besides, the time evolution of the
momentum distribution and the influence of doping on the dynamics is studied.
Moreover, a first estimate for relaxation times is provided without relying on the
assumption of a mixed state.
Zusammenfassung
In den letzten Jahren wurden vielfältige neue Experimente entwickelt, die es er-
lauben, Systeme jenseits des Gleichgewichtes zu betrachten. Dadurch ist das Ver-
halten dieser Systeme im Nicht-Gleichgewicht nicht länger eine rein theoretische
Fragestellung sondern tatsächlich beobachtbar. Neue experimentelle Techniken,
wie Teilchen in optischen Gittern, ermöglichen es Systeme mit nahezu beliebi-
gen Systemparametern zu realisieren und deren Zeitentwicklung zu studieren.
Systeme jenseits des Gleichgewichts zeichnen sich dadurch aus, dass sich diese
in hochangeregten Zuständen befinden, wodurch sich völlig neue, faszinierende
Eigenschaften ergeben.
In der vorliegenden Arbeit werden Hubbard-Modelle in ein und zwei Dimen-
sionen jenseits des Gleichgewichtes betrachtet. Das System wird dabei durch
einen sogenannten Wechselwirkungs-Quench aus dem Gleichgewicht gebracht.
Zunächst befindet sich das System im Grundzustand des wechselwirkungsfreien
Hamiltonoperators. Zur Zeit twird die Wechselwirkung zwischen den Fermionen
plötzlich eingeschaltet, sodass die Zeitentwicklung durch den gesamten, wechsel-
wirkenden Hamiltonoperator bestimmt wird. Somit ist das System im Grundzu-
stand eines Hamiltonoperators präpariert, entwickelt sich jedoch gemäß eines
anderen. Dadurch wird das System in einen hochangeregten Zustand versetzt.
Zur Beschreibung eines solchen Systems wird in dieser Arbeit eine Methode
basierend auf einer Entwicklung der Heisenbergschen Bewegungsgleichung zu
möglichst hoher Ordnung entwickelt. Die Methode erlaubt es, die Zeitentwick-
lung des Systems auf kurzen und mittleren Zeitskalen nach dem Quench ex-
akt zu beschreiben. Da die Methode exakte Ergebnisse liefert und ihr keinerlei
störungstheoretische Annahmen zu Grunde liegen, ist es möglich beliebige Wech-
selwirkungsstärken zu betrachten. Außerdem ist diese Methode eine der wenigen
Methoden, die auf zweidimensionale Systeme anwendbar sind.
Im Folgenden wird zunächst die genutzte Methode erläutert und deren Vor- und
Nachteile diskutiert. Hierzu werden die Ergebnisse mit denen einer Rechnung bis
zur quadratischen Ordnung in der Wechselwirkung U verglichen. Anschließend
wird die Dynamik des eindimensionalen Modells diskutiert. Dabei wird der Bezug
der Ergebnisse zur Bosonisierung, das Verhalten für besonders große U sowie der
dynamische Übergang zwischen schwachen und starken Quenches thematisiert.
Des Weiteren wird das Modell auf einem zweidimensionalen Gitter betrachtet.
Dieses System unterscheidet sich grundsätzlich von dem eindimensionalen Sys-
tem: Im Gegensatz zum eindimensionalen System ist das zweidimensionale Sys-
tem nicht integrabel, sodass eine Relaxation möglich ist. Auch für dieses System
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wird eine Rechnung zweiter Ordnung in U durchgeführt. Außerdem wird die
Zeitentwicklung der Impulsverteilung betrachtet sowie der Einfluss der Dotierung
auf die Dynamik studiert. Darüberhinaus wird eine erste Abschätzung der Relax-
ationszeiten gegeben ohne auf die Annahme eines Gemisches zu vertrauen.
2. Introduction
2.1. Non-Equilibrium
Non-equilibrium systems are of special interest as they reveal totally new fasci-
nating phenomena such as dynamical transitions, where already small changes of
the system parameters change the behavior of the system qualitatively. Systems
far from equilibrium have the distinction that these are usually in highly excited
states. This poses new challenges to a theoretical description. Many methods
used in equilibrium situations are based on the assumption that the system is in its
groundstate or at least in a state close to the groundstate. Under these conditions
it is possible to map a complex system to a simpler one devised to explain the low-
energy physics of the model. Often a quasi-particle based description is possible,
where the groundstate of the system is regarded as a vacuum and its excitations
as quasi-particles. These systems involve only a small number of quasi-particles.
Due to the small density of quasi-particles the accessible phase space is drastically
reduced. In contrast to this, non-equilibrium systems are highly excited exploring
a much larger phase space. Consequently a description based on quasi-particles
is not possible and many equilibrium methods fail.
Far from equilibrium the dynamics is governed by processes on many different
energy scales. Thus a method has to cope with many degrees of freedom devel-
oping on short time scales, which further hampers the theoretical descripton.
Recently refined experimental techniques based on optical lattices [1, 2] and fem-
tosecond spectroscopy [3] allow to study quantum systems far from equilibrium,
so that non-equilibrium physics is no longer a purely theoretical playground. The
possibility to change intrinsic system parameters and observe the evolution per-
mits a totally new class of experiments (for a review see Ref. [4]).
Optical lattices allow to artificially create lattice structures with nearly arbitrary
properties and lattice geometry [5]. In 1998 Anderson and Kasevich trapped
atoms in such a lattice for the first time [6]. Since then an impressive progress
concerning the controllability of the system parameters such as the lattice depths
has been observed. Due to this progress it is now possible to simulate given model
Hamiltonians [7]. Thus non-equilibrium systems are no longer just a theoretical
perspective but indeed observable.
Greiner et al. , for instance, used optical lattices to realize a Mott insulator made
of bosons [8]. In this experiment 87Rb atoms from a Bose-Einstein condensate are
loaded into the lattice. On changing the lattice depths they observed a transition
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from a superfluid phase with weakly interacting particles to the Mott insulating
phase. The transition was observed through the loss of the phase coherence in the
insulating phase.
Optical lattices embody a nearly perfect decoupling from their environment, so
that these systems can be assumed to be completely isolated. Thus one main
source for decoherence is excluded in these experiments, allowing to observe the
dynamics over fairly long times. Combining an unprecedented controllability of
the system parameters with long observation times, optical lattices are an ideal
testbed for non-equilibrium dynamics.
The long observation times rendered a study of collapse and revival behavior
in optical lattice systems [1] possible. In this experiment the matter waves of
Bose-Einstein condensates trapped in optical lattices are studied by the use of
their interference patterns. After collapsing completely the interference pattern
is recovered for later times. This behavior is referred to as collapse and revival.
Optical lattice setups have also been used to realize a one-dimensional Bose gas
and to study the influence of integrability on the dynamics of the system [2]. In
comparison to these experiments, experiments with fermions are much more de-
manding, as the required temperatures are much harder to reach in these systems.
However fermions can also be cooled and loaded into the lattice structures [9,10].
Experiments with fermions address the control of the filling factor [11], transport
processes caused by interactions and long-range order in a condensate of fermion
pairs [12]. Another study focusses on doublons in the Fermi-Hubbard model [13].
Besides optical lattice setups also other techniques have been developed to study
systems far from equilibrium. Amongst these are time-resolved pump-probe ex-
periments [14]. The pulses used in this context are shorter than the time scales of
relaxation and dephasing, so that snapshots of the time evolution are feasible [5].
The possibility of tuning the intrinsic parameters over a wide range enables the
realization of systems far from equilibrium. One efficient way to take the system
out of equilibrium is to switch on system parameters such as the interaction
strength between the particles abruptly. This scenario is known as quench. The
quench can be restricted to local interactions [15, 16] or it can be global. In this
thesis global quenches are discussed, where the interaction between the particles
is suddenly turned on, i.e. interaction quenches. Initially the system is prepared
in the groundstate of a non-interacting Hamiltonian. At a specific time t the
interaction is suddenly turned on and the system evolves according to the full
Hamiltonian. As the system is prepared in the groundstate of one Hamiltonian
but its time evolution is governed by a different Hamiltonian it ends up in a
highly excited state far from equilibrium. As the initial states are ground states
of the non-interacting Hamiltonian interaction quenches allow to observe the
build-up of correlations.
2.2 Theoretical Concepts 13
2.2. Theoretical Concepts
Systems far from equilibrium are in highly excited states which leads to the varied
observed phenomena and at the same time adds to the appeal of these systems.
Due to the high energies many fast developing degrees of freedom have to be
considered. In a system taken out of equilibrium a main question concerns the
thermalization of the system. In classical mechanics a well established concept is
ergodicity, which explains thermalization processes. The trajectory of the respec-
tive model covers the whole energy surface in phase space so that the information
about the initial state is lost. In this case the time average of observables equals
their configuration average and the system is said to be thermalized.
In these systems the role of integrability is clearly defined. Following the Liou-
ville formalism an integrable system contains a macroscopic number of constants
of motion. As knowledge about the initial state is preserved by the constants of
motion the accessible phase space is restricted and thermalization is not possible.
For quantum systems there is no general concept about ergodicity and it is un-
clear how a closed system relaxes at all. As the time dependence is governed by
the Schrödinger equation a pure state remains a pure state over the whole time.
Consequently relaxation to a phase described by stationary density matrices is not
possible. However, a subsystem of a given system may still thermalize [17, 18].
Thermalization in quantum systems is defined less strictly. A quantum system
is regarded as thermalized if some of its observables, for example local observ-
ables [19], take values corresponding to the ones in a thermal state. It was shown
that such a thermalization is observable in quantum systems [20].
One concept used in non-equilibrium situations is the eigenstate thermalization hy-
pothesis (ETH), which states the equality of the expectation value in a single energy
state and its microcanonical average [21, 22]. The ETH predicts that the long time
average is given by the microcanonical average, as observed [23,24]. Recently the
ETH has been generalized to integrable models. In such systems local observables
can be determined by considering a single representative eigenstate [25].
The effect of integrability on the time evolution of these systems is still highly
debated. There are studies which revealed the lack of thermal behavior even
for non-integrable systems [26, 27], while the observables in other systems are
described by thermal values [28, 29]. In this context integrable Ising-type mod-
els [30, 31], spinless fermions [26] as well as spinful models [32] are discussed.
The influence of breaking integrability is studied [33]. Kinoshita et al. observed
experimentally that hard-core bosons do not show thermalization [2], which was
explained by the integrability of hard-core bosons in one dimension [28]. Roux
attributed the absence of thermalization to finite-size effects of one dimensional
systems [34].
In integrable systems memory of the initial state is preserved during the time
evolution due to the constants of motion. To meet the constraints imposed by
the integrals of motion Rigol introduced the generalized Gibbs ensemble with a
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density matrix ρGGE [28]. This approach is based on maximizing the entropy [35],
















with 〈..〉0 denoting the expectation value in the initial state and λm denoting
Lagrange multipliers. This concept has been applied successfully to spinless
fermions [26] and the sine-Gordon model [36] as well as to Luttinger liquids [37].
Although the GGE has been proven to be very powerful in the description of
non-equilibrium systems [38,39] its general validity is still debated [40]. It was ob-
served that the relaxation to the GGE can be precluded by effects of disorder [41].
Thus the influence of local and non-local conserved quantities has to be studied
further [42].
Besides the long time behavior, also the behavior on shorter times after the quench
reveals fascinating properties such as the prethermalization. This term was intro-
duced by Berges et al. [43] and denotes a time regime in which the system reaches a
quasistationary non-thermal state characterized by the observation that some ob-
servables are already thermalized while others are not [44]. This regime is followed
by an ensuing thermalization on considerably longer times. Such prethermaliza-
tion phenomena were found in several models [44–47]. In integrable models the
non-thermal states observed after the quench can be understood as the system
being trapped in prethermalized states so that a further decay is prevented [48].
The present thesis focusses on short and intermediate times after the quench
in the integrable one-dimensional Hubbard model and in the non-integrable two-
dimensional model. In contrast to the integrable model the latter one shows a true
relaxation (see Sect. 6). On the other hand, striking similarities between the two
models reveal fascinating properties (see for instance the pronounced oscillations
for strong quenches discussed in Sect. 5.4.1).
2.3. Methods
The impressive progress on the experimental side triggered extensive theoretical
studies based on a large variety of analytical and numerical tools, for a review
see Ref. [49]. As processes on many different energy scales have to be consid-
ered new theoretical methods are called for. Amongst these is an extension of
the density matrix renormalization group (DMRG) technique [50, 51] based on
Trotter-decomposition [52]. This extension was successfully applied to the Bose-
Hubbard model [53] and ultracold fermions in optical lattices [54]. This method
is, however, restricted to one-dimensional systems and not too long times. Nu-
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merical renormalization group techniques have also been developed to cope with
time dependent systems [55]. Moreover, the dynamical mean-field theory was
extended to describe non-equilibrium systems by the use of time dependent two-
time Green functions [56–58]. This approach was applied to many systems such
as the Falicov-Kimbal model [59] or the Hubbard model [45]. It is exact in infinite
dimensions. Moeckel and Kehrein used a forward-backward continuous unitary
transformation (CUT) [47]. The forward-backward CUT successfully described
the second order of U results for the dynamics of the Hubbard model, the sine-
Gordon model [60] and the Kondo model [61]. When describing higher order
processes additional secular terms created during the calculation would have to
be considered. These terms lead to unreasonable results. In second order in the
interaction U these terms are negligible, but to achieve higher order results these
are essential, so that the description with this method breaks down.
One of the few methods capable to describe two-dimensional systems is ex-
act diagonalization [23]. This method is severly limited in system size and the
calculations are demanding. Another method used to describe two-dimensional
systems is quantum Monte Carlo (QMC) [62], which was applied to the Hub-
bard model [63]. In this study the interaction between the particles is suddenly
turned off. Thus the final Hamiltonian is bilinear which simplifies the calculations
since the equations of motion are easily derived. After the quench the system is
governed by its initial correlations.
In the approach presented here the quench is performed the other way round,
so that the initial state is rather simple while the final state is complicated. In a
quench like this the correlations are build-up with time. The approach used in this
context is an expansion of the Heisenberg equations of motion to highest order
possible. This approach is distinguished by its flexibility. It is capable of arbitrary
interaction strengths, arbitrary fillings and different Hamiltonians. The approach
developed in this thesis is used to describe the one-dimensional as well as the
two-dimensional model with arbitrary quench strengths. Thus this approach
complements the existing methods and allows to study unexplored properties.

3. Model and Methods
3.1. The Fermionic Hubbard Model
The Hubbard model is one of the prototypic models for the description of inter-
acting electron systems as it contains the hopping of the electrons as well as an
interaction between them. The model was introduced in 1963 independently by
Hubbard [64], Gutzwiller [65], and Kanamori [66]. Originally designed to ex-
plain ferromagnetism in transition metals the Hubbard model experienced a wide
range of application such as Mott metal insulator transitions [67, 68] and high-TC
cuprates [69, 70]. In the last years a new field of application was added by the
progress in experiments with optical lattices [1, 8]. Due to this progress, it is now
possible to realize the Hubbard model in nearly perfect isolation from the envi-
ronment and to study non-equilibrium processes in this setup.
In the Hubbard model the long ranged Coulomb repulsion of the original many-
body Hamiltonian is reduced to a local interaction. This simplification is justified
by screening. A sizeable density of states at the Fermi level leads to screening of
the long ranged Coulomb potential between the electrons, so that the only non-
negligible term is given by a pure on-site repulsion. Besides this simplification the
model bases on the assumption that the electrons are restricted to one band.
For the quench, the interaction term of the Hamiltonian is abruptly switched on.
Thus the Hubbard Hamiltonian becomes time dependent and reads

















with the operator cˆ†i,σ (cˆi,σ) creating (annihilating) a fermion with spin σ on site i of
the lattice and the particle number operator nˆi,σ. The first part Hˆ0 describes the
hopping of an electron with spin σ from site i to site j and vice versa. For this
hopping to take place, i and j have to be nearest neighbors as indicated by the
bracket under the sum. The corresponding hopping element is denoted by J. On
a lattice with coordination number z the bandwidth is then given as W = 2zJ. In
this thesis the Hubbard model is considered on a one-dimensional linear chain
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and on a two-dimensional square lattice. For the one-dimensional model the
coordination number is z = 2 and in the two-dimensional square lattice it takes the
value z = 4. Throughout this thesis the bandwidth is used as natural energy scale.
Consequently the time is measured in the inverse bandwidth 1W . Furthermore, ~
is set to unity ~ = 1. The interaction term Hˆint consists of a pure onsite repulsion
with the interaction parameter U ≥ 0. Thus putting two electrons with opposite
spin on the same site i requires the energy U. Despite its simple form containing
only two parameters (J and U) no general solution for the Hubbard model exists.
The one-dimensional model is a special case as the model is integrable and thus
solvable by Bethe ansatz [71].
In this thesis interaction quenches in the Hubbard model are studied. The quench
is realized by the following protocol. At t < 0 the system is initialized in the
groundstate of the non-interacting Hamiltonian Hˆ0. Thus interaction-free Fermi
seas are used as initial states. At t = 0 the interaction is suddenly switched on
as indicated by the Heaviside function. From this time on the system evolves
under the interacting Hamiltonian Hˆ = Hˆ0 + Hˆint. Thus the system is taken out of
equilibrium giving rise to totally new challenges for a theoretical description of
these systems.
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3.1.1. Issues in Non-Equilibrium
The initial state is the Fermi sea which exhibits a jump at the Fermi surface.







with the Fermi vector kF.
Exposed to the quench the jump is re-
duced with time t. A schematic sketch
of the behavior of the jump can be found
in Fig. 3.1. For t = 0 the momentum
distribution jumps from n0(k < kF) = 1 to
n0(k > kF) = 0. Under the influence of the
quench the jump is reduced. In a ther-
malized system the jump vanishes com-
pletely.













Fig. 3.1.: Schematic sketch of the jump
in the momentum distribution for the ini-
tial state (t = 0) and after the quench
(t > 0).
Consequently the jump can be used to probe the dynamics of the system towards
a steady state. For infinite-dimensional systems the momentum distribution de-
velops towards a momentum distribution with finite temperature n(k)(t→∞) ≈
n(k,T > 0) [48].
In a quenched model the question arises how the jump is decreased on short and
intermediate times after the quench before it reaches its steady state. For the
one-dimensional Tomonaga-Luttinger model field theory revealed a jump which
decreases according to a power law [36, 37, 72]. On the other hand, Moeckel and
Kehrein studied the Hubbard model in dimensions larger than one by the use
of forward-backward CUTs. They calculated an explicit formula for the infinite-
dimensional model [46, 47]. This approach yields results correct up to second
order in U. From their results they concluded that fourth order processes, which
are neglected in their approach, lead to an abruptly vanishing jump, due to finite
life times of the fermions at the Fermi surface.
For infinite dimensions non-equilibrium DMFT was applied to the Hubbard
model [45]. In this study the jump decreased quickly but steadily. For this
model prethermalization plateaus were observed. It was assumed that there is
a difference in the relaxation of momentum mode averaged and momentum mode
quantities [44]. Momentum mode averaged quantities relax already on short time
scales due to dephasing effects. In contrast to this momentum mode quantities
relax on later time scales. For the analytical solvable Tomonaga-Luttinger model
Uhrig discussed the jump by applying a Fourier transform to the one-particle
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Green function. This calculation was analytically possible via a Bogoliubov
transformation. Within this approach a jump decreasing according to a power
law was observed. In view of these contradictory results, suggesting either a
slowly decreasing or an abruptly vanishing jump, the question arises how the
jump in the fermionic Hubbard model behaves. The Hubbard model is a true
many particle model, as it contains interactions between the fermions. For the
one-dimensional model the question arises in how far the dynamics is influenced
by its integrability. Concerning this question a study of the non-integrable
two-dimensional model will reveal similarities and differences giving insight
into the role of conserved quantities. Besides it is unclear in how far the results
for the Tomonaga-Luttinger model are relevant for lattice models like the ones
discussed in this thesis. Thus the quench in the Hubbard model and its relation
to the results obtained by bosonization theory are discussed.
Throughout this thesis the jump and the whole momentum distribution are used
as sensitive probe for the relaxation of the model.
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3.2. Iterated Equation of Motion Approach
A method describing systems far from equilibrium has to face two requirements.
On the one hand, it has to capture the interaction between the particles correctly
and on the other hand it has to describe the time evolution of the system. These
requirements involve dealing with many degrees of freedom, which develop on
short time scales. To ensure that both aspects are fulfilled a systematically con-
trolled expansion of the Heisenberg equation of motion for cˆ†j,σ is introduced.
The equations of motion are expanded to the highest order possible, where the
maximal order is limited by computational resources. Results obtained by this ap-
proach go far beyond the second order inU results obtained by forward-backward
transformations [46, 47].
The method consists of two parts. First, the equations of motion are set up and
then these differential equations are solved numerically. Although the derivation
of the differential equations is performed on a computer the setting up of the dif-
ferential equations is completely analytical. Thus the approach is a semi-analytical
one.
Due to translational invariance the results obtained are directly the ones for an
infinite lattice and there are no finite size effects.
The momentum distribution is calculated by Fourier transformation of the one-
particle correlation function
Gσ(~r, t) = 〈0|cˆ~r,σ(t)cˆ†0,σ(t)|0〉 (3.3)
with |0〉 denoting the initial state, i.e., the Fermi sea. Obviously the time depen-
dence of the creation and annihilation operators cˆ† and cˆ is required.
To capture the time dependence the operator cˆ†
~r,↑(t) is expanded in an operator
basis. At the beginning (t = 0) the time dependent operator is given by a single
creation operator cˆ†
~r,↑(t = 0) = cˆ
†
~r,↑ . Due to the quench to an interacting system
particle-hole pairs (denoted by T†L†) are gradually created for t , 0. This leads to
an ansatz for cˆ†

















) denoting a general superposition of particle (hole) creation operators.
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In this ansatz the operators cˆ†
~r+~δ,σ
are summed weighted with the time dependent
prefactors h0(~δ, t). The shift ~δ of the operators is bounded from above by vmaxt, with
vmax denoting the maximal velocity governed by the Lieb-Robinson theorem [73].
The velocity vmax is the maximal velocity of quasi particles created by the quench,
thus the bound vmaxt describes the maximal distance the excitations can travel
within a time t. This bound defines a lightcone [74] containing the essential
correlations. Correlations outside the lightcone are exponentially suppressed and
can thus be neglected [75].
Thus to capture all processes relevant up to a certain time t all processes with a
spatial range given by vmaxt have to be considered. As such a maximal velocity is
expected to appear in all dimensions the lightcone assumption does not constrain
the applicability of the approach. In fact it has been observed in various models
[76–78].












is created due to the quench. The index j labels the prefactors belonging to
different spin configurations {σ1,σ2,σ3}. Thus the prefactor of a term with {σ1 =↑
,σ2 =↓,σ3 =↓} carries a different index than the one for a term with all spins pointing
upwards. In the above formula dist(δ1,δ2,δ3) denotes the distance of the term from
the starting point ~r. 1
With the ansatz 3.4 the time dependence of the operators is governed by the
time dependence of their prefactors. The time dependence of the prefactors is
determined by the use of the Heisenberg equation of motion [79]





for the time derivative of any operator Aˆ. For a calculation with the iterated
equation of motion approach an operator basis {Ai} has to be chosen. Then the
creation operator cˆ†
~r,↑(t) is expressed through the ansatz in Eq. 3.4 by the use
of these operators. In this way the time dependence is given by the prefactors
hi(δ1, ..., t). As new monomials are created due to the commutator, the basis {Ai} is
expanded with every application of the Heisenberg equation.
Consequently the approach is based on the calculation of commutators. At the
beginning t = 0 the creation operator fulfills cˆ†0,↑(0, t) = cˆ
†
0,↑ with h0(0,0) = 1. Due to
translational symmetry site 0 can denote any site of the lattice.
To explain the effect of the commutation on the operators the Hamiltonian is
1A specific monomial with given shifts δ1,δ2, and δ3 can be created in several ways. Thus the
determination of the distance is not straightforward. To calculate the distance assumptions
concerning the operators contained in the monomial have to be made.
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split up into the non-interacting part Hˆ0 and the interaction Hˆint. Commutating
the creation operator cˆ†0,↑ in the one-dimensional model with the non-interacting
part Hˆ0 leads to a simple shift of the operator
[Hˆ0, cˆ†0,↑] = −Jcˆ†1,↑− Jcˆ†−1,↑ . (3.8)
The additional monomials cˆ†1,↑ and cˆ
†
−1,↑ are added to the operator basis with the
corresponding prefactors h0(1, t) and h0(−1, t). A commutation with the interaction
term may additionally create or annihilate particle-hole pairs. Starting with cˆ†0,↑
the commutation yields





inducing a monomial with a particle and a particle-hole term. A monomial like this








of the ansatz 3.4 with the prefactor h1(0,0,0, t).
Further commutations will lead to monomials with a particle and two particle-hole
pairs. Iterating this process then leads to the ansatz 3.4. This iterated commutation
leads to an expansion in more and more monomials with a higher and higher
number of operators involved.
By the help of the ansatz, differential equations for the prefactors h(δ1,δ2, .., t) can
be derived by comparing the right and the left hand side of the equation of motion
3.7. In a next step these differential equations are solved numerically by a Runge-
Kutta algorithm. Finally the time dependence of the prefactors is reinserted into
the ansatz so that the time dependence of cˆ†
~r,↑(t) is given. With the time dependence
of cˆ (t) and cˆ†(t) the one-particle correlation function Gσ(~r, t) can be calculated.
The momentum distribution is derived from Gσ(~r, t) via Fourier transformation.
For the jump ∆n(t) the Fourier transform of the prefactors h0(~k, t) for the one
particle terms has to be known [72]. After the quench the jump still occurs at
the Fermi surface of the non-interacting Hamiltonian FS. The jump is given by
the contributions to Gσ(~r, t) that show the slowest decrease in the limit |~r| → ∞.
A product of one-particle terms obeys 〈cˆ†
~r,σ
cˆ~0,σ〉 ∝ 1r whereas all other products
contain higher exponents, such as 〈: cˆ†
~r,↑cˆ
†




r3 . Thus the jump
is given by the prefactors of the one-particle terms through
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3.2.1. Normal Ordering
As the differential equations for the prefactors are deduced by comparing the two
sides of the equations of motion a unique representation for the monomials has
to be established to make sure that every contribution to a term is mapped to the
correct differential equation. For this purpose normal ordering with respect to the
Fermi sea is applied. In the iterated equation of motion approach normal ordering
is not essential but it simplifies the calculations. A particular advantage of normal
ordering is that it allows to distinguish the influence of one-particle terms from
the influence of three-particle terms and so on. In this way one-particle effects,
for example, cannot be hidden in a term containing three operators as would be
possible without normal ordering. Thus the advantage of normal ordered terms
is that it can easily be deduced on which states they have a non-vanishing effect.
Without normal ordering a monomial containing three operators can also have an
effect on a state with one particle as explained below.
Here the usage and advantages of normal ordering are only briefly recalled, as
details can be found in various works [80,81]. In this thesis normal ordered terms
are denoted by colons : :. A normal ordered operator : Aˆ : describes the fluctuations
of the operator Aˆ around its mean value. Consequently the expectation value of
any normal ordered operator vanishes. Especially the expectation value of the
normal ordered Hamiltonian reads
〈: Hˆ :〉 = 0 . (3.11)
To translate a monomial in its normal ordered form Wick’s theorem [81] can
be used. Applying this theorem the contraction of two operators is needed. The
contraction is denoted by brackets 〈〉
〈aˆbˆ〉 = aˆbˆ− : aˆbˆ : (3.12)
and describes the correlations of the operators in the considered Hamiltonian. A
monomial is normal ordered by
cˆ1cˆ2 . . . cˆn =: cˆ1cˆ2 . . . cˆn :
+ : 〈cˆ1cˆ2〉 . . . cˆn : +all combinations containing one contraction
+ : 〈cˆ1cˆ2〉〈cˆ3cˆ4〉 . . . cˆn : +all combinations containing two contractions
+ ...
+ all maximally possible contractions . (3.13)
As the reference state is the non-interacting Fermi sea the expectation values of the
contractions have to be evaluated with respect to this state. For general creation
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and annihilation operators
〈cˆ~r,σcˆ~s,σ〉 = 0 = 〈cˆ†~r,σcˆ†~s,σ〉 (3.14)
can be used to simplify the calculations. In the same manner the expectation value
of the contraction of two operators with opposite spin vanishes
〈cˆ†~r,σcˆ~s,σ¯〉 = 0 . (3.15)
As an example the monomial cˆ†
~r,↑cˆ
†
~r,↓cˆ~r,↓ created in the one-dimensional model is








+ : cˆ†~r,↑ : 〈cˆ†~r,↓cˆ~r,↓〉 (3.16)
where all other possible contractions vanish according to the rules given above. In
this example a one-particle term ∝: cˆ†




~r,↓cˆ~r,↓. Due to normal ordering such hidden effects are avoided.
The contractions are calculated by the use of the Fermi wave vectors via Fourier




〉 the other con-
tractions can be reduced to this one via
〈cˆ~r,σcˆ†~r,σ〉 = 1−〈cˆ†~r,σcˆ~r,σ〉 (3.17a)
〈cˆ~r,σcˆ†~s,σ〉 = −〈cˆ†~s,σcˆ~r,σ〉 . (3.17b)
In the following, the contractions for the one-dimensional model are calculated.
For the contractions in the two-dimensional model the reader is referred to Sect. 6.
For the expectation value of the density term the integral over all occupied states
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cos(k · j)Θ (F−k)dk (3.19)














The results obtained by this approach pertain directly to the infinite lattice as
translational invariance is applied. Thus no finite size effects occur. The approach
is based on operators in contrast to related approaches based on recursively con-
structed Hilbert spaces [82]. This simplifies the calculations because the expecta-
tion values 〈0|cˆ(~r, t)cˆ†(0, t)|0〉 are evaluated only once at the specific time instant of
interest.
As commutations are used within this approach a linked cluster property is ap-
plied. Operators acting on disjoint clusters commute, so that these do not con-
tribute. Thus due to the light cone effect an operator based approach like this has
to deal with a finite number of monomials for any finite time t although treating an
infinite system in the thermodynamic limit. In contrast to this a method focussing
on the time dependence of the states instead of the ones for the operators would
have to consider the states in an infinite system, which would refer to an infinite
number of terms.
Even though only a finite number of monomials has to be considered this
number grows exponentially with the number of commutations. As explained
before each commutation creates more and more monomials with more and more
operators involved. The number of monomials increases exponentially with a
factor of about 3 in the one-dimensional case. Due to the proliferating number
of new monomials only a finite number of commutations can be performed. For
the one-dimensional model up to 11 commutations are possible with about 5 ·105
monomials and a set of differential equations with 2 ·107 terms on the right hand
side.
The monomials occurring for the first time in the last commutation lead to
an overestimation of the weight loss in the one-particle terms (see Sect. 3.4).
Consequently, these are omitted in order to improve the convergence. A calcu-
lation performed in this way withm commutations is called an m-loop calculation.
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3.2.2. Convergence
The differential equations are solved numerically with the initial condition
cˆ†
~r,↑(t = 0) = 1 · cˆ
†
~r,↑ which translates to the initial conditions for the prefactors
h0(0, t = 0) = 1 and h j(~δ1, ~δ2, ..., t = 0) = 0 for all other prefactors. Each commutation
increments the depth of the hierarchy of the differential equations by one,
thus describing one order in time t more than the one before. Consequently a
calculation with m commutations provides results for cˆ†(t) which are exact up to
order tm. At this point the time t has to be understood as multiplied by an energy
scale Em to obtain a dimensionless quantity. One possible energy scale would be
the maximum E = max(U,W). However, the equations are not solved by series
expansion. Instead the set of differential equations is solved numerically. In this
way also higher orders in the time t are generated (see Sect. 3.5).
For the one-dimensional model with 11 loops the results are converged up to
t ≈ 10/W. To quantify the time t up to which the results of the corresponding
calculation are converged, calculations with different numbers of loops are
performed and their results are compared. The precise value depends on the
details of the calculation like the interaction strength and the filling factor. In
the following the result is regarded as converged if the differences between
calculations with different numbers of loops are smaller than the thickness of the
line.
As exemplary result the jump ∆n(t) for a quench toU = 1.0W is depicted in Fig. 3.2.
















U = 1.0 W
Fig. 3.2.: Jump ∆n(t) for the one-dimensional model and an interaction strength U =
1.0W in dependence on the time t. The results are shown for calculations with different
loop numbers. The results of different calculations are compared to each other to
quantify the convergence. Each loop increases the range of convergence.
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For t = 0 the jump starts at ∆n(0) = 1 as it should be according to the jump in
the non-interacting model. The jump is shown for various numbers of loops from
three loops to 11 loops. At the beginning all curves overlap. Then the curves
deviate at different instants of the time t. Comparing the 3-loop calculation with
the 4-loop calculation it can be seen that the two curves coincide up to t ≈ 1.2/W.
Thus the results of these calculations can be considered as converged up to this
time t. In comparison with the 5-loop calculation the 4-loop calculation is exact up
to t ≈ 2/W. In this way the range of convergence is increased with increasing loop
number until the maximal loop number 11 is reached with a range of convergence
of about t ≈ 7.4/W for this rather large value of U. As additional test for the
convergence the expectation value 〈0|nˆ0(t)|0〉 for finding a particle at site 0 can
be calculated. This value should be constant and equal to the filling factor as no
particles are inserted or removed within the calculation. The local expectation
value is calculated by the product of all monomials in the corresponding operator
basis





















Corresponding results are shown in Fig. 3.3. As can be seen the results deviate
from their initial value for larger times. Due to the finite number of loops the
iterated equation of motion approach does not necessarily obey unitarity, so that
these deviations are to be attributed to the breakdown of the unitarity (see Sect.
4.1).
Exemplary results showing the loss of unitarity can be found in Fig. 3.3.
In this figure the expectation value is shown for an interaction quench to
U = 1.5W and various numbers of loops. As the evaluation of the expectation
value involves the product of all terms, the evaluation of the expectation value
is more demanding than the one for the jump itself. Thus the maximal loop
number for which such a calculation is possible is reduced to nine loops. For
the sake of clarity the results are shown from five to nine loops. Clearly all
curves start with 〈nˆ0(0)〉 = 0.5. As there are neither particles inserted nor
removed in the calculation and translational invariance is preserved this
value should stay constant to 0.5 for the half-filled model. For longer times
all curves deviate from this value. With increasing numbers of loops the
point where the curves deviate from their initial value is shifted to longer
times. The 5-loop calculation becomes unreliable at t ≈ 1.25/W, whereas the
9-loop calculation is converged up to t ≈ 3/W for this interaction strength.
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Fig. 3.3.: Expectation value 〈nˆ0(t)〉 for an interaction
strength U = 1.5W in dependence on the time t. The
different curves represent results for various numbers
of loops. For half-filling the expectation value should
be equal to 0.5 (dashed brown line). With the number
of loops the time up to which the result equals its initial
value is increased. Deviations from this value are to
be attributed to non-unitarity effects.















Fig. 3.4.: Local expecta-
tion value 〈nˆ0〉(t) as de-
rived in a 9-loop calcu-
lation for the half-filled
model. The results are
shown for various interac-
tion strengths U.
As the range of convergence is strongly depending on the strength of the quench,
it has to be checked for every value of U separately. A comparison of the ranges
of convergence for various interaction strengths U is depicted in Fig. 3.4. In this
figure the drastic decrease in the range of convergence on increasing U can be
seen. The results are derived in a 9-loop calculation. The expectation value for a
quench to U = 2.0W deviates already for t ≈ 3/W from its initial value, whereas
the results for U = 0.5W are exact up to t ≈ 4.5/W. For smaller U ≈ 0.1W the
expectation value is constant up to t = 8/W and beyond.
As explained the results for the jump are much more robust than the
ones for the expectation value. This may be attributed to the fact, that in
contrast to the evaluation of the expectation value, the calculation of the
jump includes only terms at the Fermi surface. The deviations of the expeca-
tion value from the filling factor are the most rigorous bounds for the convergence.
As nearly no assumptions are made concerning the model under study, the
presented approach is very flexible and can be applied to various models. The
method allows to study other lattices and other observables as long as these can
be expressed in terms of creation and annihilation operators. Besides, other initial
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states like mixed states can be used, so that the influence of different temperatures
on the relaxation can be investigated. In contrast to perturbative approaches the
method presented in this thesis is capable of arbitrarily large interaction strengths
U.
The only restriction posed on the approach is that it can only be applied to quenches
where the interaction and the hopping can be assumed to be short-ranged pro-
cesses. Additionally the description is limited to short and intermediate times
after the quench due to computational efforts.
In the range where the results are converged the method yields exact results.
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3.3. Implementation
Due to the exponentially growing number of terms resulting in a vast amount
of commutations the calculations are performed by a computer. As the require-
ments concerning computational time and memory for setting up the differential
equations are totally different from the ones for solving them, the two tasks are
performed by distinct programmes. Both programmes are implemented in C++.
The monomials appearing during the calculations are represented by objects of
the class term.
This class contains a vector consisting of the operators forming the monomial and
a complex prefactor. Member functions coordinate tasks such as the creation of
terms, manipulation of them and comparing two terms. The operators themselves
are encoded in the class operator. This class contains information concerning the
spin, the coordinates and the type of a single operator. Additionally a flag is used
to simplify the normal ordering. The product of two normal ordered terms is
translated into its normal ordered form by considering only pairings between one
operator of the first term with another one from the second term [83,84]. Pairings
between operators of the same term vanish as these are already considered in the
























Fig. 3.5.: General structure of the program implemented for the iterated equation of
motion approach. First the Hamiltonian and the vector containing the monomials are
initialized. Afterwards the monomials are commuted. This step is performed in parallel
and is repeated according to the maximal loop number.
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The contributions to the differential equations of the monomials are kept in
instants of the datatype struct containing the prefactor and an identifier which
encodes the corresponding monomial for the right hand side of the differential
equation. The general structure of the program is depicted in Fig. 3.5.
In a first step, the Hamiltonian and the starting operator cˆ†0,↑ are initialized.
In the program the monomials considered in the corresponding calculation are
kept in a vector named listterms. This list contains the monomials which have
already been commuted. An additional agenda list manages the monomials which
are to be commuted within the current loop. In each loop the monomials of the
corresponding agenda list are commuted with the Hamiltonian. For this part the
following formula is used simplifying the commutation of two monomials with
































with the anticommutator denoted by braces. This formula works for all cases
where at least one of the monomials contains an even number of operators. Only
if the product mn is an odd number the formula breaks down but this case does
not occur in the present thesis.
After the commutation the resulting monomials are normal ordered by the use of
Wick’s theorem [81] and multiply occurring terms are combined. At the end of
each loop the contributions are mapped to the corresponding differential equation.
The monomials created during the loop are added to the agenda list for the next
loop. For the sake of computational efficiency the loops for different monomials
are performed in parallel on a computational cluster.
Due to the normal ordering the calculation of the expectation value 〈cˆ (~r, t)cˆ†(0, t)〉
can be reduced to combinations of monomials with the same number of operators
and the same number of operators acting on a state with the spin pointing up-
wards. In all other cases there is always a vanishing contraction.
To keep the calculations as efficient as possible the monomials are stored in a
structure taking care of these properties by storing them in a vector where the
entries are grouped according to their number of operators. Within each group
an additional vector structure keeps track of the number of operators with a spin
pointing upwards. In this way only products of two terms within each subgroup
have to be evaluated, which simplifies the calculation significantly.
Finally, the differential equations are solved by a fourth order Runge-Kutta algo-
rithm. Having calculated the time dependent operators cˆ† and cˆ , the jump, local
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expectation value and the whole momentum distribution can be determined. The
momentum distribution is derived by numerical Fourier transformation of the
one-particle correlation function (3.3). One advantage of the approach lies in the
fact that the observables, such as the local expectation value, have to be computed
only for the time instants of interest. If the value of 〈nˆ0〉 at t= 5/W has to be known,
the differential equations can easily be solved for t≤ 5/W and then the expectation
value can be calculated only for t = 5/W.
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3.4. Self-Consistent Truncation
To illustrate how the convergence is improved by neglecting the monomials ap-
pearing in the last commutation for the first time the time evolution of the non-
interacting model (U = 0) is considered. For simplicity the results for a calculation
with three commutations is studied. At the beginning (t = 0) the creation operator




0,↑ with the non-interacting Hamiltonian Hˆ0 leads





= −Jcˆ†−1,↑− Jcˆ†1,↑ . (3.24)
In the next step these new operators have to be commuted once more[
Hˆ0, cˆ†1,↑
]
= −Jcˆ†2,↑− Jcˆ†0,↑ (3.25a)[
Hˆ0, cˆ†−1,↑
]
= −Jcˆ†−2,↑− Jcˆ†0,↑ (3.25b)
with the newly created operators cˆ†2,↑ and cˆ
†
−2,↑. Then the operators created in
the second commutation are considered. But as this is the last commutation, all













Jcˆ†−3,↑− Jcˆ†−1,↑ . (3.26b)
Now that the operators describing the time dependence in a 3-loop calculation are
determined, the time dependence of the creation operator can formally be written
down in the ansatz




1,↑+h0(−1, t)cˆ†−1,↑+h0(2, t)cˆ†2,↑+h0(−2, t)cˆ†−2,↑ (3.27)
in which the time dependent prefactors are given by comparing both sides of the
equation of motion. The corresponding differential equations read
∂th0(0, t) = −Jih0(1, t)− Jih0(−1, t)
∂th0(1, t) = −Jih0(0, t)− Jih0(2, t)
∂th0(−1, t) = −Jih0(0, t)− Jih0(−2, t)
∂th0(2, t) = −Jih0(1, t)
∂th0(−2, t) = −Jih0(−1, t) (3.28)
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with the initial conditions h0(0,0) = 1 and h0(r,0) = 0∀r, 0. For the non-interacting
model the jump is constant ∆n(t) = 1 and the expectation value reads
〈nˆ0(t)〉 = 0.5 = const. (3.29)
As explained in Sect. 3.2.2 a 3-loop calculation is exact up to third order in time t.
For clarity the prefactors are expanded in time in a power series up toO(t4), which
yields
h0(0, t) = 1− J2t2 +O(t4) (3.30a)
h0(1, t) = −Jit+ 12 J
3it3 +O(t4) = h0(−1, t) (3.30b)
h0(2, t) = −12 J
2t2 +O(t4) = h0(−2, t) (3.30c)
in which the prefactors are either imaginary or real numbers. In this expansion
the jump is given by
∆n(t) = |h0(0, t)−2h0(2, t)| = 1 +O(t4) (3.31)
and the expectation value yields
〈nˆ0(t)〉 = 0.5 +O(t4) (3.32)
as it should be. In the presented approach the differential equations are not solved
by such an expansion but numerically by a Runge-Kutta algorithm, so that also
higher orders in t are created.
Such a calculation where in the last commutation only monomials which appeared
already in the preceding iteration are considered can be seen as a self-consistent
truncation scheme. In the following a calculation based on this truncation scheme
with m iterations is referred to as m-loop calculation. This truncation scheme is
contrasted to the full calculation where all appearing operators, i.e., also h0(3, t)cˆ†3,↑
and h0(−3, t)cˆ†−3,↑ in the calculation with three commutations, are taken into ac-
count. This leads to additional terms for the differential equations, which read
∂th0(3, t) = −Jih0(2, t) (3.33)
∂th0(−3, t) = −Jih0(−2, t) . (3.34)
As this calculation also includes three commutations the result is still exact up to
third order t3. But in higher orders, as produced by the use of the Runge-Kutta
algorithm, the results differ from the ones of the self-consistent approach. The
effect of higher orders can be observed in a comparison of the two calculations
with three commutations as shown in Fig. 3.6. In this figure the jump ∆n(t) and
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the local expectation value are depicted as function of the time t. As can be seen,
the jump ∆n(t) (upper curve) stays constant at unity as expected for the non-
interacting model. The expectation value (lower curve) starts at the desired value
of 0.5 for both curves. The result of the full calculation deviates from this value
for t ≈ 2.0/W whereas the value in the self-consistent calculation is still constant.
Consequently the self-consistent approach describes the evolution much better
than the full calculation considering also the new appearing terms of the last
commutation. This result is exemplary for a self-consistent calculation with an
















Fig. 3.6.: Results for the jump (upper
curves) and the expectation value 〈nˆ0(t)〉
(lower curves) for a calculation with
three loops opposed to a full calculation
with three commutations considering all
terms. For the non-interacting model the
jump and the expectation value should
be constant. The results are exem-



















Fig. 3.7.: Comparison of the self-
consistent loop calculation with the full
calculation for even numbers of commu-
tations. For the jump (upper curves) the
results of the full calculations stay con-
stant at the desired value of 1.0 whereas
the loop calculations deviate. In con-
trast to this the expectation value (lower
curves) is better described by the self-
consistent loop calculations.
The same comparison for even numbers of commutations can be found in Fig.
3.7. On this level the jump stays constant for the full calculations whereas the
jump derived in the self-consistent loop calculations deviates. But concerning the
expectation value 〈nˆ0(t)〉 the result for the self-consistent calculations are much
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better than the ones for the full calculations. The self-consistent calculations lead
to a constant expectation value as desired.
In conclusion, the self-consistent loop calculation yields better results for the
expectation value in both cases, for even and odd numbers of commutations.
Comparing the results for an odd number of commutations depicted in Fig. 3.6
to the results for an even number of commutations given in Fig. 3.7, it can be
concluded that the jump ∆n(t) is best described by the loop calculation if an odd
number of commutations is applied. In the case of an odd number of loops the
jump calculated for the non-interacting case stays constant to 1.0 as it should be.
So far the non-interacting model withU = 0 has been discussed. In the following
a quench to a nominal interaction U = 1.0W is discussed within the self-consistent
loop approach and the full calculation. The expectation value for these calculations
with different numbers of commutations is shown in Fig. 3.8. The computational
effort for evaluating the expectation value of a full calculation with n− 1 com-
mutations is comparable to the one for a self-consistent loop calculation with n
loops. Thus the full calculation with three commutations has to be compared to
the self-consistent 4-loop calculation and so on.


















Fig. 3.8.: Local expectation value for a
quench to U = 1.0W in dependence on
time. The solid lines represent results for
the self-consistent loop calculation with
various numbers of loops. The dashed
lines depict results for the correspond-
ing calculations considering all monomi-
als created during the last commutation.























Fig. 3.9.: Results of Fig. 3.8 plotted with
a larger range for the y-axis. Once de-
viating from the initial value the results
for the full calculations shoot up drasti-
cally. In contrast to this the results for
the self-consistent loop calculations stay
fairly small.
Comparing the two truncation schemes, it can clearly be seen in Fig. 3.8 that the
convergence of the self-consistent calculations is better than the one for the full
calculation. The full calculation with three commutations deviating for t ≈ 1.1/W
has to be compared to the 4-loop calculation which deviates at t ≈ 1.7/W. Besides,
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it is clearly visible how each commutation increases the convergence. Apart from
the range of convergence the loop approach has another advantage, which can
be seen in Fig. 3.9. In this figure the same results are shown with a larger range
on the y-axis. The results for the full calculations shoot up to high values very
quickly. In contrast to this the results for the self-consistent loop calculations stay
much smaller for the observed times.
As the jump is used as a sensitive probe for the dynamics after the quench, results
for this observable obtained with the two truncation schemes are compared in Fig.
3.10. The results are shown for calculations with two to five commutations, with
the result of the corresponding 11-loop calculation used as reference.














4 loops full 
5 loops self-c.
11 loops self-c.
Fig. 3.10.: Jump ∆n(t) as derived in self-consistent loop calculations opposed to the
corresponding full calculations considering all monomials created in the calculations
(especially the monomials created during the last commutation).
For three commutations the curves for the two approaches coincide, as up to
this point only a few terms are included on calculating the jump. Increasing the
number of commutations to four, the results lie on top of the reference curve
up to t ≈ 1.6/W. The 4-loop calculation is still valid until t ≈ 1.7/W and the
corresponding 5-loop calculation is reliable up to t ≈ 2.4/W. Altogether the self-
consistent loop calculation shows a better performance also for finite interaction
strengths. Consequently this truncation scheme denoted as m-loop calculation is
used henceforth in this thesis.
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3.5. Runaway Time
In Sect. 3.2.2 it was explained that due to the structure of the differential equations
and the initial conditions each commutation comprises one order in time t. To
illustrate how each loop improves the results this section provides a discussion
of the deviations of calculations with different numbers of loops where the result
of the 11-loop calculation is used as reference. The absolute difference of ∆n(t)
obtained in an m-loop calculation from the one gained within 11 loops is shown in
a double logarithmic plot in Fig. 3.11. The results are calculated for an interaction
strength of U = 1.0W and they display the characteristic behavior of the absolute
difference.



























U = 1.0 W
Fig. 3.11.: Absolute difference of an m-loop calculation from the corresponding 11-
loop calculation against time t. The curves are calculated for U = 1.0W and different
numbers of loops m. The dashed line depicts a value of 0.01 which is used as thresh-
old in the determination of the runaway time trunaway.
Obviously the differences show an increase with time t with dips at the
times where the curves occasionally coincide. For further discussions a
runaway time is defined as the time trunaway beyond which the difference
in the results exceeds a certain threshold. In a first attempt the threshold
is set to 0.01. This threshold is depicted as dashed line in Fig. 3.11. The
runaway times determined in this manner are depicted in Fig. 3.12. The plot
shows the inverse runaway time dependent on the inverse loop number 1m .
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y = 6.4 x1.8
Fig. 3.12.: Inverse runaway time against the in-
verse number of loops in a double logarithmic
plot. The dashed line shows a power law fit to
the data with an exponent of about 1.8.
The data shows a power law de-
crease of the inverse runaway
time on increasing m thus indi-
cating a power law increase of
the runaway time. The dashed
line shows a power law fit to the
data with an exponent of about
1.8. Surprisingly the conver-
gence is superlinear which is an
advantage for practical use of the
method. From the structure of
the differential equations a linear
correlation would be expected.
To understand this large expo-
nent further analysis is needed.
Of course, the choice of the threshold is arbitrary, but it illustrates the convergence
of the results for an increasing loop number. In particular it depicts the behavior
in the limit m→∞. For m→∞ the inverse runaway time tends to zero, suggesting
that the result becomes exact in this limit. To clarify to what extent the runaway
time is influenced by the choice of the threshold, the runaway times for two
thresholds are depicted in Fig. 3.13. In this figure the inverse runawaytime
is shown as function of the inverse loop number in a double logarithmic plot.
Although the exact values are determined by the threshold, the runaway time
behaves similarly for all thresholds. The curves decrease on increasing m and the
behavior in the limit m→∞ is recovered. Although the exponents differ slightly,
a superlinear convergence can be deduced from all fits. If a threshold of 0.05 is
chosen, the exponent takes a value of about 1.87.
As seen before the convergence of the local expectation value 〈0|cˆ†0,↑cˆ0,↑|0〉(t) for
finding a particle at site 0 is worse than the one for the jump ∆n(t). The correspond-
ing runaway times for a threshold of 0.01 and various values of U are displayed in
Fig. 3.14 in a linear plot. Power law fits to the data indicate exponents of about 1.2
for an interaction of U = 0.5W and an exponent of about 1.4 for the rather strong
interaction of U = 2.0W. The fits indicate that the inverse runawaytime vanishes
for an infinite number of loops. Although the convergence is weaker than for
the jump - as expected from Sect. 3.1.1 - the runaway time is still superlinear.













y = 6.4 x1.8
y = 8.7 x1.9
Fig. 3.13.: Inverse runaway times for dif-
ferent values of the threshold. The corre-
sponding fits are given as dashed curves
with exponents of 1.8 (blue curve) and
1.9 (red curve).






















Fig. 3.14.: Inverse runaway time for the lo-
cal expectation value 〈0|cˆ†0,↑cˆ0,↑|0〉 in a lin-
ear plot. The runaway times are shown for
a threshold of 0.01 and various values of
the interaction U. The fits indicate conver-
gence towards zero for an infinite number
of loops and a superlinear convergence.

4. Variants of the Approach
In this section the non-unitarity appearing during the calculations is discussed fur-
ther. Furthermore, variants of the iterated equation of motion approach developed
to circumvent this problem are presented. As none of these approaches yielded
satisfying improvements concerning unitarity, these approaches are not pursued
further in this thesis. However, these variants are presented in the following as
these could be the basis for further studies adressing issues different from the ones
discussed in this thesis. Besides, additional truncation schemes developed for the
iterated equation of motion approach are explained in App. B.
4.1. Matrix Approaches
For a 2-loop calculation the differential equations can in general be written in
matrix form
∂t~v = iM~v (4.1)
with the matrix M and the vector ~v containing the prefactors for the terms h0(0, t) :
cˆ†0,↑ :, h0(−1, t) : cˆ†−1,↑ :, h0(1, t) : cˆ†1,↑ : and h1(0,0,0, t) : cˆ†0,↑cˆ†0,↓cˆ0,↓ : from top to bottom.
4.1.1. Non-unitarity
As an example the half-filled case is considered where the time dependence is
given by the matrix
M =

0 J J U4
J 0 0 0
J 0 0 0
U 0 0 0
 . (4.2)
Having achieved a matrix form the problem can be translated to an eigenvalue
problem λ~v = M~v with the eigenvalues λi. For the 2-loop calculation these are the





prisingly calculations with an increased number of commutations reveal imag-
inary eigenvalues. For half-filling the eigenvalues appear in pairs ±λ due to
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particle-hole symmetry. This property is lost upon doping. Based on the eigen-
vectors vi and the eigenvalues λi the general structure of the time dependent
operator cˆ†0,↑(t) reads
v(t) = α1v1eiλ1t + ...+αnvneiλnt (4.3)
where the prefactors αi ensure the initial conditions. Imaginary eigenvalues λi
lead to exponentially increasing or decreasing terms. They definitely indicate the
breakdown of the unitarity. Thus the rapidly increasing curves for the jump and
the expectation value are partly due to the imaginary eigenvalues.
4.1.2. Different Scalar Products
Up to now the equations for the prefactors are derived by comparing both sides of
the Heisenberg equations of motion. A different approach to determine the pref-
actors is to set up an operator basis and represent the prefactors within this basis.
The operators forming the basis are assigned with a time dependent prefactor h.







With the use of the Liouville superoperatorLAˆ= [Hˆ, Aˆ] equations for the operators
can be set up. These are then transformed into a matrix equation for the vector
~v by multiplying this equation with the vector of operators. Thus a matrix M
describing the Liouville superoperator is obtained. Additionally the norm matrix
N is introduced. A generalized eigenvalue problem
N∂t~a = iM~a (4.5)
is achieved. Due to the representation in an operator basis the choice of the scalar
product is essential.
The use of a different scalar product (.|.) within the matrix representation may lead
to improved ranges of convergence. The effect of different choices for the scalar
product is discussed in this section.
In contrast to conventional Liouville approaches, the operators used in the ap-
proach presented here are not created in a Krylov-basis. Instead a set of operators
to be considered is chosen before the calculation. But the set of operators is chosen
such that an m-loop calculation stays inside the set of operators. The correspond-
ing prefactors are given as the entries of the vector vi as explained above. With
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these prefactors the matrices are defined as
Ni j = (vi|v j) (4.6a)
Mi j = (vi|Lv j) (4.6b)
with the scalar product of choice (.|.).
A possible choice for the scalar product of two operators Aˆ and Bˆ is
(Aˆ|Bˆ) = 〈0|Aˆ†Bˆ|0〉 . (4.7)
Taking the expectation value with respect to the Fermi sea leads to a rather com-




2 − 1pi − 1pi 0− 1pi 12 0 0− 1pi 0 12 0
0 0 0 18
 (4.8)
describing a system with the four operators appearing in the 2-loop calculation.
As the scalar product is determined by the expectation value the curves derived
within this approach are labelled by expt in the plots. In this description the matrix
M takes a more complicated form. Many more non-vanishing prefactors αi appear
so that more monomials have to be considered leading to a much more demanding


































appear leading to a 14× 14 matrix. Already on this level complex eigenvalues
occur. In this representation the Liouville superoperator is not hermitian with
respect to Eq. 4.7. Thus this calculation also faces non-unitarity effects.
Results for the jump and the expectation value derived within this calculation
are given in Fig. 4.1. These results are opposed to results obtained in a 3-loop
calculation which is labelled as ’direct’ approach. The result for the jump deviates
from the reference curve much earlier (at about t = 1.6/W) than the one of the
3-loop calculation, which is reliable up to t ≈ 2.8/W. The expectation value also
deviates much earlier (at around t ≈ 1/W) than in the 3-loop calculation. Thus the
convergence is not improved by this approach.
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4.1.2.1. Scalar Product on Basis of the Anticommutator








with the trace Tr. Following this definition the use of the anticommutator
{Aˆ†, [Hˆ, Bˆ]} = Aˆ†(HˆBˆ− BˆHˆ) + (HˆBˆ− BˆHˆ)Aˆ† and (4.10a)









as the trace allows cyclic changes of the operators. Thus on the operator level the
use of this scalar product should yield a unitarity preserving description.
However, the results reveal non-unitary behavior (see Fig. 4.2). This is due to
the difference in the definition of unitarity on the operator level and in the basis of
the actual states. Even though the matrix is unitary in terms of the operators this
does not have to be true on the basis of the states.
Formulated in the basis of the states unitary transformations
cˆ0(t) = U
†cˆ0(0)U (4.12)





†{cˆ0, cˆ†0}U = U†U = 1 in contrast to
the results of the matrix approaches.
Comparing the results for the expectation value derived within this approach (la-
belled anticomm) with the directmethod, the ranges of convergence are comparable
(see Fig. 4.2). However, the calculations based on the scalar product with the an-
ticommutator are much more demanding concerning computational time. As the
results are not significantly improved by this approach and the non-unitarity is
still observed this idea has not been followed further.
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Fig. 4.1.: Jump for quench to U = 1.0W
derived by the different approaches with
the result of the 11-loop calculation (solid
black line) as reference. Solid red line:
Results of a 3-loop calculation. Dashed
line: Results of the matrix approach with
the scalar product based on the anticom-
mutator [see (4.9)]. Dash-dotted line:
Results derived with the scalar prod-
uct based on the expectation value [see
(4.7)].



















Fig. 4.2.: Corresponding results for the ex-
pectation value. The solid line depicts re-
sults of a 3-loop calculation. Dashed line:
Results of the matrix approach with the
scalar product based on the anticommu-
tator as given in Eq. 4.9. Dashed-dotted
line: Results derived with the scalar prod-
uct based on the expectation value due to
Eq. 4.7.
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4.2. Momentum-Space Approach
An alternative route in determining the jump captures the translational part of the
time evolution exactly by performing the calculation in momentum space. The









with N denoting the number of sites. To illustrate that the kinetic part is well de-
scribed by this approach a calculation for the non-interacting system is performed.





























= −2Ji cos(k)cˆ†k,↑(t) . (4.14d)





where the prefactor h0,k(t) representing the time dependence of the one-particle
terms is introduced. Taking the initial conditions into account the time evolution
is explicitly given by
h0,k(t) = e−
1
2 i cos(k)t . (4.16)
leading to a constant jump ∆n = 1 as expected for the non-interacting model. The





2 i cos(k)tcˆk,↑|0〉 (4.17a)
= 〈0|cˆ†k,↑cˆk,↑|0〉 (4.17b)
= nˆk(t = 0) (4.17c)
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demonstrating that the translational part is correctly captured by this approach. A
corresponding 2-loop calculation in real space does not capture the translational
part correctly (see Sect. 3.4).
In the case of non-vanishing interaction U an additional term is created during the

































created in this commutation denotes a term with
a particle and a particle-hole pair. For this monomial an additional prefactor h1,k(t)
is used to capture the time dependence of these terms. In the case of non-vanishing



















































Comparing both sides of these equations a set of coupled differential equations
∂th0,k(t) = −12icos(k)h0,k(t) +U(1−n)nih1,k(t) (4.21a)
∂th1,k(t) = Uih0,k(t) +U(2n−1)ih1,k(t) (4.21b)
can be deduced. In the half-filled case with n = 0.5 and k = pi2 these
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4.2.0.2. Expectation Value
To calculate the expectation value of a particle at site 0, the operators cˆk have to be







Thus the expectation value 〈0|cˆ†j,↑(t)cˆ j,↑(t)|0〉 can be written as
































For the 2-loop calculation this leads to
〈0|cˆ†k,↑(t)cˆk,↑(t)|0〉 = n|h0|2 + (1−n) ·n2|h1|2k (4.25)
which yields the exact value n0 = 12 . This correspondence to the exact result is
coincidental and due to the fact, that only two loops are performed.
4.2.0.3. Results for 3 Loops
For a higher number of loops the differential equations have to be solved numer-
ically. Results for a 3-loop calculation in momentum space with U = 1.0W are
depicted in Fig. 4.3. For comparison the corresponding real space calculation is
shown additionally. Taking the curve for a real space calculation with 11 loops as
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reference, both curves deviate at the same time t. Furthermore both curves shoot
up to unphysical values for larger times.

















real space 11 loops
real space 3 loops
Fig. 4.3.: Jump ∆n(t) for a quench to U = 1.0W derived by calculations in real and
momentum space with three loops, with the result of the 11-loop calculation given as
reference.
To check whether the non-unitarity is reduced by the use of the momentum
space approach the local expectation value is depicted for the two 3-loop calcu-
lations in Fig. 4.4. The curves deviate from their initial value at about the same
time t. Thus the momentum space method also shows effects of non-unitarity. The
convergence is comparable, but the evaluation of the expectation value is much
more demanding in the momentum space approach since many terms have to be
considered in the Fourier transform of the operator product in Eq. 4.23b.
To check in how far the results are influenced by the choice of the normal ordering,
another type of normal ordering is applied. This normal ordering corresponds to
normal ordering with respect to a state with high temperature. In this approach
only local pairings yield non-vanishing effects. This approach can also be under-
stood as a calculation with a different choice for the scalar product as explained in
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The results for a 3-loop calculation by the use of this normal ordering are shown
in Fig. 4.5.

















Fermi sea normal ordering
real space 3 loops
Fig. 4.4.: Local expectation value 〈nˆ0〉(t)
for U = 1.0W derived in calculations in
real and momentum space with three
loops.


















Fermi sea normal ordering
Fig. 4.5.: Local expectation value for mo-
mentum space calculations with three
loops and U = 1.0W. The curves rep-
resent results derived by a calculation
applying normal ordering with respect to
the Fermi sea and normal ordering with
respect to high temperature states.
For the jump the approaches yield similar results. The curves lie above each other.
A corresponding curve for the jump derived by the use of this type of normal
ordering is given in Fig. 4.3 as solid, orange line. This curve coincides with the
curve obtained applying normal ordering with respect to the Fermi sea. The results
for the expectation value yield differences. In the case of normal ordering due to
high temperatures the curve stays rather low, whereas the curve for the normal
ordering due to the Fermi sea shoots up. However, the range of convergence of
the two curves is comparable.
As even these two very distinct types of normal ordering yield similar results it
is not expected that the results can essentially be improved by choosing a different
type of normal ordering.
Due to the additional Fourier transform needed to determine expectation values
a calculation performed in this way is much more demanding than a real space
calculation. As the momentum space approach does not resolve the problem of
non-unitary results and yields about the same range of convergence in a much
more demanding calculation this approach is not followed further.
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4.3. Self-Similar Calculations in U2
4.3.1. Non-Interacting Case
To gain first insights into the behavior of the system after a quench the time
evolution of the jump is calculated in a first approach up to second order in the
interaction U. This calculation is proportional to U2 and obtained in momentum
space. In this way it captures the non-interacting part exactly.
Since also higher orders in U are created during the calculation, this approach dif-
fers from the second order results obtained by Moeckel and Kehrein [46], where a
strictU2 calculation is used. For the two-dimensional model a strictU2-calculation
following Moeckel and Kehrein is introduced in Sect. 6.1.5. In the strict U2-
calculation no higher orders in U appear.
In contrast to this the calculation presented in the following is a full calculation
in the subspace of operators describing one and three particles. These are the
monomials appearing in second order in U, but during the calculation also higher
orders in U are created.
























with the dispersion (k) = −W2 cos(k) = −2J cos(k). The time evolution is calculated
















︸        ︷︷        ︸
=:Lintcˆ†k,↑(t)
(4.28b)
with the non-interacting part
L0cˆ†k,↑(t) = kcˆ†k,↑(t) . (4.29)
In the non-interacting case U = 0 the time evolution is given through
cˆ†k,↑(t) = e
iktcˆ†k,↑(0) . (4.30)
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with the time dependent prefactor h j(t). For the continuous representation of the












ei2Jtcos(k) cos( jk)dk (4.32b)
(4.32c)
where the sine term is omitted due to symmetry. Thus the prefactor finally reads
h j(t) = (−i) jJ j (2Jt) (4.33a)






with the Bessel function J j(x).
4.3.2. Interacting Case
4.3.2.1. Setting up the differential equations







: cˆ†k1+q,↑cˆk1,↑ :, cˆk,↑
]
︸                ︷︷                ︸
δk1,kcˆq+k1,↑








where in the normal ordered term the operators with a spin pointing downwards
are split off from the ones with a spin pointing up. This is justified by the normal
ordering, as operators with opposite spin do not yield contractions. The term
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: cˆ†k+q,↑cˆ
†
k2−q,↓cˆk2,↓ : is newly created by the commutation and has to be considered
in the following calculations. For the results to be correct up to second order in U
the Liouvillian has to be applied once more to the terms created during the first
commutation. The calculation of the commutator can be found in App. A.
To describe the translational part of the time evolution of the monomial
: cˆ†k+q,↑cˆ
†
k2−q,↓cˆk2,↓ : given analogously to Eq. 4.30 the energy difference of the
operators contained in the monomial is needed. For the three-particle term the
energy difference dk2,k,q = k+q +k2−q−k2 is introduced.
With hk2,k,q denoting the relevant combinations of the particle numbers for the
momenta involved
hk2,k,q = −nk2−qnk2 +nk+qnk2 +nk+qnk2−q (4.35)











is obtained by the commutator.
Interpreting the prefactor of the one-particle terms cˆ†kF,↑ as first component v0 and
the prefactors of the three-particle terms : cˆ†kF+q,↑cˆ
†
k2−q,↓cˆk2,↓ : as the following entries




F U/Nhk2,kF,q . . .
U/N . . . 0
... dk2,kF,q
0 . . .








for the initial vector. The time derivative of the prefactors for the three-particle
terms can be deduced
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4.3.2.2. Calculating the Green function
The closed form of the differential equations leads to a self-energy equation as is
shown next. With the Fermi energy F = 0 the differential equation for the prefactor

















The prefactor v0(t) has to be proportional to a theta function v0(t) ∝ Θ(t) as the
prefactor has to obey v(t < 0) = 0. Using the identity











follows where the δ-function ensures that the initial conditions are fulfilled.
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from which
−iωv0(ω) = −U2iv0(ω)G(ω) + 1 (4.45a)
⇔v0(ω) = i(
ω−U2G(ω)) (4.45b)
can be concluded. The time dependence of v0(t) determining the jump ∆n(t) =










Since a term ∝U2 appears in the denominator this term is O(U2). Obviously also








with the positive spectral density ρ(x) ≥ 0.















Thus the spectral density ρ(x) belonging to i
ω−U2G(ω) is needed to calculate the time
dependence of v0(t).
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The asymptotic behavior of the Euler function is determined through the imagi-













































dk2dqδ(x+dk2,kF,q)hk2,kF,q ≥ 0 . (4.51)
The spectral density can be split into two parts ρG(x) = ρ+(x) +ρ−(x) for positive
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where the first part fulfills ρ+(x) > 0 for x > 0 and ρ+(x) = 0 for x < 0. The second
part obeys ρ−(x) > 0 for x < 0 and ρ−(x) = 0 for x > 0.
The explicit calculation of the spectral density is given in App. A.2. In this section
only the results are recalled.
As explained in App. A.2 the
spectral density can be calcu-
lated numerically by finding the
zeros of the argument of a δ-
function and evaluating the in-
tegral determining the spectral
density numerically.
With ρ−(x) and ρ+(x) the Green
function G(ω) can be calculated
by Eq. 4.52. Results for the Green
function are shown in Fig. 4.6.
The spectral density ρG(x) is
shown in Fig. 4.7. For small |x|
the spectral density shows a lin-
ear increase.















Fig. 4.6.: Real and imaginary part of the Green
function G(ω) in dependence on ω.












Fig. 4.7.: Spectral density ρG(x) as defined
by the Hilbert representation of the Green
function G(ω).
The linear behavior is due to the
one-dimensionality of the model.
In a real Fermi liquid ρG(x) would
increase quadratically for small
|x|. The reduced dimensionality
hampers the quadratic increase,
leading to a linear behavior.
Besides, the spectral density shows
band edges. As two momenta
are involved in the calculation
these band edges are analogous to
van-Hoove singularities in two-
dimensional models, i.e., they are
O(x0) and thus the depicted jumps
occur.
For |x| = 1.0 the spectral density for the one-dimensional model exhibits square
root singularities.
The model does not show infrared singularities as an infrared cutoff ∝ 1t exists.
With G(ω) the Hilbert representation of v0(t) can be calculated by Eq. 4.47.
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To determine the time dependence v0(t) the spectral density ρ(x) has to be
calculated. It is shown for various values of the interaction U in Fig. 4.8.













Fig. 4.8.: Density ρ(x) in dependence
on x for various interaction strengths U.
For small |x| the density exhibits a sharp
peak with an increase ∝ 1x ln(x)2 .
The linear increase observed for small |x|
in ρG(x) leads to a peak in the spectral
density ρ(x). For small |x| the density
ρ(x) is proportional to 1x ln(x)2 in the one-
dimensional model. In a real Fermi liq-
uid the quadratic increase in ρG(x) would
result in a δ-peak in ρ(x). For larger
|x| the density shows cutoffs with res-
onances. Besides, the spectral function
exhibits delta-peaks for larger |x|. These
are signatures of trions given as bounded
states of two particles and a hole. These
states are more important for large inter-
actions U. Thus the peaks appear more
pronounced for increasing U.
The time dependence v(t) is then given by a Fourier transform of ρ(x). With
v0(t) the behavior of the jump nt(k) = n0(k)|v0(t)|2 can be determined. The jump
∆n(t) for various values of the interaction U is shown in Fig. 4.9 and Fig. 4.10.

















Fig. 4.9.: Jump ∆n(t) in dependence on
the time t derived in the strict U2 calcu-
lation for various values of the quench
depths U.














Fig. 4.10.: Jump ∆n(t) for various values
of U shown over longer times. On in-
creasing U a stronger reduction of the
jump is observed.
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With increasing interaction strength
U the decrease in the jump becomes
stronger. The oscillations in the
time dependence result from the band
edges in ρG(x). As these are more pro-
nounced for larger U the amplitudes
of the oscillations are increased on in-
creasing U. For large values of the in-
teraction U the three-particle states be-
come more important. This supports
the view that the oscillations are to
be attributed to the band edges. For
these rather large interaction values U
higher orders in U have to be consid-
ered to capture all relevant processes.
















Fig. 4.11.: Jump for various interaction
strengths. It can be seen how the ampli-
tude of the oscillations is increased on in-
creasing U.
For the second order calculation only two momenta are required, which
makes it feasible. Of course a calculation which is exact up to third order
U3 would be possible, but such a calculation would require to include more
momenta. Consequently such a calculation would be very demanding. Thus it is
advantageous to use a more direct approach in real space as used in the following.
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4.3.3. Comparison to the 11-Loop Calculation
In Fig. 4.12 the results of the U2-calculation (dashed lines) are compared to the
results of an 11-loop calculation (solid lines) for varius interaction strengths U.

















Fig. 4.12.: Comparison of the jump as given by the U2-calculation according to Sect.
4.3 (dashed lines) with the results of the 11-loop calculation (solid lines) for various
values of the interaction U.
Even for small values of the interaction the results deviate already for small
times. For instance for U = 0.2W the U2 result deviates from the 11-loop result at
t ≈ 4/W. Thus the results of the U2-calculation are only reliable over a very small
range in time. The processes which govern the behavior of the jump beyond the
first drop are not described by the U2 approach. Consequently higher orders have
to be included as it is the case in the equation of motion approach.
5. Results for the One-Dimensional
Model
The results of the calculation in second order in the interaction U presented in
Sect. 4.3 are restricted to small interactions U. As explained these results deviate
rather early from the exact results. Besides, a generalization to higher orders in
U is not straightforward. Consequently the iterated equation of motion approach
is used in the following to describe the dynamics of the system. In this way also
higher orders in the interaction U are captured.
In this chapter results for the one-dimensional Hubbard model derived in the it-
erated equation of motion approach are presented.
A self-similar truncation as explained in Sect. 3.4 is applied to improve the con-
vergence. In the following the term loop denotes such a self-similar calculation
within the iterated equation of motion approach. In this sense an m-loop cal-
culation has to be understood as a calculation with m commutations where the
monomials appearing in the last loop for the first time are neglected.
5.1. Half-Filled Model
In the following results for the half-filled model with n = 0.5 denoting the filling
factor for one spin species are discussed.
5.1.1. Jump for Various Interaction Strengths U
Results for the jump ∆n(t) for various values of the interaction strength U
are depicted in Fig. 5.1. The dependence of the decrease of the jump on the
interaction U can be seen. Besides, the decreased ranges of convergence for larger
quenches is visible. Corresponding results for stronger quenches can be found in
Sect. 5.4.1. The results presented here are derived in a calculation with 11 loops.
In Fig. 5.1 the solid part of the curves represents results for the time scales where
the results are converged according to the criteria discussed in Sect. 3.2.2. In
contrast to this the dashed part of the curves represent results for times beyond
the range of convergence. Consequently this part of the curves has to be treated
cautiously.
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It can be seen that especially for large U the dashed lines increase rather quickly
towards unphysical values larger than 1. This behavior is to be attributed to the
breakdown of the unitarity in the equation of motion approach for too large times
t, cf. Sect. 4.1.

























Fig. 5.1.: Jump ∆n(t) for the half-filled Hubbard model for various values of the in-
teraction strength U as function of time t. The results are obtained by an 11-loop
calculation. The dashed part of the curves presents results which lie beyond the
range of convergence and may not be considered reliable.
In the range where the results are converged the curves represent the exact dy-
namics of the jump. The figure illustrates how the jump is decreased on increasing
U. The curves depict oscillations stemming from the band edges of the dispersion,
which appear already in a self-similar U2-calculation as presented in Sect. 4.3.
The change from a gradually decreasing jump for small U to a jump showing
pronounced oscillations for large U can be observed in Fig. 5.2. In this figure the
jump is shown in dependence on the time t and the interaction strength U. The
curves are shown in the time range where they are converged.
On passing from a gradually decreasing jump to a jump with pronounced oscilla-
tions the system crosses a dynamical transition discussed in Sect. 5.4.2.
























Fig. 5.2.: Time evolution of the jump ∆n(t) in dependence on the interaction strength
U for values from U = 0 to U = 2.0W as derived in a 9-loop calculation. The strong
U-dependence of the jump is illustrated.
5.1.2. Momentum Distribution
The whole momentum distribution (MD) is derived by a numerical Fourier trans-







In principle these expectation values involve the products of all terms
included in the derivation of the differential equation. But since expectation
values of two monomials with different numbers of operators or different
numbers of operators with a spin pointing upwards vanish, the number of
neccessary products is reduced. Nevertheless the exponentially growing
number of monomials restricts the derivation of the complete momentum
distribution to calculations with seven loops. The results of a calculation
with about a hundred k-values for a quench to U = 1.0W and t = 0.5/W
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after the quench are shown in Fig. 5.3 in dependence on the momentum k.










Fig. 5.3.: Black line: Momentum distribu-
tion for a quench to U = 1.0W and a time
t = 0.5/W derived in a 7-loop calculation.
Red line: Results for the momentum dis-
tribution where the oscillations due to the
Gibbs phenomenon are substracted.
The momentum distribution is overlayed
by oscillations which can be seen as arte-
facts of the Fourier transform. These os-
cillations can be avoided as explained
below. At half-filling the momentum
distribution exhibits a jump at k = kF =
0.5pi. When applying the Fourier trans-
form this discontinuity leads to the Gibbs
phenomenon, as observed by the oscil-
lations overlying the jump. The Gibbs
phenomenon can be suppressed by con-
sidering the discontinuity separately in
the Fourier transform. The discontinu-
ity is caused by the one-particle terms
but it is not the only effect of the one-
particle terms. The Fourier coefficients
for the jump can easily be calculated an-
alytically.







·∆n(t) ∀ j , 0
b0 = k∆n(t) . (5.2)
Since the Fourier coefficients of the terms causing the jump are known exactly,
the oscillations can be avoided by performing an analytical Fourier transform
for these terms and a numerical Fourier transform for the remaining terms.
Thus the part of the one-particle terms causing the jump is subtracted before the
Fourier transform. After a numerical Fourier transform of the remaining terms
the jump is added so that the oscillations caused by the Gibbs phenomen are
avoided. The red curve in Fig. 5.3 depicts the momentum distribution adjusted
by the oscillations due to the discontinuity at k = pi/2. These results are derived
as explained treating the jump seperately. As the momentum distribution is
shown for a time of t = 0.5/W and a relatively large interaction strength U = 1.0W
the jump ∆n(t) is already reduced. The momentum distribution starts for k = 0
below one. Besides it shows a curvature leading to an increase of the momentum
distribution towards kF for k < kF. To illustrate how the curvature develops in
time, the momentum distribution for a quench to U = 1.0W and various times is
plotted in Fig. 5.4.
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Fig. 5.4.: Momentum distribution for a quench to U = 1.0W derived in a 7-loop cal-
culation. The curves represent the result for various times t. On increasing time the
jump ∆n(t) is reduced further.
Clearly the reduction of the jump becomes stronger with increasing time. For a
fixed momentum k the momentum distribution evolves non-monotonically, show-
ing oscillations which has also been observed in other calculations [26, 46, 72].
But the curvature behaves differently form the one observed in the Tomonaga-
Luttinger model. The momentum distribution in the Tomonaga-Luttinger model
depicts a pure decrease on increasing k for small times [72]. In the Hubbard model
the momentum distribution is increased for k < kF on increasing k for small times
after the quench. On the other side of the jump (k > kF) the momentum distribu-
tion is increased towards larger k. For larger times (for instance t = 2.0/W) the
momentum distribution is first decreased and then slightly increased towards kF.
This undulatory behavior is pronounced for larger times.
The evolution of the momentum distribution towards the oscillatory behavior can
be seen in Fig. 5.5. The results are shown for a quench to U = 1.0W so that the
jump is quickly reduced on increasing times. Focussing on the results for a fixed
k, for instance at k = pi, oscillations in time can be observed. Directly at the Fermi
surface the curves also show oscillations in time t.
A video file showing the time evolution of the momentum distribution can be
found on the attached CD.
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Fig. 5.5.: Momentum distribution for a quench to U = 1.0W in dependence on the time
t. The fast decrease of the jump can be observed. On increasing time the momentum
distribution exhibits oscillatory behavior.
A comparison of the
curves for various times
is given in Fig. 5.6.
It can be observed how
the oscillatory behav-
ior of the momentum
distribution is built up
on increasing t. The
momentum distribution
changes from relatively
flat curves for small
times to curves showing
oscillations that become
stronger on increasing
time. On increasing t
the curvature of the mo-
mentum distribution in-
creases on both sides of
the jump.










Fig. 5.6.: Momentum distribution for a quench to U = 1.0W
for various times from 0.0 to 3.15/W in steps of 0.05/W
(from top to bottom for k ≈ kF with k < kF). The built-up of
the oscillatory behavior for larger times is clearly visible.
For too large times t ' 3.0/W the momentum distribution is shifted for all k
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upwards towards larger values. This breaks the particle-hole symmetry of the
model, as the curve for t = 3.0/W starts at k = 0 with 0.93 and ends at k = pi with
0.11.
This signals the breakdown of the calculation for such long times.














Fig. 5.7.: Momentum distribution for a
vanishing interaction U obtained in a 5-
loop calculation for various observation
times t.
A study of the range of convergence re-
veals that the times where this shift ap-
pears are beyond the range of conver-
gence of the 7-loop calculation. The mo-
mentum distribution for the interaction-
free case as derived in a 5-loop calcula-
tion is depicted in Fig. 5.7 for various
times t. For small times the momentum
distribution still takes the box shape as it
should be. For t ≈ 4.0/W the curves start
to deviate. On increasing time larger de-
viations from this shape are observable
for k < kF.
For large times the momentum distri-
bution exhibits unphysical values larger
than one which has to be assigned to the
restricted number of loops performed.
To check that the breaking of the symmetry is an effect of the limited
number of loops, the momentum distribution for U = 0 is studied, de-











Fig. 5.8.: Momentum distribution for U =
0 at t = 5.01/W and different numbers of
loops. It can be seen that the limited
number of loops leads to deviations from
the analytical result for k < kF.
The results are shown for a rather large
time t= 5.01/W so that the effect is clearly
visible. For vanishing interaction the
momentum distribution should exhibit a
simple jump at kF. As can be seen the re-
sults for the 4-loop and the 5-loop calcula-
tion deviate from this for k < kF. The fact
that the deviations appear only for k < kF
is explained by the way the momentum
distribution is determined. In the current
approach the momentum distribution is
calculated through the product < cˆ†r cˆ0 >.
Calculating the momentum distribution
via 1−< cˆ0cˆ†r > yields similar results, with
deviations on the other side of the jump
with k > kF.
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However, the ranges of convergence are comparable, so that the only difference is
the range in momentum space where deviations are observed.
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5.2. Influence of Doping
In the following the influence of doping on the time evolution of the model is
studied. The commutators are calculated in the same manner as for the half-filled
case with a Fermi vector kF determining the filling factor. Throughout this thesis
the filling factor n is to be understood as the filling for one spin species, so that the
half-filled case is denoted by n = 0.5. Under the influence of doping the range of
convergence is increased. The local expectation value used to determine the range
of convergence is shown in Fig. 5.9 for various values of the filling n. The results
are obtained in a 7-loop calculation, so that these are not the maximally possible
results but they already show how the convergence is increased upon doping. It
can be seen that the expectation value for n = 0.1 coincides with its initial value
up to t ≈ 5/W. In contrast to this the expectation value of the half-filled model
strongly deviates at about t ≈ 2.0/W. Thus on passing from n = 0.01 to n = 0.5 the
convergence is decreased. For values larger than 0.5 the range of convergence is
increased again. Consequently the ranges of convergence for the half-filled model
are the smallest. This can be observed in the behavior of the thick black line in
Fig. 5.9. For very large or very small fillings, e.g. n = 0.01, a much larger range of
convergence is obtained.




















Fig. 5.9.: Local expectation value for var-
ious filling factors n for a quench to U =
1.0W. The results are obtained in 7-loop
calculations.

















Fig. 5.10.: Jump ∆n(t) for a quench to
U = 1.0W and various values of the filling
factor for one species n in dependence
on the time t.
The fact, that the deviations are not symmetric concerning particle-hole exchange,
is explained by the way the time dependence of the local expectation value is deter-
mined. In the current approach the time dependence of the creation operator cˆ†(t)
is determined by the iterated equation of motion approach and the corresponding
time dependence for the annihilation operator is deduced from cˆ†(t).
The jump for a quench to U = 1.0W and various fillings is shown in Fig. 5.10.
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For general values of the filling n the operator cˆ†0,↑(t) derived in two loops can be
represented by the monomials
cˆ†0,↑(t) = h0(0, t)cˆ
†
0,↑+h0(−1, t)cˆ†−1,↑+h0(1, t)cˆ†1,↑+h1(0,0,0, t) : cˆ†0,↑cˆ†0,↓cˆ0,↓ : (5.3)
with the corresponding differential equations
∂th0(0, t) = −Jih0(−1, t)− Jih0(1, t) +Un(1−n)ih1(0,0,0, t), (5.4a)
∂th0(−1, t) = −Jih0(0, t), (5.4b)
∂th0(1, t) = −Jih0(0, t), (5.4c)
∂th1(0,0,0, t) = Uih0(0, t) + (1−2n)Uih1(0,0,0, t) . (5.4d)
Up to second order in t these are satisfied by the expansions




h0(−1, t) = −Jit+O(t3) (5.5b)
h0(1, t) = h0(−1, t) (5.5c)
h1(0,0,0, t) = Uit− U2 (1−2n)t
2 +O(t3) . (5.5d)
valid up to second order in t. With these expansions the jump shows a quadratic
correction
∆n(t) = 1−U2n(1−n)t2 + ... (5.6)
depending on the filling factor for one spin species n. The quadratic term suggests
that the jump is strongest reduced at half-filling (n = 0.5). This is shown in Fig.
5.10, where the jump for a quench to U = 1.0W is depicted for various values of
the filling n. The dashed curves depicted in this figure represent results derived
for times which are beyond the range of convergence. Indeed the black curve
representing half-filling shows the strongest decrease. The corresponding curve
exhibits a shoulder. For other values of the filling the curves develop oscillations
with a gradually decreased jump. Furthermore the figure shows that the curve for
n= 0.4 and the one for n= 0.6 coincide, as expected due to particle-hole symmetry.
This can be generalized to arbitrary fillings n˜ and their counterpart 1− n˜.
A more detailed view of the behavior for various fillings can be found in Fig.
5.11. The jump is shown for values from n = 0.01 to n = 0.50. From n = 0.50 to
smaller values the jump is changed gradually from a curve with shoulder to a
curve with stronger oscillations at intermediate values of the filling. For even
smaller fillings the oscillations become weaker again, because the changes in the
jump generally become weaker.
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Fig. 5.11.: Behavior of the jump for U =
1.0W and fillings from n = 0.01 to n = 0.50
in 0.01 steps (from top to bottom for small
t).










Fig. 5.12.: Jump for the quarter-filled
Hubbard model for various interaction
strengths. U is increased from 0.1W to
3.0W (from top to bottom for small t).
As exemplary result for the dependence of the jump on the interaction U under
the influence of doping, results for the quarter-filled model are shown in Fig.
5.12. The interaction strength U is increased from U = 0.1W to U = 3.0W in steps
of 0.1W.
On increasing U the oscillations become stronger and the period of the oscillations
is changed, so that the curves appear to be squeezed for increasing U.



























Fig. 5.13.: Jump for a quench to U = 2.0W for var-
ious fillings n. Left panel: Fillings n= 0.1 to n= 0.5
in steps of 0.05 from top to bottom. Right panel:
Fillings from n = 0.40 to n = 0.50 in steps of 0.01
from top to bottom.
For stronger quenches showing
pronounced oscillations in the
half-filled case the jump behaves
similar to the curves forU= 1.0W
(see Fig. 5.13). In this figure re-
sults for a quench to U = 2.0W
are depicted. In the right panel
of this figure results for smaller
dopings from n = 0.40 to n = 0.50
are represented in steps of 0.01.
Obviously even smallest values
of the doping lead to a shift of the
minima from ∆n = 0 to finite val-
ues. Away from half-filling the
curves show oscillations with a
clear decrease underlying these
oscillations in time.
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To demonstrate that the appearance of oscillations showing zeros is not just
shifted to higher values of the interaction U upon doping, extremely strong
quenches to U = 100W are discussed. The resulting jump for various fillings
is shown in Fig. 5.14. The curves show coherent oscillations with a fixed
period (see Sect. 5.4.1). For half-filling the curve oscillates between zero and
values close to unity. Upon doping the minima are shifted to higher values, as
depicted in Fig. 5.15. In this figure the minima ∆nmin are given in dependence
on the filling factor n with ∆nmin = 0 for n = 0.50 and ∆nmin → 1 for n → 0.




















Fig. 5.14.: Jump ∆n(t) for a large quench
to U = 100W for various fillings n. The
curves show oscillations with the minima
shifted upwards under the influence of
doping.












Fig. 5.15.: Value of the minima observed
in quenches to U = 100W in depen-
dence on the filling factor n for one spin
species.
The upwards shift of the minima is explained by the Fourier transform of
the one-particle terms hk(t) used to calculate the jump ∆n(t) = |hk(t)|2k∈FS. For
half-filling hk(t) is real,whereas it displays a non-vanishing imaginary part for
various fillings (see Fig. 5.16). The non-vanishing imaginary part leads to the shift
of the minima upwards under the influence of doping. The 2-loop calculation
already indicates the qualitatively different behavior for half-filling and under
the influence of doping. For half-filling the expansions in time given in Eqs.
5.5a to 5.5d reveal prefactors which have either a vanishing real or a vanishing
imaginary part. Upon doping the prefactor for the three-particle term reads
h1(0,0,0, t) = Uit− U2 (1−2n)t2 +O(t3). It contains real and imaginary parts.
At half-filling the zeros in the oscillations of the jump for strong quenches are
attributed to collapse and revival behavior of the momentum distribution. A
similar behavior is observed experimentally for bosons in the matter wave of
Bose-Einstein condensates [8].
5.2 Influence of Doping 75

























Fig. 5.16.: Real and imaginary part of
the Fourier transformed prefactor of the
one-particle terms hk(t) for various fill-
ings n and U = 1.0W. For half-filling the
imaginary part vanishes.



















Fig. 5.17.: Imaginary part of hk(t) for U =
1.0W. Upon doping the imaginary part
is increased. The curves are shown for
n = 0.5 to n = 0.01 in steps of 0.01 (from
top to bottom for small t).
Due to the non-vanishing imaginary part the jump is shifted upwards. Thus
upon doping the behavior of the jump changes qualitatively. This change is
dicussed further in Sect. 5.4.2.
Upon doping the jump is not only reduced but also shifted according to the Fermi
vector kF.

















Fig. 5.18.: Full momentum distribution
for a quench to U = 1.0W and various fill-
ings.















Fig. 5.19.: Momentum distribution for
values of n between n = 0.5 and n = 0.01
in steps of 0.01.
The momentum distribution for a jump to U = 1.0W and various fillings is shown
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in Figs. 5.18 and 5.19. The momentum distribution is given for a fixed time
t = 2.0/W, where the half-filled model exhibits a momentum distribution which is
first decreased and then slightly increased close to the Fermi surface.
Under the influence of doping the non-monotonic behavior is lost and the
momentum distribution for n = 0.4 shows a pure decrease for k < kF followed by
an increase on the other side of the discontinuity. Doping the system further
away from half-filling the increase becomes weaker until a nearly flat distribution
is reached on both sides of the jump. In Fig. 5.19 it is shown how the curvature
in the momentum distribution is gradually lost. The momentum distribution is
depicted for fillings from n = 0.50 to n = 0.01 in steps of 0.01.
To compare this behavior to the behavior of the momentum distribution for
different fillings the time evolution of the momentum distribution for quenches
to U = 1.0W and filling factors n = 0.1 and n = 0.4 is shown in Figs. 5.20 and 5.21.


















Fig. 5.20.: Momentum distribution for
U = 1.0W and a filling factor n = 0.1.
















Fig. 5.21.: Corresponding results for a
filling factor of n = 0.4.
The shift in the momentum distribution according to the filling factor can be
seen. Comparing both cases the momentum distribution for n= 0.1 is much flatter
than the one for n = 0.4. As explained the jump is only gradually decreased for
small n so that the momentum distribution is much flatter for n = 0.1 even though
much larger times are considered.
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5.3. Bosonization
One-dimensional models without or with small gaps play a special role in
condensed matter theory as these are accessible to bosonization techniques.
This section deals with the predictions gained from bosonization theory and the
question in how far the time evolution of the system can be understood by the use
of these results. It turns out that the results for the jump can indeed be described
by a power law decay. But the exponents differ from the usual bosonization results.
The one-dimensional Hubbard model is integrable, which implies the existence
of an infinite number of conserved quantities. Thus the integrability is assumed to
influence the dynamics of the model strongly. Due to the conserved quantities the
system retains memory of its initial state. Consequently the model does not access
the full energy surface [23, 28]. One-dimensional models are accessible to many
analytical and numerical methods in equilibrium. One powerful method for one-
dimensional models are bosonic field theories [85–91]. Bosonic field theories can
be applied to gapless one-dimensional models which exhibit a linear dispersion
at low energies. In these approaches the bosonic fields are often assumed to be
interaction-free. An example of the application are spinless fermions. In models
comprising spin the leading bosonic interaction is captured by the sine-Gordon
model [89, 91].
At present it is still unclear if renormalization group approaches are applicable
to systems far from equilibrium, because it is unclear whether processes which
are neglected in renormalization group approaches matter for systems out of
equilibrium [92–94]. The dynamics after the quench is governed by high-energy
states which are usually not captured by these techniques [95]. Thus it is still an
open question if the same or similar field theories can be applied to systems out
of equilibrium [96–98].
There are several studies of quenches in bosonic models so that the dynamics
of these systems is well-understood by now [36, 37, 72, 93]. For interaction-free
bosonic quenches the time evolution can be computed exactly. Also the sine-
Gordon model is studied in this context [38, 60, 92, 99–101]. For spinless fermions
Karrasch et al. claim that the dynamics is described by bosonic field theories [96].
It is suggested that the decay of the jump shows a power law behavior with
exponents given by Bethe ansatz results. Besides, a continuous Bose gas did not
show thermalization [102]. For a lattice Bose Hubbard model a dependence of
the dynamics on the initial state was observed. From these different observations
the question arises how generic these findings are for a one-dimensional model
exposed to a quench.
In a first step a quench in the spinless fermion model is studied as testbed for the
description with bosonization theories.
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5.3.1. Spinless Fermion Model
The first model under study is an integrable model of spinless fermions. The











with the hopping element J and a nearest-neighbor repulsion (NN) with
interaction strength U. Again cˆ†i creates a particle at site i and the operator
nˆi = cˆ†i cˆi counts the number of particles at site i. This model can be mapped by a
Jordan-Wigner transformation [103] to an anisotropic spin S = 12 XXZ-chain [104].
As integrable model it is solvable by Bethe ansatz [105–108].
Results for the jump in the spinless fermion model with nearest neighbor
interaction are depicted in Fig. 5.22. The results are shown for a quench with
U = 0.25W and different nunbers of loops m. The jump starts again at ∆n(0) = 1
and is then decreased with time t. It can be seen that the convergence is quickly
increased on increasing m.
A comparison of results for various values of the nearest-neighbor repulsion is
shown in Fig. 5.23. These results are obtained by an 11-loop calculation in the
iterated equation of motion approach.

















Fig. 5.22.: Jump ∆n(t) in the half-filled
spinless fermion model. The results are
shown for an interaction strength of U =
0.25W and various numbers of loops in-
dicating the convergence of the results.

















Fig. 5.23.: Results for the jump ∆n(t)
for increasing values of the nearest-
neighbor repulsion U obtained in a cal-
culation with 11 loops. The symbols
display exemplary results obtained by
infinite-size DMRG [96].
Additionally this figure shows exemplary results obtained by Karrasch et al. [96]
by the use of a time dependent variant of infinite-size DMRG [52, 109, 110]. In
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the range where the equation of motion results are converged the data agree
excellently.
When comparing the range of convergence for the two approaches the fact must
be considered that the computer code used in the iterated equation of motion
approach is optimized for the description of spinful models, whereas the DMRG
programm is adapted to the spinless fermions model in one dimension. Besides,
the equation of motion approach is designed to also describe the dynamics of
two-dimensional models. It allows to study arbitrarily large interaction strengths
and becomes exact in the limit of infinite interactions.
For the spinless fermions the computational resources allow to perform 11
loops just like for the Hubbard model. An exemplary 11-loop calculation for
the half-filled spinless fermion model contains 374573 monomials and 32298856
terms on the right hand side of the differential equations. In order to quantify
the range of convergence for this model results for different numbers of loops
are compared to the 11-loop calculation. The absolute difference of an m-loop
calculation from the 11-loop calculation for a quench to U = 0.25W is shown in
Fig. 5.24 in a double logarithmic plot. It can be seen how each loop increases the
range of convergence.























Fig. 5.24.: Absolute difference of the
jump for various numbers of loops m rel-
ative to the 11-loop result for a quench
to U = 0.25W. The results are shown in
a double logarithmic plot. The horizon-
tal black line indicates a threshold of 0.01
used to determine the runaway times.
















Fig. 5.25.: Double logarithmic plot of the
inverse runaway time versus the inverse
number of loops m. The dashed line rep-
resents a linear fit. The fit indicates a
dependence of the inverse runaway time
on the inverse loop number with an ex-
ponent of about 2.02.
The horizontal black line indicates the threshold of 0.01 used for the determination
of the runaway time. As explained in Sect. 3.5 the choice of the threshold is
arbitrary. Thus a value of 0.01 is chosen to visualize the increase of the runaway
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times with increasing loop number m. The resulting inverse runaway times are
depicted in Fig. 5.25.
For a threshold of 0.01 the inverse runaway times are described by a power law
with an exponent of about 2.02. A different choice for the threshold results in
a slightly varying exponent around 2 and a different prefactor for the linear fit.
Again the exponent and hence the dependence on the time t is even better than
predicted by the approach (see Sect. 3.2.2). Also for this model the increase of the
runaway time on increasing loop number is superlinear, just like it was observed
in the Hubbard model as explained in Sect. 3.5.
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5.3.2. General Concepts
At the beginning of this section the results of bosonization are briefly recalled.
The one-dimensional Hubbard model and the one-dimensional spinless fermions
model studied in the present thesis are Luttinger liquids in the sense that the low
energy physics of these models in equilibrium can be described by the Tomonaga-
Luttinger model [89, 91, 111, 112] with renormalized coupling constants.
For a one-dimensional model of correlated particles the Luttinger model is the low
energy fixed point of the model if a gapless branch in the dispersion exists. Under
these conditions the Tomonaga-Luttinger model describing interaction-free bosons
can be used to describe the low-energy physics of other models [86, 105, 106, 113].
For the single-particle density in the Tomonaga-Luttinger model a power law
behavior was observed [87, 114]. The jump in the momentum distribution of the
Tomonaga-Luttinger model after a quench has been studied [36, 37, 72, 93] and






with the dressed velocity v [37]. The exponent α is given by the equilibrium
exponent 2γ via α2 = 4γ(γ+1). To apply Eq. 5.8 the equilibrium exponent γ has to
be calculated. In the Tomonaga-Luttinger model γ is given by the parameter Θ of
the Bogoliubov-transformation via γ = sinh2(Θ) [72].







for a spinless model described by the Tomonaga-Luttinger model for low energies,
introducing the characteristic length scale of the interaction r [72]. This power law
agrees with the one derived by Cazalilla in the limit t→ ∞. In Eq. 5.9 the
interaction is assumed to range over all momenta from −∞ to ∞. A finite range
in momentum space results in oscillations in the dynamics. The occurrence of
oscillations due to high energy cutoffs is a generic feature of the quench dynamics
[37,60,74,93]. However such a finite momentum range is inherent to microscopic
models. In these models the Brillouin zone is finite which leads to a finite range
of the interaction in momentum space.
To determine γ in the spinless fermions model bosonization techniques [115, 116]
can be applied. The exponent γ is given by the standard bosonization parameter
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The exponent is completely determined by the anomalous dimension K.
Thus γ is the same as in equilibrium, but the exponent 2γ is replaced by 2γ(γ+ 1)
[72, 87, 117]. This replacement is inherent to the Tomonaga-Luttinger model and
not dependent on the microscopic model under study. The replacement leads to
a factor of 2 for small values of γ. A similar effect has been observed by Moeckel
and Kehrein [47] for an infinite-dimensional model. They addressed the time-
dependence of the infinite dimensional model by a second order in U approach.
5.3.3. Results for Spinless Fermions
5.3.3.1. Exponents
Even though the explicit formula for ∆n(t) is given, the anomalous dimension K
and the dressed velocity v still have to be determined. In the first step the values
expected from bosonization of the spinless fermion model in equilibrium are used
[87,89,118,119]. Since the model is considered at zero temperature the equilibrium
refers to the ground state and its immediate vicinity, i.e., its elementary excitations.
Consequently the Bethe ansatz can be used to determine K and v [85,107,108]. The









As these values correspond to the behavior of the model at lowest energies which
means in the vicinity of the ground state, they are labelled by the subscript ’GS’.
The resulting values for the anomalous dimension K are depicted in Fig. 5.26.
From the anomalous dimension K the equilibrium exponent γ can be calculated.





















Fig. 5.26.: Anomalous dimension K obtained by bosonization. Dashed lines: Results
from bosonization around the groundstate (GS) derived by Bethe ansatz techniques.
Solid lines: Results from bosonization around the initial state (FS).In this approach
Fermi seas are used as initial states.
Using the calculated exponents the decay of the jump can be fitted to the data
derived by the equation of motion approach. The cutoff length r of the interaction
is used as fit parameter. It takes values from 0.2 to 0.6 on increasing values of
the interaction strength U. The resulting curves are shown as dashed black lines
in Fig. 5.27. The corresponding curves for the iterated equation of motion result
are given as coloured solid lines. These are derived from 11-loop calculations. As
can be seen the fits describe the decay of the jump for the respective interaction
strength U appropriately. The only feature missed by the fits are the oscillations
lying on top of the decay. As explained these oscillations are to be attributed to
the momentum cutoff of the interaction in microscopic models [60, 74, 93]. This
agrees with the work by Karrasch et al. [96], where a description of the jump by
the GS exponents was concluded.
Inspecting Fig. 5.27 it can be seen that the agreement between the numerical
equation of motion curve and the fitted bosonization curve deteriorates for larger
values of the interaction U. For instance, the curves for U = 0.45W and U = 0.5W
show differences between the curve and the fit.













U = 0.15 W
U = 0.20 W
U = 0.25 W
U = 0.30 W 
U = 0.35 W
U = 0.40 W
U = 0.45 W
U = 0.50 W
Fig. 5.27.: Coloured solid lines: Results for the jump ∆n(t) for various U as derived
by the iterated equation of motion approach in 11 loops. Dashed black lines: Fitted
curve for the GS exponents as given by Eq. 5.11. Dashed dotted red lines: Fits for
the FS exponents given in Eq. 5.14a.
Thus the question arises whether a different exponent describes the time de-
pendence of the jump more properly. Although the GS exponents capture the dy-
namics of the Tomonaga-Luttinger model describing the physics near the ground
state it is possible that microscopic models like the ones considered in this thesis or
models with boson-boson interactions require different exponents. In such models
the behavior near the ground state may in general be different from the behavior
at higher energies. Thus a field theoretic description of such microscopic models
after interaction quenches, where highly excited states are reached, is expected to
depend on the initial conditions and on the strength of the quench. An example
for such a dependence is found in the sine-Gordon model [92, 101]. This model
is quenched in a different protocol, where the sine term is switched on only on
adiabatically long times after the first sudden quench. A renormalization group
approach applied to this model revealed an explicit dependence of the anomalous
dimension on the initial conditions.
In the next step an alternative calculation of K and v is discussed, which accounts
for a dependence of the parameters on the initial state. The initial state consid-
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ered in this thesis is the non-interacting Fermi sea. On the time scales considered
here, i.e., short and intermediate times after the quench, the dynamics is governed
by the iterated gradual excitation of particle-hole pairs [72]. Consequently only
a limited number of particle-hole pairs has to be considered for the description
of the system on moderate times. Thus bosonization of the density fluctuations
around the initial state suggests itself. As the initial state is the Fermi sea, the cor-
responding parameters are labelled by the subscript ’FS’ in the following. Such a
bosonization around the Fermi sea corresponds to a bosonization in leading order
in U since no feedback effects due to the interaction need to be included.
To calculate the bosonization results in leading order in U the g-ology notation
[122,123] is used. The name g-ology stems from the fact that the coupling constants
are denoted by g. In this notation the anomalous dimension and the renormalized
velocities are given via [116, 122]
KFS,ν =
√
pivF + g4,ν− g2,ν














where ν denotes the different channels in the dispersion. For a spinful model these
read ν ∈ σ,ρ for the spin (σ) and the charge channel (ρ). The parameters Kν and
vν are sufficient to describe the low-energy sector of each degree of freedom ν. In
the case of spinless fermions only one channel exists, so that the subscript can be
omitted. Then Eqs. 5.14a and 5.14b simplify to
K =
√
pivF + g4− g2













In this formula g2 and g4 denote forward scattering (with momentum transfer
<< kF) between particles on different branches and on the same branch of the
linearized dispersion [123]. In leading order in U the g’s read [90]
g2 = 4U (5.17a)
g4 = 2U (5.17b)
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resulting in [85, 86, 88, 89]
KFS =
√





(pivF + 2U)2−8U2 . (5.19)






























(2U)3 + ... (5.21b)
with kF = pi2 for the half-filled model. Obviously the formulae agree up to second
order in U. The values for the anomalous dimension derived by bosonization
around the Fermi sea are included in Fig. 5.26 as solid red lines. With the
anomalous dimension KFS and the velocity vFS the power law given in Eq. 5.9 can
be fitted to the numerical data. The resulting curves are depicted as red dashed
dotted lines in Fig. 5.27. The fitted interaction range r takes values from 0.2 to
0.1 on increasing U. As can already be seen from the anomalous dimension K in
Fig. 5.26 the differences in the results of the FS and the GS bosonization are fairly
small. However, for larger values of the interaction the FS exponents describe the
numerical data better. Of course, the ranges of convergence are much smaller for
larger U but it can still be seen, how the curves for U = 0.45W and U = 0.5W fit to
the FS exponents while deviating from the GS curves. The bosonization around
the Fermi sea is restricted to values of U below pivF ≈ 1.57W. At this point KFS
and vFS vanish. This unphysical behavior is due to the breakdown of this type
of bosonization for too large U. For large values of U additional effects like the
curvature of the dispersion [105, 106] have to be considered, which may spoil the
result. Besides, umklapp scattering, which appears in higher orders of U, may
become important. Thus a breakdown of the FS description for large U is not
surprising.
The results presented suggest that the dynamics can indeed be described by
bosonization but the exponents differ from the ones expected in equilibrium.
5.3 Bosonization 87
5.3.3.2. Quench Energy
To measure how far a system is driven from the equilibrium by the quench, the
quench energy ∆E of a microscopic model is defined as
∆E := 〈FS|Hˆ(t > 0)|FS〉− 〈GS|Hˆ(t > 0)|GS〉 (5.22)
with 〈FS| denoting the Fermi sea and 〈GS| the ground state of the quenched
Hamiltonian. As the Fermi sea is the initial state in the quench protocol the quench
energy represents the excitation energy of the system above its ground state that is
induced by the quench. Since energy is conserved in a closed quantum system ∆E
is also conserved. This is in contrast to quenches in imaginary time. For quenches
in imaginary time the time evolved state reads |t〉 = −Hτ|FS〉. Consequently energy
is no longer conserved [96].
For the first part 〈FS|Hˆ(t > 0)|FS〉 the expectation value of the quenched Hamil-
tonian with respect to the Fermi sea has to be calculated. It can be determined
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At half-filling the expectation values read



















〉 = − 1
pi2
(5.26)
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〉 = − 2
pi
(5.27)
for the kinetics. To calculate the ground state energy of the quenched Hamiltonian
〈GS|Hˆ(t > 0)|GS〉 it is convenient to use a Jordan-Wigner transformation and map














with the anisotropic coupling ∆. For ∆ < 1.0 the system is metallic.
The ground state energy per lattice site of the XXZ-chain can be determined









Expanding the ground state energy yields a linear part




which equals the term found by normal ordering of the Hartree and the Fock term.
The quenched energy in dependence on the interactionU can be found in Fig. 5.28.












Fig. 5.28.: Quench energy ∆E per site (see Eq. 5.22) for the half-filled spinless
fermions model in dependence on the interaction strength U.
It can be seen that the excitation energies stay fairly small < 3 · 10−3W for
quenches below the phase transition at U = 0.5W. The small quench energy
explains why the GS exponents and the FS exponents coincide and both yield a
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good description of the decay of the jump. For larger quenches the excitation
energy is increased and so is the difference between a description with the GS and
the FS exponents. This explains why only at large U the difference between the
anomalous dimensions KGS and KFS becomes discernible with the effect that the
FS exponents fit the slope better (see for instance U = 0.45W).
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5.3.4. Bosonization in the Quarter-Filled Hubbard Model
5.3.4.1. Exponents
In this section bosonization for the quarter-filled Hubbard model is discussed.
This model exhibits sizeable differences in the values of the anomalous dimension
derived by bosonization around the ground state (GS) and bosonization around
the Fermi sea (FS). Thus the role of these parameters can be discussed further.
To stay within the metallic phase weaker quenches (U / 1.11W) are considered
in this context. A discussion of strong quenches is given in Sect. 5.4.1. Quarter-
filling is chosen to suppress umklapp scattering at least to leading order. At half-
filling these processes occur [86, 91] as an additional term and the sine-Gordon
model is recovered. The additional term leads to an insulating state [91, 128, 129].
Consequently quarter-filling is chosen to avoid quenches to the Mott insulating
phase.
For spinful models the Tomonaga-Luttinger Hamiltonian consists of the non-
interacting sum of the charge and the spin part of the model. Thus the one-particle
correlation function which determines the jump ∆n is calculated as product of




γρ(γρ+1) [ r2σr2σ+ (2vσt)2
]γσ(γσ+1)
(5.31)
where the spin channel carries the subscript σ and the charge channel is denoted by
ρ [72]. The fit parameters rσ and rρ denote the interaction ranges in the respective
channel. Just like in the case of spinless fermions the exponent of each channel is
given by the corresponding equilibrium exponent γν [72] via
γν(γν+ 1) . (5.32)
Comparing the formulae for the jump the exponent in each channel takes half
the value of the exponent in the spinless case just like in equilibrium [87, 89].
The results for spinless models can easily be recovered by the above formula Eq.
5.31 by setting Kρ = Kσ = K and vσ = vρ = v [117]. In the Hubbard model the
electron-electron interaction leads to vρ , vσ , vF, inducing spin-charge separation
[87,116,130,131]. The parameters Kν,GS and vν,GS for bosonization in the vicinity of
the ground state are obtained from ground state properties following from Bethe
ansatz [129, 132–134].
Since no explicit formula for the Bethe ansatz results in the Hubbard model exist,
the parameters have to be determined by solving the coupled integral equations
numerically. For the quarter-filled model this task is rather demanding. Here only
the results for the parameters are discussed. The derivation of these parameters
is explained in App. C. In this appendix the solution of the integral equations for
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the quarter-filled Hubbard model are explained.
In the second approach the FS exponents are derived by bosonization in the
vicinity of the Fermi sea. Thus the Hubbard model is mapped to the Tomonaga-
Luttinger model [135], where in addition to the terms already present in the
Tomonaga-Luttinger model backscattering is also included. Backscattering is de-
noted by g1 with the processes g1,⊥ and g1,‖. For these parameters renormalized
values have to be determined by the use of renormalization group techniques. The
parameters of the g-ology approach for the two channels are given by the parallel








which can be used in Eqs. 5.14a and 5.14b. Again the FS parameters coincide
with the bosonization results in leading order of U [136]. The parameters satisfy
gi,σ = −U and gi,ρ = U [88, 89, 137] leading to
Kρ,FS =
√






















Fig. 5.29.: Anomalous dimension Kν with ν ∈ σ,ρ obtained by bosonization. Dashed
lines: Results from bosonization around the GS derived by Bethe ansatz techniques.
Solid lines: Results from bosonization around the FS. The Bethe ansatz equations
are difficult to evaluate so that slight inaccuracies imply some minor wiggling of the
dashed curve for Kρ for larger interaction strengths U.
92 Results for the One-Dimensional Model







The results for the anomalous dimensions are included in Fig. 5.29. It can be seen
that the anomalous dimensions for the charge channel agree surprisingly well
Kρ,FS ≈ Kρ,GS. However, the parameters for the spin channel Kσ differ significantly.
This can be understood from an analysis of the underlying sine-Gordon model [91].
Renormalization group approaches lead to an extremely slow convergence of the
spin parameter Kσ,GS, so that its final value is reached only on exponentially small
energy scales.
The energy scale  introduces an exponentially large distance ~r according to  ≈ vF|~r|
with the Fermi velocity vF. To capture the flow of Kσ,GS correctly the equal-time
Green function has to be known for two points at distance ~r. Due to the turning
on of the interactions correlations are created by the quench, which spread out
on distances |~r| = vmaxt after the quench with vmax denoting the maximal velocity
of quasi-particles. Combining this with the energy scale  a term proportional to
1
t is obtained. Thus
1
t acts as a low-energy cutoff. Consequently exponentially
large times have to be accessed to see the effects of processes on exponentially low
energies. However, there may be other cutoffs in the system due to which the flow
of the parameters is stopped before lowest energies are reached. These additional
cutoffs and consequences for the long time behavior are adressed in Sect. 5.3.5.
Having computed the parameters Kν and vν, the decay of the jump given by
Eq. 5.31 can be fitted to the data. In the GS approach Kσ,GS = 1 holds so that the
corresponding exponent γσ,GS vanishes and thereby the dependence of ∆n on the
range rσ,GS. For the GS exponents the range rρ,GS is the only fitting parameter. The
resulting curves for a quench to U = 0.8W in the quarter-filled Hubbard model
are shown in Fig. 5.30 in a double logarithmic plot and in a linear plot in the inset
of this figure.
Obviously the significant differences in the anomalous dimensions Kσ,GS and
Kσ,FS lead to sizeable differences in the power laws. Clearly the FS exponents
capture the decay of the jump much better than the GS exponents. For the
FS exponents the interaction ranges are fitted to be rρ,FS ≈ 1 and rσ,FS ≈ 0.6.
The slope of the ∆n curve derived by the equation of motion approach is
captured very well. In contrast to this a fit with the GS exponents is only
possible for a very limited range in time as can be seen in the inset of
Fig. 5.30, where the results are shown in a linear plot. Besides, the value



























Fig. 5.30.: Jump ∆n(t) of the quarter-filled Hubbard model with U = 0.8W. Dashed
lines: Fit to the data with the GS exponents derived by Bethe ansatz with rρ,GS ≈ 0.01.
Dashed dotted lines: Fit with the FS exponents from bosonization in the vicinity of the
Fermi sea. The ranges are determined to be rρ,FS ≈ 1 and rσ,FS = 0.6.
Altogether the FS exponents describe the dynamics on the accessible times, i.e.,
short and intermediate times after the quench, much better than the GS exponents.
As observed in the results for the spinless fermion model oscillations occur due
to the finite momentum cutoff of the interaction which are not captured by the
bosonization approach.
The results for the two approaches for various values of the interaction strength
U can be found in Fig. 5.31. For too small values of U / 0.3W the differences
between the GS and FS power law are too small to distinguish the power laws on
the accessible times. But for larger values of the interaction U the FS power law
fits well to the numerical data while the GS power law does not fit the slope of the
jump towards longer times.
For interaction strengths of the order of the bandwidth U ' W the agreement
between the numerical data and the FS power laws deteriorates. This can be
understood by the breakdown of the Tomonaga-Luttinger description. In the
Tomonaga-Luttinger description the behavior is described in terms of interaction-
free bosons neglecting backscattering processes and the curvature of the disper-
sion. But for large quenches high excitation energies are induced taking the system
far from equilibrium.
























Fig. 5.31.: Jump ∆n(t) for the quarter-filled Hubbard model for different interaction
strengths U. Solid lines: Results of the equation of motion approach. Dashed lines:
Fit to the data using the GS exponents. Dashed-dotted lines: Fit by the use of the FS
exponents.
In such a situation the effects mentioned above are no longer negligible. Nev-
ertheless on the accessible times these effects are of reduced relevance. This can
be seen for instance in the case of backscattering. The leading correction arising
from this process is ∝ ∫ cos(√8Φ(x))dx. On calculating the expectation value with
respect to the Fermi sea of this term or one of its derivatives, fluctuations 〈Φ(x)2〉
occur. These fluctuations diverge so that the cosine term is smeared out to zero
and the term vanishes. A more detailed discussion concerning this effect can be
found in Ref. [99].
5.3.4.2. Quench energy
For a calculation of the quench energy the ground state energy of the quenched
Hubbard model is derived by the use of the Bethe ansatz equations [71]. With







withQ determining the integral boundaries 0<Q≤pi. In the Bethe ansatz solution
the integral boundaries determine the particle number n via
Q∫
−Q
ρ(k)dk = n (5.38)
as explained in App. C.
The expectation value of the quenched Hamiltonian with respect to the Fermi sea
can be calculated similar to the spinless fermion model. As test for the method the
energy of the half-filled model is considered. Corresponding results are shown in
Fig. 5.32.






























Fig. 5.32.: Quench energy of the half-filled Hubbard model in dependence on the
interaction strength U. Black curves: Results derived in a Bethe ansatz calculation
according to Eq. 5.37. Red curves: Fits to the data.
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For small U the energies increase quadratically with a prefactor of roughly 0.67
in accordance with the second order corrections to the ground state energy [138].
The resulting curve is included in the lower inset of Fig. 5.32. The upper inset
shows a linear fit to the large U regime. The curve corresponds to y = U4 − 1pi .












Fig. 5.33.: Quench energy for the quarter-filled Hubbard model. For large U the
results of the Bethe ansatz are very accurate whereas the evaluation of the Bethe
equations for small U is very difficult, so that slight inaccuracies may occur.
The quench energies for the quarter-filled Hubbard model are shown in Fig. 5.33.
For small values ofU the curve increases quadratically. However the evaluation of
the Bethe ansatz equations in this regime is fairly demanding so that the precision
is not the best. For large values of the interaction the results are very accurate.
From this figure a quench energy of about 0.036W can be deduced for a quench to
U = 0.8W. Comparing the results for the spinless fermion model to the ones for
the Hubbard model larger quench energies are more easily accessible in the latter
one. Since larger quench energies imply also larger distances to the equilibrium
behavior, effects of a larger distance to the equilibrium are more easily accessed in
the Hubbard model.
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5.3.5. Relevance of the Results for Longer Times
As illustrated above, the FS exponents describe the behavior of both microscopic
models well on the accessible times. But it is still an open question how the
systems behave on longer time scales since to date neither analytical techniques nor
numerical studies exist which can access the long time behavior of such systems
far from equilibrium. On the analytical side a renormalization group theory for
non-equilibrium systems is called for.
There is a study of the sine-Gordon model by the use of Keldysh-Green functions
[92, 101], but in this work the quench scenario is different from the one used in
this thesis. Therefore it is still unclear whether the results can be used to explain
the behavior discussed before. In Refs. [92,101] the bosonic system is quenched at
t = 0. Afterwards a slow switch-on of the sine term is applied.
For the behavior of the two models on longer times the different cutoffs in the
model are essential. These are discussed below. As explained above, there is the 1t
cutoff due to the spreading of correlations after the quench with |~r| = vmaxt. With
the exponentially small energy scale  necessary to detectKσ,GS→ 1, the equal-time
Green function has to be known at two points with a relative distance |~r| governed
by  ≈ vF|~r| . Thus a cutoff ∝ 1t is introduced. The accessible times in the equation
of motion approach lead to values of about 0.1W for the cutoff, depending on the
model, the filling factor and the interaction U. From this fairly large cutoff it can
be expected that the observed power laws still change gradually for times longer
than the ones observed.
Another cutoff is introduced based on the distance of the quenched system to
its ground state, as measured by the excitation energy ∆E per site. The energy
∆E per site may be seen as cutoff as the large distance to the equilibrium hinders
the system from reaching lowest energies. Thus the flow of the parameters of the
effective model is stopped before their fixed point at lowest energies is reached.
Besides the energy ∆E/L itself, the cutoff scale might also be set by a fictitious
temperature Tquench, given as the temperature needed to induce the energy ∆E/L
by thermal fluctuations [94, 139]. Such a temperature would account for a relax-
ation of the model on moderate times. But up to now such a relaxation has not
been observed. On the contrary there is growing evidence that integrable models
do not thermalize [38,60,99,100]. The steady state of these models is described by
a generalized Gibbs ensemble [28].
The above considerations suggest potential crossovers of the dynamics due to the
different cutoffs.
i) On short times after the quench the system is described by power laws with FS
exponents as derived here.
ii) On intermediate times the behavior is governed by slowly varying exponents
which flow towards the GS exponents but never reaching them. Before the GS
exponents are reached the distance to the equilibrium ∆E/L or Tquench stops the
flow.
iii) On very long times the system ends up in a state where the low energy modes
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relax towards thermal Gibbs ensembles or towards generalized Gibbs ensembles.
At present no satisfying study of the behavior on long times is possible. Further




Besides the limit of one dimension the other interesting limit is the limit of infinite
dimensions (d =∞). Both limits allow approximation free studies.
Infinite-dimensional models are accessible by dynamical mean field theory
(DMFT) [58, 138, 140], which has been reformulated to describe non-equilibrium
situations [56,57]. Eckstein et al., applied non-equilibrium DMFT to the half-filled
Hubbard model defined on the infinite-dimensional Bethe lattice [45]. The Bethe
lattice has a semielliptical density of states given by ρ(ω) = 4piW
√
W2−4ω2.
In this section the results of their approach are compared to the results for
the one-dimensional Hubbard model derived within this thesis. Surprisingly,
the results show some similarities although the underlying models have totally
different inherent properties. In contrast to the infinite dimensional model the
one-dimensional model is integrable, i.e., a macroscopic number of conserved
quantities exists [129], which influences the dynamics strongly [28]. Furthermore
the two models differ regarding scattering processes between their excitations. In
the one-dimensional model these processes are controlled by momentum conser-
vation [85–87]. For large dimensions momentum conservation is suppressed at
internal vertices [140]. Due to these differences the common lore expects qualita-
tively different relaxation behavior for the two quenched models.
A comparison of the jump for the two models can be found in Figs. 5.34 and 5.35.














Fig. 5.34.: Jump for various values of
the interaction U derived in the equation
of motion approach with 11 loops com-
pared to the DMFT-data [59].














Fig. 5.35.: Comparison of the jump de-
rived in 11 loops (solid lines) to the
data derived by DMFT (dashed lines) for
larger interactions U.
For values of the interaction below the band width U / W quantitative differ-
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ences between the two models prevail beyond t = 2/W. But for large U surprising
similarities occur (see Fig. 5.35). For quenches to U = 2.0W both systems show
coherent oscillations with minima touching zero.
















1D resultU = 0.825 W
U = 2.0 W
Fig. 5.36.: Black lines: Jump ∆n(t) for the one-
dimensional Hubbard model. Dashed lines: Re-
sults for the d =∞ Hubbard model on the Bethe
lattice, taken from Ref. [45]. Dotted lines: Leading
order perturbation theory result ∆n(t) = 1− U24 t2.
The minima appear at almost the
same instants of time t. These
similarities go beyond the lead-
ing order perturbation theory in
t given by





derived from Eq. 5.6. The
corresponding curve is included
in Fig. 5.36 as dotted green
lines. For large U with U > W
and especially for U = 2.0W
the positions of the minima
show similarities whereas the
amplitudes of the oscillations
differ significantly.
To sum it up, the periods of the oscillations behave similarly whereas the ampli-
tudes are determined by the dimensionality of the model.
For large U the periods can be read off from the first minima of the curves. In
contrast to many other methods the iterated equation of motion approach allows
to study arbitrarily large interaction strengths. For strong quenches the equation
of motion approach is well controlled, as the number of operators created by com-
mutations with the interaction term Hint is restricted by the size of the Hilbert
space. In a calculation concerning a fixed number of sites the Hilbert space also
stays finite leading to a finite number of operators.
Exemplary results for quenches to large U are shown in Fig. 5.37. It can be seen
how the period is decreased on increasing U. Resulting values for the periods in
the half-filled and the quarter-filled one-dimensional Hubbard model are shown
in Fig. 5.38. Additionally the figure contains the curve T = 2piU . This value for the
period corresponds to the period found in Rabi oscillations as explained below.
Both curves approach the T = 2piU curve for large interactions. Thus for large U
the physics is governed by local Rabi oscillations. These occur in the two-level
system of a singly occupied site and a doubly occupied site containing a particle
and a particle-hole pair. This process takes place on one single site and thus it is
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completely local. Consequently the lattice behaves like a lattice of independent
Hubbard atoms in the first approximation which explains the independence of
period of the lattice structure and the dimension of the underlying lattice.



















Fig. 5.37.: Exemplary results for the jump
∆n(t) for strong quenches. The curves show
coherent oscillations with a period decreas-
ing with increasing U.

















Fig. 5.38.: Period of the oscillations
for the half-filled and the quarter-
filled Hubbard model in dependence
on the inverse interaction strength
1
U . The black line symbolizes T =
2pi
U ,
the period of local Rabi oscillations.
The appearance of Rabi oscillations can be understood from a local 2-loop




1,↑ and the local doubly
occupied cˆ†0,↑cˆ
†




cˆ†0,↑(t) = h0(−1, t) : cˆ†−1,↑ : + h0(0, t) : cˆ†0,↑ : + h0(1, t) : cˆ†1,↑ : + h1(0,0,0, t) : cˆ†0,↑cˆ†0,↓cˆ†0,↓ :
(5.40)
where site 0 represents any site on the lattice due to translational invariance. The
corresponding differential equations read
∂th0(0, t) = −Jih0(−1, t)− Jih0(1, t) +Un(1−n)ih1(0,0,0, t), (5.41a)
∂th0(−1, t) = −Jih0(0, t), (5.41b)
∂th0(1, t) = −Jih0(0, t), (5.41c)
∂th1(0,0,0, t) = Uih0(0, t) + (1−2n)Uih1(0,0,0, t) . (5.41d)
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At half-filling (n = 0.5) the set of differential equations can be solved analytically,
resulting in T = 2pi√
U2+W22










Away from half-filling it can easily be solved numerically. In both cases T = 2piU
represents the leading order result in 1U .
Additional commutations with the interaction term will not create new monomials
acting on the considered site 0. Consequently the 2-loop calculation captures the
leading order in t independent of U. It becomes exact in the limit U →∞ as
illustrated in Fig. 5.38. For increasing U the curves approach the T = 2piU curve
representing local Rabi oscillations.
The results of the 2-loop calculation presented here are only valid in leading order.
Therefore the results presented in Fig. 5.38 deviate from the results expected from
this 2-loop calculation in higher orders.
A calculation covering the subleading order WU2 has to include all operators acting
on two sites. These would be included in a 7-loop calculation with 2210 monomials.
Thus an analytic analysis of the subleading term is not possible.
In conclusion, the surprising similarities to the DMFT data illustrate that the
physics for large quenches is governed by local processes. This can be understood
analytically by the iterated equation of motion approach developed in this thesis.
On the level of such a calculation, the surrounding lattice acts as a damping bath
so that details of the lattice are of minor importance.
5.4.2. Dynamical Transition
For the half-filled, d =∞ Hubbard model the DMFT results revealed two regimes
depending on the interaction strength U [45]. In the two regimes the jump be-
haves qualitatively different. For weak quenches the jump gradually decreases
to a prethermalization plateau. Exposed to strong quenches the jump oscillates
strongly with minima reaching ∆n = 0 (see Fig. 5.35). The two regimes are sepa-
rated by a dynamical transition.
A dynamical transition is characterized by the observation that already a small
change in the corresponding parameter leads to a dramatic change in the dynam-
ics as observed in various models like the Bose-Hubbard model [141] and the
transverse field Ising model [142].
This transition has also been observed in a variational Gutzwiller approach for
a quenched Hubbard model [143] as well as for a model with a linear ramp of
the interaction [144]. In the Gutzwiller approach the dynamics of the Hubbard
model is mapped to a classical mechanics problem which can then be solved an-
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alytically. The faith of an analytical solution is paid off by neglecting quantum
fluctuations [145]. Thus true relaxation effects are not captured by this approach.










Uc K(2U/Uc) for U <Uc
4
UcK(Uc/2U) for U >Uc,
(5.43)
for the half-filled model. In the above formula K(x) denotes the complete elliptic
integral of the first kind [146] and UC labels the interaction for which the Mott
transition is expected in the Gutzwiller approach [147]. It can be calculated by the
kinetic energy per particle Ekin/N via UC = −8Ekin/N. In the Gutzwiller method
the two regimes are separated by a singularity in the oscillation period. Upon
doping the transition turns into a crossover. As the Gutzwiller approach becomes
exact in the limit of infinite dimensions (d→∞) [148,149], similarities between the
Gutzwiller results and the DMFT results are not surprising.
But the model used in these approaches show qualitatively different properties
from the one-dimensional Hubbard model as explained in Sect. 5.4.1. Neverthe-
less, results of the iterated equation of motion approach for the one-dimensional
Hubbard model also exhibit two regimes, see Fig. 5.34 and Fig. 5.35. For weak
quenches, the jump shows oscillations and is only gradually decreasing. On in-
creasing U the decrease becomes stronger until some kind of shoulder occurs as
can be seen, for instance, in the curve for U = 0.75W of Fig. 5.34. Increasing U fur-
ther leads to a decay with nearly no oscillations for U = 1.25W. For even larger U
the pronounced oscillations discussed in Sect. 5.4.1 dominate. Clearly the period
of the oscillations changes with U. This observation can be used to determine the
dynamical transition.
The iterated equation of motion approach incorporates true relaxation effects.
Thus the periods cannot simply be read off as it is the case in the relaxation-free
Gutzwiller approach, where the amplitudes of the oscillations are preserved. For
not too large U the oscillations are superseded with a decay, which has to be
taken into account. To capture the relaxation, a straight line is fitted to the data
as a double tangent to two points close to the first minima. Such a tangent for a
quench toU = 0.5W is displayed in Fig. 5.39. The curve determined by subtracting
the fitted line from the original jump ∆n(t) is shown in the inset of this figure.
Then the period is given by T = 2t0, where t0 denotes the first of the two points
in Fig. 5.39. This fit procedure is useful especially for small U, where only small
oscillations appear on top of the decay. For values of U where only one minimum
lies within the range of convergence (for instance U = 1.5W) the first minimum is
used to determine t0.
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Fig. 5.39.: Jump for the half-filled model with an interaction U = 0.5W. Red line:
Corresponding fit used to capture the slope of the jump with the positions of the first
minima denoted by t0 and t1. Inset: Curve for the jump substracted by the fitted slope.
The period of the oscillations can clearly be seen.
The crossover from using a fit to reading the minimum directly is set by the
behavior of the second derivative of the jump. This is shown in Fig. 5.41 for some
U in this range.



















Fig. 5.40.: Jump for the half-filled model
for various values of U. In this range the
jump exhibits a kind of shoulder which
vanishes for larger interaction.

















Fig. 5.41.: Second derivative of the jump
∆n(t) with time in the interaction range
where the crossover from a shoulder to
a pure decrease takes place.
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It can be seen how the shoulder visible in the curve forU= 1.0W vanishes gradually
on increasing U, leaving behind a pure decrease of the jump. If two turning points
exist, i.e., two zeros in the second derivative (U < 1.07W), the fit procedure is
used. The resulting periods are given in Fig. 5.42 as function of the compactified
interaction UUC/2+U . As explained, UC is given by UC = −8Ekin/N with the kinetic
energy Ekin/N. The kinetic energy is calculated by the expectation value of the
initial Hamiltonian






where the sum < i, j > runs over nearest neigbors. Due to the spin and mir-
ror symmetry the expectation values are reduced to 〈cˆ†i,↑cˆi+1,↑〉 = − 1pi which yields




= − 1piW as the hopping element contributes J = 14W. Conse-
quently the value for the interaction UC reads UC = 8Wpi .





















Fig. 5.42.: Period of the oscillations dependent on U with UC = 8W/pi in one dimen-
sion. The curves are shown for various fillings. Additionally the result of the semiclas-
sical Gutzwiller approach [143] is included as dotted line.
The resulting periods are plotted in Fig. 5.42. At half-filling and for small
values of the interaction (U /UC/2) the period shows hardly any dependence on
U. This is in qualitative agreement with the Gutzwiller results, where the curve
stays flat in this regime. But the values of T differ from the ones obtained by the
Gutzwiller approach by a factor of two. The value reached in the iterated equation
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of motion approach for U→ 0 depends on the filling factor n. A rough suggestion
for the period T at U = 0 is T = 2piW . For values of
U
UC/2+U
≤ 0.35W the period is
first decreased on increasing U. For larger values of the interaction the period is
increased in the regime of weak quenches.
For strong quenches the period decreases on increasing U until the T = 2piU curve
is reached, due to the emergence of local Rabi oscillations. The two regimes are
separated by an anomaly catching the eye in Fig. 5.42 at about U = UC/2. With
the equation of motion approach times larger than t ≈ 15/W cannot be reached
for this model. Thus it cannot be determined whether the anomaly is a sharp
peak as indicated by the dashed line or a singularity. However, the data shows an
anomalous behavior with periods rising to about twice their initial value. In the
Gutzwiller approach a singularity is found. The periods derived by this approach
are depicted as dotted curves in Fig. 5.42. The curves agree well for the large U
limit where generic Rabi oscillations are found independent of the dimension of
the underlying lattice. In contrast to the results of this thesis the Gutzwiller results
increase for U ≤ 0.35W on increasing U. Besides the position of the anomaly is
slightly shifted fromU =UC/2 in the Gutzwiller data toU ≈ 0.43UC in the equation
of motion approach.
Comparing Fig. 5.34 and Fig. 5.35 it can be noticed that for all curves to the right
of the anomaly, the minima of the curves reach zero, whereas the curves to the left
display oscillations without zeros. This represents an easy to detect qualitative
fingerprint which distinguishes both regimes. Upon doping this difference is lost.
As shown in Sect. 5.2 the oscillations do not exhibit zeros even for very large
values of U (U = 100W) for doped systems. Even for smallest values of the doping
the transition ceases to exist.

























Fig. 5.43.: Period of oscillations for var-
ious fillings in dependence on U with
n denoting the filling factor of one spin
species.



















Fig. 5.44.: Periods for various fillings.
The error bars depict exemplary results
for the estimated errors in the determi-
nation of the periods.
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Periods determined for various filling factors n are depicted in Fig. 5.43. Note that
n is the filling factor of one spin species. Upon doping the anomaly is gradually
washed out. About 20% of doping is needed to make it vanish completely.
In the determination of the periods inaccuracies occur due to the finite number
of loops performed, i.e., the finite convergence range, and due to the fitting pro-
cedure. The effect of the first error source is estimated by calculating the period
for different number of loops. The difference of these values is then used as an
estimate for the systematic error. The errors due to the linear fit used to determine
the period in the weak quench regime are calculated by determining the period
additionally on a different route. For the values of U where the fitting procedure
is used, the position of the first minimum t˜0 is directly read off to calculate T˜ = 2t˜0.
Then the error is bounded by the absolute difference |T− T˜|. Finally the maximum
of both estimates is used as the error of the corresponding period. In the cases
where T is deduced from a double tangent fit the difference |T−T∗|with T∗ = t1− t0
can be used as additional estimate for the error. This estimate yields values of the
period which are shorter by up to 1/W for small U. For some exemplary results
the value of the error derived as maximum of the different estimates is included
in Fig. 5.44. Large interactions lead to very small errors so that the error bars
can hardly be seen, see for instance the half-filled curve for UUC/2+U = 0.8W or the
n = 0.25 curve. Of course, the errors are largest in the vicinity of the transition.
But the slope of the peak and its position is hardly affected so that the conclusions
stay valid.
In conclusion, the one-dimensional Hubbard model also shows a dynamical tran-
sition [150], so that it can be stated that the transition observed in the Gutzwiller
approach is not due to the semiclassical approximations. Since two Hubbard
models with very distinct dimensionality show this transition, it can be declared a
generic feature of quenched Hubbard models. Further evidence will be provided
in two dimensions (see Sect. 6.1.5.2).

6. Two-dimensional Model
Up to now studies of systems far from equilibrium are mostly focussed on one-
dimensional models, infinite-dimensional models or small finite systems, because
for these many theoretical techniques are available. One-dimensional systems
are, for example, accessible by quantum field theories [91] or time dependent
density matrix renormalization group approaches [26,50,51]. Infinite-dimensional
models are studied by the use of dynamical mean-field theories [45, 56, 57] and
Gutzwiller approaches [143]. For small finite systems exact diagonalization is
possible [23, 151].
In contrast to this only a few studies of two-dimensional systems out of equi-
librium exist. Continuous time quantum Monte Carlo (QMC) was used to study
the two-dimensional Hubbard model on a 20×20 lattice. In this QMC-study the
quench protocol starts with an interacting model, quenching the system to the
interaction-free model [63]. In contrast to the quench protocol studied in this
thesis the system starts in a rather complicated state and is quenched to a simple
Hamiltonian. Thus the resulting dynamics is rather well-understood by perturba-
tive approaches as the physics is governed by the correlations of the initial state
in this quench protocol.
Other studies of two-dimensional models are based on recursively constructed
Hilbert spaces. These studies concern single charge carriers in a Mott insulator
exposed to a strong electric field [152] and a bound pair of two charge
carriers [153].
In this chapter the Hubbard model is considered on a two-dimensional square
lattice. This model is not integrable and other peculiarities of the one-dimensional
model are absent. There is, for example, no dominant momentum conservation,
so that this model can be viewed as a generic model with finite dimension (, 1).
In this model true relaxation is expected to occur, which makes a study of its
dynamics especially attractive.
6.1. Half-Filled Two-Dimensional Model
In the square lattice the coordination number is z = 4 and consequently the band
width is W = 8J with the hopping parameter J. The corresponding dispersion
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Fig. 6.1.: Fermi surface of the half-
filled Hubbard model defined on a two-
dimensional square lattice.
reads













At half-filling the Fermi energy vanishes
F = 0. Thus the Fermi surface is de-
termined by cos(kx) = −cos(ky). Conse-
quently the momenta have to fulfill
|kx|+ |ky| ≤ pi (6.2)
resulting in a box shaped Fermi surface
as shown in Fig. 6.1.
The density of states for the two-











with the complete elliptic integral of the









with K (z) = K (−z). For vanishing z the
integral yields K (0) = pi2 and in the limit
lim






-0.5 -0.3 -0.1 0.1 0.3 0.5
ε [pi]
Fig. 6.2.: Density of states for the half-
filled two-dimensional Hubbard model.
Most notably are the step functions for  = ±0.5pi and the logarithmic divergence,
which appears for  = 0.
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As explained in Sect. 3.2.1 the correlations are needed in order to apply normal
ordering. To simplify the calculation of the contractions the position of an
operator on the two-dimensional lattice is labelled by two indices ~r = (l, j)T, so
that 〈c†
~r,↑c~0,↑〉 = 〈c†l j,↑c00,↑〉. Just like in the one-dimensional case the contractions

















cos(kxl+ ky j)Θ(F−k)d2k (6.5b)









which lead to kx = s+p ky = s−p (6.6b)
dkxdky = 2dsdp . (6.6c)



































(l− j) . (6.7c)
Having determined the correlations the iterated equation of motion approach can
be applied to determine the momentum distribution.
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6.1.1. Convergence
In the two-dimensional model more hopping processes are possible so that much
more monomials are created within one loop than in the one-dimensional model.
The number of monomials increases exponentially with a factor of about 6.6
for each loop. This factor has to be compared to a factor of about 3 which is
observed for studies of the one-dimensional model. Consequently in an iter-
ated equation of motion approach for the two-dimensional model less commu-
tations are feasible than for the one-dimensional model. In the two-dimensional
case up to nine loops are possible, whereas 11 loops are performed for the one-
dimensional model. As check for the convergence, results for calculations with
differing numbers of commutations are performed. The absolute difference of
these results for a quench to U = 0.5W is depicted in Fig. 6.3 in a double log-


























Fig. 6.3.: Absolute difference in the re-
sults for the jump with U = 0.5W derived
in calculations with different numbers of
loops m in a double logarithmic plot. The
result of a 9-loop calculation is used as
a reference.





















Fig. 6.4.: Inverse runaway time for a
quench to U = 0.5W in dependence on
1/m with m denoting the number of loops
performed (see also Sect. 3.5). The
thresholds are 0.01 and 0.001 which yield
exponents of about 1.35 and 1.64 respec-
tively.
The inverse runaway time as defined in Sect. 3.5 is shown in Fig. 6.4 in a double
logarithmic plot with the inverse number of loops 1/m given on the x-axis. As
explained, the choice of the threshold is arbitrary. However, thresholds of 0.01
and 0.001 are chosen to illustrate the increase in the range of convergence with
increasing number of loops m. Both curves show that the inverse runaway time
vanishes for an infinite number of loops, indicating that the results become exact
for all times in this limit. Fits to the data reveal an exponent of 1.35 for a threshold
of 0.01 and an exponent of about 1.64 for a threshold of 0.001. Thus the increase is
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superlinear like in the one-dimensional model, although the exponents are slightly
smaller.
Even though less loops are performed in the studies of the two-dimensional
model, the range of convergence is comparable to the ones observed in the results
for the one-dimensional model. For a quench toU= 0.3W the results are converged
for times t/ 8/W which is comparable to the times reached in the one-dimensional
case.
6.1.2. Results for the Half-Filled Two-Dimensional Model
The results presented in the following are derived at the edge of the Fermi surface
at (0,pi). A comparison of the behavior of the jumps calculated at different points
on the Fermi surface is provided in Sect. 6.1.6. On the accessible times there is
no sizeable dependence of the jump on the position on the Fermi surface. Even
the curves calculated at the edges of the Fermi surface (±pi,0) and (0,±pi) behave
similarly to those calculated in the middle at (±pi2 ,±pi2 ) on the accessible time scales.
Thus the results presented in the following for (0,pi) are representative for jumps
all over the Fermi surface.
The corresponding curves for various values of U derived in the iterated equa-
tion of motion approach [156] are depicted in Fig. 6.5. The two-dimensional model
also shows two distinct regimes very similar to the ones in the one-dimensional
model. On the square lattice strong quenches U ' 0.7W lead to oscillations with
zeros as discussed in Sect. 5.4.1. For weak quenches a decay of the jump can be
observed but in contrast to the chain-model only very weak oscillations occur. This
observation can be explained by the band edges. In one dimension the oscillations
are much stronger due to the pronounced van-Hove singularities [93] (see Sect.
4.3). The much stronger oscillations can be seen in Fig. 6.6, where additionally
to the curves for the two-dimensional case the results for the one-dimensional
model are included as well. On the other hand, the DMFT results show nearly no
oscillations (see App. D), which agrees with the assumption that the oscillations
are caused by the band edges, as the Bethe lattice has a semi-elliptical density of
states and a dispersion with square root singularities [45] which are even weaker
than the singularities in the two-dimensional case. The oscillations due to the
band edges are already present in the U2-calculations in Sect. 4.3.
Comparing the curves for the one-dimensional model to the ones derived for
the two-dimensional model, the curves for the one-dimensional and the two-
dimensional model start for small times with the same quadratic behavior.
But for larger times the two-dimensional model shows a much faster relaxation
than the one-dimensional model. This difference can be explained by the differ-
ences in the two models. The two-dimensional model inherits effective scattering
mechanisms, absent in one dimension.
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Fig. 6.5.: Jump for the two-dimensional
Hubbard model derived in 9-loop calcu-
lations. Note the increased range of con-
vergence for intermediate U ≈ 0.7W.















Fig. 6.6.: Solid lines: Results for the
jump ∆n(t) in the two-dimensional Hub-
bard model. Dashed lines: Correspond-
ing results for the one-dimensional Hub-
bard model.
As can be seen the range of convergence is drastically enhanced for intermediate
interaction strengths (U ≈ 0.7W). In general the range of convergence decreases
on increasing U (see Sect. 3.2.2). In the two-dimensional model similar behavior
can be found except for the intermediate U regime, where a fast decay of the jump
is observed.
For values of U of about 0.6− 0.7W the data shows an exponential decrease e−at
with a relaxation rate a. In the following the relaxation of the jump and the
corresponding relaxation rate a is addressed for strong and for weak quenches
separately.
6.1.3. Strong Quenches
For large interactions U the curves for the two-dimensional model reveal the same
coherent oscillations as the curves for the one-dimensional model, supporting the
view that their appearance is a generic feature of strongly quenched Hubbard
models as discussed in Sect. 5.4.1. Examples for such oscillations can be found
in Fig. 6.5, e.g., for U = 2.0W. The oscillations show a decrease in time of their
amplitudes. A corresponding relaxation rate is determined in the following by the
use of fit functions. To account for the strong oscillations a cosine with frequency




(at)2 + b2 +b) (6.8)
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with relaxation rate a. The parameter b is introduced to be able to reproduce the
second order in Ut result appropriately. Without this parameter the fit function
would exhibit cusps at small t.













Fig. 6.7.: Jump ∆n(t) in the strong quench regime in dependence on the time t.
Dashed lines: Fits to the data according to Eq. 6.8.
In this way the fit function combines the behavior for small twith the exponential
decay expected for larger times. Exemplary results for the fit are depicted in Fig.
6.7. The parameters a and T = 2piω used in these fits as well as the calculated values
for b are given in Fig. 6.8. These are depicted in dependence on the compactified






〈cˆi, jcˆi, j+1〉+ 〈cˆi+1, jcˆi, j〉+ 〈cˆi, j+1cˆi, j〉+ 〈cˆi, jcˆi+1, j〉
)
(6.9)
with the factor of 2 accounting for the spin. Due to the symmetries the expectation
values coincide yielding 〈cˆ†1,0cˆ0,0〉 = 2pi2 . Using the identity J = 18W with the band
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⇒UC = −8Ekin/N = 16W
pi2
. (6.10b)

























Fig. 6.8.: Fitting parameters a,b and T = 2piω as function of the compactified interaction
U
UC/2+U
with UC = 16Wpi2 . The scale for a and b is shown on the left whereas the scale for
T is given on the right. In the range between the two dashed vertical lines the results
do not allow for a unique assignment to one of the two regimes. For strong quenches
the period approaches the value of Rabi oscillations 2piU given as dashed line.
It can be seen that the relaxation rate decreases on increasing U in the strong
quench regime. The values shown in this regime start with a value of U = 0.7W.
6.1.4. Weak Quenches
For an infinite-dimensional model Moeckel and Kehrein proposed a strict U2-
calculation [46]. The two-dimensional model is more generic than the one-
dimensional model and especially it is not integrable, thus an analogue U2-
calculation for this model is of special interest. Results of such a calculation
are used as comparison to the 9-loop results. Besides, the results are used in the
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following for an analysis of the jump in weak quenches. The U2-calculations can
be reproduced by truncating the differential equations in the equation of motion
approach.
6.1.5. Strict U2−Calculations
In contrast to the self-similar U2-calculation presented in Sect. 4.3 the calculation
used in this section is a strict U2-calculation in the sense that there are no higher
order terms appearing in the differential equations. In contrast to this the self-
similar U2-calculation presented in Sect. 4.3 is a full calculation in the subspace of
monomials describing one- and three-particle terms. Thus also higher orders in U
are created when solving the differential equations. In the approach used in this
section this is not possible. The results obtained here are strict U2-results.
To get results comparable to the ones obtained by Moeckel and Kehrein [46], strict
results in U2 are needed. It is not sufficient to truncate the results according to the
number of commutations with the interaction as explained in App. B.1, because
such a calculation would implicitly contain higher order processes in U (see also
Sect. 4.3). The difference between the approaches is explained in the following by
the appearance of different terms in the differential equations.
At the beginning only one-particle terms h(1P) are present, which appear in O(1).
For simplicity the corresponding prefactors are regrouped in a vector of coefficients
labelled h(1P). By commutation with the interaction new terms with one particle
and a particle-hole pair are created and grouped together in the vector H(2P1H).
Since these terms are created by commuting with the interaction term Hˆint and obey
H(2P1H) = 0 for t = 0, they are strictly proportional to U. Another commutation
with the interaction leads to a feedback effect of these three-particle terms to
the one-particle terms. This feedback effect has to be included for results h(1P)
correct up to U2. But additionally this commutation creates three-particle terms
similar to the terms contained in H(2P1H). Although these new three-particle
terms are similar to the ones in H(2P1H) they must not be considered in a strict
U2-calculation. As H(2P1H) is ∝ U, these additional terms lead to U2-terms for
H(2P1H) and thus higher order corrections to h(1P) and the jump. In a strict U2-
calculation these terms have to be neglected, whereas they would be included in a
self-similar calculation with a truncation according to the number of commutations
with Hint. Thus the two approaches differ in the way these higher order terms are
treated. To achieve strict U2-results the influence of the kinetics on h(1P) and of
the feedback from the three-particle terms are captured by separate vectors h(1P)
and d(1P). The vector h(1P) contains the influence of the kinetics
∂th(1P) = T [h(1P)] (6.11)
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with T denoting the commutation with the kinetic part. The differential equation
of the three particle terms reads
∂tH(2P1H) = T [H(2P1H)] +U[h(1p)] (6.12)
containing the kinetics T and additionally the commutation with the interaction
term U. These contributions are ∝ U. Commuting the three-particle terms with
the interaction leads to corrections to the one-particle termsU[H(2P1H)]|1-particle,
which are captured in the vector d(1P). The corresponding differential equation
contains the well-known kinetics
∂td(1P) = T [d(1P)] +U[H(2P1H)]|1-particle (6.13)
with the initial conditions d(1P)|t=0 = 0 leading to d(1P) ∝U2.
The second order corrections to the jump are given by the product h(1P)d(1P)
bilinear in the prefactors. Performed like this the strict U2-calculation corresponds
to the calculation by Moeckel and Kehrein for the infinite-dimensional model.
Results for theU2-calculation for two exemplary values ofU and different numbers
of loops are shown in Fig. 6.9. It can be seen how the range of convergence is
increased on increasing loop number. As the amount of terms created in this
calculation is limited by the constraints applied to a strict U2-calculation, far more
loops are possible than in a full calculation. The results of the 13-loop calculation
correct up to second order U2 are converged for times up to t ≈ 16/W.
6.1.5.1. Results
Following Moeckel and Kehrein the jump in aU2-calculation can be written as [46]











(npn¯p′n¯q + n¯pnp′nq) (6.14b)
with N denoting the number of sites. The energy difference reads ∆ = kF + p−
p′ − q and np = 1 for p within the Fermi surface. Its complement is denoted by
n¯p = 1−np. The function fkF can also be evaluated by integrating the above formula.
In the strict U2-calculation presented here fkF is given by the Fourier transforms






The result for fkF as derived in a calculation with 13 loops is shown in Fig. 6.10.
Surprisingly it exhibits a logarithmic divergence.
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Fig. 6.9.: Jump ∆n(t) as derived in a
strict U2-calculation for two values of the
interaction strength U and various loop
numbers.











Fig. 6.10.: Dependence of the function
fkF on time t. Additionally a logarithmic
fit to the data is shown indicating a loga-
rithmic divergence.
Additionally this figure contains the curve 1.06ln(1 + 0.43t2). Apart from oscilla-
tions superimposing the increase the behavior of fkF is very well described by the
logarithmic increase. As a consequence, the jump ∆n(t) does not show a prether-
malization plateau inU2 [46,48] but decreases without bound becoming eventually
negative. This is attributed to the flat shape of the Fermi surface and the shape of
the dispersion which is given by flat planes giving rise to nesting effects. Thus the
momenta parallel to these planes do not matter and the momenta perpendicular
to them behave similar to momenta in one dimension. Consequently the resulting
fkF displays logarithmic divergencies.
In Fig. 6.11 the results obtained by the iterated equation of motion approach are
compared to the results of the second order in U approach derived in this section.
The curve representing ∆nkF,2nd(t) for a quench to U = 0.5W is included in Fig. 6.11
as dotted line. For small times the curve starts with the desired slope and then
takes values smaller than the curve for the full 9-loop calculation. For large values
of t ≈ 10/W the jump becomes negative. The appearance of negative values holds
true even for small values of U if the time is chosen large enough. To circumvent
the unphysical negative values due to the logarithmic divergence of fkF a function
∆nkF,exp = exp(−U2 fkF(t)) +O(U4) (6.16)
is introduced. In the above formula the logarithmic behavior leads to a power law
decay. Thus this approach would reproduce the qualitatively correct behavior in
one dimension. The resulting function in two dimensions is shown in Fig. 6.11
as dashed-dotted curve. The initial slope of the curve is retained, but no negative
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values occur.
However, the 9-loop calculation reveals a jump which lies below the one pre-
dicted by this function. This can be attributed to real relaxation effects.
The decrease is captured by the fit function
∆nweak = ∆nkF,expexp(− 4
√
(at)4 +b4 +b) (6.17)
so that only the deviations from Eq. 6.16 are ascribed to relaxation effects. The
leading orders in U2 and t2 are known from Eqs. 6.14b and 5.6. These do not
describe relaxation. Thus the corrections captured by the exponential function
have to be O(U4) and O(t4) [46, 157, 158]. Since ∆nFk,exp already reproduces the
t2U2 result the quartic dependence under the root is chosen to ensure that all
corrections describing relaxation effects are O(U4) and O(t4).
There have been other studies concerning relaxation. But in contrast to these the
study presented here does not base on the assumption that relaxation is present.
In other studies a mixture describing the state of the system is already build in by
construction [157, 159]. With Eq. 6.17 the curves in the weak quench regime can
be fitted. Corresponding fits for some exemplary values of U are depicted in Fig.
6.11. The fitting parameters are included in Fig. 6.8.














Fig. 6.11.: Jump ∆n(t) in dependence on the time t. Dashed lines: Fits to the data
according to Eq. 6.17. Dotted line: Second order result ∆nkF,2nd as given in (6.14b).
Dashed-dotted line: Jump as calculated by (6.16).
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6.1.5.2. Relaxation
The fitting parameters for the two regimes fit well to each other (see Fig. 6.8).
For the data between U = 0.65W and U = 0.7W it cannot be decided whether the
curves belong to the weak or the strong quench regime. A unique fit is not possible
within this range and so these values are left out. The two values U = 0.65W and
U = 0.7W are given as vertical lines in Fig. 6.8. Obviously the two regimes are
again separated by a dynamical transition, similar to what was observed in the
one-dimensional model. Thus the appearance of such a transition is indeed generic
for quenched Hubbard models.
For quenches toU= 0.7W the relaxation rate reaches values in the order of the band
width. For larger interaction strengths U the relaxation rate is quickly decreased
to rather small values. For even stronger quenches it can be seen that the period T
approaches the T = 2piU curve governed by local Rabi oscillations. Remarkably the
relaxation rate also decreases for strong quenches. This is also attributed to the
Rabi oscillations. The linear decay in the compactified interaction UUC/2+U accounts
for a quadratic dependence on the band width a∝ W2U . This term is the next-leading
order in a Magnus expansion [160] which works as follows: The vanishing of the
leading order ∝W is explained by the Rabi oscillations. If these are assumed to be
within a reference frame where they appear to be static, the fast time dependence
of Hˆ washes out the effects of the hopping and with this the leading order in W,
similar to a rotating wave approximation.
In conclusion, the two-dimensional model shows relaxation beyond oscillatory
or power law behavior. The relaxation rate is the largest for values of about
U = 0.7W where the dynamical transition occurs. Note that in this range the time
where convergence is achieved is drastically increased (see Fig. 6.5). For these
interaction strengths strong relaxation occurs. Thus also processes spoiling the
convergence relax fast and the range of convergence is increased.
6.1.6. Momentum Dependence of the Jump
In this section the dependence of the jump on the actual position on the
Fermi surface is discussed. To study the behavior of the jump for different
values of the wavevector ~k the jump is calculated at the edges of the Fermi
surface (±pi,0),(0,±pi) and between them at (±pi2 ,±pi2 ) (see Fig. 6.1). Correspond-
ing results for a quench toU= 0.25W derived in nine loops are depicted in Fig. 6.12.
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Fig. 6.12.: Results for the jump in a quench with U = 0.25W calculated at (0,pi) and at
(pi2 ,
pi
2 ). Dashed lines: Behavior of the jump for times beyond the range of convergence.
Additionally fits based on Eq. 6.17 with the second order result ∆nkF,2nd for the different
~k-values are depicted.
Obviously the jump calculated at (pi2 ,
pi
2 ) decreases faster than the one calculated
at (0,pi) for the observed times. At about t = 7.5/W the curves cross each other
and the (0,pi)-curve decreases faster than the (pi2 ,
pi
2 )-curve. Note that this time lies
beyond the range of convergence indicated by the dashed lines. Consequently
results obtained for this time have to be treated cautiously. However, the effect for
small times is captured exactly by the iterated equation of motion approach.
Although there is a difference in the curves derived for the different points on
the Fermi surface, the effect is rather small for the times captured. For stronger
quenches the effect resulting from different positions on the Fermi surface is even
smaller as can be seen in Fig. 6.13.
In this figure the jump calculated at (0,pi) and the one derived for (pi2 ,
pi
2 ) are depicted
for various interaction strengths. For U = 0.5W the effect is still visible but fairly
small. Again the jump at (pi2 ,
pi
2 ) decreases faster than the one at (0,pi). Stronger
quenches lead to even smaller effects. For U = 1.0W the two curves coincide.
Since these two distinct points on the Fermi surface lead to similar curves for the
jump, it can be assumed that the jump behaves similar for all points on the Fermi
surface.
In the following the question in how far the effect of different positions on the
Fermi surface is captured by the second order calculation presented in Sect. 6.1.4
is addressed. Results for the jump ∆nkF,2nd for a quench to U = 0.1W and for fkF
are shown in Fig. 6.14.
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Fig. 6.13.: Jump ∆n(t) calculated at different positions on the Fermi surface for various






















Fig. 6.14.: Upper panel: Results for the jump derived in a second order calculation
according to Eq. 6.14a. Lower panel: Result for the function fkF in Eq. 6.14b as
derived at different points on the Fermi surface.
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The second order calculation already shows a dependence of the jump on the
position on the Fermi surface. For small times the jump at (pi2 ,
pi
2 ) decreases faster
than the one at (pi4 ,
3pi
4 ) and the one at the edge of the Fermi surface at (0,pi). As
expected the curve calculated for (pi4 ,
3pi
4 ) lies in between the other curves. For
longer times the curves cross each other and the curve for (0,pi) shows the fastest
decrease. However, the results are strictly U2-results and have to be treated
cautiously.
Recently Tsuji et al. calculated the jump by the use of a dynamical cluster approach
in combination with iterated perturbation theory (DCA/IPT) [161]. Corresponding
curves for a quench to U = 0.25W are shown as dotted curves in Fig. 6.15.
















Fig. 6.15.: Results for the jump with U = 0.25W derived in different approaches. Solid
lines: Results of the iterated equation of motion approach with nine loops. Dotted
lines: Results obtained by DCA/IPT [161]. Green solid lines: Jump derived according
to Eq. 6.16.
The curves derived by the DCA/IPT approach agree qualitatively. Concerning
numbers these curves differ already for t ≈ 3/W from the exact results obtained by
the iterated equation of motion approach. The difference in the two approaches
is larger than the difference of the curves derived by the DCA/IPT approach
for different points on the Fermi surface. Results obtained in the second order
approach based on the function fkF according to Eq. 6.16 can be performed for
different points on the Fermi surface. The corresponding results (green lines in
Fig. 6.15) already show a good agreement to the results of the DCA/IPT approach.
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This is to be attributed to the use of perturbation theory in the DCA/IPT approach.
Based on the second order results for the quench at different points of the Fermi
surface fits according to Eq. 6.17 capturing the relaxation of the curves can be
produced. Results of the fit for a quench to U = 0.25W are included in Fig. 6.12.




















Fig. 6.16.: Parameters used in the fits according




Obviously the fits are very ac-
curate. Some resulting parame-
ters for the jump at (0,pi) and the
jump at (pi2 ,
pi
2 ) are depicted in Fig.
6.16. The parameter a denotes
the relaxation rate of the expo-
nential decrease. The differences
in the fit parameters for different
positions on the Fermi surface
are small. Consequently there is
only a small effect on the relax-
ation rate derived from these fits
to the data of the iterated equa-
tion of motion approach.
In conclusion there is a momentum dependence concerning the behavior of the
jump, but the effect is fairly small on the time scales discussed. For stronger
quenches this effect gets even smaller.
6.1.7. Full Momentum Distribution
Due to the vast amount of terms appearing within a commutation and since
many points on the Fermi surface have to be evaluated in the two-dimensional
model the calculation of the full momentum distribution is restricted to 6-loop
calculations. Like in the one-dimensional case the results are adjusted by the
Gibbs phenomenon. Results for a rather strong quench to U = 2.0W are given in
Fig. 6.17. A video showing the time evolution of the momentum distribution is
















































































































































































Fig. 6.17.: Full momentum distribution for the half-filled model with U = 2.0W as de-
rived in six loops for various times. Due to point group symmetries it is sufficient to
consider one quadrant in the Brillouin zone. After vanishing completely at t = 1.7/W
the jump is recovered for larger times.
As point group symmetries apply it is sufficient to calculate the momentum
distribution only for one quadrant of the Brillouin zone. From the flat shape
around the Fermi surface it can be seen that the jump behaves similar for all
these k-values as expected from the discussion in Sect. 6.1.6. For t = 0.2/W the
momentum distribution still shows its box shaped form with a slightly decreased
jump. At t = 1.2/W the jump is significantly reduced and a slight curvature of
nk(t) can be observed. For larger times t = 1.7/W the jump vanishes completely
leaving behind a rather constant momentum distribution. This signals that the
system is in an essentially local state. Remarkably the jump is recovered for
larger times. For this large interaction a time of t = 2.2/W is already beyond the
range of convergence of a 6-loop calculation. Thus the data in this regime do
not show the highest accuracy. It can be seen that the momentum distribution is
slightly shifted upwards. But the qualitative behavior is not changed. For large
interactions U the momentum distribution shows oscillations stretching over the
whole Brillouin zone, strongly reminiscent of collapse and revival behavior as
observed experimentally for bosons [8]. The results suggest to perform similar
experiments for fermionic systems.
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6.2. Doped Two-Dimensional Model
Upon doping the Fermi surface is changed from a boxed shape to a curvy
shape losing the particle-hole symmetry. In this chapter the influence of various
fillings on the dynamics of the two-dimensional model is studied. Before the
iterated equation of motion approach can be applied the correlations have to be
determined.
For the doped model the bounds for
the derivation of the correlations 〈cˆ†
~r,σ
cˆ0,σ〉
with the vector ~r = (l, j)T can be de-
termined by the dispersion. It is
parametrized by
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(6.19a)
























Fig. 6.18.: Fermi surface for various val-
ues of F. Black lines: the Fermi energy
is increased from 0 to 0.45 in steps of
0.05 from the outermost to the innermost
line.







































The dependence of the particle number n on the Fermi energy F is given in
Fig. 6.19, with n = 0 for F = −0.5W. In the other limit F = 0 the half-filled case is


















Fig. 6.19.: Dependence of the particle number on the Fermi energy F. The inset
shows the linear increase observed for F ≈ −0.5W .










2cos((l+ j)s)cos((l− j)p)dsdp (6.21b)















) dp . (6.22)
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Finally the correlations are given by solving























numerically. Consequently the calculation of correlations is more demanding
than in the half-filled case. With these correlations the jump ∆n(t) can be
determined by the iterated equation of motion approach.
The jump for various values of the filling factor n for one spin species in a quench
to U = 0.7W is depicted in Fig. 6.20. For this interaction strength a significant
relaxation rate a is observed.

















Fig. 6.20.: Jump ∆n(t) for a quench to U = 0.7W
in dependence on time t obtained in a 9-loop cal-
culation. The curves are shown for various fill-
ings, with n denoting the filling factor for one spin
species.
It can be seen that the range of
convergence for the half-filled
case is rather large compared
to the curves for other fill-
ings. From the results for
the one-dimensional model it
is expected that the range of
convergence is decreased on
increasing n (for n < 0.5). This
effect can be seen for the curves
for n= 0.125 to n= 0.45. Surpris-
ingly the range of convergence
is increased on passing from
n = 0.45, i.e., 10% of doping, to
the half-filled case. This is to be
attributed to the fast relaxation
in the intermediate U range for
half-filling. Presumably the fast
relaxation also implies a fast
relaxation of processes spoiling
the convergence so that their
influence is reduced.
Under the influence of doping this fast relaxation is lost and the curves show a
decay of the jump superseded by weak oscillations as can be seen for instance
for quarter-filling with n = 0.25. The fast relaxation is not just shifted towards
larger U upon doping. This is shown in Fig. 6.21, where results for the jump in
the quarter-filled model are shown as derived in an 8-loop calculation. The plot
shows results for quenches with interactions between U = 0.1W and U = 2.0W.
On increasing U the curves appear to be more and more squeezed with increasing
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oscillation amplitudes. Thus the curves pass from a gradually decreasing jump
to pronounced oscillations like in the half-filled case, but without curves showing
fast relaxation with a pure exponential decrease as in the case U = 0.7W at
half-filling. Consequently the dynamical transition is lost under the influence of
doping.










Fig. 6.21.: Jump for the quarter-filled
model (n = 0.25) derived in eight loops
for interaction strengths from U = 0.1W
to U = 2.0W in steps of 0.01W (from top
to botttom).















Fig. 6.22.: Jump for a large quench with
U = 20W for various filling factors n for
one spin species as derived in eight
loops. Upon doping the minima are
shifted upwards.
Just like in the one-dimensional case (see Sect. 5.2) even for large quenches the
jump does not exhibit zeros away from half-filling. For U = 20W the curves show
oscillations with a fixed period, but the minima are finite for n , 0.5.
Examples for quenches with U ' 1.0W at half-filling leading to oscillations which
reach zero are already plotted in Fig. 6.5. These zeros lead to a perfectly flat
momentum distribution as discussed for U = 2.0W. Upon doping the zeros in the
jump ∆n(t) are shifted upwards (see Fig. 6.22). Even strongest quenches do not
show oscillations reaching zero away from half-filling.
6.2.1. Second Order Results away from Half-Filling
Analogously to the half-filled case the second order in U result can also be
calculated for the doped system. Results for the function fkF describing the
decrease of the jump for various fillings n are presented in Fig. 6.23. The
curves are shown up to a time of t = 10/W, which is comparable to the ranges
of convergence of the results derived by the equation of motion approach.
The black line depicts the result for the half-filled case, showing a logarithmic
increase. The curve representing the result for 10% of doping (n = 0.45) lies
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close to the curve for half-filling for small times. For larger times this curve
exhibits a weaker increase than the curve representing half-filling. Having
determined fkF the U
2-result can be calculated. Corresponding curves for
quenches to U = 0.3W are given in Fig. 6.24. For larger times the curve for
n = 0.5 shows a much stronger decrease than the curve derived for n = 0.45.

















Fig. 6.23.: Second order result fkF in Eq.
6.14b for the two-dimensional Hubbard
model and various fillings in dependence
on time t.




















Fig. 6.24.: Second order result for vari-
ous fillings derived from fkF through Eq.
6.14b as function of time t for a quench
to U = 0.3W.
Under the influence of doping the Fermi surface changes, which may result in
plateaus appearing in the curves for the jump ∆n(t). Away from half-filling the
plateaus are expected to appear at larger times, since the dispersion does not
exhibit flat parts. Thus longer observation times are needed to detect the plateaus
for larger doping.
The flat part of the n = 0.45-curve around t = 10/W could be the beginning of
a plateau, but this would be beyond the range of convergence of the full iterated
equation of motion approach. Thus theU2-result does not show prethermalization
plateaus on the accessible time scales. For larger doping, for instance for n = 0.35,
fkF shows a strong increase, which goes beyond the increase of the curve for half-
filling (see Fig. 6.23). Consequently the jump does not exhibit a plateau within
this time regime (see Fig. 6.24). A doping with 60%, i.e., n = 0.20, leads to a rather
flat curve for fkF and a slowly decreasing jump in Fig. 6.24. However, the jump
still decreases and there is no plateau visible up to t = 10/W. To decide whether
plateaus exist beyond this time further work is called for.
Coming back to the case with n = 0.45, results for the jump derived in the U2-
calculation are opposed to the corresponding results derived in a 9-loop calculation
with U = 0.3W in Fig. 6.25. It can be seen that the U2-result lies below the exact
9-loop result. Just like in the half-filled case an exponential approach given by Eq.
6.16 results in a curve lying above the other curves. Again this result can be used
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to fit the exact result in the range where the curve is converged.













Fig. 6.25.: Jump ∆n(t) for a quench to U = 0.3W and 10% of doping leading to n= 0.45.
Solid line: Result of the iterated equation of motion approach with nine loops. Dashed
line: Second order result ∆nkF,2nd(t) Dashed-dotted line: Jump derived by Eq. 6.16.
With this technique the parameters a and b can be fitted - as in the half-filled case.
But from the results for quenches to U = 20W and various fillings (Fig. 6.22) it can
already be concluded that there is no dynamical transition away from half-filling.
Even for very large interaction strengths U the jump does not exhibit oscillations
touching zero so that a transition from a gradually decreasing jump to a jump
showing this type of oscillations ceases to exist.
6.2.2. Momentum Distribution
The behavior of the complete momentum distribution for U = 1.5W is depicted
in Figs. 6.26 and 6.27 for filling factors of n = 0.5,0.4,0.3,0.2 and 0.1 from top to
bottom. On the left hand side the momentum distributions are depicted for a
time t = 1.2W. At this time the jump is still nonzero for half-filling, see Fig. 6.5.
But due to the large interaction strength the jump is already significantly reduced
for n = 0.5. On decreasing fillings the jump becomes larger. Besides, the jump is
shifted and the shape of the Fermi surface is changed. For 80% of doping, i.e.,
n = 0.1 the jump is close to ∆n = 0.9. On the right hand side the corresponding
momentum distributions are shown for t = 2.2W. For this time the jump in the
half-filled case reaches zero. Consequently the momentum distribution is flat with
a slight curvature.









































































































































































































































































Fig. 6.26.: Momentum distribution for a quench to U = 1.5W derived in 6-loop calcu-
lations. The curves are shown for various filling factors n with n = 0.5,0.4,0.3,0.2 from
top to bottom. Left column: Momentum distribution for t = 1.2/W. Right column: Mo-




































































Fig. 6.27.: Momentum distribution for a quench to U = 1.5W and a filling factor of
n = 0.1 for t = 1.2/W (left panel) and t = 2.2/W (right panel)
Upon doping the flatness is lost and it can be observed how the jump is built up
on doping the system away from half-filling. For n = 0.4 a small jump is exhibited
which interrupts the curvature of the momentum distribution. Larger doping
leads to a pronounced jump and flatter curves to the left of the jump. For smallest
fillings n the momentum distribution shows only weak changes from t = 1.2/W
to t = 2.2/W as can be seen in Fig. 6.27. The momentum distribution for the half-
filled case shows a significant change for the two times, whereas the corresponding
results for n = 0.1 depict a momentum distribution with weak oscillations in the
depth of the jump.
Concluding the completely flat stretched momentum distribution observed at
half-filling for t = 2.2/W changes upon doping to a momentum distribution with
a more pronounced jump at the Fermi surface.
7. Summary and Outlook
7.1. Summary
In the present thesis the dynamics of Hubbard models after interaction quenches
is studied. For the description of these models a well controlled semi-analytical
method based on the expansion of the equations of motion is developed. The
method yields exact results in the regime where convergence is achieved but the
observation times are limited by the computational effort. The reliability of the
results goes far beyond the second order results presented in Sect. 4.3 and Sect.
6.1.5. Especially for large interaction strengthsU 'W the method is very powerful.
In this regime pronounced oscillations governed by local Rabi oscillations between
a singly occupied state and a state containing a particle and a particle-hole pair,
as discussed in Sect. 5.4.1, occur. The iterated equation of motion method is very
flexible and allows to study the influence of doping on the time evolution of the
system (see Sect. 5.2).
Additionally to the results of the equation of motion approach the jump in the
momentum distribution is discussed by the use of bosonization techniques in
Sect. 5.3. As test for the validity of the bosonization results a model of spinless
fermions is discussed in a first step. In equilibrium this model is analytically
solvable by Bethe-ansatz and yields exponents describing the time dependence
of the jump after the quench fairly well. In contrast to this the exponents of the
Hubbard model have to be determined numerically (see App. C). Surprisingly the
behavior of the jump can only partially be understood by bosonization techniques.
On the accessible time scales the jump indeed shows a power law decrease, but
the exponents differ from the ones expected from bosonization theory. Instead a
bosonization around the Fermi sea, as presented in Sect. 5.3.4, yields appropriate
exponents. This is explained by the large energies implied by the quench.
Exposed to the quench the Hubbard model exhibits a dynamical transition as
indicated by an anomaly in the period of the oscillations occuring in the time
evolution of the jump discussed in Sect. 5.4.2. The transition separates the regime
of weak quenches from the one describing strong quenches. The strong quench
regime is distinct by the existence of zeros in the oscillations. Upon doping this
feature is lost as shown in Sect. 5.2. Surprisingly even for smallest changes in the
filling the zeros in the oscillations vanish completely even for very strong quenches
(U = 100W).
In Sect. 6.1.2 it is shown that this dynamical transition also occurs for the two-
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dimensional model. As these very distinct models show a dynamical transition
and this transition was also found for an infinite-dimensional Hubbard model, it
is assumed that this is a generic feature of quenched Hubbard models.
In the last part of this thesis the two-dimensional Hubbard model is studied.
In contrast to the one-dimensional model this model is not integrable and indeed
it shows a true relaxation. This relaxation can be described by exponentially
decreasing functions as given in Sect. 6.1.2. In Sect. 6.1.7 the full momentum
distribution for the two-dimensional model is discussed. It shows collapse and
revival oscillations like the ones observed in bosonic models. For intermediate
times the momentum distribution is completely flat, before the jump is recovered
at the Fermi surface. For the times discussed in this thesis there are only small
differences in the results for the jump calculated at different points of the Fermi
surface.
Even though the two-dimensional model is not integrable, calculations
up to second order in U do not show prethermalization plateaus as can
be observed in Sect. 6.1.5. This can be understood by the shape of the
Fermi surface leading to a quasi one-dimensional behavior. The influence
of doping on the two-dimensional model is discussed in Sect. 6.2. Away
from half-filling theU2-calculations do not show plateaus for the observable times.
7.2. Outlook
To check whether the U2-calculations reveal prethermalization plateaus for longer
times, further calculations based on integrating the formula given by Moeckel
and Kehrein, which was originally introduced to decribe the infinite-dimensional
model, are called for. Besides, the method presented in this thesis can be used to
study the influence of different temperatures on the relaxation of the system. Al-
ternatively a next-nearest neighbor hopping t′ can be introduced to study whether
the breakdown of the description by bosonization is due to the slow convergence
of the RG flow in the Hubbard model. By the use of t′ the slowly flowing param-
eter g1 can be tuned away. Such a study could reveal new insight in the role of
integrability for the relaxation of the system. The flexibility of the method allows
to study also other models and different initial states.
Another route for future studies is the relaxation of current carrying states.
As there is no bath coupled to the system the study of real transport processes
is beyond the scope of this method. However, a shifted Fermi sea including a
current can be used as initial state. In this way the influence of different shifts on
the relaxation can be addressed.
Appendix

A. Second Order Calculations
A.1. Calculation of the Commutator
The commutator of the interaction term Hˆint with terms created by the first appli-
cation of the Liouville superoperator is given through∑
p1,p2,l
[
: cˆ†p1+l,↑cˆp1,↑ : : cˆ
†

















+ : cˆ†p1+l,↑cˆp1,↑ :
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where the first term yields[









The second term is calculated in the same manner[






= −cˆ†p2−l,↓cˆ†k+q,↑{cˆp2,↓, cˆ†k2−q,↓}cˆk2,↓− cˆ†k+q,↑cˆ†k2−q,↓{cˆ†p2−l,↓, cˆk2,↓}cˆp2,↓ . (A.3)
The resulting terms are combined with the additional operators from Eq. A.1 and








: cˆ†p1+l,↑ : : cˆk2−q,↓cˆk2,↓ : : cˆ
†
p2−l,↓cˆp2,↓ : δp1,k+q (A.4a)
as the operators containing k and the ones with the p’s are already normal ordered
among each other.















+ : cˆ†k2−q,↓cˆp2,↓ : (1−nk2)δk2,p2−l
+np2(1−nk2)δk2,p2−lδp2,k2−q
)
For results up to second order in U only the last term has to be considered. The




: cˆ†p1+l,↑ : δp1,k+qnp2(1−nk2)δk2,p2−l δk2−q,p2 (A.5a)
=: cˆ†k,↑ : nk2−q(1−nk2) (A.5b)














: cˆ†p2−l,↓cˆk2,↓ : +nk2 δp2−l,k2
)
δp2,k2−q




− : cˆ†k2−q,↓cˆp2,↓ : −np2 δk2−q,p2
)
δp2−l,k2 .
Again only the terms with a single creation operator have to be considered such
as the terms∑
p1,p2,l









: cˆ†k+q+l,↑ : (1−nk+q)
nk2δk2+l,k2−q−nk2−q δk2−q−l,k2︸   ︷︷   ︸⇒l=−q
 (A.6a)
= cˆ†k,↑ : (1−nk+q)(nk2 −nk2−q) . (A.6b)
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Combining both terms leads to
: cˆ†k,↑ :
(
nk2−q(1−nk2) + (1−nk−q)(nk2 −nk2−q)
)
=: cˆ†k,↑ :
−nk2−qnk2 +nk+qnk2 +nk+qnk2−q︸                                 ︷︷                                 ︸
hk2,k,q
 . (A.7)
At zero temperature T = 0 nk ∈ 0,1 holds. Thus the term hk2,k,q is equal to one only
if nk2 = 1 and nk2−q = 0 = nk+q or if nk2−q = 1 = nk+q and nk2 = 0. In all other cases
the term vanishes.
The corresponding energy difference used to describe the translational part of the
time evolution analogously to Eq. 4.30 is denoted by dk2,k,q = k+q + k2−q− k2 . Its
sign can be deduced by the energies in the two non-vanishing cases. In the first
case with nk2 = 1 and nk2−q = 0 = nk+q the energies have to obey k2 < 0, k2−q > 0
and k+q > 0 and thus dk2,k,q > 0. The second case with nk2−q = 1 = nk+q and nk2 = 0
fulfills k2 > 0, k2−q < 0 and k+q < 0 so that dk2,k,q < 0.
A.2. Determination of the Spectral Density
The spectral density is split into ρG(x) = ρ+(x)+ρ−(x). The first part obeys ρ+(x)> 0
for x > 0 and ρ+(x) = 0 for x < 0 and the second part obeys ρ−(x) > 0 for x < 0 and









where hk2,kF,q is nonzero only in two cases. The first case is described by nk2 =
1, nk2−q = 0 and nkF+q = 0 which implies k2 < 0, k2−q > 0 and kF+q > 0 and dk2,kF,q > 0.
Analogously the second case yields nk2 = 0, nk2−q = 1, nkF+q = 1 and k2 > 0, k2−q <
0, kF+q < 0 for the energies. In this case the energies imply dk2,kF,q < 0. The density
ρ+(x) is only nonzero for x > 0. Due to the δ-function x = −dk2,kF,q holds. Thus the
first case leads to x < 0 and cannot be fulfilled. Consequently the energies have to








dk2dqδ(x+kF+q +k2−q−k2)Θ(k2)Θ(−k2−q)Θ(−kF+q) . (A.9)
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for x < 0 can be calculated.
Due to the Heaviside function Θ(−k2) the energy k2 has to be negative. Thus the
range for k2 is set to −kF ≤ k2 ≤ kF.
With the substitution q→ k2 + q˜+pi the dispersion, kF+q > 0 is translated into−kF+q+k2 > 0. This implies −kF ≤ kF + k2 + q ≤ kF and for half-filling −pi ≤ k2 + q ≤ 0.
Consequently the integration range for q is set to −kF ≤ q ≤ −|k2| by the Heaviside













with the bandwidth W = 4J and the energies k = −W2 cos(k). Inserting this relation













+ cos(k2) + cos(−q) + cos(k2 +q+ pi2 )
)
(A.12)
where the argument of the δ-function can be simplified by cos(x+ pi2 ) = −sin(x) to
2x














+ cos(k2) + cos(q)− sin(k2)cos(q)− cos(k2)sin(q)
)
(A.13)


























+ cos(k2) + cos(q) +
√































| f ′(qi)| (A.15b)
with qi denoting the simple zeros of f (q). Thus the calculation is reduced to finding
the simple zeros of the argument of the δ-functions. For the first δ-function the
zeros of f (q) = 2xW + cos(k) + cos(q)−
√
1− cos(k)2 cos(q)− cos(k) √1− cos(q)2 in the
interval [−pi2 ,−|k|] are needed. Here and in the following the index of k2 is omitted.



















1− √1− cos(k)2 . (A.16)
In the following it has to be checked whether both signs in Eq. A.16 are solutions
of f (q) = 0 or a spurious solution appeared by squaring the equation.
For simplicity cos(q) and cos(k) are substituted by cos(q) = v and cos(k) = u. Then
the first derivative simplifies to
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where vi denotes the simple zeros of f (v). The boundaries have to be chosen so
that the solutions vi are real.
The upper boundary uB is given by the condition uB = vi and the lower boundary
by vi = 0. Then the integral is solved numerically.
With ρ−(x) and ρ+(x) the Green function G(ω) can be calculated by Eq. 4.52.
B. Other Truncation Schemes
In this section different truncation schemes for the equation of motion approach
are presented. These schemes are either much more demanding than the one used
in this thesis while obtaining the same ranges of convergence, or they are only
valid for special cases. Due to the drawbacks of these approaches they are not
used in this thesis. For simplicity the results are shown for the one-dimensional
model at half-filling.
B.1. Truncation According to Order in U and J
In the first truncation scheme the terms to be considered are chosen according to
the number of commutations with the interaction part or the hopping term of the
Hamiltonian in which they appear. For small interaction strengths U it can be
expected that only a few commutations with the interaction term are necessary
to describe the dynamics of the system over a rather long time. Thus this case
accounts for a truncation scheme according to the number of commutations with
the interaction term Hˆint. Results of such a truncation scheme for U = 0.2W can
be found in Fig. B.1. The number of commutations with the interaction term is
denoted by o. The convergence of the results is quickly increased on increasing
o. From the inset it can be deduced that six commutations with the interaction
term (while performing 11 commutations with the hopping term) are sufficient to
describe the dynamics over fairly long times. Such a calculation includes 27701
monomials and is thus comparable to a 9-loop calculation. Consequently this
truncation scheme is favorable for small interactions U.
On the contrary larger quenches cannot be described by this approach.
Results for a quench to U = 2.0W are given in Fig. B.2. The convergence
is increased rather quickly for two and three commutations. However,
for more commutations nearly no progress is made. Comparing the o = 5
and the o = 6 curve to each other, the results are reliable up to t ≈ 2.0/W.
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Fig. B.1.: Jump for U = 0.2W obtained
in calculations based on a truncation ac-
cording to the number of commutations
with the interaction term o. In the inset
the good convergence on increasing o
can be observed.






















Fig. B.2.: Results for a larger quench
U = 2.0W for the truncation scheme
based on the number of commutations
with the interaction o. As reference
curves for calculations with 8 and 9 loops
are included.
The o = 6 curve lies above the curve obtained in a full 8-loop calculation. The
8-loop calculation includes only 7851 monomials, which is much less than in the
o = 6 calculation. With the 9-loop curve as reference the 8-loop calculation is valid
up to t ≈ 2.7/W. Consequently the o = 6 calculation is much more demanding but
leads to a weaker convergence. For large U this truncation scheme should not
be applied. On the other hand a truncation scheme according to the number of
commutations with the hopping term leads to improvements in this range of U
(not shown for brevity).
However, these approaches are not useful in the intermediate range U ≈ W,
where the dynamical transition takes place.
B.2. Omin-Omax Truncation
The next truncation scheme is intended to reproduce the local expectation value
〈nˆ0〉(t) correctly up to a given order N in time t. To achieve a correct result
up to a given order N a maximal order Omax and a minimal order Omin are in-
troduced for each monomial appearing in the calculation. The minimal order
Omin is the minimal order in t in which the corresponding monomial appears.
Due to the structure of the differential equations and the initial conditions this
order is given by the number of commutations performed to create the consid-
ered monomial for the first time. The maximal order Omax denotes the order
up to which the prefactor of the monomial has to be known to reproduce re-
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sults for the expectation value correct up to tN. This order is determined by the
orders of the other monomials with which the term is combined on evaluating
〈nˆ0〉(t). If the orders Omin and Omax are equal for a given monomial, this mono-
mial and all differential equation entries corresponding to this monomial can be
neglected. In this way a much sparser system of differential equations is ob-
tained. Exemplary results for a jump to U = 1.0W are given in Figs. B.3 and B.4.















Fig. B.3.: Jump ∆n(t) for a quench to
U = 1.0W as derived by the truncation
according to the orders Omin and Omax
for different orders.

















Fig. B.4.: Local expectation value mea-
suring the convergence of the calcula-
tions for a quench to U = 1.0W for dif-
ferent orders.
The convergence of the results is improved on increasing order. In the same sense
the convergence of the local expectation value is increased on increasing order.
Consequently the truncation works well, as higher orders lead to more accurate
results. A comparison of results for different orders can be used to measure the
convergence of each calculation.
Besides the increase in range of convergence with increasing orders, it has to be
checked if the convergence is better than in a comparable full calculation. For a
quench to U = 2.0W such a comparison is given in Fig. B.5.
The results of the order 10 and the order-11 calculation coincide up to t ≈ 2.0/W.
In contrast to this the full 8-loop calculation and the full 9-loop calculation coincide
up to larger times t ≈ 2.8/W. Thus longer ranges of convergence are reached with
less commutations with the loop truncation.
A comparison of the results for the local expectation value (Fig. B.6) shows that
the convergence concerning this observable is even worse for the Omin-Omax
truncation.
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Fig. B.5.: Jump for a quench with U =
2.0W derived in the Omin-Omax trunca-
tion in different orders compared to the
results of calculations with different loop
numbers.





















Fig. B.6.: Local expectation value for
U = 2.0W as derived in the Omin-Omax
truncation with different orders com-
pared to the results of the 8-loop calcu-
lation.
The results for a calculation with order 11 is valid up to t ≈ 1.7/W, whereas the full
8-loop calculation is reliable until t≈ 2.8/W. Consequently the self-consistent loop
truncation yields better results than the Omin-Omax truncation. This is explained
by the numerical solution of the differential equation. As no expansion in time
is applied, but a Runge-Kutta algorithm, also higher orders in t are created in a
calculation with a finite number of loops m.
C. Determination of the Luttinger
Parameters
In this appendix the derivation of the Luttinger parameters for the one-
dimensional Hubbard model is explained. The Luttinger parameters should
be determined for vanishing external field B = 0. In the Bethe ansatz [129] the
integral boundaries −Q,Q and −A,A are given as functions of the chemical
potential µ and the external field B. The boundaries lie in the range 0 <Q ≤ pi and
0 < A ≤∞. As the magnetization is zero for a vanishing field B, the boundary A is
set to A =∞ in this case.
The second boundary Q determines the electron density and has to be calculated
iteratively. Thus a value for Q in the given range is chosen and proceeded as
explained in the following.
1. In a first step, the density function ρ(k) has to be determined. In the Bethe







dk′ cos(k)R(sin(k′)− sin(k))ρ(k′) with |k| ≤Q (C.1)
which is a Fredholm equation of the second kind [162] with the so-called



















The density function ρ(k) determines the particle number n via∫ Q
−Q
ρ(k)dk = n . (C.4)
with the boundaries Q and −Q. Consequently Eq. C.1 is a coupled integral
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equation where the boundaries Q are determined by the solution itself. One
way to solve this Fredholm equation of the second kind is the Nystrom




K(t,s) f (s)ds+ g(t) (C.5)






w jy(s j) (C.6)
with the weights w j and the corresponding abscissas s j has to be chosen.
In the following the Gauss-Legendre quadrature is used to determine the




w jK(t,s j) f (s j) + g(t) (C.7)










In a first step the equation is evaluated at the quadrature points ti with the
vectors fi = f (ti) and gi analogously. The kernel K(ti,s j) can then be rewritten
as matrix Ki, j and weighted according to K˜i, j = Ki, jw j leading to the matrix
equation
(1−λK˜) ~f = ~g (C.9)
with λ = 1 in the following.
Having rewritten Eq. C.5 in matrix form it can be solved by the usual matrix
methods such as the LU-decomposition.
2. Once the density ρ is calculated at the quadrature points, the interpolation
is used to evaluate the integral∫ Q
−Q
ρ(k)dk = n . (C.10)
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and to determine the electron density n.
At this point it is checked whether the required particle number n is
recovered. If the density does not fit, a different value for Q is chosen and
the steps 1) and 2) are repeated until the wanted density is achieved.
Here the dependence of the density n on the boundary Q helps to find
the right value. The density is a linear increasing function of Q with a
maximum of n = 1 for the half-filled case, reached at Q = pi.




dk′ cos(k′)R(sin(k′)− sin(k))κ(k′) (C.11)
with R given in Eq. C.2. In the following the derivative of κ(k)




dk′ cos(k′)R(sin(k′)− sin(k))κ(k′) . (C.12)
is needed. The second part can further be simplified by substituting x =















dk′ cos(k′)R′(sin(k′)− sin(k))κ(k′) (C.13b)
with R′ denoting the derivative ∂R∂x . By the use of this identity Eq. C.12 can
be integrated by parts to obtain









For a fixed µ the integration boundaries Q and −Q determine the points
where κ(Q) = 0 = κ(−Q). Thus the first part of this equation vanishes, leaving


















R(sin(k′)− sin(k))κ′(k′)dk′ . (C.15b)
In this way an integral equation for the derivative κ′(k)




is obtained. This equation is again a Fredholm equation of the second kind
and can be solved by the techniques explained above.













5. To determine the spin velocity the density function σ1(Λ) and the dressed









cosh( pi2U (Λ− sin(k)))
ρ(k) . (C.18)
For large values of Λ→ ∞, which corresponds to the case of vanishing









2U sin(k)ρ(k) . (C.19)






4Ucosh( pi2U (Λ− sin(k)))
κ(k) (C.20)
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4Ucosh( pi2U (Λ− sin(k)))
κ′(k)dk . (C.21)









2U sin(k)κ′(k)dk . (C.22)




For Λ =∞, i.e., in the case without external field, σ1(Λ) and 1(Λ) in Eq. C.18
and Eq. C.20 tend to zero. But in the expansion for large Λ both functions
contain the same asymptotic factor. Thus the expanded versions of 1 and σ1
given in Eq. C.19 and Eq. C.21 are used. In this way the exponential factors












Close to half-filling the charge velocity tends to zero as the charges are
frozen out.
8. Now that the velocities are known, the last Luttinger parameter to be deter-
mined is Kρ. The fourth parameter which has to be known is Kσ. But in the
Hubbard model Kσ = 1 holds as the model is spin rotational invariant [89].
For the parameter Kρ we have to set up the dressed charge matrix. Therefore
the function ξ(k) with
ξ(k) = 1 +
∫ Q
−Q
dk′ cos(k′)R(sin(k′)− sin(k))ξ(k′) (C.25)
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The anomalous dimension is then given by ξ(Q).
D. Comparison of the
Two-Dimensional and the
Infinite-Dimensional Model
Compared to the DMFT-data the results of the two-dimensional model reveal
similar behavior for large interaction strengths U as expected from the discussion
in Sect. 5.4.1.























Fig. D.1.: Results for the jump in the two-dimensional model derived in a 9-loop cal-
culation (solid lines) compared to the corresponding results obtained by DMFT [59]
for the Bethe lattice with infinite coordination number (dashed lines).
For both approaches pronounced oscillations are found for strong quenches.
The periods are comparable whereas the amplitudes of the oscillations differ (see
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Fig. D.1). For smaller quenches U < 0.75W the results for the two-dimensional
model show faster relaxation than the ones for the Bethe lattice. This is probably
due to the appearance of a plateau like feature in infinite dimensions, while the
study of the two-dimensional model presented here does not show any sign of
a plateau. In contrast to the DMFT-data the results of the equation of motion
approach do not show any sign of a prethermalization plateau on the accessible
time scales.
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