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On the Distribution of V aloes of Recurring Sequences and the Bell 
Numbers in Finite Fields 
I. E. SHPARLINSKIY 
Some new results on the distribution of recurring sequences in finite fields and the Bell 
numbers B(x) modulo prime p are given. Particularly, we prove that for any integer ). the 
congruence B(x)""'). (modp) has a solution x""'-<1:;::i1). These results are obtained by a 
combinatorial method instead of the usually used method of exponential sums. 
1. Let n, re N, n ;;a. 2, p be a prime, q = p', IFq be a finite field of q elements. 
Let us consider the recurring sequences u(x) of elements of the field IF q satisfying the 
equation of the order n 
u(x + n) = Cn_ 1u(x + n - 1) + · · · + c0u(x). x = 1, 2, ... , 
where c0, ... , cn-l E IFq with c0 #:0. 
It is known (see [4, ch. 8, §1]), that the sequence u(x) is periodic with the period 
T ~ qn - 1, and this bound is attained for any n, r and p. 
Let I denote the smallest solution of the equation 
u(x) = 0, 
if it exists, and let I= oo in the opposite case. 
It is clear that if I < oo then 
J~T<qn. 
Using the bound for exponential sum with the recurring sequence 
I ~1 x(u(x)) I = O(qn12 log T), 
(1) 
where x is a non-trivial additive character of the IF q· and Pe N, P ~ T (see [4, ch. 8, 
§7]), it is easy to prove that I< oo implies 
I= O(qn12+ 1 1og -r), (2) 
(the constants in symbol 'O' here and hereafter are absolutes). 
In some papers (see [7, 8, 13, 15, 17, 18]) asymptotical formulas for the number of 
solutions 1 ~ x ~ P of equation (1) were established, from which some sharpening of 
equation (2) follows. 
In [16) we proposed the new combinatorial method and under the assumption I< oo 
proved the bound 
I~ (q + n - 1) + 1, 
n-1 (3) 
which is stronger than equation (2), and its mentioned improvements if n ;;a. n0(q), 
where n0(q)- eq 112• 
Here, using some combinatorial considerations, we show that for r > 1 the bound (3) 
can be essentially improved. Particularly, for p fixed one obtains the result that I< oo 
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implies 
(4) 
where c > 0 is a constant depending only on p. 
The same results for equations of type (1) but with a non-zero right-hand side are 
consequences of the lower bound for the number of the different values amongst 
u(l), u(2), ... , u(P), and can also be proved. 
Further, the same method is applied to investigation of the distribution of the Bell 
numbers modulo p (see (12]) and the upper bounds for the smallest numbers of a 
quadratic non-residue and a primitive root modulo p among the Bell numbers. Earlier, 
some results on distribution of the Bell numbers modulo p were established in 
(3, 5, 10, 16]. 
2. For Pe N with P ~ -r denote by M(P) the number of different values amongst the 
u(l), u(2), ... , u(P). 
For brevity, let us denote 
M=M(-r). 
In [14. Theorem 5 of ch. 3), the lower bound 
M(P) ~pun 
was proved. 
In some works the analogous question was treated for polynomials (see [4, ch. 7), for 
details). 
THEOREM 1. For any P e N and P ~ -r one has the bound 
M(P) ~ min(M, P[ C~~~-2r'). 
PROOF. Let us denote by A(P) the set of the all different values among the 
u(l), u(2), ... , u(P) and consider the sequence 
W(x) = CT (u(x)-A.) . 
.l.eJ\(P) 
After some evaluations we have the representation of W (x) in the form of a 
polynomial on u(x) 
M(P) 
W(x) = L A;ui(x). 
j=O 
If M(P) = q then the theorem is trivial. 
Now let M(P) < q. Then Theorem 4.1 of (2) implies that ui(x) is a linear recurring 
sequence of order no more than 
[cp-1 )' n+p-2 ' 
if 1 ~j ~ M(P) and of order 1 of j = 0. Therefore, Theorem 2.1 of [2) implies that the 
sequence W(x) is a linear recurring sequence of order not exceeding 
L = M(P)[ C~~!-2)' + 1. 
It is obvious that W(x) = 0 for x = 1, ... , P. If the sequence W(x) is identical to 
zero then 
M(P)=M. 
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In the opposite case at least one non-zero value must be amongst the 
W(l), ... , W(L). Therefore 
P.;;; L - 1 = M(P)[ C~:;:!_2)', 
and the theorem follows. D 
COROLLARY 1. Under the condition 
P;;.: q[C~:;:!-21' 
one has the equality M(P) = M. 
PROOF. From the obvious inequality M.;;; q we obtain 
M;;.: M(P);;.: min(M, P[C~:;:!-4r,) = M 
and hence M(P) = M. D 
COROLLARY 2. For any fixed p a constant c > 0 exists that under the condition 
one has the equality M(P) = M. 
PROOF. From Corollary 1 it follows that it is sufficient to prove that for the fixed p 
and some constant c > 0 the inequality 
holds. 
One has 
q(n + p - 2)r.;;; qclogn 
p-1 
(n + p - 2)r [ (n + p - 2)]r q p - l = p p - l .;;; [(n + p _ 2)1')' = (n + p _ 2)'1' .;;;pcrlogn = qclogn, 
where 
c =_!!_max log(m + p - 2) = /lo 2 
logp m;;.2 logm p g ' 
and the proof is done. D 
From these results the upper bounds for the smallest solution of equation (1) and the 
equation u(x) =A. with any A. e 1Fq are implied. Particularly, from Corollary 2 of 
Theorem 1 the bound (4) follows. 
Note that for an equation of the form u(x) = A. one can prove a stronger result by 
considering the sequence 
V(x) = (u(x) -A.)q-t - 1 
instead of the sequence W (x) considered in Theorem 1. 
3. Let us denote by B(x) the sequence of Bell numbers (see [12)). It is known that 
this sequence satisfies the following recurring equation: 
B(x + 1) = ~0(;)B(k), x = l, 2, ... ' 
with initial value B(O) = 1 (see [12)). 
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In some works the sequence B(x) in the finite field IF P of p elements has been treated 
(see [3, 5, 10, 12, 16] for details). 
It is known (see [5, 12]) that in the field IFP the sequence B(x) satisfies the following 
recurring equation: 
B(x + p) = B(x + 1) + B(x), 
and it is a periodic sequence with period 
x = 1, 2, ... ' 
T ~ (pP - l)/(p - 1). 
In [10] the distribution of B(x) in the field IFP with the maximal period T = 
(pP - 1)/(p - 1) was treated. 
In [5] the lower bound 
T~!(~)-4P(4.1rp)-! 
was proved. In [16] it was proved that the equation 
B(x) = 0 
is solvable and for its smallest solution J(O) one has 
J(O) ~ (2p - 2) + 1. 
p-1 
Here we prove that for any A. e IF P the equation 
B(x) =A. 
is solvable and an upper bound for its smallest solution J(A.) is given. 
(5) 
(6) 
THEOREM 2. For any A e IF equation (6) is solvable and for its smallest solution J(A.) 
one has 
J(A.) ~ (2p - 1). 
p-l 
PROOF. For A.= 0 the statement of the theorem follows from Theorem 7 of [16]; 
hence it is sufficient to consider only the case A. * 0. 
Letf(t) = tP - t-1 be a characteristic polynomial of the sequences B(x). It is known 
(see [4, Theorem 3.78]) that the polynomialf(t) is irreducible over IFP. If{} is its root in 
the field IF pP then other roots can be represented in the form 
v= 1, 2, ... ,p. 
Therefore, for some a 1, .• . , aP e IFPP' one has 
x = 1, 2, .... 
v=I 
(see [4, Theorem 8.21]). 
Let us consider the sequence 
( - 1)1 [ p ]x W(x) = (B(x) - A.y-t - 1 = L ~ . 
1 
Ak"a~' • • · a~P n {}~· , 
ko+···+kp=p-1 ko. · · · kp. v=I 
where the summation is over all (2/:~ 11 ) sets (k0 , k 1, ... , kp) of non-negative integers 
satisfying the condition k0 + k 1 + · · · + kP = p - 1. 
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For two such different sets /0 + /1 + · · · +IP = p - 1 and r0 + r1 + · · · + rP = p - 1 the 
following products are different: 
p p 
Il u;* Il U'; 
v=l v=l 
because otherwise the polynomial f(t) has the common root U with the polynomial 
F(t) = t1' ••• (t + p -1)1P - t'' ... (t + p - l)'P, 
but that is impossible as deg F < p and the polynomial f(t) is irreducible over IFP. 
It is obvious that 
(p - l)! A_koa{t ••• ~P * 0 
k0 ! · · · kp! P 
for A * 0. Therefore sequence W (x) is a non-zero linear recurring sequence of order 
L = (2/::: l ). Hence it has at least one non-zero value among its first L terms. As the 
conditions W (x) * 0 and B(x) = A are equivalent, the theorem follows. D 
Theorem 2 implies that among the terms of sequence B(x) one can find all the 
elements of o=P. Therefore one can define the least number N of the quadratic 
non-residue and the smallest number G of primitive root modulo p amongst the 
sequence B(l), 8(2), ... , B(T). 
THEOREM 3. One has the bound 
N = 0(2t. 38p) 
PROOF. Let us consider the sequence 
W(x) = B(x)<P+on - B(x). 
Obviously, W (x) * 0 iff B (x) is a quadratic non-residue existing by Theorem 2. Hence 
N ~ L, where Lis the order of W(x). So, as in the proof of Theorem 2, one can prove 
the inequality 
L ~ ((3p - 1)/2) 
(p + 1)/2 + p. 
Using the known bound for the binomial coefficients (see [6, lemma 7 of ch. 10)) we 
obtain 
N = 0(23H(!)Pi2) 
where H(z)=[zlogz+(l-z)log(l-z)]/log2. Because H(l/3)=0.918· · ·<0.92 
the proof is complete. D 
Theorem 3 and inequality (5) yield 
N = O(T0·1 ). 
THEOREM 4. One has the bound 
G ~ 4P exp(-Cp/log logp) 
for some absolute constant C > 0. 
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PROOF. Let us denote by A the set of elements of IFP which are not primitive roots: 
its size is 
t = p - cp(p -1), 
where cp(k) is Euler's function. Let us consider the sequence 
W(x) = fl (B(x) - A.). 
J.el\ 
Obviously, W(x) * 0 iff B(x) is a primitive root existing by Theorem 2. Hence N ~ L, 
where L is the order of W (x ). It is clear that W (x) can be represented by a polynomial 
in B(x) of degree t: 
t 
W(x) = L AiB(x)i. 
j=O 
So, as in the proof of Theorems 1 and 2, one can prove the inequality 
L ~ ±(P + ~ -1) = ±(P + j-1) ~P(P + t-1) ~p2p+t-I ~p22p-<p(p-I). 
j=O } j=O p - 1 p - 1 
Using the bound (see [9, theorem 5.1 of ch. 1)), 
cp(k);;;. ck/log log k, 
where c ;;;. 0 is an absolute constant, we obtain the statement of the theorem. 0 
Theorem 3 and inequality (5) yield 
G ~ T exp(-C0 log T /log log log T), 
where C0 > 0 is some absolute constant. 
Note that the same results can also be stated for more general sequences from [3] 
and for the sequence T(x) from [1]. Moreover, as was noted by C. Radoux, analogous 
results can probably be proved for Bell numbers modulo composite number M (see 
[11)). 
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