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Abstrakt 
Proces shlukování textových dat slouží pro analýzu, navigaci a strukturování velkých kolekcí textů 
nebo hypertextových dokumentů. Úkolem shlukování je rozklad množiny dokumentů do shluků 
na základě jejich podobnosti. Nejznámější metody z této oblasti dolování však neřeší specifické 
problémy textového shlukování, jako vysokou dimenzionalitu vstupních dat, velmi velkou velikost 
databází a srozumitelnost popisu shluků. Tato práce se zabývá uvedenou problematikou a popisuje 
moderní metodu shlukování textových dat založenou na použití frekventovaných množin termů, která 
se svým přístupem snaží řešit nedostatky jiných shlukovacích metod. 
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Abstract 
Process of text data clustering can be used to analysis, navigation and structure large sets of texts or 
hypertext documents. The basic idea is to group the documents into a set of clusters on the basis 
of their similarity. The well-known methods of text clustering, however, do not really solve the 
specific problems of text clustering like high dimensionality of the input data, very large size of the 
databases and understandability of the cluster description. This work deals with mentioned problems 
and describes the modern method of text data clustering based on the use of frequent term sets, which 
tries to solve deficiencies of other clustering methods. 
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1 Úvod 
Obecným cílem dolování dat je hledání zajímavých, potenciálně užitečných vzorů a znalostí v roz-
sáhlých databázích. Dolování v textu je pak proces získávání takových znalostí z velkého množství 
textových dat, která jsou obvykle uložena v nestrukturované podobě, tedy v prostém textu. 
Do elektronické podoby se v současné době dostává stále více nových článků, zpráv, knih, 
webových stránek, e-mailů, či jiných dokumentů. Toto obrovské množství textů přišlo s rozvojem 
internetu a podnikových intranetů, které představují nahromaděné znalosti organizací a jsou čím dál 
důležitější pro jejich úspěch v dnešním konkurenčním boji. Ne všechny dokumenty jsou však zají-
mavé a vztahující se k nějakému problému. Vzhledem k velikosti, dynamickému růstu a různorodosti 
textových úložišť je dnes vyhledání relevantního obsahu velmi náročným úkolem. Zastaralé vyhledá-
vací metody tak obvykle vrací k malému počtu relevantních dokumentů i velký počet irelevantních. 
Běžný uživatel často dostane jako výsledek velmi dlouhý seznam dokumentů, ze kterých si však 
vybere jen několik prvních, protože na procházení všech výsledků nemá dostatek času. Přitom prav-
děpodobně narazí na nemalé procento pro něj nedůležitých dokumentů a ty důležité zůstanou skryty 
v dlouhém seznamu. Vzrostla tak poptávka po nástrojích pro vyhledávání a zpracování textů, které si 
s tímto nárůstem množství dokumentů poradí. 
Proces shlukování je jednou z hlavních úloh dolování dat. Slouží především pro analýzu, navi-
gaci a strukturování velkých kolekcí textů nebo hypertextových dokumentů. Úkolem shlukování je 
rozklad množiny dokumentů do shluků na základě jejich podobnosti. Jde tedy o automatické vyhle-
dání shluků dokumentů tvořících uskupení, které mají vysoký stupeň asociace mezi členy, zatímco 
vůči členům z jiných skupin je míra asociace nízká. Nejznámější metody z této oblasti však neřeší 
specifické problémy textového shlukování, jako vysokou dimenzionalitu vstupních dat, velikost data-
bází a srozumitelnost popisu shluků. Proto je nutné navrhovat takové metody, které jsou škálovatelné 
i pro velké databáze a výsledné shluky dokumentů zobrazují tak, aby je prostý uživatel snadno po-
chopil a měl možnost jimi interaktivně procházet. 
Tato práce se zabývá uvedenou problematikou a popisuje moderní metodu shlukování texto-
vých dat založenou na použití frekventovaných množin termů, jak je prezentována v [1]. Frekvento-
vané množiny termů jsou množiny termů vybrané ze všech dokumentů v databázi, které se vyskytují 
ve více procentech dokumentů, než je zadaná prahová hodnota. Tento přístup umožňuje výrazně 
snížit dimenzionalitu dat a poskytuje srozumitelný popis objevených shluků. 
V následující kapitole 2 je popsán problém obecného dolování dat zaměřený na nejběžnější 
používané techniky. Rozsáhlá kapitola 3 se zabývá dolováním z textových dat, která definuje základní 
používané termíny, popisuje fázi předzpracování a vysvětluje metody kategorizace, extrakce infor-
mací a především shlukování textových dat. Kapitola 4 se pak zvlášť zabývá shlukováním textových 
dokumentů na základě frekventovaných množin. Představeny jsou algoritmy FTC (Frequent 
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Term-based Clustering) a HFTC (Hierarchical Frequent Term-based Clustering). Testovací kolekce 
dat jsou popsány v kapitole 5. Oba algoritmy shlukování jsou na těchto vzorcích testovány o kapitolu 
později. Kapitola 7 podrobně popisuje aplikaci, která implementuje algoritmy FTC a HFTC. Poslední 
kapitola nabízí shrnutí celé práce a představuje další možnosti pokračování projektu. 
 
 5
2 Dolování dat 
Dolování dat (data mining) je netriviální extrakce zajímavých, skrytých, potenciálně užitečných 
a snadno pochopitelných informací z dat za účelem získání obchodní výhody. 
Netriviálnost procesu dolování dat znamená využití nějakého sofistikovanějšího přístupu, než 
je obyčejný SQL dotaz. Pokud pomocí dotazů SQL vytváříme tabulky a grafy například agregova-
ných dat, roste přehlednost spolu s klesajícím množstvím dat, ale nejedná se přímo o zisk znalostí. 
Cílem dolování dat je především získání nových a pravdivých zákonitostí, které lze využít 
v konkrétním oboru. Výsledek dolování dat by měl pomoci vyřešit konkrétní obchodní problém nebo 
přispět k nalezení cesty, která takový proces značně vylepší. Pokud by výsledkem dolování bylo něco, 
co už víme, nebo co je při pouhém pohledu na data zřejmé, potom je jeho užitečnost nulová [2, 3]. 
2.1 Zdroje dat k extrakci 
Velmi častým zdrojem dat pro dolování jsou v současné době relační databáze, což jsou databáze 
založené na relačním modelu dat a relační algebře. Relaci lze chápat jako tabulku dat uspořádanou 
do sloupců (atributy) a řádků (n-tice). Databázový systém je tvořen bází dat a systémem řízení báze 
dat nazvaným Database Managment System, který poskytuje nástroje pro uložení dat a svým způso-
bem určuje způsoby přístupu k datům. Relační databáze je pak implementace modelů reálného světa, 
vytvořeného podle pravidel relačního modelu dat [4]. 
Dalším zdrojem dat vhodným pro dolování mohou být transakční databáze. Jedná se o soubor, 
kde každý záznam reprezentuje právě jednu transakci. Každá transakce je složena z jednoznačného 
identifikátoru a samotného seznamu položek, které transakci tvoří. Typickým příkladem transakční 
databáze je nákupní košík, kde jednotlivé položky transakce představují identifikaci nakoupeného 
zboží zákazníkem. Protože každý nákup tvoří jednu transakci, lze sledovat, které zboží zákazník 
nakupuje společně. 
Data pro dolování by měla být ideálně brána z datového skladu. Pojem datový sklad můžeme 
chápat jako komplexní data uložená ve struktuře, která má nejčastěji podobu multidimenzionální 
databázové struktury. Datový sklad je tedy depozitář, který umožňuje efektivní analýzu a dotazování. 
Data jsou do něj čerpána z různých zdrojů, například z produkčních databází nebo jiných informač-
ních systémů nazvaných Data Warehouse. Datové sklady založené na multidimenzionální kostce 
OLAP (on-line analytical processing) jsou obvykle sumarizovány tak, aby umožnily okamžité zpra-
cování dat [5]. 
Existují i další, více či méně používané typy zdrojů pro dolování dat, jako temporální databáze, 
prostorové databáze, multimediální databáze, heterogenní databáze nebo databáze sekvencí či časo-
vých řad [2, 6]. 
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2.2 Typické dolovací úlohy 
Systémy pro dolování dat umožňují řešení různých typů dolovacích úloh v závislosti na typu hleda-
ných informací. Lze je rozdělit do skupin, které často pracují s různými algoritmy, aby výsledný 
model dolování co nejvíce odpovídal představám. 
2.2.1 Asociační pravidla 
Asociační pravidla hledají všechny zajímavé asociace mezi hodnotami různých atributů. K tomu 
využívají algoritmy pro nalezení frekventovaných vzorů. Frekventované vzory jsou takové vzory, 
které se v dokumentu vyskytují často. Z nich lze potom vytvořit asociační pravidla, která odkrývají 
zajímavé vztahy mezi položkami v daném vzorku dat. Zkoumaná data pochází z transakčních data-
bází, ve kterých každý záznam reprezentuje právě jednu transakci. Data často sestávají 
z booleovských atributů ve stejné dimenzi. Pokud je položka této dimenze v transakci obsažena, 
nabývá její atribut hodnoty 1, pokud ne, bude hodnota atributu 0. Výsledkem analýzy jsou asociační 
pravidla tvaru [7]: 
Ai1= 1 ∧ … ∧ Aik= 1 ⇒ Aik+1= 1     [podpora = s, spolehlivost = c]. (2.1) 
Frekventované množiny a asociační pravidla [8] 
Nechť I = {I1, I2, ..., Im} je množina položek. Nechť D je množina databázových transakcí, kde každá 
transakce T je množina prvků takových, že T ⊆ I. Každá transakce je svázána s unikátním identifiká-
torem, nazvaným TID. Nechť A je množina položek. Říkáme, že transakce T obsahuje A tehdy a jen 
tehdy, když A ⊆ T. Asociační pravidlo je implikace ve tvaru A ⇒ B, kde A ⊆ I, B ⊆ I a A ∩ B = ∅. 
Pravidlo A ⇒ B má v množině transakcí D podporu (support) s, jestliže s% transakcí v D obsahují 
A ∪ B. Jedná se o pravděpodobnost P(A ∪ B).1 Pravidlo A ⇒ B má v množině transakcí D spolehli-
vost (confidence) c, jestliže c% transakcí v D obsahujících A, obsahuje také B. Jedná se 
o pravděpodobnost P(B ∣ A). Platí: 
podpora(A ⇒ B) = P(A ∪ B) 
spolehlivost(A ⇒ B) = P(B ∣ A) 
(2.2) 
Asociační pravidla splňující minimální hranici podpory s a spolehlivosti c se nazývají silná 
asociační pravidla. Množina položek, která má podporu s vyšší než minimální hranici, se nazývá 
frekventovaná množina. Dále platí, že podmnožina frekventované množiny musí také být frekven-
                                                     
1
 Označení P(A ∪ B) je pravděpodobnost, že transakce obsahuje spojení množiny A a množiny B, tedy obsahuje 
každou položku z A i B.  
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tovanou množinou. Výsledkem algoritmů založených na asociačních pravidlech je tedy nalezení 
všech frekventovaných množin, z nichž lze dále generovat silná asociační pravidla: 
spolehlivost (A ⇒ B) = P(A ∪ B) = podpora(A ∪ B)
podpora(A) . (2.3) 
Obecně sestává získávání asociačních pravidel ze dvou kroků: 
1. Nalezení všech frekventovaných množin. Jak již bylo zmíněno, hledají se množiny položek, 
které splňují podmínku minimální podpory (min_support). 
2. Generování silných asociačních pravidel z frekventovaných množin. Pravidla musí splňo-
vat podmínky minimální podpory a minimální spolehlivosti. 
2.2.1.1 Algoritmus Apriori 
Apriori je základní algoritmus pro získávání frekventovaných množin. Jedná se o jednoduchý algo-
ritmus, který využívá předchozí znalosti o dříve vygenerovaných frekventovaných množinách. Je 
založen na iterativním přístupu, při němž z frekventovaných k-množin, získaných v každé iteraci, 
generuje (k + 1)-množiny, které jsou také frekventované. Nevýhodou tohoto přístupu je nutnost při 
každé iteraci projít celou databázi. 
V první iteraci algoritmu probíhá vytváření kandidátních množin o jednom prvku, nazvaných 
také jako 1-množiny, a výběr pouze takových, které splňují podmínku minimální podpory. V dalších 
iteracích jsou vytvářeny kandidátní množiny o jeden prvek větší z kandidátních množin předchozího 
kroku. Algoritmus končí, jestliže v dané iteraci neexistuje množina, která by splňovala podmínku 
minimální podpory. 
Algoritmus využívá Apriori vlastnosti, která říká, že každá podmnožina frekventované mno-
žiny musí být také frekventovaná. Proces algoritmu Apriori se skládá ze dvou hlavních kroků [2, 8]: 
1. Spojovací krok. Pro nalezení všech frekventovaných k-množin Lk jsou kandidáti 
na frekventované množiny Ck vygenerováni spojením  Lk-1 sama se sebou. Dochází tak 
ke spojení dvou stejně velkých množin lišících se pouze v jednom prvku. 
2. Prořezávací krok. Ck je nadmnožinou Lk. Prvky této nadmnožiny tedy jsou nebo nejsou frek-
ventované. K určení pouze frekventovaných množin je nejefektivnější použít výše zmíněnou 
Apriori vlastnost. 
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Algoritmus: Apriori. Nalezení frekventovaných množin [9] 
Vstup: D, databáze obsahující transakce; 
min_support, hodnota minimální podpory. 
Výstup: L, frekventované množiny v D. 
Kód: 
(1) L1 = {large 1 - itemsets} 
(2) for  (k = 2; Lk-1 ≠ ∅; k++) do begin 
(3) Ck = Apriori-gen (Lk-1)   // generování nových kandidátů 
(4) for each transaction  t  ∊ D  do begin // pro každou transakci t 
(5) C1 = subset (Ck, t)  // kandidáti obsaženi v transakci t 
(6) for each candidates  c  ∊ Ct  do 
(7) c.count++; 
(8) end 
(9) Lk = {c  ∊ Ck | c.count ≥ min_support} 
(10) end 
(11) return L =    
procedure Apriori-gen(Lk-1) 
(1) L1 = {{A} | A ∊ R and [A] ≥ σ} 
(2) i  = 1; 
(3) while  Li ≠ ∅ do begin 
(4) Li+1 = {S1 ∪ S2 | S1, S2 ∊ Li, | S1 ∪ S2 | = i + 1, all subsets of S1 ∪ S2 are in Li} 
(5) i ++; 
(8) end 
(7) return ({X | X ∊    and |[X]| ≥ σ}) 
2.2.1.2 Algoritmus Multipass-Apriori 
Cílem algoritmu Multipass-Apriori je zmenšení nároků na paměť při výpočtu frekventovaných mno-
žin oproti standardnímu způsobu používaném v algoritmu Apriori při aplikaci na textovou databázi. 
Algoritmus Multipass-Apriori používá princip vícenásobného průchodu, při němž rozděluje frekven-
tované 1-množiny a každou z nich zpracovává zvlášť, čímž redukuje potřebnou paměť. Algoritmus 
sestává ze tří kroků: 
1. Nalezení všech frekventovaných 1-množin a jejich výskytů. Je použit klasický přístup pro 
výpočet kandidátních 1-množin a následný výběr pouze těch, které jsou frekventované. 
Každá 1-množina obsahuje jeden term a je zaznamenán počet všech jeho výskytů v databázi. 
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2. Rozdělení frekventovaných 1-množin na části. Frekventované 1-množiny jsou rozděleny 
na p častí: P1, …,  Pp. 
3. Nalezení všech frekventovaných množin v každé části. Pro nalezení všech frekventova-
ných množin v jednotlivých částech v pořadí Pp, Pp-1, ..., P1 je použit klasický algoritmus 
Apriori. V momentě, kdy je zpracovávána část Pp, lze najít všechny frekventované množiny 
z položek obsažených v Pp. Při zpracování následující části Pp-1 je pak rozšířena část frekven-
tovaných množin z Pp položkami z části Pp-1. 
Algoritmus Multipass-Apriori dokáže zpracovávat položky také lexikálně. Proto se hodí pro získávání 
asociačních pravidel z databází. Díky sníženým nárokům na paměť jej lze využít i ke generování 
frekventovaných množin, u kterých není potřeba mít položky frekventovaných množin seřazeny. 
Podrobné testy a bližší popis algoritmu Multipass-Apriori ve srovnání s obyčejným Apriori lze nalézt 
v [10]. 
2.2.2 Klasifikace 
Klasifikace je proces sloužící k vytvoření modelu pro přiřazování nebo rozlišování objektů do předem 
známých tříd na základě jejich vlastností. Tento model je dále využíván k predikci tříd objektů, 
jejichž zařazení není dosud známo. Predikcí se tedy rozumí předpověď jisté hodnoty objektu 
na základě jeho vlastností. Vytvořený model je založen na analýze souboru trénovacích dat, tedy 
datových objektů, jejichž rozdělení do tříd je známo. 
Samotná klasifikace probíhá ve dvou fázích. V první fázi jsou ze zdrojové databáze vybrány 
vzorky dat, které slouží jako trénovací množina. Tato fáze se také nazývá fáze učení. Jelikož jsou tato 
data vstupem pro klasifikátor, musí být známo, do které třídy jsou zařazena. Na základě tohoto 
vzorku vytváří klasifikátor klasifikační pravidla, pomocí kterých pak může nezařazený objekt přiřadit 
do konkrétní třídy podle jeho vlastností. Druhá fáze se nazývá testovací. Probíhá za účelem ověření 
přesnosti klasifikátoru. Pro tuto fázi se opět vybírají data ze zdrojové databáze, které se nazývají 
testovací množina. Na základě výsledku testovací fáze lze rozhodnout, zdali se klasifikátor hodí pro 
řešení dané úlohy. 
Výsledný model klasifikace může být zastoupen v mnoha formách, jakými jsou například kla-
sifikační pravidla, rozhodovací stromy či neuronové sítě. Rozhodovací strom je graf stromové 
struktury, kde každý uzel představuje test hodnoty atributu, každá hrana mezi uzly definuje podmínku 
a koncové uzly reprezentují třídy, do kterých je objekt klasifikován. Rozhodovací stromy lze snadno 
převést na klasifikační pravidla. Klasifikace pomocí neuronové sítě Backpropagation se skládá 
z několika vrstev neuronů. Na první vrstvu je přiváděn vstupní vzorek dat a neurony šíří tyto hodnoty 
dále do vyšších vrstev. Tam následuje neomezený počet vrstev skrytých a jedna výstupní vrstva, která 
vhodným způsobem určuje třídu, do níž má být objekt ze vstupního vzorku dat klasifikován [2, 8]. 
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2.2.3 Shluková analýza 
Shlukování (clustering) je proces rozdělování objektů do tříd na základě jejich podobnosti. Na rozdíl 
od klasifikace a predikce, shlukování analyzuje objekty bez nutnosti předem znát klasifikační třídy, 
protože se jedná o tzv. učení bez učitele. Výsledné třídy a ani jejich popis nejsou na počátku známy. 
Právě shlukování může sloužit k jejich vytvoření. Shlukování provede rozdělení množiny objektů 
do předem neznámého počtu podmnožin takovým způsobem, že v každé podmnožině budou objekty, 
které jsou si navzájem co nejvíce podobné a zároveň jsou co nejméně podobné objektům z jiných 
podmnožin. Objekty jsou tak shlukovány na principu maximalizace vnitrotřídní podobnosti 
a minimalizace mezitřídní podobnosti. Výsledné podmnožiny se nazývají shluky (obrázek 2.1), 
na něž je možno nahlížet jako na výsledné třídy. 
 
Obrázek 2.1: Výsledek shlukové analýzy [8] 
Shlukovací algoritmus se pokouší najít přirozené skupiny dat na základě podobnosti jejich atri-
butů. Níže jsou uvedeny některé typické požadavky na shlukové metody [2, 8]: 
• Škálovatelnost: Velké množství shlukovacích algoritmů funguje dobře pouze na malých 
databázích, které obsahují méně než několik set datových objektů. Velké databáze však 
obsahují několiksetkrát více údajů. Shlukování pouze na malém vzorku dat z těchto velkých 
databází může nepříznivě zkreslit výsledek. Proto je zapotřebí, aby algoritmy shlukování byly 
škálovatelné. 
• Schopnost pracovat s různými typy atributů: Shlukovací algoritmy by měly umět shluko-
vat nejen numerická data, ale i data binární, ordinální, kategorická, textová (viz. kapitola 3) či 
data různých typů. 
• Vytváření shluků různých tvarů: Algoritmy založené na Euklidovské vzdálenostní funkci 
vytváří shluky pouze kulovitých tvarů a podobných velikostí. Výsledek by byl přesnější, 
kdyby vytvářely shluky libovolných tvarů a velikostí. 
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• Minimální požadavky na znalost o doméně při určování parametrů: Mnoho algoritmů 
vyžaduje, aby uživatel zadal některé předem neznámé vstupní parametry, například počet 
hledaných shluků. Výsledky shlukování mohou být na tyto parametry velmi citlivé a jejich 
nevhodné zadání tak může ovlivnit kvalitu výsledku. 
• Schopnost pracovat se zašuměnými daty: Většina databází obsahuje odlehlé nebo chybějící 
údaje. Některým algoritmům může takový šum zkreslit výsledek shlukování. 
• Přírůstkové shlukování a necitlivost vůči pořadí vstupních dat: Některé algoritmy mohou 
být závislé na pořadí dat v databázi a tvořit tak pro různá pořadí jiné výsledky. Algoritmy by 
měly být nezávislé na pořadí dat v databázi a také by se měly umět vhodným způsobem vypo-
řádat s aktualizací databáze. 
• Schopnost zpracovat vícedimenzionální data: Algoritmy by měly být schopné zpracovávat 
i více než dvou- nebo třídimenzionální data, která je člověk schopen analyzovat i bez pomoci 
dolovacích metod. 
• Schopnost shlukování na základě omezování: Algoritmy musí být schopné provést shluko-
vání dat na základě omezování, například od uživatele nebo aplikace. Pro algoritmy je ná-
ročný úkol, jak najít shluky dat, které splňují zadaná omezení. 
• Interpretovatelné a použitelné shluky: Uživatelé očekávají, že výsledek bude srozumitelný, 
použitelný a snadno interpretovatelný. 
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3 Dolování z textových dat 
Dolování z textových dat se vztahuje k procesu získávání vysoce kvalitní informace z textu. Jedná se 
tak o jednu z úloh obecného dolování dat, avšak v tomto případě usilujeme o extrakci zajímavých 
vzorů z textových dokumentů. Každý den je z různých zdrojů vytvářeno velké množství nových 
článků, zpráv, knih, webových stránek, e-mailů, či jiných elektronických dokumentů. Z tohoto obrov-
ského množství textu, tvořeného podniky, organizacemi a ve velké míře i jednotlivci, je třeba vybrat 
ty zajímavé, vztahující se k nějakému problému. Textová data jsou obvykle uložena 
v nestrukturované podobě, tedy v prostém textu. Obvykle nebývají umístěna v relačních nebo 
transakčních databázových systémech, ale především na webových serverech, souborových 
systémech nebo osobních počítačích. Mnoho podniků často vynaloží hodně času na organizování 
těchto dokumentů do nějaké logické struktury, která poskytuje efektivnější použití. Dolování textu lze 
využít v mnoha odvětvích nebo aplikacích, což motivuje k tvorbě nových přístupů získávání 
textových znalostí. 
V současnosti existuje několik metod pro dolování z textových dat odlišujících se od sebe 
typem hledaných informací. Z nich lze vyjmenovat kategorizaci, resp. klasifikaci dokumentů, extrakci 
informací, různé druhy asociačních analýz a shlukovou analýzu. Některým metodám se tato práce 
věnuje okrajově, jiným podrobněji. 
Na úvod rozsáhlé kapitoly dolování z textu je třeba vysvětlit některé dále používané pojmy [9] 
a v další podkapitole i nezanedbatelnou fázi předzpracování textových dat. 
3.1 Základní pojmy 
3.1.1 Kolekce dokumentů 
Klíčovým prvkem dolování z textu je sbírka vstupních dat, nazývaná kolekce dokumentů. Počet do-
kumentů v těchto kolekcích se může pohybovat od několika tisíc do desítek miliónů. Kolekce mohou 
být statické, ve kterých se počet dokumentů nemění, nebo dynamické, v nichž se počet dokumentů 
může neustále měnit. Extrémně velké kolekce dokumentů, stejně jako kolekce s velmi vysokou rych-
lostí změn, mohou představovat výzvu pro optimalizace shlukovacích algoritmů zaměřených čistě 
na textová data. 
3.1.2 Dokument 
Dalším základním prvkem v oblasti dolování znalostí z textu je dokument. Dokument je samostatná 
jednotka textových dat v rámci kolekce všech dokumentů. Může se jednat například o novinový člá-
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nek, knihu, e-mail. Kolekce dokumentů však nemusí obsahovat pouze jediný konkrétní typ doku-
mentu a zároveň jakýkoliv dokument může patřit do libovolného počtu kolekcí. 
Dokumenty mohou obsahovat strukturovaný text s předem definovanou strukturou, v němž 
jsou vzory odděleny předem daným způsobem, nestrukturovaný text s celými větami nebo heslovitě 
psaný semistrukturovaný text. 
3.1.3 Znaky 
Znaky jsou jednoduché komponenty na úrovni písmen, číslic, mezer a dalších speciálních znaků slou-
žících jako základní stavební kameny pro vyšší sémantické úrovně, na kterých se nacházejí slova, 
termy a další. Úroveň znakové reprezentace může zahrnovat kompletní množinu všech znaků obsaže-
ných v celém dokumentu. Limitujícím faktorem pro dolovací úlohy může být absence pozic jednotli-
vých znaků v dokumentu. Užitečnější jsou skupiny znaků, které zahrnují určitou úroveň poziční 
informace. Jejich význam však není nutné znát. Pouhá znaková reprezentace textu však není pro dolo-
vací úlohy příliš optimální. 
3.1.4 Slova a termy 
Slova tvoří v dokumentech ustálené celky, které mají vlastní specifický význam. Termy se skládají 
z jednotlivých slov nebo víceslovných frází spolu s určením slovního druhu. To znamená, že již sa-
mostatná slova v termu mají svůj vlastní význam. V případě víceslovných termů nelze od sebe oddělit 
jednotlivá slova, protože by byl význam termu ztracen. 
Reprezentace dokumentu termy je tvořena podmnožinou termů z tohoto dokumentu. Použijme 
jako příklad větu: „Prezidentův novoroční projev byl vysílán přímo z Pražského hradu“. Potom 
seznam termů reprezentujících dokument může zahrnovat jednotlivá slova z věty jako „projev“, 
„hrad“, ale i víceslovné fráze, například „novoroční projev“, „Pražský hrad“. 
Často jsou používány techniky pro redukování počtu termů v dokumentu. Některé termy 
nemusí mít význam, jiné mohou mít velmi podobný význam jako jiné termy, což může vést 
ke zkreslení výsledků dolovacích úloh. Proto je důležité vybrat pouze reprezentující termy. Fázi 
předzpracování se věnuje kapitola 3.2. 
3.1.5 Popis shluku 
Popis shluku je pojem, který patří do kontextu hierarchického shlukování. Díky němu si může 
uživatel udělat lepší představu o dokumentech a jejich obsahu uvnitř shluku. Může také pomoci při 
generování klíčových slov, které dokumenty charakterizují. Většina algoritmů však nevytváří popisy 
shluků přímo při shlukování, ale až poté, co jsou všechny shluky vytvořeny. To má za následek vyšší 
celkové náklady na tyto algoritmy. Proto je výrazně efektivnější, aby byly popisy shluků generovány 
již při procesu shlukování. Více o tomto problému, formátech a dalších algoritmech lze získat v [11]. 
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3.2 Předzpracování textových dat 
Důležitým krokem, který předchází samotnému dolování znalostí z dat, je příprava těchto dat. 
Předzpracování je prováděno za účelem převedení dat do formátu vhodného pro specifickou dolovací 
úlohu. Může se jednat o omezení vstupních dat, resp. odstranění takových částí, které by mohly mít 
negativní vliv na výsledek dolovací úlohy, nebo se naopak může jednat o rozšíření vstupních dat za 
účelem je blíže specifikovat. Redukce velikosti vstupní databáze může pozitivně přispět i k dosažení 
rychlejšího generování výsledku. 
Chceme-li usnadnit proces výběru klíčových pojmů z dokumentu, musíme provést některé 
základní kroky předzpracování [12, 13]: 
1. Převod textu dokumentu na termy: Všechna interpunkční znaménka jsou odstraněna a ře-
tězce znaků bez mezer jsou považovány za termy (slova, tokeny). 
2. Převod na malá nebo velká písmena: Všechny znaky termů jsou převedena buď na malá, 
nebo na velká písmena. 
3. Vytvoření kanonických tvarů slov: Tento proces, při němž se slova nahrazují pouze svým 
základem, se také často nazývá stemming. Cílem stemmingu je sjednotit slova s rozdílným 
tvarem, ale stejným významem. Příkladem mohou být slova programování nebo programy 
převedené na slovo program. Je třeba si však uvědomit, že při stemmingu dochází 
k odstranění poměrně velké části vstupní informace. Více informací lze nalézt v [14]. Jako 
velmi úspěšný algoritmus na proces stemmingu je označován Porterův stemmovací algorit-
mus. Původní popis tohoto algoritmu byl napsán Martinem F. Porterem již v roce 1979 
a o rok později byl publikován v časopise Program. Originální Porterův stemmer byl napsán 
v kdysi populárním, ale dnes již zaniklém typovacím jazyce BPCL. Dnes je tento algoritmus 
přepsaný do všech známých programovacích jazyků a volně dostupný k použití na [15]. Celý 
stemming je založený pouze na zpracování přípon. U předpon se předpokládá, že jich 
v angličtině není tolik a nejsou použity tak často, aby mohly nějak výrazně ohrozit výsledek 
dolování. Proto se většina stemmovacích algoritmů zajímá pouze o přípony, kterých je 
v angličtině okolo 1 200. Většina přípon v angličtině je tvořena kombinací menších 
a jednodušších přípon. A právě z tohoto jednoduchého předpokladu vychází celý Porterův al-
goritmus. Každé slovo projde šesti kroky algoritmu, ve kterých je definována sada pravidel 
pro odstranění jedné nebo více jednoduchých přípon. Je zjišťováno, zdali je některé z pravidel 
daného kroku aplikovatelné na aktuální slovo. Pokud ano, je daná část přípony odstraněna 
a nově vzniklé slovo (stem) jde do dalšího kroku. Po aplikaci všech šesti kroků je velmi prav-
děpodobné, že se jedná o kořen slova [16]. 
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4. Odstranění stop slov: Spojky, předložky a další podobná slova, která se často vyskytují 
v textu dokumentů, ale nenesou žádný význam, se nazývají stop slova (stopwords, stop-list). 
Mezi taková slova v angličtině patří například a, an, the, on, in, a at. Jedná se o výčet slov, 
která by neměla být zahrnuta do vstupu dolovací úlohy, protože mohou zkreslovat výsledek. 
Více informací lze nalézt v [17]. 
5. Odstranění dalších neužitečných informací: Zejména webovský dokument může obsahovat 
HTML a podobné značky, které do shlukování nechceme začlenit. 
6. Ohodnocení slov: Tento krok může být vhodný jen pro některé dolovací úlohy. Na rozdíl od 
předchozích kroků netransformuje a ani neodstraňuje vstupní data, ale přidává do nich 
užitečnou informaci. Ohodnocení slov (ranking) je proces, při kterém je každému slovu 
přiřazena číselná hodnota reprezentující jeho četnost ve vstupním textu. Více informací lze 
nalézt v [18]. 
3.3 Kategorizace 
Téma obecné klasifikace neboli kategorizace bylo zmíněno již v kapitole 2.2.2. V procesu dolování 
textu se kategorizace používá pro hledání správných témat pro každý dokument. Dokumenty mohou 
být rozřazeny podle obsahu, názvu, autora apod. Kategorizace se uplatní v aplikacích indexování, 
řazení, filtrování či organizování textu, nebo třídění webovských stránek či odhalování spamu. 
Je rozlišována tzv. single-label kategorizace, ve které každý dokument patří právě do jedné kategorie. 
V případě multi-label kategorizace se mohou jednotlivé kategorie překrývat a dokument může patřit 
do libovolného počtu kategorií. 
Pro kategorizaci textu lze použít obecné známé metody, jako rozhodovací stromy, neuronové 
sítě, lineární klasifikátory (Bayesovskou klasifikaci, algoritmus Rocchio založený na TF-IDF váho-
vání), k-sousedství a jiné. 
3.4 Extrakce informací 
Extrakce informací je proces automatického získávání strukturovaných dat z nestrukturovaných do-
kumentů tvořených v přirozeném jazyce. Cílem extrakce je analyzovat zajímavé informace v textech, 
jako například hodnoty a vztahy. Často se jedná o nalezení obecných forem informací, které jsou pak 
použity jako vodítko při dolování. 
Proces extrakce informací zahrnuje analýzu pojmů, která identifikuje jedno nebo víceslovné 
termy v dokumentu. Dále zjistí zajímavé objekty, jako například jména osob či organizací. Výsled-
kem extrakce informací jsou vztahy mezi objekty nebo mezi událostmi [19]. 
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3.5 Shlukování 
V kapitole 2.2.3 byl zmíněn obecný úvod do shlukové analýzy. V případě dokumentů jde o stejný 
princip, tedy o automatické vyhledání shluků dokumentů tvořících uskupení, které mají vysoký stu-
peň asociace (s ohledem na dané vstupní požadavky, jako je minimální podpora) mezi členy, zatímco 
vůči členům z jiných skupin je míra asociace nízká. Existuje několik způsobů pro měření podobnosti 
mezi dvěma dokumenty. Některé z nich jsou založené na vektorovém modelu, jako například kosi-
nová vzdálenost nebo Euklidovská vzdálenost. Jiné metody mohou využívat logických modelů, 
například vzdálenost průsečíku mezi množinami termů dokumentu. Propracovanější metody pracují 
na principu latentní sémantické analýzy sloužící pro transformaci vektorového prostoru a extrakci 
latentní sémantiky z analyzovaného textu. Shlukování textových dokumentů mohou využívat aplikace 
hned v několika případech [14]: 
• Vyhledání podobných dokumentů: Tato funkce je často používána, když uživatel narazí 
ve výsledku vyhledávání na jeden pro něj zajímavý dokument a chce získat více podobných. 
• Zobrazení výsledku vyhledávání: Uživateli umožní získat lepší přehled o dokumentech 
vrácených jako výsledky vyhledávání. Může také zobrazit seznam shluků, které obsahují 
relevantní informace. 
• Prohlížení a interaktivní vyhledávání: Shlukování může sloužit uživateli jako nápomoc 
k vyhledání požadovaných informací. 
• Organizování obsahu webu do kategorií: Shlukování pomáhá internetovým katalogům čle-
nit webovské stránky do různých kategorií. 
• Zobrazení doporučení: Na základě dokumentů nebo webových stránek, které uživatel 
v minulosti navštívil, doporučuje další dokumenty s podobným obsahem. 
• Rychlejší a efektivnější vyhledávání: Shlukování je využíváno pro optimalizaci procesu 
vyhledávání. 
3.5.1 Základní přístupy 
Základní přístup ke shlukování textu může obsahovat 4 kroky: 
1. Předzpracování textových dat 
2. Definování míry podobnosti 
3. Výpočet podobnosti pro všechny dvojice dokumentů 
4. Shlukování 
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3.5.1.1 Vektorový model 
Většina shlukovacích algoritmů spoléhá na tzv. vektorový model, ve kterém je každý textový doku-
ment d reprezentován vektorem frekvencí zbývajících m položek: 
d = {tf1, …, tfm}. (3.1) 
Každá složka vektoru tedy odpovídá počtu výskytů jiného klíčového slova. Obvykle jsou 
vektory normalizovány na jednotnou délku, aby byly dále snáze porovnatelné. Avšak i po důkladném 
předzpracování dat bude vektor obsahovat velmi vysoký počet rozměrů, protože počet položek se 
může pohybovat v řádu několika stovek až tisíců. Navíc většina hodnot frekvencí výskytu položky 
bude pro jednotlivé dokumenty nulová. 
3.5.1.2 Váhování TF-IDF 
Reprezentace TF-IDF (term frequency – inverse document frequency) zohledňuje výskyty slova 
v textu a současně snižuje jeho důležitost podle množství výskytu v ostatních dokumentech [20]. TF 
určuje, kolikrát je term w obsažen v dokumentu d. Větší frekvence výskytu tedy vede 
k relevantnějšímu tématu. IDF pak určuje počet výskytů termu t ve všech dokumentech. TF-IDF je 
pak dáno jako [9]: 
TF-IDF_Weight(w, d) = TermFreq(w, d) * log N
DocFreq(w) , 
(3.2) 
kde TermFreq(w, d) je frekvence termu w v dokumentu d. N je počet všech dokumentů a DocFreq(w) 
je počet dokumentů obsahujících term w. 
3.5.1.3 Měření podobnosti 
Pro měření podobnosti mezi dvěma dokumenty d1 a d2, zastoupené v modelu vektorového prostoru, 
slouží kosinová podobnost (Cosine Similarity): 
similarityd1, d2 = d1 ∘ d2d1 · d2 , (3.3) 
kde ∘ značí skalární součin vektorů a || značí absolutní hodnotu vektoru, resp. jeho délku. Získáme tak 
hodnotu úhlu sevřeného oběma vektory. Jsou-li oba porovnávané dokumenty naprosto stejné, bude 
výsledek roven jedné. Čím více jsou si však rozdílné, tím více hodnota úhlu klesá. 
3.5.2 Metody založené na rozdělování prostoru 
Cílem metod založených na rozdělování prostoru je rozdělit n dokumentů do k shluků, resp. tříd, 
jejichž počet je třeba předem znát. Třídy jsou vytvořeny již v prvním kroku podle několika náhodně 
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vybraných vstupních dokumentů. Zbývající dokumenty se do těchto tříd rozdělí podle podobnosti. 
V dalších iteracích se vylepšuje dělení přesunutím dokumentů z jedné skupiny do jiné [2]. 
3.5.2.1 K-Means a jeho varianty 
Metody K-Means využívají body reprezentující každou třídu, které slouží pro posouzení, zdali doku-
ment do dané třídy patří. 
V obecném algoritmu K-Means jsou třídy reprezentovány centrálním bodem, který je střední 
hodnotou objektů ve třídě. V každém kroku se přepočítávají středy podle aktuálního rozložení. 
Jednotlivé dokumenty se rozdělují do tříd na základě vzdálenosti od těchto bodů. Více se lze dočíst 
v [8, 9, 12]. 
Existuje několik variant metody K-Means lišících se ve způsobu výběru počátečních k tříd, 
výpočtu centrálních bodů a vzdálenosti jednotlivých objektů. V [14] je uveden algoritmus Bisecting 
K-Means dosahující lepších výkonů. Jádro algoritmu pracuje podobně jako obecný K-Means, 
navíc však využívá principu rozdělovacích hierarchických shlukovacích metod. Bisecting 
K-Means používá K-Means k rozdělení datového souboru do dvou shluků. Poté pokračuje 
rozdělením aktuálně největšího shluku do dvou menších, opět za použití K-Means. To celé 
tak dlouho, dokud nedosáhne výsledného počtu k shluků. 
3.5.2.2 K-Medoids 
Každý shluk je reprezentován jedním z objektů, umístěným blízko středu shluku, nazvaným jako 
medoid. Pro tento objekt platí, že průměrná vzdálenost k ostatním objektům ve shluku je minimální. 
Metoda pracuje na velmi podobném principu, jako K-Means, přičemž nevyhledává centrální body 
shluků, ale tyto reprezentativní objekty. Více o algoritmu v [8]. 
3.5.3 Metody založené na hierarchickém shlukování 
Hierarchické metody fungují na základě seskupení dokumentů do stromové hierarchie shluků, nazva-
nou dendogram. Hierarchické metody se dělí na aglomerativní, u kterých dochází ke slučováním 
menších shluků a na rozdělovací, které výsledné shluky vytvářejí postupným rozdělováním větších 
shluků. 
3.5.3.1 Aglomerativní metody 
Aglomerativní metody pracují zdola nahoru. Na počátku těchto metod tvoří každý dokument jeden 
shluk a postupně se spojují ty páry shluků, které jsou si nejvíce podobné, dokud nejsou všechny 
shluky sloučené do jednoho. Mezi nejznámější metody používající tento přístup patří [14]: 
• Single-Link: Metoda, nazývána jako metoda nejbližšího souseda, spojuje dva shluky obsahu-
jící dva nejbližší, resp. nejpodobnější dokumenty, které nejsou ve stejném shluku. 
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• Complete-Link: Metoda, nazývána jako metoda nejvzdálenějšího souseda, spojuje dva 
shluky obsahující dva nejvzdálenější, resp. nejméně podobné dokumenty, které nejsou 
ve stejném shluku. 
• Average-Link: Metoda spojuje dva shluky obsahující dva dokumenty s průměrnou vzdále-
ností, resp. s minimální vzdáleností středů těchto shluků, které nejsou ve stejném shluku. 
3.5.3.2 Rozdělovací metody 
Rozdělovací metody pracují na opačném principu než aglomerativní metody. Shlukování začíná vy-
tvořením jednoho shluku obsahujícího všechny dokumenty. Ty pak iterativně rozděluje na menší 
části, dokud nejsou vytvořena seskupení obsahující pouze jediný dokument nebo vzdálenost dvou 
nejbližších uskupení nepřekoná předem danou hranici. 
Tyto metody jsou obvykle výrazně rychlejší než aglomerativní metody, ale mají tu nevýhodu, 
že rozdělení nelze vrátit zpět, pokud dojde k chybnému rozhodnutí. 
Jedním z algoritmů, využívajících hierarchické rozdělovací metody je PDDP (Principal Di-
rection Divisive Partitioning). Více o tomto algoritmu lze získat v [14, 21]. 
3.5.4 Nevýhody předchozích přístupů 
V [22] jsou porovnávány rozdělovací a hierarchické metody na nejrůznějších vstupních datech. Uká-
zalo se, že metody založené na rozdělování prostoru dosahují kvalitnějších výsledků než hierarchické 
metody. 
Ani rozdělovací, ani hierarchická metoda však ve skutečnosti neřeší problém vysoké dimenzio-
nality vektorového modelu u textového shlukování. Přestože algoritmy K-Means a K-Medoids do 
jisté míry poskytují reprezentaci shluku v podobě středových bodů nebo objektů, které jsou pro výpo-
četní účel vhodné, neposkytují srozumitelné popisy shluků, ze kterých by člověk snadno poznal jejich 
obsah. Přetrvává tedy problém, jak zajistit, aby výsledné shluky byly pro člověka snadno pochopi-
telné. Naskýtá se možnost využít metod, které nejsou založené na vektorovém modelu. Metody zalo-
žené na shlukování frekventovaných množin [1] se snaží touto cestou vydat. Zabývá se jimi celá 
následující kapitola. 
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4 Shlukování na základě frekventova-
ných množin 
Předchozí kapitola, zaměřená na shlukování textových dat, ukázala několik nejběžnějších přístupů 
shlukovacích algoritmů. Metody založené na rozdělování prostoru a metody hierarchického shluko-
vání však neposkytují popisy výsledných shluků. Ačkoliv mohou být tyto popisy odděleně genero-
vány po dokončení shlukovacího procesu, je to výrazně náročné a neefektivní. 
Existuje několik přístupů, které používají shlukování na základě frekventovaných množin. Od-
lišují se tak od principu metod založených na vektorovém modelu, který trpí problémem vysoké 
dimenzionality dat. Využitím vlastnosti, že každá podmnožina frekventované množiny musí být také 
frekventovaná, je možné rozměrnost vstupních dat výrazně snížit. Výsledné shluky, které algoritmy 
na této metodě generují, se skládají ze všech dokumentů, které obsahují tyto frekventované položky, 
jež mohou být také použity jako popis shluku. 
Metoda HFTC (Hierarchical Frequent Term-based Clustering) [1] se snaží výše uvedené 
požadavky realizovat. V každé iteraci vybírá tzv. frekventovanou množinu termů (frequent term-set) 
reprezentující jeden shluk. Přitom se snaží minimalizovat překrývání jednotlivých shluků. Výsledek 
závisí na pořadí vybíraných frekventovaných množin, což zahrnuje nutnost použití nějaké heuristické 
metody. Přesnost algoritmu je srovnatelná s algoritmem Bisecting K-Means. 
Testy v [23] však ukázaly, že algoritmus HFTC není vhodný pro rozměrné databáze 
(6 000 dokumentů a více) a je málo škálovatelný. Proto autoři uvedené práce navrhli novou metodu 
založenou na frekventovaných množinách položek (frequent item-sets) a nazvali ji FIHC (Frequent 
Itemset-based Hierarchical Clustering). Metoda řeší problém vysoké dimenzionality dat, přitom 
Obrázek 4.1: Porovnání rychlosti algoritmů HFTC, Bisecting K-Means a FIHC 
pro různé velikosti vstupních dat [20] 
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poskytuje vysokou kvalitu výsledku shlukování a srozumitelné popisy jednotlivých shluků. Volitelně 
lze zadat jejich celkový počet. Algoritmus je plně škálovatelný a efektivní i pro velké databáze 
(100 000 dokumentů), kde dosahuje dvojnásobně lepších rychlostí, než metoda Bisecting K-Means 
(viz. obrázek 4.1). Kapitola 6 porovná algoritmy HFTC a FIHC na testovací kolekci WAP. 
Tato část práce bude dále zkoumat přístup algoritmu FTC (Frequent Term-based Clustering) 
a popíše i jeho variantu HFTC. Na počátek je však třeba vysvětlit základní definice. 
4.1 Definice 
Term1 
Nechť existuje term ti, i = 1, …, m. Pak existuje množina všech termů nazvaná T, pro kterou platí: 
T = {t1, …, tm}. (4.1) 
Textový dokument 
Nechť existuje dokument Dj, j = 1, …, n, který se skládá z termů a je tedy podmnožinou T: 
Dj ⊆ T pro každé j = 1, …, n. (4.2) 
Databáze 
Nechť D je databáze textových nebo hypertextových dokumentů Dj, pro kterou platí: 
D = {D1, …, Dn}. (4.3) 
Minimální podpora 
Minimální podpora min_support je reálné číslo: 
0 ≤ min_support ≤ 1. (4.4) 
Pokrytí 
Pro každou množinu termů S, S ∊ T, položme cov(S), označený jako pokrytí (coverage) S, jako mno-
žinu všech dokumentů, které obsahují všechny termy z S, tedy množinu všech dokumentů obsahují-
cích S: 
cov(S) = {Dj ∊ D | S ⊆ Dj}. (4.5) 
 
 
                                                     
1
 Pojmy term a množina termů budou dále používány namísto pojmů položka (item) a množina položek (item 
sets), protože podrobně popisovaný algoritmus FTC se nezabývá transakcemi, ale textovými dokumenty.  
 22
Frekventovaná množina termů 
Nechť existuje frekventovaná množina Fi, i = 1, …, k, která respektuje minimální podporu 
min_support. Pak množina všech frekventovaných množin termů v D respektujících minimální pod-
poru min_support je dána jako: 
F = {F1, …, Fk} (4.6) 
a získá se: 
F = {Fi ⊆ T | | cov(Fi) | ≥ min_support ∙ |D|} (4.7) 
Frekventovaná k-term množina a kandidát na shluk 
Kardinalita frekventované množiny k se označuje jako frekventovaná k-term množina (frequent 
k-term set). Pokrytí každého elementu Fi z F může být považováno jako kandidát na shluk (cluster 
candidate). 
Shlukování a popis shluku 
Shlukování (clustering) je jakákoliv podmnožina množiny všech podmnožin databáze D taková, že 
každý dokument D je obsažen alespoň v jedné množině, tj. shluku. Tyto shluky se mohou nebo ne-
musí překrývat. Definujme popis shluku (cluster description) jako podmnožinu CD z F, která po-
krývá celou databázi: 
CD = {Fi | i ∊ I} (4.8) 
a musí splňovat: 
 covFi
i ∈ I
 = D (4.9) 
Shluk C je pak dán jako: 
C =  Fi ⊆ F |  covFi
i ∈ I
 = D (4.10) 
Překrytí 
V další části je třeba zjistit, které shluky mají nejmenší překrytí (overlap). Pro efektivní výpočet míry 
překrytí daného shluku Fi ve spojení s jinými shluky zjistíme, kolik frekventovaných množin termů je 
obsaženo v dokumentech pokrytých Fi. Nechť fj značí počet všech frekventovaných množin termů 
podporovaných dokumentem Dj. Pak platí: 
fj = | {Fi ∊ R | Fi ⊆ Dj} |, (4.11) 
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kde | | označuje mohutnost některé množiny a R označuje podmnožinu z F, podmnožinu zbývajících 
frekventovaných množin termů (remaining frequent term sets), tj. rozdíl, mezi F a množinou již vy-
braných frekventovaných množin termů (selected frequent term sets) jako výsledný shluk, resp. popis 
shluku. Neformálně řečeno, algoritmus pracující tímto způsobem v každém kroku vybere jednu frek-
ventovanou množinu termů z množiny zbývajících, kterou z ní následně odstraní. 
Překrytí shluku Ci s jinými shluky je tím menší, čím menší jsou hodnoty fj jednotlivých doku-
mentů, resp. čím menší je zastoupení dokumentů v jiných kandidátech na výsledné shluky. Ideálně je 
hodnota fj = 1 pro všechny dokumenty v Ci. To nastane v případě, kdy jsou všechny dokumenty 
v kandidátech na shluk obsaženy právě jednou. Pak je hodnota překrytí všech kandidátů Ci rovna nule 
a výsledné shluky tvoří každý z nich. 
Standardní překrytí 
Standardní překrytí (standard overlap) je definováno jako: 
SO(Ci) = 
∑ (fi - 1)Dj ∈ Ci|Ci| . (4.12) 
Standardní překrytí je velmi snadné na výpočet, avšak není příliš vhodné. Vzhledem k vlastnosti 
frekventovaných množin, kdy každá podmnožina frekventované množiny musí být také frekvento-
vaná, každý dokument podporující jednu množinu termů o velikosti m také podporuje nejméně m - 1 
dalších množin. To znamená, že každý kandidát na shluk popsaný více termy má mnohem větší pře-
krytí než kandidát, který je popsaný pouze několika termy. Díky tomu jsou upřednostňováni kandidáti 
s menším počtem popisujících termů. Tento fakt může výsledek shlukování zhoršit. 
Entropické překrytí 
Entropické překrytí (entropy overlap) je alternativou standardnímu překrytí. Ačkoliv je složitější 
na výpočet, netrpí výše uvedeným problémem. Entropie měří rozložení dokumentů ve všech zbývají-
cích kandidátech na shluk. Pravděpodobnost, že dokument Dj patří do jednoho konkrétního kandidáta 
na shluk, je dána jako: 
pj = 
1
fj
. (4.13) 
Největší pravděpodobnost pj = 1 nastane, pokud je dokument Dj obsažen pouze v jednom kandidátovi. 
Čím více je však dokument zastoupen i v jiných kandidátech, tím je pravděpodobnost menší. Entro-
pické překrytí měří distribuci dokumentů shluku Ci ve všech zbývajících kandidátech: 
EOCi =  - 1fj  · ln
1
fj

Dj ∈ Ci
. (4.14) 
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Entropické překrytí je rovno nule, když žádný dokument Dj z kandidáta Ci není obsažen 
v jiném kandidátovi a je monotónně rostoucí s počtem zastoupení těchto dokumentů v různých 
kandidátech. 
Práce, nazvaná Performance Improvement for Frequent Term-based Text Clustering Algorithm 
[24] podrobně popisuje nedostatky výše uvedených definic standardního i entropického překrytí, 
které mají na kvalitu výsledků i rychlost shlukovacího algoritmu největší podíl, a navrhuje vylepšení 
obou metod. Jsou tak představeny dvě nové metody výpočtu překrytí dané definicemi 4.15 a 4.19. 
Vylepšené standardní překrytí 
Jak již bylo výše napsáno, čím více má kandidát na shluk popisujících termů, tím větších hodnot 
dosahuje standardní překrytí, a tak zvýhodňuje malé frekventované množiny termů. Standardní pře-
krytí pak značně přispívá větším kandidátům na shluk s více dokumenty, především kvůli tomu, že 
samotný výpočet je průměr hodnot fj - 1. A právě proto, že větší kandidáti jsou často popsány menším 
počtem frekventovaných termů (popisů), budou pravděpodobně nejvíce zastoupeny ve výsledném 
shlukování. Tyto problémy by měl odstranit upravený výpočet standardního překrytí: 
ISO(Ci) =  (fi - k)
Dj ∈ Ci
, (4.15) 
kde k označuje počet intra-shlukovacích množin termů podporovaných Dj. Pro jednoduchost lze 
k vypočítat jako 2n - 1. Exponent n je v tomto případě roven počtu termů zkoumané frekventované 
množiny. Více informací se lze dočíst v autorově práci [24]. 
Vylepšené entropické překrytí 
Vylepšené entropické překrytí (improved entropy overlap) odstraňuje při výpočtu entropického pře-
krytí problémy uvedené v [24]. Autor článku tvrdí, že entropické překrytí se zakládá na součtu prav-
děpodobností všech dokumentů v Ci: 
P =  - 1fjDj ∈ Ci , (4.16) 
ale všechny shluky by měly mít hodnotu pravděpodobnosti P stejnou, aby byly navzájem srovnatelné. 
Další problém nastává v okamžiku, kdy čím větších hodnot dosahuje fj, tím menší je výsledek 
- 1fj  · ln 1fj. Tím pádem entropické překrytí inklinuje k výběru shluků s velkou fj hodnotou jejich 
dokumentů, což svědčí o velkém překrytí s dalšími shluky. Abychom povolili vzájemnou porovnatel-
nost shluků, vypočítáme násobič m: 
m =  1
 fjDj ∈ Ci
 (4.17) 
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a aplikujeme jej na fj: 
 1
m ·  fj
 = 1
Dj ∈ Ci
. (4.18) 
Z definice 4.17 je vidět, že větší fj znamená menší hodnotu m, což by mělo mít za následek zmírnění 
druhého problému, při kterém velké hodnoty fj znamenají nízkou hodnotu entropického překrytí. 
Výsledný výpočet vylepšeného entropické překrytí shluku Ci, označen jako IEO(Ci) je pak definován, 
jako: 
IEOCi =  - 1
m ·  fj
 · ln 1
m ·  fj

Dj ∈ Ci
. (4.19) 
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4.2 Algoritmus FTC 
V předchozí kapitole je shlukování definováno jako podmnožina množiny ze všech podmnožin 
vstupního souboru dat. Popisy jednotlivých shluků jsou pak jednotlivé podmnožiny množiny F ze 
všech frekventovaných množin termů nacházejících se v celé vstupní databázi. Složitost pro nalezení 
těchto popisů, resp. počet všech podmnožin F je O(2|F|), tedy vysoce náročné. Algoritmus FTC, po-
psaný v této kapitole, je motivován výše uvedenými problémy. 
FTC (Frequent Term-based Clustering) je hladový1 algoritmus, který vytváří pouze jedno-
vrstvé shlukování s minimálním přesahem. Takové shluky jsou ve výsledku nestrukturované 
a pokrývají celou vstupní databázi. Algoritmus je výjimečný tím, že popisy shluků jsou známy již při 
jejich vytváření. Není tak nutné popisy dodatečně generovat po procesu shlukování. 
4.2.1 Popis algoritmu 
Průběh algoritmu lze rozložit do dvou hlavních kroků: 
1. Generování frekventovaných množin termů 
2. Vytvoření kandidátů na shluk a výběr takových, kteří budou výsledné shluky tvořit 
Algoritmus pracuje zdola nahoru. Na počátku jsou vygenerovány všechny frekventované mno-
žiny termů z celé vstupní databáze s ohledem na předem definovanou minimální podporu 
min_support. Všechny tyto frekventované množiny termů jsou umístěny do množiny zbývajících 
frekventovaných množin termů (RemainingTermSets). Dále je vytvořena z počátku prázdná množina 
vybraných frekventovaných množin termů (SelectedTermSets), která bude později obsahovat výběr 
jednoho nebo více elementů, resp. popisů shluku, vybraných z množiny zbývajících frekventovaných 
množin termů. V každém kroku algoritmus vypočítá překrytí všech frekventovaných množin termů 
a vybere takovou, která má tuto hodnotu nejnižší (BestCandidate). Tuto množinu pak přidá do 
množiny vybraných frekventovaných množin termů společně s jejími kandidáty na shluk a odstraní ji 
z množiny zbývajících frekventovaných množin termů. Všechny dokumenty, které kandidát 
obsahoval, jsou odstraněny jak z databáze, tak ze všech zbývajících kandidátů. Algoritmus končí 
v momentě, kdy jsou všechny dokumenty z databáze odstraněny, resp. každý dokument je obsažen 
v nějakém shluku. Výsledkem jsou množiny vybraných frekventovaných množin termů 
(SelectedTermSets) reprezentující popisy každého shluku a příslušná množina dokumentů. Pseudokód 
algoritmu je uveden níže. 
Poznamenejme, že v každém kroku algoritmus generuje právě jeden shluk společně s jeho 
popisem a množinou odpovídajících dokumentů. Shluky jsou ve výsledku nepřekrývající, protože do-
                                                     
1
  Hladový (greedy) algoritmus si z nabízené množiny objektů vybírá takové, které se mu pro výpočet jeví jako 
nejlepší. Uspořádání množiny může být ovlivňujícím faktorem pro běh algoritmu a jeho výsledek. 
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kumenty, které již do nějakého shluku patří, jsou z databáze odstraněny. Jednoduchou úpravou kroku 
10 v pseudokódu lze algoritmus upravit tak, aby nacházel i překrývající se shluky. 
Algoritmus: FTC. Shlukování na základě frekventovaných množin 
Vstup:  D, databáze textových nebo hypertextových dokumentů; 
min_support, hodnota minimální podpory. 
Výstup: SelectedTermSets, vybrané frekventované množiny termů. 
Kód: 
(1) SelectedTermSets = {} 
(2) n = |D| 
(3) RemainingTermSets = DetermineFrequentTermSets(D, min_support) 
(4) while | cov(SelectedTermSets) | ≠ n do begin 
(5) for each set in RemainingTermSets do 
(6) Calculate overlap for set 
(7) BestCandidate = element of RemainingTermSets with minimum overlap 
(8) SelectedTermSets = SelectedTermSets ⋃ {BestCandidate} 
(9) RemainingTermSets = RemainingTermSets - {BestCandidate} 
(10) Remove all documents in cov(BestCandidate) from D and from the coverage of all 
of the RemainingTermSets 
(11) end 
(12) return SelectedTermSets 
Uveďme příklad práce algoritmu. Na počátku předpokládáme vstupní databázi textových dokumentů 
D obsahující 10 článků o psech. Po důkladném předzpracování obsahuje každý dokument několik 
termů (viz. tabulka 4.1). 
Tabulka 4.1: Obsah vstupní databáze dokumentů po předzpracování 
Dokument Termy 
D1 jezevčík, chrt, pudl, bernardýn 
D2 chrt, dalmatin, retrývr, bernardýn 
D3 jezevčík, chrt, pudl, dalmatin 
D4 jezevčík, chrt, pudl 
D5 labrador 
D6 jezevčík, chrt, pudl, dalmatin, bernardýn 
D7 jezevčík, chrt, retrývr, bernardýn 
D8 jezevčík, chrt, dalmatin, retrývr 
D9 kokršpaněl 
D10 jezevčík, chrt, pudl, dalmatin, kokršpaněl 
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Nejdříve algoritmus vygeneruje všechny frekventované množiny termů. Hodnota minimální 
podpory min_support je definována na 0,5. V prvním kroku je vypočítáno entropické překrytí (EO) 
pro každou frekventovanou množinu termů. Tabulka 4.2 ukazuje, že nejmenší překrytí mají frekven-
tované množiny termů {pudl}, {jezevčík, pudl}, {chrt, pudl} a {jezevčík, chrt, pudl}. Zde si může 
algoritmus vybrat, kterou frekventovanou množinu termů použije jako popis budoucího shluku. Před-
pokládejme, že nás zajímají takové popisy, které nejvíce vystihují dané dokumenty, tedy počet prvků 
frekventované množiny je co největší. Algoritmus pak vybere množinu {jezevčík, chrt, pudl}, umístí 
ji do množiny vybraných termů, odstraní ji z množiny zbývajících termů a všechny dokumenty 
z příslušného kandidátu na shluk (D1, D3, D4, D6, D10) odstraní z databáze i ze zbývajících kandidátů. 
Je pravděpodobné, že někteří kandidáti na shluk nebudou dále obsahovat žádný dokument a budou 
také odstraněni. 
Tabulka 4.2: První krok algoritmu FTC 
Frekventovaná množina termů Kandidáti na shluk EO 
{jezevčík} {D1, D3, D4, D6, D7, D8, D10} 1,98 
{chrt} {D1, D2, D3, D4, D6, D7, D8, D10} 2,34 
{pudl} {D1, D3, D4, D6, D10} 1,29 
{dalmatin} {D2, D3, D6, D8, D10} 1,42 
{jezevčík, chrt} {D1, D3, D4, D6, D7, D8, D10} 1,98 
{jezevčík, pudl} {D1, D3, D4, D6, D10} 1,29 
{chrt, pudl} {D1, D3, D4, D6, D10} 1,29 
{chrt, dalmatin} {D2, D3, D6, D8, D10} 1,42 
{jezevčík, chrt, pudl} {D1, D3, D4, D6, D10} 1,29 
V tabulce 4.3 je vidět druhý krok algoritmu, množina zbývajících frekventovaných termů 
a příslušní kandidáti na shluk. Překrytí je pro tento krok opět přepočítáno. Na rozdíl od předchozího 
kroku, zde má algoritmus na výběr množiny {jezevčík, chrt} a {chrt, dalmatin}. Počet výsledných 
shluků a jejich velikost bude v obou případech stejná, avšak popisy a obsah v každém jiné. Algorit-
mus předpokládá, že frekventované množiny termů jsou seřazeny podle nějaké předešlé heuristiky 
prováděné při generování a proto vezme další v pořadí, množinu {chrt, dalmatin}. 
Tabulka 4.3: Druhý krok algoritmu FTC 
Frekventovaná množina termů Kandidáti na shluk EO 
{jezevčík} {D7, D8} 0,69 
{chrt} {D2, D7, D8} 1,05 
{dalmatin} {D2, D8} 0,69 
{jezevčík, chrt} {D7, D8} 0,69 
{chrt, dalmatin} {D2, D8} 0,69 
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Poslední krok algoritmu obsahuje 3 frekventované množiny termů obsahující jeden dokument 
D7 v množině kandidátů na shluk (tabulka 4.4). Algoritmus podle předchozích předpokladů vybere 
jako poslední shluk popsaný množinou {jezevčík, chrt}. 
Tabulka 4.4: Poslední krok algoritmu FTC 
Frekventovaná množina termů Kandidáti na shluk EO 
{jezevčík} {D7} 0,37 
{chrt} {D7} 0,37 
{jezevčík, chrt} {D7} 0,37 
Výsledkem jsou tři vygenerované shluky popsané jako {jezevčík, chrt, pudl}, {chrt, dalmatin} 
a {jezevčík, chrt}. Příslušné dokumenty jsou v tabulce 4.5. Do výsledku shlukování je možné zahr-
nout i dvě odlehlé hodnoty, a to dokument D5 s popisem {labrador} a D9 s popisem{kokršpaněl}. Ani 
jeden term (v tomto případě pouze jeden jediný) z těchto dokumentů nesplnil požadavek minimální 
podpory min_supp, a algoritmus tak s nimi vůbec nepočítal. 
Tabulka 4.5: Výsledné shluky vygenerované algoritmem FTC 
Popis shluku Dokumenty 
{jezevčík, chrt, pudl} {D1, D3, D4, D6, D10} 
{chrt, dalmatin} {D2, D8} 
{jezevčík, chrt} {D7} 
{labrador} {D5} 
{kokršpaněl} {D9} 
4.2.2 Vyhodnocení algoritmu 
Pro vyhodnocení kvality algoritmu FTC je v [1] definována entropická míra. Nechť C je shlukování, 
tedy množina shluků a K = {K1, …, Kk} je množina evaluačních (správných) tříd z databáze D. Pak 
entropie shlukování C, popsána jako E(C), je definována: 
EC= nj|D|
Cj
 -pij ln pij
i
, (4.20) 
kde nj je velikost shluku Cj a pij je pravděpodobnost, že člen shluku Cj patří do třídy Ki. Výsledkem 
funkce je interval [0…ln(|K|)]. Čím menší entropická míra je, tím kvalitnější shlukování algoritmus 
vytvořil. 
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4.3 Algoritmus HFTC 
HFTC (Hierarchical Frequent Term-based Clustering) je algoritmus, který na rozdíl od algoritmu 
FTC vytváří hierarchické shlukování, tedy stromovou hierarchii shluků. Výsledkem je grafově-
strukturované shlukování se vztahy mezi každým shlukem a jeho předchůdci. Pokud je původní algo-
ritmus FTC vhodně upraven, mohou se shluky překrývat. Vlastnost, že každá podmnožina frekvento-
vané množiny musí být také frekventovaná, může být využita i v hierarchickém shlukování. Algorit-
mus HFTC tak může být založen na opakovaném využití algoritmu FTC a vytvářet hierarchické shlu-
kování. Rozdíl je v tom, že tentokrát není algoritmus FTC aplikován na celou množinu 
F frekventovaných množin termů, ale pouze na množinu všech frekventovaných množin termů 
z jedné úrovně, které se nazývají frekventované množiny k-termů (frequent k-term sets). Další rozdíl 
spočívá ve využití vybraných shluků algoritmem FTC. Následující úrovně, tedy frekventované 
množiny (k + 1)-termů, mohou být složeny pouze z těch frekventovaných termů, které algoritmus 
FTC vybral v předchozím kroku k - 1. 
4.3.1 Popis algoritmu 
Nejdříve je třeba modifikovat originální algoritmus FTC tak, aby neodstraňoval již vybrané doku-
menty z databáze, díky čemuž bude tvořit překrývající se shluky dokumentů. Toho dosáhneme 
jednoduchým odstraněním řádku číslo 10 v pseudokódu z předchozí kapitoly. Vstupem do 
modifikovaného algoritmu FTC jsou množiny zbývajících frekventovaných množin termů 
(RemainingTermSets) jedné úrovně. Stejně jako u původní verze je vytvořena prázdná množina 
vybraných frekventovaných množin termů (SelectedTermSets), která bude později obsahovat výběr 
jednoho nebo více elementů, resp. popisů shluku, vybraných z množiny zbývajících frekventovaných 
množin termů jedné úrovně. Algoritmus dále pokračuje obvyklým způsobem, při kterém vybírá 
frekventované množiny termů s aktuálně nejnižším překrytím (BestCandidate) a odstraňuje je 
z množiny zbývajících, dokud již vybrané množiny nepokryjí všechny dokumenty obsažené 
v původní vstupní množině jedné úrovně nebo nevyčerpá všechny zbývající množiny z této úrovně. 
Výsledkem jsou množiny vybraných frekventovaných množin termů jedné úrovně. 
Algoritmus: Modifikovaný FTC pro HFTC. Shlukování na základě frekventovaných množin 
Vstup:  RemainingTermSets, všechny frekventované množiny termů jedné úrovně (k-term). 
Výstup: SelectedTermSets, vybrané frekventované množiny termů. 
Kód: 
(1) SelectedTermSets = {} 
(2) n = | cov(RemainingTermSets) | 
(3) while | cov(SelectedTermSets) | ≠ n do begin 
(4) for each set in RemainingTermSets do 
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(5) Calculate overlap for set 
(6) BestCandidate = element of RemainingTermSets with minimum overlap 
(7) SelectedTermSets = SelectedTermSets ⋃ {BestCandidate} 
(8) RemainingTermSets = RemainingTermSets - {BestCandidate} 
(9) end 
(10) return SelectedTermSets 
Samotný HFTC algoritmus je pak velmi jednoduchý. Na počátku jsou vygenerovány všechny frek-
ventované množiny termů z celé vstupní databáze s ohledem na předem definovanou minimální 
podporu min_support a jsou umístěny do množiny všech frekventovaných množin termů 
(FrequentTermSets). Úroveň (level) je nastavena na hodnotu 1, protože v prvním kroku algoritmus 
pracuje pouze s frekventovanými množinami 1-termů. Právě ty jsou vybrány z množiny všech frek-
ventovaných množin termů, umístěny do aktuální množiny zbývajících množin termů 
(RemainingTermSets) a předány na vstup modifikovanému algoritmu FTC. Původně prázdná množina 
vybraných frekventovaných množin termů (SelectedTermSets) je naplněna množinami, které algorit-
mus FTC vybral. Tímto způsobem jsou zpracovány všechny množiny první úrovně a je možno 
přistoupit k výběru frekventovaných množin úrovně druhé, tedy k + 1. Algoritmus vybírá pouze ty 
frekventované množiny termů dané úrovně, které jsou složeny z množiny vybraných frekventovaných 
množin termů předchozí úrovně. Celý cyklus je opakován a končí v momentě, kdy již nejsou 
k dispozici žádné frekventované množiny termů o velikosti k + 1. 
Algoritmus: HFTC. Hierarchické shlukování na základě frekventovaných množin 
Vstup:  D, databáze textových nebo hypertextových dokumentů; 
min_support, hodnota minimální podpory. 
Výstup: SelectedTermSets, vybrané frekventované množiny termů. 
Kód: 
(1) SelectedTermSets = {} 
(2) FrequentTermSets = DetermineFrequentTermSets(D, min_support) 
(3) level = 1 
(4) RemainingTermSets = level-term elements of FrequentTermSets 
(5) while | RemainingTermSets | > 0 do begin 
(6) SelectedTermSets = SelectedTermSets ⋃ modifiedFTC(RemainingTermSets) 
(7) level = level + 1 
(8) RemainingTermSets = level-term elements of FrequentTermSets containing all 
frequent terms from the previous level 
(9) end 
(10) return SelectedTermSets 
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Obrázek 4.2: Ukázka shlukování algoritmu HFTC 
Jak by mohl vypadat výsledek shlukování, ukazuje obrázek 4.2. Je vidět, že algoritmus opravdu 
tvoří hierarchické shlukování s popisy shluků. Každý uzel stromu může mít více synů a má vždy tolik 
otců, jak velká je množina frekventovaných termů, která uzel popisuje. Jelikož je u algoritmu HFTC 
využívána vlastnost, že každá podmnožina frekventované množiny musí být také frekventovaná, je 
popis shluku každého syna tvořen vždy z k + 1 termů, kde k je počet otců uzlu a obsah shluku tvoří 
průnik všech jejich dokumentů. Proto shluk, který je synem, nemůže obsahovat dokument, který by 
neobsahoval jeho otec. Analogicky je tomu tak i u popisu shluku. Shlukování vytvořené algoritmem 
HFTC si lze také představit jako nehierarchické uskupení dokumentů, kde jeden dokument může být 
ve více uskupeních současně. Přitom musí platit všechny výše uvedené vlastnosti. 
Uvedená vlastnost, že každá další úroveň je složena pouze z frekventovaných množin termů 
předchozí úrovně vybraných algoritmem FTC se dá využít ke zrychlení celého procesu. Úprava spo-
čívá v myšlence, že není nutné generovat všechny frekventované množiny termů, ale před voláním 
algoritmu FTC pro danou úroveň jen ty, které mají velikost úrovně a jsou tvořeny termy z množin 
o úroveň nižší. Díky tomu je možné ušetřit nejen čas pro generování, ale i spotřebovanou paměť. 
Zrychlení je možné dosáhnout až od úrovně 2 a vyšší, protože frekventované množiny termů 
o velikosti 1 je třeba vygenerovat všechny. 
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4.3.2 Vyhodnocení algoritmu 
Pro vyhodnocení kvalit hierarchických shlukovacích algoritmů může být použita evaluační míra 
nazvaná F-measure [12, 22], neboli harmonický průměr P a R. Nechť C = {C1, …, Cc} je shlukování 
a K = {K1, …, Kk} je množina evaluačních (správných) tříd z databáze D. Pak pro shluk Cj a třídu Ki 
je nejdříve třeba vypočítat hodnotu P, zvanou přesnost (precision), jako: 
PKi,Cj= nij
|Cj|
 (4.21) 
a následně hodnotu R, zvanou úplnost (recall): 
RKi,Cj= nij
|Ki|
, (4.22) 
kde nij je počet členů evaluační třídy Ki ve shluku Cj. Výpočet hodnoty F-measure shluku Cj a třídy 
Ki, označená F(Ki, Cj), je definována jako: 
FKi, Cj = 2 * RKi, Cj * PKi, CjRKi, Cj + PKi, Cj . (4.23) 
V hierarchickém shlukování platí, že pro každou třídu Ki je ze všech F-measure, kterou dosahuje 
v každém uzlu ve stromu, brána její maximální hodnota. Výsledná hodnota F-measure pro celé shlu-
kování je pak váženým průměrem všech dílčích hodnot F-measure: 
FC=  |Ki||D|
Ki ∈ K
maxCj∈ CFKi,Cj, (4.24) 
Výsledkem funkce je interval [0, 1]. Čím vyšších hodnot F-measure dosahuje, tím více je shlukování 
kvalitnější. 
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5 Testovací kolekce dat 
Testování algoritmů pro dolování z textu vyžaduje kvalitní vstupní kolekce dat, na kterých lze provést 
řadu testů s věrohodnými výsledky. Protože nás především zajímá výsledná kvalita výsledků dolova-
cího algoritmu, musí být možné z testovací kolekce získat množinu pravdivých tříd, resp. takové 
rozdělení dokumentů do tříd, které nejvíce odpovídá realitě. Toto rozdělení je často prováděno ručně, 
a představuje tak velmi náročnou operaci. Naštěstí existuje několik volně dostupných kolekcí dat, 
na nichž již byl proveden nespočet testů existujících algoritmů pro dolování textu. V této kapitole 
budou představeny tři různorodé kolekce dat, které budou dále využity pro testování představených 
algoritmů FTC a HFTC.  
5.1 Classic3 
Kolekce, nazvaná Classic3, obsahuje tři velké soubory s dokumenty. CISI je 1 460 článků pocházejí-
cích z informačního prostředí, CRANFIELD je 1 399 článků z letectví a MEDLINE je 1 032 článků 
z lékařských časopisů. Jedná se tak o menší kolekci, která obsahuje pouze tři třídy s celkem 3 891 
dokumenty. Tyto testovací data lze získat na adrese uvedené v [25]. 
5.2 Reuters-21578 ApteMod 
Dokumenty v kolekci Reutes-21578 jsou novinové články agentury Reuters z roku 1987. Původně 
neroztříděné články byly ještě v témže roce rozřazeny skupinou odborníků. V roce 1990 byly doku-
menty k dispozici pro výzkumné účely laboratoři pro vyhledávání informací na univerzitě 
v Massachusettsu. Formátování dokumentů do SGML a výroba souvisejících datových souborů byla 
provedena Davidem D. Lewisem, a Stephenem Hardingem [26]. Vytvořili 22 velkých souborů, kde 
každý obsahoval 1000 dokumentů. Kolekce je rozdělena do poměrně velkého počtu kategorií. Při 
zpracování je třeba mít na vědomí, že některým článkům může chybět tělo a jsou tak tvořeny pouze 
titulkem. Jedinečnost kolekce spočívá také v tom, že jeden dokument může spadat do více kategorií. 
Celá kolekce je rozdělena na skupiny trénovacích, testovacích a volných dokumentů. Lewisovo roz-
dělení (ModLewis) obsahuje 13 625 trénovacích, 6 188 testovacích a 1 765 volných dokumentů. 
Lepší rozdělení do kategorií přinesla kolekce nazvaná ApteMod. Jedná se o kolekci celkem 10 788 
vybraných dokumentů, rozdělených do 7 769 trénovacích a 3 019 testovacích dokumentů. Každý 
dokument patří do jedné nebo více z celkem 90 tříd. Tato kolekce je volně dostupná i se souborem 
správného rozdělení dokumentů do jednotlivých tříd a souborem stop slov [27]. Výhodou je také 
oddělení článků do samostatných souborů, proto není třeba speciálního parsování SGML, jako je 
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tomu u původní kolekce. Právě ApteMod (dále označovaný jako Reuters) bude sloužit jako kolekce 
pro další testování. 
5.3 WAP 
Kolekce dokumentů WAP je ze všech nejmenší. Obsahuje 1 560 dokumentů rozdělených do 20 tříd. 
Kolekce vznikla během projektu WebAce [28] a dokumenty jsou vlastně webové stránky získané 
ze známého vyhledávače Yahoo! Tento soubor dat lze získat od jednoho z autorů projektu WebAce, 
George Karypise nebo ze zveřejněného [23] testování algoritmu FIHC (Frequent Item-Sets 
Hierarchical Clustering) [29]. 
Tabulka 5.1: Souhrnné informace testovacích kolekcí dat 
 Classic3 
Reuters-21578 
ApteMod WAP 
Počet dokumentů 3 891 10 788 1 560 
Počet tříd 3 90 20 
Prům. dokumentů ve třídě 1 297 120 78 
Min. dokumentů ve třídě 1 032 2 5 
Max. dokumentů ve třídě 1 460 3 946 341 
Počet slov 550 651 1 990 575 337 505 
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6 Výsledky 
Kapitola se zabývá testováním algoritmů FTC a HFTC nad výše uvedenými kolekcemi dat a popisuje 
dosažené výsledky. Experimenty byly provedeny na PC s procesorem Intel Core2 Duo E7200 
2.53GHz, 2 GB operační paměti. Testovací aplikace je naprogramovaná v jazyce Java JDK 6. 
6.1 Předzpracování 
V kapitole 3.2 byly zmíněny základní kroky pro předzpracování textových dat, což je pro další testo-
vání shlukovacího algoritmu důležitým prvním procesem. Samozřejmostí je odstranit ze souborů 
vstupních dat veškeré neužitečné informace, rozdělit soubory na samostatné dokumenty, odstranit 
interpunkční znaménka a převést slova na malá písmena. Dále je třeba rozdělit získané dokumenty 
na samostatné termy, převést je do kanonických tvarů a nakonec odstranit ty, které jsou v seznamu 
stop slov. Algoritmy FTC a HFTC jsou založeny na generování frekventovaných množin termů. 
Proto stačí, aby každý term byl v dokumentu obsažen pouze jednou. Od náročného předzpracování 
kolekcí se především očekává, že umožní kvalitní generování frekventovaných množin termů pro oba 
testované algoritmy. 
Při pohledu na rozdělení dat v tabulce 5.1 je vidět, že bez procesu předzpracování by do shlu-
kovacího algoritmu vstupovalo až dva milióny slov (dokumenty Reuters), přičemž nemalé množství 
z nich by bylo obsaženo prakticky v každém dokumentu. V kolekci Classic3 připadá na jeden doku-
ment průměrně 141 slov, v souborech Reuters 185 slov a WAP 216 slov. Následující tabulka 6.1 
ukazuje, jak se zmenší celkový počet slov v kolekcích, pokud je aplikován proces předzpracování. 
Aby bylo odstranění stop slov spravedlivé, byl na všechny kolekce použit seznam stop slov získaný 
z archivu pro testování algoritmu FIHC a zároveň seznam stop slov přiložený ke kolekci Reuters-
21578 ApteMod. Z dokumentů Reuters a WAP pak byla odstraněna další slova, která pokrývala celou 
kolekci. Pro dosažení kanonických tvarů slov byl použit Porterův stemmovací algoritmus. 
Tabulka 6.1: Vliv předzpracování na počet slov v jednotlivých kolekcích 
 Classic3 
Reuters-21578 
ApteMod WAP 
Počet slov bez předzpraco-
vání 550 651 1 990 575 337 505 
Počet slov po předzpracování 
bez užití stemmingu 198 053 700 475 187 966 
Počet slov po celkovém 
předzpracování 178 201 635 811 181 585 
Procentuální počet slov po 
předzpracování 32,4 % 31,9 % 53,8 % 
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Kolekce Classic3 i Reuters lze díky předzpracování zmenšit až na třetinovou velikost oproti 
původnímu stavu. Z dokumentů WAP, získaných z archivu pro testování algoritmu FIHC, byla již 
předem odstraněna některá stop slova a termy byly převedeny do kanonických tvarů. Výrazné zmen-
šení databáze na necelou polovinu tak způsobilo hlavně odstranění redundantních termů. 
Doba předzpracování se pohybuje v řádu jednotek sekund. Kolekce Classic3 byla načtena 
a předzpracována zhruba za 2 sekundy, Reuters za 6,5 sekundy a WAP za 0,9 sekundy. Tato doba je 
ovlivněna počtem dokumentů a celkovým počtem slov v kolekci a také formátováním kolekce 
v původních archivech. 
6.2 Generování frekventovaných množin termů 
Shlukovací algoritmy FTC a HFTC jsou silně závislé na vygenerovaných frekventovaných množi-
nách termů. Ještě než započne algoritmus samotný shlukovací cyklus, ve kterém vybírá vždy jednoho 
kandidáta ze všech zbývajících frekventovaných množin termů, musí dojít k jejich vygenerování. 
Očekává se, že počet frekventovaných množin termů bude mít výrazný vliv na rychlost i kvalitu dal-
šího kroku, tedy procesu shlukování. Generování frekventovaných množin termů lze ovlivnit nasta-
vením minimální podpory, což je jediný omezující prvek a je třeba nalézt takovou hodnotu, která 
povede k nejvyšší kvalitě shlukování za rozumný čas. 
Pro vygenerování frekventovaných množin termů lze použít jakýkoliv známý algoritmus. Tes-
tovací aplikace používá klasický Apriori algoritmus a jeho následníka Multipass-Apriori. Oba algo-
ritmy jsou převzaty z diplomové práce pana Martina Uhlíře [10] a následně upraveny pro napojení 
na testovací aplikaci. Menšími změnami původního kódu došlo také ke zvýšení jejich rychlosti. 
Následující tabulky obsahují výsledky měření pro již předzpracované vstupní kolekce dat. Je 
vidět, že počet frekventovaných množin termů roste spolu s tím, jak se snižuje hodnota minimální 
podpory. 
Tabulka 6.2: Závislost počtu vygenerovaných frekventovaných množin termů, celkového počtu 
termů a času generování na snižující se hodnotě minimální podpory, kolekce WAP 
Minimální 
podpora 
Počet frekvento-
vaných množin 
termů 
Celkový počet 
termů ve frekv. 
množinách 
Čas generování 
Apriori 
Čas generování 
Multipass 
Apriori 
10 % 715 1 569 2,8 s 2,1 s 
8 % 1 477 3 543 6,2 s 4,0 s 
6 % 3 948 10 727 15,5 s 14,6 s 
5 % 7 286 21 319 34,1 s 28,0 s 
4 % 16 057 51 374 134,7 s 81,0 s 
3 % 46 045 163 343 1 286,6 s 527,2 s 
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Tabulka 6.2 ukazuje hodnoty testování po nastavení minimální podpory od 3 do 10 % 
u kolekce WAP. Celkový počet frekventovaných množin termů rychle stoupá se snižující se mini-
mální podporou. Od 3 % a níže pak počet množin nabývá několika desítek až stovek tisíc a doba 
generování se pohybuje v řádu desítek minut i několika hodin. Přestože kolekce WAP obsahuje 
ve srovnání s kolekcí Classic3 zhruba stejný počet termů po předzpracování, na jeden její dokument 
připadne 2,5krát více termů. Nejen tento fakt, ale i samotný obsah celé kolekce má za následek, že při 
stejné minimální podpoře je vygenerováno mnohonásobně více frekventovaných množin termů, než 
je tomu u jiných kolekcí. Zajímavé je také sledovat, jak se snižující se hodnotou minimální podpory 
roste celkový počet termů ve frekventovaných množinách. Při minimální podpoře 10 % je průměrná 
velikost jedné frekventované množiny 2,19 termů, při 3 % je to již 3,55 termů. Pro výpočet překrytí, 
na kterém jsou algoritmy FTC i HFTC založeny, může mít takový nárůst výrazný vliv při výběru 
kandidáta na shluk. Srovnání průměrné velikosti frekventované množiny termů s ostatními kolekcemi 
ukazuje souhrnná tabulka 6.5. Porovnáním celkového času generování frekventovaných množin 
termů algoritmem Apriori a Multipass-Apriori je zřejmé, že druhý z nich dosahuje lepších výkon-
nostních výsledků. Navíc je pro Multipass-Apriori charakteristická výrazná úspora spotřebované 
paměti při procesu generování, což dokázal pan Uhlíř ve své práci. Bude zajímavé sledovat, zdali 
nebude třeba pro algoritmus FTC nebo HFTC minimální podporu ještě více zvýšit. 
Tabulka 6.3: Závislost počtu vygenerovaných frekventovaných množin termů, celkového počtu 
termů a času generování na snižující se hodnotě minimální podpory, kolekce Classic3 
Minimální 
podpora 
Počet frekvento-
vaných množin 
termů 
Celkový počet 
termů ve frekv. 
množinách 
Čas generování 
Apriori 
Čas generování 
Multipass 
Apriori 
10 % 45 48 5,4 s 5,5 s 
8 % 80 93 5,9 s 5,9 s 
6 % 165 211 6,6 s 6,5 s 
5 % 277 391 9,4 s 7,8 s 
4 % 454 710 10,8 s 9,3 s 
3 % 955 1 722 20,0 s 15,6 s 
2 % 2 820 6 143 39,3 s 35,4 s 
1 % 20 353 58 459 481,6 s 241,2 s 
Testovací kolekce Classic3 obsahuje 2,5krát více dokumentů než WAP. Přesto po předzpraco-
vání připadá na jeden dokument zhruba 46 termů oproti 116 u kolekce WAP. Velikost a samotný 
obsah dokumentů Classic3 se projevily na celkovém počtu vygenerovaných frekventovaných množin 
termů, což dokazuje tabulka 6.3. V tomto případě bude zajímavější sledovat, jak si shlukovací algo-
ritmy povedou v případě, že se počet frekventovaných množin termů pohybuje v řádu několika 
 desítek až jednotek stovek. Pro výpoč ř ů
Vývoj růstu počtu vygenerovaných frekventovaných množin
se snižující se minimální podporou
vážně množiny o velikosti jednoho
Až při minimální podpoře 6
Po překročení hranice minimální podpory 4
než 1,50 a byla vytvořena frekventovaná množina o velikosti 4.
1 % již obsahuje 20 353 frekventovaných množin, ale prů ě č ů
dramaticky nestoupl. Kolekce 
v průměru o 0,5 termu na množinu více.
porovnání času výpočtu frekventovaných množin obě
v případě WAP kolekce. 
Obrázek 6.1: Růst počtu vygenerovaných frekventovaných množin kolekce Classic3 se snižující se 
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čeká řádově stovky milisekund, zatímco u kolekce Classic3 to jsou desítky a WAP jednotky mili-
sekund. Zajímavé je srovnání obou algoritmů Apriori a Multipass-Apriori. Zatímco v předchozích 
testech Multipass-Apriori jasně vedl v rychlosti generování frekventovaných množin, nyní se situace 
vyrovnala. 
Tabulka 6.4: Závislost počtu vygenerovaných frekventovaných množin termů, celkového počtu 
termů a času generování na snižující se hodnotě minimální podpory, kolekce Reuters 
Minimální 
podpora 
Počet frekvento-
vaných množin 
termů 
Celkový počet 
termů ve frekv. 
množinách 
Čas generování 
Apriori 
Čas generování 
Multipass 
Apriori 
10 % 35 37 74,6 s 75,7 s 
8 % 55 59 76,7 s 77,8 s 
6 % 119 134 79,2 s 78,6 s 
5 % 175 213 82,0 s 81,1 s 
4 % 294 415 89,7 s 78,4 s 
3 % 617 1 012 106,8 s 92,2 s 
2 % 1 800 3 443 130,9 s 131,8 s 
1 % 12 237 30 058 435,5 s 432,1 s 
Souhrnná tabulka 6.5 zobrazuje rozdíly v počtu vygenerovaných frekventovaných množin 
termů v závislosti na hodnotě minimální podpory. Je vidět výrazná odlišnost kolekcí Classic3 
a Reuters oproti WAP. 
Tabulka 6.5: Porovnání celkového počtu vygenerovaných frekventovaných množin termů pro různé 
hodnoty minimální podpory u všech testovaných kolekcí 
Min. podpora 10 % 8 % 6 % 5 % 4 % 3 % 2 % 1 % 
Classic3 45 80 165 277 454 955 2 820 20 353 
Reuters 35 55 119 175 294 617 1 800 12 237 
WAP 715 1 477 3 948 7 286 16 057 46 045 - - 
Jak se snižující se hodnotou minimální podpory roste velikost, resp. celkový počet termů 
ve frekventovaných množinách je zachyceno v následující tabulce 6.6 a zobrazeno na obrázku 6.2. 
 
 
 
 
 Tabulka 6.6: Porovnání celkového poč ů ů
minimální podpory u všech testovaných kolekcí
Min. podpora 10 %
Classic3 1,07
Reuters 1,06
WAP 2,19
Obrázek 6.2: Grafické porovnání celkového poč ů ů
hodnoty minimální 
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Tabulka 6.7: F-measure pro jednotlivé hodnoty minimální podpory kolekce Classic3 
Min. podpora 16 % 14 % 12 % 10 % 8 % 6 % 4 % 
SO 0,420 0,394 0,384 0,382 0,323 0,338 0,325 
EO 0,389 0,327 0,222 0,197 0,178 0,138 0,087 
ISO 0,372 0,376 0,324 0,300 0,239 0,195 0,135 
IEO 0,323 0,327 0,209 0,206 0,164 0,115 0,097 
 
Obrázek 6.3: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce Classic3 
Kolekce Classic3 rozřazuje dokumenty správně do tří tříd. Ani jedna metoda výpočtu překrytí 
se tomuto stavu nedokázala při nízkých hodnotách minimální podpory přiblížit. To indikuje, že algo-
ritmus FTC generuje mnohem větší počet shluků, než je počet správných tříd. Proto jsme pro zajíma-
vost provedli testování i pro vysoké hodnoty minimální podpory. Bylo zjištěno, že kvalita shlukování 
dosahuje při vysokých hodnotách podpory lepších výsledků pro všechny metody. Maxima bylo dosa-
ženo při 14 až 16 %. Počet shluků, do kterých algoritmus FTC dokumenty rozřadil, se při tomto 
nastavení pohyboval od 12 do 16. Naopak nízká podpora znamenala vytvoření až několika stovek 
shluků, což lze vyčíst z obrázku 6.4. Metoda výpočtu SO, vytvořila ze všech nejméně shluků, EO 
a IEO zhruba čtyřikrát více. 
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Obrázek 6.4: Graf vytvořených shluků pro jednotlivé hodnoty minimální podpory kolekce Classic3 
Nastavení vyšší minimální podpory mělo dvě velké nevýhody. Především bylo velké množství 
dokumentů označeno za odlehlé. To znamená, že je algoritmus FTC po ukončení procesu nezařadil 
do žádného shluku. I když se z obrázku 6.3 zdá, že kvalita SO i EO by mohla stoupat, počet odlehlých 
dokumentů při hodnotě minimální podpory 18 % a vyšší již narostl na desetinu dokumentů celé 
kolekce. I při nejlepší hodnotě F-measure příslušných metod zůstalo 266 až 356 z celkem 3 891 doku-
mentů nezařazeno. Situace se lepší při podpoře 10 % a nižší, kdy je počet odlehlých dokumentů 
několik desítek, při 5 % už shluky pokrývají celou kolekci. Druhá nevýhoda spočívá v nízkém počtu 
termů popisujících výsledné shluky. Všechny frekventované množiny, sloužící jako popisy shluků, 
mají při vysoké hodnotě podpory velikost jednoho termu. Navíc se často jedná o velmi obecné slovo, 
což nám toho o obsahu shluku moc neřekne. Nižší podpora a více shluků pak znamenají více popisů. 
Přestože SO tvoří kvalitnější shlukování, počet shluků je menší. Více dokumentů tak spadá pod jeden 
popisující term. Je proto třeba najít kompromis, aby shlukování bylo co nejkvalitnější, zahrnovalo co 
nejvíce dokumentů a popisy shluků dokázaly něco napovědět o jeho obsahu. S ohledem na všechny 
zmíněné výsledky jeví nejlepší nastavení minimální podpory od 4 do 8 %. SO a ISO přitom vytváří 
méně shluků, EO a IEO více. 
Následující testy byly provedeny s nastavením minimální podpory na hodnotu 6 %. Obrázek 
6.5a zobrazuje, jak stoupá pokrytí kolekce dokumentů s rostoucím počtem shluků. Metody SO a ISO 
vybírají větší počet dokumentů do shluku a proces tak končí dříve, než u metod EO a IEO, které mají 
takřka stejný průběh. S počtem ubývajících dokumentů v databázi se také zvyšuje rychlost generování 
jednotlivých shluků (obrázek 6.5b). Celkově algoritmus pracuje s kolekcí velmi rychle, shlukování je 
dokončeno za pár stovek milisekund (tabulka 6.8). 
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Obrázek 6.5: Kolekce Classic3: a) pokrytí kolekce, b) čas generování shluků 
Tabulka 6.8: Celkový čas shlukování algoritmem FTC kolekce Classic3 
Min. podpora = 6 % SO EO ISO IEO 
Čas běhu 193 ms 340 ms 219 ms 433 ms 
Velmi podobných výsledků měření kvality pomocí F-measure bylo dosaženo u kolekce Reuters 
(tabulka 6.9). Obrázek 6.7 přehledně dokazuje, že nejvyšší kvality bylo dosaženo nastavením hodnoty 
minimální podpory na 7 až 9 %. Opět nejlépe dopadla metoda výpočtu překrytí SO, vytváří však 
příliš málo shluků. Maximální F-measure dosáhla hodnoty 0,461 při 8% minimální podpoře. Také 
metody ISO a IEO nevykazují špatné výsledky. Při podpoře menší než 4 % hodnota F-measure 
u všech metod překrytí dále klesá. Nastavovat vyšší podporu by vedlo k přílišnému množství 
odlehlých dokumentů i ke ztrátě kvality popisů. 
Tabulka 6.9: F-measure pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Min. podpora 12 % 10 % 8 % 6 % 4 % 
SO 0,398 0,423 0,461 0,426 0,410 
EO 0,198 0,172 0,175 0,128 0,106 
ISO 0,331 0,314 0,289 0,213 0,161 
IEO 0,199 0,177 0,257 0,159 0,135 
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Obrázek 6.6: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Počet správných tříd kolekce Reuters je 90. Podle obrázku 6.7 generuje metoda SO při nejlepší 
kvalitě pouze polovinu, je tedy třeba snížit hodnotu minimální podpory na 5 až 6 %. Skutečnému 
stavu se s takřka stejným průběhem více přibližují ostatní metody, ale za cenu nižší kvality shluko-
vání podle míry F-measure. Opět platí, že nízká podpora znamenala vytvoření několika stovek 
shluků, což lze vyčíst z obrázku 6.7. Počet odlehlých dokumentů představuje při nejlepší kvalitě 
zhruba 1 % z celkové velikosti kolekce, ale se zvyšující se hodnotou minimální podpory prudce 
stoupá. 
 
Obrázek 6.7: Počet vytvořených shluků pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Nastavení vysoké minimální podpory trpí opět stejnými problémy, jako tomu bylo u kolekce 
Classic3. Při celkovém počtu více jak 10 000 dokumentů by bylo vhodné, aby algoritmus generoval 
spíše více shluků s podrobnějšími popisy, tedy větší počet termů popisujících obsah jednoho shluku. 
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K tomu je zapotřebí snížit hodnotu minimální podpory tak, aby bylo vygenerováno dostatečné množ-
ství větších frekventovaných množin termů. Jak je však z obrázku 6.6 zřejmé, rapidně se tím sníží 
míra F-measure. Opět je třeba hledat kompromis mezi kvalitou a čitelností. Nejlepší nastavení mini-
mální podpory se zdá být v rozmezí od 5 do 7 %.  
Následující testy byly provedeny s nastavením minimální podpory na hodnotu 5 %. Graf 6.8a 
zobrazuje, jak stoupá pokrytí kolekce dokumentů Reuters s rostoucím počtem shluků. Již 
z předchozích grafů se dalo očekávat, že u metod SO a ISO bude nárůst nejstrmější. Podobně je 
na tom i čas generování jednotlivých shluků (obrázek 6.8b). Počet frekventovaných množin termů je 
při této podpoře 175, což dovoluje shlukování kolekce za vynikající čas i přes velké množství doku-
mentů (tabulka 6.10). 
Tabulka 6.10: Celkový čas shlukování algoritmem FTC kolekce Reuters 
Min. podpora = 5 % SO EO ISO IEO 
Čas běhu 201 ms 326 ms 222 ms 400 ms 
 
Obrázek 6.8: Kolekce Reuters: a) pokrytí kolekce, b) čas generování shluků 
Vzhledem k vysokému počtu frekventovaných množin termů kolekce WAP bylo zajímavé sle-
dovat průběh změny F-measure pro větší rozsah nastavené minimální podpory. Na rozdíl od předcho-
zích kolekcí je WAP vskutku unikátní. Nejvyšší hodnota F-measure 0,355 byla dosažena metodou EO 
při podpoře 28 %, poté prudce klesla, aby při 16 % opět na chvíli stoupala (obrázek 6.9). Podpora pod 
10 % znamenala nižší F-measure a výrazný nárůst počtu shluků. 
Tabulka 6.11: F-measure pro jednotlivé hodnoty minimální podpory kolekce WAP 
Min. podpora 30 % 28 % 26 % 24 % 22 % 20 % 18 % 16 % 14 % 12 % 10 % 
SO 0,297 0,298 0,298 0,323 0,324 0,303 0,226 0,219 0,217 0,206 0,202 
EO 0,286 0,355 0,290 0,268 0,272 0,241 0,290 0,310 0,265 0,262 0,228 
ISO 0,285 0,354 0,226 0,209 0,217 0,248 0,219 0,239 0,190 0,171 0,160 
IEO 0,250 0,275 0,300 0,201 0,203 0,196 0,199 0,183 0,186 0,173 0,170 
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Obrázek 6.9: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce WAP 
Správný počet tříd kolekce WAP je 20. Z grafu ne obrázku 6.10 lze vyčíst, že hodnota mini-
mální podpory musí být pro algoritmus FTC nastavena na 20 %, aby se tomu počet shluků přiblížil. 
Opět nejméně shluků vytvořila metoda SO a lze říci, že je tímto charakteristická. To samé by mohlo 
platit pro ISO. Naopak platí, že EO a IEO tvoří vždy více shluků. Při 18% podpoře tvoří SO pouhých 
27 shluků, zatímco EO již 73. Zajímavé je, že metoda SO dosahuje nejkvalitnějších výsledků, pokud 
vytvořila devět shluků. Vzhledem k tomu, že správných tříd je více, označili bychom metodu SO 
za špatně použitelnou pro WAP kolekci. EO se jeví zpočátku nejlépe, ale pak se dostane na opačný 
extrém a vytváří velké množství shluků. Jako kompromis bychom vybrali metody ISO a IEO, jejichž 
průběh je podobný. 
 
Obrázek 6.10: Počet vytvořených shluků pro jednotlivé hodnoty minimální podpory kolekce WAP 
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Na rozdíl od předešlých kolekcí není dopad vyšší minimální podpory na počet termů 
v popisech shluků tak vysoký. Stále platí, že se jedná o obecnější termy, což je z principu generování 
frekventovaných množin zřejmé. Přesto je většina popisů tvořena většími množinami termů. 
S klesající hodnotou minimální podpory stoupá počet shluků, které však obsahují méně dokumentů 
a popisy obsahu shluku jsou podrobnější. Metoda EO roztřídila dokumenty při podpoře 12 % tak, že 
malé shluky obsahují krátký popis (méně termů) a naopak velké shluky jsou popsány až sedmi termy. 
Celková čitelnost se jeví jako poměrně zdařilá. Shlukování kolekce WAP netvoří odlehlé dokumenty 
ani při nastavení vysoké podpory a je tvořena vždy ze všech 1 560 dokumentů. 
Další testy byly provedeny s nastavením minimální podpory na hodnotu 10 %. Obrázek 6.11a 
ukazuje, že SO a EO tvoří dva extrémy při postupném pokrývání. Vysoký počet generovaných shluků 
u EO také znamená delší dobu celkového shlukování (obrázek 6.11b a tabulka 6.12). 
 
Obrázek 6.11: Kolekce WAP: a) pokrytí kolekce, b) čas generování shluků 
Tabulka 6.12: Celkový čas shlukování algoritmem FTC kolekce WAP 
Min. podpora = 10 % SO EO ISO IEO 
Čas běhu 423 ms 1 766 ms 941 ms 1 253 ms 
6.4 Shlukování algoritmem HFTC 
Algoritmus HFTC vytváří hierarchické shlukování, ke kterému používá modifikovaný algoritmus 
FTC a jednou z typických měr kvality je F-measure. Jednoduchou úpravou algoritmu FTC dostaneme 
nový algoritmus HFTC. Samotné jádro fungování původního algoritmu zůstává zachováno, proto také 
v případě shlukování HFTC je nejdůležitější částí výpočet překrytí kandidáta na shluk s ostatními 
uskupeními. Tato kapitola testuje HFTC na všech datových kolekcích pro všechny metody překrytí, 
jako tomu bylo při testování FTC. Díky tomu je možné porovnat dosažené výsledky. Na závěr kapi-
toly jsou testovány algoritmy HFTC a FIHC na datové kolekci WAP. 
Shlukování provedené na kolekci Classic3 prokázalo, že HFTC produkuje kvalitnější výsledek. 
Hodnotu minimální podpory je nutné držet pod 10 %. Více nemá z hlediska kvality smysl, protože 
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pak všechny čtyři metody překrytí generují stejné anebo výrazně podobné shluky. Nejlepších 
výsledku dosáhla metoda IEO společně s SO. Maximální dosažená hodnota F-measure se vyšplhala 
na 0,569 při 5% minimální podpoře. Rozdíly ve kvalitě shlukování jsou však u ostatních metod mini-
mální. 
Tabulka 6.13: F-measure pro jednotlivé hodnoty minimální podpory kolekce Classic3 
Min. podpora 10 % 8 % 6 % 5 % 4 % 3 % 
SO 0,546 0,546 0,525 0,569 0,521 0,521 
EO 0,546 0,546 0,525 0,525 0,525 0,525 
ISO 0,546 0,525 0,525 0,497 0,497 0,497 
IEO 0,546 0,546 0,569 0,569 0,569 0,508 
 
Obrázek 6.12: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce Classic3 
Že je celkový počet shluků napříč výsledným stromem stejný u vyšší podpory, zachycuje 
obrázek 6.13. Všechny metody mají podobný průběh. Zajímavostí je výběr metodou SO při různých 
hodnotách minimální podpory. Do 4 % generuje nejvíce shluků, poté se situace otočí.  
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Metoda SO je na výpočet nejjednodušší a prokazuje to i celková rychlost shlukování 
(tabulka 6.14). S malým odstupem následuje ISO a dále EO. Nejpomalejší, ale zároveň nejkvalitnější 
bylo shlukování s metodou výpočtu překrytí IEO. 
Tabulka 6.14: Celkový čas shlukování algoritmem HFTC kolekce Classic3 v milisekundách 
Min. podpora 10 % 8 % 6 % 5 % 4 % 3 % 
SO 116 218 481 943 1 301 1 806 
EO 146 307 611 993 1 530 2 974 
ISO 122 242 452 702 1 052 2 049 
IEO 174 349 786 1 384 1 988 3 674 
Při testování kolekce Reuters jsme zkusili pro dosažení zajímavějších výsledků omezovat ma-
ximální počet vytvářených shluků algoritmem FTC v jedné úrovni. Prakticky se toto omezení začalo 
uplatňovat až při hodnotě minimální podpory 6 % a nižší, což je znát i na výsledcích měření míry 
F-measure (tabulka 6.15 a obrázek 6.14). Nejlepšího shlukování bylo dosaženo metodou ISO, nej-
horší výsledky podával EO a IEO. 
Tabulka 6.15: F-measure pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Min. podpora 10 % 8 % 6 % 5 % 4 % 3 % 2 % 
SO 0,487 0,513 0,536 0,516 0,520 0,533 0,520 
EO 0,487 0,513 0,489 0,376 0,333 0,317 0,229 
ISO 0,487 0,513 0,540 0,509 0,510 0,508 0,351 
IEO 0,487 0,513 0,487 0,376 0,348 0,321 0,281 
Obrázek 6.13: Počet vytvořených shluků pro jednotlivé hodnoty minimální podpory 
kolekce Classic3 
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Obrázek 6.14: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Omezení maximálního počtu dokumentů jedné úrovně znamenalo pro EO a IEO stagnaci cel-
kového počtu shluků právě na tuto hodnotu. To znamená, že výsledné shlukování ve skutečnosti 
netvoří strom, protože v něm neexistují žádné frekventované množiny termů o velikosti dva a vyšší. 
Menší stromovou strukturu se podařilo udělat metodou ISO, ale pouze při nastavené minimální pod-
poře 4 až 5 %. Úplně jiným způsobem se zachovala metoda SO. Se snižující se podporou vytvářela 
stále více shluků a tedy i větší strom. 
 
Obrázek 6.15: Počet vytvořených shluků pro jednotlivé hodnoty minimální podpory kolekce Reuters 
Nejrychlejšího a zároveň nejkvalitnějšího shlukování podle F-measure bylo dosaženo metodou 
ISO (tabulka 6.16). Bez omezení počtu vytvářených shluků se rychlost shlukování zhruba zčtyřnáso-
bila. 
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Tabulka 6.16: Celkový čas shlukování algoritmem HFTC kolekce Reuters v milisekundách 
Min. podpora 10 % 8 % 6 % 5 % 4 % 3 % 2 % 
SO 289 476 1 170 1 532 1 912 3 077 4 284 
EO 368 667 1 639 1 888 2 317 2 741 4 690 
ISO 289 493 1 349 1 365 1 670 1 990 3 020 
IEO 415 724 1 660 2 373 2 771 3 518 5 404 
Kolekce WAP přinesla do testu vyrovnané výsledky metod EO, IEO a ISO. Naopak SO si 
s dokumenty poradila nejhůře. Vše přehledně zobrazuje obrázek 6.16. Nejlepší výsledky byly získány 
při nastavené hodnotě minimální podpory na 5 %. 
Tabulka 6.17: F-measure pro jednotlivé hodnoty minimální podpory kolekce WAP 
Min. podpora 8 % 6 % 5 % 4 % 3 % 
SO 0,364 0,404 0,429 0,418 0,420 
EO 0,451 0,445 0,474 0,402 0,376 
ISO 0,440 0,456 0,484 0,388 0,406 
IEO 0,437 0,439 0,467 0,389 0,383 
 
Obrázek 6.16: Průběh míry F-measure pro jednotlivé hodnoty minimální podpory kolekce WAP 
Celkový počet vytvořených shluků napříč celým stromem se odlišoval jen u metody SO. Ta dle 
očekávání upřednostnila kandidáty s menším počtem frekventovaných termů, a výsledný strom je tak 
menší. Ostatní metody skončily s velmi podobnými výsledky, které lze označit jako jedny 
z nejlepších z celého testu. 
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Obrázek 6.17: Počet vytvořených shluků pro jednotlivé hodnoty minimální podpory kolekce WAP 
S ohledem na naměřené hodnoty F-measure lze podle tabulky 6.18 označit metodu ISO 
za nejlepší v poměru kvality a rychlosti. Běh SO je také velmi rychlý, ale nepřináší uspokojivou kva-
litu. Výsledek metody EO lze také považovat za uspokojivý. 
Tabulka 6.18: Celkový čas shlukování algoritmem HFTC kolekce WAP v milisekundách 
Min. podpora 8 % 6 % 5 % 4 % 3 % 
SO 249 451 713 1 220 3 886 
EO 914 1 910 2 824 2 981 6 168 
ISO 501 1 087 1 746 1 711 3 802 
IEO 1 130 2 449 3 899 3 622 7 899 
6.5 Porovnání HFTC a FIHC 
Stejně jako HFTC, tvoří algoritmus FIHC hierarchické shlukování s popisy shluků. Oba algoritmy lze 
porovnat mezi sebou především z hlediska kvality shlukování a škálovatelnosti. Zatímco HFTC je 
programován v jazyce Java, FIHC byl získán z [29] jako archiv, který obsahuje testovací aplikaci 
a zdrojové kódy v jazyce C++. Tato implementace pochází přímo od samotných autorů algoritmu 
[23]. Pro testování byla použita kolekce WAP. Spravedlivého předzpracování bylo docíleno použitím 
stejných seznamů stop slov, k procesu stemmingu používají oba algoritmy shodně Porterův stemmo-
vací algoritmus. 
Před uvedením výsledků je nutno přiznat, že FIHC je škálovatelný algoritmus. Zatímco 
u HFTC nelze nastavit žádný vlastní parametr, který by mohl ovlivnit kvalitu nebo rychlost shluko-
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vání, FIHC dovoluje určit přesný počet vytvářených shluků, resp. větví od kořene stromu. Lze tak 
dosáhnout lepších výsledků pro různé hodnoty minimální podpory. 
Tabulka 6.19 obsahuje naměřené hodnoty F-measure pro jednotlivé nastavení. Počet vytváře-
ných shluků algoritmu FIHC byl autory nastaven na 30, jako nejlepší volba při podpoře okolo 3 až 
5 %. Pro srovnání jsme tento atribut nechali stejný pro všechny hodnoty minimální podpory. 
Z tabulky 6.19 i grafu 6.18 je zřejmé, že FIHC dosahuje o 20 % lepších výsledků, než nejlepší HFTC 
s metodou ISO. 
Tabulka 6.19: F-measure HFTC a FIHC pro jednotlivé hodnoty minimální podpory kolekce WAP 
Min. podpora 10 % 9 % 8 % 7 % 6 % 5 % 4 % 3 % 
HFTC SO 0,328 0,339 0,364 0,374 0,404 0,429 0,418 0,420 
HFTC EO 0,448 0,421 0,443 0,426 0,445 0,474 0,402 0,376 
HFTC ISO 0,443 0,419 0,440 0,437 0,456 0,484 0,388 0,406 
HFTC IEO 0,448 0,419 0,437 0,420 0,439 0,467 0,389 0,383 
FIHC 0,485 0,500 0,514 0,510 0,536 0,578 0,557 0,580 
 
Obrázek 6.18: Průběh míry F-measure HFTC a FIHC pro jednotlivé hodnoty minimální podpory 
kolekce WAP 
Testování FIHC narazilo na problém nedostatku operační paměti při minimální podpoře 2 % 
a nižší. Generování frekventovaných množin termů algoritmem Apriori zabralo velmi mnoho času 
a spotřebovalo tolik paměti, že testovací program havaroval. Také v testovací aplikaci této práce byla 
nízká podpora pro WAP překážkou. Důvodem je nadmíru vysoký počet frekventovaných množin. 
Po menší úpravě algoritmu HFTC (viz. kapitola 4.3) šlo dosáhnout i velmi malých hodnot podpory 
v dobrém čase. Kvalita měřená mírou F-measure však dále nedosahovala vyšších hodnot. 
 55
6.6 Popisy shluků 
Tabulka 6.20 ukazuje krátký úsek výsledku shlukování algoritmem FTC nad testovací kolekcí 
Reuters. Každý řádek tabulky tvoří jeden z mnoha vygenerovaných shluků. Protože je algoritmus 
FTC nehierarchický, je každý dokument obsažen právě v jednom z nich. Z tabulky lze například 
vyčíst, které dokumenty se zabývají akciemi, jejich ohodnocením a případně spojitost akcií 
a nějakých společností.  Dále je možné získat dokumenty obsahující kvartální výsledky na trhu, situ-
aci dolaru, či informace o exportu produktů v jednotlivých měsících. Srozumitelné popisy shuků jsou 
tedy pro čitelnost nepostradatelným pomocníkem, bez kterého by nebyl obsah dokumentů jasný. 
Tabulka 6.20: Ukázka shluků s popisy vygenerovaných algoritmem FTC z kolekce Reuters 
Popis Dokumenty 
{share} 1331, 1851, 3976, 6294, 6862, … 
{compani, increas} 4481, 12286, 18738, 18795, 19193, … 
{dollar, market} 8922, 9079, 9656, 9730, 9753, … 
{export, month} 10873, 11230, 11291, 11775, 11778, … 
{japan, u.s.} 3199, 3338, 3453, 3458, 3532, … 
{oil, u.s.} 1024, 1878, 2483, 3145, 3995, … 
{qtr, sale} 20117, 20118, 20215, 20255, 20302, … 
{share, price} 3264, 4204, 4659, 4748, 7639, … 
{acquir, compani, share} 3072, 3744, 4153, 4235, 4952 , … 
6.7 Zhodnocení výsledků 
Testy algoritmu FTC ukázaly, že díky čtyřem metodám výpočtu překrytí je možné dostat méně i více 
kvalitní výsledky. Po celou dobu měření vytvářelo standardní překrytí (SO) oproti jiným metodám 
menší počet shluků s více dokumenty v každém z nich. Potvrdilo se tak tvrzení, že zvýhodňuje malé 
frekventované množiny termů a přispívá větším kandidátům na shluk s více dokumenty. Hodnota 
míry F-measure u kolekce Classic3 a Reuters dosahovala s metodou SO nejlepších hodnot. Při po-
hledu na shlukování je poznat, že jsou opravdu vygenerovány velké shluky, ale s velmi jednoduchými 
a obecnými popisy. Metoda v podstatě nevybírá frekventované množiny termů větší jak 1. Jedním 
z cílů algoritmu je podat srozumitelné popisy shluků, což ale metoda SO nesplňuje. Srovnatelně si 
v testech vedly metody entropického (EO) a vylepšeného entropického překrytí (IEO). Obě metody 
vytvářejí větší počet shluků a s výrazně přesnějšími popisy. Hodnota míra F-measure je však nízká. 
Vylepšené entropické překrytí (ISO) se zdá být dobrým kompromisem mezi kvalitou a čitelností. 
Dokazují to testy nad kolekcemi Classic3, Reuters i WAP. Také v rychlostních testech se ISO jeví 
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jako dobrá volba. Obecně při testování algoritmu platilo, že větší počet vytvořených shluků znamená 
nižší hodnotu míry F-measure a vyšší dobu shlukování, ale srozumitelnější popisy. 
Kvalita shlukování hierarchickým algoritmem HFTC nad kolekcí Classic3 není příliš jedno-
značná. Testy nad kolekcí Reuters a WAP však přinesly srozumitelnější výsledky. Celkově dosahuje 
hodnota míry kvality F-measure vyšších hodnot, než u nehierarchckého algoritmu FTC. Opět je 
zřejmé, že EO a IEO si vedou velmi podobně a rozdíly v kvalitě shlukování jsou minimální, ale 
ve všech testech je metoda EO viditelně rychlejší. Podobný závěr lze vyvodit i u metod SO a ISO 
po testech shlukování kolekce Reuters, ale kvalita výsledku není tak velká. Shlukování kolekce WAP 
se nejlépe dařilo metodě ISO. Počet vytvořených shluků je takřka shodný s metodami EO a IEO, ale 
výsledek je kvalitnější a celková doba výpočtu skoro dvakrát menší. Ani jedna z metod však nepře-
svědčila, že by měla být jasným vítězem celého testu. Na každé kolekci se dařilo jiné metodě, ačkoliv 
rozdíly nejsou nijak dramatické. Dostatečně srozumitelné popisy shluků vytváří EO, ISO i IEO. 
Nejdéle trvá shlukování metodou IEO, proto se opět jako kompromis jeví používat metody EO a ISO. 
I přes velmi podobnou myšlenku shlukování na základě frekventovaných množin je 
z porovnávacích testů algoritmů FIHC a HFTC vidět, že prvně jmenovaný výrazně převyšuje svého 
konkurenta v kvalitě výsledku. Je to také tím, že FIHC je škálovatelný, zatímco u HFTC nelze nasta-
vit prakticky žádné parametry. Jedinou možností, jak ovlivnit výsledek je zvolit jinou metodu výpočtu 
překrytí shluků nebo snižovat či zvyšovat hodnotu minimální podpory pro frekventované množiny 
termů. Rychlostní testy nebyly provedeny, protože oba algoritmy byly implementovány v jiném pro-
gramovacím jazyce, ale z jiných testů [23] vyplývá, že HFTC výrazně ztrácí, pokud velikost databáze 
dosahuje desítky tisíc dokumentů a více. Nejvíce času a paměti zabere generování frekventovaných 
množin termů, které však potřebují oba algoritmy. HFTC lze snadno upravit a generovat jen opravdu 
potřebné frekventované množiny, čímž by mohl FIHC konkurovat, pokud je jejich počet nadmíru 
vysoký. 
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7 Aplikace 
Testovací aplikace algoritmů FTC a HFTC je implementovaná v jazyce Java JDK 6 a používá jedno-
duché grafické rozhraní pro nastavení parametrů shlukování a spuštění testů. 
7.1 Přehled balíčků a tříd 
Diagram návrhových tříd jádra aplikace je na obrázku 7.1. Všechny třídy jsou rozděleny do balíčků 
podle funkčnosti. Název každého balíčku napoví, jakou funkčnost jeho třídy přináší. 
7.1.1 Balíček hftc 
• Main: Jedná se o spouštěcí třídu celé aplikace, která se stará o vytvoření grafického rozhraní. 
• MC: Třída načítá konfigurační soubor XML pomocí externí knihovny dom4j. Dále řídí běh 
aplikace od procesu předzpracování až po samotné shlukování. 
• Config: Třída uchovává ve svých atributech nastavení aplikace.  
• Measure: Třída, jejíž metody načtou evaluační třídy ze souboru a počítají míru F-measure 
pro dané shlukování. 
• Utils: Metody této třídy slouží pro uložení evaluačních tříd, databáze, frekventovaných 
množin termů, shlukování a výsledných informací do souboru. 
7.1.2 Balíček hftc.database 
• Document: Třída reprezentuje textový dokument. Je zděděná od množiny s hešovací tabul-
kou java.util.HashSet, která obsahuje jednotlivé termy dokumentu. Implementuje 
také rozhraní java.util.Comparable pro seřazení dokumentů podle identifikátoru. 
• DatabaseInterface: Rozhraní představující databázi dokumentů třídy Document. 
Implementuje rozhraní java.util.Set, tedy množinu obsahující jednotlivé dokumenty. 
Způsob uložení dokumentů do množiny závisí na implementaci tohoto rozhraní. 
• DatabaseHashSet a DatabaseTreeSet: Tyto třídy představují databázi dokumentů. 
Implementují rozhraní DatabaseInterface. Dokumenty třídy Document jsou uloženy 
v množině s hešovací tabulkou java.util.HashSet nebo v množině se stromovou 
strukturou java.util.TreeSet. 
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7.1.3 Balíček hftc.preprocessing 
• Preprocessing: Tato třída je jádrem balíčku hftc.preprocessing. Podle určených 
parametrů rozhoduje, která kolekce bude načtena a předzpracována. Obsahuje také metody 
pro odstranění termů, které překračují minimální nebo maximální předem definovanou čet-
nost. Třída je schopna z dané kolekce vygenerovat soubor obsahující evaluační třídy. 
• AbstractPreprocess: Abstraktní třída obsahuje metody společné pro načtení 
a předzpracování všech používaných typů testovaných kolekcí dat. 
• Classic3Preprocess, ReutersPreprocess a WapPreprocess: Každá třída 
slouží k načtení a předzpracování konkrétní kolekce. Metody zpracují všechny předem dané 
soubory kolekce, provedou nutné kroky předzpracování a výsledkem je databáze dokumentů 
vhodná k předání shlukovacímu algoritmu. 
• Stemmer: Třída implementuje Porterovův stemmovací algoritmus mírně upravený pro po-
třeby testovací aplikace. 
• Tokenizer: Třída rozšiřuje standardní java.util.StringTokenizer za účelem 
rozdělit řetězec podle předem definovaných znaků. 
• DocumentInfo: Třída zaznamenává informace o dokumentech při procesu předzpracování. 
7.1.4 Balíček hftc.apriori 
• Mining: Třída obsahuje jádro generování frekventovaných množin termů. Je možno spouš-
tět algoritmus Apriori, Multipass-Apriori nebo upravenou verzi Apriori pro vytvoření frek-
ventovaných množin určené velikosti, kterou využívá vylepšená verze HFTC. Autorem pů-
vodních metod je pan Martin Uhlíř [10]. 
• Apriori: Třída implementuje metody pro získání frekventovaných množin termů. Je 
univerzální jak pro Apriori, tak i pro Multipass-Apriori. Třída je vytvořena panem Uhlířem 
a modifikována pro účely aplikace. Celkově byl kód změněn tak, aby algoritmus dosahoval 
vyšší rychlosti generování. 
• Itemset: Třída představuje množinu frekventovaných položek pro algoritmus Apriori nebo 
Multipass-Apriori. Oproti původní verzi pana Uhlíře je třída upravena pro potřeby aplikace. 
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7.1.5 Balíček hftc.algorithm 
• FrequentTermSet: Třída reprezentuje frekventovanou množinu termů, resp. popis kandi-
dáta na shluk. Jednotlivé termy jsou uložené v množině s hešovací tabulkou 
java.util.HashSet, od které je třída zděděna. 
• ClusterSet: Třída reprezentuje množinu dokumentů vztahujících se k jedné frekvento-
vané množině (resp. popisu kandidáta na shluk) ze třídy FrequentTermSet.  
• Clustering: Třída, odvozená od asociativního kontejneru s hešovací tabulkou 
java.util.HasMap, asociuje každou frekventovanou množinu termů třídy 
FrequentTermSet k příslušné množině dokumentů třídy ClusterSet. 
• FTC: Třída implementuje algoritmus FTC a další pomocné metody. Předpokládá správně 
naplněnou databázi třídy DatabaseInterface a zadanou hodnotu minimální podpory. 
Výsledkem je třída Clustering obsahující shluky, resp. každý klíč mapy reprezentuje po-
pis shluku a hodnoty přiřazené dokumenty. 
• HFTC: Třída rozšiřuje předchozí třídu FTC a implementuje algoritmus HFTC. Vstupy 
a výstupy jsou stejné, jako u třídy FTC. 
7.1.6 Balíček hftc.gui 
• MainFrame: Třída je grafickým rozhraním celé aplikace. Hlavní okno umožňuje nastavovat 
parametry, spouštět testování a prohlížet výsledky. 
7.1.7 Balíček hftc.tree 
• Tree: Třída slouží pro uložení hierarchické struktury shluků, které byly vygenerovány 
algoritmem HFTC. Obsahuje metody pro vytvoření stromu ze třídy Clustering, jeho pro-
řezání a procházení. 
• Cluster: Každý uzel stromu třídy Tree je reprezentován touto třídou. Klíčem je term 
do další úrovně, obsahem je množina ClusterSet s odpovídajícími dokumenty. 
7.1.8 Balíček hftc.debugger 
• DebugPrint: Metody této třídy slouží pro výpis informací o aplikaci do konzole nebo 
do souboru. 
• Result: Třída uchovává užitečné informace o shlukování po celou dobu běhu aplikace. 
Po skončení jsou hodnoty atributů zapsány do souboru obsahující souhrnné informace. 
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• ClusterInfo: Třída uchovává informace o generování jednoho shluku v každém kroku 
algoritmu FTC. 
• Timer: Třída obsahuje metody pro přesné měření času běhu jednotlivých částí aplikace. 
7.2 Nastavení aplikace 
Nastavení běhu aplikace probíhá pomocí souboru config.xml. Ukázka struktury konfiguračního sou-
boru je uvedena v příloze A. Celá konfigurace je rozdělena na tři sekce. První se věnuje nastavení 
testovacích kolekcí dat a předzpracování, ve druhé sekci lze nastavit parametry spuštění shlukovacích 
algoritmu FTC a HFTC nad jednotlivými kolekcemi dat a třetí sekce se věnuje nastavení ukládání 
výsledků do souboru. 
7.2.1 Sekce nastavení testovacích kolekcí dat 
Mezi značkami <datasets> a </datasets> je možné nastavit zvlášť pro každou kolekci umís-
tění souborů kolekce a možnosti předzpracování. 
• Element <path>cesta_ke_kolekci</path> určuje absolutní nebo relativní cestu 
k souborům kolekce testovacích dat. U kolekce Classic3 se očekává, že v uvedená složka 
bude obsahovat tří soubory cisi.all, cran.all a med.all tak, jak jsou dostupné v původním for-
mátu. Složka kolekce Reuters-21578 ApteMod musí obsahovat každý dokument v jednom 
souboru a opět musí být dodrženo původní formátování. Názvy souborů musí být ve formátu 
id_dokumentu. Dokumenty kolekce WAP se musí ve složce nalézat stejným způsobem, tedy 
každý dokument se musí nacházet v jednom souboru, kde název souboru je ve formátu ná-
zev_kategorie_dokumentu.id_dokumentu. 
• Element <preprocessing> určuje nastavení předzpracování vstupní kolekce dat. 
o  Atribut stemming, kde povolené hodnoty jsou true nebo false určuje, zdali budou 
termy při předzpracování převedeny do kanonických tvarů Porterovým stemmovacím al-
goritmem. 
o Element <frequency> definuje minimální a maximální frekvenci četnosti termů, 
které bude vytvářená databáze dokumentů obsahovat. Hodnoty se uvádějí v procentech 
výskytu termů od 0.0 do 100.0. Hodnota 0.0 znamená, že daná hranice frekvence termů 
bude ignorována. Nastavením lze výrazně urychlit proces shlukování, ale bude mít vliv 
na kvalitu výsledku. 
o Element <stopwords_files> může obsahovat elementy <file>, které určují 
absolutní nebo relativní cestu k souborům stop slov. Všechny termy uvedené v těchto 
souborech budou odstraněny. Tento krok je vynechán, pokud žádný element <file> 
není nalezen. 
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• Atribut categories_file je možné nastavit pouze u dokumentů Reuters a definuje abso-
lutní nebo relativní cestu k souboru kategorií v původním provedení. 
7.2.2 Sekce nastavení parametrů shlukovacích algoritmů 
Mezi značkami <mining> a </mining> je možné nastavit pro algoritmy FTC i HFTC parametry 
spuštění nad jednotlivými kolekcemi dat. 
• Element <ftc> obsahuje další tři elementy <classic3>, <reuters> a <wap> 
s atributem run, který nastaví spuštění algoritmu FTC nad danou kolekcí dat. Povolené hod-
noty atributu jsou true nebo false. Hodnota true znamená, že algoritmus provede shlukování 
dané vstupní kolekce dat s ohledem na nastavení předzpracování a další parametry algoritmu. 
Pokud je hodnota atributu nastavena na true u více kolekcí, bude celý proces shlukování apli-
kován postupně na všechny určené kolekce dat. 
o Atribut min_support definuje minimální podporu pro generování frekventovaných 
množin. Hodnoty se uvádějí v procentech od 0.0 do 100.0. 
o Atribut multipass_apriori může nabývat hodnot true, pokud ke generování 
frekventovaných množin má být použit algoritmus Multipass-Apriori nebo false pro po-
užití klasického Apriori. 
o Atribut overlap nastavuje jednu ze čtyř možností výpočtu překrytí (viz. kapitola 4.1). 
Povolené hodnoty jsou: 
 0 – standardní překrytí, 
 1 – entropické překrytí, 
 2 – vylepšené standardní překrytí, 
 3 – vylepšené entropické překrytí.  
o Atribut num_max_clusters nastaví maximální počet vytvářených shluků algoritmem 
FTC. Parametr slouží především ke zrychlení procesu shlukování za cenu nižší kvality 
výsledku, do kterého pravděpodobně nezahrne všechny možné dokumenty. Povolené 
hodnoty jsou celá čísla od 0. 
• Element <hftc> nastaví spuštění algoritmu HFTC nad danou kolekcí dat. Všechna nasta-
vení jsou stejná, jako u elementu <ftc>, pouze atribut num_max_clusters, omezuje po-
čet vytvářených shluků algoritmem FTC na dané úrovni. Parametr slouží především 
ke zrychlení procesu shlukování a může ovlivnit jeho kvalitu. Povolené hodnoty jsou celá 
čísla od 0. 
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7.2.3 Sekce nastavení ukládání výsledků 
Značky <other> a </other> přináší možnost nastavit další parametry programu. 
• Element <saving> obsahuje atribut path, který určuje absolutní nebo relativní cestu 
ke složce sloužící pro ukládání výsledků. Další čtyři elementy s atributem run povolují nebo 
zakazují ukládání konkrétních výsledků. Povolené hodnoty atributu jsou true nebo false. 
Hodnota true znamená, že zvolený výsledek bude uložen. 
o Element <database> nastavuje ukládání obsahu předzpracované databáze do souboru 
XML s dalšími informacemi. 
o Element <frequent_term_sets> nastavuje ukládání frekventovaných množin 
termů do souboru XML s dalšími informacemi. 
o Element <clustering> nastavuje ukládání shlukování do souboru XML s dalšími in-
formacemi. 
o Element <results> nastavuje ukládání souhrnných informací do textového souboru. 
• Element <print> s atributem debug_print povoluje nebo zakazuje průběžný výpis 
informací při shlukování do konzole. Povolené hodnoty atributu jsou true nebo false. 
• Element <measure> obsahuje atribut cluster_info, který povoluje nebo zakazuje 
zaznamenávání dalších informací při shlukování. Jejich výpočet může způsobit znatelné 
zpomalení procesu shlukování. Povolené hodnoty atributu jsou true nebo false. 
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Obrázek 7.1: Diagram tříd s naznačenými balíčky testovací aplikace HFTC 
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8 Závěr 
Práce se zabývá problematikou dolování z textových dat, konkrétně shlukováním na základě 
frekventovaných množin. Po úvodu do obecného dolování dat jakožto hledání zajímavých, potenci-
álně užitečných vzorů a znalostí ve velkých databázích následuje rozsáhlá kapitola týkající se dolo-
vání v textu, což je proces získávání takových znalostí z velkého množství často nestrukturovaných 
textů. Jsou popsány základní termíny a nejběžnější používané techniky dolování, tedy kategorizace, 
extrakce informací a především shlukování textových dat. 
Další část práce je zaměřena na hlavní téma, shlukování na základě frekventovaných množin, 
a popisuje moderní metody shlukování, které tyto množiny využívají. Podrobně popsány jsou dva 
algoritmy založené na frekventovaných množinách termů. Algoritmus FTC (Frequent Term-based 
Clustering) vytváří jednovrstvé shlukování s minimálním překrytím výsledných shluků. Takové 
shluky jsou ve výsledku nestrukturované a pokrývají celou vstupní databázi. Samotný výpočet 
překrytí je pro algoritmus stěžejní částí, proto jsou představeny celkem čtyři odlišné metody vedoucí 
k jeho získání. Algoritmus je také výjimečný tím, že vytváří popisy shluků z frekventovaných množin 
již během jejich generování. HFTC (Hierarchical Frequent Term-based Clustering) je algoritmus, 
který vytváří hierarchické shlukování s popisy a možným překrýváním shluků. K tomu využívá modi-
fikovaný algoritmus FTC. Oba uvedené algoritmy se snaží řešit specifické problémy textového shlu-
kování, tj. vysokou dimenzionalitu vstupních dat, velikost databází, či nedostatečnou srozumitelnost 
popisu shluků, a poskytnout tak dobrou rychlost generování i možnost jednoduchého procházení 
výsledných shluků. 
Kapitola testování se zaměřuje na porovnání jednotlivých metod výpočtu překrytí shluků. Jsou 
měřeny výsledky kvality i rychlosti shlukování obou algoritmů nad třemi kolekcemi dat. Výsledky 
testování jednotlivých metod překrytí prokázaly, že je třeba hledat kompromis mezi kvalitou 
a čitelností výsledných shluků. Menší počet shluků obsahující více dokumentů může být kvalitní, ale 
často za cenu méně srozumitelných popisů. Totéž platí naopak. Lze získat dostatečně čitelné shluky 
s odpovídajícími popisy tak, aby při pouhém pohledu dokázal člověk odhadnout, jaký obsah jejich 
dokumenty skrývají. Na závěr je testován algoritmus HFTC a porovnáván s podobným algoritmem 
FIHC (Frequent Item-Sets Hierarchical Clustering). Z výsledků je patrné, že algoritmus HFTC je 
málo škálovatelný a nepřináší takovou kvalitu shlukování, jako konkurující FIHC. 
Možností dalšího pokračování projektu je více. Tradičně by se dala hledat lepší varianta algo-
ritmu pro generování frekventovaných množin termů. Apriori je snadno pochopitelný, jednoduše 
implementovatelný, ne však příliš efektivní. Testovací aplikace této práce používá také algoritmus 
Multipass-Apriori, který je rychlejší a především méně náročný na paměťové nároky počítače. Neod-
straňuje však nutnost generování velkého počtu kandidátních množin. Testy prokázaly, že právě to by 
mohl být klíčový problém algoritmů založených na frekventovaných množinách termů. 
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Již bylo několikrát zmíněno, že algoritmy FTC a HFTC nejsou škálovatelné. FTC je jednodu-
chý algoritmus, u kterého není snadné nalézt nějaké možnosti nastavení. Nejsložitější krok spočívá 
ve výpočtu překrytí jednoho shluku s ostatními. Na toto téma však již byla zpracována práce, která 
přinesla minimálně srovnatelné metody výpočtu překrytí ISO a IEO. Algoritmus HFTC je složitější 
a určitá možnost škálovatelnosti by byla jistě přínosem. Lze omezovat maximální počet shluků vytvo-
řených algoritmem FTC v jedné úrovni, ale při testování se prokázalo, že toto omezení přináší spíše 
horší kvalitu shlukování. Zajímavé by mohlo být počáteční rozdělení frekventovaných množin termů 
jedné úrovně do předem definovaného počtu skupin podle nějaké heuristické metody. Každá skupina 
by se pak zpracovávala algoritmem FTC samostatně. Dále by mohlo docházet ke spojování menších 
skupin do větších a opět využít algoritmus FTC. 
Jiná varianta by v každé úrovni ohodnocovala frekventované množiny termů podle toho, 
v jakém pořadí byly vybrány algoritmem FTC. Toto ohodnocení by bylo zohledněno při výpočtu 
překrytí kandidátů na shluk v úrovni následující. Podobně by mohly být termy ohodnoceny ještě před 
procesem shlukování vhodnou heuristickou metodou nebo samotným uživatelem. Cílem by bylo 
upřednostnit takové kandidáty na shluk, které v popisu obsahují termy, jež nás nejvíce zajímají. 
Navazující práce se mohou zaměřit také na vylepšení srozumitelnosti popisů shluků generovaných 
algoritmy FTC a HFTC. 
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Příloha A. Ukázka nastavení aplikace 
pomocí konfiguračního XML souboru 
<?xml version="1.0" encoding="UTF-8"?> 
<configuration> 
  <datasets> 
    <reuters categories_file="database/cats-reuters.txt"> 
      <path>database/reuters/</path> 
      <preprocessing stemming="true"> 
        <frequency> 
          <min>0.0</min> 
          <max>0.0</max> 
        </frequency> 
        <stopwords_files> 
          <file>database/stop_words-all.txt</file> 
          <file>database/stop_words-reuters.txt</file> 
          <file>database/stop_words-reuters-aptemod.txt</file> 
        </stopwords_files> 
      </preprocessing> 
    </reuters> 
    <wap> 
      <path>database/wap/</path> 
      <preprocessing stemming="true"> 
        <frequency> 
          <min>0.0</min> 
          <max>0.0</max> 
        </frequency> 
        <stopwords_files> 
          <file>database/stop_words-all.txt</file> 
          <file>database/stop_words-reuters-aptemod.txt</file> 
          <file>database/stop_words-wap.txt</file> 
        </stopwords_files> 
      </preprocessing> 
    </wap> 
    <classic3> 
      <path>database/classic3/</path> 
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      <preprocessing stemming="true"> 
        <frequency> 
          <min>0.0</min> 
          <max>0.0</max> 
        </frequency> 
        <stopwords_files> 
          <file>database/stop_words-all.txt</file> 
          <file>database/stop_words-reuters-aptemod.txt</file> 
        </stopwords_files> 
      </preprocessing> 
    </classic3> 
  </datasets> 
  <mining> 
    <ftc min_support="5.0" multipass_apriori="true" overlap="0" 
num_max_clusters="0"> 
      <reuters run="true" /> 
      <wap run="true" /> 
      <classic3 run="true" /> 
    </ftc> 
    <hftc min_support="5.0" multipass_apriori="true" overlap="0" 
num_max_clusters="0"> 
      <reuters run="true" /> 
      <wap run="true" /> 
      <classic3 run="true" /> 
    </hftc> 
  </mining> 
  <other> 
    <saving path="clustering/"> 
      <database run="true" /> 
      <frequent_term_sets run="true" /> 
      <clustering run="true" /> 
      <results run="true" /> 
    </saving> 
    <print debug_print="true" /> 
    <measure cluster_info="true" /> 
  </other> 
</configuration>  
 71
Příloha B. Ukázka výstupu aplikace 
Informace o nastaveni 
======================================== 
Algoritmus: hftc 
Dataset: wap 
Stemming: ano 
Metoda generovani frekventovanych mnozin: multipass apriori 
Minimialni podpora: 5.0% 
Metoda vypoctu prekryti: entropy overlap 
 
Informace o datech 
======================================== 
Pocet kategorii: 20 
Pocet dokumentu: 1560 
Pocet slov pred predzpracovanim: 337505 
Pocet termu po predzpracovani: 181585 
 
Informace o shlukovani 
======================================== 
Pocet frekventovanych mnozin: 7286 
Pocet termu ve frekventovanych mnozinach: 21319 
Pocet vyslednych shluku: 389 
F-measure: 0.474 
 
Cas vypoctu 
======================================== 
Predzpracovani: 1529 ms (00 min 01 sec 529 ms) 
Generovani frekventovanych mnozin: 24507 ms (00 min 24 sec 507 ms) 
Shlukovani: 2990 ms (00 min 02 sec 990 ms) 
Celkovy cas: 68733 ms (01 min 08 sec 733 ms) 
 
Informace z generovani shluku 
======================================== 
… 
