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 ﾠ 	
 ﾠ INTRODUZIONE	
 ﾠ
 
La	
 ﾠrisonanza	
 ﾠmagnetica	
 ﾠfunzionale	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠpiù	
 ﾠrecenti	
 ﾠtecniche	
 ﾠdi	
 ﾠ
neuroimaging	
 ﾠ funzionale	
 ﾠ e	
 ﾠ sfrutta	
 ﾠ le	
 ﾠ variazioni	
 ﾠ emodinamiche	
 ﾠ prodotte	
 ﾠ
dall’attività	
 ﾠneuronale	
 ﾠper	
 ﾠidentificare	
 ﾠle	
 ﾠaree	
 ﾠcerebrali	
 ﾠd’attivazione.	
 ﾠEssendo	
 ﾠ
una	
 ﾠtecnica	
 ﾠnon	
 ﾠinvasiva	
 ﾠè	
 ﾠapplicata	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠper	
 ﾠlo	
 ﾠstudio	
 ﾠdell’attività	
 ﾠ
cerebrale	
 ﾠin	
 ﾠsoggetti	
 ﾠaffetti	
 ﾠda	
 ﾠneuropatologie.	
 ﾠL’fMRI	
 ﾠè	
 ﾠanche	
 ﾠutilizzata	
 ﾠper	
 ﾠlo	
 ﾠ
studio	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale,	
 ﾠla	
 ﾠquale	
 ﾠè	
 ﾠcorrelata	
 ﾠa	
 ﾠnumerosi	
 ﾠdisturbi	
 ﾠneurologici	
 ﾠ
quali:	
 ﾠdisfunzioni	
 ﾠcerebrovascolari,	
 ﾠsclerosi	
 ﾠmultipla,	
 ﾠnarcolessia	
 ﾠe	
 ﾠdisturbi	
 ﾠdel	
 ﾠ
sonno,	
 ﾠmorbo	
 ﾠdi	
 ﾠParkinson,	
 ﾠtraumi	
 ﾠcranici,	
 ﾠdisfunzioni	
 ﾠdei	
 ﾠmoto	
 ﾠneuroni,	
 ﾠfatica	
 ﾠ
cronica.	
 ﾠ
Questa	
 ﾠ tesi	
 ﾠ nasce	
 ﾠ grazie	
 ﾠ alla	
 ﾠ collaborazione	
 ﾠ con	
 ﾠ il	
 ﾠ reparto	
 ﾠ di	
 ﾠ Neurologia	
 ﾠ del	
 ﾠ
Policlinico	
 ﾠUniversitario	
 ﾠBorgo	
 ﾠRoma	
 ﾠdi	
 ﾠVerona.	
 ﾠ
Il	
 ﾠ progetto	
 ﾠ consiste	
 ﾠ nella	
 ﾠ selezione	
 ﾠ del	
 ﾠ modello	
 ﾠ ottimo	
 ﾠ della	
 ﾠ risposta	
 ﾠ
emodinamica	
 ﾠ cerebrale	
 ﾠ (hrf)	
 ﾠ in	
 ﾠ riferimento	
 ﾠ allo	
 ﾠ studio	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ
durante	
 ﾠ l’esecuzione	
 ﾠ di	
 ﾠ un	
 ﾠ task	
 ﾠ motorio	
 ﾠ della	
 ﾠ mano:	
 ﾠ movimento	
 ﾠ massimo,	
 ﾠ
minimo	
 ﾠ e	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo.	
 ﾠ Lo	
 ﾠ scopo	
 ﾠ principale	
 ﾠ è	
 ﾠ quello	
 ﾠ di	
 ﾠ valutare	
 ﾠ le	
 ﾠ
differenze	
 ﾠin	
 ﾠtermini	
 ﾠdi	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠcerebrale	
 ﾠed	
 ﾠindice	
 ﾠdi	
 ﾠAkaike	
 ﾠtra	
 ﾠ
alcuni	
 ﾠmodelli	
 ﾠstandard	
 ﾠe	
 ﾠun	
 ﾠmodello	
 ﾠindividual-ﾭ‐bsed	
 ﾠ(ibHRF),	
 ﾠopportunamente	
 ﾠ
costruito	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠdati	
 ﾠdi	
 ﾠogni	
 ﾠsingolo	
 ﾠsoggetto.	
 ﾠInoltre,	
 ﾠper	
 ﾠquantificare	
 ﾠ
l’influenza	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale	
 ﾠnelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione,	
 ﾠè	
 ﾠstato	
 ﾠeffettuato	
 ﾠil	
 ﾠ
confronto	
 ﾠtra	
 ﾠi	
 ﾠmovimenti	
 ﾠmassimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠ
Questo	
 ﾠstudio	
 ﾠsi	
 ﾠbasa	
 ﾠsull’elaborazione	
 ﾠdi	
 ﾠimmagini	
 ﾠfMRI	
 ﾠ3T	
 ﾠdi	
 ﾠnove	
 ﾠsoggetti	
 ﾠ
sani,	
 ﾠ acquisite	
 ﾠ presso	
 ﾠ l’ospedale	
 ﾠ Maggiore	
 ﾠ di	
 ﾠ Borgo	
 ﾠ Trento	
 ﾠ di	
 ﾠ Verona.	
 ﾠ Per	
 ﾠ
ciascun	
 ﾠsoggetto	
 ﾠsono	
 ﾠstate	
 ﾠacquisite	
 ﾠquattro	
 ﾠsessioni:	
 ﾠuna	
 ﾠrisonanza	
 ﾠanatomica	
 ﾠ
e	
 ﾠtre	
 ﾠfunzionali,	
 ﾠuna	
 ﾠper	
 ﾠogni	
 ﾠtipo	
 ﾠdi	
 ﾠtask	
 ﾠmotorio.	
 ﾠ
Nel	
 ﾠprimo	
 ﾠcapitolo	
 ﾠsaranno	
 ﾠpresentati	
 ﾠi	
 ﾠprincipi	
 ﾠteorici	
 ﾠdell’fMRI	
 ﾠe	
 ﾠdella	
 ﾠfatica	
 ﾠ
centrale.	
 ﾠ Verranno	
 ﾠ poi	
 ﾠ descritti	
 ﾠ i	
 ﾠ tipi	
 ﾠ di	
 ﾠ modelli	
 ﾠ della	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ
cerebrali	
 ﾠnoti	
 ﾠin	
 ﾠletteratura,	
 ﾠi	
 ﾠfiltraggi	
 ﾠe	
 ﾠle	
 ﾠtrasformazioni	
 ﾠapplicati	
 ﾠalle	
 ﾠimmagini	
 ﾠ
di	
 ﾠrisonanza	
 ﾠmagnetica	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠuniformarle	
 ﾠe	
 ﾠminimizzare	
 ﾠgli	
 ﾠartefatti	
 ﾠe	
 ﾠgli	
 ﾠ
errori	
 ﾠdovuti	
 ﾠall’acquisizione.	
 ﾠIn	
 ﾠseguito	
 ﾠverrà	
 ﾠdescritto	
 ﾠil	
 ﾠGeneral	
 ﾠLinear	
 ﾠModel	
 ﾠ
utilizzato	
 ﾠ per	
 ﾠ la	
 ﾠ costruzione	
 ﾠ del	
 ﾠ modello	
 ﾠ emodinamico	
 ﾠ al	
 ﾠ variare	
 ﾠ delle	
 ﾠ hrf	
 ﾠ 
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standard	
 ﾠutilizzate:	
 ﾠcanonical	
 ﾠhrf,	
 ﾠcanonical	
 ﾠhrf	
 ﾠ+	
 ﾠderivata	
 ﾠtemporale	
 ﾠe	
 ﾠcanonical	
 ﾠ
hrf	
 ﾠ+	
 ﾠderivate	
 ﾠtemporale	
 ﾠe	
 ﾠdispersiva.	
 ﾠIl	
 ﾠmodello	
 ﾠè	
 ﾠil	
 ﾠfondamento	
 ﾠsu	
 ﾠcui	
 ﾠsi	
 ﾠbasa	
 ﾠla	
 ﾠ
stima	
 ﾠdei	
 ﾠparametri	
 ﾠbeta	
 ﾠutilizzati	
 ﾠnell’analisi	
 ﾠstatistica	
 ﾠper	
 ﾠla	
 ﾠdefinizione	
 ﾠdelle	
 ﾠ
mappe	
 ﾠd’attivazione	
 ﾠcerebrale.	
 ﾠ
Verrà	
 ﾠquindi	
 ﾠdescritta	
 ﾠla	
 ﾠcostruzione	
 ﾠdell’ibHRF	
 ﾠe	
 ﾠverranno	
 ﾠpresentati	
 ﾠi	
 ﾠrisultati	
 ﾠ
ottenuti	
 ﾠin	
 ﾠtermini	
 ﾠsia	
 ﾠfisiologici	
 ﾠche	
 ﾠmetodologici.	
 ﾠPoiché	
 ﾠè	
 ﾠnoto	
 ﾠche	
 ﾠla	
 ﾠrisposta	
 ﾠ
emodinamica	
 ﾠvaria	
 ﾠa	
 ﾠseconda	
 ﾠdel	
 ﾠsoggetto	
 ﾠe	
 ﾠdell’area	
 ﾠcerebrale	
 ﾠda	
 ﾠanalizzare,	
 ﾠ
l’applicazione	
 ﾠdell’ibHRF	
 ﾠpermette	
 ﾠdi	
 ﾠdescrivere	
 ﾠqueste	
 ﾠvariazioni.	
 ﾠ
Attraverso	
 ﾠil	
 ﾠcalcolo	
 ﾠdell’indice	
 ﾠdi	
 ﾠAkaike	
 ﾠper	
 ﾠciascun	
 ﾠmodello	
 ﾠsi	
 ﾠprocederà	
 ﾠalla	
 ﾠ
scelta	
 ﾠdel	
 ﾠmodello	
 ﾠemodinamico	
 ﾠottimo	
 ﾠe	
 ﾠalla	
 ﾠvalutazione	
 ﾠdell’influenza	
 ﾠdella	
 ﾠ
fatica	
 ﾠcentrale	
 ﾠsui	
 ﾠrisultati	
 ﾠottenuti	
 ﾠper	
 ﾠi	
 ﾠsoggetti	
 ﾠsani.	
 ﾠ
Attraverso	
 ﾠ questo	
 ﾠ studio	
 ﾠ è	
 ﾠ stato	
 ﾠ possibile	
 ﾠ fornire	
 ﾠ un’ulteriore	
 ﾠ dominio	
 ﾠ di	
 ﾠ
validità	
 ﾠ dell’hrf	
 ﾠ individual-ﾭ‐based,	
 ﾠ metodo	
 ﾠ precedentemente	
 ﾠ validato	
 ﾠ su	
 ﾠ dati	
 ﾠ
simulati.	
 ﾠAttraverso	
 ﾠla	
 ﾠquantificazione	
 ﾠe	
 ﾠla	
 ﾠvalutazione	
 ﾠdell’attivazione	
 ﾠcerebrale	
 ﾠ
è	
 ﾠ stato	
 ﾠ possibile	
 ﾠ evidenziare	
 ﾠ l’insorgenza	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ durante	
 ﾠ un	
 ﾠ
semplice	
 ﾠtask	
 ﾠmotorio	
 ﾠ(quale	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo)	
 ﾠin	
 ﾠsoggetti	
 ﾠ
sani	
 ﾠe	
 ﾠnon	
 ﾠsolo	
 ﾠin	
 ﾠpazienti	
 ﾠneuropatologici.	
 ﾠ
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CAPITOLO	
 ﾠ1	
 ﾠ
RISONANZA	
 ﾠMAGNETICA	
 ﾠ
FUNZIONALE	
 ﾠ
 
La	
 ﾠscoperta	
 ﾠdel	
 ﾠfenomeno	
 ﾠdella	
 ﾠRisonanza	
 ﾠMagnetica	
 ﾠNucleare,	
 ﾠdovuta	
 ﾠa	
 ﾠBloch	
 ﾠe	
 ﾠ
Purcell	
 ﾠnel	
 ﾠ1946,	
 ﾠfornì	
 ﾠun	
 ﾠpotente	
 ﾠstrumento	
 ﾠalla	
 ﾠchimica	
 ﾠanalitica	
 ﾠtanto	
 ﾠche	
 ﾠnei	
 ﾠ
venti	
 ﾠ anni	
 ﾠ successivi	
 ﾠ si	
 ﾠ sviluppò	
 ﾠ una	
 ﾠ raffinata	
 ﾠ metodica	
 ﾠ spettroscopica	
 ﾠ per	
 ﾠ
l’analisi	
 ﾠnon	
 ﾠdistruttiva	
 ﾠdi	
 ﾠpiccoli	
 ﾠcampioni	
 ﾠdi	
 ﾠmateria.	
 ﾠFu	
 ﾠsolo	
 ﾠnegli	
 ﾠanni	
 ﾠ’70	
 ﾠche	
 ﾠ
si	
 ﾠcominciò	
 ﾠa	
 ﾠpensare	
 ﾠalla	
 ﾠRisonanza	
 ﾠMagnetica	
 ﾠNucleare	
 ﾠ(RMN)	
 ﾠcome	
 ﾠprocesso	
 ﾠ
utile	
 ﾠper	
 ﾠl’imaging	
 ﾠmedico	
 ﾠe	
 ﾠnegli	
 ﾠanni	
 ﾠ’80	
 ﾠiniziò	
 ﾠla	
 ﾠdiffusione	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠ
della	
 ﾠnuova	
 ﾠmetodica	
 ﾠdi	
 ﾠimmagine,	
 ﾠdenominata	
 ﾠMagnetic	
 ﾠResonance	
 ﾠImaging	
 ﾠ
(MRI).	
 ﾠNei	
 ﾠprimi	
 ﾠanni	
 ﾠ’90	
 ﾠè	
 ﾠiniziato	
 ﾠlo	
 ﾠstudio	
 ﾠdi	
 ﾠmetodi	
 ﾠper	
 ﾠla	
 ﾠgenerazione	
 ﾠdi	
 ﾠ
immagini	
 ﾠ funzionali	
 ﾠ mediante	
 ﾠ MR,	
 ﾠ che	
 ﾠ ha	
 ﾠ prodotto	
 ﾠ una	
 ﾠ nuova	
 ﾠ metodica	
 ﾠ
denominata	
 ﾠfunctional	
 ﾠMRI	
 ﾠ(fMRI).	
 ﾠL’osservazione	
 ﾠche	
 ﾠdà	
 ﾠorigine	
 ﾠalla	
 ﾠfMRI	
 ﾠè	
 ﾠche	
 ﾠ
l’emodinamica	
 ﾠlocale	
 ﾠcerebrale	
 ﾠriflette	
 ﾠl’attività	
 ﾠneuronale.[1]	
 ﾠ
1.1	
 ﾠ RISONANZA	
 ﾠ MAGNETICA	
 ﾠ FUNZIONALE,	
 ﾠ EFFETTO	
 ﾠ
BOLD	
 ﾠ
La	
 ﾠrisonanza	
 ﾠmagnetica	
 ﾠfunzionale	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠtecniche	
 ﾠdi	
 ﾠneuroimaging	
 ﾠpiù	
 ﾠ
recenti	
 ﾠe	
 ﾠfornisce	
 ﾠinformazioni	
 ﾠrelative	
 ﾠalla	
 ﾠfunzionalità	
 ﾠdi	
 ﾠun	
 ﾠorgano.	
 ﾠLa	
 ﾠfMRI	
 ﾠ
viene	
 ﾠgeneralmente	
 ﾠutilizzata	
 ﾠcome	
 ﾠsinonimo	
 ﾠdi	
 ﾠrisonanza	
 ﾠmagnetica	
 ﾠfunzionale	
 ﾠ
neuronale.	
 ﾠ Questa	
 ﾠ tecnica	
 ﾠ sfrutta	
 ﾠ le	
 ﾠ variazioni	
 ﾠ emodinamiche	
 ﾠ prodotte	
 ﾠ
dall’attività	
 ﾠneuronale	
 ﾠper	
 ﾠidentificare	
 ﾠle	
 ﾠaree	
 ﾠdel	
 ﾠcervello	
 ﾠumano	
 ﾠche	
 ﾠsi	
 ﾠattivano	
 ﾠ
durante	
 ﾠ una	
 ﾠ determinata	
 ﾠ condizione.	
 ﾠ Il	
 ﾠ cervello,	
 ﾠ come	
 ﾠ ogni	
 ﾠ altro	
 ﾠ organo	
 ﾠ del	
 ﾠ
corpo	
 ﾠumano,	
 ﾠrichiede	
 ﾠuna	
 ﾠdose	
 ﾠmaggiore	
 ﾠdi	
 ﾠossigeno	
 ﾠquando	
 ﾠha	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠ
metabolizzare	
 ﾠil	
 ﾠglucosio	
 ﾠper	
 ﾠricavarne	
 ﾠenergia.	
 ﾠDa	
 ﾠstudi	
 ﾠsvolti	
 ﾠfin	
 ﾠdai	
 ﾠprimi	
 ﾠanni	
 ﾠ
del	
 ﾠ‘900	
 ﾠè	
 ﾠnoto	
 ﾠche	
 ﾠcambiamenti	
 ﾠdell’attività	
 ﾠcellulare	
 ﾠneurale	
 ﾠdel	
 ﾠcervello	
 ﾠsono	
 ﾠ
associati	
 ﾠ a	
 ﾠ cambiamenti	
 ﾠ delle	
 ﾠ richieste	
 ﾠ energetiche.	
 ﾠ La	
 ﾠ fMRI	
 ﾠ applicata	
 ﾠ
all’encefalo,	
 ﾠgrazie	
 ﾠalla	
 ﾠpossibilità	
 ﾠdi	
 ﾠacquisire	
 ﾠimmagini	
 ﾠin	
 ﾠtempi	
 ﾠmolto	
 ﾠridotti	
 ﾠ 
 
Capitolo1  Risonanza magnetica funzionale 
 
 
 
12 
(dell’ordine	
 ﾠdel	
 ﾠcentesimo	
 ﾠdi	
 ﾠsecondo),	
 ﾠpermette	
 ﾠdi	
 ﾠvisualizzare	
 ﾠin	
 ﾠmodo	
 ﾠmolto	
 ﾠ
preciso	
 ﾠ e	
 ﾠ dettagliato	
 ﾠ le	
 ﾠ variazioni	
 ﾠ emodinamiche	
 ﾠ delle	
 ﾠ regioni	
 ﾠ corticali,	
 ﾠ in	
 ﾠ
relazione	
 ﾠ con	
 ﾠ il	
 ﾠ livello	
 ﾠ di	
 ﾠ attività	
 ﾠ neuronale	
 ﾠ nelle	
 ﾠ regioni	
 ﾠ stesse.	
 ﾠ Quando	
 ﾠ i	
 ﾠ
neuroni	
 ﾠ sono	
 ﾠ attivi,	
 ﾠ consumano	
 ﾠ l’ossigeno	
 ﾠ trasportato	
 ﾠ dall’emoglobina	
 ﾠ degli	
 ﾠ
eritrociti	
 ﾠche	
 ﾠattraversano	
 ﾠi	
 ﾠcapillari	
 ﾠsanguigni:	
 ﾠsi	
 ﾠha	
 ﾠquindi,	
 ﾠoltre	
 ﾠalla	
 ﾠvariazione	
 ﾠ
del	
 ﾠ flusso	
 ﾠ sanguigno	
 ﾠ cerebrale,	
 ﾠ anche	
 ﾠ variazioni	
 ﾠ locali	
 ﾠ del	
 ﾠ volume	
 ﾠ ematico	
 ﾠ
cerebrale	
 ﾠ(CBV)	
 ﾠe	
 ﾠdella	
 ﾠconcentrazione	
 ﾠrelativa	
 ﾠdi	
 ﾠdeossiemoglobina	
 ﾠ(dHB)	
 ﾠed	
 ﾠ
ossiemoglobina	
 ﾠ (Hb).	
 ﾠ In	
 ﾠ questo	
 ﾠ modo	
 ﾠ si	
 ﾠ sfruttano	
 ﾠ quindi	
 ﾠ le	
 ﾠ proprietà	
 ﾠ
magnetiche	
 ﾠdi	
 ﾠcui	
 ﾠgode	
 ﾠl’emoglobina	
 ﾠa	
 ﾠseconda	
 ﾠdel	
 ﾠsuo	
 ﾠlivello	
 ﾠdi	
 ﾠossigenazione	
 ﾠ
per	
 ﾠ registrare	
 ﾠ immagini	
 ﾠ che	
 ﾠ si	
 ﾠ ipotizza	
 ﾠ rispecchino	
 ﾠ le	
 ﾠ variazioni	
 ﾠ dell’attività	
 ﾠ
neuronale	
 ﾠ locale.	
 ﾠ La	
 ﾠ fMRI,	
 ﾠ rispetto	
 ﾠ alle	
 ﾠ altre	
 ﾠ tecniche	
 ﾠ di	
 ﾠ imaging	
 ﾠ funzionali	
 ﾠ
(quali	
 ﾠPET,	
 ﾠSPECT,	
 ﾠNIRS	
 ﾠe	
 ﾠMagnetic	
 ﾠParticle	
 ﾠImaging	
 ﾠ(MPI)),	
 ﾠè	
 ﾠfacile	
 ﾠda	
 ﾠusare	
 ﾠ
per	
 ﾠ lo	
 ﾠ sperimentatore	
 ﾠ e	
 ﾠ presenta	
 ﾠ una	
 ﾠ scarsa	
 ﾠ risoluzione	
 ﾠ temporale	
 ﾠ (2-ﾭ‐4	
 ﾠ s),	
 ﾠ
un’ottima	
 ﾠrisoluzione	
 ﾠspaziale	
 ﾠ(2-ﾭ‐6	
 ﾠmm)	
 ﾠe	
 ﾠnon	
 ﾠnecessita	
 ﾠdell’uso	
 ﾠdi	
 ﾠtraccianti	
 ﾠin	
 ﾠ
quanto	
 ﾠsi	
 ﾠbasa	
 ﾠsulla	
 ﾠmisurazione	
 ﾠdi	
 ﾠun	
 ﾠsegnale	
 ﾠintrinseco.	
 ﾠLa	
 ﾠfMRI	
 ﾠè	
 ﾠl'ultima	
 ﾠdi	
 ﾠ
lunga	
 ﾠserie	
 ﾠdi	
 ﾠinnovazioni,	
 ﾠtra	
 ﾠcui	
 ﾠla	
 ﾠtomografia	
 ﾠad	
 ﾠemissione	
 ﾠdi	
 ﾠpositroni	
 ﾠ(o	
 ﾠPET	
 ﾠ
dall’inglese	
 ﾠ Positron	
 ﾠ Emission	
 ﾠ Tomography)	
 ﾠ e	
 ﾠ la	
 ﾠ spettroscopia	
 ﾠ nel	
 ﾠ vicino	
 ﾠ
infrarosso	
 ﾠ(NIRS	
 ﾠNear-ﾭ‐infrared	
 ﾠSpectroscopy),	
 ﾠche	
 ﾠutilizzano	
 ﾠil	
 ﾠflusso	
 ﾠdi	
 ﾠsangue	
 ﾠ
e	
 ﾠil	
 ﾠmetabolismo	
 ﾠdi	
 ﾠossigeno	
 ﾠper	
 ﾠdedurre	
 ﾠl'attività	
 ﾠcerebrale.	
 ﾠRispetto	
 ﾠalla	
 ﾠPET,	
 ﾠil	
 ﾠ
segnale	
 ﾠmisurato	
 ﾠdalla	
 ﾠfMRI	
 ﾠè	
 ﾠpiù	
 ﾠdebole	
 ﾠed	
 ﾠanche	
 ﾠil	
 ﾠSNR	
 ﾠè	
 ﾠpeggiore	
 ﾠma,	
 ﾠessendo	
 ﾠ
la	
 ﾠfMRI	
 ﾠnon	
 ﾠinvasiva,	
 ﾠè	
 ﾠpossibile	
 ﾠacquisire	
 ﾠpiù	
 ﾠserie	
 ﾠdi	
 ﾠimmagini	
 ﾠsenza	
 ﾠrischi	
 ﾠper	
 ﾠ
il	
 ﾠpaziente.	
 ﾠPer	
 ﾠmigliorare	
 ﾠil	
 ﾠSNR	
 ﾠsi	
 ﾠdovrebbe	
 ﾠaumentare	
 ﾠla	
 ﾠdimensione	
 ﾠdel	
 ﾠvoxel	
 ﾠ
e	
 ﾠquindi	
 ﾠandare	
 ﾠa	
 ﾠridurre	
 ﾠla	
 ﾠrisoluzione	
 ﾠspaziale.	
 ﾠUn	
 ﾠaumento	
 ﾠdelle	
 ﾠdimensioni	
 ﾠ
del	
 ﾠvoxel	
 ﾠcauserebbe	
 ﾠperò	
 ﾠuna	
 ﾠmaggior	
 ﾠpresenza	
 ﾠdi	
 ﾠeffetti	
 ﾠdi	
 ﾠvolume	
 ﾠparziale	
 ﾠ
ossia	
 ﾠ un	
 ﾠ voxel	
 ﾠ non	
 ﾠ rappresenta	
 ﾠ un	
 ﾠ solo	
 ﾠ tessuto.[2]	
 ﾠ La	
 ﾠ NIRS	
 ﾠ è	
 ﾠ anch’essa	
 ﾠ una	
 ﾠ
tecnica	
 ﾠ non	
 ﾠ invasiva	
 ﾠ ma	
 ﾠ rispetto	
 ﾠ alla	
 ﾠ fMRI	
 ﾠ presenta	
 ﾠ una	
 ﾠ buona	
 ﾠ risoluzione	
 ﾠ
temporale	
 ﾠ (0.1	
 ﾠ s),	
 ﾠ una	
 ﾠ scarsa	
 ﾠ risoluzione	
 ﾠ spaziale	
 ﾠ (2-ﾭ‐3	
 ﾠ cm)	
 ﾠ e	
 ﾠ permette	
 ﾠ di	
 ﾠ
registrare	
 ﾠvariazioni	
 ﾠpresenti	
 ﾠsulla	
 ﾠsola	
 ﾠsuperficie	
 ﾠdel	
 ﾠcervello.	
 ﾠInoltre	
 ﾠla	
 ﾠNIRS	
 ﾠ
non	
 ﾠ permette	
 ﾠ di	
 ﾠ ottenere	
 ﾠ direttamente	
 ﾠ informazioni	
 ﾠ relative	
 ﾠ l’anatomia	
 ﾠ
cerebrale	
 ﾠ portando	
 ﾠ quindi	
 ﾠ ad	
 ﾠ una	
 ﾠ localizzazione	
 ﾠ spesso	
 ﾠ inaccurata	
 ﾠ
dell’attivazione	
 ﾠneuronale.[3]	
 ﾠ 
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La	
 ﾠscoperta	
 ﾠdell’effetto	
 ﾠBOLD	
 ﾠ(dall’inglese	
 ﾠBlood	
 ﾠOxygenation	
 ﾠLevel	
 ﾠDependent),	
 ﾠ
prinicpio	
 ﾠscoperto	
 ﾠda	
 ﾠSeiji	
 ﾠOgawa	
 ﾠnei	
 ﾠlaboratori	
 ﾠBell	
 ﾠ(USA)	
 ﾠalla	
 ﾠfine	
 ﾠdegli	
 ﾠanni	
 ﾠ
80,	
 ﾠ ha	
 ﾠ portato	
 ﾠ alla	
 ﾠ messa	
 ﾠ a	
 ﾠ punto	
 ﾠ della	
 ﾠ tecnica	
 ﾠ BOLD	
 ﾠ fMRI	
 ﾠ che	
 ﾠ permette	
 ﾠ di	
 ﾠ
mappare	
 ﾠl’attività	
 ﾠcerebrale	
 ﾠfunzionale	
 ﾠsenza	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠmezzi	
 ﾠdi	
 ﾠcontrasto	
 ﾠe	
 ﾠ
con	
 ﾠrisoluzione	
 ﾠspaziale	
 ﾠpropria	
 ﾠdella	
 ﾠMRI.	
 ﾠI	
 ﾠprimi	
 ﾠesperimenti	
 ﾠBOLD	
 ﾠfMRI	
 ﾠsono	
 ﾠ
del	
 ﾠ1992.	
 ﾠAd	
 ﾠesempio,	
 ﾠKwong	
 ﾠet	
 ﾠal.	
 ﾠ(1992)	
 ﾠdimostrò	
 ﾠche	
 ﾠse	
 ﾠun	
 ﾠsoggetto	
 ﾠveniva	
 ﾠ
esposto	
 ﾠad	
 ﾠun	
 ﾠflash	
 ﾠcon	
 ﾠLED	
 ﾠper	
 ﾠ60	
 ﾠs,	
 ﾠogni	
 ﾠ60	
 ﾠs	
 ﾠdi	
 ﾠriposo,	
 ﾠi	
 ﾠcambiamenti	
 ﾠdi	
 ﾠlivello	
 ﾠ
della	
 ﾠdeossiemoglobina	
 ﾠnella	
 ﾠcorteccia	
 ﾠvisiva	
 ﾠerano	
 ﾠtali	
 ﾠda	
 ﾠprodurre	
 ﾠvariazioni	
 ﾠ
misurabili	
 ﾠnelle	
 ﾠimmagini	
 ﾠMRI	
 ﾠottenute	
 ﾠcon	
 ﾠsequenza	
 ﾠgradient-ﾭ‐echo.[4][5]	
 ﾠ
1.1.1	
 ﾠL’EFFETTO	
 ﾠBOLD	
 ﾠ 	
 ﾠ
Ogawa	
 ﾠ et	
 ﾠ al.	
 ﾠ (1990)	
 ﾠ e	
 ﾠ Turner	
 ﾠ et	
 ﾠ al.	
 ﾠ (1991)	
 ﾠ dimostrarono,	
 ﾠ in	
 ﾠ esperimenti	
 ﾠ
condotti	
 ﾠ su	
 ﾠ animali	
 ﾠ da	
 ﾠ laboratorio	
 ﾠ con	
 ﾠ campi	
 ﾠ magnetici	
 ﾠ B0≥1.5T	
 ﾠ e	
 ﾠ immagini	
 ﾠ
pesate	
 ﾠ T2*,	
 ﾠ che	
 ﾠ un	
 ﾠ simile	
 ﾠ cambiamento	
 ﾠ nel	
 ﾠ contrasto	
 ﾠ delle	
 ﾠ immagini	
 ﾠ MR	
 ﾠ
riguardanti	
 ﾠ aree	
 ﾠ circostanti	
 ﾠ i	
 ﾠ vasi	
 ﾠ sanguigni	
 ﾠ poteva	
 ﾠ essere	
 ﾠ ottenuto	
 ﾠ più	
 ﾠ
semplicemente	
 ﾠ inducendo	
 ﾠ un	
 ﾠ cambiamento	
 ﾠ nello	
 ﾠ stato	
 ﾠ di	
 ﾠ ossigenazione	
 ﾠ del	
 ﾠ
sangue.[4][6]	
 ﾠQ u e s t a 	
 ﾠo s s e r v a z i o n e 	
 ﾠd e r i v a v a 	
 ﾠd a l 	
 ﾠf a t t o 	
 ﾠn o t a t o 	
 ﾠd a 	
 ﾠF a r a d a y 	
 ﾠe 	
 ﾠ
misurato	
 ﾠ sperimentalmente	
 ﾠ da	
 ﾠ Pauling	
 ﾠ e	
 ﾠ Coryell	
 ﾠ (1936)	
 ﾠ che	
 ﾠ la	
 ﾠ dHb	
 ﾠ è	
 ﾠ
paramagnetica	
 ﾠmentre	
 ﾠl'Hb	
 ﾠ(la	
 ﾠquale	
 ﾠha	
 ﾠuna	
 ﾠsuscettività	
 ﾠmagnetica	
 ﾠquasi	
 ﾠuguale	
 ﾠ
a	
 ﾠquella	
 ﾠdel	
 ﾠtessuto)	
 ﾠè	
 ﾠdiamagnetica,	
 ﾠ	
 ﾠperciò	
 ﾠla	
 ﾠdHb	
 ﾠpuò	
 ﾠessere	
 ﾠconsiderata	
 ﾠcome	
 ﾠ
un	
 ﾠagente	
 ﾠdi	
 ﾠcontrasto	
 ﾠnaturale.[7]	
 ﾠ	
 ﾠ
Variazioni	
 ﾠnell'attività	
 ﾠcerebrale	
 ﾠdi	
 ﾠun	
 ﾠsoggetto	
 ﾠche	
 ﾠcreano	
 ﾠuno	
 ﾠsbilanciamento	
 ﾠ
tra	
 ﾠla	
 ﾠsottrazione	
 ﾠdi	
 ﾠossigeno	
 ﾠed	
 ﾠil	
 ﾠflusso	
 ﾠsanguigno	
 ﾠproducono	
 ﾠun	
 ﾠcambiamento	
 ﾠ
nel	
 ﾠsegnale	
 ﾠMRI	
 ﾠattorno	
 ﾠai	
 ﾠvasi	
 ﾠche	
 ﾠirrorano	
 ﾠla	
 ﾠcorteccia,	
 ﾠquesto	
 ﾠfenomeno	
 ﾠpuò	
 ﾠ
essere	
 ﾠ osservato	
 ﾠ nel	
 ﾠ caso	
 ﾠ in	
 ﾠ cui	
 ﾠ vengano	
 ﾠ usate	
 ﾠ sequenze	
 ﾠ di	
 ﾠ immagini	
 ﾠ MR	
 ﾠ
sensibili	
 ﾠalle	
 ﾠdisomogeneità	
 ﾠdel	
 ﾠcampo	
 ﾠmagnetico.	
 ﾠIl	
 ﾠsegnale	
 ﾠMR	
 ﾠmicrovascolare	
 ﾠ
nelle	
 ﾠ immagini	
 ﾠ pesate	
 ﾠ T2	
 ﾠ (rilassamento	
 ﾠ spin-ﾭ‐spin)	
 ﾠ e	
 ﾠ T2*	
 ﾠ (1.1)	
 ﾠ è	
 ﾠ fortemente	
 ﾠ
influenzato	
 ﾠ dallo	
 ﾠ stato	
 ﾠ di	
 ﾠ ossigenazione	
 ﾠ del	
 ﾠ sangue.	
 ﾠ Il	
 ﾠ tasso	
 ﾠ di	
 ﾠ perdita	
 ﾠ di	
 ﾠ
coerenza	
 ﾠdi	
 ﾠfase	
 ﾠdegli	
 ﾠspin	
 ﾠdei	
 ﾠprotoni	
 ﾠè	
 ﾠuna	
 ﾠmisura	
 ﾠdi	
 ﾠT2	
 ﾠe	
 ﾠdell'omogeneità	
 ﾠ
locale	
 ﾠdel	
 ﾠcampo	
 ﾠmagnetico	
 ﾠ(T2*).	
 ﾠLa	
 ﾠcostante	
 ﾠdi	
 ﾠtempo	
 ﾠreale	
 ﾠT2*	
 ﾠè	
 ﾠdata	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ
	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ(1.1)	
 ﾠ 
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in	
 ﾠcui	
 ﾠT2	
 ﾠè	
 ﾠil	
 ﾠrilassamento	
 ﾠspin-ﾭ‐spin,	
 ﾠ	
 ﾠΔB0	
 ﾠè	
 ﾠla	
 ﾠmassima	
 ﾠdisomogeneità	
 ﾠdel	
 ﾠcampo	
 ﾠ
magnetico	
 ﾠB0	
 ﾠe	
 ﾠγ	
 ﾠè	
 ﾠil	
 ﾠrapporto	
 ﾠgiromagnetico.	
 ﾠ
La	
 ﾠtecnica	
 ﾠBOLD	
 ﾠnon	
 ﾠmisura	
 ﾠdirettamente	
 ﾠla	
 ﾠperfusione	
 ﾠtessutale	
 ﾠo	
 ﾠla	
 ﾠportata.	
 ﾠ
Poiché	
 ﾠo l t r e 	
 ﾠi l 	
 ﾠ7 0 % 	
 ﾠd e l 	
 ﾠs a n g u e 	
 ﾠd e l 	
 ﾠc e r v e l l o 	
 ﾠs i 	
 ﾠt r o v a 	
 ﾠa l l ' i n t e r n o 	
 ﾠd e i 	
 ﾠc a p i l l a r i 	
 ﾠ
microvascolari	
 ﾠ e	
 ﾠ delle	
 ﾠ venule,	
 ﾠ la	
 ﾠ misura	
 ﾠ della	
 ﾠ suscettibilità	
 ﾠ magnetica,	
 ﾠ che	
 ﾠ
induce	
 ﾠ una	
 ﾠ riduzione	
 ﾠ del	
 ﾠ segnale	
 ﾠ T2*,	
 ﾠ si	
 ﾠ pensa	
 ﾠ rifletta	
 ﾠ lo	
 ﾠ stato	
 ﾠ di	
 ﾠ
deossigenazione	
 ﾠlocale	
 ﾠdel	
 ﾠsistema	
 ﾠvenoso.	
 ﾠInoltre,	
 ﾠla	
 ﾠperfusione	
 ﾠe	
 ﾠla	
 ﾠdiffusione	
 ﾠ
dei	
 ﾠprotoni	
 ﾠattraverso	
 ﾠla	
 ﾠvariazione	
 ﾠdi	
 ﾠgradienti	
 ﾠlocali	
 ﾠha	
 ﾠun	
 ﾠimpatto	
 ﾠdiretto	
 ﾠsui	
 ﾠ
tempi	
 ﾠdi	
 ﾠrilassamento	
 ﾠT2	
 ﾠosservati,	
 ﾠche	
 ﾠè	
 ﾠun	
 ﾠaltro	
 ﾠmeccanismo	
 ﾠdi	
 ﾠgenerazione	
 ﾠ
del	
 ﾠcontrasto	
 ﾠtissutale.	
 ﾠ
La	
 ﾠ presenza	
 ﾠ di	
 ﾠ qualsiasi	
 ﾠ sostanza	
 ﾠ in	
 ﾠ un	
 ﾠ campo	
 ﾠ magnetico	
 ﾠ altera	
 ﾠ il	
 ﾠ campo	
 ﾠ in	
 ﾠ
qualche	
 ﾠ misura.	
 ﾠ Alcuni	
 ﾠ elementi	
 ﾠ in	
 ﾠ metallo	
 ﾠ hanno	
 ﾠ un	
 ﾠ elevato	
 ﾠ momento	
 ﾠ
magnetico	
 ﾠ intrinseco	
 ﾠ relativo	
 ﾠ all’acqua	
 ﾠ o	
 ﾠ all’aria,	
 ﾠ e	
 ﾠ subiscono	
 ﾠ un’elevata	
 ﾠ
polarizzazione	
 ﾠ se	
 ﾠ posti	
 ﾠ in	
 ﾠ un	
 ﾠ campo	
 ﾠ magnetico.	
 ﾠ Il	
 ﾠ grado	
 ﾠ di	
 ﾠ questo	
 ﾠ effetto	
 ﾠ è	
 ﾠ
denominato	
 ﾠ"suscettibilità	
 ﾠmagnetica".	
 ﾠIl	
 ﾠferro	
 ﾠnell'emoglobina	
 ﾠdel	
 ﾠsangue	
 ﾠ(Fig.	
 ﾠ
1.1)	
 ﾠè	
 ﾠun	
 ﾠagente	
 ﾠdi	
 ﾠcontrasto	
 ﾠintravascolare	
 ﾠche	
 ﾠsi	
 ﾠtrova	
 ﾠin	
 ﾠogni	
 ﾠtessuto	
 ﾠed	
 ﾠè	
 ﾠ
inerente	
 ﾠ alla	
 ﾠ suscettibilità	
 ﾠ magnetica	
 ﾠ poiché	
 ﾠ induce	
 ﾠ una	
 ﾠ riduzione	
 ﾠ del	
 ﾠ T2*.	
 ﾠ
Quindi	
 ﾠ è	
 ﾠ usato	
 ﾠ come	
 ﾠ indicatore	
 ﾠ locale	
 ﾠ dell’attivazione	
 ﾠ funzionale,	
 ﾠ perché	
 ﾠ il	
 ﾠ
sangue	
 ﾠ arterioso	
 ﾠ ossigenato	
 ﾠ contiene	
 ﾠ emoglobina	
 ﾠ ossigenata,	
 ﾠ che	
 ﾠ è	
 ﾠ
diamagnetica	
 ﾠed	
 ﾠha	
 ﾠun	
 ﾠpiccolo	
 ﾠeffetto	
 ﾠdi	
 ﾠsuscettibilità	
 ﾠmagnetica.	
 ﾠTuttavia	
 ﾠnon	
 ﾠ
altera	
 ﾠ significativamente	
 ﾠ il	
 ﾠ campo	
 ﾠ magnetico	
 ﾠ locale	
 ﾠ e	
 ﾠ non	
 ﾠ influenza	
 ﾠ
pesantemente	
 ﾠil	
 ﾠT2*	
 ﾠdel	
 ﾠtessuto.	
 ﾠ	
 ﾠ
	
 ﾠ
Figura	
 ﾠ1.1:	
 ﾠStruttura	
 ﾠdell'emoglobina.	
 ﾠI	
 ﾠgruppi	
 ﾠeme	
 ﾠ	
 ﾠ
contenenti	
 ﾠil	
 ﾠferro	
 ﾠsono	
 ﾠin	
 ﾠverde	
 ﾠ(TorinoScienza).	
 ﾠ
 
	
 ﾠ
La	
 ﾠ deossigenazione	
 ﾠ dell'emoglobina	
 ﾠ produce	
 ﾠ dHb,	
 ﾠ una	
 ﾠ specie	
 ﾠ molto	
 ﾠ più	
 ﾠ
paramagnetica	
 ﾠdel	
 ﾠferro	
 ﾠa	
 ﾠcausa	
 ﾠdei	
 ﾠquattro	
 ﾠelettroni	
 ﾠspaiati,	
 ﾠche	
 ﾠdisturba	
 ﾠil	
 ﾠ
campo	
 ﾠmagnetico	
 ﾠlocale	
 ﾠB0	
 ﾠin	
 ﾠuna	
 ﾠregione	
 ﾠdi	
 ﾠtessuto	
 ﾠche	
 ﾠinduce	
 ﾠil	
 ﾠgrande	
 ﾠeffetto	
 ﾠ 
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osservato	
 ﾠdi	
 ﾠsuscettibilità	
 ﾠmagnetica.	
 ﾠIl	
 ﾠbilanciamento	
 ﾠtra	
 ﾠalterazioni	
 ﾠspaziali	
 ﾠe	
 ﾠ
temporali	
 ﾠ nella	
 ﾠ concentrazione	
 ﾠ locale	
 ﾠ di	
 ﾠ ferro	
 ﾠ deossigenato	
 ﾠ ed	
 ﾠ ossigenato	
 ﾠ
modifica	
 ﾠ il	
 ﾠ T2*	
 ﾠ locale	
 ﾠ osservato,	
 ﾠp r o v o c a n d o 	
 ﾠf l u t t u a z i o n i 	
 ﾠd e l l a 	
 ﾠs u s c e t t i b i l i t à 	
 ﾠ
magnetica.	
 ﾠ Il	
 ﾠ sangue	
 ﾠ arterioso	
 ﾠ trasportato	
 ﾠ presenta	
 ﾠ principalmente	
 ﾠ
ossiemoglobina,	
 ﾠ tuttavia,	
 ﾠ quando	
 ﾠ l’Hb	
 ﾠ passa	
 ﾠ attraverso	
 ﾠ il	
 ﾠ letto	
 ﾠ capillare,	
 ﾠ la	
 ﾠ
concentrazione	
 ﾠlocale	
 ﾠdi	
 ﾠdHb	
 ﾠaumenta	
 ﾠe	
 ﾠspesso	
 ﾠè	
 ﾠpredominante.	
 ﾠ
Il	
 ﾠ contrasto	
 ﾠ in	
 ﾠ fMRI	
 ﾠ è	
 ﾠ quindi	
 ﾠ determinato	
 ﾠd a l 	
 ﾠbilanciamento	
 ﾠ dell’emoglobina	
 ﾠ
ossigenata	
 ﾠe	
 ﾠdeossigenata	
 ﾠnel	
 ﾠsangue	
 ﾠall'interno	
 ﾠdi	
 ﾠun	
 ﾠvoxel,	
 ﾠche	
 ﾠa	
 ﾠsua	
 ﾠvolta	
 ﾠè	
 ﾠ
una	
 ﾠ funzione	
 ﾠ dell’autoregolazione	
 ﾠ locale	
 ﾠ arteriosa	
 ﾠ o	
 ﾠ della	
 ﾠ vasodilatazione	
 ﾠ
(Fig.1.2).	
 ﾠ
 
Figura	
 ﾠ1.2:	
 ﾠDopo	
 ﾠl'attivazione,	
 ﾠl'ossigeno	
 ﾠviene	
 ﾠestratto	
 ﾠdalle	
 ﾠcellule,	
 ﾠaumentando	
 ﾠcosì	
 ﾠil	
 ﾠlivello	
 ﾠdi	
 ﾠ
deossiemoglobina	
 ﾠnel	
 ﾠsangue.	
 ﾠCiò	
 ﾠè	
 ﾠcompensato	
 ﾠda	
 ﾠun	
 ﾠaumento	
 ﾠdel	
 ﾠflusso	
 ﾠematico	
 ﾠnelle	
 ﾠvicinanze	
 ﾠ
delle	
 ﾠcellule	
 ﾠattive,	
 ﾠportando	
 ﾠad	
 ﾠun	
 ﾠaumento	
 ﾠnetto	
 ﾠossiemoglobina.[2]	
 ﾠ
 
	
 ﾠAumentando	
 ﾠil	
 ﾠflusso	
 ﾠdi	
 ﾠsangue	
 ﾠossigenato	
 ﾠo	
 ﾠriducendo	
 ﾠl'estrazione	
 ﾠdi	
 ﾠossigeno	
 ﾠ
a	
 ﾠuna	
 ﾠregione	
 ﾠdel	
 ﾠcervello,	
 ﾠsi	
 ﾠha	
 ﾠun	
 ﾠaumento	
 ﾠlocale	
 ﾠintravoxel	
 ﾠdi	
 ﾠT2*	
 ﾠche,	
 ﾠa	
 ﾠsua	
 ﾠ
volta,	
 ﾠinduce	
 ﾠun	
 ﾠaumento	
 ﾠd’intensità	
 ﾠnelle	
 ﾠimmagini.	
 ﾠVa	
 ﾠricordato	
 ﾠche	
 ﾠl’aumento	
 ﾠ
dell'intensità	
 ﾠ locale	
 ﾠ dell'immagine	
 ﾠ dipenderà	
 ﾠ anche	
 ﾠd a l l e	
 ﾠ differenze	
 ﾠ
nell’emodinamica	
 ﾠ(volume	
 ﾠdel	
 ﾠsangue,	
 ﾠflusso	
 ﾠed	
 ﾠossigenazione)	
 ﾠe	
 ﾠnella	
 ﾠstruttura	
 ﾠ
dei	
 ﾠvasi	
 ﾠ(raggio,	
 ﾠorientamento,	
 ﾠapertura	
 ﾠvascolare).	
 ﾠ	
 ﾠ
Durante	
 ﾠla	
 ﾠstimolazione	
 ﾠin	
 ﾠMR,	
 ﾠsi	
 ﾠosserva	
 ﾠche	
 ﾠil	
 ﾠT2*	
 ﾠè	
 ﾠinfluenzato	
 ﾠdal	
 ﾠrapporto	
 ﾠ
tra	
 ﾠ Hb	
 ﾠ e	
 ﾠ la	
 ﾠ paramagnetica	
 ﾠ dHb	
 ﾠ presenti	
 ﾠn e l 	
 ﾠl e t t o 	
 ﾠc a p i l l a r e 	
 ﾠe 	
 ﾠv e n o s o . 	
 ﾠQ u e s t o 	
 ﾠ 
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equilibrio	
 ﾠ produce	
 ﾠ un	
 ﾠ gradiente	
 ﾠ nel	
 ﾠ campo	
 ﾠ magnetico	
 ﾠ locale	
 ﾠ e	
 ﾠ un	
 ﾠ potente	
 ﾠ
meccanismo	
 ﾠ di	
 ﾠ contrasto	
 ﾠ dei	
 ﾠ tessuti,	
 ﾠ perché	
 ﾠ la	
 ﾠ grande	
 ﾠ superficie	
 ﾠ del	
 ﾠ letto	
 ﾠ
capillare	
 ﾠ amplifica	
 ﾠ gli	
 ﾠ effetti	
 ﾠ a	
 ﾠ lungo	
 ﾠ raggio	
 ﾠ sul	
 ﾠ campo	
 ﾠ magnetico.	
 ﾠ La	
 ﾠ
stimolazione	
 ﾠproduce	
 ﾠuna	
 ﾠrapida	
 ﾠattivazione	
 ﾠneuronale,	
 ﾠche	
 ﾠa	
 ﾠsua	
 ﾠvolta	
 ﾠaumenta	
 ﾠ
il	
 ﾠ flusso	
 ﾠ ematico	
 ﾠ cerebrale	
 ﾠ (CBF),	
 ﾠ il	
 ﾠ volume	
 ﾠ ematico	
 ﾠ cerebrale	
 ﾠ e	
 ﾠ l’apporto	
 ﾠ di	
 ﾠ
ossigeno.	
 ﾠQuando	
 ﾠil	
 ﾠCBF	
 ﾠaumenta	
 ﾠpiù	
 ﾠdel	
 ﾠCBV,	
 ﾠl’apporto	
 ﾠdi	
 ﾠossigeno	
 ﾠaumenta	
 ﾠ
superando	
 ﾠil	
 ﾠbisogno	
 ﾠlocale	
 ﾠdi	
 ﾠossigeno	
 ﾠdovuto	
 ﾠall’attivazione.	
 ﾠIl	
 ﾠrapido	
 ﾠaumento	
 ﾠ
del	
 ﾠCBF	
 ﾠlocale	
 ﾠnelle	
 ﾠarteriole	
 ﾠe	
 ﾠnelle	
 ﾠpiccole	
 ﾠarterie	
 ﾠsi	
 ﾠdice	
 ﾠche	
 ﾠsia	
 ﾠdisaccoppiato	
 ﾠ
dal	
 ﾠ metabolismo	
 ﾠ locale.[8]	
 ﾠL ' e f f e t t o 	
 ﾠn e t t o 	
 ﾠè 	
 ﾠu n 	
 ﾠs u r p l u s 	
 ﾠd e l l a 	
 ﾠquantità	
 ﾠ di	
 ﾠ
emoglobina	
 ﾠossigenata	
 ﾠtrasportata	
 ﾠin	
 ﾠogni	
 ﾠvoxel	
 ﾠattivato.	
 ﾠNon	
 ﾠappena	
 ﾠl'ossigeno	
 ﾠ
fornito	
 ﾠsupera	
 ﾠil	
 ﾠfabbisogno	
 ﾠlocale,	
 ﾠi	
 ﾠletti	
 ﾠcapillare	
 ﾠe	
 ﾠvenoso	
 ﾠsi	
 ﾠriempiono	
 ﾠcon	
 ﾠun	
 ﾠ
apporto	
 ﾠ maggiore	
 ﾠ di	
 ﾠ emoglobina	
 ﾠ ossigenata	
 ﾠ che	
 ﾠ non	
 ﾠd e o s s i g e n a t a 	
 ﾠr i s p e t t o 	
 ﾠa 	
 ﾠ
quando	
 ﾠla	
 ﾠcorteccia	
 ﾠè	
 ﾠa	
 ﾠriposo	
 ﾠ(Fig.	
 ﾠ1.3).[9]	
 ﾠ
 
Figura	
 ﾠ1.3:	
 ﾠAndamento	
 ﾠdel	
 ﾠsegnale	
 ﾠBOLD	
 ﾠ(rosso)	
 ﾠnel	
 ﾠtempo	
 ﾠdurante	
 ﾠuna	
 ﾠsequenza	
 ﾠriposo-ﾭstimolo;	
 ﾠ
in	
 ﾠblu	
 ﾠè	
 ﾠrappresentata	
 ﾠla	
 ﾠperfusione	
 ﾠcerebrale	
 ﾠ(CBF)	
 ﾠe	
 ﾠin	
 ﾠnero	
 ﾠil	
 ﾠvolume	
 ﾠematico	
 ﾠ(CBV).[10]	
 ﾠ
 
Il	
 ﾠ segnale	
 ﾠ BOLD	
 ﾠ presenta	
 ﾠ un	
 ﾠ poststimulus	
 ﾠ undershoot	
 ﾠc h e 	
 ﾠè 	
 ﾠl e g a t o 	
 ﾠa i 	
 ﾠ
cambiamenti	
 ﾠdi	
 ﾠCBF	
 ﾠe	
 ﾠCBV	
 ﾠche	
 ﾠavvengono	
 ﾠin	
 ﾠrisposta	
 ﾠall’attivazione	
 ﾠneuronale.	
 ﾠ
Alla	
 ﾠ fine	
 ﾠ dell’attivazione,	
 ﾠ il	
 ﾠ CBF	
 ﾠ diminuisce	
 ﾠ molto	
 ﾠ più	
 ﾠ rapidamente	
 ﾠ del	
 ﾠ CBV	
 ﾠ
portando	
 ﾠ ad	
 ﾠ una	
 ﾠ maggiore	
 ﾠ concentrazione	
 ﾠ di	
 ﾠ dHb	
 ﾠ rispetto	
 ﾠ alla	
 ﾠ situazione	
 ﾠ
basale.	
 ﾠDi	
 ﾠconseguenza	
 ﾠanche	
 ﾠil	
 ﾠsegnale	
 ﾠBOLD	
 ﾠè	
 ﾠal	
 ﾠdi	
 ﾠsotto	
 ﾠdella	
 ﾠbaseline.	
 ﾠ 
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1.2	
 ﾠSTUDIO	
 ﾠDELLA	
 ﾠFATICA	
 ﾠCENTRALE	
 ﾠTRAMITE	
 ﾠfMRI	
 ﾠ
La	
 ﾠfatica	
 ﾠè	
 ﾠuna	
 ﾠcondizione	
 ﾠche	
 ﾠsi	
 ﾠpresenta	
 ﾠin	
 ﾠtutti	
 ﾠgli	
 ﾠindividui	
 ﾠma	
 ﾠassume	
 ﾠ
un	
 ﾠ aspetto	
 ﾠ importante	
 ﾠ soprattutto	
 ﾠ in	
 ﾠ soggetti	
 ﾠ affetti	
 ﾠ da	
 ﾠ alcune	
 ﾠ patologie.	
 ﾠ
Nonostante	
 ﾠnon	
 ﾠvi	
 ﾠsia	
 ﾠuna	
 ﾠdefinizione	
 ﾠstandardizzata	
 ﾠdel	
 ﾠconcetto	
 ﾠdi	
 ﾠfatica,	
 ﾠè	
 ﾠ
noto	
 ﾠdalla	
 ﾠletteratura	
 ﾠche	
 ﾠviene	
 ﾠclassificata	
 ﾠin	
 ﾠdue	
 ﾠmodi	
 ﾠin	
 ﾠbase	
 ﾠalle	
 ﾠcause	
 ﾠche	
 ﾠla	
 ﾠ
inducono:	
 ﾠfatica	
 ﾠcentrale	
 ﾠe	
 ﾠperiferica.	
 ﾠLa	
 ﾠfatica	
 ﾠè	
 ﾠespressione	
 ﾠdi	
 ﾠdue	
 ﾠprocessi	
 ﾠ
principali,	
 ﾠ costituiti	
 ﾠ dalla	
 ﾠ trasmissione	
 ﾠ del	
 ﾠ segnale	
 ﾠ nervoso	
 ﾠ e	
 ﾠ dalla	
 ﾠ catena	
 ﾠ
energetica	
 ﾠmetabolica,	
 ﾠintegrati	
 ﾠtra	
 ﾠloro	
 ﾠe	
 ﾠche	
 ﾠportano	
 ﾠall’insorgere	
 ﾠdella	
 ﾠfatica.	
 ﾠ
In	
 ﾠ questo	
 ﾠ lavoro	
 ﾠ andremo	
 ﾠ a	
 ﾠ valutare	
 ﾠ solo	
 ﾠ l’influenza	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ
sull’attivazione	
 ﾠcerebrale,	
 ﾠtralasciando	
 ﾠgli	
 ﾠaspetti	
 ﾠrelativi	
 ﾠalla	
 ﾠfatica	
 ﾠperiferica.	
 ﾠ
La	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ (o	
 ﾠ nervosa)	
 ﾠ è	
 ﾠ definita	
 ﾠ come	
 ﾠ l’insieme	
 ﾠ dei	
 ﾠ fattori	
 ﾠ che	
 ﾠ
determinano	
 ﾠuna	
 ﾠdiminuzione	
 ﾠdella	
 ﾠcontrattilità	
 ﾠmuscolare	
 ﾠindipendentemente	
 ﾠ
da	
 ﾠ fattori	
 ﾠ metabolici	
 ﾠ o	
 ﾠ intramuscolari.[11]	
 ﾠI n 	
 ﾠu n o 	
 ﾠstato	
 ﾠ di	
 ﾠ affaticamento,	
 ﾠ il	
 ﾠ
Sistema	
 ﾠNervoso	
 ﾠCentrale	
 ﾠnon	
 ﾠriesce	
 ﾠa	
 ﾠgenerare	
 ﾠuno	
 ﾠstimolo	
 ﾠadeguato	
 ﾠa	
 ﾠcausa	
 ﾠ
dell’insorgenza	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale	
 ﾠche	
 ﾠnon	
 ﾠpermette	
 ﾠdi	
 ﾠraggiungere	
 ﾠil	
 ﾠlivello	
 ﾠdi	
 ﾠ
forza	
 ﾠmassimale.	
 ﾠLa	
 ﾠriduzione	
 ﾠdella	
 ﾠcapacità	
 ﾠcontrattile	
 ﾠdelle	
 ﾠfibre	
 ﾠmuscolari	
 ﾠè	
 ﾠ
anche	
 ﾠ legata	
 ﾠ a	
 ﾠ fattori	
 ﾠ metabolici	
 ﾠ periferici	
 ﾠ anche	
 ﾠ se	
 ﾠ il	
 ﾠ ruolo	
 ﾠ del	
 ﾠ comando	
 ﾠ
nervoso	
 ﾠcentrale	
 ﾠè	
 ﾠspesso	
 ﾠpredominante.	
 ﾠAlcuni	
 ﾠaspetti	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale	
 ﾠnon	
 ﾠ
sono	
 ﾠ completamente	
 ﾠ conosciuti	
 ﾠ ma	
 ﾠ si	
 ﾠ è	
 ﾠ propensi	
 ﾠ ad	
 ﾠ affermare	
 ﾠ che	
 ﾠ la	
 ﾠ sua	
 ﾠ
insorgenza	
 ﾠ è	
 ﾠ dovuta	
 ﾠ ad	
 ﾠ un	
 ﾠ fenomeno	
 ﾠ inibitorio	
 ﾠ che	
 ﾠ si	
 ﾠ verifica	
 ﾠ a	
 ﾠ causa	
 ﾠ di	
 ﾠ
meccanismi	
 ﾠche	
 ﾠagiscono	
 ﾠa	
 ﾠlivello	
 ﾠglobale	
 ﾠsull’insieme	
 ﾠdelle	
 ﾠfunzioni	
 ﾠnervose.[12]	
 ﾠ
Il	
 ﾠ meccanismo	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ è	
 ﾠ definito	
 ﾠ da:	
 ﾠ una	
 ﾠ diminuzione	
 ﾠ del	
 ﾠ
reclutamento	
 ﾠdelle	
 ﾠunità	
 ﾠmotorie	
 ﾠche	
 ﾠpresentano	
 ﾠuna	
 ﾠsoglia	
 ﾠalta	
 ﾠallo	
 ﾠstimolo;	
 ﾠ
una	
 ﾠriduzione	
 ﾠdel	
 ﾠcontrollo	
 ﾠcentrale	
 ﾠdovuto	
 ﾠall’inibizione	
 ﾠcrescente	
 ﾠdell’input	
 ﾠ
trasmesso	
 ﾠdagli	
 ﾠinterneuroni	
 ﾠalla	
 ﾠcorteccia	
 ﾠmotoria;	
 ﾠun	
 ﾠarresto	
 ﾠdella	
 ﾠconduzione	
 ﾠ
centrale	
 ﾠdovuta	
 ﾠa	
 ﾠdemielinizzazione	
 ﾠo	
 ﾠalla	
 ﾠdisattivazione	
 ﾠdei	
 ﾠmotoneuroni;	
 ﾠun	
 ﾠ
aumento	
 ﾠdel	
 ﾠfeedback	
 ﾠnegativo	
 ﾠ	
 ﾠdai	
 ﾠmuscoli	
 ﾠafferenti	
 ﾠai	
 ﾠneuroni	
 ﾠsensoriali;	
 ﾠun	
 ﾠ
decremento	
 ﾠdel	
 ﾠfeedback	
 ﾠpositivo	
 ﾠdai	
 ﾠfusi	
 ﾠmuscoli	
 ﾠagli	
 ﾠafferenti	
 ﾠsensoriali.[13]	
 ﾠ
Si	
 ﾠritiene	
 ﾠche	
 ﾠil	
 ﾠruolo	
 ﾠdei	
 ﾠneuromediatori	
 ﾠcentrali	
 ﾠsia	
 ﾠcollegato	
 ﾠalla	
 ﾠpresenza	
 ﾠ
della	
 ﾠfatica	
 ﾠcentrale.	
 ﾠGli	
 ﾠaspetti	
 ﾠneurochimici	
 ﾠdella	
 ﾠfatica	
 ﾠnervosa	
 ﾠriguardano	
 ﾠin	
 ﾠ
particolare	
 ﾠla	
 ﾠsecrezione	
 ﾠdi	
 ﾠcatecolamine,	
 ﾠnoradrenalina,	
 ﾠdopamina,	
 ﾠtirosina,	
 ﾠed	
 ﾠ 
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altre	
 ﾠsostanze	
 ﾠendocrine.	
 ﾠIl	
 ﾠcervello	
 ﾠsvolge	
 ﾠquindi	
 ﾠil	
 ﾠruolo	
 ﾠdi	
 ﾠregolatore	
 ﾠdell’atto	
 ﾠ
motorio	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠprevenire	
 ﾠdanni	
 ﾠall’organismo	
 ﾠed	
 ﾠun	
 ﾠeccessivo	
 ﾠaccumulo	
 ﾠdi	
 ﾠ
metaboliti.	
 ﾠ
La	
 ﾠ fatica	
 ﾠ è	
 ﾠ quindi	
 ﾠ il	
 ﾠ risultato	
 ﾠ di	
 ﾠ un	
 ﾠ comando	
 ﾠ di	
 ﾠ tipo	
 ﾠ inibitorio	
 ﾠ da	
 ﾠ parte	
 ﾠ del	
 ﾠ
sistema	
 ﾠ nervoso	
 ﾠ centrale:	
 ﾠ la	
 ﾠ diminuzione	
 ﾠ dei	
 ﾠ comandi	
 ﾠ neurali	
 ﾠ è	
 ﾠ causata	
 ﾠ da	
 ﾠ
adattamenti	
 ﾠa	
 ﾠlivello	
 ﾠcorticale	
 ﾠche	
 ﾠsi	
 ﾠverificano	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠmodificazioni	
 ﾠdelle	
 ﾠ
risposte	
 ﾠmetaboliche	
 ﾠprovenienti	
 ﾠdall’organismo.	
 ﾠLa	
 ﾠfatica	
 ﾠdiviene	
 ﾠun	
 ﾠregolatore	
 ﾠ
attivo	
 ﾠdell’attivazione	
 ﾠneuronale.	
 ﾠ
L’MRI	
 ﾠdel	
 ﾠcervello	
 ﾠè	
 ﾠuna	
 ﾠtecnica	
 ﾠutilizzata	
 ﾠper	
 ﾠlo	
 ﾠstudio	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale,	
 ﾠla	
 ﾠ
quale	
 ﾠ è	
 ﾠ correlata	
 ﾠ a	
 ﾠ numerosi	
 ﾠ disturbi	
 ﾠ neurologici	
 ﾠ quali:	
 ﾠ disfunzioni	
 ﾠ
cerebrovascolari,	
 ﾠsclerosi	
 ﾠmultipla,	
 ﾠnarcolessia	
 ﾠe	
 ﾠdisturbi	
 ﾠdel	
 ﾠsonno,	
 ﾠmorbo	
 ﾠdi	
 ﾠ
Parkinson,	
 ﾠ traumi	
 ﾠ cranici,	
 ﾠ disfunzioni	
 ﾠ dei	
 ﾠ moto	
 ﾠ neuroni,	
 ﾠ fatica	
 ﾠ cronica.	
 ﾠ Il	
 ﾠ
neuroimaging	
 ﾠè	
 ﾠinfatti	
 ﾠapplicato	
 ﾠprincipalmente	
 ﾠper	
 ﾠescludere	
 ﾠlesioni	
 ﾠstrutturali	
 ﾠ
e	
 ﾠ demielinizzanti.	
 ﾠ I	
 ﾠ metodi	
 ﾠ attuali	
 ﾠ di	
 ﾠ ricerca	
 ﾠ includono	
 ﾠ la	
 ﾠ spettroscopia	
 ﾠ di	
 ﾠ
risonanza	
 ﾠ magnetica	
 ﾠ protonica	
 ﾠ e	
 ﾠ di	
 ﾠ neuroimaging	
 ﾠ funzionale	
 ﾠd e l 	
 ﾠc e r v e l l o 	
 ﾠ
(fMRI).[14]	
 ﾠ
Ad	
 ﾠ esempio,	
 ﾠ la	
 ﾠ fMRI	
 ﾠi n 	
 ﾠs o g g e t t i 	
 ﾠa f f a t i c a ti,	
 ﾠ affetti	
 ﾠ da	
 ﾠ sclerosi	
 ﾠ multipla	
 ﾠ( S M ) ,	
 ﾠ
presenta	
 ﾠ un’interazione	
 ﾠ compromessa	
 ﾠ tra	
 ﾠ le	
 ﾠ aree	
 ﾠ corticali	
 ﾠ e	
 ﾠ subcorticali	
 ﾠ
funzionalmente	
 ﾠcorrelate,	
 ﾠevidenziando	
 ﾠuna	
 ﾠcorrelazione	
 ﾠinversa	
 ﾠtra	
 ﾠil	
 ﾠlivello	
 ﾠdi	
 ﾠ
severità	
 ﾠ della	
 ﾠ fatica	
 ﾠ e	
 ﾠ l’attivazione	
 ﾠ relativa	
 ﾠ del	
 ﾠ talamo	
 ﾠ ipsilaterale	
 ﾠ durante	
 ﾠ
semplici	
 ﾠcompiti	
 ﾠmotori	
 ﾠ(movimento	
 ﾠdelle	
 ﾠmani).[15]	
 ﾠ	
 ﾠ
In	
 ﾠuno	
 ﾠstudio	
 ﾠeffettuato	
 ﾠda	
 ﾠWhite	
 ﾠet	
 ﾠal.	
 ﾠ(2008),	
 ﾠsempre	
 ﾠsu	
 ﾠpazienti	
 ﾠcon	
 ﾠSM	
 ﾠe	
 ﾠ
soggetti	
 ﾠsani,	
 ﾠsi	
 ﾠè	
 ﾠevidenziato	
 ﾠche	
 ﾠprima	
 ﾠdel	
 ﾠprotocollo	
 ﾠa	
 ﾠfatica	
 ﾠi	
 ﾠsoggetti	
 ﾠcon	
 ﾠSM	
 ﾠ
presentano	
 ﾠ una	
 ﾠ migliore	
 ﾠ attivazione	
 ﾠ della	
 ﾠ corteccia	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ contro	
 ﾠ
laterale	
 ﾠal	
 ﾠmovimento,	
 ﾠdell’insula	
 ﾠe	
 ﾠdel	
 ﾠgiro	
 ﾠdel	
 ﾠcingolo,	
 ﾠrispetto	
 ﾠai	
 ﾠsoggetti	
 ﾠsani.	
 ﾠ
I	
 ﾠrisultati	
 ﾠindicano	
 ﾠche	
 ﾠprima	
 ﾠdell’esercizio	
 ﾠa	
 ﾠfatica,	
 ﾠi	
 ﾠpazienti	
 ﾠcon	
 ﾠSM	
 ﾠpresentano	
 ﾠ
maggior	
 ﾠattivazione	
 ﾠcerebrale	
 ﾠrispetto	
 ﾠai	
 ﾠcontrolli,	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠdovuti	
 ﾠa	
 ﾠ
cambiamenti	
 ﾠfunzionali	
 ﾠadattativi	
 ﾠin	
 ﾠrisposta	
 ﾠalla	
 ﾠdemielinizzazione	
 ﾠ(Fig.	
 ﾠ1.4).	
 ﾠ
Tale	
 ﾠ aumento	
 ﾠ dell’attivazione	
 ﾠ può	
 ﾠ suggerire	
 ﾠ che	
 ﾠ i	
 ﾠ pazienti	
 ﾠ richiedono	
 ﾠ un	
 ﾠ
maggiore	
 ﾠ sforzo	
 ﾠ per	
 ﾠ eseguire	
 ﾠ compiti	
 ﾠ motori	
 ﾠ anche	
 ﾠ semplici.	
 ﾠ Quando	
 ﾠ si	
 ﾠ è	
 ﾠ 
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stanchi	
 ﾠaumenta	
 ﾠla	
 ﾠcontrazione	
 ﾠmuscolare	
 ﾠma	
 ﾠl’attivazione	
 ﾠcerebrale	
 ﾠnon	
 ﾠpuò	
 ﾠ
essere	
 ﾠulteriormente	
 ﾠaumentata.[16]	
 ﾠ	
 ﾠ
La	
 ﾠ spettroscopia	
 ﾠ a	
 ﾠ risonanza	
 ﾠ magnetica	
 ﾠ protonica	
 ﾠ è	
 ﾠ usata	
 ﾠ per	
 ﾠ studiare	
 ﾠ la	
 ﾠ
funzione	
 ﾠmetabolica	
 ﾠdel	
 ﾠcervello	
 ﾠin	
 ﾠvivo.	
 ﾠUn	
 ﾠipometabolismo	
 ﾠneuronale	
 ﾠe	
 ﾠun	
 ﾠ
danno	
 ﾠ assonale	
 ﾠ sono	
 ﾠ la	
 ﾠ prima	
 ﾠ manifestazione	
 ﾠ clinica	
 ﾠ della	
 ﾠ SM	
 ﾠ e	
 ﾠs o n o 	
 ﾠq u a s i 	
 ﾠ
completamente	
 ﾠindipendenti	
 ﾠdal	
 ﾠprocesso	
 ﾠinfiammatorio.[16]	
 ﾠ
	
 ﾠ
Figura	
 ﾠ1.4:	
 ﾠAree	
 ﾠmedie	
 ﾠdi	
 ﾠattivazione	
 ﾠper	
 ﾠpazienti	
 ﾠcon	
 ﾠsclerosi	
 ﾠmultipla	
 ﾠ(grigio)	
 ﾠe	
 ﾠcontrolli	
 ﾠ(bianco)	
 ﾠ
prima	
 ﾠ e	
 ﾠ dopo	
 ﾠ l'esercizio	
 ﾠ di	
 ﾠ fatica:	
 ﾠg i r o 	
 ﾠp r e c e n t r a l e 	
 ﾠsinistro	
 ﾠ (pannello	
 ﾠ A),	
 ﾠ cervelletto	
 ﾠ destro	
 ﾠ
(pannello	
 ﾠB),	
 ﾠinsula	
 ﾠsinistra	
 ﾠ(pannello	
 ﾠC),	
 ﾠinsula	
 ﾠdestra	
 ﾠ(pannello	
 ﾠD),	
 ﾠgiro	
 ﾠdel	
 ﾠcingolato	
 ﾠsinistro	
 ﾠ(E	
 ﾠ
pannello),	
 ﾠgiro	
 ﾠdel	
 ﾠcingolato	
 ﾠ	
 ﾠdestro	
 ﾠ(pannello	
 ﾠF).[16]	
 ﾠ
Inoltre	
 ﾠl’ipometabolismo	
 ﾠglobale	
 ﾠdel	
 ﾠcervello	
 ﾠsembra	
 ﾠessere	
 ﾠun	
 ﾠbuon	
 ﾠindicatore	
 ﾠ
per	
 ﾠle	
 ﾠricadute	
 ﾠnella	
 ﾠSM.[17]	
 ﾠUna	
 ﾠcombinazione	
 ﾠtra	
 ﾠaffaticamento	
 ﾠmuscolare	
 ﾠe	
 ﾠ
fatica	
 ﾠcentrale	
 ﾠsi	
 ﾠvede	
 ﾠin	
 ﾠdiversi	
 ﾠdisturbi,	
 ﾠad	
 ﾠesempio,	
 ﾠnel	
 ﾠmorbo	
 ﾠdi	
 ﾠAddison,	
 ﾠ
nella	
 ﾠfatica	
 ﾠdi	
 ﾠsoggetti	
 ﾠpost-ﾭ‐poliomeliti	
 ﾠe	
 ﾠcon	
 ﾠdisfunzioni	
 ﾠdi	
 ﾠmotoneuroni.	
 ﾠNel	
 ﾠ
morbo	
 ﾠdi	
 ﾠAddison,	
 ﾠla	
 ﾠfatica	
 ﾠdovuta	
 ﾠall’esercizio	
 ﾠfisico	
 ﾠè	
 ﾠlegata	
 ﾠalla	
 ﾠcontrattilità	
 ﾠ
muscolare	
 ﾠalterata,	
 ﾠattribuibile	
 ﾠall’instabilità	
 ﾠdella	
 ﾠmembrana	
 ﾠcellulare	
 ﾠdovuta	
 ﾠ 
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allo	
 ﾠspostamento	
 ﾠdi	
 ﾠelettroliti.	
 ﾠTuttavia,	
 ﾠi	
 ﾠpazienti	
 ﾠpercepiscono	
 ﾠanche	
 ﾠpiù	
 ﾠalti	
 ﾠ
livelli	
 ﾠdi	
 ﾠfatica	
 ﾠa	
 ﾠcausa	
 ﾠdi	
 ﾠun	
 ﾠmeccanismo	
 ﾠcentrale.[18]	
 ﾠ
In	
 ﾠpazienti	
 ﾠaffetti	
 ﾠda	
 ﾠneuropatie	
 ﾠinfiammatorie	
 ﾠdemielinizzanti	
 ﾠperiferiche,	
 ﾠnei	
 ﾠ
quali	
 ﾠi	
 ﾠdisturbi	
 ﾠdella	
 ﾠmalattia	
 ﾠsono	
 ﾠcircoscritti	
 ﾠal	
 ﾠsistema	
 ﾠnervoso	
 ﾠperiferico,la	
 ﾠ
percezione	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ è	
 ﾠ legata	
 ﾠ al	
 ﾠ comportamento	
 ﾠ del	
 ﾠ sistema	
 ﾠ
sensoriale	
 ﾠafferente.	
 ﾠI	
 ﾠsintomi	
 ﾠdella	
 ﾠfatica	
 ﾠcentrale	
 ﾠconfrontabili	
 ﾠcon	
 ﾠla	
 ﾠsindrome	
 ﾠ
da	
 ﾠfatica	
 ﾠcronica	
 ﾠsono	
 ﾠriscontrati	
 ﾠin	
 ﾠpiù	
 ﾠdell'80%	
 ﾠdei	
 ﾠpazienti,	
 ﾠmolti	
 ﾠdei	
 ﾠquali	
 ﾠ
presentano	
 ﾠuna	
 ﾠdisabilità	
 ﾠmotoria.[19]	
 ﾠLa	
 ﾠdemielinizzazione	
 ﾠsegmentata	
 ﾠdi	
 ﾠnervi	
 ﾠ
periferici	
 ﾠ porta	
 ﾠ ad	
 ﾠ un	
 ﾠ rallentamento	
 ﾠ ed	
 ﾠ alla	
 ﾠ perdita	
 ﾠ di	
 ﾠ parte	
 ﾠ del	
 ﾠ segnale	
 ﾠ
sensoriale	
 ﾠ afferente,	
 ﾠ ma	
 ﾠ la	
 ﾠ trasmissione	
 ﾠ del	
 ﾠ dolore	
 ﾠ da	
 ﾠ parte	
 ﾠ delle	
 ﾠ fibre	
 ﾠ
amieliniche	
 ﾠtipo	
 ﾠC	
 ﾠrimane	
 ﾠinvariata.	
 ﾠQuesta	
 ﾠdifferenza	
 ﾠnelle	
 ﾠdue	
 ﾠtrasmissioni	
 ﾠ
porta	
 ﾠad	
 ﾠuna	
 ﾠpercezione	
 ﾠmaggiore	
 ﾠdello	
 ﾠsforzo	
 ﾠperché	
 ﾠle	
 ﾠsensazioni	
 ﾠdolorose	
 ﾠ
associate	
 ﾠ alle	
 ﾠ attività	
 ﾠ motorie	
 ﾠ sono	
 ﾠ registrate	
 ﾠ con	
 ﾠ anticipo	
 ﾠ rispetto	
 ﾠ alle	
 ﾠ
condizioni	
 ﾠnormali.[14]	
 ﾠ
	
 ﾠUno	
 ﾠ studio	
 ﾠ fMRI	
 ﾠ sulla	
 ﾠ sindrome	
 ﾠ di	
 ﾠ fatica	
 ﾠ cronica	
 ﾠ durante	
 ﾠ task	
 ﾠ motorio	
 ﾠ
immaginato	
 ﾠ(De	
 ﾠLange	
 ﾠF.P.,	
 ﾠ2004),	
 ﾠin	
 ﾠ16	
 ﾠpazienti	
 ﾠaffetti	
 ﾠda	
 ﾠsindrome	
 ﾠdella	
 ﾠfatica	
 ﾠ
cronica	
 ﾠ e	
 ﾠ 16	
 ﾠ soggetti	
 ﾠ sani,	
 ﾠ ha	
 ﾠ evidenziato	
 ﾠ dal	
 ﾠ punto	
 ﾠ di	
 ﾠ vista	
 ﾠ neurale	
 ﾠ una	
 ﾠ
riduzione	
 ﾠdel	
 ﾠsegnale	
 ﾠBOLD	
 ﾠdai	
 ﾠnuclei	
 ﾠcaudali.	
 ﾠCiò	
 ﾠè	
 ﾠcoerente	
 ﾠcon	
 ﾠl'ipotesi	
 ﾠche	
 ﾠi	
 ﾠ
disturbi	
 ﾠ dello	
 ﾠ striato	
 ﾠ costituiscono	
 ﾠ un	
 ﾠ meccanismo	
 ﾠ patogenetico	
 ﾠ della	
 ﾠ fatica	
 ﾠ
centrale.	
 ﾠI	
 ﾠsoggetti	
 ﾠmalati	
 ﾠreclutano	
 ﾠregioni	
 ﾠcerebrali	
 ﾠaddizionali	
 ﾠche	
 ﾠsupportano	
 ﾠ
il	
 ﾠ processo	
 ﾠ visivo	
 ﾠ per	
 ﾠ compensare	
 ﾠ una	
 ﾠ disfunzione	
 ﾠ della	
 ﾠ pianificazione	
 ﾠ
motoria.[20]	
 ﾠ	
 ﾠ
Per	
 ﾠquanto	
 ﾠriguarda	
 ﾠla	
 ﾠpredisposizione	
 ﾠgenetica	
 ﾠalla	
 ﾠfatica	
 ﾠcentrale,	
 ﾠstudi	
 ﾠsui	
 ﾠ
gemelli	
 ﾠ suggeriscono	
 ﾠc h e 	
 ﾠf a t t o r i 	
 ﾠg e n e t i c i 	
 ﾠ ed	
 ﾠ ambientali	
 ﾠ sono	
 ﾠ importanti.	
 ﾠ
Meccanismi	
 ﾠgenetici	
 ﾠpotrebbero	
 ﾠoperare	
 ﾠaumentando	
 ﾠla	
 ﾠsensibilità	
 ﾠad	
 ﾠuno	
 ﾠstato	
 ﾠ
di	
 ﾠ stanchezza	
 ﾠ in	
 ﾠ condizioni	
 ﾠ di	
 ﾠ stress,	
 ﾠ altri	
 ﾠ trigger	
 ﾠ ambientali	
 ﾠ (ad	
 ﾠ esempio,	
 ﾠ
infezioni	
 ﾠe	
 ﾠvaccinazioni),	
 ﾠo	
 ﾠentrambi	
 ﾠ(Fig.	
 ﾠ1.5).[21]	
 ﾠ 
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 ﾠ
Figura	
 ﾠ1.5:	
 ﾠStima	
 ﾠdell'influenza	
 ﾠgenetica	
 ﾠed	
 ﾠambientale	
 ﾠsulla	
 ﾠpredisposizione	
 ﾠalla	
 ﾠfatica	
 ﾠcronica.[21]	
 ﾠ
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CAPITOLO	
 ﾠ2	
 ﾠ
RISPOSTA	
 ﾠEMODINAMICA	
 ﾠE	
 ﾠ
GENERAL	
 ﾠLINEAR	
 ﾠMODEL	
 ﾠ
	
 ﾠ
L’hemodynamic	
 ﾠ response	
 ﾠ function	
 ﾠ (hrf)	
 ﾠ è	
 ﾠ la	
 ﾠ funzione	
 ﾠ indice	
 ﾠ
dell’emodinamica	
 ﾠcerebrale	
 ﾠe	
 ﾠrappresenta	
 ﾠla	
 ﾠvariazione	
 ﾠdel	
 ﾠsegnale	
 ﾠmisurato	
 ﾠ
dalle	
 ﾠbobine	
 ﾠdovuto	
 ﾠalla	
 ﾠvariazione	
 ﾠdell’attività	
 ﾠneuronale.	
 ﾠL’hrf	
 ﾠè	
 ﾠalla	
 ﾠbase	
 ﾠdella	
 ﾠ
costruzione	
 ﾠdel	
 ﾠmodello	
 ﾠutilizzato	
 ﾠdal	
 ﾠGeneral	
 ﾠLinear	
 ﾠModel	
 ﾠ(GLM),	
 ﾠsu	
 ﾠcui	
 ﾠsi	
 ﾠbasa	
 ﾠ
l’analisi	
 ﾠstatistica	
 ﾠdei	
 ﾠnostri	
 ﾠdati	
 ﾠfMRI.	
 ﾠAl	
 ﾠvariare	
 ﾠdell’hrf	
 ﾠvaria	
 ﾠdi	
 ﾠconseguenza	
 ﾠil	
 ﾠ
modello	
 ﾠe	
 ﾠquindi	
 ﾠsi	
 ﾠpossono	
 ﾠottenere	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠcerebrale	
 ﾠdifferenti.	
 ﾠ
Per	
 ﾠquesto	
 ﾠsi	
 ﾠè	
 ﾠscelto	
 ﾠdi	
 ﾠdescrivere	
 ﾠle	
 ﾠprincipali	
 ﾠhrf	
 ﾠdescritte	
 ﾠin	
 ﾠletteratura	
 ﾠprima	
 ﾠ
di	
 ﾠ andare	
 ﾠ ad	
 ﾠ analizzare	
 ﾠ nello	
 ﾠ specifico	
 ﾠ l’hrf	
 ﾠ individual-ﾭ‐based,	
 ﾠ generata	
 ﾠ
specificatamente	
 ﾠper	
 ﾠogni	
 ﾠsoggetto.	
 ﾠ
2.1	
 ﾠSTATO	
 ﾠDELL’ARTE	
 ﾠ
La	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠnon	
 ﾠè	
 ﾠcostante	
 ﾠnelle	
 ﾠvarie	
 ﾠregioni	
 ﾠcerebrali	
 ﾠe	
 ﾠ
non	
 ﾠmodifica	
 ﾠil	
 ﾠproprio	
 ﾠandamento	
 ﾠper	
 ﾠstimoli	
 ﾠinferiori	
 ﾠad	
 ﾠun	
 ﾠcerto	
 ﾠvalore	
 ﾠ(500	
 ﾠ
ms).	
 ﾠ La	
 ﾠ forma	
 ﾠ della	
 ﾠ risposta	
 ﾠ appare	
 ﾠ simile	
 ﾠ nelle	
 ﾠ regioni	
 ﾠ sensoriali	
 ﾠ primarie,	
 ﾠ
come	
 ﾠla	
 ﾠcorteccia	
 ﾠvisiva	
 ﾠprimaria	
 ﾠ(V1),	
 ﾠla	
 ﾠcorteccia	
 ﾠauditiva	
 ﾠprimaria	
 ﾠ(A1)	
 ﾠe	
 ﾠla	
 ﾠ
corteccia	
 ﾠ somatosensoriale	
 ﾠ primaria	
 ﾠ (S1).	
 ﾠ Tuttavia	
 ﾠ la	
 ﾠ forma	
 ﾠd e l l ’ hrf	
 ﾠv a r i a 	
 ﾠ
attraverso	
 ﾠ le	
 ﾠ aree	
 ﾠ cerebrali,	
 ﾠ in	
 ﾠ particolare	
 ﾠ nelle	
 ﾠ regioni	
 ﾠ corticali	
 ﾠ superiori	
 ﾠ
poiché	
 ﾠ la	
 ﾠ vascolarizzazione	
 ﾠ è	
 ﾠ diversificata	
 ﾠ nelle	
 ﾠ diverse	
 ﾠ regioni.[22]	
 ﾠ Inoltre	
 ﾠl a 	
 ﾠ
risposta	
 ﾠ BOLD	
 ﾠ sembra	
 ﾠ variare	
 ﾠ notevolmente	
 ﾠ tra	
 ﾠ individui.[23]	
 ﾠC o n o s c e r e 	
 ﾠl a 	
 ﾠ
forma	
 ﾠ dell’hrf	
 ﾠ è	
 ﾠ importante	
 ﾠ poiché	
 ﾠ da	
 ﾠ essa	
 ﾠ dipende	
 ﾠ il	
 ﾠ modello	
 ﾠ emodinamico	
 ﾠ
utilizzato	
 ﾠnell’analisi	
 ﾠdei	
 ﾠdati	
 ﾠfMRI	
 ﾠacquisiti.	
 ﾠ
	
 ﾠUna	
 ﾠtipica	
 ﾠrisposta	
 ﾠBOLD	
 ﾠad	
 ﾠuno	
 ﾠstimolo	
 ﾠ(Fig.	
 ﾠ2.1)	
 ﾠè	
 ﾠcaratterizzata	
 ﾠda	
 ﾠtre	
 ﾠfasi.	
 ﾠLa	
 ﾠ
prima	
 ﾠfase	
 ﾠè	
 ﾠcostituita	
 ﾠda	
 ﾠun	
 ﾠinitial	
 ﾠdip,	
 ﾠcioè	
 ﾠun	
 ﾠtratto	
 ﾠdi	
 ﾠfunzione	
 ﾠnegativa	
 ﾠal	
 ﾠdi	
 ﾠ 
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sotto	
 ﾠdella	
 ﾠbaseline	
 ﾠ(linea	
 ﾠdello	
 ﾠzero)	
 ﾠche	
 ﾠsi	
 ﾠforma	
 ﾠdopo	
 ﾠ1-ﾭ‐2	
 ﾠs	
 ﾠdopo	
 ﾠlo	
 ﾠstimolo	
 ﾠ(è	
 ﾠ
osservabile	
 ﾠ in	
 ﾠ presenza	
 ﾠ di	
 ﾠ elevati	
 ﾠ campi	
 ﾠ magnetici).	
 ﾠ La	
 ﾠ seconda	
 ﾠ fase	
 ﾠ della	
 ﾠ
risposta,	
 ﾠ detta	
 ﾠ peak,	
 ﾠ assume	
 ﾠ il	
 ﾠ valore	
 ﾠ massimo	
 ﾠ della	
 ﾠ funzione	
 ﾠ 5-ﾭ‐6	
 ﾠ s	
 ﾠ dopo	
 ﾠ la	
 ﾠ
stimolazione,	
 ﾠed	
 ﾠè	
 ﾠseguita	
 ﾠda	
 ﾠun	
 ﾠundershoot	
 ﾠ(terza	
 ﾠfase)	
 ﾠche	
 ﾠtermina	
 ﾠdopo	
 ﾠcirca	
 ﾠ
30	
 ﾠs,	
 ﾠin	
 ﾠcui	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠritorna	
 ﾠnegativa	
 ﾠraggiungendo	
 ﾠil	
 ﾠsuo	
 ﾠvalore	
 ﾠ
minimo	
 ﾠper	
 ﾠpoi	
 ﾠtornare	
 ﾠalla	
 ﾠbaseline.[24]	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.1:	
 ﾠAndamento	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica.	
 ﾠSi	
 ﾠnotano:	
 ﾠil	
 ﾠdip	
 ﾠiniziale	
 ﾠche	
 ﾠavviene	
 ﾠcirca	
 ﾠa	
 ﾠ2	
 ﾠs	
 ﾠ
dall’attività	
 ﾠneuronale,	
 ﾠil	
 ﾠpicco	
 ﾠche	
 ﾠsi	
 ﾠpresenta	
 ﾠdopo	
 ﾠcirca	
 ﾠ6	
 ﾠs,	
 ﾠun	
 ﾠundershoot	
 ﾠche	
 ﾠè	
 ﾠpresente	
 ﾠnella	
 ﾠ
fase	
 ﾠfinale	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠprima	
 ﾠdel	
 ﾠritorno	
 ﾠal	
 ﾠvalore	
 ﾠdi	
 ﾠbaseline.[25]	
 ﾠ
	
 ﾠ
Dalla	
 ﾠletteratura	
 ﾠsono	
 ﾠnote	
 ﾠvarie	
 ﾠtipologie	
 ﾠdi	
 ﾠrisposta	
 ﾠemodinamica,	
 ﾠda	
 ﾠforme	
 ﾠ
molto	
 ﾠ semplici	
 ﾠ a	
 ﾠ forme	
 ﾠ più	
 ﾠ complesse.	
 ﾠ La	
 ﾠ più	
 ﾠ semplice	
 ﾠ è	
 ﾠ stata	
 ﾠ descritta	
 ﾠ da	
 ﾠ
Boynton	
 ﾠet	
 ﾠal.	
 ﾠnel	
 ﾠ1996	
 ﾠe	
 ﾠprende	
 ﾠil	
 ﾠnome	
 ﾠdi	
 ﾠhrf	
 ﾠdi	
 ﾠBoynton	
 ﾠo	
 ﾠsingle	
 ﾠgamma.	
 ﾠ
Questa	
 ﾠhrf	
 ﾠè	
 ﾠstata	
 ﾠricavata	
 ﾠattraverso	
 ﾠlo	
 ﾠstudio	
 ﾠdella	
 ﾠcorteccia	
 ﾠvisiva	
 ﾠin	
 ﾠfMRI	
 ﾠ
durante	
 ﾠl’applicazione	
 ﾠdi	
 ﾠstimoli	
 ﾠvisivi.	
 ﾠSecondo	
 ﾠil	
 ﾠmodello	
 ﾠdi	
 ﾠBoynton	
 ﾠl'attività	
 ﾠ
neurale	
 ﾠè	
 ﾠuna	
 ﾠfunzione	
 ﾠnon	
 ﾠlineare	
 ﾠdel	
 ﾠcontrasto	
 ﾠdell’immagine	
 ﾠper	
 ﾠuno	
 ﾠstimolo	
 ﾠ
visivo	
 ﾠ(dove	
 ﾠil	
 ﾠcontrasto	
 ﾠmassimo	
 ﾠè	
 ﾠdato	
 ﾠda	
 ﾠ(Lmax-ﾭ‐Lmin)/(Lmax+Lmin)	
 ﾠin	
 ﾠcui	
 ﾠL	
 ﾠ
è	
 ﾠ la	
 ﾠ luminosità	
 ﾠ dell’immagine),	
 ﾠ nonostante	
 ﾠ la	
 ﾠ risposta	
 ﾠ fMRI	
 ﾠ sia	
 ﾠ una	
 ﾠ
trasformazione	
 ﾠ lineare	
 ﾠ proporzionale	
 ﾠ all’attività	
 ﾠ neurale	
 ﾠ media.[26]	
 ﾠL ’ h r f 	
 ﾠè 	
 ﾠ
quindi	
 ﾠcaratterizzata	
 ﾠdalla	
 ﾠsola	
 ﾠfase	
 ﾠdi	
 ﾠpicco	
 ﾠe	
 ﾠla	
 ﾠfunzione	
 ﾠè	
 ﾠdefinita	
 ﾠda:	
 ﾠ 
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 ﾠ per	
 ﾠ0	
 ﾠ<	
 ﾠt	
 ﾠ<T	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ(2.1)	
 ﾠ
dove	
 ﾠt	
 ﾠè	
 ﾠil	
 ﾠtempo	
 ﾠin	
 ﾠsecondi,	
 ﾠo	
 ﾠè	
 ﾠl’onset	
 ﾠcioè	
 ﾠil	
 ﾠritardo	
 ﾠiniziale	
 ﾠdella	
 ﾠcurva,	
 ﾠd	
 ﾠè	
 ﾠil	
 ﾠ
time-ﾭscaling	
 ﾠ	
 ﾠe	
 ﾠp	
 ﾠè	
 ﾠun	
 ﾠparametro	
 ﾠintero	
 ﾠche	
 ﾠrappresenta	
 ﾠil	
 ﾠritardo	
 ﾠdi	
 ﾠfase,	
 ﾠphase-ﾭ
delay.	
 ﾠ La	
 ﾠ funzione	
 ﾠ è	
 ﾠ posta	
 ﾠ a	
 ﾠ zero	
 ﾠ per	
 ﾠ t<0	
 ﾠ e	
 ﾠ t>T,	
 ﾠ dove	
 ﾠ T	
 ﾠ è	
 ﾠ l’ultimo	
 ﾠ istante	
 ﾠ
temporale	
 ﾠpreso	
 ﾠin	
 ﾠconsiderazione	
 ﾠ(Fig.	
 ﾠ2.2).	
 ﾠ	
 ﾠBoynton	
 ﾠet	
 ﾠal.	
 ﾠhanno	
 ﾠdimostrato	
 ﾠ
in	
 ﾠuno	
 ﾠstudio	
 ﾠeffettuato	
 ﾠsu	
 ﾠimmagini	
 ﾠfMRI	
 ﾠrelative	
 ﾠalla	
 ﾠregione	
 ﾠV1	
 ﾠche	
 ﾠquesta	
 ﾠ	
 ﾠ
hrf	
 ﾠconsente	
 ﾠun	
 ﾠbuon	
 ﾠfit	
 ﾠalla	
 ﾠrisposta	
 ﾠBOLD	
 ﾠimpulsiva.[26]	
 ﾠAumentando	
 ﾠil	
 ﾠvalore	
 ﾠ
del	
 ﾠparametro	
 ﾠp	
 ﾠè	
 ﾠpossibile	
 ﾠottenere	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠgamma	
 ﾠfunction	
 ﾠcon	
 ﾠdispersione	
 ﾠ
sempre	
 ﾠmaggiore.	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.2:	
 ﾠHrf	
 ﾠdi	
 ﾠBoynton	
 ﾠcalcolata	
 ﾠcon	
 ﾠp=6,	
 ﾠd=	
 ﾠ0	
 ﾠe	
 ﾠo=3.	
 ﾠSi	
 ﾠnota	
 ﾠche	
 ﾠla	
 ﾠfunzione	
 ﾠpresenta	
 ﾠsolo	
 ﾠil	
 ﾠ
picco	
 ﾠpositivo	
 ﾠ
Due	
 ﾠ anni	
 ﾠ dopo	
 ﾠ è	
 ﾠ stata	
 ﾠ introdotta	
 ﾠ una	
 ﾠ nuova	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ ottenuta	
 ﾠ
dalla	
 ﾠsottrazione	
 ﾠdi	
 ﾠdue	
 ﾠfunzioni	
 ﾠgamma:	
 ﾠhrf	
 ﾠtwo-ﾭgamma	
 ﾠo	
 ﾠcanonical	
 ﾠhrf.	
 ﾠQuesta	
 ﾠ
nuova	
 ﾠfunzione,	
 ﾠpresentata	
 ﾠda	
 ﾠFriston	
 ﾠet	
 ﾠal.	
 ﾠnel	
 ﾠ1998,	
 ﾠè	
 ﾠdata	
 ﾠda:	
 ﾠ
	
 ﾠ 
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 ﾠ
	
 ﾠ 	
 ﾠ	
 ﾠper	
 ﾠ0	
 ﾠ<	
 ﾠt	
 ﾠ<	
 ﾠT	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ(2.2)	
 ﾠ
	
 ﾠ
in	
 ﾠ cui	
 ﾠ t	
 ﾠ è	
 ﾠ il	
 ﾠ tempo	
 ﾠ in	
 ﾠ secondi,	
 ﾠ T	
 ﾠ è	
 ﾠ l’ultimo	
 ﾠ istante	
 ﾠ temporale	
 ﾠ preso	
 ﾠ in	
 ﾠ
considerazione,	
 ﾠ α1=6,	
 ﾠ α2=16,	
 ﾠ β1=β2=1	
 ﾠ e	
 ﾠ c=1/6,	
 ﾠ e	
 ﾠ c	
 ﾠè 	
 ﾠd a t o 	
 ﾠd a l 	
 ﾠr a p p o r t o 	
 ﾠt r a 	
 ﾠ
l’ampiezza	
 ﾠ dell’undershoot	
 ﾠ e	
 ﾠ l’ampiezza	
 ﾠ del	
 ﾠ peak.[27]	
 ﾠ Al	
 ﾠ fine	
 ﾠ di	
 ﾠ modellare	
 ﾠ le	
 ﾠ
differenze	
 ﾠdella	
 ﾠlatenza	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠattesa,	
 ﾠFriston	
 ﾠet	
 ﾠal.	
 ﾠsempre	
 ﾠ
nel	
 ﾠ1998,	
 ﾠmodificarono	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠtraslandola	
 ﾠdi	
 ﾠun	
 ﾠtempo	
 ﾠτ.	
 ﾠ	
 ﾠLa	
 ﾠnuova	
 ﾠhrf	
 ﾠ
h0(t)	
 ﾠè	
 ﾠottenuta	
 ﾠdalla	
 ﾠcombinazione	
 ﾠlineare	
 ﾠdi	
 ﾠdue	
 ﾠfunzioni	
 ﾠbase:	
 ﾠh(t),	
 ﾠossia	
 ﾠl’hrf	
 ﾠ
two-ﾭ‐gamma,	
 ﾠe	
 ﾠh’(t),	
 ﾠovvero	
 ﾠla	
 ﾠderivata	
 ﾠtemporale	
 ﾠdi	
 ﾠh(t).	
 ﾠh’(t)	
 ﾠè	
 ﾠdefinita	
 ﾠcome:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.3)	
 ﾠ
dove	
 ﾠ 	
 ﾠse	
 ﾠτ	
 ﾠè	
 ﾠmolto	
 ﾠpiccolo,	
 ﾠsi	
 ﾠpuò	
 ﾠutilizzare	
 ﾠlo	
 ﾠsviluppo	
 ﾠin	
 ﾠserie	
 ﾠ
di	
 ﾠTaylor	
 ﾠarrestato	
 ﾠal	
 ﾠprimo	
 ﾠtermine	
 ﾠattorno	
 ﾠa	
 ﾠτ=0	
 ﾠper	
 ﾠapprossimare	
 ﾠla	
 ﾠrisposta	
 ﾠ
emodinamica:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.4)	
 ﾠ
Nel	
 ﾠsoftware	
 ﾠSPM	
 ﾠ(Statistical	
 ﾠParametric	
 ﾠMapping)[28],	
 ﾠutilizzato	
 ﾠin	
 ﾠquesta	
 ﾠtesi	
 ﾠ
per	
 ﾠl’elaborazione	
 ﾠdei	
 ﾠdati	
 ﾠfMRI,	
 ﾠsono	
 ﾠpresenti	
 ﾠsia	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠsia	
 ﾠle	
 ﾠsue	
 ﾠ
derivate.	
 ﾠ La	
 ﾠ derivata	
 ﾠ temporale	
 ﾠ della	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ in	
 ﾠ SPM	
 ﾠ è	
 ﾠ ottenuta	
 ﾠ dalla	
 ﾠ
differenza	
 ﾠ finita	
 ﾠ tra	
 ﾠ una	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ ed	
 ﾠ una	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ traslata	
 ﾠ di	
 ﾠ un	
 ﾠ
secondo	
 ﾠ e	
 ﾠ non	
 ﾠ dall’implementazione	
 ﾠ della	
 ﾠ funzione	
 ﾠ derivativa.	
 ﾠ Utilizzando	
 ﾠ
anche	
 ﾠ la	
 ﾠ derivata	
 ﾠ temporale,	
 ﾠ oltre	
 ﾠ all’hrf	
 ﾠ two-ﾭ‐gamma,	
 ﾠ è	
 ﾠ possibile	
 ﾠ quindi	
 ﾠ
catturare	
 ﾠdifferenze	
 ﾠin	
 ﾠlatenza	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠdi	
 ﾠcirca	
 ﾠ1	
 ﾠsecondo	
 ﾠ
(codice	
 ﾠMatlab	
 ﾠcontenuto	
 ﾠnel	
 ﾠfile	
 ﾠspm_get_bf.m	
 ﾠdel	
 ﾠtoolbox	
 ﾠspm8).	
 ﾠPer	
 ﾠcatturare	
 ﾠ
piccole	
 ﾠdifferenze	
 ﾠnella	
 ﾠdurata	
 ﾠdel	
 ﾠpicco	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠsi	
 ﾠintroduce	
 ﾠ
la	
 ﾠderivata	
 ﾠdispersiva	
 ﾠdella	
 ﾠcanonical	
 ﾠhrf.[24]	
 ﾠLe	
 ﾠtre	
 ﾠrisposte	
 ﾠemodinamiche	
 ﾠsono	
 ﾠ
rappresentate	
 ﾠin	
 ﾠFig.	
 ﾠ2.3.	
 ﾠ 
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Altre	
 ﾠrisposte	
 ﾠemodinamiche	
 ﾠsono	
 ﾠstate	
 ﾠproposte	
 ﾠnegli	
 ﾠultimi	
 ﾠanni	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠ
rappresentare	
 ﾠ in	
 ﾠ modo	
 ﾠ migliore	
 ﾠ la	
 ﾠ vera	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ andandosi	
 ﾠ ad	
 ﾠ
adattare	
 ﾠin	
 ﾠmodo	
 ﾠflessibile	
 ﾠalle	
 ﾠdiverse	
 ﾠesigenze	
 ﾠdegli	
 ﾠsperimentatori.	
 ﾠ	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.3:	
 ﾠCanonical	
 ﾠhrf	
 ﾠ(rosso),	
 ﾠe	
 ﾠle	
 ﾠsue	
 ﾠderivate	
 ﾠtemporale	
 ﾠ(blu	
 ﾠtratteggiato)	
 ﾠe	
 ﾠdispersiva	
 ﾠ(verde	
 ﾠ
tratteggiato)	
 ﾠin	
 ﾠSPM8.	
 ﾠLa	
 ﾠderivata	
 ﾠtemporale	
 ﾠè	
 ﾠstata	
 ﾠapprossimata	
 ﾠattraverso	
 ﾠla	
 ﾠdifferenza	
 ﾠfinta	
 ﾠdi	
 ﾠ
due	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ una	
 ﾠ con	
 ﾠ ritardo	
 ﾠ di	
 ﾠ picco	
 ﾠ di	
 ﾠ 7s	
 ﾠ e	
 ﾠ l’altra	
 ﾠ 6s;	
 ﾠ la	
 ﾠ derivata	
 ﾠ dispersiva	
 ﾠ è	
 ﾠ stata	
 ﾠ
approssimata	
 ﾠattraverso	
 ﾠla	
 ﾠdifferenza	
 ﾠfinita	
 ﾠdi	
 ﾠdue	
 ﾠcanonical	
 ﾠhrf	
 ﾠcon	
 ﾠdispersione	
 ﾠdi	
 ﾠpicco	
 ﾠdi	
 ﾠ1	
 ﾠe	
 ﾠ
l’altra	
 ﾠdi	
 ﾠ1.01.	
 ﾠ
	
 ﾠ
Nel	
 ﾠ 2003	
 ﾠ Handwerker	
 ﾠ formulò	
 ﾠ una	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ che,	
 ﾠ come	
 ﾠ l’HRF	
 ﾠ
canonical	
 ﾠin	
 ﾠSPM,	
 ﾠè	
 ﾠcostituita	
 ﾠdalla	
 ﾠsomma	
 ﾠdi	
 ﾠdue	
 ﾠfunzioni	
 ﾠtwo-ﾭ‐gamma.	
 ﾠL’HRF	
 ﾠdi	
 ﾠ
Handwerker	
 ﾠ permette	
 ﾠ di	
 ﾠ traslare	
 ﾠ entrambe	
 ﾠ le	
 ﾠ curve,	
 ﾠ positiva	
 ﾠ e	
 ﾠ negativa.	
 ﾠ La	
 ﾠ
formulazione	
 ﾠmatematica	
 ﾠè:	
 ﾠ
	
 ﾠ 	
 ﾠ (2.5)	
 ﾠ
dove	
 ﾠx(t)	
 ﾠè	
 ﾠun	
 ﾠvettore	
 ﾠche	
 ﾠrappresenta	
 ﾠuna	
 ﾠgenerica	
 ﾠfunzione,	
 ﾠA1	
 ﾠe	
 ﾠA2	
 ﾠmodellano	
 ﾠ
la	
 ﾠ grandezza	
 ﾠ del	
 ﾠ picco	
 ﾠ e	
 ﾠ dell’undershoot	
 ﾠ rispettivamente,	
 ﾠ τ1	
 ﾠe 	
 ﾠτ2	
 ﾠ modellano	
 ﾠ
l’ampiezza,	
 ﾠl’altezza	
 ﾠdi	
 ﾠpicco	
 ﾠed	
 ﾠil	
 ﾠtime-ﾭto-ﾭpeak,	
 ﾠδ1	
 ﾠe	
 ﾠδ2	
 ﾠmodellano	
 ﾠil	
 ﾠtime-ﾭto-ﾭonset,	
 ﾠ
C	
 ﾠ è	
 ﾠ un	
 ﾠ fattore	
 ﾠ di	
 ﾠ correzione	
 ﾠ per	
 ﾠ riportare	
 ﾠ la	
 ﾠ y(t)	
 ﾠ al	
 ﾠ valore	
 ﾠ di	
 ﾠ baseline	
 ﾠs e nz a	
 ﾠ
influire	
 ﾠsulla	
 ﾠforma	
 ﾠdella	
 ﾠfunzione	
 ﾠ(Fig.	
 ﾠ2.4).[29]	
 ﾠ 
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 ﾠ
Figura	
 ﾠ2.4:	
 ﾠHRF	
 ﾠdi	
 ﾠHandwerker.	
 ﾠIn	
 ﾠverde	
 ﾠè	
 ﾠrappresentata	
 ﾠla	
 ﾠtwo-ﾭgamma	
 ﾠpositiva,	
 ﾠin	
 ﾠrosso	
 ﾠla	
 ﾠtwo-ﾭ
gamma	
 ﾠnegativa	
 ﾠche	
 ﾠsommandosi	
 ﾠdanno	
 ﾠla	
 ﾠHRF	
 ﾠdi	
 ﾠHandwerker	
 ﾠin	
 ﾠblu.	
 ﾠI	
 ﾠparametri	
 ﾠutilizzati	
 ﾠsono:	
 ﾠ
a1=0.16,	
 ﾠa2=0.03,	
 ﾠτ1=10,	
 ﾠτ2=5,	
 ﾠδ1=2s,	
 ﾠδ2=7.2s.	
 ﾠ	
 ﾠ
Un	
 ﾠ altro	
 ﾠ tipo	
 ﾠ di	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ utilizzata	
 ﾠ in	
 ﾠ fMRI	
 ﾠ è	
 ﾠ la	
 ﾠ finite	
 ﾠ impulse	
 ﾠ
response	
 ﾠ(FIR)	
 ﾠcostituita	
 ﾠda	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠfunzioni	
 ﾠla	
 ﾠcui	
 ﾠcombinazione	
 ﾠpermette	
 ﾠdi	
 ﾠ
catturare	
 ﾠ la	
 ﾠ forma	
 ﾠ della	
 ﾠ risposta	
 ﾠ BOLD	
 ﾠ impulsiva	
 ﾠ reale	
 ﾠ (basis	
 ﾠ sets).	
 ﾠ Questo	
 ﾠ
gruppo	
 ﾠdi	
 ﾠfunzioni	
 ﾠè	
 ﾠmolto	
 ﾠflessibile	
 ﾠed	
 ﾠè	
 ﾠformato	
 ﾠda	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠfunzioni	
 ﾠpost-ﾭ‐
stimolo	
 ﾠcontigue	
 ﾠdella	
 ﾠdurata	
 ﾠdi	
 ﾠT/KFIR	
 ﾠsecondi,	
 ﾠdove	
 ﾠT	
 ﾠè	
 ﾠla	
 ﾠdurata	
 ﾠdella	
 ﾠhrf	
 ﾠe	
 ﾠ
KFIR	
 ﾠ	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠfunzioni	
 ﾠche	
 ﾠcostituiscono	
 ﾠil	
 ﾠbasis	
 ﾠsets	
 ﾠ(Fig.	
 ﾠ2.5).[24]	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.5:	
 ﾠRappresentazione	
 ﾠdel	
 ﾠFIR	
 ﾠbasis	
 ﾠsets	
 ﾠcon	
 ﾠKFIR	
 ﾠ=16.	
 ﾠ 
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Nel	
 ﾠ caso	
 ﾠ in	
 ﾠ cui	
 ﾠ T/KFIR=TR,	
 ﾠ le	
 ﾠ funzioni	
 ﾠ FIR	
 ﾠ possono	
 ﾠ essere	
 ﾠ considerate	
 ﾠ
un’approssimazione	
 ﾠdi	
 ﾠfunzioni	
 ﾠdelta:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.6)	
 ﾠ
dove	
 ﾠhFIR	
 ﾠè	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠdata	
 ﾠdalla	
 ﾠsomma	
 ﾠdi	
 ﾠK	
 ﾠfunzioni	
 ﾠdelta,	
 ﾠτ	
 ﾠè	
 ﾠil	
 ﾠ
tempo	
 ﾠtra	
 ﾠle	
 ﾠdiverse	
 ﾠscansioni	
 ﾠpost-ﾭ‐stimolo.	
 ﾠ
Un’altra	
 ﾠrappresentazione	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠè	
 ﾠdata	
 ﾠdal	
 ﾠFourier	
 ﾠbasis	
 ﾠ
sets	
 ﾠcomposto	
 ﾠda	
 ﾠuna	
 ﾠfunzione	
 ﾠcostante,	
 ﾠKF	
 ﾠfunzioni	
 ﾠseno	
 ﾠe	
 ﾠKF	
 ﾠfunzioni	
 ﾠcoseno	
 ﾠ
con	
 ﾠperiodo	
 ﾠT,	
 ﾠT/2,	
 ﾠ…	
 ﾠ,	
 ﾠT/KF	
 ﾠs.	
 ﾠCome	
 ﾠper	
 ﾠla	
 ﾠFIR	
 ﾠanche	
 ﾠil	
 ﾠFourir	
 ﾠsets	
 ﾠsfrutta	
 ﾠla	
 ﾠ
combinazione	
 ﾠlineare	
 ﾠdelle	
 ﾠfunzioni	
 ﾠche	
 ﾠlo	
 ﾠcompongono	
 ﾠper	
 ﾠrappresentare	
 ﾠla	
 ﾠ
vera	
 ﾠhrf	
 ﾠ(Fig.	
 ﾠ2.6).[24]	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.6:	
 ﾠFourier	
 ﾠbasis	
 ﾠsets	
 ﾠcon	
 ﾠKF=8.[24]	
 ﾠ
	
 ﾠ
A	
 ﾠvolte	
 ﾠper	
 ﾠdescrivere	
 ﾠl’hrf	
 ﾠsi	
 ﾠutilizzano[27]:	
 ﾠbasis	
 ﾠsets	
 ﾠcomposti	
 ﾠda	
 ﾠcomponenti	
 ﾠ
principali	
 ﾠ[30],	
 ﾠfunzioni	
 ﾠcoseno	
 ﾠ[31],	
 ﾠserie	
 ﾠdi	
 ﾠfunzioni	
 ﾠradiali	
 ﾠ[32],	
 ﾠspline	
 ﾠbasis	
 ﾠsets,	
 ﾠe	
 ﾠ
serie	
 ﾠdi	
 ﾠfunzioni	
 ﾠspettrali.[33]	
 ﾠ	
 ﾠ
E’	
 ﾠ importante	
 ﾠ descrivere	
 ﾠ correttamente	
 ﾠ la	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ poiché	
 ﾠ il	
 ﾠ
modello	
 ﾠutilizzato	
 ﾠnel	
 ﾠGLM	
 ﾠè	
 ﾠstrettamente	
 ﾠlegato	
 ﾠalla	
 ﾠhrf.	
 ﾠ 
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In	
 ﾠquesto	
 ﾠlavoro	
 ﾠsi	
 ﾠutilizzeranno	
 ﾠla	
 ﾠcanonical	
 ﾠhrf,	
 ﾠla	
 ﾠcombinazione	
 ﾠdi	
 ﾠquesta	
 ﾠcon	
 ﾠ
le	
 ﾠsue	
 ﾠderivate	
 ﾠtemporale	
 ﾠe	
 ﾠdispersiva	
 ﾠed	
 ﾠuna	
 ﾠhrf	
 ﾠspecifica	
 ﾠper	
 ﾠogni	
 ﾠsoggetto	
 ﾠ
costruita	
 ﾠa	
 ﾠpartire	
 ﾠdalla	
 ﾠhrf	
 ﾠdi	
 ﾠHandwerker	
 ﾠ(ibHRF).	
 ﾠ
	
 ﾠ
2.2	
 ﾠGENERAL	
 ﾠLINEAR	
 ﾠMODEL	
 ﾠ
Per	
 ﾠ valutare	
 ﾠ l’attivazione	
 ﾠ cerebrale	
 ﾠ a	
 ﾠ partire	
 ﾠ dal	
 ﾠ segnale	
 ﾠ BOLD	
 ﾠ è	
 ﾠ
necessario	
 ﾠeseguire	
 ﾠun’analisi	
 ﾠstatistica	
 ﾠdei	
 ﾠdati.	
 ﾠIn	
 ﾠstatistica	
 ﾠsono	
 ﾠpresenti	
 ﾠvari	
 ﾠ
modelli,	
 ﾠi	
 ﾠquali	
 ﾠsi	
 ﾠdividono	
 ﾠin	
 ﾠinferenziali	
 ﾠe	
 ﾠnon	
 ﾠinferenziali.	
 ﾠI	
 ﾠprimi	
 ﾠrichiedono	
 ﾠla	
 ﾠ
definizione	
 ﾠa	
 ﾠpriori	
 ﾠdel	
 ﾠmodello	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠquale	
 ﾠvaria	
 ﾠil	
 ﾠsegnale	
 ﾠmentre	
 ﾠi	
 ﾠsecondi	
 ﾠ
non	
 ﾠ hanno	
 ﾠ bisogno	
 ﾠ di	
 ﾠ assunzioni	
 ﾠ iniziali	
 ﾠ ma	
 ﾠ si	
 ﾠ basano	
 ﾠ su	
 ﾠ leggi	
 ﾠ ricavate	
 ﾠ per	
 ﾠ
l’analisi	
 ﾠ dei	
 ﾠ segnali.	
 ﾠ Il	
 ﾠ General	
 ﾠ Linear	
 ﾠ Model	
 ﾠ (GLM)	
 ﾠ sarà	
 ﾠ utilizzato	
 ﾠ in	
 ﾠ questo	
 ﾠ
studio	
 ﾠcon	
 ﾠSPM8.[34]	
 ﾠ
Il	
 ﾠGLM	
 ﾠè	
 ﾠun	
 ﾠmodello	
 ﾠmatematico	
 ﾠlineare	
 ﾠusato	
 ﾠper	
 ﾠdescrivere	
 ﾠla	
 ﾠrelazione	
 ﾠtra	
 ﾠlo	
 ﾠ
stimolo	
 ﾠ e	
 ﾠ i	
 ﾠ dati	
 ﾠ osservati.	
 ﾠ Tale	
 ﾠ modello	
 ﾠ considera	
 ﾠ i	
 ﾠ dati	
 ﾠ osservati	
 ﾠ come	
 ﾠ
combinazione	
 ﾠlineare	
 ﾠdi	
 ﾠfunzioni,	
 ﾠche	
 ﾠhanno	
 ﾠuna	
 ﾠforma	
 ﾠnota	
 ﾠma	
 ﾠdi	
 ﾠcui	
 ﾠnon	
 ﾠsi	
 ﾠ
conosce	
 ﾠ l’ampiezza,	
 ﾠ più	
 ﾠ un	
 ﾠ termine	
 ﾠ di	
 ﾠ rumore.	
 ﾠ Attraverso	
 ﾠ l’analisi	
 ﾠ GLM	
 ﾠ si	
 ﾠ
determinano	
 ﾠquindi	
 ﾠi	
 ﾠvalori	
 ﾠdelle	
 ﾠampiezze	
 ﾠdelle	
 ﾠfunzioni	
 ﾠche	
 ﾠmeglio	
 ﾠdescrivono	
 ﾠ
i	
 ﾠdati,	
 ﾠattraverso	
 ﾠuno	
 ﾠstimatore	
 ﾠai	
 ﾠminimi	
 ﾠquadrati	
 ﾠlineari.	
 ﾠ	
 ﾠ
Ricordiamo	
 ﾠche	
 ﾠin	
 ﾠfMRI	
 ﾠil	
 ﾠsegnale	
 ﾠBOLD	
 ﾠin	
 ﾠun	
 ﾠdeterminato	
 ﾠvoxel	
 ﾠed	
 ﾠil	
 ﾠmodello	
 ﾠ
x(t)	
 ﾠdipendono	
 ﾠfortemente	
 ﾠnon	
 ﾠsolo	
 ﾠdalla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠma	
 ﾠanche	
 ﾠdal	
 ﾠ
disegno	
 ﾠsperimentale	
 ﾠ(Fig.	
 ﾠ2.7).	
 ﾠLa	
 ﾠrelazione	
 ﾠtra	
 ﾠlo	
 ﾠstimolo	
 ﾠe	
 ﾠla	
 ﾠrisposta	
 ﾠBOLD	
 ﾠè	
 ﾠ
generalmente	
 ﾠmodellata	
 ﾠattraverso	
 ﾠun	
 ﾠsistema	
 ﾠlineare	
 ﾠtempo	
 ﾠinvariante	
 ﾠ(LTI)	
 ﾠin	
 ﾠ
cui	
 ﾠil	
 ﾠsegnale	
 ﾠal	
 ﾠtempo	
 ﾠt,	
 ﾠx(t),	
 ﾠè	
 ﾠdato	
 ﾠdalla	
 ﾠconvoluzione	
 ﾠtra	
 ﾠlo	
 ﾠstimolo	
 ﾠesterno	
 ﾠ
u(t)	
 ﾠe	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠh(t):	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.7)	
 ﾠ
	
 ﾠ 
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u(t)	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠh(t)	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠx(t)	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.7:	
 ﾠAndamento	
 ﾠdel	
 ﾠsegnale	
 ﾠBOLD	
 ﾠx(t)	
 ﾠ(a	
 ﾠdestra)	
 ﾠal	
 ﾠvariare	
 ﾠdel	
 ﾠdisegno	
 ﾠsperimentale	
 ﾠu(t)	
 ﾠ
mantenendo	
 ﾠcostante	
 ﾠla	
 ﾠforma	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠh(t).[8]	
 ﾠ
Il	
 ﾠsegnale	
 ﾠx(t)	
 ﾠè	
 ﾠpoi	
 ﾠcampionato	
 ﾠin	
 ﾠ	
 ﾠN	
 ﾠvolumi	
 ﾠdi	
 ﾠ	
 ﾠacquisizione	
 ﾠper	
 ﾠogni	
 ﾠvoxel	
 ﾠnei	
 ﾠ
tempi	
 ﾠ tj,	
 ﾠ con	
 ﾠ j=1,…,N.	
 ﾠ Friston	
 ﾠ et	
 ﾠ al.	
 ﾠ proposero	
 ﾠ nel	
 ﾠ 1995	
 ﾠ una	
 ﾠ modelizzazione	
 ﾠ
lineare	
 ﾠ della	
 ﾠ risposta	
 ﾠ finale.	
 ﾠ Dalla	
 ﾠ combinazione	
 ﾠ lineare	
 ﾠ delle	
 ﾠv a r i a b i l i 	
 ﾠ
esplicative	
 ﾠ (xjiβi)	
 ﾠ più	
 ﾠ un	
 ﾠ termine	
 ﾠ di	
 ﾠ errore	
 ﾠ (εj)	
 ﾠ si	
 ﾠ ottiene	
 ﾠ il	
 ﾠ segnale	
 ﾠ fMRI	
 ﾠ
osservato,	
 ﾠ :	
 ﾠ
	
 ﾠ 	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.8)	
 ﾠ
dove	
 ﾠxji,	
 ﾠcon	
 ﾠi=1,…,M,	
 ﾠsono	
 ﾠle	
 ﾠM	
 ﾠrisposte	
 ﾠottenute	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠM	
 ﾠstimoli	
 ﾠdiversi	
 ﾠo	
 ﾠ
M	
 ﾠrisposte	
 ﾠemodinamiche	
 ﾠdi	
 ﾠun	
 ﾠbasis	
 ﾠset,	
 ﾠui,	
 ﾠe	
 ﾠβi	
 ﾠsono	
 ﾠparametri	
 ﾠincogniti,[35]	
 ﾠ
l’errore	
 ﾠεj	
 ﾠè	
 ﾠassunto	
 ﾠadditivo,	
 ﾠindipendente,	
 ﾠgaussiano,	
 ﾠa	
 ﾠmedia	
 ﾠnulla	
 ﾠe	
 ﾠvarianza	
 ﾠ
σ2:	
 ﾠεj	
 ﾠ∼N(0,	
 ﾠσ2I).[24]	
 ﾠ	
 ﾠ
In	
 ﾠforma	
 ﾠmatriciale:	
 ﾠ 
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 ﾠ 	
 ﾠ 	
 ﾠ (2.9)	
 ﾠ
ed	
 ﾠin	
 ﾠnotazione	
 ﾠmatriciale:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ Y	
 ﾠ=	
 ﾠXβ	
 ﾠ+	
 ﾠε	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ (2.10)	
 ﾠ
con	
 ﾠM	
 ﾠpari	
 ﾠal	
 ﾠnumero	
 ﾠdi	
 ﾠstimoli	
 ﾠche	
 ﾠvengono	
 ﾠmodellati	
 ﾠed	
 ﾠN	
 ﾠnumero	
 ﾠdi	
 ﾠvolumi.	
 ﾠ
La	
 ﾠmatrice	
 ﾠX	
 ﾠè	
 ﾠdetta	
 ﾠdesign	
 ﾠmatrix	
 ﾠed	
 ﾠogni	
 ﾠcolonna	
 ﾠcontiene	
 ﾠi	
 ﾠvalori	
 ﾠdi	
 ﾠuno	
 ﾠdei	
 ﾠ
regressori	
 ﾠcontinui	
 ﾠvalutato	
 ﾠall’istante	
 ﾠtj	
 ﾠdella	
 ﾠserie	
 ﾠtemporale	
 ﾠfMRI	
 ﾠ(Fig.	
 ﾠ2.8).	
 ﾠ
	
 ﾠ
Figura	
 ﾠ2.8:	
 ﾠRappresentazione	
 ﾠschematica	
 ﾠdel	
 ﾠGLM.[36]	
 ﾠ
Essendo	
 ﾠX	
 ﾠil	
 ﾠmodello	
 ﾠed	
 ﾠY	
 ﾠi	
 ﾠdati,	
 ﾠl’unica	
 ﾠincognita	
 ﾠè	
 ﾠil	
 ﾠvettore	
 ﾠdei	
 ﾠparametri	
 ﾠβ.	
 ﾠ
Solitamente	
 ﾠla	
 ﾠstima	
 ﾠai	
 ﾠminimi	
 ﾠquadrati	
 ﾠdel	
 ﾠvettore	
 ﾠdei	
 ﾠparametri,	
 ﾠ 	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.11)	
 ﾠ
In	
 ﾠrealtà	
 ﾠin	
 ﾠfMRI	
 ﾠl’errore	
 ﾠdi	
 ﾠmisura	
 ﾠnon	
 ﾠpuò	
 ﾠessere	
 ﾠconsiderato	
 ﾠcome	
 ﾠN(0,	
 ﾠσ2I).	
 ﾠIl	
 ﾠ
dato	
 ﾠ fMRI	
 ﾠ presenta	
 ﾠ infatti	
 ﾠ una	
 ﾠ correlazione	
 ﾠ seriale	
 ﾠ di	
 ﾠ tipo	
 ﾠ temporale	
 ﾠ e	
 ﾠ
l’applicazione	
 ﾠ di	
 ﾠ un	
 ﾠ modello	
 ﾠ auto	
 ﾠ regressivo	
 ﾠ è	
 ﾠ in	
 ﾠ grado	
 ﾠ di	
 ﾠ tener	
 ﾠ conto	
 ﾠ delle	
 ﾠ
correlazioni	
 ﾠcreatesi	
 ﾠtra	
 ﾠintervalli	
 ﾠTR	
 ﾠsuccessivi.	
 ﾠQuindi	
 ﾠè	
 ﾠpiù	
 ﾠcorretto	
 ﾠdefinire	
 ﾠ
l’errore	
 ﾠnel	
 ﾠseguente	
 ﾠmodo:	
 ﾠ	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠε	
 ﾠ∼N(0,	
 ﾠσ2V)	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ(2.12)	
 ﾠ 
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dove	
 ﾠV	
 ﾠè	
 ﾠla	
 ﾠmatrice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠe	
 ﾠnon	
 ﾠè	
 ﾠdiagonale.	
 ﾠ
Il	
 ﾠvettore	
 ﾠdei	
 ﾠparametri	
 ﾠstimati	
 ﾠ 	
 ﾠva	
 ﾠquindi	
 ﾠridefinito	
 ﾠcome:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.13)	
 ﾠ
dove	
 ﾠ
	
 ﾠ 	
 ﾠ e	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.14)	
 ﾠ
dove	
 ﾠK	
 ﾠè	
 ﾠla	
 ﾠmatrice	
 ﾠdi	
 ﾠfiltraggio	
 ﾠtemporale	
 ﾠe	
 ﾠW	
 ﾠè	
 ﾠla	
 ﾠmatrice	
 ﾠdi	
 ﾠpesatura	
 ﾠdefinita	
 ﾠ
come:	
 ﾠW=V-ﾭ‐1/2.	
 ﾠUna	
 ﾠvolta	
 ﾠstimati	
 ﾠi	
 ﾠparametri,	
 ﾠla	
 ﾠstima	
 ﾠdell’errore	
 ﾠdi	
 ﾠmisura	
 ﾠsarà	
 ﾠ
data	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.15)	
 ﾠ
La	
 ﾠ matrice	
 ﾠ V	
 ﾠ è	
 ﾠ definita	
 ﾠ a	
 ﾠ partire	
 ﾠ dalle	
 ﾠ componenti	
 ﾠ della	
 ﾠ covarianza	
 ﾠ che	
 ﾠ
specificano	
 ﾠla	
 ﾠnon	
 ﾠsfericità,	
 ﾠin	
 ﾠparticolare	
 ﾠla	
 ﾠcorrelazione	
 ﾠseriale	
 ﾠin	
 ﾠfMRI.	
 ﾠQueste	
 ﾠ
componenti	
 ﾠdella	
 ﾠcovarianza	
 ﾠvengono	
 ﾠdefinite	
 ﾠattraverso	
 ﾠgli	
 ﾠiperparametri	
 ﾠ(λ)	
 ﾠ
stimati	
 ﾠ con	
 ﾠ ReML	
 ﾠ (Restricted	
 ﾠ Maximum	
 ﾠ Likelihood)	
 ﾠ attraverso	
 ﾠ l’algoritmo	
 ﾠ
presentato	
 ﾠda	
 ﾠFriston	
 ﾠet	
 ﾠal.	
 ﾠnel	
 ﾠ2002,	
 ﾠnel	
 ﾠquale	
 ﾠsi	
 ﾠutilizza	
 ﾠlo	
 ﾠschema	
 ﾠa	
 ﾠpunti	
 ﾠdi	
 ﾠ
Fisher	
 ﾠper	
 ﾠmassimizzare	
 ﾠla	
 ﾠfunzione	
 ﾠobiettivo	
 ﾠnel	
 ﾠReML.[24].	
 ﾠ	
 ﾠ
Questo	
 ﾠstimatore	
 ﾠassume	
 ﾠche	
 ﾠtutti	
 ﾠi	
 ﾠvoxel,	
 ﾠanche	
 ﾠquelli	
 ﾠche	
 ﾠeccedono	
 ﾠla	
 ﾠglobal	
 ﾠF-ﾭ
threshold,	
 ﾠ presentano	
 ﾠ la	
 ﾠ stessa	
 ﾠ non-ﾭ‐sfericità.	
 ﾠ Le	
 ﾠ stime	
 ﾠ ottenute	
 ﾠ con	
 ﾠ ReML	
 ﾠ
possono	
 ﾠ poi	
 ﾠ essere	
 ﾠ usate	
 ﾠ per	
 ﾠ “sbiancare”	
 ﾠ i	
 ﾠ dati	
 ﾠ fMRI	
 ﾠ attraverso	
 ﾠ l’utilizzo	
 ﾠ di	
 ﾠ
stimatori	
 ﾠquali	
 ﾠMaximum	
 ﾠLikelihood	
 ﾠ(ML)	
 ﾠo	
 ﾠGauss_Markov.	
 ﾠPer	
 ﾠogni	
 ﾠvoxel	
 ﾠdelle	
 ﾠ
immagini	
 ﾠ è	
 ﾠ stimato	
 ﾠ un	
 ﾠ unico	
 ﾠ iperparametro.	
 ﾠ Possiamo	
 ﾠ definire	
 ﾠ la	
 ﾠ matrice	
 ﾠ V	
 ﾠ
come	
 ﾠ funzione	
 ﾠ degli	
 ﾠ iperparametri	
 ﾠ che	
 ﾠ controllano	
 ﾠ le	
 ﾠ componenti	
 ﾠ della	
 ﾠ
covarianza:	
 ﾠ
V(λ)=λ1Q1+,…,+λnQn	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.16)	
 ﾠ	
 ﾠ
dove	
 ﾠQ	
 ﾠrappresenta	
 ﾠun	
 ﾠcerto	
 ﾠbasis	
 ﾠset	
 ﾠdi	
 ﾠmodelli	
 ﾠper	
 ﾠla	
 ﾠcovarianza	
 ﾠe	
 ﾠQi	
 ﾠdescrive	
 ﾠ
la	
 ﾠforma	
 ﾠdelle	
 ﾠcomponenti	
 ﾠdella	
 ﾠcovarianza	
 ﾠ(Fig.	
 ﾠ2.9).	
 ﾠLe	
 ﾠV(λ)	
 ﾠvengono	
 ﾠstimate	
 ﾠ
con	
 ﾠelevata	
 ﾠprecisione	
 ﾠsu	
 ﾠun	
 ﾠgran	
 ﾠnumero	
 ﾠdi	
 ﾠvoxels.	
 ﾠ 
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 ﾠ
Figura	
 ﾠ 2.9:	
 ﾠ Esempio	
 ﾠ di	
 ﾠ costruzione	
 ﾠ delle	
 ﾠ componenti	
 ﾠ della	
 ﾠ matrice	
 ﾠ di	
 ﾠc o v a r i a n z a . 	
 ﾠI n 	
 ﾠa l t o 	
 ﾠè 	
 ﾠ
presentato	
 ﾠil	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠvi	
 ﾠsiano	
 ﾠnumerose	
 ﾠosservazioni	
 ﾠnel	
 ﾠtempo	
 ﾠper	
 ﾠun	
 ﾠcerto	
 ﾠnumero	
 ﾠdi	
 ﾠsoggetti.	
 ﾠ
In	
 ﾠbasso	
 ﾠil	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠvi	
 ﾠsiano	
 ﾠtre	
 ﾠmisurazioni	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠsoggetti.	
 ﾠ
In	
 ﾠdefinitiva	
 ﾠsi	
 ﾠfattorizza	
 ﾠla	
 ﾠcovarianza	
 ﾠdell’errore	
 ﾠin	
 ﾠvarianza	
 ﾠspecifica	
 ﾠdi	
 ﾠogni	
 ﾠ
voxel	
 ﾠe	
 ﾠcorrelazione.	
 ﾠSPM	
 ﾠquindi	
 ﾠtratta	
 ﾠla	
 ﾠmatrice	
 ﾠV	
 ﾠcome	
 ﾠuna	
 ﾠquantità	
 ﾠnota	
 ﾠe	
 ﾠ
non	
 ﾠda	
 ﾠstimare.	
 ﾠUna	
 ﾠvolta	
 ﾠstimati	
 ﾠi	
 ﾠparametri	
 ﾠβi,	
 ﾠsi	
 ﾠpuò	
 ﾠstimare	
 ﾠa	
 ﾠposteriori	
 ﾠla	
 ﾠ
costante	
 ﾠdi	
 ﾠproporzionalità	
 ﾠdella	
 ﾠvarianza	
 ﾠdell’errore	
 ﾠ :	
 ﾠ
	
 ﾠ
(2.17)	
 ﾠ
in	
 ﾠcui	
 ﾠWRSS	
 ﾠsono	
 ﾠi	
 ﾠresidui	
 ﾠpesati.	
 ﾠInfine	
 ﾠricordiamo	
 ﾠche	
 ﾠla	
 ﾠmatrice	
 ﾠdi	
 ﾠcovarianza	
 ﾠ
dell’errore	
 ﾠdi	
 ﾠstima	
 ﾠè	
 ﾠdata	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.18)	
 ﾠ
Per	
 ﾠ passare	
 ﾠ dalle	
 ﾠ stime	
 ﾠ dei	
 ﾠ parametri	
 ﾠ alle	
 ﾠ mappe	
 ﾠ di	
 ﾠ attivazione	
 ﾠ cerebrale	
 ﾠ è	
 ﾠ
necessario	
 ﾠ eseguire	
 ﾠ un	
 ﾠ t-ﾭtest.	
 ﾠ Si	
 ﾠ definisce	
 ﾠ il	
 ﾠ vettore	
 ﾠ di	
 ﾠ contrasto	
 ﾠ c,	
 ﾠ il	
 ﾠ quale	
 ﾠ
specifica	
 ﾠle	
 ﾠdifferenze	
 ﾠtra	
 ﾠi	
 ﾠparametri	
 ﾠβ	
 ﾠstimati.	
 ﾠIl	
 ﾠvettore	
 ﾠc	
 ﾠè	
 ﾠun	
 ﾠvettore	
 ﾠdella	
 ﾠ
stessa	
 ﾠ lunghezza	
 ﾠ di	
 ﾠ β	
 ﾠc h e 	
 ﾠc o n t i e n e 	
 ﾠv a l o ri	
 ﾠ sia	
 ﾠ positivi	
 ﾠ che	
 ﾠ negativi	
 ﾠ ed	
 ﾠ è	
 ﾠ
ortogonale	
 ﾠ verso	
 ﾠ gli	
 ﾠ altri	
 ﾠ vettori	
 ﾠ contrasto.	
 ﾠ Una	
 ﾠ volta	
 ﾠ fissato	
 ﾠ il	
 ﾠ contrasto	
 ﾠ e	
 ﾠ
definita	
 ﾠl’ipotesi	
 ﾠnulla	
 ﾠH0	
 ﾠdel	
 ﾠt-ﾭ‐test,	
 ﾠposso	
 ﾠdeterminare	
 ﾠse	
 ﾠil	
 ﾠsegnale	
 ﾠmisurato	
 ﾠin	
 ﾠ
un	
 ﾠcerto	
 ﾠvoxel	
 ﾠsoddisfa	
 ﾠo	
 ﾠmeno	
 ﾠl’ipotesi	
 ﾠnulla	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠt-ﾭ‐test	
 ﾠapplicato	
 ﾠalle	
 ﾠ
stime	
 ﾠdei	
 ﾠparametri	
 ﾠcalcolate.	
 ﾠ 
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Si	
 ﾠcalcola	
 ﾠquindi	
 ﾠil	
 ﾠt-ﾭ‐constrat	
 ﾠ(t):	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.19)	
 ﾠ
dove	
 ﾠ c	
 ﾠ è	
 ﾠ il	
 ﾠ contrasto	
 ﾠ e	
 ﾠ serve	
 ﾠ a	
 ﾠ selezionare	
 ﾠ il	
 ﾠ task	
 ﾠ d’interesse,	
 ﾠ il	
 ﾠ numeratore	
 ﾠ
rappresenta	
 ﾠle	
 ﾠstime	
 ﾠdei	
 ﾠparametri	
 ﾠpesate	
 ﾠper	
 ﾠil	
 ﾠcontrasto	
 ﾠe	
 ﾠal	
 ﾠdenominatore	
 ﾠi	
 ﾠ
residui	
 ﾠpesati	
 ﾠper	
 ﾠil	
 ﾠcontrasto.	
 ﾠNel	
 ﾠvettore	
 ﾠc	
 ﾠsono	
 ﾠspecificate	
 ﾠle	
 ﾠdifferenze	
 ﾠtra	
 ﾠi	
 ﾠβ.	
 ﾠ
Ogni	
 ﾠvettore	
 ﾠcontrasto	
 ﾠè	
 ﾠortogonale	
 ﾠrispetto	
 ﾠagli	
 ﾠaltri	
 ﾠpoiché	
 ﾠè	
 ﾠindipendente	
 ﾠed	
 ﾠè	
 ﾠ
composto	
 ﾠda	
 ﾠvalori	
 ﾠinteri	
 ﾠnegativi	
 ﾠe	
 ﾠpositivi.	
 ﾠ
Una	
 ﾠvolta	
 ﾠcalcolato	
 ﾠil	
 ﾠvalore	
 ﾠt,	
 ﾠdevo	
 ﾠconoscere	
 ﾠo	
 ﾠfissare	
 ﾠi	
 ﾠgradi	
 ﾠdi	
 ﾠlibertà	
 ﾠ(df)	
 ﾠe	
 ﾠla	
 ﾠ
soglia	
 ﾠdi	
 ﾠsignificatività	
 ﾠ(α),	
 ﾠselezionata	
 ﾠad-ﾭ‐hoc	
 ﾠin	
 ﾠbase	
 ﾠa	
 ﾠconsiderazioni	
 ﾠfatte	
 ﾠsul	
 ﾠ
segnale	
 ﾠfMRI.	
 ﾠI	
 ﾠdf	
 ﾠsono	
 ﾠdati	
 ﾠda:	
 ﾠdf=N*P,	
 ﾠdove	
 ﾠN	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠvolumi	
 ﾠacquisiti	
 ﾠe	
 ﾠ
P	
 ﾠil	
 ﾠrango	
 ﾠdella	
 ﾠmatrice	
 ﾠX	
 ﾠ(pari	
 ﾠal	
 ﾠnumero	
 ﾠdi	
 ﾠparametri	
 ﾠβ).	
 ﾠIn	
 ﾠbase	
 ﾠa	
 ﾠquesti	
 ﾠvalori	
 ﾠ
e	
 ﾠal	
 ﾠvalore	
 ﾠdi	
 ﾠt	
 ﾠcalcolato	
 ﾠnel	
 ﾠvoxel,	
 ﾠsi	
 ﾠdecide	
 ﾠse	
 ﾠil	
 ﾠvoxel	
 ﾠsoddisfa	
 ﾠo	
 ﾠno	
 ﾠl’ipotesi	
 ﾠ
nulla.	
 ﾠ Solo	
 ﾠ i	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ saranno	
 ﾠ i	
 ﾠ voxel	
 ﾠ presi	
 ﾠ in	
 ﾠ esame	
 ﾠ per	
 ﾠ le	
 ﾠ elaborazioni	
 ﾠ
successive.	
 ﾠ	
 ﾠ
L’ultimo	
 ﾠstep	
 ﾠconsiste	
 ﾠnella	
 ﾠscelta	
 ﾠdel	
 ﾠlivello	
 ﾠdi	
 ﾠsignificatività	
 ﾠp.	
 ﾠSolitamente	
 ﾠsi	
 ﾠ
pone	
 ﾠ p=0.05	
 ﾠ poiché	
 ﾠ tale	
 ﾠ soglia	
 ﾠ comporta	
 ﾠ una	
 ﾠ probabilità	
 ﾠ del	
 ﾠ solo	
 ﾠ 5%	
 ﾠ di	
 ﾠ
riscontrare	
 ﾠla	
 ﾠpresenza	
 ﾠdi	
 ﾠfalsi	
 ﾠpositivi	
 ﾠ(errori	
 ﾠdi	
 ﾠtipo	
 ﾠI).	
 ﾠPoiché	
 ﾠin	
 ﾠogni	
 ﾠfetta	
 ﾠè	
 ﾠ
presente	
 ﾠ un	
 ﾠ numero	
 ﾠ elevato	
 ﾠ di	
 ﾠ voxel,	
 ﾠ utilizzando	
 ﾠ un	
 ﾠ p=0.05,	
 ﾠ ho	
 ﾠ una	
 ﾠ forte	
 ﾠ
influenza	
 ﾠdei	
 ﾠfalsi	
 ﾠpositivi	
 ﾠnelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione.	
 ﾠ	
 ﾠ
Per	
 ﾠcontrollare	
 ﾠgli	
 ﾠerrori	
 ﾠdi	
 ﾠtipo	
 ﾠI	
 ﾠviene	
 ﾠquindi	
 ﾠutilizzata	
 ﾠla	
 ﾠdisuguaglianza	
 ﾠdi	
 ﾠ
Bonferroni.	
 ﾠQuesta	
 ﾠdisuguaglianza	
 ﾠconsiste	
 ﾠnell’applicare	
 ﾠk	
 ﾠtest	
 ﾠstatistici	
 ﾠcon	
 ﾠil	
 ﾠ
valore	
 ﾠdi	
 ﾠsoglia	
 ﾠa,	
 ﾠla	
 ﾠprobabilità	
 ﾠaT	
 ﾠdi	
 ﾠosservare	
 ﾠalmeno	
 ﾠuna	
 ﾠvolta	
 ﾠun	
 ﾠvalore	
 ﾠ
maggiore	
 ﾠdi	
 ﾠa,	
 ﾠe	
 ﾠquindi	
 ﾠrifiutare	
 ﾠl’ipotesi	
 ﾠnulla,	
 ﾠè:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.20)	
 ﾠ
dove	
 ﾠ aT	
 ﾠr a p p r e s e n t a 	
 ﾠi l 	
 ﾠv e r o 	
 ﾠt a s s o 	
 ﾠd i 	
 ﾠe r r o r e 	
 ﾠc h e 	
 ﾠv ogliamo	
 ﾠ controllare.	
 ﾠ Viene	
 ﾠ
quindi	
 ﾠ effettuato	
 ﾠ ciascun	
 ﾠ t-ﾭ‐test	
 ﾠ utilizzando	
 ﾠ il	
 ﾠ valore	
 ﾠ critico	
 ﾠ corrispondente	
 ﾠ a:	
 ﾠ 
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aT/k.	
 ﾠIl	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠper	
 ﾠtutti	
 ﾠi	
 ﾠvoxel	
 ﾠpresi	
 ﾠin	
 ﾠconsiderazione	
 ﾠsarà	
 ﾠal	
 ﾠmassimo	
 ﾠ
aT.	
 ﾠIn	
 ﾠpratica	
 ﾠil	
 ﾠp-ﾭ‐value	
 ﾠche	
 ﾠvado	
 ﾠad	
 ﾠapplicare	
 ﾠsarà	
 ﾠpari	
 ﾠa:	
 ﾠ	
 ﾠ
p=0.05/(n°	
 ﾠvoxel	
 ﾠanalizzati).	
 ﾠ
Questa	
 ﾠ correzione	
 ﾠ assume	
 ﾠ che	
 ﾠ tutti	
 ﾠ i	
 ﾠ voxel	
 ﾠ presi	
 ﾠ in	
 ﾠ considerazione	
 ﾠ siano	
 ﾠ
spazialmente	
 ﾠ scorrelati,	
 ﾠ assunzione	
 ﾠ che	
 ﾠ però	
 ﾠ potrebbe	
 ﾠ far	
 ﾠ risultare	
 ﾠ questa	
 ﾠ
procedura	
 ﾠtroppo	
 ﾠconservativa.	
 ﾠLa	
 ﾠcorrezione	
 ﾠdi	
 ﾠBonferroni	
 ﾠpresenta	
 ﾠperò	
 ﾠlo	
 ﾠ
svantaggio	
 ﾠdi	
 ﾠincrementare	
 ﾠla	
 ﾠprobabilità	
 ﾠdi	
 ﾠerrori	
 ﾠdi	
 ﾠtipo	
 ﾠII	
 ﾠ(non	
 ﾠclassificare	
 ﾠ
un’attivazione	
 ﾠquando	
 ﾠinvece	
 ﾠè	
 ﾠpresente:	
 ﾠfalsi	
 ﾠnegativi).	
 ﾠIl	
 ﾠmetodo	
 ﾠdi	
 ﾠcorrezione	
 ﾠ
di	
 ﾠBonferroni	
 ﾠè	
 ﾠutilizzato	
 ﾠin	
 ﾠSPM8	
 ﾠper	
 ﾠla	
 ﾠcreazione	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠ
cerebrale	
 ﾠ in	
 ﾠ fMRI	
 ﾠ ed	
 ﾠ è	
 ﾠ uno	
 ﾠ dei	
 ﾠ metodi	
 ﾠ Family-ﾭWise	
 ﾠ Error	
 ﾠ( F W E ) , 	
 ﾠa i 	
 ﾠq u a l i 	
 ﾠ
appartiene	
 ﾠanche	
 ﾠil	
 ﾠTukey's	
 ﾠHonestly	
 ﾠSignificant	
 ﾠDifference	
 ﾠ(HSD).[38]	
 ﾠ
Un	
 ﾠaltro	
 ﾠmetodo	
 ﾠutilizzato	
 ﾠper	
 ﾠprevenire	
 ﾠgli	
 ﾠerrori	
 ﾠdi	
 ﾠtipo	
 ﾠI	
 ﾠè	
 ﾠil	
 ﾠfalse	
 ﾠdiscovery	
 ﾠ
rate	
 ﾠ (FDR)	
 ﾠ control,	
 ﾠ proposto	
 ﾠ da	
 ﾠ Benjamini	
 ﾠ &	
 ﾠ Hochberg	
 ﾠ nel	
 ﾠ 1995,	
 ﾠ molto	
 ﾠ più	
 ﾠ
efficace	
 ﾠ dei	
 ﾠ metodi	
 ﾠ FWE	
 ﾠ in	
 ﾠ quanto	
 ﾠ minimizza	
 ﾠ l’errore	
 ﾠ di	
 ﾠ tipo	
 ﾠ II	
 ﾠ e	
 ﾠ
contemporaneamente	
 ﾠcontrolla	
 ﾠl’errore	
 ﾠdi	
 ﾠtipo	
 ﾠI.[39]	
 ﾠL’idea	
 ﾠalla	
 ﾠbase	
 ﾠdi	
 ﾠquesto	
 ﾠ
metodo	
 ﾠè	
 ﾠquella	
 ﾠdi	
 ﾠcontrollare	
 ﾠil	
 ﾠrapporto	
 ﾠtra	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠipotesi	
 ﾠH0	
 ﾠrigettate	
 ﾠ
per	
 ﾠ errore	
 ﾠ e	
 ﾠ quelle	
 ﾠ complessivamente	
 ﾠ rifiutate.	
 ﾠ La	
 ﾠ procedura	
 ﾠ permette	
 ﾠ di	
 ﾠ
gestire	
 ﾠconfronti	
 ﾠmultipli	
 ﾠsu	
 ﾠtest	
 ﾠindipendenti	
 ﾠe	
 ﾠsu	
 ﾠtest	
 ﾠcorrelati.	
 ﾠIl	
 ﾠmetodo	
 ﾠFDR	
 ﾠ
funziona	
 ﾠbene	
 ﾠnei	
 ﾠcontesti	
 ﾠdi	
 ﾠanalisi	
 ﾠesplorativa	
 ﾠdei	
 ﾠdati	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠè	
 ﾠinteressati	
 ﾠa	
 ﾠ
valutare	
 ﾠ tutte	
 ﾠ le	
 ﾠ possibili	
 ﾠ comparazioni,	
 ﾠ in	
 ﾠ quanto	
 ﾠ la	
 ﾠ sua	
 ﾠ potenza	
 ﾠ aumenta	
 ﾠ
all’aumentare	
 ﾠdel	
 ﾠnumero	
 ﾠdei	
 ﾠconfronti	
 ﾠeffettuati.	
 ﾠInoltre	
 ﾠil	
 ﾠFDR	
 ﾠnon	
 ﾠnecessita	
 ﾠdi	
 ﾠ
assunzioni	
 ﾠa	
 ﾠpriori	
 ﾠsul	
 ﾠtipo	
 ﾠdi	
 ﾠdistribuzione	
 ﾠdei	
 ﾠdati.	
 ﾠ	
 ﾠ
Ad	
 ﾠesempio	
 ﾠpossiamo	
 ﾠvoler	
 ﾠtestare	
 ﾠm	
 ﾠipotesi,	
 ﾠ{H01,	
 ﾠH02,	
 ﾠ…	
 ﾠ,	
 ﾠH0m}.	
 ﾠIpotizzando	
 ﾠche	
 ﾠ
m0	
 ﾠdi	
 ﾠesse	
 ﾠsiano	
 ﾠvere,	
 ﾠnon	
 ﾠsapendo	
 ﾠquali	
 ﾠe	
 ﾠquante,	
 ﾠle	
 ﾠaltre	
 ﾠm-ﾭ‐m0	
 ﾠsaranno	
 ﾠfalse.	
 ﾠSi	
 ﾠ
effettua	
 ﾠ un	
 ﾠ test	
 ﾠ che	
 ﾠ ci	
 ﾠ permetta	
 ﾠ di	
 ﾠ decidere	
 ﾠ se	
 ﾠ rifiutare	
 ﾠ o	
 ﾠ meno	
 ﾠ ciascuna	
 ﾠ di	
 ﾠ
queste	
 ﾠipotesi.	
 ﾠSe	
 ﾠindichiamo	
 ﾠcon	
 ﾠR	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠipotesi	
 ﾠrifiutate,	
 ﾠavremo	
 ﾠm-ﾭ‐R	
 ﾠ
ipotesi	
 ﾠper	
 ﾠle	
 ﾠquali	
 ﾠl’esito	
 ﾠdel	
 ﾠtest	
 ﾠnon	
 ﾠè	
 ﾠrisultato	
 ﾠsignificatvo.	
 ﾠTra	
 ﾠle	
 ﾠR	
 ﾠipotesi	
 ﾠ
rifiutate	
 ﾠpuò	
 ﾠesserci	
 ﾠuna	
 ﾠcerta	
 ﾠipotesi	
 ﾠH0j	
 ﾠche	
 ﾠè	
 ﾠvera	
 ﾠma	
 ﾠl’esito	
 ﾠdel	
 ﾠtest	
 ﾠad	
 ﾠessa	
 ﾠ
associato	
 ﾠporta	
 ﾠalla	
 ﾠconclusione	
 ﾠerrata.	
 ﾠSe	
 ﾠV	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠtali	
 ﾠipotesi,	
 ﾠsi	
 ﾠpuò	
 ﾠ
definire	
 ﾠ FDR	
 ﾠ come	
 ﾠ il	
 ﾠ valore	
 ﾠ atteso	
 ﾠ della	
 ﾠ proporzione	
 ﾠ di	
 ﾠ ipotesi	
 ﾠ rifiutate	
 ﾠ per	
 ﾠ
errore	
 ﾠsulle	
 ﾠipotesi	
 ﾠtotali	
 ﾠrifiutate:	
 ﾠE(V/R).	
 ﾠIn	
 ﾠpratica	
 ﾠsi	
 ﾠcalcola	
 ﾠl’insieme	
 ﾠdei	
 ﾠtest	
 ﾠ 
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statistici	
 ﾠper	
 ﾠtutte	
 ﾠle	
 ﾠipotesi	
 ﾠconsiderate	
 ﾠ(Xi)	
 ﾠe	
 ﾠle	
 ﾠrelative	
 ﾠprobabilità	
 ﾠassociate	
 ﾠ
(Pi),	
 ﾠcon	
 ﾠi=1,	
 ﾠ…	
 ﾠ,m;	
 ﾠsi	
 ﾠdispongono	
 ﾠle	
 ﾠprobabilità	
 ﾠin	
 ﾠordine	
 ﾠcrescente	
 ﾠe	
 ﾠsi	
 ﾠindividua	
 ﾠ
il	
 ﾠvalore	
 ﾠk	
 ﾠper	
 ﾠcui	
 ﾠè	
 ﾠvera	
 ﾠla	
 ﾠcondizione	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.21)	
 ﾠ
	
 ﾠ
in	
 ﾠcui	
 ﾠq	
 ﾠè	
 ﾠla	
 ﾠprobabilità	
 ﾠscelta	
 ﾠ(solitamente	
 ﾠq=0.05).	
 ﾠQuindi	
 ﾠin	
 ﾠfine	
 ﾠsi	
 ﾠrifiutano	
 ﾠ
tutte	
 ﾠle	
 ﾠipotesi	
 ﾠH0n	
 ﾠcorrispondenti	
 ﾠalle	
 ﾠprobabilità	
 ﾠpn	
 ﾠper	
 ﾠn=1,	
 ﾠ…	
 ﾠ,	
 ﾠk.[40]	
 ﾠ
Un	
 ﾠaltro	
 ﾠmetodo	
 ﾠutilizzato	
 ﾠin	
 ﾠfMRI	
 ﾠè	
 ﾠla	
 ﾠRandom	
 ﾠField	
 ﾠTheory	
 ﾠ(RFT)	
 ﾠche	
 ﾠutilizza	
 ﾠi	
 ﾠ
risultati	
 ﾠ che	
 ﾠ danno	
 ﾠ la	
 ﾠ caratteristica	
 ﾠ di	
 ﾠ Eulero	
 ﾠ (CE)	
 ﾠ attesa	
 ﾠ per	
 ﾠ una	
 ﾠ mappa	
 ﾠ
statistica	
 ﾠ smooth	
 ﾠ che	
 ﾠ è	
 ﾠ stata	
 ﾠ sottoposta	
 ﾠ ad	
 ﾠ una	
 ﾠ operazione	
 ﾠ di	
 ﾠ sogliatura.	
 ﾠ E’	
 ﾠ
necessario	
 ﾠnotare	
 ﾠche	
 ﾠla	
 ﾠCE	
 ﾠconduce	
 ﾠdirettamente	
 ﾠal	
 ﾠnumero	
 ﾠprevisto	
 ﾠdi	
 ﾠcluster	
 ﾠ
sopra	
 ﾠad	
 ﾠuna	
 ﾠdeterminata	
 ﾠsoglia.	
 ﾠ
L'applicazione	
 ﾠ della	
 ﾠ RFT	
 ﾠ procede	
 ﾠ per	
 ﾠ stadi.	
 ﾠ In	
 ﾠ primo	
 ﾠ luogo	
 ﾠ si	
 ﾠ stima	
 ﾠ la	
 ﾠ
correlazione	
 ﾠspaziale	
 ﾠdella	
 ﾠmappa	
 ﾠstatistica.	
 ﾠPoi	
 ﾠsi	
 ﾠusano	
 ﾠi	
 ﾠvalori	
 ﾠdi	
 ﾠcorrelazione	
 ﾠ
ottenuti	
 ﾠ all’interno	
 ﾠ dell'equazione	
 ﾠ RFT	
 ﾠ opportuna	
 ﾠ per	
 ﾠ dare	
 ﾠ l'atteso	
 ﾠ CE	
 ﾠ alle	
 ﾠ
diverse	
 ﾠsoglie.	
 ﾠQuesto	
 ﾠpermette	
 ﾠdi	
 ﾠcalcolare	
 ﾠla	
 ﾠsoglia	
 ﾠalla	
 ﾠquale	
 ﾠci	
 ﾠsi	
 ﾠaspetta	
 ﾠche	
 ﾠ
il	
 ﾠ 5%	
 ﾠ delle	
 ﾠ equivalenti	
 ﾠ mappe	
 ﾠ statistiche	
 ﾠ ottenute	
 ﾠ sotto	
 ﾠ le	
 ﾠ ipotesi	
 ﾠ nulle	
 ﾠ
contengano	
 ﾠal	
 ﾠpiù	
 ﾠun	
 ﾠsolo	
 ﾠcluster	
 ﾠsopra	
 ﾠla	
 ﾠsoglia.[41]	
 ﾠ
2.3	
 ﾠINDIVIDUAL	
 ﾠBASED	
 ﾠHRF	
 ﾠ
Poiché	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠvaria	
 ﾠa	
 ﾠseconda	
 ﾠdel	
 ﾠsoggetto	
 ﾠe	
 ﾠdell’area	
 ﾠ
cerebrale	
 ﾠda	
 ﾠanalizzare,	
 ﾠsi	
 ﾠè	
 ﾠpensato	
 ﾠin	
 ﾠquesto	
 ﾠstudio	
 ﾠdi	
 ﾠcostruire	
 ﾠuna	
 ﾠrisposta	
 ﾠ
emodinamica	
 ﾠad	
 ﾠhoc	
 ﾠper	
 ﾠogni	
 ﾠsoggetto	
 ﾠda	
 ﾠutilizzare	
 ﾠpoi	
 ﾠper	
 ﾠla	
 ﾠgenerazione	
 ﾠdelle	
 ﾠ
mappe	
 ﾠ di	
 ﾠ attivazione	
 ﾠ fMRI.	
 ﾠ Ciò	
 ﾠ permetterà	
 ﾠ di	
 ﾠ confrontare	
 ﾠ i	
 ﾠ risultati	
 ﾠ ottenuti	
 ﾠ
utilizzando	
 ﾠle	
 ﾠhrf	
 ﾠnote	
 ﾠdalla	
 ﾠletteratura	
 ﾠcon	
 ﾠquelli	
 ﾠottenuti	
 ﾠusando	
 ﾠl’hrf	
 ﾠspecifica,	
 ﾠ
andando	
 ﾠ quindi	
 ﾠ a	
 ﾠ valutare	
 ﾠ qual	
 ﾠ è	
 ﾠ il	
 ﾠ modello	
 ﾠ ottimo	
 ﾠ per	
 ﾠ l’hrf	
 ﾠ nell’analisi	
 ﾠ
dell’attivazione	
 ﾠcerebrale	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠun	
 ﾠtask	
 ﾠmotorio.	
 ﾠ 
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Nella	
 ﾠ costruzione	
 ﾠ dell’ibHRF	
 ﾠ viene	
 ﾠ ripresa	
 ﾠ la	
 ﾠ formulazione	
 ﾠ proposta	
 ﾠ da	
 ﾠ
Handwerker	
 ﾠ(2.5)	
 ﾠponendo	
 ﾠperò	
 ﾠla	
 ﾠcostante	
 ﾠC	
 ﾠa	
 ﾠzero	
 ﾠe	
 ﾠconsiderando	
 ﾠil	
 ﾠvettore	
 ﾠ
x(t)	
 ﾠ pari	
 ﾠ al	
 ﾠ vettore	
 ﾠ dei	
 ﾠ tempi	
 ﾠ t	
 ﾠi n 	
 ﾠs e c o n d i . 	
 ﾠL a 	
 ﾠi b H R F 	
 ﾠs a r à 	
 ﾠq u i n d i 	
 ﾠd e f i n i t a 	
 ﾠd a 	
 ﾠ
cinque	
 ﾠparametri:	
 ﾠA1,	
 ﾠA2,	
 ﾠτ1,	
 ﾠτ2,	
 ﾠδ1.	
 ﾠI	
 ﾠparametri	
 ﾠda	
 ﾠstimare	
 ﾠsono	
 ﾠperò	
 ﾠsei	
 ﾠed	
 ﾠil	
 ﾠ
vettore	
 ﾠdei	
 ﾠparametri	
 ﾠè	
 ﾠ:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.22)	
 ﾠ
dove	
 ﾠC	
 ﾠcontrolla	
 ﾠil	
 ﾠvalore	
 ﾠbasale	
 ﾠdi	
 ﾠrisonanza	
 ﾠdopo	
 ﾠla	
 ﾠconvoluzione	
 ﾠtra	
 ﾠu(t)	
 ﾠe	
 ﾠ
h(t).	
 ﾠLa	
 ﾠfunzione	
 ﾠrisulta	
 ﾠcosì	
 ﾠcomposta	
 ﾠdalla	
 ﾠsomma	
 ﾠdi	
 ﾠdue	
 ﾠcomponenti:	
 ﾠy1(t)	
 ﾠ
positiva	
 ﾠe	
 ﾠy2(t)	
 ﾠnegativa.	
 ﾠ	
 ﾠ
Quindi	
 ﾠy(t)=	
 ﾠy1(t)+	
 ﾠy2(t):	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ per	
 ﾠδ1	
 ﾠ<	
 ﾠt	
 ﾠ<	
 ﾠT	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ(2.23)	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ per	
 ﾠδ2	
 ﾠ<	
 ﾠt	
 ﾠ<	
 ﾠT	
 ﾠ
I	
 ﾠparametri	
 ﾠτ1	
 ﾠe	
 ﾠτ2	
 ﾠsono	
 ﾠproporzionali	
 ﾠall’ampiezza	
 ﾠa	
 ﾠmetà	
 ﾠaltezza	
 ﾠFWHM	
 ﾠ(Full	
 ﾠ
Width	
 ﾠat	
 ﾠHalf	
 ﾠMaximum)	
 ﾠrispettivamente	
 ﾠdi	
 ﾠy1(t)	
 ﾠe	
 ﾠy2(t),	
 ﾠδ1	
 ﾠe	
 ﾠδ2	
 ﾠdescrivono	
 ﾠil	
 ﾠ
ritardo	
 ﾠin	
 ﾠsecondi	
 ﾠrispettivamente	
 ﾠdella	
 ﾠcurva	
 ﾠpositiva	
 ﾠe	
 ﾠnegativa.	
 ﾠI	
 ﾠvalori	
 ﾠdi	
 ﾠ
picco	
 ﾠsono	
 ﾠstati	
 ﾠcalcolati	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠvalori	
 ﾠdi	
 ﾠtmax	
 ﾠe	
 ﾠtmin	
 ﾠper	
 ﾠcui	
 ﾠsi	
 ﾠannullano	
 ﾠle	
 ﾠ
derivate	
 ﾠprime,	
 ﾠfatte	
 ﾠrispetto	
 ﾠal	
 ﾠtempo,	
 ﾠrispettivamente	
 ﾠdi	
 ﾠy1(t)	
 ﾠe	
 ﾠy2(t):	
 ﾠ
	
 ﾠ 	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.24)	
 ﾠ
	
 ﾠ 
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dove	
 ﾠtmax	
 ﾠrappresenta	
 ﾠl’istante	
 ﾠin	
 ﾠcorrispondenza	
 ﾠdel	
 ﾠquale	
 ﾠho	
 ﾠil	
 ﾠpicco	
 ﾠpositivo,	
 ﾠ
tmin	
 ﾠl’istante	
 ﾠtemporale	
 ﾠper	
 ﾠcui	
 ﾠho	
 ﾠil	
 ﾠpicco	
 ﾠnegativo	
 ﾠe	
 ﾠδ2	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
δ2	
 ﾠ=	
 ﾠδ1+	
 ﾠτ1+	
 ﾠτ1/2.	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (2.25)	
 ﾠ
Come	
 ﾠvedremo	
 ﾠnel	
 ﾠcapitolo	
 ﾠ4,	
 ﾠper	
 ﾠmodellare	
 ﾠla	
 ﾠtwo-ﾭgamma	
 ﾠHRF	
 ﾠdi	
 ﾠHandwerker	
 ﾠ
in	
 ﾠbase	
 ﾠal	
 ﾠsoggetto	
 ﾠin	
 ﾠesame,	
 ﾠsi	
 ﾠè	
 ﾠproceduto	
 ﾠalla	
 ﾠstima	
 ﾠdel	
 ﾠvettore	
 ﾠp	
 ﾠattraverso	
 ﾠ
l’uso	
 ﾠdi	
 ﾠuno	
 ﾠstimatore	
 ﾠnon	
 ﾠlineare	
 ﾠ(lsqnonlin)	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠdati	
 ﾠforniti	
 ﾠdalle	
 ﾠ
mappe	
 ﾠ di	
 ﾠ attivazione	
 ﾠ ottenute	
 ﾠ con	
 ﾠ la	
 ﾠ canonical	
 ﾠ hrf	
 ﾠd i 	
 ﾠS P M . 
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CAPITOLO	
 ﾠ3	
 ﾠ
DATA	
 ﾠSET	
 ﾠ
	
 ﾠ
In	
 ﾠ questo	
 ﾠ capitolo	
 ﾠ vengono	
 ﾠ descritti	
 ﾠ il	
 ﾠ protocollo	
 ﾠ sperimentale	
 ﾠ ed	
 ﾠ il	
 ﾠ
metodo	
 ﾠdi	
 ﾠacquisizione	
 ﾠdelle	
 ﾠimmagini	
 ﾠfMRI	
 ﾠapplicati	
 ﾠai	
 ﾠnove	
 ﾠsoggetti	
 ﾠche	
 ﾠsono	
 ﾠ
stati	
 ﾠ reclutati	
 ﾠ per	
 ﾠ questo	
 ﾠ studio.	
 ﾠ Sarà	
 ﾠ anche	
 ﾠ esplicitato	
 ﾠ il	
 ﾠ pre-ﾭ‐processing	
 ﾠ
eseguito	
 ﾠsui	
 ﾠdati	
 ﾠraccolti	
 ﾠattraverso	
 ﾠil	
 ﾠsoftware	
 ﾠSPM8	
 ﾠper	
 ﾠridurre	
 ﾠil	
 ﾠrumore	
 ﾠ
presente	
 ﾠ nelle	
 ﾠ immagini	
 ﾠ prima	
 ﾠ dell’applicazione	
 ﾠ del	
 ﾠ GLM,	
 ﾠ al	
 ﾠ fine	
 ﾠ di	
 ﾠ ottenere	
 ﾠ
mappe	
 ﾠdi	
 ﾠattivazione	
 ﾠcerebrali	
 ﾠda	
 ﾠimmagini	
 ﾠconfrontabili	
 ﾠtra	
 ﾠloro.	
 ﾠ
3.1	
 ﾠACQUISIZIONE	
 ﾠDEI	
 ﾠDATI	
 ﾠ 	
 ﾠ
Il	
 ﾠ data-ﾭ‐set	
 ﾠ sperimentale	
 ﾠ è	
 ﾠ stato	
 ﾠ acquisito	
 ﾠ presso	
 ﾠ la	
 ﾠ sezione	
 ﾠ di	
 ﾠ
Neuroradiologia	
 ﾠ dell’Ospedale	
 ﾠ Civile	
 ﾠ Maggiore	
 ﾠ di	
 ﾠ Borgo	
 ﾠ Trento	
 ﾠ in	
 ﾠ
collaborazione	
 ﾠcon	
 ﾠil	
 ﾠreparto	
 ﾠdi	
 ﾠNeurologia	
 ﾠdel	
 ﾠPoliclinico	
 ﾠUniversitario	
 ﾠdi	
 ﾠBorgo	
 ﾠ
Roma	
 ﾠdi	
 ﾠVerona.	
 ﾠ	
 ﾠLe	
 ﾠimmagini	
 ﾠMR	
 ﾠdei	
 ﾠ9	
 ﾠsoggetti	
 ﾠsono	
 ﾠstate	
 ﾠacquisite	
 ﾠattraverso	
 ﾠ
lo	
 ﾠscanner	
 ﾠMAGNETOM	
 ﾠAllegra	
 ﾠa	
 ﾠ3T	
 ﾠ(Siemens,	
 ﾠErlangen,	
 ﾠGermany),	
 ﾠdotato	
 ﾠdi	
 ﾠ
Echo-ﾭ‐Planar	
 ﾠ Imaging	
 ﾠ (EPI),	
 ﾠ impiegando	
 ﾠ una	
 ﾠ bobina	
 ﾠ standard	
 ﾠ di	
 ﾠ
ricezione/trasmissione	
 ﾠper	
 ﾠla	
 ﾠtesta	
 ﾠe	
 ﾠcuscini	
 ﾠper	
 ﾠminimizzare	
 ﾠi	
 ﾠmovimenti	
 ﾠdella	
 ﾠ
testa	
 ﾠ(Fig.	
 ﾠ3.1).	
 ﾠ
	
 ﾠ	
 ﾠ
Figura	
 ﾠ3.1:	
 ﾠMagnetom	
 ﾠAllegra	
 ﾠdella	
 ﾠSiemens	
 ﾠ(a)	
 ﾠcon	
 ﾠbobina	
 ﾠ(b).[42]	
 ﾠ
a 
b  
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Per	
 ﾠlo	
 ﾠstudio	
 ﾠè	
 ﾠstato	
 ﾠutilizzato	
 ﾠuno	
 ﾠstrumento	
 ﾠMR	
 ﾠcompatibile	
 ﾠper	
 ﾠpermettere	
 ﾠil	
 ﾠ
movimento	
 ﾠcorretto	
 ﾠdella	
 ﾠmano.	
 ﾠ
La	
 ﾠsessione	
 ﾠdi	
 ﾠacquisizione	
 ﾠcomincia	
 ﾠcon	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠtraining,	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠsoggetto	
 ﾠin	
 ﾠ
esame	
 ﾠ è	
 ﾠ istruito	
 ﾠ sul	
 ﾠ metodo	
 ﾠ di	
 ﾠ esecuzione	
 ﾠ del	
 ﾠ task	
 ﾠ motorio	
 ﾠ richiesto	
 ﾠ e	
 ﾠ sul	
 ﾠ
protocollo	
 ﾠ sperimentale.	
 ﾠ Successivamente	
 ﾠ vengono	
 ﾠ acquisite	
 ﾠ sia	
 ﾠ le	
 ﾠ immagini	
 ﾠ
anatomiche	
 ﾠT1-ﾭ‐pesate	
 ﾠin	
 ﾠsaggitale	
 ﾠche	
 ﾠle	
 ﾠimmagini	
 ﾠfMRI	
 ﾠT2*-ﾭ‐pesate	
 ﾠcon	
 ﾠsequenza	
 ﾠ
EPI	
 ﾠin	
 ﾠassiale.	
 ﾠSono	
 ﾠstate	
 ﾠacquisite	
 ﾠtre	
 ﾠsessioni	
 ﾠd’immagini	
 ﾠfunzionali,	
 ﾠuna	
 ﾠper	
 ﾠ
ognuno	
 ﾠdei	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠmovimento:	
 ﾠmassimo,	
 ﾠminimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost	
 ﾠsforzo.	
 ﾠIl	
 ﾠ
movimento	
 ﾠ massimo	
 ﾠ consiste	
 ﾠ in	
 ﾠ una	
 ﾠ contrazione	
 ﾠ della	
 ﾠ mano	
 ﾠ con	
 ﾠ massima	
 ﾠ
flessione	
 ﾠdelle	
 ﾠdita,	
 ﾠil	
 ﾠmovimento	
 ﾠminimo	
 ﾠin	
 ﾠuna	
 ﾠcontrazione	
 ﾠdella	
 ﾠmano	
 ﾠcon	
 ﾠ
minima	
 ﾠ flessione	
 ﾠ delle	
 ﾠ dita,	
 ﾠ il	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ è	
 ﾠ eseguito	
 ﾠ in	
 ﾠ
seguito	
 ﾠad	
 ﾠuna	
 ﾠsessione	
 ﾠdi	
 ﾠaffaticamento	
 ﾠdella	
 ﾠmano.	
 ﾠIn	
 ﾠtabella	
 ﾠ3.1	
 ﾠsono	
 ﾠriportati	
 ﾠ
i	
 ﾠparametri	
 ﾠutilizzati	
 ﾠper	
 ﾠl’acquisizione.	
 ﾠ
	
 ﾠ N°	
 ﾠ
volumi	
 ﾠ
N°	
 ﾠ
fette	
 ﾠ
Dim.	
 ﾠfetta	
 ﾠ FOV	
 ﾠ
Dim.	
 ﾠVoxel	
 ﾠ
(mm)	
 ﾠ
TE	
 ﾠ
(ms)	
 ﾠ
TR	
 ﾠ
(s)	
 ﾠ
Anatomica	
 ﾠ 1	
 ﾠ 160	
 ﾠ 256x256	
 ﾠ 192x192	
 ﾠ 1x1x1	
 ﾠ	
 ﾠ 3	
 ﾠ	
 ﾠ 2.30	
 ﾠ	
 ﾠ
Funzionale	
 ﾠ 100	
 ﾠ 36	
 ﾠ 64x64	
 ﾠ 192x192	
 ﾠ 3x3x3	
 ﾠ	
 ﾠ 30	
 ﾠ	
 ﾠ 2.61	
 ﾠ	
 ﾠ
	
 ﾠ
Tabella	
 ﾠ3.1:	
 ﾠParametri	
 ﾠdi	
 ﾠacquisizione	
 ﾠper	
 ﾠle	
 ﾠimmagini	
 ﾠanatomiche	
 ﾠe	
 ﾠfunzionali.	
 ﾠSono	
 ﾠriportati:	
 ﾠ
numero	
 ﾠ di	
 ﾠ volumi	
 ﾠ acquisiti	
 ﾠ per	
 ﾠ ogni	
 ﾠ sessione,	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ fette	
 ﾠ acquisite	
 ﾠ per	
 ﾠ ogni	
 ﾠ volume,	
 ﾠ la	
 ﾠ
dimensione	
 ﾠdella	
 ﾠmatrice	
 ﾠdella	
 ﾠfetta,	
 ﾠil	
 ﾠField	
 ﾠof	
 ﾠView	
 ﾠ(FOV),	
 ﾠla	
 ﾠdimensione	
 ﾠdel	
 ﾠvoxel	
 ﾠin	
 ﾠmm,	
 ﾠil	
 ﾠTime-ﾭ
echo	
 ﾠ(TE)	
 ﾠin	
 ﾠms,	
 ﾠil	
 ﾠTime-ﾭRepetition	
 ﾠ(TR)	
 ﾠin	
 ﾠs.	
 ﾠ
 
3.2	
 ﾠDATA-ﾭ‐SET	
 ﾠe	
 ﾠPROTOCOLLO	
 ﾠSPERIMENTALE	
 ﾠ
Per	
 ﾠeseguire	
 ﾠuna	
 ﾠcorretta	
 ﾠanalisi	
 ﾠsperimentale	
 ﾠè	
 ﾠnecessario	
 ﾠdefinire	
 ﾠun	
 ﾠ
protocollo	
 ﾠappropriato	
 ﾠe	
 ﾠripetibile.	
 ﾠIn	
 ﾠfMRI,	
 ﾠper	
 ﾠpoter	
 ﾠriconoscere	
 ﾠquali	
 ﾠaree	
 ﾠ
cerebrali	
 ﾠ si	
 ﾠ attivano	
 ﾠ durante	
 ﾠ un	
 ﾠ compito,	
 ﾠ si	
 ﾠ deve	
 ﾠ sottoporre	
 ﾠ il	
 ﾠ soggetto	
 ﾠ a	
 ﾠ
determinati	
 ﾠstimoli.	
 ﾠEsistono	
 ﾠtre	
 ﾠdiversi	
 ﾠtipi	
 ﾠdi	
 ﾠdisegno	
 ﾠsperimentale:	
 ﾠblocked,	
 ﾠ
event-ﾭrelated	
 ﾠe	
 ﾠmixed.	
 ﾠ	
 ﾠ
Il	
 ﾠprotocollo	
 ﾠa	
 ﾠblocchi	
 ﾠ(blocked)	
 ﾠha	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠmantenere	
 ﾠl’attenzione	
 ﾠcognitiva	
 ﾠ
o	
 ﾠ motoria	
 ﾠ durante	
 ﾠ il	
 ﾠ task	
 ﾠ presentando	
 ﾠ stimoli	
 ﾠ sequenziali	
 ﾠ di	
 ﾠ attivazione	
 ﾠ 
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alternati	
 ﾠad	
 ﾠaltri	
 ﾠstimoli	
 ﾠche	
 ﾠpresentano	
 ﾠuna	
 ﾠcondizione	
 ﾠdiversa	
 ﾠ(es.	
 ﾠdi	
 ﾠriposo).	
 ﾠIl	
 ﾠ
task	
 ﾠè	
 ﾠil	
 ﾠcompito	
 ﾠche	
 ﾠil	
 ﾠsoggetto	
 ﾠdeve	
 ﾠsvolgere	
 ﾠe	
 ﾠpuò	
 ﾠessere	
 ﾠuno	
 ﾠstimolo	
 ﾠvisivo,	
 ﾠ
uditivo,	
 ﾠ cognitivo,	
 ﾠ sensitivo	
 ﾠ o	
 ﾠ un	
 ﾠ movimento	
 ﾠ attivo	
 ﾠ o	
 ﾠ passivo.	
 ﾠ Nel	
 ﾠ disegno	
 ﾠ
sperimentale	
 ﾠ a	
 ﾠ blocchi	
 ﾠ la	
 ﾠ durata	
 ﾠ di	
 ﾠ ogni	
 ﾠ task	
 ﾠ è	
 ﾠ fissa	
 ﾠ (block)	
 ﾠ e	
 ﾠ costante.	
 ﾠ E’	
 ﾠ
possibile	
 ﾠalternare	
 ﾠdue	
 ﾠcondizioni	
 ﾠdiverse,	
 ﾠ“AB	
 ﾠblock”	
 ﾠdesign,	
 ﾠoppure	
 ﾠalternare	
 ﾠil	
 ﾠ
task	
 ﾠ ad	
 ﾠ un	
 ﾠ periodo	
 ﾠ di	
 ﾠ riposo	
 ﾠ (rest)	
 ﾠ (Fig.	
 ﾠ 3.2).	
 ﾠ Questo	
 ﾠ tipo	
 ﾠ di	
 ﾠ protocollo	
 ﾠ
garantisce	
 ﾠ dei	
 ﾠ risultati	
 ﾠ robusti,	
 ﾠ aumenta	
 ﾠ l’efficienza	
 ﾠ statistica	
 ﾠ e	
 ﾠ consente	
 ﾠ di	
 ﾠ
rilevare	
 ﾠun’ampia	
 ﾠvariazione	
 ﾠdel	
 ﾠsegnale	
 ﾠBOLD	
 ﾠrispetto	
 ﾠalla	
 ﾠbaseline	
 ﾠin	
 ﾠquanto	
 ﾠle	
 ﾠ
risposte	
 ﾠ agli	
 ﾠ stimoli	
 ﾠ vanno	
 ﾠ a	
 ﾠ sommarsi	
 ﾠ tra	
 ﾠ loro	
 ﾠ in	
 ﾠ modo	
 ﾠ lineare.[43]	
 ﾠ Tuttavia	
 ﾠ
spesso	
 ﾠpuò	
 ﾠessere	
 ﾠdifficile	
 ﾠstimare	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠpoiché	
 ﾠil	
 ﾠsegnale	
 ﾠ
BOLD	
 ﾠ all’interno	
 ﾠ di	
 ﾠ ogni	
 ﾠ blocco,	
 ﾠ se	
 ﾠ il	
 ﾠ tempo	
 ﾠ di	
 ﾠ stimolazione	
 ﾠ non	
 ﾠ è	
 ﾠ
sufficientemente	
 ﾠlungo,	
 ﾠnon	
 ﾠtorna	
 ﾠal	
 ﾠvalore	
 ﾠdi	
 ﾠbaseline.	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ(a)	
 ﾠ
	
 ﾠ	
 ﾠ(b)	
 ﾠ	
 ﾠ
Figura	
 ﾠ3.2:	
 ﾠParadigma	
 ﾠa	
 ﾠblocchi.	
 ﾠAB	
 ﾠblock	
 ﾠ(a),	
 ﾠactive-ﾭrest	
 ﾠ	
 ﾠblock	
 ﾠ(b).	
 ﾠ	
 ﾠ
 
Il	
 ﾠprotocollo	
 ﾠevent-ﾭrelated	
 ﾠè	
 ﾠcaratterizzato	
 ﾠinvece	
 ﾠda	
 ﾠdue	
 ﾠo	
 ﾠpiù	
 ﾠtask,	
 ﾠdi	
 ﾠbreve	
 ﾠ
durata,	
 ﾠ che	
 ﾠ si	
 ﾠ alternano	
 ﾠ in	
 ﾠ modo	
 ﾠ casuale	
 ﾠ sia	
 ﾠ nel	
 ﾠ tempo	
 ﾠ che	
 ﾠ nello	
 ﾠ spazio.	
 ﾠ
L’intervallo	
 ﾠ di	
 ﾠ tempo	
 ﾠ che	
 ﾠ intercorre	
 ﾠ tra	
 ﾠ uno	
 ﾠ stimolo	
 ﾠ e	
 ﾠ l’altro	
 ﾠ è	
 ﾠ definito	
 ﾠ
interstimulus	
 ﾠinterval	
 ﾠ(ISI)	
 ﾠe	
 ﾠsolitamente	
 ﾠè	
 ﾠcompreso	
 ﾠtra	
 ﾠi	
 ﾠ2	
 ﾠed	
 ﾠi	
 ﾠ20	
 ﾠs	
 ﾠ(Fig.	
 ﾠ3.3).	
 ﾠ
Questo	
 ﾠprotocollo	
 ﾠè	
 ﾠvantaggioso	
 ﾠpoiché	
 ﾠè	
 ﾠmolto	
 ﾠflessibile	
 ﾠe	
 ﾠquindi	
 ﾠpuò	
 ﾠessere	
 ﾠ
modificato	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠevitare	
 ﾠeffetti	
 ﾠdi	
 ﾠapprendimento	
 ﾠdel	
 ﾠtask.	
 ﾠL’event-ﾭ‐related	
 ﾠ
presenta	
 ﾠperò	
 ﾠanche	
 ﾠnumerosi	
 ﾠsvantaggi:	
 ﾠè	
 ﾠnecessario	
 ﾠacquisire	
 ﾠmolti	
 ﾠvolumi	
 ﾠal	
 ﾠ
fine	
 ﾠ di	
 ﾠ compensare	
 ﾠ il	
 ﾠ basso	
 ﾠ rapporto	
 ﾠ segnale/rumore,	
 ﾠ non	
 ﾠ permette	
 ﾠ di	
 ﾠ
conoscere	
 ﾠa	
 ﾠpriori	
 ﾠl’andamento	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠse	
 ﾠdue	
 ﾠstimoli	
 ﾠsono	
 ﾠ
presentati	
 ﾠa	
 ﾠdistanza	
 ﾠnon	
 ﾠottimale	
 ﾠe	
 ﾠfornisce	
 ﾠeffetti	
 ﾠdiversi	
 ﾠsul	
 ﾠsegnale	
 ﾠd’uscita	
 ﾠ
in	
 ﾠbase	
 ﾠalla	
 ﾠdurata	
 ﾠdell’ISI.	
 ﾠ
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Figura	
 ﾠ3.3:	
 ﾠEvent-ﾭrelated	
 ﾠdesign	
 ﾠcon	
 ﾠISI	
 ﾠvariabile	
 ﾠe	
 ﾠdue	
 ﾠtask	
 ﾠdiversi:	
 ﾠstimul	
 ﾠA	
 ﾠ(rosso)	
 ﾠe	
 ﾠstimul	
 ﾠB	
 ﾠ
(blu).	
 ﾠNella	
 ﾠbarra	
 ﾠazzurra	
 ﾠè	
 ﾠriportata	
 ﾠla	
 ﾠsuccessione	
 ﾠdei	
 ﾠvolumi	
 ﾠacquisiti	
 ﾠcon	
 ﾠun	
 ﾠTR=3	
 ﾠs.[44]	
 ﾠ
	
 ﾠ
I	
 ﾠmixed	
 ﾠdesign	
 ﾠinvece	
 ﾠsono	
 ﾠdati	
 ﾠda	
 ﾠuna	
 ﾠcombinazione	
 ﾠdei	
 ﾠdue	
 ﾠprecedenti	
 ﾠtipi	
 ﾠdi	
 ﾠ
paradigmi.	
 ﾠ
Il	
 ﾠvantaggio	
 ﾠdell’aver	
 ﾠscelto	
 ﾠun	
 ﾠprotocollo	
 ﾠa	
 ﾠblocchi	
 ﾠnel	
 ﾠnostro	
 ﾠstudio	
 ﾠsta	
 ﾠnel	
 ﾠ
fatto	
 ﾠche	
 ﾠquesto	
 ﾠtipo	
 ﾠdi	
 ﾠparadigma	
 ﾠha	
 ﾠun	
 ﾠalto	
 ﾠpotere	
 ﾠdi	
 ﾠdiscriminare	
 ﾠi	
 ﾠvoxel.	
 ﾠ
Il	
 ﾠdata-ﾭ‐set	
 ﾠper	
 ﾠquesto	
 ﾠstudio	
 ﾠè	
 ﾠcomposto	
 ﾠda	
 ﾠ9	
 ﾠindividui	
 ﾠsani,	
 ﾠ3	
 ﾠfemmine	
 ﾠe	
 ﾠ6	
 ﾠ
maschi	
 ﾠ(età	
 ﾠmedia	
 ﾠ30.11±	
 ﾠSD	
 ﾠ4.37).	
 ﾠIl	
 ﾠprotocollo	
 ﾠper	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti	
 ﾠè	
 ﾠdefinito	
 ﾠda	
 ﾠ
5	
 ﾠ stati	
 ﾠ di	
 ﾠ rest	
 ﾠ alternati	
 ﾠ a	
 ﾠ 5	
 ﾠ stati	
 ﾠ active	
 ﾠ (di	
 ﾠ attivazione	
 ﾠ motoria	
 ﾠ della	
 ﾠ mano),	
 ﾠ
ognuno	
 ﾠ della	
 ﾠ durata	
 ﾠ di	
 ﾠ 10	
 ﾠ volumi,	
 ﾠ per	
 ﾠ un	
 ﾠ totale	
 ﾠ di	
 ﾠ 100	
 ﾠ volumi.	
 ﾠ Il	
 ﾠ TR	
 ﾠ che	
 ﾠ
intercorre	
 ﾠtra	
 ﾠdue	
 ﾠvolumi	
 ﾠsuccessivi	
 ﾠè	
 ﾠdi	
 ﾠ2.61	
 ﾠs	
 ﾠ(Fig.	
 ﾠ3.4).	
 ﾠ	
 ﾠ
Figura	
 ﾠ 3.4:	
 ﾠ Protocollo	
 ﾠ sperimentale	
 ﾠ active-ﾭrest	
 ﾠ attuato	
 ﾠ per	
 ﾠ questo	
 ﾠ studio:	
 ﾠ blocchi	
 ﾠ da	
 ﾠ 10	
 ﾠ volumi	
 ﾠ
ciascuno	
 ﾠe	
 ﾠTR=2.61	
 ﾠs.	
 ﾠ 
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3.4	
 ﾠPRE-ﾭ‐PROCESSING	
 ﾠ
Il	
 ﾠpre-ﾭ‐processing	
 ﾠè	
 ﾠcostituito	
 ﾠda	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠelaborazioni	
 ﾠnello	
 ﾠspazio	
 ﾠe	
 ﾠ
nel	
 ﾠtempo	
 ﾠapplicate	
 ﾠalle	
 ﾠimmagini	
 ﾠdi	
 ﾠrisonanza	
 ﾠmagnetica	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠminimizzare	
 ﾠ
gli	
 ﾠartefatti	
 ﾠda	
 ﾠmovimento	
 ﾠed	
 ﾠerrori	
 ﾠdi	
 ﾠallineamento,	
 ﾠuniformare	
 ﾠle	
 ﾠimmagini	
 ﾠad	
 ﾠ
uno	
 ﾠstesso	
 ﾠspazio	
 ﾠe	
 ﾠriallinearle	
 ﾠtemporalmente.	
 ﾠ
Al	
 ﾠdata-ﾭ‐set	
 ﾠin	
 ﾠesame	
 ﾠsono	
 ﾠstati	
 ﾠapplicati	
 ﾠi	
 ﾠseguenti	
 ﾠfiltraggi	
 ﾠe	
 ﾠtrasformazioni	
 ﾠ
implementati	
 ﾠnel	
 ﾠsoftware	
 ﾠSPM8.	
 ﾠ
SLICE	
 ﾠTIMING	
 ﾠCORRECTION	
 ﾠ
Questa	
 ﾠprocedura	
 ﾠè	
 ﾠuna	
 ﾠelaborazione	
 ﾠtemporale	
 ﾠattraverso	
 ﾠcui	
 ﾠvengono	
 ﾠcorrette	
 ﾠ
le	
 ﾠdifferenze	
 ﾠnei	
 ﾠtempi	
 ﾠdi	
 ﾠacquisizione	
 ﾠdelle	
 ﾠfette	
 ﾠper	
 ﾠle	
 ﾠscansioni	
 ﾠecho-ﾭ‐planari.	
 ﾠ
Ogni	
 ﾠvolume	
 ﾠcerebrale	
 ﾠè	
 ﾠacquisito	
 ﾠin	
 ﾠfette.	
 ﾠLa	
 ﾠcorrezione	
 ﾠè	
 ﾠnecessaria	
 ﾠaffinché	
 ﾠi	
 ﾠ
dati	
 ﾠsu	
 ﾠogni	
 ﾠfetta	
 ﾠcorrispondano	
 ﾠallo	
 ﾠstesso	
 ﾠpunto	
 ﾠnel	
 ﾠtempo	
 ﾠpoiché	
 ﾠtra	
 ﾠuna	
 ﾠfetta	
 ﾠ
e	
 ﾠl’altra	
 ﾠintercorre	
 ﾠun	
 ﾠritardo	
 ﾠpari	
 ﾠal	
 ﾠpiù	
 ﾠa	
 ﾠ0.5*TR.[45]	
 ﾠ	
 ﾠ
L’interpolazione	
 ﾠ temporale	
 ﾠ corregge	
 ﾠ gli	
 ﾠ errori	
 ﾠ di	
 ﾠ allineamento	
 ﾠ nel	
 ﾠ tempo.	
 ﾠ
Esistono	
 ﾠtre	
 ﾠdiversi	
 ﾠmetodi	
 ﾠper	
 ﾠeseguirla:	
 ﾠmetodi	
 ﾠlineari,	
 ﾠspline	
 ﾠe	
 ﾠfunzioni	
 ﾠsinc.	
 ﾠ
Questa	
 ﾠcorrezione	
 ﾠpermette	
 ﾠquindi	
 ﾠil	
 ﾠriallineamento	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠ
tra	
 ﾠle	
 ﾠvarie	
 ﾠfette.	
 ﾠ	
 ﾠ
REALIGNMENT	
 ﾠ
Il	
 ﾠrealignment,	
 ﾠo	
 ﾠmotion	
 ﾠcorrection,	
 ﾠè	
 ﾠla	
 ﾠprima	
 ﾠelaborazione	
 ﾠspaziale	
 ﾠapplicata	
 ﾠal	
 ﾠ
data-ﾭ‐set	
 ﾠin	
 ﾠesame.	
 ﾠE’	
 ﾠnoto	
 ﾠche	
 ﾠil	
 ﾠmovimento	
 ﾠdella	
 ﾠtesta,	
 ﾠsia	
 ﾠesso	
 ﾠvolontario	
 ﾠo	
 ﾠ
involontario,	
 ﾠ è	
 ﾠ la	
 ﾠ causa	
 ﾠ principale	
 ﾠ di	
 ﾠ errore	
 ﾠ nelle	
 ﾠ immagini	
 ﾠ funzionali.	
 ﾠ Si	
 ﾠ
riscontrano	
 ﾠ errori	
 ﾠ nel	
 ﾠ segnale	
 ﾠ misurato	
 ﾠ anche	
 ﾠ a	
 ﾠ seguito	
 ﾠ di	
 ﾠ un	
 ﾠ minimo	
 ﾠ
movimento	
 ﾠdella	
 ﾠtesta	
 ﾠdi	
 ﾠsoli	
 ﾠ4-ﾭ‐5	
 ﾠmm.	
 ﾠInoltre	
 ﾠse	
 ﾠsi	
 ﾠfanno	
 ﾠeseguire	
 ﾠtask	
 ﾠmotori,	
 ﾠ
come	
 ﾠad	
 ﾠesempio	
 ﾠil	
 ﾠmovimento	
 ﾠdella	
 ﾠmano	
 ﾠnel	
 ﾠnostro	
 ﾠstudio,	
 ﾠquesti	
 ﾠcausano	
 ﾠun	
 ﾠ
movimento	
 ﾠ involontario	
 ﾠ della	
 ﾠ testa.	
 ﾠ Attraverso	
 ﾠ l’uso	
 ﾠ di	
 ﾠ sistemi	
 ﾠ specifici	
 ﾠ che	
 ﾠ
immobilizzano	
 ﾠ il	
 ﾠ capo	
 ﾠ e	
 ﾠ la	
 ﾠ suddivisione	
 ﾠ dell’esperimento	
 ﾠ fMRI	
 ﾠ in	
 ﾠ
sottoesperimenti	
 ﾠ di	
 ﾠ durata	
 ﾠ limitata	
 ﾠ (4-ﾭ‐6	
 ﾠ minuti	
 ﾠ ciascuno)	
 ﾠ è	
 ﾠ possibile	
 ﾠ evitare	
 ﾠ
l’affaticamento	
 ﾠdel	
 ﾠsoggetto	
 ﾠe	
 ﾠquindi	
 ﾠridurre	
 ﾠl’errore	
 ﾠda	
 ﾠmovimento	
 ﾠvolontario.	
 ﾠ
Anche	
 ﾠil	
 ﾠrespiro	
 ﾠed	
 ﾠil	
 ﾠbattito	
 ﾠcardiaco	
 ﾠprovocano	
 ﾠil	
 ﾠmovimento	
 ﾠinvolontario	
 ﾠdella	
 ﾠ 
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testa.	
 ﾠPer	
 ﾠeliminare	
 ﾠgli	
 ﾠartefatti	
 ﾠda	
 ﾠmovimento	
 ﾠsi	
 ﾠprocede	
 ﾠa	
 ﾠriallineare	
 ﾠgli	
 ﾠassi	
 ﾠ
del	
 ﾠsistema	
 ﾠdi	
 ﾠriferimento	
 ﾠutilizzato	
 ﾠda	
 ﾠogni	
 ﾠimmagine	
 ﾠin	
 ﾠmodo	
 ﾠche	
 ﾠle	
 ﾠimmagini	
 ﾠ
MRI	
 ﾠ acquisite	
 ﾠ abbiano	
 ﾠ tutte	
 ﾠ la	
 ﾠ stessa	
 ﾠ orientazione.	
 ﾠ Per	
 ﾠ riallineare	
 ﾠ le	
 ﾠ serie	
 ﾠ
temporali	
 ﾠ acquisite	
 ﾠ di	
 ﾠ un	
 ﾠ soggetto	
 ﾠ viene	
 ﾠ utilizzato	
 ﾠ uno	
 ﾠ stimatore	
 ﾠ ai	
 ﾠ minimi	
 ﾠ
quadrati	
 ﾠed	
 ﾠuna	
 ﾠtrasformazione	
 ﾠspaziale	
 ﾠrigida	
 ﾠa	
 ﾠ6	
 ﾠparametri.	
 ﾠViene	
 ﾠdefinita	
 ﾠ
inizialmente	
 ﾠ un’immagine	
 ﾠ di	
 ﾠ riferimento	
 ﾠ rispetto	
 ﾠ alla	
 ﾠ quale	
 ﾠ sono	
 ﾠ riallineate	
 ﾠ
tutte	
 ﾠ le	
 ﾠ altre	
 ﾠ immagini.	
 ﾠ L’algoritmo	
 ﾠ di	
 ﾠ riallineamento	
 ﾠ utilizzato	
 ﾠ identifica	
 ﾠ i	
 ﾠ
parametri	
 ﾠdi	
 ﾠtraslazione	
 ﾠe	
 ﾠrotazione	
 ﾠ(Fig.	
 ﾠ3.5)	
 ﾠscegliendo	
 ﾠquelli	
 ﾠche	
 ﾠminimizzano	
 ﾠ
una	
 ﾠfunzione	
 ﾠcosto	
 ﾠdefinita	
 ﾠe	
 ﾠquindi	
 ﾠrendono	
 ﾠmigliore	
 ﾠla	
 ﾠsovrapposizione	
 ﾠdei	
 ﾠ
volumi	
 ﾠdi	
 ﾠriferimento.	
 ﾠPer	
 ﾠil	
 ﾠriallineamento	
 ﾠè	
 ﾠstata	
 ﾠusata	
 ﾠcome	
 ﾠriferimento	
 ﾠla	
 ﾠ
prima	
 ﾠ scansione	
 ﾠ di	
 ﾠ ogni	
 ﾠ soggetto,	
 ﾠ durante	
 ﾠ la	
 ﾠ quale	
 ﾠ è	
 ﾠ assente	
 ﾠ la	
 ﾠ componente	
 ﾠ
d’errore	
 ﾠdovuta	
 ﾠall’affaticamento.	
 ﾠ	
 ﾠ
	
 ﾠ
	
 ﾠ
Figura	
 ﾠ3.5:	
 ﾠRappresentazione	
 ﾠdei	
 ﾠmovimenti	
 ﾠdella	
 ﾠtesta	
 ﾠpresenti	
 ﾠnelle	
 ﾠimmagini	
 ﾠacquisite.	
 ﾠIn	
 ﾠalto	
 ﾠ
sono	
 ﾠriportate	
 ﾠle	
 ﾠtraslazioni	
 ﾠlungo	
 ﾠgli	
 ﾠassi	
 ﾠx,	
 ﾠy,	
 ﾠz	
 ﾠin	
 ﾠmm,	
 ﾠin	
 ﾠbasso	
 ﾠle	
 ﾠrotazioni	
 ﾠintorno	
 ﾠai	
 ﾠpiani:	
 ﾠ
pitch=y-ﾭz,	
 ﾠ roll=x-ﾭz,	
 ﾠ yaw=x-ﾭy.	
 ﾠ L’allineamento	
 ﾠ si	
 ﾠ riferisce	
 ﾠ al	
 ﾠ soggetto	
 ﾠ 1,	
 ﾠ durante	
 ﾠ l’esecuzione	
 ﾠ del	
 ﾠ
movimento	
 ﾠmassimo.	
 ﾠ 
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SPATIAL	
 ﾠSMOOTHING	
 ﾠ
Lo	
 ﾠsmoothing	
 ﾠspaziale	
 ﾠè	
 ﾠuna	
 ﾠprocedura	
 ﾠdi	
 ﾠfiltraggio	
 ﾠspaziale	
 ﾠche	
 ﾠconsente	
 ﾠdi	
 ﾠ
aumentare	
 ﾠil	
 ﾠSNR.	
 ﾠQuesto	
 ﾠalgoritmo	
 ﾠutilizza	
 ﾠun	
 ﾠfiltro	
 ﾠdi	
 ﾠtipo	
 ﾠGaussiano	
 ﾠla	
 ﾠcui	
 ﾠ
distribuzione	
 ﾠdel	
 ﾠkernel	
 ﾠè	
 ﾠdi	
 ﾠtipo	
 ﾠnormale.	
 ﾠL’ampiezza	
 ﾠdel	
 ﾠfiltro	
 ﾠè	
 ﾠespressa	
 ﾠin	
 ﾠ
Full	
 ﾠ Width	
 ﾠ Half	
 ﾠ Maximum	
 ﾠ (FWHM),	
 ﾠ pari	
 ﾠ all’ampiezza	
 ﾠ della	
 ﾠ funzione	
 ﾠ a	
 ﾠ metà	
 ﾠ
altezza	
 ﾠ di	
 ﾠ picco.	
 ﾠ Se	
 ﾠ la	
 ﾠ distribuzione	
 ﾠ Gaussiana	
 ﾠ ha	
 ﾠ varianza	
 ﾠ σ2	
 ﾠa l l o r a 	
 ﾠ
FWHM≅2.36σ.	
 ﾠTipici	
 ﾠvalori	
 ﾠdella	
 ﾠFWHM	
 ﾠin	
 ﾠfMRI	
 ﾠsono	
 ﾠ3÷10mm,	
 ﾠche	
 ﾠcorrisponde	
 ﾠ
a	
 ﾠ1÷3	
 ﾠvoxel.[8]	
 ﾠPer	
 ﾠquesto	
 ﾠstudio	
 ﾠè	
 ﾠun	
 ﾠFWHM	
 ﾠdi	
 ﾠ6	
 ﾠmm.	
 ﾠ
L’algoritmo	
 ﾠdi	
 ﾠsmoothing	
 ﾠspaziale	
 ﾠassegna	
 ﾠad	
 ﾠogni	
 ﾠvoxel	
 ﾠun	
 ﾠnuovo	
 ﾠvalore	
 ﾠpari	
 ﾠ
alla	
 ﾠmedia	
 ﾠpesata	
 ﾠdei	
 ﾠvalori	
 ﾠnei	
 ﾠvoxel	
 ﾠadiacenti	
 ﾠandando	
 ﾠad	
 ﾠeliminare	
 ﾠle	
 ﾠalte	
 ﾠ
frequenze	
 ﾠspaziali.	
 ﾠI	
 ﾠdati	
 ﾠfMRI	
 ﾠpresentano	
 ﾠun	
 ﾠalto	
 ﾠgrado	
 ﾠdi	
 ﾠcorrelazione	
 ﾠdovuto	
 ﾠ
alla	
 ﾠsomiglianza	
 ﾠsia	
 ﾠdal	
 ﾠpunto	
 ﾠdi	
 ﾠvista	
 ﾠfunzionale	
 ﾠche	
 ﾠdel	
 ﾠsistema	
 ﾠvascolare	
 ﾠdi	
 ﾠ
aree	
 ﾠcerebrali	
 ﾠadiacenti.	
 ﾠIn	
 ﾠseguito	
 ﾠviene	
 ﾠriportato	
 ﾠun	
 ﾠconfronto	
 ﾠtra	
 ﾠl’immagine	
 ﾠ
originale	
 ﾠe	
 ﾠl’immagine	
 ﾠdopo	
 ﾠlo	
 ﾠsmoothing	
 ﾠ(Fig.	
 ﾠ3.6).	
 ﾠ	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ
Figura	
 ﾠ 3.6:	
 ﾠ (a)	
 ﾠ Immagine	
 ﾠ originale	
 ﾠ (riallineata),	
 ﾠ (b)	
 ﾠ immagine	
 ﾠ dopo	
 ﾠ lo	
 ﾠ smoothing	
 ﾠ spaziale	
 ﾠ con	
 ﾠ
FWHM=6mm.	
 ﾠLe	
 ﾠimmagini	
 ﾠsi	
 ﾠriferiscono	
 ﾠal	
 ﾠsoggetto1.	
 ﾠ
Altri	
 ﾠ vantaggi	
 ﾠ associati	
 ﾠ allo	
 ﾠ smoothing	
 ﾠ spaziale	
 ﾠ sono:	
 ﾠ miglioramento	
 ﾠ della	
 ﾠ
validità	
 ﾠ dei	
 ﾠ test	
 ﾠ statistici	
 ﾠ in	
 ﾠ quanto	
 ﾠ rende	
 ﾠ la	
 ﾠ distribuzione	
 ﾠ dell’errore	
 ﾠ più	
 ﾠ
normale	
 ﾠ e	
 ﾠ adattamento	
 ﾠ delle	
 ﾠ variazioni	
 ﾠ anatomiche	
 ﾠ e	
 ﾠ funzionali	
 ﾠ tra	
 ﾠ soggetti	
 ﾠ
(andando	
 ﾠ ad	
 ﾠ aumentare	
 ﾠ la	
 ﾠ precisione	
 ﾠ della	
 ﾠ sovrapposizione	
 ﾠd e l l e 	
 ﾠr e g i o n i 	
 ﾠ
cerebrali	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠsoggetti).	
 ﾠLo	
 ﾠsmoothing	
 ﾠprovoca	
 ﾠperò	
 ﾠuna	
 ﾠlieve	
 ﾠriduzione	
 ﾠ
della	
 ﾠ risoluzione	
 ﾠ spaziale	
 ﾠ delle	
 ﾠ immagini,	
 ﾠ un	
 ﾠ inspessimento	
 ﾠ e	
 ﾠ sfocatura	
 ﾠ dei	
 ﾠ
contorni	
 ﾠ (l’immagine	
 ﾠ risulterà	
 ﾠ tanto	
 ﾠ più	
 ﾠ sfocata	
 ﾠ quanto	
 ﾠp i ù 	
 ﾠF W H M 	
 ﾠè 	
 ﾠa l t o 	
 ﾠ
(Fig.3.7)).	
 ﾠ
b  a  
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 ﾠ
Figura	
 ﾠ3.7:	
 ﾠVariazione	
 ﾠdell'immagine,	
 ﾠrelativa	
 ﾠal	
 ﾠsoggetto	
 ﾠ1,	
 ﾠin	
 ﾠuscita	
 ﾠdall'algoritmo	
 ﾠdi	
 ﾠsmoothing	
 ﾠal	
 ﾠ
variare	
 ﾠ del	
 ﾠ valore	
 ﾠ FWHM.	
 ﾠ (a)	
 ﾠ immagine	
 ﾠo r i g i n a l e , 	
 ﾠ( b ) 	
 ﾠF W H M = 4 m m , 	
 ﾠ( c ) 	
 ﾠF W H M = 6 m m , 	
 ﾠ( d ) 	
 ﾠ
FWHM=8mm.	
 ﾠ	
 ﾠ
NORMALIZATION	
 ﾠ
L’algoritmo	
 ﾠdi	
 ﾠnormalizzazione	
 ﾠha	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠnormalizzare	
 ﾠi	
 ﾠvolumi	
 ﾠacquisiti	
 ﾠdi	
 ﾠ
ogni	
 ﾠsoggetto	
 ﾠad	
 ﾠuno	
 ﾠspazio	
 ﾠcomune,	
 ﾠandando	
 ﾠa	
 ﾠcompensare	
 ﾠle	
 ﾠdifferenze	
 ﾠdi	
 ﾠ
forma	
 ﾠ esistenti	
 ﾠ tra	
 ﾠ i	
 ﾠ cervelli	
 ﾠ di	
 ﾠ persone	
 ﾠ diverse,	
 ﾠ rendendone	
 ﾠ possibile	
 ﾠ il	
 ﾠ
confronto	
 ﾠquantitativo.	
 ﾠE’	
 ﾠnoto	
 ﾠche	
 ﾠil	
 ﾠcervello	
 ﾠumano	
 ﾠha	
 ﾠuna	
 ﾠmorfologia	
 ﾠmolto	
 ﾠ
variabile,	
 ﾠad	
 ﾠesempio	
 ﾠil	
 ﾠcervello	
 ﾠdi	
 ﾠdue	
 ﾠsoggetti	
 ﾠdifferisce	
 ﾠdi	
 ﾠcirca	
 ﾠil	
 ﾠ30%	
 ﾠsia	
 ﾠper	
 ﾠ
volume	
 ﾠ (in	
 ﾠ un	
 ﾠ adulto	
 ﾠ varia	
 ﾠ tra	
 ﾠ i	
 ﾠ 1100-ﾭ‐1500	
 ﾠ cc)	
 ﾠ che	
 ﾠ per	
 ﾠ forma.[46]	
 ﾠL o 	
 ﾠs p a z i o 	
 ﾠ
comune	
 ﾠcui	
 ﾠvengono	
 ﾠriportati	
 ﾠi	
 ﾠvolumi	
 ﾠacquisiti	
 ﾠè	
 ﾠdefinito	
 ﾠspazio	
 ﾠstereotassico	
 ﾠe	
 ﾠ
quello	
 ﾠcomunemente	
 ﾠusato,	
 ﾠanche	
 ﾠin	
 ﾠquesto	
 ﾠstudio,	
 ﾠè	
 ﾠl’atlante	
 ﾠdi	
 ﾠTalairach.[45]	
 ﾠLa	
 ﾠ
normalizzazione	
 ﾠha	
 ﾠcome	
 ﾠriferimento	
 ﾠla	
 ﾠcommissura	
 ﾠanteriore	
 ﾠ(tratto	
 ﾠdi	
 ﾠfibre	
 ﾠ
che	
 ﾠ connette	
 ﾠ i	
 ﾠ due	
 ﾠ emisferi	
 ﾠ cerebrali	
 ﾠ situata	
 ﾠ in	
 ﾠ posizione	
 ﾠ anteriore	
 ﾠ
nell’encefalo).	
 ﾠI	
 ﾠvalori	
 ﾠmisurati	
 ﾠdalla	
 ﾠnormalizzazione	
 ﾠrappresentano	
 ﾠla	
 ﾠdistanza	
 ﾠ
in	
 ﾠmillimetri	
 ﾠdall’origine	
 ﾠdel	
 ﾠsistema	
 ﾠdi	
 ﾠriferimento	
 ﾠconsiderato.	
 ﾠ	
 ﾠ
La	
 ﾠ normalizzazione	
 ﾠ stereotassica	
 ﾠ viene	
 ﾠ eseguita	
 ﾠ per	
 ﾠ individuare	
 ﾠ le	
 ﾠ aree	
 ﾠ
cerebrali	
 ﾠtramite	
 ﾠsemplici	
 ﾠcoordinate	
 ﾠstandardizzate,	
 ﾠpermettendo	
 ﾠoperazioni	
 ﾠ
di	
 ﾠmedie	
 ﾠtra	
 ﾠsoggetti	
 ﾠdiversi	
 ﾠed	
 ﾠil	
 ﾠconfronto	
 ﾠdei	
 ﾠrisultati	
 ﾠottenuti	
 ﾠcon	
 ﾠquelli	
 ﾠdi	
 ﾠ
altri	
 ﾠstudi.	
 ﾠQuesta	
 ﾠelaborazione	
 ﾠha	
 ﾠun’elevata	
 ﾠcomplessità	
 ﾠtemporale	
 ﾠe	
 ﾠfornisce	
 ﾠ
in	
 ﾠuscita	
 ﾠimmagini	
 ﾠcon	
 ﾠrisoluzione	
 ﾠspaziale	
 ﾠinferiore	
 ﾠrispetto	
 ﾠa	
 ﾠquelle	
 ﾠiniziali.	
 ﾠ
L’algoritmo	
 ﾠ fornito	
 ﾠ da	
 ﾠ SPM8	
 ﾠ opera	
 ﾠ andando	
 ﾠ a	
 ﾠ minimizzare	
 ﾠ la	
 ﾠ somma	
 ﾠ delle	
 ﾠ
differenze	
 ﾠquadratiche	
 ﾠtra	
 ﾠl’immagine	
 ﾠche	
 ﾠviene	
 ﾠelaborata	
 ﾠed	
 ﾠuna	
 ﾠcombinazione	
 ﾠ
lineare	
 ﾠdi	
 ﾠuna	
 ﾠo	
 ﾠpiù	
 ﾠimmagini	
 ﾠtemplate	
 ﾠ(di	
 ﾠriferimento).	
 ﾠViene	
 ﾠpoi	
 ﾠdefinita	
 ﾠla	
 ﾠ
trasformazione	
 ﾠ affine	
 ﾠ ottima	
 ﾠ a	
 ﾠ 12	
 ﾠ parametri	
 ﾠ e	
 ﾠ successivamente	
 ﾠ eseguita	
 ﾠ la	
 ﾠ
registrazione	
 ﾠfacendo	
 ﾠcorrispondere	
 ﾠi	
 ﾠvolumi	
 ﾠcerebrali	
 ﾠdelle	
 ﾠimmagini	
 ﾠfMRI	
 ﾠcon	
 ﾠ
a  b  c  d  
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quelli	
 ﾠ della	
 ﾠ template.	
 ﾠ Infine	
 ﾠ vengono	
 ﾠ stimate	
 ﾠ le	
 ﾠ deformazioni	
 ﾠ non	
 ﾠ lineari	
 ﾠ
necessarie	
 ﾠad	
 ﾠottenere	
 ﾠuna	
 ﾠcorrispondenza	
 ﾠottima	
 ﾠtra	
 ﾠi	
 ﾠvolumi.	
 ﾠ
Sia	
 ﾠle	
 ﾠimmagini	
 ﾠfMRI	
 ﾠche	
 ﾠle	
 ﾠimmagini	
 ﾠanatomiche	
 ﾠsono	
 ﾠstate	
 ﾠnormalizzate	
 ﾠallo	
 ﾠ
stesso	
 ﾠspazio	
 ﾠstereotassico.	
 ﾠ
COREGISTRATION 
La	
 ﾠ coregistrazione	
 ﾠ è	
 ﾠ l’ultima	
 ﾠ elaborazione	
 ﾠ spaziale	
 ﾠ applicata	
 ﾠ alle	
 ﾠ immagini	
 ﾠ
acquisite.	
 ﾠ Questa	
 ﾠ tecnica	
 ﾠ consente	
 ﾠ di	
 ﾠ allineare	
 ﾠ le	
 ﾠ immagini	
 ﾠ funzionali	
 ﾠ del	
 ﾠ
soggetto	
 ﾠall’immagine	
 ﾠanatomica	
 ﾠ(immagine	
 ﾠT1-ﾭ‐pesata)	
 ﾠdi	
 ﾠriferimento.	
 ﾠSi	
 ﾠottiene	
 ﾠ
così	
 ﾠ una	
 ﾠ corrispondenza	
 ﾠ spaziale	
 ﾠ tra	
 ﾠ tutte	
 ﾠ le	
 ﾠ immagini	
 ﾠ grazie	
 ﾠ alla	
 ﾠ quale	
 ﾠ si	
 ﾠ
possono	
 ﾠ ricavare	
 ﾠ le	
 ﾠ informazioni	
 ﾠ di	
 ﾠ tipo	
 ﾠ funzionale	
 ﾠ sulle	
 ﾠ strutture	
 ﾠ cerebrali.	
 ﾠ
Ovviamente	
 ﾠ le	
 ﾠ immagini	
 ﾠ anatomiche	
 ﾠ presentano	
 ﾠ una	
 ﾠ migliore	
 ﾠ risoluzione	
 ﾠ
spaziale	
 ﾠ rispetto	
 ﾠ alle	
 ﾠ funzionali.	
 ﾠ La	
 ﾠ registrazione	
 ﾠ permette	
 ﾠ di	
 ﾠ ottenere	
 ﾠ una	
 ﾠ
mappa	
 ﾠdelle	
 ﾠcorrispondenze	
 ﾠper	
 ﾠogni	
 ﾠvoxel	
 ﾠdell’immagine	
 ﾠsorgente	
 ﾠ(per	
 ﾠquesto	
 ﾠ
studio	
 ﾠla	
 ﾠprima	
 ﾠimmagine	
 ﾠfunzionale	
 ﾠacquisita)	
 ﾠcon	
 ﾠl’immagine	
 ﾠanatomica	
 ﾠdi	
 ﾠ
riferimento.	
 ﾠTutte	
 ﾠle	
 ﾠaltre	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠsaranno	
 ﾠpoi	
 ﾠallineate	
 ﾠalla	
 ﾠprima	
 ﾠ
immagine	
 ﾠfunzionale	
 ﾠriallineata	
 ﾠall’anatomica.	
 ﾠLe	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠvengono	
 ﾠ
poi	
 ﾠricampionate	
 ﾠnella	
 ﾠnuova	
 ﾠdisposizione.	
 ﾠAlle	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠsono	
 ﾠquindi	
 ﾠ
state	
 ﾠapplicate	
 ﾠ3	
 ﾠrotazioni	
 ﾠe	
 ﾠ3	
 ﾠtraslazioni	
 ﾠrigide	
 ﾠnello	
 ﾠspazio	
 ﾠ3D.	
 ﾠ
	
 ﾠ
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CAPITOLO	
 ﾠ4	
 ﾠ
GENERAZIONE	
 ﾠDI	
 ﾠMAPPE	
 ﾠDI	
 ﾠ
ATTIVAZIONE	
 ﾠ
	
 ﾠ
	
 ﾠ
In	
 ﾠ questo	
 ﾠ capitolo	
 ﾠ verrà	
 ﾠ descritto	
 ﾠ il	
 ﾠ procedimento	
 ﾠ utilizzato	
 ﾠ per	
 ﾠ la	
 ﾠ
generazione	
 ﾠ delle	
 ﾠ mappe	
 ﾠ di	
 ﾠ attivazione	
 ﾠ fMRI,	
 ﾠ riportando	
 ﾠ inoltre	
 ﾠt u t t i 	
 ﾠi 	
 ﾠ
parametri	
 ﾠutilizzati	
 ﾠnelle	
 ﾠdiverse	
 ﾠprocedure	
 ﾠdi	
 ﾠelaborazione	
 ﾠdelle	
 ﾠimmagini.	
 ﾠLe	
 ﾠ
fasi	
 ﾠ che	
 ﾠ costituiscono	
 ﾠ l’elaborazione	
 ﾠ dei	
 ﾠ dati	
 ﾠ sono:	
 ﾠ il	
 ﾠ pre-ﾭ‐processing,	
 ﾠ l’analisi	
 ﾠ
statistica	
 ﾠeseguita	
 ﾠsu	
 ﾠogni	
 ﾠsoggetto	
 ﾠutilizzando	
 ﾠle	
 ﾠhrf	
 ﾠfornite	
 ﾠdal	
 ﾠsoftware	
 ﾠSPM8,	
 ﾠ
la	
 ﾠ generazione	
 ﾠ dell’ibHRF,	
 ﾠ l’applicazione	
 ﾠ dell’analisi	
 ﾠ statistica	
 ﾠ utilizzando	
 ﾠ
l’ibHRF	
 ﾠe	
 ﾠl’analisi	
 ﾠdi	
 ﾠsecondo	
 ﾠlivello	
 ﾠ(o	
 ﾠdi	
 ﾠgruppo)	
 ﾠeffettuata	
 ﾠsull’insieme	
 ﾠdei	
 ﾠ
soggetti.	
 ﾠ
Tutte	
 ﾠle	
 ﾠelaborazioni	
 ﾠdescritte	
 ﾠin	
 ﾠquesto	
 ﾠstudio	
 ﾠsono	
 ﾠstate	
 ﾠeseguite	
 ﾠutilizzando	
 ﾠ
MatLab	
 ﾠR2010a,	
 ﾠversione	
 ﾠ7.10.	
 ﾠdistribuito	
 ﾠda	
 ﾠThe	
 ﾠMath	
 ﾠWorks.	
 ﾠL’insieme	
 ﾠdei	
 ﾠ
software	
 ﾠ utilizzati	
 ﾠ è	
 ﾠ composto	
 ﾠ da	
 ﾠ due	
 ﾠ toolbox	
 ﾠ di	
 ﾠ Matlab:	
 ﾠ SPM	
 ﾠ e	
 ﾠ MarsBaR	
 ﾠ
(MARSeille	
 ﾠBoite	
 ﾠA	
 ﾠRegion	
 ﾠd'interest),	
 ﾠversione	
 ﾠ0.42,	
 ﾠtoolbox	
 ﾠdi	
 ﾠSPM,	
 ﾠ
http://marsbar.sourceforge.net/.	
 ﾠ 	
 ﾠ
Il	
 ﾠprimo	
 ﾠè	
 ﾠutilizzato	
 ﾠper	
 ﾠla	
 ﾠgenerazione	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠfMRI,	
 ﾠmentre	
 ﾠ
il	
 ﾠsecondo	
 ﾠè	
 ﾠimpiegato	
 ﾠper	
 ﾠla	
 ﾠdeterminazione	
 ﾠdelle	
 ﾠRegion	
 ﾠof	
 ﾠInterest	
 ﾠ(ROI)	
 ﾠnelle	
 ﾠ
stesse	
 ﾠmappe.	
 ﾠ
	
 ﾠ
4.1	
 ﾠPRE-ﾭ‐PROCESSING	
 ﾠ
Tutte	
 ﾠle	
 ﾠoperazioni	
 ﾠdi	
 ﾠpre-ﾭ‐processing	
 ﾠsono	
 ﾠstate	
 ﾠeseguite	
 ﾠin	
 ﾠSPM8	
 ﾠ(vedi	
 ﾠ
paragrafo	
 ﾠ3.3)	
 ﾠe	
 ﾠsono	
 ﾠstate	
 ﾠapplicate	
 ﾠad	
 ﾠogni	
 ﾠsessione	
 ﾠ(massimo,	
 ﾠminimo,	
 ﾠpost-ﾭ‐
sforzo)	
 ﾠacquisita	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠ9	
 ﾠsoggetti.	
 ﾠ	
 ﾠ 
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Tutte	
 ﾠle	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠed	
 ﾠanatomiche	
 ﾠacquisite	
 ﾠin	
 ﾠformato	
 ﾠDICOM	
 ﾠ(Digital	
 ﾠ
Imaging	
 ﾠ and	
 ﾠ Communications	
 ﾠ in	
 ﾠ Medicine)	
 ﾠ sono	
 ﾠ state	
 ﾠ convertite	
 ﾠ in	
 ﾠ formato	
 ﾠ
Analyze,	
 ﾠattraverso	
 ﾠla	
 ﾠfunzione	
 ﾠ“DICOM	
 ﾠImport”	
 ﾠpresente	
 ﾠin	
 ﾠSPM8.	
 ﾠ
La	
 ﾠ prima	
 ﾠ elaborazione	
 ﾠ delle	
 ﾠ immagini	
 ﾠ fMRI	
 ﾠ consiste	
 ﾠ nello	
 ﾠ slice	
 ﾠ timing	
 ﾠ e	
 ﾠ
restituisce	
 ﾠper	
 ﾠogni	
 ﾠimmagine	
 ﾠuna	
 ﾠnuova	
 ﾠimmagine	
 ﾠil	
 ﾠcui	
 ﾠnome	
 ﾠè	
 ﾠquello	
 ﾠdel	
 ﾠfile	
 ﾠ
originale	
 ﾠa	
 ﾠcui	
 ﾠviene	
 ﾠposto	
 ﾠil	
 ﾠprefisso	
 ﾠ“a”:	
 ﾠa*.img	
 ﾠe	
 ﾠa*.hdr.	
 ﾠSuccessivamente	
 ﾠsono	
 ﾠ
stati	
 ﾠ inseriti	
 ﾠ i	
 ﾠ parametri	
 ﾠ di	
 ﾠ acquisizione:	
 ﾠ 100	
 ﾠ volumi,	
 ﾠ number_of_slices=36,	
 ﾠ
TR=2.61s,	
 ﾠreference	
 ﾠslice=18	
 ﾠ(che	
 ﾠcorrisponde	
 ﾠalla	
 ﾠfetta	
 ﾠcentrale	
 ﾠdel	
 ﾠvolume)	
 ﾠe	
 ﾠ
slice_order=[36:-ﾭ‐1:1],	
 ﾠossia	
 ﾠordine	
 ﾠdiscendente.	
 ﾠ	
 ﾠ
Le	
 ﾠ immagini	
 ﾠ ottenute	
 ﾠ dopo	
 ﾠ il	
 ﾠ riallineamento	
 ﾠ temporale	
 ﾠ sono	
 ﾠ sottoposte	
 ﾠ a	
 ﾠ
riallineamento	
 ﾠ spaziale.	
 ﾠ Si	
 ﾠ utilizza	
 ﾠ la	
 ﾠ funzione	
 ﾠ “Realign	
 ﾠ (Est&Res)”,	
 ﾠ si	
 ﾠ
inseriscono	
 ﾠ le	
 ﾠ immagini	
 ﾠ ottenute	
 ﾠ dal	
 ﾠ riallineamento	
 ﾠ temporale	
 ﾠ nel	
 ﾠ campo	
 ﾠ
“Session”,	
 ﾠlasciando	
 ﾠimpostati	
 ﾠi	
 ﾠvalori	
 ﾠdi	
 ﾠdefault.	
 ﾠIn	
 ﾠuscita	
 ﾠle	
 ﾠimmagini	
 ﾠriallineate	
 ﾠ
acquistano	
 ﾠil	
 ﾠprefisso	
 ﾠ“r”.	
 ﾠ	
 ﾠ
Il	
 ﾠterzo	
 ﾠstep	
 ﾠdel	
 ﾠpre-ﾭ‐processing	
 ﾠconsiste	
 ﾠnello	
 ﾠsmoothing	
 ﾠspaziale.	
 ﾠSi	
 ﾠutilizza	
 ﾠla	
 ﾠ
funzione	
 ﾠ “Smooth”	
 ﾠ inserendo	
 ﾠ in	
 ﾠ “Images_to_Smooth”	
 ﾠ le	
 ﾠ immagini	
 ﾠ
precedentemente	
 ﾠelaborate	
 ﾠ(ra*.img),	
 ﾠponendo	
 ﾠFWHM=[6	
 ﾠ6	
 ﾠ6]:	
 ﾠsmoothing	
 ﾠdi	
 ﾠ
6mm.	
 ﾠLe	
 ﾠimmagini	
 ﾠottenute	
 ﾠacquistano	
 ﾠil	
 ﾠprefisso	
 ﾠ	
 ﾠ“s”:	
 ﾠs*.img	
 ﾠe	
 ﾠs*.hdr.	
 ﾠ
	
 ﾠLa	
 ﾠ successiva	
 ﾠ elaborazione	
 ﾠ consiste	
 ﾠ nella	
 ﾠ normalizzazione	
 ﾠ allo	
 ﾠ spazio	
 ﾠ
stereotassico.	
 ﾠ Si	
 ﾠ seleziona	
 ﾠ “Normalise	
 ﾠ (Est&Wri)”.	
 ﾠ In	
 ﾠ “Source	
 ﾠ Image”	
 ﾠ si	
 ﾠ
inseriscono	
 ﾠ le	
 ﾠ immagini	
 ﾠ anatomiche,	
 ﾠ in	
 ﾠ “Images_to_Write”	
 ﾠ tutte	
 ﾠ le	
 ﾠ immagini	
 ﾠ
funzionali	
 ﾠelaborate	
 ﾠprecedentemente	
 ﾠe	
 ﾠle	
 ﾠimmagini	
 ﾠanatomiche,	
 ﾠche	
 ﾠdevono	
 ﾠ
essere	
 ﾠ normalizzate	
 ﾠ poiché	
 ﾠ su	
 ﾠ di	
 ﾠ esse	
 ﾠ verranno	
 ﾠ visualizzate	
 ﾠ le	
 ﾠ aree	
 ﾠ
d’attivazione,	
 ﾠed	
 ﾠinfine	
 ﾠin	
 ﾠ“Template_Image”	
 ﾠl’immagine	
 ﾠT1.nii	
 ﾠfornita	
 ﾠda	
 ﾠSPM8.	
 ﾠ	
 ﾠ
La	
 ﾠ template	
 ﾠ MNI	
 ﾠ è	
 ﾠ ottenuta	
 ﾠ mediante	
 ﾠ la	
 ﾠ media	
 ﾠ di	
 ﾠ una	
 ﾠ serie	
 ﾠ di	
 ﾠ immagini	
 ﾠ
anatomiche	
 ﾠT1-ﾭ‐pesate	
 ﾠdi	
 ﾠsoggetti	
 ﾠadulti	
 ﾠed	
 ﾠè	
 ﾠricavata	
 ﾠdagli	
 ﾠatlanti	
 ﾠcerebrali.[47]	
 ﾠ
Le	
 ﾠimmagini	
 ﾠnormalizzate	
 ﾠvengono	
 ﾠsalvate	
 ﾠcon	
 ﾠil	
 ﾠprefisso	
 ﾠ“w”:	
 ﾠw*.img	
 ﾠe	
 ﾠw*.hdr	
 ﾠ
(Fig.	
 ﾠ4.1).	
 ﾠ	
 ﾠ
	
 ﾠ 
Capitolo 4  Generazione di mappe di attivazione
 
  53 
    	
 ﾠ
Figura	
 ﾠ4.1:	
 ﾠImmagine	
 ﾠanatomica	
 ﾠT1.nii	
 ﾠdi	
 ﾠriferimento	
 ﾠ(a),	
 ﾠimmagine	
 ﾠanatomica	
 ﾠnon	
 ﾠnormalizzata	
 ﾠ
(b)	
 ﾠe	
 ﾠnormalizzata	
 ﾠ(c)	
 ﾠdel	
 ﾠsoggetto	
 ﾠ1.	
 ﾠ	
 ﾠ
L’ultimo	
 ﾠstep	
 ﾠdel	
 ﾠpre-ﾭ‐processing	
 ﾠconsiste	
 ﾠnella	
 ﾠcoregistrazione	
 ﾠdelle	
 ﾠimmagini	
 ﾠ
funzionali	
 ﾠsull’anatomica	
 ﾠ“Coregister	
 ﾠ(Est&Res)”.	
 ﾠSi	
 ﾠinserisce	
 ﾠcome	
 ﾠimmagine	
 ﾠdi	
 ﾠ
riferimento	
 ﾠ l’anatomica	
 ﾠ T1-ﾭ‐pesata	
 ﾠ normalizzata	
 ﾠ del	
 ﾠ soggetto	
 ﾠ in	
 ﾠ esame	
 ﾠ nel	
 ﾠ
campo	
 ﾠ “Reference	
 ﾠ Image”,	
 ﾠ in	
 ﾠ “Source_Image”	
 ﾠ il	
 ﾠ primo	
 ﾠ volume	
 ﾠ funzionale	
 ﾠ
precedentemente	
 ﾠtalarizzato	
 ﾠe	
 ﾠin	
 ﾠ“Other_Images”	
 ﾠle	
 ﾠaltre	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠ
talarizzate.	
 ﾠLe	
 ﾠimmagini	
 ﾠassumono	
 ﾠora	
 ﾠil	
 ﾠprefisso	
 ﾠ“r”	
 ﾠ(Fig.	
 ﾠ4.2,	
 ﾠ4.3).	
 ﾠ
Alla	
 ﾠ fine	
 ﾠ del	
 ﾠ pre-ﾭ‐processing	
 ﾠ le	
 ﾠ immagini	
 ﾠ funzionali	
 ﾠ sono	
 ﾠ memorizzate	
 ﾠ in	
 ﾠ
rwsra*.img	
 ﾠe	
 ﾠrwsra*.hdr.	
 ﾠ	
 ﾠ
	
 ﾠ
Figura	
 ﾠ4.2:	
 ﾠJoint	
 ﾠHistogram	
 ﾠprima	
 ﾠe	
 ﾠdopo	
 ﾠla	
 ﾠcoregistrazione.	
 ﾠL’istogramma	
 ﾠè	
 ﾠdefinito	
 ﾠcome	
 ﾠuna	
 ﾠ
matrice	
 ﾠ NxM	
 ﾠ dove	
 ﾠ N	
 ﾠ è	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ dell’immagine	
 ﾠ di	
 ﾠ riferimento	
 ﾠ (il	
 ﾠ primo	
 ﾠ volume	
 ﾠ della	
 ﾠ
funzionale	
 ﾠ normalizzata)	
 ﾠ e	
 ﾠ M	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ dell’immagine	
 ﾠ sorgente	
 ﾠ (immagine	
 ﾠ anatomica	
 ﾠ
normalizzata	
 ﾠdel	
 ﾠsoggetto).	
 ﾠIl	
 ﾠjoint	
 ﾠhistogram	
 ﾠè	
 ﾠcostruito	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠnumero	
 ﾠdi	
 ﾠcorrispondenze	
 ﾠtra	
 ﾠil	
 ﾠ
voxel	
 ﾠdell’immagine	
 ﾠdi	
 ﾠriferimento	
 ﾠed	
 ﾠil	
 ﾠcorrispondente	
 ﾠnell’immagine	
 ﾠsorgente.[24]	
 ﾠNelle	
 ﾠequazioni	
 ﾠ
riportate	
 ﾠin	
 ﾠalto	
 ﾠX,	
 ﾠY,	
 ﾠZ	
 ﾠ	
 ﾠsono	
 ﾠle	
 ﾠcoordinate	
 ﾠdel	
 ﾠvoxel	
 ﾠnell’immagine	
 ﾠanatomica	
 ﾠnormalizzata	
 ﾠmentre	
 ﾠ
X1,	
 ﾠ Y1,	
 ﾠ Z1	
 ﾠ sono	
 ﾠ le	
 ﾠ coordinate	
 ﾠ del	
 ﾠ voxel	
 ﾠ corrispondente	
 ﾠ dopo	
 ﾠ la	
 ﾠ coregistrazione	
 ﾠ nell’immagine	
 ﾠ
funzionale.	
 ﾠ I	
 ﾠ coefficienti	
 ﾠ numerici	
 ﾠ rappresentano	
 ﾠ i	
 ﾠ coefficienti	
 ﾠ della	
 ﾠ matrice	
 ﾠ di	
 ﾠ trasformazione	
 ﾠ
associata.[48]	
 ﾠLe	
 ﾠimmagini	
 ﾠsi	
 ﾠriferiscono	
 ﾠal	
 ﾠsoggetto	
 ﾠ1.	
 ﾠ
b) 
 L 
 
 L 
 
 R 
 
 R 
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 ﾠ
Figura	
 ﾠ 4.3:	
 ﾠ Rappresentazione	
 ﾠ delle	
 ﾠ tre	
 ﾠ sezioni	
 ﾠ (frontale,	
 ﾠ sagittale,	
 ﾠ orizzontale)	
 ﾠ dell’immagine	
 ﾠ
anatomica	
 ﾠnormalizzata	
 ﾠ(a	
 ﾠsinistra)	
 ﾠe	
 ﾠdell’immagine	
 ﾠfunzionale	
 ﾠnormalizzata	
 ﾠ(a	
 ﾠdestra)	
 ﾠdopo	
 ﾠla	
 ﾠ
coregistrazione.	
 ﾠLe	
 ﾠimmagini	
 ﾠsi	
 ﾠriferiscono	
 ﾠal	
 ﾠsoggetto	
 ﾠ1.	
 ﾠ	
 ﾠ
	
 ﾠ
4.2	
 ﾠIMPLEMENTAZIONE	
 ﾠED	
 ﾠAPPLICAZIONE	
 ﾠHRF	
 ﾠFISSE	
 ﾠ
Di	
 ﾠseguito	
 ﾠverrà	
 ﾠdescritto	
 ﾠil	
 ﾠprocedimento	
 ﾠper	
 ﾠla	
 ﾠdeterminazione	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠ
attivazione	
 ﾠ utilizzando	
 ﾠ le	
 ﾠ hrf	
 ﾠ fisse	
 ﾠ disponibili	
 ﾠ in	
 ﾠ SPM8:	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ e	
 ﾠ la	
 ﾠ
combinazone	
 ﾠcon	
 ﾠle	
 ﾠsue	
 ﾠderivate	
 ﾠtemporale	
 ﾠe	
 ﾠdispersiva.	
 ﾠ
4.2.1	
 ﾠANALISI	
 ﾠDI	
 ﾠPRIMO	
 ﾠLIVELLO	
 ﾠ(GLM)	
 ﾠ
Il	
 ﾠ disegno	
 ﾠ sperimentale	
 ﾠ è	
 ﾠ definito	
 ﾠ dalla	
 ﾠ matrice,	
 ﾠ design	
 ﾠ matrix,	
 ﾠ che	
 ﾠ contiene	
 ﾠ
tante	
 ﾠrighe	
 ﾠquanti	
 ﾠsono	
 ﾠi	
 ﾠvolumi	
 ﾠacquisiti	
 ﾠcon	
 ﾠla	
 ﾠfMRI	
 ﾠ(asse	
 ﾠdei	
 ﾠtempi)	
 ﾠed	
 ﾠuna	
 ﾠ
colonna	
 ﾠper	
 ﾠogni	
 ﾠvariabile	
 ﾠindipendente	
 ﾠ(parametri	
 ﾠbeta).[45]	
 ﾠIl	
 ﾠGLM	
 ﾠè	
 ﾠil	
 ﾠmodello	
 ﾠ
che	
 ﾠviene	
 ﾠcostruito	
 ﾠin	
 ﾠquesta	
 ﾠfase	
 ﾠed	
 ﾠè	
 ﾠutilizzato	
 ﾠper	
 ﾠla	
 ﾠstima	
 ﾠdei	
 ﾠparametri	
 ﾠbeta	
 ﾠ
che	
 ﾠvengono	
 ﾠricavati	
 ﾠattraverso	
 ﾠuna	
 ﾠstima	
 ﾠai	
 ﾠminimi	
 ﾠquadrati	
 ﾠlineari	
 ﾠin	
 ﾠSPM.	
 ﾠPer	
 ﾠ
eseguire	
 ﾠ la	
 ﾠ stima	
 ﾠ dei	
 ﾠ parametri	
 ﾠ incogniti	
 ﾠ si	
 ﾠ seleziona	
 ﾠ “Specify	
 ﾠ 1st-ﾭ‐level”	
 ﾠ
introducendo	
 ﾠle	
 ﾠseguenti	
 ﾠspecifiche:	
 ﾠ
•  In	
 ﾠ “Directory”	
 ﾠ si	
 ﾠ inserisce	
 ﾠ il	
 ﾠ percorso	
 ﾠ nel	
 ﾠ quale	
 ﾠ verrà	
 ﾠ salvato	
 ﾠ il	
 ﾠ file	
 ﾠ
SPM.mat	
 ﾠ contenente:	
 ﾠ informazioni	
 ﾠ riguardanti	
 ﾠ la	
 ﾠ design	
 ﾠ matrix	
 ﾠ
(campioni	
 ﾠ del	
 ﾠ modello,	
 ﾠ 	
 ﾠ matrice	
 ﾠ di	
 ﾠ filtraggio	
 ﾠ temporale	
 ﾠ e	
 ﾠ matrice	
 ﾠ dei	
 ﾠ
pesi,…),	
 ﾠ informazioni	
 ﾠ sulla	
 ﾠ hrf	
 ﾠ utilizzata	
 ﾠ (durata,	
 ﾠ tempo	
 ﾠ di	
 ﾠ
campionamento,…),	
 ﾠ contrasto,	
 ﾠ covarianza,	
 ﾠ informazioni	
 ﾠ sul	
 ﾠ disegno	
 ﾠ
sperimentale	
 ﾠapplicato,	
 ﾠinformazioni	
 ﾠsulla	
 ﾠnon-ﾭ‐sfericità,	
 ﾠetc.	
 ﾠ
L 
 
L 
 
L 
 
L 
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•  In	
 ﾠ“Units_for_design”	
 ﾠsi	
 ﾠseleziona	
 ﾠScan	
 ﾠche	
 ﾠrappresenta	
 ﾠl’unità	
 ﾠdi	
 ﾠmisura	
 ﾠ
dell’onset	
 ﾠtra	
 ﾠi	
 ﾠvolumi.	
 ﾠ
•  In	
 ﾠ“Interscan_interval”	
 ﾠsi	
 ﾠinserisce	
 ﾠil	
 ﾠTR	
 ﾠusato:	
 ﾠ2.61s.	
 ﾠ
•  In	
 ﾠ“Data	
 ﾠe	
 ﾠDesign”:	
 ﾠ
o  nel	
 ﾠcampo	
 ﾠ“Scan”	
 ﾠsi	
 ﾠinseriscono	
 ﾠle	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠottenute	
 ﾠ
alla	
 ﾠfine	
 ﾠdel	
 ﾠpre-ﾭ‐processing	
 ﾠ(rwrsa*.img)	
 ﾠ
o  nel	
 ﾠ campo	
 ﾠ “Condition”	
 ﾠ si	
 ﾠ indica	
 ﾠ il	
 ﾠ tipo	
 ﾠ di	
 ﾠ task;	
 ﾠ in	
 ﾠ“ O n s e t ” 	
 ﾠs i 	
 ﾠ
inserisce	
 ﾠla	
 ﾠmatrice	
 ﾠdei	
 ﾠblocchi	
 ﾠ[11	
 ﾠ31	
 ﾠ51	
 ﾠ71	
 ﾠ91]	
 ﾠed	
 ﾠin	
 ﾠ“Duration”	
 ﾠ
il	
 ﾠ numero	
 ﾠ di	
 ﾠ volumi	
 ﾠ contenuti	
 ﾠ in	
 ﾠ ogni	
 ﾠ blocco	
 ﾠ del	
 ﾠ disegno	
 ﾠ
sperimentale.	
 ﾠ
Infine	
 ﾠsi	
 ﾠseleziona	
 ﾠla	
 ﾠforma	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠche	
 ﾠsi	
 ﾠvuole	
 ﾠutilizzare	
 ﾠ
nell’analisi.	
 ﾠPer	
 ﾠla	
 ﾠprima	
 ﾠparte	
 ﾠdi	
 ﾠquesto	
 ﾠstudio,	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠtre	
 ﾠmovimenti	
 ﾠe	
 ﾠ
per	
 ﾠogni	
 ﾠsoggetto,	
 ﾠsi	
 ﾠsono	
 ﾠutilizzate	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠdesign	
 ﾠmatrix	
 ﾠ(vedi	
 ﾠfigura	
 ﾠ2.3):	
 ﾠ
canonical_hrf,	
 ﾠ canonial_hrf	
 ﾠ +	
 ﾠ Time	
 ﾠ derivative,	
 ﾠ canonical_hrf	
 ﾠ +	
 ﾠ Time	
 ﾠ and	
 ﾠ
Dispersion	
 ﾠderivatives.	
 ﾠI	
 ﾠmodelli	
 ﾠrelativi	
 ﾠai	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠderivate	
 ﾠutilizzate	
 ﾠsono	
 ﾠ
rappresentati	
 ﾠin	
 ﾠFig.	
 ﾠ4.4.	
 ﾠ
	
 ﾠ
Figura	
 ﾠ4.4:	
 ﾠConfronto	
 ﾠtra	
 ﾠgli	
 ﾠandamenti	
 ﾠdei	
 ﾠmodelli	
 ﾠin	
 ﾠbase	
 ﾠall’hrf	
 ﾠutilizzata:	
 ﾠcanonical_hrf	
 ﾠ(rosso),	
 ﾠ
canonical_hrf	
 ﾠpiù	
 ﾠla	
 ﾠderivata	
 ﾠtemporale	
 ﾠ(blu)	
 ﾠe	
 ﾠcanonical_hrf	
 ﾠpiù	
 ﾠle	
 ﾠderivate	
 ﾠtemporale	
 ﾠe	
 ﾠdispersiva	
 ﾠ
(verde).	
 ﾠ 
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4.2.2	
 ﾠSTIMA	
 ﾠE	
 ﾠRISULTATI	
 ﾠ
Il	
 ﾠfile	
 ﾠSPM.mat	
 ﾠgenerato	
 ﾠdalla	
 ﾠ“1st	
 ﾠlevel	
 ﾠanalysis”	
 ﾠè	
 ﾠil	
 ﾠfile	
 ﾠin	
 ﾠingresso	
 ﾠal	
 ﾠ
successivo	
 ﾠ processo	
 ﾠ di	
 ﾠ stima	
 ﾠ (“Results”).	
 ﾠ Viene	
 ﾠ così	
 ﾠ eseguita	
 ﾠ la	
 ﾠ stima	
 ﾠ dei	
 ﾠ
parametri	
 ﾠβ	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠfile	
 ﾠSPM.mat	
 ﾠgenerati.	
 ﾠPer	
 ﾠvisualizzare	
 ﾠle	
 ﾠmappe	
 ﾠdi	
 ﾠ
attivazione	
 ﾠrelative	
 ﾠal	
 ﾠtask	
 ﾠdi	
 ﾠattivazione	
 ﾠmotoria	
 ﾠsi	
 ﾠutilizza	
 ﾠun	
 ﾠt-ﾭ‐contrast	
 ﾠdel	
 ﾠ
tipo:	
 ﾠ	
 ﾠ
  [1	
 ﾠ0]	
 ﾠ 	
 ﾠ 	
 ﾠ canonical_hrf	
 ﾠ
  [1	
 ﾠ0	
 ﾠ0]	
 ﾠ	
 ﾠ 	
 ﾠ canonical_hrf+Time	
 ﾠderivative	
 ﾠ
  [1	
 ﾠ0	
 ﾠ0	
 ﾠ0]	
 ﾠ 	
 ﾠ canonical_hrf+Time	
 ﾠe	
 ﾠDispersion	
 ﾠderivatives	
 ﾠ
	
 ﾠ
Il	
 ﾠ valore	
 ﾠ “1”	
 ﾠ è	
 ﾠ posto	
 ﾠ in	
 ﾠ corrispondenza	
 ﾠ del	
 ﾠ parametro	
 ﾠ beta	
 ﾠ relativo	
 ﾠ alla	
 ﾠ
canonical	
 ﾠhrf	
 ﾠ(prima	
 ﾠcolonna	
 ﾠdella	
 ﾠdesign	
 ﾠmatrix)	
 ﾠperché	
 ﾠla	
 ﾠmaggior	
 ﾠparte	
 ﾠdelle	
 ﾠ
aree	
 ﾠ che	
 ﾠ risultano	
 ﾠ attive	
 ﾠ senza	
 ﾠ considerare	
 ﾠ le	
 ﾠ derivate	
 ﾠ presentano	
 ﾠ la	
 ﾠ stessa	
 ﾠ
attivazione	
 ﾠche	
 ﾠsi	
 ﾠotterrebbe	
 ﾠconsiderando	
 ﾠi	
 ﾠtermini	
 ﾠderivativi	
 ﾠsingolarmente.	
 ﾠ
Inoltre	
 ﾠle	
 ﾠzone	
 ﾠche	
 ﾠpresentano	
 ﾠattivazione	
 ﾠconsiderando	
 ﾠsolo	
 ﾠi	
 ﾠtermini	
 ﾠderivativi	
 ﾠ
sono	
 ﾠdi	
 ﾠdifficile	
 ﾠinterpretazione	
 ﾠfunzionale	
 ﾠe	
 ﾠfisiologica.[45]	
 ﾠ
Per	
 ﾠottenere	
 ﾠle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠsi	
 ﾠè	
 ﾠapplicata	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠrate.	
 ﾠSi	
 ﾠè	
 ﾠ
deciso	
 ﾠdi	
 ﾠutilizzare	
 ﾠper	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠpoiché	
 ﾠpresentava	
 ﾠuna	
 ﾠ
minor	
 ﾠdispersione	
 ﾠdell’attivazione	
 ﾠcerebrale	
 ﾠrispetto	
 ﾠalle	
 ﾠmappe	
 ﾠottenute	
 ﾠsenza	
 ﾠ
la	
 ﾠ correzione	
 ﾠ nel	
 ﾠ test	
 ﾠ statistico	
 ﾠ (Fig.	
 ﾠ 4.5).	
 ﾠ Sono	
 ﾠ comunque	
 ﾠ state	
 ﾠ valutate	
 ﾠ le	
 ﾠ
mappe	
 ﾠottenute	
 ﾠsia	
 ﾠcon	
 ﾠla	
 ﾠcorrezione	
 ﾠ(FWE)	
 ﾠche	
 ﾠsenza	
 ﾠ(p<0.001).	
 ﾠ
Ottenuta	
 ﾠla	
 ﾠmappa	
 ﾠdi	
 ﾠattivazione	
 ﾠè	
 ﾠstato	
 ﾠsalvato	
 ﾠil	
 ﾠfile	
 ﾠtemporaneo	
 ﾠd’uscita	
 ﾠdel	
 ﾠ
processo	
 ﾠdi	
 ﾠstima	
 ﾠe	
 ﾠvisualizzazione	
 ﾠxSPM,	
 ﾠnel	
 ﾠquale	
 ﾠsono	
 ﾠcontenuti	
 ﾠi	
 ﾠdati	
 ﾠrelativi	
 ﾠ
ai	
 ﾠvoxel	
 ﾠattivi.	
 ﾠAlla	
 ﾠfine	
 ﾠdello	
 ﾠstudio	
 ﾠcon	
 ﾠle	
 ﾠhrf	
 ﾠdisponibili	
 ﾠin	
 ﾠSPM8	
 ﾠsono	
 ﾠstate	
 ﾠ
ottenute	
 ﾠ81	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione.	
 ﾠ	
 ﾠ
Per	
 ﾠogni	
 ﾠmappa	
 ﾠdi	
 ﾠattivazione	
 ﾠottenuta	
 ﾠcon	
 ﾠle	
 ﾠhrf	
 ﾠconvenzionali	
 ﾠè	
 ﾠstato	
 ﾠvalutato	
 ﾠ
il	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠtotali	
 ﾠattivi	
 ﾠnel	
 ﾠvolume	
 ﾠcerebrale,	
 ﾠdato	
 ﾠdal	
 ﾠnumero	
 ﾠdi	
 ﾠcolonne	
 ﾠ
della	
 ﾠXYZ	
 ﾠcontenuta	
 ﾠnella	
 ﾠstruttura	
 ﾠxSPM.	
 ﾠ 
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 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ
Figura	
 ﾠ4.5:	
 ﾠEsempio	
 ﾠdi	
 ﾠmappa	
 ﾠdi	
 ﾠattivazione	
 ﾠcon	
 ﾠdue	
 ﾠdiversi	
 ﾠlivelli	
 ﾠdi	
 ﾠsignificatività.	
 ﾠa)	
 ﾠMappa	
 ﾠdi	
 ﾠ
attivazione	
 ﾠ ottenuta	
 ﾠ con	
 ﾠ correzione	
 ﾠ del	
 ﾠ tipo	
 ﾠ FWE.	
 ﾠ b)	
 ﾠ Mappa	
 ﾠ di	
 ﾠ attivazione	
 ﾠ ottenuta	
 ﾠ senza	
 ﾠ
correzione	
 ﾠ (p<0.001).	
 ﾠ Si	
 ﾠ nota	
 ﾠ una	
 ﾠ maggior	
 ﾠ dispersione	
 ﾠ dell'attivazione	
 ﾠ nell'immagine	
 ﾠ b).	
 ﾠ Le	
 ﾠ
immagini	
 ﾠsi	
 ﾠriferiscono	
 ﾠal	
 ﾠsoggetto	
 ﾠ2.	
 ﾠ
 
4.3	
 ﾠ IMPLEMENTAZIONE	
 ﾠ ED	
 ﾠ APPLICAZIONE	
 ﾠ DELL’HRF	
 ﾠ
INDIVIDUAL-ﾭ‐BASED	
 ﾠ
A	
 ﾠ partire	
 ﾠ dal	
 ﾠ dato	
 ﾠ fMRI	
 ﾠ contenuto	
 ﾠ nei	
 ﾠ voxel	
 ﾠ attivi,	
 ﾠ individuati	
 ﾠ in	
 ﾠ seguito	
 ﾠ ad	
 ﾠ
un’analisi	
 ﾠ GLM	
 ﾠ in	
 ﾠ cui	
 ﾠ si	
 ﾠ è	
 ﾠ utilizzata	
 ﾠ la	
 ﾠ canonical_hrf,	
 ﾠ si	
 ﾠ è	
 ﾠ costruito	
 ﾠ una	
 ﾠ hrf	
 ﾠ
relativa	
 ﾠad	
 ﾠogni	
 ﾠsingolo	
 ﾠsoggetto	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠtipo	
 ﾠdi	
 ﾠmovimento	
 ﾠsvolto.	
 ﾠL’ibHRF	
 ﾠè	
 ﾠ
una	
 ﾠ funzione	
 ﾠ lineare	
 ﾠ calcolata	
 ﾠ a	
 ﾠ partire	
 ﾠ da	
 ﾠ sei	
 ﾠ parametri	
 ﾠ medi	
 ﾠ ottenuti	
 ﾠ
attraverso	
 ﾠuno	
 ﾠstimatore	
 ﾠnon	
 ﾠlineare.	
 ﾠVerranno	
 ﾠquindi	
 ﾠdefinite	
 ﾠ3	
 ﾠibHRF	
 ﾠper	
 ﾠogni	
 ﾠ
soggetto,	
 ﾠuna	
 ﾠper	
 ﾠogni	
 ﾠtipo	
 ﾠdi	
 ﾠtask.	
 ﾠDi	
 ﾠseguito	
 ﾠverrà	
 ﾠdescritta	
 ﾠl’implementazione	
 ﾠ
per	
 ﾠ la	
 ﾠ costruzione	
 ﾠ dell’ibHRF	
 ﾠ eseguita	
 ﾠa t t r a v e r s o 	
 ﾠf u n z i o n i 	
 ﾠs c r i t t e 	
 ﾠi n 	
 ﾠc o d i c e 	
 ﾠ
Matlab.[49]	
 ﾠ
Il	
 ﾠ programma	
 ﾠ principale	
 ﾠ (Prog_main.m)	
 ﾠ richiama	
 ﾠ le	
 ﾠ funzioni	
 ﾠ specifiche	
 ﾠ
implementate	
 ﾠ per	
 ﾠ la	
 ﾠ costruzione	
 ﾠ dell’ibHRF	
 ﾠ (Gamma_Fit.m,	
 ﾠ objective.m,	
 ﾠ
a)  b) 
   L 
   R 
  R        R       L          L 
        L 
        R  
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hrf_HW.m,	
 ﾠProtMod.m).	
 ﾠUna	
 ﾠvolta	
 ﾠgenerata	
 ﾠla	
 ﾠibHRF,	
 ﾠessa	
 ﾠverrà	
 ﾠinserita	
 ﾠnel	
 ﾠfile	
 ﾠ
SPM.mat	
 ﾠper	
 ﾠl’analisi	
 ﾠdi	
 ﾠprimo	
 ﾠlivello.	
 ﾠ
In	
 ﾠprimo	
 ﾠluogo	
 ﾠnel	
 ﾠprogramma	
 ﾠprincipale	
 ﾠsi	
 ﾠcrea	
 ﾠuna	
 ﾠmatrice	
 ﾠ4D	
 ﾠcontenente	
 ﾠ
tutte	
 ﾠle	
 ﾠimmagini	
 ﾠfunzionali	
 ﾠpre-ﾭ‐processate	
 ﾠrelative	
 ﾠa	
 ﾠciascun	
 ﾠmovimento	
 ﾠper	
 ﾠ
ogni	
 ﾠ soggetto.	
 ﾠ A	
 ﾠ partire	
 ﾠ dal	
 ﾠ file	
 ﾠ xSPM.mat,	
 ﾠ ottenuto	
 ﾠ nell’elaborazione	
 ﾠ
precedente,	
 ﾠsi	
 ﾠcrea	
 ﾠuna	
 ﾠmaschera	
 ﾠ3D	
 ﾠin	
 ﾠcui	
 ﾠi	
 ﾠvoxel	
 ﾠattivi	
 ﾠsono	
 ﾠposti	
 ﾠa	
 ﾠ1	
 ﾠe	
 ﾠi	
 ﾠvoxel	
 ﾠ
non	
 ﾠattivi	
 ﾠa	
 ﾠ0.	
 ﾠLa	
 ﾠcostruzione	
 ﾠdella	
 ﾠmaschera	
 ﾠsi	
 ﾠbasa	
 ﾠsulle	
 ﾠcoordinate	
 ﾠdei	
 ﾠvoxel	
 ﾠ
attivi	
 ﾠcontenute	
 ﾠin	
 ﾠxSPM.XYZ.mat.	
 ﾠ
Sono	
 ﾠstati	
 ﾠutilizzati	
 ﾠi	
 ﾠseguenti	
 ﾠparametri:	
 ﾠ
•  TS=2.61s,	
 ﾠpari	
 ﾠall’intervallo	
 ﾠdi	
 ﾠcampionamento;	
 ﾠ
•  Tf	
 ﾠè	
 ﾠla	
 ﾠdurata	
 ﾠin	
 ﾠsecondi	
 ﾠdi	
 ﾠdue	
 ﾠblocchi	
 ﾠd’acquisizione,	
 ﾠun	
 ﾠrest	
 ﾠed	
 ﾠun	
 ﾠ
active,	
 ﾠed	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.1)	
 ﾠ
•  T=[0:TS:Tf-ﾭ‐TS]	
 ﾠè	
 ﾠil	
 ﾠvettore	
 ﾠdei	
 ﾠtempi	
 ﾠdell’hrf	
 ﾠda	
 ﾠcalcolare.	
 ﾠ
•  K	
 ﾠ è	
 ﾠ la	
 ﾠ matrice	
 ﾠ di	
 ﾠ filtraggio	
 ﾠ temporale	
 ﾠ definita	
 ﾠ in	
 ﾠ SPM.xX.K.XO,	
 ﾠ W	
 ﾠ è	
 ﾠ la	
 ﾠ
matrice	
 ﾠdi	
 ﾠpesatura	
 ﾠdefinita	
 ﾠin	
 ﾠSPM.xX.W.	
 ﾠ
A	
 ﾠ questo	
 ﾠ punto	
 ﾠ si	
 ﾠ procede	
 ﾠ alla	
 ﾠ stima	
 ﾠ dell’ibHRF	
 ﾠ attraverso	
 ﾠ la	
 ﾠ funzione	
 ﾠ
Gamma_fit	
 ﾠche	
 ﾠrichiama	
 ﾠla	
 ﾠfunzione	
 ﾠMatlab	
 ﾠlsqnonlin	
 ﾠper	
 ﾠla	
 ﾠstima	
 ﾠai	
 ﾠminimi	
 ﾠ
quadrati	
 ﾠnon	
 ﾠlineari	
 ﾠdel	
 ﾠvettore	
 ﾠdei	
 ﾠparametri	
 ﾠp=[δ1,	
 ﾠτ1,	
 ﾠ	
 ﾠa1,	
 ﾠτ2,	
 ﾠa2,	
 ﾠC].	
 ﾠ	
 ﾠ	
 ﾠ
I	
 ﾠ valori	
 ﾠ iniziali	
 ﾠ dei	
 ﾠ parametri	
 ﾠ da	
 ﾠ stimare	
 ﾠ sono	
 ﾠ valori	
 ﾠ tipici	
 ﾠ di	
 ﾠ una	
 ﾠ risposta	
 ﾠ
emodinamica	
 ﾠcanonica,	
 ﾠed	
 ﾠi	
 ﾠvettori	
 ﾠche	
 ﾠdefiniscono	
 ﾠil	
 ﾠlower	
 ﾠbound	
 ﾠ(lb)	
 ﾠe	
 ﾠl’upper	
 ﾠ
bound	
 ﾠ(ub)	
 ﾠdi	
 ﾠogni	
 ﾠparametro	
 ﾠsono	
 ﾠdati	
 ﾠda:	
 ﾠ
p0=[0.8	
 ﾠ5.2	
 ﾠ0.16	
 ﾠ8	
 ﾠ0.0147	
 ﾠ656]’	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠlb=[0	
 ﾠ0	
 ﾠ0	
 ﾠ0	
 ﾠ0	
 ﾠ0]’	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠub=[20	
 ﾠ10	
 ﾠ10	
 ﾠ20	
 ﾠ5	
 ﾠ100]’.	
 ﾠ
Si	
 ﾠ costruisce	
 ﾠ inoltre	
 ﾠ il	
 ﾠ vettore	
 ﾠ colonna	
 ﾠ dei	
 ﾠ dati	
 ﾠ (KWvettData),	
 ﾠ filtrati	
 ﾠ con	
 ﾠ la	
 ﾠ
matrice	
 ﾠK	
 ﾠe	
 ﾠpesati	
 ﾠcon	
 ﾠla	
 ﾠmatrice	
 ﾠW	
 ﾠed	
 ﾠil	
 ﾠvettore	
 ﾠdei	
 ﾠtempi	
 ﾠ(t)	
 ﾠche	
 ﾠverranno	
 ﾠ
forniti	
 ﾠ come	
 ﾠ ingresso	
 ﾠ alla	
 ﾠ funzione	
 ﾠ lsqnonlin	
 ﾠn o n c h é 	
 ﾠa l l a 	
 ﾠf u n z i o n e 	
 ﾠo b i e t t i v o 	
 ﾠ
objective,	
 ﾠpassata	
 ﾠin	
 ﾠingresso	
 ﾠallo	
 ﾠstimatore.	
 ﾠ 
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La	
 ﾠfunzione	
 ﾠobiettivo	
 ﾠè	
 ﾠnecessaria	
 ﾠallo	
 ﾠstimatore	
 ﾠper	
 ﾠprocessare	
 ﾠi	
 ﾠdati	
 ﾠin	
 ﾠquanto	
 ﾠ
a	
 ﾠpartire	
 ﾠdai	
 ﾠvettori	
 ﾠp0,	
 ﾠT	
 ﾠ	
 ﾠe	
 ﾠdai	
 ﾠdati	
 ﾠfMRI	
 ﾠrestituisce	
 ﾠin	
 ﾠuscita	
 ﾠil	
 ﾠfit	
 ﾠdel	
 ﾠmodello	
 ﾠ
con	
 ﾠi	
 ﾠdati	
 ﾠpassati	
 ﾠin	
 ﾠingresso	
 ﾠ(modello	
 ﾠ-ﾭ‐	
 ﾠdati).	
 ﾠIl	
 ﾠmodello	
 ﾠè	
 ﾠcostruito	
 ﾠattraverso	
 ﾠla	
 ﾠ
funzione	
 ﾠProtMod	
 ﾠche	
 ﾠriceve	
 ﾠin	
 ﾠingresso	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠcampioni	
 ﾠdel	
 ﾠprotocollo	
 ﾠ
nT,	
 ﾠl’hrf	
 ﾠprecedentemente	
 ﾠcalcolata	
 ﾠed	
 ﾠil	
 ﾠparametro	
 ﾠC	
 ﾠche	
 ﾠrappresenta	
 ﾠil	
 ﾠvalore	
 ﾠ
dello	
 ﾠ zero	
 ﾠ del	
 ﾠ modello.	
 ﾠ Il	
 ﾠ modello	
 ﾠ è	
 ﾠ infine	
 ﾠ definito	
 ﾠ come	
 ﾠ il	
 ﾠ prodotto	
 ﾠ di	
 ﾠ
convoluzione	
 ﾠdello	
 ﾠstimolo	
 ﾠper	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica.	
 ﾠ
La	
 ﾠ funzione	
 ﾠ hrf_HW	
 ﾠv i e n e 	
 ﾠi n v o c a t a 	
 ﾠa l l ’ i n t e r n o 	
 ﾠd e l l a 	
 ﾠf u n z i o n e 	
 ﾠobjective	
 ﾠ prima	
 ﾠ
della	
 ﾠ creazione	
 ﾠ del	
 ﾠ modello	
 ﾠ ed	
 ﾠ è	
 ﾠ utilizzata	
 ﾠ per	
 ﾠ il	
 ﾠ calcolo	
 ﾠ della	
 ﾠ risposta	
 ﾠ
emodinamica.	
 ﾠ I	
 ﾠ parametri	
 ﾠ in	
 ﾠ ingresso	
 ﾠ alla	
 ﾠ funzione	
 ﾠ hrf_HW	
 ﾠs o n o : 	
 ﾠi l 	
 ﾠT R , 	
 ﾠi l 	
 ﾠ
periodo	
 ﾠ active-ﾭ‐rest	
 ﾠ in	
 ﾠ secondied	
 ﾠ i	
 ﾠ parametri	
 ﾠ δ1,	
 ﾠ τ1,	
 ﾠ a1,	
 ﾠ δ2,	
 ﾠ τ2,	
 ﾠ a2.	
 ﾠ La	
 ﾠ risposta	
 ﾠ
emodinamica	
 ﾠcalcolata	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠparametri	
 ﾠiniziali	
 ﾠè	
 ﾠl’ibHRF	
 ﾠdescritta	
 ﾠnel	
 ﾠ
paragrafo	
 ﾠ2.3.	
 ﾠ
In	
 ﾠuscita	
 ﾠallo	
 ﾠstimatore	
 ﾠnon	
 ﾠlineare	
 ﾠsi	
 ﾠottengono	
 ﾠil	
 ﾠvettore	
 ﾠdei	
 ﾠparametri	
 ﾠstimati,	
 ﾠ
i	
 ﾠresidui	
 ﾠed	
 ﾠi	
 ﾠresidui	
 ﾠnormalizzati.	
 ﾠInfine	
 ﾠsi	
 ﾠcalcolano	
 ﾠvarianza,	
 ﾠcovarianza	
 ﾠed	
 ﾠi	
 ﾠ
coefficienti	
 ﾠdi	
 ﾠvariazione	
 ﾠCV	
 ﾠdei	
 ﾠparametri	
 ﾠappena	
 ﾠstimati.	
 ﾠ	
 ﾠ
A	
 ﾠpartire	
 ﾠdal	
 ﾠvettore	
 ﾠdei	
 ﾠparametri	
 ﾠottenuto	
 ﾠper	
 ﾠogni	
 ﾠvoxel	
 ﾠattivo	
 ﾠsi	
 ﾠstima	
 ﾠil	
 ﾠ
vettore	
 ﾠdei	
 ﾠparametri	
 ﾠmedi.	
 ﾠ	
 ﾠ
Poiché	
 ﾠl’ibHRF	
 ﾠdeve	
 ﾠcontenere	
 ﾠlo	
 ﾠstesso	
 ﾠnumero	
 ﾠdi	
 ﾠcampioni	
 ﾠdell’hrf	
 ﾠfornita	
 ﾠda	
 ﾠ
SPM	
 ﾠ(197	
 ﾠcampioni)	
 ﾠper	
 ﾠpoter	
 ﾠessere	
 ﾠinserita	
 ﾠnel	
 ﾠfile	
 ﾠSPM.mat,	
 ﾠè	
 ﾠnecessario	
 ﾠ
ridefinire	
 ﾠTS	
 ﾠe	
 ﾠTf:	
 ﾠ
•  TS1=0,16s	
 ﾠ ossia	
 ﾠ il	
 ﾠ passo	
 ﾠ di	
 ﾠ campionamento	
 ﾠ utilizzato	
 ﾠ da	
 ﾠ SPM.	
 ﾠ TS1	
 ﾠ è	
 ﾠ
utilizzato	
 ﾠper	
 ﾠsuddividere	
 ﾠla	
 ﾠfinestra	
 ﾠd’osservazione	
 ﾠin	
 ﾠ197	
 ﾠintervalli.	
 ﾠIl	
 ﾠ
passo	
 ﾠdi	
 ﾠcampionamento	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.2)	
 ﾠ
dove	
 ﾠTR=2.61s	
 ﾠe	
 ﾠSPM.xBF.T=16	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠpassi	
 ﾠdi	
 ﾠcampionamento	
 ﾠ
considerati	
 ﾠper	
 ﾠogni	
 ﾠscansione	
 ﾠdi	
 ﾠdefault	
 ﾠper	
 ﾠl’hrf	
 ﾠin	
 ﾠSPM8	
 ﾠ(vedi	
 ﾠcodice	
 ﾠ
Matlab	
 ﾠdi	
 ﾠspm_fMRI_design).	
 ﾠ 
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•  Tf1=32.1s	
 ﾠè	
 ﾠla	
 ﾠdurata	
 ﾠdella	
 ﾠfinestra	
 ﾠd’osservazione	
 ﾠed	
 ﾠè	
 ﾠmemorizzata	
 ﾠin	
 ﾠ
SPM.xBF.length	
 ﾠed	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.3)	
 ﾠ
Alla	
 ﾠ funzione	
 ﾠ hrf_HW	
 ﾠ vengono	
 ﾠ dati	
 ﾠ in	
 ﾠ ingresso	
 ﾠ TS1,	
 ﾠ Tf1	
 ﾠ ed	
 ﾠ il	
 ﾠ vettore	
 ﾠ dei	
 ﾠ
parametri	
 ﾠmedi	
 ﾠed	
 ﾠin	
 ﾠuscita	
 ﾠviene	
 ﾠrestituita	
 ﾠla	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠindividual-ﾭ‐
based.	
 ﾠ
Per	
 ﾠ utilizzare	
 ﾠ l’ibHRF	
 ﾠ è	
 ﾠ necessario	
 ﾠ modificare	
 ﾠ nel	
 ﾠ file	
 ﾠ SPM.mat	
 ﾠ la	
 ﾠ risposta	
 ﾠ
emodinamica	
 ﾠed	
 ﾠil	
 ﾠmodello	
 ﾠnel	
 ﾠseguente	
 ﾠmodo:	
 ﾠ
•  viene	
 ﾠsalvata	
 ﾠuna	
 ﾠcopia	
 ﾠdel	
 ﾠfile	
 ﾠSPM.mat	
 ﾠottenuto	
 ﾠdal	
 ﾠGLM	
 ﾠutilizzando	
 ﾠla	
 ﾠ
canonical	
 ﾠhrf;	
 ﾠ
•  in	
 ﾠSPM.xBF.bf	
 ﾠsi	
 ﾠinserisce	
 ﾠl’ibHRF	
 ﾠcalcolata	
 ﾠper	
 ﾠla	
 ﾠsessione	
 ﾠin	
 ﾠesame;	
 ﾠ
•  in	
 ﾠSPM.xX.X	
 ﾠviene	
 ﾠsostituita	
 ﾠla	
 ﾠprima	
 ﾠcolonna	
 ﾠinserendo	
 ﾠil	
 ﾠvettore	
 ﾠche	
 ﾠ
descrive	
 ﾠil	
 ﾠmodello	
 ﾠnormalizzato	
 ﾠdato	
 ﾠdal	
 ﾠprodotto	
 ﾠdi	
 ﾠconvoluzione	
 ﾠtra	
 ﾠil	
 ﾠ
protocollo	
 ﾠu	
 ﾠe	
 ﾠl’ibHRF:	
 ﾠ
x(t)	
 ﾠ=	
 ﾠTR*(	
 ﾠu(t)	
 ﾠ⊗	
 ﾠibHRF(t)	
 ﾠ)	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.4)	
 ﾠ
Una	
 ﾠvolta	
 ﾠcreati	
 ﾠi	
 ﾠfile	
 ﾠSPM.mat	
 ﾠmodificati	
 ﾠper	
 ﾠognuna	
 ﾠdelle	
 ﾠsessioni	
 ﾠda	
 ﾠanalizzare	
 ﾠ
è	
 ﾠstata	
 ﾠeseguita	
 ﾠla	
 ﾠstima	
 ﾠdei	
 ﾠparametri	
 ﾠbeta	
 ﾠe	
 ﾠl’analisi	
 ﾠstatistica.	
 ﾠIl	
 ﾠcontrasto	
 ﾠ
utilizzato	
 ﾠè	
 ﾠdefinito	
 ﾠdal	
 ﾠvettore	
 ﾠc=[1	
 ﾠ0]	
 ﾠed	
 ﾠè	
 ﾠstata	
 ﾠapplicata	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠ
rate,	
 ﾠcon	
 ﾠp=0.05,	
 ﾠper	
 ﾠla	
 ﾠgenerazione	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠcerebrale.	
 ﾠAnche	
 ﾠ
per	
 ﾠl’ibHRF	
 ﾠvengono	
 ﾠstimate	
 ﾠdue	
 ﾠmatrici	
 ﾠbeta,	
 ﾠcome	
 ﾠper	
 ﾠla	
 ﾠcanonical	
 ﾠhrf.	
 ﾠ
Per	
 ﾠ ogni	
 ﾠ mappa	
 ﾠ di	
 ﾠ attivazione	
 ﾠ generata	
 ﾠ è	
 ﾠ stata	
 ﾠ salvata	
 ﾠ la	
 ﾠ struttura	
 ﾠ xSPM	
 ﾠ
corrispondente.	
 ﾠA	
 ﾠpartire	
 ﾠdalla	
 ﾠmatrice	
 ﾠXYZ	
 ﾠcontenuta	
 ﾠin	
 ﾠxSPM.mat	
 ﾠsono	
 ﾠstati	
 ﾠ
conteggiati	
 ﾠi	
 ﾠvoxel	
 ﾠtotali	
 ﾠattivi	
 ﾠnel	
 ﾠvolume	
 ﾠcerebrale.	
 ﾠ
	
 ﾠ
4.4	
 ﾠINDIVIDUAZIONE	
 ﾠDELLE	
 ﾠREGIONI	
 ﾠD’INTERESSE	
 ﾠ
Attraverso	
 ﾠl’utilizzo	
 ﾠdel	
 ﾠtoolbox	
 ﾠMarsBaR,	
 ﾠa	
 ﾠpartire	
 ﾠdalle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠ
ottenute	
 ﾠcon	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠe	
 ﾠl’ibHRF	
 ﾠsono	
 ﾠstati	
 ﾠindividuati	
 ﾠtutti	
 ﾠi	
 ﾠcluster	
 ﾠdi	
 ﾠ 
Capitolo 4  Generazione di mappe di attivazione
 
  61 
attivazione	
 ﾠ per	
 ﾠ ogni	
 ﾠ soggetto	
 ﾠ all’interno	
 ﾠ del	
 ﾠ volume	
 ﾠ cerebrale.	
 ﾠ L’interfaccia	
 ﾠ
grafica	
 ﾠ di	
 ﾠ MarsBaR	
 ﾠ permette	
 ﾠ di	
 ﾠ selezionare	
 ﾠ nel	
 ﾠ campo	
 ﾠ “ROI	
 ﾠ definition”	
 ﾠ la	
 ﾠ
funzione	
 ﾠ “Get	
 ﾠ SPM	
 ﾠ cluster(s)”	
 ﾠ ed	
 ﾠ attraverso	
 ﾠ l’utilizzo	
 ﾠ dell’opzione	
 ﾠ “Write	
 ﾠ all	
 ﾠ
clusters”	
 ﾠdella	
 ﾠfunzione	
 ﾠ“Write	
 ﾠROI(s)”	
 ﾠvengono	
 ﾠcreate	
 ﾠe	
 ﾠsalvate	
 ﾠle	
 ﾠROI	
 ﾠrelative	
 ﾠ
ai	
 ﾠcluster	
 ﾠd’attivazione.	
 ﾠLe	
 ﾠmaschere	
 ﾠsono	
 ﾠin	
 ﾠformato	
 ﾠmaroi	
 ﾠpointlist.	
 ﾠLe	
 ﾠROI	
 ﾠ
vengono	
 ﾠ definendo	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ appartenente	
 ﾠ ai	
 ﾠ cluster	
 ﾠ d’interesse	
 ﾠ
relativi	
 ﾠa:	
 ﾠarea	
 ﾠmotoria	
 ﾠprimaria,	
 ﾠarea	
 ﾠmotoria	
 ﾠsupplementare	
 ﾠe	
 ﾠcervelletto	
 ﾠ(Fig.	
 ﾠ
4.6).	
 ﾠE’	
 ﾠstato	
 ﾠanche	
 ﾠcalcolato	
 ﾠil	
 ﾠsegnale	
 ﾠmedio	
 ﾠall’interno	
 ﾠdel	
 ﾠcluster	
 ﾠmotorio	
 ﾠper	
 ﾠ
i	
 ﾠtre	
 ﾠmovimenti	
 ﾠdi	
 ﾠogni	
 ﾠsoggetto	
 ﾠ	
 ﾠ
 
Figura	
 ﾠ 4.6:	
 ﾠ Visualizzazione	
 ﾠ dei	
 ﾠ cluster	
 ﾠ dei	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ su	
 ﾠ un’immagine	
 ﾠ anatomica	
 ﾠ normalizzata	
 ﾠ
utilizzata	
 ﾠ in	
 ﾠ MarSbaR	
 ﾠ di	
 ﾠ default.	
 ﾠ Le	
 ﾠ aree	
 ﾠ evidenziate	
 ﾠ sono:	
 ﾠ area	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ (blu),	
 ﾠ area	
 ﾠ
motoria	
 ﾠ supplementare	
 ﾠ (azzurro),	
 ﾠ area	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ contro	
 ﾠ laterale	
 ﾠ (giallo),	
 ﾠ area	
 ﾠ udutiva	
 ﾠ
sinistra	
 ﾠ(cobalto)	
 ﾠe	
 ﾠdestra	
 ﾠ(rosso).	
 ﾠL'immagine	
 ﾠfa	
 ﾠriferimento	
 ﾠall'attivazione	
 ﾠottenuta	
 ﾠattraverso	
 ﾠ
l'utilizzo	
 ﾠdell'ibHRF	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠdel	
 ﾠsoggetto	
 ﾠ1.	
 ﾠ	
 ﾠ
 
4.5	
 ﾠ UTILIZZO	
 ﾠ DELL’INDICE	
 ﾠ DI	
 ﾠ AKAIKE	
 ﾠ PER	
 ﾠ SCELTA	
 ﾠ
DELL’HRF	
 ﾠOTTIMA	
 ﾠ
Una	
 ﾠvolta	
 ﾠconclusa	
 ﾠl’analisi	
 ﾠGLM,	
 ﾠè	
 ﾠnecessario	
 ﾠdeterminare	
 ﾠil	
 ﾠmodello	
 ﾠottimo	
 ﾠtra	
 ﾠ
tutti	
 ﾠ quelli	
 ﾠ proposti,	
 ﾠ ossia	
 ﾠ quello	
 ﾠ che	
 ﾠ predice	
 ﾠ meglio	
 ﾠ i	
 ﾠ dati	
 ﾠ fornendo	
 ﾠ
un’interpretazione	
 ﾠmigliore	
 ﾠdel	
 ﾠfenomeno	
 ﾠconsiderato	
 ﾠed	
 ﾠun’elevata	
 ﾠprecisione	
 ﾠ
dei	
 ﾠparametri	
 ﾠstimati.	
 ﾠIl	
 ﾠprimo	
 ﾠcriterio	
 ﾠdi	
 ﾠinformazione	
 ﾠsu	
 ﾠcui	
 ﾠbasare	
 ﾠla	
 ﾠscelta	
 ﾠ
del	
 ﾠmodello	
 ﾠstatistico	
 ﾠè	
 ﾠstato	
 ﾠproposto	
 ﾠda	
 ﾠAkaike	
 ﾠnel	
 ﾠ1973:	
 ﾠl’Akaike	
 ﾠInformation	
 ﾠ
L 
L 
R 
R  
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Criterion	
 ﾠ (AIC).	
 ﾠ In	
 ﾠ successione	
 ﾠ sono	
 ﾠ stati	
 ﾠ poi	
 ﾠ sviluppati	
 ﾠ altri	
 ﾠ criteri	
 ﾠ di	
 ﾠ
informazione:	
 ﾠ il	
 ﾠ Takeuchi	
 ﾠ Information	
 ﾠ Criterion	
 ﾠ( T I C ) , 	
 ﾠi l 	
 ﾠBayesan	
 ﾠ Information	
 ﾠ
Criterion	
 ﾠ( B I C ) . [50]	
 ﾠ In	
 ﾠ questo	
 ﾠ studio	
 ﾠ viene	
 ﾠ utilizzato	
 ﾠ l’AIC	
 ﾠ come	
 ﾠ indice	
 ﾠ per	
 ﾠ la	
 ﾠ
selezione	
 ﾠdel	
 ﾠmodello	
 ﾠottimo	
 ﾠtra	
 ﾠle	
 ﾠrisposte:	
 ﾠcanonical	
 ﾠhrf,	
 ﾠcanonical	
 ﾠhrf+Time	
 ﾠ
derivatives,	
 ﾠcanonical	
 ﾠhrf+Time	
 ﾠe	
 ﾠDisperion	
 ﾠDerivatives	
 ﾠed	
 ﾠibHRF.	
 ﾠ
I	
 ﾠ criteri	
 ﾠ di	
 ﾠ informazione	
 ﾠ tengono	
 ﾠ conto	
 ﾠ sia	
 ﾠ della	
 ﾠ bontà	
 ﾠ dell’adattamento	
 ﾠ del	
 ﾠ
modello,	
 ﾠovvero	
 ﾠquanto	
 ﾠil	
 ﾠmodello	
 ﾠriesce	
 ﾠa	
 ﾠdescrivere	
 ﾠbene	
 ﾠil	
 ﾠdato,	
 ﾠsia	
 ﾠdella	
 ﾠ
parsimonia,	
 ﾠcioè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠparametri	
 ﾠutilizzati	
 ﾠper	
 ﾠdefinire	
 ﾠil	
 ﾠmodello.	
 ﾠUn	
 ﾠ
modello	
 ﾠè	
 ﾠconsiderato	
 ﾠottimo	
 ﾠquando	
 ﾠil	
 ﾠsuo	
 ﾠerrore	
 ﾠdi	
 ﾠpredizione	
 ﾠè	
 ﾠassimilabile	
 ﾠ
ad	
 ﾠun	
 ﾠrumore	
 ﾠbianco	
 ﾠe	
 ﾠquindi	
 ﾠsi	
 ﾠpresenta	
 ﾠprivo	
 ﾠdi	
 ﾠdinamica.	
 ﾠPoiché	
 ﾠl’errore	
 ﾠdi	
 ﾠ
predizione	
 ﾠ diminuisce	
 ﾠ all’aumentare	
 ﾠ della	
 ﾠ complessità	
 ﾠ del	
 ﾠ modello	
 ﾠ
(all’aumentare	
 ﾠ del	
 ﾠ numero	
 ﾠ di	
 ﾠ parametri	
 ﾠ utilizzati)	
 ﾠ la	
 ﾠv a l u t a z i o n e 	
 ﾠd e l l a	
 ﾠ
bianchezza	
 ﾠdell’errore	
 ﾠnon	
 ﾠè	
 ﾠsufficiente	
 ﾠper	
 ﾠla	
 ﾠscelta	
 ﾠdel	
 ﾠmodello.	
 ﾠ
L’indice	
 ﾠdi	
 ﾠAkaike	
 ﾠè	
 ﾠdato	
 ﾠda:	
 ﾠ
        (4.5) 
dove	
 ﾠN	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠcampioni	
 ﾠdel	
 ﾠmodello	
 ﾠ(100),	
 ﾠM	
 ﾠè	
 ﾠla	
 ﾠdimensione	
 ﾠdel	
 ﾠvettore	
 ﾠ
dei	
 ﾠ parametri	
 ﾠ (2	
 ﾠ o	
 ﾠ 3	
 ﾠ o	
 ﾠ 4)	
 ﾠ e	
 ﾠW R S S 	
 ﾠs o n o 	
 ﾠi 	
 ﾠr e s i d u i 	
 ﾠp e s a t i 	
 ﾠc o n t e n u t i 	
 ﾠn e l 	
 ﾠf i l e 	
 ﾠ
ResMS.img	
 ﾠin	
 ﾠuscita	
 ﾠal	
 ﾠtest	
 ﾠstatistico	
 ﾠdi	
 ﾠogni	
 ﾠmodello.[51]	
 ﾠA	
 ﾠpartire	
 ﾠdalle	
 ﾠhrf	
 ﾠfisse	
 ﾠ
e	
 ﾠ dall’ibHRF	
 ﾠ si	
 ﾠ ottengono	
 ﾠ quattro	
 ﾠ design	
 ﾠ matrix	
 ﾠ per	
 ﾠ ogni	
 ﾠ soggetto	
 ﾠ relative	
 ﾠ a	
 ﾠ
ciascuno	
 ﾠ dei	
 ﾠ tre	
 ﾠ tipi	
 ﾠ di	
 ﾠ movimento.	
 ﾠ Per	
 ﾠ il	
 ﾠ calcolo	
 ﾠ dell’AIC,	
 ﾠ relativo	
 ﾠ a	
 ﾠ questi	
 ﾠ
quattro	
 ﾠmodelli	
 ﾠè	
 ﾠstata	
 ﾠimplementata	
 ﾠla	
 ﾠfunction	
 ﾠAIC_main.m	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠutilizza	
 ﾠ
l’equazione	
 ﾠ4.5.	
 ﾠIn	
 ﾠdettaglio	
 ﾠsi	
 ﾠcalcola	
 ﾠl’AIC	
 ﾠcorrispondente	
 ﾠad	
 ﾠogni	
 ﾠvoxel	
 ﾠattivo	
 ﾠ
all’interno	
 ﾠdel	
 ﾠvolume	
 ﾠcerebrale	
 ﾠper	
 ﾠi	
 ﾠquattro	
 ﾠmodelli	
 ﾠutilizzati.	
 ﾠIl	
 ﾠparametro	
 ﾠM	
 ﾠ
varia	
 ﾠal	
 ﾠvariare	
 ﾠdell’hrf	
 ﾠutilizzata	
 ﾠin	
 ﾠquanto	
 ﾠè	
 ﾠpari	
 ﾠal	
 ﾠnumero	
 ﾠdei	
 ﾠparametri	
 ﾠbeta	
 ﾠ
stimati	
 ﾠ (M=2	
 ﾠ con	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ e	
 ﾠ ibHRF;	
 ﾠ M=3	
 ﾠ con	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ +	
 ﾠ Time	
 ﾠ
Derivative;	
 ﾠM=4	
 ﾠcon	
 ﾠcanonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠand	
 ﾠDispersion	
 ﾠDerivatives).	
 ﾠ
La	
 ﾠmaschera	
 ﾠdei	
 ﾠvoxel	
 ﾠattivi	
 ﾠviene	
 ﾠcreata	
 ﾠa	
 ﾠpartire	
 ﾠdalla	
 ﾠmatrice	
 ﾠcontenuta	
 ﾠnel	
 ﾠ
file	
 ﾠxSPM.mat	
 ﾠin	
 ﾠXYZ.	
 ﾠInfine	
 ﾠper	
 ﾠscegliere	
 ﾠil	
 ﾠmodello	
 ﾠottimo	
 ﾠsi	
 ﾠconfronta	
 ﾠil	
 ﾠvalore	
 ﾠ
AIC	
 ﾠmedio	
 ﾠper	
 ﾠognuno	
 ﾠdi	
 ﾠessi.	
 ﾠ 
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4.6	
 ﾠANALISI	
 ﾠDI	
 ﾠGRUPPO	
 ﾠ
Selezionato	
 ﾠil	
 ﾠmodello	
 ﾠottimo	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica,	
 ﾠsi	
 ﾠè	
 ﾠproceduto	
 ﾠ
all’analisi	
 ﾠ di	
 ﾠ secondo	
 ﾠ livello	
 ﾠ (“Specify-ﾭ‐2nd	
 ﾠ level”),	
 ﾠ ossia	
 ﾠ l’analisi	
 ﾠ di	
 ﾠ gruppo.	
 ﾠ
Questa	
 ﾠprocedura	
 ﾠpermette	
 ﾠdi	
 ﾠverificare	
 ﾠle	
 ﾠdifferenze	
 ﾠnelle	
 ﾠzone	
 ﾠdi	
 ﾠattivazione	
 ﾠ
tra	
 ﾠsoggetti	
 ﾠdiversi	
 ﾠe	
 ﾠtra	
 ﾠdifferenti	
 ﾠtask.	
 ﾠ	
 ﾠ
I	
 ﾠdue	
 ﾠtipi	
 ﾠdi	
 ﾠanalisi	
 ﾠmaggiormente	
 ﾠutilizzate	
 ﾠin	
 ﾠletteratura	
 ﾠsono:	
 ﾠrandom	
 ﾠ(RFX)	
 ﾠo	
 ﾠ
fixed-ﾭ‐effect	
 ﾠ (FFX).	
 ﾠ Si	
 ﾠ utilizza	
 ﾠ l’analisi	
 ﾠF F X 	
 ﾠq u a n d o 	
 ﾠs i 	
 ﾠv u o l e 	
 ﾠs t u d i a r e 	
 ﾠs o l o 	
 ﾠl a 	
 ﾠ
variabilità	
 ﾠintra-ﾭ‐soggetto,	
 ﾠl’analisi	
 ﾠRFX	
 ﾠquando	
 ﾠsi	
 ﾠvuole	
 ﾠanalizzare	
 ﾠla	
 ﾠvariabilità	
 ﾠ
della	
 ﾠpopolazione	
 ﾠdalla	
 ﾠquale	
 ﾠsono	
 ﾠstati	
 ﾠpresi	
 ﾠi	
 ﾠsoggetti	
 ﾠin	
 ﾠesame.	
 ﾠ	
 ﾠ
Nell’analisi	
 ﾠFFX	
 ﾠsi	
 ﾠutilizza	
 ﾠun	
 ﾠmodello	
 ﾠlineare	
 ﾠdel	
 ﾠtipo:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.6)	
 ﾠ
dove,	
 ﾠconsiderando	
 ﾠN	
 ﾠsoggetti	
 ﾠe	
 ﾠn	
 ﾠreplicazioni	
 ﾠdell’effetto	
 ﾠper	
 ﾠogni	
 ﾠsoggetto,	
 ﾠyij	
 ﾠè	
 ﾠ
il	
 ﾠj-ﾭ‐esimo	
 ﾠeffetto	
 ﾠosservato	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠi,	
 ﾠl’errore	
 ﾠè	
 ﾠeij	
 ﾠ∼	
 ﾠN(0,	
 ﾠσ2)	
 ﾠe	
 ﾠwi	
 ﾠè	
 ﾠl’effetto	
 ﾠ
medio	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠi-ﾭ‐esimo	
 ﾠe	
 ﾠ	
 ﾠpuò	
 ﾠessere	
 ﾠdefinito	
 ﾠcome:	
 ﾠ
	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.7)	
 ﾠ
in	
 ﾠcui	
 ﾠwpop	
 ﾠè	
 ﾠl’effetto	
 ﾠvero	
 ﾠdella	
 ﾠpopolazione	
 ﾠe	
 ﾠa i	
 ﾠè	
 ﾠconsiderata	
 ﾠcostante	
 ﾠper	
 ﾠil	
 ﾠ
soggetto	
 ﾠi-ﾭ‐esimo.	
 ﾠL’analisi	
 ﾠFFX	
 ﾠè	
 ﾠimplementata	
 ﾠnell’analisi	
 ﾠdi	
 ﾠprimo	
 ﾠlivello	
 ﾠin	
 ﾠ
SPM.	
 ﾠ
Nell’analisi	
 ﾠRFX	
 ﾠil	
 ﾠmodello	
 ﾠutilizzato	
 ﾠè	
 ﾠlo	
 ﾠstesso	
 ﾠdella	
 ﾠ4.6	
 ﾠma	
 ﾠl’effetto	
 ﾠmedio	
 ﾠwi	
 ﾠè	
 ﾠ
definito	
 ﾠcome:	
 ﾠ
	
 ﾠ	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ (4.8)	
 ﾠ
in	
 ﾠcui	
 ﾠzi	
 ﾠè	
 ﾠl’errore	
 ﾠinter-ﾭ‐soggetto	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠi-ﾭ‐esimo	
 ﾠe	
 ﾠzi∼	
 ﾠN(0,	
 ﾠσ z2).	
 ﾠTale	
 ﾠ
analisi	
 ﾠè	
 ﾠimplementata	
 ﾠnell’analisi	
 ﾠdi	
 ﾠsecondo	
 ﾠlivello	
 ﾠin	
 ﾠSPM.[24]	
 ﾠ
Per	
 ﾠ valutare	
 ﾠ la	
 ﾠ differenza	
 ﾠ tra	
 ﾠ i	
 ﾠ nove	
 ﾠ soggetti	
 ﾠ esaminati	
 ﾠ in	
 ﾠ base	
 ﾠ al	
 ﾠ tipo	
 ﾠ di	
 ﾠ
movimento	
 ﾠattuato	
 ﾠsi	
 ﾠè	
 ﾠeseguita	
 ﾠl’analisi	
 ﾠRFX	
 ﾠattraverso	
 ﾠl’applicazione	
 ﾠdel	
 ﾠ“One-ﾭ‐
sample	
 ﾠt-ﾭ‐test”,	
 ﾠinserendo	
 ﾠle	
 ﾠimmagini	
 ﾠcontrasto	
 ﾠottenute	
 ﾠdall’analisi	
 ﾠdi	
 ﾠprimo	
 ﾠ
livello	
 ﾠtramite	
 ﾠl’hrf	
 ﾠottima	
 ﾠcorrispondente.	
 ﾠIn	
 ﾠquesto	
 ﾠmodo	
 ﾠè	
 ﾠpossibile	
 ﾠottenere	
 ﾠ 
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una	
 ﾠmappa	
 ﾠdei	
 ﾠvoxel	
 ﾠsignificativamente	
 ﾠattivi	
 ﾠnel	
 ﾠgruppo	
 ﾠdei	
 ﾠsoggetti	
 ﾠanalizzati	
 ﾠ
attraverso	
 ﾠl’uso	
 ﾠdi	
 ﾠun	
 ﾠunico	
 ﾠcontrasto	
 ﾠ(c=[1	
 ﾠ0]).	
 ﾠSono	
 ﾠstate	
 ﾠottenute	
 ﾠtre	
 ﾠmappe	
 ﾠ
di	
 ﾠattivazione	
 ﾠper	
 ﾠle	
 ﾠquali	
 ﾠsi	
 ﾠè	
 ﾠcalcolato	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠtotali	
 ﾠattivi	
 ﾠe	
 ﾠi	
 ﾠvoxel	
 ﾠ
attivi	
 ﾠdelle	
 ﾠsingole	
 ﾠROI.	
 ﾠ
Per	
 ﾠottenere	
 ﾠle	
 ﾠdifferenze	
 ﾠtra	
 ﾠil	
 ﾠtask	
 ﾠmotorio	
 ﾠrelativo	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠe	
 ﾠ
quello	
 ﾠ relativo	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ è	
 ﾠ stato	
 ﾠ eseguito	
 ﾠ il	
 ﾠ “two-ﾭ‐
sample	
 ﾠt-ﾭ‐test”.	
 ﾠIn	
 ﾠentrata	
 ﾠsono	
 ﾠdate	
 ﾠle	
 ﾠimmagini	
 ﾠcontrasto	
 ﾠottime,	
 ﾠselezionate	
 ﾠ
attraverso	
 ﾠl’AIC,	
 ﾠrelative	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠper	
 ﾠil	
 ﾠgruppo	
 ﾠ1	
 ﾠe	
 ﾠle	
 ﾠimmagini	
 ﾠ
contrasto	
 ﾠottime	
 ﾠrelative	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo	
 ﾠper	
 ﾠil	
 ﾠgruppo	
 ﾠ2.	
 ﾠPer	
 ﾠ
la	
 ﾠ visualizzazione	
 ﾠ delle	
 ﾠ mappe	
 ﾠ di	
 ﾠ attivazione	
 ﾠ sono	
 ﾠ stati	
 ﾠ utilizzati	
 ﾠ i	
 ﾠ seguenti	
 ﾠ
contrasti:	
 ﾠ[1	
 ﾠ-ﾭ‐1]	
 ﾠe	
 ﾠ[-ﾭ‐1	
 ﾠ1].	
 ﾠ
	
 ﾠ
E’	
 ﾠ stata	
 ﾠ applicata	
 ﾠ anche	
 ﾠ l’analisi	
 ﾠ di	
 ﾠ gruppo	
 ﾠ di	
 ﾠ primo	
 ﾠ livello	
 ﾠ sfruttando	
 ﾠ la	
 ﾠ
Conjunction	
 ﾠ Analysis.	
 ﾠ Questa	
 ﾠ tecnica	
 ﾠ permette	
 ﾠ di	
 ﾠ ottenere	
 ﾠ un	
 ﾠ risultato	
 ﾠ di	
 ﾠ
gruppo	
 ﾠ a	
 ﾠ partire	
 ﾠ dalle	
 ﾠ immagini	
 ﾠ funzionali	
 ﾠ di	
 ﾠ tutti	
 ﾠ i	
 ﾠ soggetti,	
 ﾠ definendo	
 ﾠ un	
 ﾠ
vettore	
 ﾠ contrasto	
 ﾠ per	
 ﾠ ognuno	
 ﾠ di	
 ﾠ essi.[52]	
 ﾠT u t t a v i a 	
 ﾠq u e s t a 	
 ﾠp r o c e d u r a 	
 ﾠn o n 	
 ﾠ
permette	
 ﾠdi	
 ﾠutilizzare	
 ﾠl’hrf	
 ﾠottima	
 ﾠdi	
 ﾠogni	
 ﾠsoggetto	
 ﾠin	
 ﾠquanto	
 ﾠnon	
 ﾠè	
 ﾠpossibile	
 ﾠ
inserire	
 ﾠnel	
 ﾠprocesso	
 ﾠdi	
 ﾠstima	
 ﾠuna	
 ﾠhrf	
 ﾠspecifica	
 ﾠper	
 ﾠogni	
 ﾠ	
 ﾠindividuo.	
 ﾠ 
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CAPITOLO	
 ﾠ5	
 ﾠ
RISULTATI	
 ﾠ
	
 ﾠ
In	
 ﾠ questo	
 ﾠ capitolo	
 ﾠ verranno	
 ﾠ presentati	
 ﾠ i	
 ﾠ risultati	
 ﾠ ottenuti	
 ﾠ attraverso	
 ﾠ i	
 ﾠ
procedimenti	
 ﾠ di	
 ﾠ analisi	
 ﾠ descritti	
 ﾠ nel	
 ﾠ capitolo	
 ﾠ 4.	
 ﾠ Il	
 ﾠ capitolo	
 ﾠ sarà	
 ﾠ diviso	
 ﾠ
principalmente	
 ﾠin	
 ﾠdue	
 ﾠparti:	
 ﾠnella	
 ﾠprima	
 ﾠsi	
 ﾠconfronteranno	
 ﾠi	
 ﾠrisultati	
 ﾠrelativi	
 ﾠ
all’impiego	
 ﾠdelle	
 ﾠrisposte	
 ﾠemodinamiche	
 ﾠstandard	
 ﾠe	
 ﾠdella	
 ﾠibHRF,	
 ﾠnella	
 ﾠseconda	
 ﾠ
parte	
 ﾠ si	
 ﾠ riporteranno	
 ﾠ i	
 ﾠ risultati	
 ﾠ riguardanti	
 ﾠ i	
 ﾠ tre	
 ﾠ tipi	
 ﾠ di	
 ﾠ movimento	
 ﾠ studiati:	
 ﾠ
movimento	
 ﾠmassimo,	
 ﾠminimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠSaranno	
 ﾠpoi	
 ﾠvalutate	
 ﾠle	
 ﾠ
aree	
 ﾠdi	
 ﾠattivazione	
 ﾠed	
 ﾠinfine	
 ﾠverranno	
 ﾠpresentati	
 ﾠi	
 ﾠrisultati	
 ﾠottenuti	
 ﾠdall’analisi	
 ﾠ
di	
 ﾠgruppo.	
 ﾠ
	
 ﾠ
5.1	
 ﾠ CONFRONTO	
 ﾠ TRA	
 ﾠ RISPOSTE	
 ﾠ EMODINAMICHE	
 ﾠ
STANDARD	
 ﾠNELLE	
 ﾠMAPPE	
 ﾠDI	
 ﾠATTIVAZIONE	
 ﾠ
Nella	
 ﾠdeterminazione	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠutilizzando	
 ﾠla	
 ﾠcanonical	
 ﾠ
hrf	
 ﾠ e	
 ﾠ le	
 ﾠ sue	
 ﾠ combinazioni	
 ﾠ con	
 ﾠ le	
 ﾠ derivate	
 ﾠ temporale	
 ﾠ e	
 ﾠ dispersiva	
 ﾠ è	
 ﾠ stata	
 ﾠ
utilizzata	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠrate	
 ﾠ(p<0.05).	
 ﾠLa	
 ﾠscelta	
 ﾠdel	
 ﾠFWE	
 ﾠè	
 ﾠottimale	
 ﾠper	
 ﾠ
tutte	
 ﾠle	
 ﾠsessioni	
 ﾠacquisite	
 ﾠtranne	
 ﾠper	
 ﾠquella	
 ﾠrelativa	
 ﾠal	
 ﾠmovimento	
 ﾠminimo	
 ﾠdel	
 ﾠ
soggetto	
 ﾠ3,	
 ﾠper	
 ﾠil	
 ﾠquale	
 ﾠsi	
 ﾠevidenziano	
 ﾠvoxel	
 ﾠattivi	
 ﾠcon	
 ﾠla	
 ﾠFWE	
 ﾠsolo	
 ﾠutilizzando	
 ﾠla	
 ﾠ
canonical	
 ﾠ	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠand	
 ﾠDispersion	
 ﾠDerivatives.	
 ﾠPertanto	
 ﾠnon	
 ﾠsarà	
 ﾠpossibile	
 ﾠ
andare	
 ﾠa	
 ﾠstimare	
 ﾠl’ibHRF	
 ﾠcorrispondente	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ3	
 ﾠin	
 ﾠquanto	
 ﾠè	
 ﾠcalcolata	
 ﾠa	
 ﾠ
partire	
 ﾠ dalla	
 ﾠ mappa	
 ﾠ di	
 ﾠ attivazione	
 ﾠ corrispondente	
 ﾠ alla	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ che,	
 ﾠ in	
 ﾠ
questo	
 ﾠ caso,	
 ﾠ non	
 ﾠ fornisce	
 ﾠ attivazione.	
 ﾠ Riassumendo,	
 ﾠ nella	
 ﾠ prima	
 ﾠ fase	
 ﾠ dello	
 ﾠ
studio,	
 ﾠsi	
 ﾠsono	
 ﾠricavate	
 ﾠ9	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠper	
 ﾠciascun	
 ﾠsoggetto.	
 ﾠIn	
 ﾠFig.	
 ﾠ5.1,	
 ﾠ
5.2	
 ﾠe	
 ﾠ5.3	
 ﾠvengono	
 ﾠriportate	
 ﾠle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠottenute	
 ﾠin	
 ﾠseguito	
 ﾠai	
 ﾠtre	
 ﾠ
movimenti.	
 ﾠ
	
 ﾠ 
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  Canonical hrf  Canonical hrf +  
Time Der. 
Canonical hrf + 
 Time & Dispersion Der. 
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Figura	
 ﾠ5.1:	
 ﾠMappe	
 ﾠdi	
 ﾠattivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti,	
 ﾠ in	
 ﾠ base	
 ﾠ
all'hrf	
 ﾠutilizzata:	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(prima	
 ﾠcolonna),	
 ﾠcanonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠderivative	
 ﾠ(seconda	
 ﾠcolonna),	
 ﾠ
canonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠand	
 ﾠDispersion	
 ﾠDerivatives	
 ﾠ(terza	
 ﾠcolonna).	
 ﾠLe	
 ﾠimmagini	
 ﾠfanno	
 ﾠriferimento	
 ﾠ
alla	
 ﾠsezione	
 ﾠsagittale.	
 ﾠ
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  Canonical hrf  Canonical hrf +  
Time Der. 
Canonical hrf + 
 Time & Dispersion Der. 
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Figura	
 ﾠ5.2:	
 ﾠMappe	
 ﾠdi	
 ﾠattivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠminimo	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti,	
 ﾠ in	
 ﾠ base	
 ﾠ
all'hrf	
 ﾠutilizzata:	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(prima	
 ﾠcolonna),	
 ﾠcanonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠderivative	
 ﾠ(seconda	
 ﾠcolonna),	
 ﾠ
canonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠand	
 ﾠDispersion	
 ﾠDerivatives	
 ﾠ(terza	
 ﾠcolonna).	
 ﾠLe	
 ﾠimmagini	
 ﾠfanno	
 ﾠriferimento	
 ﾠ
alla	
 ﾠsezione	
 ﾠsagittale.	
 ﾠ
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  Canonical hrf  Canonical hrf +  
Time Der. 
Canonical hrf + 
 Time & Dispersion Der. 
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Figura	
 ﾠ5.3:	
 ﾠMappe	
 ﾠdi	
 ﾠattivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭsforzo	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti,	
 ﾠ
in	
 ﾠbase	
 ﾠall'hrf	
 ﾠutilizzata:	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(prima	
 ﾠcolonna),	
 ﾠcanonical	
 ﾠhrf	
 ﾠ+	
 ﾠTime	
 ﾠderivative	
 ﾠ(seconda	
 ﾠ
colonna),	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ +	
 ﾠ Time	
 ﾠ and	
 ﾠ Dispersion	
 ﾠ Derivatives	
 ﾠ (terza	
 ﾠ colonna).	
 ﾠ Le	
 ﾠ immagini	
 ﾠ fanno	
 ﾠ
riferimento	
 ﾠalla	
 ﾠsezione	
 ﾠsagittale.	
 ﾠ
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Effettuando	
 ﾠun’ispezione	
 ﾠvisiva	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠsi	
 ﾠnota	
 ﾠun	
 ﾠaumento	
 ﾠ
del	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠall’aumentare	
 ﾠdella	
 ﾠcomplessità	
 ﾠdel	
 ﾠmodello	
 ﾠutilizzato	
 ﾠ
per	
 ﾠ descrivere	
 ﾠ la	
 ﾠ risposta	
 ﾠ emodinamica.	
 ﾠ Questa	
 ﾠ variazione	
 ﾠ è	
 ﾠ confermata	
 ﾠ dal	
 ﾠ
calcolo	
 ﾠdel	
 ﾠnumero	
 ﾠdei	
 ﾠvoxel	
 ﾠattivi	
 ﾠtotali	
 ﾠnel	
 ﾠvolume	
 ﾠcerebrale	
 ﾠottenuti	
 ﾠdal	
 ﾠfile	
 ﾠ
xSPM.mat	
 ﾠ(Tabella	
 ﾠ5.1).	
 ﾠ	
 ﾠ
In	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠsi	
 ﾠnota	
 ﾠche	
 ﾠutilizzando	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠ
solo	
 ﾠi	
 ﾠsoggetti	
 ﾠ4	
 ﾠe	
 ﾠ5	
 ﾠpresentano	
 ﾠattivazione	
 ﾠneuronale	
 ﾠin	
 ﾠentrambi	
 ﾠgli	
 ﾠemisferi	
 ﾠ
cerebrali	
 ﾠ mentre	
 ﾠ gli	
 ﾠ altri	
 ﾠ soggetti	
 ﾠ presentano	
 ﾠ attivazione	
 ﾠ solo	
 ﾠ nell’emisfero	
 ﾠ
sinistro,	
 ﾠ principalmente	
 ﾠ nel	
 ﾠ lobo	
 ﾠ fronto-ﾭ‐parietale.	
 ﾠ I	
 ﾠ soggetti	
 ﾠ1 	
 ﾠe 	
 ﾠ8 	
 ﾠi n v e c e 	
 ﾠ
presentano	
 ﾠ attivazione	
 ﾠ nell’emisfero	
 ﾠ destro	
 ﾠ solo	
 ﾠ utilizzando	
 ﾠ le	
 ﾠ componenti	
 ﾠ
derivative	
 ﾠdell’hrf.	
 ﾠIl	
 ﾠsoggetto	
 ﾠ4	
 ﾠpresenta	
 ﾠanche	
 ﾠuna	
 ﾠmappa	
 ﾠd’attivazione	
 ﾠmolto	
 ﾠ
dispersiva	
 ﾠ rispetto	
 ﾠ agli	
 ﾠ altri	
 ﾠ soggetti	
 ﾠ ed	
 ﾠ infatti	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ
corrispondenti	
 ﾠè	
 ﾠmolto	
 ﾠelevato.	
 ﾠIl	
 ﾠsoggetto	
 ﾠ3	
 ﾠinvece	
 ﾠpresenta	
 ﾠun	
 ﾠnumero	
 ﾠesiguo	
 ﾠ
di	
 ﾠvoxel	
 ﾠattivi	
 ﾠutilizzando	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠe	
 ﾠla	
 ﾠcanonical	
 ﾠhrf+Time	
 ﾠDerivative,	
 ﾠ
rispettivamente	
 ﾠ3	
 ﾠe	
 ﾠ7	
 ﾠvoxel).	
 ﾠ
In	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠminimo,	
 ﾠutilizzando	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠ	
 ﾠ7	
 ﾠsoggetti	
 ﾠ
presentano	
 ﾠ attivazione	
 ﾠ solo	
 ﾠ nell’emisfero	
 ﾠ sinistro,	
 ﾠ sempre	
 ﾠ nel	
 ﾠ lobo	
 ﾠ fronto-ﾭ‐
parietale.	
 ﾠI	
 ﾠsoggetti	
 ﾠ2	
 ﾠe	
 ﾠ3	
 ﾠpresentano	
 ﾠrispettivamente	
 ﾠun	
 ﾠsolo	
 ﾠvoxel	
 ﾠd’attivazione	
 ﾠ
nel	
 ﾠcervelletto	
 ﾠe	
 ﾠzero	
 ﾠvoxel	
 ﾠattivi	
 ﾠutilizzando	
 ﾠsia	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠche	
 ﾠla	
 ﾠcanonical	
 ﾠ
hrf+	
 ﾠ Time	
 ﾠ Derivatives.	
 ﾠ Utilizzando	
 ﾠ la	
 ﾠ canonical	
 ﾠ hrf+Time	
 ﾠ and	
 ﾠ Dispersion	
 ﾠ
Derivatives	
 ﾠ è	
 ﾠ presente	
 ﾠ attivazione	
 ﾠ in	
 ﾠ tutti	
 ﾠ i	
 ﾠ soggetti	
 ﾠ nell’emisfero	
 ﾠ sinistro,	
 ﾠ
tranne	
 ﾠnel	
 ﾠsoggetto	
 ﾠ2	
 ﾠper	
 ﾠil	
 ﾠquale	
 ﾠè	
 ﾠpresente	
 ﾠattivazione	
 ﾠsolo	
 ﾠnel	
 ﾠcervelletto,	
 ﾠed	
 ﾠi	
 ﾠ
soggetti	
 ﾠ4,	
 ﾠ5	
 ﾠe	
 ﾠ9	
 ﾠpresentano	
 ﾠattivazione	
 ﾠanche	
 ﾠnel	
 ﾠlobo	
 ﾠfronto-ﾭ‐parietale	
 ﾠdestro.	
 ﾠ
In	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo	
 ﾠutilizzando	
 ﾠle	
 ﾠtre	
 ﾠhrf	
 ﾠstandard	
 ﾠ
tutti	
 ﾠ i	
 ﾠ soggetti	
 ﾠ presentano	
 ﾠ attivazione	
 ﾠ nel	
 ﾠ lobo	
 ﾠ fronto-ﾭ‐parietale	
 ﾠ sinistro	
 ﾠ ed	
 ﾠ i	
 ﾠ
soggetti	
 ﾠ2	
 ﾠe	
 ﾠ5	
 ﾠpresentano	
 ﾠattivazione	
 ﾠanche	
 ﾠnel	
 ﾠlobo	
 ﾠfronto-ﾭ‐parietale	
 ﾠdestro.	
 ﾠIl	
 ﾠ
numero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠper	
 ﾠi	
 ﾠvari	
 ﾠsoggetti	
 ﾠè	
 ﾠuniforme	
 ﾠtranne	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ3	
 ﾠil	
 ﾠ
quale	
 ﾠpresenta	
 ﾠun	
 ﾠnumero	
 ﾠesiguo	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠrispetto	
 ﾠagli	
 ﾠaltri	
 ﾠsoggetti.	
 ﾠIl	
 ﾠ
soggetto	
 ﾠ6	
 ﾠpresenta	
 ﾠun	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnel	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐
sforzo	
 ﾠmolto	
 ﾠvicino	
 ﾠal	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠche	
 ﾠsi	
 ﾠattivano	
 ﾠnel	
 ﾠmovimento	
 ﾠminimo.	
 ﾠ
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5.2	
 ﾠGENERAZIONE	
 ﾠDELLA	
 ﾠibHRF	
 ﾠPER	
 ﾠOGNI	
 ﾠSOGGETTO	
 ﾠ	
 ﾠ
Come	
 ﾠvisto	
 ﾠnei	
 ﾠparagrafi	
 ﾠ2.3	
 ﾠe	
 ﾠ4.2	
 ﾠogni	
 ﾠibHRF	
 ﾠè	
 ﾠcostruita	
 ﾠcon	
 ﾠi	
 ﾠparametri	
 ﾠ
medi	
 ﾠcalcolati	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠparametri	
 ﾠδ1,	
 ﾠτ1,	
 ﾠa1,	
 ﾠτ2,	
 ﾠa2,	
 ﾠC	
 ﾠstimati	
 ﾠper	
 ﾠogni	
 ﾠvoxel	
 ﾠ
d’interesse.	
 ﾠI	
 ﾠvalori	
 ﾠmedi	
 ﾠdei	
 ﾠparametri	
 ﾠstimati	
 ﾠsono	
 ﾠriportati	
 ﾠin	
 ﾠTabella	
 ﾠ5.2.	
 ﾠ	
 ﾠ
Parametri	
 ﾠHRF	
 ﾠmedi	
 ﾠ
	
 ﾠ δ1	
 ﾠ τ1	
 ﾠ a1	
 ﾠ τ2	
 ﾠ a2	
 ﾠ C	
 ﾠ
M	
 ﾠ 0,48	
 ﾠ 5,61	
 ﾠ 2,73	
 ﾠ 2,72	
 ﾠ 1,68	
 ﾠ 623,76	
 ﾠ
m	
 ﾠ 1,54	
 ﾠ 3,08	
 ﾠ 5,50	
 ﾠ 13,82	
 ﾠ 0,20	
 ﾠ 686,93	
 ﾠ S1	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,25	
 ﾠ 3,57	
 ﾠ 2,65	
 ﾠ 18,00	
 ﾠ 0,17	
 ﾠ 664,47	
 ﾠ
M	
 ﾠ 0,47	
 ﾠ 3,95	
 ﾠ 2,32	
 ﾠ 19,32	
 ﾠ 0,38	
 ﾠ 656,01	
 ﾠ
m	
 ﾠ 0,00	
 ﾠ 5,15	
 ﾠ 2,20	
 ﾠ 2,86	
 ﾠ 0,67	
 ﾠ 811,68	
 ﾠ S2	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 1,05	
 ﾠ 3,33	
 ﾠ 4,70	
 ﾠ 15,11	
 ﾠ 0,40	
 ﾠ 689,46	
 ﾠ
M	
 ﾠ 8,11	
 ﾠ 1,63	
 ﾠ 4,22	
 ﾠ 14,57	
 ﾠ 0,51	
 ﾠ 697,03	
 ﾠ
m	
 ﾠ /	
 ﾠ /	
 ﾠ /	
 ﾠ /	
 ﾠ /	
 ﾠ /	
 ﾠ S3	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 1,48	
 ﾠ 2,51	
 ﾠ 5,69	
 ﾠ 19,54	
 ﾠ 0,42	
 ﾠ 616,44	
 ﾠ
M	
 ﾠ 2,48	
 ﾠ 7,42	
 ﾠ 1,12	
 ﾠ 12,70	
 ﾠ 0,32	
 ﾠ 627,39	
 ﾠ
m	
 ﾠ 0,33	
 ﾠ 4,61	
 ﾠ 2,21	
 ﾠ 11,04	
 ﾠ 0,25	
 ﾠ 636,42	
 ﾠ S4	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,48	
 ﾠ 4,26	
 ﾠ 1,59	
 ﾠ 18,39	
 ﾠ 0,38	
 ﾠ 664,24	
 ﾠ
M	
 ﾠ 0,93	
 ﾠ 4,80	
 ﾠ 1,80	
 ﾠ 15,55	
 ﾠ 0,36	
 ﾠ 783,03	
 ﾠ
m	
 ﾠ 1,77	
 ﾠ 4,22	
 ﾠ 2,81	
 ﾠ 11,09	
 ﾠ 0,25	
 ﾠ 777,61	
 ﾠ S5	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,26	
 ﾠ 4,43	
 ﾠ 2,14	
 ﾠ 15,65	
 ﾠ 0,36	
 ﾠ 829,98	
 ﾠ
M	
 ﾠ 0,55	
 ﾠ 3,32	
 ﾠ 2,97	
 ﾠ 17,60	
 ﾠ 0,31	
 ﾠ 686,40	
 ﾠ
m	
 ﾠ 0,57	
 ﾠ 3,31	
 ﾠ 2,46	
 ﾠ 17,04	
 ﾠ 0,20	
 ﾠ 679,24	
 ﾠ S6	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,62	
 ﾠ 3,30	
 ﾠ 2,47	
 ﾠ 17,04	
 ﾠ 0,20	
 ﾠ 677,85	
 ﾠ
M	
 ﾠ 1,66	
 ﾠ 3,41	
 ﾠ 3,64	
 ﾠ 4,52	
 ﾠ 0,60	
 ﾠ 652,66	
 ﾠ
m	
 ﾠ 0,65	
 ﾠ 4,39	
 ﾠ 2,06	
 ﾠ 9,84	
 ﾠ 0,18	
 ﾠ 638,38	
 ﾠ S7	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,67	
 ﾠ 3,94	
 ﾠ 3,41	
 ﾠ 10,99	
 ﾠ 0,20	
 ﾠ 677,45	
 ﾠ
M	
 ﾠ 0,96	
 ﾠ 3,37	
 ﾠ 4,68	
 ﾠ 15,38	
 ﾠ 0,38	
 ﾠ 723,06	
 ﾠ
m	
 ﾠ 1,55	
 ﾠ 3,51	
 ﾠ 3,68	
 ﾠ 16,24	
 ﾠ 0,25	
 ﾠ 720,69	
 ﾠ S8	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,71	
 ﾠ 3,41	
 ﾠ 3,98	
 ﾠ 13,25	
 ﾠ 0,27	
 ﾠ 719,44	
 ﾠ
M	
 ﾠ 0,78	
 ﾠ 3,65	
 ﾠ 3,38	
 ﾠ 16,55	
 ﾠ 0,23	
 ﾠ 694,08	
 ﾠ
m	
 ﾠ 2,02	
 ﾠ 3,82	
 ﾠ 1,84	
 ﾠ 16,32	
 ﾠ 0,27	
 ﾠ 721,10	
 ﾠ S9	
 ﾠ
M	
 ﾠp-ﾭ‐S	
 ﾠ 0,60	
 ﾠ 4,38	
 ﾠ 2,19	
 ﾠ 9,78	
 ﾠ 0,36	
 ﾠ 679,76	
 ﾠ
Tabella	
 ﾠ5.2:	
 ﾠParametri	
 ﾠmedi	
 ﾠstimati	
 ﾠper	
 ﾠogni	
 ﾠsoggetto	
 ﾠa	
 ﾠpartire	
 ﾠdalle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠottenute	
 ﾠ
con	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(M),	
 ﾠminimo	
 ﾠ(m)	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭsforzo	
 ﾠ(M	
 ﾠp-ﾭs).	
 ﾠI	
 ﾠ
parametri	
 ﾠmedi	
 ﾠstimati	
 ﾠsono:	
 ﾠδ1,	
 ﾠτ1,	
 ﾠ	
 ﾠa1,	
 ﾠτ2,	
 ﾠa2,	
 ﾠC.	
 ﾠ 
Capitolo 5  Risultati
 
  72 
Per	
 ﾠognuno	
 ﾠdei	
 ﾠparametri	
 ﾠè	
 ﾠstato	
 ﾠcalcolato	
 ﾠil	
 ﾠvalor	
 ﾠmedio	
 ﾠe	
 ﾠla	
 ﾠstandard	
 ﾠdeviation	
 ﾠ
(SD)	
 ﾠ	
 ﾠper	
 ﾠogni	
 ﾠ	
 ﾠsoggetto.	
 ﾠ
Le	
 ﾠibHRF	
 ﾠcostruite	
 ﾠper	
 ﾠciascun	
 ﾠsoggetto	
 ﾠsono	
 ﾠstate	
 ﾠconfrontate	
 ﾠgraficamente	
 ﾠ
con	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠdi	
 ﾠriferimento	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠmovimento	
 ﾠeseguito	
 ﾠ(Fig.	
 ﾠ5.4,	
 ﾠ5.5	
 ﾠe	
 ﾠ
5.6).	
 ﾠ	
 ﾠ
	
 ﾠ
Figura	
 ﾠ5.4:	
 ﾠConfronto	
 ﾠtra	
 ﾠl’andamento	
 ﾠdella	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(nero)	
 ﾠe	
 ﾠl’andamento	
 ﾠdell’ibHRF	
 ﾠdi	
 ﾠogni	
 ﾠ
soggetto	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo.	
 ﾠ
	
 ﾠ
Figura	
 ﾠ5.5:	
 ﾠConfronto	
 ﾠtra	
 ﾠl’andamento	
 ﾠdella	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(nero)	
 ﾠe	
 ﾠl’andamento	
 ﾠdell’ibHRF	
 ﾠdi	
 ﾠogni	
 ﾠ
soggetto	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠminimo.	
 ﾠNon	
 ﾠè	
 ﾠriportata	
 ﾠl’ibHRF	
 ﾠdel	
 ﾠsoggetto	
 ﾠ3	
 ﾠin	
 ﾠquanto	
 ﾠnon	
 ﾠè	
 ﾠstata	
 ﾠ
calcolata.	
 ﾠ 
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 ﾠ
Figura	
 ﾠ5.6:	
 ﾠConfronto	
 ﾠtra	
 ﾠl’andamento	
 ﾠdella	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(nero)	
 ﾠe	
 ﾠl’andamento	
 ﾠdell’ibHRF	
 ﾠdi	
 ﾠogni	
 ﾠ
soggetto	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭsforzo.	
 ﾠ
In	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠl’ibHRF	
 ﾠdei	
 ﾠsoggetti	
 ﾠ1	
 ﾠe	
 ﾠ7	
 ﾠpresenta	
 ﾠun	
 ﾠ
undershoot	
 ﾠmolto	
 ﾠbreve	
 ﾠe	
 ﾠpronunciato	
 ﾠmentre	
 ﾠl’ibHRF	
 ﾠdel	
 ﾠsoggetto	
 ﾠ3	
 ﾠha	
 ﾠuna	
 ﾠ
forma	
 ﾠmolto	
 ﾠdiversa	
 ﾠda	
 ﾠquella	
 ﾠtipica	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠe	
 ﾠpresenta	
 ﾠun	
 ﾠ
picco	
 ﾠmolto	
 ﾠritardato.	
 ﾠQuesto	
 ﾠsicuramente	
 ﾠdovuto	
 ﾠal	
 ﾠnumero	
 ﾠesiguo	
 ﾠdi	
 ﾠvoxel	
 ﾠ
attivi	
 ﾠ (3).	
 ﾠ Nel	
 ﾠ soggetto	
 ﾠ 4	
 ﾠ l‘ibHRF	
 ﾠ presenta	
 ﾠ un	
 ﾠ picco	
 ﾠ molto	
 ﾠ ritardato	
 ﾠ ed	
 ﾠ è	
 ﾠ
caratterizzata	
 ﾠ da	
 ﾠ un’ampiezza	
 ﾠ di	
 ﾠ picco	
 ﾠ superiore	
 ﾠ alle	
 ﾠ altre	
 ﾠ ibHRF	
 ﾠ e	
 ﾠ un	
 ﾠ
undershoot	
 ﾠmolto	
 ﾠpronunciato.	
 ﾠLe	
 ﾠibHRF	
 ﾠdei	
 ﾠsoggetti	
 ﾠ2,	
 ﾠ5,	
 ﾠ6,	
 ﾠ8,	
 ﾠ9	
 ﾠhanno	
 ﾠforma	
 ﾠ
molto	
 ﾠvicina	
 ﾠalla	
 ﾠcanonical	
 ﾠhrf	
 ﾠanche	
 ﾠse	
 ﾠnei	
 ﾠsoggetti	
 ﾠ2,	
 ﾠ6,	
 ﾠ8,	
 ﾠ9	
 ﾠil	
 ﾠt_peak	
 ﾠè	
 ﾠinferiore	
 ﾠ
rispetto	
 ﾠalla	
 ﾠcanonical	
 ﾠhrf	
 ﾠ.	
 ﾠNei	
 ﾠsoggetti	
 ﾠ1,	
 ﾠ3,	
 ﾠ4,	
 ﾠ5	
 ﾠil	
 ﾠt_peak	
 ﾠè	
 ﾠsuperiore	
 ﾠrispetto	
 ﾠa	
 ﾠ
quello	
 ﾠ della	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ 	
 ﾠ mentre	
 ﾠ nel	
 ﾠ soggetto	
 ﾠ 7	
 ﾠ il	
 ﾠ t_peak	
 ﾠ è	
 ﾠ lo	
 ﾠ stesso	
 ﾠ della	
 ﾠ
canonical	
 ﾠhrf.	
 ﾠ
In	
 ﾠ riferimento	
 ﾠ al	
 ﾠ movimento	
 ﾠ minimo,	
 ﾠ l’ibHRF	
 ﾠ del	
 ﾠ soggetto	
 ﾠ 2	
 ﾠ presenta	
 ﾠ un	
 ﾠ
undershoot	
 ﾠmolto	
 ﾠpronunciato	
 ﾠe	
 ﾠbreve,	
 ﾠritornando	
 ﾠdopo	
 ﾠsoli	
 ﾠ15	
 ﾠs	
 ﾠal	
 ﾠvalore	
 ﾠdi	
 ﾠ
baseline	
 ﾠ mentre	
 ﾠ le	
 ﾠ ibHRF	
 ﾠ degli	
 ﾠ altri	
 ﾠ soggetti	
 ﾠ hanno	
 ﾠ forma	
 ﾠ molto	
 ﾠ simile	
 ﾠ alla	
 ﾠ
canonical	
 ﾠhrf	
 ﾠma	
 ﾠpresentano	
 ﾠun’ampiezza	
 ﾠdi	
 ﾠpicco	
 ﾠinferiore.	
 ﾠIn	
 ﾠparticolare	
 ﾠle	
 ﾠ
ibHRF	
 ﾠnei	
 ﾠsoggetti	
 ﾠ1	
 ﾠe	
 ﾠ6	
 ﾠpresentano	
 ﾠun	
 ﾠt_peak	
 ﾠinferiore	
 ﾠrispetto	
 ﾠalla	
 ﾠcanonical,	
 ﾠ
neii	
 ﾠ soggetti	
 ﾠ 5	
 ﾠ e	
 ﾠ 9	
 ﾠ un	
 ﾠ t_peak	
 ﾠ superiore	
 ﾠ e	
 ﾠ nei	
 ﾠ soggetti	
 ﾠ 2,	
 ﾠ 4,	
 ﾠ 7,	
 ﾠ 8	
 ﾠ un	
 ﾠ t_peak	
 ﾠ 
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confrontabile	
 ﾠcon	
 ﾠquello	
 ﾠdella	
 ﾠcanonical	
 ﾠhrf.	
 ﾠCome	
 ﾠaffermato	
 ﾠnel	
 ﾠparagrafo	
 ﾠ4.2,	
 ﾠ
l’ibHRF	
 ﾠdel	
 ﾠsoggetto	
 ﾠ3	
 ﾠnon	
 ﾠè	
 ﾠstata	
 ﾠcalcolata.	
 ﾠ
In	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo,	
 ﾠle	
 ﾠibHRF	
 ﾠhanno	
 ﾠforma	
 ﾠmolto	
 ﾠ
simile	
 ﾠalla	
 ﾠcanonical	
 ﾠhrf	
 ﾠtranne	
 ﾠnei	
 ﾠsoggetti	
 ﾠ4	
 ﾠe	
 ﾠ5	
 ﾠin	
 ﾠcui	
 ﾠpresenta	
 ﾠun	
 ﾠundershoot	
 ﾠ
molto	
 ﾠ pronunciato.	
 ﾠ Nel	
 ﾠ soggetto	
 ﾠ 9	
 ﾠ l’ibHRF	
 ﾠ presenta	
 ﾠ lo	
 ﾠ stesso	
 ﾠ t_peak	
 ﾠ della	
 ﾠ
canonical	
 ﾠhrf	
 ﾠmentre	
 ﾠnegli	
 ﾠaltri	
 ﾠsoggetti	
 ﾠil	
 ﾠt_peak	
 ﾠrisulta	
 ﾠanticipato	
 ﾠrispetto	
 ﾠalla	
 ﾠ
canonical	
 ﾠ	
 ﾠhrf	
 ﾠdi	
 ﾠriferimento.	
 ﾠ
E’	
 ﾠstato	
 ﾠpoi	
 ﾠconfrontato	
 ﾠil	
 ﾠmodello	
 ﾠemodinamico	
 ﾠcostruito	
 ﾠa	
 ﾠpartire	
 ﾠdall’ibHRF	
 ﾠ
con	
 ﾠ il	
 ﾠ modello	
 ﾠ emodinamico	
 ﾠ costruito	
 ﾠ attraverso	
 ﾠ la	
 ﾠ canonical	
 ﾠ hrf	
 ﾠ per	
 ﾠ i	
 ﾠ tre	
 ﾠ
movimenti	
 ﾠ(modello	
 ﾠdefault)(Fig.	
 ﾠ5.7).	
 ﾠ
a) 	
 ﾠ
b) 	
 ﾠ 
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c)  	
 ﾠ
Figura	
 ﾠ5.7:	
 ﾠConfronto	
 ﾠtra	
 ﾠmodello	
 ﾠottenuto	
 ﾠcon	
 ﾠla	
 ﾠcanonical	
 ﾠhrf	
 ﾠ(nero)	
 ﾠe	
 ﾠmodello	
 ﾠottenuto	
 ﾠa	
 ﾠpartire	
 ﾠ
dall'ibHRF	
 ﾠper	
 ﾠciascun	
 ﾠsoggetto	
 ﾠin	
 ﾠriferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(a),	
 ﾠminimo	
 ﾠ(b)	
 ﾠe	
 ﾠmassimo	
 ﾠ
post-ﾭsforzo	
 ﾠ(c).	
 ﾠ
	
 ﾠ
I	
 ﾠmodelli	
 ﾠottenuti	
 ﾠa	
 ﾠpartire	
 ﾠdall’ibHRF	
 ﾠtendono	
 ﾠad	
 ﾠanticipare	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠactive	
 ﾠ
rispetto	
 ﾠ al	
 ﾠ modello	
 ﾠ di	
 ﾠ default	
 ﾠ per	
 ﾠ tutti	
 ﾠ e	
 ﾠ tre	
 ﾠ i	
 ﾠ movimenti	
 ﾠ e	
 ﾠ presentano	
 ﾠ un	
 ﾠ
undershoot	
 ﾠmaggiore	
 ﾠnella	
 ﾠfase	
 ﾠdi	
 ﾠrest.	
 ﾠI	
 ﾠmodelli	
 ﾠottenuti	
 ﾠdall’ibHRF	
 ﾠsono	
 ﾠmolto	
 ﾠ
simili	
 ﾠtra	
 ﾠloro	
 ﾠnella	
 ﾠfase	
 ﾠactive.	
 ﾠI	
 ﾠmodelli	
 ﾠderivanti	
 ﾠdall’ibHRF	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠ
massimo	
 ﾠ presentano	
 ﾠ una	
 ﾠ maggiore	
 ﾠ variabilità	
 ﾠ di	
 ﾠ forma	
 ﾠ ed	
 ﾠ ampiezza.	
 ﾠ Tutti	
 ﾠ i	
 ﾠ
modelli	
 ﾠottenuti,	
 ﾠtranne	
 ﾠquello	
 ﾠdel	
 ﾠsoggetto	
 ﾠ3	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠdel	
 ﾠ
soggetto	
 ﾠ9	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠminimo	
 ﾠe	
 ﾠdel	
 ﾠsoggetto	
 ﾠ4	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ
post-ﾭ‐sforzo,	
 ﾠ descrivono	
 ﾠ adeguatamente	
 ﾠ la	
 ﾠ latenza	
 ﾠ di	
 ﾠ picco	
 ﾠ della	
 ﾠ risposta	
 ﾠ
emodinamica.	
 ﾠ
L’attivazione	
 ﾠ cerebrale	
 ﾠ derivata	
 ﾠ dall’ibHRF	
 ﾠ è	
 ﾠ stata	
 ﾠ quantificata	
 ﾠ attraverso	
 ﾠ il	
 ﾠ
conteggio	
 ﾠdei	
 ﾠvoxel	
 ﾠtotali	
 ﾠattivi	
 ﾠ(Tabelle	
 ﾠ5.3).	
 ﾠ
Confrontando	
 ﾠi	
 ﾠrisultati	
 ﾠottenuti	
 ﾠin	
 ﾠtabella	
 ﾠ5.3	
 ﾠcon	
 ﾠquelli	
 ﾠriportati	
 ﾠnella	
 ﾠtabella	
 ﾠ
5.1,	
 ﾠ si	
 ﾠ evidenzia	
 ﾠ un	
 ﾠ aumento	
 ﾠ sostanziale	
 ﾠ del	
 ﾠ numero	
 ﾠ dei	
 ﾠ voxel	
 ﾠ attivi,	
 ﾠ anche	
 ﾠ
cinquanta	
 ﾠvolte	
 ﾠsuperiore,	
 ﾠsoprattutto	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠminimo.	
 ﾠ	
 ﾠ
Poiché	
 ﾠl’analisi	
 ﾠvisiva	
 ﾠdelle	
 ﾠmappe	
 ﾠdi	
 ﾠattivazione	
 ﾠed	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnon	
 ﾠ
sono	
 ﾠ sufficienti	
 ﾠ per	
 ﾠ un	
 ﾠ confronto	
 ﾠ oggettivo	
 ﾠ della	
 ﾠ bontà	
 ﾠ del	
 ﾠ modello	
 ﾠ
emodinamico,	
 ﾠè	
 ﾠstato	
 ﾠcalcolato	
 ﾠl’indice	
 ﾠdi	
 ﾠAkaike	
 ﾠper	
 ﾠi	
 ﾠquattro	
 ﾠmodelli	
 ﾠfinora	
 ﾠ
utilizzati.	
 ﾠ	
 ﾠ 
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VOXEL	
 ﾠTOTALI	
 ﾠATTIVI	
 ﾠ(ibHRF)	
 ﾠ
	
 ﾠ	
 ﾠ MASSIMO	
 ﾠ MINIMO	
 ﾠ MASSIMO	
 ﾠPOST-ﾭSFORZO	
 ﾠ
SOGGETTO	
 ﾠ1	
 ﾠ 2880	
 ﾠ 2139	
 ﾠ 1910	
 ﾠ
SOGGETTO	
 ﾠ2	
 ﾠ 8221	
 ﾠ 241	
 ﾠ 5173	
 ﾠ
SOGGETTO	
 ﾠ3	
 ﾠ 616	
 ﾠ 0	
 ﾠ 3972	
 ﾠ
SOGGETTO	
 ﾠ4	
 ﾠ 15931	
 ﾠ 2528	
 ﾠ 6497	
 ﾠ
SOGGETTO	
 ﾠ5	
 ﾠ 9147	
 ﾠ 1889	
 ﾠ 1401	
 ﾠ
SOGGETTO	
 ﾠ6	
 ﾠ 1341	
 ﾠ 1624	
 ﾠ 1623	
 ﾠ
SOGGETTO	
 ﾠ7	
 ﾠ 2579	
 ﾠ 1239	
 ﾠ 3217	
 ﾠ
SOGGETTO	
 ﾠ8	
 ﾠ 5588	
 ﾠ 3873	
 ﾠ 5373	
 ﾠ
SOGGETTO	
 ﾠ9	
 ﾠ 15794	
 ﾠ 3738	
 ﾠ 11033	
 ﾠ
Tabella	
 ﾠ5.3:	
 ﾠNumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠtotali	
 ﾠdeterminati	
 ﾠutilizzando	
 ﾠl'ibHRF	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠ
movimento	
 ﾠ(massimo,	
 ﾠminimo,	
 ﾠmassimo	
 ﾠpost-ﾭsforzo)	
 ﾠper	
 ﾠogni	
 ﾠsoggetto.	
 ﾠ
	
 ﾠ
5.3	
 ﾠ UTILIZZO	
 ﾠ DELL’INDICE	
 ﾠ DI	
 ﾠ AKAIKE	
 ﾠ PER	
 ﾠ LA	
 ﾠ SCELTA	
 ﾠ
DEL	
 ﾠ MODELLO	
 ﾠ OTTIMO	
 ﾠ DELLA	
 ﾠ RISPOSTA	
 ﾠ
EMODINAMICA	
 ﾠ
	
 ﾠL’indice	
 ﾠdi	
 ﾠAkaike	
 ﾠè	
 ﾠstato	
 ﾠcalcolato	
 ﾠcome	
 ﾠl’AIC	
 ﾠmedio	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠtre	
 ﾠ
movimenti	
 ﾠ in	
 ﾠ tutti	
 ﾠ i	
 ﾠ soggetti	
 ﾠ a	
 ﾠ partire	
 ﾠ dagli	
 ﾠ indici	
 ﾠ ottenuti	
 ﾠ per	
 ﾠ tutti	
 ﾠ i	
 ﾠ voxel	
 ﾠ
d’attivazione	
 ﾠdella	
 ﾠsessione	
 ﾠesaminata	
 ﾠ(vedi	
 ﾠparagrafo	
 ﾠ4.6).	
 ﾠ
Gli	
 ﾠAIC	
 ﾠcalcolati	
 ﾠin	
 ﾠbase	
 ﾠalla	
 ﾠformula	
 ﾠ4.5	
 ﾠsono	
 ﾠprincipalmente	
 ﾠnegativi.	
 ﾠQuesto	
 ﾠè	
 ﾠ
dovuto	
 ﾠalla	
 ﾠfunzione	
 ﾠlogaritmo	
 ﾠche	
 ﾠha	
 ﾠcome	
 ﾠargomento	
 ﾠi	
 ﾠresidui	
 ﾠpesati	
 ﾠ(WRSS).	
 ﾠ
Poiché	
 ﾠalcuni	
 ﾠWRSS	
 ﾠsono	
 ﾠmolto	
 ﾠpiccoli	
 ﾠ(prossimi	
 ﾠallo	
 ﾠzero)	
 ﾠil	
 ﾠloro	
 ﾠlogaritmo	
 ﾠ
tende	
 ﾠa	
 ﾠ-ﾭ‐∞.	
 ﾠQuesti	
 ﾠvalori	
 ﾠcosì	
 ﾠnegativi	
 ﾠinfluiscono	
 ﾠin	
 ﾠmodo	
 ﾠdeterminante	
 ﾠsull’AIC	
 ﾠ
finale.	
 ﾠ	
 ﾠ
In	
 ﾠbase	
 ﾠagli	
 ﾠindici	
 ﾠdi	
 ﾠAkaike	
 ﾠcalcolati	
 ﾠ(Tabelle	
 ﾠ5.4)	
 ﾠsi	
 ﾠvede	
 ﾠche	
 ﾠin	
 ﾠsei	
 ﾠsoggetti	
 ﾠsu	
 ﾠ
nove	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠin	
 ﾠsei	
 ﾠsoggetti	
 ﾠsu	
 ﾠotto	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠminimo	
 ﾠ
ed	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo,	
 ﾠil	
 ﾠmodello	
 ﾠdell’hrf	
 ﾠ
che	
 ﾠpresenta	
 ﾠAIC	
 ﾠminore	
 ﾠè	
 ﾠquello	
 ﾠrelativo	
 ﾠ	
 ﾠall’ibHRF.	
 ﾠQuesto	
 ﾠci	
 ﾠporta	
 ﾠa	
 ﾠscegliere	
 ﾠ
come	
 ﾠ modello	
 ﾠ ottimo	
 ﾠ per	
 ﾠ la	
 ﾠ risposta	
 ﾠ emodinamica	
 ﾠ quello	
 ﾠ relativo	
 ﾠ all’hrf	
 ﾠ
individual-ﾭ‐based.	
 ﾠ L’AIC	
 ﾠ non	
 ﾠ è	
 ﾠ stato	
 ﾠ calcolato	
 ﾠ per	
 ﾠ il	
 ﾠ movimento	
 ﾠ minimo	
 ﾠ del	
 ﾠ
soggetto	
 ﾠ2	
 ﾠin	
 ﾠquanto	
 ﾠnon	
 ﾠera	
 ﾠpossibile	
 ﾠfare	
 ﾠun	
 ﾠconfronto	
 ﾠtra	
 ﾠi	
 ﾠquattro	
 ﾠmodelli	
 ﾠ
poiché	
 ﾠdue	
 ﾠhrf	
 ﾠstandrd	
 ﾠnon	
 ﾠfornivano	
 ﾠattivazione	
 ﾠcerebrale.	
 ﾠ 
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Da	
 ﾠuna	
 ﾠprima	
 ﾠanalisi	
 ﾠvisiva	
 ﾠdelle	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠcerebrale	
 ﾠottenute	
 ﾠcon	
 ﾠ
l’hrf	
 ﾠ ottima	
 ﾠ (Fig.	
 ﾠ 5.8-ﾭ‐5.16)	
 ﾠ è	
 ﾠ evidente	
 ﾠ un	
 ﾠ aumento	
 ﾠ dell’attivazione	
 ﾠ nell’area	
 ﾠ
motoria	
 ﾠrispetto	
 ﾠa	
 ﾠquelle	
 ﾠottenute	
 ﾠutilizzando	
 ﾠl’hrf	
 ﾠpeggiore	
 ﾠ(con	
 ﾠAIC	
 ﾠmaggiore).	
 ﾠ	
 ﾠ
Nelle	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠottime	
 ﾠsi	
 ﾠevidenzia	
 ﾠun	
 ﾠaumento	
 ﾠdelle	
 ﾠaree	
 ﾠcerebrali	
 ﾠ
attivate:	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti,	
 ﾠtranne	
 ﾠnel	
 ﾠsoggetto	
 ﾠ6,	
 ﾠè	
 ﾠindicata	
 ﾠl’attivazione	
 ﾠdell’area	
 ﾠ
supplementare	
 ﾠ motoria.	
 ﾠ E’	
 ﾠ presente	
 ﾠ attivazione	
 ﾠ nell’area	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ
controlaterale	
 ﾠnel	
 ﾠsoggetto	
 ﾠ1	
 ﾠsolo	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠnel	
 ﾠsoggetto	
 ﾠ2	
 ﾠper	
 ﾠ
il	
 ﾠmovimento	
 ﾠmassimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost	
 ﾠsforzo,	
 ﾠnel	
 ﾠsoggetto	
 ﾠ8	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠ
massimo	
 ﾠpost-ﾭ‐sforzo	
 ﾠe	
 ﾠnel	
 ﾠ9	
 ﾠper	
 ﾠtutti	
 ﾠe	
 ﾠtre	
 ﾠi	
 ﾠmovimenti.	
 ﾠNel	
 ﾠsoggetto	
 ﾠ2	
 ﾠl’hrf	
 ﾠ
ottima	
 ﾠfornisce	
 ﾠsolo	
 ﾠ3	
 ﾠvoxel	
 ﾠd’attivazione	
 ﾠnel	
 ﾠcervelletto	
 ﾠmentre	
 ﾠutilizzando	
 ﾠl’hrf	
 ﾠ
peggiore,	
 ﾠ in	
 ﾠ questo	
 ﾠ caso	
 ﾠ l’ibHRF,	
 ﾠ si	
 ﾠ evidenzia	
 ﾠ l’attivazione	
 ﾠ dell’area	
 ﾠ motoria	
 ﾠ
primaria	
 ﾠsinistra.	
 ﾠL’AIC	
 ﾠè	
 ﾠqui	
 ﾠdiscordante	
 ﾠcon	
 ﾠi	
 ﾠrisultati	
 ﾠattesi	
 ﾠper	
 ﾠl’attivazione	
 ﾠ
motoria	
 ﾠ ma	
 ﾠ ciò	
 ﾠ è	
 ﾠ dovuto	
 ﾠ al	
 ﾠ numero	
 ﾠ esiguo	
 ﾠ di	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ per	
 ﾠ il	
 ﾠ movimento	
 ﾠ
minino	
 ﾠ nel	
 ﾠ soggetto	
 ﾠ 2.	
 ﾠ Nel	
 ﾠ soggetto	
 ﾠ 3	
 ﾠ non	
 ﾠ sembrano	
 ﾠ esserci	
 ﾠ differenze	
 ﾠ
qualitative	
 ﾠtra	
 ﾠl’attivazione	
 ﾠcon	
 ﾠl’hrf	
 ﾠottima	
 ﾠe	
 ﾠcon	
 ﾠquella	
 ﾠpeggiore.	
 ﾠ
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Figura	
 ﾠ5.8:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ1	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
 ﾠ
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Figura	
 ﾠ5.9:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ2	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
 ﾠ
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Figura	
 ﾠ5.10:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ3	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.c)	
 ﾠe	
 ﾠcon	
 ﾠ
hrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b)	
 ﾠe	
 ﾠmassimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
 ﾠ
Per	
 ﾠil	
 ﾠmovimento	
 ﾠminimo	
 ﾠnon	
 ﾠè	
 ﾠdisponibile	
 ﾠl’AIC	
 ﾠe	
 ﾠquindi	
 ﾠnon	
 ﾠè	
 ﾠstato	
 ﾠfatto	
 ﾠil	
 ﾠconfronto.	
 ﾠ
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Figura	
 ﾠ5.11:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ4	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
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Figura	
 ﾠ5.12:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ5	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
 ﾠ
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SOGGETTO	
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 ﾠPOST-ﾭ‐SFORZO	
 ﾠ
	
 ﾠ
	
 ﾠ
Figura	
 ﾠ5.13:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ6	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
 ﾠ
SOGGETTO	
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 ﾠ 	
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 ﾠ
Figura	
 ﾠ5.14:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ7	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
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SOGGETTO	
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Figura	
 ﾠ5.15:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ8	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
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Figura	
 ﾠ5.16:	
 ﾠMappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠper	
 ﾠil	
 ﾠsoggetto	
 ﾠ9	
 ﾠcon	
 ﾠhrf	
 ﾠpeggiore	
 ﾠ(in	
 ﾠalto,	
 ﾠ1.a,	
 ﾠ1.b,	
 ﾠ1.c)	
 ﾠe	
 ﾠ
con	
 ﾠhrf	
 ﾠottima	
 ﾠ(in	
 ﾠbasso,	
 ﾠ2.a,	
 ﾠ2.b,	
 ﾠ2.c)	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(1.a	
 ﾠe	
 ﾠ1.b),	
 ﾠminimo	
 ﾠ(1.b	
 ﾠe	
 ﾠ2.b)	
 ﾠe	
 ﾠ
massimo	
 ﾠpost	
 ﾠsforzo(1.c	
 ﾠe	
 ﾠ2.c).	
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5.3.1	
 ﾠCONFRONTO	
 ﾠTRA	
 ﾠMOVIMENTO	
 ﾠMASSIMO,	
 ﾠMINIMO	
 ﾠE	
 ﾠ
MASSIMO	
 ﾠPOST-ﾭ‐SFORZO	
 ﾠ	
 ﾠ
Sono	
 ﾠstati	
 ﾠconfrontati	
 ﾠi	
 ﾠrisultati	
 ﾠottenuti	
 ﾠcon	
 ﾠle	
 ﾠhrf	
 ﾠottime	
 ﾠe	
 ﾠnon	
 ﾠsulla	
 ﾠbase	
 ﾠ
del	
 ﾠtipo	
 ﾠdi	
 ﾠmovimento	
 ﾠsvolto.	
 ﾠUna	
 ﾠprima	
 ﾠvalutazione	
 ﾠè	
 ﾠstata	
 ﾠfatta	
 ﾠsulla	
 ﾠbase	
 ﾠdel	
 ﾠ
numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ nel	
 ﾠ volume	
 ﾠ cerebrale	
 ﾠ calcolati	
 ﾠ a	
 ﾠ partire	
 ﾠ dalle	
 ﾠ mappe	
 ﾠ
d’attivazione	
 ﾠottenute	
 ﾠ(Tabelle	
 ﾠ5.1	
 ﾠe	
 ﾠ5.3).	
 ﾠ	
 ﾠ
Analizzando	
 ﾠi	
 ﾠrisultati	
 ﾠottenuti	
 ﾠcon	
 ﾠl’hrf	
 ﾠnon	
 ﾠottima	
 ﾠsi	
 ﾠnota	
 ﾠin	
 ﾠ8	
 ﾠsoggetti	
 ﾠsu	
 ﾠ9	
 ﾠuna	
 ﾠ
netta	
 ﾠdiminuzione	
 ﾠdel	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnel	
 ﾠmovimento	
 ﾠminimo	
 ﾠrispetto	
 ﾠal	
 ﾠ
movimento	
 ﾠmassimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠInoltre	
 ﾠper	
 ﾠi	
 ﾠsoggetti	
 ﾠ2,	
 ﾠ4,	
 ﾠ5	
 ﾠe	
 ﾠ9	
 ﾠsi	
 ﾠ
evidenzia	
 ﾠuna	
 ﾠdiminuzione	
 ﾠdei	
 ﾠvoxel	
 ﾠattivi	
 ﾠnel	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo	
 ﾠ
rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ mentre	
 ﾠ per	
 ﾠ il	
 ﾠ soggetto	
 ﾠ 6	
 ﾠ si	
 ﾠ hanno	
 ﾠ lo	
 ﾠ stesso	
 ﾠ
numero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnel	
 ﾠmovimento	
 ﾠminimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠ
Utilizzando	
 ﾠ l’hrf	
 ﾠ ottima	
 ﾠ si	
 ﾠ vede	
 ﾠ una	
 ﾠ diminuzione	
 ﾠ dei	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ relativi	
 ﾠ al	
 ﾠ
movimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠnei	
 ﾠsoggetti	
 ﾠ1,	
 ﾠ
2,	
 ﾠ4,	
 ﾠ5,	
 ﾠ8	
 ﾠe	
 ﾠ9.	
 ﾠIl	
 ﾠsoggetto	
 ﾠ6	
 ﾠè	
 ﾠl’unico	
 ﾠper	
 ﾠcui	
 ﾠnon	
 ﾠè	
 ﾠevidenziata	
 ﾠuna	
 ﾠdiminuzione	
 ﾠ
del	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠrelativi	
 ﾠal	
 ﾠmovimento	
 ﾠminimo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠ
massimo	
 ﾠe	
 ﾠpresenta	
 ﾠperò	
 ﾠlo	
 ﾠstesso	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠsia	
 ﾠnel	
 ﾠmovimento	
 ﾠ
massimo	
 ﾠpost-ﾭ‐	
 ﾠsforzo	
 ﾠche	
 ﾠnel	
 ﾠmovimento	
 ﾠminimo.	
 ﾠ
Questa	
 ﾠdiminuzione	
 ﾠdi	
 ﾠattivazione	
 ﾠnelle	
 ﾠmappe	
 ﾠrelative	
 ﾠalla	
 ﾠsessione	
 ﾠpost-ﾭ‐sforzo	
 ﾠ
rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ è	
 ﾠ coerente	
 ﾠ con	
 ﾠ quanto	
 ﾠ riscontrato	
 ﾠ in	
 ﾠ
letteratura.[53][54][55]	
 ﾠ
5.4	
 ﾠANALISI	
 ﾠDELLE	
 ﾠAREE	
 ﾠDI	
 ﾠATTIVAZIONE	
 ﾠ
Per	
 ﾠvalutare	
 ﾠle	
 ﾠaree	
 ﾠspecifiche	
 ﾠdi	
 ﾠattivazione	
 ﾠsi	
 ﾠè	
 ﾠconsiderata	
 ﾠla	
 ﾠsuddivisione	
 ﾠdel	
 ﾠ
volume	
 ﾠcerebrale	
 ﾠriportata	
 ﾠin	
 ﾠFig.	
 ﾠ5.4.	
 ﾠAnalizzando	
 ﾠle	
 ﾠimmagini	
 ﾠriportate	
 ﾠnelle	
 ﾠ
Fig.	
 ﾠ5.1,	
 ﾠ5.2	
 ﾠe	
 ﾠ5.3	
 ﾠfocalizzando	
 ﾠl’attenzione	
 ﾠsulle	
 ﾠaree	
 ﾠd’interesse,	
 ﾠè	
 ﾠpresente	
 ﾠin	
 ﾠ
tutte	
 ﾠ le	
 ﾠ mappe	
 ﾠ attivazione	
 ﾠ dell’area	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ sinistra	
 ﾠ (situata	
 ﾠ nella	
 ﾠ
circonvoluzione	
 ﾠprecentrale	
 ﾠdel	
 ﾠlobo	
 ﾠfrontale	
 ﾠsinistro,	
 ﾠarea	
 ﾠ4	
 ﾠdella	
 ﾠmappa	
 ﾠdi	
 ﾠ
Brodmann)[56],	
 ﾠtranne	
 ﾠin	
 ﾠquelle	
 ﾠrelative	
 ﾠal	
 ﾠmovimento	
 ﾠminino	
 ﾠdel	
 ﾠsoggetto	
 ﾠ2	
 ﾠper	
 ﾠ
cui	
 ﾠnon	
 ﾠc’è	
 ﾠattivazione	
 ﾠe	
 ﾠdel	
 ﾠsoggetto	
 ﾠ3	
 ﾠdove	
 ﾠè	
 ﾠpresente	
 ﾠattivazione	
 ﾠsolo	
 ﾠnel	
 ﾠ
cervelletto.	
 ﾠ L’attivazione	
 ﾠ dell’area	
 ﾠ motrice	
 ﾠ supplementare	
 ﾠ (situata	
 ﾠ nella	
 ﾠ 
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circonvoluzione	
 ﾠfrontale	
 ﾠmediale,	
 ﾠzona	
 ﾠmediale	
 ﾠdell’area	
 ﾠ6	
 ﾠdi	
 ﾠBrodmann)[56]	
 ﾠè	
 ﾠ
rilevata	
 ﾠnei	
 ﾠsoggetti	
 ﾠ1,	
 ﾠ2,	
 ﾠ4,	
 ﾠ5	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠe	
 ﾠnel	
 ﾠsoggetto	
 ﾠ9	
 ﾠper	
 ﾠil	
 ﾠ
movimento	
 ﾠ minimo.	
 ﾠ Sono	
 ﾠ presenti	
 ﾠ aree	
 ﾠ di	
 ﾠ attivazione	
 ﾠ in	
 ﾠ corrispondenza	
 ﾠ del	
 ﾠ
cervelletto	
 ﾠ(situato	
 ﾠdorsalmente	
 ﾠal	
 ﾠponte	
 ﾠe	
 ﾠal	
 ﾠbulbo)[56]	
 ﾠin	
 ﾠtutti	
 ﾠi	
 ﾠsoggetti	
 ﾠtranne	
 ﾠ
nel	
 ﾠ3	
 ﾠe,	
 ﾠsolo	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠnel	
 ﾠ6.	
 ﾠ
	
 ﾠ
Figura	
 ﾠ 5.17:	
 ﾠ Suddivisione	
 ﾠ dell’emisfer	
 ﾠ sinistro	
 ﾠ cerebrale	
 ﾠ in	
 ﾠ aree	
 ﾠ funzionali.	
 ﾠ Le	
 ﾠ zone	
 ﾠ d’interesse	
 ﾠ
sono:	
 ﾠl’area	
 ﾠmotoria	
 ﾠsupplementare	
 ﾠ(viola,	
 ﾠpremotor	
 ﾠcortex),	
 ﾠla	
 ﾠcorteccia	
 ﾠmotoria	
 ﾠprimaria	
 ﾠ(verde,	
 ﾠ
motor	
 ﾠcortex),	
 ﾠcorteccia	
 ﾠsensitiva	
 ﾠ(aracione)	
 ﾠed	
 ﾠil	
 ﾠcervelletto	
 ﾠ(grigio	
 ﾠstriato,	
 ﾠcerebellum).[56]	
 ﾠ
Per	
 ﾠpoter	
 ﾠfare	
 ﾠdelle	
 ﾠvalutazioni	
 ﾠsull’attivazione	
 ﾠcerebrale	
 ﾠrelativa	
 ﾠalle	
 ﾠtre	
 ﾠaree	
 ﾠ
d’interesse	
 ﾠrelative	
 ﾠall’ibHRF,	
 ﾠsono	
 ﾠstati	
 ﾠcreati	
 ﾠi	
 ﾠcluster	
 ﾠcontenenti	
 ﾠi	
 ﾠvoxel	
 ﾠattivi	
 ﾠ
in	
 ﾠ queste	
 ﾠ regioni	
 ﾠ a	
 ﾠ partire	
 ﾠ dalle	
 ﾠ mappe	
 ﾠ d’attivazione	
 ﾠ (vedi	
 ﾠ paragrafo	
 ﾠ 4.5).	
 ﾠ Il	
 ﾠ
numero	
 ﾠdei	
 ﾠvoxel	
 ﾠche	
 ﾠformano	
 ﾠogni	
 ﾠcluster	
 ﾠè	
 ﾠriportato	
 ﾠnella	
 ﾠtabella	
 ﾠ5.5.	
 ﾠ
Per	
 ﾠ quanto	
 ﾠ riguarda	
 ﾠ l’area	
 ﾠ motoria	
 ﾠ primaria,	
 ﾠ in	
 ﾠ 4	
 ﾠ soggetti	
 ﾠ su	
 ﾠ 9	
 ﾠ vi	
 ﾠ è	
 ﾠ una	
 ﾠ
diminuzione	
 ﾠ dell’attivazione	
 ﾠ neuronale	
 ﾠ nel	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ
rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo,	
 ﾠ in	
 ﾠ 6	
 ﾠ soggetti	
 ﾠ su	
 ﾠ 9	
 ﾠ ho	
 ﾠ una	
 ﾠ diminuzione	
 ﾠ
dell’attivazione	
 ﾠneurale	
 ﾠnel	
 ﾠmovimento	
 ﾠminimo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ
e	
 ﾠ nel	
 ﾠ soggetto	
 ﾠ 6	
 ﾠ ho	
 ﾠ la	
 ﾠ stessa	
 ﾠ attivazione	
 ﾠ sia	
 ﾠ nel	
 ﾠ movimento	
 ﾠ minimo	
 ﾠ che	
 ﾠ nel	
 ﾠ
movimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠIn	
 ﾠbase	
 ﾠai	
 ﾠrisultati	
 ﾠottenuti	
 ﾠper	
 ﾠl’area	
 ﾠmotoria	
 ﾠ
supplementare	
 ﾠsi	
 ﾠvede	
 ﾠche:	
 ﾠil	
 ﾠsoggetto	
 ﾠ6	
 ﾠnon	
 ﾠpresenta	
 ﾠattivazione	
 ﾠdi	
 ﾠquest’area	
 ﾠ
per	
 ﾠalcun	
 ﾠmovimento,	
 ﾠin	
 ﾠ4	
 ﾠsoggetti	
 ﾠsu	
 ﾠ9	
 ﾠvi	
 ﾠè	
 ﾠuna	
 ﾠdiminuzione	
 ﾠdell’attivazione	
 ﾠnel	
 ﾠ
movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ ed	
 ﾠ in	
 ﾠ 6	
 ﾠ 
Capitolo 5  Risultati
 
  85 
soggetti	
 ﾠ su	
 ﾠ 9	
 ﾠ vi	
 ﾠ è	
 ﾠ una	
 ﾠ diminuzione	
 ﾠ dell’attivazione	
 ﾠ relativa	
 ﾠ al	
 ﾠ movimento	
 ﾠ
minimo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo.  
Per	
 ﾠquanto	
 ﾠriguarda	
 ﾠil	
 ﾠcervelletto	
 ﾠsi	
 ﾠnota	
 ﾠinvece	
 ﾠun	
 ﾠaumento	
 ﾠdell’attivazione	
 ﾠin	
 ﾠ6	
 ﾠ
soggetti	
 ﾠ su	
 ﾠ 9	
 ﾠ nel	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ
massimo.	
 ﾠ
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A	
 ﾠ partire	
 ﾠ dal	
 ﾠ cluster	
 ﾠ di	
 ﾠ attivazione	
 ﾠ dell’area	
 ﾠ motoria	
 ﾠ primaria	
 ﾠ ottenuto	
 ﾠ
utilizzando	
 ﾠl’hrf	
 ﾠottima	
 ﾠè	
 ﾠstato	
 ﾠvalutato	
 ﾠl’andamento	
 ﾠdel	
 ﾠsegnale	
 ﾠmedio	
 ﾠin	
 ﾠquesta	
 ﾠ
regione	
 ﾠper	
 ﾠi	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠmovimento	
 ﾠin	
 ﾠognuno	
 ﾠdei	
 ﾠsoggetti	
 ﾠ(Fig.	
 ﾠ5.18)	
 ﾠe	
 ﾠla	
 ﾠfitted	
 ﾠ
response	
 ﾠ nel	
 ﾠ voxel	
 ﾠ di	
 ﾠ massima	
 ﾠ attivazione	
 ﾠ (Fig	
 ﾠ 5.19-ﾭ‐21).	
 ﾠ Il	
 ﾠ segnale	
 ﾠ ottenuto	
 ﾠ
segue	
 ﾠmolto	
 ﾠbene	
 ﾠl’andamento	
 ﾠactive-ﾭ‐rest	
 ﾠdel	
 ﾠprotocollo	
 ﾠsperimentale.	
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Da	
 ﾠuna	
 ﾠconsiderazione	
 ﾠvisiva,	
 ﾠle	
 ﾠrisposte	
 ﾠpredette	
 ﾠall’interno	
 ﾠdell’area	
 ﾠmotoria	
 ﾠ
primaria	
 ﾠutilizzando	
 ﾠl’hrf	
 ﾠottima	
 ﾠsi	
 ﾠvede	
 ﾠche	
 ﾠi	
 ﾠresidui	
 ﾠsono	
 ﾠscorrelati	
 ﾠe	
 ﾠnon	
 ﾠsono	
 ﾠ
presenti	
 ﾠzone	
 ﾠdi	
 ﾠaccumulo.	
 ﾠ
5.5	
 ﾠANALISI	
 ﾠDI	
 ﾠGRUPPO	
 ﾠ
Una	
 ﾠ prima	
 ﾠ analisi	
 ﾠ di	
 ﾠ gruppo	
 ﾠ è	
 ﾠ stata	
 ﾠ effettuata	
 ﾠ per	
 ﾠ ognuno	
 ﾠ dei	
 ﾠ tre	
 ﾠ
movimenti	
 ﾠ utilizzando	
 ﾠ il	
 ﾠ random	
 ﾠ effect	
 ﾠ (vedi	
 ﾠ paragrafo	
 ﾠ 4.7)	
 ﾠ inserendo	
 ﾠ le	
 ﾠ
immagini	
 ﾠdi	
 ﾠcontrasto	
 ﾠottenute	
 ﾠcon	
 ﾠl’impiego	
 ﾠdell’hrf	
 ﾠottima	
 ﾠper	
 ﾠogni	
 ﾠsoggetto	
 ﾠ
(Fig.	
 ﾠ 5.23).	
 ﾠ Le	
 ﾠ mappe	
 ﾠ d’attivazione	
 ﾠ sono	
 ﾠ ottenute	
 ﾠ senza	
 ﾠ applicare	
 ﾠ alcuna	
 ﾠ
correzione	
 ﾠ(p<0.001)	
 ﾠin	
 ﾠquanto	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠrate	
 ﾠè	
 ﾠtroppo	
 ﾠrestrittiva	
 ﾠper	
 ﾠ
questa	
 ﾠanalisi.	
 ﾠ
Dall’analisi	
 ﾠvisiva	
 ﾠdelle	
 ﾠmappe	
 ﾠd’attivazione	
 ﾠottenute	
 ﾠdall’analisi	
 ﾠdi	
 ﾠgruppo,	
 ﾠin	
 ﾠ
riferimento	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo,	
 ﾠsi	
 ﾠvede	
 ﾠche	
 ﾠl’attivazione	
 ﾠnell’area	
 ﾠmotoria	
 ﾠ
primaria	
 ﾠe	
 ﾠnel	
 ﾠcervelletto	
 ﾠè	
 ﾠmolto	
 ﾠestesa	
 ﾠe	
 ﾠmarcata	
 ﾠed	
 ﾠè	
 ﾠpresente	
 ﾠattivazione	
 ﾠ
dell’area	
 ﾠ motoria	
 ﾠ supplementare.	
 ﾠ E’	
 ﾠ inoltre	
 ﾠ rilevata	
 ﾠ un’attivazione	
 ﾠ nell’area	
 ﾠ
motoria	
 ﾠcontrolaterale	
 ﾠsinistra.	
 ﾠ	
 ﾠ
Per	
 ﾠ il	
 ﾠ movimento	
 ﾠ minimo	
 ﾠ si	
 ﾠ nota	
 ﾠ una	
 ﾠ riduzione	
 ﾠ dell’attivazione	
 ﾠ nell’area	
 ﾠ
motoria	
 ﾠprimaria	
 ﾠe	
 ﾠnel	
 ﾠcervelletto	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo	
 ﾠmentre	
 ﾠnon	
 ﾠè	
 ﾠ
presente	
 ﾠattivazione	
 ﾠnell’area	
 ﾠmotoria	
 ﾠsupplementare.	
 ﾠ
Relativamente	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ è	
 ﾠ evidente	
 ﾠ una	
 ﾠ netta	
 ﾠ
diminuzione	
 ﾠ dell’attivazione	
 ﾠ cerebrale	
 ﾠ nelle	
 ﾠ tre	
 ﾠ aree	
 ﾠ d’interesse	
 ﾠ rispetto	
 ﾠ al	
 ﾠ
movimento	
 ﾠmassimo.	
 ﾠ
E’	
 ﾠstata	
 ﾠfatta	
 ﾠuna	
 ﾠvalutazione	
 ﾠoggettiva	
 ﾠsulla	
 ﾠbase	
 ﾠdel	
 ﾠnumero	
 ﾠdei	
 ﾠvoxel	
 ﾠattivi	
 ﾠ
nell’intero	
 ﾠvolume	
 ﾠcerebrale	
 ﾠe	
 ﾠnelle	
 ﾠaree	
 ﾠd’interesse	
 ﾠ(Tabella	
 ﾠ5.6).	
 ﾠE’	
 ﾠevidente	
 ﾠ
una	
 ﾠnetta	
 ﾠriduzione	
 ﾠdel	
 ﾠnumero	
 ﾠtotale	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnel	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ
post-ﾭ‐sforzo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo.	
 ﾠSi	
 ﾠnota	
 ﾠinoltre	
 ﾠuna	
 ﾠnetta	
 ﾠriduzione	
 ﾠ
del	
 ﾠ numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ sia	
 ﾠ nel	
 ﾠ cluster	
 ﾠ motorio	
 ﾠ che	
 ﾠ nel	
 ﾠ cervelletto,	
 ﾠ nel	
 ﾠ
movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo	
 ﾠ rispetto	
 ﾠ al	
 ﾠ movimento	
 ﾠ massimo.	
 ﾠ Inoltre	
 ﾠ il	
 ﾠ
numero	
 ﾠ di	
 ﾠ voxel	
 ﾠ attivi	
 ﾠ nel	
 ﾠ cluster	
 ﾠ motorio	
 ﾠ per	
 ﾠ il	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐
sforzo	
 ﾠè	
 ﾠmolto	
 ﾠsimile	
 ﾠa	
 ﾠquello	
 ﾠrelativo	
 ﾠal	
 ﾠmovimento	
 ﾠminimo.	
 ﾠ
	
 ﾠ 
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 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ 	
 ﾠ
	
 ﾠ
	
 ﾠ
Figura	
 ﾠ5.23:	
 ﾠMappa	
 ﾠd'attivazione	
 ﾠottenuta	
 ﾠdall'analisi	
 ﾠdi	
 ﾠgruppo	
 ﾠper	
 ﾠil	
 ﾠmovimento	
 ﾠmassimo	
 ﾠ(a),	
 ﾠ
minimo	
 ﾠ(b)	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭsforzo	
 ﾠ(c)	
 ﾠsovrapposte	
 ﾠall’immagine	
 ﾠanatomica	
 ﾠdel	
 ﾠsoggetto	
 ﾠ1	
 ﾠ(b)	
 ﾠper	
 ﾠ
ottenere	
 ﾠuna	
 ﾠmiglior	
 ﾠlocalizzazione	
 ﾠspaziale	
 ﾠcerebrale.	
 ﾠ
	
 ﾠ
  MASSIMO  MINIMO  MASSIMO 
POST-SFORZO 
Volume 
cerebrale 
3005  689  560 
Area motoria 
primaria 
1607  242  258 
Area motoria 
supplementare 
822  447  46 
Cervelletto  151  0  19 
Tabella	
 ﾠ5.6:	
 ﾠAnalisi	
 ﾠdi	
 ﾠgruppo.	
 ﾠNumero	
 ﾠdi	
 ﾠvoxel	
 ﾠattivi	
 ﾠnell’intero	
 ﾠvolume	
 ﾠcerebrale	
 ﾠe	
 ﾠnelle	
 ﾠtre	
 ﾠaree	
 ﾠ
d’interesse	
 ﾠper	
 ﾠognuno	
 ﾠdei	
 ﾠtre	
 ﾠtipi	
 ﾠdi	
 ﾠmovimento	
 ﾠ(massimo,	
 ﾠminimo,	
 ﾠmassimo	
 ﾠpost-ﾭsforzo).	
 ﾠ	
 ﾠ
Infine	
 ﾠ è	
 ﾠ stata	
 ﾠ svolta	
 ﾠ un’analisi	
 ﾠ di	
 ﾠ gruppo	
 ﾠ per	
 ﾠ evidenziare	
 ﾠ le	
 ﾠ differenze	
 ﾠ tra	
 ﾠ
movimento	
 ﾠmassimo	
 ﾠe	
 ﾠmassimo	
 ﾠpost-ﾭ‐sforzo.	
 ﾠLa	
 ﾠmappa	
 ﾠd’attivazione	
 ﾠottenuta	
 ﾠ
utilizzando	
 ﾠla	
 ﾠcorrezione	
 ﾠFWE	
 ﾠrate	
 ﾠ(p<0.05)	
 ﾠnon	
 ﾠpresenta	
 ﾠvoxel	
 ﾠd’attivazione.	
 ﾠ
   L                 
R 
b) 
L 
 
 
R 
   L                 
R 
a) 
L 
 
 
R 
c) 
   L                 
R 
L 
 
 
R  
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CAPITOLO	
 ﾠ6	
 ﾠ
CONCLUSIONI	
 ﾠ
 
La	
 ﾠ risonanza	
 ﾠ magnetica	
 ﾠ funzionale	
 ﾠ è	
 ﾠ una	
 ﾠ tecnica	
 ﾠ non	
 ﾠ invasiva	
 ﾠ che	
 ﾠ ha	
 ﾠ ampia	
 ﾠ
applicazione	
 ﾠsia	
 ﾠnella	
 ﾠvalutazione	
 ﾠdi	
 ﾠanomalie	
 ﾠfunzionali	
 ﾠcerebrali	
 ﾠin	
 ﾠpersone	
 ﾠ
affette	
 ﾠda	
 ﾠneuropatologie	
 ﾠsia	
 ﾠnello	
 ﾠstudio	
 ﾠdei	
 ﾠmeccanismi	
 ﾠneuronali	
 ﾠalla	
 ﾠbase	
 ﾠdel	
 ﾠ
funzionamento	
 ﾠdel	
 ﾠsistema	
 ﾠnervoso	
 ﾠcentrale	
 ﾠin	
 ﾠsoggetti	
 ﾠsani.	
 ﾠEssendo	
 ﾠil	
 ﾠsegnale	
 ﾠ
fMRI	
 ﾠstrettamente	
 ﾠlegato	
 ﾠ	
 ﾠalle	
 ﾠvariazioni	
 ﾠdell’emodinamica	
 ﾠcerebrale,	
 ﾠi	
 ﾠrisultati	
 ﾠ
ottenuti,	
 ﾠossia	
 ﾠle	
 ﾠattivazioni	
 ﾠfunzionali,	
 ﾠdipendono	
 ﾠfortemente	
 ﾠdal	
 ﾠmodello	
 ﾠdella	
 ﾠ
risposta	
 ﾠemodinamica	
 ﾠutilizzato	
 ﾠper	
 ﾠl’elaborazione.	
 ﾠ
	
 ﾠ
Lo scopo della presente ricerca era quello di individuare le differenze di attivazione 
neuronale corticale in soggetti sani in base alla hrf utilizzata, standard o individual-
based, ed al tipo di task motorio svolto, prensione eseguita con la mano destra con 
flessione delle dita massima, minima e massima dopo affaticamento.  
E’  risaputo  che  la  canonical  hrf  fornisce  una  descrizione  sufficientemente  buona 
della  reale  risposta  emodinamica  per  la  maggior  parte  dei  soggetti  nelle  regioni 
cerebrali corticali e subcorticali. Attraverso l’utilizzo della canonical hrf si ottengono 
informazioni  solo  sulla  localizzazione  dell’attivazione  cerebrale  più  intensa.  Per 
ottenere una mappa di attivazione più completa e informazioni sulla varianza delle 
caratteristiche  principali  della  risposta  emodinamica  (onset,  undershoot,  FWHM, 
etc.) è necessario implementare il modello attraverso l’introduzione delle componenti 
derivative  temporale  e  dispersiva.
[57][58]  I  risultati  ottenuti  dal  nostro  studio 
evidenziano un aumento dell’attivazione neuronale all’aumentare delle componenti 
derivative considerate in aggiunta al modello della canonical hrf  in termini sia di 
estensione che di voxel attivi.  
Molti  studi  riportati  in  letteratura  hanno  dimostrato  che  la  risposta  emodinamica 
varia a seconda delle aree cerebrali (Schacter et al. 1997, Logothetis & Wandell 
2004,)
[22][59]  e  da  soggetto  a  soggetto  (Aguirre  et  al.  1998,  Neumann  et  al. 
2003).
[23][60]  Per questo motivo si è deciso di costruire una hrf individual-based per  
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ogni soggetto e ciascun compito motorio, ibHRF, e confrontare le quattro risposte 
emodinamiche prese in esame in termini di modello e mappe d’attivazione. 
L’ibHRF utilizzata per questo studio (Storti et al. 2009) permette di utilizzare un 
modello che è più complesso rispetto alla canonical hrf, presentando maggiori gradi 
di libertà, ed allo stesso tempo parsimonioso, in quanto definito a partire dalla stima 
di  soli  6  parametri.  I  risultati  ottenuti  con  l’ibHRF  evidenziano  una  maggior 
attivazione corticale sia nell’area motoria primaria che in altre aree cerebrali: area 
supplementare motoria, area motoria primaria contro-laterale e cervelletto. 
Le aree d’attivazione individuate in questo studio sono in concordanza con dati della 
letteratura che descrivono il comportamento cerebrale in risposta a movimenti di 
flessione delle dita della mano (prensione). In base all’homunculus motorius (Fig. 
6.1)  si  può  notare  la  corrispondenza  tra  l’attivazione  presente  nell’area  motoria 
primaria nelle mappe cerebrali ottenute e la collocazione dell’area relativa alla mano 
nella M1. 
 
Figura	
 ﾠ6.	
 ﾠ1:	
 ﾠSomatotopia	
 ﾠdell'area	
 ﾠmotoria	
 ﾠprimaria.[56]	
 ﾠ
Il	
 ﾠcervelletto	
 ﾠinvece	
 ﾠsvolge	
 ﾠun	
 ﾠruolo	
 ﾠimportante	
 ﾠnella	
 ﾠregolazione	
 ﾠdelle	
 ﾠfunzioni	
 ﾠ
motorie	
 ﾠsoprattutto	
 ﾠnella	
 ﾠcoordinazione	
 ﾠdei	
 ﾠcompiti	
 ﾠmotori.	
 ﾠEsso	
 ﾠinfatti	
 ﾠsvolge	
 ﾠ
una	
 ﾠfunzione	
 ﾠmediatrice	
 ﾠtra	
 ﾠi	
 ﾠsegnali	
 ﾠprovenienti	
 ﾠdal	
 ﾠsistema	
 ﾠnervoso	
 ﾠperiferico	
 ﾠ
e	
 ﾠquelli	
 ﾠprovenienti	
 ﾠdalle	
 ﾠstrutture	
 ﾠ	
 ﾠcerebrali	
 ﾠ	
 ﾠ(corteccia	
 ﾠmotoria	
 ﾠe	
 ﾠpre-ﾭ‐motoria)	
 ﾠ
andando	
 ﾠa	
 ﾠcorreggere	
 ﾠil	
 ﾠmovimento	
 ﾠdurante	
 ﾠl’esecuzione.	
 ﾠ
La	
 ﾠ scelta	
 ﾠ del	
 ﾠ modello	
 ﾠ ottimo	
 ﾠ tra	
 ﾠ i	
 ﾠ quattro	
 ﾠ utilizzati	
 ﾠ in	
 ﾠ questo	
 ﾠ studio	
 ﾠ è	
 ﾠ stata	
 ﾠ
eseguita	
 ﾠ attraverso	
 ﾠ l’indice	
 ﾠ di	
 ﾠ Akaike	
 ﾠ andando	
 ﾠ a	
 ﾠ quantificare	
 ﾠ la	
 ﾠ bontà	
 ﾠ del	
 ﾠ
modello.	
 ﾠIn	
 ﾠbase	
 ﾠall’AIC	
 ﾠil	
 ﾠmodello	
 ﾠottimo	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠcerebrale	
 ﾠ
è	
 ﾠ risultato	
 ﾠ essere	
 ﾠ l’ibHRF	
 ﾠ in	
 ﾠ 7	
 ﾠ soggetti	
 ﾠ su	
 ﾠ nove	
 ﾠ per	
 ﾠ i	
 ﾠ movimenti	
 ﾠ massimo	
 ﾠ e	
 ﾠ
minimo	
 ﾠ e	
 ﾠ in	
 ﾠ tutti	
 ﾠ i	
 ﾠ soggetti	
 ﾠ per	
 ﾠ il	
 ﾠ movimento	
 ﾠ massimo	
 ﾠ post-ﾭ‐sforzo.	
 ﾠ Questo	
 ﾠ 
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risultato	
 ﾠ è	
 ﾠ in	
 ﾠ accordo	
 ﾠ con	
 ﾠ la	
 ﾠ stessa	
 ﾠ definizione	
 ﾠ di	
 ﾠ ibHRF:	
 ﾠ essa	
 ﾠ infatti	
 ﾠ mira	
 ﾠ a	
 ﾠ
descrivere	
 ﾠ in	
 ﾠ modo	
 ﾠ ottimale	
 ﾠ la	
 ﾠ variabilità	
 ﾠ intra-ﾭ‐soggetto	
 ﾠ della	
 ﾠ risposta	
 ﾠ
emodinamica	
 ﾠrispetto	
 ﾠad	
 ﾠuna	
 ﾠhrf	
 ﾠstandard.	
 ﾠ
Il	
 ﾠriconoscimento	
 ﾠdell’ibHRF	
 ﾠcome	
 ﾠmodello	
 ﾠottimo	
 ﾠin	
 ﾠquesto	
 ﾠstudio	
 ﾠha	
 ﾠpermesso	
 ﾠ
di	
 ﾠfornire	
 ﾠun	
 ﾠulteriore	
 ﾠdominio	
 ﾠdi	
 ﾠvalidità	
 ﾠ(gesto	
 ﾠmotorio)	
 ﾠper	
 ﾠl’applicazione	
 ﾠdel	
 ﾠ
modello	
 ﾠibHRF	
 ﾠgià	
 ﾠimpiegato	
 ﾠin	
 ﾠprecedenza	
 ﾠnello	
 ﾠstudio	
 ﾠdi	
 ﾠpazienti	
 ﾠaffetti	
 ﾠda	
 ﾠ
stroke	
 ﾠ(Storti	
 ﾠet	
 ﾠal.	
 ﾠ2009).	
 ﾠ
Oltre	
 ﾠ alle	
 ﾠ variazioni	
 ﾠ dell’attivazione	
 ﾠ neuronale	
 ﾠ in	
 ﾠ base	
 ﾠ alla	
 ﾠ risposta	
 ﾠ
emodinamica,	
 ﾠsono	
 ﾠstate	
 ﾠvalutate	
 ﾠle	
 ﾠvariazioni	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠgesto	
 ﾠmotorio	
 ﾠpreso	
 ﾠin	
 ﾠ
esame.	
 ﾠ In	
 ﾠ letteratura	
 ﾠ è	
 ﾠ riportato	
 ﾠ che,	
 ﾠ in	
 ﾠ studi	
 ﾠ fMRI	
 ﾠ relativi	
 ﾠ all’attivazione	
 ﾠ
corticale,	
 ﾠ in	
 ﾠ soggetti	
 ﾠ sani	
 ﾠ a	
 ﾠ seguito	
 ﾠ di	
 ﾠ un	
 ﾠ task	
 ﾠ motorio	
 ﾠ della	
 ﾠ mano	
 ﾠ dopo	
 ﾠ un	
 ﾠ
esercizio	
 ﾠa	
 ﾠfatica,	
 ﾠè	
 ﾠpresente	
 ﾠuna	
 ﾠriduzione	
 ﾠsignificativa	
 ﾠdel	
 ﾠnumero	
 ﾠdi	
 ﾠvoxel	
 ﾠ
attivi	
 ﾠnell’intero	
 ﾠvolume	
 ﾠcerebrale,	
 ﾠin	
 ﾠparticolare	
 ﾠnell’area	
 ﾠmotoria	
 ﾠprimaria	
 ﾠe	
 ﾠ
supplementare.[53][54][55][61][62]	
 ﾠ
I	
 ﾠ risultati	
 ﾠ individuali	
 ﾠ descrivono	
 ﾠ la	
 ﾠ diminuzione	
 ﾠ dell’attivazione	
 ﾠ cerebrale	
 ﾠ
globale	
 ﾠmentre	
 ﾠnon	
 ﾠevidenziano	
 ﾠin	
 ﾠmodo	
 ﾠnetto	
 ﾠla	
 ﾠdiminuzione	
 ﾠdell’attivazione	
 ﾠ
neuronale	
 ﾠnell’area	
 ﾠmotoria	
 ﾠin	
 ﾠcorrispondenza	
 ﾠdel	
 ﾠmovimento	
 ﾠmassimo	
 ﾠpost-ﾭ‐
sforzo	
 ﾠrispetto	
 ﾠal	
 ﾠmovimento	
 ﾠmassimo.	
 ﾠL’analisi	
 ﾠdi	
 ﾠgruppo	
 ﾠconferma	
 ﾠinvece	
 ﾠi	
 ﾠ
dati	
 ﾠ riportati	
 ﾠ in	
 ﾠ letteratura	
 ﾠ evidenziando	
 ﾠ una	
 ﾠ diminuzione	
 ﾠ consistente,	
 ﾠ
dell’ordine	
 ﾠanche	
 ﾠdi	
 ﾠcentinaia	
 ﾠdi	
 ﾠvoxel,	
 ﾠdell’attivazione	
 ﾠneuronale	
 ﾠsia	
 ﾠnell’intero	
 ﾠ
volume	
 ﾠcerebrale	
 ﾠsia	
 ﾠnelle	
 ﾠtre	
 ﾠaree	
 ﾠd’interesse	
 ﾠanalizzate.	
 ﾠ
La	
 ﾠdiminuzione	
 ﾠdell’attivazione	
 ﾠcerebrale	
 ﾠa	
 ﾠseguito	
 ﾠdell’esercizio	
 ﾠa	
 ﾠfatica	
 ﾠdella	
 ﾠ
mano	
 ﾠè	
 ﾠstata	
 ﾠinterpretata	
 ﾠin	
 ﾠquesto	
 ﾠstudio	
 ﾠcome	
 ﾠuna	
 ﾠconseguenza	
 ﾠquantitativa	
 ﾠ
dell’insorgenza	
 ﾠ della	
 ﾠ fatica	
 ﾠ centrale	
 ﾠ anche	
 ﾠ nei	
 ﾠ soggetti	
 ﾠ sani,	
 ﾠ e	
 ﾠ non	
 ﾠ solo	
 ﾠ
neuropatologici.	
 ﾠ La	
 ﾠ diminuzione	
 ﾠ dell’attivazione	
 ﾠ è	
 ﾠ quindi	
 ﾠ dovuta	
 ﾠ all’effetto	
 ﾠ
inibitorio	
 ﾠche	
 ﾠsi	
 ﾠverifica	
 ﾠa	
 ﾠcausa	
 ﾠdi	
 ﾠmeccanismi	
 ﾠche	
 ﾠagiscono	
 ﾠa	
 ﾠlivello	
 ﾠglobale	
 ﾠ
sull’insieme	
 ﾠdelle	
 ﾠfunzioni	
 ﾠnervose	
 ﾠdel	
 ﾠSNC.	
 ﾠ	
 ﾠ
Questo	
 ﾠstudio	
 ﾠsi	
 ﾠpresenta	
 ﾠcome	
 ﾠun	
 ﾠprimo	
 ﾠapproccio	
 ﾠalla	
 ﾠvalutazione	
 ﾠdella	
 ﾠfatica	
 ﾠ
centrale	
 ﾠin	
 ﾠsoggetti	
 ﾠsani	
 ﾠattraverso	
 ﾠuno	
 ﾠstudio	
 ﾠfMRI	
 ﾠcon	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠuna	
 ﾠrisposta	
 ﾠ
emodinamica	
 ﾠ cerebrale	
 ﾠ individual-ﾭ‐bsed.	
 ﾠ I	
 ﾠ risultati	
 ﾠ ottenuti	
 ﾠ possono	
 ﾠ essere	
 ﾠ
considerati	
 ﾠcome	
 ﾠriferimento	
 ﾠper	
 ﾠstudi	
 ﾠrelativi	
 ﾠalla	
 ﾠfatica	
 ﾠcentrale	
 ﾠsu	
 ﾠsoggetti	
 ﾠ
neuropatologici	
 ﾠ che	
 ﾠ non	
 ﾠ presentano	
 ﾠ alterazioni	
 ﾠ sostanziali	
 ﾠ del	
 ﾠ controllo	
 ﾠ
motorio	
 ﾠ della	
 ﾠ mano.	
 ﾠ Inoltre	
 ﾠ suggerisce	
 ﾠ una	
 ﾠ nuova	
 ﾠ possibile	
 ﾠ interpretazione	
 ﾠ 
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sull’insorgenza	
 ﾠdella	
 ﾠfatica	
 ﾠin	
 ﾠpazienti	
 ﾠaffetti	
 ﾠda	
 ﾠneuropatologie	
 ﾠche	
 ﾠpotrebbe	
 ﾠ
essere	
 ﾠ dovuta	
 ﾠ non	
 ﾠ ad	
 ﾠ un	
 ﾠ affaticamento	
 ﾠ a	
 ﾠ livello	
 ﾠ neuro-ﾭ‐muscolare	
 ﾠ ma	
 ﾠ ad	
 ﾠ
un’azione	
 ﾠpreventiva	
 ﾠmessa	
 ﾠin	
 ﾠatto	
 ﾠdal	
 ﾠsistema	
 ﾠnervoso	
 ﾠcentrale.	
 ﾠ
In	
 ﾠ futuro	
 ﾠ sarebbe	
 ﾠ utile	
 ﾠ applicare	
 ﾠ il	
 ﾠ modello	
 ﾠ ibHRF	
 ﾠ ad	
 ﾠ altri	
 ﾠ studi	
 ﾠ per	
 ﾠ fornire	
 ﾠ
ulteriori	
 ﾠ domini	
 ﾠ di	
 ﾠ validità	
 ﾠ al	
 ﾠ modello	
 ﾠ implementato,	
 ﾠ andando	
 ﾠ a	
 ﾠ studiare	
 ﾠ la	
 ﾠ
variabilità	
 ﾠdella	
 ﾠrisposta	
 ﾠemodinamica	
 ﾠnelle	
 ﾠdiverse	
 ﾠregioni	
 ﾠcerebrali.	
 ﾠ
	
 ﾠ 
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“…	
 ﾠquando	
 ﾠdavanti	
 ﾠa	
 ﾠte	
 ﾠsi	
 ﾠapriranno	
 ﾠtante	
 ﾠstrade	
 ﾠe	
 ﾠnon	
 ﾠsaprai	
 ﾠquale	
 ﾠprendere,	
 ﾠ
non	
 ﾠimboccarne	
 ﾠuna	
 ﾠa	
 ﾠcaso,	
 ﾠma	
 ﾠsiediti	
 ﾠe	
 ﾠaspetta.	
 ﾠ
Respira…	
 ﾠAspetta	
 ﾠe	
 ﾠaspetta	
 ﾠancora.	
 ﾠ
Stai	
 ﾠferma,	
 ﾠin	
 ﾠsilenzio,	
 ﾠe	
 ﾠascolta	
 ﾠil	
 ﾠtuo	
 ﾠcuore.	
 ﾠ
Quando	
 ﾠpoi	
 ﾠti	
 ﾠparla,	
 ﾠalzati	
 ﾠe	
 ﾠvai	
 ﾠdove	
 ﾠlui	
 ﾠti	
 ﾠporta.”	
 ﾠ 
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