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´EQUATIONS AUX q-DIFFE´RENCES ET FIBRE´S VECTORIELS
HOLOMORPHES SUR LA COURBE ELLIPTIQUE C∗/qZ
Jacques Sauloy ∗
Re´sume´
Nous pre´sentons diverses applications des fibre´s vectoriels aux e´quations aux q-diffe´rences,
dans la ligne´e de la correspondance de Weil.
Abstract
We present some applications of vector bundles to q-difference equations, in continuation of
Weil’s correspondance.
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1 Introduction
Divers fils mathe´matiques et historiques relient les e´quations aux q-diffe´rences aux fibre´s vecto-
riels holomorphes sur une courbe elliptique 1. Ces dernie`res anne´es, ces derniers sont apparus a`
plusieurs reprises comme un cadre naturel pour des proble`mes de classification et de the´orie de
Galois (proble`me de Riemann-Hilbert). Il est peut-eˆtre temps de survoler et de mettre en ordre des
re´sultats e´pars, dont certains ont e´te´ e´nonce´s dans diverses confe´rences (Groningen, Confe´rence
Ramis, Lisbonne, Luminy, Kyoto, Tordesillas) mais n’ont jamais e´te´ publie´s. Ces re´sultats ont e´te´
tre`s largement motive´s par les travaux de Ramis, Zhang et l’auteur et l’une des raisons de non pub-
lication est le blocage sur une question difficile, celle du “proble`me global” (section 4). Cependant
les perce´es des dernie`res anne´es sur le proble`me local ([26], [24] et [25]) nous encouragent.
L’article comprend peu de re´sultats extraordinaires mais permet un e´clairage nouveau de la
the´orie. Il permet en particulier de proposer une e´nigme (apparition de la dualite´ de Serre) et
un proble`me ouvert (le proble`me global mentionne´ ci-dessus). Nous n’e´voquons pas deux autres
pistes, celle de la confluence ([37], [33]) et celle des de´formations isomonodromiques ([36]).
Nous nous occupons principalement d’e´quations aux q-diffe´rences et ne sommes venus aux
fibre´s vectoriels que par ne´cessite´: nous ne pre´tendons a` aucune expertise dans ce domaine, et
espe´rons au contraire que les spe´cialistes nous apporteront leurs lumie`res.
Ce fut un plaisir tout particulier de parler de tout cela a` la confe´rence en l’honneur de Jose-Manuel
Aroca, Gran Jefe Capitan Pirata, en pre´sence de tant d’amis de Valladolid et d’ailleurs. `A Valladolid et a`
Tordesillas, on rit beaucoup avant, pendant et apre`s les expose´s (parfois, a` la place) parce que le plaisir de
1Dans tout le texte, nous dirons “fibre´” pour “fibre´ vectoriel holomorphe” (sur une surface de Riemann).
2
faire des mathe´matiques s’y exprime plus librement qu’ailleurs. Merci pour tout cela a` Jose-Manuel, l’aˆme
du groupe.
J’avais pre´face´ mon expose´ (en anglais) a` Tordesillas de la de´dicace suivante:
With a special thought for Jean Giraud,
who, a long time ago, guided my first steps
into the wild world of singularities ...
Jean Giraud, qui n’avait pu assister a` la confe´rence, nous a quitte´s le 27 mars 2007. Je partage ici ma
tristesse avec nos amis espagnols.
1.1 Apparition des fibre´s dans la the´orie des e´quations fonctionnelles
Le the´ore`me cle´ dans la re´solution par Birkhoff du proble`me de Riemann-Hilbert ([3]) est un
the´ore`me de factorisation de matrice holomorphe. Dans [30], [31], Ro¨hrl a interpre´te´ ce the´ore`me
en termes de trivialite´ de fibre´ vectoriel (voir aussi [10]). Dans [23], van der Put et Singer don-
nent de cette factorisation une preuve moderne, qui s’appuie directement sur la cohomologie des
fibre´s vectoriels sur une surface de Riemann, et l’appliquent (dans la droite ligne de [3]) aux
e´quations aux diffe´rences et aux q-diffe´rences. Auparavant, Praagman, un e´le`ve de van der Put,
avait invoque´ la trivialite´ me´romorphe des fibre´s pour de´montrer l’existence d’un syste`me fonda-
mental de solutions me´romorphes sur C∗ pour les e´quations aux diffe´rences et aux q-diffe´rences
([20]). Cependant, dans tous ces cas, les fibre´s n’interviennent qu’a` travers leurs proprie´te´s coho-
mologiques, et non en tant qu’objets ge´ome´triques.
Dans [2], Baranovsky et Ginzburg e´tudient la classification formelle des e´quations aux q-
diffe´rences fuchsiennes (dans une autre terminologie, lie´e aux groupes de lacets). Ils caracte´risent
chaque classe formelle a` l’aide d’un objet analytique, un fibre´ vectoriel sur la courbe elliptique
Eq = C∗/qZ. Sur une suggestion de Kontsevitch, ils en de´duisent le groupe de Galois local.
Inde´pendamment, l’auteur a obtenu dans [33] la classification (formelle ou analytique, ce qui re-
vient au meˆme dans ce cas) des e´quations aux q-diffe´rences fuchsiennes par des fibre´s plats, d’ou`
se de´duit la description comple`te du groupe de Galois local et celle moins de´taille´e du groupe de
Galois global (cas abe´lien re´gulier).
Nous allons, dans cette introduction, suivre le chemin inverse et montrer comment la descrip-
tion des fibre´s sur une courbe (resp. une courbe elliptique) se traduit naturellement en termes
d’e´quations fonctionnelles (resp. d’e´quations aux q-diffe´rences).
1.1.1 La correspondance de Weil
Dans [41], Weil propose, sous le nom de G-diviseurs, une ge´ne´ralisation non-abe´lienne de la
notion de diviseur sur une surface de Riemann. Ces G-diviseurs ne sont autres que des fibre´s
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vectoriels avant la lettre. Selon la pre´sentation “moderne” de [14] (et sous une forme simplifie´e),
cela donne ce qui suit.
Fibre´s e´quivariants. Soit E une surface de Riemann, et soit ˜E son reveˆtement universel, qui est
donc e´galement une surface de Riemann. Nous noterons pi : ˜E → E la projection canonique.
Soit F un fibre´ (vectoriel holomorphe) sur E . En relevant F a` ˜E par pi, on obtient un fibre´
˜F = pi∗F , qui est trivial puisque ˜E est simplement connexe. On e´crit donc ˜F = ˜E ×V , ou` V
est un C-espace vectoriel de dimension finie. Provenant de E , ce fibre´ trivial est muni d’une
action e´quivariante du groupe G = Aut( ˜E/E) = pi1(E) (nous ne pre´cisons pas le point-base
pour le groupe fondamental pi1, qui n’apparaitra qu’en tant que groupe des automorphismes du
reveˆtement). Le mot “action e´quivariante” signifie ici “action sur ˜E×V qui commute avec l’action
sur ˜E” (on dit aussi que ˜F est un fibre´ e´quivariant). Une telle action est comple`tement de´crite par
l’action naturelle (γ,x) 7→ γ.x de G sur ˜E et par la donne´e d’une application holomorphe (en la
seconde variable):
A : G× ˜E −→ GL(V ).
Tout γ ∈G ope`re alors sur ˜F = ˜E×V par l’application:
(x,X) 7→ (γ.x,A(γ,x)X) .
Pour que ce soit bien une ope´ration de groupe, il faut, et il suffit, que soit re´alise´e une condition
de cocycle:
∀γ,γ′ ∈G , ∀x ∈ ˜E , A(γ′γ,x) = A(γ′,γ.x)A(γ,x).
On peut e´galement exprimer, par une condition de cobord, la trivialite´ du fibre´ F de de´part ou,
plus ge´ne´ralement, a` quelle condition deux cocycles repre´sentent des fibre´s isomorphes.
Un morphisme F → F ′ de fibre´s sur E se rele`ve en un morphisme ˜F = ˜E×V → ˜F ′ = ˜E×V ′
de fibre´s sur ˜E compatible avec la structure ci-dessus: si ˜F et ˜F ′ sont respectivement de´crits par
les cocycles A et A′, le morphisme ˜F → ˜F ′ est de la forme (x,X) 7→ (x,F(x)X), ou` F est une
application holomorphe de ˜E dans Ł(V,V ′), qui satisfait a` la condition suivante:
∀γ ∈ G , ∀x ∈ ˜E , F(γ.x)A(γ,x) = A′(γ,x)F(x).
Description ge´ome´trique. Supposons re´ciproquement donne´ le cocycle holomorphe (en la sec-
onde variable) A : pi1(E)× ˜E → GL(V ). On lui associe la relation d’e´quivalence ∼A sur le fibre´
trivial ˜F = ˜E ×V engendre´e par les relations: (x,X) ∼A (γ.x,A(γ,x)X): la relation ∼A provient
donc d’une action e´quivariante de pi1(E) sur ˜E . En un sens e´vident, cette relation est compatible
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avec la relation∼ sur ˜E induite par l’action de pi1(E). Le fibre´ sur E associe´, que nous noterons ˜FA,
s’obtient par passage au quotient de la projection ˜F = ˜E×V → ˜E par ces relations d’e´quivalence:
FA =
˜E×V
∼A −→ E =
˜E
∼·
On peut alors de´crire le faisceau des sections de FA. Soit V un ouvert de E . Alors l’espace des
sections de FA sur V est:
Γ(V,FA) = {X : pi−1(V )→V holomorphes | ∀x ∈ pi−1(V ) , ∀γ ∈ pi1(E) , X(γ.x) = A(γ,x)X(x)}.
Exemple. Prenons E =C∗. Alors ˜E =C sur lequel pi1(E)=Z agit par translations, et la projection
canonique pi : ˜E → E est ici x 7→ e2ipix. La condition de cocycle entraine que A est entie`rement
de´termine´e par la matrice A(1,x). Notons (abusivement) A(x) = A(1,x). De meˆme, la condition
qui de´finit les sections peut se tester simplement en prenant γ = 1:
Γ(V,FA) = {X : pi−1(V )→V holomorphes | ∀x ∈ pi−1(V ) , X(x+1) = A(x)X(x)}.
On voit bien la parente´ avec les e´quations fonctionnelles.
Si l’on note 1 = F1 (“objet unite´”) le fibre´ en droites trivial sur E , associe´ au cocycle trivial
(γ,x) 7→ 1 ∈ GL(C), le lecteur pourra ve´rifier que les morphismes de 1 dans un fibre´ FA quel-
conque s’identifient aux sections globales de FA.
Fibre´s plats et repre´sentations de pi1(E). Un cas important est celui ou`, a` isomorphisme pre`s,
on peut supposer A(γ,x) inde´pendant de x ∈ ˜E: on l’e´crit donc A(γ), et la condition de cocycle
dit alors que γ 7→ A(γ) est une repre´sentation de pi1(E) dans GL(V ). Un tel fibre´ est appele´ plat
([16]). Les fibre´s plats admettent une caracte´risation topologique: les classes de Chern sur leurs
facteurs inde´composables sont nulles; et une caracte´risation diffe´rentielle: on peut les munir d’une
connexion holomorphe. Nous n’aurons pas l’usage de ces caracte´risations 2. On obtient ainsi la
ce´le`bre correspondance de Weil entre fibre´s plats et repre´sentations du groupe fondamental.
Il faut cependant prendre garde que cette correspondance n’est pas une e´quivalence entre la
cate´gorie des fibre´s plats sur E et celle des repre´sentations de pi1(E). Soient en effet A : pi1(E)→
GL(V ) et A′ : pi1(E)→ GL(V ′) deux telles repre´sentations, et soient FA et FA′ les fibre´s plats
qui leur correspondent respectivement. Un morphisme de FA dans FA′ est de´crit comme une
application holomorphe F : ˜E → Ł(V,V ′), telle que:
∀γ ∈ G , ∀x ∈ ˜E , F(γ.x)A(γ) = A′(γ)F(x).
Si F est constant sur ˜E, c’est bien un morphisme de repre´sentations, mais pas autrement. Nous
en verrons un exemple a` la section suivante, et des conse´quences pour le groupe de Galois a` la
section 2.1.1.
2Van der Put et Reversat utilisent la seconde dans [22], voir la` dessus la section 2.2.
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1.1.2 Le cas des fibre´s sur une courbe elliptique
Fibre´s sur C/(Z+Zτ). Prenons pour E la courbe elliptique 3 C/Λτ, ou` Imτ < 0 et Λτ =Z+Zτ.
(Nous poserons plus loin q = e2ipiτ et voudrons avoir |q| > 1.) Ici, pi1(E) = Λτ agit sur ˜E = C
par translations. Notons encore pi : C → E la projection canonique. Pour tout cocycle A, notons
A1(x)=A(1,x) et Aτ(x) =A(τ,x). `A cause de la relation de commutation τ+1= 1+τ, la condition
de cocycle entraine:
∀x ∈ C , Aτ(x+1)A1(x) = A1(x+ τ)Aτ(x).
Re´ciproquement, deux applications holomorphes de C dans GL(V ) qui ve´rifient cette relation
s’e´tendent de manie`re unique en un cocycle A et de´finissent donc un fibre´ F = FA sur E . Les
sections de ce fibre´ sur l’ouvert V ⊂ E s’identifient aux solutions holomorphes sur pi−1(V )⊂C de
l’e´quation fonctionnelle:
∀x ∈ pi−1(V ) , X(x+1) = A1(x)X(x) et X(x+ τ) = Aτ(x)X(x).
Si F ′ = FA′ est le fibre´ de´fini par A′1 et A′τ (holomorphes de C dans GL(V ′)), un morphisme de F
dans F ′ est repre´sente´ par une application holomorphe de C dans Ł(V,V ′) telle que:
∀x ∈ C , F(x+1)A1(x) = A′1(x)F(x) et F(x+ τ)A′τ(x) = Aτ(x)F(x).
Le fibre´ FA est plat si, a` isomorphisme pre`s, on peut supposer que A1 et Aτ ne de´pendent pas
de x: A1,Aτ ∈ GL(V ). La condition de cocycle dit alors que ces deux matrices commutent. La
repre´sentation de pi1(E) = Λτ associe´e a` FA par la correspondance de Weil est celle de´finie par
1 7→ A1 et τ 7→ Aτ.
Fibre´s sur C∗/qZ. Pour trivialiser le fibre´ F sur E , il n’est cependant pas ne´cessaire de le relever
au reveˆtement universel C. Ce reveˆtement se factorise en C → C/Z → C/Λτ. Or, l’application
x 7→ z = e2ipix permet d’identifier C/Z a` la surface de Riemann ouverte C∗. La meˆme application
permet d’identifier E = C/Λτ a` Eq = C∗/qZ, ou` q = e2ipiτ est un nombre complexe arbitraire de
module |q| > 1. On peut alors relever le fibre´ F sur Eq en un fibre´ sur C∗ par le reveˆtement
C∗→ Eq. L’intereˆt de cette ope´ration est que tout fibre´ vectoriel holomorphe sur une surface de
Riemann ouverte (i.e. non compacte) est trivial ([15], the´ore`me 3 p. 184).
Le formalisme des fibre´s e´quivariants de´crit a` la section 1.1.1 s’applique alors tout aussi bien
ici. Nous partirons donc maintenant de la description “de Jacobi” (ou “de Tate”) des courbes el-
liptiques pour fixer nos notations. Soit q un complexe de module |q| > 1. Soit Eq = C∗/qZ. On
note pi la projection canonique C∗→ Eq. C’est un reveˆtement, dont le groupe Aut(C∗/Eq) est qZ
agissant sur C∗ en tant que sous-groupe.
3A priori, la surface de riemann E devrait eˆtre appele´e “tore complexe”, mais l’on sait que c’est essentiellement la
meˆme chose qu’une courbe elliptique.
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Tout fibre´ F sur Eq se rele`ve par pi en un fibre´ trivial ˜F =C∗×V muni d’une action e´quivariante
de qZ, autrement dit, d’une application holomorphe (en la seconde variable) A : qZ×C∗→GL(V ).
Celle-ci satisfait la condition de cocycle suivante:
∀m,n ∈ Z , ∀z ∈ C∗ , A(qm+n,z) = A(qm,qnz)A(qn,z).
Il est aise´ de voir que la donne´e de A(q,z) de´termine A. Notant abusivement A(z) = A(q,z), on
trouve que l’on a, pour n≥ 1: A(qn,z) = A(qn−1z) · · ·A(z); et, pour n≤−1 ... une formule laisse´e
en exercice au lecteur ! Ainsi, il revient au meˆme de se donner un cocycle A ou une application
holomorphe A : C∗ → GL(V ); et une telle fonction matricielle A de´finit un fibre´ FA sur Eq. Ce
dernier peut eˆtre construit ge´ome´triquement ainsi:
FA =
C∗×V
∼A −→ Eq =
C∗
∼ ,
ou` les relations d’e´quivalences sont de´finies par (z,X) ∼A (qz,A(z)X) et z ∼ qz. Une section de
FA sur l’ouvert V ⊂ Eq s’identifie a` une solution holomorphe sur pi−1(V ) de l’e´quation aux q-
diffe´rences:
X(qz) = A(z)X(z).
Soient A : C∗ → GL(V ), A′ : C∗ → GL(V ′) deux telles applications holomorphes et F = FA,
F ′=FA′ les fibre´s sur Eq associe´s. Un morphisme de F dans F ′ est repre´sente´ par une application
holomorphe F : C∗→ Ł(V,V ′) telle que:
∀z ∈ C∗ , F(qz)A(z) = A′(z)F(z).
Par exemple, si l’on note 1 le fibre´ en droites trivial 4, provenant de la fonction constante 1 de C∗
dans C∗ = GL(C), on voit que les morphismes de 1 dans F s’identifient aux sections de F .
Remarque. Si l’on rele`ve le fibre´ F sur Eq d’abord a` C∗ puis a` C, on obtient successivement
C∗×V , (muni d’une fonction matricielle A(z) sur C∗), et C×V . Ainsi, le fibre´ trivial e´quivariant
sur C de´crit plus haut a` l’aide des fonctions matricielles A1 et Aτ sur C, peut-il toujours eˆtre re´alise´
en prenant A1(x) = IdV et Aτ(x) = A(e2ipix). Pour eˆtre pre´cis, parmi toutes les trivialisations de
l’image re´ciproque de F sur C, l’une au moins est munie d’une action e´quivariante de cette na-
ture. Cette proprie´te´, qui traduit la trivialite´ des fibre´s holomorphes sur C∗, e´quivaut a` la suivante:
la fonction matricielle A1 e´tant donne´e, l’e´quation fonctionnelle X(x+1) = A1(x)X(x) admet une
solution fondamentale (c’est-a`-dire une solution a` valeurs dans GL(V )) holomorphe.
Si l’on se restreint aux fibre´s plats, on en de´duit (correspondance de Weil) que toute repre´sentation
de Z2≃Z+Zτ est e´quivalente a` une repre´sentation triviale sur le premier facteur. C’est e´videmment
faux pour l’e´quivalence habituelle des repre´sentations, mais c’est vrai au sens de l’e´quivalence
“e´quivariante” de´crite a` la fin de la section 1.1.1.
4La notation 1 de´signe l’objet unite´, c’est a` dire le neutre pour le produit tensoriel, dans une “cate´gorie tannakienne”.
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Relations avec la the´orie classique des e´quations fonctionnelles. Comme on l’a vu, les sec-
tions de FA s’identifient aux solutions de l’e´quation aux q-diffe´rences: X(qz) = A(z)X(z). Il y a
cependant une diffe´rence notable avec la the´orie classique des e´quations fonctionnelles ([3], [6],
[13], [23], [37]): ici, la matrice A(z) est holomorphe sur C∗, et meˆme re´gulie`re, i.e. son inverse
A−1 est aussi holomorphe; alors que dans la the´orie classique, la matrice A(z) est rationnelle (et
inversible). Ainsi:
• Pour ramener la the´orie classique a` celle des fibre´s, il faut se de´barrasser des poˆles de A et
de A−1.
• Pour ramener la the´orie des fibre´s sur Eq a` la the´orie classique des e´quations aux q-diffe´rences,
il faut dompter la sauvagerie des e´quations (et des solutions) en 0 et en ∞.
Comme on le verra (section 2.1.1), la the´orie fuchsienne vient naturellement se placer a` l’intersection
des deux points de vue.
Le cas des e´quations aux diffe´rences. Dans le cas des e´quations aux q-diffe´rences, le corps
des constantes de la the´orie (solutions me´romorphes sur C∗ de l’e´quation triviale f (qz) = f (z))
s’identifie au corps des fonctions elliptiques M (Eq), corps des fonctions me´romorphes sur la sur-
face de Riemann compacte Eq; celle-ci s’identifie a` une courbe alge´brique (courbe elliptique) et
M (Eq) a` un corps de fonctions alge´briques; plus ge´ne´ralement, les fibre´s vectoriels holomorphes
sont alge´briques ([38]).
La the´orie des e´quations aux diffe´rences X(z+ 1) = A(z)X(z) se preˆte e´galement au point de
vue des fibre´s, mais c’est plus complique´. En effet, la surface de Riemann approprie´e est ici
E = C/Z≃C∗, mais celle-ci n’est pas compacte. Le corps des constantes de la the´orie (solutions
me´romorphes sur C de l’e´quation triviale f (z+1) = f (z)) est “tre`s gros”. Il faut donc artificielle-
ment imposer des conditions de croissance aux solutions pour les maitriser. Au fond, le cas des
e´quations aux diffe´rences est une de´ge´nerescence du cas des e´quations aux q-diffe´rences. C’est
parce que l’ope´rateur de translation z 7→ z+1 n’a qu’un point fixe sur la sphe`re de Riemann, alors
que l’ope´rateur de dilatation z 7→ qz en a deux. Anne Duval ([7], voir aussi [8]) a e´tudie´ la con-
fluence de ces deux points fixes en un seul et ses conse´quences sur les liens entre les deux types
d’e´quations.
1.2 Conventions ge´ne´rales
Dans tout l’article, nous fixerons un nombre complexe q ∈ C de module |q| > 1. Nous noterons
Eq la courbe elliptique C∗/qZ et pi : C∗→ Eq la projection canonique. L’image dans Eq de a ∈C∗
sera note´e a. La spirale logarithmique discre`te pi−1(a) = aqZ sera note´e [a;q]. On e´crira alors
[a,b;q] = [a;q]∪ [b;q], etc.
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L’ope´rateur de dilatation z 7→ qz de la sphe`re de Riemann S induit un automorphisme σq sur
de nombreux anneaux ou corps de fonctions, par la formule (σq f )(z) = f (qz) (cette notation
s’e´tend naturellement a` des vecteurs ou des matrices de fonctions). Les principaux corps d’intereˆt
sont C(z) (fonctions rationnelles), C({z}) (germes me´romorphes en 0), C((z)) (se´ries de Laurent
formelles) et M (C∗) (fonctions me´romorphes sur C∗). Plus ge´ne´ralement, le corps des fonctions
me´romorphes (resp. l’anneau des fonctions holomorphes) sur une surface de Riemann E est note´
M (E) (resp. Ø(E)).
1.2.1 Fonctions
Les fonctions me´romorphes sur E = C/(Z+Zτ) s’identifient aux fonctions me´romorphes sur C
admettant le re´seau de pe´riodes Z+Zτ: c’est la description classique du corps M (E) des fonc-
tions elliptiques. Les fonctions me´romorphes sur Eq = C∗/qZ s’identifient de meˆme aux fonc-
tions me´romorphes sur C∗ invariantes par σq, ce qui donne la description loxodromique du corps
M (Eq) = M (C∗)σq des fonctions elliptiques: si q = e2ipiτ, il s’agit des meˆmes fonctions et des
meˆmes corps. Toute fonction elliptique f ∈M (Eq) non triviale admet un diviseur des ze´ros et des
poˆles sur Eq, note´ divEq( f ). En tant que fonction q-invariante sur C∗, elle admet e´galement un
diviseur sur C∗, note´ divC∗( f ).
La the´orie classique des fibre´s en droites (ou des diviseurs) sur E = C/(Z+Zτ) est la the´orie
des fonctions Theta de la forme Θ(τ,x) ([19]): par trivialisation sur le reveˆtement universel C,
on identifie les sections d’un tel fibre´ comme des fonctions sur C. La trivialisation sur C∗ fait de
meˆme apparaitre les fonctions Theta de Jacobi. Nous utiliserons principalement la fonction:
θq(z) = ∑
n∈Z
q−n(n+1)/2zn.
Cette fonction, qui est holomorphe sur C∗ y admet la factorisation (formule du triple produit de
Jacobi):
θq(z) = ∏
n≥1
(1−q−n)∏
n≥1
(1+q−nz)∏
n≥0
(1+q−nz−1).
Ses ze´ros sont donc les points de [−1;q], compte´s avec multiplicite´ 1. Comme elle n’a pas de
poˆles, son diviseur sur C∗ est:
divC∗(θq) = ∑
a∈[−1;q]
[a].
La fonction θq ve´rifie l’e´quation fonctionnelle:
σqθq = zθq.
C’est donc une section du fibre´ en droite F(z). En tant que section, elle admet un diviseur sur Eq:
divEq(θq) = [−1];
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autrement dit, bien que ses valeurs sur Eq ne soient pas de´finies, elle y admet le ze´ro simple −1 et
pas de poˆles. Nous noterons, pour a ∈ C∗:
θq,a(z) = θq(z/a).
C’est une fonction holomorphe sur C∗, qui y ve´rifie l’e´quation aux q-diffe´rences σqθq,a =
z
a
θq,a
(c’est donc une section de F(z/a)) et l’on a: divEq(θq) = [−a]. Elle permet de construire les q-
caracte`res:
eq,a =
θq
θq,a
·
On a σqeq,a = eq,a (c’est donc une section de F(a)) et divEq(eq,a) = [−1]− [−a].
1.2.2 Modules aux q-diffe´rences
Soit K l’un de nos corps de fonctions, muni de l’automorphisme σq. Notre objet est l’e´tude des
e´quations aux q-diffe´rences:
(1) σqX = AX , A ∈ GLn(K).
Les cas d’inte´reˆt sont ceux des corps C(z) et C({z}). Pour avoir un bon formalisme alge´brique,
on de´finit un anneau de polynoˆmes de Laurent non commutatifs:
Dq,K = K
〈
σ,σ−1
〉
,
par la re`gle de (non-)commutation: σz = qzσ. Nous noterons Di f f Mod (K,σq) la cate´gorie des
Dq,K-modules a` gauche de longueur finie.
Un objet de Di f f Mod (K,σq) peut se re´aliser sous la forme M = (V,Φ) ou` V est un K-espace
vectoriel de dimension finie et Φ un automorphisme σq-line´aire, c’est-a`-dire tel que Φ(λx) =
σq(λ)Φ(x) (l’action de σ sur M est alors celle de Φ). Apre`s choix d’une base, on peut meˆme e´crire
M = MA = (Kn,ΦA), ou` ΦA(X) = A−1(σqX) pour une matrice A ∈ GLn(K). Si A ∈ GLn(K) et
B ∈ GL p(K), un morphisme de A dans B est une matrice F ∈Matp,n(K) telle que:
(2) (σqF)A = BF.
Si par exemple F est un isomorphisme, alors on a la formule de transformation de jauge:
B = F [A] = (σqF)AF−1.
Lorsque par exemple K =C(z), on retrouve l’e´quivalence rationnelle des e´quations aux q-diffe´rences,
e´tudie´e par Birkhoff. Par ailleurs, Di f f Mod (K,σq) est une cate´gorie abe´lienne que l’on peut mu-
nir de constructions tensorielles (par exemple [23] ou [25]), et il n’est pas tre`s difficile de ve´rifier
que c’est une cate´gorie tannakienne ([4]). En particulier, outre le produit tensoriel, les construc-
tions suivantes sont disponibles.
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1. Hom interne: si M = (V,Φ) et N = (W,Ψ) sont deux modules, alors ŁK(V,W ) muni de f 7→
Ψ◦ f ◦Φ−1 est le module note´ Hom(M,N). On a une adjonction: Hom(M,Hom(M′,M′′))=
Hom(M⊗M′,M′′).
2. Objet unite´: c’est le module 1 = M(1) = (K,σq), qui mode´lise l’e´quation triviale σq f = f .
Il est neutre pour le produit tensoriel et l’on a Hom(1,M) = M.
3. Dual: c’est M∨= Hom(M,1). Si M = (Kn,ΦA), on peut le de´crire comme M∨ = (Kn,ΦA∨),
ou` A∨ = tA−1.
4. Foncteur des sections: Γ(M) = Hom(1,M) s’identifie au Kσq-espace vectoriel des points
fixes de M = (V,Φ) (les X ∈ V tels que Φ(X) = X ). Par exemple Γ(MA) est l’espace des
solutions de (1) dans K. Le foncteur Γ est exact a` gauche. Son premier foncteur de´rive´ est
Γ1(M) = Ext(1,M).
Notons, pour un usage futur, les identifications naturelles suivantes: Hom(M,N) = M∨⊗N et par
conse´quent: Hom(M,N) = Γ(M∨⊗N). Par un argument d’alge`bre homologique, on en de´duit
Ext(M,N) = Γ1(M∨⊗N). Les Extn(M,N) pour n≥ 2 sont nuls, car Dq,K est euclidien a` gauche.
Les objets de Di f f Mod (C(z),σq), Di f f Mod (C({z}),σq) et Di f f Mod (C((z)),σq) sont ap-
pele´s modules aux q-diffe´rences. Dans la pratique, on ne distingue pas toujours le module MA,
l’e´quation (1) et la matrice A. Nous e´tudierons de pre`s des foncteurs fibres sur ces trois cate´gories.
La premie`re (“cas global”) est a priori notre cate´gorie d’inte´reˆt, mais l’e´tude locale pre´liminaire
conduit a` examiner Di f f Mod (C({z}),σq) (“cas local analytique”) et Di f f Mod (C((z)),σq) (“cas
formel”).
Contrairement a` ce qui se fait pour les e´quations diffe´rentielles, ni la classification ni la the´orie
de Galois ne reposent fortement sur l’e´tude des solutions. La raison est essentiellement celle-ci.
Pour construire une solution matricielle fondamentale X de l’e´quation (1), il faut un assez gros
corps de fonctions, mettons M (C∗). Les solutions vectorielles sont alors les X =XC, ou` le vecteur
colonne C a ses coefficients dans le corps des constantes M (C∗)σq = M (Eq): c’est un trop gros
corps des constantes (en the´orie de Galois diffe´rentielle, le corps des constantes qui fournit les
invariants de classification est C). Ces raisons et la strate´gie qui en de´coule ont e´te´ de´taille´es dans
[33], [26] et [24]. Si l’on ne tient pas a` une the´orie qui fournisse des invariants transcendants, alors
l’approche alge´brique de van der Put et Singer dans [23] est approprie´e.
2 Constructions locales
2.1 Construction ge´ome´trique ge´ne´rale
Nous noterons de´sormais E (0) = Di f f Mod (C({z}),σq) la cate´gorie des modules (ou e´quations)
aux q diffe´rences sur C({z}). Soit A(z) ∈ GLn(C({z})). Soit D un disque e´pointe´ en son centre 0
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tel que A∈GLn(Ø(D)), i.e. A et A−1 sont holomorphes sur D. Sur le fibre´ trivial D×Cn (resp., sur
sa base D), on de´finit une action partielle de qZ par l’action de son ge´ne´rateur: (z,X) 7→ (qz,A(z)X)
(resp. z 7→ qz). (Il reviendrait donc au meˆme de conside´rer l’action du semi-groupe q−N.) Via la
projection D×Cn → D, ces actions sont compatibles. On a donc une relation d’e´quivalence ∼A
sur D×Cn (resp. ∼ sur D) engendre´e par les relations (z,X)∼A (qz,A(z)X) (resp. z∼ qz). On en
de´duit, par passage au quotient, un diagramme commutatif:
D×Cn pr1−−−−→ Dy ypi
FA =
D×Cn
∼A −−−−→ Eq =
D
∼
Il est en effet bien e´vident que le quotient de la surface de Riemann D par ∼ est bien la courbe
elliptique Eq. La seule nouveaute´ ici, par rapport au formalisme ge´ne´ral de l’introduction, est que
la projection pi : D → Eq n’est plus un reveˆtement, c’est seulement un isomorphisme local. La
ligne du bas de´crit un fibre´ vectoriel holomorphe FA sur Eq, et la plus grande partie du discours
des sections 1.1.1 et 1.1.2 se transpose ici. On peut de´crire le fibre´ FA en termes de cocycles,
comme dans [16]: c’est fait dans [12]. Voici la description du faisceau des sections. Soit V un
ouvert de Eq. Alors l’espace des sections de FA sur V est:
(3) Γ(V,FA) = {X ∈ Ø
(
pi−1(V )∩D)n | ∀z ∈ pi−1(V )∩q−1D , X(qz) = A(z)X(z)}.
(La condition z ∈ q−1D e´quivaut a` z ∈ D ∧ qz ∈ D.) On peut ve´rifier directement que ce faisceau
est localement libre sur Eq ([20], [12]).
Si l’on remplace D par D′ ⊂ D, on obtient un fibre´ F ′A et, pour tout ouvert V de Eq, un mor-
phisme canonique de restriction Γ(V,FA)→ Γ(V,F ′A) dont il est facile de ve´rifier qu’il est bijectif.
Ainsi, le fibre´ FA ne de´pend pas du choix particulier du disque D. Ce dernier peut d’ailleurs
eˆtre remplace´ par un disque e´pointe´ topologique. Dans (3), il faut alors remplacer la condition
z ∈ pi−1(V )∩q−1D par la condition z ∈ pi−1(V )∩q−1D∩D. Puisque notre construction ne de´pend
que du germe (D,0) de disque e´pointe´ D au voisinage de 0, nous noterons plus intrinse`quement:
FA =
(D,0)×Cn
∼A −→ Eq =
(D,0)
∼ ·
On obtient ainsi un foncteur A❀ FA de E (0) = Di f f Mod (C({z}),σq) dans la cate´gorie des
fibre´s vectoriels holomorphes sur Eq. Les proprie´te´s (faciles) suivantes sont alors essentielles pour
la the´orie de Galois: ce foncteur est exact, fide`le et ⊗-compatible. Dans la terminologie de [4],
on dit que c’est un foncteur fibre de E (0) sur Eq. Il permet de construire des familles de foncteurs
fibres sur C, respectivement indexe´es par Eq et par C∗: voir [24] et [25].
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D’un point de vue purement fonctoriel, nous verrons que le fonteur A❀FA est essentiellement
surjectif; mais cela ne sert a` rien, car il n’est pas pleinement fide`le. Par exemple, il peut associer
des fibre´s isomorphes a` des modules qui ne le sont pas (voir un exemple section 2.3.3). Cette
question sera aborde´e a` la la section 2.3.2.
Pratiquement, le proble`me se pre´sente ainsi. Soient A ∈ GLn(C({z})) et B ∈ GL p(C({z}))
les matrices de deux objets MA,MB de E (0). Soit φ : FA → FB un morphisme. D’apre`s les
ge´ne´ralite´s de l’introduction, on peut de´crire φ comme une application holomorphe F de D dans
Matp,n(C) qui satisfait l’e´quation (2). Pour en faire un morphisme dans E (0), il faudrait le pro-
longer me´romorphiquement en 0. Mais on ne sait (en ge´ne´ral) rien du mode de croissance de F
en 0.
Exemples.
1. Un morphisme de F(1) dans F(z) s’identifie a` une fonction holomorphe f : C∗ → C telle que
f (qz) = z f (z), autrement dit, a` une section holomorphe de F(z). (Ainsi, F(1) se comporte comme
l’objet unite´ 1 de´crit en 1.2.2.) Par exemple, θq re´alise un tel morphisme, et il a une singularite´
essentielle en 0. D’ailleurs, il n’existe aucun morphisme non trivial de 1 = M(1) dans M(z): en
effet, ce serait une se´rie de Laurent f ∈ C({z}) telle que σq f = z f , ce qui implique f = 0. (Cela
reste vrai dans Di f f Mod (C((z)),σq).)
2. Soient A =
(
1 0
0 z
)
et F =
(
1 0
θq 1
)
. Alors F re´alise un automorphisme de FA, qui ne provient
pas d’un automorphisme de MA.
3. Soit A =
(
1 0
0 z2
)
. Nous verrons en 2.3.3 que FA est somme de deux fibre´s en droites de degre´
1, alors que MA est inde´composable.
Remarques.
1. Le fibre´ FA de´fini a` partir du quotient de D×Cn se rele`ve par pi : C∗ → Eq en un fibre´ trivial
sur C∗ (section 1.1.2). Il est donc de la forme FA′ , ou` A′ est holomorphe de C∗ dans GLn(C).
Le fait qu’il s’agisse de deux rele`vements du meˆme fibre´ signifie qu’il existe F : D → GLn(C)
holomorphe tel que (σqF)A = A′F . Les matrices A et A′ sont holomorphiquement e´quivalentes
sur D, mais A se prolonge me´romorphiquement en 0 alors que A′ se prolonge holomorphiquement
a` C∗.
2. Tout fibre´ sur une surface de Riemann compacte est me´romorphiquement trivial ([16], p. 103) 5.
Il existe donc F : D→GLn(C) me´romorphe tel que A = F[In]: F est donc une solution matricielle
fondamentale me´romorphe de (1). (C’est en substance l’argument de Praagman dans [20].)
5Gunning l’affirme en ge´ne´ral, en faisant re´fe´rence a` la page 43 ou` c’est prouve´ seulement pour la droite projective;
en fait, la de´monstration s’adapte sans proble`me.
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2.1.1 ´Equations fuchsiennes
Nous dirons que le module M de E (0) ou Di f f Mod (C((z)),σq) est fuchsien s’il est de la forme
MA, ou` A(0) ∈ GLn(C). De meˆme, si K = C({z}) ou C((z)), l’e´quation (1) est dite fuchsienne si
elle est e´quivalente a` une e´quation de matrice B telle que B(0)∈GLn(C). Dans le cas d’un module
de Di f f Mod (C(z),σq) ou d’une e´quation a` coefficients dans C(z), conside´re´s via le plongement
C(z) →֒ C({z}), on dit fuchsien(ne) en 0. Cette proprie´te´ e´quivaut a` des conditions de croissance
des solutions ([37]) ou de polygone de Newton (section 2.2.1). Pour une caracte´risation plus in-
trinse`que, en termes de “re´seau stable”, voir [23], [5].
Un lemme cle´ dit alors que toute e´quation fuchsienne est localement e´quivalente a` une e´quation
a` coefficients constants, autrement dit, il existe A(0) ∈ GLn(C) et F ∈ GLn(C({z})) tels que
A = F
[
A(0)
]
. Comme dans le cas des e´quations diffe´rentielles, se lemme se prouve en deux
e´tapes: e´limination des re´sonnances a` l’aide de transformations de shearing; de´termination d’un
unique F formel tangent a` l’identite´, et preuve de convergence.
La cate´gorie E (0)f des e´quations fuchsiennes en 0 est, par de´finition, la sous-cate´gorie pleine
de E (0) forme´e des objets fuchsiens. (En fait, on constate a posteriori que l’on peut aussi bien
partir de Di f f Mod (C(z),σq) ou de Di f f Mod (C((z)),σq).) C’est une sous-cate´gorie tannaki-
enne de E (0) (elle est stable par toutes les ope´rations line´aires). La sous-cate´gorie pleine forme´e
des e´quations a` coefficients constants est e´galement une sous-cate´gorie tannakienne, que nous
noterons P . Il de´coule du lemme-cle´ que l’inclusion P →֒ E (0)f est une e´quivalence de cate´gories.
Pour tout objet MA de P de´fini par A ∈ GLn(C), le fibre´ FA admet la construction simplifie´e:
FA =
C∗×Cn
(z,X)∼ (qz,AX) ·
C’est donc un fibre´ plat.
The´ore`me 2.1 ([33]) Le foncteur A❀ FA de P dans la cate´gorie Fibp(Eq) des fibre´s plats sur
Eq est une e´quivalence de cate´gories tannakiennes.
De´monstration. - Soit φ : FA → FB, repre´sente´ par une matrice F holomorphe sur C∗ et telle que
(σqF)A = BF . On a donc F(qz) = BF(z)A−1, d’ou` l’on de´duit facilement que F a une croissance
mode´re´e en 0, donc un prolongement me´romorphe, d’ou` la pleine fide´lite´. (En fait, il n’est pas tre`s
difficile de voir que F est a` coefficients dans C[z,z−1], cf. [33].)
Pour l’essentielle surjectivite´, on part d’un fibre´ plat de´fini par la repre´sentation telle que 1 7→ A1,
τ 7→ Aτ. Les matrices A1 et Aτ commutent. Il existe donc un logarithme 2ipiB de A1 qui commute
avec A1 et Aτ. En posant G(x) = e2ipixB, on voit que G(x+1) = A1G(x) et G(x+τ)A = AτG(x), ou`
A = AτA−τ1 . Le fibre´ est donc isomorphe a` FA. ✷
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Au fibre´ plat FA est associe´e par la correspondance de Weil la repre´sentation de pi1(Eq) =
Z + Zτ de´finie par 1 7→ In, τ 7→ A. Le the´ore`me dit que toute repre´sentation de pi1(Eq) est
e´quivalente (dans ce sens e´tendu) a` une repre´sentation de cette forme. La cate´gorie Fibp(Eq) (dont
les morphismes sont tous les morphismes de fibre´s vectoriels holomorphes) est donc e´quivalente
a` la cate´gorie dont les objets sont les repre´sentations du groupe Aut(C∗/Eq) = qZ ≃ Z, et les
morphismes sont les morphismes e´quivariants de la section 1.1.1. La cate´gorie E (0)f est donc
e´quivalente a` la cate´gorie RepEq(Z) obtenue en e´paississant la cate´gorie Rep(Z) des repre´sentations
(complexes de dimension finie) de Z. Dans [33] (et, par une autre voie, dans [2]) on en de´duit la
description du groupe de Galois de E (0)f . L’action de ce groupe de Galois est explicite´e dans [24]
et [25].
2.1.2 Quelques exemples de rang 1
Un module de rang 1 dans E (0) est de la forme M(a), ou` a ∈ C({z})∗. ´Ecrivons a = a0zµu, ou`
a0 ∈ C∗, µ = v0(a) ∈ Z (valuation z-adique de a) et u = 1+ u1z+ · · · . Pour construire des solu-
tions, on applique la section 1.2.1.
L’e´quation σq f = u f admet la solution re´gulie`re v(z) = ∏
n≥1
u(q−nz). Il revient au meˆme de
dire que v : (1)→ (u) est une e´quivalence analytique, ou que v : 1 → M(u) est un isomorphisme.
Le fibre´ F(u) est donc isomorphe au fibre´ en droites trivial 1 = F(1).
L’e´quation σq f = zµ f admet la solution θµq. Le module M(zµ) est isomorphe a` M⊗µ(z) , puissance
tensorielle µede M(z). (Comme tout module de rang 1, il admet son dual comme inverse pour ⊗,
ses puissances tensorielles ne´gatives sont donc de´finies.) Le fibre´ associe´ est F(zµ) ≃ F ⊗µ(z) , dont
une section est θµq, de diviseur divEqθ
µ
q = µ[−1].
L’e´quation fuchsienne scalaire σq f = a0 f admet pour solution le q-caracte`re eq,a0 , qui est une
section du fibre´ plat Fa0 . Comme divEq(eq,a0) = [−1]− [−a0], le degre´ de ce fibre´ est 0. (Le lecteur
remarquera que, si a0 ∈ qZ, le degre´ est nul et le module et le fibre´ sont en fait triviaux.)
Le module M(a) (resp. le fibre´ F(a) associe´) est isomorphe au produit tensoriel de ces trois
modules (resp. de ces trois fibre´s). Le degre´ de F(a) est donc µ. Sa pente (quotient du degre´ par le
rang, cf. [40]) est donc µ.
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2.2 ´Equations irre´gulie`res
2.2.1 Polygone de Newton
On montre que tout module aux q-diffe´rences sur K = C(z), C({z}) ou C((z)) peut se mettre sous
la forme M = Dq,K/Dq,KP (“lemme du vecteur cyclique” et euclidianite´ a` gauche de Dq,K). On
peut prendre P sous la forme anσn + · · ·+a0, ou` a0an 6= 0. Notons v0(a) la valuation z-adique de
a ∈ K. La frontie`re de l’enveloppe convexe de {(i, j) ∈N×Z | 0≤ i≤ n et j≥ v0(a j)} est forme´e
de deux demi-droites verticales et de k vecteurs (r1,d1), . . . ,(rk,dk) ∈N∗×Z. Notant µi = di
ri
∈Q,
on indexe ces vecteurs de gauche a` droite, de sorte que µ1 < · · · < µk. On prouve que les pentes 6
µi et leurs multiplicite´s ri ne de´pendent que de M.
Exemples.
1. Soit L = σ−a ou` a ∈ C({z})∗. L’e´quation L f = 0, c’est-a`-dire σq f = a f , est mode´lise´e par le
module M(a), dont on peut de´montrer qu’il est isomorphe a` Dq,K/Dq,KŁ∨, ou` L∨ = aσ− 1. Les
pentes de M(a) se calculent avec L∨: l’unique pente est µ = v0(a). Le fibre´ F(a) est de rang 1 et de
degre´ µ (section 2.1.2), donc de pente µ.
2. Soit L = qzσ2− (1+ z)σ+1 = (σ−1)(zσ−1). L’e´quation L f est inte´ressante, parce qu’elle
est satisfaite par la se´rie de Tschakaloff ∑
n≥0
qn(n−1)/2zn, qui est un q-analogue de la se´rie d’Euler.
On en fait une e´quation vectorielle de type (1) en posant (par exemple) X =
( f
zσq f − f
)
et
A =
(
z−1 z−1
0 1
)
. Le module MA est isomorphe a` a` Dq,K/Dq,KŁ∨, ou` L∨ = (σ− z)(σ− 1) =
σ2− (1+ z)σ+ z. Ses pentes sont −1 et 0. La forme triangulaire de la matrice indique qu’il y a
une suite exacte: 0 → M(z−1) −→ MA −→ M(1) → 0, ou` l’inclusion a pour matrice
(
1
0
)
et la pro-
jection (0 1). Il y a donc e´galement une suite exacte de fibre´s: 0→ F(z−1) −→ FA −→ F(1) → 0.
La donne´e du polygone de Newton NM de M e´quivaut a` celle de la fonction rM de Q dans N
telle que µi 7→ ri et qui est nulle par ailleurs. Selon [34], le polygone de Newton est additif pour
les suites exactes, multiplicatif pour le produit tensoriel et tel que rM∨(µ) = rM(−µ). Ces re`gles
sont assez diffe´rentes de celles qui re´gissent les e´quations diffe´rentielles.
Nous dirons qu’un module est pur isocline s’il admet une seule pente et pur s’il est somme
directe de modules purs isoclines 7. Les modules fuchsiens sont les modules purs isoclines de
6Depuis [24], [25], nous avons adopte´ pour les pentes une convention oppose´e a` celle qui pre´valait dans [34], [26],
[35].
7Nous avons adopte´ cette terminologie depuis [24], [25] (anciens termes: “pur”, et “mode´re´ment irre´gulier”; nos
modules purs sont les “split modules” de [22]).
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pente 0.
2.2.2 Filtration par les pentes
The´ore`me 2.2 ([34]) (i) Tout module de E (0) ou Di f f Mod (C((z)),σq) admet une unique filtra-
tion croissante (M≤µ)µ∈Q telle que les quotients M(µ) = M≤µ/M<µ sont purs de pente µ. (Le rang
de M(µ) est donc rM(µ).)
(ii) la filtration est strictement fonctorielle: le foncteur gradue´ associe´: M❀ grM = L
µ∈Q
M(µ) est
exact. Il est de plus fide`le et ⊗-compatible.
(iii) Dans Di f f Mod (C((z)),σq), le foncteur gr est isomorphe au foncteur identite´.
En termes d’ope´rateurs, ce the´ore`me dit que, pour K = C({z}), tout L ∈ Dq,K admet une
factorisation L = L1 · · ·Lk ou` les Li sont purs de pentes µ1 < · · · < µk. Pour K = C((z)), une
telle factorisation est possible avec un ordre des pentes arbitraires. En termes de matrices, toute
A ∈ GLn(C({z})) peut se mettre sous la forme triangulaire supe´rieure par blocs:
A =


A1 . . . . . . . . . . . .
. . . . . . . . . Ui, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Ak

 ,
ou` chaque Ai est pure de pente µi. Si A ∈ GLn(C((z))), on peut prendre les Ui, j = 0.
Exemple. Soit L = qzσ2− (1+ z)σ+1, dont les pentes sont 0 et −1. L’existence analytique de la
filtration vient de la factorisation analytique L = (σ−1)(zσ−1) (qui remonte a` Adams, Birkhoff
et Guenther). L’ope´rateur dual se factorise: L∨ = (σ− z)(σ− 1), d’ou` une suite exacte pour le
module associe´ M = Dq,K/Dq,KŁ∨:
0→Dq,K/Dq,K(σ− z)−→M −→Dq,K/Dq,K(σ−1)→ 0.
C’est cette suite exacte qui permet de construire la forme triangulaire A =
(
z−1 z−1
0 1
)
obtenue
page 16. En effet, le module Dq,K/Dq,K(σ− z) se de´crit e´galement comme (C({z}),Φz−1), et
correspond donc a` la matrice (z−1) ∈ GL1(C({z})). De meˆme, Dq,K/Dq,K(σ− 1) correspond a`
(1) ∈ GL1(C({z})).
Corollaire 2.3 Le fibre´ FA est muni d’une filtration F1 ⊂ ·· · ⊂ Fk telle que chaque Fi/Fi−1 est le
fibre´ associe´ a` une e´quation pure de pente µi.
Remarque. En fait, sous cette forme, l’e´nonce´ ci-dessus est presque vide. Selon le the´ore`me
10, p. 63 de [16], tout fibre´ sur Eq peut eˆtre de´crit par une matrice triangulaire supe´rieure
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(sans blocs). Avec les calculs de la section 2.1.2, on peut obtenir des termes diagonaux de la
forme αizdi (αi ∈ C∗, di ∈ Z). De plus, chaque fois que i < j et di > d j, on peut permuter les
deux termes diagonaux correspondants. En effet, cela se rame`ne a` la constatation que l’e´quation
α jzd j σq f − αizdi f = u admet, pour tout u ∈ Ø(C∗), une solution f ∈ Ø(C∗); et ce point est
imme´diat par identification des se´ries de Laurent. On obtient donc un re´sultat apparemment ana-
logue au the´ore`me mais plus fort pour les fibre´s. Cependant, les exposants di qui apparaissent
ici n’ont aucune signification intrinse`que en termes de fibre´s. (Pour une mise en forme plus in-
trise`que, voir la section 2.3.3.)
`A partir de ce the´ore`me, deux voies distinctes ont e´te´ suivies. En supposant les pentes entie`res,
on a une description simple des blocs purs Ai (section 2.3). On en tire, par voie transcendante,
des conse´quences pour la classification ([26], [35], section 3.1) et pour la the´orie de Galois ([24],
[25], section 3.2).
Re´cemment, van der Put et Reversat ont e´lucide´ la structure des modules purs dans le cas
ge´ne´ral ([22]). Dans le cas d’un module inde´composable de rang r et pente µ= d
r
, on a d∧r = 1 et
la description est similaire a` celle des fibre´s inde´composables sur Eq par Atiyah ([1], [17]), qu’elle
permet de retrouver de manie`re plus simple. L’extension des re´sultats de Ramis, Sauloy et Zhang
au cas des pentes rationnelles a` l’aide de [22] ne semble pas avoir e´te´ faite. Elle devrait entrainer
des complications alge´briques, mais peut-eˆtre pas mettre en jeu d’ide´es analytiques nouvelles.
Dans loc. cit. , van der Put et Reversat enrichissent de plus le fibre´ d’une connexion me´romorphe,
mais cela ne modifie pas le proble`me de la pleine fide´lite´. Nous proposerons une autre structure a`
la section 2.3.2.
2.3 ´Equations irre´gulie`res a` pentes entie`res
2.3.1 Description des e´quations a` pentes entie`res
Pour tout d ∈N∗, la sous-cate´gorie pleine de E (0) = Di f f Mod (C({z}),σq) forme´e des e´quations
a` pentes dans 1d Z est une sous-cate´gorie tannakienne. Pour d = 1, on obtient la cate´gorie E
(0)
1 des
e´quations a` pentes entie`res. La sous-cate´gorie pleine de E (0)1 forme´e des e´quations pures a` pentes
entie`res en est encore une sous-cate´gorie tannakienne E (0)p,1 .
Si M est pur (isocline) de pente µ∈Z, alors M(z−µ)⊗M est fuchsien, donc de la forme MA avec
A ∈ GLn(C). On a donc M ≃MzµA. On peut alors ame´liorer la forme triangulaire des matrices en
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une forme standard:
(4) A =


zµ1 A1 . . . . . . . . . . . .
. . . . . . . . . Ui, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . zµk Ak

 ,
ou` les pentes µ1 < · · ·< µk sont entie`res, ri ∈N∗, Ai ∈GL ri(C) (i= 1, . . . ,k) (ces µi et ri constituent
le polygone de Newton de A) et:
U = (Ui, j)1≤i< j≤k ∈ ∏
1≤i< j≤k
Matri,r j(C({z})).
On peut meˆme imposer aux Ui, j d’eˆtre polynomiaux ([26]).
Soit B une matrice a` pentes entie`res de´crite de manie`re similaire: blocs diagonaux zνi′Bi′ ,
ou` Bi′ ∈ GL si′ (C) (i
′ = 1, . . . ,k′) et surdiagonaux Vi′, j′ ∈ Matsi′ ,s j′ (C({z})). La filtration e´tant
fonctorielle, tout morphisme F : A → B est triangulaire supe´rieur par blocs. Plus pre´cise´ment, F
admet une de´composition en blocs Fi′,i ∈Matsi′ ,ri(C({z})), nuls pour i < i′ et tels que, pour i′ ≥ i:
(σqFi′,i)zµi Ai + ∑
i′≤l<i
(σqFi′,l)Ul,i = zνi′Bi′Fi′,i + ∑
i′≤l<i
Vi′,lFl,i.
2.3.2 Fibre´s associe´s aux e´quations a` pentes entie`res
Pour tout module pur isocline M ≃ MzµA, le fibre´ FM est isomorphe a` F(zµ)⊗FA. Disons qu’un
fibre´ est pur isocline de pente µ si c’est le produit tensoriel d’un fibre´ en droites de degre´ µ par un
fibre´ plat. Il re´sulte du the´ore`me 2.2 et de son corollaire que l’on peut associer a` tout objet M de
E
(0)
1 un fibre´ FM muni d’une filtration a` quotients purs isoclines F1 ⊂ ·· · ⊂ Fk.
The´ore`me 2.4 Le foncteur M❀ (FM,F1 ⊂ ·· · ⊂Fk) est exact, pleinement fide`le et⊗-compatible.
De´monstration. - Les objets de la cate´gorie d’arrive´e sont les couples (F ,(F≤µ)µ∈Z) forme´s d’un
fibre´ et d’une filtration croissante par des sous-fibre´s telle que les F(µ) = F≤µ/F<µ sont des fibre´s
purs isoclines de pente µ. Les morphismes de cette cate´gorie sont les morphismes de fibre´s φ : F →
F ′ qui respectent la filtration: φ(F≤µ) ⊂ F ′≤µ. La structure tensorielle est de´finie en munissant
F ⊗F ′ de la filtration:
(F ⊗F ′)≤µ = Im
(
∑
ν+ν′≤µ
F≤ν⊗F ′≤ν′ → F ⊗F ′
)
.
Le seul point nouveau dans l’e´nonce´ du the´ore`me est que ce foncteur est pleinement fide`le. Soient
A, B des objets de E (0)1 et φ : FA →FB un morphisme. On e´crit φ sous la forme F ∈Matp,n (Ø(C∗))
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tel que (σqF)A = BF. L’hypothe`se sur le respect des filtrations dit que F est triangulaire par blocs
au sens de la section pre´ce´dente, et que ces blocs ve´rifient les meˆmes e´quations que ceux des
morphismes dans E (0)1 . Le lemme ci-dessous entraine alors, par re´currence, que F admet un
prolongement me´romorphe en 0. (La re´currence est amorce´e par les blocs diagonaux de F qui se
de´duisent du cas fuchsien.) ✷
Lemme 2.5 Soient µ< ν, C∈GLr(C), D∈GLs(C) et U ∈Mats,r(C({z})). Soit F ∈Mats,r (Ø(C∗))
tel que (σqF)(zµC)− (zνD)F =U. Alors F est me´romorphe en 0.
De´monstration. - On e´crit le de´veloppement en se´rie de Laurent: F = ∑
n∈Z
Fnzn. On a donc:
qn−µFn−µC−DFn−ν = Un pour tout n ∈ Z. Puisque U est me´romorphe en 0, il existe donc n0 tel
que, pour n≥ n0, on ait: qnFn = DFn−δC−1, ou` δ = ν−µ≥ 1. Si l’on n’a pas Fn = 0 pour n≪ 0,
alors Fn est de l’ordre de grandeur de qn
2/2δ lorsque n →−∞, contredisant la convergence de la
se´rie de Laurent. ✷
2.3.3 Lien avec la filtration de Harder-Narasimhan
La filtration introduite a` la section pre´ce´sente pre´sente des ressemblances formelles avec la filtra-
tion de Harder-Narasimhan ([40]), mais nous allons voir qu’elles ne sont pas lie´es. Cependant, il
y a d’intrigantes questions de stabilite´. Les calculs qui suivent sont en grande partie tire´s de [12].
Une famille ge´ne´riquement stable. Soit Au =
(
1 u
0 z
)
, avec u ∈ C({z}). D’apre`s [26], on
peut ramener Au a` la forme Av avec v ∈ C via un unique morphisme de la forme
(
1 f
0 1
)
, ou`
f ∈ C({z}), i.e. trivial sur les gradue´s associe´s.
Soient maintenant u,v ∈ C. D’apre`s la fonctorialite´ de la filtration et ce que l’on sait sur les mor-
phismes entre objets fuchsiens, tout morphisme de Au dans Av est de la forme
(
1 f
0 1
)(
α 0
0 β
)
,
ou` f ∈ C({z}) et α,β ∈ C∗. Or, l’e´quation correspondante zσq f − f = v− αβ u admet pour seule
solution formelle f =
(
v− αβ u
)
ˆφ, ou` ˆφ est la se´rie de Tschakaloff, et f n’est donc convergente
que si v = αβ u· Ainsi, Au n’est isomorphe a` Av que si u = v = 0 ou bien si u 6= 0,v 6= 0. Les Au,
autrement dit, les extensions de (z) par (1) se re´partissent en deux classes 8: scinde´e ou non. Dans
le cas non scinde´, Au est de plus inde´composable (cela se de´duit de la fonctorialite´ de la filtration
8Il s’agit des classes d’isomorphie des modules qui sont des extensions de (z) par (1), et non des classes d’extension
au sens habituel. Ces dernie`res forment l’espace Ext ((z),(1)), qui est de dimension 1 ([26]) et parame´tre´ par u.
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par les pentes).
Discutons maintenant la stabilite´ du fibre´ FAu ([16], [40]). Le degre´ de FAu est 1 (extension
de F(z) par F(1)), son rang est 2, sa pente est donc
1
2
· Pour qu’il soit instable, il faut, et il suffit,
qu’il admette un sous-fibre´ en droite de pente, donc de degre´ > 1
2
, donc ≥ 1, autrement dit, qu’il
admette une section me´romorphe non triviale de degre´ ≥ 1. Les sections me´romorphes de FAu
s’identifient aux solutions me´romorphes X =
( f
g
)
de l’e´quation σqX = AuX , i.e. du syste`me:
{
σq f = f +ug,
σqg = zg.
Le degre´ degX =
de f
degdivEq X de la section X se calcule ainsi: si h ∈M (C∗)∗ est telle que h−1X ∈
O(C∗)2 ne s’annule en aucun point, alors divEqX =de f divEqh et degdivEqX = degdivEq h. Il est clair
que, si φ est elliptique et non triviale, alors deg(φX) = degX .
Si g = 0, f est elliptique et, par hypothe`se, non triviale, donc degX = deg f = 0 (ce cas correspond
au sous-fibre´ F(1)).
Si g 6= 0, alors g = hθq, ou` h est elliptique et, quitte a` diviser par h, on peut aussi bien supposer
que g = θq et σq f − f = uθq. Dire que degX ≥ 1 c’est dire que f et g ont un ze´ro commun, donc
que f = θq f1, ou` f1 ∈ O(C∗). Mais alors zσq f1− f1 = u, qui n’a de solution dans O(C∗) que si
u = 0 (on le voit en examinant les se´ries de Laurent).
Nous avons donc une dichotomie: soit u = 0 et Au et FAu sont scinde´s; soit u 6= 0, et Au est
inde´composable et FAu est stable. Dans ce dernier cas, la filtration de Harder- Narasimhan de FAu
est triviale, alors que celle induite par la filtration par les pentes de Au ne l’est pas.
Une famille semi-stable. Soit Au =
(
1 u
0 z2
)
, avec u ∈ C({z}). D’apre`s [26], on peut ramener
Au a` la forme forme Av avec v ∈ C+Cz via un unique morphisme trivial sur les gradue´s associe´s.
Nous supposerons donc d’emble´e que u = u0 + u1z. Par un raisonnement similaire a` celui du
paragraphe pre´ce´dent, on voit que la classe d’isomorphie de Au de´termine (u0,u1) ∈ C2 a` un
facteur pre`s dans C∗. De plus, si u 6= 0, l’objet Au est inde´composable.
Le degre´ de FAu est 2, sa pente est 1. Si u = 0, ce fibre´ est scinde´. On suppose de´sormais que
u 6= 0. On va voir que, dans ce cas, FAu est semi-stable et non stable: autrement dit, il admet des
sections me´romorphes de degre´ 1, mais pas plus. Une section me´romorphe de FAu est (par les
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identifications habituelles) de la forme X =
( f
g
)
, ou`:
{
σq f = f +ug,
σqg = z2g.
Si g = 0 et f 6= 0, degX = 0 (cas du sous-fibre´ F(1)). Si g 6= 0, on se rame`ne au cas ou` g = θ2q, on
e´crit f = f1θ2q et l’on doit avoir: z2σq f1− f1 = u. Pour que degX ≥ 1, il faut que f1 ait au pire
un poˆle simple sur Eq, soit a, donc que l’on ait f1 = hθa avec h ∈ O(C
∗). On est donc ramene´ a`
chercher a ∈ C∗ et h ∈ O(C∗) tels que azσqh− h = uθa. Par de´veloppement en se´rie de Laurent
h = ∑hnzn, cette e´quation e´quivaut a`:
∀n ∈ Z , aqn−1hn−1−hn =
(
u0q−n(n+1)/2 +u1aq−n(n−1)/2
)
a−n,
soit encore a`:
∀n ∈ Z , hn−1
q(n−1)(n−2)/2an−1
− hn
qn(n−1)/2an
=
(
u0q−n
2
+u1aq−n(n−1)
)
a−2n.
Il s’agit essentiellement d’une transformation de q-Borel (voir [26] et la section 3.2). Par somma-
tion et annulation te´lescopique, on voit imme´diatement qu’une condition ne´cessaire est la nullite´
de:
φu(a) := ∑
n∈Z
(
u0q−n
2
+u1aq−n(n−1)
)
a−2n.
Les meˆmes majorations que dans [35], preuve du lemme 2.9, montrent que c’est une condition
suffisante.
On a sans peine:
φ(a) = u0θq2(qa−2)+u1a−1θq2(a−2).
Notons que la condition pose´e, φ(a) = 0, est invariante par a ← qa, comme il se doit (c’est une
condition sur le poˆle a ∈ Eq).
Si u0 = 0 6= u1, on doit re´soudre θq2(a−2) = 0, ce qui donne a−2 ∈ [−1,q2]. Les deux solutions
dans Eq sont i et −i. De meˆme, si u0 6= 0 = u1, on re´soud θq2(qa−2) = 0, donc a−2 ∈ [−q,q2],
donc les deux solutions dans Eq sont
√−q et −√−q (avec un choix arbitraire de racine carre´e).
Supposons u0u1 6= 0. La fonction ψ(a) =
θq2(qa−2)
a−1θq2(a−2)
est q-elliptique 9 et admet, dans Eq, deux
poˆles simples et deux ze´ros simples. Elle prend donc chaque valeur u1
u0
deux fois, et il y a encore
deux poˆles a ∈ Eq possibles.
Si l’on a trouve´ a1 6= a2, les sections X1 et X2 correspondantes sont non proportionnelles. On peut
en de´duire que FAu est scinde´ dans ce cas (qui est ge´ne´rique).
9En fait, on a une factorisation: ψ(a) = θq(−
√−qa)θq(√−qa)
aθq(−ia)θq(ia) ·
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3 Le phe´nome`ne de Stokes
3.1 Classification d’e´quations irre´gulie`res
D’apre`s la section 2.3.1, on peut repre´senter tout objet M de E (0)1 par une matrice A de la forme
(4) page 19. Le gradue´ M0 = grM est alors de´crit par la matrice:
(5) A0 =


zµ1 A1 . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . zµk Ak

 ,
De la dernie`re assertion du the´ore`me 2.2, il de´coule alors qu’il existe une unique matrice formelle,
c’est-a`-dire a` coefficients dans C((z)):
(6) F =


Ir1 . . . . . . . . . . . .
. . . . . . . . . Fi, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Irk

 ,
telle que F[A0] = A. Nous la noterons ˆFA ∈ G(C((z))), la notation G de´signant le sous-groupe
alge´brique unipotent de GLn correspondant au format ci-dessus. Plus ge´ne´ralement, si A′ est
aussi de la forme (4), alors l’unique F ∈ G(C((z))) tel que F[A] = A′ est ˆFA,A′ = ˆFA′
(
ˆFA
)−1
. Les
isomorphismes formels ˆFA, ˆFA,A′ sont en ge´ne´ral tre`s divergents: les blocs Fi, j tels que µ j − µi =
δ ∈ N∗ sont en ge´ne´ral de niveau q-Gevrey δ, autrement dit, leurs coefficients sont de la forme
∑ fnzn avec fn = O
(
Rnqn2/2δ
)
pour un certain R > 0.
Classification analytique isoformelle. Il s’agit de la classification analytique a` classe formelle
fixe´e (ou a` gradue´ fixe´, ce qui revient au meˆme). On fixe un module pur M0 = P1⊕·· ·⊕Pk dans
E
(0)
p,1 et l’on conside`re tous les couples (M,u), ou` M est un objet de E (0)1 et u : grM → M0 un iso-
morphisme. On dit que (M,u)∼ (N,v) s’il existe un isomorphisme φ : M →N tel que v◦(grφ) = u
(isomorphismes triviaux sur le gradue´). Avec les notations vues plus haut, il n’est pas tre`s difficile
de voir que, si M0 est de´crit par la matrice A0 de la forme (5), alors un couple (M,u) est la meˆme
chose qu’une matrice A sous la forme (4) et que, si (M,u) et (M′,u′) correspondent a` A et A′, alors
ils sont e´quivalents si, et seulement si ˆFA,A′ ∈G(C({z})).
Il a e´te´ de´montre´ dans [26] que l’ensemble F (M0) des classes pour cette relation est un espace
affine de dimension irr(M0) =
de f ∑1≤i< j≤k rir j(µ j − µi), ou` les µi, ri proviennent du polygone de
23
Newton de M0 (et de tous les M de sa classe formelle) 10. Il s’agit en fait d’un vrai sche´ma
de modules pour ce proble`me. Une preuve consiste a` ve´rifier que, dans chaque classe, il existe
une unique matrice A en forme normale, c’est-a`-dire en forme standard (4) et telle que chaque
Ui, j est a` coefficients dans ∑
µi≤d<µ j
Czd . Cette forme normale est inspire´e de Birkhoff et Guenther.
Cependant, l’objectif de [26] est d’obtenir des invariants transcendants sous une forme q-analogue
aux the´ore`mes de Malgrange-Sibuya. Nous allons de´crire l’un de ces re´sultats sous la forme moins
puissante, mais plus simple, de [35].
Sommation de ˆFA. Dans [35], on de´finit un sous-ensemble fini explicite ΣA0 de Eq, qui est, en
ge´ne´ral, de cardinal irr(A0) (et moins dans certains cas “re´sonnants”). On prouve alors:
The´ore`me 3.1 Pour tout c ∈ Eq \ΣA0 , il existe un unique isomorphisme me´romorphe F : A0 → A
tel que F ∈ G(M (C∗)), dont les poˆles sont situe´s sur la q-spirale discre`te [−c;q] = −cqZ et tel
que, pour 1 ≤ i < j ≤ k, les poˆles de Fi, j ont une multiplicite´ ≤ µ j −µi. (Ce que l’on peut e´crire:
divEqFi, j ≥−(µ j−µi)[c].) Nous noterons Sc ˆFA cette matrice F.
La description de ΣA0 et le calcul de Sc ˆFA seront explicite´s dans un cas crucial a` la section 3.2,
en vue de comparaison avec d’autres constructions inte´ressantes.
Remarque. Le morphisme me´romorphe Sc ˆFA induit un isomorphisme holomorphe du faisceau
FA0 sur le faisceau FA en restriction a` l’ouvert Eq \{c}. ces deux faisceaux sont donc localement
isomorphes. Comme il est facile de prouver que FA0 est un fibre´, cela fournit une nouvelle preuve
du fait que FA l’est e´galement. En fait, cela montre que le fibre´ FA s’obtient a` partir du fibre´ FA0
par l’ope´ration de cohomologie non-abe´lienne “torsion par un cocycle” ([11]).
Nous conside´rons Sc ˆFA comme une sommation de la se´rie divergente ˆFA dans la direction
c ∈ Eq. Ce point de vue admet diverses justifications, dont celle-ci: selon la the´orie asymptotique
q-Gevrey de´veloppe´e par Ramis et Zhang dans [29], Sc ˆFA est asymptote a` ˆFA.
Il est facile de de´duire du the´ore`me que, si A et A′ sont sous la forme (4) (avec meˆme gradue´
A0), alors Sc ˆFA′
(
Sc ˆFA
)−1
est l’unique isomorphisme me´romorphe de A dans A′ satisfaisant aux
meˆmes conditions de polarite´: il est donc le´gitime de le noter Sc ˆFA,A′ . On peut alors de´montrer:
Proposition 3.2 Soit c ∈ Eq \ΣA0 . Pour que A et A′ soient dans la meˆme classe analytique, il faut,
et il suffit, que Sc ˆFA,A′ n’ait pas de poˆle sur [−c;q].
Naturellement, dans ce cas, ˆFA,A′ est analytique et tous les Sc ˆFA,A′ lui sont e´gaux. Ce qui est
remarquable dans ce re´sultat, c’est que l’absence des poˆles sur [−c;q], qui a priori ne devrait
10Ce re´sultat est utilise´ dans [21], mais attribue´ de manie`re erronne´e a` Ramis et Sauloy, et donne´ sans re´fe´rence.
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entrainer que l’holomorphie sur C∗, suffit en fait a` garantir la me´romorphie en 0. L’argument est
directement lie´ a` celui qui a permis de prouver le the´ore`me 2.1.
Ope´rateurs de Stokes. Classiquement, l’ambiguı¨te´ dans la sommation d’une solution diver-
gente d’e´quation fonctionnelle est le phe´nome`ne de Stokes. Il se re´alise ici sous la forme suivante.
On prend deux directions de sommation autorise´es c,d ∈ Eq \ΣA0 et l’on pose:
Sc,d ˆFA =
(
Sc ˆFA
)−1 Sd ˆFA.
C’est donc un automorphisme me´romorphe de A0. Il est holomorphe sur l’ouvert Uc,d = C∗ \
[−c,−d;q] de C∗. On peut aussi bien le conside´rer comme un automorphisme me´romorphe du
fibre´ FA0 , holomorphe sur l’ouvert Vc,d = Eq \{c,d} de Eq. On a donc Uc,d = pi−1
(
Vc,d
)
.
On de´finit le faisceau en groupes (non commutatifs) ΛI(M0) comme suit; pour tout ouvert V
de Eq:
Γ(V,ΛI(M0)) = {F ∈G
(
Ø(pi−1(V ))
) | F[A0] = A0}.
C’est le faisceau des automorphismes de M0 tangents a` l’identite´. La terminologie (emprunte´e au
cas analogue des e´quations diffe´rentielles) est justifie´e par le fait que, si F ∈ Γ(V,ΛI(M0)), alors
F− In est plat pre`s de 0 sur V . En effet, tout bloc hors diagonal Fi, j ve´rifie σqFi, j = zµi−µ j AiFi, jA−1j ,
d’ou` l’on tire que θµ j−µiq Fi, j est a` croissance mode´re´e pre`s de 0 sur son ouvert de de´finition. On dit
que Fi, j est t-plat, ou` t = µ j−µi.
On a a donc:
Sc,d ˆFA ∈ Γ
(
Vc,d ,ΛI(M0)
)
.
Notant Vc = Eq \{c}, il est donc clair que l’on a de´fini un e´le´ment de l’ensemble Z1 (V,ΛI(M0))
des cocycles du faisceau en groupes ΛI(M0) associe´s au recouvrement V=(Vc) de Eq (Z1 (V,ΛI(M0))
est bien un ensemble pointe´, pas un groupe). Voici le the´ore`me de type Malgrange-Sibuya an-
nonce´:
The´ore`me 3.3 On obtient ainsi une bijection:
F (M0)≃ H1 (Eq,ΛI(M0)) .
De´vissage q-Gevrey. On peut plagier le de´vissage Gevrey de Ramis en un de´vissage q-Gevrey
du faisceau ΛI(M0) et de l’ensemble de cohomologie H1 (Eq,ΛI(M0)). Tout d’abord, il s’agit d’un
faisceau de groupes unipotents dont on peut facilement de´crire le faisceau λI des alge`bres de Lie:
Γ(V,λI(M0)) = {F ∈ g
(
Ø(pi−1(V ))
) | (σqF)A0 = A0F}.
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Naturellement, g de´signe l’alge`bre de Lie de G, de´finie par:
F ∈ g(K)⇔ In +F ∈G(K)⇔ exp(F) ∈G(K).
On note λtI(M0) le sous-faisceau en alge`bres de Lie nilpotentes de λI(M0) forme´ des e´le´ments
t-plats. On peut montrer qu’il s’agit des e´le´ments dont les seuls blocs Fi, j non nuls sont ceux tels
que µ j−µi ≥ t (donc triangulaires supe´rieurs par blocs, “assez loin” de la diagonale).
Si l’on note de meˆme λ(t)I (M0) le sous-faisceau forme´ des e´le´ments dont les seuls blocs Fi, j non
nuls sont ceux tels que µ j − µi = t (donc ne comportant qu’une “surdiagonale par blocs”), on
constate que λI(M0) est gradue´e:
λI(M0) =
M
t∈N∗
λ(t)I (M0).
Les λtI(M0) forment la filtration correspondante par des ide´aux:
λtI(M0) =
M
t ′≥t
λ(t
′)
I (M0).
Proposition 3.4 (i) Le faisceau λ(t)I (M0) est localement libre. C’est le fibre´ associe´ au module
pur isocline: End(M0)(−t).
(ii) Le faisceau λI(M0) est localement libre. C’est le fibre´ associe´ au module pur: End(M0)<0.
Rappelons que Hom de´signe le Hom interne, End(M0) n’est autre que le module Hom(M0,M0)=L
Hom(Pi,Pj) (ou` M0 = LPi, chaque Pi e´tant pur isocline de pente µi). On a alors: End(M0)(t) =L
µ j−µi=t
Hom(Pi,Pj).
`A la graduation de λI(M0) correspond une filtration de ΛI(M0) par les (faisceaux en) sous-
groupes distingue´s:
ΛtI(M0) = In +λtI(M0) = expλtI(M0).
Le de´vissage q-Gevrey du faisceau en groupes unipotents non commutatifs par des fibre´s est donne´
par les suites exactes:
(7) 1→ Λt+1I (M0)→ ΛtI(M0)→ λ(t)I (M0)→ 0.
Il y a aussi une suite d’extensions centrales:
(8) 0→ λ(t)I (M0)→
ΛI(M0)
Λt+1I (M0)
→ ΛI(M0)ΛtI(M0)
→ 1.
Ce sont ces suites qui permettent une preuve “e´le´mentaire” du the´ore`me 3.3.
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3.2 Calculs explicites d’invariants
Puisque l’espace de modules F (M0) est de dimension finie, on doit pouvoir de´terminer des coor-
donne´es, i.e. un jeu complet d’invariants finis. Les irr(M0) coefficients des polynoˆmes Ui, j dans
l’e´criture en forme normale conviennent, mais ne sont pas tre`s inte´ressants.
On va de´tailler ici le cas d’un polygone de Newton a` deux pentes. Trois types d’invariants
se pre´sentent. Le premier est fourni par la transformation de q-Borel (qui, en analyse, devrait
eˆtre accompagne´e de la ransformation de q-Laplace, [42]). En the´orie de Galois apparaissent les
q-de´rive´es e´trange`res ([24] et [25]). Enfin, nous allons rencontrer une application inattendue de la
dualite´ de Serre. Actuellement, nous ne savons de´finir pour un nombre arbitraire de pentes que les
q-de´rive´es e´trange`res (et les pentes doivent eˆtre entie`res).
Lemme 3.5 Pour tout module M, on a une identification naturelle:
Γ1(M)≃ H1(Eq,FM).
De´monstration. - Le foncteur exact a` gauche M ❀ Γ(M) s’identifie naturellement au foncteur
compose´ du foncteur exact M ❀ FM et du foncteur exact a` gauche F ❀ Γ(Eq,F ). Leurs fonc-
teurs de´rive´s a` droite sont donc e´gaux. ✷
Soit M0 = P1 ⊕P2, ou` Pi = MzµiAi , Ai ∈ GL ri(C) (i = 1,2), µ1 < µ2 ∈ Z. L’espace F (M0)
s’identifie naturellement a` Ext(P2,P1) et ce dernier, d’apre`s la section 1.2.2, a` Γ1(P), ou` P =
P∨2 ⊗P1 est un module pur de pente µ = µ1− µ2 < 0 et de rang r = r1r2. Pour l’e´tude du cas de
deux pentes, on peut donc se restreindre aux calculs sur M0 = P⊕1 = MA0 , ou` P = MzµA:
A0 =
(
zµA 0
0 1
)
, µ ∈ Z,µ < 0 et A ∈ GL r(C),r ∈ N∗.
Nous poserons d =−µ (“niveau” q-Gevrey). Nous allons expliciter dans ce cas les isomorphismes
F (M0) = Γ1(P)≃ H1(Eq,FM0).
Les sections de ΛI(M0) sont ici les matrices
(
Ir F
0 1
)
telles que σqF = zµAF, la multiplication
dans le groupe Γ(V,ΛI(M0)) correspondant a` l’addition de leurs composantes F . Le faisceau
ΛI(M0) est donc isomorphe au fibre´ FP =FzµA. Puisque l’on a un faisceau en groupes commutatifs,
le H1 est ici un groupe (cohomologie des faisceaux abe´liens).
Calcul de cocycles. On va calculer des cocycles par “sommation”. Pour cela, on choisit un
module MU , de matrice AU =
(
zµA U
0 1
)
de gradue´ A0, avec U ∈ Matr,1(C({z})); on impose
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que U soit polynomial (en fait, holomorphe sur C∗ et me´romorphe en 0 suffit pour les calculs
qui suivent). On fixe une direction de sommation c ∈ Eq, et l’on cherche
(
Ir F
0 1
)
qui soit un
isomorphisme me´romorphe de A0 dans AU , avec pour seuls poˆles [−c;q], de multiplicite´≥ d =−µ.
L’e´quation satisfaite par F est:
σqF− zµAF =U.
On pose F = Gcθdq,c
. On est ramene´ a` re´soudre l’e´quation:
cdσqGc−AGc =Uθdq,c.
On de´veloppe en se´ries de Laurent Gc = ∑Gnzn, V =Uθdq,c = ∑Vnzn, d’ou`:
∀n ∈ Z , (cdqnIr−A)Gn =Vn.
Supposons maintenant que toutes les matrices cdqnIr−A soient inversibles, i.e. e´le´ments de GLr(C).
Cela e´quivaut a`:
c ∈ Eq \ΣA0 , ou` ΣA0 = d
√
Sp(A) =
( d√Sp(A) (mod qZ)).
Notons que, ge´ne´riquement (c’est-a`-dire si Sp(A) admet r valeurs distinctes modulo qZ), l’ensemble
interdit ΣA0 a rd = irr(M0) e´le´ments. Pour une direction autorise´e, les e´quations ci-dessus admet-
tent une unique solution:
Gc = ∑
n∈Z
(cdqnIr−A)−1Vnzn,
F = Fc =
1
θdq,c
∑
n∈Z
(cdqnIr−A)−1Vnzn.
La notation Fc est le´gitime, car cette fonction ne de´pend que de la classe de c dans Eq. Si l’on
pose:
Fc,d = Fd −Fc,
on voit que Fc,d est holomorphe sur C∗ \ [−c,−d;q] et ve´rifie σqFc,d = zµAFc,d . Les fonctions Fc,d
sont des sections du fibre´ FP = FzµA sur les ouverts Vc,d , et constituent un cocycle. La classe de
ce cocycle dans le groupe de cohomologie H1(Eq,FM0) s’identifie a` la fois a` la classe de AU dans
F (M0) et a` la classe de l’extension MU de 1 par P dans Γ1(P) = Ext(1,P). Nous noterons cl(MU)
cette classe (dans l’un quelconque des trois ensembles ainsi identifie´s).
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Invariants a` la q-Borel. Pour re´soudre (ou pour e´tudier l’obtruction a` re´soudre) l’e´quation
σqF− zµAF =U , on de´veloppe en se´ries de Laurent: F = ∑Fnzn, U = ∑Unzn, d’ou`:
∀n ∈ Z , qnFn−AFn+d =Un.
On introduit des coefficients tn tels que:
∀n ∈ Z , qntn = tn−d .
Par exemple, le de´veloppement en se´rie de Laurent θdq = ∑ tnzn fournit de tels coefficients, comme
il de´coule de l’e´quation fonctionnelle σqθdq = zdθdq . On appelle transforme´es de q-Borel au niveau
d d’une se´rie f (z) = ∑
n∈Z
fnzn la se´rie:
B
(δ)
q f (ξ) = ∑
n∈Z
q−nt−n fnξn.
Un petit calcul montre que notre relation ci-dessus e´quivaut a`:
(Ir−ξ−dA)B(δ)q F(qξ) = B(δ)q U(ξ).
Si U (resp. F) est analytique, B(δ)q U (resp. B(δ)q F) est entie`re, et l’on peut e´valuer cette e´galite´
partout. On choisit une matrice B racine de de A, et l’on voit qu’une condition ne´cessaire est
l’annulation des B(δ)q ( jB) pour jd = 1. C’est en fait une condition suffisante, et l’on peut de´montrer
que les d vecteurs B(δ)q ( jB)∈Cr constituent un jeu complet d’invariants analytiques. Plus pre´cise´ment,
l’application qui, a` U , associe le d-uplet des B(δ)q ( jB) induit un isomorphisme de l’espace vecto-
riel F (M0) sur Crd.
Invariants de [24], [25]. On fixe un a ∈ C∗ “ge´ne´rique” (pratiquement, loin de tous les points
qui vont intervenir). Il jouera le roˆle d’un point-base. On fixe une direction de sommation autorise´e
arbitraire c0 ∈ Eq. L’application d 7→ Fc0,d(a) est me´romorphe sur Eq, avec des poˆles sur ΣA0 . Elle
est a` valeurs dans l’alge`bre de Lie st(MU) du groupe de Stokes St(MU). (C’est pour cela que
l’on a duˆ introduire c0, qui n’intervient pas dans le re´sultat du calcul). La prise de re´sidu est une
inte´gration, donc donne un re´sultat dans l’espace vectoriel st(MU). On pose, pour tout c ∈ ΣA0 :
˙∆c(AU) = Resd=cFc0,d(a).
Les ˙∆c(AU) prennent leurs valeurs dans des espaces vectoriels de dimension totale rd et constituent
un jeu complet d’invariants analytiques. Dans [24], on donne des formules de transformations
entre ces “q-de´rive´es e´trange`res” et les invariants de q-Borel.
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Invariants provenant de la dualite´ de Serre. Il s’agit de la dualite´ de Serre pour les fibre´s vec-
toriels holomorphes sur une surface de Riemann compacte ([16]). Le diviseur canonique de Eq
est trivial. Il y a en effet une diffe´rentielle globale de diviseur nul: c’est, par exemple dz
z
= 2ipidx,
ou` x et z sont les uniformisantes globales provenant des reveˆtements C → Eq et C∗→ Eq. De la
dualite´ de Serre, on de´duit alors que, pour tout fibre´ sur Eq, les espaces vectoriels H0(Eq,F ∨)
et H1(Eq,F ) sont duaux l’un de l’autre. Une base de H0(Eq,F ∨M0) fournira donc un syste`me de
coordonne´es sur H1(Eq,FM0), c’est-a`-dire un jeu complet d’invariants analytiques pour F (M0).
Le me´canisme de dualite´ est le suivant. Soit X une section globale de F ∨M0 : c’est donc une
solution holomorphe sur C∗ de l’e´quation:
σqX = z−µ tA−1X .
Alors Y = tX est holomorphe sur C∗ et ve´rifie: σqY = z−µYA−1. On forme le produit scalaire
φc,d =<X ,Fc,d>= tXFc,d =Y Fc,d .
C’est une fonction me´romorphe sur C∗ avec des poˆles connus, et, des e´quations satisfaites par Y
et Fc,d , on de´duit:
σqφc,d = σqY σqFc,d = z−µYA−1 zµAFc,d = φc,d .
On a donc une fonction elliptique φc,d de poˆles c,d ∈ Eq. La somme de ses re´sidus sur Eq est donc
nulle. Par ailleurs, cette fonction est, par de´finition, une diffe´rence:
φc,d =<X ,Fd −Fc>=<X ,Fd>−<X ,Fc>= φd −φc,
ou` chaque section φc = <X ,Fc> a un seul poˆle sur Eq (une q-spirale sur C∗), a` savoir −c. On a
donc:
Res−c φc = Res−d φd .
(On prendra garde qu’il s’agit ici de re´sidus par rapport a` la variable z et non par rapport a` la
direction de sommation, comme dans le cas des ˙∆c !) Par de´finition, le nombre calcule´ ci-dessus,
qui ne de´pend pas de c ∈ Eq, est celui associe´ par la dualite´ de Serre a` X ∈ H0(Eq,F ∨M0) et a`
cl(MU) ∈ H1(Eq,FM0). Nous le noterons <X ,cl(MU)>.
Lemme 3.6 On a les e´galite´s:
<X ,cl(MU)>= [(σqX)U ]0 = [zdtXA−1U ]0 = [tXA−1U ]µ.
De´monstration. - Nous employons la notation commode suivante: si f = ∑ fnzn, alors [ f ]n = fn.
Ici, X = ∑Xnzn, U = ∑Unzn (se´ries de Laurent convergentes sur C∗) et l’on calcule le coefficient
de degre´ 0 (resp. de degre´ µ) de zdtXA−1U (resp. de tXA−1U ). La dernie`re e´galite´ est donc triviale.
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La seconde l’est e´galement, puisque σqX = zd tXA−1.
Pour calculer le re´sidu en−c∈Eq, on choisit un repre´sentant c∈C∗ et une couronne fondamentale
contenant le poˆle −c. On e´crit la frontie`re oriente´e de cette couronne sous la forme qγ− γ, ou` γ est
un cercle de centre 0 parcouru positivement. Alors, par le the´ore`me des re´sidus:
<X ,cl(MU)>=Res−c φc =
Z
qγ
tXFc
dz
2ipiz−
Z
γ
tXFc
dz
2ipiz =
Z
γ
(
σq(
tXFc)− tXFc
) dz
2ipiz =
Z
γ
(σqX)U
dz
2ipiz = [(σqX)U ]0.
✷
Donc <X ,cl(MU)> = ∑q−nXnUn. Pour produire concre`tement de tels nombres, il est naturel
de construire la section X a` l’aide de fonctions Theta. On choisit une racine de B de la matrice A,
et l’on voit que:
TB = ΘdB(z) =de f θ
d(B−1z) = ∑
n∈Z
tnB−nzn
ve´rifie σqTB = TBzdA−1. On peut donc prendre pour tX l’une quelconque des r lignes de TB. En
faisant le meˆme calcul pour chacune des d matrices jB ( jd = 1), on trouve une base de H0(Eq,F ∨M0)
et les invariants correspondants sont les invariants de q-Borel calcule´s pre´ce´demment.
4 Constructions globales
Historiquement, les e´quations aux q-diffe´rences inte´ressantes sont de´finies sur la sphe`re de Rie-
mann S, c’est-a`-dire a` coefficients rationnels: matrice A ∈ GLn(C(z)) codant un objet MA de
E = Di f f Mod (C(z),σq) (voir [3]). Par exemple, l’e´quation q-hyperge´ome´trique ([13], [37], [6]).
Pour e´tudier une e´quation globale, on la localise. Il n’y a a priori que deux points possibles
pour localiser, 0 et ∞, car ce sont les seuls points de S fixe´s par la dilatation z 7→ qz. En localisant
en 0, c’est a` dire par extension de base C(z) →֒C({z}), on obtient un plongement E →֒E (0). Il y a
similairement une localisation en ∞: E →֒ E (∞) (cette dernie`re cate´gorie est d’ailleurs isomorphe
a` E (0)).
En fait, il y aurait lieu de localiser aux singularite´s interme´diaires de A, i.e. les singularite´s
dans C∗. Mais elles bougent sous l’action de z 7→ qz, et il faut en fait trouver une notion de
localisation en une q-spirale ou en un point de Eq. Le peu que nous savons faire en ce sens est
l’objet de cette section.
4.1 Le cas des e´quations fuchsiennes
C’est celui ou` Birkhoff a pose´ et re´solu le proble`me du recollement des donne´es locales. Clas-
siquement, pour les e´quations diffe´rentielles, c’est le proble`me des matrices de connexion. La
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corrsepondance de Riemann-Hilbert permet, a` partir des monodromies locales et d’un nombre
fini de matrices de connexion, de reconstruire la classe d’e´quivalence rationnelle d’une e´quation
diffe´rentielle line´aire fuchsienne. Sous forme moderne, les donne´es locales et de connexion sont
traduites comme une repre´sentation de monodromie.
Disons que A∈GLn(C(z)) est fuchsienne si elle l’est en 0 et ∞ (i.e. dans E (0) et dans E (∞)). Il
revient au meˆme de dire que A est rationnellement e´quivalente (c’est-a`-dire via une transformation
de jauge F ∈ GLn(C(z)) a` une matrice qui est non singulie`re en 0 et ∞. Nous supposerons donc,
comme le fait Birkhoff, que A(0),A(∞) ∈ GLn(C).
Birkhoff construit alors des “solutions locales” fondamentales X (0) et X (∞) de σqX = AX , qui
sont me´romorphes (mais multiformes) sur C∗, et de´finit la matrice de connexion de Birkhoff :
P =
(
X (∞)
)−1
X (0).
La matrice P est me´romorphe (mais multiforme) sur C∗ et ve´rifie P(qz) = P(z) par construction
(elle connecte deux solutions d’une meˆme e´quation, elle est donc “q-constante”). Elle est donc
presque elliptique. Birkhoff de´montre que la donne´e d’un nombre fini d’invariants locaux en 0 et
∞ et de la matrice de connexion P permet de retrouver la matrice A a` e´quivalence rationnelle pre`s.
C’est pour prouver l’existence d’une matrice A qu’il a invente´ le the´ore`me de factorisation dont
nous avons parle´ au de´but.
Le travail a e´te´ repris dans [37], en n’utilisant que des fonctions me´romorphes uniformes. Par
exemple, on re´sout σq f = c f (c ∈ C∗) a` l’aide de eq,c = θq/θq,c, la` ou` Birkhoff utilisait zlogq c.
Ainsi, P ∈ GLn (M (Eq)). Le re´sultat de Birkhoff prend la forme pre´cise d’une e´quivalence de
cate´gories. L’inconve´nient de la matrice de Birkhoff (dans sa version d’origine ou dans celle de
[37]) est qu’elle ne se comporte pas bien par produit tensoriel, d’ou` des difficulte´s pour la the´orie
de Galois (c’est-a`-dire pour obtenir une repre´sentation de groupes). Ce mauvais comportement a
sa source dans le fait que eq,ceq,d 6= eq,cd et ce, quel que soit le choix fait des solutions me´romorphes
eq,c.
En fait, pour des e´quations re´gulie`res en 0 et ∞, c’est-a`-dire telles que A(0) = A(∞) = In, on
n’a pas besoin de fonctions spe´ciales pour re´soudre l’e´quation, on peut le faire avec des se´ries
convergentes. Etingof a montre´ dans ce cas ([9]) que les valeurs de la matrice de connexion
engendrent le groupe de Galois. Sans cette hypothe`se, van der Put et Singer ont obtenu un re´sultat
similaire mais a` l’aide de la re´solution symbolique: les eq,c sont remplace´s par des symboles ec
tels que eced = ecd . On n’obtient pas par cette voie de ve´ritables invariants transcendants.
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Avec des fibre´s, c¸a marche mieux. Dans [33], on proce`de comme suit. D’apre`s le lemme-cle´
de la section 2.1.1, on peut e´crire:
A = F(0)
[
A(0)
]
, A(0) ∈ GLn(C) et F(0)(z) ∈ GLn(C({z}))
= F(∞)
[
A(∞)
]
, A(∞) ∈ GLn(C) et F(∞)(w) ∈ GLn(C({w})),
ou` w = z−1 (uniformisante en ∞ ∈ S). Des e´quations fonctionnelles satisfaites par F (0) et F(∞)(w)
de´coule d’ailleurs qu’ils admettent des prolongements me´romorphes respectivement a` C et a`
S\{0}.
La matrice F =
(
F(∞)
)−1 F(0) ve´rifie alors: F ∈ GLn(M (C∗)) et F [A(0)] = A(∞). Elle code
donc un isomorphisme me´romorphe:
φ : F (0) = FA(0) → F (∞) = FA(∞) .
En fait, F (0) est le fibre´ local e´tudie´ aux sections 2 et 3. On de´montre alors que A❀ (F (0),φ,F (∞))
est une e´quivalence de cate´gories tannakiennes. On en de´duit que le groupe de Galois de A est
engendre´ par ses composantes locales G(0)f et G
(∞)
f , plus des donne´es de recollement qui sont es-
sentiellement les valeurs de φ. Le re´sultat d’Etingof est un cas particulier.
Remarque. Un premier re´sultat, beaucoup moins e´le´gant, avait consiste´ a` tordre la matrice de
connexion, de manie`re assez complique´e, pour que ses valeurs contribuent au groupe de Galois.
C’est cette version peu conceptuelle qui sert dans la pratique: pour la confluence des automor-
phismes galoisiens dans [33]; et pour le calcul par Julien Roques de la plupart des groupes de
Galois q-hyperge´ome´triques dans [32].
Localisation dans le cas abe´lien. Les constructions ci-dessus ont toutes le meˆme de´faut: il faut
une quantite´ non-de´nombrable de ge´ne´rateurs P(a) ou φ(a) pour engendrer le groupe de Galois.
Cela est a` comparer avec la repre´sentation de monodromie, qui est de type fini. Le groupe de
Galois obtenu par voie alge´brique n’a pas le caracte`re discret et transcendant de la “vraie” corre-
spondance de Riemann-Hilbert.
Dans le cas re´gulier, ou seule la matrice de connexion compte, on a vu que le groupe de
Galois de A est parame´tre´ par la fonction matricielle elliptique P. (En fait, par la fonction a 7→
P(a0)−1P(a), mais on peut supposer que P(a0) = In). Comme une fonction me´romorphe sur la
surface de Riemann Eq est la meˆme chose qu’une fonction rationnelle sur la courbe alge´brique Eq,
on a donc un groupe alge´brique rationnellement parame´tre´ par une courbe alge´brique. Dans le cas
ou` le groupe est abe´lien, cette situation rele`ve de la the´orie ge´ome´trique du corps de classes ([39]).
On a pu ainsi, dans [33] localiser la matrice de connexion et en de´duire un e´quivalent raisonnable
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du groupe de monodromie. Cette description est trop lourde pour eˆtre reprise ici. Elle est surtout
peu utile (sauf comme encouragement), car les e´quations abe´liennes sont trop rares (elles sont
presque la meˆme chose que les e´quations de rang 1).
4.2 Le cas ge´ne´ral
La vraie ge´ne´ralisation attendue n’est pas tellement le passage du cas fuchsien au cas irre´gulier
(qui commence a` eˆtre bien compris), mais le passage au cas non abe´lien: comment alors localiser
l’effet des singularite´s ? On va proposer une construction inte´ressante qui re´alise platoniquement
cette localisation.
Soit A ∈ GLn(C(z)). (Une bonne partie de ce qui suit garde un sens si A ∈ GLn(M (C∗)).)
Notons Sing(A) le lieu singulier de A, de´fini comme sui:
Sing(A) = {poˆles de A dans C∗}∪{poˆles de A−1 dans C∗}.
Soit par ailleurs U un ouvert connexe de C∗ ve´rifiant les deux conditions suivantes:
1. pi(U) = Eq; la restriction a` U du reveˆtement pi : C∗→ Eq est donc un isomorphisme local.
Un exemple de tel ouvert est toute couronne C (r,R) = {z ∈ C∗ | r < |z| < R}, ou` R > r|q|,
en particulier les disques e´pointe´s C (0,r) et C (r,∞) pour r ∈ R∗+.
2. U ∩ q−1U ∩ Sing(A) = /0; l’ouvert U ne contient donc aucune paire singulie`re {z,qz} ⊂
Sing(A). (Une bonne partie de ce qui suit reste valable sans cette condition.)
On pose alors:
FU,A =
U ×Cn
∼A ,
avec la meˆme de´finition de ∼A que pre´ce´demment. C’est un fibre´ vectoriel holomorphe sur Eq.
Le faisceau des sections se calcule ainsi:
Γ(V,FU,A) = {X ∈Ø
(
U ∩pi−1(V ))n | σqX = AX}.
Une section X ∈ Γ(V,FU,A), vue comme fonction holomorphe U ∩ pi−1(V ), admet automatique-
ment un prolongement me´romorphe a` pi−1(V ), en vertu de l’e´quation fonctionnelle σqX = AX . On
peut de´crire le fibre´ FU,A en termes de diviseurs matriciels, proches de [41]. Pour cela on introduit
une solution me´romorphe fondamentale X0 ∈ GLn(M (C∗)) de σqX = AX . (Il en existe pour les
meˆmes raisons qu’auparavant.) Alors le faisceau FU,A est isomorphe, via la transformation de
jauge X = X0Y , au faisceau FU,X0 de´fini par:
Γ(V,FU,X0) = {ØEq(V )n | X0Y est holomorphe sur U ∩pi−1(V )}.
On a note´ ici ØEq le faisceau des fonctions holomorphes sur Eq. Il s’identifie naturellement au
faisceau V 7→ ØC∗(pi−1(V ))σq des fonctions holomorphes σq-invariantes sur C∗, ce qui donne un
sens au produit X0Y .
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Application souhaite´e a` la localisation. Si U et U ′ sont deux ouverts ve´rifiant les conditions
pre´ce´dentes, il y a un isomorphisme me´romorphe naturel φU,U ′,A de FU,A sur FU ′,A. Par exemple,
si U et U ′ sont des disques e´pointe´s respectivement centre´s en 0 et en ∞, on obtient essentiellement
la matrice de connexion (sous sa forme intrinse`que).
En ge´ne´ral, on peut se ramener sans difficulte´ au cas ou` Sing(A) = {z1, . . . ,zl}, avec |zi+1| >
|qzi| pour 1 ≤ i ≤ l− 1 et zi 6= z j pour 1 ≤ i < j ≤ l. On peut de plus choisir des re´els positifs ri
tels que |zi|< ri < |qzi| pour 1≤ i≤ l. Posons de plus r0 = 0, rl+1 = +∞ et Ui = C (ri−1,ri) pour
1 ≤ i ≤ l +1 et φi = φUi,Ui+1,A pour 1 ≤ i ≤ l. Alors chaque isomorphisme me´romorphe φi admet
pour seule singularite´ zi ∈ Eq, et leur produit est la matrice de connexion φ = φU0,Ul+1,A. On a
donc localise´ 11 les singularite´s de celle-ci. De plus, chaque Ui permet de construire des foncteurs
fibres, et les valeurs des φi sur Eq fournissent des ope´rateurs galoisiens.
Comparons maintenant le proble`me a` celui du groupe de Stokes. On avait e´galement une
quantite´ non de´nombrable de ge´ne´rateurs, les Sc,d ˆFA(a). Mais ceux-ci e´taient tous dans un meˆme
groupe unipotent, que l’on a pu remplacer par son alge`bre de Lie. Une fois le proble`me line´arise´
(et abe´lianise´), on pouvait localiser l’effet des singularie´s par prise de re´sidus. Nous ne savons rien
faire de tel ici, parce que nous ne connaissons pas de forme normale maniable pour les φi.
Il est a` noter que Krichever a re´ussi dans [18] a` traiter un proble`me analogue pour les e´quations
aux diffe´rences.
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