We reconsider the problem of the power (also called shape) parameter estimation within symmetric, zero-mean, unit-variance one-parameter Generalized Error Distribution family. Focusing on moment estimators for the parameter in question, through extensive Monte Carlo simulations we analyze the probability of non-existence of moment estimators for small and moderate samples, depending on the shape parameter value and the sample size. We consider a nonparametric bootstrap approach and prove its consistency. However, despite its established asymptotics, bootstrap does not substantially improve the statistical inference based on moment estimators once they fall into the non-existence area in case of small and moderate sample sizes.
Introduction
Generalized Error Distribution, in brief GED, called alternatively Exponential Power Distribution or also Generalized Gaussian allows for flexible modelling the tail behavior with a power (shape) parameter α > 0, encompassing Gaussian (α = 2) and Laplace (α = 1) laws as special cases. Peculiarities spotted in real data (skewness, asymmetry) have translated into vast extensions of the pioneer,
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B. Stawiarski two-parameter, scale-shape family, see eg. [1, 2, 7, 20] . Parameter estimation within the GED class has been quite extensively addressed in literature since late 1980s. Some long established, classic results can be found e.g. in Varanasi and Aazhang (1989) [19] who considered three-parameter, location-scale-shape GED family. They provided k-th (k ≥ 4, even) moment (MM) and maximum likelihood (ML) estimators of the shape α under known location µ and scale σ > 0, and proved the asymptotic efficiency of MLEα.
Here we focus on the power parameter within a zero-mean, unit-variance symmetric class useful e.g. as a noise in conditionally heteroscedastic GARCH-type time series applied in econometrics. Proper estimation and statistical inference about α has quite recently emerged as the challenging and not-so-obvious problem, because only quite recently González-Farías et al. (2009) in [8] pointed out that MM estimators in some cases may not exist at all. In our paper, we will address this challenging problem extensively.
In some papers the power parameter estimation has been carried out in the two-parametric, scale-shape GED setup. Chen and Beaulieu (2009) [5] treated the scale as a nuisance parameter and proposed several concurrent shape estimators based either on fractional moments, or proportions of various order moments. These proportional matchings extend the idea of Mallat (1989) [11] , who originally considered the ratio E|X|/DX. Due to GED moment properties, analytically cumbersome ratios of gamma functions appear there, which calls for numerical derivation of MM estimators. MLE can also be obtained numerically from still more nonlinear equation based on the accompanying score function. Detailed performance analysis of moment and ML estimators was provided in [8] . They argue that in order to ensure the existence of MM estimators sample size n has to be increased, especially for larger α (i.e., closer to the Gaussian case). This is consistent with results of Chen and Beaulieu (2009) [5] , who reported faster growth of RMSE for α > 1.2. Separately, Krupiński and Purczyński (2006) considered in [9] the shape estimation by approximating the moments proportion by suitable, elementary functions, which was shown to work well for α ∈ [0. 3; 3] . These marginal amendments are achieved by both approximations of non-elementary, highly nonlinear functions describing GED theoretical moments and fine-tunings of asymptotic variances of the associated estimators. [15] , in turn, provided a globally convergent estimation technique, circumventing the interpolations of polygamma functions appearing in equations used for the estimator derivation. As argued therein, the whole estimation procedures, even if performed using painstaking iterative methods, may be vulnerable to numerical inaccuracy whenever initial guess for α is poor. Indeed, the form of Fisher information I(α) provided in [19] contains trigamma functions, compare also [13] .
In this paper, we further explore the problematic issues concerning the shape parameter estimation. By extensive simulations we estimate the non-existence probability of MM for small and moderate sample size. We also examine whether bootstrap approach is helpful in enhancing the statistical inference quality whenever important applicational problems are addressed.
The paper is organized as follows. In Subsection 1.1 we briefly discuss the "classic" (location-scale-shape) GED parametrizations and show how to obtain the standardized one-parameter class, focal in our research. Section 2 deals first with analysis of theoretical moments functions and presents detailed results concerning derivation of MM estimators, together with their asymptotics (using delta method). We also estimate the probability of non-existence of MM for k = 4 and 6, depending on and the sample size n. In Section 3 we turn to a qualitatively different approach, namely nonparametric bootstrap technique for iid data. We check whether bootstrap approach can improve the discussed estimators performance. Using the suitable delta method theorems for bootstrap in [18] , we prove consistency of bootstrap in case of MM estimators. Section 4 provides an extensive Monte Carlo and bootstrap simulation study, with the aim of providing some more in-depth insight into the properties of MM estimators and their bootstrapped versions. Next, after brief conclusions, proofs of theorems collected in Appendix for convenience conclude the paper.
Concurrent parametrizations. Normalized, symmetric, unitvariance GED(α) class
There are several concurrent GED parametrizations appearing in vast literature. Focusing on up to a three-parameter location-scale-shape family, let us briefly discuss relations between selected scale-shape representations and then proceed to the standardized model indexed solely by a shape parameter. Subbotin (1923) in [16] proposed a pioneer, two-parameter GED model:
with h > 0, m ≥ 1 being the scale and shape parameters, respectively, and Γ denoting the Euler gamma function. Therefore, this "error" model did not allow for tails heavier than those of Laplace distribution, see also [4] . Coin (2011) in [6] pointed at cumbersome instability of the shape estimation procedure whenever the parameter approaches unity. Lunetta (1963) considered an alternative representation for the three-parameter GED class, namely
with location µ ∈ R, scale σ > 0 and shape α > 0, see [10] . In this approach tails heavier than Laplace's are allowed, thus widening the scope of potential applications. Obviously, m in (1) equals α in (2) but h = (α 1/α σ) −1 , while by rΓ(r) = Γ(r + 1) the equations (1) and (2) are equivalent as long as µ = 0. The class (2) was recently reconsidered in [20] as the starting point for their work concerning an asymmetric, skew generalization. For a r.v. X with the density f given by (2) it holds σ = {E|X − µ| α } 1/α , which gives the normal case for α = 2, see [12] for some complementary discussion. In the above approach, whenever α = 2, σ must not be confused with standard deviation of X. However, in the following parametrization of [19] :
where A(σ, α) = σ Γ(1/α)/Γ(3/α), σ indeed stands for dispersion. Setting µ = 0 and σ = 1 in (3), we obtain the one-parameter, unit-variance family which we will exploit in the sequel:
where A(α) = Γ(1/α)/Γ(3/α), α > 0, x ∈ R; compare II.C in [19] . For succinctness, we will denote X ∼ GED(α) whenever X obeys the law (4).
Numerous concurrent parametrizations (at various generalization stages) that can be found in literature, see e.g. [1] , accordingly call for adequate calculus regarding broadly understood statistical inference and modelling.
As mentioned in Introduction, reliable estimation of α poses a challenging task due to highly nonlinear moment structure of the GED class. Varanasi and Aazhang (1989) , [19] , considered: moment (MM), maximum likelihood (ML) and hybrid, moment/Newton-step (MMNS) estimators for various combinations of the three parameters in (3), including estimation of α alone under given µ and σ. In this specific case they provide (without derivation) a formula for the inverse asymptotic variance of the efficient ML estimatorα M L , i.e., (nI(α)) −1 , containing elaborate di-and trigamma functions.
MM estimators and their non-existence probability
Let X (n) = {X 1 , . . . , X n } be a random sample from the GED(α) family given by (4). We focus on k-th, k ≥ 4, even, moment estimators of the shape parameter α. As E(X 2 ) = 1, direct and well-known calculation gives, for any even k ≥ 4
On the other hand, the corresponding empirical momentm
is by the laws of large numbers, both weakly and strongly consistent estimator of µ k (α):
Hence, quite intuitively, numerical inversion of µ k is carried out, leading to an "estimator"α
provided µ k are indeed invertible, which we will address soon.
Until quite recently, the existence of MM estimators had been taken for granted, so the solution (7) would have been found along the above lines for some predetermined even, k -th order k ≥ 4. However, the authors of [8] and [5] questioned the existence of this solution in some cases, hence the quotation marks referring toα (n) M M,k . Let us examine this problem more closely and define a set
on which the MM estimator does not exist. Clearly, on the set N the random variableα
is not a valid moment estimator, which may severely impair a statistical inference based on it. We will show more precisely, that at least for small or moderate n (7) can be solved only with some non-unit probability, depending on: the shape parameter α itself, sample size n and moment order k, but not depending on shift µ or scale σ, whenever a three-parameter family is considered, see also [8] . However, asymptotically, for large n,α M M,k is an estimator for which standard limit results hold.
Before assessing the probability P (N ) (in practice: the risk of nonexistence ofα M M,k ), let us first explore analytical properties of µ k (α). In our study and simulations below we will consider k = 4 and 6. Smoothness of gamma function ensures that µ k (α) is smooth on R + for any even k. By (5),
which can be consistently estimated bym 4 andm 6 , respectively. The theorem and conjecture below deal with monotonicity of µ 4 and µ 6 in our GED(α) family (4).
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Theorem 2.1. The function µ 4 (α) is strictly decreasing on (0, ∞).
Theorem 2.2 (Conjecture)
. The function µ 6 (α) is strictly decreasing on (0, ∞).
In Appendix we provide an analytical proof of Theorem 2.1 whereas 2.2 is shown numerically, but with an arbitrary degree of accuracy. In some papers these results are just stated with no proof at all, see e.g. p. 4216 in [8] . Theorem 2.1 and Conjecture 2.2 state that both µ 4 (α) and µ 6 (α) are invertible, which ensures the existence of MM estimators on N C = (N (n, k, α)) C for respective k's, for small samples, with N defined in (8) . Their asymptotic behavior will be addressed later, and now let us deal with precise estimation of P (N ).
The GED random number generator in Matlab is based on appropriate power transformation of gamma distribution taken with a random sign, see e.g. [17] . For our estimation purposes we will work with the interval [α − ; α + ] = [0.2; 3.5] which encompasses the crucial set [1, 2] with an ample margin. From (9) we calculate numerically: µ 4 (α + ) = 2.282, µ 4 (α − ) = 1959.297; µ 6 (α + ) = 7.335, µ 6 (α − ) ∼ = 2.567 · 10 8 . Gradients of µ 4 and µ 6 are very steep for small α and substantially flatten out when α crosses ca. 1 for k = 4 and ca. 1.5 for k = 6, see Figure 6 in Appendix. Both functions have above-zero horizontal asymptotes in +∞, namely for k = 4 and 6, numerical approximations are: 1.8 and 3.8571, respectively. Therefore we can anticipate poorer estimation results for α rather closer to 2 than 1. The event N will occur wheneverm
In practice, onlŷ m k < µ k (α + ) may happen. Below we estimate P (N ) by Monte Carlo simulations based on M = 50000 loops. Namely, for each n-element GED sample X (n,i) we obtainm (n) k,i and approximate
The probabilities (10) have been calculated on the following grid of points:
α ∈ {1; 1.1; . . . ; 1.9; 2}; n ∈ {50; 100; 200; 300; 400; 500; 1000}; k ∈ {4; 6}.
Figures below illustrate the results rounded to the third decimal point. (For clarity and due to capacity constraints, the tables with specific values ofP (N ) were not quoted here, but can be provided at an individual request.)
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The above results show that the quality of MM estimators for smaller sample sizes (up to 200) proves to be at least questionable. When approaching the Gaussian case the event N occurs roughly in one third of all Monte Carlo loops, whereas around the Laplace case the risk of MM nonexistence drops nearly by half but is still intolerably large. In both cases, k = 4 and 6,P (N ) drops below 0.05 for n at least ca. 400 and 250, respectively. Such a behavior practically disqualifies the MM estimation technique for small sample sizes within our oneparameter GED framework, which will be further confirmed in Section 4. The occurrence of N translates into eitherα M M,k hitting the upper boundary α + or being fairly close to it. Increasing α + does not improve the overall performance ofα M M,k for small n, again due to the gradient of µ k quickly approaching zero for α > 3.5. Hence,P (N ) reported in Figures 1 and 2 drops hardly noticeably. Besides, as ample research shows, the GED class is suitable for modeling heavytailed instead of ultra-light-tailed phenomena.
The above structural deficiency is the main driver of overall upward bias of MM evident in simulations presented later in Section 4. Fortunately, however, extensive numerical experiments suggest that P (N (n, k, α)) n→∞ −→ 0 uniformly at least for [1, 2] and k ∈ {4; 6}, which is crucial for the asymptotic results forα (6) is an unbiased and consistent estimator of µ k (α). Consider a zero-mean random sequence √ n(m k −µ k (α)). Direct derivation gives, by X i 's being iid copies of X ∼ GED(α),
Hence and by the central limit theorem,
Equivalently, we can writem
At this stage we can use the delta-method technique, cf. [18] , to obtain the asymptotic normality of the k-th (even) order MM estimatorα
be an estimator defined by (6) , taking values in R + , such thatm
n,k ) with ς 2 n,k n→∞ −→ 0. Then, for any continuous function g : R + → R with non-vanishing derivative g it holds
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In our context, for k = 4 we identify g(α) = µ −1 4 (α) and g(α) = µ −1 6 . For small n they are valid estimators on the sets (N (n, 4, α)) C and (N (n, 6, α) ) C , respectively, which does not invalidate their asymptotics stated in Theorem 2.3, again thanks to P (N C ) → 1 with n → ∞. To be more precise here, let L k = lim α→∞ µ k (α) be the horizontal asymptote of µ k in infinity. These values can be accurately approximated numerically, cf. p. 5, namely L 4 ∼ = 1.8 and L 6 ∼ = 3.8571. Moreover, lim α→0 + µ k (α) = U = +∞. By consistency of the moment estimateμ k (α) based on the iid GED(α) sample, for any fixed α it holds P (μ k (α) ∈ (L k , U )) → 1 with n → ∞. Hence indeed P (N C (n, k, α)) → 0, and the thesis results from Slutzky lemma and continuous invertibility of µ k (α) at least for k = 4 and 6 we are focused on.
In both cases g (α) are non-elementary functions which can be found by the inverse function derivative formula applied to (9), but we will not need them in the sequel. Thus (13) states the asymptotic normality of the MM estimator α
As far as the parameter estimation is concerned, the researcher faces the problem of dealing with just one random sample, X (n) . Both cost constraints accompanying the process of sampling (e.g. very expensive measurements) and real non-replicability of the observed stochastic phenomena (e.g. once-in-a-lifetime recorded econometric data) are serious hindrances disabling precise assessment of the estimators performance. Intolerably large estimated standard error of α (n) M M,k may be the main source of this instability. Therefore, in order to gain a better insight into the estimation performance within our GED(α) framework, we consider the nonparametric bootstrap approach. More importantly, this technique still seems to be widely unexplored in the GED context. Sampling with replacement from the original n-element data set in our rather regular parametric family case (the functions involved are smooth) enables us to use some well-established general theorems and obtain the desired asymptotic validity of bootstrap methods.
Bootstrap approach
Suppose we draw B samples of size n (each time with replacement) from our original random sample X (n) = {X 1 , . . . , X n } ∼ GED(α), obtaining X (n), * b = {X * b 1 , . . . , X * b n }, b = 1, . . . , B. Applying (7) and (9) we get B bootstrap replications
with the earlier discussion concerning the existence of the MM estimatorα
valid here, too. For each b-th bootstrap sample X (n), * b we will successively show the consistency of the corresponding bootstrap estimators (14) . For notational convenience, denote
Recall that Y i,k are iid with common mean µ k (α) given by (9) and variance ς 2 k by (11) . Then, using the notation above, we have the following theorem.
Theorem 3.1. For any fixed b ∈ {1, . . . , B} and at least k = 4; 6 it holds as n → ∞:
(ii)
in probability conditionally on X (n) .
Hence we immediately get, for any fixed b ∈ {1, . . . , B} and k = 4; 6,
conditionally on X (n) as n → ∞. To prove Theorem 3.1 and the convergence (17) it suffices to apply directly Theorem 2.1 in [3] . The above results also hold true if we consider subsampling, i.e., drawing l-element (not necessarily equal to n) bootstrap samples, as long as both l and n tend to infinity. We can expect that the above result holds for any even k ≥ 4, but this thesis would call for formal proof. Now, we turn our attention to the bootstrap versionα
The asymptotic result (17) has to be interpreted to hold conditionally almost surely, i.e., along almost all sample sequences Y 1,k , Y 2,k , . . . given {Y 1,k , . . . , Y n,k } or equivalently, given the original input sample X (n) . We will establish the bootstrap analogue of (13) 
as n → ∞.
The above result states the bootstrap consistency.
Simulation study
In this section we compare the performance of MM-4, MM-6 (4 th and 6 th moment, respectively) estimators of α by extensive Monte Carlo and bootstrap simulation study. This work is conducted completely independently of the estimation studies using alternative estimators considered in papers mentioned in Introduction. The simulation experiment is designed as follows. For generated zero-mean, unit-variance iid random samples {X 1 , . . . , X n } ∼ GED(α) of various lengths n ∈ {100; 200; 500; 1000} and gradually changing shape α ∈ {1; 1. Evident upward bias results mainly from the aforementioned small gradient of µ k , which translates into either invalid estimator, or substantial shift to the right. This effect tapers off with growing n.
Below, by simulations we explore the quality of inference about α by bootstrapping all the considered estimators. We can expect that bootstrapping the possibly non-existent MM estimators (i.e., when the N event occurs) especially for small samples will not improve the statistical inference, independent of the bootstrap consistency proved in Section 3.
For fixed n we generate a random sample of size n from GED(α) which will be called an original sample. Tables 5-8 contain an extensive bootstrap simulation study, with fixed B = 2000, retaining the results for the original sample subject to bootstrapping.
WheneverP (N ) is unacceptably high, we can be suspicious that the event N occurred for the original sample itself with quite large probability. Accordingly, the originally calculated MM might have not been a valid moment estimator. In that case it is easily seen that bootstrap is incapable of amending this structural deficiency. We can say that the original flaw inherent in original samples percolates into bootstrapped samples. Bias-corrected version of bootstrap would not be a remedy here, either. Table 3 . MM-4, MM-6 estimators performance Monte Carlo study, n = 500. n = 500 αα 4α6Ŝ E(α 4 )ŜE(α 6 ) 1 It is worth mentioning, that results for MM-6 are somewhat better than for MM-4, mainly thanks to P (N (n, 6, α)) < P (N (n, 4, α) ). The consistency is visible, albeit rather slow. Poorer quality is more pronounced for larger shape values, which stands in accordance with results reported in [5] . 
Conclusions
We examined the performance of 4 th and 6 th moment estimators of the shape parameter in zero-mean, unit-variance iid GED framework. It may be of special practical interest in the context of conditionally GED-distributed GARCH models, applied in econometric modeling. Provided that the time series model is properly specified, one can deal with the filtered noise. Especially strong emphasis was put on the problems concerning the poor quality of the MM estimators, which is caused by their occasional non-existence for smaller sample sizes. This undesired event, called here N , may considerably impair the statistical inference, therefore we focused on possibly exact assessing its probability. Consistency of bootstrap applied to MM has been established, which is confirmed by our simulations. The results are promising but it must be stated that bootstrap is not a remedy for structural deficiencies of the original estimators when computed out of small data sets. In opposition to MM, the maximum likelihood estimator can be considered as far more reliable in real modeling problems, which is a subject of current research, also in the context of bootstrap approach. It is also quite natural to analyze the bootstrap performance in case of the more general three-parameter setup, or even admitting skewness and various left and right tail behavior, such as proposed in [1] or [20] . In general, studying the performance of bootstrap procedures in the context of GED class is an attractive and still relatively poorly examined path of research.
Appendix
Proof of Theorem 2.1. It suffices to show that derivatives µ 4 (α) and µ 6 (α) are strictly negative functions of α.
For any r, s > 0 define an auxiliary function on R + (20) ξ(x) = Γ 2 ((r + s)x) Γ(2rx)Γ(2sx) .
We will show that ξ is strictly decreasing. It will be enough to show that (log ξ(x)) < 0. By Euler formula it holds (t rx − t sx )(rt rx−1 − st sx−1 ) 1 − t dt < 0 so (log ξ(x)) < 0 indeed, because by de l'Hospital rule, lim t→1 − (t rx −t sx ) 2
x(1−t) = 0. To complete the proof of Theorem 2.1, set r = 5/2, s = 1/2 in (20) and for x = 1/α observe that µ 4 (α) = 1/ξ(1/α) is strictly decreasing as well.
Proof of Conjecture 2.2. This time the former approach does not apply. The function µ 6 (α) is hardly tractable analytically, therefore we will show the monotonicity numerically (this can be done at any level of accuracy). We calculate the function values on a dense grid of α coordinates and plot it. The Figure 3 below presents the graphs restricted to [0.5; 3.5] for µ 4 and [1.1; 3.5] for µ 6 with a grid resolution equal to 0.001. Steepness of the slope is by far larger in case of the 6 th moment. Both functions explode to infinity when α approaches 0. In fact, rapidly evanescing gradient of µ 4 for α > 1.2 translates into poor statistical quality of the estimatorm 4 provided it exists, which could be noticed in our simulations. Obviously, monotonicity of µ 6 can be shown graphically along the whole domain R + for arbitrarily dense grid resolution of α.
Proof of Theorem 2.3. The thesis of this theorem can be directly inferred from the univariate version of Theorem 23.5 in [19] , which we now adapt to our specific GED case. Accordingly, we successively identify for k = 4; 6: θ = θ k = µ k (α); α > 0;θ n =m (18) is just a more convenient restatement of (13) whereas the crucial result (19) is equivalent to bootstrap consistency of for each fixed b = 1, . . . , B and even k ≥ 4.
