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1. INTRODUCTION 
Let V, 4, {Y 4 b e metric spaces, g a real-valued continuous function 
such that g(0) = 0 and g(t) > 0 for t > 0; and let T be a map from a subset 
S of X into Y such that 
ds(Tx, 3 TX,) G g 0 4(x, 3 4 for all x1 ) x2 E s. (1.1) 
In this paper we consider the following extension problem: When can T 
always be extended to a map T : X + Y which satisfies (1.1) for all point 
pairs in X ? If such an extension is always possible we say that the pair 
“(X, Y) has the extension property with respect to g,” or simply that 
“e(X, Y; g) holds.” In case g(t) = t” the continuity condition (1.1) becomes 
4(Tx, , TX,) < 4(x, , x2) for all x1 ) x2 E s. (1.2) 
If 01 = 1 we have the case which has received the most attention in the litera- 
ture, that is the problem of extending contraction maps. When 0 < (II < 1, 
the problem becomes that of extending Lipschitz-HBlder maps of order 01, 
or briefly maps of class Lip(a). The statement “e(X, Y; CY) holds” will mean 
that extension is always possible for g(t) = t”. 
The principle result of this paper is that if X is an LQ space and Y is a 
Hilbert space, then e(D, H, a) holds for 0 < 2a < q/(q - 1) and 2 < 4 < co; 
and also that e(L*, H; CY) holds for 0 < 2oi < p and 1 <p < 2. The second 
result can be obtained through a combination of results of Schoenberg and 
Mickle [I 1, 161. Our proof, which depends upon showing that certain 
quadratic forms are positive relative to non-negative coefficients, is imple- 
mented through a generalized Riesz-Thorin interpolation theorem. In both 
cases we provide examples to show that, in general, extension is not possible 
for larger values of 0~. Section 2 is devoted to background material, in Section 3 
we give a proof of our interpolation theorem and, in Section 4, we apply it to 
the problem at hand. 
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A brief review of the background of the extension problem is in order. 
First, there are simple examples which impose natural limitations. 
The map 2 -+ 22u-1, - 2 + - 22a-1 is Lip(a), but cannot be extended to 
x = 0 if (Y > 1. Hence one should restrict attention to the case CY < 1. An 
example in [20] shows that e(P, L’; 1) does not hold for p f 1,2, co even 
in the finite dimensional L” spaces. 
Turning to positive results, McShane [IO] provided an explicit formula to 
show that e(X, R; CZ) holds for X a metric space, R the real numbers and 
0 < LY < 1. In fact he treated more general functions than g(t) = P. Kirsz- 
braun [9] using a “point by point” extension method proved that e(Rn, RQ; 1) 
holds for Euclidean n-space. Valentine [21] extended the results of Kirszbraun 
and showed that e(H, H; 1) holds for general Hilbert spaces and also that 
e(P, S”; 1) holds where Sn is the surface of the unit ball in Rn+l. More 
recently Griinbaum [6] h s owed that if X is a real Banach space then e(X, X, 1) 
holds if and only if X is a unitary space or X is a two-dimensional Minkowski 
space whose unit sphere is a parallelogram. This result has recently been 
extended by Schonbeck [19]. The relation of extension problems to “Helly 
type theorems” is discussed in a survey article by Danzer, Griinbaum and 
Klee [3]. Some other extensions of the above results and applications may be 
found in the papers of Mickle [ll], Minty [12], Griinbaum [7] and Fan [5]. 
2. A SUFFICIENT CONDITION FOR EXTENSION 
In a sequence of papers beginning with [14], Schoenberg studied the 
problem of determing when a metric space can be isometrically embedded 
in Hilbert space H. His investigations, which ultimately led to a study of 
positive definite functions, started from the fact that a necessary and sufficient 
condition for a separable metric space {X, d) to be isometrically embeddable 
in Hilbert space is that given any n + 1 points x, xi , x2 ,..., x, of X, one 
should have 
for arbitrary real & . 
This work has been applied and extended by Griinbaum and Zaranto- 
nello [8] in connection with the extension of maps in Euclidean spaces. In a 
more general setting Minty [13] has utilized the min-max principle to 
obtain sufficient conditions for extension even in case the range space is not 
a Hilbert space. In a forthcoming paper we will treat the extension problem for 
more general spaces but here we restrict our attention to the case in which 
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the range space is a Hilbert space. From either [8] or [13] one obtains the 
following sufficient condition for extension. 
THEOREM 2.1. Suppose {X, d} is a metric space and 0 < 01 < 1. Then 
e(X, H; a) always holds provided that for any n + 1 points x, x1 ,..., x, of X 
(n 3 2), we have 
ijJl C&j d(xi 3 Xj)“” < 2 i Ci d(xt Xi)‘O1 (2.1) 
i=l 
whenever 
ci>O and 
Because it concerns our main results we point out that in case X is a Banach 
space (2.1) takes the form 
i$l C&j 11 Xi - xj l12a d 2 $ ci It xi l12n* 
In going from (2.1) to (2.2) we have replaced Xi by xi - x and then relabeled. 
For 01 in the range 0 < OL < & the inequality (2.1) is trivially true since 
d(xi , xJ2~ < d(x, xi)20 + d(x, xJ”* for 1 < i, j < n. 
COROLLARY. e(X, H, a) holds for 0 < OL < $ and X any metric space. 
THEOREM 2.2. For any Banach space X the following statements are 
equivalent :
(i) X is a Hilbert space. 
(ii) e(X, H, 1) holds. 
(iii) The norm in X s&s-es (2.2) for a = 1. 
Proof. The equivalence of (i) and (ii) is the deep result of Schiinbeck [19]; 
and (i) implies (iii) is a simple exercise. We show that (iii) implies (i). Choose 
n = 3, x1 = x, x2 = y and xs = - y, c2 = cs = u (0 < a < 4) and 
cr = 1 - 2a. Then (2.2) takes the form 
or 
(1 - 24 a II x - y II2 + (1 - 24 a II x + y II2 + a2 jl2y 112 
G (1 - 24 II x II2 + 20 II y II2 
II x -Y /I2 + II x + Y II2 f a-l II x /I2 + II y l12. 
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Letting at * we get 
II x - Y /I2 + II x + Y II2 G ml x II2 + II Y II21 for X,YEX. 
If we let xi = x + y, x2 = x - y, xs = y - x, and choose cr , c2 , cs as 
before then we get the inequality reversed. Hence the norm in X satisfies the 
parallelogram law and X is a Hilbert space [4]. 
This corollary and Theorem 2.2 indicate the two extreme situations: 
e(X, H, a) holds for 0 < LY < $ and X any metric space; but if X is a Banach 
space and e(X, H; 1) holds then X must be a Hilbert space. 
THEOREM 2.3. Let (X, PI> be a o-Jinite measure space. Then 
4W), H; 4 holdsfor l<p,<Z and O<a,<%, (2.3) 
and 
4L*(iu>, H; 4 holdsfor 2 < q < co and 0 < 2ar < -%-. 
P-1 
In both cases the range of a is sharp. 
(2.4) 
According to Theorem 2.1 the extensions (2.3) and (2.4) will be established 
if we can show that the relevant norms satisfy (2.2) for the indicated range of 0~. 
The demonstrations will be carried out in Section 4. 
It is clear that in Euclidean n-space Rn (2.4) has the following equivalent 
geometrical formulation which generalizes a result of Kirszbraun (see [IS]). 
THEOREM 2.4. Suppose 2 < q < co and 0 < 2ar < q/(q - l), and xi , yr , 
1 < i < m are points in R” such that 
Let 
II yi - yf II2 < II xi - xj II: for 1 < i, i < m. 
and 
Si = (x : )I x - xi (lp. ,< ri} (i = 1, 2,..., m) 
Si’ = {Y : II y - yi II2 ,< ri9 (i = 1, 2,..., m) 
be two families of closed spheres. If n:, S, f D then nz, S,’ # D. 
There is a similar geometrical formulation for (2.3). 
3. A RIESZ-THORIN THEOREM FOR WEIGHTED DIRECT SUMS 
In this section we develop a tool designed to establish the inequalities 
(2.2) in L’ spaces for certain choices of p and (II. It is a rather modest and 
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straightforward extension of the standard Riesz-Thorin interpolation 
theorem [22]. 
Suppose that we are given a finite number (X1, pl), (X, , &..., (X, , pn) 
of u-finite measure spaces and an n-tuple P = (p, ,..., p,J with 1 < p, < 00. 
The direct sum @Lpk(& is the linear space of all vectors 
f = (fi 9 fi ,.-.,fnbfk ~JwPJ~ (3.1) 
equipped with the usual coordinatewise operations of addition and scalar 
multiplication. In this space we introduce a norm 
llfllP.T = 15 (j 
k=l xk 
Ifk lPk 4Jk)T’sk h,/l” 
(3.2) 
where 1 < r < co and X = {A,, ha ,..., A,} is a sequence of positive weights. 
In case r = 00 
Ilf II P,m = pky* II fk IlDk * (3.3) 
Denote the resulting space by LP*r(h). Two applications of Minkowski’s 
inequality in (3.2) and (3.3) show that if f, g EL~,~(X) then 
llf + g 1lP.T G llf llP.7 + l/g IlP,& 
hence LpsT(X) is a Banach space. We need some facts concerning bounded 
linear functionals on Lp3’(X). 
Write p’ = p/Q - 1) for the index conjugate to p and let 
P’ = (Pl’, p2’,..., A’). 
If g E LP’>“(h), then 
clearly defines a bounded linear functional on Lp!‘(A) of norm 1) g llp,,r’ . In 
fact, it is straightforward to show that if P < co (no component of P equals 
co), then LP’tr’(h) is isomorphic and isometric to the Banach conjugate of 
Lp~(h) and that (3.4) provides the form for the general linear functional on 
Lp*‘(A). Furthermore, if f E LP+) then 
llf 1lp.r = sup / J-fg t&i 1 (3.5) 
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where g varies over all simple vectors in L P’*r’(h) of norm one. (Here and sub- 
sequently a measurable vector is one with measurable components; and a 
simple vector is one whose components are simple measurable functions 
which vanish outside a set of finite measure.) 
We now introduce a second sequence (YI , vJ, (Ya , us),..., (Y, , v,) of 
u-finite measure spaces and define the space LO*s(~) in an analogous way 
where Q = (ql , q2 ,..., qm), 1 d qk < ~0, 1 < s < ~0 and 77 = hl ,r12 ,..., 71~) 
is a sequence of positive weights. We shall be interested in a linear trans- 
formation T with domain the simple vectors on X = (XI, X2 ,..., X,) and 
range in the measurable vectors on Y = (Yr , Y2 ,..., Y,). 
THEOREM 3.1. Let 
and 
1 -= 
P 
g-2+$, +Lp+;, +LfL+-L, 
1 2 1 2 
1 -= 
s y+t, 
where 0 < t < 1, and assume there exist constants Ml and M, such that 
for any simple vector f on X. Then we may conclude that 
Furthermore, if P < co, T can be extended uniquely to LP*‘(h). 
Proof. In explanation of our notation, the vectors 
pk = (pkl 9 Pk, se**, pkn), Qtc = kh t qk2 Y-.-Y qknh h = 1,2, 
have their components in [l, co] and 
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where 
1 -= 
qk 
k = 1, 2 ,..., m. 
Our proof closely follows that of the Riesz-Thorin theorem given in [22]. It 
follows from (3.5) and the linearity of T that (3.8) will hold provided we 
show that 
(3.9) 
holds for all simple vectors f on X and g on Y subject to the restriction 
iif b’,r = l, l/g 11Q’.s’ = 1. Choose two such vectors f = (fl , fi ,..., f,,) 
g = b!l , g, 9***, gm) and write fk = ( fk 1 eiuk and g, = j g, 1 eivk where uk 
and vk are real-valued simple measurable functions on X, and Y, respec- 
tively. Let 
“k&j = (1 d k < 4, 
b?k@) = 
e+c 
. 7 
llkw = $2 + 2 (1 < k < m), 
lk 
Y(4 = S(z) = S’(z) = 
Notice that 
Olk@) = i, flk@) = ; 9 pk’@) = $7 , 
S(t) = f and S’(t) = f . 
For 1 < k < n define 
Fk(z) = ilfk bt 
IYw-Dp~(z) ,fk par(z) eiur 
ifpk # m  
= iifk li?)-’ f?c ifp, = 00; 
for 1 < k < m define 
(--+) =,jgk ~l~~'(d-'Jx%~'(Z) , gk IQ'(l-6&)) eiv" ifqk # 1 
if qk = 1, 
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with the understanding that ry(z) = 1 if Y = cc and ~‘S’(Z) = 1 if s’ = co, 
and let 
m4 = (Fl(4, ~‘2(4,..., F&N, 
G(z) = (G&4, G(+.., G(z)). 
When z = t, F(t) = f and G(t) = g. Finally, define 
Because f and g are simple vectors the components F,(z) and G,(z) are 
linear combinations of characteristic functions whose coefficients are entire 
functions bounded in the strip 0 < Re z < 1. It is easy to verify that F(z) 
can be written as a finite linear combination of vectors, each having only one 
nonzero component-that being a fixed characteristic function independent 
of z-with coefficients entire functions bounded in the strip 0 < Re z < 1. 
Consequently Q(z) is an entire function bounded in the strip 0 < Re z < 1. 
When Rez = 1, 
Similar computations show that 
IIW + irh=-,.r, = 1 
The calculations combine to imply that 
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Similarly 
Therefore, applying the Phragmen-Lindelof principle, we get 
I WI d M?Mzt, 
which is the same as (3.9); hence (3.8) is established. The last assertion of the 
theorem is clear since the simple vectors are dense in LPJ(h) when P < 00. 
The proof is now complete. 
We have only developed the form of this weighted interpolation theorem 
essential to the problem at hand. It is clear that generalizations are possible 
to the case of infinitely many weight factors or even to the situation obtained 
by placing a weighted norm on the direct sum of Lp spaces indexed over a 
topological space. But even in this simple form Theorem 3.1 is a useful 
tool. We mention one application. 
An inequality of Clarkson on L” spaces [2] states that if 1 < p < 2 then 
(IIf i-f2 11;’ + llfi -f2 GY’*’ G 2*‘“‘tllfl ii; + llfi IW'" (3.10) 
for arbitrary elements fi , f2 in LP. Evidently it suffices to establish this 
inequality for pairs of simple functions. Define T on pairs ( fi , fi) of simple 
functions by 
(fi ,fi)-+ (fi +fi ,fi -fd. 
Take h, = Q = 1, K = 1, 2. Then 
II T(fl ~fi)llh,zLz = {llfi if2 11; + llfi -f2 IliY 
= d%fI II; + llfi lW2 
= 4 Mfi ~fi)ll(2,2,,2 > 
and 
II T(fl ~f2hI,.cc = max(llfi +f2 II1 , Ifi -f2 111) G llfi III + IIf III 
d Nfi ~f2)ll(1.1),1 * 
Here PI = (2, 2), rl = 2, Q1 = (2,2), s1 = 2, Ml = d?; P2 = (1, I), r2 = 1, 
Q2 = (1, l), s2 = “3, M, = 1. Hence if l/p = (1 - t)/2 + t = (1 + t)/2, 
O<t<l, then P=(p,p),Q=(p,p), r=p and s=p’so, by Theorem 
3.1, 
II T(fl >fihdd G P” IlCfi ,f2hde 
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which is precisely (3.10). Other inequalities in [2] can be derived in a similar 
manner. 
These inequalities also follow, but not so easily, from an interpolation 
theorem of Benedek and Panzone for Lr spaces with mixed norm [l]. 
4. PROOF OF THEOREM 2.3 
Let Up’(c) denote the space f = (f 1 ,..., fn) where fk ELM* and 
Ilf 1lP.t = 1 i llfk II:, qr. 
k=l 
It is no restriction to suppose that ck > 0, 1 < K < rz. Denote by Lo+(c X C) 
the space g = (gii)z+i where gij EJW(~) and 
II g II Q.8 = 
Define T by ( fi ,..., fn) -+ ( fi - fj)y,j-l . In order to simplify notation 
denote a tuple of constant components by that component. Let 
PI =2, Y, = 2, Q1 = 2, s1 = 2, Ml = d/2; 
(4.1) 
Ps = 1, 12 = 1, Q2 = 1, sa = 1, M, = 2. 
It follows that 
and 
11 Tfl1l.l = i llfi -fi l/l ‘Yi d 2 i llfi 111 Ci = 2 Ilflh,l * 
i.j=l i==l 
Therefore T satisfies (3.6) and (3.7) for the values (4.1). Define 
1 -=!$+f=!+2 for 0 < t < 1 
P 
so that P = p, Y = p, Q = p, s = p. It follows from (3.8) that 
II ?'fll,., < P" Ilfll,,, 
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or 
Apply the interpolation theorem a second time with 
Pl =p, 71 =P, 81 =P, $1 = P, Ml = 21/p 
p2 =P, r-2 = I, Q~=P, s2 = 1, Ml = 2. 
In this instance P = Q = p and r = s = 2ar where l/201 = (1 - t)/p + t, 
0 < t < 1. Since (3.6) and (3.7) are clearly satisfied we get 
Since this establishes (2.2) the proof of (2.3) is complete. 
In order to prove (2.4) define T as before and set PI = 2, rl = 2, Q1 = 2, 
s1 = 2, Ml = dz; Pz = co, r2 = 1, Qs = co, sa = 1, M, = 2. Clearly 
II Tfllm.1 G 2 Ilfllm.l- Set l/q = (1 - t)/2 + t/co = (1 - t)/2 where 
0 < t < 1. Then P = Q = q, r = q’, s = q’ and 
M;-tM,t = 2h-th+t _ 21/q’ - . 
It follows from (3.8) that 
As before we apply the interpolation theorem a second time; in this case 
P, = q, T = q’, Q1 = q, s1 = q’, Ml = 21/q’; P2 = q, r2 = 1, Qz = q, 
sa = 1, M, = 2. Hence P = Q = q and r = s = 201, 1/2a = (1 - t)/q’ + t, 
where 0 < t < 1, and 
j,,#- t&J2 t = 2(1-thi 2 t = 211201. 
According to (3.8) the resulting inequality is 
This completes the proof of (2.2). We have proved (2.4). 
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In order to show that e(Lp, H, a) does not hold in general for 1 <p < 2 
and 01 >p/2, we shall construct an example in &,P, Euclidean n-space with 
the p-norm. Let (e,>E1 denote the unit coordinate vectors and define 
Since 
Tel, = 2~IP-112ek (1 < K <n). 
(1 Te, - Tei (I2 = 2a’p-1’2 /I ei - ej iI2 = 2u” = /I ei - ej II”, , 1 <i,j<n 
we see that T is of class Lip(a) from {ei}F=i into en2. Let us show that it is not 
possible to extend T to x = 0 for large n. It is required to define TX = y 
in such a way that 
II y - Tek II2 < II 0 - ek II”, = 1 for 1 < k < n. 
The vector y which minimizes m=,Gk(, II Y - Tek II2 is clearly 
y = l/n CiC1 Te,; but 
[[y - Te,I(i = n-‘(n - 1) 22rr’P-1 
and this certainly exceeds 1 for large n if u > p/2. 
The proof that e(L*, H; CX) (2 < q < co) does not hold in general when 
201 > q’ requires a more elaborate construction. In 8& choose 12 + 1 vectors 
Al , $1 ,**-9 4n as follows. Let 0 < k < 71. Each component of CI, is f 2+/q. 
To fix the sign, arrange the components into 2” consecutive blocks of length 
2n-k which alternate in sign, the first block having positive sign. These 
vectors have the following properties: 
G) II 46k II* = 1 
w II ci - 44i IIP = 2l’*‘, G Zi) 
(iii) (A; &) = 0, (i Zi) 
(iv) I/ & - k II2 = 2tn+1)12-(nld Wj) 
(v) I( $hi II2 = 2”‘*-2)‘2q. 
Define T by T$, = dnqSk (0 < k < n) where 
Then 
d 
n 
= 2(a/4’)+(n/P)-(n+l)/2. 
II %i - Wi 112 = II A - 6 II: 9 O<i,j<n 
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so that T is of class Lip(a). Again it is not possible to extend T to x = 0 for 
large n. For as before the best possible choice for y in TX = y is 
and a simple calculation shows that, for 0 < K < n, 
/j y - d,,$k 11; = n-‘(n + 1) d,2 2n(g-2)‘g = n-l@ + 1) 2”“‘-l 
which exceeds 1 for large n provided 2or > 4’. 
We close with some questions and open problems. 
Problem I. It is known [16] that if x1 , x2 ,..., x,, is any finite set of points 
in Euclidean n-space, the quadratic form 
is positive for 1 < p < 2, and 0 < 01 < p. A direct proof would be of interest. 
Our results show that 
if ti >, 0, but we cannot show that the quadratic form is positive. An affir- 
mative solution in this latter case would show that the metric space obtained 
by raising the norm in L”’ to the power p/2 is isometrically embeddable in L2. 
Problem 2. Let X be a Banach space and suppose e(X, H; a) holds for 
01 < p/2 and fails for 01 > p/2 (1 < p < 2). Does it follow that X is an LP 
or Lp’ space? 
Problem 3. We have shown by example that when n is large e(e,P, en2; a) 
and e(ez’, ea2; a) fail for 2ar > p and 1 < p < 2. Does this extension problem, 
for fixed OL and p, depend on the dimension n ? If so, how ? 
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