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Abstract
Using techniques from Robin Forman’s discrete Morse theory, we obtain information
about the homology and homotopy type of some graph complexes. Speciﬁcally, we prove that
the simplicial complex D3n of not 3-connected graphs on n vertices is homotopy equivalent to a
wedge of ðn  3Þ  ðn  2Þ!=2 spheres of dimension 2n  4; thereby verifying a conjecture by
Babson, Bjo¨rner, Linusson, Shareshian, and Welker. We also determine a basis for the
corresponding nonzero homology group in the CW complex of 3-connected graphs. In
addition, we show that the complex Gn of non-Hamiltonian graphs on n vertices is homotopy
equivalent to a wedge of two complexes, one of the complexes being the complex D2n of not 2-
connected graphs on n vertices. The homotopy type of D2n has been determined, independently,
by the ﬁve authors listed above and by Turchin. While Gn and D2n are homotopy equivalent for
small values on n; they are nonequivalent for n ¼ 10:
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Given a family of graphs on a ﬁxed vertex set V ; we may identify the graphs in the
family with their edge sets. If the family is closed under deletion of edges, this
identiﬁcation makes it possible to interpret the family as a simplicial complex. We
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are particularly interested in complexes that are invariant under permutations of the
underlying vertex set V ; such complexes will be referred to as monotone graph
properties.
The purpose of this paper is to study the homotopy type and homology of two
classes of monotone graph properties (see Section 2 for graph-theoretical
deﬁnitions):
* Complexes of not 3-connected graphs.
* Complexes of non-Hamiltonian graphs.
Robin Forman’s discrete Morse theory [7] will be instrumental in the analysis. This
theory has proven to be a powerful tool for analyzing the topology of a wide range of
different complexes; see [2,4,6,8,10,11] for a few nice examples. For an interesting
application of discrete Morse theory to geometry, see [5].
For topological spaces X and Y ; the space X3Y :¼ ðX  fygÞ,ðfxg  Y ÞDX 
Y is the (one-point) wedge of X and Y (with respect to the points xAX and yAY ).
For an abstract simplicial complex S; let jjSjj denote the geometric realization of S:
Let D2n be the complex of not 2-connected graphs on n vertices. Babson et al. [1] and,
independently, Turchin [13] proved that jjD2njj is homotopy equivalent to a wedge of
ðn  2Þ! spheres of dimension 2n  5;
jjD2njjC
_
ðn2Þ!
S2n5:
The main object of this paper is to verify a conjecture in [1] about the complex D3n of
not 3-connected graphs on n vertices:
jjD3njjC
_
ðn3Þ ðn2Þ!
2
S2n4:
The result is obtained via a certain matching on the family D3n: The matching has the
property that exactly ðn  3Þ  ðn  2Þ!=2 graphs, each containing 2n  3 edges,
remain unmatched. As the matching turns out to satisfy the rules of discrete Morse
theory, we obtain that jjD3njj is homotopy equivalent to a wedge of spheres of
dimension 2n  4 with exactly one sphere for each unmatched graph. The matching
can also be used to determine a basis for the homology of the CW complex of 3-
connected graphs.
Using similar techniques, we obtain some information about Gn; the simplicial
complex of non-Hamiltonian graphs on n vertices, nX3: More precisely, using
discrete Morse theory, we show that jjGnjj is homotopy equivalent to
jjD2njj3jjSnjj;
where Sn is a certain subcomplex of Gn and D2n is the already introduced complex of
not 2-connected graphs.
For small values of n (at least for np7), the homology of Gn coincides with the
homology of D2n: This implies that the homology of the complex Sn is zero for small
n: However, this nice property does not seem to hold in general. Speciﬁcally, we
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show that eH14ðS10Þ ¼ eH14ðS10;ZÞ contains a free subgroup of rank 8!=2; eH denotes
reduced homology. It seems reasonable to conjecture that the homology of Sn is
always nontrivial when n is at least ten.
While this example indicates that the homology of Gn and D2n are probably
different in general, we may at least conclude that eH2n5ðD2nÞ can be identiﬁed with a
certain subgroup of eH2n5ðGnÞ: Analogously, the ð2n  4Þth homology group of the
CW complex of 2-connected graphs can be embedded in the corresponding
homology group of the CW complex of Hamiltonian graphs. In fact, Shareshian’s
basis in [11] for the homology of the former complex remains an independent set in
the homology of the latter complex.
To facilitate analysis of the homology, we develop a very elementary algebraic
version of discrete Morse theory. A discrete Morse matching on a simplicial complex
gives rise to a discrete gradient vector; see [7]. This gradient vector can be used to
determine a basis for the resulting Morse chain complex in terms of the canonical
basis for the original chain complex. Our main object is to provide shortcuts for
deriving this basis (or parts thereof) without having to examine the explicit gradient
vector. Our methods are only useful in situations where it is possible to guess the
basis.
1.1. Organization of the paper
In Section 3, we give a vastly simpliﬁed version of discrete Morse theory, which is
applied in Sections 4 and 5 to examine the topology of the complexes discussed
above. In Section 6, we discuss algebraic aspects of discrete Morse theory; the
developed theory is used in the two concluding Sections 7 and 8 to determine
information about the homology of our complexes.
2. Graph-theoretical concepts
Let G ¼ ðV ; EÞ be a graph; V is the (ﬁnite) set of vertices and ED V
2
 
is the set of
edges in G: The edge between a and b is denoted as ab or fa; bg: Whenever the
underlying vertex set V is ﬁxed, we identify a graph with its edge set; eAG means that
eAE: For a set E and an element e; let E þ e denote the union of E and feg and let
E  e denote the set obtained from E by removing e: We will write G  e ¼
ðV ; E  eÞ and G þ e ¼ ðV ; E þ eÞ: For WDV ; let GðWÞ ¼ W ; E- W
2
  
; GðWÞ is
the induced subgraph of G on the vertex set W : For vAV ; the neighborhood of v is the
set NGðvÞ ¼ fwAV \fvg : vwAEg: The degree of v is degGðvÞ ¼ jNGðvÞj:
A graph G is disconnected if its vertex set V can be written as a disjoint union of
two nonempty sets V1 and V2 such that either eDV1 or eDV2 for all eAE: A graph is
connected if it is not disconnected. For 1pkpjV j  1; say that G is k-connected if
GðV \WÞ is connected for every WCV such that jW jok: Clearly, a graph is 1-
connected if and only if it is connected. The set WCV separates G if GðV \WÞ is
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disconnected. The property of being not k-connected is a monotone graph property
for each kX1: For 1pkpn  1; let Dkn be the complex of not k-connected graphs on
the vertex set ½n ¼ f1;y; ng: In Section 4, we determine the homotopy type of jjD3njj:
A Hamiltonian path is a sequence ðr1;y; rnÞ containing each vertex in V exactly
once such that ririþ1AE for 1pipn  1: If in addition rnr1AE; then ðr1;y; rn; r1Þ
is a Hamiltonian cycle. A graph is Hamiltonian if it contains at least one Hamiltonian
cycle and non-Hamiltonian otherwise. Any Hamiltonian graph is 2-connected, but
there are k-connected and non-Hamiltonian graphs for arbitrarily large values of k;
consider the complete bipartite graph Kk;kþ1:
The property of being non-Hamiltonian is a monotone graph property. For
each n42; let Gn be the complex of non-Hamiltonian graphs on the vertex set ½n:
Section 5 is devoted to the study of Gn:
3. Discrete Morse theory for simplicial complexes
In this section, we discuss some consequences of Robin Forman’s discrete Morse
theory in the special case of simplicial complexes. We deﬁne the concept of an acyclic
matching on a family of sets and interpret some of the basic theorems in [7]. For
more elaborate combinatorial interpretations of discrete Morse theory, see [4,11].
Let PðXÞ be the family of subsets of a ﬁnite set X and let S be a subfamily of
PðXÞ: A matching on S is a familyM of pairs fA; Bg with A; BAS such that no AAS
is contained in more than one pair in M: A set AAS is critical or unmatched with
respect to M if A is not contained in any pair in M:
We say that a matchingM on S is an element matching if every pair inM is of the
form fA; A þ xg for some xAX and ADX  x: All matchings considered in this
paper are element matchings.
Consider an element matchingM on a family S: Let D ¼ DðS;MÞ be the directed
graph with vertex set S and with an arc ðA; BÞ (i.e., an arc directed from A to B) if
and only if either of the following holds:
(1) fA; BgAM and B ¼ A þ x for some xeA:
(2) fA; BgeM and A ¼ B þ x for some xeB:
Thus every arc in D corresponds to an edge in the Hasse diagram of S ordered by set
inclusion; edges corresponding to pairs of matched sets are directed from the smaller
set to the larger set, whereas the other edges are directed the other way around. We
write A-B if there is a directed path from A to B in D: For familiesV andW; we
writeV-W if there are VAV and WAW such that V-W : The symbolQ is used
to denote the non-existence of such a directed path.
An element matchingM is an acyclic matching if D is cycle-free, that is, A-B and
B-A implies that A ¼ B: One easily proves that any cycle in a directed graph D
corresponding to an element matching is of the form ðA0; B0;y; Ar1; Br1Þ with
r41 such that
Ai; Aðiþ1Þ mod rCBi and fAi; BigAM ð1Þ
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(for details, see [11]). The following two lemmas provide simple but useful methods
for dividing a family of sets into smaller subfamilies such that any set of acyclic
matchings on the separate subfamilies can be combined to form one single acyclic
matching on the original family.
Lemma 1. Let SDPðX Þ and xAX : Define
MxðSÞ ¼ ffA  x; A þ xg : A  x; A þ xASg;
S½x ¼ fA : A  x; A þ xASg:
Let M be an acyclic matching on S :¼ S\S½x: Then M :¼MxðSÞ,M is an acyclic
matching on S:
Proof. Let ðA0; B0;y; Ar1; Br1Þ be a cycle in DðS;MÞ satisfying (1). We claim that
if some set Bi contains x; then all sets must contain x: For simplicity, assume that
i ¼ 0 and let j be minimal such that xeBj: This means that Bj1\Aj ¼ x; which is a
contradiction; by construction ðBj1  x; Bj1ÞAMxðSÞ: Thus the claim follows.
Since M is an acyclic matching on S; there must be some pair fAi; Big that is
included in MxðSÞ rather than in M; by construction, Bi ¼ Ai þ x: The above
discussion implies that all sets Bj contain x: In particular, Bi1 has this property,
which implies that Bi1 ¼ Ai þ x ¼ Bi; which is clearly a contradiction. &
Lemma 2 (Cluster Lemma). For SDPðX Þ; let A ¼ fA1;y;Asg be a subdivision of
S; meaning that S is the disjoint union of the families A1;y;As: For 1pips; let Mi
be an acyclic matching on Ai: Let
M ¼
[s
i¼1
Mi;
M is an element matching on S: Define the relation B on A by
AiBAj 3 ADB for some AAAi; BAAj:
Suppose that the transitive closure B of B gives a partial order on A; AiBAj and
AjBAi implies that i ¼ j: Then M is an acyclic matching.
Remark. Lemma 2 has been discovered independently by several other authors,
including Hersh [8].
Proof. Let ðA0; B0;y; Ar1; Br1Þ be a cycle in DðS;MÞ satisfying (1). Let i0;y; ir1
be such that Ak; BkAAik for 0pkpr  1: Since Aðkþ1Þ mod rCBk; it is clear that
Aiðkþ1Þ mod rBAik : Via a simple induction argument, this implies thatAik0B
Aik for
any pair k; k0: Swapping k and k0; we obtain AikB
Aik0 ; which by assumption
implies that ik ¼ ik0 : Hence all sets in the cycle are contained in one single familyAi;
which is a contradiction. &
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For the remaining part of this section, S is a simplicial complex containing at least
one nonempty set; we consider the empty set as part of every simplicial complex.
Given an acyclic matching M on S; we may without loss of generality assume
that the empty set is contained in some pair inM: Namely, if all 1-sets are matched
with larger sets, then there is a cycle in the directed graph DðS;MÞ: Unless other-
wise stated, we always assume that ff; fxggAM for some xAXn; this is the
combinatorial approach, as opposed to the geometrical approach in which f is left
unmatched.
For an acyclic matchingM on a simplicial complex S; let UðS;MÞ be the family
of critical sets in S with respect to M: The following theorem contains inter-
pretations of some of the basic results in discrete Morse theory.
Theorem 3 (Forman [7]). With notation as above, the following hold:
(i) If UðS;MÞ is empty, then jjSjj is contractible to a point.
(ii) IfUðS;MÞ consists of one single set of size p þ 1 with pX0; then jjSjj is homotopy
equivalent to a sphere of dimension p:
(iii) If S0 is a subcomplex of S such that S0QS\S0 and UðS;MÞDS0; then jjSjj and
jjS0jj are homotopy equivalent. &
Example. Consider the simplicial complex S on the set f1; 2; 3; 4; 5; 6g consisting of
all subsets of 124; 245; 23; 35; and 36; 124 denotes the set f1; 2; 4g; and so on. In
Fig. 1, a geometric realization of S is illustrated. The ﬁgure illustrates an acyclic
matching on S with the only critical set 35; an arrow from the set A to the set B
means that A and B are matched. We also match 2 and the empty set; however, since
the empty set has no obvious geometric interpretation, it is convenient to consider 2
as a critical point in the geometric realization. Note that jjSjj is homotopy equivalent
to a CW complex consisting of a 1-cell corresponding to 35 and a 0-cell
corresponding to 2:
For a (possibly empty) family VDUðS;MÞ; let
SV ¼ fAAS :V-Ag,ff; fxgg; ð2Þ
where fxg is the set matched with the empty set in M: If V is nonempty, then
SV ¼ fAAS :V-Ag:
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Fig. 1. jjSjj is homotopy equivalent to a circle. Arrows indicate faces to be matched.
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Lemma 4. SV is a simplicial complex. That is, if fs; tgAM with sCt and tASV; then
sASV: In particular,
UðSV;MVÞ ¼ SV-UðS;MÞ;
where MV is the restriction of M to SV:
Proof. Assume the opposite and let A be a largest set such that AeSV and such that
there is an element yAX with the property that A þ yASV: Since there is a VAV
such that V-A þ y; we have that fA; A þ ygAM; otherwise fA þ y; Ag would be an
arc in D: In particular, A þ yeUðS;MÞ: This implies that there must be an arc
ðB; A þ yÞ in D such that BASV: Clearly A þ yCB; thus there is a zay such that
B ¼ A,fy; zg: Since A is maximal among sets right below SV; we must have
A þ zASV: However, ðA þ z; AÞ is an arc in D; which gives a contradiction. &
We now state and prove a simple result that is indispensable for this paper. In
words, it says the following: Suppose that the family of critical sets with respect to an
acyclic matching on a simplicial complex can be divided into two subfamilies such
that there are no directed paths between the two subfamilies in the underlying
digraph. Then the complex is homotopy equivalent to a wedge of two separate
complexes generated as in (2) from the two subfamilies.
Theorem 5. Suppose that VDU ¼ UðS;MÞ has the property that U\VQV and
VQU\V: Then jjSjj is homotopy equivalent to
jjSVjj3jjSU\Vjj:
In particular, if V ¼ fVg; then jjSjj is homotopy equivalent to
Sp3jjSU\fVgjj; ð3Þ
where p ¼ jV j  1; hence eHpðSÞ is nontrivial.
Proof. By (iii) in Theorem 3 and Lemma 4, jjSjj is homotopy equivalent to jjSUjj;
thus we may assume that S ¼ SU ¼ SV,SU\V: Let X ¼ SV-SU\V: By assump-
tion,X contains no critical sets and is nonempty (f; fxgAX). By Lemma 4 applied to
each of SV and SU\V; the restriction ofM toX is a perfect matching. This implies by
(i) in Theorem 3 that jjXjj is contractible to a point. By the Contractible Subcomplex
Lemma (see [3]), jjSjj is homotopy equivalent to the quotient complex jjSjj=jjXjj:
By the same lemma, jjSVjj3jjSU\Vjj is homotopy equivalent to
ðjjSVjj=jjXjjÞ3ðjjSU\Vjj=jjXjjÞ: Since clearly
jjSjj=jjXjjDðjjSVjj=jjXjjÞ3ðjjSU\Vjj=jjXjjÞ;
the proof is ﬁnished; (3) follows from (ii) in Theorem 3 and Lemma 4. &
Via a simple induction argument, Theorem 5 yields the following result.
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Corollary 6. Let VDU ¼ UðS;MÞ be such that U \fVgQV and VQU\fVg for
every VAV: Then jjSjj is homotopy equivalent to_
VAV
SjV j1
 !
3jjSU\Vjj:
4. Not 3-connected graphs
We consider the complex D3n of not 3-connected graphs on the vertex set V ¼ ½n:
The next theorem veriﬁes a conjecture in [1]:
Theorem 7. jjD3njj is homotopy equivalent to a wedge of ðn  3Þ  ðn  2Þ!=2 spheres of
dimension 2n  4:
Our proof of Theorem 7 involves an acyclic matching on D3n such that there
are ðn  3Þ  ðn  2Þ!=2 critical graphs, each of which has 2n  3 edges. The graphs
are easy to describe: For 2pkpn  2 and a permutation r ¼ r1r2yrnAS½n; let
Gðr1;y; rk7rkþ1;y; rnÞ be the graph with edge set
fr1r2; r2r3;y; rk1rkg, frkþ1rkþ2; rkþ2rkþ3;y; rn1rng
, fr1rkþ1;r2rkþ1;y;rkrkþ1;rkrkþ2;rkrkþ3;y;rkrng:
The graph Gðr1;y; rkjrkþ1;y; rnÞ consists of two ‘‘walls’’ with r1;y; rk forming a
path on the left-hand side and rkþ1;y; rn forming a path on the right-hand side. All
vertices on the left wall are connected to rkþ1; whereas all vertices on the right wall
are connected to rk: See Fig. 2 for an example.
Let
Uk ¼ fGðr1; r2;y;rkjrkþ1;rkþ2;y; rnÞ : r1 ¼ 1; rn ¼ n; r2orkþ1g:
The family of critical graphs in the acyclic matching is
U ¼
[n2
k¼2
Uk:
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Fig. 2. Gðr1;r2; r3;r4;r5jr6; r7;r8;r9Þ:
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For each of the n  3 choices of k; we have ðn  2Þ!=2 valid permutations r; which
implies that jUj ¼ ðn  3Þ  ðn  2Þ!=2: Since all graphs in U have the same number
2n  3 of edges, Theorem 7 is a consequence of Corollary 6.
Proof of Theorem 7. Before proceeding, we give a brief description of the acyclic
matching to be deﬁned: First, we match with respect to the edge 1n whenever
possible; the remaining graphs are those with the property that 1n cannot be added
without yielding a 3-connected graph. Second, we show for any remaining graph G
that there are two unique vertices x; y separating G such that the connected
component in GðV \fx; ygÞ containing 1 is minimal. Matching with the edge xy; we
get rid of all graphs but those of the kind illustrated in Fig. 3. In the ﬁnal step, we
proceed by induction on n to obtain a matching with the desired properties. This step
is technical in nature; roughly speaking, we consider the graph in D3n1 obtained from
the graph in Fig. 3 by contracting the edge 1a:
The proof is divided into several steps.
Step 1: First, we consider the edge 1n: With notation as in Lemma 1, take the
matchingM1nðD3nÞ; thus we match with 1n whenever possible. Let Ln be the family of
critical graphs with respect to this matching. By Lemma 1, any acyclic matching on
Ln together with M1nðD3nÞ provides an acyclic matching on D3n: One readily veriﬁes
that L4 consists of the graph Gð1; 2j3; 4Þ and nothing more. Hence from now on we
may assume that nX5:
Remark. Note that any acyclic matching on Ln is also an acyclic matching on the
family obtained from Ln by adding the edge 1n to every member of Ln: In particular,
our acyclic matching can be translated into an acyclic matching on the complex
D3ðnÞ of 3-connected graphs (notation as in [11]). This fact is used in Section 7 to
determine a basis for the homology of D3ðnÞ:
Step 2: For any graph G (3-connected or not), let XðGÞ be the set of pairs fx; yg
such that GðV \fx; ygÞ is disconnected. Let GALn: Since G þ 1n is 3-connected, the
set X ðG þ 1nÞ is empty. This implies that any fx; ygAXðGÞ separates 1 and n in G
(that is, any path from 1 to n in G must pass through either x or y) and that
f1; kg; fk; ngeX ðGÞ for all kAV :
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Fig. 3. A graph in Lnðf1g; x; yÞ; fa; bg ¼ fx; yg and nAX :
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Step 3: For any GALn and S ¼ fa; bgAX ðGÞ; note that the induced subgraph
GðV \SÞ consists of exactly two connected components
M1ðS; GÞ and MnðS; GÞ;
where 1AM1ðS; GÞ and nAMnðS; GÞ: Namely, since G þ 1n is 3-connected,
GðV \SÞ þ 1n is connected. By the following lemma, there is a unique set S ¼ SG
in X ðGÞ such that M1ðS; GÞ is minimal.
Lemma 8. Let GALn: Then there is a set SGAXðGÞ such that
M1ðSG; GÞkM1ðS; GÞ
for all SAXðGÞ\SG:
The proof of Lemma 8 is given in Appendix A.
Step 4: For any MCV and x; yeM; let
LnðM; x; yÞ ¼ fGALn : SG ¼ fx; yg; M ¼ M1ðSG; GÞg:
This yields a subdivision of Ln into smaller families; we want to show that Cluster
Lemma 2 applies. Recall that the partial order in the lemma is deﬁned in terms of set
containment (i.e., graph containment in this particular case). Now, if GDH; then
M1ðSG; GÞDM1ðSH ; GÞ ¼ M1ðSH ; HÞ
with equality if SG ¼ SH : Moreover, if GkH and SGaSH ; then Lemma 8 implies
that
M1ðSG; GÞkM1ðSH ; GÞ ¼ M1ðSH ; HÞ:
In particular, the family
fLnðM; x; yÞ : MCV ; xoyg
does satisfy the conditions in Cluster Lemma 2. The condition xoy is necessary for
avoiding double-counting; LnðM; x; yÞ ¼ LnðM; y; xÞ:
Step 5: Let LnðM; x; yÞ be the family of critical graphs in LnðM; x; yÞ with respect
to the matching MxyðLnðM; x; yÞÞ (notation as in Lemma 1); we match with
xy whenever possible. The following lemma implies that we need only consider
M ¼ f1g:
Lemma 9. LnðM; x; yÞ is nonempty if and only if M ¼ f1g: A graph G is in
Lnðf1g; x; yÞ if and only if the following conditions are satisfied.
(i) G þ 1n is 3-connected, whereas G is not.
(ii) One of the elements x and y; denoted a; has degree 3.
(iii) Let b be the element in fx; yg\fag: The neighborhood NGðaÞ of a equals f1; b; cg
for some cAV \f1; a; b; ng; whereas NGðbÞ contains 1 and a:
As a consequence, graphs in Lnðf1g; x; yÞ are of the form illustrated in Fig. 3. The
proof of Lemma 9 is given in Appendix B.
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Step 6: What remains is to ﬁnd a nice acyclic matching on Lnðf1g; x; yÞ: Before
proceeding, we note that the vertex a in Lemma 9 is not always uniquely determined;
if both x and y have degree 3, then either of x and y might be chosen as a: For this
reason, we divide the problem into two asymmetric (as opposed to symmetric) cases:
(1) x may be deﬁned as b (meaning that deg y ¼ 3).
(2) x must be deﬁned as a (meaning that deg y43 and deg x ¼ 3).
For the ﬁrst case, introduce the family
Fn1ðx; y; zÞ ¼ fG : NGðyÞ ¼ f1; x; zgg-Lnðf1g; x; yÞ
for each zAV \f1; x; y; ng: For the second case, introduce the family
Fn2ðx; y; zÞ ¼ fG : deg y43; NGðxÞ ¼ f1; y; zgg-Lnðf1g; x; yÞ
for each zAV \f1; x; y; ng: The partition
fFn1ðx; y; zÞ;Fn2ðx; y; zÞ : zAV \f1; x; y; ngg
of Lnðf1g; x; yÞ satisﬁes the conditions in Cluster Lemma 2; the inclusion relation
between two graphs in Lnðf1g; x; yÞ can hold only if the smaller set is contained in
some Fn1 and the larger set is contained in some F
n
2:
Step 7: The ﬁnal step is Lemma 10 below, which will imply Theorem 7. &
Lemma 10.
(i) There is an acyclic matching on Fn1ðx; y; zÞ with critical graphs
Gð1; xjy; z; r5;y; rn1; nÞ;
where fx; y; z; r5;y; rn1g ¼ f2;y; n  1g:
(ii) There is an acyclic matching on Fn2ðx; y; zÞ with critical graphs
Gð1; x; z; r4;y; rkjy; rkþ2;y; rn1; nÞ; 3pkpn  2;
where fx; z; r4;y; rk; y; rkþ2;y; rn1g ¼ f2;y; n  1g:
Proof. (i) Consider a graph GAFn1ðx; y; zÞ: One readily veriﬁes that there is a unique
maximal path
PG ¼ ðv1; v2;y; vtÞ
with v1 ¼ 1; v2 ¼ y; and v3 ¼ z such that
NGðvkÞ ¼ fvk1; vkþ1; xg
for all kAf2;y; t  1g: Speciﬁcally, add one vertex vk at a time and continue as long
as NGðvkÞ is of the form fvk1; w; xg for some wefv1;y; vkg: For example, with
1 ¼ r1; x ¼ r6; y ¼ r2; and z ¼ r3 in Fig. 2, we have PG ¼ ðr1; r2; r3; r4; r5Þ: Note
that if kot; then vkan; because otherwise fx; ng would separate G þ 1n: If vt ¼ n;
then (for the same reason) all vertices in V \fxg are contained in the path; thus
t ¼ n  1: By construction, n is adjacent to vn2 in G but not to vi for any ion  2:
This implies that n must be adjacent to x in G; G þ 1n is 3-connected. As a
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consequence, we have that
G ¼ Gð1; xjy; z; v4;y; vn2; nÞ:
For ton  1; denote by
Fn1ðx; y; z; v4;y; vtÞ
those graphs G inFn1ðx; y; zÞ with PG ¼ ð1; y; z; v4;y; vtÞ: Since vtan and G þ 1n is
3-connected, the degree of vt in G must be at least three. In fact, by the maximality of
PG; if vt is adjacent to x; then vt is adjacent to a total of at least four vertices. In
particular, the families Fn1ðx; y; z; v4;y; vtÞ satisfy the conditions in Cluster Lemma
2; t cannot increase if we add an edge.
Let GAFn1ðx; y; z; v4;y; vtÞ be a graph containing the edge xvt: Suppose that
G  xvt is not contained in Fn1ðx; y; z; v4;y; vtÞ: Then K ¼ ðG þ 1nÞ  xvt is not 3-
connected, which implies that there are p; qAV with the property that K 0 ¼
KðV \fp; qgÞ is disconnected. Since K 0 þ xvt is connected, vt and x belong to different
components in K 0: This means that (say) p ¼ vt1; because x and vt are both adjacent
to vt1: We concluded above that deg vt43 in G; which implies that deg vtX3 in K :
Hence the component in K 0 containing vt must contain something more than vt; and
it does not contain x or vt2 (the other neighbors of p ¼ vt1). Therefore,
KðV \fvt; qgÞ ¼ ðG þ 1nÞðV \fvt; qgÞ is disconnected, which is a contradiction to
the fact that G þ 1n is 3-connected. It follows that G  xvtAFn1ðx; y; z; v4;y; vtÞ:
As a consequence, we may use the edge xvt to obtain a complete matching on the
family Fn1ðx; y; z; v4;y; vtÞ: Namely, if a graph G not containing xvt belongs to
Fn1ðx; y; z; v4;y; vtÞ; then the same is certainly true for G þ xvt:
(ii) We use induction on n: This requires a base step, but we have already provided
an acyclic matching on D34: For n44; let bLn1ðx; z; yÞ be the family of graphs H on
the vertex set V \f1g such that
H þ xn is 3-connected and NGðxÞ ¼ fy; zg:
Obviously bLn1ðx; z; yÞ ¼ bLn1ðx; y; zÞ; but we prefer having z before y for reasons
that will be explained later. We want to prove that
G/GðV \f1gÞ
is a bijection Fn2ðx; y; zÞ-bLn1ðx; z; yÞ: Before proving this, we show how it implies
the second part of Lemma 10. After some relabeling (such as replacing x with 1), we
easily see that bLn1ðx; z; yÞ can be identiﬁed with the family Ln1ðf1g; z; yÞ
introduced in step 4 above. In particular, by induction on n; we may apply steps
4–7 on bLn1ðx; z; yÞ to obtain an acyclic matching such that the unmatched graphs
are
Gðx; z; r4;y; rkjy; rkþ2;y; rn1; nÞ
with 2pkpn  3 and fx; z; r4;y; rk; y; rkþ2;y; rn1g ¼ f2;y; n  1g: Note
that if we add 1; 1x; and 1y to Gðx; z; r4;y; rkjy; rkþ2;y; rn1; nÞ; then we
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obtain the graph
Gð1; x; z; r4;y; rkjy; rkþ2;y; rn1; nÞ;
this is the reason why we wanted to have z before y: Thus choosing the acyclic
matching on Fn2ðx; y; zÞ corresponding in the natural way to the chosen acyclic
matching on bLn1ðx; z; yÞ; we obtain Lemma 10.
To obtain the bijection, let HAbLn1ðx; z; yÞ and let G be the graph obtained from
H by adding the vertex 1 and the edges 1x and 1y: Clearly, (ii) and (iii) in Lemma 9
hold with ða; b; cÞ ¼ ðx; y; zÞ; and the degree of y in G is at least 4. To prove that
GAFn2ðx; y; zÞ; it remains to show (i) in Lemma 9. It is clear that G is not 3-
connected; fx; yg is a cutpoint in G: Moreover, we claim that G þ 1n is 3-connected.
To prove this, note that the 3-connected graph H þ xn is obtained from G þ 1n by
contracting the edge 1x: Thus any SAX ðG þ 1nÞ contains either 1 or x: Now, the
former is impossible as H ¼ ðG þ 1nÞðV \f1gÞ is 2-connected. For the latter, suppose
that S ¼ fx; qg separates G þ 1n: Since 1 is adjacent to y and n; 1 is not isolated
in K ¼ ðG þ 1nÞðV \fx; qgÞ: However, this implies that the graph ðH þ
xnÞððV \f1gÞ\fx; qgÞ obtained from K by removing 1 is disconnected, which is a
contradiction to H þ xn being 3-connected. It follows that G þ 1n is 3-connected and
hence that GAFn2ðx; y; zÞ:
Conversely, let GAFn2ðx; y; zÞ and write H ¼ GðV \f1gÞ: Clearly, the neighbor-
hood of x in H is fy; zg: It remains to verify that H þ xn is 3-connected. Suppose
that S ¼ fp; qg separates H þ xn: If xeS; then S also separates G þ 1n; n and y
belong to the same connected component as x in the separated graph. As this is a
contradiction, we must have that S ¼ fx; qg for some q: Now, the two components A
and B in HððV \f1gÞ\fx; qgÞ have the property that y and n belong to different
components, say yAA and nAB: Namely, otherwise, fx; qg would separate G þ 1n:
Also, z is in B; otherwise, q would be a cutpoint in H separating B from fx; y; zg and
hence a cutpoint in G: Now, A contains something more than just y; the degree of y
is at least four in G and hence at least three in H: However, this means that A\fyg is
a nonempty connected component of ðG þ 1nÞðV \fy; qgÞ: Namely, there are no
edges from A\fyg to B,f1; xg in G þ 1n as z; nAB: This is a contradiction, and we
are done. &
5. Non-Hamiltonian graphs
In this section, an acyclic matching on the complex Gn of non-Hamiltonian graphs
on the vertex set V ¼ ½n is provided. The matching has the property that the
unmatched graphs are of two kinds:
(1) Graphs with edge set
f1r2; r2r3;y; rn2rn1; rn1n; r2n; r3n;y; rn2ng;
where fr2;y; rn1g ¼ f2;y; n  1g; see Fig. 4 for an example.
(2) Graphs G with a Hamiltonian path from 1 to n such that G þ 1n is 3-connected.
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Note that if the edge 1n is added to each of the graphs of the ﬁrst kind, then (after
renaming some vertices) we obtain the family of critical graphs in [11]. We denote the
family of graphs of the ﬁrst kind as V and the family of graphs of the second kind
as W: As it turns out, all graphs in V satisfy the conditions in Corollary 6. In
particular, the following result holds.
Theorem 11. The complex jjGnjj is homotopy equivalent to
jjðGnÞWjj3
_
ðn2Þ!
S2n5;
where ðGnÞW is defined as in (2) with respect to the matching yet to be defined.
Remark. If jjðGnÞWjj were contractible (for example, ifW ¼ f), then the homotopy
type of jjGnjj would coincide with the homotopy type of the complex jjD2njj of not 2-
connected graphs [1,11,13]. However, the Petersen graph on 10 vertices and 15 edges
(see Fig. 5) is non-Hamiltonian, contains Hamiltonian paths, and is 3-connected.
Indeed, the 8!=2 Petersen graphs that do not contain the edge f1; 10g satisfy the
conditions in Corollary 6. Thus the 14th homology group contains a free subgroup
of rank 8!=2; see Corollary 13.
Proof of Theorem 11. The matching is constructed in seven steps dividing Gn into
several subfamilies.
Step 1: With notation as in Lemma 1, take the matchingM1nðGnÞ; thus we match
with 1n whenever possible. Let Gn be the family of critical graphs with respect to this
matching. Note that Gn consists of all non-Hamiltonian graphs with a Hamiltonian
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Fig. 4. A graph of the ﬁrst kind when n ¼ 8:
12
34
5123
45 35
24
13 52
41
Fig. 5. The Petersen graph.
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path from 1 to n: By Lemma 1, any acyclic matching on Gn together with M1nðGnÞ
provides an acyclic matching on Gn:
Step 2: For any graph G; let HPG be the set of Hamiltonian paths from 1 to n in G:
For HDHPKn ; let
GnðHÞ ¼ fG :AGn : HPG ¼Hg:
It is clear that the family fGnðHÞ : HDHPKng satisﬁes the conditions in Cluster
Lemma 2; thus it sufﬁces to ﬁnd an acyclic matching on GnðHÞ for eachH such that
GnðHÞ is nonempty.
Step 3: Let HDHPKn be ﬁxed. Consider the smallest Hamiltonian path
ð1; r2; r3;y; rn1; nÞ
in H with respect to lexicographic order (from left to right). Deﬁne r1 ¼ 1 and
rn ¼ n:
For GAGnðHÞ; let XðGÞ be the family of 2-sets fa; bg of vertices such that
GðV \fa; bgÞ þ 1n is disconnected. If an edge abAXðGÞ is added to or deleted from
G; then the family of Hamiltonian paths from 1 to n remains the same. Note that
1n; ririþ1eXðGÞ
ði ¼ 1;y; n  1Þ: LetWðHÞDGnðHÞ be the family of graphs G with HPG ¼H and
XðGÞ ¼ f; let
W ¼
[
H
WðHÞ:
XðGÞ ¼ f means that G þ 1n is 3-connected; hence the graphs inW are exactly the
graphs of the second kind as deﬁned at the beginning of this section. We leave them
unmatched and concentrate on the graphs G with nonempty XðGÞ; let
FðHÞ ¼ GnðHÞ\WðHÞ:
Step 4: For a graph GAFðHÞ; a total order! on pairs rrrs in XðGÞ with ros is
given by
rirj!rkrl 3 ð jolÞ or ð j ¼ l and iokÞ;
this is lexicographic order from right to left. Let the closed interval ½ri; rj be the set
of all elements rk such that ipkpj: The half-open interval ðri; rj is obtained from
½ri; rj by removing ri; while the open interval ðri; rjÞ is obtained by removing both
endpoints ri and rj :
Let SG be the smallest member of X ðGÞ with respect to!; assume that SG ¼ rjrl ;
jol: If rjrleG; then it is clear that SGþrjrl ¼ SG: Suppose that rjrlAG and that
SGrjrl ¼ rirk!rjrl ; iok:
We claim that this implies that i ¼ 1; j ¼ 2; k ¼ 3; and l ¼ n: Namely, one readily
veriﬁes that
iojokol;
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the other possibilities would imply that rirkASG: Also, since rjrlASG; we must have
that rirkeG: Since ðG þ 1nÞðV \frj; rlgÞ is disconnected, there are no edges in G
between the open interval ðrj; rlÞ and the union ½1; rjÞ,ðrl ; n of half-open intervals.
Similarly, there are no edges besides xjxl between ðri; rkÞ and ½1; riÞ,ðrk; n: As a
conclusion, there are no edges between ðri; rlÞ and ½1; riÞ,ðrl ; n: Since rirl is
smaller than rjrl with respect to!; we must have i ¼ 1 and l ¼ n; because otherwise
SG would not be equal to rjrl : In the same manner, one shows that j ¼ 2 and k ¼ 3;
otherwise either rirj or rjrk (both smaller than rjrl) would be in XðGÞ: The situation
is illustrated in Fig. 6.
Step 5: For ioj; let
FijðHÞ ¼ fGAFðHÞ : SG ¼ rirjg:
It is clear that the family fFijðHÞ : iojg satisﬁes the conditions in Cluster Lemma 2,
which implies that it sufﬁces to ﬁnd an acyclic matching on each FijðHÞ: From the
discussion in Step 4 we conclude thatHrirj ðFijðHÞÞ is a complete acyclic matching
on FijðHÞ if ði; jÞað2; nÞ: Namely, adding rirj to GAFijðHÞ does not introduce
any new Hamiltonian paths from 1 to n and removing the same edge does not
eliminate any such paths, which means that G  rirj and G þ rirj belong to the
same set FijðHÞ:
Step 6: It remains to study F2nðHÞ: For GAF2nðHÞ; let
kG ¼ max fk : r2n;y; rknAXðGÞg;
clearly, 2pkGpn  2: Note that rjnAG for 2pjokG; otherwise, we would have
rj1rjþ1AX ðGÞ; contradicting the minimality of 2n in X ðGÞ: Moreover, if kGon  2;
then there is an m such that kG þ 2pmon and rkGrmAG: Namely, otherwise
rkGþ1nAXðGÞ; which would contradict the maximality of kG: In particular, with
e ¼ rkG n we have that kG ¼ kGe ¼ kGþe:
Let
Fk2nðHÞ ¼ fGAF2nðHÞ : kG ¼ kg
ð2pkpn  2Þ: Another application of Cluster Lemma 2 yields that it sufﬁces to ﬁnd
an acyclic matching on each of the families Fk2nðHÞ: By the above discussion, the
matchingMrknðFk2nðHÞÞ is a complete acyclic matching onFk2nðHÞ when kon  2:
If kG ¼ n  2; then G is a graph of the ﬁrst kind as deﬁned at the beginning of this
section, which implies thatV is exactly the union of allFn22n ðHÞ: As a consequence,
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Fig. 6. The case rjrl ¼ SGarirk ¼ SGrjrl in Step 4; the situation turns out to be as in the picture to the
right with i ¼ ri ¼ 1; j ¼ 2; k ¼ 3; and l ¼ rl ¼ n:
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taking the union of all matchings mentioned in the construction, we obtain an acyclic
matching M on Gn whose critical graphs are the graphs in V,W (Fig. 7).
Step 7: By Theorem 5, Theorem 11 is a consequence of Lemma 12 below. &
Lemma 12. If G and H are critical graphs in Gn with respect to the provided matching,
then H-G if and only if GDH and G; HAW:
Proof. By the maximality ofW in Gn and the fact that all graphs inV have the same
size, we need only show that
HAW; GAV) HQG:
Assume that the Hamiltonian path from 1 to n in G is
P ¼ ð1; r2;r3;y; rn1; nÞ:
Suppose that
ðG1; G2;y; Gr1; Gr ¼ GÞ
is a directed path of graphs in the directed graph D corresponding to our acyclic
matching. By a simple induction argument it follows immediately that PAHPGi for
1pipr: Namely, our matching has the property that two graphs G; HAGn can be
matched only if the corresponding sets HPG and HPH are the same. When we go
from Gr and backwards, we only add edges distinct from 1n (hence all graphs are in
Gn) and we only remove edges that are used in the matching on G

n (thus HPGi grows
(weakly) as i decreases).
We claim the following:
Claim.
(i) For each kA½2; n  2 and each iA½1; r; there is an mXk þ 2 such that rkrmAGi:
(ii) For each kX3; if (i) holds for a graph G containing the Hamiltonian path P; then
there is a Hamiltonian path in G from 1 to rk containing 1r2:
Before proving the claims, we note that (ii) implies that 1rkeGi for k42; thus
r2nAXðGiÞ: This implies that GieW as desired.
Proof of Claim. (i) Use induction: Assume that Giþ1 satisﬁes (i). If Giþ1CGi; then Gi
trivially satisﬁes (i). Otherwise, Gi and Giþ1 are matched (in particular, X ðGiÞaf). If
l þ 1ojon; then rlrjeXðGiþ1Þ; because there is an edge from rj1 to some vertex
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Fig. 7. The situation in Step 6; k ¼ kG :
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rm; m4j: Hence we must have SGiþ1 ¼ r2n and Giþ1 ¼ Gi þ rkn for some kX2:
Whatever the minimal Hamiltonian path P0 from 1 to n in Gi looks like, the ﬁrst
k elements in P0 must be f1; r2;y; rkg with rk on position k: Namely, by
construction, rknAX ðGÞ; since PAHPGi ; there are no edges from f1; r2;y; rk1g to
frkþ1;y; rn1g: If rk is not followed by rkþ1 in P0 in Gi; then there is trivially an
edge rkrmAGi such that k þ 2pmon: By the discussion in Step 6 above, this is also
true if rk is followed by rkþ1 in P
0:
(ii) To simplify notation, assume that rj ¼ j for all j: We use induction on n; nX3:
For n ¼ 3; the statement is trivial. Assume that nX4: By assumption, there is an edge
ðk  1Þm such that k þ 1pmpn: If k ¼ n  1; then we are ﬁnished; thus assume that
kpn  2:
First, assume that m4k þ 1: Then, by induction hypothesis, there is a
Hamiltonian path
ðm1 ¼ k; m2 ¼ k þ 1; m3;y; mnkþ1 ¼ mÞ
from k to m in GðV \½k  1Þ: Hence
ð1;y; k  1; mnkþ1 ¼ m; mnk;y; m1 ¼ kÞ
is a Hamiltonian path in G:
Next, assume that m ¼ k þ 1: Let m0Xk þ 2 be such that km0AG: Again by
induction hypothesis, there is a Hamiltonian path
ðm1 ¼ k; m2 ¼ k þ 1; m3;y; mnkþ1 ¼ m0Þ
from k to m0 in GðV \½k  1Þ: This time,
ð1;y; k  1; m2 ¼ k þ 1; m3;y; mnkþ1 ¼ m0; kÞ
is a Hamiltonian path in G; which concludes the proof of claim (ii). &
Corollary 13. jjG10jj is homotopy equivalent to a wedge of some simplicial complex and_
8!=2
S143
_
8!
S15: ð4Þ
The spheres of dimension 14 correspond to Petersen graphs (see Fig. 5 earlier in this
section) where f1; 10g is not an edge, while the spheres of dimension 15 correspond to
the graphs in V:
Proof. It is a straightforward exercise to check that the Petersen graph is non-
Hamiltonian and 3-connected. By Corollary 6 and Lemma 12, we need only show
that any critical Petersen graph P is isolated among the critical graphs inW: Since P
is 3-regular, any graph G obtained from P by deleting an edge has nonempty XðGÞ:
Moreover, between any pair of nonadjacent vertices ab; bc in P; there are plenty of
Hamiltonian paths, for example
ðab; cd; ea; bd; ce; da; eb; ac; de; bcÞ
(notation as in Fig. 5 with fa; b; c; d; eg ¼ f1; 2; 3; 4; 5g). Thus P is a maximal non-
Hamiltonian graph, which concludes the proof. &
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While we have obtained partial information about the homotopy type of jjGnjj; we
have failed in our attempts to provide a more complete description of the complex.
In particular, the following problem remains open.
Problem 14. What is the homotopy type of jjðGnÞWjj in Theorem 11?
6. Further aspects of discrete Morse theory
The purpose of this section is to give an algebraic generalization of discrete Morse
complexes. The theory is developed in preparation for Sections 7 and 8, where we
determine linearly independent elements in some homology groups closely related to
the complexes examined in Sections 4 and 5.
6.1. Discrete Morse theory on complexes of R-modules
In this section, the basics of discrete Morse theory are interpreted in an algebraic
language. Similar but more general and powerful algebraic interpretations of discrete
Morse theory have been developed by Sko¨ldberg [12] and, independently, by
Jo¨llenbeck and Welker (personal communication).
Let R be a commutative ring, and let
C :? 	!@nþ2 Cnþ1 	!@nþ1 Cn !@n Cn1 	!@n1? ð5Þ
be a complex of R-modules; @n1 3 @n ¼ 0: Let
C ¼M
n
Cn and @ ¼
M
n
@n:
Suppose that there are R-modules A ¼"n An; B ¼"n Bn; and U ¼"n Un such
that
Cn ¼ An"Bn"Un
and such that the function f : B-A deﬁned as
f ¼ a 3 @
is an isomorphism, where aða þ b þ uÞ ¼ a for aAA; bAB; uAU : We say that the pair
ðA; BÞ is a removable pair.
As an example, consider an element matching on a simplicial complex. Let A be
the free group generated by sets matched with larger sets, let B be the free group
generated by sets matched with smaller sets, and let U be the free group generated by
unmatched sets. We claim that if the matching is acyclic, then ðA; BÞ is a removable
pair. Namely, since the directed graph D corresponding to the acyclic matching is
acyclic, we may assume that the matched pairs fX1; Y1g;y; fXr; Yrg with XkCYk
for 1pkpr have the property that the boundary of Yk does not contain any of the
sets X1;y; Xk1 for 2pkpr: This means that we can write
f ðYiÞ ¼
X
j
mijXj; ð6Þ
where mij ¼ 0 if joi and mii ¼71:
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Return to the general case. We want to deﬁne a complex U corresponding to the
Morse complex deﬁned in [7]. Let b : C-B be deﬁned as
b ¼ f 1 3 a 3 @:
Moreover, letbA ¼ @ðBÞ and Uˆ ¼ ðId bÞðUÞ:
Note that Uˆ is invariant under @ and thus gives rise to a complex. Namely, let
uˆ ¼ u  bðuÞAUˆ and write @ðuˆÞ ¼ aˆ þ b þ vˆ; where aˆA bA; bAB; and vˆ ¼ v  bðvÞAUˆ:
Since
a 3 @ðuˆÞ ¼ a 3 @ðuÞ  a 3 @ 3 bðuÞ
¼ a 3 @ðuÞ  f 3 f 1 3 a 3 @ðuÞ ¼ 0;
we must have aˆ ¼ 0: Moreover,
0 ¼ f 1 3 a 3 @2ðuˆÞ ¼ bðb þ vˆÞ ¼ bðbÞ þ bðvÞ  b2ðvÞ ¼ b:
As a consequence, @ðUˆÞCUˆ: In fact, we have the following result.
Theorem 15. With notation as above, the sequence
U :? 	!@nþ2 Uˆnþ1 	!@nþ1 Uˆn !@n Uˆn1 	!@n1? ð7Þ
is a complex with the same homology as the original complex C in (5); the boundary
operators are defined in the obvious manner.
Proof. It sufﬁces to prove that
CD bA"B"Uˆ: ð8Þ
Namely, (8) implies that @ðCÞD@ðBÞ"@ðUˆÞ ¼ bA"@ðUˆÞ and ker @D bA"ðker @-UˆÞ;
which implies that
ker @n=@nþ1ðCnÞDðker @n-UˆnÞ=@ðUˆnþ1Þ:
To prove (8), we ﬁrst show thatbA"B"UˆDA"B"Uˆ: ð9Þ
Now, (9) is an immediate consequence of the fact that f ¼ a 3 @ : B-A is an
isomorphism. Namely, this implies that a : @ðBÞ-A is an isomorphism, which in turn
implies that a : bA"B"Uˆ-A"B"Uˆ deﬁned by aðaˆ; b; uˆÞ ¼ ðaðaˆÞ; b; uˆÞ is an
isomorphism. Next, we show that
A"B"UˆDA"B"U : ð10Þ
This is done by simply observing that u/u  bðuÞ is an isomorphism U-Uˆ;
the inverse is the canonical projection function A"B"U-U restricted to Uˆ:
Combining (9) and (10), we obtain (8). &
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Remark. When bAi; Bi; and Uˆi are ﬁnite-dimensional vector spaces over a ﬁeld of
characteristic 0 and U coincides with the homology of C; Theorem 15 can be
interpreted in terms of discrete Hodge theory [9]. Namely, introduce an inner
product /; S on C such that the spaces bAi; Bi; Uˆi are mutually orthogonal. Then,
with d deﬁned by /dðc1Þ; c2S ¼ /c1; @ðc2ÞS; we have thatbA ¼ @ 3 dðCÞ; B ¼ d 3 @ðCÞ; and Uˆ ¼ ker @-ker d:
This is the well-known decomposition in discrete Hodge theory, which states that
the homology of C is isomorphic to ker @-ker d ¼ ker D; where D ¼ @ 3 dþ d 3 @
is the discrete Laplacian operator. As a curiosity, one may note that discrete
Hodge theory implies the following whenever R is a ﬁeld of characteristic 0 and
each Ci is ﬁnite dimensional: There is always an optimal removable pair on
C-optimal in the sense that the remaining complex U coincides with the homology
of C:
6.2. Independent sets in the homology of a complex
We now turn our attention to the more speciﬁc problem of ﬁnding a full or partial
basis for the resulting complex U in Theorem 15. In Section 7, we will use the
following result to determine a basis for the homology of the complex of 3-connected
graphs.
Corollary 16. For every uAU ; there is a unique bAB such that u  bAUˆ: As a
consequence, if Un is a free R-module and fu1;y; ukg is an R-basis for Un; then there
are unique elements b1;y; bkABn such that fu1  b1;y; uk  bkg forms an R-basis for
Uˆn: If @nþ1ðUˆnþ1Þ ¼ @nðUˆnÞ ¼ 0; then this basis forms a basis for HnðCÞ as well, and bi
is unique in Bn such that @nðui  biÞ ¼ 0:
Proof. The claims are consequences of the discussion in the previous section; bðuÞ is
the unique element b such that u  bAUˆ: &
In Section 8, we will show that a certain basis for the homology of the complex of
2-connected graphs remains an independent set in the homology of the complex of
Hamiltonian graphs. This requires a stronger version of Corollary 16; the situation is
as in Corollary 6 with U\V nonempty.
We restrict our attention to the special case that C; A; B; and U are free R-
modules. We will always assume that An and Bn are ﬁnitely generated for each n; but
we put no restrictions on U : Moreover, A and B may well be of inﬁnite rank.
Let C be a basis for C such that
C ¼A,B,U;
whereA;B; and U are bases for A; B; and U ; respectively. For any c1; c2AC; deﬁne
/c1; c2S to be 1 if c1 ¼ c2 and 0 otherwise. Extend /; S to an inner product
C  C-R:
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For xAC and cAC; say that c!x if /c; @ðxÞSa0; the relation! does not depend
on whether /c; @ðxÞS is a unit or not. LetM be a perfect matching betweenA and
B such that a!b whenever aAA and bAB are matched. Such a perfect matching
exists since the determinant associated with f is nonzero. However, the matching
need not be unique in general unless f is upper triangular as in (6). Construct a
directed graph D with vertex set C; let ðc1; c2Þ be an arc in D if and only if
ðfc1; c2gAM; c1AA; and c2ABÞ or ðfc1; c2geM and c2!c1Þ:
Note that D is not necessarily acyclic. As in Section 3, we let c1-c2 mean that there
is a directed path from c1 to c2 in D:
Theorem 17. Let notation and assumptions be as above and let V be a subset of U:
SupposeU\VQV andVQU\V: Let V ¼"n Vn be the submodule generated byV;
and let W ¼"n Wn be the submodule generated by W ¼ U\V: Let Vˆn ¼ ðId
bÞðVnÞ and Wˆn ¼ ðId bÞðWnÞ: Then the complex U in (7) splits into two complexes
V :? 	!@nþ2 Vˆnþ1 	!@nþ1 Vˆn !@n Vˆn1 	!@n1?;
W :? 	!@nþ2 Wˆnþ1 	!@nþ1 Wˆn !@n Wˆn1 	!@n1?:
This implies that
HðUÞ ¼ HðVÞ"HðWÞ:
In particular, if VDUn for some n; then fv  bðvÞ : vAVg is an R-independent set
in HnðUÞ:
Proof. It sufﬁces to show that if vAV and wAW; then wEvˆ (and vice versa), where
vˆ ¼ v  bðvÞ: Namely, this implies that @ðVˆÞCVˆ: In fact, since by assumption wEv;
we need only prove that wEbðvÞ:
Consider a basis element vAV: LetAþ be the set of all aAA such that v-a; and
let Bþ be the set of all bAB such that v-b: Note that if vAVk; then bABm for some
mpk: In particular, the set fm : Bm-Bþafg has an upper bound. Let A ¼
A\Aþ and B ¼ B\Bþ: A crucial step in the proof of Theorem 17 is the following
lemma, which can be viewed as a generalization of Lemma 4.
Lemma 18. With notation as above, bABþ if and only if the element a matched with b
is in Aþ:
Proof. Assume the opposite and let n be maximal such thatA contains an element
aAAn and such that the element b matched with a is contained in Bþ: Since v-b;
there must be an x such that v-x and b!x: Since @2ðxÞ ¼ 0 and a!b; there is a
cab such that a!c!x: If fc; xgAM; then xABþ; the maximality of a implies that
cAAþ: However, this is a contradiction since v-c-a: If fc; xgeM; then
v-x-c-a; and another contradiction is obtained. &
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Returning to the proof of Theorem 17, deﬁne
mab ¼ /a; @ðbÞS ¼ /a; f ðbÞS
for aAA and bAB: This means that
f ðbÞ ¼
X
aAA
mab  a:
Note that mab ¼ 0 if bABþ and aAA: Namely, Lemma 18 implies that fa; bgeM:
Since f : Bn-An1 is an isomorphism, we therefore obtain that the matrix
ðmabÞaAAn1-A;bABn-B ð11Þ
is invertible; the matrix is a square matrix by Lemma 18. In particular, for any
nontrivial linear combination y of elements from Bn-B; there is some
aAAn1-A such that the coefﬁcient of a in @ðyÞ is nonzero. Since a 3 @ðvˆÞ ¼ 0
and aEv if aAA; the element bðvÞ is a linear combination of elements inBþ: Hence
if w!bðvÞ; then v-w; which is not true. &
Remark. We emphasize that the conclusion in Theorem 17 might be false without
the requirement that An and Bn be ﬁnitely generated. The problem is that we might
have a nontrivial linear combination x of elements in B such that a 3 @ðxÞ is a linear
combination of elements inAþ: Namely, matrix (11) does not have to be invertible if
its size is inﬁnite. In particular, it might be the case that w!bðvÞ even if vQw
and wQv:
To illustrate the problem, suppose that C1 ¼ B"ðv  RÞ and C0 ¼ A"ðw  RÞ with
B generated by fbi : iAZg and A generated by fai : iAZg: Let Ci ¼ 0 for ia0; 1:
Deﬁne @ by
@ðb2kÞ ¼ a2k1 þ a2k þ a2kþ1 þ dk0w;
@ðb2k1Þ ¼ a2k1 þ a2k;
@ðvÞ ¼ a1
(dij ¼ 1 if i ¼ j and 0 otherwise). f : B-A is easily seen to be bijective. Moreover,
with bi matched with ai for all i; vQw and wQv: However, w!bðvÞ; namely,
bðvÞ ¼ b0  b1 and @ðb0  b1Þ ¼ a1 þ w: In fact, @ : C1-C0 is a bijection, which
implies that the homology vanishes. If the statement in Theorem 17 were true for this
particular case, then we would have had H1ðCÞ ¼ H0ðCÞ ¼ R:
7. A basis for the homology of the CW complex of 3-connected graphs
For a given integer n; let Sn be the full simplex with vertex set the set of edges in
the complete graph Kn: For nX4; our acyclic matching on D3n is easily transformed
into an acyclic matching on D3ðnÞ; where D3ðnÞ is the CW complex obtained from Sn
by identifying D3n with a point. Namely, if GCH are matched in D
3
n; then either
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H ¼ G þ 1n or the two graphs G þ 1n and H þ 1n are both 3-connected. As a
consequence, an acyclic matching on D3ðnÞ is obtained by matching G and H if either
H is equal to G þ 1n or G  1n and H  1n are matched in D3n: The conclusion is that
jjD3ðnÞjj is homotopy equivalent to a wedge of ðn  3Þ  ðn  2Þ!=2 spheres of
dimension 2n  3:
Our goal is to ﬁnd a basis for eH2n3ðD3ðnÞÞ: By Corollary 16, it sufﬁces to ﬁnd an
element bGAB with the same boundary as G for each critical graph G: Namely, then
fðG  bGÞ : G is criticalg forms a basis for eH2n3ðD3ðnÞÞ: The critical graphs are of
the form
Gð1; r2;y; rkjtkþ1; tkþ2;y; tn1; nÞ þ 1n;
where r2otkþ1; fr2;y; rk; tkþ1; tkþ2;y; tn1g ¼ f2;y; n  1g; and 2pkpn  2:
Note that we use two different symbols r and t to denote the vertices, as opposed
to the previous single symbol r; this is to make it easier to distinguish between the
two kinds of vertices. To simplify notation, write
r ¼ ð1; r2;y; rk1; rkÞ;
t ¼ ðtkþ1;y; tn1; nÞ;
GðrjtÞ ¼ Gð1; r2;y; rkjtkþ1;y; tn1; nÞ:
Consider the graph RðrjtÞ obtained from GðrjtÞ þ 1n by removing the edge set
fritkþ1 : i ¼ 2;y; kg,frktkþi : i ¼ 2;y; n  k  1g:
The graph RðrjtÞ  1n is the unique Hamiltonian cycle in GðrjtÞ (see Fig. 8). In
RðrjtÞ  1n; there are exactly two paths ð1; r2;y; rk; nÞ and ð1; tkþ1;y; tn1; nÞ
from 1 and n: The sets W1 ¼ fr2;y; rkg and W2 ¼ ftkþ1;y; tn1g are the two walls
of RðrjtÞ: We say that rm (tm) is above rl (tl) if m4l and that z is between x and y if
y is above z and z is above x:
Let SðrjtÞ be the family of edge sets S ¼ frimtjm : 1pmpn  3g satisfying
2 ¼ i1pi2p?pin3 ¼ k;
k þ 1 ¼ j1pj2p?pjn3 ¼ n  1;
im þ jm ¼ m þ k þ 2; 1pmpn  3:
8><>: ð12Þ
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W 1 = {2 , 3, 4 , 5}
W 2 = {6 , 7 , 8}
1
2
3
4
5
6
7
8
9
Fig. 8. R5ð1; r2;r3;r4; r5jt6; t7; t8; 9Þ and the walls W1 and W2:
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Condition (12) means that S is a triangulation of the n-gon RðrjtÞ  1n with the
property that every interior edge contains one element from each wall. In particular,
every va1; n is contained in at least one edge in S; whereas no edge in S contains
1 or n:
Let TðrjtÞ be the family of graphs RðrjtÞ,S such that SASðrjtÞ: Note
that GðrjtÞ þ 1n is contained in TðrjtÞ: Each of the group elements ðG  bGÞ
discussed at the beginning of this section turns out to be a linear combination of
elements from some TðrjtÞ:
Lemma 19. Every graph in TðrjtÞ is 3-connected. Let um be the vertex in the set
em1\em and let wm be the vertex in the set emþ1\em for 2pmpn  4; see Fig. 9. Then
T  em is 3-connected if and only if the vertices um and wm belong to different walls.
Finally, T  e is not 3-connected whenever eARðrjtÞ,fe1; en3g:
Proof. Consider TATðrjtÞ: First, note that if we remove 1 or n from T ; then the
remaining graph is 2-connected. Namely, e1 ¼ r2tkþ1 and en3 ¼ rktn1; which
implies that each of TðV \f1gÞ and TðV \fngÞ contains a Hamiltonian cycle. In
particular, any pair separating T must be contained in W1,W2:
For the vertex tkþiAW2; let em be an edge containing tkþi; em ¼ rmþ2itkþi: There
are three disjoint paths from 1 to tkþi:
ð1; tkþ1;y; tkþiÞ; ð1; n; tn1;y; tkþiþ1; tkþiÞ; ð1; r2;y; rmþ2i; tkþiÞ:
By symmetry, there are also three disjoint paths from 1 to each riAW1: Thus for any
pair fv; wg of elements from W1,W2; all remaining vertices in TðV \fv; wgÞ must
be contained in the same connected component as 1: As a consequence, T is
3-connected.
For the second statement in the lemma, consider the graph T  em: We still have
three disjoint paths from 1 to any element xAW1,W2 with the property that x is
contained in some em0aem: In particular, T  em is 3-connected if and only if each of
the two vertices contained in em is contained in some other edge em0 (if not, then one
of the vertices would have degree two in T  em). This is exactly the property that
one of the vertices is contained in emþ1 and the other is contained in em1; which is
equivalent to the condition that um and wm as deﬁned in the lemma are on different
walls.
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n
Fig. 9. The two possibilities for wm given that umAW1; em ¼ rimtjm :
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If e1 is removed from T ; then one of the vertices r2 and tkþ1 has degree two, which
implies that T  e1 is not 3-connected. For similar reasons, T  en3 is not 3-
connected. The remaining part of the last statement in the lemma is an immediate
consequence of Lemma 4.1 in [11]. &
We need to deﬁne an orientation of each graph T ¼ S,RðrjtÞATðrjtÞ; which
amounts to deﬁning an order of the edges in T : Let the edges in RkðrjtÞ be the ﬁrst
edges in T (ordered in the same manner for all graphs inTðrjtÞ). Order the other
edges in T by deﬁning riltjlprimtjm if lpm (notation as in (12)); this can be extended
to a linear order consistent with all graphs in TðrjtÞ: Let
V0ðrjtÞ ¼ fr2; r4;y; r2Ik=2mg:
Theorem 20. With notation as above, the set
fsð1; r2;y; rkjtkþ1;y; tn1; nÞ : 2pkpn  2; r2otkþ1g
is a basis for eH2n3ðD3ðnÞÞ; where
sðrjtÞ ¼
X
TATðrjtÞ
sgnðTÞT
and
sgnðTÞ ¼
Y
vAV0ðrjtÞ
ð1ÞdegT ðvÞ;
degT ðvÞ is the number of neighbors of v in T :
Proof. The theorem is obvious for n ¼ 4; assume n44: By Corollary 16, we have to
prove two things:
(i) The element sðrjtÞ is a cycle.
(ii) Every TATðrjtÞ\fGðrjtÞ þ 1ng is matched with a smaller graph.
The ﬁrst statement (i) is proved as follows. Consider a graph TATðrjtÞ;
T ¼ RðrjtÞ,fem ¼ rimtjm : 1pmpn  3g; where e1o?oen3: By Lemma 19,
U ¼ T  em is 3-connected if and only if imþ1 ¼ im1 þ 1 and jmþ1 ¼ jm1 þ 1: In this
case, there are exactly two graphs in TðrjtÞ containing U ; the graphs are T1 ¼
U þ rim1tjmþ1 and T2 ¼ U þ rimþ1tjm1 : With the given orientations of T1 and T2; it
follows that
/@ðT1Þ; US ¼ /@ðT2Þ; US; ð13Þ
where /; S is the standard inner product (see Section 6). Exactly one of the indices
im1 and imþ1 is even, which implies that sgnðT1Þ ¼ sgnðT2Þ; hence (i) is a
consequence of (13).
It remains to prove (ii). Our acyclic matching might appear as somewhat implicitly
deﬁned as we used induction in the proof of Theorem 7. However, using the very
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same induction again, we may succeed anyway. Let TATðrjtÞ: In T ; either r2 is
adjacent to tkþ2 or tkþ1 is adjacent to r3: In either case, one of r2 and tkþ1 has degree
three in T ; while the other has degree four.
If deg tkþ1 ¼ 3; then T  1nAFn1ðr2; tkþ1; tkþ2Þ (notation as in Step 6 in
Section 4). Let v1;y; vt be deﬁned as in the proof of (i) in Lemma 10 for G ¼
T  1n; v1 ¼ 1; v2 ¼ tkþ1; and v3 ¼ tkþ2: We have to show that r2vtAT ; this is the
edge used in the matching unless t ¼ n  2; in which case T is equal to Gð1; r2jtÞ þ
1n and hence critical. Clearly vj ¼ tkþj1 for 2pjpt; which implies that either
r2vtAT or r3vt1AT (recall (12)). However, the only neighbors of vt1 are vt2; vt;
and r2; hence r2vtAT :
Next, consider the case deg tkþ143 and deg r2 ¼ 3: This means that T  1n
belongs to the setFn2ðr2; tkþ1; r3Þ deﬁned in Step 6 in Section 4. Removing the vertex
1 as in the proof of (ii) in Lemma 10 and adding the edge r2n; we obtain a graph
contained in
Tðr2; r3;y; rkjtÞCfG þ r2n : GAbLn1ðr2; r3; tkþ1Þg:
An induction argument concludes the proof. &
8. On the homology of the CW complex of Hamiltonian graphs
Unfortunately, we have not been able to give a complete description of the
homotopy type of the complex of non-Hamiltonian graphs; this open problem is
probably very difﬁcult to solve. However, we know at least that eH2n5ðGnÞ contains a
copy of eH2n5ðD2nÞ: The purpose of this ﬁnal section is to show that the complexes are
even more closely related.
Speciﬁcally, we consider the complex GðnÞ of Hamiltonian graphs obtained from
the full simplex by identifying Gn with a point; the acyclic matching given in Section
5 is translated into an acyclic matching on GðnÞ in a manner analogous to the
procedure described at the beginning of Section 7. The critical graphs of the
matching are the graphs obtained from the graphs in the families V and W
described at the beginning of Section 5 by adding the edge 1n: Therefore, modify
these families by adding 1n to every graph in the families. This means that V
contains graphs GðrÞ ¼ Gð1; r2;y; rn1; nÞ with edge sets
f1r2; r2r3;y; rn2rn1; rn1n; r2n; r3n;y; rn2ng,f1ng;
where fr2;y; rn1g ¼ f2;y; n  1g:
It is of great importance for us that Lemma 12, modiﬁed by replacing Gn with
GðnÞ; remains true. One readily veriﬁes that no path starting and ending in V,W
contains any graph matched using 1n: This implies that the only thing we have to
show is again that HQG if HAW and GAV: However, following the proof of
Lemma 12, we easily obtain the desired result.
In particular, we may apply Theorem 17 to conclude that there is a bGAB for every
GAV such that fG  bG : GAVg is a basis for H2n4ðVÞ; where B is the group
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generated by all graphs matched with smaller graphs and V is deﬁned as in Theorem
17. We will show that the elements G  bG coincide with Shareshian’s generators in
[11] of the homology of the complex of 2-connected graphs.
For a given sequence r ¼ ð1; r2;y; rn1; nÞ; let TðrÞ be the family of all
triangulations of the Hamiltonian cycle
f1r2; r2r3;y; rn1n; n1g:
It was shown in [11] that there are signs f ðTÞ (depending on the chosen orientations
of the cells) such that the elements
pr :¼
X
TATðrÞ
f ðTÞT
form a basis for the homology of the complex of 2-connected graphs.
Theorem 21. With notation as above, the set fpr : r1 ¼ 1; rn ¼ ng is linearly
independent in eH2n4ðGðnÞÞ:
Proof. Let TATðrÞ: As an immediate consequence of Lemma 4.1 in [11], all graphs
contained in @ðTÞ in the complex of 2-connected graphs are Hamiltonian. Thus the
boundary operators coincide in GðnÞ and D2ðnÞ for all TATðrÞ; which implies that
@ðprÞ ¼ 0 in both complexes.
It remains to show that every TATðrÞ\fGðrÞg is matched with a smaller graph.
Consider the family X ðTÞ of all pairs fa; bg separating T as deﬁned in Step 3 in
Section 5, and let ST be as in Step 4 in the same section. Note that there is a unique
Hamiltonian path from 1 to n in T  1n: Suppose that ST is not an edge in T : Since
T is a triangulation, this means that ST intersects some edge if ST is drawn in the
interior of the Hamiltonian cycle. That is, if ST ¼ rirj with ioj; then there is a k
between i and j such that there is an edge rkrl with l4j or loi: In particular,
rirjeX ðTÞ; which is a contradiction. Thus STAT :
If STar2n; then Step 5 shows that T is matched with a smaller graph. If ST ¼ r2n;
then turn to Step 6 and consider the element kT : The same argument as above shows
that kT n is contained in T : Thus again T is matched with a smaller graph unless
T ¼ GðrÞ: &
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Appendix A. Proof of Lemma 8
Let GALn: First, we claim for any S ¼ fa; bgAXðGÞ that there is a path from 1 to
each xAM1ðSÞ,fa; bg (M1ðSÞ ¼ M1ðS; GÞ) such that the path does not contain any
element in MnðSÞ,fa; bg; except that the endpoint might be equal to a or b: This is
true by deﬁnition for all xAM1ðSÞ: Thus consider x ¼ a and remove the vertex b
from G: The new graph is connected (otherwise G þ 1n would not be 3-connected),
which implies that it contains a path from 1 to a: A minimal such path cannot
contain any element from MnðSÞ as this would imply that there is a path not
containing either of a and b from 1 to this element. By symmetry, the same property
holds for b when a is removed, and the claim follows.
As a consequence, if Sab ¼ fa; bg and Scd ¼ fc; dg are distinct but not necessarily
disjoint sets in X ðGÞ such that ScdCMnðSabÞ,Sab; then
M1ðScdÞ+M1ðSabÞ,ðSab\ScdÞRM1ðSabÞ:
Note that this implies that
M1ðScdÞ,ScdRM1ðScdÞ,ðSab-ScdÞ+M1ðSabÞ,Sab:
In particular, by symmetry (swap 1 and n), if ScdCM1ðSabÞ,Sab; then
M1ðScdÞkM1ðSabÞ:
It remains to consider the case aAM1ðScdÞ; bAMnðScdÞ; cAM1ðSabÞ; and dAMnðSabÞ:
Since there are no edges between M 01 ¼ M1ðSabÞ-M1ðScdÞ and M 0n ¼
MnðSabÞ,MnðScdÞ ¼ V \ðM 01,fa; cgÞ (V is the vertex set of G), it is clear that Sac ¼
fa; cgAX ðGÞ and that M1ðSacÞ ¼ M 01 and MnðSacÞ ¼ M 0n: M1ðSacÞ is properly
included in M1ðSabÞ (which contains c) and M1ðScdÞ (which contains c), which
concludes the proof.
Appendix B. Proof of Lemma 9
Note that LnðM; x; yÞ is the family of all GALnðM; x; yÞ containing the edge xy
and having the property that ðG  xyÞ þ 1n is not 3-connected. Namely, suppose
that ðG  xyÞ þ 1n is 3-connected. We need to show that SG ¼ SGxy: Suppose not;
there is a set S in XðG  xyÞ such that
M1ðS; G  xyÞkM1ðSG; G  xyÞ:
This means that x and y are not contained in M1ðS; G  xyÞ; hence they are
both contained in MnðS; G  xyÞ: However, this means that SAXðGÞ and
M1ðS; GÞkM1ðSG; GÞ; which is a contradiction to the minimality of M1ðSG; GÞ:
We also note for any fc; dgAXððG  xyÞ þ 1nÞ that fc; dg-fx; yg ¼ f; this is
because G þ 1n is 3-connected.
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For a graph LnðM; x; yÞ; let
M1 ¼ M1ðfx; yg; GÞ{1;
Mn ¼ Mnðfx; yg; GÞ{n:
Consider a pair fc; dgAXððG  xyÞ þ 1nÞ; and let Na and Nb be the two components
in G0 ¼ ðG þ 1nÞðV \fc; dgÞ  xy: Since 1 and n are adjacent in ðG  xyÞ þ 1n; they
must be in the same component in G0 unless one of them is contained in fc; dg;
assume that
1; nANb,fc; dg:
Furthermore, assume that dAM1 and cAMn: Let a; b be such that fa; bg ¼ fx; yg;
aANa; and bANb: The situation for G is as in Fig. 10; there are no edges between M1
and Mn; and the only edge between Na and Nb is ab:
Since there is no edge between M1-Na and Mn,Nb in G þ 1n and since
ðM1-NaÞ,Mn,Nb ¼ ðM1,Mn,NbÞ-ðMn,Na,NbÞ ¼ V \fa; dg;
fa; dg separates G þ 1n unless M1-Na ¼ f (recall that 1; neNa). Since G þ 1n is
3-connected, we must indeed have that M1-Na ¼ f: By the same argument,
Mn-Na ¼ f: Note that if 1AðM1-NbÞ; then
M1ðfb; dgÞ ¼ M1-NakM1;
which is a contradiction to the fact that SG ¼ fa; bg; hence d ¼ 1: Moreover, since
f1; bgeX ðGÞ; we must have that M1-Nb ¼ f: In particular, M1ðSG; GÞ ¼ f1g;
which concludes the proof of the ﬁrst part of the lemma.
For the second part, we have just demonstrated that the neighborhood of a is
f1; b; cg: If c ¼ n; then we have Mn-Nb ¼ f; which implies that n ¼ 4: This is a
contradiction; hence can; which concludes the proof.
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