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Abstract
We study symmetric Killing 2-tensors on Riemannian manifolds and show that several additional
conditions can be realised only for Sasakian manifolds and Euclidean spheres. In particular we show that
(three)-Sasakian manifolds can also be characterized by properties of the symmetric products of their
characteristic 1-forms. Moreover, we recover a result of S. Gallot on the characterization of spheres by
means of functions satisfying a certain differential equation of order three.
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1 Introduction
Symmetric tensors on a Riemannian manifold (Mn, g) are by definition invariant under an arbitrary inter-
change of indices. On the other hand, (alternating) forms reverse their sign whenever one interchanges two
different indices. More generally, the symmetry type of a tensor of valence d reflects its behaviour under
the action of the symmetric group Sd on its indices. Another famous example are the algebraic identities
satisfied by the Riemannian curvature tensor like the first Bianchi identity.
According to Schur-Weyl duality, symmetry types of tensors are in one-one correspondence with irreducible
representations of the special linear group SL(n) (cf. [7, Theorem 6.3]). The Killing equation in its general
form is then stated as follows. Every function is by definition Killing, i.e. the Killing condition is empty for
sections of the trivial vector bundle M × IR. If V is a non-trivial irreducible representation of the (special)
linear group and γ is a section of the vector bundle VM associated to the frame bundle of M , then ∇γ is
a section of TM∗ ⊗ VM . Decomposing the latter into irreducible subbundles according to the branching
rules of Littlewood-Richardson (cf. [7, App. A]), the Killing equation demands the vanishing of the Cartan
component of ∇γ.
Because the Killing equation is of finite type, the existence and uniqueness of the prolongation of the Killing
equation is a priori ensured from an abstract point of view (cf. [4]). Thus there exists a vector bundle
Prol(VM) → M equipped with a linear connection and a linear assignment Γ(VM) → Γ(Prol(VM)) such
that Killing tensors correspond with parallel sections of Prol(VM).
1
1.1 Killing forms
For example, the Killing equation for p-forms is dω = (p + 1)∇ω for all p ≥ 0, where d and ∇ denote
the exterior differential and the Levi-Civita connection. In other words, ω is Killing if and only if ∇ω is
alternating, again. In [23] U. Semmelmann studied more generally conformal Killing forms on Riemannian
manifolds and gave partial classifications. In particular, he found the complete classification of so called
special Killing forms on compact Riemannian manifolds. A Killing form ω is called special if it satisfies
∇Xdω = −cX
♯ ∧ ω for some constant c > 0, where X♯ denotes the dual of a vector field X (cf. [23,
Chapter 3]). To every pair (ω, η) of a p-form ω and a p + 1-form η on M we associate the p + 1-form
rpdr∧ω+ r
p+1
p+1 η on the cone Mˆ := M × IR+ (cf. [23, 3.2.4]). Then it is easy to see that ω is a special Killing
form if and only if the p+ 1-form ωˆ := 1
p+1d(r
p+1ω) associated with the pair (ω,dω) is Levi-Civita parallel
with respect to the cone metric. On the other hand, a parallel p+1-form on the cone yields a special Killing
p-form onM by inserting the radial vector field at r = 1. Thus there is a 1-1 correspondence between parallel
p + 1-forms on the cone and special Killing p-forms on M . Using a classical theorem of S. Gallot (cf. [8,
Proposition 3.1]) one obtains the classification of special Killing forms on compact Riemannian manifolds
via the holonomy principle (cf. [23, Theorem 3.2.6]). Besides the usually considered examples (euclidean
spheres and Sasakian manifolds), this includes also certain exceptional geometries in dimensions six and
seven. Moreover, specifying p = 0, i.e. ω is a function f , we recover that a non-vanishing function f
satisfying the second order differential equation ∇2f = n · g · f (denoted by (E1) in [8]) exists only on the
unit-sphere.
Every Killing p-form ω also satisfies the second order equation ∇Xdω =
p+1
p
R+(X)ω, the prolongation of
the Killing equation. Here R+(X) denotes the natural action of degree one of the endomorphism valued
1-form RX,• on forms (cf. [23, Chapter 4]). In particular, a form ω is Killing if and only if the prolongation
(ω,dω) is parallel with respect to a natural linear connection on the corresponding vector bundle, the Killing
connection. Moreover, on the unit sphere we have R+(X)ω = −pX∗ ∧ ω. In other words, a Killing form is
special if and only if the prolonged Killing equation has the same form as generally for Killing forms on a
round sphere.
1.2 A brief overview on our results for symmetric tensors
Since the Killing equation for 1-forms (i.e. Killing vector fields) is well understood, we focus on symmetric
2-tensors:
Definition 1. A symmetric 2-tensor κ is Killing if the completely symmetric part of ∇κ vanishes, i.e.
∀p ∈M,x ∈ TpM : ∇xκ(x, x) = 0. (1)
The crucial difference when compared with forms comes from the form of the prolongation and the lift to
the cone associated with it. As laid out before, we can see the pair (ω,dω) associated with a form ω not only
as a set of variables of the prolongation, but also as a form on the cone. Quite differently, for symmetric
2-tensors the variables of the prolongation are triples (α, β, γ) ∈ ST0V
∗⊕ST1V
∗⊕ST2V
∗ of tensors of different
symmetry types described by Young tableaus Ti of shapes (2, i) for i = 0, 1, 2, see (23)-(24) and (27)-(28)
below. Such a triple can be naturally seen as the components of a (symmetrized) algebraic curvature tensor
on the cone via S := r2 α ? dr • dr + r3 β ? dr + r4 γ, where • is the usual symmetric product and ? is
a product which will be introduced in the next section. We will understand under which conditions S is
Levi-Civita parallel on the metric cone (see Theorem 1) and relate these conditions to the geometry of M
2
(see Theorem 2). Finally, given a function f on M which satisfies the partial differential equation (E2) of
order three considered in [8] (see (33) below), we associate with f a Killing tensor which fits into Theorem 1.
Thus we recover the main result of [8] on the characterization of the unit sphere by the existence of such
functions (see Corollary 3).
Even though already for valence two these constructions are most efficently formulated by means of Young
symmetrizers, explicit descriptions avoiding this formalism are possible, see for example [11] (for valence two)
and [24, 25] (for arbitrary valence). For symmetric tensors of arbitrary valence, Y. Houri and others [14] have
given an explicit construction of the Killing prolongation via a recursive construction using the technique
of Young symmetrizers. Although their arguments can not immediately be generalised to other symmetry
types, nevertheless one would conjecture that similar explicit constructions are possible for all symmetry
types of tensors.
2 Weyls construction of irreducible representations of the general linear
group
We recall the notion of Young tableaus, the action of the associated symmetrizers and projectors on tensor
spaces and their relation to irreducible representations of the general linear group via the Schur functor. The
notation is in accordance with [22], for details see Fulton-Harris [6, 7].
A partition λ1 ≥ · · · ≥ λk > 0 of an integer d can be depicted through a Young frame, an arrangement of
d boxes aligned from the left in k-rows of length λi counted from top to bottom. For example the frame
corresponding to (5, 3, 2) is
Filling the diagram with d different numbers {i1, . . . , id} we obtain a Young tableau of shape λ (cf. [6]). For
example,
T =
1 10 9 2 5
8 7 4
3 6
(2)
is a Young tableau of shape (5, 3, 2). For simplicity we assume in the following that {i1, . . . , id} = {1, . . . , d}.
When these numbers are in order, left to right and top to bottom, the tableau is called normal. Since there
is only one normal diagram of a given shape λ, we will denote this by Tλ.
Let V n be some vector space with dual space V ∗. The tensor product
⊗d V ∗ can be seen as the space of
multilinear forms of degree d of V . Here we have the natural right action of the symmetric group Sd given
by
λ · σ(v1, · · · , vd) := λ(vσ−1(1), · · · , vσ−1(d)).
Let Sc and Sr denote the subgroup of Sd preserving columns and rows, respectively, of some fixed Young
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tableau T of shape λ. The row symmetrizer and the column anti-symmetrizer are
rT :
d⊗
V ∗ →
d⊗
V ∗, λ 7→
∑
σ∈Sr
λ · σ, (3)
cT :
d⊗
V ∗ →
d⊗
V ∗, λ 7→
∑
σ∈Sc
(−1)|σ|λ · σ. (4)
The Young symmetrizer and its adjoint associated to a tableau T are defined by
ST := rT ◦ cT , (5)
S⋆T := cT ◦ rT . (6)
The endomorphisms rT and cT on
⊗d V ∗ are called intertwining maps.
The images STV
∗ := ST (
⊗d V ∗) and S⋆TV ∗ := S⋆T (⊗d V ∗) both are irreducible representations of the general
linear group GL(n), dual to the one of highest weight λ. The intertwining maps yield by construction explicit
invariant isomorphisms between STV
∗ and S⋆TV
∗. The assignment V 7→ STV
∗ (or V 7→ S⋆TV
∗) is called the
Schur functor for covariant tensors associated with T .
In particular, by means of Schurs lemma there exists a constant h such that PT :=
1
hλ
ST and P
⋆
T :=
1
hλ
S⋆T
both are projectors, the Young projectors associated with T . This constant is actually an integer which
depends only on the underlying Young frame and hence we can write h = hλ. It is given as follows:
A hook of length d is a Young frame with d boxes but only one row and one column of length larger than
one. The box in the first row on the uttermost left is called its center. For example, a hook of length 4 is
given by
(7)
For every box of T there is a unique maximal hook inscribed into the diagram centered at the given box. Its
length is called the hook length of the box. Then hλ is the product of all hook numbers taken over all boxes
of the frame.
Following [7, Ch. 15.5], there is another characterization of the representation space S⋆TV
∗. Let µ1 ≥
· · · ≥ µℓ denote the conjugate partition, i.e. column lengths. Then S
⋆
TV
∗ is by construction a subspace of
Λµ1V ∗ ⊗ · · · ⊗ ΛµℓV ∗. Further, as a consequence of the branching rules due to Littlewood-Richardson, it is
immediately clear that S⋆TV
∗ is a subspace of the kernel of the bilinear map
ℓ⋆ij : Λ
µiV ∗ × ΛµjV ∗ → Λµi+1V ∗ ⊗ Λµj−1V ∗, (ωi, ωj) 7→ ℓ
⋆
ij(ωi, ωj) : (8)
ℓ⋆ij(ωi, ωj)(v1, . . . , vµi+µj ) :=
µi+1∑
a=1
(−1)a+µi+1ωi(v1, · · · , vˆa, . . . , vµi+1)ωj(va, vµi+2, . . . , vµi+µj ), (9)
which anti-symmetrizes all the indizes of ωi with one further index of ωj for i < j. Moreover, it is also easy
to see that S⋆TV
∗ is in fact equal to the intersection of the Kernels of all ℓ⋆ij taken over all 1 ≤ i < j ≤ ℓ.
For γ ∈
⊗ℓ
a=1 Λ
µaV ∗ let γij : Λ
µiV × ΛµjV →
⊗
a6=i,j Λ
µaV ∗ be the natural map. Then the previous is
equivalent to
γij(v1, · · · , vµi , vµi+1, · · · , vµi+µj ) =
µi∑
a=1
γ(v1, · · · , va−1, vµi+1, va+1, . . . , vµi , va, vµi+2, . . . , vµi+µj ), (10)
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i.e. the elements of S⋆TV
∗ respect the Plücker relations described in [7, 15.53]. In [6, Ch. 8] the above
equation is seen as an “exchange rule” of length one between the i-th and j-th column of T . Exchange rules
of greater lengths (like pair symmetry for algebraic curvature tensors) then follow automatically, cf. also [7,
Exercise 15.54].
Example 1. Consider the tableau T := 1 3
2 4
. The tensor products Λ2V ∗ ⊗ Λ2V ∗ and Λ3V ∗ ⊗ V ∗ decompose
according to the Littlewood-Richardson rules as follows
Λ2V ∗ ⊗ Λ2V ∗ = Λ4V ∗ ⊕ S⋆1 3
2
4
V ∗ ⊕ S⋆TV
∗,
Λ3V ∗ ⊗ V ∗ = Λ4V ∗ ⊕ S⋆1 3
2
4
V ∗.
The first two factors are already skew-symmetric in the first three indices and hence ℓ⋆12 yields isomorphisms
between the first and second summands in each decomposition, respectively. Therefore, it necessarily vanishes
on S⋆TV
∗. From this we see that S⋆1 3
2 4
V ∗ describes the subspace of Λ2V ∗⊗Λ2V ∗ given by those tensors which
satisfy the first Bianchi identity, i.e algebraic prototypes of the curvature tensor R˜(x1, x2, x3, x4) of some
Riemannian manifold M˜ at some point p ∈ M˜ (cf. also [22, p.12]). The only exchange rule of order two leads
to pair symmetry, which is a well known algebraic consequence of the first Bianchi identity in Λ2V ∗⊗Λ2V ∗.
Dividing through the action of the determinant (which acts as a scalar according to Schurs lemma), we
obtain an irreducible representation of the special linear group SL(n) and, conversely, up to isomorphy every
irreducible representation of SL(n) is obtained in this way (cf. [7, Ch. 15]).
The representation space STV
∗ has a description completely analogous to S⋆TV
∗ (although this fact seems
to be less popular). By definition, STV
∗ is a subspace of Symλ1V ∗ ⊗ · · · ⊗ SymλkV ∗ (where as before λi
are the lengths of the rows of T ). Then it follows by similar arguments as above that STV
∗ is given by the
intersection of the kernels of the linear maps
ℓij : Sym
λiV ∗ ⊗ SymλjV ∗ → Symλi+1V ∗ ⊗ Symλj−1V ∗, (αi, αj) 7→ ℓij(αi, αj) : (11)
ℓij(αi, αj)(v1, . . . , vλi+λj ) :=
λi+1∑
a=1
αi(v1, · · · , vˆa, . . . , vλi+1)αj(va, vλi+2, . . . , vλi+λj ) (12)
with i < j. As before, exchange rules between rows of greater length follow automatically.
Example 2. (a) For every covariant 2-tensor α
S 1 2 α(v1, v2) = α(v1, v2) + α(v2, v1) (13)
and h(2) = 2 · 1. Hence S 1 2 V
∗ is the space of covariant symmetric 2-tensors and the Young projector
P 1 2 is the usual projector on symmetric 2-tensors.
(b) We have
S 2 3
1
β(v1, v2, v3) =
{
β(v1, v2, v3)− β(v2, v1, v3)
+β(v1, v3, v2)− β(v3, v1, v2)
}
. (14)
Further, h(2,1) = 3 · 1 · 1. Hence the following is equivalent:
• β ∈ S 2 3
1
V ∗,
• S 2 3
1
β(v1, v2, v3) = 3β(v1, v2, v3),
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• β ∈ V ∗ ⊗ Sym2V ∗ and such that the completely symmetric part β(v, v, v) vanishes.
Such tensors are the algebraic prototype of the covariant derivative ∇x1κ(x2, x3) of a symmetric Killing
2-tensor at a given point of some Riemannian manifold.
(c) We have S 1 2
3 4
γ(v1, v2, v3, v4) =
γ(v1, v2, v3, v4)− γ(v3, v2, v1, v4)− γ(v1, v4, v3, v2) + γ(v3, v4, v1, v2)
+γ(v2, v1, v3, v4)− γ(v3, v1, v2, v4)− γ(v2, v4, v3, v1) + γ(v3, v4, v2, v1)
+γ(v1, v2, v4, v3)− γ(v4, v2, v1, v3)− γ(v1, v3, v4, v2) + γ(v4, v3, v1, v2)
+γ(v2, v1, v4, v3)− γ(v4, v1, v2, v3)− γ(v2, v3, v4, v1) + γ(v4, v3, v2, v1)
 . (15)
Further, h(2,2) = 3 · 2 · 2 · 1. Therefore the following is equivalent:
• γ ∈ S 1 2
3 4
V ∗,
• S 1 2
3 4
γ(v1, v2, v3, v4) = 12 γ(v1, v2, v3, v4)
• γ ∈ Sym2(V ∗)⊗ Sym2(V ∗) and γ(u, u, u, v) = 0 for all u, v ∈ V .
Then γ is called a symmetrized algebraic curvature tensor (see [22, Example 4.10]). Via the isomorphism
S 1 2
3 4
V ∗ ∼= S⋆1 3
2 4
V ∗ this is the algebraic prototype of the symmetrization
∀x1, x2, x3, x4 ∈ TpM˜ : γ(x1, x2, x3, x4) := S12R˜(x1, x3, x2, x4) (16)
of the curvature tensor R˜ of some Riemannian manifold.
2.1 A generalisation of the wedge product
Let U , V and W be irreducible representations of the general linear group GL(n). If W occurs with
multiplicity one in the decomposition of U ⊗ V , then there exists an invariant bilinear map ? : U × V → W
which is unique up to a factor by Schurs Lemma. In the cases relevant for our article, the underlying Young
frame of all three involved partitions has at most two rows. Let λ = (λ1, λ2), µ = (µ1, µ2) and ν = (ν1, ν2)
be partitions of length at most two. Further, suppose that λ1 ≤ ν1 ≤ λ1+µ1, λ2 ≤ ν2 and that the length of
these partitions satisfies |ν| = |λ|+ |µ|. Let T1, T2 and T3 be tableaus of shape λ, µ and ν, respectively. Then
ST3V
∗ occurs with multiplicity one in the decomposition of the tensor product ST1 V
∗ ⊗ ST2 V
∗ according to
the Littlewood-Richardson rules. Hence, because of Schurs lemma there is up to a factor a unique invariant
bilinear map
? : ST1 V
∗ × ST2 V
∗ → ST3V
∗. (17)
In order to reduce the occurence of annoying factors in our formulas, we make the follow-
ing specific choice of ?: suppose for simplicity that all three tableaus are normal. Then
λ ? µ(v1, · · · , vν1+ν2) is obtained by applying the Young symmetrizer ST3 to the product
λ(v1, · · · , vλ1 , vν1+1, · · · , vν1+λ2)µ(vλ1+1, · · · , vν1 , vν1+λ2+1, · · · , vν1+ν2) and dividing by the product hλhµ of
all hook numbers of the two frames of shape λ and µ, this way generalising the standard definition of the
wedge product ω ∧ η := n!
p!q!Alt(ω ⊗ η) of p- and q-forms ω and η from differential geometry. Since our plain
notation ? is still ambiguous, we describe explicitly the products used in the sequel:
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Definition 2. (a) We keep to the standard notation
λ1 • λ2(v1, v2) := λ1(v1)λ2(v2) + λ1(v2)λ2(v1) (18)
for the symmetrized tensor product of 1-forms λ1 and λ2 (cf. [13]).
(b) Given a 1-form λ and a symmetric 2-tensor α, we set
λ? α(v1, v2, v3) := −α? λ(v1, v2, v3) :=
1
2
S 2 3
1
λ(v2)α(v1, v3). (19)
(c) We define the Cartan product
ω1 ? ω2(v1, v2, v3, v4) :=
1
4
S 1 2
3 4
ω1(v1, v3)ω2(v2, v4) (20)
of alternating 2-forms ω1 and ω2.
(d) Given a 1-form λ and β ∈ S 2 3
1
V ∗, we define
λ? β(v1, v2, v3, v4) := −β ? λ(v1, v2, v3, v4) := −
1
3
S 1 2
3 4
λ(v1)β(v2, v3, v4). (21)
(e) We define a variant of the Kulkarni-Nomizu product
α1 ? α2(v1, v2, v3, v4) :=
1
4
S 1 2
3 4
α1(v1, v2)α2(v3, v4) (22)
for symmetric 2-tensors α1 and α2.
3 The main results
Although we are mainly interested in the Riemannian case, we consider more generally a pseudo Riemannian
manifold (M,g) of dimension n with tangent bundle TM , Levi-Civita connection ∇ and curvature tensor R.
Further, we will use the standard notation 〈x, y〉 := g(x, y) for x, y ∈ TpM .
The first and second (standard) variable of the prolongation of the Killing equation are defined by
κ1(x1, x2, x3) := P 2 3
1
∇x1κ(x2, x3), (23)
κ2(x1, x2, x3, x4) := P 1 2
3 4
∇2x1,x2κ(x3, x4). (24)
In Section 5 we will show that the triple (κ, κ1, κ2) is in fact closed under componentwise covariant derivative,
which yields the prolongation of the Killing equation for symmetric 2-tensors.
Definition 3. The (Riemannian) cone Mˆ is the trivial fibre bundle τ : M × IR+ → M whose total space is
equipped with the metric tensor
gˆ := r2 g + dr2. (25)
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Then we see M as a (pseudo) Riemannian submanifold of Mˆ via ι : M → Mˆ, p 7→ (p, 1). Every symmetrized
algebraic curvature tensor S on Mˆ defines a symmetric 2-tensor κ := 12∂ry∂ryS on M , i.e
κ(x, y) :=
1
2
S(∂r|p, ∂r|p,dpι x,dpι y) (26)
for all p ∈M and x, y ∈ TpM . For a construction in the inverse direction, let a symmetric 2-tensor κ on M
be given:
Definition 4. The symmetrized algebraic curvature tensors defined by
Cκ := κ2 + κ ? g, (27)
Sκ := r2 κ ? dr • dr + r3 κ1 ? dr + r4Cκ (28)
will be called the associated symmetrized algebraic curvature tensors on M and Mˆ , respectively.
We remark without proof that Sκ has the alternative description P 1 2
3 4
∇ˆ2v1,v2r
4τ∗κ(v3, v4).
Theorem 1. Let M be a pseudo Riemannian manifold of dimension at least two with Levi-Civita connection
∇ and curvature tensor R. The definitions given in (26), (27) and (28) yield a 1-1 correspondence between
(a) symmetric Killing 2-tensors κ on M which satisfy the following nullity conditions
Rx,yκ = − x ∧ y · κ , (29)
Rx,y∇κ = − x ∧ y · ∇κ (30)
for all p ∈M and x, y ∈ TpM ;
(b) pairs (κ,C) of symmetric 2-tensors κ and symmetrized algebraic curvature tensors C on M satisfying
C(x, · , · , · ) = ∇x∇κ+ 2κ ? x
♯, (31)
∇xC = −∇κ ? x
♯ (32)
for all p ∈M and x ∈ TpM ;
(c) parallel symmetrized algebraic curvature tensors on the Riemannian cone Mˆ .
We would like to remark that there are always trivial solutions to (a), (b) and (c) of the previous theorem
coming from the metric tensor. For example a constant multiple κ := c g of the metric tensor is in accordance
with (29), (30). Further, it is easy to see that the requirement that the dimension of M has to be strictly
larger than one is necessary, see Remark 4.
Example 3. IfM is simply connected and of constant (non-vanishing) sectional curvature, then we can realise
M as a standard model in the pseudo Euclidean space (V n+1, 〈 , 〉). Further, possibly after reversing the
sign of the metric of M and scaling by a positive constant, we can assume that M is the generalised unit
sphere {v ∈ V |〈v, v〉 = 1}. Then the cone over M is V \ {0} and the nullity conditions (29) and (30) become
tautological. Thus algebraic curvature tensors on V correspond with elements of S 1 2
3 4
V ∗ via (16). We obtain
from (a) ⇔ (c) that symmetric Killing 2-tensors on M are in 1-1 correspondence with algebraic curvature
tensors on V (the flat case is handeled similarly). Thus we have recovered the main result of [20] in the
special case of 2-tensors.
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Remark 1. If a pair (κ,C) satisfies Equations (31)-(32), then C = Cκ and, vice versa, in dimension larger
than one also κ is determined by C, see (74)-(75).
Further, every Riemannian manifold (M,g) can also be seen as a pseudo Riemannian manifold with negative
definite metric tensor and vice versa by considering (M,−g). Hence the following remark addresses in fact
compact Riemannian manifolds:
Remark 2. On a compact manifold with negative definite metric tensor there are no solutions to the previous
theorem besides the trivial ones.
Here the compactness is essential, as becomes clear from considering the hyperbolic space.
The proofs of Theorem 1 and the following two remarks are implicitly contained in Propositions 1, 4 and 5
below.
3.1 Characterization of Sasakian manifolds and spheres
Next, we would like to discuss the relevance of Theorem 1 in the Riemannian case. When does a Riemannian
manifold admit tensors fitting (a), (b) or (c) other than the trivial solutions?
Recall that there are several ways to define a Sasakian manifold M . One possibility is via the existence of a
Kähler structure I on Mˆ (cf. [5, Proposition 1.1.2]). The corresponding parallel 2-from ω(u, v) := 〈I u, v〉 is
called the Kähler form. Then the 1-form η := ι∗(∂ryω) on M (defined by η(x) := ω(∂r|p,dpιx) for all p ∈M
and x ∈ TpM) is called the characteristic form of the Sasakian manifold M .
More specifically, one considers 3-Sasakian manifolds. Here the cone carries a Hyperkähler structure
{I1, I2, I3}. The corresponding Kähler forms {ω1, ω2, ω3} induce 1-forms ηi := ι
∗(∂ryωi) on M as before
called the characteristic forms of the 3-Sasakian manifold M (cf. [5, Proposition 1.2.2]).
Examples of Sasakian and 3-Sasakian manifolds are round spheres in odd dimension and dimension 3 mod
4, respectively.
In Section 7 we will use S. Gallots before mentioned theorem in order to classify complete Riemannian
manifolds whose cone carries a parallel algebraic curvature tensor by means of the holonomy principle. We
obtain our second main result:
Theorem 2. The classification of complete and simply connected Riemannian manifolds (M,g) with respect
to Theorem 1 is as follows.
• On a round sphere the space of symmetric Killing 2-tensors is isomorphic to the linear space of algebraic
curvature tensors in dimension n+ 1, see Example 3.
• Suppose that (M,g) is a 3-Sasakian manifold which is not of constant sectional curvature. Let
{η1, η2, η3} denote its characteristic forms related to Kähler forms {ω1, ω2, ω3} on the cone. Here
the symmetrized tensor products ηi •ηj are symmetric Killing 2-tensors which correspond to the parallel
symmetrized algebraic curvature tensors ωi ? ωj on the cone. The pair (κ,C
κ) with κ := ηi • ηj and
Cκ := 14dηi?dηj is a solution to (31)-(32). Together with the metric tensor we obtain a 7-dimensional
space of symmetric 2-tensors matching for example (29),(30) of Theorem 1 a).
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• Suppose that (M,g) is a Sasakian manifold which is neither 3-Sasakian nor of constant sectional cur-
vature one. Let η denote its characteristic 1-form. Similar as in the 3-Sasakian case, the set of Killing
tensors fitting into Theorem 1 is the 2-dimensional space spanned by the square η⊗η of the characteristic
form and the metric tensor.
• Otherwise, there are only the obvious solutions to (a), (b) or (c) coming from the metric tensor.
We observe that all Killing tensors mentioned in the above theorem are linear combinations of the metric
tensor and symmetric products of Killing vector fields. Further, we recall that spheres and Sasakian manifolds
are irreducible.
Corollary 1. An even (odd) dimensional simply connected complete Riemannian manifold M of dimension
at least two admits a non-trivial Killing tensor matching (29),(30) of Theorem 1 a) if and only if M is the
unit sphere (a Sasakian manifold).
Due to the fact that a Sasakian vector field has constant length, the square of the characteristic form of
a Sasakian manifold has constant trace. The same is true for the symmetric products of the characteristic
forms of a 3-Sasakian manifold. Conversely, the Killing tensor κ associated with a parallel curvature tensor S
of IRn+1 on an n-dimensional round sphere has d trκ 6= 0 unless the algebraic Ricci-tensor of S is a multiple
of the Euclidean scalar product (i.e. unless S has the algebraic properties of the curvature tensor of an
Einstein manifold). Therefore:
Corollary 2. A simply connected complete Riemannian manifold M carries a symmetric 2-tensor κ match-
ing (29),(30) of Theorem 1 a) and such that d trκ 6= 0 if and only if M is a round sphere.
Recall that one of the original goals of the paper [8] was to investigate the following differential equation
(E2) of order three on functions on Riemannian manifolds,
∇3y1,y2,y3f + 2df(y1)〈y2, y3〉+S23〈y1, y2〉df(y3) = 0. (33)
Let κ be the symmetric 2-tensor
κf (x, y) := f 〈x, y〉+
1
4
∇2x,yf. (34)
We will show in Section 8 that the pair (κ,Cκ) satisfies the the conditions of Theorem 1 (b). Hence we can
see the following result in the context of symmetric Killing 2-tensors:
Corollary 3. [8, Corollary 3.3] Suppose that M is a complete Riemannian manifold. If there exists a
non-constant solution to (33), then the universal covering of M is the Euclidean sphere of radius one.
We conjecture that the differential equation (Ep) considered in Chapter 4 of the same paper [8] is related to
symmetric Killing tensors of valence p for all p ≥ 1 in a similar way.
4 The associated symmetrized algebraic curvature tensor on the cone
LetM be a (pseudo) Riemannian manifold and Mˆ its cone. The canonical projection τ : Mˆ →M is obtained
by forgetting the second component of a point (p, t) ∈ Mˆ . Further, the natural inclusion
ι : M → Mˆ, p 7→ (p, 1)
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exhibits M as a Riemannian submanifold of Mˆ . The tangent bundle of Mˆ splits as τ∗TMˆ = TM ⊕ IR.
Vectors tangent to M are called horizontal vectors. In the following x, y, . . . denote horizontal vectors and
u, v, . . . arbitrary tangent vectors of Mˆ . The Levi-Civita connection is given by (cf. [8, Ch. 1])
∇ˆ∂r∂r = 0 , (35)
∇ˆxy = ∇xy − r 〈x, y〉∂r, (36)
∇ˆ∂rx = ∇ˆx∂r =
1
r
x. (37)
The last two equations are precisely the equations of Gauß and Weingarten describing the Levi-Civita
connection on the euclidean sphere of radius r where ∂r becomes the outward pointing normal vector field.
Equation (35) implies that the vector field x
r
is parallel along the curve r 7→ (p, r) for each x ∈ TpM , i.e.
∇ˆ∂r
x
r
= 0. (38)
Further, it follows that
∇ˆ∂rdr = 0 , (39)
∇ˆxdr = r x
♯ (40)
(where x♯ denotes the dual 1-form 〈x, · 〉 . Let γ be an arbitrary covariant k-tensor of M .
• Given x ∈ TpM we define a covariant tensor xyγ of valence k − 1 by setting
xyγ(y1, · · · , yk−1) := γ(x, y1, · · · , yk−1). (41)
• Given some endomorphism A of TpM we define A · γ by
A · γ(x1, · · · , xk) := −
k∑
i=1
γ(x1, · · · , Axi, · · · , xk). (42)
If γ is a covariant p-tensor on M , the pullback τ∗γ will also be denoted by γ. As a consequence of the
previous we have:
Lemma 1. Let γ and κ be an arbitrary and a symmetric covariant k-tensor, respectively, on M .
∇ˆ∂rγ = −
k
r
γ , (43)
∇ˆxγ = ∇xγ −
1
r
dr ⊗ x · γ, (44)
∇ˆxκ = ∇xκ−
1
r
dr • xyκ. (45)
Remark 3. Every basis of TpM can be extended to a basis of T(p,r)Mˆ using the radial vector ∂r|(p,r). Thus,
the principal GLn+1(IR) fiber bundle of frames of the vector bundle TMˆ admits a natural reduction to the
principal GLn(IR) fiber bundle of frames of the pullback vector bundle τ
∗TM . In particular, ∇ induces a
connection on every tensor bundle of TMˆ . Therefore the latter decomposes into a direct sum of ∇-parallel
subbundles according to the branching rules for the Lie algebra pair gln(IR) ⊂ gln+1(IR).
11
For the vector bundle S 1 2
3 4
T ∗Mˆ of symmetrized algebraic curvature tensors of the cone these branching rules
are given as follows:
Lemma 2. The vector bundle S 1 2
3 4
T ∗Mˆ admits a decomposition into three direct summands
τ∗S 1 2 T
∗M ⊕ τ∗S 2 3
1
T ∗M ⊕ τ∗S 1 2
3 4
T ∗M (46)
which is parallel with respect to the Levi-Civita connection of M . Suitable projection maps are given as
follows:
S 1 2
3 4
T ∗Mˆ → τ∗S 1 2 T
∗M, S 7→ αS :=
1
2
∂ry∂ryS , (47)
S 1 2
3 4
T ∗Mˆ → τ∗S 2 3
1
T ∗M , S 7→ βS := ι∗∂ryS , (48)
S 1 2
3 4
T ∗Mˆ → τ∗S 1 2
3 4
T ∗M , S 7→ γS := ι∗S. (49)
Then every triple (α, β, γ) defines the symmetrized algebraic curvature tensor
S := α ? dr • dr + β ? dr + γ. (50)
Proof. It is straightforward to verify (50). Hence the map which projects from S 1 2
3 4
T ∗Mˆ to τ∗S 1 2 T
∗M ⊕
S 2 3
1
T ∗M ⊕ S 1 2
3 4
T ∗M along τ is surjective. In order to demonstrate its injectivity, suppose αS = 0, βS = 0
and γS = 0. Then S(u1, u2, u3, u4) vanishes whenever at least two of the vectors ui are horizontal by means
of the symmetries of a curvature tensor. On the other hand, if at most one vector is horizontal, then at least
three are proportional to ∂r and thus S(u1, u2, u3, u4) = 0, since S satisfies the corresponding exchange rule
of order one between rows. This proves the decomposition (46).
Therefore symmetrized algebraic curvature tensors of T(p,t)Mˆ should be seen as triples
(α, β, γ) ∈ S 1 2 T
∗
pM ⊕ S 2 3
1
T ∗pM ⊕ S 1 2
3 4
T ∗pM.
In particular, the triple
(α, β, γ) =
(
r2 κ, r3 κ1, r4Cκ
)
(51)
corresponds with the associated algebraic curvature tensor on the cone Sκ defined in (28).
4.1 Symmetric Killing 2-tensors whose associated symmetrized algebraic curvature
tensor is parallel
It is natural to ask under which conditions the symmetrized algebraic curvature tensor Sκ on the cone Mˆ
associated with a symmetric Killing 2-tensor κ on M is parallel with respect to the Levi-Civita connection of
Mˆ . More general, we wish to understand the relation between parallel sections of S 1 2
3 4
T ∗Mˆ and symmetric
Killing 2-tensors on M .
Let S be a symmetrized algebraic curvature tensor on the cone seen as a triple (α, β, γ) according to (46)
and S|M denote the restriction of S to M via the natural inclusion ι : M → Mˆ . Hence S|M is the triple
(α|M , β|M , γ|M ) where α|M , β|M and γ|M are sections of S 1 2 T
∗M , S 2 3
1
T ∗M and S 1 2
3 4
T ∗M , respectively.
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The following lemma shows that parallelity of S along the radial direction does not have anything to do with
the Killing equation:
Lemma 3. A section S = (α, β, γ) of S 1 2
3 4
T ∗Mˆ is parallel along the radial direction ∇ˆ∂rS = 0 if and only
if S = (r2 α|M , r
3 β|M , r
4 γ|M ).
Proof. Recall that the radial vector field ∂r is covariantly constant in the radial direction according to (35)
and that x
r
is a parallel vector field along the radial curve r 7→ (p, r) for each x ∈ TpM , see (38). Comparing
this with (50), we see that a triple (α, β, γ) is covariantly constant in the radial direction ∇ˆ∂rS = 0 if and
only if S = (r2 α|M , r
3 β|M , r
4 γ|M ).
Therefore it remains to understand the condition ∇ˆxS = 0 for horizontal vectors x. For this we recall that
the vector bundle TMˆ = τ∗TM ⊕ IR carries two relevant connections: there is the Levi-Civita connection ∇ˆ
of the metric cone and also the Levi Civita connection of M according to Remark 3. Because of (36), (37)
the difference tensor ∆ := ∇ˆ − ∇ satisfies
∆(x, y) = −r〈x, y〉,
∆(x, ∂r|(p,r)) =
1
r
x
(52)
for all p ∈M , r > 0 and x ∈ TpM .
Lemma 4. Let S be a symmetrized algebraic curvature tensor of T(p,r)Mˆ described as a triple (α, β, γ)
according to (46). For each horizontal vector x ∈ TpM the difference ∇ˆxS −∇xS is given by the triple −1r xyβ−1
r
xyγ +2 r α? x♯
+ r β ? x♯
 . (53)
Proof. We have ∇ˆxS−∇xS = xy∆ ·S, where ∆ is defined by (52) and · is the usual action of endomorphisms
on tensors by algebraic derivation, see (42). Hence,
xy∆S(∂r, ∂r, y1, y2) =
−2
r
〈∂r|p, ∂r|p〉︸ ︷︷ ︸
=1
S(∂r, x, y1, y2).
This yields the first component in (53). For the second, we use that the cyclic sum of yyS vanishes for fixed
y. Hence 2S(x, z, y, z) = 2S(y, z, x, z) = −S(y, x, z, z) = −S(z, z, x, y). We get
xy∆S(∂r, y1, y2, y3) =
{
−1
r
S(x, y1, y2, y3) +r 〈x, y1〉S(∂r|p, ∂r|p, y2, y3)
+r 〈x, y2〉S(∂r|p, y1, ∂r|p, y3) +r 〈x, y3〉S(∂r|p, y1, y2, ∂r|p)
}
=
{
−1
r
S(x, y1, y2, y3) +r 〈x, y1〉S(∂r|p, ∂r|p, y2, y3)
−12r 〈x, y2〉S(∂r|p, ∂r|p, y1, y3) −
1
2r 〈x, y3〉S(∂r|p, ∂r|p, y1, y2)
}
= −
1
r
S(x, y1, y2, y3) + r S 2 3
1
〈x, y1〉α(y2, y3)
(19)
= −
1
r
γ(x, y1, y2, y3) + 2 r α ? x
♯(y1, y2, y3)
for all x, y1, . . . , y3 ∈ TpM . For the last component: on the one side, we have
xy∆S(y1, y2, y3, y4) =
{
r 〈x, y1〉S(∂r|p, y2, y3, y4) + r 〈x, y2〉S(y1, ∂r|p, y3, y4)
+r 〈x, y3〉S(y1, y2, ∂r|p, y4) + r 〈x, y4〉S(y1, y2, y3, ∂r|p)
}
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for all x, y1, . . . , y4 ∈ TpM . On the other side,
3β ? x♯(x, y1, y2, y3, y4)
(21)
= S 1 2
3 4
〈x, y1〉β(y2, y3, y4)
= S12S34

〈x, y1〉S(∂r|p, y2, y3, y4)
−〈x, y3〉S(∂r|p, y2, y1, y4)
−〈x, y1〉S(∂r|p, y4, y3, y2)
+〈x, y3〉S(∂r|p, y4, y1, y2)
 .
The first and the last line of the above term yield
S12S34
(
〈x, y1〉S(∂r|p, y2, y3, y4)
+〈x, y3〉S(∂r|p, y4, y1, y2)
)
= S12S34
(
〈x, y1〉S(∂r|p, y2, y3, y4)
+〈x, y3〉S(y1, y2, ∂r|p, y4)
)
which gives 2
r
xy∆S(y1, y2, y3, y4). The two lines in the middle are by the Bianchi identity
−S12S34
(
〈x, y3〉S(∂r|p, y2, y1, y4)
+〈x, y1〉S(∂r|p, y4, y3, y2)
)
= S12S34
(
〈x, y3〉
(
S(y1, y2, ∂r|p, y4) + S(∂r|p, y1, y2, y4)
)
+〈x, y1〉
(
S(y3, y4, ∂r|p, y2) + S(∂r|p, y3, y4, y2)
) ) .
Using the Bianchi identity in the form mentioned further above, this yields
S12S34
(
〈x, y3〉
(
S(y2, y1, ∂r|p, y4)−
1
2S(y1, y2, ∂r|p, y4)
)
〈x, y1〉
(
S(y4, y3, ∂r|p, y2)−
1
2S(y3, y4, ∂r|p, y2)
) ) ,
which adds 1
r
xy∆S(y1, y2, y3, y4) to the Young symmetrizer. We conclude that
S 1 2
3 4
〈x, y1〉∂ryS(y2, y3, y4) =
3
r
xy∆S(y1, y2, y3, y4).
This yields the last component of (53).
The following proposition characterizes Killing tensors whose associated algebraic curvature tensor is parallel
on the cone. This can be seen as the analogue of [23, Lemma 3.2.1] for symmetric Killing 2-tensors.
Proposition 1. Let S be a symmetrized algebraic curvature tensor on the cone seen as a triple (α, β, γ)
according to (46). The following assertions (a) - (d) are equivalent:
(a) ∇ˆS = 0.
(b) The pair (κ,C) := (α|M , γ|M ) satisfies (31)-(32), ∇κ = β|M and S = S
κ.
(c) There exists a symmetric Killing 2-tensor κ such that S is the associated symmetrized algebraic curva-
ture tensor Sκ and the following equations hold:
∇xκ = xyκ
1, (54)
∇xκ
1 = xyκ2 + xy(g ? κ)− 2κ ? x♯, (55)
∇xκ
2 = −g ? xyκ1 − κ1 ? x♯. (56)
(d) There exists a symmetric Killing 2-tensor κ such that S = Sκ and Sκ|M is ∇ˆ-parallel.
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Proof. For (a)⇒ (b): if ∇ˆxS|(p,1) = 0, then (53) implies ∇xα∇xβ
∇xγ
 =
 xyβxyγ −2α ? x♯
−β ? x♯

for all p ∈M and x ∈ TpM . From this the first two assertions of (b) follow, i.e. S = S
κ along r = 1. Further,
∇ˆS = 0 yields that S has the same radial dependence as Sκ according to Lemma 3. Therefore we conclude
that S = Sκ.
For (b) ⇒ (c): The first equation (54) of (c) is a rephrasing of ∇κ = β|M . Clearly, this implies that κ is
Killing. Further,
C(x1, x2, x3, x4)
Example 2 (c)
= P 1 2
3 4
C(x1, x2, x3, x4).
Moreover, a straightforward consideration shows that
P 1 2
3 4
P 3 4
2
〈x1, x2〉κ(x3, x4) = P 1 2
3 4
〈x1, x2〉κ(x3, x4).
Therefore applying the Young projector P 1 2
3 4
to (31) and recalling that the numbers h(2,1) and h(2,2) are 3
and 12, respectively, the definitions given in (19), (22) and (24) imply that C = Cκ. Substituting (54) this
gives (55). In the same way (32) implies (56).
For (c)⇒ (d): Applying (53) to S := Sκ we obtain that
∇ˆxS
κ|(p,1) =
 ∇xκ −xyκ1∇xκ1 −xyκ2 −xy(g ? κ) +2κ ? x♯
∇xκ
2 + g ?∇xκ + κ
1
? x♯
 . (57)
Hence (54)-(56) imply that ∇ˆxS
κ|(p,1) = 0 for all p ∈M and x ∈ TpM .
For (d) ⇒ (a): we have to show that ∇ˆSκ = 0. Covariant constancy of Sκ in the radial direction follows
automatically from the structure of (51) according to Lemma 3. Further, we have by assumption ∇ˆxS
κ|(p,1) =
0 for all p ∈M and x ∈ TpM . It remains to show that ∇ˆxS
κ|(p,r) = 0 for all r > 0. According to Lemma 4,
the tensorial difference ∆ := ∇ˆ − ∇ of the two connections ∇ˆ and ∇ satisfies
xy∆Sκ|(p,r) =
 −r2 xy∇κ−r3 xyCκ + 2 r3 κ ? x♯
r4 κ1 ? x♯

Therefore, the scaling of the components of xy∆Sκ in the radial parameter r is the same as for Sκ. Hence
∇xS
κ|(p,r) = −xy∆S
κ|(p,r) for all p ∈M and r > 0 as soon as this holds for r = 1. Therefore ∇ˆxS
κ|(p,r) = 0
for all r > 0 as soon as this is true for r = 1.
5 Prolongation of the Killing Equation
We will show through direct calculations that the triple (κ, κ1, κ2) is closed under componentwise covariant
derivative for a Killing tensor κ. More precisely, we consider the following curvature expressions
F 1(κ;x1, x2, x3, x4) :=
1
2 Rx1,x2κ(x3, x4)−
1
4 S34S12Rx3,x1κ(x2, x4), (58)
F 2(κ;x1, · · · , x5) := P 2 3
4 5
(
∇x4
(
Rx1,x5 · κ(x2, x3) + 2Rx2,x5 · κ(x1, x3)
)
+Rx1,x5 · ∇x4κ(x2, x3) +Rx2,x5 · ∇x4κ(x1, x3)
)
(59)
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(whereS denote the cyclic sum). Obviously these expressions depend tensorial on κ and (κ,∇κ), respectively.
Then we will see that the equations of the prolongation of the Killing equation
∇x1κ(x2, x3) = κ
1(x1, x2, x3), (60)
∇x1κ
1(x2, x3, x4) = κ
2(x1, x2, x3, x4) + F
1(κ;x1, x2, x3, x4), (61)
∇x1κ
2(x2, x3, x4, x5) = F
2(κ;x1, x2, x3, x4, x5) (62)
hold for every Killing tensor κ. In particular, the triple (κ, κ1, κ2) is parallel with respect to a linear connection
which is immediately clear from (60)-(62), the Killing connection. We already know from Lemma 2 that this
triple can be seen as an algebraic curvature tensor on the direct sum TM ⊕ IR. Because 13
(
n+2
2
)(
n+1
2
)
is the
dimension of the linear space of algebraic curvature tensors in dimension n + 1, we recover the well known
result that this number is an upper bound for the dimension of the space of symmetric Killing 2-tensors on
any Riemannian manifold (cf. [24, Theorem 4.3]).
The prolongation of the Killing equation for abitrary symmetric tensors using the adjoint Young symmetrizers
and projectors is given in [14]. However in comparison with (60)-(62) that approach has the disadvantage of
the appearance of an additional Young symmetrizer (see [14, (7)-(9)]) complicating the formulas unnecessarily.
The first equation of the prolongation (60) is a consequence of Example 2 (b). The other two are derived as
follows.
5.1 The second equation of the prolongation
We consider the curvature expression F 1(κ) defined in (58) and show that the second equation of the
prolongation (61) of the Killing equation holds. First note that x1 7→ F
1(κ;x1) defines a 1-form on M with
values in the vector bundle S 3 4
2
T ∗M and that F 1(κ) is a tensor in κ. Further, recall that the curvature
endomorphism Rx,y acts on κ via algebraic derivation Rx,y ·κ. Therefore, we could allow R to be an arbitrary
algebraic curvature tensor to obtain a tensorial bilinear expression F 1(κ,R). Then we have F 1(κ,R) =
F˜ 1(R · κ) for some tensorial expression in the curvature tensor applied to κ.
In oder to establish (58), we need the following intermediate result:
Lemma 5. Let κ be Killing. Then
S12∇
2
x1,x2
κ(x3, x4) = S34∇
2
x3,x4
κ(x1, x2) + 2S34S12Rx3,x1κ(x2, x4) (63)
.
Proof. On the one hand,
∇2x1,x2κ(x3, x4) = −∇
2
x1,x3
κ(x2, x4)−∇
2
x1,x4
κ(x2, x3)
=
{
−
(
∇2x3,x1κ(x2, x4) +∇
2
x4,x1
κ(x2, x3)
)
+Rx3,x1κ(x2, x4) +Rx4,x1κ(x2, x3)
}
=
{
∇2x3,x4κ(x1, x2) +∇
2
x3,x2
κ(x1, x4) +∇
2
x4,x3
κ(x1, x2) +∇
2
x4,x2
κ(x1, x3)
+Rx3,x1κ(x2, x4) +Rx4,x1κ(x2, x3)
}
.
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On the other hand,
∇2x1,x2κ(x3, x4)−Rx1,x2κ(x3, x4) = ∇
2
x2,x1
κ(x3, x4)
= −∇2x2,x3κ(x1, x4)−∇
2
x2,x4
κ(x1, x3)
=
{
−∇2x3,x2κ(x1, x4)−∇
2
x4,x2
κ(x1, x3)
+Rx3,x2κ(x1, x4) +Rx4,x2κ(x1, x3)
}
The result follows by adding the two expressions.
Proposition 2. If κ is Killing, then (61) holds.
Proof.
S 1 2
3 4
∇2x1,x2κ(x3, x4) = S12 S 4 3
2
∇2x1,x2κ(x3, x4)−∇
2
x3,x2
κ(x1, x4)
(1)
= S12S 4 3
2
(
∇2x1,x2κ(x3, x4) +∇
2
x3,x4
κ(x1, x2) +∇
2
x3,x1
κ(x2, x4)
)
Example 2 (b)
= S12
(
3∇2x1,x2κ(x3, x4) + S 4 3
2
∇2x3,x4κ(x1, x2)
)
.
Further,
S12 S 4 3
2
∇2x3,x4κ(x1, x2) = S12S34
(
∇2x3,x4κ(x1, x2)−∇
2
x3,x2
κ(x1, x4)
)
(1)
= 3 S34∇
2
x3,x4
κ(x1, x2)
(63)
= 3 S12 ∇
2
x1,x2
κ(x3, x4)− 3
(
S12S34Rx3,x1κ(x2, x4)
)
.
Therefore
P 1 2
3 4
∇2x1,x2κ(x3, x4)−
1
2
S12∇
2
x1,x2
κ(x3, x4) =
1
4
S12S34Rx3,x1κ(x2, x4).
Using the Ricci-identity, (61) follows.
From the previous we obtain a Weitzenböck formula. For this recall the natural action of the curvature
tensor on a covariant symmetric 2-tensor κ,
q(R)κ(x3, x4) := −
n∑
i=1
Rx3,ei · κ(x4, ei) +Rx4,ei · κ(x3, ei). (64)
This is the zeroth-order term appearing in the definition of the Lichnerowicz Laplacian on symmetric 2-tensors
∆κ := ∇∗∇κ+ q(R)κ (65)
(cf. [3, 1.143]). Further, if κ is Killing, then the differential d trκ of its trace and the divergence δ κ are
related by
d trκ = 2 δ κ. (66)
Corollary 4. Let κ be a symmetric Killing 2-tensor. Then
∇∗∇κ = q(R)κ−∇2trκ. (67)
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Proof. On the one hand, taking the trace on (61) with respect to x3, x4 and x1, x2 gives
tr3,4
(
P 1 2
3 4
∇2κ(x1, x2, x3, x4)
)
= −∇∗∇κ(x1, x2)−
1
4
n∑
i=1

2 Rei,eiκ(x3, x4)︸ ︷︷ ︸
=0
+Rx1,eiκ(e2, xi) +Rx1,eiκ(ei, x2)
+Rx2,eiκ(ei, x1) +Rx2,eiκ(ei, x1)

= −∇∗∇κ(x1, x2) +
1
2
q(R)κ(x1, x2) ,
and
tr1,2
(
P 1 2
3 4
∇2κ(x1, x2, x3, x4)
)
= ∇2x3,x4trκ+
1
4

2 Rx3,x4κ(ei, ei)︸ ︷︷ ︸
=0
+Rx3,eiκ(x4, ei) +Rx4,eiκ(x3, ei)
+Rx3,eiκ(x4, ei) +Rx4,eiκ(x3, ei)

= ∇2x3,x4trκ−
1
2
q(R)κ(x3, x4).
On the other hand, tr3,4
(
P 1 2
3 4
∇2κ
)
(u, v) = tr1,2
(
P 1 2
3 4
∇2κ
)
(u, v) by the symmetries of a curvature tensor.
5.2 The third equation of the prolongation
We will now consider the term F 2(κ) defined in (59) and show that (62) holds.
By definition, x1 7→ F
2(κ;x1) is a 1-form on M with values in the vector bundle S 2 4
3 5
T ∗M . The expression
F 2(κ) depends linearly on κ. If we allow R to be an arbitrary algebraic curvature tensor, then we obtain a
bilinear expression F 2(κ,R). Via this interpretation we have F 2(κ,R) = F˜ 2(R ·κ,R ·∇κ) for some expression
F˜ which depends linearly on the pair (R · κ,R · ∇κ). It is also clear from (59) that F 2(κ) is a (linear) tensor
in (κ,∇κ) and that F 2(κ,R) is a bilinear tensor in the pairs (κ,∇κ) and (R,∇R). More precisely:
Lemma 6. Let M be Riemannian manifold M with Levi Civita connection ∇. Let κ and R be a symmetric
Killing 2-tensor and an algebraic curvature tensor on M . We have
F 2(κ,R;x1, . . . , x5) = P 2 3
4 5
 ∇x4Rx1,x5 · κ(x2, x3) + 2∇x4Rx2,x5 · κ(x1, x3)
)
+2Rx1,x5 · ∇x4κ(x2, x3) + 3Rx2,x5 · ∇x4κ(x1, x3)
−∇Rx1,x5x4 · κ(x2, x3)− 2∇Rx2,x5x4 · κ(x1, x3)
 . (68)
Proof. The product rule for the covariant derivative of an endomorphism-valued tensor field A acting on α
yields
∇x
(
A · α(y2, y3)
)
= ∇xA · α(y2, y3) +A · ∇xα(y2, y3)−∇Axα(y2, y3) , (69)
since the endomorphism should in effect not act on the covariant derivative slot. Applying this to (58) we
obtain (68).
We will prove the third equation of the prolongation of the Killing equation:
Proposition 3. If κ is Killing, then (62) holds with F 2(κ) defined via (59).
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Proof. Using the Killing equation (1) together with the fact that
S 2 3
4 5
(
∇
3)
x2,x4,x5κ(x1, x3) +∇
3)
x4,x2,x5κ(x1, x3)
)
= 0, (70)
we conclude hat
S 2 3
4 5
 +12Rx2,x4∇x5κ(x1, x3)+∇x4(Rx2,x5κ(x1, x3))
+12 ∇x4
(
Rx3,x5κ(x1, x2)
)
 = S 2 3
4 5
( (
∇
3)
x2,x4,x5 +∇
3)
x4,x2,x5 −∇
3)
x4,x5,x2
)
κ(x1, x3)
−∇
3)
x4,x5,x3κ(x1, x2)
)
(70)
= S 2 3
4 5
(
−∇
3)
x4,x5,x2κ(x1, x3)−∇
3)
x4,x5,x3κ(x1, x2)
)
(1)
= S 2 3
4 5
∇3)x4,x5,x1κ(x2, x3)
Thus the Ricci identity
∇3)x1,x4,x5κ(x2, x3)−∇
3)
x4,x5,x1
κ(x2, x3) = Rx1,x4∇x5κ(x2, x3) +∇x4
(
Rx1,x5κ(x2, x3)
)
shows that
∇x1P 2 3
4 5
∇2x4,x5κ(x2, x3) = P 2 3
4 5
 Rx1,x4∇x5κ(x2, x3) +∇x4(Rx1,x5κ(x2, x3))+∇x4(Rx2,x5κ(x1, x3))
+12
(
∇x4
(
Rx3,x5κ(x1, x2)
)
+Rx2,x4∇x5κ(x1, x3)
)

The skew-symmetry Ru,v = −Rv,u implies that
1
2
S 2 3
4 5
∇x4
(
Rx3,x5κ(x1, x2)
)
= S 2 3
4 5
∇x4
(
Rx2,x5κ(x1, x3)
)
,
1
2
S 2 3
4 5
Rx2,x4∇x5κ(x1, x3) = S 2 3
4 5
Rx2,x5∇x4κ(x1, x3)
and the symmetry of κ gives
S 2 3
4 5
Rx1,x4∇x5κ(x2, x3) = S 2 3
4 5
Rx1,x5∇x4κ(x2, x3).
This establishes that (62) holds with F 2(κ) defined by (59).
5.3 Prolongation of symmetric Killing 2-tensors in spaces of constant curvature
Let M be a (pseudo) Riemannian manifold of constant sectional curvature. Since the following arguments
are purely local, we can assume that M is a (generalised) sphere as considered in Example 3. Then the
cone is a flat (pseudo) Euclidean space, hence Proposition 1 shows that here the dimension of the space
of Killing tensors is the maximal possible. In particular, (54)-(56) describe the prolongation of symmetric
Killing 2-tensors on M . This enables us to calculate F 1(κ,R1) and F
2(κ,R1) with R1(x, y) := −x ∧ y on
every pseudo Riemannian manifold M as follows.
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Lemma 7. We have
xyF 1(R1, κ) = xy(g ? κ) − 2κ ? x
♯, (71)
xyF 2(R1, κ) = − g ? xyκ
1 − κ1 ? x♯. (72)
for every symmetric 2-tensor κ on M .
Proof. We have already remarked that F 1 is a linear tensor in R and that F 2 depends tensorial linear on
the 1-jet of R. Therefore, and because ∇R1 = 0 on every pseudo Riemannian manifold, it suffices to show
that (71) and (72) hold on a generalised sphere M . Further, comparing the equations of the prolongation of
the Killing equation (61)-(62) with (54)-(56), we see that (71),(72) hold for every Killing tensor. Moreover,
since both F 1 and F 2 depend tensorial linear on the 1-jet of κ and because moreover every 1-jet of a
symmetric 2-tensor on M can be extended to a Killing tensor according to Proposition 1, these identities
automatically hold for all symmetric 2-tensors κ.
For a proof of the following in the Riemannian case see [8, Lemme 1.2], the indefinite case does not need an
extra argument.
Lemma 8. The curvature tensor of Mˆ is a horizontal tensor. When seen as a (1, 3)-tensor it does not
depend on the radial component r and is given by
Rˆx,yz = Rx,yz + x ∧ y(z) (73)
for all p ∈M and x, y, z ∈ TpM .
We obtain the following extension of Proposition 1:
Proposition 4. The following conditions are equivalent:
(a) The algebraic curvature tensor Sκ associated with κ is parallel on the cone Mˆ ;
(b) κ is Killing and the curvature conditions (29) and (30) hold.
Proof. For (a) ⇒ (b): since ∇ˆSκ = 0, the curvature endomorphism Rˆx,y annihilates S for all p ∈ M and
x, y ∈ TpM . Because Rˆ is horizontal, we conclude that Rˆ annihilates the components of (51). In particular,
Rˆx,y · κ = 0 and Rˆx,y · ∇κ = 0 for all p ∈ M and x, y ∈ TpM . Using (73), we see that both (29) and (30)
hold.
For (b) ⇒ (a): by assumption, (29) and (30) hold. The expression F 1(κ,R) is explicitly described in (58).
From this one sees that it depends in fact only on the action Rx,y ·κ of the given algebraic curvature tensor R
on κ. Therefore (29) implies that F 1(R,κ) = F 1(R1, κ). Similarly, the explicit description (59) of F
2(κ,R)
implies that the latter expression depends only on the actions Rx,y ·κ and Rx,y ·∇κ of the algebraic curvature
tensor R on κ and ∇κ. We obtain from (29) and (30) that F 2(κ,R) = F 2(κ,R1). Then we conclude from
Lemma 7 that F 1(κ,R) and F 2(κ,R) are given by (71) and (72). Substituting this into (60)-(62) we see
that (54)-(56) hold. Hence the result follows from Proposition 1.
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6 Proof of Theorem 1
Because of Propositions 1 and 4, it remains to prove the following proposition:
Proposition 5. Suppose that dim(M) ≥ 2.
(a) If the conditions (31)-(32) hold for a pair (κ,C), then κ is Killing. Further, κ = κC where
κC := −
1
2
R˜ic
C
+
s˜C
2(n − 1)
g (74)
and
R˜ic
C
:= RicC +
1
4
∇2sC and s˜C := sC −
1
4
∇∗∇sC . (75)
(b) Suppose that M is compact with negative definite metric tensor. If (31)-(32) hold for a pair (κ,C),
then there exists a constant c such that κ = c g.
In the previous proposition and hence also in Theorem 1 the condition dim(M) > 1 can not be neglected:
Remark 4. On the real line IR the pair (κ,C) where κ is a quadratic form with affine linear coefficients and
C := 0 matches (31)-(32) of Theorem 1. But κ is neither Killing nor κ = κC holds.
For the proof of Proposition 5, we make the following general assumption for the rest of this section:
Let a pair (κ,C) be given such that (31) and (32) hold for some constant c different from zero.
The proof of the previous proposition requires several lemmas.
Lemma 9. The cyclic sum S123∇y1κ(y2, y3) is parallel, i.e.
S123∇
2
x,y1
κ(y2, y3) = 0 (76)
for all x, y1, y2, y3 ∈ TpM and p ∈M .
Proof. We have
S123C(x, y1, y2, y3) = 0
for every symmetrized algebraic curvature tensor. Further, S123β(x1, x2, x3) = 0 for every β ∈ S 2 3
1
TpM
∗.
Therefore,
S123 P 2 3
1
〈x, y1〉κ(y2, y3) = 0.
Thus (76) follows from (31).
Lemma 10. The algebraic Ricci tensor of C and its scalar trace are given by
RicC(x, y) = ∇2x,ytrκ+ 2(〈x, y〉tr κ− κ(x, y)) (77)
= −∇∗∇κ(x, y) + 2(n − 1)κ(x, y), (78)
sC = −∇∗∇trκ+ 2(n− 1)tr κ. (79)
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Proof. For (77), take a suitable trace of (31). From this (79) follows immediately.
Let δκ and trκ denote the divergence and trace of κ.
Lemma 11. We have
−3∇xRic
C(y1, y2) = 2S12
{ (
〈x, y1〉d trκ(y2)−∇y1κ(y2, x)
+〈x, y1〉δκ(y2)
}
+ 4∇xκ(y1, y2), (80)
−3dsC = 8
(
d trκ+ δκ
)
. (81)
Proof. Recalling the definition of the product ? from (21), the negative of r.h.s. of (32) is explicitly given
as a Young symmetrized expression
〈x, x1〉∇x2κ(x3, x4)− 〈x, x3〉∇x2κ(x1, x4)− 〈x, x1〉∇x4κ(x3, x2) + 〈x, x3〉∇x4κ(x1, x2)
〈x, x2〉∇x1κ(x3, x4)− 〈x, x3〉∇x1κ(x2, x4)− 〈x, x2〉∇x4κ(x1, x3) + 〈x, x3〉∇x4κ(x1, x2)
〈x, x1〉∇x2κ(x3, x4)− 〈x, x4〉∇x2κ(x1, x3)− 〈x, x1〉∇x3κ(x4, x2) + 〈x, x4〉∇x3κ(x1, x2)
〈x, x2〉∇x1κ(x3, x4)− 〈x, x4〉∇x1κ(x2, x3)− 〈x, x2〉∇x3κ(x1, x4) + 〈x, x4〉∇x3κ(x1, x2)
Taking the trace with respect to x3 and x4 yields
〈x, x1〉∇x2κ(ei, ei)− 〈x, ei〉∇x2κ(x1, ei)− 〈x, x1〉∇eiκ(ei, x2) + 〈x, ei〉∇eiκ(x1, x2)
〈x, x2〉∇x1κ(ei, ei)− 〈x, ei〉∇x1κ(x2, ei)− 〈x, x2〉∇eiκ(x1, ei) + 〈x, ei〉∇eiκ(x1, x2)
〈x, x1〉∇x2κ(ei, ei)− 〈x, ei〉∇x2κ(x1, ei)− 〈x, x1〉∇eiκ(ei, x2) + 〈x, ei〉∇eiκ(x1, x2)
〈x, x2〉∇x1κ(ei, ei)− 〈x, ei〉∇x1κ(x2, ei)− 〈x, x2〉∇eiκ(x1, ei) + 〈x, ei〉∇eiκ(x1, x2)
Thus (80) follows from (32). Taking the trace of this yields (81).
Lemma 12. We have
2S123∇x1κ(x2, x3) =

3∇3x1,x2,x3trκ+ 6d tr κ(x1)〈x2, x3〉
+2S2,3〈x1, x2〉δκ(x3)
+2S2,3〈x1, x2〉d trκ(x3)
 . (82)
Proof. Solving (80) for the cyclic sum of ∇κ yields:
2S123∇x1κ(x2, x3) =

3∇x1Ric
C(x2, x3) + 6∇x1κ(x2, x3)
+2S23〈x1, x2〉δκ(x3)
+2S23〈x1, x2〉d trκ(x3)
 .
Substituting now the formula (77) for the algebraic Ricci tensor of C gives (82).
Lemma 13. If κ is not a constant multiple of the metric tensor, then M is irreducible.
Proof. Assume by contradiction thatM is not irreducible. ThenM is the productM1×M2 of two Riemannian
manifolds of dimensions at least one. Let (p, q) ∈ M1 ×M2 and (x, y) ∈ TpM1 ⊕ TqM2. Since x and y are
tangent to different factors, the covariant derivatives commute ∇2y,xκ = ∇
2
x,yκ. Using (76), we thus have
0
(76)
= ∇2y,xκ(x, x) = ∇
2
x,yκ(x, x)
(76)
= −2∇2x,xκ(x, y)
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for all x ∈ TpM1 and y ∈ TqM2. Hence, the exchange rule C(x, x, x, y) = 0 implies from (31) that
0 = −〈x, x〉κ(x, y) + 〈x, y〉κ(x, x)︸ ︷︷ ︸
=0
We conclude that κ(x, y) = 0, i.e. κ = κ1 + κ2 where κ1 and κ2 are the restrictions of κ to TpM1 × TpM1
and TqM2 × TqM2, respectively. Further, the symmetry C(x, y, x, y) = C(y, x, x, y) and the commuting of
the covariant derivatives ∇2x,yκ(x, y) = ∇
2
y,xκ(x, y) yields
〈x, x〉κ(y, y) = 〈y, y〉κ(x, x)
Hence κ(x, x) = κ(y, y) for all unit vectors x ∈ TpM1 and y ∈ TqM2. Thus there exists a function f : M1 ×
M2 → IR+ such that κ1(x, x) = f(p, q) = κ2(y, y) for all unit vectors x and y, i.e. κ = f〈 , 〉. Inserting this
into (76) implies that (n+ 2)df is parallel, hence ∇df = 0. Substituting this into (82) yields
S123 dx1f〈x2, x3〉 = 3n 〈x2, x3〉dx1f + (n− 1)S23〈x1, x2〉dx3f.
Evaluating this equation with x1 = x2 = x3 implies that (n − 1)df = 0. Therefore if n > 1 then κ is a
constant multiple of the metric tensor. We conclude that M is irreducible.
Corollary 5. If dim(M) ≥ 2, then the contraction (66) of the Killing equation holds.
Proof. We can assume that κ is not a constant multiple of the metric tensor, since otherwise (66) is obvious.
Then, on the one hand, M is irreducible by the previous lemma and hence the holonomy group acts fixed
point free on tangent vectors, because dim(M) ≥ 2. On the other hand, since the contraction of (76) implies
that the 1-form λ := d trκ − 2δκ is parallel, the latter is fixed under the holonomy group at each point.
We conclude that λ = 0.
Corollary 6. If dim(M) ≥ 2, then we have
2S123∇y2κ(y1, y3) =
{
3∇3y1,y2,y3trκ+ 6d tr κ(y1)〈y2, y3〉+ 3S23〈y1, y2〉d tr κ(y3)
}
, (83)
dsC = −4 d trκ. (84)
Proof. This follows by substituting (66) into (82) and (81), respectively.
Let R1 denote the algebraic curvature tensor defined by
R1(x, y, z) := −〈x, z〉y + 〈y, z〉x (85)
for all x, y, z ∈ TpM . If g is positive definite, then this is the curvature tensor of a round sphere of radius
one.
Recall that the 1-nullity of a pseudo Riemannian manifold is the subspace of TpM defined by
C1(TpM) := {x ∈ TpM |R(x, y, z) = R1(x, y, z)}. (86)
Hence a vector x belongs to C1(TpM) if and only if the sectional curvature of any two-plane in TpM containing
x is equal to one (see [9], [21]). For example, a Sasakian vector field ξ belongs at each point to the 1-nullity
distribution.
In general, C1(TM) :=
⋃
p∈M C1(TpM) is not a subbundle of TM . However, for a symmetric space ∇R = 0
implies that C1(TM) is invariant under parallel translation and hence a parallel vector subbundle of TM .
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Lemma 14. If dim(M) ≥ 2, then the gradient of trκ belongs to the 1-nullity C1(TM) everywhere.
Proof. Let f := trκ. Since l.h.s. of (83) is completely symmetric in u1, u2, u3, the same is true for the right
hand side of that equation. Hence
3
(
∇3y1,y2,y3f + 2 〈y2, y3〉df(y1) +S23〈y1, y2〉df(y3)
)
= S123
(
∇3y1,y2,y3f + 2 〈y2, y3〉df(y1) +S23〈y1, y2〉df(y3)
)
= S123
(
∇3y1,y2,y3f + 4 〈y1, y2〉df(y3)
)
= ∇3y1,y2,y3f +∇
3
y3,y1,y2
f +∇3y2,y3,y1f + 4S123 〈y1, y2〉df(y3).
Using the symmetry of the Hessian ∇df , we have
∇3y3,y1,y2f = ∇
2
y1,y3
df(y2) +Ry3,y1df(y2) = ∇
3
y1,y2,y3
f +Ry3,y1df(y2),
∇3y2,y3,y1f = ∇
3
y2,y1,y3
f = ∇2y1,y2,y3f +Ry2,y1df(y3).
Further,
6 〈y2, y3〉df(y1) + 3S23〈y1, y2〉df(y3)− 4S123 〈y1, y2〉df(y3) = 2 〈y2, y3〉df(y1)−S23〈y1, y2〉df(y3)
We conclude that
2 〈y2, y3〉df(y1)−S23〈y1, y2〉df(y3) = Ry3,y1df(y2) +Ry2,y1df(y3).
Setting y1 := x and y2 := y3 := y we obtain that
2 df(R(x, y, y)) = 2 〈y, y〉df(x)− 2 〈x, y〉df(y).
This shows that the gradient of trκ belongs to C1(TM).
Proof of Proposition 5 (a). Suppose that (31)-(32) hold for a pair (κ,C) and that dim(M) ≥ 2. We show
that the cyclic sum Sxyz∇xκ(y, z) vanishes at each point p ∈ M . We distinguish two cases: If there exists
an open neighbourhood around p where trκ is constant, then κ is Killing on this neighbourhood according
to (83).
Suppose there exists a point p ∈ M such that d trκ|p 6= 0. In particular, κ is not a constant multiple of
the metric tensor on any open neighbourhood of p. Therefore each neighbourhood of p in M is irreducible
according to Lemma 13. Hence we can assume that M is simply connected and irreducible. Further, recall
that the cyclic sum Sxyz∇xκ(y, z) is a parallel symmetric 3-tensor according to Lemma 9. Therefore if the
holonomy group of M at p acts transitively on the unit sphere of TpM , then the corresponding homogeneous
polynomial function f(x) := ∇xκ(x, x) with x ∈ TpM is constant on vectors of equal length. Since the
degree of f is odd, we see that f(x) = f(−x) = −f(x) for all x ∈ TpM . Therefore Sxyz∇xκ(y, z)|p = 0.
If, by contradiction, we assume that the holonomy group acts non-transitively, then M is locally symmetric,
∇R = 0, according to Bergers classification of holonomy groups [1, 5.21]. Hence the 1-nullity (86) is a parallel
subbundle of TM . Since C1(TpM) 6= {0} because of Lemma 14, it is non-trivial and thus C1(TM) = TM by
the irreducibility of M . This implies that M has constant sectional curvature, in particular the holonomy
group is SO(n) which acts transitively on the unit sphere of TpM . But this is contrary to our assumptions.
So far we have shown that Sxyz∇xκ(y, z)|p = 0 at all points p of M where d trκ|p 6= 0 or trκ is constant on
an open neighbourhood of p. Obviously the set of these points is dense in M . Since moreover the set points
where the cyclic sum Sxyz∇xκ(y, z) vanishes is closed, we conclude that κ is Killing.
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We finish the proof of (a) of Proposition 5 by showing that automatically κ = κC : we use (77) and (84) to
obtain that
R˜ic
C
(x, y)
(75)
= RicC(x, y) +
1
4
∇2x,ys
C (77),(84)= 2
(
〈x, y〉tr κ− κ(x, y)
)
.
Hence
s˜C = 2(n − 1)tr κ.
Inserting the previous into (74) shows that κ = κC . This finishes the proof of Part (a) of Proposition 5.
Proof of Proposition 5 (b). Let a pair (κ,C) with (31)-(32) on a compact manifold M with negative definite
metric tensor g be given. We claim that κ is a constant multiple of g: If M is a 1-dimensional sphere,
then the space of algebraic curvature tensors is trivial. Hence (55) and (56) together show that the third
covariant derivative of the pullback π∗κ of κ under the canonical covering π : IR→M vanishes. This implies
polynomial growth of π∗κ. But π∗κ is periodic, hence the previous forces that π∗κ is constant, i.e. κ is trivial.
Hence we can assume that dim(M) ≥ 2. Using that κ is Killing, we conclude from (83) that f := trκ
satisfies Gallots equation (33). Taking in this equation the trace with respect to y1 and y2, we obtain for the
rough Laplacian
∇∗∇ df = (n + 3)df. (87)
Since on a compact manifold with negative definite metric the rough Laplacian ∇∗∇ is a strictly negative
operator, we conclude that d trκ = 0, i.e. trκ is a constant c. Using (77) and (78) we thus see that
∇∗∇
(
nκ− c g
)
= 2 (nκ− c g
)
.
Using again the compactness of M , we conclude that κ = c
n
g. This shows that κ is a constant multiple of
the metric tensor.
7 Proof of Theorem 2
For the proof of Theorem 2, it remains to analyze the space of parallel algebraic curvature tensors on the
cone over a Riemannian manifold. This is purely a question of holonomy. Gallot showed that the cone over
a complete Riemannian manifold is irreducible unless the universal covering of M is isometric to a round
sphere. Moreover, the cone Mˆn+1 can never be Einstein unless it is Ricci-flat, since the curvature tensor
Rˆ is purely horizontal according to (73). In the following we can assume that M is simply connected and
complete.
The remaining possible holonomy algebras are according to Bergers classification [1, 5.21]: so(n+1), u(m) or
su(m) for n+1 = 2m and m ≥ 2, sp(m) for n+1 = 4m and m ≥ 2 or g2 for n+1 = 7 or spin7 for n+1 = 8.
Holonomy algebras su(m), u(m) and sp(m) of the cone correspond to (Einstein)-Sasakian and 3-Sasakian
manifolds, respectively. For a Kähler manifold with Kähler form ω, the Cartan product ω ⊙ ω clearly is
a non-trivial parallel algebraic curvature tensor and similar every Hyperkähler manifold with Hyperkähler
structure {ω1, ω2, ω3} admits six linearly independent non-trivial parallel algebraic curvature tensors ωi⊙ωj.
By the holonomy principle every parallel section of the vector bundle of algebraic curvature tensors on Mˆ
corresponds to an element of the vector space of algebraic curvature tensors on some tangent space that is
fixed by the holonomy algebra. For the proof of Theorem 2, we thus have to show that
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• the actions of g2, spin7 and so(n+1) on algebraic curvature tensors in dimensions 7, 8 and n+1 each
only have a one-dimensional trivial component,
• the trivial component of su(m) and u(m) acting on C(IR2m) is 2-dimensional,
• and the trivial component of sp(m) on C(IR4m) is seven-dimensional.
By irreducibility of Mˆ , every symmetric 2-tensor is a multiple of the metric, i.e. the space of traceless
symmetric 2-tensors Sym2(V ∗)0 remains irreducible over the holonomy algebra. The next two lemmas will
show that the space of algebraic curvature tensors C(T ) remains irreducible over spin7 or g2. This finishes
the proof of the classification of Riemannian manifolds matching the statement of Theorem 2.
The following result can be found in [17, (4.7)]:
Lemma 15. Let V be an irreducible so(7) representation that contains a g2-trivial subspace, then there is
a k ∈ N such that V is the k-fold Cartan product of the spin representation ∆. That is V = ∆⊙k. In
particular, the so(7)-representation space space of Weyl tensors W(V ) yields no further trivial component
when restricted to g2.
The result for spin7 ⊂ so(8) is similar. Let ∆
± be the spin representations of so(8). Take a non-vanishing
element s ∈ ∆+ and consider its isotropy algebra h = {X |Xs = 0} ⊂ so(8). Then h = spin7 is isomorphic
to the holonomy algebra of a manifold M with Spin7 holonomy [19, Chapter IV, §10]. Note that changing
orientation on M interchanges the spin representations ∆+ and ∆− [16, Theorem 3.6.1].
Lemma 16. Let V be an irreducible so(8) representation that contains a spin7-trivial subspace, then there
is a k ∈ N such that V is the k-fold Cartan product of the spin representation ∆+. That is V = ∆+
⊙k
.
Proof. The fundamental representations of so(8) are the standard representation κˆ : so(8) → End(R8),
the adjoint representation ad: so(8) → End
(∧
2
R
8
)
and the spinor representations κˆ± : so(8) → End(R8).
Furthermore the triality automorphism σ of so(8) is an outer automorphism of order three that interchanges
the representations κˆ and κˆ±, that is κˆ ◦ σ = κˆ− and κˆ− ◦ σ = κˆ+, while ad ◦ σ is equivalent to ad [19,
Chapter 1 §8], [7, §20.3]. The image of the standard embedding of so(7) ⊂ so(8) is the isotropy algebra
so(7) = {X ∈ so(8) | κˆ(X)e1 = 0} (88)
while representatives of the other two conjugacy classes of spin7 are given as
spin±7 =
{
X ∈ so(8)
∣∣ κˆ±(X)e1 = 0} . (89)
As described above, taking κˆ+ yields the holonomy algebra of a manifold with holonomy Spin7. Because
κˆ = κˆ+ ◦ σ it immediately follows that so(7) = σ−1(spin+7 ). By that, the branching rules of an so(8)-
representation τ : so(8) → End(V ) to the subalgebra spin+7 are the same as the branching rules of τ ◦ σ
to so(7). The latter rules are stated in. It follows from [7, (25.34),(25.35)] that the highest weight of
an so(8)-irreducible representation V containing a non-trivial so(7)-trivial subspace is necessarily of the
form (k, 0, 0, 0) so V is the k-fold Cartan product T⊙k of the standard representation. On the other hand,
the automorphism σ permutes the fundamental weights and hence maps simple roots to simple roots. By
[18, Theorem 5.5 (a)] and the formula given in [18, Theorem 5.5 (d)], σ maps every highest weight of a
representation to a highest weight. Hence, the automorphism commutes with the Cartan product. This
proves that every so(8)-irreducible representation V containing a spin+7 -trivial subspace has to be ∆
+⊙k.
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It is left to calculate the multiplicity of the H-trivial subrepresentation in C(Tˆ ) for the remaining holonomy
algebras and compare it to the number of parallel sections obtained by taking Cartan products of S◦ and
the Kähler forms ωI , ωJ and ωK . This can be done by the branching rules given in [15]. For this we have to
consider the complexification C(Tˆ )⊗C = C(Tˆ ⊗C) which is a GL(n+1,C) representation. If the holonomy
H of the cone Mˆ is U(m) or SU(m) with n + 1 = 2m, then the complexifications of H-representations
are GL(m,C)- or SL(m,C)-representations where GL(m,C) ⊂ Sp(2m,C) ⊂ GL(2m,C). If H = Sp(m)
with 4m = n + 1, then complexifications of Sp(m)-representations are Sp(2m,C)-representations where
Sp(2m,C) ⊂ GL(2m,C) ⊂ Sp(4m,C) ⊂ GL(4m,C). The Branching rules for GL(m,C) ⊂ Sp(2m,C) and
Sp(2m,C) ⊂ GL(2m,C) can be found in [15]. From these one easily deduces the next two lemmas:
Lemma 17. For m ≥ 2, consider the embeddings GL(m,C) ⊂ Sp(2m,C) ⊂ GL(2m,C). There are two
copies of the trivial GL(m,C)-representation contained in C(Tˆ ⊗ C). Furthermore, if m > 2, any other
non-trivial one-dimensional GL(m,C)-representation is not contained in C(Tˆ ) so that this branching rule is
the same for SL(m,C).
Lemma 18. For m ≥ 2 and Sp(2m,C) ⊂ GL(2m,C) ⊂ Sp(4m,C) ⊂ GL(4m,C) there are seven copies of
the trivial Sp(2m,C)-representation contained in C(Tˆ ⊗ C).
Moreover, the assumption m > 2 in the second part of Lemma 17 is not really restrictive. Namely every
3-dimensional Einstein-Sasakian manifold is 3-Sasakian in accordance with SU(2) ≃ Sp(1). Further, every 3-
dimensional 3-Sasakian manifold is of constant sectional curvature one according to [5, Proposition 1.1.2 (iii)]
and hence locally isometric to the 3-dimensional standard sphere. This finishes the proof of Theorem 2.
8 Proof of Corollary 3
Let us first recall Gallots original proof of Corollary 3 (cf. [8, Corollary 3.3]). For every function f on M we
define the function F (p, r) := r2f(p) and the symmetric two-tensor q := 12∇ˆ
2F on the cone Mˆ . Then we
can recover the original function via
f(p) = q(∂r|(p,1), ∂r|(p,1)). (90)
Further, we know that (33) holds if and only if ∇ˆq = 0. As mentioned already before, he also showed that
the cone over M is irreducible unless the universal covering of M is a Euclidean sphere Sn. If the cone is
irreducible, then its holonomy group acts irreducible on the tangent spaces of Mˆ . Therefore, q is a constant
multiple of the metric tensor of Mˆ according to Schurs Lemma, i.e. f is constant.
To put Gallots result in order with the theory developed in this article, we consider the symmetric 2-tensor
κ defined by (34), the symmetrized algebraic curvature tensor S := q ? gˆ on Mˆ and its pullback to M
C := f 〈 , 〉? 〈 , 〉+
1
2
∇2f ? 〈 , 〉. (91)
If (33) holds, then q is ∇ˆ-parallel by Gallots original calculations and hence S shares this property. Further,
it is straightforward that κ defined by (34) is related to S via (26) or that the pair (κ,C) is a solution
to (31)-(32).
Either way, it follows from Theorem 2 that M is a Sasakian manifold or a sphere. To show that M is a
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sphere, according to Corollary 2 it suffices to show that the trace of κ is not constant unless f is: we have
trκ = n f −
1
4
∇∗∇f,
d trκ = n df −
1
4
d∇∗∇f.
Evaluating (33) we see that
d trκ =
3n+ 1
2
df.
Hence, if df 6= 0, then we know from Corollary 2 that M is a sphere.
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