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QUANTUM RESONANCES AND TIME DECAY FOR A
DOUBLE-BARRIER MODEL
ANDREA SACCHETTI
Abstract. Here we consider the time evolution of a one-dimensional quantum
system with a double barrier given by a couple of two repulsive Dirac’s deltas.
In such a pedagogical model we give, by means of the theory of quantum
resonances, the explicit expression of the dominant terms of 〈ψ, e−itHφ〉, where
H is the double-barrier Hamiltonian operator and where ψ and φ are two test
functions.
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Keywords: Resonances for Schro¨dingers equation, asymptotic analysis of
resonances, time decay of quantum systems
1. Introduction
The phenomenon of exponential decay associated with quantum resonances is
well known since the pioneering works on the Stark effect in an isolated hydrogen
atom (see the review papers [7, 14]). In order to explain such an effect let us
consider, in a more general context, an Hamiltonian with a discrete eigenvalue E0
and an associated normalized eigenvector ψ0. We suppose to weakly perturb such
an Hamiltonian and that the new Hamiltonian H has purely absolutely continuous
spectrum, that is the eigenvalue of the former Hamiltonian disappears into the
continuous spectrum. Then we physically expect that, after a very short time, one
has
〈ψ0, e−itHψ0〉 ∼ e−itE (1)
where E is a quantum resonance close to the unperturbed eigenvalu E0, i.e. <E ∼
<E0 and =E < 0 is such that |=E|  1.
The validity of (1) has been proved when the perturbation term is given by a
Stark potential. In such a case Herbst [8] proved that (1) holds true with an
estimate of the error term (see also [5] for a extension of such a result to a wider
class of models). However, we should remark that Simon [11] pointed out that the
exponentially decreasing behavior is admitted only if the perturbed Hamiltonian H
is not bounded from below. In fact, in the case of Hamiltonian H bounded from
below we expect to observe a time decay of the form
〈ψ0, e−itHψ0〉 = e−itE + b(t) (2)
where the remainder term b(t) is dominant for small and large times, and the
exponential behavior is dominant for intermediate times. On the other hand,
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2 ANDREA SACCHETTI
dispersive estimates for one-dimensional Schro¨dinger operators [9, 13] suggest that
for large times the remainder term b(t) is bounded by ct−1/2, for some c > 0, as
in the free model with no barriers. However, this estimate is very raw because it
does not take into account the resonances effects.
In this paper we consider a simple one-dimensional model with a double barrier
potential with Hamiltonian
Hα = − ~
2
2m
d2
dx2
+ αδ(x+ a) + αδ(x− a) .
The two barriers are modeled by means of two repulsive Dirac’s deltas at x = ±a,
for some a > 0, with strength α ∈ (0,+∞]. This model has been considered by [6]
as a pedagogical model for the explicit study of quantum barrier resonances. When
α = +∞ the spectrum is purely discrete. When α < +∞ then the spectrum of
Hα is purely absolutely continuous and the eigenvalues obtained for H∞ disappear
into the continuum. More precisely, such eigenvalues becomes quantum resonances
Eα,n explicitly computed and the time decay of 〈ψ, e−iHtφ〉, where ψ and φ are two
test functions, has the form (2) where
b(t) = cαt
−3/2 +O(t−5/2) (3)
for large t and for some cα > 0 (see Theorem 1); in particular, in the case where
the two test functions coincide with the unperturbed eigenvector then cα may be
explicitly computed (see Theorem 2) and it turns out that cα ∼ α−2 in agreement
with the fact that the asymptotic behavior (3) cannot uniformly hold true in a
neighborhood of α = 0. We should remark that that our result improves the
raw estimate obtained by the decay estimates; in fact, we prove that a cancellation
effect occurs and that the t−1/2 factor, as usually occurs for the free one-dimensional
Laplacian problem, is canceled by means of an opposite term coming out from the
two Dirac’s deltas barrier. Hence, we can conclude that the effect of the double
barrier is twice:
- the time-decay becomes faster, for t large for any α > 0;
- for intermediate times the time-decay is slowed down because of the effect
of the quantum resonant states.
We finally remark that quantum resonances in one-dimensional double barrier
models is a quite interesting problem, both for theoretical analysis (see, e.g., [4])
and for possible applications in quantum devices (see, e.g., [2]); and thus the explicit
and complete analysis in a pedagogical model would improve the general knowledge
of the basic properties.
The paper is organized as follows: in Section 2 we introduce the model and we
compute the quantum resonant energies; in Section 3 we state our main results and
we compare the time decay for different values of the parameter α; in Section 4
we give the proofs of Theorem 1 and 2; finally, since the calculation of the quan-
tum resonances make use of the the Lambert special function we collect its basic
properties in an appendix.
2. Description of the model and quantum resonances
2.1. Description of the model. We consider the resonances problem for a one-
dimensional Schro¨dinger equation with two symmetric potential barrier. In par-
ticular we model the two barrier by means of two Dirac’s δ at x = ±a, for some
DOUBLE-BARRIER RESONANCES 3
a > 0. The Schro¨dinger operator is formally defined on L2(R, dx) as
Hα = − ~
2
2m
d2
dx2
+ αδ(x+ a) + αδ(x− a)
where α ∈ (0,+∞] denotes the strength of the Dirac’s δ. Hereafter, for the sake
of simplicity let us set x → x√2m/~2 and a → a√2m/~2; hence the Schro¨dinger
operator simply becomes
Hα = − d
2
dx2
+ αδ(x+ a) + αδ(x− a)
where now a−2 has the physical dimension of the energy.
When α < +∞ it means that the wavefunction ψ should satisfies to the matching
conditions
ψ(x+) = ψ(x−) and ψ′(x+) = ψ′(x−) + αψ(x) at x = ±a , (4)
and Hα has self-adjoint realization on the space of functions H
2 (R \ {±a}) satisfy-
ing the matching conditions (4). When α = +∞ it means that H∞ has self-adjoint
realization on the space of functions H2 (R \ {±a}) satisfying the Dirichlet condi-
tions
ψ(±a) = 0 .
In this latter case then the eigenvalue problem
H∞ψ = E∞ψ
has simple eigenvalues E∞,n = k2n where kn = npi2a , n = 1, 2, . . ., with associated
(normalized) eigenvectors
ψn(x) =

0 if x < −a
1√
a
cos(knx) if − a < x < +a
0 if + a < x
, n = 1, 3, 5, . . . , (5)
and
ψn(x) =

0 if x < −a
1√
a
sin(knx) if − a < x < +a
0 if + a < x
, n = 2, 4, 6, . . . . (6)
In the case α ∈ (0,+∞) then the eigenvalue problem
Hαψ = Eαψ
has no real eigenvalues, but resonances; where resonances correspond to the complex
values of Eα such that the wavefunction
ψ(x) =
 Ae
ikx +Be−ikx if x < −a
Ceikx +De−ikx if − a < x < +a
Eeikx + Fe−ikx if + a < x
, k =
√
Eα , =k ≥ 0 ,
satisfying the matching condition (4), satisfies the outgoing condition
A = 0 and F = 0 . (7)
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2.2. Calculation of resonances. The matching condition (4) implies that
M1(−a)
(
A
B
)
= M2(−a)
(
C
D
)
and
M1(+a)
(
C
D
)
= M2(+a)
(
E
F
)
where
M1(x) =
(
eikx e−ikx
ikeikx −ike−ikx
)
and
M2(x) =
(
eikx e−ikx
(ik − α)eikx −(ik + α)e−ikx
)
.
Hence (
E
F
)
= M
(
A
B
)
where
M = [M2(+a)]
−1
M1(+a) [M2(−a)]−1M1(−a)
and the resonance condition (7) implies that k must satisfies to the following equa-
tion
M2,2 = 0 . (8)
A straightforward calculation gives that equation (8) takes the form
1
4k2
[
e4ikaα2 + 4k2 + i4kα− α2] = 0 (9)
that is, in agreement with equations (284) by [6],(
e2ikaα
)± i (2k + iα) = 0 (10)
which has two families of complex-valued solutions
k1,m =
i
2a
[Wm(−aαeaα)− aα] (11)
and
k2,m =
i
2a
[Wm(aαe
aα)− aα] (12)
where Wm(x) is the m-th branch, m ∈ Z, of the Lambert special function (in
Appendix A we recall some basic properties of the Lambert function). It turns out
that =kj,m < 0 for any j and m, but k2,0 = 0, and thus equation Hαψ = Eαψ has
no eigenvalues for any α > 0. However, we have to remark that for m < 0 then
<kj,m > 0 and =kj,m < 0 and then Eα = (kj,m)2 belongs to the unphysical sheet
with =Eα < 0 for m = −1,−2,−3, . . .. Therefore, we conclude that:
Lemma 1. The spectral problem Hαψ = Eαψ has a family of resonances given by
Eα,n =
 k21,−(n+1)/2 =
[
i
2a
(
W−n+12 (−aαe
aα)− aα
)]2
if n = 1, 3, 5, . . .
k22,−n/2 =
[
i
2a
(
W−n2 (aαe
aα)− aα)]2 if n = 2, 4, 6, . . . . (13)
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n α = 1 α = 10 α = 100 α = 1000 α = +∞
1 0.57− i2.31 6.99− i0.56 9.49− i1.14 · 10−2 9.83− i1.23 · 10−4 9.87
2 13.78− i19.35 29.26− i3.86 37.95− i9.1 · 10−2 39.32− i9.84 · 10−4 39.48
3 49.60− i41.74 69.10− i10.55 85.41− i3.05 · 10−1 88.47− i3.32 · 10−3 88.83
4 106.16− i66.64 127.91− i19.99 151.89− i7.13 · 10−1 157.28− i7.87 · 10−3 157.91
Table 1. Table of values of the resonances Eα,n, n = 1, 2, 3, 4, given by
(13) for a = 1
2
and for α = 1, 10, 100 and α = 1000; for α = +∞ these
values correspond to the real-valued eigenvalues of the problem H∞ψ =
E∞ψ.
In Table 1 we report some values of the resonances and we compare these values
for different choices of α with the real-valued eigenvalues of the problem H∞ψ =
E∞ψ.
Remark 1. Let a > 0 be fixed then, from (29), it follows that for n fixed and α
large enough the asymptotic behavior of the resonances is given by
Eα,n =
[
npi
2a
(
1− 1
aα
+
1
(aα)2
)
− i 1
2a
((
ln(aα)
aα
)2
+
n2pi2
2(aα)2
)
+ O
(
α−3
)]2
∼
(npi
2a
)2
− i npi
2a2
(
ln(aα)
aα
)2
2.3. Resolvent operator. The explicit form of the resolvent of Hα, α ∈ (0,+∞)
is given by [1]([
Hα − k2
]−1
φ
)
(x) =
∫
R
Kα(x, y; k)φ(y)dy, φ ∈ L2(R), =k ≥ 0 ,
where the integral kernel Kα is given by
Kα(x, y; k) = K0(x, y; k) +
4∑
j=1
Kj(x, y; k) (14)
with
K0(x, y; k) =
i
2k
eik|x−y|
and
Kj(x, y; k) = g(k)Lj(x, y; k) ,
where
g(k) := − [2k((2k + iα)2 + α2ei4ka)]−1 , (15)
and
L1(x, y; k) = −α(2k + iα) eik|x+a|eik|y+a|, L4(x, y; k) = L1(−x,−y; k)
L2(x, y; k) = iα
2 e2ika eik|x+a|eik|y−a|, L3(x, y; k) = L2α(−x,−y; k).
Resonances can be defined as the complex poles in the unphysical sheet =Eα < 0 of
the kernel of the resolvent, too; that is the pole of the function g(k) in agreement
with (10).
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3. Time decay - main results
Let φ and ψ two well localized wave-functions, we are going to estimate the time
decay of the term
〈ψ, e−itHαφ〉 (16)
Theorem 1. Let us assume that φ and ψ have compact support. Then we have
that
〈ψ, e−itHαφ〉 = cαt−3/2 +
∞∑
n=1
βncne
−iEα,nt +O(t−5/2) (17)
for some constants cα and cn and where
βn =

1 if
∣∣=√Eα,n∣∣ < ∣∣<√En,α∣∣
1
2 if
∣∣=√Eα,n∣∣ = ∣∣<√Eα,n∣∣
0 if
∣∣=√Eα,n∣∣ > ∣∣<√Eα,n∣∣
. (18)
Remark 2. We may remark that in the case α = 0, that is when there are no
barriers, then 〈ψ, e−itH0φ〉 ∼ t−1/2 and an apparent contradiction appears. The
point is that the asymptotic expansion (17) is not uniform as α goes to zero. In
fact, in an explicit model, see Theorem 2, it results that cα →∞ as α→ 0.
We consider now, in particular, the asymptotic behavior of (16) when the test
vectors φ and ψ coincide with one of the resonant states, e.g. with ψ1.
Theorem 2. Let ψ = φ coinciding with the eigenvector ψ1, let `(k) be the function
defined as
`(k) = 2pi
√
a
e2kai + 1
pi2 − 4k2a2 , (19)
and let k1,−m be the resonances defined by (11). Then
〈ψ1, e−itHαψ1〉 = cαt−3/2 +
∞∑
m=1
βmcme
−ik21,−mt +O(t−5/2)
where
cα = −2
3/2(1 + i)a
pi5/2α2
, cm = − α`(k1,−m)
2
1 + αa
(
1 +
2k1,−m
iα
)
and where βm is defined by (18).
Remark 3. Recall that
`(k1,−m) =
4ipi
√
ak1,−m
α(pi2 − 4k21,−ma2)
Hence
`(k1,−m) ∼ O(α−1) if m 6= 1
as α→ +∞. For m = 1, from the asymptotic behavior of k1,−m it follows that
pi2 − 4k21,−1a2 ∼ pi2 − 4a2
[
pi2
4a2
(
1− 2
aα
)]
=
2pi2
aα
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and then
`(k1,−1) ∼ i
√
a , as α→ +∞ .
Hence, as α goes to infinity it follows that the dominant term of 〈ψ1, e−itHαψ1〉 is
given by
〈ψ1, e−itHαψ1〉 = e−i pi2a t +O(α−1)
in agreement with the fact that 〈ψ1, e−iH∞tψ1〉 = e−iEα,1t.
Remark 4. Let us compare, in the limit of large α, the two dominant terms of
〈ψ1, e−itHαψ1〉; that is the power term
d1
α2t3/2
, where d1 =
∣∣∣∣23/2(1 + i)api5/2
∣∣∣∣ = 4api5/2 ,
and the exponential term
d3e
=Eα,1t = d3e−d2t(
ln(aα)
aα )
2
, where d2 =
pi
2a2
and d3 = |c1| =
∣∣∣∣∣∣ α`(k1,−m)
2
1 + αa
(
1 +
2k1,−m
iα
)
∣∣∣∣∣∣ ∼ 1 .
In order to understand when the power behavior dominates and when the exponential
behavior dominates we have to solve the inequality
d1
α2t3/2
< d3e
−d2t( ln(aα)aα )
2
.
A straightforward calculation gives that this inequality is satisfied for any t ∈ [t1, t2],
where 0 < t1 < t2 are given by
t1 = − 3
pi
W0(z)
a4α2
ln2(aα)
and t2 = − 3
pi
W0(−z) a
4α2
ln2(aα)
where
z = − 2
4/3
3pi2/3
ln2(aα)
(aα)10/3
.
This interval is not empty provided that the argument z of the Lambert function is
between (−1/e, 0); that is
24/3
3pi2/3
ln2(aα)
(aα)10/3
<
1
e
which holds true for
aα > exp
[
−3
5
W0
(
5
6
(2pi)1/3
√
2/e
)]
≈ 0.635 .
Remark 5. In Fig. 1 we plot the graph of 〈ψ1, e−itHαψ1〉 for different values of α:
α = 0, 0.1, 1 and 10. We numerically compute the integral 〈ψ1, e−itHαψ1〉 and we
observe, in fully agreement with Theorem 2, that when α > 0 then the time decay,
for large t, is faster of the one obtained for α = 0; on the other side we observe that
for intermediate times the time decay is delayed as effect of the resonant states.
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Figure 1. Plot of the graph of 〈ψ1, e−itHαψ1〉, where ψ1 is the
eigenvector of H∞, for different values of α.
4. Proofs of Theorems 1 and 2
First of all we prepare the ground for the proofs. Then, we prove Theorem 2,
at first; the proof of Theorem 1 will follow as a natural extension of the proof of
Theorem 2.
4.1. General setting. Let us denote
fα(t) := 〈ψ, e−itHαφ〉
where ψ and ψ are two test functions. By means of standard arguments we can
exchange the order of integration obtaining that
fα(t) := lim
→0+
〈ψ, e−(it+)Hαφ〉
= lim
→0+
1
pii
∫
R
∫
R
ψ(x)φ(y)
∫
R
kKα(x, y, k)e
−k2(it+) dk dy dx
= lim
→0+
1
pii
∫
R
[∫
R
∫
R
ψ(x)φ(y)Kα(x, y, k) dy dx
]
ke−k
2(it+) dk
Hence, it turns out that
fα(t) = f0(t) + fr(t), fr(t) :=
4∑
j=1
fj(t)
where f0(t) is the time evolution term associated to the free Laplacian operator
given by
f0(t) = lim
→0+
1
pii
∫
R
G0(k)ke
−k2(it+) dk (20)
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with kernel
G0(k) :=
∫
R
∫
R
ψ(x)φ(y)K0(x, y, k) dy dx . (21)
The term fr is due to the effect of the Dirac’s delta barriers:
fj(t) = lim
→0+
1
pii
∫
R
[∫
R
∫
R
ψ(x)φ(y)Kj(x, y, k) dy dx
]
ke−k
2(it+) dk
= lim
→0+
1
pii
∫
R
Gj(k)kg(k)e
−(it+)k2dk
where
Gj(k) =
∫
R
∫
R
ψ(x)φ(y)Lj(x, y, k)dxdy
are such that
G1(k) = −α(2k + iα)`1(k)m1(k)
G2(k) = iα
2e2ika`1(k)m2(k)
G3(k) = iα
2e2ika`2(k)m1(k)
G4(k) = −α(2k + iα)`2(k)m2(k)
where
`1(k) =
∫
R
eik|x+a|ψ(x)dx , `2(k) =
∫
R
eik|x−a|ψ(x)dx (22)
m1(k) =
∫
R
eik|y+a|φ(y)dy , m2(k) =
∫
R
eik|y−a|φ(y)dy (23)
In conclusion, we have proved that
Lemma 2. Let φ and ψ two given well localized wave-function, e.g. φ, ψ ∈ L2∩L1,
then the term
fα(t) := 〈ψ, e−iHαtφ〉
is given by the sum of two terms f0(t) and fr(t) where f0(t) is the time evolution
term given by (20), associated to the free Laplacian, and where the other term fr(t)
is due to the effect of the two Dirac’s delta barriers
fr(t) = lim
→0+
1
pii
∫
R
Gr(k)kg(k)e
−(it+)k2dk
where
Gr(k) :=
4∑
j=1
Gj(k) = −α(2k + iα) [`1m1 + `2m2] + iα2e2ika [`1m2 + `2m1] (24)
and where g(k) is the function defined by (15).
Remark 6. If ψ = φ and it is a real valued function then `j = mj and
Gr(k) = −α(2k + iα)
[
`21 + `
2
2
]
+ 2iα2e2ika`1`2 (25)
Furthermore, if
- ψ is an even function, i.e. ψ(−x) = ψ(x), then ` := `1 = `2 and
Gr(k) = 2`
2(k)
[−α(2k + iα) + iα2e2ika] (26)
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- ψ is an odd function, i.e. ψ(−x) = −ψ(x), then ` := `1 = −`2 and
Gr(k) = 2`
2(k)
[−α(2k + iα)− iα2e2ika] (27)
4.2. Proof of Theorem 2. Assume that ψ and φ coincide with some eigenvector
of H∞. In particular, for the sake of definiteness we assume that φ = ψ = ψ1,
where ψ1 is the eigenvector (5) of H∞ associated with the ground state. Then a
straightforward calculation gives that `(k) is given by (19) and that
G0(k) =
4ia
k
iak(4k2a2 − pi2) + pi2(1 + e2ika)
(4k2a2 − pi2)2 .
Furthermore, from (26) it follows that
Gr(k)kg(k) =
α`2(k)
(2k + iα) + iαe2ika
is a meromorphic function with simple poles at k = k1,m, m = −1,−2, . . ., and thus
fr(t) :=
α
pii
∫
R
dk
`2(k)
(2k + iα) + iαe2ika
e−ik
2t (28)
Remark 7. In general, in the case φ = ψ = ψn, where n = 1, 3, 5, . . ., from (26)
it follows that the argument of the integral in (28) is a meromorphic function with
simple poles at k = k1,m, m = −1,−2,−3, . . .; in the case φ = ψ = ψn, where
n = 2, 4, 6, . . ., from (27) it follows that the argument of the integral in (28) is a
meromorphic function with simple poles at k = k2,m, m = −1,−2,−3, . . ..
We prove the Theorem in two steps. In the first step we compute the asymptotic
behavior of f0(t), while in the second step we compute the asymptotic behavior of
fr(t).
4.2.1. Asymptotic behavior of f0(t) for large t.
Lemma 3. Let ψ = φ coinciding with the eigenvector ψ1. Then
f0(t) =
8a
pi5/2t1/2
e−ipi/4 +
23/2a3(pi2 − 8)(1 + i)
t3/2pi9/2
+O(t−5/2) as t→ +∞ .
Proof. We have that
f0(t) :=
1
pii
∫
R
G0(k)ke
−ik2tdk =
4a
pi
∫
R
h(k)e−ik
2tdk
where we set
h(k) :=
iak(4k2a2 − pi2) + pi2(1 + e2ika)
(4k2a2 − pi2)2
and where we observe that at the roots k = ±k1 = ± pi2a of the denominator of the
integrand function then
lim
k→±k1
h(k) =
1
8
pi ± 3i
pi
and that the integral converges because for large values of k the integrand function
behaves as the integrable (not in absolute value) function e
−ik2t
k .
Now, let R > 0 be fixed and let
γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4
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where γ1 = [−R,+R], and
γ2 = {k ∈ C : k = Reiθ, θ ∈ [−pi/4, 0]}
γ3 = {k ∈ C : k = −reiθ, rθ ∈ [−R,R]}
γ4 = {k ∈ C : k = Reiθ, θ ∈ [pi, 3pi/4]}
with γ2 and γ4 clock-wise oriented (see Fig. 2). From the Cauchy theorem it
follows that ∮
γ
h(k)e−ik
2tdk = 0
and then
f0(t) := lim
R→+∞
4a
pi
∫
γ1
h(k)e−ik
2tdk = −
4∑
j=2
lim
R→+∞
4a
pi
∫
γj
h(k)e−ik
2tdk
Figure 2.
First of all we prove that
Lemma 4.
lim
R→+∞
4a
pi
∫
γj
h(k)e−ik
2tdk = 0 for j = 2, 4 .
Proof. Indeed, for j = 2 (for instance), then k = Reiθ, θ ∈ [−pi/4, 0], and thus
(remember that γ2 is clock-wise oriented)
4a
pi
∫
γ2
h(k)e−ik
2tdk = −4a
pi
∫ 0
−pi/4
h(Reiθ)e−iR
2te2iθRdθ
Hence∣∣∣∣4api
∫
γ2
h(k)e−ik
2tdk
∣∣∣∣ ≤ C ∫ 0−pi/4
[
1 +
e−2Ra sin θ
R3
]
e2R
2t sin θ cos θdθ
≤ C
∫ 0
−pi/4
[
1 +
e−2Ra sin θ
R3
]
e
√
2R2t sin θdθ → 0 as R→ +∞ .
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since cos θ ≥
√
2
2 for θ ∈ [−pi/4, 0]. 
Therefore, we can conclude that
f0(t) =
4a
pi
e−ipi/4
∫ +∞
−∞
h(ke−ipi/4)e−i(ke
−ipi/4)2tdk
=
4a
pi
e−ipi/4
∫ +∞
−∞
h(ke−ipi/4)e−k
2tdk
=
8a
pi5/2t1/2
e−ipi/4 +
23/2ia3(pi2 − 8)(1 + i)
t3/2pi9/2
+O(t−5/2) as t→ +∞
by Watson’s Lemma (see pg. 402 by [10]). Lemma 3 is thus proved. 
Remark 8. It is well known (see Lemma 7.10 at page 169 by [12]) that[
e−itH0φ
]
(x) =
1√
2it
eix
2/4t ̂(eiy2/4tφ(y)) ( x
2t
)
∼ 1√
2it
eix
2/4tφˆ(x/2t)
in norm as t goes to infinity. Then, when ψ and φ coincide with the eigenvector
ψ1 an explicit calculation gives that
ψˆ1(ω) =
√
2pia
1 + ei2ωa
eiωa(−4ω2a2 + pi2) .
Hence
〈ψ1, e−itH0ψ1〉 =
∫ +a
−a
√
pi
it
cos(pix/2a)
(
1 + eixa/t
)
eix
2/4t
eixa/2t (pi2 − a2x2/t2)dx
=
√
pi
it
∫ +a
−a
cos(pix/2a)
(
1 + eixa/t
)
eix
2/4t
eixa/2t (pi2 − a2x2/t2)dx
∼
√
pi
it
∫ +a
−a
cos(pix/2a)
2
pi2
dx =
8a
√−pii
t1/2pi3
in agreement with Lemma 3.
4.2.2. Asymptotic behavior of fr(t) for large t.
Lemma 5. Let ψ = φ coinciding with the eigenvector ψ1. Then
fr(t) = − 8a
pi5/2
√
t
e−ipi/4 − 2
3/2(1 + i)a3
(
pi2 − 8)
pi9/2t3/2
− 2
3/2(1 + i)a
pi5/2t3/2α2
+
−
∞∑
m=1
αβm`(k1,−m)2
1 + αa
(
1 +
2k1,−m
iα
)e−ik21,−mt +O(t−5/2)
where βm is defined by (18).
Proof. We recall (28), where the function `(k) has been defined by (19) and where
we observe that at the roots k = ±k1 = ± pi2a of the denominator of `(k) then
lim
k→±k1
`(k) =
1
8
pi ± 3i
pi
.
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Furthermore, the integral converges because for large values of k the integrand
function behaves as the integrable (in absolute value) function 1k5 . The integrand
function has poles coinciding with the roots of (2k + iα) + iαe2ika, that is at
k1,j =
i
2a
[Wj(−aαeaα)− aα] , j ∈ Z .
Now, let R > 0 be fixed and let (see Fig. 3)
γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4
as in the proof of Lemma 3, where R > 0 is such that k1,j /∈ γ. Since the integrals
Figure 3. Asterisks denote the poles k1,j , j ∈ Z, of the integrand
function in (28).
along γ2 and γ4 go to zero as R goes to infinity, as in Lemma 4, and from the
Cauchy theorem it follows that
fr(t) = I + II
where
I = − α
pii
∫
γ3
[`(k)]2
(2k + iα) + iαe2ika
e−ik
2tdk
=
α
pii
∫
R
`(ke−ipi/4)2
(2ke−ipi/4 + iα) + iαe2ike−ipi/4a
e−k
2te−ipi/4dk
= − 8a
pi5/2
√
t
e−ipi/4 − 2
3/2(1 + i)a3
(
pi2 − 8)
pi9/2t3/2
− 2
3/2(1 + i)a
pi5/2t3/2α2
+O(t−5/2)
by means of the Watson’s Lemma, and where the term II picks up the contribu-
tion due to the residue at the poles k1,−m, m = 1, 2, 3, . . ., such that |=k1,−m| ≤
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|<k1,−m|:
II = −2α
∞∑
m=1
βmRes
[
`(k)2
(2k + iα) + iαe2ika
e−ik
2t
]
k=k1,−m
= −2α
∞∑
m=1
βm`(k1,−m)2
2 + 2αa
(
1 +
2k1,−m
iα
)e−ik21,−mt
where βm = 1 if the pole k1,−m is inside the complex set enclosed by γ, and where
βm =
1
2 if the pole k1,−m belongs to the border γ, otherwise βm = 0. Lemma 5 is
so proved. 
4.3. Proof of Theorem 1. In fact, the proof of Theorem 1 is nothing but the
extension of the proof of Theorem 2 to the general case. Indeed, the function fα
may be written as
fα(t) =
1
pii
∫
R
Fα(k)e
−ik2tdk
where
Fα(k) = k [G0(k) + g(k)Gr(k)]
and where G0(k), Gr(k) and g(k) are respectively defined by (21), (24) and (15).
Hence, by means of the Cauchy theorem and by making use of the same arguments
given in the proofs of Lemma 4 and 5 it follows that
fα(t) =
1
pii
[∫
R
Fα(ke
−ipi/4)e−k
2te−ipi/4dk − 1
2pii
∞∑
n=1
βnRes [kg(k)Gr(k)]k=
√
Eα,n e
−iEα,nt
]
where βn = 1 if the pole k =
√Eα,n is inside the complex set enclosed by γ, and
where βn =
1
2 if the pole k =
√Eα,n belongs to the border γ, otherwise βn = 0. We
should remark that we can apply the arguments by Lemma 4 and 5 provided that the
functions G0(k), `j(k) and mj(k), j = 1, 2, admits analytic extension in the sectors
{z ∈ C : arg(z) ∈ [−pi/4, 0]} and that such extensions may be suitably controlled
by e−ik
2t in the same domain. These conditions are both fulfilled provided that
the test functions φ and ψ are well localized. Furthermore, in the general case we
have both families of complex poles (11) and (12). Finally, Watson’s Lemma [10]
gives that∫
R
Fα(ke
−ipi/4)e−k
2te−ipi/4dk = e−ipi/4
∫ +∞
0
[
Fα(ke
−ipi/4) + Fα(−ke−ipi/4)
]
e−k
2tdk
=
1
2
e−ipi/4
N∑
j=0
t−(j+1)/2
j!
Γ
(
j + 1
2
)
dj
[
Fα(ke
−ipi/4) + Fα(−ke−ipi/4)
]
dkj
∣∣∣∣∣
k=0
+O
(
t−(N+2)/2
)
= e−ipi/4
N∑
s=0
t−(2s+1)/2
2s!
Γ
(
2s+ 1
2
)
d2sFα(ke
−ipi/4)
dk2s
∣∣∣∣
k=0
+O
(
t−(N+2)/2
)
where a straightforward calculation gives that
Fα(0) = 0
for any α > 0. Theorem 1 is thus proved.
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Remark 9. In fact, we could assume a weaker condition about the test functions
φ and ψ; that is would be enough that
|φ(x)|, |ψ(x)| ≤ ae−bx2 , x ∈ R
for some a, b > 0.
Appendix A. The Lambert function
Here, we collect from [3] some basic properties of the Lambert function. The
Lambert function, denoted by W (z), is defined to be the function satisfying the
equation
W (z)eW (z) = z , z ∈ C .
This function is a multivalued analytic function. The principal branch, denoted
by W0(z), is analytic at z = 0 and its power series expansion is given by
W0(z) =
∞∑
n=1
(−n)n−1
n!
zn .
In particular W0(0) = 0. This series has radius of convergence 1/e.
In fact, if we denote Wm(z), m ∈ Z, all the branches of the Lambert function
then we have the following picture:
- W0(z) is the only branch containing the interval (−1/e,+∞). It has a
second-order branch point at z = −1/e and the branch cut is (−∞,−1/e].
- W1(z) and W−1(z) share the branch point at z = −1/e with W0(z) and
furthermore they also have a branch point at z = 0. Then, each of them
has a double branch cut: (−∞−1/e] and (−∞, 0]. By means of a suitable
choice of the functions on the top of the branch cuts thus W0(z) and W−1(z)
are the only branches of the Lambert function that take real values.
- All the other branches Wm(z), m ∈ Z \ {0,±1}, have only the branch cut
(−∞, 0], similarly to the branches of the logarithm.
Among the properties of the Lambert function we recall the following ones:
- Symmetry conjugate property: Wm(z¯) = W−m(z).
- Asymptotic expansion for large argument: for large z we have that
Wm(z) = ln(z) + 2piim− ln [ln(z) + 2piim] +
+∞∑
k=0
+∞∑
j=1
ckj
lnj [ln(z) + 2piim]
[ln(z) + 2piim]
j+k
(29)
where
ckj =
(−1)k
j!
[
k + j
k + 1
]
where
[
k + j
k + 1
]
is a Stirling cycle number of first kind.
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