The identification of suspicious microseismic events is the first crucial step in processing microseismic data. In this paper, we present an automatic classification method based on a deep learning approach for classifying microseismic records in underground mines. A total of 35 commonly used features in the time and frequency domains were extracted from waveforms. To examine the discriminative ability of these features, a genetic algorithm (GA)-optimized correlation-based feature selection (CFS) method was applied. As a result, 11 features were selected to represent microseismic records. By dividing each microseismic record into 50 frames, an 11 × 50 feature matrix was utilized as the input. A convolutional neural network (CNN) with 35 layers was trained on 20,000 samples recorded at the Huangtupo Copper and Zinc Mine. There are 5 types of events: microseismic events, blasting, ore extraction, mechanical noise, and electromagnetic interference. The event type was correctly determined by the trained CNN classifier 98.2% of the time, outperforming traditional machine learning methods.
I. INTRODUCTION
Microseismic monitoring is routinely performed to observe variations in ground pressure within mines. A microseismic monitoring system can indicate the stability of a rock mass via an analysis of microseismic events [1] . Consequently, to analyze microseismic events in real time, scientists worldwide have proposed a variety of automatic processing methods, such as P-and S-wave arrival picking [2] , source localization [3] , and source parameter calculation [4] . However, the microseismic records collected for rock masses are commonly triggered by rock fracturing, blasting, the use of a drill jumbo, and ore extraction. Moreover, electromagnetic interference is always encountered during the acquisition or transmission of signals. Therefore, the identification of suspicious microseismic events constitutes the first crucial step of microseismic data processing and is usually performed by experienced analysts through the manual visual scanning of waveforms. As a consequence, microseismic
The associate editor coordinating the review of this manuscript and approving it for publication was Jenny Mahoney. record classification is a time-consuming and tedious task that requires an experienced analyst and may suffer from the biases of the observer. For these reasons, an automatic technique for identifying event types is highly desirable.
Throughout the years, many automatic classification methods have been proposed to address the abovementioned problems in seismic and microseismic fields. These methods can generally be classified into two broad categories: source parameter-based methods and waveform-based methods.
Source parameter-based methods classify microseismic or seismic events by using the source parameters as features. Malovichko [5] proposed a method that utilizes a set of source parameters, such as the time of occurrence relative to blasting, the radiation pattern, and the distribution of seismic energy between low-and high-frequency bands, to discriminate blasting events. Vallejos and Mckinnon [6] established a classifier for microseismic and blasting vibrations using 13 source parameters and a logistic neural network model in two mines in Ontario, Canada. Ma et al. [4] classified seismic events through the seismic moment, seismic energy, S-to P-wave energy ratio, static stress drop, VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ time of occurrence, etc. Furthermore, et al. [7] proposed a discrimination method for microseismic and blasting events based on a Fisher classifier, a naive Bayesian method and logistic regression; this method regards the logarithm of the seismic moment, the logarithm of the seismic energy, and the probability density function of the arrival time between adjacent sources as features. Then, Dong et al. [8] proposed an amendment concerning some of the source parameters for this method based on logistic and log-logistic models. Based on various source parameters, Shang et al. [9] established a discriminator for microseismic events and quarry blasts using principal component analysis (PCA) and artificial neural networks (ANNs). However, while these source parameter-based methods have achieved excellent performance in the classification of seismic/microseismic events and blasts, these techniques always require experienced analysts to conduct postprocessing (P/S-wave arrival picking, source location estimation, and source parameter calculation) and to select the events. Waveform-based methods endeavor to classify seismic records using only the features of the original waveforms. S. Scarpetta et al. [10] presented a method to distinguish volcano-tectonic earthquakes from local seismic signals based on waveform features and neural networks. Subsequently, Langer et al. [11] , Esposito et al. [12] and Acuña et al. [13] used similar methods to discriminate seismic signals recorded at the Soufriere Hills volcano (Montserrat), on Stromboli island (southern Italy) and at the Villarrica volcano (Chile), respectively. Hammer et al. [14] attempted to automatically classify seismic signals from scratch by utilizing a hidden Markov model and 30 features extracted from waveforms. Moreover, Kortström Jari et al. [15] filtered seismic records and divided them into four phase windows, after which they computed a short-term average (STA) value for each filter channel and phase window; as a result, they obtained 80 discrimination parameters that served as a training model for a support vector machine (SVM) classifier to automatically classify seismic events. However, these methods extract an excessive number of features; consequently, some properties may be duplicated. Most recently, Budakoğlu and Horasan [16] established a discriminator by using 13 parameters, including time-and frequency-varying parameters, the ratio of the maximum S-wave amplitude to the maximum P-wave amplitude (S/P), the spectral ratio (Sr), the maximum frequency (f max ), and the total signal duration of the waveform. Li et al. [17] proposed a pattern recognition method of mine microseismic and blasting events based on wave fractal features. Venegas et al. [18] combined filter-based feature selection methods and a Gaussian mixture model to classify seismic events from Cotopaxi volcano. These methods all classify records by their waveform features, thereby avoiding the disadvantages of the postprocessing schemes employed in source parameter-based methods.
The results of the abovementioned works are very encouraging because they demonstrate an alternative way to perform tedious scanning work. However, there is still room for further improvement. For example, source parameter-based classifiers are trained on a large number of source parameters, which are acquired through processing performed by experienced analysts; in other words, these techniques cannot classify an event unless necessary processing procedures are performed. Additionally, an improper input may lead to contrasting results in machine learning multiclass problems, and for continuous monitoring or early-warning systems, large amounts of data are produced by the shortterm average/long-term average (STA/LTA) algorithm [19] , [20] . Consequently, achieving real-time classification using only the original waveform is of great interest. However, waveform-based classifiers are currently used primarily in the classification of seismic events rather than microseismic events, for which the types of records are more complex than the records of seismic events. Therefore, we concentrate on an approach with a superior accuracy and stability to automatically classify multiclass microseismic records in underground mining using only the original waveform. Accordingly, two key factors need to be addressed: how to extract representative information from the waveform alone and how to automatically classify multiclass microseismic records accurately. In this paper, we propose an approach capable of extracting and selecting features from the waveform alone. Additionally, we establish an automatic classifier for multiclass microseismic records using a deep learning approach. Deep learning has been proven to be an excellent solution for image recognition, natural language processing, and even game playing and autonomous driving tasks. However, deep learning has not yet been applied in the classification of seismic or microseismic records. The proposed method will be described in detail in the following sections. Subsequently, the proposed method will be applied to field datasets to demonstrate the efficiency and reliability of the classification of microseismic data.
II. MATERIALS AND METHODS

A. DATASET
The Huangtupo Copper and Zinc Mine located southwest of Hami city, Xinjiang Uygur Autonomous Region, China, is situated within a unique mining environment. As shown in Fig. 1 , the strata in the mining area are a set of marine volcanic rocks of the lower Devonian Karatage Formation (D 1 k), which can be divided into two lithologic segments as follows: the lower portion is composed of tuff, breccia tuff and volcanic breccia and is over 500 m thick, and the upper portion is composed of andesite and quartz andesite and is 50∼200 m thick. The structure of the mining area is relatively simple.
The strata form a monoclinic structure that is gently inclined to the northeast. The study area also contains two northwest-trending faults: F1 and F2. The lengths of F1 and F2 are 820 m and 960 m respectively, and both have strikes of 320-330 • and dip directions of 130-140 • . In the tunnel, F1 is a normal fault with a dip angle of 75-85 • , whereas the dip angle of F2 is unclear. The faults have no destructive effect on the ore body. One copper-zinc ore body, 82 copper ore bodies and 6 zinc ore bodies are present in the mine, and all are concealed ore bodies. These layered ore bodies have average thicknesses of 2.00 to 3.00 m and have grades ranging from 0.22% to 4.76%, with an average of 0.72%. The overall trend of the ore bodies is 66 • 22 • . The ore mineral composition is mainly pyrite, chalcopyrite and sphalerite with a small amount of magnetite. The natural types of ore are all sulfide ore, and no oxidized ore is present. The mining area is located in the Gobi hilly region and features a typical continental arid climate, with an annual average temperature of 10-13 • C, an annual average precipitation of 10-25 mm, and an annual evaporation of more than 2700 mm. There is extremely little surface water, and the area contains no perennial turbulence, perennial springs or well points. At present, the ore bodies are located above the groundwater and do not act as an aquifer; hence, surface water and groundwater have no effect on the mining.
With the use of nonpillar sublevel caving, two large goaf areas have been formed in this mine. The volumes of these two goaves are 120068.60 m 3 (No. 1 goaf in Fig. 2 ) and 42633.25 m 3 (No. 2 goaf in Fig. 2 ). However, another mine has been synchronously working on these ore bodies, and a new and unstable goaf has been created between the two mines due to the lack of timely communication. This new goaf, named No. 3, is shown in Fig. 2 and has a volume of 183483.19 m 3 . With the mining activities of these two mines, the No. 3 goaf has continued to expand; thus, further mining may induce microseismic events in or near the goaf, causing considerable harm to workers and damage to the mining infrastructure.
As shown in Fig. 3 , the rock mass was in an equilibrium state with respect to the in situ stress before it was mined. Mining engineering causes disturbance to the in situ stress, and the mechanical equilibrium of the surrounding rock is disrupted. To achieve equilibrium again, the stress accumulated inside the rock mass needs to be released. The release process of the stress is generally characterized by the rupturing or deformation of the rock mass, and this rupturing of the rock mass can be monitored as microseismic records. A large exposed area in a goaf tends to exacerbate the process of rock rupturing, which may eventually lead to a severe collapse, and the shock waves generated by such a severe collapse event can be fatal to mining operators and damaging to equipment. Therefore, understanding the rupture state of the surrounding rock by microseismic monitoring is essential for the safety of underground mining.
To understand the seismicity within the rock mass, a microseismic system was used to perform continuous 24-hour monitoring. Eight accelerometers with a sensitivity of 10 V/g and a sampling frequency of 10 kHz were embedded in the Huangtupo Copper and Zinc Mine. Their coordinates are shown in Fig. 2 and listed in Table 1 .
Hundreds of events occur in the Huangtupo Copper and Zinc Mine every day. Considering our processing goal to monitor rock activity and to provide an earlywarning system, these events were categorized into five types: microseismic events, blasts, ore extraction, mechanical noise, and electromagnetic interference. All events triggered between September 2018 and January 2019 were included in our dataset, which were manually labeled and confirmed by 3 different experienced analysts; the database consists of 3914 microseismic events, 3903 blasts, 3333 oreextraction events, 3510 instances of mechanical noise, and 3807 electromagnetic interference events. To obtain a sufficient and balanced dataset, we augmented the original dataset by inverting the amplitude, translating the waveform or superimposing additive white Gaussian noise (AWGN) onto the waveform. Inverting the amplitude of a microseismic record W inv can be expressed as
where W orign is the original waveform of a microseismic record with an amplitude of A. Additionally, we augmented our dataset by translation, and translating the waveform W trans can be defined as
where t is the time of waveform and τ is the amount of translation. AWGN is a basic noise model used in information theory to mimic the overall effect of many random processes that occur in nature and does not change the essence of a signal upon being introduced [21] . Thus, this additive noise model was used to augment our dataset. Fig. 4 delineates the results of the augmentation of the microseismic data. Overall, our dataset includes 5000 samples for each microseismic record type, and none of the original records are excluded.
B. FEATURE EXTRACTION
Deep learning is a branch of machine learning that has played a vital role in modeling complex real-world problems, mainly by leveraging massive amounts of unstructured data [22] . More specifically, deep learning represents a type of neural network algorithm that takes metadata as an input and processes the data through several layers of nonlinear transformations of the input data to compute the output. For most deep learning tasks, such as image classification, biological analogs, and video analytics, the original pixels are fed directly into the neural network as the input. However, in microseismic monitoring, a seismogram is a long onedimensional vector, and as such, it is difficult to process a seismogram directly in any analysis task. Therefore, a data rate reduction procedure must be developed from scratch that extracts features representing the properties of the original seismograms while reducing the volume of data. Feature selection is crucial for ensuring the success of event classification [23] - [25] . A feature must be sufficiently informative and discriminative to represent the differences among waveforms. Furthermore, while our goal is to reduce the processing workload by excluding irrelevant or redundant events, any feature that needs postprocessing (arrival picking, event location, etc.) is undesirable. In other words, we would like to choose features derived from the waveforms alone.
The steps for extracting features from waveforms alone are as follows:
Considering that a signal is a time sequence, we retain its time-based features by processing the signal frame by frame. The signal waveform is segmented every 256 sampling points to form a new waveform unit, called a frame. A total of 56 points repeatedly appear between adjacent frames; thus, large differences between adjacent frames are avoided. Therefore, we can obtain 50 frames for each microseismic record under the condition that each record includes 10,000 sampling points. Fig. 5 illustrates the framing process.
Moreover, to maintain continuity between adjacent frames, each frame is multiplied by the Hamming window after the microseismic records are framed [26] . Assuming that the microseismic record is S(n), n = 1, 2, . . . , N −1, multiplying the record by the Hamming window [27] gives
where N is the number of frames within the framed microseismic record and 0 ≤ n ≤ N − 1.
2) FEATURE EXTRACTION
After waveform framing, we extracted features from the time and frequency domains. Thus, both the time-based features and the frequency-based features can be used. Table 2 gives an overview of the 35 features employed most frequently in the literature for each frame used in this study. Zero-crossing rates are used to determine whether the microseismic record is present in a frame [28] . The rate at which zero crossings occur is a simple measure of the frequency content of a signal. Energy and energy entropy can be used to indicate signal strength, and the strengths of different types of microseismic records show distinct differences [29] . However, both of these parameters are global representations of the signal. The spectral centroid, spectral spread, spectral entropy, spectral flux, and spectral rolloff form the low-level spectral features that aim to describe the structure of the frame spectra using a single quantity [30] . The spectral centroid characterizes the center of gravity of the (power) spectra and is usually associated with the timbral sharpness of the signal and even the concept of brightness. Spectral spread is a measure of the average spread of the spectrum in relation to its centroid. Spectral entropy describes the complexity of a system. Spectral flux is a measure of how quickly the power spectrum of a signal is changing, calculated by comparing the power spectrum for one frame against the power spectrum VOLUME 8, 2020 from the previous frame [36] . Spectral rolloff is a measure of the amount of the right-skewedness of the power spectrum. These features can be extracted within either linear or logarithmic frequency domains using spectral amplitudes, power values, logarithmic values, etc. Mel frequency cepstral coefficients (MFCCs) are an interesting variation on the linear cepstrum, which is widely used in signal analysis. MFCCs are the most widely used features in signal recognition, mainly due to their ability to concisely represent the signal spectrum [31] , [32] . Additionally, the harmonic ratio can be used to indicate the proportion of the signal composed of the nonmicroseismic record part [33] . Finally, the chroma vector is closely related to the twelve different pitch classes in music [34] , [35] . Chroma-based features, which are also referred to as ''pitch class profiles'', are a powerful tool for analyzing music whose pitches can be meaningfully categorized (often into twelve categories) and whose tuning approximates the equal-tempered scale. One main property of chroma features is that they capture both harmonic and melodic characteristics of music while being robust to changes in timbre and instrumentation. Therefore, we use the chroma vector as a feature to classify microseismic records because microseismic signals share common characteristics with music.
3) FEATURE SELECTION
Nevertheless, redundancy may exist among these features, and some features may be irrelevant to the class of microseismic records. Furthermore, the accuracy and efficiency of the classification approach will be improved if superfluous features are removed through a feature selection method. Thus, we attempt to utilize the correlation-based feature selection (CFS) method to find the best subset of extracted features in our study. The CFS algorithm is based on the idea that excellent feature subsets contain features highly correlated with the class but are uncorrelated with each other [37] . The CFS method is a heuristic algorithm for evaluating a subset of features, and the merit of k features in a subset S is formalized as (4) .
where r cf is the average feature-class Pearson correlation and r ff is the average feature-feature Pearson intercorrelation. All original feature data are standardized before implementing this procedure. For this method, the numerator shows how predictive a group of features is, and the denominator indicates how much redundancy there is among them. To find the best feature subset, various heuristic search strategies, such as the hill climbing, best-first, and genetic algorithm (GA) search strategies, have been proposed. Considering 2 n possible subsets of n features, a GA, a remarkably efficient method, is used to find the best subset in this study [38] .
To obtain the most reliable subset of features, a sequence of repeated experiments under different conditions is conducted. The steps for the repeated experiments are as follows:
a. We randomly divide the dataset of each type of microseismic record into subsets with lengths of 100, 500, 1000, 1500, . . . , 4500, and 5000. The experiment starts with subsets that include 100 records for each type of microseismic record.
b. With the current target subset, the features are selected by the GA-optimized CFS (GA-CFS) algorithm. This process is repeated 30 times; however, the elements in the target subset are randomly selected from the dataset every time.
c. We record the results of 30 feature selections and calculate the frequency of occurrence of each feature.
d. We update the length of the subset (100 to 500, 500 to 1000, . . . , 4500 to 5000) and repeat steps a and b. After 330 experiments, we calculate the average frequency at which each feature appears and retain the features with an average frequency of occurrence exceeding 80% as the best feature subset. Fig. 6 shows the results of the repeated experiments. Each radar chart corresponds to the results of the above experimental process. Then, we count all the experimental results and calculate the frequency of each feature. From Fig. 7 , we find that the selected features with frequencies above 80% are the energy entropy, the spectral spread, the spectral rolloff, MFCC(1) and elements {E, F#, G, G#, A, A#, B} of the chroma vector, thereby constituting a total of 11 features. As a result, one microseismic record can be written as an 11 × 50 matrix.
These features show different characteristics in five types of events. The resulting value of energy entropy is lower if abrupt changes in the energy envelope of the frame exist. Thus, this characteristic will be more evident in microseismic events, blasts, and ore-extraction records. Spectral spread measures how the spectrum is distributed around its centroid. High values of the spectral spread correspond to signals whose spectrum is loosely dispersed in around the spectral centroid. The spectral spread of microseismic events and electromagnetic records is higher than others. Spectral rolloff can also be treated as a spectral shape descriptor of a record. It can be easily observed that the mechanical noise records tracks correspond to lower values of the spectral rolloff sequence. The MFCC(1) is a value of a record that was converted to the Mel spectrum. The MFCC(1) of microseismic records and ore-extraction are irregular, but for blasting and electromagnetic records, a law associated with the peak is easy to find. The chroma vector is a representation of the spectral energy. The value of microseismic events calculated by the part of the chroma vector {E, F#, G, G#, A, A#, B} is usually lower. Fig. 8 presents a flow chart of the method in this paper. After we convert the data into an input form of a convolutional neural network (CNN), we can start the training of the CNN classification model and apply it. A CNN is a type of neural network with an underlying architecture that is generally composed of input, output, convolution, rectified linear unit (ReLU) or activation, pooling and fully connected (FC) layers [39] - [41] . In this paper, an 11 × 50 feature matrix is used as the input, and the type of microseismic record serves as the output. Convolution activates more certain features from the 11 × 50 input feature matrix of a waveform given a set of convolutional filters. The ReLU is an activation function that maps a negative value to zero so that the training process becomes faster and more effective. The pooling layer can reduce the computational costs while retaining the main features by performing nonlinear subsampling on the output. Moreover, with the development of deep learning, some new components have been applied to the CNN architecture. For example, the dropout layer is used to avoid overfitting during the training process, and the normalized layer can remove internal covariate shifts caused by an accumulation of changes during training.
C. USING A CNN TO CLASSIFY MICROSEISMIC RECORDS
Thus, CNN is used to train a classifier of microseismic records within the 11 × 50 feature matrix as the input. Fig. 9 shows the data flow and the architecture of the CNN model used in this study, and the detailed parameters of the model are listed in Table 3 . The dimensions of the feature matrix are standardized by the normalized layer to increase both the training velocity and the classification accuracy. The 3 × 3 convolution kernels are used in all convolutional layers, resulting in more refined feature extraction. The whole architecture of the CNN consists of 35 layers as follows: an input layer with a size of 11 × 50 × 1; 6 convolutional layers, each with stride 1 and the 'same' padding for edges; 4 max pooling layers with stride 1; 3 FC layers; 9 normalized layers; 8 ReLU layers; 2 dropout layers; a SoftMax layer; and a classification layer. Furthermore, the Adam optimizer is used for the training process, and the initial learning rate is 0.001; however, the learning rate decreases according to a schedule during the training process.
The training process highlights the advantages of this method. There is no need to input thousands of sampling points or postprocessing for suspicious microseismic records. The method in this paper only needs to transform the original microseismic record into an input, which has a small data volume (0.04∼0.08 times the data volume of the original record) but contains the primary information from the feature extraction and feature selection. Additionally, the convolution operation of CNN can extract more valid features from the input, which is not available in other methods.
III. RESULTS AND DISCUSSION
A. TRAINING AND TESTING THE CNN
Based on the microseismic records from the Huangtupo Copper and Zinc Mine, we randomly segment the dataset into a training set, validation set and testing set, which comprise 80%, 10% and 10% of the data, respectively. With the parameters and architecture of the CNN shown in Fig. 9 and Table 3 , the training process is terminated after 40 epochs because Fig. 10 shows the training process.
The testing set with 2500 records (10% of the dataset) includes 496 microseismic events, 510 blasting vibrations, 486 ore-extraction records, 490 mechanical noise records, and 518 electromagnetic interference events. We utilize the testing set and the trained CNN to evaluate the performance of our deep learning approach for the classification of microseismic records. Two parameters, precision and recall, are used to characterize the experimental results. Precision is defined as the fraction of predictions that are accurate, and recall is defined as the fraction of instances that are accurately predicted [42] :
Recall = TP(tr) TP(tr) + FN (tr) (6) where TP denotes true positives, FP denotes false positives, and FN denotes false negatives. Fig. 11 shows the results of the testing experiment. The precision of each of the above classes is 0.957, 0.988, 0.984, 0.990, and 0.994, and their recall is 0.976, 0.961, 0.984, 0.992, and 1.000. The single-class accuracy is greater than 95%, and the overall testing accuracy is 98.2%.
B. COMPARISON AND DISCUSSION
In this subsection, a comparison of the classification performance between the deep learning approach and traditional machine learning methods is presented. The decision tree, naive Bayes, linear discriminant, SVM, k-nearest neighbor (kNN), and ensemble learning classifiers are often used to classify microseismic records. Therefore, we test these models by utilizing the same dataset and features and compare their results with the findings from the deep learning approach proposed herein. To evaluate the performance of each model, five parameters, namely, the validation and testing accuracies, precision using (5), recall using (6) , and F-measure, are used as evaluation indices. The F-measure, which combines precision and recall to eliminate the effects of unbalanced sample sizes for different classes, is formalized as:
Table 4, Fig. 12 , and Fig. 13 show the classification results from 7 different classification models, including the deep learning approach presented in this paper, while utilizing the same dataset and features. For the testing accuracy, the CNN performs the best; the testing accuracy of the CNN reaches 98.2%, while the accuracies of the other methods are below 90%. Each index of the deep learning approach proposed in this paper (validation accuracy is 98.0%, testing accuracy is 98.2%, precision is 0.991, recall is 0.991, and F-measure is 0.991) outperforms those of the other methods. These findings demonstrate that the deep learning approach has excellent efficiency and reliability for the classification of microseismic data. Moreover, considering the influence of the amount of data on the application of the method, we test the models trained for data of different magnitudes. We repeatedly train 6 automatic classification models on different data sets of different magnitudes and test them separately. The experimental results are shown in Fig. 14 conclusion is that as the magnitude of the data increases, the classification becomes more accurate. However, there are two more conclusions to be drawn from this experiment: on the one hand, as the magnitude of data increases, accuracy tends to a stable value; on the other hand, when the magnitude of data reaches 104.3∼104.5 (this magnitude is adopted in this paper), accuracy is also in a convergent state. This result allows automatic classification for other mines using this method.
Since the microseismic records used in the experiment are all unprocessed, it is necessary to analyze whether signal preprocessing (such as filtering) has any influence on the accuracy. Therefore, we determine the influence of noise on accuracy by analyzing the distribution of error cases in the test set under different signal-to-noise ratios (SNRs). A posteriori SNR is used in this paper, and it is defined as the logarithmic ratio of the energy of noisy signal to the energy of noise:
where E is the energy of a noisy signal and E noise is the energy of the noise. We randomly select 2500 microseismic records for testing. The error instances in different SNR intervals are counted, and the results are shown in Fig. 15 . Among the 2500 test waveforms, there are 35 misclassifications, of which there are 19 in the SNR interval (0,10], 11 in the interval (10, 20] , 4 in the interval (20, 30] , and one in the interval (30, 40] . These misclassifications contribute overall error rates of 0.76%, 0.44%, 0.16%, and 0.04%, respectively. The error instances are mainly concentrated in the low SNR interval. As the SNR increases, the number of misclassifications decreases. Therefore, further improvement of the accuracy can be achieved by improving the SNR.
C. APPLICABILITY
The proposed method has broad applicability. It can be used not only in different mines, but also in other microseismic monitoring engineering. Similarly, this approach can also be used in microseismic and seismic fields, although there are differences, this approach is still applicable. The premise of this applicability is that the data of the target object should be used to retrain the classification model proposed in this paper.
IV. CONCLUSION
In this study, we used features extracted from waveforms alone and employed a CNN to automatically classify microseismic records. After we framed the waveform, we extracted 35 features: zero-crossing rate, energy, energy entropy, spectral centroid, spectral spread, spectral entropy, spectral flux, spectral rolloff, MFCC, harmonic ratio, fundamental frequency, and chroma vector. These features extracted from the waveforms alone allowed substantial postprocessing work (arrival time picking, source location estimation, etc.) to be effectively avoided, providing a basis for the automatic identification of microseismic events. Additionally, based on these features, we also removed redundant and irrelevant features using the GA-CFS algorithm, which effectively reduced the computational cost and improved the classification accuracy. After the experiment, the energy entropy, the spectral spread, the spectral rolloff, MFCC(1) and elements {E, F#, G, G#, A, A#, B} of the chroma vector were kept. After the feature selection step was complete, an 11 × 50 matrix was utilized to represent a microseismic record as the input for the CNN.
With the trained CNN model, we attempted to automatically classify microseismic records and obtained a 98.2% classification accuracy. Moreover, compared with traditional machine learning methods, the CNN achieved higher performance in terms of the validation accuracy, testing accuracy, precision, recall, and F-measure. Moreover, we found through experiments that the data size of this method was suitable for more than 10 4.3 ∼ 10 4.5 . Additionally, as the SNR decreased, the number of misclassifications increased, so the accuracy can be improved by increasing the amount of data and enhancing the SNR.
These findings demonstrate that the classification of microseismic events by a deep learning approach is effective and simple. Additionally, this approach can be applied to a variety of mines in addition to the mine investigated in this study.
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