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Abstract
Modeling spatial overdispersion requires point processes models with finite
dimensional distributions that are overdisperse relative to the Poisson. Fitting
such models usually heavily relies on the properties of stationarity, ergodic-
ity, and orderliness. And, though processes based on negative binomial finite
dimensional distributions have been widely considered, they typically fail to
simultaneously satisfy the three required properties for fitting. Indeed, it has
been conjectured by Diggle & Milne that no negative binomial model can sat-
isfy all three properties. In light of this, we change perspective, and construct
a new process based on a different overdisperse count model, the Generalized
Waring Distribution. While comparably tractable and flexible to negative bino-
mial processes, the Generalized Waring process is shown to possess all required
properties, and additionally span the negative binomial and Poisson processes as
limiting cases. In this sense, the GW process provides an approximate resolution
to the conundrum highlighted by Diggle & Milne.
Keywords and Phrases: additivity; stationarity; ergodicity; orderliness;
overdispersion; Poisson process; negative binomial process; generalized Waring
process; complete separable metric space
Running Head: Spatial Overdispersion and the GWP
1 Introduction
The definition of an appropriate probability model for spatial count data typ-
ically requires the determination of an additive point process on the domain
in question. Additivity is a minimal requirement, requiring that when the re-
gion of observation changes, or when non-overlapping regions are aggregated
in a systematic manner, the corresponding count distribution remains in the
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same family. Additional assumptions that are often made for convenience in-
clude stationarity/ergodicity (allowing estimation of the model based on a single
realization) and orderliness (to avoid the apparition of coincident events).
In cases where the spatial counts to be modelled are prone to exhibit overdis-
persion, however, it may be challenging to specify a point process model that
simultaneously features additivity, stationarity/ergodicity, and orderliness. A
popular modeling strategy is to construct a point process with finite-dimensional
laws of the negative binomial form. Such processes are known as negative bi-
nomial processes, and have been defined and studied on general state spaces
(Gregoire (1983)). Owing to their combination of flexibility and mathematical
tractability, they have been employed in many practical situations (see for ex-
ample Bates (1955) , Boswell & Patil (1977) , Cliff & Ord (1973), Ramakrishnan
(1951) etc.). However, they have been shown to fail in simultaneously accom-
modating the three properties listed above. As a matter of fact, it has been
conjectured by Diggle & Milne (1983), that additive/stationary/orderly spatial
point processes processes with negative binomial finite-dimensional distributions
may not even exist. In their words, it would seem that one is ”unable to exhibit a
negative binomial point process that is statistically interesting according to the
criteria we laid down” [these criteria being additivity/stationarity/orderliness].
To elaborate, the construction of a negative binomial process N usually
hinges on one of two schemes. The first scheme is based on compounding Pois-
son processes by means of the logarithmic distribution (see Feller (1968). One
defines N(B) =
M(B)∑
k=1
Xk to denote the count corresponding to where M is a
stationary Poisson process with mean (intensity) measure E (N(B)) = λ ·µ (B),
where µ (B) denotes the area (Lebesgue measure) of B. Given M , the random
variables Xi are taken to be independently and identically distributed (i.i.d)
according to the logarithmic series distribution with parameters (δ, z), having
probability generating function (p.g.f.)
− ln(1− δz1+δ )
ln(1 + δ)
, δ > 0. The resulting
process can be seen to be of Negative binomial form with p.g.f. E{zN(B)} =
{1 + δ(1 − z)}
−λ · µ (B)
ln(1 + δ) . This is a Poisson cluster scheme (cf. Daley & Vere-
Jones, 1972 , Example 2.4.B and Cox & Isham, 1980, Fisher, 1972 , Example
5.6, Burnett & Wasan, 1980), and, as remarked by Diggle & Milne,1983, is al-
ways stationary/ergodic (any stationary Poisson cluster process is known to be
mixing; Westcott, 1971, p. 300 ), but clearly non-orderly. A second scheme
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is based on mixing Poisson processes, generating so-called Polya processes (see
Matern (1971) , cf. Daley & Vere-Jones, (1972), Example 2.1.C; Fisher, (1972),
p. 500). Here, one samples a gamma random variable Λ with parameters α and
β > 0, and conditionally specifies N(B) to be Poisson given Λ, with intensity
Λ · µ (B). The resulting process is again of the negative binomial type, with
p.g.f. E{zN(B)} = {1 + β(1 − z)}−α·µ(B). Polya processes on the real line are
well-established in the literature on accident proneness cf. Cane (1972) . As
mentioned again by Diggle & Milne (1983), they are stationary by construction.
However, the only stationary mixed Poisson processes which are ergodic are
those for which the mixing distribution is concentrated at a single point, thus
giving an (ordinary) Poisson process (cf. Westcott, 1972, p. 464). It follows
that non-trivial processes of this type can be orderly but never ergodic.
In summary, the first approach yields ergodic but non-orderly processes,
whereas the second approach yields orderly but non-ergodic processes. In this
paper, therefore, rather than make a new attempt at finding a point process with
precisely negative binomial one-dimensional distributions (which may not even
be possible), we change strategy, and consider a different choice of over-disperse
one-dimensional distributions. An established competitor to the negative bino-
mial distribution is the Generalized Waring Distribution (GWD; see, e.g. Irwin
(1975), Xekalaki (1983b, 1984)). This has long been used to fit overdisperse
count data, particularly in the field of accident studies, providing a more plau-
sible model for the interpretation of the data generating mechanism; and, it
can approximate the negative binomial and the Poisson distribution as limit-
ing cases. A corresponding (temporal) stochastic process has been defined and
studied by Xekalaki & Zografi (2008), in the context of temporally evolving data
featuring clustering or contagion.
Using the GWD as a building block, we construct an additive, stationary,
ergodic, and orderly spatial point process, and study its basic properties. We
develop our results on a general separable metric state space, before focussing on
the practically relevant case of Rd. The process is seen to satisfy several useful
closure properties (under projection, marginalization, and superposition) and
to be easy to simulate. We further show that, in the limit as certain parameters
of the process diverge, this Generalized Waring Point Process approximates a
negative binomial process. In doing so, we give an approximate positive solution
to the task set out by Diggle & Milne: while a stationary, ergodic and orderly
point process with one-dimensional negative binomial distributions may not
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exist, there exists a point process that is stationary, ergodic and orderly point
process and has one dimensional distributions that are approximately negative
binomial (depending on parameter choice).
The paper is organised as follows. In Section 2, we provide some necessary
background notions related to the generalized Waring distribution, its moments,
and properties that will be used in subsequent sections. Specifically, it is shown
that the generalized Waring distribution posesses the property of countable
additivity, which is fundamental to our later construction. The definition and
existence of the generalized Waring process in a complete separable metric space
is given in Section 3. In particular, the process is shown to be orderly, and to be
characterised by the property that N (A) follows a Univariate Generalized War-
ing Distribution (UGWD) with parameters (a, kµ (A) , ρ) for all bounded sets A
in a dissecting ring A of the complete separable metric space. The same section
includes the determination of the corresponding intensity measure, factorial mo-
ment measures and the nth - order moment measures. The generalized Waring
process in Rd with Lebesgue measure as parameter measure µ (·) is then defined
in paragraph 4. It is shown to be orderly, ergodic and nth-order stationary. The
existence of the nth-order reduced moments of a generalized Waring process in
R
d, if ρ > n, useful for applications, is obtained as a corollary. Finally, multi-
variate extensions are considered in Section 5, where we define the multivariate
GWP as a special case of the GWP on the product space S×{1, 2, ...m}, and is
shown to satisfy several appealing closure properties with respect to marginal-
ization.
2 The Generalized Waring Distribution and
Additivity
In this section we provide some background on the generalized Waring distribu-
tion and discuss some of its structural properties that will be essential in what
follows. In particular, we extend the previously established finite additivity
property to countable additivity, as a first important step in the construction
of the GW point process.
A random variable X is said to have the generalized Waring distribution
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with parameters a, k and ρ, denoted by GWD (a, k; ρ), if
P {X = n} = pin (a, k; ρ) =
ρ(k)
(ρ+ a)(k)
a(n)k(n)
(ρ+ a+ k)(n)
1
n!
n=0,1,... (1)
where a(β) =
Γ (α+ β)
Γ (α)
, P (X = x) = 0, x ∈ {0, 1, 2, ...}C (see e.g. Irwin (1975),
Xekalaki (1981), Xekalaki (1983b)). Here a > 0, k > 0, ρ > 0 and k need not
be integers. The distribution is symmetric in a and k.
The probability generating function of the generalized Waring distribution
is given by
E
(
zX
)
=
∞∑
n=0
znpin (a, k; ρ) =
ρ(k)
(ρ+ a)(k)
2F1(a, k; ρ+ a+ k; z) (2)
where
2F1(a, β; γ; z) =
∞∑
n=0
a(n)β(n)
γ(n)
zn
n!
.
The rth factorial moments are
µ[r] =
a[r]k[r]
(ρ− 1) (ρ− 2) ... (ρ− r)
(3)
where x[r] = x (x+ 1) ... (x+ r) .
From (3) it follows immediately that all rth moments, ordinary moments
about any origin, central moments as well as factorial moments are infinite if
ρ ≤ r. Moments about any origin, including central moments, can be obtained
from (3) by the usual transformation formula (see Irwin (1975), PartI ). In
particular the mean is given by
E (X) =
ak
ρ− 1
, ρ > 1 (4)
while the variance is
σ2 = µ2 =
ka (ρ+ a− 1) (ρ+ k − 1)
(ρ− 1)2 (ρ− 2)
, ρ > 2 (5)
The multivariate generalized Waring distribution with parameter vector (α,
k1, ..., ks; ρ), denoted by MGWD (a; k; ρ), is the probability distribution of a
random vector (Xi, i = 1, 2, ..., s) of nonnegative integer-valued components,
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with probability function given by
Px1,...,xs = P (Xi = xi, i = 1, 2, ..., s) =
ρ( s∑
i=1
ki
)a( s∑
i=1
xi
)
(ρ+ a)( s∑
i=1
ki+
s∑
i=1
xi
)
s∏
i=1
ki(xi)
xi!
(6)
(see Xekalaki (1986)). The special case for s = 2 is known in the literature as
the bivariate generalized Waring distribution, denoted by BGWD (a; k1, k2; ρ) .
The probability generating function of the multivariate Generalized Waring
distribution can be expressed in terms of Lauricella’s hypergeometric function
of type D as
G (z) =
ρ( s∑
i=1
ki
)
(ρ+ a)( s∑
i=1
ki
) FD(a, k1, k2, ..., ks; ρ+ a+
s∑
i=1
ki; z)
where
FD(a, β1, β2, ..., βs; γ; z) =
∑
r1,r2,...rs
a(∑
ri
)
γ(∑
ri
)
s∏
i=1
(βi)(ri) (zi)
ri
ri!
,
z = (z1, z2, ..., zs)
The factorial moments of theMGWD (a; k; ρ) (see Xekalaki (1985a), Xekalaki
(1986)) are then given by
µ(r1,r2,...rl) = E
[
(X1)[r1] (X2)[r2] ... (Xs)[rs]
]
(7)
=
a(∑
ri
) s∏
i=1
(ki)(ri)
(ρ− 1) (ρ− 2) ... (ρ−
∑
ri)
, ri = 0, 1, ...; i = 1, 2, ..., s (8)
and are finite for ρ >
∑
ri, the latter being a necessary condition for the series
FD(a, k1 + r1, k2 + r2, ..., ks + rs; ρ+ a+
s∑
i=1
(ki + ri) ; 1) to converge. Moments
of order n can be derived from these factorial moments.
The marginal means and marginal variances are respectively given by
µXi = E (Xi) =
aki
ρ− 1
, ρ > 1 (9)
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σ2Xi =
kia (ρ+ a− 1) (ρ+ ki − 1)
(ρ− 1)2 (ρ− 2)
, ρ > 2 (10)
i = 1, 2, ..., s.(see Xekalaki (1986)
The second moment and the pairwise covariances are
µXiXj = E (XiXj) =
a (a+ 1)kikj
(ρ− 1) (ρ− 2)
, i, j = 1, 2, ..., s; ρ > 2 (11)
σXiXj =
a (ρ+ a− 1) kikj
(ρ− 1)2 (ρ− 2)
, i, j = 1, 2, ..., s; ρ > 2 (12)
One of the most important features of the GWD is additivity. Specifically,
if X and Y are random variables with marginal distributions UGWD (a, k1; ρ)
and UGWD (a, k2; ρ), respectively, and with joint distribution BGWD (a; k1,
k2; ρ), then X+Y is a UGWD (a, k1+k2; ρ) random variable. More generally,
letting Xj be UGWD (a, kj ; ρ) or each j, j = 1, 2, ..., n and jointly distributed
as MGWD (a; k1, k2, ..., kn; ρ), then, if we denote m =
n∑
j=1
kj , we have that
S =
n∑
j=1
Xj also has a UGWD (a, m; ρ) distribution.
These last two properties hint at the possibility of using the GWD as a basis
for the construction of overdisperse point processes. This requires extending
additivity to countable additivity, which we do in the form of the next theorem:
Theorem 1 Let Xj be UGWD (a, kj ; ρ) variables for each j, j = 1, 2, ... and
for each n ≥ 3 let their joint distribution be the MGWD (a, k1, k2, ..., kn; ρ) . If
m =
∞∑
j=1
kj converges, then S =
∞∑
j=1
Xj converges with probability 1, and S has
a UGWD (a,m; ρ) distribution. If on the other hand,
∞∑
j=1
kj diverges, then S
diverges with probability 1.
Proof By induction on n, the random variable Sn =
n∑
j=0
Xj has a UGWD
(a, mn; ρ) distribution, where mn =
n∑
j=1
kj .Thus, for any r,
P {Sn ≤ r} =
r∑
i=0
pii (a,mn; ρ) (13)
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The sequence {Sn ≤ r} is a decreasing sequence of events for fixed r, and their
intersection is {S ≤ r} .Thus, using continuity from above,
P {S ≤ r} = lim
n→∞
P {Sn ≤ r}
= lim
n→∞
r∑
i=0
pii (a,mn; ρ) .
If mn converges to a finite limit m, the continuity of pij implies that
P {S ≤ r} =
r∑
i=0
pii (a,m; ρ) (14)
leading to
P {S = r} = pir (a,m; ρ) . (15)
This in turn implies that S is finite and distributed as generalized Waring with
parametrs a,m; ρ (UGWD (a,m; ρ)).
On the other hand, if mn →∞,
r∑
i=0
pii (a,mn; ρ) =
r∑
i=0
ρ(mn)
(ρ+ a)(mn)
a(i)mn(i)
(ρ+ a+mn)(i)
1
i!
=
[
ρ(a)
(ρ+mn)(a)
a(i)
i!
mn
(ρ+ a+mn)
(mn + 1)
(ρ+ a+mn + 1)
...
(mn + i− 1)
(ρ+ a+mn + i− 1)
→ 0
]
so that P {S > r} = 1. Since this holds for all r, S diverges with probability 1.
3 The Generalized Waring Process
We now proceed to the definition of the generalized Waring process on a com-
plete separable metric space and the investigation of some of its basic properties.
The construction starts from postulating the existence of a point process with
finite dimensional distributions of the generalized Waring form (Subsection 3.1),
and then demonstrating the existence and uniqueness of such a process (Sub-
section 3.2). Basic features of the process such as a conditional property useful
for simulation, as well as its intensity measure, factorial moment measures and
nth - order moment measures are then derived in Subsection 3.3.
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3.1 Definition and Basic Properties
Let S be a complete separable metric space, A a semiring of bounded Borel sets
generating the Borel σ-algebra BS of subsets of S (Appendix2. Lemma A2.I.III,
Daley and Vere-Jones (1988)) and µ (·) a boundedly finite Borel measure. The
distribution of a random measure is completely determined by its finite dimen-
sional (fidi) distributions, i.e. the joint distribution of arbitrary finite families
{Ai, i = 1, ..., s} of disjont sets from A (Proposition 6.2.III, Daley & Vere-Jones
(1988)). Now consider the space of all boundedly finite, integer-valued measures
(
∧
NS , B
(
∧
NS
)
) and let (Ω,F ,P) be some probability space.
Definition 1 Let
N : (Ω,F ,P)→
(
∧
NS ,B
(
∧
NS
))
be a point process for whose finite dimensional distributions over disjoint bounded
Borel sets {Ai, i = 1, ..., l } are given by
P {N (Ai) = ni; i = 1, ..., l} =
ρ(
k
l∑
i=1
µ(Ai)
)a( l∑
i=1
ni
)
(ρ+ a)(
k
l∑
i=1
µ(Ai)+
l∑
i=1
ni
)
l∏
i=1
[kµ (Ai)](ni)
ni!
. (16)
Then N is called a generalized Waring process with parameters a, ρ, k > 0 and
parameter measure µ (·).
In other words, for every finite family of disjoint bounded Borel sets {Ai,
i = 1, ..., l} the joint distribution of {N (Ai) = ni, i = 1, ..., l} is the MGWD
(a, kµ (A1) , kµ (A2) , ..., kµ (Al) ; ρ). As usual, the process {N (A) ; A ∈ BS} is
to be thought of as a random measure. In particular, for any A ∈ BS, N (A) is
a Zt−valued random variable, while for any ω ∈ Ω, N (ω, ·) is a discrete Radon
measure.
We remark that, if such a process exists, it will necessarily be countably
additive. To see this, let {Ai, i = 1, 2, ...} be disjoint and have union A. Us-
ing Theorem 1, and the fact that µ (A) =
∞∑
i=1
µ (Ai) converges, we immediately
obtain that N (A) =
∞∑
i=1
N (Ai) is distributed as UGWD (a, kµ (A) ; ρ). Fur-
thermore, such a process will be orderly provided the parameter measure is
diffuse:
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Theorem 2 A process as in Definition 1 is an orderly point process if and
only if its parameter measure has no fixed atoms.
Proof A point process is orderly when given any bounded A ∈ BS , there is
a dissecting system T = {Tn} = { { Ani : i = 1, ..., kn } } such that inf
Tn
∑kn
i−1
P {N (Ani) > 2} = 0. (see Daley & Vere-Jones (1988)). Hence it is sufficient to
examine when the ratio P {N (Aε,x) > 1}/ P {N (Aε,x) > 0} tends to 0, where
Aε,x is the open sphere of radius ε and center x ∈ A. In the case of a GW
process, N (Aε,x) has a generalized Waring distribution with parameters a > 0,
ρ > 0 and µ (Aε,x) = µε, so that
P {N (Aε,x) > 0} = 1− P {N (Aε,x) = 0} = 1−
ρ(kµε)
(ρ+ a)(kµε)
,
P {N (Aε,x) > 1} = 1−
ρ(kµε)
(ρ+ a)(kµε)
−
ρ(kµε)
(ρ+ a)(kµε)
a · kµε
(ρ+ a+ kµε)
.
If x is a fixed atom of µ, then µε → µ0 = µ {x} > 0 as ε → 0, while if x is not
a fixed atom, then µ (Aε,x)→ 0.
In the first case, the ratio P {N (Aε,x) > 1} /P {N (Aε,x) > 0} tends to the
constant 1−
ρ(kµ
0
) · a · kµ0
(ρ+ a)(kµ
0
+1) − ρ(kµ0)
, while in the second case it tends to 0, and
the proof is complete.
From now and on we will consider only orderly generalized Waring processes.
Indeed, any orderly point process with finite dimensional distributions of the
generalized Waring type is necessarily a GWP with a non-atomic parameter
measure:
Theorem 3 Let N (·) be an orderly point process. For N (·) to be a generalized
Waring process with parameters a > 0, ρ > 0, k > 0 and parameter measure
µ (·), it is necessary and sufficient that there exist a boundedly finite nonatomic
measure µ on the Borel sets Bs such that N (A) has generalized Waring distri-
bution with parameters a, kµ (A) , ρ for each bounded set A of a dissecting ring
A of the complete separable metric space S.
Proof We begin with necessity. Let N (·) be a generalized Waring Process
and A a bounded set of a dissecting ring A (A is also a Borel set). Then, by
definition, there exists a boundedly finite Borel measure µ (·) such that for every
finite family of disjoint bounded Borel sets {Ai, i = 1, ..., s}, P{N (Ai) = ni,
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i = 1, ..., s} is given by 16. From this, it follows that the distribution of N (A)
is the GWD (a, kµ (A) ; ρ) .
To prove sufficiency, suppose that there exists a boundedly finite nonatomic
measure µ on the Borel sets Bs such that N (A) has generalized Waring distri-
bution with parameter a, kµ (A) , ρ for each bounded set A of a dissecting ring.
According to Theorem 7.3.II of Daley & Vere-Jones (1988), the values of the
avoidance function P0 (A) = P {N (A) = 0} =
ρ(kµ(A))
(ρ+ a)(kµ(A))
on the bounded
sets of a dissecting ring for the complete separable metric space, determine the
distribution of a simple point process N (·) on this space.
3.2 Existence and Uniqueness
To prove that the point process stipulated in the previous section does indeed
exist, it is sufficient to establish that the fidi distributions given by (16) fulfill
Kolmogorov’s consistency conditions, combined with the measure requirements
given by the basic existence theorem for point processes (Theorem 7.I.XI Daley
& Vere-Jones (1988)).
Theorem 4 (Kolmogorov’s Consistency Conditions) A collection of finite di-
mensional distributions as defined via Definition 2 satisfies Kolmogorov’s con-
sistency conditions. That is, for every finite family of disjoint bounded Borel
sets {Ai, i = 1, ..., l},
(I) for any permutation i1, ..., il of the indexes 1, ..., l
Pl (Ai1 , ..., Ail ;ni1 , ..., nil) = Pl (A1, ..., Al;n1, ..., nl) (17)
(II)
∞∑
r=0
Pl (A1, ..., Al, n1, ..., nl−1, r) = Pl−1 (A1, ..., Al−1, n1, ..., nl−1)
Proof To show (I), we notice that one can write
l∑
j=1
µ =
l∑
j=1
µ (Aj) ,
l∑
j=1
nij
=
l∑
j=1
nj ,
l∏
j=1
[
kµ
(
Aij
)]
(nij )
ni!
=
l∏
j=1
[kµ (Aj)](nj)
nj !
which proves (17).
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To show (II), we write
∞∑
r=0
Pl( A1, ..., Al; n1, ..., nl−1, r ) = Pl−1( A1,
..., Al−1; n1, ..., nl−1)
∞∑
r=0
(
ρ+ k
l−1∑
i=1
µ (Ai)
)
(kµ(Ar))
(
a+
l−1∑
i=1
ni
)
(r)(
ρ+ a+ k
l−1∑
i=1
µ (Ai) +
l−1∑
i=1
ni
)
(kµ(Ar)+r)
[kµ (Ai)](r)
r!
= Pl−1( A1, ..., Al−1;n1, ..., nl−1)
Theorem 5 (Measure Requirements) Suppose that
(I) N is bounded finite a.s. and has no fixed atoms.
(II) N satisfies Definition 2.
Then, there exists a boundedly finite nonatomic Borel measure µ (·) such
that P0 (A) = Pr {N (A) = 0} =
ρ(kµ(A))
(ρ+ a)(kµ(A))
for all bounded borel sets A and
∀i, i = 1, ..., s µ (Ai) = µi.
Proof Let A ∈ Bs and let µ (A) > 0 be the root of the equation P0 (A) =
ρ(kµ(A))
(ρ+ a)(kµ(A))
which does exist (see Appendix, Lemma 15).
a) We first prove that µ (·) is a measure. To show finite additivity, we observe
that
P0 (A) = Pr {N (A) = 0} =
ρ(kµ(A))
(ρ+ a)(kµ(A))
.
Hence for each family of bounded, disjoint, Borel sets {Ai, i = 1, ..., s}, the joint
distribution of {N (Ai) = ni, i = 1, ..., s} is the MGWD( a, kµ (A1) , kµ (A2) ,
..., kµ (As) ; ρ ), and if A =
s∑
i=1
Ai then N (A) =
s∑
i=1
N (Ai) has distribution
GWD (a, kµ (A) ; ρ) . So µ (A) =
s∑
i=1
µ (Ai) which establishes finite additivity of
µ (·) . To extend this to countable additivity, it suffices to prove that µ (Ai)→ 0
for any decreasing sequence {Ai} of bounded Borel sets for which µ (Ai) < ∞
and Ai ↓Ø. For Ai ↓Ø N (Ai)→ 0 a.s. and thus P0 (Ai) = Pr {N (Ai) = 0} → 1
a.s. hence µ (Ai) =
ρ (1− P0 (Ai))
kP0 (Ai)
→ 0 a.s.
b)To show that µ (·) is non-atomic, we can consider by (I) that for every x
that Pr { N ({x}) > 0 } = (1− P0 ({x})) = 0.So µ ({x}) =
ρ (1− P0 ({x}))
kP0 ({x})
= 0
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c)To show that µ (·) is boundedly finite it is enough to prove that P0 (A) > 0
for every bounded borel set A. By supposing the contrary that for some set A,
P0 (A) = 0, one, following Daley & Vere-Jones (1988), Lemma 2.4.VI, can find
that in this case there exists a fixed atom of the process, contradicting (I) which
proves that P0 (A) > 0 for every bounded borel set A.
3.3 Conditional Property and Moment Measures
A useful property of the GWP is the conditional property, which provides a
straightforward way of simulating the process:
Theorem 6 (Conditional Property). Consider a Generalized Waring point pro-
cess in Ω with parameters a > 0, ρ > 0, k > 0 . Let W ⊂ Ω be any region
with 0 < µ (W ) < +∞. Given that N(W ) = n, the conditional distribution
of N(B) for B ⊂ W is the beta-binomial distribution with parameters µ (B) ,
µ (W )− µ(B) and n :
p (N (B) = k |N (W ) = n ) =
(
n
k
)
(µ (B))(k) (µ (W )− µ(B))(n−k)
(µ (W ))(n)
Proof
p (N (B) = k |N (W ) = n ) =
p (N (B) = k,N (W −B) = n− k)
p (N (W ) = n)
=
ρ(a)
(ρ+ µ (W ))(a)
a(n) (µ (B))(k) (µ (W −B))(n−k)
(ρ+ µ (W ) + a)(n)
1
k!
1
(n− k)!
ρ(a)
(ρ+ µ (W ))(a)
a(n) (µ (W ))(n)
(ρ+ µ (W ) + a)(n)
1
n!
=
n!
k! (n− k)!
(µ (B))(k) (µ (W )− µ(B))(n−k)
(µ (W ))(n)
=
(
n
k
)
(µ (B))(k) (µ (W )− µ(B))(n−k)
(µ (W ))(n)
Using the conditional property, we can generate a realization of a Generalized
Waring process with parameters a > 0, ρ > 0, k > 0 inW , through the following
steps:
1. Generate a random variable M with a Generalized Waring distribution
with parameters a, ρ, k · µ (W ) .
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2. GivenM = m, generate m points Z1, Z2, ..., Zm inW where Zi˜Bernoulli(pii)
having first simulated a draw from the beta process i.e. a countably infinite col-
lection of weighted atoms in W , with weights that lie in the interval [0; 1]
(Hjort (1990)).
We now turn our attention to determining the nth - order moment measures
of the process, needed to establish nth order stationary, as discussed in the next
section.
Let N be a generalized Waring process with parameters (a, k; ρ) and pa-
rameter measure µ (·). For A a Borel set, the distribution of N (A) is the
GWD (a, kµ (A) ; ρ) . Therefore, its first moment measure is
λ (A) = E (N (A)) =
akµ (A)
ρ− 1
, ρ > 1
and its intensity rate is the Radon-Nikodym derivative
η (A) =
dλ
dµ
=
ak
ρ− 1
, ρ > 1.
For A, B two Borel sets the joint distribution of (N (A) , N (B)) is the BGWD(
a, kµ (A) , kµ (B) ; ρ ), hence the second-order moment measure of the process is
M2 (A×B) = E (N (A)N (B)) =
a (a+ 1)k2µ (A)µ (B)
(ρ− 1) (ρ− 2)
, ρ > 2 (18)
Given a finite family of disjoint bounded Borel sets {Ai, i = 1, ..., s} the joint
distribution of {N (Ai) = ni, i = 1, ..., s} is the MGWD ( a, kµ (A1) , kµ (A2) ,
..., kµ (As) ; ρ ), hence the factorial moment measure, E [N (A1)[r1] N (A2)[r2]
... N (As)[rs]], of the process is
µ(r1,r2,...rl) (A1 ×A2 × ...×As) =
a(∑
ri
)ks s∏
i=1
(µ (Ai))(ri)
(ρ− 1) (ρ− 2) ... (ρ−
∑
ri)
, (19)
ri = 0, 1, ...; i = 1, 2, ..., s. The nth - order moment measures can now be ob-
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tained from (19)
Mn (A1 ×A2 × ...×An) = E
[
(N (A1))[1] (N (A2))[1] ... (N (As))[1]
]
(20)
=
a(n)k
n
n∏
i=1
(µ (Ai))(ri)
(ρ− 1) (ρ− 2) ... (ρ− n)
, for ρ > n.
for ρ >
∑
ri.
4 The Generalized Waring Process in Rd
We now focus on the generalized Waring process on the state-space Rd, with
Lebesgue measure as its parameter measure µ (·). We show that this constitutes
an orderly, stationary, ergodic and nth-order stationary point process.
4.1 The Generalized Waring Process as a Simple Point
Process
Let S = Rd and let µ (·) be the Lebesgue measure on Rd. The Borel algebra BRd
in Rd is the smallest σ − algebra on Rd which contains all the open rectangles
of d−dimensions. The generalized Waring process {N (A) ; A ∈ BRd} can be
defined by assuming that for every finite family of disjoint bounded Borel sets
{Ai, i = 1, ..., s} the joint distribution of {N (Ai) = ni, i = 1, ..., s} is the
MGWD (a, kµ (A1) , kµ (A2) , ..., kµ (As) ; ρ) , a > 0, ρ > 0, k > 0.
The Lebesgue measure in Rd has no atoms.Thus, the process is orderly.
Theorem 7 The generalized Waring Process is a simple point process
This follows directly from the Proposition 7.2.V, Daley & Vere-Jones (1988),
since the generalized Waring Process in Rd is orderly.
4.2 Stationarity, nth-order Stationarity and Ergodicity
The Lebesgue measure in Rd is also is invariant under translations, hence the
following can be proved:
Theorem 8 Let N (·) be a generalized Waring process in Rd with parameters
a > 0, ρ > 0, k ∈ N .Then N (·) is stationary.
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Proof We need to prove that for each u ∈ Rd and all bounded Borel sets
A ∈ BRd , the avoidance function P0 (·) of the generalized Waring process defined
above satisfies P0 (A) = P0 (A+ u) (see Daley & Vere-Jones (1988), Theorem
10.1.III).
From the invariance of the Lebesgue measure on Rd one can write P0 (A) =
ρ(kµ(A))
(ρ+ a)(kµ(A))
=
ρ(kµ(A+u))
(ρ+ a)(kµ(A+u))
= P0 (A+ u) which proves the theorem.
A stationary Point process for which the nth-order moment measure exists
is nth-order stationary (see Daley & Vere-Jones (1988)). Hence, using Diggle &
Milne the following theorem and its corollary are trivial.
Theorem 9 The generalized Waring process in Rd with parameters a > 0,
ρ > n, k ∈ N is nth-order stationary.
Theorem 10 The generalized Waring process in Rd is ergodic
Proof A necessary and sufficient criteria for a stationary process to be er-
godic is to be metrically transitive. From Lemma 15, Appendix B, there exists
one and only one root x > 0 of the equation
Γ (ρ+ x+ a)
Γ (ρ+ x)
=b > 0. Let us
consider A a set in Rd and let Sx be the shift operator. If A is such that
P (SxA ∩ A) = P (A) then
ρ(kµ(SxA∩A))
(ρ+ a)(kµ(SxA∩A))
=
ρ(kµ(A))
(ρ+ a)(kµ(A))
. Hence we ob-
tain that
Γ (ρ+ kµ (SxA ∩ A) + a)
Γ (ρ+ kµ (SxA ∩ A))
=
Γ (ρ+ kµ (A) + a)
Γ (ρ+ kµ (A))
and from Lemma 15,
Appendix B, follows that µ (SxA ∩ A) = µ (A) . The last relation stands if A = Φ
or A = Rd which does mean that P (A) = 0 or 1.This proves the theorem.
5 Special Cases of the Generalized Waring Pro-
cess
In this section, we consider three instances of Genelarized Waring Processes that
may arise by multivariate extension, marginalization, projection, and limiting
arguments. Specifically, define the multivariate generalized Waring process as
a special case of the generalized Waring process on the product space S ×
{1, 2, ...m} and show that marginals of a multivariate GWP, as well as their
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sums, are all GWP as well. We then show that GWP are closed under projection,
and finally demonstrate how negative binomial and Poisson processes can be
seen as special (limiting) cases of the GWP as some parameters are allowed to
suitably diverge.
5.1 The Multivariate Generalized Waring Process
Consider the product space S×{1, 2, ...m} and let BS×{1,2,...m} be the associated
product Borel σ-algebra. Define the function ν : BS×{1,2,...m} → R
+ such
that for each B =
∞∑
i=1
Ai × Ci ∈ BS×{1,2,...m}(Ai ∈ BS, Ci ∈ P ({1, 2, ...m}) ,
ν (B) =
∞∑
i=1
µ (Ai) where BS is the Borel σ-algebra and µ (·) some boundedly
finite Borel measure. It is clear that ν (·) is a boundedly finite Borel measure
on S × {1, 2, ...m} . This allows us to define:
Definition 2 The generalized Waring process with parameters a, k, ρ and
parameter measure ν (·) on S×{1, 2, ...m} is called the multivariate generalized
Waring process with parameters a, k, ρ and parameter measure µ (·) on S.
The multivariate GWP satisfies a number of convenient closure properties:
Theorem 11 Let N (·) be a multivariate generalized Waring process with pa-
rameters a, k, ρ and parameter measure µ (·) on S. Then the following hold:
1. For every i ∈ {1, 2, ...m} , the marginal process Ni (·) = N (· × {i}) is a
GW process with parameters a, k, ρ and parameter measure µ (·) .
2.
l∑
j=1
Nij (·) is a generalized Waring process with parameters a, ρ and pa-
rameter measure klµ (·) .
3. For every finite collection of distinct indices i1, i2, ..., il ∈ {1, 2, ...m},
{Ni1 (·) , Ni2 (·) , ..., Nil (·)} is a multivariate generalized Waring process with
parameters a, ρ, k and parameter measure µ (·) .
4.
{
Ni (·) ,
∑
j 6=i
Nj (·)
}
is a bivariate generalized Waring process with param-
eters a, ρ and parameter measure kµ (·) , (m− 1)kµ (·) .
Proof For each bounded Borel set A ∈ Bs, the joint distribution of {N1 (A) ,
N2 (A) , ..., Nm (A)} is theMGWD (a; kµ (A1) , kµ (A2) , ..., kµ (Am) ; ρ). From
the structural properties of the multivariate generalized Waring distribution (see
Xekalaki (1986)), one has:
1. The distribution of {Ni (A)= xi}, for i a given value on {1, 2, ...m} is the
generalized Waring distribution with parameters a, kµ (A) , ρ. By Theorem 3,
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this is a sufficient condition for the process Ni (·) to be a generalized Waring
process.
2. The distribution of
{
l∑
j=1
Nij (A)= xij
}
, is the generalized Waring distri-
bution with parameters a, klµ (A) , ρ. By Theorem 3 this is a sufficient condition
for the process
l∑
j=1
Nij (·) to be a generalized Waring process.
3. For every {Ai1 , Ai2 , ..., Ail ∈ BS} , let us consider {B1, B2, ..., Bm ∈ BS}
where Bi = B for i /∈ i1, i2, ..., il and Bi = Aij for i = ij . The joint distribu-
tion of {N1 (B1) , N2 (B2) , ..., Nm (Bm)} is the MGWD (a; kµ (B1) , kµ (B2) ,
..., kµ (Bm) ; ρ). From the structural properties of the multivariate generalized
Waring distribution (see Xekalaki (1986)), it follows that the joint distribution
of {Ni1 (Ai1) , Ni2 (Ai2 ) , ..., Nil (Ail) } is the MGWD (a; kµ (Ai1) , kµ (Ai2) ,
..., kµ (Ail) ; ρ) which proves part 3.
4. For every A,B ∈ BS let us consider {B1, B2, ..., Bm ∈ BS} where Bi =
A and Bj = B for j 6= i. The joint distribution of {N1 (B1) , N2 (B2) , ...,
Nm (Bm)} is the
MGWD (a; k1µ (B1) , k2µ (B2) , ..., kmµ (Bm) ; ρ) .
From the structural properties of the multivariate generalized Waring distri-
bution (see Xekalaki (1986)), it follows that the joint distribution of {Ni (A) ,∑
j 6=i
Nj (B)} is the BGWD (a; kµ (A) , (m− 1)kµ (B) ; ρ) which proves part 4.
5.2 Projections of Generalized Waring Processes
Assume one has a product measurable space (S1 × S2, BS1 ⊗BS2 , µ1 × µ2) and
let N (·) be a GWP on that space, with parameteres a, k, ρ. Define NS1 (·)
and NS2 (·) to be the projections of N (·) onto (S1,BS1 , µ1) and (S2,BS2, µ2),
respectively, defined by NS1 (A) = N (A× S1) and NS2 (B) = N (S2 ×B) .
These projections will also be generalized Waring processes:
Theorem 12 The projections NS1 (·) an(d NS2 (·) of a GW process N (·)with
parameteres a, k, ρ, , onto the product measurable space (S1×S2, BS1⊗BS2 , µ1×
µ2) are also GW processes with parameteres a, b, ρ respectively onto (S1,BS1 , µ1)
and (S2,BS2 , µ2) .
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Proof Let {Ai ∈ BS1 , i = 1, 2, ..., l} be finite family of disjoint bounded Borel
sets. The family {Ai×S1 ∈ BS1⊗BS2 , i = 1, 2, ..., l} is also a finite family of dis-
joint bounded sets. Hence, the joint distribution of {NS1 (Ai) = ni, i = 1, ..., l}
is the MGWD (a, kµ (A1) , kµ (A2) , ..., kµ (Al) ; ρ) which proves that the
NS1 (·) is a GWP with parameteres a, k, ρ. The same argument yields the result
for NS2 (·) .
5.3 The Poisson and the NB Processes as Limiting Cases
of the Generalized Waring Process
We finally turn to demonstrate how negative binomial processes can be obtained
as limiting cases of the GWP. Doing so establishes that, even though negative
binomial processes cannot be orderly and stationary/ergodic simultaneously,
they can be approximated by a process with these properties.
Theorem 13 Let N (·) be a generalized Waring process with parameters a > 0,
ρ > 0, and k ∈ N, and with parameter measure µ (·) . Letting k →∞ and setting
ρ = c · k for c > 0 a constant, the generalized Waring process converges weakly
to a Negative Binomial process with parameters a and c.
Proof Denote Nk(·), k > 0 the generalized Waring process indexed by the
parameter k and N (·) the Negative Binomial process with parameters a and c.
In order to prove that Nk(·) →
k→∞
N (·) weakly, it is sufficient to prove (see e.g.
Daley & Vere-Jones (1988), Kallenberg (2002)):
(i). P (Nk (A) = 0) →
k→∞
P (N (A) = 0) for all bounded A of a dissecting
ring T of S.
(ii) That the generalized Waring process is uniformly tight.
In order to prove (i) we consider P (Nk (A) = 0) =
ρ(kµ(A))
(ρ+ α)(kµ(A))
.
We calculate:
ρ(kµ(A))
(ρ+ α)(kµ(A))
=
ρ(a)
(ρ+ kµ (A))(a)
=
ck(a)
(ck + kµ (A))(a)
·
ck (ck + 1) · ... · (ck + a− 1)
(ck + kµ (A)) (ck + kµ (A) + 1) · ... · (ck + kµ (A) + a− 1)
=
kac
(
c+ 1
k
)
· ... ·
(
c+ a−1
k
)
ka (c+ µ (A))
(
c+ µ (A) + 1
k
)
· ... ·
(
c+ µ (A) + a−1
k
)
−→
k−→∞
ca
(c+ µ (A))a
= P (N (A) = 0)
To establish uniform tightness as required in (ii), we use two results con-
cerning regular and tight measures in a complete separable metric space S. A
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Borel measure is tight if and only if it is compact regular (see e.g Lema A2.2.IV
Daley & Vere-Jones (1988)). In turn, a finite, finitely additive, and nonnega-
tive set function defined on the Borel sets of a complete separable metric space
S is compact regular if and only if it is countably additive (see e.g Corollary
A2.2.VII Daley & Vere-Jones (1988)). Therefore (ii) follows from the countable
additivity theorem (Theorem 1), proven in earlier.
In turn, a Poisson process can be approximated by a negative binomial
process, so that it can also be approximated by a GWP:
Theorem 14 Let N (·) be the limit proces N (·) of the previous Theorem, i.e.
a Negative Binomial process with parameters a and c. If c → ∞ and a = λ · c
where λ > 0 is a constant, N (·) converges weakly to a Poisson process with
parameter λ.
Proof Write {Nc(·)} , c > 0, to highlight that the negative binomial process
in question is indexed by c. We need to show that there exists a Poisson pro-
cess M (·) such that: Nc(·) →
c→∞
M (·) weakly. Following Daley & Vere-Jones
(1988), Lemma 9.I.IV, weak convergence of the process and convergence of fi-
nite dimensional (fidi) distributions are equivalent. So, in order to prove that
Nc(·) →
c→∞
M (·) weakly, it is sufficient to prove that the fidi distributions of
Nc(·) converge weakly to those of M (·) .
For every {A
1
, A2, ..., An ∈ BS} we consider the probability generating func-
tion Gc (A1, A2, ..., An; z1, ..., zn) of Nc(·) and obtain
Gn (A1, A2, ..., An; z1, ..., zn) =
1
c
(
c+
n∑
i=1
(1− zi)µ (Ai))
)−λ·c
But
1
c
(
c+
n∑
i=1
(1− zi)µ (Ai))
)−λ·c
→
c→∞
exp
(
−λ
n∑
i=1
(1− zi)µ (Ai))
)
, which
is the probability generating function G (A1, A2, ..., An; z1, ..., zn) of the Pois-
son process with parameter λ.
6 Discussion
We have been able to define a new spatial point process for phenomena charac-
terised by over-dispersion, in great generality. The Generalized Waring Process
(GWP) has been shown to be able to simultaneously satisfy the properties
that negative binomial processes fail to (orderliness, stationary, and ergodicity).
Moreover, we have demonstrated that the new process features appealing clo-
sure properties, in the sense that projection, marginalization, and superposition
20
all yield processes of the same GWD type, with easily determinable parameters.
By means of a a conditional property, we have also illustrated that the process
is straightforward to simulate. These properties offer substantial advantages
relative to existing competitors of the negative binomial type, both from the
theoretical and the practical viewpoints, especially in terms of fitting the pro-
cess on the basis of a single realization. Indeed, we have shown that Generalized
Waring Point Process can even approximate negative binomial processes, giving
a positive resolution to the quandary posed in the conclusion of the paper by
Diggle and Milne: ”Any view we adopt seems to seems to fall in a situation from
which progress looks difficult, and we conjecture that no stationary, ergodic, or-
derly negative binomial processes exist.” Though negative binomial processes
may fail to simultaneously verify orderliness/stationarity/ergodicity, they can
be well approximated by flexible and tractable processes of the GWP class that
do verify these properties.
Potential further advantages of the generalized Waring Process relative to
negative binomial processes may arise in the context of compounding (or clus-
tering) and mixing (or heterogeneity). In particular, Cane (1974,1977) has
demonstrated that one cannot distinguish between compounding and hetero-
geneity under a negative binomial distribution: given a total of n events, the
distribution of event times is the same, whether one the model arose out of
mixing or compounding. In contrast, Xekalaki (1983b) demonstrated that dis-
criminating between clustering and mixing may well be possible in the context
of the Generalized Waring Distribution, by showing that the conditional distri-
bution of the times of events given their total is different under compounding
and under mixing (see also Xekalaki (2006, 2014, 2015). This property can then
be used in order to distinguish clustering, which may otherwise be confounded
with compounding.
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8.1 Existence Lemma
The following Lemma proves that the equation P0 (A) =
ρ(kµ(A))
(ρ+ a)(kµ(A))
always
has a unique solution. This result is used in the proof of existence of GWP.
Lemma 15 For each a > 0, ρ > 0, 0 ≤ P0 ≤ 1, there exists one and only one
root x > 0 of the equation Γ(ρ+x+a)Γ(ρ+x) =
Γ(ρ+a)
P0Γ(ρ)
Proof
It has been proved (see Bai-ni, Ying-jie and Feng [?] Theorem 3) that
Γ (y)
Γ (x)
>
yy−γ
xx−γ
ex−y for all for y > x ≥ 1, where γ stands for the Euler-
Mascheroni constant
Hence we can obtain
Γ (ρ+ x+ a)
Γ (ρ+ x)
>
1
ea
(ρ+ x+ a)
ρ+x+a−γ
(ρ+ x)ρ+x−γ
Now consider the function
f (x) =
(ρ+ x+ a)
ρ+x+a−γ
(ρ+ x)
ρ+x−γ e
−a
with derivative
f ′ (x) = e−a
[
ln (ρ+ x+ a) + 1− γ
ρ+x+a
]
(ρ+ x+ a)
ρ+x+a−γ
(ρ+ x)2(ρ+x−γ)
e−a
−
[
ln (ρ+ x) + 1− γ
ρ+x
]
(ρ+ x)
ρ+x−γ
(ρ+ x)2(ρ+x−γ)
The functions ϕ (x) =
(
1 + lnx− γ
x
)
and ω (x) = xx are increasing for x > 1,
since ϕ′ (x) =
(
1
x
+ γ
x2
)
> 0 if x > −γ, ω′ (x) = (1 + lnx) xx > 0 if x > 1. Hence
the function g (x) = ϕ (x)ω (x) =
(
1 + lnx−
γ
x
)
xx is increasing for x > 1.
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Therefore,
[
ln (ρ+ x+ a) + 1−
γ
ρ+ x+ a
]
(ρ+ x+ a)ρ+x+a−γ − [ln (ρ+ x)+
1−
γ
ρ+ x
] (ρ+ x)ρ+x−γ > 0 for x > 1 so that f ′ (x) > 0, proving that f (x) is
increasing for x > 1.
In summary, we can state that ∀b ∈ R, ∃x > 1, such that f (x) > b.
Let us now consider b =
Γ (ρ+ a)
P0Γ (ρ)
. For that value ∃x > 0, such that
f (x) > b. Clearly for x = 0,
Γ (ρ+ x+ a)
Γ (ρ+ x)
=
Γ (ρ+ a)
Γ (ρ)
< b. The function
Γ (ρ+ x+ a)
Γ (ρ+ x)
is continuous for x > 0 as a ratio of two continuous functions. So,
applying Bolzano’s Theorem to
Γ (ρ+ x+ a)
Γ (ρ+ x)
− b, we obtain that ∃x > 0 such
that
Γ (ρ+ x+ a)
Γ (ρ+ x)
− b = 0.
On the other hand
d
dx
[
Γ (ρ+ x+ a)
Γ (ρ+ x)
]
=
d
dx
[
exp
(
ln
Γ (ρ+ x+ a)
Γ (ρ+ x)
)]
=
Γ (ρ+ x+ a)
Γ (ρ+ x)
d
dx
[ln Γ (ρ+ x+ a)− ln Γ (ρ+ x)]
=
Γ (ρ+ x+ a)
Γ (ρ+ x)
[Ψ (ρ+ x+ a)−Ψ(ρ+ x)]
and using the relation Ψ (t) = −γ +
∞∑
i=0
(
1
i+ 1
−
1
i+ t
)
where γ is the Euler-
Mascheroni constant, we obtain
d
dx
[
Γ (ρ+ x+ a)
Γ (ρ+ x)
]
=
Γ (ρ+ x+ a)
Γ (ρ+ x)
∞∑
i=0
(
1
i+ ρ+ x
−
1
i+ ρ+ x+ a
)
> 0
which proves the Lemma.
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