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SHARP EXPONENTIAL LOCALIZATION FOR SOLUTIONS OF THE
PERTURBED DIRAC EQUATION
BIAGIO CASSANO
Abstract. We determine the largest non-trivial rate of exponential decay at infinity for solu-
tions to the Dirac equation
Dnψ + Vψ = 0 in Rn,
being Dn the massless Dirac operator in dimension n ≥ 2 and V a (possibly non-Hermitian)
matrix-valued perturbation such that |V(x)| ∼ |x|−ǫ at infinity, for −∞ < ǫ < 1. Moreover, we
show that our results are sharp for n = 2, 3, providing explicit examples of solutions that have
the prescripted decay, in presence of a potential with the related behaviour at infinity.
1. Introduction
We investigate the rate of exponential decay at infinity for solutions of the Dirac equation
(1.1) Dnψ + Vψ = 0 in Rn,
where Dn is the massless Dirac operator in dimension n ≥ 2, and V is a (possibly non-Hermitian)
matrix-valued perturbation such that |V(x)| ∼ |x|−ǫ at infinity, with −∞ < ǫ < −1. We remark
that if ǫ ≤ 0 we can also describe eigenfunctions of the massive Dirac operator associated to any
complex eigenvalue.
We prove a rigidity property of the Dirac operator: if ψ is a solution to (1.1) and has a too
large exponential decay at infinity, then ψ has compact support. Moreover, when n = 2, 3 we
provide explicit examples of solutions to (1.1) that have the prescripted exponential decay at
infinity, when the potential has the related decay at infinity: this ensures that in these cases
our results are sharp. When informations on the local behaviour of V are provided, our results
determine also the sharpest exponential decay at infinity for non-trivial solutions to (1.1).
Since the Dirac operator is the matricial square root of the Laplace operator, it is interesting
to review the results on the analogous problem for the latter. Let u be a solution to
(1.2) ∆u+ V u = Eu in Rn,
with n ≥ 2, E ∈ R, and assume that for some ǫ ∈ R we have |V (x)| ≤ C|x|−ǫ for some C > 0
and for big |x|. In [26] it is shown that if ǫ ≥ 1/2 and exp[τ |x|]u ∈ L2(Rn) for a big enough
τ ≫ 1, then u has compact support. In [36], E. M. Landis conjectured that such phenomenon is
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more general, claiming that if V is bounded (ǫ = 0) at infinity and exp[τ |x|]u ∈ L2(Rn) for a big
enough τ ≫ 1, then u must have compact support. This was disproved by Meshkov in [39]: by
means of the appropriate Carleman estimate he proved that a general solution u to (1.2) in Rn,
n ≥ 2, has compact support if exp[τ |x|4/3]u ∈ L2(Rn) for a big enough τ ≫ 1 and V is bounded,
i.e. ǫ = 0. Moreover he provided an intelligent example in R2 of a bounded potential VM and a
non-trivial function uM (x) ∼ exp[−C|x|4/3] at infinity such that (1.2) holds true. It is important
to underline that the functions uM and VM are complex valued : in fact the Carleman estimates
can not distinguish between real or complex valued functions, and the question of the validity
of Landis’ conjecture was left open in the case of real-valued potentials V . The results in [39]
were generalized to the case −∞ < ǫ < 1/2 in [12], where Cruz-Sampedro showed that u has
compact support if exp[τ |x|p]u ∈ L2(Rn) for τ ≫ 1 big enough and p = (4− 2ǫ)/3, and provided
an example in R2 of a non-trivial function with the optimal decay, in presence of a potential
with the associated behaviour at infinity, in the style of [39]. In [18] Duyckaerts, Zuazua and
Zhang observed that an easier construction for the examples with the critical decay can be done
considering vector-valued solutions to (1.2): a C4–valued solution is constructed for (1.2) in R3
and when ǫ = 0, but the matrix-valued potential V has a logaritmic growth at infinity, that is
almost optimal in this context.
In [21] Escauriaza, Kenig, Ponce and Vega proved unique continuation properties for solutions
of the evolution Schrödinger equation with a time dependent potential
(1.3) i∂tu+∆u+ V (x, t)u = 0, (x, t) ∈ Rn × (0,+∞),
where V ∈ L∞(Rn × (0,∞)), V (x, t) = V1(x, t) + V2(x, t), V2 is supported in {(x, t) : |x| ≥ 1},
and for C1, C2 > 0 and 0 ≤ α < 1/2
|V1(x, t)| ≤ C1
(1 + |x|2)α/2 , −(∂rV2(x, t))
− ≤ C2|x|2α .
For u ∈ C([0,∞);L2(Rn)) solution to (1.3) there exists a constant λ0 > 0 such that if
sup
t≥0
∫
Rn
eλ0|x|
p |u(x, t)|2 dx < +∞, where p = (4− 2α)/3,
then u vanishes. Some limit results are also provided when α = 1/2. Moreover, their methods
give immediately results in the stationary case for α < 1/2, and the case α = 1/2 is studied
separately, by means of the appropriate Carleman estimate. For solutions to the evolution
equation (1.3), properties of unique continuation from infinity have been investigated in many
different papers, also in presence of electromagnetic perturbations, exploiting a connection with
the Hardy uncertainty principle: we refer to [24, 22, 23, 2, 7, 8] and references therein.
In [5, 33, 34] a quantitative approach to the problem was considered: for u solution to (1.2),
with u, V bounded and u(0) = 1, it was shown that for big R≫ 1 and C1, C2 > 0
M(R) := inf
|x0|=R
‖u‖L2(B1(x0)) ≥ C1e−C2R
4/3 logR.
This result was generalized in [13], where Davey considered the equation
(1.4) −∆u+W · ∇u+ V u = λu in Rn,
for λ ∈ C, |V (x| . (1 + |x|2)−N/2, |W (x)| . (1 + |x|2)−P/2, N,P ≥ 0. For u solution to (1.4)
bounded and such that u(0) ≥ 1, setting β := max(2− 2P, (4− 2N)/3), she showed that for big
SHARP EXPONENTIAL LOCALIZATION FOR SOLUTIONS OF THE PERTURBED DIRAC EQUATION 3
R≫ 1 and C1, C2, C3 > 0
M(R) ≥
{
C1 exp[−C2Rβ(logR)C3 ] if β > 1,
C1 exp[−C2R(logR)C3 log logR] if β < 1.
Moreover, explicit examples with the critical decay are provided: if V and W do not both decay
too quickly, these examples are built in the style of [39], otherwise the constructions are simpler.
The case β = 1 was treated in [37], where it is proved that for big R≫ 1 and C1, C2, C3 > 0
M(R) ≥ C1 exp[−C2R(logR)C3(logR)(log log logR)(log logR)−2 ].
Finally, Davey showed in [14] that this estimate is sharp, providing an example in the style of
[39].
The case of a real potential V has been finally addressed in [35], where a quantitative form
of Landis’ conjecture is proved in R2. Precisely, for u a real-valued solution of (1.2) for E = 0,
V ≥ 0 and ‖V ‖L∞ ≤ 1, if u(0) = 1 and |u(x)| ≤ exp[C0|x|], then for a sufficiently large R≫ 1
inf
|x0|=R
sup
|x−x0|≤1
|u(x)| ≥ exp[−CR logR],
where C depends only on C0. Similar estimates for equations with bounded magnetic potentials
are also derived, i.e. for the equations −∆u+W · ∇u+ V u = 0 and −∆u+∇(Wu) + V u = 0,
and the corresponding estimates in exterior domains R2 \BR(0) are provided. In [15] the results
of [35] are generalized replacing the Laplace operator with a general operator Lu := div(A∇u),
where A is real, symmetric and uniformly elliptic with Lipschitz continuous coefficients. Finally,
in [16] Davey and Wang address the case of a general second order elliptic equation with singular
lower order terms in R2.
Regarding the analogous question for the Dirac Operator, to the best of our knowledge, much
less results are available. In [6], Boussaïd and Comech study the point spectrum of the nonlinear
massive Dirac equation in any spatial dimension, linearized at one of the solitary wave solutions,
and consider the presence of a bounded potential decaying at infinity in a weak sense. Thanks to
the presence of the massive term, they show linear exponential decay for eigenfunctions and link
explicitly the constant in the exponent with the mass, the associated eigenvalue in the gap of
the spectrum and the ground state for the non-linear stationary equation. In the massless case
a different behavior should be expected, as it is shown in [4] for the massless non-linear Dirac
equation in 2D without considering the presence of potentials.
In order to state our results we remind the definition and some elementary properties of the
Dirac operator Dn. For n ≥ 2 let N := 2⌊
n+1
2
⌋, where ⌊·⌋ denotes the integer part of a real
number. It is well known that there exist Hermitian matrices α1, . . . , αn, αn+1 ∈ CN×N that
satisfy the anticommutation relations
(1.5) αjαk + αkαj = 2δj,kIN , 1 ≤ j, k ≤ n+ 1,
where δj,k is the Kronecker delta and IN is the N ×N identity matrix. These matrices form a
representation of the Clifford algebra of the Euclidean space (see e.g. [25, 30]): an explicit choice
for them is not in general required, since all the results can be obtained using their fundamental
property (1.5); however it is convenient for our purposes to give one possible choice in the cases
n = 2, 3, that is in the cases where we construct explicitely examples of solutions to (1.1). For
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any A ∈ Cn we use the notation
α ·A :=
n∑
j=1
Ajαj ∈ CN×N .
As an immediate consequence of (1.5) we have that
(1.6) (α · A)2 = (A ·A)IN , for all A ∈ Cn.
The Dirac operator acts on functions ψ : Rn → CN and it is defined as follows:
(1.7) Dn,mψ := −iα · ∇ψ +mαn+1ψ := −i
n∑
j=1
αj∂jψ +mαn+1ψ,
where m ∈ R. From (1.5) we have that D2n,m = (−∆ +m2)IN . We remark that Dn,m is self-
adjoint in L2(Rn;CN ) with domain H1(Rn;CN ). In the following, when m = 0 we will denote
Dn := Dn,0.
For n = 2, we choose explicitely (α1, α2, α3) := (σ1, σ2, σ3), where σj are the Pauli matrices
(1.8) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
In the following, when n = 2, we will sometimes write σ · A := α · A, for any A ∈ C2. The
two-dimensional Dirac operator is
D2,m := −iσ1∂1 − iσ2∂2 +mσ3 =
(
m −2i∂z
−2i∂z¯ −m
)
,
where we denote 2∂z = ∂1−i∂2, 2∂z¯ = ∂1+i∂2, using the usual identification (x, y) ∈ R2 7→ z ∈ C,
with z = x1 + ix2, z¯ = x1 − ix2. In the following we also denote r := |z| =
√
x2 + y2 and make
use of polar coordinates in R2.
For n = 3, we choose
αj :=
(
0 σj
σj 0
)
for j = 1, 2, 3, α4 := β :=
(
I2 0
0 −I2
)
.
We can now state our first result.
Theorem 1.1. For n ≥ 2, let ψ ∈ H1loc(Rn;CN ) be a solution to
(1.9) Dnψ + Vψ = 0,
where V : Rn → CN×N is such that for −∞ < ǫ < 1 and ρ,C > 0
(1.10) |V(x)| ≤ C|x|−ǫ, as |x| > ρ.
Then there exists τ0 > 0 such that, if for all τ > τ0
(1.11) eτ |x|
2−2ǫ
ψ ∈ L2({|x| > ρ};CN ),
then ψ has compact support.
Remark 1.2. In the case that V verifies the condition (1.10) for ǫ ≤ 0, we can also treat solutions
ψ ∈ H1loc(Rn;CN ) to
(1.12) Dn,mψ + Vψ = Eψ,
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for m ∈ R and E ∈ C, since V˜ := V+mαn+1−E satisfy the condition (1.10) if ǫ ≤ 0. Thanks to
Theorem 1.1, we conclude that an eigenfunction of the massive Dirac operator perturbed with
such a potential V can not decay at at infinity more than exp[−τ0|x|2−2ǫ], in the L2 sense, unless
it has compact support. When 0 < ǫ < 1, Theorem 1.1 only implies that a solution to (1.12) has
compact support if it decays more than a gaussian.
Remark 1.3. In the assumptions of Theorem 1.1 one would like to conclude that in fact the
function ψ vanishes everywhere. This is possibile assuming some informations on the local
behaviour of V that imply the validity of the unique continuation property for the operator
Dn+V: an operator A is said to satisfy the unique continuation property if solutions to Au = 0
that vanish in a non-empty, open subset of a connected set vanish identically in it. A vast
literature is available on the topic: we refer to [27, 31, 29, 44, 3, 38] and to the survey [32]. We
underline here two papers among these, that complete the result of Theorem 1.1. For n ≥ 2,
in [27] it is shown that Dn + V has the unique continuation property if V ∈ L∞loc(Rn;CN×N ).
For n ≥ 3, in [29] it is shown that V ∈ L(3n−2)/2loc (Rn;CN×N ) is enough to guarantee the unique
continuation property for the operator Dn + V. With these additional assumptions, we can
conclude that if ψ has compact support, then it vanishes everywhere.
Remark 1.4. For ǫ = 1 the potential V is a critical perturbation of the Dirac operator: we expect
that an analogous of Theorem 1.1 will employ polynomial weights in place of exponential weights
at infinity. Indeed (see [9, Remark 1.11]), in R3 and for V(x) = −1/|x|, m > 0, the ground state
of the Dirac-Coulomb operator is the function
ψ0(x) =
e−m|x|
|x|

1
1
iσ · xˆ ·
(
1
1
)
 ,
i.e. ψ0 is solution to the equation (−iα ·∇+mβ−ν/|x|)ψ = 0. In the massless case m = 0, ψ0 is
not in L2(R3). We refer to [9, 10] for a description of the functions in the domain of D3 +V: we
hope to investigate the phenomena described in this paper in the case that ǫ ≥ 1 in the future.
Remark 1.5. We observe that our results fit in the known theory available for the Laplace operator
if we ask more regularity on the potential V and the function u. For example, let us consider
V ∈W 1,∞(R3;C4×4) and u ∈ H2loc(R3;C4), solution to (1.9): then u is solution to
−∆u+
3∑
j=1
−i(αj · V)∂ju− i(αj∂j · V)u = 0.
Thanks to [13], u has compact support if exp[τ |x|2]u ∈ L2(R3), for a big enough τ ≫ 1, in
accordance with Theorem 1.1.
The following theorem shows that Theorem 1.1 is sharp for n = 2, 3.
Theorem 1.6. For all ǫ < 1 and n ∈ {2, 3} there exist nontrivial functions
(1.13) u ∈ C∞(Rn;CN ), V ∈ C∞(Rn;CN×N ),
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such that for all x ∈ Rn
Dnu(x) = V(x)u(x),(1.14)
|u(x)| ≤ C1e−C2|x|
2−2ǫ
,(1.15)
|V(z)| ≤
{
C3|x|−ǫ, for n = 2,
C3|x|−ǫ(log |x|)3, for n = 3,
(1.16)
for some C1, C2, C3 > 0.
Remark 1.7. In [18] the authors construct an explicit function in R3 with critical decay for
the Laplace operator and for logaritmically growing potentials, moreover they suggest that an
analogous construction can be done in R2: their examples are respectively C4 and C2–valued.
The critical examples we construct in Theorem 1.6 are similar to the ones in [18] and somehow
motivate this numerology. In detail, in the case ǫ = 0 and n = 3 the function we build in
Theorem 1.6 is similar to the example given in [18, Theorem 3.2]; the generalization to the case
ǫ < 1 is done in light of the approach of [12, Theorem 2].
Remark 1.8. In accordance with the established theory for the Laplace operator, in Theorem 1.6
the constructed potentials V are not symmetric and the functions u are complex-valued. It would
be interesting to understand what is the sharp decay associated to symmetric potentials.
Structure of the paper. The paper is organised as follows: the proof of Theorem 1.1 is given
in Section 2; Theorem 1.6 is proved in Section 3 in the case that n = 2 and in Section 4 for
n = 3.
Acknowledgements. We wish to thank Luca Fanelli and Luis Vega for addressing me to this
theme of investigation, and for precious discussions and advices. Moreover, we wish to thank the
anonymous referee for noticing a mistake in the proof of a previous version of Lemma 2.2.
2. Proof of Theorem 1.1
In the proof of Theorem 1.1 we exploit the following Carleman Estimate, proved in [20].
Carleman estimates have been developed in the study of the Laplace operator, and there have
been many contributions regarding the Dirac operator, mainly because of their application to
prove unique continuation. We refer to [1, 29, 40, 19, 41] and references therein for further
details.
Proposition 2.1. [20, Example 4.2] Let τ ∈ R and a > 0. For all u ∈ C∞c (Rn \ {0};CN ) the
following holds:
(2.1) τa2
∫
Rn
|x|a−2e2τ |x|a |u(x)|2 dx ≤
∫
Rn
e2τ |x|
a |Dnu(x)|2 dx.
In fact a Carleman estimate for Dn is extablished with general weights in [20], and (2.1) is
obtained as a consequence. For the reader’s convenience, in the following Lemma we give a short
proof of such Carleman estimate for radial weights, adapting the proof of Theorem 1.1 in [11]:
we get immediately (2.1) setting
b(x) := eτ |x|
a
, v(x) := b(x)u(x).
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Lemma 2.2. Let b : Rn → (0,+∞) be a smooth enough radial function. For all v ∈ C∞c (Rn \
{0};CN ) we have
(2.2)
∫
Rn
((
∂2r +
1
r
∂r
)
log b(x)
)
|v(x)|2 dx ≤
∫
Rn
∣∣b(x)Dn b(x)−1 v(x)∣∣2 dx.
Remark 2.3. For n = 2, (2.2) is a consequence of the analogous Carleman estimate for the ∂
operator, see [28, Theorem 15.1.1] and [17, Proposition 2.1]: the weight that appears at left hand
side is ∆φ, when the operator ∂ is conjugated with the weight φ. Indeed, for n = 2 and for radial
functions f , we have (∂2r + r
−1∂r)f = ∆f .
Proof of Lemma 2.2. We exploit a radial decomposition of the Dirac operator. We denote r :=
|x|, x̂ := x/|x|, and we recall that (see e.g. [20])
(2.3) Dn = −iα · ∇ = −iα · x̂
((
∂r +
n− 1
2r
)
IN +
S
r
)
,
with
S :=
∑
1≤j<k≤n
αjαk(xj∂k − xk∂j)− n− 1
2
.
The operator ∂r+
n−1
2r is anti-symmetric on C
∞
c (R
n\{0};CN ) and acts only on functions depend-
ing on the radial variable, the operator S is symmetric on L2(Sn−1;CN ) acts only on functions
depending on the angular variable. Moreover, it is useful to observe that
[
∂r +
n−1
2r , S
]
= 0.
Thanks to (1.6), for every x ∈ Rn \ {0} the matrix −iα · x̂ is unitary: we have that∫
Rn
|b(x)Dnb(x)−1v(x)|2 dx =
∫
Rn
∣∣∣∣b(r)(∂r + n− 12r + Sr
)
b(r)−1v(x)
∣∣∣∣2 dx
=
∫
Rn
∣∣∣∣(∂r + n− 12r + Sr − ∂rb(r)b(r)
)
v(x)
∣∣∣∣2 dx
Denoting |x|−1/2v =: v˜ ∈ C∞c (Rn \ {0};CN ), the right hand side in the previous equation can be
rewritten as∫
Rn
r
∣∣∣∣(∂r + n− 12r + Sr − ∂rb(r)b(r) + 12r
)
v˜(x)
∣∣∣∣2 dx
=
∫
Rn
r
∣∣∣∣(∂r + n− 12r
)
v˜(x)
∣∣∣∣2 dx+ ∫
Rn
r
∣∣∣∣(Sr − ∂rb(r)b(r) + 12r
)
v˜(x)
∣∣∣∣2 dx
+ 2Re
∫
Rn
〈(
∂r +
n− 1
2r
)
v˜(x),
(
S +
1
2
− ∂rb(r)
b(r)
r
)
v˜(x)
〉
CN
dx
= I + II + III ≥ III.
Since A := ∂r + n− 1/2r is anti-symmetric and S := S + 12 − ∂rb(r)b(r) r is symmetric, we have that
(see [11, Lemma 2.1])
III =
∫
Rn
〈[S,A]v˜(x), v˜(x)〉CN dx =
∫
Rn
〈
1
r
(
∂r
∂rb(r)
b(r)
r
)
v(x), v(x)
〉
CN
dx.
With a final explicit computation we get (2.2). 
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We can now prove Theorem 1.1.
Let a := 2− 2ǫ. We divide the proof in two steps.
2.1. Step 1. We show that, for τ > 0 big enough, for all u ∈ C∞c ({|x| > ρ};CN ) the following
holds:
(2.4)
τa2
4
∫
|x|>ρ
e2τ |x|
a |x|a−2|u|2 dx ≤
∫
|x|>ρ
e2τ |x|
a |(Dn + V)u|2 dx.
Indeed, thanks to Proposition 2.1, for τ ∈ R, a = 2− 2ǫ > 0, and u ∈ C∞c ({|x| > ρ};CN ), (1.10)
and the elementary inequality (a+ b)2 ≤ 2(a2 + b2), for a, b ∈ R, we have
τa2
∫
|x|>ρ
e2τ |x|
a |x|a−2|u|2 dx ≤2
∫
|x|>ρ
e2τ |x|
a |(Dn + V)u|2 dx+ 2
∫
|x|>ρ
e2τ |x|
a |Vu|2 dx
≤2
∫
|x|>ρ
e2τ |x|
a |(Dn + V)u|2 dx+ 2C2
∫
|x|>ρ
e2τ |x|
a |x|−2ǫ|u|2 dx.
Since u has compact support in {|x| > ρ}, the second term at right hand side is finite and can
be subtracted from both sides. Thanks to the arbitrariness in the choice of τ ∈ R, we have that
(2.4) holds for τ big enough.
2.2. Step 2. Thanks to an approximation process, (2.4) holds for all u ∈ H1loc({|x| > ρ};CN ).
Let h be a C∞ function such that h(r) = 0 for r ≤ 1 and h(r) = 1 for r ≥ 2, and hρ(r) :=
h(r/ρ). Let moreover k be a C∞c function such that k(r) = 1 for r ≤ 1 and supp k ⊂ {|x| ≤ 2},
and kR(r) := k(r/R).
Set uR(x) := hρ(|x|)kR(|x|)ψ(x) for all x ∈ R: such function is in H1({|x| > ρ};CN ) and has
compact support. Since (Dn + V)ψ = 0, we get, for the appropriate C > 0,
τa2
4
∫
|x|>ρ
e2τ |x|
a |x|a−2|hρ|2|kR|2|ψ|2 dx ≤ 2
∫
|x|>ρ
e2τ |x|
a |Dn(hρkR)|2|ψ|2 dx
≤ C
ρ2
∫
|x|>ρ
e2τ |x|
a
χ{ρ<|x|<2ρ}|ψ|2 dx+
C
R2
∫
|x|>ρ
e2τ |x|
a
χ{R<|x|<2R}|ψ|2 dx.
Letting R→ +∞ and for the appropriate C,C ′ > 0, we have that
τa2
∫
|x|>ρ
e2τ |x|
a |x|a−2|hρ|2|ψ|2 dx ≤C
ρ2
∫
|x|>ρ
e2τ |x|
a
χ{ρ<|x|<2ρ}|ψ|2 dx
≤C ′
∫
ρ<|x|<2ρ
e2τ |x|
a |x|−2|ψ|2 dx.
From the monotonicity of eτ |x|
a
, and since |x|−2 ≤ |x|a−2
τa2e2τ |2ρ|
a
∫
|x|>2ρ
|x|a−2|ψ|2 dx ≤ C ′e2τ |2ρ|a
∫
ρ<|x|<2ρ
|x|a−2|ψ|2 dx.
Simplifying the term e2τ |2ρ|
a
in both sides, the right hand side is smaller than a constant in-
dependent of τ : from the arbitrariness of τ ∈ R we get that ψ ≡ 0 in {|x| > 2ρ}, that is the
thesis.
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3. Proof of Theorem 1.6 for n = 2
Let n = 2. The strategy of the proof of Theorem 1.6 is the following:
• we break down R2 in annuli {ρk ≤ |z| ≤ ρk+1}, for the appropriate ρk > 0, ρk → +∞; in
such annuli we define the functions Ek (see Section 3.2);
• for k ∈ N big enough, we define the functions uk and Vk in the annulus {ρk ≤ |z| ≤ ρk+1}
(see Section 3.3);
• we define the functions u and V in {|z| ≤ ρk0}, for k0 big enough (see Section 3.4);
• in {|z| ≥ ρk0} we define u and V glueing together the functions uk and Vk, for k ≥ k0
(see Section 3.5);
• we check the behaviour at infinity of the function u (see Section 3.6).
3.1. Notation. In the following we will write, for sequences of real numbers (Ak)k∈N, (Bk)k∈N,
Ak = O(Bk)
when there exist constants C>0 and k¯ such that
∀k ≥ k¯, |Ak| ≤ C|Bk|.
When Ak and Bk also depend on r ∈ I, being I an interval, the estimate is also assumed to be
uniform with respect to r ∈ I. We will also use the notation
Ak ≈ Bk ⇐⇒ (Ak = O(Bk) and Bk = O(Ak)).
3.2. Preliminary definitions. In this section we collect some definitions and elementary results
we need in the proof.
3.2.1. Definition of δ, nk, dk, ρk, ak. Let
(3.1) δ := 1− 2ǫ.
Let n0 be a large odd number, and for all k ≥ 0 define the following quantities:
nk+1 := nk + 2⌊n1/2k ⌋, dk :=
nk+1 − nk
2
,(3.2)
ρk := n
1
1+δ
k , ρkj := ρk + j
ρk+1 − ρk
4
, j = 1, . . . , 4,(3.3)
a0 := 1, ak+1 := ρ
2dk
k ak.(3.4)
It is easy to see that
dk = n
1/2
k +O(1),(3.5)
ρk+1 − ρk = n
1
1+δ
k+1 − n
1
1+δ
k =
1
1 + δ
n
− δ
1+δ
k (2n
1/2
k +O(1)) =
2
1 + δ
ρ
1−δ
2
k +O(ρ
−δ
k ).(3.6)
Moreover, we show that
(3.7) k = O(ρ
1+δ
2
k ),
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i.e. there exist k0 ∈ N and C > 0 such that k ≤ Cρ
1+δ
2
k for all k ≥ k0. We show this by induction:
setting C := max(k0ρ
− 1+δ
2
k0
, 3), the basis of induction is true. Assume now that the thesis is true
for some k ≥ k0. From (3.2) and (3.3), assuming that k0 is big enough, we have that
ρ1+δk+1 = ρ
1+δ
k + 2⌊ρ
1+δ
2
k ⌋ ≥ ρ1+δk + ρ
1+δ
2
k .
We conclude immediately that the thesis is valid for k + 1:
Cρ
1+δ
2
k+1 ≥ (C2ρ1+δk + C2ρ
1+δ
2
k )
1
2 ≥ (k2 + Ck) 12 ≥ (k2 + 2k + 1) 12 = k + 1,
the last inequality being true for k0 big enough.
Finally, for ρk ≤ r ≤ ρk+1 we have that
(3.8)
ak
rnk
≈ ak+1
rnk+1
.
Indeed, denoted g(r) := log(rdk/ρdkk ) for ρk ≤ r ≤ ρk+1, thanks to (3.5) and (3.3) we have that
g′(r) =
dk
r
=
O(ρ
1+δ
2
k )
r
= O(ρ
− 1−δ
2
k ).
Observing that g(ρk) = 0 and ρk+1 − ρk = O(ρ
1−δ
2
k ), we get that g(r) = O(1), that is
(3.9) rdk ≈ ρdkk , for ρk ≤ r ≤ ρk+1.
From (3.9) we get immediately (3.8).
3.2.2. Definition of Ek. For k ∈ N big enough and r := |z| ≥ ρk we define
Ek(z) :=
ak
znk
,
Ek(z) :=
(
Ek(z)
0
)
if k is even, Ek(z) :=
(
0
Ek(z)
)
if k is odd.
We observe that for all z ∈ R2 \ {0} and k ∈ N:
(3.10) D2Ek(z) = 0.
We remark that (3.4) implies |Ek(z)| = |Ek+1(z)| whenever r = |z| = ρk+1. Moreover, since
|Ek(z)| = akr−nk we have immediately from (3.8) that
(3.11) Ek(z) ≈ Ek+1(z), for ρk ≤ |z| ≤ ρk+1.
3.3. Definition of uk and Vk in the annulus {ρk ≤ |z| ≤ ρk+1}. For k ∈ N big enough, in
this section we construct functions
uk ∈ C∞({z ∈ R2 : ρk ≤ |z| ≤ ρk+1};C2),
Vk ∈ C∞({z ∈ R2 : ρk ≤ |z| ≤ ρk+1};C2×2),
(3.12)
such that
(3.13) D2uk(z) = V(z)uk(z), for all ρk ≤ |z| ≤ ρk+1,
and
(3.14) uk(z) =
{
Ek(z) for r ∈ [ρk0, ρk1],
Ek+1(z) for r ∈ [ρk3, ρk4],
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for ρk ≤ |z| ≤ ρk+1
(3.15) |uk(z)| = O(akr−nk),
and (1.16) holds. In the proof in this section we assume k to be a odd integer: the case of even
k can be treated analogously.
3.3.1. Construction of the cut-off functions. Let χ be a C∞ non-decreasing function on R such
that χ(s) = 0 for s ≤ 0, χ(s) = 1 for s ≥ 1. For ρk ≤ r ≤ ρk+1 let
(3.16) χk(r) := χ
(
4
ρk+1 − ρk (r − ρk1)
)
, χ˜k(r) := χ
(
4
ρk+1 − ρk (ρk3 − r)
)
.
Thanks to (3.6), we have that
(3.17) ‖χ′k‖L∞([ρk,ρk+1]) = ‖χ˜′k‖L∞([ρk,ρk+1]) = O(ρ
− 1−δ
2
k ).
3.3.2. Definition of the functions uk and Vk. For ρk ≤ |z| ≤ ρk+1, let
uk(z) := χ˜k(r)Ek(z) + χk(r)Ek+1(z) =
(
χk(r)Ek+1(z)
χ˜k(r)Ek(z)
)
,
Vk(z) :=

(
0 0
0 0
)
for r ∈ [ρk0, ρk1] ∪ [ρk3, ρk4],(
0 0
0 −2i∂z¯(χk(r))Ek+1(z)(Ek(z))−1
)
for r ∈ [ρk1, ρk2],(
−2i∂z(χ˜(r))Ek(z)(Ek+1(z))−1 0
0 0
)
for r ∈ [ρk2, ρk3].
By construction (3.12), (3.13) and (3.14) are true; thanks to (3.11), (3.15) holds for a large
enough k. Some more details are in order for checking condition (1.16).
If r ∈ [ρk0, ρk1] ∪ [ρk3, ρk4] (1.16) is trivially verified. In the case r ∈ [ρk1, ρk2], thanks to
(3.11), (3.17) and (3.1),
|Vk(z)| = O(ρ−
1−δ
2
k ) = O(ρ
−ǫ
k ).
Thanks to (3.6), we get that
(3.18)
ρk+1
ρk
= O(1 + 4ρ
− 1+δ
2
k ) = O(1),
and we conclude (1.16) for r ∈ [ρk1, ρk2] since
|Vk(z)| = O(ρ−ǫk+1) = O(|z|−ǫ).
Finally (1.16) is proved analogously in the interval [ρk2, ρk3].
3.4. Definition of u in {|z| ≤ ρk0}. Let k0 be a large integer such that the arguments in the
previous section hold for all k ≥ k0. Without loss of generality we can assume k0 to be odd. For
|z| ≤ ρk0 let
ψ(z) := χ
(
4
ρk0
(
|z| − ρk0
4
))
, ψ˜(z) := χ
(
4
ρk0
(
3ρk0
4
− |z|
))
,
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with χ defined in Section 3.3.1 and
(3.19) u(z) := ψ˜(z)
(
ak0z
nk0
0
)
+ ψ(z)Ek0 =
(
ψ˜(z)ak0z
nk0
ψ(z)ak0 z¯
−nk0
)
.
We remark that Du(z) = 0 for |z| ≤ ρk0/4. Moreover, for
(3.20) V(z) :=

(
0 0
0 0
)
for |z| ∈ [0, ρk0/4] ∪ [3ρk0/4, ρk0 ],(
−2i∂z(ψ(z))|z|−2nk0 0
0 0
)
for |z| ∈ [ρk0/4, 2ρk0/4],(
0 0
0 −2i∂z¯(ψ˜(z))|z|2nk0
)
for |z| ∈ [2ρk0/4, 3ρk0/4],
conditions (1.13) – (1.16) hold for the appropriate C1, C2, C3 > 0.
3.5. Definition of u in {|z| ≥ ρk0}. For any z ∈ R2, |z| ≥ ρk0 , let k be such that |z| ∈ [ρk, ρk+1].
We set
(3.21) u(z) := uk(z), V(z) := Vk(z), for |z| ∈ [ρk, ρk+1].
It is easy to show that conditions (1.13), (1.14), (3.1), (1.16) hold, for the appropriate C3 > 0.
3.6. Decay of u at infinity. We show in detail that (1.15) holds. Let j ∈ N big enough and
z ∈ R2 such that ρj ≤ r = |z| ≤ ρj+1. Denoting rρj = 1 + h, thanks to (3.3) and (3.6) we have
that h = O(ρ
− 1+δ
2
j ) and njh
2 = O(1). Using (3.15) we have that
log|u(z)| − log|u(ρj)| ≤ − nj log r + nj log ρj +O(1) = −nj log r
ρj
+O(1)
≤− njh+ njh
2
2
+O(1) = −njh+O(1).
Moreover, for m(r) := e−
r1+δ
1+δ , we have
logm(r)− logm(ρj) = − r
1+δ
1 + δ
+
ρ1+δj
1 + δ
= − ρ
1+δ
j
1 + δ
(
(1 + h)1+δ − 1
)
= −ρ1+δj h+O(1).
From the previous reasoning, we have immediately that
(3.22) log|u(z)| − log |u(ρj)| ≤ logm(r)− logm(ρj) +O(1).
From (3.22) we have moreover that for all l ≥ l0, for l0 big enough,
(3.23) log|u(ρl)| − log |u(ρl−1)| ≤ logm(ρl)− logm(ρl−1) +O(1).
Thanks to (3.22) and (3.23), we have that
log|u(z)| =log|u(z)| − log|u(ρj)|+
j∑
l=l0+1
(
log|u(ρl)| − log|u(ρl−1)|
)
+ log|u(ρl0)|
≤ logm(r) +O(j).
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Thanks to (3.7), taking the exponential at the two sides in the previous equation we get that,
for l big enough and for C > 0,
|u(z)| ≤ exp
[
− r
1+δ
1 + δ
+ Cρ
1+δ
2
j
]
Consequently, for all z ∈ R2 such that |z| ≥ ρl0 , we have
|u(z)| ≤ exp
[
− r
1+δ
1 + δ
+ Cr
1+δ
2
]
.
We conclude immediately (1.15), for the appropriate C1, C2 > 0, asking that l0 is big enough.
4. Proof of Theorem 1.6 for n = 3
The proof of Theorem 1.6 for n = 3 is very similar to the one of the case n = 2, so we will
just sketch it here underlining the main differences.
4.1. Preliminary definitions. In this section we collect some definitions and elementary results
we need in the proof. We set
r = |x|, xˆ = x/|x| and L = −ix ∧ ∇ for x ∈ R3 \ {0}.
In the following we will often use polar coordinates.
For l = 0, 1, . . . and m = −l,−l+ 1, . . . , l, let Y ml be the spherical harmonics
Y ml (θ, ϕ) =
√
2l + 1
4π
(l −m)!
(l +m)!
eimϕ Pml (cos θ),
Y −ml = (−1)mY ml ,
where Pml are the associated Legendre polynomials
Pml (x) =
(−1)m
2ll!
(1− x2)m/2 d
l+m
dxl+m
(x2 − 1)l.
For κ = ±1,±2, . . . , j = |k| − 1/2 = 1/2, 3/2, . . . , and mj = −j,−j + 1, . . . , j, let Yκ,mj be the
spinor harmonics
Yκ,mj =

1√
2κ−1
√κ− 12 +mjY mj−1/2κ−1√
κ− 12 −mjY
mj+1/2
κ−1
 , κ ≥ 1,
1√
1−2κ
−√12 − κ−mjY mj−1/2−κ√
1
2 − κ+mjY
mj+1/2
−κ
 , κ ≤ −1.
It is well known (see [43, Section 3.9.4] or [42, Section 4.6.4]) that
(4.1) (I2 + σ · L)Yκ,mj = κYκ,mj ,
where σ = (σ1, σ2, σ3) is the vector of the Pauli matrices (defined in (1.8)).
4.1.1. Definition of δ, nk, dk, ρk, ak. Let δ > −1 as in (3.1). Let n0 be a large odd number and
for all k ≥ 0 let nk, dk, ρk and ak be defined as in (3.2) – (3.4).
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4.1.2. Definition of Fnk . For m ∈ N set
(4.2) Fm(θ, φ) := cmY−(m−1), 1
2
(θ, φ) =
cm√
4π
(
−√m− 1P 0m−1(cos θ)
1√
m−1e
iφP 1m−1(cos θ)
)
,
with cm > 0 defined later (in (4.6)). We show that for all large odd m the functions Fm satisfy
(4.3) Cm−
7
4 ≤ |Fm(θ, φ)| ≤ 1,
for some C > 0. Indeed, from (4.2) we have that
|Fm(θ, φ)|2 = c
2
m
4π
(
(m− 1)|P 0m−1(cos θ)|2 +
1
m− 1 |P
1
m−1(cos θ)|2
)
.
We remind here the following property of the associated Legendre polynomials, proved in [18,
Lemma 3.8]: there exists C > 0 such that for all large l ∈ 2N
(4.4)
1
Cl3/2
≤ l(l + 1)|P 0l (x)|2 + |P 1l (x)|2 ≤ Cl(l + 1), for all x ∈ [−1, 1].
Choosing l = m− 1, with an easy computation we get
1
C(m− 1)3/2m ≤
4π
c2m
|Fm(θ, φ)|2 − 1
m(m− 1) |P
1
m−1(cos θ)|2 ≤ C(m− 1).
From (4.4) and the last equation we have
(4.5)
1
C(m− 1)3/2m ≤
4π
c2m
|Fm(θ, φ)|2 ≤ C(m− 1) + 1
m(m− 1) |P
1
m−1(θ)|2 ≤ C ′m,
for an appropriate C ′ > 0 and big enough m. We set
(4.6) cm :=
√
4π
C ′m
,
and we conclude (4.3) for the appropriate C > 0, thanks to (4.5).
4.1.3. Definition of Ek. For k ∈ N big enough and r := |x| ≥ ρk we define
Ek(x) := akr
−nkFnk(θ, φ),
Ek(x) :=
(
Ek(x)
0
)
if k is even, Ek(x) :=
(
0
Ek(x)
)
if k is odd.
Thanks to (2.3) for n = 3 (see also [42, eq. (4.104)]) and (4.1) we have that for all x ∈ R3 \{0}
and k ∈ N
−iσ · ∇Ek(x) = −iσ · xˆ
(
∂r +
1
r
− 1 + σ · L
r
)
Ek(x) = 0,
that gives immediately
−iα · ∇Ek(x) = 0.
Moreover, thanks to (3.8), (3.18) and (4.3) we have that for k big enough
(4.7)
|Ek+1(x)|
|Ek(x)| = O(n
7
4
k ),
|Ek(x)|
|Ek+1(x)| = O(n
7
4
k ).
for the appropriate C > 0.
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4.2. Definition of uk and Vk in the annulus {ρk ≤ |z| ≤ ρk+1}. For k ∈ N big enough, in
this section we construct functions
uk ∈ C∞({x ∈ R3 : ρk ≤ |x| ≤ ρk+1};C4),
Vk ∈ C∞({x ∈ R3 : ρk ≤ |x| ≤ ρk+1};C4×4),
(4.8)
such that
(4.9) D3uk(z) = Vk(z)uk(z), for all ρk ≤ |x| ≤ ρk+1,
and
(4.10) uk(x) =
{
Ek(x) for r ∈ [ρk0, ρk1],
Ek+1(x) for r ∈ [ρk3, ρk4],
for ρk ≤ |x| ≤ ρk+1
(4.11) |uk(x)| = O(akr−nk),
and (1.16) holds. In the proof in this section we assume k to be a odd integer: the case of even
k can be treated analogously.
4.2.1. Construction of the cut-off functions. Let χ be a real non-decreasing C∞ function on R
such that
χ(s) =

0 s ≤ 0,
e−1/s 0 ≤ s ≤ 1/2,
1 s ≥ 1,
and for ρk ≤ r ≤ ρk+1 let χk and χ˜k be defined as in (3.16). We remark that (3.17) holds.
4.2.2. Definition of the functions uk and Vk. For ρk ≤ r = |x| ≤ ρk+1, let
uk(x) := χ˜k(r)Ek(x) + χk(r)Ek+1(x) =
(
χk(r)Ek+1(x)
χ˜k(r)Ek(x)
)
.
Let
Vk(x) :=
(
0 0
0 0
)
, r ∈ [ρk0, ρk1] ∪ [ρk3, ρk4],
and for r ∈ [ρk1, ρk2] ∪ [ρk2, ρk3] let Vk(x) := D3uk(x)uk(x)t/|uk(x)|2, that is
Vk(x) :=

1
|χkEk+1|2+|Ek|2
(
0 0
0 −iσ · xˆ
)(
0 0
χ′kEk+1 · χkEk+1
t
χ′kEk+1 ·Ek
t
)
for r ∈ [ρk1, ρk2],
1
|χkEk+1|2+|Ek|2
(
−iσ · xˆ 0
0 0
)(
χ˜′kEk · Ek+1
t
χ˜′kEk · χ˜kEk
t
0 0
)
for r ∈ [ρk2, ρk3].
By construction (4.8), (4.9) and (4.10) are true; thanks to (4.7), (4.11) holds for a large enough
k.
Condition (1.16) holds obviously for r ∈ [ρk0, ρk1] ∪ [ρk3, ρk4]. For the case r ∈ [ρk1, ρk2] we
need to distinguish various cases: let s := 4(r − ρk1)/(ρk+1 − ρk) and let us consider first the
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case s ∈ (0, (log ρk)−3/2). We have that
|V21(x)| ≤|χ
′
k(r)||Ek+1(x)||χk(r)||Ek+1(x)|
|χk(r)Ek+1|2 + |Ek(x)|2
≤|χ
′
k(r)||Ek+1(x)||χk(r)||Ek+1(x)|
2|χk(r)||Ek+1(x)||Ek(x)| =
|χ′k(r)||Ek+1(x)|
2|Ek(x)|
(4.12)
and
|V22(x)| ≤ |χ
′
k(r)||Ek+1(x)||Ek(x)|
|χk(r)Ek+1|2 + |Ek(x)|2
≤|χ
′
k(r)||Ek+1(x)||Ek(x)|
|Ek(x)|2
=
|χ′k(r)||Ek+1(x)|
|Ek(x)| .
(4.13)
We observe that
(4.14) χ′k(r) =
4
ρk+1 − ρkχ
′(s) = O(ρ
− 1−δ
2
k )χ
′(s).
In this interval χ has an explicit expression: since χ′ is increasing we get for large k that
(4.15) χ′k(r) ≤ O(ρ
− 1−δ
2
k )χ
′((log ρk)−3/2) = O(ρ
− 1−δ
2
k )(log ρk)
3e−(log ρk)
3/2
.
Thanks to (4.12), (4.13), (4.15) and (4.7) we have that for some C > 0 and for big k
|V(x)| ≤C|χ′k(r)n
7
4
k | ≤ Cρ
− 1−δ
2
k (log ρk)
3e−(log ρk)
3/2
n
7
4
k
≤C(log ρk)3ρ−
1−δ
2
k ≤ C(log|x|)3|x|−ǫ,
(4.16)
using (3.1) in the last inequality.
If s ≥ (log ρk)−3/2, we have
(4.17) |V21(x)| ≤ |χ
′
k(r)||Ek+1(x)||χk(r)||Ek+1(x)|
|χk(r)Ek+1|2 + |Ek(x)|2
≤ |χ
′
k(r)|
|χk(r)|
and
(4.18) |V22(x)| ≤ |χ
′
k(r)||Ek+1(x)||Ek(x)|
|χk(r)Ek+1|2 + |Ek(x)|2
≤ |χ
′
k(r)|
2|χk(r)| .
If s ∈ [(log ρk)−3/2, 12 ], thanks to (4.17), (4.18), (4.14) and the explicit expression for χk, for large
k we have that
(4.19) |V(x)| = O(ρ−
1−δ
2
k )s
−2 ≤ C(log ρk)3ρ−
1−δ
2
k ≤ C(log|x|)3|x|−ǫ,
while in the case s ∈ (1/2, 1), since χ is non-decreasing, we have that for some C > 0
(4.20) |V(x)| ≤ Cρ−
1−δ
2
k ≤ C|x|−ǫ.
Gathering (4.16), (4.19) and (4.20) we have (1.16) for all r ∈ [ρk1, ρk2]. Finally, the case r ∈
[ρk2, ρk3] is analogous and will be omitted in this proof.
4.3. Conclusion of the proof. The remaining part of the proof is analogous to the proof in the
case that n = 2: the construction of u in {|x| ≤ ρk0} is done as in Section 3.4, the construction
of u in {|x| ≥ ρk0} as in Section 3.5 and the study of the decay of u at infinity as in Section 3.6.
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