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1. Introduction
In this paper, we consider the three-dimensional stochastic Ginzburg–Landau equation (SGLE for
short) in the general form
du = [(λ + iα)u + γ u − (κ + iβ)|u|2σ u]dt + ∞∑
k=1
hk
(
t,u(t)
)
dWkt , (1.1)
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and {Wkt : t  0, k = 1,2, . . .} is a family of independent one-dimensional standard complex-valued
Brownian motions on some complete probability space (Ω,F , P ). The stochastic integral is under-
stood in the Itô sense. In this paper, we are particular interested in the case when only a few Fourier
modes are stochastically driven, namely the noise drives the system only in a ﬁnite interval of fre-
quencies which need not contain the unstable modes of the deterministic Ginzburg–Landau equation.
In the following of this paper, this case is referred to as degenerate noise, which will be made clear
mathematically below.
As is now well known, the Ginzburg–Landau equation is an important model in superconductivity
and is found to be one of the fundamental equations in modern physics. In particular, it is an impor-
tant model equation in the description of spatial pattern formation and of the onset of instabilities
in non-equilibrium ﬂuid dynamical systems [1,4,7,12,13,20]. Besides, when λ → 0, this equation tends
to a nonlinear Schrödinger equation in plasma and nonlinear optics, which is justiﬁed mathematically
rigorously in [3,23]. Because of these, it was extensively studied mathematically in recent years and
many important results were obtained. As for the stochastic Ginzburg–Landau equation, there is also
a long list of studies concerning its mathematical properties, see [2,17,19,24,25] and the references
therein. However, few results on ergodicity for SGLE driven by degenerate noise are known mainly
because that in this case, the forces do not have invertible covariances and hence methods such as
those found in Da Prato and Zabczyk [6] do not apply, see also [5,8,10]. In particular, the paper [8]
shows the strong Feller property for a real Ginzburg–Landau equation with degenerate noise, but it
still requires the forcing to act in a non-degenerate way on a subspace of ﬁnite co-dimension. The mo-
tivation of this paper is to study the ergodicity of invariant measure for SGLE with cubic nonlinearity
driven by degenerate noise.
The underlying reason for the success in this paper lies in two main aspects. The ﬁrst critical one
is the employment of an idea proposed recently by Hairer and Mattingly in [14], where the authors
obtained an optimal ergodicity result for the 2D stochastic Navier–Stokes equation in the case that
the stochastic forcing is degenerate. In that paper, they developed two main tools: the asymptotically
strong Feller property for the semigroup associated to the ﬂow of an SPDE and the approximative
integration by parts formula in the Malliavin calculus. It is now realized by the author that they
are rather powerful and indispensable techniques for ergodicity for an SPDE driven by degenerate
stochastic forcing. As is pointed out by [14], the asymptotically strong Feller property is much weaker
than the strong Feller property, and many equations driven by degenerate noise have only the former
one rather than the latter one [21].
The second aspect, being also extremely critical, is the higher order momentum estimates that we
have established in this paper. This allows us to obtain several key estimates to show that the semi-
group associated to the degenerate stochastic Ginzburg–Landau ﬂow is asymptotically strong Feller.
Technically, it seems diﬃcult to show that the semigroup generated by the ﬂow of the SGLE is asymp-
totically strong Feller without the higher order momentum estimates. See the proof of Proposition 4.2
for more details and compare the estimates in [14].
There are several differences between the analysis of the 2D stochastic Navier–Stokes equation
in [14] and that in the present paper. For the 2D Navier–Stokes equation, uniqueness holds for L2-
solutions, and hence the solution for the SNSE generalize a Markovian semigroup of the stochastic
ﬂow. However for the 3D Ginzburg–Landau equation, because of the absence of pathwise uniqueness
of L2-solutions, the ﬂow does not generalize a semigroup and the analysis fails. Therefore we consider
H1-solutions in this paper. However, in the H1-case, all the estimates become complex than those in
the L2-case. Another observation is that although the nonlinear term u · ∇u consists of one order
derivative, it is quadratic algebraically. But in the SGLE, the nonlinear term is cubic. To handle this
nonlinear term when proving the asymptotically strong Feller property, estimates of higher order mo-
mentum seem to be necessary. In fact, it can be seen by comparing the estimates in the present paper
and those in [14] that when proving asymptotically strong Feller property, higher order momentum
estimates are indispensable, even if one considers the L2-solution.
This paper is organized in the following way. In the next section, we give some preliminaries
on invariant measures and asymptotically strong Feller property, as well as some assumptions. We
also state the main results of this paper, Theorems 2.1 and 2.2. In the third section, we consider
X. Pu, B. Guo / J. Differential Equations 251 (2011) 1747–1777 1749the higher order momentum estimates of the solutions and show the pathwise uniqueness of the
H1-solution. In the fourth section, we show the existence of invariant measures and then show its
uniqueness by showing the asymptotically strong Feller property and a support property. Finally, we
give some remarks on the ergodicity of the 2D stochastic Ginzburg–Landau equation driven by degen-
erate noise.
We end this section by introducing some notations. Throughout this paper, we use 〈u, v〉 =∫
D uv¯ dx to denote the complex inner product in L
2 = L2(D) and 〈·,·〉1 = 〈·,·〉0 +
∫
D ∇u∇ v¯ dx. We
use | · |p to denote the Lp norm and ‖ · ‖s to denote the Hs Sobolev-norm for s ∈ R . Of course, | · |2
and ‖ · ‖0 coincide and are simply denoted as ‖ · ‖. M(H) = the probability measure space on H .
The letters C, c will denote some positive constants, which may change from one line to another.
2. Preliminaries and main results
In this section, we give some preliminaries on some assumptions and concepts, and ﬁnally we
state the main result of this paper. This section can also be regarded as a short outline of this pa-
per.
Speciﬁcally, in the following, we will consider the stochastic Ginzburg–Landau equation with cubic
nonlinearity:
du = [(λ + iα)u + γ u − (κ + iβ)|u|2u]dt + ∞∑
k=1
hk
(
t,u(t)
)
dWkt , (2.1)
subjecting to the zero Dirichlet boundary condition
u|∂D = 0
and initial condition
u(0) = u0 ∈ H1.
Let h= (h1, . . . ,hk, . . .). We assume that the mapping
R+ × C 
 (t,u) → h(t,u) ∈ l2C,
where l2
C
denotes the Hilbert space consisting of all sequences of square summable complex numbers
with standard norm ‖ · ‖l2 . We now introduce some assumptions on h and the coeﬃcients.
(H1) For any T > 0, there exists some constant C = CT ,h > 0 such that for any t ∈ [0, T ], x ∈ D , u ∈ C,
there holds
∥∥h(t,u)∥∥2l2  C |u|2, ∥∥∂uh(t,u)∥∥l2  Ch.
(H2) Assume γ < 1λ, where 1 is the ﬁrst eigenvalue of the Dirichlet problem
−u = u in D, u = 0 on ∂D.
(H3) β2  3κ2.
(H4) There exists some constant C = CT ,h > 0 such that
∥∥∂uh(x,u) − ∂vh(x, v)∥∥l2  Ch · |u − v|.
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∥∥h(t,u)∥∥2L2(l2,H1)  C‖u‖2H1 . (2.2)
Proof. Noticing that
∥∥h(t,u)∥∥2L2(l2,H1) =
∞∑
k=1
∫ ∣∣hk(t,u)∣∣2 dx+ ∞∑
k=1
∫ ∣∣∇hk(t,u)∣∣2 dx,
and
∇hk(t,u) = ∂uhk(t,u)∇u,
(2.2) is an immediate consequence of assumption (H1). 
Under the assumption (H1), we ﬁrst show the existence and uniqueness of a strong solution for
the 3D SGLE with H1-initial data, which is stated in the following theorem.
Theorem 2.1. Let h satisfy the assumption (H1). Then for any u0 ∈ H1 , there exists a unique u(t, x) such that:
1. u ∈ L2(Ω, P ;C([0, T ]; H1)) ∩ L2(Ω, P ; L2(0, T ; H2)) for any T > 0 and
E sup
0st
∥∥u(t)∥∥21 +
t∫
0
E
∥∥u(s)∥∥22 ds C(‖u0‖1), ∀t ∈ [0, T ]. (2.3)
2. It satisﬁes the SGLE in the mild form for all t  0,
u(t) = u0 +
t∫
0
[
Au(s) + N(u(s))]ds + ∞∑
k=1
t∫
0
hk
(
s,u(s)
)
dWks , P-a.s.,
where Au = (λ + iα)u and N(u(s)) = −(κ + iβ)|u(s)|2u(s) + γ u(s).
For ﬁxed initial data u0 ∈ H1, we denote this unique solution by u(t,u0). Then, {u(t,u0): t  0}
forms a strong Markov process with state space H1. This leads us to the following concepts.
Let Pt be a Markov transition semigroup in the space Cb(H1), associated to the SGLE
Ptϕ(u0) = Eϕ
(
u(t, ·;0,u0)
)
, t  0, u0 ∈ H1, ϕ ∈ Cb
(
H1
)
.
Then its dual semigroup P∗t , deﬁned on the probability measure space M(H1), is given by
∫
H1
ϕ d
(P∗t μ)=
∫
H1
Ptϕ dμ, ∀ϕ ∈ Cb
(
H1
)
, ∀μ ∈ M(H1).
A measure μ ∈ M(H1) is called invariant provided P∗t μ = μ for each t  0.
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modes of the noise are nonzero. Precisely, for N ∈ N, let Ω = C0(R+,RN ) be the space of all continu-
ous functions with initial values 0, P the standard Wiener measure on F := B(C0(R+,RN )). Then the
coordinate process
Wt(ω) := ω(t), ω ∈ Ω,
is a standard Wiener process on (Ω,F , P ). In this case, the SGLE with degenerate noise has the form
du(t) = [(λ + iα)u − (κ + iβ)|u|2σ u + γ u]dt + dwt, (2.4)
where wt = Q Wt is the noise, and the linear map Q : RN → H1 is given by
Q ei = qiei, qi > 0, i = 1,2, . . . ,N,
where ei is the canonical basis of RN and ei is orthonormal basis of H1:
ei = −λei,
with 0 < λ1  λ2  · · ·  λN → ∞. Let E0 = tr Q Q ∗ =∑Ni=1 q2i /λi and E1 = tr Q Q ∗ =∑Ni=1 q2i , then
the quadratic variation of wt in H and H1 are given by [w]0(t) = E0t and [w]1(t) = E1t .
For this equation, we have the following main result in this article:
Theorem 2.2. Assume (H1) and (H4) hold. Let {Pt} be the transition semigroup associated with (2.4), then for
any suﬃciently large N, there exists a unique invariant probability measure associated with {Pt}t0 .
In the proof, we need the following auxiliary proposition [14]. This proposition gives a suﬃcient
condition for a transition semigroup to be an asymptotically strong Feller one.
Proposition 2.1. Let tn and δn be two positive sequences with tn nondecreasing and δ converging to zero.
A semigroup Pt on a Hilbert space H is asymptotically strong Feller if for all ϕ : H → R with ‖ϕ‖∞ and
‖∇ϕ‖∞ ﬁnite,
∣∣∇Ptnϕ(x)∣∣ C(‖x‖)(‖ϕ‖∞ + δn‖∇ϕ‖∞)
for all n, where C : R+ → R is a ﬁxed nondecreasing function.
3. Momentum estimate and pathwise uniqueness
In this section, we prove Theorem 2.1. We ﬁrst show the existence of a martingale solution, and
then pathwise uniqueness. Then by a theorem of Yamada–Watanabe, we show the existence and
uniqueness of a strong solution.
Roughly speaking, a strong solution is one that exists for a given probability space and given
stochastic inputs while existence of a weak solution simply ensures that a solution exists on some
probability space for some stochastic inputs having the speciﬁed distributional properties [16].
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We give some estimates of E‖u(t)‖2p1 in this subsection. As can be seen later, these are key esti-
mates when proving the asymptotically strong Feller property of the semigroup Pt .
Lemma 3.1. For all p = 1,2, . . . , integers, the following estimates hold
E
∥∥u(t)∥∥2p  C(1+ ‖u0‖2p)(1+ t p).
Proof. By Itô’s formula and taking real part, we have
∥∥u(t)∥∥2p = ‖u0‖2p + 4∑
i=1
Ii(t), (3.1)
where
I1(t) = 2p
t∫
0
∥∥u(s)∥∥2(p−1)〈u(s), (λ + iα)u(s)〉ds + 2p
t∫
0
∥∥u(s)∥∥2(p−1)〈u(s), γ u(s)〉ds
− 2p
t∫
0
∥∥u(s)∥∥2(p−1)〈u(s), (κ + iβ)|u|2σ u(s)〉ds,
I2(t) = 2p
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−1)〈u(s),hk(u(s))〉dWks ,
I3(t) = p
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−1)‖hk‖2 ds,
I4(t) = 2p(p − 1)
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−2)∣∣〈u(s),hk(u(s))〉∣∣2 ds.
For I1, it can be estimated that
I1(t) 2pλ
t∫
0
∥∥u(s)∥∥2(p−1)∥∥u(s)∥∥21 ds + 2pγ
t∫
0
∥∥u(s)∥∥2p ds − 2pκ
t∫
0
∥∥u(s)∥∥2(p−1)|||u|||2σ+2
L2σ+2 ds.
From assumptions (H1)–(H2), I3 and I4 can be estimated that
I3(t) + I4(t) Cp
t∫
0
∥∥u(s)∥∥2p ds.
Taking expectations of (3.1), we then have
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∥∥u(t)∥∥2p  ‖u0‖2p − 2pλ
t∫
0
E
∥∥u(s)∥∥2(p−1)∥∥u(s)∥∥21 ds + Cp
t∫
0
E
∥∥u(s)∥∥2p ds
− 2pκ
t∫
0
E
∥∥u(s)∥∥2(p−1)|||u|||2σ+2
L2σ+2 ds. (3.2)
From this inequality, we can easily show the global but exponential growth estimate of the moment.
However “exponential growth” is not enough for later purpose to prove ergodicity. Therefore, we use
the following iterative method.
Note that from Hölder inequality, we have
‖u‖2  C‖u‖2L2σ+2  ε‖u‖2σ+2L2σ+2 + Cε, ∀ε > 0. (3.3)
When p = 1, from (3.2) and (3.3) (choosing ε suﬃciently small)
E
∥∥u(t)∥∥2 +
t∫
0
E
∥∥u(s)∥∥21 ds ‖u0‖2 + C · t  C(1+ ‖u0‖2)(1+ t). (3.4)
When p = 2, using the result when p = 1, we have similarly
E
∥∥u(t)∥∥4  ‖u0‖4 − 2pλ
t∫
0
E
∥∥u(s)∥∥2∥∥u(s)∥∥21 ds − κ
t∫
0
E
∥∥u(s)∥∥2∥∥u(s)∥∥2(σ+1)L2(σ+1) + Cε
t∫
0
E
∥∥u(s)∥∥2 ds
 ‖u0‖4 + C
t∫
0
E
∥∥u(s)∥∥2 ds
 C
(
1+ ‖u0‖4
)(
1+ t2).
By induction, we have for general p > 0
E
∥∥u(t)∥∥2p  C(1+ ‖u0‖2p)(1+ t p),
which ﬁnishes the proof of this lemma. 
We now prove the following momentum estimates for ‖u(t)‖1.
Lemma 3.2. Let (H3) hold, we have for all p = 1,2, . . . , integers that
E
∥∥u(t)∥∥2p1  C(1+ ‖u0‖2p1 )(1+ t p+1).
Proof. By Itô’s formula, we have
∥∥u(t)∥∥2p1 = ‖u0‖2p1 +
4∑
Re
(
Ii(t)
)
, (3.5)i=1
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I1(t) = 2p
t∫
0
∥∥u(s)∥∥2(p−1)1 〈u(s), (λ + iα)u(s)〉1 ds + 2p
t∫
0
∥∥u(s)∥∥2(p−1)1 〈u(s), γ u(s)〉1 ds
− 2p
t∫
0
∥∥u(s)∥∥2(p−1)1 〈u(s), (κ + iβ)|u|2σ u(s)〉1 ds
=: I(1)1 (t) + I(2)1 (t) + I(3)1 (t),
and
I2(t) = 2p
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−1)1 〈u(s),hk(u(s))〉1 dWks ,
I3(t) = p
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−1)1 ‖hk‖21 ds,
I4(t) = 2p(p − 1)
∞∑
k=1
t∫
0
∥∥u(s)∥∥2(p−2)1 ∣∣〈u(s),hk(u(s))〉1∣∣2 ds.
For the term I(1)1 (t) and I
(2)
1 (t), we have
Re
(
I(1)1 (t)
)= −2pλ
t∫
0
∥∥u(s)∥∥2(p−1)1 ∥∥∇u(s)∥∥21 ds,
Re
(
I(2)1 (t)
)= 2pγ
t∫
0
∥∥u(s)∥∥2p1 ds.
Recalling β2  κ2(σ 2 + 2σ) and noting that
Re
〈
u, (κ + iβ)|u|2σ u〉1 = Re〈∇u, (κ + iβ)∇(|u|2σ u)〉+ Re〈u, (κ + iβ)|u|2σ u〉
 κ(σ + 1)∥∥|u|σ |∇u|∥∥2 − Re(κ + iβ)∫
O
|u|2(σ−1)(u)2(∇u∗)2 dx
+ κ‖u‖2(σ+1)
L2(σ+1) ,
we have
I(3)1 (t)−κ‖u‖2(σ+1)L2(σ+1) .
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I3(t) + I4(t) Cp(2p + 1)
t∫
0
∥∥u(s)∥∥2p1 ds.
Taking expectations of (3.5), using interpolation inequality and Young’s inequality, we then have
E
∥∥u(t)∥∥2p1  ‖u0‖2p1 − 2pλ
t∫
0
E‖u‖2(p−1)1 ‖u‖22 ds + Cp
t∫
0
E‖u‖2p1 ds
 ‖u0‖2p1 − pλ
t∫
0
E‖u‖2(p−1)1 ‖u‖22 ds + Cp
t∫
0
E‖u‖2(p−1)1 ‖u‖20 ds
 ‖u0‖2p1 −
1
2
pλ
t∫
0
E‖u‖2(p−1)1 ‖u‖22 ds + Cp
t∫
0
E‖u‖2p0 ds. (3.6)
Using the estimate in Lemma 3.1, we have
E
∥∥u(t)∥∥2p1  C(1+ ‖u0‖2p1 )(1+ t p+1).
We therefore end the proof. 
Corollary 3.1. Under the above assumptions, there exists some constant CT , such that
E sup
t∈[0,T ]
∥∥u(t)∥∥2H1 +
T∫
0
E
∥∥u(s)∥∥2H2 ds CT .
Proof. Let
M(t) = 2
∞∑
k=1
t∫
0
〈
u(s),hk
(
u(s)
)〉
1 dW
k
s ,
then, similar to the above lemma, we have
∥∥u(t)∥∥21 + 2λ
t∫
0
‖u‖22 ds ‖u0‖21 + C
t∫
0
‖u‖21 ds + M(t). (3.7)
Taking expectations and using Gronwall inequality, we obtain
sup
t∈[0,T ]
E
∥∥u(t)∥∥2H1 +
T∫
E‖u‖2H2 ds C = C(T ).0
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E sup
t∈[0,T ]
∥∥u(t)∥∥2H1  C(T ) + CE
( T∫
0
∥∥h(u(s))∥∥2L2(l2;L0)∥∥u(s)∥∥2H2 ds
)1/2
 C(T ) + εE sup
t∈[0,T ]
∥∥h(u(s))∥∥2L2(l2;L0) + Cε
T∫
0
E
∥∥u(s)∥∥2H2 ds
 C(T , ε) + CT εE sup
t∈[0,T ]
∥∥(u(s))∥∥2L2 .
Choosing ε = 1/(2CT ), we then obtain
E sup
t∈[0,T ]
∥∥u(s)∥∥2H1  C = C(T ).
We complete the proof. 
3.2. Existence of martingale solutions
Deﬁnition 3.1. We say that (1.1) has a weak solution with initial law ν ∈ M(H1) if there exists a
stochastic basis (Ω,F , P ; {Ft}t0), an H1-valued continuous {Ft}-adapted stochastic process u and
an inﬁnite-dimensional sequence of independent standard {Ft}-Brownian motions {Wk(t): t  0,
k ∈ N} such that
(i) u(0) has law ν in H1;
(ii) for almost all ω ∈ Ω and any T > 0, u(·,ω) ∈ L2([0, T ]; H2);
(iii) it satisﬁes the SGLE in the mild form
u(t) = u0 +
t∫
0
[
(λ + iα)u(s) + N(u(s))]ds + ∞∑
k=1
t∫
0
hk
(
s,u(s)
)
dWks ,
where N(u(s)) = −(κ + iβ)|u(s)|2σ u(s) + γ u(s) for all t  0, P -a.s.
This solution is denoted by (Ω,F , P ; {Ft}t0;W ,u).
We ﬁrst give the following a priori estimates.
Lemma 3.3. For any T > 0, there exists a positive constant C > 0, such that
sup
t∈[0,T ]
E
∥∥u(t)∥∥20 +
T∫
0
E
∥∥∇u(s)∥∥20 ds C,
and
sup
t∈[0,T ]
E
∥∥u(t)∥∥21 +
T∫
0
E
∥∥∇u(s)∥∥21 ds C .
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With this lemma, by Galerkin’s approximation and then the tightness method in [11] and Skorohod
theorem in [15], we can show the existence of a martingale solution. Since what we care about most
is ergodicity of invariant measures, the details of existence of martingale solutions are omitted here
for simplicity.
Remark 3.1. It suﬃces to obtain the global existence of a martingale solution with the estimate in
Lemma 3.3. However, this estimate is too weak to show the ergodicity for an invariant measure since
it admits growing of solutions with time.
3.3. Pathwise uniqueness
Generally there are two types of uniqueness in stochastic differential equations, namely strong
uniqueness and uniqueness in the sense of probability law [16]. For our purpose, we only give the deﬁni-
tion of pathwise uniqueness here.
Deﬁnition 3.2. Given two weak solutions of (1.1) deﬁned on the same probability space together with
the same Brownian motion
(
Ω,F, P ; {Ft}t0;W ,u1
)
,
(
Ω,F, P ; {Ft}t0;W ,u2
)
,
if P {u1(0) = u2(0)} = 1, then P {u1(t,ω) = u2(t,ω), ∀t  0} = 1.
We now prove the following strong uniqueness result with the technique of stopping times.
Theorem 3.1. Let σ = 1. The strong uniqueness holds for the 3D cubic stochastic Ginzburg–Landau equation
(1.1) with H1-initial data.
Proof. Let u1 and u2 be two weak solutions of (1.1) deﬁned on the same probability space together
with the same Brownian motion and starting from the same initial data u0. For any T > 0 and R > 0,
we deﬁne the stopping time
τR := inf
{
t  0:
∥∥u1(t,u0)∥∥1 ∨ ∥∥u2(t,u0)∥∥1  R}.
Let u(t) = u1(t) − u2(t), then by Itô’s formula, we have
∥∥u(t)∥∥2 = −2λ
t∫
0
‖∇u‖2 ds + 2
[ t∫
0
〈
N(u1) − N(u2),u
〉
ds
]
+ 2
∞∑
k=1
t∫
0
〈
hk(t,u1) − hk(t,u2),u
〉
dWks
+
∞∑
k=1
t∫
0
∥∥hk(s,u1(s))− hk(s,u2(s))∥∥2 ds
=: I1(t) + I2(t) + I3(t) + I4(t). (3.8)
1758 X. Pu, B. Guo / J. Differential Equations 251 (2011) 1747–1777For I1, we have
I1(t ∧ τR) = −2λ
t∧τR∫
0
‖u‖21 ds + 2λ
t∧τR∫
0
‖u‖2 ds. (3.9)
For I2, by direct calculations, it is easy to see that
I2(t) = 2γ
t∫
0
‖u‖2 ds − 2(κ + iβ)
t∫
0
〈|u1|2u1 − |u2|2u2,u(s)〉ds
 2γ
t∫
0
‖u‖2 ds + Cκ,β
t∫
0
∥∥|u|(|u1| + |u2|)∥∥2 ds.
By Hölder inequality and Sobolev embedding inequality, we have
∥∥|u|(|u1| + |u2|)∥∥2  2‖u‖2L3(‖u1‖2L6 + ‖u2‖2L6)
 C‖u‖1‖u‖
(‖u1‖21 + ‖u2‖21)
 C R2‖u‖1‖u‖.
Therefore, using Young’s inequality again, we have
I2(t ∧ τR) λ
t∧τR∫
0
‖u‖21 ds + CR
t∧τR∫
0
‖u‖2 ds. (3.10)
Finally, for I4, we have from assumption (H1) that
I4(t ∧ τR) C
t∧τR∫
0
‖u‖2 ds. (3.11)
Therefore, taking expectations of (3.8) and using the inequalities (3.9), (3.10) and (3.11), we have
for any t ∈ [0, T ]
E
∥∥u(t ∧ τR)∥∥2 + λE
t∧τR∫
0
∥∥u(s)∥∥21 ds CRE
t∧τR∫
0
∥∥u(s)∥∥2 ds
 CR
t∫
0
E
∥∥u(s ∧ τR)∥∥2 ds.
Applying Gronwall inequality, we know that for any t ∈ [0, T ]
E
∥∥u(t ∧ τR)∥∥2 = 0.
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theorem. 
A result, named after Yamada and Watanabe, shows that weak existence plus pathwise uniqueness
implies the existence of a unique strong solution, see [22]. An introduction of this can be found in
Karatzas and Shreve [16]. Extensions are made by several authors, the interested readers may refer to
[9,18]. Note that both weak existence of solutions and strong uniqueness have been obtained for the
SGLE, we indeed have proven Theorem 2.1.
4. Invariant measures and ergodicity
In this section, we prove the main Theorem 2.2. We ﬁrst show the existence of an invariant mea-
sure following Krylov–Bogoliubov theorem [6]. Then we study its uniqueness following the strategy
in [14].
4.1. Existence of invariant measures
For ﬁxed u0 ∈ H1, we denote the unique solution in Theorem 2.1 by u(t;u0). Then {u(t,u0): t  0,
u0 ∈ H1} forms a strong Markov process with state space H1. For two initial data u01,u02 ∈ H1, we
denote ui = u(t,u0i) the solutions starting from u0i , i = 1,2. In the following, we ﬁrst show some
stability result. Let R > 0, we deﬁne
τR := inf
{
t ∈ [0, T ]: ∥∥u(t,u01)∥∥1 ∨ ∥∥u(t,u02)∥∥1  R}.
Lemma 4.1. Let assumption (H1) hold, then there exists constant C = Ct,R such that
E
∥∥u(t ∧ τR;u01) − u(t ∧ τR;u02)∥∥21  Ct,R‖u01 − u02‖21. (4.1)
Proof. Let w(t) = u(t,u01) − u(t,u02). Multiplying the equation with (I − )w , using integration by
parts formula and then taking the real part, we deduce
∥∥w(t ∧ τR)∥∥21 = ∥∥w(0)∥∥21 + 2
t∧τR∫
0
〈
Au1(s) − Au2(s),w(s)
〉
1 ds
+ 2
t∧τR∫
0
〈
N
(
u1(s)
)− N(u2(s)),w(s)〉1 ds
+ 2
∞∑
k=1
t∧τR∫
0
〈
hk
(
u1(s)
)− hk(u2(s)),w(s)〉1 ds
+
∞∑
k=1
t∧τR∫
0
∥∥hk(u1(s))− hk(u2(s))∥∥21 ds
=: ∥∥w(0)∥∥21 + I1(t) + I2(t) + I3(t) + I4(t), (4.2)
where Au and N(u) are as in Theorem 2.1.
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I1(t ∧ τR) = 2λ
t∧τR∫
0
〈
w(s),w(s)
〉
1 ds
= −2λ
t∧τR∫
0
〈
(I − )w(s), (I − )w(s)〉ds + 2λ
t∧τR∫
0
〈
w(s), (I − )w(s)〉ds
= −2λ
t∧τR∫
0
∥∥w(s)∥∥H2 ds + 2λ
t∧τR∫
0
∥∥w(s)∥∥H1 ds.
For I2, we have by mean value theorem
I2(t ∧ τR) = 2γ
t∧τR∫
0
〈
w(s), (I − )w(s)〉0 ds
− 2(κ + iβ)
t∧τR∫
0
〈|u1|2u1 − |u2|2u2, (I − )w(s)〉ds
 C
t∧τR∫
0
∥∥w(s)∥∥21 ds + λ2
t∧τR∫
0
∥∥w(s)∥∥22 ds + C
t∧τR∫
0
∥∥|w||U |2∥∥2 ds,
where U = |u1| + |u2|. However, by Sobolev embedding theorem,
C
t∧τR∫
0
∥∥|w||U |2∥∥2 ds C
t∧τR∫
0
‖w‖2L∞‖U‖4L4 ds
 CR
t∧τR∫
0
‖w‖2‖w‖0 ds
 λ
2
t∧τR∫
0
∥∥w(s)∥∥22 ds + CR
t∧τR∫
0
‖w‖2 ds.
Finally, for the last term I4, we have
I4(t ∧ τR) 
t∧τR∫
0
∥∥∇h(s,u1(s))− ∇h(s,u2(s))∥∥2 ds +
t∧τR∫
0
∥∥h(s,u1(s))− h(s,u2(s))∥∥2 ds
=: J1 + J2.
Recalling assumptions (H1) and (H2), by chain rule, Sobolev embedding and interpolation inequality,
we have
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
∫ ∥∥∂uh(u1) · ∇u1 − ∂uh(u1) · ∇u2 + ∂uh(u1) · ∇u2 − ∂uh(u2) · ∇u2∥∥2l2 dx
 C2h‖∇w‖2 + C2h
∫
|u1 − u2|2|∇u2|2 dx
 C2h‖∇w‖2 + C2h‖u2‖21|w|2L∞
 C2h‖w‖21 + Ch,R‖u2‖21‖w‖2‖w‖1
 λ
2
‖w‖22 + Ch,R‖w‖21.
Therefore,
J1 
t∧τR∫
0
λ
2
‖w‖22 + Ch,R‖w‖21 ds.
Note also that from assumption (H1), J2 can be bounded by
J2  C2h
t∧τR∫
0
‖w‖2 ds.
Therefore, collecting all the estimates for I1 − I4, and taking expectation of (4.2), we get
E
∥∥w(t ∧ τR)∥∥21  ‖u01 − u02‖21 + Ch,R
t∧τR∫
0
∥∥w(s)∥∥21 ds
 ‖u01 − u02‖21 + Ch,R
t∫
0
E
∥∥w(s ∧ τR)∥∥21 ds.
By Gronwall lemma, the stability estimate (4.1) holds. 
Now we consider the transition semigroup associated with {u(t,u0)}. Let Cb(H1) denote the set of
all bounded and locally uniformly continuous functions on H1. Clearly, under the norm
‖ϕ‖∞ := sup
u∈H1
∣∣ϕ(u)∣∣,
Cb(H1) is a Banach space. For t > 0, the semigroup Pt associated with {u(t,u0): t  0, u0 ∈ H1} is
deﬁned by
(Ptϕ)(u0) = E
(
ϕ
(
u(t,u0)
))
, ϕ ∈ Cb
(
H1
)
.
Theorem 4.1. Let σ  1 and assumption (H1) hold, for every t > 0, Pt maps Cb(H1) into itself, i.e., {Pt}t0 is
a Feller semigroup on Cb(H1).
1762 X. Pu, B. Guo / J. Differential Equations 251 (2011) 1747–1777Proof. Let ϕ ∈ Cb(H1) be given. By deﬁnition, Ptϕ is bounded on H1. To see that it is also locally
uniformly continuous, it suﬃces to show that for any ε > 0, t > 0 and m ∈ N, there exists δ > 0 such
that
sup
u01,u02∈Bm‖u01−u02‖δ
∣∣Ptϕ(u01) −Ptϕ(u02)∣∣< ε, (4.3)
where Bm := {u ∈ H1: ‖u‖1 m}. As before, we deﬁne
τR = inf
{
t  0:
∥∥u(t;u01)∥∥1 ∨ ∥∥u(t;u02)∥∥1  R}.
First, for solutions u(t;u0i) (i = 1,2), we know from (2.3) that
E
∣∣ϕ(u(t;u0i))− ϕ(u(t ∧ τR;u0i))∣∣ 2‖ϕ‖∞P {τR < t}
 2‖ϕ‖∞ sup
u0i∈Bm
E
[
sup
s∈[0,t]
∥∥u(s;u0i)∥∥2]/R2
 2Ct,m‖ϕ‖∞/R2.
Therefore, we can choose R >m suﬃciently large such that for u01,u02 ∈ Bm
E
∣∣ϕ(u(t;u0i))− ϕ(u(t ∧ τR;u0i))∣∣ ε/4, i = 1,2. (4.4)
Secondly, since ϕ is locally uniformly continuous, for the above ﬁxed R , there exists δR > 0 such
that for any u1,u2 ∈ Bm with ‖u1 − u2‖H1  δR ,
∣∣ϕ(u1) − ϕ(u2)∣∣ ε/4.
Therefore for u01,u02 ∈ Bm with ‖u01 − u02‖2H1 
εδ2R
8Ct,R‖ϕ‖∞ , by the stability result in Lemma 4.1 and
Chebyshev inequality, we have
E
∣∣ϕ(u(t ∧ τR;u01))− ϕ(u(t ∧ τR;u02))∣∣
=
∫
Ω+δR
∣∣ϕ(u(t ∧ τR;u01))− ϕ(u(t ∧ τR;u02))∣∣ P (dω)
+
∫
Ω−δR
∣∣ϕ(u(t ∧ τR;u01))− ϕ(u(t ∧ τR;u02))∣∣ P (dω)
 ε/4+ 2‖ϕ‖∞P
{∥∥u(t ∧ τR;u01) − u(t ∧ τR;u01)∥∥H1 > δR}
 ε/4+ 2‖ϕ‖∞
E‖u(t ∧ τR;u01) − u(t ∧ τR;u01)‖2H1
δ2R
 ε/2, (4.5)
where Ω+δR := {ω: ‖u(t ∧ τR ;u01) − u(t ∧ τR ;u02)‖H1  δR} and Ω−δR := {ω: ‖u(t ∧ τR;u01) −
u(t ∧ τR;u02)‖H1 < δR}. Combining (4.4) and (4.5), (4.3) is proved by choosing δ =
√
εδR
2
√
2Ct,R‖ϕ‖∞ . 
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semigroup Pt such that for any t  0 and ϕ ∈ Cb(H1)
∫
H1
Ptϕ(u)μ∗(du) =
∫
H1
ϕ(u)μ∗(du).
Proof. Since H2 ↪→ H1 compactly, by the classical Krylov–Bogoliubov theorem [6], to show the exis-
tence of an invariant measure it is enough to show that:
For any ε > 0, there exists M > 0 such that for all T > 1,
1
T
T∫
0
P
(∥∥u(s)∥∥2H2 > M)ds < ε. (4.6)
From (3.4) and the ﬁrst inequality of (3.6), we know that
E
∥∥u(t)∥∥21  ‖u0‖21 − 2λ
t∫
0
E‖u‖22 ds + C
t∫
0
E‖u‖21 ds
 ‖u0‖2H1 − 2λ
t∫
0
E‖u‖22 ds + C · t.
Therefore, there exists some constant C dependent on the parameters and the initial data u0, but
independent of t , such that for any t  1,
1
t
t∫
0
E
∥∥u(s)∥∥22 ds C .
By a standard argument by contradiction, (4.6) is proved, which follows the existence of an invariant
measure. 
4.2. Ergodicity
In this subsection, we prove Theorem 2.2. The following proposition which was proved in Hairer
and Mattingly [14], will be useful in our analysis.
Proposition 4.1. Let Pt be an asymptotically strong Feller Markov semigroup and there exists a point x such
that x ∈ suppμ for every invariant probability measure μ of Pt , then there exists at most one invariant prob-
ability measure for Pt .
To apply this proposition to the stochastic Ginzburg–Landau equation, we divide the following
proof into two parts. In the ﬁrst one, we show that the semigroup Pt associated to the SGLE (2.4)
with degenerate noise enjoys the asymptotically strong Feller property. In the second part, we show
that 0 belongs to the support of any invariant measure for Pt .
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To emphasize the dependence of the solutions on the noise realization, we denote u(t,ω;u0) =
Φt(ω,u0). In other words, Φt : C([0, t];RN ) × H1 → H1 is the solution map such that Φt(ω,u0) is a
solution with initial data u0 and noise realization ω.
Given v ∈ L2loc(R+,RN ), the Malliavin derivative of the H1-valued random variable Φt(ω,u0) with
respect to ω in the direction v is given by
Dvu(t,ω;u0) = lim
ε→0
Φt(ω + εV ,u0) − Φt(ω,u0)
ε
,
where V (t) = ∫ t0 v(r)dr and the limit holds almost surely with respect to the Wiener measure. For
0 s < t , Js,tξ is the solution of the linearized equation
∂tJs,tξ = (λ + iα)Js,tξ +N
(
u(t,ω;u0),Js,tξ
)
, Js,sξ = ξ, (4.7)
where N is linear with respect to the second argument and given by
N (η, ξ) = γ ξ − (κ + iβ)[|η|2ξ + 2(η¯ · ξ)η]. (4.8)
Note also that Js,t enjoys the cocycle property Js,t = Js,rJr,t for r ∈ [s, t].
When s = 0, we simply write Jtξ = J0,tξ . It is not diﬃculty to show that for every ω,
(Jtξ)(ω) = lim
ε↓0
Φt(ω,u0 + εξ) − Φt(ω,u0)
ε
. (4.9)
The proof of this limit is given at the end of this section.
Observe that v can be random and possibly nonadapted to the ﬁltration generated by the incre-
ments of W . If we set At v =Dvu(t,ω;u0), then
∂tAt v = (λ + iα)At v +N
(
u(t,ω;u0),At v
)+ Q v(t), A0v = 0. (4.10)
Since N (·,·) is linear with respect to the second argument, by the formula of variation,
At : L2([0, t];RN ) → H1 is given by
At v =
t∫
0
Js,t Q v(s)ds.
Roughly speaking, Jtξ is the perturbation of u(t,ω;u0) caused by initial perturbation ξ of u0,
while At v is the perturbation at time t caused by an inﬁnitesimal variation in the Wiener space over
interval [0, t]. If we can ﬁnd such a v such that they cause the same effect, i.e., Jtξ = At v , then
it can be shown in the spirit of Hairer and Mattingly [14] that Pt is strong Feller and ergodicity
follows. However in most cases with degenerate noise, such property does not hold, mainly due to
the non-invertibility of the Malliavin matrix, see [6].
Therefore, we consider the difference ρ(t) = Jtξ −At v[0,t] which we wish to drive to 0. Hereafter,
v[0,t] is the restriction of v to the interval [0, t]. This is idea of introducing asymptotically strong Feller
in the paper [14]. From (4.7) and (4.10), it is easy to see that ρ(t) satisﬁes the equation
∂tρ = (λ + iα)ρ +N
(
u(t,ω;u0),ρ
)− Q v(t), ρ(0) = ξ. (4.11)
In the following, H1 denote the ﬁnite-dimensional “low-frequency” subspace of H
1
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and H1h denote the corresponding “high-frequency” subspace of H
1 such that the direct sum de-
composition holds: H1 = H1 ⊕ H1h . This decomposition naturally associates the projecting operator
π : H1 → H1 with
ξ = πξ :=
N∑
i=1
〈
(−)ei, ξ
〉
ei ∈ H1 , ∀ξ ∈ H1.
We also use πh = I − π to denote the projection on the co-dimensional space H1h .
Before proving the main result, we give some lemmas.
Lemma 4.2. For any η, ξ ∈ H1 , we have
〈
ξh,N (η, ξl + ξh)
〉
1 
λ
2
‖ξh‖2 + C0
(‖ξh‖2H1 + ‖ξ‖2H1)
× (1+ ‖η‖2H2 + ∥∥|η||∇η|∥∥2L2), (4.12)∥∥πlN (η, ξ)∥∥2H1  CN‖ξ‖2(1+ ‖η‖4L4), (4.13)
where N (·,·) is given in (4.8). Here, C0 does not depend on N.
Proof. For (4.12), we have
〈
ξh,N (η, ξl + ξh)
〉
H1 = I1 + I2 + I3,
where
I1 = γ 〈ξh, ξl + ξh〉1,
I2 = −(κ + iβ)
〈
ξh, |η|2(ξl + ξh)
〉
1,
I3 = −(κ + iβ)
〈
ξh,
(
η¯ · (ξl + ξh)
)
η
〉
1.
For I1, we have
I1  γ ‖ξh‖2H1 .
For I2, we have
I2 = −(κ + iβ)
〈∇ξh, |η|2∇(ξ + ξh)〉0 − (κ + iβ)〈∇ξh, ξh∇(|η|2)〉0
 C‖η‖2L∞
∥∥|∇ξh||∇ξ |∥∥L1 + C‖∇ξh‖L6‖ξ‖L3∥∥∇(|η|2)∥∥L2
 C‖η‖2H2
(‖ξh‖2H1 + ‖ξ‖2H1)+ λ4‖ξh‖2H2 + C‖ξ‖2H1
∥∥|η||∇η|∥∥2L2 .
For I3, it is easy to see that
I3  I2.
Adding these estimates together, we get (4.12).
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〈ei, ξ〉1 = 〈ei, ξ〉0  Cei‖ξ‖,〈
ei,π
(|η|2ξ)〉1  Cei‖η‖2L4‖ξ‖L2 ,〈
ei,π
((η¯ · ξ)η)〉 Cei‖η‖2L4‖ξ‖L2 ,
we have by adding them together
∥∥πlN (η, ξ)∥∥2H1 =
N∑
i=1
〈
ei,N (η, ξ)
〉2
1  CN‖ξ‖2L2
(
1+ ‖η‖4L4
)
,
where the constant CN depends on N . We complete the proof for (4.13). 
Lemma 4.3. For any  > 0, there exist constants C1,C2 > 0 such that for any t > 0 and u0 ∈ H1 , there holds
Eexp
{

t∫
0
∥∥u(s)∥∥2H2 + ∥∥|u||∇u|∥∥2L2 ds
}
 exp
{
C1‖u0‖2H1 + C2t
}
.
Proof. Let Ft := C(‖u(t)‖2H2 + ‖|u||∇u|‖2L2).
By Itô’s formula, we have
∥∥u(t)∥∥2 = ‖u0‖2 − 2λ
t∫
0
∥∥∇u(s)∥∥2 ds + 2γ
t∫
0
∥∥u(s)∥∥2 ds
− 2κ
t∫
0
∥∥u(s)∥∥4L4 ds + 2
t∫
0
〈
u(s),dws
〉+ E0 · t. (4.14)
By Hölder inequality and Young’s inequality, we have
2γ
∥∥u(s)∥∥2L2 − 2κ∥∥u(s)∥∥4L4  C − κ∥∥u(s)∥∥4L2 .
Therefore, (4.14) implies that
∥∥u(t)∥∥2 = ‖u0‖2 +
t∫
0
(
C − 2λ∥∥∇u(s)∥∥2 − κ∥∥u(s)∥∥4)ds + 2
t∫
0
〈
u(s),dws
〉
.
From [21, Lemma 6.2] it follows that for any  > 0
Eexp
{

t∫
0
∥∥u(s)∥∥2H1 ds
}
 exp
{
‖u0‖2L2 + Ct
}
. (4.15)
Here, the constant C does not depend on N .
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d
∥∥u(t)∥∥2H1  C(−Ft + ∥∥u(t)∥∥2H1)dt + 2〈u(t),dw〉1 + E1 dt.
Integrating this identity, we have
∥∥u(t)∥∥2H1 − ‖u0‖2H1 −
t∫
0
Fs ds + C
t∫
0
∥∥u(s)∥∥2H1 ds + 2
t∫
0
〈
u(t),dw
〉
1 +
t∫
0
E1 ds.
Multiplying this with  and then taking exponential, we get
e
‖u(t)‖2
H1 · e−‖u0‖2H1  e−
∫ t
0 Fs ds · eC
∫ t
0 ‖u(s)‖2H1 ds · e−
∫ t
0 ‖u(s)‖2H1 ds+2
∫ t
0 〈u(t),dw〉1 · eE1t .
Let Ms := −
∫ t
0 ‖u(s)‖2H1 ds + 2
∫ t
0 〈u(t),dw〉1. Take expectation and rearrange this inequality to get
Ee
∫ t
0 Fs ds  E
[
e
−‖u(t)‖2
H1 · e‖u0‖2H1 · eC
∫ t
0 ‖u(s)‖2H1 ds · eMs · eE1t].
By (4.15), eMs is an exponential martingale and therefore
Ee5Ms = Ee5M0 = 1,
and
Ee−5‖u(t)‖
2
H1  1,
we have from Hölder inequality that
Ee
∫ t
0 Fs ds  e‖u0‖
2
H1 · eE1t(EeC ∫ t0 ‖u(s)‖2H1 ds)1/5.
Recalling the estimate in (4.15), we easily get
Ee
∫ t
0 Fs ds  eC1‖u0‖
2
H1 · eC2t,
where C1 depends on l and C2 depends on E0,E1 and . 
Corollary 4.1. For any p  1 integers, we have
E
[ t∫
0
∥∥u(s)∥∥2H2 + ∥∥|u||∇u|∥∥2L2 ds
]p
 p!exp{‖u0‖2 + Ct}.
Proof. The result follows from Lemma 4.3 and the fundamental inequality xp  p!ex . 
We are now in a proper position to prove the asymptotically strong Feller property for the semi-
group Pt .
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N∗ ∈ N and constants C, δ > 0 such that for any t > 0, u0 ∈ H1 , and any Fréchet differentiable function ϕ on
H1 with ‖ϕ‖∞,‖∇ϕ‖∞ < ∞,
∥∥∇Ptϕ(u0)∥∥ C0 exp{C1‖u0‖2H1}(‖ϕ‖∞ + ‖∇ϕ‖∞e−δt). (4.16)
Proof. For any ξ ∈ H1 with ‖ξ‖H1 = 1. We deﬁne
ζ(t) =
{
ξ · (1− t2‖ξ‖H1 ), t ∈ [0,2‖ξ‖H1 ],
0, (2‖ξ‖H1 ,∞).
For the high-frequency part, we let ζh(t) satisfy the equation
∂tζh = (λ + iα)ζh +πhN
(
u(t), ζ + ζh
)
, ζh(0) = ξh. (4.17)
Deﬁne
v(t) = Q −1Gt, (4.18)
where Gt = ζ(t)2‖ζ(t)‖H1 + (λ + iα)ζ + πN (u(t), ζ + ζh). It is immediate that ζ = ζ + ζh satisfy the
equation
∂tζ(t) = −1
2
ζ(t)
‖ζ(t)‖H1
+ (λ + iα)ζh(t) + πhN
(
u(t), ζ(t) + ζh(t)
)
,
with the same initial data ζ(0) = ξ . From (4.11), it is clear that ρ(t) and ζ(t) satisfy the same equa-
tion, with the same initial data ρ(0) = ζ(0) = ξ , therefore ρ = ζ .
In the following, we will show that for given ξ and v(t) deﬁned as in (4.18), ρ(t) tends to 0 as
t → ∞. To get the estimate (4.16), we give two preliminary estimates in the following two steps.
Step 1. Show that there exist constants ν > 0 and C > 0 such that
E
∥∥ζ(t)∥∥H1  CeC‖u0‖2H1−δt . (4.19)
For the “low-frequency” part ζl , we have by deﬁnition ‖ζl(t)‖H1  1 for 0 t  2 and ‖ζl(t)‖H1 = 0
for t  2. In particular,
E
∥∥ζl(t)∥∥pH1  C . (4.20)
For the “high-frequency” part ζh , we use Eq. (4.17). By Lemma 4.2,
d
dt
∥∥ζh(t)∥∥2H1 = −2λ∥∥ζh(t)∥∥2 + 2〈ζh(t),πhN (u(t), ζl + ζh)〉H1
−λ∥∥ζh(t)∥∥2 + 2C0(1+ Ft)(‖ζh‖2H1 + ‖ζ‖2H1)

(−λλN + 2C0(1+ Ft))∥∥ζh(t)∥∥2H1 + 2C0(1+ Ft)‖ζ‖2H1 .
Noting that ‖ζl(t)‖2 = 0 for all t  2, we have by Gronwall inequality that
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{
−λλNt + 2C0
t∫
0
(1+ Fs)ds
}
+ C exp
{
−λλN(t − 2) + 2C0
t∫
0
(1+ Fs)ds
} 2∫
0
∥∥ζ(s)∥∥2H1 ds. (4.21)
Recall that λN → ∞ as N → ∞ and the fact that ‖ζl(t)‖H1  1 for 0  t  2. By Lemma 4.3, and
Hölder inequality, there exist constant δ > 0 and N∗ such that when N  N∗ ,
E
∥∥ζh(t)∥∥2H1  CeC‖u0‖2H1−δt .
Indeed, from (4.21) and Corollary 4.1, we know that for any p  1, there exist constants C , δ and N∗
such that for N  N∗ ,
E
∥∥ζh(t)∥∥pH1  C(1+ ∥∥ζh(0)∥∥pH1)eC‖u0‖2H1−δt .
Combining this and the low frequency estimate (4.20) together, we have the higher moment estimate
E
∥∥ζ(t)∥∥pH1  CeC‖u0‖2H1−δt . (4.22)
In particular, (4.19) holds when p = 1.
Step 2. Show that
∫∞
0 E‖v(t)‖2 dt  CeC‖u0‖
2
.
For v(t) in (4.18), since
‖ζ‖2H1  λ2N‖ζ‖2L2  CN
∥∥ζ(t)∥∥2L2 ,
we get from Lemma 4.2 that
E
∥∥v(t)∥∥2  CE‖Gt‖2H1
 CN
{
1t2 + E
[∥∥ζ(t)∥∥2L2(1+ ∥∥u(t)∥∥4L4)]}
 CN
{
1t2 +
(
E
∥∥ζ(t)∥∥4)1/2(1+ E∥∥u(t)∥∥8L4)1/2}.
From Lemma 3.2 with p = 4, E‖u(t)‖8
L4
grows at most polynomially while from (4.22) we know that
E‖ζ(t)‖4 decays exponentially, therefore
∞∫
0
E
∣∣v(t)∣∣2 dt  CeC‖u0‖2 , (4.23)
as is expected. From the proof, it seems necessary to get the higher momentum estimate of ‖u(t)‖H1
in Lemma 3.2.
Finally, we turn to the proof of (4.16). Let Pt and ϕ be as above. By chain rule and integration by
parts formula, we have
1770 X. Pu, B. Guo / J. Differential Equations 251 (2011) 1747–1777〈∇Ptϕ(u0), ξ 〉H1 = E〈∇(ϕ(u(t))), ξ 〉H1 = E〈(∇ϕ)(u(t)),Jtξ 〉H1
= E〈(∇ϕ)(u(t)),At v[0,t] + ρ(t)〉H1
= E[Dv(ϕ(u(t;u0)))]+ E〈(∇ϕ)(u(t)),ρ(t)〉H1
= E
[
ϕ
(
u(t;u0)
) t∫
0
v(s)dWs
]
+ E〈(∇ϕ)(u(t)),ρ(t)〉H1
 ‖ϕ‖∞E
∣∣∣∣∣
t∫
0
v(s)dWs
∣∣∣∣∣+ ‖∇ϕ‖∞E∥∥ρ(t)∥∥H1 .
Now, since v[0,t] is adapted to the Wiener path, we have by (4.23)
E
∣∣∣∣∣
t∫
0
v(s)dWs
∣∣∣∣∣
( t∫
0
E
∥∥v(s)∥∥2 ds
)1/2
 CeC‖u0‖2 .
The estimate (4.16) then follows from the estimate (4.19). 
4.2.2. A support property
We ﬁrst prove the following lemma. The idea can be found in [6,21].
Lemma 4.4. Assume (H4) holds, then for any r1, r2 > 0, there exists some T > 0 such that
inf‖u0‖H1r1
P
{
ω:
∥∥u(T ,ω;u0)∥∥H1  r2}> 0.
Proof. Set v(t) = u(t) −w(t), then
v ′(t) = (λ + iα)(v(t) +w(t))+ γ (v +w) − (κ + iβ)|v +w|2(v +w). (4.24)
Let T > 0 and ε > 0, to be determined later. We assume that
sup
t∈[0,T ]
∥∥w(t,ω)∥∥H6 < ε. (4.25)
By multiplying the equation with v(t), and integration by parts, we have
d
dt
∥∥v(t)∥∥2 = −2λ∥∥∇v(t)∥∥2 + 2(λ + iα)〈w(t), v(t)〉
+ 2γ ∥∥v(t)∥∥2 + 2γ〈w(t), v(t)〉
− 2(κ + iβ)〈|v +w|2(v +w), v(t)〉
=: I1 + I2 + I3. (4.26)
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I1 + I2 −2λ
∥∥∇v(t)∥∥2 + 2γ ∥∥v(t)∥∥2 + Cε∥∥v(t)∥∥
−2λ∥∥∇v(t)∥∥2 + 2γ ∥∥v(t)∥∥2 + Cε + Cε∥∥v(t)∥∥2.
For I3, since
2Re(κ + iβ)〈|v +w|2(v +w),w〉 2C‖w‖L∞‖v +w‖3L3
 Cε‖v‖3L3 + Cε4
 Cε‖∇v‖L2‖v‖2L2 + Cε
 δ‖∇v‖2L2 + Cεδ−1‖v‖4L2 + Cεδ−1
it is estimated that
I3 −2κ‖v +w‖4L4 + δ‖∇v‖2L2 + Cε‖v‖4L2 + Cε.
Let λ˜ = 1(2λ−δ)−2γ , from assumption (H2), we can choose δ suﬃciently small (e.g., δ = λ−γ −11 )
such that λ˜ > 0. Fix such a δ, then from estimates for I1, I2, I3, we obtain
d
dt
∥∥v(t)∥∥2 −λ˜∥∥v(t)∥∥2 + Cε∥∥v(t)∥∥4 + Cε.
Therefore, from [21, Lemma 6.1], we have that for any ε′,h > 0, there exist T ′ > 0 and ε small
enough such that
sup
t∈[0,T ′]
∥∥v(t)∥∥L2  2r1, (4.27)
and
sup
t∈[T ′,T ′+h]
∥∥v(t)∥∥L2 < ε′. (4.28)
Now we turn to the H1 estimates. Taking inner product of (4.24) with −v(t) and using integrat-
ing by parts, we have
d
dt
∥∥v(t)∥∥H1 = 2Re〈(λ + iα)v, v〉H1 + 2Re〈(λ + iα)w, v〉H1 + 2γ 〈v, v〉H1 + 2γ 〈w, v〉H1
− 2Re〈(κ + iβ)|v +w|2(v +w), v +w〉H1 + 2Re〈(κ + iβ)|v +w|2(v +w),w〉H1
= J1 + J2 + J3 + J4.
Similarly to the previous estimates, we have
J1 −2λ
∥∥∇v(t)∥∥2H1 + Cε + Cε∥∥v(t)∥∥2L2 ,
J2  2γ
∥∥v(t)∥∥2 1 + Cε + Cε∥∥v(t)∥∥22 .H L
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√
3κ ,
J3 = −2κ‖v +w‖4L4 − 2(κ + iβ)
〈∇(|v +w|2(v +w)),∇(v +w)〉
−2κ‖v +w‖4L4 − 4κ
∥∥|v +w|∇(v +w)∥∥2L2 + 2(κ + iβ)
∫
(v +w)2(∇(v +w))2
−2κ‖v +w‖4L4 .
Finally, for J4, we have by interpolation
J4(t) = 2
〈
(κ + iβ)|v +w|2(v +w), (I − )w〉
 δ‖∇v‖2L2 + Cε‖v‖4L2 + Cε.
Combining the above estimates yields that (choosing δ = λ − γ −11 )
d
dt
∥∥v(t)∥∥2H1 −2λ∥∥∇v(t)∥∥2H1 + 2γ ∥∥v(t)∥∥2H1 + δ∥∥v(t)∥∥2H1 + Cε + Cε∥∥v(t)∥∥4L2
−λ˜‖v‖2H1 + C
∥∥v(t)∥∥2L2 + Cε + Cε∥∥v(t)∥∥4L2 ,
where λ˜ = λ1 − γ > 0. By Gronwall’s inequality, we have
∥∥v(t)∥∥2H1  e−λ˜(t−s)∥∥v(s)∥∥2H1 + Cλ˜
{
C sup
r∈[s,t]
∥∥v(r)∥∥2L2 + Cε sup
r∈[s,t]
∥∥v(r)∥∥4L2 + Cε}.
Letting s = 0 and t = T ′ , we have by (4.27) that
∥∥v(T ′)∥∥2H1  C(r41 + 1).
Then letting s = T ′ and t = T ′ + h, we have
∥∥v(T ′ + h)∥∥2H1  Ce−λ˜h(r41 + 1)+ C{ sup
r∈[T ′,T ′+h]
∥∥v(r)∥∥2L2 + Cε sup
r∈[T ′,T ′+h]
∥∥v(r)∥∥4L2 + Cε},
which together with (4.28) yields that there exist a T large enough and ε ∈ (0,1) small enough such
that
∥∥v(T )∥∥H1 < r22 .
Taking (4.25) into account, there exist a T large enough and ε ∈ (0,1) small enough such that
∥∥u(T ,ω,u0)∥∥H1 < r2.
Let
Ωε =
{
ω: sup
t∈[0,T ]
∥∥w(t,ω)∥∥H6 < ε},
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Ωε ⊂
⋂
‖u0‖H1r1
{
ω:
∥∥u(T ,ω;u0)∥∥H1  r2}.
Since Ωε is an open set and P {Ωε} > 0, the result follows. 
Now we prove the following
Proposition 4.3. 0 belongs to the support of any invariant measure of {Pt}t0 .
Proof. For every invariant measure μ, we choose some r1 > 0 such that
μ(Br1) 1/2.
By the deﬁnition of an invariant measure and the above lemma, for any r2 > 0,
μ(Br2) = P∗t μ(Br2) =
∫
H1
Pt(x, Br2)μ(dx)
=
∫
H1
Pt1Br2 (x)μ(dx)
∫
Br1
Pt1Br2 (x)μ(dx)
 inf
x∈Br1
Pt1Br2 (x) · μ(Br1) > 0,
which implies that 0 belongs to the support of μ. 
4.3. Proof of the derivative ﬂow equation (4.9)
In this subsection, we prove Eq. (4.9).
Lemma 4.5. For any T > 0, there exists a constant CT > 0 such that for each ω and u0 ∈ H1
sup
t∈[0,T ]
∥∥u(t,ω)∥∥2H1 +
T∫
0
∥∥u(t,ω)∥∥2H2 dt  CT (1+ ‖u0‖2H1 + sup
t∈[0,T ]
∥∥w(t,ω)∥∥4H6).
Proof. Consider estimate (4.26) in Lemma 4.4. For I1 and I2 we have a new estimate
I1 + I2 −2λ
∥∥∇v(t)∥∥2L2 + C‖w‖L2∥∥v(t)∥∥L2 + (2γ + 1)∥∥v(t)∥∥2L2 + C∥∥w(t)∥∥2L2 .
For I3, we have
I3 = −2Re(κ + iβ)
〈|v +w|2(v +w), v(t)〉
= −2Re(κ + iβ)〈|v +w|2(v +w), v +w〉− 2Re(κ + iβ)〈|v +w|2(v +w),w〉
=: I31 + I32.
Since
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and
I32  c‖w‖L∞‖v +w‖3L3
 c‖w‖L∞‖v +w‖3L4
 κ‖v +w‖4L4 + c‖w‖4L∞ ,
we have
d
dt
∥∥v(t)∥∥2L2  C∥∥v(t)∥∥2L2 + C(‖w‖2H2 +w‖4H2).
By Gronwall’s lemma, we have
sup
t∈[0,T ]
∥∥v(t)∥∥2L2  CT (1+ sup
t∈[0,T ]
(‖w‖2H2 + ‖w‖4H2)).
The second step is to estimate the H1-norm, however, since this is similar to the proof of Lemma 4.4,
we omit the details for simplicity. 
For ξ ∈ H1, let us consider a small perturbation of the initial value given by uε(0) = u0 + εξ .
The corresponding solution of (2.4) is denoted by uε(t).
Set
ξε(t) =
(
uε(t) − u(t)
)
/ε.
Then ξε(t) satisﬁes ⎧⎪⎪⎨
⎪⎪⎩
ξ ′ε(t) = (λ + iα)ξε(t) + γ ξε(t) − (κ + iβ)
∣∣uε(t)∣∣2ξε(t)
− (κ + iβ)(|uε|2 − ∣∣u(t)∣∣2)u(t)/ε,
ξε(0) = ξ.
(4.29)
For this equation, we have
Lemma 4.6. For any T > 0, there is a CT > 0 such that for any ε ∈ (0,1)
sup
t∈[0,T ]
∥∥ξε(t)∥∥2H1 +
T∫
0
∥∥ξε(t)∥∥2H2 dt  CT .
Proof. As in the proof of Lemma 4.1, we have
d
dt
∥∥ξε(t)∥∥2H1 −λ∥∥ξε(t)∥∥2H2 + C∥∥ξε(t)∥∥2H1 + C∥∥ξε(t)∥∥2L6∥∥uε(t)∥∥4L6
+ C∥∥ξε(t)∥∥2L6(∥∥uε(t)∥∥4L6 + ∥∥u(t)∥∥4L6)
−λ∥∥ξε(t)∥∥2H2 + C(1+ ∥∥uε(t)∥∥4L6 + ∥∥u(t)∥∥4L6)∥∥ξε(t)∥∥2H1 ,
which together with Lemma 4.5 yields the desired estimate. 
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Λε(t) = ξε(t) −Jtξ.
It is not hard to see that Λε(t) satisﬁes
Λ′ε(t) = (λ + iα)Λε(t) + γΛε(t) −
5∑
i=1
Fi(t), (4.30)
where
F1(t) = (κ + iβ)
[∣∣uε(t)∣∣2 − ∣∣u(t)∣∣2]ξε(t),
F2(t) = (κ + iβ)|u|2Λε(t),
F3(t) = −ε(κ + iβ)
∣∣ξε(t)∣∣2u(t),
F4(t) = −(κ + iβ)|u|2Λε(t),
F5(t) = −(κ + iβ)Λε(t)
(
u(t)
)2
.
From (4.30) and Young’s inequality, we have
d
dt
∥∥Λε(t)∥∥2H1 −λ∥∥Λε(t)∥∥2H2 + C∥∥Λε(t)∥∥2L2 + C
5∑
i=1
∥∥Fi(t)∥∥2L2 .
Now, we estimate the sum on the right-hand side.
For Fi , i = 1, . . . ,5, by Hölder inequality and Sobolev embedding, we have
∥∥F1(t)∥∥2L2  Cε2
∫ ∣∣ξε(t)∣∣4(∣∣uε(t)∣∣2 + ∣∣u(t)∣∣2)
 Cε2
∥∥ξε(t)∥∥4L6(∥∥uε(t)∥∥2L6 + ∥∥u(t)∥∥2L6)
 Cε2
∥∥ξε(t)∥∥4H1(∥∥uε(t)∥∥2H1 + ∥∥u(t)∥∥2H1),∥∥F2(t)∥∥2L2 + ∥∥F4(t)∥∥2L2 + ∥∥F5(t)∥∥2L2  C∥∥Λε(t)∥∥2H1∥∥u(t)∥∥4H1 ,
and
∥∥F3(t)∥∥2L2  Cε2∥∥ξε(t)∥∥4L6∥∥u(t)∥∥2L6
 Cε2
∥∥ξε(t)∥∥4H1∥∥u(t)∥∥2H1 .
Combining the above calculations and the estimates in Lemmas 4.5 and 4.6, we have
d ∥∥Λε(t)∥∥2H1  C1ε2 + C2∥∥Λε(t)∥∥2H1 ,dt
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∥∥Λε(t)∥∥2H1  C1teC2t · ε2.
As ε → 0, we have
∥∥Λε(t)∥∥H1 → 0,
which gives (4.9).
5. Some ﬁnal remarks
In the ﬁnal section, we would like to make several comments on the ergodicity for the stochastic
Ginzburg–Landau equation with degenerate additive noise.
In this paper, we show the ergodicity of invariant measures for the 3D stochastic cubic (i.e., σ = 1)
Ginzburg–Landau equation with H1-initial data. The above results can be generalized to the case
when σ  1 without major modiﬁcations when u0 ∈ H1. However for less regular initial data, say
u0 ∈ L2, it seems not easy to obtain similar results for σ = 1. Even worse, it seems diﬃcult to obtain
pathwise uniqueness for L2-initial data for 3D stochastic Ginzburg–Landau equation.
In two-dimensional case, pathwise uniqueness holds for all σ < ∞ for H1-initial data. Following
similar steps in this paper, it can be proved that the semigroup is ergodic for the degenerate stochastic
Ginzburg–Landau equation. For two-dimensional stochastic Ginzburg–Landau equation with L2-initial
data, it can be proved that pathwise uniqueness holds for σ  1, and ergodicity holds for σ  1/2.
When σ = 1/2, the most important observation is that the nonlinearity is quadratic, similar to the
degenerate stochastic Navier–Stokes equation considered in [14], as pointed out in the Introduction of
this paper.
References
[1] I.S. Aranson, L. Kramer, The world of the complex Ginzburg–Landau, Rev. Modern Phys. 74 (2002) 99–143.
[2] M. Barton-Smith, Invariant measure for the stochastic Ginzburg–Landau equation, NoDEA Nonlinear Differential Equations
Appl. 11 (2004) 29–52.
[3] J.P. Bechouche, A. Jungel, Inviscid limits of the complex Ginzburg–Landau equation, Comm. Math. Phys. 214 (2000) 201–
226.
[4] M.C. Cross, P.C. Hohenberg, Pattern formation outside of equilibrium, Rev. Modern Phys. 65 (1993) 851–1089.
[5] G. Da Prato, J. Zabczyk, Stochastic Equations in Inﬁnite Dimensions, Cambridge University Press, Cambridge, 1992.
[6] G. Da Prato, J. Zabczyk, Ergodicity for Inﬁnite Dimensional Systems, Cambridge University Press, Cambridge, 1996.
[7] J.D. Doering, C.R. Gibbon, C.D. Levermore, Weak and strong solutions of the complex Ginzburg–Landau equation, Phys. D 71
(1994) 285–318.
[8] J.P. Eckmann, M. Hairer, Invariant measures for stochastic partial differential equations in unbounded domains, Nonlinear-
ity 14 (2001) 133–151.
[9] H.J. Engelbert, On the theorem of T. Yamada and S. Watanabe, Stoch. Stoch. Rep. 36 (3–4) (1991) 205–216.
[10] F. Flandoli, Dissipativity and invariant measures for stochastic Navier–Stokes equations, NoDEA Nonlinear Differential Equa-
tions Appl. 1 (1994) 403–423.
[11] F. Flandoli, D. Gatarek, Martingale and stationary solutions for stochastic Navier–Stokes equations, Probab. Theory Related
Fields 102 (1995) 367–391.
[12] V. Ginzburg, L. Landau, On the theory of superconductivity, Zh. Eksp. Teor. Fiz. 20 (1950) 1064; English transl.: I. Ter Haar
(Ed.), Men of Physics: L.D. Landau, vol. I, Pergammon Press, New York, 1965, pp. 546–568.
[13] B. Guo, Y. Han, Attractors of derivative complex Ginzburg–Landau equation in unbounded domains, Front. Math. China 2 (3)
(2007) 383–416.
[14] M. Hairer, C. Mattingly, Ergodicity of the 2D Navier–Stokes equations with degenerate stochastic forcing, Ann. Math. 164
(2006) 993–1032.
[15] O. Kallenberg, Foundations of Modern Probability, second ed., Springer-Verlag, New York, Berlin, 2001.
[16] I. Karatzas, S.E. Shreve, Brownian Motion and Stochastic Calculus, second ed., Springer-Verlag, 1991.
[17] S. Kuksin, Randomly forced CGL equation: stationary measures and the inviscid limit, J. Phys. A 37 (12) (2004) 3805–3822.
[18] T.G. Kurtz, The Yamada–Watanabe–Engelbert theorem for general stochastic equations and inequalities, Electron.
J. Probab. 12 (2007) 951–965.
[19] C. Odasso, Ergodicity for the stochastic complex Ginzburg–Landau equations, Ann. Inst. H. Poincaré Probab. Statist. 4 (4)
(2006) 417–454.
X. Pu, B. Guo / J. Differential Equations 251 (2011) 1747–1777 1777[20] L.E. Reichl, A Modern Course in Statistical Physics, third ed., Wiley–VCH Verlag, 2009.
[21] M. Rochner, X. Zhang, Stochastic tamed 3D Navier–Stokes equations: existence, uniqueness and ergodicity, Probab. Theory
Related Fields 145 (1–2) (2009) 211–267.
[22] T. Yamada, S. Watanabe, On the uniqueness of solutions of stochastic differential equations, J. Math. Kyoto Univ. 11 (1971)
155–167.
[23] B. Wang, The limit behavior of solutions for the Cauchy problem of the complex Ginzburg–Landau equation, Comm. Pure
Appl. Math. 55 (2002) 0481–0508.
[24] D. Yang, The asymptotic behavior of the stochastic Ginzburg–Landau equation with multiplicative noise, J. Math.
Phys. 45 (11) (2004) 4065–4076.
[25] D. Yang, Z. Hou, Large deviations for the stochastic derivative Ginzburg–Landau equation with multiplicative noise,
Phys. D 237 (2008) 82–91.
