Abstract
Introduction

D
irect-injection engines generally provide several advantages over engines where the fuel is introduced upstream of the combustion chamber, including better control of the fuel injection process and greater potential fuel efficiency [1] . However, one limitation experienced in trying to reach those higher efficiencies has been cycle-tocycle variations (CCVs). Understanding CCVs has been a focus recently, particularly in how to capture them in simulations [2] .
There has been a significant amount of work looking at motored engine flows and premixed combustion. Examples include the experimental and modeling collaboration at IFPen [3] [4] [5] [6] [7] [8] [9] , work with the Transparent Combustion Chamber at the University of Michigan [10] [11] [12] [13] [14] [15] [16] , and many others working on these and other engines, e.g. [17] [18] [19] [20] [21] [22] [23] [24] [25] .
For direct-injection engines, the fuel spray plays a significant role in in-cylinder mixing and is a potential source of significant CCVs. Previous research has included work looking at both the isolated spray in a constant volume chamber [26] [27] [28] and in engines [29] [30] [31] [32] [33] [34] . However few of these studies focused on the effects of spray variability, and there remains work to increase our understanding of the relative impacts of spray variability on the overall flow and mixing variability in a direct-injection engine.
This work presents simulation results using the Largeeddy Simulation (LES) computational fluid dynamics (CFD) methodology to simulate spray and flow variability in an optically accessible direct-injection, spark-ignition (DISI) engine. A parallel cycle simulation methodology proposed by Ameen et al. [25] is used to attempt to isolate the effects of spray and flow variability by using different sets of simulations where the spray and initial turbulent flow field are perturbed separately. An additional set of simulations was run where both spray and flow perturbations were applied simultaneously to investigate combined effects.
Optical measurements are possible through transparent windows installed on 4 sides of the vessel (the other two faces contained the mounted injector and spark plugs used to ignite the premixed burn mixture). Alternate-frame schlieren/ Mie-scattering imaging was used for near-simultaneous vapor and liquid measurements, respectively, from a side view. Mie-scattering images were also taken head-on to the spray, allowing for 3D spatial identification of liquid spray plumes. Quantitative mixing data was recorded with Rayleigh scattering images taken in a plane between adjacent spray plumes, 20-50 mm downstream of the injector tip. Rayleigh scatter measurements were also limited to time instances after 1.4 ms after start of injection (aSOI), due to the delay in spray penetration to reach the measurement plane and in order to avoid (as much as possible) interference from liquid spray droplets. A total of 10 injection events were used to calculate probability contours for schlieren vapor data, and 14-18 for Rayleighscatter fuel vapor measurements. Full details of the optical set-up and measurement techniques is provided by Blessinger et al. [28] .
Optical DISI Engine
The target engine platform was the DISI engine at Sandia National Laboratories. The engine may be operated in either optically-accessible or all-metal modes. The engine is an automotive-sized 4-valve pent-roof engine with central mounted fuel injector and spark plug. One intake valve was deactivated to increase swirl. Specific engine dimensions are provided in Table 3 . Pressure transducers were located in the intake and exhaust plenums, in the intake runner and a high-speed transducer was located in the cylinder. Temperature probes also recorded gas temperatures in the intake and exhaust. Coolant temperatures were controlled and a single thermocouple was placed in the cylinder head, near the fire-deck.
Optical access to the combustion chamber is provided through three windows. Two mounted in the head and one in the piston bowl. A schematic of the optical access set-up for this engine is provided in Figure 1 .
Particle Image Velocimetry (PIV) measurements were taken of the in-cylinder flow. For the PIV data in this study, silicone oil droplets were introduced upstream of the intake and a laser sheet was passed through the pent-roof window insert (labeled 'd' in Figure 1 ) in a horizontal plane 9 mm below the peak of the pent roof at the approximate location of the spark gap. The piston bowl has a cutout made in the bowl to allow for optical access to the piston bowl even near top-dead center (TDC). Images were taken from below through the piston bowl window ('c' in Figure 1 ) using a Bowditch piston and mirror arrangement. The imaging area was approximately 32 mm x 32 mm, sized to balance maximizing the viewable area while minimizing the number of pixels that fall outside the bowl window. The final PIV vector spacing was just under 1 mm. The viewing angle for PIV measurements and approximate viewable area are given in Figure 2 .
PIV images utilized a constant time delay of 10 μs, resulting in a dynamic range for the measurements of 0.6-40 m/s. This gate time and the seeding density were optimized for data collection near the end of the compression stroke and the first part of the expansion stroke, approximately −60° to 30° after top-dead center (aTDC). The engine operated in a skip-fired mode, with a pattern of motored cycles, cycles with fuel spray without spark, and cycles with both fuel spray and combustion. Measurements were taken from 35 skip-firing sequences, resulting in 35 flow fields for each type of cycle, though in this study analysis focuses on cycles with fuel spray but without spark and therefore without combustion. More details on the optical set-up and high-speed PIV measurements may be found in [34] , [36] .
The engine operating conditions were taken as representative of early injection, well-mixed, throttled, stoichiometric spark-ignition operation where there is still some question as to how much the spray impacts the final flow patterns near the spark timing. The fuel used was a splashblended E30 (i.e. 30%-by-volume ethanol) with a certification gasoline as the base fuel blendstock. A triple injection strategy was used, with 3 equal injections during the intake stroke. More details of the operating condition are provided in Table 4 .
Simulation Set-Up
All simulations were carried out with the CONVERGE CFD code, version 2.3. Both constant volume and engine simulations used the Dynamic Structure LES turbulence model. Standard Lagrangian droplet spray models were used; a full listing is provided in Table 5 . Spray simulations required just under 11 hours on 132 processors for a single spray realization. A total of 50 realizations were simulated. The ambient environment in the simulations was matched with the experimental conditions. The molecular composition of the ambient gases was taken from the ECN website [35] , and are listed in Table 6 .
Liquid penetration was defined using a relative projectedarea technique designed to mimic Mie-scattering measurements. More information about the definition may be found in [47] .For this study the threshold was set to 3% of the maximum projected area (i.e., of the pseudo-mie signal), which is the same threshold as used in the experiments. The vapor region was defined as regions with a mixture fraction above 0.1%. This definition is taken from the ECN standards [35] .
Optical DISI Engine
The set-up for the current engine simulations was based on a set-up used for an earlier motored simulation study [48] . Engine geometry used for CFD simulations came from a combination of X-ray scans and nominal geometry. X-ray measurements were made of the head and one of the intake valves. Nominal geometries were used for the runners, liner, piston, and exhaust valves. Cell sizes ranged from 2 mm in the intake and exhaust runners away from the cylinder, 1 mm in the cylinder and runners around the valve stems, to 0.25 mm in the valve gap and 0.125 mm in the ring-pack and other crevices. Embedding of 0.25 mm cells was also used up to 5.6 mm downstream of the injector nozzles. Adaptive mesh refinement based on velocity gradients was used with a minimum mesh size of 0.5 mm.
Pressure boundary conditions were taken from crank angle resolved experimental pressure measurements in the intake and exhaust. Wall temperatures were estimated from measured coolant temperatures and the thermocouple embedded in the cylinder head.
Adaptive time-stepping was used, with time-step limits based on the local CFL number. The maximum CFL allowed was set to 1 during intake, compression and expansion strokes. The limit was relaxed to a CFL of 2 during the exhaust stroke and in the exhaust runner throughout the engine cycle to reduce the computational cost while minimizing the effects on intake and in-cylinder flows.
Spray models and model constants were kept the same as for the constant volume spray simulations. The certification gasoline was modeled using a 5-component surrogate, which was then mixed with 30% by volume ethanol. The composition of the gasoline surrogate was taken from Chen et al. [49] . The specific surrogate compounds and mole fractions are listed in Table 7 . Mixture physical properties were calculated using a module from the RAPTOR CFD code developed at Sandia National Laboratories using the extended corresponding states model with the Peng-Robinson equation of state and tabulated into the CONVERGE format. A description of the method may be found in [50] along with references with further model details.
The actual injection duration was estimated to be 560 μs (3.36 crank angle degrees (CAD)) by scaling injection rate measurements for the metered amount of fuel. The estimated difference is consistent with measurements taken at similar injection durations. The experimental injection amount was calculated to provide a stoichiometric charge air-fuel ratio. Because the surrogate fuel has a different density and stoichiometric air-fuel ratio the injected mass was adjusted in Vaporization model Frössling [39] , [42] Heat transfer model Ranz-Marshall [43] , [44] Droplet collision model NTC [45] Droplet drag model Dynamic sphere [46] Droplet dispersion model O'Rourke [39] Number of parcels 200,000
Liquid properties Iso-octane Toluene 37%
Iso-pentane 27%
Iso-octane 27%
n-pentane 5%
n-heptane 4% simulations to 6.2 mg per injection (18.6 mg per engine cycle).
To keep the nominal injection pressure the same as experiments the discharge coefficient was decreased to 0.597. Memory limits in the engine simulations limited the parcel count to 14000 per nozzle hole per injection (a difference of ≈8x compared with the constant volume case after accounting for the different mass and injection duration). List of modified parameters is given in Table 8 .
To increase simulation throughput the Parallel Perturbation Methodology (PPM) of Ameen et al. was used [25] . In this methodology, an initial flow field is generated by simulating several LES cycles. Random, homogeneous turbulence fields are then generated using the TuGen turbulence generator [51] to perturb the starting flow field of different simulations. The velocity-and length-scales used to define the applied turbulence field were taken from the mean piston speed and median clearance height, respectively.
The individual simulations are then run for two cycles, using only the second cycle for data analysis. This same methodology was also used for the previous study by the authors on pure motored flow and found the correlation between the parallel and sequential cycles to be very high while significantly reducing the wall-clock time to complete the same number of engine cycles [48] . For the current study, each engine cycle took approximately 40 hours on 48 processors, or about 100 hours per usable cycle including the initial PPM cycles. 105 total simulations were run using resources at both National Renewable Energy Laboratory and Argonne National Laboratory and were completed over the course of approximately 2 weeks for the initial simulations plus another week for the handful of cases that experienced numerical issues.
In addition to flow-field perturbations, random seed perturbations of the fuel spray were also applied to a subset of the cycles to induce some spray variability. Previous work by the authors has shown this method is capable of producing reasonable spray variability under certain conditions [52] , [53] . In total 3 different types of cycles were simulated: those with a perturbed initial gas flow field (marked as 'flow' in figures); those with an altered spray random seed (marked as 'spray' in figures); those with both perturbed initial flow field and perturbed spray seed (marked as 'both' in figures). For each type of cycle perturbation, 35 engine cycles were simulated using the PPM approach, for a total of 105 simulated engine cycles.
Spray Validation
All data for validation of the spray set-up was taken from Blessinger et al. [28] . Comparisons of global liquid and vapor penetration data are presented in Figures 3 and 4 . Very good agreement was seen between simulation and experimental data for both liquid and vapor penetration. The penetration is under predicted between 0.1 and 0.4 ms aSOI, possibly due to incorrect mixing as the spray begins to interact with the quiescent environment. However, the quasi-steady liquid length is well matched, and the simulation vapor penetration lies nearly on top of the experimental mean after 0.5 ms aSOI.
The experimental schlieren images were also processed by Blessinger et al. to find the spreading angle. The spreading angle was calculated first by finding the spray width at a position 11 mm downstream of the injector. The spreading angle was then defined as the angle necessary to form a cone of this width and length. The same definition, substituting mixture fraction contours in place of the schlieren images, was used in this work with the simulation results for a consistent comparison.
The mean spreading angle is plotted in Figure 5 . The spreading angle grows very quickly after reaching the measurement location 11 mm downstream to a peak angle. The spreading angle then slowly decreases both during the latter part of the injection event and after the injection has finished. This behavior is indicative of the large plume-toplume interaction found in many gasoline multi-hole injectors. Neighboring plumes interact to induce a recirculation zone of low pressure in the middle of the spray pattern, drawing the spray inward and eventually resulting in a spray plume collapse after the end of injection (EOI). The simulations follow the same overall pattern as the experiments, including the spray plume collapse after EOI, but uniformly predict a smaller spreading angle. The simulations are not able to fully capture the transfer of kinetic energy in the transverse direction. The simulation spray angle was taken from the measured nozzle hole drill angles, but it is also possible the actual spray angle does not match the drill angle in experiments. In addition to global measures, the spray simulations were compared against local schlieren contours of the vapor region and Rayleigh-scattering measurements of the fuel concentration. Figure 6 shows 10% and 90% vapor probability contours for both experiment and simulations at around 1400 μs aSOI, approximately 530 μs after EOI. These contours mark areas where vapor was found in either 10% or 90% of the experiment or simulation realizations. The overall shapes, including width and spread between the contours are similar, though simulation result is less triangular in form than the experimental results. This is due to a stronger transverse entrainment flow after EOI in the simulations, which pushes the vapor toward the spray centerline. At this time, the vapor cloud in the simulations has begun to detach from the injector in all realizations, which does not happen until later in the injection for the experimental data. The smoother contours in the simulation results are due to the greater number of simulation realizations (50 vs. 10 for experiments).
Rayleigh scattering measurements of the fuel vapor concentration were processed in both experiments and simulations to estimate the local equivalence ratio if the oxygen concentration were 21% rather than 0%. Figure 7 shows the mean contours near 1400 μs aSOI. Some of the noise in the experimental contours is due to the smaller number of realizations used. Both experiments and simulations have high fuel concentration in the center of the spray pattern, with two visible plumes slightly rich with equivalence ratios between 1-1.5, though the simulation predict a greater degree of spray collapse at this timing, which is responsible for the more T-like structure in the spray and greater concentration of fuel along the centerline. The probability of finding an ignitable mixture (defined as φ > 0.5) was also calculated. The 10% and 90% probability contours are plotted in Figure 8 . The 10% contours are at similar spatial locations in both simulation and experiment, but the 90% contours for the experiment are confined to smaller regions of the spray plume cores. Some differences may be due to the smaller experimental sample size for Rayleigh-scatter measurements (at most 18 injections vs. 50 for the simulations), but the simulations also have a more advanced spray collapse that increases the fuel concentration near the center of the injector.
The results of this work show the current spray set-up is able to match global spray measures very well. Local spray features, such as vapor locations and fuel concentration (i.e., the equivalence ratio) show some differences, but overall are well matched. The variability shown by the 10%-90% contour plots is also reasonably well-matched. The same spray model settings were then used for the engine simulations discussed in the next section.
Engine Simulations
Global Data
The in-cylinder pressure is plotted in Figure 9 . Plotted are the mean pressure traces over the full engine cycle along with detailed views of the pressure near TDC and during the gas exchange. Error bars on the simulation lines are equal to one standard deviation about the mean pressure.
The peak pressure is under-predicted by the simulations by about 4.1%. This happens despite the fact that the simulations also over-predict the trapped mass (304 mg in simulations vs. an estimated 280 mg for experiments). Previously published comparisons of motored engine simulations without fuel spray showed an under-prediction of the cylinder pressure of 1.5% with similar differences in trapped mass [48] . A possible explanation for the greater difference in peak pressure with the fuel injection is the uncertainty associated with the fuel's heat of vaporization (HoV). It is not known how closely the simulation gasoline surrogate matches the real gasoline's HoV, thus it is possible a higher HoV for the surrogate is contributing to the larger under-prediction in peak pressure with fuel spray than for pure motored flow. The same heat transfer model was used for pure motored flow and simulations with fuel injection, but additional heat transfer errors with the injection may also be part of the reason the simulation results with fuel injection under-predict the peak cylinder pressure more than prior results of the same condition with purely motored flow.
Pressure fluctuations during the gas exchange process are matched well during intake, and the first part of the exhaust stroke, though near the end of the exhaust stroke the phasing of the pressure oscillations becomes shifted. Root-mean square (RMS) in-cylinder pressure error over the entire engine cycle is 4.0%.
Focusing on the simulation pressure curves in Figure 9 , all three perturbations (i.e. perturbations in the spray, in the flow and in both the spray and flow) visually lie on top of one another. The average difference between the simulations over the entire engine cycle is <0.01%. Differences in trapped mass are also small, < 0.1%. Both of these values are well within the statistical uncertainty for these simulations.
Intake runner pressure is plotted in Figure 10 . As with the cylinder pressure, the simulation curves all lie on top of one another with virtually no differences in the predicted intake pressures. Comparing against experiments, the experimental curve has a higher frequency component not present in the simulations, but otherwise the pressure curves match well. This is especially true during the intake stroke itself where the high-frequency fluctuations in the experiment are not as significant. The experimental data has been median filtered, but it is likely that measurement noise is still present in the signal. Despite this, the RMS of the error between the simulations and experiment over the whole engine cycle is only 0.4%. FIGURE 7 Mean equivalence ratio contours, assuming there was 21% oxygen in the ambient. Left: experiment, 1420 μs aSOI; Right: simulation 1400 μs aSOI.
© SAE International FIGURE 8 Probability contours for φ < 0.5; equivalence ratio calculations assume 21% oxygen in the ambient. Blue and black contour lines indicate 90% and 10% probability, respectively. Left: experiment, 1420 μs aSOI; Right: simulation, 1400 μs aSOI.
Velocity Data
In order to assess the ability of the simulations to capture the effect of the fuel spray on the flow, and then investigate the relative impact of spray versus flow variability, comparisons of the experimental PIV and simulation flow fields were performed at −250° aTDC. This crank-angle is approximately 15 CAD after the end of the third and final injection, and was chosen to be as close to the injections as possible, but allowing sufficient time for the liquid spray to mix, minimizing interference from the spray droplets. There are, however, several other sources of error in the PIV data that lower the reliability of the measurements at this crank angle. The PIV image Δt was kept static at all crank-angles with a measurement dynamic range of approximately 0.7-40 m/s. During the intake process the very high-velocity intake jet is therefore likely not adequately captured. The seeding density was also optimized for conditions in the late compression stroke and near TDC, resulting in a low seeding density when the piston is near bottom-dead center (BDC). Finally, the intake valve also overlaps the PIV measurement plane, and reflections of the PIV laser sheet off the valve also increase the uncertainty in the derived velocity data.
This crank angle was chosen in order to present a comparison between simulations and experiments at a crank angle where there are expected to still be significant spray effects, trying to balance against potential PIV sources of uncertainty at these early crank angles. Despite the lower PIV accuracy, it is still possible to compare large-scale features from the PIV and simulation results.
Mean velocity vectors from the experiment and the simulations with both flow and spray perturbations are shown in Figure 11 . The other simulations with only spray or flow perturbations are very similar to the results with both perturbations applied simultaneously. A more detailed comparison of the different simulation data sets is presented below.
The open intake-valves result in a strong intake jet in the upper-right-hand portion of the plot. The gas flow of the jet Comparison of in-cylinder pressure vs. crank angle for experiment and simulations. Plots b) and c) are zoomed-in images of a) to highlight the peak pressure near top-dead center and gas exchange process, respectively. Legend entries refer to the type of perturbations applied, plus experimental data.
is primarily in the out-of-plane component as the intake jet is passing through the current measurement plane. However, there still exists a significant in-plane component near the valve itself, which can be easily seen in the simulation results. The intake jet can also be seen to some extent in the PIV data. However, visual interference from the intake valve means that only the very edges of the jet can be seen.
The rest of the plane is occupied by a swirl vortex structure created by intake flow wrapping around the edge of the combustion chamber. In the simulations, the center of that vortex at −250° aTDC is closer to the center of the piston bowl (i.e., the viewing area), and is identifiable just at the edge of the pictured streamlines. At later crank angles the vortex center in the experiments enters the viewable area, but at this crank angle the viewable flow field appears to be the NorthEast quadrant of the swirl vortex (where the directions are taken as the images are plotted such that East is in the +x direction, North +y, West -x, and South -y), implying a center location to the South-West of the viewable area.
In order to better highlight any differences in flow velocity magnitude between the simulation and experimental data, mean velocity differences were calculated and are plotted in Figure 12 for the same crank angle, −250° aTDC. The largest differences are found in the intake jet region. As noted previously, the high velocities in this region significantly increases the measurement uncertainty so the exact deltas shown are likely inaccurate, but it does indicate a slightly wider intake jet width in the experiments than the simulations. Outside the jet region in the North-East of the plot, the differences in the rest the viewable area are much smaller and mixed between over-and under-predictions, without any obvious systematic pattern to the differences.
The corresponding velocity standard deviations are presented in Figure 13 , with the associated differences in Figure 14 . As for the mean velocity contours above, only simulation data for simulations where both the spray and flow were perturbed are presented in these figures. A more detailed comparison between each of the simulation data sets of the velocity standard deviations is presented below.
For both simulations and experiments, the largest standard deviations are as the periphery of the intake jet. Inside the intake jet for the simulations there is almost no cycle-to-cycle variability. The PIV data was only available starting at the periphery of the jet. The experiments also have a region of higher variability in the middle of the viewing area, better seen in Error! Reference source not found. as the region of slightly darker brown below the spark-plug groundstrap mask. This is the region of the viewing area through which the spray passes, indicating a greater effect or persistence of spray effects in the experimental data than simulations.
Data is also presented comparing experiment and simulation results at −12° aTDC, close to the nominal spark timing, in Figures 15, 16, 17 , and 18. The mean flow contours are presented in Figure 15 . In both simulations and experiments there is a strong swirl vortex. However, the center of the vortex in the simulations is shifted closer to the center of the combustion chamber (i.e. in the +Y direction), and the simulations have lower peak velocities. The experiment vortex contours are also not as circular, particularly at the vortex center. This may be due to slower convergence in the mean for the experimental results, with more circular stream lines if more experimental samples were available.
The lower mean velocities are easy to see in the difference plot, Figure 16 . The velocity under-prediction is relatively uniform, though there are areas at the edge of the experimental viewable area where the simulations have higher mean velocity than the experimental results.
Velocity standard deviation results are plotted in Figure  17 . The simulation results show a nearly completely uniform variability from cycle to cycle. The primary spatial variations are in the wake of the ground strap and spark electrode tip, where the lower gas-phase velocities result in lower standard deviations. The spatial mean of the experimental standard deviation is approximately equal to the simulation results, but the simulation results show greater spatial variation. The results imply the simulations, despite using LES turbulence models, are still not fully capturing smaller-scale flow features.
The differences in standard deviation at −12° aTDC are plotted in Figure 18 . The data confirms various areas throughout the viewable region where the experimental standard deviation are either greater than or less than the simulation, but the net spatial pattern is close to zero.
To compare the different perturbation methodologies, full-plane velocity data was used for a more complete picture. Data is presented at −12° aTDC, which is more relevant for engineering analysis than the −250° aTDC timing used to compare the effects of the spray. Mean velocity data is provided in Figure 19 . The mean simulation results are very similar between the three different perturbations applied. All three show strong, centrally located swirl vortexes with almost the same vortex strengths (i.e. velocity magnitudes). The relevance index between the three data sets is close to unity, implying close to total agreement in the flow field (a full definition of relevance index is given in the next section).
The differences between the different sets of simulations are plotted in Figure 20 . There's no definite pattern to the differences between any of the perturbation methodologies, implying no deterministic differences in the flow patterns between the three perturbation methodologies. The magnitude of the differences is generally <0.5 m/s and <10%, though there are isolated locations where the differences exceed those values. The flow standard deviations and differences are plotted in Figures 21 and 22 , respectively. All three simulation datasets show near total spatial uniformity in the flow standard deviations, and it can be difficult to see any differences simply looking at the contour plots directly. The differences plotted in Figure 22 show that there are differences, but they are at most 30% of the standard deviations, which is within the standard deviation uncertainty for data sets with 35 samples.
Mixing Data
The engine experiments did not measure the equivalence ratio or fuel-air mixing, but the local equivalence ratio in the simulations was plotted to understand if there were any mixing differences between the different perturbation methods. Figure 23 show the equivalence ratio in the PIV cutting plane in the full domain at −250° aTDC, i.e., the same timing as the first set of flow velocity contours presented above. For space considerations, only subsets of the full data set are shown in all figures within this section. However, all three simulation perturbation approaches had similar mixing results, and thus the images provided may be considered representative of those not presented here. At this crank angle, the fuel has had a chance to begin to mix, resulting in a relatively uniform, slightly rich mixture in the lower half of the images. The upper portions of the image are dominated by fresh gas flows from the intake, and thus are very lean.
The differences between the spray and flow perturbation results are plotted in Figure 24 . Differences between the spray or flow perturbation simulations and the spray and flow perturbation simulations are very similar. The data shows no obvious pattern in the results, and the magnitude of the differences are generally small. This implies the differences likely mostly statistical and not deterministic, despite the different perturbations being applied in each case.
Standard deviations of the equivalence ratio are plotted in Figure 25 . The standard deviation for each of the different simulation perturbation strategies are very similar, so only a single representative image is provided. Overall, the cyclic variation in mixing is relatively minor and more or less uniformly spread across the regions with fuel. Near the intake there is little to no fuel, and thus no way to have cyclic variability in the fuel concentration (i.e. the equivalence ratio).
The difference between the flow and spray perturbations are plotted in Figure 26 . The differences in standard deviations, as was the case with the means, do not reveal obvious systematic differences between the different perturbation methods. And also similar to the flow RMS results, the differences are of the same magnitude of the statistical uncertainty, 20-30% for a sample size of 35. Figures 27 and 28 show the mean mixing field at −12° aTDC near the nominal spark timing. As expected for this well-mixed operating condition, the mean equivalence ratio (Figure 27 ) is nearly uniform, with little to no discernible differences between the spray and flow perturbations.
The differences between the spray and flow perturbation results ( Figure 28 ) are very small, which is unsurprising given the long mixing time for this case and resulting mixture uniformity. The standard deviations are not plotted for this crank angle because they are essentially zero across the full domain.
That the different perturbation approaches applied in this study did not result in systematic differences in either means or standard deviations of either flow or mixing results was not entirely expected. The spray and flow perturbations were applied independently for the 'spray' and 'flow' simulation subsets, and it was expected there would be differences in at least the cyclic variability. However, it may be that the PPM approach used to run the cycles in parallel is obscuring the differences more than expected. This is because as part of this method, every cycle still has an initial cycle that is not used as part of the data analysis. The different sprays in this initial cycle perturb the flow enough so that the perturbation persists to the start of the next cycle, providing varying initial flow fields for the perturbed flow cycles, even though no specific perturbation was applied to the flow field. For the flow-perturbation-only cycles there appears to be a similar effect. The changed initial flow field interacts with the first spray event differently, and because CONVERGE uses a single stream of random numbers in the spray routines between engine cycles, the sprays of the second cycle used in this analysis are also perturbed, though in a correlated manner.
Full-Cycle Comparisons
Further comparisons were made at different crank angles throughout the engine cycle. The results from these crank angles support the conclusions laid out in the previous section. Velocity or mixing contours at other crank angles are not presented for the sake of space, but the relevance index (RI) was calculated as a quantitative measure of agreement between different flow fields for all crank angles with experimental PIV data available.
The RI attempts to measure the overall agreement between two fields, and is defined as in [12] :
where (·, ·) indicates the inner product of two fields, u 1 and u 2 and ||·|| the L 2 -norm ( u uu
2 ). When interpreting the RI, a value of +1 indicates perfect correlation (i.e., identical values across the whole field), −1 perfect anti-correlation (i.e. perfectly opposite or negative values across the whole field), and an RI of 0 means the fields are orthogonal.
The relevance index was calculated comparing simulation flow fields against the experimental measurements at different crank angles. Figure 29 plots the RI from the start of the cycle up to TDC. Later crank angles are not included as they are after any reasonable spark timing and therefore not relevant to a combusting simulation. The RIs for each of the 3 simulation data sets are all plotted in Figure 29 for completeness, but as discussed with the contour images in previous sections, the simulation results are all very similar and thus the three lines lie nearly on top of one another.
Prior to intake valve closing (IVC) (−141° aTDC), the quantitative comparison between the simulations and experiments show a relatively poor agreement. This is especially true during the injection events. However, it is during this period of the cycle where the experimental data has the most uncertainty due to interference from fuel droplets, reflections off the open intake valve and low seeding density. Therefore, the simulation accuracy may not be as poor as indicated by the RI value alone.
After IVC and closer to TDC the relevance index measure increases to over 0.9, though closer to TDC and the spark timing it reduces to 0.87. Looking at contours of these crank angles, the main difference between simulation and experiment is the reduced velocity magnitudes in the simulations. The overall flow structure appears similar with a strong swirl vortex centered just below the spark plug.
Summary and Conclusions
In this study, the effects of perturbing the spray and initial flow field of different engine cycles were investigated for motored flow with direct fuel injection. First, a validation FIGURE 23 Mean equivalence ratio contours for each of the spray perturbation simulation sets, −250° aTDC study on the spray characteristics of the injector used in the engine was performed to validate the spray set-up. After adjusting the model constants, the global spray measures such as penetration or spray width were matched very well. Comparisons were also made of the local vapor distribution and these results showed adequate agreement comparing both Schlieren and Rayleigh-scattering measurements. This spray set-up was then used in subsequent motored engine simulations with fuel injection.
A total of 105 LES engine cycles were run, spread over 3 different simulation perturbation methods, of a motored engine flow with direct fuel injection. The engine simulated is an automotive-sized DISI engine operated with high swirl. The engine also has optical access for PIV measurements through windows in the pent-roof head and piston bowl.
Engine simulations were run using a parallel cycle simulation approach. Three sets of 35 engine cycles were generated, each set perturbed in a different manner. One perturbation method was to change the random number seed for the spray subroutines and therefore perturb the spray boundary conditions. The second was to add homogeneous, isotropic turbulence to perturb the flow field. The final method was to apply both the spray and flow perturbations simultaneously.
Mean flow structures were well captured throughout the engine cycle, especially in the mid-to late-compression stroke with relevance index (RI) values above 0.90. During the intake process the RI values were lower, and comparisons of PIV experimental data with simulation flow fields show some differences in local flow fields, both in the mean and standard deviations. However, at these crank angles the PIV measurements have lower accuracy because the PIV set-up was optimized for measurements near TDC. Given the uncertainty in the experimental data, the agreement was found acceptable. At later crank angles closer to the nominal spark timing, the simulations under-predicted slightly the swirl vortex flow velocities. The RMS velocity values were similar between simulations and experiments, but the experiments showed The three different simulation perturbation methodologies were chosen in order to isolate the effects of spray and flow variability on the overall engine CCVs, and then also compare their combined effects. Comparing the results, the predicted mean flow fields, mean equivalence ratio fields and the standard deviations of both quantities were found to be very similar. There was no apparent systematic difference between the different perturbation methods. This is contrary to initial expectations where it was thought the spray and flow perturbations would produce different levels or spatial distributions of CCVs. However, further analysis reveals that the PPM method used to generate the multiple engine cycles may not in fact be able to resolve the differences in perturbation methods. In the PPM, an additional cycle is simulated prior to the cycles used for analysis. This extra cycle effectively confounds the different perturbation methods by creating, for any perturbation methodology, different spray and flow conditions for the subsequent cycle, i.e., the cycle used for the data analysis. A different method will need to be used to fully isolate the contributions of spray and flow variability on overall engine CCVs.
It should be noted, though that these results support the notion that spray variability is an important contributor to flow variability. The simulations with only spray perturbations initially had the same flow fields, but the spray event during the initial PPM set-up cycle created enough flow variation to persist until the PPM data cycle. Future work will look at different methods to isolate the contributions of spray and flow variability. Possibly by modifying the PPM approach to no longer use an initial set-up cycle or in comparing individual cycles. Future work will also include simulating full combustion engine cycles. While largescale differences in flow statistics were not seen between the different perturbation methods in this study, since ignition and early flame development occurs locally near the spark plug, the possibility exists that the statistics of flame development will depend on the type of perturbation used. This could be an interesting topic for future studies. This is the work of a Government and is not subject to copyright protection. Foreign copyrights may apply. The Government under which this paper was written assumes no liability or responsibility for the contents of this paper or the use of this paper, nor is it endorsing any manufacturers, products, or services cited herein and any trade name that may appear in the paper has been included only because it is essential to the contents of the paper.
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