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This dissertation describes the design and construction 
of a closed-loop computer controlled expansion system for a 
cloud simulation chamber. The chamber is used to simulate 
atmospheric phenomena for the study of microphysical proces­
ses. In order to accomplish this, the sample gas inside the 
chamber must be expanded adiabatically. This means the wall 
temperature and the gas temperature must be made to agree as 
closely as possible. The wall is cooled by thermoelectric 
modules, and the temperature is controlled by analog 
controllers. The gas is cooled by the adiabatic expansion, 
and the corresponding pressure is controlled by a laboratory 
minicomputer, a NOVA 840. The range of operation of the 
expansion system is specified to be 20.7 kPa (3 psi) change 
in pressure. The accuracy and the rms error must be better 
than ±0.0207 kPa (±0.003 psi) and 0.0414 kPa (0.006 psi), 
respectively. This range of operation is large enough that 
an analog controller can not obtain an adequate result. The 
error arises due to the fact that the input function is a 
ramp and the expansion system has multiple non-linearities.
In order to obtain zero steady state error, the time- 
optimal control is implemented by the minicomputer. Table 
look-up and on-line identification schemes for the system 
parameters have been investigated. An adaptive control 
algorithm using on-line identification outperforms the table 
look-up method due the flexibility of the identification
iii
scheme. Special efforts are made to adjust the 
identification scheme so that the model parameters converge 
close to the system parameters within one step. The results 
indicate that the closed-loop computer controlled expansion 
system yields the desired specification.
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1I. INTRODUCTION
For centuries, man has observed and studied the 
weather phenomena of the atmosphere. It has been demon­
strated that delicate microphysical processes occuring in 
the atmosphere have a large influence on the amount and 
character of precipitation. As technology has become more 
advanced, man has tried to develop a tool to control his 
environment in order to protect himself from inadequate 
precipitation and from polluted atmosphere. An invariably 
successful process for producing rain and snow would have 
tremendous significance for virtually everyone. Hence, 
recent experiments in the production of man-made precipi­
tation have aroused wide interest [1-4].
At present, it is commonly known that the atmosphere 
contains a large quantity of solid and liquid particles.
The majority of these particles are concentration nuclei, 
which appear at different supersaturations. The total 
concentration of atmospheric condensation nuclei (Aitken 
nuclei) is determined by counters in which moist air is 
cooled during adiabatic expansion [5-61. The condensation 
nuclei play an important part in cloud formation. For 
example, if moist air is admitted into a chamber and 
expanded, cloud or fog will form in the chamber as a 
result of the cooling caused by the adiabatic expansion.
The same air produces successively decreasing amounts of 
fog with successive expansions. If the air is made to pass
2through a filter of packed cotton before entering the 
chamber, it is found that no cloud or fog forms. The 
decreasing amounts of cloud or fog formed during each 
repeated expansion suggest that the air becomes "exhausted" 
of nuclei. The lack of condensation when filtered air is 
expanded indicates that the nuclei operative in this case 
may be removed by means of a mechanical filter. The 
filtered air becomes again capable of producing cloud or 
fog if smoke is introduced into the chamber.
These microphysical processes may be carefully con­
trolled and studied in the laboratory. In order to simu­
late real atmospheric conditions, a sample gas in the 
chamber must be expanded by an adiabatic process. Careful 
consideration must be given to the effects of heat flow 
from the wall of the chamber. This is due to the very 
large heat capacity of the wall in comparison to the heat 
capacity of the gas inside the chamber. In a laboratory 
environment, heat flow occurs between the chamber wall and 
the gas because the gas is cooler than the wall after the 
expansion begins. To eliminate the temperature gradient 
between the wall and the gas, they must be maintained at 
the same temperature at all times during the expansion.
This may be accomplished by cooling the chamber walls and 
controlling the gas pressure and the wall temperature very 
precisely. Such a cloud simulation chamber and its 
supporting subsystems have been developed at the University 
of Missouri-Rolla. The chamber is made of aluminum. It is
3a ten-sided, right prism, 61 centimeters high and 48 
centimeters in diameter. It has a volume of 0.11 cubic 
meters and 1.3 square meters inner wall surface. Subsystems 
are required to clean and humidify the sample gas and 
prepare an aerosol to provide nucleation sites of the cloud. 
For the wall cooling system, there are 836 thermoelectric 
modules sandwiched between the inner wall and the heat sink 
of the chamber. The thermoelectric module has the property 
that when electric current is passed through it the module 
can extract heat from the wall and pump it into the heat 
sink. The temperature of the heat sink is regulated by 
means of a circulating constant temperature bath. The 
inner wall temperature is monitored by transistor thermo­
meters mounted in holes drilled through the back of the 
inner wall and extending to within 0.2 mm of the inside 
surface. These transistor thermometers are accurate to 
within a few millidegrees Celsius. The inner wall tempera­
ture is controlled by twenty-eight closed-loop analog con­
trollers with a compensator in each loop and another 
compensator at the input [7]. The wall temperature has a 
small steady state offset, less than 10 m°C per degree per 
minute of input ramp slope. The settling time is about 
one minute. The maximum cooling rate which can be closely 
controlled is 7°C/min. The absolute maximum cooling rate 
(power limited) is 10°C/min.
The gas temperature must also be controlled to follow 
the wall temperature, or, in other words, both the gas
4temperature and the wall temperature must follow each 
other as closely as possible. Unfortunately, the tempera­
ture of the gas in a supersaturated system cannot be 
measured directly with fine wire thermocouples because the 
latent heat of condensation is liberated on the element, 
thus causing a displacement of the observed temperature.
In addition, the surface condition of the measuring element 
affects the onset of condensation. However, the pressure 
of the gas can be directly measured. In conjunction with 
the initial pressure Pq and the initial equilibrium 
temperature Tq of the gas in the chamber, the gas 
temperature at any time during the simulation can be 
computed by the adiabatic gas law
Y -1 
Y (1.1)
where Y is the ratio of specific heat at constant pressure 
to the specific heat at constant volume for the same gas. 
The gas temperature at any time can be calculated from 
the measured value of pressure P^ at that time. This 
equation can be applied only for a dry adiabatic expansion. 
The increase in gas temperature due to latent heat of 
vaporization given off by droplet condensation is neglect­
ed. In the cloud simulation experiment the effects of the 
latent heat can be corrected for if the liquid water 
content of the sample gas is known. Experimental 
techniques for measuring the liquid water content have been
5developed. They are now being implemented [8]. Since 
corrections can be made for the effects of the latent heat, 
it is sufficient to test the performance of the wall 
temperature and pressure control systems under the condi­
tions of a dry adiabatic expansion.
Due to the lack of a method for measuring the gas 
temperature directly, the expansion system uses the gas 
pressure as a variable for control purposes. The layout 
of the expansion system is shown in Figure 1.1. The cloud 
simulation chamber is considered as a closed container.
The pressure inside the chamber can be governed by adjust­
ing the orifice of the 3-way rotary valve, whose position 
is controlled by the step motor. The pressure is 
measured by a strain gauge type pressure transducer.
In analyzing the expansion control system, great care 
must be taken in assessing the importance of thermodynamic 
effects because they can introduce strong non-linearities 
into the system. The orifice is a series resistance which 
usually has a quadratic constitutive equation. For small 
perturbations in the flow, a linearized approximation can 
be used in the control design. For the expansion system, 
the linearized range of operation is relatively small in 
comparison to the total change of pressure which is 21 kPa 
(3 psi). The desired performance specifications cannot be 
met by a fixed, linear controller. Therefore, it is 

















































































































Figure 1.1. The layout of the expansion system
7scheme of computing the control in real time. Such an 
identification and control scheme can realize the desired 
performance specifications. This dissertation describes 
the design and construction of the closed-loop, computer 
controlled expansion system using identification and real 
time computation of control. The block diagram is shown 
in Figure 1.2.
In a system such as that described above, the control 
law may be made to be optimum in some sense. Among the many 
different types of optimal control design problems, the 
time-optimal control and minimum integral square error are 
the most common. It can be shown that the optimal feedback 
gains obtained from the time-optimal control and minimum 
summed-square error control of the expansion system are the 
same [9-11]. As a consequence the time-optimal control is 
being used in the design because of its analytical 
simplicity.
A/D POSITION
8Figure 1.2. The block diagram of the computer controlled expansion system.
9II. REVIEW OF THE LITERATURE ON CLOUD 
SIMULATION CHAMBERS
In the eighteenth century Kratzenstein resolved the 
question of whether cloud droplets are bubbles or liquid 
water spheres, using microscopic observations. This 
problem was later solved in a more systematic way by 
W. H. Dines [12] in 1880 and by R. Assmann in 1885. Simul­
taneously, the theory and measurement of condensation nuclei 
was developed. H. Beckquerel [61, in 1847, formulated with 
amazing clarity the existance and the physical role of 
condensation nuclei in atmospheric processes. M. Coulier 
[13] in 1875, and J. Aitken [5], in 1880, supported his 
ideas by observations and measurements.
Coulier enclosed air in a flask together with water 
and produced supersaturation by compressing a hollow india- 
rubber ball connected to the flask and then suddenly 
releasing it. In his earlier experiments, Aitken produced 
supersaturation by blowing steam into a large vessel 
containing the gas to be tested. Later he used an expansion 
method. Aitken also constructed apparatus for measuring 
the number of dust particles capable of acting as nuclei of 
condensation in samples of air.
Since Aitken*s experiments, several cloud simulation 
chambers have been built. Two major approaches are evident. 
The first approach was characterized by very large chambers 
in which the designers attempted to extend the time period
10
of quasiadiabatic expansion of the air by making the 
surface to volume ratio as small as possible. Special 
insulating techniques are required for this type of chamber. 
This method was employed by Findeisen [6] in 1939 and later 
by R. Gunn [14] in 1952 and was also employed by J. Podzimek 
[15] in 1964 who operated a modified Findeisen low-pressure 
chamber. In spite of the improved insulation of the outer 
wall and of the inner volume, it was not possible to 
simulate the development of cumulus type clouds more than 
1,500 meters above cloud base level and the artificial fog 
did not persist for more than 15 minutes at a temperature 
of approximately 0°C. R. Gunn faced similar problems. 
Currently, Russian scientists are attempting to solve the 
same kind of problems in several giant cloud chambers built 
during the past decade [6, 16].
The second method of simulating cloud formation is to 
control precisely all physical processes in relatively 
small chambers. Work along these lines began about three 
decades ago. Only a few scientists have introduced 
innovations leading to more efficient simulation experiments 
in small chambers in which the expansion rate, temperature 
and humidity fields were reliably controlled.
Evans [17] in 1960 was one of the first scientists who 
tried to eliminate the heat transfer from the wall by 
cooling the gas and the wall as close to the same rate as 
possible. This idea was later applied by R. Steele and 
L. Grant at Colorado State University [18] in 1967 and by
11
J. Kassner and R. Oetting [19] at UMR (1969) who began the 
development of such a chamber in 1966. The advantage 
gained by cooling the wall in synchronization with the 
cooling of the gas is that the expense of constructing 
exceedingly large chambers is not necessary. Moreover, the 
reproducibility and control obtainable in small chambers is 
much better.
Evans’ expansion chamber was in the form of concentric 
copper spheres. The inner sphere had an 11.5 liter capacity 
and was cooled by pumping coolant through annular space. 
Evans used a cooling capacity of 3.5 kW (12,000 Btu/hr) at 
a suction temperature of -18°C. The maximum cooling rate 
was 1.5°C/min. The temperature of the gas was measured by 
a copper-constantan thermocouple. It was rather difficult 
to control the rate of cooling and the total change of 
temperature of the gas inside the Evans* chamber.
The dynamic cloud chamber developed at Colorado State 
University was designed to cool the wall at the same rate 
the gas was cooled by adiabatic expansion. The wall was 
cooled by means of a refrigeration system. The expansion 
was programmed by means of a function generator which 
produced a signal proportional to the desired time temper­
ature curve. The chamber processes were controlled by 
means of chamber pressure. Expansion rates were adjustable 
over a range which provided rates of temperature decrease 
from 0.1°C/min to about 7°C/min.
The effort at UMR has been devoted since 1966 to
12
meticulous design scrutiny and detailed testing of each new 
design concept. Tebelak [20-21], in 1973 designed and con­
structed an analog controller for the wall and a gas 
pressure control. The wall was cooled by thermoelectric 
modules. He approximated the adiabatic gas law, equation 
1.1, by a second order Taylor series expansion and imple­
mented the equation by using a special purpose analog 
computer. The rate of temperature change was low, less 
than 0.5°C/min. The total change of temperature at that 
time was only 1.5°C. The controller allowed 2 m°C tempera­
ture error between the wall and the gas, or 0.131 of the 
total temperature change.
In the ideal cloud simulation chamber it should be 
possible to accurately produce clouds from a saturated 
atmosphere containing an aerosol fully characterized by a 
critical activation supersaturation spectrum and the varia­
tions of the latter with time. The gas in the chamber must 
be expanded by an adiabatic process. To accomplish this 
expansion, the heat transfer between the wall and the gas 
must be eliminated. The wall temperature and the expansion 
controller should be able to support a higher rate and a 
larger change of temperature with reasonable accuracy.
13
III. DIRECT DIGITAL CONTROL SYSTEM DESIGN 
A. DESIGN SPECIFICATION
The main objective of the design is to control the 
pressure of the gas inside the chamber such that during the 
cloud simulation experiment it follows a desired profile as 
closely as possible. The desired pressure profile is 
generated from the temperature profile using the adiabatic 
equation 1.1. The pressure profiles are normally negative 
slope functions with some additional holding modes during 
the course of the experiment.
Since the pressure transducer is calibrated against a 
very accurate dead weight, the accuracy of the pressure 
transducer becomes ±0.0069 kPa (±0.001 psi). The expansion 
control system is designed to meet the following specifi­
cations .
1. The settling time must be within 60 seconds.
2. The maximum mean error between the input profile 
and the output response after 60 seconds must be 
in the range ±0.0207 kPa (±0.003 psi). This error 
corresponds to ±17 m°C.
3. The maximum rms error between the input profile and 
the output response, after 60 seconds, must be less 
than 0.0414 kPa (0.006 psi) corresponding to
34 m°C.
4. The maximum rate of change of pressure that can be 
closely controlled must be at least -0.1242 kPa/s
14
(-0.018 psi/s) which corresponds to -6°C/min.
5. The controller must be able to handle the total 
pressure change of 21 kPa (3 psi) or 17°C.
An expansion system which meets the above specifica­
tions is adequate for microphysical studies. For a typical 
expansion the initial temperature and pressure are about 
room temperature and atmospheric pressure.
B. EXPANSION CONTROL SYSTEM HARDWARE
The expansion control system shown in Figures 1.1 and 
1.2 consists of several subsystems. They are briefly 
described below.
1. The Cloud Simulation Chamber [ 20] . The cloud 
simulation chamber is made of aluminum, a ten-sided right 
prism, 61 centimeters high and 48 centimeters in diameter.
It has a volume of 0.11 cubic meter and 1.3 square meter 
inner wall surface. It is a cooled-type cloud simulation 
chamber. The maximum rate of change of temperature that 
can be closely controlled is -6°C/min. The chamber is con­
sidered to be a closed vessel but small leaks exist. The 
leaking time constant is of the order of 400 to 500 seconds. 
The time constant of the chamber in the expansion mode is 
about 50 to 60 seconds.
2. The Positive Displacement Uni-Directional Pump.
The positive displacement pump is considered as a flow gen­
erator. In theory, it is capable of providing constant 
flow under any pressure. In practice, due to internal 
leakage, it is characterized by a flow generator and an
15
internal leakage resistance.
3. The Regulator Tank. The regulator tank, shown in 
Figure 1.1, is used as a reservoir at the low pressure side 
of the pump. The tank helps to prevent abrupt changes of 
pressure across the 3-way valve due to a small change of 
flow. Its function is similar to that of a capacitor in a 
power supply.
4. The Storage Tank. The storage tank, shown in 
Figure 1.1, is used for storing supply gas of the same kind 
as the sample gas. In compression or in the holding mode 
of operation, the storage tank will supply gas to the cloud 
simulation chamber.
5. The 3-Way Infinite Position Rotary Valve. The 
valve, shown in Figure 1.1, is used to control the flow 
rate into, or out of, the cloud simulation chamber. The 
valve aperture is a linear function of the angular displace 
ment [22]. The angular displacement is divided into de­
grees, 240 degrees in total or -120 to +120 degrees with 
respect to the center position. Angular position between 
-120 and 0 degrees are assigned to be the expansion mode. 
The position at zero degrees is assigned as the closed 
position. The position between 0 and +120 degrees are 
assigned to be the compression mode. The valve is driven 
by the stepping motor. The torque required to rotate the 
valve is about 0.212 N*m (30 oz-in).
From the results of the performance tests of the valve 
the valve has been found to exhibit a small dead zone about
16
the center position and a saturation zone above ±30 
degrees. The dead zone is small and has no significant 
effect on the system because the valve operates in the 
expansion mode most of the time. The gearing inside the 
valve also causes a small backlash of about 0.2 degree.
6. The Solenoid and Manual Valves. There are three 
solenoid valves and one manual valve in the expansion sys­
tem as shown in Figure 1.1. The solenoid valves are number­
ed 1/03, 1/04 and 1/11. The 1/03 valve is a two way, fixed 
position, solenoid valve. It is used only when extra air
is needed to speed up pressure initialization. It must be 
reset (closed) during an experiment. The 1/04 valve is a 
three way fixed position solenoid valve. It is used to 
route the ventilation of the expanded gas from the chamber 
to the outside environment. It must be open during a 
simulation. The 1/11 valve is a two way fixed position 
solenoid valve. It is used to open or close the chamber 
under program control. During the cloud simulation it must 
be open. The manual valve can be used to reduce the flow 
rate for the operation of the expansion system at very low 
expansion rates.
7. The Pressure Gauge. The pressure gauge, shown in 
Figure 1.1, is used for monitoring the pressure inside the 
storage tank.
8. The Pressure Relief Valve. The pressure relief 
valve, shown in Figure 1.1, is used to automatically 
regulate the pressure inside the storage tank.
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9. The Stepping Motor and Stepping Motor Interface.
The stepping motor used to drive the rotary valve is a 
Superior Electric Slo-Syn motor, model M063-FD09. The 
translator driving system is model STM-1800C. Since the 
torque required to drive the rotary valve is about 0.212N-m. 
(30 oz-in), the start-stop without error curve of the step­
ping motor provided by the manufacturer indicates that at
0.212 N*m torque the speed must be 1050 steps/s or less.
In practice, the friction torque of the valve is not 
constant. The torque varies non-linearly as a function of 
the valve position. In addition, the acceleration and de­
celeration effects [23] cause the stepping motor to skip 
or overshoot a few steps because of the unbalanced torque.
It is found that at the speed of 750 steps/s or less, the 
stepping error is typically 0 to 4 steps. Consequently,
750 steps/s is chosen to be the base driving frequency of 
the stepping motor. The stepping motor has 200 steps per 
revolution, or one step equals 1/200 revolution.
The speed of the stepping motor is adjusted in the 
stepping motor interface. The purpose of the interface is 
to accept a digital number output from the NOVA 840 and 
then convert it into a string of pulses. The number of 
pulses is equal to the digital output number. One pulse 
corresponds to one step change of the angular displacement.
The output format of the digital output number must be 
12-bit sign-magnitude, shown in Figure 3.1. Bits 0 through 
10 give the magnitude of the number to be output. The
18Figure 3.1. The number format of the stepping motor interface.
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maximum number can be 2^-1. The 11th bit is the sign or 
direction control bit. Bits 12 to 15 are wired OR 
connected and are used as control bits. A 5 microseconds 
or longer pulse in any control bit will start the conver­
sion of the stepping motor interface.
The interface is connected to digital output channel 
#2. Before outputting the desired number of steps to the 
digital output register, the format must be converted from 
16-bit 2’s complement binary to 12-bit sign-magnitude 
binary format. At the same time, a 5 microseconds pulse 
must be output to the control bits to start the parallel 
number to serial pulses conversion. The subroutine that 
handles the format conversion is written in NOVA Assembler 
called STEPM [24]. The flow chart is shown in Figure 3.2.
The base frequency of the interface determines the 
speed of the stepping motor. It is set at 750 Hz or 750 
steps/s. Currently only 9 bits of magnitude are being 
implemented. This covers the range of -511 to +511 steps 
per one output command. It should be noted that the 
angular displacement of the stepping motor is relative to 
the previous position; it is not an absolute displacement.
10. The Transducers. The strain gauge pressure 
transducer is a Statham pressure transducer, model PL80TC- 
2-350-D, serial #2881. The transducer is a bi-directional 
differential type, and has a response time of less than 
1 ms to step pressure changes. The pressure range is 
±13.8 kPa (±2 psi) relative to the reference pressure.
20
Figure 3.2. The flow chart of the stepping motor 
interface output routine.
21
The input resistance is about 350 ohms and the output 
resistance is about 330 ohms. The resolution is infinites­
imal according to the manufacturer. The combined non­
linearity and hysteresis are less than ±11 full scale, or 
±0.276 kPa (±0.04 psi). To obtain better accuracy of the 
transducer, the transducer is recalibrated against a very 
accurate dead weight pressure of ±0.00069 kPa (±0.0001 psi) 
accuracy, in the decreasing pressure mode only. Thus the 
effect of hysteresis can be neglected. The dead weight 
pressure is a Ruska Instrument dead weight, model 2465-751, 
serial #18785.
The non-linear characteristic of the pressure trans­
ducer is fitted by a second order polynomial using a least 
square error fit. As a result, the accuracy of the 
pressure transducer is about ±0.0069 kPa (±0.001 psi). The 
sensitivity is 0.7148 volts/kPa (4.942 volts/psi). The 
resolution is ultimately limited to 1/2 least significant 
bit of 15-bit A/D converter or 0.0003125 volts which is 
equal to 0.000437 kPa (0.0000634 psi). The pressure 
transducer is connected to channel #9 of the high level A/D 
converter, Figure 3.3. The transducer is followed by an 
analog low pass filter which has a cut off frequency at 
16 Hz.
The valve position transducer is a potentiometer type 
position transducer [22]. The valve position is measured 
by the voltage of a ten-turn potentiometer connected to 
the shaft of the valve by anti-backlash gearing. The
22
Figure 3.3. The NOVA 840 computer system.
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sensitivity is 0.0225 volts/degree. The accuracy is better 
than ±0.1 degree. The transducer is connected to the high 
level A/D converter channel #7 which has an analog low pass 
filter whose cut off frequency is 8 Hz.
11. The Computer System. The block diagram of the 
NOVA 840 system at the Cloud Physics Research Center is 
shown in Figure 3.3. At present, the hardware multiply/ 
divide is being used. Typical execution times of floating 
point addition, subtraction, multiplication and division 
are 250, 275, 320 and 340 microseconds, respectively.
These times will influence the time needed for identifica­
tion and control.
C. MODEL OF THE EXPANSION SYSTEM
A model of the expansion system is required for 
designing the closed-loop control system. The model can 
be characterized by the thermodynamic behavior of the 
system [25]. The analysis indicates that the chamber 
constitutes a non-linear capacitance as a function of 
pressure. In addition, the experimental results indicate 
that the flow rate does not vary linearly as a function of 
the angular valve position of the rotary valve. Therefore, 
the expansion system should exhibit multiple non-linear­
ities. These multiple non-linearities are confirmed by the 
experimental results. Assuming the model of the expansion 
is finite order, properties like capacitance and 
resistance of the chamber, the orifice and the valve are 
lumped. To represent the behavior of the system for the
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whole range of operation, quasi-linear models are developed, 
and the values of lumped parameters can be found experimen­
tally [26-28].
The lumped parameter circuit analogy to the expansion 
system is shown in Figure 3.4. Separate circuits are 
necessary for each mode of the 3-way infinite position 
rotary valve. It should be noted that the expansion system 
is arranged so that the pressure is referenced to room 
pressure and not the absolute pressure. This arrangement 
increases the accuracy and simplifies the model of the 
expansion system since pressures of interest lie fairly 
near room pressure.
The most important mode of operation is the expansion 
mode. In Figure 3.4, the Rg^ represents the lumped leaking 
resistance of the chamber. The R(P,6) represents the 
variable resistance of the valve as a function of the 
chamber pressure, Pg^, and the angular position of 
the valve, 0. Rp represents the internal resistance of the 
pump, and CgC(P) is the cloud simulation chamber lumped 
capacitance. The regulator tank and the pump produce a 
pressure source, Pg, across the 3-way infinite position 
rotary valve. This simplifies the model of the expansion 
system since it is preferable for a computer-limited 
application to start with a simplified model. Then the 
resulting controller synthesized by optimal control theory 
will require much less computer time than a control law 










Figure 3.4. The electrical analogy of 
the expansion system.
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model is simplified to be a first order system which 
consists of the pressure cource, Pg, the variable resist­
ance valve, R(P,0), and the cloud simulation chamber 
CSC (P) • The aPProxima'te model, Figure 3.4a, can be written 
in the form
x(t) = f(x(t),e(t),t) (3.1)
P(t) = x(t) (3.2)
where x(t) is the state variable at time t and 0(t) is the 
valve position at time t. This relation can be linearized 
in the vicinity of an operating point [25]. For a small 
perturbation about a particular operating point, 0Q(t) and 
x^ft), the linearized equation becomes
6x(t) = a(t)6x(t)+b(t)60(t) (3.3)





In classical control systems analysis, either sine 
waves at various frequencies or step functions are usually 
used as excitations in order to develop a system model from 
experimental data. The frequency response or step function 
response can then be analyzed to obtain the cotefficients of 
differential equations [26l .
For the discrete control systems, the dynamic model of 
a system is assumed to be a difference equation. The
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quasi-linear dynamic model equations of the expansion 
system are
x(k+1) = A(k)x(k)+B(k)0(k) (3.4)
P(k) = X(k) (3.5)
where x(k) is the discrete state variable, P(k) is the 
chamber pressure relative to equilibrium pressure (room 
pressure) at 0(k)=O, 0(k) is the valve position, A(k) =
A(P(k),0(k)), B(k)=B(P(k) , 0(k)) and k is the number of 
sampling periods. The values of A(k) and B(k) of the 
difference equation can be obtained experimentally [26].
The sampling period, T, is determined from the sampling 
theorem (Shannon Theorem) [9]. The sampling period must 
satisfy the equation
where go is the highest natural frequency of the band 
limited signal in radians per second. For the expansion 
system, u)e is about 1/50 radian per second. Then T must be 
less than 157 seconds or the sampling frequency must be 
faster than 0.00637 Hz. In the design, the sampling period 
has been chosen to be quite small in order to reduce the 
pressure error caused by the error of the control signal. 
Theoretically, there is no lower limit on the sampling 
period but the number and the period of on-line computation 
tasks limit the minimum sampling period to be only 4
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seconds or 0.25 Hz sampling frequency.
From the experimental results, the values of A(P(k), 
0(k)) are always less than 0.98 for P(k) between 0 and -27.6 
kPa (-4 psi) with respect to room pressure and 0(k) is 
between -120 and +120 degrees. This means that the expan­
sion system is always stable in the range of operation 
[9,30]. The system is also controllable and observable.
The first order quasi-linear approximation has a significant 
advantage in the design of the digital control system in the 
sense that the complexity of the optimal control analysis 
has been reduced, which also reduces the required computer 
time [29].
D. SYSTEM SOFTWARE
1. The Implementation of the Time-Optimal Control. In 
order to perform an interesting microphysical experiment, 
the high performance pressure and wall temperature 
controllers are required by the given specification. In 
the pressure control case, the pressure error between the 
desired profile and the pressure response must be minimized. 
The characteristics of the problem, the system non-linear­
ity and the ramp input function, make it very difficult to 
have a zero steady state error by using ordinary classical 
closed-loop control laws. Theoretically, zero steady state 
error can be obtained from the optimal control law by 
selecting the right performance index and the right value 
of weighting parameters. Commonly, the minimum summed- 
square error (quadratic performance index) and the time-
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optimal control yield a zero steady state error for the 
input ramp function, provided the weighting parameter on 
the control is zero [11]. The typical performance index of 
the minimum summed-square error [9,11] is
oo
J = X [(P(k)-Y(k))T(P(k)-Y(k))] (3.7)
k=0
where P(k) and Y(k) are the output response and desired 
output at sampling instant k, respectively.
For the time-optimal control, given a linear system 
and an initial state at any point in state space, there 
exists a control to bring the system from the initial point 
to the origin in minimum time. If the control is uncon­
strained, the origin can be reached in one sampling period 
[9] .
The closed-loop control of the expansion system is 
arranged as shown in Figure 3.5. Here, the linearized 
transfer function of the expansion system in the expansion 
mode is the system to be controlled. K and t , in Figure 
3.5 are the linearized gain and time constant of expansion 
system in the expansion mode, respectively. Vp and 0 are 
pressure voltage and the valve position, respectively.
Since the expansion system is approximated by a first 
order quasi-linear model, the state feedback gains obtained 
from the minimum summed-square error control strategy and 
the time optimal control strategy are exactly the same 
[9-11]. The time-optimal control is chosen for the design 
since the analysis of the control is much simpler than the
30
Figure 3.5. Block diagram of the closed-loop 
digital control of the expansion system.
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minimum summed-square error.
In the implementation of the time-optimal control, a 
particular pressure P(k) is treated as an initial point 
and the desired final point PD(k+l) is treated as the 
origin. The control, 0(k), that will bring the pressure 
from the initial point to the origin within minimum time 
is shown in Figure 3.6, where GAIN2=1.0/B(P(k),0(k)) and 
GAIN1=-GAIN2 *A(P(k),0(k)). The values of A and B are 
needed for the control computation, but they are not 
constant due to the non-linearities of the system. From 
the experimental results, the optimal feedback gains are 
valid only for small perturbations of P(k) and 0 (k). To 
extend to the full range of operation, a table look-up for 
the values of A and B as functions of P(k) and 0 (k) was 
developed. A typical table for the parameters is shown in 
Table I. At each step of control computation, two dimen­
sional linear interpolations of A and B are obtained 
from this table for particular values of P(k) and 0 (k).
It is found that the error of the pressure response using 
this table met the design specification only at certain 
rates of expansion. The validity range of a particular 
table is small, only ±0.0104 kPa/s (±0.0015 psi/s). There­
fore, for all expansion rates between 0 and -0.1242 kPa/s, 
six tables would be needed. Since this requires a large 
amount of core memory and since searching for table 
entries requires a large amount of time, this approach has 
serious drawbacks. Moreover, when any part of the control
32
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TYPICAL TABLE LOOK-UP MODEL OF THE EXPANSION SYSTEM. 







0 -5 0.958 0.0126
0 -10 0.941 0.0142
0 -15 0.931 0.0137
0 -20 0.920 0.0124
-9.66 -5 0.952 0.0237
-9.66 -10 0.939 0.0207
-9.66 -15 0.929 0.0181
-9.66 -20 0.916 0.0163
-19.32 -5 0.949 0.0270
-19.32 -10 0.943 0.0242
-19.32 -15 0.923 0.0234
-19.32 -20 0.912 0.0207
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configuration is changed, all entries in the tables must 
be reidentified. For example, when the cover of the 
chamber is opened for service, there is no guarantee that 
when the cover is replaced and sealed the leakage resis­
tance of the chamber would be the same. Unless the 
leakage resistance were the same, the characteristics of 
the chamber would be changed. Consequently, the table 
look-up approach is not suitable for the development of 
the cloud simulation pressure control system. The method 
of table look-up has been dropped and an adaptive control 
algorithm is implemented. However, the tabulated data 
gives some useful information in the design of the adaptive 
control system.
2. The Implementation of the Adaptive Control 
Algorithm. A real time adaptive control system is not a 
new subject. In fact, it is used in systems where high 
quality of control is needed [31]. An adaptive control 
system has two principal functional elements: a plant to 
be controlled and a controller where the controller design 
is based on a nominal but inexact mathematical model of 
the plant and/or its environment, and a method for alter­
ing the controller structure in a dynamic manner. The 
functional block diagram of the adaptive control system of 
the expansion system is shown in Figure 1.2. First of 
all, the on-line (real time) identification of the system 
parameters is required. There are several published 
research results [32-36] concerning on-line identification
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schemes. The response error of the adaptive control 
system is directly dependent on the accuracy of the 
identification scheme. For the time-optimal control of 
the expansion system, the steady state error will be with­
in ±0.069 kPa (±0.01 psi) if the value of A and B of the 
model converge close to their exact value within one step 
and, assuming B is correct, A must be accurate within ±1%, 
or assuming A is correct, B must be accurate within ±7%.
The linear sequential regression perturbation 
identification [26] for the quasi-linear model of the 
expansion system is implemented for the on-line identifi­
cation scheme, since it minimizes the differences between 
the model and the actual system responses. It also has 
closed form equations, so no searching techniques are 
required. Warner [27] pointed out that this type of 
identification worked very well for a linear system in the 
presence of measurement noise, and that the accuracy 
should increase as the number of data points, N, is 
increased. It should be noted that for a linear system 
the parameters converge in one step.
The system of interest in this investigation is 
non-linear. Consequently, some precaution must be taken 
when applying the identification method. A non-linear 
system with a ramp input can be considered as a time- 
variant linear system. For a first order system, there 
are two time varying parameters, A and B. The character­
istics of the time varying parameters can be divided into
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three groups. First is the group of systems in which both 
A and B are strictly monotone increasing/decreasing in the 
same direction as a function of time. The second group is 
the systems which have either constant A and B (linear 
system), or monotone increasing/decreasing A and B but in 
opposite directions as a function of time. The third 
group consists of those systems in which A and B are not 
monotone, but which can be broken up into time intervals 
such that within each interval the system falls into 
either group one or group two. The regression identifica­
tion can not converge within one step for the systems of 
the first group. In fact, from the digital simulation the 
parameters A and B oscillate due to self-compensation of 
each other. For the second group of systems, the 
regression identification converges close to the correct 
values within one step. The expansion system is found to 
be a system of the third group. It is expected to behave 
like the mixture of the first two systems.
In the preliminary tests, the regression method has 
been used for the identification scheme. Figure 3.7 shows 
the corresponding flow chart of the scheme. From 
knowledge obtained in applying the table look-up method, 
the values of A and B are limited to lie between 0.99,
0.89 and 0.027,0.007 respectively. The adaptive control 
using this scheme yields a small mean error, less than 
±0.0207 kPa (±0.003 psi) for rates between 0°C/min and 
-6°C/min, but the rms error increases from 0.0552 kPa
37
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Figure 3.7. The sequential regression 
identification subroutine.
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(0.008 psi) to 0.0828 kPa (0.012 psi) as the rate 
increases. This scheme can operate without tables over 
the desired range of operation of the system. The closed- 
loop pressure response shows some recurrent noise spikes 
approximately every 40 seconds. The values of A(P(k),
0(k)) and B(P(k),0(k)) exhibits a wide variation, jumping 
back and forth. The behavior of A(P(k),0(k)) and 
B(P(k),0(k)) are shown in Figure 3.8 and 3.9, respectively. 
Five data points are used in the sequential regression 
identification scheme. It is evident that the larger the 
number of data points, N, the smoother the regression.
But if N is too large, the past data will dominate the 
present data. This introduces a certain offset of the 
parameters and leads to increasing the offset of the 
pressure response. Again, from the table look-up results, 
it is known that t.he model parameters change slowly with 
time. It can be assumed that the real values of parameters 
also change showly with time. Assuming the oscillation of 
A and B are due to the presence of high frequency noise 
introduced by an imperfect identification scheme, the high 
frequency oscillation can be filtered out by first order 
low pass digital filters. The parameters become
A(P(k),0(k))=A(k)=AFILTER*A(k-1)+
BFILTER*Aident (3.8)





Figure 3.8. The behavior of the coefficient A as a function of time.





Figure 3.9. The behavior of the coefficient B as a function of time.The rate of expansion is -4°C/min.
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where BFILTER=1.0-AFILTER and AFILTER must vary with the 
rate of change of pressure in kPa/s or temperature in 
°C/min. The block diagram of the identification scheme 
with low pass filter is shown in Figure 3.10. The reason 
that the value of AFILTER varies with the rate of change 
of pressure or temperature is that the change of A(k) and 
B(k) can be approximated by ramp functions. The low pass 
filter usually introduces offsets at steady state when the 
input is a ramp. The offset may be kept small or held 
constant by varying the cut off frequency of the filter.
The values of AFILTER are found experimentally and are 
shown in the Table II. The comparison between the 
unfiltered and the filtered curves of A and B are shown 
in Figure 3.8 and 3.9, respectively.
After the low pass filters are employed, the results 
indicate that the closed-loop control system has improved. 
The rms error is reduced to below 0.0414’ kPa (0.006 psi) 
for rates from 0°C/min to -6°C/min.
3. System Programming. The control program and other 
programs required to run the cloud simulation chamber are 
written using multitasking concepts [37]. The programs 
are written in separate small programs called tasks. A 
task is defined as a logically complete execution path 
through a user program that demands use of system 
resources such as peripheral devices for I/O or simply CPU 
control work; task execution may occur independently and 
asynchronously with other tasks. In the multitask
42
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Figure 3.10. The block diagram of overall identification scheme.
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TABLE II
EXPERIMENTAL VALUES OF AFILTER AND BFILTER
RATE AFILTER BFILTER
(°C/min)
0 to - 2 0.86 0.14
-2 to -4 0.71 0.29
-4 to -6 0.56 0.44
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environment, each task competes simultaneously for the use 
of system resources. At any single moment, only one task 
receives CPU control and the desired resources. The 
allocation of tasks depends on their priority and the 
readiness to use the resources. A task scheduler governs 
the transfer of control to each task. All tasks are 
synchronized to the RTC (real time clock). For more 
detail, see Chapter 4, Part II, of reference [37].
When a task is activated, by FTASK or ITASK 
statements, it enters the ready state and competes with 
other ready tasks for control of the processor based on 
assigned priorities. The wall temperature output task, 
called TWALL [24], has the highest priority among other 
tasks since it is the most important task and the execu­
tion time is very short. The pressure control task, 
called PRESC [24], has the second highest priority. The 
priority for the rest of the tasks are assigned according 
to their functional importance.
The main cloud simulation program called SCPR0G3 [24] 
consists of statements activating all the tasks. For the 
pressure control task a subroutine PREPAR [24] is called 
to initialize the variables, read in parameters and open a 
data file to store the experimental results. The flowchart 
of PREPAR is shown in Figure 3.11. Next the task PRESC, 
the expansion control task, is activated by the main 
program. The flowchart of PRESC is shown in Figure 3.12. 
The sampling period (cycle event) of task PRESC is 4
4 5
Figure 3.11 The flow chart of the subroutine PREPAR
Figure 3.12. The flow chart of PRESC
47
seconds. The execution time of the time-optimal control 
computation is about 20 ms. The new valve position is 
updated via the stepping motor interface. Then the 
computer waits until the completion of the stepping motor 
movement and corrects the valve position error if there is 
any. It takes about 250 ms for this execution. The 
identification and filtering take place after the comple­
tion of the correction of the valve position and require 
less than 50 ms computation time. The total time occupied 
by PRESC is about 320 ms, which is about 8% of total 
available time. The rest of the available time can be 
used for the execution of other tasks, primarily taking 
and storing data relating to the aspects of the experiment. 
The control tasks are given highest priority for the 
simple reason that other data is useless unless good con­
trol of the experiment is achieved.
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IV. EXPERIMENTAL RESULTS
Performance tests of the expansion control system are 
accomplished by a dry adiabatic expansion in which the 
wall and the gas are cooled at the same rate by using the 
adiabatic equation, equation 1.1. The program SCPROG [24] 
is used to prepare the chamber; the program SCPR0G2 [24] 
proceeds after the completion of SCPROG. SCPR0G2 holds 
the pressure and the wall temperature at their equilibrium 
states before proceeding to SCPR0G3 [24], which computes 
the control and performs other tasks. The input to the 
wall temperature controller is output via the D/A 
converter channel #7. At the same time the computer 
monitors and controls the chamber pressure. The desired 
and output pressure responses are recorded onto a disk 
file named "DATA.BN".
To test the convergence of the sequential regression 
identification scheme, the initial values of A and B are 
set to be 0.5 and 0.03, respectively. These values are 
about 50% and 100% off the nominal values. The rate of 
expansion is set at -0.0828 kPa/s (-0.012 psi/s) or 
-4°C/min. Figures 4.1, 4.2 and 4.3 show the results of 
the coefficients A and B and the pressure error, 
respectively. Evidently, from the error curve, the 
identification scheme converges within 60 seconds. It 
should be noted that the response between two discrete 









Figure 4.2. The coefficient B when A and B are initially set at0.5 and 0.03, respectively.
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PRESSURE ERROR CKILOPASCALS)
Figure 4.3. The error of the pressure response when A and B are initiallyset at 0.5 and 0.03, respectively.
52
the two points. To guarantee that the response between 
the sampling period has no oscillation, the pressure is 
recorded every 2 seconds instead of 4 seconds. The 
pressure response and the pressure error, in Figure 4.4 
and 4.5, indicate that there is no significant oscillation 
between the sampling instant. The straight line approxi­
mation between two consecutive data points is acceptable.
Figures 4.6 to 4.9 show the pressure response, the 
pressure error and the coefficients A and B of the 
expansion control system at the rate of expansion of 
-0.1242 kPa/s (-0.018 psi/s) or -6°C/min. Figure 4.10 to 
4.13 and 4.14 to 4.17 show the same set of curves but at 
the rate of -0.0828 kPa/s (-0.012 psi/s) or -4°C/min and 
-0.0414 kPa/s (-0.006 psi/s) or -2°C/min, respectively.
The results indicate that the mean and rms error of the 
pressure responses at steady state or after 60 seconds are 
well below ±0.0207 kPa (±0.003 psi) and 0.0414 kPa (0.006 
psi), respectively. The total change of pressure is 20.7 
kPa (3 psi) except at -0.1242 kPa/s where the total change 
of pressure that can be closely controlled is about 18.6 
kPa (2.7 psi). This is due to the limited pumping 
capacity of the pump.
Figures 4.18 and 4.19 show the pressure response and 
the pressure error when the holding mode is incorporated 
into the desired pressure profile. The initial holding 
time is 60 seconds. The expansion proceeds at the rate of 
-0.0828 kPa/s (-0.012 psi/s) for 100 seconds. The final
53
ABSOLUTE PRESSURE CKILOPASCALS)
Figure 4.4. The pressure response when being recorded every 2 seconds.
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Figure 4.8. The coefficient A at the expansion rate 





Figure 4.9. The coefficient B at the expansion rate 
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Figure 4.11. The pressure error at the expansion rate 














































































































































































































Figure 4.16. The coefficient A at the expansion rate 




















































Figure 4.18. The pressure response including the holding modes.
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PRESSURE ERROR CKILOPASCALS)
Figure 4.19. The pressure error including the holding modes.
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holding time is 60 seconds. The result shows that the 
pressure response settles down within 60 seconds after the 
desired pressure profile changes slope.
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V. CONCLUSION
The expansion system can be approximated by a first 
order quasi-linear model whose coefficients are A and B 
as shown in equation 3.5. A time-optimal control scheme 
using table look-up for the values of A and B was 
attempted. The attempt failed due to the fact that the 
range of validity of each table was very small. Thus, 
many tables were required and too much core memory was 
needed to store the tables on-line. Adaptive control 
using a sequential regression identification scheme 
eliminates the use of tables completely. But it still 
produces high rms error because the coefficients A and B 
belong to a system of the third type discussed in Section
3.D. The low pass digital filter and the constraint on 
the parameters (”flyability" [38]) introduced into the 
identification can reduce the rms error of the expansion 
system significantly. The closed-loop system is found to 
be stable and the parameters converge even though the 
initial values are off by 50%.
Based upon the experimental results, the following 
conclusions are reached:
1. The adaptive controller is capable of recovery 
from highly erroneous parameter estimates.
2. Control can be satisfactory even in the presence 
of parameter offset introduced by the low pass 
digital filter.
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3. In view of computational requirements, the 
adaptive controller based upon the time-optimal 
control theory is implementable by the laboratory 
minicomputer, a NOVA 840.
4. Extension of the theories of linear systems to 
non-linear situations is quite successful in this 
case.
5. Use of a high level language, FORTRAN, again shows 
significant reduction of programming effort at the 
expense of small increases in computing time and 
memory.
This controller still has limitations. For example, 
it can control an expansion at the rate of -0.1242 kPa/s 
(-0.018 psi/s) or -6°C/min for only 18.6 kPa (2.7 psi) 
change in pressure because of limited pumping capacity.
This problem can be eliminated by using a higher pumping 
capacity when the high rates of expansion are to be 
simulated.
The digital control of the expansion system described 
in this dissertation is presently in use with satisfactory 
results. Together with the wall temperature controller, 
the chamber is now operational over a much larger range of 
temperature and pressure change than before. Currently, 
about 15°C change in temperature and 20.7 kPa (3psi) 
change in pressure can be controlled. This is about 10 
times the range of operation of the analog controller
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built by Tebelak [21]. The relative accuracy of the 
expansion controller, which is about 0.1% with respect to 
the total change of pressure, is slightly better than the 
relative accuracy, 0.13%, obtained from Tebelak's 
controller. The maximum rate of expansion is also increas­
ed to -0.1242 kPa/s (-0.018 psi/s) compared to -0.0104 
kPa/s (-0.0015 psi/s) for Tebelakfs controller.
It is also true that the adaptive controller exhibits 
an advantage over other control systems due to the fact 
that whenever a piece of hardware of the expansion system 
is updated, there will be either no change or a minor 
change in the software that controls that piece of 
hardware. In addition, the computer time required is only 
8% of the total available time. This is a significant 
benefit, because the computation for the control does not 
load the computer. The computer time can be reduced to 
about 2% of time available by eliminating the minor loop 
for position control of the valve. This could be 
accomplished if a digital valve were used in place of the 
3-way rotary valve.
The significant improvements in the quality of 
control mentioned above can not be accomplished without the 
implementation of the optimal control law and the use of 
the computer as an intelligent controller. It is hoped 
that this dissertation will serve as a reference for 
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