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a b s t r a c t
Let {X, Xn, n ≥ 1} be a sequence of independent identically distributed random variables
with EX = 0 and assume that EX2I(|X | ≤ x) is slowly varying as x → ∞, i.e., X is in
the domain of attraction of the normal law. In this paper it is shown that a Strassen-type
functional law of the iterated logarithm holds for self-normalized increments of sums of
such random variables.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and main result
Let {X, Xn, n ≥ 1} be a sequence of independent identically distributed (i.i.d.) random variables. Put S0 = 0 and
Sn =
n
i=1
Xi V 2n =
n
i=1
X2i , n ≥ 1, (V jk)2 =
j
i=k
X2i , 1 ≤ k ≤ j ≤ n.
It is well known that the central limit theorem (CLT) holds, i.e., there are constants An and Bn > 0 so that, as n →∞, we
have
Sn − An
Bn
D−→ N(0, 1), (1.1)
if and only if EX2I(|X | ≤ x) is a slowly varying function as x → ∞. This is one of the necessary and sufficient analytic
conditions (cf. Theorem 1a in [1, page 313]) for X to be in the domain of attraction of the normal law, written X ∈ DAN. It is
known that An can be taken as nEX and Bn = n1/2ℓX (n) with some function ℓX (n) that is slowly varying at infinity, defined
by the distribution of X . Moreover ℓX (n) =
√
Var X > 0, if Var X < ∞, and ℓX (n) ↑ ∞, as n →∞, if Var X = ∞. Also, X
has moments of all orders less than 2, and the variance of X is positive, but need not be finite.
It has become well established in the past twenty or so years that limit theorems for self-normalized sums Sn/Vn
require fewer, frequently much fewer, moment assumptions than those that are necessary for their classical analogues.
Consequently, the asymptotic theory of self-normalized sums has much extended the scope of the classical theory. For a
global overview of these developments we refer to the papers by Shao [2–4], Csörgő et al. [5], Jing et al. [6,7] and Zhou and
Jing [8] and to the book by de la Peña et al. [9]. Here we only mention those developments that have led us to posing and
proving Theorem 1.1, the main result of this exposition.
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To begin with, in contrast to the well-known Hartman–Wintner law of the iterated logarithm and its converse by
Strassen [10], in their seminal work Griffin and Kuelbs [11] obtained a self-normalized law of the iterated logarithm (LIL)
for all distributions in the domain of attraction of a stable law that in the case of X ∈ DAN and EX = 0 reads
lim sup
n→∞
max
1≤i≤n
|Si|
Vn(2 log log n)1/2
= 1 a.s. (1.2)
When σ 2 := EX2 < ∞, then, on account of Kolmogorov’s law of large numbers (1.2) reduces to the classical
Hartman–Wintner [12] LIL, which holds if and only if EX2 is finite (cf. [10]). The general sample path properties of increments
of scalar normalized partial sums also depend on, and are characterized by, moment conditions. For example, a result of
Csörgő and Révész [13,14] for such increments via Shao [15] says that if {an, n ≥ 1} is a non-decreasing sequence of positive
numbers satisfying
(i) 1 ≤ an ≤ n,
(ii) n−1an is non-increasing,
(iii) an/ log n →∞ as n →∞,
then we have
lim sup
n→∞
max
0≤k≤n
max
1≤i≤an
|Sk+i − Sk|
(2an(log(n/an)+ log log n))1/2 = 1 a.s. (1.3)
if and only if
EX = 0, EX2 = 1 and Eet0|X | <∞ for some t0 > 0. (1.4)
Motivated by the self-normalized LIL of Griffin andKuelbs [11], Csörgő et al. [16] obtained an analogue for self-normalized
increments of partial sums, which reads as follows (cf. Theorem 7 in [2]).
Theorem A. If X ∈ DAN and EX = 0, then
lim sup
n→∞
max
0≤k≤n
max
1≤i≤an
|Sk+i − Sk| 
k<j≤k+an
X2j
1/2
(2(log(n/an)+ log log n))1/2
= 1 a.s. (1.5)
for a non-decreasing sequence of positive numbers {an, n ≥ 1} that satisfy (i)–(iii) above.
Consequently, on letting k = 0 and an = n, (1.5) yields (1.2).
We call attention to the fact that the strongmoment conditions in (1.4) that are also necessary for having the scalar scaled
strong result for increments of partial sums in (1.3) are replaced by the much weaker X ∈ DAN and EX = 0 assumptions for
having (1.5), the self-normalized version of (1.3).
Let again {an, n ≥ 1} be a non-decreasing sequence of positive integers and define Γn(·), a sequence of LIL-adapted
self-normalized increments of partial sum processes in C[0, 1], as follows:
Γn(t), 0 ≤ t ≤ 1

n≥3
=

Sn−an+[ant] − Sn−an + (ant − [ant])Xn−an+[ant]+1
V nn−an+1βn
, 0 ≤ t ≤ 1

n≥3
, (1.6)
where βn =

2(log(na−1n )+ log log n).
The main result of this paper reads as follows.
Theorem 1.1. Suppose that EX = 0 and EX2I(|X | ≤ x) is slowly varying as x → ∞. Let {an, n ≥ 1} be a non-decreasing
sequence of positive integers satisfying
(i) 1 ≤ an ≤ n,
(ii) n−1an is non-increasing,
(iii) an/ log n →∞ as n →∞.
Then, as n → ∞, the sequence of random functions {Γn(·)}n≥3 is almost surely relatively compact in C[0, 1] in the uniform
topology and the set of its limit points coincides withK , the class of absolutely continuous functions on [0, 1] for which
f (0) = 0 and
 1
0
(f ′(x))2dx ≤ 1.
We note that K in our Theorem 1.1 is of course the very Strassen [17] class of functions that first appeared in his
famous conclusion that, with a standard Brownian motion {W (s), 0 ≤ s < ∞}, the sequence of random elements
{W (nt)/(2n log log n)1/2, 0 ≤ t ≤ 1}n≥3 is, as n →∞, almost surely relatively compact in C[0, 1] in the uniform topology,
and the set of its limit points isK .
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On setting an = n, with V n1 = Vn,Γn(·) reduces to
{ηn(t), 0 ≤ t ≤ 1}n≥3 :=

S[nt] + (nt − [nt])X[nt]+1
Vn
√
2 log log n
, 0 ≤ t ≤ 1

n≥3
(1.7)
and Theorem 1.1 reads as follows.
Theorem B. Suppose X ∈ DAN and EX = 0. Then, as n → ∞, the sequence of random functions {ηn(·)}n≥3 is almost surely
relatively compact in C[0, 1] in the uniform topology and the set of its limit points coincides withK .
This result for mean zero X ∈ DAN is Theorem 1.1 of Csörgő et al. [18]. When σ 2 := EX2 < ∞, then Bn = √nσ > 0
in (1.1) and, on account of Kolmogorov’s law of large numbers, Theorem B coincides with Strassen’s [17] conclusion for
partial sums of mean zero, finite variance i.i.d. random variables. Making use of the Skorokhod [19] embedding theorem,
Strassen [17] concluded the latter via his strong approximation theorem for such partial sums as follows: formean 0, variance
σ 2 i.i.d. random variables X, X1, X2, . . . and their successive partial sums Sn, n = 1, 2, . . . , there is a probability space with
Sˆn, n = 1, 2, . . . and a standard Wiener process {W (s), 0 ≤ s <∞} on it, so that
{Sˆn, n = 1, 2, . . .} d= {Sn, n = 1, 2, . . .} (1.8)
and, as n →∞,
sup
0≤t≤1
 Sˆ[nt]√nσ − W (nt)√n
 = o(log log n) a.s. (1.9)
For a quick proof of (1.9), we refer to the proof of Theorem 11 in [20].
Now, in view of (1.8) and (1.9), the just mentioned functional LIL of Strassen [17] for {W (nt)/√log log n, 0 ≤ t ≤ 1}n≥3
is inherited by {S[nt]/(σ√log log n), 0 ≤ t ≤ 1}n≥3. Csörgő et al. [18] prove the result of Theorem B directly and,
consequently, also that of the latter conclusion of Strassen [17], as there are no known strong approximations available
for {Sn/Vn, n = 1, 2, . . .} à la (1.9) when it is assumed only that X ∈ DAN (cf. [2]). Naturally, the same holds true for having
to prove our more general Theorem 1.1 directly.
Theorem 1.1 is fashioned after, but does not follow from, Theorem 1 of Chan et al. [21] that deals with the Strassen set of
limit points for increments γn(·) of a standard Wiener process {W (s), 0 ≤ s <∞}, defined as follows. Let {an, n ≥ 1} be a
non-decreasing sequence of positive integers and, with βn as in (1.6), let
γn(t), 0 ≤ t ≤ 1

n≥3
=

W (n− an + ant)−W (n− an)√
anβn
, 0 ≤ t ≤ 1

n≥3
. (1.10)
Now Theorem 1, the main result of Chan et al. [21] reads as follows.
Theorem C. Let {an, n ≥ 1} be a non-decreasing sequence of positive integers satisfying
(i) 1 ≤ an ≤ n,
(ii) n−1an is non-increasing.
Then, as n → ∞, the sequence of random functions {γn(·)}n≥3 is almost surely relatively compact in C[0, 1] in the uniform
topology and the set of its limit points coincides withK .
When an = n, then γn(·) of (1.10) reduces to {W (nt)/(2n log log n)1/2, 0 ≤ t ≤ 1}n≥3, and Theorem C then coincides
with Strassen’s [17] functional LIL for Brownian motion and, in combination with (1.8) and (1.9), we again arrive at his
functional LIL for partial sums of mean 0, variance 1 i.i.d. random variables.
Under themoment conditions stated in (1.4), Komlós et al. [22] proved that on an appropriate probability space for mean 0,
variance 1 i.i.d. random variables X, X1, X2, . . . , and their successive partial sums Sn, n = 1, 2, . . . , one can construct a standard
Wiener processes W (·) so that
sup
0≤t≤1
|S[nt] −W (nt)| = O(log n) a.s. (1.11)
Combining this renowned result with Theorem C, Chan et al. [21] conclude the following functional LIL version of (1.3)
(cf. their Theorem 3).
Theorem D. Consider i.i.d. random variables X, X1, X2, . . . that satisfy the moment conditions stated in (1.4). Let {an, n ≥ 1}
be a non-decreasing sequence of positive integers satisfying
(i) 1 ≤ an ≤ n,
(ii) n−1an is non-increasing,
(iii) an/ log n →∞ as n →∞.
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Then, as n →∞, the sequence of random functions
δn(t), 0 ≤ t ≤ 1

n≥3
:=

Sn−an+[ant] − Sn−an + (ant − [ant])Xn−an+[ant]+1
(2an(log(n/an)+ log log n))1/2 , 0 ≤ t ≤ 1

n≥3
(1.12)
is almost surely relatively compact in C[0, 1] in the uniform topology and the set of its limit points coincides withK .
The main achievement of our direct approach to proving our Theorem 1.1 is that the strong moment conditions in (1.4)
that are assumed in Theorem D are replaced by the dramatically weaker X ∈ DAN with EX = 0 via self-normalization.
The assumption (iii) in Theorem D is due to using the strong approximation result of (1.11) in combination with
Theorem C. When an = c log n or an/ log n → c > 0 instead of an/ log n → ∞ as n → ∞, then the increments
of size an of W (·) and S[n·] behave differently (cf. Theorem A in [21,23,24], Theorems 6.4, 6.5 and Remark 6.4 in [5] and
the references therein). Not surprisingly, in view of Theorems 6.4 and 6.5 in [5], assumption (iii) carries over to the self-
normalized increments of Theorem 1.1 as well.
We note in passing that Theorems 6.4 and 6.5 that are quoted in [5] are respectively due to Csörgő and Shao [25] and
Shao [26]. These theorems deal with Erdős–Rényi–Shepp type laws of large numbers essentially without any moment
conditions.
2. Proof of Theorem 1.1
The main ingredients of the proof of our Theorem 1.1 are Propositions 2.1–2.4. Proposition 2.3 is well known, and listed
here only for the sake of completeness of the proof of Theorem 1.1 that concludes this section. The proofs of Propositions 2.1,
2.2 and 2.4 are postponed to the Appendix. With these propositions in hand, our proof of Theorem 1.1 is similar to that
of Csörgő et al. [18]. Propositions 2.1, 2.2 and 2.4 themselves are analogues of the similarly numbered ones in the latter
paper that play a similar role in proving our Theorem 1.1 there (cf. (1.7) and Theorem B in Section 1 here). In addition to
Propositions 2.1, 2.2 and 2.4 being analogues of the similarly numbered ones in [18], the main difference is that establishing
the respective proofs of Propositions 2.1 and 2.2 for the increments in hand ismuchmore difficult and also new as compared
to those of the similarly numbered ones in [18].
Proposition 2.1. Put
Wn =
K
i=1
λi

Sn−an+[ian/K ] − Sn−an+[(i−1)an/K ]

,
where K is a positive integer and λ1, . . . , λK are real numbers with
K
i=1 λ
2
i = K. Then, under the conditions of Theorem 1.1,
we have
lim sup
n→∞
Wn
V nn−an+1βn
= 1 a.s.
Proposition 2.2. Under the conditions of Theorem 1.1, we have
lim
d→∞ lim supn→∞
max
0≤k<k+i≤an
max
1≤i≤an/d
|Sn−an+k+i − Sn−an+k|
V nn−an+1βn
= 0 a.s.
Proposition 2.3. Let f be a real valued function on [0, 1]. The following two statements are equivalent:
(i) f is absolutely continuous and
 1
0 (f
′(t))2dt ≤ 1,
(ii) f is continuous and
r
i=1 r(f (
i
r )− f ( i−1r ))2 ≤ 1 for any r = 1, 2, . . . .
This is Lemma 1.3.1 in [14] that is based on a result of Riesz (cf. page 75 of Riesz and Sz.-Nagy [27]).
As on page 39 of Csörgő and Révész [14], for any real valued function f ∈ C[0, 1] and integer d, we write
f (d)(t) = f

i
d

+ d

t − i
d

f

i+ 1
d

− f

i
d

,
when i/d ≤ t ≤ (i+ 1)/d, i = 0, 1, . . . , d− 1, and define
Cd = {f (d) : f ∈ C[0, 1]} ⊂ C[0, 1], Kd = {f (d) : f ∈ K}.
Then, by Proposition 2.3, we get thatKd ⊂ K .
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Proposition 2.4. Under the conditions of Theorem 1.1, with probability 1, the sequence {Γ (d)n (·)}n≥3 is relatively compact in Cd
and the set of its limit points coincides withKd.
Proof of Theorem 1.1. By Proposition 2.2 we have
sup
0≤t≤1
|Γn(t)− Γ (d)n (t)| ≤ 2 sup
0≤t≤t+s≤1
sup
0≤s≤1/d
|Γn(t + s)− Γn(t)|
≤
2 max
0≤k<i+k≤an,1≤i≤an/d
|Sn−an+k+i − Sn−an+k|
V nn−an+1βn
→ 0 a.s.
as n →∞ and d →∞.
Noticing that Proposition 2.3 guarantees thatK is closed (cf. also page 212 of Strassen [17]), Theorem 1.1 follows from
Propositions 2.3 and 2.4. 
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Appendix. Proofs of Propositions 2.1, 2.2 and 2.4
First we prove an auxiliary result for the self-normalizedWn of Proposition 2.1.
Lemma A.1. Suppose θ > 1 is a constant and {xm,m ≥ 1} is a sequence of positive numbers with xm = o(√am) as m → ∞.
Then for any 0 < ε < 1/7, under the conditions of Proposition 2.1, there exists δ > 1 such that for sufficiently large m,
P

max
m≤n≤θm
Wn
V nn−an+1
≥ xm

≤ δ(θ − 1)(m/am)e−(1−7ε)x2m/2. (A.1)
Proof. First, we will prove that there exists δ > 1 such that for sufficiently largem,
sup
m≤k≤θm+aθm
P

max
k≤n≤k+ak
Wn
V nn−an+1
≥ xm

≤ δ exp{−(1− 7ε)x2m/2}. (A.2)
For any positive integer k with m ≤ k ≤ θm + aθm, we write b1 = k and bi+1 = bi + abi/δ for any i ≥ 1, where δ is a
constant which will be chosen later. Define I so that bI < k+ ak ≤ bI+1. Clearly I ≤ δ + 1, and it follows that
P

max
k≤n≤k+ak
Wn
V nn−an+1
≥ xm

≤

s=bi, i=1,...,I
P

max
s≤n≤s+as/δ
Wn
V nn−an+1
≥ xm

. (A.3)
Ifm ≤ k ≤ θm+ aθm, thenm ≤ bi ≤ θm+ aθm + aθm+aθm ≤ 4θm for all i = 1, . . . , I .
For any s with m ≤ s ≤ 4θm, define zs = inf{t ≥ b + 1, ℓ(t)/t2 ≤ x2m/as}, where ℓ(t) = EX2I(|X | ≤ t) and
b = inf{t ≥ 1 : ℓ(t) > 0}. Thenwe have zs →∞ and asℓ(zs) = x2mz2s for sufficiently largem. RewriteWn =
an
i=1 λniXi+n−an
with
λni =
K
j=1
λjI([(j− 1)an/K ] < i ≤ [jan/K ]), i = 1, . . . , an.
Obviously |λni| ≤
√
K . We also denote W ′n =
an
i=1 λniX
′
i+n−an , where X
′
i+n−an = Xi+n−an I(|Xi+n−an | ≤ δ′zs) and δ′ is a
constant which will be chosen later. Note that an
i=1
λniXi+n−an I(|Xi+n−an | > δ′zs)
 ≤ √K
 an
i=1
X2i+n−an
an
i=1
I(|Xi+n−an | > δ′zs).
For any 0 < ε < 1/7, we have
P

max
s≤n≤s+as/δ
Wn
V nn−an+1
≥ xm

≤ P

max
s≤n≤s+as/δ
W ′n
V nn−an+1
≥ (1− ε)xm

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+ P

max
s≤n≤s+as/δ
an
i=1
λniXi+n−an I(|Xi+n−an | > δ′zs)
V nn−an+1
≥ εxm

≤ P

min
s≤n≤s+as/δ
V nn−an+1 ≤ (1− ε)

asℓ(zs)

+ P

max
s≤n≤s+as/δ
(W ′n −W ′s) ≥ εxm

asℓ(zs)

+ P(W ′s ≥ (1− 3ε)xm

asℓ(zs) )
+ P

max
s≤n≤s+as/δ
an
i=1
I(|Xi+n−an | > δ′zs) ≥ ε2x2m/K

:= F1 + F2 + F3 + F4. (A.4)
Similarly to (3.8) in [18], for δ > 1/ε, we have that for sufficiently largem,
F1 ≤ P(V ss+as/δ−as+as/δ+1 ≤ (1− ε)

asℓ(zs))
≤ P(Vas(1−1/δ) ≤ (1− ε)

asℓ(zs)) ≤ e−2x2m (A.5)
holds for allm ≤ s ≤ 4θm. Similarly to (3.9) in [18], it follows that for sufficiently largem,
F4 ≤ P

as(1+1/δ)
i=1
I(|Xi| > δ′zs) ≥ ε2x2m/K

≤ e−2x2m (A.6)
holds for allm ≤ s ≤ 4θm. Similarly to (3.7) in [18], by noting that
EW ′s =
as
i=1
λsiEXI(|X | ≤ δ′zs) = o

asℓ(δ′zs)
δ′zs

,
and ℓ(t) is a slowly varying function, for sufficiently largem, we conclude that
F3 ≤ exp

− (1− 3ε)
2x2masℓ(zs)
2
as
i=1
λ2siℓ(δ
′zs)
+ x
3
m(asℓ(zs))
3/2
as
i=1
λ2si
3
ℓ(δ′zs)3
s
i=1
λ3sio(zsℓ(δ
′zs))

≤ exp{−(1− 6ε)x2m/2} (A.7)
holds for allm ≤ s ≤ 4θm.
Also,
|W ′n −W ′s | ≤
K
i=1
λi|S ′[ian/K+n−an] − S ′[ias/K+s−as]| +
K
i=1
λi|S ′[(i−1)an/K+n−an] − S ′[(i−1)as/K+s−as]|
≤ 2√K
K
i=1
|S ′[ian/K+n−an] − S ′[ias/K+s−as]|.
Write η1 = ε/(2K 3/2). Similarly to (3.17) in [18], we have that for sufficiently largem,
F2 ≤ P

2
√
K max
s≤n≤s+as/δ
K
i=1
|S ′[ian/K+n−an] − S ′[ias/K+s−as]| ≥ εx2mzs

≤
K
i=1
P( max
s≤n≤s+as/δ
|S ′[ian/K+n−an] − S ′[ias/K+s−as]| ≥ η1x2mzs)
≤ 2
K
i=1
P

[ia(s+as/δ)/K+s+as/δ−a(s+as/δ)]
j=[ias/K+s−as]+1
(X ′j − EX ′j )
 ≥ η1x2mzs/2

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≤ 4K exp

− η
2
1x
4
mz
2
s /4
2asℓ(zs)/δ + 2δ′η1x2mz2s

≤ 4K exp{−2x2m} (A.8)
holds for allm ≤ s ≤ 4θm, provided that δ is large enough and δ′ is small enough. So (A.2) follows from (A.3)–(A.8).
Let B1 = m, Bi+1 = Bi + aBi for i ≥ 1, and I∗ be a positive integer satisfying BI∗ ≤ θm < BI∗+1. Obviously we have
I∗ ≤ (θ−1)m/am+1. Then by (A.2), there exists δ > 1 (it may be different from δ in (A.2)) such that for sufficiently largem,
P

max
m≤n≤θm
Wn
V nn−an+1
≥ xm

≤

k=Bi,i=1,...,I∗
P

max
k≤n≤k+ak
Wn
V nn−an+1
≥ xm

≤ δ(θ − 1)(m/am)e−(1−7ε)x2m/2, (A.9)
i.e., Lemma A.1 is proved. 
Proof of Proposition 2.1. Notice that βθm = o(√aθm) as m →∞. By using Lemma A.1, for any ε > 0 with (1+ 5ε)2(1−
7ε) > 1+ ε, and any θ > 1, there exists somem0 > 0 such that
∞
m=m0
P

max
θm≤n≤θm+1
Wn
V nn−an+1βn
≥ 1+ 5ε

≤
∞
m=m0
P

max
θm≤n≤θm+1
Wn
V nn−an+1
≥ (1+ 5ε)βθm

≤ C
∞
m=m0
(θm/aθm)−εm−(1+ε) <∞.
This together with the Borel–Cantelli lemma implies that
lim sup
n→∞
Wn
V nn−an+1βn
≤ 1 a.s.
Next we prove that
lim sup
n→∞
Wn
V nn−an+1βn
≥ 1 a.s. (A.10)
We proceed with the proof of (A.10) in two steps.
(1) If an/n ↓ 1 (i.e. an ≡ n), then we have
lim sup
n→∞
K
i=1
λi

S[in/K ] − S[(i−1)n/K ]

Vn
√
2 log log n
≥ 1 a.s.
as a consequence of Proposition 2.1 of Csörgő et al. [18].
(2) If (1) does not hold, then there exists some 0 ≤ c0 < 1 such that an/n ↓ c0.
For any ε > 0 and any τ > 1+ ε, we write nk = [ekτ ] (nk/nk−1 →∞). For any k ≥ 1, define that bk1 = nk−1 and
bki+1 = inf{n > bki : n− an ≥ bki }, i ≥ 1.
Then
bki+1 − abki+1 = b
k
i . (A.11)
To prove (A.11), we note that if bki+1 − abki+1 ≥ 1+ b
k
i , then
bki+1 − 1− abki+1−1 ≥ b
k
i+1 − 1− abki+1 ≥ b
k
i .
This is a contradiction to the definition of bki+1. Hence we have (A.11).
Let Ik be a positive integer satisfying bkIk < nk − ank ≤ bkIk+1. Clearly, we have
(nk − nk−1)/ank − 1 ≤ Ik ≤ nk/ank−1 . (A.12)
Note that we have βn = o(√an). By Lemma 3.3 in [18], we get that for any ε > 0, and for sufficiently large k and
nk−1 ≤ n ≤ nk, we have
P

Wn
V nn−an+1
≥ βnk/τ 2

≥ exp{−(1+ ε)β2nk/(2τ 4)}.
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Furthermore, since { WnVnn−an+1 , n = b
k
i , i = 1, . . . , Ik} are independent, for any τ > 1+ ε, we have
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1
≥ βnk/τ 2

≥ P
 
n=bki ,i=1,...,Ik

Wn
V nn−an+1
≥ βnk/τ 2

≥ 1−

1− k−1/τ2(nk/ank)−1/τ
3
Ik
≥ 1− exp{−Ikk−1/τ2(nk/ank)−1/τ
3}.
Now, if lim supk→∞ Ikk−1/τ
2
(nk/ank)
−1/τ3 > 0, then
∞
k=1
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1βn
≥ 1/τ 2

= ∞.
If limk→∞ Ikk−1/τ
2
(nk/ank)
−1/τ3 = 0, then for sufficiently large k, we have
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1
≥ βnk/τ 2

≥ (1/2)Ikk−1/τ2(nk/ank)−1/τ
3
.
This, together with (A.12) and an/n ↓ c0 < 1, for sufficiently large k, yields
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1
≥ βnk/τ 2

≥ Ck−1/τ2 .
Thus
∞
k=1
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1βn
≥ 1/τ 2

≥
∞
k=1
P

max
nk−1≤n<nk−ank
Wn
V nn−an+1
≥ βnk/τ 2

= ∞. (A.13)
Since {maxnk−1≤n<nk−ank WnVnn−an+1 } are independent, by (A.13) and using the Borel–Cantelli lemma, we conclude
lim sup
k→∞
max
nk−1≤n<nk−ank
Wn
V nn−an+1βn
≥ 1/τ 2 a.s.
Also, the arbitrariness of τ > 1 yields
lim sup
n→∞
Wn
V nn−an+1βn
≥ 1 a.s.
Hence the proof of Proposition 2.1 is now complete. 
Proof of Proposition 2.2. To prove Proposition 2.2, we only need to prove that θ > 1 and for sufficiently large d,
lim sup
m→∞
max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
|Sn−an+k+i − Sn−an+k|
V nn−an+1βn
≤ 10√
d
, a.s. (A.14)
For anym, let Bm1 = θm, Bmi+1 = Bmi +aBmi for i ≥ 1, and let Im be a positive integer satisfying BmIm < θm+1 ≤ BmIm+1. Clearly,
Im ≤ (θ − 1)θm/aθm + 1. Assume that {xm,m ≥ 1} is a sequence of positive numbers with xm = o(√am) as m → ∞. For
any θ > 1 and d > 0, we have that for sufficiently largem,
P

max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

≤

s=Bmi ,i=1,...,Im
P

max
s≤n≤s+as
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

.
Clearly, θm ≤ Bmi ≤ θm+1 + aθm+1 ≤ 2θm+1 for all i = 1, . . . , Im.
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Now, for any θm ≤ s ≤ 2θm+1, we write bs1 = s and bsi+1 = bsi + absi /d, and define I∗s such that bsI∗s < s+ as ≤ bsI∗s +1. Then
I∗s ≤ d+ 1 and θm ≤ bsi ≤ 2θm+1 + a2θm+1 ≤ 4θm+1 for all i = 1, . . . , I∗s . Consequently,
P

max
s≤n≤as+s
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

≤

l=bmi ,i=1,...,I∗s
P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

.
Next, for any θm ≤ l ≤ 4θm+1, let zl = inf{t > b+ 1 : ℓ(t)/t2 = x2m/al} with b = inf{t ≥ 1 : ℓ(t) > 0}. Then zl →∞
and for sufficiently largem, alℓ(zl) = x2mz2l . Denoting X ′i = Xi(I|Xi| ≤ zl) and S ′n =
n
i=1 X
′
i , we arrive at
P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

≤ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
S ′n−an+k+i − S ′n−an+k
V nn−an+1
≥ (1− ε)xm

+ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
n−an+k+i
j=n−an+k+1
XjI(|Xj| > zl)
V nn−an+1
≥ εxm

≤ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
(S ′n−an+k+i − S ′n−an+k) ≥ (1− ε)2x2mzl

+ P( min
l≤n≤l+al/d
V nn−an+1 ≤ (1− ε)zlxm)+ P

max
l≤n≤l+al/d
n
i=n−an+1
I(|Xi| > zl) ≥ (εxm)2

:= L1 + L2 + L3. (A.15)
If d > 1/ε, then similarly to (A.5), it follows that for sufficiently largem,
L2 ≤ P

V ll+al/d−a[l+al/d]+1 ≤ (1− ε)zlxm

≤ P

Val(1−1/d) ≤ (1− ε)zlxm

≤ e−dx2m (A.16)
holds for all θm ≤ l ≤ 4θm+1. Also, similarly to (A.6), we have that for sufficiently largem,
L3 ≤ P

l+al/d
i=l−al+1
I(|Xi| ≥ zl) ≥ (εxm)2

≤ e−dx2m (A.17)
holds for all θm ≤ l ≤ 4θm+1. Since al+al/d ≤ l+al/dl al ≤ 2al, we also have
L1 ≤ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
(S ′n−an+k+i − S ′n−an+k) ≥ (1− ε)2x2mzl

≤ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
(S ′n−an+k+i − S ′n−an+k+[i/2]) ≥ (1− ε)2x2mzl/2

+ P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤an/d
(S ′n−an+k+[i/2] − S ′n−an+k) ≥ (1− ε)2x2mzl/2

≤ 2P

max
l≤n≤l+al/d
max
0≤k<k+i≤an
max
1≤i≤al/d
(S ′n−an+k+i − S ′n−an+k) ≥ (1− ε)2x2mzl/2

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≤ 2P

max
l−al≤n≤l+al/d
max
1≤i≤al/d
(S ′n+i − S ′n) ≥ (1− ε)2x2mzl/2

≤ 2P

max
0≤n≤al(1+1/d)
max
1≤i≤al/d
(S ′n+i − S ′n) ≥ (1− ε)2x2mzl/2

≤ 2(1+ d)P

max
0≤n≤al/d
max
1≤i≤al/d
(S ′n+i − S ′n) ≥ (1− ε)2x2mzl/2

. (A.18)
Continuing similarly to the proof of (4.6) in [18], for sufficiently largem, it follows that
L1 ≤ 8(1+ d)e−(1−2ε)2dx2m/96 (A.19)
holds for all θm ≤ l ≤ 4θm+1. Combining now the above estimates via (A.15), we conclude that for any ε > 1/d and
sufficiently largem,
P

max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ xm

≤ Cd (θ − 1)θ
m
aθm
e−(1−2ε)
2dx2m/96, (A.20)
where Cd is a constant depending only on d. Consequently, we have
∞
m=0
P

max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1βn
≥ 10√
d

≤
∞
m=0
P

max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1
≥ 10βθm√
d

<∞. (A.21)
Hence by the Borel–Cantelli lemma,
lim sup
m→∞
max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
Sn−an+k+i − Sn−an+k
V nn−an+1βn
≤ 10√
d
a.s.
Similarly,
lim sup
m→∞
max
θm≤n≤θm+1
max
0≤k<k+i≤an
max
1≤i≤an/d
−(Sn−an+k+i − Sn−an+k)
V nn−an+1βn
≤ 10√
d
a.s.
Hence we get (A.14), and the proof of Proposition 2.2 is now complete. 
Proof of Proposition 2.4. Let Bd = {(x1, . . . , xd), x21 + · · · + x2d ≤ 1/d}, andBd be the set of limit points of the sequence
(S1n, d, . . . , S
d
n, d)
V nn−an+1βn
, n ≥ 3,
where S in, d = Sn−an+[ian/d] − Sn−an+[(i−1)an/d], i = 1, 2 · · · , d. Then, by Proposition 2.3, it suffices to prove thatBd = Bd.
By Proposition 2.1, we have
lim sup
n→∞
d
i=1
αiS in, d
V nn−an+1βn
= 1 a.s.
for any α1, . . . , αd satisfying
d
i=1 α
2
i = d. So Bd is a subset of Bd and covers the boundary ∂Bd = {(x1, . . . , xd), x21 +
· · · + x2d = 1/d}. We can also get that B2d is a subset of B2d and covers the boundary ∂B2d. Define f : ∂B2d → Rd by
f (x1, x2, . . . , x2d−1, x2d) = (x1 + x2, . . . , x2d−1 + x2d). Then Bd ⊂ f (∂B2d). In order to prove this, it suffices to show that for
any (x1, . . . , xd) ∈ Rd with x21+ · · · + x2d ≤ 1/d, there exist x˜1, x˜2, . . . , x˜d such that (x˜1, x1− x˜1, . . . , x˜d, xd− x˜d) ∈ ∂B2d, i.e.,
x˜21 + (x1 − x˜1)2 + · · · + x˜2d + (xd − x˜d)2 = 1/(2d),
which is equivalent to
(x˜1 − x1/2)2 + · · · + (x˜d − xd/2)2 = 1/d− x
2
1 − · · · − x2d
4
.
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The existence of x˜1, x˜2, . . . , x˜d is clear from this equation. So we have
Bd ⊂ f (∂B2d) ⊂ f (B2d) ⊂ Bd.
HenceBd = Bd, and Proposition 2.4 is proved. 
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