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THE HO¨RMANDER MULTIPLIER THEOREM I: THE LINEAR CASE
REVISITED
LOUKAS GRAFAKOS, DANQING HE, PETR HONZIK, AND HANH VAN NGUYEN
Abstract. We discuss Lp(Rn) boundedness for Fourier multiplier operators that sat-
isfy the hypotheses of the Ho¨rmander multiplier theorem in terms of an optimal condi-
tion that relates the distance | 1
p
− 1
2
| to the smoothness s of the associated multiplier
measured in some Sobolev norm. We provide new counterexamples to justify the opti-
mality of the condition | 1
p
− 1
2
| < s
n
and we discuss the endpoint case | 1
p
− 1
2
| = s
n
.
1. Introduction
To a bounded function σ on Rn we associate a linear multiplier operator
Tσ(f)(x) =
∫
Rn
f̂(ξ)σ(ξ)e2πix·ξdξ
where f is a Schwartz function on Rn and f̂(ξ) =
∫
Rn
f(x)e−2πix·ξdx is its Fourier trans-
form. The classical theorem of Mihklin [10] states that if the condition
(1) |∂ασ(ξ)| ≤ Cα|ξ|
−|α|
holds for all multi-indices α with size |α| ≤ [n/2] + 1, then Tσ admits a bounded
extension from Lp(Rn) to itself for all 1 < p <∞.
Mikhlin’s theorem was extended by Ho¨rmander [8] to multipliers with fractional
derivatives in some Lr space. To precisely describe this extension, let ∆ be the Lapla-
cian, let (I−∆)s/2 denote the operator given on the Fourier transform by multiplication
by (1+4π2|ξ|2)s/2 and for s > 0, and let Lrs be the standard Sobolev space of all functions
h on Rn with norm
‖h‖Lrγ := ‖(I −∆)
s/2h‖Lr <∞.
Let Ψ be a Schwartz function whose Fourier transform is supported in the annulus of
the form {ξ : 1/2 < |ξ| < 2} which satisfies
∑
j∈Z Ψ̂(2
−jξ) = 1 for all ξ 6= 0.
Ho¨rmander’s extension of Mikhlin’s theorem says that if 1 < r ≤ 2 and s > n/r, a
bounded function σ satisfies
(2) sup
k∈Z
∥∥Ψ̂σ(2k·)∥∥
Lrs
<∞,
2010 MSC: 42B15, 42B30. Keywords: Interpolation.
The first author was supported by the Simons Foundation. The third author was supported by the
ERC CZ grant LL1203 of the Czech Ministry of Education.
2010 Mathematics Classification Number 42B20, 42B99.
1
2 GRAFAKOS, HE, HONZIK, AND NGUYEN
i.e., σ is uniformly (over all dyadic annuli) in the Sobolev space Lrs, then Tσ admits a
bounded extension from Lp(Rn) to itself for all 1 < p < ∞, and is also of weak type
(1, 1). An endpoint result for this multiplier theorem involving a Besov space was given
by Seeger [14]. The least number of derivatives imposed on the multiplier in Ho¨rmander’s
condition (2) is when r = 2. In this case, under the assumption of n/2 + ε derivatives
in L2 uniformly (over all dyadic annuli), we obtain boundedness of Tσ on L
p(Rn) for all
p ∈ (1,∞). It is natural to ask whether Lp boundedness holds for some p if s < n/2.
Caldero´n and Torchinsky [1] used an interpolation technique to prove that if (2) holds,
then the multiplier operator Tσ is bounded from L
p(Rn) to itself whenever p satisfies
(3)
∣∣∣1
p
−
1
2
∣∣∣ < s
n
and
(4)
∣∣∣1
p
−
1
2
∣∣∣ ≤ 1
r
.
It is not hard to verify that if σ satisfies (2) and Tσ is bounded from L
p(Rn) to itself,
then we must necessarily have rs ≥ n; see Proposition 4.1. Thus 1
r
≤ s
n
and comparing
conditions (3) and (4) we notice that (4) restricts (3). On the other hand, if we only
have conditions (2) and (3) for some r, s with rs > n, r ∈ (1,∞), s ∈ (0,∞), then one
can find an ro such that |
1
p
− 1
2
| ≤ 1
ro
< s
n
and ro < r. In view of standard embeddings
between Sobolev spaces1 we obtain that
(5) sup
k∈Z
∥∥Ψ̂σ(2k·)∥∥
Lros
≤ C sup
k∈Z
∥∥Ψ̂σ(2k·)∥∥
Lrs
<∞ ,
and thus we can deduce the boundedness of Tσ on L
p(Rn) by the aforementioned
Caldero´n and Torchinsky [1] result using the space Lros . So assumption (4) is not neces-
sary.
In this note we provide a self-contained proof of the Lp boundedness of Tσ only under
assumption (3). Moreover, we show that (3) is optimal in the sense that within the class
of multipliers σ for which (2) holds, if Tσ is bounded from L
p to itself, then we must
necessarily have |1
p
− 1
2
| ≤ s
n
. Theorem 1.1 is mostly folklore, and could be proved via
the interpolation result of Connett and Schwartz [2], but here we provide a “bare hands”
proof. The counterexamples we supply (Section 4) seem to be new.
Theorem 1.1. Fix 1 < r <∞ and 0 < s ≤ n
2
such that rs > n. Assume that (2) holds.
Then Tσ maps L
p(Rn) to Lp(Rn) for all p ∈ (1,∞) such that
∣∣1
p
− 1
2
∣∣ < s
n
. Moreover,
if Tσ is bounded from L
p(Rn) to itself for all σ such that (2) holds, then we must have∣∣1
p
− 1
2
∣∣ ≤ s
n
.
We note that the strict inequality in condition rs > n is necessary as there exist
unbounded functions in Lrn/r(R
n), while multipliers are always in L∞.
1This could be proved via the Kato-Ponce inequality ‖FG‖Lqs ≤ C‖F‖Lq1s ‖G‖L
q2
s
, 1/q = 1/q1 +1/q2
with q = ro and q1 = r; see [9], [5].
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On the critical case
∣∣1
p
− 1
2
∣∣ = s
n
, 1 ≤ p < 2, there are positive results for 1 < p < 2
(see Seeger [13]) and for p = 1 by Seeger [14]. In Section 5 we discuss a direct way to
relate the results in the cases p = 1 and 1 < p < 2 via direct interpolation that yields
the following result as a consequence of the main theorem in [14]:
Proposition 1.2 ([13]). Given 0 ≤ s ≤ n
2
, 1 < p < 2 satisfy
∣∣1
p
− 1
2
∣∣ = s
n
, then we have∥∥Tσ∥∥Lp→Lp,2 ≤ C sup
k∈Z
‖σ(2k · )Ψ̂‖Bs,1n
s
.
Here Lp,2 denotes the Lorentz space of functions f for which t1/pf ∗(t) lies in L2((0,∞), dt
t
),
where f ∗ is the nondecreasing rearrangement of f ; for the definition of the Besov space
Bs,1n
s
see Section 5. Other types of endpoint results involving Lp norms as opposed to
Lp,2 norms were provided by Seeger [15].
2. Complex interpolation
This section contains an interpolation result proved in a simpler way than that of
Caldero´n and Torchinsky [1]. We denote by S the strip in the complex plane with
0 < ℜ(z) < 1.
Lemma 2.1. Let 0 < p0 < p < p1 <∞ be related as in 1/p = (1−θ)/p0+θ/p1 for some
θ ∈ (0, 1). Given f ∈ C∞0 (R
n) and ε > 0, there exist smooth functions hεj, j = 1, . . . , Nε,
supported in cubes on Rn with pairwise disjoint interiors, and nonzero complex constants
cεj such that the functions
f εz =
Nε∑
j=1
|cεj|
p
p0
(1−z)+ p
p1
z
hεj
satisfy ∥∥f εθ − f∥∥L2 + ∥∥f εθ − f∥∥min(1,p0)Lp0 + ∥∥f εθ − f∥∥min(1,p1)Lp1 < ε
and
‖f εit‖
p0
Lp0 ≤ ‖f‖
p
Lp + ε
′ , ‖f ε1+it‖
p1
Lp1 ≤ ‖f‖
p
Lp + ε
′ ,
where ε′ depends on ε, p0, p1, p, ‖f‖Lp and tends to zero as ε→ 0.
Proof. Given f ∈ C∞0 (R
n) and ε > 0, by uniform continuity there there are Nε cubes Q
ε
j
(with disjoint interiors) and nonnegative constants cεj such that∥∥∥f − Nε∑
j=1
cεjχQεj
∥∥∥
L2
+
∥∥∥f − Nε∑
j=1
cεjχQεj
∥∥∥min(1,p0)
Lp0
+
∥∥∥f − Nε∑
j=1
cεjχQεj
∥∥∥min(1,p1)
Lp1
< ε .
Find nonnegative smooth functions gεj ≤ χQεj such that∥∥∥ Nε∑
j=1
cεj(g
ε
j − χQεj )
∥∥∥
L2
+
∥∥∥ Nε∑
j=1
cεj(g
ε
j − χQεj )
∥∥∥min(1,p0)
Lp0
+
∥∥∥ Nε∑
j=1
cεj(g
ε
j − χQεj )
∥∥∥min(1,p1)
Lp1
< ε
and ( Nε∑
j=1
|cεj|
p‖gεj − χQεj‖
p0
Lp0
) 1
p0
+
( Nε∑
j=1
|cεj|
p‖gεj − χQεj‖
p1
Lp1
) 1
p1
< ε .
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Let φεj be the argument of the complex number c
ε
j . Set h
ε
j = e
iφεjgεj and notice that
f εθ =
∑Nε
j=1 |c
ε
j|h
ε
j =
∑Nε
j=1 c
ε
jg
ε
j satisfies∥∥f εθ − f∥∥L2 + ∥∥f εθ − f∥∥min(1,p0)Lp0 + ∥∥f εθ − f∥∥min(1,p1)Lp1 < ε.
Moreover, the choice of gεj implies that
‖fit‖Lp0 ≤
(
Bmin(1,p0) + εmin(1,p0)
) 1
min(1,p0) ,
where
B =
∥∥∥ Nε∑
j=1
cεjχQεj
∥∥∥ pp0
Lp
≤
((
εmin(1,p) + ‖f‖
min(1,p)
Lp
) 1
min(1,p)
) p
p0 .
An analogous estimate holds for f1+it. Given a, c > 0 and ε > 0 set ε
′ = ε′(ε, a, c) =
(εa+ca)1/a−c. Then (εa+ca)1/a ≤ ε′+c and ε′ → 0 as ε→ 0. Then for a suitable ε′ that
only depends on ε, p, p0, p1, ‖f‖Lp, the preceding estimates give: ‖f
ε
it‖
p0
Lp0 ≤ ‖f‖
p
Lp + ε
′
and ‖f ε1+it‖
p1
Lp1 ≤ ‖f‖
p
Lp + ε
′, as claimed. 
Lemma 2.2. For z in the strip a < ℜ(z) < b and x ∈ Rn, let H(z, x) be analytic in z
and smooth in x ∈ Rn that satisfies
|H(z, x)|+
∣∣∣∣dHdz (z, x)
∣∣∣∣ ≤ H∗(x), ∀a < ℜ(z) < b,
where H∗ is a measurable function on R
n. Let f be a complex-valued smooth function
on Rn such that∫
Rn
max
{
|f(x)|a , |f(x)|b
}{
1 + |log(|f(x)|)|
}
H∗(x) dx <∞.
Then the function
G(z) =
∫
Rn
|f(x)|z eiArg f(x)H(z, x)dx
is analytic on the strip a < ℜ(z) < b and continuous up to the boundary.
Proof. Let A = {x : f(x) 6= 0} . For x ∈ A denote
F (z, x) = |f(x)|z eiArg f(x)H(z, x).
Fix a < ℜ(z0) < b and x ∈ A. Then
lim
z→z0
F (z, x)− F (z0, x)
z − z0
= |f(x)|z0 log |f(x)| eiArg f(x)H(z0, x) + |f(x)|
z0 eiArg f(x)
dH
dz
(z0, x)
for all x ∈ A. We also have∣∣∣∣F (z, x)− F (z0, x)z − z0
∣∣∣∣ ≤ max{|f(x)|a , |f(x)|b}(1 + |log |f(x)||)H∗(x)
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for all x ∈ A. By Lebesgue dominated convergence theorem, the function G is analytic
and its derivative is
G′(z) =
∫
Rn
[
|f(x)|z log(|f(x)|)eiArg f(x)H(z, x) + |f(x)|z eiArg f(x)
dH
dz
(z, x)
]
dx
Also, the function G is also continuous on the boundary ℜ(z) = a and ℜ(z) = b. 
Lemma 2.3 ( [3, 6]). Let F be analytic on the open strip S = {z ∈ C : 0 < ℜ(z) < 1}
and continuous on its closure. Assume that for all 0 ≤ τ ≤ 1 there exist functions Aτ
on the real line such that
|F (τ + it)| ≤ Aτ (t) for all t ∈ R,
and suppose that there exist constants A > 0 and 0 < a < π such that for all t ∈ R we
have
0 < Aτ (t) ≤ exp
{
Aea|t|
}
.
Then for 0 < θ < 1 we have
|F (θ)| ≤ exp
{
sin(πθ)
2
∫ ∞
−∞
[
log |A0(t)|
cosh(πt)− cos(πθ)
+
log |A1(t)|
cosh(πt) + cos(πθ)
]
dt
}
.
In calculations it is crucial to note that
(6)
sin(πθ)
2
∫ ∞
−∞
dt
cosh(πt)− cos(πθ)
= 1− θ ,
sin(πθ)
2
∫ ∞
−∞
dt
cosh(πt) + cos(πθ)
= θ.
The main result of this section is the following:
Theorem 2.4. Fix 1 < q0, q1, r0, r1 <∞, 0 < p0, p1, s0, s1 < ∞. Suppose that r0s0 > n
and r1s1 > n. Let Ψ̂ be supported in the annulus 1/2 ≤ |ξ| ≤ 2 on R
n and satisfy∑
j∈Z
Ψ̂(2−jξ) = 1, ξ 6= 0.
Assume that for k ∈ {0, 1} we have
(7) ‖Tσ(f)‖Lqk ≤ Kk sup
j∈Z
∥∥σ(2j·)Ψ̂∥∥
L
rk
sk
‖f‖Lpk
for all f ∈ C∞0 (R
n). For 0 < θ < 1 let
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
,
1
r
=
1− θ
r0
+
θ
r1
, s = (1− θ)s0 + θs1.
Then there is a constant C∗ = C∗(r0, r1, s0, s1, n) such that for all f ∈ C
∞
0 (R
n) we have
(8) ‖Tσ(f)‖Lq(Rn) ≤ C∗K
1−θ
0 K
θ
1 sup
j∈Z
∥∥σ(2j·)Ψ̂∥∥
Lrs
‖f‖Lp(Rn) .
Proof. Fix Φ̂ such that supp(Φ) ⊂
{
1
4
≤ |ξ| ≤ 4
}
and Φ̂ ≡ 1 on the support of the
function Ψ̂. Denote ϕj = (I −∆)
s
2 [σ(2j·)Ψ̂] and define
(9) σz(ξ) =
∑
j∈Z
(I −∆)−
s0(1−z)+s1z
2
[
|ϕj|
r( 1−z
r0
+ z
r1
)
eiArg (ϕj)
]
(2−jξ)Φ̂(2−jξ).
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This sum has only finitely many terms and we estimate its L∞ norm. Fix ξ ∈ Rn. Then
there is a j0 such that |ξ| ≈ 2
j0 and there are only two terms in the sum in (9). For
these terms we estimate the L∞ norm of (I −∆)−
s0(1−z)+s1z
2
[
|ϕj|
r( 1−z
r0
+ z
r1
)
eiArg (ϕj)
]
. For
z = τ + it with 0 ≤ τ ≤ 1, let sτ = (1 − τ)s0 + τs1 and 1/rτ = (1 − τ)/r0 + τ/r1. By
the Sobolev embedding theorem we have∥∥∥(I −∆)− s0(1−z)+s1z2 [|ϕj|r( 1−zr0 + zr1 )eiArg (ϕj)]∥∥∥
L∞
≤ C(rτ , sτ , n)
∥∥∥(I −∆)− s0(1−z)+s1z2 [|ϕj|r( 1−zr0 + zr1 )eiArg (ϕj)]∥∥∥
Lrτsτ
≤ C(rτ , sτ , n)
∥∥∥(I −∆)it s0−s12 [|ϕj |r( 1−zr0 + zr1 )eiArg (ϕj)]∥∥∥
Lrτ
≤ C ′(rτ , sτ , n)(1 + |s0 − s1| |t|)
n/2+1
∥∥∥|ϕj|r( 1−zr0 + zr1 )eiArg (ϕj)∥∥∥
Lrτ
≤ C ′′(r0, r1, s0, s1, τ, n)(1 + |t|)
n/2+1
∥∥∥|ϕj|r( 1−τr0 + τr1 )∥∥∥
Lrτ
= C ′′(r0, r1, s0, s1, τ, n)(1 + |t|)
n/2+1
∥∥ϕj∥∥ rrτLr .
It follows from this that
(10) ‖στ+it‖L∞ ≤ C
′′(r0, r1, s0, s1, τ, n)(1 + |t|)
n/2+1
(
sup
j∈Z
∥∥σ(2j ·)Ψ̂∥∥
Lrs
) r
rτ
.
Let Tz be the family of operators associated to the multipliers σz . Let ε be given. Fix
f, g ∈ C∞0 and 0 < p0 < p < p1 < ∞, 1 < q
′
0 < q
′ < q′1 < ∞. Given ε > 0, by Lemma
2.1 there exist functions fz and gz such that ‖f
ε
θ − f‖Lp < ε, ‖g
ε
θ − g‖Lq′ < ε, and that
‖f εit‖Lp0 ≤
(
‖f‖Lp + ε
) p
p0 ,
∥∥f ε1+it∥∥Lp1 ≤ ( ‖f‖Lp + ε) pp1 ,
‖gεit‖Lq′0 ≤
(
‖g‖Lq′ + ε
) q′
q′
0 ,
∥∥gε1+it∥∥Lq′1 ≤ ( ‖g‖Lq′ + ε) q
′
q′
1 .
Define
F (z) =
∫
Tσz(f
ε
z )g
ε
z dx
=
∫
σz(ξ)f̂ εz (ξ)ĝ
ε
z(ξ) dξ
=
∑
j∈Z
∫
(I −∆)−
s0(1−z)+s1z
2
[
|ϕj|
r( 1−z
r0
+ z
r1
)
eiArg (ϕj)
]
(2−jξ)Φ̂(2−jξ)f̂ εz (ξ)ĝ
ε
z(ξ) dξ
=
∑
j∈Z
∫ [
|ϕj|
r( 1−z
r0
+ z
r1
)
eiArg (ϕj)
]
(2−jξ)(I −∆)−
s0(1−z)+s1z
2
[
Φ̂(2−j·)f̂ εz ĝ
ε
z
]
(ξ) dξ.
Notice that (I −∆)−
s0(1−z)+s1z
2 [Φ̂(2−j·)f̂ εz ĝ
ε
z](ξ) is equal to a finite sum of the form∑
k,l
|cεk|
p
p0
+( p
p1
− p
p0
)z
|dεl |
q′
q′0
+( q
′
q′1
− q
′
q′0
)z
(I −∆)−
s0(1−z)+s1z
2
[
Φ̂(2−j·)ζk,l
]
(ξ) = H(ξ, z),
where ζk,l are Schwartz functions, and thus it is an analytic function in z.
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Lemma 2.2 guarantees that F (z) is analytic on the strip 0 < ℜ(z) < 1 and continuous
up to the boundary. Furthermore, by Ho¨lder’s inequality, |F (it)| ≤ ‖Tσit(f
ε
it)‖Lq0 ‖g
ε
it‖Lq′0 ,
and
‖Tσit(f
ε
it)‖Lq0 ≤K0 sup
k∈Z
∥∥∥σit(2k·)Ψ̂∥∥∥
L
r0
s0
‖f εit‖Lp0
≤C(n, r0)(1 + |s1 − s0| |t|)
n
2
+1K0 sup
j∈Z
‖ϕj‖
r
r0
Lr
(
‖f‖pLp + ε
′
) 1
p0
=C(n, r0)(1 + |s1 − s0| |t|)
n
2
+1K0 sup
j∈Z
∥∥(I −∆) s2 [σ(2j ·)Ψ̂]∥∥ rr0Lr( ‖f‖pLp + ε′) 1p0 .
Thus, for some constant C = C(n, r0, s0, s1) we have
|F (it)| ≤ C(1 + |t|)
n
2
+1K0 sup
j∈Z
∥∥(I −∆) s2 [σ(2j·)Ψ̂]∥∥ rr0Lr( ‖f‖pLp + ε′) 1p0 ( ‖g‖q′Lq′ + ε′) 1q′0 .
Similarly, for some constant C = C(n, r1, s0, s1) we obtain
|F (1 + it)| ≤ C(1 + |t|)
n
2
+1K1 sup
j∈Z
∥∥(I −∆) s2 [σ(2j·)Ψ̂]∥∥ rr1Lr( ‖f‖pLp + ε′) 1p1 ( ‖g‖q′Lq′ + ε′) 1q′1
Thus for z = τ + it, t ∈ R and 0 ≤ τ ≤ 1 it follows from (10) and from the definition of
F (z) that
|F (z)| ≤ C ′′(1 + |t|)
n
2
+1
(
sup
j∈Z
∥∥σ(2j·)Ψ̂∥∥
Lrs
) r
rτ
‖f εz‖L2‖g
ε
z‖L2 = Aτ (t) ,
noting that ‖f εz‖L2‖g
ε
z‖L2 is bounded above by constants independent of t and τ . Since
Aτ (t) ≤ exp(Ae
a|t|) it follows that the hypotheses of Lemma 2.3 are valid.
Applying Lemma 2.3 we obtain
|F (θ)| ≤ C K1−θ0 K
θ
1 sup
j∈Z
∥∥(I −∆) s2 [σ(2j·)Ψ̂]∥∥
Lr
(
‖f‖pLp + ε
′
) 1
p
(
‖g‖q
′
Lq′
+ ε′
) 1
q′ .
But
F (θ) =
∫
Rn
σ(ξ)f̂ εθ (ξ)ĝ
ε
θ(ξ) dξ .
Then ∣∣∣∣
∫
Rn
σ(ξ)f̂ εθ (ξ)ĝ
ε
θ(ξ) dξ −
∫
Rn
σ(ξ)f̂(ξ)ĝ(ξ) dξ
∣∣∣∣
=
∣∣∣∣
∫
Rn
σ(ξ)
[
f̂ εθ (ξ)
(
ĝεθ(ξ)− ĝ(ξ)
)
+ ĝ(ξ)
(
f̂ εθ (ξ)− f̂(ξ)
)]
dξ
∣∣∣∣
≤ ‖σ‖L∞
[
‖f εθ ‖L2‖g
ε
θ − g‖L2 + ‖g
ε
θ‖L2‖f
ε
θ − f‖L2
]
≤ ‖σ‖Lrs
[
‖f‖L2‖g
ε
θ − g‖L2 + ‖g‖L2‖f
ε
θ − f‖L2
]
.
But the sequences f εθ − f and g
ε
θ − g converge to zero in L
2. Letting ε → 0, these
observations imply that∣∣∣∣
∫
Rn
σ(ξ)f̂(ξ)ĝ(ξ) dξ
∣∣∣∣ ≤ C K1−θ0 Kθ1 sup
j∈Z
∥∥(I −∆) s2 [σ(2j ·)Ψ̂]∥∥
Lr
‖f‖Lp ‖g‖Lq′
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and taking the supremum over all functions g ∈ Lq
′
with ‖g‖Lq′ ≤ 1 we obtain
‖Tσ(f)‖Lq ≤ C∗K
1−θ
0 K
θ
1 sup
j∈Z
∥∥(I −∆) s2 [σ(2j·)Ψ̂]∥∥
Lr
‖f‖Lp ,
where C∗ = C∗(n, r1, r2, s0, s1). 
3. Proof of Boundedness in Theorem 1.1
To prove Theorem 1.1 we use Theorem 2.4 applied as follows: fix p ∈ (1, 2) such that
1
p
− 1
2
< s
n
. Pick p0 = 1 + δ with δ small such that 1 < p0 < p and set s0 = n/2 + ε and
r0 = 2 where ε is small. Also set p1 = 2, s1 = ε+ ε
2, and r1 = n/ε. We have that
(11) ‖Tσ(f)‖Lp0 ≤ C(n, p0, r0, s0) sup
j∈Z
∥∥∥σ(2j·)Ψ̂∥∥∥
L
r0
s0
‖f‖Lp0
and
(12) ‖Tσ(f)‖L2 ≤ C(n, p0, r1, s1) sup
j∈Z
∥∥∥σ(2j·)Ψ̂∥∥∥
L
r1
s1
‖f‖L2
The conditions
1
p
=
1− θ
p0
+
θ
p1
,
1
r
=
1− θ
r0
+
θ
r1
, s = (1− θ)s0 + θs1.
translate into
1
p
−
1
2
=
1
1 + δ
−
1
2
+ θ
(1
2
−
1
1 + δ
)
,
1
r
=
1− θ
2
+
θε
n
, s = (1− θ)
n
2
+ (1+ θ)(ε+ ε2)
or
1
p
−
1
2
=
(
s
n
− (1 + θ)
ε+ ε2
n
)(
1−
2δ
1 + δ
)
=
s
n
−
(
(1 + θ)
ε+ ε2
n
+
2δ
1 + δ
s
n
− (1 + θ)
ε+ ε2
n
2δ
1 + δ
)
<
s
n
.
Since δ and ε are very small it follows that 1
p
− 1
2
can be arbitrarily close to s
n
. Note that
once s is fixed for a given p, the optimal r is close to n
s
(i.e., 1
r
= s
n
− ε
′
n
). Interpolating
between (11) and (12), via Theorem 2.4, yields the required assertion.
4. Necessary Conditions
In this section we discuss examples that reinforce the minimality of the conditions
on the indices in Theorem 1.1. One way to see this is to use the multiplier ma,b(ξ) =
ψ(ξ)|ξ|−bei|ξ|
a
where a > 0, a 6= 1, b > 0, and ψ is a smooth function which vanishes
in a neighborhood of the origin and is equal to 1 for large ξ. One can verify that ma,b
satisfies (5) for s = b/a and r > n/s. But it is known that Tma,b is bounded in L
p(Rn),
1 < p <∞, if and only if |1
p
− 1
2
| ≤ b/a
n
(see Hirschman [7, comments after Theorem 3c],
Wainger [16, Part II], and Miyachi [11, Theorem 3]). Alternative examples were given
in Miyachi and Tomita [12, Section 7].
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In this section we provide yet new examples to indicate the necessity of the indices in
Theorem 1.1. We are not sure as to whether boundedness into Lp, or even weak Lp, is
valid in general under assumption (2) exactly on the critical line
∣∣1
p
− 1
2
∣∣ = s
n
.
Proposition 4.1. If for all σ ∈ L∞(Rn) such that supk ‖σ(2
k·)Ψ̂‖Lrs(Rn) <∞ we have
(13) ‖Tσ‖Lp(Rn)→Lp(Rn) ≤ Cp sup
k
‖σ(2k·)Ψ̂‖Lrs(Rn) <∞ ,
then we must necessarily have rs ≥ n and |1
p
− 1
2
| ≤ s
n
.
Proof. First we prove the necessary condition rs ≥ n. Let ζ̂ be a smooth function
supported in the ball B(0, 1/10) in Rn and let φ̂ be supported in the ball B(0, 1/2)
equal to 1 on B(0, 1/5). Define f̂(ξ) = ζ̂(N(ξ − a)) with |a| = 1, and σ(ξ) = φ̂(N(ξ −
a)), then a direct calculation gives ‖f‖Lp(Rn) ≈ N
−n+n/p and ‖σ‖Lrs(Rn) ≤ CN
sN−n/r;
for the last estimate see Lemma 4.2. Moreover, Tσ(f)(x) = N
−nζ(x/N)e2πix·a. We
thus obtain that ‖Tσ(f)‖Lp(Rn) ≈ N
−n+n/p. Then (13) yields the inequality N−n+n/p ≤
CN sN−n/rN−n+n/p, which forces s− n/r ≥ 0 by letting N go to infinity.
We now turn to the other necessary condition |1
p
− 1
2
| ≤ s
n
. By duality it suffices to
prove the case when 1 < p ≤ 2. We will prove our result by constructing an example.
We consider the case n = 1 first while the higher dimensional case will be an easy
generalization.
Let ψ̂, ϕ̂ ∈ C∞0 (R) such that 0 ≤ ϕ̂ ≤ χ[−1/100,1/100] and χ[−1/10,1/10] ≤ ψ̂ ≤ χ[−1/2,1/2].
Therefore ψ̂ϕ̂ = ϕ̂. For a fixed large positive integer N , we define
(14) f̂N(ξ) =
N∑
j=−N
ϕ̂(Nξ − j), σN, t(ξ) =
∑
j∈JN
aj(t)ψ̂(Nξ − j),
where JN = {j ∈ Z :
N
2
≤ |j| ≤ 2N} and t ∈ [0, 1]. Here {aj}
∞
j=−∞ is the sequence of
Rademacher functions indexed by all integers.
One can verify that TN, t(fN) =: (σN, tfN )
∨ = (
∑
j∈JN
aj(t)ϕ̂(Nξ − j))
∨. Recall that
Rademacher functions satisfy for any p ∈ (0,∞)
cp
∥∥∥∑
j
aj(t)Aj
∥∥∥
Lp([0,1])
≤
(∑
j
|Aj |
2
)1/2
≤ Cp
∥∥∥∑
j
aj(t)Aj
∥∥∥
Lp([0,1])
,
where cp and Cp are constants. Therefore(∫ 1
0
‖TN, t(fN)‖
p
Lp(R)dt
)1/p
=
(∫ 1
0
∫
R
∣∣∣∣ ∑
j∈JN
aj(t)N
−1ϕ(N−1x)e2πixj/N
∣∣∣∣pdxdt
)1/p
≈
(∫
R
( ∑
j∈JN
∣∣∣N−1ϕ(N−1x)e2πixj/N ∣∣∣2)p/2dx)1/p
≈N−1
(∫
R
|N1/2ϕ(N−1x)|pdx
)1/p
≈N1/p−1/2.
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The Sobolev norm of σN,t is given by the following lemma, proved in all dimensions.
For n ≥ 1 and ~t = (t1, . . . , tn) ∈ [0, 1]
n we define a function on Rn by
σN,~t (x1, . . . , xn) =
∑
~j∈JN
aj1(t1) · · · ajn(tn)ϕ̂(Nξ1 − j1) · · · ϕ̂(Nξn − jn) ,
where JN = {~j = (j1, . . . , jn) ∈ Z
n : N
2
≤ |~j| ≤ 2N}. This σN,~t coincides with σN, t when
n = 1.
Lemma 4.2. We have that ‖σN,~t ‖Lrs(Rn) ≤ CN
s.
We postpone the proof of the lemma and continue with the proof of Proposition 4.1
when n = 1. We note that f̂N has L
q norm bounded by a constant independent of N ,
which implies by the Young’s inequality that ‖fN‖Lq ≤ C with C independent of N
when 2 ≤ q ≤ ∞. We show in the following lemma that this property is valid for all
q ∈ (1,∞].
Lemma 4.3. Let fN be as in (14) and let p ∈ (1,∞]. Then there is a constant Cp
independent of N such that ‖fN‖Lp ≤ Cp.
Proof. We note that fN =
∑N
j=−N
1
N
ϕ(x/N)e2πixj/N = 1
N
ϕ(x/N)DN(x/N), where DN
is the Dirichlet kernel, whose Lp-norm over [0, 1] is comparable to N1/p
′
when p > 1;
see for example [3, Exercise 3.1.6]. Using this fact and that ϕ is a Schwartz function we
obtain
‖fN‖Lp(R) =
∥∥∥ 1Nϕ( ·N )DN( ·N )∥∥∥
Lp(R)
= 1
N
N1/p‖ϕDN‖Lp(R)
=N−1/p
′
( ∞∑
j=−∞
∫ j
j−1
|ϕ(x)DN(x)|
pdx
)1/p
≤CN−1/p
′
( ∞∑
j=−∞
1
(1 + |j|)M
∫ j
j−1
|DN(x)|
pdx
)1/p
≤CpN
−1/p′N1/p
′
= Cp .
This proves the claim. 
In view of Lemma 4.3 we obtain the following inequalities
N
1
p
− 1
2 ≤ C
(∫ 1
0
‖TN, t(fN)‖
p
Lp(R)dt
) 1
p
≤ C A ‖f‖p
(∫ 1
0
‖σN, t‖
p
Lrs
dt
) 1
p
≤ C CpAN
s.
Letting N go to infinity forces 1/p− 1/2 ≤ s.
We now consider the higher dimensional case. Let FN(~x ) = fN(x1) · · · fN(xn), where
fN is as in (14). It follows from Lemma 4.2 and 4.3 that ‖FN‖Lp ≤ C and ‖σN‖Lrs ≤ CN
s.
A calculation similar to the one dimensional case shows that ‖TN(FN )‖Lp ≈ N
(1/p−1/2)n,
thus letting N →∞ we obtain that |1/p− 1/2| ≤ s/n. 
We now prove Lemma 4.2.
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Proof of Lemma 4.2. It is easy to verify that ‖σN,~t ‖Lr ≤ C and ‖σN,~t ‖Lr2 ≤ CN
2. Define
for z = u+ iv and φ ∈ S(Rn) the function
F (z) =
∫
Rn
(I −∆)zσN,~t (x)φ(x)dx
for z in the closed unit strip. Then F is analytic on the open strip and continuous on
its closure. We can also show that by the Mihlin multiplier theorem that
|F (z)| ≤ P (|v|)‖σN,~t‖Lr2u‖φ‖Lr′ ≤ P (|v|)N
2u+n/r′‖ϕ‖Lr2u‖φ‖Lr′ ,
where P (t) is a polynomial in t which is not necessary to be the same at all occurrences.
We have then log |F (z)| ≤ log(N2u+n/r
′
‖ϕ‖Lr2u‖φ‖Lr′) + C log |v| ≤ Ce
τ0|v| for some
τ0 ∈ (0, 1). Applying Lemma 2.3 we obtain for 0 < s < 1 that
(15) log |F (s)| ≤
sin(πs)
2
∫ ∞
−∞
[
M0(t)
cosh(πt)− cos(πs)
+
M1(t)
cosh(πt) + cos(πs)
]
dt,
where log |F (it)| ≤M0(t) = c log |t|+ log ‖ϕ‖Lr′ and log |F (1+ it)| ≤M1(t) = 2 logN +
c log |t|+ log ‖ϕ‖Lr′ .
We show that (15) is controlled by 2s logN +C(s)+ log ‖ϕ‖Lr′ , where C(s) is a finite
constant depending on s and independent on N . Then
|F (s)| ≤ e2s logNeC(s)elog ‖ϕ‖Lr′ ≤ C(s)N2s‖ϕ‖Lr′ ,
i.e. |F (s/2)| ≤ C(s)N s‖φ‖Lr′ for all φ ∈ S, hence ‖(I − ∆)
s/2m‖Lr ≤ C(s)N
s for
s ∈ (0, 2). Note that the original estimate ‖σN,~t‖Lrm ≤ CN
m is valid for any positive
integer m, so a similar argument gives the estimate ‖σN,~t‖Lrs ≤ CN
s for all s ≥ 0.
It remains to control (15), for which we recall (6). So
sin(πs)
2
∫ ∞
−∞
[
log ‖ϕ‖Lr′
cosh(πt)− cos(πs)
+
log ‖ϕ‖Lr′ + 2 logN
cosh(πt) + cos(πs)
]
dt = log ‖ϕ‖Lr′ + 2s logN.
So matters reduce to showing that for 0 < s < 1 we have∫ ∞
−∞
log |t|
cosh(πt)− cos(πs)
dt+
∫ ∞
−∞
log |t|
cosh(πt) + cos(πs)
dt <∞
which is a straightforward calculation. 
5. The endpoint case
∣∣1
p
− 1
2
∣∣ = s
n
As another application of the interpolation technique of this paper, we discuss an
interpolation theorem applicable in the critical case
∣∣1
p
− 1
2
∣∣ = s
n
. We introduce the
Besov space norm
‖h‖Bsp,q :=
(∑
j≥1
∥∥2js∆jh‖qLp
) 1
q
+
∥∥S0h∥∥Lp
where ∆j are the Littlewood-Paley operators and S0 is an averaging operator that satisfy
S0 +
∑∞
j=1∆j = I. We assume that for j ≥ 1, ∆j have spectra supported in the annuli
2j ≤ |ξ| ≤ 2j+2, while S0 has spectrum inside the ball B(0, 2).
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We recall the following result of Seeger [14]
(16)
∥∥Tσ∥∥H1→L1,2 ≤ C sup
k∈Z
‖σ(2k · )Ψ̂‖
B
n
2 ,1
2
concerning the endpoint case p = 1. We also have the trivial estimate
(17)
∥∥Tσ∥∥L2→L2 = ∥∥Tσ∥∥L2→L2,2 ≤ C sup
k∈Z
‖σ(2k · )Ψ̂‖B0,1∞ .
In this section, we derive the intermediate estimate contained in Seeger [13]:
(18)
∥∥Tσ∥∥Lp→Lp,2 ≤ C sup
k∈Z
‖σ(2k · )Ψ̂‖Bs,1n
s
for
∣∣1
p
− 1
2
∣∣ = s
n
, 1 < p < 2, and 0 ≤ s ≤ n
2
. We deduce estimate (18) from the following
theorem.
Theorem 5.1. Fix 1 < r0, r1 ≤ ∞, 1 < p0, p1 <∞, 0 ≤ s0, s1 <∞. Let Ψ̂ be supported
in the annulus 1/2 ≤ |ξ| ≤ 2 on Rn and satisfy∑
j∈Z
Ψ̂(2−jξ) = 1, ξ 6= 0.
Assume that for k ∈ {0, 1} we have
(19) ‖Tσ(f)‖Lpk,2 ≤ Kk sup
j∈Z
∥∥σ(2j·)Ψ̂∥∥
B
sk,1
rk
‖f‖Lpk
for all f ∈ C∞0 (R
n) and σ which make the right hand side finite. For 0 < θ < 1 define
1
p
=
1− θ
p0
+
θ
p1
,
1
r
=
1− θ
r0
+
θ
r1
, s = (1− θ)s0 + θs1.
Then there is a constant C∗ = C∗(r0, r1, s0, s1, p0, p1, p, n) such that for all f in C
∞
0 (R
n)
we have
(20) ‖Tσ(f)‖Lp,2(Rn) ≤ C∗K
1−θ
0 K
θ
1 sup
j∈Z
∥∥σ(2j·)Ψ̂∥∥
Bs,1r
‖f‖Lp(Rn) .
Moreover, conclusion (20) also holds under the assumption that p0 = 1 and (19) is
substituted (only for k = 0) by
(21) ‖Tσ(f)‖L1,2 ≤ K0 sup
j∈Z
∥∥σ(2j ·)Ψ̂∥∥
B
s0,1
r0
‖f‖H1
for all f ∈ C∞0 (R
n) with vanishing integral.
Proof. Let Φ̂(ξ) =
∑
j≤0 Ψ̂(2
−jξ) and Φ̂(0) = 1; then Φ̂ is supported in |ξ| ≤ 2. Fix a
bounded function σ. For an integer k define the dilation of σk by setting σk(ξ) = σ(2kξ).
For z in the closed unit strip we introduce linear functions
L(z) =
r
r0
(1− z) +
r
r1
z, M(z) = s− (1− z)s0 − zs1
and when j ≥ 1 introduce Littlewood-Paley operators ∆j(g) = g∗Ψ2−j , ∆˜j(g) = g∗Ψ˜2−j ,
where Ψ˜ is a Schwartz function whose Fourier transform is supported in an annulus only
slightly larger than 1/2 ≤ |ξ| ≤ 2 and equals 1 on the support of Ψ̂. We also define
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∆0(g) = g ∗ Φ and ∆˜0(g) = g ∗ Φ˜, where the Fourier transform of Φ˜ is supported in
|ξ| ≤ 4 and equals 1 on the support of Φ̂. Then define:
σz =
∑
k∈Z
∞∑
j=0
2jM(z)(ckj )
1−L(z) ∆˜j
(∣∣∆j(σkΨ̂)∣∣L(z)eiArg(∆j(σkΨ̂)))(2−k·) ̂˜Ψ(2−k·)
where
ckj =
∥∥∆j(σkΨ̂)∥∥Lr
sup
µ∈Z
∑
l≥0
2ls
∥∥∆l(σµΨ̂)∥∥Lr .
Next, we estimate
(22) sup
µ∈Z
∑
l≥0
2ls0
∥∥∆l(σµitΨ̂)∥∥Lr0 .
We notice that for a given µ ∈ Z, in the sum defining σµit, only finitely many terms in
k appear, the ones with k = µ, µ + 1, µ − 1. For simplicity we only consider the term
with k = µ, since the other ones are similar. This part of (22) is estimated by
(23) sup
µ∈Z
∑
l≥0
N∑
j=0
2ls02j(s−s0)|cµj |
1− r
r0
∥∥∥∥∆˜l
(
∆˜j
(∣∣∆j(σµΨ̂)∣∣L(it)eiArg(∆j(σµΨ̂)))Ψ̂ ̂˜Ψ
)∥∥∥∥
Lr0
.
Using Lemma 5.2 (stated and proved below) we obtain that (23) is bounded by
(24) sup
µ∈Z
∑
l≥0
N∑
j=0
2ls02j(s−s0)|cµj |
1− r
r0CM2
−2|1− 1
r0
|max(j, l)M∥∥ ∣∣∆j(σµΨ̂)∣∣ rr0 ∥∥Lr0 .
But the sum over l in (24) is bounded by CM2
js02
−j2|1− 1
r0
|M
≤ CM2
js0 for M sufficiently
large, and consequently (24) is bounded by
(25) CM sup
µ∈Z
∞∑
j=0
2j(s−s0)2js0|cµj |
1− r
r0
∥∥∆j(σµΨ̂)∥∥ rr0Lr ≤ CM
(
sup
µ∈Z
∑
j≥0
2js
∥∥∆j(σµΨ̂)∥∥Lr
)r
r0
by the choice of cµj . Likewise we obtain a similar estimate for the point 1 + it. We
summarize these two estimates as follows:
(26) sup
µ∈Z
∑
l≥0
2lsm
∥∥∆l(σµz Ψ̂)∥∥Lrm ≤ CM
(
sup
k∈Z
∑
j≥0
2js
∥∥∆j(σkΨ̂)∥∥Lr
) r
rm
where m = 0, 1 and ℜz = m.
Now consider an analytic family of operators Tz associated with the multipliers σz
defined by f 7→ Tσz(f). We have that when Re z = 0, Tz maps L
p0,2 to Lp0 if p0 > 1 and
H1 to L1,2 if p0 = 1 with constant
B0 = CMK0
(
sup
k∈Z
∑
j≥0
2js
∥∥∆j(σkΨ̂)∥∥Lr
) r
r0
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and when Re z = 1, Tz maps L
p1,2 to Lp1 with constant
B1 = CMK1
(
sup
k∈Z
∑
j≥0
2js
∥∥∆j(σkΨ̂)∥∥Lr
) r
r1
.
We now interpolate using Theorem 1.1 (with m = 1) in [4]. We obtain
‖Tσθ(f)‖(Lp0,2)1−θ(Lp1,2)θ ≤ C(p0, p1, p)B
1−θ
0 B
θ
1‖f‖(Lp0 ,Lp1)θ .
Noting that (Lp0,2)1−θ(Lp1,2)θ = Lp,2 and (Lp0, Lp1)θ = L
p (even when p0 = 1, in which
case Lp0 is replaced by H1), we obtain the claimed assertion. 
Lemma 5.2. Using the notation of Theorem 5.1, for any M > 0 there is a constant
CM (also depending on the dimension n, on Ψ, and Ψ˜) such that for any 1 ≤ q ≤ ∞ we
have
(27)
∥∥∥∆˜l(∆˜j(g)Ψ̂ ̂˜Ψ)∥∥∥
Lq
≤ CM2
−2(1− 1
q
)max(j, l)M‖g‖Lq
for all l, j > 0. We also have that for any M > n there is a constant CM such that
(28)
∥∥∥∆˜l(∆˜j(g)Ψ̂ ̂˜Ψ)∥∥∥
L1
≤ CM2
−max(j, l)(M−n)‖g‖H1
Proof. The claimed estimate is obviously true when q = 1. So we prove it for q = 2 and
derive (27) as a consequence of classical Riesz-Thorin interpolation theorem. Examining
the Fourier transform of the operator in (27), matters reduce to computing the L∞ norm
of the function
(29)
̂˜
Ψ(2−jξ)
∫
Rn
̂˜
Ψ(2−l(ξ − η))φ(η)dη
where φ(η) = Ψ ∗ Ψ˜ is a Schwartz function. Since the integral is over the set |ξ−·| ≈ 2l,
we estimate the absolute value of the expression in (29) by
CM
[
sup
{ 1
(1 + |η|)M
: |ξ − η| ≈ 2l
}] ∫
Rn
(1 + |η|)−Mdη
where |ξ| ≈ 2j. Notice that if l > j+10, then |η| ≈ 2l, while if j > l+10, then |η| ≈ 2j.
These estimates yield the proof of (27).
We now turn our attention to (28). Using Fourier inversion, we write
∆˜l
(
∆˜j
(
g
)
φ̂
)
(x) =
∫
Rn
ĝ(η)
̂˜
Ψ(2−lη)
∫
Rn
̂˜
Ψ(2−jξ)φ(ξ − η)e2πix·ξ dξ dη .
We integrate by parts in the inner integral with respect to the operator (I − ∆ξ)
N to
obtain that the preceding expression is equal to∑
β+γ=2N
Cβ,γ
(1 + 4π2|x|2)N
∫
Rn
ĝ(η)
̂˜
Ψ(2−lη)
∫
Rn
2−j|β|(∂β
̂˜
Ψ)(2−jξ)(∂γφ)(ξ − η)e2πix·ξ dξ dη .
Since for g ∈ H1 we have |ĝ(ξ)| ≤ c‖g‖H1 for all ξ and we deduce the estimate∣∣∆˜l(∆˜j(g)φ̂ )(x)∣∣ ≤ CM‖g‖H1
(1 + 4π2|x|2)N
2ln sup
|η|≈2l
∫
|ξ|≈2j
dξ
(1 + |ξ − η|)2M
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forM > n. We easily derive from this estimate the validity of (28). Note that in the case
j = 0 the notation |ξ| ≈ 2j should be interpreted as |ξ| . 2; likewise when l = 0. 
Note that Proposition 1.2 is a consequence of Theorem 5.1 with initial estimates (16)
and (17).
Acknowledgment: The first author would like to thank Andreas Seeger for useful
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