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Introduction
0.1. The origins of difference algebra. Difference algebra can be traced back
to considerations involving recurrence relations, recursively defined sequences, rudi-
mentary dynamical systems, functional equations and the study of associated dif-
ference equations.
Let k be a commutative ring with identity, and let us write
R = kN
for the ring (k-algebra) of k-valued sequences, and let σ : R → R be the shift
endomorphism given by
σ(x0, x1, . . .) = (x1, x2, . . .).
The first difference operator ∆ : R→ R is defined as
∆ = σ − id,
and, for r ∈ N, the r-th difference operator ∆r : R → R is the r-th compositional
power/iterate of ∆, i.e.,
∆r = (σ − id)r =
r∑
i=0
(
r
i
)
(−1)r−iσi.
Classically, a difference equation is a polynomial expression involving an unknown x
for a sequence in R, and its iterated differences. More precisely, given a polynomial
F ∈ k[X0, X1, . . . , Xr], an expression
F (x,∆(x), . . . ,∆r(x)) = 0
is a polynomial difference equation in an unknown x. In view of the fact that
iterated difference operators can be expressed in terms of iterated shifts, the above
equation can be rewritten as
F˜ (x, σ(x), . . . , σr(x)) = 0,
for some polynomial F˜ ∈ k[X0, X1, . . . , Xr].
Historically, the terminology shifted in favour of the shift endomorphisms, so
now we most commonly refer to the latter form as a polynomial difference equation,
and its solutions are sought in an abstract difference k-algebra
(R, σ),
consisting of a k-algebra R and an endomorphism σ : R→ R.
0.2. Algebraic structures with operators. Abstract difference and differential
algebra were founded by Ritt in 1930s as the study of algebraic structures equipped
with difference and differential operators. In this classical (or strict) point of view,
the operators are superimposed onto classical algebraic structures.
In particular, a difference ring is a pair
(R, σR),
where R is a commutative ring with identity and σ : R→ R is an endomorphism.
A morphism f : (R, σR)→ (S, σS) is a commutative diagram
iv
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R S
f
σR σS
f
or ring homomorphisms. We obtain the category
σ-Rng
of difference rings.
If R ∈ σ-Rng, a (difference) R-module is a pair
(M,σM ),
whereM is a module for the underlying ring of R, and σM :M →M is an additive
endomorphism such that, for r ∈ R and m ∈M ,
σM (r.m) = σR(r).σM (m).
A morphism f : (M,σM ) → (N, σN ) is a homomorphism f of the underlying
modules satisfying
f ◦ σM = σN ◦ f.
We write
R-Mod
for the category of difference modules over the difference ring R.
Similarly, we define difference analogues of other types of mathematical struc-
tures, including sets, groups, abelian groups, algebras over a difference ring, etc.
A differential ring is a pair
(R, δ)
consisting of a ring R with a derivation δ : R→ R. There exist suitable notions of
differential modules and other algebraic objects.
It is possible to consider multiple difference or differential operators, and the
two types of operators can be combined into difference-differential structures, where
the interaction between the operators is often prescribed.
The differential side of the story developed much quicker. Most notably, it was
formulated in a manner analogous to the algebraic geometry of the time by Kolchin,
who studied differential varieties over differential fields, developed the Galois theory
of differential equations, and studied difference algebraic groups ([39]).
A comparable level of development of difference algebra had to wait until Cohn’s
monograph [19], where the difference analogue of commutative algebra needed for
formulating ‘difference algebraic geometry’ was established. The Galois theory of
difference equations was described by van der Put and Singer in [57].
The ultimate exposition of the classical view of difference algebra is Levin’s
recent book [41], which covers Cohn’s material from a contemporary point of view
and expands it with a selection of important developments established since.
0.3. Model theory of fields with operators. Model theory has been highly
successful in the study of fields with operators, both difference and differential. To
focus just on the difference side of the story, existentially closed difference fields
were axiomatised by Macintyre [43] and Chatzidakis-Hrushovski [17] by the theory
called ACFA, but the classification of definable sets was made difficult by the lack
of full quantifier elimination for ACFA.
v
Nevertheless, Zilber’s trichotomy has been established by Chatzidakis, Hrushovski
and Peterzil in [17] and [18], stating that a one-dimensional definable set is either
in correspondence with an algebraic curve over a definable one-dimensional field, or
it is locally modular (it arises from a definable group G such that every definable
subset of Gn is a finite Boolean combination of cosets of definable groups), or it is
trivial in the sense that all definable relations on X are reducible to binary relations.
These results, coupled with methods and ideas of stability/simplicity theory,
found spectacular applications in number theory, such as Hrushovski’s model-
theoretic proof of the Manin-Mumford conjecture [29], and more recently in al-
gebraic dynamics, such as in the work of Medvedev-Scanlon [46].
The long-standing conjecture by Macintyre that ACFA is the first-order theory
of difference fields
(F¯p, x 7→ xpn)
consisting of the algebraic closure of a finite field Fp equipped with a power of the
Frobenius automorphism was settled by Hrushovski in [30].
0.4. Difference algebraic geometry. The scheme-theoretic development of dif-
ference algebraic geometry originates in Hrushovski’s paper [30] with the definition
of the fixed-point spectrum
Specσ(A)
of a difference ring (A, σ). Cohn’s monograph provides a wealth of information
needed for studying such schemes, but a number of new results had to be developed
from first principles. This context was further explored by Wibmer and the author.
The drawback of this approach is that it is not possible to recover the difference ring
(A, σ) by taking the global sections of the structure sheaf of Specσ(A) in general.
More recently, Wibmer and the author adopted the position that it is beneficial
to adopt a functorial view, where a difference scheme associated to the difference
ring (A, σ) is treated as a representable functor from the category of difference rings
to the category of sets
R 7→ σ-Rng(A,R),
to be thought of as the realisation functor of the difference scheme Spec(A, σ). By
Yoneda’s lemma, the difference ring (A, σ) can be recovered from its realisation
functor, which parallels the situation in classical algebraic geometry.
0.5. In search of difference cohomology. The goal of this manuscript is to
identify the right context for introducing cohomology into difference algebra and
geometry. The author took the following path to enlightenment in his quest for
difference cohomology.
Cartesian closed categories. Classical algebra is founded in the category of
sets, where we have the natural ‘currying’ isomorphism
Set(X × Y, Z) ≃ Set(X,Set(Y, Z)).
Homological algebra is rooted in a few basic dualities that stem from it, such as
the following hom-tensor duality. Given a commutative ring with identity R, and
R-modules A, B, C, the object R-Mod(B,C) is again an R-module, and we have
a natural isomorphism
R-Mod(A⊗R B,C) ≃ R-Mod(A,R-Mod(B,C)).
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Any attempt to develop homological algebra in the strict difference context
described in 0.2 encounters the following insurmountable obstacles.
If Y and Z are difference sets, the object
σ-Set(Y, Z)
is a bare set, and not a difference set, so we cannot hope for a difference analogue
of the currying isomorphism in the strict difference context.
Similarly, if R ∈ σ-Rng is a difference ring, and B, C are difference R-modules,
the set of difference R-module homomorphisms
R-Mod(B,C)
is not a difference R-module in general. Hence, we cannot hope for a difference
analogue of the hom-tensor duality in the confines of the strict difference context.
The above properties can be restated by saying that the category of sets is
cartesian closed, and that the category of modules over a commutative unital ring
is monoidal closed.
We now show how to make difference sets into a cartesian closed category,
and how to make the category of difference modules over a difference ring into a
monoidal closed category.
Enriching difference algebra. Consider the difference set
N+ = (N, i 7→ i+ 1).
Given difference sets X and Y , we define the internal hom object
[X,Y ] ∈ σ-Set
by stipulating
[X,Y ] = σ-Set(N+ ×X,Y ) ≃ {(fi)i∈N : fi ∈ Set(X,Y ), fi+1 ◦ σX = σY ◦ fi},
together with the shift s : [X,Y ]→ [X,Y ],
s(f0, f1, . . .) = (f1, f2, . . .).
We obtain a natural isomorphism
σ-Set(X × Y, Z) ≃ σ-Set(X, [Y, Z]),
and hence σ-Set is a cartesian closed category.
If R is a difference ring, and A, B and C are difference R-modules, we can
define the internal hom object
[B,C]R ∈ R-Mod
analogously, and we obtain the difference hom-tensor duality
R-Mod(A⊗R B,C) ≃ R-Mod(A, [B,C]R),
and thus R-Mod is a monoidal closed category.
Our motto becomes the following.
Difference algebraic geometry and homological algebra must be
developed in the framework of enriched category theory, where
the relevant categories are enriched over difference sets and dif-
ference modules.
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In view of the fact that
σ-Set(X,Y ) = Fix([X,Y ], s),
we observe that the ordinary difference categories are the underlying categories of
the relevant σ-Set-enriched categories. Hence, the classical difference algebra only
sees the tip of the iceberg.
A topos-theoretic view. Writing σ for the category associated to the monoid
N, we have equivalences of categories
σ-Set ≃ BN ≃ [σ,Set],
between difference sets, the categoryBN of sets with an action of the monoid (N,+)
and the category of presheaves on σop ≃ σ. By definition, they are all Grothendieck
topoi, and BN is often referred to as the classifying topos of N.
We update our basic principle to the following.
Difference algebra is the study of algebraic objects internal in
the topos σ-Set.
Indeed, in terminology of categorical logic, the theories of groups, abelian groups,
rings, and modules are algebraic theories in the sense that the relevant axioms
can be expressed by the commutativity of various diagrams involving algebraic
operations treated as morphisms, so they can be interpreted in any category with
finite limits.
In particular, difference rings are ring objects in the category σ-Set, i.e.,
σ-Rng ≃ Rng(σ-Set).
Moreover, if R ∈ σ-Rng is a ring object in the topos σ-Set, the category of
difference R-modules is equivalent to the category of modules in the ringed topos
(σ-Set, R), i.e.,
R-Mod ≃Mod(σ-Set, R).
The enriched structure mentioned above is automatic, since the internal homs of
difference sets are the internal homs from topos theory, and the internal homs of
difference modules are the topos-theoretic ones that stem from the operations on
modules in ringed topoi.
Changing the universe. An established principle in topos theory states that
the universe of sets can be replaced by an arbitrary base topos, and that it should
be possible to reprise interesting topics and chapters of classical mathematics in
the new context.
We cling to this principle as a kind of Ariadne’s thread, guiding us out of the
labyrinth of guesswork on the path of applying the vast machinery of topos theory
and categorical logic in the case of difference sets. There is no need to wonder how
to define appropriate difference analogues of classical objects, a predicament often
encountered by a researcher in difference algebra.
Remarkably, this special case of a possibly simplest example of a non-boolean
topos hides a wealth of previously uncovered objects, and takes us on a path through
a significant part of the Elephant [35], [36].
0.6. Difference algebraic geometry as relative algebraic geometry. In-
spired by the above philosophy of working in a new universe, we proclaim the
following.
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Difference algebraic geometry is algebraic geometry over the base
topos σ-Set.
For a ringed topos (E , A), Hakim [27] defines the Zariski spectrum Spec.Zar(E , A)
as a locally ringed topos equipped with a morphism of ringed topoi
Spec.Zar(E , A)→ (E , A)
so that the 2-functor Spec.Zar is a 2-right adjoint to the inclusion 2-functor of
locally ringed topoi into ringed topoi, as explained in Section 8.
Moreover, the inclusion 2-functor of strictly locally ringed topoi into locally
ringed topoi into admits a right adjoint Spec.Ét, giving rise to the étale spectrum
Spec.Ét(E , A)→ (E , A).
Hence, the affine difference scheme associated to a difference ring A is the
locally ringed topos
(X,OX) = Spec.Zar(σ-Set, A),
and its étale topos is
(Xét,OXét) = Spec.Ét(X,OX),
as we explain in Section 18. This approach resolves all foundational issues men-
tioned in 0.4.
Étale fundamental group of a difference scheme. Under certain con-
ditions, the structure morphism Xét → σ-Set is a locally connected geometric
morphism.
If we have a point x¯ : σ-Set → Xét, the difference étale fundamental group of
X is defined as the prodiscrete σ-Set-localic group
π1(Xét/σ-Set, x¯)
as in [11], building on the earlier work of [26, 37, 10, 12]. In the absence of a
point, we work with a localic difference groupoid given by this theory.
We also adapt Janelidze’s pure Galois theory ([7], [32]) to the context of
difference rings and compare the resulting profinite groupoid to the fundamental
groupoid.
Let us indicate why we require such advanced technology to develop difference
Galois theory. In algebraic geometry, one can always reduce to the case of a con-
nected base scheme, one can always find some geometric points in the base scheme
and associated fibre functors, and Grothendieck’s Galois theory exploits the fact
that the target category Set of the fibre functors is a boolean topos. In the dif-
ference case, we have to deal with the cases where the base difference scheme is
topologically totally disconnected yet indecomposable as a difference object, the
inability to find points in the base difference scheme, and the fact that the topos
σ-Set is not boolean.
The classical theory is summarised in Section 9, and our difference versions are
given in Section 19.
Cohomology of difference schemes. If (X,OX) is a difference scheme as
above, the global sections geometric morphism factors as
γZar : X
πZar−−−→ σ-Set→ Set,
where πZar is the structure geometric morphism of the Zariski spectrum.
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IfM is an OX -module, we define the Zariski cohomology and the relative Zariski
cohomology as the usual topos cohomology groups
Hi(X,M) = RiγZar∗(M), and H
i(X/σ-Set,M) = RiπZar∗(M),
the latter being a difference abelian group.
Similarly, if M is an abelian group in Xét, we define the étale cohomology and
the relative étale cohomology groups as the usual topos cohomology groups
Hi(Xét,M) = Riγét,∗(M), and H
i(Xét/σ-Set,M) = Riπét,∗(M),
the latter being a difference abelian group.
For any reasonable scheme topology τ , we define τ -spectra of a difference
scheme (8.2, 18.8), and τ -cohomology analogously to the above (10.1, 20.1). In
particular, we occasionally use the fppf topology.
As explained in Section 6, the advantage of placing our definitions firmly within
the classical context of topos theory is that we have a vast machinery at our dis-
posal, and many results are automatic. In particular, all spectra in sight are ringed
Grothendieck topoi, so the relevant categories of modules and abelian groups are
known to be abelian with enough injectives, and classical homological algebra ap-
plies, as well as all results from Grothendieck’s SGA or [52] developed at the gen-
erality of ringed sites or topoi.
Hence, we immediately know the relationship between the first cohomology and
the Picard group (10.3, 20.7), and the fact that the first cohomology group classifies
torsors (6.8, 20.2, 20.3).
Grothendieck-Leray spectral sequence gives a relationship between the absolute
and relative cohomology groups, which becomes particularly simple in the difference
case 20.1.
Following Hakim’s general result 10.2, we obtain the difference analogues of the
vanishing theorems in cohomology of quasi-coherent sheaves 20.6.
Upon establishing a comparison 20.5 between the relative difference cohomology
and the classical cohomology of the underlying scheme, we are able to perform a
number of fairly explicit calculations, such as computing the étale cohomology
groups of a difference field in 20.10 and that of a difference curve in 20.12.
Cohomology of difference algebraic groups.
In [59], Wibmer adopts a categorical view of difference algebraic geometry.
Given a base difference ring k, the work is done in the diagram category
[k-Alg,Set],
and a difference varieties over k correspond to functors represented by k-algebras
of finite σ-type. In particular, a difference algebraic group is a functor represented
by a difference Hopf algebra over k.
In Section 21, we work the context of categories enriched over σ-Set and the
enriched functor category
[k∞-Alg,σ-Set].
This context naturally leads to the notion of representations of affine difference
algebraic groups as difference comodules of the associated difference Hopf algebra,
allowing us to compare to the previous work of [51] and [15].
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0.7. Organisation of the material. In the first part of the manuscript, we aim
to review the material from enriched category theory and topos theory that will be
used in the second part in the context of difference algebra and over the base topos
σ-Set. We mostly follow the classics such as [1], [3], [4], [5], [14], [33], [38], [35],
[36], [42].
The only original contributions in this part are in Section 7, where we show that
one can obtain enriched derived functors of an enriched functor, in Section 8, where
we indirectly show that Tierney’s construction of the Zariski spectrum from [54]
works, and perhaps in Sections 9, Section 10.1 and Section 11, where we combine
known methods for possibly novel applications.
In the second part of the manuscript, we have a surprisingly nontrivial task of
unravelling the general concepts in the difference context, whilst interpreting the
emerging objects in a way that gives an impression of doing ‘difference algebraic
geometry’. Most of it is completely unseen in difference algebra.
Whenever possible, we address an issue in the utmost generality in the first
part in order to extract it as a special case in the second. On the other hand,
certain concepts become much simpler in the difference case, and we are able to
pursue them much further than in full generality. In particular, several calculations
from Section 19 and Section 20 are specific.
0.8. Generalisations. Our basic premise is that most facts about difference al-
gebra can be derived from topos theory over the base topos
BN.
We can replace N by any other monoid, quandle or a category, and, by following
the template we outlined, obtain the relevant ‘equivariant’ geometry.
0.9. Acknowledgements. I am a relative novice in category theory, and only
started thinking of the role of enriched categories in difference homological algebra
in 2017, and I discovered topos theory and categorical logic even later. Conse-
quently, I was reliant on help from a number of category theorists.
I would like to express my gratitude to Olivia Caramello, Nicola Gambino, Mar-
tin Hyland, Peter Johnstone, Edmund Robinson, Ross Street and Gavin Wraith,
for generously sharing their knowledge and insights with me.
A number of topics, including the motivation for Section 21 and Corollary 19.4
as motivation for Section 19 stem from joint work and fruitful discussions with
Michael Wibmer, and will lead to joint publications. I thank him for his patience.
There is a number of independent papers that are related to parts of this
manuscript, such as [2], [15] and especially the recent preprint [16]. This shows
that difference algebra is decidedly entering the age of cohomology. We explain the
connections in Section 22.
0.10. Disclaimer. This is a working manuscript and therefore somewhat incom-
plete. It lacks examples and precision in certain parts. In spite of occasionally
using internal language, and developing some categorical logic for difference sets, it
lacks a general treatment of categorical logic. We will strive to address these issues
in future versions.
This version is intended as a ‘proof of concept’ that the outlined programme of
bringing relative algebraic geometry and difference algebraic geometry on par with
xi
classical algebraic geometry is possible, and we intend to carry out that programme
as far as possible.
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Part I
E GA
Algebraic geometry in enriched categories and topoi
1. Category theory essentials
1.1. Representable functors. Let C be a category and let
Ĉ = Hom(C ◦,Set)
be the category of contravariant functors from C to the category of sets. There is
a canonical functor h : C → Ĉ , associating to each X ∈ Ob(C ) the functor hX
defined by
hX(S) = HomC (S,X).
By Yoneda, for every X ∈ Ob(C ) and F ∈ Ob(Ĉ ), we have a bijection
Hom
Ĉ
(hX ,F)
∼−→ F(X).
In particular, the functor h is fully faithful, i.e., for every pair X,Y ∈ Ob(C ), the
canonical map
HomC (X,Y )
∼−→ Hom
Ĉ
(hX ,hY )
is bijective. It yields an equivalence between C and the full subcategory of repre-
sentable functors of Ĉ , which allows us to identify X and hX in the sequel.
1.2. Limits. The category Ĉ admits arbitrary (small) limits and the functor h
commutes with limits. We discuss some special cases.
The category Ĉ has a terminal object e satisfying e(S) = {∅}. It is repre-
sentable if and only if C has a terminal object e, in which case e = he;
Projective limits in Ĉ are computed argument-wise, i.e.,
(lim←−
i
Fi)(S) = lim←−
i
Fi(S)
Given morphisms F→ G and F′ → G in Ĉ , the fibre product is defined by
(F×G F′) (S) = F(S)×G(S) F′(S).
We define the product of F,F′ ∈ Ob(Ĉ ) as
F× F′ = F×e F′.
In particular, givenX,X ′, Y ∈ Ob(C ), hX×hY hX′ (resp. hX×hX′) is representable
if and only if X ×Y X ′ (resp. X ×X ′) exists in C , and in that case
hX ×hY hX′ = hX×YX′ (resp. hX × hX′ = hX×X′) .
1.3. Adjoints and representability. Let R : C → D be a functor which is right
adjoint to L : D → C . We define a functor
L̂ : Ĉ → D̂ , L̂(F) = F ◦ L.
For any X ∈ Ob(C ),
L̂(hX) = hR(X).
The diagram of categories
C Ĉ
D D̂
h
R L̂
h
1. CATEGORY THEORY ESSENTIALS 3
provides a manner of extending the functor R from C to Ĉ via the Yoneda embed-
ding. By a slight abuse of notation, we may write R = L̂ : Ĉ → D̂ .
Generally speaking, we know that left and right adjoints of L̂ are obtained as
left and right Kan extensions LanL−, RanL− along L, if they exist. With the above
assumption on the existence of a right adjoint R, we see that
RanL− ≃ R̂,
and so L̂ has a right adjoint R̂.
1.4. The section functor. We define a functor Γ : Ĉ → Set as follows. For
F ∈ Ob(Ĉ ), let
Γ(F) = Hom(e,F).
For X ∈ Ob(C ), we let Γ(X) = Γ(hX). When C has a terminal object e, we have
an isomorphism Γ(X) ≃ Hom(e,X).
1.5. Relative categories and slices. Let S ∈ Ob(C ). The category C/S of
objects of C over S (or a slice category) is the category whose objects are arrows
f : T → S of C , and, given another arrow f ′ : T ′ → S,
HomC/S (f, f
′) = {u ∈ HomC (T, T ′) : f = f ′ ◦ u}.
Let f : T → S be an object of C/S . The identity S → S is a terminal object of
C/S so
Γ(f) = Γ(T/S) = {u ∈ Hom(S, T ) : fu = idS}
is the set of sections of T over S.
The category (C/S)/f = (C/S)/T is endowed with a canonical isomorphism
C/T ≃ (C/S)/T .
1.6. Base change. Let S ∈ Ob(C ) and let f : T → S be an object of C/S . We
have canonical functors
iS =
∑
S : C/S → C , and if = iT/S =
∑
f : (C/S)/T → C/S ,
defined by iS(S′ → S) = S′ and analogously for iT/S . Identifying (C/S)/T with C/T ,
we have
iS ◦ iT/S = iT ,
and we may write if =
∑
f : C/T → C/S ,∑
f (Z
h−→ T ) = (Z h−→ T f−→ S).
For X ∈ Ob(C ) (resp. Y ∈ Ob(C/S), let pS(X) (resp. pf(Y ) = pT/S(Y )) be the
object X × S (resp. Y ×S T ), if it exists, equipped with its second projection,
X × S pS(X)−−−−→ S, resp. Y ×S T
pT/S(Y )−−−−−→ T.
We shall also write
pS(X) = S
∗X = XS and pT/S(Y ) = f
∗Y = YT .
The resulting (partially defined) base change functors
pS = S
∗ : C → C/S resp. pf = pT/S = f∗ : C/S → C/T
are right adjoint to iS (resp. iT/S), i.e., we have a familiar relation∑
f ⊣ f∗.
4Indeed, if g : U → S is an object of C/S (resp. h : V → T is an object of C/T , then
iS(g) = U (resp. iT/S(h) = f ◦ h : V → S), so by the definition of product (resp.
fibre product),
C/S(U,X × S) ≃ C (U,X), resp. C/T (V,X ×S T ) ≃ C/S(V,X).
The restriction functors
i∗S : Ĉ → Ĉ/S , resp. i∗T/S : Ĉ/S → Ĉ/T
are obtained by precomposition with functors iS (resp. iT/S). We define the base
changes of F ∈ Ĉ and G ∈ Ĉ/S as
FS = i
∗
S(F ) = F ◦ iS , resp. GT = i∗T/S(G) =G ◦ iT/S .
Clearly,
i∗T/S ◦ i∗S = i∗T ,
so for any F ∈ Ĉ ,
(FS)T = FT .
The notation for base change of objects of C and of Ĉ is consistent because, for
X ∈ Ob(C ), the functor (hX)S is representable if and only if the product X × S
exists and in that case
(hX)S ≃ hXS .
Note that
Γ(FS) ≃ C (hS ,F) ≃ F(S),
so in particular
Γ(XS) ≃ C (S,X) ≃ X(S).
1.7. The Grothendieck construction. Given a presheafF ∈ Ĉ , the Grothendieck
construction forms the category of elements of F, denoted
C/F
as the category whose objects are elements of the disjoint union∐
S∈C
F(S),
and, given objects x ∈ F(S), y ∈ F(T ), a morphism
f : x→ y
is given by a morphism f ∈ C (S, T ) with F(f)(x) = y.
It is well-known that there is an equivalence of categories
Ĉ/F ≃ Ĉ/F.
In particular, given and object S ∈ C , the categories Ĉ/hS and Ĉ/S are equiva-
lent.
Moreover, for an object f : T → S of C/S , hf : hT → hS is an object of Ĉ/hS
and we have that
Γ(hf ) ≃ Γ(hT /hS) ≃ Γ(T/S) ≃ Γ(f).
There is a canonical functor
iF : C/F → C
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defined by iF(x) = S, if x ∈ F(S). It yields the functor
i∗F : Ĉ → Ĉ/F ≃ Ĉ/F,G 7→ GF =G ◦ iF,
which coincides with the base change functor, i.e.,
i∗
F
≃ F∗.
In other words,
GF = (G× F→ F),
in perfect analogy with the considerations of 1.6.
1.8. Objects Hom, Aut. For F,G ∈ Ob(Ĉ ), we define an object Hom(F,G) of
Ĉ via
Hom(F,G)(S) = Hom
Ĉ/S
(FS ,GS) ≃ HomĈ/hS (F×hS ,G×hS) ≃ HomĈ (F×hS ,G).
This construction enjoys the following properties:
(1) Hom(e,G) ≃ G;
(2) Hom commutes with base change, i.e.,
Hom(FS ,GS) ≃ Hom(F,G)S ;
(3) the assignment (F,G) 7→ Hom(F,G) is a bifunctor contravariant in F
and covariant in G.
Let E,F,G,H ∈ Ob(Ĉ ). We have a natural bijection
Hom(E× F,G) ≃ Hom(E,Hom(F,G)).
Moreover, there is an isomorphism of functors
Hom(E× F,G) ≃ Hom(E,Hom(F,G)).
Swapping the factors in the above product, we deduce
Hom(E,Hom(F,G)) ≃ Hom(F,Hom(E,G)),
Hom(E,Hom(F,G)) ≃ Hom(F,Hom(E,G)).
Substituting E = e in the above, we see that
Γ(Hom(F,G)) ≃ Hom(F,G).
The composition of Hom argument-wise yields a functorial morphism
Hom(F,G)×Hom(G,H)→ Hom(F,H).
We define a sub-object Isom(F,G) of Hom(F,G) by
Isom(F,G)(S) = Isom(FS ,GS).
In particular, we write
End(F) = Hom(F,F) and Aut(F) = Isom(F,F).
Clearly,
Γ(Isom(F,G)) = Isom(F,G), Γ(End(F)) = End(F), Γ(Aut(F)) = Aut(F).
All the above constructions apply to the special case of representable functors.
Let X,Y, Z ∈ Ob(C ). In the case when Hom(hX ,hY ) is representable by an object
of C , we denote that object
Hom(X,Y ).
6If Z ×X exists, then
Hom(Z,Hom(X,Y )) ≃ Hom(Z ×X,Y ),
and that property characterises it when C admits products. We define objects
Isom(X,Y ), End(X), Aut(X) analogously, if they exist.
It is important to emphasise that the above subsection applies without effort
to relative categories C/S , and the following notation reflects the role of the base:
if T, T ′ ∈ Ob(C/S), we will write
HomS(T, T
′)
for the object HomC/S (T/S, T
′/S).
1.9. Restriction of scalars. Let S ∈ Ob(C ) and X,Y,Z ∈ Ob(Ĉ ), whereX and
Y are over Z, and Z is over S.
We define a sub-object Hom
Z/S(X,Y) of HomS(X,Y) in Ĉ/S by
Hom
Z/S(X,Y)(S
′) = HomZS′ (XS′ ,YS′) ≃ HomZ(X×S S′,Y),
for an object S′ of C/S .
For every object T in Ĉ over S, we have natural bijections
HomS(T,HomZ/S(X,Y)) ≃ HomZ(X×S T,Y)
≃ HomZ(Z×S T,HomZ(X,Y))
≃ HomZ(X,HomZ(Z×S T,Y)),
as well as analogous isomorphisms of S-functors with Hom in place of Hom.
In the special case X = Z, we write∏
Z/S
Y = Hom
Z/S(Z,Y).
Thus ∏
Z/S
Y
 (S′) = HomZ(Z×S S′,Y) ≃ Γ(YS′/ZS′).
The restriction of scalars functor∏
Z/S
: Ĉ/Z → Ĉ/S
is right adjoint to the base change functor from S to Z, i.e., for an S-functor T, we
have a natural bijection
HomS(T,
∏
Z/S
Y) ≃ HomZ(T×S Z,Y).
Note the relation
Hom
Z/S(X,Y) ≃ HomX/S(X,Y ×Z X) =
∏
X/S
(Y ×Z X),
so, in particular, for Z = S we derive
HomS(X,Y) ≃
∏
X/S
YX.
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We make the unit
η : id→
∏
Z/S
pZ/S
of the above adjunction explicit. For an S-functor T and S′ ∈ Ob(C/S),∏
Z/S
TZ
 (S′) = HomZ(Z×S S′,TZ) = HomZ(S′Z,TZ) = TZ(S′Z),
and the map
ηT(S
′) : T(S′)→ TZ(S′Z)
is the base change u 7→ uZ, for u ∈ T(S′).
The functor Y 7→ HomZ/S(X,Y) commutes with fibre product,
Hom
Z/S(X,Y ×Z Y′) ≃ HomZ/S(X,Y) ×S HomZ/S(X,Y).
Consequently, if Y is a Z-group (resp. ring, or any reasonable algebraic structure),
then HomZ/S(X,Y) is an S-group (resp. ring, etc).
1.10. Constant objects. Let C be a category with coproducts and fibre products
such that coproducts commute with base change. For a set E and an object S in
C , we define the constant object
ES =
∐
i∈E
Si,
where Si ∈ Ob(C ) are isomorphic copies of S. It is characterised by the property
that, for all T ∈ Ob(C ),
HomC (ES , T ) = HomSet(E,HomC (S, T )).
The object ES has a canonical projection to S, which makes it an object of C/S . If
S′ → S is a morphism in C , we have
ES′ = (ES)
′
S ,
since we assumed that coproducts commute with base changes.
The assignment E 7→ ES/S gives a functor Set → C/S , which commutes with
finite products. If we assume that S ×S∐S S equals the initial object ∅ in C , then
this functor commutes with finite limits (including fibre products).
2. Topoi
This section contains an overview of basic topos theory, mostly following [33].
2.1. Sites. Let C be a small category.
A sieve on an object U ∈ C is a family R of C -morphisms with codomain U
which is a left ideal for the composition in C in the sense that, for any W
β−→ V
and any V
α−→ U ∈ R, we have that W αβ−−→ U ∈ R.
A Grothendieck topology on C specifies, for each U ∈ C , a set J(U) of sieves
on U , such that
(1) for each U , the maximal sieve consisting of all morphisms with codomain
U belongs to J(U);
8(2) if R ∈ J(U) and V f−→ U is a morphism in C , then the sieve
f∗(R) = {W α−→ V : fα ∈ R}
is in J(V );
(3) if R ∈ J(U) and S is a sieve on U such that, for each V f−→ U in R, we
have f∗(S) ∈ J(V ), then S ∈ J(U).
A site is a pair
(C , J)
consisting of a small category C equipped with a Grothendieck topology J .
Note that a sieve R on U can be identified with the sub-presheaf
V 7→ {α ∈ R : domain(α) = V }
of hU .
A presheaf F ∈ Ĉ is a sheaf for the topology J , if, for every U ∈ C and
every R ∈ J(U), each Ĉ -morphism R → F has a unique extension to a morphism
hU → F .
We write
Sh(C , J)
for the full subcategory of Ĉ whose objects are J-sheaves.
Note, in the minimal topology, where the only covering sieves are the maximal
sieves, every presheaf is a sheaf.
2.2. Grothendieck topoi. A Grothendieck topos is a category equivalent to the
category of sheaves on a site.
Hence, by taking the minimal topology on a small category C , any presheaf
category Ĉ is a Grothendieck topos.
The inclusion functor Sh(C , J)→ Ĉ has a left-exact left adjoint
L : Ĉ → Sh(C , J),
called the associated sheaf functor.
Theorem 2.3 (Giraud). A category E is a Grothendieck topos if and only if
the following conditions are satisfied:
(1) E has finite limits;
(2) E has all set-indexed coproducts, and they are disjoint and universal;
(3) equivalence relations in E have universal coequalisers and they are effec-
tive;
(4) epimorphisms in E are coequalisers;
(5) E has small hom-sets, i.e., for any X,Y ∈ E , E (X,Y ) is a set;
(6) E has a set of generators.
2.4. Elementary topoi. A category E is an elementary topos if
(1) E has finite limits (equivalently, all pullbacks and a terminal object I);
(2) E is cartesian closed, i.e., for each X ∈ E , the functor −×X has a right
adjoint
[X,−] : E → E ;
(3) E has a subobject classifier, i.e., an object Ω and a morphism I
t−→ Ω such
that, for each monomorphism Y
u−→ X in E , there is a unique morphism
χu : X → Ω (called the classifying map of u) making
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Y I
X Ω
u t
χu
a pullback diagram.
Proposition 2.5. Every Grothendieck topos is elementary.
Proof. Let E ≃ Sh(C , J). Arbitrary limits in Ĉ are defined argument-wise
so they clearly exist, and it is readily verified that finite limits of J-sheaves are also
sheaves. We have shown in 1.8 that Ĉ is cartesian closed, and we can directly verify
that [X,Y ] is a J-sheaf if X , Y are.
In Ĉ , the subobject classifier Ω is the presheaf
Ω(U) ≃ Ĉ (hU ,Ω) ≃ {sub-presheaves of hU} ≃ {sieves on U}.
In E , Ω(U) is the set of subobjects of the associated sheaf L(hU ) which are sheaves.

2.6. Geometric morphisms. A geometric morphism
F
f−→ E
consists of a pair of functors f∗ : F → E and f∗ : E → F such that
f∗ ⊣ f∗
and f∗ is left exact.
A natural transformation
η : f → g
between geometric morphisms F E
f
g
is a natural transformation f∗
η−→ g∗.
Topoi, geometric morphisms and natural transformations give rise to a 2-
category denoted
Top.
A geometric morphism F
f−→ E is essential, if it stems from a triple of adjoint
functors
f! ⊣ f∗ ⊣ f∗.
A geometric morphism F
f−→ E is
(1) an inclusion, if the counit f∗f∗ → id of the adjunction f∗ ⊣ f∗ is an
isomorphism;
(2) a surjection, the the unit id→ f∗f∗ of f∗ ⊣ f∗ is a monomorphism.
A functor between topoi is logical, if it preserves finite limits, internal homs/exponentials,
and the subobject classifier.
Remark 2.7. For a site (C , J), the pair of functors Sh(C , J) Ĉ
L
shows that
a Grothendieck topos admits a geometric embedding into a presheaf category.
In fact, a category is a Grothendieck topos if and only if it admits a geometric
embedding into a presheaf category.
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A geometric morphism F
f−→ E satisfies
f∗[f
∗Y,X ] ≃ [Y, f∗X ],
naturally in X ∈ F and Y ∈ E . Moreover, we have morphisms
Φf : f
∗[Y, Y ′]→ [f∗Y, f∗Y ′],
Ψf : f∗[X,X
′]→ [f∗X, f∗X ′],
Ξf : [f!X,Y ]→ f∗[X, f∗Y ],
Λf : f!(X × f∗Y )→ f!X × Y,
natural in X,X ′ ∈ F and Y, Y ′ ∈ E , where the last two morphisms are defined
when f is essential.
Lemma 2.8 ([1, Exposé IV, 10.6]). The morphism Ψf is an isomorphism for all
X ′ if and only if the adjunction morphism f∗f∗X → X is an isomorphism. Hence,
Ψf is an isomorphism for all X,X
′ if and only if f is in inclusion.
If F , E are Grothendieck topoi (or it is given that f is essential), the following
conditions are equivalent:
(1) Φf is an isomorphism for all Y, Y
′;
(2) f is essential and Ξf is an isomorphism for all X,Y ;
(3) f is essential and Λf is an isomorphism for all X,Y .
2.9. The fundamental theorem of topos theory.
Theorem 2.10 (Lawvere-Tierney). Let X
f−→ Y be a morphism in a topos E .
Then
(1) E/X is a topos;
(2) the base change/pullback functor f∗ : E/Y → E/X is logical, and it has a
right adjoint ∏
f : E/X → E/Y .
In particular, a topos is locally cartesian closed, in the sense that each slice E/X
is cartesian closed. We write
[−,−]X
for the internal hom in E/X .
Corollary 2.11. For any morphism X
f−→ Y in E , the adjunctions∑
f ⊣ f∗ ⊣
∏
f
give rise to an essential geometric localisation morphism
E/X
if−→ E/Y ,
where we take (if )! = f! =
∑
f , i
∗
f = f
∗ and (if )∗ = f∗ =
∏
f .
The geometric morphism if is an inclusion if and only if f is a monomorphism,
and if is a surjection if and only if f is an epimorphism.
With the above notation, the Beck-Chevalley condition states that a diagram
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X˜ Y˜
X Y
f˜
p˜ p
f
is a pullback if and only if
p˜! f˜
∗ ≃ f∗ p!.
Using 2.8, together with the fact that f∗ is logical, or directly using Beck-Chevalley
condition, we obtain that Φif , Ξif and Λif are isomorphisms. In particular, the
adjunction f! ⊣ f∗ is E/Y -enriched in the sense that, for any A a−→ X ∈ E/X and
B
b−→ Y ∈ E/Y , we have the Wirthmüller isomorphism
f∗[a, f
∗b]X ≃ [f!a, b]Y .
It follows, by taking a = idX , that
f∗f
∗b = [f, b]Y .
In particular, if X,Y, S ∈ E , writing iS : E/S → E for the localisation morphism,
we have that
iS∗i
∗
SY = [S, Y ],
and we obtain the familiar relation
E (S, [X,Y ]) ≃ E (S ×X,Y ) ≃ E/S(i∗SX, i∗SY ).
2.12. Image factorisations.
2.13. Logical connectives on the subobject classifier. Logical operations on
the subobject classifier Ω of an elementary topos E are the following.
The map ‘true’ is the map
e
t−→ Ω
introduced alongside Ω in 2.4, and it can be viewed as the classifying map of e→ e.
On the other hand, the ‘false’ map
e
f−→ Ω
is the classifying map of 0֌ e.
Conjunction
∧ : Ω× Ω→ Ω
is the classifying map of e
(t,t)−−→ Ω× Ω.
Disjunction
∨ : Ω× Ω→ Ω
is the classifying map of the union of subobjects Ω× I id×t−−−→ Ω×Ω and I ×Ω t×id−−−→
Ω× Ω.
Negation
¬ : Ω→ Ω
is the classifying map of e
f−→ Ω.
We make Ω into a poset with the order relation
Ω1 = Eq(∧, π1) ⊆ Ω× Ω,
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and the implication
⇒: Ω× Ω→ Ω
is the classifying map of Ω1 → Ω× Ω.
The above structure makes the poset Ω into an internal Heyting algebra in E .
A topos E is called Boolean, if ¬¬ = idΩ, and De Morgan, if ¬◦∧ = ∨◦¬×¬.
2.14. Subobjects. Given an objectX of a topos E , arguing through characteristic
maps of subobjects, the Heyting algebra structure of Ω makes
Sub(X)
a Heyting algebra.
Given a morphism f : X → Y in E , we can describe the functors
Sub(X) Sub(Y )
f−1
∀f
∃f
⊢
⊣
as follows.
The functor f−1 is defined as the restriction of the pullback functor f∗ : E/Y →
E/X to Sub(Y ).
The functor ∀f is the restriction of
∏
f : E/X → E/Y to Sub(X).
The functor
∑
f does not restrict to Sub(X), so we define
∃f (U ֌ X) = im(U ֌ X f−→ Y ).
2.15. Power objects. Given an object X in a topos E , its power object
PX = [X,Ω]
inherits the Heyting algebra structure from Ω.
The membership relation
∈X ֌ PX ×X
is the subobject classified by the evaluation map [X,Ω]×X → Ω.
For any other object Y and a subobject R֌ Y ×X , there is a unique morphism
Y
r−→ PX such that
R ∈X
Y ×X PX ×Xr × id
is a pullback.
DISCUSS the functor
P = E op → E .
!!!!!!!!!!!!!!!!!!
Given a morphism X
f−→ Y in E , the above construction applied to subobjects
∃id×f(∈X)֌ PX × Y and ∀id×f (∈X)֌ PX × Y yields morphisms
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PX PY
Pf
∀f
∃f
such that ∃f is left adjoint, and ∀f is right adjoint to Pf in the sense of posets
PX and PY . We observe that the functors from 2.14 are externalisations of these
morphisms.
3. Enriched category theory
In this section, we adapt the expositions of enriched category theory from [4],
[38] and a few other sources to suit our subsequent applications.
3.1. Enriched categories and functors. Let V be a monoidal category, with
tensor product bifunctor ⊗ : V × V → V and unit object I ∈ Ob(V ). We write
V = V (I,−) : V → Set
for the functor of points on V .
A V -category A consists of
(1) a class Ob(A ) of ‘objects’;
(2) for every pair X,Y ∈ Ob(A ), a ‘hom’ object A (X,Y ) of V ;
(3) for every triple X,Y, Z ∈ Ob(A ), a ‘composition’ morphism in V ,
cXY Z : A (X,Y )⊗A (Y, Z)→ A (A,Z);
(4) for every X ∈ Ob(A ), a ‘unit’ morphism in V ,
uX : I → A (X,X),
such that, for any X,Y, Z, T ∈ A , the diagrams
(A (X,Y )⊗A (Y, Z))⊗A (Z, T ) A (X,Z)⊗A (Z, T )
A (X,Y )⊗ (A (Y, Z)⊗A (Z, T ))
A (X,Y )⊗A (Y, T ) A (X,T )
cXYZ ⊗ id
a
id⊗cYZT
cXZT
cXY T
and
I ⊗A (X,Y ) A (X,Y ) A (X,Y )⊗ I
A (X,X)⊗A (X,Y ) A (X,Y ) A (X,Y )⊗A (Y, Y )
l
cXXY
uX ⊗ id
r
id id⊗uY
cXY Y
are commutative, where we wrote a, l and r for the associativity, left and right unit
isomorphisms in V .
We also say that A is enriched over V .
When V is symmetric monoidal, we can form the opposite V -category A op by
setting
A
op(X,Y ) = A (Y,X).
Given V -categories A , B, a V -functor F : A → B consists of
(1) for every X ∈ Ob(A ), an object F (X) ∈ Ob(B);
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(2) for every pair X,Y ∈ Ob(A ), a morphism in V ,
FXY : A (X,Y )→ B(F (X), F (Y )),
so that, for all X,Y, Z ∈ A , the diagrams
A (X,Y )⊗A (Y, Z) A (X,Z)
B(FX,FY )⊗B(FY, FZ) B(FX,FZ)
cXYZ
FXY ⊗ FY Z FXZ
cFX,FY,FZ
I A (X,X)
B(FX,FX)
uX
uFX FXX
commute.
If F,G : A → B are two V -functors, a V -natural transformation α : F ⇒ G
is a collection of V -morphisms
αX : I → B(F (X), G(X)),
indexed by X ∈ Ob(A ), such that, for all X,Y ∈ A , the diagram
I ⊗A (X,Y ) A (X,Y ) A (X,Y )⊗ I
B(FX,GX)⊗B(GX,GY ) B(FX,GY ) B(FX,FY )⊗B(FY,GY )
l−1 r−1
αX ⊗GXY FXY ⊗ αY
c c
commutes.
Given a monoidal category V , the small V -categories, together with the V -
functors and the V -natural transformations, form a 2-category denoted
V -cat.
3.2. Monoidal closed categories. A symmetric monoidal category V is closed
if, for each B ∈ Ob(V ), the functor − ⊗ B : V → V has a right adjoint denoted
[B,−], i.e., we have bijections
V (A⊗B,C) ≃ V (A, [B,C]),
natural in A,C ∈ V .
The internal hom objects
[B,C] = Hom(B,C) ∈ Ob(V )
for B,C ∈ Ob(V ) endow the category V with the structure of a V -category.
We recall that a category V is cartesian closed, if it has products, and it is
monoidal closed for the monoidal structure given by direct product. In that case,
the unit object I is also a terminal object and we denote it by e.
3.3. End/coend calculus. Let V be a symmetric monoidal closed category, let
A be a V -category, and consider a V -functor
T : A op ⊗A → V .
Suppose that there exists a pair (K,λ) consisting of an object K ∈ V and a family
λX : K → T (X,X) indexed by X ∈ A which is V -natural in the sense that, for
each X,X ′ ∈ A , the diagram
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A (X,X ′) [T (X,X), T (X,X ′)]
[T (X ′, X ′), T (X,X ′)] [K,T (X,X ′)]
T (X,−)
T (−, X′) [λX , id]
[λX′ , id]
commutes, and universal in the sense that any other V -natural family λ′X : K
′ →
T (X,X) is given by λ′X = λX ◦ f for a unique morphism f : K ′ → K. We write
K =
∫
X∈A
T (X,X)
and call it the end of T .
By adjunction, the V -naturality condition can be expressed as the commuta-
tivity of
K T (X,X)
T (X ′, X ′) [A (X,X ′), T (X,X ′)]
λX
λX′ ρXX′
σXX′
where ρXX′ is the transform of T (X,−)XX′ and σXX′ is the transform of T (−, X ′)X′X .
Hence, when A is small and V is complete, the end of any T exists and it is
given as the equaliser∫
X∈A
T (X,X)
∏
X∈A T (X,X)
∏
X,X′∈A [A (X,X
′), T (X,X ′)]
λ ρ
σ
The universal property of ends can be enriched to the relation
[V,
∫
XT (X,X)] ≃
∫
X [V, T (X,X)]
for any V ∈ V .
The following facts are well-known in enriched category theory, and can be
found in [38]. For simplicity, we assume that V is complete so that all the relevant
ends exist.
Formation of ends is functorial in the sense that
∫
X∈A yields a functor from
the category of V -functors A op ⊗A → V to V .
Ends commute with limits in the following sense. If Ti : A op ⊗ A → V are
V -functors, then ∫
X limi
Ti(X,X) = lim
i
∫
XTi(X,X).
Let A and B be V -categories, and let T : (A ⊗ B)op ⊗ (A ⊗B) → V be a
V -functor. The Fubini Theorem for ends states that∫
(X,Y )∈A⊗B
T (X,Y,X, Y ) ≃ ∫
Y ∈B
∫
X∈A
T (X,Y,X, Y )
≃ ∫
X∈A
∫
Y ∈B
T (X,Y,X, Y ).
Given a V -functor T : A op ⊗A → V , its coend∫X∈A
T (X,X)
is dual to the notion of end, and it is determined by the universal property
[
∫ X
T (X,X), V ] ≃ ∫
X
[T (X,X), V ],
for all V ∈ V .
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3.4. Enriched functor categories. Let V be a complete symmetric monoidal
closed category and let A and B be V -categories with A small. The category
[A ,B] = V [A ,B]
of V -functors A → B has a structure of a V -category as follows. Given V -functors
F,G : A → B, the internal hom object
[A ,B](F,G) ∈ Ob(V ),
is given as the end
[A ,B](F,G) =
∫
X∈A
B(FX,GX).
More explicitly, it is the equaliser
[A ,B](F,G)
∏
X∈A
B(FX,GX)
∏
X,X′∈A
[A (X,X ′),B(FX,GX ′)]
in V , where the two parallel arrows express naturality in this context. A V -natural
transformation α : F ⇒ G corresponds to a point
α ∈ V ([A ,B](F,G)),
i.e., to a V -morphism α : I → [A ,B](F,G).
3.5. Enriched Yoneda. Let C be a V -category. The category of V -presheaves
on C is the V -category
Ĉ = V [C ◦,V ],
where V is a V -category when considered with internal homs.
Clearly, an object X ∈ Ob(C ) yields the V -presheaf
hX : C
◦ → V , hX(S) = C (S,X).
A V -presheaf is called representable, if it isomorphic to a presheaf of the form hX
for some object X in C .
The enriched Yoneda lemma states that, for a complete symmetric monoidal
closed category V , a small V -category C , an object X ∈ Ob(C ) and a V -preseheaf
F : C ◦ → V , the object Ĉ (hX , F ) exists and there is an isomorphism
Ĉ (hX , F ) ≃ F (X)
in V , which is V -natural both in F and in X .
Consequently, we obtain a fully faithful V -functor
h : C → Ĉ , X 7→ hX
called the V -Yoneda embedding.
Another useful formula for our (co)end calculus is provided by the ninja Yoneda
lemma stating that, for F ∈ Ĉ ,
F ≃ ∫ X∈C [C (X,−), F (X)] ≃ ∫X∈CF (X)⊗ C (−, X).
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3.6. Day convolution. Let V be a complete cocomplete symmetric monoidal
category, and let C be a small V -monoidal category. The monoidal structure of C
gives rise to the Day convolution tensor product on the V -functor category [C ,V ],
∗ : [C ,V ]⊗ [C ,V ]→ [C ,V ],
defined by
F ∗G(Z) = ∫ (X,Y )∈C×C C (X ⊗C Y, Z)⊗V F (X)⊗V G(Y ).
The monoidal V -category ([C ,V ], ∗) admits a biclosed structure, i.e., the V -functor
− ∗ F has a right adjoint −/F given by
(G/F )(X) =
∫
Y ∈C [F (Y ), G(X ⊗ Y )],
while the V -functor F ∗ − has a right adjoint F\− given by
(F\G)(X) = ∫
Y ∈C
[F (Y ), G(Y ⊗X)].
A symmetry for ⊗C yields an isomorphism G/F ≃ F\G and in that case ([C ,V ], ∗)
is symmetric monoidal closed.
3.7. Change of base along monoidal morphisms. Let F : V → W be a
morphism of monoidal categories, given by
(1) a functor F : V → W ;
(2) for each X,Y ∈ Ob(V ), a W -morphism F (X)⊗ F (Y )→ F (X ⊗ Y );
(3) a W -morphism J → F (I), where I is the unit of V and J is the unit of
W .
It induces a 2-functor
F∗ : V -Cat→ W -Cat
called the base change functor as follows. Given a V -category A , the W -category
F∗(A ) has the same objects as A , and, for X,Y ∈ Ob(A ),
F∗(A )(X,Y ) = F (A (X,Y )).
If T : A → B is a V -functor, the W -functor F∗(T ) : F∗(A )→ F∗(B) acts as T on
objects, and for X,X ′ ∈ Ob(A ),
(F∗(T ))XX′ = F (TXX′).
If α : T ⇒ T ′ is a V -natural transformation, the W -natural transformation
F∗(α) : F∗(T ) ⇒ F∗(T ′) is given by the collection F∗(α)X , X ∈ Ob(A ), where
F∗(α)X is the composite
J −→ F (I) F (αX )−→ F (A (T (X), T ′(X))).
Note, if F is left adjoint to G : W → V , then F∗ is left adjoint to G∗. Given a
V -category A and a W -category B, and a W -functor T : F∗A → B, the collection
of V -morphisms associated to W -morphisms TXX′ : F∗A (X,X ′) → B(TX, TX ′)
via adjunctions
HomW (FA (X,X
′),B(HX,HX ′)) ≃ HomV (A (X,X ′), GB(HX,HX ′))
yields a V -functor A → G∗B.
Additionally, by [24, Prop. 2.3.3] if G is normal and F is V -left adjoint to G
in the sense that
GW [FX, Y ] ≃ V [X,GY ],
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then F∗ is V -Cat-left adjoint to G∗, i.e.,
G∗W [F∗A ,B] ≃ V [A , G∗B].
3.8. The underlying category 2-functor. For any monoidal category V , a
special case of base change functor is the ‘underlying category’ 2-functor
(−)0 : V -Cat→ Cat
obtained by base change via the points functor V : V → Set.
In particular, when V is symmetric monoidal closed, the functor V : V → Set
admits a left adjoint, so the above construction gives a left adjoint to the forgetful
functor (−)0 called the ‘associated free V -category’ functor.
Notation 3.9. If V is symmetric monoidal closed, it is a V -category when
considered with internal homs. We use the notation V0 when we wish to refer to
the ordinary category structure of V , and in that case V0 is indeed the underlying
category of the V -category V .
3.10. The presheaf associated with an enriched presheaf. Let V be a sym-
metric monoidal closed category, let C be a V -category, and let
F : C ◦ → V
be a V -presheaf. Applying the underlying category 2-functor yields a functor F0 :
C ◦0 → V0, where V0 is simply the category V . The composite
F˚ = V ◦ F0 : C ◦0 → Set
is called the presheaf associated with the V -presheaf F . This defines a functor
V˚ : (Ĉ )0 → Ĉ0, V˚ (F) = F˚.
Indeed, given a V -natural transformation ϕ : F → G of two V -presheaves, the
underlying category 2-functor gives a natural transformation ϕ0 : F0 → G0, and
then V ϕ0 is a natural transformation from V ◦ F0 = F˚ to V ◦G0 = G˚.
Note, if F is V -represented by an object X in C , then F˚ is represented by X
considered as an object of C0, since
F˚ (S) = V F (S) = V C (S,X) = C0(S,X).
3.11. Kan extensions. Let L : A → C be a V -functor, and let F ∈ Â . When
A is small and V is complete, the right Kan extension of F along L is an element
of Ĉ obtained as
RanLF (C) =
∫
A∈A
[C (LA,C), FA].
When A is small and V is cocomplete, the left Kan extension of F along L is an
element of Ĉ obtained as
LanLF (C) =
∫ A∈A
C (C,LA)⊗ FA.
Precomposing with L gives rise to a V -functor
L̂ : Ĉ → Â , L̂(F ) = F ◦ L.
By the Theorem of Kan adjoints ([38, Theorem 4.50]), L̂ has a left adjoint LanL
if LanF exists for every F ∈ Â, and L̂ has the right adjoint RanL if RanLF exists
for each F ∈ Â .
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3.12. Enriched adjointness and representability. Let L : A → B and R :
B → A be V -functors so that L is left V -adjoint to R, i.e., for X ∈ A , Y ∈ B,
we have natural V -isomorphisms
B(LX, Y ) ≃ A (X,RY ).
Then, for Y ∈ B,
L̂(hY ) = hY ◦ L ≃ hRY ,
so the functor R naturally extends from B to L̂ on the V -presheaf category B̂ via
the enriched Yoneda embedding.
If A is small and V is complete, the theorem of Kan adjoints yields that the
right adjoint to L̂ is given as RanL. Using the adjointness of L and R, as well as
the ninja Yoneda lemma, we obtain
RanLF (S) =
∫
A∈A
[B(LA, S), FA] ≃ ∫
A
[B(A,RS), FA] ≃ F (RS) = R̂F (S),
so R̂ is right adjoint to L̂.
3.13. Pullbacks and pushforwards along ordinary arrows. Let V be a V -
category. For X,Y ∈ C , let
f ∈ C0(X,Y ) = V (C (X,Y )) = V (I,C (X,Y ))
be an ordinary arrow. We sometimes simply write f : X → Y . For Z ∈ C , we
define the V -morphism
f∗ : C (Z,X)→ C (Z, Y )
as the composite
C (Z,X)→ C (Z,X)⊗ I id⊗f−−−→ C (Z,X)⊗ C (X,Y ) cZXY−−−−→ C (Z, Y ).
Similarly, we define
f∗ : C (Y, Z)→ C (X,Z)
as the composite
C (Y, Z)→ I ⊗ C (Y, Z) f⊗id−−−→ C (X,Y )⊗ C (Y, Z) cXYZ−−−−→ C (X,Z).
3.14. The arrow category of an enriched category. Let V be symmetric
monoidal closed with pullbacks, and let C be a V -category. The arrow V -category
C
→
has arrows f : X → Y from the underlying category C0 as objects, and the internal
hom object C→(X
f−→ Y,X ′ f
′
−→ Y ′) is defined as the pullback
C→(f, f ′) C (Y, Y ′)
C (X,X ′) C (X,Y ′)
f∗
f ′
∗
where the V -morphisms f∗ and f ′∗ have been defined in 3.13.
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3.15. Tensors and cotensors. Let V be a symmetric monoidal category, and let
C be a V -category.
We say that C is tensored over V , if for every E ∈ V , there exists a V -functor
E ⊗− : C → C and V -isomorphisms
C (E ⊗X,Y ) ≃ [E,C (X,Y )],
which are V -natural in Y .
We say that C is cotensored over V , if for every E ∈ V , there exists a V -functor
[E,−] : C → C and V -isomorphisms
C (Y, [E,X ]) ≃ [E,C (Y,X)],
which are V -natural in Y .
Note, if C is tensored and cotensored over V , the V -functors E ⊗ − : V → V
and [E,−] : V → V are V -adjoint,
C (E ⊗X,Y ) ≃ C (X, [E, Y ]).
3.16. Tensors and cotensors in the opposite category. Let V be a symmetric
monoidal category. If C is a tensored V -category, then C op is a cotensored V -
category with
[E,Xop]op = (E ⊗X)op,
for E ∈ V and X ∈ C , and we write Xop for the corresponding object of C op.
Indeed,
[E,C op(Y op, Xop)] = [E,C (X,Y )] ≃ C (E ⊗X,Y ) ≃ C op(Y op, (E ⊗X)op).
Dually, if C is a cotensored V -category, then C op is a tensored V -category with
E ⊗op Xop = [E,X ]op.
Hence, if C is both tensored and contensored over V , so it C op.
3.17. Enriched presheaves are tensored and cotensored. Let V be a com-
plete symmetric monoidal category, let C be a small V category, and let Ĉ =
[C ◦,V ] be the V -category of V -presheaves on C .
Then Ĉ is both tensored and cotensored over V , with the following structure.
For E ∈ V , and F ∈ Ĉ , we define the V -presheaf E ⊗ F ∈ Ĉ by
(E ⊗ F)(S) = E ⊗ F(S),
and the V -presheaf [E,F] by
[E,F](S) = [E,F(S)].
Let C be a tensored and cotensored V -category. For representable functors, the
above structure agrees with the usual tensored and cotensored structure,
E ⊗ hX ≃ hE⊗X , [E,hX ] ≃ h[E,X].
Moreover, we see that
[E,F](S) ≃ [E,F(S)] ≃ [E, [hS ,F]] ≃ [E ⊗ hS ,F] ≃ F(E ⊗ S).
This is consistent with the extension of the cotensored structure of C to Ĉ obtained
using the fact that, given E ∈ V , E⊗− is left V -adjoint to [E,−], and the principle
3.12.
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3.18. Enriching ordinary limits and colimits.
Remark 3.19. Let V be a symmetric monoidal category and let C be tensored
over V . Then, for any X ∈ C the functor
−⊗X : V0 → C0
is left adjoint to
C (X,−) : C0 → V0.
Hence, if V and C0 are complete, C (X,−) preserves ordinary limits,
C (X, lim
i
Yi) ≃ lim
i
C (X,Yi),
and, if V and C0 are cocomplete, −⊗X preserves ordinary colimits,
colim
j
Ej ⊗X ≃ colim
j
(Ej ⊗X).
Remark 3.20. If V is complete cartesian closed, 3.19 shows that limits in
V0 are automatically enriched. In particular, the category V has V -products and
equalisers in the sense that
[A,
∏
i
Bi] ≃
∏
i
[A,Bi]
and
[A,Eq(B C)] ≃ Eq([A,B] [A,C]).
Remark 3.21. Let C be cotensored over a symmetric monoidal category V .
Then, for all E ∈ V , X,Y ∈ C , we have
C0(Y, [E,X ]) ≃ V0(E,C (Y,X)),
so the functor
[−, X ] : V0 → C ◦0
is left adjoint to the functor
C (−, X) : C ◦0 → V0.
Hence, if V and C0 are complete and cocomplete, both functors take colimits to
limits,
[colim
i
Ei, X ] ≃ lim
i
[Ei, Y ], C (colim
j
Xj , Y ) ≃ lim
j
C (Xi, Y ).
Remark 3.22. Let C be tensored and cotensored over a symmetric monoidal
category V . Then, for any E ∈ V , the functor
E ⊗− : C0 → C0
is left adjoint to the functor
[E,−] : C0 → C0.
Hence, if V and C0 are cocomplete, the functor E ⊗− commutes with colimits,
E ⊗ colim
j
Xj ≃ colim
j
E ⊗Xj ,
and, if V and C0 are complete, the functor [E,−] commutes with limits,
[E, lim
i
Xi] ≃ lim
i
[E,Xi].
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3.23. Enriched presheaves and cartesian closedness. Let V be a complete
cartesian closed category, let C be a small V -category, and let Ĉ = [C ◦,V ] be
the V -category of V -presheaves on C . We will show that Ĉ is complete cartesian
closed.
Definition 3.24. For F,G in Ĉ , we define
F×G ∈ Ĉ
by setting, for S ∈ C ,
(F×G)(S) = F(S)×G(S).
Moreover, for S, S′ ∈ C , the V -morphism
(F×G)S′S : C (S′, S)→ [F(S)×G(S),F(S′)×G(S′)]
is obtained by adjunction from the composite of
C (S′, S)× F(S)×G(S) ∆×id× id−−−−−−→ C (S′, S)× C (S′, S)× F(S)×G(S)
FS′S×GS′S×id× id−−−−−−−−−−−−−→ [F(S),F(S′)]× [G(S),G(S′)]× F(S)×G(S)
≃ [F(S),F(S′)]× F(S)× [G(S),G(S′)]×G(S) ev× ev−−−−→ F(S′)×G(S′).
The unit for the above product is the V -presheaf
e ∈ Ĉ ,
mapping every S ∈ C to the terminal object e of V .
Definition 3.25. We define the V -presheaf
[F,G] : C ◦ → V
by the rule, for S ∈ C ,
[F,G](S) = Ĉ (F× hS ,G).
For S, S′ ∈ C , the V -morphism
[F,G]S′S : C (S
′, S)→ [Ĉ (F× hS ,G), Ĉ (F× hS′ ,G)]
is defined as follows. Consider the diagram
C (S′, S)×
∏
T
[F(T )× C (T, S),G(T )] C (S′, S)×
∏
T,T ′
[C (T ′, T ), [F(T )× C (T, S),G(T ′)]
∏
T
[F(T )× C (T, S′),G(T )]
∏
T,T ′
[C (T ′, T ), [F(T )× C (T, S′),G(T ′)]
where the right vertical arrow is obtained by adjunction from the composite of
F(T )× C (T, S′)× C (S′, S)× [F(T )× C (T, S),G(T ′)]
id×◦× id−−−−−−→ F(T )× C (T, S)× [F(T )× C (T, S),G(T ′)] ev−→ G(T ′),
and the left vertical arrow is even more straightforward to define. The following
lemma yields a morphism from the equaliser of the top row to the equaliser of the
bottom row, i.e., a V -morphism C (S′, S)× Ĉ (F×hS ,G)→ Ĉ (F×hS′ ,G), whence
we obtain the desired morphism by adjunction.
Lemma 3.26. Suppose we have a solid arrow diagram
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Eq(p, q) A B
Eq(p′, q′) A′ B′
f¯
p
q
f g
p′
q′
in a category where the equalisers Eq(p, q) and Eq(p′, q′) exist, which commutes in
the sense that g ◦ p = p′ ◦ f and g ◦ q = q′ ◦ f . Then there exists a unique dashed
morphism f¯ that renders the whole diagram commutative.
Moreover, if the right hand side of the diagram
Eq(p, q) A B
Eq(p′, q′) A′ B′
Eq(p′′, q′′) A′′ B′′
f¯
p
q
f
p′
q′
h¯ h¯′ h h′
p′′
q′′
commutes and the relevant equalisers exist, the above yields morphisms f¯ , h¯, h¯′
which make the whole diagram commutative, and we obtain a morphism
Eq(p, q)→ Eq(h¯, h¯′).
Proposition 3.27. With the above cartesian structure, Ĉ is cartesian closed.
Even more, for E,F,G ∈ Ĉ , we have an isomorphism
[E× F,G] ≃ [E, [F,G]].
Proof. It suffices to show that for all E,F,G ∈ Ĉ , we have a natural V -
isomorphism
Ĉ (E× F,G) ≃ Ĉ (E, [F,G]).
This follows as a consequence [21, Example 5.2] of a much more general framework,
so we sketch a simpler proof in our special case. Using the (co)end calculus,
Ĉ (E×F,G) =
∫
T∈C
[E(T )×F(T ),G(T )] =
∫
T
[∫ S
E(S)× C (T, S)× F(T ),G(T )
]
=
∫
T
∫
S
[E(S), [C (T, S)× F(T ),G(T )]] =
∫
S
[
E(S),
∫
T
[C (T, S)× F(T ),G(T )]
]
=
∫
S
[E(S), [F,G](S)] = Ĉ (E, [F,G]).

Given F,G ∈ Ĉ , it is sometimes convenient to write
Hom(F,G) = [F,G], End(F) = [F,F].
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3.28. Constant enriched presheaves and global sections. Let V be complete
cartesian closed, and let C be a V -category. The constant V -presheaf functor
C
∗ : V → Ĉ , C ∗(E) = E ⊗ e
has a right V -adjoint
Γ = Ĉ (e,−) : Ĉ → V ,
called the global sections functor.
Indeed, using the fact that Ĉ is tensored over V ,
Ĉ (C ∗(E),F) = Ĉ (E ⊗ e,F) ≃ [E, Ĉ (e,F)].
Corollary 3.29. For F,G ∈ Ĉ , we have
Γ[F,G] ≃ Ĉ (F,G).
Proof. Using 3.27, we obtain that
Γ[F,G] = Ĉ (e, [F,G]) ≃ Ĉ (e× F,G) ≃ Ĉ (F,G).

Lemma 3.30. If C is tensored over a cocomplete V and C0 has a terminal
object eC , then Γ is exact.
Proof. Using 3.19, for every X ∈ C , C (X, eC ) = eV , so
heC ≃ e = C ∗(eV ).
Hence,
Γ(F) = Ĉ (e,F) ≃ Ĉ (heC ,F) ≃ F(eC ),
so Γ preserves small colimits using the fact that small colimits exist pointwise in Ĉ
([38, 3.3]), i.e., that evaluation of presheaves at an object preserves them. 
3.31. Internal hom and presheaf hom. Suppose V is a cartesian closed cat-
egory. For an object X of V , we write hX(−) = [−, X ] for the V -presheaf repre-
sented by X , and we write h˚X(−) = V0(−, X) for the associated presheaf.
Then, for X,Y ∈ V ,
Hom(˚hX , h˚Y ) ≃ h˚[X,Y ].
If V is a complete cartesian closed category, we have even more,
[hX ,hY ] ≃ h[X,Y ].
Indeed,
[hX ,hY ](S) = V̂ (hX×hS ,hY ) ≃ V̂ (hX×S ,hY ) ≃ [X×S, Y ] ≃ [S, [X,Y ]] = h[X,Y ](S).
Moreover, if C is a tensored and cotensored V -category, then for E ∈ V ,
X ∈ C ,
[Ee,hX ] ≃ h[E,X] ≃ [E,hX ].
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3.32. Internal and presheaf hom of associated presheaves. Let V be a
complete cartesian closed category, let C be a V -category and let Ĉ = [C ◦,V ] be
the category of V -presheaves on C . We write C0 for the underlying category of C ,
and Ĉ0 for the category of (ordinary) presheaves on C0.
Recall, for an enriched presheaf F ∈ Ĉ , its underlying presheaf F˚ ∈ Ĉ0 is
defined as the composite V ◦ F0, where F0 is the underlying functor of F.
Lemma 3.33. For X ∈ C and F ∈ Ĉ ,
Ĉ0 (˚hX , F˚) = V (Ĉ (hX , F˚)), and HomĈ0 (˚hX , F˚) =
˚[hX ,F].
Proof. Using ordinary and enriched Yoneda,
Ĉ0 (˚hX , F˚) = F˚(X) = V (F(X)) = V (Ĉ (hX , F˚)).
Moreover, for S ∈ C , using the above,
Hom(˚hX , F˚)(S) = Ĉ0 (˚hX × h˚S , F˚) = Ĉ0(˚hX×S , F˚)
= V (Ĉ (hX×S ,F)) = V (Ĉ (hX × hS ,F) = V ([hX ,F](S)),
whence we conclude that Hom(˚hX , F˚) is the presheaf associated to the enriched
presheaf [hX ,F]. 
3.34. Internal isomorphisms and automorphisms. Let V be a cartesian closed
category with pullbacks. For objects X,Y in V , we define the internal isomorphism
object
Isom(X,Y ) ∈ V
as the pullback
Isom(X,Y ) I
[X,Y ]× [Y,X ] [X,X ]× [Y, Y ]
(uX , uY )
(cXYX , cYXY )
and we write
Aut(X) = Isom(X,X).
4. Internal category theory
Our exposition of internal category theory mostly follows [33, 35, 36, 3], but
we put a slant on the enriched aspects of the theory, in particular on enriching slices
in 4.19 and enriched Grothendieck construction in 4.21.
4.1. Internal categories. Let V be a category with finite limits. A category
internal in V (or a V -internal category) is a tuple
C =
(
C0, C1, C1
d0−→ C0, C1 d1−→ C0, C0 i−→ C1, C2 c−→ C
)
of objects and morphisms of V , where we adopt a convention that Cn is the n-fold
pullback
C1 ×C0 C1 ×C0 · · · ×C0 C1
where C1 appearing on the left of the symbol ×C0 is taken with the structure
morphism d1, while C1 appearing on the right is taken with the structure morphism
d0.
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The object C0 is called the object of objects of C, while C1 is the object of mor-
phisms, d0 and d1 are the source and target maps, and i is the identity morphism.
In particular, C2 = C1 ×C0 C1 is the pullback
C2 C1
C1 C0
π2
π1 d0
d1
representing composable pairs of morphisms, and c is the composition map. These
morphisms must make the diagrams
C0 C1
C1 C0
i
i d0
d1
C1 C2 C1
C0 C1 C0
π1
d0
d0
π2
c d1
d1
C0 ×C0 C1 C2 C1 ×C0 C0
C1
i× id id×i
c
C3 C2
C2 C1
id×c
c× id c
c
commutative.
An internal functor (or morphism of internal categories)
f : C→ D
is given by a pair of V -morphisms C0
f0−→ D0, C1 f1−→ D1 making the diagrams
C0 C1 C0
D0 D1 D0
d0
d0
f0
d1
f1 f0
d1
C0 C1
D0 D1
i
f0 f1
i
C2 C1
D2 D1
c
f1 × f1 f1
c
commutative.
An internal natural transformation α between two internal functors f, g : C→
D is given by a V -morphism C0
α−→ D1 rendering the diagrams
C0
D0 D1 D0
f0 g0α
d0 d1
C1
D2 D1 D2
(α ◦ d0, g1) (f1, α ◦ d1)
c c
commutative.
We obtain the 2-category of V -internal categories
cat(V ).
It is classical ([31, Proposition 7.2.2]) that, since V has finite limits, cat(V ) also
has finite limits, and, moreover, if V is cartesian closed, then so it cat(V ).
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4.2. Extended Yoneda embedding. If V is a category with finite limits, we
have the extended Yoneda embedding 2-functor
cat(V )→ [V op, cat].
Indeed, given an internal category C = (C0, C1) ∈ cat(V ), the functor
hC : V
op → cat
assigns to an object U ∈ V the category hC(U) with the set of objects V (U,C0)
and the set of morphisms V (U,C1), while a morphism V → U in V naturally yields
a functor hC(U) → hC(V ). An internal functor f : C → D gives rise to a natural
transformation hf : hC → hD, and an internal natural transformation α between
internal functors f, g : C → D yields, for all U ∈ V , a natural transformation
hα(U) : hf (U) ⇒ hg(U) between the functors hf (U),hg(U) : hC(U) → hD(U).
Hence, h is a 2-functor.
4.3. Internal presheaves. Let C ∈ cat(V ). An internal presheaf on C is a pair
F =
(
F0
γ0−→ C0, F1 e−→ F0
)
of V -morphisms, where, for n ≥ 1, we define
Fn = Cn ×C0 F0,
so that the diagrams
F0 F1 F0
C0 C1 C0
e
d0
γ0
π2
π1 γ0
d1
C0 ×C0 F0 F1
F0
i× id
π2 e
F2 F1
F1 F1
id×e
c× id e
e
commute, where the right square in the first diagram is a pullback.
A morphism of internal presheaves f : F → G is a morphism f0 : F0 → G0
over C0 which makes the diagram
F0 F1 F0
G0 G1 G0
C0 C1 C0
e π2
d∗1f0
π1
f0
γ0
f0
γ0
γ0 γ0
e π2
π1
d0 d1
commutative (and includes two appropriate pullback squares on the right).
The resulting category of internal presheaves on C is denoted
[Cop,V ].
4.4. Discrete fibrations. Let F ∈ [Cop,V ] be an internal presheaf. In the nota-
tion of 4.3, writing Fn = Cn×C0F0 and γn = π1 : Fn → Cn for n ≥ 1, we can define
an internal category F with the source map e and the target map π2 in such a way
that γ becomes an internal functor F→ C. In other words, we obtain a functor
[Cop,V ]→ cat(V )/C, F 7→ (F→ C).
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Clearly, an object F
γ−→ C of cat(V )/C is isomorphic to an object in the image of
the above functor if and only if the square
F1 F0
C1 C0
d1
γ1 γ0
d1
is a pullback, i.e., if it is a discrete fibration. Hence we obtain an equivalence of
categories
[Cop,V ] ≃ dFib(V )/C,
where dFib(V ) stands for the category of V -internal categories and discrete fibra-
tions between them.
Consequently, if F ∈ [Cop,V ] is an internal presheaf associated with a discrete
fibration F→ C, we have an equivalence of categories
[Cop,V ]/F ≃ [Fop,V ].
This stament can be viewed as a (largely trivial) internal Grothendieck construction.
Let f : C → D be a morphism in cat(V ). The natural pullback functor
f∗ : cat(V )/D → cat(V )/C preserves discrete fibrations, so it induces a functor
f∗ : [Dop,V ]→ [Cop,V ].
4.5. Internal presheaves as monad algebras. Let V be a category with finite
limits, and let C ∈ cat(V ). The forgetful functor
U : [Cop,V ]→ V/C0 , F 7→ (F0
γ0−→ C0)
is monadic. Indeed, we have a monad
TC = (TC, η, µ),
where TC =
∑
d0
d∗1 : V/C0 → V/C0 , and the natural transformations
η : id→ TC
iand µ : TC TC → TC are defined using the identity and composition of C as follows.
For X
γ−→ C0 in V/C0 , the V/C0 -morphism ηγ : γ → TC(γ) is i× id : X → C1 ×C0 X ,
and the V/C0-morphism µγ : TCTC(γ) → TC(γ) is c × id : C1 ×C0 C1 ×C0 ×X →
C1 ×C0 X .
The diagram in 4.3 shows that the action e : F1 → F0 of an internal presheaf
F ∈ [Cop,V ] can be equivalently given by a morphism F1 = d∗1F0 → d∗0F0 in V/C1 ,
or, via the adjunction
∑
d0
⊣ d∗0, through a morphism
TC(γ0)→ γ0.
Interpreting the other two diagrams in this context yields that F is a TC-algebra.
Thus, we obtain an equivalence
[Cop,V ] ≃ V TC
between the category of internal presheaves on C and the category of TC-algebras.
Moreover, we obtain a functor
R : V/C0 → [Cop,V ]
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which is left adjoint to U as follows. For an object X
γ−→ C0 of V/C0 , R(γ) is the
internal presheaf corresponding to the discrete fibration over C with source and
target maps µγ , π23 : TCTC(γ) → TC(γ). The internal presheaf R(γ) is called the
representable functor on γ, and the adjunction
R ⊣ U
is the internal version of the Yoneda lemma.
4.6. Internal limits and colimits. Assume V has finite limits and reflexive
coequalisers, and let C ∈ cat(V ). Then V is internally cocomplete in the sense
that the functor
lim−→C : [C
op,V ]→ V , F 7→ coeq(F1 F0eπ2 )
is left adjoint to the functor
C∗ : V → [Cop,V ]
sending an object X ∈ V to the constant presheaf C×X π1−→ C.
The link to representable functors is provided by the relation
lim−→C(R(X
γ−→ C0)) ≃ X.
If V is cartesian closed, then it is internally complete in the sense that C∗ has
a right adjoint
Γ = lim←−C : [C
op,V ]→ V
defined as follows. Given an F ∈ [Cop,V ], denote by F γ−→ C the associated discrete
fibration, and let lim←−C(F ) be the equaliser of∏
C0
(γ0) [C0, F0] [C1, F0]
∏
C1
(γ1) [C1, F1]
h
[d0, F0]
[C1, e]
where the morphism h is obtained by adjunction from the composite
C∗1
∏
C0
(γ0) ≃ d∗1C∗0
∏
C0
(γ0)
d∗1β−−→ d∗1(γ0) ≃ γ1,
where we wrote β for the counit of C∗0 ⊣
∏
C0
.
The diagram
[Cop,V ] V/C0
V V
U
C
∗
lim
−→C
lim
←−C⊣ ⊣
C∗0∑
C0
∏
C0
id
⊣ ⊣
summarises the above discussion.
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4.7. Comonad coalgebras in a topos. The theorem of Lawvere-Tierney states
that, if G = (G, ǫ, δ) is a comonad in a topos E with G left-exact, then the category
EG of G-coalgebras is a topos, and there is a geometric morphism E → EG.
The category EG has finite limits by left-exactness of G.
Given coalgebras X
θ−→ GX and Y φ−→ GY , the internal hom (exponential)
[(X, θ), (Y, φ)]
is constructed as the equaliser of
G[X,Y ] G[X,GY ]
GG[X,Y ] G[GX,GY ]
Gρ
δ[X,Y ]
G[X,φ]
G[θ,GY ]
where ρ : G[X,Y ]→ [GX,GY ] is obtained by adjunction from the composite
G[X,Y ]×GX ≃ G([X,Y ]×X) G(ev)−−−−→ GY.
The subobject classifier ΩG of EG is the equaliser of
GΩ GΩ
GGΩ
idGΩ
δΩ Gτ
where τ is the classifying map of G(t) : e ≃ G(e)֌ GΩ.
4.8. Internal presheaves as comonad coalgebras. Let V be a locally cartesian
closed category, let C ∈ cat(V ). Then the forgetful functor
U : [Cop,V ]→ V/C0
is comonadic.
Indeed, the functor part TC =
∑
d0
d∗1 : V/C0 → V/C0 of the monad TC we defined
in 4.5 has a right adjoint
GC =
∏
d1
d∗0
so by Eilenberg-Moore [33, 0.14] gives rise to a unique comonad GC = (GC, ε, δ) so
that V TC ≃ VGC . By 4.5, we obtain an equivalence
[Cop,V ] ≃ VGC
between the category of internal presheaves on C , and the category ofGC-coalgebras.
We can now apply the methods of 4.7 to the comonad GC. Noting that the
construction of internal homs only uses the structure of a locally cartesian closed
category and not the full topos structure, we conclude that
[Cop,V ]
is cartesian closed.
Moreover, if V = E is a topos, we get that
[Cop, E ]
is a topos, and the diagram at the end of 4.6 yields the canonical geometric mor-
phism
[Cop, E ]→ E .
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The above comonad structure can be made explicit as follows, using the dia-
grams for internal categories set out in 4.1.
The counit ε : GC → id is the composite∏
d1
d∗0 →
∏
d1
∏
i i
∗d∗0 ≃
∏
d1i
(d0i)
∗ ≃ id,
using the properties d0i = d1i = idC0 .
The comultiplication δ : GC → GCGC is the composite∏
d1
d∗0 →
∏
d1
∏
c c
∗d∗0 ≃
∏
d1
∏
π2
π∗1d
∗
0 →
∏
d1
d∗0
∏
d1
d∗0,
where the last step is obtained using the Beck-Chevalley morphism for the pullback
square from the definition of C2 in 4.1.
Note that
GC ◦ P = P ◦
∑
d1
d∗0
as functors on E/C0 , so GC(C
∗
0Ω)) ≃ GC(P (idC0)) ≃ P (d1), and GCGC(C∗0Ω) =
P (
∑
d1
d∗0(d1)).
Hence, writing d¯2 =
∑
d1
d∗0(d1) : C2 → C0 and c¯ : d¯2 → d1 for the morphism
corresponding to composition c : C2 → C1, a suitable modification of the diagram
from 4.7 yields that the subobject classifier
Ω[Cop,E ]
is the equaliser of the E/C0-diagram
P (d1) P (d1)
P (d¯2)
id
P (c¯) ∀π2
where the morphism ∀π2 is associated to π2 : d¯2 → d1 as in 2.15.
4.9. Functoriality of forming internal presheaves. As discussed in 4.4, a
morphism f : C→ D of E -internal categories induces a functor
f∗ : [Dop, E ]→ [Cop, E ].
If E has reflexive coequalisers and the pullback functors in E preserve them, then
f∗ has a left adjoint
lim−→f : [C
op, E ]→ [Dop, E ].
If E is a topos (or at least a locally cartesian closed category with Beck-
Chevalley property), then f∗ has a right adjoint
lim←−f : [C
op, E ]→ [Dop, E ].
Hence, if E is a topos, the resulting diagram
[Cop, E ] E/C0
[Dop, E ] E/D0
U
f∗lim
−→f
lim
←−f⊣ ⊣
f∗0∑
f0
∏
f0
U
⊣ ⊣
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illustrates the fact that the assignment C 7→ [Cop, E ], f 7→ (lim←−f , f
∗) defines a
2-functor
cat(E )→ Top/E .
4.10. Base change for internal presheaves. Let f : F → E be a geometric
morphism and C ∈ cat(E ). Then we have a geometric morphism fCop such that
the diagram
[f∗Cop,F ] [Cop, E ]
F E
fC
op
f
is a pullback in Top, and satisfies the Beck condition
(Cop)∗ f∗ ≃ (fC
op
)∗ (f
∗Cop)∗.
Thinking of internal presheaves in [Cop, E ] as discrete fibrations over C in E , the
functor
(fC
op
)∗
simply applies f∗ to a discrete fibration.
On the other hand,
(fC
op
)∗ = η
∗
C ◦ f∗,
i.e., it applies f∗ to a discrete fibration over f∗C, and then takes the pullback along
the unit ηC : C→ f∗f∗C of adjunction f∗ ⊣ f∗.
If f is essential with f! left exact, then fC
op
is essential, the functor
(fC
op
)! = ⌈|ǫC ◦ f!,
where ǫC : f!f∗C→ C is the counit of adjunction f! ⊣ f∗.
4.11. Internal sites. Let C ∈ cat(E ) be an internal category in a topos. The
subobject classifier
Ω[Cop,E ]
ω−→ C0
can be viewed as the object of sieves of C. Indeed, its description from 4.8 shows
that it is the subobject of realisations
JSvK ֌ P (d1)
of the formula
Sv(S : P (d1)) ≡ ∀z : d¯2 π2(z) ∈ S ⇒ c¯(z) ∈ S
≡ ∀(a′, a) : d¯2 a ∈ S ⇒ a ◦ a′ ∈ S.
An internal coverage is a E/C0-morphism
T Ω[Cop,E ]
C0
c
b ω
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satisfying the following internal analogue of axiom (C). If we form the subobject
Q֌ T ×C0 C1 ×C0 T
of realisations of the formula
{(t′, a, t) : T ×C0 C1 ×C0 T | ∀a′ : d1 a′ ∈ c(t′)⇒ a ◦ a′ ∈ c(t)},
then the composite
Q֌ T ×C0 C1 ×C0 T π23−−→ C1 ×C0 T
is required to be an epimorphism.
An internal site in E is an internal category endowed with an internal coverage.
4.12. Internal coverages on a poset. Assume C ∈ cat(E ) is an internal poset
in a topos. Bearing in mind that a sieve in a poset identifies with a lower set/ideal
of domains of its morphisms, an internal coverage on C is determined by a span
C0
b←− T c−→ Idl(C),
where the object of lower sets
Idl(C)֌ PC0
is the object of realisations of the formula
φ¯(S : PC0) ≡ ∀x : C0 ∀x′ : C0 x ∈ S ∧ x′ ≤ x⇒ x′ ∈ S.
The above data is required to satify the formula
∀t : T ∀x : C0 x ∈ c(t)⇒ x ≤ b(t),
and the poset variant of axiom (C),
∀t : T ∀x : C0 x ≤ b(t)⇒ ∃t′ : T b(t′) = x ∧ ∀x′ : C0 x′ ∈ c(t′)⇒ x′ ∈ c(t).
4.13. Internal sheaves. Let C be an internal category in a topos E , and let
F ∈ [Cop, E ] be an internal presheaf.
Using the notation from 4.3, the formula
compF (s : [d0, γ0], S : Ω[Cop,E ]) ≡ ∀(g, f) : C2 f ∈ S ⇒ s(f ◦ g) = e(g, s(f))
expresses that a system s of sections of F is compatible with a sieve S.
The formulae
glueF (S : Ω[Cop,E ]) ≡ ∀s : [d0, γ0] compF (s, S)⇒
∃s˜ : F0 γ0(s˜) = ω(S) ∧ ∀f : C1 f ∈ S ⇒ e(f, s˜) = s(f)
and
uniqF (S : Ω[Cop,E ]) ≡ ∀(s˜, s˜′) : F0×F0 (∀f : C1 f ∈ S ⇒ e(f, s˜) = e(f, s˜′))⇒ s˜ = s˜′
express the gluing property and the uniqueness of gluing of F with respect to a
sieve S. Hence, the formula
sheafF (S : Ω[Cop,E ]) ≡ glueF (S) ∧ uniqF (S)
expresses that the presheaf F satisfies the presheaf axiom for a sieve S.
If (C, T ) is an internal site as in 4.11, we say that F is a T -sheaf if
|= ∀t : T sheafF (c(t)),
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or, equivalently, if
|= ∀t : T ∀s : [d0, γ0] compF (s, c(t))⇒
∃!s˜ : F0 γ0(s˜) = b(t) ∧ ∀f : C1 f ∈ c(t)⇒ e(f, s˜) = s(f).
We write
ShE (C, T )
for the full subcategory of [Cop, E ] of internal sheaves. In fact, it is a subtopos of
the topos of internal presheaves, see [36, C2.4].
4.14. Externalising internal sheaves. Let E = Sh(C , J) be a Grothendieck
topos, and let (D,K) be an internal site in E . We present the construction from
[50] and [36, C2.5.4] of a category C ⋊D and a coverage J ⋊K on C ⋊D such that
ShE (D,K) ≃ Sh(C ⋊D, J ⋊K),
allowing us to reduce a consideration of internal sheaves to ordinary sheaves.
Considering D a functor C op → cat, we define the category
C ⋊D
whose objects are pairs (U, V ) with U ∈ C and V ∈ D(U), and morphisms
(U ′, V ′)→ (U, V ) are pairs (a, b), where U ′ a−→ U ∈ C , and V ′ b−→ D(a)(V ) ∈ D(U ′).
It follows immediately ([36, C2.5.3]) that
[Dop, [C op,Set]] ≃ [(C ⋊D)op, Set].
Note that, given (U, V ) ∈ C ⋊D, if S ∈ K(U) with b(S) = V , then
c(C) ∈ Hom/D0(hU , P (d1)) ≃ Hom/D0(hU , [d1,ΩD0 ])
≃ Hom/D0(hU ×D0 D1,ΩD0) ≃ Sub/D0(hU ×D0 D1),
so for U ′ ∈ C , c(S)(U ′) is identified with a set of pairs (f, g) with f : U ′ → U and
g : V ′ → D(f)(V ) in D(U ′), i.e., with a set of morphisms
(U ′, V ′)→ (U, V )
in C ⋊D.
We define a coverage J ⋊K on C ⋊ D by saying that a sieve R˜ on an object
(U, V ) in C ⋊D is a J ⋊K-covering, if there exists a J-covering sieve R of U , and,
for every f ∈ R, there is an Sf ∈ K(dom(f)) with b(Sf ) = V , such that R˜ contains
the set
{(f, g) : f ∈ R, (f, g) ∈ Sf}.
4.15. Bounded morphisms. We say that a geometric morphism f : F → E is
bounded, if there exists an object G ∈ F which generates F over E in the sense
that, for every X ∈ F there exists a Y ∈ E , a subobject S → f∗(Y ) × G and an
epimorphism S → X .
Let G
g−→ F f−→ E be two geometric morphisms. By [35, B3.1.10], if both f
and g are bounded, then fg is bounded. If fg is bounded, then g is bounded.
Any geometric inclusion is bounded. Moreover, if C ∈ cat(E ), the canonical
geometric morphism [Cop, E ]→ E is bounded ([35, B3.2.1]).
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Theorem 4.16 (Giraud-Mitchell-Diaconescu, [35, B3.3.4]). Any bounded mor-
phism F
f−→ E can be decomposed (up to natural isomorphism) as
F
i−→ [Cop, E ]→ E ,
where i is an inclusion, and C is some category internal in E .
Moreover, f is equivalent to the canonical morphism
ShE (C,K)→ E
for some internal site (C,K) in E .
Giraud’s Theorem 2.3 can be reformulated ([36, C2.2.8]) by saying that a topos
E is Grothendieck if and only if it admits a bounded geometric morphism E → Set.
Let F
f−→ E be a geometric morphism between Grothendieck topoi, and let
E ≃ Sh(C , J). Then f is bounded and there exists an internal site (D,K) in E so
that F ≃ ShE (D,K). It follows from construction 4.14 (more preciselu, by [36,
C2.5.4]) that
F ≃ ShE (D,K) ≃ Sh(C ⋊D, J ⋊K),
and that f is induced by the projection functor C ⋊D→ C .
4.17. Enriched structure of internal presheaves. Let E be a topos, and let
C ∈ cat(E ). We write
Ĉ = [Cop, E ]
for the category of internal presheaves on C, considered as a E -enriched category
with internal hom objects defined as
Ĉ(F, F ′) = Γ[F, F ′] =
∏
C0
U [F, F ′],
where [F, F ′] ∈ [Cop, E ] is the internal hom constructed in 4.8.
More explicitly, let F = (F0, α) be given by a E/C1-morphism α : d
∗
1F0 → d∗0F0
(as in 4.5), and similarly for F ′ = (F ′0, α
′). Then Ĉ(F, F ′) is the equaliser
Ĉ(F, F ′)
∏
C0
[F0, F
′
0]C0
∏
C1
[d∗1F0, d
∗
0F
′
0]C1
where the top arrow is the adjoint of the composite
C∗1
∏
C0
[F0, F
′
0]C0 ≃ d∗0C∗0
∏
C0
[F0, F
′
0]C0
d∗0(ǫ)−−−→ d∗0[F0, F ′0]C0
≃ [d∗0F0, d∗0F ′0]C1
[α,d∗0F
′
0]C1−−−−−−−→ [d∗1F0, d∗0F ′0]C1 ,
where we wrote ǫ for the counit of C∗0 ⊣
∏
C0
, while the bottom arrow is obtained
analogously using α′.
4.18. Geometric morphisms and enrichment. The considerations of 4.17 can
be generalised, as noted in [49].
If f : F → E is a geometric morphism, then F can be considered a tensored
and cotensored E -category with internal hom objects
F/E (X,Y ) = f∗[X,Y ]F ∈ E .
The natural isomorphism f∗[f∗E,X ] ≃ [E, f∗X ], seen in 2.6, shows that the ad-
junction f∗ ⊣ f∗ is E -enriched, i.e., we have
F/E (f
∗E,X) ≃ [E, f∗X ]E .
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The tensored structure is given by the rule
E ⊗X = f∗E ×X,
where E ∈ E and X ∈ F .
The cotensored structure is defined as
[E,X ] = [f∗E,X ].
4.19. Enriching slices. Let E be a topos, and let S ∈ E . Then E/S is also a
topos and hence cartesian closed, so we can make it into an E -enriched category
with internal hom objects
E/S(X → S, Y → S) =
∏
S [X → S, Y → S]S .
Let C ∈ cat(E ), let F ∈ Ĉ be an internal presheaf on C, and let f : F→ C be
the associated discrete fibration. Then the equivalence of categories from 4.4 can
be enriched to the E -equivalence
Ĉ/F ≃ F̂,
by letting, for G→ F,H → F ∈ Ĉ/F ,
Ĉ/F (G→ F,H → F ) = F̂(G,H).
Lemma 4.20. The functor lim−→f : Ĉ/F ≃ F̂→ Ĉ is E -left adjoint to f
∗ : Ĉ→ F̂
in the sense that, for G ∈ F̂ and H ∈ Ĉ,
Ĉ(lim−→
f
G,H) ≃ F̂(G, f∗H).
Proof. We apply the functor lim←−C to both sides of the relation
[lim−→
f
G,H ]
Ĉ
≃ lim←−
f
[G, f∗H ]
F̂
and use the fact that lim←−C lim←−f = lim←−F. 
4.21. Enriched and internal Grothendieck construction. Let E be a topos,
let C be a small E -enriched category and let Ĉ = [C op, E ] be the E -category of
E -presheaves on C .
Given a E -presheaf F ∈ Ĉ , let
F = CF
be the V -internal category with the object of objects
F0 =
∐
S∈C
F(S),
and the object of morphisms
F1 =
∐
S,S′∈C
C (S′, S)× F(S),
where d0 : F1 → F0 is obtained by pasting together the actions
C (S′, S)× F(S) eS′S−−−→ F(S′)
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obtained by adjunction from the morphisms FS′S : C (S′, S) → [F(S),F(S′)], and
d1 : F1 → F0 is obtained from the projections
C (S′, S)× F(S) pS′S−−−→ F(S).
Given an object S ∈ C , we define the E -internal category
CS = ChS ,
and, in particular, the internal category
C = CI
is the internalisation of C .
On the other hand, the slice category Ĉ/F is E -enriched as follows. For G
g−→ F
and H
h−→ F, the internal hom object
Ĉ/F(g, h) = Ĉ/F(G,H)
is defined as the equaliser
Ĉ/F(g, h)
∏
S∈C
∏
F(S)[gS , hS]F(S)
∏
S,S′∈C
∏
C (S′,S)×F(S)[p
∗
S′S(gS), e
∗
S′S(hS′)]C (S′,S)×F(S)
where the top arrow is formed using the adjunctions of the composites
(F(S)× C (S′, S))∗∏
F(S′)[gS′ , hS′ ]F(S′) ≃ e∗S′SF(S′)∗
∏
F(S′)[gS′ , hS′ ]F(S′)
p∗
S′S
(ǫS′)−−−−−−→ e∗S′S [gS′ , hS′ ]F(S′) ≃ [e∗S′S(gS′), e∗S′S(hS′)]C (S′,S)×F(S)
[αS′S,e
∗
S′S
(hS′)]C(S′,S)×F(S)−−−−−−−−−−−−−−−−−−−→ [p∗S′S(gS), e∗S′S(hS′)]C (S′,S)×F(S),
where ǫS′ was the counit of the adjunction F(S′)∗ ⊣
∏
F(S′), and the E/C (S′,S)×F(S)-
morphism αS′S : p∗S′S(gS) → e∗S′S(gS′) is obtained using the presheaf structure of
G
g−→ F. The bottom arrow is obtained analogously, using the presheaf structure
of H
h−→ F.
We note that the right hand side term in the above equaliser is isomorphic to∏
S,S′∈C
∏
F(S′)[
∑
eS′S
p∗S′S(gS), hS′ ]F(S′) ≃
∏
S,S′∈C
∏
F(S)[gS,
∏
pS′S
e∗S′S(hS′)]F(S),
and that for F = hI , the above equaliser coincides with the definition given in 3.4.
Theorem 4.22. We have an equivalence of E -enriched categories
ĈF ≃ Ĉ/F.
Proof. Let H = (H0, H1) be an internal presheaf on F = CF = (F0, F1) as
above, determined by
γ0 : H0 → F0,
and the action
e : H1 = F1 ×F0 H0 → H0.
We define H ∈ Ĉ/F as follows. For S ∈ C , let H(S) be the pullback
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H(S) H0
F(S) F0
γ0
where the bottom arrow is the natural morphism F(S)→ F0 =
∐
T∈C F(T ).
Moreover, given S, S′ ∈ C , using the fact that
C (S′, S)× F(S)×F1 H1 = C (S′, S)× F(S)×F1 (F1 ×F0 H0)
≃ C (S′, S)× F(S)×F0 H0 ≃ C (S′, S)×H(S),
we obtain the diagram
H0 H1 H0
H(S) C (S′, S)×H(S) H(S′)
G0 G1 G0
F(S) C (S′, S)× F(S) F(S′)
π2
d1
γ0
e
γ0π1
d0
in which all the vertical parallelograms are pullbacks, and the resulting dashed
action yields the V -presheaf structure morphism
HS′S : C (S
′, S)→ [H(S),H(S′)].
Conversely, let f ∈ Ĉ/F be a V -natural transformation f : H → F. We define
an internal presheaf H = (H0, H1) on F by setting
H0 =
∐
S∈C
H(S), and γ0 =
∐
S∈C
fS : H0 → F0.
The action
e : F1 ×F0 H0 → H0
is obtained, using the disjointness of coproducts and the fact that coproducts com-
mute with pullbacks, as∐
S,S′
C (S′, S)× F(S)×∐
T F(T )
∐
T
H(T ) ≃
∐
S,S′
(C (S′, S)× F(S))×F(S)H(S)
→
∐
S,S′
C (S′, S)×H(S)
∐
S,S′ eS′S−−−−−−−→
∐
S′
H(S′).
We leave the full details of the verification that the assignments
H 7→ (H→ F), and (H→ F) 7→ H
define an equivalence of E -categories F̂ ≃ Ĉ/F to the reader, and we illustrate the
proof by showing that, given objects G
g−→ F,G h−→ F ∈ Ĉ/F and the corresponding
G,H ∈ F̂, we have
Ĉ/F(g, h) ≃ F̂(G,H).
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By 4.17,
F̂(G,H) = Eq
(∏
F0
[G0, H0]F0
∏
F1
[Fd∗1G0,
Fd∗0H0]F1
)
.
We claim that ∏
F0
[G0, H0]F0 ≃
∏
S∈C
∏
F(S)[gS , hS ]F(S).
Indeed, for an arbitrary X ∈ E , using the disjointness of coproducts and the fact
that they commute with pullbacks,
E (X,
∏
F0
[G0, H0]F0) ≃ E/F0(F ∗0X, [G0, H0]) ≃ E/F0(F ∗0X ×F0 G0, H0)
≃ E/∐S F(S)
(∐
S
F(S)∗X ×∐
S F(S)
∐
S
G(S),
∐
S
H(S)
)
≃ E/∐S F(S)
(∐
S
(
F(S)∗X ×F(S)G(S)
)
,
∐
S
H(S)
)
≃
∏
S
E/F(S)
(
F(S)∗X ×F(S) G(S),H(S)
)
≃
∏
S
E/F(S)
(
F(S)∗X, [G(S),H(S)]F(S)
)
≃
∏
S
E
(
X,
∏
F(S)[G(S),H(S)]F(S)
)
≃ E
(
X,
∏
S
∏
F(S)[G(S),H(S)]F(S)
)
.

Similarly, we obtain that∏
F1
[Fd∗1G0,
Fd∗0H0]F1) =
∏
S,S′
∏
C (S′,S)×F(S)[p
∗
S′S(gS), e
∗
S′S(h
′
S)]C (S′,S)×F(S),
and, upon a further verification that the morphisms in the equalisers are also com-
patible, we obtain the expression for Ĉ/F(g, h) given previously.
To draw an analogy with the considerations of 1.7, let∑
F
: Ĉ/F → Ĉ
be the natural E -functor which maps G→ F to G, and let
pF = F
∗ : Ĉ → Ĉ/F
be the base change functor.
Moreover, the canonical discrete fibration iF : F = CF → C yields the functor
i∗F : Ĉ ≃ Ĉ→ ĈF.
For G ∈ Ĉ , we write GF = i∗FG.
Corollary 4.23. (1) There is an adjunction of E -enriched functors∑
F
⊣ F∗.
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(2) There is an isomorphism of E -functors
α ◦ i∗F ≃ F∗,
where α : ĈF ≃ Ĉ/F.
Proof. For (1), given G→ F ∈ Ĉ/F and H ∈ Ĉ ,
Ĉ (
∑
F
(G→ F),H) 4.22≃ Ĉ(∑F (G→ F ), H)
4.20≃ ĈF(G,F ×H) 4.22≃ Ĉ/F(G→ F,F×H→ F).
To see (2), we note that, by the construction from the proof of 4.22, α takes
GF ∈ F̂ to an object of Ĉ/F whose value at S ∈ C is the pullback
(F0 ×G0)×F0 F(S) ≃ F(S)×G(S).

Corollary 4.24. For S ∈ C , F,G ∈ Ĉ ,
ĈS(FS ,GS) ≃ Ĉ/hS (F× hS ,G× hS) ≃ Ĉ (F× hS ,G) ≃ [F,G](S).
4.25. Torsors and Diaconescu’s Theorem. Let C be an internal category in a
topos S , and let E
p−→ S be a geometric morphism.
A C-torsor in E (or a flat presheaf ) is an object F ∈ [Cop, E ] such that the
domain of the corresponding discrete fibration F → p∗(C) is filtered in the sense
that each of the morphisms
F0 → 1, (d1p1, d1p2) : PF → F0 × F0, (d2t1, d2t2) : TF → RF
is a cover (regular epimorphism), where the objects PF (of pairs of morphisms), RF
(of parallel pairs) and TF (of coequaliser-type diagrams) are the pullbacks
PF F1
F1 F0
p1
p2 d0
d0
RF F1
F1 F0 × F0
r1
r2 (d0, d1)
(d0, d1)
TF F2
F2 F0 × F0
t1
t2 (d0, d1)
(d0, d1)
These diagrams are internal versions of the usual axioms for a filtered small category,
i.e.,
(1) there exists and object;
(2) for any pair of objects, there exists a pair of morphisms from them with
common codomain;
(3) for any parallel pair of morphisms, there exists a morphism coequalising
them.
We consider the full subcategory
Tors(C, E )
of [Cop, E ] whose objects are C-torsors in E .
Theorem 4.26 (Diaconescu). Let C be an internal category in a topos S , and
p : E → S a geometric morphism. Then there is an equivalence of categories
Top/S (E , [C,S ]) ≃ Tors(C, E ),
which is natural in E .
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5. Algebraic structures in enriched categories and topoi
5.1. Algebraic theories. A finitary algebraic theory T consists of a set of oper-
ations/function symbols of arbitrary arity and a set of finitary equations between
them. It is finitely presented if both sets are finite.
If C is a category with finite products, a model of T in C is an object M ∈ C ,
equipped with a morphism f :Mn →M for each n-ary operation f in T, such that
each equation in T yields a commutative diagram in C . We write
T(C ) = CT
for the category of models of T in C .
In other words, a category of algebraic structures and their morphisms in C is
defined by a set of commutative diagrams expressing the existence of certain finite
limits. Typical examples include monoids, groups, rings and modules.
In categories of presheaves, limits (and colimits) are defined argument-wise, so
we remark (as in [1, I 3.2]) that
T(Ĉ ) ≃ [C op,T(Set)].
An enriched version of the statement is the following. Let V be a complete cartesian
closed category. We define the V -category
V -T
with the same objects as T(V ). For G,H ∈ T(V ), the internal hom object
V -T[G,H ] ∈ V
is the subobject of [G,H ] defined by the appropriate finite limit as specified by T.
If C is a small V -category, 3.27 shows that the V -category Ĉ = [C op,V ] of V -
presheaves is complete cartesian closed, so by the above, we defined the Ĉ -category
Ĉ -T.
On the other hand, Ĉ -T is a V -category with internal hom objects
Ĉ -T(G,H) = Ĉ -T[G,H](e).
We have an equivalence of V -categories
Ĉ -T ≃ [C op,V -T].
Moreover, if we replace V by a topos E , then, using 4.24,
Ĉ -T[G,H](X) ≃ ĈX -T(i∗XG, i∗XH),
for G,H ∈ Ĉ -T and X ∈ C . In order to avoid awkward notation for a general T,
we will provide a proof in the concrete case of groups in 5.15.
If E is a topos with a natural number object, the forgetful functor U : T(E )→ E
admits a left adjoint, called the free T-model functor
F : E → T(E ).
Moreover, T(E ) is monadic over E and has finite colimits.
If f : F → E is a geometric morphism, since both f∗ and f∗ preserve finite
limits, they define an adjoint pair of functors
f∗ : T(E )→ T(F ), f∗ : T(F )→ T(E ),
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and we have canonical isomorphisms
F ◦ f∗ ≃ f∗ ◦ F, U ◦ f∗ ≃ f∗ ◦ U.
We lay the details of particularly important algebraic structures out in the
sequel.
5.2. Monoid objects in monoidal categories. Let V be a symmetric monoidal
category.
A monoid object in V is an object G, together with V -morphisms
mG : G⊗G→ G, eG : I → G,
making the diagrams
G⊗G⊗G G⊗G
G⊗G G
id⊗mG
mG ⊗ id mG
mG
G G⊗G
G⊗G G
(id, e¯G)
(e¯G, id) mG
mG
id
commutative, where we wrote e¯G for the composite G→ I eG→ G. We say that G is
commutative, if it satisfies an additional diagram expressing that mG is symmetric.
5.3. Monoid actions and modules. Let V be a symmetric monoidal category,
let G be a V -monoid, and let X be an object of V . A V -action of G on X is a
V -morphism
µ : G⊗X → X
that makes the diagrams
G⊗G⊗X G⊗X
G⊗X X
id×µ
mG × id µ
µ
I ⊗X X
G⊗X X
ideG × id
µ
commutative. We also say that X is a (left) G-module. The category of G-modules
is denoted
G-Mod.
The category of right G-modules is defined analogously.
If V is symmetric monoidal closed, an action G ⊗ X → X gives rise to a
V -monoid morphism
G→ [X,X ],
where [X,X ] is a V -monoid through the composition morphism [X,X ]⊗ [X,X ]→
[X,X ]. Conversely, any such V -monoid morphism yields an action of G on X .
If V is cartesian closed, G can be considered an internal category in V and
right G-modules are identified with internal presheaves on Gop,
G-Mod ≃ [G,V ] = [(Gop)op,V ].
Hence, if V is a topos, then
BG = G-Mod
is also a topos called the classifying topos of G.
By the symmetry of V , the category of right G-modules is isomorphic to the
category of left G-modules.
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5.4. Commutative monoid actions. Let V be symmetric monoidal closed, and
let A be a commutative monoid in V . It is known ([45]) that the category A-Mod
is complete/cocomplete whenever V is. If V admits coequalisers, we obtain a
symmetric monoidal category
(A-Mod,⊗A)
with the tensor product of M,N ∈ A-Mod defined as
M ⊗A N = coeq (M ⊗A⊗N M ⊗N),
where the top arrow is defined in an evident way using µM , and the bottom one
using µN .
If V is bicomplete, then (A-Mod,⊗A) is closed with the internal homs
[M,N ]A = Eq ([M,N ] [A⊗M,N ]),
where the top arrow is defined using the action µM , and the bottom using µN .
5.5. Monoid actions and Day convolution. Let V be symmetric monoidal
closed, and let A be a commutative V -monoid.
Let A be a monoidal V -category with a single object I and A (I, I) = A, with
composite morphism given by the monoid operation mA : A ⊗ A → A, and with
I ⊗ I = I. Note that A op ≃ A .
There is an equivalence of V -categories ([21, Example 4.2])
A-Mod ≃ [A ,V ],
such that Day convolution and internal homs on [A ,V ], as defined in 3.6, coincide
with the tensor product and internal homs of A-modules.
5.6. Monoid actions in tensored categories. Let V be a symmetric monoidal
closed category and let C be a V -tensored category. Let G be a monoid in V , and
X ∈ C . An action of G on X is a C0-morphism
G⊗X → X
satisfying the diagrammatic conditions analogous to those from 5.3. The tensored
structure yields the relation C (G ⊗ X,X) ≃ [G,C (X,X)], whence we obtain a
V -monoid morphism
G→ C (X,X),
where the monoid structure on C (X,X) is obtained from the composition V -
morphism cXXX : C (X,X)⊗ C (X,X)→ C (X,X).
If the enrichment comes from a geometric morphism γ : F → E of topoi as in
4.18, the tensored structure is given by
E ⊗X = γ∗E ×X
for E ∈ E and X ∈ F . Hence, if G is an E -groupoid and X ∈ F , an action of G
on X in the above sense is in fact an action of γ∗G on X in the sense of 5.3 (note
that γ∗G is a groupoid because γ∗ commutes with finite limits and the theory of
groupoids is algebraic).
44
5.7. Monoid actions in the opposite category. Let C be a tensored and
cotensored category over a symmetric monoidal closed category V . By 3.16, C op
is again tensored and cotensored over V .
A (left) action of a V -groupoid G on X ∈ C corresponds to a right action of
G on Xop ∈ C op, i.e., to the (left) action of the opposite groupoid Gop on Xop.
Indeed, a C -morphismG⊗X → X corresponds to a V -groupoid morphismG→
C (X,X), which corresponds to a V -groupoid morphism Gop → C op(Xop, Xop),
which in turn corresponds to an action Gop ⊗op Xop → Xop. Note that, in view
of the definition of ⊗op, the last morphism in fact comes from a C -morphism
X → [G,X ] obtained through C (G⊗X,X) ≃ C (X, [G,X ]).
5.8. Group objects in cartesian closed categories. Let V0 be a category with
products.
A group object in V0 is a monoid object G equipped with a V0-morphism
iG : G→ G
so that the diagram
G×G G G×G
G×G G G×G
∆
mG
id×iG
∆
e¯G iG × id
mG
commutes.
Let V be a cartesian closed category. A V -monoid is a monoid object in V0,
and a V -group is a group object in V0.
If G and H are V -groups, the internal group homomorphism object
V -Gr[G,H ]
is the equaliser of the diagram
[G×G,H ×H ]
[G,H ] [G×G,H ]
δ
m∗G
mH∗
where δ is obtained by adjunction from the composite of
G×G×[G,H ] id× id×∆−−−−−−→ G×G×[G,H ]×[G,H ] ≃ G×[G,H ]×G×[G,H ] ev× ev−−−−→ H×H.
Thus we have defined the V -category
V -Gr
of V -groups.
We also write
HomV -Gr(G,H) = V -Gr[G,H ].
It is proved in [6, Proof of Theorem 2.1] that
EndV -Gr(G) = V -Gr[G,G]
is a submonoid of [G,G]. By analogy with 3.34, we can define objects
IsomV -Gr(G,H),AutV -Gr(G) ∈ V .
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5.9. Group actions in cartesian closed categories. Let V be a complete
cartesian closed category.
Let G be a V -group, and let X be an object of V . A V -action of G on X is a
V -monoid action
µ : G×X → X.
This yields a V -monoid morphism ρ : G → [X,X ], when [X,X ] is equipped
with monoid multiplication coming from composition
c = cXXX : [X,X ]× [X,X ]→ [X,X ].
It follows, using the fact that G is a V -group, that the solid part of the diagram
G
Aut(X) I
[X,X ]× [X,X ] [X,X ]× [X,X ]
(ρ, ρ ◦ iG)
(uX , uX)
(c, cop)
commutes, whence we obtain the dashed homorphism of V -groups
G→ Aut(X).
Conversely, such a homomorphism defines an action of G on X .
5.10. Group objects in a category tensored over a cartesian closed cat-
egory. Let C be a V -category with products, which is tensored over a complete
cartesian closed category V .
A C -V -group is a group object in C0. For C -V -groups G, H , the internal
group homomorphism object
C -V -Gr(G,H) ∈ V
is the equaliser of the diagram
C (G×G,H ×H)
C (G,H) C (G×G,H)
δ
m∗G
mH∗
where δ is obtained by adjunction from the composite of
G×G×C (G,H) id× id×∆−−−−−−→ G×G×C (G,H)×C (G,H) ≃ G×C (G,H)×G×C (G,H) ev× ev−−−−→ H×H.
Thus we have defined a V -category
C -V -Gr
of C -V -groups.
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5.11. Module objects in cartesian closed categories. Let V be a cartesian
closed category.
A V -ring with identity is an object R ∈ V , together with V0-morphisms
aR : R×R→ R, mR : R×R→ R, zR : I → R, eR : I → R,
satisfying natural commutative diagrams expressing the classical axioms relating
addition, multiplication, zero and identity element.
A V -abelian group F is a (left) R-module, if we have a V0-morphism
µ : R× F → F,
together with the natural commutative diagrams expressing the classical axioms
for being a (left) module. Equivalently, passing through the motions of 5.9, an
R-module structure on F can be defined through a V -ring homomorphism
R→ EndV -Ab(F ).
We also write
(R,F ) ∈ V -Mod.
If V is complete, we endow V -Mod with the structure of a V -category as follows.
Given V -modules (R,F ) and (R′, F ′), the internal module homomorphism object
V -Mod[(R,F ), (R′, F ′)]
is the equaliser of the diagram
[R× F,R′ × F ′]
V -Rng[R,R′]× V -Ab[F, F ′] V -Ab[F, F ′] [R × F, F ′]
δ
µ∗
µ′
∗
where δ is obtained by adjunction from the composite of
R×F×V -Rng[R,R′]×V -Ab[F, F ′] ≃ R×V -Rng[R,R′]×F×V -Ab[F, F ′] ev× ev−−−−→ R′×F ′.
If R is a V -ring, and F, F ′ are left R-modules, we define the internal homo-
morphism object
R-Mod[F, F ′] = V -R-Mod[F, F ′] ∈ V
as the pullback
R-Mod[F, F ′] V -Ab[F, F ′]
V -Mod[(R,F ), (R,F ′)] V -Rng[R,R]× V -Ab[F, F ′]
where the right vertical arrow is the composite
V -Ab[F, F ′] ≃ I × V -Ab[F, F ′] uR×id−−−−→ V -Rng[R,R]× V -Ab[F, F ′].
Thus, we have defined the V -category
R-Mod
of R-modules.
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Note that the additive structure on F ′ induces a the structure of a V -abelian
group on the internal homomorphism object, i.e., that
R-Mod[F, F ′] ∈ V -Ab.
5.12. Module objects in a category tensored over a cartesian closed cat-
egory. Let C be a V -category with products, which is tensored over V . A C -V -
module is a module object in C0. In the spirit of 5.10 and by analogy with 5.11,
given C -V -modules (R,F ) and (R′, F ′), we can define the internal group homo-
morphism object
C -V -Mod((R,F ), (R′, F ′)) ∈ V .
Hence we obtain a V -category
C -V -Mod
of C -V -modules.
Given a C -V -ring R, by analogy to 5.11, we can also define the V -category
C -V -R-Mod.
5.13. Group module objects. Let V be a cartesian closed category. Let G be
a V -group, R a V -ring and F an R-module. A structure of a G-R-module on F is
a morphism of V -groups
ρ : G→ AutR-Mod(F ).
Let F and F ′ be G-R-modules, and write µ : G×F → F , µ′ : G×F ′ → F ′ for the
associated actions via 5.9. The internal G-R-module homomorphism object
G-R-Mod[F, F ′] = V -G-R-Mod[F, F ′] ∈ V
is the equaliser of the diagram
[G× F,G× F ′]
R-Mod[F, F ′] [F, F ′] [G× F, F ′]
δ
µ∗
µ′
∗
where δ is obtained by adjunction from
G× F × [F, F ′] id× ev−−−−→ G× F ′.
5.14. Enriched group presheaves. Let V be a complete cartesian closed cat-
egory, let C be a small V -category, and let Ĉ = [C ◦,V ] be the V -category of
V -presheaves on C . By 3.27, Ĉ is complete cartesian closed. Hence, 5.8 gives a
meaning to the notion of Ĉ -groups.
More explicitly, a Ĉ -group is a group object in Ĉ0, i.e., a V -presheaf G on C ,
together with V -natural transformations
G×G→ G, G→ G, e→ G
affording diagrams analogous to those from 5.8.
Since Ĉ is complete cartesian closed, the construction from 5.8 endows the
above category with group homomorphism presheaves
Ĉ -Gr[G,H] ∈ Ĉ ,
for two Ĉ -groups G, H.
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Moreover, the class of Ĉ -groups is endowed with a V -category structure with
internal homomorphism objects
Ĉ -Gr(G,H) = Γ(Ĉ -Gr[G,H]) ≃ Ĉ -V -Gr(G,H),
where the last object is obtained by the construction from 5.10 in view of the fact
that Ĉ is (trivially) tensored over V .
Thus we have obtained the V -category of Ĉ -groups
Ĉ -Gr.
Proposition 5.15. We have an equivalence of V -categories
Ĉ -Gr ≃ [C ◦,V -Gr].
If V is a topos, for X ∈ C and G,H ∈ Ĉ -Gr, we have
Ĉ -Gr[G,H](X) ≃ ĈX -Gr(i∗XG, i∗XH).
Proof. By definition,
[C op,V -Gr](G,H) =
∫
X∈C
V -Gr[GX,HX ]
≃
∫
X∈C
Eq ([GX,HX ] [GX ×GX,HX ])
≃ Eq (∫
X
[GX,HX ]
∫
X
[GX ×GX,HX ])
≃ Eq
(
Ĉ (G,H) Ĉ (G×G,H)
)
≃ Ĉ -Gr(G,H).
For the second claim, using the fact that [hX ,−] is left-exact and 4.24,
Ĉ -Gr[G,H](X) = [hX , Ĉ -Gr[G,H]] ≃ [hX ,Eq ([G,H] [G×G,H])]
≃ Eq ([G,H](X) [G×G,H](X))
≃ Eq
(
ĈX(GX ,HX) ĈX(GX ×GX ,HX)
)
≃ ĈX -Gr(GX ,HX).

Using the principle of 3.34, we define the objects
Isom
Ĉ -Gr
(G,H),Aut
Ĉ -Gr
(G) ∈ V ,
as well as V -presheaves
Isom
Ĉ -Gr
(G,H),Aut
Ĉ -Gr
(G) ∈ Ĉ .
We say that an object G ∈ C is a C -group, if the associated V -presheaf hG is
a Ĉ -group. For C -groups G, H , we let
C -V -Gr(G,H) = Ĉ -V -Gr(hG,hH) ∈ V .
We have thus defined the V -category of C -groups
C -Gr.
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5.16. Enriched group presheaf actions. Let V be a complete cartesian closed
category, and let C be a V -category.
Let E ∈ Ĉ and G ∈ Ĉ -Gr. An action of G on E is a V -natural transformation
between V -presheaves
µ : G×E→ E,
that fits the diagrams analogous to those from 5.9.
In view of 3.27, this yields a morphism of Ĉ -monoidsG→ End(E), and, by the
argument of 5.9 and using the fact that G is a Ĉ -group, we see that this morphism
lands in Aut(E). Thus, an action of G on E is equivalently given by a Ĉ -group
homomorphism
ρ : G→ Aut(E).
5.17. Enriched module presheaves. Let V be a complete cartesian closed cat-
egory, and let C be a V -category.
Using the conventions from 5.11, let O be a Ĉ -ring and let F be a Ĉ -abelian
group. We say that F is a O-module, if the pair (O,F) is a Ĉ -module, or, equiva-
lently, if the pair defines a V -functor
(O,F) : C ◦ → V -Mod.
Using the fact that Ĉ is a complete cartesian closed V -category which is tensored
over V and the results of 5.11 and 5.12, the category
Ĉ -Mod
is a V -category with internal homomorphism V -presheaves
Ĉ -Mod[(O,F), (O′,F′)] ∈ Ĉ .
and with internal homomorphism objects
Ĉ -Mod((O,F), (O′,F′)) = Ĉ -Mod[(O,F), (O′,F′)](I)
≃ Ĉ -V -Mod((O,F), (O′,F′)) ∈ V ,
Equivalently, it is the V -functor category
Ĉ -Mod = [C ◦,V -Mod].
In particular, for a fixed Ĉ -ring O, the class
O-Mod
of O-modules can be made into a V -category with internal homomorphism objects
O-Mod(F,F′) = Ĉ -O-Mod(F,F′) ∈ V -Ab,
and with homomorphism V -presheaves
O-Mod[F,F′] ∈ Ĉ -Ab.
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5.18. Enriched group module presheaves. Let V be a complete cartesian
closed category, and let C be a V -category.
Suppose G is a Ĉ -group, O is a Ĉ -ring, and F is an O-module. The structure
of a G-O-module on F is given by a morphism of Ĉ -groups
ρ : G→ Aut
O-Mod(F).
Using the fact that Ĉ is a complete cartesian closed category, 5.13 yields the V -
category
G-O-Mod = Ĉ -G-O-Mod
with internal group module homomorphism V -presheaves
G-O-Mod[F,F′] = Ĉ -G-O-Mod[F,F′] ∈ Ĉ -Ab
and with internal group module homomorphism objects
G-O-Mod(F,F′) =G-O-Mod[F,F′](I) ∈ V -Ab.
5.19. Functorial algebraic geometry in a topos. Let E be a topos. Let
E -Rng
be the category of ring objects (commutative, with identity) in E , considered as an
E -category with internal hom objects
E -Rng[R,R′] ∈ E .
Let k ∈ E -Rng, and write
k-Alg
for the E -category of (commutative unitary) k-algebra objects in E .
The category of affine schemes in E is
E -Aff ≃ E -Rngop,
often identified (by E -Yoneda) with the subcategory of the category of E -functors
[E -Rng, E ] consisting of representable E -functors
hA : E -Rng→ E , hA(R) = E -Rng[A,R],
for A ∈ E -Rng. If X = hA is the affine scheme associated to the ring A, and
R ∈ E -Rng, then
X(R) = hA(R) ∈ E
is the object of R-rational points of X .
The E -category of E -presheaves on E -Aff is a topos, and we have an enriched
Yoneda embedding
E -Aff→ Ê -Aff = [E -Affop, E ] ≃ [E -Rng, E ].
Analogously, we define the E -category of k-affine schemes
k-Aff ≃ k-Algop → [k-Alg, E ].
For A,R ∈ k-Alg, if X = hA is the affine k-scheme associated to A, then
X[R] = k-Alg[A,R]
is the object of R-rational points of the k-scheme X. The set of R-rational points
of X is
X(R) = k-Alg(A,R) ≃ Γ(X[R]).
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6. Topos cohomology
6.1. Ringed topoi. A ringed topos is a pair (E , A) consisting of a Grothendieck
topos E and an E -ring A. The category
AE = A-Mod
of (unitary) left A-modules is an abelian category satisfying axioms (AB5) and
(AB3) (the existence of small products), as shown in [1, II 6.7], and therefore has
enough injectives.
For M,N ∈ AE , we write
AE (M,N) = HomA(M,N)
for the abelian group of A-modules from M to N . If A is commutative, the group
HomA(M,N) has a structure of a Γ(A)-module.
Taking for A the constant sheaf Z, we obtain the category
ZE = E -Ab
of abelian groups in E .
A morphism φ : A→ B of E -rings yields the restriction of scalars by φ functor
Res(φ) : BE → AE .
A morphism u : (E , A)→ (E ′, A′) of ringed topoi is a pair (m, θ) consisting of a
topos morphism m : E → E ′ and an E -ring morphism θ : m∗A′ → A. Equivalently,
a morphism can be given by m as above and a E -ring morphism Θ : A′ → m∗A.
A morphism u of ringed topoi as above gives rise to the direct image functor
for modules
u∗ : AE → A′E ′,
as well as the inverse image functor for modules
u∗ : A′E
′ → AE
as follows. Given M ∈ AE , the object m∗M is canonically an m∗A-module, so we
define
u∗(M) = Res(Θ)m∗A.
Conversely, for N ∈ A′E ′, the object m∗N is naturally a m∗A′-module, and we let
u∗N = A⊗m∗A′ m∗N,
where A is given the m∗A′-module structure via θ.
While the ‘underlying sheaf of sets’ of u∗M is m∗M , the underlying set-valued
sheaf of u∗N is generally non-isomorphic to m∗N . Hence, we will write u−1 for m∗
in the sequel to emphasise this distinction between the two operations.
These functors form an adjunction
u∗ ⊣ u∗,
whence we conclude that u∗ is left exact, and u∗ is right exact. While u−1 is always
exact, u∗ is exact when the canonical morphism u−1A→ A is flat.
In particular, if X ∈ E and iX : E/X → E is the localisation morphism, then
i∗XA = A|X is a ring in E/X and we obtain the morphism of ringed topoi
(E/X , A|X)→ (E , A).
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In this case there is an extension by zero functor iX ! : A|XE/X → AE , which is
exact, faithful, commutes with colimits, and
iX ! ⊣ i∗X ⊣ iX∗,
so i∗X is exact.
The free A-module generated by X ∈ E is the A-module
AX = iX !(A|X).
There is a canonical isomorphism
E (X,M) ≃ AE (AX ,M),
functorial in M ∈ AE .
All the above results have analogues for the category
EA
of right A-modules in E .
6.2. Operations on modules in topoi. Let (E , A) be a ringed topos. Let
M,N ∈ AE . For an object X ∈ E , the object [X,N ] = iX∗i∗XN is naturally
an A-module, so we may consider the functor
E → E -Ab, X 7→ HomA(M, [X,N ]).
It is representable by an object
[M,N ]A = A-Mod[M,N ] = HomA(M,N) ∈ E -Ab,
and we have a canonical isomorphism
[M,N ]A(X) ≃ HomA|X(i∗XM, i∗XN).
Moreover, for an A|X-module P , we obtain natural isomorphisms
i∗X [M,N ]A ≃ [i∗XM, i∗XN ]A|X ,
iX∗[i
∗
XM,P ]A|X ≃ [M, iX∗P ]A,
[iX !P,N ]A ≃ iX∗[P, i∗XN ]A|X .
If A,B,C are rings in E , M an A-B-bimodule, N an A-C-bimodule, then
[M,N ]A has a structure of a B-C-bimodule. If A is commutative and M , N are
A-modules, then [M,N ]A is naturally an A-module.
Let M ∈ EA, N ∈ AE . The functor
E -Ab→ E -Ab, P 7→ HomA(N, [M,P ]Z)
is representable by an object
M ⊗A N ∈ E -Ab,
i.e.,
HomZ(M ⊗A N,P ) ≃ HomA(N, [M,P ]Z).
For X ∈ E , we have a canonical isomorphism
i∗X(M ⊗A N) ≃ i∗XM ⊗A|X i∗XN.
For P ∈ EA|X and Q ∈ A|XE , we have the projection formulae
iX !(P ⊗A|X i∗XN) ≃ iX !P ⊗A N,
iX !(i
∗
XM ⊗A|X Q) ≃M ⊗A iX !Q.
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Writing AX for the free left A-module generated by X , there is a canonical isomor-
phism
M ⊗A AX ≃ iX !i∗XM.
If A,B,C are rings in E , M a B-A-bimodule and N an A-C-bimodule, then
M ⊗A N is canonically a B-C-bimodule. If A is commutative and M,N are A-
modules, then M ⊗A N is an A-module.
Proposition 6.3. Let A and B be rings in a Grothendieck topos E , M ∈ EA,
N an A-B-bimodule and P ∈ EB. There is a canonical isomorphism
HomB(M ⊗A N,P ) ≃ HomA(M, [N,P ]B).
Corollary 6.4. Let (E , A) be a ringed topos with A commutative. The cate-
gory AE of A-modules is monoidal closed.
Let u : (E , A) → (E ′, A′) be a morphism of ringed topoi. We have an isomor-
phism
u∗[u
∗N,M ]A ≃ [N, u∗M ]A′ ,
natural in M ∈ AE and N ∈ A′E ′.
Moreover, there is an isomorphism
u∗A′X ≃ Au−1(X),
functorial in X ∈ E ′.
If A′ is commutative and the morphism u−1A′ → A is central, there is an
isomorphism
u∗M ⊗A u∗N ≃ u∗(M ⊗A′ N),
natural in M ∈ E ′A′ and N ∈ A′E ′.
6.5. Topos cohomology. Let (E , A) be a ringed topos, and let M,N ∈ AE .
Given 6.1, we may write
ExtnA(E ;M,N)
for the value at N of the n-th right-derived functor of the functor HomA(M,−).
By [25], the functors ExtnA(E ;M,N) form a δ-functor in N , and a contravariant
δ-functor in M .
Let X ∈ E and write AX for the free A-module generated by X . We define
Hn(X,N) = ExtnA(E ;AX , N).
In other words, the functor Hn(X,−) is the n-th right-derived functor of the functor
Γ(X,−) = E (X,−) = HomA(AX ,−).
In particular, we write
Hn(E , N) = Hn(e,N) = Extn(E ;A,N).
If iX : E/X → E is a localisation morphism, we explained in 6.1 that the
functor i∗X is exact and admits an exact left adjoint iX !, so we conclude that it
takes injective modules to injective modules, and we obtain an isomorphism
ExtnA|X(E/X ;M, i
∗
XN) ≃ ExtnA(E ; iX !M,N),
natural in N ∈ AE and M ∈ A|XE/X .
In particular, we obtain a canonical isomorphism
Hn(E/X , i
∗
XN) ≃ Hn(X,N).
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This motivates the definition
ExtnA(X ;M,N) ≃ ExtnA|X(E/X ; i∗XM, i∗XN),
for M,N ∈ AE .
The functors ExtnA(X ;M,−) are the right-derived functors of the functor N 7→
HomA|X(i
∗
XM, i
∗
XN), and the functors (M,N) 7→ ExtnA(X ;M,N) for n ≥ 0 form a
δ-functor in both variables.
In the special case when A = Z, the object of integers in E , we have that
ZE = Ab(E ) and we obtain definitions of
Extn(E ,M,N) and Hn(E ,N)
as values at N of the derived functors of Ab(E )(M,−) and Γ = E (1,−), forM,N ∈
Ab(E ). Equivalently,
Hn(E , N) ≃ ExtnAb(E )(E , Z,N).
Given an object X ∈ E ,
Hn(X,−)
is the n-th derived functor of Γ(X,−) = E (X,−) : Ab(E )→ Ab.
6.6. Geometric morphisms and cohomology. Let f : F → E be a geometric
morphism between Grothendieck topoi, let A ∈ Ab(E ) and B ∈ Ab(F ).
For each n, there is a homomorphism
f∗ : Hn(E , A)→ Hn(F , f∗A),
which is functorial in f and natural in A.
Moreover, we have the Leray spectral sequence
Hp(E , Rqf∗(B))⇒ Hp+q(F , B).
It is obtained from the Grothedieck spectral sequence for the composite of direct
image functors ΓF = ΓE ◦ f∗.
If E = Sh(C , J), we have an explicit description of Rnf∗(B) as the J-sheaf
associated to the presheaf
U 7→ Hn(F , f∗l(U), B)
on C , where l : C → Sh(C , J) is the canonical functor.
6.7. Internal cohomology. Let (E , A) be a ringed topos, and let M be an A-
module. The functor
N 7→ [M,N ]A = HomA(M,N)
from AE to E -Ab is left exact and we write
ExtnA(M,N)
for its right-derived functors.
By definition, we have
H0(X,Ext0A(M,N)) = Ext
0
A(X ;M,N) ≃ HomA|X(M |X,N |X),
which yields a spectral sequence
Ep,q2 = H
p(X,ExtqA(M,N))⇒ Extp+qA (X ;M,N),
as well as a natural isomorphism
ExtnA(M,N)|X ≃ ExtnA|X(M |X,N |X).
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Moreover, the sheaf ExtnA(M,N) is isomorphic to the sheaf associated to the presheaf
X 7→ ExtnA(X ;M,N).
Using the fact that for each X , the functors ExtnA(X ;M,N) form a δ-functor in
each variable, we obtain that the functors
(M,N) 7→ ExtnA(M,N)
form a δ-functor in each variable.
6.8. Group torsors. Let G be an internal group in a topos S , and let G be the
associated internal groupoid with object of objects 1, and let p : E → S be a
geometric morphism.
An internal presheaf T on G in E is a right G-object, equipped with a unitary,
associative action morphism
φ : T × p∗G→ T.
We say that T is a G-torsor if it is a G-torsor in the sense of 4.25, i.e., if T → 1 is
epic, and
(π1, φ) : T × p∗G→ T × T
is an isomorphism.
The second condition is equivalent to the existence of a division morphism
δ : T × T → p∗G such that
T × T p∗G× T
T
(δ, π2)
π1 φ
p∗G× T T × T
p∗G
(φ, π2)
π1 δ
commute.
Equivalently, T is a G-torsor if it is locally isomorphic to p∗G, i.e., there exists
an epimorphism U → 1 in E and an isomorphism
U∗(T ) ≃ U∗(p∗G)
of right G-objects in E/U .
A G-torsor T in S is isomorphic to the trivial torsor
G×G m−→ G
if and only if it has a global element.
The category
Tors(G,S )
is a groupoid under the symmetric monoidal structure given by ⊗G, the unit being
the trivial torsor. Its connected components form an abelian group
Tors1(G,S ),
whose elements clearly correspond to the isomorphism classes of torsors.
Theorem 6.9 ([33, 8.33]). Let G be an abelian group in a Grothendieck topos
S . Then
H1(S ;G) ≃ Tors1(S , G).
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7. Enriched homological algebra
7.1. Enriched abelian categories. An abelian monoidal category is an abelian
category A equipped with a symmetric monoidal structure where ⊗ is an additive
bifunctor. An abelian monoidal closed category is an abelian monoidal category
which is also monoidal closed.
Lemma 7.2. Let A be an abelian monoidal closed category, and A ∈ A . The
functors
A⊗− : A → A , −⊗A : A → A
are right-exact, and the functors
[A,−] : A → A , [−, A] : A ◦ → A
are left-exact.
Proof. By 3.18, the functors A ⊗− and −⊗ A preserve colimits, and there-
fore they preserve cokernels, so they are right-exact. Moreover, the functor [A,−]
preserves limits and thus kernels, so it is left-exact. Similarly, the contravariant
functor [−, A] transforms colimits into limits and thus cokernels into kernels, so it
is also left-exact. 
More generally, let V be a cartesian closed category such that V -Ab is abelian
monoidal closed. A V -additive category is a V -Ab-category. A V -abelian category
is a tensored and cotensored V -Ab-category A whose underlying category A0 is
abelian.
Lemma 7.3. Let A be a V -abelian category, let E ∈ V -Ab, and A ∈ A . The
functors
E ⊗− : A0 → A0, −⊗A : V -Ab→ A0
are right-exact, and the functors
[E,−] : A0 → A0, [−, A] : V -Ab◦ → A0,
A (A,−) : A0 → V -Ab, A (−, A) : A ◦0 : V -Ab
are left-exact.
Proof. As in 7.2, we use 3.19, 3.21, 3.22. 
We proceed to define V -Ab-functors
ker, coker : A → → A →.
On arrows f ∈ A0(A,B), we let
ker(A
f−→ B) = (Ker(f) ker(f)−−−−→ A),
and
coker(A
f−→ B) = (A coker(f)−−−−−→ Coker(f)).
For f : A→ B and f ′ : A′ → B′, we define the V -Ab-morphism
kerf,f ′ : A
→(f, f ′)→ A →(ker f, ker f ′)
as follows. Using 7.3, we see that
A (Ker(f),Ker(f ′)) = Ker(f ′∗ : A (Ker(f), A
′)→ A (Ker(f), B′)),
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so it suffices to show that the composite
A
→(f, f ′)→ A (Ker(f), A′) f
′
∗−→ A (Ker(f), B′))
is zero. From the commutativity of the diagram
A →(f, f ′) A (B,B′) A (B,Coker(f ′))
A (A,A′) A (A,B′) A (A,Coker(f ′))
A (Ker(f), A′) A (Ker(f), B′)
f∗
f ′
∗
coker(f ′)∗
coker(f ′)∗
f∗
ker(f)∗ker(f)∗
f ′
∗
this is the same as the composite
A
→(f, f ′)→ A (B,B′) ker(f)
∗◦f∗−−−−−−−→ [Ker(f), B′],
which is zero since ker(f)∗ ◦ f∗ = (f ◦ ker(f))∗ = 0.
To define the V -morphism
cokerf,f ′ : A
→(f, f ′)→ A →(coker(f), coker(f ′)),
we observe, using 7.3, that
A (Coker(f),Coker(f ′)) = Ker(f∗ : A (B,Coker(f ′)),A (A,Coker(f ′))),
so it suffices to show that the composite
A
→(f, f ′)→ A (B,Coker(f ′)) f
∗
−→ A (A,Coker(f ′))
is zero, but the above diagram shows that this equals
A
→(f, f ′)→ A (A,A′) coker(f
′)∗◦f
′
∗−−−−−−−−−→ A (A,Coker(f ′)),
which is zero since coker(f ′)∗ ◦ f ′∗ = (coker(f ′) ◦ f ′)∗ = 0.
We also define
coim = coker ◦ ker, im(f) = ker ◦ coker .
as V -Ab-functors A → → A →.
Since A0 is assumed abelian, the natural morphism
fˆ : Coim(f)→ Im(f)
is an isomorphism, which yields the A0-diagram
A B
Ker f Coim f Im f Coker f
f
fˆ
called the analysis of f . Note that the analysis can also be viewed as a V -Ab-functor
on A →.
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7.4. Complexes in enriched abelian categories. Let us consider Z as a di-
agram category with arrows dn with source n and target n + 1. Let Σ be the
diagram scheme based on Z with commutativity relations dn+1dn = 0. We can
trivially consider Z as a V -Ab-category, and consider the V -Ab-functor category
A
Z = [Z,A ].
We also consider the full V -Ab-subcategory
Ch(A ) = A Σ
of complexes with values in A . More precisely, the objects of A Z are diagrams in
A0
· · · d
n−1
−−−→ An d
n
−→ An+1 d
n+1
−−−→ · · ·
and internal hom objects are
A
Z(A,B) = Eq(d∗A, dB,∗),
where
d∗A =
∏
i
di,∗A :
∏
i
A (Ai, Bi)→
∏
i
A (Ai, Bi+1),
and
dB,∗ =
∏
i
diB,∗ :
∏
i
A (Ai, Bi)→
∏
i
A (Ai, Bi+1).
Objects of Ch(A ) are diagrams A ∈ A Z with the property
dn+1A ◦ dnA = 0,
and internal homs are
Ch(A )(A,B) = A Z(A,B).
Sequences of chain morphisms in Ch(A )0 are defined to be exact if they are exact
in each degree. We extend the V -Ab-functors ker, coker, im, coim in a natural way
to V -Ab-functors Ch(A )→ → Ch(A )→. With this structure, Ch(A ) is also a
V -abelian category.
The V -Ab-category of short exact sequences in A
E(A )
is a full V -Ab-subcategory of Ch(A ).
The mapping cone functor is the V -Ab-functor
cone : Ch(A )→ → Ch(A )
which, for a chain morphism f : A→ B, returns the complex
cone(f)n = An+1 ⊕Bn,
with differential
dnf =
[−dn+1A 0
fn+1 dnB
]
.
We obtain the translation V -Ab-functor
Σ : Ch(A )→ Ch(A ), ΣA = cone(A→ 0).
More explicitly,
(ΣA)n = An+1, dnΣA = −dn+1A .
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The homotopy category K(A ) is the V -Ab-category with the same objects as
Ch(A ) and internal homs
K(A )(A,B) = Coker(χ :
∏
n
A (An, Bn−1)→ Ch(A )(A,B)),
where χ is obtained from the composite∏
n
A (An, Bn−1)
∆−→
∏
n
A (An, Bn−1)×A (An+1, Bn)
∏
n d
n−1
B,∗ ×d
n,∗
A−−−−−−−−−→
∏
A (An, Bn)×A (An, Bn)
∏
n +n−−−−→
∏
n
A (An, Bn),
where +n denotes the addition in the V -abelian group A (An, Bn).
The cohomology V -Ab-functor
H : Ch(A )→ Ch(A )
is defined as follows. For A ∈ Ch(A ), consider the complexes KA = Ker(dA) and
IA = Im(dA). Since A is a chain complex, we obtain chain morphisms
KA → A→ IA → ΣKA,
so we can define
H(A) = Coker(IA → ΣKA),
i.e., Hn(A) = Coker(Im(dn−1A )→ Ker(dnA)).
The cohomology V -Ab-functor factors through the homotopy category, i.e.,
there is a dashed arrow making the diagram
Ch(A ) Ch(A )
K(A )
H
commutative.
7.5. Enriched injectives and projectives. Let A be a V -abelian category.
Definition 7.6. An object I ∈ A is called
(1) A -injective, if the functor
A (−, I) : A op0 → V -Ab
is exact;
(2) A0-injective, if the functor
A0(−, I) : A op0 → Ab
is exact;
(3) enriched injective, if it is both A -injective and A0-injective.
Definition 7.7. An object P ∈ A is called
(1) A -projective, if the functor
A (P,−) : A0 → V -Ab
is exact;
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(2) A0-projective, if the functor
A0(P,−) : A0 → Ab
is exact;
(3) enriched projective, if it is both A -projective and A0-projective.
We say that A has enough A -injectives, if every object A ∈ A admits a
monomorphism A→ I into a A -injective object I. We make analogous definitions
for A0-injectives and enriched injectives.
Dually, A has enough A -projectives if every object A ∈ A admits an epi-
morphism P → A from a A -projective object P . We express that A has enough
A0-projectives or enriched projectives analogously.
Proposition 7.8. [28, ] Let E be a topos with a natural number object (such
as a Grothendieck topos). If I ∈ E -Ab is injective, then I is internally injective,
i.e., the functor
[−, I] : E -Abop → E -Ab
is exact.
Lemma 7.9. If A has enough A -injectives, then every object A ∈ A has a
A -injective resolution, i.e., there is an exact sequence
0→ A→ I0 → I1 → · · ·
where In are A -injective. We have the same statement for A0-injective resolutions
and enriched injective resolutions.
Proof. Since A has enough V -injectives, we can find a monomorphism A→
I0 with I0 V -injective. Let A0 = Coker(A → I0), and let us find a monomor-
phism A0 → I1 with I1 V -injective. We take A1 = Coker(A1 → I1) and proceed
inductively. By construction, the sequence A→ I0 → I1 → · · · is exact. 
By duality, we formulate the notion of A -projective resolutions and show that
a V -abelian category with enough A -projectives has A -projective resolutions of
all objects, and similarly for A0-projective resolutions and enriched projective res-
olutions.
7.10. Derived enriched functors. Let A be a V -abelian category.
Proposition 7.11. Let A,B ∈ A , and suppose that A → I, B → J are
A -injective resolutions. There exists a V -Ab-monomorphism
A (A,B)→ K(A )(A→ I, B → J) ≃ K(A )(I, J).
Lemma 7.12. Suppose we have a solid horseshoe diagram
A′ I ′0 I
′
1 · · ·
A I0 I1 · · ·
A′′ I ′′0 I
′′
1 · · ·
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where the first column is short exact, the rows are enriched injective resolutions of
A′ and A′′, and In = I
′
n × I ′′n . There exist dashed arrows that fill the horseshoe to
produce a diagram with exact rows and columns, thus giving an enriched injective
resolution of A.
Proof. The classical horseshoe lemma in A0 produces the dashed arrows, and
we merely observe that A→ I is an enriched injective resolution since the product
of enriched injective objects is an enriched injective object. 
Definition 7.13. Let F : A → B be V -Ab-functor between two V -abelian
categories, where A has enough A -injectives. We naturally extend F to a V -Ab-
functorCh(A )→ Ch(B) by applying it in each degree, and also to a V -Ab-functor
K(A )→ K(B).
We define the V -Ab-functor
RF : A → Ch(B)
as follows. For an object A ∈ A , we take an A -injective resolution A→ I, and let
RF (A) = H(F (I)).
Note that the definition does not depend on the choice of I using 7.11.
For A,B ∈ A , we construct the V -Ab-morphism
A (A,B)→ Ch(A )(RF (A),RF (B))
as the composite
A (A,B)→ K(I, J)→ K(F (I), F (J))→ Ch(A )(HF (I),HF (J)) = Ch(A )(RF (A),RF (B)).
Thus we have simultaneously defined all the n-th derived V -Ab-functors of F ,
RnF (A) = Hn(F (I)).
Definition 7.14. An enriched δ-functor from a V -abelian category A to a
V -Ab-category B is a V -Ab-functor
T : E(A )→ Ch(B)
such that for every 0→ A→ B → C → 0 ∈ E(A ), T gives a chain
· · · → T n−1(C) δ−→ T n(A)→ T n(B)→ T n(C) δ−→ T n+1(A)→ · · ·
A δ-functor is exact, if it lands in the exact chains of B, i.e., if the above chain is
exact for every choice of the short exact sequence.
A morphism of enriched δ-functors T, T ′ is a V -Ab-natural transformation
T → T ′. We also have the internal hom object
[E(A ),Ch(B)](T, T ′) ∈ V -Ab.
In particular, an enriched δ-functor T between A and B gives rise to a sequence
of V -Ab-functors
T n : A → B,
and a morphism T → T ′ of enriched δ-functors yields V -Ab-natural transformations
T n → T ′n.
An enriched δ-functor T is universal, if, for any other enriched δ-functor T ′, and any
V -Ab-natural transformation f0 : T 0 → T ′0, there exists a morphism f : T → T ′
of enriched δ-functors that extends f0.
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Theorem 7.15. Let A be a V -abelian category with enough enriched injectives,
and let F : A → B be a left-exact functor to a V -Ab-category B. The functor
RF : A → Ch(B) extends to the universal (cohomological) enriched δ-functor
RF : E(A )→ Ch(B).
Proof. Since A has enriched injectives, we can compute RF : A → Ch(B)
using enriched injective resolutions. Since an enriched injective resolution is an
A -injective resolution, this coincides with the calculation in 7.13.
On the other hand, since an enriched injective resolution is also A0-injective,
we see that, on objects, the calculation of RF agrees with the classical calculation
of RF0 in A0, and the latter is known to be a universal cohomological δ-functor.
Key results used in the classical construction of the connecting morphisms δ
are the horseshoe lemma and the snake lemma. The enriched horseshoe lemma 7.12
shows that the classical steps can be followed and we can simultaneously define the
enriched functors on internal hom objects. 
7.16. Relative and enriched topos cohomology. Let u : (E , A)→ (S , R) be
a bounded morphism of ringed (Grothendieck) topoi. As discussed in 4.18, E is
S -enriched with internal hom objects
E/S (X,Y ) = u∗[X,Y ]E ∈ S .
If R is commutative, then 6.4 shows that R-Mod = RS is monoidal closed, and
A-Mod = AE is R-Mod-enriched with internal hom objects
A-Mod(M,N) = u∗[M,N ]A ∈ RS .
Hence, in terminology of 7.1, A-Mod is an S -abelian category.
The isomorphism u∗[u∗N,M ]A ≃ [N, u∗M ]R shows that the adjunction u∗ ⊣ u∗
is enriched, i.e., we have isomorphisms
A-Mod(u∗F,M) ≃ R-Mod(F, u∗M),
natural in M ∈ AE and F ∈ RS .
Remark 7.17. If u∗ preserves epimorphisms, then A-Mod has enough enriched
injectives. Indeed, an injective object I is also A-Mod-injective. By 7.8, I is
internally injective, so [−, I] takes monomorphisms to epimorphism, and hence
A-Mod(−, I) = u∗ ◦ [−, I] also takes monomorphisms to epimorphisms.
Suppose A-Mod has enough enriched injectives. For M,N ∈ A-Mod, we define
ExtnA-Mod(M,N) = Ext
n
A(E/S ;M,N) = Ext
n
A(u;M,N)
as the value at N of the n-th right-derived R-Mod-functor of the R-Mod-functor
A-Mod(M,−) : A-Mod→ R-Mod. The functors ExtnA-Mod(M,N) form an enriched
δ-functor in each variable.
As before, for X ∈ E , we let
Hn(E/S ;X,N) = H
n(u;X,N) = ExtnA(u;AX , N),
which is the value at N of the n-th derived enriched functor of the R-Mod-functor
Γu(X,−) = E/S (X,−) = A-Mod(AX ,−).
In particular,
Hn(E/S , N) = H
n(u,N) = Hn(u; e,N) = ExtnA(u;A,N).
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If A-Mod does not have enough enriched injectives, the above definitions still
make sense for the underlying ordinary functors. We allow ourselves to use the same
notation, given that enriched derived functors agree with corresponding ordinary
derived functors on objects.
Suppose that u fits in a commutative diagram
(E , A) (S , R)
(Set, R0)
u
w v
where v and w are canonical geometric morphisms of Grothendieck topoi S and E
to Set. Then, for M ∈ AE ,
AE (M,−) = v∗ ◦A-Mod(M,−),
so Grothendieck’s spectral sequence for the composite of two functors yields a spec-
tral sequence
Ep,q2 (N) = R
pv∗(Ext
q
A(u;M,N))⇒ Extp+qA (E ;M,N),
which we can also write as Hp(S ,ExtqA-Mod(M,N))⇒ Extp+qA (M,N).
Moreover, by the definition of internal homs in A-Mod,
Ext0A-Mod(M,−) = u∗ ◦ Ext0A(M,−),
so we obtain a spectral sequence
Ep,q2 = R
pu∗(Ext
q
A(M,N))⇒ Extp+qA-Mod(M,N).
Combining these two spectral sequences gives the familiar spectral sequence relating
ExtA and ExtA from 6.7.
7.18. Enriched and internal cohomology. Let (E , A) be a ringed topos with
A commutative. Then A-Mod is monoidal closed and we consider it as enriched
over itself. By 7.8, A-Mod has enough internal injectives, i.e., enough enriched
injectives for the self-enrichment, so the functors
ExtnA(M,N)
from 6.7 in fact form an enriched δ-functor in each variable.
Remark 7.19. Let u : (E , A)→ (S , R) be a bounded morphism of ringed topoi
with A and R commutative, making A-Mod into a R-Mod-category. If u∗ is exact,
then A-Mod has enough enriched injectives by 7.17 and the functors ExtnA-Mod
form an enriched δ-functor in each variable, and we know that the same holds of
ExtnA. On the other hand, the spectral sequence relating the two degenerates to
the statement ExtnA-Mod(M,N) = u∗(Ext
n
A(M,N)), so in this case the enriched
structure of ExtA-Mod is obtained by base change via the cartesian functor u∗ from
that of ExtA.
64
8. Algebraic geometry over a base topos
8.1. Topologies in algebraic geometry. Let Sch denote the category of affine
schemes of finite type over Spec(Z), and let τ be a Grothendieck topology on Sch.
For an affine scheme S, let
(Sch/S , τ)
denote the big τ -site on S, and let
(Sτ , τ)
denote the relevant small τ -site.
In the sequel we will most commonly use the Zariski, étale and fppf topologies.
8.2. Hakim’s spectra. Let (C , J) be a standard site for a Grothendieck topos
E , let A be a ring in E , and let τ be a topology on schemes as in 8.1.
Hakim defines the τ-spectrum of (E , A) as the ringed topos
Spec .τ(E , A) = (Sh(Cτ , Jτ ),Oτ )
πτ−→ (E , A),
where
(1) the category Cτ has objects (U, P ), with U ∈ C and P → Spec(A(U)) is a
scheme morphism in Spec(A(U))τ , and arrows (V,Q)
(u,r)−−−→ (U, P ) consist
of V
u−→ U ∈ C and a scheme morphism Q r−→ P such that the diagram
Q P
Spec(A(V )) Spec(A(U))
r
u¯
commutes, where u¯ is associated to A(u) : A(U)→ A(V );
(2) the coverage Jτ is generated by families
{(Uλ, Spec(A(Uλ))→ (U, Spec(A(U))) : λ ∈ Λ},
where {Uλ → U : λ ∈ Λ} is a J-covering, and
{(U, Pi)→ (U, P ) : i ∈ I},
where {Pi → P : i ∈ I} is a τ -covering in Spec(A(U))τ ;
(3) the ring Oτ is the ring in Sh(Cτ , Jτ ) associated to the presheaf
(U, P ) 7→ A (P ),
where A (P ) is the ring corresponding to the affine scheme P ;
(4) the topos morphism πτ is associated with the morphism of sites p :
(C , J)→ (Cτ , Jτ ) given by
p(U) = (U, Spec(A(U))).
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8.3. Localisations of rings. Let (E , A) be a ringed topos, U ∈ E , and P an
affine scheme over Spec(A(U)). Let the object
UP
ϕ−→ U ∈ E/U
be defined by
UP (V ) =
∐
E (V,U)
Sch/SpecA(U)(SpecA(V ), P ),
and let ϕV be the natural projection to U(V ) = E (V, U).
If τ is a topology on Sch, we say (cf. [27, III.4.4]) that A is τ-local, if for every
U ∈ E and every τ -covering {Pi → SpecA(U) : i ∈ I}, the family {UPi → U : i ∈ I}
is epimorphic.
Hakim proves that the structure ring Oτ of Spec .τ(E , A) is τ -local, at least in
the case of τ being the Zariski, étale and fppf topology. Moreover, for the case of
the Zariski and étale spectra, the corresponding structure rings are universal in the
appropriate sense to be discussed below.
8.4. The Zariski spectrum of a ringed topos. Hakim proved in [27] that the
inclusion 2-functor from the category of locally ringed topoi to the category of
ringed topoi admits a 2-right adjoint
Spec.Zar
called the Zariski spectrum. Moreover, it can be constructed by taking τ = Zar,
the Zariski topology, in 8.2.
More explicitly, given a ringed topos (E , A), there exists a locally ringed topos
Spec.Zar(E , A) = (E˜ , A˜)
and a morphism of ringed topoi π : (E˜ , A˜) → (E , A) such that any morphism
ϕ : (F , B)→ (E , A) with B local, factors uniquely through (E˜ , A˜) by a morphism
ϕ¯ of locally ringed topoi. The diagram
(F , B) (E˜ , A˜)
(E , A)
ϕ¯
ϕ π
illustrates the above universal property, as well as the fact that the morphism
π∗A→ A˜
should be viewed as the solution to the problem of finding a universal localisation
of A, which is only possibly by changing the topos from E to E˜ .
8.5. Tierney’s construction of the Zariski spectrum. We provide an internal
construction of Spec.Zar(E , A) of a ringed topos (E , A), following the steps outlined
in [54], when E has a natural number object.
The object of radical ideals of A is the subobject of realisations
R֌ PA
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of the formula
φ(a : PA) ≡ (∀f : A∀g : A f ∈ a ∧ g ∈ a⇒ f + g ∈ a)
∧ (∀f : A∀a : A f ∈ a⇒ af ∈ a)
∧ (∀f : A f ∈ a⇔ f2 ∈ a)
∧ 0 ∈ a.
Moreover, R is an internal frame (a complete Heyting algebra), and we have a
retraction
r : PA→ R, r(X) =
∧
{a ∈ R |X ≤ a}.
The composite
ρ : A
{}−→ PA r−→ R,
satisfies
ρ(1) = A ∧ ρ(0) = Nil(A)
∧ ∀f : A ∀g : A (ρ(fg) = ρ(f) ∧ ρ(g)) ∧ (ρ(f + g) ≤ ρ(f) ∨ ρ(g)).
Using the above notation, we define a poset
A = (A1, A),
where A1 ֌ A×A is described by the formula
{(f, g) : A×A | ρ(f) ≤ ρ(g)}.
An internal coverage on A, in the sense of 4.12,
T
(b,c)−֒−→ A× Idl(A)
is given by the formula
{(f, I) : A× Idl(A) | ρ(f) ≤ r(I)},
and we call it the Zariski topology.
Tierney now considers the canonical geometric morphism
E˜ = ShS (A, T )
π−→ S
and notes that the map ϕ : π∗A → ΩSh(A,T ) which corresponds by adjunction to
ρ : A → R ≃ π∗ΩSh(A,T ) (where the last identification holds since the topology is
induced by r), satisfies
ϕ(1) = true ∧ ϕ(0) = false
∧ ∀f : π∗A ∀g : π∗A (ϕ(fg) = ϕ(f) ∧ ϕ(g)) ∧ (ϕ(f + g) ≤ ϕ(f) ∨ ϕ(g)).
Hence, the object S ֌ π∗A, classified by the map ϕ is the ‘universal coprime’ in
π∗A, and the localisation
A˜ = S−1(π∗A)
is therefore a local ring in E˜ .
Equivalently, working with the canonical geometric morphism γ : [Aop, E ]→ E ,
Aop1 is the universal saturated multiplicative subobject in γ
∗A, so
A¯ = (Aop1 )
−1(γ∗A).
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is a local ring object in [Aop, E ], and A˜ can be obtained as the T -sheaf associated
to A¯.
Tierney did not prove in [54] that this particular construction works when E
is a topos with a natural number object because it was difficult to establish the
required universal property. Instead, he found an alternative construction by the
method of ‘forcing topologies’.
We favour the above construction because we can implement it explicitly in
the special case when E is the topos of difference sets in 18.1. We avoid the
difficulty of establishing the universal property in the case of a Grothendieck topos
E by showing that the externalisation of Tierney’s construction gives the original
Hakim’s construction.
8.6. Tierney’s vs. Hakim’s construction of the Zariski spectrum.
Proposition 8.7. If E is a Grothendieck topos, the construction from 8.5
yields the Zariski spectrum.
Proof. Let E = Sh(C , J) be a Grothendieck topos with a ring object A. We
constructed the Zariski spectrum Spec.Zar(E , A) as a locally ringed topos (E˜ , A˜),
where
E˜ = ShE (A, T ),
where (A, T ) is an internal site in E .
We externalise the above by the construction from 4.14 and obtain another
description of E˜ as
E˜ = Sh(C ⋊A, J ⋊ T ).
Explicitly, the category
C ⋊A
consists of objects (U, s), where U ∈ C , and s ∈ A(U), while a morphism ϕ :
(U ′, s′) → (U, s) consists of a C -morphism ϕ : U ′ → U and an A(U ′)-morphism
s′ → A(ϕ)(s). More explicitly, this means that s′ ≤ s|ϕ, where s|ϕ denotes the
image of s in A(U ′), i.e.,
s′ ∈
√
s|ϕ in A(U ′).
The coverage
J ⋊ T
consists of sieves generated by families
{(Uλ, sλ,i) ϕλ−−→ (U, s) : i ∈ Iλ, λ ∈ Λ},
where {Uλ ϕλ−−→ U : λ ∈ Λ} is a J-covering family, and, for each λ ∈ Λ,
s|ϕλ ∈
√
{sλ,i : i ∈ Iλ}.
The local ring A˜ is the associated T -sheaf to the internal presheaf A¯ = (Aop1 )
−1(γ∗A),
where γ : [Aop, E ] → E is the canonical geometric morphism. The corresponding
presheaf
A¯ ∈ [(C ⋊A)op,Set]
is defined as
A¯(U, s) = {x ∈ A¯0(U) : π2(x) = s} ≃ A(U)s.
Thus, the J ⋊K-sheaf on C ⋊ D corresponding to A˜ is the sheaf A˜ associated to
the presheaf A¯.
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The above description of Spec.Zar(E , A) as (Sh(C ⋊A, J⋊T, A˜) is identical to
Hakim’s in [27, IV.1] (or, with slight adaptation, to construction given in 8.2), so
we have shown that her construction is an externalisation of Tierney’s construction
8.5. Given that Hakim proves that her construction satisfies the universal property
from 8.4, so does Tierney’s. 
8.8. The étale spectrum. Hakim calls an étale-local ring in a topos strictly local.
She proved that the inclusion 2-functor of the full subcategory of strictly locally
ringed topoi in the category of locally ringed topoi admits a 2-right adjoint
Spec.Ét
called the étale spectrum. Moreover, it can be constructed by taking τ = ét, the
étale topology, in 8.2.
More explicitly, given a locally ringed topos (E , A), there exists a strictly locally
ringed topos
Spec.Ét(E , A) = (E˜ , A˜)
and a morphism of locally ringed topoi π : (E˜ , A˜) → (E , A) such that any local
morphism ϕ : (F , B) → (E , A) with B strictly local, factors uniquely through
(E˜ , A˜) by a morphism ϕ¯ of locally ringed topoi, i.e., the diagram
(F , B) (E˜ , A˜)
(E , A)
ϕ¯
ϕ π
can be completed by a unique dashed arrow.
8.9. Spectra as classifying topoi. Let S and T be finitely presented geometric
theories in the same language such that T is a quotient theory of S, i.e., the axioms
of T include those of S. Let A be a class of morphisms of T-models which satisfies
the following conditions:
(1) the property of being in A is preserved by inverse image functors;
(2) A contains all identity morphisms;
(3) given L
f−→M g−→ P with g ∈ A, then f ∈ A if and only if gf ∈ A;
(4) every S-model morphism M
f−→ L to a T-model L has a factorisation as
M
q−→ Mf fˆ−→ L, where Mf is a T-model and fˆ ∈ A which is universal
in the sense that any for other factorisation M
r−→ P g−→ L, there exists a
unique Mf
h−→ P such that gh = fˆ and hq = r;
(5) the above factorisations are preserved by inverse image functors.
Let us write S-TopN for the 2-category of S-modelled topoi with a natural
number object and A-TopN for the sub-2-category of T-TopN with those 1-arrows
(p, f) for which f ∈ A.
A theorem of Cole [20] states that the inclusion 2-functor A-TopN → S-TopN
admits a right 2-adjoint
Spec : S-TopN → A-TopN .
The universal property of the Zariski spectrum from 8.4 can be viewed as a
special case of Cole’s theorem for S the algebraic theory of rings, T the geometric
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theory of local rings, and A the class of local homomorphisms of local rings. In
perticular, that entails that Zariski local rings are local rings.
The universal property of the Zariski spectrum of a ringed topos (E , A) can
therefore be restated as follows. Let TZar,A be the geometric theory over E of
localisations of A. If Spec.Zar(E , A) = (E˜ , A˜), then E˜ is the classifying topos of
TZar,A, and A˜ is its generic model. Modulo a small abuse of notation, we can write
Spec.Zar(E , A) ≃ E [TZar,A].
In other words, for any E -topos F , we have an equivalence
TopE (F , E˜ ) ≃ Loc.RngA(F ),
which takes F
f−→ E˜ to f∗A˜.
Joyal and Wraith [60] have shown that strictly local rings are models of the
geometric theory of strictly henselian rings, so the universal property of the étale
spectrum from 8.8 is a special case of Cole’s theorem for S the geometric theory of
local rings, T the geometric theory of strictly henselian rings, and A the class of
local homomorphisms of strictly henselian rings.
Hence, given a locally ringed topos (E , A), we have a geometric theory Tét,A
over E of strict henselisations of A, and, if Spec.Ét(E , A) = (Eˆ , Aˆ), then Eˆ is the
classifying topos of Tét,A and Aˆ is its generic model, and we can write
Spec.Ét(E , A) ≃ E [Tét,A].
In other words, for any E -topos F , we have an equivalence
TopE (F , Eˆ ) ≃ Str.Loc.RngA(F ),
which takes F
f−→ E˜ to f∗Aˆ.
8.10. Relative Affine schemes. The affine scheme associated to a ringed topos
(S ,OS ) is the locally ringed topos
(X,OX) = Spec.Zar(S ,OS )
π−→ (S , A).
If τ is a topology on schemes that refines the Zariski topology, we define the
τ -topos of X as
(Xτ ,Oτ ) = Spec .τ(X,OX).
In particular, we obtain the étale and fppf topoi of X ,
Xét, Xfppf.
8.11. Relative schemes. In the first draft of this manuscript, we will mostly deal
with affine schemes over a base topos, but we indicate Hakim’s approach to treating
general schemes and the subtle glueing constructions involved.
Let (S ,OS ) be a ringed topos, and let
Σ : S → cat
be the 2-functor given, for U ∈ S , by
Σ(U) = Sch/SpecΓ(U,OS),
and, for V
ϕ−→ U ∈ S , by
Σ(ϕ) : X 7→ X ×SpecΓ(U,OX) Spec Γ(V,OS).
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Let
{Sch; (S ,OS )}
be the stackification of the fibered category associated with Σ, and we define the
category of relative schemes over (S ,OS ) as the fibre
Sch(S ,OS )
of the stack {Sch; (S ,OS )} over the terminal object of S .
An S -quasi-scheme is a locally ringed topos (X,OX) over S which is associ-
ated with a relative S -scheme as in [27, V.7.1].
For the first reading of this manuscript, it is enough to work with relative affine
schemes X .
9. Relative Galois theory
9.1. Janelidze’s categorical Galois theory. We review Janelidze’s pure Galois
theory, as set out in [32] and [7].
We start with we an adjoint pair of functors
A
P
S C⊣
with unit η : id→ CS and counit ǫ : SC → id.
For any X ∈ A , we obtain an adjunction
A/X
P/S(X)
SX CX⊣
where CX(E
e−→ S(X) is obtained by forming the pullback
CX(e) C(E)
X CS(X)
C(e)
ηX
and
SX(A
a−→ X) = S(A) S(a)−−−→ S(X).
An object A
a−→ Y ∈ A/Y is split by a morphism X f−→ Y ∈ A when the unit
ηX : id→ CXSX of adjunction SX ⊣ CX gives an isomorphism
ηXf∗a : f
∗a→ CXSX(f∗a),
or, equivalently, if there exists an object E
e−→ S(X) such that
f∗a ≃ CX(e).
We write
SplitY (f)
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for the full subcategory of A/Y of objects split by f .
We say that a morphism X
f−→ Y in A is an effective descent morphism if the
functor
f∗ : A/Y → A/X
is monadic. Moreover, f is of relative Galois descent if
(1) f is an effective descent morphism;
(2) the counit ǫX : SXCC → id of adjunction SX ⊣ CX is an isomorphism;
(3) for every E
e−→ S(X) in P/S(X), the object Σf ◦ CX(e) ∈ A/Y is split by
f .
If X
f−→ Y is of relative Galois descent, we define
Gal[f ]
as the internal groupoid in P given by the data
S(X ×Y X)×S(X) S(X ×Y X) S(X ×Y X) S(X)
(S(π1), S(π4))
S(π1)
S(∆)
S(π2)
S(τ)
and now Janelidze’s Galois theorem gives us an equivalence of categories
SplitY (f) ≃ [Gal[f ],P].
9.2. Bunge’s localic fundamental group. Let γ : E → S be a locally con-
nected geometric morphism, i.e., the adjunction
γ! ⊣ γ∗
is S -indexed. The guiding philosophy is that in such a case, γ! can be thought of
as the ‘connected components’ functor.
An object A ∈ E is split by a cover U in E (i.e., an epimorphism U → 1), if
any of the following equivalent conditions is satisfied
(1) there is a morphism S → γ!U in S and an isomorphism
γ∗S ×γ∗γ!U U → A× U
over U , where ηU : U → γ∗γ!U is the unit of adjunction γ! ⊣ γ∗ evaluated
at U ;
(2) there is a morphism α : S → γ!U and a morphism ζ : A × U → γ∗S so
that the square
A× U U
γ∗S γ∗γ!U
π2
ζ η
γ∗α
is a pullback;
(3) there is a morphism J → I in S , a morphism U → γ∗I in E and an
isomorphism
γ∗J ×γ∗I U → A× U
over U .
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Note that this agrees with the notion of A being split by U for the adjoint pair
γ! ⊣ γ∗ in the sense of Janelidze 9.1.
Let
Split(U)
denote the full subcategory of E of objects split by the cover U , and let
Split(E )
be the full subcategory of locally constant objects, which are split by some cover.
For a cover U in E , Bunge [11] forms the fundamental pushout topos GU as the
pushout in TopS
E/U E
S/γ!U GU
ϕU
ρU σU
pU
where ϕU is the canonical local homeomorphism, ρU is the connected locally con-
nected part in the unique factorisation of the (locally connected) composite γϕU :
E/U → S into a connected locally connected morphism followed by a surjective
local homeomorphism.
As a category, GU is equivalent to Split(U).
By the properties of pushout, we obtain that σU is connected and pU is a
surjective local homeomorphism, so pU is of effective descent in the sense of Joyal-
Tierney [37]. Hence,
GU = BGU ,
the classifying topos of the localic groupoid GU in S of automorphisms of pU .
We proceed to give an even more explicit description of GU . Consider the
diagram
E
GU S
γ
σU
g
where g is the structure geometric morphism. Since σ is connected and locally con-
nected and γ is locally connected and gσ = γ, it follows that g is locally connected.
Let
ζ = uσ!U : σ!U → g∗g!σ!U ≃ g∗γ!U,
where u is the unit of adjunction g! ⊣ g∗. Then p∗U is represented by ζ,
σ∗ζ : σ∗σ!U → σ∗g∗γ!U ≃ γ∗γ!U
is a Galois family that generates GU , and GU is the classifying topos of the discrete
localic groupoid GU ≃ Aut(σ∗ζ),
GU ≃ BAut(σ∗ζ).
The coverings fundamental topos of E , denoted
Π1(E ),
is the limit in TopS of the filtered system of toposes GU , indexed by a cofinal
generating poset of covers U in E . As a category, it is equivalent to Split(E ).
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We define the coverings fundamental groupoid as the prodiscrete localic groupoid
π1(E ) = limGU ,
obtained as the limit of discrete localic groupoids GU in the category of localic
groupoids.
If S is a Grothendieck topos, we have that Π1(E ) is the classifying topos of
π1(E ), i.e.,
Π1(E ) = Bπ1(E ).
Moreover, π1(E ) represents first-degree cohomology of E with coefficients in discrete
groups, i.e., for a group K in S , we have
H1(E , γ∗K) ≃ π0(Hom(π1(E ),K)),
where π0 stands for taking connected components.
9.3. Comparing theories of Bunge and Janelidze. Janelidze’s theory is more
general, because we do not have to work with topoi at all, but it requires us to find
normal objects/morphisms of relative descent. When applied to the adjunction
γ! ⊣ γ∗
associated with a locally constant geometric morphism γ : E → S , with notation
from 9.2, we have that
σ∗ζ
is a normal object,
GU ≃ Split(σ∗ζ),
and
Gal[σ∗ζ] ≃ Aut(σ∗ζ)
as groupoids in S , so GU is the classifying topos for either of the above groupoids.
9.4. Relative étale fundamental group. Let (S , A) be a ringed Grothendieck
topos, (X,OX) = Spec.Zar(S , A) and (Xét,Oét) = Spec .ét(X,OX). Consider the
structure geometric morphism
γ : Xét → X → S .
If γ is locally connected (e.g., when Spec(⌊A⌋) is connected), we define the relative
étale fundamental groupoid
πét1 (X)
as the prodiscrete localic fundamental groupoid of Xét
γ−→ S following 9.2.
Using the fact that Xét is the classifying space for the geometric theory of strict
henselisations of localisations of A from 8.9, a point
x : S → Xét
corresponds to a model Ωx of that theory in S , and we can calculate the pro-localic
group πét1 (X) as the pro-localic group of automorphisms of Ω in S .
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10. Cohomology in relative algebraic geometry
10.1. Cohomology. Let (S , A) be a ringed Grothendieck topos, let (X,OX)
π−→
(S , A) be a relative quasi-scheme, let τ be a scheme topology finer than Zariski
topology, and let (Xτ ,Oτ ) be the τ -topos associated withX , giving rise to a diagram
(Xτ ,Oτ ) (S , A)
(Set,Z)
πτ
of geometric morphisms.
For abelian groups M,N in Xτ , we consider the abelian groups
Extnτ (M,N) = Ext
n(Xτ ,M,N) and H
n(Xτ , N)
defined through classical topos cohomology 6.5, as well as the relative Ext and
cohomology abelian groups in S ,
Extn(Xτ/S ,M,N) and H
n(Xτ/S , N) = R
nπτ∗(N),
as expounded in 7.16, where we also discuss the Leray/Grothendieck spectral se-
quences relating the two.
Our guiding philosophy stipulates that, whilst we should appreciate the impor-
tance of the absolute cohomology groups, it is natural to expect that in relative
algebraic geometry, the relative cohomology groups play an important role, and we
should strive to identify it.
10.2. Cohomology of relative quasi-coherent sheaves. Quasi-coherent mod-
ules can be defined in any ringed topos, as in [52, 03DL]. Given an (S ,OS)-quasi-
scheme (X,OX), Hakim defines in [27, VI.1.4] the category of S -quasi-coherent
OX-modules.
In perfect analogy with vanishing theorems for cohomology of classical affine
schemes, she proves the following.
Let (S ,OS ) be a ringed topos, let ϕ : A → B be a homomorphism of OS -
algebras inducing a morphism f : Spec.Zar(S , B) → Spec.Zar(S , A), and let F
be an S -quasi-coherent OSpec.Zar(S ,B)-module. Then, for all i > 0, we have
Rif∗F = 0.
Moreover, if π : Spec.Zar(S ,OS )→ (S ,OS ) is the structure morphism, and G is
an S -quasi-coherent OSpec.Zar(S ,OS )-module, then, for i > 0
Riπ∗G = 0.
10.3. Picard group of a ringed topos. Let (E ,O) be a ringed topos. We say
that an O-module M is invertible, if there exists an O-module N such that
M ⊗N ≃ O.
Following [52, 040C], we define the Picard group of (E ,O) as the abelian group
Pic(O)
of isomorphism classes of invertible O-modules, where addition corresponds to ten-
sor product.
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If (E ,O) is a locally ringed topos, by [52, 040E], there is a canonical isomor-
phism
H1(E ,O×) ≃ Pic(O).
10.4. Hilbert’s Theorem 90. Let (X,OX) be an (S ,OS)-quasi-scheme. We
write
Gm
for the object of Xét represented by the object (1, Spec(A(1)[t, t−1]), using the
notation from 8.2. For an object of the étale site, it assigns
Gm(U, P → SpecA(U)) = A (P )×,
the set of invertible elements in the A(U)-algebra A (P ). We can also write
Gm = O
×
ét .
According to 10.3,
H1(Xét,Gm) ≃ Pic(Oét).
On the other hand, we have a generalised version of Hilbert’s Theorem 90, stating
that, if we consider the composite ǫ of the natural morphisms
Xfppf → Xét → X,
then
R1ǫ∗Gm = 0,
which entails that the canonical homomorphisms
H1(X,O×X)→ H1(Xét,Gm)→ H(Xfppf,Gm)
are isomorphisms, and we conclude that
H1(Xét,Gm) ≃ Pic(OX) = Pic(X),
the usual (Zariski) Picard group.
10.5. Kummer Theory. With notation from 10.4, if n is invertible in X , we
have a short exact sequence in Xét
1→ µn → Gn ( )
n
−−→ Gn → 1,
where µn is the sheaf of n-th roots of unity, defined as the kernel of the n-th power
map.
Indeed, in order to show that the n-th power map is surjective, take an arbitrary
u ∈ Gm(U, P ) = A (P )×, where P → SpecA(U) is étale. Since n is invertible over
P , the polynomial
T n − u
is separable over P , i.e., P ′ = Spec(A (P )[T ]/(T n − u)) is étale over P , so we have
found a cover (U, P ′)→ (U, P ) with an n-th root of u in Gm(U, P ′).
A reader familiar with categorical logic will note that the statement is obvious
in view of Wraith’s description of the étale spectrum from [60].
The exact cohomology sequence associated to the above is
0→ Γ(µn)→ Γ(OX)× ( )
n
−−→ Γ(OX)× → H1(Xét, µn)→ Pic(X) n·−→ Pic(X),
whence
0→ Γ(OX)×/(Γ(OX)×)n → H1(Xét, µn)→ nPic(X)→ 0,
where we wrote nPic(X) = Ker(Pic(X)
n·−→ Pic(X)).
76
The long exact sequence sequence for higher direct images of π = πét : Xét → S
yields an exact sequence of relative cohomology groups
0→ π∗µn → π∗Gm → π∗Gm → H1(Xét/S , µn)→ Pic(X)→ Pic(X),
where by Pic(X) we mean the abelian group H1(X/S ,O×X) in S , given the inter-
pretation of the ‘enriched Picard group’.
10.6. Artin-Schreier Theory. If X is a relative scheme of characteristic p > 0,
we have an exact sequence in Xét
0→ Z/pZ→ Oét F−id−−−→ Oét → 0,
where F − id is associated to a homomorphism of additive groups f 7→ fp − f .
To see that it is an epimorphism, using the notation from 8.2, let a ∈ Oét(U, P ) =
A (P ), where P → SpecA(U) is étale. The polynomial T p − T − a is separable, so
it defines an étale extension P ′ → P , hence a covering (U, P ′) → (U, P ), so that
the equation T p − T − a = 0 has a solution in Oét(U, P ′).
The corresponding long exact cohomology sequence is
Γ(OX)
F−id−−−→ Γ(OX)→ H1(Xét,Z/pZ)→ H1(Xét,Oét) F−id−−−→ H1(Xét,Oét),
whence we obtain a short exact sequence
0→ Γ(OX)/(F − id)(Γ(OX ))→ H1(Xét,Z/pZ)→ H1(Xét,Oét)F → 0.
The long exact sequence for relative cohomology is
π∗Oét
F−id−−−→ π∗Oét → H1(Xét/S ,Z/pZ)→ H1(Xét/S ,Oét) F−id−−−→ H1(Xét/S ,Oét).
11. Group cohomology
11.1. Group cohomology in a presheaf category. This subsection is a special
case of 11.12, and is only included for the sake of the reader who prefers to revise
the material in the more concrete setting of an ordinary presheaf category as in
Demazure’s [22].
Let C be a category, and write Ĉ = [C op,Set] for the category of presheaves
on C .
Let G ∈ Ob(Ĉ ). We say that G is a Ĉ -group if there exists a multiplicative
law on G, i.e., a Ĉ -morphism
πG : G×G→ G
such that for every S ∈ Ob(C ), the operation πG(S) makes G(S) a group.
A Ĉ -morphism f : G→ H is a morphism of Ĉ -groups if the diagram
G×G G
H×H H
πG
f × f f
πH
commutes. The resulting category of Ĉ -groups is denoted
(Ĉ -Gr).
Equivalently, G is a Ĉ -group if, for every S ∈ Ob(C ), the set G(S) is equipped
with a group structure in a functorial way, i.e., for any morphism f : S′ → S′′
in C , the map G(f) : G(S′′) → G(S′) is a group homomorphism. Moreover, a
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C -morphism f : G→ H is a morphism in (Ĉ -Gr) if, for every S ∈ Ob(C ), the map
f(S) : G(S)→ H(S) is a group homomorphism.
The terminal object e of Ĉ has a trivial C -group structure, hence it acts as as
a terminal object of (Ĉ -Gr) as well.
The identity section of a Ĉ -group G is the element eG ∈ Γ(G) = Hom(e,G)
such that, for every S ∈ Ob(C ), eG(S) is the identity of the groupG(S). Naturally,
eG is a Ĉ -group morphism e→ G.
A Ĉ -group H is a sub-Ĉ -group of G if H is a sub-object of G such that, for
every S ∈ Ob(C ), H(S) is a subgroup of G(S), i.e., such that the monomorphism
H→ G is a morphism of Ĉ -groups.
The product of Ĉ -groups G and H in the category of Ĉ -groups is the object
G×H equipped with the obvious Ĉ -group structure: for every S ∈ Ob(C ), G(S)×
H(S) is the direct product of groups G(S), H(S).
If G is a Ĉ -group, for each S ∈ Ob(C ), GS is a Ĉ/S-group. Thus, if H is
another Ĉ -group, we can define an object Hom
Ĉ -Gr
(G,H) of Ĉ by
Hom
Ĉ -Gr
(G,H)(S) = Hom
Ĉ/S-Gr
(GS ,HS).
We define Isom
Ĉ -Gr
(G,H), End
Ĉ -Gr
(G) and Aut
Ĉ -Gr
(G) analogously.
We say that an object G of C is a C -group, provided we have a Ĉ -group
structure on hG ∈ Ob(Ĉ ). A morphism between C -groups G and H is an element
u ∈ Hom(G,H) which defines a morphism of Ĉ -groups between hG and hH .
We denote the category of C -groups by
(C -Gr).
Note that all the constructions from the discussion of C -groups apply to C -groups,
as long as all the objects involved are representable.
Example: If E ∈ Ob(Ĉ ), then Aut(E) is a Ĉ -group with the obvious structure.
Let E ∈ Ob(Ĉ ) and G ∈ Ob (Ĉ -Gr). We say that G acts on E if we are given
a Ĉ -morphism
µ : G×E→ E
such that, for every S ∈ Ob(C ), the map µ(S) gives an action of the group G(S)
on the set E(S).
Equivalently, using the bijection Hom(G×E,E) ≃ Hom(G,End(E)), a group
action is defined by a morphism of Ĉ -groups
ρ : G→ Aut(E).
Suppose that a Ĉ -group G acts on an object E in C . We write EG for a
sub-object of E defined by
EG(S) = {x ∈ E(S) : xS′ is invariant under G(S′) for all S′ → S},
where xS′ is the image of x via the map E(S)→ E(S′).
Definition 11.2. Let F be a sub-object of E in Ĉ .
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11.3. Categories of modules.
Definition 11.4. Let O and F be objects in Ĉ . We say that F is a Ĉ -module
over a Ĉ -ring O (or an O-module for short), if for all S ∈ Ob(C ), F(S) has a
structure of a module over a ring O(S), so that for every morphism S′ → S′′ in C ,
O(S′′)→ O(S′) is a ring homomorphism, and F(S′′)→ F(S′) is a homomorphism
of abelian groups compatible with the above ring homomorphism.
If F, F′ are O-modules, we have an abelian group of O-morphisms
HomO(F,F
′).
The category of O-modules is denoted (O-Mod).
Lemma 11.5. The category (O-Mod) is abelian. In fact, is is an (AB 5) cate-
gory, in the sense that it has arbitrary coproducts (and hence colimits), and filtered
colimits of exact sequences are exact.
The structure of the abelian category is defined ‘argument-wise’. More pre-
cisely, if f : F→ F′ is a morphism of O-modules, we define the O-modules Ker f ,
Im f , Coker f via (Ker f)(S) = Ker f(S), (Im f)(S) = Im f(S), (Coker f)(S) =
Coker f(S). It is immediate that Ker f is the kernel of f , Coker f is the cokernel of
f , and there is an isomorphism of O-modules F/Ker f ≃ Im f whence (O-Mod) is
abelian.
Coproducts (direct sums) are also defined argument-wise so they clearly exist.
IfM is an O-module, N a submodule, and (Fi)i∈I an increasing directed family of
submodules of M, then ⋃
i∈I(Fi ∩N) =
(⋃
i∈I Fi
) ∩N.
Indeed, if S ∈ Ob(C ) and x ∈ N(S) ∩ ⋃iFi(S), there exists an i ∈ I such that
x ∈ N(S) ∩ Fi(S).
Proposition 11.6. If C is small, then O is a generator of (O-Mod) and
(O-Mod) has enough injectives.
Let O0 be the Ĉ -ring defined by O0(S) = Z for all S ∈ Ob(C ). The category
of O0-modules is isomorphic to the category of abelian C -groups.
Definition 11.7. Let F be an O-module. For every S ∈ Ob(C ), FS is an
OS-module, so we can define an abelian C -group HomO(F,F
′) by
Hom
O
(F,F′)(S) = HomOS (FS ,F
′
S).
By analogy we define objects
Isom
O
(F,F′), End
O
(F), Aut
O
(F),
where the last object has the structure of a Ĉ -group induced by composition of
morphisms.
Definition 11.8. Let O be a Ĉ -ring, F an O-module and G a Ĉ -group. The
structure of a G-O-module on F is given by a morphism of Ĉ -groups
ρ : G→ Aut
O
(F).
We define the abelian group
HomG-O(F,F
′)
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in a natural way. The resulting additive category of G-O-modules is denoted
(G-O-Mod).
Remark 11.9. The category (G-O-Mod) can also be defined as the category of
O[G]-modules, where O[G] is the Ĉ -algebra of the Ĉ -group G over the Ĉ -ring O.
Using 11.5 and 11.6, we conclude that (G-O-Mod) is an (AB 5) abelian category
and, when C is small, (G-O-Mod) has enough injectives.
11.10. Group cohomology. Let C be a category, G a Ĉ -group, O a Ĉ -ring and
F a G-O-module. For n ≥ 0, we let
Cn(G,F) = Hom(Gn,F), Cn(G,F) = Hom(Gn,F),
with convention that G0 is the final object e.
The objects Cn(G,F) (resp. Cn(G,F)) are naturally O-modules (resp. Γ(O)-
modules), and we have that
Cn(G,F) ≃ Γ(Cn(G,F)), and Cn(G,F)(S) = Cn(GS ,FS).
Thus, an element of Cn(G,F) is given by a family of n-cochains of G(S) in F(S),
functorially in S ∈ Ob(C ). The coboundary operator
∂ : Cn(G(S),F(S))→ Cn+1(G(S),F(S))
is given by the formula
∂f(g1, . . . , gn+1) = g1f(g2, . . . , gn+1) +
n∑
i=1
(−1)if(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1f(g1, . . . , gn),
and, since it is functorial in S, it defines a homomorphism
∂ : Cn(G,F)→ Cn+1(G,F)
such that
∂ ◦ ∂ = 0.
We have thus obtained a complex of abelian groups (and even of Γ(O)-modules),
denoted C∗(G,F) and called the Hochschild (or standard) complex.
Similarly we define a complex of O-modules C∗(G,F), so that
C∗(G,F) = Γ(C∗(G,F).
The Hochschild cohomology groups
H
n(G,F)
are defined as cohomology groups of the complex C∗(G,F), while the Ĉ -groups
Hn(G,F)
are the cohomology groups of the complex C∗(G,F).
In particular,
H0(G,F) = FG and H0(G,F) = Γ(FG).
Proposition 11.11. Let G be representable, and suppose either that C is small
with finite products, or that (G-O-Mod) has enough injectives. Then the func-
tors Hn(G,−) (resp. Hn(G,−)) are the derived functors of the left exact functor
H0(G,−) (resp. H0(G,−)) on the category (G-O-Mod).
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11.12. Group cohomology in a topos. Let (E , O) be a ringed (Grothendieck)
topos, let G be a group in E , and let BG be the classifying topos of G, considered
in 5.3. Then BG is also a Grothendieck topos.
The ring O is an object of BG when endowed with the trivial action of G.
Moreover, O is trivially a ring in BG. The group ring
O[G]
of G with respect to O is the O-algebra whose underlying module is the free O-
module OG generated by G, together with the multiplication OG ⊗O OG → OG
induced by the group multiplication G×G→ G.
Unravelling the definitions, we obtain equivalences of categories
G-O-Mod ≃ O[G]-Mod ≃ O-Mod(BG).
They all have enough injectives since the last item is the category of modules in a
ringed topos (BG,O) so the general principles of 6.1 apply. Hence, for G-O-modules
M and N , it makes sense to define
ExtnG-O(M,N)
as the value at N of the n-th derived functor of HomG-O(M,−) : G-O-Mod→ Ab,
and the above equivalence shows that
ExtnG-O(M,N) ≃ ExtnO(BG;M,N).
Using the fact that the free O-module Oe ≃ O in O-Mod(BG), for M ∈ BG,
Γ(M) = lim←−G(M) ≃M
G ≃ BG(e,M) ≃ O-Mod(BG)(O,M) ≃ G-O-Mod(O,M),
so we conclude that group cohomology is an instance of topos cohomology,
H
n(G,M) = ExtnG-O(O,M) ≃ Hn(BG,M).
It also makes sense to define the internal group cohomology, and it is again an
instance of internal topos cohomology, i.e., we obtain that
Hn(G,M) ≃ Hn(BG,M),
and
ExtnG-O(M,N) ≃ ExtnO(BG;M,N).
11.13. Group cohomology over a base topos. Let γ : (E , O) → (S , R) be a
(bounded) geometric morphism of ringed topoi with R commutative, and let G be
a group in E . We can consider the category
G-O-Mod
an R-Mod-category with internal hom objects
G-O-Mod(M,N) = γ∗[M,N ]G-O ∈ R-Mod,
and we define
ExtnG-O-Mod(M,−)
as the n-th derived functor of G-O-Mod(M,−). If G-O-Mod has enough enriched
injectives, we can consider its n-th derived enriched functor.
Moreover, we consider the functor ΓE/C : G-O-Mod→ R-Mod given by
ΓE/S (M) = E/S (e,M) = γ∗[e,M ].
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and we let
H
n
E/S
(G,−)
be its n-th derived functor. Again, if G-O-Mod has enough enriched injectives, we
can take its n-th derived enriched functor.
Since H0E/S (G,−) ≃ γ∗ ◦H0(G,−), we have a spectral sequence
Ep,q2 = R
pγ∗(H
q(G,M))⇒ Hp+qE/S (G,M).
Similarly, we obtain a spectral sequence
Ep,q2 = R
pγ∗(Ext
q(M,N))⇒ Extp+qG-O-Mod(G,M).
It is now straightforward to formulate spectral sequences relatingHn(G,−), HnE/S (G,−)
and Hn(G,−), as well as ExtnG-O, ExtnG-O-Mod and ExtnG-O, in the spirit of 7.16.
11.14. Induced group modules. Let V be a complete cartesian closed category,
let C be a V -category, and let Ĉ = [C ◦,V ] be the V -category of V -presheaves on
C .
Definition 11.15. Let O be a Ĉ -ring, let G be a Ĉ -group, and let P be an
O-module. We write
E(P) = [G,P],
endowed with the structure of a G-O-module as follows. Writing G1 and G2 for
two copies of G, we have an isomorphism
Ĉ (G1 × E(P), E(P)) ≃ Ĉ (E(P), [G1, [G2,P]]) ≃ Ĉ (E(P), [G2 ×G1,P])
≃ Ĉ ([G,P], [G2 ×G1,P]).
The required action
G1 × E(P)→ E(P)
corresponds via the above isomorphism to the morphism
µ∗G : [G,P]→ [G2 ×G1,P],
coming from the multiplication µG : G2 ×G1 → G.
Using the identity section eG : hI → G, we obtain a morphism
εP = e
∗
G : E(P) = [G,P]→ [hI ,P] ≃ P.
We thus obtain a V -functor
E : O-Mod→ G-O-Mod
and a V -natural transformation
ε : E → id .
Lemma 11.16. The V -functor E is an enriched right adjoint to the forgetful
functor G-O-Mod → O-Mod. More explicitly, the V -natural transformation ε :
E → id induces an isomorphism
G-O-Mod(M, E(P)) ≃ O-Mod(M,P),
natural in M ∈ G-O-Mod and P ∈ O-Mod.
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Proof. The counit of the adjunction is (modulo a slight imprecision of omit-
ting a symbol for the forgetful functor F ) is given by ǫ. The unit
η : id→ E ◦ F
is obtained by taking, given M ∈ G-O-Mod, the map ηM : M → E(F (M)) =
[G,M], which corresponds to the action G×M→M via the isomorphism
Ĉ (M, [G,M]) ≃ Ĉ (G×M,M).

11.17. Enriched group module presheaves have enough injectives. Let C
be enriched over a complete cartesian closed category V , let Ĉ = [C op,V ] be the
V -category of V -presheaves on C , let O be a Ĉ -ring, and let G be a Ĉ -group.
Proposition 11.18. If I is an enriched injective object in O-Mod, then E(I)
is an enriched injective object in G-O-Mod. Consequently, if O-Mod has enough
enriched injectives, then G-O-Mod has enough enriched injectives.
Proof. Suppose I is an O-Mod-injective object. We shall verify that E(I) is
G-O-Mod-injective. Indeed, let 0 → A → B → C → 0 be an exact sequence in
G-O-Mod. Then it is also exact as a sequence in O-Mod, so, by assumption, the
sequence
0→ O-Mod(C, I)→ O-Mod(B, I)→ O-Mod(A, I)→ 0
is exact. By adjunction, this sequence corresponds to
0→ G-O-Mod(C, E(I))→ G-O-Mod(B, E(I))→ G-O-Mod(A, E(I))→ 0,
as required. An analogous proof, using the underlying adjunction of 11.16, shows
that, if I is (O-Mod)0-injective, then it is also (G-O-Mod)0-injective.
LetM ∈ G-O-Mod be arbitrary. The forgetful functor gives its underlying O-
module F (M). If O-Mod has enough enriched injectives, there exists an enriched
injective I ∈ O-Mod and a monomorphism F (M)→ I. Then the composite
M
ηM−−→ E(F (M))→ E(I)
is a monomorphism into an enriched injective E(I) in G-O-Mod. 
Proposition 11.19. If V is a Grothendieck topos and C is a small tensored
V -category with a terminal object, then O-Mod has enough enriched injectives.
Proof. By 3.30, Γ : Ĉ → V is exact, so 7.17 entails that O-Mod has enough
enriched injectives. 
Corollary 11.20. With the hypothesis of 11.19, the V -abelian categoryG-O-Mod
has enough enriched (and internal) injectives.
11.21. Enriched group cohomology. Let V be a complete cartesian closed
category, let C be a V -category, and let Ĉ be the V -category of V -presheaves on
C . We write Γ = Ĉ (e,−) for the global section V -functor Ĉ → V considered in
3.28.
Let G be a Ĉ -group, O a Ĉ -ring and F a G-O-module. For n ≥ 0, we let
Cn(G,F) = Ĉ (Gn,F) ∈ V , Cn(G,F) = [Gn,F] ∈ Ĉ ,
with convention that G0 is the final object e.
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The objects Cn(G,F) (resp. Cn(G,F)) are naturally O-modules (resp. Γ(O)-
modules), and we have that
Cn(G,F) ≃ Γ(Cn(G,F)).
The coboundary operator
∂ : Cn(G,F)→ Cn+1(G,F)
is defined as
∂ = µn +
n∑
i=1
(−1)im∗i + (−1)n+1p∗n,
where
pn : G
n+1 = Gn ×G→ Gn
is the projection,
mi = idGi−1 ×m× idGn−i : Gn+1 → Gn,
and µn is obtained by adjunction from the composite
Gn+1 × [Gn,F] ≃G×Gn × [Gn,F] id×ev−−−−→ G× F µ−→ F.
We have that
∂ ◦ ∂ = 0,
so we have obtained a complex of O-modules
C∗(G,F),
called the enriched Hochschild (or standard) complex.
Similarly we define a complex of V -abelian groups (and even Γ(O)-modules),
C∗(G,F) = Γ(C∗(G,F)).
We can view the standard complex as a V -Ab-functor
C∗(G,−) : G-O-Mod→ Ch(O-Mod),
and
C∗(G,−) = Γ ◦ C∗(G,−) : G-O-Mod→ Ch(Γ(O)-Mod).
The enriched Hochschild cohomology groups
H
n(G,F) ∈ V -Ab
are defined as cohomology groups of the complex C∗(G,F), while the Ĉ -groups
Hn(G,F)
are the cohomology groups of the complex C∗(G,F). We can view cohomology
groups as V -Ab-functors
Hn(G,−) = Hn ◦C∗(G,−) : G-O-Mod→ O-Mod
H
n(G,−) = Hn ◦C∗(G,−) : G-O-Mod→ Γ(O)-Mod.
In particular,
H0(G,F) = FG = Ker(∂0 : F→ [G,F]) ≃ G-O-Mod[O,F], and
H
0(G,F) = Γ(FG) = Ker(∂0 : F→ Ĉ (G,F)) ≃ G-O-Mod(O,F).
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Proposition 11.22. Suppose that V is bicomplete, C is a small V -tensored
category with finite products, and that O-Mod has enough enriched (resp. internal)
injectives. Let G be a representable Ĉ -group. Then the functors Hn(G,−) (resp.
Hn(G,−)) are the derived enriched functors of the left exact functor H0(G,−)
(resp. H0(G,−)) on the category (G-O-Mod), i.e.,
H
n(G,−) ≃ Extn
G-O-Mod(O,−) (resp. Hn(G,−) ≃ ExtnG-O(O,−)).
Proof. Note that 11.18 implies that (G-O-Mod) has enough enriched injec-
tives, so it suffices to prove that the functors Hn(G,−) (resp. Hn(G,−)) are en-
riched cohomological functors effaceable in degrees n > 0.
The assumptions that G = hG and that C has products entail that the V -Ab-
functor
C∗(G,−) : G-O-Mod→ Ch(O-Mod)
is exact. Indeed, if
0→ F′ → F→ F′′ → 0
is an exact sequence of G-O-modules, then the sequence of O-modules
0→ Cn(hG,F′)→ Cn(hG,F)→ Cn(hG,F′′)→ 0,
evaluated at S ∈ C is
0→ F′(Gn × S)→ F(Gn × S)→ F′′(Gn × S)→ 0,
which is exact. This shows that H∗(G,−) is an enriched cohomological functor.
Given that C∗(G,−) is obtained from C∗(G,−) by applying the functor Γ, and
that operation is exact by 3.30, we obtain the same result for H∗(G,−).
It remains to verify that the cohomology of induced modules vanishes, i.e. for
P ∈ O-Mod and n > 0,
H
n(G, E(P)) = 0 and Hn(G, E(P)) = 0,
and we will do this by exhibiting that the chains C∗(G, E(P)) and C∗(G, E(P))
are null-homotopic. For n ≥ 0, we let
γ : Cn+1(G, E(P))→ Cn(G, E(P))
be the morphism obtained through the isomorphism
Ĉ ([G0 ×Gn, [G1,P]], [Gn, [G0,P]]) ≃ Ĉ (Gn × [G0 ×Gn, [G1,P]], [G0,P])
≃ Ĉ (G0 ×Gn × [G0 ×Gn, [G1,P]],P),
applied to the composite
G0 ×Gn × [G0 ×Gn, [G1,P]] ≃G0 ×Gn × [G0 ×Gn ×G1,P]
id×eG1−−−−−→ G0 ×Gn ×G1 × [G0 ×Gn ×G1,P] ev−→ P,
and taking G0 = G1 = G. A substantial but routine verification shows that
∂γ + γ∂ = id,
as required. 
The following is immediate from 11.19 (or 11.20) and 11.22.
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Corollary 11.23. Suppose that V is a Grothendieck topos and C is small
V -tensored with finite products. Let G be a representable Ĉ -group. Then the func-
tors Hn(G,−) (resp. Hn(G,−)) are the derived enriched functors of the left exact
functor H0(G,−) (resp. H0(G,−)) on the category (G-O-Mod), and they coincide
with the relative and internal group (topos) cohomology from 11.13 and 11.12,
H
n(G,−) ≃ Hn
Ĉ/V
(G,−) ≃ Extn
G-O-Mod(O,−)
Hn(G,−) ≃ ExtnG-O(O,−).
11.24. Group cohomology of the associated presheaves. With the notation
of the previous section, let Ĉ0 be the category of presheaves on the underlying
category C0 of C . Let
(1) G˚ be the Ĉ0-group associated with the V -Ab-group G;
(2) O˚ be a Ĉ0-ring associated with O;
(3) F˚ be the G˚-O˚-module associated with the G-O-module F.
In 11.10, we defined the (ordinary) group presheaf cohomology groups
H
n(G˚, F˚) and Hn(G˚, F˚)
as the cohomology groups of standard complexes C∗(G˚, F˚) and C∗(G˚, F˚).
Suppose that G is representable. Using 3.33, we see that
C∗(G˚, F˚) = V (C∗(G,F)) and C∗(G˚, F˚) = (C∗(G,F))˚.
Using the fact that the functors V : Γ(O)-Mod → V (Γ(O))-Mod and V˚ = ˚(−) :
O-Mod→ O˚-Mod are left exact, we see that
H
0(G˚, F˚) = Ker(∂0 : C0(G˚, F˚)→ C1(G˚, F˚)) = Ker(V (∂0 : C0(G,F)→ C1(G,F)))
= V (Ker(∂0 : C0(G,F)→ C1(G,F))) = V (H0(G,F)),
and similarly
H0(G˚, F˚) = (H0(G,F))˚ = V˚ (H0(G,F)).
Thus,
H
0(G˚,−) = V ◦H0(G,−) and H0(G˚,−) = V˚ ◦H0(G,−),
so, in the context of 11.11 and 11.22, by the Grothendieck spectral sequence for the
composite of two functors, we obtain spectral sequences
Ep,q2 (F) = R
pV (H
q(G,F))⇒ Hp+q(G˚, F˚).
and
Ep,q2 (F) = R
pV˚ (Hq(G,F))⇒ Hp+q(G˚, F˚).
Lemma 11.25. Suppose that RpV = 0 and RpV˚ = 0 for p > 1. Then the
spectral sequences degenerate ([58, Exercise 5.2.1]) and we obtain exact sequences
0→ R1V (Hn−1(G,F))→ Hn(G˚, F˚)→ V (Hn(G,F))→ 0,
and
0→ R1V˚ (Hn−1(G,F))→ Hn(G˚, F˚)→ V˚ (Hn(G,F))→ 0.

Part II
σGA
Difference algebraic geometry
12. Difference categories
12.1. Monoids of operators. If G is a small monoid, considered a category,
there are unique functors 1 G
i
r
. For a complete category C , they induce functors
[G,C ] C
i∗
r∗
satisfying
i∗ ◦ r∗ = idC .
As in [40, V.2] (or using our discussion from 4.9), we obtain adjoints
i! ⊣ i∗ ⊣ i∗, r! ⊣ r∗ ⊣ r∗,
satisfying
r! ◦ i! = idC , r∗ ◦ i∗ = idC , r! ◦ r∗ = idC , r∗ ◦ r∗ = idC .
Moreover, r! = lim−→G, and, for X ∈ [G,C ],
r!(X) = X/M
is the ‘orbit object’, equipped with a regular epimorphism X → r∗(X/M), while
r∗ = lim←−G and
r∗(X) =M\X = XM
is the ‘fixed object’, equipped with a regular monomorphism r∗(M\X)→ X .
12.2. Topos of monoid actions. Let G be a monoid, considered as a category
with a single object o. The classifying topos
BG ≃ [G,Set] = [(Gop)op,Set]
of left G-actions (discussed in 5.3 and 5.5) is a Grothendieck topos, as a category
of presheaves on Gop.
The pair of adjoint triples established in 12.1 witness the fact that the global
section geometric morphism
BG→ Set
admits a right inverse.
Limits in BG are computed component-wise (for underlying sets), and the
terminal object e is a point with a trivialG-action. A morphism is a monomorphism
(resp. epimorphism), if it underlying function is injective (resp. surjective).
By general principles ([42, I.4]), the subobject classifier Ω is isomorphic to the
set of sieves on the object o, which corresponds to the set of left ideals of G, with
the action
G× Ω→ Ω, (g,R) 7→ {h ∈ G : hg ∈ R}.
The ‘truth’ map
t : e→ Ω
sends the only point of e to the maximal left ideal in G.
The internal hom/exponential of Y, Z ∈ BG is given as
[Y, Z] = BG(G× Y, Z),
where G is considered a left G-module through its monoid operation.
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Indeed, a functor X ∈ [G,Set] is identified with the set X(o) ∈ BG, so it
suffices to evaluate
[Y, Z](o) = [G,Set](ho × Y, Z),
and the representable functor ho identifies with the left G-module G.
Note, if G is commutative, using the by the closedness of (BG,×G), we also
get
BG(X, [Y, Z]) = BG(X,BG(G×Y, Z)) ≃ BG(X ×G (G×Y ), Z) ≃ BG(X ×Y, Z).
We will study the special case of BN in more detail in 13.
12.3. Ordinary difference categories. Let σ be a category with a single object
o and Homσ(o, o) consists of composites of a single endomorphism σ : o → o. In
other words, as a monoid,
Endσ(o) ≃ N.
Let C be a category. Its difference category is defined as the functor category
σ-C = Diff(C ) = [σ,C ].
More explicitly, σ-C has objects of form (X, σ), where X ∈ Ob(C ), and σ ∈
C (X,X). A morphism f : (X, σX)→ (Y, σY ) is a commutative diagram
X Y
X Y
f
σX σY
f
in C , i.e., f ∈ HomC (X,Y ) such that f ◦ σX = σY ◦ f .
If e is a terminal object of C , then (e, id) is a terminal object of σ-C .
If C has products (resp. fibre products), so does σ-C . Indeed, if (X, σX) and
(Y, σY ) are objects of σ-C (resp. of σ-C/(S,σ)), then
(X × Y, σX × σY ) resp. (X ×S Y, σX × σY )
is their product in σ-C (resp. in σ-C/(S,σ)).
We have a natural embedding of categories
I : C → σ-C , I(X) = (X, id),
as well as the forgetful functor ⌊ ⌋ : σ-C → C ,
⌊(X, σ)⌋ = X ∈ Ob(C ),
satisfying
⌊ ⌋ ◦ I = idC .
12.4. Difference category of a monoidal closed category. Let (V ,⊗, I) be
a complete symmetric monoidal closed category. If C is a small category, it is a
classical fact that the functor category
[C ,V ]
is monoidal closed with the argument-wise tensor product.
Corollary 12.5. The difference category
σ-V = [σ,V ]
is symmetric monoidal closed.
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Although the statement is a direct consequence of the general principle stated
above, we give an explicit construction of internal homs. Let X,Y, Z ∈ σ-V , and
denote X0 = ⌊X⌋, Y0 = ⌊Y ⌋, Z0 = ⌊Z⌋. Since V is monoidal closed, we have an
isomorphism
α : V (X0 ⊗ Y0, Z0)→ V (X0, [Y0, Z0])
natural in all three variables. In particular, for V -morphisms σX : X0 → X0,
σY : Y0 → Y0, σZ : Z0 → Z0, we have commuting endomorphisms
σ∗X , σ
∗
Y , σZ∗ : V (X0 ⊗ Y0, Z0)→ V (X0 ⊗ Y0, Z0)
given by
σ∗X(u) = u ◦ (σX ⊗ idY ),
σ∗Y (u) = u ◦ (idX ⊗σY ),
σZ∗(u) = σZ ◦ u.
Similarly, we have commuting endomorphisms
σ¯∗X , σ¯Y ∗, σ¯Z∗ : V (X0, [Y0, Z0])→ V (X0, [Y0, Z0]),
defined by
σ¯∗X(v) = v ◦ σX ,
σ¯Y ∗(v) = [σY , idZ ] ◦ v,
σ¯Z∗(v) = [idY , σZ ] ◦ v.
Naturality states that
σ¯∗iX σ¯
j
Y ∗σ¯
k
Z∗α(u) = α(σ
∗i
Xσ
∗j
Y σ
k
Z∗u)
for all i, j, k ≥ 0. Let
[Y0, Z0]
N =
∏
i∈N
[Yi, Zi],
where Yi (resp. Zi) are isomorphic copies of Y0 (resp. Z0). Consider the endomor-
phisms of [Y0, Z0]N defined by
σ˜Y =
∏
i∈N
[σY , idZ ],
σ˜Z =
∏
i∈N
[idY , σZ ],
as well as the shift s given as the composite∏
i≥0
[Yi, Zi]
proj−−→
∏
i≥1
[Yi, Zi]
∏
si−−−→
∏
i≥0
[Yi, Zi],
where si : [Yi+1, Zi+1]→ [Yi, Zi] is the identity.
We define
[Y, Z] = (eq(s ◦ σ˜Y , σ˜Z), s).
Note that s restricts to [Y, Z] because it commutes with σ˜Y and σ˜Z .
We claim that
σ-V (X ⊗ Y, Z) ≃ σ-V (X, [Y, Z]).
Suppose φ ∈ σ-V (X ⊗ Y, Z), and let
θi = α(σ
∗i
Xφ) = σ¯
∗i
Xα(φ) : X → [Yi, Zi],
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and
θφ = θ =
∏
i∈N
θi : X → [Y0, Z0]N.
By definition, σ¯∗Xθi = θi ◦ σX = θi+1, so θ satisfies
θ ◦ σX = s ◦ θ.
By assumption, φ ◦ (σX ⊗ σY ) = σZ ◦ φ, i.e., σ∗Xσ∗Y φ = σZ∗φ, so
σ¯∗Y θi+1 = σ¯
∗
Y α(σ
∗(i+1)
X φ) = α(σ
∗
Y σ
∗
Xσ
∗i
Xφ) = α(σZ∗σ
∗i
Xφ) = σ¯Z∗θi.
In other words,
s ◦ σ˜Y ◦ θ = σ˜Z ◦ θ,
so θ lands in [Y, Z].
Conversely, if θ ∈ σ-V (X, [Y, Z]), define
φ = φθ = α
−1(θ0).
The assignments φ 7→ θφ and θ 7→ φθ are mutually inverse.
12.6. Difference category of a topos. Let E be an elementary topos with a
natural number object N . Then σ is an E -internal category with the object of
objects I and the object of morphisms N , so
σ-E = [σ, E ]
can be identified with a category of internal presheaves, and, by the results of 4.8,
it is again a topos. Moreover, if E is a Grothendieck topos, so is σ-E , and most
considerations of 13 generalise to this context.
12.7. Difference category of a presheaf category. The situation of 12.6 be-
comes explicit for the case E = Ĉ , where C is a small category. We observe that
σ-Ĉ ≃ [σ, [C op,Set]] ≃ [σ × C op,Set]
≃ [C op × σ,Set] ≃ [C op, [σ,Set]] ≃ [C op,σ-Set].
Indeed, an object (F, σ) ∈ σ-Ĉ consists of a presheaf F ∈ Ĉ and a natural
transformation σ : F → F. To each X ∈ C we can assign an object (F(X), σX) ∈
σ-Set, and to each morphism f ∈ C (X,Y ) we can assign a morphism
F(f) ∈ σ-Set((F(Y ), σY ), (F(X), σX)).
Thus, starting from an object in σ-Ĉ , we can define a functor C ◦ → σ-Set and
vice versa, yielding an equivalence of categories σ-Ĉ and Hom(C ◦,σ-Set).
12.8. Forgetting and recovering the difference structure. In 12.1, we con-
sidered adjoints of the forgetful functor [G,C ]→ C for an arbitrary monoid G and
a suitable category C . Here, we work out the details for the case G = N and a cat-
egory C admitting (countable) coproducts, i.e., we discuss adjoints of the forgetful
functor
⌊ ⌋ : σ-C → C .
In particular, this applies to the forgetful functor BN ≃ σ-Set→ Set.
We define a functor ⌈ | : C → σ-C as follows. For X ∈ Ob(C ), let
⌈X | =
∐
i∈N
Xi,
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where each Xi is an isomorphic copy of X , together with σ : ⌈X | → ⌈X | which takes
Xi identically to Xi+1. There is a natural morphism ιX : X → ⌊⌈X |⌋ mapping X
to X0. For any Z ∈ σ-C , the natural morphism
σ-C (⌈X |, Z)→ C (X, ⌊Z⌋)
is bijective, i.e., ⌈ | is left adjoint to ⌊ ⌋.
If f ∈ σ-C (⌈X |, Z), then clearly f0 = ⌊f⌋ ◦ ιX ∈ C (X, ⌊Z⌋). Conversely, if
f0 ∈ C (X, ⌊Z⌋), there exists a unique f ∈ σ-C (⌈X |, Z) given on Xi by σiZ ◦ f0.
The above assignments are mutually inverse.
Let S ∈ Ob(σ-C ) and consider a forgetful functor ⌊ ⌋S = ⌊ ⌋ : σ-C/S → C/⌊S⌋.
Assume that C admits (countable) fibre products.
Let f0 : X → ⌊S⌋ be an object of C/⌊S⌋. Write fi : Xi → ⌊S⌋ for the base
change of f0 along ⌊ςi⌋ : ⌊S⌋ → ⌊S⌋, and let σi : Xi+1 → Xi be the induced
morphism satisfying
fi ◦ σi = ς ◦ fi+1.
Consider the fibre product, i.e., the product in C/⌊S⌋
|X⌉/S =
∏
i∈N
fi =
∏
i∈N
Xi/S,
together with a morphism σ : |X⌉/S → |X⌉/S defined as the composite∏
i≥0
Xi/S
proj−−→
∏
i≥1
Xi/S
∏
σi−−−→
∏
i≥0
Xi/S.
This construction gives a functor
| ⌉/S : C/⌊S⌋ → σ-C/S
which is right adjoint to ⌊ ⌋S . Indeed, the C/⌊S⌋-projection πX : ⌊|X⌉⌋ → X induces
a natural bijection
σ-C/S(Z, |X⌉/S)→ C/⌊S⌋(⌊Z⌋, X).
For f ∈ σ-C/S(Z, |X⌉/S), the morphism πX ◦ ⌊f⌋ is in C/⌊S⌋(⌊Z⌋, X).
Conversely, let f0 ∈ C/⌊S⌋(⌊Z⌋, X) and let fi = ⌊σ¯iZ⌋ ◦ f0,⌊ςi⌋ ∈ C/⌊S⌋(⌊Z⌋, Xi).
We have that
σi ◦ fi+1 = fi ◦ σZ ,
whence f =
∏
i fi ∈ σ-C/S(Z, |X⌉/S). The above constructions are mutually in-
verse.
Analogously, when C has (countable) products, we define a functor
| ⌉ : C → σ-C ,
which is right adjoint to ⌊ ⌋. For X ∈ Ob(C ), we let
|X⌉ =
∏
i∈N
Xi,
where each Xi is an isomorphic copy of X , together with the ‘shift’ σ : |X⌉ → |X⌉
defined as the composite ∏
i≥0
Xi
proj−−→
∏
i≥1
Xi
∏
σi−−−→
∏
i≥0
Xi,
where σi is the identity Xi+1 → Xi.
Clearly, if σ-C has a terminal object e, then |X⌉ = |X⌉/e.
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12.9. Fixed points and quotients. Let C be a category. The adjoints of the
‘constant object’ functor C → [G,C ] were discussed in 12.1, and we provide their
explicit constructions in the case of σ-C below.
The fixed point object of X ∈ Ob(σ-C ), is the equaliser X0
X0 ⌊X⌋ ⌊X⌋
id
σ
of the pair (id, ⌊σ⌋) of morphisms in C , if it exists. Equivalently, using the difference
language, it is an object X0 ∈ Ob(C ), equipped with a morphism
i ∈ σ-C (I(X0), X),
such that, for any Z ∈ Ob(C ) and f ∈ σ-C (I(Z), X), there is a unique morphism
h ∈ C (Z,X0) satisfying
f = i ◦ I(h).
If a fixed point object for X exists, it is unique up to an (unique) isomorphism and
we denote it by
Fix(X).
Dually, a quotient object for X ∈ Ob(σ-C ) is the coequaliser X¯ of the pair (id, ⌊σ⌋)
in C . Equivalently, it is an object X¯ ∈ Ob(C ), equipped with a morphism
q ∈ σ-C (X, I(X¯)),
such that, for any Z ∈ Ob(C ) and f ∈ σ-C (X, I(Z)), there is a unique morphism
h ∈ C (X¯, Z) satisfying
f = I(h) ◦ q.
If a quotient object for X exists, it is unique up to an (unique) isomorphism and
we denote it by
Quo(X).
If all the fixed point objects in σ-C exist (for instance, if equalisers in C exist), the
above universal property shows that the functor Fix : σ-C → C satisfies
σ-C (I(Z), X) ≃ C (Z,Fix(X)),
i.e., Fix is right adjoint to I.
Dually, if all the quotient objects in σ-C exist (for instance, if C has coequalis-
ers), the functor Quo : σ-C → C satisfies
σ-C (X, I(Z)) ≃ C (Quo(X), Z),
i.e., Quo is left adjoint to I.
12.10. Moving between a category and its difference category. To sum-
marise 12.8, the diagram of categories and functors
σ-C
C
⌊⌋
⌈ | | ⌉⊣ ⊣
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shows the adjunctions found there, when C has enough products and coproducts.
If E is a Grothendieck topos, the above triple, together with the considerations
of 12.6 constitutes an essential geometric surjection
E → σ-E .
The diagram
σ-C
C
I
Quo Fix⊣ ⊣
shows the adjunctions found in 12.9, if C has equalisers and coequalisers.
If E is a Grothendieck topos, in view of 12.6, the resulting geometric morphism
σ-E → E
is the canonical global section morphism, and it is an essential surjection.
As in 12.1, these functors satisfy
Quo ◦⌈ | ≃ idC , Fix ◦| ⌉ ≃ idC , Quo ◦I ≃ idC , Fix ◦I ≃ idC .
12.11. Difference categories with pullbacks. We shall write
σ
∗-C
for the σ-Set-category with the same objects as σ-C , in which, for objects X , Y ,
σ
∗-C (X,Y ) = (σ-C (X,Y ), σ∗X) ∈ σ-Set,
where σ∗X : σ-C (X,Y )→ σ-C (X,Y ) is given by
σ∗X(u) = u ◦ σX .
Note that σ-C (X,Y ), together with the operator σY ∗ = σY ◦ −, would yield
the same difference set.
If V is symmetric monoidal closed with coequalisers and a natural number
object, applying the discussion of 5.5 to the monoid σ ≃ N, Day convolution on
σ-V = [σ,V ], or equivalently, tensor product of σ-modules in V specialises to the
operation
X ∗ Y = coeq (X ⊗ Y X ⊗ Y )σX⊗id
id⊗σY
,
with σX∗Y induced by σX ⊗ id.
If V is bicomplete, then (σ∗-V , ∗) is closed with internal homs
σ
∗-V (X,Y ).
Indeed, the general construction of N-modules internal hom gives
Eq ([X,Y ] [X,Y ]) ≃ σ-V (X,Y )
σ∗X
σY ∗
,
with the difference operator σ∗X .
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12.12. Difference twists. Suppose that C is a category with fibre products, and
let (S, ς) ∈ Ob(σ-C ). Note that ς ∈ Endσ-C (S), so we can consider the base change
along ς functor
pς : σ-C/S → σ-C/S , pς(X) = Xς .
By the universal property of fibre products, for X ∈ Ob(σ-C/S) the diagram
X
X Xς
S S
pς(X)
ς
σX
σ¯X
yields a σ-C/S-morphism σ¯X : X → Xς . Since this construction is functorial in X ,
we obtain a natural transformation
σ¯ : idσ-C/S → pς .
The above morphism induces a σ̂-C/S-morphism hX → hXς as follows. For T ∈
Ob(σ-C/S), it maps x ∈ X(T ) to
σ¯X ◦ x = xς ◦ σ¯T ∈ Xς(T ).
Note that for T = S, we have σ¯T = ς¯ = id and so
σ¯X ◦ x = xς
for x ∈ X(S).
By 1.6, we know that pς is right adjoint to the functor iς . In other words, given
f : Y → S ∈ Ob(σ-C/S), we have a natural bijection
Homσ-C/S (Y,Xς) ≃ Homσ-C/S (iς(Y ), X),
where iς(f) = ς ◦ f .
On the other hand, the restriction of scalars via ς∏
ς
: σ̂-C/S → σ̂-C/S
is right adjoint to pς as discussed in 1.9; for Y,Z ∈ σ̂-C/S , we have
HomS(Z,
∏
ς
Y) ≃ HomS(Zς ,Y).
The unit of adjunction ηZ : Z→
∏
ς(Zς) is given, for S
′ over S, by
ηZ(S
′) : Z(S′)→ Zς(S′ς), u 7→ uς .
96
12.13. Twist-equivariance. Let (S, ς) ∈ Ob(σ-C ). A ς-equivariant (or S-equivariant)
object is a pair (X,ϕX), where X ∈ Ob(σ-C/S), and ϕ : Xς → X is a morphism
in σ-C/S . A ς-equivariant morphism between ς-equivariant objects (X,ϕX) and
(Y, ϕY ) is a morphism f : X → Y in σ-C/S satisfying
f ◦ ϕX = ϕY ◦ fς .
Let D ς = σ-C/S-eq denote the category of ς-equivariant objects and morphisms.
The family ϕX , X ∈ Ob(σ-C/S-eq) defines a natural transformation
ϕ : pς → idDς .
Composing it with σ¯ : idDς → pς , we obtain a morphism
ϕ ◦ σ¯ : idDς → idDς .
13. The topos of difference sets
13.1. Elementary topos structure of difference sets. The category
σ-Set = [σ,Set]
is a Grothendieck topos (as a preheaf category on σop ≃ σ). We explicate the key
elements of its structure as an elementary topos.
The terminal object is a point/singleton with the identity difference operator,
I = ({∗}, id).
Monomorphisms are injective difference maps, and epimorphisms are surjective.
The subobject classifier is the set
Ω = N ∪ {∞},
with the difference operator
σΩ : 0 7→ 0, ∞ 7→ ∞, and i + 1 7→ i for i ∈ N.
and the ‘truth’ map
t : I → Ω, ∗ 7→ 0.
It is, of course, in bijection with the set of sieves on the object o ∈ σ, which consists
of R∞ = ∅ and Rn = {σi : i ≥ n} for n ∈ N.
For a monomorphism Y
u−→ X , the classifying map is
χu : X → Ω, χu(x) = min{n : σnX(x) ∈ Y }.
Clearly Y = χ−1u ({0}), and, more generally, σ−nX Y = χ−1u ({0, 1, . . . , n}).
The representable presheaf ho corresponds to the difference set
N+ = (N, i 7→ i+ 1),
which serves as a generator for σ-Set, since
σ-Set(N+,−) ≃ ⌊ ⌋ : σ-Set→ Set
is conservative (i.e., it is faithful and reflects isomorphisms).
As a presheaf category, σ-Set = [σ,Set] ≃ [σop,Set] is cartesian closed, and
the internal hom objects are given as
[B,C] = Hom(ho ×B,C) ≃ σ-Set(N+ ×B,C)
≃ {f : N× ⌊B⌋ → ⌊C⌋ | f(i+ 1, σB(x)) = σCf(i, x), for i ∈ N, x ∈ ⌊B⌋}
≃ {(fi) ∈ Set(⌊B⌋, ⌊C⌋)N : fi+1 σB = σC fi},
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together with the shift
s : [B,C]→ [B,C], s(f0, f1, . . .) = (f1, f2, . . .).
An internal morphism f = (fi) ∈ [B,C] is conveniently pictured as a commutative
diagram
⌊B⌋ ⌊C⌋
⌊B⌋ ⌊C⌋
⌊B⌋ ⌊C⌋
f0
σB σC
f1
σB σC
f2
shaped as an ‘infinitely descending ladder’.
We construct functorial isomorphisms
σ-Set(A×B,C) ≃ σ-Set(A, [B,C]),
forA,B,C ∈ Ob(σ-Set) explicitly as follows. For a σ-Set-morphism φ : A×B → C
we define θ = θφ : A→ [B,C] by
θφ(a)i(b) = φ(σ
i
A(a), b).
Clearly θ ◦ σA = s ◦ θ, as well as θ(a)i+1 ◦ σB = σC ◦ θi(a), for a ∈ A and i ∈ N.
Conversely, for a σ-Set-morphism θ : A → [B,C], let φ = φθ : A ×B → C be
defined by
φθ(a, b) = θ(a)0(b).
It verifies the relation φ(σA(a), σB(b)) = σCφ(a, b), as required. The assignments
φ 7→ θφ and θ 7→ φθ are mutually inverse.
Given that σ-Set is a Grothendieck topos, the natural number object N is the
coproduct
N =
∐
i∈N
I ≃ (N, id).
13.2. Locally cartesian closed structure of difference sets. In a locally
cartesian closed category C , the dependent product and local internal homs are
inter-definable. If we have the functor
∏
p for every object X
p−→ S ∈ C/S , then the
internal hom in the slice category C/S is given by
[p,−]S =
∏
p ◦ p∗.
Conversely, if we are given the internal hom on C/S , then, for any morphisms
X
p−→ S and Y f−→ X , the dependent product/Weil restriction ∏pf is obtained as
the pullback ∏
pf [p, p ◦ f ]S
S [p, p]S
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where the bottow arrow is obtained by applying the adjunction C/S(idS ×Sp, p) ≃
C/S(idS , [p, p]S) to the isomorphism idS ×Sp ≃ p.
Given an object S ∈ σ-Set, let us fix some notation needed to study the
category
σ-Set/S .
By the methods of 4.4, we consider S as a discrete fibration S→ σ, i.e., a category
with the set of objects S0 = ⌊S⌋, the set of morphisms S1 ≃ N × S0, the source
map N× S0 → S0, (s, n) 7→ σnS(s), and the second projection as the target map.
An object Y
g−→ S of σ-Set/S can be viewed as an object of [Sop,Set] via
Y (s) = Ys = g
−1({s}),
for s ∈ S0, and, for (n, s) ∈ S1,
Y (σnS(s)
(n,s)−−−→ s) = Y (s) σ
n
Y−−→ Y (σnS(s)).
For s ∈ S0, let Hs → S be the difference subset of N+ × S π2−→ S given by
Hs = {(n, σnSs) : n ∈ N}.
Its fibres are
Hs,u ≃ hs(u) = S(u, s) ≃ {n ∈ N : σnSs = u},
for u ∈ S, and note that
σ-Set/S(Hs, Y ) ≃ Ys.
The internal hom of Y
g−→ S, Z h−→ S in σ-Set/S is calculated through the
identification
[g, h]S ≃ [Sop,Set][Y, Z].
As an object of σ-Set/S , it is determined by its fibres over all s ∈ S0, and they are
evaluated as
[g, h]S,s ≃ [Sop,Set][Y, Z](s) ≃ [Sop,Set](hs × Y, Z) ≃ σ-Set/S(Hs ×S Y, Z),
Given ϕ ∈ σ-Set/S(Hs ×S Y, Z), writing
ϕn = ϕ(n, σ
ns,−) : Yσns → Zσns,
we obtain that
[g, h]S,s = {(ϕn)n ∈
∏
n∈N
Set(Yσns, Zσns) : ϕn+1 ◦ σX = σY ◦ ϕn}.
The difference structure on [g, h]S is given by shifts
σ : [g, h]S,s → [g, h]S,σS(s), (σϕ)n = ϕn+1.
Given an object X
p−→ S in σ-Set/S , the canonical isomorphism
σ-Set/S(p×S g, h) ≃ σ-Set/S(p, [g, h]S)
assigns to a σ-Set/S morphism φ : X ×S Y → Z the σ-Set/S-morphism θ : X →
[g, h]S by letting, for each s ∈ S, θs : Xs → [g, h]S,s be defined as
(θs(x))n(y) = φσnSs(σ
n
Xx, y),
for y ∈ YσnSs.
Conversely, given a morphism θ : X → [g, h]S over S, we define the morphism
φ : X ×S Y → Z over S fibre-wise by the rule
φs : Xs → [g, h]S,s, φs(x, y) = (θs(x))0(y) ∈ Zs.
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The evaluation map
[Y, Z]S ×S Y → Z
sends a pair (ϕ, y) ∈ [Y, Z]S,s × Ys to ϕ0(y) ∈ Zs.
We can now calculate the dependent product∏
p(Y
f−→ X)→ S
using the above pullback diagram. Its fibres are
(
∏
pf)s = {h ∈ σ-Set/S(Hs ×S X,Y ) : f(h(n, σns, x)) = x, for n ∈ N, x ∈ Xσns}
≃ {(hn) ∈ [X,Y ]S,s : hn(x) ∈ Yx, for x ∈ Xσns}.
The reader can verify that we obtain the same result from the identification
(
∏
pf)s = σ-Set/S(Hs,
∏
pf) ≃ σ-Set/X(p∗Hs, Y ).
An explicit formula for
∏
X follows by choosing p : X → e, and we compute
that∏
X(Y
f−→ X) = {h ∈ [X,Y ] | f ◦ h = idX ∈ [X,X ]}
= {h : N×X → Y |h(n, x) ∈ Yx for all x ∈ X}.
If we set hn(−) = h(n,−), we obtain that for all n ∈ N and x ∈ X , hn(x) ∈ Yx,
hn+1(σXx) = σY hn(x),
and
∏
Xg is equipped with the shift s(h0, h1, . . .) = (h1, h2, . . .).
Clearly, ∏
X(Y
f−→ X) ≃
∏
i
∏
Xi
(f−1(Xi)→ Xi),
where X =
∐
iXi is the partition of X into maximal σ-orbits. Hence, we may
assume that X = O(x) = {x, σx, σ2x, . . .}, and, in that case, an element h is
determined by values yi = h0(σix) ∈ Yσnx and yj = h−j(x) ∈ Yx for i ≥ 0, j < 0.
If x is not preperiodic, i.e., all the elements of (σix : i ∈ N) are distinct, we
obtain ∏
Xf ≃
∏
j<0
Yx ×
∏
i≥0
Yσix,
with the shift
s(. . . ,y−1, y0, y1, y2, . . .)
= (. . . ,y−2,y−1,σy0,σy1, . . .).
If x is periodic with the least period of length n, i.e., σnx = x, n > 0, then∏
Xf ≃
n−1∏
i=0
Yσix,
with the shift
s(y0, y1, . . . , yn−1) = (σyn−1, σy0, . . . , σyn−2).
If x is preperiodic with the least pair 0 < m < n such that σmx = σnx, then∏
Xg ⊆
∏
j<0
Yx ×
n−1∏
i=0
Yσix,
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consists of the tuples y satisfying the relations
σym−1 = σyn−1, . . . , σ
my0 = σ
myn−m
σmy−1 = σ
m+1yn−m−1, . . . , σ
mym−n+1 = σ
n−1y1
σmym−n−i = σ
ny−i, i ≥ 0.
Example 13.3. The dependent product in the difference case is not necessarily
exact. Let X = {0, 1, 2}, with σ(0, 1, 2) = (1, 2, 1), let Y = {ai, bi : i ∈ X} with
σ(a0, b0, a1, b1, a2, b2) = (a1, a1, a2, b2, a1, a1), and let f : Y → X be the projection
ai 7→ i, bi 7→ i. Then
∏
Xf = ∅ since there do not exist y0 ∈ Y0 and y2 ∈ Y2 with
σy0 = σy2.
13.4. Logic of difference sets. Logical operations on Ω are the following. The
map ‘true’ was defined above, while the ‘false’ map is
f : I → Ω, ∗ 7→ ∞.
Conjunction is the classifying map of I
(t,t)−−→ Ω× Ω, which yields
∧ : Ω→ Ω, ∧(i, j) = max{i, j}.
Disjunction is the classifying map of the union of subobjects Ω× I id×t−−−→ Ω×Ω and
I × Ω t×id−−−→ Ω× Ω, and we compute
∨(i, j) = min{i, j}.
Negation ¬ : Ω→ Ω is the classifying map of I f−→ Ω, which is
¬(i) =
{
0, i =∞;
∞, i ∈ N.
Note that ¬¬ 6= idΩ, so σ-Set is not a Boolean topos. On the other hand, we can
directly verify the relation
¬(i ∧ j) = ¬i ∨ ¬j,
so σ-Set is a De Morgan topos.
The order relation Ω1 = Eq(∧, π1) ⊆ Ω× Ω becomes
(i, j) ∈ Ω1, if i ≥ j,
and the implication is the classifying map of Ω1 → Ω× Ω, i.e.,
⇒(i, j) =
{
0, i ≥ j;
j, i < j.
The above structure makes the poset Ω into an internal Heyting algebra in
σ-Set.
13.5. Heyting algebra of difference subsets. Given an object X ∈ σ-Set,
arguing through characteristic maps of subobjects, the Heyting algebra structure
of Ω makes
Sub(X)
a Heyting algebra with the following operations.
For subobjects U and V of X , clearly
U ∧ V = U ∩ V, U ∨ V = U ∪ V.
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Moreover,
U ⇒ V = {x ∈ X : for all n ∈ N, σnXx ∈ U implies σnXx ∈ V },
and
¬U = {x ∈ X : for all n ∈ N, σnXx /∈ U}.
Given a morphism f : X → Y in σ-Set, we can describe the functors
Sub(X) Sub(Y )
f−1
∀f
∃f
⊢
⊣
as follows.
The functor f−1 is defined as the restriction of the pullback functor f∗ :
σ-Set/Y → σ-Set/X to Sub(Y ), whence
f−1(V ֌ Y ) = f−1(V )֌ X
is the usual set-theoretic preimage.
By definition,
∃f (U ֌ X) = im(U ֌ X f−→ Y ) = f(U)֌ Y
is the usual set-theoretic image of U along f .
On the other hand, the functor ∀f is the restriction of
∏
f : σ-Set/X → σ-Set/Y
to Sub(X), so 13.2 yields that
∀f (U ֌ X) = {y ∈ Y : for all n ∈ N, Uσny = Xσny}֌ Y.
13.6. Difference power objects. Given an object X ∈ σ-Set, its power object
is constructed as
PX = [X,Ω] ≃ σ-Set(N+ ×X,Ω) ≃ Sub(N+ ×X).
It follows that PX is the set of commutative diagrams of the form
Y0 ⌊X⌋
Y1 ⌊X⌋
Y2 ⌊X⌋
σX
σX
which are thought of as ‘generalised difference subsets’.
Indeed, if Y ∈ PX is viewed as a subobject of N+×X , writing Yi for the fibre
of Y over i ∈ N, we have that
σX(Yi) ⊆ Yi+1.
Conversely, any system (Yi)i∈N of subsets of X satisfying the above property gives
rise to an an element of PX .
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An element y = (yi) ∈ [X,Ω] corresponds to the system of subsets Y = (Yi)
via Yi = y
−1
i (0).
The membership relation ∈X ⊆ PX ×X is defined by
((Yi), x) ∈ ∈X if x ∈ Y0,
or, equivalently, ((yi), x) ∈ ∈X if y0(x) = 0.
A monomorphism R→ X × Y induces the difference map
r : Y → PX = [X,Ω], r(y)i(x) = min{n : (σn+iy, σnx) ∈ R},
which realises the universal property of power objects in this case.
By applying 13.5 to PX ≃ Sub(N+×X), we see that PX is an internal Heyting
algebra in σ-Set with the following operations. For Y = (Yn), Z = (Zn) ∈ PX ,
(Y ∧ Z)n = Yn ∧ Zn, (Y ∨ Z)n = Yn ∨ Zn,
inducing the partial order
Y ≤ Z whenever Yn ⊆ Zn for all n.
Moreover,
(Y ⇒ Z)n = {x ∈ ⌊X⌋ : ∀i ∈ N σix ∈ Yn+i ⇒ σix ∈ Zn+i},
and
(¬Y )n = {x ∈ ⌊X⌋ : ∀i ∈ N σix /∈ Xn+i}.
13.7. A standard site for difference sets. Let D be the finite completion of
the full subcategory of finitely presented difference sets in σ-Set.
Then D is dense in σ-Set for the canonical topology (cf. [36, C2.2.1]), since
every U ∈ σ-Set can be written as a union U = ⋃i∈I Ui of (maximal) σU -orbits
Ui ∈ D , and the sieve generated by the family {Ui ֌ U : i ∈ I} belongs to the
canonical coverage.
Moreover, the restriction JD of the canonical coverage of σ-Set to D is sub-
canonical, since for U ∈ D , presheaves D(−, U) are JD -sheaves.
The Comparison Lemma [36, C2.2.3] gives that
σ-Set ≃ Sh(σ-Set, Jcanonical) ≃ Sh(D , JD),
whence we conclude that (D , JD) is the standard site for σ-Set.
More explicitly, for each L ∈ Sh(D , JD), there exists an object L0 ∈ σ-Set
such that L is the restriction of hL0 to D , i.e., for U ∈ D ,
L(U) = σ-Set(U,L0).
Since N+ ∈ D , the representing object can be calculated as
L0 = (L(N+), L(σN+)).
13.8. Locales in difference sets. Let L be a poset in σ-Set. For variables a:L
and X :PL, the upper bound and supremum predicates
ub(a,X) ≡ ∀x:L x ∈ X ⇒ x ≤ a,
sup(a,X) ≡ ub(a,X) ∧ ∀b:L ub(b,X)⇒ a ≤ b
are interpreted as
JubK = {(a,X) ∈ ⌊L⌋ × ⌊PL⌋ : ∀n ∈ N ∀x ∈ Xn x ≤ σna}
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and
JsupK = {(a,X) ∈ ⌊L⌋ × ⌊PL⌋ : (a,X) ∈ JubK
∧ ∀m ∈ N ∀b ∈ ⌊L⌋ (b, σmX) ∈ JubK ⇒ σma ≤ b}
= {(a,X) : (∀n ∀x ∈ Xn x ≤ σna)
∧ (∀m ∀b ∈ ⌊L⌋(∀n ∀x ∈ Xn+m x ≤ σnb)⇒ σma ≤ b)}.
The poset L is complete if
|= ∀X :PX ∃a:L sup(a,X),
and then there exists ([5, 6.11.6]) a morphism∨
: PL→ L
such that |= sup(∨X,X).
Example 13.9. By the general principle, for every X ∈ σ-Set, PX is an
internal frame, i.e., an internal Heyting algebra which is complete as an internal
poset. Using the above description of suprema, we can directly verify that the join
of Y ∈ P (PX) is given by
(
∨
Y )n = {x ∈ ⌊X⌋ : ∃Y ∈ Xn x ∈ Y0}.
Proposition 13.10. The category
Loc(σ-Set)
of locales in σ-Set is equivalent to the category of locales equipped with an open
endomorphism.
Proof. Let X be a locale in σ-Set, with associated internal frame L =
O(X) ∈ Loc(σ-Set). We apply [36, C1.6.10] to L, viewed as a sheaf on the
standard site (D , JD) for σ-Set discussed in 13.7, to obtain a frame L0 = L(N+),
equipped with an endomorphism σ∗ = L(σN+) of complete lattices admitting a left
adjoint σ! and satisfying the Frobenius reciprocity
σ!(σ
∗u ∧ v) = u ∧ σ!v,
for u, v ∈ L0. By definition, this means that the corresponding locale map σ : X →
X is open.
Conversely, suppose that we are given a frame L0 and an adjoint pair σ! ⊣ σ∗
satisfying Frobenius reciprocity, as above. Let us show that L = (L0, σ∗) is an
internal frame in σ-Set.
To verify internal completeness, let F = (Fn) ∈ PL, so that Fn ⊆ L0 with
σ∗Fn ⊆ Fn+1, and let us show that
a =
∨
n∈N
∨
∃(σn! )Fn =
∨
n∈N
∨
{σn! x : x ∈ Fn}
is the supremum of F in the sense discussed above. Clearly, for every n and every
x ∈ Fn, σn! x ≤ a, so, by adjunction, x ≤ σ∗na. Moreover, suppose b ∈ L0 and i ∈ N
are such that for every n and every x ∈ Fn+i, x ≤ σ∗nb. By adjunction, for every
n,
∨{σn! x : x ∈ Fn+i} ≤ b, and, applying σi! to both sides, we obtain that∨
n∈N
∨
{σn+i! x : x ∈ Fn+i} =
∨
n∈N
∨
∃(σn+i! )Fn+i ≤ σi! b.
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On the other hand, using the fact that σ∗(Fn) ⊆ Fn+1, we have that
∨ ∃(σn! )Fn ≤∨ ∃(σn+1! )Fn+1 for all n, so the left hand side in the above inequality equals a,
whence σ∗ia ≤ b, as required.
This complete lattice is a frame since, using Frobenius reciprocity,
b ∧
∨
F = b ∧
∨
n∈N
∨
{σn! x : x ∈ Fn} =
∨
n∈N
∨
{b ∧ σn! x : x ∈ Fn}
=
∨
n∈N
∨
{σn! (σ∗nb ∧ x) : x ∈ Fn} =
∨
(b ∧ F ),
where (b ∧ F )n = {σ∗nb ∧ x : x ∈ Fn}. 
Example 13.11. Let L be a frame with an endomorphism σ. Then (L, σ) is a
lattice in σ-Set, and we can complete it to a frame L˜ in σ-Set as follows. Let
L˜ = {(ui)i∈N : ui ∈ L, σ∗ui ≤ ui+1}.
We define maps s, r : L˜→ L˜ by
s(u0, u1, . . .) = (u1, u2, . . .), and r(u0, u1, . . .) = (⊥L, u0, u1, . . .).
Then L˜ is a frame with coordinate-wise operations, endowed with an endomorphism
s admitting a left adjoint r satisfying Frobenius reciprocity, so 13.10 shows that it
is an internal frame in σ-Set.
It can be verified by a combination of techniques used in 13.9 and 13.10 that
the join map
∨
: PL˜→ L˜ is given, for F = (Fn) ∈ PL˜, by the formula(∨
F
)
n
=
∨
{u0 : u ∈ Fn}.
13.12. Points of the topos of difference sets. Points of σ-Set correspond to
flat functors σ → Set by Diaconescu’s theorem 4.25,
[Set,σ-Set] = [Set, [σop,Set]] ≃ Flat(σ,Set).
A functor E : σ → Set is flat if and only if it corresponds to a free and transitive
N-action in the sense that ⌊E⌋ 6= ∅, for all y ∈ ⌊E⌋, σny = σmy implies m = n and
for all y, z ∈ ⌊E⌋ there exists an n with z = σny or y = σnz. Hence, the only flat
functors correspond to difference sets
N+ and Z+ = (Z, n 7→ n+ 1).
The point
τ(N+) : Set→ σ-Set = [σop,Set]
associated with N+ is the pair of adjoint functors
τ(N+)
∗ = ⌊ ⌋ : σ-Set→ Set, τ(N+)∗ = | ⌉ : Set→ σ-Set
encountered in 12.8. Indeed, τ(N+)∗ = −⊗σ N+, where, for X ∈ σ-Set, X ⊗σ N+
is the set {x ⊗ n : x ∈ ⌊X⌋, n ∈ N} modulo the relation σx ⊗ n = x ⊗ (n + 1),
which clearly identifies with ⌊X⌋. On the other hand, τ(N+)∗ = Hom(N+,−),
and we see that, for S ∈ Set, Hom(N+, S) = |S⌉, i.e., the set Hom(N+, S)(o) =
Hom(N+(o), S) = Hom(N, S) = S
N equipped with the left shift.
We note that σ-Set has enough points since τ(N+)∗ = ⌊ ⌋ is conservative.
The point
τ(Z+) : Set→ σ-Set = [σop,Set]
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associated with Z+ is described as follows. Its inverse image is the functor
τ(Z+)
∗ : σ-Set→ Set, X 7→ lim−→(· · ·
σ−→ ⌊X⌋ σ−→ ⌊X⌋ σ−→ · · · ).
Indeed, by definition, τ(Z+)∗(X) = X ⊗σ Z+ is the set {x ⊗ n : x ∈ ⌊X⌋, n ∈ Z}
modulo the relation σx ⊗ n = x ⊗ (n+ 1), which identifies with the colimit of the
diagram consisting of copies of ⌊X⌋ indexed by Z and connected by maps σX .
On the other hand, its direct image functor is given by
τ(Z+)∗(S) = Hom(Z+, S) = S
Z,
equipped with the (invertible) left shift.
13.13. Categories internal in difference sets. There is an equivalence of 2-
categories
cat(σ-Set) ≃ [σ, cat] = σ-cat.
In order to verify this, let D = (D0, D1) ∈ cat(σ-Set). Let D be a category with
objects ⌊D0⌋ and arrows ⌊D1⌋. The action of σD0 on objects, together with the
action of σD1 on arrows give rise to an endofunctor σD : D → D , so we obtain an
object
(D , σD) ∈ σ-cat.
An internal functor f : C→ D yields a commutative diagram of functors
C D
C D
f
σC σD
f
while an internal natural transformation α between two internal functors f, g : C→
D yields a natural transformation α between functors f, g : C → D satisfying
ασC (X) = σD(αX),
for every X ∈ C .
13.14. Internal presheaves in difference sets. Let S = σ-Set = [σ,Set],
let C ∈ cat(S ). We can describe the category [Cop,S ] of internal S -valued
presheaves on D in terms of the difference category (C , σC ) ∈ σ-cat associated to
C as in 13.13 as follows.
Unravelling the definition of internal presheaves from 4.3, we see that an F ∈
[Cop,S ] corresponds to an σC -equivariant presheaf on C , i.e., an object F ∈
[C op,Set] equipped with a natural transformation
σF : F→ σ∗CF = F ◦ σC .
We have thus established an equivalence
[Cop,S ] ≃ [C op,Set]σC ,
where the latter denotes the category of σC -equivariant presheaves on C .
Note that, forX ∈ C (i.e., X ∈ ⌊C0⌋) the value of the presheaf F corresponding
to the internal presheaf F on X is the fibre
F(X) = F0,X = γ
−1
0 ({X}),
and, for a morphism X ′
f−→ X in C (i.e., f ∈ ⌊C1⌋), we have
F(f) = eF (f,−) : F(X)→ F(X ′).
106
13.15. Topos of internal presheaves in difference sets. With the notation
of 13.14, we describe the elementary topos structure of the Grothendieck topos
[Cop,S ].
For F,G ∈ [Cop,S ], the internal hom
[F,G] ∈ [Cop,S ]
can be worked out from first principles as in 4.8, but we proceed as follows.
The underlying object U [F,G] ∈ S/C0 can be determined through its fibres
over c ∈ ⌊C0⌋ by the relation
(U [F,G])c ≃ S/C0(Hc, U [F,G]) ≃ Hom(R(Hc), [F,G]) ≃ Hom(R(Hc)× F,G),
where Hc ֌ C∗0N+ is given by Hc = {(n, σnc) : n ∈ N}.
By definition, R(Hc) = C1 ×C0 Hc d0π1−−−→ C0, hence
R(Hc) = {(f, n, σnc) : d1f = σnc},
with evaluation map
eR(Hc) : C1 ×C0 R(Hc)→ R(Hc), (g, f, n, σnc) 7→ (f ◦ g, n, σnc).
Let
P = R(Hc)×C0 F0 = {(f, n, σnc, x) : d1f = σnc, d0f = γF (x)},
with evaluation
eP : C1 ×C0 P → P, (g, f, n, σnc, x) 7→ (f ◦ g, n, σnc, eF (g, x)).
Thus, an element ϕ ∈ Hom(R(Hc)×F,G) is a difference map P → Y in S/C0 such
that
eG ◦ d∗1ϕ = ϕ ◦ eP .
More explicitly, for (g, f, n, σnc, x) ∈ C1 ×C0 P ,
eG(g, ϕ(f, n, σ
nc, x) = ϕ(f ◦ g, n, σnc, eF (g, x)),
i.e.,
G(g)(ϕ(f, n, σnc, x)) = ϕ(f ◦ g, n, σnc,F(g)(x)).
Consider the maps in S/C0 defined by
ϕn : C1,σnc ×C0 X → Y, ϕn(f, x) = ϕ(f, n, σnc, x),
where C1,σnc = {f ∈ C1 : d1f = σnc} d0−→ C0. The compatibility of ϕ with
evaluation maps yields that
G(g)ϕn(f, x) = ϕn(f ◦ g,F(g)(x)),
so ϕn can be viewed as a natural transformation
ϕn : hσn
C
c × F→ G
of presheaves on C . Moreover, the fact that ϕ is a difference map yields that
ϕn+1(σC1f, σF0x) = σG0ϕn(f, x),
so we obtain a commutative diagram
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hσn
C
c × F G
σ∗
C
(hσn+1
C
c)× σ∗C (F) σ∗CG
ϕn
σn × σF σG
σ∗
C
ϕn+1
where σn,u : hσnc(u)→ hσn+1c(σCu) is the restriction of σC1 to hσnc(u) = C (u, σnc),
which maps to C (σu, σn+1c) = hσn+1c(σCu).
If we write ϕ¯n for the morphisms obtained from ϕn by adjunction, the above
is equivalent to the commutativity of the diagram
hσn
C
c [F,G]
[F, σ∗G]
σ∗(hσn+1
C
c) [σ
∗F, σ∗G]
ϕ¯n
σn
[F, σG]
[σF, σ
∗
G]
σ∗
C
ϕn+1
where the bottom arrow decomposes as
σ∗(hσn+1
C
c)
σ∗ϕ¯n+1−−−−−→ σ∗[F,G] σ˜
∗
−→ [σ∗F, σ∗G],
and σ˜∗ is the canonical natural transformation defined as follows. For u ∈ C ,
σ˜∗u : Hom(Fσu,Gσu)→ Hom((σ∗F)u, (σ∗G)u)
is the map taking the natural transformation ψ to the natural transformation σ˜∗(ψ)
whose component at u′
f−→ u is given by
σ˜∗(ψ)f = ψσf : F(σu
′)→ G(σu′).
To summarise, for c ∈ ⌊C0⌋, i.e., an object of C , modulo the identification
[C op,Set](hσn
C
c × F,G) ≃ [F,G](σnC c), the internal hom is given by
[F,G]c = [(F, σF), (G, σG)](c)
≃
{
(ϕn)n ∈
∏
n∈N
[F,G](σnC c) : σG ◦ ϕn = σ∗Cϕn+1 ◦ (σn × σF) for n ∈ N
}
≃
{
(ϕ¯n)n ∈
∏
n∈N
[C op,Set](hσn
C
c, [F,G]) : [F, σG] ◦ ϕ¯n = [σF, σ∗G] ◦ σ˜∗ ◦ σ∗ϕ¯n+1 ◦ σn
}
.
In order to determine the subobject classifier
Ω = Ω[Cop,S ],
we observe that its fibre over an object c ∈ ⌊C0⌋ can be calculated from
(UΩ)c ≃ S/C0(Hc, U(Ω)) ≃ Hom(R(Hc),Ω) ≃ Sub(R(Hc)),
so it suffices to identify the subpresheaves of R(Hc). Using the above description
of R(Hc), let S ֌ R(Hc) be a subobject, and let
Sn = {f ∈ C1 : (f, n, σnc) ∈ S}.
This is a set of morphisms of C with target σnc, and the requirement that S must
be closed under the action of R(Hc) implies that Sn is a sieve on σnc in C .
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Moreover, the difference structure of S yields that
σC (Sn) ⊆ Sn+1.
Hence, the subobject classifier is the internal presheaf Ω on C, or equivalently,
the σC -equivariant presheaf (Ω, σΩ), determined by
Ωc = Ω(c) ≃ {(Sn)n : Sn is a sieve on σnC c in C , and σC (Sn) ⊆ Sn+1} ,
with
σΩ : Ω→ σ∗CΩ
acting on the sequences (Sn) as the shift.
We invite the reader to obtain the same result from the general description
given in 4.8, and we give another calculation in 13.19 using the description of Ω as
the object of sieves in the internal logic of S .
13.16. Externalising internal presheaves in difference sets. In 4.14 we con-
structed the category
σ ⋊C ≃ σ ⋊ C
with the same objects as C , and morphisms X → Y are pairs (n, f), consisting of
an n ∈ N, and a C -morphism
f : X → σnCY,
and the composite of X
(n,f)−−−→ Y (m,g)−−−→ Z is the pair (m+ n, σn
C
(g) ◦ f).
We obtain another explicit description on internal S -valued presheaves on C
as ordinary presheaves on σ ⋊ C ,
[Cop,σ-Set] ≃ [(σ ⋊ C )op,Set].
13.17. Presheaves and internal presheaves in difference sets. With nota-
tion from 13.14, suppose that there exist functors iC and rC that fit in the diagram
C σ ⋊C
1 σ
iC
rC
i
r
and satisfy rC ◦ iC = idC . By 4.9 and 13.14, we obtain a diagram of essential
geometric morphisms
Ĉ σ̂ ⋊C [Cop,σ-Set]
Set σ-Set
iC
rC
∼
i
r
with i∗
C
◦ r∗
C
≃ id, rC! ◦ iC! ≃ id, rC∗ ◦ iC∗ ≃ id, while i and r conform to the general
principles from 12.1, made more explicit for difference sets in 12.10.
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13.18. Internal difference limits and colimits. Let (C , σC ) be the category
with an endofunctor associated to an internal category C in σ-Set via 13.13. We
discuss internal limits and colimits over C, recalling the general principles from 4.6.
The constant internal presheaf functor
C∗ : σ-Set→ [Cop,σ-Set]
is described as follows. Given an object X ∈ σ-Set, the C -equivariant presheaf
(X, σX) corresponding to C∗X via 13.14 is the constant presheaf on C ,
X = C ∗⌊X⌋, X(c) = ⌊X⌋
for c ∈ C , together with the natural transformation σX : X→ σ∗CX = X given by
σX,c = σX : ⌊X⌋ → ⌊X⌋.
The internal colimit functor
lim−→C : [C
op,σ-Set]→ σ-Set
is left adjoint to C∗. For an internal presheaf F ∈ [Cop,σ-Set], we have
lim−→C F = coeq(F1 F0
e
π2
).
Writing (F, σF) for the σC -equivariant presheaf corresponding to F via 13.14, and
taking into account that the above coequaliser in σ-Set is calculated as coeq(⌊F1⌋ ⌊F0⌋
⌊e⌋
⌊π2⌋
),
with a naturally induced difference operator, we see that
lim−→C F = lim−→C F,
together with a difference operator induced by σC and σF by naturality of colimits.
Using the fact that the internal limit functor
lim←−C : [C
op,σ-Set]→ σ-Set
is right adjoint to C∗, we compute
⌊lim←−C F ⌋ ≃ σ-Set(N+, lim←−C F ) ≃ [C
op,σ-Set](C∗N+, F ),
and the latter set consists of morphisms
u ∈ σ-Set/C0(C0 ×N+, F0), such that e ◦ d∗1u = u ◦ e.
More explicitly, the functions un = u(−, n) ∈ Hom/⌊C0⌋(⌊C0⌋, ⌊F0⌋) satisfy un(c) ∈
F(c), un(d0f) = e(f, un(d1f)) = F(f)(un(d1f)) and un+1(σC c) = σF(un(c)).
Thus, we can identify them with elements un ∈ Ĉ (e,F) ≃ Γ(F), where e = C ∗e is
the terminal presheaf on C and Γ : Ĉ → Set denotes the classical global sections
functor. Hence
lim←−C F = {(un) ∈ Γ(F)
N ≃ Ĉ (e,F)N : un+1 ◦ σC = σF ◦ un},
with the difference structure provided by the usual shift.
If C has a terminal object e, then Γ(F) ≃ F(e), and the above expression
simplifies to
lim←−C F = {(un) ∈ F(e)
N : F(σC e→ e)(un+1) = σF(un)}.
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13.19. Internal sites in difference sets. Let (C , σC ) be a category with an
endofunctor associated with a category C internal in σ-Set as in 13.13.
Interpreting the formula from 4.11, we find that the fibre of the object of sieves
of C over an object b ∈ ⌊C0⌋ is
Sv(C)b = {S ∈ ⌊P (d1)b⌋ | ∀n, ∀f, f ′ ∈ ⌊C1⌋, f ∈ σnS ∧ d1(f ′) = d0(f)⇒ f ◦ f ′ ∈ σnS}
= {(Sn) ∈ ⌊P (d1)b⌋ | ∀n, ∀f, f ′ ∈ ⌊C1⌋, f ∈ Sn ∧ d1(f ′) = d0(f)⇒ f ◦ f ′ ∈ Sn}
= {(Sn) ∈ ⌊PC1⌋ | for all n, Sn is a sieve on σnb in C }.
An internal coverage is a span of σ-Set-morphisms
C0
b←− T c−→ Sv(C)֌ PC1
such that, for all t ∈ ⌊T ⌋, c(t)0 is a sieve on b(t), satisfying the following difference
analogue of axiom (C). If we form the object
Q = {(t′, f, t) ∈ T ×C0 C1 ×C0 T | ∀n, ∀f ′ ∈ ⌊C1⌋, f ′ ∈ c(t′)n ⇒ σnf ◦ f ′ ∈ c(t)n},
then the difference morphism
Q
π23−−→ C1 ×C0 T
is an epimorphism. Rewritten in a more familiar form, we require that whenever
f ∈ ⌊C1⌋ and t ∈ ⌊T ⌋ satisfy d1(f) = b(t), if we consider f∗c(t) ∈ ⌊PC1⌋ given by
(f∗c(t))n = {f ′ ∈ ⌊C1⌋ : σnf ◦ f ′ ∈ c(t)n},
then there exists t′ ∈ ⌊T ⌋ such that c(t′) ≤ f∗c(t), i.e., for every n and every
f ′ ∈ c(t′)n, we have that σnf ◦ f ′ ∈ c(t)n.
13.20. Internal sheaves in difference sets. Let (C, T ) be an internal site in
σ-Set, as described in 13.19, and let (F , σF ) be the data associated with an internal
presheaf F ∈ [Cop,σ-Set] as in 13.14.
Let s = (sn) ∈ [d0, γ0] be a system of sections of F , and let S = (Sn) ∈ Sv(C)
be a sieve. By interpreting the formula compF from 4.13 in difference sets, we see
that s is a system of sections of F compatible with S, provided
∀n, ∀(f, g) ∈ ⌊C2⌋, f ∈ Sn ⇒ sn(f ◦ g) = e(g, sn(f)) = F (g)(sn(f)),
i.e., for each n, sn is a system of sections of F compatible with Sn, with
sn+1 ◦ σC = σF ◦ sn.
By interpreting the internal sheaf property from 4.13, we see that F is a T -sheaf
if for all t ∈ ⌊T ⌋ and s ∈ [d0, γ0],
(∀n, ∀(f, g) ∈ ⌊C2⌋, f ∈ c(σnt)⇒ sn(f ◦ g) = e(g, sn(f)))
⇒ ((∃s˜ ∈ ⌊F0⌋, γ0(s˜) = b(t) ∧ ∀n, ∀f ∈ c(σnt) = c(t)n, e(f, σns˜) = sn(f))
∧ (∀i, ∀s˜′, s˜′′ ∈ ⌊F0⌋, γ0(s˜′) = γ0(s˜′′) = b(σit)
⇒ (∀n, ∀f ∈ c(t)n+i, e(f, σns˜′) = e(f, σns˜′′))⇒ s˜′ = s˜′′)) .
Equivalently, the data (F , σF ) gives rise to a T -sheaf if, for every t ∈ ⌊T ⌋ and
every system s = (sn) of sections of F compatible with c(t) in the sense described
above, there exists a section s˜ ∈ F (b(t)) such that for every n, and every f ∈ c(t)n,
F (f)(σns˜) = sn(f),
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i.e., σns˜ is obtained by glueing the system sn of sections of F with respect to
the sieve c(t)n. Moreover, this glueing is unique in the sense that whenever i
and s˜′ ∈ F (σib(t)) are such that for every n and every f ∈ c(t)n+i = c(σn+it),
F (f)(σns˜′) = sn+i(f), then s˜′ = σis˜.
13.21. Internal sheaves and equivariant sheaves in difference sets. Let
(C, T ) be an internal site in S = σ-Set, let (C , σC ) correspond to C by 13.13, and
suppose that T ֌ C0 × Sv(C) is such that there exists a coverage T on C such
that
(1) (b, S) ∈ T if and only if, for all n, (σnb, Sn) ∈ T ;
(2) (b, S) ∈ T implies (σb, σ(S)) ∈ T .
Then we have an equivalence of categories
ShS (C, T ) ≃ Sh(C ,T )σC ,
i.e., the equivalence of categories of presheaves 13.14 restricts to the respective full
subcategories of sheaves.
Indeed, if F ∈ ShS (C, T ), let (F, σF) ∈ [C op,Set]σC be the corresponding
σC -equivariant presheaf. In order to verify that F is a T -sheaf, let s0 be a system
of sections of F compatible with a T -covering sieve S0 of b ∈ C .
Define Sn = σn(S0), and let sn : Sn → F0 be a morphism given by sn(σnCh) =
σn
F
s0(h). Using assumptions (1) and (2), s = (sn) is a system of sections of F com-
patible with a T -covering sieve S = (Sn), so the internal unique glueing property
13.20 for F yields a section s˜ ∈ F(b) that also realises the unique glueing property
for F.
Conversely, let F ∈ Sh(C ,T )σC , and let F ∈ [Cop,S ] be the corresponding
internal presheaf. Let s = (sn) be a system of sections of F compatible with a
T -covering sieve S = (Sn) in the sense of 13.20. By assumption (1), for every
n ∈ N, sn is a system of sections of F compatible with a T -covering sieve Sn, so
the glueing property of F yields a section s˜n.
Assumption (2) gives that, for each n, σ(Sn) is a subcover of Sn+1, and the
glueing data is compatible since sn+1σC = σFsn, so by the uniqueness of gluing for
F we deduce that
s˜n+1 = σFs˜n.
This shows that the internal glueing condition from 13.20 for F is satisfied by s˜0,
and the internal uniqueness property is verified in a similar way.
14. Generalised difference categories
14.1. Generalised difference categories. Let C be a category and let E ∈
Ob(σ-Set). We let the category
σE-C
have the same objects as σ-C , and, for X,Y ∈ Ob(σE -C ) = Ob(σ-C ),
σE-C (X,Y ) = {(fe) ∈ C (X,Y )E : fσE(e) ◦ σX = σY ◦ fe, for e ∈ E}.
Similarly, the category
σ
E -C
has the same objects as σ-C and morphism sets
σ
E-C (X,Y ) = {(fe) ∈ C (X,Y )E : fe ◦ σX = σY ◦ fσE(e), for e ∈ E}.
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For a natural number n, let σn-C be the category with the same objects as σ-C ,
but with the following more flexible notion of morphism. A morphism (X, σ) →
(Y, σ) is a sequence (f0, f1, . . . , fn) of morphisms fi ∈ HomC (X,Y ) such that for
i < n,
fi+1 ◦ σX = σY ◦ fi.
We abbreviate Hom
σn-(C ) as Homn. Given X,Y ∈ Ob(σ-C ), we have maps πn, sn :
Homn+1(X,Y )→ Homn(X,Y ), where
πn(f0, . . . , fn+1) = (f0, . . . , fn), sn(f0, . . . , fn+1) = (f1, . . . , fn).
In the special case of E = (N, i 7→ i+ 1), we obtain categories
σ∞-C = σN-C and σ∞-C = σN-C .
More explicity, the set of morphisms between objects X and Y in σ∞-C is
Hom∞(X,Y ) = {(fi) ∈ HomC (X,Y )N : fi+1 ◦ σX = σY ◦ fi for all i ∈ N}.
Note that Hom∞(X,Y ) has a structure of a difference set with the shift map
s(f0, f1, . . .) = (f1, f2, . . .).
Equivalently, (Hom∞(X,Y ), s) ∈ Ob(σ-Set) is the limit of the system (Homn(X,Y ), sn)
with respect to connecting maps πn.
There is an embedding of categories
I∞ : σ-C → σ∞-C
given as identity on objects, while for X,Y ∈ Ob(σ∞-C ) = Ob(σ-C ), the map
I∞ : Homσ-C (X,Y )→ Hom∞(X,Y ) is defined by
f0 7→ (f0, f0, . . .).
More precisely,
Homσ-C (X,Y ) ≃ Fix(Hom∞(X,Y )) = (Hom∞(X,Y ))s
= {f ∈ Hom∞(X,Y ) : s(f) = f}
≃ {f ∈ Hom1(X,Y ) : s0(f) = π0(f)}.
For f ∈ Hom∞(X,Y ), identifying σX and σY with I∞(σX) and I∞(σY ), we can
write
s(f) ◦ σX = σY ◦ f.
It is practical to write
J∞ = I∞ ◦ I : C → σ∞-C .
We leave a completely analogous discussion of sets
Hom∞(X,Y ) = {(fi) ∈ HomC (X,Y )N : fi ◦ σX = σY ◦ fi+1 for all i ∈ N},
and the embeddings
I∞ : σ-C → σ∞-C and J∞ = I∞ ◦ I : C → σ∞-C
to the reader.
Lemma 14.2. For any difference set E, we have isomorphisms
σ-Set(E,σ∞-C (X,Y )) ≃ σE-C (X,Y ),
and
σ-Set(E,σ∞-C (X,Y )) ≃ σE-C (X,Y ).
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In the case E = (Z, i 7→ i+1), we obtain categories σZ-C and σZ-C . Explicitly,
HomZ(X,Y ) = {(fi) ∈ HomC (X,Y )Z : fi+1 ◦ σX = σY ◦ fi for all i ∈ Z},
together with the (invertible) shift
s(fi) = (fi+1).
There is a natural embedding of categories
IZ : σ-C → σZ-(C ).
For i ∈ N, we consider the forgetful functor
⌊ ⌋i : σ∞-C → C ,
given on objects as ⌊(X, σ)⌋ = X , and on morphisms as ⌊(fi)⌋ = fi.1
14.3. Generalised difference categories are enriched over difference sets.
Let C be a category. Given X,Y ∈ Ob(σ∞-C ), the discussion in 14.1 yields an
object
σ∞-C (X,Y ) = (Hom∞(X,Y ), s) ∈ σ-Set,
so we can consider σ∞-C as a category enriched over σ-Set, with the usual com-
position of morphisms and the usual identity morphisms, i.e.,
σ∞-C ∈ (σ-Set)-cat.
The section functor Γ on σ-Set is usually referred to as the underlying set
functor ()0 : σ-Set→ Set,
S0 = σ-Set(e, S) = Fix(S).
It follows that the underlying category of a σ-Set-category σ∞-C is the ordinary
difference category,
(σ∞-C )0 = σ-C .
By definition, the objects of (σ∞-C )0 are Ob(σ∞-C ) = Ob(σ-C ), and, for X,Y ∈
Ob(σ-C ),
(σ∞-C )0(X,Y ) = (σ∞-C (X,Y ))0 = Fix(σ∞-C (X,Y )) ≃ σ-C (X,Y ).
Moreover, if T : A → B is σ-Set-functor, its underlying functor T0 : A0 → B0 is
simply T on objects, and T0,XY : A0(X,Y )→ B0(TX, TY ) is
FixTXY : FixA (X,Y )→ FixB(TA, TB).
The operations σ∗X = − ◦ σX and σY ◦ − provide two additional ways of con-
sidering ⌊Hom∞(X,Y )⌋ as an object of σ-Set.
Similarly, we verify that
σ
∞-C ∈ (σ-Set)-cat,
and its underlying category is again the ordinary difference category,
(σ∞-C )0 = σ-C .
The two constructions are related by duality of σ-Set-categories via
(σ∞-C )op ≃ σ∞-C op.
By direct verification, σZ-C is also enriched over σ-Set.
1Does this have any adjoints?
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14.4. Generalised difference categories are tensored and cotensored over
difference sets.
Proposition 14.5. (1) If C admits small coproducts, then σ∞-C is a
tensored σ-Set-category.
(2) If C is complete, then σ∞-C is a cotensored σ-Set-category.
Proof. (1) For tensored structure, given E ∈ σ-Set and X ∈ σ∞-C , we define
an object E ⊗X of σ∞-C as
E ⊗X =
∐
e∈E
Xe,
where Xe are isomorphic copies of ⌊X⌋, together with σ : E ⊗X → E ⊗X , given
on Xe as σX : Xe → XσE(s).
Let us construct an isomorphism
σ∞-C (E ⊗X,Y ) ≃ [E,σ∞-C (X,Y )],
functorial in X and Y .
For φ = (φi) ∈ σ∞-C (E⊗X,Y ), each φi belongs to C (E⊗X,Y ) ≃
∏
e∈E C (Xe, Y ),
so we can write it as φi = (φi,e)e∈E . By assumption,
φi+1,σE (e) ◦ σX = σY ◦ φi,e.
We define a morphism θ = θφ = (θi) ∈ [E,σ∞-C (X,Y )] by
θi(e)j = φi+j,σjE(e)
.
The stated properties of θ are verified through relations
θi+1 ◦ σE = s ◦ θi, i.e. θi+1(σE(e))j = θi(e)j+1,
and, for every e ∈ E,
(θi(e)) ∈ σ∞-C (X,Y ), i.e. θi(e)j+1 ◦ σX = σY ◦ θi(e)j .
Conversely, given θ = (θi) ∈ [E,σ∞-C (X,Y )], we define φ = φθ = (φi) ∈
σ∞-C (E ⊗X,Y ) by setting
φi,e = θi(e)0,
and we verify that the assignments φ 7→ θφ and θ 7→ φθ are mutually inverse.
(2) For cotensored structure, let E ∈ Ob(σ-Set) and X ∈ σ∞-C . We write Xe
for isomorphic copies of ⌊X⌋, e ∈ E, and consider the endomorphisms s, σ˜∗E , σ˜X∗ of
the object ∏
i∈N
(
∏
e∈E
Xe)
as follows:
(1) s is the usual shift operator;
(2) σ˜∗E =
∏
i∈N σ
∗
E , where σ
∗
E is the permutation of the factors of
∏
e∈E Xe
taking Xe identically onto XσE(e);
(3) σ˜X∗ =
∏
i∈N σX∗, where σX∗ =
∏
e∈E σXe .
We define the object [E,X ] in σ∞-C as the equaliser
[E,X ] = (eq(s ◦ σ˜∗E , σ˜X∗), s),
noting that s restricts to [E,X ] because it commutes with σ˜∗E and σ˜X∗. Let us
construct natural isomorphisms
σ∞-C (X, [E, Y ]) ≃ [E,σ∞-C (X,Y )].
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Let φ = (φi) ∈ σ∞-C (X, [E, Y ]). Thus,
φi+1 ◦ σX = s ◦ φi.
Moreover, each φi ∈ C (X, [E, Y ]), so, by the definition of [E, Y ] as an equaliser,
s ◦ σ˜∗E ◦ φi = σ˜X∗ ◦ φi.
Thus, writing the components of each φi as φi,j,e,
φi,j+1,σE (e) = σY ◦ φi,j,e.
We construct θ = θφ = (θi) ∈ [E,σ∞-C (X,Y )] by setting
θi(e)j = φi+j,0,σjE (e)
.
The stated properties of θ are verified through relations
θi+1 ◦ σE = s ◦ θi
and
θi(e)j+1 ◦ σX = σY ◦ θi(e)j ,
which are straightforward consequences of the above assumptions on φ.
Conversely, starting with a θ ∈ [E,σ∞-C (X,Y )], we define φ = φθ by
φi,j,e = θi+j(e)0 ◦ σjX ,
and we verify that φ ∈ σ∞-C (X, [E, Y ]), as well as the fact that the assignments
φ 7→ θφ and θ 7→ φθ are mutually inverse. 
Proposition 14.6. (1) If C has small products, then σ∞-C is a coten-
sored σ-Set-category.
(2) If C is cocomplete, then σ∞-C is a tensored σ-Set-category.
Proof. Both claims follow directly from 14.5, the fact that σ∞-C ≃ (σ∞-C op)op
and the general principle from 3.16.
We provide the explicit construction of cotensors for (1) below. Item (2) and
the explicit construction of tensors, dual to the construction of cotensors in 14.5, is
left to the reader.
Let X ∈ σ∞-C , and E ∈ σ-Set. Using the notation from the proof of 14.5(2),
we define the object JE,XK = XE of σ∞-C as
JE,XK = XE =
∏
e∈E
Xe,
together with σ : XE → XE given by
σ = σX∗ ◦ σ∗E .
For X,Y ∈ σ∞-C , and E ∈ σ-Set, we construct a natural isomorphism
[E,σ∞-C (X,Y )] ≃ σ∞-C (X, JE, Y K).
Let φ = (φi) ∈ [E,σ∞-C (X,Y )]. Thus
φi+1 ◦ σE = s ◦ φi, i.e., φi(σE(e))j = φi+1(e)j+1,
and, for each e ∈ E,
φi(e) ∈ σ∞-C (X,Y ), i.e., φi(e)j ◦ σX = σY ◦ φi(e)j+1.
116
We define a morphism θ = θφ ∈ σ∞-C (X, JE, Y K) as follows. By definition, θ =
(θi), where each θi should be an element of C (X, JE, Y K) ≃
∏
e∈E C (X,Ye), so we
can write components of θi as θi,e, e ∈ E. With this notation, let
θi,e = φi(e)0,
whence we immediately verify that
θi ◦ σX = σ ◦ θi+1 i.e., θi,e ◦ σX = σY ◦ θi+1,σE(e).
Conversely, given θ ∈ σ∞-C (X, JE, Y K), we define φ = φθ by setting
φi(e)j = θi+j,σjE(e)
,
and it is straightforward to check that φ ∈ [E,σ∞-C (X,Y )].
The assignments φ 7→ θφ and θ 7→ φθ are mutually inverse, and θsφ = sθφ, as
required. 
Note, when E is inversive in the sense that φE is invertible and C has equalisers
in addition to arbitrary products, writing E−1 = (E, σ−1E ), we have
JE,XK ≃ [E−1, X ].
Indeed, for φ = (φi) ∈ [E−1, X ], we have that φi+1 ◦ σ−1E = σX ◦ φi, so φi+1 =
σX ◦ φi ◦ σE and the entire sequence (φi) is determined by φ0 ∈ JE,XK. Thus, the
assignment
(fi) 7→ f0
realises the required isomorphism.
In this case, the familiar isomorphism
σ∞-C (E−1 ⊗X,Y ) ≃ [E−1,σ∞-C (X,Y )] ≃ σ∞-C (X, [E−1, Y ])
yields an isomorphism
σ∞-C (E
−1 ⊗X,Y ) ≃ JE,σ∞-C (X,Y )K ≃ σ∞-C (X, JE, Y K).
14.7. Constant difference objects. Suppose C is a category with coproducts
and fibre products and that coproducts commute with base change.
Let E ∈ Ob(σ-Set) and let (S, ς) ∈ Ob(σ∞-C ). The constant difference object
ES ∈ σ-C is defined using the tensored structure as
ES = E ⊗ S ∈ σ∞-C .
By definition, it has the property
σ∞-C (ES , T ) ≃ [E,σ∞-C (S, T )],
for any T ∈ σ∞-C . In particular, applying the functor Fix to the above relation,
σ-C (ES , T ) ≃ σ-Set(E,σ∞-C (S, T )) ≃ σE-C (S, T ).
The object ES comes equipped with a natural projection to S, and thus the
assignment
E 7→ ES
is a functor σ-Set→ σ-C/S .
This functor commutes with products, for difference sets E, F ,
(E × F )S ≃ ES ×S FS .
Consequently, if E is a group (resp. ring, or other reasonable algebraic structure),
then ES is an S-group (resp. S-ring, or another S-structure).
14. GENERALISED DIFFERENCE CATEGORIES 117
We offer another characterisation of constant objects using Hom1 in place of
Hom∞. Given X,Y ∈ Ob(σ-C ), even though the set Hom1(X,Y ) defined in 12.3
is not quite a difference set, for E ∈ Ob(σ-Set), we introduce notation
Hom(E,Hom1(X,Y )) = {φ ∈ HomSet(⌊E⌋,HomC (⌊X⌋, ⌊Y ⌋)) :
φ(σE(i)) ◦ σX = σY ◦ φ(i) for all i ∈ E}.
Now, for any T ∈ σ-C ,
Homσ-C (ES , T ) ≃ Hom(E,Hom1(S, T )).
Indeed, for φ ∈ Hom(E,Hom1(S, T )), we construct θφ : (ES , σ)→ (T, σ) by stipu-
lating that θφ on Si is φ(i) : S → T .
Conversely, for θ ∈ Homσ-C (ES , T ), we define φθ : E → Hom1(S, T ) as the
composite
Si → ES θ→ T,
and we see that (φθ(i), φθ(σE(i)) ∈ Hom1(S, T ). The assignments φ 7→ θφ and
θ 7→ φθ are mutually inverse.
14.8. Ordinary vs. generalised difference structures. Let C be a category
with countable coproducts. For X ∈ σ∞-C , we define an object ∐∞X ∈ σ-C as
∐∞X =
∐
i∈N
Xi,
where Xi ∈ Ob(C ) are all isomorphic copies of ⌊X⌋, and
σ : ∐∞X → ∐∞X
is given on Xi as σX : Xi → Xi+1. Given (fi) ∈ Hom∞(X,Y ), we consider fi as a
function fi : Xi → Yi and we let
∐∞(fi) =
∐
i∈N
fi : ∐∞X → ∐∞Y.
For Y ∈ σ-C , there is a natural projection
∐∞ (I∞Y )→ Y.
The resulting functor
∐∞ : ⌊σ∞-C ⌋ → σ-C
is left adjoint to I∞, i.e., for X ∈ Ob(σ∞-C ) and Y ∈ Ob(σ-C ) we have a natural
bijection
⌊Hom∞(X, I∞Y )⌋ ≃ Homσ-C (∐∞X,Y ).
Indeed, the assignment∏
i
Hom(Xi, ⌊Y ⌋) ∋ (fi) 7→
∐
i
fi ∈ HomC (
∐
i
Xi, ⌊Y ⌋)
is bijective by the definition of coproducts, and
∐
i fi is a difference morphism if
and only if fi+1 ◦ σX = σY ◦ fi, i.e., (fi) ∈ Hom∞(X,Y ).
Lemma 14.9. For X ∈ σ∞-C ,
[N, X ] ≃ XZ,
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where we write XZ for the difference object (
∏
i∈Z⌊X⌋, s) with
s =
∏
i<1
idX ×
∏
i≥1
σX
 ◦ r,
where r is the right shift on
∏
i∈Z⌊X⌋.
Proof. We give the proof for a concrete category C since it is more intuitive,
and we leave the general proof through commutativity of relevant diagrams to the
reader. In the concrete case, the map s is given by
s(h)(i) =
{
σXh(i − 1), i ≥ 1
h(i− 1), i < 1,
for h : Z→ ⌊X⌋. Given an f = (fi) ∈ [N, X ], the functions fi : N→ ⌊X⌋ satisfy
fi+1(n+ 1) = σXfi(n).
Hence, we can assign to it the function h = hf ∈ XZ given by
h(i) =
{
f0(i), i ≥ 0
f−i(0), i < 0.
It is straightforward to verify that this assignment is an isomorphism. 
If C has countable products, given X ∈ σ∞-C , we define
Π∞X = [N, X ] = X
Z,
as in the lemma above.
For f = (fi) ∈ σ∞-C (X,Y ), we define
Π∞f =
∏
i<1
f0 ×
∏
i≥1
fi : X
Z → XZ,
and we verify that Π∞f ∈ σ-C (Π∞X,Π∞Y ).
The resulting functor
Π∞ : ⌊σ∞-C ⌋ → σ-C
is right adjoint to I∞, i.e., for X ∈ σ-C and Y ∈ σ∞-C , we have a natural bijection
⌊σ∞-C (I∞X,Y )⌋ ≃ σ-C (X,Π∞Y ).
Indeed, the assignment∏
i∈Z
C (⌊X⌋, Yi) ∋ (fi) 7→
∏
i∈Z
fi ∈ C (⌊X⌋,
∏
i∈Z
Yi)
is bijective by definition of products, and we have that (fi) ∈ σ∞-C (X,Y ) if and
only if
∏
i fi ∈ σ-C (X,Y ).
By an analogous procedure, IZ : σ-C → σZ-C has a left adjoint ∐Z.
On the other hand, given X ∈ σZ-C , we let
ΠZX =
∏
i∈Z
Xi,
where Xi are isomorphic copies of ⌊X⌋, together with
σ =
∏
i∈Z
σi :
∏
i∈Z
Xi →
∏
i∈Z
Xi,
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where σi : Xi → Xi+1 is defined as σX .
For (fi) ∈ HomZ(X,Y ), we consider fi : Xi → Yi and let
ΠZ(fi) =
∏
i∈Z
fi : ΠZX → ΠZY.
This yields a functor ΠZ : σZ-C → σ-C which is right adjoint to IZ.
The diagram
⌊σ∞-C ⌋
σ-C
I∞
∐∞ Π∞⊣ ⊣
⌊σZ-C ⌋
σ-C
IZ
∐Z ΠZ⊣ ⊣
depicts the above adjunctions.
Note that the functor ⌈ | : C → σ-C from 12.8 is the composite
⌈ | = ∐∞ ◦ I∞ ◦ I.
Indeed, for X ∈ Ob(C ) and Y ∈ Ob(σ-C ) we have natural bijections
Homσ-C (⌈X |, Y ) ≃ Homσ-C (∐∞ ◦ I∞ ◦ I(X), Y )
≃ Hom∞(I∞(X, id), I∞Y ) ≃ HomC (X, ⌊Y ⌋).
so the above composite is left adjoint to the forgetful functor ⌊ ⌋ : σ-C → C .
14.10. Ordinary vs. generalised difference structures, enriched view. In
this section, we show how the ordinary functors ∐∞ and Π∞ can be recovered from
their enriched counterparts.
We consider N as a difference set equipped with the difference operator i 7→ i+1.
Lemma 14.11. For any difference set E,
σ-Set(N, E) ≃ ⌊E⌋.
Moreover, there is a natural map
τE : ⌊[N, E]⌋ → σ-Set(N, E) ≃ ⌊E⌋.
Proof. The first bijection is given by
h 7→ h(0),
for h ∈ σ-Set(N, E).
For the second, starting with f = (fi) ∈ [N, E], we define
τ(f)(i) = fi(i),
and we verify that τ(f) ∈ σ-Set(N, E), and it eventually maps to f0(0) ∈ E. 
Using the tensored and cotensored structure of the σ-Set-category σ∞-C , we
define the σ-Set-functors
∐∞ : σ∞-C → σ∞-C , X 7→ N⊗X,
and
Π∞ : σ∞-C → σ∞-C , Y 7→ [N, Y ].
We also consider
Π∞ : σ∞-C → σ∞-C , Y 7→ Y N = JN, Y K.
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By general facts on tensors and cotensors, ∐∞ is left σ-Set-adjoint to Π∞, i.e.,
there is a natural isomorphism
σ∞-C (∐∞X,Y ) ≃ σ∞-C (X,Π∞Y ).
Let us discuss how the ordinary functors (denoted by same symbols)
∐∞,Π∞ : ⌊σ∞-C ⌋ → σ-C
can be recovered from the above.
On objects, ∐∞ is defined as before. On morphisms, it acts as the composite
⌊σ∞-C (X,Y )⌋ → ⌊σ∞-C (N⊗X,N⊗ Y )⌋ ≃ ⌊[N,σ∞-C (X,N⊗ Y )⌋
τ(14.11)−−−−−−→ σ∞-C (X,N⊗ Y )→
∏
i∈N
C (Xi,N⊗ Y ) ≃ C (
∐
i∈N
Xi,N⊗ Y ),
which actually lands in σ-C (N⊗X,N⊗ Y ). Hence,
σ∞-C (∐∞X,Y ) = σ∞-C (N⊗X,Y ) ≃ [N,σ∞-C (X,Y )],
so, applying Fix and using 14.11, we obtain
σ-C (∐∞X,Y ) ≃ σ-Set(N,σ∞-C (X,Y )) = ⌊σ∞-C (X,Y )⌋
so ∐∞ : ⌊σ∞-C ⌋ → σ-C is left adjoint to I∞ : σ-C → ⌊σ∞-C ⌋.
Moreover, using 14.12
σ-C (∐∞J∞(X0), Y ) ≃ ⌊σ∞-C (J∞(X0), Y )⌋ ≃ C (X0, ⌊Y ⌋),
so we conclude that
∐∞ ◦ J∞ ≃ ⌈ | : C → σ-C .
The ordinary functor Π∞ is defined analogously. Starting from
σ∞-C (X,Π∞Y ) = σ∞-C (X, [N, Y ]) ≃ [N,σ∞-C (X,Y )]
and applying Fix, we see that
σ-C (X,Π∞Y ) ≃ ⌊σ∞-C (X,Y )⌋,
so Π∞ : ⌊σ∞-C ⌋ → σ-C is right adjoint to I∞.
On the other hand,
[N,σ∞-C (X,Y )] ≃ σ∞-C (X,Π∞Y ),
and, applying Fix, we deduce that
⌊σ∞-(X,Y )⌋ ≃ σ-C (X,Π∞Y ),
so I∞ : σ-C → ⌊σ∞-C ⌋ is left adjoint to Π∞ : ⌊σ∞-C ⌋ → σ-C .
Moreover, for Y0 ∈ C , by 14.12
σ-C (X,Π∞J∞(Y0)) ≃ ⌊σ∞-C (X, J∞(Y0))⌋ ≃ C (⌊X⌋, Y0),
and we deduce that
Π∞ ◦ J∞ ≃ | ⌉ : C → σ-C .
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14.12. Structures vs. generalised difference structures. The functor J∞ :
C → σ∞-C is right adjoint to the forgetful functor ⌊ ⌋0 in a somewhat enriched
sense, we have natural isomorphisms
(C (⌊X⌋0, Y ), σ∗X) ≃ σ∞-C (X, J∞(Y )),
for X ∈ σ∞-C , Y ∈ C . Indeed, (fi) ∈ σ∞-C (X, J∞(Y )) if and only if fi = f0 ◦σiX ,
so the whole sequence is determined by f0 = ⌊(fi)⌋0 and the shift has the same
effect as σ∗X .
Dually, we have
σ∞-C (J∞(X), Y ) ≃ (C (X, ⌊Y ⌋0), σY,∗).
15. Enriched difference presheaves
Given a category C , we constructed the category
σ-C ,
as well as enriched categories
σ
∗-C ∈ (σ∗-Set)-cat,
and
σ∞-C ,σ
∞-C ∈ (σ-Set)-cat.
Hence, we can consider the category of ordinary presheaves
σ̂-C = [(σ-C )op,Set]
the σ∗-Set-category of σ∗-Set-presheaves
σ̂
∗-C = [(σ∗-C )op,σ∗-Set],
as well as σ-Set-categories of σ-Set-presheaves
σ̂∞-C = [(σ∞-C )op,σ-Set],
σ̂
∞-C = [(σ∞-C )op,σ-Set].
We occasionally consider other σ-Set-functor categories (σ-Set-categories of co-
presheaves) such as [σ∞-C ,σ-Set].
Through the internalisation construction of 4.21, the categories σ∞-C and
σ
∞-C can be considered internal in σ-Set, and the above enriched presheaf cate-
gories can be viewed as categories of internal presheaves as well.
We proceed to study the specific details of each of the above cases.
15.1. Presheaves on difference categories. Let C be a category (with count-
able products, coproducts and finite equalisers, coequalisers when needed). Using
the adjunctions
Quo ⊣ I ⊣ Fix, ⌈ | ⊣ ⌊ ⌋ ⊣ | ⌉
and general principles from 1.3, we obtain a number of ways to pass between cate-
gories Ĉ and σ̂-C . In particular, the right adjoints
I,Fix, ⌊ ⌋, | ⌉
can be naturally extended to presheaf categories as
Q̂uo, Î, ⌈̂ |, ⌊̂ ⌋,
122
respectively, and any adjunctions between the original functors are preserved be-
tween the corresponding extensions. The diagrams
C Ĉ
σ-C σ̂-C
h
⌊⌋ |⌉ ⌈̂| ⌊̂⌋
h
⊣ ⊣
C Ĉ
σ-C σ̂-C
h
I Fix Q̂uo Î
h
⊣ ⊣
summarise the above situation, when the curved parallelograms are interpreted as
commutative.
Let C be a category with (countable) fibre products and let (S, ς) ∈ σ-C . For
an object F in Ĉ/⌊S⌋, we define a functor
|F⌉/S = F ◦ ⌊ ⌋S : σ-C ◦/S → Set.
By adjointness of ⌊ ⌋S and | ⌉/S from 12.8, we see that for X ∈ Ob(C/S),
|hX⌉/S = h|X⌉/S ,
and we infer an analogous diagram to the above in the relative setting.
We obtain another relative version of | ⌉ when we work over an object S0 ∈ C .
For a presheaf F in Ĉ/S0 , we define a functor
|F⌉ ∈ σ̂-C/|S0⌉
as follows. For S′ → |S0⌉ in σ-C/|S0⌉, naturally ⌊S′⌋ → S0 is in C/S0 , so we can set
|F⌉(S′) = F(⌊S′⌋).
Suppose X0 → S0 is in C/S . Then
|hX0/S0⌉(S′) = hX0/S0(⌊S′⌋) = C/S0(⌊S′⌋, X0) ≃ σ-C/|S0⌉(S′, |X0⌉) ≃ h|X0⌉/|S0⌉(S′),
so
|hX0/S0⌉ ≃ h|X0⌉/|S0⌉
and the notation is justified.
15.2. Enriched presheaves on difference categories with pullbacks. We
define the category of presheaves on difference categories enriched with pullbacks
(cf. 12.11) as the category of σ-Set-functors
σ
∗-PSh(σ∗-C ) = σ-Set[(σ∗-C )◦,σ∗-Set].
Such enriched presheaves F come equipped with σ-Set-morphisms
FXY : σ
∗-C (X,Y )→ σ∗-Set(F(Y ),F(X)),
i.e., FXY ◦ σ∗X = σ∗F(Y ) ◦ FXY .
15. ENRICHED DIFFERENCE PRESHEAVES 123
15.3. Extending presheaves to difference presheaves. For F ∈ Ĉ , we define
an object |F⌉∗ ∈ σ∗-PSh(σ∗-C ) by
|F⌉∗(X, σ) = (F(⌊X⌋),F(⌊σ⌋)).
For objects X , Y , we define
|F⌉∗XY : σ∗-C (X,Y )→ σ∗-Set(|F⌉∗(Y ), |F⌉∗(X))
by simply setting
|F⌉∗XY (f) = F(⌊f⌋).
Since F(f ◦ σX) = F(σY ◦ f) = F(f) ◦ F(σY ), we conclude that |F⌉∗XY ◦ σ∗X =
σ∗
F(σY )
◦ |F⌉∗XY , so |F⌉∗XY is a σ-Set-morphism.
This construction specialises to the one from 15.1 via the relation
|F⌉ = ⌊|F⌉∗⌋.
The natural bijection giving the adjunction of ⌊ ⌋ and | ⌉ respects the difference
structure defined by pullbacks, i.e.,
(Hom
σ
∗-(C )(Y, |X⌉), σ∗Y ) ≃ (HomC (⌊Y ⌋, X), ⌊σY ⌋∗),
which entails that |hX⌉Diff is represented by |X⌉ in σ∗-(C ). Indeed,
|hX⌉∗(S) = (hX(⌊S⌋),hX(⌊σS⌋) ≃ (C (⌊S⌋, X), σ∗⌊S⌋)
≃ (σ-C (S, |X⌉), σ∗S) ≃ σ∗-C (S, |X⌉) ≃ h|X⌉(S).
We obtain a diagram of categories
C Ĉ
σ
∗-C σ∗-PSh(σ∗-C )
h
| ⌉ | ⌉∗
h
refining the picture from 15.1.
Let (S, ς) ∈ σ-C . For a functor F ∈ Ĉ/⌊S⌋, we define a functor
|F⌉∗ : σ-C/S-eq → σ-Set
as follows. For a ς-equivariant object (X,ϕX), we let
|F⌉∗(X) = (F(⌊X⌋),F(⌊ϕX ◦ σ¯X⌋)) .
15.4. Presheaves on generalised difference categories. Using the adjunc-
tions
∐∞ ⊣ I∞, ∐Z ⊣ IZ ⊣ ΠZ
from 14.8 and general principles of 15.1, we construct functors
I∞ : σ̂-C → ̂⌊σ∞-C ⌋
and
IZ : σ̂-C → ̂⌊σZ-C ⌋,
along with its right adjoint ΠZ. The diagrams
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σ-C σ̂-C
⌊σ∞-C ⌋ ̂⌊σ∞-C ⌋
h
I∞ ∐̂∞
h
σ-C σ̂-C
⌊σZ-C ⌋ ̂⌊σZ-C ⌋
h
IZ ΠZ ∐̂Z ÎZ
h
⊣ ⊣
show the relevant relationships between the above functors.
15.5. Enriched presheaves on generalised difference categories. Let C be
a category. We have seen that σ∞-C has the structure of of a σ-Set-category. The
category of difference presheaves on σ∞-C is the σ-Set-functor category
σ-PSh(σ∞-C ) = σ-Set[(σ∞-C )◦,σ-Set].
In particular, a difference presheaf F ∈ σ-PSh(σ∞-C ) associates, toX,Y ∈ σ∞-C ,
a σ-Set-morphism
σ∞-C (X,Y )→ [F (Y ), F (X)].
For F,G ∈ σ-PSh(σ∞-C ), the object Nat(F,G) ∈ σ-Set is the equaliser
V -Nat(F,G)
∏
X∈σ∞-C
[FX,GX ]
∏
X,X′∈σ∞-C
[σ∞-C (X,X ′), [FX,GX ′]].
Unravelling the definitions, we find that Nat(F,G) is the set of collections of mor-
phisms ϕX ∈ [F (X), G(X)], for X ∈ σ∞-C , such that, for every f ∈ σ∞-C (X,X ′),
for every i ∈ N,
G(f) ◦ siϕX′ = siϕX ◦ F (f),
with the natural difference structure.
In particular, a σ-Set-natural transformation ϕ : F ⇒ G is an element of
Γ(Nat(F,G)) = Fix(Nat(F,G)), i.e., it is a collection of ϕX ∈ σ-Set(F (X), G(X))
such that for every f ∈ σ∞-C (X,X ′),
G(f) ◦ ϕX′ = ϕX ◦ F (G).
For any X ∈ Ob(σ∞-C ), we have a functor
hX : σ∞-C ◦ → σ-Set, S 7→ σ∞-C (S,X).
By enriched Yoneda lemma, given a difference presheaf F , there is a natural σ-Set-
isomorphism
Nat(hX , F ) ≃ F (X),
and the functor
h : σ∞-C → σ-PSh(σ∞-C ).
is an embedding of σ-Set-categories.
Generally speaking, if F is an object in σ-PSh(σ-C ), then functors Fix ◦F,
Quo ◦F and ⌊ ⌋ ◦ F are objects of σ̂-C .
Note that, for X ∈ Ob(σ-C ),
Fix ◦hI∞(X) ◦ I∞ ≃ hX ,
since, given S ∈ σ-C , we have
Fix ◦hI∞(X)(I∞(S)) = Fix(Hom∞(I∞(S), I∞(X))) = Homσ-C (S,X).
Similarly, for X ∈ Ob(σZ-(C )),
⌊ ⌋ ◦ hX ◦ IZ ≃ hΠZX ,
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because
⌊ ⌋ ◦ hX ◦ IZ(S) = ⌊HomσZ-(C )(IZ(S), X)⌋ ≃ Homσ-C (S,ΠZX).
15.6. Enriched difference presheaves and ordinary presheaves. Let C be
a category. There exist functors i∞ and r∞ that make the diagram
⌊σ∞-C ⌋ σ ⋊ σ∞-C
1 σ
i∞
r∞
i
r
commutative, and such that r∞ ◦ i∞ = id.
Indeed, a morphism X
(n,f)−−−→ Y in σ ⋊ σ∞-C consists of a natural number n
and an element f ∈ ⌊σ∞-C (X,Y )⌋, and we define
r∞(n, f) = σnY ◦ f ∈ ⌊σ∞-C ⌋.
This is a functor because
r∞((m, g) ◦ (n, f)) = r∞(m+ n, sn(g) ◦ f) = σm+nZ ◦ sn(g) ◦ f = σmZ ◦ g ◦ σnY ◦ f
= r∞(m, g) ◦ r∞(n, f).
Conversely, i∞ is defined by
i∞(f) = (0, f).
The principle 13.17 yields a diagram
[⌊σ∞-C ⌋op,Set] [(σ∞-C )op,σ-Set]
Set σ-Set
i∞
r∞
i
r
of essential geometric morphisms.
Using the duality (σ∞-C )op ≃ σ∞-(C op), we obtain a diagram
[⌊σ∞-C ⌋,Set] [σ∞-C ,σ-Set]
Set σ-Set
of essential geometric morphisms.
15.7. Creating generalised difference presheaves. For F ∈ Ĉ , we define a
σ-Set-functor
|F⌉∞ : (σ∞-C )◦ → σ-Set
as follows. For X ∈ Ob(σ∞-C ),
|F⌉∞(X) = (F(⌊X⌋),F(⌊σX⌋)) ∈ Ob(σ-Set).
For a morphism (fi) ∈ σ∞-C (X,Y ), let
|F⌉∞(fi) = (F(fi)) ∈ [F(Y ),F(X)].
This construction respects representability. If Y ∈ C , then, using 14.12,
hJ∞(Y )(X) = σ
∞-C (X, J∞(Y )) ≃ (C (⌊X⌋, Y ), σ∗X) = (hY (⌊X⌋,hY (⌊σX⌋),
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whence
|hY ⌉∞ ≃ hJ∞(Y ).
15.8. Solving difference equations in difference presheaves. LetE ∈ σ-Set,
e a terminal object in σ∞-C and let G ∈ σ-PSh(σ∞-C ). We define an object
GE ∈ σ-PSh(σ∞-C ) as
GE = Hom(σ-Set)-Cat(Ee,G).
By the universal property of constant difference objects, for S ∈ Ob(σ∞-C ),
GE(S) = Hom(Ee,G)(S) ≃ Nat(ES ,G)
≃ Nat(E ⊗ S,G) ≃ [E,Nat(S,G)] ≃ [E,G(S)].
The underlying functor GE0 ∈ Ob(σ̂-C ) is therefore given by the rule
GE0 (S) = Homσ-Set(E,G0(S)).
Hence, if H ∈ σ-PSh(σ-C ), it is natural to define HE ∈ σ̂-C as
HE(S) = σ-Set(E,H(S)).
16. Difference algebra
16.1. Difference rings.
16.2. Difference modules. Let R ∈ σ-Rng. A difference abelian groupM is an
R-module, if ⌊M⌋ is an ⌊R⌋-module, and, for all r ∈ R, m ∈M ,
σM (r.m) = σR(r).σM (m).
A morphism of R-modules is a morphism of the underlying ⌊R⌋-modules that com-
mutes with σ. We thus obtain the category of difference R-modules denoted
R-Mod.
It is a monoidal category, with the tensor product structure given by
M ⊗R N = (⌊M⌋ ⊗⌊R⌋ ⌊N⌋, σM ⊗ σN).
This is an R-module equipped with a difference bilinear map ⊗ :M×N →M⊗RN
such that any difference bilinear map M × N → P to an R-module P factors
uniquely through an R-module map M ⊗R N → P , i.e., the diagram
M ⊗R N
M ×N
P
⊗
can be uniquely completed by a dashed arrow. Equivalently,
BilR(M,N ;P ) ≃ R-Mod(M ⊗R N,P ).
We provide R-Mod with the structure of symmetric monoidal closed category as
follows. Given M,N ∈ R-Mod, we let
[M,N ] = {(fi) : fi ∈ ⌊R⌋-Mod(⌊M⌋, ⌊N⌋), fi+1 ◦ σM = σN ◦ fi},
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together with the shift s(f0, f1, . . .) = (f1, f2, . . .). Moreover, [M,N ] is an R-module
with component-wise addition and the the scalar multiplication given by
r.(fi) = (σ
i
R(r).fi).
Following the template from 12.4 and 13, we verify that
HomR(M ⊗R N,P ) ≃ HomR(M, [N,P ]).
Applying general principles on monoidal closed categories, this generalises to
[M ⊗R N,P ] ≃ [M, [N,P ]].
We will write
R∞-Mod
for the monoidal closed category R-Mod considered as enriched over itself, i.e., we
may write
R∞(M,N) = [M,N ] ∈ R-Mod,
and we refer to it as the category of enriched difference modules.
16.3. Skew polynomial rings. Let R be a difference ring, and consider the skew
polynomial ring D(R) = R[T ;σR]. Equivalently, D(R) can be described as the
constant object NR = N⊗R, or as a difference semigroup ring R[N].
The ring D(R) acts naturally on any R-moduleM by Fix(R)-module endomor-
phisms,
(
∑
i
riT
i).m =
∑
i
riσ
i
M (m),
where ri ∈ R, m ∈M .
Note, since σD(R)(f) = Tf for f ∈ D(R), we deduce the following.
Remark 16.4. The category of difference R-modules is equivalent to the cat-
egory of left D(R)-modules,
R-Mod ≃ D(R)-Mod.
Through this equivalence, finitely σ-generated R-modules correspond to finite left
D(R)-modules.
Consequently, for any R-module M , and f ∈ D(R),
HomR-Mod(D(R)/D(R)f,M) ≃ {a ∈M : f.a = 0}
is the set of solutions to a linear difference equation f = 0 in M .
16.5. Difference twists and ring changes. The classical base change isomor-
phism is compatible with the difference structure. Indeed, given a homomorphism
ϕ : R→ R′ of difference rings, we have functors
(−)ϕ : R-Mod→ R′-Mod, Mϕ =M ⊗R R′,
and
iϕ : R
′-Mod→ R-Mod,
where, given an R′-moduleM ′, iϕ(M ′) is the abelian groupM ′ given the R-module
structure through the homomorphism ϕ.
The difference ring change functor ()ϕ is left adjoint to the functor iϕ, i.e., for
every R-module M and R′-module M ′, we have a natural bijection
R′-Mod(Mϕ,M
′) ≃ R-Mod(M, iϕM ′).
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In particular, for ς = σR : R→ R, we obtain the difference twist functor
(−)ς : R-Mod→ R-Mod
and its right adjoint
iς : R-Mod→ R-Mod.
16.6. Semilinear maps. Let (R, ς) ∈ σ-Rng, let M,M ′ ∈ R-Mod. A map
ϕ : M → M ′ is called ς-linear (or semilinear when ς is clear from the context), if,
for all r ∈ R and m ∈M ,
ϕ(r ·m) = ς(r) · ϕ(m).
In other words, a semilinear map ϕ :M →M ′ can be viewed as an element
ϕ ∈ R-Mod(M, iςM ′).
Using the adjunction (−)ς ⊣ iς , we obtain the associated linear map
ϕ¯ ∈ R-Mod(Mς ,M).
More explicitly, we have a natural semilinear map ι :M →Mς given by
ι(m) = 1⊗m,
and ϕ¯ :Mς →M ′ is given by
ϕ¯(r ⊗m) = r · ϕ(m),
so that
ϕ = ϕ¯ ◦ ι.
Suppose that M and M ′ are free R-modules with bases e = (ei)i∈I and f =
(fj)j∈J , and that we are given a semilinear map ϕ : M → M ′. Let B = (bji) be
the R-matrix such that
ϕ(ei) =
∑
j
bjifj.
For an element x =
∑
xiei ∈M , we denote its coordinate tuple by
[x]e = (xi) ∈ ⊕i∈I⌊R⌋.
Then, writing ς for the component-wise action of ς on ⊕i∈I⌊R⌋, we obtain that
[ϕ(x)]f = Bς([x]e).
We call B the matrix of ϕ with respect to the pair of bases e, f .
Let A be the transition matrix from the basis e to a basis e′, and let C be the
transition matrix from f to a basis f ′. Let B′ be the matrix of ϕ with respect to
the pair e′, f ′. Then we compute that
B′ = CBς(A)−1,
noting that ς(A) is invertible because A is invertible.
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16.7. Modules vs. difference modules. If R is a difference ring with σR = ς 6=
id, the category R-Mod is not the difference category associated to a category of
modules so we cannot readily resort to techniques from 12.8. On the other hand,
we can develop completely analogous techniques, as long as we treat twisting by ς
carefully.
We consider the natural forgetful functor
⌊ ⌋ = ⌊ ⌋R : R-Mod→ ⌊R⌋-Mod,
and construct its right and left adjoints.
Given a module A0 ∈ ⌊R⌋-Mod, write Aj = iςjA0 and let
|A0⌉ = |A0⌉R =
∏
j∈N
Aj ,
together with the shift map
σ : |A0⌉ → |A0⌉, σ(a0, a1, . . .) = (a1, a2, . . .).
We directly verify that (|A0⌉k, σ) ∈ R-Mod, i.e., that σ(λ.a) = ς(λ).a, for λ ∈ R
and a ∈ |A0⌉.
For an ⌊R⌋-module map f0 : A0 → B0, we let fj = iςjf0 and
|f0⌉ =
∏
j
fj : |A0⌉ → |B0⌉,
and we verify directly that |f0⌉ is a morphism of R-modules.
Thus we have defined the functor
| ⌉ = | ⌉R : ⌊R⌋-Mod→ R-Mod,
which is right adjoint to ⌊ ⌋R,
⌊ ⌋R ⊣ | ⌉R.
Indeed, for A0 ∈ ⌊R⌋-Mod and B ∈ R-Mod, we have a natural bijection
⌊R⌋-Mod(⌊B⌋, A0) ≃ R-Mod(B, |A0⌉).
The counit ǫ : ⌊| ⌉⌋ → id is defined by stipulating that
ǫA0 : ⌊|A0⌉⌋ =
∏
j
Aj → A0
be the projection onto the first factor.
The unit η : id→ |⌊ ⌋⌉ is defined by
ηB : B → |⌊B⌋⌉ =
∏
j
iςj⌊B⌋, b 7→ (b, σb, σ2b, . . .).
Dually, given A0 ∈ ⌊R⌋-Mod, write Ai = (A0)ςi , so that Ai+1 ≃ (Ai)ς =
Ai ⊗R R, and we have semilinear maps σi : Ai → Ai+1, σi(a) = a⊗ 1. Let
⌈A0| = ⊕i∈NAi,
together with
σ : ⌈A0| → ⌈A0|, σ(
∑
i∈N
ai) =
∑
i∈N
σi(ai),
where ai ∈ Ai.
Given an ⌊R⌋-module map f0 : A0 → B0, we let fi = (f0)ςi : Ai → Bi and
⌈f0| = ⊕ifi : ⌈A0| → ⌈B0|,
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and we readily verify that ⌈f0| is a morphism of R-modules.
Thus we have defined the functor
⌈ | = ⌈ |R : ⌊R⌋-Mod→ R-Mod,
which is left adjoint to ⌊ ⌋R,
⌈ |R ⊣ ⌊ ⌋R.
In other words, for A0 ∈ ⌊R⌋-Mod and B ∈ R-Mod, there is a natural bijection
R-Mod(⌈A0|R, B) ≃ ⌊R⌋-Mod(A0, ⌊B⌋).
The counit ǫ : ⌈⌊ ⌋| → id is defined in terms of linear maps σ¯iB : ⌊B⌋ςi → ⌊B⌋
associated to σiB via
ǫB : ⌈⌊B⌋| → B, ǫB(
∑
i
bi) =
∑
i
σ¯iB(bi),
where bi ∈ ⌊B⌋ςi .
The unit η : id→ ⌊⌈ |⌋ is defined by taking canonical maps
ηA0 : A0 → ⌊⌈A0|⌋ ≃ ⊕iAi
into the first summand.
16.8. Difference modules and enriched difference modules. The construc-
tions of tensors and cotensors from 14.4, applied to R∞-Mod, bear a natural dif-
ference module structure, so we conclude that R∞-Mod is tensored and cotensored
over σ-Set.
Hence, the general constructions from 14.8 and 14.10 carry over virtually un-
changed to the context of generalised difference modules.
Hence, we obtain additive functors
∐∞,Π∞ : ⌊R∞-Mod⌋ → R-Mod
which are adjoints of I∞ : R-Mod→ ⌊R∞-Mod⌋, i.e.,
∐∞ ⊣ I∞ ⊣ Π∞.
Moreover, by the same argument as in 17.3, they are exact when considered as
functors R-Mod→ R-Mod.
Their enriched counterparts are the R-Mod-functors
∐∞ : R∞-Mod→ R∞-Mod, M 7→ N⊗M,
and
Π∞ : R∞-Mod→ R∞-Mod, M 7→ [N,M ],
so that ∐∞ is left R-Mod-adjoint to Π∞.
16.9. Étale difference modules.
Definition 16.10. Let (R, ς) ∈ σ-Rng, let M ∈ R-Mod, and let σ¯M : Mς →
M be the module map associated with the ς-linear map σM . We say that M is an
étale R-module if σ¯M is an isomorphism.
Lemma 16.11. Let M be an R-module such that ⌊M⌋ is finite free over ⌊R⌋.
The following conditions are equivalent.
(1) M is étale;
(2) for every basis (ei) of M , the sequence (1⊗ ei) is a basis for Mς ;
(3) for every basis (ei) of M , the sequence (σ(ei)) is a basis for M ;
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(4) for some basis (ei) of M , the sequence (σ(ei)) is a basis for M ;
(5) the matrix of σM is invertible.
Proof. Suppose σ¯ :Mς →M has inverse u :M →Mς . Let (ei) be a basis for
M , and hence (u(ei)) is a basis for Mς . Write
u(ei) =
∑
j
uji ⊗ ej,
and let A = (akj) be the matrix for σ, i.e., for x ∈M ,
[σ(x)]e = Aς([x]e).
Then
ei = σ¯u(ei) =
∑
j
ujiσ(ej) =
∑
j
uji
∑
k
akjek =
∑
k
∑
j
akjuji
 ek,
whence we conclude that AU = I so U and A are invertible and it follows that
(1⊗ ei) and (σ(ei)) are bases.
Moreover, we see that A is the matrix of the module map σ¯ in bases (1 ⊗ ei)
and (ei).
Note, if A′ is the matrix of σ in a different basis, and B is the transition matrix
between the bases,
A′ = BAς(B)−1,
so that the condition of invertibility of the matrix of σ does not depend on the
choice of a basis. 
Lemma 16.12. Let R ∈ σ-Rng and let M,M ′ ∈ R-Mod with M étale. Then
[M,M ′] ≃ ⌊R⌋-Mod(⌊M⌋, ⌊M ′⌋),
together with the ‘shift’
ϕ0 7→ σ¯M ′ ◦ (ϕ0)ς ◦ σ¯−1M .
Proof. Given a morphism ϕ = (ϕi) ∈ [M,M ′], we assign the component ϕ0
to it.
Conversely, let ϕ0 ∈ ⌊R⌋-Mod(⌊M⌋, ⌊M ′⌋). For i ∈ N, define
ϕi+1 = σ¯M ′ ◦ (ϕi)ς ◦ σ¯−1M .
We have
ϕi+1 ◦ σM = σ¯M ′ ◦ (ϕi)ς ◦ σ¯−1M ◦ σM = σ¯M ′ ◦ (ϕi)ς ◦ ιM = σ¯M ′ ◦ ιM ′ ◦ϕi = σM ′ ◦ϕi,
so that (ϕi) ∈ [M,M ′].
These assignments are mutually inverse. 
16.13. Duals. Given a difference R-module M , its (unrestricted) dual is defined
as
M∨ = [M,R].
Taking the adjoint of the evaluation map
[M,R]⊗M → R, f ⊗m 7→ f0(m)
yields the canonical map
ι : M →M∨∨, ι(m)i(f) = f0(σiM (m)).
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Example 16.14. Let (R, ς) ∈ σ-Rng. The R-modules ∐∞R and ⌈⌊R⌋| are
isomorphic, given that for M ∈ R-Mod,
R-Mod(∐∞R,M) ≃ ⌊[R,M ]⌋ ≃ ⌊M⌋ ≃ ⌊R⌋-Mod(⌊R⌋, ⌊M⌋) ≃ R-Mod(⌈⌊R⌋|,M).
More explicitly, they are both isomorphic to R∞ = ⊕j∈NR ≃ ⊕j∈NRej, with the
endomorphism σ(
∑
j xjej) =
∑
j ς(xj)ej+1.
We claim that
R∨∞ = [R∞, R] ≃ RZ,
together with the shift s : RZ → RZ defined, for c = (ci) ∈ RZ, by the rule
s(c)j =
{
cj−1, for j ≤ 0
ςcj−1, j > 0.
In particular, R∨∞ is naturally equipped with an R-algebra structure.
Indeed, suppose f = (fi) ∈ R∨∞. Then each fi belongs to
⌊R∞⌋∨ = (⊕j∈N⌊R⌋)∨ ≃
∏
j∈N
⌊R⌋∨ ≃
∏
j∈N
⌊R⌋ ≃ ⌊R⌋N.
Hence, each fi can be identified with a tuple bi = (b
j
i ) ∈ ⌊R⌋N so that, for x =∑
j xjej ∈ R∞, fi(x) =
∑
j b
j
ixj . The condition fi+1 ◦ σ = ς ◦ fi implies that
bj+1i+1 = ς(b
j
i ).
Thus, the whole array bji is determined by b
j
0, j ∈ N and b0i , i ∈ N. We combine the
two sequences into a sequence c ∈ ⌊R⌋Z through
cj =
{
bj0, for j ≥ 0
b0−j, j < 0.
It is straightforward to verify that the usual shift of the sequence (bi) has the
claimed effect on the sequence c.
Proposition 16.15. Let R ∈ σ-Rng and let M,N ∈ R-Mod. There is a
canonical map
α :M∨ ⊗R N → [M,N ],
given by α(f ⊗ n)i(m) = fi(m).σiN (n).
(1) If M is finite étale, then α is bijective.
(2) If N is étale (resp. finite étale), then α is injective (resp. bijective).
Proof. For (1), we start by noting that, if M is finite étale, then
[M,N ] ≃ (⌊k⌋-Mod(⌊M⌋, ⌊N⌋), s),
where the shift s is defined as follows. We identify M ≃ ⊕nj=1kej ≃ k⊕n so that
σM (x) = A · σ(x) for some A ∈ GLn(R). For a ⌊R⌋-module map f : ⌊M⌋ → ⌊N⌋,
let f(ej) = bi ∈ N , so we can formally write
f(x) = B · x,
for x ∈ R⊕n, where B = [b1, . . . , bn], which stands for the relation f(
∑
j xjej) =∑
j xjbj . With this notation, we define s(f) by
s(f)(x) = σN (B) · A−1 · x.
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We can now directly verify that
s(f) ◦ σM = σN ◦ f.
Indeed,
s(f)(σM (x)) = s(f)(A·ϕ(x)) = σN (B)·A−1·A·ς(x) = σN (B)·ς(x) = σN (B·x) = σN (f(x)).
In particular,
M∨ = (⌊M⌋∨, s).
On the other hand, classically ([8, II,§4.2, Proposition 2(ii)]) we know that
⌊M⌋∨ ⊗ ⌊N⌋ ≃ ⌊R⌋-Mod(⌊M⌋, ⌊N⌋) ≃ ⌊[M,N ]⌋,
so the canonical map is bijective.
The proof of (2) proceeds in the spirit of [8, II,§4.2, Proposition 2(i)]. Suppose
that N is étale, so it has a basis (ej : j ∈ J) so that for every i, (σiN (ej) : j ∈ J) is
again a basis. Every element of M∨ ⊗R N has a unique representation as a finite
sum ∑
j
f j ⊗ ej.
It is mapped to 0 in [M,N ] if, for every i and m ∈ M , ∑j f ji (m)σiej = 0, which
implies that all f ji = 0, i.e., f
j = 0 for all j, so we conclude that α is injective.
Assume now that N is finite étale, i.e., that J is finite. To show that α is
surjective, let f = (fi) ∈ [M,N ], and write
fi(x) =
∑
j
f ji (x)σ
i
Nej
for unique f ji , j ∈ J . Let f j = (f ji ), and we claim that for all j ∈ J , f j ∈ M∨ =
[M,R], i.e., that
f ji+1 ◦ σM = ς ◦ f ji .
Since fi+1 ◦ σM = σN ◦ fi, we get that
∑
j
f ji+1(σMx)σ
i+1
N ej = σN
∑
j
f ji (x)σ
i
Nej
 =∑
j
ς(f ji (x))σ
i+1
N ej,
whence we obtain the required relation by comparing terms. It is routine to verify
that
α
∑
j
f j ⊗ ej
 = f.

Corollary 16.16. If M is a finite étale module over a difference ring R, then
M is reflexive,
M ≃M∨∨.
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16.17. Enriched difference module maps with finite-dimensional support.
Define
[M,N ]c
as the R-module consisting of those (fi) ∈ [M,N ] such that f0 has finite-dimensional
support, and there exists an i ∈ N such that for every j ≥ i, fj ↾M\RσM= 0. The
R-module
[M,N ]+
consists of those (fi) ∈ [M,N ]c such that, for i > 0, fi ↾M\RσM= 0.
An R-module L is free finitely σ-generated, if there exist elements e1, . . . , en ∈ L
so that L is a free module on e1, . . . , en, σe1, . . . , σen, σ2e1, . . . , σ2en, . . .. Equiva-
lently, L is free finitely σ-generated by n elements if it is of the form
L ≃ ⌈⌊R⌋n|R.
In addition to L∨ = [L,R], we consider the R-modules
L∨c = [L,R]c and L
∨
+ = [L,R]+.
The operators
i
e∨j : ⌊L⌋ → ⌊R⌋, ie∨j (σkel) = δikδjl
fit together to form elements of the dual basis
e∨j = (
i
e∨j )i ∈ L∨+,
for j = 1, . . . , n. Although the shift s on L∨ is not invertible, we write
s−r(e∨j ) = (0, . . . , 0︸ ︷︷ ︸
r times
)⌢e∨j ∈ L∨c .
It follows that L∨+ is freely s-generated by e
∨
1 , . . . , e
∨
n . More explicitly, for f ∈ L∨+,
f =
∑
r≥0
n∑
j=1
f0(σ
r
Lej).s
re∨j =
∑
r≥0
n∑
j=1
σrRfr(ej).s
re∨j ,
noting that the sum on r is actually finite. The expression can be verified by
evaluating both sides on the generators σiej .
Moreover, if R is inversive, then L∨c is freely {s, s−1}-generated by e∨1 , . . . , e∨n .
Explicitly, for f ∈ L∨c ,
f =
∑
r∈Z
n∑
j=1
σrRfr(ej).
For a free finitely σ-generated R-module L and any R-module M we have a canon-
ical isomorphism
L∨+ ⊗R M ≃ [L,M ]+.
We show that the canonical map α : L∨+ ⊗R M → [L,M ]+, defined in the general
case as
α(f ⊗m)i(x) = fi(x).σiM (m)
realises this isomorphism. Let h = (hi) = α(f ⊗m), for f = (fi) ∈ L∨+ and m ∈M .
In order to show that h ∈ [L,M ]+, we verify
(1) hi+1σL = σM ◦ hi;
(2) for every x ∈ L, there exists an i so that for every j ≥ i, h0(σjx) = 0;
(3) for i > 0, hi(ej).
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These are all direct verifications, so let us check the first condition only. For x ∈ L,
hi+1(σLx) = fi+1(σLx).σ
i+1
M m = σR(fi(x)).σ
i+1
M (m)
= σM (fi(x).σ
i
M (m)) = σMhi(x).
Conversely, for h ∈ [L,M ]+, we consider
u =
∑
i≥0
n∑
j=1
sie∨j ⊗ h0(σiLej).
It is readily verified that α(u) = h, that α is invertible and a difference map.
When L is a free finitely σ-generated R-module, we have a canonical isomor-
phism
L ≃ (L∨+)∨+.
We show that the previously defined canonical map ι : L→ L∨∨ given by
ι(x)i(f) = f0(σ
i
L(x))
realises this isomorphism. Indeed, a nonzero x ∈ L must have a non-zero coordinate
with respect to the σ-basis e1, . . . , en of L, so there must be an operator
i
e∨j with
i
e∨j (x) 6= 0. Thus, for e∨j ∈ L∨+, ι(x)(e∨j ) 6= 0, so ι is injective. On the other hand,
if h = (hi) ∈ (L∨+)∨+, we define
x =
∑
i≥0
n∑
j=1
h0(s
ie∨j )σ
iej ,
and we verify that ι(x) = h by evaluating both on each element of the dual basis
sie∨j .
More generally, let L be a finite étale R-module, and let L˜ = ∐∞L. Then
(L˜∨+)
∨
+ ≃ L˜.
Indeed, for any R-module M ,
[L˜,M ]+ = [∐∞L,M ]+ ≃ ∐∞[L,M ]+ ≃ ∐∞[L,M ].
Thus,
(∐∞L)∨+ = [∐∞L,R]+ ≃ ∐∞[L,R] ≃ ∐∞L∨.
and
((∐∞L)∨+)∨+ ≃ ∐∞L∨∨ ≃ ∐∞L.
16.18. Difference symmetric tensor algebra. Let R be a difference ring. We
have seen that the category R-Mod is a (cocomplete) symmetric monoidal closed
category. The category
R-Alg
of commutative difference R-algebras is the category of commutative algebra ob-
jects (monoids) in R-Mod. By general principles of [9, Lemma 4.4.5], the forgetful
functor R-Alg→ R-Mod has a left adjoint
S : R-Mod→ R-Alg.
More explicitly, given an R-moduleM , the R-algebra S(M) is simply the symmetric
algebra of ⌊M⌋, endowed with a natural difference structure induced by σR and σM .
The natural morphism
M → S(M)
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is a morphism in R-Mod, such that every R-module map M → B to an R-algebra
B factors through it by an R-algebra map S(M)→ B, i.e.,
HomR-Mod(M,B) ≃ HomR-Alg(S(M), B).
Moreover, this generalises to
[M,B]R-Mod ≃ [S(M), B]R-Alg,
where the right-hand side stands for R∞-Alg(S(M), B).
17. Difference homological algebra
17.1. Difference category of an abelian category.
Remark 17.2. If A is an abelian category, then the category σ-A is again
abelian since it is the functor category [σ,A ].
Moreover, in view of the fact that (σ-Set)-Ab = σ-Ab, the category σ∞-A is
σ-Set-abelian in the sense of 7.1.
Lemma 17.3. The functors ∐∞ and Π∞, considered as functors σ-A → σ-C
are exact.
Proof. Using the explicit constructions of these functors from 14.8, we see that
∐∞ transforms a short exact sequence into a sum of its copies, and Π∞ transforms
a short exact sequence into a product of its copies, and both of these operations
are exact. 
Proposition 17.4. If the abelian category A has enough injectives, then the
σ-Set-abelian category σ∞-A has enough enriched injectives.
Proof. Let us show that σ-A has enough injectives. For F ∈ σ-A , let I0 be
an injective object in A such that
0→ ⌊F ⌋ → I0
is exact. The functor | ⌉ is left-exact being a right-adjoint, so we obtain the exact
sequence
0→ |⌊F ⌋⌉ → |I0⌉.
Precomposing with the unit ηF of the adjunction ⌊ ⌋ ⊣ | ⌉ which is known to be a
monomorphism, we obtain a monomorphism
F
ηF−→ |⌊F ⌋⌉ → |I0⌉,
so it is enough to verify that |I0⌉ is an enriched injective object in σ-A , i.e., that
the functors σ-A (−, |I0⌉) and σ∞-A (−, |I0⌉) are exact.
To see this, let 0→ A→ B → C → 0 be an exact sequence in σ-A . It follows
that 0 → ⌊A⌋ → ⌊B⌋ → ⌊C⌋ → 0 is exact in A , so, by injectivity of I0, we obtain
the exact sequence
0→ A (⌊C⌋, I0)→ A (⌊B⌋, I0)→ A (⌊A⌋, I0)→ 0,
which, by adjunction, yields the exact sequence
0→ σ-A (C, |I0⌉)→ σ-A (B, |I0⌉)→ σ-A (A, |I0⌉)→ 0,
and thus |I0⌉ is σ-A -injective.
Moreover, using 17.3, we obtain the exact sequence
0→ ⌊∐∞A⌋ → ⌊∐∞B⌋ → ⌊∐∞C⌋ → 0.
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By injectivity of I0 again, we obtain that
0→ A (⌊∐∞C⌋, I0)→ A (⌊∐∞B⌋, I0)→ A (⌊∐∞A⌋, I0)→ 0
is exact and hence, by adjointness,
0→ ⌊σ∞-A (C, |I0⌉)⌋ → ⌊σ∞-A (B, |I0⌉)⌋ → ⌊σ∞-A (A, |I0⌉)⌋ → 0
is exact in Ab. Since the underlying morphisms in the above sequence are difference
morphisms, it follows that the sequence without the ⌊ ⌋ is also exact in σ-Ab, so
we conclude that |I0⌉ is also σ∞-A -injective. 
Proposition 17.5. If the abelian category A has enough projectives, then the
σ-Set-abelian category σ∞-A has enough enriched projectives.
Proof. For the existence of enough enriched projectives, we argue dually to
17.4. Given an object F ∈ σ-A , let P0 be a projective object in A so that
P0 → ⌊F ⌋ → 0
is exact. Using the fact that ⌈ | is right-exact, being a left adjoint, as well as the
fact that the counit ǫF of the adjunction ⌈ | ⊣ ⌊ ⌋ is an epimorphism, we obtain the
epimorphism
⌈P0| → ⌈⌊F ⌋| ǫF−→ F,
and it suffices to show that ⌈P0| is an enriched projective object in σ-A , i.e., that
the functors σ-A (⌈P0|,−) and σ∞-A (⌈P0|,−) are exact.
Assume that 0 → A → B → C → 0 is exact in σ-A , so trivially 0 → ⌊A⌋ →
⌊B⌋ → ⌊C⌋ → 0 is exact in A . Using the projectivity of P0, we obtain the exact
sequence
0→ A (P0, ⌊A⌋)→ A (P0, ⌊B⌋)→ A (P0, ⌊C⌋)→ 0,
which, by adjunction, yields the exact sequence
0→ σ-A (⌈P0|, A)→ σ-A (⌈P0|, B)→ σ-A (⌈P0|, C)→ 0,
whence ⌈P0| is σ-A -projective.
Moreover, using 17.3, we obtain the exact sequence
0→ ⌊Π∞A⌋ → ⌊Π∞B⌋ → ⌊Π∞C⌋ → 0.
By projectivity of P0, the sequence
0→ A (P0, ⌊Π∞A⌋)→ A (P0, ⌊Π∞B⌋)→ A (P0, ⌊Π∞C⌋)→ 0
is exact in Ab. By the adjunction from 14.8, this coincides with the sequence
0→ ⌊σ∞-A (⌈P0|, A)⌋ → ⌊σ∞-A (⌈P0|, B)⌋ → ⌊σ∞-A (⌈P0|, C)⌋ → 0.
Since the underlying morphisms are difference morphisms, the same sequence with-
out the ⌊ ⌋ is exact in σ-Ab, so ⌈P0| is also σ∞-A -projective. 
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17.6. Injective and projective difference modules.
Proposition 17.7. The category of enriched difference modules over a dif-
ference ring R is abelian, with enough enriched injectives and enough enriched
projectives (in the sense of 7.1, 7.6, 7.7).
The existence of enough ordinary injective and projective objects is a straight-
forward consequence of 16.4 and the fact that the category of left D(R)-modules has
enough injectives and projectives, but we offer a proof more congenial to difference
algebra techniques, which also leads to the existence of enough enriched injectives
and projectives.
We introduce a shorthand notation for enriched injectives and projective spe-
cific to the context of enriched difference modules as follows.
Definition 17.8. Let F be a difference module over a difference ring R. We
say that
(1) F is σ∞-projective, if [F,−] : R-Mod→ R-Mod is an exact functor;
(2) F is σ∞-injective, if [−, F ] : R-Mod→ R-Mod is an exact functor.
Proof. It is straightforward to verify that R-Mod is an abelian category.
Let us show that it has enough injectives. For F ∈ R-Mod, let I0 be an injective
⌊R⌋-module such that
0→ ⌊F ⌋ → I0
is exact. The functor | ⌉ is left-exact being a right-adjoint, so we obtain the exact
sequence
0→ |⌊F ⌋⌉ → |I0⌉.
Precomposing with the unit ηF of the adjunction ⌊ ⌋ ⊣ | ⌉ which is known to be
injective, we obtain an injective map
F
ηF−→ |⌊F ⌋⌉ → |I0⌉,
so it is enough to verify that |I0⌉ is an injective object in R-Mod, i.e., that the
functor R-Mod(−, |I0⌉) is exact. To see this, let 0 → A → B → C → 0 be an
exact sequence in R-Mod. It follows that 0 → ⌊A⌋ → ⌊B⌋ → ⌊C⌋ → 0 is exact in
⌊R⌋-Mod, so, by injectivity of I0, we obtain the exact sequence
0→ ⌊R⌋-Mod(⌊C⌋, I0)→ ⌊R⌋-Mod(⌊B⌋, I0)→ ⌊R⌋-Mod(⌊A⌋, I0)→ 0,
which, by adjunction, yields the exact sequence
0→ R-Mod(C, |I0⌉)→ R-Mod(B, |I0⌉)→ R-Mod(A, |I0⌉)→ 0,
as required.
For the existence of enough projectives, we argue dually. Given an R-module
F , let P0 be a projective ⌊R⌋-module so that
P0 → ⌊F ⌋ → 0
is exact. Using the fact that ⌈ | is right-exact, being a left adjoint, as well as the fact
that the counit ǫF of the adjunction ⌈ | ⊣ ⌊ ⌋ is surjective, we obtain the surjective
map
⌈P0| → ⌈⌊F ⌋| ǫF−→ F,
and it suffices to show that ⌈P0| is a projective object in R-Mod, i.e., that the
functor R-Mod(⌈P0|,−) is exact. Assume that 0 → A → B → C → 0 is exact
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in R-Mod, so trivially 0⌊A⌋ → ⌊B⌋ → ⌊C⌋ → 0 is exact in ⌊R⌋-Mod. Using the
projectivity of P0, we obtain the exact sequence
0→ ⌊R⌋-Mod(P0, ⌊A⌋)→ ⌊R⌋-Mod(P0, ⌊B⌋)→ ⌊R⌋-Mod(P0, ⌊C⌋)→ 0,
which, by adjunction, yields the exact sequencs
0→ R-Mod(⌈P0|, A)→ R-Mod(⌈P0|, B)→ R-Mod(⌈P0|, C)→ 0,
as required.
For the existence of enough enriched injectives and projectives, we invite the
reader to mimic the proofs of 17.4 and 17.5. 
Lemma 17.9. Let F be an étale R-module with ⌊F ⌋ a projective ⌊R⌋-module.
Then F is σ∞-projective.
Proof. Let 0 → A → B → C → 0 be an exact sequence in R-Mod. In
particular, the sequence 0 → ⌊A⌋ → ⌊B⌋ → ⌊C⌋ → 0 is exact in ⌊R⌋-Mod. Using
the fact that ⌊F ⌋ is projective, we obtain the exact sequence
0→ ⌊R⌋-Mod(⌊F ⌋, ⌊A⌋)→ ⌊R⌋-Mod(⌊F ⌋, ⌊B⌋)→ ⌊R⌋-Mod(⌊F ⌋, ⌊C⌋)→ 0.
On the other hand, using 16.12, the above entails that
0→ [F,A]→ [F,B]→ [F,C]→ 0
is also exact, as required. 
Lemma 17.10. Let k be a difference field and let I be an inversive difference
vector space over k. Then I is σ∞-injective.
Proposition 17.11. If F is a σ∞-projective R-module, then
0→ ∐∞F ι−id−→ ∐∞F τ−→ F → 0
is a projective resolution of F in R-Mod, where
ι(f0, f1, . . .) = (0, f0, f1, . . .) and τ(f0, f1, . . .) = f0 + f1 + · · · .
Proof. Recall that the difference operator on ∐∞F is given by the formula
σ(f0, f1, . . .) = (0, σF (f0), σF (f1), . . .)
and that the multiplication by elements of R is component-wise, so ι and τ are
clearly R-module maps.
Let us verify the exactness of the above sequence. It is immediate that Ker(ι−
id) = 0 and that τ is onto, so it remains to check that Ker(τ) = Im(ι − id). The
right to left inclusion holds since
τ ◦ (ι− id) = 0.
On the other hand, suppose a = (a0, a1, a2, . . .) ∈ Ker(τ), i.e., a0+a1+a2+ · · · = 0.
Then
a = a− 0 = (a0, a1, a2, . . .)− (
∑
i≥0
ai, 0, . . .) =
∑
i≥1
(ιi − id)(ai, 0, . . .) =
=
∑
i≥1
i∑
j=1
(ιj − ιj−1)(ai, 0, . . .) = (ι− id)
∑
i≥1
i∑
j=1
ιj−1(ai, 0, . . .) ∈ Im(ι− id).
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It remains to check that ∐∞F is a projective object in R-Mod, i.e., that the
functor R-Mod(∐∞F,−) : R-Mod→ Ab is exact. However, by adjunction,
R-Mod(∐∞F,−) ≃ ⌊[F, I∞(−)]⌋,
and the latter is exact since F is assumed σ∞-projective. 
Proposition 17.12. If I is a σ∞-injective R-module, then
0→ I δ−→ Π∞I s−id−→ Π∞I → 0
is an injective resolution in R-Mod, where
δ(x) = (x, x, x, . . .) and s(x0, x1, x2, . . .) = (x1, x2, . . .).
Proof. The sequence is seen to be exact by routine verifications. It re-
mains to check that Π∞I is an injective object in R-Mod, i.e., that the functor
R-Mod(−,Π∞I) : R-Mod→ Ab is exact. By adjunction, we have that
R-Mod(−,Π∞I) = ⌊[I∞(−), I]⌋,
and the latter functor is exact by the assumption that I is σ∞-injective. 
17.13. Extensions of difference modules.
Theorem 17.14. Let F and F ′ be difference modules over a difference ring R,
such that either
(1) F is σ∞-projective, or
(2) F ′ is σ∞-injective.
Then
ExtiR-Mod(F, F
′) =

R-Mod(F, F ′), i = 0,
[F, F ′]s, i = 1,
0, i > 1,
where [F, F ′]s = [F, F
′]/ Im(s− id) is the module of s-coinvariants of [F, F ′].
Proof. For (1), if F is σ∞-projective, we can use the projective resolution of
F from 17.11, which allows us to compute Ext∗(F, F ′) as the cohomology of the
complex
0→ R-Mod(∐∞F, F ′) ι
∗−id−→ R-Mod(∐∞F, F ′)→ 0,
which, by adjunction, is isomorphic to the complex
0→ ⌊[F, F ′]⌋ s−id−→ ⌊[F, F ′]⌋ → 0.
Hence
Ext0(F, F ′) = Ker(s− id) = Fix([F, F ′]) = R-Mod(F, F ′),
as expected, and
Ext1(F, F ′) = coker(s− id) = [F, F ′]s.
Moreover, Exti(F, F ′) = 0 for i > 1.
Suppose we have the condition (2), i.e., that F ′ is σ∞-injective. We can use the
injective resolution of F ′ given by 17.12, which allows us to compute Ext∗(F, F ′)
as the cohomology of the complex
0→ R-Mod(F,Π∞F ′) s∗−id−→ R-Mod(F,Π∞F ′)→ 0,
17. DIFFERENCE HOMOLOGICAL ALGEBRA 141
which, by adjunction, becomes the complex
0→ ⌊[F, F ′]⌋ s−id−→ ⌊[F, F ′]⌋ → 0,
so we conclude as above. 
Proposition 17.15. Let F and F ′ be finite free étale difference modules over
a linearly difference closed R. Then, for i > 0,
Exti(F, F ′) = 0.
Proof. Using 17.9 and 17.14, it is enought to show that
Ext1(F, F ′) = [F, F ′]s = 0.
Since F is étale, 16.12 gives that [F, F ′] = ⌊R⌋-Mod(⌊F ⌋, ⌊F ′⌋) with the shift
s : ϕ0 7→ σ¯F ′ ◦ (ϕ0)ς ◦ σ¯−1F . We need to show that for any ϕ1 ∈ [F, F ′] there exists
a ϕ0 with sϕ0 − ϕ0 = ϕ1.
Upon a choice of bases for F and F ′, let A and A′ be the matrices of σF and
σF ′ , and let Bi be the matrices of ϕi, i = 0, 1. Hence, given B1, we need to find
B0 such that
B1 = A
′ς(B0)A
−1 −B0.
Writing vec(X) for the ‘vectorisation’ of a matrix X , the above matrix difference
equation can be written as the system
(A′ ⊗ (A−1)T )ς(vec(B0)) = vec(B0) + vec(B1).
Using that F ′ is also étale and thus A′ is also invertible, we can write it as the
linear difference system in vec(B0)
ς(vec(B0)) = (A
′−1 ⊗AT ) vec(B0) + vec(A′−1B1A),
where the Kronecker product A′−1 ⊗AT is regular since A′ and A are, and such a
system can be solved since R is linearly difference closed. 
Corollary 17.16. The derived functors of the functor Fix : R-Mod→ Ab are
given by
Ri Fix(M) =

Fix(M) =Mσ i = 0,
M/ Im(σ − id) =Mσ, i = 1,
0, i > 1.
Proof. We have that Fix(−) ≃ R-Mod(R,−), so
Ri Fix(−) ≃ Exti(R,−).
Since R is free étale R-module, 17.9 yields that it is σ∞-projective, so 17.14 applies.
In particular, it gives that, for M ∈ R-Mod,
R1 Fix(M) ≃ Ext1(R,M) = [R,M ]s ≃Mσ.

The following is immediate from the above and 17.15.
Corollary 17.17. If R is linearly difference closed, the functor Fix is exact.
Corollary 17.18. Let F ∈ R-Mod, and suppose either:
(1) F is étale, or
(2) R is inversive with ⌊R⌋ a self-injective ring.
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Then
ExtiR-Mod(F,R) =

R-Mod(F,R), i = 0,
(F∨)s, i = 1,
0, i > 1.
In case (1), the above further simplifies to
Ext1(F,R) = ⌊F ⌋∨/ Im(s− id).
Corollary 17.19. Let F be a finite free étale module over a linearly difference
closed R. Then, for i > 0,
Exti(F,R) = 0.
18. Difference algebraic geometry
18.1. The Zariski spectrum of a difference ring. Let A be a difference ring,
i.e., a ring object in the topos S = σ-Set. The spectrum of A is defined as Hakim’s
Zariski spectrum (cf. 8.4) of the ringed topos (S , A),
Spec(A) = Spec.Zar(S , A).
We describe its construction as a locally ringed topos, following the construction
8.5.
The object
R֌ PA
of radical ideals of A in this case, using the description of power objects from 13.6,
turns out to be
R = {a = (an) ∈ PA | an is a radical ideal in ⌊A⌋ for all n ∈ N}.
As in the general case, R is an internal frame (a complete Heyting algebra), and
the retraction r : PA→ R is given by
r(X)n =
√
Xn,
the radical computed in ⌊A⌋, for n ∈ N.
The composite ρ : A
{}−→ PA r−→ R is explicitly given by
ρ(f)n =
√
σnf.
The poset
A = (A1, A)
is given by f ≤ g whenever ρ(f) ≤ ρ(g). More explicitly, f ≤ g whenever √f ⊆ √g
in ⌊A⌋, i.e., if and only if there exists an element a ∈ ⌊A⌋ and i ∈ N so that f i = ag.
An internal coverage, in the sense of 4.12,
T
(b,c)−֒−→ A× Idl(A)
is given by the rule
(f, I) ∈ T if ρ(f) ≤ r(I),
i.e., whenever σnf ∈ √In, and, for all g ∈ In, g ∈
√
σnf , for all n ∈ N, the latter
condition being implicit from the definition of a coverage.
We will write (A , σA ) for the category with an endofunctor associated to A by
13.13. The set of objects of A is ⌊A⌋, and we have a unique morphism f → g if
and only if f ≤ g, for f, g ∈ ⌊A⌋. The endofunctor is defined by σA (f) = σA(f).
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We define a coverage T ֌ ⌊A⌋ × Idl(A ) on A by stipulating that
(f, I) ∈ T whenever f ∈
√
I and, for all h ∈ I, h ∈
√
f.
The ring
A¯ ∈ [Aop,S ]
from the construction can be defined through the σA -equivariant presheaf (A˜, σA¯)
on A as in 13.14 as follows.
Given f ∈ A = ⌊A⌋, we let
A¯(f) = ⌊A⌋f ,
the localisation of ⌊A⌋ with respect to the multiplicative set generated by f .
For f ≤ g, i.e., √f ⊆ √g in ⌊A⌋, we let
A¯(f → g) : ⌊A⌋g → ⌊A⌋f
be the usual change of the multiplicative system map.
The natural transformation σA¯ : A¯→ A¯◦σA is given, for f ∈ A , by the maps
σA¯,f : ⌊A⌋f → ⌊A⌋σAf
naturally induced by σA.
The construction tells us that
Spec.Zar(S , A) = (E˜ , A˜),
where E˜ = ShS (A, T ), and the local ring A˜ ∈ E˜ is the internal sheaf associated to
A¯.
We proceed to explain its connection to the classical spectrum of the underlying
ring, so we introduce the appropriate notation.
The classical spectrum
(X,OX) = Spec(⌊A⌋)
is a locally ringed space admitting the morphism of locally ringed spaces
(aσ, σ˜) : (X,OX)→ (X,OX)
induced by σ : ⌊A⌋ → ⌊A⌋, where σ˜ : OX → aσ∗OX .
We write
D(f)
for the basic open subset of X associated with f ∈ ⌊A⌋
Lemma 18.2. We have equivalences of categories
E˜ = ShS (A, T ) ≃ Sh(A ,T )σA ≃ Sh(X)aσ.
Proof. The coverages T and T are such that (f, I) ∈ T if and only if, for all
n, (σnf, In) ∈ T , and that (f, I) ∈ T implies (σf, σ(I)) ∈ T , so 13.21 gives the
first equivalence.
The equivalence
Sh(A ,T ) ≃ Sh(X)
assigns to F ∈ Sh(A ,T ) the unique Zariski sheaf F ∈ Sh(X) determined by its
values on the basic open sets by
F (D(f)) = F(f),
see [52, Tag 009H].
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Note that F is well-defined since the coverage T is compatible with the Zariski
topology on X , given that (f, I) ∈ T if and only if
D(f) =
⋃
g∈I
D(g).
The actions of aσ∗ on Sh(X) and σ∗A on Sh(A ,T ) are compatible, since
aσ∗F (D(f)) = F (
aσ−1D(f)) = F (D(σf)) = F(σA f) = σ
∗
AF(f),
so we conclude that σA -equivariant sheaves on A correspond to aσ-equivariant
sheaves on X . 
Remark 18.3. In the equivalence of 18.2, A¯ corresponds to the structure sheaf
(OX , σ˜) ∈ Sh(X)aσ, so it is actually a sheaf and we conclude that the structure
local ring of Spec(A) is
A˜ = A¯ ∈ ShS (A, T ).
Proposition 18.4. Let A be a difference ring. With the above notation, the
structure morphism of the Zariski spectrum of A can be identified with
Spec(A) = Spec.Zar(σ-Set, A) ≃ (Sh(X)aσ, (OX , σ˜)) π−→ (σ-Set, A),
where the global sections functor is given by
π∗(F ) = F (X),
and F (X) is a difference set because F is aσ-equivariant, while
π∗(E)
is the constant sheaf associated to a difference set E, which is naturally equivariant.
Corollary 18.5. If Spec(A) = (E˜ ,A )
π−→ (σ-Set, A) is the structure mor-
phism of the Zariski spectrum a difference ring, then
π∗(A˜) = A.
In other words, A can be recovered as the global sections of the structure local
ring A˜ of its Zariski spectrum.
18.6. Externalisations of the Zariski spectrum of a difference ring. Let
A be a difference ring, i.e., a ring object in S = σ-Set. We offer two explicit
externalisations of Spec(A).
The first is parallel to Hakim’s description of (E˜ , A˜) = Spec.Zar(S , A), where
we take a standard site (D , J) of definition for S , see 13.7. Thus
S = Sh(D , J).
Let (A, T ) be the internal site in S constructed in 18.1. By construction 4.14, the
underlying topos of the Zariski spectrum can be expressed as
E˜ = ShS (A, T ) ≃ Sh(D ⋊A, J ⋊ T ).
The category
D ⋊A
consists of pairs (U, s), where U ∈ D is a finitely presented difference set, and
s ∈ A(U), and we have a morphism (V, t) ϕ−→ (U, s) when V ϕ−→ U is a morphism in
σ-Set such that t→ A(ϕ)(s) is a morphism in A(V ), i.e.,
t ∈
√
s|ϕ,
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where s|ϕ = A(ϕ)(s) is the image of s ∈ A(U) in A(V ) by the natural map.
The coverage
J ⋊ T
is generated by families
{(Uλ, sλ,i) ϕλ−−→ (U, s) : i ∈ Iλ, λ ∈ Λ}
such that {Uλ ϕλ−−→: λ ∈ Λ} is a J-covering, i.e., the family is jointly epimorphic,
and, for every λ ∈ Λ,
s|ϕλ ∈
√
{sλ,i : i ∈ Iλ},
and, implicitly, each sλ,i ∈
√
s|ϕλ.
In the above equivalence of the categories of sheaves, the local ring A˜ ∈
ShS (A, T ) corresponds to
A˜ ∈ Sh(D ⋊A, J ⋊ T ), A˜(U, s) = A(U)s.
The second, perhaps more interesting externalisation, is obtained by viewing
S = [σop,Set] = Sh(σ, J0),
where σ is the category associated to the monoid (N,+) with the trivial coverage
J0. We take the same internal poset A in S as above, and we obtain
E˜ = ShS (A, T ) ≃ Sh(σ ⋊A, J0 ⋊ T ).
The set of objects of σ ⋊ A can be identified with ⌊A⌋, and morphisms t → s are
triples (n, t, s) with t ∈ √σns, where the radical is taken in ⌊A⌋.
The coverage
J0 ⋊ T
specifies that a sieve S on s in σ⋊A covering, provided, writing In = {t : (n, t, s) ∈
S}, we have that for every n,
σns ∈
√
In.
In this case, the internal sheaf A˜ corresponds to
A ∈ Sh(σ ⋊A, J0 ⋊ T ),
given by A(s) = ⌊A⌋s, and A(n, t, s) : A(s)→ A(t) is the composite
⌊A⌋s σ¯
n
−−→ ⌊A⌋σns → ⌊A⌋t,
where σ¯ is the morphism induced by σ on the localisation, and the second morphism
is the usual change of the multiplicative system map.
18.7. Points of the Zariski spectrum of a difference ring. Let (E˜ , A˜) =
Spec.Zar(E , A) → (E , A) be the Zariski spectrum of a Grothendieck ringed topos
(E , A). Hakim has shown ([27, IV.2.1]) that any point x˜ : Set→ E˜ above a point
x : Set→ E naturally identifies with a point p ∈ Spec(x∗A), and
x˜∗A˜ ≃ (x∗A)p.
Let S = σ-Set, and let A be a difference ring. By 13.12, there are only two
points of S .
The point τ(N+) : Set→ S corresponds to the adjoint pair
⌊ ⌋ ⊣ | ⌉,
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so a point x˜ of Spec(A) above it can be identified with a point
p ∈ Spec(⌊A⌋),
and the corresponding stalk is x˜∗A˜ ≃ ⌊A⌋p.
The inverse image functor (i.e., the ‘fibre functor’) associated with the point
τ(Z+) : Set→ S maps A to the ring
lim−→
σ
A = lim−→(· · ·
σ−→ ⌊A⌋ σ−→ ⌊A⌋ σ−→ · · · ),
so a point x˜ over τ(Z+) corresponds to a point of
Spec(lim−→
σ
A) ≃ lim←−
aσ
Spec(⌊A⌋) ≃ lim←−(· · ·
aσ←− Spec(⌊A⌋)
aσ←− Spec(⌊A⌋)
aσ←− · · · ),
i.e., to a sequence p = (pi)i∈Z, with pi = aσ(pi+1) = σ
−1
A (pi+1).
The corresponding stalk
x˜∗A˜ ≃ (lim−→
σ
A)p ≃ lim−→
i
⌊A⌋pi
is a local ring, as a colimit of local rings.
Given that Spec.Zar(S , A) = (E˜ , A˜) is an S -topos, we must also describe
S -points, i.e., geometric morphisms
x˜ : S → E˜ ≃ ShS (A, T ).
over S .
By Diaconescu’s Theorem 4.25, [35, B3.2.7] and [36, C2.3.9], such a morphism
corresponds to a continuous Aop-torsor S. Since Aop is a poset, [35, B3.2.4(d)]
states that S can be identified with a subobject of A which is an ideal in Aop
(downward closed and upward directed), i.e., S is a filter in A (upward closed and
downward directed).
Taking into account that f ≤ g if f ∈ √g in ⌊A⌋, the above properties of S
imply that 1 ∈ S, 0 /∈ S, and fg ∈ S whenever f ∈ S and g ∈ S.
Using the fact that {f, g} is a T -covering of f + g, continuity of S gives that
f + g ∈ S implies f ∈ S or g ∈ S.
We conclude that S ֌ A is a coprime, i.e., the complement of a fixed prime
p ∈ Spec(⌊A⌋)aσ = Fix(Spec(⌊A⌋, aσ).
Writing γ : S → A for the discrete fibration corresponding to S, the fibre functor
x˜∗ is the restriction to sheaves of the composite
[Aop,S ]
γ∗−→ [Sop,S ]
lim−→S−−−→ S ,
so
x˜∗A˜ ≃ S−1A ≃ Ap,
where the last ring is a difference ring since p is a fixed prime.
Intuitively, reasoning in X = Spec(⌊A⌋), the basic open setsD(f), f ∈ S form a
directed system of neighbourhoods of p, and the stalk OX,p = lim−→f∈S OX(D(f)) =
lim−→f∈S⌊A⌋f ≃ ⌊S⌋
−1⌊A⌋ ≃ ⌊A⌋p, and the difference structure can be imposed
because p is fixed.
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18.8. Étale and other spectra of a difference ring. Let A be a difference
ring, i.e., a ring in the topos S = σ-Set, and let τ be a Grothendieck topology on
Sch as in 8.1.
We define the internal big τ-site in S
(SA, Tτ )
where SA ∈ cat(S ) is associated with the category
(Sch/Spec⌊A⌋, ϛA),
where the endofunctor ϛA is the base change functor (
aσA)
∗ via the scheme mor-
phism aσA : Spec⌊A⌋ → Spec⌊A⌋, and the internal coverage Tτ is defined by setting
(P, S) ∈ Tτ if (ϛnA(P ), Sn) ∈ τ for all n ∈ N.
The second property required for 13.21 is automatic, because τ is invariant under
base change, so the big τ-spectrum of (S , A) is
ShS (SA, Tτ ) ≃ Sh(Sch/Spec⌊A⌋, τ)ϛA ,
the topos of ϛA-equivariant sheaves on the big τ -site of Spec⌊A⌋, equipped with the
ϛA-equivariant structure ring OSpec⌊A⌋,τ .
Similarly, we define the internal small τ-site in S
(SA,τ , Tτ )
where SA,τ ∈ cat(S ) is associated with the category
(S⌊A⌋,τ , ϛA),
where S⌊A⌋,τ = (Spec⌊A⌋)τ is the small τ -site on Spec⌊A⌋ and ϛA is the base change
endofunctor as above, and Tτ is defined analogously.
Again by 13.21, the small τ-spectrum of (S , A) is
ShS (SA,τ , Tτ ) ≃ Sh(S⌊A⌋,τ , τ)ϛA ,
the topos of ϛA-equivariant sheaves on the small τ -site of Spec⌊A⌋, equipped with
the appropriate structure ring OSpec⌊A⌋,τ .
By externalising the definition of the small τ -spectrum of (S , A) as
Sh(D ⋊ SA,τ , J ⋊ Tτ ),
where (D , J) is a standard site for S , we obtain precisely Hakim’s τ -spectrum from
8.2, so we deduce that, as τ -locally ringed topoi,
Spec .τ(S , A) ≃ Spec .τ(Set, ⌊A⌋)ϛA .
18.9. Affine difference schemes. In line with our general definition 8.10, given
a difference ring A, the associated affine difference scheme is the locally ringed topos
(X,OX) = Spec(A) = Spec.Zar(σ-Set, A).
Given a scheme topology τ that refines the Zariski topology, we define the τ -topos
of X as the ringed topos
(Xτ ,Oτ ) = Spec .τ(X,OX),
whose structure is expounded in 18.8.
In particular, we obtain the étale and flat topos
Xét, Xfppf
of the affine difference scheme X .
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18.10. Difference schemes. By a difference scheme, we will mean a relative
scheme over the topos σ-Set as in 8.11, and a difference quasi-scheme is a ringed
topos associated to a difference scheme.
19. Difference Galois theory
The relevance of various category-theoretic and topos-theoretic Galois theories
has been pointed to us by Olivia Caramello and her useful paper [13]. We also used
ideas from [7], [32], as well as [10], [12], [11].
19.1. Categorical Galois theory of difference rings. We apply Janelidze’s
categorical Galois theory to the context of difference rings, in the spirit of Magid’s
separable Galois theory of commutative rings [44].
Recall that the Pierce spectrum of a commutative ring R is defined as the
spectrum of its boolean algebra of idempotents,
Sp(R) = Spec(B(R)).
The total space of its structure sheaf of indecomposable rings is the morphism
πR :
∐
M∈Sp(R)
R/M → Sp(R),
topologised in a natural way, see [7, 4.2.12] and [34].
Let us write
A = σ-Rngop and P = σ-Prof
for the opposite category of the category of difference rings and for the category of
difference profinite sets.
The difference Pierce spectrum is the functor
S : A → P, S(A) = (Sp(⌊A⌋), Sp(⌊σA⌋)).
Given a difference ring k ∈ σ-Rng, it naturally restricts to the functor
Sk : A/k → P/S(k)
on the category of difference k-algebras.
Let
Ck : P/S(k) → A/k
be the functor assigning to E
e−→ S(k) the k-algebra of continuous functions
C/Sp(⌊k⌋)(⌊e⌋, π⌊k⌋),
and the difference operator is σ∗E σ¯k∗, where σ¯k is the map induced on the total
space by σk.
When k is indecomposable, this can be viewed as the continuous version of the
cotensor construction JE, kK from 14.6.
We obtain the adjunction
Sk ⊣ Ck.
Thus, in order to apply Janelidze’s Galois theory as outlined in 9.1, we need to
identify an interesting class of morphisms A→ k in Ak of relative Galois descent.
Lemma 19.2. If a morphism f : k¯ → k in Ak is such that ⌊k¯⌋ is a separable
closure of ⌊k⌋ in the sense of Magid [44], then it is of relative Galois descent.
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Theorem 19.3. Let f : k¯ → k ∈ Ak be as in the Lemma. Then we have an
equivalence of categories
Splitk(f) ≃ [Gal[f ],Pk],
where
(1) Splitk(f) is the category of difference k-algebras A such that ⌊A ⊗k k¯⌋ is
componentially locally strongly separable extension of ⌊k¯⌋;
(2) Gal[f ] is a difference groupoid with space of objects S(k¯) and space of
arrows S(k¯ ⊗k k¯);
(3) (one side of) the equivalence is given by the functor
A 7→ S(A⊗k k¯).
An immediate consequence of this fact is the following, as yet unpublished,
theorem of Wibmer and the author, who previously ([55, 2.20] and [56, 1.23])
identified the difference absolute Galois group of a difference field k as the difference
group
Gk = (Gal(⌊k¯⌋/⌊k⌋), σk¯( )),
where k¯ is a separable closure of k with some choice of lifting σk¯ of σk.
Corollary 19.4. With the above notation,
Gal[k¯/k] ≃ Gk.
Moreover, in the above Galois correspondence, the formally étale difference k-
algebras of finite σ-type correspond to continuous Gk-actions on difference profinite
sets of finite σ-type.
19.5. Difference fundamental groupoid. Let A be a difference ring, and let
X = Spec(A) be its Zariski spectrum, and let us write ⌊X⌋ = Spec(⌊A⌋) and
σ = aσA : ⌊X⌋ → ⌊X⌋.
As stipulated by 9.4, the difference fundamental groupoid
πét1 (X)
is the prodiscrete localic fundamental groupoid of Xét
γ−→ S = σ-Set.
Let us assume that we have a point ω : S → Xét. By arguments of 9.4, it
comes from a difference homomorphism
A→ Ω,
where ⌊Ω⌋ is a separably closed field. Let
x¯ :W = Spec⌊Ω⌋ → ⌊X⌋
be the associated geometric point in ⌊X⌋.
Recall that Xét = ShS (Sét, Tét), where S is the internal category associated
with ((⌊X⌋)ét, ϛ). The continuous torsor
F ∈ [Cét,S ]
corresponding to ω is associated with the ϛ-invariant diagram
(F, σF)
where F : (⌊X⌋)ét → Set is the classical fibre functor
F(P → ⌊X⌋) = Sch/⌊X⌋(x¯, P ) ≃ Px¯(Ω),
and σF : F→ F ◦ ϛ is obtained by virtue of the diagram
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W W
P P(σ)
⌊X⌋ ⌊X⌋
σ
y¯
x¯
x¯
aω
σF(y¯)
for y¯ ∈ F(P → ⌊X⌋), where P(σ) = ϛ(P ) is the base change of P by σ.
The prodiscrete localic group
πét1 (X,ω)
is obtained as a prodiscrete localic group in S of automorphisms of F , whose
underlying group is
γ∗Aut(F ) = Aut(F )(1) = {ϕ ∈ Aut(F)N = πét1 (⌊X⌋, x¯)N : σFϕn = (ϕn+1◦ϛ)σF}.
19.6. Difference fundamental group of a difference field. If k is a difference
field, and we choose a difference embedding ω : k → k¯ into its separable closure,
then
πét1 (Spec k, ω) ≃ Gk,
as in 19.4. Indeed, σ : Spec⌊k⌋ → Spec⌊k⌋ is faithfully flat, so ϛ is an exact functor,
and, for each n, F ◦ ϛ is again a fibre functor, hence σF are isomorphisms by
Grothendieck Galois theory, so the whole sequence (ϕn) in the above is determined
by ϕ0 ∈ πét1 (⌊k⌋, ⌊ω⌋) ≃ Gal(⌊k¯⌋/⌊k⌋).
It is topologised as follows. For a Galois difference field extension L/k of finite
σ-type, the localic automorphism group of L/k is the group of internal automor-
phisms
Aut(L/k) = {f ∈ Aut(⌊L⌋/⌊k⌋)N : fn+1σL = σLfn},
where a subbasis for the topology is given by sets
〈a, b, n〉 = {f ∈ Aut(L/k) : fn(a) = b},
for a, b ∈ L, n ∈ N.
19.7. Étale spectrum of a difference field. Let ω : k → k¯ be a choice of
difference embedding of difference field into its separable closure, and let X =
Spec(k). From 19.6, it follows that πét1 (X,ω) ≃ Gk, so
Split(Xét) ≃ BGk,
the category of continuous (difference) Gk-actions. On the other hand, we have
that Xét ≃ ⌊X⌋ϛkét , so, using the Galois theory of ⌊k⌋ and the fact that every sheaf
in ⌊X⌋ét is split (by k¯), we deduce that Split(Xét) = Xét, and thus the étale topos
of a difference field k is equivalent to the category of continuous actions of the
difference group Gk, i.e.,
Spec .ét(k) ≃ BGk.
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20. Cohomology of difference schemes
20.1. Difference cohomology. Let A be a difference ring, i.e., a ring in S =
σ-Set, and let (X,OX)
π−→ (S , A) be a quasi-difference scheme. Let τ be a scheme
topology refining Zariski topology, and let (Xτ ,Oτ )
πτ−→ (S ,OX) be the τ -topos
associated with X .
In 10.1, given abelian groups M,N in Xτ , we defined the abelian groups
Ext(Xτ ,M,N) and H
n(Xτ , N),
and the difference abelian groups
Ext(Xτ/S ,M,N) and H
n(Xτ/S , N)
as suitable instances of the classical topos cohomology.
The Leray spectral sequence
Hp(S , Hq(Xτ/S , N))⇒ Hp+q(Xτ , N).
connecting the above cohomology groups becomes explicit in this case. By 17.16,
we have that H1(S ,−) is the functor of difference coinvariants, and Hp(S ,−) = 0
for p > 1, so the spectral sequence degenerates (as in [58, Exercise 5.2.1]) and we
obtain exact sequences
0→ Hn−1(Xτ/S , N)σ → Hn(Xτ , N)→ Hn(Xτ/S , N)σ → 0.
20.2. Classifying difference torsors. Although we can speak about torsors in a
very general setting of 4.25 and 6.8, in algebraic geometry one is usually interested in
torsors on the flat site of a scheme, and their interaction with principal homogeneous
spaces of a group scheme, as in [48, III.4].
If X is a difference scheme, G a difference group scheme over X , and P → X
a faithfully flat difference scheme over X with an action µP : P ×X G → P of G
over X , we say that P is principal homogeneous space for G, if the morphism
P ×X G (id,µP )−−−−−→ P ×X P
is an isomorphism.
Let G˜ ∈ Xfppf be the group object represented by G. If G is abelian, then 6.9
tells us that
Tors(Xfppf, G˜) ≃ H1(Xfppf, G˜).
Using [48, III.4.3], we deduce that the left hand side coincides with isomorphism
classes of principal homogeneous spaces of G. This aspect has been of interest in
[2] and [16], see Section 22.
20.3. Generalised difference torsors. Let γ : E → S = σ-Set be a topos over
difference sets, and let G be a group in E .
Generalised difference G-torsors are defined as elements of the difference groupoid
Tors(E , G) = Tors(E/γ∗N+ , (γ
∗N+)
∗G),
with the difference structure inherited from N+.
We also have the difference abelian group
Tors1(E , G) = Tors1(E/γ∗N+ , (γ
∗N+)
∗G)
of isomorphism classes of generalised difference G-torsors, which consists of con-
nected components of the above difference groupoid.
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The following statement compares generalised difference torsors to ordinary
ones.
Proposition 20.4. If G is an abelian group in E , we have a short exact se-
quence
0→ (γ∗G)σ → Tors1(E , G)→ Tors1(E , G)σ → 0.
Proof. The exact sequence of low degrees in the Leray spectral sequence is
0→ H1(S , γ∗G)→ H1(E , G)→ ΓS (R1γ∗(G))→ H2(S , γ∗G).
Taking into account that ΓS = Fix, as well as 17.16, it simplifies to
0→ (γ∗G)σ → H1(E , G)→ (R1γ∗(G))σ → 0.
Using the description S = [σop,Set] as in 13, and the explicit description of R1γ∗
from 6.6, we obtain that the difference set corresponding to the presheaf R1γ∗(G)
is
R1γ∗(G)(o) = H
1(E , γ∗ho, G) ≃ H1(E/γ∗N+ , (γ∗N+)∗G),
so we obtain the required sequence by applying 6.9. 
20.5. Comparison to cohomology of schemes. Using the notation from 18.8,
for a difference scheme X = Spec.Zar(S , A), we have
Xτ = ShS (SX,τ , Tτ ) ≃ Sh(S⌊X⌋,τ )ϛX = (⌊X⌋τ )ϛX .
Let
f : Set→ S
be the point from 12.10, with f∗ = ⌊ ⌋, f! = ⌈ | and f∗ = | ⌉.
We apply the base change construction 4.10 to f and the internal category SX,τ
from 4.10 to obtain a geometric morphism
f˜ : ⌊X⌋τ → Xτ ≃ (⌊X⌋τ )ϛX ,
where f˜∗ is simply the forgetful functor, forgetting the structure map of a ϛX -
equivariant sheaf. Its right adjoint is
f˜∗(F) =
∏
i∈N
F ◦ ϛn,
whose ϛ-equivariant structure is given by the left shift, and its left adjoint is
f˜!(F)(P ) =
∐
F(Q),
where the coproduct is indexed by all Q with ϛn(Q) = P for some n.
Clearly, f˜! is an exact left adjoint to f˜∗, so the forgetful functor f˜∗ preserves
injectives.
Given an abelian group N in Xτ , the relative cohomology H(Xτ/S , N) is com-
puted using a ϛ-equivariant injective resolution of N , which we now know also gives
an injective resolution of ⌊N⌋, and H0(⌊X⌋τ , ⌊N⌋) = H0(Xτ , N), so we deduce that
Hn(Xτ/S , N) ≃ Hn(⌊X⌋τ , ⌊N⌋).
The short exact sequences from 20.1 become
0→ Hn−1(⌊X⌋τ , ⌊N⌋)σ → Hn(Xτ , N)→ Hn(⌊X⌋τ , ⌊N⌋)σ → 0.
20. COHOMOLOGY OF DIFFERENCE SCHEMES 153
20.6. Cohomology of difference quasi-coherent sheaves. Let A be a differ-
ence ring, and let ϕ : B → C be a morphism of difference A-algebras. Let M be a
difference C-module, and let N be a difference A-module.
Let f : Spec(C) → Spec(B) be the morphism of difference schemes assocated
with ϕ and let πA : Spec(A) → (σ-Set, A) and πC : Spec(C) → (σ-Set, C) be
structure morphisms.
Writing M˜ =M×COSpecC for the pullback ofM via πC and N˜ = N×AOSpecA
for the pullback of A via πA, the results of 10.2 give that, for i > 0,
Rif∗M˜ = 0,
and
Hi(X/S , N˜) = RiπA∗N˜ = 0.
20.7. Hilbert’s theorem 90 for difference schemes. Let X be a difference
quasi-scheme. Hilbert’s Theorem 90 for relative schemes from 10.4 applies, so we
obtain
H1(X,O×X) ≃ H1(Xét,Gm) ≃ H(Xfppf,Gm).
Let us give a direct proof in the difference case. Using 10.3, we obtain natural maps
H1(X,OX) ≃ Pic(OX)→ Pic(Oét) ≃ H1(Xét,Gm),
so it is enough to show that the middle map is surjective. Using the description
Xét = ⌊X⌋ϛét and XZar = ⌊X⌋ϛZar
as categories of ϛ-equivariant sheaves on the classical sites from 18.8, if (F, σF)
is an invertible sheaf in Xét, then F is in particular an invertible sheaf on ⌊X⌋ét,
which happens to be ϛ-equivariant. Hence, F is quasi-coherent and there is a quasi-
coherent sheaf F0 ∈ ⌊X⌋Zar such that Fa0 = F. It follows automatically that F0 is
ϛ-equivariant and invertible, i.e., F0 ∈ XZar, and we are done.
The comparison theorem 20.5 gives that, writing A (X) = OX(X), the sequence
0→ A (X)×σ → Pic(X)→ Pic(⌊X⌋)σ → 0
is exact.
20.8. Difference Kummer and Artin-Schreier theory.
Notation 20.9. for an abelian group E and an integer n, we write
nE = Ker(E
n−→ E), En = Coker(E n−→ E).
Let X be a quasi-difference scheme.
If n is invertible in X , Kummer theory from 10.5 in this case gives the exact
sequence
0→ (O×X(X)σ)n → H1(Xét, µn)→ nPic(X)→ 0.
If X is of characteristic p, Artin-Schreier theory from 10.6 gives the exact
sequence
0→ OX(X)σ/(F − id)OX(X)σ → H1(Xét,Z/nZ)→ H1(Xét,Oét)F → 0.
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20.10. Étale cohomology of a difference field. Let k be a difference field. We
abbreviate Hn(k,Gm) = H
n(Spec(k)ét,Gm) and H
n(k, µn) = H
n(Spec(k)ét, µn).
The comparison theorem from 20.7 yields an exact sequence
0→ (k×)σ → Pic(k)→ Pic(⌊k⌋)σ → 0,
and, since Pic(⌊k⌋) = 0, we obtain that
H1(k,Gm) ≃ Pic(k) ≃ (k×)σ.
In degree 2, comparison theorem 20.5 gives an exact sequence
0→ H1(⌊k⌋,Gm)σ → H1(k,Gm)→ H2(⌊k⌋,Gm)σ → 0,
and, since the first term vanishes, we obtain that
H2(k,Gm) ≃ H2(⌊k⌋,Gm)σ.
In other words, we have a relation between the Brauer groups of k and its underlying
field,
Br(k) ≃ Br(⌊k⌋)σ.
The long exact sequence for cohomology associated to Kummer theory of k becomes
0→ µn(kσ)→ (k×)σ → (k×)σ →
→ H1(k, µn)→ (k×)σ → (k×)σ →
→ H2(k, µn)→ Br(⌊k⌋)σ → Br(⌊k⌋)σ,
whence we extract short exact sequences
0→ ((k×)σ)n → H1(k, µn)→ n((k×)σ)→ 0,
and
0→ ((k×)σ)n → H2(k, µn)→ nBr(⌊k⌋)σ → 0.
On the other hand, the comparison theorem yields exact sequences
0→ (n(k×))σ → H1(k, µn)→ ((k×)n)σ → 0
and
0→ ((k×)n)σ → H2(k, µn)→ (nBr(⌊k⌋))σ → 0,
the latter being equivalent to the sequence given above.
20.11. Difference Galois cohomology. If k is a difference field, 19.7 yields an
equivalence
Ab(Spec .ét(k)) ≃ Ab(BGk)
between abelian étale sheaves on k and continuous Gk-modules. Through this
equivalence, we have that section functors correspond to Gk-invariants in the sense
H0(Spec .ét(k)/S ,−) ≃ (−)Gk and H0(Spec .ét(k),−) ≃ Fix ◦(−)Gk .
Hence, if G ∈ Ab(Spec .ét(k)), we can compute the étale cohomology as continuous
difference group cohomology
Hn(Spec .ét(k)/S ,G ) ≃ Hn(BGk/S ,G ), and Hn(Spec .ét(k),G ) ≃ Hn(BGk,G ),
as outlined in 11.13.
This is of particular interest when the abelian group G is associated to an
abelian difference algebraic group G over k, in which case we can dub the above
groups
Hn((k¯/k)/S ,G) and Hn(k¯/k,G)
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and think of them as difference analogues of Galois cohomology.
20.12. Étale cohomology of a difference curve. Let X be a smooth difference
curve over a difference field k with ⌊k⌋ algebraically closed, and let
RX ≃ (R⌊X⌋, σR), DX ≃ (D⌊X⌋, σD) ∈ Xét
be ϛX -equivariant sheaves associated with the sheaf of rational functions and the
sheaf of divisors on ⌊X⌋. We have a divisor short exact sequence in Xét,
0→ Gm → R×X → DX → 0.
All cohomology groups in this subsection will be étale, so, to simplify notation,
we write Hi(X,−) in place of Hi(Xét,−).
Classically ([23, I.5.2], [47, Sect. 14], [53, 10.3]) we know the following.
(1) For i ≥ 2,
Hi(⌊X⌋,Gm) = 0.
(2) For i > 0,
Hi(⌊X⌋,R×) = 0 and Hi(⌊X⌋,D) = 0.
(3) Kummer theory for ⌊X⌋ gives a long exact sequence
0→ µn(O×⌊X⌋(⌊X⌋)→ O×⌊X⌋(⌊X⌋)
n−→ O×⌊X⌋(⌊X)⌋
→ H1(⌊X⌋, µn)→ Pic(⌊X⌋) n−→ Pic(⌊X⌋)
→ H2(⌊X⌋, µn)→ 0,
whence
H2(⌊X⌋, µn) = Pic⌊X⌋n.
When ⌊X⌋ is proper, we have that O⌊X⌋(⌊X⌋) = ⌊k⌋, so
H1(⌊X⌋, µn) = nPic⌊X⌋.
Moreover, in view of the exact sequence
0→ Pic0⌊X⌋ → Pic⌊X⌋ d−→ Z→ 0,
where d is the degree map, and the fact that Pic0⌊X⌋ has the structure of
an abelian variety, we know that Pic0⌊X⌋ n−→ Pic0⌊X⌋ is surjective, and
we obtain the more precise relations
H1(⌊X⌋, µn) = nPic0⌊X⌋ and H2(⌊X⌋, µn) = Coker(Z n−→ Z) = Z/nZ.
Using (1), the comparison theorem in degree 1 gives a short exact sequence
0→ (O×X(X))σ → Pic(X)→ Pic(⌊X⌋)σ → 0,
in degree 2,
H2(X,Gm) ≃ Pic(⌊X⌋)σ,
and, for i ≥ 3,
Hi(X,Gm) = 0.
Using (2), we obtain
H1(X,R×) ≃ (k(X)×)σ,
and, for i ≥ 2,
Hi(X,R×) = 0,
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and similarly
H1(X,D) ≃ D(⌊X⌋)σ,
and, for i ≥ 2,
Hi(X,D) = 0.
With the above information, the long cohomology exact sequence associated to
the divisor short exact sequence can be written as
0→ (OX(X)×)σ → (k(X)×)σ → (D(⌊X⌋))σ →
→ Pic(X)→ (k(X)×)σ → (D(⌊X⌋))σ → Pic(⌊X⌋)σ → 0,
whence we split off a short exact sequence for H1(X,Gm) = Pic(X),
0→ Coker ((k(X)×)σ → D(⌊X⌋)σ)→ Pic(X)→ Ker ((k(X)×)σ → D(⌊X⌋)σ)→ 0,
while in degree 2 we get nothing new.
Using (3), comparison theorem in degree 1 gives that an exact sequence
0→ (n(O×X(X)))σ → H1(X,µn)→ H1(⌊X⌋, µn)σ → 0.
When X is proper, this simplifies to
0→ µn(k)σ → H1(X,µn)→ (nPic0⌊X⌋)σ → 0.
In degree 2, we obtain
0→ H1(⌊X⌋, µn)σ → H2(X,µn)→ ((Pic⌊X⌋)n)σ ≃ (Z/nZ)σ ,
where σ acts on Z by multiplication by the generic degree of σX . When X is proper,
this simplifies to
0→ (nPic0⌊X⌋)σ → H2(X,µn)→ (Z/nZ)σ .
In degree 3, we obtain
H3(X,µn) ≃ H2(⌊X⌋, µn)σ ≃ (Z/nZ)σ.
Taking into account all of the above information, Kummer theory of Xét yields
a long exact cohomology sequence
0→ µn(O×X(X))σ → O×X(X)σ n−→ O×X(X)σ
→ H1(X,µn)→ Pic(X) n−→ Pic(X)
→ H2(X,µn)→ Pic(⌊X⌋)σ → Pic(⌊X⌋)σ
→ H3(X,µn)→ 0.
We can split off the short exact sequences
0→ (O×X(X)σ)n → H1(X,µn)→ nPic(X)→ 0,
which, for proper X , simplifies to
0→ ((k×)σ)n → H1(X,µn)→ nPic(X)→ 0,
and
0→ Pic(X)n → H2(X,µn)→ n(Pic(⌊X⌋)σ),
while in degree 3 we get no new information.
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21. Cohomology of difference algebraic groups
21.1. Difference algebraic groups. For an affine difference scheme X , let us
write A (X) = OX(X) for its associated difference ring.
Let S ∈ σ-Sch be an affine difference scheme, and let G → S be an affine
S-group, determined by σ-Sch/S morphisms
(1) G×S G→ G (multiplication/product);
(2) G→ G (inverse element);
(3) S → G (identity section).
Taking the associated algebras, we obtain A (S)-algebra morphisms
(1) ∆ : A (S)→ A (G) ⊗A (S) A (G) (coproduct);
(2) τ : A (G)→ A (G) (antipode);
(3) ǫ : A (G)→ A (S) (counit),
endowing A (G) with a difference Hopf algebra structure.
21.2. Constructing difference subgroups. Let us write D for the difference
ring (Z[T ], id). Equivalently, considering the difference set (N, i 7→ i + 1) and the
object J∞(Z) = (Z, id) ∈ σ∞-Rng, we obtain
D ≃ N⊗ J∞(Z) = NJ∞(Z).
The ring D acts on any commutative difference group G by difference group endo-
morphisms via
(a0 + a1T + · · ·+ anT n).g = ga0σga1 · · ·σngan .
If G is a commutative difference group scheme, we have an action
D ×G→ G,
where, for each S, the action D ×G(S) → G(S) is as above. Hence we obtain a
morphism
ρ : D → End(G).
Given an f ∈ D,
Gf = Ker(ρ(f))
is a presheaf of difference groups that can be considered as the difference subgroup
of G defined by the equation ‘f = e’ in G. Equivalently, using the properties of
the constant object (D/(f))e,
Gf = Hom((D/(f))e,G).
21.3. Additive groups. Classically, the additive group functor is the Ŝch-group
Ga given by
Ga(S) = OS(S),
considered with the additive structure of the ring OS(S). It is represented by
Ga = Spec(Z[T ]). More generally, for an affine S ∈ Sch, we have
Ga,S ≃ hSpec(A (S)[T ]),
where A (S)[T ] is given the Hopf algebra structure via ∆(T ) = T ⊗ 1 + 1 ⊗ T ,
ǫ(T ) = 0, τ(T ) = −T .
In the difference context, we let
σ-Ga : σ-Sch
◦ → Set, Ga(S) = ⌊OS(S)⌋.
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Hence σ-Ga(S) =Ga(⌊S⌋), so
σ-Ga =Ga ◦ ⌊ ⌋ = |Ga⌉
and σ-Ga is represented by σ-Ga = |Ga⌉ = Spec(Z{T }), where Z{T } = Z[T0, T1, . . .],
together with σ : Ti 7→ Ti+1.
Working over an affine base difference scheme S,
σ-Ga,S = hSpec(A (S){T}),
where A (S){T } = Z{T } ⊗ A (S) = A (S)[T0, T1, . . . ], σ↾A (S) = σA (S), and σ :
Ti 7→ Ti+1. This difference algebra is equipped with a σ-Hopf algebra structure
through ∆(Ti) = Ti ⊗ 1 + 1⊗ Ti, τ(Ti) = −Ti, ǫ(Ti) = 0.
We can also consider the σ-Set-functor
σ
∗-Ga : (σ
∗-Sch)◦ → σ∗-Set,
where
σ
∗-Ga(S) = OS(S)
with the structure of a difference group. Since σ∗-Ga(S) = (Ga(⌊S⌋),Gs(⌊σS⌋)),
we see that
σ
∗-Ga = |Ga⌉∗,
so, by 15.3, it is represented by σ-Ga in σ∗-Sch.
The σ-Set-functor
σ
∞-Ga : (σ∞-Sch)◦ → σ-Set
is given by σ∞-Ga(S) = OS(S) = (Ga(⌊S⌋),Ga(⌊σS⌋)) as a difference group, and
by σ∞-Ga(fi) = (Ga(fi))i. Thus,
σ
∞-Ga = |Ga⌉∞,
so by 15.7, σ∞-Ga is represented by J
∞
Ga = Spec(Z[T ], id).
The template from 21.2 allows us to find a myriad of difference algebraic sub-
groups of either of σ∗-Ga, σ∞-Ga. In particular, for a polynomial f = a0+ a1T +
· · ·+ anT n ∈ D, we have that
(σ∗-Ga)
f (S) = {u ∈ OS(S) : a0u+ a1σ(u) + · · ·+ anσn(u) = 0},
which is represented by the spectrum of Z{T }/〈f〉.
21.4. Multiplicative groups. The classical multiplicative group functor Gm is
the Ŝch-group given by
Gm(S) = OS(S)
×,
with the structure of the multiplicative group of invertible elements of the ring
OS(S). It is represented by the scheme
Gm = Spec(Z[T, T
−1]),
given that Gm(S) ≃ HomAlg(Z[T, T−1],OS(S)) ≃ OS(S)×.
More generally, if S in an affine scheme, Gm,S is represented by Gm,S , the
spectrum of the A (S)-algebra A (S)[T, T−1], with Hopf algebra structure given by
∆(T ) = T ⊗ T , τ(T ) = T−1, ǫ(T ) = 1.
The functor
σ-Gm : (σ-Sch)◦ → Set
is defined by
σ-Gm(S) = ⌊OS(S)×⌋ = Gm(⌊S⌋),
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so σ-Gm = |Gm⌉ and it is therefore represented by
σ-Gm = Spec(Z[Ti, T
−1
i : i ∈ N], σ),
where σ(Ti) = Ti+1 and σ(T
−1
i ) = T
−1
i+1. This is a difference Hopf algebra with
∆(Ti) = Ti ⊗ Ti, τ(Ti) = T−1i , ǫ(Ti) = 1.
The σ-Set-functor
σ
∗-Gm : (σ
∗-Sch)◦ → σ∗-Set, S 7→ OS(S)×
coincides with |Gm⌉∗, so it is represented by σ-Gm, while the σ-Set-functor
σ
∞-Gm : (σ∞-Sch)◦ → σ-Set, S 7→ OS(S)×
is represented by J∞(Gm) = Spec(Z[T, T−1], id).
Using the template from 21.2, we can construct difference sub-tori, i.e., differ-
ence algebraic subgroups of either σ∗-Gm or σ∞-Gm. In particular, for a polyno-
mial f = a0 + a1T + · · ·+ anT n ∈ D, we have that
(σ∗-Gm)f (S) = {u ∈ OS(S) : ua0σ(u)a1 · · ·σn(u)an = 1},
which is represented by the spectrum of
21.5. The ring O. Classically, the Ŝch-ring Osch is given by
Osch(S) = A (S) = OS(S).
It is represented by the scheme O = Spec(Z[T ]).
If S is an affine scheme, the Ŝch/S-ring OS is represented by an S-scheme
OS = S ×Spec(Z) O = Spec(A (S)[T ]).
In the difference context, we define the σ-Set-ring presheaf
O : (σ∞-Sch)◦ → σ∞-Set
as follows. Given S, S′ ∈ σ∞-Sch, we assign
O(S) = A (S),
and we define the difference morphism
OS′S : σ
∞-Sch(S′, S)→ σ∞-Rng(A (S),A (S′))
to be the global section morphism. Note that O = |Osch⌉∞, so it is represented by
J∞(O) = Spec(Z[T ], id) ∈ σ∞-Sch.
Its underlying functor is the difference ring presheaf
O0 : σ-Sch→ σ-Set, S 7→ A (S),
and its associated presheaf is the ring presheaf
O˚ : σ-Sch→ Set, S 7→ Fix(A (S)),
and it is represented by I(O) = Spec(Z[T ], id) ∈ σ-Sch.
We sometimes consider
σ-O : (σ-Sch)◦ → Set, S 7→ ⌊OS(S)⌋ = O(⌊S⌋).
Thus σ-O = |O⌉, so it is represented by
σ-O = Spec(Z{T }).
Additionally, we consider the σ-Set-functor
σ
∗-O : (σ∗-Sch)◦ → σ∗-Set, S 7→ OS(S),
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with the difference ring structure. Hence σ∗-O = |O⌉∗, so it is represented by σ-O.
21.6. Modules. Classically, if S is an affine scheme and F is an A (S)-module
(i.e., an O(S)-module), there are two natural ways of associating an OS-module to
it. We consider the contravariant functorsVsch(F ) andWsch(F ) on Sch/S defined
by
Vsch(F )(S
′) = HomO(S′)(F ⊗O(S) O(S′),O(S′)) = HomO(S)(F ,O(S′)),
Wsch(F )(S
′) = F ⊗O(S) O(S′).
We can also view V andW as functors from the category of A (S)-modules to
the category of OS-modules, where V is contravariant, and W covariant.
Let S be an affine difference scheme, so A (S) = O(S) is a difference ring. Let
F be an A (S)-module. We define OS-modules V(F ) and W(F ) as the σ-Set-
functors σ∞-Sch→ σ∞-Set given by
V(F )(S′) = [F ⊗O(S) O(S′),O(S′)]O(S′) = [F ,O(S′)]O(S),
W(F )(S′) = F ⊗O(S) O(S′).
Their underlying functors are the O0-modules
V(F )0,W(F )0 : σ-Sch
◦ → σ-Set,
given by the same formulae on objects.
Their associated presheaves are O˚-modules σ-Sch◦ → Set given by
V˚(F )(S′) = O(S′)-Mod(F ⊗O(S) O(S′),O(S′)) = O(S)-Mod(F ,O(S′)),
W˚(F )(S′) = Fix(F ⊗O(S) O(S′)).
We let
σ-V(F ) = ⌊ ⌋ ◦V0(F ) and σ-W(F ) = ⌊ ⌋ ◦W0(F ).
We obtain A (S)-Mod-functors
V : (A (S)∞-Mod)◦ → OS,∞-Mod and W : A (S)∞-Mod→ OS,∞-Mod,
although we will mostly be interested in their underlying functors (which we denote
by the same letters to simplify notation)
V : (A (S)-Mod)◦ → OS-Mod and W : A (S)-Mod→ OS-Mod.
We also have the functors arising from the associated presheaves
V˚ : (A (S)-Mod)◦ → O˚S-Mod and W˚ : A (S)-Mod→ O˚S-Mod.
Proposition 21.7. Let S be an affine difference scheme, and let F be an
A (S)-module. The functor V(F ) is representable on σ∞-Sch (and V˚(F ) is rep-
resented on σ-Sch) by the affine difference S-scheme
V(F ) = Spec(S(F )),
where S(F ) denotes the symmetric difference A (S)-algebra associated to F , as in
16.18. Consequently, σ-V(F ) is representable on σ-Sch by
Π∞V(F ).
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Proof. For S′ over S, we have
V(F )(S′) = [F ⊗O(S) O(S′),O(S′)]O(S′)-Mod ≃ [F⊗,O(S′)]O(S)-Mod
≃ [S(F ),O(S′)]O(S)-Alg ≃ σ∞-Sch/S(S′,V(F )).
The last statement follows by 14.10, since, for S′ → S in σ-Sch,
σ-V(F )(S′) = ⌊σ∞-Sch/S(I∞(S′),V(F ))⌋ ≃ σ-Sch/S(S′,Π∞V(F )).

Corollary 21.8. Let S0 be an affine scheme and F0 an A (S0)-module. Writ-
ing F = J∞(F0) and S = J
∞(S0), we have that F is an A (S)-module. Then
V(F ) is represented on σ∞-Sch by
J∞(V(F0))
and σ-V is represented on σ-Sch by
Π∞J∞(V(F0)) = |V(F0)⌉.
Proposition 21.9. Let S be an affine difference scheme, and let F and F ′ be
two A (S)-modules.
(1) The functors V and W commute with base change. For S′ → S affine,
we have
V(F ⊗A (S′)) ≃ V(F )S′ and W(F ⊗A (S′)) ≃W(F )S′ .
(2) The enriched functors V and W are fully faithful, i.e., the canonical dif-
ference maps
[F ,F ′]A (S) → OS-Mod(V(F ′),V(F ))
[F ,F ′]A (S) → OS-Mod(W(F ),W(F ′)])
are bijective. In particular, we have bijections
HomA (S)(F ,F
′)→ HomOS (V(F ′),V(F ))
HomA (S)(F ,F
′)→ HomOS (W(F ),W(F ′)).
(3) The functors V and W are additive,
V(F ⊕F ′) ≃ V(F ) ×S V(F ′) and W(F ⊕F ′) ≃W(F ) ×S W(F ′).
Proof. Only claim 2 requires proof. The case of W is trivial, because, given
a morphism φ :W(F )→W(F ′) we recover the original map as φ(S) : F → F ′.
In view of 21.7, we show that F can be reconstructed from the OS-module
structure on the S-scheme V(F ). Indeed, for any difference scheme X over S,
the underlying difference set of the O(X)-module V(F )(X) = [F ,O(X)]O(S)
canonically identifies to [S(F ),O(X)]O(S)-Alg. This isomorphism allows us to
evaluate an element h ∈ V(F )(X) on an element of S(F ). More explicitly, if
h, h′ ∈ [F ,O(X)]O(S), si ∈ F , t ∈ O(X), we consider s1s1 · · · sn as an element of
S(F ), and, writing h(si) for the evaluation of h at si,
(h+ h′)(s1s2 · · · sn) =
∏
i
(h(si) + h
′(si))
(t.h)(s1s2 · · · sn) = tn
∏
i
h(si).
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Hence, for every z ∈ S(F ), and every X over S, we obtain a map
evz : V(F )(X) ≃ [S(F ),O(X)]O(S)-Alg → O(X).
We claim that
F = {z ∈ S(F ) : for every X over S, evz is an O(X)-module homomorphism}.
The left to right inclusion is clear from the above formulae. Conversely, suppose z
satisfies the defining property of the set on the right hand side, and write z =
∑
n zn,
where zn ∈ Sn(F ). Let us choose X = Spec(S(F )[T ]), the spectrum of the
difference ring extending S(F ) determined by σ(T ) = T . Then, for
h ∈ [S(F ),S(F )[T ]]O(S)-Alg ,
we have (T.h)(z) =
∑
n T
nh(zn). By hypothesis on z, (T.h)(z) = T.(h(z)), i.e.,∑
n T
nh(zn) = T.
∑
n h(zn). Taking for h the canonical injection, we get
∑
n T
n.zn =
T.
∑
n zn, which implies that zn = 0 for n 6= 1, and z ∈ F .

Corollary 21.10. With the notation of 21.9, we have the following.
(1) The functors V˚ and W˚ commute with base change.
(2) The functor V˚ is fully faithful, and W˚ is not in general.
(3) The functors V˚ and W˚ are additive.
Proof. The properties (1) and (3) follow by applying the functor Fix to the
corresponding properties from 21.9. For (2), the fact that V˚ is fully faithful follows
by the same proof as for V. To see that W˚ is not fully faithful in general, let F
be a free difference module on a single generator. Then W˚(F )(S′) = 0 for any
S′ → S, so it is impossible to reconstruct F from its module presheaf. 
Proposition 21.11. We have canonical morphisms
OS-Mod[W(F ),W(F ′)] OS-Mod[V(F ′),V(F )]
W([F ,F ′]A (S))
Moreover, if F and F ′ are finite étale A (S)-modules, then all the above arrows
are isomorphisms.
Proof. The isomorphism in the top row follows using 21.9(1). If we write the
value of all these presheaves on some S′ → S, and use 21.9(2), the existence of the
left morphism is a consequence of the natural morphism
[F ,F ′]A (S) ⊗A (S) A (S′)→ [F ⊗A (S′),F ′ ⊗A (S′)]A (S′),
and similarly for the morphism on the right. Note that this morphism is an iso-
morphism when F and F ′ are finite étale. 
Corollary 21.12. If F is a finite étale A (S)-module, then
W(F∨) ≃ OS-Mod[W(F ),OS ] ≃ V(F ),
V(F∨) ≃ OS-Mod[V(F ),OS ] ≃W(F ).
Moreover,
W˚(F∨) ≃ V˚(F ).
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Proposition 21.13. Let B be an A (S)-algebra, and let F , F ′ be A (S)-
modules. Then we have a natural isomorphism
̂
σ
∞-Sch/S(Spec(B),OS-Mod[W(F
′),W(F )]) ≃ [F ′,F ⊗A (S) B]A (S).
Proof. Writing X = SpecB, using enriched Yoneda, the left hand side be-
comes
OS-Mod[W(F ′),W(F )](X) = OX-Mod(W(F ′)X ,W(F )X)
= OX -Mod(W(F ′⊗B),W(F⊗B)) ≃ [F ′⊗B,F⊗B]A (S) = [F ′,F⊗B]A (S).

Proposition 21.14. With the above notation, we have a natural isomorphism
̂
σ-Sch/S(SpecB,HomO˚S (V˚(F
′), V˚(F )) ≃ A (S)-Mod(F ,F ′ ⊗A (S) B).
Proof. Writing X = Spec(B), using ordinary Yoneda, the left hand side
equals
Hom
O˚S
(V˚(F ′), V˚(F ))(X) = O˚X -Mod(V˚(F ′)X , V˚(F )X)
= O˚X -Mod(V˚(F ′ ⊗B), V˚(F ⊗B)) ≃ A (S)-Mod(F ⊗B,F ′ ⊗B)
= A (S)-Mod(F ,F ′ ⊗B).

21.15. Difference group modules. Let S be a difference scheme, let G be an
S-group, and let F be an A (S)-module.
Definition 21.16. A structure of an enriched G-A (S)∞-module on F is given
by a structure of a hG-OS-module onW(F ). The internal hom of two G-A (S)∞-
modules is their internal hom in the category hG-OS-Mod. Thus we obtain a full
σ-Set-subcategory
G-A (S)∞-Mod
of hG-OS-Mod.
Equivalently, taking the fixed points of the isomorphism in 5.18, a structure of
a G-A (S)∞-module on F is determined by a morphism of ̂σ∞-Sch/S-groups
ρ : hG → AutOS [W(F )].
This is, using 21.13, equivalent to a choice of an A (S)-module map
µ : F → F ⊗A (G),
which makes F into a difference comodule for the difference Hopf algebra A (G).
Given twoG-A (S)∞-comodulesF , F ′, the internal hom objectG-A (S)∞-Mod(F ,F ′)
corresponds to the internal hom object A (G)∞-Comod(F ,F ′), which is obtained
as the equaliser
[F ⊗A (G),F ′ ⊗A (G)]
A (G)∞-Comod(F ,F ′) [F ,F ′] [F ,F ′ ⊗A (G)]µF′,∗
µ∗
F
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so we conclude the following.
Proposition 21.17. There is an equivalence of A (S)-Mod-categories
G-A (S)∞-Mod ≃ A (G)∞-Comod.
Remark 21.18. If F is anA (S)-module, a homomorphism ρ : hG → AutOS [W(F )]
gives rise to the diagram
hG AutOS [W(F )]
hG AutOS [V(F )]
ρ
ρ∨
where the left vertical arrow is the inverse of G, and the right vertical arrow is
the anti-isomorphism obtained using 21.11. The contragredient representation ρ∨
makes V(F ) into a hG-OS-module whenever ρ makesW(F ) into one.
Given that the functor V is contravariant, the category of A (S)-modules which
are given the hG-OS-module structure through V(F ) is equivalent to
(A (G)∞-Comod)◦.
Definition 21.19. A structure of a G-A (S)-module on F is given by a struc-
ture of a h˚G-O˚S-module on W˚(F ). On the other hand, a structure of a G-A (S)◦-
module on F is given by a structure of a h˚G-O˚S-module on V˚(F ). Thus we obtain
(ordinary) categories
G-A (S)-Mod and G-A (S)◦-Mod.
Proposition 21.20. There is an equivalence of categories
G-A (S)◦-Mod ≃ A (G)-Comod◦.
Proof. The proof is parallel to the proof of 21.17, using 21.14 in place of
21.13. 
Corollary 21.21. Suppose that the affine difference algebraic group G is flat
over S (i.e., ⌊A (G)⌋ is flat over ⌊A (S)⌋. Then the category G-A (S)∞-Mod (equiv-
alent to A (G)∞-Comod) is enriched abelian. Moreover, the category G-A (S)◦-Mod
(equivalent to A (G)-Comod◦) is abelian.
Proof. It is a classical fact that ⌊A (G)⌋-Comod is abelian when ⌊A (G)⌋ is
flat over ⌊A (S)⌋. We simply note that the difference structure does not interfere
with the abelian structure. 
21.22. Induced difference group modules. Let S be a difference scheme and
let G be a difference S-group. Let us write ∆ : A (G) → A (G) ⊗ A (G) for the
comultiplication, and η : A (G) → A (S) for the counit of the difference Hopf
algebra A (G).
Given an A (S)-module P, we let
Ind(P) = P ⊗A (S) A (G),
with the A (G)-comodule structure given by
idP ⊗∆ : P ⊗A (S) A (G)→ P ⊗A (S) A (G) ⊗A (S) A (G).
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This defines a σ-Ab-functor
Ind : A (S)∞-Mod→ G-A (S)∞-Mod.
This construction is related to the more general construction from 11.14 via
W(Ind(P)) ≃ E(W(P)) = [hG,W(P)].
Through this identification, the morphism ε : E(W(P))→W(P) corresponds to
the morphism idP ⊗η : Ind(P)→ P.
We know by 21.9 that the enriched functor W : A (S)∞-Mod → OS-Mod is
fully faithful. On the other hand, by definition 21.16, its restriction toG-A (S)∞-Mod
is also fully faithful, i.e., for any M ,M ′ ∈ G-A (S)∞-Mod, there is an enriched
natural isomorphism
G-A (S)∞-Mod(M ,M
′) ≃ hG-OS-Mod(W(M ),W(M ′)).
It would be straightforward to prove it directly, but we can now draw the following
conclusions using 11.16 and 11.18.
Corollary 21.23. The functor Ind is an enriched right adjoint to the forgetful
σ-Ab-functor G-A (S)∞-Mod → A (S)∞-Mod. More precisely, we have isomor-
phisms
G-A (S)∞-Mod(M , Ind(P)) ≃ A (S)∞-Mod(M ,P),
enriched natural in M ∈ G-A (S)∞-Mod and P ∈ A (S)∞-Mod.
Corollary 21.24. If I is an enriched injective object of A (S)∞-Mod, then
Ind(I ) is an enriched injective object of G-A (S)∞-Mod. Consequently, G-A (S)∞-Mod
has enough enriched injectives.
Proof. We note that, by 17.7, A (S)∞-Mod has enough enriched injectives.

21.25. Cohomology of difference algebraic groups. The most general theory
of cohomology of (enriched) difference algebraic groups, is obtained by specialising
the context of 11.21 to the following:
(1) V = σ-Set, the cartesian closed category of difference sets, with internal
homs coming from σ∞-Set (when we think of V as enriched over itself,
it may be useful to think of V as σ∞-Set, with the underlying category
V0 = σ-Set);
(2) V -Ab = σ-Ab, the category of difference abelian groups;
(3) C = σ∞-Sch, the V -category of enriched difference schemes, whose un-
derlying category is C0 = σ-Sch;
Hence, ifG : (σ∞-Sch)◦ → σ∞-Set is a groupσ-Set-presheaf,O : (σ∞-Sch)◦ →
σ∞-Set is a ring σ-Set-presheaf, and F is a G-O-module, 11.21 gives meaning to
enriched cohomology difference groups
H
n(G,F) ∈ σ-Ab and Hn(G,F) ∈ O-Mod.
If G¯ : (σ-Sch)◦ → Set is a group presheaf, O¯ : (σ-Sch)◦ → Set is a ring
presheaf, and F¯ is a G¯-O¯-module, the classical context of 11.10 gives meaning to
cohomology groups
H
n(G¯, F¯) ∈ Ab and Hn(G¯, F¯) ∈ O-Mod.
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The spectral sequence relating the enriched cohomology difference groupsHn(G,F)
(resp. Hn(G,F)) and the cohomology groups of the associated difference group
presheaves Hn(G˚, F˚) (resp. Hn(G˚, F˚)) is given in 11.24.
21.26. Cohomology of enriched difference group modules. Let S be a dif-
ference scheme, and let G be a difference group scheme over S, and let F ∈
G-A (S)∞-Mod. We define the enriched difference cohomology groups of G with
values in F by
H
n(G,F ) = H
n(hG,W(F )).
Using 21.13, these are the cohomology groups of the complex C∗(G,F ) given by
Cn(G,F ) =W(F )(Gn) = F ⊗A (G)⊗n.
For f ∈ F and ai ∈ A (G), the boundary operator is given in terms of the difference
coalgebra structure of A (G), with comultiplication ∆ : A (G) → A (G) ⊗ A (G),
and the difference A (G)-comodule structure µF : F → F ⊗A (G) by
∂(f ⊗ a1 ⊗ · · ·an) = µF (f)⊗ a1 ⊗ · · · ⊗ an
+
n∑
i=1
(−1)if ⊗ a1 ⊗ · · · ⊗∆ai ⊗ · · · ⊗ an
+ (−1)n+1f ⊗ a1 ⊗ · · · ⊗ an ⊗ 1.
In particular,
H
0(G,F ) =W(F )hG = ker(∂0) = {f ∈ F : µF (f) = f ⊗ 1}
= A (G)∞-Comod(A (S),F ).
Theorem 21.27. Let S be an affine difference scheme, and let G be an affine
flat difference S-group. The functors Hn(G,−) are the enriched derived functors of
H0(G,−) on the enriched abelian category G-A (S)∞-Mod, i.e.,
H
n(G,F ) = ExtnA (G)∞-Comod(A (S),F ).
Proof. By 21.17, the σ-Ab-category categoryGA (S)∞-Mod is enriched equiv-
alent to A (G)∞-Comod, and, since A(G) is flat over A(S), 21.21 shows that it is
enriched abelian, while 21.24 shows that it has enough enriched injectives. Again
by flatness, each enriched functor
F 7→ F ⊗A (S) A (G)⊗n
is exact, so C∗(G,−) is an enriched exact functor on G-A (S)∞-Mod. Hence
H∗(G,−) is an enriched cohomological functor, so it suffices to prove that it is
effaceable.
Indeed, if F is a G-A (S)-module, the comodule coaction µF : F → Ind(F )
is a monomorphism, and, by the proof 11.22,
H
n(G, Ind(F )) = H
n(hG,W(Ind(F ))) = H
n(hG, E(W(F ))) = 0,
for n > 0. 
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21.28. Cohomology of associated difference group modules. Let S be a
difference scheme, let G be a flat difference group scheme over S, and let F ∈
G-A (S)∞-Mod, i.e., W(F ) is given a structure of the hG-OS-module. Equiva-
lently, we can view F as an object in A (G)∞-Comod.
In particular, W˚(F ) is the associated presheaf ofW(F ), and, when needed, we
may consider F as an object of the underlying category A (G)-Comod of difference
A (G)-comodules.
We write
H
σ,n(G,F ) = H
n (˚hG,W˚(F )).
Expanding the definition, these are the cohomology groups of the difference invari-
ants complex Fix(C∗(G,F )), i.e.,
H
σ,n(G,F ) = Hn(Fix(C∗(G,F ))).
We also introduce the cohomology groups of the difference coinvariants complex
H
n
σ(G,F ) = H
n(Quo(C∗(G,F ))).
From a purely algebraic perspective, we let
H
n(G,F ) = ExtnA (G)-Comod(A (S),F ),
as also considered in [15].
Remark 21.29. By the construction following [25, 2.4.2], the above groups can
be expressed using the the hypercohomology functors of Fix. Indeed, considering
H0 as a functor defined on chains, and using the fact that C∗(G,−) is exact, we
see that
R
n Fix(C∗(G,F )) = Rn(Fix ◦H0)(C∗(G,F ))
= Rn(Fix ◦H0 ◦ C∗(G,−)(F )
= Rn(Fix ◦H0(G,−))(F ) = H n(G,F ).
The two hypercohomology spectral sequences [25, 2.4.2] yield that
IIEp,q2 = (R
p Fix)(Hq(C∗(G,F )))⇒ Rp+q Fix(C∗(G,F )),
and
IEp,q2 = H
p(Rq Fix(C∗(G,F )))⇒ Rp+q Fix(C∗(G,F )).
According to 17.16, the derived functors of Fix = (−)σ are R1 Fix = Quo = (−)σ,
and Rp Fix = 0 for p > 1. Thus, IIEp,q2 is a two-column spectral sequence, whence,
for n > 0, we obtain the exact sequence
0→ R1 Fix(Hn−1(G,F ))→ Rn Fix(C∗(G,F ))→ Fix(Hn(G,F ))→ 0.
In view of the notation we introduced, as well as 21.29, we can write it as follows.
Proposition 21.30. For every n > 0, we have an exact sequence
0→ Hn−1(G,F )σ → H n(G,F )→ Hn(G,F )σ → 0.
We could have obtained the same result through the Grothendieck spectral
sequence for the composite functor
H
0(G,−) = Fix ◦H0(G,−).
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On the other hand, IEp,q2 is a two-row spectral sequence, which gives an exact
sequence
· · · → Rn Fix(C∗(G,F ))→ Hn−1(R1 Fix(C∗(G,F ))
→ Hn+1(Fix(C∗(G,F )))→ Rn+1 Fix(C∗(G,F ))→ · · ·
We can rewrite it more conveniently as follows.
Proposition 21.31. With the above notation, we have an exact sequence
· · · → H n(G,F )→ Hn−1σ (G,F )→ Hσ,n+1(G,F )→ H n+1(G,F )→ · · ·
22. Comparison to literature
22.1. Work by Chałupnik-Kowalski. In their recent paper [16], the authors
independently identified a number of objects that naturally appeared in our work.
In particular, their notion of site (Assumption 1.1) C(X) with respect to some
scheme topology τ , equipped with a base change by σ endofunctor, is known to
us as the internal τ -site in σ-Set, and we think that their notion of left difference
sheaves (Definition 2.1) corresponds to our objects of the τ -spectrum Xτ from 18.8,
sometimes referred to as ϛ-equivariant.
What the authors call a difference site in 2.2, is obtained in various guises in our
paper through the externalisation procedure we denote by ⋊, but we do a variety of
externalisations with respect to several sites for σ-Set, depending on the intended
application.
Consequently, the difference sheaf cohomology Hnσ (X,F ) from 3.1 of [16]
agrees with our Hn(Xτ ,F ), and we obtain analogous results on the comparison
with the cohomology of the underlying scheme, and various calculations of the co-
homology groups. Our computations of the Picard group of a difference field agree.
The authors address the classification of principal homogeneous spaces for dif-
ference algebraic groups in more detail than us, we mostly dealt with it at the
level of objects (sheaves) in the flat spectrum and for abelian groups, and did not
consider the case of actual difference algebraic groups in more detail. We did not
have enough time to analyse that aspect of their paper, and we aim to include a
more thorough analysis in the next draft of this manuscript.
In [15], the authors study cohomology of difference algebraic groups by com-
puting Ext functors in the category of difference comodules for a difference Hopf
algebra. In our Section 21, we wanted to do difference algebraic group cohomology
in the style of Demazure’s article in [22]. We do this in the context of enriched cat-
egory theory over σ-Set, and derive a comparison theorem to the cohomology from
[15]. We use internal homs to replace the assumption of invertibility of difference
operators.
22.2. Work of Bachmayr-Wibmer. In [2], given a difference algebraic group G
over a difference ring k and a k-algebra A, the authors introduce the cohomology
set
H1σ(A/k,G),
which classifies up to isomorphism the G-torsors which are trivialised by A. We
think that the system of these cohomology sets for varying A should play a role
comparable, in the case of abelian G, to our cohomology groups
H1(Spec .fppf(k), G)
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or, in the case of a difference field k, to our Galois cohomology 20.11. We will
provide a more precise comparison in the next draft of this manuscript.
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