Switching control is an effective control technique for control systems equipped with lowresolution actuators. It is modeled as a control system that restricts its input to discrete values. Designing a discrete-valued controller is equivalent to determining the switching surface. In this paper, a controller design method based on a machine learning technique is discussed. The k-nearest neighbors (kNN) method, which is one of the simplest machine learning techniques, is utilized to design such a surface. This method searches for the closest match (in terms of output evolution, output deviation, and applied input) present in the database of past control results. Locality sensitive hashing method is combined with the kNN method in order to reduce the number of computations. As a result, the proposed method can design a discrete-valued predictive controller. The effectiveness of the proposed method is verified for discrete input system through numerical simulations and experiments.
INTRODUCTION
Switching control is an effective control technique for control systems equipped with low-resolution actuators. It finds applications in several fields such as power electronics and chemical processes. The ON/OFF of thyristors and transistors in inverters (Geyer et al. [2009] , ) and OPEN/CLOSE of valves, and ON/OFF of heating in chemical processes (Raisch [1995] , Raisch et al. [1998] ) are examples of switching. This class of control systems can be modeled to operate only on discretevalued inputs.
The controller design problem for this class of control systems can be formulated as the construction of a mapping between the observed outputs and the discrete inputs, that is, the construction of a switching surface. In general, such a switching surface is nonlinear; hence, it is hard to design such surface analytically. Machine learning methods can provide promising solutions to this problem.
In particular, this paper proposes the nearest neighbor (NN) method (Chap.14 in Manning et al. [2009] ) to construct the switching condition. The basic concept of the NN method is as follows: given a collection of labeled training vectors (database) and one sample data vector, the output of the process is the nearest data vector and its corresponding label. In order to find the training data vector nearest to the sample data vector, all the distances between the training data vector and sample data vector are calculated in feature vector space.
During the control phase, this method searches for the closest match (in terms of output evolution, output deviation, and applied input) from a database of past control results. Consequently, the computation time for NN increases with an increase the dimensions of the feature vector space and the size of the database. In control applications, the requirement of adherence to real-timeness is strict, and the available computational resources are limited. Therefore, it is necessary to reduce the number of computation in NN.
The recently proposed locality sensitive hashing (LSH) method (Datar et al. [2004] , Indyk [2006] , Andoni and Indyk [2008] ) provides a promising solution to the computation time problem of the NN method.
This method uses a locality sensitive hashing function, which has the same value at a high probability for data vectors that are near each other in the feature space. Preclassification based on hash value will reduce the database search space; this will in turn reduce the computation time. The NN with LSH method is a type of an approximate nearest neighbor (ANN) method because sometimes it does not return not the nearest (but, nevertheless, very near) data with a certain probability. The LSH (and its variant) has a wide range of applications such as in music search (Casey and Slaney [2006] ), image search (Kulis and Grauman [2009] ), natural language processing (Ravichandran et al. [2005] ), and bioinformatics (Buhler [2001] ). To the author's knowledge, a controller design method based on NN with LSH method has not been reported till date. The main contribution of this paper is to propose a simple machine learning-based controller design for discrete-valued input systems by utilizing advantages of ANN method. This paper is organized as follows. Section 2 presents the problem formulation. Section 3 describes the NN and LSH methods and their implementation. Section 4 discusses the experimental results of a DC servomotor control based on the proposed method. These results demonstrate the effectiveness of the proposed method for a discrete input system. Finally, Section 5 concludes this paper. Figure 1 shows the control system considered in this paper. The plant can be modeled as a discrete-time system:
PROBLEM FORMULATION
where x, u, and y are the state, input, and output vectors, respectively. The input is restricted to N discrete values, as shown in (2). Note here that elements of U are numeric, i.e., U = {−2, −1, 0, 1, 2}, or symbolic, i.e., U = {low, zero, high}. f : ℜ nx × U → ℜ nx and g : ℜ nx → ℜ ny are the state transition and output functions, respectively. The plant is assumed to be stable, controllable, and observable.
M y and M u denote the memories that store past n a samples outputs and n b samples inputs, respectively. The memory outputs, Y and U , can be expressed as follows:
Here, u(k) is not included in U (k) because it is determined by the controller. y ref (k) denotes the reference output.
The controller is a mapping that maps Y , U , and
The objective of this paper is to construct a suitable mapping f N C .
CONTROLLER DESIGN

Controller structure
The inputs to the controller are U , Y , and y ref − y.
Y and y ref are suitably normalized. The details of the normalization are described in the following sections. u
is transformed to the following binary vector
in order to deal with both numeric and symbolic cases. The transformed U is denoted as
The output from the controller is a control input u(k).
Training data
Training data is collected by applying a randomly selected input sequence to the plant. The collected input and output sequences are denoted by u L (k) and y L (k), respectively, where
The training data is obtained from these sequences as follows:
(The subscript b in the above definition implies that u is transformed on the basis of rule (6)). Here, n f denotes the order of prediction. This definition shows that ∆y L (k) (the output difference after n f steps) are associated with
The training data vector v(k) is defined in terms of the above three components as
The corresponding teaching data vector is
The following figure shows an example where n a = 3, n b = 2, and n f = 3.
Fig. 2. Example of training and teaching data
Here, each training data vector v L (k) is labeled by corresponding teaching data vector v T (k). The controller should learn the relationship between v L (k) and v T (k) by supervised learning method such as NN method.
Nearest neighbor (NN) method
In this study, the NN method, which is the simplest machine learning and data classification method, is used as the selector of the control input.
An overview of the NN method is provided in this section. NN method classifies a sample data vector (i.e., a data vector that requires classification) to the class that the data vector nearest to the sample data vector belongs. The k-nearest neighbors (kNN) method is a slightly modified version of the NN method. The initial letter "k" indicates that the nearest k vectors are used for classification.
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Figure 3 shows an example. Sample data vector (depicted by * ) is classified as class 1 by NN. On the other hand, it is classified as class 2 by 3NN because the second and the third nearest data vectors belong to class 2.
Fig. 3. Example of kNN classification
In the context of discrete-valued controller design, "class" corresponds to "input type", then, "classification" means "selection of input". For instance, Figure 3 shows that the controller select the input associated with the Class 1 (simply speaking, u (1) ).
Locality sensitive hashing (LSH) method
The computation time of simple NN method increases with an increase in the dimensions of the feature vector space and the size of the database (this phenomena is called the curse of dimensionality). In control applications, the requirement of adherence to real-timeness is strict and the available computational resources are limited. Therefore, it is necessary to reduce the number of computations in NN for control applications.
In this paper, the LSH method, which is one of the most promising solutions to this problem, is applied to design the controller. An outline of the LSH method, proposed in Datar et al. [2004] , is briefly explained here. Please refer to the original paper for details.
The hash function h is called locality sensitive if it has the following characteristics:
(1) Two vectors that are near each other in feature space have the same hash value at high probability. (2) Two vectors that are far each other in feature space have the same hash value at low probability.
One hashing function in d-dimensional space with 2-norm is
where r > 0 is a parameter of this function, a ∈ ℜ Pre-classification based on hash value is performed as follows: Hash values of training data are calculated in advance. When searching the nearest neighbor of the sample data vector, the hash value of the sample vector is calculated. The distances from the sample vector are calculated only for the training data that have the same hash value. This will reduce the computation time since the number of these data vectors to be searched is much smaller than the number of vectors in the original training data. (This procedure can be similarly performed using more hash functions. For more than one hash function, the hash value becomes a vector.)
The NN with LSH method is a type of ANN because there is a certain probability that the data vector that is nearest to the sample data vector has a different hash value. For instance, in Figure 4 , the hash value of the data vector nearest to the data vector (a) is 2, although the hash value of (a) itself is 1. The probability that the sample data and its nearest neighbor will have the same hash value depends on the parameters (e.g., a, b, and r in (12)) and the number of the hashing function. This topic is discussed quantitatively in Datar et al. [2004] In this paper, a modified version of the LSH method is used; the nearest neighbor is searched in the data vectors that has different hash value. Search accuracy and computation time depends on the maximum acceptable difference of hash value. Figure 4 shows an example of this method. If the search is performed for the data whose hash value is h = 2, 1,and 0, i.e., when the maximum acceptable difference is 1, the nearest neighbor of (a) can be found.
Controller design procedure and behavior of control system
The controller is designed as follows:
(1) Set parameters n a , n b , and n f .
(2) Determine the number of hashing functions to be used. Parameters a, b, r in (12) and the acceptable 
and v L is the normalized vector of v.
The control procedure using the controller is as follows:
(1) Let time k = 0. Reset the memories M y and M u .
(2) Observe y(k) and obtain u(k−1) and y ref (k) . Update the memories M y and M u ; then, receive Y (k) and Please note that the third component of v is different for the training and control phases. The third component of the training data is ∆y = y(k + n f ) − y(k), but it is changed to y ref (k) − y(k) for control operations. Therefore, the nearest data found by the proposed method has the following features.
• Past output and past input sequences are similar to the current situation.
• The output difference after n f steps is similar to y ref (k)−y(k). In other words, the selected input may produce the output difference near y ref (k) − y(k), therefore the output y(k) may approach the reference after n f steps.
Based on these discussions, it can be inferred that predictive control by machine learning can be realized using the proposed method.
EXPERIMENT
The proposed method is applied to control a DC servomotor ( Figure 5 ).
Experimental setup
Plant The SRV-02 rotary servo plant with an encoder (supplied by Quanser) is used as a plant. The control interval is 0.01 [s] . The control input is restricted to
It should be noted that the physical characteristics of the plant are not known in advance; therefore no parameter of the motor is used during learning and control phases.
Fig. 5. DC servomotor used in experiment
Order of controller The order of the controller is n a = 3, n b = 3, and n f = 5. Figure 6 shows y L used in this experiment. Normalization and training The training data is normalized such that the standard deviation of each element is 1.
Training and teaching data
The parameters of hash functions are r = 1.5; b, which is selected from a uniform distribution in [0, r] ; and a, where each element of a is selected from normal distribution.
The number of hash functions is one. The control performance (MSE) and the computation time are measured for ∆h = 0, 1, and 2.
Experimental results
Figures 7 and 8 show the results for step and chirp reference, respectively. ∆h = 1 for both results.
These results show that the motor can follow the step and chirp reference by switching the control input by using the proposed method.
Next, the effect of ∆h on the search time and the control performance is investigated. Figure 9 shows the maximum This result shows that the training data is hashed equally to each value. Figure 10 and Table 1 show the control result and the control performance, respectively. The values listed in Table 1 This result does not show a clear causal relationship between ∆h and the control performance. For the stepwise reference, the worst MSE is provided without hashing. This might be caused by overfitting since the switching condition made by NN method with too many training data vectors can be excessively complex. Complex switching condition is sensitive to disturbances. The LSH method can reduce the complexity in some cases. This point is one of the issues to be investigated in the future. Table 2 shows the results of Neural Control (Konaka [2010] ) for comparison. Both methods deliver similar tracking performance. The proposed method takes much longer computation time. Neural control, however, has stochastic training process and then needs numerous trialand errors in order to obtain "good" controller. On the other hand, the proposed method has no stochastic process, in other words, the same controller can be obtained from the same training data vectors. This easily adjustable nature is one advantage of the proposed method.
From these results, the LSH method is one promising method that can reduce the search time and numerous trial-and-error training process without significantly compromising the control performance.
CONCLUSION
This paper proposed a simple machine learning-based controller design method for discrete input system. Specifically, the NN with LSH method is proposed in this paper.
The proposed method is verified for a discrete input system through some experiments. These results show that the controller can be designed on the basis of the NN method, and LSH can reduce the computation time.
