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A b stra c t
In this thesis we study periodic solutions of several A-body and A-centre systems with different 
potentials from a variational viewpoint. The underlying focus is on understanding the structure of 
various action functionals, and the relationship between this and the system’s periodic orbits and 
their properties.
In particular we:
• investigate the integrable central force problems with potentials Va{x) =  “ i r ^  for 1 < a  < 2 . 
We show that for 1 < a  < 2 there ar e only finitely many homotopy classes that do not contain 
a prime-period, but that this number diverges as a  1"^  or a 2~. Given any non-null 
homotopy class of loops and any period T > 0 we list the finitely many distinct critical 
manifolds of collisionless orbits in that class in order of their action, and label them with 
their Morse indices with respect to the action functional.
• investigate the 2-body/l-centre problem with Lennard-Jones potential. We find the region of 
energy-momentum space that supports the existence of periodic or quasiperiodic motion. We 
also show there exists m € N such that for all ç > m there are periodic orbits in DP =  Ut>o
{p e Z  — {0}) with q ‘radial oscillations’ in one period.
Obtain results on which homotopy and homology classes of loops contain periodic solutions 
of the symmetric planar Newtonian 2-centre problem, see theorem 4.4.1. In particular we find 
that the integrability of the system places strong constraints on which homology classes of 
loops contain periodic solutions and obtain some interesting results on prime-period solutions. 
We also order by action ‘P I orbits’ in all homotopy classes of loops that contain them and 
label them by their Morse indices with respect to the action functional.
• investigate the A-body problem with identical particles interacting tlnougli a potential of 
Lennard-Jones (LJ) type. We consider any subset of loop space that satisfies a few basic 
conditions, one of which corresponds to the notion of ‘tiedness’ introduced by Gordon in 
[41]. We show that this system admits periodic solutions in every homotopy class of this 
subset of loop space. More precisely we show that every homotopy class contains at least two 
periodic solutions for sufficiently large periods. One of these solutions is a local minimum 
and the other is a mountain-pass critical point of the action functional. We also prove that 
given a homotopy class of one of these subsets there do not exist any periodic solutions in 
it for sufficiently small periods. The results have wide applicability. For example, one can 
consider the space of choreographies and prove existence results for choreographical solutions. 
Our existence proof relies upon an assumption that global minimizers of standard strong force 
potentials on suitable spaces ai'e nondegenerate up to some symmetries. We also find periodic 
solutions in some classes of loops that do not satisfy any tiedness condition. In particular we 
use a result in [27] to construct a periodic solution of the restricted spatial (2A + 2)-body 
problem.
• present a note on McCord, Montaldi, Roberts and Sbano’s paper on relative periodic orbits 
in symmetric Lagrangian systems, see [54]. For the A-centre problem with a strong force 
potential that is bounded above we find those homotopy classes of relative loops on which 
the action functional is coercive. We describe the homotopy types of the homotopy classes 
of relative loops. Under the assumption that the action functional is an 5^-invariant Morse 
function we describe a set of homotopy classes that contain infinitely many periodic orbits. 
The work can be viewed as an expansion on an example presented at the end of [54] which 
had A  =  2; in particular we correct and generalize some assertions made regarding coercivity 
of the action functional and the centralizers of the g-twisted action.
Some of the results are subject to numerically motivated assumptions detailed in the thesis.
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Chapter 1
Introduction/O verview
Imagination is more important than knowledge.
- Albert Einstein
Think globally, act locally.
- Activist bumper sticker
1.1 Basic Concepts and Principles
1.1.1 A -B o d y  and A -C en tre  P rob lem s
The A-body problem is the problem of finding, given a potential energy and the initial positions, 
masses and velocities of A  bodies, their subsequent motions as determined by classical mechanics. 
The A-centre problem is an approximation of the A-body problem in which a test particle moves 
under the influence of a potential field generated by A  fixed points. We will look at A-body and 
A-centre systems with a variety of different potentials.
1.1.1.1 M athem atical Perspective
The A-body problem has fascinated mathematicians past and present. Given A  bodies and a 
potential energy V  we can write down the equations of motion of the system. In this thesis we 
shall consider potentials that can be written in the form
V{x) =  V (r i,i ,n ,2,-.,riv_i,iv)
where x ^  (aq, ...,x n ) aie the positions of the A  bodies and n j  =  — Xj\\. The equations of
motion are
i  =  (1.1)^  9ri,j V U j J
where m — (mi, ...,my\r) are the masses of the A  bodies. A solution to the A-body problem is a 
solution to (1.1). This notion should be contrasted with the notion of ‘solving the A-body problem’ 
which means finding an explicit expression for the general solution. Central force problems (which 
are equivalent to 2-body problems where the forces act in the direction of the vector pointing 
from one body to the other) and some other special cases of the A-centre problem can be solved.
Poincaré showed that the gravitational A-body problem effectively cannot be solved for A  > 2. 
The A-body problem with other potentials suffers similar problems when A  is not small. We will 
concentrate on periodic solutions. A periodic orbit is a special type of solution for a dynamical 
system, namely one which repeats itself in time. If a solution æ(.) of (1.1) satisfies the boundaiy 
conditions
æ(0) =  æ(T), æ(0) =  æ(T), (1.2)
then we call it a T-periodic solution. A T-periodic solution is said to be of prime-period if T  is 
the least such strictly positive number. We shall sometimes also consider relative periodic orbits 
(RPOs) for which we instead have the boundary condition:
æ(T) =  gæ( 0) ,  Æ(T) =  p.æ(0)
for some fixed diffeomorphism g of configuration space. They are periodic modulo the symmetry 
g of configuration space. If g has finite order then one can construct periodic solutions by glueing 
together relative periodic solutions, see [54]. The set of (relative) periodic orbits carries essential 
information concerning characteristic featines of the dynamical system. (Relative) periodic orbits 
play a fundamental role as organizing centres for more complex dynamics (see for example [55]), 
including invariant tori and chaotic phenomena.
1.1.1.2 Physical Perspective
The gravitational A-body problem, which has potential
m im j
I T
has attracted the most attention of researchers due to its relevance to celestial mechanics. However 
any force between the pairs of bodies may be considered. According to modern physics there 
are just fom’ fundamental physical forces. These are gravity, electromagnetic, strong nuclear and 
weak nuclear. The A-body problem helps links these forces to the complicated behaviour that 
we observe in the universe. The A-body model is also useful when the forces modelled are not 
‘fundamental’. For example the motion of A  atoms or molecules that are not chemically bonded 
to each other could be modelled as an M-body problem (where M  > A) with electromagnetic 
interactions between all the electrons and nuclei. However a more tractable problem might be to 
model the atoms/ molecules as point particles and model the system as an A-body problem with 
‘molecular’ interactions. Such systems are studied in chapter 5. Although physical applications of 
periodic orbits are not investigated in this thesis we nevertheless comment that periodic orbits of A- 
body systems are of significance to celestial mechanics, space travel, atomic and molecular physics. 
For systems on a microscopic scale the periodic orbits are only those of a classical approximation 
but they are an important ingredient in semi-classical approximations to quantum mechanics, see 
[12]. For example in chapter 4 we study the Newtonian 2-centre problem which is a useful model 
(called the Born-Oppenheimer approximation) for the hydrogen molecular ion .
1.1 .2  C onfiguration  Spaces
The configuration space of the planar A-body problem is
N
=  {æ e (M^)^ : mjXj — 0}\Kc
i=l
6
where N
K I  =  {æ e  (E^)^ : =  0 , and Xi = Xj for some i ^ j }
i=l
and { r r i i }  are the masses of the bodies. Note that we have fixed the centre of mass at the origin. 
We can do this without loss of generality because, by conservation of linear momentum, the centre 
of mass of the system of N  bodies moves with constant velocity in a straight line, so we can make a 
Gallilean coordinate transformation to a coordinate system where the centre of mass is stationary 
at the origin. The set Kc is the set of collision configm ations. The configuration space of the planar 
A-centre problem is:
where is the set of centres.
Both and are A (7t, l ) ’s. This means that, except for the fundamental group, all their 
homotopy groups are trivial. The set of ‘free homotopy classes’ of loops in is the set of con­
nected components of the space of loops in We are interested in these because periodic solutions 
are examples of loops in The set of free homotopy classes of loops in is in bijection with 
the set of conjugacy classes of Al^’s fundamental group, Tri(Af^). We have that:
• 7Ti(A4 )^ is the coloured braid group on A  strands. The coloured braid group on A  strands 
is the subgroup of the usual braid group which corresponds to each braid retmning to its 
starting point. The colomed braid group is generated by the fy-binaries: the loops where 
masses i and j  make one turn around each other whilst the other masses stay still, far away.
• 7Ti(A4^) is the free group on A  generators i.e. the group is generated by A  elements which 
have no nontrivial relations between each other. This group is generated by small loops that 
wind once around each of the centres. Unlike for the coloured braid group there are no 
nontrivial relations between the generators.
One of the advantages of the A-centre approximation to the A-body problem is that, in the planar 
case, the fundamental group of the configuration space is easier to manage than that of the A-body 
problem because of the lack of relations between generators.
1.1 .3  In tegrab le  System s
In Hamiltonian mechanics, an integrable system refers to a Hamiltonian system that has n degrees 
of freedom, n constants of motion, and whose constants of motion are in involution: that is, the 
Poisson bracket between each pair of constants of motion vanishes. When a system is completely 
integrable, there is a special set of variables on the phase space of the system, known as action-angle 
coordinates, see [4]. The actions are the constants of motion, and all motion occurs on the surface of 
a torus, known as an invar iant torus. The coordinates on the torus are the angle variables. Systems 
which are not completely integrable are in general chaotic. Although important in their own right, 
integrable systems also form islands of solvable problems in a sea of unsolvable problems. They can 
be used to investigate properties of ‘nearby’ non-integrable systems by perturbation theory (see 
again [4]). We comment that just because a system is integrable does not mean all the properties 
of that system follow trivially (see, for example, [28]). Indeed in chapters 2, 3 and 4 we investigate 
nontrivial aspects of tlu’ee different integrable systems.
1.1 .4  T h e  P rin cip le  o f L east A ction
This thesis will talce a variational approach to the study of A-body and A-centre systems. Mathe­
matically the A-body problem is about understanding the solutions of a set of differential equations. 
The system of differential equations is a conservative Hamiltonian system with Hamiltonian func­
tion
^  i = l
Here {q,p) are local coordinates on the cotangent bundle T*M  where M  denotes configuration 
space. Many interesting classes of solutions can be found via techniques such as Kolmogorov- 
Arnold-Moser (KAM) theory when the A-body problem is studied from the Hamiltonian per­
spective, see for example [21]. However the A-body problem can also be approached using its 
characterization as a Lagrangian dynamical system. In this formulation the Lagrangian function 
on the tangent bundle TM. is
1 ^L{x,x) =  g -  V.
The action is defined by
%=1
T
Ar[æ] =  [  Jo L{x,x)dt.
The ‘principle of least action’ says that if ^ is an ‘appropriate class of curves’ x : [0, T] —^ A4 then 
dAxlx] =  0 on 0 if and only if x  is a solution of the equations of motion. From the point of view of 
the calculus of variations, a principle of stationary (rather than ‘least’) action is a more accmate 
formulation. Indeed many of the solutions that we find will correspond to critical points of the 
action functonal that are saddles or local minima rather than global minima.
1.1 .5  S ob o lev  Spaces
The ‘appropriate classes of curves’ of subsection 1.1.4 are Sobolev spaces. Suppose D is an open 
subset of m € N U {0} and p 6  [1, oo). The spaces W^'^(f)) are defined to be 17(fl) i.e. 
the Lebesgue p-integrable functions. The space W"^'^(f2) is defined to be the space of functions 
u € LP{D) which have weak derivatives g = (gi, ...,gg) such that gi e  They are Banach
spaces. Of particular interest are the spaces =  W"’'’^ (Q) which turn out to be Hilbert spaces.
The space can be thought of the space of functions all of whose partial derivatives up to order 
m are square integrable. We will be interested in functions that have values in A4 U JQ =  
or and have m =  d =  1 (we take d =  1 since, for the A-body problem, x  is a function only of 
time). Furthermore we impose periodic boundary conditions by replacing 12 =  E with E /TZ. We 
denote this space of functions by (E/TZ, A4 U Ac); it has a norm ||.|li coming from an inner 
product, see [9]. The norm ||.||i is given by;
[  p ll^ d tT  [  \\x fd t. Jo Jo
We call A  ^ =  (E/TZ, A4) loop space. Loop space is an open submanifold of the Hilbert space 
(E/TZ, A4 U Ac). An important point is that by the well-known Sobolev embedding c  (7®, 
the functions belonging to are continuous. Further analytic details can be found in [41] and [43].
The connected components of are called (free) homotopy classes of loops. These correspond to 
the topological homotopy classes of configuration space given in subsection 1.1.2 . Analogously, the 
spaces of relative periodic loops we consider are:
K<!{M) =  {æ e : x(T) =  g ■ æ(0)}.
1.1 .6  S trong Force P o ten tia ls  
Definition 1.1.1. Let
— / minij — rcjjl for the N-body case,
[mini Ik' — Pill for the N-centre case.
Definition 1.1.2. A potential F  : A4 —> M is said to be a strong force (SF) potential i f  for some 
s € {± 1} ise have that there exist constants c ,R > 0  such that:
V{x) <  for all X  € M  such that cr(x) < R.cr[x)
It is readily shown (see lemma 2.3.7) that for strong force potentials sA p  diverges to +oo on 
sequences of loops approaching a loop with collisions. The usual case considered is s =  1; this will 
be called ‘standard’ strong force when we need to distinguish it from the case s =  — 1. The typical 
example of a strong force potential with s — 1 is
with a  > 2. In chapter 5 we consider a strong force potential with s =  —1; more precisely we 
consider the so called Lennard-Jones potential:
V l j { x )  =
l < i < j < N I k î - æ j
> a  > 2. (1.4)
This potential is repulsive at short distances, attractive at large distances and is used to model 
interactions between N  identical atoms or neutral molecules. In this thesis we will often refer to 
it as a ‘molecular potential’ and the corresponding A-body problem as the ‘molecular A-body 
problem.’ We call an action functional (standard) strong force if and only if it corresponds to a 
potential that is (standard) strong force.
1 .1 .7  T h e P ala is-Sm ale C on d ition
Suppose F  is a real Banach space (i.e. a complete normed vector space). Let C^{E,R) denote the 
set of functionals that are Préchet differentiable on E  with continuous derivatives. For I  G {E, R) 
we say that I  satisfies the Palais-Smale condition (PS) if any sequence (æ^ ’^ )^ C E  for which I{x^'^^) 
is bounded and d/(rc^” )^ —^ 0 as n ^  oo possesses a convergent subsequence. PS is a necessary 
condition for some theorems of the calculus of variations. More precisely, PS is a necessary condition 
for the ‘deformation lemma’ which is required for both minimization (used to find minimizers) and 
for mountain-pass theorems (which are used to find saddle critical points), see [64]. Defining
Rk = {x : I{x) < A:} the deformation lemma allows us to deform the set Rc+e to the set Rc-e (e > 0 
small) provided that c is not a critical value of I. The condition is necessary because the calculus of 
variations studies function spaces (here loop space) that are infinite dimensional - therefore some 
extra notion of compactness beyond simple boundedness is required. Indeed note that if I  satisfies 
PS then each set {u € F  : J(u) =  c, dl{u) =  0}, i.e. set of critical points having critical value c, is 
compact for any c 6  M.
1.1 .8  T h e  D irect M eth od
Typically the existence of critical points of the action functional for non-integrable systems is 
demonstrated by the so-called direct method. This involves finding a critical point by minimization. 
Suppose y(æ) < 0  for all x G M  with V (æ) —> 0“ for <T(œ) large and increasing. Minimizing A t  
over the full functional space is not rewarding because the minimum value (zero) is attained ‘at 
infinity’ with all bodies infinitely separated and moving infinitely slowly on small closed curves (see 
for example [17]); the Palais-Smale condition fails. We define:
[supi max* \\x{t) — Pi|| if fc =  2 .
Suppose we have a subset of loops 6 c  F^(R /TZ , A4*). We say that the action functional is co­
ercive on 6 if for all sequences of loops (a;W) C 9 such that A(z(**)) oo as n  oo we have 
At(«^”'^ ) —> oo as n  —^ oo. The advantage of coercivity is that minimizers cannot be attained ‘at 
infinity’.
A space of loops 9 is ‘tied’ in the sense of Gordon (see [41], [59]) if for all sequences of loops 
(æ(**)) c  9 such that A(æ(**)) oo as n —» oo we have that 5 Jq > 00 . For a
system with a potential that is bounded above the action functional is coercive on all tied classes. 
For the A-centre problem all non-null homotopy classes of loops (i.e. all the classes except the one 
containing the constant loops) are tied.
To be able to apply the action principle we require that critical points of A t \9 are critical points of 
A t-  If 9 is an open subset of F^(R /TZ , A4*), for example a homotopy class of loops then this holds 
immediately. Fmthermore, homotopy classes of loops are often tied. Palais’ principle of symmetric 
criticality (see [62]) is another useful tool in the A-body problem for forcing coercivity (see [36]). 
Palais’ principle tells us that critical points of the action functional restricted to a symmetry class 
9 are also critical points in the full loop space. A famous example of a symmetry class on which 
the Newtonian action functional is coercive is the space of choreographies. Choreographies are 
discussed in subsection 5.5.1, they are motions in which the bodies chase each other along a fixed 
curve in configuration space with a constant phase-shift. Note that an AT-niinimizer of a symmetry 
class 9 is not necessarily a minimum in the full loop space; it may be a saddle critical point.
The theorem we use when applying the direct method is (see [64]):
Theorem  1.1.1. Let E  be a real Banach space and I  G (7^(F,R) satisfy Palais-Smale. I f  I  is 
bounded below then a = i n f s l  is a critical value of I.
Below we discuss what happens when one tries to apply theorem 1.1.1 to systems with different 
types of potentials:
10
Standard Strong Force Potentials
Suppose that V  is standard strong force and that 0 is a tied class of loops such that V  is bounded 
above on 9. By coercivity the minimizer is not ‘at infinity’. Furthermore Poincare noticed that 
the limit of A-T-niinimizing sequences of loops for systems with (standard) strong force potentials 
are necessarily collisionless since A t  diverges to + 0 0  as we approach any element of Ac, see [63]. 
Indeed the Palais-Smale condition holds for tied classes of standard strong force A-body/centre 
systems, see [1]. Thus by the direct method strong force A-body and A-centre problems contain 
periodic orbits in all classes on winch the action functional is coercive, see [41]. This fact is used 
in chapter 6 .
Gravitational Potential
Suppose V  is the Newtonian potential and 0 is a tied class. Although A t  is bounded below we can 
(and often do) have that the limit of Ar-minimizing sequences on 9 are in Ac because the potential 
is not strong force; the action may be finite on collisions. This prevents Palais-Smale from holding 
and is the main obstacle to the direct method in the gravitational problem. In 2000 Chenciner 
and Montgomery found a new and topologically interesting solution to the equal mass Newtonian 
three-body problem in which the orbit lies in a fixed figure-eight in the plane, see [19]. The basic 
idea of their proof was to:
(i) Talce { ( æ i , rciv) E (M^)^} as our configuration space and as our loop 
space, so collision loops are included.
(ii) Restrict to a symmetry class of H ^{R/TZ, (R^)^) that induces coercivity of the Newtonian 
action functional; this class satisfies the Palais-Smale condition (see [1], [19]).
(iii) Action minimize on the symmetry class. To prove the minimizer is without collisions they 
find a lower bound on the action for the set of all loops with collisions and then construct a 
‘test loop’ with lower action than this bound.
This method has recently been replaced with a more systematic approach of Ferrario and Terracini 
in which a ‘factory’ of orbits is created, see [36] and [69]. The idea combines symmetry constraints 
satisfying a ‘rotating circle property’ with Marchal’s theorem. Marchal’s theorem says that any 
two configurations of A  bodies are joined by a path that is the minimizer of the Newtonian action 
functional that is collision-free for all times different from the initial and final ones. This is a useful 
mechanism for avoiding colfisions in cases where you can construct the periodic orbit by gluing 
together relative periodic orbits.
Lennard-Jones Potential
The direct method can be used in problems where the action functional is bounded below. However 
it fails for say the Lennard-Jones action functional because this functional is not bounded below on 
loop space. More precisely, the action diverges to -00 as we approach an element of Ac. Therefore 
a different approach is required; this is what chapter 5 is concerned with. As part of our argument 
we construct a proof that PS holds for the Lennard-Jones action functional defined on tied classes 
of the A-body problem, see proposition 5.4.3.
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1.1 .9  M in im ax  M eth od s
Minimax methods, see [64], are methods that characterize a critical value c of a functional I  as a 
minimax over a suitable class of sets S:
c — inf sup I  (x).
The mountain-pass theorem, of which there are several different forms, is a powerful minimax result 
that enables us to infer the existence of saddle critical points, i.e. critical points that are neither 
local minima or local maxima. We shall use a version of it in chapter 5 to prove the existence of a 
mountain-pass solution of the molecular A-body problem. Later in that chapter we will also use a 
result by Coti-Zelati that he proved by a minimax method for the (generalized) molecular' 1-centre 
problem in [27].
1 .1 .10 V ariational C alculus in  th e  Large
Variational calculus in the large is the branch of mathematics involving the use of topological 
concepts and methods in qualitative studies of variational problems. In particular it can be used 
for estimating the number of critical points and finding qualitative properties of them. Unlike for, 
say, the direct method all critical points are considered to be of interest, not just minima. Use is 
made of the global, topological properties of the functional space of the variational problem. The 
general method of study in variational calculus in the large may be described as follows. For a given 
functional I , considered as a function on an infinite-dimensional functional space 9, one studies the 
changes of topological properties of the sets
9  ^= {x e 9  : I{x) < c}
as the value of c is changed. The aim is to show that the topology of these sets changes only when 
c passes through a critical value and to describe the connection between the changes accompanying 
such transitions and the properties of the respective critical points. In [54] topological results 
were announced that allow one to compute the topology of a homotopy class of relative loops of 
a symmetric Lagrangian system. More precisely in the case that configuration space is a A (7T, 1) 
they reduced the problem of finding the topology of a homotopy class of relative loops to the 
computation of a centralizer of a particular action, called a fy-twisted’ action. The aim was to use 
this known topology of homotopy classes of loops with variational calculus in the large to infer 
information about the critical points of the action functional, and hence the periodic solutions, in 
those classes.
1.1.10.1 C ategory  T heory
Lusternik-Schnirelmann (LS) category theory, see [13], is an example of variational calculus in the 
large. The LS category Catx{9) of a topological space 9 C X  with respect to X  is the topological 
invariant defined as the smallest cardinality of a covering of 9 by contractible open subsets of X . 
For example, if X  is an n-sphere then C atx{X ) — 2. We quote the following theorem from [54];
P ro p o sitio n  1.1.1. Suppose that A t  : 9 R  is a smooth functional hounded below and that PS 
holds on 9^. Then the number of critical points of A t  on 9 is greater than or equal to Cate{9‘^ ).
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Note that proposition 1.1.1:
• does not apply to non-tied classes in general because PS fails due to a lack of coercivity. We 
say ‘in general’ because one could construct potentials such that F  —» —oo as A —^ oo which 
would give coercivity without necessarily restricting to a tied class. Such potentials shall not 
be considered in this thesis - all the potentials we consider tend to zero at large distances.
• does not apply to the Newtonian A-body/centre problem; PS fails due to the existence of 
finite action collisions on the boundaries of classes.
• does not apply to the molecular A-body/centre problem; the LJ action functional is not 
bounded below.
does apply to tied classes and an action functional corresponding to a potential that is strong 
force and bounded above.
1.1.10.2 M orse T heory
Morse theory is another example of variational calculus in the large. In this thesis we shall consider 
functionals 1 : 6 that are ‘G-invariant’, that is for some Lie group G acting smoothly on 9 we 
have that
I{g • x) ~  I{x) for all g G G.
For example, if a system has a time-independent potential then there is an symmetry of the 
action functional given by phase shifts of the loops: given any s G R /T Z  and æo E H ^{R /T Z ,M )  
we have that Ar(æo) =  Ar{xs) where Xs{t) =  x{t +  s) for all t G R /T Z . A G-invariant Morse 
functional I  is a G-invariant functional such that at all critical points x  of I  we have:
ker ( fl{ x )  = Tx{G -x), (1.5)
where G ■ x = {g ' x : g G G}. If æ is a critical point of the G-invariant action functional A t  
then G a; is called a ‘critical orbit’ of x. The Morse index of a critical point with respect to the 
a functional is defined to be the maximal dimension of a subspace on which the Hessian of that 
functional is negative definite. We can define the Morse index of G • x  to be the Morse index of x. 
Morse theory explains how the topology of a space is linlced to the critical points of a G-invariant 
Morse function on that space and its Morse indices. In particular the change in topology at the 
critical value c is determined by the values of the Morse indices of the critical points at that value, 
see for example Milnor’s book, [56]. The Morse index can be defined for a critical point of any 
functional; however to be able to apply Morse theory it is necessary that the functional is Morse. 
For an action functional that is a G-invariant Morse function, we can use the ‘Morse inequalities’ 
as an alternative to category in proposition 1.1.1. The Morse inequalities are:
n ifP {t)  — Q{t) — ( l-p t)  for all t  e R with % > 0 for all i, (1.6)
i6N U {0} i GNU{0}
where P{t) and Q{t) are the Poincare polynomials of G and the topological space respectively. 
(The coefficients in Poincare polynomials are defined by Betti numbers.) The quantities n* are the 
number of critical manifolds of Morse index i for each i. The inequalities (1.6) were used in [54] 
and are used in chapter 6 . The bounds given by the Morse inequalities are usually stronger than 
that given by the category. However the drawback is that to obtain the bounds we require the 
assumption (1.5), unlike for category.
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1.2 The Systems We Consider
The systems we shall study are:
Central force problems with potentials for 1 < a  < 2 (Chapter 2).
The molecular 2-body problem with Lennard-Jones potential (Chapter 3).
The symmetric planar Newtonian two centre problem (Chapter 4).
The molecular A-body problem for A  > 2 (Chapter 5: joint work with Luca Sbano). 
Symmetric strong force A-centre problems (Chapter 6 : a note on [54]).
#
#
The first three of these systems are integrable. The last two systems are not integrable but this does 
not mean to say we cannot infer the existence (and sometimes non-existence) of periodic solutions 
using variational methods. Each chapter of this thesis is self contained with its own abstract, 
introduction (which includes literature review and motivation), main body and conclusion. Links 
between chapters and underlying themes are pointed out in the introductions, conclusions and 
remarks. Rather than repeating the chapter abstracts or introductions in the next section we shall 
list the important questions that we ask of the systems in general. This will clarify the underlying 
themes of the thesis. We give some motivation for each question and point to parts of the thesis 
where the questions have been addressed.
1.3 The Questions We Ask
1.3.1 W h ich  H om otop y  C lasses o f L oops contain  P eriod ic  O rbits?
Integrable System s (Chapters 2, 3 and 4).
We look at the ratio of angular frequencies in the separating coordinate system; the action-angle 
coordinates. Rational values of this ratio correspond to periodic orbits. We study the relationship 
between this ratio and the homotopy class. In chapter 4 we find that the integrability of the 
Newtonian two centre problem puts strong constraints on the set of homotopy classes containing 
periodic orbits, see theorem 4.4.1. Indeed, in a sense that is made precise in the chapter (see 
subsection 4.5.2), we find that there aie ‘very few’ homology classes of the symmetric planar 
Newtonian two centre problem that contain periodic orbits. This can be contrasted with planar 
two centre problems with (standard) strong force potentials for which the direct method yields 
periodic solutions in all non-null homotopy classes of loops.
Nonintegrable System s (Chapters 5 and 6).
As mentioned above the main difficulty with molecular systems is that the action functional is not 
bounded below on loop space. Chapter 5 can be thought of as the study of the Lennard-Jones 
action functional and how its structme changes with period. We find nonexistence results for small 
periods (see proposition 5.3.2) and, subject to an assumption, existence results for large periods 
(see theorem 5.4.2). The idea of the existence proof is that for large periods the LJ action functional 
can be pertmbed from a standard strong force action functional. Indeed our existence (and non­
existence) results only apply to tied classes. In chapter 6 we consider RPOs of symmetric standard
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strong force A-centre problems with potentials bounded above. We find all homotopy classes of 
relative loops on which the action functional is coercive. By the direct method each of these classes 
contains a solution of the equations of motion.
1.3 .2  W h ich  H om otop y  C lasses o f  L oops con ta in  P r im e-P er iod  P eriod ic  O rbits?
This is a more specific question than the previous one. All periodic orbits are multiples of prime- 
period orbits. If we find a periodic orbit in a particular homotopy class of loops it is interesting to 
know whether or not one could have obtained that orbit simply by ‘repeating’ a lower period orbit 
an integer (> 1) number of times. If not then it is of prime-period and is ‘new’ in a sense. We 
describe which homotopy classes contain prime-period periodic orbits for the integrable systems 
in chapters 2 and 4. For central force problems with potential we find that the number
of homotopy classes not containing prime-period orbits is finite but nonzero for 1 <  a  < 2 (see 
proposition 2.3.3) but diverges as ck 2" or a  —^ 1+ (see lemmas 2.3.4 and 2.3.5). The two centre 
problem of chapter 2 provides a more complicated example. All periodic orbits can be classified into 
one of the types P I, P2 or P3 (see definition 4.3.1) depending on some qualitative features of the 
orbit. In theorem 4.4.1 we describe all those homology classes of the planai' Newtonian two centre 
problem that can contain prime-period periodic orbits. It is found that there ai'e no homotopy 
classes that contain both a prime-period and a non-prime period orbit of type Pi if i 6  {2,3} 
but that, apart from two classes, all non-null homotopy classes containing P I orbits contain both 
prime-period and non-prime-period orbits of type PI.
1.3 .3  H ow  m any P eriod ic  O rbits are in  each H om otop y  C lass o f  Loops?
Any system that possesses continuous symmetries will contain an (imcountably) infinite number of 
T-periodic orbits if it contains at least one. Therefore when we count periodic orbits we shall do 
so up to such symmetries; in other words we only count the number of different critical orbits of 
A t - For integrable systems with two degrees of freedom this can be done by examining the ratio 
of angular frequencies, say A =  Fixing the homotopy class puts a constraint on p  and q. The 
strategy is to count how many pairs satisfy this constraint and also lie in the allowed range of A. 
This is explored in chapters 2, 3 and 4.
For nonintegrable systems the situation is more complicated. In chapter 5 we find, see theorem 
5.4.2, two distinct manifolds of periodic orbits in every class of loops satisfying certain conditions 
(see definition 5.2.6) of the molecular A-body problem. At the end of [54], under the assumption 
that the action functional of the autonomous system is an 5^-invai’iant Morse function, equivariant 
Morse inequalities were used to show the existence of infinitely many periodic orbits in some classes 
of relative loops of the planar strong force 2-centre problem. The example given there contains a 
mistake. In chapter 6 we correct the mistalce and generalize the result to the A-centre problem.
1 .3 .4  W h a t is th e  ‘A ctio n  S p ectru m ’?
In [57] Richard Montgomery defined an action spectrum as ‘the value of the actions of orbits plotted 
against some way of indexing those orbits’. In this thesis we will sometimes plot the actions of 
periodic orbits in particular classes of loops against parameters of the systems. We will sometimes 
also label the periodic orbits with their Morse indices with respect to the action functional.
More precisely, we ask:
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W h a t are  th e  actions of th e  T -period ic  o rb its  re la tive  to  o th e r  T -period ic  o rb its  in th e  
sam e hom otopy class?
This will be investigated numerically but we will hint at possible analytical approaches. We find 
it for (1 < CY <  2) potentials and for P I orbits of the planar symmetric Newtonian 2-centre
problem. Answering this question helps us answer the following question;
W h a t a re  th e  M orse indices of th e  period ic  o rb its  w ith  resp ec t to  th e  action  functional?
We can sometimes track periodic orbits as pai’ameters of the problem (e.g. a  or T) are varied. By 
examining plots of the action spectrum and calculating Morse index exchanges at bifurcations we 
are sometimes able to infer the Morse indices of periodic orbits. In chapter 2 we find the Morse 
indices of collisionless periodic orbits of central force systems with potentials with 1 < a  < 2
by tracking the Morse index from the cases a  > 2 which are strong force. In particular we find 
the Morse indices of Kepler elliptical orbits with respect to the action functional. We expected 
this result to already exist in the literature but cannot find it; perhaps it is new. In chapter 4 
(subsection 4.6.3) we track the Morse indices of Kepler orbits to certain types of orbits (called 
P I) of the symmetric planar Newtonian two centre problem. In chapter 5 we use a perturbation 
argument to track a minimizer of the standard SF action functional to a local minimizer of the LJ 
action functional for large periods; this has Morse index 0. To perform the perturbation we make an 
assumption of the form (1.5). We then use a mountain-pass argument to construct a mountain-pass 
critical point with Morse index > 1 . In chapter 6 we find there aie critical manifolds with Morse 
index m  for every even natural number m in some classes of relative loops of symmetric A-centre 
systems.
1.3 .5  W h a t values o f  th e  period  and con stan ts o f  m otion  su p p ort th e  ex isten ce  
o f period ic  solu tions?
The equations of motion (1.1) of the A-body problem with potential of the form (1.3) have a 
natural scaling symmetry given by:
x{t) \ x { X ~ ^ ^ h ) ,  A > 0 .
This symmetry implies that if there exists a periodic orbit in a homotopy class for a value of the 
period then there exists periodic orbits in that class for all periods. However for the A-centre 
problem and the A-body problem with nonhomogeneous potentials (such as the Lennard-Jones 
potential), no such symmetry exists and the existence of periodic orbits of period T in a particular 
class may depend on the value of T. This is explored for the 2-centre problem, see subsection 4.6.2.2 , 
and for the molecular A-body problem in chapter 5. Chapter 5 is concerned with understanding 
the structure of the LJ action functional and how this changes with period.
The set of all possible pairs of values of the two constants of motion for quasi-periodic motion is 
known for systems with potentials — ] [ ^  (see [38]) and the 2-centre problem (see [72]). In chapter 
3 we find this set for the molecular 2-body problem with potential (1.4) with a — = 12 (see
theorem 3.3.2).
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1.3 .6  W h at do th e  P eriod ic  O rbits look  like? W h at S ym m etries do th ey  have?
The study of periodic orbits is aesthetically appealing in that the solutions often trace out interesting 
curves in configuration space. Moreover the shape of the orbits may be of physical significance - for 
example, in planning the trajectory of a satellite. We find remarlrable cm'ves in each of the systems 
that we study. Some of the solutions in particular homotopy classes necessarily possess symmetries. 
For example, in chapter 4 we find that some periodic orbits necessarily possess a symmetry which 
we denote by (S). In general periodic solutions do not necessarily possess any symmetry. However 
we can often impose symmetries and employ Palais’ principle of symmetric criticality. This is used 
in chapter 5, for example in finding choreographical motions.
1.3 .7  D o  N on p lan ar So lu tion s E xist?
So far we have we have only discussed the A-body and A-centre problems restricted to the plane. 
An interesting question is whether or not we can show the existence of nonplanar (‘spatial’) solu­
tions. The trouble with no longer restricting to the plane is that the configuration spaces lose their 
topology: they become simply connected. In [20] Chenciner and Venturelli proved the existence of 
“hip-hop” solutions of the Newtonian 4-body problem. Their idea has since been generalized to 
more classes (see [67]) and to 2A-bodies (see [70]). The idea of the proof of hip-hop solutions is to:
(i) restrict to a tied symmetry class. Moreover, the symmetry class is chosen such that restriction 
of the symmetry class to planai' loops corresponds precisely to choreographical motions in 
the plane. For potentials of the form (1.3), with a  > 0, the action minimizer of planar 
choreographical motions is known to be a Lagrange solution (a relative equilibrium), see [7].
(ii) prove that the minimizer on the whole symmetry class cannot be planar. This is done by 
constructing a small deformation of the Lagrange solution that results in a loop that is in the 
symmetry class but nonplanar and has lower action than the Lagrange solution.
(iii) use the direct method. The symmetry class induces coercivity. Collisions are excluded by 
using Marchal’s theorem in a similar way to [36].
In subsection 5.5.3 we show the existence of nonplanar' solutions of the molecular 4-body problem. 
We do this by pertm'bing from the standard strong force problem with potential (1.3) with a  > 2, 
at large periods. We generalize Salomone and Xia’s argument (see [67]) for the Newtonian potential 
to this potential. We then use a perturbation argument to ‘track’ this solution to a solution of the 
molecular problem for large periods, noting that for sufficiently large periods the solution is still 
nonplanar.
Also, using a result from Coti Zelati’s paper [27] (which deals with a generalized molecular 1- 
centre problem), we prove in section 5.6 the existence of periodic solutions of the restricted spatial 
molecular (2A -4- 2)-body problem.
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C hapter 2
A Family Of Central Force Problem s
It is through science that we prove but through intuition that we discover.
- Jules H. Poincare
A b stract
We investigate the integrable central force problem with potentials Va{x) =  for
1 < a  < 2. In particular we:
Prove that for 1 < a  < 2 there are only finitely many homotopy classes that do not 
contain a prime-period periodic orbit, but that this number diverges as a  —> or 
a  2“ .
• Use numerics to describe what we call the ‘action spectrum’ of each homotopy class.
Given any non-null homotopy class and any period T > 0 we list all collisionless 
orbits ordered according to their action,
• Label the periodic orbits by their Morse indices.
2.1 Introduction
Central force problems are extremely important. They are one of the most fundamental models of 
both celestial and atomic motion. We will study the periodic solutions of a class of central force 
problems from a variational viewpoint using the calculus of variations. The spaces we shall con­
sider are homotopy classes of loop space and the function we shall consider is the action functional, 
denoted by Ay. The action functional of particular interest because, by the principle of least ac­
tion, critical points of it on a homotopy class correspond precisely to periodic orbits in that class. 
Crucially central force problems axe integrable. If one is interested in the action functional then 
it is fruitful to study integrable systems from a variational perspective because, by examining the 
ratios of angular frequencies of the separating coordinate system, we can find all periodic solutions 
in a given homotopy class and, by implication, all critical points of the action functional on that 
homotopy class. We can track all periodic solutions as parameters of the system are varied and plot 
their actions. Our study of the structure of the action functional and Morse indices of the action 
functional on the homotopy classes of loops is also motivated by Montaldi, McCord, Roberts and 
Sbano’s paper [54] in which a method is found for computing the topology of the homotopy classes
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of the loop space of a symmetric Lagrangian system. The aim of this chapter is to investigate the 
periodic orbits of these systems and the structure of the action functional. This chapter also serves 
as an introduction to chapter 4 where the Newtonian 2-centre problem is analyzed in an analogous 
fashion.
We begin this chapter by showing how central force problems can be integrated in polar coor­
dinates (r,9). Action-angle variables are defined and we calculate the ratio of angular frequencies 
Aa ^  as a function of the two constants of motion. Plots of Aq(c, h) for 1 <  a  <  2 are given 
and properties of Aq. are discussed. We calculate the quantities sup(Aq,) and inf(Ao,) in terms of 
a. This result allows us to give a prescription for finding all those orbits that exist for a given 
a. For any given orbit we find the set of a  for which this orbit exists. We then describe how the 
list of homotopy classes not containing any prime-period orbits changes as a function of a. We 
prove that the size of the list is finite for all 1 < a  < 2 by calculating an upper bound in terms 
of a  for the length of the list. However we show that the list grows to infinite size as a  P*" 
or a  —> 2~. Then what we call the ‘action spectrum’ as introduced by Montgomery, see [57], is 
discussed: for a given a  we list all the possible orbits in each connected component of loop space 
in order of increasing action coefficient. The ‘birth’ and ‘death’ of orbits as a. is varied from 1 to 2 
is explained; these occur as bifurcations off ‘collision orbits’ and ‘circular orbits. ’ These births and 
deaths can be visualized in a plot of the action spectrum. We compute the Morse indices of the 
orbits with respect to the action functional using bifurcation theory. As an interesting corollary 
the Morse index with respect to the action functional of a Kepler orbit that winds p times around 
the centre in one period is calculated.
2.2 Setup
2.2 .1  In tegration
Central Force Problems (CFPs) are necessarily planar. We are therefore dealing with systems with 
two degrees of freedom. There are always at least two first integrals (conserved quantities) - these 
being energy and angular momentum. This implies that such systems are always Liouville inte- 
grable. Plane-polar coordinates (?', &) are the most natural choice of coordinates due to rotational 
symmetry of the system.
Suppose that the potential energy of the system is V{r). We have
H  = + + V(r). (2,1)
If the distance metric is ds then using plane-polar coordinates (r, 6) we have ds^ ~  a^dr^ -f 
where ar — 1 and ae = r. Therefore Pr = a^f =  r and pe = Oq9 — r^9 i.e. è — Substituting 
these into (2 .1) gives:
Now we can write p,. =  and p0 =  | f , where S  is Hamilton’s principal function, to get:
) '  =  ( § ) ' .
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To complete the separation of variables we set L H S  — R H S  — c ,^ where for convenience we pick 
c to be positive (corresponding to anticlockwise motion). From R H S  =  we then obtain that:
Pe — c i.e. r ‘^9 — c.
From L H S  =  we obtain that:
aq  1
f  =  Pr =  =  ±-y/2h7'^ — 2r^V{r) — c .^ (2.2)or r
Definition 2.2.1. We will denote
P{r) =  2hr‘^ — 2r‘^ V{r) — c .^
Equation (2.2) then becomes
r =
2 .2 .2  F low s o f C  and H
The flow of H  gives phase-shifts. To compute the flow of C  we treat C as if it were the Hamiltonian 
and write down Hamilton’s equations of motion:
r' = ^  =  0 , ^  =  1,dpr dpe
I , <9cPr = - g ^ = 0 ,  p , =  - - = 0 .
Here ^  % where s gives a parametrization of the flow. We see then, that under the flow of C, 
7% Pr and Pe stay the same, and 9{s) =  s -I- sq where sq is a constant. The flow of C is therefore 
rotations about the centre. We can see that the flows of H  and C become dependent for circular 
orbits. The flows of C and H  here do not allow us to move from one orbit to another of the opposite 
orientation.
2 .2 .3  A ct ion -A n gle variables
Since we can separate in (r, 9) it is natural to define:
= Prdr and Ig = - ^  (f pgd9,2vr 27T
where 7 ,. and je  are the projections of the orbits in phase-space to the r  — Pr and 9 — pe planes 
respectively. For bounded collisionless orbits, r will oscillate between a minimum value, say rminj 
and a maximum value, say rmax- The variable 9 will vary from 0 to 27t. Therefore:
2 , 1 ,
—  f-v /  —  I v d v
and 2^7t 1 r27T1 r 1 f
where c is the angular momentum. We let Wr and wg denote the corresponding angular frequencies.
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2 .2 .4  R atio  o f frequencies  
D efin ition  2.2.2. Let
L em m a 2.2.1. We have the identity
h , c )  \ â 7T
(l O) =  (wr wg) M.
Proof. This follows from the chain rule using the fact that loJ — where j  is r  or d. □
R em ark  2 .2 .1 . We can write lemma 2.2.1 as ^  = (M*)  ^ ^ q
Note that because Ig =  c we have
Jh d(.M  . 0 ^
where
It follows that 0
•Jc Jh)-  X  ( - J
from which we find cvr — and oJq =
D efinition  2.2.3. Let Tg be the time taken for 6 to travel through 2% radians. Let T,. be the time 
taken for a single r-oscillation. Let A =  ^  =  ^ .
L em m a 2 .2 .2 . We have that
A =  — Jc, Tr — 2irJh and Tg =  —27rJ/i/Jc, (2.4)
where and Jc are as defined in (2.3).
To get computable expressions for and Jc we need a lemma that allows us to interchange 
integration and partial differentiation.
L em m a 2.2.3. I f  I{k) = / (^ ,r )d r , then:
^ = F m n k ,  F M )  -  w ) +
L em m a 2.2.4. A formula for A(c, h) is given by
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Proof. Applying lemma (2,2.3) to J  — A, with k € {c, h}, noting that r vanishes for r  e  {rmin, ’’max} 
and using definition 2 .2 .1 , we obtain;
) 'm in
More concretely:
 ^ dir 1 r™ - r ^ ^  ^ dir 1 r -
^ " - - d h - n L  v m *  .
Then using (2.4), we get the result. □
R em ark  2 .2 .2 . A represents the fraction of one-revolution that one goes through between successive 
meetings of the orbit with the apocentre (which is the circle r = rmnx) or pericentre (the circle 
r  — îminj. The quantity vrA is called the apsidal angle.
2.2 .5  H o m o to p y  C lasses
We define loop space by:
ÜT =  : x{t) ^  0 for every t € R /T Z }.
Then Üt  is an open subset of H ^{R /T Z ,R ‘^ ). We have that
dÜT =  {x e  J f \R /T Z ,R ^ ) : 3 î g  R /T Z  such that x{I) =  0};
these are called ‘colhsion loops’. On H ^{R /TZ,R^) we take the norm:
=  [  [  liæ(t)|pdt.Jo JQ
We denote the connected components of f ir , called homotopy classes, by fl^ where fl^ consists 
of all those loops in f ir  that wind clockwise p times around the origin in period T. Note that 
flT =  UpGZ^r-
2.2 .6  P r im e -P e r io d  O rb its
An orbit is periodic if and only if A G Q. A periodic orbit is said to be of prime-period T if T  > 0 
is its least period. We will refer to a periodic orbit with p ^-oscillations and q r-oscillations as an 
orbit of type The orbit is of prime-period if and only if gcd(p, g) =  1. Note that the periodic 
orbit has A^ =  |-  A T-periodic orbit of type is in the homotopy class fl^ if c > 0 and the 
homotopy class flÿ^ if c < 0 and flÿ^ if c > 0. All non-prime-period orbits of type can be 
obtained by repeating a prime-period orbit (of smaller period) gcd(p, q) times.
2 .2 .7  T h e  P r in c ip le  o f L e a s t A c tio n  
D efinition  2.2.4. Let
A t  : fl^ —^ M; x f  La{t)dt^Jo
where L{t) = ^x(t)^ — V (æ) is the Lagrangian.
The principle of least action states that T-periodic orbits of the system with potential H(æ) corre­
spond to critical points of A t -
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Figure 2 .1 : A ‘1/2’ and a ‘2 /1 ’ orbit.
2.3 System s w ith Potential a ? 1 <  o  < 2
D efin ition  2.3.1. We define =  ~H^i“ denote the corresponding Lagrangian, action
functional and ratio of angular frequencies by La, and Aq. respectively.
For the remainder of this chapter we will only consider central force systems with potential Vh(æ) 
for 1 < q: < 2. However in chapter 3 we shall consider a central force problem with a different 
potential and use the results from section 2 .2 .
2 .3 .1  T h e  f u n c t io n  A q, ( c , h)
We use Aq to denote the function A for the potential 
cases a  =  1 and a  =  2 :
To begin with we briefly discuss the
® The case ck =  1 is the famous Kepler problem. All periodic solutions trace out ellipses in 
configm'ation space. Since |A i| is the fraction of a revolution that one goes through between 
successive meetings of the orbit with the apocentre, |A i| is identically equal to 1 everywhere 
that it is defined. Prime-period periodic orbits of period T are only found in the homotopy 
classes
© The case o; =  2 is the lowest value of a  for which the system is strong force (see definition 
1.1.2). We will see that, for a  > 2, all orbits are circular and so again prime-period periodic 
orbits of period T  can only found in the homotopy classes The function Aq, is not
defined for a  >  2 .
However we will find that for 1 <  a  < 2 there are other homotopy classes that contain prime-period 
orbits.
We would like to know what the function A q, ( c , /i) looks like for 1 < o; < 2. Recalling (2 .2) we see 
that we need to examine the properties of the polynomial P (r). Differentiating P{r) we get
P 'if)  = Ahr 4- 2(2 — o;)r 1 —a
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L em m a 2.3.1. I f  h > 0 then there are no hounded orbits of the system with potential for
1 <  a  < 2.
Proof. 1Î h > 0  then P'{r) > 0 for all r  > 0. Then if f  =  0 when r  =  ro we have that r always has
the same sign for r > ro. □
We are only interested in closed orbits so we restrict to
h < 0 .  (2 .6)
We then have that P '(r)  — 0 only at r* =  ( ^ ^ ) “ >  0.
Note that P(0) =  — and that P  —> —oo as r oo. We therefore have three possible cases;
(i) P (r) doesn’t cross the r-axis for r  > 0. In this case there are no orbits, as r  ^ E.
(ii) The critical case: The r-axis is tangential to the curve and P(r*) =  0. The condition
P{r*) =  0 is readily seen to be equivalent to
=  (2.7)
In this case we get circular orbits with radius r*.
(iii) P (r)  cuts the r-axis at rmin and rmax where rmin and rmax are the only two real and positive
roots of P . Motion oscillates between these two values of r  as can be seen from the phase-
portrait for r.
We use (2.6) and (2.7) to define a region of (c, /i)-space:
D efinition  2.3.2. Let
Ra =  { (c ,h )  S : ft <  0, <  « ( ^ 2 ^ ) ^ .  c ^  0}-
The point is that, for 1 < a: < 2, P q is precisely the region of energy-momentum space that
supports (quasi-)periodic motion.
D efinition  2.3.3. Let
Ra =  {(c,h) : J k O ,  c >  0, < o;(- — ^ ) ^ } .
Definition 2.3.3 is sometimes convenient because Aq(—c, h) =  ~A q(c, h) and so |Aq(—c,/i)| =
I Aq:(c, h)\. The map c — c corresponds to a change of orientation.
R em ark  2.3.1.
• In the limit a  ^  we obtain
R f  =  {{c,h) : c >  0 ,h <  0,c^ < ^ } .
We have Ai(c, h) = 1 on R f .
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Figure 2 .2 : Orbits in —1/r^ potential.
• In the limit a  —> 2~, ^  2, so c ± \/2 . Then r =  V ^ .  So for periodic solutions h = 0.
Thus R 2 =  liniQ._,2-  R^ = {(V^, 0)}. The function A2(c,/i) is not defined on P ^ . The only 
possible motions are circular.
D efinition  2.3.4. Let =  { | A q.( c , h)\ : (c, h) 6  Ra} — {Aq(c, h) : (c, h) € P + } .
We are interested in the the values of sup(Da) and inf (£>«). To help find these we first look at 
numerically obtained contour and surface plots of A q. ( c , /i) for various values of a. Figures 2.3.1 
and 2.3.1 show such plots for ck — 1.2.
2.3 .2  Scaling Sym m etries
Periodic solutions of the central force problem with potential Va(x) =  
symmetry:
; x{t) i-> Xx{\ ^ t) for all p € Z, T  > 0, A > 0. 
We note how some quantities map under the scaling (2.8):
T  1-^ A“^ T ,  h i-> X~°^h, c t-  ^A“2~c, ^  A
T^A
admit a scaling 
(2.8)
=  X ~ A ^ ,  A a  ^  A q . (2.9)
The scaling (2.8) natmally preserves A q .
We ask what this scaling corresponds to on a contour plot of A q ( c ,  h). Since A q ( c ,  h) is preserved 
one must ‘move along the contours’. The scaling is transitive on contours because given any point
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Contour plot of A(c, h) for c >  0 and a  = 1.2
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(co, ho) on a contour all other points on that contour can be reached via a scaling. The general 
equation of a contour is:
h = K c ^ ,  (2 .10)
where is a constant. Later we find numerical evidence that, for 1 < a  < 2, if you fix c > 0, then 
A q . ( c ,  h) is a strictly monotonically increasing function of h. It follows that the contour of A q  on 
R  is connected and there are no discrete symmetries that preserve A q ,  and change (c, h). The only 
symmetry that preserves A q  and changes c and h nontrivially are the scalings of equation (2 .8).
R em ark  2.3.2. There are other symmetries that preserve h and c and consequently also preserve 
A q
• continuous symmetries: time translation, corresponding to the flow generated by h, and rota­
tions, corresponding to the flow generated by c.
• discrete symmetries: e.g. reflections, e.g. mapping a closed periodic orbit to a ‘?nultiple’ of 
itself.
2 .3 .3  A ctio n  o f a P r im e-P er iod  P eriod ic  O rbit.
For a prime-period periodic orbit we have from definition 2.2.4 that
=  £ La{t)dt = £  (Çp*® - h \ d t =  -  hT,
where A(%) is the number of %-oscillations. For orbits in a central force potential with Aq =   ^
we have that N{r) = q, N(6) = p and T  =  pTe. Therefore:
/•T’max /  P ( q AA t  =  2TrqIr + 2-KpIe — hqTr = 2q — dr +  27rpc — 27rqJh.d rnxiii
Finally, using our expression for Jh we get that:
r^m ax  / ‘î’m ax y.A T ~ 2 q  /  —------ dr2 'Trpc — 2q /  —j==^dr. (2.11)
Therefore if we are given a pair of values (c, h) of angular momentum and energy that gives rise 
to a rational value of A q  equal to where p and q are coprime, then we can calculate the action 
using (2 .11).
2 .3 .4  A ctio n  C oefficien ts
Prom our knowledge of how A ^  and T  transform under the scaling (2.8) we deduce that A ^  is 
proportional to along contours.
2  — AD efinition  2.3.5. We call the coefficient ofT"^ +<^  the action coefficient. We will denote the action 
coefficient by
Note that every strictly positive value of T  between 0 and oo is possible via an appropriate choice 
of A in (2.9).
The action coefficient of a periodic orbit of prime-period can be calculated numerically. Given 
values c, h such that A q ( c ,  h) = |  where gcd(p, ç )  =  1 ,  we can calculate A ^  and T  using formulae
(2.11) and T  =  qTr — 2ixqJh. The action coefficient is then ^  .
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2 .3.4.1 A ction  coefficient of m ultip les of p rim e period  o rb its
‘Repeating’ a prime-period periodic orbit does not change A. However, T, and 4^  are affected. 
For suppose we repeat an orbit n times. Then i-> n A ^  and T nT. Therefore =  AS^T^^  *-->
1 _l_ —2 2o:__ 2or^  Therefore the action coefficient, gets multiplied by n 2+“ .
2.3 .5  E x isten ce  o f P er iod ic  O rbits
2.3.5.1 F ind ing  sup(Dq) an d  inf (Da).
A ssum ption  (I)
For 1 <  o  < 2 and fixed c >  0 , A q. ( c, h) is strictly monotonically increasing as a function of h.
Due to the shape of the contours, assumption (I) is equivalent to assuming that if you fix h then 
Aq strictly monotonically decreases as c >  0 increases.
R em ark  2.3.3. The claim has been verified by proditcing contour plots for several different values 
of a  but has not yet been proved. It is possible that one may be able to prove it using some work by 
Chow and Sanders on elliptic integrals, see [22].
The proofs of the following two lemmas, lemmas 2.3.2 and 2.3.3, are based upon the proof of 
Bertrand’s theorem found in [38].
L em m a 2.3.2. Subject to assumption (I) we have:
mî{Da) =
f f 2 - a '
Proof. Fi'om the contour plots, the general equation of a contour and Assumption (I), we see that 
Aq takes it’s minimum value in the limit as you approach the curve On the cmve
itself we have circular motion for which Aq is not defined. The quantity inf(DQ) will be the value 
of Aq for an orbit close to a circle.
The equation of radial motion in plane-polar coordinates is:
r — rà^ = —V'{r).
Using  ^ we have that
For a circular orbit, r = ro (constant) and f  = 0. Therefore (2.12) becomes:
“3 =  — (2 13)  '^ 0
If the circular orbit is perturbed, then writing e: =  r  — ro, the perturbation, we obtain from (2 .12):
s -  c^(s + ro)~^ =  -V '{e  +  ro).
We expand this as a series in the small quantity e:
ë  3 (1 — 3——h ...) — —U'(ro) — U^^(ro)s +  ...ro tq
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To finish, using equation (2.13), we get:
£ +  (3W(ro) h +  ...)e — 0.To
Jlroquency of the oscillations of the perturbations about ro is:
Assuming 3V'(ro)— +  V"{ro) > 0 this approximates simple harmonic motion. The squared fre-
w2 =  3 F '( ro )^  +  V"(ro).
From (2.13):
< . , = « = 4  =  . T O
0 V 0^
Therefore:
A -  ( 2U)k,r \froy"(ro)-H  3V"(ro)'
Here we have potential (r) =  Therefore l^(ro) — and V£{ro) =  — Substituting 
these into (2.14) and using assumption (I) gives the desired result. □
L em m a 2.3.3. Subject to assumption (I) we have:
1sup(jDq) 2 - a
Proof. To find sup(Dq) we need to find the value of Aq in the limit as h —> 0—. Prom (2.5) we 
have: rr-max Q
We now malce a change of variables given by w =  dr =  ~ ^ d u .  The equation (2.15) becomes;
rUmax
^  L .  ^ 2 { h - V ,g { u ) y
where V^g(u,) =  V(^) +  Next setting y = du =  Umaxdy we obtain:
7tAq= [  (2.17)
Defining W{y) =  hy"^  +  ) we note that for r  =  rmin we have that r  =  0 and som ax  y^ïHQx.
h =  +  y  (rmin) =  iumax + ^ ^ ( ^ )  =  "^maxM^(l)' So W6 get that W (l) =  Thereforem in  “-m ax « 'm ax
’^ ( 1) -  = “ ore
-  FefF('‘m«!/)) =  W'(l) -  W iv). (2.18),2•'max
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Using (2.18), (2.17) can be written
. A .  =  I
V W ( i ) - w M )
Note that as h —> 0—, TU(1) =   > 0, so we get;
dy7rAa= [  , (2.19)
2/min V -2 W {y ))
Now -2 W (y )  =  - 2  ( ^  -  =  !/“ -  V^ -
We have h =  0 and that at r  — rmin, r  =  0 . So from the energy equation we get ^4— h ^ (rmin) =  0m^inwhich implies that ( ~ r )  =  - 2U(rmin) =  2r % .
Therefore —2W{y) =y°^ — y^. Substituting this into (2.19) gives
Jo y/y — y  2 — a
and so, subject to assumption (I), we get;
sup(T>q) =  A =
□
R em ark  2.3.4. The plots and the form of the equations of contours given in (2.10) imply that the 
above limit value is the same as for c 0+  with h held constant.
Lemmas 2.3.2 and 2.3.3 together imply:
P ro p o sitio n  2.3.1. Subject to assumption (I),
< A q(c, h) < — for all (c, h) e  R ^ .y / 2 ^  " ' '  2 - a
R em ark  2.3.5. Bertrand’s theorem states that in problems where the kinetic energy is the sum 
of the squares of the velocities and the potential is spherically symmetrical, the only potentials 
for which all orbits are bounded and closed are those for which U(r) =  — ^  where k > 0 and 
y(r) =  kr^, k > 0. Note that for all bounded orbits to be closed we require that A q. have constant 
value on For otherwise the continuity o /A q. ( c , h) for c >  0 implies there exists values of {c, h) 
for which A q. ( c , h) is not rational and therefore corresponds to non-closed orbits. Indeed A i  =  1 on
, The proof of Bertrand’s theorem does not recognise the values 2~^ and as the supremum
and infimum values of on R'^.
R em ark  2.3.6. It has been proved, see [51], that planar systems that only have either closed or 
unbounded motion are necessarily superintegrable; that is they have more independent constants of 
motion than degrees of freedom.
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2.3 .6  A p p lica tion s  o f  <  Aq < 2~
P ro p o sitio n  2.3.2. Subject to assumption (I), for any T  6  (0 , oo) there exist orbits of type ' if 
and only if  ^  < a  <
Proof. For type orbits we have are interested in the contour defined by Aq =  Notice that, 
if this contour exists, then the scaling symmetries imply that T  can take every value in (0, oo) 
along the contom’. More precisely, given there is an orbit of period To any other T  can be obtained 
via an appropriate choice of A since T =  A“2“ To. Fi'om the inequality ^ 2-a  < A < we see 
that this contour exists if and only if < ^ < The left hand inequality is equivalent to 
2: ^  < ^  ^  a  < • The right hand equality is equivalent to 2  — □
All homotopy classes for p A ^ contain periodic orbits. To see this note that we can take a 
circular orbit with the required winding number. However, we pose the questions:
(i) Given a potential — ^  are there orbits of prime-period in every non-null homotopy class?
(ii) If the answer to (i) is no, which of the homotopy classes do not have an orbit of prime-period?
To answer this we observe that, for p >  1, there is an orbit of prime-period in the homotopy class 
if and only if there exists q, coprime to p, such that <  ^ <  g:—. The case p =  1 is special: 
since A— > 1 for 1 < a  < 2, there is no natural number q such that -^== < % < But there■\/2~a  ^ V2—Q Ç 2~a
is an orbit in the homotopy class - the circular orbit that winds around the origin once in one 
period.
D efinition  2.3.6. Let:
n(a) =  {p e  Z — {0} : there does not exist a prime-period periodic orbit 
of the system with potential m the homotopy class
L em m a 2.3.4. Suppose N  > 2  is an integer. Then, subject to assumption (I), for 2 — ^  < a < 2 
we have that {2,3,..., N }  C H(a).
Proof. First note that:
(2-20)
If p 4  1 is such that p ^ H(a) then there exists q e N such that:
q y/2 —a '
Therefore by (2.20) we have
^ > N ,Q
pp > - > N .Q
Therefore if p  E {2, . . . ,N}  we have p  E H(a). □
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Notice that as iV —?■ oo, a  —> 2 and |n (a ) | oo. In the limit we get the strong-force case in which 
the only homotopy classes containing prime-period orbits are Indeed the only collisionless
closed periodic orbits in the strong-force case are circular orbits.
L em m a 2.3.5. i f  1 <  a  < |  then, subject to assumption (I), {2,3,..., C 11(a).
Proof. Suppose we fix p 1. Then, since |  >  1 for 1 < a  < 2, we have:
g e { l , 2 , . . . , p - l } .  (2 .21)
Note that since a  < |  we have that > 2 . If p < then ^  > g” - So, using (2.21), we 
have:
q p — 1 2 — a
Therefore p E 11(a). □
Note that if a  ^  1 then > 00 . In the limit a  =  1 we get the Kepler problem in which
all prime-period collisionless periodic orbits of period T lie in the homotopy class O f (they are 
ellipses).
P ro p o sitio n  2.3.3. Subject to assumption (I), for a lll  < a  < 2  we have that: 
fV 11(a) f  0 ,
(ii) |n (a ) | is finite. More precisely, i fp  > po =  +  1)  ^ thenp  ^ 11(a).
Proof (i) If 1 < a  < I  then 2 E 11(a) by lemma 2.3.5. If |  < a  < 2 then 2 E 11(a) by lemma
2.3.4. So suppose that |  < a  <  | .  We claim that in this case p 4 E 11(a). To see this note
that for all I < a  <  I  we have A« E (y/2,4 ) = i .  If g =  1 we get Aq =  |  |  ^ i .  We can’t
take g =  2 as then it is not coprime to p. If g >  3 then | < | < \ / 2 s o | ^ J .
(ii) We do not distinguish between x  and [x\ , since only orders of magnitude matter. Consider 
fixing p. To begin with we are interested in the number of g such that g,p coprime and 
O' < p <b. We have that pa < q < ph. Suppose that p — p £  P^ '^  ...P^fi, where Pi is prime for 
all 1 < i <  iV. We have that for all 1 < i < iV, the number of pa < g < p6 with g not divisible 
by Pi is w p (6 — a) — =  (1 — ^ ) p (6 — a). Therefore the number of g,p coprime such
that ^ E [a, 6] is Cp ps p (6 — a) rid|p(l ~  3 ) where d runs over the prime-divisors of p. Letting 
d run over all primes <  p,
d\p d<p
Now, since p admits at most one prime divisor > y/p,
We note that
TT fi - 1 ' )  ^  TT =
V ^’n  ( 1 - 5 ) -  n  ( 1  - { ) - -  ^d<x/p
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where k now runs over all natural numbers < y/p, and greater than 1. Thus we have that 
Cp > {y/p — 1)(6 — a) which is certainly > 1 for sufficiently large p. The argument gives an 
effective po such that > 1 Vp > po : it is enough to take
Po
Notice the equivalence Finally we choose h =  a/2 — a  and a =  2 — a.
Then we get that po =  +1)^, from which the result follows. □
Note that +  1)  ^ ^  oo as a  —j- 1 or a  2 but that (— +  1)^ is finite for all
1 < a  < 2. Therefore given any a  E (1,2) we only need check a finite number of possibilities to see 
if they are in 11(a).
E xam ple 2.3.1. Take a =  1.3. Then the above tells us that we only need check values of p up 
to [69.1791J =  69. Checking these values one by one (by hand or using a computer) we find 
n(a) =  {2 ,3 ,8 ,10,12,20}.
E xam ple 2.3.2. We can proceed in the same way as example 2.3.1 for other values of a:
a n(a)
1.1 {2, 3, 4, ..., 10, 20, ..., 70}
1.2 {2, 3, 4, 5, 10, 12, 14, 18, 24, 30}
1.3 {2, 3, 8 , 10, 12, 20}
1.4 {2, 5, 6 , 9, 12}
1.5 {2, 4, 6}
1.6 {3, 4, 6 , 10, 14}
1.7 {4, 6 , 10}
1.8 {2 , 6}
1.9 (2, 3, 12}
1.98 {2, 3, 4, 5, 6 , 7}
1.99 {2, 3, 4, 5, 6 , 7, 8 , 9}
Note how |n(a)j increases as a ^  1'  ^ or a 2 .
2 .3 .7  T h e  B ir th  and  D e a th  o f  P eriod ic  O rbits as a  is varied.
Suppose we fix p and q and T and let a  — Then The c- and h-ax.es therefore
move closer to the contour Aq =  2 . We therefore have two possibilities for our orbit: either we 
tend towards an ejection-collision orbit (c =  0) or else we tend towards an unbounded orbit {h = 0). 
Since we have fixed T  at a finite value we see that the latter case is not possible because as /i —> 0, 
T  oo. Thus we tend towar ds a ejection-collision orbit with q r-oscillations.
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R em ark  2.3.7. We chose to fix T  when varying a. This meant that the c-axis (rather than the 
h-axis) approached the contour A =  ^ (as a  —> and so we tended towards collision-ejection
orbits rather than unbounded orbits. However we could have fixed c. The action coefficients would 
be the same but we would tend towards an unbounded orbit instead.
Next we examine what happens if we fix p, q and T and then let a ■ Then q~'
The curve gets closer to the contour A =  | .  We therefore tend towards a circular
orbit that winds around the origin p times in time T.
2 .3 .8  B ifurca tion s
We investigate the ‘birth’ and ‘death’ of periodic orbits of type as a  is increased from 1 to 2. 
At a  =  an orbit of type bifmcates off the collision-ejection orbit (which exists for all a)
with q r-oscillations; the ‘^’ orbit is ‘born’. However this orbit ‘dies’ when you reach a = 
when it ‘merges’ with the circular orbit that winds around the origin p times in one period. In 
other words, as a  decreases there is a bifurcation at
c  =  (2,22)p2
at which point an orbit of type ‘| ’ branches off the circular orbit (which exists Va) that winds 
around the origin p times in one period.
In the next section we shall investigate what these bifurcations look like in a plot of action 
coefficients against a.
2.3 .9  A ctio n  coefficien ts o f  orb its<7
To be able to calculate the action coefficient of a type orbit we employ equation (2 .11). However 
there are two other kinds of prime-period orbits whose action coefficients cannot be calculated using 
equation (2.11). These are the circulai’ orbit that winds around the origin once and the collision- 
ejection orbit. Once we know the action coefficients of these two orbits too, it becomes possible to 
calculate the action coefficient of any periodic orbit by using the fact that if you repeat an orbit n  
times, then its action coefficient gets multiplied by .
2.3 .10  A ctio n  coefficient o f th e  circular orbit.
Lem m a 2.3.6. The action coefficient of the circular orbit in the homotopy class is:
Proof. We have that
where
a
=  r La{t)dt = ^ d 9  = r
Vo JQ 9 Jo c
2 \ d t J  2 l|æ(t)||2 ||rc(i)||“
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However, for a circular orbit, ^ ||æ (i)|| =  0 which implies that ||æ(t)i| is constant, say \\x{t)\\ = Tc 
for all t. Since c =  r^9(t) we also get that û(t) is constant. Therefore 0(t) =  ^  and so we get 
c =  Plugging this all in we get:
((^) +
and after a small amount of manipulation we obtain
■^ t  = ^  + £  (2.23)
Next, we need to find Vc in terms of T. To do this note the effective potential of the system is 
=  2p p  “  l î ^  and that we must have that =  0. Using this it is easy to show
that Tc = Substituting this into (2.23) we obtain:
□
2.3 .11 A ctio n  coefficien t o f  th e  ejec tion -co llision  orbit.
L e m m a  2 .3 .7 . I f V  satisfies the conditions of definition 1.1.2 then the action functional diverges 
(to +ooj on any sequence of loops approaching a loop with collisions.
Proof. We take cr{x) as in definition 1.1.1. We have that if cr < min{l, R} then:
1 ,^  -  V (.) > ^  ^  > | 2 | =  2 | |  l„(a)|
SO A ff  > constant • | f  d(ln(cr))| which tends to infinity as cr ^  0. □
For such potentials we can immediately exclude the possibility of minimizers of the action functional 
from having collisions. Potentials of the form ~  n^p satisfy the criteria of definition 1.1.2 if and 
only if a  > 2 . If a  < 2 it is possible for collision loops to have finite action, as we shall see below. 
We comment here that ejection-collision orbits are not in they are in d fi^
For an ejection-collision orbit we have c =  0 and so the motion of the particle is along a straight 
line. Suppose the maximum distance of the particle from the origin is d. Conservation of energy 
yields
Y  =  N | | - “  -  (2.24)
Now, since A ff is proportional to to find the action coefficient it is sufficient to calculate
Aj. for a single value of T. The action coefficient will then be ^  =  A f f T ' ^ . A single value of 
T  corresponds to a single value of d. For convenience we set d =  1. This gives, from (2.24), that
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V =  V2y/x “ — 1.
We now compute T  and A ff for d =  1. For T  we have that:
For we have that:
Thus we have that:
4/
Given 1 < a  < 2 we can calculate 4^  for a collision-ejection orbit by using equation (2.25) above 
and doing the integrations numerically.
In figure 2.5 a plot of action coefficients of the circular orbit and the collision-ejection orbit for 
1 < CK < 2 is given. Notice that the action coefficient of the ejection-collision orbit is the same as 
the action coefficient for the circle only at a  =  1; this corresponds to the Kepler problem in which 
all periodic orbits have the same action coefficient.
2 .3 .12  T h e A ctio n  S p ec tru m
Richard Montgomery in [57] defined an action spectrum to be the value of the action of orbits plotted 
against some way of indexing those orbits. We look at the action spectrum of our orbits within 
each homotopy class. This fixes p; we then index all the non-circular orbits by q. Alternatively, we 
can index the orbits by their Morse indices as we will see in the next section.
The key to obtaining the action spectrum is understanding the behaviour of action coefficients 
at bifurcations. Given ck we are now in a position to calculate all the action coefficients of all the 
different types of orbit in a particular homotopy class. We start with some numerical investigations. 
Let us look at the type orbit. This exists if and only if |  < ck < ^ .  For this domain we have 
plotted the action coefficient of the orbit, the circular orbit that winds around the origin three 
times in one period, and the ejection-collision orbit with 2 r-oscillations, see figure 2 .6 .
We observe that:
• the action coefficients of the orbit and the ejection-collision orbit with 2 r-oscillations are
the same in the limit as ck and
• the action coefficients of the orbit and the circular orbit that winds around the origin 
three times in one period are the same in the limit as a
• the ‘I ’ orbit always has a lower action coefficient than both ‘3-circles’ and ‘2-collisions’.
R em ark  2.3.8. We anticipate that the above results can be proved more generally by using splitting 
lemmas and Taylor coefficients calculations.
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.i
collision orbit
circular orbit
1.2 1.4 1.5 1.6 1.9
alpha
Figure 2.5: Action CoefScients of Circular orbit with 1 winding and Collision Orbit with 1 collision.
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2 collision orbits
S  20
3 circles
'3/2' typo orbit
1.351.3 1.45 1.5 1.55 1.65
Figure 2.6: Action Coefficients of 3-circles, 2-collisions and ‘3 /2’-orbit. Bifurcations occur at A and 
B.
action
coefHclent
A \ p-clrclea'
•p/r
a =  1 c t -  2
Figure 2.7: Subharmonic bifurcations off ‘p-circles’ orbit. Morse indices in green.
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In figm*e 2.7 the black curve is the action coefficient of the 'p-circles' orbit. The red curves are 
the plots of action coefficients for the orbits. The numbers in green are the equivariant Morse 
indices - these will be explained later.
D efin ition  2.3.7. Let be the action coefficient of a ' orbit in the system with potential
 ^ ^
Motivated by figures 2.6 and 2.7 we malce the following observation: if there exists a orbit 
and a orbit of the system with potential in the homotopy class with Q > q then
Q) > ^a(p, g).
This leads to the following conjecture:
C on jec tu re  2.3.1. Suppose we fix T  > 0, 1 < a < 2 and p G Z — {0}. Then the orbits in the 
homotopy class in order of increasing action are:
Çmin Çmin T  1 Qmax
where q^in =  b (2 -  a )l and q^ax =  Lp\ /2  -  a j .
R em ark  2.3.9. There are \py/2 — aJ — \p{2 — a)] 2 distinct critical orbits of A f. on
2.3 .13  M o rse  In d ic e s
D efinition  2.3.8. Suppose that x is a periodic orbit Let the Morse index of x  be the maximal 
positive integer m  such that the Hessian of at x is negative definite on an m-dimensional 
subspace.
R em ark  2.3.10. I f  you wanted to apply Morse theory and in particular the equivariant Morse 
inequalities you require that there exists a symmetry group G such that given any critical point x  
you have:
A ^ ig  • x) = A^{x) for all g G G and Ty(G • x) =  kerd^.A^b) for all y G G - x .  (2.26) 
It is difficult to prove that condition (2.26) holds in general.
2.3.13.1 E xplic it calcu lation  of th e  kernel of d?A^ on th e  ‘p-circles’ o rb its  
P ro p o sitio n  2.3.4. I f  x" is the circular periodic orbit in the homotopy class then
dimkerd^.A^(xg) =  ( ^  <fa =  2 -  ( l )  , j  e  {1, ...,p}
I 1 otherwise.
R em ark  2.3.11. One of the degenerate directions corresponds to phase-shifts of the circular orbit 
(or, equivalently here, rotations).
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Proof. Talœ
x ,u ,v  : E /T Z  —»
Let to be the scalar product on real vectors. We compute
dA^[x]{u) = dt (^{u,x) -  « 1^ ^ )
and
£j^[x]{u,v) = dt ( ù ,v )  -  +  a{a +
For Xp a circular solution of radius p we have:
(fA^[x^](u, i;) =  ^  dt ^{u, i}) -  +  a{a + . (2.27)
Now for circular solutions that wind around the origin p times in period T  we have:
po;2 =  W(p) =  w =  ^
This gives:
(228)
Substituting equation (2.28) into equation (2.27) we get that:
cPA^[Xp]{u,v) = Ji + J2,
where
Ji = J  d t{{u ,v )-o j^{u ,v ))  , J 2 ^  y dt ^ a (a  +  2) ( ^ ) ^ ( X p ,u ) ( x “ , v ) y  (2.29)
Now {ii,v) ~  i{ u ,v )  — {ü,v), so we can write the J i horn equation (2.29) £is:dt
rT
Jl = [{û,v)]q -  [  {{ü ,v )+to‘^ {u,v)) 
JO
Prom the periodicity of u  this is
f T
Ji = ~  {{ü ,v)+uj‘^ {u,v)) dt.Jo
rT  
10
As for J 2 we first note that:
(x“ ,u)(x",u) =  ((x“ ,u)x“ ,'y)
because (x“ ,u) is a scalar. So:
</2 =  y  dt f a(Q; +  2)((Xp,u)x“ ,ti)
g + 4  ' 
^  \  a + 2
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Therefore we have:
/ ^ 2 \  q+2(fAT[Xp]{u,v) = J  d t( -ü  -  w-u +  a(û; +  2) ( —  J  {Xp,u)Xp,v).
Now since
kerd^w4f-[Xp] =  {w : d^Ax[Xp]{u,v) =  0 for all u}, 
we have that elements u of kerd^/l^[Xp] are precisely the solutions of the ‘kernel equation’:
,2 \  a+2■Ü — w w +  a(û; +  2)(Xp,u)Xp ( — J = 0 , u { T )—u{0). (2.30)
We search for solutions of (2.30). Firstly let us define:
y{t) =  (cos {lot), sin {cot) ) ,
so that x{t) =  py{t), and also talœ:
z{t) = (— sin (wt), cos {cot)).
Note that {y{t),z{t)) = 0 for all t. We aim to decompose u{t) as:
u{t) =  a{t)y{t) +  b{t)z{t),
where a, b : [0, T] — E. Noting that:
z{t) = ~(oy{t), y{t) = uz{t),
we readily derive that:
ii{t) = {aw +  h)z +  (a — hu))y, ü(t) =  {2coà +  6 — hco'^ )z +  (a — 2bco — aco^)y. 
Without loss of generality we can take x“ =  py. We then have
{Xp,u) =  pa.
The kernel equation (2.30) becomes:
— (2wô +  6 — bco'^ )z — (a — 2hco — aco' )^y — ufi{ay +  hz) +  a (a  +  2)p^ay
g+4 LO^ \  «+2
a 0 .
Both the coefficients of z  and of y  must be zero. After a small amount of manipulation we obtain:
6 +  2u)â =  0 , — a + 2bco + co^{a +  2)a =  0 .
Let us write Pa = à, Pb — b and let v =
(  a \  
h
Pa
\P b  J
Then v = M{a,co)v, where
(  0 0 1 0 \  
0 0 0 1
u'^{a + 2) 0 0 2w
0 0 -2co 0 J
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The eigenvalues A of this matrix are given by det(M  — XI) ~  0. One can easily check that this 
gives:
A (^A  ^+  (2 — ck)u>^ ) =  0 .
This has two complex conjugate roots if and only if a; < 2, If a  < 2 we have eigenvalues 
0 , Izico y/2 — a.
f o \
The eigenspace corresponding to the eigenvalue 0 is £'o =  ( ^
{ O j
) which corresponds to a(t) =  0 Vt
and b{t) = c Vt where c is a constant. This gives
u{t) — cz{t) =  c ( — sin (iot) , cos {cot) ) .
This variational direction corresponds precisely to phase-shifts of the p-circles orbit. To see this 
note that ^
— p {cos{iot -f e),sin(wt -t- e)) =  pujz{t).U€ |e=0
Imaginary eigenvalues give rise to periodic a{t) and b{t). However additional conditions on a{t) 
and h{t) need to be met because u{t) must be periodic of period T. The eigenvalues ±ico\/2 — a  
give rise to two linearly independent solutions of angular speed w\/2 — a. These are periodic with 
a period T  (not necessarily minimal) if and only if
27t T
wa/ 2  — a j  
But here T  =  We therefore obtain that
j  — 1 , 2 ,3,...
CK — 2 — I —
This agrees with the values of a  we expected bifurcations to take place at, see (2.22). □
R em ark  2.3.12. In the case a  =  1 i.e. the Kepler case the system is superintegrable. In this case 
we have j  = p. The period of the variations is j  which is the same as the amount of time taken 
to perform a single circular winding. This is what we should expect as all bounded motions trace 
out ellipses in configuration space. Keplerian orbits of a given period form a three-dimensional 
manifold of loops. All the loops in this three dimensional manifold have the same action. There 
are three parameters involved in describing the 3-dimensional manifold: rotation, eccentricity and 
phase.
Finding the eigenvectors corresponding to the imaginary eigenvalues yields:
o(t) \  /  \ /2  — CKsin(wt\ /2  - a) A f  a{t) \  _  f  \ / 2^ ^  cos(wt\/2" - ^ )
b{t) J \  2 cos(wt\ /2  -  a) J ’ \  b{t) J ~  \  - 2 sin(ait\ /2  -  a)
We find that the two lineaiiy independent solutions of (2.30) not corresponding to phase-shifts are 
given by:
ui{t) =  V2"-^sln (tu tV 2^ ^ ^ ) ^ ^ 4- 2 cos(wt\ /2  — ot) — sm{cot) cos (cut)
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and
U2(t) =  V 2 ^ c o s { u t V ^ )  (  “ "[“ ‘I ) )
2.3.13.2 M orse Indices
Let G be the group acting on {p ^  0) by phase-shifts. Note G ~  5' .^ Define =  H^/G. Let 
[æ]G =  {y e 0 ^  : X — g - y for some y E G} E We define —» R  by:
'^r,c(M G) =  Ax{x).
This is well defined since is G-invariant.
Note that if æ“ is a circular orbit in then [.t“]g is a single point in The splitting lemma 
(see [45]) says that in a neighbourhood of [.'Cpjc the function A ^ q can be split into a ‘Morse’ 
(meaning nondegenerate) piece on one set of variables and a degenerate piece on a different set of 
variables whose number is equal to dimkerd^.4^g. More precisely, there exists a neighbourhood K 
of [xp]G and a local coordinate system (%)%gN such that % =  0 for all i corresponds to and:
A t ,G =  fa{yi,y2) + i>3
holds throughout We have that /«  : M with:
dP j — 0 for % =  1,2 when o: =  2 — for some j  E ,p}%3 A (y i,y 2)|(o,o) < ,“2/i for i = l ,2  otherwise.
Tracking Xp as a  is varied, for the Morse index to change it is necessary that dimker d^.4j. ,g(æp) > 
0. We have proved that this only occurs at bifurcation values. Therefore, as a  is varied, we have 
proved that inbetween bifiu'cations the Morse indices of the ‘p-circles’ orbits are constant.
So suppose that ckc is a bifurcation value for a. We consider what happens to the function fa  as 
we pass through CKg.
• For a  just less than we have two critical values of fa- one for the ‘p-circles’ orbit and one 
for the ‘I ’ orbit. Note that the circular orbits occupy a single point in the domain of /a , 
namely the origin. On the other hand the orbits occupy a circle in the corresponding 
periodic orbits being related by rotations. Our numerical evidence tells us that the critical 
value of the orbits is lower than that of the circular orbit*.
• For a  just greater than olc we just have one critical point of fa  corresponding to [æ^jg.
In figme 2.8 we have depicted what happens to the local structure of fa  as a  passes through Oc- 
We can see from this that there is an ‘index exchange’ of 2 .
R em ark  2.3.13. *A rigorous proof of statement may be possible using Taylor series expansions.
We have found a way of tracking indices. However in order to actually label all the ‘p-circles’ 
orbits in with their Morse indices we need ‘somewhere to start’ i.e. know the Morse index of a 
particular orbit.
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z z
a  just less than a ot just greater thati a
rotate about z-axis to form surface of revolution
Figure 2.8: Index exchange at a bifurcations: plots of 2: =  /«.
L em m a 2.3.8. When a = 2 the circular orbits in have Morse index 0.
Proof. We have seen that when a  > 2 we have a strong force problem - the action functional diverges 
to -foo as we approach collisions. Furthermore there is only one circle of critical points in each 
homotopy class; these critical points are constant-speed circular motions related by phase-shifts, 
see remark 2.3.1. They are precisely the critical points found by minimizing the action functional 
on (i.e. the direct method). It follows that the ‘p-circles’ orbit must have Morse index 0 when 
a  > 2 .  □
Starting from lemma 2.3.8 and tracking the Morse index we can label all the ‘p-circles’ orbits 
in a homotopy class with their Morse indices. If we further assume that the ‘^ ’ orbits are 
nondegenerate up to symmetries of the action functional (namely phase-shifts and rotations about 
the origin) then the Morse indices of ‘ |  ’ orbits are constant along their branches and we can label 
them with their Morse index, see figure 2.7.
D efin ition  2.3.9. Let be the smallest integer greater than p(2 — a). Let qm&x be the largest 
integer smaller than p \ /2  — a.
C o n jec tu re  2.3.2. Fixing a  and T  the periodic orbits in Qp of type , in descending order of 
action, are:
‘p-circles\ ’ orbit, ‘ ’ orbit, ..., ‘- 2— ' orbit.9 tn in  9 m in  ' 1 9 m axFurther, the Morse index of a ’orbit is 2{q — 1) and the Morse index of the ‘p-circles’ orbit, say 
m, is given by m  = 2j if  2 -  < a  < 2 -  (j)^ f o r j  = 0 , l , . . . , p -  1.
As a corollary to conjecture 2.3.2 we have that the Kepler orbit has Morse index 2(p — 1).
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2,4 Conclusion
The central results of this chapter are:
• For 1 < Q: < 2 the list of those homotopy classes that do not contain a periodic solution of 
prime-period is of finite length. However the length of the list diverges a s a —> l - f - o r a —>2—.
• If we fix T  (the period), 1 <  a  < 2 and the homotopy class then the orbits in that 
homotopy class in order of increasing action are:
 ^ ‘ ’ , ... ‘p-circles’
Çmin Qmin i 1 Qmax
where =  fp(2 -  a)] and Çmax =  [pV2 -  a \ .
• We showed that the Morse index of a orbit is 2 (g ~  1). We also showed how the Morse
index of the ‘p-circles’ orbit varied with a  and showed that the Morse index of a Keplerian
orbit in is 2(p — 1).
This chapter raises a series of questions and aims:
• Prove the monotonicity conjecture for Aa{c,h).
• Demonstrate the claims regarding the action spectrum mathematically, not just numerically. 
This will also complete the proof for the values of the Morse indices.
In chapter 4 we develop the analogous theory for the 2-centre problem.
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C hapter 3
The M olecular 2-Body Problem
God does not care about our mathematical difficulties; He integrates empirically.
- Albert Einstein
A b stract
In this chapter we study the molecular 2-body problem with Lennard-Jones potential.
We:
• Find explicitly Ti :  ^ R such that if p, g E N are such that gcd(p, g) =  1 then 
there do not exist any ‘ |  ’ orbits for 0 < T < Ti (p, g) but there does exist g > 0 
such that there are orbits for Ti(p,g) < T  < Ti(p, g) -f g (see theorem 3.3.1).
• Give numerical evidence that the set of values of the periods of orbits of a type 
is bounded above.
• Find the region of energy-momentum space that supports the existence of periodic 
or quasiperiodic motion (see theorem 3.3.2).
• Give numerical evidence that for all non-null homotopy classes the least period on 
the set of all possible periodic motions in that class is given by a circular orbit.
• Show there exists m E N such that for all g > m there are periodic orbits in
=  Ur>o {P {0}) with g ‘radial oscillations’ in one period.
Some of the results are subject to assumptions motivated by numerical computations.
3.1 Introduction
In this chapter we initiate orrr study of the molecular' iV-body problem by studying the case N  = 2, 
which is integrable. Indeed the molecular two body is readily shown to be equivalent to a central 
force problem with Lennard-Jones potential. It is integrable and is interesting to investigate in 
a similar manner to chapter 2 . Apart from providing some interesting results this chapter also 
serves as an introduction to chapter 5 which investigates the existence of periodic solutions of the 
molecular iV-body problem from a variational viewpoint.
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3.1 .1  T h e  L ennard-Jones p o ten tia l
The 2-body problem with identical bodies is equivalent to a central force problem. The Lennard- 
Jones potential of the central force problem is
= l i^  -
Usually the values =  12 and a  =  6 ai’e used in modelling the motion of molecules. The potential 
has an attractive tail for large ||æ}|, is strongly repulsive at short distances and for the /? =  12 , a  =  6 
case reaches a minimum around 1.122. One of the key differences between the Lennard-Jones 
potential and the potential is that the Lennai'd-Jones potential is nonhomogeneous and does
not enjoy any scaling symmetries. As we shall see consequences of this include the fact that the 
existence of periodic solutions depends on the value of the period (unlike for —
3.1 .2  Som e n o ta tion
We will use polar coordinates (r, 0). We will denote by p the number of ^-oscillations in one 
period and by q the number of r-oscillations in one period. An orbit with p ^-oscillations and q 
r-oscillations will be called an orbit of type We have A =  ^  =  | .  The orbit is of prime-period 
if and only if p and q are coprime. A collisionless periodic orbit with p oscillations is in a homotopy 
class Oy.
3.2 Numerical observations
We consider the expressions for A and Tg respectively given in (2.4) of chapter 2, taking V'(r) =  
y^ -12 _  y.-6  case for U(r) =  — T  the integrals are difficult to analyze analytically.
Instead we plot A and Tg as functions of c and h. In figures 3.1 and 3.2 we have given contour 
plots of A(c, h) and Tg(c, h). We have named the two cmves shown in figure 3.1 ‘edge (I)’ and ‘edge 
(II)’. In figure 3.1 the contoins are such that the closer the contour’s shape is to that of edge (II), 
the higher the value of A that contom' represents. In figure 3.2 the contours closer to the /i-axis 
represent higher values of Tg. We make some observations:
• O bservation  1 / A ssum ption  (A): For fixed A, Tg is minimized on edge (I).
• O bservation  2 / A ssum ption  (B); The least value of Tg is approximately 9.03 and occurs 
around (c, h) % (1.05,0.16), which is on edge (I).
An immediate consequence of Assumption (B) is that given any homotopy class p A 0 we have 
that for sufficiently small periods (namely 0 < T < 9.03p) there are no periodic solutions in the 
homotopy class In chapter 5 this result is rendered superfluous: we prove the nonexistence of 
periodic solutions of the W-body molecular problem in any given tied homotopy class of loops for 
sufficiently small periods.
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Contour Plot of A(c, ti)
0.2
0.15
edge (II)
0.1
0.05
-0.05
- 0.1
edge (I)
-0.15
- 0.2
-0.25
0.2 0.4 0.6 0.8 1 1.2 1.4
Figure 3.1: Contour Plot of A{c,h)  for a  =  6 , (3 = 12 .
Contour plot of Tg(c, ti)
0.2 0.4 0.6 0.8
Figure 3.2: Contour Plot of Tq{c, h) for o — 6 , (3 — 12 .
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3.3 Bounds
3.3 .1  A  lower b oun d  on th e  p eriod  for orbits.
L em m a 3.3.1. On edge (I), which corresponds to circular solutions, we have that
-  2) -  a{a -  2)rJ
where tq is the radius of the corresponding circle.
r° , (3.1)
Proof. That edge (I) corresponds to circular orbits will become evident later (in our analysis of the 
function denoted by Using equation (2.14) of chapter 2, which applies to circular orbits, we 
have that
A  =  ^  =  I M  91wr Y rol/"(ro)-b 3t"(ro)' ^ ^
Then using F(ro) =  7’^ ^ — we get the desired result. □
T heo rem  3.3.1. Subject to assumption (A),
- s.
Ti(p,g) =  ( ^ )  ' («'  +  0 3 - 2 ) p " ) ^  ( f  +  (a -  2 )p 2 )-5 P ^  (3.3)
is such that there do not exist any T-periodic ‘|  ' orbits for 0 < T  < Ti{p, q) but there exists rj > 0 
such that there are T  -periodic ’ orbits for all T  such that Ti(p, q) < T  < Ti{p, q) +  ij.
Proof. We first calculate Tq as a function of A along edge (I). To do this we first note that for
circular orbits you can equate the centripetal force, W(r), with ^  where v is the constant speed of 
the particle. Doing this for the Lennard-Jones potential yields, after a small amount of working:
where ro is the radius of the circle. Now letting x — we have from equation (3.1) that:
a ( l  +  ( a  - - 2 ) 2 \ a ) '  (4  5 )
Also from equation (3.4), we get that:
Substituting equation (3.5) into equation (3.6) gives:
0+ 2„  / I +  (a  -  2)A^ +' AV W-«) U(l + (“-2)A2)J • I ' '
Using A =  | ,  T  =  pTe and assumption (A) we obtain (3.3). □
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3.3 .2  E d ges (I) and (II)
111 this subsection we calculate analytically the region of energy-momentum space that supports 
quasiperiodic or periodic motion. Integration of the Lennard-Jones CFP yields:
Pr = r — ± r  2 y/2hr^ — c^r^ -2  -j- — 2 .
Define
f ix )  ~  2hr^ -  +  2r^"“ -  2. (3.8)
Differentiating (3.8) we get:
f'{r) — (2hpr°' — c^(/? — 2)r“"^ 4- 2(/3 — a)) .
Consider
g{r) = 2/i/3r“ — c^{P — 2)r“~^ J- 2{P —  ) .  (3.9)
Differentiating (3.9) we get:
g'{r) =  2haPr°‘~^ — c^{a — 2)(j0  — 2)r“~^.
So g \r )  =  0 if and only if r  =
3.3.2.1 Case: h < 0.
If h < 0 then g is monotonie since the only possible stationary point of g is at imaginary r. Further
noting that g(0) =  2{j3 — a) and that g{r) -+ —oo as r  —> oo we see that there is only one value of
r  at which g{r) — 0 ^ f ' { r )  = 0 . Therefore /  has only one turning point.
Now /(O) =  —2 and /  —oo as r  —> oo, so we have tliree cases to consider:
(i) /  doesn’t ever cut the 7-axis in which case there is no orbit.
(ii) /  touches the r-axis tangentially in one place in which case we have only circular orbits.
(iii) /  cuts the r-axis in two places in which case we get a generic orbit.
We now try to find the equation of edge (I) for < 0. To find this we need to analyze the critical 
case (ii). For circular orbits we have that, since f  =  0:
2hr^ -  c^r^“  ^4- 2r^““ - 2  =  0, (3.10)
and that, since r  = —l%g(? )^ =  G, we have:
^  _  Q (3.11)
Adding equations (3.10) and (3.11) yields:
2hr^ - { a -  2)r^“" +  /? -  2 =  0. (3.12)
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Equation (3.12) is in general difficult to solve analytically. However if we talce the typical values of 
a  and /3 used in the Lennard-Jones model, namely a  =  6 , ^  =  12 then we obtain a quadratic in 
7'^ . This is readily solved and we get that
6 1 ±  V I - . (3.13)
Now, since we are dealing with the case h < 0 here we have that 1 — 5h > 1 and therefore the 
negative root of equation (3.13) is not possible for real r. Hence the radius, ro say, of the circle is:
(3.14)
The energy, h, of the circular orbit is:
c 1 1
zrg rg rg
since r  =  0 for circular orbits. Manipulating equation (3.15) we readily obtain:
3 0  +  ^0 ~  2). (3.16)'o
Substituting ro given by equation (3.14) into equation (3.16) then gives:
" ^ - ^ i Z v L s J  (3.17)
which is the equation of edge (I) for /i <  0.
Remark 3.3.1. Note that as /i —> 0, ~  ~(i-2.5h+O{li0) /rom equation
(3.17), c ^  (f)®\/3 ~  0.807, which agrees with the numerical plot of the edge. Next we find the 
value of h on edge (I) when c =  0. Since h V 0, we must have 1 — VÏ — 5h — 2h — 0. This 
implies h — —0.25, which also agrees with the numerical plot. This is reassuring and tells us that 
the minimum possible energy of a periodic orbit in the LJ-potential is —0.25.
3.3.2.2 Case: h > 0.
In the following when we refer to the function /  we will implicitly mean /  restricted to the domain 
r  > 0. If, for example, we say /  has two turning points what we will actually mean is that /  has 
two turning points for r  > 0 ; there may be turning points for r  < 0 but they are not of interest to 
us as they have no physical meaning.
If h > 0 then we do have a real value of r, say r* at which g'{r*) ~  0. In fact
a - 2You can easily show V^(r*) =  2 (2/iû:/?) 2 (c^(a — 2)(/3 — 2))  ^ > 0 and so r* is a minimum of 
We also know that g(0) =  2(/? — ck) > 0 and g ^  0 0  as r -+ 0 0 . There are three cases to consider:
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(i) g{r*) < 0 : then g and so f  has two roots and hence /  has two turning points.
(ii) g{r*) =  0 : then g and so f  has just one root and hence /  has one turning point.
(iii) g{r*) > 0: then g and so f '  has no roots and hence /  is monotonie. (In fact monotonically 
increasing).
We recall that /(O) < 0.
Clearly case (iii) does not yield bounded orbits. So let’s look at the generic case (i) and consider 
what happens to the graph as we vary c whilst keeping h fixed.
(a) generic picture:
(b) increase c =>
(c) OR decrease c =>
Figure 3.3: Sketch of the function /  for r  >  0
For a typical bounded periodic orbit with h > 0, /  will look like figure 3.3(a). Increasing c to a 
‘critical’ state, the picture will look lilce figure 3.3(b). In this situation the only possible bounded 
periodic orbit is the circular orbit. It will have radius ro, where r® =  At r = ro, f =  0
and plugging this into the hamiltonian gives equation (3.17) again, corresponding to the largest 
possible value of c for a given h. Therefore equation (3.17) holds on edge (I) for both h < 0 and
/ t >0 .
Alternatively, returning to figme 3.3(a), decreasing c to a critical state the picture will look like 
figure 3.3(c) where r® =  At r  =  r i =  we have that r  =  0. Substituting this
into h =  ^r^ 4- ^  4- ^  gives, after a small amount of working that:
(1 — 2/t +  \ / l  — 5/i).,______ , (3.18)(1 +
This gives the relation between c and h when c is as small as possible for a given h. It therefore is 
the equation of edge (II) in figures 3.1 and 3.2.
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R em ark  3.3.2. Note that in (3.18) as h 0, 1 +  y/1 — 5h —> 2 and therefore (? and hence c tends 
to 0. Therefore edge (II) goes through the origin, which is consistent with figures 3.1 and 3.2. Also 
note that when h = 0.2 we get that (? =  6 (0 .2) 3 (0 .6) c «  1.11 which agrees with figures 3.1 and 
g.g.
We obtain the following theorem:
T heo rem  3.3.2. All periodic and quasiperiodic orbits have values {c,h) in the region of energy- 
momentum space R  defined by:
R  =  R i U  R2,
where
and
Ri = { { c ,h ) : - 0 .2 b < h < 0 ,  0 < c 2 <  ( -  '  5 ( i  _  V v ^  -  2/i)}\1  — V I ~ 5/1/ h
R 2 = {(c, h ) : 0 < h <  0 .2 , -----------------  y f l - 2/ i + \ / r ^ )  < c ^ < ( -------^ = = )  '  ~ ( l - v ^ r = r ^ - 2h)}.(i +  y r : : : ^ ) ?
Moreover given any {c,h) E R  there exists a (quasi)periodic orbit with these values of c and h.
3 .3 .3  M in im izing  Tq
Based on our numerical evidence we shall assume that Tq{c, h)|jt is minimized by a point on edge 
(I). Along edge (I) we have that:
6 c
We know c(h) for all —0.25 < h < 0 .2 ; this is given by equation (3.17). We know r{h) =
 ^ h < 0. Also 7’(0) =  lim/i_*o ~  1.165. For h > 0 as we are inter­
ested in the least period we take the smaller value of the two values ë since we
are assuming h > 0, still corresponds to talcing r  =  ®. We therefore have the following
expression for T{h) that applies for —0.25 < h < 0.2:
T{h) =  27Tj) ~  ^'‘)  ° (^1 (1  -  \ / r ^ )  -  12^ \  (3.19)
Minimizing this with respect to h gives a minimum value of T{h) of 9.032p (to 3 decimal places) 
when h =  0.163 (to 3 decimal places). Substituting this into equation (3.17) gives c =  1.056 (to 3 
d.p.). Note that these values match very closely the values found in Observation 2 .
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3 .3 .4  N u m b e r  o f  r a d ia l  o sc illa tio n s  in  o n e  p e r io d . 
L em m a 3.3.2. We have inf{A(c, h) : (c, h) E R} = 0.
Proof. By (3.7) we have on edge (I) that:
=  (3.20)
2(1 +  lOA^) 
1 +  4A2
where
F :  (0 ,oo) 
Note that F  is continuous and that
F(A)
Therefore F  is bounded above. Thus from (3.20) there exists k > 0 such that:
which implies that
A < - = = = .  (3.21)
y727g/A :2_4
However from (3.19) along edge (I) we have
Te =  —> 00 as h —> —0.25.P
Therefore by (3.21) we have on edge (I) that A —> 0 as /i —> —0.25. □
D efinition  3.3.1. Let ftp =  U t>o^p Up is as defined in subsection 2.2.5.
C orollary  3.3.1. There exists m 6 N such that there are periodic orbits in PLp with q E N radial 
oscillations for all q > m .
Proof. Givenp G N and any d > 0 we have |  g (0 , d) for all g G N n  (^,oo). □
R em ark  3.3.3. The numerical evidence suggests:
• sup{A(c, h) : (c, h) E R} 0.9306. Thus a periodic orbit with q r-oscillations in Lip has ^ < 
0.9306. We can takeq G Nn(p/0.9306,oo) =  Nn(1.0746p,oo) i.e. q G {[1.0746p], |’1.0746p] +
1,...}. So we can take m  = [1.0746p] in corollary 3.3.1.
The number of different types of ’ orbits in is finite for any given T  > 0. This is because 
p is fixed (by the homotopy class), T q = T /p  is fixed by the period and p, and for fixed T q our 
numerics give that A is bounded below by a strictly positive number, say cy > 0. However the 
number of of different types of ’ orbits in U r<r diverges as r  oo because cy ^  0 as 
T  oo by the proof of lemma 3.3.2.
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3.3 .5  E x isten ce  o f an upp er b ou n d  on  th e  p eriod  o f  a  orbit
Note from equation (3.19) that lim/i^_o.25 T(/i) =  oo and that T{h) is finite for —0.25 < h < 0.2. 
Using figure 3.2 we can use the contours to infer that along edge (II) we have that T  ^  oo as we 
approach the origin but is finite everywhere along edge (II) apart from the origin. Combining this 
with the evidence from figure 3.1 we see that for a given orbit there is a finite upper bound 
on the periods supported as well as a lower bound. In other words, fixing the homotopy class, i.e. 
fixing p, we have that type orbits exist if and only if
Ti{p,q) < T  < T2 (p,q)
where 72 (p, g) < oo but T2(p, g) —> oo as g —> oo.
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Chapter 4
A spects of the Planar Sym m etric 
N ew tonian Two Centre Problem
A b stract
In this chapter we look at various aspects of the planar Newtonian two centre problem.
In particular, we classify all of its periodic solutions into homology classes of loops.
4.1 Introduction
To begin with we give a brief background to the Newtonian two centre problem:
• The study of the motion of a point mass moving in the gravitational field of two fixed attract­
ing centres in the plane is a problem proposed and integrated in the 18th century by Euler 
in a series of three papers, see [32], [33] and [34]. Almost a centmy later Jacobi showed the 
potential is also separable in the full 3-dimensional case, see [42]. In 1949 Erikson and Hill 
found explicitly the tliird integral of motion of the 3-dimensional case, i.e. the constant of 
motion that was not the energy nor the angular momentum about the axis passing through 
both centres, see [31].
•  Since then the problem has been used as a model of many systems, including:
— satellite trajectories, see [49] and [50].
— the quantum mechanical problem of the ion, see for example [30] and [68]. In the 
Born-Oppenhimer approximation (BOA) the two centres are atomic nuclei and the test 
particle is an electron.
• Recently in [72] a fairly comprehensive analysis of the problem was given both classically and 
quantum mechanically. However aspects such as the classification of orbits into homotopy or 
homology classes of loops in the planar case or the ordering of orbits within homotopy classes 
by action were not addressed.
There are some basic facts we need to know before describing the key elements of this chapter:
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• In this chapter we restrict to the planar two centre problem. The configuration space Q is the 
plane with two distinct points removed. This has fundamental group F2 - the free group 
on two generators. As generators we will take a i and 0:2 where aj is a single clockwise loop 
about the centre. The connected components of loop space (or ‘free homotopy classes’) 
correspond to the conjugacy classes of F2 , Collision loops are considered to exist on the 
boundaries of the free homotopy classes.
• The planar Newtonian two centre problem is integrable in elliptic coordinates (^, 77) =  (ri +  
?'2, r i  — rg) where vi and r 2 are the distances of the test particle from the left and right hand 
centres respectively. There are two corresponding constants of motion denoted by H  (the 
energy) and C.
• Periodic motion corresponds to the ratio of angular frequencies A =  ^  being rational. We
call a prime-period orbit with A =  gcd(p, ç) =  1, an orbit of type ‘| . ’ An orbit is said to
be of of type where gcd(p, g) =  1 if it is r repeats of a ‘| ’ orbit.
• The energy-momentum map is defined as P  : T*Q —> with P  =  (C, H) so that
(Ç,P) ^  {C,H){q,p) = (c,h).
Phase space is foliated by invariant manifolds P “ ^(c, h) obtained by fixing C = c and H  = h.
•  Periodic solutions correspond to critical points of the action functionals
A t  = [  Ldt, T > 0 Jo
on loop space. Here L  =  K .E . — P.P. is the Lagrangian.
The key elements of this chapter are:
• Following Chaiiier (1902), Deprit (1962) and Strand and Reinhardt (1979) we show in how 
the orbits can be classified into three ‘types.’ We shall give precise descriptions. However, 
loosely speaking, the different types are defined by the properties that points on the orbits 
all
— P I :  lie in an elliptic annulus encircling the two centres.
— P2: lie within a simply connected region containing both centres.
— P3: lie within one of two disjoint regions, each region containing only one of the centres.
• We extend the basic classification of periodic orbits into PI, P2 and P3 types further. We 
show that the integrability of the system places strong constraints on which free homotopy 
classes contain periodic solutions, see theorem 4.4.1. This is analogous to the approach taken 
in chapter 2 but more complicated.
* The existence results for orbits in classes so far discussed implicitly have an unrestricted 
choice of the period T  > 0. In section 4.6, we explore the relationship between period and 
existence for P I orbits. For a given period we list those P I orbits that exist in a class and 
order them according to their action. We call this the ‘action spectrum.’ The situation is 
described carefully with the aid of plots but no proofs are made. We also conjecture the 
values of the Morse indices of P I  orbits by using bifurcation theory and the index exchange 
technique used in chapter 2.
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4.2 Integration
4 .2 .1  C oord ina te sy stem
The symmetric planar NTCP (Newtonian two centre problem) is integrable in elliptic coordinates. 
Firstly we need to understand this coordinate system. Elhptic coordinates ^ and rj are defined as
^ = ri + V2, T] — r i - r 2
where r i  and T2 are the distances to the left-hand centre and right-hand centres respectively. 
Therefore  ^ ^
ri = ~{^ + v), r 2 ^ - { C - r j ) .
Consider Cartesian coordinates (x,y) where the left-centre is at (—1,0) and the right-centre is at 
(1,0). Then we have that
rf  =  (æ -F 1)  ^+  7/^ , r |  =  (æ -  1)  ^+  y^.
Reai-ranging for x  and y  gives
y = -  7?^ ) (6  ^-  4).
Remark 4.2.1. Whilst specifying ^ and rj uniquely determines x, it only determines y up to a sign. 
Definition 4.2.1. Borrowing notation from atomic physics we will sometimes call
• the centres protons
• the sets
{ ( ^ , 7 7 )  : Tj = -2 }  =  { ( æ , 7 / )  : y = 0 , æ  < -1} , { ( ^ , 7 7 )  : 77 -  +2} =  {{x,y) :y  = 0 ,x >  +1}
the extraproton axes, and
• the set
{(^ > Ï?) : ^ =  2} =  {(æ, 7/) : 7/ =  0, - 1  < æ < 1}
the interproton axis.
4 .2 .2  Separability
We aim to express the Hamiltonian function in elliptic coordinates. Here we follow V. I. Arnold’s 
exposition, see [4].
Definition 4.2.2. Let ds be the Euclidean distance metric in configuration space Q.
Lemma 4.2.1.
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^F2
Figure 4.1:
Proof. Lines of constant are ellipses with foci at the centres. The lines of constant 77 are hyperbolae 
with the same foci. They are mutually orthogonal.
We therefore have that
+ h^drf'
for some a and h which we will find. For motion along the ellipse we have that dr\ = ds cos o; and 
dv2 = —ds cos a. Now d^ = 0 because we are moving along an ellipse where ^ is constant. Therefore 
dr} = dri — dv2 ~  2cos(o:)ds and so we have that b = 2^ ^ ^ *  8 0 :
4 cos^(a) (4.1)
For motion along the hyperbola we have tha t dri =  ds sm{a) and dv2 — dssm {a), see figme
4.1. Now d?7 =  0 because we are moving along a hyperbola where rj is constant. Therefore 
d^ — dri +  di'2 =  2 sin{a)ds and so we have that a =  2sin(a) thus
4sim(o:) (4.2)
Fi'om the triangle F1PF 2 we have that 2  ^ =  +  rf  — 2rir2 c o s (7 t — 2a) from which we deduce:
cos^(a) — sin^(a) =  
However, we also have the identity:
cos^(a) +  sin^(a)
2rir2
_ 2ri7-2 
2?'i?'2 '
Solving equations (4.3) and (4.4) for cos^(a) and sin^(a) gives:
,2 ‘
(4.3)
(4.4)
(4.5)
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Using equations (4.4) with equations (4.2) and (4.1) we obtain that;
from which the result follows. □
Next, we quote the following result (see e.g. [4] ):
L em m a 4.2.2. I f  ds^ = Y^o^d(]^, then:
where T  is the kinetic energy, V is the potential energy, H  is the energy and pi are the conjugate 
momenta to the coordinates %.
Applying lemma 4.2.2 to our two-centre problem with the values of and from (4.6) and 
using U =  - T  _  A ^  we deduce:
= + (4.7)
Fixing the energy H  ~  h we get from equation (4.7) that
2(^2 _  4)p2 ^  2(4 _
The left-hand side is an expression in ^ only and the right-hand side t) only so L H S  = R H S  =  —c, 
say, where c is a constant. From L H S  = —c — R H S  we deduce that:
The quantity c is the second constant of motion. The corresponding map T*Q i-^  M is called C.
D efinition  4.2.3. We will define the energy-momentum mapping, P , to be the map:
P  : T ' Q ^  r2 ; (g,p) (C, B){q,p) = (c, h).
Here Q =  IR^\{(—1,0), (1,0)} is the configuration space, q = are the configuration space
variables and p =  {p ,^Pr}) are the conjugate momenta.
4.3 Classification into ‘T ypes’
D efinition  4.3.1. We define an orbit to be of type
• PI if the the interproton axis is never crossed during the motion. The orbit loops around both 
centres.
• P2 if both of the extraproton axes and the interproton axis are all crossed during the particle's 
motion.
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• P3 if the perpendicular bisector of the centres is never crossed during the motion. Motion is
therefore localised around one of the centres and only one of the extraproton axes is crossed.
D efinition  4.3.2. We define the following three regions:
• R i — {(c, /i) ; c < 0, < 0, 4 < /i <  —j  —  2}.
• i?2 =  {(c, /i) : c <  0, —I — 2 <  /i <  0}.
• R 3 — {(c, / i ) : c > 0 ,  —|  — 2 < / i < —|}.
Lem m a 4.3.1.
• All collisionless periodic orbits at regular values of the energy-momentum map are of PI, P2 
or PS type.
• Those orbits with values of (c, h) in region Rj  with A rational are precisely the P j orbits for 
j  =  1,2,3.
Proof. We have by equations (4.8) that:
where POLYi(^) =  +  4^ +  c and POLY2(?7) =  h i f  +  c. Let the roots of POLY^ be cx.j and /3j
for j  =  1,2. So
“ 1 “  2 +  V 4 - f e ^  A  =  - ^  A  =  (4.9)
First we find the conditions that all periodic orbits must satisfy:
• For bounded orbits we must have h < 0 in order that POLYi(^) is upside-down U-shaped 
parabola.
• For CKi and /?i to be real we require, from (4.9), that he < 4.
• We require that /?i > 2 because if we had Pi < 2 this would contradict the fact that ^{t) — 
ri + r 2 > 2  for all t. The condition /?i > 2 is equivalent to \/4 — he > —2{h -f 1). If /i > —1 
then this is automatically satisfied. If h < —1 then we obtain the additional condition that 
—2(/i 4-1) ^  0 i.e. h ^  — 2.
• Noting that r){t) > 2 and the fact that —POLY2(t7) is a U-shaped parabola that cuts the 
vertical axis at —c we see that if c > 0 we must have < 2. Thus h < —c/4.
We now find the conditions that determine whether or not we cross the interproton axis and whether 
or not we cross the y-axis:
• Note that — 4 > 0 because ^ > 2. Therefore POLYi > 0 for allowed values of The 
polynomial POLYi(^) has an upside-down U-shape because h < 0. Therefore a i < ^ < Pi. 
Suppose that we had that ai < 2 < pi. In other words at some point in the orbit the 
line ^ =  2, i.e. the interproton line, is crossed. Now 0=1 <  2 44- \/4  — he > 2h + 2 and 
Pi > 2 V4 — he > —2h — 2. Therefore \/4  — he > |2h -I- 2| h > ^ 4 - 2 .  We see that 
periodic orbits cross ^ =  2 if and only if h > ^  4- 2.
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• Suppose that we cross the line 77 =  0 ,  i.e. the perpendicular bisector of the two protons. 
Examining —POLY2 we see that we cross the line 77 =  0 if and only if c <  0 .
To obtain the lemma we examine the regions we have effectively defined in the (c, /i)-plane.
4 .3 .1  P h a se  P o rtra its
□
From the equations (4.8) we can draw phase portraits for the ^ and 77 behaviour. The qualitative 
appearance of the and {r],p^) phase portraits depends on the type and hence on the
values of c and h. The phase portraits for P I, P2 and P3 motion are shown in figure 4.2.
P1
P2
P3
'V
Figme 4.2: Phase Portraits
R e m a rk  4.3.1. The ^singularities^ that occur in our phase-portraits at ^ ~  2 and 77 =  d z 2 can be 
removed by a process of régularisation. See, for example, [71].
Rem ark 4.3.2.
• For P I orbits the particle 'a motion is confined between two ellipses. The events ‘cross 77 —  —2 ’ 
and ‘cross 77 =  + 2  ’ alternate and so the particle simply loops around both centres.
•  For P2 orbits we are not confined between two ellipses but the events ‘cross 77 =  — 2 '  and 
‘cross 77 =  - 1 - 2  ' still alternate.
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4.3.2 O rbits on dRi
On the boundaries of the regions Ri we are not at regular values in the energy-momentum space. 
The functionals C  and H  are dependent and P~^(c, h) is an invariant manifold that has fewer than 2 
dimensions. In fact for all points on the boundaries other than the origin, P~^(c, h) is diffeomorphic 
to a circle. At the origin P “ ^(c,/i) degenerates to a point corresponding to the equilibrium orbit; 
the particle is stationary midway between the centres for all time. One can describe those orbits on
h = -c/4 - 2
h = -c/4
he = 4
Figure 4.3: The regions P*.
the boundaries of the regions P i, P 2 and P 3; for details we refer the reader to [30]. Here we quickly 
and crudely describe them as they are useful to know. The proofs are omitted; the results can be 
deduced from studying the phase-portraits in the limit as we approach the boundary in question.
• AC. As we approach the line AC from higher energies we tend towards an ‘elliptic orbit’.
This has constant value for all t.
• BC E. As we approach the line h = ^  — 2 from above in the P2 zone we tend to the
‘interproton orbit.’ This is motion such that y{t) = 0 ,  — 1 < x(i) < 1 for all t. We collide
with both left and right-hand centres.
• DE. The limiting or the boundary orbit here is the periodic orbit perpendicular to the 
interproton axis that passes through a: =  ^ =  0 .
•  EG. We get an æ-axis orbit that is contained within the interproton axis. This is a collision 
orbit; there is a collision with just one of the centres. As we tend towards G our orbits become 
shorter and we tend towards the stationary state of our particle sitting at the right-hand centre 
for all time.
• D F. We get x-axis orbits to the right of the right-centre which collide with the right-hand 
centre.
• A B an d  B D . As we approach edges AB and BD we tend towards unbounded motions.
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4 .3 .3  A c tio n -a n g le  v a ria b le s
The separating coordinate system (^, rj) gives us a natural choice of action variables:
with corresponding angle variables and Here and are the projections of the orbits in 
phase-space to the ^ and rj-axes respectively.
The fmictions ^{t) and r]{t) are always periodic. However this does not necessarily mean that the 
orbit itself is periodic - it could be quasi-periodic.
D efin ition  4.3.3. Let T^{c,h) be the minimal period of ^{t) with C = c, H  = h. Similarly, let
Tq{c, h) be the minimal period ofrj(t) with C = c, H  = h.
Note that T^(c, h), T^(c, h) < T. The functions and 2^ are well-defined as functions of c and h
from standard results on action-angle variables, see e.g. [4]. We have that:
For any particular orbit c and h are constant and therefore so are T^(c, h) and 2^(c, h).
R em ark  4.3.3. Collision orbits are not only restricted to singular values of (c ji) . Suppose 
A(c, h) e  Q. We will see that collision orbits form part of the 2-tori P~^{c,h) if (c,h) G Pg 
or if (c, h) G Ps and a relation between p and q holds.
4 .3 .4  C a lc u la tin g  T^(c, h) a n d  T,^(c, h)
The appropriate identity required for the calculation of times is given by the following lemma: 
L em m a 4.3.2. We have
{ 1 0 ) =  K ,W ,)  J y
where I )
Proof. This follows from the chain rule using the fact that u>j =  | ^  for j  G 77}. □
Let
Then lemma 4.3.2 tells us that:
d(  h, c)
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We want to calculate each of the four quantities ^  and We can do this numerically.
We take the expressions 2-kI^ ~  2 and 27tJ,j =  2j^py^dr}. Exchanging ^  with f
where u e {c,h} gives us the following expressions:
2 , ^ = 2  r2max{2,ai} Oti
OC Jmax{2,ai}
2. # = 2 r dh
Pl’om our expressions for and given by the equations (4.8) we derive that:
11 /  -}- 4^ +  c \  2
dh 2 \  2(^2 _  4) y \,2 ((2_4 ) 
%  1 +  /  1
dc 2\^ 2 ( (2_4)  y \ 2 ( ( 2 _ 4 )
dh 2 V2 ( 4 - 772) y ^ 2 (4 - 772)
dpr, 1 f  —hp^ — c \  2 /  —77^
1dpr, 1 { —hp^ — c \  2 /  —1
ÔC 2 \2 { A ~ p ^ ) J  V2(4-  772)
Thus given a pair of values (c, /i) we can calculate the matrix M  by doing foiu numerical integrations. 
From this we can compute and and hence and T^.
We can do this for all allowed values of c and h and so obtain a contour plot of A(c, h) where 
A(c, h) =  > see figure 4.4.
The numerics of A(c, h) (graphed in figure 4.4) yield the following set of observations: 
O bservation  (I):
A{c,h) is continuous on Ri for i — 1,2,3 and, defining A(P^) =  {A(c,/i) : {c,h) € Pj} for 
i G {1,2,3}, we have
r*; A (P i) =  (1 , 00),
A (P2) =  (0,oo),
(in) A (P 3) =  (0,1).
R em ark  4.3.4. Observation (I) implies that:
• For all d G (1,00) n  Q there exists a P I orbit with A =  d.
• For all d G (0,00) n  Q there exists a P2 orbit with A =  d.
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Contour plot of A for symmetric Newtonian TCP
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Figure 4.4: Contour Plot of A(c,/i).
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• For all d G (0,1) n Q there exists a P3 orbit with A =  cJ.
We provide no proof of observation (I) above but comment that:
• The numerical evidence to support it is very strong.
• The observations agree with the paper [30] in which the above observations are implicit.
• We will see that observation (I) is not required to be able to describe the set of all homology 
classes of loops containing periodic solutions. However the observations on the range of A(/^  ^
will allow us to more precisely describe the set of all pairs (p, q) such that Pi orbits with 
A =  I  lie in a particular topological class of loops. Namely we can have any (p, q) G such 
that p > g for P I orbits, any (p, q) G for P2 orbits and any (p, q) G such that p < q for 
P3 orbits.
4.4 Homotopy and Homology Classes of Loops
D efinition 4.4.1. We say an orbit is of prime-period if it is a periodic orbit with minimal period
r >  0.
D efin ition  4.4.2. We define the modulo operation mod by
mod{a, m) = a —m  [ ~  J ,
where [rcj is the greatest integer less than or equal to x. That is mod{a^n) is the remainder after 
numerical division of a by n.
We think of our particle moving in the complex plane with position z{t) G C for all t. The centres 
are at ±1. We will write z{t) =  x{t) +iy{t) so the real axis corresponds to the æ-axis and the imagi­
nary axis corresponds to the p-axis. We denote the complex conjugate of z{t) by z{t) =  x { t)—iy{t).
D efinition  4.4.3. Call the loop : [0,jT) —> C the loop ^ : [0,T) C repeated j  times, or j  
multiples of the loop z, if
z^^\t) = z{mod{t,T)) V t  G [0,jT).
R em ark  4.4.1. Note that if  z{t) is a periodic orbit then z^^\t) where j  G N w also a periodic orbit. 
Any periodic orbit w{t) can be written as w{t) =  z^^\t) where z{t) is of prime-period and j  G N.
D efinition  4.4.4. We say a prime-period periodic orbit is of type if  A  = ^ with gcd(p, p) =  1. 
We say a non-prime-period periodic orbit is of type where gcd(p, q) =  1, if  it is r multiples of 
a 'I  ’ orbit.
D efinition  4.4.5. Given a prime-period periodic orbit of type ’ we define r  for that orbit by
r  =  pTrf — qT^.
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'1/2' P2 Orbit1.5
0.5
•0.5 0.5
- 0.5
Figure 4.5: A P2 ‘1/2’ orbit.
'1/4' P2 Orbit
4.5
3.5
2.5
1.5
0.5
-0.5
-1.5
•2.5
-3.5
-4.5
Figure 4.6: A P2 ‘1/4’ orbit.
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A crucial point that we make is that, by remark 4.2,1, fixing ^ and r] only fixes a point in up 
to refiection in the real axis. Therefore a prime-period orbit of type does not necessarily have 
period r . This is because after time r  we may be in a state with conjugate position and velocity 
to when we started. In such a case we have to let the system run for a further r  time units before 
we return to our initial state. This process will be called ‘doubling-up.’
D efinition  4.4.6. We define the symmetry (S) by
{S) : z { t+ '^ )  — z{t) for all t.
qodd have the symmetry (S) and have period 2r. All other prime-period periodic orbits have period
Lem m a 4.4.1. Prime-period P2 orbits of type ’ with q odd and prime-period P3 orbits withp-\-q
Proof. Let us consider the prime-period orbit of type The idea is to count the number of 
crossings of the æ-axis in time r . If this number is odd then at the end of time r  we are at a 
position (and velocity) conjugate to when we started. Consequently we will need to double-up our 
orbit. If the number of crossings is even then we must have returned to oin original state.
To count the nmnber of crossings of the æ-axis we recall that the æ-axis is the union of the interproton 
and extraproton axes and examine the phase-portraits. We see that:
(i) For P I  orbits every Trj time units we cross the æ-axis twice (the line rj = —2 once and r] — +2 
once). We therefore cross the æ-axis 2p times in time r .
(ii) For P2 orbits we cross the æ-axis 2p + q times in time r  - the lines 77 =  ±2 each get crossed p 
times each and the line ^ =  2 gets crossed q times.
(in) For P3 orbits we cross the æ-axis p +  g times - the line 77 =  2 gets crossed p times and the line 
(^  =  2 gets crossed q times.
□
D efinition  4.4.7. Say a periodic orbit z{.) has homology (a, b) G T? if it winds clockwise a times 
around the left hand centre and b times around the right hand centre in one period.
D efinition  4.4.8. Loop space is defined by:
n  =  U n r ,
T > 0
Loop space, Q, is topologically equivalent to the fundamental group of configuration space i.e. 
7ti(R^\{±1}). We know that 7Ti(]R^\{±1}) =  F2 , the free group on the two generators a i  and 
0=2 where cki denotes a single clockwise loop around the left hand centre and ag denotes a single 
clockwise loop around the right hand centre. The free homotopy classes correspond bijectively to 
the conjugacy classes of F2 (see, for example, [54]). An element of F2 is said to be in reduced form 
if there are no occurrences of or in the word. We will denote by id the homotopy class
of loops that can be contracted to a point.
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R em ark  4.4.2. I f a and b are reduced words in the same conjugacy class of F2 then they are cyclic 
permutations of each other. A conjugacy class is often referred to by one of its elements. A free 
homotopy class is reduced if and only if  it is in the form
Note that the homology of this class is
(E E %)'i odd i even
D efinition  4.4.9. Let Hi be the set of all free homotopy classes containing prime-period periodic 
orbits of type Pi, for i=  1,2,3.
R em ark  4.4.3. I f  we define H* to be the set of homotopy classes of loops containing Pi orbits 
(not necessarily of prime-period) then we have
H f = {p’^ : p e  Hi and k G N}.
4 .4 .1  M a in  T h e o re m  
A central goal is to prove the following theorem:
T heo rem  4.4.1.
(i) P I  Orbits
(a)
Hi =  {(010 :2)^ : a G Z\{0}}.
(b) The set of types of prime-period PI orbits in a = (aiû;2)“ G H\ is a subset of
{ ‘| ’ : p = | a | ,  gcd(p,g) =  l} 
and assuming observation (I) is precisely
{ ‘I  ’ : p =  |a|, 1 <  g < p, gcd(p, q) =  1}.
(ii) P 2  Orbits
w
%  C { a f  I Ni S {±1}. Ni, e  {(0,0), ±(1. ±1)}}.
i odd i even
(b) Assuming observation (I), given any p, ç G N with gcd(p, g) =  1 there exists a P2 prime- 
period orbit of type
(c) Those P2 prime-period orbits of type ’ with q odd have homology (0,0) whereas those 
with q even have homology ± (1 ,±1).
74
(d) Any P2 prime-period orbit of type ’ in G H2 has
p _  f ^ / 2  J2 i odd^i ~  ^ i  even^i ”  ^
1 k otherwise.
(Hi) P 3  Orbits
(a)
H 3 =  { a p ,  U {id}.
(b) The set of types of prime-period P3 orbits in a i  U UogU is a subset of
{ ‘I  ’ : p, g G N, gcd(p, q) -  1, mod{p +  g, 2) =  0} 
and assuming observation (I) is precisely
{ : P, 9 E N, g > p ,  gcd(p,g) =  l, mod(p +  g, 2) =  0}.
(c) The set of types of prime-period P3 orbits in id is a subset of
{ ‘q ’ : p, g E N, gcd(p,g) =  l, mod(p +  g, 2) =  1} 
and assuming observation (I) is precisely
{ :p,g € N, g > p,gcd(p,g) =  1, mod(p +g ,2 )  =  1}.
R em ark  4.4.4. Note that the results for prime-period P2 orbits are not as strong as the results for 
prime-period PI or P3 orbits because we do not describe H2 completely. Nevertheless the constraint 
given in (H)(a) of theorem 4-4-1 highly restrictive.
R em ark  4.4.5. Note that Hi =  H^ but Hj is a strict subset of Hj for j  G {2,3}.
R em ark  4.4.6. In part (ii) of theorem 4-4'l> Q Is not uniquely fixed by the homotopy class. An  
interesting problem would be to describe the set of all such possible q.
To prove theorem 4.4.1 we introduce the notion of a ‘letter-sequence’.
4.4.1.1 L etter-sequences
D efinition  4.4.10. Let A+ denote the event of crossing the line r) = —2 from below to above the 
real axis. Let A -  denote the event of crossing the line 77 =  —2 from above to below the real axis. 
Similarly define R+ and B -  with respect to the line  ^ =  2 and C+, C_ with respect to the line 
77 —  4-2.
R em ark  4.4.7. Note that the periodic orbit touching the line q = ±2 or ^ ~ 2  at time t - but not 
crossing - is not counted as an event at time t.
As t  increases from 0 to T  any particulai' periodic orbit executes an ordered sequence of the events 
A±, B± and C±.
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D efinition  4.4.11. The letter sequence of a periodic orbit of period T  is the string 
such that:
• X^ e  {A±, B±, C i}  for all i G { 1 , I).
• the occurs at time ti for all i G {1, where 0 < ti < t2 < ... < U < T .
• at times in the set [0, T) — {ii, ...,ti} none of the events A±, B± or C± occur.
We say that a periodic orbit generates a letter-sequence. Phase-shifts of a periodic orbit lead to 
cyclic permutations of the generated letter-sequence. We call a letter sequence with the subscripts 
omitted an unsigned letter sequence.
Lem m a 4.4.2. The letter-sequence must obey the following two rules:
The letter-sequence must have
• alternating +  and — subscripts,
• an even number of letters.
Proof. Both of these properties follow directly from the continuity of our trajectory in configuration 
space. □
R em ark  4.4.8. For convenience we will sometimes drop the subscripts on the B±, C±.
Lemma 4.4.2 holds for any planar two centre problem. But what about the Newtonian case - what 
are the additional restrictions arising from integrability? We note that:
• The phase portrait for q for P2 orbits implies that the events cross q = —2 and cross 77 =  4-2 
alternate. The implication for our letter-sequence is that, ignoring the B ’s, we have a sequence 
of alternating A’s and C ’s.
• For any particular periodic orbit Tç is fixed implying the time intervals between successive 
B’s are constant. Also Tjj is fixed implying equal time intervals between successive A’s and 
successive C’s.
4.4.1.2 F rom  lette r-sequence  to  free hom otopy  class.
We want a prescription for moving from letter-sequence to free homotopy class. First we define a 
map 6 from the set of all letter sequences to F2 .
Suppose we are given a letter-sequence V  =  W ^...W ^  where each W* for 1 < i < m  consists of 
two signed letters.
D efin ition  4.4.12. Let
. 0 (W2) .... . (p{W^)
where ■ denotes usual product of the fundamental group and <j> given by the table below:
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w ,^(W)
Oil
aia2
B+A_
B+C- 0:2
C+ A .
C+B-
A+A _,B+B_,C+C_ id
A_B.f
A_C+
B_A+ Oil
B_C+ —1(%2C-A+ 0:20:1
C-B+ Oi2
A —v4_|_, B_ B j^ . , C— (%{_ id
Each of the entries in the right-hand column of this table is a pointed homotopy class.
The free homotopy class we assign to the letter sequence V  is the conjugacy class of 0{V) in F2 . 
We write/represent this simply as 6{V).
We want to show that our prescription is well-defined and ‘works’ (i.e. gives the correct homotopy 
class for a given letter sequence):
L em m a 4.4.3.
(i) Given any letter sequence X there exists a loop (not necessarily a periodic solution) with 
letter-sequence A and pointed homotopy class d{X).
(ii) Any two loops with the same letter sequences are homotopic.
Proof. To see point (i), suppose our letter sequence starts with a subscript -f. Fix the base point 
to be a point below the æ-axis, call it b. Then for each pair of letters we form a closed loop that 
starts and ends at b. The concatenation of these loops in order gives a loop with the correct letter 
sequence and has pointed homotopy class given by our prescription. To understand this we refer 
the reader to figure 4.7. A similar argument holds if the subscript starts with a —. Point (ii) follows 
from the observation that one can continuously deform any two collisionless loops with the same 
letter sequence into one another without passing tlnough loops with collisions. □
An important point is that we can ‘cancel’ adjacent identical letters e.g. B B  in the unsigned letter 
sequence without affecting the pointed or free homotopy class. We prove this and some other useful 
lemmas in the following subsection.
4.4.1.3 U seful Lem m as
L em m a 4.4.4. 6(W^W'^) =  0{W^)6{(W'^) where both and consist of an even number of 
letters and start with the same subscript.
77
y ■ 0
Figure 4.7:
A + A -, B + B -, C+C-: loop with pointed homotopy class id. 
A ^B -'. loop with pointed homotopy class « i.
B+C-: loop with pointed homotopy class # 2 .
Ajf-C-: loop with pointed homotopy class a \a 2 - etc.
Proof. Suppose = W ^W ^...W ^ and where each for 1 < j  < A: consists of
two letters. ThenO{W^W'^) =  e{W ^W ^ ...W ^W ^+ \..W ^) =
9{W^)e{W'^). □
L em m a 4.4.5. 9 {B ^W B ^)  =  9{\V) where W  is even in length and starts with a 4- subscript. 
Similarly 9 {B ^W B -)  =  9{W) where W  is even in length and starts with a — subscript.
Proof. Let W  = ...W^ be the decomposition of W  into pairs (each VF* consists of two letters).
Note that
9 {B ^ W B .)  =  9 {B ^ W \..W ^ B ^)  = g(B+VF^B_)g(B+VF^B_)...g(B+VF''B_).
Now we check all the pairs, see the table below:
9{W) =  0(VF) 9 {B -W B ^)
<j){A^B-) — a i  
(j){A^C-) =  o:ia2 
(j){B^A-) =  
(f){B+C-) — Q!2 
(f>{c+A^) = «2 
(f){C^B-) =  «2  ^
(p{A+A-) = id
(j){Bjf.B-) =  id 
(f){Cj^C-) = id
9 {B -A j^ B -B j^ ) =  4>{B-A^)(j){B-.Bj^) =  a \.id  =  a i 
9{B .A + C -B + ) = (f>{B.A^)(f>{C-B+) = « 1^2 
9{B^B+A^B+) = =  id .a f^  =  
9{B^B+C-B-^-) = (f){B-B^)(l){C-B+) = id.a2 =  0:2 
9{B .C + A -B + ) = (f>{B.C+)(l>{A-B+) =  
9{B^C+B^B+) = 0(B_C'+)0(5_j5+) =  a^K id  = 
9{B _A ^A ^B + ) - : <j){B-Ajf.)(f){A_B^) =  o:iaj~^ =  id 
9 { B -B ^ B -B ^ )  -- (f){^B-Bj^)(f){B-Bj^) =  id.id =  id 
6>(B_C'+C_B+) =  4>{B-C^)(}>{C-B^) =  «2  ^«2 =  id
One can perform a similar check for all two letter words with subscript starting with a —. □
L em m a 4.4.6. 9{W^B±B^iW'^) = 9{W^W'^) where VF^  and VF"^  are both odd in length or VF^  
and VF*^  are both even in length.
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Proof. Suppose that and are both even in length. Then by lemma 4.4.4 6 { W ^ =
d{w^)e{B.^B-)d{W'^) =  6{w^).id.e{W'^) =  e{w^).e{W'^) = e{w^w^).
Suppose that and are both odd in length. Without loss of generality suppose that
starts and ends with a — subscript and starts and ends with a +  subscript. Write
and =  Y+H^ where X -  and T+ are single letters and both and are even in length.
Then:
9{W ^B+B-W'^) = 9{H^X-B.^.B-Y+H'^) =  9{H^)9{X-B+B-Y+)9{H'^) (4.10)
using lemma 4.4.4. However we have fi’om lemma 4.4.5 that:
9{X .B+ B-Y+ ) = 9{X-B.^)9{B^Y+) =  9{B+X-B+B-)9{B+B.^Y+B^), 
the final equality following from lemma 4.4.5. Thus:
9{X-B+B^Y+) =  9{B+X-)9{B+B^)9(B+B-)9{Y+B..) = 9{B+X-Y+B-) = 9{X-Y+), (4.11)
the final equality following from lemma 4.4.5 again. Substituting equation (4.11) into (4.10) gives: 
9{W ^B+B.W '^) =  9{H^)9(X-Y+)9{H'^) = 9{H^X^Y+H'^) =  9{W^W'^).
n
Lem m a 4.4.7. Prime-period P2 orbits of type ' with q odd and P3 orbits with p + q odd have
4.4.1.4 N ull hom ology
homology (0,0).
Proof. The result of ‘doubling-up’ is a letter-sequence of the form
because the motion of the body in the time interval [Ç,T) is the motion in the time interval [0, ^ ) 
conjugated (i.e. reflected in the æ-axis). By lemma 4.4.6 we have:
9{X) =  9{X ].X l...X f-^^B -B + X 'L xl...x lP '^^)
which, by lemma 4.4.4, equals:
9{XIXL..X^-^'^B-)9{B+XIXI...X^J‘-^ )^.
Now using lemma 4.4.5 this equals
9{Xlx'i...XlP+^B...)9iB-B+Xl.Xl...xl^+^B+).
Using lemma 4.4.6 again gives:
9{XIX1...X^^^B...)9(B-B+)9{XIX1...XIP-^^B+)^9{XIXI...XIP'^^B-)9{XIXI...X1P-^^B+).
Referring to om* prescription we see that for all letter pairs X Y  we have that 9{X+Y^) is related 
to 9{X-Y+) by the map of generators for i = 1,2. Therefore the homotopy class is of
the form
, (ZEN.
In particular the homology class is (0,0). □
R em ark  4.4.9. Note that P3 orbits in the homology class (0,0) are null-homotopic. However we 
shall see in the following subsection that the same is not true for P2 orbits.
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4.4.1.5 Powers of the generators of the free hom otopy classes containing P2 orbits
We wish to prove the claim in part (ii) of theorem 4.4.1 that all superscipts of all elements of H2 are 
dbl. Essentially this follows from the fact that A’s and C’s alternate. We demonstrate the result 
rigorously below. Suppose we take the letter-sequence generated by a prime-period orbit and cancel 
all pairs of adjacent B’s. This does not affect the free homotopy class that we get from the letter 
sequence. We call the sequence we end up after cancelling adjacent B’s a reduced-letter-sequence.
Lemma 4.4.8. Any free homotopy class of a P2 orbit has the form: where N j = ±1
for all j  G {1,..., 2k}.
Proof. Firstly we find all those letter pairs W  that can immediately follow the letter pair A+ B-  in 
the reduced-letter-sequence. From the restrictions that:
• +  and — subscripts alternate,
• ignoring B’s, the A’s and C’s alternate,
• the reduced-letter-sequence has no adjacent B’s, 
we deduce that:
W  € {C + A -,C + B -} ,
so:
A + B ^W  € {A + B -C + A -,A + B ^C + B -}
and
6{A+B-W ) € {cKiCKg oqCKg
One can check for all other possible pairs of letters in the reduced letter sequence {A ^B -  was just
an example) that the restrictions have the effect of forcing the powers of the ai {i — 1,2) to be ±1;
immediately following an a f  ^  we must have an and vice versa. □
4.4.1.6 Length of a hom otopy class
Definition 4.4.13. Define the length of a^^ G F2 to be 21.
Lemma 4.4.9. Any P2 prime-period ’ orbit in G H2 has
_  {k/2  if  q is odd 
yk if q is even.
Proof. A P2 prime-period orbit has vp A’s and vp C’s in its reduced letter sequence where 
D =  2 if we have ‘doubled-up’ and u — 1 otherwise. Doubling-up occurs if and only if q is odd 
because we cross the æ-axis 2p + q times in time r . By the proof of lemma 4.4.8 when we apply the 
prescription of subsection 4.4.1.2 to a reduced-letter-sequence of a P2 orbit we get a free homotopy 
class that is in reduced form. Examining the table given in definition 4.4.12 we see that each A  and 
each C  contributes 4-1 to the length of the homotopy class and each B  contributes 0. Therefore 
2k ~  2vp. □
The remainder of the content of theorem 4.4.1 amounts to finishing the classification of prime-period 
orbits into homology classes.
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4 .4 .2  H om o top y  C lasses o f  P I  O rbits
A P I prime-period orbit of type has p p-oscillations in one period and we never cross the set 
^ =  2. The letter sequence is therefore
(A+C_)P =  A+C_....A+C_ or (A_C+)P.
There are no B’s because we never cross the set ^ =  2. The prescription of subsection 4.4.1.2 gives 
homotopy classes (o:io;2)'^p. The homological classes are therefore ib(p,p).
4 .4 .3  H om otop y  C lasses o f  P 3  O rbits
There ar e two cases: p + q odd or p -{- g even.
4.4.3.1 p 4-g odd.
If p 4- g is odd then by lemma 4.4.7 the orbit is in the homology class (0,0). Since the motion of a 
P3 orbit is localised around a single centre this implies that we are in the homotopy class id.
4.4.3.2 p 4-g even.
We concentrate on prime-period P3 orbits localized ai'ound the left hand centre. Any results for 
the left hand centre will also apply to the right hand centre by symmetry. Suppose we look at a 
prime-period orbit with A =  | .  This will have p p-oscillations and g ^-oscillations. Rom  the phase 
portraits we see that this gives us p A’s and g B’s in om letter-sequence Moreover, the A’s and B’s 
are mixed as ‘evenly as possible’ owing to the fact that (the time between successive Bs) and 
(the time between successive A’s) are constant. More precisely up to cyclic permutations the letter 
sequence is such that there are
B’s between the and (r 4- 1)^ ^^  A for r  e  {1, ...,p}.
E xam ple  4.4.1. 7/p =  5 and g =  7 then the (unsigned) letter sequence could be
A B B  A B  A B B  A B  AB,
but could not be
A B B  A B B  A B  A B  AB .
Alternating 4= subscripts are then attached to the letters.
Since p 4- g is even we do not double-up our letter sequence. We will drop the subscripts of ±  on 
the letters as they are not useful for now. Let p-yi(l) =  p denote the number of A’s initially and let 
p g (l)  =  g denote the number of B’s in the letter-sequence.
D éfinition  4.4.14. We define the function F  in the following way. Let
\ f  "^od(æ, y) if  [JJ is even,
\ y -  mod{x,y) if  is odd.
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R em ark  4.4.10. Observe that F {x,y) < y. Also note that if  x < y  then F {x,y) — x.
To begin with we ‘cancel’ any pairs of adjacent B’s. This gives us a new letter sequence with 
A’s and ps(2) B’s where /zg(2) is given by:
We note from the definition of F  that pg(2) < p^ (l) i.e. we now have at least as many A’s as B’s. 
The A’s and B’s are still ‘evenly mixed’. Next we cancel adjacent pairs of A’s to form a new letter 
sequence with p a {2) A’s and /z^(2) B’s:
Pa {2) =  F (p a (1),A^b(2)).
Note that pg(2) > pa (2).
We continue in this fashion until p a ( )^ and pg(%) no longer change because there are no more 
adjacent identical letters to cancel. We can then infer the homotopy class from the corresponding 
‘ultimately-reduced’ letter-sequence.
E xam ple 4.4.2. Suppose p =  5 and q = 7 (note p-fg =  12 is even). We have 5 A ’s and 7 B ’s mixed 
as evenly as possible: ABABBABABABB . We cancel adjacent B ’s to give: ABAABABA . Then we 
cancel adjacent A ’s to give: BBAB . Then we cancel adjacent B ’s to give: AB. The sequence AB is 
the ultimately reduced letter-sequence. The homotopy class is therefore either a \ o r a f^ .
More generally we have the algorithm:
L em m a 4.4.10. An algorithm that gives the number of letter A ’s, pA(^), o>nd number of letter B ’s, 
PB{i)> following {i — 1) reductions, is:
(i) Set pa(1) =  P ond p s ( l)  =  g and t =  1
(ii) Let pbsii +  1) =  R(pb(«),Pa(*)) and pA{i +  1) =  F{pA{i), PB{i 4-1))
(Hi) I f  pA{i) = PA{i~  1) and p s ii)  =  — 1) then stop. Otherwise increase i by 1 and go back
to step (ii).
L em m a 4.4.11. gcd(x,y) =  gcd{y,F{x,y)).
Proof. Suppose r|æ and r\y. Then we have that
j x  ~  ky  for some k g Z  if is even,
’ ^ — (.r — ky) = {k-\- l)y  — x  for some k g Z  if [ |J  is odd.
In both cases we have that r\F{x,y). Thus gcd(æ,p) is a common divisor of y and F{x,y)  and
hence gcd(æ, p)l gcd(p, F{x, y)).
Conversely suppose that r\y and r\F{x,y). There are two cases:
• If [ |J  is even then we have that F{x,y) = mod(æ, p) = x — ky — rl for some k and some I
and y = tr  for some t. Then x = rl + ky = rl ktr  — r{l -f- kt) so r|æ.
• If Lf J is odd then we have F{x, p) =  (A: -f- l)p — æ =  rs  for some k and some s and y = tr  for
some t. Thus x  =  r{{k + l) t  — s) so again r\x.
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Thus gcd(p, F{x, y)) is a common divisor of y and x  and hence gcd(p, F{x, p))| gcd(æ, y). □
We will use lemma 4.4.11 to prove the following result:
Lemma 4.4.12. We have that:
gcd(pA(« +  1), +  1)) =  gcd(pA(%),pg(%)) for all i G N. (4.12)
Proof. Prom our algorithm we know that:
g c d ( p A ( «  4 - l ) , p a ( % +  1 ) )  =  g c d ( P ( p A ( î ) ,  P B { i  +  1 ) ) ,  P 5 ( î  +  ! ))■
However, by lemma 4.4.11,
gcd(R(pA(»),Pg(% +  l)),pa(% +  1)) =  gcd(pA(%),Pg(% +  1)).
This equals gcd(pA(«)> -F(p b («), Pa (^))) h'om our algorithm which equals gcd(pA(%), Ps(®)) by lemma 
4.4.11 again. □
We now address the question of when the algorithm stops. In other words when does pa(^ +  1) = 
P a(0  s-nd pg(% +  1) =  pg(t)? Suppose this happens when i = j .  Prom our algorithm we see this 
implies p s ( j)  =  F(fj,B{j),I^ a U)) and p a U) ~  ^ (P A (j),pg (j)) from which we conclude pa(j) =  
Pb U)- We deduce that gcd(p,g) =  gcd(pA (l),Ps(l)) =  gcd(pA (j),Ps(j)) =  Pa U) == Ps(j)- This 
gives us the following proposition:
Proposition 4.4.1. Suppose we have a prime-period P3 orbit of type ’ where pA-q is even. Then 
the orbit lies in one of the homotopy classes in the set : z =  1 , 2}.
Proof. Note that if an orbit is of prime period then h =  gcd(p, g) =  1. It follows then when the 
algoritlnn given in lemma 4.4.10 stops at i = j  we have p>A{j) =  Pb U) — 1- Therefore we have 
precisely one letter A and one letter B in our ultimately reduced letter sequence. Por the right 
hand centre we’d have one B and one C. The result follows from inferring the free homotopy class 
from the letter sequences A_H+, B+C- and B-C+ . □
Corollary 4.4.1. Suppose we have a prime-period P3 orbit of type / /p  +  g is even then the 
orbit lies in one of the homology classes { (± 1, 0), (0 , ± 1)}.
4 .4 .4  H o m o lo g y  C lasses  o f  P 2  O rb i ts
We already know from lemma 4.4.7 that P2 prime-period orbits of type where mod(g,2 ) =  1 
have homology (0 , 0).
Proposition 4.4.2. Prime-period P2 orbits of type ’ have homology ±(1, ±1) if mod{q, 2) =  0.
Proof. Lets try and find the winding number around the left hand centre. Consider the letter 
sequence of the P2 orbit. We perform the operation on the letter sequence of replacing all C’s with 
B’s. The point is that this preserves the winding number around the left hand centre (but not the 
right hand centre - the winding number around the right hand centre becomes 0). Our new letter 
sequence for this purpose then has p +  g B’s and p A’s. Between any two successive A’s there is:
• one B that was originally a C, and
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• LpJ oi' LpJ +  I other B’s from intersections with ^ =  2.
As in subsection 4.4.3.2 the constancy of Tg and T.q implies that the B’s aie spread out as ‘evenly 
as possible’ amongst the A’s.
We then effectively have the P3 problem of subsection 4.4.3.2 because:
• we have A’s and B’s evenly mixed with a total o fp± p-(-g  =  2 p ± g  (an even number) letters 
in our sequence.
• gcd(p +  g,p) =  gcd(p, g) =  1 .
The winding number around the left hand centre is therefore ±1. A similar analysis applies to the 
right hand centre. □
We have now proved all the separate parts of theorem 4.4.1.
4.5 Some implications of our homological classification
4.5 .1  R ed u cib ility
D efin ition  4.5.1. Gall a free homotopy class 7  reducible if it can be written in the form  7  =  /?*' 
for some r  >  1. I f  a free homotopy class is not reducible we will call it irreducible.
In analogy to chapter 2 we ask whether reducible homotopy classes contain prime-period orbits. 
Firstly note that non-prime-period periodic orbits necessarily lie in reducible homotopy classes. 
The converse statement, that reducible homotopy classes only contain non-prime-period periodic 
orbits, is, in general, false. For example, the homotopy class (niCKg)^  is reducible but contains P I ‘| ’ 
orbits, which are of prime-period. Indeed all elements of other than « 10:2 contain prime-period 
orbits and non prime-period orbits. However we do have a partial converse:
P ro p o sitio n  4.5.1. There do not exist prime-period orbits of type P2 or P3 in reducible homotopy 
classes.
Proof. A reducible homotopy class say 7  =  containing P 2 orbits will have homology ±(r, ± r) 
where r  > 1. But prime-period P2 orbits have homology ±(1,±1). All prime-period P3 orbits lie 
in one of the four homotopy classes which are all irreducible. □
4 .5 .2  ‘D e n s ity ’ o f h om ology  classes con ta in in g  p eriod ic  orb its
Here we consider all periodic orbits, not just the prime-period ones. Consider the set of all homology 
classes with winding numbers less than R  in size. There are |{(a, 6) 6  : —R  < a,b < R}\ =
{2R + 1)^ of these. However only the homology classes {(r, ± r), (r,0), (0,r) : ~ R  < r < R}  can 
contain periodic orbits. This has size 8R +  I. Note that 0 as i î  —> 00 . In this sense
‘very few’ homology classes contain periodic orbits. This can be contrasted with the strong force 
planar 2-centre problem for which every non-null homology (and homotopy) class contains periodic 
solutions (see, for example, [54]). Furthermore in the strong force case existence results for periodic 
solutions are independent of the value of the period. In section 4.6 we shall see that the same is 
not true for the Newtonian problem. Note that up to this point we have not placed any restrictions 
on the value of T.
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4.6 A ction Spectra, Morse Indices: A Preliminary Study
We emphasize that this section is only a preliminary study. There are no proofs and many of the 
statements made are based only on numerical evidence.
4.6 .1  C alcu latin g  A ctio n  and P eriod
The action and period of a periodic orbit of type is:
r - T  r t = T  r t = Tr l  r l  l  —r
A t  = /  L d t=  / {p q ~ H )d t=  / p^d^+  /  Pr^ dr) — hT  (4.13)Jo Jo Jt-O Jt-OfPi f ‘2.=  2qv / +  2pv / pr^dp -  hT, (4.14)
7m ax{2,ori} «^ 7
rÇmfuc rP i c2 _
where v = 1 2 if the orbit is homologically null [ 1 otherwise.
2 if c < 0and 7  =
h-  if c >  0 .
4 .6 .2  A  P roced u re for producing  an ‘A ctio n  S p ectru m ’ o f P I  orb its
Let A2 =  {æ 6  n  : ^{x(t)) = 2 for some t}.
Let Ai =  n\A 2.
Given a homotopy class p  G Tff, P may contain P I and P 2 orbits. We define gj{P) == ^  n Aj for 
j  — 1,2. We have P =  g\{P) U g2 {P)- The set gjiP) only contains orbits of type Pj.
R em ark  4.6.1. The interior of gj{P) is open in H ^{R /TZ,Q ). Therefore if  we restrict to such a 
set then local properties are preserved.
The procedure is:
• For any given P G we use theorem 4.4.1 to find all those periodic orbits in gi{P); given 
p G Z\{0} the set gi((o;ia;2)^) contains periodic orbits of type for all q G {1, ...,p — 1}.
• Take one of these P I orbits in gi{P). Suppose it is of type Consider the set:
f(p, Q.) = {(c, h) e  R l : A(c, h) -
These are contoms of figure 4.4. They are found numerically.
• A t  and T can be numerically calculated along l{p,q) using equations (4.14) and (4.15). We 
can then plot A t  as a function of T  for P I orbits of type
• Do this for all the P I orbits in P and include singular orbits of significance in our plot (i.e. 
elliptical orbits). We then obtain the ‘action spectrum’ for P I orbits in that class.
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4.6.2.1 A ction Spectra o f P I  Orbits
Consider 5 i((o:iQ:2)^)- This contains the P I orbits of type where q G {1, 1} and elliptical
orbits that wind p times clockwise around both centres. In figure 4.8 we have graphed three of the 
orbits of the action spectrum for the case p = 7. Thinking of T as a bifurcation parameter the 
orbits bifurcate off the elliptical orbit that winds 7 times around both centres.
220 7-ellipses
200 ’7/8’ orbit
180
•7/5" orbit
<  160
140
120
100
-100 -50 0 50 100 200150 250 350 400300
Figure 4.8: Plot of A t  for ‘7-ellipses’, ‘X’ and ‘X’ orbits.
4.6.2.2 Conjecture: general description of action spectrum  of ((0:102)^)
Non-elliptical orbits in ^i((o!iQ!2)^) have q G {1, ...,p — 1}. These bifurcate off the ‘p-ellipses’ orbit. 
The ‘p-ellipses’ orbit has values of c and h such that c/i = 4, c < —4, h <  0. The period of the 
‘p-ellipses’ orbit increases as c decreases. Our numerical data for A\ft^ tells us that A(i?i) =  (1, 0 0 ) .  
Further it says that for fixed monotonically increases as c increases with A|j%^  —v 1+ as
c — 0 0  and A ^  0 0  as we approach the line /i =  — |  — 2. The contour A =  is the leftmost 
in Rl with numerator p, the contour A =  is the second leftmost with numerator p and so on 
until A =  As T  decreases from - f - 0 0  (and c increases along ch =  4) these bifurcations occur off 
‘p-ellipses’ in order of decreasing denominator. Letting Tq for q E {1, ...,p — 1} be the value of T  at 
which an orbit with A =  |  bifurcates off the ‘p-ellipses’ orbit. We have:
Ti < ... < Tp-i.
Furthermore, if we fix the period to be T, then:
• there exists Tq > 0 such that Tq < Ti and there exist ‘p-ellipses’ orbits if and only if T  > Tq. 
(Numerics indicate that Tq is approximately 2.014p).
8 6
• there exist orbits if and only if T  >  T .^
The numerics indicate that:
• the ‘p-ellipses’ orbit always has the highest action of all the orbits in P i( (a ia 2)^).
the ‘I ’ orbit has lower action than the for all values of T  such that both orbits exist.
2(p-1J
■p/r
Index txch«ng>  a t birfurcatton
Figure 4.9: Crude sketch of action spectrum in p i( (a ia 2)^), annotated with Morse indices.
This has been summarized in figure 4.9.
4 .6 .3  M orse  in d ices o f  P I ty p e  orb its
The Morse index of a periodic orbit x  is defined to be the maximal positive integer m  such that 
the Hessian of the action functional at x  is negative on an m-dimensional subspace of x.
4 .6 .3 .1  In d ex  o f ‘p-ellipses’ for large  T
Suppose we move ‘left’ along the curve c/i =  4 (/i —> 0— and c —oo). Then, up to scalings, our 
orbits tends towards a circular orbit of the Kepler problem. From chapter 2 (see conjecture 2.3.2) 
the Morse index of an orbit in such a limit is expected to be 2 (p — 1).
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4.6.3.2 Tracking M orse Indices
To calculate the index exchange at a bifurcation we use the same idea as for the one centre problem 
with potentials ~ |{ ^ )  see subsection 2.3,13.2. Namely, we track the index exchange at bifurcations. 
The planar Newtonian 2-centre problem and the central force problem with potential studied
in chapter 2 are similar in that they are both planar, integrable and have two constants of motion. 
Here we have elliptical orbits rather than circular ones and we are using T  as a bifurcation parameter 
rather than a. In this initial study we assume that the index exchange behaviour is the same as in 
chapter 2. In particular, if æ j denotes an elliptical orbit of period T  in the homotopy class (0:10:2)  ^
then we assume an analogue of proposition 2.3.4, namely:
, ,2 . . 11 if T  is not at a bifurcation valuedim lcerdM T(<) =  (4.16)( 3 if we are at a bifurcation value.
One of these dimensions comes from A t  being an -invariant function under phase-shifts. It may 
be possible to prove (4.16) in a similar way to chapter 2 but the calculations are long and messy and 
are not attempted here. Further we assume that the critical orbits that bifm'cate off the ‘p-ellipses’ 
periodic orbits are nondegenerate, so that their Morse indices are constant along the branches 
of om’ bifurcation diagram 4.9.
If we look at our action spectrum for (0:10:2)^ we see that there are no bifurcations for T  e  (Tp_i, 00). 
There is only an index exchange at bifurcations. Therefore the ‘p-ellipses’ orbit has index 2(p — 1) 
for T  > Tp_i. By tracking the index we can label the branches in figure 4.7 with Morse indices. 
From this we formulate the conjecture that:
• the Morse Index of a P I orbit is 2(g — 1) for those values of T  for which it exists i.e. 
T > T q .
• the ‘p-ellipses’ orbit has a Morse index depending on T. For Tq < T  < Tq+i the ‘p-ellipses’ 
orbit has Morse index 2q for q e  {0,1, ...,p —2}. For T  > Tp_i the ‘p-ellipses’ orbit has Morse 
index 2 (p — 1).
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Chapter 5
Periodic Solutions of The M olecular 
A^-body Problem
The universe is made of stories, not atoms.
- Roger Penrose
The material presented in this chapter is a joint research project with Dr. Luca Sbano.
A b stract
In this chapter we consider a system of N  identical particles interacting through a 
potential of Lennard-Jones (LJ) type. We consider any subset of loop space that satisfies 
a few basic conditions, one of which corresponds to the notion of ‘tiedness’ introduced by 
Gordon in [41]. We then show, by means of critical point theory, that this system admits 
periodic solutions in every homotopy class of this subset of loop space. More precisely we 
show that every homotopy class contains at least two periodic solutions for sufficiently 
large periods. One of these solutions is a local minimum and the other is a mountain- 
pass critical point of the action functional. We also prove that given a homotopy class 
of one of these subsets there do not exist any periodic solutions in it for sufficiently 
small periods. Om' results have wide applicability. For example, one can consider the 
space of choreographies and prove existence results for clioreographical solutions. Our 
existence proof relies upon an assumption that global minimizers of standard strong 
force potentials on suitable spaces are nondegenerate up to some symmetries. To finish 
the chapter we consider the problem of finding periodic solutions in classes of loops that 
do not satisfy any tiedness condition. In particular we use a result in [27] to construct 
a periodic solution of the restricted spatial {2N + 2)-body problem.
5.1 Introduction
Variational methods and critical point theory are the chief non-perturbative methods used to prove 
the existence of periodic orbits of the iV-body problem; for a general overview see [1]. Of central 
interest in the literature are so called choreographic motions - these are periodic solutions in which 
all bodies travel along the same closed curve in the plane. In this chapter we shall consider more
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general classes of loops and will treat clioreographical motions as a corollary. For N  e  {3,4} chore­
ographic orbits have been found by combining the symmetrical structure of the AT-body problem 
for equal masses with methods of the calculus of variations. In finding periodic solutions of N-body 
systems the usual difficulty is avoiding collisions i.e. showing that the critical point is not a solution 
along which two or more bodies collide. In the cases considered in [14, 15, 19, 20] the symmetries 
allowed the identification of a class over which one could minimize the action functional. It was 
then shown that the minimum obtained was collision-free. Very recently, in [3], mountain pass 
choreographic solutions (possibly with collisions) of the gravitational 3-body problem in a rotating 
frame have been found. However all other periodic solutions that have been found for the iV-body 
problem so far have been minimizers of the action functional on a suitable class of symmetric 
loops. This minimizing approach is also used in numerical studies of A-body systems (see [18]). 
In 1996 C.Marchal [48] made a breakthrough in understanding the mechanism involved in avoid­
ing singularities of the gravitational problem for which the action functional does not necessarily 
diverge on collisions. Using Marchal’s idea D.Ferrario and S. Terr acini very recently constructed 
a general strategy to prove the existence of periodic solutions with prescribed symmetries in the 
gravitational AT-body problem, see [36]. In their approach, Ferrario and Terracini gave a geometric 
characterization of classes of choreographies that are obtained as collisionless minimizers of the 
action functional in the AT-body problem.
No such direct minimizing approach can be employed in systems with potentials of Lennard- 
Jones type. This is because the action functional, denoted by is not bounded from below and 
in fact diverges to —oo on any sequence of loops tending towards a loop with a collision. Indeed 
we point out that, to date, there are no results on the existence of periodic solutions for AT-body 
systems with N  > 2 and a potential different from the homogeneous one of the form — l / r “ with 
CK > 0. In this chapter we shall consider a system of N  identical par ticles in interacting through 
a Lennard-Jones potential:
V { x i ,  . . . , x n ) =  ^ 2
i>3
, a, /5 6  N and /? > a  > 2.
The standard Lennard-Jones potential has a  =  6 and (3 =  12, see [65]. Such a potential is often 
used to model molecular systems. The Lennard-Jones potential has two distinguishing featmes. 
Firstly the action functional is not bounded from below. Secondly, the action satisfies the strong 
force condition (see [1, 6 , 27, 63]). The first property implies that, in general, we cannot use a 
direct minimizing approach and the second property guarantees that the action functional diverges 
to —oo if we approach a loop with collisions.
A variant of this type of problem can be found in [1, 27], in which a system is considered that 
consists of a single particle in acted on by a potential that is like the Lennard-Jones central 
force potential neai- the origin. Such a system is not necessarily integrable as it is only central force 
in a small neighbourhood of the origin. In [27] Morse theory was employed and, in pai ticular, the 
homology of the level sets of the action functional were estimated. In [1] the existence of periodic 
solutions was proved by constructing a mountain-pass on the whole loop space for the action 
functional of the Lennard-Jones type system. We remark that in both these papers no topological 
constraints were imposed when proving the existence of periodic solutions and the space of loops 
they considered lacked coercivity. Interestingly coercivity can be an obstruction to existence proofs
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because the non-existence of low action orbits at large distances, although normally useful, is 
actually a hinderance if one is trying to construct a mountain-pass geometry. For example these 
works can not not be readily adapted to choreographies, where the action functional is necessarily 
coercive.
We are interested in the study of critical points of the action on connected components 
(called homotopy classes) of a space loops, denoted by satisfying certain conditions (specified 
in definition 5.2.6). Firstly we give a presentation of the key properties of the system. Next we 
show that given any homotopy class there are no periodic solutions in that homotopy class for 
sufficiently small periods. We do this by showing that for small periods the action functional has 
nonzero gradient along scaling directions for all points in the homotopy class. To tackle existence 
for large periods we show that there is a link between the problem of finding critical points of the 
Lennard-Jones system when the period, T, is set to be very large and the standard strong force 
(SF) system with period 1. This can be understood by the following argument. Define x(t) to be 
the locations of the bodies as a function of time so that æ : [0, T] . We define y : [0,1] - 4'
by the equation;
x{t) = T ^ y { t / T ) .  (5.1)
The equation (5.1) is well defined on any class of functions. In particular we can consider only 
those paths in and show that the equations of motion written in terms of y are:
ÿY -1 _  - A  «  -  Vkis))  A  ^  iVijs)  -  Vkis))Z v ii„,m _  ,„7.ciiia+2 ^ ^  Z-/ /'cMii3+2
where
11%W -  2/fc(5)||“+2 ^  ll%W -  2/fc(s)F+2
—2 ( 0 —a )Tj = T
At 7? =  0, namely T  =  oo, the system becomes a standard strong force system. In this way one can 
consider the Lennard-Jones system at large values of T  to be a perturbation of a SF system.
To do so it is convenient to look at a variational principle whose Euler-Lagrange equations are given 
by (5.2). One such action functional is given by:
where
=  (5.3)
k>j
Bc.[y] = l £ d s f 2 \ M s ) f  + £ Y ^
k>j
Periodic solutions can be found by finding critical points of B^ and then using equation (5.1) to 
find the corresponding solution of the original system. The functional Ba [y] is a strong-force action 
functional. Critical points of Ba are collisionless; the existence of choreographic critical points has 
been established by Chenciner, Gerver, Montgomery and Simo in [18]. They are also degenerate 
due to symmetries of Ba- namely phase-shifts and rotations of the loops. Let So be the manifold 
of critical points. Assuming that Sq is a nondegenerate manifold with respect to Ba we show that 
critical points persist to the functional B’^ for small 7/ >  0. The existence of this minimum then
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allows us to also prove the existence of a mountain-pass critical point by using the fact that the 
action functional diverges to —oo if we approach a loop with collisions. This proof is essentially the 
mountain-pass theorem due to Rabinowitz in [64]. To finish the chapter we consider the problem of 
finding periodic solutions in classes of loops that do not satisfy condition (5.12) of definition 5.2.6. 
In particnlar we use a result by Coti Zelati in [27] to construct a periodic solution of the restricted 
spatial {2N +  2)-body problem.
5.2 S etup
5.2 .1  E q ua tion s o f  m otion
Consider N  identical particles with positions Xi{t) e  moving under a potential
1 1 P >  a > 2 .
The configuration space is:
M  = { x ^  (æi, ...,.Tjv) E (E^)^ : =  0}\RTc,
where Kc is the diagonal:
Kc == {cc € (E^)^ : ^  Xi = 0 and there exists j  such that Xi = Xj}.
N
2 = 1
N
2 = 1
We shall denote the Euclidean scalar product by (.,.), and the associated norm by ]|.| 
Note that we have fixed the centre of mass at the origin.
The equations of motion are:
k>i \xi{t) -  æfc(i)ll“'*'^  \\xi{t) -  % (t) 11^ +2
Let x{t) =  (æ i(t),..., x ^ it) )  for all t. Given æ : E  —^ A4 we define the map by:
^r(æ) =  y] y (s) =  T ~ "^ x {sT ) .
The equations satisfied by y ~  ^t {^) are:
=  Yk>i
a(%(5) -  Vk{s)) PiViis) -  yk{s))
li%(s) -î/fc(s)ih+2
5.2 .2  T h e  A ctio n  P rin cip le
(5.4)
(5.5)
(5.6)
We are interested in obtaining solutions of (5.4) that satisfy x{t + T) = x{t) for all t. I.e. we want 
to find solutions of period T. Equivalently we want to find solutions y = ^t(^c) of (5.6) such that 
y{s) =  y{s + 1) for all s.
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D efinition  5.2.1. Let T.°°{W) =  C °°{R /Z ,W ) where W  C Let Ti^(W) denote the comple­
tion o /S '^  with respect to the norm |j.||i defined by:
^  rl N rl
ll2Tlli =  è  /  ÿi{sŸds-\rY f  Vii^fds. 2=1 -^ 0 2=1 -^ 0
We define
=  E^(A4).
R em ark  5.2.1. Note that:
•  A  ^ is an open subset of the Hilbert space S^(A4 U Kc).
• Sobolev’s theorem says that weak -convergence implies convergence. Hence the functions
belonging to are continuous. For a deeper discussion of the function-analytic preliminaries 
we refer the reader to section 5 of [41].
~ 2 ( /3 —g )D efinition  5.2.2. Let rf = T  “+2 ,
The action principle says that solutions of (5.6) are critical points of the action functional:
5^ : A  ^ E,
^ ^ l d s ' £  l l* W ir  + I  ' £  | |% W -% (a ) ||.  E  ||% (a )-% W ||g -
Equations (5.6) are the Euler-Lagrange equations of (5.7). We will write in three different ways:
(i)
where
VVviv) =  Ei>j M y i - y j ¥  11% '
The form of B’^ given in (5.8) will be useful for the proof of the Palais-Smale condition.
(ii) [y] =  I i [y] -h [2/] -7]Ip[y], (5.9)
where:
D efinition  5.2.3.
|2
and ^
U y ]  == [ k>j
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The form of given in (5.9) will be useful for our non-existence proof for small periods.
(iii)
B^ [y] =  Ba [y] -  [y] (5.10)
where:
Ba[y] =  A b] +  Ia[y]- (5.11)
The form of B^ given in (5.10) will be useful for our existence proof for large periods. 
D efin ition  5.2.4. For A 6  M\{0}, we define an action on hy:
y { ) ^ \ - y { - ) \  (A • 7/i)(s) =  Ayi(s) for a lii and all s.
D efin ition  5.2.5. Let:
• S{y) = infs mill/.,; ||%(s) -  yi{s)\\.
• A(y) =  sups maxfc,i ||%(s) -  yiis)\\.
D efinition  5.2.6. We will consider an open subset A* of such that:
(i) Any critical point of B' \^/ i^ is a critical point of B'^.
(a) A* is invariant under scalings. That is, if X>  0 and y G Al then A • y 6  A^.
(iii) there exists c >  0 such that
Ii{y) > cA{yŸ for all y e  Al. (5.12)
In section 5.5 we will give examples of such sets that meet the criteria of definition 5.2.6. For
example the so called ‘space of choreographies’ satisfies the criteria of definition 5.2.6.
5 .2 .3  P ro p er ties  o f
We now investigate properties of K/- These will be used in the proof of the Palais-Smale condition.
P ro p o sitio n  5.2.1. For a lly  > 0 the function K? satisfies:
(i) There exists m > 0 such that: Vi^{y) > —m for a lly  € M .
(ii) For any sequence y„, Q M  such that yn Kc os n  oo satisfies:
lim ^riiyn) ~  Too.T t-^ O O
(iii) The strong force condition: there exists U € R), a neighbourhood Se of K^, and
Cl > 0 such that:
lim U{y) = Too, Vrj{y) > |[VC/(y)|p -  ci Wy e E^.y~^Kc
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(iv) There exists C2 >  0 such that every y € A i satisfies:
(%/),%/) < C2.
Proof. (i) Let
Vr, :[0,oo) r  ^  .
Since fi > a  for v{r) we have that v{r) satisfies:
• %%(r) < 0 for r  > 1,
• lim^— V'q(r'^  — Too,
• lim,._,+oo =  0“ ,
• Vrj{{7]p/a)'^) = infr>oî^77(r) < 0.
The potential Vrj{y) can be written as:
N
= Y l '^ v i\ \y i-y j \ \ ) ‘
i< j
Therefore
Vr){y) > — — inf ^r?(r) =  for all y e M .
(ii) The potential Vf^{y) is:
N
%,(%/) =  -%ID-
if 2/ —> K c  then there exists {i,j)  with i <  j  such that \\yi — y j \ \  0+. This implies
OrjiWxi — XjW) —> Too and, since Vq is bounded from below, we obtain:
lim Vq{y) =  Too.y-*Kc
(iii) Consider the function:
u{y) =  - ^ i n ( | |% - ^ j | | ) .
i >3
Then
(2/i -  %')
Now
=Ç . v.„„„.  E ( g i ;  •
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This sum can be written as:
Il2/i ~ 2/jlP . Y^ (.Ui — yj) jyi — yi)
Finally using Cauchy-Schwaxz inequality we obtain:
“  ^  IIm -  wIP h i  -  viW 11% -  Mil '
Let d{y) = min^j ||% — i/j||. Then from (5.13) we have that that:
l |v a f e ) f  < ^  (5.14)
for some C% > 0 . Choose I and m such that
d{y) =  mill ||% -  %|| =  \\yi -ym \\-hj
Then we have:
V 1
§  V \\yi -  2/jlP 11% -  2/jll“ 
y f  V
>
The latter inequality can be rewritten as follows:
which implies
K,(«) > ^  ( ’Î -  A  + d « - ( y ) )  (5.15)
where we have noted that the number of terms in the set
{ { i j )  - l < i < j  < N , i i , j ) é H ,m ) }
. j V ( i V - l )  _  1 _  ( N + D Ç N - 2 )IS 2 ■*■ — 2
From equations (5.14) and (5.15) we see that to obtain the inequality
K,(!/) > ||Vtl(ÿ)||"
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it is sufficient that the following inequality is satisfied 
1
d^{v)
Namely:
V -  dP-°‘(y) -  +  j ), d/5-»(j/) > Cl d P -\y ) .  (5.17)
We define
Eg(Jfc) T  {y e  A4 : d{y) < e}.
Note that if y 6  He(JiTc) then:
■n -  d^~“ (y) -  T  +  ~  d^-°{y) > y -  e<3-“ (y) -  -  2) ^p-a
and
C id ^ -^ (y )< C i€ « -2(y).
SO for (5.17) to hold it is sufficient to take
V -  / - ° ( y )  -  +  e'’- “ (y) > Cl e'’-"(y).
Finally inequality (5.18) holds for sufficiently small e since p > a >  2.
(iv) We have
^  ( l l %  -  V j ¥  1 1 %  -  % t l " )  '
Therefore ^
J  =  ^  -  %, % -  % )~ 2  -  (?/i -  yj, yi -
(5.18)
which equals 
Then
V  f  ~ _L Q^(%~%)  ^
&  V 11% -  11% -  %II“+ V
( V , ( 2/),V) ^ ( Q ^ . ,% )  | |% - % | r ^  11%-2/ # + '  '
This equals:
2  -  (% ,% )) , o  Y^ a ( l ly . |P  -  (% ,% » 2  Y^ ^ y(ll% IP  -  (% .% '»  n Y^ A d l m l P  -  (% .% ))
By swapping the dummy indices i and j  on the second and fourth sums we see this equals:
2  V  ~  (% >^j)) I o V '  ^(ll%H^ -  (% '% »  p V  /^ (^11%/fll  ^ -  (% ,2/j>) o PviWVjf -  (2 /j,% ))^  ll%-%lh‘^  ^ ^  II2/J -  %IM+^  11%-2/ill^ '^  ^ ^  II2/J -%IF+^
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Therefore:
i \7 v  ,A =  oV ^ * L z r f _ _ o Y "  < 9 Y^ M % % M Î _ 9 Y "  ^y \\y i-y ù \?
(5.19)
We then note from (i) that the RHS of (5.19) equals —2PVq{y) < 2 m/3 =  C2- □
5 .2 .4  Scaling  p rop er ties o f th e  A ctio n
We will study the action functional on the connected components of A*, called homotopy classes. 
To begin with we study properties of the action functional with respect to the scalings given in 
definition 5.2.4. By definition 5.2.6 if 6  A* then A • y e  A  ^ for all A > 0. Therefore scaling 
transformations do not introduce collisions and therefore do not change the homotopy class that 
our loop is in. We note the following scaling properties of Ji, la and Ip:
4 [A • y] = X'^hly] and Im[X • y] =  for m  G {a,/3}. (5.20)
D efinition  5.2.7. We define the (standard) norm ||.||2 hy
N
llylll =  I ll%(a)|pda.
JV „ 1
"Si
The following lemma is a consequence of condition (5.12) of definition 5.2.6. It will be of crucial 
importance to the proof of the Palais-Smale condition.
L em m a 5.2.1. Suppose y G A*. Then
l l s / ! l l< M i<  ( i  +  ^ )  llylli-
Proof. Firstly we show that A(y) > D{y) where D{y) T  siip^ max^ |j%(s)|| and A is as in definition
5.2.5. Suppose that D{y) =  ||%o(5o)|| for some îq € {1 ,..., W} and sq G E /Z . Note that
A =  supmœcllyi(s) -  % (g)|| >  ||%oW) -  %(so)ll- (5.21)
s hJ J
Suppose, for contradiction, that ||%(so) -  %o(5o){| < |l%o(^o)|j for all j . Then all yjiso) for j  G 
{1, N }  lie inside a circle in M? with centre %o(^o) and radius l|%o(so)ll- Therefore /  0.
This is a contradiction because the centre of mass is fixed at the origin. Thus there exists jo such 
that ||%o(^o) -%o(^o)|| >  ll%o(^o)|| =  D{y)- So from (5.21) we deduce that
/&{%) >J9(%). (5.22)
Using (5.22) with condition (5.12) we have that:
h{y) > cD {y f.
Note jfi'om definitions 5.2.3 and 5.2.7 that Ii{y) =  | | |ÿ | |2) so:
llylli >  2cD (y f. (5.23)
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|ly i(s)fd s . (5.24)
Using (5.24) with (5.23) we get that
so that
lî/lli — ^llÿllg- (5-25)
Finally we use ||y||i =  \\y\\l + i|y||| with (5.25) to get
□
R em ark  5.2.2. Note that the proof of lemma 5.2.1 uses the fact that we have fixed the centre of 
mass at the origin.
D efinition  5.2.8. Given y E h f , let:
By definition 5.2.8 and the scaling properties given in (5.20) we have that
fy { \)  = X^Ii[y] +  A“ “/a[î/] -  X-^yIp[y].
D efin ition  5.2.9. Let
g[w] = C{a, Ip [w ]~ ^ Ia [w ]^ I i[w ]~ ^ , (5.26)
where
4 “ (iSrS)^ - iK ■
L em m a 5.2.2. The function fy  : [0, oo) —^ M has zero turning points for g[y] < 1, one turning 
point for g[y] =  1 and two turning points for g[y\ > 1 .
Proof. Consider:
X5+2 \a+2 = 0. (5.27)
Note that the function
+  ^  (5.28)
is such that
F(A) — —oo for A —> and F{X) —» 0 for A —> oo
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and that it has only one positive zero at:
Ao = r}P
The function F {\)  has only one positive local maximum at:
Am. — P {P + 2)r] Ip{z)_a{a  + 2)Ia{z) _ >  Aq. (6.29)
This is also a global maximum. We deduce that equation (5.27) has two solutions for 2Ii < T'(Am), 
one solution for 2/ i  =  F(Xm) and zero solutions for 2Ji > F{Xm)- Substituting (5.29) into (5.28) 
to get an expression for F{Xm) then yields the result. □
5.3 N onexistence of periodic solutions for small periods
We can split each of Im{y) for m  — a, P into two parts:
• P a r t  Pm{y)‘ This is defined as the sum of all pairs and integral over all scaled times (i.e. in 
[0,1]) such that the mutual separation of bodies in the pair is less than 1. We define:
and
= {0 < 8 < 1 : hjkis) -  %(8)|| < 1}
P a r t  Qm{y)' This is defined as the sum of all pairs and integral over all times such that the 
mutual separation of pair in question is more than 1. We define:
and
% = {0 < 8 < 1 : \\yk{s) -  %(s)|| > 1}
ds , m  € {a,P}.
We have Imiv) =  Pm{y) +  Qmiy) for m =  a ,p .
L em m a 5.3.1. The quantities sup^{Qm(2/)} are finite for m  G {ct,P}. 
Proof. R om  the definition of we have that for any s G % :
1
\\yk{s) -%(s)||"^ < 1
so
Qm < 2 ^  I i-ds < N {N  -  1)
because there are couples /c, I and the measure of each qi^ i is at most 1. □
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Lem m a 5.3.2. We have the inequality Pa{v) < Pp{v) for all y 6  A*.
Proof. We are summing over the same pairs and integrating over the same intervals but the inte­
grands aie different. For every each s G pki we have \\yk{s) — %(a)|| <  1 so
1 1>11% (a) -  % (s)F  h k is )  -  %(s)||“
because P > a. Therefore Pp(z) > Pa(z). □
P ro p o sitio n  5.3.1. Suppose we have a sequence of loops G A* such that oo. Then
oo.
Proof. Suppose that on a sequence of loops ;/(") we have that Ja{y^^^) oo. Then Pa{y^^^) oo 
because Qa{y^^^) is a bounded sequence. By lemma 5.3.2 this implies Pp{y '^ '^^) diverges. Now 
Qp{y^'^^) > 0. Thus (;/(")) =  Pp{y '^^^) +  Qp{y^'^^) diverges. □
P ro p o sitio n  5.3.2. Given a connected component 6 of A l, there exists T*{9) > 0 such that there 
do not exist periodic solutions of period T  < T*{6) in 6.
Proof. Suppose we are given a homotopy class 9. A loop ^ is a critical point in that class if
DB^[y]{u) — 0 for all u.
We now show that, for sufficiently small T, given any loop y  in the homotopy class there is a 
direction u for which DB'^[y]{u) ^  0.
We consider the set:
Note that the functional g defined in (5.26) is invariant under scaling. Therefore we have an 
equivalence of sets:
g(^) =  //(©)• (5.30)
Firstly we find an upper bound for g in 0  and hence for </ in 0. By proposition 5.3.1 there exists a 
constant K \  such that
Icc{y) < K i for all y G 0 . (5.31)
Recalling the inequality (5.12) and noting that <  dp{y) =  1 for y G 0 , we deduce that there 
exists c >  0 such that:
h{y) > c for all %/ G 0 . (5.32)
Using inequalities (5.31) and (5.32), the equivalence of sets (5.30) and our definition of g given in 
(5.26) we deduce that:
_ (b±2\ ë±1g[y\ < C{a,P)i] fc  for all y ^ 9 .
0+ 2
If 7] (^ -“) < cKi C{a,P)~'^ = 1^2 i.e. T  < K 2 then g[y] < 1 so, by lemma 5.2.2, fy{X) has no 
turning points as a function of A. This condition corresponds to the nonexistence of turning points 
of 5^ ^^ [A ■ y] with respect to A. Now set A =  1 -I- 0 and note that:
^  B”[A • yJIfei =  ÿ  g " l(i +  4>) ■ ylU=o f  0
which implies that, for all ^ G A*, along variations y ^  y + 4> • y  ^ the action B^ is not stationary. 
Therefore no y  in the class can be a critical point of the action functional. □
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In the following subsection we prove, subject to an assumption, the existence of periodic solutions 
in every connected component of A*.
5.4 Existence for Large Periods
5.4 .1  Local m in im izer
We recall the following result (see [18], [59] ):
T heo rem  5.4.1. The planar N-hody problem with action (ct> 2) attains a collisionless mini­
mizer yo in each connected component of A*.
R em ark  5.4.1. The point is that condition (5.12) ensures coercivity of Ba- The functional Ba 
is bounded below by 0 and, furthermore, standard strong force action functionals are such that the 
action diverges to Too as we approach a loop with collisions. The solutions of theorem 5-4-1 known 
to exist correspond to the global minimizers of Ba on A*.
D efin ition  5.4.1. Take a solution, say yo for the S F  action Ba- Define the group G to a symmetry 
group generated by phase-shifts and rotations. We have B^{g'y) =  B^^{y) for all g G G. The manifold 
So is defined to be the G-orbit ofyo.
The group G is a 2-torus generated by phase-shifts and rotations. Note that Sq is compact because 
G is compact. Pmther, Gat (So) > 1.
A ssum ption  (I): We assume that Sq is a nondegenerate critical manifold for Ba'-
TySo =  kerD^/Bo-M foi’ every y G Sq.
Let Gat{.) denote the Lusternik-Schnirelman category. We quote the following result from [13]:
P ro p o sitio n  5.4.1. Let M  be a Hilbert-Riemannian manifold and let /  : [0,1] x M  ^  M 6e a
G^ function. Let Sq be a compact nondegenerate critical manifold for f^  ~  /(O ,.). Assume that
D^/°(æ) is a Fredholm operator for every y G S. Then there exists a e and a neighbourhood U of 
So such that for allO < e < ê the function f^  =  / ( e , .) has at least Gat(So) critical points in U.
In proposition 5.4.1 we take M  = A*, define f ^  T  and take So as in definition 5.4.1. It is 
known (see [2]) that D'^Ba is Fredhohn for a > 2 . Therefore, provided assumption (I) is true, 
proposition 5.4.1 implies that some critical points of Ba persist to critical points of B^ for small
?7 > 0 .
R em ark  5.4.2. The number of critical points of B^[.] remains infinite when rj changes from zero 
to small and strictly positive because if  y is a critical point then so is g • y for all g G G.
5 .4 .2  M ou n ta in  P ass
To construct the geometry of a Mountain Pass we require:
P ro p o sitio n  5.4.2. For y > 0 small enough there exists a local orbit of minimisers of B^[.].
103
Proof. Given any connected component of 5a[.] has a minimizer, say on that class. The 
minimizer is a member of a critical manifold Sq == G • It is assumed that So satisfies 
assumption (I). Proposition 5.4.1 implies that the minimiser y ^  of Ba can be continued into a 
critical point yin of BA for all 77 > 0 sufficiently small. Since BA is G invariant, Hq = G ■ ylh is a 
critical manifold of B^ with
D'^B^[yll,]{v,v) =  0 for v tangent to S ,^.
Assumption (I) guarantees that:
= -D^B„(y^](w,!i) >  0 (5.33)
f o r  a n y  u  t r a n s v e r s a l  t o  S q .
In [13], as a consequence of the proof in proposition 5.4.1 the manifold So is deformed into another
smooth manifold S^ such that if Uq is transversal to Eq then Uq is transversal to So for all 7; > 0
sufficiently small. By continuity this and (5.33) imply that:
> 0
for all 77 > 0 sufficiently small. □
We shall use this minimizer to construct a momitain pass. To prove oiu’ geometry yields critical 
points we need two major tools:
D efin ition  5.4.2 (Palais-Sm ale). B^[.] satisfies the Palais Smale-condition if  for any (t/^ ’^’^ ) C A* 
such that:
C, and ||DB"[yW|||_i ^  0, 
we have that yW œnverges up to a subsequence.
P ro p o sitio n  5.4.3. The Palais-Smale condition holds for B'^ [.] m A*.
Proof. The proof is an adaptation of the proof presented in [27].
We talce (t/^ ”’^ ) C A* such that:
^[{/W ] c, and ||D5 '^ [2/W]||_i 0 .
We want to show that converges up to a subsequence. We recall that as usual ||.||- i denotes 
the norm for the dual of the Sobolev space 
Let us evaluate
(DB"[yW],yW)i =  g  f  d s \ \ v t \ s ) f / ’ *(T T ).V iK ,(y'">(3))> . (5.34)
z = l  ^  i = l
Here V% denotes ^  for all i G {1,..., W}. Using property (iv) of VV^ in proposition 5.2.1 with 
(5.34) we get:
i= n "
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for some cg > 0. By lemma 5.2.1 we know there exists C3 > 0 such that |j7/|]f <  C3 II1/II2 for all 
y € Al- Thus
l l T ' l l i  <  C3 | |y < ’‘ > | | i | | D B ' ' [ y ' ” > ] | | - i  +  C3 C2
and so
0 <  ||yW ||i <  i  L ||D B "[yW ]||_i +  jc|||D B '?[yW ]||!., +  4c3C2
Since ||Di3’^ [y^ ” ]^H_i —» 0 this implies that is bounded. Therefore, by a Sobolev embedding
theorem, there exists a subsequence, that we still denote by (^W), and a loop y* e  such that 
such that 7/^ ”  ^ y* weakly in and strongly in C^. Now assume y* G ^A*. Then there exists s* 
such that y*{s*) G Kc- By the continuity of y*{-), there exists 5 > 0 such that y*{s* + 6) is in a 
neighbourhood of Kc- We can evaluate
+ 5) + C7(y(">(«*)) =  -  J )  d6^ [/(y W (s))  = T
Therefore, by the Schwarz inequality we have:
-C/(y<")(s + i)) + i7(yW(s*)) < f  6||V%W(»))||||yWW||.J a*
Using Schwarz’s inequality again we obtain:
£  '"E||Vi7(yW(4)|| IlyWWII < ] l £  ^ d s \ \ V U { y M ( s ) w J £  ||y(")(s)|pds.
Now using ||7/|ji >  ||ÿ ||2 (see lemma 5.2.1) and
V^{y) > l|V t/(x )F  — Cl (see part (iii) of proposition 5.2.1) 
for y  in a neighbourhood of K c ,  we can write:
-y (y (")(6* +  6)) +  !7(y<»>(s*)) < l l T ’lli +
We have 7/W(s*) y * { s * )  G  K c  so U {y^ '^ ^s*))  - +  + 0 0  whereas — U(7/W(s* T  5) )  is bounded.
Therefore  ^ ^
[  dtVr]{y^^\s) ) + 0 0Js*
since j|7/^ ”^||i is bounded. Then, using part (i) of proposition 5 .2.1 to estimate the potential in 
[s*, s* +  (5], we have:
"S*+5
dsW^(3/W (s)) -
<  ||yW ||l /"'+«
_ f  V'’i é ’' \ s  [^ Js* js^[s*,s*+j]
ps*+5
— / dtV"^(y^'^\s)) 4- m(T — 5) —00 for n ~+ 0 0 .J s*
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This would contradict the definition of Palais-Smale sequence. Hence we have that tends
weakly in S i to y* ^ dAl. We now show that the convergence of to y* is strong in S^. By
lemma 5.2.1 we have
I|T> -  y*lli < (1 + ^)l|yW -  y*lli = (i + ^ )  É W. T ’M -  6ZW),
SO t h a t :
N
- ^ l l i  <  ( 1 + ^ )  5 3  ^  ds{ÿl'^\s) -  ÿ-(t), ÿ f  ^ (s)) -  ^  ds(ÿM (g) -  ÿ^(s), ÿ?(s)) (5.35)
Note that (5.35) has a term
JV* ^  p i W,ÿZ(a)> 0 a s n -^ o o  (5.36)
because yW —> y* weakly in S^. The term
+  ^ ) 5 3 ^  (®) -  ÿi (®)’ W )
in (5.35) can be evaluated by observing that we can write (DB'^fy^"’^ ], y ”^'^  — y*)i as:
jv  pi N pi
(D^[y("")],y(")-y*)i =  ^  /  ds( ÿ M ( g ) ( g ) , (g))_ ^  / ds(yM (s)-y?(s), (a))).
i=l i = l (5.37)
By hypothesis DB^[y '^^^] —> 0 as n  oo. Also, since yW(.) converges wealdy to y*(.) ^ i9A* as 
n ^  oo, we have:
5 3  /  (fa(yj'*\s) -  y*(a), V%y(yW(a))) ^  0.
i = l
Therefore from (5.37) we deduce
E  t  d s { y ^ \s )  -  y t i s ) ,y f ‘\ s ) )  0. (5.38)
i = l  do
Using (5.36) and (5.38) in (5.35) we deduce ||yW — y*||^ 0 as n ^  oo. Therefore y(")(.) converges
strongly in S^. □
The second ingredient is the Deformation lemma.
D efinition  5.4.3. B^c = {y e  H  : B^[y] < c}.
L em m a 5.4.1 (D eform ation  lem m a). Let H  be a Banach space andB^[.] € C ^(iï,R ). Suppose 
that B'^ [.] satisfies the PS-condition. I f  c is not a critical value of BA then for every e > 0 there 
exists e € (0, ê) and $  € G°([0,1] x H, H) such that:
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(i) $ (0 ,y) =  y ifB'>ly] 6  [ c - e ,c  +  s],
(n) ® ( l . Z 3 V . ) c # ( l , B ^ o - . ) -
The proof of this lemma can be found in [64].
We now state and prove our main result:
T heo rem  5.4.2, Subject to assumption (I) , every connected component of A* contains at least 
two distinct critical orbits of the action functional for sufficiently large T . One of these has Morse 
index 0 and the other has Morse index > 1.
Proof.
We know that for a fixed homotopy class and T sufficiently large, has a critical point, say 
Pm. G such that:
D' i^ym] = D^[g- ym] > 0 for all g e G .
Let r  > 0 and define:
Uriym) =  {y G Aj : inf ||y -  y • y^lli < r}.geG
The set Urizm) is open in A* with respect to the ||.||i-norm. Since G -y^ is a nondegenerate critical 
manifold and locally minimizes B'^ [.] it follows that there exists r  > 0 such that:
0 < B^lvm] < inf B^[y] = Cm-yedUriVm)
In the same homotopy class as y„i we can construct yo such that:
B^[yo] < 0 .
For example, you could take yo = p. - y-m with 0 < /i -C 1. To set up a mountain-pass we consider 
the set of homotopies:
r  T  {7  e  G°([0,1], Ai) : 7 (0 ) =  yo and 7 (1) =  y^}. (5.39)
We define a mountain-pass level as follows:
c* =  inf max B'^{'y{s)). (5.40)7ersG[o,i]
Any 7  joining yo to pm has to cross dUr{ym)- We follow the proof given in [64]. We have that:
max B^{'y{s)) > inf B'^[y], se[o,i] dUriVm)
which implies that c* > Cm-
Now one follows the standard argument and uses the Palais-Smale condition and deformation lemma 
as in [64]. □
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5.5 Applications of proposition 5.3.2 and theorem  5.4.2.
5.5 .1  C horeographies
Define the space of choreographies by;
= {y eh)- %+i(s +  “ ) =  yi{s) for all s e  E/Z.}
L em m a 5.5.1. satisfies the criteria of definition 5.2.6.
Proof. The fact that critical points of are critical points of B^> follows from Palais’ principle
of symmetric criticality. Scale invariance of X^ is immediate. It remains to show that (5.12) holds. 
We know there exist sq 6  E /Z  and some I < io jo < N  such that
A  =  ll%o(8o) “  2/io(^o)li*
Then
A  =  ll%o(so) -  yioiso +
We see that
h { y )  = 5 3 ^  IlmWfds = ||%o(a)Fds > N J  Wÿiofds,
the second equality following from the fact that y e X^. Using the Cauchy-Schwarz inequality this 
gives:
h i v )  > 7— E r r  (  ||%(«)||&) > > N A { y f ,
( j O — * 0 ) 7 7  \Js(j J  ( j O  — « 0 ) 7 7
where we have noted that (jo — «o);^ < 1- O
5.5.1.1 F igu re  E ights
Consider a finite group G and three representations of G:
•  p :  G 0 ( E 2 ) ,
• cr : G —> Sn  and 
.  T : G ->  E/Z .
For each y G X^ there is an associated action:
D efin ition  5.5.1.
9 • -MÎ/iv)(i) =  {p[g). %(a-i)(i)(T(y'"^)(t)), ...,p(y) • %(s-i){i)(r(y~^)(t)))
We consider the space of equivariant loops defined by 
D efinition  5.5.2.
=  {%/(') e : (y • y){s) =  y(s) for all s}.
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The space Xq satisfies the conditions of definition 5.2.6. As a specific example we consider the 
symmetry class of the famous Chenciner-Montgomery ‘eight’ (see [19] ). In this example N  = 3 
and
G -  D q = {gi,g2 - 9 i=  92 = 1,9291 = 9i92^),
where:
0 - 1  y ’ \  0 1
and
T(yi)(t) =  - t ,  T(p2)(t) = t T  ^
^(pi) — (2)3), o'(g2) = (1,2,3).
5.5 .2  T ied  h om otop y  classes o f A^
D efinition  5.5.3. Let us denote arc length by
J L  ri
R A ^ ^ E ,  y - ^ Y L !  li%(^)F®-
i = l  do
We use Gordon’s notion of tied (see [41], also [59]):
D efin ition  5.5.4. Say that the connected component 7  of is tied to ATc if  for all sequences 
yin) Ç ^  such that D(y("^)) - ^ 0 0  as n  00  we have Z(y^ ” )^ 00 .
D efin ition  5.5.5. Given y  E A^, let Bi{y) = {%(s) : s E E/Z}.
Lem m a 5.5.2. Suppose 'y is a tied connected component o fA ^. Then for ally E ^  and i E {1,..., N }  
there exists j  G {1,..., N } — {%} such that Bi{y)  D B j{y )  ^  0.
Proof. Suppose there exists y G  7  and % G  {1,..., AT} such that for all j  ^  i we have B i{ y ) n B j{ y )  = 0. 
Then we can move body i off to infinity in one direction, and the rest of the system off to infinity in 
the opposite direction, without affecting the homotopy class and keeping the centre of mass fixed 
at the origin. It is possible to do this without the lengths diverging. In other words there exist
sequences y ( " )  C  7  such that D(y") 0 0  but /(y^"'^) is bounded. Therefore, by definition 5 . 5 .4 , 7
is not tied. □
R em ark  5.5.1. The fact that we have assumed that the centre of mass is fixed at the origin is 
crucial to lemma 5.5.2. For example y (s) = (0,6^’'"*®) (where we have identified with the complex 
plane) is not a valid counterexample because the centre of mass is at at time s.
L em m a 5.5.3. I f j  is tied then l{y) > A(y) for all y G 7 .
Proof. Note that:
A(y) < sup ||a -  6 ||. (5.41)
tt.feeUi Biiv)
Lemma 5 .5.2 implies that, since 7  is tied and y G  7 ,  that [J  ^R%(y) C  E^ is path connected. 
Therefore:
l{y)>  sup ||a -  6 ||.a,&eUi-Bf(y)
Using this with (5.41) implies the result. □
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The following number theory result will be useful, the proof of which can be obtained by induction: 
L em m a 5.5.4. ^  of for all ai > 0.
L em m a 5.5.5. Suppose y  is a tied homotopy class of A^. Then 7  satisfies the conditions of 
definition 5.2.6.
Proof. We note that the connected components of A  ^ are scale invariant and that critical points in 
the connected components of A^  are critical points in A .^ Now we deal with condition (5.12):
_ W2N
by definition of I i  
by Cauchy-Schwarz
using lemma 5.5.4 
using definition 5.5.3.
Finally we use lemma 5.5.3 to obtain:
A (vŸh{y) > - ^ jq -  for all y G 7 .
□
5.5 .3  H ip-hop  classes
Up to this point om' analysis has been in the plane. In this subsection we show that, subject to 
assumption (I), the molecular 4-body admits non-planar solutions for large periods. The main 
points are that:
• We can define a suitable class of paths and employ an action principle as before.
• The hip-hop symmetry class defined in [67] satisfies the conditions of definition 5.2.6.
• All of om" results follow as before. However we do not know whether the critical points of Ba 
given by theorem 5.4.1 are planar or not.
• To show that the critical points of Ba given by theorem 5.4.1 are non-planar we generalize 
Salomons and Xia’s proof of the existence of the non-planar (so called ‘hip-hop’) solutions of 
the Newtonian 4-body problem to the standard strong force problem with action functional 
B^ = Ba, Oi > 2. We take little credit for this analysis since the generalization of [67] to Ba is 
straightforward. Nevertheless as it is crucial to our argument and not completely immediate 
we have included a concise account of it in this chapter.
• For sufficiently small p the tracked local minimizer of BA is still non-planar.
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We now go thi’oiigh these points in more detail.
Definition 5.5.6. Let
4
Aj T {y € h \ R ,  ( m y )  : 5 3 %(g) =  0 for all s e  R}.
i = l
Note that members of A3 are not necessarily periodic.
Let us denote by (X ,Y ,Z )  Cartesian coordinates for E^.
Definition 5.5.7. Let Zi{s) denote the Z-component ofyi{s). Let
7T : ^  E^ 7T ((A:, y, z)) = (X, y).
Definition 5.5.8. Let Sd be the set of elements of such that:
(i) ir{yi{s +  1)) =  R 2ir<n^{yi{s)),
where R 2ird denotes an oriented rotation in the XY-plane by angle 2içd about the origin.
(ii) Zi{s + 1/2) =  ~Zi{s),
(iii) Tr{yi{s +  ^ ) )  =  7r(yi+i(s)),
for all s E [0,1), I < i < 4. We say that paths in Sd have d-rotational symmetry with reduced 
period 1 .
Note that we do not find periodic solutions directly. Rather we look at a set of paths with d- 
rotational symmetry with reduced period 1. Critical points of the action functional will yield 
motions in tliis symmetry class that is not necessaiily periodic but, provided d e Q, we can then
construct a periodic motion from it. Indeed if d =  |  with gcd(p, g) =  1 then given any path in Sd
we can construct a loop of period qT.
The action principle says that periodic solutions in A3 correspond to critical points of
d s .
Palais’ principle of symmetric criticality that any critical points of Ba\Sd &iso critical points of 
Balhl'
L em m a 5.5.6. The class of symmetric paths Sd is scale-invariant and, if d >  satisfies condition
Proof. Scale invariance of Sd is immediate from definition 5.5.8. We write Ji, the kinetic contribu­
tion to Ba, as;
h ( y )  =  i x v i y )  +  l z{y) ,
where
I x Y i v )  =  5 E d s ,  I z { y )  =
I l l
The first terra can be thought of as the kinetic contribution to the action of the loop 7r(y(.)). Rom 
part (iii) of definition 5.5.8 this is part of a choreographic loop of period 1/d. By the same argument 
used in the proof of lemma 5.5.1 we have that there exists c > 0 such that
J “ (X ^(s) + ds > cA%y, (5.42)1 73 
2 ./0
where A x y  =  supg max^j ||7r(%(s)) — 7r(yj(s))||. Using that the phase-shift between bodies in the 
choreography is l/4 d  with (5.42) we get:
2 I q ds > ^cA ^y.
Therefore if d > |  we have:
£  (x ^ i s )  +  Ÿ^{s)) ds >  j £  (x^{s)  +  F = (s ) )  ds >
Let Ay T  m axijsups |Zi(s) — Zj{s)\ .  Then Ay <  2supa max^ ||Zi(s)|| =  2||%^g(so)|| for some 
80 ,fo- We also know that Zi{.)  is 1-periodic and that Zi{so +  5) =  —Zi{so).  By Cauchy-Schwarz,
Iz{y)  > i  fo Z?(s)ds > i  Z l(s)d s  > IZi(so) -  Zi(so 4-^)|^ =  4|%^(so)|^ > A |. Therefore: 
di(y) =  Ixv( y )  + Iz(y)  >  ^A ^y(y) -T A |(y ) > min{^, l}(A%y(y)^ + A z { y f )  >  min{^, l}A (y ) \  
where we have used Pythagoras’ theorem. □
5.5.3.1 Planar Solutions
Definition 5.5.9. Let fZg == (y G % : Zi{s)  =  0 for all s and all i}.
Note that O2 C Sd is precisely the set of planar choreographies of prime-period The Ba~ 
minimizers on 1^ 2 is known to be the Lagrange solutions, see [7].
We now examine the Lagrange solutions. Let d*{i,j) T  | |y ^ ( g )  ~ y j ( 8 ) | |  be the distance between 
bodies i and j .  Since the Lagrange solution is a relative equilibrium this is constant for all s. 
Suppose that the bodies are positioned around a circle of radius R  in the order 1,2,3,4. Then 
d * ( l ,  2) =  d*(2,3) =  d * ( 3 ,4) =  d * ( l ,  4) =  RV2, and d*(l, 3) =  d * ( 2 ,4) =  2R. Therefore:
%  =  6 W . ) d «  +  4 ( ^ ) + 2 (2R)«
I.e.
Ba =  STT^R d^  ^+  ( 2 ^-^  - h  2 ^ “ “ )  R -^ . 
Partial differentiating with respect to R  we obtain
1 /-> 2  r >  j 2  « , / n 2  — $  , n l —o : \  j p —c t—1
dR
For relative equilibria we have:
=  0 .
=  167T^ i7d^  -  a ( 2^ - 2 +  2^-“)R- 
%
dR  
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Therefore the radii of the relative equilibria are:
We denote the set of Lagrange solutions by L. We have L 5"^ .
P ro p o sitio n  5.5.1. There exists d E ( | ,  1) PlQ such that the minimizer of Ba in Sa is nonplanar.
Proof. To show this we assume the minimizer of Ba in Sd is planai’ and then produce a contradiction 
by finding a nonplanar loop in Sd with a lower value of Ba- 
We consider p®(.), a one-parameter family of curves in Sd, defined by:
p |(s) T Çri c o s  ^27rds + , Ri sin ^27rds -|- , e(—1)* sin (27ts)^ ,
and note that p^ E L. We seek a power series expansion of the action functional Ba(p^{s)) with 
respect to e. Since p^ is a critical point of Ba we have:
We examine the sign of the second derivative. To compute this, we split Ba into contributions:
Jo Jo
where:
k=l k,j
We can compute the kinetic contribution exactly:
J  K{p^{s))ds = ^  J  ^ 5 3  ds =  J  87T (^d j^R  ^4-e^cos^(27Ts))ds =  -1- 47t
(5.44)
The second derivative of (5.44) with respect to e is 8?r^ . The potential contribution is:
/•I I ri (ig
T o  +  (2 iîf  +  4e2 3 in2(2 ,r.))f
Differentiating (5.45) with respect to e kills the first term. As for the second term we note that we 
can differentiate under the integral sign because the integrand is a uniformly bounded continuous 
function of e on a neighbomhood of e =  0. To aid in the calculation consider:
/(e) T (2jR^  4- 4e^ sin^ (27rs))  ^ .
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Differentiating f  twice with respect to e and then setting e =  0 we obtain:
/"(O) =  —4asin^(27rs)(2i7p)“ t~ i.
Thus:
So:
^ \ - o L  =  - 8o:(2R^) 2 1.
Ha(p®(s)) =  Stt^ -  8a(2Af) 2 1. (5.46)
Substituting (5.43) into (5.46) gives:
de^ |e=o \  2t+i(2^“ t  +  21-0 )^
Let
d  ^ _ ... 2 16d^K =  -r-TT Ho; =  87T I 1 —d e 2 | ^ = o  V  2 t + i ( 2 ^ ~ t + 2 i - “ )
For K < 0 we require that d^ > ^ . Noting that for a  > 2 we have that ^ < |  we see
that there is always a d G ( |)  1) H Q satisfying these conditions. □
Following section 5.4 we track the solution as ‘p’ is switched on. We note that for sufficiently small 
Tf the critical point is:
• still a local minimizer,
• still nonplanar,
• still collisionless.
R em ark  5.5.2. The nonexistence result for small periods still applies. For large periods it is not 
clear whether or not the mountain-pass solutions are planar.
5,6 N on-tied classes
In this section we will consider the problem of finding periodic solutions in classes of loops that do 
not satisfy condition (5.12) but do satisfy the other conditions of definition 5.2.6. For all periods 
r  > 0 we construct a simple but nontrivial periodic solution of a spatial restricted 2N  +  2-body 
problem. We take 2N  +  1 identical particles and 1 test particle. To begin with we find a periodic 
solution of the planar 2N  +  1 body problem.
5.6 .1  A  so lu tion  o f th e  planar m olecular 2N 4- 1-body problem
We first take 2N  4- 1 identical bodies moving in the plane with their centre of mass fixed at the 
origin:
2 N + 1
5 3  — 0 for all t. (5.47)
i —\
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We look for a solution of the form:
Xk{t) = r{t) exp{i(f>{t) + iTTk/N), k = l,..,2 N , ^2JV+i(t) =  0, V £. (5.48)
P ro p o sitio n  5.6.1. There exist r{t) and(f){t), with r{t) nonconstant, such that (5.4-S) solves the
(2JV T  l)-body planar LJ problem.
Proof. First note that the equations of motions can be written as:
%  =  ^  a v u n o  f a  -  z,) ^ ^
drk,2N+i 11% -æzjv+ill ^  drki ||% -æ zt|
"  _  ^  9 V L j ( n , 2 N + l )  -  X2N + l )
' ^  ^n,2N+l -  %7V+l|| '
where VLj(r) =  ^  rki = ||% -  xi\\.
Now, since aî2iv+i(£) =  0, we obtain:
%  =  T  -  - 0 . fo, ^ ^  2iV +  1,11% II ^  11%-æzll
2N
Note that (5.49) is identically satisfied by %(£) =  —xjv+k(i) for all k G {1, ...N} .
We look for solutions %(£) /c =  1 ,..., 2N . To do so we note that there is the following Lagrangian:
L =  W (f^T r^< ^^)-W j:j(r)
where
WL j( r )  =  E
The equations of motions for r(t), cj){t) are:
Thus we have reduced the system to a central-force problem. We know from work on the molecular 
central force problem (see chapter 3) that there exist periodic solutions to this such that Xk for 
A: =  1, ...,2N  do not move on a circular path and are not stationary. We choose such a periodic 
solution. □
1 1 T 2N ■ 1 1 ■_(2 r  1 sin(Z — /c)7r/iV|)^ (2 r  | sin(Z -  fc)7r/W|)“ _ q-P .^Cï
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5.6 .2  A  so lu tion  o f th e  restr ic ted  m olecular 2A  +  2-body problem .
If this planar motion occms in the æy-plane then we constrain the motion of our {2N + 2)*^ '' body 
- the test particle - to be on the z-axis. The motions of bodies 1, ...,2N  +  1 are considered fixed 
as functions of time. To find a periodic motion of body 2N  +  2, the test particle, we use an action 
functional;
hT rT  2iV+l1 G M i .=  9  /  U f d t  -  5 3do JO
where
-  4 #   ^ ^
We make the following points:
• Note that
Xk{t) =  ~XN-hk{i) for fc =  1, ...,iV.
It follows that if At[-] is the action functional for a test particle constrained to the z  axis,
then
D A t [z ] {u ) =  0  for all loops u  in the æy-plane.
It follows that a critical point of the action restricted to the z-axis is also a critical point in
the full loop space.
• Since %jv+i(£) =  0  for all t  we see that any collisionless loop constrained to the z-axis will 
lie on only one half of the z-axis for all time.
• It is not trivial that there exists a periodic solution for the test particle because we have set 
bodies 1,..., 2N  in a non-circular and non-stationary motion. (In the case of ‘circular’ motion 
there is a solution in which the test particle sits stationary at a point on the z-axis for all 
time which is trivial).
We have reduced the problem to a 1-dimensional central force problem with time-dependent po­
tential. We now quote a result from [27]:
P ro p o sitio n  5.6.2. Suppose V  G C^(E” — {0}, E) satisfies:
(i) V (t + T, x) =  V (£, x )  for every (£, x) G  (E, E" — { 0 } ) .
(ii) limx-to y(æ, £) =  Too, monotonically increasing along the rays as ||rc|| small uniformly in t.
(iii) V { t,x) -+ 0 as ||æ|| —» oo, monotonically increasing along the rays as [|æ|| large, uniformly in 
t. Also, W { t , x )  —> 0 os ||æ|| —> oo uniformly with respect to t.
(iv) There exists C2 such that £7V { t,x),x ) < cg for every £ G  E, x G  E™ — { 0 } .
(v) There exists U G  (7(E” — { 0 } ,  E) and a neighbourhood M o/O and ci > 0  such that V { t,x) > 
II VC/( x )  F  — C l for all x G  H —  { 0 }  and £ G  E.
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Then
X =  - v y ( £ , æ ) ,  x ( 0 )  =  æ ( T ) ,  x ( 0 )  =  x ( r ) ,
has at least one solution.
In proposition 5.6.2 we take n — 1, x  — z  constrained on the z-axis, V{z) = It
is readily verified that all the conditions of proposition 5.6.2 are met; (i) follows h'om the planar 
solution of the (2iV +  l)-bodies being T-periodic, (ii) follows from there being a body fixed at the 
origin for all £, (iii) follows from properties of the function 1/ F  — l / r “ for large r, (iv) follows 
from the fact that V  is continuous as a function of z and V{z) —> -|-cx) as z —> 0 and V{z) —> 0— 
as z —> oo, (v) follows in the same way as point (iii) of proposition 5.2.1. This completes our 
construction.
R em ark  5.6.1. Our nonexistence results are not valid here because the nonexistence proof relies 
upon (5.12) which doesn’t hold here.
R em ark  5.6.2. Solutions of the restricted 2N 2-body problem may persist to solutions of the full 
2N  -h 2-body problem with potential
/ I  , \ 2N+:( p ^  ' iM p) s
where 0 <  (  1.
2 + 1
Xi -  X 2 N + 2 \ \^  11% -  X2iV+2||“ y  ’
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Chapter 6
A N ote on R elative Periodic Orbits of 
Sym m etric Strong-Force A-C entre  
Problem s
A b stract
We present a note on McCord, Montaldi, Roberts and Sbano’s paper (see [54]) on 
relative periodic orbits in symmetric Lagrangian systems. For the iV-centre problem 
with a strong force potential that is bounded above we find those homotopy classes of 
relative loops on which the action functional is coercive. We describe the homotopy 
types of the homotopy classes of relative loops. Under the assumption that the action 
functional is an H^-invariant Morse function we describe a set of homotopy classes that 
contain infinitely many periodic orbits. The work can be viewed as an expansion on 
an example presented at the end of [54] which had N  = 2; in par ticular we correct and 
generalize some assertions made regarding coercivity of the action functional and the 
centralizers of the y-twisted action.
6.1 Introduction
Rom  a topological point of view planar JV-centre problems can be regarded as simpler analogues of 
iV-body problems. The configmation space is M  = where for £ =  1,..., iV are the
positions of the centres. This is a 2-plane with N  points removed. The fundamental group tvi{M ) 
is a free group, rather than a braid group. A free group is ‘free’ in the sense that it is subject to no 
relations. This defining property will be of crucial importance to the analysis of relative periodic 
orbits of the W-centre problem and makes the investigation far more straightforward than for the 
W-body problem.
6.2 N otation
We introduce some notation;
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• We denote the space of relative loops by
A»(M) = {7 S ifHlO.T], M )  : -y(t +  T) =
where # i s a  fixed diffeomorphism of À4 under which the potential of the system is invariant. 
Here T, the relative period, is fixed. If g has order |p| then the corresponding trajectory is 
periodic with period \g\T.
•  Let e denote the identity diffeomorphism, so e • a  =  o; for all a  G
• We denote
A^(Af) =  { 7 6  A^{À4) : 7 (0) =  m} c  A^{Ai)
and
Am(Ad) =
• We will write x V to denote that x  and y are in the same connected component of Am{M.). 
We will write x y to denote that x  and y  are in the same connected component of A^(vW).
• We let [æ]g =  {2/ : 2/ ~  æ}.
• We let ai e  Fn  denote [wi]e where Wi is a small loop winding clockwise around centre Pi.
• Given ô G A^ , e G Agm{M) with 5{T) = e(0) we define 5e G Am (Ad) by
5{2t), if 0 < £ < 1^ , 
e (2 £ -T ), i f f < £ < T .
• Suppose 7  G A^. Let us fix a particular path u) G A^^(Ad). Then we define a map: : 
A^(Ad) Am (Ad) by;
0>w(7) =
• If m — gm  then the path Im defined by lm(£) =  m  for all £ is in A^(Ad). Note that if m i ^  m 2 
aie such that g{mi) ~  mi for î =  1 ,2  then it is not necessarily true that [ImJ^ =  [imzL- 
For example for a 2-centre problem in C with centres at ±1 and g conjugation we have that 
[ l - 2]flr 7^  [lo]s*
• Let id denote the null homotopy class of periodic loops of the iV-centre problem. In particular 
this class contains the constant loops: id =  [lm]e for all m G Ad.
• A t  will denote an action functional defined on A^(Ad) corresponding to a potential that is 
bounded above by zero and is standard strong force, see definition 1.1.2. For example, one 
could talce
I p T  N  p T
+  i | x ( t )  -  a j | .  w i t h  a  > 2.
• We will call a non-null homotopy class of loops composite if it can be expressed in the form 
0^ for some <p and some A; > 1. Here <i>^ is formed by concatenating the homotopy class 0 
with itself k times. The homotopy class id will be defined to not be composite.
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• Suppose that a  G Am> then we define g • a h y
{ g - a ) { t )= g ’ {a{t)), V £.
Further, for convenience, we define
G : A^ ( Ad) A^( Ad) ;
The map G induces a map on free homotopy classes of relative loops defined by
=  [G(a)]g.
For every relative loop 7  G A^{M ) we can associate a full loop 7 G(7 )...GI®I"^(7 ). In fact 
given 7  G A  ^ we define
P : A ^iM ) ^  A(Ad); 7  7 G(7 )...gI^I“ 1(7 )
and the set
S ^ { S g A^:  [/?(5)]e =  id}.
• For a  G Am (Ad) we define F{a) = ctg G Am. by:
a F{a) =  CKg =  u){g • a)w"^.
• The g-twisted action of 7ri(Ad,m) on itself is given by
a -P  = a~^Pag^ a,/3 G ■7ri(Ad,m).
6.3 A recap of the central results of [54]
• The number of connected components of the space of relative loops is equal to the number 
of orbits of the g-twisted action of the fundamental group 7Ti(Ad) on itself. More precisely: 
7To(A®(Ad)) =  7Ti(Ad,m)^ where 7Ti(Ad,m)^ is the set of orbits of the g-twisted orbits of 
7ri(Ad,m) on itself.
• If Ad is a K{ir^ 1) then the connected components of the relative loop spaces are also Ar(7r, l ) ’s, 
with fundamental groups isomorphic to the isotropy subgroups of the ^-twisted action of 
7Ti(Ad) on itself. Explicitly, given 7 ,w G Am (Ad) we have
^i(M g) =  ^ ( 7 ) =  {a e Am (Ad) : a~^^^{‘y)F{a) ^m #w(7)}- 
R em ark  6.3.1. The results are independent of the choice of u) G Am (Ad) and base point m  G A i.
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6.4 Coercivity
D efinition  6.4.1. Suppose 7  G  A^(Ad). Let
5{j) = mm inf |7 (£) -  Pi |, (6.1)
A (7 ) =  m ^ s iip  |7 (i) -  Pi I, (6 .2)
^ t
where Pi for i G  {1,..., N} are the positions of the N centres.
For standard strong force problems the following lemma holds:
L em m a 6.4.1. If 7% G is a sequence of relative loops such that 6(7 ,^) —> 0 as n  —> 00  then 
AriTn) —> 00 as n —> 0 0 ,
D efinition  6.4.2. Let LT{'y) =  j7 '(£)|d£.
L em m a 6.4.2. If k is the order of g and 7  G  A® (Ad) then
A (^(7 )) =  A (7 ), A kriP ii))  =  W r(7 ) '
D efin ition  6.4.3. Say that A t is coercive on a relative homotopy class of loops if for all sequences
7,1 in that class such that A(7 ,^ ) 00 as n 00 we have At{1v) 0 0 .
R em ark  6.4.1. Note that coercivity of A t is defined on connected components of A ,^ not on
connected components of Am- For any fixed m, At is coercive on all connected components of A^.
However this does not imply that A t is coercive on connected components of A^  =  UmevW Am.
We mention here some analytic points. Our action functional is of an W-centre problem whose 
potential is strong force and everywhere negative. It is bounded below and satisfies the Palais- 
Smale condition; for a proof of this we refer the reader to [1], If the action functional of the strong 
force W-centre problem is coercive on a homotopy class of relative loops then by the direct method 
(see subsection 1.1.8) that class contains a solution of the equations of motion. Thus by finding
classes on which the action functional is coercive we are also finding classes that contain solutions
of the equations of motion.
L em m a 6.4.3. We have that
At {i ) >
Proof. This follows from the fact that the potential is negative everywhere and an application of 
the Cauchy-Schwarz inequality to the kinetic contribution of the action. □
L em m a 6.4.4. If the action functional is coercive on the homotopy class [/3(7)]e then it is coercive 
on the relative homotopy class [7 ] .^
Proof. Suppose g has order A;, i.e. g^  =  e. Consider
C =  {rc G  [^(7)]e : ^  =  P{(f>) for some (f G  A^(Ad)}.
Since C C [;0(7)]e and AkT is coercive on [P{'j)]e it follows that AkT is coercive on C. Take a 
sequence of loops 7^ such that 7„ € [7 ]^  for all n and A(7„) 0 0  as n  0 0 . Then we have a
sequence /3(7n) € C  with A{P{jn)) =  ^ i ln )  —^ 0 0  as n ^  0 0 . Since AkT is coercive on C  it follows 
that AkTiPiln)) = kATi'ln) 0 0  as n —> 0 0 . Therefore ATijn) 0 0  as n —> 0 0 . □
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The converse of lemma 6.4.4 is false. For example, consider a 2-centre problem in the plane C with 
centres at ±1 and m =  0. Let g denote conjugation. Then the action functional is coercive on 
the homotopy class [Im]^ of relative loops. However At is not coercive on the free homotopy class 
[lmG(lm)]e =  id of loopS.
The action functional is coercive on all non-null homotopy classes of full loops.
Therefore the condition j  E S is necessary for At to not be coercive on [7 ] ,^ but is not sufficient.
If g is an isometry then there are three possible cases:
• g has order 1, so g =  e.
• g has order 2 , so is a rotation by tt or a reflection.
•  g has order > 2 , so g is a rotation.
D efinition  6.4.4. Let R  = {m E M : gm =  m}.
If P  7  ^ 0 then any element 7  G can be homotoped to an element, say 7 *, such that 7 * G
[7 ]^  n  A (A4) : in particular 7 *(0) =  7 *(T) = m E R. Moreover,
7 * G 5* 7  G (S'. (6.3)
The statement (6.3) follows because we can use the homotopy from 7  to 7 * to construct a homotopy 
from 7 G ( 7 ) . . . G I ^ 1~ ^ ( 7 )  to 7 *^(7 *)., . G I ^ I ~ ^ ( 7 * ) ,  s o :
[7<?(7)...G'®'-"(7)1. =  (7*G(7*)...Gl«'-H7*)le.
Note that for a given m E R  and 7  G A  ^ there is more than one choice of 7*. Furthermore these 
choices do not necessarily lie in a imique connected component of A®(A4). Consider the set:
O m i l )  =  { & G  7r o ( A ^ ( A 4 ) )  : [7 ]^  n  h  7^ 0 } .
Given any element h G 0 ^ (7 ), the set O m i j )  is the ^-twisted orbit of h.
6 .4 .1  C ase g ~  e
If g = e then we are considering periodic loops. The action functional is coercive on all non-null 
homotopy classes of loops and S — id.
6.4 .2  R ota tion s
P ro p o sitio n  6.4.1. If g ^ e and g is a rotation then
^ 1 0 if the point we rotate about coincides with a centre
ifni is the point we rotate about and m ^
The action functional At is coercive on all homotopy classes of g-relative loops i.e. all connected 
components of A^{M).
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Proof. Suppose 7  G A^(A4) where # i s a  rotation about a centre, say Pi. ï f  g ^  e has order 
k G  N\{1} then g turns through a +  ^ revolutions about P% where a, G  Z. Therefore P{-y) winds 
k{a +  | )  =  A;a +  1 times around Pi. It follows that, since k > 2 and a G  Z, P{'y) must wind a 
nonzero number of times around Pi. Therefore [/?(7 )]e ^  id. Thus 7 ^ 5 . Hence A t  is coercive on 
all homotopy classes of A^(A4).
So now suppose that the point we rotate about does not coincide with the position of a centre. Then 
R — {m} where m  =  gm  is the point that we rotate about. Furthermore G cyclically permutes all 
the generators of Pjv- Firstly we will show that S  =  Suppose that 7 G  A^. Then we know
that there exists 7* G  [7] g  H  A(A4) such that 7* G  5  ^  7 G  5 .  Suppose that:
b*]e =
Here, without loss of generality, we assume that [7 *]g is in reduced form so Cj 7  ^ Cj+i for j  G  
{1, ...,k — 1} and Nj 7  ^0 for j  G  {1,..., k}. Consider P{'y) — 'yG{'y)...G^^^~^('y). We have for 7* G  S' 
that [/3(7*)]e — id. Therefore:
=  id, (6.4)
where p is the permutation of centres induced by G. Notice that Cj 7  ^ cj+i for j  E {1,..., k — 1} ^  
p{cj) 7  ^p{cj+i) for j  E {1, ...,k — 1} since p is a cyclic permutation on all points. Therefore, due 
to the fact that distinct generators do not commute, in order for [/?(7 )]e to reduce to id we see 
that there must exist 0 < % < |p| — 2 such that p^{ck) =  p^'^^(ci). Thus Ck =  p(ci) and further 
N i = —Nk- Note that each square bracket must contain something of length > 2 . Equation (6.4) 
then becomes:
[ac^h..O;cfcli
Applying the same argument again we see that there exists 0 <  % < |g| — 2 such that p^(c/._i) = 
p^^^{c2). Thus p(c2) =  Cfc-i and fmther N 2 =  —Nk-i- By continuing in this fashion we find that:
Nr =  -N k+ i-r , Ck+i-r =  p(cr) for r E {1,..., k}.
This implies that k must be even for otherwise Nk+i = 0 which contradicts the fact that [7 *] g was 
written in reduced form. Therefore k = 2a for some a G  N and the general form of [7 *]g is:
%(% •
We note that these elements ai’e precisely those elements that can be written as a “ ^G(û;) for some 
a; indeed we can take a = Therefore S  = [lm]g. The set S  is the set of all candidates
for the action functional to be noii-coercive on. However the action functional is coercive on the 
class [lm]ÿ with g ^  e because if 7^ is a sequence in [lm,]g such that A(7„) 00 then P(7„) 00
and hence, by lemma 6.4.3, .At(7 ti) —> 00 as 72 00 . □
6 .4 .3  R e fle c tio n s
P ro p o sitio n  6.4.2. Let g denote reflection in the line I C  R^. Suppose we have centres Pi, P2, ..., Pj 
on I in that order from ^left’ to ‘right’. Suppose that m i is a point on I left of centre Pi, mj+i is
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a point on I right of centre Pj and ruk is a point on I between centre Pk-i and centre P/. for all 
/c e  { 2 , j}.  Then j+i~ LJ
The only homotopy classes 0/ ( A 4 )  that A t  is not coercive on are for k G {1, j  -{-1}.
Proof. To begin with we show that S  — [1,^ ..] .^ Suppose 7  G S'. For any m  E I — Ui=i Pi we
know that there exists 7 * 7  with 7 * G  A® (^A4) n  S'. Suppose that
[7*]e =
Then, for reflections, we have
[ 7 * G ( 7 * ) ] c =
We look at two different cases:
• k even. If k = 2a then for (6.4.3) to contract to id we must have:
Oa+i — P(^a+1—i)> 8'lT-d N^+i — for 2 = 1, ...,&.
Then:
[ 7 * 1 .  =  ( « % ' . . . < - )  ( « % , "  « % ) )  ■
This is of the form a “ ^G(o:).
• k odd . If fc =  2a +  1 then for (6.4.3) to contract to id we must have:
Oa+l ~  P(^a+l) and =  p(Cq,-|-2—,), =  iVa,_(-2—Î foi’ 2 =  2, ..., a +  1,
Then:
[7*1. =  ( " % .) - « % .) )  ■
If Na+i is even then this can be written as:
[ 7 * 1 .  =  '
which is of the form a~^G{a).
If Wo+i is odd then this can be written as:
[7 * ] e  =  f j  0: c . + i  ( c K o f c J L . IC a + 1  ^  p ( C a + l )  p { C a ) " ‘ p { c i }  J  ’
which is of the form a “ ^Q;c„ .^^G(a) where p(ca+i) =  Ca+i- Since Pc„+i E P, the relative 
homotopy class with respect to one base point, say mi E l — IJ  ^Pi is [Imjg with respect 
to another point m j E I — U, Pi where j  G {2 ±  1}.
Examining [Im^lg for A: G {1,..., j  +1} we see that A t  is coercive on these if and only if A: 7^  1,^ +  1, 
see figure 6 .1 . □
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mg
Pi
Figure 6 .1: Note how At is coercive on [l^ajg because we cannot hoinotope the relative loop off 
to infinity without At diverging. However At is not coercive on [l,n.Jg because we can hoinotope
■-mi off to infinity (simply by moving the loop further and further left) without At diverging.
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6.5 Homotopy type of homotopy classes of RPO s
111 this section we calculate the centralizers of the ^-twisted action. By using one of the central 
results of [54] this allows us to infer the homotopy type of the homotopy classes of relative periodic 
orbits.
L em m a 6.5.1. Given 7  G we have that a E Z(y) if and only if
7G(q;) ~rn 0 7 - (6.6)
Proof. We are looking for solutions for a  of
a#w(7)
Tliis gives
^rn a'yoj~^
But we have F{a) =  u){g ■ a)u)~^. So we get
7 (5  ■ a) «7
I.e.
7 G(a) «7-
R em ark  6.5.1. Note that if we have a  E Am{M) then G{a) E Agm{M). 
L em m a 6.5.2. (U/eez{[/^(7)]e}) H Ani(A4) is a subgroup of Z{'y).
Proof. We use equation (6 .6). Observe that
jG(p( y ) )  =  7 G(7 G(7 )...gIsI-1(7 )) = 7 G(7 )G"(7 )...gI«I(7 ) =
Notice that [^(7 )]e may be composite:
□
□
E xam ple 6.5.1. Consider the problem of two fixed centres with g a rotation by ir about the midpoint 
of the two centres, say m . Suppose 7  G A„,(A4) with [7 ]g =  o:ia;2« i so that [G(7 )]g =  0:20:10:2 and 
[P]e = [7 ]e[G(7 )]e =  («10:2)^, wMcJi is Composite.
L em m a 6.5.3. Suppose e G Am{Ni)- Then
E Z {j) if  and only if eE Z{j).
Proof, e E Z ( j)  <=> 7 G(e)7 "^ e (7<^(e)7“ ^)^ 4^ 7 G(e^)7 “  ^ G Z (j) . □
Lemmas 6.5.2 and 6.5.3 imply that:
L em m a 6.5.4. 0A„i(A4) is a subgroup 0/ ^ ( 7 ) where e is a root or power of[p{-y)]e.
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P ro p o sitio n  6.5.1. Consider "y G Am- I f g — e then
\F n if['y]e = id.
I f  g ^  e then:
y/ \ if 1 ^  Am\S,
(1  i f i e S
where 1 denotes the trivial group.
Proof. We have for elements a E Z(y) that;
a - 7 G ( a )  7  (6.7)
Suppose g = e. Then we have:
q;“ 7^Q: 7 . (6.8)
If [7]e =  id then (6 .8) is satisfied by all a E Am (A4) so ^ (7 ) = A2. If [7]g 7  ^id then a must be
in a homotopy class of loops that is a root or power of [7 ]g - otherwise it would imply a nontrivial
relation between generators of the free group, so Z{'j) = Z.
Now suppose that g ^  e. Applying for 2 =  0,1,..., |g| — 1 to both sides of (6.7) we obtain
f f ( a - i ) G ’(7)G ‘+ i ( ^ « ) f f ( 7 ) ,  (6.9)
Using (6.9) we obtain, by concatenation of relative loops, that
bl-i
n  G’(a - i) f f (7 )G ‘+ '(a )  J J  G‘(7 ). (6 .10)
4=0 4=0
The left hand side of (6.10) is:
a-:^7G(c%)G(a-^)G(7)G2(a)G^(Q!-i)...Gl^l-^(a-^)Gl^l-X7)a:-ma-^)0(7)a
because G*(a^)G*(a:"^) =  G^{aia~i) lgi„  ^ for all i, j  G  N, a  G  Am (A4).
The right hand side of (6.10) is P(j). Thus we have:
a -i/3 (7 )a  0(V -  (6 .11)
There aie two cases to examine:
(i) 7  e  A%,\P.
We have [/?(7)]e 7  ^id. It follows that any solution for a  is in a homotopy class of loop space 
that is a root or power of [ / ? (7 )]e>  for otherwise we would have a relation between generators 
which would contradict the definition of a free group. So using lemma 6.5.4 we know that 
the solutions of (6.7) are those elements of Am (A4) that lie in homotopy classes of loops that 
are roots and powers of [ / 3 ( 7 ) ] e -  Hence Z ( j)  =  Z.
( i i )  7 G  S '.
We have [ / ? ( 7 ) ]e  =  id. There are two subcases:
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(a) Suppose ^ ^  e is a rotation. We have S' 7  ^ 0 so by proposition 6.4.1 we know that g is 
not a rotation about a centre. Without loss of generality we talce m  to be the point we 
rotate about. Again by proposition 6.4.1 we have that 7  I m -  By (6.7) this gives 
G(û;) O’, a contradiction unless a >^ rn I m ,  because g ^  e. Thus Z{'y) = 1.
(b) Suppose g is a reflection. Then by proposition 6.4.2 we have that
7  G [Imils foi' some i € ( 1, ...,j + 1}.
We take m =  m,. Therefore a; G {a) implying a  Im- Thus Z ^j)  =  1.
□
6.6 Estim ate of the number of periodic orbits in some classes
The idea for this was presented in section 3.2.2 of [54] in an example. However the example, in 
which N  was taken to be 2 and g was taken to be a reflection, was not fully correct in that:
• coercivity was assumed to hold on some classes that it does not.
• it was stated that for g a reflection the g-twisted action is free. However this is not always 
true. If it were true then all isotropy subgroups would be trivial. However if we examine, for 
example, 7  =  0 :10:2 we find, by lemma 6.5.4, that {(o;io:20:j^^o;J^)^ : A: G Z} C Z{'y), which is 
certainly nontrivial.
The results of this chapter allow us to:
• amend the detail regarding coercivity,
• give the set of all those 7  with trivial isotropy subgroup,
• generalize the result to N  centres.
P ro p o sitio n  6 .6 .1 . Suppose that
{[lm]g if g ^  e is a rotation about a point m  that does not coincide with a centre[lrrifc]g) k G {2,..., j}  i f  g is a reflection and the {m/.} are as in proposition 6.4-2.
Then, assuming A t  is an S^-invajiant Morse function, a contains at least one critical orbit of 
Morse index 2r for every r  G N U {0}.
Proof. For the result in section 3.2.2 of [54] to work triviality of the isotropy subgroups and coer­
civity of the action functional are required. Therefore, by proposition 6.5.1, we see that the set of 
relative homotopy classes that we are interested in is:
S  =  {[7 ]g : 7  G (S' and A t  is coercive on [7 ]g}.
If ^ is a rotation then by proposition 6.4.1 and its proof, S =  { [ I m j g }  where m  is the point that we 
rotate about.
If 5  is a reflection and JV > 1 then by proposition 6.4.2 and its proof, E =  where m,
for i G {2, ...,j}  are as in proposition 6.4.2.
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If 7  E cr E s  then ^ ( 7 ) =  1 and a  is contractible by the central results of [54]. As in [54], we are 
assuming that A t  is an S^-invariant Morse function on the homotopy class. The critical points 
form orbits corresponding to performing phase-shifts. Restricting to this component of loop 
space, let the number of critical points of the action functional with Morse index 2 be n,. We have 
that the Poincare polynomial of is 1 + i  and that of the component is 1 (because its contractible). 
Here the Morse inequalities (1.6) are:
Y l  n i f{ l  4-£) -  1 =  (l +  £ ) ^ % f  
4 = 0  4 = 0
where % > 0 for all 2. This implies that
00 00 00 00
=  (1 +  £)"^ +  i.e. ^  ^  +  1 — £ 4- +  ...
4 = 0  4 = 0  4 = 0  4 = 0
It follows that rij > (—1)-^  for all j  >  0. □
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Chapter 7
Questions, Problem s and Projects
In this final chapter we present a selection of questions and problems prompted by this thesis.
There are many avenues open for further reseai'ch.
S ystem s w ith  p o ten tia ls
• Prove the monotonicity conjecture for defined on R+.
• Prove via an appropriate Taylor series expansion that the orbit bifurcates off the ‘p-circles’ 
orbit such that it has lower action than the ‘p-circles’ orbit, at least in the case that we are 
‘close’ to the bifurcation.
• Although we have proved that, up to phase-shifts, the action functional is nondegenerate on 
the p-circles orbits we have not proved that periodic orbits form nondegenerate critical 
orbits (with symmetry group generated by phase-shifts and rotations) away from bifurcations; 
do this or find some other method of showing that the Morse index is constant along these 
branches in the bifurcation diagrams.
• Studying systems with potentials — proved to be an interesting and educational toy that 
indirectly shed light onto the Kepler problem and, in particular, the Morse indices of Kepler 
elliptical orbits. However do the systems with 1 < o; < 2 relate to anything in the physical 
world?
P lanar M olecu lar A^-body problem
• For the 1-centre/2-body molecular problem we found that there were infinitely many different 
‘shaped’ orbits in any given homotopy class of loops (in particular’ they had different number 
of radial oscillations) provided one looked at all periods. Do analogous results hold more 
generally? Can we find any periodic solutions in the Lagrange class of choreographies of the 
molecular iV-body problem that are not relative equilibria?
• The numerics in chapter 3 for the molecular 2-body problem implied that the ‘critical period’, 
defined as the infimum over all periods for which periodic solutions exist, was achieved by 
a relative equilibrium. Does an analogous result hold in the Lagrange class of the planar 
iV-body problem? I.e. is the least period achieved by a relative equilibrium?
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• In this thesis we have proved, subject to a nondegeneracy assumption, the existence of critical 
points of the Lennard-Jones action functional in suitable tied classes of loops. An obvious aim 
is to prove that this nondegeneracy condition holds in general, or at least in a few interesting 
cases. For example can we prove that the minimiser of in the same symmetry class as the 
Chenciner-Montgomery Eight is nondegenerate up to some symmetries of B^?
• An alternative approach to the problem of proving the existence of a mountain-pass critical 
point in a class & is to find a manifold T  C  ^ and two loops za, 2!b E 0 such that:
(i) the action B^ is bounded below on T  by some c > 0,
(ii) all homotopies from za to zb pass through T,
(iii) m&x.{B^{zA),B^{zB)} < c.
A version of the mountain-pass theorem then says that a saddle critical point exists (but it 
is not necessarily in T). Such a method can be used in the generalized molecular 1-centre 
problem, see [27]. However it seems difficult to find an T that works for nontied homotopy 
classes of loops when iV > 2 or for any tied homotopy classes of loops when N  >2 .
There is no recipe for finding a suitable T. Moreover it is not necessarily true that such an T 
exists even if mountain-pass critical points do. Luca Sbano and the author have attempted but 
not succeeded in finding such X’s; however it is possible that more talented/ persistent/lucky 
individuals will succeed where we have failed.
• Recently software has been developed by Claudia Wulff and Andreas Schebesch (see [73]) that 
can be used for the continuation of periodic solutions as a system parameter is varied. Based 
on a ‘multiple shooting algorithm’, the algorithm is able to compute relative periodic orbits 
persisting from periodic orbits in symmetry breaking bifurcations and is able to numerically 
continue nondegenerate Hamiltonian relative periodic orbits under certain conditions. They 
have successfully used it to continue the famous Chenciner-Montgomery Eight choreography 
of the 3-body system to find ‘less symmetric Eights’.
Suppose we consider chorégraphie solutions of the molecular iV-body problem (which can be 
constructed by glueing RPOs together). We know these correspond to critical points of a 
functional B^ on the space of choreographies. When rj — 0 we have a strong force action 
functional. Given any homotopy class of choreographies 6 we can perform minimization of 
B^ with respect to a Fomder series representation of 6, similarly to [18]. For example one can 
use Moore’s algorithm, essentially a steepest-descent procedure (see [60]), applied to motions 
of 3 bodies in the same symmetry class as the Chenciner-Montgomery Eight. One possible 
project could be to use the Wulff-Schebesch algorithm to continue this solution to critical 
points of B^ for ?^ >  0 and hence to periodic solutions of the molecular W-body problem. As 
we approach the critical period from above we must have that A =  m axjj sup^ \ \x i ( t )  —  Xj { t ) \ \  
diverges and/or the solution tends towards a loop with collisions. Close to the critical period 
the solutions may have interesting shapes. Of interest will be periodic solutions in which the 
bodies pass close to one another and the repulsive nature of the potential at short distances 
becomes evident in the shape of the solutions.
• Do the results of chapter 5 have any applications in the semiclassical descriptions of molecular 
systems?
133
• Find (lower bounds on) the Morse indices of the saddle critical points of the molecular iV-body 
problem. The paper [24] might help.
• Which of the periodic solutions are stable?
• Another interesting problem is to classify relative equilibria of the molecular A’-body problem. 
This has already been done for A  G {1,2,3} in [25] and [26]. Can their method be generalized 
to A  > 3 or is another approacli required?
P lanar S ym m etric  N ew ton ian  2-cen tre prob lem
Make the treatment of the action spectrum and Morse indices of P I  orbits presented in 
chapter 4 more rigorous. In particular calculate the dimension of the kernel of the Hessian of 
the action functional for all elliptical orbits and orbits that bifiu'cate off it.
Find the Morse indices of P 2 orbits. The difficulty is that although fixing homotopy class 
fixes p bifurcations occur off ‘interproton’ collision orbit (rather than elliptical orbits as was 
the case for P I orbits).
• Find the Morse indices of P3 orbits. The difficulties aie that fixing a homtopy class does not 
fix p  or q and that we have no orbit with a loiown Morse index to track.
• Do our results on prime-period orbits have any applications, perhaps in connection with the 
study of the motion of artificial earth satellites?
• Suppose we look at the planar 2-centre problem with potential
The Newtonian problem corresponds to ct =  1. Let W r  denote the set of all homology classes 
with homology (a,&) G  I?  where m ax{|a|,[6|} < R, Let C r  denote those elements of W r  
that contain at least one periodic solution. We consider the quantity i/ =  limiî_^oo | ^ |  • It 
may be interesting to investigate what happens to u as the a  in (7.1) is increased from 1 to
2 . We know that f 0 when a  =  1, u = <y 1 when a  =  2 .
However, is u continuous as a function of a  for 1 < a  < 2? In particular are there dis­
continuities of z/ at a  =  1 or o: =  2? The fact that i/ = 0 when a  =  1 can be interpreted 
as a ‘sparsity’ of homology classes of loops of the Newtonian 2-centre problem that contain 
periodic solutions. Our analysis in chapter 4 suggests this is due to the integrability of the 
system. However we also know that it is related to the weakness of the Newtonian potential; 
i> = 1 when CK > 2 because A-centre systems with strong force potentials that are bounded 
above admit periodic solutions, given by minimizers, in every non-null homotopy class of 
loops. This suggests a possible proof of non-integrability of strong force A-centre problems; 
if one could show that integrability of a system necessarily results in f/ <  1 this would prove 
nonintegrability.
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• Make theorem 4.4.1 shaiper. In particular describe H2 precisely rather than describing it as 
a subset of a larger class. This is possible if it can be shown that the time taken to go from 
77 =  —2 to r; =  + 2  is the same as from 4-2 to —2 . Also describe what ‘types’ of orbits exist 
in each element of H2 .
N ew to n ia n  A -b o d y  problem
• Ferrario and Terracini in [36] found a subset of classes of the Newtonian problem that do 
contain periodic solutions - can we describe a subset of classes that don’t? Tliis ‘nonexistence 
question’ is not mentioned in the literature, presumably because either it is considered unin­
teresting or there are not yet any satisfactory answers. The best that this thesis has managed 
is some proofs for the planar symmetric Newtonian 2-centre problem (which is integrable and 
therefore ‘easy’) and tied classes of loops of the molecular A-body problem for small periods. 
One strategy for constructing a nonexistence proof is to show that for all x  in your space of 
loops there exists u such that dAT[x]{u) ^  0 (in chapter 5 we took u = x).
* We have already seen, in the case A  =  2 , how the existence of periodic solutions in homotopy 
classes of loops of A-centre problems with Newtonian potentials can depend on the value of 
the period. Other preliminary studies by the author (not included in this thesis) suggest that 
low period is, in general, a hindrance to proving the existence of solutions and, in particular, 
finding collision-free minima. However for large periods the kinetic contribution to action 
becomes ‘less significant’ and it appears that a combination of this observation and Marchal’s 
theorem may allow for a proof of periodic solutions in some symmetry/homotopy classes of 
loops. A possible project is to use this idea to construct periodic solutions of the Newtonian 
A-centre problem. Can a systematic approach be formulated? How do these results compar e 
with [11]?
• Many more open problems on the Newtonian A-body problem can be found in [58].
R ela tiv e  P er iod ic  O rbits
The fundamental group of the configmation space of the planar A-body problem is the 
colomed braid group. It is harder to manage than the free group on A  generators and, in 
particular, centralizers with respect to the g-twisted action are difficult to compute. A better 
understanding is needed; articles such as [10] may help. One possible alternative approach to 
finding centralizers is to use a software package called ‘Magnus’, see [8]. Magnus is concerned 
with experiments and computations on infinite groups which in some cases are known to 
terminate, while in others are known to be generally recursively unsolvable.
In [54] the category of a space was used to estimate the number of critical points in homotopy 
classes of relative loops. As suggested at the end of their paper, C-equivariant category 
theory could be investigated to take into account that in general we are dealing with action 
functionals that are G-invariant (due to phase-shifts, rotations and other symmetries). Is the 
paper [52] helpful?
Ü
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M aslov Indices
• 111 this thesis we have looked at Morse indices as a way of gaining insight into the structure 
of the action functional. Another important index is the so-called Maslov index. The Maslov 
index appears in semiclassical Gutzwiller type trace formulae (see [12]) for describing the 
quantum energy density of systems exhibiting chaotic Hamiltonian dynamics in the classical 
limit. Maslov indices are also relevant to classical mechanics as an invariant object on invariant 
tori (see [5]); they are related to the stability of periodic orbits, see [61] and to singular' points 
of the energy-momentum map, see [37]. The relationship between has been studied for closed 
geodesics (see [4], [56], [23] and [44]). What is the relationship between Morse and Maslov 
indices for A-body systems?
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