This paper addresses the application of Self-adaptive Global Best Harmony Search (SGHS) algorithm for the supervised training of feed-forward neural networks (NNs). A structure suitable to data representation of NNs is adapted to SGHS algorithm. The technique is empirically tested and verified by training NNs on two classification benchmarking problems. Overall training time, sum of squared errors, training and testing accuracies of SGHS algorithm is compared with other harmony search algorithms and the standard back-propagation algorithm. The experiments presented that the proposed algorithm lends itself very well to training of NNs and it is also highly competitive with the compared methods.
Introduction
Nowadays, NNs are receiving high attention from the international research community due to its impressive properties such as adaptability, ability to generalize and learning capability. With the NN architecture fixed, training is an iterative process that continues until we can achieve "close to the desired" output by adjusting the network weights accordingly [1] . One of the most popular training algorithms in the domain of NNs is the back-propagation (BP) technique which is a gradient-descent method to minimize the mean-squared error between the desired outputs and the actual outputs for the particular inputs to the NNs. However BP has two disadvantages; the first one is that it requires a differentiable neuron transfer function and the second one is the high possibility to converging into local minima. NNs generate complex error surfaces with multiple local minima and BP tend to become trapped in local solution that is not global [2] . To cope with local minimum problem, many global optimization techniques have been adopted for the training of NNs like genetic algorithms [3] , ant colony optimization [4] , particle swarm optimization [5] , differential evolution [6] and artificial bee colony algorithm [7] . Harmony search (HS) algorithm which draws its inspiration from the improvisation process of musicians also adopted for the training of NNs. Kattan et al. [1] used a variant of improved harmony search algorithm to train NNs for binary classification. They reported that HS performed better than the standard BP method. In this paper, application of self-adaptive global best harmony search algorithm which was initially proposed by Pan et al. [8] is applied for training feed-forward NNs. SGHS algorithm employs a new improvisation scheme and an adaptive parameter tuning methods. A suitable data representation for ANN is adapted to SGHS algorithm. Self-adaptive global best harmony search algorithm for training NNs is not only applied to binary classification problems it is also applied to n-ary classification problem. Results obtained from training of NNs by SGHS algorithm is compared with the results of the standard BP, standard HS, improved harmony search (IHS), modified improved IHS and global best harmony search (GHS) algorithms. Obtained results presented that SGHS algorithm is a promising candidate for training feed-forward NNs.
A short overview of the employed algorithms

Feed-forward neural networks
Feed-forward NNs are the most popular and most widely used models in many practical applications. The processing elements (neurons) of feed-forward NNs are grouped into layers (input, hidden and output layers). In feed-forward NNs signals flow from the input layer through the output layer by unidirectional connections, the neurons being connected from one layer to the next, but not within the same layer [9] . Information flow from input layer to output layer is achieved by hidden layers by using weights and activation functions.
Harmony search algorithms
In HS algorithms a population is called "Harmony Memory (HM)" and each solution vector in HM is named as "harmony". The harmony search is governed by three rules: memory consideration rule, pitch adjustment rule and random selection. Generally HS has five parameters which are harmony memory size (HMS), harmony memory consideration rate (HMCR), pitch adjustment rate (PAR), distance bandwidth (BW) and number of improvisations (NI). HMS is the number of solution vectors in HM. HMCR controls the balance between exploration and exploitation and takes values between 0 and 1. If memory consideration rule is performed, PAR determines whether further adjustment is required according to BW parameter and can be visualized as local search. BW is the step size of the PAR parameter and lastly NI is the termination condition of the harmony search. The HS algorithm is initially proposed by Geem et al. in 2001 [10] . In HS algorithm an initial population is randomly generated and stored in a HM. New candidate harmony vector is improvised by applying memory consideration rule, pitch adjustment rule and random selection. Then candidate harmony is compared with the worst harmony vector in the harmony. If candidate harmony is better than the worst harmony, the worst harmony vector is replaced by the new candidate harmony vector thus HM is updated. This process is repeated until a specified termination criterion is met (NI).
Due to the fact that PAR and BW parameters of HS control the convergence rate and the ability for fine-tuning Mahdavi et al. [11] proposed the improved version of harmony search algorithm. Unlike HS algorithm which uses fixed values of PAR and BW parameters, IHS algorithm dynamically updates values of PAR and BW. Kattan et al. [1] presented a variant of IHS algorithm for training NNs. In modified IHS, PAR and BW parameters are determined dynamically based on the best-to worst harmony ratio in the current harmony memory instead of the improvisation count. Authors mentioned that this would be more suitable for training NNs since parameters and termination would depend on the quality of the attained solution. Omran and Mahdavi [12] proposed the GHS algorithm where concepts from particle swarm optimization are borrowed to enhance the performance of the HS. GHS algorithm modifies the pitch adjustment rule of the HS such that the new harmony can consider the best harmony in the HM. For more details on basic HS, IHS, modified IHS and GHS algorithms readers can refer to [1, [10] [11] [12] respectively. Lastly inspired from the GHS algorithm Pan et al. [8] proposed the SGHS algorithm which employs a new improvisation scheme and an adaptive parameter tuning method. In improvisation process, they used a modified pitch adjustment rule to well inherit good information from the best harmony vector and a modified memory consideration rule to avoid getting trapped in a locally optimal solution.
The SGHS algorithm
SGHS algorithm uses fixed user-specified values of HMCR and NI. HMCR and PAR parameters are dynamically adapted to a suitable range by recording their historic values corresponding to generated harmonies entering the HM. By assuming HMCR and PAR values are normally distributed, SGHS starts with HMCR and PAR values generated according to the normal distribution. During the evolution, HMCR and PAR values of generated harmony vector that replaced the worst member in the HM are recorded. After a specified number of iterations (LP: learning period) means of HMCR and PAR are recalculated by averaging the recorded values. By using new means and given standard deviations new HMCR and PAR values are produced and used in the subsequent iterations. This process is repeated until reaching the maximum number of improvisations. Also BW parameter is dynamically changed with the increase of generations to well balance the exploration and exploitation of the SGHS algorithm. Equation (1) 
The general procedure of the SGHS algorithm can be summarized as follows [8] :
Step 1: Set parameters HMS, LP, NI, HMCRstd and PARstd
Step 2: Initialize BWmax, BWmin, HMCRmean and PARmean
Step 3: Initialize HM from a uniform distribution as below and evaluate it. Set generation counter lp=1
Xi(j)=LBj(j)+r×(UBj-LBj) for j=1,2,…,n and i=1,2,…,HMS, where r (0,1) Step 4: Generate HMCR and PAR according to HMCRmean and PARmean. Yield BW according to BWmax and BWmin
Step 5: Improvise a new harmony Xnew as follows:
For (j= 1 to n) do If (r1<HMCR) then Xnew(j)=Xa(j)±r×BW where r and r1 (0,1) If (r2<PAR) then Xnew(j)=Xbest(j) r2 (0,1) Endif Else Xnew(j)=LBj(j)+r×(UBj-LBj) where r (0,1) Endif Enddo
Step 6 Step 8: If NI is completed, return the best harmony vector Xbest in the HM; otherwise go back to step 4
Training NNs via SGHS algorithm
The process of training feed-forward NNs mainly consists of determining the weights of the connections between the neurons which decreases the NNs Sum of Squared Errors (SSE). SSE is the common termination criteria in BP and is the difference between the current obtained output and the real output value. SSE can be computed by using equation (2 (2) Since the weights of NNs are real-valued, SGHS algorithm can be used to train feed-forward NNs which especially proposed for continuous optimization problems as in this case. In presented SGHS algorithm separate data strings are used to represent weights of input through hidden layer processing elements, hidden through output layer processing elements, hidden biases and output biases as used in [13] . Fitness function of SGHS algorithm is the minimization of SSE. The two commonly used classification datasets from UCI (University of California at Irvine) Machine Learning Repository (http://mlearn.ics.edu\MLRepository.html.) are used to test the performance of the SGHS algorithm for training of NNs. The main characteristics of the datasets are summarized in Table 1 .
A well known ten-fold cross-validation procedure is applied to datasets while analyzing the performance of the SGHS algorithm. A 3-layered feed-forward NNs architecture that uses sigmoid activation function is designed for the two datasets. 8 and 3 processing elements in hidden layers are used for WBC and Iris datasets respectively.
For comparison, feed-forward NNs is also trained with the standard BP, standard HS, IHS, modified IHS and GHS algorithms with the same NN architecture and objective function. All algorithms are coded and executed on the same computer. Table 2 shows the parameter settings of all HS algorithms including SGHS algorithm. In order to analyze and compare the training capability of the SGHS algorithm four performance metrics are taken into consideration. These are overall training time, sum of squared errors, training accuracy and testing accuracy. Table 3 shows the minimum, average, maximum, standard deviation of the four performance metrics of the SGHS algorithm and compared algorithms. As can be seen from Table 3 training times of compared algorithms are similar, all algorithms can train feed-forward NNs in short times. BP and SGHS algorithm finds lower SSE values than the other algorithms in respect to SSE metric. Training times of modified HIS and SGHS algorithms are better than HS, HIS, GHS and BP algorithms. If testing accuracy metric is considered, the presented SGHS algorithm finds higher testing accuracies than the BP and the other HS algorithms. This means that SGHS algorithm can classify the unseen examples better than the compared algorithms. 
Conclusion
In this paper, a novel harmony search algorithm (SGHS) is employed to train NNs. The presented algorithm is empirically tested and verified by training feed-forward NNs on a binary and a n-ary classification problems. Performance of the algorithm is compared with basic HS, IHS, Modified IHS, GHS and BP algorithms with respect to overall training time, SSE, training accuracy and testing accuracy. Experimental results show that SGHS algorithm can train feed-forward NNs in a short time with a reasonable SSE. Moreover, when compared with the other algorithms SGHS algorithm can learn from examples and can classify unseen patterns better than BP, HS, IHS, Modified IHS and GHS. Consequently, SGHS algorithm is found as a promising candidate to train feedforward NNs for classification problems.
