Vertebral fractures are common in the elderly, but efforts to reduce their incidence have been hampered by incomplete understanding of the failure processes that are involved. This study's goal was to elucidate failure processes in the lumbar vertebra and to assess the accuracy of quantitative computed tomography (QCT)-based finite element (FE) simulations of these processes. Following QCT scanning, spine segments (n ¼ 27) consisting of L1 with adjacent intervertebral disks and neighboring endplates of T12 and L2 were compressed axially in a stepwise manner. A microcomputed tomography scan was performed at each loading step. The resulting time-lapse series of images was analyzed using digital volume correlation (DVC) to quantify deformations throughout the vertebral body. While some diversity among vertebrae was observed on how these deformations progressed, common features were large strains that developed progressively in the superior third and, concomitantly, in the midtransverse plane, in a manner that was associated with spatial variations in microstructural parameters such as connectivity density. Results of FE simulations corresponded qualitatively to the measured failure patterns when boundary conditions were derived from DVC displacements at the endplate. However, quantitative correspondence was often poor, particularly when boundary conditions were simplified to uniform compressive loading. These findings suggest that variations in trabecular microstructure are one cause of the differences in failure patterns among vertebrae and that both the lack of incorporation of these variations into QCT-based FE models and the oversimplification of boundary conditions limit the accuracy of these models in simulating vertebral failure.
Introduction
Fractures of the vertebra are the most common type of fracture in elderly persons [1] and are associated with the elevated risk of hip fractures and additional vertebral fractures [2] [3] [4] . In terms of health care expenditures, loss of productivity, and mortality, the burden of these fractures is large: for example, women suffering vertebral fractures have a 20% greater risk of death in the subsequent 5 year period [5] . Bone mineral density (BMD), an estimate of the average density in the vertebra, is presently the cornerstone of clinical estimates of individual's risk of vertebral fracture yet is recognized as insufficient [6] . Considering that the vertebra is a complex, load-bearing structure, the search for better predictors of when vertebrae fracture (e.g., the force at which fracture will occur) would benefit from establishing how they fracture (i.e., the failure process). Defining where failure initiates, where it propagates, and what factors control these processes of initiation and propagation would identify characteristics of the vertebra beyond BMD that influence bone strength and fracture risk. These insights would feed the development of better predictors of vertebral fracture.
Although numerous prior studies have examined whether various structural features of the vertebra correlate with its stiffness and strength, only a small subset has examined how these features associate with the failure process. Features such as curvature of the anterior cortex, cortical thickness, endplate curvature, trabecular microstructure, and heterogeneity in the distribution of bone density throughout the centrum have been found to correlate with vertebral strength [7] [8] [9] [10] [11] [12] or fracture severity [13] independent of average bone density. In regard to the failure process, studies have used sequences of radiographs or computed tomography scans acquired during mechanical testing of vertebrae to identify how the vertebra deforms as it reaches and exceeds the ultimate point. These studies have indicated that the endplate deflection is a principal feature of the failure process, and that the locations of large deflection and collapse of the endplate are associated with endplate porosity and the underlying trabecular microstructure [14] . Taken together, these studies provide evidence that the local microstructure of the vertebra influences how and where collapse of the vertebra initiates and progresses.
Failure processes in vertebrae have also been investigated using finite element (FE) modeling [15] [16] [17] [18] . However, the conclusions from these studies are varied, and the modeling approaches taken in these studies have not been fully validated for examining failure processes in bone. The need for validation is perhaps greatest for "patient-specific" FE models, i.e., models build from a quantitative computed tomography (QCT) scan of an individual's spine, because of the demand for using these models in a wide range of applications, including evaluating osteoporosis treatments [18] , fracture risk [16, 17] , sex-related differences in bone strength [19] , and surgical interventions such as vertebroplasty [20] . While QCT-based FE models have provided good predictions of vertebral strength, stiffness [16, [21] [22] [23] , and fracture risk [18, 24] , their performance in replicating the failure process in vertebrae is less well established. Early work assessing this aspect of accuracy was limited to twodimensional studies [25] [26] [27] , examination of only surface strains [25, [28] [29] [30] , or qualitative comparisons of regions of large deformation [31] . A recent quantitative, three-dimensional comparison in thoracic vertebrae found errors as high as 280% in the FE predictions of local displacements [32] . Experimental studies of failure processes in the spine are, thus, needed both to develop an understanding of these processes and to gauge the fidelity of QCT-based FE models in capturing the true biomechanical behavior of the vertebra.
The overall goal of this study was to elucidate failure processes in the lumbar vertebra and to assess the accuracy of QCT-based FE simulations of these processes. Our specific objectives were (1) to quantify the strains occurring throughout the entire vertebral body during compression loading up to and beyond the yield point, (2) to determine how the failure patterns (i.e., the locations of large strains at the yield point) associate with local microstructure, and (3) to quantify accuracy of QCT-based FE predictions of the failure patterns.
Methods
Specimen Preparation. Spine segments (n ¼ 27) consisting of L1 with adjacent intervertebral disks and neighboring endplates of T12 and L2 were harvested from fresh-frozen human spines (age range: 41-91 years, mean6standard deviation: 80.5610.4 years, 13 female and 14 male). The posterior elements were removed in order to allow the spine segment to fit within the mechanical loading device, as described later. The top and bottom endplates of each specimen were potted in circular dishes filled with 2-4 mm of polymethylmethacrylate ( Fig. 1(a) ). The spine segments were kept hydrated at all times and were wrapped in saline-soaked gauze at À20 C when not in use. QCT imaging; (c) mechanical loading within a radiolucent device, and lCT scanning, at each loading step Fig. 2 (a) The trabecular microstructure was quantified in each of multiple 5 mm cubes per vertebra (the locations of these cubes in a representative transverse lCT slice are shown at the top left), and each cube was assigned to one of the 27 regions of the vertebral body (top right), defined by dividing the vertebral body in thirds along each anatomic direction (bottom row). The gray shading that depicts the anatomic regions is for visualization only and does not indicate systematic regional differences in densities. (b) The hexahedral regions for DVC analysis were defined by using the first lCT scan to define the surface of the vertebral body and then creating a hexahedral mesh. (c) The QCT-based FE models of the vertebrae were created from the QCT scans by first coarsening the QCT images by a factor of two in each direction, and then, following creating of a mask that defined the outer boundary of the vertebral body, performing a direct voxel-to-element conversion, resulting in 10,000-26,000 cubic elements per model.
QCT Imaging. Each specimen was scanned using a GE Lightspeed VCT system (GE Healthcare, Waukesha, WI; 120 kV, 240 mA, 0.32 mm in-plane resolution, 0.625 mm slice thickness, bone kernel reconstruction) ( Fig. 1(b) ). Each specimen was held in a radiolucent fixture and immersed in degassed water. The scan axis was aligned with the superior-inferior direction of the specimen. A three-component, calcium hydroxyapatite phantom of densities 150, 75, and 0 mg/cm 3 (Image Analysis, Columbia, KY) was included in the scan field of view and was used to convert intensity values into mineral densities.
Mechanical Testing and Microcomputed Tomography (lCT) Imaging. Each specimen was placed in a customdesigned, radiolucent, loading device ( Fig. 1(c) ). A 22 kN load cell (LLB450, Futek Advanced Sensor Technology, Irvine, CA) was placed in the loading device beneath the specimen to record the axial force applied at each load increment. The cup was filled with 60% saline and 40% of 25% ethyl alcohol to maintain hydration of the specimen while also slowing decomposition. After ten cycles of preconditioning to 400 N, the vertebra was scanned via lCT (lCT80, Scanco Medical, Br€ uttisellen, Switzerland) at a resolution 37 lm/voxel. The settings for voltage, current, and integration time were 70 kVp, 114 mA, and 300 ms, respectively. The specimen was then compressed axially in a stepwise fashion by turning the top screw cap (one step ¼ 1 mm applied at 0.25 mm/s). Following a 20 min hold period to allow for the load to equilibrate, the specimen was imaged at each step using the same settings as the initial scan. Stepwise loading was continued until the ultimate force was reached ( Fig. 1(c) ).
Quantification of Trabecular Microstructure. Using the pretest lCT scans, bone volume fraction (BV/TV), apparent density (q app ), trabecular separation (Tb.Sp*), trabecular number (Tb.N*), connectivity density (ConnD), degree of anisotropy (DA), and structural model index (SMI) were calculated (Scanco Medical) for 5-mm cubic regions located throughout the centrum, in order to quantify the spatial variation of microstructure within and among coronal, transverse, and sagittal planes ( Fig. 2(a) ) [33] . Measurements of trabecular thickness (Tb.Th*) were not used in this study, because the ratio of the measured values of Tb.Th* to Fig. 3 Distributions of minimum principal strain corresponding to the three observed categories of the progression of deformation: For each category, the minimum principal strain is plotted on the whole vertebra (top row) and midsagittal cut-away views (bottom row) for the load steps marked "a," "b," "c," and "d" on the load-displacement curve. Increment "c" was identified as the yield point.
voxel size did not exceed the minimum recommended by the system manufacturer.
Quantification of Strains Throughout the Vertebra. Strains occurring throughout each L1 vertebra during mechanical testing were measured experimentally using a previously published method [34] . Briefly, this method entails using image registration (Scanco Medical) to align the stacks of lCT images from different load increments, creating a mask and an accompanying mesh that subdivides the vertebral body into hexahedral regions approximately 5 mm on a side (IA-FEM, The University of Iowa, Iowa City, IA) ( Fig. 2(b) ), and then computing the displacements and strain occurring within each region at each load increment via a custom digital volume correlation (DVC) technique [35] . This technique works by tracking the movement of the nodes of the mesh from one load increment to the next; this movement can be tracked because the porous, irregular microstructure of the vertebral trabecular bone and cortex bestows each region with a unique grayscale appearance, or "texture," in the lCT images. The displacement field was assumed to vary linearly within each region, and the green strain was computed for each region from the displacement field. The measurement error for the displacements was estimated as 15 lm, which was the mean displacement error obtained from using the DVC technique on a pair of repeated lCT scans of a vertebra, one of which was shifted artificially by 74 lm (two voxels). The corresponding measurement error for strain was 0.0007.
The DVC measurements of displacement were also used to calculate the stiffness of the L1 vertebra. First, the average axial displacement of each L1 endplate was computed by averaging the axial displacements of the nodes located along the endplate. Then, the change in vertebral height (i.e., the total displacement applied only to the L1 vertebral body) was calculated as the difference between the average displacement of the superior and inferior L1 endplates at the yield point. The yield point was defined as the increment after which there was a change in the slope of the load-displacement curve (indicated by "C" on the loaddisplacement curves in Figs. 3 and 4) . Vertebral stiffness was calculated as the ratio of the total applied force to the change in vertebral height. Fig. 4 Distributions of maximum shear strain corresponding to the three observed categories of the progression of deformation: For each category, the maximum shear strain is plotted on the whole vertebra (top row) and midsagittal cut-away views (bottom row) for the load steps marked "a," "b," "c," and "d" on the load-displacement curve. Increment "c" was identified as the yield point.
FE Analyses. Finite element models were generated from the QCT images following coarsening of the images to 1.24
The outer boundary of the vertebral body was defined using a semi-automated segmentation technique (Amira 5.4, Visage Imaging, Inc., San Diego, CA) ( Fig. 2(c) ). Each voxel was converted into a hexahedral finite element. The element size was chosen based on a previous study where numerical convergence was examined [22, 36, 37] . Linear, transversely isotropic elastic properties were assigned based on the local value of bone mineral density [36] . Any negative values of elastic modulus produced by this assignment, which can happen in regions with large amounts of fatty tissue, were set to 0.0001 MPa [22] .
Two sets of boundary conditions were applied separately (Fig. 5) . In the first, the DVC-measured values of endplate displacement at the yield point were applied to the superior and inferior endplates in the model ("experimentally matched loading"). In the second, the superior endplate in the model was uniformly displaced downward by an amount corresponding to the experimentally measured change in vertebral height at the yield point, while the inferior surface was fixed in all three directions ("uniform compression loading"). The second set of boundary conditions was, thus, a simplified, idealized version of the first, and also one that would be feasible for patient-specific FE modeling in the present day.
For comparison to the experimentally measured values of vertebral stiffness, the FE-computed stiffness of the L1 vertebra was calculated using the sum of the reaction forces in the axial direction divided by the average displacement applied at the endplates.
Statistical Analyses. Digital volume correlation calculated strains (minimum principal strain and maximum shear strain) for each of the hexahedral volumes and microstructural properties for each of the 5 mm cubes were grouped by location within each of the three anatomic planes (Fig. 2(a) ). The dependence of each of the outcome variables (e.g., a type of strain or microstructural property) on anatomic location was determined by carrying out a repeated-measure analyses of variance for each of the three anatomic groupings and, when necessary, was followed by Wilcoxon signed-rank test for post hoc pairwise comparisons (JMP 10.0, SAS Institute Inc., Cary, NC). Subsequently, to examine whether the regions of high strain occurred preferentially in locations with certain microstructural characteristics (e.g., low BV/TV), analyses of covariance were used to examine the dependence of minimum principal strain and maximum shear strain on a given microstructural property (the covariate), anatomic location (defined by transverse plane or coronal plane), and sex.
The FE-computed and experimentally measured axial displacements were compared point-by-point throughout each L1 vertebral body using linear regression and paired t-tests (JMP 10.0, SAS Institute Inc., Cary, NC). In these analyses, each measurement of displacement was paired with the average of the FE nodal displacements within the 5 mm region at the corresponding location. This region-averaging was necessary because the finite elements were smaller than the DVC regions. The effect of boundary conditions on the accuracy of the FE-computed displacements was determined by first computing, for each specimen, the median percent difference (i.e., median error) between measured and FEcomputed displacements for each set of boundary conditions, and then comparing via a paired t-test, the median errors for experimentally matched versus uniform loading boundary conditions. The FE-computed and experimentally measured values of vertebral stiffness were compared using linear regression and paired t-tests.
A significance level of 0.05 was used for all statistical analyses and Bonferroni correction was used when applicable.
One sample was excluded from this study due to an error occurring during mechanical testing (male, age 82). All of the remaining samples (n ¼ 26) were used for examining failure patterns, because the strains occurring in the vertebra exceeded the error threshold (0.0007). However, for the comparison of measured and FE-computed displacements, an additional nine samples were excluded (leaving n ¼ 17) because the former did not exceed the error threshold (15 lm). For the comparison of measured and computed vertebral stiffnesses, only an additional seven samples were excluded (leaving n ¼ 19), because in these seven samples the average endplate displacement did not exceed the error threshold.
Results
Progression of Vertebral Failure. The progression of deformation throughout the vertebra fell into three general categories (Figs. 3 and 4 , Supplemental Figure 1 which is available under the "Supplemental Data" tab for this paper on the Digital Collection). In the first category (12 of the 26 specimens; six male, six female), large compressive and shear strains initiated in the inferior/midtransverse cortex and periphery of the trabecular centrum and then propagated superiorly and posteriorly through the middle of the centrum and into the posterior-superior regions (Figs. 3(a) and  4(a) ). In the second category (10 of the 26 specimens; five male, five female), the largest compressive and shear strains occurred initially in the central superior endplate and then became concentrated in the anterior and posterior cortices (Figs. 3(b) and 4(b) ). In the third category (four of the 26 specimens; two male, two female), the large compressive strains were first seen at the superior, anterior region of the vertebra. The locations of large compressive and shear strain then propagated inward toward the middle of the centrum, and in some specimens, intensified in the anterior aspect (Figs. 3(c) and 4(c) ).
Despite the differences in the progression of deformation among the three categories, however, there were some common features among them. Up to the yield point, the large strains were localized within only a small to moderately sized region of the Fig. 5 Determining the boundary conditions for experimentally matched loading and uniform compression loading: The color map in the top row represents the displacement field measured by DVC (shown only on the surface of the vertebra). Dh is the change in the vertebral height, calculated as described in the text. For experimentally matched loading (bottom left), the displacements (represented as black arrows) at discrete points across the endplates (outlined in black) were obtained from DVC results. For uniform compression loading (bottom left), a uniform displacement of magnitude Dh was applied to the superior endplate, while the inferior endplate was fixed.
vertebra, whereas immediately following the yield point, there was a marked increase in the total size of the regions with large strain. Averaged over all vertebrae, strains at the yield point were highest and lowest in the superior and inferior thirds of the centrum, respectively (p < 0.001; Figs. 6(a) and 6(b)). These regional differences mirrored those in Tb.N* and Tb.Sp* but not any of the other parameters of trabecular microstructure (Figs. 6(c)-6(f) ).
The magnitudes of maximum shear strain and minimum principal strain at the yield point were correlated with one another for the majority of the specimens (n ¼ 23, R 2 ¼ 0.70 6 0.20, p 0.035; for the remaining n ¼ 3, R 2 ¼ 0.08 6 0.05, p > 0.081) ( Fig. 7(a) ). The direction of the minimum principal strain tended to be oblique to the loading axis (superior-inferior direction; Fig. 7(b) ). 
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Transactions of the ASME Fig. 7 Directionality of the minimum principal strain within one representative vertebra: (a) minimum principal strain versus maximum shear strain (each data point represents one hexahedral region and (b) histogram showing the distribution of the direction of the minimum principal strain for the same vertebra whose strains are shown in (a). A value equal to 0 deg or 180 deg would indicate that the minimum principal strain in that hexahedral regions is aligned with the superior-inferior direction.
Fig. 8 Comparison of the experimentally measured displacements and strains at the yield point to the FE-computed values, for one vertebra: (a)-(c) measured and FE-computed axial displacements (z-direction), (d)-(f) midsagittal cut-away views of (a)-(c), (g)-(i) measured and FE-computed minimum principal strains, and (j)-(l) midsagittal cut-away views of (g)-(i)
Associations Between Vertebral Failure Patterns and Spatial Distributions of Trabecular Microstructure. The distributions of strain occurring throughout the vertebra at the yield point were associated with several features of the trabecular microstructure. Low values of ConnD and Tb.N*, and high values of Tb.Sp*, were associated with large magnitudes of compressive and shear strains regardless of whether the regions were grouped according to transverse or coronal planes (p < 0.006) (Fig. 6) . High values of DA were associated with large compressive and shear strains, and low values of SMI were associated with large compressive strains, only when grouped according to coronal plane (p < 0.004) (See Supplemental Figure 2 which is available under the "Supplemental Data" tab for this paper). Further, there was an interaction between SMI and coronal plane (p ¼ 0.008) in that the association between SMI and compressive strain was found in the anterior and middle (p < 0.032), but not posterior (p ¼ 0.734), coronal planes. No associations were found between BV/TV and the strains in any of the anatomical planes (p > 0.093).
The inclusion of sex as a factor in the analyses of covariances that examined associations between the distributions of strains at the yield point and the distributions of trabecular microstructure allowed us to examine the possibility of differences in failure patterns between male and female vertebrae. There was a significant interaction between sex and transverse plane (p < 0.001): in the female vertebrae, compressive and shear strains were higher in the superior versus middle transverse plane and higher in the middle versus inferior transverse plane; in contrast, in the male vertebrae, compressive and shear strains were lowest in the inferior transverse plane but were not different between superior and middle transverse planes. Shear strains were higher in female versus male vertebrae in the superior transverse plane (p ¼ 0.050). No other differences in compressive or shear strains, or in microstructure, were found between sexes (p > 0.078) (See Supplementary Material which is available under the "Supplemental Data" tab for this paper).
Accuracy of Failure Patterns Predicted by QCT-Based FE
Analyses. The failure patterns in the vertebrae were more accurately predicted by the QCT-based FE models that used experimentally matched loading than those that used uniform compression loading. Qualitative comparison of the predicted deformation fields indicated that the simulations using uniform compression loading did not reproduce as much of the spatial heterogeneity in displacement and strain (Fig. 8) . R 2 values for regressions of FE-computed versus experimentally measured displacements improved from 0.000 to 0.180 (p ¼ 0.013-0.946) for uniform compressive loading to 0.175-0.842 (p < 0.001) for experimentally matched loading (Figs. 9(a) and 9(b) ). In addition, the median displacement error (the median percent difference between FE-computed and measured displacements) was higher for the uniform compressive loading (range: 19.7-239.8%) versus experimentally matched loading (range: 8.5-48%) (p ¼ 0.003; Fig. 9(c) ). However, the latter set of boundary conditions still resulted in inaccuracies in the displacement predictions: paired ttests comparing the FE-computed and measured displacements for each sample and each set of boundary conditions indicated that, for most of the samples, the computed displacements were different from their measured counterparts (experimentally matched: p < 0.043 for all except two samples, for which p > 0.351; uniform compressive: p < 0.042 for all except four samples, for which p > 0.193; Fig. 9(c) ).
Experimentally Measured Stiffness Versus FE Model Prediction. For both sets of boundary conditions, predictions of vertebral stiffness were different from (p < 0.043) and not correlated with (R 2 < 0.085, p > 0.23) the measured values of stiffness (Table 1) .
Discussion
The goal of this study was to quantify failure processes in the lumbar vertebra and to assess how well current implementations of QCT-based FE models of the vertebra simulate these processes. Fig. 9 Statistical comparison of FE-computed and experimentally measured displacements: (a) FE-computed axial displacements experimentally matched loading and uniform compression loading boundary conditions plotted point-by-point against the corresponding experimentally measured axial displacements throughout one L1 vertebral body; (b) R 2 values for each specimen for the type of regression shown in (a) (each pair of points corresponds to one L1 vertebral body); (c) median percent difference between measured and FE-computed displacements for the simulations using experimentally matched loading and uniform compression loading boundary conditions (each pair of points corresponds to one L1 vertebral body: diamond symbols represent vertebrae for which the paired t-tests indicated no difference between experimentally measured and FEcomputed displacements, for the given boundary condition)
The progression of deformation exhibited by the vertebrae in this study fell into three general categories, which differed from one another primarily in the location(s) at which the largest compressive and shear strains developed up to the yield point. The analyses of trabecular microstructure indicated that the failure patterns in the vertebra at yield were associated with properties such as connectivity density and trabecular number, thus suggesting that microstructural variations are one cause of the differences in failure patterns among vertebrae. Overall, the FE simulations, which account for variations in local density but not any other features of the trabecular microstructure, did not accurately replicate the failure patterns observed experimentally, particularly when the simulations used uniform boundary conditions. Taken together, these results indicate that the QCT-based FE models may not correctly capture the structural behavior of the vertebra at the onset of failure because they do not incorporate specimen-specific information on trabecular microstructure and because of oversimplification of the boundary conditions.
The primary strength of this study is the use of an experimental method for measuring deformations throughout the vertebra over the course of the mechanical test, such that we could quantify how the vertebra deforms as failure initiates and progresses, how these deformations associate with intraspecimen variations in microstructure, and how accurately the QCT-based FE models simulate these deformations. This approach revealed that, although different categories of deformation progression were noted up until the yield point, these differences waned over subsequent loading increments (Figs. 3 and 4) in that all three categories exhibited deformation fields characterized by higher strains superiorly than inferiorly, and comparatively high compressive strains at the anterior side of the midtransverse plane. These results indicate that different vertebrae reach yield via different paths, even though their deformations postyield may be more similar. The evolution of the deformation following yield may explain why the microstructural features that correlated with the failure patterns at yield were not all the same as those found to correlate with the residual strains existing throughout the vertebra following compressive loading past the ultimate point [11] . Both studies found similar results regarding ConnD, Tb.Sp*, and Tb.N*; however, DA was negatively correlated with shear residual strains but positively correlated with shear and compressive strains at yield. It is also important to note that the experimental method for measuring deformations provided the experimentally matched boundary conditions so that we could specifically examine how the simplification to uniform compression boundary conditions affected the accuracy of the FE simulations. This examination demonstrated that this simplification does have a large impact on the fidelity of the simulations.
There are also limitations to this study. First, in the FE models, the bone tissue was modeled as linear elastic and transversely isotropic, with the elastic constants determined purely by the local value of BMD and fixed values from the literature. Further, no distinction other than that contained in the spatial variation in BMD was made among the trabecular centrum, cortical shell, and endplate. Although more sophisticated models are feasible using high-resolution peripheral QCT (HRpQCT) or microcomputed tomography (lCT), these imaging methods are not permissible for in vivo imaging of the human spine, and thus, their use was not well aligned with our goal to assess the accuracy of clinically feasible patient-specific FE models. Second, some imprecision in the matching of DVC-measured and FE-computed displacements arose from the region averaging of the latter due to the lower spatial resolution of the experimental displacement fields. As is typical for image correlation methods, the magnitudes of the errors decreased with increasing subregion size. However, as the subregion size increases, the spatial resolution of the strain measurements decreases. We, thus, chose the smallest subregion size that provided acceptable levels of accuracy and precision. Third, the posterior elements of the vertebra were removed prior to mechanical testing (and QCT imaging), rendering the loading somewhat nonphysiologic. Removal of the posterior elements is a common procedure for biomechanical testing of vertebrae, at times because of limitations on the size of test samples [21, 38, 39] , as was the case herein due to the size constraints imposed by the lCT scanner. Finally, given the quasi-static nature of the loading protocol, the results of this study relate more directly to vertebral compression fractures caused by prolonged loading and may not apply to fractures due to short-term or dynamic loading conditions.
The data obtained in this study advance current understanding of failure processes in the vertebra by quantifying the deformations present earlier in the failure process than has been examined previously. Prior studies have focused on the ultimate point or subsequent points during the failure process [14, 16, 17, 28, 32] . These studies have found that the loss of load-carrying capacity of thoracic and lumbar vertebrae coincides with large deflection of the endplate, that the superior endplate is much more often the endplate that collapses, and that the locations of large endplate deflection are associated with many microstructural features of the trabecular bone immediately underlying the endplate. These studies have also found that well past the ultimate point, large strains occurred in the midtransverse plane and near the endplates. What is unclear from these published data, however, is whether the endplate deflection occurs due to high strains immediately under the endplate or deeper into the centrum, and whether those high strains develop progressively from early stages of loading or occur more suddenly as the ultimate point nears. The results of the present study show that, on average, the comparatively high strains in the superior third of the vertebra originate at the yield point (Figs. 6(a) and 6(b)) or earlier (Figs. 3 and 4) . Although strains are also often high in some locations of the midtransverse plane prior to and at the yield point, both shear and compressive strains tend to be highest more superiorly. Thus, by piecing together the progression of deformations presented in this study with those reported previously for later stages of loading, it is apparent that collapse of the superior endplate has its origins in comparatively high compressive and shear strains that develop in the superior third of the vertebra by the yield point if not earlier.
Moreover, associations between strain magnitudes and trabecular microstructure exist both at the yield and ultimate points. These findings emphasize an integral role of the microstructure underlying the superior endplate in the deformation and failure behavior of the lumbar vertebra.
Despite evidence from a number of studies that QCT-based FE models of the vertebra can provide good predictions of vertebral stiffness and strength, the QCT-based models constructed in this study did not accurately predict vertebral deformation at the yield point, particularly for the boundary conditions representing uniform compression. This latter result is consistent with an earlier study that assessed the accuracy of QCT-based FE predictions of the deformation of thoracic vertebrae immediately following the ultimate point [32] . Collectively, these results emphasize that without boundary conditions that account for the nonuniform loading of the endplate by the intervertebral disks and further improvements to the constitutive representation of the bone tissue in the models, QCT-based FE models do not accurately represent the true structural behavior of the vertebra even though they might successfully predict the overall stiffness and strength. It is further noteworthy that, in contrast to prior studies, the FE-computed values of vertebral stiffness in the present study were not correlated with the measured values (Table 1) , even though the latter are in the range of previously published values [16, 22] . We believe that the discrepancy with prior work arose because we loaded the vertebrae via their adjacent intervertebral disks, whereas prior studies have removed the disks and embedded the endplates in potting material prior to applying compression, thus ensuring more uniform loading across the endplate. Even though the experimentally matched boundary conditions mimicked the presence of the disks, the nonuniformity in the loading across the endplate could exacerbate errors caused by inaccuracies in the material properties used for the bone tissue.
In summary, the findings of this study indicate that, while some diversity among samples was observed in the way that deformations develop and progress throughout the lumbar vertebra, common features of the failure processes on average were large strains that develop progressively in the superior third of the vertebra and, concomitantly, in the midtransverse plane, in a manner that is associated with spatial variations in microstructure. FE simulations of models built from QCT scans of the vertebrae tested in this study provided a reasonable qualitative correspondence to the observed failure patterns when the boundary conditions were derived from the measured displacements at the endplate. However, the quantitative correspondence was poor for many vertebrae, particularly when the boundary conditions were simplified to uniform compressive loading. These results suggest that the development of clinically feasible strategies to improve the estimation of physiological boundary conditions and microstructural features of the vertebra are likely to yield major improvement in the accuracy with which QCT-based FE models replicate failure processes in the vertebra. These insights may lead to more sensitive and specific indicators of vertebral fracture risk.
