Abstract. Let (X, d, T ) be a topological dynamical system with specification property. For α ∈ R + and any x 0 ∈ X, define
α := x ∈ X : lim ǫ→0 lim sup n→∞ max{t ∈ N : T n (x) ∈ B t (x 0 , ǫ)} n ≥ α .
Then we have h B top (T, D x 0 α ) =
Introduction
Part of number theory is concerned with finding rational numbers p q whcih are good approximations to a real number x. For any x one can find infinitely many p q whose distance from x is less than 1 q 2 . If one can find infinitely many p q whose distance from
x is less than 1 q τ with τ > 2 then x is a τ -well approximable number. Let Ψ : R + → R + be a decreasing function such that x → x 2 Ψ(x) is nonincreasing.
In 1924, Khintchine [9] used the theory of continued fraction to prove that the set of Ψ-approximable real numbers K(Ψ) := ξ − p q < Ψ(q) for infinitely many rational numbers p q have Lebesgue meausure zero if the sum x≥1 xΨ(x) converges and has full Lebesgue measure otherwise. Furthermore, this result has been refined by Jarník [8] and, independently, Besicovitch [2] , who established that, for any real number τ ≥ 1, the Hasudorff dimension of the set K(τ ) := K(x → x −2τ ) is equal to 1/τ. Moreover, in 2003, Bugaud [3] make the precise research on the exact approximation by adjusting the subset K(Ψ). In [5] [6] [7] , Hill and Velani introduced the shrinking target problems sourced from number theory and gave quantitative research of the recurrence. Let T : J → J be an expanding rational map of the Riemann sphere acting on its Julia set J and f : J → R denote a Hölder continuous function satisfying f (x) ≥ log |T ′ (x)| for all x ∈ J. For any z 0 ∈ J, Hill and Velani [5] studied the set of "well approximable" points D z 0 (f ) := {x ∈ J : d(y, x) < e −Snf (y) for infinitely many pairs (y, n) ∈ I},
where I = I(z 0 ) denotes the set of pairs (y, n)(n ∈ N) such that T n y = z 0 and S n f (y) = n−1 i=0 f (T i y). In fact, they gave the following result.
Theorem A The set D z 0 (f ) has Hausdorff dimension s(f ), where s(f ) is the unique solution to the pressure equation P (−sf ) = 0.
In [16] , Tan and Wang investigated metric properties as well as estimates on the Hausdorff dimension of the recurrence set for β-transformation dynamical systems. More precisely, the β-transformation T β : [0, 1] → [0, 1] is defined by T β x = βx − ⌊βx⌋ for all x ∈ [0, 1]. The spotlight is on the size of the set {x ∈ [0, 1] : d(T n β x, x) < ψ(n) for infinitely many n}, where ψ(n) is a positive function. In fact, this has evoked a rich subsequent literature on the so-called Diophantine approximation. We refer the reader to [10, 17] for the related work about this set.
Inspired by the research on "recurrence behaviour" or "shrinking behaviour" in dynamical systems. In this paper, we define a class sets with a special shadowing behaviour. Let (X, d, T ) be a topological dynamical system, where (X, d) is a compact metric space and T : X → X is a continuous map. For n ∈ N, the Bowen metric d n on X is defined by d n (x, y) := max
For every ǫ > 0, n ∈ N and a point x ∈ X, define the Bowen ball B n (x, ǫ) := y ∈ X : d n (x, y) < ǫ .
Let α ∈ R + and x 0 ∈ X we define the level set
Now we state our main results as follows. (See Section 2 for precise definitions.) Theorem 1.1. Let T : X → X be a continuous map with specification property. For any α ∈ R + and x 0 ∈ X, α . In fact, in this paper we give a more general result than the above theorem. For any positive continuous map f : X → R, and x 0 ∈ X, we define
Let T : X → X be a continuous map with specification property. Let f : X → R + be a positive continuous function. For each x 0 ∈ X, we have the topological entropy of the subset
which is the solution of the pressure equation P (−s(f + 1)) = 0.
Preliminaries
Let (X, d, T ) be a topological dynamical system, where (X, d) is a compact metric space and T : X → X is a continuous map. The set M(X) of all Borel probability measures is compact under the weak * topology. Denote by M(X, T ) ⊂ M(X) the subset of all T -invariant measures and E(X, T ) ⊂ M(X, T ) the subset of all ergodic measures. Let C(X) denote the space of continuous function from X to R. Let S n ϕ(x) := n−1 i=0 ϕ(T i (x)) and for c > 0, let
Given ǫ > 0 and n ∈ N, we say that a set E ⊂ X is (n, ǫ)-spanning set, if for each
We also introduce a dual notion of the spanning set. Given ǫ > 0 and n ∈ N, we say that a set E ⊂ X is (n, ǫ)-separated if, given x, y ∈ E, there exists 0
In other words, if x ∈ E then B n (x, ǫ) contains no other point of E. In the following, we give the definition of classical topological pressure.
Definition 2.1. For any ϕ ∈ C(X), n ≥ 1 and ǫ > 0 put
S n ϕ(y) : F is a (n, ǫ) spanning set for X .
Put Q(T, ϕ, ǫ) = lim sup n→∞ 1 n log Q n (T, ϕ, ǫ). We define the topological pressure
If ϕ = 0, we define the topological entropy h top (T ) = P (0).
Next we give the definition of topological pressure as a characteristic of dimension type, due to Pesin and Pitskel [13] . The definition generalises Bowen's definition of topological entropy for non-compact sets in [1] . Definition 2.2. ( [13] ) Let Z ⊂ X be an arbitrary Borel set, not necessarily compact or invariant. Firstly, we consider finite and countable collections of the form Γ = {B n i (x i , ǫ)} i . For s ∈ R and ϕ ∈ C(X), we define the following quantities:
where the infimum is taken over all finite or countable collections of the form Γ = {B n i (x i , ǫ)} i with x i ∈ X such that Γ covers Z and
The existence of the limit is guaranteed since the function M(ϕ, Z, s, ǫ, N) does not decrease with N. By standard techniques, we can show the existence of P (ϕ, Z, ǫ) := inf{s : M(ϕ, Z, s, ǫ) = 0} = sup{s : M(ϕ, Z, s, ǫ) = ∞}.
If ϕ = 0, we define the Bowen topological entropy h
In the end of this section, we give an alternative formulation of Pesin and Pitskel's topological pressure. We generalize the definition of Bowen balls. For any x 0 , x 1 , · · · , x n−1 ∈ X and ǫ > 0, we define
Definition 2.3. Let Z ⊂ X be arbitrary Borel set, not necessarily compact or invariant. We consider finite and countable collections of the form
For s ∈ R and ϕ ∈ C(X), we define the following quantities:
where the infimum is taken over all finite or countable collections of the form
The existence of the limit is guaranteed since the function M (ϕ, Z, s, ǫ, N) does not decrease with N. By standard techniques, we can show the existence of
Proposition 2.1. For any ϕ ∈ C(X), we have
Fix t > P (ϕ, Z). We set 2ǫ 0 := t − P (ϕ, Z). Choose ǫ small enough such that
There exists N > 0 and a finite and countable collections of the form
. Hence, we can pick the respect Γ = {B n i (y i , 2ǫ)} covers Z. By (2.1), one has
≤1.
Hence P (ϕ, Z, 2ǫ) ≤ t. Letting ǫ → 0, P (ϕ, Z) ≤ t. Since t can be arbitrary close to P (ϕ, Z), one has P (ϕ, Z) ≥ P (ϕ, Z).
In this paper, we study transformation T of the following type:
Definition 2.4. A continuous map T satisfies the specification property if for each ǫ > 0 there is an integer m = m(ǫ) such that for any collection
3 Proof of Theorem 1.2
In this section, we will verify Theorem 1.2. The upper bound on h
f ) is easy to get by Definition 2.3. To obtain the lower bound estimate we need to construct a suitable Moran set. The proof will be divided into the following two subsections.
Upper bound for
For any positive continuous map f : X → R, and x 0 ∈ X. We recall that
To prove upper bound for h
f ) , we only need to prove the following Theorem.
Theorem 3.1. Let T : X → X be a continuous map. For any positive continuous function f ∈ C(X) and x 0 ∈ X, we have the topological entropy of the subset
which is the unique solution of topological pressure P (−s(f + 1)) = 0.
Proof. For each ǫ > 0, define
: µ ∈ M(X, T ) be the unique solution of topological pressure P (−s(f + 1)) = 0. Fix any s > s 0 . It is easy to check that P := P (−s(f + 1)) < 0. Then, there exists
and we can choose the (n, η)-spanning set E n,η such that
Furthermore,
where
For each n ≥ 1 and each y ∈ E n,η , we define t
So we can get a family of covers
. Hence, we get the family Λ(η) := {B(y 1 , · · · , y n+t y n ; η)} with n ≥ N 1 covers Z. By (3.3), (3.2) and (3.1), one has
+s < ∞.
we finish the proof.
Lower bound for
Firstly, we introduce the Entropy Distribution Principle as follows.
Proposition 3.1 ( [15] Entropy Distribution Principle ).
Let T : X → X be a continuous transformation. Let Z ⊂ X be arbitrary Borel set. Suppose there exists ǫ > 0 and s ≥ 0 such that one can find a sequence of Borel probability measure µ k , a constant K > 0 and an integer N satisfying
for every ball B n (x, ǫ) such that B n (x, ǫ) ∩Z = ∅ and n ≥ N. Furthermore, assume that at least one limit measure ν of the sequence
The following result generalises Katok's formula for measure-theoretic entropy. In [11] , Mendoza gave a proof based on idea from the Misiurewicz proof of the variational principle. Although he states the result under the assumption that T is a homeomorphism, his proof works for T continuous.
Proposition 3.2. Let (X, d) be a compact metric space T : X → X be a continuous map and µ be an ergodic invariant measure. For ǫ > 0, γ ∈ (0, 1) and φ ∈ C(X), define
where the infimum is taken over all sets S which (n, ǫ) span some Z with µ(Z) > 1 − γ.
We have
The formula remains true if we replace the lim inf by lim sup .
Theorem 3.2. Let T : X → X be a continuous map with specification property. For any positive continuous function f ∈ C(X) and x 0 ∈ X, we have the topological entropy of the subset
We fix some C < sup h µ (T ) 1 + f dµ : µ ∈ M(X, T ) , and η > 0. By ergodic decomposition Theorem, we can choose an ergodic measure µ ∈ E(X, T ) such that
For any k ≥ 1, one can pick sufficiently large s k so the set
This is possible by Birkhoff ergodic theorem.
Proposition 3.3. For the above η > 0, we choose ǫ > 0, a sequence {n k } k≥1 and the (n k , 6ǫ)-separated set S k such that
Use the definition of specification property, we set m k := m(ǫ k ). We can choose the above sequence {n k } k≥1 satisfies
Proof. By Proposition 3.2, we choose ǫ small enough such that lim inf
For A ⊂ X, we define
By the definition of N µ n (f + 1, η, 6ǫ), we can choose a sequence n k → ∞ satisfying (3.4), (3.5).
Without losing generality, in the following, we set the ǫ is small enough such that
Construction of the Fractal F
We enumerate the points in the sets S k provided by Proposition 3.3 and write them as follows
Let us choose any N 1 and define
1 .We choose R 1 ∈ N large enough so that
Using the specification property, we have
For each x 1 ∈ S N 1 1 , we choose a point z(x 1 ) ∈ D(x 1 ; ǫ 1 ). Define the intermediate set
For each k ≥ 1. We define the intermediate set C k+1 from C k . We recall that C i , N i , R i , l i for 1 ≤ i ≤ k has been defined. For any z(x 1 , · · · , x k ) ∈ C k , we can choose N k+1 large enough and define
and
as k → ∞. Now we can see that the chosen of N k+1 may depend on z(
For each
k+1 . We choose R k+1 ∈ N so that
By the specification, we obtain
Choose a point z(
In the following, we call z ∈ C k+1 descends from x ∈ C k if z = z(x 1 , · · · , x k , x k+1 ) and
k+1 . We call the points in C k+1 (z(x 1 , · · · , x k )) which descend from the same 'mother' (z(x 1 , · · · , x k )) are 'sisters'.
In the end of the construction of intermediate
k+1 with
Proof. From (3.12), one has
We continue the estimates of the upper bound of R k+1 . From (3.9),
By (3.6),
By (3.5),
Combing (3.13), (3.14), (3.15), (3.16) with (3.17), we have
Since we have a decreasing sequence of compact sets, the intersection
Proof. Let p ∈ F . There exists a sequence {z k } k≥1 with z k ∈ C k and z k descends from
So we have
It follows the construction of the fractal F , we can see that
Combing with the fact that p ∈ B l k +R k (z k , ǫ k ) for every k ≥ 1 and
which implies that
By (3.20) and (3.21), we have p ∈ H(x 1 , · · · , x k+1 ; 2ǫ k+1 ). By (3.12), we have
It follows from (3.18) and (3.22),
Clearly, for any ǫ > 0 lim sup
Construction of a special sequence of measure
The following lemma will show the fact that
Furthermore, C j+1 (z) is a (l j+1 , 5ǫ)-separated set for each z ∈ C j and each j ≥ 1.
) and y j+1 = (y 1 , · · · , y N j +1 ). Assume the t = max{s :
We finish the proof.
Finally, we define a probability measure on F which yield the required estimates for the entropy Distribution Principle. For each z ∈ C k , we associate a number L k (z) ∈ (0, ∞). Using the function f as weights, we define, for each k, an atomic measure centred on
where if
We define
We normalise ν k to obtain a sequence of probability measures µ k . More precisely, we let µ k := 1 κ k ν k where κ k is the normalising constant
Since each z ∈ C k corresponds uniquely to a sequence (
The result follows.
Lemma 3.6. Suppose that ν is a limit measure of the sequence of probability measure µ k . Then ν(F ) = 1.
Proof. Suppose µ is a limit measure of the sequence of probability measures µ k . Then µ = lim k µ s k for some s k → ∞. For some fixed s and all p ≥ 0, µ s+p (F s ) = 1 since
In order to prove Theorem 1.2, we give a sequence of lemmas which will allow us to apply the generalised Entropy Distribution Principle. Let B n (q, ǫ 2 ) be an arbitrary ball which intersects F. There exists a sequence {z k } k≥1 with z k ∈ C k such that z i ∈ B n (q, ǫ 2 ) for i is large enough. The sequence {z k } k≥1 determine the sequence {l k } k≥1 ⊂ N and {R k } k≥1 ⊂ N constructed as above. Let k be the unique number which satisfies
Proof. Suppose that there exist z
, and
By the construction, the exists 1
which contract the fact that C i (z i−1 ) is (l i , 5ǫ) separated set in Lemma 3.4. Hence, we have
For the fixed sequence {z k } k≥1 with z k ∈ C k , we set
On the other hands, we estimate κ k as follows. By Proposition 3.4,
Let j ∈ {0, · · · , N k+1 − 1} be the unique number such that
For Case 1. By Lemma 3.7, we have ν k+1 (B n (q,
. Hence, by (3.23) and (3.24),
Moreover, for any p > 1, we have ν k+p (B n (q,
Moreover, by Proposition 3.4 and (3.10)
for n large enough. For Case 2. We need a families of lemmas to estimate the measure.
) with x ′ = z k , x ′ ∈ C k . By the construction, their exists
For s ∈ {1, 2, · · · , j}, we have
∈ S k+1 and S k+1 is (n k+1 , 6ǫ) separated set, if follows that
.
Without losing generality, we generalise the above lemma as follows (without proof).
Lemma 3.9. For any p ≥ 1, suppose µ k+p (B n (q, ǫ 2 )) > 0. Let z k ∈ C k and x 1 , · · · , x j be as before. Then every z ∈ C k+p ∩ B n (q, ǫ 2 ) descends from some point in A z k ,x 1 ,··· ,x j . We have
Lemma 3.10. For sufficiently large n,
Accordingly, similar to (3.23), we have
Hence,
By (3.11), we have
Moreover, by Proposition (3.4) and (3.10), Letting η → 0, we finish the proof.
Applications
Recall from [4] From the classical uniform hyperbolicity theory, every subsystem restricted on a topological mixing locally maximal hyperbolic set (called basic set or elementary set) satisfies specification property (for example, see [14] ). So by Theorem 1.1 and Theorem 1.2, we have It is well known that any factor of a topological mixing subshift of finite type has the specification property and thus our main theorem applies. Now we give an example of non-uniform hyperbolicity systems as follows. Considered as a map of S 1 , f α is continuous. Since f ′ α (0) = 1, the system is not uniformly hyperbolic. However, since the Manneville-Pomeau maps are all topologically conjugate to a full shift on two symbols, they satisfy the specification property.
