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1．まえがき
頂点(vertex)の集合Ｖ＝｛1,…,､｝とそれらの頂点の対を両端とする無向辺(undirectededge)の集合ＥＣＶｘＶが与えられた時，Ｇ＝(ⅨＥ)を無向グラフという．特に，全ての２頂点間に１つの辺が存在す
る無向グラフを完全グラフという．ｖの部分集合ｖ'ｃｖによる誘導部分グラフＧ(v')＝(v',Ｅｎｖ'×ｖ'）が完全グラフの時，すなわち，ｖｉ,ｊＥｖ',ｉ≠ｊに対して(j,j)ＧＥである時，ｖ'をクリークと呼ぶ．最大
クリーク問題(MaximumCliqueProblem,MCP)')とは，与えられたグラフＧに含まれるクリークＫの
中で，次の目的（評価）関数
九｡P(Ｋ）＝｜Ｋ’
を最大にするクリークを求める問題である．
ＭＣＰは，通信ネットワーク，符号理論，並列計算，パターン認識等の分野にあらわれる実用上重要な組
合せ最適化問題として知られており1)，Ｎｐ_困難2)である．従って，多項式時間で厳密解を算出するアルゴ
リズムは存在しないであろうと考えられている．またずＭＣＰの良質な近似解を得ることすらNP-完全のク
ラスに準じるほど困難であることが知られており3)，その他にもＭＣｐの難しさを示す否定的な報告がなさ
れている4)5)．
最近我々は，ＭＣＰに対して，可変深度探索(VariableDepthSearch，VDS)6)7)に基づくA-opt局所探索法(A-optLocalSemch，KLS)8)を提案した．KLSは，各反復において，現在のクリーク(解)を対象に複数個の頂点を連鎖的に追加もしくは削除する操作(それぞれをAdd移動，Drop移動と呼ぶ)により構成され，現在の解からそれらの操作によって生成可能な解の集合を改めて近傍と捉えることで，局所探索を行うアル
ゴリズムである．その特長は，比較的大きな近傍を効率よく探索する巧妙な近傍探索処理を施しているにも
関わらず，パラメータ値の設定を必要としないシンプルさである．ＫＬＳの性能を検証するために，第２回
DIMACSImplementationChallengeWbrkshop9)で利用されたベンチマークグラフに適用した結果，多く
のグラフにおいて，そのワークショップで報告されていた最適解と同等以上の良質な解の算出に成功した．
更に我々は，ＭＣＰに対する高性能なメタ戦略アルゴリズムとして知られている，Marchioriによる遺伝的
局所探索法と反復局所探索法'o)，タブー探索法にもとづくBattitiらのReactiveLocalSearch11）との比較
を通して，それらと同等もしくは平均的により高品質の近似解を比較的短時間で算出できることを示した．
上述のように，ＫＬＳは，他の近似解法との比較においてその性能を検証しているが，探索の動作特性な
ど，内部的な解析については，未だ十分になされていない．本論文では，ＭＣＰに対するＫＬＳの解析の一
端として，ＫＬＳにおける近傍探索処理を打切る操作の検討，および与えられたグラフ中でのＫＬＳの探索範
囲について調査する．
2．ＭＣＰに対するh-opt局所探索法
本節では，我々が既に提案しているＭＣＰに対するh-opt局所探索法（KLS）の概要などに関して述べ
る．なお，ＫＬＳの詳細については文献8)を参照されたい
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h-opt-Local-Search(ＣＯ,PAPMdegc(pA)） 
ｂｅｇｉｎ 
ｒｅｐｅａｔ 
ＯＣｐ…＝ＣＯ,Ｄ:=CCp…,Ｐ:＝{1,…,冗},ｇ:=0,9,…:=O；
ｒｅｐｅａｔ 
ｉｆｌＰＡｎＰ|＞Ｏthen／／AddPhase 
findavertexUwithmqzひE{pAnp}{degc(pAnp)(u)}；
ｉｆｍｕｌｔｉｐｌｅｖｅｒｔｉｃｅｓｗｉｔｈｔｈｅｓａｍｅｍaximumdegreearefbund 
thenselectonevertexuamongthemrandomly； 
ＣＯ:＝ｏｏｕ{u},ｇ:＝ｇ＋1,Ｐ:＝Ｐ({u｝ 
ｉｆｇ＞９ｍ…ｔｈｅｎｇｍａｎＧ：＝９，OObest8＝ＣＯ； 
ｅｌｓｅ ／/DropPhase(if{PＡｎＰ}＝0） 
findavertexuE{ＯＯｎＰ}suchthattheresultinglPAnPlismaximized； 
ifmultipleverticeswiththesamesizeoftheresultinglPAnPlarefbｕｎｄ 
ｔｈｅｎｓｅｌｅｃｔｏｎｅｖｅｒｔｅｘｕａｍｏｎｇｔｈemrandomly； 
ＣＯ:＝ＯＣＷ）},ｇ:＝9-1,Ｐ:＝ハ{u}；
ifuiscontainedinOCpreuthenD:＝ＤＷ}； 
endif 
updatePA,○Ｍ,anddegc(pA)(i),ＶｉＥＰＡｎＰ； 
untilＤ＝０； 
ifgm…＞ＯｔｈｅｎＯＣ:＝ＣＯb…ｅｌｓｅＣＯ:＝OCbreU； 
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図１ＭＣＰに対するルーopt局所探索法の擬似コード
２１ＫＬＳの基本アルゴリズム
ＫＬＳは，可変深度探索（VDS）のアイデアにもとづいている．ＶＤＳとは，与えられた解に対して比較的
小さな近傍操作を連鎖的に適用することで到達可能な解の集合を改めて大きな近傍と捉える近傍探索のア
イデアである．KLSは，各反復において，現在のクリーク(解)から複数個の頂点を連鎖的に追加および削
除する操作(それぞれAdd移動，Drop移動と呼ぶ)により構成され，現在の解からそれらの操作によって
生成可能な解の集合を改めて近傍と捉えることで，局所探索を行うアルゴリズムである．
ＫＬＳの擬似コードを図１に示す．ＫＬＳは外ループ（Linel-18）と内ループ（Line3-16）の処理を有する．
以下において，外ループに関しては「反復」，内ループに関しては「繰り返し」と呼び区別する．
まず，本論文で頻出する，図１の中の重要な記号を説明する．ＣＯ(')は内ループの繰り返し【の時点にお
ける解(クリーク)である．ＰＡ(【)はＣＯ(')の全頂点に隣接する，ＣＯ(1)に追加可能な頂点の集合
ＰＡ(J)＝{ｕ:ｕＥ(VIOO(1)),(u,j)ＥＥ,ＶＥＯＣ(')｝ 
である．０Ｍ(J)はＰＡ(')の定義を若干緩和した１辺不足集合と呼ぶ辺集合
○Ｍ(1)＝{(u,j)：ｕＥＷｅｏｃ(u),(u,j)翅,(ｕＤＥＥ,yjEcc('),ｊ≠i｝
である．なお，○Ｍ(')はＣＯ(U)に含まれる頂点群の中のいずれか一つの頂点ｉＥＣＣ(')だけに辺が存在し
ない頂点の集合と捉えることもできる（なお，ＣＯ二○Ｍ）（図２参照）．de9c(pA('))はＰＡ(u)により誘導
される部分グラフＧ(ＰＡ(J))内の各頂点ＵｅＰＡ(`)の次数である．
次いで，ＫＬＳの各反復における基本アルゴリズム（lD-opt局所探索処理）について簡潔に説明する．まず，
与えられた初期クリーク（初期解）ＣＯ(o)を対象として，複数個の頂点を連鎖的に追加する操作（Add移動
操作）および削除する操作（Ｄｒｏｐ移動操作）により到達可能な近傍解の集合ｃｃ('),…,ＣＯ(ん),...,ＣＯ(「）
を得る．（その生成途中では，移動候補頂点集合Ｐ（Line2）を利用することで，追加または削除された頂点
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● 
PＡ ● 
ｃｃ 
● 
０Ｍ ● 
図２００，ＰＡおよび○Ｍの集合の一例
は再び追加・削除されることはない）．その近傍解の集合から最良解ＣＯ(ん)(１≦ん≦γ）を選び（Line8），
次反復の初期クリークＣＯ(o):＝ＣＯ(ん）とする（Linel7)．ＫＬＳは常に実行可能領域を探索空間としており，
各反復の初期クリークに応じて，h-opt近傍のサイズ（上記のｒに対応）が適応的に変動する．
上記のAo-opt近傍探索処理は，Ａｄｄ移動操作を施す「Ａｄｄフェーズ」（Line5-8）とＤｒｏｐ移動操作を施す「Ｄｒｏｐフェーズ」（LinelO-13）の二つのフェーズで構成される．以下では，それぞれのフェーズにおい
て核となる頂点選択方式(Line5-6およびLinelO-11)について記述する．
２１．１Ａｄｄ移動頂点選択方式
ＰＡ(』)ｎＰの中で次数degc(pA(1)(u))が最大の頂点ｕを選択する．但し，同じ最大次数の頂点が複数個存
在する場合は，それらの頂点群からランダムに－つの頂点を選択する．
2.1.2Ｄｒｏｐ移動頂点選択方式
ＣＯ(1)の中で，ｌ＋１の時点で得られるlPA(!+')|が最大となる頂点ｕを選択する．但し，｜PA('+')|を最大とする頂点が複数個存在する場合は，それらの頂点群からランダムに－つの頂点を選択する．
3．ＫＬＳの解析に関する検討事項
本節では，本論文の目的である，ＫＬＳの解析における２つの検討事項について記述する．まず，ＫＬＳに
おける近傍探索処理の打切り操作について３．１節で記述し，次いでＫＬＳの探索範囲について３．２節で記述
する．
3.1近傍探索処理の打切り操作
ＫＬＳの処理における内ループの終了条件はＤ＝０である(図１Linel6)．Ｄは外ループの各反復におけ
る初期クリーク，すなわち前回の反復によって得られた最良解(Cq,…)で初期化されている(Line2)．前回の反復によって得られた最良解のクリークサイズが大きくなるほど，Ｄのサイズが大きくなるため，内
ループの繰り返しの回数も比例して増加する可能性が高いしかし，繰り返しの回数が増加しても，ＫＬＳ
では移動候補頂点集合Ｐ(Line2)を利用しているため，一度移動操作を行った頂点は，その反復内で再び移
動操作を行うことはできない．そのため，後半の繰り返しでは移動可能な頂点群が大幅に減少しており，改
善解が発見される可能性は低いと考えられ，この部分はＫＬＳの探索において効率的でない．そこで，探索
の効率化を図るために，繰り返しをある程度の回数で打切る操作を考える．本論文では，、，ＣＣＩ,ｒｅＵのサイズを基準に以下の２パターンの打切り操作を提案する．
・打切り1：｜D|が|CCI,…|のもになったとき，内ﾙｰﾌﾟを終了する．
●打切り2：lDlがlOCbrcUlの；になったとき，内ループを終了する．
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3.1.1実験Ｉの詳細
上述２パターンの打切り操作の効果を検証するために実験を行う．打切り操作を行わない従来のＫＬＳと2パターンの打切り操作(打切り１と打切り２)をそれぞれ有する２タイプのＫＬＳの計３タイプのＫＬＳを比較検討する．対象とするグラフは，ＭＣＰの標準的なベンチマーク問題としてよく知られるＤＩＭACSベンチマークグラフ(最大頂点数4000,最大辺数5506380)から大規模もしくは厳密解の算出が困難な37グ
ラフを対象とする．本実験では，以下のマルチスタート法を採用する．与えられるグラフＧに含まれる１頂点をクリークと見なす時，｜ｖｌ(＝、)個の異なる初期クリークが生成可能であることから，ｎ個の異なる（質の悪いクリーク）解をそれぞれ初期解とする．従ってマルチスタート法の１試行あたり，ｎ回のＫＬＳが実行され，ｎ個の局所最適解が得られる．ＫＬＳに与える初期クリークは，各頂点の次数にもとづき予めソートし，次数の高い頂点から非増加順に与える．ＫＬＳの純粋な性能を検証するためには，マルチスタート中，既に得られたクリークの情報を後のＫＬＳの実行の際に利用するべきではないため，ＫＬＳの各実行はそれぞれ独立させ，得られるクリーク群から最良解を選び出力する．なお，同じクリーク重みの最良解が複数個得られる場合は，最初に得られる最良解を出力する．３タイプのＫＬＳをそれぞれ有するマルチスタート法を各１０回試行
する．全てのＫＬＳはＣ言語によってコード化し，使用コンパイラは，最適化オプション－０２を付加したｇｃｃ
(Ver､4.1.1）である．全ての実験は，Hewlett-Packard社の計算機HPxw4300WbrkstationCPU:Pentium４
3.4ＧＨｚ，４ＧＢＲＡＭ，ＯＳ:ＦＭｏｒａＣｏｒｅ５上で行う．
3.1.2実験Ｉの結果
結果を表１に示す．DIMACSbenchmarksの欄には，問題例名(Instance)を示した．打切りなしの欄には，打切り操作を施さない従来のＫＬＳを有するマルチスタート法の各試行によって得られた最良解値の平均値(Avg)，最良解を得るまでの平均計算時間(Time(s))，平均移動操作回数(step)，平均ＬＳ回数(ls-n）を示した．打切り１，打切り２の欄には，打切り１，打切り２をそれぞれ施したＫＬＳを有するマルチスター
ト法の結果を打切りなしの欄と同様の形式で示した．表１のAvgに注目すると，全体的に見て，打切り１，打切り２共に，打切りなしと同程度の解を算出できていることがわかる．しかし，部分的に見ると，打切り操作を施したＫＬＳの方が悪質な解，良質な解を算
出している問題例があることがわかる．２パターンの打切り操作は，繰り返し回数をある程度の回数で打切
表１ＤＩＭACSベンチマークグラフに対する３タイプのＫＬＳによる実験結果
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ろうとする単純な操作なので，問題例によっては良質な解を発見する前に繰り返しが打切られ，悪質な解を
算出してしまうと考えられる．良質な解を算出している問題例については，ＫＬＳにおける探索の動作自体
が打切り操作を施すことによって変化していると推測される．次にtime(s)に注目すると，全体的に見て，
打切り１，打切り２共に，打切りなしの探索時間に対して改善が見られない．そこでstep，ｌｓ－ｎに注目する
と，Ｓｔｅｐは打切り操作を施すことによって全体的に減少しているが，問題例によっては，ｌＳ－ｎが打切り操作
を施すことによって増加している．このことからも，打切り操作を施すことによって探索の動作自体が変化
していることが推測され，また，それによって，打切り操作が効率的に働いていないと考えられる．以上の
結果より，ＫＬＳの効率化のためには，単純な繰り返し回数による打切り操作ではなく，より巧妙なルール
による打切り操作の設計が必要であると考えられる．
ａ２ＫＬＳの探索範囲
従来のＫＬＳでは，実験Ｉで用いたマルチスタート法を採用しており，ｎ回のＫＬＳを繰り返し適用する．
このマルチスタート法によるＫＬＳの各試行はそれぞれ独立であり，ＫＬＳによって得られたクリークの情報
を全く利用していない．そのため，純粋なＫＬＳの探索性能が重要であり，その動作特性を調査することは
有益な検討事項であると考えられる．本節では，ＫＬＳの動作特性を調査する一端として，与えられたグラ
フ中でのＫＬＳの探索範囲について調査する．
３２．１実験Ⅱの詳細
実験Ⅱでは，３．１節で検討した打切り操作がＫＬＳの探索に与える影響も付加的に調査するために，上述
の３タイプのＫＬＳを対象とし，与えられたグラフ中での各ＫＬＳの探索範囲について調査する．対象グラフ
は実験Ｉと同様に，ＤＩＭACSのベンチマークグラフから３７グラフを対象とする．各タイプのＫＬＳは，実
験Ｉと同様のマルチスタート法を採用し，各１回試行する．実験環境は実験Ｉと同様である．
探索範囲を表す指標を，対象グラフの頂点数に対する，各ＫＬＳにおける移動操作(Add移動操作，Ｄｒｏｐ
移動操作)の対象となった頂点数の割合，すなわち以下のように定義する．
移動操作の対象となった頂点数探索範囲＝ ×１０o[%］ 対象グラフの頂点数
3２２実験Ⅱの結果
結果を表２に示す．DIMACSbenchmarksの欄には，問題例名(Instance)，各問題例の頂点数(Nodes)，辺密度(Density)を示した．打切りなしの欄には，打切り操作を施さない従来のKLSを有するマルチスター
ト法の試行における，KLSの各試行による探索範囲の最大値(Max)，平均値(Avg)とその標準偏差(sdev)，最小値(Ｍin)を示した．なお，単位は全て％である．打切り１，打切り２の欄には，打切り１，打切り２を
それぞれ施したＫＬＳを有するマルチスタート法の結果を打切りなしの欄と同様の形式で示した．
表２の結果を見ると，ＫＬＳの探索範囲は，全体的に，対象とするグラフの頂点数，辺密度に関連する傾
向が観測できる．辺密度が同程度のグラフでは，頂点数が多いグラフの方が探索の割合は小さい．すなわ
ち，探索の対象となる頂点の数が同程度のため，グラフの頂点数に対する探索範囲の割合が低くなっている
と考えられる．頂点数が同程度のグラフでは，辺密度が高いグラフの方が探索範囲の割合が大きい．つま
り，探索の対象となる頂点数は，辺密度に比例して増加する傾向にあると考えられる．頂点数，辺密度共に
同程度であるにもかかわらず，探索範囲に差が見られるグラフに関しては，各頂点の次数に偏りがあるな
ど，グラフの構造の違いが影響していると考えられる．また，打切りなしと打切り１，打切り２の結果を比
較すると，全体的に見て，打切りのタイミングが早い打切り操作を施すほど，探索の割合が小さくなってい
ることがわかる．このことから，３．１２節で述べている推測と同様に，打切り操作を施すことで探索の動作
自体が変化していると推測される．
与えられたグラフ中でのＫＬＳの探索範囲について，さらに調査するために，打切りなしのＫＬＳを有する
マルチスタート法をＤＩＭACSベンチマークグラフから選出した最適解の算出が困難な４グラフ(C2000.9,
MANN-a81，keller6，p-hatl500-1)に各１回適用し，対象グラフにおける，各頂点毎の移動操作回数を調
貞松政史・片山謙吾・南原英生・成久洋之9０ 
表２ＤＩＭＡＣＳベンチマークグラフに対する３タイプのＫＬＳによる探索範囲
査した．
その結果を図３に示す．横軸を対象グラフにおける各頂点の番号，縦軸を各頂点毎の移動操作回数および
次数とする．なお，このグラフは，各頂点の番号と，それに対応する移動操作回数および次数を移動操作回
数で降順にソートしてプロットしたものである．
図３の結果から，次数の高い頂点は移動操作回数が多くなっていることが観測できる．特にMANN-a81
とkeller6のグラフでは，次数が落ち込んでいる部分に対応して，移動操作回数も同様に落ち込んでおり，
ＫＬＳによって重点的に探索をする範囲が各頂点の次数に強く依存していることがわかる．従って，ＫＬＳの
探索は，各頂点の次数の影響を強く受けており，次数が多い頂点の周りを重点的に探索する傾向にあると考
えられる．
4．むすび
本論文では，ＭＣＰに対するA-opt局所探索法(KLS)を解析する一端として，KLSにおける近傍探索処理
を打切る操作の検討と探索範囲の調査を行った．ＫＬＳにおける近傍探索処理を打切る操作の検討では，内
ループの繰り返しをある程度の回数で打切る操作を２パターン提案し，打切りなしのＫＬＳとの比較実験を
行った．その結果，単純な回数制限による打切り操作では，全体的な探索時間の効率化を実現することがで
きないことを示した．ＫＬＳの探索範囲の調査では，対象グラフの頂点数に対する，ＫＬＳによる移動操作の
対象となった頂点数の割合を調べる実験を行った．その結果，ＫＬＳの探索では，全体的に見て，対象グラ
フの頂点数と辺密度によって，探索範囲が増減する傾向があることを示した．また，上述の打切り操作に
よって，探索範囲が小さくなる傾向を示した．さらに，対象グラフにおける，各頂点毎の移動操作回数と次
数を調査した結果，ＫＬＳが重点的に探索する範囲は，対象グラフにおける各頂点の次数が強く影響する傾
向を示した．以下では，今後の課題・検討事項について記述する．
(1)本論文で提案した打切り操作では，全体的な探索時間の効率化は実現できなかったが，今後，単純に
繰り返しの回数を制限するルールではなく，ＫＬＳの探索途中に得られる情報を利用した巧妙なルールの設
計について検討の余地がある．
(2)本論文で示したＫＬＳにおける探索範囲の傾向を利用して，さらに良質な解を算出するために，対象
グラフに依存している探索範囲をうまく拡大するアイデアの検討も興味深い．
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図３対象グラフにおける各頂点の移動操作回数および次数
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