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Statistical Non-linear Model, Achievable Rates
and Signal Detection for Photon-level
Photomultiplier Receiver
Zhimeng Jiang, Chen Gong, and Zhengyuan Xu
Abstract
We characterize practical optical signal receiver in a wide range of signal intensity for optical
wireless communication, from discrete pulse regime to continuous waveform regime. We first propose
a statistical non-linear model based on the photomultiplier tube (PMT) multi-stage amplification and
Poisson channel, and then derive the optimal and tractable suboptimal duty cycle with peak-power
and average-power constraints for on-off key (OOK) modulation in the linear regime. Subsequently, a
threshold-based classifier is proposed to distinguish the PMT working regimes based on the non-linear
model. Moreover, we derive the approximate performance of mean power detection with “infinite”
sampling rate and finite over-sampling rate in the linear regime based on short dead time assumption
and central-limit theorem. We also formulate the performance from the perspective of communications
in the non-linear regime. Furthermore, the performance of mean power detection and photon counting
detection under maximum likelihood (ML) criterion for different sampling rates is evaluated from both
theoretical and numerical perspectives. We can conclude that the sample interval equivalent to dead time
is a good choice, and lower sampling rate would significantly degrade the performance.
Key Words: Optical wireless communications, multi-stage amplification, finite sampling rate
I. INTRODUCTIONS
Optical wireless communication can work in both line-of-sight and non-line-of-sight (NLOS)
scenarios [1]. On some specific occasions where conventional RF is prohibited and direct-
link transmission cannot be guaranteed, NLOS ultra-violet optical scattering communication
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2provides an alternative solution to achieve certain information transmission rate, but shows a
large path loss. Optical wireless communication may work in a wide range of signal intensity,
from continuous waveform regime to discrete pulse regime. For the latter, it is difficult to detect
the received signals using a conventional continuous waveform receiver, such as photon-diode
(PD) and avalanche photondiode (APD). Instead, a photon-level photomultiplier tube (PMT)
receiver needs to be employed, which converts the received photons to electronic pulse signals
through multi-stage amplification.
Using a photon-level receiver, the number of detected photoelectrons satisfies a Poisson
distribution, which forms a Poisson channel. For Poisson channel, existing works mainly focus
on the channel capacity, such as the continuous Poisson channel capacity [2], discrete Poisson
channel capacity [3], wiretap Poisson channel capacity [4], as well as the Poisson interference
channel capacity [5]. System characterization and optimization for binary inputs were investigated
in [6]. A variety of channel estimation approaches have been proposed for indoor visible light
communication in [7], [8] and photon-counting PMT receiver in [9].
Most information theory and signal process works focus on perfect photo-counting receiver.
[10] investigates the counting statistics of active quenching and passive quenching single photon
avalanche diode (SPAD) detectors. SPAD is only adopted to detect low signal intensity due to
strong avalanche triggered a single electron-hole pair [11], [12], while PMT can detect wide
range of signal intensity including photon-counting level signal and continuous waveform level
signal [13]. The characteristics of PMT, including single photoelectron spectrum, time properties,
linearity and so on, are investigated in experiment [14], [15], [16], [17], [18]. However, the
model considering interior characteristic including single photoelectron spectrum and linearity
is devoid. A practical receiver typically consists of a PMT and the subsequent processing blocks
[19]. A practical solution is to adopt PMT to detect the arrival photons and generate a series of
pulses with certain width, which incurs certain dead time. The receiver parameters optimization
including pulse holding time and threshold has been investigated in [20], which shows negligible
thermal noise compared with shot noise in experiments. Practical PMT signal characterization
based on the three regimes and the non-linearity effect has been investigated in [13]. [21] shows
3that the non-linear takes place between the last dynode and anode due to space charge effect. A
novel PMT shot noise model with asymmetric probability density has been investigated in [22]
and outperforms Gaussian model reported by experimental PMT gain data [23].
In this work, we aim to investigate the signal characterization, achievable transmission rate, and
signal detection for a wide range of signal intensity, including discrete pulse regime, continuous
waveform regime, and transition regime. More specifically, we propose a practical PMT model
with a finite sampling rate analog-digital converter (ADC). We assume no electical thermal noise
since it is negligible compared with shot noise in PMT and propose a statistical non-linear model
on the PMT receiver. Based on the asymmetric shot noise model, we investigate the achievable
rate at single and multiple sampling rates in the PMT linear regime, along with the optimal duty
cycle and tractable suboptimal duty cycle. We propose a threshold-based classifier related to non-
linear function to distinguish the discrete pulse regime, the continuous waveform regime, and
the transition regime. Futhermore, we consider on-off keying (OOK) modulation and investigate
the error probability of mean power detection (MPD) and photon counting detection (PCD) with
different sampling rates. We derive approximate performance of the mean power detection with
“infinite” sampling rate and different over-sampling rates in the linear regime in the case of dead
time shorter than the symbol duration and central-limit theorem. The theoretical results on the
detection error probability are also evaluated and compared with simulation results.
The remainder of this paper is organized as follows. In Section II, we present the PMT
statistical non-linear model under consideration. In Section III, we derive the optimal duty cycle
and tractable suboptimal duty cycle for single- and multiple-sampling rates. In Section IV, we
propose a threshold-based classifier to distinguish the three work regimes. In Sections V and VI,
we investigate the error probability of MPD with “infinite” and finite sampling rates. Numerical
results are given in Section VII. Finally, Section VIII provides the concluding remarks.
II. SYSTEM MODEL
A. PMT Principle Review
The typical structure of a PMT is shown in Fig. 1, including a photocathode, a focusing
electrode, multiple dynodes (electron multiplier) and an anode. A single photon entering and
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Fig. 1. The typical structure of a PMT.
detected by a PMT produces output signal through the following process. A single photon passes
through the input window and excites electrons in the photocathode that are emitted into the
vacuum. Such electrons are accelerated and focused by the focusing electrode onto the first
dynode, where they are multiplied by means of secondary electron emission. Such secondary
emission is repeated at each successive dynodes, and the multiplied secondary electrons emitted
from the last dynode are finally collected by the anode.
When one or more photons arrive at the surface, the electrons in the valence band adsorb the
photon energy and become excited, which are emitted into the vacuum if the diffused electrons
have enough energy. The ratio of the output electrons over the incident photons is defined as the
quantum efficiency. The emitted photoelectrons from the photocathode are focused onto the first
dynode with certain collection efficiency, defined as the ratio of the number of electrons landing
on effective area of the first dynode over the number of emitted photoelectrons. In this model,
we merge the quantum efficiency and collection efficiency into the compound channel gain. The
photoelectrons are accelerated in multiple dynodes with supply voltage from the voltage-divider
circuits.
The PMT exhibits good linearity for the anode output current over a wide range of incident
light power as well as in photon counting region. However, for too large incident light intensity,
the output signal exhibits non-linearity characteristics for limited linearity of the cathode
5(secondary) and anode (primary), especially at a low supply voltage and large current. The
upper limit of cathode linearity (average current) ranges from 0.01µA to 10µA depending on
the photocathode materials [21]. The anode linearity in the DC mode operation is primarily
limited by the voltage-divider circuit, while that in the pulse mode operation is primarily limited
by space charge effects, called current saturation phenomenon for large space charge density. In
this model, we assume that the cathode is linear due to negligible current prior to amplification.
B. PMT Gain for Single Photon
Note that the number of secondary electrons excited per primary electron is Poisson distributed
for small physical non-uniformities across the dynode surfaces [15], [24]. Each electron is
amplified by a multi-stage dynode, where the random electron multiplication process can be
modelled by a Galton-Watson branching process. Defining Sθ as the total number of electrons
emitted by the θ-th dynode, we have Sθ =
∑Sθ−1
i=1 Nθi, where {Nθi, θ ≥ 1, i ≥ 1} are independent
Poisson random variables each with identical mean given by h¯. The probability-generating
function E[ωSν ] of Sν is given by m(ν)(ω), where ν denotes the number of dynodes stages,
m(θ)(ω) = m
(
m(θ−1)(ω)
)
and m(1)(ω) = eh¯(ω−1). Define G as the PMT gain for a single photon
after ν stages. As its probability distribution appears to be intractable, [22] adopts Markov
diffusion process approximation to obtain the following moment-generating function (MGF),
MG(ω) = exp(− Aω
1 +Bω
), (1)
where A = E[G], B = 1
2
A−1
ν√A−1 , variance D[G] = 2AB and MG(ω)
△
= E[e−ωG].
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Fig. 2. The system model under consideration.
6Consider a practical receiver with finite sampling rate, which contains a PMT detector, an
ADC, and a digital signal processing unit. Upon a photon arriving, the PMT detector generates
a continuous pulse with certain width resulting from multi-stage amplification in the receiver
dynode. The PMT output signals are sampled by the ADC, where the ADC outputs are employed
for further digital signal processing. The system model is shown in Fig. 2.
The transmitted signal denoted as Λs satisfies the following peak-power and average power
constraints, i.e., 0 ≤ Λs ≤ ΛA and E[Λ] ≤ ηΛA, where ΛA and ηΛA denote the maximum
peak power and maximum average power. Define ξ ∈ {0, 1} as the OOK modulation symbol,
corresponding to photon arrival rates Λs ∈ {0,ΛA}. Defining Λ0 as the background radiation
intensity, the photon arrival time follows a Poisson process with certain arrival rate, denoted as
Λ given by Λ = Λs+Λ0. Defining Tb and N as the symbol duration and the number of detected
photoelectrons during a symbol duration, respectively, we have P(N = n) = e−ΛTb (ΛTb)
n
n!
△
=
Poi(ΛTb).
A single photon is amplified with a short time response due to different electron trajectories.
Assume fixed time response duration causing dead time effect since the variation of hundred of
picoseconds is negligible compared with time response duration about 20ns [14]. Define τ as
dead time. Let h(t) denotes the normalized single photoelectron spectrum, which is amplified
by random PMT amplification gain. Defining Yj(t) as the photon impulse response in symbol
duration (−jTb, (−j + 1)Tb], we have
Yj(t) =
Nj∑
k=1
Gjkh(t− tjk), (2)
where Nj denotes the number of arrived photons in (−jTb, (−j + 1)Tb] with arrival time tjk for
1 ≤ k ≤ Nj , and the corresponding random PMT gains Gjk are independent and identically
distributed satisfying the distribution given by Equation (1). For a wide range of signal intensity,
the PMT saturation is caused by space charge effects or inadequate supply voltage between the
last dynode and anode, and can be modeled by a non-linear function C(·). Hence, the output
analog signal y(t) can be written as follows,
y(t) = C
( +∞∑
j=0
Yj(t)
)
. (3)
7Consider the linear regime assuming C(x) = x and h(t) = u(t) − u(t − τ), where u(t) is
the step function. In fact, rectangular h(·) can be achieved by pulse-holding circuits [20], [25],
[26]. Define Zj as the ADC j-th sampling value and Z˜j as the corresponding normalized sample
value by average photon amplification A. For the photon rate Λ and according to [22], we have
the following MGF of Z˜j given photon arrival rate Λ,
MZ˜j |Λ(ω) = e
λ
(
exp(− ω
1+a−1ω )−1
)
, (4)
where λ = Λτ and a = A
B
. Furthermore, the corresponding probability density function is given
by
fZ˜j |Λ(z) = e
λ(e−a−1)δ(z) + a
√
1
z
e−(λ+az)
∞∑
n=0
√
n(λe−a)n
n!
I1(2a
√
nz), (5)
where I1(·) is the modified Bessel function of the first kind.
The important notations throughout this paper are summarized into Table I. In the remainder
of this paper, we consider positive dead time and finite/infinite sampling rate at the receiver.
We call under-sampling if the sampling interval is longer than the dead time and over-sampling
otherwise.
III. THE ACHIEVABLE RATE FOR FINITE SAMPLING RATE
To analyze the achievable rate, we restrict the analysis on a specific symbol interval, and
remove notation j in this section for the arrival time and pulse amplification gains. Based on
Section II, given the number of arrived photons N , we define TN
△
= [t1, t2, ..., tN ] as the corre-
sponding arrival time. Then, the received signal y(t) is determined by pair (N,TN), as well as the
normalized single photoelectron spectrum h(·). Assume duty cycle µ for the OOK modulation.
Let Ts denote the sampling interval and Z denote the samples within a symbol interval. Note
that y(·) is one-to-one with (N,TN) if C(x) = x and constant PMT gain Gk, which implies
mutual information I(ξ; (N,TN)) = I(ξ; y(t)). Since ξ −→ (N,TN) −→ y −→ Z −→ Nˆ
forms a Markov chain, we have the general expression I(ξ; (N,TN)) ≥ I(ξ; y(t)) ≥ I(ξ;Z),
where strictly larger sign typically holds due to the shot noise of amplification gain and finite
sampling rate.
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IMPORTANT NOTATIONS ADOPTED IN THIS PAPER.
Notation Descriptions of Notation
Λs,Λ0 The intensity of the transmitted signal, background
ΛA, ξ Peak power constraint and transmitted OOK symbol
λ1, λ0 The mean number of photons of the transmitted signal ξ = 1 and ξ = 0 in dead time
G,MG(ω), fG(z) The PMT gain variable and corresponding MGF, probability density function
Ts, Tb, τ Sample interval, symbol duration and dead time
t
j
k, G
j
k The arrival time of the k
th photon in previous jth symbol duration and corresponding PMT
gain
N,TN The number of arrival photons and corresponding arrival time sequence
Y (t), y(t) The output signal of last dynode and anode
Z, Z˜ The samples from ADC and corresponding normalized samples
IC(ξ; Z˜), ID(ξ; Z˜) The mutual information of continuous and discrete part I(ξ; Z˜)
µ∗a, µ
∗
1, µ
∗
ma, µ
∗
m The suboptimal and optimal suty cycle for single symbol-rate sampling and m symbol-
sampling rate
Λ
(1)
th ,Λ
(2)
th The proposed two threshold between three working regime
rj , ys,Mrj ,Mys The mean power of previous photons response arrived in j
th duty cycle and all photons
response for infinite sampling rate, and corresponding MGF
ks, kd The number of samples in dead time and the ratio of duty cycle over dead time for over-
sampling rate
ykss , y
ks
c , y
ks
l The mean power of sum signal, current signal component and last symbol signal component
for over-sampling rate
γLaMPD, γ
∗
2 , nˆth The Gaussian approximation decision threshold for MPD, the decision and counting threshold
for PCD with under-sampling rate
p0, p1, pth The probability of exceed the decision threshold for PCD given ξ = 0, ξ = 1, and counting
decision related
In this section, we investigate the achievable rate with finite sampling rate in the linear regime
with C(x) = x assuming h(t) = u(t) − u(t − τ). Note that y(t) = ∑Nk=1Gk1{tk − t + τ >
0}1{t− tk > 0}, where 1{·} is the indicator function. Defining Ts as the sampling interval, the
output samples are i.i.d. if Ts > τ . We consider both single sample and multiple samples in a
symbol duration, called single symbol-rate sampling and multiple symbols-rate sampling.
9A. Single Symbol-rate Sampling
According to the above model, we have the conditional probability function for symbols zero
and one as follows:
fz˜|ξ=i = fZ˜|λi(z˜), i = 0, 1, (6)
where λ0 = Λ0τ , λ1 = Λ1τ and Λ1 = Λ0 + ΛA. Let z˜ denote the normalized sample and Z˜
denote the corresponding random version. For sufficiently small Λ0, we have the following result
up to the first order of λ0,
fZ˜|λ0(z˜) =
+∞∑
i=0
fZ˜(z˜|N = i)P(N = i|λ0) (7)
= e−λ0δ(z˜) + λ0e
−λ0 [e−aδ(z˜) + ae−a(1+z˜)
√
1
z˜
I1(2a
√
z˜)] + o(λ0)
= (a0 + o(λ0))δ(z˜) +
(
λ0 + o(λ0)
)
g(z˜),
where g(z˜) = ae−a(1+z˜)
√
1
z˜
I1(2a
√
z˜) and a0 = 1 − (1 − e−a)λ0. Similarly to the scenario for
λ = λ0, based on Equation (5) we can obtain the probability density function for λ = λ1. Note
that probability function fZ˜|λ(z˜) can be decomposed into discrete part f
D
Z˜|λ(z˜) and continuous
part fC
Z˜|λ(z˜), with the conditional cumulative distribution F
D
Z˜|λ(z˜) and F
C
Z˜|λ(z˜), respectively.
To further characterize the mutual information, we first derive the uniform continuity of
fC
Z˜|λ(z˜), as formalized by the following result.
Lemma 1: Function fC
Z˜|λ(z˜) is uniformly continuous with respect to (z˜, λ) ∈ R+ × (0, λA].
Proof: Please refer to Appendix A-A.
Considering the distribution of Z˜ consisting of continuous and discrete parts, we have that
the mutual information can be expressed as the following summation of the continuous part and
discrete part, given by
I(ξ; Z˜) =
∫
log
dFξ,Z˜(ξ, z˜)
dFξ(ξ)dFZ˜(z˜)
dFξ,Z˜(ξ, z˜)
△
= ID(ξ; Z˜) + IC(ξ; Z˜), (8)
where the mutual information for the discrete part is given as follows,
ID(ξ; Z˜) = −(µa1 + (1− µ)a0) log(µa1 + (1− µ)a0) + [µa1 log a1 + (1− µ)a0 log a0], (9)
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where ai = e
−λi(1−e−a) for i = 0, 1. The mutual information for the continuous part is given as
follows,
IC(ξ; Z˜) = H
(
µfC
Z˜|λ1(z˜) + (1− µ)fCZ˜|λ0(z˜)
)− µH(fC
Z˜|λ1(z˜)
)− (1− µ)H(fC
Z˜|λ0(z˜)
)
, (10)
where H(f)
△
= − ∫ f(z˜) log f(z˜)dz˜. Define H2(f1, f2) △= − ∫ f1(z˜) log f2(z˜)dz˜ and thus
H(f) = H2(f, f). Since brute-force calculation of H(f
C
Z˜|λ(z˜)) is intractable and λ0 is negligible
compared with λs, we resort to Taylor’s expansion to approximate I
C(ξ; Z˜) under small λ0. To
further characterize the mutual information approximation, we have the following Lemma on
the relationship of fC
Z˜|λ0 and f
C
Z˜|λ1 .
Lemma 2: For any fixed λ1 and sufficiently small ǫ such that 0 < ǫ < e, there exists δ
independent of z˜ such that for any 0 < λ0 < δ, f
C
Z˜|λ0(z˜) < ǫf
C
Z˜|λ1(z˜).
Proof: Please refer to Appendix A-B.
Based on Lemma 2, we have the following Taylor’s expansion of IC(ξ; Z˜),
Lemma 3: The first-order Taylor’s expansion of IC(ξ; Z˜) is given as follows,
IC(ξ; Z˜) = −µ logµ(1− (e−λ1(1−e−a)))− (1− µ) logµλ0(1− e−a) (11)
−(1− µ)λ0(1− e−a) + λ0(1− µ)(C1 − C2) + o(λ0).
where C1 = −
∫ +∞
0
g(z˜) log fC
Z˜|λ1(z˜)dz˜ and C2 = −
∫ +∞
0
g(z˜) log g(z˜)dz˜.
Proof: Please refer to Appendix A-C.
Noting that log(µa1 + (1− µ)a0) = log(µa1 + 1− µ)− (1−µ)(1−e−a)µa1+1−µ λ0 + o(λ0), we have
ID(ξ; Z˜) = −(µa1 + 1− µ) log(µa1 + 1− µ) + µa1 log a1 (12)
+(1− µ)(1− e−a) log(µa1 + 1− µ)λ0 + o(λ0),
and thus mutual information I(ξ; Z˜) can be given as follows,
I(ξ; Z˜) = −µ logµ(1− a1)− (µa1 + 1− µ) log(µa1 + 1− µ) + µa1 log a1 (13)
+(1− µ)(1− a0) log(a1 − 1 + 1
µ
) + λ0(1− µ)(C1 − C2) + o(λ0).
Due to small λ0 in practical scenarios, we omit the terms that attenuate with λ0 to obtain a
suboptimal duty cycle µ∗a. The suboptimal duty cycle µ
∗
a and optimal duty cycle µ
∗
1 are defined
11
as follows,
µ∗a
△
= arg max
0≤µ≤η
{−µ logµ(1− a1)− (µa1 + 1− µ) log(µa1 + 1− µ) + µa1 log a1}, (14)
µ∗1
△
= arg max
0≤µ≤η
I(ξ; Z˜). (15)
Theorem 1: For 0 < a1 < 1, the suboptimal duty cycle µ
∗
a is given by µ
∗
a = min{η, µa},
where µa = (1− a1 + a
− a1
1−a1
1 )
−1. Moreover, we have lim
λA→0
µa =
1
e
, lim
λA→+∞
µa =
1
2
.
Proof: Please refer to Appendix A-D.
Note that the above asymptotic result is different from that reported in [2] where for λ0 = 0 the
optimal duty cycle is e−1. Note that in this work, since random PMT amplification is incorporated,
the asymptotic optimal duty cycle varies changes to 1/2 as λA approaches infinity. Moreover,
we have the following on the optimal duty cycle.
Theorem 2: For 0 < a1 < 1, the optimal duty cycle µ
∗
1 = min{η, µ1}, where µ1 is the unique
solution to the following equation∫ +∞
0
(
fC
Z˜|λ0(z˜)− f
C
Z˜|λ1(z˜)
)
log[µfC
Z˜|λ1(z˜) + (1− µ)f
C
Z˜|λ0(z˜)]dz˜ −H(f
C
Z˜|λ1) (16)
+H(fC
Z˜|λ0)− (a1 − a0) log[µa1 + (1− µ)a0] + a1 log a1 − a0 log a0 = 0.
Proof: Please refer to Appendix A-E.
B. Multiple Symbols-rate Sampling
For simplicity, we use the following notations. Let Ω
△
= {1, 2, · · · , L}, where L denotes the
number of samples in a symbol duration. Define set Z˜S
△
= {Zi|i ∈ S} for S ⊆ Ω, set SC △= Ω−S,
probability density function fS|j
△
= fz˜S |ξ=j , product δ(z˜S)
△
=
∏
i∈S
δ(z˜i), and f
C
S|j as the continuous
part of fS|j.
We have the following results on I(ξ; Z˜Ω).
Lemma 4: Assume Ts ≥ τ , then mutual information I(ξ; Z˜Ω) is the summation of the
following 2L items,
I(ξ; Z˜Ω) =
∑
S⊆Ω
IS(ξ, Z˜), (17)
12
where IS(ξ, Z˜) = H(µa
|S|
1 f
C
SC |1+(1−µ)a|S|0 fCSC |0)−µH(a|S|1 fCSC |1)−(1−µ)H(a|S|0 fCSC |0), fCø|j = 1
and H(a
|Ω|
j f
C
ø|j) = −a|Ω|j log(a|Ω|j ).
Proof: Please refer to Appendix A-F.
The suboptimal duty cycle µ∗ma and optimal duty cycle µ
∗
m are defined as follows:
µ∗ma = arg max
0≤µ≤η
I(ξ; Z˜Ω|λ0=0), (18)
µ∗m = arg max
0≤µ≤η
I(ξ; Z˜Ω). (19)
The characteristics of suboptimal duty cycle µ∗ma and optimal duty cycle µ
∗
m are shown as
follows,
Theorem 3: For multiple samples, the optimal duty cycle µ∗m = min{η, µm}, where µm is the
unique solution to the following,
∑
S⊆Ω
∫
R
|Ω|−|S|
+
(
a
|S|
0 f
C
SC |0(z˜
SC )− a|S|1 fCSC |1(z˜S
C
)
)
log
(
µa
|S|
1 f
C
SC |1(z˜
SC ) (20)
+(1− µ)a|S|0 fCSC |0(z˜S
C
)
)
dz˜S
C −H(a|S|1 fCSC |1) +H(a|S|0 fCSC |0) = 0.
Proof: Please refer to Appendix A-G.
Moreover, we have the following approximated solution under small background radiation λ0,
similarly to that for single symbol-rate sampling.
Theorem 4: For multiple symbols-rate samples, a suboptimal duty cycle based on small λ0 is
given by µ∗ma = min{η, µma}, where µma = (1− aL1 + (aL1 )
− a
L
1
1−aL1 )−1.
Proof: Please refer to Appendix A-H.
IV. WORKING REGIME CLASSIFICATION OF PMT
In general, the PMT signal range can be divided into three regimes, photon counting regime,
transition regime and waveform regime, according to the received signal intensity, where the
experimental results are shown in Fig. 3. In the experiment, we employ RIGOL DG5252 AWG
to transmit random data to a blue LED, Hamamatsu CR315 PMT 465nm to detect the optical
signal and Agilent MSOX6004A oscilloscope to collect the PMT output signal. The high level
voltages for LED of the pulse regime, the transition regime and the waveform regime are 2.30V ,
2.36V , 2.42V , respectively. A fundamental question is how to analytically characterize the three
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Fig. 3. The typical signals of three PMT working regimes from experiment.
regimes. In this section, the symbol duration is normalized such that Tb = 1 and we propose a
threshold-based criterion. Note that the pulses are generated by a practical PMT detector with
fixed holding time, which enables the pulse detection via finite-rate sampling. However, a photon
detected at time t creates a holding time interval from t to t+τ , during which the photon arrival
cannot be recorded accurately.
Assuming infinite sampling rate and zero noise variance of the PMT detector, the probability
mass function (PMF) of the detected photons number n based on rising-edge detection can be
characterized by the following result [27]. Note that in such a scenario, the photons arrived within
duration τ of an arrived photon cannot be detected, which accords with the basic assumption of
work [27].
Proposition 1: Given normalized dead time τ and photon arrival rate Λ, the number of detected
pulses n under infinite rate sampling is characterized by the following probability function,
P(n|Λ, τ) =
M−n∑
m=0
(−1)m
n!m!
[(
1− (n+m− 1)τ)Λe−Λτ]n+m, (21)
where interger M
△
= ⌊ 1
τ
⌋ + 1 defines the maximum number of counted pulses. Moreover, the
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mean and variance of n are given as follows
E[n] = Λe−Λτ , (22)
D[n] = E[n]− [1− (1− τ)2]E[n]2. (23)
Let Λ
(1)
th denote the threshold between the photon counting regime and transition regime, and
Λ
(2)
th denote the threshold between the transition regime and waveform regime. We propose the
following threshold specification criterion.
Threshold Between Pulse Regime and Transition Regime: Let Λ
(1)
th = argmax
λ
E[N ], where
random variable N follows the probability mass function given by Equation (21). Via simple
calculation, we have that the threshold between the pulse regime and transition regime is given
by Λ
(1)
th =
1
τ
.
Threshold Between Transition Regime and Waveform Regime: Consider function C
with domain [0,+∞), which is bounded and smooth, satisfying C(0) = 0, C ′(0+) > 0 and
lim
x→+∞
C(x) exists. Consider lmax
△
= sup
µL({x:C(x)≤l})<+∞
l, where µL(·) denotes Lebesgue measure.
The waveform regime is defined according to the probability of output samples lower than lmax.
More specifically, given probability threshold ǫ, the threshold between the transition regime and
waveform regime Λ
(2)
th is given by the maximum Λd where such probability is lower than or
equal to ǫ, i.e.,
max Λd,
s.t. P(Z˜ ≤ lmax|Λ) ≤ ǫ, ∀Λ ≥ Λd.
(24)
Lemma 5: The optimal solution to Problem (24) exists and is unique for any ǫ > 0.
Proof: Please refer to Appendix B-A.
Note that the optimal solution to Problem (24) is intractable due to the complicated distribution
of Z˜. We propose a suboptimal solution that can well approximate for large λ. Given lmax and
small ǫ, we have Λ
(2)
th >> lmax, which implies the validity of adopting Gaussian approximation.
More specifically, we have the following result.
Lemma 6: Define Z˜nor =
Z˜−E[Z˜]√
D[Z˜]
as the Gaussian normalization of Z˜. Then, as Λ approaches
infinity, Z˜nor converges in distribution to a standard normal distribution N (0, 1).
Proof: Please refer to Appendix B-B.
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Based on the above results, we have the following on the Gaussian approximation-based
threshold between the transition regime and waveform regime.
Theorem 5: Given a small ǫ, an approximate solution to Problem (24) is given by
Λ
(2)
th =
1
4τ
(− Φ−1(ǫ)√1 + 2a−1 +√(1 + 2a−1)[Φ−1(ǫ)]2 + 4lmax)2, (25)
where Φ(y) =
∫ y
−∞
1√
2π
e−
x2
2 dx.
Proof: Please refer to Appendix B-C.
V. MEAN POWER DETECTION FOR OVER-SAMPLING
Assume transmitted signal Λs ∈ {0,ΛA} with duty cycle µ = 12 and we investigate the binary
hypothesis testing problem. For ΛsTb ≪ lmax, the PMT is working in the linear regime C(y) = y.
In this section, the performance of MPD with infinite sampling rate and sampling interval shorter
than the dead time in the linear regime is investigated assuming symbol duration Tb = 1 for
simplicity.
A. Infinite Sampling Rate in Linear Regime
For signal y(t) in symbol duration [0, 1], the mean power ys
△
=
∫ 1
0
y(t)dt, is used for symbol
detection. Since each photon response is linear superimposed, each photon response can be
calculated as follows. Defining the mean power of photon response with arrival time tjk as
aj(t
j
k)
△
=
∫ 1
0
s(t; tjk)dt = G
j
kα(t
j
k), where α(t
j
k) =
∫ 1
0
h(t− tjk)dt, the mean power of response of
photons arrived in symbol duration [−j,−j + 1) is given by rj △=
∑
k:−j≤tjk<−j+1 aj(t
j
k) and the
mean power ys =
∑+∞
j=0 rj .
Define Mr0|Λs+Λ0 and Mr0|Λ0 as the MGF of r0 for symbol on and off, respective. Define
Mys|ξ as the MGF of ys given symbol ξ, and Mrj as the MGF of rj for j ≥ 0. We have the
following result.
Lemma 7: Assume transmitted signal Λs ∈ {0,ΛA} with duty cycle µ = 12 , the expression of
Mys|ξ(ω) given symbol ξ is as follow,
Mys|ξ(ω) =


Mr0|Λs+Λ0(ω)
∏+∞
j=1 Mrj (ω), ξ = 1;
Mr0|Λ0(ω)
∏+∞
j=1 Mrj (ω), ξ = 0.
(26)
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Proof: Please refer to Appendix C-A.
Since Λ0 ≪ Λs, we have Mr|Λ0(ω) ≈ 1 and Mrj |Λs+Λ0(ω), j = 1, 2, · · · is negligible, and thus
n∏
j=1
Mrj (ω) = exp
( n∑
j=1
lnMrj (ω)
)
≈ exp
(1
2
{
n∑
j=1
Mrj |Λs+Λ0(ω)− 1}
)
(27)
= exp
(1
2
{
n∑
j=1
(exp((Λs + Λ0)[
∫ −j+1
−j
Maj |ρ(ω)dρ− 1]))− 1}
)
(28)
≈ exp
((Λs + Λ0)
2
n∑
j=1
[
∫ −j+1
−j
Maj |ρ(ω)− 1dρ]
)
.
The approximation of Mys|ξ(ω) is obtained based on Lemma 7 as follows,
Mys|ξ(ω) ≈


exp
(
Λ
′
s
∑+∞
j=1[
∫ −j+1
−j Maj |ρ(ω)− 1dρ] + Λs
∫ 1
0
Ma0|ρ(ω)− 1dρ
)
, ξ = 1;
exp
(
Λ
′
s
∑+∞
j=1[
∫ −j+1
−j Maj |ρ(ω)− 1dρ] + Λ0
∫ 1
0
Ma0|ρ(ω)− 1dρ
)
, ξ = 0;
(29)
where Λ
′
s =
(Λs+Λ0)
2
. Then, we have the following results on the conditional PDF fys(x|ξ) of ys.
Corollary 1: For a photon response h(t) = u(t) − u(t − τ) and normalize G by E[G], then
we have
Mys|ξ=1(ω) = exp[−(Λs + Λ0)(1− τ)(1 − e−
ωτ
1+a−1ωτ )] exp[−3Λ
′
s
2
τ 2ω] + o(τ 2), (30)
Mys|ξ=0(ω) = exp[−Λ0(1− τ)(1− e−
ωτ
1+a−1ωτ )] exp[−(Λ
′
s + Λ0)
2
τ 2ω] + o(τ 2), (31)
where Λ
′
s =
Λ0+Λs
2
.
Proof: Please refer to Appendix C-B.
According to Corollary 1 and omit o(τ 2) item, we have the following approximation on the
distributions of ys,
fys(x|ξ = 1) ≈
1
τ
fZ˜
(x
τ
− 3Λ
′
s
2
τ 2|(Λs + Λ0)(1− τ)
)
, (32)
fys(x|ξ = 1) ≈
1
τ
fZ˜
(x
τ
− (Λ
′
s + Λ0)
2
τ 2|Λ0(1− τ)
)
. (33)
Consider the ML detection, where the regions corresponding to ξ = 0 and ξ = 1 are given as
follows:
δ0(x) = 1{fys(x|ξ = 0) > fys(x|ξ = 1)}, (34)
δ1(x) = 1{fys(x|ξ = 0) ≤ fys(x|ξ = 1)}. (35)
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Then, the detection error probability can be approximated as follows,
pMLe =
1
2
∫
δ0(x)fys(x|ξ = 1) + δ1(x)fys(x|ξ = 0)dx (36)
≈ 1
2
∫
min{fZ˜
(
x− 3Λ
′
s
2
τ 2|(Λs + Λ0)(1− τ)
)
, fZ˜
(
τ − (Λ
′
s + Λ0)
2
τ 2|Λ0(1− τ)
)
}dx.
B. Gaussian Approximation for Finite Sampling Rate in Linear Regime
We assume ks
△
= τ
Ts
and kd
△
= 1
τ
are integers, i.e., ks samples in dead time τ and kskd samples
in symbol duration Tb. For the output samples {Z1, · · · , Zkskd} in a symbol duration, the mean
power ykss , defined as y
ks
s
△
= 1
kskd
∑kskd
i=1 Zi, is used for symbol detection. Noting that adjacent ks
samples is related due to over-sampling rate with h(t) = u(t)− u(t− τ), we can rearrange the
mean power as ykss = y
ks
c + y
ks
l , where y
ks
c and y
ks
l denote the current symbol component and
previous symbol component with ks as the over-sampling rate, and corresponding the current
symbol samples sequence and previous symbol samples sequence, defined as {Zc1, · · · , Zckskd}
and {Z l1, · · · , Z lkskd}. Define random variable GΛ
△
=
∑+∞
n=0 1{NΛ = n}G(n), where random
variable NΛ ∼ Poi(Λ), G(n) △=
∑n
i=1Gi and {G1, · · · , Gn} denote independent and identically
distributed sequence of PMT gain. Since the photon arriving at the [−τ, 0) would contribute to
the mean power and Z li > 0 for 1 ≤ i ≤ ks − 1, we have
yksl =
∑kskd
i=1 Z
l
i
kskd
=
∑ks−1
i=1 i
∑+∞
n=0 1{N τΛ(1)
ks
= n}G(n)
kskd
=
∑ks−1
i=1 iG τΛ(1)
ks
,i
kskd
, (37)
where Λ(1) denotes previous symbol photon arrival rate, and {G τΛ(1)
ks
,1
, · · · , G τΛ(1)
ks
,ks−1
} are i.i.d.
with G τΛ(1)
ks
. Note that the mean power of the current symbol would leak into the next symbol
with photons arriving at the [1− τ, 1), then we have
yksc =
∑kskd
i=1 Z
c
i
kskd
=
1
kd
+∞∑
n=0
1{N kd−1
kd
Λ(0)
= n}G(n) + 1
kskd
ks−1∑
i=1
i
+∞∑
n=0
1{N τΛ(0)
ks
= n}G(n)
=
G kd−1
kd
Λ(0)
kd
+
∑ks−1
i=1 iG τΛ(0)
ks
,i
kskd
, (38)
where Λ(0) denotes the current symbol photon arrival rate , G kd−1
kd
Λ(0)
and G τΛ(0)
ks
,i
are mutually
independent.
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As Zi and Zj are independent for |i− j| ≥ ks and kd ≫ 1, ykss can be well approximated by
Gaussian distribution with matched expectation and variance according to central limit theorem.
Noting that E[GΛ] = Λ and D[GΛ] = Λ(1 + 2a−1), we have
E[ykss |Λ(0),Λ(1)] =
(kd − 1)Λ(0)
k2d
+
(Λ(1) + Λ(0))τ
∑ks−1
i=1 i
k2skd
= Λ(0)τ(1− τ) + (Λ(1) + Λ(0))τ
2
2
(1− k−1s ), (39)
D[ykss |Λ(0),Λ(1)] =
(kd − 1)Λ(0)(1 + 2a−1)
k3d
+
(Λ(1) + Λ(0))τ(1 + 2a
−1)
∑ks−1
i=1 i
2
k3sk
2
d
(40)
= Λ(0)τ
2(1− τ)(1 + 2a−1) + (Λ(1) + Λ(0))τ
3
6
(1 + 2a−1)(2− 3k−1s + k−2s ).
It is seen that E[ykss |Λ(0),Λ(1)] and D[ykss |Λ(0),Λ(1)] increases and decreases with ks, respectively.
Assume Λ(1) is given during detecting Λ(0). To compare the error probability with different ks
over-sampling rates, we normalize ykss given ξ = 0 such that y
ks
s|ξ=0 can be approximated by
normalized Gaussian distribution. For the scenario of ξ = 1, we have
µks
△
= EΛ(1)
[
E[ykss |ξ = 1,Λ(1)]
]
= EΛ(1)
[E[ykss |Λ1,Λ(1)]− E[ykss |Λ0,Λ(1)]√
D[ykss |Λ0,Λ(1)]
]
=
(Λ1 − Λ0)[1− τ2 (1 + k−1s )]
2
√
1 + 2a−1
{[Λ0
(
1− τ + τ
3
(2− 3k−1s + k−2s )
)
]−
1
2
+[Λ0(1− τ) + (Λ1 + Λ0)τ
6
(2− 3k−1s + k−2s )]−
1
2}, (41)
σ2ks
△
= EΛ(1)
[
D[ykss |ξ = 1,Λ(1)]
]
= EΛ(1)
[D[ykss |Λ1,Λ(1)]
D[ykss |Λ0,Λ(1)]
]
= 1 +
(Λ1 − Λ0)
(
1− τ + τ
6
(2− 3k−1s + k−2s )
)
2
{[Λ0
(
1− τ + τ
3
(2− 3k−1s + k−2s )
)
]−1
+[Λ0(1− τ) + (Λ0 + Λ1)τ
6
(2− 3
ks
+
1
k2s
)]−1}, (42)
Then we have fykss |ξ=1 ∼ N (µks, σ2ks), where N (µks, σ2ks) denotes the Gaussian distribution
with expectation µks , variance σ
2
ks
. Based on ML detection, we have the following approximate
threshold γks1a,
γks1a =
−µks +
√
µ2ks + (σ
2
ks
− 1)(µ2ks + σ2ks lnσ2ks)
σ2ks − 1
; (43)
and thus the detection error probability pwae,ks is given by
pwae,ks =
1
2
(
Q(γks1a) +Q(
µks − γks1a
σks
)
)
. (44)
19
C. Infinite Sampling Rate in the Non-linear Region
The numbers of arrived photons N and the corresponding photon arrival time TN =
(t1, · · · , tN) is a sufficient statistic of Poisson channel. Via eliminating the order of arrival time
with i.i.d sequence {t1, · · · , tn} provided N = n, we have the following conditional sample
function density:
f(N,TˆN )|λ(n, t
n) =


e−λ, n = 0;
e−λ λ
n
n!
, ti ∈ [0, 1], i = 1, · · · , n.
(45)
The output signal is given by y(t) = C
( ∑
ti∈[t−τ,t)
Gi
)
, where Gi denotes the gain of photons
arrived at time ti. The average power ys is given by
ys =
∫ 1
0
y(t)dt =
+∞∑
n=0
e−λ
λn
n!
∫ 1
0
∫
[0,1]n
C
( ∑
ti∈[t−τ,t)
Gi
)
dtn1dt. (46)
Then, the detection error probability based on ML detection is given by,
pNMLe =
∫
min{fys(x|ξ = 1), fys(x|ξ = 0)}dx. (47)
VI. MEAN POWER DETECTION AND PHOTON COUNTING DETECTION FOR UNDER-SAMPLING
For practical interest, we consider the scenario of lower sampling rate, where the sampling
interval Ts ≥ τ , and further assume L = 1Ts is an integer. Thus, the sample values Z˜L1 =
{Z˜1, · · · , Z˜L} are independent and identically distributed. We analyze the probability density
function of samples considering the following two cases depending on the signal intensity.
Linear Case: Assume C(x) = x if signal intensity does not reach the threshold for the
nonlinear regime. According to Equation (4), the MGF and probability density of Z˜ l are given
by,
MZ˜l|λ(ω) = e
λ
(
exp(− ω
1+a−1ω )−1
)
, (48)
fZ˜l|λ(z) = e
λ(e−a−1)δ(z) + a
√
1
z
e−(λ+az)
∞∑
n=0
√
n(λe−a)n
n!
I1(2a
√
nz). (49)
Non-linear Case: If the signal intensity increases beyond a threshold, the effect of anode
non-linearity emerges. Assume nonlinear function C(·) satisfies conditions in Section IV and
increases in [0, xs] firstly and then decreases in [xs,∞) corresponding to current saturation and
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supersaturation for a certain threshold xs. Note that C(x) = Cu(x)1{x ≤ xs}+Cd(x)1{x > xs},
where Cu(·) and Cd(·) denote the strictly increasing and decreasing parts of C(·), respectively.
Defining Z˜nl
△
= C(Z˜ l), we have the following probability density of Z˜nl,
fZ˜nl|λ(z) =
fZ˜l|λ(C
−1
u (z))
C ′u(C
−1
u (z))
− fZ˜l|λ(C
−1
d (z))
C
′
d(C
−1
d (z))
, (50)
where C−1u (·) and C−1d (·) are inverse functions of Cu(·) and Cd(·), respectively. Equation (50)
can be employed to obtain fZ˜nl|λ(z) in simulation.
In the remainder of this Section, we adopt fZ˜|λ(x) to denote fZ˜l|λ(z) in the linear regime and
fZ˜nl|λ(z) in the non-linear regime. The joint probability density of samples in a symbol duration
is given as follows
fZ1,··· ,ZL|λ(z1, · · · , zL) =
L∏
k=1
fZ˜|λ(zk). (51)
A. Photon Counting Detection
For mutually independent samples, it’s efficient to count by threshold rather than rising edge.
Let γ2 and Nˆ denote decision threshold and corresponding number of detected photons. Defining
Fk
△
= 1{zk ≥ γ2}, we have Nˆ =
∑L
k=1 Fk. Obviously, the distribution of Nˆ follows binomial
distribution B(L, p), where p is determined by the probability of exceeding threshold γ2
p0 , P(z˜k ≥ γ2|λ0) =
∫ ∞
γ2
fZ˜|λ0(z)dz, (52)
p1 , P(z˜k ≥ γ2|λ1) =
∫ ∞
γ2
fZ˜|λ1(z)dz, (53)
where λ0 = Λ0τ and λ1 = Λ1τ . Defining P
B
0 = B(L, p0) and P
B
1 = B(L, p1) as the binomial
distributions of Nˆ for symbol 0 and symbol 1, respectively, we have the following KL distance:
KL(PB0 ||PB1 ) = L(p0 log
p0
p1
+ (1− p0) log 1− p0
1− p1 ), (54)
KL(PB1 ||PB0 ) = L(p1 log
p1
p0
+ (1− p1) log 1− p1
1− p0 ). (55)
According to Chernoff-Stein Lemma [28], we pursue the optimal decision threshold γ∗2 that
maximizes the minimum of the above two KL distances, defined as follows,
γ∗2 = argmax
γ2
min{KL(PB0 ||PB1 ), KL(PB1 ||PB0 )}. (56)
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Noting that p0 < p1 is needed to maintain reliable communication, we have
KL(PB0 ||PB1 )−KL(PB1 ||PB0 ) = (p0 − p1) log
p0(1− p0)
p1(1− p1) T 0, if p0 + p1 S 1. (57)
Based on above statement, Problem (56) is equivalent to the following optimization problem:
max
γ2
min{KL(PB0 ||PB1 ), KL(PB1 ||PB0 )},
s.t. p0 =
∫ ∞
γ2
fZ˜|λ0(z)dz;
p1 =
∫ ∞
γ2
fZ˜|λ1(z)dz.
(58)
The above optimization problem can be solved via exhaustive search over γ2. Based on the
optimized decision threshold γ∗2 , two likelihood functions are proposed as P
B
0
△
= B(L, p0(γ∗2))
and PB1
△
= B(L, p1(γ∗2)). Defining nˆ as the number of detected photons, the log-likelihood ratio
(LLR) is given as follows,
LLRC
△
= nˆ ln
p1
p0
+ (L− nˆ) ln 1− p1
1− p0 . (59)
We can obtain the following counting threshold, denoted as nˆth,
nˆth = ⌊Lpth⌋, (60)
where pth =
log
1−p0
1−p1
log
p1
p0
+log
1−p0
1−p1
, such that symbol 1 is detected if nˆ > nˆth and symbol 0 is detected
otherwise. The detection error probability is given by
pce =
1
2
( nˆth∑
n=0
PB1 (n) +
L∑
n=nˆth+1
PB0 (n)
)
. (61)
We provide the following bounds on threshold pth.
Lemma 8: nˆth
L
≤ pth < p1 and p0 < pth ≤ nˆth+1L .
Proof: Define function s(x) = x ln x
x0
− (1 − x) ln 1−x0
1−x , for x ≥ x0 and x0 < 1. Then,
we have s
′
(x) = ln x
1−x − ln x01−x0 ≥ s
′
(x0) = 0, and thus s(x) ≥ 0 for x ≥ x0. Letting
x0 = p0, x = p1 and x0 = 1− p1, x = 1− p0, we have pth < p1 and p0 < pth.
According to Chernoff theorem [28], the optimum achievable exponent in terms of pce is the
Chernoff information C(P1, P0) = KL(Pλ∗||P1) = KL(Pλ∗||P0) with Pλ = P
λ
1 (x)P
1−λ
0 (x)∑
a∈{0,1}
Pλ1 (a)P
1−λ
0 (a)
,
and λ∗ determined byKL(Pλ∗ ||P1) = KL(Pλ∗ ||P0). Define Pth as binomial distribution B(1, pth)
for abbreviation, it can be verified readily that KL(Pth||P1) = KL(Pth||P0) and Pth d= Pλ∗ with
λ∗ =
ln
(
1−p0
p0
ln
1−p0
1−p1 / ln
p1
p0
)
ln
p1
1−p1−ln
p0
1−p0
.
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B. Mean Power Detection
Defining X˜s =
1
L
∑L
i=1 Z˜i as the average power and γ1 as the decision threshold, we have the
following MGF of X˜s and probability density function,
MX˜s|λ(ω) =
L∏
i=1
e
λ
(
exp(− ω/L
1+a−1ω/L )−1
)
= e
Lλ
(
exp(− ω
L+a−1ω )−1
)
, (62)
fX˜s|λ(y) = LfZ˜|Lλ(Ly), (63)
and thus symbol ξ = 1 is detected if LLRW = log
fZ˜|Lλ1(Ly)
fZ˜|Lλ0(Ly)
> 0, and symbol ξ = 0 is detected
otherwise. The detection error probability is given by
pLe =
1
2
∫ ∞
0
min{fZ˜|Lλ0(y), fZ˜|Lλ1(y)}dy. (64)
Then it is seen that the performance of mean power detection given the number of samples L
is equivalent to that with single-rate sampling with L times of signal and background photon
arrival rates.
For reliable communication, samples sequence length L requires sufficiently large and thus
X˜s can be approximated by Gaussian distribution according to central limit theorem. Strict proof
of asymptotically Gaussian of X˜s for large L is similar to Lemma 6 and omitted here. In the
following, Gaussian approximation is adopted to derive approximate closed-form detection error
probability pLae .
Note that the expectation and variance of X˜s are given by E[X˜s|ξ = i] = λi and D[X˜s|ξ =
i] = λi(1+2a
−1)
L
for i = 0, 1. Similarly to Section V-B, we normalize X˜s given ξ = 0 such
that it can be approximated by normalized Gaussian distribution. Then, we have the following
approximate threshold γLaMPD,
γLaMPD =
−µLa +
√
µ2La + (σ
2
La − 1)(µ2La + σ2La ln σ2La)
σ2La − 1
; (65)
where µLa =
λ−1−λ0√
λ0(1+2a−1)/L
and σ2La =
λ1
λ0
. Thus, the detection error probability pwae,ks is given by
pLae =
1
2
(
Q(γLaMPD) +Q(
µLa − γLaMPD
σLa
)
)
. (66)
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VII. EXPERIMENTAL AND NUMERICAL RESULTS
In experiment, a small threshold is set to filter negligible thermal noise and detect the
pulses under weak illuminate aiming to avoid pulse merge. The PMT gain samples refer to the
amplitude of the pulses. Standard Gaussian kernel density estimation is adopted to obtain the
estimated probability density with 1540 samples. Figure 4 shows the normalized gain probability
distribution with mean one obtained from the asymmetric model, experiment and Gaussian
approximation. The gain probability distribution is non-negative and asymmetric, where the
asymmetric distribution model is more accurate than the Gaussian approximation.
In simulation, the PMT output signal is generated via the pulses for the photon arrival process
and a non-linear function. Consider a PMT receiver with asymmetric shot noise and negligible
thermal noise. We adopt the following system parameters: symbol rate 1Msps; mean PMT gain
3×107; dead time 20ns; background photon rate 100000s−1, such that the normalized dead time
is 0.02 and the normalized background photon rate is 0.1.
Figures 5(a) and 5(b) plot the optimal duty cycle against peak-power Λs, with single and
double sampling rates for different background photon intensities to maximize I(b; Z˜) according
to Equations (16) and (20), respectively, from both simulations and numerical computations. It
is seen that the optimal duty cycles from theoretical derivations and simulations are very close
to each other. Moreover, the proposed suboptimal duty cycle corresponding to Λ0 = 0 is very
close to the optimum one for high Λs or low Λ0.
Figure 6 shows the typical signals in the three signal regimes from simulations, along with
the trend of pulse merge and saturation as Λ increases. As for threshold-based criterion, setting
lmax = 2.4 and ǫ = 0.015 for the threshold between waveform regime and transition regime, we
have Λ
(1)
th = 50 and Λ
(2)
th = 518.425 with the corresponding simulated signal waveforms shown
in Figures 7 and 8, respectively. It is seen that the proposed model can well characterize the
signals and the regime transitions.
Figure 9 shows the probability density function (pdf) of the normalized PMT signal and
Gaussian fitting results via matching the first and second moments, which shows the accuracy
of Gaussian approximation. Moreover, Gaussian distribution shows better approximation perfor-
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mance for large peak power, which is consistent with asymptotic Gaussian approximation from
Lemma 6.
Figures 10 and 11 show the fitted non-linear function, along with the normalized mean
and standard deviation (STD) of the received signals from experiments and simulations. The
determination of fitted non-linear function is elaborated in Appendix D. In Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm, we set the length of experimental data M1 = 31, the length
of variable M2 = 201 with value from 0 to 10 with interval 0.05, the maximum number of
iterations 100 and initial non-linear function as linear function. Armijo criterion is adopted to
determine the step size in the search. Such non-linear function is consistent with the trend of
the mean of PMT output signals, and the mean and STD from simulations show the same trend
as those from experiments.
Figure 12 shows the BER of MPD with different over-sampling rates from simulations as well
as from Gaussian approximation and Equation (36). It is seen that the improvement of MPD
brought by higher samping rate is not significant, and Gaussian approximation shows larger gap
for over-sampling and higher λs due to inaccurate tail distribution estimation. The gap between
Equation (36) and simulation can be explained by the omitted but non-negligible high order
terms.
Figure 13 plots the BER of MPD and PCD against signal arrival rate Λs for L = 50, 25, 10
from both Monte-Carlo simulations, theoretical analysis and Gaussian approximation analysis
according to Equations (61), (64) and (66), respectively, in the linear regime. In Monte-Carlo
simulations, we set the number of random symbols to be 5× 104 and adopt ML detection. It is
seen that the BER of threshold-based PCD is lower than or approximately the same as that of
MPD.
Figure 14 plots the BER of MPD and PCD against signal arrival rate Λs for L = 50, 25, 10
and for non-linear function C(x) shown in Figure 10 with linear interpolation, and Gaussian
thermal noise power σ20 = 10
−3 from simulations with 5 × 105 random data symbols based on
the optimal threshold. It is seen that the BER of PCD is higher than that of MPD in the low
SNR regime and lower in the high SNR regime. It is justified by the fact that noise can be
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Fig. 4. The probability distribution of asymmetric model, estimation in experiment and Gaussian approximation.
removed more effectively via the average operation compared with the hard-decision operation
for low SNR, and the average operation results in larger performance loss compared with the
hard-decision operation for high SNR.
VIII. CONCLUSION
We have studied the model on the PMT output signals based on multi-stage random
amplification mechanism. We have also investigated the achievable rate for single and multiple
sampling rates along with the optimal duty cycle and the suboptimal duty cycle based on small
λ0. Besides, we have proposed a threshold-based classifier to distinguish three working regimes
of PMT. Moreover, we have investigated the performance of two signal detection approaches
with different sampling rates, including the MPD and PCD.
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Fig. 5. The optimal duty cycle versus λs from simulation and theoretical analysis for different λ0 with single-rate sampling
Ts = Tb in (a) and double-rate sampling Ts =
Tb
2
in (b).
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working regimes from simulations.
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APPENDIX A
PROOF OF ACHIEVABLE RATE
A. Proof of Lemma 1
Defining an(z˜, λ)
△
= e
−az˜I1(2a
√
nz˜)√
n!
√
z˜
, bn(z˜, λ)
△
= a
√
n(λe−a)n√
n!
e−λ and sequence of functions
fn(z˜, λ) =
∑n
i=0 ai(z˜, λ)bi(z˜, λ), we have limn→∞
fn(z˜, λ) = f
C
Z˜|λ(z˜). According to Equation (2.4)
in [29], we have ey(y+3
4
)4 < Γ(2) 2
y
I1(y) < e
y( 3
2y+3
)
3
2 for y > 0. Thus an(z˜, λ) <
e2a
√
nz˜−az˜a
√
n
Γ(2)
√
n!
≤
eana
√
n
Γ(2)
√
n!
→ 0 for n→∞. Noting that there exists sufficiently large N1 such that
√
(n− 1)! > e2an
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threshold between transition regime and waveform regime.
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Fig. 11. The mean and STD of the received signals from
experiments and simulation.
for n > N1, we have
∑+∞
n=0 an(z˜, λ) <
∑+∞
n=0
eana
√
n
Γ(2)
√
n!
<
∑N1
n=0
eana
√
n
Γ(2)
√
n!
+
∑+∞
n=N1+1
e−an
Γ(2)
<∑N1
n=0
eana
√
n
Γ(2)
√
n!
+ e
−aN1
Γ(2)(1−e−aN1 ) . Thus partial sum of
∑+∞
n=0 an(z˜, λ) is uniformly bounded.
Note that for fixed λ, bn attenuates to 0 as n approaches infinity. According to Dirichlet’s test,∑∞
i=0 ai(z˜, λ)bi(z˜, λ) uniformly converges in R+ × (0, λA]. As each term of ai(z˜, λ)bi(z˜, λ) is
continuous, function fC
Z˜|λ(z˜) is uniformly continuous with respect to (z˜, λ) ∈ R+ × (0, λA].
B. Proof of Lemma 2
Since fC
Z˜|λ0(z˜)− ǫfCZ˜|λ1(z˜) = a
√
1
z
e−az
∑∞
n=0(e
−λ0λn0 − ǫe−λ1λn1 )
√
ne−na
n!
I1(2a
√
nz), it suffices
to have that fC
Z˜|λ0(z˜) < ǫf
C
Z˜|λ1(z˜) if e
−λ0λn0 < ǫe
−λ1λn1 for any n ∈ N+. In the case of λ1 ≤ 1, for
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Fig. 12. The error probabilities of MPD versus λs for different over-sampling rates.
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Fig. 14. The error rates of MPD and PCD versus λs for
different down-sampling rates in the non-linear regime.
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λ0 < min
n∈N+
n
√
ǫ
e
λ1 =
ǫ
e
λ1 we have e
−λ0λn0 < λ
n
0 <
ǫ
e
λn1 ≤ ǫe−λ1λn1 for any n ∈ N+. In the case
of λ1 > 1, for λ0 < min
n∈N+
n
√
ǫe−λ1λ1 = ǫe−λ1λ1, we have e−λ0λn0 < λ
n
0 < ǫe
−λ1λ1 ≤ ǫe−λ1λn1
for any n ∈ N+. In summary, defining δ = ǫe−max{1,λ1}λ1, the condition for both λ1 ≤ 1 and
λ1 > 1 can be satisfied, and thus we complete the proof.
C. Proof of Lemma 3
Note that
log
(
µfC
Z˜|λ1(z˜) + (1− µ)fCZ˜|λ0(z˜)
)
= log
(
µfC
Z˜|λ1(z˜)
)
+
1− µ
µ
fC
Z˜|λ0(z˜)
fC
Z˜|λ1(z˜)
+ o(λ0), (67)
∫ ∞
0
fC
Z˜|λ(z˜)dz˜ = 1− e−λ(1−e
−a). (68)
Based on Lemma 2, for λ0 < δ = ǫe
−max{1,λ1}λ1, we have∫ +∞
0
[fC
Z˜|λ0(z˜)]
2
fC
Z˜|λ1(z˜)
dz˜ < ǫ
∫ +∞
0
{fC
Z˜|λ0(z˜)}dz˜ = ǫ
(
1− e−λ0(1−e−a)), (69)
which implies that
∫ +∞
0
[fC
Z˜|λ0
(z˜)]2
fC
Z˜|λ1
(z˜)
dz˜ = o(λ0). According to Cauchy-Schwarz inequality, we have
the following∫ +∞
0
[fC
Z˜|λ0(z˜)]
2
fC
Z˜|λ1(z˜)
dz˜
∫ +∞
0
fC
Z˜|λ1(z˜)dz˜ ≥
( ∫ +∞
0
fC
Z˜|λ0(z˜)dz˜
)2
=
(
1− e−λ0(1−e−a))2, (70)
which implies that
∫ +∞
0
[fC
Z˜|λ0
(z˜)]2
fC
Z˜|λ1
(z˜)
dz˜ ≥ C0λ20 for 0 < λ0 < δ for certain constant C0 > 0. Thus,
the output signal entropy is given by
H
(
µfC
Z˜|λ1(z˜) + (1− µ)fCZ˜|λ0(z˜)
)
(71)
= H
(
µfC
Z˜|λ1
)
+H2
(
(1− µ)fC
Z˜|λ0 , µf
C
Z˜|λ1
)− (1− µ)
∫ +∞
0
fC
Z˜|λ0(z˜)dz˜
−(1− µ)
2
µ
∫ +∞
0
[fC
Z˜|λ0(z˜)]
2
fC
Z˜|λ1(z˜)
dz˜ + o(λ0)
= µH
(
fC
Z˜|λ1
)
+ (1− µ)H2
(
fC
Z˜|λ0 , f
C
Z˜|λ1
)− µ logµ(1− (e−λ1(1−e−a)))
−(1− µ) logµ(1− (e−λ0(1−e−a)))− (1− µ)(1− (e−λ0(1−e−a)))+ o(λ0).
Plugging Equation (71) into Equation (10), we have
IC(ξ; Z˜) = (1− µ)H2
(
fC
Z˜|λ0, f
C
Z˜|λ1
)− (1− µ)H(fC
Z˜|λ0
)− µ logµ(1− (e−λ1(1−e−a))) (72)
−(1− µ) logµ(1− e−λ0(1−e−a))− (1− µ)(1− e−λ0(1−e−a))+ o(λ0).
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Noting that fZ˜|λ0(z˜) = (a0 + o(λ0))δ(z˜) +
(
λ0 + o(λ0)
)
g(z˜), we have
H2
(
fC
Z˜|λ0 , f
C
Z˜|λ1
)
= λ0C1 + o(λ0), (73)
where C1 = −
∫ +∞
0
g(z˜) log fC
Z˜|λ1(z˜)dz˜ and
H
(
fC
Z˜|λ0
)
= −(λ0 + o(λ0))
∫ +∞
0
g(z˜) log g(z˜)dz˜ − (λ0 log λ0 + o(λ0))
∫ +∞
0
g(z˜)dz˜ (74)
= λ0C2 − λ0 log λ0(1− e−a) + o(λ0),
where C2 = −
∫ +∞
0
g(z˜) log g(z˜)dz˜. Plugging Equations (73) and (74) into Equation (72), we
have
IC(ξ; Z˜) = −µ logµ(1− (e−λ1(1−e−a)))− (1− µ) logµλ0(1− e−a) (75)
−(1− µ)λ0(1− e−a) + λ0(1− µ)(C1 − C2) + o(λ0).
D. Proof of Theorem 1
Defining G(µ) = −µ logµ(1−a1)−(µa1+1−µ) log(µa1+1−µ)+µa1 log a1 with µ ∈ [0, 1],
we have
G
′
(µ) = (1− a1)[log(µa1 + 1− µ)− log(µ)] + a1 log a1; (76)
G
′′
(µ) =
−(1− a1)
µ(µa1 + 1− µ) < 0. (77)
Since lim
µ→0
G
′
(µ) = +∞ > 0 and G′(1) = log a1 < 0, equation G′(µ) = 0 has unique solution
µa =
1
1−a1+a
− a11−a1
1
.
From the above arguments, it is seen that max
0≤µ≤η
G(µ) is achieved for µ = µa, provided η ≥ µa.
When µa ≥ η (from the concavity of G(µ)), the maximum is achieved for µ = η. Thus, we have
µ∗1 = min{η, µa}. (78)
Furthermore, since
lim
λA→0
a
− a1
1−a1
1 = lim
a1→1
[(1 + (a1 − 1))
1
a1−1 ]a1 = e, lim
λA→+∞
a
− a1
1−a1
1 = e
lim
a1→0
− a1
1−a1 ln a1 = 1, (79)
we have lim
λA→0
µa =
1
e
and lim
λA→+∞
µa =
1
2
.
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E. Proof of Theorem 2
Define G2(µ)
△
= I(ξ, Z˜) with µ ∈ [0, 1]. Based on Equation (9) and Equation (10), we have
G
′
2(µ) =
∫ +∞
0
(
fC
Z˜|λ0(z˜)− f
C
Z˜|λ1(z˜)
){1 + log[µfC
Z˜|λ1(z˜) + (1− µ)f
C
Z˜|λ0(z˜)]}dz˜ (80)
−H(fC
Z˜|λ1) +H(f
C
Z˜|λ0)− (a1 − a0){1 + log[µa1 + (1− µ)a0]}+ a1 log a1 − a0 log a0.
Noting that
∫ +∞
0
fC
Z˜|λ0(z˜)− f
C
Z˜|λ1(z˜)dz˜ = a1 − a0, we have
G
′
2(µ) =
∫ +∞
0
(
fC
Z˜|λ0(z˜)− fCZ˜|λ1(z˜)
)
log[µfC
Z˜|λ1(z˜) + (1− µ)fCZ˜|λ0(z˜)]dz˜ −H(fCZ˜|λ1) (81)
+H(fC
Z˜|λ0)− (a1 − a0) log[µa1 + (1− µ)a0] + a1 log a1 − a0 log a0,
G
′′
2(µ) =
∫ +∞
0
−
(
fC
Z˜|λ0(z˜)− f
C
Z˜|λ1(z˜)
)2
µfC
Z˜|λ1(z˜) + (1− µ)fCZ˜|λ0(z˜)
dz˜ − (a1 − a0)
2
µa1 + (1− µ)a0 < 0. (82)
Thus, there exists at most one solution to G
′
2(µ) = 0. The existence of such solution is justified
as follows
lim
µ→0
G
′
2(µ) = KL(fZ˜|λ1(z˜), fZ˜|λ0(z˜)) > 0, (83)
lim
µ→1
G
′
2(µ) = −KL(fZ˜|λ0(z˜), fZ˜|λ1(z˜)) < 0. (84)
From the above arguments we have that max
0≤µ≤η
G2(µ) is achieved by µ
∗
1 = µ1, for η ≥ µ1. For
µ1 ≥ η, this maximum value is achieved for µ∗1 = η. Thus, we have
µ∗1 = min{η, µ1}. (85)
F. Proof of Lemma 4
Define probability density function fi|j
△
= fz˜i|ξ=j . Since samples Z˜
Ω are mutually independent
for Ts ≥ τ , we have
fZ˜Ω|j(z˜
Ω) =
L∏
i=1
[ajδ(z˜i) + fi|j(z˜i)] =
∑
S⊆Ω
a
|S|
j δ(z˜
S)fCSC |j(z˜
SC ), j = 0, 1, (86)
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where |S| denotes the cardinality of set S. Since
∫
log
dFZ˜Ω|j(z˜
Ω)
dFZ˜Ω(z˜
Ω)
dFZ˜Ω|j(z˜
Ω) (87)
=
∑
S⊆Ω
∫
log
dFZ˜Ω|j(z˜
Ω)
dFZ˜Ω(z˜
Ω)
a
|S|
j δ(z˜
S)fCSC |j(z˜
SC )dz˜Ω
=
∑
S⊆Ω
∫
fCSC |j(z˜
SC )a
|S|
j log
a
|S|
j f
C
SC |j(z
SC )
µa
|S|
1 f
C
SC |1(z
SC ) + (1− µ)a|S|0 fCSC |0(zSC )
dz˜S
C
=
∑
S⊆Ω
KL
(
a
|S|
j f
C
SC |j, µa
|S|
1 f
C
SC |1 + (1− µ)a|S|0 fCSC |0
)
,
we have the following on the mutual information
I(ξ; Z˜Ω) =
∫
log
dFξ,Z˜Ω(ξ, z˜
Ω)
dFξ(ξ)dFZ˜Ω(z˜
Ω)
dFξ,Z˜Ω(ξ, z˜
Ω) (88)
= µ
∫
log
dFZ˜Ω|1(z˜
Ω)
dFZ˜Ω(z˜
Ω)
dFZ˜Ω|1(z˜
Ω) + (1− µ)
∫
log
dFZ˜Ω|0(z˜
Ω)
dFZ˜Ω(z˜
Ω)
dFZ˜Ω|0(z˜
Ω)
=
∑
S⊆Ω
µKL
(
a
|S|
1 f
C
SC |1, µa
|S|
1 f
C
SC |1 + (1− µ)a|S|0 fCSC |0
)
+(1− µ)KL(a|S|0 fCSC |0, µa|S|1 fCSC |1 + (1− µ)a|S|0 fCSC |0)
△
=
∑
S⊆Ω
IS(ξ, Z˜),
where IS(ξ, Z˜) = H(µa
|S|
1 f
C
SC |1+(1−µ)a|S|0 fCSC |0)−µH(a|S|1 fCSC |1)−(1−µ)H(a|S|0 fCSC |0) (define
fCø|j = 1 and H(a
|Ω|
j f
C
ø|j) = −a|Ω|j log(a|Ω|j )).
G. Proof of Theorem 3
Firstly, we show that I(ξ; Z˜Ω) is concave with respect to µ. Since
∂IS
∂µ
=
∫
R
|Ω|−|S|
+
(
a
|S|
0 f
C
SC |0(z˜
SC )− a|S|1 fCSC |1(z˜S
C
)
)
log
(
µa
|S|
1 f
C
SC |1(z˜
SC ) (89)
+(1− µ)a|S|0 fCSC |0(z˜S
C
)
)
dz˜S
C −H(a|S|1 fCSC |1) +H(a|S|0 fCSC |0),
∂2IS
∂µ2
=
∫
R
|Ω|−|S|
+
−
(
a
|S|
0 f
C
SC |0(z˜
SC )− a|S|1 fCSC |1(z˜S
C
)
)2
µa
|S|
1 f
C
SC |1(z˜
SC ) + (1− µ)a|S|0 fCSC |0(z˜SC )
dz˜S
C
< 0, (90)
33
we have ∂
2I
∂µ2
=
∑
S⊆Ω
∂2IS
∂µ2
< 0. Then, there exists at most one solution to ∂I
∂µ
= 0. Noting
−
∑
S⊆Ω
∫
R
|Ω|−|S|
+
a
|S|
0 f
C
SC |0(z˜
SC )− a|S|1 fCSC |1(z˜S
C
)dz˜S
C
(91)
= −
∑
S⊆Ω
a
|S|
0 (1− a0)|Ω|−|S| − a|S|1 (1− a1)|Ω|−|S|
= −[(a0 + 1− a0)]|Ω| − (a1 + 1− a1)]|Ω|] = 0,
we have
∂I
∂µ
=
∑
S⊆Ω
∫
R
|Ω|−|S|
+
(
a
|S|
0 f
C
SC |0(z˜
SC )− a|S|1 fCSC |1(z˜S
C
)
)
log
(
µa
|S|
1 f
C
SC |1(z˜
SC ) (92)
+(1− µ)a|S|0 fCSC |0(z˜S
C
)
)
dz˜S
C −H(a|S|1 fCSC |1) +H(a|S|0 fCSC |0).
The existence of solution is as follows
lim
µ→0
∂I
∂µ
=
∑
S⊆Ω
∫
R
|Ω|−|S|
+
a
|S|
1 f
C
SC |1(z˜
SC ) log
a
|S|
1 f
C
SC |1(z˜
SC )
a
|S|
0 f
C
SC |0(z˜
SC )
dz˜S
C
(93)
(a)
>
∑
S⊆Ω
∫
R
|Ω|−|S|
+
a
|S|
1 f
C
SC |1(z˜
SC )dz˜S
C
log
∑
S⊆Ω
∫
R
|Ω|−|S|
+
a
|S|
1 f
C
SC |1(z˜
SC )dz˜S
C
∑
S⊆Ω
∫
R
|Ω|−|S|
+
a
|S|
0 f
C
SC |0(z˜
SC )dz˜SC
= 0;
lim
µ→1
∂I
∂µ
=
∑
S⊆Ω
∫
R
|Ω|−|S|
+
−a|S|0 fCSC |0(z˜S
C
) log
a
|S|
0 f
C
SC |0(z˜
SC )
a
|S|
1 f
C
SC |1(z˜
SC )
dz˜S
C (b)
< 0; (94)
where (a) and (b) follow from log-sum inequality and
fC
SC |1(z˜
SC )
fC
SC |0(z˜
SC )
6= const. From the above
statements we conclude that max
0≤µ≤η
I(ξ; Z˜Ω) is achieved for µ∗m = µm provided that η ≥ µm.
When µm ≥ η, from the concavity of I(ξ; Z˜Ω) we have that the maximum is achieved for
µ∗m = η. Thus, we have
µ∗m = min{η, µm}. (95)
H. Proof of Theorem 4
Setting λ0 = 0, we have fS|0(z˜S) = δ(z˜S), and
IS(ξ, Z˜) = H(µa
|S|
1 f
C
SC |1 + (1− µ)1{S = Ω})− µH(a|S|1 fCSC |1). (96)
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Then, we have
∂IS
∂µ
=
∫
R
L−|S|
+
(
1{S = Ω} − a|S|1 fCSC |1(z˜S
C
)
)
log
(
µa
|S|
1 f
C
SC |1(z˜
SC ) (97)
+(1− µ)1{S = Ω})dz˜SC −H(a|S|1 fCSC |1);
∂I
∂µ
=
∑
S$Ω
−a|S|1 (1− a− 1)L−|S| + (1− aL1 ) log(µaL1 + 1− µ) + aL1 log aL1 (98)
= (1− aL1 ) log(aL1 − 1 +
1
µ
) + aL1 log a
L
1 .
According to Equations (76) and (98), we can complete proof using similar procedures replacing
a1 with a
L
1 as that of Theorem 1.
APPENDIX B
PROOF OF WORKING REGIME CLASSIFICATION
A. Proof of Lemma 5
Note that the contribution to Z˜ of each photon is independent and identically distributed.
Based on Equation (1), we have E[G˜] = 1 and D[G˜] = 2a−1, where G˜ denotes the normalized
PMT gain by A. Thus, we have
E[Z˜|Λ] = E[E[Z˜|N,Λ]] = E[N ] = λ, (99)
D[Z˜|Λ] = D[E[Z˜|N,Λ]] + E[D[Z˜|N,Λ]] = D[N ] + E[2a−1N ] = λ(1 + 2a−1). (100)
According to Chebshev inequality, we have
P(Z˜ ≤ lmax|Λ) ≤ Λ(1 + 2a
−1)
(λ− lmax)2
λ→∞−→ 0. (101)
Then for any ǫ > 0, there is a Λd such that P(Z˜ ≤ lmax|Λ) < ǫ for all Λ ≥ Λd. The uniqueness
is obvious.
B. Proof of Lemma 6
This proof is based on MGF. According to the translation property, we have
MZ˜nor(µ|Λ) = e
√
λ
1+2a−1 µ+λ
(
exp(− µ√
λ(1+2a−1)+a−1µ
)−1
)
. (102)
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Since − 1
x+a
= − 1
x
+ a
x(x+a)
, according to Taylor’s theorem, we have
λ
(
exp(− µ√
λ(1 + 2a−1) + a−1µ
)− 1) (103)
= λ
(
− µ√
λ(1 + 2a−1) + a−1µ
+ (
µ√
λ(1 + 2a−1) + a−1µ
)2 + o(
1
λ
)
)
= −µ
√
λ
1 + 2a−1
+
1
2
µ2 + o(1),
where o(1) means that lim
Λ→∞
o(1) = 0. Thus we have
lim
Λ→∞
MZ˜nor(µ|Λ) = e
1
2
µ2 , (104)
which is the MGF of N (0, 1). According to Le´vy’s continuity theorem [30], we have that Z˜nor
converges in distribution to N (0, 1).
C. Proof of Theorem 5
Since ǫ is small, typically 10−3 ∼ 10−2, the solution Λ(2)th is large such that Gaussian
approximation works well. According to Lemma 6, we have the following on the Gaussian
approximation,
P(Z˜ ≤ lmax|Λ) ≈ Φ( lmax − λ√
λ(1 + 2a−1)
) ≤ ǫ, (105)
which leads to lmax − λ ≤ Φ−1(ǫ)
√
λ(1 + 2a−1). Via straightforward mathematical derivations,
we have
λ
(2)
th =
1
4
(− Φ−1(ǫ)√1 + 2a−1 +√(1 + 2a−1)[Φ−1(ǫ)]2 + 4lmax)2. (106)
APPENDIX C
PROOF OF MEAN POWER DETECTION FOR INFINITE SAMPLING RATE
A. Proof of Lemma 7
According to Equation (1), the conditional MGF of aj(t
j
k) given t
j
k = ρ, denoted as Maj |ρ(ω),
is given by
Ma0|ρ(ω) = E[exp(−ωa0(t0k))|t0k = ρ] = exp[−
Aωα(ρ)
1 +Bωα(ρ)
], 0 ≤ ρ < 1; (107)
Maj |ρ(ω) = E[exp(−ωaj(tjk))|tjk = ρ] = exp[−
Aωα(ρ)
1 +Bωα(ρ)
],−j ≤ ρ < −j + 1.
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Note that aj(t
j
k) and an(t
n
m) are independent for k 6= m or j 6= n, and thus
m∏
k=1
E[exp(ωaj(t
j
k))|N = m] = {
∫ −j+1
−j
Maj |ρ(ω)dρ}m. (108)
Then, we have the following MGF of rj
Mrj |Λ(ω) = P{N = 0}+
∞∑
m=1
P{N = m}
m∏
k=1
E[exp(ωaj(t
j
k))|N = m] (109)
= exp
(
Λ[
∫ −j+1
−j
Maj |ρ(ω)dρ− 1]
)
,
Mrj (ω) =
1
2
(
Mrj |Λs+Λ0(ω) +Mrj |Λ0(ω)
)
.
Since rj and rk are independent for j 6= k, we have the following conditional MGF Mys|ξ(ω) of
ys as equation (26).
B. Proof of Corollary 1
Due to that h(t) = u(t)− u(t− τ), then we have
α(ρ) =


τ, 0 ≤ ρ < 1− τ ;
1− ρ, 1− τ ≤ ρ < 1;
τ + ρ, −τ ≤ ρ < 0;
0, otherwise.
(110)
Based on Equation (109) and uniform distribution of photon arrival for homogeneous Poisson
process, we have
Mr0|Λ(ω) = exp
(
Λ[(1− τ)e− ωτ1+a−1ωτ +
∫ 1
1−τ
e
− ω(1−ρ)
1+a−1ω(1−ρ)dρ− 1]), (111)
Mr1(ω|Λ) = exp
(
Λ[(1− τ) +
∫ τ
0
e
− ωρ
1+a−1ωρdρ− 1]), (112)
Mrj |Λ(ω) = 1, j = 2, 3, · · · . (113)
Assuming that τ << 1 for reliable communication, we resort to Taylor theorem:∫ 1
1−τ
e
− ω(1−ρ)
1+a−1ω(1−ρ)dρ =
∫ τ
0
e
− ωρ
1+a−1ωρdρ = τ − ω
2
τ 2 + o(τ 2), (114)
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which leads to the following,
Mr0|Λ(ω) = exp[−Λ[(1 − τ)(1− e−
ωτ
1+a−1ωτ )− ω
2
τ 2] + o(τ 2), (115)
Mr1|Λ(ω) = exp(−
ω
2
τ 2Λ) + o(τ 2). (116)
Based on Lemma 7, the proof of Corollary 1 completes.
APPENDIX D
NON-LINEAR FUNCTION DETERMINATION
Due to unmeasured inner current of anode in PMT, we adopt the mean and variance of the
output samples with respect to optical power Λ, denoted as gm(Λ) and gv(Λ), respectively, from
experiment to estimate the non-linear function. We aim to find non-linear function C(x) such
that
∫ +∞
0
C(x)fZ|Λ(x)dx and
√∫ +∞
0
C2(x)fZ|Λ(x)dx can be well approximated by gm(Λ) and√
g2m(Λ) + gv(Λ), respectively.
Considering finite experimental data, we adopt discrete optimization method. Denote {Λi, i =
1, · · · ,M1} and {xj , j = 1, · · · ,M2} (x0 = 0) as the measured optical power set in the
experiment and discrete variable set, respectively. Denote probability matrix as P
△
= [pij]M1×M2 ,
where pij =
∫ xj
xj−1
fZ|Λi(x)dx for j > 1 and pi1 = e
Λiτ(e
−a−1) for i = 1, · · ·M1, c △=
[c1, · · · , cM2]T , where cj = C(xj) for j = 1, · · · ,M2, g1 △= [gm(Λ1), · · · , gm(ΛM1)]T and
g2
△
= [
√
g2m(Λ1) + gv(Λ1), · · · ,
√
g2m(ΛM1) + gv(ΛM1)]
T . Mean square loss function is employed
to measure the distance between the measured value and ideal value. For simplicity, letting ·2
and
√· denote the square and square root in the element-wise manner, respectively. The objective
function and its gradient are given by
F (c) = ||Pc− g1||2 + ||
√
Pc2 − g2||2, (117)
∂F
∂c
= 2PT (Pc− g1) + 2d, (118)
where d
△
= [d1. · · · , dM2]T and di =
∑M1
i=1
(√∑M2
j=1 pijc
2
j −
√
g2m(Λi) + gv(Λi)
) pijcj√∑M2
j=1 pijc
2
j
.
Noting thatM2 is typically large, we adopt Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm
for large scale unconstrained optimization problem [31] for the fitting.
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