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Abst rac t  
In this paper we present a hardware implementation f an algorithm for generating node dis j~t  
routes in a Kautz network. Kautz networks are ba~d on a fanfily of digraphs descn'bed by W.H. 
Kautz [Kautz 68]. A Kautz network with in-degree and out-degree d has N = d ~ + d ~-~ nodes (for 
any cardinals d, k> 0). The diameter isat most k, the degree is fixed and independent of the network 
size. Moreover, it is fault-tolerant, the connectivity is d and the mapping of standard computation 
graphs uch as a linear array, a ring and a tree on a Kantz network is straightforward. 
The network has a simple routing mechanism, even when nodes or links are faulty. [nmse t al. 
[Imase 86] showed the existence of d node disjoint paths between any pair of vertices. In Smitet 
al. [Smit 91] an algorithm is described that generates d node disjoint routes between two arb i~ 'y  
nodes in the network. In this paper we.present a simple and fast -hardware implementation f this 
algorithm. It can be realized with standard components (Field Programmable Gate Arrays). 
Keywords: interconnection networks, Kautz graphs, routing algorithms, routing hardware, 
VHDL. 
1. Introduction. 
COMPAS (COMmunication i PArallel Systems) is a 
research project carried out at the University of Twente. 
The goals of this project are the design, realization and 
evaluation of interconnection networks for parallel sys- 
tems. 
In this paper we consider regular interconnection net- 
works for multi-compoter systems. A multi-computer 
system is defined as a collection of linked node compub 
ers (abbreviated asnodes), in which the nodes commu- 
nicate via message passing [Dally 87]. We assume that 
each node consists of a communication processor and 
one or more node processors with local memory (see 
fig. 1). 
The choice of ~ suitable interconnection network topol- 
ogy is an important issue of parallel systems. As the 
number of processors increases, the demands imposed 
on the network become more strict. There are several, 
sometimes conflicting, demands that have to be consid- 
ered, such as: 
- Diameter. The network should have a small diame- 
ter and thus a low average tl/stance. 
- Degree: The degree of a node should be indepen- 
dent of the actual size of the network.). 
Communication 
Fig.l: Architecture of a node. 
- Fault tolerance: The network should be faulMoler- 
ant. In a system consisting of a large number of 
nodes, the probab/lity of a node or a link fa/lure, 
cannot be neglected. Connectivity and diameter are 
important parametem for the construction of fault- 
tolerant networks [Bermood 89]. 
- Embedding computation graphs: The network 
should allow for efficient and simple mappings of 
standard computation graphs like lines, trees and 
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meshes [Hilbers 89]. 
Communication delays: In order to achieve a low 
latency and a high throughput, communication 
delays between nodes must be short. Note that hese 
factors are also influenced by topology related fac- 
tors such as network diameter and routing strategy. 
- Routing: The network should have a simple routing 
mechanism. 
in this paper we focus on Kautz networks [Kautz 68]. 
These networks have drawn some attention recently 
[Esermond 89, Fio184, Imase 83]. 
We finish this introduction with some definitions. The 
standard definitions from graph theory, such as degree, 
diameter, distance, connectivity, etc. can be found in 
[Berge 73]. Let N(x) denote the set of neighbours ofa 
vertex . A graph is called egree-regular if all vertices 
have the same degree. Let IN(x) be the set of neigh- 
bouts that have an arc pointing to x (in-neighbours). 
The in-degree d'(x) is the cardinality of IN(x). The out- 
degree d+(x) and the set of out-neighbours ON(x) are 
defined in a similar way. 
2. Kautz  graphs.  
2.1 Defimfion. 
In this section adefinition of Kautz digraphs i  given. 
This fanfily of graphs was first described by W.H. 
Kautz [Kautz 68] and has been rediscovered byImase 
et al. [Imase 83] and Fiol et al. [Fio184]. Kautz graphs 
have a minimal diameter and maximal connectivity for 
a given number of nodes and a given degree. Fiol et al. 
showed that for a given out-degree d and diameter k the 
number of ~ertices in a Kautz graph is larger than (d 2 - 
1)/d 2 thnes the non-attainable Moore bound [Bridge 
8~)] 1). This property makes aKautz graph suitable as an 
interconnection network for large scale parallel com- 
puter systems. 
In this paper we will only consider directed Kautz 
graphs (Kaum digraphs). The undirected Kautz graphs 
can be obtained from the associated digraphs by 
removing the orientation, and the parallel edges. 
Delet ion [Kautz 68]: 
The Kautz digraph K(d,k) with in-degree and out- 
degree dand diameter k is the digraph from which the 
1. For a given degree d and diameter k there is a theoret- 
upperbound on the number ofnodes Nin the graph. 
This uppcrbound isknown as the Moore bound. N~ 1 + 
d+d:+d3 +..d ~ 
210 
Fig. 2: Example f a Kautz graph K(2,3). 
vertices are labeled with words of length k from an 
alphabet of d+l letters by removing those words in 
which there are two consecutive identical letters. The 
vertices are labeled as words (Xl,...,Xk), where x i 
belongs to an alphabet of d+l letters, and xi ~ xi.~, for 
1 < i < k-1. There exists an arc from a vertex to a ver- 
tex y if and only if the last k-1 letters ofx are the same 
as the first k-1 letters of y. So the vertex (xm,...,xk) is
neighbour tod vertices (xz,...,x:,z), where z is any letter 
different from xk. 
2.2 Properties of Kautz digraphs. 
Some properties of Kautz digraphs are: 
The number of vertices N = d k + d k'~ (see Table 1). 
The degree of the graph isfixed and independent of 
N. Networks of arbitrary large size can be built 
using (VLSI) components a nodes with afixed 
number of connections per node. Whereas other 
networks, uch as the binary hypercube, require the 
number of connections per node to increase with 
the number of nodes, Kautz networks have a fixed 
degree. 
The diameter of the network is small, at most k (< 
dlog N). 
A Kautz network is fault tolerant. The connectivity 
of K(d,k) equals d [Imase 86]. The diameter of the 
network in case of faulty vodes has also been stud- 
ied by Imase et al. They ~howed the existence of d 
vertex disjoint paths betw,.'en any pair of vertices in 
K(d,k), one of a length of at most k, d-3 of a length 
o~" at most k+l and two of a length of at most k+2. 
This means that he performance d gradation due to 
increased routing distances resulting from faults is 
fairly low. 
Another interesting property of the network is the 
fact that it allows for self routing of messages, both 
when the network is fault free, as well as when 
On hara'#aro for generating routes in Kautz d~r,~t',s 595 
some nodes or links are faulty. Self routing refers to 
the ability to route messages from node to node 
using only the address of source and destination 
(see section 3). 
A Kautz digraph can emulate standard computation 
graphs. Fiol [Fio184] showed that Kaulz digraphs 
are line digraphs of Eulerian digraphs, so a Kautz 
digraph contains a Hamilton cycle. This implies 
that a linear array and a ring can be mapped on it. 
Furthermore a tree can be mapped on a K(d,k) 
digraph. Because the diameter of a K(d,k) is at most 
k (<dlogN) a mesh can be embedded inO(alogN). 
2.3 Compar ison  with other  graphs.  
Table 1 compares Kautz digraphs with "de Bruijn' 
digraphs [de Bruijn 46] and the binary hypercube [Hil- 
lis 85], [Seitz 85]. The de Bruijn digraph as been 
selected because its definition is closel~ related to 
Kautz digraphs. 
The difference between a de Bruijn digraph B(d,k) and 
a Kautz digraph K(d,k) is that in a de Bruijr', digraph 
two consecutive l tters in the word representing a par- 
ticular vertex may be equal. As a consequence, this 
digraph contains elf loops. 
d=k=4 d=k=6 d=k=8 number of nodes 
hypercube 16 64 256 N = 2 k 
de Bruijn 16 729 65536 N = d k 
Kautz 24 972 81920 N = d k + d ~'~ 
Table 1.: Number of nodes of some graphs. 
Note that for the de Bruijn and Kautz digraphs the out- 
degree and in-degree are half the degree mentioned in
the table. Thus a Kantz digraph with in-degree and out- 
degree 4 and a diameter of 8 connects 81920 nodes, 
which is significantly more than the 256 nodes in a hy- 
percube. 
3. Rout ing  in  a Kantz  d ig raph .  
3.1 Gener ic  routing. 
One of the interesting properties of a Kautz digraph is 
its straightforward way of routing. Th/s follows imme- 
diately from the definition and is known as the self- 
routing property. 
To find a route R(x,y) from x = (a, .... a~) to y = (b~ .... 
b0, we first select one particular out-neighbour vertex 
(a2 .... a~, ,bl) of x (provided b, ;~ a0. Ir~ othar words, we 
find the first intermediate node (a2 .... ak, bO of the 
route R(x,y) from x to y, by applying a "shift" operation 
on the letters of the source x, where a~ is shifted out and 
b~ is shifted in. We continue this process of shifting out 
source letters and shifting in destination loners uat~ ILe 
source word is completely repla~d by the desfir~km 
word (see Table 2). In this way we can ~y ~na-  
lion of source and destination words) gerrera~ a 
straightforward generic route R(x,y) = <al .... ~ bl .... 
bp  from source to destination with a length of k. 
case b~ = a~ is covered in the next sect~a.) 
(a~, a2, a3 ......... a~.~, ak) (source trade) 
(az, a 3 ......... abl, ak, bl) (first interrrredia~ r :  E O~g)) 
(a3 ........ ak.t, ak, bt, b2) (second inlern~d[ate m~e) 
. .  
. .  
(ak, hi, b2 ............... bk.l) (last intermediate node: E IN(y)) 
Co~, t 2, ............ ,bk.t, b0 (aestir~ti~ r e) 
Table 2: Routing in a Kaulz digraph (assume ~ ~ b~). 
The above algorithm gives a route of length k. How- 
ever, in general there may be routes of length less than 
k. If there xists a route of length m (re<k), then the last 
k-m letters of the source are equal to the first k-m letters 
of the destination. 
3.2 Generat ing  node d i s .~t  routes. 
As we mentioned ha section 2, lmase el al. [Imase 86] 
showed the existence of d vertex disjoint ro,~tes 
between any pair of vertices ha K(d,k). For a Kautz 
graph K(d,k) their algorithm returns oue route of l¢~,~h 
s k, d-3 routes of length k+l and two routes of length 
k+2. Such a route might contain loops. Oar algorithm 
is an improved version of the algorithm proposed by 
Imase. We allow more than one route of length s k and 
at most that many plus one of length k+2. The remagn- 
hag routes are of length k+l. The routes are gen¢~ 
with increasing length, are node disjoint and are fre¢ of 
loops. See Smit et at. [Smit 90] for an extensive proof 
of the algorithm. 
Example: 
Using the graph of figure 2 we find the following 
two routes from (120) to (201) with the Imase 
approach: 
R I = < 1201 > and R2 = < 12020201 >. 
{R 2 contains a loop!} 
Our algor/thm finds the following two routes: 
R3=< 1201 >and R4=< 120201 >. 
{R~ and R4 both have a length < k} 
3.3 In formal  description. 
Our algorithm is based on the properly that two gener- 
ated routes that depart from the source node via two 
different out-nodes, and arrive at the destination node 
via two different in-nodes, are node disjoint. 
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X ........... !.--.Ill,. : 
. . . . . .  :..--.Ill,. - i  ............................... y 
sou i tinatior 
ON(x)  IN(y )  
Fig. 3.: Routing strategy. 
The algorithm finds all routes in three phases. 
Phase A: Routes with length < k (R,). 
Phase B: Routes with length k+l (R,I). 
Phase C: Routes with length k+2 (Rm). 
We start with generating the routes R~, after that the 
routes Ru and finally the routes R m are generated. Let 
ON(x) denote the set of out-neighbour nodes (out- 
nodes) of x and IN(x) the set of in-neighbour nodes 
(/n-nodes). Let ON~(x) denote the set of out-nodes of x 
that have been used in a previous path and IN,(x) the 
set of used in-nodes. Initially ON~(x) and IN,(x) are 
empty. 
Phase A: Routes Rx. 
There fis a unique, ordered set of routes Ri with length 
k. Only when there is an overlap of the source and 
destination words, then there is a possible candidate R~ 
for set R~. For each route R~ we test whether the out- 
neighbour of the route ~ ONu(x) and the in-neighbour 
of the route ~ IN~(y) or not. If one of the neighbour 
nodes was used before, the route is rejected, because it
/s not node d/sjoint. Otherwise a new route is found and 
the neighbour nodes are added to ON~(x) and INu(y) 
respectively. It is straightforward that searching starts 
with an overlap for k-1 positions. 
The set of routes Rl is uniquely defined by: 
RI= { v : vE{0 . ,  k-l} 
^ (a2, .. a~, by+l) E ON(x) 
^ (ak.v, b I, .. bk.l) E IN(y) 
^ (a~, .. a,, b~+,) ~ ONo(x) 
A (ak. ~, hi, -. bkq) ~ INo(y) :: 
:: < al ,  .., ak, bv+l, .., bk > = <al, .., ak.w hi, .. bk> 
} 
Pha.ve B: Routes RH. 
If all routes with length < k have been generated, the 
routes Rn can be found by inspecting the sets ON(x) 
and IN(y). If the set ON(x) contains nodes CON(~) such 
that the last letter of CON(~) equals the first letter of a 
node Ctn(, of IN(y) and for both nodes CONCx) ~ ON,(X) 
and crecy) ~ IN.(y), then we have found a new route of 
length k+l with CON(x) as the out-neighbour node and 
C~N(y) as the in-neighbour node. 
The set of routes R u is defined as a set: 
R. = { (a2 .... a~, cO ~ ON(x) 
^ (ct, b ..... bk.t) E IN(y) 
A (a2 .... ak, ct) (~ ONu(x) 
^ (ct, bl .... bk.t) (~ INu(y) :: 
: :  < a l  , . . ,  a k , c I , b~ ,.., bk> }. 
Phase C: Routes Rm. 
If all routes with length s k+ 1 have been generated and 
[ONa(x)] t) ~ d, then there are routes with length equal 
to k+2. These routes can be found by arbitrary choos- 
ing one node u of set ON(x) with 
u ~ ONu(x) as first intermediate node and choosing one 
node v from IN(y) with v ~ IN,(y) as the last interme- 
diate node. This completely defines a set of routes of 
length k+2: 
Rm = { (a2 .... ak, c2) E ON(x) 
A (C3, b ..... bk.,) E IN(y) 
A C2 ~ C3 A (a 2 .... al~, c2) ~ ONu(x) 
^ (c3, b, .... bk.t) ~ IN,(y) :: 
:: < at ,.., ak, C2, C3, bt ,.., bk>}. 
Note that if there are more than one routes of length 
k+2 then these routes are not uniquely defined. 
Example: 
In figure 2 Re = < 021201 > is a route from (021) to 
(201) via node (212) and (120). 
onae = (212); inRe = (120); ON(021) = 1(212), 
(210)}; IN(201) = {(120), (020)}. 
Appendix A shows a condensed VHDL [VHDL 87] 
description of the specification. 
4. Imp lementat ion .  
The hardware implementation of the routing algorithm 
is also described in VHDL. A simplified schematic rep- 
resentation is given in figure 4. The datapath consists of 
a match block, two shift/increment parts and a shift- 
block. The used in-nodes and used out-nodes parts take 
care of the registration for the used in-nodes and out- 
nodes. All blocks are supervised by the control unit. 
There are external signals for initializing, for genemt- 
1. IS[ denotes the cardinality ofset S. 
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ing a new route and for status information (such as: a 
route has been found or there are no more routes). 
Actually the last signal is not necessary, as it follows 
from the degree of the network. 
Figure 4.: Block diagram of the implementation. 
The route generator operates as follows: 
1. In the initialization phase the source and destination 
are shifted into the match block and the control reg- 
isters (used in-node and used oat-node) are set to 
their initial values. 
2. The destination is shifted via the shift/increment 
parts to the shift block until an overlap between 
source and destination is found (i.e. all match units 
indicate a match). Only if an overlap is found and 
the corresponding in-nodes and out-nodes have not 
been used before (which is checked by the used in- 
node and used out-node units), a new route is found. 
This is signalled to the environment by the control 
unit. When the control unit recewes the signal to 
generate the next route, the above process contin- 
ues. 
3. For routes with length k~-I the first shift/increment 
part generates all possible letters that can be 
inserted. If a letter is not used before, which is 
checked in the modules used in-nodes and used out- 
nodes, a new mule is found. 
4. For routes with length k+2 bath shift/increment 
parts generate these letters. When all out-nodes 
have been used, no more mutes can be generated. 
This is also signalled to the environment. 
The VHDL description isdesigned hierarchically. The 
matchblock for instance consists of k blocks (match 
units) that each compare one letter of a node word. Fig- 
ure 5 shows such a match unit. 
It consist of the registers srcpart and dst_part that 
$~c out 
~out  
Figure 5.: Block diagra~ e fa  ma~h ~t .  
contain a letter of the source node a~ t~ desti~goa 
node respectively, and a comparator (ma¢ch par  0. Tbe 
comparator can be swRchod off by the c~troI s i~ 
sel_in (match output always high). The src._oat, 
match_out, sel_oat and deLoat signals are connec~,.d 
to its neighboar's src_in, match_in, sel _in a~l d~_m 
signals. 
Initially all se lout  s ign ,  s (and so all bat one sel in 
signals) are cleared and the left most seUn signal's et 
to true. At each "tick of the clock" the destination a~ 
the sel._in signal is shifted from left to right, dLgabl~ 
one more match unit. Eventually, after k clock ticks all 
match units are disabled and the control unit/s sig- 
nalled to enter the phase for generating routes with 
length k÷l. 
o 1 234  ONu(x)INu(y ) Route 
23430 
2 3 4 3 0 3 I (0123430) 
23430 
23430 
2 3 4 3 0 2 4 (0123423430) 
0 2 3 4 3 0 0 0 (01234023430) 
! 2 3 4 3 0 
223430 
323430 
423430 
0023430 
! 123430 
1 223430 
! 3 2 3 4 3 0 ! 3 (01234|323430) 
Table 3.: Routes from (01234) to (23430) in K(4,5). 
5. Conclusion. 
Kaulz graphs form a class of interconnecfion networks 
with nice properties such as: diameter at most k (for N 
= d k + d~-~), the degree is independent of the network 
size, the network is fault-tolerant, i  can embed sWan- 
derd computation graphs and has a simple roaring algo- 
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rithm. Kaum networks have the advantage of connect- 
ing considerably more processors for a given degree 
and diameter than other networks. Therefore they are 
an important candidate for interconnection networks in 
a new generation of massively parallel computer sys- 
tem. 
We have presented an algorithm that finds d node dis- 
joint paths between arbitrary nodes in the network. 
We have shown that a hardware implementation f this 
algori~n is simple and straightforward. The algorithm 
is described in VHDL The hardware can be realized 
with standard components such as Field Programmable 
Gate Arrays. We aim at real/zing the route generator, 
together w/th a dedicated communication processor, in
one single FPGA. 
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On han~rware for ger~ra~;.v~j routes in KAUTZ digraphs 
Appendix A: Condensed specification ofthe route generator in V I~L  
ENTITY route_generator IS 
GENERIC(d : INTEGER := 4; - degree 
k : INTEGER := 5); -- diameter 
PORT (SIGNAL src, dst : IN node_type; --source,destination 
SIGNAL route : OUT mute_type; 
SIGNAL init, next : IN vlbit; 
SIGNAL ready, done : OUT vlbit ); 
END mute_generator; 
ARCHITECTURE behaviour OF route_generator IS 
generate_route: PROCESS 
... -- variable declaration part 
BEGIN 
WAIT UNTIL (init ='0') OR (next = '0'); 
IF init = '0' THEN 
-- initializations (a.o.: overlap := k) 
END IF; 
route_found := FALSE; 
WHILE (NOT mute_found) AND (NOT muting..done) LOOP 
CASE state IS 
WHEN phase_.A => -- mutes with length <= diameter (k) 
match found := FALSE; 
WHILE overlap > 0 AND NOT matchfound LOOP 
overlap := overlap-I; 
match_found := match( src, dst, overlap ); 
END LOOP; 
IF match found THEN 
IF outnode__free(dst(k-overlap) ) AND innode free(src(overlap+l) ) THEN 
route <= dst(k-overlap DOWNTO 1) & extend(dst(1), overlap+2 ); 
set in out node(src(overlap+l), dst(k-ovedap) );
route found := TRUE; 
END IE 
ELSE 
state := phase_B; 
END IF; 
WHEN phase B => - routes with length diameter+l (k+l) 
route_found := outnode_free( rl..cntr ) AND innode_free( rl_cntr ); 
WHILE rl cntr < d AND NOT path_found LOOP 
rl cntr .'~ rt_cntr+t; 
route found := outnode..free( rl_cntr ) AND innode_free( rt_cntr); 
END LOOP; 
IF route found THEN 
route <= rl..cntr & dst & dst(1); 
set in out node(rl_cntr, rl_cntr); 
ELSE 
state := phase_C; 
END IF; 
WHEN phase_C => - mutes with length diameter+2 (k+2) 
route_found := outnode_free( r2_outnode_.cntr ); 
WHILE r2_outnode_cntr < d AND NOT mute_found LOOP 
r2 outnode_cntr := r2_outnode_cntr+l; 
mute found := outnode_free( r2_outnode_cntr );
END LOOP; 
IF route found THEN 
WHILE NOT innode_free( r2_innode_cnb" ) LOOP 
r2 innode_cntr := r2_innode_cntr+l; 
END LOOP; 
route <= r2 innode cntr & r2 outnode cntr & dst; 
set in outnode( r2_innode_cntr, r2 o-utnode_cnb'); 
ELSE 
• route_done := TRUE; 
END IF; 
END CASE; 
END LOOP; 
END PROCESS generate_route; 
END behaviour; 
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