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Non-technical Summary
The high number of institutions publishing business cycle forecasts has always aroused public as well as scientific interest regarding the evaluation of their forecast accuracy. The emphasis of this paper is on German forecasts of real GDP growth. Related research does not find systematic differences between the forecasters regarding their relative accuracy, besides the date of the publication of the forecast. Therefore data published in the Consensus Forecasts survey is used, which guarantees a high degree of comparability between the individual forecasters as their date of publication is standardized. The sample used in this paper comprises the time span of 1995 until 2005 and includes mainly different types of banks, as well as public and private research institutes.
First, several standard descriptive measures are applied and the individual forecasters are ranked according to their accuracy. The results for forecasts with a horizon of more than 12 months are surprising as a simple naïve forecast shows the by far highest accuracy. The modified Diebold Mariano-test confirms this result of the bad performance of the forecasters compared to the naïve forecast for the longer forecast horizons. However, the
Diebold-Mariano-test shows for no forecaster a systematically higher or lower forecast error compared to the arithmetic average of the participants for all horizons.
Two conditions for good forecasts are tested empirically to explain the differences in forecast accuracy. It is shown that the relatively bad accuracy can mainly be explained by a large overestimation found for all forecasters at the longer forecast horizons which decreases slowly towards the end of the target year. Another source of inaccuracy may be due to weak information efficiency which is tested via the assumption of unpredictability of forecast revisions. The results suggest that negative news have been incorporated too slowly, which impaired the adjustment of the forecasts from earlier optimistic views to new information. A further test looks at the imitation behaviour of forecasters. An imitation of the view of other forecasters can be confirmed empirically for the majority of the forecasters, though large differences in magnitude apply.
Finally, a nonparametric test is used to answer the question whether all forecasters were equal or if some forecasted better than the rest. This rank-sum test looks at the positions of the forecasters in a ranking which is calculated on the basis of the forecast errors for every forecasted year. It can be concluded that not all forecasters are equal. Some of them performed significantly better than a random distribution of the ranks would have suggested and showed a better forecast accuracy than other forecasters.
Introduction
Forecasting the business cycle is one of the activities of economists which are most critically observed by the public. This forecasting comprises variables like GDP growth and its components, prices, unemployment or interest rates and is conducted by a variety of institutions: by public authorities for budgeting, by central banks for monetary policy, by research institutes for policy consultancy and banks for planning investment strategies. The high number of institutions publishing business cycle forecasts has always aroused public as well as scientific interest regarding the evaluation of their forecast accuracy. For the purpose of this evaluation, the science has developed a variety of statistical measures and empirical tests.
In this paper, the emphasis will be on German short-term forecasts (with a forecast horizon up to 24 months) of real GDP growth. This has recently been done extensively in the paper by Döpke and Fritsche (2006) , who analyse the forecasting performance of 14 German institutions over a long period of more than 30 years, comprising the public research institutes, the Council of Economic Advisors (Sachverständigenrat), international organizations (OECD, IMF, European Community), some private institutes and the federal government. The authors do not find systematic differences between the forecasters regarding the relative accuracy, besides the date of the publication of the forecast. Thus, in working with intermittently published forecasts an important consideration arises: As they differ in their date of publication, differences in accuracy may not exist because of different economic models or abilities, but forecasters who publish later may be favoured because they possess more information. This problem is addressed in this paper by using the data published in the Consensus Forecasts survey, which has the special feature of a standardized date of publication.
The paper is organised as follows. First, in chapter 2 the data is introduced in detail. In chapter 3, several standard descriptive measures are introduced and applied to the data. In chapter 4, the differences in forecast accuracy are tested for empirical significance. In the subsequent chapter 5, two conditions for good forecasts which help to explain the differences in forecast accuracy are tested empirically. In addition, the special features of the data allow us to conduct a specific empirical test which looks at the imitation behaviour of forecasters (chapter 6). This is followed by a test which looks at systematic differences in the forecast accuracy of the individual forecasters in chapter 7. The final chapter 8 concludes.
The data

Consensus Forecasts
The data used in this analysis is available from Consensus Forecasts, a monthly survey conducted by the London-based company Consensus Economics. This survey, which is conducted since 1989, publishes forecasts of a variety of forecasters for key macroeconomic variables (in addition to GDP these include its components, prices, industrial production, unemployment and interest rates) for currently 70 countries.
Every month, each forecaster submits two point-forecasts for these variables, one for the current and one for the following year. These questionnaires also contain a precise definition of the predicted variables to ensure comparability. Consensus Forecasts is published in the second week of each month, based on the survey of the panellist forecasts in the two weeks before, with a common deadline (Harvey et al. 2001) . This standardization of the date of publication and the definitions for all forecasters guarantees a high degree of comparability of the forecasts.
In addition to the individual participants´ forecasts, the arithmetic average of all forecasters is published for every predicted variable, which is broadly known as the 'Consensus'. This pooled value is often used by forecasters in combination with their own forecast to communicate to the public their own view relative to the generally expected value.
The relatively high frequency of publications of Consensus Forecasts, which is much higher than the usual publication cycles of the well-known forecasters like IMF, OECD or the German institutes, who often only produce 2-4 forecasts a year, allows the application of a number of specialized empirical procedures. This special feature of the data set is called "fixed-event" forecast in the literature, as one fixed event (the GDP growth rate for the year T) is predicted at a high number of horizons. This contrasts to the usually analyzed "fixedhorizon" forecasts, where point estimates for many years are conducted at only one fixed horizon 1 .
In this case of a fixed-event forecast, the monthly forecasting cycle begins in January of the previous year and ends in December of the forecasted year. Forecasts are therefore provided monthly by each participant, moving from horizons of 24 months up to 1 month ahead, producing altogether 24 forecasts. In the following, forecasts for a given year which were made in the same year (at a horizon of 12 months or less) are considered as "current year" forecasts, forecasts produced in the year before (with a horizon of 13-24 months) are denoted "next year" forecasts. 2
Participants
The sample used in this paper is restricted to the GDP forecasts for Germany and comprises the time span of 1995 until 2005. 3 A problem which appears when working with this data set concerns mergers and acquisitions. The composition of the Consensus Economics panel changed several times because the research departments of banks changed their owner and their name. In order to arrive at a continuous time series for the respective banks, the consistency of the forecasts was used as criterion. In the case of the merger of DG Bank and GZ Bank to DZ Bank, the first forecasts published by the new DZ Bank almost completely matched the last forecasts of DG Bank, such that a continuity of the work of the research department was assumed. In cases where it was not possible to get a clear cut result from the figures alone, the criteria of the consistency of the staff was used. In the case of the acquisition of BfG Bank by SEB, the later economists of SEB Germany were identical to the economists of the former BfG bank research department.
In some cases the continuation of the time series was not possible, as in the case of the merger of HYPO Bank and Bayerische Vereinsbank to HypoVereinsbank. Both banks had participated in the survey before their merger and it was not possible to determine whose researchers dominated the later HVB forecasts.
Another problem was caused by missing values because of the discontinuous participation of the respective forecasters in the survey. This was mostly the case when a forecaster simply forgot to report his forecasts to Consensus Economics. If this happens, the previous forecast is not inserted by Consensus Economics, but no value is published. Yet, for some forecasters missing values appeared more generally. This mainly concerned the German research institutes, whose forecasts are available for almost all of the predicted years, but in most cases they show many missing values at single forecast horizons. This reflects the fact that these institutes usually do not revise their forecasts as often as banks do.
Another group of forecasters published regularly for all horizons, but either stopped participating after some years (very often due to an acquisition) or did not start in 1995 but later. 4 In both cases the implementation of several empirical tests for the respective forecasters becomes impossible. That is why for many of the following empirical tests, different participants had to be dropped, in some cases because the number of forecasted years was too low, in other cases because they did not participate at enough horizons.
Forecast accuracy
Descriptive measures
A first evaluation of the forecast accuracy of the individual forecasters and their pooled forecast, the Consensus, is made with some standard measures, which are briefly introduced (for an overview see Döpke 2003) . For the descriptive analysis of the accuracy of the forecasters, the following measures are considered:
1. Mean Error:
The mean error is simply the average of the forecast errors. But it can not be regarded as an appropriate measure for the evaluation of the accuracy, as the simple averaging of the forecast errors leads to a cancelling out of positive and negative errors. This means that a forecaster may have very high positive and negative errors, but show a ME of zero.
The ME can instead be regarded as a measure of bias, a positive ME indicating a systematic overestimation of the GDP, a negative value a systematic underestimation.
These properties will be discussed in chapter 5.1 in greater detail.
Mean absolute error:
The MAE averages the absolute errors over all periods, giving positive and negative deviations of the same size the same weight. Using this measure (as well as the following ones), one has to assume a symmetric loss function. This means that negative errors amount to the same loss as positive errors of the same magnitude, which is usually assumed in analysing business cycle forecasts. The idea behind squaring the forecast errors as in these two measures is that large errors should be weighted more than small errors. While an error of 2% is twice as severe as an error of 1% using the MAE, it is four times as severe using the MSE. As it is a widely accepted fact that the main target of GDP forecasting should be to avoid large errors, the RMSE has become the main instrument for measuring forecast accuracy.
Mean squared error:
Theil´s U:
(
Theil´s U (inequality coefficient) has been introduced to provide comparability between forecasts of various variables which have different variances. This is usually the case if one of the variables is more difficult to predict than the other. For this purpose, the RMSE of the forecast of concern is usually divided by the RMSE of a 'naïve' forecast which is used as alternative model, e.g. a random walk model. A value of lower than 1 shows that the model performs better than the alternative model, whereas a value higher than 1 shows that the alternative model is better.
Application
The ranking of the forecasters according to their accuracy can take place by simply calculating the RMSE of every forecaster over all periods and all forecast horizons. This has been done by Blix et al. (2001) for several OECD countries. But this is problematic in the present case, as the data set contains many missing values as discussed in chapter 2.2. This is critical because the difficulty to forecast differs both between horizons and target years. highly while getting closer to the end of the predicted year. This is in line with the expected trend: Getting closer to the end of the predicted year, the forecasters have available more information, and the forecasting becomes easier and more accurate. (2001) (2002) (2003) have been more than five times as high as for other years (1997 and 2000) . This confirms the assumption that some years are much more difficult to predict than others. If some forecasters mainly published in the periods which were easy to predict, this would lead to a low RMSE, but would not say anything about the individual forecasting ability. To allow for this, a variant of Theil´s U has been developed. As alternative model not a naïve forecast has been used, but the Consensus. Its RMSE was calculated only for the periods where the individual forecaster also participated. In other words, periods where values of an individual forecaster were missing have been dropped out of the RMSE of the Consensus before calculating Theil´s U. Therefore, Theil´s U value has to be interpreted as the relative accuracy compared to the Consensus for all of the periods where the individual forecaster participated. A value of lower than 1 shows that the individual forecaster was more accurate than the Consensus, a value higher than 1 shows that the Consensus performed better.
Tables A.2 and A.3 in the annex show the descriptive statistics for the individual forecasters, limited to those forecasters who participated in at least 6 out of the 11 years. In addition, the Consensus and a naïve forecast are published as benchmarks.
The choice of a naïve forecast is more or less arbitrary. Often simply the last available actual value is used to account for short term trends ("no change" forecast). Others use a long-term growth average of sometimes 20 or more years to avoid a domination of shorttime cyclical effects. Here, the naïve forecast has been calculated as the average of the published GDP growth rate of the respective past three years (rolling average). This is done to give the most recent growth rates a high weight, but avoid a domination of the cyclical component of the growth rate of a no change forecast.
The forecasters are ranked according to their Theil´s U. In addition, the RMSE and MAE are provided, as well as a measure which shows the percentage of the periods where the forecaster's value was closer to the realisation than the Consensus. It can easily be seen that in both rankings the different measures do not result in the exact same order, but still a ranking based on any other measure would be similar to the Theil´s U criteria.
The position of the Consensus is in both rankings above the average, which is consistent with other authors´ results. These results are also confirmed by theory, as McNees (1992) discusses. Extreme forecasts (which are very often wrong) cancel out, which lets McNees say that "many heads are better than one". which comprise the horizons of 24 until 13 months. Very surprisingly, the naïve forecast performs by far the best. This striking result, which to the author's knowledge can nowhere be found in the literature, has to be explained in the following chapters.
Regarding the relative accuracy of the individual forecasters, it can be observed that in both rankings mainly less renowned forecasters rank at the first positions, confirming a similar result by Blix et al. (2001) . The three forecasters who constantly show the highest accuracy are HSBC Trinkaus & Burkhardt, BfG Bank (later SEB Germany) and MM Warburg, while more prestigious forecasters like one research institute and one 'Großbank' can be found at the last ranks. But this result has to be regarded cautiously. As will be shown in the next chapters, this period seems to be quite special in its predictability. In addition, the results of the study conducted by Blix et al. for an earlier period show very different results. There,
Trinkaus & Burkardt was among the worst, while some underperformers of this study are among the best. Therefore, a generalization of the results should not be made.
Test for difference of forecast errors
In addition to the descriptive measures presented in the previous chapter, a statistical test introduced by Diebold and Mariano (1995) is used to test the differences of forecast errors for statistical significance. This test is an asymptotic t-test, testing for the null hypothesis that the difference of the mean squared errors of two forecast models A and B is zero for a given forecast horizon, i.e. 0
which follows a t-distribution with (N-1) degrees of freedom, N = number of forecasts.
In this test, the variance V is estimated robustly as in the work of Newey and West (1987) .
This allows to account for the autocorrelation problem due to overlapping periods. As for a 2-step forecast an unpredicted event does not only affect the forecast error for the current year (which was predicted in the year before), but also for the next year (which has been predicted earlier in the year of the event), a positive autocorrelation between the two forecast errors can be expected.
In this paper, a modified version of the Diebold-Mariano test is used. This has been proposed for small samples by Harvey, Leybourne and Newbold (1997) Schröder 2002) . The test statistic of this modified version is mDM C DM = ⋅ , with the correction
with N = number of forecasts and h = steps of forecast. The calculated correction factors are 0.849 for the next year forecasts and 0.953 for the current year forecasts. 
Conditions for good forecasts
The following sections are intended to explain the findings of the surprisingly bad accuracy of the next year forecasts found in the previous chapters. For this purpose two main conditions for good forecasts are introduced and tested empirically, unbiasedness and information efficiency.
Unbiasedness
A first condition for good forecasts which is analyzed is unbiasedness. A forecast is considered to be biased if it is systematically too high or too low. If this is the case, a forecast is suboptimal because it can easily be improved on the basis of the bias known from past forecasts. In the case of an upward bias, this improvement could easily be made by subtracting the average overestimation from the forecast.
A first impression of a possible bias can be drawn from plotting the actual values against the respective forecasts. Figure 5 .1 shows this for the longest forecast horizon (24 months) for a number of forecasters which have been chosen arbitrarily out of the sample. A perfect forecast where it exactly matches the realisation would lie on the 45° line, unbiased forecasts should cluster around the line. It can easily be seen in the graph that most observations are above the line. This represents cases where the forecasts were higher than the actual values, which means that the growth rates were overestimated in the respective years. This test has also been conducted for the naïve forecast introduced in chapter 3.2. This naïve forecast only shows a very small positive bias, which is not significantly different from zero. The null hypothesis of unbiasedness can not be rejected here. Comparing this result with the results of the individual forecasters, a first explanation can be drawn for the bad accuracy of the forecasters for the next year forecasts. It seems that the high positive bias in the early forecasts accounts for the much better accuracy of the naïve forecast for the two longer horizons as shown by the Diebold-Mariano test in chapter 4.
Information efficiency
Another condition of a good forecast is information efficiency. This means that an efficient forecast should efficiently incorporate a certain set of information which is known at the moment of the production of the forecast. If this is not the case, the forecast can easily be improved by incorporating the missing information.
Theory
The strong definition of information efficiency comprises all information which is available at the date of the production of a forecast. This means that a forecast is said to be strongly information efficient if it efficiently incorporates any available information. It is obviously very difficult to test for strong efficiency empirically as it is practically impossible to find all data available. For practical use, tests are usually restricted to some key variables like interest rates, oil prices or business surveys.
A more feasible definition is weak information efficiency. In this case the set of information is restricted to the past forecast errors. Weak information efficiency holds if a forecast efficiently incorporates all information about its past forecast errors. These errors therefore have to be unpredictable. For this purpose, the following regression is commonly used: Because of the low number of predicted years, this test seems to be inappropriate for the data set used in this paper. For the special case of a fixed-event forecast, Nordhaus (1987) proposes a specific test which does not aim at the unpredictability of the forecast errors, but at the unpredictability of forecast revisions. In his approach, if weak efficiency holds, the forecast revision process should look like a random walk Each value predicted in later periods j T F should be a combination of the initial published value k T F and the sum of the revisions s ε in the periods before. These revisions have an expected value of zero and should be identically independent distributed. Nordhaus (1987) gives the following intuition for this idea: "If I could look at your most recent forecasts and accurately say, 'Your next forecast will be 2 percent lower than today's,' then you can surely improve your forecasts."
The test for this random walk behaviour therefore looks at the correlation of forecast revisions, which are defined as 
). To test for this, the following model is estimated:
+ , under the null hypothesis that the revisions are unpredictable:
Very often, this test is not applied to the predictability of the revisions of subsequent months, but subsequent quarters. This has to be done because many forecasters usually do not revise their forecasts every month, but only every two or three. If, for example, one forecaster revises his forecasts every two month in the same direction, it would be predictable and therefore not information efficient, but a test using monthly revisions would not capture this behaviour. But a positive autocorrelation would be found if the quarterly revisions (the difference between the current forecast and the forecast published 3 months before) are regressed on their lagged values.
Application
The results of the test applied to the Consensus and a number of individual forecasters can be found in the appendix (table A.4). Both monthly and quarterly revisions have been analyzed. Many participants had to be dropped because of too few subsequent periods with a revision of the forecast. The German research institutes constitute the most extreme case:
For none of them more than 5 cases of subsequent monthly revisions could be found. Regarding positive revisions, for all forecasters a very low number of revisions in two subsequent months can be observed. This value is mostly similar to the expected value which is also very low because of the low number of positive revisions in general. But for the negative revisions, a much higher frequency of subsequent revisions can be seen for the Consensus than to be expected under the null hypothesis of independence. That is, given the hypothetical independent distribution, approximately 38 cases of two negative revisions in series would be expected, but actually 52 can be observed. This is also the case for the majority of the individual forecasters. started the forecasting cycle with an overestimation at the 24-months-ahead forecast. With the appearance of news, the forecasters revised their forecasts downwards. But the positive correlation and the higher than expected occurrence of subsequent periods with downward revisions show that these revisions were predictable. It seems that the news were not incorporated by conducting large negative revisions, but many small steps of subsequent negative revisions.
Explanations
Nordhaus (1987) gives two possible explanations for this behaviour of the individual forecasters which he calls "forecast smoothing". First, he argues that professional forecasters show a specific utility function which makes them fearful that "jumpy" forecasts will be treated as inconsistency by their bosses or customers. Therefore a high jump which is indicated by new data or events is distributed over several small jumps in subsequent months. They are especially reluctant to make a positive revision following a negative one or vice versa, even if the data points to this direction.
The other explanation is a psychological one, saying that forecasters tend to hold to their prior views too long, and therefore incorporate data opposing their views too slowly.
A possible explanation for low information efficiency of the Consensus can be found in a herding behaviour. If news is not incorporated by all forecasters at the same time, it is not reflected in a large revision of the Consensus, but spread via smaller revisions over several months. This will be discussed further in the next chapter.
Imitation behaviour
One further possible source of the inaccuracy of forecasts is introduced by Gallo, Granger and Jeon (2002), who suspect an imitation behaviour of forecasters. This is the case when views expressed by other forecasters in the previous periods have an influence on an individual's current forecast. They confirm this empirically by using the lagged mean value (the Consensus) as a proxy for the view of the other forecasters.
This imitation behaviour might reduce the forecast accuracy as it leads to a convergence to "a value which is not the "right" target". Gallo et al. explain this behaviour with a possible aversion of the forecasters to produce extreme forecasts. If they see that their own forecast is too far away from the other forecasts (or the Consensus), they start wondering that they are possibly wrong in their view and revise towards the Consensus.
6.1. Methodology Gallo et al. (2002) test the assumption of imitation behaviour empirically by running the following regression using OLS: , ,1 ,1 ,1 ,
The current forecast of an individual forecaster is regressed on a constant, his own forecast published in the previous month ( , 1 Table 6 .1 shows the results of the regression using OLS applied to the German data used in this paper. Similarly to the results of Gallo et al.(2002) , a high explanatory capability can be observed (R² ranging from 0.85 to 0.98). Also confirmed can be a high persistence effect, all coefficients are positive and highly significantly different from zero. The interesting factor regarding the hypothesis of imitation behaviour is the γ . It is apparent that for all forecasters this factor is positive, but they differ highly in their magnitude and significance.
Results
The three lowest values come from three U.S. investment banks; two of the values are not significantly different from zero. This does not seem to be a coincidence, as it may be expected that these foreign banks in their forecasts put more emphasis on global factors and less on the views of other German forecasters. Furthermore, relatively low values can be observed for the four largest German banks, whose researchers probably have the highest reputation (Deutsche Bank, Dresdner Bank, Commerzbank, HVB). Meanwhile some other forecasters, often from smaller research departments, reach very high values. Some of them are even of the same magnitude as the values of their own lagged forecasts. The symbol ***,**, and * denotes rejection of the null hypothesis at the 1%, 5%, and 10% level respectively. Standard errors in parentheses.
Summing up, the results indicate that for almost all of the forecasters the hypothesis of imitation behaviour can not be rejected empirically, but this effect differs highly in its magnitude between the individual forecasters.
Test for differences in forecast accuracy
Chapter 3 illustrated the difficulties one has to face when the errors between two individual forecasters are tested for statistically significant differences. As the Diebold-Mariano test only allows for bilateral comparisons for a fixed horizon, it is not an appropriate test to answer the question if the differences in accuracy found with descriptive measures in chapter 2 show statistical significance. In this chapter, an alternative nonparametric test proposed by Stekler (1987) is presented to answer empirically the question whether all forecasters were equal or if some forecasted better than the rest.
Methodology
A first idea to test for individual differences in accuracy would be to conduct an F-test of the forecast errors across the forecasters, but Batchelor (1990) argues that this would not be legitimate. As was shown in figure 3 .2, some years were more difficult to predict than others. If the average forecast errors were used for the analysis, years which were hard to forecast (with a higher variance of the errors) would dominate the results. Therefore, Stekler proposes a rank-sum-test, which constitutes a nonparametric test. This test only looks at the positions of the forecasters in a ranking which is calculated on the basis of the forecast errors for every forecasted year.
In a first step, all forecasters (1,…,n) are ranked for every target year according to their forecast error, with the value of 1 given to the best and the last rank (n) to the worst. Stekler (1987) uses the RMSE over all forecast horizons to rank the forecasters for every target
year. But this approach does not seem to be appropriate for this data set given its many missing values as discussed in chapter 2. The usage of the RMSE would favour the forecasters who mainly participated at the short horizons. Therefore, in this paper, the forecasters have been ranked according to their Theil´s U compared to the Consensus as introduced in chapter 2.2. Then, for every forecaster i, the rank sum For this procedure the sample has been restricted to the 22 forecasters who took part in the survey in all years between 1995 and 2005. Table A .4 in the annex shows their ranks for Theil´s U calculated for both the next and the current year forecasts (comprising all 24 horizons). It appears that there are big differences in forecast accuracy, with some forecasters consistently performing better than the average and others consistently ranking lowest.
The assumption that forecasters are not equal in their forecast accuracy -i.e. that their positions are not random -was tested empirically. The null hypothesis claims that all forecasters are equal. This means that looking at different periods, there should be no systematic differences in the rank distribution. Thus, for every year the rank of an individual forecaster has to be identical to the average rank, i.e. (n+1)/2. For 22 forecasters this average rank is 11.5. Therefore it is claimed that the null hypothesis is 0 :
( 1)/2 i H r T n = + , such that for every forecaster the rank sum over all target years T should be identical to its expected value.
To test this empirically, Batchelor (1990) The nominator shows the squared deviation of each forecaster's rank sum from its expected value. In the denominator, the variance of an individual rank statistic [n(n+1)/12] for the sum of T individual ranks is used.
Results
Three test statistics have been calculated: one comprising all 24 forecast horizons, one only for the next year forecasts and one for the current year forecasts. Therefore, it can be concluded that the different positions found in the rankings are not random. Not all forecasters are equal. Some of them performed significantly better than a random distribution of the ranks would have suggested and showed a better forecast accuracy than other forecasters.
Conclusions
The empirical analysis of the data from the Consensus Forecasts survey allows us to draw a number of interesting conclusions regarding the performance of German business cycle forecasters in the last 10 years.
The most striking result is the weak forecast accuracy of all forecasters for the next year forecasts, especially relative to a simple naïve forecast. As it has been shown, this can mainly be explained by the large positive bias which all forecasters show for the longer forecast horizons in the analyzed time period. This bias could be confirmed empirically for all forecasters, showing that they started off with a systematic overestimation at the longest forecast horizon which decreased slowly while getting closer to the end of the target year.
Although the comprehensive discussion of the reasons for this bias is beyond the scope of this paper, two aspects seem to be important. The most obvious explanation for the overestimation appears to be the assumption that the decline of the German trend growth rate since the mid-90s was not expected and therefore not incorporated into the forecasts.
But this explanation may be dissatisfying because the reasons underlying the decline of potential growth were known by the forecasters for some time before the decline happened.
Moreover it should not be neglected that the past 10 years were dominated by a number of unpredictable negative macroeconomic shocks, like the bursting of the new economy bubble or the terrorist attacks of 9/11. A more detailed analysis of these explanatory factors should be undertaken in future research.
Another source of inaccuracy may be associated with weak information efficiency.
Although this is much more difficult to confirm empirically than bias, it can be assumed from the analyses that negative news have been incorporated too slowly. This impaired the adjustment of the forecasts from earlier optimistic views to new information. As a final source of inaccuracy an imitation effect could be identified. 0.63*** (0.110) The symbol ***,**, and * denotes rejection of the null hypothesis at the 1%, 5%, and 10% level respectively. Standard errors in parentheses.
Table A.5 Rank sum test
Institute 1
Institute 2
Institute 4
Institute 5
Großbank 1
Großbank 2
Großbank 4
Co-operative 1
Co-operative 2
Landesbank 1
Landesbank 2
Landesbank 3
Landesbank 4 
Landes
