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Aggregate Versus Subaggregate Models
1n

Local Area Forecasting

D. M. DUNN, W. H. WILLIAMS and T. L. DeCHAINE*

Should statistical forecasts be constructed by aggregating data to each
level for which forecasts are required or aggregating the forecasts from
the lower levels? The relevant literature suggests no general answer.
In this study using actual data, forecasts aggregated from lower-level
modeling were found best.

1. INTRODUCTION

In this article the

on forecast
of intem-;t is
demand in certain metropolitan areas.
telephone industry, forecasts are
required for many different hi<'rarchical levels of aggregation. This situation makes it natural to ask whether
forect1sts should be baEied on data
to each
level for which forecasts are required, or constructed
aggregating forecastB from the lower levels.
This problem does not have a genNal mathematical
solution. Unfortunately,
under Vf~ry stringent and
(generally) unrC'aliBtic assumptions, the precise>: distribution of forecast errors j;;; unknown.
solution
this
will involve
·~~,~,~·-·~v'"''

one
area forecasts derived from the '"...... ..,,~,....... ,
forecasts vvould have less variance than the forecasts
based directly on the overall metropolitan data. But
which forecasts are more accurate?
·
In this article results from studies in two medium-sized
U.S. cities are presented. The generality of these results
lies in the fact that the forecasts are not always most
accurately developed by using data which are aggregated
to the level for which forecasts are needed. Indeed, for
this particular example, forecasts based on subaggregate
data and models were more accurate than forecasts derived directly from aggregated data. Hence, in some
problems it may be worthwhile to collect data and construct separate forecasts for subaggregate regions.
' The literature on aggregation effects is increasing. Theil
[13, 14] derived detailed conditions for the bias which
can be introduced when aggregating from microeconomic
relations to macroeconomic relations, and Green [10]
produced a survey of work before 1964. In 1960 Grunfeld
and Griliches [11 J published an important article in

which they argued that jt may well be easier to specify
aggregate equations, and hence, that aggregate models
could be more accurate. Later, Edwards and Orcutt [7]
and Orcutt, Watts and Edwards [12] argued that loss
due to aggregation could be great and generally supported disaggregated rnodels. So did Zellner. He notes
in [17, p. 366] that ". . .
data. involves an
'important loss of injonnat1:on, information which can be
used to discover new economic
and to measure effects which are beclouded
recently, Aigner and Goldfeld [l,
in which "aggregates are mPaEmred more accurately than
their components"
[2, p. 114]). At this point a
number of things can be said.
models can be
constructed to support eithN aggregate or disaggregate
analyRis. Takm as a whole, the research so far gives the
impression that one is likely to be better off in practice
with disaggregated models than aggregate ones. However, case studies appear to be lacking. Data presented
the literature arc simulated and reflect mostly the
assumed model characteristics. This led to the
of a real
of data. In
nonlinear
models are included
while the models studied in
the literature are linear.
The algorithms employed to form the aggregate groups
are not a concern as they are, for example, in [8]. In
this study and in the class of studies for which the results
of this article will be useful, the different levels of aggregation are defined by the problem at hand.

2. DESCRIPTION OF THE PROBLEM
The allocation of construction funds in the Bell System
is a major planning function. Successful allocation requires accurate forecasts for many different levels of
aggregation (see, e.g., [4, 6, and 15]). Forecasts at high
levels of aggregation are necessary to determine the gross
financial heeds of the individual companies and the
System. However, subaggregate local area forecasts are
also needed to insure, that the additional capacity will be
installed in appropriate locations.
For this study, an aggregate level is defined as an
exchange area (basically, an area where one can make a
telephone call at no additional charge). Within each
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TELEPHONES IN SERVICE

at the subaggregate level often
forecasts for many individual areas
submarkets. For
example in
Bell over 300 wire center forecasts
are needed.
it would be
useful to have a class
of
models which would work well for many
of the demand
observed at
levels.
Furthermore, these forecasts must be updated
to
abreast of
demand
often many
year. This
that
forecasts be
detailed
1
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supports this conjecture for the wire center data, and
necessitates models which respond quickly to changes in
the pattern of demand.

4.2 forecasting Methodology
Since exogenous data are difficult and costly to obtain
on a continuing basis for specific subaggregate areas, we
will focus our attention on models which use only the
history of the series.
The autoregressive-integrated-moving average (ARIMA)
models described in [3] form a general class of forecasting
models which are useful for a wide variety of time series.
In the present context, a major problem with this class
of models is that it requires a nonroutine process to choose
a specific model from the class. Furthermore, the fitting
is nonlinear and requires the maintenance of a substantial
data history for updating of parameter (~stimates. Consequently, these general models are usually too complex
for the subaggrega,te forecasting probl(~m.
However, two subclasses of the ARIMA models hold
promise. The autoregressive models for differenced series
can be estimated using current regression packages and
allow very accurate updating
[5]). Furthermore, to
perform the updating one need not retain the entire data
history, yielding a considerable saving in storage space.
The autoregressive models are basically of the form

where <P(B) is a polynomial in B, the backward shift
'Vd is the difference
of order cl, Zt is the series to be forecast, and ai is a whiten01se process. In particular, three models tended to be
mm;t useful :

(1
(1
(1

<P1B - <P2B 2)'ilzt = at
<P1B - <P2B 2 - c/>aB 12 )'ilzt = Bo + a1
¢1B
¢2B 12 - c/>aB 13 )'ilzt = at

1. Best Wire Center Forecast Models
(12 Month Lead Time)
Wire center

<P(B)\ldZt = at ,

Model

over the data to create the series of errors that would
have occurred if the model had been actually used during
that time period (for details, see [6]). In addition to the
MAD and RMS evaluation of the forecasts, empirical
prediction intervals (developed by Williams and Goodman [16]) are also computed.
The results of these various forecasting techniques are
summarized in Table 1. Data are presented for the nine
major wire centers; the four smallest wire centers are not
included because of their very short data history. For
each of the nine wire centers, the MAD and the RMS are
presented for the model which minimized the MAD forecast error in that particular wire center for a lead time
of 12 months. Table I also contains the MAD and RMS
forecast errors scaled, respectively, by the mean absolute
deviation and the root mean square of the actual changes
with the same lead time. These annual changes are computed in the same way and for the same time intervals
for which forecasts are generated. In this form, smaller
numbers are better, and we see that in six of the
nine offices there has been a worthwhile reduction in
variability.

Notation

AR3
AR4
AR3N

Another useful subclass of models are the IMA (k, k) and
extensions. Previous work (see [6]) has indicated that
these models (which are equivalent to exponential
smoothing models; see [9 ]) are useful in forecasting
series with dynamic behavior similar to that seen at the
subaggregate level. They have the added advantage of
being easy to fit, easy to update, and require minimal
storage of summary measures and not the entire data
history. The three most useful smoothing models, described in [6 ], were: first-order exponential smoothing
(SMPL); adaptive exponential smoothing (ADP); and
adaptive exponential smoothing modified for seasonal
series (ADPS).

4.3 Model Results
As in previous research [6], forecasts are evaluated in
terms of the mean absolute deviation (MAD) and root
mean square (RMS) of the sequence of forecast errors.
These errors are computed by moving the forecast model

Lead
time

Forecast
model

Forecast error

Scaled
forecast error

MAD

RMS

MAD

RMS

Flint
Cedar
Sunset
Pilgrim

12
12
12

AR4
AR4
ADPS

585.2
378.8
102.5

716.1
459.4
124.3

0.84
0.69
0.20

0.84
0.70
0.24

Grand Rapids
Monroe
Empire
South Hall
Lenox
West
East

12
12
12
12
12
12

AR3N
ADP
SMPL
ADPS
ADPS
AR3

242.4
91.1
141.6
128.3
33.2
48.1

340.0
16.7
180.9
162.4
46.1
62.7

0.94
0.24
0.42
0.16
0.18
0.17

0.92
0.28
0.48
0.21
0.24
0.22

Model parameter estimates are not included because
of the forecasting procedures used. By moving the models
over the data, new parameters are estimated as each new
observation is included. Hence, for the autoregressive
models, the data predicted are not used in estimating the
prediction models. For the smoothing models, the single
parameter was selected to minimize the moving overall
MAD forecast error (using the same procedure of moving
the model over the data).

5. COMPARISON OF ALTERNATIVE AGGREGATE
EXCHANGE FORECASTS
In this section the best exchange forecasts obtained by
examining the area as a whole are compared with those
generated by aggregating the "best" individual wire
center forecasts. These may be compared with the
previous best exchange forecasts by Dunn et al. [6].

