Binary segmentation, which is sequential in nature is thus far the most widely used method for identifying multiple change points in statistical models. Here we propose a top down methodology called arbitrary segmentation that proceeds in a conceptually reverse manner. We begin with an arbitrary superset of the parametric space of the change points, and locate unknown change points by suitably filtering this space down. Critically, we reframe the problem as that of variable selection in the change point parameters, this enables the filtering down process to be achieved in a single step with the aid of an 0 regularization, thus avoiding the sequentiality of binary segmentation. We study this method under a high dimensional multiple change point linear regression model and show that rates convergence of the error in the regression and change point estimates are near optimal. We propose a simulated annealing (SA) approach to implement a key finite state space discrete optimization that arises in our method. Theoretical results are numerically supported via simulations. The proposed method is shown to possess the ability to agnostically detect the 'no change' scenario. Furthermore, its computational complexity is of order O(N p 2 ) + SA, where SA is the cost of a SA optimization on a N (no. of change points) dimensional grid. Thus, the proposed methodology is significantly more computationally efficient than existing approaches. Finally, our theoretical results are obtained under weaker model conditions than those assumed in the current literature.
Introduction
High dimensional regression models that allow vastly larger number of parameters p than the sample size n, have found applications in many fields of scientific inquiry such as genomics, social networking, empirical economics, finance among many others. This has led to a rapid development of statistical literature investigating methods capable of analyzing such models and data sets. One of the most successful methods for analysing high dimensional regression models has been the Lasso, which is based on the least squares loss and 1 regularization (Tibshirani (1996) ). Innumerable investigations have since been carried out to study the behavior of the Lasso estimator and its various modifications in many different settings (see e.g., Zou (2006) ; Zhao & Yu (2006) ; Bickel et al. (2009) ; Belloni et al. (2011) Belloni et al. (2017b) ; Kaul (2014) , Kaul & Koul (2015) and the references therein). For a general overview on the developments of Lasso and its variants we refer to the monograph of Bühlmann & Van De Geer (2011) and the review article of Tibshirani (2011). All aforementioned articles provide results in a regression setting where the parameters are dynamically stable. In contrast, multiphase/change point regression models provide a dynamic setting in which regression parameters are allowed to switch values based on a change inducing variable or in a time ordered sense. Such models allow for a greater versatility in modelling data, especially in a high dimensional setting. In many experiments, the estimated locations of change points may reveal additional critical information of interest.
In the past few years several articles have studied high dimensional change point models in an 'only means' setup. In this setting, change points are characterized with respect to dynamic mean vectors of time ordered random vectors, where the dimension of the observation vector may be larger than the number of observations (Cho & Fryzlewicz (2015) , Fryzlewicz (2014 ),and Wang & Samworth (2018 ; among others). Another context in which high dimensional change point models have been investigated is that of a dynamic covariance structure which is related to the study of evolving networks (Roy et al. (2017) , Gibberd & Roy (2017) , Atchade & Bybee (2017) ; among others). In contrast, change point methods for high dimensional linear regression models have received much less attention and only a select few articles have considered this problem in the recent literature.
In this paper, we consider a high dimensional multiphase (change point) regression model given by, This case where all change points are at negative infinity characterizes the case of 'no change', and in the following we refer to this case as N = 0. On the other hand we characterize the case of one or more change points, N ≥ 1, as when the components of τ 0 are distinct and finite, i.e., −∞ < τ 0 1 < ... < τ 0 N . The observed variables in model (1.1) are the response y i ∈ R, the p-dimensional predictors x i ∈ R p , and change inducing variable w i ∈ R. The parameters of interest are the number of change points N ∈ {0, 1, 2, ...}, the change point parameter vector τ 0 ∈R N , and the regression parameters β 0 (j) ∈ R p , j = 0, ..., N. The change points τ 0 j j = 1, .., N represents threshold values of the variable w subsequent to which the regression parameter changes from its current value β (j−1) to a new value β (j) . Furthermore, we let p >> n, so that model (1.1) corresponds to a high dimensional setting.
In the classical setting with a fixed number of parameters and n → ∞, change point regression models such as (1.1) have been extensively investigated, albeit a large proportion of this literature is developed in the case with only a single change point. The works of Hinkley (1970) , Hinkley (1972) , Jandhyala & MacNeill (1997) , Bai (1997) , Jandhyala & Fotopoulos (1999) , and Jandhyala et al. (2013) , investigate the setting where parameters are assumed to change at certain unknown time points of the sampling period. On the other hand, the works of Hinkley (1969) , Koul & Qian (2002) , and Koul et al. (2003) study the setting where the change point is formulated based on one or more covariate thresholds. In the literature, the latter approach is typically referred to as two-phase or multiphase regression, however it is also common to broadly call both as change point regression models.
The literature on regularized estimation in change point regression models is very sparse. Models similar to (1.1) with a single change point have been studied by Kaul et al. (2019) , Lee et al. (2016) , and Lee et al. (2018) in the high dimensional setting. The case of multiple change points is investigated in Ciuperca (2014) , Zhang et al. (2015) , , Jin et al. (2016) and Leonardi & Bühlmann (2016) . Amongst these articles the first three consider the fixed p setting, whereas the last article considers the high dimensional setting as is also the case in this paper. The article of Leonardi & Bühlmann (2016) proposes a binary segmentation approach for the recovery of change points of the regression model, where change points are searched for, and then added to the set of all change points one by one. In the context of change point parameters, this binary segmentation approach can be viewed as the counterpart of step-up regression where parameters are included sequentially. It is important to remember that in the current high dimensional setting, in order to search for a single change point for each segment, the approach of Leonardi & Bühlmann (2016) requires O nLasso(n) computations, where Lasso(n) represents the computational cost of running one Lasso optimization with a sample size n. In fact the authors show that the overall computation cost of their approach is of the order O n log(n)Lasso(n) .
In contrast, our approach proceeds in a conceptually reverse manner. The method that we propose can be viewed in a sense as the counterpart of step-down regression for the change point parameters. We begin with a superset of the parameteric space of the unknown change points and filter this space down to identify the unknown change points, following which we estimate the regression parameters. Critically, the 'stepping down' process in our methodology can be carried out in a single step via a 0 regularization. We achieve this by converting the problem of recovery of change points to a variable selection problem in the change point parameters. This conversion of the change point estimation problem to a variable selection problem in turn relies on initial regression estimates. The second main novelty of this manuscript is to show that, initial regression estimates that are much slower than optimal in rates of convergence can be utilized to obtain change point estimates that are themselves near optimal in rates of convergence. In other words, our setup constitutes a rare statistical scenario where relatively 'poor' estimates of some parameters of a model can be utilized to obtain near optimal estimates of other parameters of the model.
The proposed method circumvents the sequential approach of binary segmentation for the recovery of change points. Consequently, the method requires only Lasso(n)+SA computations for the identification and recovery of change points, where SA represents the computational cost of a simulated annealing optimization which is typically very efficient. The simulated annealing algorithm is used to implement a key discrete optimization over an O(N ) dimensional space that arises in our methodology due to the use of an 0 regularization. Thus our approach is far more efficient than any existing comparable methodology for high dimensional change point regression models. Being based on a 0 regularization, our approach also provides the ability to detect the case of N = 0, where an ordinary linear regression without change points is more appropriate. In comparison, binary segmentation approaches typically require the existence of at least one change point. Finally, we also note that our analysis requires significantly weaker assumptions than those currently assumed in the literature. Further comparisons of our method, assumptions and results with the existing literature are made in Section 2.
The remainder of this article is organized as follows. Section 2 provides the proposed methodology and technical assumptions required for the theoretical analysis. Section 3 provides the main theoretical results regarding the performance of the proposed methodology. Section 4 discusses the implementation of the proposed method and a simulated annealing approach for the implementation of a key step of our method. This section also provides numerical results on the finite sample performance of our method. The proofs of all main results are provided in Appendix A of the Supplementary materials of this article. Some additional technical results and lemma's are provided in Appendix B of the Supplementary materials.
Notations:
We conclude this section with a short note on the notations used in this paper. Throughout the paper, for any vector δ ∈ R p , δ 0 represents the number of non-zero components in δ, and δ 1 and δ 2 represent the usual 1-norm and Euclidean norm, respectively. The norm δ ∞ represents the usual sup norm, i.e., the maximum of absolute values of all elements. For any set of indices S ⊆ {1, ...., p}, let δ S = (δ j ) j∈S represent a sub-vector of δ containing components corresponding to the indices in S. Also, let |S| represent the cardinality of the set S. The notation 1[· ] represents the usual indicator function. We denote by Φ(· ) the cdf of w i s and let
We represent byR = R ∪ {−∞} as the extended Euclidean space, with only the left closure point included. We shall also use the notation a ∨ b = max{a, b}, and a ∧ b = min{a, b}, a, b ∈ R. The notation c u , c m is used to represent generic constants that may be different from one line to the next. Here, 0 < c u < ∞ represent universal constants, whereas 0 < c m < ∞ are constants that depend on model parameters such as variance parameters of underlying distributions. Lastly, 0 < c 1 , c 2 < ∞ are also generic constants that may depend on both c u , and c m .
Methodology and Related Work

Proposed methodology
For any τ a , τ b ∈R, τ a ≤ τ b and any γ ∈ R p , define the segmentwise least squares loss as,
..,τŇ ) T ∈RŇ , be any vector such thatτ j−1 ≤τ j , j = 1, ...,Ň ,τ 0 = −∞. Also, letτ N +1 = ∞ such that (τ 0 ,τ T ,τŇ +1 ) T forms a partition ofR. Additionally, for any sequence of vectors
) T ∈ R (Ň +1)p as the concatenation of all α (j) s. Then define the total least squares loss evaluated at (Ň , α,τ ) as,
Next, for any τ ∈ RŇ , defineT (τ ) ⊆ {1, ...,Ň } as the set of indices of distinct and finite components of τ, i.e.,T
where τ 0 = −∞. Under these notations and the model (1.1), we propose estimators for the number of change points, locations of change points and the regression coefficients respectively. These estimators are stated in the following as two algorithms each consisting of two steps. The first algorithm is b This is a slight misuse of notation, and is only used for simpler exposition. To be notationally precise, this term
designed to recover the number and locations of change points of the model (1.1) and the second to recover the corresponding regression coefficients. All technical assumptions required for the theoretical validity of the proposed estimates are stated in Section 2.2.
Algorithm 1: Estimation of number and locations of change point(s)
Step 0: (Initializing step) Choose anyŇ ≥ 1 ∨ N, and any vectorτ = (τ 1 , ...,τŇ ) T ∈ RŇ , satisfying Condition A. Compute initial regression estimatesα (j) , for each j = 0, ...,Ň ,
Step 1: Updateτ ∈ RŇ to obtain estimateτ ∈RŇ , where c ,
LetT :=T (τ ), and update the estimated number of change points toÑ = |T |, and recover the corresponding locations of change points as the subsetτ =τT ∈ RÑ .
Algorithm 1 begins (
Step 0) with a nearly arbitrary partitionτ in a superset RŇ of the parametric space R N of the unknown change points. The simple update in Step 1 of Algorithm 1 recovers the number of change pointsÑ , and the corresponding locationsτ . There are two main novelties of Algorithm 1. First, instead of searching for change points sequentially, Algorithm 1 searches for them in a larger parametric space by reframing the problem as one of variable selection. Here the selection is in terms of differences between adjacent τ j 's, i.e., the 0 regularization in Step 1 is forcing these adjacent components to collapse towards each other. This regularization can be viewed as a 0 version of the total variation penalty on the components τ. The second main novelty is that in order to achieve this conversion to a variable selection problem, we use a nearly arbitrary partition that serves as an initial rough guess. It shall become theoretically and empirically apparent in the following that the estimates obtained in Step 1 are robust against this initial partition, i.e., nearly any arbitrarily chosen partition in Step 0 shall yield near optimal estimates from Step 1. The underlying working mechanism of Algorithm 1 is illustrated in Figure 1 .
Next, we propose Algorithm 2 for the estimation of regression parameter vectors of model (1.1). This algorithm utilizes the estimated number (Ñ ) and locations (τ ) of change points from Algorithm 1, to obtain coefficient estimates on the corresponding partition yielded byτ . Note that whenÑ = 0 from Algorithm 1, then Algorithm 2 is equivalent to implementing the ordinary Lasso on the data (x i , y i ), i = 1, ..., n.
The main theoretical contribution of this manuscript is to show that the proposed methodology consistently recovers the unknown number of change points, and yields estimates of the locations c Note that while the initializingτ in Step 0 is chosen in RŇ , however the optimization in Step 1 is performed over the extended Euclidean spaceRŇ .
Step 0
Step 1 T and corresponding regression coefficient estimatesα (j) , j = 0, .., 5, the algorithm converges to the unknown number of change points and the locations of the distinct change points lie in an optimal neighborhood of the unknown change points. Specifically, the components nearest to an unknown τ 0 j shall converge toward it, and all remaining components converge either to the previous or the next component.
Algorithm 2: Estimation of regression coefficients
Step 0: ComputeÑ andτ from Algorithm 1. IfÑ = 0, then fit a linear regression model without change points via Lasso.
Step 1: IfÑ ≥ 1, then for each j = 0, ...,Ñ , update regression parameter estimates,
of change points and that of regression coefficient vectors that are near optimal in their rates of convergence. Specifically, under suitable conditions, we shall derive the following relations that hold for n sufficiently large with probability at least 1 − c 1 (1 ∨ N ) exp(−c 2 log p).
In an ordinary high dimensional linear regression model without change points, it has been shown that the optimal rate of convergence for a regression parameter vector estimate is s log p/n under the 2 norm (Ye & Zhang (2010) , Raskutti et al. (2011 ), Belloni et al. (2017a ). Also, the rate of convergence of the change point estimates in (2.3) matches the fastest available in the literature, see, e.g., (Kaul et al. (2019) , Lee et al. (2016) , Leonardi & Bühlmann (2016) , Lee et al. (2018) ).
The result in (2.3) is quite surprising since the estimatesÑ andτ are computed based on initial regression coefficient estimatesα from Step 0 of Algorithm 1. These regression estimates may not be anywhere near optimal in their rate of convergence, since these are in turn computed based on a nearly arbitrary partition of the support of w. Despite these rough regression estimates, we can prove that
Step 1 of Algorithm 1 identifies the change points correctly and provides estimates that are indeed near optimal in their rate of convergence.
Next, we discuss two immediate concerns that may arise to the reader regarding Algorithm 1. First, how stringent is Condition A on the initializersŇ andτ in Step 0 of this algorithm. This condition on the initializers is infact very mild. For Algorithm 1, whereŇ is user chosen, nearly any arbitrarily chosen partition with a large enoughŇ ≥ 1 ∨ N, satisfies this condition. Other requirements of this condition are only meant to remove pathological cases, such as when all components ofτ are closely clustered together or are concentrated at one end of the support of w. From a practical perspective, an equally spaced large enough partition, as expected, works well in all empirically examined cases.
A second concern that may arise regarding Algorithm 1 is whether the optimization of Step 1 of these methods is computationally feasible. At first impression, the optimization of Step 1 does indeed appear to be computationally intensive given that it is a nonsmooth, nonconvex optimization (with no apparent convex relaxations), and with potentially multiple global optimums. However the following observations shall serve to erase this impression. Note that although this optimization of Step 1 is over the extended Euclidean spaceRŇ , however, the loss function Q(Ň ,α, · ) is a step function over the finite grid τ ∈ {−∞, w 1 , ...., w n }Ň , with step change occurring at grid points on thisŇ dimensional grid (see, Figure 3 in Section 4 for an illustration of this behavior). Additionally, the 0 norm term in the optimization of Step 1 is either 0 or 1, based on whether τ j−1 and τ j are equal or unequal respectively, in other words the distance between τ j−1 and τ j does not influence the value of 0 norm (note that this will not be true if in Step 1, the 1 norm is considered in place of the 0 norm). These two observations together imply that any global optimum achieved in the extended Euclidean spaceRŇ is also attained at someŇ dimensional point on the grid {−∞, w 1 , ...., w n }Ň . In other words, the optimization in Step 1 is reduced to a discrete optimization on a finite state space (the total number of possible states being (n + 1)Ň ). In view of these observations, the optimization in Step 1 is reminiscent of the well known travelling salesman problem, and correspondingly can be solved efficiently using a simulated annealing approach. Additionally, since simulated annealing is not a gradient based approach, it is capable of easily handling a 0 penalty. A detailed discussion of the implementation of Algorithm 1 is provided in Section 4. We also note that Step 0 of Algorithm 1, and Step 1 of Algorithm 2 are Lasso n, p estimates. Thereby, these two steps are efficiently implementable using any one of the several available methods in the literature, for e.g. coordinate or gradient descent algorithms, see, e.g. Hastie et al. (2015) or via interior point methods for linear optimization under second order conic constraints, see, e.g., Koenker & Mizera (2014) .
Finally, we conclude this section by also emphasizing the computational efficiency of the proposed Algorithm 1. First note that Step 0 of Algorithm 1 are (Ň + 1) computations of Lasso(n, p) estimates. It is also known that computational complexity of most algorithms for the Lasso optimization scales like O(p 2 ). As briefly described above, Step 1 of Algorithm 1 shall be implemented via simulated annealing (SA) over aŇ dimensional grid. SA optimizations are known to be very efficient for a large class of problems and can ordinarily be accomplished in a time scaling of order O(Ň 4 ), see, e.g. Sasaki (1987) . We also mention that in the worst case the complexity of SA can also be exponential, depending on the optimization under consideration. However, in our study the SA optimization of
Step 1 is empirically observed to be well behaved and carried out with a cheap computational cost. Thus, assumingŇ ≤ c(1 ∨ N ), c ≥ 1, the overall complexity of Algorithm 1 is O (1 ∨ N )p 2 + SA. Thereby, this algorithm is far more computationally efficient than any comparable existing method for the estimation of parameters of model (1.1). To see this, compare the above complexity to the binary segmentation approach proposed in Leonardi & Bühlmann (2016) . They show that the their method is implementable with O(n log n)Lasso n, (N + 1)p computations with the aid of dynamic programming, thus the procedure effectively yields a time scaling of O(nN p 2 ).
Assumptions
In this subsection we state all necessary conditions and technical assumptions under which the results of this article are derived.
Condition A (requirements of initializer): (i) The initializing vectorτ = (τ 1 , ....,τŇ ) T ∈ RŇ is such thatŇ is larger than the true number of change points, i.e.,Ň ≥ 1 ∨ N, andŇ ≤ c u (1 ∨ N ), c u ≥ 1.
(ii) All initial change points are sufficiently separated, i.e., d(τ j−1 ,τ j ) > l min > 0, for all j = 1, ...,Ň +1, for some positive sequence l min , whereτ 0 ,τŇ +1 denote −∞ and ∞ respectively. (iii) Letǔ n = 1 ∨ c u (1/n) 1/k , for some constants k ∈ [1, ∞), and c u > 0. Then assume that there exists a subset T :
As briefly discussed earlier, Condition A is a mild assumption on the initializers. Roughly speaking, this condition requires the initial change point vector to be a large enough partition of R where the components of this initializing vector are sufficiently separated from each other. Also, this condition requires that at least one initial change point lies in some fractional neighborhood of each unknown change point. The condition d(τ m j , τ 0 j ) ≤ǔ n , j = 1, ..., N is very mild since the constant k can be arbitrarily large d . In one of our main results, we shall show that despite the initializersτ m j lying in an arbitrary fractional neighborhood of τ 0 j , the updated change point estimateτ satisfies τ − τ 0 1 ≤ N s log p/n, with high probability. Note that, the localization error bound ofτ is free of k. This condition is similar to Condition I assumed in Kaul et al. (2019) , we refer to that article for further insights on this condition. Here we also state that implementation of the proposed methodology does not require prior knowledge of k.
It is observed a large enough grid of equally separated initial change points works well in nearly all empirically examined cases. The term l min in Condition A(i) is allowed to potentially decrease to zero with n, however this dependence is suppressed for clarity of exposition. The rate at which such a convergence of l min is allowed also depends on other model parameters, and is explicitly stated in Condition B(iii).
We can now define theŇ -dimensional parameter that
Step 1 of Algorithm 1 is designed to recover in place of the N -dimensional τ 0 . For this purpose first define a set of indices T * = {h 0 , h 1 , ..., h N , h N +1 }, where {h 1 , ..., h N } ⊆ {1, ...,Ň }, h 0 = 0, and h N +1 =Ň + 1. Consider any τ ∈ RŇ , satisfying τ 1 ≤ τ 2 ≤ ... ≤ τŇ , then the components h j of T * are defined as,
(2.4)
where T = {m 0 , m 1 ..., mŇ +1 } is given in Condition A. Clearly, the construction of these indices depend on the choice of the vector τ ∈RŇ , and the set T . In the following this dependence is notationally d The constant k can be arbitrarily large as long as the rate conditions of Condition B and C are satisfied.
suppressed for clarity of exposition, and is to be understood implicitly. The indices h j 's are meant to capture the first index j after m j−1 for which τ j = τ m j . In the case where the chosen τ ∈RŇ is such that τ m j −1 < τ m j , for all j = 1, .., N, then the set T * = T . Now define the vector 5) and finally, τ * j = τ * j−1 for all remaining indices in the set T * c , where, as before, τ * 0 = −∞. Note that under the above definition of τ * , the subset of finite and distinct components of this vector is exactly the unknown parameter vector τ 0 , however the orientation or order in which they appear in thisŇ -dimensional vector may be different depending on the set T * and the chosen τ, as well as the set T .
To see the need for this non-traditional construction of the target parameter τ * , first recall that the objective function in Step 1 of Algorithm 1 is non-convex, and consequently may have multiple global optimums. Now consider any such global optimumτ = (τ 1 , ...,τŇ ) T ∈RŇ and let the orientation index set T * be defined in accordance with this optimumτ , together with the index set T . Then, the τ * constructed with corresponding T * , forms the target vector thatτ is infact approximating. The non-traditional aspect of this construction is that the subset of finite and distinct components of the target vector τ * is exactly the parameter vector τ 0 and thus fixed and non-random. However the orientation in which the components may appear depend on the optimizer itself, i.e. this orientation may be random and depends on the orientation in which the global optimum is achieved. In the following we illustrate the construction of τ * using a concrete example.
Example 2.1. Consider the model (1.1) with N = 3, and τ 0 = (−1, 0, 1). Let Algorithm 1 be initialized withŇ = 7 andτ such that T = {0, 2, 4, 6, 8}, i.e., the second, fourth and sixth components ofτ are in a fractional neighborhood of the τ 0 1 , τ 0 2 and τ 0 3 respectively. Now suppose following two cases.
a In the first case, suppose that the global optimumτ = (τ 1 , ...,τ 7 ) T obtained from
Step 1 of Algorithm 1 is such thatτ 1 <τ 2 ,τ 3 <τ 4 , andτ 5 =τ 6 . Thus, in this case, by the definition of the set T * we have that T * = {0, 2, 4, 5, 8}. Consequently, by the definition of τ * , we have that τ * = (−∞, −1, −1, 0, 1, 1, 1).
b In the second case, suppose that the global optimumτ = (τ 1 , ...,τ 7 ) T obtained from
Step 1 of Algorithm 1 is such thatτ 1 <τ 2 ,τ 3 <τ 4 , andτ 5 <τ 6 . In this case, we have that T * = {0, 2, 4, 6, 8}, and τ * = (−∞, −1, −1, 0, 0, 1, 1).
Our results to follow shall show that any global optimumτ , must lie in a near optimal neighborhood of the corresponding τ * , with high probability. Note that irrespective of the orientation of the components of the vector τ * , the subset of finite and distinct components is exactly τ 0 . Correspondingly, we shall obtain the estimatesτ which are obtained as the subset of distinct and finite components ofτ .
Condition B (assumptions on model dimensions):
(i) For j = 1, ..., N, let S j = k ∈ {1, ..., p}; β 0 (j)k = 0 and S = ∪ j S j . Then for some s = s n ≥ 1, we assume |S| ≤ s.
(ii) The model dimensions s, p, n, satisfy s log p nl 2 min → 0. (iii) The choice of k ∈ [1, ∞), and l min of Condition A, ρ 2 of Condition C, together with s, n, satisfies
Condition B(i) is the usual sparsity assumption on high dimensional models. Conditions B(ii) and B(iii) are restrictions on model dimensions, Condition B(iii) restricts the dimensionality of the model in accordance with the initializingǔ n -neighborhood and the minimum separation l min . The largest model allowed by Condition B occurs when the initializers in Condition A allows for k = 1, l min > c u , and Condition C allows for ρ 2 = O(1). In this case, we require s log p/n → 0, i.e., Condition B(iii) becomes redundant given Condition B(ii).
Condition C (assumptions on change parameters): If N ≥ 1, (i) Define the minimum jump size ξ min := min j β (j) − β (j−1) 2 , j = 1, ..., N, and assume that it is bounded below, i.e., ξ min > c u , c u > 0. Also define the maximum jump size ξ max := max j β (j) −β (j−1) 2 , j = 1, ..., N, and let ρ = ξ max /ξ min be the ratio of these jump sizes. Assume that ρ s log p/n → 0.
(ii) Assume that all unknown change points are sufficiently separated, i.e.,
This condition is only applicable when at least one change point exists in the model (1.1). When no change point exists (N = 0), we can instead define the ratio ρ = 1, and all remaining conditions can be ignored. Condition C(ii) is satisfied trivially if only a finite number of change points are assumed in model (1.1) and the jump ratio ρ ≤ c u , i.e., the maximum and minimum jumps are of the same order. Note that Condition C(ii) and Condition A(ii) are controlled by the same sequence l min , essentially assuming the least separation between the initializing change points and that between the true change points are of the same order. This is again not asking for much, since by assumption we have also assumed thatŇ ≤ c(1 ∨ N ) in Condition A(i). In the case of an increasing number of change points, its rate is controlled by C(ii). Note that we do not make any assumptions on the maximum jump size ξ max , instead we control the jump ratio ρ.
Condition D (assumptions on model distributions):
(i) The vectors x i = (x i1 , ..., x ip ) T , i = 1, .., n, are i.i.d subgaussian e with mean vector zero, and variance parameter σ 2 x ≤ C. Furthermore, the covariance matrix Σ := Ex i x T i has bounded eigenvalues, i.e., 0 < κ ≤ mineigen(Σ) < maxeigen(Σ) ≤ φ < ∞.
(ii) The model errors ε i are i.i.d. subgaussian with mean zero and variance parameter σ 2 ε ≤ C. (iii) The change inducing random variables w i , i = 1, ..., n are i.i.d, with cdf represented by Φ(τ a ) = P (w i ≤ τ a ), τ a ∈R, and the distance between any two τ a < τ b ∈R in the cdf scale represented as
The subgaussian assumptions in Condition D(i) and D(ii) are now standard in high dimensional linear regression models and are known to accommodate a large class of random designs. In ordinary high dimensional linear regression, these assumptions are used to establish well behaved restricted eigenvalues of the Gram matrix (2012)), which are in turn used to derive convergence rates of 1 regularized estimators (Bickel et al. (2009) ; and several others). These assumptions shall play a similar role in our high dimensional multiple change point setting. Condition D(iii) on the change inducing variable, allows for both discrete or continuous r.v.'s. Finally, we also note that assumption D(iii) on the change inducing variable w, allows for both e Recall that for σ > 0, the random variable η is said to be σ-subgaussian if, for all
Similarly, a random vector ξ ∈ R p is said to be σ-subgaussian if the inner products ξ, v are σ-subgaussian for any v ∈ R p with v 2 = 1.
continuous or discrete r.v.'s. From a general perspective of regularized estimation for high dimensional change point linear regression models, the works that are closely related to this article are Kaul et al. (2019) , Lee et al. (2016) , Lee et al. (2018) , and Leonardi & Bühlmann (2016) . The idea of converting a multiple change point detection problem to a variable selection problem using an 0 regularization and an arbitrary segmentation is novel and is completely different from all articles listed above. The articles Lee et al. (2016) , Kaul et al. (2019) , and Lee et al. (2018) , consider a setting with only a single change point. From a technical perspective, the assumptions made on model distributions in this article are similar to those made in Kaul et al. (2019) and are comparable to those assumed in Leonardi & Bühlmann (2016) . A major advantage of the proposed methodology is its ability to detect the 'no change' case, i.e., where there are no change points in the model, to the best of our knowledge, the only other article that posses this capability is Kaul et al. (2019) , although it is limited to atmost a single change point. Finally, we also emphasize that for the detection and estimation of multiple change points in regression models, the methodology proposed in this article is much more efficient with a computational complexity of O(N p 2 )+SA, in comparison to the existing binary segmentation approach proposed in Leonardi & Bühlmann (2016) , which scales like O(nN p 2 ).
Main Results
To present the results of this section we require the following definitions. For any τ a , τ b ∈R, let
Here it is implicitly understood that ζ i (τ a , τ b ) = 0, if τ a = τ b . Also, define for any τ a , τ b ∈R, the following set of random indices,
To develop our results we require control on the cardinality |n w (τ a , τ b )| of the random set n w (τ a , τ b ). Note that this cardinality is determined by the r.v.'s defined in (3.1), i.e.,
In view of this observation, the following lemma provides uniform control (over τ a , τ b ) on the stochastic quantity
Lemma 3.1. Let u n , v n be any non-negative sequences such that log(u −1 n ) = O(log p) and v n ≥ c u log p/n, c u > 0. Then under Condition D(iii), we have,
with probability at least 1 − c 1 exp(−c 2 log p), for n sufficiently large.
An application of Lemma 3.1 leads to uniform control (over τ a , τ b ) of other stochastic quantities such as i∈n w ε i x T i ∞ , among others, which are necessary for the arguments to follow. These bounds are provided in Lemma B.1 in supplementary materials of this article. More simplistic versions of Lemma 3.1 have also been used by Kaul et al. (2017) in the context of graphical models with missing data, and in Kaul et al. (2019) in the context of high dimensional change point regression with a single change point.
To proceed further, recall that
Step 1 of Algorithm 1, utilizes estimates of regression coefficients from Step 0, which are based on misspecified initial change points. Thus, in order to obtain variable selection and estimation results regarding the change point estimates of Step 1, we first need to analyze the rates of convergence of regression estimates of Step 0. This analysis in turn requires restricted eigenvalue conditions on the Gram matrix i x i x T i /n, which is described in the following. For any deterministic set S ⊆ {1, 2, ..., p}, define the collection A as,
Then, Bickel et al. (2009) define the lower restricted eigenvalue condition as,
Our analysis shall require uniform versions of the condition (3.4), these are developed in Lemma 3.2. Additionally, we shall also require the set A 2 defined below, which is a slightly different version of the set A defined in (3.3).
Finally, we also mention that other weaker versions of Condition (3.4) are also available in the literature, such as the compatibility condition of Bühlmann & Van De Geer (2011) , and the q sensitivity of Gautier & Tsybakov (2011) . In the setup of common random designs, it is also well established that condition (3.4) holds with probability converging to 1, see for e.g. Raskutti et al. (2010) , Rudelson & Zhou (2012) for Gaussian designs and Loh & Wainwright (2012) for sub-Gaussian designs. The following lemma provides the plausibility of the uniform restricted eigenvalue conditions required in our analysis.
Lemma 3.2. Let A and A 2 be as given in (3.3) and (3.5) respectively, for S as defined in Condition B. Let u n , v n be non-negative sequences such that log(u −1 n ) = O(log p) and v n ≥ c u s log p n, for a suitably chosen constant c u > 0. Then under Conditions B(i), B(ii) and D, and for n sufficiently large, the following restricted eigenvalue conditions hold with probability at least 1 − c 1 exp(−c 2 log p),
In the following, for any positive number r > 0 and any τ a ∈ R, define the interval B(τ a , r) = τ ∈ R; d(τ a , τ ) ≤ r . The rates of the initial regression coefficient estimates of Step 0 of Algorithm 1 shall be a consequence of the following general result.
Theorem 3.1. Suppose Condition B(i), B(ii), C(ii) and D. Let u n be any non-negative sequence satisfying log(u −1 n ) = O(log p) and let Q * be as given in (2.1). For any τ a , τ b ∈R, letα ∈ R p be the solution to the Lasso optimization α = arg min
Additionally, for any fixed j = 1, ..., N + 1, let
Then choosing λ 0 = c u c m max log p/n, ξ max u n , for n sufficiently large we have for j = 1, ..., N + 1,
with probability at least 1 − c 1 exp(−c 2 log p).
Theorem 3.1 can be used to obtain the rates of convergence ofα (j) , j = 0, ...,Ň , obtained from Step 0 of Algorithm 1 and Algorithm 2. To state these rates explicitly we require the following notation. Let T be as defined in Condition A, and define for each j ∈ T c ,
Simply stated, the index k j is the first index k between 1, .., N + 1, such that τ j lies between τ 0 k−1 and τ 0 k . This index k j identifies the regression coefficient vector β 0 (k j −1) with its approximationα (j−1) for each j ∈ T c , this notation is illustrated in Example 3.1. Under this notation, the following corollary provides the rates of convergence of the initial regression estimates.
Corollary 3.1. LetŇ andτ ∈ RŇ be any initializers satisfying Condition A and assume the conditions of Theorem 3.1. Also, letα (j) , j = 0, ..., N be the estimates obtained from Step 0 of Algorithm 1 and let k j be as defined in (3.6). Then, upon choosing λ 0 = c u c m max log p/n, ξ maxǔn , q = 1, 2, and n sufficiently large, we have the following. (i) For each fixed j = 1, ..., N + 1,
(ii) For each fixed j ∈ T c ,
Example 3.1. Suppose N = 2,Ň = 4 and the chosen initialτ ∈ R 4 is in the orientation illustrated in Figure 2 .
Figure 2: A possible orientation of initializersτ ∈ R 4 , where N = 2.
In this orientation ofτ , we have T = {m 0 , m 1 , m 2 , m 3 } = {0, 2, 4, 5}, and {k 1 , k 3 } = {1, 2}. Consequently, by Corollary 3.1, the initial regression estimatesα (0) ,α (1) , ....,α (4) will be such that
respectively.
We now turn our attention to the main goal of this article, i.e., establishing variable selection and estimation results of change point estimates obtained from Step 1 of Algorithm 1. To achieve this, we require the following series of definitions. Let τ * be as defined in (2.5), and for anyŇ ≥ 1, τ ∈ RŇ and α ∈ R p(Ň +1) , define,
From the definition (2.5), note that whenŇ = N, we have that τ * = τ 0 . Recall the sets of indices T from Condition A, and the set T * from (2.4) for any τ ∈RŇ . Note that the intersection T * c ∩ T c comprises of all possible indices that may potentially lead to distinct interruptions between τ h 0 , τ h 1 , ..., τ hŇ +1 .
Keeping this observation in mind, consider any non-negative sequences u n , v n , any subset K ⊆ T * c ∩T c , define the collection,
The arguments u n , v n capture information regarding the closeness of an arbitrary vector to the unknown change point vector in the components corresponding to the set T * . The set K ⊆ T * c captures all distinct interruptions between any two components with indices in the set T * . The following example provides more insight to the construction of the set G(u n , v n , K), and its defining arguments.
Example 3.2. Consider the model (1.1) with N = 2. Let the initializerτ be chosen such thatŇ = 5, such that T = {0, 2, 4, 6}, and T c = {1, 3, 5}. Then for any τ = (τ 1 , τ 2 , τ 3 , τ 4 , τ 5 ) T ∈RŇ , satisfying τ 1 ≤ τ 2 ... ≤ τ 5 , consider the following three scenarios.
a If τ 1 < τ 2 < τ 3 = τ 4 < τ 5 , then T * = {0, 2, 3, 6}, and T * c = {1, 4, 5}. Clearly, the set T * c ∩ T c = {1, 5} form the distinct interruptions. Thus, assuming that
b If τ 1 = τ 2 = τ 3 = τ 4 = τ 5 , then T * = {0, 1, 3, 6}, and T * c = {5}. The potential interruptions can be due to induces in the set T * c ∩ T c = {5}, however since in this case τ 5 = τ 4 , hence K = ∅.
c If τ 1 = τ 2 < τ 3 < τ 4 = τ 5 , then T * = {0, 1, 4, 6}, T * c = {2, 3, 5}. Potential interruptions can be due to induces in the set T * c ∩ T c = {3, 5}. Since τ 5 = τ 4 , thus in this case K = {3} captures the sole distinct interruption.
A partial motivation for defining the collection G(u n , v n , K) is as follows. Recall from the results stated in (2.3), we intend to show that the number of finite and distinct componentsÑ ofτ obtained from
Step 1 of Algorithm 1 matches exactly with the true number of change points N, with high probability. The argument we develop to prove this result proceeds by showing thatτ must lie in G(u n , v n , K), where K = ∅, with high probability. Note that the latter statement shall infact imply the desired result.
Finally, for any non-negative sequence u n , we also define the function,
The following lemma provides a uniform lower bound of the expression U(Ň ,α, τ ), over the collection
, that holds with high probability. This result shall lie at the heart of the argument used to obtain the main results of this article regarding variable selection and estimation of change points from Algorithm 1. For the result to follow, let r n be the 2 rate obtained from the initial regression coefficients provided in Corollary 3.1, i.e., r n = c u c m √ s max log p/n, ξ maxǔn l min .
Lemma 3.3. Suppose Conditions A, B(i), B(ii) C, and D hold. Letǔ n be as given in Condition A and choose λ 0 as prescribed in Corollary 3.1. Let u n , v n be any non-negative sequences such that log(u −1 n ) = O(log p). Let G := G(u n , v n , K), and F (u n ), be as defined in (3.8), and (3.9). Additionally, letα be the estimates obtained from Step 0 of Algorithm 1. Then for n sufficiently large, we have the following lower bounds.
(i) When N = 0, we have,
with probability at least 1 − c 1 (1 ∨ N ) exp(−c 2 log p).
(ii) When N ≥ 1, and v n ≥ c u N s log p/n, f we have,
The preceding results developed in this article provide the necessary machinery required to obtain the main results of this article regarding estimation of the number and locations of change points, and the regression coefficients obtained from Algorithm 1. The results to follow shall essentially say that, with high probability, Algorithm 1 exactly recovers the unknown number of change points and yields estimates of locations of change points that are in a near optimal neighborhood of the unknown change points. Additionally, Algorithm 2 yields regression coefficient estimates that are in an optimal neighborhood of the unknown regression coefficients. The following theorem provides the validity of the estimatesÑ andτ obtained from Algorithm 1.
Theorem 3.2. Assume Conditions A, B, C and D and choose λ 0 as prescribed in Corollary 3.1. Let T , T * , andT be as defined in Condition A, (2.4) and (2.2) respectively. Then upon choosing µ = c u c m ρ(s log p/n) 1/k * , with k * = 2 ∨ k, the estimatesÑ , andτ obtained from Algorithm 1 satisfy the following relations,
with probability at least 1 − c 1 (1 ∨ N ) exp(−c 2 log p), and for n sufficiently large.
The usefulness of Theorem 3.2 is apparent. Despite initializing Algorithm 1 with an arbitrarily largeŇ , the estimatesτ obtained from
Step 1 of Algorithm 1 will have exactly N finite and distinct components with high probability (all other components will collapse to any of the remaining N distinct components or negative infinity). Additionally, the components ofτ that are identified as finite and distinct will lie in a near optimal neighborhood of the true change point vector τ 0 . Recall that estimatê τ from Step 1 of Algorithm 1 are computed based on regression estimates from Step 0 that may be much slower than optimal in their rate of convergence. Yet,τ of is near optimal in its rate of convergence. It is also important to remember that this process is carried out in a single step and not by an iterative procedure, thereby also providing the algorithm its computational advantage. The following theorem provides the rate of convergence of regression coefficient estimates obtained from Algorithm 2.
Corollary 3.2. Suppose the conditions of Theorem 3.2 and for each j = 0, ..., N, choose
.., N be estimates of the regression coefficients obtained from Algorithm 3. Then, for n sufficiently large and q = 1, 2, we have the following bound,
that holds with probability at least 1 − c 1 (1 ∨ N ) exp(−c 2 log p).
To conclude this section, we present the following corollary that specifies conditions under which near optimality of these rates is observed, as described in (2.3).
Corollary 3.3. Suppose conditions of Theorem 3.2 and Corollary 3.2. Then assuming that ρ 2 = O(1), we have the following relations with probability at least 1 − c 1 (1 ∨ N ) exp(−c 2 log p).
(ii) For N ≥ 1, and n sufficiently large,
Additionally assuming that N ≤ 1 ∨ c u1 , l min ≥ c u2 , and that ξ max s log p/n = O(1). We have, N j=0 α (j) − β 0 (j) q ≤ c u c m N s 1/q log p/n, for q = 1, 2 and n sufficiently large.
Implementation and numerical results
In this section we discuss the implementation of the proposed methodology and provide monte carlo simulation results of the same. First, as briefly stated in Section 1, for any fixed α ∈ R p(Ň +1) , the loss function Q(Ň , α, τ ) is step function of τ, with step changes occurring at any point on thě N dimensional finite grid {−∞, w 1 , ...., w n , ∞}Ň . We illustrate this fact in Figure 3 , for the special case where N =Ň = 1. To proceed with the implementation of Algorithm 1, first note that
Step 1 of Algorithm 1 requires Φ(·) to be known via the distance function d(·) , which is typically not the case in practice. However, also note that the function d(·) appears in the optimization of Step 1 only via the 0 norm,
provided we implicitly define the additional conventions ∞ − ∞ 0 := 0, and ∞ − a 0 := 1, for any a < ∞, in the implementation. Thus, the term d(τ j−1 , τ j ) 0 can be replaced by τ j−1 − τ j 0 without altering the estimator. Alternatively, to avoid this notational complexity in coding the estimator, a new surrogate variable w * i can be created which follows a pseudo uniform distribution g , w * i ∼ U(0, 1], while preserving the data structure. This can be done as follows, let w (1) , ..w (n) represent the order statistics of w i s, and construct w * (i) = i/n, i = 1, ..., n. Since w i 's are independent realizations, the surrogate w * i ∼ U(0, 1] in the sense described above. In this case, we can reparameterize the model (1.1) to an ordinary change point regression model as follows. First, re-order all observations with respect to the ordered surrogate change inducing variable w * (1) , ..., w * (n) . Then we can express model (1.1) as, Algorithm 1a: Detection and estimation of number of change point(s) with reparameterization and data (x, y, w * )
Step 1: Updateτ ∈ RŇ to obtain estimateτ ∈RŇ , where,
The change made in Algorithm 1a (in comparison to Algorithm 1) is in
Step 1 of the procedure. First instead of searching over the extended Euclidean space, we are instead searching over a finite multi-dimensional grid. Second, owing to the creation of the surrogate change inducing variable,
The only difference is that, Algorithm 1a estimates the parameters of the reparameterized model (4.1) instead of (1.1). The change point parameters of model (1.1) can be easily obtained from those of (4.1) by reverting back to the corresponding quantiles.
Observe that
Step 0 of Algorithm 1a and
Step 1 of Algorithm 2 are ordinary Lasso optimizations, these can be accomplished by several different methods available in the literature, for e.g. coordinate or gradient descent algorithms, see, e.g. Hastie et al. (2015) or via interior point methods for linear optimization under second order conic constraints, see, e.g., Koenker & Mizera (2014) . On the other hand, the implementation of Step 1 of Algorithm 1a is a non trivial task. Keeping in mind that this step is a discrete optimization over a finite state space, we propose a simulated annealing approach for this purpose and the method is discussed in the following subsection.
Implementation of Step 1 of Algorithm 1a via simulated annealing
Simulated annealing is a well known variant of the Metropolis Hastings algorithm, see, for e.g. Chapter 5 and Chapter 7 of the monograph Robert & Casella (2013) . This algorithm is especially useful for finite state space optimizations, and its stochastic nature endows it with its most desirable feature, which is its ability to escape local optimums while only visiting very few states of the state space under consideration.
First, we require another reparameterization of Step 1 of Algorithm 1a. Let
Step 1 of Algorithm 1a can equivalently be performed by searching for an optimizerd = (d 1 , ...,dŇ ) T in the state space {0, 1...n}Ň , as follows,
where τ = (τ 1 , ..., τŇ ) T , with nτ j = j k=1 d k , j = 1, ...,Ň . Finally, the change point estimates of
Step 1 of Algorithm 1a can be recovered by computingτ = (d 1 ,d 1 +d 2 , . ..., Ň j=1d j ) T n. We adopt simulated annealing in the context of optimization (4.2).
For efficient implementation of this procedure, one requires a carefully constructed proposal density taking into account special features of the problem under consideration. Specifically, in our setup we construct a proposal density which encourages the algorithm to visit sparse states of the components of the vector d, over which the optimization (4.2) is to be performed.
Construction of proposal density:
In the optimization step of (4.2), the finite state space under consideration is {0, 1, ..., n}Ň . Additionally we intend to construct a proposal density that encourages the algorithm to visitŇ dimensional states with sparse solutions. For this purpose, let M ≥ 1 be the total number of iterations of the simulated annealing algorithm to be performed, and for any x = (x 1 , ..., xŇ ) T ∈ {0, 1, ..., n}Ň , let g(x) = g 1 (x 1 ), ..., gŇ (xŇ )
T be theŇ dimensional componentwise density functions, where each component is a discrete uniform density with an inflated probability at zero, i.e., for each i = 1, ..., M, j = 1, ...,Ň , define, states and π ij 's are zero inflation parameters that encourage sparsity in the j th component. Lastly, the parameter d is theŇ dimensional centering parameter, i.e., realizations from this proposal are roughly centered around the components of d. Note that the limits of the discrete uniform part of the proposal enforce the restriction that any candidate state d generated by the proposal satisfies Ň j=1 d j ≤ n, which is required for the optimization (4.2).
Next we discuss the choice of the zero inflation parameters π ij 's in the proposal densities. The objective of introducing this zero inflation in the proposal is meant in order to allow the algorithm to visit all combinations of sparse states of the components of d. For this purpose we design a zero inflation mechanism changing with iteration i, as illustrated in Figure 3 (for the caseŇ = 3). The zero inflation parameter π ij for each component j of proposal is constructed to follow a sine curve oscillating in the interval (0,1), over the iterations i's. Critically, the sine curve corresponding to each component g ij is chosen such that it has a different period of oscillation in comparison to all other components. These varying periods of oscillation create all possible sparsity patterns among the components of the candidate d, i.e., given a large number of periods of the sine curves, any sparse combination of d's will be generated at some iterations between 1, ..., M. More specifically, for each iteration i = 1, ..., M, we set here a j is the number of periods of the sine curve between 1, ..., M, chosen for the j th component. This completes the necessary requirements to implement simulated annealing. For completeness, we state in Algorithm 3, the simulated annealing algorithm in context of the optimization (4.2). (ii) Accept d i+1 = d with probability
(iii) Update T i to T i+1 , and π ij to π (i+1)j , for each j = 1, ...,Ň .
., n represents a user chosen decreasing sequence of positive numbers, which is also commonly referred to as the 'temperature function' of simulated annealing. An illustration of the evolution of the simulated annealing algorithm with the above described proposal density for the optimization (4.2) is provided in Figure  4 . The following subsection provides numerical results obtained via monte carlo simulations of the methodology described here.
Remark 4.1. The construction of the surrogate change inducing variable w * i , the reparameterizaton of (4.1) and (4.2) is required only to avoid coding complexity of the algorithm. In general, a similar .4), with aj = 1 250 + 25 * (j − 1) , j = 1, ...,Ň . The temperature function is set to Ti = 1/ log(1 + i), i = 1, ..., 10000. Observe that all but all but the componentsd1,d4 converge to zero andd1 converges to 127 andd1 +d2 +d3 converges to 257, which are near the locations of the true change point parameters. Starting value in the algorithm: d = (94, 56, 56, 56, 56), i.e., τ = (94, 150, 206, 262, 318) . simulated annealing approach can be easily developed for directly implementing Step 1 of Algorithm 1 on the state space {−∞, w 1 , ..., w n , ∞}Ň , however to avoid redundancy, these details are omitted.
Numerical Results
The main objective of the monte carlo simulations of this section are to assess the empirical performance of Algorithm 1 of the proposed method, which performs the detection and estimation of change points in the assumed model. We do not perform simulations for Algorithm 3 of the process since this step is an ordinary lasso optimization, whose empirical validity has been established in the literature via an innumerable number of simulations.
In view of the reparameterization described earlier in this section, we consider the data generating process given in (4.1). The r.v.'s ε i , w i and x i are drawn independently satisfying ε i ∼ N (0, σ 2 ε ), and x i ∼ N (0, Σ). Here, Σ is a p × p matrix with elements Σ ij = ρ |i−j| , i, j = 1, ..., p. We set, σ ε = 1 and ρ = 0.5. The number of change points N is set to one of {0, 1, ..., 4}, i.e., we consider one to five segment models. The case of N = 0, where no change points are assumed is only a detection problem, as opposed to the remaining cases where the objective is both detection and estimation of change points. The change point parameters are assumed to be equally spaced in (0, 1), specifically, we set
Simulations are performed for all combinations of the parameters p ∈ {50, 175, 300}, and n ∈ {250, 375, 500, 625}. Note that the total number of parameters to be estimated for each combination of (p, N ) is p(N + 1) + N. The regression coefficients are set in the following manner. The even numbered regression coefficient vectors β 0 2j = (1 1×5 , 0 1×(p−5) ) T , for all j ≥ 0, such that 2j ≤ N, and the odd numbered coefficient vectors are chosen as β 0 2j+1 = (0 1×5 , 1 1×5 , 0 1×(p−5) ) T , for all j ≥ 0, such that 2j+1 ≤ N. Here 0 1×5 = (0, ..., 0) 1×5 , 1 1×5 = (1, ..., 1) 1×5 , and 0 1×(p−5) = (0, ..., 0) 1×(p−5) . The initial number of change points assumed in Step 0 of Algorithm 1a are set toŇ = 4, 5, 6, 7 for n = 250, 375, 500, 625, respectively. Finally, the parameters of the simulated annealing optimization are chosen as follows. The total number of iterations performed under simulated annealing is set to M = 10, 000, the temperature function (over iterations) is set to T i = 1 (temp * log(1 + i)), temp = 1.25, i = 1, ..., M. The period of sine curves constructed for zero inflation of the proposal density described in Section 4.1 is chosen as a j = 1 250 + 25 * (j − 1) , j = 1, ...,Ň , i.e., the first component of proposal completed 250 oscillations within the M iterations and each following component has 25 more oscillations than the previous.
All results are based on 100 monte carlo repetitions. Computations are performed in the software R, R Core Team (2017). All lasso optimizations are performed with the R package 'glmnet', developed by Friedman et al. (2010) . For reporting our results, we compute monte carlo approximations of the following metrics. On the detection of change points: Probability of match (PrM) = E1[Ñ = N ], Probability of exceeding (PrE) = E1[Ñ > N ], and Probability of lower number (PrL) = E1[Ñ < N ],
On the estimation of location of change points conditioned on correct recovery of the number of change points: Bias(L) = E τ − τ Ñ = N 2 , and
Choice of tuning parameters λ 0 , λ 1 , µ: For lasso optimization of Step 0, the regularization parameter λ 0 is chosen via a 5-fold cross validation (performed internally by the R package 'glmnet'). Next, we use a BIC-type criteria to choose the regularizer µ of Step 1 of Algorithm 1a. Specifically, letd(µ) represent the solution of (4.2) andτ (µ) be the corresponding change point solution, then we choose µ as argument that minimizes the criteria,
Here we set c = 10, which performs well in all empirically examined cases. The simulation results for p = 50, 175, 300 are reported in Table 1, Table 2 and Table 3 , respectively. The results are encouraging and supportive of our theoretical findings. For nearly all examined cases, in ≈ 80% of all simulations, the estimated number of change points match exactly with the unknown number of change points. In cases where there is mismatch betweenÑ and N, it can be approximated from Bias(Ñ ) and RMSE(Ñ ), that the proposed procedure misses the unknown number of change points by ≈ 1 change point. In these cases of mismatch, it is also observed that under the given settings,Ñ exceeds N, indicating the BIC selection criteria can be further tightened by increasing the value of the constant chosen in its definition. Additionally, it is also observed from Bias(L), and RMSE(L) that the components ofτ precisely converge toward the locations of the unknown change points, however, as expected some deterioration in accuracy is observed as p increases.
Discussion
Dynamic high dimensional regression models which are characterized via change points, provide an intuitive modelling approach that allows for dynamic behavior of parameters. These models allow for much greater versatility of the assumed model, and consequently a greater fidelity to the data structure. These models have been sparsely used in applications due to gaps in theoretical understanding and a lack of availability of efficient methods for estimation of parameters for such models. This article serves to fill this void. We develop a novel methodology for the detection and estimation of multiple change points in high dimensional linear regression models. The proposed method is theoretically sound and empirically more efficient than methods currently available in the literature. The idea of arbitrary segmentation is not restricted to regression models and the proposed methodology could potentially be developed for other relevant models such as dynamic networks. Two technical questions remained unanswered. First, what is optimal rate of regularized change point estimates in a high dimensional setting such as the one considered in this article. Second, is there theoretical validity of a BIC type criteria for the selection of the regularization parameter in the 0 regularization considered in this article. However these questions are left open for further investigations. Supplementary Materials for "Detection and estimation of parameters in high dimensional multiple change point regression models via 1 0 regularization and discrete optimization"
A Proofs of Section 3
Proof of Lemma 3.1. We begin by proving Part (i) of this lemma. SinceR is compact under the metric Φ(·), divide the spaceR into l = 1/2u n closed intervals (disjoint except at the boundaries), each of length 2u n . Let τ 1 , ...τ l be fixed points which represent the centres of these intervals. We shall show that the following bound holds,
with probability at least 1−c 1 exp(−c 2 log p), for n sufficiently large. Assuming (A.1), observe that any
with probability at least 1 − c 1 exp(−c 2 log p). Thus to prove part (i), it only remains to prove (A.1), this is done in the following. Consider a fixed j ∈ {1, ..., l} and let τ a > τ j be a boundary point on the right of τ j , such that d(τ j , τ a ) = u n . Then note that p n :
.., n are Bernoulli r.v.'s, hence for any s > 0, the moment generating function is given by E exp sζ i (τ a , τ j ) = q n + p n exp(s), where q n = 1 − p n . Applying the Chernoff Inequality, we obtain,
Now, in order to show,
with probability at least 1 − c 1 exp(−c 2 log p), we divide the argument into two cases. First, when d(τ a , τ j ) ≥ c log p/n, for some constant c > 0. In this case, upon choosing t = nd(τ a , τ j ) we obtain,
Using the deterministic inequality (1 + x) k ≤ exp(kx), for any k, x > 0, we obtain that
The inequality to the right follows by choosing s = log 2, which maximizes the function f (s) = 2s−e s +1 and provides a positive value at the maximum, and by using the restriction d(τ a , τ j ) ≥ c log p/n. Next, when d(τ a , τ ) < c log p/n. Here choose t = c log p to obtain,
Calling upon the inequality (1 + x) k ≤ exp(kx), for any k, x > 0, we can bound the RHS of (A.3) from above by exp − sc log p + (e s − s − 1) log p . Now s = log(1 + c) provides a positive value at the maximum, since it maximizes f (s) = (1 + c)s − e s + 1. Then for any c > 0, we obtain,
Upon combining both cases, (A.2) follows by noting d(τ a , τ j ) = u n . Now repeating the same argument for a fixed boundary point τ b on the left of τ j , such that d(τ b , τ j ) = u n , and applying a union bound we obtain,
with probability at least 1−c 1 exp(−c 2 log p). In order to show that (A.2) holds uniformly over B(τ j , u n ). For this, we begin by noting that for any τ ∈ B(τ j , u n ), where τ > τ j we have
Similarly for any τ ∈ T (τ j , u n ) where τ < τ j we have .5) with probability at least 1 − c 1 exp(−c 2 log p). Combining the bound (A.5) over all j = 1, ..., l using a union bound, we obtain (A.1) with probability at least 1 − c 1 (2u n ) −1 exp(−c 2 log p). Finally since by assumption log(u −1 n ) = O(log p) therefore, (A.1) holds with probability at least 1 − c 1 exp(−c 2 log p), for n sufficiently large. This completes the proof of Part (i).
The proof of Part (ii) proceeds with a similar idea as Part (i). Divide the spaceR into l = 2/v n closed intervals (disjoint except at the boundaries), each of length v n /2. Let τ 1 , ...τ l be fixed points which represent the centres of these intervals. We shall show that, (A.6) with probability at least 1 − c 1 exp(−c 2 log p), for n sufficiently large. Assuming (A.6), observe that, at least one interval B(τ j , v n /2), j = 1, ..., l will be contained in the interval between any two τ a , τ b ∈R
with probability at least 1 − c 1 exp(−c 2 log p). Thus to prove part (i), it only remains to prove (A.6). For this purpose, we use a lower bound for sums of non-negative r.v.s' stated in Lemma B.3. This result was originally proved by Maurer (2003) . For a fixed right boundary point τ a > τ j such that d(τ a , τ j ) = v n /4, set t = v n in Lemma B.3. Then we have
where the last inequality follows from v n ≥ c log p/n. We obtain the same bound applying a similar argument for the left boundary point τ b < τ j such that d(τ b , τ j ) = v n /4. Now applying an elementary union bound we obtain
In order to obtain uniformity over τ ∈ τ ; d(τ, τ j ) ≥ v n /4 note that for τ > τ j , we have
and for any τ < τ j , we have
(A.8) with probability at least 1 − c 1 exp(−c 2 log p). Finally, (A.6) follows by using a union bound over all j = 1, ..., N and recalling that by assumption v n ≥ c log p/n and therefore log(v −1 n ) = O(log p). This complete the proof of Lemma 3.1.
Proof of Lemma 3.2. In the following let n w := n w (τ a , τ b ). To prove Part (i) note that,
Let P w (·) represent the conditional probability P (·|w), where w = (w 1 , ..., w n ) T . Recalling that w is independent of x, ε, by assumption D(iv) and applying Lemma B.5 and Lemma B.4 we obtain,
Since the probability in the RHS of (A.10) is free of w, taking expectations on both sides yields,
Recall from Part (ii) of Lemma 3.1 that inf d(τa,τ b )≥vn |n w |/n ≥ c u v n , with probability at least 1 − c 1 exp(−c 2 log p). Also, since δ ∈ A, hence δ 2 1 ≤ c u s δ 2 2 . Combining these results with (A.11) and substituting in (A.9) we obtain,
with probability at least 1 − c 1 exp(−c 2 log p). Here the final inequality follows since by assumption v n ≥ cs log p n. This completes the proof of Part (i). The proof of Part (ii) and Part (iii) are very similar to Part (i) and thus only key steps are provided. To prove part (ii), proceed as in Part (i) to obtain,
. Note thatε i may or may not be the same as ε i depending on the index i. Also, we have the following bound,
The second to last inequality here follows by applying the bounds provided in Lemma B.1. Substituting the bound of the final inequality in (A.13), and choosing λ 0 = 2λ, yields the relation α S c 1 ≤ 3 (α − β 0 (j−1) ) S 1 , consequently the vectorα − β 0 (j−1) ∈ A. Thus the first two inequalities of Lemma 3.2 are now applicable. From (A.13) and an application of Part (i) Lemma 3.2 with v n = l min we can obtain,
which directly implies that α − β 0 j−1 2 ≤ √ sλ l min . To obtain the 1 bound, recall that sinceα
To complete the proof of this case, note that all bounds in the above arguments hold uniformly over any τ a , τ b ∈ C 1 j , with probability at least 1 − c 1 exp(−c 2 log p). The cases of τ a , τ b ∈ C 2 j , C 3 j and C 4 j can be proved similarly. The final statement of the lemma follows by applying a union bound.
Proof of Corollary 3.1. The proof of this result is a direct consequence of Theorem 3.1. Observe that by Condition A(i) and A(ii), the initial change point vectorτ = (τ 1 ,τ 2 , ...,τŇ ) T satisfies the following. For any j = 1, ..., N the pair τ m j −1 , τ m j lies in either C 1 j , or C 2 j as defined in Theorem 3.1. Part (i) of this corollary follows by applying Theorem 3.1. Similarly, Part (ii) follows by noting that for any j ∈ T c , the pairτ j−1 ,τ j belongs to either C 3
This completes the proof of this corollary. Then, T = {m 0 , m 1 , m 2 , m 3 } = {0, 3, 4, 6}, and for j = 1, we denote by,
Remark A.2. (Useful observation utilized in the Proof of Lemma 3.3): Consider the following decomposition of the 0 regularizing term in Step 1 of Algorithm 1. For any τ ∈ RŇ such that, τ ∈ G(u n , v n , K, K 2 ), and τ * as defined in (2.5), we have that,
Proof of Lemma 3.3. Consider any τ ∈ G(u n , v n , K). The proof to follow relies in part on an algebraic manipulation of U * (Ň ,α, τ ) defined in (3.7), which in turn requires a decomposition of the least squares loss Q(Ň , α, τ ). This decomposition of the least squares loss depends on the orientation of τ, and in the following we assume a specific orientation of τ, such that τ h j −1 ≤ τ 0 j ≤ τ h j ≤ τ j+1 , j = 1, ..., N. While assuming this orientation does lead to a loss in generality in the sense that it does not include all possible τ, however it can be observed that any orientation of τ shall lead to the same lower bound, this can be verified by following the same argument as below, however with a correspondingly different decomposition of the least squares loss. We also refer to Lemma 4.1 of Kaul et al. (2019) , which provides a similar result in the special case withŇ = 1, for further intuition as to how the same bound persists under any other orientation. In the following, for any α (j) ∈ R p , j = 0, ...,Ň , let α represent the concatenation of α (j) s. Then consider,
Now, recall the definition of τ * from (2.5) and note that,
Substituting the above expressions for Q(Ň , α, τ ) and Q(Ň , α, τ * ) in the definition of U * (Ň , α, τ ) given in (3.7), we obtain,
Further simplifying terms (T1)-(T4) we obtain,
Substituting the above expressions for terms (T 1) − (T 4) back in the expression for U * (Ň , α, τ ), while also noting that all terms involving ε 2 i cancel each other, we obtain,
Here, the terms (R1), (R3), (R6), (R7) are non-zero only when N ≥ 1. In the case where N = 0, these four terms will be identically zero. Also note that R2 ≥ 0, since it is a quadratic form. Observe that when U * (Ň , α, τ ) is evaluated atα, and at any τ ∈ G(u n , v n , K), the following uniform bounds for the terms (R1) − (R8) hold, each with probability at least 1 − c 1 N exp(−c 2 log p). These bounds for terms (R1) − (R8) follow from applications of Lemma 3.2, Lemma B.1 and Corollary 3.1. Details pertaining to the derivations of these bounds are discussed in detail in Lemma B.2 in Appendix B of the supplementary materials.
Next, consider the following two subcases. In the first subcase, assume N = 0, In this subcase R1 = R3 = R6 = R7 = 0. Thus, combining the bounds for (R1) − (R8), we obtain for this subcase,
In the second subcase, where N ≥ 1, we have,
Combining the bounds for the terms (R1) − (R8), we obtain,
To complete the proof, recall the definition of U(Ň ,α, τ ) from (3.7), and observe from (A.14), that for
Now, if u n is such that it converges to zero faster than l min , i.e. u n /l min → 0, then clearly the sign of d(τ h j −1 , τ h j ) will be the same as that of
), for each j ∈ {1, ..., N }, and n sufficiently large. The statement of this lemma now follows by combining the above expression with (A.14) and using the assumption ξ min > c u .
Proof of Theorem 3.2. To begin with, note that by Condition B(iii) we have that r 2 n /ξ 2 min = o(s log p/n) 1/k . We begin by proving Part (i) of this theorem. For this purpose, first consider the case when N = 0. In this in this case {h 1 , ...., h N } = ∅, and thus by construction, the sequences u n , v n play no role in the set G(K) := G(u n , v n , K). Now, applying Part (i) of Lemma 3.3, we obtain,
Now, let if possible K be non-empty. Then by the choice of µ = c u c m ρ(s log p/n) 1/k * , where k * = max{k, 2}, and n sufficiently large, we have that, inf τ ∈G U(Ň ,α, τ ) > 0. This implies that the optimizer τ ∈RŇ of Step 1 of Algorithm 1, cannot lie in the set G(K), for any non-empty set K, with probability at least 1−c 1 N exp(−c 2 log p). Thus the only remaining possibility is thatτ ∈RŇ is such that τ j−1 = τ j , for all l = 1, ...,Ň , i.e.,τ j = −∞, j = 1, ..., N. This directly implies thatT (τ ) = ∅, and consequentlỹ N = 0, with probability at least 1 − c 1 N exp(−c 2 log p). Thus proving the theorem for this case. Next consider the case N ≥ 1. Since the optimization of Step 1 of Algorithm 1 is over a subset of τ ∈RŇ , therefore any such τ must satisfy 0 ≤ N j=1 d(τ h j , τ 0 j ) ≤ u n = N, consequently, τ ∈ G := G(N, 0, K), for some K ⊆ T c . Let v n ≥ N s log p/n be any positive sequence, then applying Part (ii) of Lemma 3.3 over the collection G (N, v n , K) , yields the bound, , with probability at least 1 − c 1 N exp(−c 2 log p). Now, if we choose v n := v * n = c u c m N ρ(s log p/n) 1/k * . Then for n sufficiently large we have, inf τ ∈G U * (Ň ,α, τ ) > 0. This implies that the optimizerτ cannot lie in the set G(N, v * n , K), and thusτ ∈ G(v * n , 0, K), for some K. This statement together with Condition C(ii) also implies that allτ h j 's are finite and distinct, thereby implying thatÑ ≥ N. Now, for any non empty K, reset u n = v * n and apply Part (ii) of Lemma 3.3 over the collection G(u n , 0, K). Noting that in this case F (u n ) = 0, we obtain, |K| s log p n r n , Under the choice µ = c u c m ρ(s log p/n) 1/k * , we obtain that inf τ ∈G U * (Ň ,α, τ ) > 0, for any non-empty set K. Consequently implying thatτ ∈ G(u n , 0, ∅). In other words, there are no finite and distinct interruptions betweenτ h j 's, consequentlyÑ = N, with probability at least 1 − c 1 N exp(−c 2 log p). This proves Part (i) of this theorem. The proof of part (ii) relies on applying the above argument to recursively tighten the bound for τ . We have already shown thatτ ∈ G(u n , 0, ∅). Applying the same lower bound over the collection G(u n , v n , ∅) we obtain, with, we obtain that for n large, inf τ ∈G U * (Ň ,α, τ ) > 0. Thus implying thatτ ∈ G(v * n , 0, ∅), i.e., N j=1 d(τ h j , τ 0 j ) ≤ v * n , with probability at least 1 − c 1 N exp(−c 2 log p). Note that, by using the above recursive argument we have tightened the desired rate at each step. Continuing these recursions, by resetting u n to the bound of the previous recursion, and applying Part (ii) of Lemma 3.3 over the collection G(u n , v n , ∅), we can obtain for the m th recursion that, 1/2 m = 2. Note that, despite the recursions in the above argument, the probability of the bound obtained after every recursion is maintained to be at least 1 − c 1 N exp(−c 2 log p), this follows from Remark A.3. This completes the proof of this theorem.
Remark A.3. (Observation utilized in the proof of Theorem 3.2): The proof of Theorem 3.2 relies on recursive application of Lemma 3.3. This in turn requires recursive application of the bounds of Lemma B.2, the probability of all bounds holding simultaneously at each recursion being at least 1 − c 1 N exp(−c 2 log p). Despite these recursions (potentially infinite) the result from the final recursion continues to hold with probability at least 1 − c 1 N exp(−c 2 log p). To see this, let u n → 0 be any positive sequence and let {a j } → a ∞ , j → ∞, 0 < a j ≤ 1, be any strictly increasing sequence over j = 1, 2, .... . Then define sequences u j n = u a j n , j = 1, 2... . Here note that u j+1 n = o(u j n ), j = 1, ..., i.e., each sequence converges to zero faster than the preceding one. Let E u 1 , E u 2 ... be events, each with probability 1 − c 1 N exp(−c 2 log p), on which the upper bounds of Lemma 3.3 hold for each u 1 n , u 2 n , ... respectively. Clearly, on the intersection of events E u 1 ∩E u 2 ∩...., all upper bounds of Lemma B.2 hold simultaneously over any sequence u j n , j = 1, ..., ∞ Now, note that by the construction of these sequences, and that these are all upper bounds, the following containment holds E u 1 ⊇ E u 2 ⊇ ... ⊇ E u ∞ . This implies that on the event E u ∞ all bounds of Lemma B.2 hold simultaneously for any sequence {u j n }, j = 1, ..., ∞. Here E u ∞ represents the set corresponding to the sequence u ∞ n = u a∞ n . Also, by a single application of Lemma B.2, P (E u ∞ ) ≥ 1 − c 1 exp(−c 2 log p). The same argument can be made for the lower bound of Lemma B.2, with the direction of the containment switched.
Proof of Corollary 3.2. First, note that from the result of Theorem 3.2, we have thatÑ = N and N j=1 d(τ j , τ 0 j ) ≤ N ρ 2 s log p n, with probability at least 1 − c 1 N exp(−c 2 log p), for n sufficiently large. All arguments to follow are restricted to the event where these two results hold. Now by construction of Algorithm 2, the regression estimatesα (j) , j = 0, ..., N are computed based on the partition yielded by the change point estimateτ . Let u nj := |τ j − τ 0 j | ∨ |τ j+1 − τ 0 j+1 | Then, choosing λ 1j = c u c m max{ log p/n, ξ max u nj }, and applying Theorem 3.1, we obtain for each j = 0, ..., N, that, (α (h j −1) − β 0 (j−1) ) ∈ A, j = 1, ..., N with probability at least 1 − c 1 N exp(−c 2 log p). This in turn implies that (α (h j −1) − β 0 (j) ) ∈ A 2 , j = 1, ..., N with the same probability. Additionally, we have for any j = 1, ..., N, with probability at least 1 − c 1 N exp(−c 2 log p). Applying Condition B(iii) we obtain with the same probability that min j δ (j) 2 2 ξ 2 min ≥ 1, for n sufficiently large. Substituting these results back in B.6 we obtain, with probability at least 1 − c 1 N exp(−c 2 log p), and for n sufficiently large. Now, recall the collection G(u n , v n , K), defined for any v n ≥ N s log p/n. Note that the sequence u n and the set K are irrelevant for this bound, and by definition of this set we have that N j=1 d(τ h j , τ 0 j ) ≥ v n ≥ c u N s log p/n. In the case where v nj ≥ c u s log p/n, for each j = 1, ..., N, clearly, the infimum on the LHS of (B.8) can be directly replaced with an infimum over the collection G(u n , v n , K), with the corresponding expressions evaluated at τ h j s in place of τ j 's. This follows since the replacement infimum is over a subset of that in (B.8). In the case where v nj = o(s log p/n) for one or more j's (W.L.O.G. assume j = 1). Since this component is of smaller order than v n , consequently we shall still have that v n,−j := j =1 v nj ≥ c u N s log p/n, for n large, i.e., the ratio of v n /v n,−j = O(1). Thus by applying all above arguments to only the components j = 1, ..., N, where v nj ≥ c u s log p/n, we obtain, with probability 1 − c 1 (1 ∨ N ) exp(−c 2 log p), and for n sufficiently large. This completes the proof of Part (i) of this lemma. The bound R2 ≥ 0 is trivial since it is a quadratic term. The bounds for R3 and R4 follow directly by an application of Part (iii) of (3.2). The bound for R6, R7 and R8 can be obtained by an application of Lemma B.1. This completes the proof of the Lemma.
Lemma B.3. Let the {X i } m i=1 be independent random variables, EX 2 i < ∞, X i ≥ 0. Set S = n i=1 X i and let t > 0. Then
This result is as stated in Theorem 1 of Maurer (2003) , it provides a lower bound on a sum of positive independent r.v.'s.
