Abstract. We will see that the expected number of elements of a finite group G which have to be drawn at random, with replacement, before a set of generators is found, can be determined using the Möbius function defined on the subgroup lattice of G. We will discuss several applications of this result.
introduction
Let G be a nontrivial finite group and let x = (x n ) n∈N be a sequence of independent, uniformly distributed G-valued random variables. We may define a random variable τ G (a waiting time) by τ G = min{n ≥ 1 | x 1 , . . . , x n = G} ∈ [1, +∞].
Notice that τ G > n if and only if x 1 , . . . , x n = G, so we have
denoting by P G (n) = |{(g 1 , . . . , g n ) ∈ G n | g 1 , . . . , g n = G}|
|G| n the probability that n randomly chosen elements of G generate G. We denote by e 1 (G) the expectation E(τ G ) of this random variable. In other word e 1 (G) is the expected number of elements of G which have to be drawn at random, with replacement, before a set of generators is found. Clearly we have:
(1.1)
If G = C p is a cyclic group of prime order p, then τ G is a geometric random variable with parameter p−1 p , so e 1 (C p ) = p p−1 . But if we consider a group G with a richer subgroup structure, the computation of e 1 (G) appears to be more complicated. Consider for example the dihedral group G = D 2p of order 2p, with p an odd prime: then g 1 , . . . , g n = G if and only if there exist 1 ≤ i < j ≤ n such that g i = 1 and g j / ∈ g i . We may think that we are repeating independent trials (choices of an element from G in a uniform way). The number of trials needed to obtain a nontrivial element x of G is a geometric random variable with parameter 2p−1 2p : its expectation is equal to E 0 = 2p 2p−1 . With probability p 1 = p 2p−1 , the nontrivial element x has order 2: in this case the number of trials needed to find an element y / ∈ x is a geometric random variable with parameter 2p−2 2p
and expectation E 1 = 2p 2p−2 ; on the other hand, with probability p 2 = p−1 2p−1 , the nontrivial element x has order p: in this second case the number of trials needed to find an element y / ∈ x is a geometric random variable with parameter 2p−p 2p and expectation E 2 = 2p 2p−p . This implies (1.2) e 1 (D 2p ) = E 0 + p 1 E 1 + p 2 E 2 = 2 + 2p
Let d(G) be the smallest cardinality of a generating set in G and call
the excess of G. From the results of Kantor and Lubotzky [8] the numbers ex(G) are unbounded in general. Indeed they proved that for every positive real number and every positive integer k there exists a 2-generated finite group G ,k with P G ,k (t) ≤ for every t ≤ k : hence, by (1.1),
Pomerance [19] computed the excess ex(G) for any finite abelian group G. Pak studied a closely related invariant: he defined ν(G) = min{k ∈ |P G (k) ≥ e −1 } and conjectured that ν(G) = O(d(G) log log |G|). Notice that an easy argument (see for example Lemma 19) implies that e 1 (G) ≤ eν(G). Lubotzky [11] and, independently, Detomi and the author [2, Theorem 20] proved Pak's conjecture in a stronger form:
We suggest in this note a different approach to the study of e 1 (G) and ex(G). In particular we will see that these numbers can be directly determined using the Möbius function defined on the subgroup lattice of G by setting µ G (G) = 1 and µ G (H) = − H<K µ G (K) for any H < G. As was noticed by P. Hall [7] , using the Möbius inversion formula it can be proved that
Combining (1.1) and(1.3) we will obtain:
Theorem 2. If G is a nontrivial finite group, then
Other numerical invariants may be derived from τ G starting from the higher moments E(τ
In particular it is probabilistically important, when the expectation of a random variable is known, to have control over its second moment. We will denote by e 2 (G) the second moment E(τ 2 G ) and by var(τ G ) = e 2 (G) − e 1 (G) 2 the variance of τ G .
Theorem 3.
If G is a finite group, then
We can use Theorem 1 to deduce in a different way the formula (1.2) giving e 1 (G) when G = D 2p is the dihedral group of order 2p and p is an odd prime. The proper subgroups of G are the following:
• H = 1; in this case µ G (H) = p.
• H is the unique Sylow p-subgroup; in this case µ G (H) = −1.
• H is a Sylow 2-subgroup: in this case µ G (H) = −1. Since D 2p contains exactly p subgroups of order 2 we conclude:
In particular, when p = 3, we deduce: The Möbius function of the subgroup lattice of a finite group G can be easily computed when the table of marks of G is known [18] . We used the library of Table of Marks in GAP [6] to compute e 1 (G) and e 2 (G) for several groups of small order. For example we have: For the symmetric group Sym(n) and the alternating group Alt(n), the results of Dixon [4] yield that e 1 (Sym(n)) = 2.5 + o(1) and e 1 (Alt(n)) = 2 + o(1) as n → ∞. More generally, if S is a nonabelian finite simple group, then d(S) = 2 and results of Dixon [4] , Kantor-Lubotzky [8] and Liebeck-Shalev [9] establish that P S (2) → 1 as |S| → ∞, so e 1 (S) = 2 + o(|S|) as |S| → ∞. In Section 3 we analyze in more details the behavior of e 1 (S) and e 2 (S) when S is a nonabelian simple group; in particular it will turn our that the smallest values are assumed when S = Alt(6).
Theorem 7. Let S be a finite nonabelian simple group. Then
Similarly we will analyse in Section 4 the behavior of e 1 (Sym(n)) and e 2 (Sym(n)) obtaining:
Theorem 8. If n ≥ 5, then 2.5 ≤ e 1 (Sym(n)) < e 1 (Sym(6)) ∼ 2.8816 and e 2 (Sym(n)) < e 2 (Sym(6)) ∼ 9.5831. Moreover lim n→∞ e 1 (Sym(n) = 2.5 and lim n→∞ e 2 (Sym(n) = 7.5.
In Section 5 we approach a different but related problem: we compute the expected number E(τ n ) of elements of Sym(n) which have to be drawn at random, with replacement, before a set of generators of a transitive subgroup of Sym(n) is found. Denote by Π n the set of partitions of n, i.e. nondecreasing sequences of natural numbers whose sum is n. Given ω = (n 1 , . . . , n k ) ∈ Π n with
where Π * n is the set of partitions of n into at least two subsets. Corollary 10. For each n ≥ 2, we have
We may generalize the definition τ G , considering, for any proper subgroup K of G, the random variable
expressing the number of elements of G which have to be drawn before a set of elements generating G together with the elements of K is found. As noticed in [12] , the formula (1.3) can be generalized to a similar formula for the probability P G (K, t) that t randomly chosen elements from G generate G together with K :
we can generalize the arguments in the proof of Theorems 1 and 3 and obtain: Theorem 11. If G is a finite group and K is a proper subgroup of G, then
Notice that γ K = |G |G|−|K| is the expected number of elements of G which have to be drawn before an elements outside K is found. Clearly γ K ≤ e 1 (G, K) and γ K = e 1 (G, K) if and only if K is a maximal subgroup of G. So we have:
and the equality holds if and only if K is a maximal subgroup of G.
In the last section of this note, we will extend the definition and the study of e 1 (G) to the case of a (topologically) finitely generated profinite group G. A profinite group G, being a compact topological group, can be seen as a probability space. If we denote with µ the normalized Haar measure on G, so that µ(G) = 1, the probability that k random elements generate (topologically) G is defined as
where µ denotes also the product measure on G k . A profinite group G is said to be positively finitely generated, PFG for short, if P G (k) is positive for some natural number k, and the least such natural number is denoted by d P (G). Not all finitely generated profinite groups are PFG (for example ifF d is the free profinite group of
remains true when G is a profinite group. Since P G (n) = 0 whenever n ≤ d P (G) we immediately deduce that e 1 (G) > d P (G). Moreover (see Lemma 31) e 1 (G) < ∞ if and only if G is PFG. Denote by m n (G) the number of index n maximal subgroups of G. A group G is said to have polynomial maximal subgroup growth (PMSG) if m n (G) ≤ αn σ for all n (for some constant α and σ). A one-line argument shows that PMSG groups are positively finitely generated. By a very surprising result of Mann and Shalev [14] the converse also holds: a profinite group is PFG if and only if it has polynomial maximal subgroup growth. In particular we have: Theorem 13. Let G be a PFG group and assume that m n (G) ≤ αn σ for each n ∈ N. Let β = σ + log 2 α . Then
We will discuss some applications of the previous theorem. For example we have:
Denote by G d the free prosolvable group of rank d. There exists a constant α * such that, for each d ≥ 2, we have
where γ 3.243 is the Pàlfy-Wolf constant.
Corollary 15. Denote by M d the free prometabelian group of rank d ≥ 2. We have
Finally we notice that Theorem 13 allows us to obtain a small improvement to a bound given by Lubotzky for the excess ex(G) of a finite group: he proved that e 1 (G) ≤ ed(G) + 2e log log |G| + 11 [11, Corollary p. 453] ; an intermediate step in his proof is to show that for any finite group G and any n ∈ N, one has
where r is the number of complemented factors in a chief series of G [11, Corollary 2.6]. This inequality, together with Theorem 13, immediately implies the following result:
, where r is the number of complemented factors in a chief series of G. In particular ex(G) = e 1 (G) − d(G) ≤ 2 log 2 log 2 |G| + 5.
Proofs of Theorems 1, 2 and 3
We will deduce Theorems 1 and 2 as particular cases of the following more general result.
Proposition 17. If G is a finite group and d ∈ N, then
,
Proof. Since 1 − P G (n) ≤ 1 for any n ∈ N, from (1.1) and(1.3) it follows that
.
Since P G (n) = 0 when n < d(G), the previous inequality is indeed an equality if
Proofs of Theorems 1 and 2. Theorems 1 and 2 follow from Proposition 17 by setting, respectively,
The proof of Theorem 3 requires a preliminary Lemma.
Proof. We have
Proof of Theorem 3. Using Lemma 18 we get
We conclude this section with other two lemmas which will be useful in our further discussions.
Proof. Assume that P G (k) ≥ , let n ∈ N and write n in the form n = kq + r with q ∈ N and r ∈ {0, . . . , k − 1}. If x 1 , . . . x n = G, then in particular x 1 , . . . x k = G, x k+1 , . . . x 2k = G, . . . , x (q−1)k+1 , . . . x qk = G and therefore
It follows that
Proof. Using Lemma 18 and arguing as in the proof of Lemma 19, we get
Finite Simple Groups
Let S be a finite simple group and let p S = P S (2). Since d(S) = 2, we have
and, by Lemma 18,
By applying Lemma 19 and Lemma 20 with k = 2 we obtain
Since, by [4] , [8] and [9] , lim |S|→∞ p S = 1, we deduce that
By [16, Table 1 ], there are only few simple groups S with p S ≤ 9/10; the corresponding values of e 1 (S) and e 2 (S) are listed in Table 1 .
On the other hand, if p S ≥ = 9/10, then e 1 (S) ≤ 2/ = 20/9 ∼ 2.222 and e 2 (S) ≤ 8
The conclusion of all these considerations is the statement of Theorem 7. 
Symmetric Groups
In order to compute e 1 (Sym(n)) it is useful to introduce another random variable τ * n . Given a sequence of independent, uniformly distributed Sym(n)-valued random variables (x n ) n∈N , we define
is the expected number of elements of Sym(n) which have to be drawn at random, with replacement, before the subgroup H generated by these elements contains Alt(n).
Lemma 21. If n ≥ 3, then e 1 (Sym(n)) ≥ 2.5 and e 1 (Sym(n)) + e 2 (Sym(n)) ≥ 10.
Proof. We have P Sym(n) (t) = 0 it t < 2. Moreover, since Sym(n)/ Alt(n) ∼ = C 2 , we have P Sym(n) (t) ≤ P C2 (t) = 1 − 1/2 t , hence
By Lemma 18, we have
Lemma 22. If n ≥ 4, then e 1 (Sym(n)) ≤ E(τ * n ) + 0.5 and e 2 (Sym(n)) ≤ E(τ * n ) + E(τ * 2 n ) + 1.5.
Proof. Let p * n (t) be the probability that t randomly chosen elements of Sym(n) generate a subgroup containing Alt(n). Notice that for any t ∈ N, we have
Hence
(notice that we need to assume n ≥ 4 to ensure that P Alt(n) (t) = 0 for t < 2). Moreover
The conclusion follows from the fact that e 1 (Sym(n)) ≥ 2.5.
But then we deduce from Lemmas 19 and 20 that
and the conclusion follows from Lemma 22.
From Lemmas 21 and 23 we conclude:
lim n→∞ e 1 (Sym(n)) = 2.5, lim n→∞ e 2 (Sym(n)) = 7.5.
We have already given (Examples 4 and 6) the values of e 1 (Sym(n)) and e 2 (Sym(n)) when n ∈ {3, 4}. Applying Theorems 1 and 3 we can compute that: (5) Proof of Theorem 8. By Lemma 23, e 1 (Sym(n)) ≤ 2.82 and e 2 (Sym(n) ≤ 9.5703 if n ≥ 14. The other values can be computed with GAP [6] and the formulas given in Theorem 1 and Theorem 3 : for n from 6 to 13, e 1 (Sym(n)) and e 2 (Sym(n)) are strictly decreasing functions (and e 1 (Sym (13)) ∼ 2.570, e 2 (Sym(13)) ∼ 7.8659).
Generating a transitive subgroup of Sym(n)
Let G = Sym(n) and let x = (x m ) m∈N be a sequence of independent, uniformly distributed G-valued random variables. We may define a random variable τ n by τ n = min{t ≥ 1 | x 1 , . . . , x t is a transitive subgroup of Sym(n)}.
Denote by P n (t) the probability that t randomly chosen elements in Sym(n) generate a transitive subgroup of Sym(m). We have
We may compute the expectation E(τ n ) using a formula for the probability P n (t) proved in [3] . Denote by Π n the set of partitions of n, i.e. nondecreasing sequences of natural numbers whose sum is n. Given ω = (n 1 , . . . , n k ) ∈ Π n with
Proof of Theorem 9. By (5.1) and Proposition 24 we have:
Example 25. If n = 2, then τ 2 is a geometric random variable with parameter
Example 26. If n = 3, then the information needed to apply Theorem 9 is collected in Table 2 . We obtain E(τ 3 ) = −12 5 + 9 2 = 21 10 . Table 2 ω
Example 27. If n = 4, then the information needed to apply Theorem 9 is collected in Table 3 . We obtain Proposition 28. If n ≥ 5, then
Proof. By (5.1), E(τ n ) ≥ (1−P n (0))+(1−P n (1))+(1−P n (2)+(1−P n (3)). Clearly P n (0) = 0 while P n (1) = 1 n since an element of Sym(n) generates a transitive subgroup if and only if it is a cycle of length n. Moreover, by [15, Lemma 2.1] and its proof,
The same argument used in the proof of Lemma 19 implies that E(τ n ) ≤ 2/ if P 2 (n) ≥ . On the other hand (see [15, Lemma 2.2] and its proof)
so the conclusion follows.
Proof. We computed the value of E(τ n ) using Theorem 9 for 5 ≤ n ≤ 27 : we noticed that E(τ 5 ) ∼ 2.0893 and E(τ n ) < E(τ n−1 ); in particular E(τ 27 ) < 2.004. For n ≥ 28 the conclusion follows from Proposition 28.
Repeating the same arguments used in the proof of Theorem 3, we can compute the second moment of the variable τ n .
Proposition 30. For every n ≥ 2 we have
where Π * n is the set of partitions of n in at least two subsets.
From finite to profinite
In this section we will assume that G is a (topologically) finitely generated profinite group G. Let N be the set of the open normal subgroups of G. Since (see [10, (11.5) 
we have
Lemma 31. e 1 (G) < ∞ if and only if G is PFG.
Proof of Theorem 13. Let β = σ + log 2 α and let k = β + t with t ∈ N. As in the proof of [10, Proposition 11.2.2] we have
Moreover we have
If G is a d-generated pronilpotent group, then all the maximal subgroups have prime index and m p (G) ≤ 
A more accurate estimation is given in [19] : by [19, Corollary 2] 
Lemma 32. Let G be a finite d-generated metabelian group. If m n (G) = 0, then q is a prime power. Moreover
Proof. Without loss of generality we can assume that Frat(G) = 1. In this case the Fitting subgroup Fit(G) of G is a direct product of minimal normal subgroups of G, it is abelian and complemented. Let K be a complement of Fit(G) in G; since G is metabelian, K is abelian. Let F be a complement of Z(G) in Fit(G) and let H = Z(G) × K. We have G = F H and we can write F in the form 
