Clinical education programs in speech-language pathology enable the transition of students' knowledge and skills from the classroom to the workplace. Simulated clinical learning experiences provide an opportunity to address the competency development of novice students. This study reports on the validation of an assessment tool designed to evaluate speech-language pathology students' performance in a simulated clinical placement. The Assessment of Foundation Clinical Skills (AFCS) was designed to link to concepts and content of COMPASS
Introduction
Tertiary programs in speech-language pathology incorporate clinical placements to provide students with the opportunity to develop essential clinical competencies prior to graduation (McAllister, Lincoln, Ferguson, & McAllister, 2011) . Clinical placements bridge students' learning from classroom to workplace practice by providing them with opportunities to translate their theoretical knowledge into practical applications, be socialised into the profession and achieve competencies expected by the profession (Lincoln, 2012; McAllister, 1997) . For many students, however, the gap between classroom and clinic appears wide and challenging due to difficulty in adapting to alternative demands of the learning environment and inability to attend to the multiplicity of factors implicit in SPA, 2011) . Irrespective of the country context, achievement of expected graduate skills is obtained through a range of different placement models, with traditional models (1:1 student-to-supervising speech-language pathologist in a block or weekly placement) most prevalent (Sheepway, Lincoln, & Togher, 2011) .
It is common practice for Australian universities to provide clinical learning opportunities for students prior to them undertaking workplace placements facilitated by practising speech-language pathologists (Lincoln, 2012) . Early clinical placements commonly include four to six students with one clinical educator in a collaborative or group supervision model (Sheepway et al., 2011) . In early stages of clinical programs, clinical educators are focussed on students' development of foundation clinical skills through providing, for example, opportunities for observation, self-evaluation and feedback (Linquist, Engardt, & Richardson, 2004; McAllister, 2005) . The structured nature of foundation placements meets the needs of novice students for both the knowledge and the scaffolding they require to manage clinical placement requirements effectively (Billett, 2011; McAllister et al., 2011) .
A number of authors (Kramer, Copley, & Nelson, 2004; O'Kane, 2010; Sherer, Morris, Graham, & White, 2006; Weddle & Sellheim, 2011) have reported allied health students' perceptions of the impact of experiences designed to facilitate their transition to placements in real world workplaces. While these studies are primarily descriptive in nature, they also provide evidence of the perceived value of such experiences. O'Kane (2010) reported on a program for nutrition and dietetics students designed to provide enculturation into their profession and a timely application of learned theory. Students participated in sessions in a hospital with some ward activities (including history-taking and talking with patients) and debriefing workshops prior to attending workplace placements. Students reported that the program increased their communication skills, confidence and skills for working with clients. The safe setting and real life experiences were considered to be useful in preparing students for further workplace placements (O'Kane, 2010) .
Group supervision is also seen as valuable for students at early stages of their clinical learning. Studies of physiotherapy (Sherer et al., 2006; Weddle & Sellheim, 2011) and occupational therapy students (Kramer et al., 2004) engaged in early, group supervision clinical placement models have concluded that students find such experiences support their transition between classroom and workplace clinic. They also assist students in understanding their professional role, preparing them for future practice, and increasing their confidence. In addition, learning from peers within a group supervision model was highly valued (Weddle & Sellheim, 2011) .
Whilst each of the reported studies differs in terms of the nature of the early clinical learning experience, commonalities exist. These include a gradual introduction to clinic through practice with clients and working within groups, the value of peer learning and focus on educator feedback, and the opportunity to develop confidence and competence in skills.
Each of the studies reported on clinical placements involving real clients in either university or external contexts. The provision of traditional placements such as these is becoming more problematic due to increasing numbers of speech-language pathology programs throughout Australia. The subsequent increases in student numbers and required placements (Lincoln, 2012) warrant further consideration with respect to potential alternatives. Simulated learning environments have been proposed to offer a valuable alternative to traditional placement models for novice students (Hill, Davidson, & Theodoros, 2010) .
Standardised patients are an accessible form of simulation and are commonly utilised in health professional education programs (Hill et al., 2010; Paparella-Pitzel, Edmond, & DeCaro, 2009) . Standardised patients are actors who are trained to consistently portray a designated role in order to meet specified learning objectives (Barrows, 1971) . They are reported to offer a number of advantages for student learning: they allow for targeted skill development; provide practice without fear of making mistakes; and offer a variety of opportunities for receiving feedback (Bradley, 2006; Lane & Rollnick, 2007; Lysaght & Hill, 2010; Zraick, 2012) .
A small number of studies from the field of speech-language pathology clinical education have reported on the use of standardised patients in educating students in the management of aphasia (Edwards, McGuiness, & Rose, 2000; Zraick, Allen, & Johnson, 2003) , interaction with clients with voice disorders in a range of typical clinical tasks such as explanation of therapy techniques (Syder, 1996) , and supporting students' development of foundation clinical skills such as interaction and communication (Hill, Davidson, & Theodoros, 2012) . These studies have supported the use of standardised patients within speech-language pathology programs.
In addition, a recent evaluation of the use of simulation in speech-language pathology programs in Australia found that simulated learning environments (including standardised patients) have significant potential for complementing traditional placements within clinical programs (Theodoros, Davidson, Hill, & MacBean, 2010) . However, it acknowledged that there is limited evidence of their suitability within speech-language pathology and that there is difficulty in generalising evidence gained from research in other professions (Theodoros et al., 2010) . The effectiveness of simulated learning programs has primarily been evaluated via student and educator perceptions. Valid assessment of student performance in such environments would provide further information on how effectively this educational strategy supports the development of students' ability to apply knowledge to clinical practice.
Assessment of clinical competence is complex, not least in its consideration of the conceptualisation of competency and how assessment should occur (McAllister, Lincoln, Ferguson, & McAllister, 2010) . Importantly, an assessment must offer the opportunity to provide targeted, formative feedback to students throughout the assessment process to assist their clinical learning (Hancock & Brundage, 2010; Norcini & Burch, 2007 understanding and assessment of clinical competency and is likely to be relevant to assessment of students' performance in a simulated environment. Furthermore, using the same framework in both types of clinical learning environments may support students' transition in applying knowledge gained in a simulated learning experience to working directly with real clients.
Validation of assessment tools has traditionally encompassed the concepts of contentrelated, criterion-related and construct-related validity. Messick (1995) extended these traditional components into a unified construct framework which integrates content, criterion, and consequences of test use together with investigation of score meaning and interpretation (Messick, 1995) . Six interrelated validity categories are relevant when evaluating the validity of measures yielded by an assessment tool and the validity of using these measures for assessment decisions. These validity categories are operationalised as follows:
Content: the content should be related to the construct of speech-language pathology competency.
Substantive: the competencies rated should provide a good sample of the content and processes of 'speech-language pathology competency' and the assessment should provide examinees with the opportunity to demonstrate competency in speech-language pathology practice.
Structure: the scoring should relate to what is already known about the structure of the construct, in this case, that speech-language pathology competency is developmental (McAllister et al., 2011) .
Generalisability: the degree of speech-language pathology competency represented by the assessment results is likely to be represented in other tasks that sample speech-language pathology competency.
External: the assessment scores relate logically to other measures of speech-language pathology competency or behaviours that are representative of speech-language pathology competency.
Consequential: the consequences of the way in which assessment results are or might be used are considered.
This study aimed to investigate the validity of an assessment tool developed to specifically assess students' foundation speech-language pathology clinical competencies in a simulated clinical placement based on Messick's framework (1995) .
Method

Clinical context
The simulated clinical placement reported in this study was designed to support 
Development of Assessment
An expert group of experienced academic staff (n=3) and clinical educators (n=6) engaged in a group discussion to determine essential features and components of COMPASS ® which were relevant in the development of a student assessment for the simulated clinical placement. In addition, the specific and unique learning objectives and clinical activities embedded within the simulated clinical placement were considered. Of particular importance was the requirement that the assessment process would provide feedback to students throughout the placement and would articulate with COMPASS ® which would be used in later workplace placements. The following features of COMPASS ® were determined to be applicable to the simulated learning context: the structure of units of competency and elements within the units; the visual analogue scale (VAS) to rate students' competency; the provision of behavioural descriptors to describe levels of performance on each competency; the overall competency rating at midway (formative) and end (summative) placement; and the inclusion of an 'at risk' statement indicating when supportive action was required to assist students in developing the required level of performance for each unit.
The expert group agreed that seven of the 11 units of competency assessed by COMPASS ® were relevant to the learning objectives for the simulated clinical placement: Novice and Intermediate performances on the competencies were included for clinical educators to rate students whose skills were more highly developed.
In addition to the VAS, consistency of performance on each element was recorded in order to provide formative feedback. Novice students have a propensity to be underconfident and anxious in their interaction with clients (Benner, 2001; Chan, Carter, & McAllister, 1994) 
Procedure
Ethical clearance was obtained from the Behavioural and Social Sciences Ethical
Review Committee of The University of Queensland, Australia. The structure and components of the AFCS were explained to students prior to their simulated clinical placement. Clinical educators attended a two hour meeting in which the placement structure and assessment were discussed. The AFCS was introduced to both educators and students prior to the start of the clinical placement with attention drawn to each of the units and elements and their application to the placement structure, each of the assessment rating components, and the behavioural descriptors. A demonstration of rating with reference to specific examples was provided.
Formative feedback was provided to students during each session of the simulated clinical placement. Assessment ratings on the AFCS were undertaken at the midway point (week 5) and the end point (week 12) of the placement. At each rating point, clinical educators were asked to consider students' performances within all components of the simulated clinical placement that had been undertaken to that point (see table 1 ). Clinical educators first used the Consistency scale to rate each student's performance on each element of each unit. They then rated each student's overall performance for each competency unit on the VAS. Following completion of the 'at risk' statement and the overall competency rating, comments were provided by the clinical educator and then by the student. At the completion of the placement, the AFCS for each student was collected, de-identified and entered into a data file for statistical analysis. As the assessment process for the mid and final assessment was identical and conducted on two separate occasions, data was combined to provide an overall picture of students' development of competency and clinical educators' use of the AFCS.
Data Analysis
Rasch analysis (Rating Scale Model) (Bond & Fox, 2007) was used during validation of COMPASS ® (McAllister, 2006) and therefore, in consideration of its shared features, was suitable for analysis of the AFCS. Rasch analysis has previously been used in the fields of health and social sciences in validating assessment tools (e.g., Baylor et al., 2011; Beglar, 2010; Lim, Rodger, & Brown, 2009 ).
Rasch analysis has particular utility for validation of performance assessments in a number of areas. Firstly, it is a sample-independent analysis that compares a set of observed data with a prediction of how the data should be represented in quality assessment (Bond & Fox, 2007) . This process allows the examiner to determine if specific items on the assessment do not adhere to expectations, for example, are rated more difficult than would be expected. It also highlights examinees whose performance is variable and unpredictable A systematic procedure of coding and recoding data was used to establish functional categories. Five iterations of this process were required to achieve adherence to Linacre's (2002) requirements. Each iteration and the degree to which the resultant categories met Linacre's (2002) eight criteria are outlined in table 2. As a result of the analysis, five functional rating categories were established along the VAS. Rasch analysis was then continued to evaluate the use of the VAS for each competency by clinical educators. The process of analysis followed the procedure of Bond and Fox (2007) and determined;
• Unidimensionality: fit statistics, reported as infit and outfit mean squares, provide information on how the data fit the rating scale model and whether they suggest that competencies rated represent a single construct, in this case, foundation clinical skills.
• Item difficulty: which competencies students found most and least difficult.
• Person reliability: the likelihood of the person ordering being replicated if the students were given another parallel set of competencies to be rated on that relate to the same underlying construct of competency.
• Item reliability: the likelihood of the competencies being rated in same way if they were used with another group of students.
INSERT TABLE 2 ABOUT HERE
Consistency categorical scale analysis. Analysis of the Consistency scale was carried out in the same manner as for the VAS. Firstly, Linacre's (2002) guidelines were used to determine how each of the three categories functioned ('rarely', 'mostly', 'consistently'). Secondly, analysis determined the fit statistics, item difficulty, person reliability and item reliability of each of the 36 elements of competency rated.
Results
Visual Analogue Scale (VAS)
Categories. Details of the five functional categories are recorded in table 3. VAS measurements represented by each category were as follows: Category 1 -0 to 18mm; Category 2 -19mm to 21mm; Category 3 -22mm to 28mm; Category 4 -29mm to38mm;
and Category 5 -39mm and above. Each category had over 10 observations. Observations had a unimodal peak with a pivot point at category 3, as opposed to regular distribution. This is in line with Linacre's (2002) suggestion that a central, unimodal peak reflects a "substantively meaningful distribution" (p. 5). The observed averages for the five categories advanced monotonically. The infit and outfit measures were all under 2.0.
Step calibration advanced. Category measures advanced by 3.07, 4.37, 4.59, and 3.29. Coherence levels for all five categories were acceptable.
INSERT guidelines that infit and outfit mean squares for an assessment based on rating performance should range from 0.6-1.4 if the competencies rated are to be considered as sampling one construct.
Item difficulty. Analysis determined which competencies were more difficult than others according to how likely students of various ability levels were to be rated high/low on each competency. The item difficulty was represented by the competency's measure, with a higher measure indicating a more difficult competency and a lower measure indicating an easier competency. Table 4 reports the competency measures and their equivalent standard error. Unit 7, CBOS Competency 3.0 Planning of Speech Pathology Intervention, was the most difficult competency for students to achieve a high rating on with a measure of 1.33 and standard error of 0.18. Unit 4, Generic Professional Competency (GPC) 4.0 Professionalism, was the easiest competency with a measure of -1.73 and a standard error of 0.14.
INSERT TABLE 4 ABOUT HERE
Person ability, person reliability and item reliability. A large spread of person ability was observed for the AFCS, with a range from 10.18 to -10.03. Linacre (2002) suggested that a person ability range as small as 6 is satisfactory. The AFCS had a person reliability of 0.95 and an item reliability of 0.98, with acceptable levels for both measures being 0.80 (McAllister, 2006) .
Consistency Categorical Scale
Rasch analysis was undertaken on the Consistency scales of the AFCS. This analysed clinical educators' ratings of students' performance with reference to the 36 specific skill elements within the seven competency units.
Categories. Table 5 The item reliability based on the total competency was 0.97.
Discussion
The statistical evaluation of the competencies rated and assessment processes (global VAS ratings and categorical ratings of performance consistency) comprising the Assessment of Foundation Clinical Skills indicated that these components have good content, substantive, and structural validity and generalisability (Messick, 1995) for the assessment of speechlanguage pathology students within a simulated clinical placement. The development and implementation of appropriate assessments of simulated learning experiences for speechlanguage pathology students is in its infancy and the assessment content and processes of the AFCS show promise as a strategy for authentic assessment. The description of a pre-Novice level of performance is a new addition to rating student competency in speech-language pathology, and was found to operate as a valid category in the context of this simulated placement. The AFCS allows for formative feedback and accurate assessment of students'
clinical skills at early stages of clinical curricula, whilst also sharing the conceptual framework of COMPASS®, offering students valuable continuity in competency assessment processes. While the pre-Novice behavioural descriptor and other specific features of the AFCS were supported, some components require further investigation before their validity can be assured.
Content Validity
The inclusion of units and elements of competency which were relevant and representative of foundation clinical skills was determined by expert, professional judgement, based on COMPASS ® units and elements (McAllister, 2006) . Fit statistics established whether each competency unit and element in the AFCS contributed to its overall construct of foundation clinical skills in a meaningful way (Bond & Fox, 2007) . Fit statistics for the seven AFCS competency units rated on the VAS fell within the guidelines stipulated by Bond and Fox (2007) and therefore, could be considered relevant and representative (see table 4 ).
Infit measures for the Consistency scale indicated that all competency elements conformed to Bond and Fox's (2007) guidelines and that outfit measures for 30 of the 36 elements also met requirements. Infit measures are considered more important than outfit measures which may "have no practical implications at all" (Bond & Fox, 2007, p. 240) .
With regard to aberrant outfit scores, one element (GPC unit 3.0 Lifelong Learning element c. 'Adapts behaviour to address learning goals') was below the guidelines and therefore represented overfit, or an element which failed to function independently of other elements (Bond & Fox, 2007) . It is possible that this element's rating was influenced by that of the following element ('Actively seeks to extend and integrate learning') and may therefore constitute a duplication. An alternative view, however, is that overlap in element content allows for additional opportunity for clinical educator rating and consequently, more informed judgment of performance in the overall unit of competency.
Fit statistics for the other five elements fell above the stipulated guidelines, thereby representing underfit or competencies which clinical educators rated more variably or unpredictably and suggest these competencies were difficult to interpret (Bond & Fox, 2007) .
Attention to such competencies is imperative as "underfit degrades the quality of the ensuing measures" (Bond & Fox, 2007, p. 240) . A possible contributor to this inconsistency was clinical educator irregularity in using the Consistency scale (further discussed in relation to structural validity below). A consequence was that the ratings of students' performances on these competencies did not behave in the same way as other ratings. Interestingly, four of these five elements were in the 'Professionalism' unit of competency, the easiest competency for students to achieve in the current study (see below). There is an apparent need for review of the relevance of each element and possible redefinition before further validation to justify their continued inclusion.
Substantive validity
Substantive validity determines whether the tasks appropriately assess a designated skill. Rasch analysis confirmed that the AFCS assessed the unidimensional trait of foundation clinical skills, with fit statistics of each unit of competency falling within the stipulated range (Bond & Fox, 2007) (see table 4 ). This confirms that the inclusion of both generic and professional competencies in the AFCS was justified. This study did not separately analyse students' competency levels for each assessment event (middle and end of the simulated placement). Investigation of competency change over the placement would seek to confirm that the simulated clinical placement successfully provided students with a means by which they could develop clinical skills in an incremental and continuous manner (Benner, 2001; McAllister, 2006) .
Structural Validity
Structural validity refers to the fidelity of the scoring procedures and structures incorporated into the AFCS, specifically, the inclusion of the pre-Novice level on the VAS and the use of the Consistency scale.
Visual analogue scale (VAS).
The VAS was found to adequately represent the range of students' performances. Students were rated by clinical educators after multiple observations of their performance across a range of tasks, ensuring that ratings were based on sufficient evidence (Lurie, 2012; McAllister et al., 2006) . Rasch analysis justified the division of the VAS scale into five functional categories of varying sizes (see table 3 ). This finding of an uneven spread with fewer than ten categories is similar to McAllister's (2006) Their performance at the pre-Novice level at the midway point prompted discussion of targeted learning goals aimed at achieving Novice level by the end of the placement. Further clinical placements will then provide opportunities for students to implement the skills practised in this simulated clinical placement to manage the variety of practical and professional skills associated with workplace placements (Billett, 2011) .
Consistency Categorical Scale. This scale had three pre-assigned categories:
'rarely', 'mostly', and 'consistently'. Category information revealed that the three categories did not conform to all aspects of the guidelines outlined by Linacre (2002) and were therefore not functional categories (see table 5 ). The 'consistently' category was over-represented in clinical educator ratings, reflecting that clinical educators rated the majority of students'
performances as consistent, with half as many as 'mostly' consistent. The 'rarely' category was under-represented.
Visual inspection of ratings indicated that some clinical educators had rated a student at the lower end of a category at the midway assessment (for example, on the left side within the 'consistently' box), then at the higher end of the same category at the end assessment (at the right side of the same box). It appeared that educators intended to signify that the student had made improvements in skills over time but had not progressed to the next category.
Furthermore, some clinical educators rated a student's performance on the line between two categories. These rater behaviours implied that the three assigned categories did not allow for adequate representation of current performance and perceived growth in skills, resulting in clinical educators adapting the scale, effectively designating additional categories of performance. This is reported to be a potential difficulty with the use of limited rating points within a scale, with possible consequences of reduced sensitivity and reliability, and more susceptibility to a 'collapse' of ratings, with students with different levels of ability being rated at the same level (Smith, Wakely, De Kruif, & Swartz, 2003) . Given the limitations of this rating scale, the findings regarding the validity of the elements rated for consistency and the overall finding of good reliability indices should be treated with caution. Further discussion with clinical educators regarding their intention when using the scale as described above would have clarified rating outcomes. It may be that the overall 'global' ratings on the VAS provide a more meaningful representation of student performance and that clinical educators determine the rating on the VAS based on performance that is 'mostly' or 'consistently' at this level. Further research needs to be undertaken to determine how perceived consistency of performance affects competency rating decisions and, if appropriate, to establish the optimal method for rating the consistency of performance of students on these elements.
Generalisability
Generalisability, measured by item and person reliability scores, refers to the extent to which the assessment scores can be generalised to other groups of examinees and in other contexts (Messick, 1995) . This study provides preliminary evidence that predicts that the AFCS has good generalisability. Item reliability scores for the AFCS indicated that the competency units and elements were likely to elicit similar performance levels if used with another group of students with similar levels of ability (Bond & Fox, 2007) . Person reliability scores indicated that if this group were given an alternative clinical competency assessment measuring the same foundation clinical skills, it was probable that each student would perform at a similar level as on the AFCS compared with their peers (Bond & Fox, 2007) . These high reliability scores are promising given the data was collected across two distinct cohorts of students. Furthermore, as also determined for COMPASS ® (McAllister, 2006) , the wide spread of person abilities represented in the sample indicated that the competency units were appropriate to assess the range of student ability in the current study.
It is important to note that the AFCS was designed for use in a simulated environment for a specific set of learning outcomes and activities and its validation is linked to this specific context. Therefore it is not directly transferable or generalisable to other types of simulated learning environments or experiences. However, this research does provide preliminary support to the notion that valid assessments of simulated learning can be developed. It is likely that some components of the current study's simulated clinical placement (such as case history interviews and paediatric speech assessment administration) may be present in another foundation clinical skills clinic. In addition, quality teaching and learning practices supported by this assessment, for example, providing formative feedback to students by using the assessment at the midway point and supporting valid assessment with multiple observations of student performance, could be adopted by developers of simulated learning environments.
External Validity
External validity is the extent to which the AFCS ratings are comparable to ratings of similar assessments that measure the same construct (Messick, 1995) . An alternative assessment tool does not exist and therefore it was not possible to compare the AFCS with another assessment, thereby prohibiting evaluation of external validity. However, COMPASS ® is currently used to assess speech-language pathology students' performance in the workplace. While COMPASS ® and the AFCS differ in their intended assessment use and in some components of their structure, Rasch analysis has confirmed that raters use the tools to rate speech-language pathology practice in a similar manner. This indicates that there is potentially some alignment between learning that occurs in simulated and workplace environments. This is a positive finding which suggests that the simulated clinical placement provides an appropriate transition to clinical tasks undertaken by students within a workplace clinic.
Similarities between the AFCS and COMPASS ® exist in the number of identified categories, high item and person reliability measures and identification of the least difficult unit (GPC unit 4, Professionalism). In comparison, the most difficult unit in the COMPASS ® assessment was identified as CBOS competency unit 2, Analysis and Interpretation, while the AFCS identified CBOS unit 3, Planning of Speech Pathology Intervention as the most difficult. McAllister et al. (2011) suggested that some competencies, such as professionalism, may be more transparent for students and educators and/or more readily practised while on placement, and may therefore be easier to achieve, a trend observed in the current study. In
contrast, opportunities to demonstrate others may be more limited and they may also be more difficult to describe, given their complexity (McAllister et al., 2011 ). In the current study, 90% of clinical educators indicated that planning of speech-language pathology intervention was not observed at the first assessment, potentially signalling a lack of opportunity for students to develop this skill throughout the placement and a subsequent lower rating at the end point.
Consequential validity
Consequential validity considers the outcomes of test use, in particular whether a test may be invalidated through misinterpretation or misuse (Messick, 1995) . Some components of the AFCS warrant attention. The Consistency scale was found to be unreliable as a rating measure. In addition, competency elements of the AFCS that were rated for consistency, whilst based on those of COMPASS ® , were created specifically for the simulated clinical placement. The potential for construct underrepresentation (failure to incorporate important components of foundation clinical skills) and construct-irrelevant variance (the inclusion of competencies which are too easy or difficult) is acknowledged with Messick (1995) noting the latter to be possible in assessment in environments which simulate real-world tasks.
Further research is indicated to ensure risks to validity are minimised. 
Limitations and future research
Conclusions
This research yielded preliminary data that supports the validity of the AFCS as a tool to assess the foundation clinical skills of speech-language pathology students in a simulated clinical placement. Specifically, designing an assessment linked to the specific learning objectives of the simulated placement and based on ratings of observed student behaviours while carrying out simulated tasks yielded useful assessment information. The addition of a pre-Novice category of performance was found to be meaningful for the simulated clinical placement and may also be of use when rating students whose performance falls below 
