Motivated by the problem of bounding the number of iterations of the Simplex algorithm we investigate the possible lengths of monotone paths followed by the Simplex method inside the oriented graphs of polyhedra (oriented by the objective function). We consider both the shortest and the longest monotone paths and estimate the monotone diameter and height of polyhedra. Our analysis applies to transportation polytopes, matroid polytopes, matching polytopes, shortest-path polytopes, and the TSP, among others.
Introduction
It is a famous open challenge to find a pivot rule that can make the Simplex method run in polynomial time for all LPs or show that none exist (see e.g., [1, 5, 33] and the many references therein for a discussion of this famous algorithmic problem). In particular, such a pivot rule will take polynomially many monotonically-improving edge steps from any initial vertex. This paper discusses the possible lengths of the paths followed by the Simplex method on several famous combinatorial polyhedra where computing monotone paths has nice combinatorial meaning.
In what follows we consider a polytope/polyhedron P (A, b) in the canonical forms {x ∈ R n : Ax = b, x ≥ 0} or {x ∈ R n : Ax ≤ b, x ≥ 0}. Here A ∈ R m×n and b ∈ R m . Objective function vectors will be typically denoted by c ∈ R n . LP (A, b, c) will denote the (minimization) LP instance given by A, b, c. Given any A, b, c such that c is a nondegenerate linear objective function i.e., no two vertices have the same objective function, one has a natural directed acyclic graph on the vertices and edges of the polytope P (A, b) by orienting each edge of the polytope P (A, b) as per the objective value of the two endpoints. This will be denoted by G(A, b, c). This kind of orientations of the graphs of P (A, b) are called LPadmissible. We note that the directed graph G(A, b, c) is always acyclic, with a unique sink and source in each face. While there is a characterization of the LP-admissible orientations for 3-polytopes (see [21] ), a similar result in higher dimensions seems unlikely (see [9] ).
We introduce now the main combinatorial definitions and then give several remarks about these concepts. See Figure 1 for an example. Definition 1.1. Let c be a linear objective function and π a pivot rule. 1 . A c-monotone path is a directed path in the LP-admissible oriented graph G(A, b, c), that starts from some vertex to the optimal vertex (note that we always consider the optimal vertex to be the terminal node of the path, but we do not start necessarily at a specific node).
The study of the undirected diameter of the graph of polytopes is of course classical and related to the Hirsch conjecture (see e.g., [30] and references), but the investigations of directed monotone paths are even more directly relevant to the Simplex method, and they have occupied researchers for some time: In the 1960's Klee initiated the study of short/long monotone paths in his papers [17, 18] where he proved bounds on the monotone diameter and height of simple polytopes. Later in the 1980's, in a remarkable tour de force, Todd [32] showed that the monotone Hirsch conjecture, saying that the monotone diameter is always less or equal to the number of facets minus the dimension, is false. In the 1990's Kalai [14] proved that for a n-dimensional polyhedron with m facets there is a subexponential bound on the monotone diameter of m 2 √ m . Today, several papers continue the study of shortest monotone paths (see [12] and references therein).
It must be noted that there are several exponentially-long c-π-simplex paths, e.g., the Klee-Minty cubes [19] and similar counterexamples for other pivot rules (see discussion and references in [5] ). The notion of height is useful to indicate the worst possible case of the Simplex method. In fact, long monotone paths have also been explored before, the monotone upper bound problem asks for the maximal number M (n, m) of vertices on a strictly increasing edge-path on a simple n-dimensional polytope with m facets. This is the same as the largest height over all simple n-polytopes with m facets. It was conjectured that M (n, m) is never more than the number of vertices of a dual-to-cyclic n-polytope with m facets, but proven to be strictly less than that in dimension six [25] . In our paper the reader can observe how the bound M (n, m) is often too big for specific polytopes. In fact, Del Pia and Michini [8] recently proved that for lattice polyopes contained in [0, k] n , there exists a pivot rule π for which the π-pivot height is at most O(n 6 k log n).
We wish to stress that computational complexity influences the geometry of monotone paths of polytopes. In [1] it was shown that there are Simplex pivoting rules for which it is PSPACE-complete to decide whether a particular basis will appear on the algorithm's path. This happens even for the Dantzig pivot rule [11] . Moreover, it was recently shown in [6] that it is hard to compute the monotone diameter. It is also difficult to decide when a monotone path is a simplex path but we focus here on four well-known pivot rules: Bland's pivot rule, Dantzig's pivot rule, greatest improvement pivot rule, and steepest edge pivot rule.
Finally the concepts we discuss in this paper satisfy the following relation:
We now summarize our main results about these concepts.
Our results
In Section 2 we show that combinatorial cubes have monotone and Bland pivot height bounded by their dimension. Similarly, zonotopes have height never larger than the number of edge directions of the zonotope.
Theorem 1.3. Let P be a convex polytope. Denote by Z(P ) the zonotope generated by E, the minimal set of vectors containing all directions of edges of P . mono-diam(P ) ≤ mono-diam(Z(P )) = number of different edge directions of P .
This simple theorem has nice consequences. We can easily show that matroid polytopes, polymatroid polytopes, and some types of transportation polytopes have polynomial-size height and pivot height for all pivot rules. Corollary 1.4. If P is a matroid polytope or a polymatroid polytope, then mono-diam(P ) ≤ n 2 , where n is the number of elements of the matroid.
This follows immediately from the bounds on the number of edge directions of a matroid or polymatroid polytope, see Theorem 5.1. in [34] . Therefore, polytopes such as the permutahedron or the spanning tree polytope behave particularly well in the Simplex method as all pivot rules are efficient. This is also true in other cases.
Theorem 1.5. If P is a k × n transportation polytope, mono-diam(P ) ≤ e · k! n k . Therefore, the monotone diameter of k × n transportation polytopes for fixed k is polynomial in n.
In Section 3 we show that many well-known combinatorial polytopes have exponentiallylong monotone paths, and thus exponential height.
Theorem 1.6. The height of the matching, perfect matching, fractional matching and fractional perfect matching polytopes on the complete graph K n is > C · n 2 − 1 ! for a universal constant C > 0. Theorem 1.7. There exist monotone paths of length > C · φ n on the perfect 2-matching polytope and on the TSP with n nodes for a universal constant C > 0 and φ = 1+ n! on the shortest path polytope on the complete graph K n for some universal constant C > 0.
In contrast, we prove that, for at least one of three famous pivot rules, Bland's, greatest improvement and steepest edge, they have polynomial-size pivot height. Our discussion includes matching polytopes, fractional matching polytopes, shortest-path polytopes, and the TSP. Theorem 1.9. The number of vertices visited, by Dantzig or greatest improvement pivot rules paths, is bounded by a) m [n log(2n)] for the fractional perfect matching polytope (F P M ) on a graph with n nodes and m edges. For the complete graph K n , we get a bound ∼ n 3 2 log n.
b) m [2n log(2n)] for the fractional matching polytope (F M ) on a graph with n nodes and m edges. For the complete graph K n , we get a bound ∼ n 3 log n.
c) n 2 [n log(2n − 1)] ∼ n 3 log n for the Birkhoff polytope on the bipartite graph K n,n . d) (n 2 − 2n + 1) [(n − 1) log(n − 1)] ∼ n 3 log n for the shortest path polytope on n nodes.
Theorem 1.10. For the steepest-edge pivot rule paths, the number of visited vertices is bounded by a) m [2n √ n log(2n)] for the fractional perfect matching polytope (F P M ) on a graph with n nodes and m edges. For the complete graph K n , we get a bound ∼ n 3 √ n log n.
b) m 4n √ 2n log(2n) for the fractional matching polytope (F M ) on a graph with n nodes and m edges. For the complete graph K n , we get a bound ∼ 2n 3 √ 2n log n. c) n 2 n n 2 log(2n − 1) ∼ n 3 n 2 log n for the Birkhoff polytope. d) (n 2 − 2n + 1) (n − 1) 2n 3 log(n − 1) ∼ n 3 2n 3 log n for the shortest path polytope.
In Section 4 we consider again the problem of estimating the monotone diameter of transportation polytopes. Theorem 1.11. A 2 × n transportation polytope has monotone diameter ≤ n. Therefore, 2 × n transportation problems satisfy the monotone Hirsch conjecture.
Monotone and Simplex paths on Cubes & Zonotopes
In this section we present several results about monotone paths and simplex paths on cubes and zonotopes. We will see they have more general applicability.
Theorem 2.1. Let C ⊂ R n be a polytope combinatorially equivalent to a hypercube. Then mono-diam(C) = n. Furthermore, there exists an ordering of the facets of C such that Bland's pivot rule reaches the optimal solution in at most n steps for any initial vertex.
Proof. We first prove by induction on n that the monotone diameter is n. For n = 1, the result is trivial. Assume now that the result is true for any combinatorial cube up to dimension n − 1. Consider an arbitrary vertex x = x * of C. There must exist an improving edge going out of x. Consider a facet F containing x but that does not contain this edge. If x * ∈ F , we are done by the induction hypothesis. Otherwise x * belongs to the "opposite" facet. This is the facet of the polytope which does not have any vertex in common with the facet F . For example if C is the regular hypercube, this is the parallel facet to F . We take the improving edge to that opposite facet and apply the induction hypothesis. To conclude note that the monotone diameter is exactly n because there exists a vertex which needs at least n pivots to reach the optimal solution. Now let us present good orderings of the facets for Bland's pivot rule. Denote by x * the optimum vertex. We choose an ordering such that the first n facets satisfy x * / ∈ F i for 1 ≤ i ≤ n and the last n facets satisfy x * ∈ F i for n + 1 ≤ i ≤ 2n. We will prove that Bland's rule with this ordering follows the path described above. More precisely, we prove that at each step, the index of the entering variable is in {1, . . . , n} while the index of the leaving variable is in {n + 1, . . . , 2n} so inserted variables will never be removed from the basis.
Consider an arbitrary vertex x = x * . Let i 1 , . . . , i k > n be the indices such that x ∈ F i . Since x is not the optimum, there must exist an improving edge from x in the cube F i 1 ∩. . .∩F i k of smaller dimension n − k. Consider the facet F i of the n-dimensional cube such that x ∈ F i and that does not contain this improving edge. Note that i ≤ n. Otherwise x * ∈ F i , therefore F i is one of the facets F i 1 , . . . , F i k which is impossible because the improving edge is contained in their intersection.
The entering variableî chosen by Bland's pivot rule satisfiesî ≤ i ≤ n. Note that x * / ∈ Fî so x * is contained in the "opposite" facet which corresponds to the leaving variable. Therefore the index of the leaving variable is greater than n. Then, variables of index ≤ n cannot be removed from the basis.
Note that these good orderings of the facets for Bland's pivot rule are very rare. Since the n facets not containing the optimum should have the first n indices in the ordering while the n facets containing the optimum should have the last n indices, there are (n!) 2 such good orderings among the (2n)! possible orderings of the facets. Therefore, the proportion of good orderings for Bland's pivot rule is 1 ( 2n n )
.
Next, we discuss the monotone diameter of another family of polytopes: zonotopes. A zonotope is the Minkowski sum of a set of line segments.
. . , v m ) ⊂ R n be the zonotope generated by those directions. Assume any two directions v i , v j are non-colinear. In at most m augmenting steps, one can go from x, an initial vertex, to x * the optimum. This bound is tight. Furthermore, any monotone path has at most m steps so any pivot rule will take at most m steps to the optimum.
Consider a starting pointx. We can write it asx = j∈S(x) v j for a certain subset S(x) ⊂ {1, . . . , m}.
Two adjacent vertices of the zonotope differ by ±v i for some i. Then, the only edges a monotone path can use are ε i v i where ε i = 1 if i ∈ J − and ε i = −1 if i ∈ J + . Furthermore, the path can follow each of these directions at most once because once ε i v i is added, this term cannot be removed by the other possible directions. Then, the length of the path is at most m.
Furthermore, since the admissible edges are of the form ε i v i , the pointx = j∈J + v j is at distance at least m from the optimum. Note thatx is a true vertex of the zonotope because it is the optimum for the cost function −c.
Assume any pair of directions v i , v j are non-colinear. It has at least 2m facets.
. . , v m ) with respect to ±c are precisely these facets. It suffices to show that there are ≥ m distinct subsets of this type.
Without loss of generality, let v 1 , . . . , v n be linearly independent.
. . , n are n such subsets. For any v j with j ≥ n + 1, there exists v ∈ {v 1 , . . . , v n } such that {v 1 , . . . , v n } \ {v} ∪ {v j } is linearly independent (by the matroid axiom). Therefore drop v and add v j , the corresponding subset gives two more facets. We get m − n additional subsets like this.
The following theorem shows that zonotopes satisfy the monotone Hirsch conjecture. We will now use this result to bound the monotone diameter of general polytopes. For this, let us define the normal cone of a vertex v as the set of objective vectors c such that v is the optimum vertex for the corresponding objective function, and the normal fan as the collection of normal cones for all vertices of the polytope (see [3] and Figure 2 for an illustration).
Lemma 2.5. (Gritzmann-Sturmfels, Proposition 2.1.8. in [13] ) Let P ⊂ R n be a polytope and let E be a finite set of vectors containing all the direction of edges of P . of P . The normal fan of the zonotope generated by E is a refinement of the normal fan of P , therefore the length of the shortest paths in Z(E) upper bound the length of the shortest paths in P .
Proof of Theorem 1.3. The first inequality of the theorem follows from Lemma 2.5 because we view a path on the graph of the polytope as a sequence of normal fans where consecutive normal fans share a facet. The normal to this shared facet is the direction of the corresponding edge between the two vertices on the graph of the polytope. Therefore any monotone path p on the zonotope for the linear function c leads to a pathp with smaller length on the original polytope.p is still monotone for c because the directions of the edges ofp are contained in the directions of the edges of p according to Lemma 2.5.
We can now apply Lemma 1.3 to several polytopes. The essential message is that if the set of edge-directions is "small" or polynomially bounded, then we can obtain a bound on the height using the above result. While we show some nice situations below, in most cases this is not useful (see [22] where a lower bound on the number of edge directions is discussed).
Proof of Theorem 1.5. Edges on transportation polytopes are alternating sign cycles on the bipartite graph. Since there are k supply nodes, the length of the cycle is 2p for 2 ≤ p ≤ k. The number of such cycles of length 2p is 1 p n!k! (n−p)!(k−p)! . Then, the number of different edge directions is bounded by
1 (k − p)!n k−p ≤ e 1/n n k k! and the proof follows.
Finally, the above family in Corollary 1.5 is naturally generalized by N -fold linear programs, see Chapter 4 in [7] . In that case the defining matrix A has a very specific shape as multiple copies of smaller matrices. We omit details.
3 Monotone and Simplex paths on 0/1 and 0/ 1 2 /1 polyhedra In this section, we give results on the height, monotone diameter, and the pivot height of some well-known polytopes. It should be noted that the papers [6, 16] provide general polynomial bounds for 0/1-polytopes and their monotone diameters are also polynomial. But in this section we look at specific families and thus we can obtain more precise polynomial bounds. The height of a polytope P is the length of the longest path in the directed graph of P . To start, note that the height gives a bound on the number of steps of the worst possible pivot rule of the Simplex algorithm. As shown in Section 2 for some particular polytopes (e.g., zonotopes) the height is polynomially bounded, thus it gives a polynomial bound for the Simplex algorithm for any pivot rule. However, it turns out that, for many polytopes of interest and for some well-known 0/1 and 0/ 1 2 /1 polyhedra, monotone paths can be very long. Here we collect some of the results about the height of polyhedra:
First, Pak [24] showed that the height of the Birkhoff polytope is exponential.
Theorem 3.1 (Pak, Theorem 1.4. in [24] ). There exists a linear function φ with a decreasing sequence of vertices of length > C · n! of the Birkhoff polytope on the bipartite graph K n,n for a universal constant C > 0.
Note that the graph of a face F of a polytope P is a proper subgraph of the graph of P . Therefore the height of a polytope is greater or equal to the height of any of its faces. Indeed, let c be a cost function in F . For P take that same cost function parallel to F and denote it byc. Then any monotone path in (F, c) is a monotone path in (P,c).
Let us recall the definitions and basic properties of the combinatorial polytopes we will consider in this Section. A matching in a graph G = (V, E) is a subset of edges M ⊂ E such that every vertex meets at most one edge of M . A matching is perfect if every vertex meets exactly one edge of M . The perfect matching polytope (M) of G is defined as the convex hull of the 0/1 incidence vectors of matchings i.e.,
The perfect matching polytope (PM) of G is the convex hull of the perfect matchings. Note that the perfect matching polytope on the complete bipartite graph is the Birkhoff polytope.
PM(G) = conv{χ M : M is a perfect matching of G} For these two polytopes, two matchings are adjacent if and only if the union of their support graph contains a unique cycle (see Lemma 1 in [26] ). A set of inequalities describing these polytopes is given by the Edmond's matching theorem [10] .
We also consider the relaxations of these polytopes obtained by omitting the odd cycle inequalities. The fractional matching polytope (FM) of G is defined by 
where E(G), V (G) of course denote, respectively, the sets of edges and vertices of the graph G. Similarly, the fractional perfect matching (FPM) is described by
Note that M(G) and PM(G) are respectively a face of FM(G) and FPM(G). The adjacency of these fractional polytopes is given in Theorem 25 of [2] . In the following we will only use the fact that the graph of M(G) and PM(G) are, respectively, a subgraph of FM(G) and FPM(G).
A 2-matching of G is a subset of edges M such that every vertex is incident to exactly 2 edges in M . Note that a 2-matching is the union of disjoint cycles. The perfect 2-matching polytope (P2M) of G is defined as a 0/1 polytope as follows, P2M(G) = conv{χ M : M is a perfect 2-matching of G}. Two 2-perfect matchings are adjacent if and only if the symmetric difference of their support graphs contains a unique alternating cycle (see Lemma 1 in [27] and Figure 3 for an illustration).
In the following, if the graph is not specified we will consider the complete graph K n . The traveling salesman polytope (TSP) on K n is the convex hull of tours i.e., cycles of length n. The TSP graph is therefore a proper subgraph of the perfect 2-matching polytope of K n (see [29] ).
Finally, the shortest path polytope on n nodes is defined as the convex hull of paths from say node 1 to node n without cycles. A system of equations is given by
Two paths are adjacent if and only if the union of their support graph contains a unique cycle (see Lemma 2 in [26] ).
Proof of Theorem 1.6. We show that the Birkhoff polytope is a face of each of the considered polytopes. We will denote by x i,j the component corresponding to the edge between nodes i and j for a vertex x in the polytope. Note that graphs are non-oriented here.
Define E 1 := {1, . . . , n 2 } and E 2 := { n 2 + 1, . . . , 2 n 2 }. For the matching polytope and the fractional matching polytope, the corresponding face can be described by the several equalities
In both the matching and fractional matching polytopes, these equalities describe the set of perfect matchings on the bipartite graph between E 1 and E 2 i.e., vertices of these facets are in exact correspondence with the vertices of the K E 1 ,E 2 Birkhoff polytope. Furthermore, the adjacency between the perfect matchings of these faces is exactly the same as in the Birkhoff polytope. Hence the corresponding face is equivalent to the Birkhoff polytope with 2 × n 2 nodes. The monotone diameter of these polytopes is therefore greater than the bound C n 2 ! given in Theorem 3.1.
For the perfect matching polytope we can simply take the equalities
The other equalities of the form x(δ(i)) are already satisfied. We get the same bound C n 2 ! for the monotone diameter. The same argument holds for the fractional perfect matching polytope when n is even. However, when n is odd, matchings on K E 1 ,E 2 are not vertices of the polytope anymore. In this case, we can restrict to the face x n−2,n−1 = x n−1,n = x n−2,n = 1/2 and use the same arguments as above with E 1 := {1, . . . , n−3 2 } and E 2 := { n−1 2 , . . . , n − 3}. We finally get the bound C n 2 − 1 ! for the monotone diameter.
Proof of Theorem 1.7. Recall that n-tours, which are the vertices of the TSP, are also vertices of the perfect 2-matching polytope. If two tours are adjacent on the perfect 2-matching polytope, then they are also adjacent in TSP (see [29] ). Therefore it suffices to prove that there exists a long monotone path on the perfect 2-matching polytope going through n-tours only.
Denote by x i,j the component corresponding to the edge between nodes i and j for a vertex x in the polytope. Consider the following linear function: ψ = x 1,2 + αx 1,3 + . . . + α n−2 x 1,n + α n−1 x 2,3 + α n x 2,4 + . . . + α n(n−1) 2 −1 x n−1,n for 0 < α < 1/2 such that the linear order on the perfect 2-matching polytope or on the TSP is the lexicographic order on the edges with the following order:
Denote by x * = (1, n, 2, n − 1, 3, n − 2, · · · ) the optimum for TSP, see Figure 5e ). The initial tour is going to be the cycle x 0 = (1, 2, . . . , n). We will construct by induction a monotone path with exponential length. We denote by L n the length of this monotone path. For n ≥ 4, assume that we have constructed these long monotone paths for k = 4, · · · , n − 1. Let us now construct the path of length L n .
Step 1: We first restrict to x 1,2 = 1. We can get to the optimum x 1 of this facet in at least L n−1 steps. Indeed if x is a (n − 1)-tour in the long path for n − 1 nodes, definex a n-tour by dividing node 1 into two nodes 1 and 2. The indices of the other nodes should be shifted by one accordingly. Recall that two 2-matchings are adjacent if and only if the symmetric difference of their edges defines a unique alternating cycle. Let x 1 and x 2 be two adjacent tours in the (n − 1)-perfect 2-matching. Then eitherx 1 andx 2 are adjacent in the n-perfect 2-matching orx 1 andx 2 are adjacent wherex 2 is the same tour asx 2 except the two nodes coming from the division of node 1 have been switched. We can therefore construct a path of length L n−1 corresponding to the same path for (n − 1)-tours. We then get from the corresponding end point to the optimum of the facet x 1,2 = 1 (see Figure 5a) ). These two tours might be distinct if we have to switch the two nodes coming from the division of node 1, which takes at most one step.
Step 2: We now get in two improving steps to the tour x 3 = (1, 4, 5, . . . , n−2, 3, 2, n−1, n) (see Figure 4 ). The edges of the current vertex
We now get to the tour x 2 = (2, n − 1, n, 1, 3, n − 2, n − 3, 4, 5, . . . , k) which uses all the edges of the form x i,n+1−i . Here k = n 2 + 1 if n ≡ 0 mod 4, k = n 2 if n ≡ 2 mod 4 and k = n+1 2 otherwise. This is an adjacent node because the symmetric difference of the graphs of the two tours has a unique alternating cycle (2, 1, 3, n, n−1, 4, 5, n−2, n−3, 6, 7, . . . k). The precise end of this alternating cycle depends on n mod 4. If n ≡ 0 mod 4, the ending of this cycle is (. . . , k − 2, k − 1, k + 2, k + 1, k). If n ≡ 2 mod 4, it is (. . . , k − 2, k − 1, k + 4, k + 3, k). For n ≡ 1 mod 4, it is (. . . , k −2, k +4, k +3, k −1, k, k +2, k +1, k) and for n ≡ 3 mod 4 it is (. . . , k+2, k+1, k+3, k+2, k). Because x 2 1,2 = 0, this is an improving step for the lexicographic order on the edges. Now use the alternating cycle (2, 3, 1, 4, n−3, n−4, 5, 6, n−5, n−6, . . . , k) to get to the neighbor tour x 3 = (1, 4, 5, . . . , n − 2, 3, 2, n − 1, n). More precisely, the ending of the alternating cycle is (. . . , k−3, k−2, k+1, k) if n ≡ 0 mod 4, (. . . , k−2, k+3, k+2, k−1, k) if n ≡ 2 mod 4, (. . . , k − 2, k − 1, k + 1, k) if n ≡ 1 mod 4 and (. . . , k − 2, k + 2, k + 1, k − 1, k) if n ≡ 3 mod 4. This is also an improving step because x 3 1,2 = x 3 1,3 = 0. Now we fix x n−1,2 = x 2,3 = x 3,n−2 = 1. We get to optimal tour of this facet (see Figure  5b )) in at least L n−3 steps, similarly to the technique used for the L n−1 long step: in the n-tour, nodes n − 1, 2, 3 and n − 2 will be merged together to obtain a (n − 3)-tour.
Step 3: Note that now {1, n} and {1, n − 1} are edges that will never be removed so we are restricted to the facet x 1,n = x 1,n−1 = 1. Merging together nodes 1, n, n − 1, the resulting (n − 2)-tour is exactly the tour given at the end of step 1 for n − 2 nodes. Apply Step 2 again to get to the next tour in at least 2 + L n−5 steps which is the optimum of the facet x 1,n = x 1,n−1 = x n−2,3 = x 3,4 = x 4,n−3 = 1 (see Figure 5c) ). Now, {2, n} and {2, n − 2} are edges that will never be removed so we are restricted to the facet x 2,n = x 2,n−2 = 1. With the same arguments, we progressively reconstruct the edges of the optimum x * in at least 2 + L n−7 + 2 + L n−9 + . . . steps. Once the red edges that belong to the optimum e) are inserted they will never be deleted.
Together, we have L n ≥ L n−1 +2+L n−3 +2+L n−5 +. . .+2+L k with k = 4 if n is odd and k = 5 otherwise. DefineL n byL 4 = 1,L 5 = 3 andL n =L n−1 +2+L n−3 +2+L n−5 +. . .+2+L k . Then L n ≥L n because L 4 ≥ 1 and L 5 ≥ 3. Furthermore,L n =L n−1 +L n−2 + 2 therefore note thatL n + 2 = F n is the Fibonacci sequence. Then L n ≥L n ≥ φ n √ 5 − 3.
Proof of Theorem 1.8. Recall that the vertices of the shortest path polytope are the paths from node say 1 to n (all nodes of the path should be distinct) and that two paths from 1 to n are adjacent if and only if the union of their graphs forms a unique cycle. Denote by x i,j the coordinate of the edge going from node i = n to j = 1 in a vertex x of the polytope. Similarly to the cost function used in Theorem 1.7 we use the linear function ψ = x 1,2 + αx 1,3 + . . . + α n−2 x 1,n + α n−1 x 2,3 + . . . + α 2n−4 x 2,n + . . . + α n 2 −3n+2 x n−1,n , so that the linear order is the lexicographic order on the edges {1, 2}, {1, 3}, . . . , {1, n}, {2, 3}, . . . , {2, n}, {3, 2}, {3, 4}, . . . , {3, n}, . . . , {n − 1, n} with a chosen small enough α > 0. We start from the path 1, 2, . . . , n which is the maximum value vertex for ψ. Denote by L n the length of the monotone path we will construct here by induction.
Step 1: Fix the edge x 1,2 = 1. This facet corresponds to the shortest path polytope on the complete graph K n−1 with nodes 2, 3, . . . , n. The objective function ψ is still the same lexicographic order on the edges of K n−1 . Then, by induction, we can get to path 1, 2, n in L n−1 monotone steps.
Step 2: We now get to the path 1, 3, 4, . . . , n which is a decreasing neighbor because we do not use the edge {1, 2} anymore. Similarly to Step 1, we get to path 1, 3, n in L n−2 monotone steps. Step 3: We are now going to go from path 1, 3, n to 1, 4, n, then to 1, 5, n etc... to 1, n − 1, n (see Figure 6 ). From the path 1, k, n where k ≥ 3 we get to the decreasing neighbor 1, k + 1, 2, 3, . . . , k − 1, k + 2, k + 3, . . . , n (see Figure 6 b)). Fixing edges x 1,k+1 = x k+1,2 = 1, this facet is equivalent to the shortest path on the complete graph K n−3 with nodes 2, 3, . . . , k − 1, k + 2, k + 3, . . . , n, starting in 2 and ending in n. We therefore get to path 1, k + 1, 2, n in L n−3 steps and then to path 1, k + 1, n in an improving step. We can repeat this operation n − 4 times until we reach path 1, n − 1, n. We finally get to path 1, n in one improving step. All together we get
constantC. The result follows.
Although the height of all the combinatorial polytopes above is exponential, several authors have shown that their monotone diameter can be short. For example Rispoli [26] showed that the monotone diameter of the Birkhoff polytope of vertices in S n is n 2 . Furthermore, he also proved that several matching polytopes [27] , the shortest path polytope [26] and the TSP [28] have linear monotone diameter.
We now give estimates for their pivot height for some specific pivot rules. For this we use an analysis of the number of basic feasible solutions (BFS) generated by the algorithm. The ideas we use are inspired from the work of Kitahara, Mizuno and co-authors (see [15] , [16] and [31] ).
Consider the following linear program in canonical form for a bounded polytope:
where A ∈ R m×n , m < n and A is a matrix with full row rank. For a given BFS x, let B and N denote the submatrices of A corresponding to basic and non-basic columns respectively. We split the objective function vector c and the variables x accordingly,
Definition 3.2. Define γ and δ respectively as the maximum and the minimum among the positive coordinates of all BFS. We also denote by ν and µ respectively the maximum and minimum among the 2 -norms of all possible edges.
In the paper [16] Kitahara and Mizuno proved that for Dantzig's pivot rule and the greatest (descent) improvement pivot rule, the number of steps is bounded by n mγ δ log m γ δ iterations. In [15] Kitahara, Matsui and Mizuno improved that result and obtained the following bound: (n − m) min{m, n − m} γ δ log min{m, n − m} γ δ . Here we provide a new bound for another very popular pivot rule, the steepest edge pivot rule. We remark that this bound is in general still exponential in the bit-size of the input, and that the constants are complicated to compute. For example, δ is NP-hard to compute in general (see [20] ).
Consider now a single step of steepest edge pivoting rule for the Simplex method. To simplify the argument, we assume that the current basis consists of the first m columns. If column q (q > m) is entering the basis and the column p is leaving the basis, then the next BFSx we encounter would be of the form
where θ is the length of the step, and η q N is one from the set of edge directions
Letc N denote the reduced cost vector for non-basic variables, sō
Denote by ζ q N the Euclidean norm of q−th edge, and W N a diagonal matrix whose diagonal elements are ζ q N . ζ q N = η q N 2 , W N = diag(ζ m+1 N , ..., ζ n N ). In the steepest edge Simplex algorithm, we determine our pivoting column by minimizing the normalized reduced cost i.e., choosingq such that q = arg minc q N /ζ q N .
Set Λ = −cq N /ζq N > 0. With all the notations above, Problem 3.1 can be rewritten as
Note that W −1 Nc N is the normalized reduced cost vector.
Lemma 1 of [16] gives an upper bound on the distance between the current objective value and the optimal value. The following lemma is an extension for the steepest edge pivoting rule. Lemma 3.3. Assume z * is the optimal value and x (t) the BFS generated at the t−th iteration, with the corresponding basic and non-basic columns B (t) , N (t) . Then we have
Proof. We decompose the optimal value z * with the current basis.
Using the definition of Λ (t) we get
where the last inequality results from the definition of ν.
The following theorem shows the decreasing rate of the gap between the optimal value and the objective value at iteration t. 
Proof.
The last inequality follows from Lemma 3.3. Rearranging the terms gives us the desired result.
Lemma 2 in the original paper [16] does not depend on pivoting rules, so it can be applied directly here. [16] ) If x (t) is not optimal, then there exists j ∈ B t , such that x (t) > 0, and for any k, x (k) satisfies
Combining the results from Theorem 3.4 and Lemma 3.5, we have the following lemma.
Lemma 3.6. If x (t) is not an optimal solution, then there existsj ∈ B t , such that x (t) j > 0 and becomes zero and stays zero after mγν δµ log m γ δ iterations.
Therefore, if k > mγν δµ log m γ δ , we would have x (t+k) j < δ. By the definition of δ, the lemma follows.
The event described in Lemma 3.6 can happen at most once for each variable. Since we have in total n variables, we have the following theorem. Here is another bound in terms of the sub-determinants of the input matrix A. In the following, we will denote by ∆ and λ respectively the maximum and minimum absolute value of non-zero determinants over the m × m sub-matrices of A. When the matrix A is totally unimodular, Corollary 3.9 gives a bound for the number of different BFS of n m √ 2m γ 2 δ 2 log m γ δ for the steepest edge rule. Remark that in this case we get a very similar bound to that given by Tano, Miyashiro and Kitahara [31] . In their paper they show that the number of different BFS with the generalized p-norm steepest edge rule is bounded by
In addition, when b is integral, Kitahara and Mizuno [16] derived from their result the bound n[m b 1 log(m b 1 )] on the number of different BFS generated by the simplex method with Dantzig's rule or the greatest improvement rule. Here we improve this result for different polytopes of interest and give the corresponding explicit polynomial bounds. Proof. We slightly change the proof of the result given by Kitahara and Mizuno [16] .
where ∆ (t) = − minc q N . If x i,j is the value for the edge from supply node i to demand node j, x * N (t) 1 ≤ x * 1 ≤ i,j x * i,j = S the total supply (or total demand). Similarly to the proof of Theorem 3.4, we use the above inequality to find
The number of different BFS is then at most n[ S δ log(m γ δ )]. As noted in [16] , since A is a totally unimodular matrix, δ is a positive integer, so δ ≥ 1. Denote by s i and v j the supply and demand at supply node i and demand node j respectively. Then γ = max x i,j ≤ min(max i s i , max j d j ) ≤ b ∞ . The proof follows.
Note that the proof of Corollary 3.10 gives the bound n x * 1 δ log m γ δ on the number of different BFS generated for Dantzig and greatest improvement pivot rules and a similar bound for the steepest edge pivot rule: n x * 1 ν δµ log m γ δ . We are now ready to use the above results to prove our bounds on several combinatorial polytopes.
Proof of Theorem 1.9 and Theorem 1.10. We prove the two theorems in parallel, as we only need to apply two different estimations to the same polytope for each item of the same index.
a) The fractional perfect matching polytope is a 0/ 1 2 /1 polytope so γ = 1 and δ = 1/2. Furthermore, x ∈ F P M is a vertex if and only if it is the union of a perfect matching M x given by the edges {e ∈ E, x e = 1} and a collection C x of disjoint cycles of odd length given by the edges {e ∈ E, x e = 1/2}. Then
where k 1 is the number of nodes in the odd length cycles and k 2 the number of nodes in the matching M x . Therefore x * 1 = |V | 2 . Now let us give bounds for µ and ν. For two vertices x 1 and x 2 and any edge e ∈ E, |(x 1 − x 2 ) e | ≤ 1. Then,
b) The fractional matching polytope is still a half integral polytope so γ = 1 and δ = 1/2.
Vertices are still the union of a perfect matching on M x given by the edges {e ∈ E, x e = 1} and disjoint odd-length cycles C x given by the edges {e ∈ E, x e = 1/2}. We have to add the n slack variables s i for the inequality at each node so
where the last term comes from the slack variables. Then, x * 1 ≤ |V |. The same arguments as above give µ ≥ 1/2 and ν ≤ 2|V |.
The next polytopes are 0/1 polytopes, therefore γ = δ = 1.
c) The Birkhoff polytope has exactly n positive edges then x 1 = n for any permutation
x. Two vertices x, y are adjacent on this polytope if the symmetric difference of their edges form a single alternating cycle of norm √ l where l is its length. Because the cycle is alternating, we have 4 ≤ l ≤ 2n and then µ = 2, ν = √ 2n.
d) For the shortest path polytope, there are n 2 − 3n + 3 variables and n − 2 slack variables for each node of indices 2 to n. A path of length l is represented by a vertex x where the positive slack variables are the variables for the nodes which are not visited by the path. Then x 1 = l + (n − 1 − l) = n − 1. Two paths are adjacent if the union of their edges contains a unique cycle. The norm of the corresponding direction is at least √ l where l is the length of this cycle and at most √ 2l where we consider the l possibly affected slack variables. Therefore µ ≥ √ 3 and ν ≤ √ 2n.
Monotone paths on Transportation polytopes
Exponentially-long simplex paths can be found even for very simple linear programs given by network flow problems using Dantzig's pivot rule [35] . Nevertheless, Orlin showed that for certain pivot rules, the network Simplex method runs in a polynomial number of pivots [23] .
Here we try to look at the case of transportation polytopes.
In the paper [4] , Borgwardt, De Loera and Finhold proved that the diameter of m × n transportation polytopes is bounded by the Hirsch bound m + n − 1. In this section we study the monotone diameter of this polytope. From any degenerate transportation we can derive a non-degenerate transportation polytope with greater or equal monotone diameter by perturbing the original polytope. We will therefore assume non-degeneracy in this section. Recall that for a non-degenerate transportation polytope P , x ∈ P is a vertex if and only if its support forms a spanning tree on the bipartite graph K m,n given by the m supply nodes and the n demand nodes (see references in [4] ). For a vertex x we will write s ∼ d when supply node s and demand node d are adjacent in the support graph of x.
Lemma 4.1. Let x * be the optimum of a n × m transportation polytope for a given linear functional c. Denote by c v,w the cost of the edge between vertex v and w. Let s 1 , s 2 , . . . , s k be k ≥ 2 supply nodes and d 1 , d 2 , . . . , d k demand nodes. If
Therefore, an edge between two vertices of the transportation polytope following the cycle s 1 d 1 s 2 d 2 . . . s k d k is an improving edge for the linear functional.
Proof. Let s and d be respectively a supply and demand node which are not adjacent in x * . Let s = x 0 , x 1 , x 2 , . . . , x l = d be the path from s to d in x * . By optimality of x * , entering the edge (s, d) into the spanning tree associated to x * will increase the cost function. In other words, the reduced cost of the variable (s, d) is positive i.e.,C s,d :
x l > 0, which gives us an inequality on the alternating cycle s = x 0 , x 1 , x 2 , . . . , x l = d.
We will add k inequalities of this type to obtain the desired inequality. More precisely, we will add the inequality resulting from the cycle given by adding the edge (s 2 , d 1 ) to x * , the cycle given by the edge (s 3 , d 2 ), etc... and the cycle given by (s 1 , d k ). We prove by induction on k that in the resulting sumC s 2 ,d 1 +C s 3 ,d 2 + . . . +C s 1 ,d k , terms cancel out to leave out −(c s 1 ,d 1 − c d 1 ,s 2 + c s 2 ,d 2 − c d 2 ,s 3 + . . . + c s k ,d k − c d k ,s 1 ), which will then be positive.
Denote by T the smallest subtree of the support spanning tree of x * containing the edges (s 1 , d 1 ), (s 2 , d 2 ), . . . , (s k , d k ). Without loss of generality, assume (s 1 , d 1 ) is a leaf in T . We are going to merge togetherC s 2 ,d 1 andC s 1 ,d k . The term −c s 1 ,d 1 appears exactly once in their sum, say inC s 1 ,d k . We can therefore write the two paths in x * from d 1 to s 2 and s 1 to d k by
Note that the path in x * from d k to s 2 is exactly q t q t−1 . . . q 1 v l p 1 p 2 . . . p r . Then the terms from the path
If k = 2, the above calculations directly give the desired resultC
Otherwise, we use the induction onC s 3 ∼d 2 +C s 4 ∼d 3 + . . . +C s 2 ∼d k and the result follows.
We now consider the case of a 2 × n transportation polytope. We denote the supply and demand nodes respectively by s 1 , s 2 and d 1 , . . . , d n . Consider a vertex of the 2 × n transportation polytope. Assuming that the transportation polytope is non-degenerate, we can partition the demand nodes in the following way:
• the set D 1 of demand nodes that are leaves adjacent to supply node s 1 only. • the set D 2 of demand nodes that are leaves adjacent to supply node s 2 only.
• the last demand node adjacent to s 1 and s 2 .
Proof of Theorem 1.11. We will show that from any vertex we can get to the optimum x * in at most n steps using only edges of the type given by Lemma 4.1.
Without loss of generality, assume d 1 is adjacent to the two supply nodes in x * , D 1 = {2, . . . , k} and D 1 = {k + 1, . . . , n}. We work by induction on n ≥ 1. The result is true for n = 1 and the monotone diameter is even 0 = n − 1 so now assume n > 1. Let x be the initial vertex of the transportation polytope. If any node d ∈ D 1 is a leaf incident to s 1 in x, likewise in x * , we may remove this node and set the supply of s 1 to S − D where S and D are respectively the supply at s 1 , and the demand at d. The new problem is non-degenerate with n − 1 demand nodes so the induction gives the desired result. The result similarly holds if a node in D 2 is a leaf adjacent to supply node 2.
We therefore assume that all nodes in D 1 are adjacent to supply node 2 and all nodes in D 1 are adjacent to supply node 1 in x. Let d the demand node adjacent to both supply nodes in x.
Case 1: d = d 1 We are in fact going to prove that only n − 1 steps are necessary to get to the optimum.
If D 1 and D 2 are not empty (see Figure 7b) ), without loss of generality, assume d ∈ D 1 and letd ∈ D 2 . We make the edge (s 2 ,d) enter the basis. The corresponding cycle in x is s 2 ds 1d with (s 2d ) and (s 1 , d) being two edges present in the optimum x * . By Lemma 4.1, this pivot reduces the cost function. Denote by x 2 the resulting vertex. The demand node of the edge which has been deleted, either (s 2 , d) or (s 1 ,d) is now a leaf in x 2 adjacent to the same supply node as in x * . Similarly to above, we can delete this demand node and we get the result by induction.
Otherwise, without loss of generality we can assume D 2 empty and D 1 = {2, . . . , n} (see Figure 8 ). s 2 is a leaf adjacent to d 1 in x * so the demand at d 1 is greater to the supply at s 2 . Then, in an admissible tree, d 1 cannot be a leaf adjacent to s 2 . Since d = d 1 , d 1 is a leaf and it has to be adjacent to s 1 in x. We make the variable (s 2 , d 1 ) enter the basis. The corresponding cycle is s 2 ds 1 d 1 and (s 1 , d) and (s 2 , d) are present edges in the optimum x * . By Lemma 4.1 this pivot is increasing. Denote by x 2 the new spanning tree. The potential leaving variables are only (s 1 , d 1 ) and (s 2 , d) but it cannot be (s 1 a leaf adjacent to s 2 in x 2 . Therefore, (s 2 , d) has been deleted and d is now a leaf adjacent to the correct supply node in x 2 so we can delete the demand leaf d. In x 2 , d 1 is now adjacent to both supply nodes and all other demand nodes are adjacent to s 2 . We enter the variable (s 1 , d 2 ) into the basis. The corresponding cycle s 1 d 1 s 2 d 2 is improving since (s 1 , d 2 ) and (s 2 , d 1 ) are in x * . Similarly to above, (s 1 , d 1 ) cannot be the leaving variable otherwise d 1 would become a leaf adjacent to s 2 . Therefore, in the new spanning tree x 2 , d 2 is a leaf adjacent to the correct supply node so we can delete it.
Note that in all pivot steps considered here we delete a demand node. In the new spanning tree, either d 1 is a leaf or D 1 or D 2 are null which are the cases we handled. The induction therefore holds and we can get to n = 1 in at most n − 1 steps. For n = 1 there is only one spanning tree which is the optimum. Case 2: d = d 1 We have already considered the case where D 1 or D 2 are empty so now assume this is not the case. Therefore d 2 ∈ D 1 and d 2 is a leaf adjacent to s 2 in x (see Figure 7c ).
We make the edge (s 1 , d 2 ) enter the basis. The corresponding cycle is s 1 d 1 s 2 d 2 . This is an improving cycle according to Lemma 4.1 given that edges (s 1 , d 2 ) and (s 2 , d 1 ) are present in x * . Denote by x 2 the new vertex of the polytope. Either edge (s 1 , d 1 ) or (s 2 , d 2 ) has been removed. If (s 2 , d 2 ) was removed, d 2 is a leaf in x 2 adjacent to s in x 2 , likewise in x * . Removing node d 2 therefore gives the result by induction. Otherwise, (s 1 , d 1 ) has been removed so in x 2 , the demand node adjacent to both supply nodes is now d 2 = d 1 and we use case 1.
We proved that the monotone diameter is ≤ n. The bound n can be attained potentially if there exists at least one vertex with d = d 1 and D 1 , D 2 non empty. This can only happen if n ≥ 3, otherwise the monotone diameter is n − 1. 
