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ABSTRACT
Existence of Global Solutions for Nonlinear
Magnetohydrodynamics with Finite Larmor Radius Corrections
Fariha Elsrrawi
We discuss the existence of global solutions to the MHD equations
where the effects of finite Larmor radius corrections are taken into ac-
count. Unlike the usual MHD, the pressure is a tensor and it depends
on not only the density but also the magnetic field. We show the ex-
istence of global solutions by the energy methods. Our techniques of
proof are based on the existence of local solution by Semigroups theory
and a priori estimates.
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Chapter 1
Introduction
Study of partial differential equations is of great importance in math-
ematics. Many applications in physics disscuced in mathematics are
described by second order hyperbolic, parabolic equations, when the
effects of dissipative mechanisms (such as viscosity, heat conduction,
etc.) are taken into account. Nonlinear partial differential equations,
and in particular the equations of fluid dynamics, are difficult to solve
analytically and are not possible to solve exactly. Asymptotic behavior
becomes important. We are interested in the global existence of so-
lutions of one-dimensional magnetohydrodynamics (MHD) equations
with finite Larmor raduis (FLR) corrections. We begin this chapter by
providing a background in magnetohydromagnetics (MHD) and then
extend our discussion to include finite Larmor corrections, gyro fluid
(Landau fluid) and the connection between the physics problems and
partial differential equations. After the basic concepts have been intro-
duced, and later in this chapter we discuss related work concerning the
existence of global solutions, and we introduce the preliminaries.
Magnetohydrodynamics (MHD) concerns the motion of conducting
fluids, such as charged particles in an electromagnetic field. It also has
an extensive range of applications in mathematics and physics. MHD
has been the subject of many studies by physicists and mathematicians
because of its environmental importance, rich phenomena, and mathe-
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matical challenges; see [1, 10, 16, 21]. It is treated as a subject in theo-
retical physics. When the magnetic field is strong, the charged particle
undergoes gyro motion and it affects the fluid motion. Gyro motion
comes into the fluid motion through the pressure tensor P. The radius
of gyro motion is called the Larmor radius. The fluid description with
the finite Larmor radius (FLR) effects is referred to as the gyro fluid, or
the Landau fluid, and such effects are reflected in the pressure and the
heat flux. Usually, in the MHD, the pressure (dependent on density) or
(as a function of density) is isotropic and scalar. On the other hand, in
the gyro fluid, the pressure is anisotropic and depends on both density
and the magnetic field. As a result, the pressure is no longer a scalar.
Instead, it is a tensor derived from the moment equations and it consists
of a gyrotropic and gyroviscous tensor. The gyrotropic part consists of
the pressure parallel and perpendicular to the magnetic field, and the
gyroviscous tensor is derived from the moment equations for pressure
by a Chapman-Enskog type expansion.
The main purpose of the present work is to show the existence of
global solutions (in time) to the initial value problem for a hyperbolic-
parabolic system. To establish the global solutions, we usually need
local solutions and a priori estimates. We show the local solutions by
constructing a sequence of approximation functions based on iteration.
We apply semigroup theory for linearized equations for a small time.
A semigroup can be used to solve a large class of evolution equations
and the energy estimate (energy method) is based on Gronwall’s in-
equality. A priori estimates refer to the fact that the estimates for the
solution are derived before the solution is known to exist. To obtain a
priori estimates, we make estimates on some terms using the Cauchy
Schwarz inequality. Lastly, we show the existence of global solutions
by extending the local solutions globally in time based on a priori esti-
mates of solutions and we study the asymptotic behavior of solutions.
2
In recent years, the physical models have been studied from a math-
ematical point of view. As far as the derivation of gyro fluid is con-
cerned, Chew, Goldberger, and Low [2] proposed the gyrotropic ten-
sor. With no collision term, they deduced that the lowest order form
of the plasma pressure can be expressed in terms of pressures paral-
lel and perpendicular to the magnetic field. The gyroviscous tensor
was first introduced by Thompson [26] and an improvement was made
by Yajima [28], Khanna and Rajaram [15]. The general form of the
gyroviscous tensor was derived by Hsu, Hazeltine, and Morrison [9].
Recently, Ramos [23] discussed the heat flux terms for the gyro fluid,
and Passot and Sulem [20] discussed the closure relations for the gyro
fluid. There are related papers that have been investigated by a num-
ber of authors that show the existence of solutions for MHD. Chen
and Wang [1] showed the existence of global solutions to the piston
problem. They considered a fundamental problem of the MHD fluid
flow with the pressure P = P(ρ,θ), where ρ is a density and θ is a
temperature. Additionally, they transformed the free boundary value
problem into Lagrangian coordinates and established the existence and
uniqueness of global solutions to the initial-boundary value problem
with large initial data in H1. Moreover, the existence of local solutions
was based on the Banach theorem and the contractivity of the operator
defined by the linearization of the problem on a small time interval.
Hu and Wang [10] obtained the existence of global weak solutions
for MHD equations in three dimensions by using an approximation
scheme based on the Faedo-Galerkin method. Matsumura and Nishida
[18] treated the initial value problem for equations of motion of vis-
cous and heat conductive gases in three dimensions, and they obtained
the existence of global solutions in H3 with a method based on iteration
and the energy method. Many applications of the energy method are
discussed in Matsumura and Nishihara [19]. Slemrod [24] proved the
existence of global solutions for nonlinear thermoelasticity with initial
data sufficiently small and smooth in one dimension by applying the
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contraction mapping theorem for the existence of local solutions.
In this regard, the existence of a global solution to partial differential
equations of hyperbolic-parabolic type has received much attention in
the last few decades by [4, 6, 11, 12, 22, 25]. Another method for ob-
taining the existence of solutions is by the difference approximation
of solutions, see Hoff [7]. Some authors have succeeded to prove the
global existence, uniqueness and asymptotic stability of smooth solu-
tions for the physical systems, e-g. equations of compressible viscous
fluids, see Hoff and Khodja [8] Kawashima and Okada [14].
Further, we are interested in the behavior of solutions as time tends
to infinity. The asymptotic behavior of solutions of the Cauchy prob-
lem has been studied in several dimensions in [5, 8, 10, 13, 18, 24].
The Hs global existence and time-decay rate of strong solutions were
obtained in whole space by Matsumura and Nishida [18]. Isentropic
Navier-Stokes equations has been examined in [12]. The compress-
ible Navier–Stokes system describing the one-dimensional motion of
a viscous heat-conducting perfect polytropic gas in unbounded do-
mains was studied in [17]. The long time behavior for general multi-
dimensional hyperbolic-parabolic systems was studied in [13] with Hs
time-decay rate of solutions.
We organize the rest of this thesis as follows. Chapter 2 presents a
derivation of the equations of nonlinear Landau fluid in one dimension.
Chapter 3 shows the existence of the local solutions in small time. In
Chapter 4, we establish a priori estimates. In Chapter 5, the existence
of global solutions is proved by extending the local solutions in time
based on a priori estimates and we show the asymptotic behavior of
solutions.
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Notation and Preliminaries
Throughout this thesis, we introduce some notations for later use. Let
Ω is a bounded domain in Rn.
Definition
For integer 1 < p < ∞, Lp(Ω) the space of measurable functions f on
Ω whose p-th powers are integrable with the norm
‖ f‖Lp =
(∫
Ω
| f (x)|pdx
) 1
p
< ∞,
when p= 2, we write ‖·‖ instead of ‖·‖L2.
For p = ∞, the space L∞(Ω) is the set of all measurable functions f
from Ω to R which are essentially bounded, i.e. bounded up to a set of
measure zero, with norm
‖ f‖∞ = ess sup
0≤t≤T
| f |.
Or
‖ f‖L∞ = inf{C ≥ 0 : | f (x)| ≤C for alomost all x ∈Ω}
Definition
Hk denotes the space of functions all of whose derivatives of order < k
belong to L2(Ω)
Hk =
{
f ∈ L2 : Dk−1 ∈ L2
}
,
with norm
‖ f‖k =
(
f : ∑
α≤k
∫
Ω
|Dα f |pdx
) 1
p
,
we will denote ‖·‖2 is the H2 norm.
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Definition
Cm(Ω) is the space of the real valued functions on Ω that are m-times
continuously differentiate.
Cm(Ω) = { f :C(Ω) : Dα f ∈C(Ω) for all |α| ≤ m} .
C∞ is the space of infinitely differentiable functions in Ω.
C∞(Ω) = { f :C(Ω) : Dα f ∈C(Ω) for all α} ,
and
C∞0 (Ω) = { f :C∞(Ω) : supp( f ) is compact} .
Cauchy’s inequality with ε
ab≤ εa2+ b
2
4ε
(a,b> 0,ε > 0.).
Cauchy-Schwarz inequality
|x · y| ≤ |x||y| (x,y ∈ Rn).
Definition
Afunction f : Rn→ R is called convex provided
f (ax+(1−a)y)≤ a f (x)+(1−a) f (y),
for all x,y ∈ Rn and each 0≤ a≤ 1.
Gronwall’s inequality
Let f (t) be a nonnegative, absolutaley continuous function on [0,T ]
which satisfies for a.e t the differential inequality
f ′(t)≤ g(t) f (t)+ k(t),
where g(t) and k(t) are nonnegative, summable functions on [0,T ]
Then
f (t)≤ exp
∫ t
0
g(s)ds
[
f (0)+
∫ t
0
k(s)ds
]
for all 06 t 6 T.
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Definition
Let f real valued function on the interval and a= x0 < x1 < · · ·< xn= b
a partition of [a,b].
Define
p( f , p) =
k
∑
i=1
[ f (xi)− f (xi−1)]+ ,
n( f , p) =
k
∑
i=1
[ f (xi)− f (xi−1)]− ,
v( f , p) = p+n=
n
∑
i=1
| f (xi)− f (xi−1)|.
Total Variation
TV ( f ) = sup{ v( f , p) | p is a partation of [a,b] },
Bounded Variation
If TV ( f[a,b])< ∞, we say f is of a bounded variation over [a,b].
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Chapter 2
Derivation of Landau Fluid Equations
2.1 Derivation
In this chapter, we look at the model for describing Landau fluid, which
we derive from the following MHD equations in three dimensions; see
for example [10]:
ρt+∇ · (uρ) = 0,
(ρu)t+∇ · (ρu⊗u)+∇ ·P= (∇×b)×b+µ∆u+(λ +µ)∇(∇ ·u),
bt−∇× (u×b) =−∇× (ν∇×b), ∇ ·b= 0.
(2.1)
In the above system ρ is a density, u = 〈u1,u2,u3〉 is a velocity, ∇ is
the gradient operator,⊗ denotes the Kronecker tensor product, µ,λ are
viscosity coefficients, b = 〈b1,b2,b3〉 is the magnetic field, and ν > 0
is the magnetic diffusivity acting as a magnetic diffusion coefficient of
the magnetic field. The viscosity coefficients satisfy
µ > 0, 2µ+3λ > 0.
Usually, we refer to the first equation in (2.1) as the continuity equa-
tion, the second as the momentum equation, and the third as the mag-
netic field equation (called induction equation).
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The magnetic field consists of the large ambient field oriented in the
x-direction and small perturbation.
Equations for MHD are based on neglecting the displacement current
in Maxwell’s equations [1, 2, 9, 10]. It is well-known that the electro-
magnetic fields are governed by Maxwell’s equations. Furthermore, it
is convenient to write the electric field in terms of the magnetic field b
and the velocity u,
E = ν∇×b−u×b.
By Hu and Wang [10], although the electric field E does not show up in
(2.1), by the moving conductive flow in the magnetic field, this causes
E to appear in the previous relation.
For any motion of the fluid there is a function P(x, t) called the pres-
sure. In the gyro fluid we assume that the pressure term P has the form
P= P0+P1,
where P0 and P1 are called the gyrotropic tensor and the gyroviscosity
tensor, respectively. For P0, Chew, Goldberger and Low (CGL) [2]
made no assumption that the pressure is a scalar, and they deduced that
the lowest order form of the plasma pressure can be expressed in terms
of pressures parallel and perpendicular to the magnetic field.
P0 = p⊥(I− bˆ⊗ bˆ)+ pqbˆ⊗ bˆ,
where p⊥ is the perpendicular pressure, pq is the parallel pressure, I is
the identity matrix, and bˆ is the unit vector in the direction of b.
Kulsrud [16] observed that the perpendicular pressure is propotioanl to
B
v
,
and parallel pressure is propotioanal to
1
v3B2
,
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i.e.,
p⊥ ∝
B
v
, pq ∝
1
v3B2
,
where v= 1ρ , v is specific volume, and B=
√
∑3i=1b2i is the magni-
tude of the magnetic field. Based on Kulsrud’s observation, we use
p⊥ =
B
v
, pq =
1
v3B2
.
These pressure laws can be interpretated in terms of the known behav-
ior of individual charged particles in a strong magnetic field.
The gyroviscosity tensor P1 (Finite Larmor radius correction (FLR))
is derived from ten moment equations, where the pressure tensor P
satisfies
d
dt
P+∇ ·uP+(P ·∇)u+(P ·∇u)T + e
m
[ b×P−P×b ] = 0.
We write the above relation in the following way[
P× bˆ+Tr]= 1
Ω
[
d
dt
P+P∇ ·u+P ·∇u+(P ·u)T
]
, (2.2)
where Tr =−bˆ×P is the transpose of P× bˆ and
d
dt
=
∂
∂ t
+u ·∇,
denotes the convective derivative, Ω = σB0mc is the gyrofrequency,
where σ is the electron charge, m is the mass of particle, c is the
speed of light, and B0 is the constant ambient field assumed to be ori-
ented in the x direction and approximately equal to B. In the gyro fluid,
Ω is large. If we assume P0 = O(1) and P1 = O( 1Ω), then from (2.2)
we obtain[
P1× bˆ+Tr
]
≈ 1
Ω
[
d
dt
P0+P0∇ ·u+P0 ·∇u+(P0 ·∇u)T
]
.
10
Solving the above equation for P1, Hsu, Hazeltine and Morrison [9]
obtained
P1 =
1
4Ω
{bˆ× Sˆ · (I+3bˆbˆ)+ [bˆ× Sˆ · (I+3bˆbˆ)]T},
where
Sˆ=
(
∂
∂ t
+u ·∇
)
P0+
[
(P0 ·∇u)+Tr
]
.
So,
P1 =
1
4Ω
(pq− p⊥){bˆ× (bˆ ·∇u bˆ) · (I+3 bˆ bˆ)− (I+3 bˆ bˆ) · (bˆ ·∇u bˆ)T × bˆ}
+
1
4Ω
{p⊥bˆ×
(
∇u+(∇u)T
) · (I+3 bˆ bˆ)+4(pq− p⊥) bˆ× (∇u)T · bˆ bˆ}
+
1
4Ω
{−p⊥(I+3 bˆ bˆ)
(
∇u+(∇u)T
)× bˆ−4(pq− p⊥) bˆ bˆ ·∇u× bˆ},
Thus, we can obtain after a straightforward computation that, we have
P1 =

(pq−p⊥)
Ω [4bˆ1
2bˆ2u3x−4bˆ12bˆ3u2x]
+ p⊥4Ω [2(1+3bˆ1
2)bˆ2u3x−2(1+3bˆ12)bˆ3u2x]
(pq−p⊥)
Ω [2bˆ1
2bˆ3u1x−2bˆ13u3x−2bˆ1bˆ2bˆ3u2x+2bˆ1bˆ22u3x]
+ p⊥4Ω [2(1+3bˆ1
2)bˆ3u1x+3bˆ1bˆ3u3x
−(1+3bˆ12)bˆ1u3x+3bˆ1bˆ2u3x]
(pq−p⊥)
Ω [2bˆ1bˆ2bˆ3u3x−2bˆ1bˆ32u2x−2bˆ12bˆ2u1x+2bˆ13u2x]
+ p⊥4Ω [(1+3bˆ1
2)bˆ1u2x−2(1+3bˆ12)bˆ2u1x
+3bˆ1bˆ22u3x+3bˆ1bˆ32u2x]

.
We discuss one dimensional motion, only the first column will be re-
veal after we take the divergence of P1 the second and third column will
be zero, and we reduced P1 term as P1 = O(|b1||∇u|)+O(|q||∇u|),
where
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O(|b1|∇u) =

0
−2pq
Ω bˆ1
3u3x+
2p⊥
Ω bˆ1
3u3x+
−p⊥
4Ω (1+3bˆ1
2)bˆ1u3x
2pq
Ω bˆ1
3u2x− 2p⊥Ω bˆ13u2x+ p⊥4Ω(1+3bˆ12)bˆ1u2x
 ,
O(|q||∇u|) =

(pq−p⊥)
Ω [4bˆ1
2bˆ2u3x−4bˆ12bˆ3u2x]
+ p⊥4Ω [2(1+3bˆ1
2)bˆ2u3x−2(1+3bˆ12)bˆ3u2x]
(pq−p⊥)
Ω [2bˆ1
2bˆ3u1x−2bˆ1bˆ2bˆ3u2x+2bˆ1bˆ22u3x]
+ p⊥4Ω [2(1+3bˆ1
2)bˆ3u1x+3bˆ1bˆ3u3x+3bˆ1bˆ2u3x]
(pq−p⊥)
Ω [2bˆ1bˆ2bˆ3u3x−2bˆ1bˆ32u2x−2bˆ12bˆ2u1x]
+ p⊥4Ω [(1+3bˆ1
2)bˆ1u2x−2(1+3bˆ12)bˆ2u1x
+3bˆ1bˆ22u3x+3bˆ1bˆ32u2x],

,
and q= 〈b2,b3〉.
The gyrovisous terms are dispersive as discussed in [21] and [28].
So, gyroviscosity becomes important when the Larmor radius of the
ions becomes finite (but still small compared to the size of a fluid el-
ement), where O(|b1||∇u|) is the central part of the gyroviscous term
(i.e. this term depends only on b1) and O(|q||∇u|) is a small correction
part and a tensor.
In the one dimensional case, because the constraint ∇ · b = 0 implies
that b1 is a constant and based on non-dimensionialzation, we may set
b1 = 1 without loss of generality. Equation (2.1) reduces to
ρt+(u1ρ)x = 0, (2.3)
12
ρu1tu2t
u3t
+u1
u1xu2x
u3x
+

 p⊥(1− bˆ21)+ pqbˆ21−p⊥bˆ1bˆ2+ pqbˆ1bˆ2
−p⊥bˆ1bˆ3+ pqbˆ1bˆ3
+
 01
Ω(p⊥−2pq)u3xv
− 1Ω(p⊥−2pq)u2xv


x
+
b2b2y+b3b3y−b1b2y
−b1b3y
=
u1xu2x
u3x

x
,
(2.4)
qt+(u1q−w)x = (νqx)x, ν = 1, (2.5)
where
w=
[
u2
u3
]
q=
[
b2
b3
]
,
Next, we show the derivation of our equations with Lagrangian vari-
ables (y;T ), we do change of variables (x; t)→ (y;T ) such that y =
y(x;T ), where yx = ρ, yt =−ρ u1, y(0;0) = 0.
Here
Xt = XT
∂T
∂ t
+Xy
∂y
∂ t
= XT −ρu1Xy
Xx = XT
∂T
∂x
+Xy
∂y
∂x
= ρXy
Where X is a function of u,v or q. By equation of (2.3). we set
y(x; t) =
∫ x
0
ρ(ξ , t) dξ .
Then, we differentiate the above equation with respect to y.
1 = ρ
∂x
∂y
(2.6)
Then, we differentiate equation (2.6) with respect to t, we have
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0 = ρt
∂x
∂y
+ρ
∂ 2x
∂y∂ t
, (2.7)
where
∂x
∂ t
= u1 and v=
1
ρ
.
So, equation (2.7) yields
0 =
(
1
v
)
t
∂x
∂y
+
1
v
∂
∂y
(
∂x
∂ t
)
.
Take the derivative of the first term of the above equation, we have
vt−u1y = 0.
Therefore, we obtain the first equation of the system.
ut+u1ux = uT +uy · ∂y∂ t +u1
∂u
∂y
· ∂y
∂x
= uT . (2.8)
We can derive the equations of magnetic field from the equation (2.5)
and we follow the same calculations we did in (2.8).
We convert the equation (2.3), (2.4) and (2.5) to the Lagrangian coor-
dinates so that there are no convective derivatives. This is because we
take into account the fact that the fluid is moving and that the positions
of the fluid particles change with time.
Going back from T to t, we assemble the equations in Lagrangian co-
ordinates as follows:
vt−u1y = 0, (2.9)
u1t+(p⊥(1− bˆ21)+ pqbˆ21)y+
(
1
2
(b22+b
2
3)
)
y
=
(u1y
v
)
y
, (2.10)
14
u2t+(−p⊥bˆ1bˆ2+ pqbˆ1bˆ2)y+(−b2)y =
(
u2y
v
+
1
Ω
(p⊥−2pq)
u3y
v
)
y
,
(2.11)
u3t+(−p⊥bˆ1bˆ3+ pqbˆ1bˆ3)y+(−b3)y =
(
u3y
v
− 1
Ω
(p⊥−2pq)
u2y
v
)
y
,
(2.12)
(vb2)t+(−u2)y =
(
b2y
v
)
y
, (2.13)
(vb3)t+(−u3)y =
(
b3y
v
)
y
. (2.14)
We discuss the Cauchy problem for the above equations with the initial
data
(u,v− v¯,q)(0) = (u0,v0− v¯,q0), (2.15)
we consider u= u(y, t),v= v(y, t) and q= q(y, t) to be unknown func-
tions of t and y, where t > 0 and y ∈ R, the initial data where v ap-
proaches a positive constant v¯ > 0 as y→±∞, and the magnetic field
b approaches (1, 0, 0) as y→±∞.
For this purpose we define the Banach space X(J) as follows.
X(J)=

(u,v− v¯,q) ∈C0(J,H2);
(u,v,q); uy,qy ∈ L2(J;H2);
vy ∈ L2(J;H1);
sup‖(u,v− v¯,q)(t)‖2 ≤M, inf v(y, t)≥ m, M,m> 0,
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where J= [0,T ] is the time interval, ‖·‖2 is the H2 norm, and we denote
L2 norm by ‖·‖.
2.2 Hyperbolicity of the first order terms
In this section, we show that the equations (2.9)-(2.15) are hyperbolic.
The initial value problem of the system of equations (2.9)-(2.15) are
equivalent to the first order system.
v
u1
u2
u3
b2
b3

t
= A

v
u1
u2
u3
b2
b3

y
,
where A is the operator defined by the matrix of the coefficients of the
linear terms of the system (2.9)-(2.14).
A=

0 −1 0 0 0 0
−(B2−1)
v2B − 3v4B4 0 0 0 (
(B2+1)b2
vB3 − 4b2v3B6 +b2) (
(B2+1)b3
vB3 − 4b3v3B6 +b3)
( b2v2B− 3b2v4B4 ) 0 0 0 (
b22
vB3 −
4b22
v3B6 − 1vB+ 1v3B4 −1) (b2b3vB3 − 4b2b3v3B6 )
( b3v2B− 3b3v4B4 ) 0 0 0 (b2b3vB3 − 4b2b3v3B6 ) (
b23
vB3 −
4b23
v3B6 − 1vB+ 1v3B4 −1)
0 0 −1v 0 0 0
0 0 0 −1v 0 0

.
Since b2 and b3 are very small, we can assume that b2 = 0 and b3 =
0, with B= 1. Then, matrix A becomes
A=

0 −1 0 0 0 0
−3
v4 0 0 0 0 0
0 0 0 0 −1v +
1
v3 −1 0
0 0 0 0 0 −1v +
1
v3 −1
0 0 −1v 0 0 0
0 0 0 −1v 0 0

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and
|A−λ I|=
∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ −1 0 0 0 0
−3
v4 −λ 0 0 0 0
0 0 −λ 0 −1v + 1v3 −1 0
0 0 0 −λ 0 −1v + 1v3 −1
0 0 −1v 0 −λ 0
0 0 0 −1v 0 −λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣−λ −1−3
v4 −λ
∣∣∣∣
∣∣∣∣∣∣∣∣∣
−λ 0 −1v + 1v3 −1 0
0 −λ 0 −1v + 1v3 −1−1
v 0 −λ 0
0 −1v 0 −λ
∣∣∣∣∣∣∣∣∣ .
The eigenvalues λ are the solutions of the charactristic polynomial
|A−λ I|= det(A−λ I) = 0,(
λ 2− 3
v4
)(
λ 2− 1
v
(
1
v
− 1
v3
+1)
)2
= 0.
It follows the eigenvalues of the system are
λ1,2 =±
(
3
v4
)1
2
and
λ3,4,5,6 =±
(
1
v2
− 1
v4
+
1
v
)1
2
Moreover, the eigenvalues are real numbers. The system is hyperbolic
provided
( 1
v2 − 1v4 + 1v
)
is a positive number.
Therefore, the eigenvectors corresponding to the eigenvalues λ of A
17
such that (A−λ I)X = 0 are
X1 =

1
−( 3v4 )
1
2
0
0
0
0

, X2 =

1
( 3v4 )
1
2
0
0
0
0

,
X3 =

0
0
−(1− 1v2 + v)
1
2
0
1
0

, X4 =

0
0
0
(1− 1v2 + v)
1
2
0
1

,
X5 =

0
0
(1− 1v2 + v)
1
2
0
1
0

, X6 =

0
0
0
−(1− 1v2 + v)
1
2
0
1

.
18
Chapter 3
Existence of Local Solutions
In this chapter, we show the proof of the existence of local solutions
by constructing a sequence of functions that converges to a function
satisfying the Cauchy problem. This method gives a sequence of ap-
proximations to the solution (u,v,q) where the n-th approximation is
obtained from one or more previous approximation(s). We linearize
(2.9)-(2.14) and consider the following iteration.
v(n)t −u(n−1)1y = 0, (3.1)
u(n)1t +
(
p(n−1)⊥ (1− (bˆ1(n−1))2)+ p
(n−1)
q (bˆ1
(n−1)
)2
)
y
+
(
1
2
(b(n−1)2 )
2+(b(n−1)3 )
2
)
y
=
 u(n)1y
v(n−1)

y
,
(3.2)
u(n)2t +
(
−p(n−1)⊥ bˆ1(n−1)bˆ2(n−1)+ p
(n−1)
q bˆ1
(n−1)bˆ2(n−1)
)
y
+(−b(n−1)2 )y =
 u(n)2y
v(n−1)
+
1
Ω
(p(n−1)⊥ −2p
(n−1)
q )
u(n)3y
v(n−1)

y
,
(3.3)
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u(n)3t +
(
−p(n−1)⊥ bˆ1(n−1)bˆ3(n−1)+ p
(n−1)
q bˆ1
(n−1)bˆ3(n−1)
)
y
+(−b(n−1)3 )y =
 u(n)3y
v(n−1)
− 1
Ω
(p(n−1)⊥ −2p
(n−1)
q )
u(n)2y
v(n−1)

y
,
(3.4)
(v(n−1)b(n)2 )t+(−u(n−1)2 )y =
(
1
v(n−1)
b(n)2y
)
y
, (3.5)
(v(n−1)b(n)3 )t+(−u(n−1)3 )y =
(
1
v(n−1)
b(n)3y
)
y
. (3.6)
We prove the existence of solutions for the linearized equations by
semigroup theory. Since it is cumbersome to carry the superscripts
(n),(n−1), we drop them for simplicity. However, we may place the
superscripts if it is necessary. Also for (n− 1) and the initial data
circumvent the problem with the lack of regularity, we approximate
v(n−1), u0, q(n−1) and g(n−1) by smooth functions {vl}∞l=1,{u0l}∞l=1,
{ql}∞l=1 and {gl}∞l=1 satisfying (3.7), (3.8).

u0l ∈C∞0 and u0l→ u0 strongly in H2,
vl− v¯ ∈C1(J;C∞0 ),
vl− v¯→ v(n−1)− v¯ strongly in C0(J;H2)∩C1(J;H1),
ql ∈C1(J;C∞0 ), ql→ q(n−1) strongly in H2,
gl ∈C0(J;C∞0 ), gl→ g(n−1) strongly in C0(J;L2),
(3.7)
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
sup‖(vl− v¯,ul,ql)(t)‖2 ≤M, inf (vl)(y, t)≥ m,
‖u0l‖2 ≤ ‖u0‖2, sup‖gl(t)‖ ≤ sup‖g(n−1)(t)‖.
(3.8)
For example, g(n−1)(t) of equation (3.2) is
g(n−1)(t) =−
[
p(n−1)⊥ (1− bˆ
2(n−1)
1 )+ p
(n−1)
q bˆ
2(n−1)
1
]
y
−
[
1
2
(
b2(n−1)2 +b
2(n−1)
3
)]
y
.
Theorem 1. Existence and Energy Estimates for Linearized equations
For each m > 0 and M > 0 there exist T > 0 and C depending on m
and M, such that U ∈C0(J;H2) and that the initial value problem with
the initial data (u0,v0− v¯,q0) for linearized equations (3.1)-(3.6) have
unique solution satisfying the following energy estimiates.

‖(u,q)(t)‖22 ≤ expC(m,M)t
(‖(u,q)(0)‖22+C(m,M)∫ t0‖g‖21dτ) ,∫ t
0‖(uy,qy)(τ)‖22dτ ≤ expC(m,M)t
(‖(u,q)(0)‖22+C(m,M)∫ t0‖g‖21dτ) ,
‖v(t)‖22 ≤ expCt
(‖v(0)‖22+ ∫ t0‖h‖21dτ) ,
(3.9)
where g and h are known functions belonging to X(J).
Proof. We use semigroup theory on a linear system of equations (3.1)-
(3.6) and apply Gronwall’s inequality to obtain the energy estimates
(3.9).
Equations (3.2)-(3.6), except (3.1), can be expressed as system of equa-
tions that have the following form
21
zt+A(z(l))z= g(l),
where z represents u or q in our calculations and A(z(l))z is an ellip-
tic operator. For z= (u1,u2,u3), A(z(l))z maybe given by
A(z(l))z=


1
vl
0 0
0 1vl
1
Ω v(pl⊥−2plq)
0 −1Ω vl (pl⊥−2plq) 1vl

u1u2
u3

y

y
.
We treat u1,u2 and u3 as the main part for the second order terms of
A(z(l))z and the other terms of P1 are small and does not effect the
ellipticity of the operator. Since there is a constant γ > 0 such that
A(z(l)) satisfies
3
∑
i=1
3
∑
j=1
Ai j ϕiϕ j ≥ γ |ϕ|2,where ϕ ∈ R, (3.10)
by semigroup theory the solution exists for U.
For the energy estimates, we show the estimates for u1 and v, since the
analysis of u2,u3 and q can be carried out in a similar way. For u1
equation (3.2) after the modifications can be expressed as
u1t−
(
u1y
vl
)
y
= g(l), (3.11)
where vl,gl are the sequences defined in (3.7) and (3.8).
First, we shall obtain the energy estimates for linear equations. We first
show the estimate (3.9) under the assumptions thatUl satisfies (3.7) and
(3.8) and that U is a solution of (3.11) and satisfying (3.7).
We multiply equation (3.11) by u1 and integrate with respect to y by
using integration by parts on the left hand-side. We obtain∫
R
1
2
(u21)tdy−
∫
R
u1
(
u1y
vl
)
y
dy=
∫
R
u1gldy.
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We estimate the term on right-hand side of the above equation by the
Cauchy inequality. This gives
d
dt
(∫
R
1
2
u21dy
)
+
∫
R
u21y
vl
dy≤
∫
R
|u1||gl|dy,
where sup‖vl− v¯‖1 ≤M. We then integrate the above inequality with
respect to t. By using the Cauchy Schwarz inequality on the term on
the right-hand side, we obtain
‖u1(t)‖2+θ(M)
∫ t
0
‖u1y‖2dτ ≤ ‖u1(0)‖2+ 12
∫ t
0
(
‖u1‖2+‖gl‖2
)
dτ,
(3.12)
where θ(M)> 0.
Next, we show the estimate for u1y. We multiply equation (3.11) by
−u1yy and integrate with respect to y; we obtain
−
∫
R
u1yyu1tdy+
∫
R
u1yy
(
u1y
vl
)
y
dy=−
∫
R
u1yygldy.
Taking the first derivative with respect to y of the second term on the
left-hand side and applying the Cauchy inequality of the term on the
right-hand side of the above equation, yields∫
R
1
2
(u21y)tdy+
∫
R
u1yy
(
u1yy
vl
− u1yvly
v2l
)
dy=
∫
R
|u1yygl|dy,
Equivalently, we have
d
dt
(∫
R
1
2
u21ydy
)
+
∫
R
u21yy
vl
dy≤
∫
R
u1yu1yyvly
v2l
dy+
∫
R
|u1yy||gl|dy.
(3.13)
Next, by using the Cauchy Schwarz inequality of the first term on the
right-hand side of the above equation, we have
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|
∫
R
u1yu1yyvly
v2l
dy| ≤ ε
∫
R
u21yydy+
C
ε
∫
R
|u1y|2|vly|2
v4l
≤ ε
∫
R
u21yydy+
C
εm4
|u1y|2∞
∫
R
v2lydy
≤ ε
∫
R
u21yydy+
C(m,M)
ε2
∫
R
‖u1y‖‖u1yy‖dy
≤ ε
∫
R
u21yydy+
C(m,M)
ε2
∫
R
|u1y|2dy.
By integrating equation (3.13) with respect to t, after some straightfor-
ward steps we obtain
‖u1y(t)‖2+θ(M)‖u1yy‖2 ≤ ‖u1y(0)‖2+C(m,M)ε2
(
‖u1y‖2+‖gl‖2
)
.
(3.14)
Next, we show the estimate for u1yy. We differentiate equation (3.11)
in y and multiply by −u1yyy, then we integrate with respect to y, and
obtain
−
∫
R
u1yyyu1tydy+
∫
R
u1yyy
(
u1y
vl
)
yy
dy=−
∫
R
u1yyyglydy.
By taking the second derivative with respect to y of the second term on
the left-hand side, we have
∫
R
u1tyyu1yydy+
∫
R
u1yyy
(
u1yyy
vl
− 2u1yyvly
v2l
− u1yvlyy
v2l
− 2u1yv
2
ly
v3l
)
dy
=−
∫
R
u1yyyglydy.
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Then, we integrate the above equation with respect to t, and obtain
∫ t
0
∫
R
(
1
2
u1yy
)2
t
dydτ+
∫ t
0
∫
R
u21yyy
vl
dydτ
≤
∫ t
0
∫
R
2u1yyvyu1yyy
v2l
dydτ+
∫ t
0
∫
R
2u1yv2lyu1yyy
v3l
dydτ
+
∫ t
0
∫
R
u1yvlyyu1yyy
v2l
dydτ+
∫ t
0
∫
R
(
1
2
|u1yyy|2+ 12 |gly|
)
dydτ.
(3.15)
We estimate the terms on the right-hand side from the above equation
by using the Cauchy Schwarz inequality. We estimate the third term as
follows.
∫ t
0
∫
R
u1yvlyyu1yyy
v2l
dydτ
≤ ε
∫ t
0
∫
R
u21yyydydτ+
C(m,M)
ε
∫ t
0
‖u1y‖2‖u1yy‖2dτ.
Equation (3.15) becomes
‖u1yy(t)‖2+θ(M)
∫ t
0
‖u1yyy‖2dτ
≤ ‖u1yy(0)‖2+C(m,M)ε
∫ t
0
(
‖u1yy‖2+‖gly‖2
)
dτ.
(3.16)
We combine equation (3.12), (3.14) and (3.16). After some straight-
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forward steps we obtain
‖u1(t)‖2+‖u1y(t)‖2+‖u1yy(t)‖2
+θ(M)
∫ t
0
‖u1y‖2dτ+θ(M)
∫ t
0
‖u1yy‖2dτ+θ(M)
∫ t
0
‖u1yyy‖2dτ
≤ ‖u1(0)‖2+‖u1y(0)‖2+‖u1yy(0)‖2
+
C(m,M)
ε
∫ t
0
[
‖u1‖2+‖u1y‖2+‖u1yy‖2+‖gl‖2+‖gly‖2
]
dτ.
We have similar way to estimate u2 and u3.Then, Gronwall’s inequality
implies that
‖u(t)‖22 ≤ expC(m,M)t
[
‖u(0)‖22+C(m,M)
∫ t
0
(
‖gl‖21
)]
dτ. (3.17)
The similar estimates can be obtained for q.
Next, we establish the energy estimates for v by multiplying equation
(3.1) by v and integrate with respect to y and t. We obtain
‖v(t)‖2 ≤ ‖v(0)‖2+ 1
2
∫ t
0
(
‖v‖2+‖h‖2
)
dτ. (3.18)
We multiply (3.1) by −vyy and integrate with respect to y and t, and
obtain
‖vy(t)‖2 ≤ ‖vy(0)‖2+ 12
∫ t
0
(
‖vyy‖2+‖h‖2
)
dτ. (3.19)
We differentiate equation (3.1) in y and multiply by −vyyy, then we
integrate with respect to y and t, and obtain
‖vyy(t)‖2 ≤ ‖vyy(0)‖2+ 12
∫ t
0
(
‖vyy‖2+‖hyy‖2
)
dτ. (3.20)
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We combine equations (3.18), (3.19) and (3.20). We have
‖v(t)‖22 ≤ ‖v(0)‖22+
1
2
∫ t
0
(
‖h‖2+‖hyy‖21
)
dτ.
By applying Gronwall’s inequality on the above equation, we obtain
‖v(t)‖22 ≤ expCt
(
‖v(0)‖22+
∫ t
0
‖h‖21dτ
)
.
Combining the above estimates, we arrive at the energy estimates. (3.9)
With the energy estimates (3.9). We see that the solution obtained by
semigroup is in H2. It is possible to show that for small T the sequence
{U l} is a Cauchy sequence inC0(J;H). Therefore, the limit exists and
we denote it as U (n). 
The uniqueness of the solution follows from the energy estimates.
Now, we state a theorem for the existence of local solutions for nonlin-
ear equations (2.9)-(2.14).
Theorem 2. Existence of Local Solutions for Nonlinear Equations
For all m > 0 and M > 0, there exists T (m,M) such that if ‖u0,v0−
v¯,q0‖2 ≤M, inf v(y,0) ≥ m, then the initial value problem for equa-
tions (2.9)-(2.14) has a local solution in X(J).
Proof. The proof is based on the approximation problem in theorem 1.
It is not difficult to show that {U (n)} with the initial data
(u(n),v(n),q(n))(y,0) = (u0,v0,q0)
is the Cauchy sequence in C0(J;H2), which converges to the solution
of the Cauchy problem (2.9)-(2.15). Then the limit U is the local solu-
tion for the Cauchy problem (2.9)-(2.15).
We can obtain the uniform bound on the sequence {U (n)} from the
energy estimates (3.9). 
As a consequence, the one-dimensional equations (2.9)-(2.14) admit a
unique local solutionC0(J,H2) provided that the initial data are in H2.
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Chapter 4
A Priori Estimates
The main concern of this chapter is to provide some estimates for the
solutions for any fixed t > 0. To prove the existence of global solutions
we need a priori estimates where we estimate u,v, and q, and the first
and second derivatives of them. We define the energy and dissipation
terms as E(t) and F(t) respectively.
E(t) =
1
2
(
‖u‖22+‖q‖22+‖(v− v¯)‖22
)
,
and
F(t) =
1
2
∫ t
0
(
‖uy‖22+‖qy‖22+‖(v− v¯)y‖21
)
dτ,
First, we multiply equations (2.10), (2.11), and (2.12) by u1,u2,u3,
respectively, and we perform integration by parts with respect to y.
Then, by adding the resulting integrals, we obtain
28
∫ ∞
−∞
3
∑
i=1
1
2
(u2i )tdy−
∫ ∞
−∞
u1y
(
p⊥(1− bˆ21)+ pqbˆ21− p¯q
)
dy
−
∫ ∞
−∞
u2y
(−p⊥bˆ1bˆ2+ pqbˆ1bˆ2)dy
−
∫ ∞
−∞
u3y
(−p⊥bˆ1bˆ3+ pqbˆ1bˆ3)dy
+
∫ ∞
−∞
u2yb2dy+
∫ ∞
−∞
u3yb3dy
=
∫ ∞
−∞
1
2
u1y(b22+b
2
3)dy−
∫ ∞
−∞
u1y
(u1y
v
)
dy
−
∫ ∞
−∞
u2y
(
u2y
v
+
1
Ω
(p⊥−2pq)
u3y
v
)
dy
−
∫ ∞
−∞
u3y
(
u3y
v
− 1
Ω
(p⊥−2pq)
u2y
v
)
dy,
(4.1)
where p¯q = pq(v¯, B¯) is a constant of integration, B¯ = 1. Note that the
two terms containing Ω are canceled and they cause no problem in a
priori estimates. To carry out the estimates, we use equations (2.9),
(2.13), and (2.14) for u1y,u2y,u3y, and the relations
bˆ1 =
1
B
, bˆ2 =
b2
B
and bˆ3 =
b3
B
.
Equation (4.1), becomes
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∫ ∞
−∞
3
∑
i=1
1
2
(u2i )tdy+
∫ ∞
−∞
u2yb2dy+
∫ ∞
−∞
u3yb3dy
−
∫ ∞
−∞
vt
(
p⊥(1− 1B2 )+ pq
1
B2
− p¯q
)
dy
+
∫ ∞
−∞
[
(vb2)t− (1vb2y)y
](
−p⊥ b2B2 + pq
b2
B2
)
dy
+
∫ ∞
−∞
[
(vb3)t− (1vb3y)y
](
−p⊥ b3B2 + pq
b3
B2
)
dy
=
∫ ∞
−∞
1
2
u1y(b22+b
2
3)dy−
∫ ∞
−∞
u21y
v
dy
−
∫ ∞
−∞
u22y
v
dy−
∫ ∞
−∞
u23y
v
dy,
we combine the fourh, the fifth and the sisth terms (pressure terms) on
the left-hand side of the above equation. Then, the sum of the three
terms leads to
=−
∫ ∞
−∞
vt
1
v3B2
dy+
∫ ∞
−∞
vt
1
v¯3B¯2
dy−
∫ ∞
−∞
1
2
v(−p⊥+ pq)(B
2)t
B2
dy
+
∫ ∞
−∞
(
1
v
b2y)y(−p⊥+ pq)b2B2dy+
∫ ∞
−∞
(
1
v
b3y)y(−p⊥+ pq)b3B2dy,
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yields,
∫ ∞
−∞
(
1
2v2B2
)
t
dy+
∫ ∞
−∞
vt
1
v¯3B¯2
dy+
∫ ∞
−∞
Btdy
+
∫ ∞
−∞
(
1
v
b2y
)
y
(
−B
v
+
1
v3B2
)
b2
B2
dy+
∫ ∞
−∞
(
1
v
b3y
)
y
(
−B
v
+
1
v3B2
)
b3
B2
dy.
we now integrate with respect to t and expand the term 12v2B2 by the
Taylor series. Then, linear terms for v cancel, and we have
∫ ∞
−∞
1
2
3
∑
1
u2i (y, t)dy+
∫ ∞
−∞
(1− 1
v¯2B¯3
)(B− B¯)dy
+
∫ ∞
−∞
1
2!
(
3
v¯4B¯2
(v− v¯)2+ 2
v¯3B¯3
(v− v¯)(B− B¯)+ 3
v¯2B¯4
(B− B¯)2
)
dy
+
∫ t
0
∫ ∞
−∞
u2yb2dydτ+
∫ t
0
∫ ∞
−∞
u3yb3dydτ+
∫ t
0
∫ ∞
−∞
u21y
v
dydτ
+
∫ t
0
∫ ∞
−∞
u22y
v
dydτ+
∫ t
0
∫ ∞
−∞
u23y
v
dydτ−
∫ t
0
∫ ∞
−∞
1
2
u1y(b22+b
2
3)dydτ
≤
∫ ∞
−∞
1
2
3
∑
1
u2i (y,0)dy+
∫ t
0
∫ ∞
−∞
(
1
v
b2y
)
y
(
−B
v
+
1
v3B2
)
b2
B2
dydτ
+
∫ t
0
∫ ∞
−∞
(
1
v
b3y
)
y
(
−B
v
+
1
v3B2
)
b3
B2
dydτ,
(4.2)
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We note that for the third integral on the left-hand side of (4.2) the
integrand is estimated from below in the following way.
2
v¯4B¯2
(v− v¯)2+ 2
v¯2B¯4
(B− B¯)2
≤ 3
v¯4B¯2
(v− v¯)2+ 2
v¯3B¯3
(v− v¯)(B− B¯)+ 3
v¯2B¯4
(B− B¯)2.
Next, we estimate q= 〈b2,b3〉. For this purpose, we multiply equations
(2.13) and (2.14) by b2,b3, respectively. Then we combine them and
perform the integration with respect to yand t.
∫ ∞
−∞
1
2
vb22(y, t)dy+
∫ ∞
−∞
1
2
vb23(y, t)dy+
∫ t
0
∫ ∞
−∞
1
v
b22ydydτ
+
∫ t
0
∫ ∞
−∞
1
v
b23ydydτ+
∫ t
0
∫ ∞
−∞
1
2
u1y(b22+b
2
3)dydτ
−
∫ t
0
∫ ∞
−∞
u2yb2dydτ−
∫ t
0
∫ ∞
−∞
u3yb3dydτ
≤
∫ ∞
−∞
1
2
vb22(y,0)dy+
∫ ∞
−∞
1
2
vb23(y,0)dy.
(4.3)
Next, to get the estimate for vy, we multiply equation (2.10) by
vy
v , and
integrate with respect to y, and we obtain
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∫ ∞
−∞
vy
v
u1t dy+
∫ ∞
−∞
vy
v
(
p⊥(1− bˆ21)+ pqbˆ21
)
y
dy
+
∫ ∞
−∞
vy
v
(
1
2
(b22+b
2
3)
)
y
dy=
∫ ∞
−∞
vy
v
(u1y
v
)
y
dy.
(4.4)
By using equation (2.9), the term on the right-hand side becomes
vy
v
(u1y
v
)
y
=
vy
v
(vt
v
)
y
=
vy
v
(log v)ty
=
vy
v
(vy
v
)
t
.
Equation (4.4) becomes
∫ ∞
−∞
vy
v
(vt
v
)
y
dy−
∫ ∞
−∞
vy
v
u1tdy
=
∫ ∞
−∞
vy
v
(
p⊥(1− bˆ21)+ pqbˆ21
)
y
dy+
∫ ∞
−∞
vy
v
(
1
2
(b22+b
2
3)
)
y
dy.
(4.5)
We use the product rule for the second term on the left-hand side of
equation (4.5)
d
dt
(u1
vy
v
) = u1(
vy
v
)t+u1t
vy
v
.
And we use
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By =
b2b2y+b3b3y
B
for the derivatives of bˆ2 and bˆ3. Then integrating equation (4.4) in t,
we have
∫ ∞
−∞
1
2
(
vy
v
)2(y, t)dy−
∫ ∞
−∞
u1
vy
v
dy−
∫ t
0
∫ ∞
−∞
u21y
v
dydτ
≤
∫ ∞
−∞
1
2
(
vy
v
)2(y,0)dy+
∫ t
0
∫ ∞
−∞
2
v2B
b2b2yvydydτ
+
∫ t
0
∫ ∞
−∞
2
v2B
b3b3yvydydτ−
∫ t
0
∫ ∞
−∞
1
v3B
b22v
2
ydydτ
−
∫ t
0
∫ ∞
−∞
1
v3B
b23v
2
ydydτ−
∫ t
0
∫ ∞
−∞
3
v5B4
v2ydydτ
−
∫ t
0
∫ ∞
−∞
1
v2B3
b22(b2b2y+b3b3y)vydydτ
−
∫ t
0
∫ ∞
−∞
1
v2B3
b23(b2b2y+b3b3y)vydydτ
−
∫ t
0
∫ ∞
−∞
4
v3B6
(b2b2y+b3b3y)vydydτ
+
∫ t
0
∫ ∞
−∞
1
2
vy
v
(b22+b
2
3)ydydτ.
(4.6)
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Now, by adding equations (4.2), (4.3), and (4.6) together, we obtain∫ ∞
−∞
1
2
3
∑
1
u2i (y, t)dy+
∫ ∞
−∞
1
2
(vy
v
)2
(y, t)dy+
∫ ∞
−∞
3
∑
i=2
1
2
vb2i (y, t)dy
−
∫ ∞
−∞
u1
vy
v
dy+
∫ ∞
−∞
(1− 1
v¯2B¯3
)(B− B¯)dy+
∫ ∞
−∞
2
v¯4B¯2
(v− v¯)2dy
+
∫ ∞
−∞
2
v¯2B¯4
(B− B¯)2dy+
∫ t
0
∫ ∞
−∞
ζv2ydydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
u2iy
v
dydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
b2iy
v
dydτ ≤
∫ ∞
−∞
1
2
3
∑
1
u2i (y,0)dy+
∫ ∞
−∞
1
2
3
∑
i=2
vb2i (y,0)dy
+
∫ ∞
−∞
1
2
(vy
v
)2
(y,0)dy+
∫ t
0
∫ ∞
−∞
3
∑
i=2
2
v2B
bibiyvydydτ
−
∫ t
0
∫ ∞
−∞
3
∑
i=2
1
v2B3
b2i (b2b2y+b3b3y)vydydτ
−
∫ t
0
∫ ∞
−∞
4
v3B6
(b2b2y+b3b3y)vydydτ
+
∫ t
0
∫ ∞
−∞
1
2
v2yb
2
3
v2
dydτ+
∫ t
0
∫ ∞
−∞
1
2
vy
v
(b22+b
2
3)ydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
(
1
v
biy
)
y
(
−B
v
+
1
v3B2
)
bi
B2
dydτ,
(4.7)
35
where
ζ =
b22
v3B
+
b23
v3B
+
3
v5B4
.
Using Cauchy Schwarz inequality, we estimates of the rest of the terms
on the right-hand side of equation (4.7). For example, consider∫ t
0
∫ ∞
−∞
2
v2B
b2b2yvydydτ
|
∫ t
0
∫ ∞
−∞
2
v2B
b2b2yvydydτ| ≤C
∫ t
0
sup|b2|
∫ ∞
−∞
|vyb2y|dydτ,
by Sobolev embedding theorem, and we have
sup
y
|b2| ≤
(∫ ∞
−∞
(b22+b
2
2y)dy
)1
2
Thus, ∫ t
0
∫ ∞
−∞
2
v2B
b2b2yvydydτ
≤C sup
t
(∫ ∞
−∞
(b22+b
2
2y)dy
)1
2
∫ t
0
∫ ∞
−∞
(v2y+b
2
2y)dydτ
≤CE(t)1/2F(t).
Thus we estimate the terms on the right hand-side of equation (4.7) as
(E(t)1/2+E(t))F(t). Therefore,
E1(t)+F1(t)≤ E1(0)+C(E(t)1/2+E(t))F(t), (4.8)
where
E1(t) =
1
2
{
‖u‖2+‖v− v¯‖2+‖q‖2+‖vy
v
‖2
}
,
F1(t) =
∫ t
0
{
‖uy‖2+‖qy‖2+‖vy‖2
}
dτ.
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Second, we need to estimate the first derivatives of u and q. For that
purpose, we multiply equations (2.10), (2.11), and (2.12) by−u1yy,−u2yy
and −u3yy, respectively. Similarly, we differentiate equations (2.13)
and (2.14) in y and multiply them by b2y and b3y, respectively. We
combine them and integrate with respect to y and t. We obtain
3
∑
i=1
∫ ∞
−∞
1
2
u2iy(y, t)dy+
3
∑
i=2
∫ ∞
−∞
1
2
vb2iy(y, t)dy
+
∫ t
0
∫ ∞
−∞
3
∑
i=1
1
v
u2iyydydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
b2iyy
v
dydτ
≤
∫ ∞
−∞
3
∑
i=1
1
2
u2iy(y,0)dy
∫ ∞
−∞
3
∑
i=2
vb2iy
2
(y,0)dy
+
∫ t
0
∫ ∞
−∞
3
∑
i=1
vy
v2
u1yuiyydydτ−
∫ t
0
∫ ∞
−∞
3
∑
i=2
u1ybiybiydydτ
−
∫ t
0
∫ ∞
−∞
3
∑
i=2
vybiybitdydτ−
∫ t
0
∫ ∞
−∞
3
∑
i=2
u1yybibiydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
1
v2
biyvydydτ+2ε
∫ t
0
∫ ∞
−∞
3
∑
i=1
u2iyydydτ
+
3C
ε
∫ t
0
∫ ∞
−∞
v2ydydτ+
3C
ε
∫ t
0
∫ ∞
−∞
B2ydydτ.
(4.9)
For the second derivative of v, take the derivative with respect to y of
equation (2.10) and multiply by vyyv . Then we perform the integration
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with respect to y and t.
∫ t
0
∫ ∞
−∞
vyy
v
u1tydydτ+
∫ t
0
∫ ∞
−∞
vyy
v
(
p⊥(1− bˆ21)+ pqbˆ21
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
vyy
v
(
1
2
(b22+b
2
3)
)
yy
dydτ =
∫ t
0
∫ ∞
−∞
vyy
v
(u1y
v
)
yy
dydτ.
However, using equation (2.9), the term on the right-hand side becomes
vyy
v
(u1y
v
)
yy
=
vyy
v
(vy
v
)
ty
=
vyy
v
(log v)tyy
=
vyy
v
(
vyy
v
− v
2
y
v2
)
t
.
So,∫ t
0
∫ ∞
−∞
vyy
v
(vyy
v
)
t
dydτ−
∫ t
0
∫ ∞
−∞
vyy
v
(
v2y
v2
)
t
dydτ−
∫ t
0
∫ ∞
−∞
vyyvtt
v
dydτ
=
∫ t
0
∫ ∞
−∞
vyy
v
(
p⊥(1− bˆ21)+ pqbˆ21
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
vyy
v
(
1
2
(b22+b
2
3)
)
yy
dydτ.
For the estimate of vyy, we perform a few estimates. The third term on
the left-hand side of the above equation becomes
38
∫ t
0
∫ ∞
−∞
vyyvtt
v
dydτ =
∫ ∞
−∞
vyy
v
vtdy−
∫ t
0
∫ ∞
−∞
(vyy
v
)
t
vtdydτ
=
∫ ∞
−∞
vyy
v
vtdy−
∫ t
0
∫ ∞
−∞
vyyt
v
vtdydτ+
∫ t
0
∫ ∞
−∞
vyyv2t
v2
dydτ.
We estimate the third term on the right-hand side from the above equa-
tion, and by using equation (2.9), we have∫ t
0
∫ ∞
−∞
vyyv2t
v2
dydτ =
∫ t
0
∫ ∞
−∞
(
2vyu1yu1yy
v2
− 2v
2
yu
2
1y
v3
)
dydτ
Therefore,
∫ ∞
−∞
1
2
(vyy
v
)2
(y, t)dy−
∫ ∞
−∞
vyy
v
vtdy
≤
∫ ∞
−∞
1
2
(vyy
v
)2
(y,0)dy+
∫ t
0
∫ ∞
−∞
vyy
v
(
v2y
v2
)
t
dydτ
−
∫ t
0
∫ ∞
−∞
vyyt
v
vtdydτ+
∫ t
0
∫ ∞
−∞
2vyu1yu1yy
v2
dydτ
−
∫ t
0
∫ ∞
−∞
2v2yu
2
1y
v3
dydτ+
∫ t
0
∫ ∞
−∞
(vyy
v
)(B
v
(1− 1
B2
)+
1
v3B4
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
(
vyy
v
)
(
1
2
(b22+b
2
3)
)
yy
dydτ.
Take the second derivative with respect to y of the last two terms on the
right-hand side of the above equation. Then, we have
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∫ ∞
−∞
1
2
(vyy
v
)2
(y, t)dy−
∫ ∞
−∞
vyy
v
vtdy+
∫ t
0
∫ ∞
−∞
v2yy
[
3
v5B4
+
B
v3
− 1
v3B
]
dydτ
≤
∫ ∞
−∞
1
2
(vyy
v
)2
(y,0)dy+
∫ t
0
∫ ∞
−∞
2vyu1yyvyy
v3
dydτ
−
∫ t
0
∫ ∞
−∞
2u1yv2yvyy
v4
dydτ−
∫ t
0
∫ ∞
−∞
3u1yu1yyvy
v2
dydτ
−
∫ t
0
∫ ∞
−∞
2v2yu
2
1y
v3
dydτ+
∫ t
0
∫ ∞
−∞
1
v2
vyyByydydτ
−
∫ t
0
∫ ∞
−∞
2
v3
vyvyyBydydτ+
∫ t
0
∫ ∞
−∞
2
v4
v2yvyyBdydτ
+
∫ t
0
∫ ∞
−∞
1
v2B2
vyyByydydτ−
∫ t
0
∫ ∞
−∞
2
v2B3
vyyBy2dydτ
−
∫ t
0
∫ ∞
−∞
2
v3B2
vyvyyBydydτ−
∫ t
0
∫ ∞
−∞
2
v4B
vy2vyydydτ
−
∫ t
0
∫ ∞
−∞
4
v4B5
vyyByydydτ−
∫ t
0
∫ ∞
−∞
20
v4B6
vyyBy2dydτ
+
∫ t
0
∫ ∞
−∞
24
v5B5
vyvyyBydydτ+
∫ t
0
∫ ∞
−∞
12
v6B4
vy2vyydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
vyy
v
bibiyydydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
vyy
v
biybiydydτ.
(4.10)
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We combine equations (4.9) and (4.10) and we estimate the terms on
the right-hand side as (E(t)1/2+E(t))F(t). Therefore,
E2(t)+F2(t)≤ E2(0)+C(E(t)1/2+E(t))F(t), (4.11)
where
E2(t) =
1
2
{
‖uy‖2+‖qy‖2+‖vyyv ‖
2
}
,
F2(t) =
∫ t
0
{
‖uyy‖2+‖qyy‖2+‖vyy‖2
}
dτ.
Third, we differentiate equations (2.10), (2.11) and (2.12) in y, mul-
tiply them by −u1yyy,−u2yyy and −u3yyy, similarly, we differentiate
equations (2.13) and (2.14) in y, and multiply by −b2yyy and −b3yyy,
respectively, and integrate with respect to y and t. Then, we combine
them. We obtain
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∫ ∞
−∞
1
2
3
∑
1
u2iyy(y, t)dy+
3
∑
i=2
∫ ∞
−∞
1
2
vb2iyy(y, t)dy
+
∫ t
0
∫ ∞
−∞
3
∑
1
u2iyyy
v
dydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
b2iyyy
v
dydτ
≤
∫ ∞
−∞
1
2
3
∑
1
u2iyy(y,0)dy+
∫ ∞
−∞
3
∑
i=2
1
2
vb2iyy(y,0)dy
+
∫ t
0
∫ ∞
−∞
3
∑
1
2
v2
uiyyuiyyyvydydτ−
∫ t
0
∫ ∞
−∞
3
∑
1
vyy
v2
uiyuiyyydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
1
2vy
v3
uiyuiyyydydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
2
v2
vybiyybiyyydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
1
v2
vyybiybiyyydydτ+
∫ t
0
∫ ∞
−∞
2
v3
3
∑
i=2
v2ybiybiyyydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
vybiyyybitdydτ+
∫ t
0
∫ ∞
−∞
3
∑
i=2
u1ybiyyybiydydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
u1yybibiyyydydτ+
∫ t
0
∫ ∞
−∞
u1yyy
(
1
2
(b22+b
2
3)
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
u1yyy
(
−B
v
(1− b1
B
)+
1
v3B2
b1
B
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
3
∑
i=2
uiyyy
(
(−B
v
+
1
v3B2
)
bi
B
)
yy
dydτ
−
∫ t
0
∫ ∞
−∞
u2yyy
(
1
Ω
(
B
v
− 2
v3B2
)
u3y
v
)
yy
dydτ
+
∫ t
0
∫ ∞
−∞
u3yyy
(
1
Ω
(
B
v
− 2
v3B2
)
u3y
v
)
yy
dydτ.
(4.12)
We estimate some of the terms on the right-hand side of equation (4.12)
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by the Cauchy–Schwartz inequality as (E(t)1/2+E(t))F(t).
Therefore,
E3(t)+F3(t)≤ E3(0)+C(E(t)1/2+E(t))F(t). (4.13)
where
E3(t) =
1
2
{
‖uyy‖2+‖qyy‖2
}
,
F3(t) =
∫ t
0
{
‖uyyy‖2+‖qyyy‖2
}
dτ.
Finally, by adding equations (4.8), (4.11) and (4.13). We obtain the
following a priori estimate
‖(u,v− v¯,q)(t)‖22+
∫ t
0
[
2
∑
k=1
‖Dk(u,v,q)(t)‖2+‖D3(u,q)(t)‖2
]
dτ
6C‖(u,v− v¯,q)(0)‖22+C(E(t)1/2+E(t))F(t),
(4.14)
where C is a constant independent of t.
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Chapter 5
Global Existence and Asympotatic
Behavior
In this chapter, we investigate the global existence of solution for non-
linear MHD equations for a give initial data. We state and prove our
global existence result of the system (2.9)-(2.14) by combining local
solution and a priori estimate and also show the asymptotic behavior
of the solution. We state the main result is in the following Theorem.
Theorem 1. Suppose the initial data (u,v− v¯,q)(0) ∈ H2. Then, the
initial value problem for equations (2.9)-(2.14) has a unique solution
(u,v− v¯,q)(t) globally in time such that (u,v− v¯,q)(t) ∈C0(0,∞;H2),
D(u,q) ∈ L2(0,∞;H2), D(v) ∈ L2(0,∞;H1) for t > 0 and has estimate
for any t ≥ 0.
‖(u,v− v¯,q)(t)‖22+
∫ t
0
[
2
∑
k=1
‖Dk(u,v,q)(τ)‖2+‖D3(u,q)(τ)‖2
]
dτ
6C‖(u,v− v¯,q)(0)‖22.
(5.1)
Furthermore, the solution has the following decay property
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‖(uy,vy,qy)(t)‖→ 0,
‖(u,v− v¯,q)(t)‖L∞→ 0 as t→ ∞. (5.2)
Proof. To complete the proof of existence of global solutions, we use
induction on the local solution and extends the time, we also prove that
solution exists for all time and satisfies (5.1).
If M is small and if initial data t = 0 satisfies (5.1), then there exists a
local solution and therefore there exists T1 > 0 such that the solution
exists and satisfies
sup
0≤t≤T1
‖(u,v− v¯,q)(t)‖2 <M. (5.3)
Then, we see that the local solution exists for t ≤ 2T1 and satisfies a
priori estimate (5.1). Therefore, the Cauchy problem has a solution
(u,v,q) ∈ (T1,2T1;H2),
satisfying the estimate (5.3). Then, the energy estimate for the local
solution and the a priori estimate, imply that for T1 ≤ t ≤ 2T1 with the
initial data (u,v− v¯,q)(T1), the Cauchy problem (2.9)-(2.15) has a local
solution satisfying
sup
T1≤t≤2T1
‖(u,v− v¯,q)(t)‖2 ≤ ‖(u,v− v¯,q)(T1)‖2 <M.
Then, a priori estimates hold for all t. We continue with the same pro-
cess for 0 6 t 6 nT, n = 3,4, ... Thus, we have a global solution
(u,v,q)(t) ∈C(0,∞;H2) which satifies the estimate for all t > 0. This
completes the induction and proves that a solution (u,v,q) exists for all
time and satisfies the estimate (5.1).
To prove the assertion (5.2) concerning the large-time behavior we
show the decay estimates in details for u.
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Set
f (t) =
∫ ∞
−∞
u2y(y, t)dy.
Then, since f is a function of bounded variation, by the Cauchy Schwarz
inequality, we have
TV
0<s<t
f (t)≤ |
∫ t
0
f ′(s)ds| ≤ 2
∫ t
0
∫ ∞
−∞
|uyuys|dyds
≤ 2
∫ t
0
‖uy‖‖uys‖ds
≤ sup
0≤t≤T
∫ t
0
∫ ∞
−∞
(u2y+u
2
ys)dyds
This implies f (t) has a limit as t → ∞ and it must be zero. Similar
conclusion holds for v− v¯ and q. Therefore,
‖(uy,vy,qy)(t)‖→ 0.
For the decay estimate of L∞ norms, using the following inequality
‖u‖2L∞ = sup
y
u2 ≤ 2
∫ ∞
−∞
|uuy|dy≤ 2‖u‖‖uy‖,
we have
‖(u,v− v¯,q)(t)‖L∞→ 0.

46
Bibliography
[1] G. Q. Chen and D. Wang. Global Solutions of Nonlinear Magne-
tohydrodynamics with Large Initial Data. Journal of Differential
Equations, 182:344–376, 2002.
[2] G. F. Chew, M. L. Goldberger, and F. E. Low. The Boltzmann
Equation and the one-Fluid Hydromagnetic Equations in the Ab-
sence of Particle Collisions. Proceedings of the Royal Society A
Mathematical Physical and Engineering Sciences, 236:112–118,
July 1956.
[3] A. J. Chorin and J. E. Marsden. A mathematical introduction to
Fluid Mechanics, volume 76. Springer-Verlag Publishing Com-
pany, Inc, Third edition, 1980.
[4] L. C. Evans. Partial Differential Equations, volume 19. American
Mathematical Society, second edition, 2010.
[5] A. Friedman. Asymptotic Behavior of Solution of Parabolic Equa-
tions of any Order, volume 106. Acta Mathematica, 1961.
[6] A. Friedman. Partial Differential Equations of Parabolic Type.
Englewood Cliffs, N.J, 1964.
[7] D. Hoff. Discontinuous Solutions of the Navier-Stokes Equations
for Compressible Flow. Arch. Rational Mech. Anal, pages 15–46,
1991.
47
[8] D. Hoff and M. Khodja. Stability of Coexisting Phases for Com-
pressible Van Der Waals Fluids. SIAM J. APPL. MATH, 53(1):1–
14, February 1993.
[9] C. T. Hsu, R. D. Hazeltine, and P. J. Morrison. A generalized
Reduced Fluid Model with Finite Iongyroradius Effects. Physics
of Fluids, 29(5):1480–1487, May 1986.
[10] X. Hu and D. Wang. Global Existence and Large-Time Behavior
of Solutions to the Three-Dimensional Equations of Compress-
ible Magnetohydrodynamic Flows . Arch. Rational Mech. Anal,
197:203–238, March 2010.
[11] T. Kato. Linear Evolution Equations of Hperbolic Type. Journal
the Facuty of Science, University of Tokyo, 17:241–258, 1970.
[12] S. Kawashima. Systems of a Hyperbolic-Parabolic Composite
Type, with Applications to the Equations of Magnetohydrodynam-
ics. Thesis, Kyoto University, December 1983.
[13] S. Kawashima. Long behaviour of Solutions to Hyperbolic-
Parabolic Systems of Conservation Laws and Applicatios. Pro-
ceedings of the Royal Society of Edinburgh, 106A:169–194, 1987.
[14] S. Kawashima and M. Okada. Smooth Global Solutions forthe
One- Dimentional Equations in Magnetohydrodynamics. Proc.
Japan Acad., 58(9):384–387, 1982.
[15] M. Khanna and R. Rajaram. Evolution of Nonlinear Alfven
Waves Propagating along the Magnetic Field in a Collisionless
Plasma. Journal of Plasma Physics, 28:459–468, December
1982.
[16] R. M. Kulsrud. MHD Description of Plasma, volume 1. A. A.
Galeev and R. N. Sudan, 1983. Amsterdam.
48
[17] J. Li and Z. Liang. Some Uniform Estimates and Large-Time
Behavior of Solutions to One-Dimensional Compressible Navier-
Stokes System in Unbounded Domains with Large Data. Arch.
Rational Mech. Anal, 220:1195–1208, 2016.
[18] A. Matsumura and T. Nishida. The Initial Value Problem for
the Equations of Motion of Viscous and Heat Conductive Gases.
Journal of Mathematics of kyoto University, 20(1):67–104, 1980.
[19] A. Matsumura and K. Nishihara. Global Solutions for Nonlinear
Partial Differential Equations. Mathematical Analysis of Com-
prassible Disscus Fluid, Nihon Hyoronsya:, 2004.
[20] T. Passot and P. L. Sulem. Long-Alfven-Wave Trains in Collision-
less Plasmas. II. A Landau-Fluid Approach. Physics of Plasmas,
10(10):3906–3913, October 2003.
[21] T. Passot and P. L. Sulem. A Landau Fluid Model for Dispersive
Magnetohydrodynamics. Physics of Plasmas, 11(11):5173–5188,
November 2004.
[22] A. Pazy. Semigroups of Linear Opeartors and Applications to
Partial Differential Equations, volume 44. Applied Mathematical
Sciences, 1983.
[23] J. J. Ramos. Fluid Formalism for Colisionless Magnetized Plas-
mas. Physics of Plasmas, 12:052102, April 2005.
[24] M. Slemrod. Global Existence, Uniqueness, and Asymptotic Sta-
bility of Classical Smooth Solutions in One-Dimensional Nonlin-
ear Thermoelasticity. Archive for Rational Mechanic. Analysis,
76:97–133, 1981.
[25] M. E. Taylor. Partial Differential Equations III, volume 117. Ap-
plied Mathematical Sciences, 1946.
49
[26] W. B. Thompson. Introduction to Plasma Physics. Pergamon
Press, 1962.
[27] X. J. Wang and M. Renardy. Well-Posedness of the Upper Con-
vected Maxwell Fluid in the Limit of Infinite Weissenberg Num-
ber. Mathematical Methods in the Applied Sciences, 34:125–139,
2010.
[28] N. Yajima. The Effect of Finite Ion Larmor Radius on the
Propagation of Magnetoacoustic Waves. Progress of Theoretical
Physics, 36(1):1–16, July 1966.
50
