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Since the theoretical prediction and experimental observation of the thermal Hall effect
of magnons, a variety of novel phenomena that may occur in magnonic systems have
been proposed. In this paper, we review the recent advances in the study of topological
phases of magnon Bogoliubov-de Gennes (BdG) systems. After giving an overview of
the previous works on electronic topological insulators and the thermal Hall effect of
magnons, we provide the necessary background for bosonic BdG systems, with a par-
ticular emphasis on their non-Hermiticity arising from the diagonalization of the BdG
Hamiltonian. After that, we introduce the definitions of Z2 topological invariants for
bosonic systems with pseudo-time-reversal symmetry, which ensures the existence of
bosonic counterparts of “Kramers pairs”. Because of the intrinsic non-Hermiticity of
the bosonic BdG systems, these topological invariants have to be defined in terms of the
bosonic Berry connection and curvature. We then introduce theoretical models that can
be thought of as magnonic analogues of two- and three-dimensional topological insula-
tors in class AII. We demonstrate analytically and numerically that the Z2 topological
invariants precisely characterize the presence of gapless edge/surface states. We also
predict that bilayer CrI3 with a particular stacking would be an ideal candidate for real-
ization of a two-dimensional magnon system characterized by a nontrivial Z2 topological
invariant. For three-dimensional topological magnon systems, the thermal Hall effect of
magnons is expected to occur when a magnetic field is applied to the surface.
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1. Introduction
Our understanding of states of matter has developed mostly within the framework of
the Ginzburg-Landau theory of symmetry breaking [1]. In this framework, different phases
are distinguished by local order parameters. On the other hand, there are states of matter
beyond this successful paradigm such as integer/fractional quantum Hall systems [2–9]. In
particular, integer quantum Hall systems are classified by integer numbers related to beau-
tiful mathematical concepts, i.e., topological invariants. From a modern point of view, such
systems fall into the category of topological insulators [10–15] which have recently attracted
c© The Author(s) 2012. Published by Oxford University Press on behalf of the Physical Society of Japan.
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considerable attention. A characteristic feature of topological insulators and superconduc-
tors is the presence of gapless edge modes in their bulk energy gap that exhibit a variety
of fascinating phenomena. One of the important examples is the above quantization of Hall
conductivity which is used as a standard of resistance. Other notable examples include
topological magnetoelectric effects in three-dimensional topological insulators [16–19], and
realization of Majorana fermions [20, 21], which is expected to be useful for robust quantum
computation [22–24].
The research area of topological phases is not limited to electronic (or, more generally,
fermionic) systems. A number of intriguing phenomena such as the intrinsic thermal Hall
effect have been studied in bosonic systems such as magnons [25–54], photons [55–60],
phonons [61–70], and triplons [71–74]. Symmetry protected topological phases of bosons have
also been proposed, for instance, in antiferromagnets [75]. Since such systems described by
a bosonic Bogoliubov-de Gennes (BdG) Hamiltonian are intrinsically non-Hermitian, they
do not fit into the topological classification of Hermitian systems [29]. This implies that the
topological invariants for bosons are not necessarily the same as those for electrons (more
generally, fermions). We will indeed see that the standard definitions of Berry connection
and curvature for fermions have to be modified when dealing with bosons.
This review focuses on the recent advances in the study of topological bosonic BdG systems,
including some new results. The organization of this paper is as follows. In Sec. 2, we briefly
review the previous studies on the topological properties of electron systems. We also discuss
the magnon thermal Hall effect, which is the initiation of the topological physics of magnon
systems. Section 3 details the role of the pseudo-time-reversal operator which ensures the
existence of Kramers pairs. In this section, we also show how the non-Hermiticity arises
natually in bosonic BdG systems and the resulting classification. In Sec. 4, we review recent
progress in the Z2 topological phases of BdG systems in two and three dimensions. We also
propose candidate materials realizing the two dimensional magnonic Z2 topological phases.
Section 5 is devoted to summary and future directions. In Appendix A and B, we provide
some proofs and technical details of the results used in the main text.
2. Previous studies on topological insulators of electrons and magnon thermal
Hall effect
In this section, we briefly review the previous studies on topological phases for both
fermions and bosons. In Sec. 2.1, we first review the ealier studies on topological aspects of
materials, the most notable example of which is the quantum Hall effect characterized by the
first Chern number. Sections 2.2 and 2.3 touch on the extension of the concept of quantum
Hall systems, i.e., the Z2 topological insulators for fermions in two- and three-dimension. In
Sec. 2.4, we introduce the magnon thermal Hall effect which is the bosonic counterpart of
the quantum Hall effect for fermion.
2.1. Quantum Hall effect and Chern number
Nontrivial topology of a quantum mechanical wave function results in, for example, the
existence of surface states in a system with boundaries. The initial study on topological
phenomena in electronic systems can be traced back to the observation of the quantum Hall
effect in which the Hall conductance is exactly quantized to an integer multiple of e2/h [2].
The quantized Hall conductance is associated with the topology of the band structure by the
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TKNN formula [3, 4]. By using the Kubo formula, the expression of the Hall conductance
is obtained [3, 4] as
σxy = − e
2
2πh
∑
En≤EF
∫
BZ
dkxdkyΩ
z
n(k), (1)
where Ωzn(k) = 2Im 〈∂kxψ(k)|∂kyψ(k)〉 (k = (kx, ky)) is the Berry curvature of the nth band
with energy En(k) whose wave function is given by |ψ(k)〉 and BZ means Brillouin zone.
The summation is taken over the bands below the Fermi level EF. The topology of the band
structure of a quantum Hall insulator is characterized by an integer, i.e., the Chern number:
Ch =
1
2π
∑
En≤EF
∫
BZ
dkxdkyΩ
z
n(k). (2)
This corresponds to the number of the chiral edge states (the bulk-edge correspondence). A
schematic picture of the chiral edge state of a quantum Hall insulator is shown in Fig. 1. As
is seen from the band structure in Fig. 1, in order for the chiral edge states to exist, breaking
time-reversal symmetry is necessary.
Fig. 1 The band structure of a semi-infinite strip of the Haldane model [9], adopted from
Ref. [14]. Shown in red is a chiral edge state across the gap between the valence and the
conduction bands, which is responsible for the quantum Hall effect.
2.2. Two-dimensional topological insulators of electrons
The bulk-edge correspondence is not limited to quantum Hall insulators, i.e. systems with-
out time-reversal symmetry. Time-reversal symmetry and other discrete symmetries lead to
a variety of new topological phases, which are protected as long as such symmetries are
preserved [10–13, 76–89].
The seminal examples of topological phases protected by time-reversal symmetry are Z2
topological insulators in class AII [14, 15, 90, 91]. The topological insulators in two-dimension
(2D) possess a helical edge state which carries electrons with opposite spins propagating in
opposite directions, resulting in the quantum spin Hall effect. A schematic picture of the
helical edge state in a quantum spin Hall insulator is shown in Fig. 2. The presence of the
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helical edge state is characterized by the Z2 index. A model of topological insulator with a
nontrivial Z2 index was theoretically proposed by Kane and Mele by combining two copies of
the Haldane model [9] so that the total system restores the time-reversal symmetry [90, 91].
Fig. 2 The band structure of a strip of the Kane-Mele model with zigzag edges. A gapless
helical edge state appears at kx = π/a. This figure is taken from Ref. [90].
The spin Hall insulator was first realized in HgTe/CdTe quantum well structures [92, 93],
in which HgTe is sandwiched between the layers of CdTe. When the thickness of the quantum
well is d < dc = 6.3 nm, the system is a trivial insulator. However, triggered by the band
inversion for d > dc, the Z2 topological insulator is realized in the layered material, exhibiting
a quantized conductance.
Such topologically protected edge states can be understood as a Kramers pair, thus the
Kramers theorem plays a crucial role in 2D topological insulators. This theorem ensures
that two degenerate states, i.e., Kramers pair, exist at the time-reversal-invariant momenta
(TRIM) in electronic systems with time-reversal symmetry.
There are various expressions of Z2 indices for 2D topological insulators [94–96]. One of
them is given by integrating the Berry connection and curvature in the effective Brillouin
zone (EBZ) [94]. The EBZ related to the time-reversal-invariant band structures refers to a
half of the Brillouin zone. The topological invariant of nth band is defined as
Dn :=
1
2π
[∮
∂EBZ
dk ·An(k)−
∫
EBZ
dkxdkyΩ
z
n(k)
]
mod 2, . (3)
Here An(k) and Ω
z
n(k) are the summation over the Berry connection and curvature of
degenerate states in the nth band:
An(k) =
∑
l=1,2
An,l(k), (4)
Ωzn(k) =
∑
l=1,2
Ωzn,l(k), (5)
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where
An,l(k) = i 〈ψn,l(k)|∇kψn,l(k)〉 , (6)
Ωzn,l(k) = (∇k ×An,l(k))z . (7)
Here, |ψn,l(k)〉 is an eigenvector of a target Hamiltonian H(k). The index l = 1 or 2 denotes
one of the Kramers pair. The important point is that two states |ψn,1(k)〉 and |ψn,2(k)〉 are
related by |ψn,2(k)〉 = −Θ |ψn,1(−k)〉, where Θ is time-reversal operator. The summation
over the bands under the Fermi level D =
∑
En≤EF
Dn (mod 2) corresponds to the number
of gapless edge states across the energy gap between nth and (n− 1)th bands. Such corre-
spondence is discussed in Ref. [94] by relating 2D topological insulator with one-dimensional
spin pump.
2.3. Three-dimensional topological insulator of electrons
After the proposal of the Kane-Mele model, the topological characterization of spin Hall
insulators has been extended to 3D systems [95, 97–100]. The topological invariants for 3D
topological insulators are defined as the winding numbers in the six EBZ in the 3D Brillouin
zone, and written as follows:
νni,0 :=
1
2π
[∮
∂EBZi,0
dk · [An(k)]ki=0 −
∫
EBZi,0
dkjdkk
[
Ωin(k)
]
ki=0
]
mod 2, (8)
νni,π :=
1
2π
[∮
∂EBZi,pi
dk · [An(k)]ki=π −
∫
EBZi,pi
dkjdkk
[
Ωin(k)
]
ki=π
]
mod 2, (9)
where n is a band index and i = x, y and z. Here, j and k represent two of x, y and z which
are different from i. The notation EBZx,0 (EBZx,π) stands for the effective Brillouin zone in
the kx = 0 (kx = π) plane, which is specified as kx = 0 (kx = π), ky ∈ [−π, π], kz ∈ [0, π]. Its
boundary is denoted as ∂EBZx,0 (EBZx,π). The other four effective Brillouin zone are defined
similarly. This is a 3D extension of the formula Eq. (3). We write the winding numbers over
the bands under the Fermi level as
νi,0 :=
∑
En≤EF
νni,0 mod 2, (10)
νi,π :=
∑
En≤EF
νni,π mod 2. (11)
The winding number νi,0 (νi,π) counts the parity of the total number of Dirac points at TRIM
in EBZi,0 (EBZi,π). For example, we consider how the winding number νx,0 is related to the
surface states in a slab with a (001) face. The slab breaks the translation symmetry in the
z-direction. Thus, Fourier transformation cannot be applied in the z-direction. The energy
spectrum at a point on two-dimensional Brillouin zone −π ≤ kx, ky ≤ π has the contribution
from all kz in the bulk band structure. Let us project three-dimensional Brillouin zone into
the kx-ky plane. The effective Brillouin zone EBZx,0 is mapped into a line kx = 0, ky ∈ [0, π]
in the two dimensional Brillouin zone. The topological invariant νx,0 counts the Dirac cones at
TRIM: k = (0, 0, 0), (0, π, 0), (0, 0, π), (0, π, π), which are mapped into (kx, ky) = (0, 0), (0, π)
by this projection. Thus, we can see that νx,0 counts the number of Dirac points with the
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wave vector (kx, ky) = (0, 0), (0, π) in a slab with a (001) face. Along the same lines, one can
see that a similar correspondence holds for (001),(010), and (100) faces.
Since νi,0 + νi,π counts the total number of Dirac points modulo 2, one has
νx,0 + νx,π = νy,0 + νy,π = νz,0 + νz,π mod 2. (12)
It follows from this equation that only four of the six topological invariants are independent.
Thus, the topological phase of the system is completely characterized by the set of the four
topological invariants: (ν0; νx, νy, νz), where
ν0 = νx,0 + νx,π mod 2, (13)
νi = νi,π (i = x, y, z). (14)
We note that one of the topological invariants, ν0 counts the parity of the total number of
Dirac cones. For ν0 = 1, there exist an odd number of Dirac cones in total. Such a topological
phase, so-called the strong topological phase, is robust against disorder which does not break
the time-reversal symmetry. If the four topological invariants are all zero, the system is in
the trivial phase. When ν0 = 0 and at least one of νi (i = x, y, z) is nonzero, there exist
an even number of Dirac cones in total. However, this phase is not robust against disorder
which does not break the time-reversal symmetry because an even number of Dirac cones
annihilate each other by perturbation including disorder, which results in the opening of the
band gap. Thus, the phase is called as the weak topological phase.
The first 3D topological insulator identified experimentally is Bi1−xSbx [101]. The unusual
surface state of Bi1−xSbx is measured by an angle resolved photoemission spectroscopy
(ARPES) experiment (See Fig. 3). The strong topological phase is realized for 0.07 ≤ x ≤
Fig. 3 ARPES measurement of the surface band structure of Bi0.9Sb0.1. The surface band
crosses Fermi surface five times between two time-reversal-invariant points Γ¯ and M¯ in the
surface Brillouin zone. This figure is taken from Ref. [101].
0.22 while the band structure of Bi1−xSbx is complicated and the band gap is small. On the
other hand, the second generation topological insulators Bi2Se3,Bi2Te3, and Sb2Se3 realize
a single Dirac cone and a larger band gap [102, 103].
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2.4. Magnons and thermal Hall effect
So far we have discussed electronic (fermionic) topological insulators in two and three
dimensions. However, the notion of topology is not limited to fermionic systems. In fact, the
past two decades have also witnessed the role of topology in a variety of bosonic systems
such as magnons [25–54], photons [55–60], phonons [61–70], and triplons [71–74], which
exhibit fascinating phenomena akin to the Hall effect. Of particular interest in this review are
magnons that are the quasiparticles of low-energy collective excitations in magnets. Magnons
could be observed in real time/space in experiments and have potential applications in
spintronics, as they have long coherence and carry angular momenta [104]. The topological
phenomena in magnonic systems were initiated by the the theoretical prediction of the
thermal Hall effect of magnons by one of the authors and his collaborators [25].
Historically, the concept of magnons was first introduced by Bloch in the 1930s [105] to
explain the reduction of spontaneous magnetization in ferromagnets. For our purpose, it
is convenient to introduce the mapping between spin operators and bosonic creation and
annihilation operators called the Holstein-Primakoff transformation. To define this transfor-
mation, let us introduce some notation. Let Szi be the z-component of the spin operator and
S±i = S
x
i ± iSyi the spin raising/lowering operator at lattice site i. These operators can be
written in terms of bosonic operators as
Szi = S − b†i bi, (15)
S+i =
√
2S − b†i bibi, (16)
S−i = b
†
i
√
2S − b†ibi, (17)
where the operator bi annihilates a magnon at site i. For the spin operator Si to satisfy
the commutation relations of angular momentum, the operator bi must satisfy the bosonic
commutation relations [bi, b
†
j ] = δij. Within the approximation of neglecting the interactions
between magnons, the above formula simplifies to the following:
Szi = S − b†i bi, (18)
S+i ≃
√
2Sbi, (19)
S−i ≃
√
2Sb†i . (20)
This approximation is valid when the spin length S is large and/or the temperature is low
enough that the population of thermally activated manons at each site is small.
Let us now see how magnetic interactions are expressed in terms of bosonic operators.
The Dzyaloshinskii-Moriya (DM) interaction Dij · (Si × Sj) is an antisymmetric magnetic
exchange interaction between two spins, which originates from the spin-orbit interac-
tion [106–108]. The Heisenberg and DM interactions correspond to the real and purely
imaginary hopping terms of the magnon Hamiltonian, respectively. The complex phase fac-
tors arising from the combination of these two give rise to nontrivial topology of the magnon
wave functions, leading to the magnon thermal Hall effect.
The magnon thermal Hall effect has been predicted theoretically in the kagome lattice
ferromagnet with a scalar spin chirality term [25] which plays essentially the same role as
the DM interaction. Within the above approximation, the scalar chirality term and the DM
7/37
interaction result in the same purely imaginary hopping term in the magnon Hamiltonian.
Figure 4 shows the pattern of fictitious fluxes experienced by magnons in a kagome ferro-
magnet, which result from the DM interaction (or scalar spin chirality term). The schematic
Fig. 4 Kagome lattice system with fictitious fluxes experienced by magnons which come
from the DM interaction (or the scalar spin chirality term). Magnons acquire the phase factor
eiφ/3 (e−2iφ/3) by going around a triangle (hexagon) in the clockwise (counter-clockwise)
direction. This gives rise to a nonzero Berry curvature of magnons, leading to the thermal
Hall effect. This figure is taken from Ref. [25].
picture of magnon thermal Hall effect is shown in Fig. 5. While magnons are chargeless
particles which are unaffected by electric fields, magnon current can be induced by applying
a temperature gradient. Magnon Hall current conveys energy in the direction perpendicu-
lar to both temperature gradient and the magnetic field. Using semiclassical analysis and
Fig. 5 Schematic picture of the magnon thermal Hall effect. The magnetic field is applied
in the z-direction. A magnon wave packet in the ferromagnet moving from the hot to the
cold side (x-direction) drifts in the y-direction by the DM interaction. This figure is taken
from Ref. [26].
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linear response theory, Matsumoto and Murakami pointed out that the expression of the
thermal Hall coefficient derived in Ref. [25] lacks the term of orbital angular momentum of
magnons [27]. The modified expression of the thermal Hall coefficient is written as follows:
κxy =
k2BT
~V
∑
n,k
c2(ρn)Ω
z
n(k), (21)
where Ωzn(k) = 2Im
〈
∂kxψ(k)|∂kyψ(k)
〉
is the Berry curvature of the nth magnon band. Here
|ψ(k)〉 is the nth eigenvector of the magnon Hamiltonian in k-space.
The function c2(ρ) is defined as c2(ρ) = (1 + ρ)
(
log 1+ρρ
)2
− (log ρ)2 − 2Li2(−ρ), where
Lin(x) is the polylogarithm function. Clearly, in the same way as electrons, the thermal
Hall coefficient given by Eq. (21) is described by the Berry curvature. The correspondence
between the Chern number
Chn =
1
2π
∫
BZ
dkΩn(k) (22)
and the number of gapless edge states of magnons is confirmed [27]. Some comments are in
order here. Although the definition of the Chern number for magnons is exactly the same
as the fermionic one, the thermal Hall coefficient is not quantized. This is because magnons
obey Bose-Einstein statistics and filling their energy bands up to the “Fermi level” does
not make sense. Another comment is that the above formula for the bosonic Chern number
is valid only when the number of bosons is conserved. In general, magnon (boson) systems
described by the BdG-type Hamiltonian do not conserve the number of particles, and thus the
expression of the Chern number is modified. In addition, bosonic BdG systems have a unique
non-Hermitian property. Such non-Hermiticity stems from solving an eigenvalue problem of
the systems so that bosonic annihilation and creation operators preserve their commutation
relation. As a consequence, the expressions of the Berry connection and curvature differ from
those of electrons. The details will be discussed in Sec. 3.1.
Although the original theoretical work was concerned with 2D systems, the magnon ther-
mal Hall effect was first observed in a 3D pyrochlore ferromagnet Lu2V2O7 [26]. The
underlying mechanism of the effect is, however, essentially the same as the one for 2D.
Figure 6 shows the experimental results of the thermal Hall conductivity of Lu2V2O7. The
system has only magnons (and phonons) as mobile quasi-particles because it is a Mott
insulator. Therefore, the result indicates that magnons contribute to the observed thermal
Hall effect. The solid curves in Fig. 6 are the theoretical fitting curves. Clearly, the theory
accounts well for the experimental data.
Recent theoretical work predict that the magnon thermal Hall effect occur in a Kitaev
material at a high magnetic field [109–112]. The nonzero Berry curvature of magnons in this
model is induced not by the DM interactions but by the off-diagonal symmetric exchange
interactions called the Γ terms.
3. Non-Hermiticity and Symmetries of bosonic BdG Hamiltonians
In this section, we review the mathematical background of bosonic BdG systems. In
Sec. 3.1, we show how to diagonalize a bosonic BdG Hamiltonian and define the Berry con-
nection and curvature in terms of the eigenvectors of a non-Hermitian matrix arising from
the BdG Hamiltonian. Due to the non-Hermiticity of bosonic BdG systems, their definitions
9/37
Fig. 6 Magnetic field variation of the thermal Hall conductivity of Lu2V2O7 at various
temperatures. This figure is taken from Ref. [26]. The magnetic transition temperature is
known to be 70 K. The magnon Hall effect is most clearly observed around 50 K. At 10 K and
80 K, the magnetic field dependence of the thermal Hall coefficient is unclear. This would
be because the number of magnons is small at too low temperature and thermal fluctuation
is large at high temperature.
are different from those of electrons. Section 3.2 provides the pseudo-time-reversal operator
which plays an important role in ensuring the existence of bosonic “Kramers pairs” [113–115].
In Sec. 3.3, we prove the existence of “Kramers pairs” in a system with the pseudo-time-
reversal symmetry. In Sec. 3.4, we show how the pseudo-time-reversal symmetry restricts the
form of the Hamiltonian. In Sec. 3.5, we review the topological classification of non-Hermitian
systems including bosonic BdG ones. We also touch on topological bosonic phases and their
classes.
3.1. Diagonalization of bosonic BdG Hamiltonian
We shall show how to obtain the band structure and eigenstates by diagonalizing the BdG
Hamiltonian [116, 117] by a para-unitary matrix. We follow the approach of Ref. [116]. At
the end of the section, we give the expressions for the Berry connection and curvature of the
system. We begin with the bosonic BdG Hamiltonian in k-space
H = 1
2
∑
k
φ†(k)H(k)φ(k), (23)
φ†(k) = [β†1(k), · · · , β†N (k), β1(−k), · · · , βN (−k)].. (24)
Here, β†(k) = [β†1(k), · · · , β†N (k)] denotes boson creation operators with momentum k. The
subscript N is the number of internal degrees of freedom in a unit cell. The matrix H(k) is
written as
H(k) =
(
h(k) ∆(k)
∆∗(−k) h∗(−k)
)
. (25)
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Since H(k) is Hermitian, h(k) and ∆(k) satisfy h(k) = h†(k) and ∆T (k) = ∆(−k),
respectively. The components of the operator φ(k) satisfy the commutation relation
[φi(k), φ
†
j(k
′)] = (Σz)ijδk,k′ . Here, Σz is defined as a tensor product Σz := σz ⊗ 1N , where
σa (a = x, y, z) is the a-component of the Pauli matrix acting on the particle-hole space and
1N is the N ×N identity matrix.
Let us look for conditions under which the transformation matrix T (k) leaves the bosonic
commutation relation unchanged (Such a matrix is called a para-unitary matrix.). The
commutator of ψi(k) = (T
−1(k)φ(k))i and ψ
†
j(k) is written as
[ψi(k), ψ
†
j (k)] = [(T
−1(k))ikφk(k), (T
−1(k))∗jlφ
†
l (k)] = (T
−1(k))ik(Σz)kl(T
−1(k))∗jl
=
(
T−1(k)Σz(T
−1(k))†
)
ij
, (26)
where repeated indices are summed over. By requiring [ψi(k), ψ
†
j (k
′)] = (Σz)ijδk,k′ , we obtain
the para-unitary condition:
T (k)ΣzT
†(k) = Σz. (27)
Thus, we must diagonalize the BdG Hamiltonian by using a matrix satisfying the above
para-unitarity (27).
To identify the appropriate T (k), it is useful to note certain properties of ΣzH(k). Suppose
that the matrix H(k) is positive definite, i.e., all eigenvalues are positive. Then, the following
three statements hold:
(i)The eigenvalues of the matrix ΣzH(k) are real and nonzero.
(ii)If v(k) is an eigenvector of ΣzH(k) with eigenvalue E(k), then Σxv
∗(−k) is an eigenvector
of ΣzH(k) with eigenvalue −E(k), where Σx is defined as a tensor product Σx :=
σx ⊗ 1N .
(iii)By using the indices n = 1, · · · ,N and σ = ±, 2N eigenvectors can be taken to satisfy
para-orthogonality v†nσ(k)Σzvmρ(k) = σδnmδσρ.
The details of the proofs of these are shown in Appendix A. By using (i),(ii), and (iii), one
finds that the matrix defined as
T (k) = (v1+(k), · · · ,vN +(k),v1−(k), · · · ,vN −(k)) (28)
satisfies para-unitarity Eq. (27), where the eigenvectors vn+(k) and vn−(k) are related by
vn+(k) = Σxv
∗
n+(−k) (n = 1, · · · ,N ). The matrix T (k) diagonalizes the Hamiltonian H(k):
T †(k)H(k)T (k) = diag (E1(k), · · · , EN (k), E1(−k), · · · , EN (−k)) . (29)
Therefore, solving the eigenvalue problem ΣzH(k)v(k) = E(k)v(k), we obtain the eigenval-
ues and the para-unitary matrix automatically. However, the matrix ΣzH(k) is no longer
Hermitian, thus the bosonic BdG systems have to be handled within the framework of non-
Hermitian quantum mechanics. The non-Hermiticity modifies the inner-product for bosonic
wave functions as
〈〈φ,ψ〉〉 = φ†Σzψ, (30)
where φ and ψ are 2N -dimensional complex vectors and φ† is the adjoint of φ [118]. Reflect-
ing the non-trivial inner-product, the Berry connection and curvature of the bosonic systems
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described by BdG Hamiltonian are written as
Anσ(k) = iσv
†
nσ(k)Σzvnσ(k), (31)
Ωnσ(k) = ∇k ×Anσ(k). (32)
We refer the reader to Ref. [29] for the detailed derivation of these formulas.
3.2. Pseudo-time-reversal symmetry
As we mentioned in Sec. 2, Kramers theorem plays an important role in the construction
of quantum spin Hall insulators. However, Kramers theorem cannot be directly applied
to bosonic systems such as magnons. In this section, in order to introduce the concept
of Kramers’ pair in bosonic systems, we define fermion-like symmetry dubbed pseudo-time-
reversal symmetry. Based on this symmetry, Z2 topological invariants for magnonic (bosonic)
systems will be defined in Sec. 4.
The fermion-like pseudo-time-reversal operator in bosonic BdG systems is generally given
by Θ′ = PK where P is a k-independent para-unitary matrix and K is the complex
conjugation. The operator Θ′ satisfies the following relation:
Θ′2 = −1. (33)
By the operator Θ′, we define pseudo-time-reversal symmetric systems which meet the
following condition:
ΣzH(−k)Θ′ −Θ′ΣzH(k) = 0, (34)
where the bosonic BdG Hamiltonian matrix H(k) is given by Eq. (23) and we assume the
subscript N is even. Note that the operator Θ′ satisfies Eq. (33) as in fermionic systems,
while the conventional time-reversal operator1 squares to +1 for bosonic systems. Explicit
expressions for Θ′ and H(k) will be given later in Eqs. (43) and (44).
3.3. Kramers pair of bosons
In this section, we show that the pseudo-time-reversal operator Θ′ ensures the existence of
“Kramers pairs” of bosons. To begin with, let us consider the eigen-equation of the bosonic
BdG Hamiltonian:
ΣzH(k)ψ(k) = E(k)ψ(k). (35)
Multiplying both sides of Eq. (35) from the left by Θ′, we obtain
ΣzH(−k)Θ′ψ(k) = E(k)Θ′ψ(k), (36)
where we used Eq. (34). From Eqs. (35) and (36) for the time-reversal-invariant momenta
(TRIM) k = Λ, we find that the two vectors ψ(Λ) and Θ′(Λ)ψ(Λ) are eigenvectors of
ΣzH(Λ) with the same eigenvalue E(Λ). In the following, we prove that these two vectors
1Magnons are spin-1 bosonic particles. Thus the time-reversal operator Θ for magnonic systems
must satisfy Θ2 = 1. See, for example, Ref. [119].
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are orthogonal to each other. We first note that the inner product of φ(−k) and Θ′ψ(k)
yields 〈〈
φ(−k),Θ′ψ(k)〉〉 = φ∗i (−k) (ΣzP )ij ψ∗j (k)
= ψ∗j (k) (ΣzP )
T
ji φ
∗
i (−k)
=
〈〈
ψ(k),ΣzP
TΣzKφ(−k)
〉〉
. (37)
By replacing φ(−k) with Θ′φ(−k), the inner product can be cast into the following form:〈〈
Θ′φ(−k),Θ′ψ(k)〉〉 = 〈〈ψ(k),ΣzP TΣzKPKφ(−k)〉〉
= 〈〈ψ(k),φ(−k)〉〉 , (38)
where we used the para-unitary condition P †ΣzP = Σz and (Σz)
2 = 12N . Then one finds
that the inner product of ψ(k) and Θ′ψ(−k) satisfies〈〈
ψ(k),Θ′ψ(−k)〉〉 = 〈〈Θ′2ψ(−k),Θ′ψ(k)〉〉
= − 〈〈ψ(−k),Θ′ψ(k)〉〉 . (39)
It should be noted that this relation follows from the special property of the pseudo-time-
reversal operator, i.e., Eq. (33). From Eq. (39) for the TRIM (k = Λ), we find that the two
vectors ψ(Λ) and Θ′ψ(Λ) are orthogonal,〈〈
ψ(Λ),Θ′ψ(Λ)
〉〉
= 0. (40)
Therefore, the “Kramers pairs” of bosons ψ(Λ) and Θ′ψ(Λ) can be defined under pseudo-
time-reversal symmetry described by Eqs. (33) and (34).
3.4. The form of the Hamiltonian with the pseudo-time-reversal symmetry
We consider a magnetically ordered system on a lattice which can be divided into two
magnetic sublattices. All the spins in one magnetic sublattice point upward, while all the
spins in the other magnetic sublattice point in the opposite direction. For convenience, we
refer to the former the up spins and the latter the down spins. For such a system, the magnon
creation operator β†(k) (See Eq. (24)) can generally be written as
β†(k) = [b†↑(k), b
†
↓(k)], (41)
where the creation operators of magnons originating from the up spins b†↑(k) and the down
spins b†↓(k) are given by
b
†
↑(k) = [b
†
↑,1(k), · · · , b†↑,N (k)],
b
†
↓(k) = [b
†
↓,1(k), · · · , b†↓,N (k)]. (42)
Here, N is the number of the sublattices in a unit cell and the operator b†↑,i(k) (b
†
↓,i(k))
creates a magnon originating from the spin pointing upward (downward) at site i. Now we
introduce a concrete expression of the pseudo-time-reversal operator:
Θ′ = (σz ⊗ iσy ⊗ 1N )K. (43)
The part σz acts on the particle-hole space, while iσy interchanges the up and down spins
with an extra sign. With this Θ′, the most general Hamiltonian satisfying Eq. (34) takes the
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form:
H(k) =


h1(k) h2(k) ∆2(k) ∆1(k)
h†2(k) h
∗
1(−k) ∆∗1(−k) −∆†2(k)
∆†2(k) ∆
∗
1(−k) h∗1(−k) h∗2(−k)
∆1(k) −∆2(k) hT2 (−k) h1(k)

 , (44)
where hi(k) and ∆i(k) for i = 1, 2 are N ×N matrices and satisfy h†1(k) = h1(k),∆†1(k) =
∆1(k), h
T
2 (k) = −h2(−k), and ∆T2 (k) = ∆2(−k).
We now compare the pseudo-time-reversal operator with the time-reversal operator and
see the similarities and differences between them. Here we refer to the operator which
interchanges the up and down spins without extra sign as the time-reversal operator. This
operator is defined as Θ = (σz ⊗ σx ⊗ 1N )K. We note that since this satisfies Θ2 = 1, the
time-reversal symmetry does not ensure the existence of “Kramers pairs” of magnons. If the
system is symmetric under interchanging the up and down spins, the Hamiltonian satisfies
the time-reversal symmetry: ΣzH(−k)Θ−ΘΣzH(k) = 0. The most general Hamiltonian
satisfying the time-reversal-symmetry takes the form:
H(k) =


h¯1(k) h¯2(k) ∆¯2(k) ∆¯1(k)
h¯†2(k) h¯
∗
1(−k) ∆¯∗1(−k) ∆¯†2(k)
∆¯†2(k) ∆¯
∗
1(−k) h¯∗1(−k) h¯∗2(−k)
∆¯1(k) ∆¯2(k) h¯
T
2 (−k) h¯1(k)

 , (45)
where h¯i(k) and ∆¯i(k) for i = 1, 2 are N ×N matrices and satisfy h¯†1(k) = h¯1(k), ∆¯†1(k) =
∆¯1(k), h¯
T
2 (k) = h¯2(−k), and ∆¯T2 (k) = ∆¯2(−k). We note that the only difference occurs in
the spin-non-conserving terms: h¯2(k) and ∆¯2(k). The matrix h¯2(k) satisfies the condition
different from that of h2(k). The (2, 4) and (4, 2) components of Eqs. (44) and (45) differ in
their signs. This means that the time-reversal and the pseudo-time-reversal symmetries are
equivalent in a system without spin-non-conserving terms. In such a case, the time-reversal
symmetry ensures the existence of Kramers pairs. Indeed, the magnon spin Hall systems
proposed in the previous studies [75, 120] fall into this category.
3.5. Periodic table for non-Hermitian topological phases
As discussed in Sec. 3.1, bosonic BdG systems have non-Hermitian property, so that the
topological characterization of Hermitian systems cannot be applied to the magnon sys-
tems. Here we review the topological classification of non-Hermitian systems, according to
Ref. [121]. At the end of this section, we discuss several examples of magnon topological
phases and their classes.
The fundamental topological classification is based on the set of internal (non-spatial) sym-
metries: time-reversal symmetry (TRS), particle-hole symmetry (PHS), and chiral symmetry
(CS), which is referred to as AZ symmetry. In addition, the non-Hermitian Hamiltonian H˜(k)
does not satisfy H˜∗(k) = H˜T (k), which gives rise to extra internal symmetry other than AZ
symmetry, AZ† symmetry. The AZ and AZ† symmetries for gapped non-Hermitian systems
are summarized in Tab. 1. TRS and PHS impose the following conditions on Hamiltonian
H˜(k):
T −1+ H˜∗(k)T+ = H˜(−k), (46)
T+T ∗+ = ±1, (47)
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C−1− H˜T (k)C− = −H˜(−k), (48)
C−C∗− = ±1. (49)
On the other hand, TRS† and PHS† impose the following conditions on H˜(k):
C−1+ H˜T (k)C+ = H˜(−k), (50)
C+C∗+ = ±1, (51)
T −1− H˜∗(k)T− = −H˜(−k), (52)
T−T ∗− = ±1, (53)
where T± and C± are unitary matrices. The chiral symmetry CS is a combination of TRS
and PHS (or TRS† and PHS†):
Γ−1H˜†(k)Γ = −H˜(k), (54)
Γ = T±C∓ (55)
Pseudo-Hermiticity which is a generalization of Hermiticity plays an important role in
non-Hermitian systems [122–128]. A Hamiltonian H˜(k) is said to be pseudo-Hermitian if it
satisfies
ηH˜†(k)η−1 = H˜(k), (56)
η2 = 1, (57)
where η is a unitary and Hermitian matrix [129]. The presence of the operator η commuting
or anticommuting with symmetry operators plays a crucial role in the classification of topo-
logical phases of non-Hermitian systems. The results obtained in Ref. [121] are summarized
in Tab. 2 and Tab. 3.
The effective Hamiltonian matrix of a bosonic BdG Hamiltonian, H˜(k) = ΣzH(k), is
pseudo-Hermitian with respect to η = Σz. This implies the reality of the spectrum of H˜(k)
whenH(k) is positive definite (see Appendix A for details). The bosonic BdG systems always
respect PHS (48) with C− = Σy as implied by the statement (ii) in Sec. 3.1. We note however
that one should reconstruct the topological classification when the virtual ”Fermi level” we
consider is in an energy gap away from zero energy. In this case, since this choice of “Fermi
level” does not respect PHS, the topological classification of the bosonic BdG systems obeys
that without PHS.
Let us discuss examples of bosonic topological phases and their classification. The 2D and
3D magnon systems we consider later have the pseudo-time-reversal symmetry with Θ′2 =
T+T ∗+ = −1. The pseudo-time-reversal operator commutes with η, and hence our magnon
systems in 2D/3D are categorized as class AII with η+ whose entries are Z2 ⊕ Z2, according
to Tab. 3. It is however that, since the original Hamiltonian H(k) of them is positive definite,
Z2 ⊕ Z2 topological invariant reduces to the single Z2 index.
As other examples of the topological phases of bosonic BdG systems, 2D magnon thermal
Hall system with dipolar interaction in Ref. [29], triplonic analog of Su-Shrieffer-Heeger
model in Ref. [74], and triplonic analog of spin Hall insulator in Ref. [73] belong to class A
with η, class BDI with η++, and class AII with η+ respectively. For the same reason as in
our magnon systems, the 2D magnon thermal Hall system in Ref. [29] is characterized by
the single Chern number whereas Tab. 2 indicates Z⊕ Z invariant.
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Table 1 AZ and AZ† classes for non-Hermitian Hamiltonians. TRS, PHS, TRS†, PHS†,
and CS are defined by Eq. (46) with Eq. (47), Eq. (48) with Eq. (49), Eq. (50) with Eq. (51),
Eq. (52) with Eq. (53), and Eq. (54) with Eq. (55), respectively. The absence of symmetries
is denoted by “0”. The presence of the symmetries U = T±, C± is denoted by either +1 or
−1, depending on whether UU∗ = +1 or −1. In the last column, the presence (absence) of
chiral symmetry (CS) is denoted by 1 (0).
Symmetry TRS PHS TRS† PHS† CS
class (T+) (C−) (C+) (T−) (Γ)
Complex AZ A 0 0 0 0 0
AIII 0 0 0 0 1
Real AZ AI +1 0 0 0 0
BDI +1 +1 0 0 1
D 0 +1 0 0 0
DIII −1 +1 0 0 1
AII −1 0 0 0 0
CII −1 −1 0 0 1
C 0 −1 0 0 0
CI +1 −1 0 0 1
Real AZ† AI† 0 0 +1 0 0
BDI† 0 0 +1 +1 1
D† 0 0 0 +1 0
DIII† 0 0 −1 +1 1
AII† 0 0 −1 0 0
CII† 0 0 −1 −1 1
C† 0 0 0 −1 0
CI† 0 0 +1 −1 1
Table 2 The periodic table for non-Hermitian topological phases in the complex AZ
symmetry class with the pseudo-Hermiticity (pH). We only show the cases with a real line
gap which corresponds to the conventional energy gap in Hermitian systems. The subscript
of η+ (η−) denotes the commutation (anticommutation) relation to CS, i.e., η+Γ = Γη+
(η−Γ = −Γη−).
pH AZ class d = 0 d = 1 d = 2 d = 3
η A Z⊕ Z 0 Z⊕ Z 0
η+ AIII 0 Z⊕ Z 0 Z⊕ Z
η− AIII Z 0 Z 0
4. Topological phases of magnon BdG systems in 2D and 3D
In this section, we review the recent studies on the magnonic analogue of 2D and 3D
topological insulators and their Z2 topological invariants. Theoretical studies on Z2 magnon
systems have developed as follows. As the first symmetry-protected topological phases of
16/37
Table 3 The periodic table for non-Hermitian topological phases with real line gap in the
real AZ symmetry class with pseudo-Hermiticity. The plus (minus) sign of the subscript of η
denotes the commutation (anticommutation) relation to TRS and/or PHS. For example, η+−
in class BDI satisfies the following commutation and anticommutation relations: η+−T =
T η+− and η+−C = −Cη+−.
pH AZ class d = 0 d = 1 d = 2 d = 3
η+ AI Z⊕ Z 0 0 0
η++ BDI Z2 ⊕ Z2 Z⊕ Z 0 0
η+ D Z2 ⊕ Z2 Z2 ⊕ Z2 Z⊕ Z 0
η++ DIII 0 Z2 ⊕ Z2 Z2 ⊕ Z2 Z⊕ Z
η+ AII 2Z⊕ 2Z 0 Z2 ⊕ Z2 Z2 ⊕ Z2
η++ CII 0 2Z⊕ 2Z 0 Z2 ⊕ Z2
η+ C 0 0 2Z⊕ 2Z 0
η++ CI 0 0 0 2Z⊕ 2Z
η+− BDI Z 0 0 0
η−+ DIII Z2 Z2 Z 0
η+− CII 2Z 0 Z2 Z2
η−+ CI 0 0 2Z 0
η− AI Z 0 Z 0
η−− BDI 0 Z 0 Z
η− D Z 0 Z 0
η−− DIII 0 Z 0 Z
η− AII Z 0 Z 0
η−− CII 0 Z 0 Z
η− C Z 0 Z 0
η−− CI 0 Z 0 Z
η−+ BDI Z2 Z2 Z 0
η+− DIII 2Z 0 Z2 Z2
η−+ CII 0 0 2Z 0
η+− CI Z 0 0 0
magnons, a magnon spin Hall system with spin conservation [75] was proposed theoreti-
cally (Sec. 4.1.1). Such a system can be regarded as two copies of magnon thermal Hall
systems so that the combined system restores the conventional time-reversal symmetry for
bosons. Afterward, by extending the idea of time-reversal symmetry in bosonic systems, we
introduced pseudo-time-reversal symmetry which restricts the form of the Hamiltonian as
expressed by Eq. (44). Owing to the extension and the form of Eq. (44), we constructed a
model of magnon Z2 topological phases with anisotropic exchange interactions breaking spin
conservation (Sec. 4.1.4) [130]. Moreover, we gained new insight from the model without spin
conservation, and then further extended the concept of the magnon Z2 topological phases to
3D systems (Sec. 4.2) [131]. As in Z2 topological insulators of fermions in 3D, the interactions
breaking spin conservation is necessary to realize 3D topological magnon systems. In this
review, we also present a candidate material realizing the magnon spin Hall system. In the
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following, we refer to magnonic analogues of 2D and 3D topological insulators as magnon
spin Hall systems and 3D topological magnon systems, respectively. For a summary of this
section, see Table 4.
Table 4 The summary of theoretical studies on symmetry-protected topological magnon
phases discussed in this section. The first and second columns list the dimension and the
presence or absence of spin conservation of the systems. The sections in which we review the
systems are given in the third column. The forth column shows which topological invariants
is used to characterize the systems.
Dimension Spin conservation Section Topological invariant
2D YES 4.1.1, 4.1.3 Eqs. (58) and (63)
2D NO 4.1.4 Eq. (63)
3D NO 4.2 Eqs. (64) and (66)
4.1. Magnon spin Hall systems and Z2 topological invariant
In this part, we discuss the construction of magnon spin Hall systems and the corre-
spondence between their edge states and the topological invariant. In Sec. 4.1.1, we review
previous studies on magnon spin Hall systems with spin conservation. Section 4.1.2 provides
the definition of the Z2 topological invariant for magnon spin Hall systems. In Sec. 4.1.3
and 4.1.4 we construct models exhibiting the magnon spin Hall effect with and without spin
conservation, respectively. In both models, we demonstrate the validity of the Z2 topological
invariant and confirm the correspondence between Z2 index and the presence of gapless edge
states. In addition, we present a candidate material realizing the magnon spin Hall system
with spin conservation in Sec. 4.1.3.
4.1.1. Magnon spin Hall systems with spin conservation. The theoretical models of
magnon spin Hall systems are constructed [75, 120] by combining two magnon thermal
Hall systems [25] with opposite magnetic moments. The schematic picture of the magnon
spin Hall system is shown in Fig. 7. Hall current of magnons deriving from up and down
spins propagate in opposite directions. Since magnons from up and down spins convey down
and up spin, respectively, a nonzero spin current appears while the total energy current
cancels out.
The magnon spin Hall systems proposed in Ref. [75, 120] are the systems with spin con-
servation where time-reversal symmetry is identical to pseudo-time-reversal symmetry as
mentioned in Sec.3.4. Such systems can be divided into two independent magnon thermal
Hall systems with up and down spins. In this case with energy gap, each separated band
can be characterized by the spin Chern number [132, 133] which is defined as the difference
of the Chern numbers of up-spin (Ch↑) and down-spin part (Ch↓):
(Spin Chern number) =
1
2
(Ch↑ − Ch↓) , (58)
while the conventional Chern number (Ch↑ +Ch↓)/2 is zero due to (pseudo-)time-reversal
symmetry. Figure 8 shows magnon band structure in Ref. [75] with nonzero spin Chern
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Fig. 7 A schematic picture of a magnon spin Hall system. The number of up spins localized
in one layer is the same as the number of down spins in the other layer. Magnon Hall current
deriving from up and down spins (shown by the arrows along the edges) propagate in opposite
directions.
number. The gapless helical edge state characterized by the nontrivial topological invariant
contribute to the magnon spin Hall effect, resulting in the pure spin current.
Fig. 8 The band structure of a strip of the magnon spin Hall system of honeycomb lattice
bilayer antiferromagnets. The gapless helical edge state is shown in blue. This figure is taken
from Ref. [75].
4.1.2. Z2 topological invariant for magnon spin Hall systems. Here we discuss Z2 topo-
logical invariant for magnon spin Hall systems with/without spin conservation and the
correspondence between the topological invariant and helical edge states.
Here we shall introduce a definition of the Z2 topological invariant for bosonic systems with
the pseudo-time-reversal symmetry. For fermionic systems, there are various definitions of
the Z2 invariant [16, 94, 96–98, 134–142]. Here we follow the apploach developed by Fu and
Kane [94].
19/37
Let Ψn,1,+(k) (n = 1, · · · ,N /2) be an eigenvector of ΣzH(k) with eigenvalue En(k) ≥
0, i.e., a particle wavefunction. As explained in Sec. 3.3, Ψn,2,+(k) := −Θ′Ψn,1,+(−k) is
also an eigenvector of ΣzH(k) with eigenvalue En(−k), and forms the nth Kramers pair
with Ψn,1,+. Figure 9 shows a schematic picture of bosonic energy bands with the Kramers
pair and the Kramers degeneracy at a TRIM. The particle-hole conjugates Ψn,l,−(k) =
ΣxKΨn,l,+(−k), (l = 1, 2) are the eigenvectors of ΣzH(k) with eigenvalue −En((−1)lk) as
described by (ii) of Sec. 3.1. It follows from the para-unitarity that the wavefunctions obey
〈〈Ψn,l,σ(k),Ψm,l′,σ′(k)〉〉 = σδn,mδl,l′δσ,σ′(σ = ±).
Fig. 9 Schematic picture of a Kramers pair of bands. The energy spectra for the nth
Kramers pair En(k) and En(−k) are shown in red and blue, respectively. They degenerate
at TRIM: k = 0, π which is indicated by black dots. The white dots indicate generic points
in the bands which are related by the pseudo-time-reversal operator.
The Berry connection and curvature for the nth Kramers pair of particle- (hole-) bands
are defined as
An,σ(k) =
∑
l=1,2
An,l,σ(k), (59)
Ωn,σ(k) =
∑
l=1,2
Ωn,l,σ(k), (60)
where
An,l,σ(k) = iσ 〈〈Ψn,l,σ(k),∇kΨn,l,σ(k)〉〉 , (61)
Ωn,l,σ(k) = ∇k ×An,l,σ(k). (62)
The Berry connections of the particle bands and those of the hole bands are related to each
other via An,1,+(k) = An,2,−(k) and An,2,+(k) = An,1,−(k), yielding An,σ(k) = An,−σ(k)
and Ωn,σ(k) = Ωn,−σ(k).
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Using An,σ and Ωn,σ, the Z2 index of the nth Kramers pair of bands for magnon spin Hall
systems is defined as
Dn,σ :=
1
2π
[∮
∂EBZ
dk ·An,σ(k)−
∫
EBZ
d2kΩzn,σ(k)
]
mod 2, (63)
where EBZ and ∂EBZ stand for the effective Brillouin zone and its boundary, respectively.
The EBZ related to the time-reversal-invariant band structures describes one-half of the
Brillouin zone (e.g., see Fig. 10(a)). Equation (63) is the main result of this section. Since
the relation Dn,σ = Dn,−σ holds as mentioned in Sec. 3.5, we drop the subscript σ = ± in
the following. We note in passing that the magnon Chern number Cn,l (l = 1, 2) is given by
Cn,l =
1
2π
∫
BZ d
2kΩn,l,+(k).
ky
Fig. 10 (a) The Brillouin zone (BZ) and the effective Brillouin zone (EBZ) indicated by the
shaded region. (b) The “ferromagnetic” bilayer kagome system exhibiting magnon spin Hall
effect. The red and blue dots indicate up and down spins, respectively. The vectors a1 and
a2 are the primitive lattice vectors. The orange arrows on the triangular plaquette represent
the sign convention for the DM vectors. Magnon edge states with opposite magnetic dipole
moments propagate in opposite directions, as shown by the red and blue arrows. Taking
the primitive lattice vector as a1 = (1, 0) and a2 = (0, 1), we deform the shape of BZ of the
kagome lattice into that of the square lattice as shown in (a). The figures are taken from
Ref. [130].
4.1.3. First model: kagome bilayer system. This section provides a model showing the
magnon spin Hall effect with spin conservation. We also demonstrate the validity of the
definition of the Z2 index for the model. In addition, we propose a candidate material of
such a magnon spin Hall system at the end of this section.
Let us consider a “ferromagnetic” bilayer kagome system without net-moment. Here, we
assume that the spins on each layer are ferromagnetically ordered while the directions of
spins on the two layers are opposed each other via interlayer antiferromagnetic interaction
(see Fig. 10(b)). The Hamiltonian is given by Eq. (14) in Ref. [130].
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Fig. 11 (a) Cylindrical boundary conditions on the kagome lattice withM unit cells in the
vertical direction. (b) Magnon spectrum of the bilayer kagome lattice under the cylindrical
boundary condition withM = 20 width for D = 0.1J , J ′ = 0.1J , and J > 0. Magnon helical
edge states protected by pseudo-time-reversal symmetry shown in red occur in each energy
gap. The figures are taken from Ref. [130].
Figure 11(b) shows the magnon spectrum in the bilayer kagome system with cylin-
drical boundary conditions (Fig. 11(a)). Each band is exactly degenerate not only at
TRIMs but all kx. This is because, in addition to time-reversal symmetry, the Hamilto-
nian H(k) has a k-dependent symmetry U(k) = 14 ⊗ diag[1, eikx , eiky ] which acts on H(k)
as U(k)−1H(k)U(k) = H(−k). The distinctive feature of the spectrum is the edge states,
which traverse the energy gaps. Correspondingly, using Eq. (63) and the numerical method
by Ref. [96], we obtain that the Z2 indices are 1, 0, and 1 from the lowest band to the
highest band, i.e., D1 = 1, D2 = 0, and D3 = 1. The indices remain the same by changing
the parameters as long as the aforementioned magnetic order is stable.
Table 5 The relation between magnon Chern numbers and Z2 indices of particle bands.
Here, Cn,l denotes the Chern number labeled by the band index n and index of Kramers
pair l, while Dn is the Z2 topological invariant of the nth Kramers pair of bands for the
bilayer kagome system3. Each Kramers pair with Z2 index unity consists of two bands with
Chern numbers +1 and −1.
n Cn,1 Cn,2 Dn
1 (top) +1 −1 1
2 (middle) 0 0 0
3 (bottom) −1 +1 1
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As is clear from Tab. 5, the nontrivial Z2 indices come from the pair of magnon Chern
numbers, +1 and −1. In fact, owing to the spin conservation, we can regard the Z2 index as
the spin Chern number of magnons Dn =
1
2(Cn,1 − Cn,2) (mod 2), as in electronic systems
with conservation of Sz. Because of the pseudo-time-reversal symmetry, the total Chern num-
ber of each Kramers pair vanishes, i.e., Cn = Cn,1 + Cn,2 = 0. Correspondingly, the system
exhibits not thermal Hall effect but magnon spin Hall effect by pure spin current.
We generalize the above to a system consisting of two antiferromagnetically coupled ferro-
magnetic layers and prove that the Berry connection and curvature of such a system perfectly
coincide with those of the two independent single layer systems without interlayer coupling.
It leads to a conclusion that the general bilayer “ferromagnet” also exhibits the magnon
spin Hall effect due to a nonzero spin Chern number (see Appendix B for details). Thanks
to the generalization, we have found that bilayer CrI3 is a candidate material realizing the
magnon spin Hall system [143–146]. Magnetic compound CrI3 is a layered honeycomb lat-
tice material with the intralayer ferromagnetic and DM interaction. Bulk CrI3 has stacking
structures called rhombohedral and monoclinic at low and high temperature, respectively
(see Fig. 12). Due to the difference of the structures, the interlayer interactions of the former
and the latter are ferromagnetic and antiferromagnetic, respectively. Recently it has been
reported that the monoclinic structure can be realized at low temperatures in a thin film of
CrI3 [147]. Thus, bilayer CrI3 is a candidate material to investigate the magnon spin Hall
effect.
(a) (b)
Fig. 12 (Color online) (a) Rhombohedral and (b) monoclinic structure of the honey-
comb lattice. The first and second layers are shown in red and blue, respectively. Magnetic
compound CrI3 with the former and the latter structures have interlayer ferromagnetic and
antiferromagnetic interactions, respectively.
3The Chern numbers (Z2 indices) of the three hole bands are the opposite (same) to those of the
corresponding particle bands.
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Fig. 13 (Color online) (a) The bilayer honeycomb system without spin conservation real-
izing a magnon Z2 topological phase. The two primitive lattice vectors are represented as
a1 = (1, 0) and a2 = (0, 1). The red and blue dots indicate up and down spins, respec-
tively, forming a perfect staggered spin configuration. The orange arrows represent the
sign convention of DM interaction ξij = +1(= −ξji) for i→ j. (b) Magnon spectrum under
the cylindrical boundary condition with zigzag edges of M = 20 width for J
(1)
x S = 1.03,
J
(1)
y S = 0.97, J
(1)
z S = 1.02, DS = 0.2, and J ′S = 2. The magnon edge states are shown in
red. The figures are taken from Ref. [130].
4.1.4. Second model: honeycomb bilayer system. As a second example, we consider a
bilayer antiferromagnetic honeycomb lattice system with a perfect staggered magnetic order,
as shown in Fig. 13(a). The Hamiltonian is given by Eq. (16) in Ref. [130]. In contrast to
the previous example, this system does not preserve Sz, which is analogous to the Kane-
Mele model with a finite Rashba spin-orbit coupling [91]. Thus, the spin Chern number of
magnons can no longer be used and the use of the original definition of the Z2 index is
essential here.
Figure 13(b) shows the magnon spectrum of the bilayer honeycomb system under cylin-
drical boundary condition with zigzag edges.4 The helical edge states exist and cross the
energy gap, as in the kagome bilayer system. Applying Eq. (63) to the system, we find the
Z2 index of each magnon band Dn = 1 for n = 1, 2, reflecting the presence of the helical edge
states. Unlike the first example, the Berry connections and curvatures of this system cannot
be reduced to those of the single layer system. The topological invariants remain unchanged
under the change of parameters as long as the staggered magnetic order is stable. The heli-
cal edge states are expected to be responsible for the magnon spin Nernst effect studied in
Ref. [75] if the XYZ term which breaks conservation of spin is almost isotropic.
4The bilayer honeycomb system with armchair edges also exhibits similar helical edge states.
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4.2. 3D topological magnon systems
In this section, we consider the generalization of the magnon spin Hall systems to 3D. In
Sec. 4.2.1, we define topological invariants for 3D topological magnon systems. Sec. 4.2.2
gives a model of the Z2 topological magnon systems on the diamond lattice. By computing
the topological invariants, we determine the phase diagram which includes the strong topo-
logical, weak topological, and trivial phases. In Sec. 4.2.3, we also discuss a possible surface
thermal Hall effect that is expected to occur in a heterostructure of a ferromagnet and a 3D
topological magnon system. This section is based on our paper [131].
4.2.1. Topological invariants for 3D topological magnon systems. By using the Berry con-
nection Eq. (59) and curvature Eq. (60) of bosons, we define the topological invariants for
3D topological magnonic (bosonic) systems as follows:
νnσi,0 :=
1
2π
[∮
∂EBZi,0
dk · [Anσ(k)]ki=0 −
∫
EBZi,0
dkjdkk
[
Ωinσ(k)
]
ki=0
]
mod 2,
νnσi,π :=
1
2π
[∮
∂EBZi,pi
dk · [Anσ(k)]ki=π −
∫
EBZi,pi
dkjdkk
[
Ωinσ(k)
]
ki=π
]
mod 2, (64)
where n is a band index and i = x, y and z. Here, j and k represent two of x, y and z which
are different from i. The index σ = ± denotes the particle and hole space, respectively. The
definitions of EBZx,0 and others are the same as those of electronic systems in Eqs. (8)
and (9). This topological invariants for 3D topological bosonic phases can also be easily
calculated by using the numerical method of Ref. [96].
As in the case of magnon spin Hall systems, the topological invariants of a particle and a
hole have the same values: νn+i,0 = ν
n−
i,0 , ν
n+
i,π = ν
n−
i,π . In the following we write ν
n±
i,0(π) = ν
n
i,0(π).
By introducing the virtual “Fermi level” ǫ of bosons, the same correspondence holds between
the summation of topological invariants over the bands below ǫ and the number of the surface
states as that in 3D Z2 topological insulators for fermions [95]. The summation counts the
number of the surface states at the “Fermi level” ǫ modulo 2. As discussed for electron
systems in Sec. 2.3, four of six topological index νi,0(π) are independent. Here we define a set of
independent topological indices (νn0 ; ν
n
x , ν
n
y , ν
n
z ) as ν
n
0 = ν
n
x,0 + ν
n
x,π and ν
n
i = ν
n
i,π (i = x, y, z).
Following the discussion in Sec. 2.3, magnetic phases for ν0 =
∑
n,(En(k)≤ǫ)
νn0 (mod 2) = 1
(ν0 = 0 and at least one of νi =
∑
n,(En(k)≤ǫ)
νni (mod 2) (i = x, y, z) taking nonzero) is
named as the strong (weak) magnon topological phase.
In the following, we give an example of 3D topological magnon systems. We calculate the
band structures of the system in a slab geometry, thereby confirming the correspondence of
the topological invariants with the numbers and positions of surface Dirac cones. As in the
case of 2D systems, we consider a system in which the same number of up and down spins
are localized. The pseudo-time-reversal operator and the generic form of the Hamiltonian
with the pseudo-time-reversal symmetry are given by the same form as Eqs. (43) and (44),
respectively.
4.2.2. Example: diamond lattice system. We provide an example of 3D topological
magnon phases on the diamond lattice. In this system depicted in Fig. 14, we assume that
two spins are localized at each site and aligned in the opposite direction to each other due
to the antiferromagnetic interaction between them. The Hamiltonian of the system is given
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Fig. 14 Diamond lattice system where two spins are placed at each lattice site. Two
sublattice indices are denoted by A and B. The vectors ai(i = 1, 2, 3) are the lattice prime
vectors. The figure is taken from Ref. [131].
by Eq. (17) in Ref. [131]. In this section, we take the spin length S to be unity for simplicity.
Table 6 The topological invariants of the diamond lattice system. The parameters are
chosen to be J0 = 1.4, J1 = J2 = J3 = J
′ = 1.0, J− = D = Γ = 0.3, κ = 1.5. (see Ref. [131]
for definitions of the parameters). The index n = 1, 2 denotes the upper band and the lower
band in the particle space, respectively.
n νnx,0 ν
n
x,π ν
n
y,0 ν
n
y,π ν
n
z,0 ν
n
z,π (ν
n
0 ; ν
n
x , ν
n
y , ν
n
z )
1 0 1 0 1 0 1 (1;1,1,1)
2 0 1 0 1 0 1 (1;1,1,1)
Since this model has the inversion symmetry, one can compute the topological invariants
analytically by using a simplified formula (see Appendix B in Ref. [131]) which can be
thought of as the bosonic counterpart of the formula derived in Ref. [148]. The Hamiltonian
of the diamond lattice system satisfies the following inversion symmetry:
RΣzH(k)− ΣzH(−k)R = 0, (65)
where R is an inversion operator defined as R := 12 ⊗ 12 ⊗ σx. Following the discussion in
Ref. [148], topological invariants for 3D topological magnon systems with inversion symmetry
can be written as
(−1)ν0 =
∏
n1=0,1;n2=0,1;n3=0,1
δm=(n1n2n3),
(−1)νi =
∏
ni=1;nj 6=i=0,1
δm=(n1n2n3), (66)
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where n1, n2, n3 = 0, 1, and i = x, y, and z. Since ΣzH(k) commutes with the inversion
operator R at TRIM: Γm = π(n1, n2, n3), an eigenvector Ψn,1,+(Γm) can be taken as an
eigenvector of R. Here, we denote the eigenvalue of R as ξn(Γm). By the eigenvector,
δm=(n1n2n3) in Eq. (66) is defined as the product of ξn(Γm) over the bands below the virtual
“Fermi level” ǫ
δm=(n1n2n3) =
∏
n,(En(k)≤ǫ)
ξn(Γm). (67)
From explicit expressions for the eigenvectors Ψn,1,+(Γm), the strong index (−1)ν0 is
obtained as
(−1)ν0 = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)]
× sgn[(J0 + J1 + J2 + J3)(J0 + J1 − J2 + J3)(J0 + J1 + J2 − J3)(J0 + J1 − J2 − J3)].
(68)
Similarly, the other three indices are given as follows:
(−1)νx = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)],
(69)
(−1)νy = sgn[(J0 + J1 − J2 + J3)(J0 − J1 − J2 + J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)],
(70)
(−1)νz = sgn[(J0 + J1 + J2 − J3)(J0 − J1 + J2 − J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)].
(71)
Applying Eqs. (64) and (66) to the system, we obtain the set of the topological invari-
ants summarized in Tab. 6. We have confirmed that the analytical results from Eq. (67) of
(νn0 ; ν
n
x , ν
n
y , ν
n
z ) are exactly the same as those obtained by evaluating Eq. (64) numerically.
Table 6 suggests that the system is in the strong topological phase, i.e., odd number of
Dirac cones exist between the top and bottom bands in the particle (hole) space. The bulk
band structure under the periodic boundary condition with the same parameters as those of
Table 6 is shown in Fig. 15(a). Since the system has both the pseudo-time-reversal symmetry
and inversion symmetry, each band is doubly degenerate over the whole Brillouin zone.
Using the simplified formula Eq. (66), we analytically construct a phase diagram of the
diamond lattice system drawn in Fig. 15(b). As shown there, three topologically distinct
phases: the strong, weak, and trivial phases are all realized in this system. We note that
from the numerical calculations, the band gap seems to close only at TRIM, thus we were
able to draw the phase diagram analytically by Eq. (66).
Figure 16 shows band structures for a slab with a (100) face for the four phases in
Fig. 15(b). As expected from the general discussion in Sec. 2.3, in weak topological phases
with (ν0; νx, νy, νz) = (0; 111) of Fig. 16(a) and (0; 100) of Fig. 16(b), there are even number
(2 and 0, respectively) of Dirac cones. On the other hand, in strong topological phases with
(1; 111) of Fig. 16(c) and (1; 100) of Fig. 16(d), there are odd number (1 and 3, respec-
tively) of Dirac cones. We note in passing that other examples of 3D topological magnon
systems are provided in Ref. [131]. The analysis of these systems is more involved than that
of the diamond lattice system since they lack inversion symmetry and the set of topological
invariants has to be computed numerically by using Eq. (64).
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Fig. 15 (a) The bulk band structure of the diamond system deformed into a cubic
lattice with the same connectivity structure by taking a1 = (1, 0, 0),a2 = (0, 1, 0), and
a3 = (0, 0, 1) in Fig. 14. Parameters are chosen to be J0 = 1.4, J1 = J2 = J3 = J
′ = 1.0,
J− = D = Γ = 0.3, κ = 1.5. The symmetry points are Γ = (0, 0, 0), X = (π, 0, 0), M =
(π, 0, π), and R = (π, π, π). (b) The phase diagram of the diamond system as a function
of J0 and J1. In each phase, the corresponding topological indices are for the lower band,
indicated by (ν20 ; ν
2
x, ν
2
y , ν
2
z ). The other parameters are chosen to be J2 = J3 = J
′ = 1.0,
J− = D = Γ = 0.3, κ = 1.5. The dashed line indicates the phase boundary between two
phases with different weak indices, along which the energy gap vanishes. The figures are
taken from Ref. [131].
4.2.3. The thermal Hall effect on the surface of 3D topological magnon systems. In this
part, we discuss the physical implication of the surface state in the strong topological phase
— the thermal Hall effect on the surface. Previous studies [149, 150] showed that the Dirac
dispersion in the surface states in 3D strong topological insulators in class AII can be gapped
out by applying a magnetic field to the surface due to the breaking of time-reversal symmetry.
In general, such states are shown to have nonzero Berry curvature, giving rise to the surface
quantum Hall effect. The analogous effect is expected to occur in 3D topological magnon
systems as discussed in Ref. [131]. In this case, the effective Hamiltonian for the surface
states can be written as follows:
Heff(kx, ky) =
(
〈ψ|Hxy(kx, ky) |ψ〉+ E0 〈ψ|Hxy(kx, ky) |Θ′ψ〉
〈Θ′ψ|Hxy(kx, ky) |ψ〉 〈Θ′ψ|Hxy(kx, ky) |Θ′ψ〉+ E0
)
, (72)
where the matrix element 〈ψ|Hxy(kx, ky) |ψ〉 is defined as
〈ψ|Hxy(kx, ky) |ψ〉 =
∫ 0
−∞
dzψ†(z)Hxy(kx, ky)ψ(z). (73)
Here ψ(z) is a wave function of the surface Dirac states. The matrix Hxy(kx, ky) is the
first order term in kx and ky. Here E0 is the eigenenergy of the surface Dirac states.
The other three matrix elements are defined similarly. By applying the magnetic field
B = Bez, on the surface by making, for instance, a heterostructure of a ferromagnet and
the 3D topological magnon system, the additional term −BSσz appears in the Hamiltonian
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Fig. 16 Band structures for a slab with a (100) face for (a), (b) the weak and (c), (d) the
strong topological phases in Fig. 15(b). The red lines indicate the surface states protected
by pseudo-time-reversal symmetry. The symmetry points are Γ = (0, 0),M1 = (π, 0),M2 =
(π, π), andM3 = (0, π). Coupling constants (J0, J1) are chosen to be (a) (J0, J1) = (0.6, 1.0),
(b) (J0, J1) = (1.0, 0.8), (c) (J0, J1) = (1.4, 1.0), and (d) (J0, J1) = (1.0, 1.4), respectively.
The other parameters are the same as those in Fig. 15(b). The figures are taken from
Ref. [131].
Eq. (72). The band structure of the surface is obtained by diagonalizing the Hamiltonian
Heff(kx, ky) by a unitary matrix. Note that the effective Hamiltonian is Hermitian since only
the states in the particle space are involved. The Berry curvature of the system is defined
as Ωzn(kx, ky) = 2Im
[
(∂kxψ
†
n(kx, ky))(∂kyψn(kx, ky))
]
, where n = 1 and n = 2 indicate the
upper and lower bands of the surface Dirac states, respectively. Figure 17 shows the band
structure of the surface states without and with the surface magnetic field. As it is clear,
the Dirac dispersion can be gapped out by applying the surface magnetic field. Figure 18
shows the corresponding Berry curvatures of the top and bottom bands under magnetic
field. Thanks to the nonvanishing Berry curvature, the thermal Hall coefficient Eq. (21) is
expected to be nonzero.
5. Summary
In this paper, we reviewed the recent development in the study of topological phases of
magnon BdG systems. Fermion-like pseudo-time-reversal symmetry we introduced plays an
important role in constructing magnonic counterparts of class AII topological insulators in
2D and 3D. As a major difference from fermionic systems, bosonic BdG systems have a
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Fig. 17 Band structure of the single surface state of the diamond lattice system (a)
without and (b) with the surface magnetic field BS = 1.0, where E0 = 8.34 is the band
touching energy. Other parameters are chosen to be J0S = 1.4, J1S = J2S = J3S = J
′S =
1.0, J−S = DS = ΓS = 0.3, κS = 1.5. The figures are taken from Ref. [131].
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Fig. 18 Berry curvatures of (a) the top and (b) the bottom bands of the surface state in
Fig. 17(b). Parameters are taken as J0S = 1.4, J1S = J2S = J3S = J
′S = 1.0, J−S = DS =
ΓS = 0.3, κS = 1.5, BS = 1.0.
unique mathematical property - non-Hermiticity. Therefore, the bosonic BdG systems are
categorized by the topological classification of non-Hermitian systems.
As a first step to construct symmetry-protected topological magnon phases, we have intro-
duced the nontrivial pseudo-time-reversal symmetry which ensures the presence of Kramers
pairs of magnons (bosons). Then, we identified the Z2 topological invariant which charac-
terizes the 2D magnon spin Hall systems. To demonstrate the validity of the invariant, we
constructed and studied two models of magnon spin Hall systems, the bilayer kagome and
honeycomb systems. In both cases, we confirmed numerically that the Z2 index character-
izes the presence of edge states and remains robust against small changes in the parameters.
The latter, bilayer honeycomb system, is the first model of magnon spin Hall systems with-
out the spin conservation, and can be thought of as a magnonic analog of the Kane-Mele
model [90, 91]. In addition, generalizing the former system, we found that bilayer CrI3 is a
candidate material for realizing the magnon spin Hall system.
We extended the idea of the above magnon spin Hall systems to 3D systems, giving a spe-
cific model on the diamond lattice. The model in 3D also has pseudo-time-reversal symmetry,
where we can define the set of topological invariants. Thanks to the additional symmetry,
i.e., inversion symmetry of the model, we simplified the formula of the topological invariants.
The simplified formula allows us to compute the topological invariants analytically and draw
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the phase diagram including the strong topological, weak topological, and trivial phases, in
which the number of surface Dirac states is odd, even, and zero, respectively. In addition,
as a physical consequence of the single surface Dirac dispersion in the strong topological
phase, we predicted that the thermal Hall effect of surface magnons occurs in the presence
of a magnetic field due to the proximity to a normal ferromagnet.
We here emphasize that the Z2 topological invariants defined in terms of the bosonic
Berry connection and curvature are applicable to other bosonic systems such as phonons
and photons, as long as they respect pseudo-time-reversal symmetry. Relatedly, it would
also be interesting to study bosonic excitations in spin liquids or paramagnets by com-
bining our approach with the Schwinger-boson mean-field theory [151]. To construct other
symmetry-protected topological magnon phases, such as magnonic analogue of topological
crystalline insulators [152] would be one of the future directions. Last but not least, since
various methods for measuring the magnon current, accumulation, and so on have been
developed [26, 37, 153], we expect the magnon surface states and the related phenomena
to be observed in real materials in the near future. We hope that our work will stimulate
further studies on magnon topological phases.
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A. Proof of the statements in Sec. 3.1
In this Appendix, we prove the three statements (i)-(iii) in Sec. 3.1.
Proof of (i).
If the matrix H(k) is positive definite, H(k) can be written as follows:
H(k) = U †(k)diag(λ1(k), · · · , λ2N (k))U(k), (A1)
where U(k) is a unitary matrix and λn(k) (n = 1, · · · , 2N ) are the eigenvalues of H(k).
By using a regular matrix defined as Q(k) = diag(
√
λ1(k), · · · ,
√
λ2N (k))U(k), H(k) is
written as H(k) = Q†(k)Q(k). Since the matrix ΣzH(k) = ΣzQ
†(k)Q(k) is similar to the
matrix Ω(k) = Q(k)ΣzQ
†(k), ΣzH(k) has the same eigenvalues as Ω(k). On the other hand,
the eigenvalues of the matrix Ω(k) is real and nonzero since it is Hermitian and satisfies
Det (Ω(k)) = Det (Σz)Det (H(k)) = (−1)N Det
(
Q(k)Q†(k)
)
6= 0. (A2)
The above leads to the conclusion that the eigenvalues of the matrix ΣzH(k) are real and
nonzero.

Proof of (ii). Multiplying the complex conjugate of the eigen-equation ΣzH(k)ψ(k) =
E(k)ψ(k) from the left by Σx and reversing the direction of the wave vector, we obtain
−ΣzΣxH∗(−k)ΣxΣxψ∗(−k) = E(−k)Σxψ∗(−k), (A3)
where we used the anti-commutation relation {Σz,Σx} = 0 and Σ2x = 12N . By using the
relation ΣxH(k)Σx = H
∗(−k), the above equation can be rewritten as
ΣzH(k)Σxψ
∗(−k) = −E(−k)Σxψ∗(−k). (A4)

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Here, we can arrange the eigenvalues and the eigenvectors of ΣzH(k) as
(E1(k), · · · , EN (k),−E1(−k), · · · ,−EN (−k)) , (A5)
(ψ1(k), · · · ,ψN (k),Σxψ∗1(−k), · · · ,Σxψ∗N (−k)) . (A6)
For later convenience, the eigenvectors are denoted by
ψn+(k) = ψn(k), (A7)
ψn−(k) = Σxψ
∗
n(−k). (A8)
We note in passing that Eq. (A6) turns out to be the para-unitary matrix T (k) in Eq. (28).
Proof of (iii).
Let us begin with the eigenequation of the matrix Ω(k) = Q(k)ΣzQ
†(k):
Ω(k)φnσ(k) = σEn(k)φnσ(k) (En(k) > 0). (A9)
Since Ω(k) is Hermitian, the eigenvectors φnσ(k) can be chosen to be orthonormal, i.e.,
〈φmρ(k),φnσ(k)〉 = φ†mρ(k)φnσ(k) = δnmδσρ. (A10)
We now define the vectors as ψnσ(k) :=
√
En(k)Q
−1(k)φnσ(k) which satisfy
ΣzH(k)ψnσ(k) = σEn(k)ψnσ(k). (A11)
Thus, ψnσ(k) is an eigenvector of the matrix ΣzH(k) with eigenvalue σEn(k). The vector
ψnσ(k) satisfies the following para-unitarity relation:
〈〈ψmρ(k),ψnσ(k)〉〉
= ψ†mρ(k)Σzψnσ(k)
=
√
En(k)Em(k)φ
†
mρ(k)[Q
−1(k)]−1ΣzQ
−1(k)φnσ(k)
= σ
√
En(k)
Em(k)
φ†mρ(k)φnσ(k)
= σδnmδσρ. (A12)
In the third equality, we used the following equation:
[Q−1(k)]−1ΣzQ
−1(k)φnσ(k)
= Ω−1(k)φnσ(k)
= (σEn(k))
−1φnσ(k). (A13)

B. Berry connection/curvature and spin Chern number of bilayer “ferromagnet”
In Sec. 4.1.3, we provided the bilayer kagome “ferromagnet” as an example of a magnon
spin Hall system which is characterized by the Z2 topological invariant Eq. (63) or spin
Chern number. In this Appendix, we extend the model to include more general bilayer
”ferromagnetic” systems without a net moment. We here assume that each single layer has
a nonzero Chern number and combine the two single layers so that the total bilayer system
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restores (pseudo-)time-reversal symmetry. In the end of the Appendix, we will show that the
Berry connections and curvatures of the bilayer system perfectly coincide with those of the
two independent single layer systems without the interlayer coupling J ′, which means that
the bilayer system is characterized by nonzero spin Chern number.
The BdG Hamiltonian of the “ferromagnetic” bilayer system takes the same form as
Eq. (44), i.e.,
H(k) =


H(single)(k) 0 0 J ′S1N
0 H(single)∗(−k) J ′S1N 0
0 J ′S1N H
(single)∗(−k) 0
J ′S1N 0 0 H
(single)(k)

+ J ′S14N , (B1)
where H(single)(k) is the Hamiltonian of the ferromagnetic single layer system. To diag-
onalize the Hamiltonian with the para-unitary matrix T (k) which satisfies the condition
T †(k)ΣzT (k) = Σz, we need to solve the eigenvalue problem:
ΣzH(k)Ψn,l,σ(k) = En,l,σ(k)Ψn,l,σ(k). (B2)
Thanks to the particular block structure of H(k), the eigenvectors Ψn,l,σ(k) can be
constructed from the eigenvectors of the single-layer Hamiltonian with particle-number con-
servation. Denoting by ψn(k) the eigenvector of H
(single)(k) with eigenvalue λn(k), the
corresponding eigenvalues and eigenvectors of ΣzH(k) read
En,1,σ(k) = σ
√
(λn(σk) + J ′S)
2 − (J ′S)2, (B3)
En,2,σ(k) = σ
√
(λn(−σk) + J ′S)2 − (J ′S)2, (B4)
Ψn,1,+(k) =


cosh (θn(k))ψn(k)
0
0
sinh (θn(k))ψn(k)

 , (B5)
Ψn,2,+(k) =


0
cosh (θn(−k))ψ∗n(−k)
sinh (θn(−k))ψ∗n(−k)
0

 , (B6)
Ψn,1,−(k) =


0
sinh (θn(−k))ψ∗n(−k)
cosh (θn(−k))ψ∗n(−k)
0

 , (B7)
Ψn,2,−(k) =


sinh (θn(k))ψn(k)
0
0
cosh (θn(k))ψn(k)

 , (B8)
where θn(k) is defined by
tanh (θn(k)) =
− (λn(k) + J ′S) +
√
(λn(k) + J ′S)
2 − (J ′S)2
J ′S
. (B9)
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Then the para-unitary matrix T (k) and the diagonalized Hamiltonian are given by
T (k) = (Φ1,+(k),Φ2,+(k),Φ1,−(k),Φ2,−(k)) , (B10)
T †(k)H(k)T (k) =


E1,+(k) 0 0 0
0 E2,+(k) 0 0
0 0 −E1,−(k) 0
0 0 0 −E2,−(k)

 . (B11)
Here, a 4N ×N matrix Φl,σ(k) and a N ×N diagonal matrix El,σ(k) is defined as
Φl,σ(k) = [Ψ1,l,σ(k), · · ·,ΨN,l,σ(k)] , (B12)
El,σ(k) = diag [E1,l,σ(k), · · · , EN,l,σ(k)] . (B13)
By substituting Eqs. (B5)-(B8) into Eq. (59), we find the following relations for the Berry
connection:
An,1,+(k) = An,2,−(k)
= i 〈cosh (θn(k))ψn(k),∇k cosh (θn(k))ψn(k)〉 − i 〈sinh (θn(k))ψn(k),∇k sinh (θn(k))ψn(k)〉
= i 〈ψn(k),∇kψn(k)〉
= A(single)n (k), (B14)
An,2,+(k) = An,1,−(k)
= i 〈cosh (θn(−k))ψn(−k),∇k cosh (θn(−k))ψn(−k)〉∗
− i 〈sinh (θn(−k))ψn(−k),∇k sinh (θn(−k))ψn(−k)〉∗
= i 〈ψn(−k),∇kψn(−k)〉∗
= i 〈ψn(−k),∇−kψn(−k)〉
= A(single)n (−k), (B15)
where A
(single)
n (k) = i 〈ψn(k),∇kψn(k)〉 is the Berry connection of the single layer system.
Using the Berry curvature of the single layer system Ω
(single)
n (k) =
(∇k ×A(single)n (k))z, the
Berry curvature (60) can be written as
Ωzn,1,+(k) = Ω
z
n,2,−(k) = Ω
(single)
n (k),
Ωzn,2,+(k) = Ω
z
n,1,−(k) = −Ω(single)n (−k). (B16)
As seen in Eqs. (B14) - (B16), the Berry connection and curvature of a ferromagnetic bilayer
system can be written in terms of those of the two independent single layer systems without
the interlayer coupling J ′. Since we assumed that each single layer system we considered here
is characterized by a nonzero Chern number given by Cn,l =
1
2π
∫
BZ d
2kΩn,l,+(k), the total
bilayer system exhibits magnon spin Hall effect due to the nonzero spin Chern number Dn =
(Cn,1 − Cn,2)/2. We here emphasize that this argument is valid in general “ferromagnetic”
bilayer systems where spins on the same layer point in the same direction while spins on
different layers point in opposite directions. Therefore, we can simply construct the magnon
spin Hall systems by combining two single layers, each of which exhibits the thermal Hall
effect.
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