e-Commerce services have become a promising and profitable application of the Internet. In order to keep them growing, solutions must be found to deal with unreliable connections and high latencies, among other problems. The best solutions to such problems tend to depend on the distribution of the service over the network, placing servers in multiple locations, closer to customers. If placement of servers is effective it tends to reduce delays and traffic-related costs. In this paper we discuss the distribution of e-commerce services by introducing a traffic-aware cost model and evaluating it using an actual log from an e-tailer. The results show that the model yields good placement solutions, which perform better than simpler ad-hoc solutions.
I INTRODUCTION e-Commerce services have become a promising and profitable application of the Internet. Nevertheless, the use of the Internet as the communication environment in this case is not without its problems. For an e-commerce site to be successful it has to reduce the negative effects of unreliable connections and high network latencies, among other problems. Such problems may compromise customer satisfaction and therefore the success of the virtual business.
Techniques based on improving the quality of a centralized server do not provide a reliable solution, since the difficulties faced are inherent to the network infrastructure itself, not just the server. A better solution tends to be the distribution of the service over the network, placing servers in multiple locations closer to the final users. The existence of multiple servers tends to increase availability, and assuming the placement is well planned, it tends to reduce delays. Proxy cache servers [8] are an example of a successful service distribution strategy: they replicate static content such as HTML pages and images, and are responsible for significant traffic reduction. Content distribution networks [3] have deserved special attention lately, since they provide a more reliable and controlled solution than proxy caches, but at a cost for the information providers. On the other hand, there are several applications that generate dynamic and non-cacheable responses (at least when using traditional cache technolo-gies).
For a distributed e-commerce solution to be successful, there are several issues that must be addressed, such as resource placement and discovery, and load balancing. Resource placement policies define the number and location of servers and products. A larger number of servers allows a higher degree of parallelism, but also leads to higher complexity and context maintenance costs. Regarding product allocation in servers, it would be simpler to divide them uniformly, but a strategy that takes regional demands into account should be more cost-effective. Resource discovery is defined by strategies that determine how clients decide which server to contact. These strategies may be based on network topology or geographical affinity, and may be implemented through dynamic DNS replies, for example. Load balancing is a common issue in Web-based applications which are characterized by dynamic behavior.
In the context of e-commerce servers, resource placement may be seen as a data distribution problem. Several issues concerning data distribution have been extensively studied under different contexts. Database management systems (DBMS), in particular, employ a wide range of algorithms, techniques, and strategies that have been analyzed in the past [1] . However, many of the strategies proposed cannot be applied at all or must be adapted to be used in the Web. In this new environment, there have been some recent work that presents promising results. In [5] , the authors discuss the existing algorithms and propose a new method for resource discovery in distributed applications. In [11] , a locality-aware distribution scheme for clusters is implemented, achieving high cache hit ratios and good load balancing.
In this work we focus on the resource placement issue by presenting and evaluating a traffic-aware model. Our approach is to design a model that will use real data gathered from user behavior in an e-commerce application to decide where, in the Internet, servers should be placed and how products should be distributed among them in order to reduce overall network traffic.
When considering the impact of service requests on a large internetwork as a whole, traffic reductions can be directly associated with lower latencies and costs, and there-fore higher customer satisfaction.
Our proposal is to study server and resource placement in terms of network clouds, just considering in which cloud a server would be installed. Those clouds may be Autonomous Systems (AS) in the Internet, for example. This approach tries to account for the fact that in most cases one has little control over the internal structure, routing paths and organization of a network to choose exactly where to place a server. It also has the effect of simplifying our models to a reasonable level, since we do not have to consider the fine grained structure of the Internet, but just its organization in terms of larger units.
If we consider costs, a server/product placement strategy that reduces overall traffic is also a good idea. Internet billing is currently strongly related to the capacity of the links the organization uses to connect to its neighbors, and this capacity is dictated by the amount of traffic that must travel between them. In this sense, each time a given data packet crosses a boundary between different network clouds (belonging to different organizations) it contributes to the link utilization. In summary, reducing the link utilization will also decrease connectivity costs.
Our approach to model traffic may be classified as a path-based model, where traffic is modeled by the sourcesink pairs in contrast with a traditional approach to study the traffic distribution by modeling the data that goes through each individual link. The link-based approach leads to a much more complex and hard to solve model.
In the sections that follow we discuss e-commerce services and propose a model to evaluate their distribution (Sections II and III). In Section IV we illustrate the application of the proposed model by distributing services of an actual e-tailer server and compare it to two simpler strategies. The last section presents the conclusions and discusses some future work.
II DISTRIBUTED E-COMMERCE SERVICES e-Commerce services are usually provided using standard mechanisms of the WWW, that is, clients request services through the HTTP protocol and wait for responses from the server. In terms of server implementation, however, e-Commerce servers differ from traditional WWW servers by demanding three additional functionalities: transactional support, state maintenance, and persistent and reliable storage. Transactional support assures that the services are performed correctly, also keeping the data valid and consistent, for example, avoiding race conditions; state maintenance allows the server to store volatile data about the interaction of the user with the site, while reliable storage (usually provided by DBMS systems that run on the server machines) maintain long term information.
We distinguish, without loss of generality, three types of data that may be accessed while servicing e-commerce requests: (1) product data 1 , which includes inventory and other dynamic information, (2) customer data, which includes his or her profile, and (3) session state, which records customer interactions and partial transactions..
Notice that some services may affect instances of all types of data. For instance, whenever an e-tailer customer add a product to his or her basket, the added product inventory is decremented, the customer profile is updated, and the state information (in this case the basket) is also augmented. In current centralized server architectures the accesses and modifications are performed locally by the same DBMS system and usually serially. On the other hand, maintaining all these data coherent in a distributed implementation is not a simple task, although it may be performed by distributed database systems (usually at a high cost, however).
We may potentially distribute all types of data, but usually it is not an efficient strategy. Consider a scenario where there is a set of servers geographically distributed that provide services to customers on behalf of an e-tailer. Further, assume that there is an algorithm that assigns a customer to the best server for him or her, in terms of network latency and bandwidth (i.e. each customer will be assigned to a single server). State is usually associated with a customer, so state data may also be stored in the same server. On the other hand, products are naturally "shared" among customers (i.e., concurrently accessed) that may be far apart and do not behave identically. In this context, it makes sense to distribute and keep coherent just product data.
Therefore, based on the customer behavior, we may reduce the general problem of distributing all data handled by an e-commerce server by considering just product distribution.
III RESOURCE PLACEMENT STRATEGY
In this section we discuss our strategy for distributing ecommerce services. Our goal, as mentioned, is to reduce the overall traffic associated with requests to the set of distributed servers.
We consider two types of costs while distributing services: traffic and processing costs. Thus, in order to install a server in a given network cloud, we have to assess not only the installation and transaction processing costs for a server in that cloud, but also how much this server would reduce the overall traffic. Global traffic costs are a function of the number of requests and distance (in terms of links traversed) between clients and a server. We assume that a client is aware of the location of the products, requesting them to the nearest server that will be able to satisfy the request; requests within the cloud where the server is located are not charged. The processing costs are divided into a fixed cost for installing the server in a cloud and a per-transaction cost that is a function of the inventory of products managed by the server.
Given AE network clouds and È products, customers located at a cloud are responsible for a demand of items of product , where ½ AE and ½ È .
Our problem is to determine the number of products of the type , Ô that are managed by a server located in cloud in order to minimize the total cost. We use Ö to denote the number of requests for product originated at cloud that are serviced by a server located at cloud . So, È AE ½ Ö for each (the demand at cloud for product is the sum of the requests originated at this cloud and responded by any server) and Ô Ô È AE ½ Ö for each (the total amount of a product stored at cloud is the sum of all requests answered by this cloud). The overall distribution cost becomes
is the transmission cost of a product request from cloud to cloud , « is the cost of processing one single transaction by a server in cloud (all products have the same processing cost), ¬ is the cost of installing a server in cloud , and × is a binary variable that indicates whether there is server installed in cloud (×
The model naturally handles the fact that not all clouds should have a server, since Ö may be null indicating that there are no requests for from cloud to cloud . Further, as we discuss in Section IV, it allows us to verify the trade-offs between transaction and traffic-related costs. Although we do not prove it here due to space limitations, there is strong evidence [7] that this problem is NP-complete.
We should note that this model determines the best distribution for a given stream of requests. As we know, requests may vary over time and therefore the solution obtained by this model may result in non-optimal assignments. In this case, we employ a load balancing algorithm that uses the proposed model as a balancing function, as it will be discussed in Section IV.
IV CASE STUDY: E-TAILER
In this section we discuss the service distribution of an actual e-tailer. We start by characterizing its workload, and then we evaluate the effectiveness of our model to solve the resource placement issue in e-Commerce service distribution.
A. Workload Characterization
In this section, we present the workload characterization data for an e-tailer. We focus on the allocate and pur- chase functions, which require transactional support [6] and will benefit from our distribution model. A more complete characterization of e-business workloads may be found in [9, 2] . The starting point of our characterization is an access log of a virtual bookstore. The log was collected on August of 1999 and covers a 30-day period, subdivided in two 15 days traces. The first 15 days -which we will refer as "log trace #1" from now on -were used to apply the model described in section III and evaluate the efficiency of our solution in terms of the server placement issue. The last 15 days -"log trace #2" -were used to validate and evaluate the resource distribution efficacy of our model. Log trace #1 was composed by 1,056,040 requests, of which 30,275 (2.86% of the requests) were allocation requests and 747 were purchase requests (users buy in 0.7% of their visits), resulting in an allocate-topurchase ratio of 2.46% 2 . Log trace #2 was composed by 1,408,706 requests, being 35,238 (2.50% of the requests) allocation requests and 861 purchase requests (allocateto-purchase ratio of 2.44%).
We start our characterization by verifying the popularity of products in terms of allocations and purchases. In Figure 1 we can see the frequency distribution of allocations and purchases of products ranked according to the frequency of each operation, that is, the leftmost points are for the products most allocated and most purchased, which are not necessarily the same product. We can observe that Zipf Law applies quite strongly to both curves. Zipf's law [12] was originally applied to the relationship between a word's popularity in terms of rank and its frequency of use. It states that if one ranks the popularity of words used in a given text (denoted by ) by their frequency of use (denoted by È ) then È ½ . The high variance in terms of product allocation impacts the distribution strategy by creating very popular products, which Another interesting question is how the popularity of products for each function varies across time. In the graph of Figure 2 , we plot the allocation frequency of products in three time scales: 1 days, 7 days, and 15 days. We choose the 15-day time scale to rank the products of the other two time scales. By observing the variance of the allocation frequencies in the 1-day and 7-day time scale, we can see that there is a clear demand for a load balancing strategy that adapts to the workload variations observed. The model proposed in this paper may be used as a load balancing function, as we show next. Another interesting observation is regarding how the product popularity varies over time. As discussed in [4] , there is a high variance in terms of product demand under varying time-scales, which may reach a factor of 2 in a 15-day period. This variance poses a clear demand for a load balancing strategy, which may employ the model proposed in this paper.
We then characterize the number of operations performed by network clouds. In our case and in the re- sults presented in the next section, each cloud is an Autonomous System (AS). An AS is a geo-referenced entity that is the basis of Internet routing mechanisms. An AS usually comprises several classes of IP addresses, simplifying their administration and routing. We associated the IP requests to their ASs using the data provided by the Router Arbiter Project [10] , which stores the routing tables of all ASs and also allows, through a WHOIS interface, IP addresses to be associated to their respective AS. In Figure 3 , we can observe the frequency distribution of the allocations as a function of their originating AS. The distribution again seems to follow a power-law, indicating a very high variance among the number of requests originated by each AS.
Last, we characterize the variance of product allocations in terms of resource distribution. Using the distribution output from the model applied to the first log trace, we plotted the distribution frequency variance for the 50 most popular products considering trace #1 (Figure 4 ) and trace #2 ( Figure 5 ). Our first observation is regarding the lack of a large variance in product preference across network clouds, especially for log trace #1. This is a strong indication that product distribution can sometimes be approximated by the total distribution of allocations. However, the second log trace shows that this is not a constant and product preference might vary widely across mirrors, ranging from 46% to 7% in AS2914, for instance. In summary, the behavior of customers is very dynamic and hard to predict both in terms of product popularity and access pattern across time. Our model, as shown in the next section, handles this dynamics by allowing flexible product distributions, and also is a powerful tool for evaluating load balancing strategies and their parameters.
B. Applying the Proposed Model
We now discuss how our model may be applied to a distributed e-tailer and how to evaluate it based on the data presented in the previous section. We start by solving the model for log trace #1, demonstrating its applicability. We then use the resource placement parameters for evaluating the model accuracy on another time period, namely trace #2.
As mentioned previously, we use the AS structure as network clouds in our model. We estimate the local costs (« and ¬) of each cloud as a linear function of the connectivity of the respective AS. Our cost differentiation is based on the premise that a more connected cloud would charge more to host a distributed server. We then considered two scenarios to evaluate the model's distribution solution: first, the centralized strategy, where there's just one server (the e-tailer server itself) responsible for all requests; second, the distributed solution of our model. Further, we varied « and ¬ in order to evaluate the tradeoffs between costs associated with traffic and local storage/transaction processing.
A complete description and analysis of these trade-offs is presented in [4] . In summary, solving the model showed to be extremely expensive, computationally speaking, but the execution of relaxed versions of the model 3 provided very promising results, reducing the overall traffic from 11 to 48% (in the 5-server model) or from 15 to 52% (in the 10-server model), as we varied « and ¬. These results served as proof of concept that the model can be very effective for sake of resource placement in distributed servers.
Furthermore, we also evaluated the product distribution 3 We reduce the set of products distributed to the 50 most popular and the number of candidate clouds for becoming a server to up to 10. by using log trace #2, described in Section A.. The trace was used to simulate a workload applied to a set of distributed servers employing the proposed resource placement strategy. We measure the goodness of the strategy through the cumulative number of remote allocations performed by all servers, that is, the number of requests received but not satisfied locally by a server, requiring a redirection to another server that has the desired item, which not only increases the user-perceived latency, but also the transaction cost. An even worse problem occurs when the product is not available in any of the distributed servers, meaning that the e-tailer may loose the client. For sake of evaluation, the lower the number of remote allocations, the closer the proposed strategy was to the actual workload. In order to validate our strategy, we compare it to three intuitive distribution strategies: round-robin, uniform by product, and weighted by total requests. Roundrobin is characterized by the inventory of each product being entirely assigned to just one server, in a round-robin fashion, as defined by the popularity ranking of the products. In the uniform-by-product strategy, the inventory of each product is divided by the number of servers and the same fraction of the inventory is assigned to all servers, that is, every server is responsible for an equal share of the product inventory. Finally, in the weighted-by-totalrequests strategy, the fraction of a product inventory assigned to a server is constant for all products and calculated as the ratio between the total number of requests to the server and the total number of requests in the workload.
We evaluated each strategy considering different time scales of trace log #2. We employed 4 time scales: (1) the first day; (2) the first 3 days; (3) the first week; (4) the entire log (15 days). Table 1 shows the evaluation results associated with each strategy. For each time scale, we multiplied the number of requests by a factor (14, 5, 2, and 1, respectively) so that the absolute demands are comparable, which can be seen in the second column. The third column (Allocation misses) presents the number of requests that would not be satisfied by the distributed servers for each time scale. The remaining columns show the number of redirections and the relative importance of these redirections in the overall number of allocations issued to the distributed servers. Table 1 shows that the number of allocation misses varies significantly across time-scales, as a consequence of the temporal variation of the demands, as discussed in Section A. We also observe that strategies round-robin and uniform by product perform poorly in all time scales. These results are somehow expected, considering the perserver demand variance, as shown in figure 4 . It is also remarkable the similarity between the results of the weighted by server strategy and our model, not being possible to determine which of them is better. We explain this similarity by verifying the variance of the product demand among servers, which is significantly smaller in log trace #1 (Figure 4 ) when compared to log trace #2 (Figure 5) . More specifically, we can see that AS6453 is responsible for at least 43% of the demand of the 50 most popular products in log trace #1, while in log trace #2 the demands vary from 35% to 63%. The small variance in log trace #1 resulted in a model solution very close to the weighted-by-server approach, but we believe that this is not always a valid assumption. In summary, our model covers naturally the solution provided by loadbased strategies such as weighted-by-server and also addresses the scenarios where the product popularity distribution presents a high variance among servers.
V CONCLUSIONS
In this paper we discuss the distribution of e-commerce services among different servers by solving a traffic-aware cost model. The solution is evaluated using an actual log from an e-tailer. The use of the solution given by the proposed model reduced the traffic-related costs up to 52%, depending on the ratio between traffic costs, and server installation and operation costs. The model allows system designers to investigate cost compromises and the impact of the application workload on the effectiveness of the distribution in terms of reducing traffic, and thus operational costs and user-perceived latency. We also evaluated the application of the model using another log from the same e-tailer and concluded that our strategy may be used as a resource placement function, since it accounts for the demand variance among servers in a per-product basis.
We believe that this model may be improved for its applicability in several directions. We intend to consider also coherence protocol costs and forwarding costs, since we assume that clients are aware of the product location. We will also investigate load balancing strategies between the distributed servers and the cost of such protocols. We will propose a more realistic cost model, in which the asymmetry between the incoming and outgoing traffics and their ratio to the transaction processing costs are taken into account. We also want to account for traffic generated by non-transactional requests such as browse and search requests, extending the work presented in [6] . Further, as mentioned in Section A., a small fraction of all product allocations becomes actual purchases, making parameters such as allocation-to-purchase fundamental for a more accurate model. Another direction is to develop heuristics for approximate solutions to the model, allowing the distribution of larger number of products among more candidates. Finally, we plan to evaluate larger logs and apply the model to other dynamic e-commerce applications.
