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been developed into the so-called optimal estimation (OE) retrieval [21] . In the OE closed form.
48
There are a number of strategies for interrogating the resulting posterior distri- of retrievals per day, requiring the retrieval process to be computationally fast [10, 18] .
56
The data volume means that the information extracted from the posterior distribu-57 tion is minimal, being restricted to a point estimate and an approximate covariance 58 matrix. As detailed in Section 2.2, a typical approach is to search for the posterior 59 mode, the maximum a posteriori (MAP) estimate, with numerical approaches and to 60 obtain the covariance matrix through linearization. Some theoretical aspects of this 61 retrieval process have been demonstrated [8, 9] , and linear error analysis has identified 62 key sensitivities for this OE retrieval [22, 4] .
63
The present paper develops a simulation-based framework for the OE retrieval 64 applied to atmospheric CO 2 retrievals that addresses several objectives. First, the 65 approach samples the retrieval error distribution under standard conditions without 66 assuming linearity. Second, it characterizes the impact of key OE-algorithm choices 67 on the distribution of the retrieval error. Finally, it is contrasted with the linear error 68 analysis that is commonly used in remote sensing retrievals through a retrieval error 69 budget that separates contributions from linear and nonlinear sources. In the process,
70
the true bias and covariance of the retrieval errors can be determined. This approach 71 and the underlying statistical model resemble simulation studies of nonlinear mixed 72 effects (NLME) models [14, 15] . In the remote sensing application, the inference ob-73 jective focuses on the state, which would be considered the random effect in the NLME 74 context. A simulation framework allows an extension of the linear approximation in 75 traditional OE retrieval error analysis [22] . This simulation-based strategy requires 76 an OE retrieval that is computationally fast in order to facilitate large Monte Carlo 77 sample sizes in the simulation experiment. In fact, the OCO-2 operational algorithm 78 is not fast enough, so we develop a surrogate forward model and retrieval.
79
This article is organized as follows. Section 2 describes OCO-2 and its role in 80 carbon cycle science, along with the mathematical details for the OE retrieval. Section 
3
This manuscript is for review purposes only. sensing retrievals so that they can be propagated through the flux-inversion process.
119
A comprehensive understanding of the OCO-2 OE retrieval and associated sources of 120 uncertainty is a critical component of this end-to-end inference problem. 
130
The orbit track crosses the Equator on the daytime side in the early afternoon local 131 time, and about 15 orbits are completed each day [10] .
132
Let the random vector Y represent the set of radiances for a single OCO-2 sound- The general goal is to estimate the atmospheric state, which we denote as X, from 138 the observed radiances, along with characterizing the uncertainty of the estimate. In and type of the constituent, as shown in Figure 1 .
142
The mathematical relationship between the atmospheric state X and the radi-
143
ances Y is captured through a forward model, F(X, B). of satellite radiances Y and the r-dimensional state vector X, where typically n r,
210
can be represented through a simple statistical model,
211
(1) Y = F(X, B) + .
212
The random errors can represent measurement error along with model discrepancy.
213
Here we assume
214
∼ Gaussian (0, Σ ) .
215
The state vector can also be treated as a random vector with a marginal distribution,
216
X ∼ Gaussian (µ X , Σ X ) . 
237
A strategy commonly advocated in remote sensing and used in the OCO-2 full 238 physics (FP) retrieval algorithm is to search for the posterior mode. This is equivalent
239
to minimizing a "cost function" of the form, 
Notice that the Jacobian is generally a function of the atmospheric state.
253
In an operational setting such as the OCO-2 FP retrieval, other algorithm choices parameters from their true counterparts.
257
• The retrieval forward model parameters are set atB, and the true forward 258 model parameters are B.
259
• The retrieval prior mean vector is set at µ a , and the true marginal mean for 260 the state is µ X .
7
• The retrieval prior covariance matrix is set at Σ a , and the true marginal 262 covariance for the state is Σ X .
263
• The retrieval error covariance matrix is set at Σ e , and the true error covari-264 ance is Σ .
265
The value of the state vector at the last step of a nominally converged LM algo- 
270
This approximation involves the Jacobian, which must be evaluated at a chosen value 271 of the state vector. This choice of X, or linearization point, can impact the overall 272 uncertainty if, for example, the retrievalX is used as the linearization point. The 273 OCO-2 operational retrieval uses this convention, so this choice is used throughout 274 the rest of this paper. Henceforth, we define
.
276
The primary QOI for OCO-2 is X CO2 , the column-averaged dry-air mole fraction 277 of CO 2 . Fundamentally, this is the ratio of the number of CO 2 molecules in a column
278
to the total number of molecules of dry air in the column. We decompose the state 279 vector,
where X α is the vertical profile of CO 2 and X β is the rest of the state vector. The 282 prior mean vector of the state,
can be similarly decomposed, and the covariance matrix can be written as
whereŜ αα is the block of the covariance matrix corresponding to the vertical profile 287 of CO 2 .
288
Given the configuration of the state vector, X CO2 can be constructed as a weighted 3, and we drop the dependence of h on the state vector,
294
In a similar fashion, the retrieved X CO2 and a variance estimate can be computed 295 from the retrieval, 1. The gain matrix G has dimension r × n and characterizes the linear response 312 of the retrieval to the measurements,
2. The averaging kernel A has dimension r × r and characterizes the linear 315 response of the retrieval to the state vector,
317
In this framework, the retrieval error can be decomposed into several contributions
318
[21],
324
The nonlinearity term γ is zero for a linear forward model, as outlined in Ap- error; these other contributions will not be addressed in the current work.
330
The analogous error budget has been developed for X CO2 [5]:
337
Here, the averaging kernel matrix is partitioned in a similar fashion as the covariance Particular attention is focused on the retrieval error for X CO2 , namely
We wish to study this distribution by simulation experiments through extensive Monte for each radiance Y i,j is related to its expectation, as follows:
448
The band-specific constant c j is specified to yield signal-to-noise ratios (SNRs) that of Figure 2 ; the prior covariance Σ a is fixed at Σ X . In particular, each retrieval uses 458 a prior mean that is generated from a hyper-distribution,
459
µ a ∼ Gaussian(θ a , Ω a ).
460
The experiment includes two factors with levels that reflect different choices for the 461 hyper-parameters θ a and Ω a . The two factors described below included five and three 462 levels, respectively, and the experiment was run in a full two-way factorial design, 463 yielding 15 treatments.
12
The first factor is the systematic error present in the prior mean µ a , reflected 465 by the choice of the hyper-parameter θ a . In general, this parameter is defined as an 466 offset from the true marginal mean, 467 θ a = µ X + δ.
468
The five levels of this factor reflect varying amounts of misspecification,
469
• MA: δ = −2 diag(Σ X )
470
• MB: δ = − diag(Σ X )
471
• MC: δ = 0,
472
• MD: δ = diag(Σ X ),
473
• ME: δ = 2 diag(Σ X ).
474
Here, diag(Σ X ) represents a vector with a single non-zero element given by the 475 marginal standard deviation for the natural logarithm of the aerosol optical depth
476
(log AOD) for the dominant aerosol type, which is dust for the location of interest.
477
The element is in its appropriate place in the state vector, and all other elements 
485
• V0: Ω a = 0,
486
• V1:
487
• V2: Ω a = diag(Σ X ).
488
The treatments are summarized in Table 2 .
489

Table 2
Treatments for the uncertain prior mean (µ a ) experiment. Each treatment is named as a combination of the magnitude of systematic error (MA, MB, MC, MD, ME) in the prior mean and the level of uncertainty (V0, V1, V2) in the prior mean.
Covariance Ω a 0
For the treatments that include some degree of uncertainty in the retrieval's prior 490 mean µ a , it is possible to estimate components of the variance in X CO2 through the 491 use of the conditional-variance formula,
492
V ar(∆ XCO2 ) = E(V ar(∆ XCO2 |µ a )) + V ar(E(∆ XCO2 |µ a )).
493
The first contribution, E(V ar(∆ XCO2 |µ a )), is the variability in the retrieval errors to the extent that the linear approximation is adequate. The second contribution, vector play a role as well.
535 Table 3 summarizes the bias and variance in the X CO2 retrieval error for each 536 treatment in the experiment. For the V1 and V2 treatments, the variance is sepa-537 rated into the contributions from the average error variance within each prior mean 538 E(V ar(∆ XCO2 )|µ a )) and from the variance of average errors across prior means 539 V ar(E(∆ XCO2 |µ a )). In addition, the average of the estimated posterior variances 540 E( V ar XCO2 ), is reported for comparison.
541
From a practical standpoint, the retrieval bias is small (less than 0.1 ppm) for 542 all except the extreme MA and ME treatments. There is a trend from negative to 543 positive bias moving from MA to ME. This suggests that the prior-mean specification Table 3 Summary of X CO2 bias and variance for the uncertain prior mean experiment. Bias is reported in units of ppm and variance is reported in units of ppm 2 . The total variance of the retrieval errors is V ar(∆ XCO2 ) = E(V ar(∆ XCO2 )|µ a ) + V ar(E(∆ XCO2 )|µ a ), which is the sum of the two components above it in the table. This total can be contrasted with the retrieval's mean estimated variance E( V ar XCO2 ). portion of Σ X , parameters that are not changed across the treatments.
MAV0 MAV1 MAV2
592
In contrast, the variability of the interference error and the nonlinear error change 593 across treatments. The error budget suggests that different retrieval prior means µ a 594 will likely lead to different distributions of interference error. The average interference 595 error is related to the difference between the marginal mean µ X and the retrieval 596 prior mean µ a for the pressure, aerosol and albedo components of the state vector.
597
These are the constituents of X β in the interference term of the error budget (3).
598
Thus the variability in the retrieval prior mean translates to variability in the average are too small, sometimes substantially so.
613
The total error variance can also be impacted by correlations among the error 614 budget components. Table 4 error pairs. Traditional error analysis assumes that the latter component is zero.
621
From Bias
Cov ≡ Cov(X − X) = Cov(∆).
643
One useful FOM is a unitless normalized bias, or inverse coefficient of variation, some interesting contrasts between X α , the CO 2 profile, and X β , the other elements 647 of the state vector. In general, larger biases are present for the components X β .
648
Some of these errors can compensate for each other to an extent; for example, an budget components are found using the simulation results, which lead to covariances 678 that must be incorporated to achieve an accurate measure of total error.
18
In addition, the simulation approach provides an overall quantification of the ade-680 quacy of the retrieval's uncertainty estimate, and it can also characterize the variabil-681 ity in retrieval errors due to nonlinearity. We find that the combination of systematic 682 misspecification of, and uncertainty in, the prior mean for aerosols and albedo impact 683 the retrieval bias and variance for X CO2 . There is an important interaction between 684 these two factors that leads to large bias and variability when the prior mean of log 685 AOD is high.
686
The impact of uncertain retrieval-algorithm inputs in general has implications for 687 the community of OCO-2 data-product users. The operational retrieval algorithm 
698
This study has investigated the impact of uncertainty in the retrieval prior mean 699 µ a as an algorithm input. We note that the model for uncertainty on µ a can be 700 written as:
for a given µ X . Now, if µ a is fixed, sampling from this distribution would generate 703 uncertainty on the marginal mean, µ X . Thus, the same MC draws of µ a − µ X could 704 be used in a simulation experiment that considers uncertainty on the marginal mean, 705 µ X .
706
Other key algorithm inputs, especially those linked to aerosols and albedo, likely 
22
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24
Assume without loss of generality that µ = 0. For this model, the retrieval is
771
Now, Then, the retrieval error can be written as
783
This results in the linear error budget
Appendix B. Surrogate model description.
789
Some of the key aspects of the surrogate forward model F(X, B) include config-790 uration of the atmospheric state vector X, discretization of the atmospheric profile, 791 trace gas absorption, radiative transfer, and viewing geometry.
792
Formally, the forward model F i,j (X, B), i = 1, . . . , n j ; j = 1, 2, 3 defines the 793 expected radiance as a function of the state X and parameters B for wavelength i in 794 spectral band j. Hence, n = n 1 + n 2 + n 3 . The three spectral bands correspond to 795 the three OCO-2 spectrometers,
796
• O2 A-band (j = 1), centered near 0.765µm,
797
• Weak CO2 band (j = 2), centered near 1.64µm,
798
• Strong CO2 band (j = 3), centered near 2.06µm. • Surface albedo A i,j ,
824
• Vector of layer-specific optical depths τ i,j ≡ {τ i,j,k : k = 1, . . . , K},
825
• Vector of layer-specific single-scattering albedo ω i,j (τ i,j ) ≡ {ω i,j,k (τ i,j,k ) :
826 k = 1, . . . , K},
827
• Layer-specific phase function P i,j (τ i,j ) ≡ {P i,j,k (τ i,j,k ) : k = 1, . . . , K}.
828
The layer-specific optical depth τ i,j,k quantifies the extinction of radiation in layer 
832
The optical depth due to trace gas absorption is a function of the abundance of the This manuscript is for review purposes only. is the pressure difference between the bottom and the top of layer j. 
855
The characteristic shape mimics a Gaussian probability density function. Then the 
864
characterizes the effective depth of the profile.
865
In addition to extinction from multiple sources, the forward function also incor-
866
porates Rayleigh scattering and scattering by the four scattering species. Scattering 
870
Each scattering species has its own wavelength-dependent single scattering albedo,
871
ω M,i,j, , which quantifies the fraction of scattered radiation to extinction, and these 872 parameters are assumed known.
873
The phase function P i,j,k (τ i,j,k ) characterizes angular dependence of scattering, This manuscript is for review purposes only. This manuscript is for review purposes only.
