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Introduction
Several facial recognition algorithms have been explored in the past few decades. Progress has been made
towards recognition under varying lighting conditions, poses and facial expressions. In a general context, a
facial recognition algorithm and its implementation can be considered as a system. The input to the facial
recognition system is a two dimensional image, while the system distinguishes the input image as a user’s
face from a pre-determined library of faces. Finally, the output is the discerned face image. In this project,
we will examine one particular system: the Eigenface technique.
Since the facial recognition problem itself deals with images, each pixel in an image is considered as a
coordinate in an n-dimensional space, where n is the total number of pixels per image. Now suppose that
there is a collection of several images that forms a library of faces that serve as candidates for recognition.
Since each image is a point in n-space, and n can be a relatively large number, it would be convenient and
computationally efficient to reduce the dimensionality of the data set.
In the Eigenface technique, the space of images (library of faces), is projected into a low dimensional space
using principal component analysis. In this method, the high dimensional n-space is transformed to a set of
uncorrelated principal components that span most if not all variation in the original data set. The deter-
mined principal components can be used to thereby attempt to reconstruct an input image, and subsequently
classify a face as a library element.
This project will focus on four main categories:
(1) Brief history of principal components
(2) Definition and derivation of principal components
(3) The facial recognition problem
(4) The Eigenface technique
(5) Implementation of the Eigenface technique on a small sample population
1. A Brief History of Principal Components
The first notable and accepted descriptions of Principal Component Analysis were given in the early 20th
century by Pearson and Hotelling [1]. Originally, the purpose of deriving principal components was to reduce
the number of variables while still retaining pertinent information. This is particularly useful when the num-
ber of variables can be reduced significantly to a few principal components, even if the principal components
have no clear meaning. The principal components provide vectors that describe the major variation of a
sample. Oftentimes, severe reduction in dimensionality alone is justification for use of principal components,
and can greatly enhance computational efficiency.
One practical example of principal components is the interpretation of anatomical measurements of an
animal species. Within a species, typically anatomical measurements of a large number of animals are taken
and principal components are computed. Usually, the first principal component reflects the general size of
the individual animal. Subsequent components could correspond to different shapes. By interpreting the
first few, high variance principal components, it is hoped that major sources in variations of anatomical mea-
surements within a species can be identified. In 1902, Macdonell conducted a study using seven anatomical
measurements of 3000 criminals [1]. The first principal component was overall size, the second contrasted
the head to limb measurements, while the last related the roundness vs. thinness of the head.
Another widely used application of principal component analysis is with regard to atmospheric science.
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In fact, principal component analysis was the leading statistical technique used between 1999 and 2000 in
the International Journal of Climatology. Principal components are used in this capacity to describe trends
and patterns in pressure, temperature and other atmospheric measurements. In some examples, large areas
of land are mapped out in a grid, and pressure or atmospheric measurements are taken at each grid point.
These observations are then analyzed with principal component analysis, whereby a few vectors describe
the largest variance in atmospheric measurements. Each loading or weight of each principal component at
a particular grid point can be mapped geographically, and contours can be subsequently drawn. In the field
of atmospheric science, almost always the reduction in variables is significant while a large proportion of the
original data variance is maintained.
Finally, we would like to focus on how principal component analysis can help with computer vision. This
requires knowledge about how an image can be represented as a random vector, and then understanding
of what principal component analysis can do to help interpret images. So first consider a given, grayscale
digital image. This image is composed of pixels and can be represented as an M ×N matrix where M is the
vertical height of the picture in pixels and N the width. Within the value plane (grayscale) of the image,
each pixel contains a value corresponding to the intensity of the pixel (e.g. for 8-bit storage, 0 corresponds
to a completely black pixel, while 255 a completely white pixel).
Now this image can be represented as an MN dimensional vector, call it V , where the rows of the original
M × N matrix are concatenated to form one large row vector. Suppose there is a library collection of k
images that are of size M × N pixels, k ∈ N. Then, constructing image vectors of each library image, we
can create the following matrix of image vectors:
X =

V1
V2
...
Vk

where V1, V2, ..., Vk are the library image row vectors. We would now like to compute principal components
for this population of k faces. By doing so, the original data can be interpreted in terms of eigenvalues.
Given a new input image, principal components can be used to seek minimum distance of the new image
(vector) to any of the k library images. These calculations are done along the principal components, not the
original axes. This is particularly useful because principal components retain information of variance and
allow us to analyze images based on differences and similarities. As a result, the collection of library images
must have a basal set of common features (i.e. general positioning, lighting condition, etc.)
2. Definition and Derivation of Principal Components
Let x be a vector of n random variables (i.e. x is an n×1 vector consisting of random variables x1, x2, ..., xn).
Suppose furthermore that n is large and we are interested finding a general representation of the covariances
and correlations of the n random variables. In other words, we would like to find k uncorrelated vectors
that can best represent the covariances and correlations of the original data set, where k ≤ n. First we will
attempt to find a linear function of the random variables of x that has maximum variance. Call it a′1x,
where a′1 is a 1× n vector with elements a11, a12, ..., a1n. Then it follows that:
a′1x =
∑n
i=1 a1ixi
To find a′1, we must be able to realize a maximum variation. This optimization is achieved more easily by
setting a normalization constraint, i.e. choosing a1 as a unit vector and thus a1a′1 = 1.
Now consider the covariance matrix of x, denoted Σ. Observe that Σ’s (i, j)th element is the covariance
between xi, xj . Recall that the covariance of xi, xj , denoted Cov(xi, xj) = E[(xi − E[xi])(xj − E[xj ])]. It
follows that:
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Σ(i, i) = Cov(xi, xi)
= E[(xi − E[xi])(xi − E[xi])
= E[(xi − E[xi])2]
= var[xi]
Now consider a′1, the vector that maximizes var[a′1x] = a′1Σa1. We will now use a Lagrange multiplier λ to
maximize:
a′1Σa1 = a
′
1Σa1 − λ(a′1a1 − a′1a1)
= a′1Σa1 − λ(a′1a1 − 1)
Now observe that:
a′1Σa1 =
(a11 a12 ... a1n)1×n

(x1 − x¯1)2 (x1 − x¯1)(x2 − x¯2) ... (x1 − x¯1)(xn − x¯n)
(x2 − x¯2)(x1 − x¯1) (x2 − x¯2)2 ... (x2 − x¯2)(xn − x¯n)
...
...
. . .
...
(xn − x¯n)(x1 − x¯1) (xn − x¯n)(x2 − x¯2) ... (xn − x¯n)2

n×n

a11
a12
...
a1n

n×1
= (a11 a12 ... a1n)1×n

n∑
i=1
a1i(x1 − x¯1)(xi − x¯i)
n∑
i=1
a1i(x2 − x¯2)(xi − x¯i)
...
n∑
i=1
a1i(xn − x¯n)(xi − x¯i))

n×1
= a11[
n∑
i=1
a1i(x1 − x¯1)(xi − x¯i)] + a12[
n∑
i=1
a1i(x2 − x¯2)(xi − x¯i)] + ...+ a1n[
n∑
i=1
a1i(xn − x¯n)(xi − x¯i)]
Now consider the derivative of a′1Σa1with respect to a1 [3] :
δ
δa1
a′1Σa1 =

δ
δa11
a′1Σa1
δ
δa12
a′1Σa1
...
δ
δa1n
a′1Σa1

=

δ
δa11
[a11[
n∑
i=1
a1i(x1 − x¯1)(xi − x¯i)] + a12[
n∑
i=1
a1i(x2 − x¯2)(xi − x¯i)] + ...+ a1n[
n∑
i=1
a1i(xn − x¯n)(xi − x¯i)]]
δ
δa12
[a11[
n∑
i=1
a1i(x1 − x¯1)(xi − x¯i)] + a12[
n∑
i=1
a1i(x2 − x¯2)(xi − x¯i)] + ...+ a1n[
n∑
i=1
a1i(xn − x¯n)(xi − x¯i)]]
...
δ
δa1n
[a11[
n∑
i=1
a1i(x1 − x¯1)(xi − x¯i)] + a12[
n∑
i=1
a1i(x2 − x¯2)(xi − x¯i)] + ...+ a1n[
n∑
i=1
a1i(xn − x¯n)(xi − x¯i)]]

=

δ
δa11
(a211(x1 − x¯1)2 + a11a12(x1 − x¯1)(x2 − x¯2) + a12a11(x2 − x¯2)(x1 − x¯1) + ... + a11a1n(x1 − x¯1)(xn − x¯n) + a1na11(xn − x¯n)(x1 − x¯1)
δ
δa12
(a11a12(x1 − x¯1)(x2 − x¯2) + a12a11(x2 − x¯2)(x1 − x¯1) + a212(x2 − x¯2)2 + ... + a12a1n(x2 − x¯2)(xn − x¯n) + a1na12(xn − x¯n)(x2 − x¯2)
.
.
.
δ
δa1n
(a11a1n(x1 − x¯1)(xn − x¯n) + a1na11(xn − x¯n)(x1 − x¯1) + a1na12(xn − x¯n)(x2 − x¯2) + a12a1n(x2 − x¯2)(xn − x¯n) + ... + a21n(xn − x¯n)2

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=
δ
δa11
(a211(x1 − x¯1)2 + 2a11a12(x1 − x¯1)(x2 − x¯2) + ...+ 2a11a1n(x1 − x¯1)(xn − x¯n))
δ
δa12
(2a11a12(x1 − x¯1)(x2 − x¯2) + a212(x2 − x¯2)2 + ...+ 2a12a1n(x2 − x¯2)(xn − x¯n))
...
δ
δa1n
(2a11a1n(x1 − x¯1)(xn − x¯n) + 2a12a1n(x2 − x¯2)(xn − x¯n) + ...+ a21n(xn − x¯n)2

=

2a11(x1 − x¯1)2 + 2a12(x1 − x¯1)(x2 − x¯2) + ...+ 2a1n(x1 − x¯1)(xn − x¯n)
2a11(x1 − x¯1)(x2 − x¯2) + 2a12(x2 − x¯2)2 + ...+ 2a1n(x2 − x¯2)(xn − x¯n)
...
2a11(x1 − x¯1)(xn − x¯n) + 2a12(x2 − x¯2)(xn − x¯n) + ...+ 2a1n(xn − x¯n)2

= 2

a11(x1 − x¯1)2 + a12(x1 − x¯1)(x2 − x¯2) + ...+ a1n(x1 − x¯1)(xn − x¯n)
a11(x1 − x¯1)(x2 − x¯2) + a12(x2 − x¯2)2 + ...+ a1n(x2 − x¯2)(xn − x¯n)
...
a11(x1 − x¯1)(xn − x¯n) + a12(x2 − x¯2)(xn − x¯n) + ...+ a1n(xn − x¯n)2

= 2Σa1
We have now shown that δδa1 a
′
1Σa1 = 2Σa1 Now recall that var[a′1x] = a′1Σa1 − λ(a′1a1 − 1), and we are
trying to find a1 that maximizes the variance. To that end, we will differentiate var[a′1x] with respect to
the vector a1 and set to zero:
0 =
δ
δa1
var[a′1x]
=
δ
δa1
[a′1Σa1 − λ(a′1a1 − 1)]
=
δ
δa1
a′1Σa1 −
δ
δa1
λ(a′1a1 − 1)
= 2Σa1 − δ
δa1
λa′1a1 −
δ
δa1
1
= 2Σa1 − δ
δa1
λa′1a1
= 2Σa1 −

δ
δa11
λa211
δ
δa12
λa212
...
δ
δa1n
λa21n

= 2Σa1 − λ

δ
δa11
a211
δ
δa12
a212
...
δ
δa1n
a21n

= 2Σa1 − 2λa1
=⇒ Σa1 − λa1 = 0
=⇒ Σa1 − (λIn×n)a1 = 0
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=⇒ Σa1 = λIn×na1
But this means that λ is an eigenvalue of Σ and a1 is the corresponding eigenvalue. Recall that we wished
to maximize a′1Σa1 = a′1λa1 = λa′1a1 = λ. Thus, a1 is precisely the eigenvector corresponding to the largest
eigenvalue of Σ, call it λ1.
Next we would like to find the next principal component, or linear function of the random variables of x,
call it a′2x that has maximum variance subject to the condition of being uncorrelated with a′1x, or that
cov[a′1x,a′2x] = 0. Recall that the goal of principal component analysis is to retain the most possible infor-
mation (correlation and covariance of the n variables of x) within k, uncorrelated vectors where k ≤ n. But
cov[a′1x,a′2x] = a′1Σa2 = a′2Σa1. Now recall that λ1 is an eigenvalue of Σ with corresponding eigenvector
a1. Thus, Σa1 = λ1a1. Substituing above, we now have [1]:
cov[a′1x,a
′
2x] = a
′
1Σa2 = a
′
2Σa1 = a
′
2λ1a1 = λ1a
′
2a1 = 0
Thus, a′2a1 = 0 implies zero correlation between a2x and a1x. As before, we would like to maximize
var[a′2x] = a′2Σa2. With the new constraint of a′2a1 = 0, ensuring cov[a′1x,a′2x] = 0, as well as the unit
vector normalization constraint, we may proceed by expressing var[a′2x] as follows:
a′2Σa2 = a
′
2Σa2 − λ2(a′2a2 − a′2a2)− γa′2a1
= a′2Σa2 − λ2(a′2a2 − 1)− γa′2a1
where λ2 and γ are Lagrange mulitpliers. Analogous to the differentiation of a′1Σa1 with respect to a1, we
conclude that:
δ
δa2
a′2Σa2 = 2Σa2
Again we will now differentiate var[a2x] (subject to a′2x being uncorrelated to a′1x and the normalization
constraint) with respect to a2 and setting to zero, resulting in:
2Σa2 − 2λ2a2 − γa1 = 0
=⇒ Σa2 − λ2a2 − γ
2
a1 = 0
Multiplying on the left by a′1 yields:
a′1Σa2 − a′1λ2a2 − a′1
γ
2
a1 = 0
=⇒ a′1Σa2 − λ2a′1a2 −
γ
2
a′1a1 = 0
But recall that cov[a′1x,a′2x] = a′1Σa2 = λ1a′1a2, and under our constraints, cov[a′1x,a′2x] = 0. Thus, we
have 0 = λ1a′1a2 =⇒ a′1a2 = 0. Furthermore, under the normalization constraint, we know that a1 is a unit
vector, and thus a′1a1 = 1. With these considerations, substituting we are left with
γ
2 = 0 =⇒ γ = 0. Now
recall the relation obtained by taking the derivative of var[a2x] with respect to a2 (subject to a′2x being
uncorrelated to a′1x and the normalization constraint) and setting to zero:
Σa2 − λ2a2 − γ
2
a1 = 0
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Since we have shown that γ = 0, we now have:
Σa2 − λ2a2 = 0
=⇒ Σa2 − (λ2In×n)a2 = 0
=⇒ Σa2 = λ2In×na2
But this means that λ2 is an eigenvalue of Σ with corresponding eigenvector a2. Again, because we wish to
maximize var[a2x] = a′2Σa2, we also wish to maximize λ2. We now wish to show that λ2 6= λ1, and thus
that λ2 < λ1. We proceed with a contradiction strategy and suppose the contrary, that λ2 = λ1. But this
implies:
a1 = a2
=⇒ a2a′1 = 1
But we required that a2a′1 = 0 to ensure that cov[a′1x,a′2x] = 0. Our contradiction is thus established, and
we conclude that λ2 6= λ1, and thus that λ2 < λ1. This is consistent with the fact that both a1 and a2 are
eigenvectors of Σ, a symmetric real matrix. It would be expected that eigenvectors of such a matrix would
be orthogonal, or that a2a′1 = 0. Finally, we conclude that λ2 is the second largest eigenvalue of Σ with
corresponding eigenvetor a2.
Continuing this process, at the kth repetition, we will have the kth linear function of the variables of x
with maximum variance subject to being uncorrelated with a1x,a2x, ...,ak−1x. Moreover, the kth vector, or
principal component, is a′kx, and var[akx] = λk, the k
th largest eigenvalue of Σ [1].
3. The Facial Recognition Problem
Facial recognition in a very simple sense is a pattern recognition problem. The pattern recognition problem
at hand is solved almost daily by the average human. The ability to recognize and classify visual features of
a face is a widely unknown and unexplored capability of the human information system [4]. Emulating the
visual spatial recognition abilities on a computer system has great implications in security, human-computer
interaction, criminal identification, as well as access to personal records [5]. In this scope, the problem be-
comes one of determining the chance that a set of input data is associated with a set of known populations
based on previous experience and knowledge [4].
Ataly defines a pattern class as a category determined by some given common attributes or features. The
features of a pattern class are the characterizing attributes common to all patterns belonging to that class
[4]. In the case of facial recognition, the pattern class is the class of similar face images. In a general context,
common attributes or features include relative position and size of the head, ears, nose, eyes, mouth etc. All
features of the pattern class used for facial recognition include every pixel in a face image.
Furthermore, a pattern describes any member of a pattern class, and is usually represented as a pattern
vector (a point in n dimensional space where n is the number of features that describe the pattern class). In
the case of facial recognition, a pattern is a vector that consists of every pixel in the face image.
One of the most daunting problems associated with facial recognition techniques that rely on pattern recogni-
tion is the classification scheme. After input data is expressed as a pattern or a vector within the measurement
space, the system must determine to which pattern class the input data belongs or whether the input data
belongs to a pattern class at all. The problem arises when attempting to classify or group the pattern points
that belong to each pattern class. With faces this can be particularly difficult. Common features among
faces are those that would most intuitively be used for classification (i.e. anatomical features such as eye,
nose, ear and mouth position). Detecting such individual features and building face models solely on these
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objects severely limits face information and potentially ignores the methodology by which humans are so
efficiently capable of facial recognition. In fact, Ataly reports that "individual features and their immediate
relationships comprise an insufficient representation to account for the performance of adult human face
identification," yet "this approach to face recognition remains the most popular one in the computer vision
literature" [4].
First attempts at automated, computer system face recognition based classification on distance ratios be-
tween common facial features. Bledsoe used features such as "eye corners, mouth corners, nose tips, and chin
points". Eventually, Bell Labs was able to use a vector of 21 different facial features and developed facial
recognition methods based on pattern classification techniques. Later, Fischler and Elschlager wish to au-
tomate facial feature detection. More specifically, they used a linear embedding algorithm using deformable
template matching methods. The deformable template described parameterized models of the human face
and of specific facial features [4]. In contrast to the aforementioned feature detection methods for facial
recognition, we will examine the facial recognition problem using an information theory approach. This
approach will allow for analysis of facial images without preconceived or intuitive notion of important facial
features (i.e. eyes, nose, mouth, ears).
4. The Eigenface Technique
The Eigenface problem is one that aims to provide a means of facial recognition. To begin, a collection of
images of human faces (library or training set) is needed. Given an input image, we would like to determine
whether the image is a face, as well as if the image matches one of the images in the library. Moreover, the
Eigenface technique relies on information theory and utilizes PCA, the method of reducing dimensionality
while preserving the variance of a data set, to recognize facial features. More specifically, the principal
components used in the Eigenface technique are eigenvectors of the covariance of the matrix of face images,
while each face is a point in n space where n is the number of pixels in each image.
The relevant information of a face image needs to be extracted and compared to a previously defined
database of face images. One convenient measure of facial image information is in the variation of the data
of face images. More importantly, this variation will avoid predisposition towards focusing on facial features.
We will be seeking the principle components of the face image distribution in the library or training set of
face images (recall that this was shown to be the eigenvectors of the covariance matrix of the set of data).
The largest eigenvalues and corresponding eigenvectors (Eigenface) will account for the most variation in the
data set. These vectors characterize the features that describe the variation between the face images, and
each face image in the set can be represented as a linear combination of all the eigenvectors.
As previously explained, to implement PCA to facial recognition techniques, images need to be represented
as random vectors. Suppose that the library of images (i.e. set of face images to which an input image will
be attempted to be matched) consists of M images, and that each image is represented as an i × j matrix
of pixels values. Now let n = ij. The first step is to transform the M images into column vectors of length
n. Consider an arbitrary image from the total M -sized collection, call it I1:
I1 =

p11 p12 . . . p1j
p21 p22 . . . p2j
...
...
. . .
...
pi1 pi2 . . . pij

i×j
Now we wish to transform I1 into a column vector, call it Γ1. This will be achieved by concatenating the
columns of I1:
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Γ1 =

p11
p21
...
pi1
p12
p22
...
pi2
p13
...
pij

n×1
After performing this transformation on all M images, we will obtain the following set S:
S = {Γ1,Γ2, . . . ,ΓM}
Since we are not interested in the commonalities between our M images, we would like to subtract the mean
image, call it Ψ, from each Γx where x ∈ N, 1 ≤ x ≤M . We will computed Ψ as follows:
Ψ = 1M
M∑
i=1
Γi
Now taking the difference of each Γx, x ∈ N, 1 ≤ x ≤M , and Ψ, we obtain a new set of vectors that we can
represent as matrix A:
A = [Φ1,Φ2, . . . ,ΦM ]n×M
where Φi = Γi − Ψ, i ∈ N, 1 ≤ i ≤ M . We now have a collection of data that will form our training set
or library, and it defines the face space. This space is currently defined in n space, but we would like to
reduce the dimensionality while preserving information of interest (the variance). To that end, we proceed
by constructing the covariance matrix using a maximum-likelihood estimator for a population covariance
matrix, call it C, of the random vectors Γx,x ∈ N, 1 ≤ x ≤M :
C = 1M
M∑
i=1
ΦiΦ
′
i, an n× n matrix.
Now we would like to show that C = 1MAA
′. We proceed directly and observe that:
C =
1
M
AA′
⇐⇒ 1
M
M∑
i=1
ΦiΦ
′
i =
1
M
AA′
⇐⇒
M∑
i=1
ΦiΦ
′
i = AA
′
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⇐⇒
M∑
i=1
ΦiΦi =
(
Φ1 Φ2 . . . ΦM
)
n×M

Φ′1
Φ′2
...
Φ′M

M×n
⇐⇒
M∑
i=1

φi1
φi2
...
φin

n×1
(
φi1 φi2 . . . φin
)
1×n =

φ11 φ21 . . . φM1
φ12
. . .
...
...
. . .
...
φ1n . . . . . . φMn

n×M

φ11 φ12 . . . φ1n
φ21
. . .
...
...
. . .
...
φM1 . . . . . . φMn

M×n
=

φ211 + φ
2
21 + ...+ φ
2
M1 φ11φ12 + φ21φ22 + ...+ φM1φM2 . . . φ11φ1n + φ21φ2n + ...+ φM1φMn
φ12φ11 + φ22φ21 + ...+ φM2φM1
. . .
...
...
. . .
...
φ1nφ11 + φ2nφ21 + ...+ φMnφM1 . . . . . . φ
2
1n + φ
2
2n + ...+ φ
2
Mn

n×n
=

M∑
i=1
φ2i1
M∑
i=1
φi1φi2 . . .
M∑
i=1
φi1φin
M∑
i=1
φi2φi1
. . .
...
...
. . .
...
M∑
i=1
φinφi1 . . . . . .
M∑
i=1
φ2in

n×n
=
M∑
i=1

φi1
φi2
...
φin

n×1
(
φi1 φi2 . . . φin
)
1×n
where φij = Γij −Ψj .
To find the principal components of this data set, we would now like to compute the eigenvectors and
corresponding eigenvalues of this covariance matrix. Recall that finding the largest eigenvalues and asso-
ciated eigenvectors will provide a lower dimensionality space that can describe the variation between the
training set images. We are trying to find the principle components of the face space. But computing the
eigenvectors of C = 1MAA
′ is a difficult task (C is an n × n real symmetric matrix). Recall that each face
can be represented by a linear combination of all the eigenvectors of C. As long as enough information is
preserved, we should be able to approximate each face (i.e. use only the "best" eigenvectors, or those with
the greatest corresponding eigenvalues and thus account for the most variance within our set of images). In
fact, we will be finding precisely M Eigenfaces that will span the face space for facial recognition. Since
M << n, it would benefit us greatly in terms of computational feasibility to find M eigenvectors of an
M ×M matrix rather than n eigenvectors of an n× n matrix. But what M ×M matrix will yield the same
eigenvectors and eigenvalues as C? We want to show that A′A, an M ×M matrix, has M eigenvectors that
are also eigenvectors of C.
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First we would like to show that u is an eigenvector of C iff u is an eigenvector of AA′. To do so, we must
show two things:
(1) ∃λ ∈ R 3 Cu = λu =⇒ ∃λM ∈ R 3 AA′u = λMu
(2) ∃λ ∈ R 3 AA′v = λv =⇒ ∃λC ∈ R 3 Cv = λCv
Note that we know that λ, λM , λC are real numbers because C,AA′ are both symmetric matrices. Now we
proceed with the former directly and suppose that u is a n × 1 eigenvector of C =⇒ Cu = λu, λ ∈ R. But
recall that C = 1MAA
′ =⇒ 1MAA′u = λu =⇒ AA′u = Mλu = λMu (here λM = Mλ). Thus, u is also an
eigenvector of AA′.
Now let v be an eigenvector of AA′ =⇒ AA′v = λv, λ ∈ R. Again, C = 1MAA′ =⇒ MCv = λv =⇒
Cv = λM v = λCv (here λC =
1
M λ). Thus, v is an eigenvector of C.
We have shown that for arbitrary eigenvectors u, v of matricies C,AA′ respectively that u is also an
eigenvector of AA′ and that v is also an eigenvector of C. Thus, we have demonstrated that u is an
eigenvector of C iff u is an eigenvector of AA′. No recall that we wished to show that the M ×M matrix
A′A hasM eigenvectors that are also eigenvectors of C. It suffices to show that they are eigenvectors of AA′.
To that end, suppose that k is an M × 1 eigenvector of A′A, i.e. A′Ak = λk for some λ ∈ R.
=⇒ AA′Ak = Aλk
=⇒ AA′Ak = λAk
=⇒ (AA′)Ak = λAk
=⇒ CAk = λCAk
where λC = 1M λ.
Since we have shown for arbitrary eigenvector kM×1 of A′A that Akn×1 is an eigenvector of AA′ and
thus an eigenvector of C, we have shown that this is the case for every eigenvector of A′A. The associated
eigenvalues of each Eigenface can be used to rank the eigenvectors according to how well they can character-
ize the variation among the training set. Once the Eigenfaces are determined, the projection of each training
image on each Eigenface is determined to determine the location of each face in the new face space. These
weights are critical in determining face classes and also in classifying an input image.
The process of recognizing a face is very similar. Once an input image is acquired, it is first transformed
into a column vector (as done with the training images). Following this, the mean image is then subtracted
from the input vector, and this difference vector is projected onto each of the Eigenfaces. Depending on the
weights of each projection, the input image is classified as either within a face class, outside of any of the
training classes but still a face, or not a face. This classification problem is most easily solved by setting
crispy thresholds on Euclidean distance of the input image’s position in the face space to the training set.
5. A Small Example
In this example, a small population of Trinity College students (eleven total) volunteered to have there
pictures taken. The shooting environment consisted of the same window-less room to reduce differences in
ambient lighting. Moreover, all subjects were asked to remove glasses prior to the photo session and stand in
front of the same wall. Generally, the subjects were asked to remain expressionless during the photo shoot,
and the images were taken such that the face was as centered as possible. These measures were taken in an
attempt to minimize subject to subject differences in ambient lighting, facial feature positioning and face
10
size relative to the entire images. The images below depict the raw data collected from these eleven subjects
(0.06 scale of original):
a b c
d e f
g h i
j k
Once each facial image was imported, it was observed that the positioning of each face was not consistent
between images. For example, face b takes up a noticeable greater amount of the frame of the picture. In
contrast, the relative face sizes of faces a, f, k are smaller. Consequently, the relative position of facial fea-
tures within the picture frame were very inconsistent from facial image to facial image. This was most likely
caused by inconsistent and unsteady photography; the distances between the camera and subject during
each photo shoot was not consistent. As a result, facial features were not consistently in the appropriate
location with respect to other facial features or the entire image. Using each image as a random vector in
PCA, we would ideally want each facial feature in relatively the same location so that each pixel can closely
represent one random variable between pictures/face patterns.
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To rectify this error, it was determined that cropping a square from each image that is normalized to
the position and spacing of the pupil centers of each face, consistent positioning and size of facial features
amongst images could be achieved. To that end, a small MATLAB function was created; the inputs are the
coordinates of the two pupil centers as well as the image file, the output is the resized square image:
Using this function, the raw data images were converted to grayscale, relative facial features positions were
normalized, and the images were resized to 128×128 images. Next, to reduce variation in ambient lighting,
the standard deviation and mean of each image was normalized to the mean standard deviation and mean.
This preprocessing step resulted in a more manageable data set in terms of usability as well as computational
requirements. Arbitrarily, images a− j were chosen as the training set of images. The new training dataset
is shown below:
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S = {Γ1,Γ2, . . . ,Γ10}
Next the average face is computed by taking the mean value of each pixel. Recall that we wish to manipu-
late the difference images (i.e. each face minus the average face). The average face of this training set was
calculated and is shown below (original scale:
Ψ = 1M
M∑
i=1
Γi
Now we compute each face minus the mean (each one of these faces will be ’reconstructed’ with a linear
combination of the computed Eigenfaces). The subtracted images are shown below:
A = [Φ1,Φ2, . . . ,ΦM ]16384×10
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These ten difference images represent ten different observations of a 16384×1 random vector. Now we would
like to construct A′A and find the relevant and useful eigenvectors and corresponding eigenvalues. These
eigenvectors, when displayed, show ghostly facial images (Eigenface). Each of the library images can be
roughly reconstructed by a linear combination of these Eigenfaces. The nine calculated unit Eigenfaces for
this training set of ten are shown below, and the following table shows the associated eigenvalues (these al-
low us to rank, in general terms, how much variance of the original training set is ’captured’ by the Eigenface):
Eigenface E1 E2 E3 E4 E5
Eigenvalue 4775814.770 6594322.471 9015187.929 9137723.245 12141165.15
Eigenface E6 E7 E8 E9
Eigenvalue 16519541.33 23782021.05 30935899.09 60068023.55
Table 1. Orthonormal Eigenvectors and their Eigenvalues
Once these Eigenfaces are calculated, we need to find the projection of each library/training image onto each
Eigenface. Each image can be somewhat reconstructed using linear combinations of these nine Eigenfaces.
Projecting each training image onto the Eigenfaces will provide the coefficients of our linear combination for
each image, as well as the coordinates of each face within the face space. Since the calculated eigenvectors
are unit vectors, the projection of any face image f onto an Eigenface Ei is simply the dot product of Ei
and f , or f · Ei. These calculated projections are shown in the table below:
Eigenface [E] Φ1 · E Φ2 · E Φ3 · E Φ4 · E Φ5 · E
E1 133067.040 -1372488.982 -174228.272 -2462110.359 325341.772
E2 -36640.032 1539804.307 -184073.793 -3594400.382 -1258369.985
E3 1689672.838 2192468.693 -5986788.123 -2031013.156 3261274.599
E4 1203906.375 269791.185 3438913.854 -3161365.092 6295043.119
E5 -2043763.079 8720618.315 1659119.858 -1893344.591 -2201972.804
E6 743108.709 -4473035.559 -2562343.271 3185165.136 4578252.864
E7 -21246466.545 341772.462 1276917.633 978665.891 7976979.536
E8 3311142.450 7342451.520 3473710.696 6238250.404 2378693.387
E9 -4937458.413 14354075.498 -30453499.540 15054694.705 9566924.477
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Eigenface [E] Φ6 · E Φ7 · E Φ8 · E Φ9 · E Φ10 · E
E1 -230220.785 3800916.084 360209.924 -132438.140 -248048.283
E2 -588900.083 -1367512.646 3307.911 586270.600 4900514.102
E3 -61605.195 -1623639.676 3922371.791 742638.879 -2105380.648
E4 -393224.001 -2142205.572 -3739432.793 -545215.192 -1226211.884
E5 2843443.032 2050569.501 -233126.111 -5870724.150 -3030819.972
E6 2635078.391 -129936.505 2044476.144 -12638427.760 6617661.850
E7 -948444.893 553661.759 5538589.565 3343652.665 2184671.927
E8 -27771438.228 4378229.592 4169602.212 -5039746.202 1519104.169
E9 -365710.079 17721060.005 -40270377.159 7490184.430 11840106.075
Table 2. Projection of Difference Vectors, Φi, 1 ≤ i ≤M onto Eigenfaces
We have now compiled a training set of difference images, and we have projected each difference image onto
the nine Eigenfaces:
proj(Φi, Ej) =
Φi·Ej
|Ej | = Φi · Ej , 1 ≤ i ≤M, 1 ≤ j ≤ 9
With these projections, we have the weights of each Eigenface in the linear combination for training image
reconstruction as well as the coordinates of each training difference image Φi in the face space. We would
like to compare the projection of an input image to these projections. More precisely, a simple thresholding
algorithm comparing the Euclidean distance between an input image’s projection into the training face space
versus the ten face classes within the training set will be used to classify the input image as one of three cases:
(1) A face and within a training face class
(2) A face and not one within a training face class
(3) Not a face
We will examine each input case separately. Begin with the former and consider the following input raw
images (0.06 scale of original):
t1 t2
Observe that both the subject in test input image t1 and the subject in image t2 are subjects from the
original training set of ten. They correspond to raw images d and e respectively. Note furthermore that both
subjects are wearing different clothing, and that the subject in t1 has trimmed his hair.
The next steps towards the facial recognition process should mirror the preprocessing techniques performed
on each training set image. First, each image frame was normalized to a square based on the pupil center
distance, as described by the MATLAB code shown on p.12. The input image is then adjusted to the mean
standard deviation and mean of the training set images, call this new image Γt. Next, the difference between
Γt and Ψ(the average face of the training set) is computed.
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The figures below show first the frame normalized images of t1 and t2, (i.e. 128 × 128 images with fa-
cial features in relatively the same location as the training images):
t1 frame normalized t2 frame normalized
Readjusting the images to the standard deviation and mean found from the training set image yields the
following images:
t1(σ, µ normalized) t2(σ, µ normalized)
Next we would like to subtract the average training face from each input image to generate difference images
Φt1,Φt2:
− = = Φt1
− = = Φt2
With Φt1,Φt2 calculated, we would now like to find their positions in the face space, or in other words, their
projections onto each of the nine Eigenfaces:

E1 · Φt1
E2 · Φt1
...
E9 · Φt1
 =

−168811.442
−552856.385
372748.525
−2819342.006
−444503.458
−2590431.134
3566447.252
5839866.0797
16135870.137


E1 · Φt1
E2 · Φt1
...
E9 · Φt1
 =

−168811.442
−552856.385
372748.525
−2819342.006
−444503.458
−2590431.134
3566447.252
5839866.0797
16135870.137

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The above bar graph shows the Euclidean distance between Φt1 and the training set A in face space. We
would ideally like the distance between Φt1 and Φ4, corresponding to face image d, to be the least. This
is true in the case of Φt1, with distance of 59226029872984.2 between Φ4 and Φt1. However, we also see
very small relative Euclidean distances between Φt1 and Φ2,Φ7, (120707710865108 and 61242675066703.5
respectively). We would like to examine what features in our image acquisition and preprocessing could lead
to these near-false positive cases. To that end, let us examine the raw images corresponding to Φ2,Φ4,Φ7:
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b d g
t1
We see from these images that t1 most closely matches image d, corresponding to difference vector Φ4. The
other selected candidates for face recognition, images b, g, are both male and have more rounded hair styles.
This is perhaps indicative of the new hairstyle introduced to the subject in image t1. From this inspection, it
is suspected that information outside of face image signals is overwhelming the classification algorithm (i.e.
hair, clothes, back-lighting). We will now examine t2 and recall Φt2’s position in the face space and observe
the Euclidean distance to the training images Φx, 1 ≤ x ≤ 10:

E1 · Φt1
E2 · Φt1
...
E9 · Φt1
 =

−168811.442
−552856.385
372748.525
−2819342.006
−444503.458
−2590431.134
3566447.252
5839866.0797
16135870.137

Face[x]
10∑
i=1
(xi − Φt2(i))2
Φ1 572716809302438
Φ2 1080416037495065
Φ3 509635770588607
Φ4 969346685891415
Φ5 597814249760741
Φ6 796612678756898
Φ7 1097825517407655
Φ8 956662854040545
Φ9 726540130753437
Φ10 724839686482643
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The above bar graph shows the Euclidean distance between Φt2 and the training set A in face space. We
would ideally like the distance between Φt1 and Φ5, corresponding to face image e, to be the least. This is
not true in the case of Φt2, with minimum distance of 509635770588607 between Φ3 and Φt1. However, we
see relatively similar Euclidean distances between Φt2 and Φ1,Φ5, (572716809302438 and 597814249760741
respectively). We would like to examine what features in our image acquisition and preprocessing could lead
to these results. To that end, let us examine the raw images corresponding to Φ1,Φ3,Φ5:
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a c e
t2
We would like the algorithm to match precisely t1 to image e, corresponding to difference vector Φ5. How-
ever, this is not the case, and instead image e, corresponding to difference vector Φ3, lies closest to the input
image t2 in the face space. Recall that we observed when first examining the t2 that the subject is wearing
different clothing than in e. The clothing on the subject in a is very similar to that of the subject in t2.
Perhaps this similarity between t2 and a resulted in the relatively small Euclidean distance between Φ1 and
Φt2. Similarly, the dark hair near the shoulders of the subject in e is very similar in shape, color and location
to the subject’s clothing in t2.
With these results in hand, we proceed by taking measures to capture an image of another subject in
which the subject has not dramatically changed hairstyles or clothing. To that end, consider the raw train-
ing image j and raw input image t3 (0.06 of original scale):
Training Image Input Image (t3)
As with the training images, t3 will be normalized to a square frame relative to the pupil locations. Following
this, the image is converted to grayscale and adjusted to the standard deviation and mean found from the
training set. Eventually, this new image will be used to construct the average-face-subtracted vector, Φt3.
This preprocessing yields:
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− = = Φt3
We now follow the same steps as before to find the Euclidean distance histogram for Φt3:
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From the above histogram, it is observed that t3 is ’matched’ to several training images. More specifically,
relatively smaller Euclidean distances were observed between t3 and Φ2,Φ4,Φ5,Φ7 and finally, the desired
outcome Φ10. The least of these distances was between t3 and Φ4, 54127547903159.6 to be precise. These
results are discouraging, and suggest that image signatures outside of just the face area, hair and clothing
are hindering the performance of the algorithm.
To resolve this problem, a new approach was taken whereby images were cropped/frame normalized to
pupil location such that only the face image is present in the frame. This was done by simply changing the
cropping limits in the MATLAB code previously shown on p.12.This will eliminate differences in lighting,
clothing, hair etc. Following this approach, the same ten raw images were used to construct the following
library, Sf (index-subject relations are consistent with previous library):
Sf = {Γ1,Γ2, . . . ,Γ10}
And the average image, call it Ψf is calculated as:
Ψf =
1
M
M∑
i=1
Γi
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Now we compute the collection of each face minus the mean, call it Af . The subtracted images are shown
below:
Af = [Φ1,Φ2, . . . ,ΦM ]16384×10
As before, we would like to construct an orthonormal basis (Eigenfaces) that span the new face-space. We
would be able to approximate any training set face with a linear combination of these vectors. The nine
Eigenfaces for this new training set of ten faces are shown below:
Below are the associated eigenvalues for each Eigenface:
Eigenface E1 E2 E3 E4 E5
Eigenvalue 1472533.115 1899497.820 2070060.588 2367355.082 3252671.428
Eigenface E6 E7 E8 E9
Eigenvalue 3825736.214 4496217.557 5170733.112 6472845.101
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Following the steps of the previous library creation, we would now like to calculate the projection of each
input image onto the Eigenfaces, and thus their coordinates in the new face-space. This step is integral in
determining the inclusion of an input image as a member of a known face class. The calculated projects are
shown below:
Eigenface [E] Φ1 · E Φ2 · E Φ3 · E Φ4 · E Φ5 · E
E1 815815.498 12454.859 -674599.100 -239645.996 205860.365
E2 591692.415 422088.061 628265.577 184631.860 -149733.937
E3 -443449.563 1362343.669 346881.239 -61840.481 347695.331
E4 993580.595 200403.714 400687.251 -1415073.146 503256.345
E5 -1144332.918 -1055714.051 490206.262 -1095778.045 1815793.238
E6 -236937.876 1088536.661 -1216793.783 -1787484.235 -380010.213
E7 -6333.081 189370.902 1056402.324 -1308010.941 -3101807.568
E8 -1972595.515 2148243.106 -439567.244 -863306.718 212191.434
E9 187838.808 -1441300.852 3761483.690 -1606218.516 -269077.629
Eigenface [E] Φ6 · E Φ7 · E Φ8 · E Φ9 · E Φ10 · E
E1 -85859.800 -176024.149 771957.272 -75133.159 -554825.791
E2 -619427.877 789931.834 -662511.294 -102588.190 -1082348.449
E3 455543.750 -1161965.614 -47191.396 -165391.871 -632625.064
E4 -580763.472 -539663.510 -770890.260 281918.261 926544.221
E5 203053.982 492040.504 223016.279 1277240.094 -1205525.344
E6 2011431.970 1882561.650 -673095.061 -728384.018 40174.903
E7 355299.057 -301897.710 1197276.818 2415615.593 -495915.393
E8 -3185101.957 1422405.294 1996716.059 -315228.057 996243.598
E9 809492.277 147071.860 2433033.114 -4048057.756 25735.004
Now we proceed with the input image recognition step. To that end, we first need to obtain renormalized
input images, this time normalized only to the face image region (as we did with the training set). The
below images depict the input images from the previous attempt, ti, and the corresponding input images for
this approach, tif (where 1 ≤ i ≤ 3).
t1 t2 t3
t1f t2f t3f
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For t1f , we would like to match to Φ4. The following results are obtained from our algorithm:
We see that training image d, corresponding to difference vector Φ4, within the face space is significantly
closer to the input image than any other training vector. In fact, it is almost an order of magnitude closer.
This is seen clearly in the above historgram. Φ4 is distinctly closest to the input image, as desired. These
results are promising, but we would like to verify with input images t2f , t3f .
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We proceed with the same analysis with image t2f , obtaining the following:
Again one training image is distinctly closer to the input image in terms of projection into the orthonormal
basis (Eigenfaces). More specifically, we see that training image e, corresponding to difference vector Φ5,
within the face space is significantly closer to the input image than any other training vector. This is again
seen clearly in the above historgram. Φ5 is distinctly closest to the input image, as desired.
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Finally, we proceed with our final verification by performing the same analysis with image t3f (we would
like to match with Φ10), obtaining the following:
Again, as desired, the input image was correctly and distinctly matched to the correct training face (in this
case Φ10) as shown by the above histogram. These results are promising and suggest that the algorithm is
capable of robustly and confidently identifying a subject’s face if the face is from within the training set.
This is particularly evident in the distance histograms. For each input image, it was observed that only one
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trianing image was the significantly the closest to the input image. Moreover, in each case, this matching
was performed correctly.
We have thus demonstrated that the algorithm can successfully identify a subject from within the training
set. Ideally, the system would also be able to reject a face that is not from within the training image (possibly
to incorporate as a new training image), as well be able to distinguish a non-face image. We will proceed
with the former and consider the non-trainig face image:
Preprocessing and face recognition algorthims were then performed, resulting in the following:
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The algorithm attempted to match the input image to Φ3. Φ3 is the closest to the input image when both
are projected into the facespace. However, when we observe the next closest training image (Φ10), it is not
significanlty further than the closest match. This observation suggests that the input image is not distinctly
matched, i.e. the input could be a face, but it is not definitely one from the trianing set. Thus, we have
demonstrated that the algorithm can be used to help reject an input face image as one that is not within the
training set. Finally, we would like to distinguish between face images and non-face images. To that end,
consider the following non-face image:
Preprocessing and face recognition algorthims were then performed, resulting in the following:
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These resulst show that the algorithm attempted to match the non-face image to Φ7. Like the non-training
face, the car image was not distinctly matched to a training image. Moreover, the car image, when projected
into face space, is not very far from any of the training images projected into face space. This suggests that
there is no unique deviation in some facial feature between the input image and any of the training images
(perhaps since there are no facial features of the input image). Although our algorithm does not confidently
classify the input image as not a face, this one result suggests a potential method to reject non-face images.
6. Discussion
In this study, we wished to explore the method of facial recognition using principal component analysis. We
discussed the history and various applications of PCA. Following this, we described and to a small extent,
demonstrated the method of PCA construction. It was shown that PCA, in a nutshell, generates orthogonal
vectors that best preserve the variance (information) of a population/collection of observations of a partic-
ular random vector. It was thus proposed, that if a face image is viewed as a random vector (each pixel
represents a different random variable), and if the face images were scaled and positioned similarly, then
PCA is amenable to facial recognition.
For the sample study, we collected face images of ten Trinity students. These images were taken in the
same environemnt to reduce differences in ambient lighting. Moreover, the images were scaled and cropped
such that the pupils of each face were in the same location within each picture. In the first attempt, pictures
of the subjects’ entire heads were used. Each picture was then converted into vector, and principle compo-
nents describing the variance within this population of images were created. Next, three of the subjects were
invited to have their pictures taken again. The first re-invited subject had shortened his hair since the first
picture shoot. The second wore significantly different clothing, and the third was asked to appear as similar
to theirself the day of the first shooting. Results showed that the algorithm was not able to succesfully,
distinctly or even approximately identify any of the input faces as a training image. Because this was true
for even the third subject (subject asked to dress/appear the same as his corresponding training image),
it was suggested that perhaps taking entire head images firstly introduced a lot of variance not necessarily
useful for identifying faces, as well as differences in lighting situations and environmental factors. To resolve
this issue, a second approach was used in which training images and input images were cropped to a smaller
area. More specifically, only the region from ear to ear horizontally and forehead to lower lip was cropped
from each subject’s original face. The same three test images were used, and all three were distinctly and
precisely identified as the correct training image. Furthermore, when a non-library input image was tested,
the same distinct classification was not observed. The same was true for when a non-face image was analyzed,
and furthermore, no significant deviation from a training image was observed. These results show that PCA
based facial recognitio (Eigenface technique) is a viable method for static, controlled facial recognition. Real
time application is perhaps less selective and applicable (each image must be cropped such that facial feature
are in relatively the same location). Finally, our results show a promising method for identifying non-library
and non-face images, but a more robust rejection scheme still needs to be explored.
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8. Code
The following MATLAB code was used to analyze input images:
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