The objective of this paper is to offer sufficient conditions for the oscillation of all solutions of the third order nonlinear damped dynamic equation with mixed arguments of the form
Introduction
This paper deals with oscillatory behavior of all solutions of the third order nonlinear damped dynamic equation with mixed arguments of the form r 2 r 1 y α
(t) + p(t)ψ t, y a(t) + q(t)f t, y g(t) = 0, t ∈ I,
(1.1)
where I = [t 0 , ∞) T , α ≥ 1 is the ratio of positive odd integers. In the sequel, assume that the conditions are satisfied: (H1) r 1 , r 2 , p, q ∈ C rd (I, R + ), a ∈ C rd (I, R), g ∈ C 1 rd (I, R), where R + = (0, ∞) T ;
(H2) a(t) ≥ σ (t) ≥ t, g(t) ≤ t, g (t) ≥ 0 and g(t) → ∞ as t → ∞;
(H3) ψ, f ∈ C(T × R, R) such that ψ(t, x(t)) ≥ k 1 x α (t), ψ(t, -x(t)) = -ψ(t, x(t)), and f (t, x(t)) ≥ max{k 2 x β (t), k 2 x β (σ (t))}, f (t, -x(t)) = -f (t, x(t)), and x(t) is defined on T, k 1 , k 2 are constants, β is the ratio of positive odd integers. We define R 1 (t, t 1 Let T be a time scale with sup T = ∞. We only consider these solutions of (1.1) which exist on some half-line [t 0 , ∞) T and satisfy sup{|x(t)| : t 1 ≤ t < ∞} > 0 for any t 1 ≥ t 0 . If y, r 1 (y ) α , r 2 (r 1 (y ) α ) ∈ C 1 rd ([t y , ∞), R) and y satisfies (1.1) on [t y , ∞) T for some t y ≥ t 0 , then the function y is called a solution of (1.1). A solution y(t) of (1.1) is said to be oscillatory if it is neither eventually positive nor eventually negative, otherwise it is called nonoscillatory. The equation itself is called oscillatory if all of its solutions are oscillatory.
In recent years, there has been an increasing interest in studying the oscillation of solutions of the equations, we refer the readers to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and the references cited therein. The dynamic equations with deviating arguments are deemed to be adequate in modeling of the countless processes in all areas of science. As is well known, a distinguishing feature of delay dynamic equations under consideration is the dependence of the evolution rate of the processes described by such equations on the past history. This consequently results in predicting the future in a more reliable and efficient way, explaining at the same time many qualitative phenomena such as periodicity, oscillation or instability. Contrariwise, advanced dynamic equations can find use in many applied problems whose evolution rate depends not only on the present, but also on the future, it also plays a vital role. The dynamic equations with mixed arguments have both advanced arguments and delay arguments, and have both properties.
In 2017, Baculíková [3] studied the oscillatory behavior of the second order advanced differential equation
where σ (t) ≥ t, and amended some oscillatory criteria for the second order advanced differential equation.
And there are many results on the oscillation of the delay dynamic equation, we refer the readers to [4] [5] [6] [7] [8] [10] [11] [12] [13] and the references cited therein. The study of dynamic equation with mixed arguments is also of great significance, due to the comprehensive use in natural science and theoretical study.
In 2014, Adıvar et al. [8] studied the oscillation of the third order delay and advanced dynamic equations
on [t 0 , ∞) such that t ∈ T and t 0 ≥ 0, where α is the ratio of two positive odd integers. However, to the best of our knowledge, there is very little known about the oscillatory behavior of dynamic equation with mixed arguments on time scales. And there are no known results regarding the oscillation of third order dynamic equation with mixed arguments of type (1.1). More exactly, the existing literature does not provide any criteria which ensure oscillation of all solutions of equation (1.1).
In view of the above motivation, our aim in this paper is to present sufficient conditions which ensure that all solutions of (1.1) are oscillatory. We give some new criteria for the oscillation of (1.1) by using the Riccati transformation and the integral averaging technique. Moreover, we present a new comparison theorem for deducing the oscillation of (1.1) from the oscillation of a suitable second order advanced dynamic equation. Thus, our method essentially simplifies the examination of the third order equation; and what is more, it supports backward the research on the second order advanced dynamic equation. For the study of oscillation of the advanced equation, we refer the readers to [3, 9, 10] . Indeed, there are no known results about the oscillation of the third order damped advanced dynamic equation in the form of (1.1) when q(t) ≡ 0. And there are the results of the third order delay dynamic equation in the form of (1.1) when p(t) ≡ 0. Our results essentially improve and complement the earlier ones. We also repair some of results of Bohner et al. [4] .
Preliminaries
As usually, studying the properties of oscillatory solutions of (1.1), we can restrict our attention only to positive ones. In this section, we derive some new properties of oscillatory solutions of (1.1) that will be used for establishing new oscillatory criteria. Let
Definition 2.1 For function f : T → R, we define the derivative f as follows: Let t ∈ T. If there exists a number α ∈ R such that for all ε > 0 there exists a neighborhood U of t with
for all s ∈ U, then f is said to be differentiable at t, and we call α the delta derivative of f at t and denote it by f (t). 
Proof If y is a nonoscillatory solution of (
we obtain y(t) < 0 for all large t, which is a contradiction. Altogether,
This completes the proof.
Lemma 2.2 Suppose that (2.1) of Lemma 2.1 holds and y is a nonoscillatory solution of
Proof If y is a nonoscillatory solution of (1.1), and
Thus
Now, integrating the above inequality from t 1 to t, we have
Lemma 2.3 ([11, 12]) Assume that β > 0 is the ratio of positive odd integers and x
β (t) ∈ C 1 rd (I, R). Then x β (t) ≥ ⎧ ⎨ ⎩ β(x(σ (t))) β-1 x (t), 0 < β ≤ 1, β(x(t)) β-1 x (t), β ≥ 1.
Lemma 2.4 ([14] (Theorem 1.14) (Mean value theorem)) Let f be a continuous function on
[a, b] that is differentiable on [a, b). Then there exist η, ξ ∈ [a, b) such that f (ξ ) ≤ f (b) -f (a) b -a ≤ f (η).
Oscillation results
Now we are prepared to provide our main oscillatory theorems. By using the Riccati transformation and the integral averaging technique due to Philos [15] , we establish new oscillation results for (1.1). Firstly, let us introduce now the class of functions P which will be used in this section. Let
A function H ∈ C rd (D, R) is said to belong to the class P if
and H(t, s) has a continuous and nonpositive partial derivative on D 0 with respect to the second variable, and for a positive continuous functionh,
When H(t, s) = (t -s) n , n ∈ N , the Philos-type conditions reduce to the Kamenev-type ones. 
Moreover, if every solution of the equation
is oscillatory, where
for all constants c, c
Proof If y is a nonoscillatory solution of (1.1) on [t 1 , ∞) T , t 1 ≥ t 0 . Assume that y(t) > 0 and y(g(t)) > 0 for t ≥ t 1 . By the proof of Lemma 2.1, we have that two cases of Lemma 2.1 hold. Now, we shall show that in each case we are led to a contradiction. Case (1) . Suppose that (2.1) of Lemma 2.1 holds. Define the following Riccati transformation:
Then w(t) > 0, and
By (H3) and y(g(σ (t))) ≥ y(g(t)), we have f (t, y(g(t)))
≥ k 2 y β (g(σ (t))). From (1.1) and (2.4), then m (t) m(σ (t)) w σ (t) + m(t) m(σ (t)) (L 2 y) (t) L 2 y(σ (t)) w σ (t) ≤ m (t) m(σ (t)) w σ (t) - m(t) m(σ (t)) k 1 p(t) r 1 (a(t)) L 1 y(a(t)) + q(t)f (t, y(g(t))) L 2 y(σ (t)) w σ (t) ≤ m (t) m(σ (t)) w σ (t) - k 1 p(t) r 1 (a(t)) L 1 y(σ (t))m(t) m(σ (t))L 2 y(σ (t)) w σ (t) - m(t)q(t)f (t, y(g(t))) m(σ (t))L 2 y(σ (t)) w σ (t) ≤ m (t) m(σ (t)) w σ (t) - k 1 m(t)p(t) m(σ (t))r 1 (a(t)) R 2 σ (t), t 1 w σ (t) -k 2 m(t)q(t) = m (t) m(σ (t)) - k 1 m(t)p(t) m(σ (t))r 1 (a(t)) R 2 σ (t), t 1 w σ (t) -k 2 m(t)q(t) = A(t)w σ (t) -k 2 m
(t)q(t).
Now, according to the method given in [16] , and by Lemma 2.3, we have
(3.5)
Then, if σ (t) > t, by Lemma 2.4, we get y g(t) = y(g(σ (t))) -y(g(t)) σ (t) -t = y(g(σ (t))) -y(g(t)) g(σ (t)) -g(t) g (t) ≥ y (ξ )g (t), where ξ ∈ [g(t), g(σ (t))). If σ (t) = t, we obtain g(σ (t)) = σ (g(t)) = g(t)
and
Moreover, since L 2 y(t) > 0, which implies that r 1 (t)(y (t)) α is increasing, then
that is,
, 0<β ≤ 1.
And for
Altogether, for all β > 0, one has
Then (3.4) implies that
(3.6) By (2.4), we have
Further,
Then (3.6) implies that
What is more,
holds for all t ≥ t 2 , where
. And
holds for all t ≥ t 2 ≥ t 1 , where c 2 = y(t 2 ) R * (t 2 ,t 1 ) +c 1/α 1 . By (3.3) and (2.5), we have
(3.9)
Using (3.8) in (3.9), we get
Using (3.8) and (3.10) in (3.7), we obtain
where c
H(t, s)B(s)w 2 σ (s) + w σ (s) h (t, s) H(t, s) -H(t, s)A(s) s
which contradicts with (3.1).
Case (2) . Suppose that (2.2) of Lemma 2.1 holds. Now, for v ≥ u ≥ t 2 , we have
Letting u = g(t) and v = a(t),
). Then from (1.1) and combined with the fact that x(t) is decreasing, we get
where z(t) = x α (t) > 0. Since z(t) is decreasing and α ≥ β, there exists a constant c 4 > 0
This gives
And z(t) is an eventually positive solution of inequation (3.14) . Integrating y(t) = -z (t) > 0 from t 1 to t ≥ t 1 , we obtain
and (3.14) can be written as
Integrating (3.15) from t to u ≥ t ≥ t 1 and u → ∞, we obtain
Now define the sequence {x j (t)} j∈N 0 : x 0 (t) = y(t):
Then by (3.16) we get 0 < x j (t) ≤ y(t), and x j+1 (t) ≤ x j (t), j ∈ N 0 , t ≥ t 1 .
So we obtain that the sequence {x j (t)} j∈N 0 is positive and nonincreasing on j. Then we define
By the Lebesgue control convergence theorem [17] , from (3.17), we have
From (3.18) we get 
So v is a positive solution of (3.2), which contradicts with (3.2) is oscillatory. This completes the proof. 
Integrating (3.22) from t 2 to t, we get
which contradicts with (3.21).
Case (2) . The proof of the case if (2.2) of Lemma 2.1 holds is similar to the proof of Theorem 3.1 and hence it is omitted.
Because of (3.32), we get Here T = R + , and α = β = 1, r 1 (t) = 1, r 2 (t) = 1, p(t) = 7 4t 2 , ψ(t, x) = x, a(t) = 2t, q(t) = t 
Summary
We present some new theorems for the oscillation of (1.1) by using the Riccati transformation, the integral averaging technique, and a new comparison theorem. Our method essentially simplifies the examination of the third order equation and, what is more, our results here extend and complement some of results of Bohner et al. In addition, the next step that can be done is as follows: 1. It would be of interest to consider (1.1) and try to obtain some oscillation criteria if p(t) < 0 or q(t) < 0. 2. We can consider the dynamic equation with advanced nonlinear term, that is, when g(t) > t is considered.
