Abstract. The block LU factorization is used to solve the coupled Stokes equations arisen from an optimal control problem subject to Stokes equations. The convergence of the spectral element solution is proved. Some numerical evidences are provided for the model coupled Stokes equations. Moreover, as an application, this algorithm is performed for an optimal control problem.
Introduction
We consider the coupled Stokes equations on a bounded and connected open subset Ω of R d (d = 2, 3) with a Lipschitz boundary Γ, which occurs from an optimal control problem subject to the Stokes equations. These coupled Stokes equations consist of two vector momentum equations and two continuity equations. These momentum equations are connected by primal-and adjoint-velocity variables. Because of this connection, it is more difficult to solve the coupled Stokes equations compared with the standard Stokes equations numerically. Many works have been devoted to solve an optimal control problem related to Stokes equations theoretically or numerically(see [2] , [3] , [4] , [15] , [21] and etc). Lately, a mixture use of finite element methods and FOSLS was studied in [18] . Uzawa algorithm for the coupled Stokes equations was analyzed in [17] analytically. But most numerical works for an optimal control problem are done by finite element methods even if spectral element methods(=:SEM) are popular and accurate.
In the necessity of developing a numerical method, we follow a common approach to solving the Stokes problem by carrying out block LU factorization (see [10] , [12] , [22] for example) which decouples the velocity and pressure variables. For this purpose, we rearrange the equations and variables of velocity and pressure and then the coupled Stokes equations will be written as a vector formulation. The Gaussian elimination gets rid of the continuity equations so that the coupled Stokes equations can be solved by decoupling the velocity and pressure variables. Hence, it is possible to apply the backward substitution algorithm for solving the coupled Stokes equations by the pressure variables first and then the velocity variables. For Navier-Stokes equations, more effective way was introduced to avoid solving Helmholtz equations for each iteration many times(for more detail, see [1] , [9] , [12] , [19] and etc).
For discretization of the coupled Stokes equations in this paper, SEM will be employed because it is one of popular and accurate methods among other numerical methods(see [6] , [7] , [11] for example). In relation with an optimal control problem, spectral methods are used for its discretization (see [8] , [13] for example).
In section 2, the validity of block LU factorization is provided for the coupled Stokes equations. The backward substitution algorithm for the coupled Stokes equations in Galerkin formulation is presented. In section 3, the SEM discretization is introduced for the backward substitution algorithm developed in section 2. The spectral convergence is also provided. In section 4, some numerical evidences are presented to support the convergence results for a model problem. Further, the developed algorithm is applied to an optimal control problem. Finally, we mention the conclusion in last section.
Coupled Stokes
We begin with some notations on Sobolev spaces. Let 
in Ω,
for given functions u and g in H −1 (Ω). One may note that (2.1) is the consequence of minimizing the
where u is a given target velocity and δ is a positive penalty parameter (see [15] ). We further assume that f , g ∈ H −1 (Ω 
Let us define the following scaled Laplace∆, gradient∇ and divergence∇· matrix operators as (2.5)∆ := ∆ 0 0
and introduce variable vectors and a matrix as
T means the transpose of a vector or matrix.
Then (2.4) becomes: for a given
Following the proof of Theorem 5.1 in [14] , one may show the existence of unique solution (U,
(Ω) of (2.7). For reader's convenience, we will provide its proof. It is well-known that if
where
where C is a positive constant. This implies the LBB(see [5] , [14] ) condition holds.
2 → R be the bilinear form which is defined as
By using the definition of the scaled gradient∇, the fact 0 < δ < 1 and the Poincare inequality, it can be shown as
where C 1 is a positive constant depending on ν, δ and Ω. The continuity of A(·, ·) also holds
where C 2 is a positive constant depending on ν, δ and Ω.
In order to use the block LU factorizations, with rearrangement of the equations and variables, one may rewrite (2.7) as a more convenient coupled Stokes system. For this purpose, let us define some necessary operators H and D t , (t = x, y) as (2.12)
and variable vectors as (2.13)
Hence (2.7) becomes; for a given
Note that the coupled elliptic operator H has its domain as the space H 1 0 (Ω) because it works on the velocity u i and v i in H 1 0 (Ω). One may easily find that H has a bounded inverse H −1 on H −1 (Ω) (see [16] for example or the arguments in (2.10) and (2.11)).
It is possible to define the following elementary operator
Hence it follows that L 1 U T ≥ U S for any vector U ∈ S. Thus we have the conclusion.
2
Applying the elementary operator L 1 to (2.14) yields
where the operator E is given by
and F 3 is given by (2.18)
Due to Lemma 2.1, (2.14) is now equivalent to (2.16). Hence (2.16) has a unique solution (U 1 , U 2 , P) if (2.14) has a unique solution. In fact, (2.14) has a unique solution because (2.7) does. One may note that the unique solution U 1 , U 2 and P can be written concisely as (2.19) (2.16). Therefore, the operator E is invertible. Now, for the solutions to (2.16), one may get U i , (i = 1, 2) simultaneously by solving coupled Stokes equations if P is known. Since
and the bilinear form A(·, ·) on the space
The backward substitution algorithm to solve (2.16) in weak sense can be written as;
Algorithm 2.3(Continuous case)
Step
Step 2. Find
Proposition 2.4. There are positive constants C 1 and C 2 satisfying
Proof. We provide the validity of (2.24). First note that (2.23) easily comes from (2.25)
where C 1 and C 2 are positive constants depending on ν, δ or Ω. With obvious notations in the following proof, for P ∈ L 2 0 (Ω), let U := H −1 D t P which is in H 1 0 (Ω). Then it follows that by using (2.25) (2.26)
and (2.28)
Further, using (2.25) and (2.26) we have
where C is an absolute positive constant depend only on ν, δ or Ω. Now, since P ∈ L 2 0 (Ω), using the same argument for (2.8), it follows that
Now, combining (2.29) and (2.30) completes the coercivity part in (2.24). Now we provide the continuity part of (2.24). For P and Q in L 2 0 (Ω), let U t := H −1 D t P and W t := H −1 D t Q without confusion below. Then, using (2.25), (2.27) and (2.28), we have
These arguments complete the proof. 2
Due to Lemma 2.1, it follows that the variational formulations in the algorithm (2.3) corresponding to (2.16) have a unique solution (P,
Spectral element approach
By using P N − P N −2 method for the approximation of the Stokes problem in [20] , we present the spectral element approach for Algorithm (3.
We define P 
where N is the total number of one dimensional global LGL points for velocity or LG points for pressure. Note that the total numbers of LGL nodes and LG nodes are not same. For two dimensional function spaces, let [[P 
where N 2 is the total number of two-dimensional global LGL(or LG) points.
Then the variational formulations on the discrete spaces corresponding to (2.16) become as follows: Algorithm 3.1(Discrete case)
Step 2.
Now we are at a position to provide convergence analysis by following the standard techniques (see [6, 7] for example) which employ orthogonality properties of two bilinear forms and the results of interpolation operators. 
be the spectral element solutions in Algorithm 3.1. Then it follows that
where C is a positive constant independent of h and N .
Proof. Using the orthogonality and coercivity of the bilinear form B(·, ·), it follows that for any
where C is a positive constant only depending on ν, δ and Ω. Then, using the approximation property of interpolation operator at LG nodes(see [6, 7] ), we have
This completes (3.1). Now, we need to prove the error estimate for the velocity part. First, note that
Combining (3.3),(2.28) and Proposition 2.4, we have
Using (3.4), the triangular inequality, the approximation property of interpolation operator at LGL nodes and (3.1), one may have
where C is a positive constant. This completes the prove. 2
Numerical experiments
The goal of this section is not only to provide numerical supports for Theorem 3.2 but also to apply Algorithm 3.1 to a model optimal control problem. be the Lagrange polynomial basis using LG points for pressure.
The associated linear system corresponding to the bilinear form B(·, ·) for pressure in Algorithm 3.1 can be expressed by
where the matrix B N 2 and the load vector b can be approximated by numerical integration such that
respectively. Here, (·, ·) LG denotes LG-numerical integration for (·, ·) (see [6] , [11] for example). The associated linear system corresponding to the bilinear form A(·, ·) for velocity in Algorithm 3.1 can be expressed by
where the matrix H N 2 and the load vector d k can be also approximated by LGLnumerical integration
where A N (·, ·) and (·, ·)
LGL denote the numerical integrations using LGL-quadrature for A(·, ·) and (·, ·) respectively (see [6] , [11] for example). The numerical integrations for velocity and pressure have been employing 16 points Gauss-Lobattoquadrature rule and 14 points Gauss-quadrature rule on each direction of subelement, respectively. All computations were performed by using the command x = A\b in Matlab to solve linear systems. For numerical tests, we will take the equation in [21] to show spectral convergence of the approximate solutions by Algorithm 3.1. The other equation will be used for addressing a control problem as an application of Algorithm 3.1.
Example 1. The first example is taken as in [21] with the given C ∞ exact solutions
2 (πx) sin(πy) cos(πy),
so that the functions g and u are easily calculated, which are in fact
In this example, we verify the spectral convergence by calculating the H 1 errors between the spectral element solution U N,h and the analytic solution U and the L 2 − errors between the spectral element solution P N −2,h and the exact solution P. For this, let In Tables 1-2 , the errors Err 1 (N, h), Err 0 (N, h) and the convergence rate Rate which is defined as
are demonstrated for h = Example 2. This example is for applying the developed algorithm to a model optimal control problem. The computations were done for two elements(h = 1 2 ) and N = 12. The target velocity u(x, y) = (û 1 (x, y),û 2 (x, y)) is chosen as examples in [15, 18] and g = 0, wherê with g(t) = (1 − cos(πt))(1 − t)
2 . In Table 3 , we report L 2 errors between the spectral element solution u N,h and the target velocity u and the L 2 − norms of the optimal control f N,h plus the magnitude of the functional J(u N,h , f N,h ) as δ varies from 1 to 10 −6 for a given viscosity ν = 1, 10 −1 and 10 −2 . As expected, the L 2 − errors u N,h − u decreases as δ decreases.
Hence, according to numerical demonstration, one may use the block LU factorization to deal with a control problem in the sense of convergence.
Conclusion
In this article we consider the backward substitution algorithm to deal with the coupled stokes equations by rearranging momentum equations and variables. The direct LU factorization requires solving Helmholz equations for pressure variables many times. This is one of disadvantages. To overcome disadvantages, one may adopt the splitting approaches used in Navier-Stokes equations( [1] , [9] , [12] and [19] ) for the coupled stokes equations by the usage of the penalty parameter δ in (2.1) like a role of time step in Navier-Stokes equations. This approach will be dealt with in a coming paper. The convergence theorem of our algorithm is provided and several numerical performances have been shown to justify the convergence theorem. 
