Is there machine learning research in the French Alps? There was during the week of July 28, 1986 when 80 researchers converged at Les Arcs for the first International Meeting on Advances in Learning (IMAL). The conference was organized by Yves Kodratoff and Ryszard Michalski and sponsored by the European Research Office of the US Army (USARG), Digital Equipment Corporation, and Compagnie C~n~rale d'I~lectricit(~. I cannot hope to describe the spectacular setting of the conference (at an elevation of 1600 meters overlooking Bourg St. Maurice) so I will focus on the technical contributions of the participants.
Sixteen papers were presented during the week with a novel and successful conference format. Seven of the papers were from invited speakers: Yves Kodratoff, Pat Langley, Michael Lebowitz, Ryszard Miehalski, Tom Mitchell, Roger Schank, and myself. Each one hour invited lecture was reviewed and discussed by commentators. The commentators worked in pairs and were given advance copies of each research paper. Lunch and afternoon walks offered time for the commentators to collect opinions and questions from the other workshop participants. The commentators' syntheses of all this material proved insightful and helped focus discussion during the one hour review of each invited lecture. The success of this format was due to the experience and organization of the commentators: Pavel Brazdil (University of Porto, Portugal), Rob Holte (Brunel University, England), Larry Rendell (University of Illinois, USA), and Robert Stepp (University of Illinois, USA).
The remaining nine papers were selected from submissions. These included research on discovery of algorithms from weak methods (Armand Prieditis), experiments with automatic induction (White and Reed), and learning disjunctive concepts using focusing (David Gilmore). Each lecture was one-half hour with informal discussion afterward.
Tom Mitchell (Carnegie-Mellon University) began the conference with an updated report on learning apprentice systems, principally the LEAP system. A learning apprentice system provides interactive assistance to an expert and acquires domain knowledge by generalizing the expert's problem solving steps. Mitchell advocated the learning apprentice architecture because the learner is non-intrusive yet receives considerable training. Early research on LEAP focused on the first-level issues of architecture and generalization. Now, Mitchell explained, second-level problems are being encountered. First, the grain size problem surfaces as a mismatch between the levels of abstraction of learned rules and training instances. Second, the policy of generalizing rules as much as legally possible is being reconsidered because general rules are weak and recommend small problem solving steps. Third, control knowledge must be learned. LEAP avoids the knowledge integration problem by learning only correct, but not necessarily optimal, implementation rules. Unlike these rules, control knowledge grows nonmonotonically and is not easily gleaned from LEAP's "one step at a time" training mode. Jack Mostow is studying the problem of learning control knowledge in LEAP. Mitchell also proposed the application of the learning apprentice architecture to domains with incomplete theories. He described a geology application in which explanations play a useful role in selecting features of a training example that are suspected to be relevant. Once potentially salient features are identified, either similarity-based learning might be applied or the domain theory might be strengthened by a focused dialogue with the teacher to enable explanation-based learning.
Michael Lebowitz (Columbia University) followed with a reasoned analysis of the proper role for similarity-based 1 learning. He focused on learning by observation and noted that the goal of learning is to gain predictive power by forming models of the world. How can similarity-based learning accomplish this goal if many of the observed similarities are coincidental? Lebowitz addressed this issue with a learning method that integrates similarity-based learning and explanation-based learning. Similarity-based learning discovers coincidences that give the starting point for seeking explanations. If possible, an explanation is formed describing the causal mechanism that is responsible for the similarities. Otherwise, the persistent but unexplainable similarities are simply recorded. In either case predictive power is gained. Thus, the two learning methods complement each other in achieving the learning goal. Lebowitz described his recent implementation of this integrated learning method, which builds on his (similaritybased) UNIMEM program. Similarities noticed by UNIMEM focus the efforts of the explanation generator, and the explanation generator uses an incomplete theory (of American colleges, in this case) to account for observed similarities. As with Mitchell's geology apprentice, explanationbased learning and similarity-based learning are viewed as points along a continuum of techniques and a sophisticated learner exploits them all.
Next Pat Langley (University of California, Irvine) reported on his work with Bernd Nordhausen (also of UCI), outlining a framework for analyzing research on empirical discovery and proposing an integrated discovery system based on this framework. Langley formalized the discovery task as a search process that uses six types of operators. This set included operators for defining new terms (numeric properties such as momentum in terms of mass and velocity), postulating intrinsic properties (non-observable fea1The term similarity-based is sometimes used to describe empirical or inductive learning methods.
tures such as atomic weight), defining composite objects (systems of individual objects required for laws like conservation of momentum), and so on. He described five empirical discovery systems (AM, BACON, ABA-CUS, GLAUBER, and OPUS) in terms of this framework and found that each system uses only a few of the six discovery operators. Within this framework, Langley proposed an integrated discovery system with three intriguing properties. First, all six types of operators are available, thereby defining a more comprehensive search space. Second, the learner assumes the responsibility of focusing attention on relevant features and conducting experiments to discover regularities. This inspection and manipulation is performed in a simulated environment for the domains of physics and chemistry. The learner can affect the environment with 'simple' operations like heating an object, bringing objects together, and decomposing objects into parts. The learner must actively gather data from the environment by determining relevant parameters and querying sensors, Third, the discovery process moves from gross characterizations to precise laws. The primary steps in this process are: (1) to the extent possible, cluster objects in the world according to their invariant properties; (2) form qualitative schemas of observed parameter variations over time; (3) find quantitative laws accounting for the qualitative schemas. In addition to guiding the search for a law, a qualitative schema provides the context in which the law holds and substitutes for the law when quantitative precision is impossible or unnecessary.
Next Ryszard Michalski (University of Illinois) reported on new AQ research with Mozetic, Hong, and Lavrac. AQ15 uses the covering algorithm of its predecessor, AQll, and employs constructive induction to generate new attributes not present in the training examples. But AQ15 differs from past systems in both its representation of concepts and its matching algorithm. Michalski observed that most human concepts have flexible boundaries and new instances match these concepts with varying degrees of precision. He suggested distributing the meaning of a concept between its base representation and method of interpretation. The base representation specifies the typical, context-independent properties shared by examples of the concept. The interpretation method, called flexible matching, uses background knowledge to infer whether a given instance satisfies the base concept description. This two-tiered concept representation enables considerable compression of learned knowledge while permitting fuzzy concept boundaries. AQ15 builds this representation by: (1) learning a complete disjunctive concept description (as with AQll); (2) truncating all but the most important disjunct and replacing "perfect" matching with flexible matching. The researchers applied the AQ15 inductive learning system to the task of knowledge acquisition for three expert classification systems in medical diagnosis. Induced rules applied with flexible matching performed at the level of human experts without adverse effects from rule truncation. Michalski proposed further research to evaluate AQ15 and to determine rule reduction criteria that balance the trade-off between accuracy and complexity.
The next presentation was on my own research with Ray Bareiss (University of Texas at Austin). We are building a system, named PROTOS, for acquiring heuristic classification knowledge from experts. This task has forced re-evaluation of many of the implicit assumptions in concept formation research for three reasons. First, inductive learning is inappropriate for representing natural, "fuzzy" concepts that cannot be defined with necessary and sufficient features. Second, learned knowledge must support a range of functions but inductive learning compiles knowledge for the sole function of identification of new instances. Third, many domains do not permit similarity-based learning; the learner must interpret teacher-supplied explanations of a small number of training instances. PROTOS learns heuristic classification knowledge from training instances augmented with explanations. With this training, the system incrementally constructs a network of concepts and relationships among them. The concepts are represented by exemplars of varying typicality and generality. PROTOS classifies a new object by constructing an explanation of its similarity to a learned exemplar. Rather than view similarity-based reasoning and explanation-based reasoning as distinct rivals, PROTOS evaluates similarity by analyzing explanations. The search for similar exemplars is guided by learned knowledge of the power of object features in predicting matching exemplars or containing categories. PROTOS will first be applied to learning expert knowledge in the domain of clinical audiology.
Roger Schank (Yale University) began his lecture with the motivation that 'learning is the only issue all the rest is commentary' and the conjecture that creativity is a mechanical process. He described the three central issues in AI as:
• explanation -the process of resolving expectation failures by recalling, modifying, and applying past explanations.
• learning -the modification of memory structures to accommodate a new explanation.
• creativity -the modification and transfer of an explanation to a new, unanticipated situation.
Explanations are constructed by 'tweaking' a fossilized, abstract explanation called an explanation pattern. For example, commonly shared proverbs serve as explanation patterns that can be instantiated with the details of an anomalous situation to 'explain away' an expectation failure. Creativity involves the same two step process: search for a potentially relevant explanation and tweak it. However, creativity requires diligence. Before abandoning a seemingly useless explanation, heuristics are applied for keeping it alive with further tweaking. According to Schank, creativity involves the 'misapplication' of an explanation pattern to a novel, unexpected situation. He believes that the main issue in AI is memory organization, and that this can best be studied in micro-worlds. Artificial domains (such as mathematics) are poor because they permit reasoning from abstractions, which obscures the central issue of organizing the 'bundles of particulars' that comprise human memory. Our host, Yves Kodratoff (Universit~ de Paris Sud), concluded the conference, describing his research on learning expert knowledge by improving the explanations provided by a recognition system. More precisely, he distinguished between an explication, which shares the vocabulary and argument form of the expert, and an explanation, which is only constrained to be internally satisfactory to the learner. He characterized the acquisition of expert knowledge as a process of constructing and debugging explications of problem solving behavior with the assistance of the human expert. Kodratoff suggested that formal theorem provers, such as the PROLOG interpreter, are useful for explication since they construct hierarchical proofs of the solution. He focused on expert systems for recognition, or classification, and believed that domain knowledge used by the theorem prover can be improved by constructing explications of two types of recognition failure:
• Failure to recognize a new example -this requires explicating why the example is not derivable from the concept description used by the recognition system. Kodratoff addresses this case with a heuristic procedure called AGAPE, which relies on minimal generalization and retention of past training instances.
• Failure to reject a new counter-example this requires explicating how the counter-example is derivable from the concept description. The concept description is augmented with a censor that blocks the variable bindings necessary for the derivation of the counter-example.
Kodratoff's future research concerns handling multiple explanations derived from a single example. The nine papers selected from submissions covered a wide range of topics and suggested the breadth of current research activities in machine learning. David Gilmore (University of Lancaster) gave an analysis of the Edinburgh focusing algorithm. This analysis suggests several useful variations of the basic algorithm, and Gilmore discussed two of them that are capable of learning some disjunctive concepts. The analysis also reveals the sensitivity of the algorithm to a good match between the structure of the description space and the structure of the concept being learned. Armand Prieditis (Rutgers University) demonstrated a method for discovering algorithms from weak problem solving methods. Explanation-based generalization is applied to a sequence of STRIPS-like operators to create a generalized operator sequence containing algorithmic control constructs such as conditionals and loops. Hanson and Bauer (Bell Communications Research) described an approach to conceptual clustering that attempts to model human categorization and has been applied with impressive results. Their approach attempts to optimize both inter-category distinctiveness and intra-category coherence and is well supported by psychological evidence.
The other papers presented at the conference were:
• S. Gallant (Northeastern University), Brittleness and Machine Learning.
• S.J. Malkowski Zaba (Hewlett Packard, Bristol), Machine Learning and Meta-Level Inference.
• M. Manago (Universit~ de Paris Sud), Object Oriented Generalization: A Tool for Improving Knowledge-Based Systems.
• M. J. Pazzani (The Aerospace Corp, Los Angeles), Learning Fault Diagnosis Heuristics from Device Descriptions.
• C. Vrain (Universit~ de Paris Sud), The Use of Domain Properties Expressed as Theorems in Machine Learning.
• A.P. White and A. Reed (University of Birmingham), Some Predictive Difficulties in Automatic Induction.
In summary, the meeting demonstrated the vitality of this research area and revealed encouraging convergence on several topics. Langley, Mitchell, and Michalski reported on applications of machine learning theory in complex domains. Kodratoff and Porter emphasized the Holte maxim for concept formation (named for the commentator who coined the adage): 'take care of the explanations and the concepts will take care of themselves.' Michalski, Gallant, Gilmore, and Porter criticized concept representation methods and proposed alternatives. And Prieditis and Langley renewed interest in learning operator sequences.
Kodratoff and Michalski intend to integrate the proceedings of the conference with the commentary that followed the talks to produce a third volume of the Machine Learning series of books published by Morgan Kaufmann. In addition, they are planning a second IMAL conference in 1989.
Introduction
This report discusses the major topics and developments in machine learning at the Fifth National Conference on Artificial Intelligence (AAAI-86) and summarizes all of the learning session papers, including one survey talk3 The major topics include research on inductive and deductive methods of learning, knowledge base refinement, and learning apprentice systems. Combining various paradigms of learning was one of the major developments at the conference.
This report is organized as follows. Section 5.2 describes the categorization of the papers and summarizes the major areas and developments in machine learning at the conference. Section 5.3 contains the summaries of all the learning session papers.
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Learning Papers at a Glance
In order to aid in the organization and presentation of the summaries, we have grouped the conference papers into two major categories: Theoretical from particular examples by using a deductive mechanism and a theory to provide a valid basis for the generalization. Deductive methods typically rely on single training examples. Two closely related methods for deductive learning are explanation-based generalization (EBG) (Mitchell, Keller & Kedar-Cabelli, 1986 ) and explanation-based learning (EBL) (DeJong & Mooney, 1986) . Knowledge Base Refinement systems attempt to increase the diagnosis performance of an expert system by changing, deleting from, or adding to the rules in an expert system. An example of a knowledge base refinement system is SEEK (Politakis, 1984) . Learning Apprentice Systems are systems that interact with an expert user and learn by observing an expert at work in a particular task. An example of a learning apprentice system is found in (Mitchell, Mahadevan, & Steinberg, 1985) .
Developments
One major development apparent at this year's machine learning sessions was the emphasis on combining various paradigms of learning -a number of papers reflected progress towards this goal. One paper by Rosenbloom and Laird shows how two different approaches to machine learning can be viewed as one; in particular, they describe exactly how chunking in Soar (Laird, Rosenbloom, & Newell, 1986) can be viewed as EBG ) with a slightly different generalization procedure. EBG, a knowledge-intensive method to derive general concept definitions from particular positive examples of concepts, contrasts sharply with the scope and aim of Soar a general cognitive architecture in which learning (via chunking) is a by-product of all problem solving activity. NEWS AND NOTES 85 Another set of papers describe progress on combining inductive and deductive learning mechanisms. Lebowitz describes how an inductive learning system could act as a focusing mechanism for a deductive learning system. Pazzani, Dyer, and Flowers show how weak, domain-independent generalization rules lead to generalizations (essentially based on rough correlational knowledge) that can then be possibly confirmed by a causal theory. Alternatively, Hall suggests that explanation failure (by a deductive system) can provide a focus for empirical or inductive generalization. Finally, Russell shows how inductively-generated determinations (a form of regularity) can be added to a set of premises to deductively arrive at a conclusion that was not logically entailed by the original set of premises.
Methods for combining the acquisition and deletion of knowledge are important in performance systems where harmful interactions may occur between various pieces of knowledge. In separate papers, Michalski, Mozetic, Hong, and Lavrac and Wilkins and Buchanan have proposed that a diagnosis system may not need all of its acquired knowledge. They have indeed shown that in some cases, eliminating knowledge from the performance element can actually lead to an increase in diagnostic accuracy. 3
Summaries of AAAI-86 Learning Session Papers
Theoretical Analyses
Inductive Learning Methods. The first two papers describe methods of combining an inductive system with a deductive system. In the first, Lebowitz views the combination as important for practical issues such as tractability, while in the second, Russell views induction as a deductive task guided by knowledge.
Michael Lebowitz ("Not the Path to Perdition: The Utility of SimilarityBased Learning") raises the question of the utility of similarity-based learning (SBL), since it may reflect coincidences among examples rather than relevant similarities. Lebowitz advocates the following role for SBL in learning systems. First, in domains that do not have a complete causal theory, the learning system can use SBL to focus on regularity in a large amount of data. Second, even if a complete causal theory exists (as in EBL) to explain the regularity, it may be intractable to apply the causal theory directly to the data because of the large amount of data in the domain or the complexity of the causal theory. Third, generalizations made by aThe related issue of combining acquisition with control of acquisition has recently emerged in learning plans or macro-operators (Fikes, Hart, & Nilsson, 1972) . It has been noted that acquisition of too many macro-operators can cause a marked decrease in the performance of a planner. Minton (1985) has proposed utility metrics for selecting which macro-operators should be incorporated into the performance system. noticing similarities can be incrementally refined/generalized in the light of new information, so those aspects of the generalization that were due to coincidence can be discarded. Finally, SBL can produce a hypothesis that acts as a theorem to be proved and thus provides focus for a deductive mechanism as to which theorems to prove.
Stuart Russell ("Preliminary Steps toward the Automation of Induction") claims that generalizations are formed from specifics using the guidance of existing knowledge. Regularities previously observed in the world are a means of rationally selecting one generalization out of a larger space of potential generalizations when combined with the new observed instances, and these regularities convert the non-deductive task of inductive rule formation into a deductive task. For example, the fact that one Italian speaks Italian cannot be used as a basis for generalization. However, the addition of the fact that people from the same country tend to speak the same language would allow the generalization that all Italians speak Italian. Russell proposes the mechanized exploration of possible forms of regularity in the world, by running a resolution proof system in reverse, to discover what types of additional facts would allow knowledge-guided generation of inductive concepts.
The next five papers all examine various issues in incremental learning systems. In the first, Subramanian and Feigenbanm suggest a method for generating the optimal set of training instances for an incremental learner. In the next, Schlimmer and Fisher present an incremental version of an existing algorithm. Then Schlimmer and Granger describe a system that is able to track concepts that change over time. Finally, Laird studies representational issues in induction, while Hanssler shows how an inductive bias can be measured numerically.
Devika Subramanian and Joan Feigenbaum ("Factorization in Experiment Generation") describe some theoretical results, along with practical algorithms, for generating the optimal sequence of training instances for a version space concept learner. 4 They show how the optimal set of training instances (yielding the fastest convergence to a single description) is obtained by factoring a conjunctive concept into its separate components. They analyze the case when credit or blame can be assigned independently to each separate component as well as the case in which such credit or blame assignment cannot be done independently. They also discuss how non-conjunctive concept descriptions can be handled by a similar method.
Jeffrey Schlimmer and Douglas Fisher ("A Case Study of Incremental Concept Induction") present a new algorithm, ID4, for solving the problem of incremental learning of a single concept from training examples that 4The version ~pace, originally introduced by Mitchell (1978) , is a compact representation of all'possible concept descriptions consistent with a set of training instances. When the version space contains only one description, a concept has been learned.
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87 are presented gradually, over time. ID4 is an incremental version of ID3 (Quinlan, 1983 ) that only maintains count8 of the number of positive and negative instances seen at each node in the decision tree. This enables it to detect when a subtree needs to be extended or changed, but it only provides enough information to choose a new root for the subtree. Further refinement must await additional training instances. The algorithm is compared empirically and analytically to ID3 and shown to have a constant cost-per-instance, whereas the cost for ID3 to process an instance increases linearly with the number of instances.
Jeffrey Schlimmer and Richard Granger, Jr. ("Beyond Incremental Processing: Tracking Concept Drift") have developed a program, called STAG-GER, that tracks a single "drifting concept." A drifting concept is defined as a concept that changes over time (e.g., a seasonal change in the environment may cause a change to an object in the environment). STAGGER represents the concept as a set of alternative concept definitions, each of which has two associated likelihood ratios: LS (the odds that an instance matching this definition is positive) and LN (the odds that a non-matching instance is negative). To classify a new training example, the system combines evidence from each alternative concept definition to compute the odds that the instance is positive. Learning involves two different processes. First, LS and LN are updated after each instance. These ratios record an approximate history of the success or failure of each concept definition. Second, the set of alternative concept definitions is altered to specialize, generalize, or negate existing concept definitions. Empirical studies show that STAGGER is able to track concept drift quite well. Furthermore, the system is not confused by systematic noise. However, if the concept has held steady for a long time, STAGGER will take proportionally longer to discard it. P. D. Laird ("Inductive Inference by Refinement") presents a class of inductive concept formation problems that are solved by refinement algorithms. Past work on concept formation from examples, such as Winston (1975) and Mitchell (1978) , focused on syntactic methods of generalization, without providing a semantic basis for the techniques. Laird makes a distinction between a representation of a concept and the concept itself. He defines the syntactic operations of generalization and specialization (he calls them refinements) in the space of concept descriptions, and gives them meaning in terms of operations in the space of the concepts themselves. He additionally presents a general schema for inductive learning using these refinement operations, and studies limitations common to refinement algorithms in a domain-independent way. David Haussler ("Quantifying the Inductive Bias in Concept Learning") presents a method of numerically measuring the bias in a concept description language, as well as the ramifications of this bias. Haussler views inductive concept learning as the task of selecting a concept from a concept space based on classified instances from an instance space. Concepts are defined extensionally, as the set of all instances that are examples of the concept. Intuitively, a language is biased if some of the subsets of the instance space do not correspond to any concept in the concept space. Using the Vapnik-Chervonenkis (1971) dimension, Hanssler defines the bias of a language to be the size of the largest subset of the instance space that is unbiased, that is, for which every set of instances from this subset of the instance space is consistent with some concept in the concept space. Smaller dimension means stronger bias. He then computes this VapnikChervonenkis dimension for various concept description languages. Given this numerical measure for bias, he then proceeds to present upper bounds on the number of instances necessary for any inductive concept learning algorithm to decide with high probability that a given concept is very close to the correct concept. Haussler instantiates his techniques by developing and analyzing learning algorithms for conjunctive and disjunctive languages.
The next two papers describe discovery systems. In the first, Kokar uses an analytical technique for combining the features of functional formulas resulting from experiments. In the second paper, Nordhausen describes a method to discover taxonomies in examples by exploiting non-structural feature information.
Mieczyslaw Kokar ("Discovering Functional Formulas through Changing Representation Base" ) addresses the task of discovering functional formulas from observation. Unlike BACON (Langley, Simon, & Bradshaw, 1983 ), Kokar's system uses information about the units of measurement for each numerical feature to constrain the search for potential formulas. Rather than searching all possible combinations of features to serve as arguments for the function to be learned, it uses dimensional analysis to combine existing features to form sets of new, dimensionless (unitless) features.
Bernd Nordhausen ("Conceptual Clustering Using Relational Information") describes a conceptual clustering system called OPUS that exploits relational information to form clusters. OPUS is given a set of objects represented as feature vectors and also a set of relations among the objects. It first applies a top-down discrimination algorithm to cluster objects according to similar features. Next it generates derived features for objects by examining features of related objects. For example, after clustering animals according to their size and method of locomotion, OPUS will exploit knowledge of what they eat to cluster animals according to the size of the animals they eat. This use of relational information, like the 'eat' relation, is different from the use of relations to describe structured objects.
Deductive Learning Methods. The next three summaries all describe the important features of explanation-based learning systems. DeJong provides a broad overview of explanation-based learning, while both the MooneyBennet and Rosenbloom-Laird papers compare and contrast existing explanation-based learning systems. The latter two papers note the advantages as well as the disadvantages of various explanation-based learning systems and point the way toward more general architectures for learning.
Gerald DeJong ("An Overview of Explanation-Based Learning")5 presented a survey talk, primarily aimed at an audience unfamiliar with machine learning. DeJong described the major approaches of EBL and focused on a particular method of EBL that was developed at the University of Illinois. He described EBL as the process of observing and analyzing a specific problem solution, then learning a general schema for that specific problem solution. The solutions, in the form of explanations (deductive proofs), show how the specific problem satisfies some general schema, act to focus and eliminate irrelevant data, and form a basis for generalization. DeJong noted three points about an EBL system. First, it is easier for an EBL system to learn from observing training examples produced by other intelligent agents than it is to generate its own training examples. Second, an EBL system uses alternative understandings (or proofs) to yield different general schemata. Finally, an EBL system specializes general schemata by observing failures.
Raymond Mooney and Scott Bennett ("A Domain Independent Explanation-Based Generalizer") describe and contrast three significant and wellknown approaches to explanation-based methods of learning. One of these is their own method, called EGGS, which is representative of the EBL research conducted by DeJong and his colleagues at Illinois. The paper describes how EGGS handles examples culled from previous papers in the field and contrasts EGGS with the EBG method of Rutgers and the STRIPS (Fikes et al., 1972) method of Macrop learning. They conclude that all three generalization methods appear to compute the same desired generalized explanations. Additionally, the EGGS algorithm is shown to be very closely related to the STRIPS method, but generally more efficient than either STRIPS or EBG in terms of the number of unifications and substitutions required. Mooney and Bennet's analysis is an important source of information for comparing the range of deductive learning techniques.
Paul Rosenbloom and John Laird ("Mapping Explanation-Based Generalization onto Soar") demonstrate the similarities between Soar's chunking mechanism and Mitchell et al.'s EBG method. The translation from EBG to Soar roughly amounts to viewing the generation of an explanation in EBG as solving of a problem in a problem space in Soar: the goal concept of EBG becomes a goal to be achieved in Soar; the training example in 5This was an invited talk, and was not included in the proceedings. 90 T.G. DIETTERICH EBG becomes the existing situation before the goal is to be achieved; the domain theory of EBG becomes the problem space in which the goal is to be achieved. The major differences in translation include the way Soar generalizes, and how Soar defines the operational predicates used in EBG.
Rosenbloom and Laird also describe how some of the open problems in EBG emerge in the Soar framework, and suggest some solutions. As with Mooney and Bennett's paper (summarized above), this work contributes to the development of a common framework for learning as well as illustrating the range of explanation-based techniques.
Knowledge Base Refinement. The two papers in this section describe very different approaches to refining the knowledge base of an expert system. Wilkins and Buchanan describe a method for improving problem-solving performance by selecting a better-performing subset of the rules from a full knowledge base. Lee and Ray describe a method for altering the probabilistic weights on rules in order to improve their performance.
David C. Wilkins and Bruce Buchanan ("On Debugging Rule Sets When Reasoning Under Uncertainty") show that a Teiresias-style approach to refining knowledge bases (i.e., by altering individual rules or certainty factors) is inadequate for misclassifications because of deleterious rule interactions. Their solution to the problem of obtaining a minimal number of misclassifications is to select a subset of the original rules to use as the problem-solving knowledge base. After proving that selecting this subset is NP-complete, Wilkins and Buchanan describe a heuristic approach for converging on a set of rules that leads to increased diagnostic accuracy.
Won D. Lee and Sylvian Ray ("Communication between an expert and a machine") describe a method for refining weighted expert-originated hypotheses, where these weights represent a probabilistic measure of the importance of the hypotheses. The method uses the Probabilistic Rule Generator and provides for any degree of hypothesis modification, ranging from minor perturbation to complete replacement according to the supplied confidence weightings.
Experimental Results
Inductive Learning Methods. The first two papers in this section both apply truth maintenance techniques to permit discovery systems to detect incorrect hypotheses and recover from them. Donald Rose and Pat Langley ("STAHLp: Constructing Componential Models Revisited") describe an application of deKleer's (1984) assumptionbased truth-maintenance method to a new version of the STAHL discovery system (Zytkow & Simon, 1986) . Within the framework of 18th century phlogiston theory, STAHLp records the beliefs or premises that lead to each inferred belief in the form of a reaction or model. When an erroneous belief is detected, the premises that lead to that erroneous belief can be revised.
Randy Jones ("Generating Predictions to Aid the Scientific Discovery Process") describes an incremental version of the GLAUBER program, called NGLAUBER, that discovers classes of objects and relations among the classes. NGLAUBER shares GLAUBER's one basic rule for creating hypotheses: from data of the form P (al, b,c) A P(a2, b,c) A Q(al, d) , these programs propose the rule V x [P(x, b, c) ~ Q(x, d) ]. The chief feature of NGLAUBER is its truth maintenance system for recording new facts and removing any hypothesized rule that is contradicted by the facts. The truth maintenance system makes use of "predictions" or logical consequences of the hypothesized rule by recording what facts and rules lead to which predictions. For example, Q(a2, d) is the prediction of the previous implication and data.
Nicholas Flann and Thomas Dietterich ("Selecting Appropriate Representations for Learning from Examples") describe WYL, a system that employs multiple representations for learning (environment representation, learning representation, and performance representation). The environment representation is the language in which training instances are obtained from the environment. The learning representation is the language in which inductive learning is performed. The performance representation is the language in which the results of learning can be used in the performance task. These different representations are needed because the performance task and the inductive learning process often impose different requirements on the representation language. Performance typically requires speed, while inductive learning requires that the learned concept be represented simply and concisely (but not necessarily efficiently). The environment representation may not satisfy either of these sets of constraints. To coordinate these three representations, WYL employs three processes to translate between them: envisionment (environment to learning representation), generalization (from specific to general learned concept), and compilation (learned concept to performance representation). In WYL, the environmental and performance representations are the same. The envisionment process applies a domain theory to prove that a given training instance is an example of a more general concept. The result is an explanation structure for the instance, similar to that constructed in EBG . Unlike EBG (in which only one explanation structure is produced), WYL produces several explanation structures, one for each training instance. It then performs inductive generalization on these explanation structures by replacing multiple occurrences of the same constant by the same variable and dropping conjunctive conditions. Finally, compilation is performed as follows. First, WYL generates all elements in the performance representation that are instances of the learned concept. 92 T.G. DIETTERICH These elements can be viewed as a (very long) disjunctive definition of the concept. Second, WYL applies a compaction technique to find new terms that can be employed to substantially decrease the length of the disjunctive definition.
William Bain ("A Case-based Reasoning System for Subjective Assessment") presents a computer model of reasoning that uses past cases of judgements to sentence criminals. Case-based reasoning resembles analogical reasoning in that both rely on comparing a new situation encountered with an old situation and extracting knowledge from that old situation. An open problem in analogical reasoning is exactly how the matching to past memories occurs. Bain assumes a given static set of salient features will always be used for matching memories and consequently avoids the matching problem. In another variation of SBL, Bain also shows how a new sentencing rule is induced by generalizing from two cases that match in a "substantial part of the set of features." Ryszard Michalski, Igor Mozetic, Jiarong Hong, and Nada Lavrac ("The Multi-Purpose Incremental Learning System AQ15 and its Testing Application to Three Medical Domains") present application results of their learning system AQ15. This is an inductive learning system that is able to learn disjunctive concepts from examples and deal with noisy data and overlapping concepts. It was applied to lymphography, breast cancer recurrence prognosis, and location of a primary tumor. All three domains have noisy data, contain overlapping concepts, and readily have hundreds of training instances available. The system outperforms human experts in percentage of accuracy (68% vs. 64%) for breast cancer recurrence prognosis (random choice gives 50% accuracy). The authors also describe how a form of knowledge deletion, called truncation, may lead to a reduced rule set without a reduction in performance of classification accuracy. A truncated description is similar to a conjunctive concept description with some of the conjuncts removed.
Patricia Cheng and Jaime Carbonell ("The FERMI System: Inducing Iterative Macro-operators from Experience") describe the acquisition of conditional and iterative macro-operators. Following problem solving, their FERMI system analyzes traces of rule applications, subgoals, and changes in subgoals. A repeating cycle of a single subgoal causes learning of a bucket. Each bucket is capable of solving repeated instances of a subgoal, and halts when a new subgoal should take effect. A bucket is an ordered list of operators, each applicable to the given subgoal and applied in sequence until one can be used. A bucket halts if no operator can be used, if a special condition at the start of the bucket fails, or if an operator specifically causes it to halt. Next, if a sequence of subgoal changes is observed to repeat in the problem-solving trace, FERMI must first represent a single cycle, and then determine the proper iteration conditions. Conditional macro-operators are formed as a sequence of buckets, each bucket representing a repeated subgoal, and the sequence of buckets representing the sequence of subgoal changes. Finally, correct iterative conditions are generated for the conditional macro-operator, to cause the conditional macro-operator to repeat only the correct number of times, replicating the cycles of the change in subgoals.
Deductive Learning Methods. The next five papers all present differing views of the use of failures, inconsistencies, or contradictions to drive a learning system. Doyle combines explanation at abstract levels with failuredriven refinements of the abstract explanation. In contrast, Hall uses failures to produce partial explanations. In an altogether different approach, Pazzani uses the failure of a device to detect anomalous situations, which are then generalized and added to the set of diagnosis heuristics. Hammond uses past planning failures as a way to increase system performance by avoiding those same planning failures. Pazzani et al.'s system uses contradictory events to further refine explanatory generalizations.
Richard Doyle ( "Constructing and Refining Causal Explanations from an Inconsistent Domain Theory") presents a technique for forming explanations from domain theories that are inconsistent. The inconsistency arises in domain theories that are structured into layers of abstractions and where the more abstract layers suppress potentially relevant details through approximation. Explanations are refined by a failure-driven process. For example, starting with a domain theory of a generic causal mechanism such as flow, the system builds up a model of the bathtub and water flow:
water flows in at the tap and out at the drain. According to this model, the problem of filling up the bathtub has no solution. Doyle's system then refines this model by describing how a plug blocks the flow of water and then generalizes the causal mechanism of the plug into a generalized valve.
Robert Hall ("Learning by Failing to Explain") describes how a system can learn from what it does not know. Hall suggests that when explanation fails, learning by failing to explain can provide a focus for empirical generalization. His method, called precedent analysis, compares data-flow diagrams that are known to be functionally equivalent and attempts to explain why they are equivalent. If the explanation cannot be completed, smaller subgraphs are conjectured to be equivalent, and these conjectures are transformed into new rules. Hall also describes a process called rule reanalysis, in which newly learned information is used to improve the results of previously-analyzed examples.
Michael Pazzani ("Refining the Knowledge Base of a Diagnostic Expert System: An Application of Failure-Driven Learning") presents results of failure-driven learning in an attitude control system of a satellite. The learning results in new diagnosis heuristics that contain the relationship 94 T.G. DIETTERICH between device behaviors and device failures. These heuristics are deduced from device models and devices that display faulty behavior. Anomalous situations in devices can be detected by comparing the expected outputs to the actual outputs and the expected inputs to the actual inputs. After the anomalous situation is found, the anomaly is explained, generalized, and then added to the set of diagnosis heuristics.
Kristian Hammond ("Learning to Anticipate and Avoid Planning Problems through the Explanation of Failures") describes how the CHEF planning system learns from mistakes. One of the notable contributions of this paper is the demonstration that explanation-based techniques can be used to learn from failed plans as well as successes. Hammond also describes how CHEF indexes the information that it learns, enabling it to anticipate failures before they occur.
Michael Pazzani, Michael Dyer, and Margot Flowers ("The Role Of Prior Causal Theories in Generalization") illustrate a method of combining correlational information and prior causal theories in generalization. Their system, OCCAM, is based on evidence from psychological research that indicates that people prefer causal theories in forming generalizations whenever possible, yet resort to correlational information to form tentative generalizations that wait for later confirmation. When a new event is added to memory, OCCAM recalls previous events that share many of the features of this event, and then proceeds to generalize. OCCAM first uses domain-independent generalization rules based on causal theories (e.g., actions always preceding a state are hypothesized to cause the state) to build a tentative generalization. If it is successful in confirming the generalization using prior causal theories, an explanatory generalization is created.
If it is in unsuccessful, the tentative generalization may be abandoned in light of further contradictory events, while explanatory generalizations are extended to take contradictory events into account by explaining how they differ. For example, when the system observes that a red balloon is successfully inflated, while a green balloon is not, a generalization rule is used to postulate that the color red enables the balloon to be inflated. If the system has a causal theory to explain that stretching causes successful inflating, and it later observes a sequence of events in which a green balloon is inflated, deflated, and then inflated once again, it would abandon its previous, tentative generalization in favor of one based on the causal theory.
Knowledge Base Refinement. Allen Ginsberg ("A Metalinguistic Approach to the Construction of Knowledge Base Refinement Systems") describes a metalanguage, called RM, for specifying, developing, and experimenting with various knowledge-base refinement systems. He outlines several examples of how RM can be used to specify the configurations of several knowledge-base refinement systems, as well as results of some experiments from the RM implementation. In making this jump to the meta-level, Ginsberg has also shown how knowledge-base refinement systems can themselves be treated as objects capable of refinement.
Learning-Apprentice Systems. Richard Lathrop and Robert Kirk ("A Systern Which Uses Examples to Learn VLSI Structure Manipulations") describe a system, called CONSTELLATION, that learns from examples in the later stages of VLSI design. As a learning apprentice system, CON-STELLATION is unlike LEAP (Mitchell et al., 1985) , since it learns from the refinement of nearly completed designs. Lathrop and Kirk call the result of the learning a design precedent -a specific action to be applied to a specific pattern in the design. The user specifies a particular portion of the emerging design as the pattern, and a particular refinement path as the action to take for the pattern. The system then stores the pattern/action pair as a design precedent.
Masamichi Shimura and Seiichiro Sakurai ("Learning Arithmetic Problem Solver") describe a learning-apprentice system for algebraic problemsolving. The system, called LAPS, interacts with a teacher to learn new generalized problem-solving rules. The teacher's advice on how to solve a particular algebraic problem is generalized by dropping conditions, replacing constants with variables, and a technique similar to version-spaces for incremental learning. The system also learns rules without a teacher.
Conclusion
This section summarized the machine learning sessions from AAAI-86 and noted that one of the major developments in machine learning was the emphasis on combining paradigms in learning. These included integrating inductive and deductive learning methods, combining knowledge acquisition with knowledge deletion, and joining failure-driven learning with learning from successes in explanation-based learning.
