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concentration	 of	 an	 unionised	 molecule	 in	 a	 saturated	 aqueous	 solution	 at	 thermodynamic	
equilibrium	 at	 a	 given	 temperature.	 Solubility	 is	 determined	 by	 structural	 and	 energetic	
components	 emanating	 from	 solid-phase	 structure	 and	 packing	 interactions,	 solute–solvent	
interactions,	and	structural	reorganisation	in	solution.	An	overview	of	the	most	commonly	used	
methods	for	solubility	prediction	is	given	in	Chapter	1.	
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identification	 and	 quantification	 both	 of	 metabolites	 and	 of	 potential	 environmental	
contaminants.	 It	 is	 estimated	 that	 around	 70%	of	 pharmaceuticals	 in	 development	 are	 poorly	
soluble,	with	40%	of	those	currently	approved	also	being	poorly	soluble1,2.	Solubility	is	determined	





Accurate	 and	 timely	 prediction	of	 solubility	 could	 save	 time	and	money	 in	 drug	development,	
agrochemical	development	and	environmental	monitoring.	An	early-stage	analysis	of	drug	and	
agrochemical	candidates	allows	organisations	 to	 focus	on	 those	molecules	most	 likely	 to	meet	
their	required	solubility	criteria.	Many	models	exist	in	this	area,	with	differing	levels	of	accuracy,	
physical	interpretability,	and	calculation	time.	
Quantitative	 Structure	 Activity	 Relationship	 (QSAR)	 and	 Quantitative	 Structure	 Property	
Relationship	(QSPR)	models	are	very	successful	in	this	field,	providing	good	predictive	results	at	a	
reasonably	 low	 computational	 cost.	 These	models,	 however,	 tend	 to	 be	 limited	 to	molecules	
similar	 to	 those	 used	 in	 their	 training	 set.	 Moreover,	 these	 models	 lack	 a	 full	 physical	
interpretation,	although	some	do	allow	assessments	of	descriptor	importance	that	can	perhaps	
to	some	extent	be	physically	interpreted.	
Several	 fitted	or	derived	 general	 equations,	which	 take	only	 a	 few	pieces	of	 empirical	 data	 as	
arguments,	have	also	been	produced.	One	of	the	most	successful	is	the	General	Solubility	Equation	
2	|		
(GSE),4	 taking	 the	melting	point	 and	 the	base	 ten	 logarithm	of	 the	partition	 coefficient	 (log P;	
partition	coefficient	for	neutral	molecules	in	octanol	and	water)	as	empirical	input.	
The	field	has	also	seen	the	revival	of	old	ideas	as	new	automated	data	driven	design	protocols,	
such	 as	 Matched	 Molecular	 Pair	 Analysis	 (MMPA)5.	 MMPA	 allows	 one	 to	 acquire	 previously	
‘unknown’	data	from	existing	data	sets	by	exploring	how	a	single	molecular	change	can	impact	a	
particular	property	or	activity	of	 interest.	We	now	see	 large	 scale	data	mining	 following	 these	












the	atomic	charge	distribution.	Force	 fields	 such	as	Atomic	Multipole	Optimised	Energetics	 for	
Biomolecular	Applications	(AMOEBA)	have	been	used	to	study	the	solvation	dynamics	of	 ions.8	
Newer,	polarisable	force	fields,	such	as	the	Quantum	Chemical	Topology	Force	Field	(QCTFF),	use	




Other	 common	 models	 include	 those	 representing	 the	 solvent	 as	 a	 continuous	 field	 with	 no	
explicit	solvent	coordinates.	In	most	cases,	these	models	come	at	much	higher	computational	cost	
than	their	informatics	counterparts,	and	often	at	lower	accuracy.	However,	if	such	a	method	were	
feasible	and	accurate	enough	 to	predict	 solubility,	 it	would	not	have	a	domain	of	 applicability	
restricted	by	the	molecules	within	a	training	set	and	would	also	be	physically	interpretable.	Thus,	
there	 is	a	continuing	search	 for	such	physical	methods.	These	methods	have	proven	useful	 for	
modelling	 or	 approximating	 the	 solution	 phase,	 hence	 their	 applications	 are	 diverse	 and	
widespread	outside	of	solubility	prediction.	1.1.1 Thermodynamics	and	solubility 
A	solution	is	considered	as	an	equilibrium	between	solute	and	solvent,	reaching	equilibrium	when	
the	 number	 of	 molecules	 transferred	 from	 the	 solution	 to	 a	 non-solute	 state	 is	 equal	 to	 the	
transfer	of	molecules	from	a	non-solute	state	to	solution,	i.e.	when	the	forward	rate	is	equal	to	







are	related	by	the	Noyes–Whitney	equation;10	!"!# = %& '( − '* 			 [1.1]	
where	dW/dt	is	the	rate	of	dissolution,	A	is	the	solute	surface	area	in	contact	with	the	solvent,	C	







of	 ionisable	 groups	 in	 solution	 increasing	 or	 decreasing	 the	 overall	 solubility.	 The	 pH	 of	 the	
aqueous	solution	in	which	such	molecules	are	dissolved	determines	whether	the	molecule	exists	
primarily	in	its	neutral	or	ionised	form.	The	charged	form	of	a	molecule	is	more	soluble,	and	thus	
the	aqueous	 solubility	of	 a	 substance	 is	 pH-dependent.11	 This	 dependence	 is	 described	by	 the	




of	 the	 ionised	 form.11	 The	 HH	 relationship	 can	 be	 utilised	 in	 the	 prediction	 of	 pH-dependent	
aqueous	 solubility	 of	 drugs	when	 the	 pKa	 and	 log S0	 values	 of	 a	 compound	 are	 known.12	 The	
intrinsic	solubility	is	a	particularly	important	quantity	as	it	can	be	used	to	find	the	pH	dependent	
profile	and	estimate	the	pKa;	it	is	a	quantity	required	by	industry	and	hence	the	focus	of	several	
prediction	 methods.13	 The	 pH	 dependent	 profile	 of	 a	 drug	 is	 particularly	 important	 in	
pharmaceutics,	as	it	has	a	direct	effect	on	the	absorption	profile	of	a	drug	once	it	has	entered	the	















of	 the	 anti-HIV	 drug	 Ritonavir,15,16	 in	 which	 a	 polymorphic	 shift	 led	 to	 a	 significant	 change	 in	
solubility,	 leaving	 the	 drug	 with	 a	 greatly	 reduced	 bio-availability.	 This	 exemplifies	 the	
consideration	 of	 solubility	 as	 a	 property	 which	 is	 dependent	 upon	 solid,	 solute,	 solvent,	 and	
solution	state	properties	and	interactions.	




solvating	 it	 into	 aqueous	 solution).	 Examples	 of	 this	 approach	 are	 well	 cited	 within	 the	
literature.13,17,18	A	second	approach	involves	calculation	of	the	free	energy	of	solution	by	addition	
of	 the	 free	 energy	 of	 fusion	 (taking	 a	 molecule	 from	 the	 crystalline	 state	 to	 a	 hypothetical	
supercooled	 liquid)	 and	 the	 free	 energy	 of	 transfer	 (transfer	 from	 a	 supercooled	 liquid	 into	
aqueous	solution).	This	method	is	widely	cited	within	the	literature,	and	common	GSE	methods	
are	also	derived	from	this	approach.19		
The	 solid	 state	 is	 an	 important	 consideration	 for	 the	 initial	 crystalline	 phase	 calculated	within	









of	 polymorphs	 is	 of	 particular	 interest,	 as	 the	 physical	 stability,	 and	 thus	 solubility,	 of	 the	





A	 further	 consideration	 is	 that	 of	 the	 standard	 states	 used	 in	 the	 different	 physical	 states.	




The	free	energy	of	solution	can	be	calculated	directly	by	the	following	formula:	∆G(13H051I = −JK ln /:MN 	
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applications	 and	 methodologies	 available	 for	 this	 type	 of	 task.	 Commonly	 used	 methods	 in	
chemistry	 are	 QSAR/QSPR	 models	 which	 are	 built	 from	 known	 data.	 These	 models	 correlate	
structural	features	of	molecules	with	physical	properties	of	interest.	A	major	supposition	of	QSPR	
is	that	molecules	similar	in	structure	will	have	similar	physical	properties,	and	for	QSAR	models,	




the	 training	 set).	 While	 QSPR	 was	 once	 dominated	 by	 multiple	 linear	 regression,	 nowadays	
machine	learning	represents	the	state	of	the	art.	Both	regression	and	machine	learning	protocols	
can	 identify	 these	 structure–property	 relationships	 by	 correlating	 structural	 features	 with	
experimentally	 determined	 physical	 data.	 A	 brief	 introduction	 to	 some	 of	 these	 methods	 is	
provided	below,	and	for	a	more	detailed	account,	see	“An	Introduction	to	Cheminformatics”23	and	
references	 therein.	 Initially,	 one	must	 represent	 a	molecule	 in	 a	machine-readable	 format	 to	
enable	the	calculation	of	molecular	descriptors.	Two	of	the	most	common	methods	for	doing	this	




values	 (features),	 each	 encoding	 specific	 information	 about	 an	 individual	 molecule.26	 This	
information	can	be	a	simple	number,	such	as	the	molecular	weight	or	the	count	of	a	specific	atom	
type,	or	they	can	be	a	prediction	of	corresponding	experimental	quantities,	such	as	the	octanol–







Regression. Regression	analysis	 is	a	 fundamental	 tool	 in	 informatics.	Simple	 linear	 regression	
expresses	 a	 relationship	 between	 a	 scalar	 dependent	 variable	 Y	 and	 a	 single	 explanatory	
independent	 variable	 X.	 Multiple	 Linear	 Regression	 (MLR)	 extends	 this	 to	 allow	 for	 multiple	
dependent	variables	yi	or	explanatory	independent	variables	xi,	expressed	as;	









(depending	 on	 whether	 the	 predictive	 task	 requires	 classification	 or	 regression,	 respectively).	
These	are	stacked	sets	of	binary	separators	following	a	tree	like	graph	structure.	RF	uses	a	‘forest’	






















between	these	at	 least	one	hidden	 layer	which	 is	trained	using	data	to	 link	the	neurons	of	the	
input	layer	and	output	layer	in	a	suitable	fashion	for	the	problem	at	hand.	The	training	generally	
involves	weighting	specific	paths	between	the	neurons.6,7,18	Deep	learning	algorithms	attempt	to	
abstract	 data	 on	 a	 high	 level	 through	 model	 architectures	 comprising	 multiple	 non-linear	
transformations.	For	example,	in	the	case	of	ANNs	the	addition	of	hidden	layers,	which	map	some	




of	 non-ionisable	 compounds,29	 and	 acts	 as	 a	 useful	 guide	 for	 ionisable	 compounds	 using	
lipophilicity	(log D)	at	the	pH	of	the	aqueous	buffer	employed.	The	equation	states	that;	789/ = 0.5 − 0.01 KN − 25℃ − 789X	 [1.5]	
	
8	|		
Or	in	terms	of	log D;	 789/?@(Y) = 0.5 − 0.01 KN − 25℃ − 789Z?@(Y)	 [1.6]	
The	GSE	is	a	simple	QSPR	model,	with	powerful	predictive	ability	(coefficient	of	determination	(r2)	
=	 0.96	 and	 root	mean	 squared	 error	 (RMSE)	 =	 0.53	 log S	 units	 for	 a	 data	 set	 of	 1026	 organic	
molecules30),	 and	 the	 simplicity	 of	 the	 model	 means	 it	 has	 found	 wide	 application	 in	 the	
pharmaceutical	 industry.	 However,	 the	 reliance	 of	 the	 GSE	 on	 experimentally	 determined	






TPSA	was	 included	 in	a	 revised	model	 to	account	 for	 the	 fact	 that	88.5%	of	poorly	performing	
compounds	contained	polarisable	groups.	The	pure	GSE	model	employed	provided	r2	=	0.818,	and	
the	 TPSA	 replacement	 of	 melting	 point	 model	 provided	 r2	 =	 0.813,	 showing	 a	 comparable	








test	 sets,	 and	 when	 experimentally	 determined	 values	 are	 required.	 As	 such,	 experimentally	




the	 model,	 provided	 that	 the	 continuous	 medium	 replacing	 them	 sufficiently	 represents	
equivalent	properties.	









solute–solvent	 interaction	energies	can	be	 represented	by	a	number	of	Qx	operators.	The	 free	
energy	of	M	is	therefore	described	by	an	expression	of	five	terms;	G b = G42c + Gd3 + G65( + Ged? + G0N	 [1.8]	
with	the	order	of	terms	corresponding	to	the	best	performing	order	of	the	‘charging	processes’,	
which	are	 integration	processes	coupling	a	distribution	 function	with	a	potential	 function.	The	
terms	are	the	free	energy	of	cavitation,	electrostatic	energy,	dispersion	energy,	repulsion	energy	
and	thermal	fluctuation,	respectively.	1.3.1 Continuum	models	for	electrostatic	interactions 




















the	dipole	moment	of	Q.	As	 solvent	molecules	oppose	 the	dipole	moment	of	Q,	 they	 interact	
unfavourably	with	the	reaction	field.	They	also	lose	configurational	freedom,	with	an	associated	
free-energy	cost.	In	a	continuum	model,	the	charge	distribution	of	a	solvent	is	represented	as	a	
continuous	 electric	 field,	 statistically	 averaged	 over	 all	 degrees	 of	 freedom	 at	 thermodynamic	
equilibrium.	The	electric	field	at	any	given	point	is	the	gradient	of	the	electrostatic	potential.	The	
work	 required	 to	 create	 the	 charge	 distribution	 is	 determined	 from	 the	 interaction	 of	 solute	
charge	density	ρ	with	the	electrostatic	potential	ϕ	from;	






accuracy	 of	 either	model	 is	mostly	 dependent	 upon	 the	 suitability	 of	 the	 cavity	 type	 used	 to	
surround	the	solute	molecule	within	an	ideal	solvent	system.	
The	 Poisson–Boltzmann	 (PB)	 model. The	 Poisson	 equation	 combines	 the	 terms	 for	
electrostatic	potential	and	the	differential	form	of	Gauss's	law	to	define	the	electrostatic	potential	g	as	a	function	of	the	dielectric	constant	ε	and	charge	density	ρ.	When	a	surrounding	dielectric	
medium	responds	linearly	to	an	embedded	charge,	Poisson's	equation	states	that;	
∇ig ^ = −4kf(^)l 	 [1.10]	
Continuum	solvation	models	represent	the	charge	distribution	on	the	basis	of	two	separate	areas:	




∇l ^ ∙ ∇g ^ − l ^ n ^ 8kpiql%rK %rKp stuℎ pg ^%rK = −4kf(^)	 [1.12]	
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where	 q	 gives	 the	 magnitude	 of	 electrolyte	 ionic	 charge,	 λ	 is	 a	 function	 equal	 to	 0	 in	 areas	










A	 further	 limitation	of	PB	based	models	 is	 the	definition	of	cavitation.	A	number	of	variational	
SCRF	models	have	been	proposed	 in	order	 to	optimise	cavitation	parameters,	most	commonly	
using	 tessellation	 (tiling)	 of	 the	 cavity	 surface	 to	 simplify	 and	 reduce	 iterations	 of	 the	 PB	
equation.32	
The	 Generalised	 Born	 (GB)	 model. For	 systems	 in	 which	 ideal	 cavitation	 is	 not	 accurate,	
arbitrary	 cavitation	 can	 be	 applied.	 Arbitrary	 cavitation	 refers	 to	 the	 construction	 of	 a	 cavity	
around	the	solute	similar	to	the	shape	represented	by	space-filling	models	generated	from	the	











G = −12 p4kwi − plw !s = pi2lw	 [1.14]	
The	Born	equation	for	the	polarisation	of	a	monatomic	ion	is	calculated	from	the	difference	in	the	
required	work	in	the	gas	and	solution	phases	applied	to	eqn.	1.14;	
G? = −1/2 1 − 1l piw 	 [1.15]	
The	GB	method	extends	the	Born	equation	to	polyatomic	molecules	to	express	polarisation	energy	
as;	
G? = −1/2 1 − 1l pBpByzBBy201N(B,By 	 [1.16]	
where	k	and	kʹ	 run	over	all	atoms,	each	with	a	partial	charge	q.	The	determination	of	suitable	
parameters	for	γ	for	polyatomic	systems	involves	a	radial	integration	of	the	charge	q	to	determine	
the	 interaction	of	 atom	k	with	 the	 surrounding	medium.	γ	 has	units	of	 reciprocal	 length,	 thus	
representing	 an	 inverse	 Coulomb	 integral.	 γ	 is	 given	 a	 suitable	 functional	 form	 in	 order	 to	






Specific	 component	models. Pierotti34	 developed	a	model	 formula,	 based	on	 scaled	particle	
theory,	 for	 the	 calculation	 of	 cavitation	 free	 energy	 through	 the	 observation	 of	 the	 solvation	
energy	for	noble	gases.	Scaled	particle	theory	is	a	statistical-mechanical	theory	of	fluids	derived	
from	exact	radial	distribution	functions,	 to	give	an	expression	for	the	work	required	to	place	a	
spherical	particle	 into	a	 fluid	of	 spherical	particles.	Noble	gas	atoms	do	not	exhibit	permanent	
electrical	 moments,	 thus	 their	 transfer	 into	 solution	 is	 considered	 to	 be	 the	 most	 analogous	
example	of	perfect	cavitation.	
The	 experimental	 data	 from	 Pierotti's	 work	 has	 been	 complemented	 by	 simulation	 data,35	




explanation	 of	 dispersion	 is	 as	 follows.	 The	 average	 electron	 cloud	 of	 an	 atom	 is	 spherically	
symmetrical,	but	at	any	instantaneous	time	point	there	may	be	a	polarisation	of	charge	causing	





does	 not	 average	 to	 zero	 over	 time.3	 The	 average	 interaction	 energy	 falls	 off	 (largely)	
proportionally	 to	 r−6	 (where	 r	 is	 the	 distance	 between	 interacting	 particles).	 The	 multipole	
expansion	of	the	dispersion	interaction	is	written;	
M ^ = '|^| − '}^} − '~:^~: …	 [1.17]	
where	C6,	C8	and	C10	are	dispersion	coefficients	dependent	on	the	atomic	species.	This	is	normally	
evaluated	as	a	sum	over	all	pairs	of	atoms	in	different	interacting	molecules.	
Atomic	 surface	 tensions. Another	 approach	 for	 the	 evaluation	 of	 the	 non-electrostatic	




often	developed	with	 small	 test-sets,	 and	are	 therefore,	 in	 common	with	QSAR/QSPR	models,	
poor	performers	for	test	molecules	dissimilar	to	the	original	training	set.	The	authors	found	that	
SASA	 descriptors	 did	 not	 enhance	 model	 performance	 any	 further	 than	 weighted	 atom	 type	
counts.	 This	 suggests	 the	 influences	 upon	 the	 non-electrostatic	 components	 of	 solvation	 free	
energy	may	be	more	complex	than	simple	surface	area	considerations.	






and	 realistic	model	 for	 the	 investigation	of	 solvation,38	however	 it	 intrinsically	 requires	a	 large	
number	of	degrees	of	freedom	and	thus	is	associated	with	a	phase	space	of	high	dimensionality.	
This	 requires	 statistical	 averaging	 over	 the	 entire	 phase	 space,	 particularly	 when	 extracting	
specific	underlying	physical	behaviour,	such	as	thermodynamic	properties.	
Statistical	 thermodynamics	 relates	 all	 observable	 thermodynamic	 properties	 to	 the	 partition	
function,	Q.	The	partition	function	is	summarised	as;	
Ä = ÅAÇ(É,?)BÑÖ !p!Ü	 [1.18]	
where	Q	is	the	classical	formulation	integrated	over	all	phase	space	of	all	spatial	q	and	momentum	





of	 freedom.	 For	 intramolecular	 components,	 free	 energy	 contributions	 rely	 on	 vibrational	 and	
librational	motions	on	an	intramolecular	energy	surface.39	For	well-defined	energy-minima,	the	
free	energy	is	easily	accessible	from	the	partition	function	(eqn.	1.18)	from	vibrational	frequencies	
treated	with	 the	harmonic	 approximation.	 The	harmonic	 approximation	estimates	 the	nuclear	
potential	of	a	molecular	system	in	its	equilibrium	geometry	at	a	potential	energy	surface	minimum	
in	terms	of	normal	vibrational	modes,	each	governed	by	a	1D	harmonic	potential.	Anharmonic	
effects	 are	 accounted	 for	 with	 MC	 or	 MD	 simulations	 for	 the	 calculation	 of	 entropy	 on	 the	
intramolecular	energy	surface.39	Due	to	diffusion,	the	particles	of	a	solution	system	do	not	exhibit	
motion	 definable	 by	 harmonic	 approximations.	MC	 and	MD	 simulations	 are	 restricted	 to	 only	
sampling	 the	 low-energy	 part	 of	 configuration	 space.	 Since	 internal	 energy	 and	 enthalpy	 are	
predominantly	dependent	on	this	low-energy	region,	they	are	well	estimated.	However,	MC	and	












to	state	B	is	calculated	by;	 ΔG & ⟶ â = Gr − Gä																										= −%rK	7u ÅTÜ −ãr − ãä%rK ä	 [1.19]	




the	 trans-isomer,	 with	 A	 and	 B	 in	 different	 energy	 states	 due	 to	 different	 intra-	 and/or	








into	 a	 series	 of	 intermediate	 transition	 state	 steps,	 allowing	 better	 convergence	 between	 the	
initial	 and	 final	 structures	 investigated.41	 However,	 FEP	 calculations	 remain	 one	 of	 the	 most	
computationally	expensive	methods	for	calculating	free	energy	differences.	
An	 example	 of	 this	 is	 shown	 by	 Lüder	et	 al.42	who	 have	 investigated	 the	 effectiveness	 of	 FEP	
methods	 for	 the	 calculation	 of	 free	 energy	 of	 solvation	 in	 pure	melts	 for	 46	 drug	molecules.	





of	 the	 64	 drug	 molecules	 were	 compared	 for	 systems	 comprising	 260	 molecules.	 Deviations	
between	systems	were	found	to	be	an	average	of	2.9%	for	intermolecular	interaction	energy,	and	
1.4%	for	molar	volume,	suggesting	the	dataset	selected	would	provide	reliable	results.	Predicted	






treat	 the	 change	 from	 A	 to	 B	 as	 a	 transformation,	 rather	 than	 to	 calculate	 free	 energies	 of	
independent	structures,	and	calculate	an	energetic	difference,	as	in	traditional	FEP	methods.3	
A	recent	application	of	this	method,	derived	from	FEP,	has	been	demonstrated	by	Liu	et	al.43	for	
the	 calculation	 of	 the	 solubility	 of	 gases	 in	 ionic	 liquids.	 The	 Bennett	 acceptance	 ratio	 (BAR)	
method	utilises	the	method	of	transferring	between	states	 instead	of	treating	each	state	as	an	
individual	structure.	The	Coulomb	and	LJ	terms	are	calculated	separately.	It	is	found	that	simulated	
solubilities	are	 found	 in	good	agreement	with	Henry's	 law	constants.	However,	 comparison	 to	
experimental	 data	 finds	 poorly	 soluble	 gases	 to	 have	 larger	 errors,	 with	 underestimated	 and	
overestimated	gas	solubilities	found	with	similar	calculation	methods	in	complementary	studies.	
Enthalpy–entropy	 decomposition. A	 further	 offshoot	 of	 free	 energy	 calculations	 is	 the	
decomposition	 of	 the	 free	 energy	 term	 into	 enthalpic	 and	 entropic	 components.38	 As	 both	




Wyczalkowski	 et	 al.44	 recently	 proposed	 two	 new	methods	 for	 the	 estimation	 of	 entropy	 and	
enthalpy	 decomposition	 of	 free	 energy	 calculations,	 evaluated	 for	 the	 solvation	 of	 N-
methylacetamide	(NMA).	The	methods	investigated	found	thermodynamic	contributions	to	be	in	
disagreement	 with	 experimental	 data,	 highlighting	 the	 difficulty	 in	 obtaining	 decompositions	
comparable	 in	 quality	 to	 free	 energy	 estimates,	 with	 thermodynamic	 decomposition	 of	




The	 calculation	 of	 entropic	 and	 enthalpic	 contributions	 is	 also	 extremely	 computationally	
demanding,	as	every	temperature	point	of	a	simulation	requires	recalculation	of	the	overall	free	
energy.3	Wyczalkowski	et	 al.	 highlight	 that	where	 calculation	of	 free	 energies	 of	 solvation	has	




self-solvation	 of	 low	 polarity	 nitrotoluenes	 to	 consider	 an	 array	 of	 thermodynamic	 terms	 and	
physiochemical	properties.	These	include:	solid-phase	vapour	pressures,	solubilities,	Henry's	law	
constants,	hydration	and	self-solvation	entropies,	enthalpies,	heat	capacities	and	enthalpies	of	
vaporisation	 or	 sublimation.	 Their	 study	 focuses	 on	 the	 temperature-dependence	 of	 various	
terms.	 Decomposition	 of	 hydration	 free	 energies	 into	 enthalpic	 and	 entropic	 contributions	 is	
performed	by	a	method	utilising	polynomial	fitting	of	temperature-dependent	self-solvation	free	
energies	 (with	 respect	 to	 temperature).	 The	 use	 of	 fitting	 increases	 the	 sensitivity	 of	 derived	
values	 of	 hydration	 free	 energies.	 Self-solvation	 enthalpy	 (ΔHself)	 values	 and	 entropy	 (TΔSself)	
values	are	calculated	within	approximately	2	kcal	mol−1	of	experimentally	determined	values.	1.4.2 Combined	Quantum	Mechanical/Molecular	Mechanical	methodologies	(QM/MM) 
Explicit	solvation	models	are	often	developed	with	respect	to	biological	systems,	due	to	the	role	
of	water	 in	catalytic	mechanisms,	protein	 folding	and	protein–DNA	recognition,	 to	name	but	a	
few,	which	all	require	the	specific	detail	of	explicit	water–substrate	interactions	to	hold	descriptive	



















provided	 by	 Friesner	 and	 Guallar46	 for	 QM/MM	methods	 applied	 to	 enzymatic	 catalysis,	 with	
descriptions,	 advantages	 and	 disadvantages	 of	 respective	 QM	methods	 available	 in	 textbooks	
such	as	the	one	by	Cramer.3	
A	primary	consideration	when	selecting	a	QM/MM	method	 is	 the	 interactions	at	 the	QM/MM	
interface.	Two	aspects	must	be	considered;	(i)	the	presence	of	covalent	bonds	across	the	interface	
–	a	particular	concern	for	large	(e.g.,	biomolecular)	molecules,	and	(ii)	the	influence	of	the	MM	
solvent	 region	on	 the	QM	region	–	electrostatic	and	van	der	Waals	 interaction	 terms	must	be	
included.	
	
Figure	4	-	(left) Two-layered approach to the QM/MM method. The solute molecule and a few water 
molecules are treated with QM (centre) and the rest of the solvent system is represented by MM up to a 
user-defined distance. (right) Three-layered approach – an additional layer surrounds the MM region and 
uses a continuum approach to describe the long-range solvent in the bulk. 
In	order	to	treat	covalent	bonds	at	the	interface,	it	is	possible	to	introduce	“link	atoms”.	Link	atoms	
are	 QM	 hydrogen	 atoms	 that	 fill	 free	 valencies	 of	 QM	 atoms	 connected	 to	 MM	 atoms.	 A	
disadvantage	of	this	method	is	the	debate	about	inclusion	of	Coulombic	interaction	terms	for	the	
link	atoms.	Other	methods	developed	in	order	to	avoid	the	use	of	 link	atoms	include	the	Local	
Self-Consistent	 Field	 (LSCF)	method,	which	 applies	 a	mixture	 of	 hybrid	 and	 atomic	 orbitals	 to	
represent	 the	QM	 system,	 and	 the	 “connection	 atom”	method,	where	MM	and	QM	 interface	
atoms	are	described	as	QM	methyl	groups	with	a	free	sp3	valence.	
A	recent	three-layered	approach	aiming	to	tackle	the	issues	associated	with	the	QM/MM	interface	
and	 the	 interaction	 terms	 for	MM	 solvent	 effects	 has	 been	 proposed	 by	 Steindal	 et	 al.47	 This	
approach	 is	 described	 as	 the	 fully	 polarisable	 QM/MM/PCM	 method	 (see	 Section	 3	 for	 a	
description	of	PCM),	and	is	designed	for	the	effective	inclusion	of	a	medium	in	a	QM	calculation.	
Short	range	solvent	electrostatic	potentials	are	described	by	an	atomistic	model	(QM/MM)	whilst	
the	 long-range	 potentials	 are	 described	 by	 a	 continuum.	 The	 method	 is	 implemented	 in	





three-layered	 approaches	 such	 as	 this	 often	 require	 much	 more	 user	 input	 and	 method	
manipulation,	 for	 example,	 considerations	 for	MM/PCM	 interactions	have	 to	be	 considered	 in	
addition	to	QM/MM	interactions,	and	so	such	methods	are	suited	only	to	experts.	1.4.3 Explicit	representations	of	water	atoms 
When	 solvent	 is	 represented	 explicitly,	 solvent	 molecules	 usually	 greatly	 outnumber	 solute	
molecules.	Thus,	in	order	for	a	model	to	be	efficient,	it	is	advantageous	to	use	the	simplest	possible	
solvent	representation.48	Water	is	often	considered	the	most	useful	solvent	system,	and	thus	is	
the	 solvent	most	widely	 used	 in	 explicit	 solvent	models.	 The	macroscopic	 properties	 are	well	
established,	yet	the	microscopic	forces	that	determine	water	structure	are	not	fully	understood.	
The	treatment	of	water	can	be	rigid	or	flexible.	Rigid	models	often	include	a	fictitious	H–H	bond	
to	constrain	bond	angles	 in	 the	water	monomer.3	Three	of	 the	most	common	rigid	models	 for	
water	 are	 the	 TIP3P	 (transferable	 intermolecular	 potential	 3P),	 SPC	 (simple	 point	 charge)	 and	
SPC/E	 (simple	 point	 charge	 extended)	 models,	 and	 their	 modified	 counterparts.	 These	 three	





Property	 TIP3P49,50	 TIP4PEw51	 SPC/E50,52	 Exp.50	
μ	(D)	 2.348	 2.32	 2.352	 2.5–3.0	
ρ	(g	cm−3)	 0.980	 0.995	 0.994	 0.997	
ε0	 94	 63.90	 68	 78.4	




especially	 long-range	 electrostatic	 interactions,	 dominate	 computationally,	 requiring	 extensive	
CPU	 time.	 In	 order	 to	 minimise	 this	 to	 an	 acceptable	 level,	 approximations	 are	 necessary.	
Boundaries	are	introduced	into	water	models	to	restrain	the	system	to	a	finite	size,	which	almost	
always	leads	to	artefacts	in	the	obtainable	data.48	The	most	commonly	utilised	method	for	cost-
effective	 solute	 computations	 is	 the	 application	 of	 a	 spherical	 cut-off,	 limiting	 the	 number	 of	




dipolar	 electrostatic	 interactions	 are	 more	 prominent,	 with	 cut-offs	 selected	 within	 the	







Spoel	 et	 al.53	 (1998)	 investigated	 the	 effectiveness	 of	 TIP3P,	 TIP4P,	 SPC,	 and	 SPC/E	models	 in	




















structure	and	 forces.	These	methods	offer	 reasonable	estimates	of	 the	structural	and	dynamic	
properties	of	water	when	compared	to	experimental	measurements.	However,	problems	exist	in	
the	 description	 of	 electronic	 gradient	 corrections,	 and	 equilibrium	 pressure.	 The	 interatomic	
forces	of	early	quantum	simulations,	including	DFT	based	methods,	were	originally	parameterised	






quantum	 models.54	 Jones	 et	 al.54	 (2013)	 base	 their	 method	 on	 the	 replacement	 of	 valence	
electrons	 of	 an	 atom	with	 an	 embedded	Quantum	Drude	 oscillator	 (QDO).	QDO	 treatment	 of	
water	 is	 based	 upon	 the	 TIP4P	 classical	 rigid	 model	 of	 water,	 with	 the	 three	 water	 atoms	
supplemented	by	 a	 dummy	atom	with	 a	 negative	 charge,	 added	 along	 the	HOH	bisector	 to	
create	 an	 additional	 interaction	 point.	 The	QDO	 parameters	 aim	 to	 reproduce	 the	 dipole	 and	
quadrupole	 polarisabilities,	 and	 the	 dispersion	 coefficient.	 The	 dispersion	 interaction	 is	 then	
adjusted	by	scaling,	whilst	preserving	polarisability.	The	baseline	unadjusted	model	produces	a	
realistic,	but	over-structured	liquid	with	a	density	that	is	too	low	by	up	to	20%,	attributed	to	its	
underestimation	 of	 dispersion.	 Note	 also	 that	 the	 value	 of	 the	 enthalpy	 of	 vaporisation	 (at	
ambient	pressure)	ΔHvap	was	found	at	40	±	2	kJ	mol−1,	close	to	the	experimental	value	of	43.91	kJ	
20	|		
mol−1.	 Scaling	 the	 dispersion	 term	 results	 in	 an	 increased	 equilibrium	 density	 for	 increased	
dispersion.	 This	 induces	 a	weakening	 effect	 on	 the	 H-bonding	 network	 of	water,	 bringing	 the	
overall	 structure	 closer	 to	 agreement	 with	 benchmark	 data.	 However,	 the	 calculated	 ΔHvap	
increases	to	46	±	2	kJ	mol−1,	which	is	4%	higher	than	the	experimental	value.	It	is	also	found	that	




short	 range	 (hydrogen	bonding),	 capable	of	 damping	 the	 effects	 of	 repulsion.	 For	 this	 reason,	









reason,	 a	 natural	 choice	 is	 to	 represent	 the	 solvent	 using	 Pair	 Correlation	 Functions	 (PCF),	 or	
equivalently	 Radial	 Distribution	 Functions	 (RDF).	 These	 functions	 allow	 us	 to	 determine	 a	
probabilistic	structure	of	the	solvent.	




that	 the	PCF/RDF	would	go	 to	a	 constant	 value	of	1	 at	 large	 values	of	 r	 (i.e.	 it	would	become	
isotropic,	 like	 a	 continuum	model,	 as	 there	 are	 no	 solute	 interactions	 to	 perturb	 the	 system).	
However,	at	small	values	of	r	we	would	not	expect	this.	At	very	small	values	(less	than	the	van	der	
Waals	radii	of	the	solute	atoms)	we	expect	zero	as	only	one	particle	can	occupy	the	space	at	a	




use	 and	 determination	 of	 these	 functions	 for	 solvation	 modelling	 in	 statistical	 mechanics	 is	
integral	equation	theory	(IET).	 In	this	theory,	a	molecule	 is	 fully	described	by	a	six-dimensional	
vector	(three	degrees	of	freedom	relate	to	position	x,	y,	z	and	three	degrees	of	freedom	determine	
the	 orientation	 ψ,	 θ,	 φ).	 To	 refer	 to	 these	 two	 sets	 of	 variables	 collectively,	 we	 will	 use	 the	






This	can	most	conveniently	be	written	with	reference	to	the	total	correlation	function	h(r,Θ).55	ℎtè ^1 − ^2, Θ1 − Θ2 = 9tè ^1 − ^2, Θ1 − Θ2 − 1	 [1.21]	
	
Figure	5	-	A	schematic	representation	of	PCF	for	liquid	water;	water	oxygen	–	water	hydrogen	(blue),	water	oxygen	–	water	oxygen	(orange)	and	water	hydrogen	–	water	hydrogen	(grey).	
We	 can	 simplify	 this	 equation	 by	 assuming	 spherical	 symmetry	 of	molecules,	 hence	 removing	






ℎ ~^,i = ë ~^,i + ! í^ë ~^,í f í^ ℎ i^,í 	 [1.22]	








unknown	 functions,	 h(r)	 and	 c(r),	 another	 equation	 is	 required;	 a	 closure	 relation	 must	 be	
introduced.	 There	 are	 several	 such	 equations	 available	 from	 statistical	 mechanics.	 The	 exact	
closure	relation	is	as	follows:	9 ^ = ÅAìî e ïñ e A4 e ïr(e) ⟹ ÅAìî e ïÖ e ïr(e)	 [1.23]	
where	ò	is	equal	to	1/kBT	and	U(r)	is	the	interaction	potential	which	is	often	of	the	following	
form:	
ô ^ = 4l ö2E^ ~i − ö2E^ | + p2pE^ 	 [1.24]	
where	l	is	the	depth	of	the	potential	well,	and	ö	is	the	finite	distance	for	which	the	inter-particle	
potential	is	zero.	T(r)	is	known	as	the	indirect	correlation	function	as	it	is	the	difference	between	
the	 total	 and	 direct	 correlation	 functions,	 and	 quantifies	 the	 indirect	 contribution.	B(r)	 is	 the	
bridge	 function,	 which	 comes	 from	 graph	 theory	 –	 its	 exact	 form	 is	 not	 known.	 Several	
approximate	closure	relations	exist;	some	will	be	discussed	here,	although	others	are	available.	
Originally	the	HyperNetted-Chain	(HNC)	approximate	closure	was	used:	ℎ ^ = Å Aìî e ïÖ e − 1	 [1.25]	
This	 closure	 works	 in	 principle	 for	 charged	 systems	 but	 neglects	 the	 bridge	 function	 term	
completely,	assuming	it	to	be	zero.	This	can	lead	to	poor	convergence	due	to	uncontrolled	growth	
in	 the	argument	of	 the	exponent.	An	alternative	 is	 the	Partially	Linearised	Hyper-Netted	Chain	









of	 the	 problems	 associated	 with	 the	 high	 dimensionality	 of	 the	 equation.	 These	 types	 of	
simplification	 originate	 from	 the	work	 of	 Chandler	 and	Anderson.59	 	 	 1D	 RISM	 is	 an	 approach	















symmetrical	 relationships	 known	 as	 symmetry	 elements	 and	 operators.	 These	 operators	 are	
determined	from	the	original	diffraction	pattern	of	a	crystalline	material	during	crystal	structure	









point	 groups	 with	 14	 Bravais	 lattices,	 with	 each	 Bravais	 lattice	 belonging	 to	 one	 of	 7	 lattice	
systems.	The	resultant	spacegroup	is	therefore	a	representation	of	the	translational	symmetry	of	






can	 be	 done	 manually	 by	 application	 of	 the	 symmetry	 operations	 as	 described	 within	 the	
“International	Tables	of	Crystallography:	Volume	A.”61	
Within	 the	 “Tables	 for	 Crystallography”,	 space	 groups	 are	 denoted	 by	 International	 short	
Hermann-Mauguin	symbols,	which	represent	space	groups	in	two	parts.	The	first	part	is	a	letter	
describing	 the	 centring	of	 the	 space	 group	 (e.g.	 P	 for	 primitive	or	 F	 for	 face-centred),	 and	 the	
second	part	is	a	set	of	characters	representing	the	symmetry	elements	of	the	space	group.	The	
space	groups	are	also	 represented	 in	 terms	of	 space-group	diagrams,	which	 show	 the	 relative	
locations	and	orientations	of	symmetry	elements,	and	the	arrangement	of	symmetry	equivalent	
points.	2.1.1 Transformations	of	the	coordinate	system	








" = " ù0 1 = ù~~ùi~ùí~ ù~iùiiùíi0 0 				
ù~íùiíùíí0 				
ù~ùiùí1 	 [2.2]	
This	augmented	matrix	allows	the	calculation	of	the	points	T, R, °	by;	TR°1 =




ù~~T		 +	 ù~iR		 + ù~í°		 +ùi~T		 + ùiiR		 + ùií°		 +ùí~T		 + ùíiR		 + ùííz		 +				ù~ùiùí1 = 	£ = §£	 [2.3]	
Point	group	(any	of	the	32	symmetry	operations	which	characterise	3D	lattices)	matrices	(W)	for	





rule	as;	 !i = †? − †É + •? − •É + ¶? − ¶É 	 [2.4]	
Using	vector	notation,	the	points	p	and	q	can	be	represented	by	vectors;	Ü = †?t + •?è + ¶?%	p = †Ét + •Éè + ¶É%	 [2.5]	
The	distance	between	two	atoms,	p	and	q	is	equal	to	the	magnitude	of	the	vector;	! = Ü − p												= †? − †É t + •? − •É è + ¶? − ¶É %								= 	 ∆†t + ∆•è + ∆¶%	 [2.6]	
The	length	of	a	vector	is	calculated	from	its	scalar	product	with	itself,	so	the	distance,	d,	is	defined	
by	d2=d∙d.	 From	 this,	 the	non-vector	equation	of	d	 can	be	determined.	The	equations	derived	
above	 show	 a	 relatively	 simple	method	 for	 calculating	 the	 distance	 between	 two	 atoms	 in	 a	
Cartesian	 system.	 However,	 the	 high	 order	 symmetry	 of	 crystal	 structures,	 and	 the	 resultant	








of	 inter-atomic	distances	would	only	be	applicable	 for	 the	asymmetric	unit.	 The	conversion	of	
fractional	coordinates	to	Cartesian	coordinates	is	facilitated	though	a	matrix	operation,	which	is	




represented	in	vector	notation	as	follows;	X = T?w + R?ß + °?ë		Ä = TÉw + RÉß + °Éë	 [2.8]	
As	with	Cartesian	systems,	the	distance	d	between	P	and	Q	is	equal	to	the	modulus	of	the	vector	
joining	 them;	 so	 the	 overall	 calculation	 for	 the	 distance	 between	 two	 atoms	 with	 fractional	












In	 chapter	 one,	 a	 number	 of	 different	 solvation	models	were	 discussed	 in	 order	 to	 cover	 the	
current	state	of	solubility	prediction.	Here,	we	focus	on	the	specific	methods	used	in	this	work,	
which	are	the	RISM	models	briefly	discussed	at	the	end	of	chapter	one.		2.2.1 Thermodynamics	of	solutions	
The	chemical	potential	of	a	component	i	in	a	mixture	is	given	by;		∞t ≡ 	 ∞t^ Å≤ + JK ln(ztTt)	 [2.10]	
where	T5 	 is	mole	 fraction,	 and	 z5 	 is	 the	 activity	 coefficient,	 defined	 in	 terms	 of	 the	 chemical	
potential	in	the	reference	state	∞5ed≥.	Both	terms	can	be	combined	in	different	ways,	according	to	
convenience.	 Two	 different	 approaches	 are	 typically	 used	 for	 the	 determination	 of	 ∞5;	 the	













in	accordance	with	Henry’s	law;		∂∑5 = ∞5∗@ + JK ln(z5@T5)								T5 → 0 ⟹	z5@ → 1	 [2.12]	











can	be	made;		 ∆(13G5 ≈ −JK ln T5(13 	 [2.14]	
where	 T5(13 	 is	 the	 solute’s	 measured	 solubility	 measured	 in	 mol/L.	 The	 Gibbs	 free	 energy	 of	
solution	expresses	the	difference	between	solute-solute	interactions	in	its	stable	physical	state,	
and	 solute-solvent	 interactions	 in	 solution.	 In	 order	 to	 isolate	 the	 role	 of	 solute-solvent	





∆(13cG5 ≡ ∞5∗@∞	55π,:		 [2.15]	
where	∞55π,:	is	the	chemical	potential	of	the	solute	as	an	ideal	gas	under	standard	conditions.	If	the	
chemical	potential	is	expressed	in	terms	of	its	fugacity	≤5;		
∞5 = ∞55π,: + 	JK ln ≤5f: 	 [2.16]	
where	f:	refers	to	standard	pressure.	Equations	2.13	and	2.16	give;		
∆(13cG5 = JK ln ∫@,5Ü: 		 [2.17]	
where ∫@,5 ≡ limY→:(≤5/T5)	defines	the	Henry’s	law	constant.  




Knowing	 the	 Gibbs	 free	 energy	 of	 solvation	 under	 a	 given	 temperature	 or	 pressure,	 other	
thermodynamic	properties	can	be	calculated;		
∆(13cå5 = −Ki ººK ∆(13cG5K ?	∆(13c/5 = − ∆(13cG5ºK ?		




through	 solubility	measurements,	 limiting	 activity	 coefficient	 and	Henry’s	 law	 constant.	 These	







are	 dependent	 on	 each	 other.	 Therefore,	 the	 unknown	 function	 h(r)	 must	 be	 found	 self-








ℎΩì % = æΩΩø % ëΩøìø % æìøì % + f æΩΩø % ëΩøìø % ℎìøì(%)Ωyìy 		Ωøìø 	 [2.20]	
where	æΩΩø(%)	 is	 an	 intramolecular	 correlation	 function,	which	describes	 the	 structure	of	 the	
molecules,	and	is	given	by;		
æΩΩø % = sin %7ΩΩø%7ΩΩø 	 [2.21]	
where	7	ΩΩy	is	the	intramolecular	distance	between	S	and	S’.	In	real	space,	this	is	written;		
æΩΩø ¡ = ¬ ^ − 7ΩΩø4k7ΩΩøi 		 [2.22]	
and	is	proportional	to	the	probability	density	of	finding	Sʹ	at	the	position	r	from	S.	Equation	2.20	
is	 therefore	 exact,	 and	 can	 be	 interpreted	 physically	 by	 iteration.	 A	 typical	 term	 for	 fi,	 as	
represented	diagrammatically	in	Fig.	7,	is;		fiæΩΩøëΩø√øë√øƒøæƒøƒøøëƒøøìø			 [2.23]	
Figure	7	represents	a	diatomic	fluid.	The	correlation	between	the	S	and	ò	sites	of	molecules	1	and	
2	 respectively	 occurs	 via	 an	 intramolecular	 interaction	 between	 S	 and	 Sʹ,	 followed	 by	 an	
intermolecular	 interaction	Sʹ	 to	zʹ,	and	so	on.	Equation	2.20	 is	a	 sum	over	all	 such	 interaction	





If	 the	chain-like	model	described	above	 is	used	to	describe	the	effects	of	bonding	on	the	 local	
intermolecular	structure,	then	ëΩ√(^)	is	effectively	an	intermolecular	site-site	potential.	Assuming	







RDF	by67;		 9 ^ = exp(−ò∑ ^ + # ^ + â ^ )	 [2.24]	
where	#(^)	=	h(^)	−	ë(^),	the	indirect	correlation	function,	and	∑(^)	is	the	interaction	pair	potential.	â(^)	 is	a	bridge	 function,	 comprising	all	 contributions	 to	g(^)	not	accounted	 for	 in	 the	 indirect	
correlation	 function	or	 its	products,	and	can	be	written	as	an	exact	 functional	of	h(^).	 It	 is	not	
possible	 to	 calculate	9(^)	 exactly	 from	 eqn.	 2.24,	 as	 this	 involves	 an	 infinite	 sum	of	 integrals.	
Approximations	 to	 solve	 this	 problem	 usually	 involve	 setting	 the	 bridge	 functional	 to	 0.	 Two	
closures	that	adopt	this	method,	as	are	used	most	commonly,	are	the	Percus-Yevick68–70	(PY)	and	
HNC71–74	(as	described	in	eqn.	1.25).	The	PY	closure	is	given	by;		ℎ ^ = exp −ò∑ ^ 1 + # ^ − 1	 [2.25]	
The	PY	closure	has	proved	most	successful	when	used	with	models	represented	by	hard-spheres,	
or	for	systems	without	electrostatic	interaction.	The	HNC	closure	is	more	mathematically	rigorous,	
but	 is	 not	necessarily	 always	more	accurate.	 The	HNC	 closure	 is	 generally	more	 successful	 for	
liquids	with	substantial	attractive	potentials	than	the	PY	closure.		2.2.3 Solvation	free	energy	from	RISM	
For	an	infinitely	dilute	solution,	the	solvation	free	energy	is	the	excess	chemical	potential	Δ∞,	as	
defined	 in	 section	 2.3.1.	 Morita	 and	 Hiroike75	 have	 used	 the	 Kirkwood	 charging	 formula76	 to	





∆GΩ = ∆∞Ω = f√√ !n
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∆∞@…ú = − f2ò 4k^i[2ëΩ√ ^ + ℎΩ√ ^ ëΩ√ ^ − ℎΩ√i ^ ] !¡	 [2.27]	2.3 Machine	learning	&	cheminformatics	
A	brief	 introduction	 to	machine	 learning,	 particularly	 applied	 to	 solvation	methods	 is	 given	 in	
section	1.2.	Here,	a	more	in	depth	discussion	of	machine	learning	methods	is	given,	in	relation	to	
the	specific	methods	used	within	the	work	presented	within	the	thesis.		2.3.1 Molecular	representation	












Two	 primary	methods	 exist	 for	 communicating	 a	molecular	 graph	 to	 a	 computer:	 connection	









Chirality	 and	 isomerism	 can	 also	 be	 described	 by	 SMILES	 strings,	 where	 the	 absolute	
stereochemistry	 at	 chiral	 atoms	 is	 described	with	 “@”	 or	 “@@”,	 and	 geometric	 isomerism	 is	
described	with	“/’	and	“\”	(two	slashes	in	the	same	direction	describe	cis/Z	conformation).		
There	 are	many	ways	 to	 construct	 connection	 tables,	 and	 linear	 representations	 of	 the	 same	
molecules.	For	chemical	databases	and	datasets,	it	is	important	to	be	able	to	determine	repeat	
structures	 so	 that	 they	 are	 not	 given	 multiple	 entries.	 In	 order	 to	 achieve	 this,	 canonical	
representations	are	used.	Canonical	representations	are	constructed	through	a	unique	ordering	
of	atoms	for	a	given	molecular	graph,	following	a	precise	set	of	rules79,80.		2.3.2 Molecular	descriptors	






bond	 donors	 or	 acceptors,	 for	 example.	 These	 descriptors	 are	 readily	 calculated	 from	 the	
molecular	graph.		
Another	 class	 of	 molecular	 descriptors	 are	 related	 to	 physiochemical	 properties,	 or	 their	
estimates23.	A	particularly	important	property	is	hydrophobicity,	especially	for	the	calculation	of	
drug	 activity	 and	 transport,	 and	 as	 a	 significant	 contributor	 to	 solubility.	 It	 is	most	 commonly	
modelled	through	the	logarithm	of	the	octanol-water	partition	coefficient,	log	P.	The	experimental	
determination	of	 log	P	 is	particularly	difficult,	and	although	databases	exist81,	 its	prediction	for	
unknown	compounds	is	clearly	desirable.		
The	first	method82	to	estimate	log	P	was	based	upon	an	additive	scheme;		k† = log X − log X@	 [2.28]	
where	 X	 represents	 a	 substituent,	 and	 H	 represents	 a	 parent	 compound.	 These	 values	 are	
evaluated	from	experiment,	and	the	substituent	constants	k†	are	used	to	estimate	the	log	P	of	
unknown	 compounds.	 This	method	was	 not	 very	 successful,	 as	 substituent	 constants	 are	 not	
additive	across	species.		
Fragment	 based	 schemes	 for	 estimating	 log	 P	 also	 exist,	 where	 log	 P	 is	 given	 by	 the	 sum	 of	
experimental	log	P	values	for	the	fragments	and	addition	of	a	number	of	correction	factors.	This	
method83,84	is	represented	mathematically	by;		

















log X = u5w5 	 [2.30]	
34	|		
where	 u
i	 is	 the	 number	 of	 atoms	 of	 type	 i	 and	 wi	 is	 its	 atomic	 contribution.	 The	 atomic	




Another	 class	 of	molecular	 descriptor	 are	 topological	 indices,	which	 are	 calculated	 from	 a	 2D	
molecular	graph,	and	characterise	structures	by	their	size,	degree	of	branching,	and	overall	shape.		
An	 example	 of	 a	 topological	 index	 is	 the	Wiener	 index90,	 which	 counts	 the	 number	 of	 bonds	
between	atom	pairs,	and	sums	the	distances	between	the	pairs;		





















Œ =1 2 X∂wT1 X∂tu1( X)1 2 		 [2.33]	






its	predictors.	In	mathematical	notation;		R ù, T = ù0 + ù1T1 + ⋯+ ùÜTÜ	 [2.34]	












with	 the	 lowest	 MSE.	 The	 7~	norm	 loss	 function	 is	 therefore	 more	 robust,	 and	 can	 also	 give	
multiple	possible	solutions	 in	some	cases.	However,	 it	 is	also	 less	stable;	movement	of	a	single	
data	point	by	a	small	distance	can	affect	the	regression	line	drastically,	meaning	a	possible	solution	
can	be	missed.		







interpretation	 –	 with	 large	 numbers	 of	 predictors,	 it	 can	 be	 difficult	 to	 interpret	 the	 most	
important	contributors	to	the	model,	and	determining	a	smaller	subset	can	allow	us	to	look	at	the	
bigger	picture	by	only	considering	the	strongest	effects	of	the	predictors	on	the	final	prediction94.	
Two	of	 the	most	commonly	used	methods	 for	 improving	prediction	accuracy	and	reducing	the	








…,	p,	the	ridge	regression	solves	the	7i	regression	problem	of	finding	ò = òU 	to	minimize;	
Rt − Ttèòèè
2–
t=1 + n òè2
Ü
è=1 	 [2.35]	
where	n ≥ 0	is	a	tuning	parameter,	controlling	the	strength	of	a	penalty	term,	which	is	related	to	ò	by;	 òe56πd = w^9∂tuì R − †ò ii + n ò ii	 [2.36]	
where	the	second	term	is	the	penalty	term.	When	n = 0,	the	usual	linear	regression	estimate	of	
the	 coefficients	 is	 found.	 When	 n = ∞,	 òe56πd = 0.	 The	 ridge	 regression	 works	 for	 the	 case	
between	these	two	expressions,	fitting	a	linear	model	of	y	on	x,	and	shrinking	the	coefficients	to	
find	the	optimal	solution.	
Lasso.	 The	 Least	Absolute	 Shrinkage	 and	 Selection	Operator	 (lasso)	model	 aims	 to	 rectify	 the	





finding	ò = òU 	to	minimize;	
R5 − T5UòUU
i + n òU 	?UÀ~
…
5À~ 	 [2.37]	
where	n òU 	is	a	penalty	function	assigned	for	each	òU 	coefficient.	For	some	choice	of	the	tuning	










ò32((1 = w^9∂tuì 12 R5 − ò: − T5UòU?UÀ~




J ò n , òU = 12 R5 − T5BòB n − T5UòUB”U
i + n òB nB”U
…
5À~ 		 [2.39]	
which	 can	be	 viewed	as	 a	 univariate	 lasso	problem	where	 the	 response	 variable	 is	 the	partial	
residual	R5 − R5 U = R5 − T5BòB nB”U .	This	has	an	explicit	solution,	and	updates	òB n 	by;	
òU n ← / T5U R5 − R5(U) , n…5À~ 		 [2.40]	
where	/ #, n = st9u(#)( # − n)ï	 is	a	soft-thresholding	operator.	The	first	argument	to	/(∙)	 is	
the	simple	least-squares	coefficient	of	the	partial	residual	on	the	standardized	variable	T5U.	Cycling	
through	each	variable	independently,	until	convergence,	yields	the	lasso	estimate	òB n .	
Coordinate	 descent	 can	 be	 viewed	 as	 a	 version	 of	 forward	 stepwise	 regression,	 whereby	 the	
model	is	built	in	sequence,	adding	one	variable	at	a	time.	For	forward	stepwise	regression,	at	each	








decent	 algorithm,	 yields	 a	 full	 least-squares	 solution	 for	 the	 regression	 problem	 when	
implemented	with	the	lasso	method94.	
Elastic	Net.	The	elastic	net	method99	is	a	hybrid	regression	method,	which	includes	penalty	terms	
for	both	the	7~	and	7i	regularisation	problems;	òd32(054	Id0 = w^9∂tuì R − †ò i + λi ò i + n~ ò ~	 [2.41]	
where	the	7~	part	of	the	penalty	term	creates	a	sparse	model,	and	the	quadratic	part	removes	the	
limitation	on	the	number	of	terms	selected,	encourages	the	grouping	effect,	and	stabilises	the	7~	


















Residual	Sum	of	Squares	 (RSS).	 	The	 sum	of	 squares	of	deviations	of	predicted	 from	actual	
empirical	values	of	data	(calculated	for	the	test	data).		




ÅTÜ7wtuÅ!	÷w^tÅuëÅ R, R = 1 − Mw^ R − RMw^ R 		 [2.43]	





b&ã R, R = 	 1u(2N?3d( R5 − R5I◊CÿŸ⁄¤◊A~5À: 		 [2.44]	
Mean	Squared	Error	(MSE).	Risk	metric	corresponding	to	the	expected	value	of	the	quadratic	
error	loss	or	7i-norm	loss.		





^i R, R = 1 − R5 − R5 iI◊CÿŸ⁄¤◊A~5À: R5 − R5 iI◊CÿŸ⁄¤◊A~5À: 		



























its	melting	point	(Tm)	and	its	log	P	(log	of	the	octanol-water	partition	coefficient)	and	is	stated	as;	log / = 0.5 − 0.01 KN − 251 − log X	 [3.1]	




determined	by	 its	 crystallinity	and	 its	 interaction	with	water.	The	 log	P	component	of	 the	GSE	
accounts	 for	 solute-solvent	 interactions,	 in	 terms	 of	 a	 difference	 between	 ideal	 and	 aqueous	













Wassvik	 et	 al102	 (2008)	 have	 investigated	 solid-state	 effects	 on	 the	 solubility	 of	 drug-like	





























stable	 lattices,	 thus	 increasing	 the	 lattice	energy,	and	decreasing	solubility.	 In	accordance	with	
this,	 it	 was	 found	 that	 rigid	 molecules	 with	 high	 values	 for	 aromaticity	 descriptors	 were,	 as	
expected,	consistently	poorly	soluble,	suggesting	that	a	thorough	investigation	of	the	structural	
features	present	within	a	molecule	may	be	conducive	to	a	good	prediction	of	solubility,	at	least	
where	 solid-state	 features	 may	 be	 determined	 as	 the	 dominant	 contributor	 to	 solubility.	
Interestingly,	the	analysis	found	that	the	number	of	hydrogen	bond	donors	and	acceptors	for	the	
molecule	 did	 not	 correlate	 well	 with	 log	 S0.	 This	 could	 indicate	 that	 the	 hydrogen	 bonding	
interactions	 of	molecules	 in	 the	 crystalline	 phase	 are	 not	 easily	 deducible	 from	 2D	molecular	
















(non-H)	 atom	 descriptors	 were	 initially	 included,	 and	 models	 specific	 to	 certain	 classes	 (e.g.	
hydrocarbons),	 were	 initially	 investigated.	 The	 omission	 of	 information	 from	 hydrogen	 atoms	
aimed	to	ensure	that	no	prior	assumptions	were	made	about	packing	effects	such	as	hydrogen	
44	|		
bonded	 networks.	 No	 other	 information	 specific	 to	 crystal	 systems	 was	 included	 either	 (e.g.	
spacegroup).	After	 investigating	specific	classes	of	compounds,	 it	was	found	that	for	hydrogen-




(but	 similar	 to	 the	 training	 set)	 test	 set.	 This	 result	 shows	 that	 it	 is	 possible	 to	 predict	 the	
sublimation	enthalpy	of	a	compound	with	no	prior	knowledge	of	 its	crystal	packing	behaviour.	
This	is	in	contrast	with	the	suggestion	by	Wassvik	et	al.	that	these	sorts	of	information	should	be	
included	 to	 improve	predictions,	 if	 it	 is	assumed	 that	 the	solid-state	contributions	 to	 solubility	
represented	by	Tm	in	the	general	solubility	equation	are	similar	or	equivalent	to	the	enthalpy	of	
sublimation	used	in	solubility	prediction	in	terms	of	a	thermodynamic	cycle.		
Another	 study	 investigating	 structural	 effects	on	 solubility	was	 conducted	by	 Lovering	et	al.105	
(2009)	 who	 identify	 a	 lack	 of	 investigation	 into	 the	 relationship	 between	 the	 complexity	 of	
molecules	 and	 solubility.	 They	 identify	 this	 as	 an	 important	 characteristic,	 especially	 as	 drug-
design	and	synthesis	has	 tended	toward	representing	complex	molecules	 found	 in	nature.	The	




of	 the	 complexity	 of	 the	 investigated	molecules.	 The	 first,	 Fsp3,	 is	 a	measure	 of	 carbon	 bond	
saturation,	where	Fsp3	is	the	ratio	of	sp3	carbons	to	the	total	number	of	carbons	in	the	molecule.	
The	 second	 is	a	binary	 indicator	 representing	 the	presence	of	a	 chiral	 carbon	 in	 the	molecule.	








linked	 to	 the	 increased	 flexibility	 of	 a	 molecule	 with	 increased	 stereocentres	 leading	 to	 an	
increased	solubility.	If	the	molecule	is	more	flexible,	it	is	more	easily	able	to	reorganise	itself	in	
solution	to	form	favourable	interactions	with	the	solvent.		
This	 idea	 is	 also	 reflected	 in	 the	 results	 of	 a	 study	 by	 Salahinejad	 et	 al.106	 (2013),	 who	 have	
questioned	the	importance	of	crystal	lattice	interactions	in	the	prediction	of	solubility	for	drug-
like	compounds.	Salahinejad	et	al.	 initially	aim	to	 include	descriptors	for	crystal-packing	effects	
and	 intermolecular	 forces	 in	a	model	 for	 solubility	prediction.	 In	order	 to	assess	whether	such	
descriptors	could	improve	the	performance	of	QSPR	prediction	models,	calculated	lattice	energies	
and	 sublimation	 enthalpies	 were	 used	 as	 descriptors	 in	 a	 number	 of	 models.	 86	 descriptors	
including	VolSurf	(volume	and	surface	based	descriptors)	and	charged	partial	surface	area	(CPSA)	
descriptors	 were	 also	 included	 in	 the	 model.	 It	 was	 assumed	 that	 VolSurf	 descriptors	 would	
provide	useful	information	about	molecular	interactions	and	that	CPSA	descriptors	would	explain	






(BRANNLP).	 The	employed	algorithms	effectively	 remove	non-important	descriptors	by	 setting	
them	to	0,	rather	than	creating	new	descriptor	values	based	on	linear	combinations	of	descriptors	
which	 may	 be	 irrelevant	 on	 their	 own.	 	 The	 BRANNLP	 model	 provided	 the	 best	 overall	
performance	for	the	entire	dataset,	with	r2	values	of	0.83	and	0.82	for	the	training	and	test	sets,	











ordinary	 molecular	 descriptors.	 This	 is	 facilitated	 through	 a	 workflow	 developed	 in	 order	 to	
investigate	logS	prediction	with	a	brute-force	evaluation	of	a	number	of	different	estimators,	with	
















each	 structure	 as	 a	 SMILES	 string,	 a	 label,	 and	 the	 true	 response	 value	 (i.e.	 the	 value	 to	 be	
predicted).	 Optionally,	 the	 program	 calculates	 descriptors	 for	 the	 input	 set	 (currently	
implemented	with	rdkit)	–	alternatively	the	user	inputs	a	custom	set	of	descriptors.	This	data	is	
combined	with	 the	 input	 data	 to	 create	 the	 full	working	 dataset.	 The	 data	 is	 split	 into	 a	 user	
defined	percentage	split	to	generate	a	‘development’	set	and	an	‘evaluation’	set,	using	a	random	
number	generator	to	select	molecular	structure	indices	(to	avoid	dataset	bias).		Each	set	comprises	
a	data	structure	(or	object	 in	python)	with	 its	X	values	(descriptors	–	as	a	 list	of	arrays	with	an	
array	for	each	structure,	and	a	complete	matrix	(data	frame)	including	descriptor	labels),	Y	values	
(response	values)	and	the	structural	information	(SMILES	strings	and	labels).	









(y)	 values,	 and	 calculates	 the	 corresponding	 f-values	 which	 are	 used	 as	 the	 selection	
values	for	the	k-best	features.	
• Mutual	Information	Regression	–	This	method	looks	for	non-linear	relationships	between	
each	 feature	 and	 the	 target	 values.	Mutual	 information	 (MI)	 is	 represented	 by	 a	 non-
negative	 value,	 measuring	 the	 dependency	 between	 two	 variables,	 with	 a	 zero-value	















o LassoLars	 with	 CV	 –	 lasso	 with	 least	 angle	 regression	 (instead	 of	 coordinate	
decent)	and	built	in	CV	
o LassoLars	 with	 Information	 Criterion	 (IC)	 –	 lasso	 lars	 with	 IC	 as	 the	 built-in	
validation	method	(either	AIC	or	BIC)	















from	the	program	so	that	 they	can	be	re-loaded	 later,	as	 this	approach	takes	a	 long	time.	The	
methods	 tested	 in	 this	 step	 are	 referred	 to	 as	 the	 ‘development	methods’.	 The	 development	
methods	are	optionally	saved	out	to	a	‘project’	file,	which	contains	important	variable	data	and	
results	(this	is	done	by	serialization	with	the	python	‘pickle’	module).	




The	evaluation	methods	 are	now	 retrained	with	 the	 full	 development	 set,	 and	 then	 tested	by	
prediction	 of	 Y	 for	 the	 evaluation	 set,	 giving	 a	 new	 set	 of	method	 results,	 referred	 to	 as	 the	
‘analysis	set’.	These	are	the	final	methods	for	consideration	as	good	models	by	the	user,	and	as	
such,	 more	 comprehensive	 analysis	 metrics	 are	 calculated	 for	 each	 model	 evaluation;	 an	
explained	variance	score,	MAE,	MSE,	the	median	absolute	error,	and	R2	for	both	the	development	
and	evaluation	 set.	 The	 final	output	of	 this	 step	 (and	of	 the	automated	part	of	BruteReg)	 is	 a	
dictionary	 object	 containing	 the	 analysis	 set.	 This	 object	 is	 saved	 into	 the	 same	 file	 as	 the	
evaluation	 set,	 and	 can	be	 loaded	by	external	 routines	or	 scripts	 for	 further	manipulation.	An	
example	of	a	method,	as	stored	in	a	dictionary	object,	is	shown	in	Fig.	13.	
Default	Parameters.	The	default	parameters,	defined	in	BruteReg	include	the	values	for	which	
k-best	 features	 should	 be	 calculated,	 the	 estimators	 to	 use	 (as	 described	 above)	 and	 default	












to	 narrow	 down	 the	 number	 of	 models	 to	 initially	 be	 considered	 (at	 this	 point	 non-default	
parameters	can	be	applied).		












a	 developed	 and	 selected	model	 into	 BruteSis,	 and	 calculate	 the	model	 property	 (target)	 for	
structures	not	in	the	development	or	evaluation	set,	either	on	a	case-by-case	basis,	or	with	a	set	
50	|		













been	 facilitated	 by	 CCDC’s	 new	python	API.	 The	API	 allows	 searching	 and	manipulation	 tasks,	
previously	available	in	the	CCDC	GUI	software	suite,	to	be	performed	with	python	scripts.		Tm	data	
is	 available	 directly	 from	 the	 CSD.	 Solubility	 data	 has	 been	 taken	 from	 four	 sources;	 three	













For	 isomeric	 systems,	 the	 literature	 has	 been	 searched	 to	 identify	 which	 isomer	 the	 dataset	
solubility	value	applies	to,	and	for	polymorphic	systems,	the	literature	has	been	searched	for	the	
most	 energetically	 favourable	 polymorph.	 Occasionally,	 solubility	 data	 has	 been	 found	 in	 the	
literature	 for	metastable	 systems,	 and	where	 this	 has	 been	 the	 case,	 these	 values	 have	 been	
added	to	the	dataset.	Where	solubility	data	 is	not	available	 for	metastable	systems,	 they	have	




collated	 in	order	 to	establish	 its	applicability.	For	 this,	 three	different	algorithms	were	used	 to	















of	 the	 descriptors	 used	 is	 available	 in	 the	 rdkit	 documentation112	 (some	 descriptors	 involve	
multiple	values).		
In	order	to	expose	correlations	between	the	descriptors	used	and	experimental	solubility	(log	S),	
a	 simple	 linear	 regression	 of	 each	 descriptor	 was	 performed.	 R2	 was	 also	 calculated	 for	 each	







































The	 best	 correlated	 descriptor	 (not	 including	 Xlog	 P)	 to	 log	 S	 is	 molMR	 (molar	 molecular	
refractivity	 –	 a	measure	 of	 the	 total	 polarizability	 of	 one	mole	 of	 a	molecule	 calculated	 from	
summation	 of	 atomic	 contributions)	with	 an	 R2	 =	 -0.659	 and	 r2	 =	 0.432.	 This	 descriptor	 infers	
information	about	molecular	size	and	polarizability.	This	 is	unsurprising	given	that	the	aqueous	















refers	 to	 the	number	of	 edges	 incident	 to	 the	 vertex	 (from	graph	 theory),	 in	 this	 context,	 the	
number	of	bonds	(edges)	to	an	atom	(vertex).	For	the	case	of	indices	relating	to	valence	electrons,	
the	¬2	term	–	the	valence	connectivity	for	the	kth	atom	–	is	calculated	by;		
¬2 = ¶Bc − åB¶B − ¶Bc − 1 		 [3.6]	
where	Z	refers	to	the	number	of	atoms	in	the	kth	atom,	H	the	number	of	hydrogen	atoms,	and	
superscript	v	denotes	valence	electrons.	Thus,	the	overall	descriptor	value	is	simply	a	sum	of	all	of	
the	 numbers	 of	 atoms	 connected	 to	 each	 atom	 in	 the	molecules,	 converted	 to	 the	 reciprocal	





area.	 The	 correlation	 to	 log	 S,	 R2	 =	 -0.62	 and	 r2	 =	 0.383,	making	 it	 the	 third	most	 correlated	
descriptor.	This	descriptor	is	another	representation	of	molecular	size,	corroborating	that	this	sort	
of	 descriptor	 is	 a	 good	 indicator	 of	 solubility,	 as	 represented	 by	 the	 other	 well	 correlated	
descriptors.		







Table	2-	Inter-correlations	expressed	as	R2	between	the	best	five	correlated	descriptors	to	log	S		 chi0v	 LabuteASA	 MW	 chi1v	
molMR	 0.978	 0.983	 0.923	 0.919	
chi0v	 	 0.978	 0.945	 0.956	
LabuteASA	 	 	 0.958	 0.901	









training	 sets	 in	 the	 grid	 search,	 the	distribution	of	R2	 scores	 is	 broad.	 This	 corresponds	 to	 the	
broadness	of	the	models	produced	by	the	grid	search	method,	and	their	quality.	It	is	noteworthy	






set	 must	 be	 above	 0.75.	 The	 justification	 for	 these	 filter	 values	 is	 discussed	 below,	 and	
demonstrated	in	Fig.	19.	
A	plot	of	mean	test	scores	vs.	mean	train	scores	is	shown	in	Fig.	19	for	the	grid	search	CV	method,	






























was	 81.	 Usually,	 non-general	 regression	 methods,	 such	 as	 random	 forest,	 will	 contain	 more	
features.	However,	such	methods	tend	to	overfit	the	data	in	a	majority	of	cases,	and	most	of	the	
best	methods	were	general	linear	regression	methods.	The	overfitting	in	the	case	of	random	forest	
























Explained	variance	 MAE	 Median	AE	 MSE	 R2	 Explained	variance	 MAE	 Median	AE	 MSE	 R2	
21	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	160,	'fit_intercept':	True}	
23	 0.71	 0.65	 0.45	 0.71	 0.80	 0.71	 0.64	 0.46	 0.76	 0.78	 [4,	2,	9]	 {'normalize':	True,	'positive':	False,	'criterion':	'bic',	'fit_intercept':	True}	
25	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	7]	 {'normalize':	True,	'n_alphas':	260,	'fit_intercept':	True}	
27	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	7]	 {'normalize':	True,	'n_alphas':	310,	'fit_intercept':	True}	
29	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	360,	'fit_intercept':	True}	
31	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	410,	'fit_intercept':	True}	
33	 0.71	 0.65	 0.46	 0.72	 0.80	 0.71	 0.64	 0.47	 0.76	 0.78	 [3,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	510,	'fit_intercept':	True}	
35	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.76	 0.78	 [3,	2,	7]	 {'normalize':	True,	'n_alphas':	60,	'fit_intercept':	True}	
39	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.46	 0.76	 0.77	 [4,	2,	7]	 {'normalize':	True,	'n_alphas':	10,	'fit_intercept':	True}	
41	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.46	 0.76	 0.77	 [4,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	160,	'fit_intercept':	True}	
42	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.76	 0.77	 [5,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	260,	'fit_intercept':	True}	
43	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.76	 0.77	 [4,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	410,	'fit_intercept':	True}	
44	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.76	 0.77	 [5,	1,	7]	 {'normalize':	True,	'n_alphas':	360,	'fit_intercept':	True}	
46	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.76	 0.77	 [5,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	410,	'fit_intercept':	True}	
48	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.76	 0.77	 [4,	2,	7]	 {'normalize':	True,	'n_alphas':	360,	'fit_intercept':	True}	
49	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.76	 0.77	 [5,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	460,	'fit_intercept':	True}	
50	 0.71	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.76	 0.77	 [4,	2,	7]	 {'normalize':	True,	'n_alphas':	310,	'fit_intercept':	True}	
51	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.76	 0.77	 [5,	1,	7]	 {'normalize':	True,	'n_alphas':	60,	'fit_intercept':	True}	
53	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.77	 0.77	 [5,	1,	7]	 {'normalize':	True,	'n_alphas':	110,	'fit_intercept':	True}	
54	 0.70	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.77	 0.77	 [4,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	460,	'fit_intercept':	True}	
55	 0.64	 0.67	 0.49	 0.85	 0.76	 0.70	 0.64	 0.48	 0.77	 0.77	 [5,	1,	7]	 {'normalize':	True,	'n_alphas':	210,	'fit_intercept':	True}	
57	 0.70	 0.65	 0.46	 0.72	 0.80	 0.70	 0.64	 0.47	 0.77	 0.77	 [4,	2,	7]	 {'normalize':	True,	'n_alphas':	210,	'fit_intercept':	True}	
60	 0.69	 0.67	 0.50	 0.74	 0.79	 0.69	 0.65	 0.48	 0.77	 0.77	 [7,	2,	9]	 {'normalize':	True,	'positive':	False,	'criterion':	'bic',	'fit_intercept':	True}	
62	 0.69	 0.66	 0.48	 0.74	 0.79	 0.69	 0.65	 0.48	 0.77	 0.77	 [5,	2,	7]	 {'normalize':	True,	'n_alphas':	110,	'fit_intercept':	True}	
64	 0.69	 0.66	 0.48	 0.74	 0.79	 0.69	 0.65	 0.48	 0.77	 0.77	 [5,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	210,	'fit_intercept':	True}	
66	 0.69	 0.66	 0.48	 0.74	 0.79	 0.69	 0.65	 0.48	 0.77	 0.77	 [5,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	410,	'fit_intercept':	True}	
68	 0.69	 0.66	 0.48	 0.74	 0.79	 0.69	 0.65	 0.48	 0.77	 0.77	 [5,	2,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	60,	'fit_intercept':	True}	
90	 0.64	 0.68	 0.56	 0.83	 0.76	 0.68	 0.67	 0.51	 0.79	 0.77	 [6,	1,	7]	 {'normalize':	True,	'n_alphas':	160,	'fit_intercept':	True}	
92	 0.63	 0.68	 0.56	 0.84	 0.76	 0.68	 0.67	 0.51	 0.79	 0.77	 [6,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	310,	'fit_intercept':	True}	
94	 0.63	 0.68	 0.56	 0.84	 0.76	 0.68	 0.67	 0.51	 0.79	 0.77	 [6,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	410,	'fit_intercept':	True}	
96	 0.63	 0.68	 0.56	 0.84	 0.76	 0.68	 0.67	 0.51	 0.79	 0.77	 [6,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	260,	'fit_intercept':	True}	
98	 0.63	 0.68	 0.56	 0.84	 0.76	 0.68	 0.67	 0.52	 0.79	 0.77	 [6,	1,	11]	 {'normalize':	True,	'l1_ratio':	1.0,	'n_alphas':	110,	'fit_intercept':	True}	
101	 0.66	 0.68	 0.53	 0.76	 0.78	 0.66	 0.67	 0.53	 0.80	 0.77	 [6,	0,	9]	 {'normalize':	True,	'positive':	False,	'criterion':	'bic',	'fit_intercept':	True}	





by	 BruteReg	 included	 normalisation	 of	 the	 descriptors,	 fitting	 the	 intercept	 of	 the	 regression	




result.	 However,	 the	 new	 best	 model	 contains	 only	 10	 descriptors,	 rather	 than	 an	 excessive	
number.	The	regression	equation	produced	was:	!"#$ = 	0.945 − 0.00115./ − 0.180123456454 	− 2.81512589:;<; 	− 0.00329>$?@?ABCDE− 0.00357>G@H?I"!J? + 	0.00676>$?@?ABCDM − 0.0348NℎP1Q− 0.000161R$STC9U94V − 0.753G!"#W − 0.0103>$?@?ABCDV − 0.06181238XYXZ8X− 0.0345>$?@?ABCD[\ − 0.00358]>^>BCD[_ − 0.0134`abS2"b@?PHcPd#e	 [3.7]	
Although	this	equation	still	 includes	the	terms	for	Tm	and	log	P	seen	in	the	original	and	refitted	
GSE	 equations	 in	 this	work,	 the	 statistical	measures	 indicate	 an	 improvement	 justified	 by	 the	






The	 appearance	 of	 elastic	 net	 and	 lasso	 based	 methods	 in	 the	 best	 models	 selected	 is	 not	
surprising.	 The	 choice	 to	 reduce	 the	 number	 of	 descriptors	 in	 the	 model	 means	 that	 ridge	
regression	 models	 will	 not	 appear	 amongst	 the	 selected	 results,	 as	 ridge	 does	 not	 remove	
descriptors	 completely	 from	 the	model	 (see	2.3.3).	 Elastic	 net	models	 select	 descriptors	more	










not	well	 described	 by	 the	 balance	 between	 the	 solid-state	 effects	 represented	 by	 Tm	 and	 the	
lipophilicity	of	the	molecule	described	by	log	P	in	the	standard	GSE.	Although	the	GSE	has	been	
found	to	perform	well	in	the	past,	evaluating	its	performance	with	the	diverse	set	of	structures	in	



















of	 water	 within	 the	 crystallisation	 process	 and	 in	 overall	 structure.	 A	 commonly	 accepted	
classification	 system	 organises	 water	 sites	 within	 crystal	 structures	 into	 three	 categories	 and	


















2	 Lattice	channels	 Water	 forms	 lattice	 channels.	 Water	 molecules	 lie	 in	 columns	along	unit-cell	axis,	forming	channels.		
2a	 Expanded	channels	 Channels	 within	 these	 structures	 may	 take	 up	 extra	 moisture	when	exposed	to	high	humidity.		
2b	 Lattice	planes	 Water	occurs	in	a	2D	plane.		






and	 chemical	 functional	 groups	 in	 organic	molecular	 crystals.	 Infantes	 and	Motherwell’s	work	
describes	 extended	 patterns	 of	 hydrogen	 bonding	 between	 chemical	 groups	 and	water.	 They	
conclude	 that	 the	 ring,	 chain,	 tape,	 and	 layer	 patterns	 discussed	 in	 previous	 work	 are	 also	
predominant	 in	 larger	 hydrogen	 bonded	 networks	 with	 further	 bond	 donors	 and	 acceptors	








A	 study	 directed	 at	more	 ‘biological’	molecules	was	 conducted	 by	 Jeffrey	 and	Maluszynska122	
focusing	on	the	stereochemistry	of	water	molecules	in	the	hydrate	structures	of	small	biological	











that	any	discussion	of	hydrates	 should	 first	 consult	 the	CSD.	 It	 is	 suggested	 that	existing	work	
directed	 toward	 characterization	 of	water	motifs	 adequately	 describes	 the	 variety	 of	 possible	
motifs	to	an	appropriate	standard	of		notation,	and	the	authors	refer	to	their	own	work119,123.	This	
assumption	 is	 supported	 by	 the	 classification	 of	 apparently	 novel	motifs	 by	 the	 authors’	 own	
classification	 system	 and	 the	 classification	 of	 organic	 hydrates	 seems	 possible	 in	 the	 forms	 of	




scope	within	 similar	 surveying	 techniques	 for	 the	 building	 of	 predictive	models.	 For	 example,	
Galek	et	al124	have	utilised	data	available	in	the	CSD	to	develop	statistical	models	for	hydrogen	
bond	 coordination	 behaviour	 (not	 limited	 to	 the	 study	 of	 hydrates).	 Their	work	 describes	 the	
hydrogen	bonding	behaviour	of	over	70	unique	atom	types,	and	begins	to	make	assessments	of	
structural	 stability	 of	 hydrogen	 bonding	 environments	 in	 known	 crystal	 structures,	 showing	
potential	for	application	of	empirically	or	statistically	derived	models.		
In	this	work	we	develop	a	method	for	the	statistical	analysis	of	organic	hydrate	crystal	structures.	





produces	 site-site	 RDFs.	 However,	 the	 presence	 of	 systematic	 uncertainties	 arising	 from	
diffraction	 experiments	means	 that	 this	 transformation	 is	 not	 as	 intuitively	 straightforward	 as	












were	 selected	 with	 the	 following	 restrictions;	 3D	 coordinates	 determined,	 R	 ≤	 0.05,	 not	









• Apply	 all	 crystallographic	 algorithms	 necessary	 to	 produce	 symmetry	 equivalent	 atom	
positions	and	to	expand	the	lattice	by	one	unit	cell	in	each	direction		
• Sort	all	atoms	for	each	structure	into	individual	arrays		
• Move	 the	 structure	coordinate	 system	origin	 to	a	 target	atom	nucleus	position	 (either	
water	oxygen	or	hydrogen)		
• Convert	to	a	spherical	polar	coordinate	system	









































pairs,	 binning	 them	 into	 a	 histogram,	 and	 then	 normalising	 with	 respect	 to	 an	 unbiased	
distribution	 of	 the	 same	 number	 of	 atoms	 –	 hence	 accounting	 for	 the	 intrinsically	 increasing	
numbers	of	pairs	at	 larger	values	of	r.	This	 is	demonstrated	for	a	heterogeneous	system	in	the	
equation	below;	









extended	almost	 infinitely	until	 the	crystal	edge,	 illustrating	the	 long-range	order	 that,	at	 least	
ideally,	symmetry	imparts	to	crystal	structures.	
The	 profile	 of	 a	 liquid	 radial	 distribution	 function	 differs	 greatly.	 The	 function	 represents	 an	













# 2 = AGW −l _ (2)o. 	 [4.2]	
where	(2)	denotes	the	number	of	atoms	or	particles	to	be	considered.	Thus;	l(_)(2) = −o. ln #(2)	 [4.3]	




scheme	 applied	 to	 empirically	 parameterised	 RDFs	 can	 then	 be	 utilised	 within	 computational	
















































on	the	right	of	 the	first	 interaction	peak,	at	~2.15Å,	a	smaller	shoulder	on	the	 left	of	a	second	







In	 the	 bottom	 image,	 we	 compare	 our	 smoothed	 profile	 (blue)	 to	 Soper’s	 ice	 RDF	 (red),	 and	
attempt	to	indicate	sources	for	the	unexplainable	peaks	from	the	ice	profile,	as	indicated	above.	















our	 data	 are	 most	 representative	 of	 systems	 at	 298K,	 implying	 that	 water	 networks	 within	
hydrates	have	similar	interaction	distances	to	liquid	water.	This	may	result	from	the	measurement	
temperature	of	the	original	data;	over	half	of	the	contributing	structures	(3659)	were	measured	
above	261K.	However,	 it	could	also	be	an	 indication	of	peak	broadening	 in	the	RDF	due	to	the	
diversity	of	structures	within	our	dataset.	Beyond	the	second	solvation	shell,	the	RDF	appears	to	
be	noisy.	
Additional	 consideration	 was	 given	 to	 the	 measurement	 temperature	 at	 which	 the	






















the	 ice	model.	 However,	 there	 is	 still	 a	 considerable	 amount	 of	 ‘noise’	 present	 at	 long-range	
distances.	 This	was	 investigated	 further	 by	 the	 overlay	 of	 the	 RDF	with	 an	 RDF	 (calculated	 in	
I.S.A.A.C.S133)	 for	Bernal’s	hexagonal	 ice	 structure139.	 	However,	 statistical	 analysis	of	 the	 long-
range	pair	distances	(>	4Å)	for	both	of	the	Soper	functions	and	also	for	the	hexagonal	ice	function	









	 Hexagonal	Ice	 Water	(298K)	 Ice	(220K)	
RMSE	 8.7	 0.57	 0.62	
ln(L)	 -640	 -154	 -170	
AIC	 1287	 314	 345	
BIC	 1297	 324	 355	
	4.4.2 Deconvolution	of	water	RDF	by	water	motif	
A	breakdown	of	 the	 frequency	 and	number	 of	 structures	 found	 for	 each	motif	 investigated	 is	
shown	 in	Table	6.	Similarly	 to	 Infantes	and	Motherwell119,	 the	most	 frequently	occurring	motif	
type	 for	our	dataset	was	 the	discrete	 chain	motif	 (17.4%),	 followed	by	 infinite	 chains	 (10.4%),	
discrete	rings	(6.1%),	and	finally	infinite	tapes	(0.96%).	Part	of	the	difference	in	frequencies	found	
for	each	motif	within	our	dataset	is	due	to	the	more	extensive	set	of	motifs	used	in	the	original	





the	 two	 processes	 use	 slightly	 different	 criteria	 to	 select	 examples	 of	 a	 given	 motif.	 Such	
differences	may	arise	due	to	acceptance	of	discrepant	ranges	of	site-site	distances.	






























RMSE	 R2	 ln(L)	 AIC	 BIC	 Rank	
Infinite	
Chain	
C1	 2.9	 169	 2.0	 0.99	 -361	 727	 736	 13	
C2	 3.9	 229	 1.6	 0.99	 -325	 655	 665	 12	
C3	 1.8	 106	 1.0	 1.00	 -249	 505	 514	 6	
C4	 1.9	 112	 1.3	 0.99	 -285	 576	 585	 10	
Discrete	
Chain	
DC1	 10.5	 623	 0.1	 1.00	 213	 -420	 -410	 1	
DC2	 2.8	 164	 0.4	 1.00	 -77	 160	 169	 2	
DC3	 2.6	 155	 1.0	 1.00	 -236	 478	 487	 5	
DC4	 1.5	 89	 1.1	 0.99	 -252	 511	 520	 7	
Discrete	
Ring	
R3	 0.4	 24	 2.3	 0.98	 -382	 770	 780	 15	
R4	 3.1	 184	 1.2	 0.99	 -273	 551	 560	 9	
R5	 0.8	 49	 1.2	 0.99	 -265	 537	 546	 8	
R6	 1.7	 103	 1.4	 0.99	 -296	 597	 607	 11	
Infinite	
Tapes	
T4(1)	 0.2	 13	 0.6	 1.00	 -163	 332	 341	 3	
T4(2)6(2)	 0.6	 33	 0.9	 1.00	 -229	 463	 473	 4	



















using	 a	 sophisticated	 atom-typing	 algorithm	 may	 offer	 an	 advantage	 over	 using	 traditional	
element	labels.	Both	atom	types	represent	a	carbon	adjacent	to	a	nitrogen	in	a	five-membered	
76	|		










































































interactions,	 characterised	 by	 the	 appearance	 of	 a	 peak	 in	 the	 hydrogen	 HW	 RDF	 before	 a	
hydrogen	OW	peak.	4.5 Discussion	










In	 chapter	 three,	 it	 was	 shown	 that	 even	 when	 attempting	 to	 predict	 solubility	 from	 simple	









estimate	 the	 HFE	 for	 a	 number	 of	 organic	 molecules.	 This	 combination	 is	 referred	 to	 as	 the	
structural	descriptors	correction	(SDC).	In	the	SDC	model,	the	structural	information	included	was	
in	 the	 form	 of	 structural	 descriptors:	 excluded	 volume,	 branch,	 double	 bond,	 benzene	 ring,	
hydroxyl	group,	halogen	atom,	aldehyde	group,	ketone	group,	ether	group	and	phenol	fragment	
descriptors.	HFE	values	were	compiled	from	a	number	of	different	sources,	for	185	compounds	in	
nine	 classes:	 alkyl,	 alkenyl,	 phenyl,	 hydroxyl,	 halo,	 aldehyde,	 carbonyl,	 and	 ether,	 and	 a	 final	
separate	distinction	of	a	phenol	fragment.	Molecules	consisting	of	a	single	class	of	these	fragments	
are	 referred	 to	 as	 simple	 solutes,	 and	 molecules	 consisting	 two	 or	 more	 fragment	 types	 are	
referred	 to	 as	 polyfragment	 solutes.	 65	 simple	 solutes	 were	 used	 as	 a	 training	 set	 for	 SDC	
calibration,	with	120	molecules;	60	simple	and	60	polyfragment,	used	as	a	test	set.	The	differences	






the	 experimental	 HFE	 (x-axis)	 and	 the	 error	 term	 (y-axis)	 for	 the	 training	 set.	 Apart	 from	 the	
alkanes,	all	classes	of	compounds	were	found	to	be	biased	with	respect	to	zero,	but	with	a	small	
standard	 deviation	 in	 error	 for	 compounds	 of	 the	 same	 class.	 With	 this	 observation,	 it	 was	









In	 addition	 to	 models	 which	 include	 specific	 structural	 corrections,	 such	 as	 the	 SDC	 model	
described	above,	a	number	of	different	corrections	have	been	attempted	in	order	to	minimise	the	
effect	of	the	errors	inherited	by	RISM	due	to	its	approximations.	For	example,	a	model	designed	
to	 give	 quick	 estimations	 of	 HFE	 was	 developed	 by	 Palmer	 et	 al144,	 combining	 1D-RISM	 with	
molecular	 informatics,	 referred	 to	 as	 RISM-MOL-INF.	 RISM-MOL-INF	 firstly	 calculates	 the	
distribution	function	g(r)	with	1D-RISM	(with	different	closure	relations),	and	then	uses	the	value	








used	 to	 train	 the	models	 are	 all	 organic	 drug-like	molecules,	 therefore	 although	 they	may	 be	
diverse	under	that	definition,	they	are	limited	to	a	certain	number	of	combinations	of	molecular	
functionality.	 It	may	 be	 the	 case	 that	 the	 interactions	 that	 occur	 for	 this	 limited	 functionality	
within	 water	 are	 captured	 within	 the	 specific	 reaction	 coordinates	 accounted	 for	 in	 the	 final	
regression	models,	 and	 that	 only	 their	 propensity	 (i.e.	 the	 descriptor	 value)	 is	 important,	 and	
excluded	reaction	coordinates	are	not	often	encountered	as	interaction	distances.		
The	computational	cost	associated	with	 improving	methods	also	needs	to	be	considered	when	
adding	 corrections	 to	1D-RISM.	For	example,	Ratkova60	has	 shown	 that	 the	SDC	model	 can	be	
further	 improved	 by	 introducing	 QM-derived	 partial	 charges	 into	 the	 initial	 RISM	 calculation	























directly	 related	 to	 the	 cavitation	 energy,	 with	 molecules	 having	 larger	 SASAs	 being	 more	





between	two	particles	r	and	s	as:	#gt 2 = exp −xagt 2 + ℎgt 2 − Hgt 2 	 [5.1]	
Rearranging	this	equation	to	solve	for	the	direct	correlation	function	Hgt 2 	gives:	
AXyz(:) = A{h|yz : A}yz :#gt(2) 	Hgt 2 = −xagt 2 + ℎgt 2 − ln	(#gt(2))	 [5.2]	
Expanding	this	expression,	using	the	relationship	#gt 2 = ℎgt 2 + 1	gives:	Hgt 2 = −xagt 2 + (#gt 2 − 1) − ln	(#gt(2))	 [5.3]	
Using	the	potential	of	mean	force,	which	is	directly	related	to	the	RDF	as	l _ 2 = −o. ln # 2 	
(see	chapter	4)	as	an	estimate	of	the	pair	potential	agt:	Hgt 2 = −x −o~. ln #gt 2 + (#gt 2 − 1) − ln	 #gt(2)	 [5.4]	
and	substituting	the	expression	for	x = 1/o~.:	
Hgt 2 = − 1o~. −o~. ln #gt 2 + (#gt 2 − 1) − ln	 #gt(2)	Hgt 2 = #gt 2 − 1 = ℎgt	(2)	 [5.5]	
In	model	equation	5.5,	 the	simplification	for	 the	expression	for	Hgt 2 	 results	 in	a	relationship	
whereby	Hgt 2 	and	ℎgt	(2)	are	equal.	By	definition,	Hgt 2 	remains	finite	in	the	volume	integral,	
and	 so	 does	 not	 become	 long-ranged	 (i.e.	 it	 describes	 direct	 correlations),	 whereas	 ℎgt	(2)	
describes	many	body	correlations,	and	therefore	is	not	finite	in	its	volume	integral,	and	includes	
information	about	 long-range	 correlation.	 	 The	difference	between	Hgt 2 	 and	ℎgt	(2)	 can	be	
expressed	as	an	expansion	of	graphs	(from	which	the	original	functions	are	an	infinite	sum	of),	
where	the	graphs	have	well	defined	topological	features,	as	expressed	in	equation	5.2.	Although	





HNC.	The	HNC67	free	energy	expression	relates	Hgt 2 	and	ℎgt 2 ,	as	calculated	from	equation	
5.1	to	the	free	energy	as:	
ΔÅÇÉÑ = 2jko. −2Hgt 2 − ℎgt 2 Hgt 2 − ℎgt 2 2_i2Ö\gt 	 [5.6]	








ΔÅÇÉÑ~ = ΔÅÇÉÑ + 4jko. ℎgt 2 + 1 A{~yzé : − 1 2_i2	Ö\gt 	 [5.8]	
Gaussian	 Fluctuations	 approximation	 (GF).	 The	 GF148,149	 free	 energy	 expression	 assumes	
Gaussian	 fluctuations	 of	 the	 solvent.	 The	 closure	 relation	 from	which	 Hgt 2 	 and	 ℎgt 2 	 are	
calculated	is	not	specific	to	the	GF	method	(i.e.	any	closure	relation	can	be	used).	GF	gives	the	free	
energy	as:	
ΔÅèê = 2jko. −2Hgt 2 − Hgt 2 ℎgt 2 2_i2Ö\gt 	 [5.9]	5.2.3 Relation	of	the	partial	molar	volume	(PMV)	to	g(r)	
The	 Kirkwood-Buff	 (KB)	 solution	 theory	 provides	 a	 framework	 for	 evaluating	 thermodynamic	
quantities	of	a	liquid	mixture	in	terms	of	#gt 2 .	In	this	theory,	the	PMV	(R)	is	given	by:	
R = o.ëí − #gt 2 − 1 4j2_i2Ö\ 	 [5.10]	








the	 CSD	 python	 API151.	 This	 minimisation	 uses	 the	 TRIPOS	 forcefield152,	 but	 also	 uses	 known	
valence	bond	lengths	and	angles	based	upon	distributions	found	within	the	CSD.	The	RDF,	volume	






solvent-accessible	 surface	area	 (SASA)	are	calculated	with	 the	Lee	and	Richards153	method,	via	
freeSASA154.	 The	 solute	 molecule	 is	 then	 treated	 as	 a	 single	 interaction	 site.	 The	 atomic	
contributions	for	SASA	are	used	to	weight	the	empirically	calculated	RDFs	(from	organic	hydrates)	
described	 in	 chapter	4,	 and	 the	 sum	of	 SASA	weighted	RDFs	 for	each	 solute	molecule	atom	 is	
normalised	by	the	total	molecule	SASA,	giving	two	RDFs;	#/;Zìî (2)	and	#/;ZÇî(2).		These	two	RDFs	
are	smoothed	using	a	Savitzky-Golay	algorithm138.	The	calculation	of	solute	RDF	was	attempted	










to	 follow	 the	 algorithmic	 methodology	 of	 RISM-MOL155,	 in	 order	 to	 allow	 for	 comparison	 of	
features	between	our	own	methods	and	1D-RISM,	upon	which	they	are	based.	5.3.4 Regression	methods:	descriptors	vs.	calculated	terms	





The	 available	 data	 were	 then	 split	 into	 training	 and	 test	 sets	 containing	 the	 same	molecular	
structures,	and	the	ExtraTrees	regressor	was	used	to	select	 the	15	most	 important	descriptors	
from	the	training	set.	Finally,	a	variety	of	Lasso	(Lasso,	LassoLarsCV	and	LassoLarsIC)	estimators	
were	 used	 to	 regress:	 (a)	 the	 experimental	 HFE	 with	 molecular	 descriptors	 only,	 and	 (b)	 the	
experimental	HFE	with	molecular	descriptors,	and	the	developed	HFE	and	PMV	terms.	5.4 Results	&	discussion	5.4.1 HNC	HFE	expression	





energies	gave	an	expression:		ΔÅÇÉÑ = −2.45	ΔÅ4öõ4:8/459UZ − 58.34	 [5.11]	











	 ΔÅÇÉÑúùB = ΔÅÇÉÑ − 0.0001	R + 72.87	 [5.12]	
Although	 the	 calculated	 HFEs	 obtained	 with	 ΔÅÇÉÑúùB 	 are	 no	 longer	 incorrect	 by	 an	 order	 of	
magnitude	 (reducing	 the	 RMSE),	 the	 results	 obtained	 are	 actually	 less	 correlated	 to	ΔÅ4öõ4:8/459UZ 	(best	fit	R2	=	0.21;	ôÅÇÉÑúùB = ôÅ4öõ4:8/459UZ 	r2	=	0.45,	RMSE	=	6.83	kcal/mol).	The	
equation	of	best	fit	through	the	results	give	the	expression:	ΔÅÇÉÑúùB = 0.91	ΔÅ4öõ4:8/459UZ + 2.36	 [5.13]	





right	graph	in	Fig.	37.	It	was	found	that	there	was	a	correlation	of	R2	=	0.41,	with	the	expression:	ΔÅÇÉÑúùB	A22"2 = −0.14	ΔÅÇÉÑÇ − 19.03	 [5.14]	
This	error	correction	term	was	applied	to	ΔÅÇÉÑúùB 	 in	the	same	fashion	as	the	PMV	correction	in	
equation	5.12,	to	give	the	ôÅÇÉÑúùBÇ 	model	shown	in	the	bottom	graph	of	Fig.	38.	The	addition	of	
the	hydrogen	correction	once	again	improved	the	RMSE,	making	it	4.83	with	respect	to	ôÅÇÉÑúùBÇ =ôÅ4öõ4:8/459UZ 	with	r2	=	0.47,	which	is	almost	identical	to	the	ΔÅÇÉÑ 	model.	This	demonstrates	
that	although	the	error	from	ΔÅÇÉÑ 	correlated	well	with	PMV,	the	order	of	magnitude	of	the	error	
means	it	is	very	difficult	to	accurately	correct	it.	In	addition	to	this,	if	the	error	is	not	corrected	for	









of	magnitude.	In	addition	to	this,	the	range	of	energies	calculated	is	also	much	broader.	However,	ôÅÇÉÑ~ 	gives	a	better	correlation	to	ΔÅ4öõ4:8/459UZ 	than	ôÅÇÉÑ 	(best	fit	R2	=	0.27;	ôÅÇÉÑ~ =ôÅ4öõ4:8/459UZ 	r2	=	0.51,	RMSE	=	94.25	kcal/mol).	The	equation	for	the	linear	best	fit	of	ôÅÇÉÑ~ 	











strong,	 and	 a	 better	 correlation	 was	 found	 for	ΔÅÇÉÑ~ 	 than	 for	ΔÅÇÉÑ ,	 with	 R2	 =	 0.96.	 The	
equation	found	relating	the	error	to	the	PMV	was	used	to	correct	ΔÅÇÉÑ~,	giving:	ΔÅÇÉÑ~úùB = ΔÅÇÉÑ~ − 0.0008	R + 26.24	 [5.16]	ΔÅÇÉÑ~úùB 	is	shown	in	the	middle	left	graph	in	Fig.	39.	The	PMV	correction	significantly	improves	the	
range	at	which	the	calculated	energies	occur.	In	addition	to	this,	the	correction	improves	the	fit	of	
the	calculated	energies	to	the	experimental	values	(best	fit	R2	=	0.41;	ôÅÇÉÑ~úùB = ôÅ4öõ4:8/459UZ 	
r2	=	0.63,	RMSE	=	5.69	kcal/mol),	unlike	ΔÅÇÉÑúùB 	where	the	PMV	correction	resulted	 in	a	worse	
correlation.		
Finally,	 the	correlation	between	ΔÅÇÉÑ~úùB 	error	and	ΔÅÇÉÑ~Ç 	was	explored.	This	 is	shown	 in	 the	
middle	right	graph	in	Fig.	39.	As	with	the	PMV	correction,	ΔÅÇÉÑ~Ç 	correlated	better	to	the	ΔÅÇÉÑ~úùB 	
error	than	the	equivalent	HNC	correction	(best	fit	R2	=	0.37),	and	the	following	expression	gives	
the	appropriate	ΔÅÇÉÑ~Ç 	correction:	ΔÅÇÉÑ~úùB Ç = ΔÅÇÉÑ~úùB − 0.022	ΔÅÇÉÑ~Ç + 1.62	 [5.17]	
The	model	shown	in	equation	5.17	is	shown	in	the	bottom	graph	in	Fig.	39.	This	model	gave	the	
best	 correlation	 of	 all	 the	 models	 tested,	 derived	 from	 the	 1D-RISM	 formalisms	 described	 in	
section	5.2.2	(best	fit	R2	=	0.48;	ôÅÇÉÑ~úùB Ç = ôÅ4öõ4:8/459UZ 	r2	=	0.68,	RMSE	=	2.69	kcal/mol).	5.4.3 GF	HFE	expression	ôÅèê 	gave	the	poorest	results	of	all	the	energy	expressions	tested	in	this	work	(best	fit	R2	=	0.19;	ôÅèê = ôÅ4öõ4:8/459UZ 	r2	=	0.43,	RMSE	=	73.15	kcal/mol).	The	correlation	of	the	error	of	ôÅèê 	
with	 the	 PMV	 was	 better	 fitted	 to	 an	 exponential	 expression	 (R2	 =	 0.91),	 unlike	 the	 linear	
correlations	found	in	sections	5.4.1	and	5.4.2.	The	expression	for	this	correlation	was:	ΔÅèêúùB = 	76.615	A{_×[\ûüB 	 [5.18]	
The	application	of	this	correction	significantly	decreases	the	quality	of	calculated	HFEs	(best	fit	R2	
=	0.0088;	ôÅèê = ôÅ4öõ4:8/459UZ 	 r2	=	0.09,	RMSE	=	4.64	kcal/mol),	 thus	no	 further	 correction	
schemes	were	applied	to	the	GF	HFE	expression,	as	the	results	no	longer	show	any	correlation.	5.4.4 Regression	methods:	descriptors	vs.	calculated	terms	
Although	our	calculated	HFEs	(ôÅÇÉÑ, ôÅÇÉÑÇ , ôÅÇÉÑ~, ôÅÇÉÑ~Ç , ôÅèê	@di	ôÅèêÇ )	are	only	weakly	
correlated	to	the	experimental	HFE	(see	table	7,	below),	it	is	possible	that	they	may	be	significantly	















Lasso	–	Molecular	descriptors	only: ΔÅ = 	−1.86 − 	0.10	.]$S − 0.032	$!"#]BCD[[ + 0.063	$!"#]BCD° − 0.11	$IcBCD¢ − 0.058	$!"#]BCD_− 0.20	]>^>BCD[\ [5.19]	
Lasso	–	Molecular	descriptors	and	calculated	HFE	and	PMV	terms:	ΔÅ = 	−1.78 − 0.10	.]$S + 0.0074	ΔÅÇÉÑ~ + 0.036	$!"#]BCD° + 0.0039	$IcBCD° − 0.11	]>^>BCD[− 0.04	$!"#]BCD_ [5.20]	
LassoLarsCV	–	Molecular	descriptors	only:	ΔÅ = 	−1.26 − 0.019	.]$S − 0.57	`ab£SHHAW?"2e + 4.62	IPd]@2?P@!Nℎ@2#A + 0.0081	$!"#]BCD°− 0.96	`ab£§"d"2e + 0.091	•2@H?P"dN$]3 − 0.050	]>^>BCD[\ [5.21]	
LassoLarsCV	–	Molecular	descriptors	and	calculated	HFE	and	PMV	terms:	ΔÅ = 	−1.19 − 0.012	.]$S + 3.83	IPd]@2?P@!Nℎ@2#A + 0.0030	ΔÅÇÉÑ~ + 0.0049	$!"#]BCD°− 0.91	`ab£SHHAW?"2e + 0.012	$IcBCD° − 1.51	`ab£§"d"2e	 [5.22]	
	Developing	Solvation	Models:	Application	of	RDFs		
	
LassoLarsIC	–	Molecular	descriptors	only:	ΔÅ = 0.40 − 1.22	`ab£SHHAW?"2e + 2.52	IPd]@2?P@!Nℎ@2#A + 0.39	$!"#]BCD[[ − 0.31	$IcBCD°+ 0.38	$!"#]BCD° − 2.07	`ab£§"d"2e − 0.0040	¶@WW@3 − 0.13	$!"#]BCD_− 0.028	>e?@?ABCDV − 0.75	]>^>BCD[\ − 0.50	NℎP1 + 1.37	12/49};öY + 0.14	1249}4:+ 0.25	I"!ß"#] + 0.22	$IcBCD[ [5.23]	






















MAE	(kcal/mol)	 1.32	 1.49	 0.38	
MSE	(kcal/mol)	 2.32	 3.19	 0.22	
R2	 0.80	 0.71	 0.98	
Test	
MAE	(kcal/mol)	 1.59	 1.83	 1.41	
MSE	(kcal/mol)	 3.59	 5.03	 4.21	
































MAE	(kcal/mol)	 1.24	 1.25	 0.77	
MSE	(kcal/mol)	 2.35	 2.22	 0.95	
R2	 0.8	 0.81	 0.92	
Test	
MAE	(kcal/mol)	 1.5	 1.58	 1.42	
MSE	(kcal/mol)	 3.49	 3.86	 6.83	






biased	 in	 their	 error.	 These	 clusters	 roughly	 correspond	 to	 an	 area	 between	 2	 kcal/mol	 <	ôÅ4öõ4:8/459UZ 	 <	4	kcal/mol,	which	covers	a	number	of	alkanes	of	varying	chain	 length;	and	a	
second	cluster	between	-6	kcal/mol	<	ôÅ4öõ4:8/459UZ 	<	-3	kcal/mol	covering	a	variety	of	phenol	
derivatives.	This	bias	is	also	present	for	the	equivalent	Lasso	model	including	the	ôÅÇÑÉ~ 	term	
(Fig.	 40;	 Lasso,	 descriptors,	 HFE	 and	 PMV).	 However,	 the	 relationship	 between	 these	 biased	
clusters	and	the	black	G = ®	line	plotted	appears	to	be	more	correlated,	where	the	clusters	appear	
to	 be	 transformed	 to	 more	 linear	 shapes,	 and	 are	 parallel	 to	 the	 G = ®	 line.	 This	 a	 similar	
observation	to	the	structure-based	bias	found	by	Ratkova	et	al142	(Fig.	36).	
Although	the	Lasso	models	described	above	are	statistically	the	best,	a	visual	comparison	of	the	
plots	 in	 Fig.	 40	 shows	 that	 for	 the	 models	 with	 the	 calculated	 HFE	 and	 PMV	 included,	 the	
LassoLarsIC	estimator	gives	a	model	which	has	a	better	fit	and	less	structure-specific	bias	in	the	
error;	although	there	are	two	large	outliers	in	the	test	set	that	affect	the	statistical	measures.	It	




purely	 from	molecular	 descriptors;	 or	 to	 suggest	 what	 information	 may	 be	 missing	 from	 the	
models	 described	 in	 sections	 5.4.1,	 5.4.2,	 and	 5.4.3.	 Additionally,	 this	 analysis	may	 give	more	











Furthermore,	 the	 importance	 of	 this	 descriptor	 increases	 when	 the	 HFE	 and	 PMV	 terms	 are	
included.	This	suggests	that	either;	the	atoms	are	under-represented	or	not	well	described	by	the	
atom	type	descriptions	in	the	RDFs	used	to	calculate	the	solute	RDFs	(see	section	5.3.2),	or	that	
their	 interactions	 with	 water	 in	 solution	 are	 very	 different	 to	 their	 interaction	 with	 water	 in	
hydrates.		
Following	this,	for	the	inclusion	of	HFE	and	PMV	terms,	TPSA	is	the	next	most	important	feature.	
This	 feature	 is	 also	 important	 for	 models	 containing	 descriptors	 only.	 The	 TPSA	 descriptor	
corresponds	to	the	Topological	Polar	Surface	Area.	Its	appearance	as	an	important	feature	for	the	
descriptor	 only	model	 is	 hardly	 surprising,	 as	 it	 stands	 to	 reason	 that	molecules	with	 a	 larger	
surface	area	corresponding	to	polar	atoms	will	be	more	soluble	than	those	with	a	smaller	polar	
surface	area.	It	is	also	not	unreasonable	that	the	term	appears	to	be	important	for	the	prediction	
of	HFE	when	our	 calculated	 terms	 are	not	 included.	 This	 is	 because	 it	 is	 known,	 as	 previously	
described,	that	RISM	type	models	significantly	underestimate	HFEs	for	polar	molecules.	However,	
the	reason	for	deriving	new	RISM-type	methods	in	the	fashion	we	have	was	in	order	to	add	more	
information	 about	 solute-solvent	 interactions,	 and	 it	was	 hoped	 that	 this	would	 include	more	
information	about	these	specific	underestimations.	It	is	therefore	slightly	surprising	that	the	TPSA	
descriptor	is	more	important	when	our	calculated	terms	are	included.	However,	the	importances	




the	 molecule.	 Furthermore,	 these	 kinds	 of	 descriptor	 are	 almost	 certainly	 correlated	 to	 the	
strength	 of	 the	 electrostatic	 solute-solvent	 interaction.	 The	 electrostatic	 contribution	 to	 HFE	
corresponds	to	long-range	electrostatic	interactions,	in	the	form	of	an	electrostatic	response	of	a	











Fig.	42	 shows	 the	 feature	 importances	 for	 the	 top	50	 features	of	 the	determination	when	 the	
calculated	HFE	and	PMV	terms	are	included.	As	expected	from	the	results	of	the	RISM-type	HFE	
methods,	ôÅÇÉÑ~ 	was	determined	as	the	most	important	of	the	terms	included	(none	of	the	PMV	


















In	 this	 thesis,	 we	 investigate	 various	 approaches	 to	 solubility	 prediction	 and	 solvation	model	
development,	based	on	informatics	and	incorporation	of	empirical	data.	These	approaches	can	be	
described	 as	 being	 of	 a	 knowledge-based	 approach	 or	 nature,	 and	 specifically	 incorporate	
structural	information	from	the	CSD.	













were	made	 in	 this	work	 to	 identify	 and	 correct	 these	 cases,	 there	 is	 still	 an	 ongoing	 effort	 to	




simple	 linear	 regression	 analysis	 of	 a	 number	 of	molecular	 descriptors,	 calculated	 in	 rdkit,	 to	










a	 good	 explained	 variance.	 These	 models	 were	 all	 fitted	 by	 either	 lasso	 or	 elastic	 net	 based	
estimators	(see	2.3.3).	The	best	overall	model	found	contained	both	the	melting	point	and	log	P	
terms	of	 the	GSE,	but	 also	 included	a	number	of	descriptors	based	on	either	 simple	 fragment	





This	 investigation	 is	discussed	 in	Chapter	4.	 In	this	chapter,	we	analyse	the	atom	to	water	pair	










applicability	 of	 the	 functions	 to	 empirically	 parameterised	 or	 hybrid	 solvation	 models.	 This	
inference	is	justified	by	a	comparison	of	the	OW⋯HW	RDF	from	our	work	with	experimental	RDFs.	
A	comparison	to	Soper’s	RDF	of	OW⋯HW	pairs	in	water	at	298K	showed	the	best	correlation,	both	
statistically	and	visually,	 to	our	own	model,	 implying	 that	our	averaged	RDFs	gave	 information	
about	water	similar	to	that	found	in	the	solution	phase.		
Following	this	observation,	we	went	on	to	investigate	whether	these	functions	could	be	reliably	
used	 to	 develop	 a	 new	 empirically	 parameterised	 solvation	 model,	 based	 upon	 the	 integral	















the	error	 (HNC	R2	 =	0.96,	HNCB	R2	 =	0.99,	GF	R2	 =	0.91),	 and	application	of	 a	PMV	correction	
improved	the	HNCB	expression	(r2	=	0.63),	but	did	not	improve	the	HNC	or	GF	methods,	where	





similar	 structures,	 such	 as	 phenol	 based	 structures	 or	 hydrocarbon	 chains	 of	 varying	 length,	
suggesting	that	an	insufficient	amount	of	structural	 information	was	inferred	by	our	RDFs.	This	












Finally,	 an	 analysis	 of	 the	 most	 important	 features	 selected	 by	 an	 ExtraTrees	 regressor	 was	
conducted.	It	was	shown	that	TPSA	is	the	second	most	important	descriptor	both	when	the	extra	
energy	 terms	 are	 included,	 and	 when	 they	 are	 not.	 This	 finding	 corroborates	 the	 previous	
observation	that	1D-RISM	does	not	describe	polar	molecules	well158.	Other	important	descriptors	
predominantly	corresponded	to	fragment	and	surface	area	descriptors.	As	the	conventional	1D-
RISM	 formalism	 upon	 which	 our	 models	 are	 based	 does	 not	 include	 directional	 (i.e.	 specific	




















the	 final	 averaging.	 One	 promising	 solution	 would	 be	 to	 use	 something	 similar	 to	 the	 CCDC	
IsoStar159	system,	where	functional	group	descriptions	are	used	instead	of	atom	types,	and	each	
functional	group	is	least-squares	superimposed	upon	the	average	geometry	of	the	relevant	group.
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