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The study of categories as generalized monoids is shown to be essential to the understanding 
of monoid decomposition theory. A new ordering for categories, called division, is introduced 
which allows useful comparison of monoids and categories. Associated with every morphism 
cp: M+ N is a category D,, called the derived category of 9, which encodes the essential 
information about the morphism. The derived category is shown to be a rightful generalization 
of the kernel of a group morphism. 
Collections of categories that admit direct products and division are studied. Called varieties, 
these collections are shown to be completely determined by the path equations their members 
satisfy. Several important examples are discussed. In a major application, a strong connection is 
established. between category varieties and certain semigroup varieties associated with recogniz- 
able languages. 
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Introduction 
A categoiy with one object is a monoid. For this reason, one may say that 
categories generalize monoids. The thesis of this article is that this generalization 
is essential to the study of the algebra of monoids. A category is viewed in this 
article as an algebraic entity; it is a directed graph with additional algebraic 
structure. 
We introduce an ordering for categories, called division. A categary S divides a 
category T (written S < T) if S is a quotient of a category W and there is a faithful 
functor IV-+ 2”. Division is a preorder on categories; the resulting equivalence 
relation is new and generalizes the natural equivalence of categories. 
Category division extends the existing definition of division for monoids. For 
monoids, M -K N iff M is a quotient of a submonoid of N. Using this extension, 
categories may be useful compared with monoids. The study of monoid mor- 
phisms dictates this comparison. 
From a given morphism q : S--+ T of monoids, we construct a category D, , 
called the derived category of cp. The Derived Category Theorem (Theorem 5.2), 
one of the central results of this article, indicates that the derived category is a 
rightful generalization of the kernel of group morphisms. In fact, when 9 is a 
group morphism, then Dq and ker cp are naturally equivalent as categories. 
The Derived Category Theorem aides in the identification of an important class 
of monoid morphisms, previously unrecognized . . . those morphisms whose 
derived categories have trivial local monoids. Such categories are called locally 
trivial. The importance of this class of morphisms stems from the fact that a 
locally trivial category divides a product of copies of any non-trivial monoid. This 
result is a consequence of Theorem 7.1, a more general structure theorem about 
locally trivial categories. Instances of these morphisms have played important 
roles in earlier work, but their common features went undetected. 
The form of the Derived Category Theorem suggests that it is natural to study 
collections of categories that are closed under the operations of forming direct 
products and taking divisors. In a monoid setting, this is exactly the notion of a 
variety of monoids. For this reason, such collections of categories are called 
varieties of categories. Part B of this article investigates these varieties. 
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The smallest variety is the collection of all categories whose horn-sets have no 
more than one arrow. This variety is denoted lc, and up to equivalence, consists 
of the empty category and the one element monoid. The collection of locally 
trivial categories, denoted 0, is also a variety. One of the consequences of 
Theorem 7.1 is that 43 is the next smallest variety. That is, 4’1 is contained in 
every variety except 1 c. 
The principal variety result, Theorem 10.1, states that every variety of 
categories is defined, in a manner entirely analogous to that of Birkhoff, by 
equations. In this case, however, the equations are pairs of coterminal paths in 
free categories, rather than pairs of words in a free monoid. Such equations are 
called path equations. The characterization of 4’1, mentioned above, plays a key 
role in the proof of Theorem 10.1. 
An important result, called the Bonded Component Theorem (Theorem 11.3), 
is deduced from the form of the path equations that define non-trivial varieties. 
This result states that if a category is not locally trivial, then it divides a product of 
its strongly connected (or bonded) components. As a consequence, every variety 
of categories, with the exception of k’l, is generated by its strongly connected 
members. 
Although the work discussed so far is entirely general, much of it was 
motivated originally by questions arising from the study of finite monoids and 
recognizable languages. In the finite setting, it is often more appropriate to 
consider families of finite monoids closed under finite products and division. Such 
families are called pseudo-varieties of monoids or M-varieties. Analogous families 
of finite categories are called C-varieties, and these are shown to be ultimately 
defined by path equations. This result (Theorem 14.2) generalizes the result of 
Eilenberg and Schutzenberger [4] for M-varieties. 
The Derived Category Theorem and the Bonded Component Theorem are 
used to establish the Delay Theorem, the subject of part C of this article. The 
Delay Theorem (Theorem 17.1) characterizes, in terms of categories, a large class 
of pseudo-varieties of semigroups that arise from the study of recognizable 
languages. These pseudo-varieties (or S-varieties) have the form V* D, where V is 
an M-variety and D is the S-variety of definite semigroups. V* D is the S-variety 
generated by all semidirect products V* T, with V E V and T E D. 
Associated with any semigroup S is a category S, that has a simple description: 
its objects are the idempotents of S, and its arrows from object e to object f are 
the elements in the set eSf. Composition is that of S. 
Delay Theorem (Theorem 17.1). Let S be a finite semigroup and let V be a 
non- trivial M-variety. Then 
SEV*D GJ S,<Vforsome VEV. 
Let Vc denote the C-variety generated by V. Then the Delay Theorem can be 
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restated: S E V* D iff S, E Vc. If an ultimately equational description of V, is 
known, then the Delay Theorem and the form of S, will yield a criteria for 
membership in V* D. Several examples are given. 
In fact, over the last decade and a half, several solutions to the membership 
problems for V* D, for specific V, have appeared. Most notable is the work of 
Brzozowski and Simon [2], Knast [6], and Therien and Weiss [19]. Each of these 
solutions was established via graph-theoretic arguments. The proofs of these 
‘graph’ results can now be understood as establishing path equational descriptions 
of the C-variety Vc, for the particular V in question. These results and their 
equational interpretations are discussed in detail in this article. 
We now discuss the Derived Category Theorem in more detail. Monoid 
morphisms are directly related to wreath product decompositions of monoids. The 
wreath product originated with group theory: If rp : G-+ H is a group morphism, 
then G can be embedded in the wreath product of the groups ker 50 and H. The 
wreath product MO N of monoids A4 and N is the set MN x N equipped with the 
product 
(f, n)(f’, n’) = (k nn’) , 
h:N-+M, 
n,h = no f + (non>ft . 
The result is a monoid, and if M and N are groups, then so is M 0 N. The wreath 
product M 0 N can be viewed as a particular semidirect product of the monoids 
MN and N. 
A wreath product decomposition of a monoid M is understood to be any 
division of the form 
For this decomposition to be useful, the monoids V and N should be, in some 
reasonable way, ‘smaller’ than M. For example, the group morphism 50 : G -+ H 
provides the useful decomposition 
(0.2) G<(kercp)oH 
of G. While cardinality is the most direct measure of size, variety membership has 
proven to be a more meaningful measure in practice. 
Let G be a finite group. Applying the decomposition (0.2) repeatedly to a 
subnormal series of G (and using the compatibility rules between division and the 
wreath product), one obtains the decomposition 
where K,, . . . , K, are the Jordan-Holder factors of G. 
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In 1965, Krohn and Rhodes [7] extended this idea to finite monoids. They 
showed that a finite monoid A4 divides a wreath product of simple groups and 
copies of a certain three element monoid, U2. The simple groups required in the 
decomposition are the Jordan-HGlder factors of the maximal groups in M. They 
further showed that simple groups and U2 cannot be further decomposed using 
wreath products and division. 
A monoid is called aperiodic if all its group divisors are trivial. An immediate 
corollary of the Krohn-Rhodes Theorem is that every aperiodic monoid divides *a 
wreath product of copies of Uz. By merging adjacent terms of like type (groups or 
aperiodic) in the wreath products decompositions guarariteed by the Krohn- 
“Rhodes Theorem, it follows that every finite monoid divides a wreath product 
whose terms are, alternatingly, groups and aperiodic monoids. These considera- 
tions lead to the definition of a proper hierarchy of M-varieties 
c, c c, c * * - c_ c, c_ * - - ) 
U{C,: 1120) =FMon 
called the complexity classes. A monoid belongs to C, if it posseses a decomposi- 
tion of the above type with n or less group terms. C, consists of all aperiodic 
monoids; all groups are in C,. The membership question for each C,, n 2 1, is 
open. In other words, there is no known algorithm for deciding whether or not a 
monoid belongs to C,. Many of the techniques and results discovered since 1965 
in this subjeci had been originally motivated by attempts to solve this membership 
problem. 
These membership questions dictate a general study of wreath product decom- 
positions (0.1) of monoids. The division (0.1) implies the existence of a sub- 
monoid W of Vo N and a surjective morphism $ : W-, M. There results a fully 
defined relation 
where 7r : Vo N-+ N is the projection. This relation has the property that its graph 
is a submonoid of M x N. Such relations are called relational morphisms of 
monoids. Ordinary morphisms are a subclass of relational morphisms. 
Questions of decomposition are usually posed as follows: Given a relational 
morphism 4p : M + N of monoids, find optimal solutions V to 
(O-3) 8:M<VoN, q=&r. 
The author, in 1974, constructed a semigroup S,, known as the derived semigroup 
of q : M-+ N, that is sometimes, but not always, an optimal solution to (0.3). The 
derived semigroup does provide an optimal solution when dealing with, the 
complexity classes. Precisely, if any solution V of (0.3) belongs to C, , then 
88 B. Tilson 
s, E c,. The derived semigroup was introduced in [ZO] and further exposited in 
[21]. It was originally used to present a simplified proof of Rhodes’ ‘Fundamental 
Lemma of Complexity’. Since then, the derived semigroup has seen wide use by 
other workers. 
It has come to be understood, however, that the derived semigroup encodes 
more information than necessary and, by having its information organized into a 
semigroup structure, creates unneeded constraints. For example, the derived 
semigroup of a group morphism cp : G --+ If is not a group or a monoid, but is a 
semigroup with many copies of ker cp as subsemigroups. The derived semigroup 
cannot hope to provide q$imal solutions to (0.3) in general. 
When the derived s.e&i@oup was first defined, it was observed that it possessed 
a category-li.k&1‘str~~~ Only certain compositions were ‘allowed’; all others 
resulted in an an&&~&? ‘zero’. Furthermore, only the ‘allowed’ compositions 
were important. But the motivation for leaving the domain of semigroups was 
lacking at that time. Category division provides the proper motivation. 
The derived semigroup is now replaced by a new construction, called the 
derived category. The derived category is not merely a ‘pulled apart’ derived 
semigro~:; Irnportaqt qYimprovements have been made in the definition. The 
. :; Y.:~~...E*~..c.. ; ._l 
derived categp$ &%&s only the essential information needed to obtain decom- 
positions (o.3j. ::~i:w:;ci:,. 
The derived cat$$& of a relational morphism cp : M-+ N is denoted D, . If V is 
a monoid that D, divides, there results a decomposition (0.3). Conversely, given 
a decomposition (0.3), the derived category of cp = I% : M-, N divides a product 
of copies of V. Thus, the derived category of a relational morphism determines, 
up to direct products and division, all decompositions related to that relational 
morphism. This is the Derived Category Theorem. 
The power of the derived category can be stated more succinctly in terms of 
varieties: 
Theorem 8.2. Let M be a monoid and let V and W be varieties of monoids. Then 
MEV*W 
ifl there exists a relational morphism p : M - N satisfying 
D,E& and NEW. 
The same result holds for finite monoids and M-varieties. 
A word about notation and nomenclature is appropriate. Categories are being 
treated here as algebraic objects rather than as classifying tools for mathematical 
structures. For this reason, the term ‘morphism’ will not be used as a synonym for 
‘arrow’, but shall be synonymous with the term ‘functor’. In other words, a 
morphism is an arrow in the category of categories and functors. Another variant 
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is the notation S(c, c’), which shall mean the horn-set Horn,@, c’) of a category 
S. This variation is introduced to suggest an algebraic setting and to reduce 
subscripting. 
In the early versions of this paper, a generalization of category, called a 
semigroupoid, was treated. A semigroupoid is simply a category without iden- 
tities. Semigroupoids have been relegated to an appendix and no longer appear in 
the main body of the text. 
Margolis and Pin [9] define a derived category similar to ours. Their ‘derived 
category’ agrees with the construction in this paper when the range monoid is a 
group. In general, our derived category is a quotient of theirs, and hence, is 
smaller. Nice, in [lo], does some work along these lines in a more category- 
theoretic setting. He works with concrete categories and without division. He 
obtains a pleasant adjoint relationship between his derived construction and a 
wreath product for concrete categories. Rhodes, in an appendix of [13], describes 
all solutions to (0.3) in terms of the derived semigroup and partial homomor- 
phisms. 
For more background on the subject of monoids and recognizable sets, the 
reader is directed to Eilenberg [3]. A good reference for category notions is 
MacLane [S]. Another interesting example of the general philosophy of moving 
from one to many objects for more freedom is found in Higgins [5]. 
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Part A. Categories and division 
1. Graphs and categories 
When one ‘forgets’ the algebraic structure of a monoid S, what remains is a set, 
the set of elements of S. This set can be thought of as the support of the monoid. 
Categories have an analogous structure. They also consist of a ‘support’ equipped 
with an algebraic structure. The support is, in this case, a directed graph. A 
category may be treated as an ‘algebra’ over a graph. 
Many of the fundamental concepts of algebra are, in fact, set theory concepts. 
For example, algebra morphisms are set functions satisfying certain additional 
conditions. Properties such as injective and surjective are really properties of set 
functions. The same relationship holds true for basic concepts of category theory, 
with set theory replaced by graph theory. This section reviews these concepts. 
The notation and terminology of category theory will be adopted for graphs. 
A graph X consists of the following data: 
(1.1) A set of vertices or objects of X, denoted Obj(X). 
(1.2) For every pair c,c’ E Obj(x), a set of arrows or edges from the object c 
to the object c’. This set is denoted X(c, c’) and is called an edge-set or 
horn-set. An arrow or edge x E X(c, c’) will often be denoted 
x : c--, c’. Arrows in the same edge-set are called coterminal. 
A category is a graph S equipped with the following algebraic structure: 
(l-3) A composition rule which assigns to every consecutive pair of arrows 
s:c+c’ and t:c’+c” 
an arrow st : c -+ c”. The composition rule is associative; that is, given 
arrows 
s:cl-c2, t:c,-c,, v : c3 -+ CJ 
we have (st)v = s(m). 
(1.4 For each object c, an identity arrow 1 c : c * c, satisfying the equations 
sl,=s and l,t=t 
for all arrows s : c’ + c and t : c -+ c”. An identity arrow is, by the usual 
argument, unique. 
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A graph will be called finite if it has a finite number of objects and each of its 
edge-sets is finite. A category is finite when its underlying graph is finite. The 
smallest category is the empty graph (no objects, no arrows), denoted 0. 
In this article, we choose to identify monoids with one-object categories. More 
precisely, we shall identify a monoid S with the one-object category whose unique 
horn-set is S. The smallest monoid (one object, one arrow) is denoted 1. In the 
same spirit, we shall identify sets with one-object graphs. The empty graph, 0, 
must not be confused with the empty set, 0, which has one object and no arrows. 
A graph function 
f:X+Y 
from a graph X to a graph Y, consists of the following data: 
(1.5) An object function f : Obj(X)-+ Obj(Y); 
(1.6) For each horn-set of X, a horn-set function 
f : X(c, c’)-+ Y(cf, C’f) . 
Let S and T be categories. A morphism of categories (or functor) 
cp:S+ T 
is a graph function that, in addition, satisfies 
(l-7) sqs’q = (ss’)cp 
for every consecutive pair of arrows of S, and 
(1.8) 1,40 = l,, 
for all c~Obj(S). 
Following the aforementioned identification rule, a graph function between 
one-object graphs may be regarded as a set function. Then a morphism between 
one-object categories becomes the usual morphism of monoids. 
Various useful adjectives have been applied to graph functions (and, hence, to 
category morphisms) according to, the properties of their object and horn-set 
functions. Table 1 lists these definitions. 
A graph Y is a subgraph of X if Obj(Y) C Obj(X), and 
Y(c, c’) C X(c, c’) for all c, c’ E Obj(Y) . 
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Table 1 
Type Object function 
Isomorphism Bijection 
Embedding Injection 
Faithful Arbitrary 
Quotient Bijection 
Full Arbitrary 
Edge-set functions 
Bijections 
Injections 
Injections 
Surjections 
Surjections 
Associated with a subgraph Y of X is the inclusion function i : Y-+ X, which is an 
embedding. 
Each edge-set X(c, c’) is a subgraph of X. By X(c) we denote the edge-set 
X(c, c). More generally, if C is a subset of Obj(X), then X(C) denotes the full 
subgruph of X determined by C, that is, the subgraph of X with objects C and with 
edge-sets X(c, c’) for each pair c, c’ E C. The name ‘full’ derives from the fact 
that the inclusion function X(C) + X is full. 
Let S be a category. A subcategory S’ of S is a subgraph of S which is a 
category under the composition rule of S and whose identity arrows are identity 
arrows of S. In this case, the inclusion function i : S’ + S is a morphism. Every full 
subgraph of S is a subcategory of S. In particular, for each object c, the full 
subcategory S(c) is a monoid, called the local monoid of S at c. 
Morphisms may be restricted to subcategories and remain morphisms. How- 
ever, it is important to note that the ‘image’ of a morphism need not be a 
category. 
Let X and Y be graphs. The product 2 = X x Y is the graph given by the set 
products 
Obj(2) = Obj(X) x Obj(Y) , 
Z[(c, d), (c’, d’)] = X(c, c’) x Y(d, d’) . 
The projection functions on the objects and the projections on each of the 
edge-sets combine to define the graph projection functions associated with the 
product. The product of a set of graphs {X6: b E /3} is defined in an analogous 
way, and is denoted 
I--k& : b E P> . 
The product of the empty family of graphs is a singleton set (one object, one 
arrow). 
The product of a set {S, : b E p} of categories is the graph Il{ S,: b E p} 
equipped with coordinate-wise composition. The projection functions then be- 
Categories 
come morphisms. The product of the 
element monoid, 1. 
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empty family of categories is the one 
The coproduct Z = X v Y of graphs is given by 
Obj(2) = Obj(X) U Obj(Y) (disjoint) , 
Z(u, u’) = X(u, u’) if u, u’ E Obj(X) , 
Z(u, u’) = Y(u, u’) if u, u’ E Obj(Y) , 
qu, u’) = 0 otherwise . 
Both X and Y are full subgraphs of X v Y, and the inclusion functions are the 
required injections. The coproduct of a non-empty set of graphs is defined in a 
similar manner, and is denoted 
v {X,: b E p} . 
The coproduct of the empty family of graphs is the empty graph. 
The coproduct of a set {S,: b E p} of categories is the graph V {S,: b E p} 
equipped with the inherited composition rules of components. The injection 
functions then become morphisms, and the coproduct of the empty family of 
categories is the empty category, 0. 
Let X be a graph. The connected equivalence relation on Obj(X) is the 
equivalence relation generated by the relation 
c-c’ iff X(c, c’) Z 0 or X(c’, c) Z 0. 
Objects of X are connected if they belong to the same equivalence class. A graph 
is connected ;‘f all its objects are mutually connected, that is, the graph has only 
one connected equivalence class. A connected component of X is a full subgraph 
of X that is connected and is maximal with respect to this property. Clearly, a 
category is (isomorphic to) the coproduct of its connected components. 
We now consider the notion of a graph relation. First, let X and Y be sets. 
Associated with every subset 2 of X X Y is a set relation f : X-+ Y defined by 
xf = {y E Y: (x, y) E 21. Conversely, every set relation f : X-+ Y determines a 
subset of X x Y, 
#f= {(x7 v): Y E xf) 
The function # establishes a bijection between relations from X to Y and subsets 
of x x Y. 
ml . 
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be a subgraph of X x Y. The subset Obj(2) determines a relation from Obj(X) 
to Obj( Y), and each edge-set of 2 determines a relation between an edge-set of X 
and one of Y. These relations combine to form a graph relation. More precisely, a 
graph relation f : X + Y consists of the following data: 
(1.9) An object relation f : Obj(X)-+ Obj(Y); 
(1.10) For every pair of edge-sets X(c, c’) and Y(d, d’) with d E cf and 
d’ E c’f, and edge-set relation 
f:X(c, c’)+ Y(d, d’) . 
Note that, as would be expected, a graph function is a special case of a graph 
relation. Note also that graph relations X-t Y and Y+ 2 may be composed to 
obtain a graph relation X-+ 2. 
The inverse of a relation f : X-+ Y, denoted f-’ : Y+ X, is the graph relation. 
obtained by taking the inverse of the object and edge-set relations off. 
Every graph relation f : X + Y determines a subgraph of X x Y, denoted #f. 
The objects of #f are given by 
Obj( #f) = {(c, d): d E cf} 
and the edge-sets of #f are given by 
#f[(c, d), (c’, d’)] = {(x, y): x E X(c, c’), y E Y(d, d’), Y E xf) . 
The function # establishes a bijection between graph relations from X to Y and 
subgraphs of X X Y. 
Every graph relation f : X+ Y has a factorization 
(1.11) f =f?fu 
where fx and f, are graph functions. fx is the projection map 7rx : X X Y+ X 
restricted to #f, and fy is similarly obtained from 
factorization is called the canonical factorization of f. 
Let S and T be categories. A relation of categories 
cp:S-+T 
the projection TV. This 
is a graph relation for which #rp is a subcategory of S x T. It is evident that the 
inverse of a category relation is a category relation, and that category relations 
are closed under composition. 
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A morphism of categories is a special case of a relation of categories; the 
requirements (1.7) and (1 .S) guarantee that # cp is a subcategory of S x T. In fact, 
cp : S -+ T is a morphism iff cp is a category relation that is a graph function. It 
should be noted that the terms Q and (pr of the canonical factorization (1.11) are 
morphisms when cp is a category relation. 
Certain category relations, called relational morphisms (which include mor- 
phisms), play an important role in the sequel. 
2. Division 
This section introduces the concept of category division. It generalizes the 
existing notion for monoids, which we first review. 
Division is the primary method of comparing monoids. A monoid S divides a 
monoid T (denoted S < 7’) if S is a subquotient of T. That is, S divides T if S is a 
homomorphic image of a submonoid of T. Division is a preorder on monoids; S 
and T are called equivalent (written S - I-r) if S < T and 7’ < S. Finite equivalent 
monoids are isomorphic. 
There is another formulation of division, involving relations, that is important. 
A set relation R : X+ Y will be called fully defined when XR # 0 for all x E X. R 
will be called injective if x f x ’ implies xR n x ‘R = 8. Equivalently, R is injective 
if R-l- . Y * X is a partial function. Therefore, if R is fully defined and injective, 
then R-’ is a surjective partial function. Note that injective functions are injective 
relations. 
A relational morphism of monoids cp : S -4 T is a fully defined relation of 
monoids, cp : S-+ T. Thus, a relational morphism cp : S <I T is a set relation from S 
to T satisfying 
(i) sq # B for all s E S and 
(ii) # cp is a submonoid of S x 7’. 
An equivalent definition of division can now be stated in terms of relational 
morphisms. Namely, S < T iff there exists an injective relational morphism 
cp : S-+ T. The verification of this fact is a straightforward exercise. 
It is this latter formulation that inspires the definition of division for categories. 
Let S and T be categories. A relational morphism 
cpS-4 T 
is a relation of categories, cp : S -+ T, satisfying the following conditions: 
(2.1) The object relation cp : Obj(S)-+ Obj(T) is a function ; 
(2.4 Every horn-set relation of cp is fully defined . 
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Observe that condition (2.1) implies that for a relational morphism <p : S <I T, 
there is exactly one horn-set relation defined for every horn-set of S, namely, 
cp : S(c, c’)-+ T(cq, c’q) 
This means that if s : c--+ c’ is an arrow of S, then sq is a set of arrows in 
T(cqo, c’cp). A relational morphism, therefore, establishes a function from the 
horn-sets of S to the horn-sets of T; this cannot be said of a general relation of 
categories. 
It should be noted that a morphism of categories satisfies (2.1) and (2.2), and, 
thus, is a relational morphism. 
A relational morphism cp is a division: written 
<p:S< T 
if each horn-set relation of cp is injective. 
Both relational morphisms and divisions are closed under composition. Further- 
more, the identity morphism on a category is a division, so ‘both relational 
morphism and division define preorders on categories. Division is the ordering of 
primary interest; relation morphisms play an auxiliary role. 
We will say that S divides T and write 
S<T 
if there exists a division cp : S -C T. We will call categories S and T equivalent (and 
write S - T) if 
S<T and T<S. 
It should be noted at this point that each of the notions ‘relational morphism’, 
‘division’, and ‘equivalence’ for categories includes the corresponding notions for 
monoids. In the monoid case, the object function is not mentioned, and there is 
only one horn-set relation. 
Equivalent finite monoids are isomorphic; such cannot be said of equivalent 
finite categories. In fact, it is quite common for a category to be equivalent to one 
of its subcategories. The main concern of this paper will be equivalence classes of 
categories; individual categories, for the most part, should be considered as 
representatives of their equivalence classes. 
In order to establish that a graph relation p : S+ T is a relational morphism, 
one needs to verify (24, (2.2) and the fact that #q is a subcategory of S x T. 
Verification of the latter is often accomplished, in practice, by using 
Proposition 2.1. Let S and T be categories and let cp : S --+ T be a graph relation 
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satisfying (2.1) and (2.2). Then cp is a relational morphism iff 
(2.3) scps’cp  (ss’)(P 
for every pair s, s’ of consecutive arrows of S, and 
(2.4) l,, E l,cp for each object c E Obj(S) . 
Proof. Let cp : S-+ T be a graph relation satisfying (2.1) and (2.2). We must show 
that #(o is a subcategory of S X T iff (2.3) and (2.4) are satisfied. 
Assume that the graph relation cp : S * T satisfies (2.1)-(2.4). Since the hom- 
set relation of 9 is a function, the objects of # cp have the form {(c, ccp): c E 
Obj(S)}. Let 
(s, t) : (c, ctp)+ (c’, c’cp) 
and 
(s’, t’) : (c’, c’cp) + (c”, c”Cp) 
be consecutive arrows of # cp. Composing these arrows in S X T yields the arrow 
(KY’, tt’): (c, CC++ (c”, ~“9). However, t E scp and t’ E s’q, so by using (2.3) we 
obtain 
tt’ E stps’cp c (ss’)(p 
which shows that the arrow (s, t)(s’, t’) = ( ss’, tt’> belongs to #q. Therefore, # cp 
is closed under the compostion rule of S x T. 
The identity arrow of S X T at object (c, ccp) is (l,, l,,); condition (2.4) says 
that (l,, l,,) E #cp. Therefore, the identity arrows of S x T at the objects of #cp 
belong to # cp. We may conclude that # cp is a subcategory of S x T. The proof of 
the opposite implication is similar and is omitted. 0 
Proposition 2.1, therefore, provides an alternate definition of a relational 
morphism: A relational morphism cp : S -4 T is a graph relation cp : S- T satisfying 
conditions (2.1)-(2.4). 
We next develop the category analog 
monoid division. Our first observation is 
relations. Therefore, we have directly 
to the ‘subquotient’ formulation for 
that injective functions are injective 
Proposition 2.2. A faithful morphism is a division. 0 
Since the inclusion function is a faithful morphism, we have 
Corollary 2.3. If S is a subcategory of T, then S -K T. 0 
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The inverse of a relational morphism is not usually a relational morphism, 
because conditions (2.1) and (2.2) will fail. However, this does not happen in the 
case of quotient morphisms. Recall that q : S -+ T is a quotient morphism if the 
object function is bijective and each horn-set function is surjective. 
Proposition 2.4. If cp : S -+ T is a quotient morphism, then 
cp -l: T<S. 
Proof. In general, if 9 is a morphism, q -’ is a relation of categories. Let cp be a 
quotient morphism. Then (2.1) holds for q-l, since the object function of q is a 
bijection. Further, since each horn-set function of 9 is surjective, it follows that 
each horn-set relation of cp -’ is fully defined and injective. Therefore, 50 -’ is a 
division. 0 
Propositions 2.2 and 2.4 have identified two important classes of divisions . . . 
faithful morphisms and inverse of quotient morphisms. The next proposition 
shows that every division is an inverse quotient followed by a faithful morphism. 
This fact provides the analog to the ‘subquotient’ definition of division for 
monoids. For categories, we must replace ‘homomorphic image’ by ‘quotient’ and 
replace ‘submonoid’ by ‘faithful morphism’. 
Proposition 2.5. Let q : S <I T be a relational morphism, and let cp = cpi’ qT be the 
canonical factorization of 9. Then (ps is a quotient morphism. Furthermore, if 50 is 
a division, then ‘pr is a faithful morphism. 
Proof. Recall that qs is the restriction of the projection morphism ns to #q. 
Condition (2.1) for 50 guarantees that the object function 
Sos:Obj(#q)+Obj(S) 
is a bijection. Condition (2.2) for cp causes each horn-set function of 4ps to be 
surjective. Therefore, ps is a quotient morphism. 
Now assume that cp is a division, and suppose that qpT is not faithful. Then there 
must exist two distinct arrows of the form 
6, 9, (s’, t): (c, cp)-+ (c’, c’(D) 
in # q. Therefore, s # s’ and t E sq 17 s’q, so the horn-set relation 
50 : S(c, c’) 3 T(ccp, c’cp) cannot be injective. This is a contradiction, so qoT must be 
faithful. I-J 
The following general construction proves useful in a variety of applications. 
Let S and T be categories, and let cp : S + T be a graph relation satisfying (2.1). 
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Extend the relation 9 by adjoining to the subgraph # 9 of S X T all edges of the 
form 
(l,, l,,): (c, w++(c7 w> 
where c E Obj(S). The resulting graph relation, denoted by cp + : S -+ T, then 
satisfies conditions (2.1) and (2.4). 
If 40 : S+ T satisfies either of the conditions (2.2) or (2.3), then the extension 
9 + does also. Thus if cp satisfies (2.1)-(2.3), then cp + is a relational morphism. If, 
further, each horn-set relation of cp is injective, then the same can be said of cp+. 
This last statement requires proof; it follows from a more general fact, needed 
later in the article. 
Lemma 2.6. Let S and T be categories and let cp : S-+ T be a graph relation 
satisfying (2.1) and (2.3). If each horn-set relation of cp is injective, then each 
horn-set relation of cp+ is injective. 
Proof. To prove the assertion, it suffices to show that 
(2.5) l,, Escp 3 s = 1, 
for every c E Obj(S). For then, either the arrow (l,, 1J is already present in 
#q, or no arrow of the form (s, l,,) belongs to #<p. In the latter case, adjoining 
(l,, l,,) to # cp will not destroy the injectiveness of the horn-set relations. 
We proceed to prove (2.5). Suppose 1 ccp E sqo for some arrow s : c- c. Let 
s’ : c’+ c be an arrow in S(c’, c), and let t’ E s’cp. Then, using (2.3), 
t’ = t’lcp E s’cpsq c (s’s)cp . 
Therefore, t’ E s’q n (s’s&. Since the horn-set relation 
q : S(c’, c)-+ T(c’q, ctp) 
is injective, this shows that s’s = s’ for all s’ : cl-+ c. Dually, we may establish that 
SS” = s” fo.r all arrows s”: c + c”. Thus by the uniqueness of identity arrows, we 
conclude that s = 1,. This establishes (2.5) and the lemma. 0 
As a corollary, we have the following useful criterion: 
Proposition 2.7. Let S and T be categories and let cp : S-+ T be a graph relation 
satisfying (2.1) and (2.3). If each horn-set relation of cp is injective and if q+ 
satisfies (2.2), then 
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3. Fundamental properties of division 
In this section we discuss a variety of topics pertaining to category division and 
to its interaction with existing notions from monoid and category theory. In some 
cases, verification of assertions are omitted and left to the reader. 
Cardinality 
Let F: X+ Y be a set relation that is both injective and fully defined. Then 
there exists an injective function f : X 3 Y with f c F. Consequently, card X I 
card Y. Applying this to division, we obtain 
(3.1) If cp : S -C T, then for all c, c’ E Obj(S) we have 
card S(c, c’) 5 card T(cq, c’cp) . 
Trivial categories 
The empty category 0 divides every category, and the trivial monoid 1 divides 
every category but 0. A category S is called trivial if each of its horn-sets has at 
most one arrow. 
Lemma 3.1. Let S be a category. Then S < 1 iff S is trivial. 
Proof. Assume S < 1. Then (3.1) implies that the cardinality of each horn-set of S 
is no greater than one. Conversely, if each horn-set of S has at most one arrow, 
then the unique graph function S+ 1 is a faithful morphism. Therefore, S < 
I. ??
Therefore, up to equivalence, the only trivial categories are 0 and 1. There is a 
smallest non-trivial category, the category A, defined in Fig. 1. 
Proposition 3.2. 
A, -K 
b 
Fig. 1. The category A,. 
Let S be a category. Then 
S iff S is non-trivial . 
Proof. If A, divides S, then by 
Conversely, if S is non-trivial, 
Define the graph function 
cp:A,-+S, 
icp = c , tql = ct 
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(3.1)) S has a horn-set with more than one arrow. 
let s, t : c--+ c’ be distinct coterminal arrows of S. 
(objects) ; 
lip =l,, l,cp=l,, , acp =s, bq = t (arrows) . 
A routine calculation shows that cp is a faithful morphism, so A, -C S. 0 
Product and coproduct 
Let {S,: b E /3 > and { T,: b E p} be sets of categories indexed by a set p. The 
principal relationship between direct product and division is 
(3.2) If S, < T, for all b E fl, then 
n{s,: bEp}<n{T,: be@}. 
Since S is isomorphic to S x 1, it follows from (3.2) that 
(3.3) S-CSXT if TZO. 
The principal relationships between the coproduct and division are 
(3.4) S < S v T for any category T 
and 
(3.5) If S, < T for all b E /3, then 
V {S,: b E p} -C T . 
Statements (3.4) and (3.5) h s ow that the coproduct plays the role of least upper 
bound with respect to division. Further applying (3.4) and (3.5) yields 
(3.6) If S, -K T, for all b E p, then 
V {s,: b E p} -K v {T,: b E P} 
and ’ 
(3.7) svs-s. 
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Lastly, from (3.3) and (3.5) we obtain the following relationship between the 
coproduct and the product: 
(3.8) If each S, # 0 for all b E p, then 
Since a category is isomorphic to the coproduct of its connected components, we 
may conclude from (3.8) that 
(3.9) A category divides the product of its connected components. 
Monoids 
A finite monoid has at most a finite number of monoid divisors (up to 
equivalence). An intriguing feature of categories is that every non-trivial finite 
monoid has an unbounded number of finite category divisors. See [14]. 
It is important to remember that the object relation of a relational morphism is, 
in fact, a function. This means that when q : S <I T is given, then one obtains, by 
restriction, relational morphisms 
of local monoids. In the case of division, we can say 
(3.10) Let S -C T. Then each local monoid of S divides some local monoid of 
T. In particular, if S is a monoid, then S divides a local monoid of T. 
The power of division lies in the fact that categories may divide monoids. In 
fact, as the next construction shows, every category divides some monoid. 
Let S be a category. To each arrow s E S(c, c’), we associate a triple (c, s, c’). 
Let T denote the set of all such triples, along with a new symbol 0. T becomes a 
semigroup when equipped with the composition rule 
(c-, s, c2>(c3, s’, c,) = (c,, ss’, c4) if c2 = c3 , 
(Cl, ST c&3, s’, cq) = 0 if c, Z cg , 
Ot = 0 = t0 for all t E T. Let S,, denote the subsemigroup of T generated by the 
triples T - (0). The semigroup SCa is called the consolidation of S. 
Observe that if S is a monoid, then 0 does not belong to S,, , and S = S,, . On 
the other hand, if S has more than one. object, then 0 E S,, and So, is not a 
monoid. Also note that if S is the empty category, then S,, is the empty 
semigroup. Lastly, if S is finite, then so is SCd. 
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Any semigroup T can be converted into a monoid by adjoining an identity 
element. Let T’ = T U {l} , where 1 does not belong to T, and extend the 
multiplication by the rule tl = t = 1 t for all t E T’. Then define the monoid T ’ by 
T’=T if Tisamonoid, 
T ?? = T’ otherwise . 
The graph function S * S& that assigns each arrow s : c -+ c’ of S to the triple 
(c, s, c’) E SCd is easily seen to be faithful and to satisfy conditions (2.1)-(2.3). 
Therefore by Proposition 2.7, 
(3.11) Every (finite) category divides a (finite) monoid. In particular , 
The consolidation operation, which converts a category into a semigroup in a 
rather obvious way, does not respect division of categories. That is, if S < T, it 
does not follow that SL, -K 7’,&. For example, consider the case when S is a trivial 
category with more than one object and T = 1. Then S -C T, but S,, is larger than 
T Cd, which is 1. Thus the division S& < T& = 1 is impossible. For this reason, 
the consolidation of a category into a semigroup is, for the most part, to be 
avoided. Yet the consolidation operation has some uses, as will be seen in later 
sections, and cannot be eliminated from consideration. 
We investigate the relationship between Si, and Ti, when S < T. For any 
non-empty set Q, consider the trivial category with Q as the object set and with 
exactly one arrow per horn-set. Let B, denote the monoid obtained by consolidat- 
ing this category and adjoining an identity. Alternately, B, can be described by 
otherwise , 
where 0 is the zero element and 1 is the identity. 
Proposition 3.3. If q : S < M, where M is a monoid, then 9 induces a division 
VSCQ (MxB, 
where Q = Obj(S). 
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Proof. Define the relation cp’ : S& -+ M X B, by 
(c, s, of+ = sq x {(c, c’)} ) 14 = (1, 1) ) 0~’ = M x (0) . 
Verification that cp’ is a division is straightforward. Cl 
If S and T are categories and S < T, then this division may be composed with 
the division T -K T& of (3.11) to obtain S < T&. Applying Proposition 3.3 to this 
composite yields 
Corollary 3.4. If S -K T, then S& < TLd X BObj(S) . Cl 
Retract ordering of objects 
It is often the case that a category is equivalent to one of its subcategories. We 
introduce an ordering on the objects of a category which facilitates the identifica- 
tion of equivalent subcategories. 
Let S be a category, and let c, c’ E Obj(S). We say c is a retract of c’ if there 
exist arrows 
f: c+ c’ and h:c’-+c 
satisfying fh = 1,. Note that the retract ordering is reflexive and transitive. 
Proposition 3.5. Let S be a category, and let C, D C Obj(S). If every object in C is 
a retract of some object in D, then 
S(C) -c S(D). 
Proof. For each object c E C, we may select an object cq E D where c is a retract 
of cqo. This defines an object function 50 : C-+ D. For each object c E C, choose 
arrows 
f,:c--qJ and h,:cq+c 
satisfying f,h, = 1,. For each horn-set of S(C), define the horn-set function 
cp :Sk, c’>+ S(c<p, c’d , 
scp = h,sf,, . 
There results a graph relation <p : S(C) -+ S(D) that satisfies (2.1) and (2.2). The 
calculation f,(sq)h,, = s shows that q is faithful. 
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We show that 9 satisfies (2.3). Let s : c-+ c’ and s’ : c’-+ c” be consecutive 
arrows of S. Then 
stps’+~ = h,sf,.h,s’f,,f = hCsl,,s’fCf, = h&f,,, = (ss’)cp . 
Condition (2.3) being satisfied, Proposition 2.7 then implies the existence of a 
division 
S(C) -K S(D). ??
Corollary 3.6. Let S be a category, and let D C Obj(S). If every object of S is a 
retract of some object in D, then 
S(D)-S. 
Proof. Since S(D) is a subcategory of S, we have S(D) < S. The reverse division 
is provided by Proposition 3.5. 0 
Groupoids 
An arrow h : c-+ c’ of a category S is invertible if there exists an arrow 
h’ : c’-+ c such that hh’ = 1, and h’h = l,,. Such an arrow h’ is unique and can be 
written h-l. When an arrow h : c -+ c’ is invertible, the function 
cp:S(c)-%s(c’)) 
sip = h-lsh . 
is an isomorphism. Therefore, 
(3.12) If S has an invertible arrow c-+ c’, then S(c) = S(c’). 
A groupoid is a category in which every arrow is invertible. It follows directly 
that the local monoids of a groupoid are groups. 
Proposition 3.7. Let G be a connected groupoid. Then 
(a) Any two local groups of G are isomorphic, and 
(b) G is equivalent to any of its local groups. 
Proof. Since G is connected and G is a groupoid, there is an invertible arrow 
between any two objects of G. Therefore, (a) follows from (3.12). Furthermore, 
when there is an invertible arrow c+ c’, then c is a retract of c’. Therefore, if c0 is 
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any object of G, then every object of G is a retract of cO. Part (b) then follows 
from Corollary 3.6. Cl 
Divisional vs. natural equivalence 
Recall that we call two categories equivalent if they divide each other. For the 
purpose of this discussion, we will call this notion ‘divisional equivalence’. We 
compare divisional equivalence with the traditional equivalence of categories, 
which we dub ‘natural equivalence’. We will show that divisional equivalence 
includes, but is not the same as, natural equivalence. 
When categories S and T are naturally equivalent, there exist functors cp : S * T 
and + : T-+ S with q$~ naturally isomorphic to 1, and $q naturally isomorphic to 
1,. In particular, both cp and + must be faithful and full. Therefore, by 
Proposition 2.2, S -K T and T < S, and thus, S - T. 
Another property of natural equivalence is that if S and T are naturally 
equivalent, then their connected components are in l-l correspondence. There- 
fore, the categories 1 and 1 v 1 are not naturally equivalent. However, by (3.7)) 
1 - 1 v 1. Thus the two equivalences are not identical. Natural equivalence 
implies divisional equivalence, but the converse is false. 
Naturally equivalent monoids are isomorphic, for in this case a full and faithful 
functor is an isomorphism. Divisionally equivalent monoids are not, in general, 
isomorphic, as the following example shows: 
Example 3.8. Let G be the direct product of a countably infinite number of copies 
of Z, the group of integers under addition, and let H = Z2 x G. G and H are not 
isomorphic, because H has an element of order 2 and G does not. We show that 
G - H. On the one hand, the function 
( nl, n2, . . . , nk, . . . )q = (n,(mod 2), n2,. . . , nk . . . ) 
is a surjective morphism of groups. Therefore, H < G. On the other hand, the 
projection T : H* G establishes that G < H. Therefore, G and H are divisionally 
equivalent. 
Henceforth in this paper, the term equivalence shall mean ‘divisional 
equivalence’. 
4. The derived category of a morphism 
We now present the derived category construction, the raison d’etre for the 
generalization of monoids to categories. The derived category will establish an 
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intimate link between monoid morphisms and wreath product decompositions of 
monoids. 
Let cp : S <I T be a relational morphism of monoids (not categories). Recall that 
#q denotes the submonoid {(s, t): t E scp} of S X T. We associate with every 
t E Sq and every pair (s’, t’) E #q, a function 
(44 [t, (s’, t’)]: tq-‘+(tt’)q-l ) 
s[t, (s’, t’)] = ss’ * 
That ss’ E (tt’)q -’ follows from the calculation 
tt’ E scps’cp c (ss’)q . 
Therefore, the function [t, (s’, t’)] has domain tq-‘, range (tt’)q-‘, and acts by 
multiplying on the right by s’. Note that [t,(l, l)] is the identity function on the 
set tcp -l. 
If (s”, t”) E # cp, then the function [tt’, (s”, t”)] has domain (tt’)rp-’ and may be 
composed with (4.1). The result is the function 
[t, (s’s”, t’t’l)]: tcp-l+qtt’t”)cp-l . 
Therefore, the composition of these functions can then be described by 
(4.2) [t, (s’, t’)][tt’, (s”, t”)] = [t, (s’s”, t’t”)] . 
The underlying idea for the derived category of cp : S -4 T is that it be the 
subcategory of Sets and Functions having the sets tcp -I, t E Sq, as objects, and the 
functions (4.1) as arrows. However, we want these ‘object’ sets to be treated as 
mutually disjoint. If cp is a function, 
the case. It is for this reason that 
objects. 
We define the category D,, the 
q : S <I T, by 
Obj(&) = S+J , 
that condition is met; but, in general, it is not 
elements of T shall be used, instead, as the 
derived category of the relational morphism 
qt1, b) = {Pl, (ST 01: 6, t> E #<p, t,t = t2) 
with composition given by (4.2). Since (4.2) is function composition, associativity 
is satisfied. The identity arrow at object t is the function [t, (1, l)]. 
As an alternate notation, we will denote the arrow [t, (s’, t’)] of Dp(t, tt’) by 
[s’, t’] : t-+ tt’, or if the context is clear, by [s’, t’]. The arrow [s’, t’] is said to be 
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represented by (s’, t’) E # cp. In general, an arrow of D, may be represented by 
many elements of #4p. 
Since 1, E l,cp, the identity of T is always an object of D,. All arrows issuing 
from the object 1, have a unique representative, as the next lemma shows. 
Lemma 4.1. Let cp : S <I T be a relational morphism of monoids. Then 
(a) [I, (s, t)] = [I, (s’, t)] iff s = s’ , 
(b) D,(l) = lo-’ . 
Proof. (a) If [l, (s, t)] = [l, (s’, t)], then sOs = sOs’ for all s, E 1~~‘. Setting s, = 1 
yields s = s’. The converse is clear. 
(b) 140-l is clearly a submonoid of S, and the function 
8: 19-l+ D,(l) , 
sf3 = [L 6, 111 
is evidently a surjective morphism of monoids. In fact, because of (a), 8 is an 
isomorphism. cl 
Example 4.2. (a) Let S be any monoid, and let cp : S+ 1 be the unique morphism. 
Then Dq has one object, 1, so Dq is the monoid D,(l). Furthermore, S = 1~~‘. 
Therefore, it follows from Lemma 4.1(b) that 
(4.3) If cp : S-+ 1 is the unique morphism, then D, = S. 
(b) Let cp : S < T be a division of monoids. Since CJY is an injective relation, 
every subset tq-l of S, t E Obj(D,), is a singleton. Since there can be at most one 
function between singleton sets, each horn-set of D, has at most one arrow. We 
conclude, using Lemma 3.1, that 
(4.4) If cp:S< T, then D, <l. 
Proposition 4.3. Let q : G + H be a group morphism. Then D, is a connected 
groupoid, and 
Dv -ker cp. 
Proof. Each arrow [g, h] : h, -+ h, of Dq has the arrow [g-‘, h-l] : h,-+ h, as its 
inverse. Therefore, D, is a groupoid. Let h,, h, E G<p = Obj(D,). Then there 
exist elements g, , g, E G satisfying g, <p = h, and g2(p = h,. Therefore, D, has the 
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arrow [grlg,, h,‘h,]: hl-+ h,. We may conclude that D, is a connected 
groupoid. 
Since Dq is a connected groupoid, Proposition 3.7 implies that D, is equivalent 
to its local group D,(l). Applying Lemma 4.1(b), we have D,(l) = 19-l, the 
kernel of cp. Therefore, 
D, -kercp. Cl 
Let cp : S <I T be a relational morphism of monoids. An admissible factorization 
(a, W, p) of cp is any factorization of the form 
-1 
cp =a P? a:W--+S, /kW-+T, 
where W is a monoid, and Q! and p are morphisms. Note that cy must be 
surjective. The canonical factorization (‘ps , # cp, cpT), is an admissible factorization 
of 9. 
The derived category is often treated with the help of admissible factorizations. 
Given an admissible factorization (a!, W, p) of cp, we define an intermediate 
category WV and a quotient morphism q : W+, -+ D,. The category Wq is given by 
WWJ = S9 , 
W,(t, t’) = {w E w: t(w/3) = t’} , 
with composition that of W. The identity of W becomes the identity arrow at each 
object. The quotient morphism q : WV + D, has for object function the identity 
and for horn-set functions 
‘~1 w,(t, t’)+ D,(t, t’) , 
wrj = [WCC WP] * 
It follows easily that 7 is a quotient morphism and that for arrows w, w’ : t-+ t’ of 
W@ 
(4.5) WT = w’r] iff s( wcu) = s( w ‘QI) for all s E tcp -’ . 
The construction 7 : W, -j D, is called the representation of D, obtained from the 
factorization (cx, W, p ) . 
Representations are sometimes used when establishing a division D, -C V. First, 
given a convenient admissible factorization (cu, W, p), a relational morphism 
+!J :W, -4 V is established. Then, since the inverse of a quotient morphism is a 
relational morphism (actually, a division), the composition 
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q-$,5: D, -4 V 
defines a relational morphism. The second step is to show that q -l$ is a division, 
i.e., is injective on horn-sets of D,. The next topic illustrates this procedure. 
Proposition 4.4. In the commuting diagram of relational morphisms of monoids, 
assume that 8 is a morphism. Then 0 induces a division 
Proof. Let q : WV + D, be the representation of D, obtained from the canonical 
factorization of 50. The morphism 8 : T+ T’ of monoids induces a morphism of 
categories 
8’:W,-+ Dq’ ) 
to’ = to on objects , 
(s, t)f3’ = [t16, (s, to)] for (s, t) E Wq(tI, tz) . 
If t is an object of WV, then t E Sq. Therefore, t0 E SqPe = Sq’, so ttl is an object 
of Wq ,. Thus the object function of 8’ is well defined. Let (s, t) E Wq (t, , t2). Since 
t,t = t,, we have t, 8 t6 = t,8; and since t E sq, we have to E scpe = sq’. This 
information shows that the horn-set functions of 8’ are well defined. This 
established, the fact that 8 is a morphism follows easily. 
Now setting @ = r)-% results in a relational morphism 
&D,<I Dq,. 
Showing that &J is injective on horn-sets establishes the assertion. To do so, let 
($7 9, (s’, t’> E w,(t,, t2) an d suppose that (s, t)6’ = (s’, t’)8’, i.e., [tlO, (s, to)] = 
[tl& (s’, t’e)]. We must show that (s, t)q = (s’, t’)q. Let s, E tlcpel. Then since 
t, E t, 86 -l, we may write 
s1 E t,q-’ c t,ee-‘cp-’ = t,e((pe)-l = (t,e)‘PI-l . 
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The assumption [t16, (s, tf3)] = [tlO, (s’, t’e)], therefore, implies that s,s = s,s’. 
This in turn implies that [tl, (s, t)] = [tl, (s’, t’)], i.e., (s, t)q = (s’, t’)?. Therefore, 
@ is injective on horn-sets and 
As a dual result, we present 
Proposition 4.5. In the commuting diagram of relational morphisms of monoids, 
S’ 
assume that e is a division. Then 8 induces a division 
Proof. Let 77 : WV -+ D, be the representation of DV obtained from the canonical 
factorization of cp. The division 0 : S < St of monoids induces a relational mor- 
phism of categories 
to’ = t on objects , 
(s, t)W = {[tl, (s’, t)]: s’ E se} for (s, t) E W&, t2) . 
If t is an object of Wq , then t E S<p. Since cp = 6~ ‘, it follows that Sq = S&p’ c 
S’cp’. Therefore, t is an object of D,,. Thus the object function of 8’ is well 
defined. Let (s, t) be an arrow of WV. Then t E sq = s&p”, so there exists s’ E SO 
such that (s’, t) E # (o ‘. Therefore, (s, t)6’ # 0. Straightforward calculations now 
show that 8’ is a relational morphism. 
Setting 8 = q-l,‘, we obtain the relational morphism 
Showing that Q is injective on horn-sets will establish the assertion. To this end, let 
(s, 0, (s, t) E w,(t,, t2), and suppose there exist s’ E SO and s_’ E ~0 with 
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It must be shown that (s, t)q = (s, _t)q, that is, [tl, (s, t)] = [tl , (2, _t)]. This equality 
is established by showing that S,S = sls for all s1 E t, 9 - ‘. 
Let S, E t,q-l, and using the fact that cp = 8<p ‘, choose S; E S, 8 so that t, E s; cp ‘. 
Then 
s;sr E s, f3s6 c (SlS)6 
and 
However, since [tl, (s’, t)] = [tl, (s’, _t)] and S; E t,~p’-‘, we have S~S’ = sis’. 
Therefore, 
(sls)e n we + 0 
and since 8 is a division, this implies that s,s = sls. Therefore, (s, t)q = (2, _t)q, 
and 
The proof of our last proposition of this section is left for the reader. 
Proposition 4.6. Let (cy, W, p) be an admissible factorization for cp : S <I T. Then 
Dv is a quotient of D,. If (a, W, p) is the canonical factorization, then 
5. The Derived Category Theorem 
In this section we show how the derived category establishes an intimate link 
between relational morphisms of monoids and wreath product decompositions of 
monoids. We first review the wreath product. 
The wreath product has its origins in group theory, and it is closely related to 
semidirect products. If cp : G + H is a group morphism, then G can be embedded 
in the wreath product of ker q and H. Furthermore, the embedding has the 
property that the projection from the wreath product onto H, when restricted to 
G, is the original morphism 9. 
Let V and T be monoids. We will write V additively with identity 0, although 
commutivity for V is not assumed. By VT we mean the monoid of all functions 
from T to V equipped with coordinatewise multiplication. VT will also be denoted 
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additively; the identity is the function fO, whose value is always 0. V r is 
isomorphic to a direct product of card T copies of V. 
There is a natural left action of T on VT defined as follows: 
(5.1) TxVT+VT, 07 f)+f 7 4Kf) = (t,t)f - 
This action satisfies the conditions 
(5.2) ‘(f+f’)=‘f+‘f’, ‘(“f> = tt;, ) ‘f = f 7 ‘fo =&I 
for all t, t’ E T and f, f’ E VT. 
The wreath product Vo T of monoids V and T is the monoid with underlying set 
VT X T and product 
( f, t)( f’, t’) = ( f + ‘f’, tt’> - 
Conditions (5.2) guarantee that this product is associative and that Vo T is a 
monoid with identity ( fO, 1). Further, if both V and T are groups, then an easy 
calculation shows Vo T to be a group. 
The wreath product is also a product defined ‘for transformation monoids 
(tm’s). The monoid Vo T can be recognized as the action monoid of the wreath 
product of the tm’s (V, V) and (T, T). That is, the transformation monoid 
(V,V)o(T, T)=(Vx T,VoT) 
with action given by (uO, t,)(f, t) = (u,(t,f), tot). The wreath product of tm’s is 
an associative product; the monoid version is not associative, as can be seen by 
simply comparing cardinalities. However, this article deals strictly with monoids 
and categories; transformation monoids will not be used. 
We list below some well-known and easily verifiable facts. 
(5.3) loT=T and Vol=V. 
(5.4) Vx T<VoT. 
(5.5) IfV<V’andT<T’,thenVoT<V’oT’. 
Because the multiplication rule for the wreath product Vo T behaves as the 
direct product in the right-hand coordinate, the projection function 
rr: VT x T-+ T is a morphism 
n:VoT-+ T 
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Proposition 5.1. Let 7~ : Vo T -+ T be the projection morphism. Then 
D/VT. 
Proof. The function 
q:v’+ In-l, 
frl = (f? 1) 
is an isomorphism, and Lemma 4.1 showed that D, (1) = 17~ -l. Therefore we 
have VT < D,. We must show the opposite inequality, D, -C VT. 
Let W denote Vo T, and let Q( : IV-+ W be the identity morphism. Then 
(cu, W, r) is an admissible factorization for ?T. We will use the representation 
7 : IV, -+ D, obtained from this factorization. 
For each horn-set of IV,, define the function 
$: w,(t, t’)-+ VT )  
We will show that + : W, + VT is a morphism. Let (f, a) : t- t’ and 
( f ‘, a’) : t’ -+ t” be arrows in IV,. Then the composition of these arrows is the 
arrow (f, a)( f ‘, a’) = (f + “f ‘, aa’) : t-+ t”, and 
Kf, a>(f’, a’)lti = (f + “f ‘, aa’)* 
= ‘(f + “f’) 
= ‘f+‘“f’. 
But since (f, a) : t-+ t’, we have t’ = t( f, a) 7~ = ta. Therefore, 
Kf, a)(f ‘, a’>l+ = ‘f + ‘If’ = (f, a)+ + (f ‘, a’)* 
and (2.3) is satisfied. For (2.4), recall that the identity of Vo T, ( fo, l), plays the 
role of the identity arrow at each object of W,, and that 'f. = f. for all t E T. 
Therefore, ( fo, 1) II/ = ffo = fo, as required. 
Since Ic/ is a morphism, we may compose it with q-l to obtain the relational 
morphism 
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To complete the proof, we will show that q-‘$ is a division. Let (f, a) and 
(f’, a’) be arrows in WV(t, t’), and suppose that ( f, a) $ = (f’, a’)+, that is, 
‘f= ‘f’. Let (h, t) E trr-‘. Then 
(h, t)( f, a) = (h + ‘f, t’) = (h + ‘f’, t’) = (h, t)( f ‘, a’) . 
Therefore by (4.5), (f, a)~ = ( f ‘, a’)r], and each horn-set relation of r]-‘$ is 
injective. Hence D, -K VT and 
D,-VT. cl 
Let. S be a monoid. By a wreath product decomposition of S, we mean any 
division of the form 
0:S<VoT. 
Associated with any such decomposition is a relational morphism q = 19rr : S <I T, 
obtained by composing the division with the projection. It is natural to ask how 
D, is related to V. 
Proposition 4.3 showed that if 9 : G + H is a group morphism, then D, - 
ker cp. Also, by the remarks at the beginning of this section, there is a decomposi- 
tion of G 
0:G<(kercp)oH 
satisfying 8~ = 9. On the other hand, if N and H are groups, then the wreath 
product N 0 H is a group, and the projection morphism r : No H + H has for its 
kernel, not N, but NH. 
The previous remarks indicate the nature of the relationship between wreath 
product decompositions of monoids and the derived category of relational morph- 
ism of monoids. The exact relationship is the subject of the next theorem. 
Theorem 5.2 (Derived Category Theorem). (a) Let cp : S -4 T be a relational 
morphism of monoids, and let V be a monoid satisfying Dq < V. Then there is a 
division of monoids 
8:S<VoT 
satisfying e7c = cp. 
(b) Let 8 : S < Vo T be a division of monoids, and let cp = Or : S <I T be the 
associated relational morphism. Then 
D/VT. 
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Proof. (a) Let $ : D, -C V be the given division. 
the set of functions 
Note that Fts,t) is always 
Define the relation 
6:S+VoT, 
For each pair (s, t) E # 9, define 
E Obj(D, )> - 
7-P non-empty and that f0 t r( 1 .1j. 
Clearly, s6J # 0 for all s E S, and cp = 8~. We will show that 6 is a division. 
We first show that 8 is a relational morphism. 8 satisfies (2.1), (2.2), and, 
because (fO, 1) E 16, (2.4). To establish (2.3), let (f, t) E s6 and (f’, t’) E ~‘8, and 
consider the product (f, t)( f’, t’) = (f + ‘f, tt’). Now f E Z&) and f’ E Z&,), so 
for every t, E Obj(D,) we have 
t1(f + ‘f’> = 4f + Wf E PI, (ST t>l(c, + [t,t, (s’, t')l$ 
Therefore, f + ‘f’ E F+,,,tt,l and (f, t)( f’, t’) E (KS’)& 8 has been shown to satisfy 
(2.3), so 8 : S -4 Vo T. 
It remains to show that 8 is injective. Let (f, t) belong to both se and ~‘8. Then 
for each t, EObj(D,), tlf is an element of both [tl, (s, t)]@ and [tit (s’, t)]+. 
However, $ is injective on the horn-set D,(tl, t, t), so we conclude that 
[tl, (s, t)] = [tl, (s’, t)] for all t, E T . 
In particular, this equation holds when t, = 
so 8 is injective and 8 : S < Vo T. 
(b) Since 13 : S < Vo T, we may consider 
where cp = 8~. To this diagram we apply Proposition 4.5 to obtain D, -C D,. 
II Proposition 5.1 then yields the assertion. U 
1. Therefore by Lemma 4.1(a), s = s’, 
the diagram 
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Corollary 5.3. A relational morphism cp is a division iff D, is a trivial category. 
Proof. We have already shown in Example 4.2(b) that D, -C 1 if cp is a division. 
On the other hand, if D, < 1, then Theorem 5.2 says that 8 : S -K lo T, where 
cp = &T. However, since ‘IT : lo T-+ T is an isomorphism, the composition 07~ = cp 
is a division. 0 
6. Congruences, free categories, and generators 
In this section we discuss a variety of fundamental topics needed in the sequel. 
The first topic is category congruences. 
An equivalence relation = on a graph X consists of a family of set equivalence 
relations, one on each edge-set of X. Associated with the equivalence relation = 
are 
(6-l) The quotient graph X/s, whose objects are those of X and whose 
arrows are the equivalence classes of =, and 
(6.2) The quotient function p : X-, X/c, which is the identity on the 
objects and maps arrows x : c+ c’ into their equivalence classes 
[x]:c-+c’. 
A graph Y is called a quotient of X if Y is isomorphic to X/c for some 
equivalence relation = . 
A congruence on a category S is a graph equivalence relation = on S satisfying 
the rule 
s=t + asb = atb 
for all arrows a, b in S for which the composition asb is allowed. When = is a 
congruence, the quotient S/ E acquires a category structure with composition 
given by 
bl[tl = btl 
and the function p becomes a quotient morphism. Therefore, from Proposition 
2.4 we obtain 
(6.3) If = is a congruence on S, then Si = -K S. 
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If =I and sZ are congruences on a category S, we write = 1 C =* if s f 1 t implies 
s =.2 t for every pair of coterminal arrows s, t of S. 
Proposition 6.1. Let S be a category, and let = 1 and =2 be congruences on S with 
=I CE2. Let pi:S * S/zi be the quotient morphism induced by =i, i = 1,2. Then 
there exists a quotient morphism 0 : SI =I -+ Sir, satisfying 
Consequently, S/z2 < S/E, . 
Proof. Let [sli denote the equivalence class containing the arrow s, defined by pi, 
i= 1,2. Since =-I Cs2, we have [sll c [s], for each arrow in S. Define 
e:Sl=,-+Sl=, by 
ce = c on objects , 
[slIO = [s], on arrows . 
8 is clearly a quotient morphism that satisfies p2 = p18. Cl 
Associated with every category morphism 9 : S + T is a congruence =:rp on S 
defined by the rule s =V t iff s and t are coterminal and scp = tcp. For notational 
convenience, we will usually write the quotient category associated with =V by 
S/q rather than S/E~. Given the morphism 50 : S-+ T, there results a factorization 
(6.4) 
where ‘pl is the quotient morphism, and (p2 is given by 
92 = 50 on objects , 
bl92 = w on arrows . 
Note that 4p2 is injective on each horn-set of S/q. Thus from (6.3) and Proposition 
2.2 we obtain 
Proposition 6.2. Let 9 : S+ T be a morphism. Then 
S/q < S and S/q < T. 0 
Proposition 6.3. Let p : S * T be a morphism, and let = be a congruence on S 
satisfying f C_ = cp . Then q factors uniquely through St=. That is, there exists a 
unique morphism 
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8:S/=-+ T 
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satisfying cp = p0, where p : S+ Sl= is the quotient morphism. 
Proof. Let q = ‘pl (p2 be the factorization of cp provided by (6.4). Then 
is the quotient morphism defined by the congruence =+, . Since = C s9, Proposi- 
tion 6.1 provides a quotient morphism $ : S/ = * S/p satisfying ‘pl = p$. Letting 
8 = $(p;?, we obtain q = ~8. 
If 8’ : S/ = -+ T is a morphism satisfying cp = p8’, then ptI = ~8’. However, p is a 
quotient morphism and hence, its object function and its horn-set functions are all 
surjective. It follows that 8 = 8 ‘. Thus, 8 is unique. Cl 
The next topic is the free category over a graph X. A path in a graph X is a 
sequence x1 . . . x, , n 2 1, of consecutive edges of X. That is, x1 . . . x, is a path 
if 
x1 *2 X,-l Xrl 
co----+ Cl - * .“C,_,-c n - 
The path p = x1 . . . x, will be denoted by the diagram p : co --+ c, and is said to 
have length n. If c,, = c, , then p is called a loop. 
Ifp=x,... x, and q = y1 . . . y, are consecutive paths in X, that is, p : c-+ c’ 
a.nd q : c’* c”, then p and q may be concatenated to obtain a path 
pq = x1 . . . x,y, . . . y, : c+ c”, 
To the collection of paths in X is added an empty path 1, : c-+ c for each object 
c E Obj(X). The length of each empty path is zero, and the concatenation rule is 
extended to these paths by the rules 
pl, =p and 1,q = q 
for all paths p:c’+c and q:c-+c”. 
The free category over X, denoted X”, is defined by 
Obj(X*) = Obj(X) , 
X*(c, c’) = {p : c+ c’: p a path in X} 
with composition given by concatenation, as defined above. The empty paths play 
the role of the identity arrows. When X is a set, i.e., when X is a graph with one 
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object, all edges are consecutive. In this case, X* has one object and is the free 
monoid over X. 
Each edge of X may be treated as a path of length 1. Associated with X* is the 
graph embedding i,. - X+ X*, which is the identity on Obj(X) and maps each 
edge of X to the corresponding path of length 1 in X”. 
Let X be a graph and S be a category. Then a morphism cp : X*+ S is 
completely specified by its object function and its values on the edges of X. In 
other words, 9 is completely defined by the graph function f = i,cp : X-+ S. In 
fact, any graph function f : X * S determines a morphism cp : X* + S by the rules 
cq = cf on objects , l,gc=Lp (q...qJ(P=-qf . ..X.f, 
and q is the only morphism that satisfies f = ixq. Thus X* has the expected ‘free’ 
property. 
The following lifting properties will prove useful: 
Proposition 6.4. Let X be a graph and let q : T+ S be a quotient morphism of 
categories. If cp : X* -+ S is a morphism, then there exists a morphism $ : X* + T 
such that 9 = $7. In other words, the following diagram commutes : 
Proof. Since 7 is a bijection on objects of T, we may define the object function 
+:Obj(X)-+Obj(T) by c+= ~qq-~. For each edge x : c-+ c’ of X, choose x+ to 
be some arrow t E T(clc/, c’$) satisfying tr] = xtp. This is possible because q is 
surjective on horn-sets. A direct calculation shows that cp = $7. Cl 
Proposition 6.5. Let X be a graph and let cp : X” -+ S be a morphism. If S < T, 
then there exists a morphism 
that satisfies =+ 2 =cp. 
Proof. This proof uses the characterization of division found in Proposition 2.5. 
Since S -C T, we may assume there exists a category W and morphisms 
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cY:w--)s, ,G:W+T, 
where (X is a quotient morphism and p is a faithful morphism. Applying 
Proposition 6.4 to LY yields a morphism 8 : X* -+ W satisfying cp = 19cu. It follows 
that =e c= . Let $ = 6p. Since /? is a faithful morphism, it follows easily that 
E * = co. Therefore = # c =cp, as required. 0 
Free categories can be finite. Call a graph X loop-free if X has no loops of 
positive length. If X is finite and loop-free, then there can be no path in X longer 
than card Obj(X), for otherwise X would have a loop of positive length. We 
conclude 
(6.5) The free category X* is finite iff X is a finite loop-free graph. 
The only finite free monoid is 1 = Ib*. The smallest non-trivial category, A,, 
defined in Fig. 1, is the free category over the finite, loop-free graph obtained 
from A, by removing its identity arrows. 
The last topic in this section is the notion of a generating graph of a category. A 
graph X generates a category S if S is a quotient of X*. A category is finitely 
generated if it is generated by a finite graph. 
The empty category 0 is generated by the empty graph, 0. The smallest monoid 
1 is generated by the empty set Ib (one object, no arrows). The free category X* is 
generated by X. A category S is always generated by the subgraph obtained from 
S by removing the identity arrows. 
If a category S is generated by a graph X, then there is a bijection 
Obj(X)-+Obj(S). It follows that if S is finitely generated, then Obj(S) is finite. 
The horn-sets of S, of course, need not be finite. On the other hand, if S divides a 
finite category T, then by (3.1)) the horn-sets of S are finite. We conclude 
(6.6) If S is finitely generated and S < T, where T is finite, then S is finite. 
Let S be a category, and let X be a subgraph of S. Among the subcategories of 
S that contain X there is a smallest, obtained by intersection. This smallest 
subcategory of S containing X is called the subcategory of S generated by X. This 
definition is justified by the next proposition. 
Proposition 6.6. Let X be a subgraph of a category S. If no proper subcategory of S 
contains X, then X generates S. 
Proof. Let f : X --+ S be the inclusion function, and let q : X” -+ S be the unique 
morphism satisfying i, f = cp. Let W be the image of cp; that is, let W be the 
subgraph of S given by 
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Obj(W) = {cy~: c E Obj(X)} , 
W(cq, c’q) = { ucp: u E X”(c, c’)} . 
Since f : X+ S is the inclusion, the object function of cp is injective. Because of 
this, it is an easy exercise to show that W is a subcategory of S. But X is clearly a 
subgraph of W, so we must conclude that S = W. Therefore, the object function of 
cp is bijective and the horn-set functions are surjective. That is, 9 is a quotient 
morphism. 0 
7. Locally trivial categories 
A category S is called locally trivial when its local monoids are trivial. That is, S 
is locally trivial if S(c) = (1,) for each object c E Obj(S). The family of locally 
trivial categories plays an important role in the theory to follow in this article. 
Trivial categories are, of course, locally trivial. Divisors and products of locally 
trivial categories are easily seen to be locally trivial. The smallest non-trivial 
category A,, defined in Fig. 1, is locally trivial. The goal of this section is to show 
that every locally trivial category divides a direct product of copies of A,, and if 
the category is finite, a finite product suffices. Let Arr(X) denote the set of 
arrows of a graph X. 
Theorem 7.1. Let S be a locally trivial category. Then 
S<I1(A,: bEp} 
where /? = Obj(S) x Arr(S). 
The proof of the theorem will proceed via a sequence of propositions. We first 
treat an important class of locally trivial categories, called loop-free categories. A 
category S is loop-free if S is generated by a loop-free graph. If X is a loop-free 
graph, then the free category X* is locally trivial. It follows that every loop-free 
category is locally trivial. 
For each set X, we introduce a loop-free category A,, defined in Fig. 2. Thus 
A, is a category with two objects {i, t}, trivial local monoids, and horn-sets 
A,& t) = X and A,(t, i) = fl . 
The composition rules are those forced by the identity arrows; namely, lix = x = 
xl,, for all x E A,(i, t). The category A, is an instance of A,, when card X = 2. 
Note that A, is free over the loop-free graph obtained from A, by removing the 
identity arrows. 
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Fig. 2. The category A,. 
Lemma 7.2. Let X be a set. Then 
Proof. Let W denote II{A,: x E X}. We will treat each object c E Obj(W) as a 
function on X with xc E {i, t}. Similarly, we will treat each arrow w : c -+ c’ of W 
as a function on X with xw E A,(xc, xc’). We define an embedding cp : Ax-$ W. 
The object function is given by 
9 : Obj(A,)+ Obj(W) , 
x(icp) = i , x(tcp) = t . 
The horn-set functions on the local monoids map identities to identities. The 
remaining horn-set function is given by 
cp :A,(i, t)-+ W(k tq) , 
x(x’q)=a ifx=x’, 
x(x’q)= b ifx#x’. 
Since q is a faithful morphism, the assertion is established. 0 
Let X be a graph, and let c, c’ E Obj(X). We write 
(7.1) c> c’ 
if there exists a path p : c- c’ in X. Clearly, 1 is reflexive and transitive. We 
write c > c’ if c L c’ but c’ 2 c is false. Note that in the ‘case when X = S is a 
category, we have 
czc’ iff S(c,c’)#fl. 
It should be observed that if a category S is generated by a graph X, then the 
inequality (7.1) for S and X coincide. 
Lemma 7.3. Let S be a locally trivial category. Then S is loop-free if and only if 
the inequality (7.1) for S is a partial order. 
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Proof. Assume S is generated by a loop-free graph X. Then it suffices to show 
that L is a partial order for X. If c I c’ and c’ 2 c, then X has paths u : c--+ c’ and 
u : c’ -+ c. Consequently, uu : c- c is a loop and uu = 1,. It must follow that u is a 
trivial path and c = c’. 
Conversely, assume (7.1) for S is a partial order, and let X be the graph 
obtained from S by removing its identity arrows. Then, since S is locally trivial, no 
edge of X is a loop. That is, if x : c --+ c ’ is an edge of X, then c # c ‘. Since L is a 
partial order, we conclude that c > c’ for each edge x : c -+ c’ of X. Consequently, 
if p : c-+ c’ is a path of positive length in X, then c > c’. Therefore, p cannot be a 
loop, and X is loop-free. But X generates S, so S is loop-free. 0 
We are now in a position to prove a special case of Theorem 7.1. 
Proposition 7.4. Let S be a loop-free category. Then 
S<n{A,: bEp} 
where 6 = Obj(S) X Arr(S). 
Proof. Let X be the graph obtained from S by removing its identity arrows. Then 
S < X* and Obj(X) x Arr(X) C p. Using Lemma 7.2 and setting E = Arr(X), we 
may establish the assertion by proving 
(7.2) X*<n{A,: cEObj(X)}. 
We first set some notation. Let C = Obj(X) and let T denote the category 
17 {A,: c E C}. We shall treat each object d E Obj(T) as a function on C with 
cd E Obj(A,) = {i, t} for each c E C. Similarly, each arrow t : d + d’ of T shall be 
treated as a function on C with ct E A,(cd, cd’) for each c 6.~ C. 
TO establish (7.2), it suffices to construct a faithful morphism rp :X* --+ T. 
Define the object function of 9 by 
C(CqO)=i if c2c, 
~(ccp) = t otherwise , 
for each c E Obj(X). For each edge x: c-+ c’ of X, define the arrow xtp : ctp- c’<p 
of T by 
c(w) = li if czc and c’rc, 
&p) = x: c- c’ if czc, but c’~c is false, 
Categories as algebras 125 
c(w4 = 1, if c>c and c ’ 2 c are false . 
Since c 2 c’, these three cases cover all the possibilities. 
Let x : c -+ c’ be an edge of X. Since X is loop-free, Lemma 7.3 implies that 
c > c’. It follows from the definition of p that 
4w> = x for each edge x : c -+ c’ in X . 
Letp=x,...x,, n 2 1, be a path in X* with xi : ci + c~+~. Consider integers k 
and j, with 1 I k, j 5 ~1. If k > j, then both ci 2 ck and c~+~ 2 ck hold, and if k < j, 
then both ci 2 ck and Cj+l 2 ck are false. Applying this analysis to the definition of 
q yields the equation 
c&d = li ifk>j, 
',('jcP) = ‘k ifk=j, 
'k('j'P) = ‘t ifk<j. 
Since p40 = x, cp . . . x,(p, we have 
U-3) c/Jp(p) = C/JX@) . . . c,(x,cp) = li . . . 1,x,1, . . . 1, 
=X k:CPCk+l 
for each k = 1, . . . , n. 
Now let u and u be distinct coterminal paths of X. Since X” is locally trivial, we 
may assume that both u and v are paths of positive length. Because u and u are 
distinct and issue from the same object, there exists factorizations u = wxu, and 
v = wx’r+, with w, ui, u, E X” and x, x’ distinct edges of X. The edges x and x’ 
start at the same object, say c. It follows from (7.3) that c(uq) = x # x’ = c(ucp). 
Therefore, cp is faithful and (7.2) is established. 0 
The inequality (7.1) has importance beyond its use in the proof of the last 
proposition. Since L is a preorder, it defines an equivalence relation - on 
Obj(X), called the bonded equivalence relation, and induces a partial order on 
the equivalence classes, also denoted by 2. Objects of X are bonded if they 
belong to the same equivalence class. In the case of a category S, c - c’ iff both 
horn-sets S(c, c’) and S(c’, c) are non-empty. 
A graph is bonded if all its objects are mutually bonded, that is, the graph has 
only one bonded equivalence class. A bonded component of X is a subgraph of X 
that is bonded and is maximal with respect to this property. It follows, therefore, 
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that a bonded component of X is a full subgraph of the form X(C), where C is a 
bonded equivalence class of objects of X. 
We now show that every locally trivial category S is equivalent to a subcategory 
of S that is loop-free. This fact follows from a more general result about 
categories whose local monoids are groups. 
Proposition 7.5. If S is a category whose local monoids are groups, then 
(a) The bonded components of S are connected groupoids, and 
(b) S is equivalent to any full subcategory of S obtained by selecting one object 
from each bonded component of S. 
Proof. (a) Let S’ be a bonded component of S. Let f : c- c’ be an arrow in S’. We 
will show that f is invertible. Since c and c’ are bonded, there must exist an arrow 
g : c’ + c. The composite fg belongs to the group S(c), so we may speak of its 
inverse ( fg)-’ in S(c). Set h = g( fg)-‘. Then fh is the identity of the group S(c). 
A group has only one idempotent, its identity. However, the identity arrow 1, is 
an idempotent, so we may deduce that fh = 1,. 
We must show that hf = l,,. Note that hfhf = hl, f = hf, so hf is idempotent 
and hf E S(c’). But, as noted above, a group has only one idempotent, its 
identity. Therefore, hf = l,, , and f is invertible. Therefore, S’ is a groupoid, and 
it is certainly connected. 
(b) Every object of a connected groupoid is a retract of any other. If D is a set 
of objects of S with one member from each bonded component, then every object 
of S is a retract of some member of D. The assertion then follows from Corollary 
3.6. 0 
We may apply Proposition 7.5 to locally trivial categories. A locally trivial 
connected groupoid is a trivial category. The subcategory specified in Proposition 
7.5(b) has one object per bonded component. In other words, the inequality L is 
a partial order. Lemma 7.3 says that locally trivial categories of that type are 
loop-free. In summary, 
Corollary 7.6. Let S be a locally trivial category. Then the bonded components of 
S are trivial categories, and S is equivalent to a loop-free subcategory of S. 0 
Proof of Theorem 7.1. The assertion of Theorem 7.1 is that if S is a locally trivial 
category, then 
S<n{A,: bEp} 
where p = Obj(S) X Arr(S). Proposition 7.4 has already established the result for 
loop-free categories. But by Corollary 7.6, any locally trivial category S divides 
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a loop-free subcategory T of S. Since Obj( T) X Arr( T) is a subset of Obj(S) x 
Arr(S), the assertion follows. ??
Let X be a graph. An edge t : c-+ d is a transition edge if c > d. A transition 
edge t : c+ d can occur at most once in any path in X, for otherwise the condition 
c > d would be violated. No transition edges can occur in a loop in X. 
Every path w E X* evidently has a unique factorization 
(7.4) w = Ll&.L, . . . tnu, ) n20, 
where each uk : ck+ d, is a path in a bonded component of X, and each 
t, : d,_, -+ ck is a transition edge of X. The factorization (7.4) is called the bonded 
normal form of w : co 3 d,. Note that in the bonded normal form, we have the 
object relationship 
(7.5) c, - d, > c1 - d, >. . . > c, - d, . 
For each path w in X, let wr denote the set of transition edges traversed by w. 
For example, w7 = {tl, . . . , t,} for the path (7.4). Define the equivalence 
relation z7 on X* by 
WETW’ iff wr= w’.r. 
Proposition 7.7 (a) The equivalence relation z7 is a congruence on X” , and X” I =T 
is locally trivial. If X is finite, then so is X” I = f. 
(b) Let = be a congruence on X* with X” I = locally trivial. Then =7 5 =. 
Proof, (a) The relation =7 is easily seen to be a congruence. Since WT = 91 for each 
loop w in X, the category X* / c7 must be locally trivial. If X is finite, there are 
only finitely many different subsets of transition edges on X. Consequently, there 
are only finitely many s7 equivalence classes in each horn-set of X”, and X* / sT is 
finite. 
(b) Let w and w ’ be coterminal paths with wr = w ‘7, and let 
(7.6) w = uot,u, . . . t,u n 
be the bonded normal form for w. Since w7 = ~‘7, the bonded normal form for w’ 
must have the form 
(7.7) w’ = u&q . . . tnv, . 
In other words, the transition edges {t,, . . . , t,} must occur in the same order in 
both w and w’. For otherwise, the object relationship (7.5) would be violated. 
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Thus for each k = 0, . . . , rz, the paths uk and uk are coterminal and belong to a 
bonded component of X*. Since, by Corollary 7.6, the bonded components of a 
locally trivial category are trivial categories, we see that 
uk=vk, k=O,. . . ,n. 
It follows from (7.6) and (7.7) that w = w’. Cl 
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Part B. Varieties of categories 
8. Varieties 
A variety of monoids is a collection of monoids V satisfying 
The direct product of any set of monoids in V belongs to V; 
(82a) If M E V and N is a submonoid of M, then N E V; 
(82b) If M E V and N is a morphic image of M, then N E V. 
Conditions (8.2a) and (82b), however, are equivalent to the single condition 
(8.2) IfMEVandN<M,thenNEV. 
Therefore, a variety of monoids is a collection of monoids closed under direct 
products and division. 
Because the product of an empty family of sets is a singleton set, every variety 
contains the one-element monoid 1. The smallest variety of monoids, therefore, is 
the singleton family { 1). If X is a collection of monoids, then the variety generated 
by X is the smallest variety containing X. Such a smallest variety exists because 
the intersection of a collection of varieties is again a variety. 
Categories admit the operations of product and division. It is natural, there- 
fore, to speak of a variety of categories. A variety of categories is a family V of 
categories satisfying the following two conditions: 
W) The direct product of any set of categories in V belongs to V; 
(8.4) If S E V and 7’ < S, then T E V. 
When X is a collection of categories, then the variety generated by X, denoted 
(X), is the smallest variety of categories containing X. Clearly, S E (X) iff S 
divides a product of members of X. 
Category varieties are also closed under the coproduct operation; indeed, (3.8) 
states that V (s,: b E p} <lZ{S,: b E /3} for any set {S,: b E p} of non-empty 
categories. Therefore, 
(8.5) The coproduct of any set of categories in V belongs to V. 
Since a category is isomorphic to the coproduct of its connected components, we 
may deduce that 
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(8.6) A variety of categories is generated by its connected members. 
The product of an empty family of graphs is a singleton set (one object, one 
arrow). Therefore, every category variety contains the one-element monoid 1, 
and the variety generated by 1 is the smallest variety of categories. By Lemma 
3.1, this variety is the collection of all trivial categories. We denote this variety by 
l,, and call it the trivial variety. Note that all trivial categories, excepting the 
empty category, are equivalent to 1. Therefore, up to equivalence, we may write 
1, = (0, l}. 
The trivial variety 1, is an example of an important class of category varieties: 
varieties generated by monoids. Let V be a variety of monoids. We denote by Vc 
the category variety generated by V. A category S belongs to Vc if S < M for some 
monoid M E V. 
As an example of varieties generated by monoids, consider the variety of all 
categories, Cat. From the consolidation operation (3.11)) we know that every 
category divides some monoid. Therefore, 
Cat = Mon, 
where Mon is the variety of all monoids. 
The collection of all locally trivial categories, denoted el, is an example of a 
variety that is not generated by monoids. The monoids in 4’1 must be trivial, but 
0 contains non-trivial members, most notably the category A,, defined in Fig. 1. 
The next theorem shows, among other things, that 41 is the next smallest variety 
after 1,. 
Theorem 8.1. Let 43 be the variety of all locally trivial categories. 
(a) el = (A*) . 
(b) Let 
(c) Let 
Then 
Proof. (a) 
W be a variety of categories. Then 
elcW iff W#l,. 
V and V’ be non-trivial varieties of monoids satisfying V 17 V ’ = (1). 
ei = vc n v; . 
Follows from Theorem 7.1, which showed that every locally trivial 
category divides a product of copies of A,. 
(b) If W # 1, then W has a non-trivial member. Since A, divides every 
non-trivial category (Proposition 3.2)) it follows from (a) that 4?1 C W. The 
converse follows from the fact that 42 # 1,. 
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(c) The inclusion 
follows from (b). Conversely, if S is a category that belongs to both Vc and VA, 
then each local monoid of S belongs to V n V’ = { 1). In other words, S E 4’1. 0 
Let V and W be varieties of monoids. Then Vo W, the wreath product of V and 
W is defined to be the variety of monoids generated by the family 
(8.7) {VoW:VEVand WEW}. 
Because of the easily verified inclusion 
(VlOw,) x (v,“w,>-+(vl x Kd”(w, x 4) 7 
membership in Vo W can be characterized by 
(8.8) SEVoW iff S<VoWfor some VEVand WEW. 
The central problem motivating the work of this paper is the question of 
determining membership in monoid varieties of the form Vo W. In practice, the 
problem is usually stated as follows: 
(8.9) Problem: Let S be a monoid and let W be a variety of monoids. For 
each monoid variety V, determine whether or not S E Vo W. 
A satisfactory solution to (8.9) is one that is expressed relative to membership in 
V and W. The next theorem converts this problem into a category problem. This 
theorem applies the Derived Category Theorem (Theorem 5.2) to the variety 
setting. ’ 
Theorem 8.2. Let V and W be varieties of monoids. Then 
SEVOW 
iff there exists a relational morphism q : S <I T satisfying 
D,EV, and TEW. 
Proof. Let S E Vo W. Then by (8.8) there exists a division 
O:S-=cVoT 
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where V E V and T E W. Let cp = &r be the relational morphism obtained by 
projecting onto T. Theorem 5.2(b) then states that D, -K V ‘. But VT is a direct 
product of copies of V, and therefore VT E V. Consequently, D, E Vc, and cp 
satisfies the requirements of the assertion. 
Conversely, let cp :.S <I T be given with D, E Vc and T E W. Then D+, -C V for 
some V E V. Theorem 5.2(a) then yields a division S < Vo T. Therefore 
SEVOW. cl 
Theorems 8.1 and 8.2 combine to provide the following useful solution to (8.9) : 
Proposition 8.3. Let S be a monoid and let W be a variety of monoids. Then the 
following statements are equivalent: 
(i) There exists a relational morphism 9 : S <I T with D, E (1 and T E W; 
(ii) S E Vo W for every non-trivial variety V of monoids; 
(iii) S E VI 0 W and S E V2 0 W for some varieties VI, V2 with VI f~ V2 = {l} . 
Proof. (i) 3 (ii). Let V be a non-trivial variety of monoids. Theorem 8.1(b) 
implies that 4’1 C Vc. Therefore, D, E Vc, and Theorem 8.2 asserts that S E Vo W. 
(ii) 3 (iii). Among the non-trivial vaieties of monoids, there are pairs that 
intersect trivially. For instance, let VI be defined by x2 = 1 and let V2 be defined’by 
x2 = x. 
(iii) 3 (i). For each i = 1,2, Theorem 8.2 states that there exists a relational 
morphism 
satisfying Di E (Vi)= and Ti E W, where Di denotes the derived category of ‘pi. 
Define the relational morphism 
9 : S -4 T, x T2 , 
and let “i : T, X T2 * Ti be the projection. Then for each i = 1,2, we have 
qi = qmi, and we may apply Proposition 4.4 to the diagram 
_;i/ \ 
1 2 Ti 
?T. 
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to obtain D, < Di. Since Di E (V;:)C, we obtain Dp E (q), for each i = 1,2. But 
VI f~ V’ = {l} , so Theorem 8.1(c) implies that D’p E el. Since T, x T, E W, the 
assertion is established. ??
Theorem 8.2 reduces the problem of membership in Vo W to the existence of 
relational morphisms into W with derived categories belonging to Vc. Therefore, 
it is natural to transfer our interest to the following category problem: 
(8.10) Problem: Let S be a category and let V be a variety of monoids. 
Determine whether or not S belongs to Vc. 
A satisfactory solution to (8.10) is one expressed in terms of membership in V. 
The consolidation operation, discussed in Section 3, provides a solution to 
(8.10) in certain cases. On the one hand, since S -C Si,, we have 
(8.11) S&V 3 SW,. 
However, the converse holds only if V has a certain &element monoid, named 
B,, as a member. 
Recall from Section 3 the definition of the monoid B,, where Q is a set. The 
monoid B, is B, when card& = 2. Therefore, B, is obtained by consolidating the 
trivial category with two objects and exactly one arrow per horn-set, and then 
adjoining an identity. B, can be alternately described as the monoid of all partial 
injective functions on two letters excluding the permutation that interchanges the 
letters. 
Proposition 8.4. Let S be a category and let V be a variety of monoids. If either 
B2 -K S or B, E V, then 
s EV, iff s;, E v . 
Proof. Let S E Vc. If B, -C S, then B, divides some monoid in V. But B, is a 
monoid, so it follows that B, E V. Therefore, B, E V under either of the assump- 
tions. Let Q be any set. By coding Q as a product of a two element set, it follows 
easily that B, divides a direct product of cardQ copies of B,. Therefore, B, E V 
for any set Q. 
Since S E Vc, S divides A4 for some monoid M E V. Proposition 3.3 then 
provides a division 
But both M and BObj(Sf belong to V, SO S& E V. 
Statement (8.11) is the required converse. ??
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Another approach to solving (8.10) involves studying the local structure of the 
category S. If S E Vc , then each local monoid of S must belong to V. The 
converse, however, is false. For example, the local monoids of A, are trivial, but 
A, does not belong to 1,. 
Let V be a variety of monoids. The variety W = Vc is the smallest category 
variety satisfying 
(8.12) WnMon=V. 
On the other hand, consider the collection of all categories whose 
belong to V. This collection forms a variety, denoted 437. That is, 
local monoids 
N= {S E Cat: S(c) E V for all c E Obj(S)} . 
OJ is clearly the largest variety satisfying (8.12). It follows directly that 
(8.13) Vc C W G i?V iff W satisfies (8.12) . 
A variety V of monoids is called local if Vc = 4?V. In other words, V is local iff 
there is a unique solution to (8.12). When V = {l} , there are two solutions to 
(8.12), W = 1, and W = el. Therefore, V= {l} is not local. V= Mon, on the other 
hand, is local, because 
4?Mon c Cat = Mon, . 
More examples, both local and non-local, will be discussed in Section 12. 
When a variety V is known to be local, problem (8.10) has an easy solution. 
For if each local monoid of S belongs to V, then S E 07. But when V is local, we 
have eV= Vc. This proves 
Proposition 8.5. Let S be a category and let V be a variety of monoids. If V is 
local, then 
SE& iff {S(c): cEObj(S)}CV. 0 
The work that follows deals with finding general descriptions of varieties of the 
form Vc. This work, in turn, helps to identify local varieties of monoids. 
9. Laws and varieties 
Birkhoff [l] showed that every variety of monoids (in fact, any algebra) is 
completely specified by the equations its members satisfy. Once it is understood 
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what replaces equations in the category setting, Birkhoff’s theorem extends to 
varieties of categories. These concepts are developed here and in the next section. 
A Eaw (X; u = u) consists of a non-empty graph X and a pair of coterminal 
paths u and u in X. A category S satisfies the law (X; u = U) if every morphism of 
the form 
cp:X”-+S 
satisfies uq = vcp. 
Proposition 9.1. If every category in a set {S,: b E p} satisfies a law L, then the 
product II{ S, : b E p} satisfies L.. 
Proof. Let L = (X; u = v), and let 
qx*+fl{S,: bEp} 
be a morphism. Let 7~~: II {S,: b E p)+ S, be the ‘bth’ projection. Then 
cp~~ : X* --+ S, is a morphism, and since S, satisfies L, we have ~97~~ = ug7rb for all 
b E /3. Consequently, uq = vcp, and II{&: b E p} satisfies L. 0 
Proposition 9.2. Let S satisfy a law L. If T -K S, then T satisfies L. 
Proof. Let L = (X; u = u), and let cp : X* -+ T be a morphism. Then by the lifting 
property, Proposition 6.5, there exists a morphism 
*:x*--d 
satisfying = JI c = cp. Since S satisfies L, we have U$I = U$I, i.e., u =+ v. Con- 
sequently, u = cp u, and T satisfies L. 0 
Let L be a collection of laws. We say that S satisfies L if S satisfies every law in 
L. Let 
V(L) = {S E Cat: S satisfies L} . 
Proposition 9.3. Let L be a collection of laws. Then V(L) is a variety of categories. 
Proof. Let L = {L,: b E p}. Then 
V(L) = n {V(L,): b E p} . 
Since the intersection of a family of varieties is a variety, it suffices to show that 
each V(L,) is a variety. Propositions 9.1 and 9.2 do just that. 0 
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A variety V is defined by a collection of laws t if V= V(L). We will show that 
every variety is defined by laws. In preparation, it is shown that varieties of 
categories have free members. 
Let X be a graph, and let Cg, denote the set of all congruences on X*. Given a 
variety V, we consider the subset of congruences 
Cg,(V) = {p E cg,: x*/p E V) . 
Define the congruence =V on X* by 
(9-l) U=vV iff u p v for all p E Cg,(V) . 
Proposition 9.4. Let X be a graph, let p be a congruence on X*, and let V be a 
variety. Then 
pECg,(V) iff =&P. 
In particular, y is the unique minimal member of Cg,(V). 
Proof. Clearly GV is a congruence and sV c p for each congruence p in Cg,(V). 
For the converse, it suffices to show that eV E Cg,(V). For then, if zV c p, it 
follows from Proposition 6.1 that X* lp -K X* /y E V. Therefore, p E Cg,(V). 
Define a morphism 
*:X**fl{X*lp: pECg,(V)}, 
p(c$) = c for each c E Obj(X) , 
p(u$) = [u],, for each path u in X , 
where [u], is the equivalence class of p containing the path u. From the definition 
of fv, it follows that zti = Go. By Proposition 6.2 
x* f 51, -=c II (x* lp: p E Cgx(V)} . 
Note that the product Il {X* ip: p E CgJV)} is a member of V. Therefore, 
x*/s, = X* l$ E V and =V E Cg,(V). ??
If cp :X* --) S is a morphism, then by Proposition 6.2, X* lq < S. If S E V, then 
zV belongs to Cg,(V). Thus, as a corollary to Proposition 9.4, we have 
Corollary 9.5. Let cp :X* -+ S be a morphism with S E V. Then 
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The quotient X* / y, will be denoted by X* /V and is called the free category 
over X relative to V. As an example, recall the congruence =T defined in Section 
7. Two coterminal paths are =7 equivalent if they traverse the same set of 
transition edges. Proposition 7.7 shows that X* / s7. is the free category over X 
relative to 41. 
Corollary 9.6. If S E V and S is generated by X, then S is a quotient of X” ’ V. 
Consequently, S < X* IV. 
Proof. Let cp : X* -+ S be the quotient morphism. Then from Corollary 9.5 we 
have zV c =@. The assertion follows from Proposition 6.1. 0 
Let V be a variety of categories. For each graph X, the congruence =” gives 
rise to a set of laws defined by 
(9.2) L(X, V) = {(X; u = u): u =” u} . 
Membership in V is controlled by these laws. 
Proposition 9.7. Let V be a variety of categories and let S be a category. Then the 
following are equivalent: 
(i) S E V; 
(ii) S satisfies L(X, V) for every graph X; 
(iii) S satisfies L(X, V) f or some graph X that generates S. 
Proof. (i) 3 (ii). Let S E V and let (X; u = u) E L(X, V) for some graph X. If 
cp : X** S is a morphism, then by Corollary 9.5, =” c So. Since u =” u, it 
follows that uqo = uq and S satisfies (X; u = u). 
(ii) 3 (iii). Automatic. 
(iii) 3 (i). Let S satisfy L(X, V), where X is some generating graph of S. Then 
there exists a quotient morphism 
and S = X* lcp. Let u and u be coterminal paths in X* with u zy u. Then 
(X; u = u) is a law in L(X, V), so by assumption, S satisfies (X; u = u). There- 
fore, uq = uq and E~C==~. It follows from Proposition 9.4 that S = X* /q E 
V. ??
Let L, = lJ {L(X, V): X a graph}. Then as a corollary we have 
Proposition 9.8. The variety V is defined by the laws L,. Consequently, every 
variety of categories is defined by laws. 0 
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We conclude this section with some examples. 
Example 9.9. (a) The variety 1, of trivial categories is defined by the law 
(9.3) (‘--;.=y). 
(b) The variety 42 of locally trivial categories is defined by the law 
X 
0 
;x=l). 
. 
(c) The variety Cat of all categories is defined by the empty set of laws. This is, 
Cat = V( 0). 
The next example shows that the equations that define a variety V of monoids 
also serve to define the variety eV of categories. Let X be a graph with one 
object. Then any law (X; u = u) will be called a loop equation, because every 
edge making up the paths u and u is a loop on the same vertex. Since we identify 
sets with one object graphs, we may identify equations (in the classical sense) with 
loop equations. 
Proposition 9.10. Let V be a variety of monoids, and let L be a collection of 
equations that define V. Then the category variety 4?V is defined by L. 
Proof. Let (X; u = V) E L. Let S E W and let cp : X” -+ S be a morphism. Since X 
has just one object, say c, then 50 is really a morphism of monoids 
But S(ctp) E V, and members of V satisfy u = U. Therefore ucp = ~9, and S satisfies 
u = v. This shows that 457 s V(L). 
Conversely, let S E V(L). Then, since V(L) is a variety, every local monoid of S 
belongs to V(L). This means that every local monoid of S satisfies the equations 
of L, and thus belongs to V. Therefore, S E k’V and 457 is defined by L. ??
10. Path equations 
Let (X; u = u) be a law. If X is the support of the paths u and u, that is, no 
proper subgraph of X has u and u as paths, then the law (X; u = u) is written 
u = u and is called a path equation. If, further, the graph X is bonded, then u = v 
is a bonded path equation. 
It should be noticed that each of the examples treated at the end of Section 9 
involved path equations. The equation x = 1 that defines 4?1 is bonded. In fact, 
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every loop equation is a bonded path equation. However, the trivial equation 
(9.3) that defines 1, is not bonded. These examples are not atypical. We now 
state the extension of Birkhoff’s theorem to varieties of categories. 
Theorem 10.1. Every variety of categories is defined by path equations. If the 
variety is non-trivial, it is defined by bonded path equations. 
Proof. Let V be a variety of categories, If V= l,, then V is defined by the path 
equation (9.3). Therefore, we need only treat non-trivial varieties. 
Let V be a non-trivial variety. Proposition 9.8 states that V is defined by laws, 
so let V= V(L), where L = {L,: b E p}. Then 
(10.1) V= n {V(L,): b E p} . 
Call any law L trivial if it defines 1,. It follows from (10.1) that no law in L is 
trivial. 
Two collections of laws L and L’ are called equivalant if they define the same 
variety. That is, L and L’ are equivalent if V(L) = V(L’). Theorem 10.1 then 
follows from the following fact: 
Theorem 10.2. Every non-trivial law is equivalent to a finite number of bonded 
path equations. 
The proof of Theorem 10.2 proceeds via a series of propositions. We begin by 
investigating the general structure of path equations. 
Let X be a graph. We use the inequality 2 for Obj(X) defined in (7.1). Recall 
that c 2 d if there is a path p : c+ d in X, and that c > d means that c 2 d but 
d 5 c is false. Recall also that an edge t : c + d is called a transition edge if c > d, 
and that a transition edge can occur at most once in any path of X. The notation 
c - d is used to mean that c 5 d and d 5 c, that is, c and d are bonded. 
Let (X; u = u) be a path equation with u, v : d -+ d’. Since X is the support of 
the paths u and u, every edge of X occurs in either u or u, and consequently, 
every object of X is visited by either u or u. If c E Obj(X) and c is visited by a 
path p:d-+d’ in X, then p can be factored p = p1p2 with pI : d + c and 
pz : c + d ‘. Therefore, 
(10.2) Let (X; u = u) be a path equation with u, u : d-, d’. Then 
d I c L d’ for each c E Obj(X) . 
Lemma 10.3. Let u = v be a path equation with no transition edges. Then u = u is 
a bonded path equation. 
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Proof. Let X be the support of u and U, and let u, u : d+ d’. If c E Obj(X), then 
by (10.2), d L: c. Since X has no transition edges, it follows that d - c. Therefore, 
X is bonded. Cl 
Lemma 10.4. Let (X; u = v) be a path equation. Suppose 
u = Lqu, and v = vltv, 
where t is a transition edge of X. If Xi 
transition edges of Xi are the transition 
is the support of ui = vi, i = 1,2, then the 
edges of X in Xi. 
Proof. We treat the graph X,. The assertion for X2 will follow by a dual 
argument. An edge of X, that is a transition edge of X is certainly a transition 
edge of X,. We must show that every transition edge of X1 is a transition edge of 
X. To do this, it suffices to show that if p : c-+ c’ is a path in X with 
c, c’ E Obj(X,), then p is a path in X,. 
Let t : cl -+ c2. Then c, > c,. We first establish 
(10.3) Obj(X,) = {c E Obj(X): c L c,} 
= {c E Obj(X): cz L c is false} . 
By (10.2), c E Obj(X,) implies c 2 cl. If c L c, , then since c, > c,, it follows that 
c2 L c must be false. This establishes the inequalities 
Obj(X,) C {c E Obj(X): c L: cl} 
c{cEObj(X): czrcisfalse}. 
To obtain equality, we show that if c, 2 c is false, then c E Obj(X,). Every object 
c must be visited by either u or U. If c2 L c is false, then (10.2) implies that c 
cannot be visited by either u2 or u2. Consequently, c must be visited by either u, 
or ul. In other words, c E Obj(X,). This establishes (10.3). 
Now let p: c+ c’ be a path in X with c, c’ E Obj(X,). Then by (10.3), c’ 2 cl. 
If x:d+d’ is an edge in p, then d’>c’zc,, so again by (10.3) we have 
d’ E Obj(X,). The edge x must occur in either u or u. Since c2 2 d’ is false by 
(10.3), x may not occur in either tu, or tv,. Therefore, x occurs in either u1 or u, . 
That is, x is an edge in X, . It follows that p must be a path in X,. Cl 
Recall that wr denotes the set of transition edges traversed by a path w in a 
graph X. Recall also the definition of the bonded normal form of w given in (7.4). 
Proposition 10.5. Let u = u be a path equation, and suppose UT = vr. Let 
u = u&u, . . . U,_&p, ) u = u&v, . . . Vll-lttlu~ 
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be the bonded normal forms for u and v. Then the path equations u, = vk, 
k=O,..., n, are bonded. 
Proof. Let X be the support of u = v. The argument proceeds by induction on n, 
the cardinality of ~7. If n = 0, then u = u0 and v = vO, and X is bonded, 
Therefore, u0 = v, is a bonded path equation. 
Assume that n > 0 and that the assertion holds for n - 1. We may write 
u = u&u’ and u = v&v’, where 
(10.4) UI = Ll$,U, . . * &&U, 7 V ’ = v$,v, . . . v,_&p, * 
Let X0 be the support of u0 = vO. Lemma 10.4 states that transition edges of X0 
coincide with transition edges of X in X0. Since u0 and v0 belong to a bonded 
component of X, it follows that X,, is bonded and u0 = v0 is a bonded path 
equation. 
LetX’bethesupportofu’=v’.Then{t,,..., t,} is the set of transition edges 
of X in X’. Lemma 10.4 states that {t,, . . . , t,} is the set of transition edges of 
X’. This shows that U’T = V’T and (10.4) are the bonded normal forms for u’ and 
u’ in X’. It follows by induction that uk = vk, k = 1, . . . , n, are bonded path 
equations. Cl 
Let L = (X; u = v) be a law, let Y be a graph, and let cp : X*-+ Y* be a 
morphism. Since ucp and vcp are coterminal paths of Y, the pair (Y; ucp = vcp) is a 
law, which we call a derivative of L. If a category S satisfies L, and 8 : Y* -+ S is a 
morphism, then one obtains the composite morphism 
Since S satisfies L, we have (uq)8 = (uq)e. Consequently, 
(10.5) If S satisfies a law L, then S satisfies every derivative of L. 
Lemma 10.6. Let L = (X; u = v) be a law. If an edge t occurs n times in the path u 
and m times in v, then the equation xn = xm is a derivative of L. 
Proof. Let {x} denote a singleton set (one object, one edge). Define a morphism 
(0:x”+(x)*) 
ecp = x if e = t , 
eqo = 1 otherwise , 
where e is an edge of X. Then uqo = xn and vq = xm. Cl 
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Proof of Theorem 10.2. Let L = (X; u = V) be a non-trivial law. We must show 
that L is equivalent to a finite number of bonded path equations. Let Y be the 
support of u and u. The proof breaks into two cases. 
Case 1. Y has a transition edge that does not occur in both u and u. Then 
applying Lemma 10.6 shows that the loop equation x = 1 is a derivative of L. 
Since x = 1 defines 43, it follows from (10.5) that V(L) C 41. But since V(L) is not 
trivial, Theorem 8.1(b) states that V(L) = 0. Therefore, L is equivalent to the 
bonded path equation x = 1. 
Case 2. Each transition edge of Y occurs in both u and u. Then the bonded 
normal forms of u and u (with respect to Y) have the form 
(10.6) u = L&U1 . . . u,_*tnun ) U = uot,u, . . . U,_lt,U, . 
Proposition 10.5 states that each of the path equations uk = uk, k = 0, . . . , n, is 
bonded. 
Now let L’ = {uk = uk: k = 0, . . . , n}. We prove that L and L’ are equivalent. 
First assume that a category S satisfies each law of L’, and let 50 : X* -+ S be a 
morphism. Then, because the support of uk = uk is a subgraph of X, we have 
uk(p = u,cp for each k = 0, . . . , n. Then using (10.6), we have 
= up . 
Therefore, S satisfies L. 
Now assume S satisfies L. To show that S satisfies L’, it suffices by (10.5) to 
show that every member of L’ is a derivative of L. Let Yk denote the support of 
uk = uk, and let uk, uk : d+ d’. we shall define a morphism <p : X* * Yz . The 
object function of CJY is given by the rule 
ccp = d if c E Obj(Y), c > d in Y , 
ccp = c if c E Obj(Y,) , 
cq = d’ otherwise . 
Because Yk is bonded, for each pair of objects c, c’ E Obj(Y,), we may choose a 
path p(c, c’) : c 3 c’ in Yk, and further, we may choose p(c, c) to be the path 1,. 
Making such a choice, define q : X*(c, c’)-+ Y;t (~9, c’q) by 
xcp = x if C, C’ E Obj(Y,) , 
xtp = p(c<p, c’q) otherwise . 
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Therefore, ( Yk ; uq = vcp) is a derivative of L. 
We show that ucp = uk and vq = vk. Let p = z+,~~u, . . . u~_~ and p’ = 
Uk+l . . . UnJnUn, so u = Ptlcwc+ 1 P’* Since t, is a transition edge of Y, every 
object visited by p is strictly greater than d in Y. Therefore, every object visited 
by ptk is mapped to d by cp. Consequently, pt,q = 1,. Similarly, t,+,p’cp = l,,. 
Since cp is the identity on edges of Yk, we have 
u<p = (pt,du,&+,P’d = l,“,l,’ = uk - 
The same argument shows that vq = vk. Therefore the bonded path equation 
(yk; u, = vk) is a derivative of L. 0 
With the conclusion of the proof of Theorem 10.2, we have also established 
Theorem 10.1. 0 
11. The Bonded Component Theorem 
This section presents an important consequence of Theorem 10.1: If a category 
is not locally trivial, then that category divides a product of its bonded compo- 
nents. This, in turn, shows that if the bonded components of a category S .belong 
to a non-trivial variety V, then S belongs to V. 
In order to present the strongest version of these results, we first investigate 
varieties that are generated by a single finite category. Following set theory, when 
X and Y are graphs, let Yx denote the set of all graph functions from X to Y. 
Proposition 11.1. Let X be a graph and let T be a category. Then 
X*/(T)<n {T: f E TX}. 
Proof. Define a morphism 
8:X*-,fl (T: f E TX), 
f(c0) = c for each c E Obj(X) , 
f(x0) = xf for each edge x in X . 
It follows directly that if u and v are coterminal paths of X* and u@ = ~6, then 
utp = vq for every morphism 40 : X” + T, i.e., T satisfies the law L = (X; u = v). 
Let V= (T). By Proposition 6.2, we have 
X”J=,<n(T: fETX)EV. 
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Therefore, the congruence = 0 belongs to Cg,(V), and by Proposition 9.4, 
=V c =@. To prove the assertion, we must show that =0 = =“. 
Let u =@ U. Then T satisfies the law L = (X; u = u). It follows from Proposi- 
tions 9.1 and 9.2, that every member of V satisfies L. This includes the relatively 
free member X* / =“. Consequently, u =” u. Therefore fB and sV coincide. 0 
Corollary 11.2. Let S E (T), where T is a finite category. If S is finitely generated, 
then S is finite and 
S-c T x --- x T (finite) . 
Proof. Let X be a finite graph that generates S. Then by Corollary 9.6, S is a 
quotient of X” /(T). From Proposition 11.1, we have 
X*/(T)in {T: f E TX}. 
Since both X and T are finite, the set TX is finite. Consequently, 
S<Tx --- x T (finite) . 
Since S is finitely generated and S divides a finite category, S is finite. 0 
Let 9 : S <I T be a relational morphism. We define Im, , the image of cp, to be 
the subgraph of T given by 
Obj(Imlp) = {cqx c E Obj(S)} , 
Im,(d, d’) = U {S(C, c')~o: CC~ = d, C’<P = d’} I 
It follows directly that if c, c’ E Obj(S) and c 2 c’, then cq 2 c’p in Im,. 
Therefore, if S is bonded, the graph Im, is also bonded. 
In general, Im, is not a subcategory of T. Define Rg,, the range of cp, to be the 
smallest subcategory of T that contains Im, . The range and the image of cp have 
the same objects, so we can conclude 
(11.1) If S is bonded and 50 : S <I T, then Rg, is bonded. 
Without loss of generality, a relational morphism cp : S -4 T can be cut down to 
the range of cp ; that is, p : S <I T can be replaced by 
+S<IRg,. 
The foregoing remarks hold, of course, for morphisms and division as well. 
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Theorem 11.3 (Bonded Component Theorem). Let S be a category that is not 
locally trivial. Then S divides a product of its bonded components. If S is finite, the 
product may be assumed finite. 
Proof. Let S,, denote the product of the bonded components of S. We shall show 
that S belongs to the variety generated by S,,. By assumption, S has a non-trivial 
local monoid. Consequently, the product S,, is not trivial and (S,,) is not the 
trivial variety. Theorem 10.1 states that (S,,) is defined by bonded path equa- 
tions . 
Let L be a collection of bonded path equations that defines (S,,). Let 
(X; u = u)EL, and let cp:X* -+ S be a morphism. By the preceding discussion, 
we may replace S by the range of cp; that is, we may consider the morphism cp to 
be 
By assumption, X” is bonded. Hence, by (ll.l), Rg, is bonded. Therefore, Rg, 
is a subcategory of a bonded component of S and 
Rg, E (&,I . 
It follows that Rg, satisfies (X; u = u). This means that utp = ucp, which shows 
that S satisfies (X; u = u). Therefore, S E (S,,). 
If S is a finite category, then S has only finitely many bonded components and 
each of those is finite. Therefore, S,, is finite. Since S E (S,,), Corollary 11.2 
applies to show that S divides a finite product of its bonded components. a 
The Bonded Component Theorem and Theorem 8.1 combine to produce the 
following useful results: 
Theorem 11.4. Let V be a non-trivial variety of categories. Then S E V i$f the 
bonded components of S belong to V. 
Proof. Let S be a category whose bonded components belong to V. If S is locally 
trivial, then Theorem 8.1 states that S E V. If S is not locally trivial, then the 
Bonded Component Theorem (Theorem 11.3) states that S divides a product of 
its bonded components. Thus S E V. The converse is clear. Cl 
Proposition 11.5. Every variety of categories, with the exception of 41, is generated 
by its bonded members. 
Proof. The trivial variety is generated by 1, so it satisfies the assertion. .The 
bonded members of J?l are, by Corollary 7.4, trivial; they cannot generate 81. 
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Let V be a variety distinct from lc and 42. Then V has bonded members that 
are not trivial. Let VB be the variety generated by the bonded members of V. VB is 
not trivial, and VB C V. If S E V, then the bonded components of S belong to VB. 
Theorem 11.4 states that S E VB. Therefore V = I$. 0 
As an application, we consider varieties of monoids consisting entirely of 
groups. 
Proposition 11.6. Let G be any non-trivial variety of monoids consisting entirely of 
groups. Then G is local. 
Proof. Let S E 4G. Since G consists entirely of groups, the local monoids of S are 
groups in G. Proposition 7.5 states that the bonded components of S are 
connected groupoids. Proposition 3.7 states that a connected groupoid is equival- 
ent to any of its local groups. Therefore, every bonded component of S is 
equivalent to a member of G, and consequently, belongs to G,. Since G, is 
non-trivial, Theorem 11.4 implies that S E G,. This shows that {G C G, and 
proves that G is a local variety of monoids. 0 
12. Examples of equational descriptions 
This section presents examples of varieties of categories and their equational 
descriptions. All of the examples treated are of the form Vc, where V is a variety 
of monoids, 
It was demonstrated in Proposition 9.10 that 4?V is defined by the loop 
equations that define V. In other words, 437 inherits its equational description 
from the variety of monoids V. When a variety V of monoids is local, that is, when 
Vc = 43, then Vc is defined by the loop equations that define V. 
Example 12.1. This first example treats varieties defined by single variable 
equations. For each pair of integers (n, m), with n > m 2 0, let V,,, be the variety 
of monoids defined by the equation 2 = xrn. 
When m = 0, the above equation becomes J? = 1, and any monoid satisfying 
this equation must be a group. Therefore, Vn ,, , consists entirely of groups. Except 
for the case n = 1, the variety If”,, is non-trivial and, by Proposition 11.6, is local. 
VI o is the trivial variety and is not local. 
When m 2 2, we use the consolidation operation of Section 3 to show that yl m 
is local. Let S be a category in 4Vn,,. We shall show that Sk, E V,,,. Then by 
(8.11) we have S E (V,,JC, showing that V,,, is local. 
It suffices to show that S,, satisfies the equation J? = xrn. Let (c, s, c’) E S,,. If 
c # c’, then (c, s, c’)~ = 0 = (c, s, c’)“, since n > m 2 2. If c = c’, then s : c-+ c’ is 
an arrow in the local monoid S(c). Since S(c) satisfies X” = Y, we have 
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(c, s, c/y = (c, sm, c’) = (c, sn, c’) = (c, s, C’y . 
Therefore, Si, satisfies xn = xm and belongs to V,,, . 
The remaining case, m = 1, is more difficult and is the work of Therien [18]. 
Given a category S E lVn, 1, Therien constructs a monoid M E V,,, and shows that 
S < N. Furthermore, if S is finite, then so is M. In particular, this shows that V,,, 
is local. The details of Therien’s construction are omitted here. 
To summarize the above, 
(12.1) Let n > m 2 0, n # 1. Then each variety V,,, is local. The variety of 
categories (V_)= is defined by the loop equation xn = xrn. 
The remaining examples depend on non-trivial theorems by other workers. The 
notions of category division, category varieties and path equations were not 
available when this work was done. These theorems are stated in terms of ‘graph 
congruences’, i . e . , congruences on free categories. Yet these results are, in 
reality, determining the equations that define category varieties Vc for certain 
monoid varieties V. In order to interpret these theorems, we prepare in advance 
certain notation. 
Let X be a graph and let E be the set of edges of X. Every path in X can be 
considered a word in the free monoid E *. The graph function 
ppx=xl...xn ifp=x,...x,, 
PPx=l if p is an empty path 
is easily seen to be a faithful morphism of categories. In particular, X* < E*. 
Given a variety V of monoids, we may consider the composite morphism 
p,_dF+E”-+E*/V 
where E” /V is the free monoid over E relative to V, and ,u : E * + E * /V is the 
associated quotient morphism. We shall denote by [V] the congruence on X* 
induced by pxp. Using Proposition 6.2, we conclude that 
(12.2) X*/[V]< E*/VEV. 
Example 12.2. Let IC denote the variety of monoids that are both idempotent 
and commutative. IC is defined by the equations 
(12.3) Xx=X, xy = yx . 
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The purpose of this example is to show that IC is local, or equivalently, to show 
that IC, is defined by the loop equations (12.3). 
This result follows from a theorem of Simon, [2]. Simon’s theorem was later 
exposited by Eilenberg in [3, Chapter VIII], where it is given in a form close to 
that presented here. 
Theorem (Simon [2], 1973). Let X be a graph. Then the congruence [ICI is the 
smallest congruence - on X* satisfying 
(12.4) uu- u and uv - vu 
for all loops u and v about the same vertex. 
A congruence =- on X* satisfies (12.4) if and only if X* / = f eIC. Therefore, 
Simon’s Theorem may be restated 
(12.5) X” /[ICI is the free category over X relative to 4?IC. 
From (12.5)) we deduce that IC is local. For if S E OC and is generated by a 
graph X, then using Corollary 9.6 and (12.2) we obtain 
S-cX”/[IC]EIC,. 
Therefore JZIC C IC,, and IC is local. 
Example 12.3. This example treats Corn, the variety of all commutative monoids. 
The results presented here are direct consequences of the work, in [19], of 
Therien and Weiss. 
First, a finite category will be constructed that has commutative local monoids, 
yet does not divide a commutative monoid. In other words, the category will 
belong to [Corn - Corn,. This will show that Corn is not a local variety of 
monoids. In light of Proposition 9.10, this will further show that the loop equation 
xy = yx does not suffice to define Corn,. 
Second, it will be shown, assuming the results of [19], that Corn, is defined by 
the bonded path equation 
(12.6) ( 
- ??! ; xyz = zyx 
1 
. 
Certainly, every commutative monoid must satisfy (12.6). Since every category in 
Corn, divides a commutative monoid, it follows from Proposition 9.2 that every 
member of Corn, must satisfy (12.6). The converse will be established below. 
We proceed to construct the member of Worn - Corn,. To facilitate this 
construction, we extend the notion of ideal to categories. A subgraph I of a 
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category S is an ideal of S if 
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s, a, t are consecutive arrows with a E .I 3 sat E I . 
Associated with an ideal I of S is a congruence on S which identifies coterminal 
members of I and, otherwise, is the identity. The resulting quotient category is 
denoted S/I. The equivalence classes of arrows of I are denoted generically by 0 
because the equation SO = 0 = Ot always holds in S/I. 
Let X be a graph and let p be a path in X. A path 4 is a factor of p if p = uqu 
for some paths u, u in X. Consider the subgraph ( p ) of X* consisting of all paths 
that are not factors of p. Clearly, ( p ) is an ideal of X*. The resulting quotient 
X” / ( p) has for arrows the factors of p along with a zero in each horn-set that has 
members of ( p ) . 
Let 2 be the graph in (12.6). We apply the above construction to the path 
p = xyz in 2 t o obtain the quotient 2” / (xyz) . The result is described pictorially 
in Fig. 3. 
yx =o zy =o 
Fig. 3. The category Z* / (xyz). 
The zero in each horn-set represents the equivalence class of coterminal members 
of (xyz). Note that the paths (xy)’ and (~2)~ belong to '(xyi) . It follows that the 
local monoids of 2” / ( xyz ) are commutative, i.e., 2” I (xyz ) E Worn. Further 
note that the path zyx belongs to (xyz), while xyz does not; this shows that 
Z* / (xyz) does not satisfy (12.6). Therefore, 2” / (xyz) E Kom - Corn,. This 
construction is an adaptation of an example appearing in [19]. 
It was observed above that every member of Corn, satisfies the path equation 
(12.6). The converse, that every category satisfying (12.6) belongs to Come, rests 
upon the following result: 
Theorem (Therien and Weiss [19, Lemma 3.21). Let X be a graph. Then the 
congruence [Corn] is the smallest congruence - on X* satisfying 
uvw - wvu 
for all paths u, w: c-+ c’ and v : cl--+ c, with c, c’ E Obj(X). 0 
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Let S be a category that satisfies the path equation (12.6). Let X be a graph 
that generates S, and let cp : X* + S be a quotient morphism. Then the con- 
gruence Gcp on X” satisfies uuti EV wuu for all paths u, w: c- c’ and u : c’+ c. 
Therefore, by the theorem of Therien and Weiss, [Corn] C = cp. Consequently, by 
Proposition 6.1 and (12.2), 
S=X*/=, iX*/[Com]ECom,. 
Therefore, the bonded path equation (12.6) defines Corn,. 
13. C-varieties 
The study of recognizable languages and finite monoids motivated much of the 
work leading to this paper. In the finite setting it is natural to consider pseudo- 
varieties rather than varieties. 
A pseudo-variety of monoids or M-variety is a collection of finite monoids V 
satisfying 
(13.1) The direct product of any finite family of monoids in V belongs to V; 
(13.2) If MEV and N<M, then NEV. 
A pseudo-variety of categories or C-variety is a collection of finite categories V 
satisfying 
(13.3) The product of any finite family of categories in V belongs to V; 
(13.4) If S E V and T < S, where T is finite, then 7’ E V. 
If V is a variety of categories (or monoids), then it follows easily that the finite 
members of V form a pseudo-variety. However, not all pseudo-varieties have this 
form. The collection of all finite groups, G, is an example of this phenomenon. G 
is an M-variety because the divisors of a finite group must be groups. Arbitrary 
groups may have non-group divisors. 
We show that G cannot be all the finite members of any variety V. For if G C_ V, 
then V contains the group Il {Z,: n > l}, where B, is the group of integers 
modulo n. It is easy to see that the submonoid of IT {Z,: n > l} generated by the 
tuple (l,l, . . . ) is isomorphic to the free monoid on one letter. Hence, V 
contains every one-generated monoid. In particular, V contains finite monoids 
that do not belong to G. 
The M-variety A of all finite aperiodic monoids is another example of this type. 
A monoid is aperiodic if its group divisors are trivial. A variation on the argument 
employed in the group case shows that any variety containing A must contain the 
finite cyclic groups. The same type of reasoning may be applied to C-varieties. 
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As with varieties, the intersection of pseudo-varieties is a pseudo-variety, and 
every pseudo-variety contains the one-element monoid. V= {l}, the smallest 
variety of monoids, is also the smallest M-variety. If X is a collection of finite 
monoids, then the M-variety generated by X is the smallest M-variety containing 
X. An M-variety consisting entirely of groups is often called a G-variety. 
The theory of C-varieties will, for the most part, parallel the previously 
presented theory for varieties of categories. Notational conventions for pseudo- 
varieties will coincide with the notation for varieties. Whether an item being 
treated is a variety or a pseudo-variety will be made clear from the context of the 
discussion. 
For example, 1, will denote the collection of finite trivial categories. 1, is the 
smallest C-variety, and up to equivalence, 1, = (0, l}. The C-variety of finite 
locally trivial categories is denoted 41. More generally, if V is an M-variety, then 
Vc will denote the C-variety generated by V, and 4X will denote the C-variety of 
all finite categories whose local monoids belong to V. An M-variety V is called 
local if Vc = 0; that is, V is local if there is exactly one C-variety W satisfying the 
equation W n Mon = V. 
If X is a collection of finite categories, then as an exception to the rule, we 
denote by (X), the C-variety generated by X, i.e., the smallest C-variety containing 
X. The notation (X) will be reserved exclusively to denote the variety generated 
by X. 
The constructions treated in this paper restrict nicely to the finite case. For 
example, if S and T are finite monoids, and 9 : S -4 T is a relational morphism, 
then the derived category D, is finite. If V and T are finite, then the monoid VT 
of all functions from T to V is finite; hence, the wreath product Vo T is finite. The 
consolidation of a finite category is finite. 
Let FMon and FCat denote, respectively, the M-variety of all finite monoids 
and the C-variety of all finite categories. Because the consolidation of a finite 
category is finite, it follows that FCat C FMon,. Therefore, 
FCat = FMon, = [FMon 
and FMon is local. 
Most of the variety results presented in previous sections are also valid for 
pseudo-varieties. We now state these results and briefly indicate how there proofs 
differ from their variety versions. 
The first result is the pseudo-variety version of Theorem 8.1, which concerns 
6’1. This result shows that 41 is the next smallest C-variety after 1,. 
Theorem 13.1. Let 4’1 be the C-variety of locally trivial categories. 
(a> el= (A& 
(b) Let W be a C-variety. Then 
4lcW iff W#l,. 
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(c) Let V and V’ be non-trivial M-varieties satisfying V U V’ = {l} . Then 
el = vc n v; . 
Proof. Theorem 7.1 shows that every finite locally trivial category divides a finite 
product of copies of A,. Once this observation is made, the proof is identical to 
that of Theorem 8.1. Cl 
Let V and W be M-varieties. We define Vo W to be the M-variety generated by 
the family of finite monoids { Vo W: V E V and W E W}. The M-variety Vo W 
coincides with the semidirect product of M-varieties V * W introduced in [3, 
Chapter V]. The reason for the notation change is discussed in Appendix A of 
this paper. The pseudo-variety version of Theorem 8.2 can now be stated. 
Theorem 13.2. Let S be a finite monoid and let V and W be M-varieties. Then 
SEVOW 
iff there exists a relational morphism cp : S <I T satisfying 
D,EV, and TEW. 
Proof. Following the proof of Theorem 8.2, it only needs to be observed that VT 
is a finite direct product of copies of V in this case. Thus VT E V, as required. 0 
The three remaining propositions in Section 8 remain valid for pseudo-varieties. 
Proposition 13.3. Let S be a finite monoid and let W be an M-variety. Then the 
following statements are equivalent: 
(i) There exists a relational morphism q : S <I T with D, E 42 and T E W; 
(ii) S E Vo W for every non-trivial M-variety V; 
(iii) S E VI 0 W and S E V. 0 W for some M-varieties VI, Vz with VI n V2 = (1). 
Proof. The proof is identical to that of Proposition 8.3. 0 
Proposition 13.4. Let S be a finite category and let V be an M-variety. If either 
B,<S or B,EV, then 
SE VC iff S,, E V . 
Proof. The proof of Proposition 8.4 suffices here once it is observed that B, is 
finite and that BObjcSj divides a finite direct product of copies of B,. cl 
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Proposition 13.5. Let S be a finite category and let V be an M-variety. If V is local, 
then 
SEV, iff {S(c): cEObj(S)}CV. 0 
Theorem 11.4 and its consequences (Propositions 11.5 and 11.6) remains valid 
for C-varieties. 
Theorem 13.6. Let V be a non-trivial C-variety and let S be a finite category. Then 
S E V ijjf the bonded components of S belong to V. 
Proof. When Theorem 8.1 is replaced by Theorem 13.1 and the finite part of the 
Bonded Component Theorem (Theorem 11.3) is invoked, the proof of Theorem 
11.4 serves here as well. 0 
Proposition 13.7. Every C-variety, with the exception of 0; is generated by its 
bonded members. Cl 
Proposition 13.8 Every non-trivial G-variety is local. 0 
With equations, the theories of varieties and pseudo-varieties begin to diverge. 
Given a set of equations L, the collection of all finite monoids that satisfy L forms 
an M-variety. In fact, this M-variety coincides with the finite members of the 
variety defined by L. It was shown earlier that there are M-varieties that do not 
have the form V fl FMon for any variety V. It follows that equations do not suffice 
to define all M-varieties. 
Let L = {u, = u,: n Z- l} be a sequence of equations, and let V be the family of 
all finite monoids that satisfy all but a finite number of the equations in the 
sequence L. Then, because M-varieties admit only finite products, it follows 
directly that V is an M-variety. In this case, V is said to be ultimately defined by L. 
Eilenberg and Schutzenberger showed [4] that every M-variety is ultimately 
defined by a sequence of equations. For example, the G-variety of all finite groups 
is ultimately defined by 
(X” = 1.: m = lcm(1, . . . , n), n L I} . 
Similarly, the M-variety of finite aperiodic monoids is ultimately defined by the 
equations {Y+’ = xn : n 2 l}. This theorem is extended to C-varieties and path 
equations in the next section. 
14. Path equations and C-varieties 
Theorem 10.1 states that every variety of categories V is defined by a set of path 
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V rl FCat if and only if S is finite and S satisfies L. Because of this, C-varieties of 
the form V n FCat, where V is a variety of categories, are called equational. 
The trivial C-variety, l,, is equational, being defined by the path equation 
(9.3). el, the C-variety of finite locally trivial categories, is equational; it is 
defined by the loop equation x = 1. FCat is an equational C-variety. The next 
result shows that all finitely generated C-varieties are equational. 
Proposition 14.1. Let X be a finite set of finite categories. Then 
(X), = (X) fl FCat . 
Consequently, (X), is equational. 
Proof. Let T be the product of the members of X. Then T is finite, and clearly 
(X) = U7 and (X), = CT),, so it suffices to prove the assertion with X replaced by 
the single category T. Let S E (T) n FCat. Since S is finite, Corollary 11.2 implies 
that S divides a finite product of copies of T. That is, S E ( T)F. The reverse 
inequality is clear. 0 
Not all C-varieties are equational. For instance, if V is a variety of categories 
containing G,, where G is the M-variety of all finite groups, then it was shown in 
the previous section that every one-generated monoid belongs to V. Consequent- 
ly, there are finite monoids in V that are not groups, i.e., not members of G, . 
Therefore, G, # V n FCat, and G, is not equational. Similarly, A,, the C-variety 
generated by finite aperiodic monoids, is not equational. 
Eilenberg and Schutzenberger [4] showed that M-varieties are ultimately 
defined by equations. This relationship extends to C-varieties and path equations. 
Let 
(14.1) L = {(X,; Ll, = u,): n 1 l} 
be a sequence of laws. A category S ultimately satisfies the sequence L if there 
exists an integer n, so that for all n 1 no, S satisfies the law (X, ; u, = v,). 
Equivalently, S ultimately satisfies L iff S satisfies all but a finite number of the 
laws in the sequence L. 
Let V be the family of all finite categories that ultimately satisfy L. Because 
C-varieties admit only finite products, it follows easily from Propositions 9.1 and 
9.2 that V is a C-variety. In this case, V is said to be ultimately defined by L. The 
relationship between C-varieties and path equations can now be stated. 
Theorem 14.2. Every C-variety is ultimately defined by a sequence of path 
equations. If the C-variety is non-trivial, it is ultimately defined by bonded path 
equations. 
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Proof. We first note that it suffices to prove that every C-variety is ultimately 
defined by laws. For if V is a C-variety ultimately defined by laws (14.1) then 
either the law (X,; u, = v,) is trivial and can be replaced by the trivial path 
equation (9.3)) or the law (X, ; u, = u,J. is non-trivial and, by invoking Theorem 
10.2, can be replaced by a finite number of bonded path equations. There results 
a sequence L’ of path equations that ultimately defines V. Furthermore, if V is 
non-trivial, then at most a finite number of terms of L’ can be the trivial equation, 
and these terms can be removed from L’ without effect. Therefore, if V is 
non-trivial, then V is ultimately defined by a sequence of bonded path equations. 
Let V be a C-variety. We proceed to show that V is ultimately defined by a 
sequence of laws. Since V is countable, let {T,, T2, . . . , T,, . . . } be a list of the 
non-empty members of V. Set S, = T, X - - - X T, for each n 2 1. The result is a 
sequence {S,} of members of V satisfying the rule 
(14.2) If S E V, then there exists an integer ~2~ such that S < S, for all n 2 n,. 
The set of all finite non-empty graphs is also countable. Enumerate these graphs 
arbitrarily by {X, , X,, . . . , X, , . . . }. For each n 2 1, we pair the graph X,, and 
the category S, to obtain the set of laws 
as defined in (9.2). With the aid of Proposition 9.7, the following relationship 
between V and the sequence {L,: n 11) can be established. 
(14.3) S E V iff S is finite and there exists an integer ~1~ such that S satisfies L, 
for all n 2 no. 
We prove (14.3). If S E V, then by (14.2), there exists an integer no such that 
S E (S,) for all n L n,,. It follows from Proposition 9.7 that S satisfies L, for all 
n 2 no. Conversely, suppose that S is finite and there exists an integer r-z, such that 
S satisfies L, for all n 2 n,. Among the graphs (X,: n L 1) there are infinitely 
many that generate S. Any graph X satisfying 
Obj(X) = Obj(S) , 
card X(c, c’) 2 card S(c, c’) if S(c, c’) # 0 , 
card X(c, c’) = 0 if S(c, c’) = 0 
suffices. Therefore, we may select a graph Xn, n 2 n,, that generates S. Since S 
satisfies L,, Proposition 9.7 states that S E (S,). Since S, E V, this establishes 
(14.3). 
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To finish the proof, it suffices to show that each set of laws L, is equivalent to a 
finite set LI, of laws. For then (14.3) implies that V is ultimately defined by the 
sequence 
L = u {LA: n 2 l} . 
Since L, has the form L(X,, (S,)), the proof of the theorem rests on the next 
proposition. 
Proposition 14.3. Let X be a finite graph and let T be a finite category. Then the set 
of laws L(X, (-T)) is equivalent to a finite set of laws. 
Proof. Let V denote the variety (T). Recall from (9.2) that 
L(X, V) = {(X; u = v): u yJl) , 
Suppose the congruence =” is generated by a set of pairs 
Y = {(u, v): u, v E X”} 
of coterminal paths of X. That is, u =V v for each (u, v) E Y and zV is the 
smallest congruence on X* with this property. The set Y determines the set of 
laws L, = {(X; u = v): (u, v) E Y}. We establish 
(14.4) If Y generates EV, the laws L(X, V) and L, are equivalent. 
Let S be a category that satisfies L,, and let q : X* + S be a morphism. Then 
u =V v for each (u, v) E Y. Since =V is the smallest congruence on X* containing 
the pairs (u, v) E Y, we obtain eV C scp. Now let (X; u’ = v’) be any law in 
L(X, V). Then u’ =” v’, so it follows that u’ =q v’ and that S satisfies (X; u’ = 
v’). This shows that S satisfies L(X, V j. Since L, is a subset of L(X, V), the 
converse is immediate. This establishes (14.4). 
Now, to prove the assertion of the proposition, it must be shown that the 
congruence sV is finitely generated, i.e., there exists a finite set of pairs Y that 
generate =V. For then, L(X, V) will be equivalent to the finite set of laws L,. 
Recall that X” l=” is the free category over X relative to (T). Since X is finite, 
the quotient X* l=” is finitely generated. It follows from Corollary 11.2 that 
X” / =V is finite. The proof of this proposition will now follow from 
Proposition 14.4. Let X be a finite graph and let = be a congruence on X* with 
X” I = finite. Then = is finitely generated. In other words, there exists a finite 
collection 
{(ui, vi): i = 1, . . . , n> 
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of pairs of coterminal paths in X such that ui = vi for each i = 1, . . . , n, and = is 
the smallest congruence with this property. 
Proof. Let ( p( denote the length of a path p in X. Every equivalence class of = 
has a path of shortest length. Since X* I = is finite, we may select an integer k 
with the property that every class has a path of length less than k. Let 
w= {(u, v): u = v, (ul I k, (v( < k) . 
Since X is finite, X has only finitely many paths of length k or less. Therefore, W 
is finite. We show that = is generated by the pairs W. 
Let =w be the smallest congruence on X* satisfying 
u=, v for all (u, v) E W . 
Then = w c = . We must show the opposite inclusion. It suffices to show 
(14.5) For any path p in X, there exists a path p’ with lp'l < k and p =.w p’. 
For let p = q, and choose paths p’ and 4’ with I p’(, Iq’l< k satisfying p = w p’ 
and 4 =w 4’. Since sw C =, we have p’ =p = q = q’. This means the pair 
(p’, q’) belongs to W, since both p’ and 4’ are shorter than k. Therefore, 
p’ =w q’, and consequently, p =w q, as required. 
We prove (14.5). Let p be a path in X. If ( pi< k, set p’ = p. Otherwise, write 
p = uq with (u/ = k. By the definition of W, there exists a path v such that 
(u, v) E W and Iv/ < k. Therefore 
p=uq=+~q and Ivql<Ip/. 
Repeating this step a finite number of times will yield the required path p’. 00 
With the proof of Proposition 14.4, we also have completed the proof of 
Theorem 14.2. 0 
Suppose the C-variety V is ultimately defined by the sequence {u, = v,: n ?I} 
of path equations. For each k ~1, let Vk denote the equational C-variety defined 
by the set {u, = u,: n 2 k}. There results a tower of equational C-varieties 
with the property that V= U {Vk: k > 1). This proves 
Corollary 14.5. Every C-variety is the union of a tower of equational C-varieties. 
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15. Examples of C-varieties 
This section presents examples of ultimately equational descriptions of C- 
varieties. All of the C-varieties treated are of the form Vc or 0, where V is an 
M-variety. As with varieties, C-varieties of the form 47 are described by the 
equations that describe V. 
Proposition 15.1. Let V be an M-variety and let L be a sequence of equations that 
ultimately define V. Then the C-variety ?V is ultimately defined by the (loop) 
equations L. 0 
As a consequence, if V is a local M-variety, then the C-variety Vc is ultimately 
defined by the same equations that ultimately define V. 
Example 15.2. Let G denote the G-variety of all finite groups. G is ultimately 
defined by the sequence of equations 
(15.1) {x”=l:m=lcm(l,. . . ,n),n>l). 
By Proposition 13.8, G is local. Therefore the C-variety G, is ultimately defined 
by (15.1) 
Example 15.3. We treat here the equational M-varieties defined by single variable 
equations. This is the pseudo-variety version of Example 12.1. For each pair of 
integers (n, m), with n > m 2 0 and n # 1, let W,,, be the M-variety defined by 
the equation xn = xm. Equivalently, 
W n,m = V,,,, n FMon 
where Vn m 
each V, m’ ’
is the variety defined by J? = xrn. In Example 12.1, it was shown that 
IS local. This does not automatically imply that W,,,, is local. However, 
the arguments employed in Example 12.1 also handle the pseudo-variety cases. 
The M-varieties W, ,0, n # 1, are non-trivial G-varieties. Proposition 13.8 states 
that all non-trivial G-varieties are local. 
For m 2 2, it was shown that if the local monoids of S satisfy xn = xrn, then S& 
also satisfies xn = Y. Since S,, is finite if S is finite, it follows that the M-varieties 
W,,, are local in these cases. 
The case m = 1 is handled by the argument of ThCrien cited in Example 12.1. If 
s E -ewn,,, then Therien constructs a division S < M, where M is a finite monoid 
satisfying Xn = x. This shows JYW,,, C (W,,,),. 
To summarize, 
(15.2) Let n > m 2 0, n # 1. Then each M-variety Wn,, is local. The C-variety 
(W, m)c is defined by the loop equation X” = xm. 
Categories as algebras 
Lemma 15.4. Let 
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be a tower of local M-varieties. Then the M-variety V= u (V,: n L: I> is local. 
Proof. Let S E O? Since V = U {V,: nrl}, each local monoid of S belongs to 
some V, . Because S has finitely many local monoids, we may select an integer k 
such that S E OJ,. Since Vk is local, we have S E (V,& C VC. This shows that V is 
local. 0 
Example 15.5. Let A denote the M-variety of all finite aperiodic monoids. Recall 
that a monoid M is aperiodic if every group divisor of M is trivial. A is ultimately 
defined by the sequence of equations 
(15.3) {_?+l = xn: n 2 l} . 
For each n 2 1 we have W,+ l,n C A. Conversely, if M E A, then M must satisfy 
x n+l = xn for some n 2 1. Consequently, A = U {Wn+I,n: n 2 l}. Since 
is a tower of local M-varieties, we conclude from Lemma 15.4 that A is local and 
that A, is ultimately defined by the loop equations (15.3) 
The reader may wish to review the congruence notation [V] introduced in 
Section 12 prior to (12.2) before proceeding with the next examples. 
Example 15.6. The M-variety IC f7 FMon of all finite idempotent and commuta- 
tive monoids is usually denoted J,. J, is defined by the loop equations 
x2 = x and xy = yx . 
This follows from the fact that J, is local, which we now show. 
Let E be a set. It is well known that the free monoid over E relative to IC is 
isomorphic to the monoid (2E, U ) . In particular, if E is finite, then E * /IC is 
finite. Therefore, if X be a finite graph with edges E, then since 
X* /[ICI -K E” /IC E J, 
we see that X* /[ICI is finite and belongs to (J1>,. 
Simon’s Theorem in Example 12.2 was rephrased in (12.5) as follows: X* /[ICI 
is the free category over X relative to [IC. If S E eJ,, that is, if S is finite and 
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Therefore k’j, c (.I,), , and J, is local. 
Example 15.7. Let FCom denote the M-variety of all finite commutative monoids. 
Example 12.3 showed that Corn,, the variety of categories generated by com- 
mutative monoids, is defined by the bonded path equation 
x 
(15.4) n . 
( 
e-0 ) xyz = zyx . 
1 
Z 
The purpose of this example is to show that FCom, is also defined by (15.4). 
Equivalently, 
FCom, = Corn, 0 FCat . 
This will also establish that the M-variety FCom is not local, because 2” / (xyz) , 
the member of Kom - Corn, constructed in Example 12.3, is finite. 
The result of Therien and Weiss cited in Example 12.3 does not suffice here 
because finitely generated commutative monoids need not be, finite. The main 
theorem of [19], a more delicate result, is needed. For each pair of integers 
(n,m), nLm>O, let C,,, denote the variety of monoids defined by the equa- 
tions 
xy = yx and A? = xrn . 
Note that every finite commutative monoid belongs to some C,,,, and every 
finitely generated member of C,,, must be finite. 
Theorem (Therien and Weiss [ 19, Theorem 3.11). Let X be a finite graph and let p 
be a congruence on X” of finite index. If 
uvw p wvu 
for all paths u, w:c+c’ and v : cl--+ c, with c, c’ E Obj(X), then there exist 
integers n > m 10 so that [Corn,,,] c p. 0 
Using this result, we show that FCom, is defined by (15.4). Certainly every 
member of FCom, satisfies (15.4). Let S be a finite category that satisfies (15.4). 
Let X be a finite graph that generates S, and let cp : X* -+ S be the supplied 
quotient morphism. Then sP satisfies the hypothesis of the theorem. Therefore, 
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there exist integers rz and m so that [Corn,,, _ ] C E cp. Applying Proposition 6.1 and 
(12.2)‘, we deduce 
S = X* lip < X” /[Corn,,,] < E” /Corn,,,, . 
Since E is a finite set, the monoid E” /Corn,,, is finite and commutative. This 
shows that S E FCom, and establishes that FCom, is defined by (15.4). 
In order to present the next example, we extend the notion of syntactic 
congruence to categories. Let S be a category and let Y be an arbitrary subgraph 
of S. A congruence = y, called the syntactic congruence of Y, is defined on S by 
the rule 
s = y t iff asb E Y H atb E Y for all arrows a, b of S admitting 
the composition asb. 
The syntactic congruence of Y is the largest congruence on S that separates 
arrows in Y from arrows not in Y. The resulting quotient S/ sy is called the 
syntactic category of Y. 
Let X be a graph and let Y be a subgraph of X”. Associated with Y is the ideal 
( Y) of all paths of X” that are not factors of any path in Y. It is immediate from 
the definition that if u and u are coterminal paths and u-E ( Y) , then 
U=yV iff vE(Y). 
Therefore, the quotient morphism X” -j X” / = y has the factorization 
The category Z* / (xyz) , constructed in Example 12.3, is the syntactic category of 
Y = {xyz}. Here th e syntactic congruence of Y and the ideal congruence of ( Y) 
coincide. In general, = y will further identify paths of X* that are not in ( Y). 
Example 15.8. This last example treats J, the variety of all $-trivial monoids. The 
results presented here are direct consequences of the work, in [6], of Knast. 
Elements of a monoid are 9-equivalent if they generate the same ideal. A 
monoid M is $-trivial iff MM = MM implies s = t for all s, t E M. 
The collection of all $-trivial monoids does not form a variety. For example, IV, 
the non-negative integers under addition, is $-trivial, but the finite cyclic groups, 
divisors of N, are not. However J, the collection of all finite $-trivial monoids, is 
an M-variety. J is ultimately defined by the sequence of equations 
(15.5a) {xn+’ = xn, (xy)” = ( yx)“: n L l} 
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or equivalently, by the sequence 
(15Sb) {(xy)% = (ivy)” = y(xy)“: n 2 l} . 
It should be observed that if a monoid satisfies just one of the members of (ES), 
then it ultimately satisfies (15.5). The reader is referred to [3, p. 1191 for a more 
detailed discussion of J. 
In this discussion, a finite category will be constructed that has $-trivial local 
monoids, yet does not divide a $-trivial monoid. In other words, the category will 
belong to e J - Jc. This will show that J is not a local variety of monoids. This will 
further show that the sequence of loop equation (15.5) does not suffice to define 
J C’ 
Also, it will be shown, assuming the results of [6], that Jc is ultimately defined 
by the sequence of bonded path equations 
x 
(15.6) e@ ; (xy)“xw(zw)” = (xy)“(nv)“): n 2 I} . 
2 
An easy argument shows that a category ultimately satisfies (15.6) iff it satisfies 
any path equation in (15.6). From (15.5b) it follows that every $-trivial monoid 
ultimately satisfies the sequence (15.6). Since every category in Jc divides a 
$-trivial monoid, it follows from Proposition 9.2 that every member of Jc must 
utlimately satisfy (15.6). The converse will be established below. 
Let W be the graph in (15.6), and let Y be the subgraph of W* consisting of 
all paths of the forrn (xy)?~(zw)“, m, n 2 0. The syntactic category of Y has the 
description shown in Fig. 4. 
xyx=x yxy=y zwz=z wzw=w 
zy =o yz =o wx=o 
Fig. 4. The category W*I=.. 
The zero in each horn-set represents the equivalence class of coterminal members 
of ( Y). It is easy to check that both local monoids are 9-trivial: Simply verify 
that each element generates a distinct ideal in its monoid. Next, note that for each 
n 2 1, (xy)“xw(zw)” = xw and (xy)“(zw)” = 0. This shows that W* /=y does not 
satisfy any of the path equations (15.6) and does not belong to Jc. Therefore, 
W* /= y E eJ - Jc. This construction is an adaptation of an example in [6]. 
Categories as algebras 163 
It was observed above that every member of Jc ultimately satisfies the sequence 
(15.6). The converse, that every category ultimately satisfying (15.6) belongs to 
J c, rests upon the main result of [6]. In order to state that result, some 
preliminary notation is needed. 
Let X be a graph and let E denote the set of edges of X. For each m ~1 and 
each path w in X, define 
wa, = {a, * - e ak E E*: w = xOalxl , . . xk_lakxk, k 5 m) . 
a, defines a congruence =m on X” by the rule urMu iff ucy, = vcy, . Furthermore, 
if X is a finite graph, then X” / sm is finite. Knast’s Theorem can now be stated. 
Theorem (Knast, [6]). Let X be a finite graph and let p be a congruence on X of 
finite index that for some n 2 1 satisfies 
(xr>"xw(N" P (Icv>"cw" 
for all paths x, z : c+ c’ and y, w : c’+ c, with c, c’ E Obj(X). Then there exists 
m I 1 such that 
Now let S be a finite category that ultimately satisfies (15.6). Let X be a finite 
graph that generates S and let 9 : X” + S be the required quotient morphism. 
Then the congruence =p satisfies the hypothesis of Knast’s Theorem. Con- 
sequently, for some m Z- 1, we have =m C = Q. Applying Proposition 6.1 yields 
s-x=+, <X”l=m. 
It suffices, therefore, to show that X” / =,,, divides a $-trivial monoid. 
Apply the construction of the congruence =m to the free monoid E*, and 
denote the result by No. Then the monoid E” /-m is finite, and it is not too hard 
to show that E’l-, satisfies the equations xmtl = x”’ and (xy)” = ( yx)“. For 
example, see the argument in [3, p. 2321. Therefore, E*l-, E J. 
Consider the composite morphism 
0:X*-+4* --+~=+=l-, 
‘. where the first morphism is px, defined before (12.2). Clearly, if u and v are 
coterminal paths in X, then z.49 = v@ iff u E,,., u. Proposition 6.2 implies 
X*/y,.,<E”l-,EJ. 
The $?-relation on monoids can be extended to categories. Let S be a category, 
and let s and t be arrows of S. Define the preorder I$ on the set of arrows of S by 
s zd t if t belongs to the ideal generated by s. Equivalently, s kdt t iff there exists 
arrows a, b satisfying t = asb. This preorder defines the $-relation on Arr(S): s$t 
iff SLdt t and tzf s. It is important to note that zd relates arrows that are not 
coterminal. 
It is interesting to ask how the $-relation on categories relates to membership 
in JC and k’J. It would be reasonable to call a category S $-trivial if the $-relation 
restricted to each horn-set of S is the identity relation. It is also reasonable to call 
a category S $-trivial if S E JC. These proposed definitions are not compatible; 
the first condition is only sufficient to make S a member of l?J. To wit: 
(15.7) S E e J iff s, t coterminal and s$ t 3 s = t . 
For assume that S E 8J and s$t, where s and t are coterminal. Then there must 
exist a, b, c, d satisfying s = atb and t = csd. Then 
s = atb = acsdb = (ac)“s(db)” 
for each m L 1. Since s and t are coterminal, the arrows a and c are loops at the 
same object; similarly, b and d belong to the same local monoid of S. Since 
S E tJ, there exists an n 2 1 so that each local monoid of S satisfies the equation 
(x~)“x = (xy)” = y(xy)“. Therefore we may write (ac)” = c(ac)“, (db)” = (db)“d, 
and conclude 
s = (ac)“s(db)” = c(ac)“s(db)“d = csd = t . 
The converse of (15.7) is clear. 
In order for a category to belong to JC, the 2-relation rnu5t !r, addition, be 
preserved under composition. That is, 
(15.8) 
When S is a $J;-trivial monoid, the multiplicative condition is trivially satisfied, 
since 8; coincides with equality. When a category in 4J has more than one object, 
however, 9 need not be equality and (15.8) becomes non-trivial. Witness the 
example in Fig. 4. There we have xy&lyx and zw&vz, but 0 = (xy)(zw)$(yx)(wz) 
is false. 
We establish (15.8). Let S E Jc and choose an n 2 1 so that S satisfies the nth 
path equation in the sequence (15.6). Let s&,, s&,, where the arrows s,, s2 
and t, , t, are composable. For i = 1,2, there exist arrows ai, bj, ci, di, satisfying 
Si = Uitibi and ti = Cisidi. We may then write 
SlS2 = (~lc,>“s*[(d,b,>“(~,C2)“lS2(d2b,)” * 
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Since t,t, is defined, it follows that the subgraph of S consisting of arrows 
b,, d,, a*, c2 must satisfy the nth term of (15.6). Therefore 
SlS2 = (a,c,>“s,[(dlb*>“~lc2(a,c,)“ls,(d,bz)’ 
= sld,c,s2 . 
Consequently, c1s1s2d, = clsld,c,s2d, = t,t, and s,s, zdt t,t,. The dual argument 
establishes the reverse inequality, so s1s28;t,t,. 
Conversely, let S satisfy the right-hand side of (15.8). Since S is finite, we may 
choose an integer n > 1 so that xn is idempotent for each loop x. We show that S 
satisfies the nth term of (15.6). Let a, c: c, + c2 and b, d: c2+ c, be arrows in S. 
Then ab is a loop, so 
(ab)” = (ab)2n = (ab)“a[b(ab)“-‘1 . 
From this we infer that (ab)“a$(ab)“. Dually, d(cd)‘*$(cd)“. Since the $-relation 
is multiplicative, we have 
(ab)“ad(cd)n$fab)n(cd)” . 
But the arrows (ab)“ad(cd)” and (ab)‘.(cd)“’ are coterminal and S E k’J. (15.7) 
implies (ab)“ad(cd)” = (ab)“(cd)“. Therefore, S ultimately satisfies (15.6), and 
=J,. 
As mentioned at the outset of this discussion, the results about J presented here 
are a direct consequence of the work of Knast in [6]. Recently, Straubing and 
Therien [17] have produced an interesting new proof of Knast’s Theorem. The 
proof uses the language introduced in this paper, i.e., category division, varieties 
of categories and path equations. 
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Part C. The Delay Theorem 
16. Semigroups and categories 
There are important connections between semigroups and categories. The 
consolidation operation S* Scd, p resented in Section 3, provides a method of 
converting a category into a semigroup. When the category S has more than one 
object, S,, is not a monoid. 
The following construction converts semigroups to categories. Given a semi- 
group T, we construct a category TE as follows: 
Obj(T,) = {e E T: e2 = e} , 
T,&, f > = eTf . 
Composition is that of T. Note that the arrow e : e -+ e is the identity at object e. 
The construction S+ S,, and T+ TE have the following relationship: 
Proposition 16.1. (SCd)E - S for every category S. 
Proof. If S is the empty category, then S,, is the empty semigroup and 0, = 0. 
Therefore, assume S # 0. The objects of (Sc,), are the idempotents of S,,. The 
non-zero idempotents of Se, have the form (c, e, c), where e2 = e E S(c). Of 
particular interest are the objects 
I = {(c, l,, c): c E Obj(S)} . 
Let T be the full subcategory of (Sc,), defined by I. The graph function 
~0 = (c, l,, c) for objects , 
Se=(c,s, c’) for arrows s:c--tc’ 
clearly is an isomorphism. That is, S is isomorphic to the full subcategory of 
(S,,), defined by I. 
Each object _e = (c, e, c) of (S,,), is a retract of the object (c, l,, c). This 
follows because setting f = h = _e, we have arrows 
f :g-+(c, l,, c) and h:(c, l,, c)-+g 
in (SCd)E satisfying fh = _e = 1,. Furthermore, if 0 E S,, , then the object 0 of 
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(S,,), is a retract of the object (c, l,, c) for any c E Obj(S). Therefore, every 
object of (S,,), is a retract of some object in I. Corollary 3.6 then yields the 
assertion. 0 
No pleasant relationship, however, exists between a semigroups T and (r,) cd. 
A good example of this is provided by the semigroup T = {a,, a2} with composi- 
tion aiak = ak, 1, ’ k=1,2. 
If S is a monoid, then S = S,, . Applying this fact to Proposition 16.1 shows that 
both the operations S-+ S,, and T-+ TE have no effect (up to equivalence) on 
monoids. 
Proposition 16.2. If S is a monoid, then S - S,. 
The construction SE and its relation to the consolidation operation is introduced 
in order to study S-varieties of the form Vo D, where V is an M-variety. The 
S-variety D is the collection of all finite semigroups that satisfy Se = e for each 
idempotent e in S. S-varieties of this form play an important role in several areas, 
such as the classification of aperiodic varieties of languages. The relation between 
Vo D and the construction S, is given by the Delay Theorem, Theorem 17.1. This 
section is devoted to reviewing the relevant semigroup concepts and to proving a 
necessary extension of Theorem 13.2. 
Relational morphisms and division 
Semigroup relational morphisms and divisions are defined exactly as they are 
for monoids, except that no requirements about identities are made. More 
precisely, let S and T be semigroups. A set relation cp : S + T is a relational 
morphism of semigroups (written cp : S<I T) if 9 is fully defined and scps’q C_ (ss’)cp 
for all s, s’ E S. Equivalently, q : S -4 T iff 9 satisfies (2.1)-(2.3). In this case, of 
course, (2.1) is automatically satisfied. 
A relation cp : S -+ T is a division of semigroups (written cp : S -C T) if cp is an 
injective relational morphism. We say that S divides T (and write S < T) if there 
exists a division cp : S -K T. Equivalently, S -K T iff there exists a subsemigroup T’ 
of T and a surjective morphism cp : T’ -+ S. 
The operation S--+ S ’ , explained in Section 3, converts a semigroup S into a 
monoid S ’ by adjoining an identity, if needed, to S. Note that S is an ideal of S ?? . 
In a similar manner, we convert a relational morphism of semigroups to a 
relational morphism of monoids. 
Let q : S <I T be a relational morphism of semigroups. Define the relation 
S(p’=Stp ifsES, 
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p ’ may not satisfy (2.2) and (2.4)) but since S is a subsemigroup of S * and T is a 
subsemigroup of T ?? , it follows that q ’ satisfies (2.3). To the relation rp’ we apply 
the ‘plus’ operation, defined in Section 2 before Lemma 2.6. This operation 
adjoins the pair (1,l) to q’, if it is not already present. Thus, p’+ : S ?? -+ T’ 
satisfies (2.1)-(2.4); and hence, is a relational morphism of monoids. We denote 
this relational morphism, which was constructed from p : S <I T, by q’. In other 
words, set cp’ = q’+. 
The operation cp --+ q*, therefore, converts a relational morphism q : S -4 T of 
semigroups into a relational morphism 50’ : S’ <I T’ of monoids. Note that # cp is 
an ideal of the monoid # (9 ‘). Note also that if cp is a relational morphism of 
monoids, then cp’ = 9. 
If cp : S < T is a division of semigroups, then the relation q ’ : S . + T ?? is 
inj ective. Proposition 2.7 then implies 
(16.1) qxS<T 3 cp’:S’ -CT’ . 
Wreath product 
The wreath product of semigroups is best described in terms of the wreath 
product of monoids. Let V and T be semigroups. The wreath product of V and T 
is the subset 
VoT={(f,t)EV’oT’: tETand T’fcV} 
Of’V’OT’. Note that Vo T is an ideal of V’ 0 T’ , and if both V and T are 
monoids, then Vo T = V’ 0 T’ . The wreath product of semigroups satisfies state- 
ments (5.3)-(5.9, made originally for monoids, and the restriction of the 
projection 7~ : V’ 0 T ?? * T ?? to Vo T is a semigroup morphism 
T:VOT-+T. 
Composing a division 8 : S -K Vo T with the projection 7~ : Vo T- T yields a 
relational morphism of semigroups &r : S <I T. 
When dealing with wreath product decompositions of semigroups where the 
left-hand term is constrained to be a monoid, the Derived Category Theorem 
(Theorem 5.2) has the following useful extension: 
Theorem 16.3. (a) Let 40 : S <I T be a relational morphism of semigroups, and let V 
be a monoid satisfying Dq. -X V. Then there is a division of semigroups 
~:S-CVOT 
satisfying 877 = q. 
Categories as algebras 169 
(b) Let 8 : S < VQ T, where V is a monoid, and let cp = 0~ : S <I T be the 
associated relational morphism. Then 
Proof. (a) Since cp ?? : S’ -pi T ’ is a relational morphism of monoids, and since 
D,. < V, where V is a monoid, Theorem 5.2(a) implies the existence of a division 
of monoids satisfying tn = 9 ’ . By suitably restricting g, we will obtain the 
required 8 : S -C Vo T. 
Define the relation 
O:S-+VoT, 
se={(f, t)Es& tap}. 
From this definition we see that s&r C scp for all s E S. To establish the opposite 
inclusion, let t E sq. Then t E sq’ = s@r, so there exists a function f E VT’ such 
that ( f, t) E st. But since t E sq, we have ( f, t) E SO and t E S&T. Thus, sq C s&r 
for all s E S. This shows that cp = 0~. 
It remains to show that 6 is a division. Since cp = 6~ and cp is fully defined, the 
relation 8 is also fully defined. Because both t and cp satisfy (2.3), it follows 
readily from the definition that 0 satisfies (2.3). Finally, because 8 is a restriction 
of t, it follows that 8 is injective. This all combines to show that 8 is a division of 
semigroups. 
(b) We use the division 6 : S -K Vo T to define the injective relation 
19” : S - -+ Vo T ’ , 
se” = se ifsES, 
se” = 0 otherwise . 
Since S is a subsemigroup of S * and Vo T is a subsemigroup of Vo T ?? = V’ 0 T ?? , 
0” satisfies (2.3). Let e denote O”+. Proposition 2.7 implies that e is a division of 
monoids. Note that 8 is not the same as 8 . . 
Applying Theorem 5.2(b) to the division 
yields D,, -K VT.. It remains to show that @r = cp ?? . If s # 1, then sqp’ = sqo and 
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sfj = st3. Therefore 
stp’ = scp = s&r = s&T . 
For s = 1, we have lrp’ = 19 U {l}, where 19 is regarded as empty if 1 does not 
belong to S. Similarly, 19 = 18 U { ( fo, 1))) where f. is the identity of VT. 
Therefore, 
1tjT = l&T u {(fo, l)}T = lq u (1) = 16 * 
Thus 3~ = q’, proving the assertion. Cl 
Varieties 
A variety of semigroups is a collection of semigroups closed under division and 
direct product. A pseudo-variety of semigroups (or S-variety) is a collection of 
finite semigroups closed under division and finite direct products. Birkhoff’s 
theorem [l] states that every variety of semigroups is defined by equations; the 
pseudo-variety theorem of Eilenberg and Schiitzenberger [4] says that every 
S-variety is ultimately defined by a sequence of equations. 
If V is a variety of monoids (or an M-variety), then Vs denotes the variety of 
semigroups (or S-variety) generated by V. Clearly, 
(16.2) S E Vs iff S < M for some M E V . 
The empty semigroup is the only non-monoid that divides a finite group. 
Therefore, if G is a G-variety, then G, = G U {O}. Such S-varieties are called 
extended G-varieties. 
Let V and W be varieties of semigroups. The wreath product Vo W of V and W is 
the variety of semigroups generated by the family 
(16.3) {VoW:VEVandWEW}. 
When V is a monoid variety and W is a semigroup variety, the variety Vs 0 W is 
usually denoted by Vo W. This convention is followed because, using (16.2) and 
(5.5), one sees that the variety Vs 0 W is generated by all semigroups of the form 
Vo W, where V E V and W E W. For the same reason, if V is a semigroup variety 
and W is a monoid variety, then the variety Vo Ws is denoted Vo W. However, if 
both V and W are monoid varieties, then Vo W denotes the variety of monoids 
generated by (16.3). 
To summarize the above, if one of V and W is a semigroup variety, then Vo W 
denotes the semigroup variety generated by the family (16.3). If both V and W 
are monoid varieties, then Vo W denotes the variety of monoids generated by 
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(16.3). As with monoids, membership in a semigroup variety Vo W can be 
characterized by 
(16.4) SEVoW iff S<VoWfor some VEV and WEW. 
In an identical manner, we may define the wreath product Vo W of S-varieties V 
and W to be the S-variety generated by the family (16.3). The notation for mixed 
products, where one of V and W is an M-variety: remains the same, and (16.4) 
holds in all cases. 
Theorem 16.3 now provides the following extension of Theorem 8.2 and its 
pseudo-variety counterpart, Theorem 13.2: 
Theorem 16.4. Let V be a ( pseudo-I variety of monoids and let W be a (pseudo-) 
variety of semigroups. Then 
iff there exists a relational morphism cp : S <I T satisfying 
D,.EV, and TEW. 
Proof. Let S E Vo W. Then by (16.4) there exists a division 
where V E V and T E W. Let cp = &T be the relational morphism obtained by 
projecting onto T. Since V is a monoid, Theorem 16.3(b) states that D,. -C VT’. 
But VT’ is a direct product of card T’ copies of V, and therefore VT’ E V. 
Consequently, D,. E Vc, and cp satisfies the requirements of the assertion. 
Conversely, let q : S <I T be given with D,. E Vc and T E W. Then D,. -K V for 
some monoid V E V. Theorem 16.3(a) then yields a division S < Vo T. Therefore 
SEVOW. 0 
For those readers familiar with the definition of the semidirect product V* W of 
M-varieties and S-varieties as treated in [3, Chapter V], it is noted here that 
(16.5) Vo W = V* W except when W is an extended G-variety . 
It is because of the failure of (16.5) when W is an extended G-variety that the 
semidirect product of pseudo-varieties is abandoned in this article in favor of the 
wreath product. Theorem 16.4 does not hold when Vo W is replaced by V* W. The 
proof of (16.5) is presented in Appendix A. 
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The derived category does not offer a solution to the membership problem for 
Vo W when V is a semigroup variety. For a solution to this problem, one must turn 
to an ideal of the derived category. Treating such ideals independently of their 
parent categories requires the study of ‘categories without identities’, or to coin a 
phrase, ‘semigroupoids’ . Semigroupoids and their contribution to the solution of 
the membership problem for semigroup (pseudo-)varieties Vo W are discussed in 
Appendix B . 
17. The Delay Theorem 
Let V be an M-variety. S-varieties of the form Vo D arise in a natural way from 
the study of recognizable languages. The connection is established via the 
syntactic congruence associated with a language. The first class of languages to be 
studied that exhibited this phenomenon was the class of locally testable languages. 
These languages correspond to J, 0 D, J, being the M-variety of idempotent and 
commutative monoids. The first level of the dot-depth (or Brzozowski) hierarchy 
of aperiodic languages corresponds to Jo D, where J is the M-variety of J-trivial 
monoids. Straubing [16] shows that every level in the dot-depth hierarchy 
corresponds to an S-variety of the form VoD. Good sources for this material are 
[3, Chapters VII-IX] and [16]. 
Membership criteria for S-varieties of the form Vo D, however, proved difficult 
to express in semigroup terms. Simon needed graph-theoretic arguments (see his 
theorem in Example 12.2) to show that 
Knast noted that a similar solution was not valid for J 0 D. He developed his 
theorem (stated in Example 15.8) in order to give an effective description of 
members of JoD. 
Straubing addressed the general problem in [16]. He showed that, to quote 
him, “Semigroups in Vo D are characterized in terms of certain ‘path conditions’ 
involving the idempotents of the semigroup and congruences associated with V”. 
Straubing’s path conditions are complex because they are expressing category and 
category division ideas without benefit of the language. Our solution to this 
problem, the Delay Theorem, has a very elegant statement in terms of this 
language. The essential details of the proof, however, are quite similar to those of 
Straubing. 
Theorem 17.1 (Delay Theorem). Let S be a finite semigroup and let V be a 
non-trivial M-variety. Then 
SEVoD iff S,EV,. 
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The Delay Theorem is proved in the next section. Consequences of the Delay 
Theorem are discussed in the remainder of this section. 
Let S be a semigroup, and let E denote its set of idempotents. Consider the 
subsemigroup ESE = {eSf: e, f E E}. Because each horn-set of S, has the form 
eSf, we may define the faithful graph function 
q:&+ESE’, 
s?j = s . 
77 clearly satisfies conditions (2.1)-(2.3), so Proposition 2.7 yields 
(17.1) Let S be a semigroup with idempotents E. Then SE < ESE ?? , 
From (17.1), it follows that S, belongs to the M-variety generated by ESE ?? . As 
a corollary of the Delay Theorem, then, we have 
Corollary 17.2. Let S be a finite semigroup, and let E be the idempotents of S. 
Then 
SE(ESE’)oD. 
Proof. If the semigroup ESE has more than one element, then the M-variety 
(ESE ‘) is non-trivial, so the assertion follows from the Delay Theorem and 
(17.1). 
If ESE is a singleton, then since E C ESE, it follows that S has only one 
idempotent e, and ESE = {e}. Let s E S. Because S is finite, sn = e for some 
n 2 1. It follows that es = sn+’ = se. Therefore 
se=(se)e=ese=e 
and S ED. On the other hand, if ESE is a singleton, then ESE ?? = 1 and 
(ESE’)=,{l}. Therefore, SED = {l}oD=(ESE’)oD. 0 
Let V be a non-trivial M-variety. If an equational description of Vc is available, 
then the Delay Theorem allows that description to be transformed into a 
membership criteria for Vo D. The Delay Theorem says that a semigroup S 
belongs to Vo D if and only if SE satisfies the equations describing Vc. But the 
arrows and composition of S, are inherited directly from S. Each edge in a path 
equation describing Vc can be replaced with an element of S of the form esf> 
where e and f are idempotents. 
To illustrate this technique, consider the case of J, 0 D. Simon’s Theorem. (see 
Examples 12.2 and 15.6) shows that (J,), is equational and is defined by the loop 
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equations x2 = x and xy = yx. Loops in S, have the form ese, e E E. Therefore, 
S E J, 0 D iff (ese)* = ese and (ese)(ete) = (ete)(ese) 
for all eEE, and s, tES. 
Since we are dealing with finite semigroups, this criteria can be translated into the 
sequence of equations 
{(ZmXZm)* = zmxzm, ZmXZmyZm = zmyzmxzm: 
n 2 1, m = lcm(1,. . . , n)} 
which ultimately defines J, 0 D. 
Example 15.7 showed that FCom,, the C-variety generated by finite commuta- 
tive monoids, is defined by the bonded path equation (15.4). Therefore, if S is a 
semigroup, then SE E Fcom, iff stu = uts for all arrows s, u : e + f and t : f- e. 
Using the Delay Theorem, we obtain the criterion 
S E FComo D iff (est)( fte)(evf) = (evf)( fte)(esf) 
for all e, fe E and s, t, u E S . 
Applying the same technique to the results of Example 15.8, we obtain 
S E Jo D iff there exists an integer rz 2 1 such that 
(esfte)“sfu(eufue)” = (esfte)“(eufie)” 
for all e, fE E and s, t, u, u E S . 
The above membership criteria can be converted into ultimately equational 
descriptions of FComo D and Jo D using the method illustrated for J, 0 D. 
When V is an M-variety, we denote by LV the largest S-variety V’ satisfying the 
condition 
V’nFMon=V. 
Equivalently, 
LV={S:eSeEV,e*=eES}. 
For any V, the inequality Vo D C LV holds; for a proof, see [3, p. 1551. In general, 
however, Vo D # LV. For example, the semigroup 7’ = {a,, a,} with composition 
ajak = aj, j, k = 1,2, belongs to Ll but not D. Thus Vo D f LV when V= {l}. 
The following problem has long been of interest: 
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(17.2) Characterize the M-varieties V that satisfy Vo D = LV . 
Therien and Weiss [19, Theorem 2.81 state a solution to this problem in terms of 
graph congruences. The following theorem, a consequence of the Delay 
Theorem, can be viewed as a reformulation of their result in terms of category 
varieties. 
Theorem 17.3. Let V be an M-variety. Then 
VoD=LV $f V is local. 
Proof. Let V be a local M-variety. Since {l} is not local, V is non-trivial. Let S be 
a semigroup in LV, then eSe E V for each idempotent e E S. But the monoids eSe 
are the local monoids of SE, so S, E N. Since V is local, it follows that S, E Vc. 
The Delay Theorem (Theorem 17.1) states that S E Vo D. Thus Vo D = LV 
At this point we may conclude that the Theorem holds for all G-varieties. For, 
let V be a non-trivial G-variety. Then Proposition 13.8 says that V is local, and the 
preceding argument, therefore, shows that Vo D = LV for all non-trivial G- 
varieties V. For the trivial G-variety (1)) which is not local, we have {1} 0 D = D # 
Ll= L(1). 
It remains, then, to assume Vo D = LV when V is an M-variety that is not a 
G-variety, and to prove that V is local. To do this, we need the following technical 
lemma about the consolidation operation: 
Lemma 17.4. Let V be an M-variety that is not a G-variety. Then 
SEev 3 S&LV. 
Assuming, for the time being, the truth of this lemma, we complete the proof 
of the theorem. Let S E 0? The assumption Vo D = LV and Lemma 17.4 allow the 
conclusion Sc, E Vo D. Since V is non-trivial, the Delay Theorem implies that 
Proposition 16.1 states that S - (S,,),. Thus S E Vc. This shows that V is local 
and proves the assertion. 0 
Proof of Lemma 17.4. The assumption that V is not a G-variety allows us to 
assume that V contains the monoid U1 = { 1, 0) , where 1 is the identity and 0 is a 
zero. 
Let S E tV. If S = 0, then SCd = 0 E LV. If S is a monoid, then S E V C LV and 
S cd = S. Therefore, S,, E LV in this case. 
Assume, therefore, that S has more than one object. Then SCd is a semigroup 
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with a zero. Every non-zero idempotent of S,, has the form _e = (c, e, c), where 
e : c-+ c is an idempotent arrow of S. The monoid _eS,,e in So, has the form 
{(c, s, c): s E es(c)e} U (0). Define the relation 
e:_es,&-+ S(c) x u, ) 
(c, s, c)e = (s, 1) , 
08 = S(c) x (0) . 
6 is clearly a division of monoids. Since S E 43, the local monoid S(c) belongs to 
V, and since V is not a G-variety, U, E V. Therefore _eS,,e E V. Since OS,,0 = 1 E 
V, it follows that Se, E LV. Cl 
Proposition 13.8 states that every non-trivial G-variety is local. Therefore, 
Theorem 17.3 yields the following result, first discovered by Straubing: 
Corollary 17.5 (Straubing [16]). G 0 D = LG f or every non-trivial G-variety G. 0 
The examples (local and non-local) discussed in Section 15 provide further 
specific answers to problem (17.2). 
Example 17.6. (a) W,,, oD=L(W,,) for all n>m20, n#l. 
(b) J,oD = LJ,. 
(c) Jo0 # LJ. 
(d) AoD = LA. 
(e) FComo D # L(FCom). 
Let G denote the G-variety of all finite groups, and let A denote the M-variety 
of all aperiodic monoids. Define the tower 
of M-varieties by the rule 
C,=A, 
C,=AoGoC,_,, nrl. 
The following facts are well known (for example, see [21]): 
(17.3) Cn#Cn+l, nro. 
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(17.4) F&Ion = U {C, : n 2 0} (Krohn-Rhodes Theorem [7] 1965). 
A monoid M is said to have complexity n if M E C,, - C,_ 1. The M-varieties 
{C,: n 2 0} are called the complexity varieties. 
Attempts to solve the membership problem for the varieties C, , n I 1, have led 
to many of the important theorems and techniques in this subject, including the 
original derived semigroup. The problem has proved rather intractible, and it is 
now widely believed that the complexity varieties (except for C,) have undecid- 
able membership problems. 
Rhodes, in his paper [ 121, constructs a semigroup S that belongs to LC, but not 
to C, 0 D. Therefore, C, 0 D # LC, . Theorem 17.3 implies 
Corollary 17.7. The M-variety C, = A 0 G 0 A is not local. ??
18. Proof of the Delay Theorem 
Let S be a semigroup and let A denote the alphabet whose letters are the 
elements of S. Let A+ denote all words of A” of positive length, i.e., the free 
semigroup over A. There results the usual morphism of semigroups 
ar:A+--+S 
which maps each letter of A into itself. For a word w E A+, we will write w for - 
WCY. 
Let S be a non-empty finite semigroup. It is well known that the integer 
n = card S satisfies 
(18.1) Every word w E A+ of length n has a factorization w=uv, with 
u E A”, u E A*, such that ue = _u for some idempotent e in S. 
Dually, n = card S satisfies 
(18.2) Every word w E A+ of length n has a factorization w=uv, with 
UEA”, u E A+, such that eu = _v for some idempotent e in S. 
Define rdel(S) to be the smallest integer n that satisfies (18.1) for Sand define 
ldel(S) to be the smallest integer n that satisfies (18.2) for S. Finally, set the delay 
index of S, 
del( S) = min{rdel(S), ldel(S)} if S f (d, S not a monoid, 
del(S) = 0 otherwise . 
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The S-variety D has a useful hierarchy, defined as follows: For each n 2 0, set 
D, = {S ED: del(S) s n} . 
We make the following easy observations: 
(18.3) D, = {l}S = {fl, l}, the smallest S-variety ; 
(18.4) D, c_ D,+, for all n L 0 ; 
(18.5) D= U{D,:n~O}. 
In fact, as the next proposition shows, each D, is an equational S-variety. 
Proposition 18.1. Let n ~1. Then S E D, iff S satisfies the equation 
(18.6) yx, . . . x, = x1 . . . x, . 
Consequently, each D, is an equational S-variety. 
Proof. Let S E D,, n L 1. Then for any word w = x1 . . . x, E A+, there exists a 
factorization w = uu satisfying either Fe = _u or ez = _v for some idempotent e E S. 
In any case, x1 . . . _n x = ueu But since S ED, we have se = e for all s E S. _ _. 
Therefore, 
2!3*~* xn = yuev = ev = uev = x1 . . . x_~ -_ _ _- 
and S satisfies (18.6). 
Conversely, suppose S # fl satisfies equation (18.6). Let e E S be an idempo- 
tent. Setting y = s and each xi = e in (18.6) yields se = e for all s E S. Therefore, 
SED. Letx,... X, be a word in A’ of length n. Then (18.6) yields 
ex, . . . it, = x1 . . . x -n 
so the factorization u = 1, u = x1 . . . x, satisfies (18.2). Therefore, del(S) I n and 
SED,. Cl 
needed to prove the Delay We now present the first of two propositions J 
Theorem. 
L Theorem 18.2. Let S be a finite semigroup and lel 
Then 
V be a non-trivial M-variety. 
Categories as algebras 179 
S&V, 3 SEVoD, 
where n = del(S). 
Proof. We first treat the case del(S) = 0. Then S is either empty, in which case S 
belongs to every S-variety, or S is a monoid. By Proposition 16.2, S - SE when S 
is a monoid. Since SE E Vc, it follows that S E V. Therefore, 
S=S+EVo{l},=VoD,. 
Therefore, the assertion holds for n = 0. 
Let del(S) = n 2 1. Denote by A, the set of all words of A’ with length n or 
less. Define the function 
WPtl =w if JwIsy1, 
WP, =U ifw= uu and IuI = n . 
Thus p, acts as the identity on all words of length n or less, and sends longer 
words to their terminal segments of length n. 
Consider the equivalence relation on A+ induced by p,. It is a congruence, and 
further, each equivalence class contains exactly one word from A,. Thus, as is 
usual in these circumstances, A, becomes a semigroup and p, becomes a 
morphism by defining the product 
w * wt = (ww’)p, 
in An. Note that the semigroup A II satisfies the equation (18.6). Therefore, by 
Proposition 18.1, we conclude that A, E D,. 
We now form the relational morphism of semigroups 
cp = a-‘p,:W A, 
where Q : A+ + S and p, : A+ * A, are the morphisms previously defined. The 
relational morphism cp is called the delay morphism of S. 
Extend q to the relational morphism cp ?? : S’ -CI A i of monoids, as discussed in 
Section 16. We propose to prove that the derived category of vO’ belongs to Vc. 
When that is accomplished, Theorem 16.4 applies and proves the assertion of this 
theorem. 
Since S and An are not monoids, we have 1 q ’ = 1. Since A’ is not a monoid, 
the extensions a* : (A+)‘+ S’ and pi : (A+)‘-+ Ai are morphisms and satisfy 
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cp’ = (cY’)-~&. Treating (A+)’ as the free monoid A*, we see that ((Y’, A*, pi) is 
an admissible factorization for 40 ??. We use this factorization to study D,.. The 
reader may wish to review the discussion, in Section 4, of admissible factoriza- 
tions and their associated representations of the derived category. 
For notational purposes, let $ = 9’. Let 
be the representation of D, obtained from (a!‘, A*, pi). We investigate the 
structure of W+. Since pi is surjective, every element of Ai is an object of W,,, . 
Because of the multiplication rule for An, the identity of Ai can be treated as the 
identity of A*. Therefore, the objects of W4 are all words of A* of length n or 
less. 
Let w E A* and let wl, w2 E Obj( W,>. Then from the definition of p, it follows 
that 
(18.7) w E W,(w,, w2) iff (w,w)pi = w2. 
We use (18.7) to study the bonded ordering on the objects of W@. First consider 
the case when ) wll < n and w1 = w2. Then the identity w = 1 is the only word that 
satisfies (w,w)pA = wl. Therefore, the local monoid W,,, (w I) is trivial. Second, 
consider the case when 1 wll < n and w2 # wl. If W,<w,, w2) # 8, then (18.7) 
implies that 1 w2 I> I w, I. Therefore, an object of length less than n can be bonded 
to no other object. Third, if lwZl = n, then (18.7) shows that w2 E W,(w,, w2) for 
all w 1 E Obj( W4 ). Therefore, all words of length n are mutually bonded. 
We can summarize the above as follows: The bonded components of W+ are the 
local monoids {W,(w): IwI <n}, each of which is trivial, and the full subcategory 
W@(A”), where A” denotes all words of A+ of length n. Since 77 : W+ -+- D, is a 
quotient morphism, we conclude that every bonded component of D, is trivial 
except for D+(A”). 
Because V is non-trivial, Theorem 13.6 may be applied to the C-variety Vc. 
Theorem 13.6 states that D, E Vc iff each bonded component of D, belongs to 
Vc. Thus, to prove that D, E I$, it suffices to prove that D,,,(A”) E Vc. Because 
of the hypothesis SE E I$, we can complete the proof of this theorem by 
establishing a division 
(18.8) DJA”) < SE . 
This will be done by first constructing a relational morphism 
8 : WJA”) <I S, 
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and then showing the composition q - ‘0 : D, (A”) <I S, is a division. The remain- 
der of the proof is devoted to establishing (18.8). 
We first consider the case when del(S) = rdel(S). For each word wk E A”, let 
Wk = ukuk be the factorization that satisfies (18.1) with the smallest lu,l, and let ek 
be an idempotent of S such that ske, = _uk. 
Define the object function of 0 by 
&A”-+E, 
w&J = ek 
and define the horn-set relations by 
0 : W&VI7 wd + Me,, e2> ,
w0 = {s E e,Se,: _u1s_u2 = wlw and z+s E S ?? _uz} . 
For each w, E A”, the empty word I is the identity of W,(w,) and e, is the 
identity of S,(e,). Since e, E e,Se,, ,ule,ul = PJQ and _ulel = _ul E s’_u,, we see that 
e, E 18 and 8 satisfies (2.4). 
We next show that 13 satisfies (2.3); that is, if w E W+(wl, w2) and w’ E 
W~(w~, w,), then 
Let s E w@ and s’ E ~‘8. Then there exist elements t and t’ in S ?? so that 
Then 
and 
lys’ = tzd,s f = tt’_uz E s ’ ,uJ . 
Therefore, ss’ E (ww’)@ and (18.9) is established. 
In order to show that 8 is a relational morphism, it remains to show that we # @ 
for every w E W,(w, , wz). We first show that there exists a factorization 
(18.10) w,w = UIXV2 where xEA*. 
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Since (wlw)p, = w2, there exists y E A* such that w, w = yw,. Therefore, 
UIVIW = yu2v2 . 
It suffices for (18.10) to establish that u1 is an initial segment of yu,. If not, then 
u1 = yu,z for some z of positive length, and 
w1 = UIVl = (Yu,>(zv,> * 
Since z2e, = _u2, we see that w1 has a factorization satisfying (18.1) where the 
left-hand term, yu2, is shorter than u, . This violates the selection criterion for ul. 
Thus, (18.10) is established. 
Now, using the factorization (l&10), we may write 
up2 = w,w = yw, = yu,v, 
and cancel v2 to obtain ulx = yu2. Therefore, we deduce that 
_u* (ep2> = ffl3?2 = pze2 = yu2 = UlX E s’_u2 -- 
and 
Recall from (4.5) that wq = w’r] if and only if SW = SW’ for all s E w,$‘? Since 
I I Wl = n, we see that 
w#-’ = s ?? WI . 
It follows that 
w~=w’~ iff wlw= - - 
Now, if an element t E S,(e,, e2) 
WI!?’ * 
belongs to both we and w’t?, then 
WIW = lgl, = w& . - - 
i&F,)u2 = !!lxu2 = WlW * 
Therefore, e,xe, E we and we # 0. It has been established that 8 satisfies (2.1)- 
(2.4)) and hence, is a relational morphism. 
Since ‘I: W++ D, is a quotient morphism, its restriction to W$(A”) is a 
quotient and the composite q-k : D,(A”) <I SE is a relational morphism. To show 
that q-10 is a division, let .w, w’ E V$,(wI, w2) and suppose that we n w’8 # Id: We 
must show that WV = w’v. 
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Therefore, wq = w ‘7. Thus, q - ‘0 is injective on horn-sets and is a division. This 
establishes (18.8) and the Theorem when del(S) = rdel(S). 
The argument in the case when del(S) = ldel(S) is a mirror image of the above. 
In this case, for each word wk of length n, we let wk = ukuk be the factorization 
that satisfies (18.2) with smallest 1~~1, and let ek be an idempotent such that 
‘k!ik = &!k- Then define the object function 
&A”-+ E, 
wke = ek 
and the horn-set relations 
0 : W&c wJ-+ SE@,, e,> , 
we = {S E e,Se,: _u1m2 = wlw and sc2 E clS ’ } . 
The argument then proceeds in the same manner as the first case; details are 
omitted. ??
The second of the propositions needed to prove the Delay Theorem needs the 
following preparation: 
Lemma 18.3. Let S and T be finite semigroups. Then 
Proof. Let cp : S < T be the division. For each idempotent e in S, the set eq is a 
non-empty subsemigroup of T. Since T is finite, ecp contains an idempotent. Let f, 
denote one such idempotent in etp. Define the function qE : Obj(S,)+ Obj(T,) by 
eqo, = f,. On each horn-set of S,, define the relation 
(PE: ‘Ete, e’>+ r,(f,, f,!) , 
qE clearly satisfies (2.1), (2.2) and (2.4). We will show that (pE is a division. 
To show that qE is injective on each horn-set, note that 
and similarly, sqf,, c sq. We then deduce that s’pE C sq. Since cp is a division, it 
follows that (pE is an injective relation on horn-sets. 
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For (2.3), let s E &(e, e’) and s’ E S,(e’, e”). Then 
= (ss’)cp, . 
Thus qE satisfies (2.3). This establishes the division S, < TE. Cl 
We now present the second proposition necessary to prove the Delay Theorem. 
Proposition 18.4. Let S be a semigroup and let V be an M-variety. Then 
SEVOLl * S&Vc. 
Proof. Recall that Ll = {S: eSe = e for each idempotent e E S} . If S E Vo Ll, 
then S < T 0 W for some monoid T E V and semigroup W E Ll. Lemma 18.3 
implies that it suffices to prove that (T 0 W), E Vc. 
Let E denote the idempotents of W, and let TE be the monoid of all functions 
from E into T. We will establish a division 
(18.11) (To W), -=c T” 
which, since TE E V, proves the assertion. 
Recall that the elements of T 0 W are pairs (h, w), with w E W and h : W. + T a 
function. Consider an element 
(h, w> E (f, Wo W>( f ‘, e’) 
where (f, e) and (f ‘, e’) are idempotents in To W. Then 
w = ewe’ and h = f + “h + ““f’ , 
Since W E Ll, the equation ewe’ = ee’ holds for any pair of idempotents e and e’ 
of W. Indeed, 
ewe’ = (ee’e)We’ = e(e’eWe’) = ee’ . 
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Therefore, we may deduce that 
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w=ee’ and h=f +“h+“f’. 
Define on each horn-set of (To W), the function 
cp:(ToW),[(f, 4, (f’, 41-j TE, 
x(h, w)q =“‘h VxE E. 
Since 
h = f + “h + ee$’ = f + e(h, w)cp + eef’ , 
q is evidently an injective function. Therefore, we have defined a faithful graph 
function q : (TOW),-+ TE. 
We will show that cp satisfies (2.3). Let (h, w): (f, e)* (f ‘, e’) and 
(h’, w’): (f’, e’)-+ (f”, e”) b e consecutive arrows of (To W), . Then 
(h, w)(h’, w’) = (h + wh’, WW’) = (h + ee’h’, ee”) . 
Therefore, for each x E E we have 
x[(h, w)(h’, w’)]cp = ,‘(h + ee’h’) = ““h + ““‘h’ 
= x[(k w>q +(h’, w’>cp] .
Therefore cp satisfies (2.3). 
The graph function q satisfies the hypothesis of Proposition 2.7. Therefore 
(18.11), and hence, the assertion is established. 0 
Proof of the Delay Theorem. Recall that the Delay Theorem (Theorem 17.1) 
states that if S is a finite semigroup and V is a non-trivial M-variety, then S E Vo D 
iff S,EV,. 
Let SE E I$. Then Theorem 18.2 states that S E Vo D,, where n = del(S). Since 
D, C D, it follows that S E Vo D. 
Let S E Vo D. Since D C Ll, we have S E Vo Ll. Proposition 18.4 then implies 
S,EV,. ??
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Theorem 18.2 and Proposition 18.4 combine to prove more than the Delay 
Theorem. For example, the above argument also proves that 
Vo D = Vo Ll for every non-trivial M-variety V. 
This and other consequences of Theorem 18.2 and Proposition 18.4, all originally 
discovered by Straubing [ 161, are the subject of the next section. 
19. Straubing’s results 
There are several interesting consequences of Theorem 18.2 and Proposition 
18.4 beyond the Delay Theorem. These results were originally stated and proved 
by Straubing in [16]. They are repeated here because their new proofs are brief 
and illustrate the power of the category approach. 
Proposition 19.1 (Straubing). Let V be a non-trivial M-variety. Then 
VoD=VoLl. 
Proof. Let S E VoLl. By Proposition 18.4, we have S, E Vc; by Theorem 18.2, 
we obtain S E Vo D,, where n = del(S). But Vo D, is contained in VoLl, so they 
are equal. 0 
Proposition 19.2 (Straubing). Let V be an M-variety. Then 
SEVoD iff SEVoD, 
where n = del(S). 
Proof. If V= {l}, the assertion follows from the definition of D,. Otherwise, 
since S E VoD C VoLl, Proposition 18.4 yields SE E Vc. Theorem 18.2 then 
proves the assertion. 0 
Given a graph X, we may define the rever.se graph of X, Xp, in the following 
way. To each arrow x : c + c’, we associate its reverse arrow xp : c’ -+ c. The graph 
Xp has the same objects as X and has for edge-sets 
xyc, c’) = {xP :x E X(c’, c)} . 
In short, the graph Xp is obtained from X by reversing the arrows of X. 
Evidently, (X’)” ;=: X. 
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Let S be a category. The reverse category of S is the graph Sp equipped with the 
composition rule s’;sg = (s2s1)‘. Division and products are clearly preserved under 
reversal; that is, S -K Tiff Sp < TP, and (S X T)P = Sp X T”. In particular, if V is a 
variety or pseudo-variety, then so is the collection 
Lemma 19.3. For any semigroup S, (SE)’ = (S’),. 
Proof. The function p : S-, Sp induces a contravariant functor 
0: S,+(S”), 
by e6 = ep on objects, and 
f12deT f)-+(S”),(f”, eP) ,
se =sp .
There results a covariant functor (i.e., a morphism) 3 : (SE)‘-+ (S’),. It is, in 
fact, an isomorphism. 0 
Proposition 19.4 (Straubing). Let V be a non-trivial M-variety. Then 
(Vo 0)’ = VpoD . 
In particular, if V is closed under reversal, then so is Vo D. 
Proof. Let S be a semigroup. Then using Lemma 19.3 and the Delay Theorem, 
we have 
S E (Vo D)’ G SPEVoD 
e (SP)E EVC 
e cup (5 vc 
w s+l$ 
H SEVPoD. I-J 
188 B. Tilson 
Appendix A. Wreath vs. semidirect product of varieties 
The semidirect product of pseudo-varieties was introduced in [3, Chapter V] 
and has been widely used. This product has been replaced in this article by the 
wreath product of pseudo-varieties. While the two products almost always 
coincide, they differ enough to cause Theorem 16.4 to fail when Vo W is replaced 
with V* W. This fact, along with the three propositions that follow, shows that the 
wreath product is the correct product for varieties. 
When V is a (pseudo-)variety of monoids, then Vs denotes the (pseudo-)variety 
of semigroups generated by V. If V is a (pseudo-)variety of semigroups, set 
Vs = V. If V and W are (pseudo-)varieties, then each of the products (Vo W), , 
VOW,, V,oW, and VsoWs is generated by the set {RoT:REV, TEW}. This 
proves 
Proposition A.1. For all ( pseudo-)varieties V and W, 
wo W), =vows=vsow=vsows. cl 
Corollary A.2. Let V be a ( pseudo-)variety . Then 
VOV~V I$ vs”v&v,. cl 
Corollary A.3. If V and W are extended G-varieties, then so is Vo W. 0 
Each of the preceding propositions is false when the wreath product is replaced 
by the semidirect product. 
The main purpose of this appendix is to prove the statement 
(16.5) Vo W = V* W except when W is an extended G-variety, 
made in Section 16. This statement refers only to pseudo-varieties. 
We briefly review the semidirect product of semigroups and pseudo-varieties. 
Let R and T be semigroups. We will write R additively, although commutativity 
for R is not assumed. If R is a monoid, its identity will be denoted 0. A left action 
of T on R is a function 
(A4 TxR+R, 
(t, r)+ tr 
satisfying the conditions 
(A-2) t(r + r’) = tr + tr’ , 
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t(t’ r) = (tt’) r 
for all t, t’ E T and Y, Y’ E R. 
Given a left action (A.l) of T on R, the semidirect product R * T is the set 
R x T equipped with the product 
(r, t)(r’, t’) = (r + tr’, tt’) . 
Conditions (A.2) guarantee that this product is associative. 
If T is a monoid and the action (A.l) satisfies 
~Y=Y for all rER, 
then the action is left unitary. If R is a monoid and the action (A.l) satisfies 
t0 = 0 for all t E T , 
then the action is right unitary. If both R and T are monoids and the action (A.l) 
is both left and right unitary, then the action is called unitary. In this case the 
semidirect product R * T is a monoid with unit (0,l). 
Let V and W be pseudo-varieties. The product V* W is defined as follows: If 
both V and W are S-varieties, then V* W is the S-variety generated by the 
semigroups 
X v*,={R*T:REV,TEW} 
where any left action of T on R is admitted. If V is an S-variety and W is an 
M-variety, then V* W is the S-variety generated by X,, where only left unitary 
action is permitted. If V is an M-variety and W is an S-variety, then V* W is the 
S-variety generated by XVew where only right unitary action is permitted. Finally, 
if both V and W are M-varieties, V* W is the M-variety generated by XV*w where 
only unitary action is permitted. In this case, of course, XV*w consists only of 
monoids. 
Consider the wreath product Ro T of semigroups. The action T x R’--+ R* 
defined in (5.1) satisfies conditions (A.2). Therefore, 
R4’-=RT*T 
where the action is given by (5.1). Furthermore, if T is a monoid, the action is left 
unitary. If R is a monoid, the action is right unitary. Thus, if both R and T are 
monoids, the action is unitary. Since R T is a product of cardT copies of R, it 
follows that 
(A-3) Vo W C V* W for all pseudo-varieties V and W . 
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What sets extended G-varieties apart from other S-varieties is the fact that the 
latter contain non-empty members that are not monoids, and hence, are gener- 
ated by their non-monoid members. This fact is utilized in the next proposition. 
Proposition A.4. Let W be an S-variety that is not an extended G-variety. Then any 
S-variety of the form V* W is generated by 
(A4 {R*TEX,,,: T not a monoid) . 
Proof. We first argue that W has a non-monoid member that is not empty. If 
every non-empty member of W is a group, then W is an extended G-variety. 
Therefore, let S E W, S # 0, S not a group. Assume S is a monoid; for if not, we 
are done. Since S is not a group, the monoid U1 = { 0, l} is a submonoid of S. 
Therefore, U, x U, and its semigroups belong to W. Ul X U, has non-empty 
subsemigroups that are not monoids. 
Let R * T E XV*,+,. We need to show that R * T divides some member of the set 
(A.4). It suffices to assume T is a monoid. Let IV0 # 0 be a non-monoid member 
of W, and set T’ = T x WO. Then T’ E W and T’ is not a monoid. Define an 
action T’ X R 3 R by (t, w)r = tr. This action satisfies (A.2)) and if the action of 
T on R is right unitary, then so is this action. This shows that R * T’ belongs to 
the set (A.4). Furthermore, if e E IV0 is an idempotent, then the function 
cp:R*T+R*T’, 
(r, 99 = (6 (4 4) 
is an injective morphism of semigroups. Therefore, R * T -K R * T’, proving the 
assertion. ??
Proof of (16.5). Recall the statement of (16.5): Let V and W be pseudo-varieties, 
where W is not an extended G-variety. Then 
vow=v*w. 
By (A.3)) we need only establish the inequality V* W C Vo W. For this, it suffices 
to show that the generators of V* W belong to Vo W. 
If W is an M-variety, then V* W is generated by semidirect products R * T, 
R E V, T E W, where the action of T on R is left unitary. If W is an S-variety that 
is not an extended G-variety, then Proposition A.4 says that V* W is generated by 
semidirect products R * T, where T is not a monoid. We shall show that in each of 
these cases 
R*T<RoT. 
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Since Ro T E Vo IV, this will prove (16.5). 
For each Y E R, define the function 
f,:T’-+R, 
lf,=r if T’ZT. 
When T is a monoid, i.e., T ?? = T, the action is left unitary, so the equation 
Ifi = Y still holds. (This is the critical point. If T is a monoid, but the action of T 
on R is not left unitary, then the equation lf, = r will fail for some Y E R.) Use 
these functions to define 
tI:R*T-+RoT, 
Because lf, = Y for all r E R, 8 is injective. An easy calculation shows 8 to be a 
morphism. Thus R * T < Ro T and (16.5) is established. 0 
We present an example of the failure of (16.5) when W is an extended 
G-variety. Let G be the G-variety of all finite groups. The S-variety G * {l}s 
consists of all finite left simple semigroups. See [3, p. 1481. On the other hand, it 
follows from (16.2) that Go { l}s is generated by G. Therefore, G, = Go { l}S # 
G* WS’ 
Finally, to complete this appendix, we show that the associative law 
(UoV)oW= Uo(VoW) 
holds for all (pseudo-)varieties U, V, and W. The proof rests on relationships 
between semigroups and complete transformation semigroups (ts’s) and freely 
uses the notation in [3]. The key relationships are 
X-KY 3 s,-cs, 
and 
S xOy=SxO& 
The wreath product of ts’s is an associative operation, while the wreath product of 
individual semigroups is not. 
Proposition AS. Let S and T be semigroups, and let W = ST’. Then 
((SoT)‘,SoT)<(W’, W)o(T’, T). 
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Proof. The underlying set of S 0 T is W X T. Therefore, we must establish the ts 
division 
((W x T)‘, so T) -c (W’ x T’, wo T) . 
Define 8 : (W x T) ’ -+ W’ x T’ to be the identity on W X T. If S and T are 
monoids, then so is So T and W. In this case, the definition of 6 is complete. 
Otherwise, (W x T)’ = W x T U (1). In this case, define 18 = (1,l). Since one of 
W and T is not a monoid, the pair (1,1) in W’ x T’ does not belong to W X T. 
Therefore, 8 : (W x T)’ -+ W ’ x T ?? is an injective function, and 8 - ’ is a partial 
surjective function. 
For each function f E W, define h, E WT’ by th, = 7. Then for (f’, t’) E W x T, 
we have 
(f’, w-‘(.A 4 = (f’, WL t> 
= (f’ + ‘:f, tt’) 
= (f’ + t’h/, tt’) 
= (f ‘, t’)(h,, t)O-’ . 
Furthermore, if (1,l) does not belong to W X T, we have 
(1, w-‘(f, 0 = (f, 4 
= (I$, t> 
= (1, l)(hf, t)K’ . 
Therefore, K’(f, t) C (hf, t)K’ and the assertion is established. 0 
Proposition A.6 Let V and W be ( pseudo-)varieties and let S be a semigroup. 
Then the following are equivalent: 
(i) SEVOW; 
(ii) There exist semigroups V E V and W E W such that 
(iii) There exist complete ts’s X and Y with S, E V and S, E W such that 
(S’, S) < x0 Y . 
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Proof. (i)*(ii). S ince S E Vo W, there exist semigroups V’ E V and W E W such 
that S < V’ 0 W. The assertion follows from Proposition A.5 by setting V = V ’ w. 
(ii)J(iii). Set X= (V’, V) and Y = (W’, W). 
(iii)+(i). (S’,S)<XoY 3 S~S,,,=S,oS,EV”W. 0 
Proposition A.7. The associative law 
(U4qoW= W(VoW) 
holds for all ( pseudo-)varieties U, V, and W. 
Proof. The proof rests on the associativity of the wreath product of ts’s. Let 
S E (U 0 V) 0 W. Then by Proposition A.6 there exist semigroups R E U 0 V and 
W E W such that 
(S’,S)-qR’,R)o(W’,W). 
Applying this result again to the semigroup R and substituting into the above 
division yields 
where U E U and V EV. Set Y= (V’, V)o(W’, W). Then Y is a complete ts, 
and S, = Vo W E Vo W. Using the associativity of the wreath product of ts’s, we 
have 
(S’,S)-qJ’,U)oY. 
Applying Proposition A.6 once again yields S E U 0 (Vo W). Thus (U 0 V) 0 W C_ 
Uo(Vo W). The reverse inequality is obtained in a similar manner. Cl 
Appendix B . Semigroupoids 
Theorem 16.3 showed that the derived category is rich enough to characterize 
semigroup divisions of the form 
8:SxVoT 
where V is a monoid. However, in general, categories are not sufficient to deal 
with wreath product decompositions of semigroups. Semigroupoids are needed. 
Briefly, a semigroupoid is a category without identity arrows. 
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An earlier version of this article, widely circulated in preprint form, states its 
results in terms of semigroupoids. As the material in the article evolved, it 
became clear that categories were adequate to state most of the important results. 
The cost of treating both semigroupoids and categories became unacceptable. 
This appendix briefly touches on semigroupoids and their role in this theory. 
Let cp : S <I T be a relational morphism of semigroups. We may form the 
relational morphism 9. : S’ -4 T’ and construct the derived category D+,. . In order 
to state the general semigroup version of the Derived Category Theorem 
(Theorem 5.2)) we must turn our attention to a certain ideal of D,. , which we 
denote DY. D, is the subgraph of D,. consisting of all arrows of the form 
[t, (s’, t’)]: t* tt’ ) t E Obj(D,.), (s’, t’) E #co . 
Since # 9 is an ideal of # q’, it follows directly that D, is an ideal of D,. . Note 
that if <p is a relational morphism of monoids, i.e., <p = P’, then D, and D,. 
coincide. 
Ideals of categories need not contain all the identity arrows of the category. 
Indeed, the only ideal of a category that contains each identity is the category 
itself. Therefore, ideals are not subcategories. Taking an ideal from its parent 
category and describing it on its own leads to the following definition. 
A semigroupoid S is a graph equipped with an associative composition rule that 
assigns to every consecutive pair of arrows s : c- c’ and t : c’ + c” an arrow 
st : c-+ c”. In short, a semigroupoid is a category, (perhaps) without identities. 
Semigroups are identified with one object semigroupoids. Every ideal of a 
category is a semigroupoid. The ideal D, is called the derived semigroupoid of 
(0 : s -4 T. 
Relational morphisms and division for semigroupoids are defined exactly as 
they are for categories, except that no requirements for identities are imposed. 
Thus, a graph relation <p : S+ T between semigroupoids is a relational morphism 
if rp satisfies (2.1)-(2.3); ‘f 1 in addition, the horn-set relations of <p are injective, 
then cp is a division. 
With these definitions, the Derived Category Theorem (Theorem 5.2) remains 
valid when the word ‘monoid’ is replaced by ‘semigroup’. The proof is obtained 
by making obvious adjustments to the proof of the monoid version. 
Theorem B.l (Derived Semigroupoid Theorem). (a) Let q : S <I T be a relational 
morphism of semigroups, and let V be a semigroup satisfying D, -C V. Then there is 
a division of semigroups 
8:S-cVoT 
satisfying 9n = q. 
(b) Let 8 : S -C Vo T be a division of semigroups, and let q = en. : S <I T be the 
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associated relational morphism. Then 
As with semigroups, a semigroupoid S can be converted into a category S’ by 
adjoining missing identity arrows to S. Then S may be viewed as an ideal of S’. If 
S is a category, then S’ = S, and if S -K T, then S’ < T’. If cp : S <i T is a relational 
morphism of semigroups, then it is readily seen that (D,)’ = Dp.. It follows from 
these remarks that if M is a monoid, then 
D/M = 
Using this equivalence, it 
B.l. 
D/M. 
is seen that Theorem 16.3 is a special case of Theorem 
From Theorem B. 1, we obtain the semigroup versions of Theorems 8.2 and 
13.2. 
Theorem B.2. Let V and W be (pseudo-)varieties of semigroups. Then 
SEVOW 
iff there exists a relational morphism 50 : S <I T satisfying 
D, E v,, and TEW. ??
Here, Vsg denotes the (pseudo-)variety of semigroupoids generated by V. A 
variety of semigroupoids is a collection of semigroupoids closed under division, 
products, and coproducts; a pseudo-variety of semigroupoids is a collection of 
finite semigroupoids closed under division, finite products, and finite coproducts. 
Semigroupoid varieties are defined by laws. In this case, a law is a pair 
(X; u = u) where X is a graph and u and u are coterminal paths in X of positive 
length. A semigroupoid S satisfies (X; u = u) if utp = up for each morphism 
cp : X+ + S. X’ denotes the ideal of X” consisting of all paths of positive length. 
The requirement that a semigroupoid variety admits coproducts stems from the 
fact that if both S and T satisfy a law L, then so does S v T. By (3.8)) category 
varieties automatically admit coproducts; for semigroupoids, it must be explicitly 
required. 
Call a law (X; u = u) connected if the graph X is connected. Then the following 
results are obtained by adapting the corresponding category arguments in Sections 
9 and 14, and by noting that every (pseudo-)variety of semigroupoids is generated 
by its connected members. 
Proposition B .3. Every variety of semigroupoids is defined by a collection of 
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connected laws. Every pseudo-variety of semigroupoids is ultimately defined by a 
sequence of connected laws. 0 
Varieties of semigroupoids cannot be described by path equations. The argu- 
ments of Section 10, which reduced laws to path equations in the categ.ory setting, 
depend crucially on identity arrows. For example, consider the semigroupoid S 
described in the diagram below. 
(4 bl {c> 
0 
ac = bc 
Let T be the subsemigroupoid of S consisting of the arrows {a, b} . It can be 
shown that both S and T satisfy every path equation except the trivial equation 
(9.3). However, it is not too hard to show that S does not belong to (T). 
Therefore, (T) cannot be defined by path equations. The variety (T) is defined by 
the laws 
A semigroupoid is locally trivial if each local semigroup is either fl or 1. If S is 
locally trivial, then so is the category S’. Therefore, Theorem 7.1 holds for 
semigroupoids. However, Theorem 8.1 is not valid because A, does not divide 
every non-trivial semigroupoid. 
There is no Bonded Component 
Appendix C. Related work 
Theorem for semigroupoids. 
This article has been in preparation for some time, and early versions have 
been widely circulated. As a consequence, several papers have appeared that use 
to advantage the tools and viewpoint introduced in this article. This appendix 
briefly discusses some of these papers. 
(1) In [14], Rhodes studies the ordering < and shows there are no gaps. More 
precisely, let S < T mean that S < T but S is not equivalent to T. Rhodes shows 
that if S and T are finite connected categories that are not locally trivial, then 
S ( T implies the existence of a like category W with S < W < T. Thus, for 
example, there is an infinite chain of finite categories, up to equivalence, between 
the finite groups Z, and Z,. The gaps between finite algebras may prove illusory. 
(2) Straubing and Thkrien [17] give a new proof of Knast’s results concerning 
the path equational description of Jc. Knast’s Theorem is discussed in Example 
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15.8. The proof in [17] is algebraic, rather than graph-theoretic, and uses the tools 
of this article. The result is a much more accessible proof of Knast’s Theorem. 
(3) Rhodes and Tilson [15] produce a ‘two-sided’ version of Part A of this 
paper. A new product for monoids, called the block product, is introduced. The 
block product generalizes the wreath product and is nicely behaved with respect 
to reversal. A ‘two-sided’ derived category KiP, called the kernel of a relation 
morphism, is also introduced. The kernel and the block product are related in the 
same manner as the derived category and the wreath product. That is, there is a 
Kernel Theorem, which is an exact analogue of the Derived Category Theorem. 
The principal result states that every relational morphism of finite monoids may 
be factored into three basic types, those whose kernels are members of (1) G,, 
(2) (J1)c, or (3) 0. Furthermore, if the morphism is aperiodic, only types (2) and 
(3) are needed; if the morphism is &free, then only types (1) and (3) are 
needed. Finally, if a morphism is both aperiodic and U,-free, then only type (3) is 
needed. 
These results lead naturally to several interesting reversal-invariant hierarchies 
for finite monoids, including a ‘two-sided complexity’ theory. There are also two 
hierarchies defined for the M-variety A of aperiodic monoids which have strong 
connections to the theory of recognizable languages. See (4) and (5) below. 
(4) Pin, Straubing and Therien, in [ll], use the kernel and block product to 
define an M-variety operation W-+ &W. &IW is the collection of all finite 
monoids M that possess a relational morphism 
cp:M-4NEW with &Eel. 
They show that this operation corresponds exactly with the language operation of 
forming unambiguous products (A, B) + AuB of subsets of 2 *. The product 
AaB is unambiguous if each w E AaB has exactly one factorization w = aab, 
with aEA and bEB. 
(5) Tilson [22] shows that the M-variety operation W-+J,oW corresponds 
exactly to the language operation (A, B) ---) ACTB (not necessarily unambiguous). 
This result, coupled with that of Pin, Straubing and Therien above, leads to the 
identification of two natural hierarchies for aperiodic languages. These hierarchies 
correspond to the two hierarchies defined for A in [ 151, see (3). 
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