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Abstract  
A least squares support vector fuzzy regression model (LS_SVFR) is proposed to estimate uncertain and imprecise 
data by applying the fuzzy sets principle in weight vector. Determining the weight vector and the bias term of this 
model requires only a set of linear equations, as against the solution of a complicated quadratic programming 
problem in existing support vector fuzzy regression model. Numerical example is given to demonstrate the 
effectiveness and applicability of the proposed model. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1.Introduction 
Available information, which is often uncertain and imprecise, such as quality evaluation [1], price 
mechanism of market [2], house price estimation [3], can be estimated by Fuzzy interval analysis. 
Support vector machines (SVM), based on the idea of structural of risk minimization, was proposed by 
Vapnik and his cooperators at Bell laboratories [4-6]. The generalization error of SVM is bounded by the 
sum of training set and a term determined by Vapnik-Chervonenkis (VC) dimension. High generalization 
performance can be attained by minimizing this bound. Hong et al. [7] presented fuzzy linear and 
nonlinear support vector regression model based on the idea of Tanaka. This fuzzy regression model 
succeeded in estimating imprecise data by solving quadratic programming with inequality box 
constraints. In 2003, Jin-Tsong Jeng[8] presented support vector interval regression networks (SVIRNS) 
which utilizes two radical basis function networks to identify the upper and lower sides of the data 
interval. In 2006, Hwang [9] put forward support vector interval regression machine (SVIRM) for crisp 
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input and output data. SVIRM is robust in the sense that outliers do not affect the resulting interval 
regression. In 2008, Pei-Yi Hao [10] presented Q -support vector interval regression networks to evaluate 
interval linear and nonlinear regression models for crisp input and output data. Experimental results show 
that Q -support vector interval regression networks is useful in practice, especially when noise is 
heteroscedastic. However, similar to SVM with inequality constraints, weight vector and the bias term of 
all these support vector interval regression models are solved by complicated quadratic programming 
problem For this reason, this paper proposes a novel least squares support vector fuzzy regression model 
(LS_SVFR). This model applies the fuzzy sets principle in weight vector to estimate interval of imprecise 
observations. Determining the weight vector and bias term of LS_SVFR only requires a set of linear 
equations, contrast to the solution of a complex quadratic programming problem in existing support 
vector fuzzy regression model [7-10]. For this reason, LS_SVFR owns the advantage of low time 
complexity.  
This paper is organized as the following sequence. Section II proposes LS_SVFR. In section III, 
experiment is presented in Section VI. Section VII puts forward the concluding remarks. 
2.Least Squares Support Vector Fuzzy Regression  
LS_SVFR is constructed based on least squares support vector regression [11] in this paper. Due to 
the equality constraints in the formulation, LS_SVFR is solved by a set of linear equations instead of a 
complicated quadratic programming problem in SVIRM with inequality constraints. Moreover, there are 
only two groups of equality constraints in LS_SVFR. This reformulation greatly simplifies the problem.  
To construct LS_SVFR, there are some preliminaries.  
y Given training data niYX ii "1,,  . )( ixI is a nonlinear function which maps the feature space 
of input ix  into a higher dimension feature space. 
y In least squares support vector fuzzy regression, weight vector ),( cwW   are symmetric triangular 
fuzzy numbers. w  and c are denoted in the vector form which 
is Tnwwww ][ 21 " ,
T
ncccc ][ 21 " . Bias termb  is scalar parameter.  
y The fuzzy fitting degree between the estimated outputs and the observed outputs is selected as 
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a constant. The estimation of training samples by LS_SVFR subjects to the value of H . The larger 
value H features more precise center tendency and higher interval width of the regression model on 
the contrary, which is described by bxc i )(I .
Now, the interval regression model based LS_SVFR can be evaluated as 
)))(,)(()(ˆ bxcbxwxy  II . The vagueness of the fuzzy regression model is defined by 
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where wwT
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describes the proposed fuzzy regression model complexity. )(
2
1 2bccT   is the term that 
describes the vagueness of the proposed model.  Moreover, in LS_SVFR, fuzzy fitting degree constrain 
ih  replaces the constrain ii
T
i bxwy [I  )(  in least squares support vector machines [16]. To 
obtain the value of fuzzy weight vector ),( cw and bias term b , the optimization problem (1) is 
converted by extending the constraint of (1):  
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where i1[ and i2[ are slack variables. This optimization problem, including the constraints, can be solved 
by the Lagrange function as follows: 
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where ii 21 ,DD are Lagrange multipliers. Computing the partial derivatives of (10), one can derive: 
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As mentioned by Vapnic [4-6], the map functionI does not need to be known since it is defined by the 
choice of kernel function. For this reason, two kernel functions, 
)()(),( j
T
iji xxxxk II and )()(),( jTiji xxxxk II  , are used to replace I . By solving matrix 
equation (12), Lagrange multipliers ii 21 ,DD and bias term b can be obtained. Then, the upper bound and 
lower bound of LS_SVFR are derived as follows:  
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The algorithm of LS_SVFR is summarized as follows: 
y Given training samples niyx "1),,( 11  ;
y Choose a kind of kernel function, such as RBF kernel )
2
exp(
2
2V
ji xx  ;
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y Choose the values of H , J andV ;
y Compute parameters ii 21 ,DD , b ;
y Compute weight vector ),( cw and bias term b ;
y Compute fuzzy regression model output. 
3.Experiments
In this section, one example in [14] is taken to demonstrate the effectiveness of LS_SVFR. The 
simulations are conducted in Matlab environment. In LS_SVFR, the Gaussian function 
)
2
exp(
2
2V
ji xx   is chosen as the kernel function.  
In this example, the training data sets are generated by 
kkkk exxy 5.0)16exp(23.0
2  512,1,1)1(04.0 "  kkxk    (6) 
where ke denotes noises generated in the interval [-1, 1] at random. In this example, 3 of 51 data are 
moved away from original locations as outliers. Firstly, SVRH  is used to reduce the effect of outliers. 
The parameters ),,( HVJ for SVRH  are chosen as )01.0,7.0,100( . The parameters ),,( HVJ  for 
LS_SVFR are selected as )78.0,668.0,6837.28( by PSO algorithm. Fig. 1 shows the data set and 
interval regression estimates. As shown in Fig. 1, LS_SVFR can estimate this nonlinear model 
successfully although there are outliers in the training data. 
Fig1. Simulation result for the second example with outliers by LS_SVFR
4.Conclusions 
LS_SVFR is presented by incorporating the concept of fuzzy set theory into the LS_SVM, so that the 
advantages of LS_SVM and fuzzy regression can be preserved in LS_SVFR. The first advantage is that 
the VC theory enables LS_SVFR to generalize well in the unseen data. The second advantage is that the 
fuzzy set theory is very useful to find a fuzzy estimation structure for uncertain and imprecise data sets. 
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The main difference between LS_SVFR and the fuzzy regression approaches by Tanaka et al. [4-6] is 
model-free versus model-dependent. By choosing different kernels function, LS_SVFR can denote 
different type nonlinear regression model to adapt different data sets. Moreover, LS_SVFR only requires 
a set of linear equality to determine weight vector and bias term as against the solution of a complex 
quadratic programming problem in SVIRM based on the traditional SVM with inequality constraints. 
LS_SVFR is only used to construct fuzzy regression model for crisp input-crisp output system with 
disturbance (noise) in this paper. In future work, LS_SVFR can be extended to estimate fuzzy input-crisp 
output system and fuzzy input-fuzzy output system. 
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