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Stellingen
Het gebruik van de correcte systematiek is een betere voorspeller voor de leersnelheid 
dan de proportie correcte responsen. Dit proefschrift.
In het begin van het leerproces zijn de antwoordpatronen afhankelijk van de 
opvallendheid van de aangeboden prikkels en niet van de beloning. Dit proefschrift.
In een oplosbare situatie ontstaat er een gedragspatroon met betrekking tot externe 
prikkels. In een onoplosbare situatie ontstaat er een geen random, maar een 
gedragspatroon met betrekking tot interne prikkels. Dit proefschrift.
De aanwezigheid van een stimulus is fundamenteel anders dan de afwezigheid van 
diezelfde stimulus. E. Hearst, 1984, in Roitblat, H.L., Bever, T.G. and Terrace, H.S., 
Animal cognition. Hillsdale, NJ: Erlbaum en dit proefschrift.
Een spatiële discriminatietaak kan opgelost worden met behulp van een looppatroon. 
Dit is niet het geval voor stimulus-afhankelijk discriminatietaken. Dit proefschrift.
Een leercriterium dient afhankelijk te worden gesteld van de snelheid en het gemak 
waarmee de respons gemaakt kan worden. Anders loopt de onderzoeker het risico 
toevallig gedrag te meten. Dit proefschrift.
De enorme mogelijkheden van de automatisering geven ons niet meer tijd, maar meer 
data.
Het gebruik van referenties heeft ook nadelen: men kan zich erachter verschuilen.
Niet het gebrek aan vertrouwen belemmert veel samenwerking tussen verschillende 
disciplines, maar het gebrek aan zelfvertrouwen.
Natuurlijke selectie is te zien als een vorm van genetische manipulatie door de 
omgeving.
Uiteindelijk ziet GROENLINKS nog aardig wat van haar ideeën verwezenlijkt.
Het is typerend voor de waarden en normen van een samenleving dat de uitroep 'Shoot' 
minder aanstootgevend wordt gevonden dan de uitroep 'Shit'.
Stellingen behorende bij het proefschrift van Carla Coenders, 'Systematic Response 
Patterns in Discrimination Learning', Nijmegen 17 oktober 1997.
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Chapter 1. Introduction
In studies on discrimination learning a subject is exposed to different stimuli with 
different schedules of reinforcement. In the simple case of a simultaneous discrimination 
learning two stimuli are presented. A response to one of the stimuli, the S+, is reinforced 
and a response to the other stimulus, the S-, is not followed by reinforcement. The spatial 
location of the S+ and the S- is varied from trial to trial and is therefore irrelevant. Two- 
process learning theory (Levine, 1975; Mackintosh, 1974) states that, apart from 
approaching the S+ and avoiding the S-, as a result of the differential reinforcement, 
discrimination learning also results in an increased attention to the relevant dimension 
and/or a decreased attention to irrelevant dimensions. In the past twenty-five years, several 
models have been developed that describe the first process, approaching the S+ and 
avoiding the S-. These models assume that a response is solely the result of the associative 
strength between stimuli, responses and reinforcement. These models do not describe the 
'attention to stimulus dimensions' process. The attention to stimulus dimensions has not 
been studied in animals since the seventies for several reasons that will be described at the 
end of the introduction.
In most studies on learning processes in operant discrimination, learning is defined in 
terms of the number of trials to reach a specified learning criterion and in terms of the 
number of errors made before reaching that criterion. Not the development of the learning 
process but the outcome of the learning process is studied. However, it is very interesting 
to study the process itself while it unfolds. To that end, it is important to use dependent 
variables that, so to speak, develop during the learning process. One example of such a 
variable is the probability of a correct response at any trial during learning. This variable is 
available from the start of the learning process until the end.
Although the probability of a correct response can provide information concerning the 
learning process, for example how far learning has already progressed on a specific trial, it 
only tells us something about the relation between the correct responding on the one hand 
and the reinforced stimulus (S+) and the non-reinforced stimulus (S-) on the other hand.
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The probability of a correct response is not informative with respect to the relation between 
responding and all other partially reinforced stimuli that are necessarily present in every 
setting. For instance, in a Light-Dark discrimination where the Light is the S+ and the Dark 
is the S-, the probability of responding to the light is not informative with respect to the 
relation between responding and the spatial cues. Questions concerning whether or not a 
stimulus with no consistent relation with the reinforcer influences the response cannot be 
answered if one only studies the probability of the correct response. An example of such a 
question is: What controls behaviour if a very salient stimulus with no consistent relation 
with the reinforcer is presented in competition with a less salient but consistently 
reinforced stimulus? It seems very reasonable to suggest that salient stimuli with no 
consistent relation with a reinforcer have at least some impact on the learning process. 
Therefore, it is important to establish a separate, independent but comparable measure for 
each stimulus. In the next four paragraphs, I describe what I would like to present as such a 
measure.
The structure of behaviour preceding the solution of a discrimination problem played a 
prominent role in discussions on learning (Levine, 1975). Lashley (1929) and Krechevsky 
(1938) showed that organisms respond in a systematic way from start on instead of acting 
randomly before reinforcement changes behavioural frequencies of the subjects behaviour. 
The authors suggest that the systematic behaviours reflect response strategies or attempts to 
solve the problem. Krechevsky (1932) trained rats to make four consecutive choices 
between left and right in a runway discrimination task. At each choice point the stimuli 
were the presence or the absence of a corridor light and a hurdle. Krechevsky categorized 
responses as systematic position habit, position-alternation, or tracking of the stimuli. He 
showed that the probability of these responses deviated from chance level from the very 
beginning of discrimination learning. In another hurdle experiment (Krechevsky, 1932) the 
'correct' alley was changed irregularly in order to make the problem unsolvable. The same 
kind of response strategies emerged. These unsolvable problems are very interesting 
because they give us the opportunity to study the effect of a single reinforcer independently 
from the effect of a history of a contingent response-reinforcer relation.
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Investigating concept formation in children, Levine (1975) introduced a procedure that 
allowed to identify a response strategy or hypothesis held up for a set of four trials. 
Children were given the choice between two stimuli varying along the dimensions position, 
colour, and size. By preordering stimulus configurations Levine could compare stimulus 
and response sequences in order to unambiguously determine what aspect of the 
experimental situation guided the behaviour of the children. He showed that during sets of 
four or more trials consistent choices for one stimulus aspect by far outnumbered 
unsystematic choices that should occur equally often by chance.
Some disadvantages of the procedures used by Krechevsky and Levine possibly can be 
considered to be reasons for abandoning the procedures. Levine's as well as Krechevsky's 
procedure only focused on the influence of stimuli upon behaviour. Reinforcement was not 
taken into account as a possible cue for systematic behaviour. Behaviour governed by 
stimuli results in a stimulus dependent response pattern (SDRP). A SDRP is defined as a 
pattern of responses that matches only one aspect of the stimulus configurations presented 
in a particular sequence of trials. If the subsequent responses are correlated with the 
preceding response that produced reinforcement and are not correlated with any aspect of 
the stimulus configuration, a reward dependent response pattern (RDRP) is found. We 
define an RDRP as a pattern that is determined by the specific pattern of rewards received 
in a particular sequence of trials. Since Levine gave feedback only once every four trials 
the influence of reinforcement cannot be studied with his procedure.
Another important disadvantage of Krechevsky's procedure is that the consequences of 
the four responses are not comparable. After each of the first three choices the subject is 
confronted with the presence or absence of a blocking door; on the fourth choice the rat 
encounters either the door or a reinforcer. Levine's procedure has the same disadvantage.
Aside from the disadvantages described above, one very practical disadvantage is that 
Krechevsky's puzzle box is extremely laborious as it requires substantial frequent manual 
replacement of the rat after each set of four choices. Therefore, it was very difficult to 
collect many experimental data.
In the set-up presented here we avoid undue experimental interference as well as the
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unbalanced consequences of choices. By choosing for an operant conditioning set-up in a 
computer controlled operant chamber we also considerably simplified data collection.
This thesis presents research concerning operant simultaneous discrimination problems, 
examining reward and stimulus dependent response patterns as dependent variables 
reflecting systematic behaviour. Several experiments are presented to test the redesigned 
Krechevsky procedure. Some experiments are designed to shed light on pure 
discrimination learning processes. Other experiments investigate whether response patterns 
are useful to explain some of the learning differences within different groups of subjects.
Chapter 2 deals with methodological problems in the paradigm related to Chance 
Theory. Chapter 3 presents an experiment concerning the feature-positive effect in 
discrimination learning and reversal learning in relation to SDRP's. In Chapter 4, strain 
differences in SDRP's in relation to problem solving are presented.
Chapter 5 deals with the effect of dopaminergic activity in the striatum in the selection 
of behavioural strategies. We tested two groups of rats that differed in apomorphine 
susceptibility. In Chapter 6, we investigated the suggestion that the dopaminergic system in 
the striatum controls processing of discretely and constantly presented stimuli. To that end, 
rats were presented with an unsolvable problem after being injected with haloperidol or its 
solvent.
The next two chapters deal with the effects of reinforcement density on systematic 
behaviour (Chapter 7) and on stay and shift behaviour (Chapter 8). In these two chapters 
the same experiment is described in two different ways. In Chapter 7 the data are analyzed 
as described in Chapter 2, method 1, where a set of four trials is taken into account for 
determination of a response pattern. In Chapter 8 the data are used to analyse the 
immediate effect of a response on the next trial.
Last but not least, in Chapter 9, I present research using an adapted paradigm to be used 
in human subjects. As outlined above, Chapters 5 and 6 deal with the relation between the 
dopaminergic system in rats and behavioural strategies. The dopaminergic system in 
Parkinson patients is known to be disturbed and there is a substantial number of studies 
concerning cognitive disorders related to Parkinson's disease. In order to find out whether
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the same changes in systematic behaviour occur in Parkinson patients as had been found 
before in dopamine deficient rats, we compared Parkinson patients with their controls in 
the formulation and shifting of decision rules by analysing their response patterns.
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Chapter 2. Response patterns in discrimination learning
Carla J.H. Coenders, Jules L. Ellis, and Jo M.H. Vossen
Abstract. A learning paradigm has been developed to monitor the effects 
of reinforcement and stimuli upon choice behaviour of rats in an operant 
chamber. Two alternative measures concerning response patterns are 
presented. Stimuli are presented in an order which allows for unique 
matching of stimulus type and response sequences. Stimuli in the box are 
position of the choice levers and visual and auditory cues next to both 
choice levers. By giving contingent reinforcement upon a stimulus, a 
solvable discrimination problem is introduced. An unsolvable problem is 
created by giving reinforcement independently of the choice behaviour of 
the rat. The paradigm is illustrated by the presentation of individual 
results of three rats: two rats in a visual discrimination task and one rat in 
an unsolvable problem. The rats behaved systematically from the start, 
i.e. the response sequences coincided with a stimulus type. No immediate 
effect was found of reinforcement of a particular choice on response 
behaviour on the next trial. It is concluded that the present paradigm 
highlights which stimulus type the animal responds to in a discrimination 
problem.
The structure of behaviour preceding the solution of a discrimination problem, has 
played a prominent role in discussions on learning (Levine, 1975). Lashley (1929) and 
Krechevsky (1938) showed that organisms respond in a systematic way from the start 
onward instead of acting randomly before reinforcement produces choice preferences. The 
authors suggest that the systematic behaviours reflect response strategies or attempts to 
solve the problem. Krechevsky (1932) trained rats to make four consecutive choices 
between left and right in a runway discrimination task. At each choice point stimuli were 
offered: presence and absence of a corridor light and of a hurdle. Krechevsky categorized 
responses as systematic position habit, position-alternation, or responses concomitant with 
the stimuli. He showed that the probability of these responses deviated from chance from 
the beginning. In another hurdle experiment (Krechevsky, 1932) the 'correct' alley was
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changed irregularly in order to make the problem unsolvable; the same kind of response 
strategies emerged.
Investigating concept formation in children, Levine (1975) introduced a procedure that 
allowed identification of a response strategy or hypothesis held for a set of four trials. 
Children were given the choice between two stimuli varying along the dimensions position, 
colour and size. By preordering stimulus configurations Levine could compare stimulus 
and response sequences in order to determine unambiguously what aspect of the 
experimental situation guided the behaviour of the children. He showed that during sets of 
four or more trials consistent choices for one stimulus aspect by far outnumbered 
unsystematic choices that should occur equally often by chance.
The Krechevsky's puzzle box is cumbersome as it requires a lot of manual labor in 
replacing the rat after each set of four choices. Another important disadvantage is that the 
consequences of the four responses are not comparable. After the first three choices the 
subject is confronted with the presence or absence of a blocking door; on the fourth choice 
the rat encounters either the door or a reinforcer. Levine's procedure has the same 
disadvantage. In the set-up presented here we tried to avoid undue experimental 
interference as well as the unbalanced consequences of choices. Also, we controlled the 
presentation of stimulus configurations as well as the influence of reward after each choice 
and redesigned the problem to be suited for the operant chamber.
Beside the problems described above, Levine's as well as Krechevsky's procedure only 
focused on the influence of stimuli upon behaviour. Reinforcement was not taken into 
account as a possible cue for systematic behaviour. Behaviour governed by stimuli results 
in a stimulus dependent response pattern (SDRP). For instance, the stimulus sequence on 
the left side is ABBA and the response pattern is LRRL. If the subsequent responses are 
correlated with the preceding response that produced reinforcement and are not correlated 
with any aspect of the stimulus configuration, a reward dependent response pattern (RDRP) 
is found.
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Experimental set-up
Figure 1. Top view of an operant chamber. 1: insertion box; 2: retractable choice levers; 3: 
start lever; 4: food tray; 5: separation wall.
Subjects are trained in an operant chamber (27 x 25 x 24 cm; Figure 1) illuminated by a 
red house light at the ceiling. A retractable start lever and a drinking bottle are present in 
the wall opposite of the intelligence panel. Two retractable response levers (choice levers) 
are installed in the intelligence-panel. A light is mounted above, and a speaker beneath 
each choice lever; a food tray with an infrared detection cell is situated between the choice 
levers. The box is placed in a sound absorbing cage the front of which is covered by a 
double clear Plexiglas lid. Animals are put into and removed from the operant chamber by 
an insertion box that has a grid floor, Plexiglas top, back wall, and front wall and 
retractable steel sidewalls. Removal of the sidewalls makes the intelligence panel, start 
lever, and drinking tube accessible. The insertion box has a metal separation wall attached 
to its ceiling that divides part of the box volume in front of the food tray into two halves. 
Eight identical operant chambers are installed in a diffusely lit room and controlled by an 
Apple Macintosh computer.
Three categories of discriminanda are used: light vs. dark, the presence vs. absence of an
9
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auditory stimulus, and left vs. right position of the lever. The light is a 24V/2.8 W lamp 
behind a white Plexiglas circle (diameter: 1.8 cm). The auditory stimulus contains noise 
with a frequency band of 40-50 KHz and an intensity of 55 dB (8 dB above background 
level). The auditory stimulus is modulated (0.1 s on / 0.4 s off). On each trial all three 
stimulus dimensions are presented.
Example subjects
Three female Wistar rats were singled out of other experiments. They were bred and 
reared at our laboratory. At the beginning of the experiments the subjects were 20 weeks 
old. They were housed individually in an air conditioned room with a temperature of 22°C 
(s.d.=1°C) and were maintained on a 12/12 light/dark cycle (dark: 12.00-24.00).
Procedure
Before the start of the experiment a restricted feeding schedule was enforced during 3 
days. The subjects were maintained on 90% of their free feeding weight throughout 
pretraining and experimentation. All training and testing was done at the beginning of the 
dark period. The animals had free access to water during experimentation.
Preliminary training. During pretraining subjects had to pass through 6 stages (1-6) in 
which visual and auditory cues were not presented. In stage 1 magazine training was given. 
The rat received a 45 mg food pellet every five minutes or, if it visited the food tray, after a 
variable time (2.5-17.5 s uniform probability distribution). Simultaneously with each food 
delivery the tray was lit for 2 s. Magazine training was ended if the subject had taken the 
food pellet within 2 s after delivery during 25 (not necessarily consecutive) trials. Stages 2 
to 4 involved continuous reinforcement training of the choice levers and the start lever. The 
left choice lever was continuously available during stage 2, the right choice lever during 
stage 3, and the start lever during stage 4. A food pellet was delivered immediately upon a 
press on the lever. To end a stage the subject had to pick up the pellet during 15 trials 
within 2 s (3 s for the start lever) after barpressing. Stage 5 involved training of alternation 
of levers. The start lever appeared in the box alternately with one of the choice levers. The
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subject had to press the lever, after which it disappeared and a food pellet was delivered. 
The subject had to pick up the pellet within 3 s during 30 trials. In stage 6 the combination 
of two levers was trained with the start lever continuously present in the box. The subject 
had to press the start lever and immediately thereafter a choice lever (randomly right or 
left) was inserted into the box. After the animal had pressed the protruded lever a food 
pellet was delivered and the choice lever retracted. The subject had to get the pellet within 
2 s on 50 consecutive trials.
A session lasted three hours or less. If an animal had passed a stage it automatically 
shifted to the next one within the same session. If a session ended in the middle of a stage 
the animal had to start the next session with the preceding stage. The day after the animals 
had passed all stages, stage 6 was given again but now for 100 trials. Pretraining took at 
least two sessions and five sessions at most. Experimental training began for every animal 
the week after pretraining. Free access to food was given after pretraining until three days 
before experimental training.
Experimental training. During experimental training, subjects were given 200 trials per 
session. Trials were subject-paced: the start lever was continuously extended into the box; 
stimuli were presented immediately after the subject pressed it. After three seconds both 
choice levers were shifted into the box. Stimulus presentation ended and choice levers were 
retracted as soon as the rat pressed a choice lever or a 10-s interval passed. If reinforcers 
were made contingent upon choosing the lever at which one of the stimuli was presented, 
14 correct consecutive responses were considered the learning criterion.
Two of our three subjects were trained on the light cues, the noise and place cues being 
irrelevant. One of them was trained with responses to light reinforced (S+) vs. responses to 
dark unreinforced (S-), the other was trained with dark (S+) vs. light (S-). The third subject 
was trained in an unsolvable problem and was rewarded in half of the trials independently 
of its response.
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Presentation order of stimuli
TABLE 1. All possible response sequences on five consecutive trials in a discrete trial 
choice problem in the operant chamber.
Trialsi i+1 i+2 i+3 i+4
light L L R L L presentation
noise L R L L L at the left or right lever
reward + + - + +
Reward dependent response patterns, RDRPs description
1 L L L R R win stay/lose shift with respect to place
2 R R R L L win stay/lose shift with respect to place
3 L R L L R win shift/lose stay with respect to place
4 R L R R L win shift/lose stay with respect to place
5 L R L R R win stay/lose shift with respect to noise dimension
6 R L R L L win stay/lose shift with respect to noise dimension
7 L L L L R win shift/lose stay with respect to noise dimension
8 R R R R L win shift/lose stay with respect to noise dimension
9 L L R R R win stay/lose shift with respect to light dimension
10 R R L L L win stay/lose shift with respect to light dimension
11 L R R L R win shift/lose stay with respect to light dimension
12 R L L R L win shift/lose stay with respect to light dimension
Stimulus dependent response patterns, SDRPs description
13 L R L R L spatial alternation
14 R L R L R spatial alternation
15 R R R R R right place
16 L L L L L left place
17 L R L L L noise
18 R L R R R no noise
19 L L R L L light
20 R R L R R dark
21 L L L R L undefined
22 R R R L R undefined
23 R L L L R undefined
24 L R R R L undefined
25 L L R L R undefined
26 R R L R L undefined
27 R L L L L undefined
28 L R R R R undefined
29 R R L L R undefined
30 L L R R L undefined
31 L R R L L undefined
32 R L L R R undefined
Table 1. Given the order of presentation of stimuli and reinforcement, 12 out of the 32 
possible response sequences were seen as reward dependent response patterns (RDRPs), 8 
out of the 32 response sequences were seen as stimulus dependent response patterns 
(SDRPs). The other sequences are undefined. The letters R and L represent the right and 
left choice lever, respectively.
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To enable the distinction of response patterns, the sequential order of stimuli was 
subjected to certain restrictions. The visual and acoustic stimuli were never given more 
than three times in succession at the same choice lever or four times in regular left-right 
alternation. Care was taken never to let the light coincide with the noise at the same choice 
lever more than three times in a row. That way stimuli were presented in an order that 
allowed for unique matching of stimulus and response patterns. An example of a stimulus 
sequence at the left choice lever is: trial 1 light/noise, trial 2 light/no noise, trial 3 
dark/noise, trial 4 light/noise, and trial 5 light/noise (cf. trials n to n+4 in Table 1). For 
these five trials an animal can give 32 possible sequences of left-right choices, e.g. LLLRR 
(response sequence 1, Table 1). If reinforcement is given contingent on the presence of 
light, this sequence would match a strategy of staying at the same choice lever after 
reinforcement and switching choice levers if no reinforcement was given at the previous 
trial. Given the order of stimulus presentation used, 12 out of the 32 possible response 
sequences could be identified as a reward dependent response pattern (RDRP). Eight other 
response sequences of five choices represent response sequences coinciding with place, 
noise or light: the stimulus dependent response pattern (SDRP). RRLRR (response 
sequence 20 in Table 1) coincides with the place of the 'dark' choice lever in each of the 
five trials.
The example of Table 1 maximally distinguishes SDRPs and RDRPs; 20 out of 32 
response sequences are uniquely determined; the remaining twelve are labelled 'undefined'. 
If reinforcement is given contingent upon one of the stimuli, the win-stay RDRP with 
respect to that stimulus dimension coincides by definition with the SDRP with respect to 
that stimulus. The constraints mentioned above in the construction of the stimulus 
sequence prevent an RDRP from coinciding with another RDRP or any SDRP with another 
SDRP. A series of 500 stimulus configurations was constructed in which all overlapping 
sets of five consecutive trials met the above constraints.
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Assignment of response patterns (two measures)
To consider the influence of reinforcement in this discrimination problem, track should 
be kept of the stimulus configurations in four trials and whether or not reward was given on 
the trial before, i.e., information of five successive trials has to be used. As can be seen in 
Table 1, one can form pairs of response patterns that are mirror images of each other in the 
sense that only L and R are interchanged throughout. Such subpatterns can be described by 
the same 'rule' that they are thought to reflect. For instance, SDRPs 13-14 of Table 1 form 
one pair since both are ruled by "spatial alternation".
Denote a sequence of 100 responses by x = (x1,x2,..........,x100). At first we assigned a
particular SDRP or RDRP to trial xi+4 if  the trials xi to xi+4 coincided with that particular
response sequence (method 1).
In other words, in this method we compute the measure M1j(x) defined by:
M1j(x) is the number of trials i (with i>4) that contribute to the count of pattern j in the 
sense that
(xi-4, xi-3, xi-2, xi-1, xi) = pattern j.
This method has the following disadvantage. A series of six successive responses that 
are in agreement with a response pattern increases the frequency of this response pattern 
with 2. Two disjoint series of five successive responses also increase the frequency of this 
response pattern with 2, although in the first case there are six trials on which we may 
assume that the rat uses the response pattern and in the second case there are ten such trials. 
Therefore, we also used a second method (method 2) in which we counted the responses on 
which we may assume that a particular SDRP or RDRP is used.
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In other words, in this method we compute the measure M2j(x) defined by:
M2j(x) is the number of trials i (with 4 < i < 96) that contribute to the count of pattern j 
in the sense that
(xi-4, xi-3, xi-2, x i-1, xi) = pattern j 
or (xi-3 , xi-2 , x i-1, xi, xi+1) = pattern j 
or (xi-2 , x i-1, xi, xi+1, xi+2) = pattern j 
or (xi-1, xi, xi+1, xi+2 , xi+3) = pattern j 
or (xi, xi+1, xi+2, xi+3, xi+4) = pattern j.
In method 2 a series of six successive trials that are in agreement with a response pattern 
increases the frequency of this response pattern with 6. Two disjoint series of five 
successive trials increases the frequency of this response pattern with 10.
Results
To test whether responding deviated from chance behaviour, the theoretical distribution 
of the measures should be known. Both methods described above use every trial five times 
in the analysis. For example, trial 5 is used in the sets 1 to 5, 2 to 6, 3 to 7, 4 to 8 and in set 
5 to 9. Therefore, simple statistics for independent measurements are not allowed, since the 
probability of a response pattern is not equal to the product of the probabilities of the 
individual responses. Instead, we estimated the expected frequency of each response 
pattern by Monte Carlo simulation (Hammersley and Handscomb, 1979). Figure 2 depicts 
schematically the procedure used to test statistically whether the observed frequencies 
deviate from the expected frequencies.
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Figure 2. The procedure used to test statistically whether the observed frequencies deviate 
from the expected frequencies.
The top panel represents the simulation data. The bottom panel represents the empirical 
data. The simulation data consisted of 5,000 response sequences, henceforth called 'sets'. 
Each set consisted of 100 responses, where each response is either 'left' or 'right'. The 
responses, 50,000 in total, were generated randomly and independently. SDRPs and 
RDRPs were assigned and counted in each set, yielding the observed frequency in 
simulation set s for pattern j. These counts were averaged across all 5,000 simulated sets, 
thus yielding estimates for the expected frequencies of RDRPs and SDRPs under the null 
hypothesis of plain chance behaviour. Table 2 presents the estimated expected frequencies 
of the RDRP and SDRP for both methods if responding occurred by chance.
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TABLE 2. The estimated expected frequencies of RDRPs and SDRPs using two different 
measures if responding occurred by chance. The estimation is based on 5000 sets of 100 
trials with random left or right choices.
Reward dependent response patterns, RDRPs Expected frequency
if  responding occurred by chance 
measure 1 measure 2
win stay/lose shift with respect to place 2.9 7.0
win shift/lose stay with respect to place 3.0 6.9
win stay/lose shift with respect to the noise dimension 2.9 6.8
win shift/lose stay with respect to the noise dimension 3.0 6.8
win stay/lose shift with respect to the light dimension 2.9 5.6
win shift/lose stay with respect to the light dimension 2.9 5.7
Stimulus dependent response pattern, SDRP
spatial alternation 3.0 8.8
right place 1.6 4.7
left place 1.4 4.3
noise 3.0 8.9
no noise 2.9 8.7
light 3.0 8.9
dark 3.0 9.0
undefined 78.2 139.6
The lower panel of Figure 2 represents the empirical data, consisting of 28 sets of 100 
responses, obtained from three different rats. SDRPs and RDRPs were assigned and 
counted in each set, yielding the empirical observed frequency in empirical set s, for 
pattern j. Each empirical observed frequency was compared with the expected frequency Ej 
by computing the 'distance'
Gsj =
( ° s j - Ej))2
Ej
as in a %2 statistic. Next, for each set the mean value of Gsj was computed: Gs = S  j 
Gsj /13 (because there are 13 patterns j).
A substantial deviation from chance behaviour in set s will result in large deviations 
Gsj and thus in a large value of Gs. The problem of this statistic Gsj is that it is not really a 
C2 statistic because counts are not independent. Therefore, the distribution of Gs was
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estimated on basis of the simulation data. For this purpose, the same statistic Gs was 
computed for each of the 5,000 simulation sets. These 5,000 Gs values were used to create 
the estimated theoretical probability distribution of Gs. A histogram of this distribution is 
drawn in Figure 2. This whole procedure was followed for both measures (M1 and M2) 
separately. Once the theoretical probability distribution of G mean is estimated, each 
empirical value of Gs is compared with it to test the null hypothesis of chance behaviour. 
For instance, for empirical set 2, Gs = 10.3 (calculated by method 1) and from the 
simulation it follows that the probability of Gs > 10.3 is less than .02. Hence the null 
hypothesis of chance behaviour is rejected for this set with a significance level of .02. This 
test was carried out for each set and both methods. The p-values are reported in Table 3 and 
are all below .05. Hence, we may conclude that systematic behaviour occurred in every set. 
Only minor differences between the two methods occur. In general, the p-values generated 
by method 1 are smaller than the p-values generated by method 2.
TABLE 3. Significance levels of Gs for the empirical data. The data consisted of 28 sets of 
100 responses, obtained from three different rats. Set 1 to 6 were obtained from rat 1 
(trained in the light problem). Set 7 to 20 were obtained from the second rat (trained in the 
dark problem). set 21 to 28 were obtained from the third rat (trained in the unsolvable 
problem).
set 1 2 3 4 5 6 7 8 9 10 11 12 13
method 1 .02 .02 .02 .001 .001 .001 .05 .001 .001 .02 .001 .001 .001
method 2 .05 .001 .02 .001 .001 .001 .05 .001 .001 .05 .02 .001 .001
set 15 16 17 18 19 20 21 22 23 24 25 26 27
method 1 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
method 2 .05 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001 .001
18
Response patterns in discrimination learning
Testing individual patterns
Since it is shown that in the presented set-up animals respond systematically, it is 
interesting to find out which specific patterns are used beyond chance level. To test 
whether a particular response pattern j deviated from chance behaviour, the theoretical 
distribution of the measures M1 and M2 were computed from the expected frequencies of 
RDRPs and SDRPs under the null hypothesis of plain chance behaviour (Figure 2). The 
empirical value of Gsj is compared with the theoretical distribution of Gj to test the null 
hypothesis of chance behaviour. For instance, for empirical set 1 and the light-on pattern, 
we obtained G1, light-on = 16.3 (measure 1) and from the simulation it follows that the 
probability of Glight-on > 16.3 is less than .04. Hence the null hypothesis of chance
behaviour with respect to light-on is rejected for this set with a significance level of .04. 
This test was carried out for each response pattern and both methods. The p-values are 
reported in Table 4. Using measure 1, we may conclude that the RDRP win stay/lose shift 
with respect to light and the SDRPs noise-on and light were used. Using measure 2, we 
only may conclude that the SDRP noise-on was used.
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TABLE 4. Significance levels of the individual response patterns for the empirical data set 
1. These data were obtained from the rat trained in the light problem.
Reward dependent response patterns, RDRPs Significance of G
measure 1 measure 2
win stay/lose shift with respect to place .60 .68
win shift/lose stay with respect to place .35 .33
win stay/lose shift with respect to the noise dimension .62 .94
win shift/lose stay with respect to the noise dimension .38 .35
win stay/lose shift with respect to the light dimension .03 .49
win shift/lose stay with respect to the light dimension .16 .34
Stimulus dependent response patterns, SDRPs
spatial alternation .35 .11
right place .34 .61
left place .36 .18
noise .001 .001
no noise .17 .34
light .04 .11
dark .36 .30
Illustration
As an illustration we present the assignment of response patterns to the six sets that are 
generated by the rat that was trained in the light-on problem (Figure 3). Remember that this 
means that (1) the light SDRP and the win stay/lose shift with respect to light is 100 % 
reinforced, (2) the dark SDRP and the win stay/lose shift with respect to dark is 0 % 
reinforced and (3) all other response patterns are 50 % reinforced.
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Figure 3. Six RDRPs and seven SDRPs of the rat learning to press the lever where the light 
is presented during three sessions of 200 trials each. On each row, bars indicate the trial on 
which the frequency of a particular RDRP or SDRP was increased (measure M1). A bar on 
the row 'Reward' indicates that on that trial the reward was given.
Reward dependent response patterns
In the first two sets (200 trials), this animal showed RDRPs less than chance, indicating 
that reinforcement did not influence behaviour on the next trial. After the first two sets, the
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RDRP win-stay/lose-shift with respect to light occurred beyond chance, indicating that the 
rat was learning the problem. These two facts imply that the effect of reinforcement carries 
over more than one trial.
Stimulus dependent response patterns
According to Krechevsky (1938) rats that fail to obtain consistent reinforcement give up 
incorrect strategies until they hit the correct strategy. In other words, if  behaviour is not 
consistently reinforced the rat gives up this response strategy, does not return to it and 
selects a new one. If behaviour is consistently reinforced the rat should persist using the 
strategy. In our set-up we analyse sets of 100 trials each. The first set contains trial 1 to 
trial 100, the second set contains trials 101-200, etc. Note that in each set, we may find 
several response patterns above chance level.
Not consistently reinforced behaviour. In the first set the noise-on SDRP was found 
above chance level. In the second set this pattern was not found. In the third set however, 
again the noise-on SDRP was found. Consequently, Krechevsky's idea that subjects give up 
strategies that yielded no consistent reinforcement is disconfirmed by the results generated 
by both measures. Rats do not give up strategies definitely.
Consistently reinforced behaviour. In the first set, the light-on response pattern and 
consequently the RDRP win-stay/lose-shift with respect to light occurred beyond chance. 
This result is only generated by measure 1. In the second set light-on SDRP was not found 
by any measure. From the third set on, the rat showed the light-on SDRP above chance 
(both measures). Therefore, Krechevsky's idea that subjects hold on to strategies that 
yielded consistent reinforcement is disconfirmed by the results generated by measure 1 
because this measure indicates that the light-on strategy was used and thereafter abandoned 
despite the fact that it was consistently reinforced. Measure 2 does not entail this result.
In the fourth set, the response pattern right was found, although it was not consistently 
reinforced. Hence, after the 'correct' strategy was found and continuously used, the rat also 
tries out a not consistently reinforced strategy.
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Differences between measure 1 and measure 2.
The question arises why measure 2 produced less significances than measure 1. Our 
explanation for this is that (1) measure 1 is more sensitive to long uninterrupted series, 
whereas measure 2 is more sensitive to detect multiple occurrences of short series. That is, 
measure 1 is more sensitive to the length of series, whereas measure 2 is more sensitive to 
the number of uninterrupted series. (2) The rat trained in the light problem shows lengthy 
series.
In other words: If a rat starts responding in a particular response pattern e.g. spatial 
alternation , measure 1 reduces the first five individual responses to one increment (Figure 
3). This happens every time a rat changes its pattern. No such a reduction will take place in 
measure 2.
Trial 1....................................................... 25
short series R L R L R R R L L L L R L R L L L R R R R L R L R
|________ | |________ | |________ | measure 1 = 3
measure 2 = 15
long series R L R L R L R L R L R L R L R R R L L R L R R L R
|____________________________ | measure 1 = 11
measure 2 = 15
Figure 3. The effect of short versus long series of patterns (e.g. spatial alternation) on the 
difference between measure 1 and measure 2.
In the simulation data, long series of responses that correspond with a pattern occur less 
often than multiple occurrences of short series. This will be the case because the simulation 
data are totally random. Therefore, measure 1 will lead to lower expected frequencies of 
the response patterns than measure 2. If a long series occurs in the empirical data, it will 
contribute more to the count produced by measure 1 than to measure 2 (see Table 2). In 
other words, measure 1 will lead faster to significance than measure 2 if the rat has a 
certain persistence in using a pattern.
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Discussion
In accordance with results of Krechevsky, rats behaved systematically from the 
beginning, i.e. the response sequences they show coincide with an adherence to a stimulus 
aspect. Since SDRPs occur above chance level, we conclude that the rat's behaviour does 
reflect systematic attempts to solve the discrimination problem.
Reinforcement on the previous trial (momentary reinforcement) does not control 
behaviour in a detectable way. Reinforcement initially may have less influence on choice 
behaviour than the external stimuli since RDRPs occur less than chance, and SDRPs are 
found above chance.
Krechevsky's idea that subjects give up strategies that yielded no consistent 
reinforcement could be disconfirmed by the results generated by both methods. At least, 
rats did not give up inconsistently reinforced strategies definitely. Krechevsky's idea that 
subjects hold on to strategies that yielded consistent reinforcement could be disconfirmed 
by the results generated by method 1 and not by method 2. Both methods detected that after 
the rat learned the problem, other behaviour than the consistent reinforced behaviour 
occurred above chance, indicating that the rat's behaviour is not completely dictated by 
reinforcement.
The present set-up was developed to study systematic behaviour. Two methods of 
assigning response patterns were used to detect whether the rat's behaviour deviates from 
chance behaviour. Chance behaviour is by definition characterized by short series of 
patterns. Method 1 will detect deviations from chance behaviour faster if long series of a 
pattern are generated by the animal. Method 2 will detect deviations faster if  many short 
series are generated. We did not find any significant result of measure 2 that we did not 
find by measure 1 (suggesting that rats generated rather long series more than they did 
many short series). Assuming that this can be generalized, we prefer method 1 to detect 
systematic behaviour.
Our set-up offers the opportunity to study choice behaviour of individual rats. Not only 
the rate of learning can be studied, but also the frequency and duration of response 
strategies and the switching of response strategies. It is possible to show group differences
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with this method. In Chapter 5, we showed that two groups of rats pharmacogenetically 
selected on neurochemical features of the dopaminergic systems within the striatum, differ 
in their use of the visual, auditory and spatial dimensions during discrimination learning 
(Coenders et al., 1992). Pharmacological effects on response strategies also have been 
shown in this set-up (Coenders et al., 1993).
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Interlude
From this point on the reader will find only results generated by Method 1 described in 
Chapter 2 of this thesis for analysing the response patterns.
To consider the influence of reinforcement in a three dimensional discrimination 
problem, track should be held of the stimulus configurations in four trials and whether or 
not reward was given on the trial before, i.e. information of five trials has to be used. A set 
of five trials has to be considered to guarantee a unique matching of stimulus and response 
patterns while detecting Stimulus Dependent Response Patterns (SDRPs) and Reward 
Dependent Response Patterns (RDRPs). A set of four trials would be sufficient to uniquely 
determine only SDRPs. In each experiment, I started analysing the data using sets of five 
trials to assign a response pattern. RDRPs were never found beyond chance level. 
Furthermore, I never found any significant group results in the RDRPs. Therefore, I only 
present the SDRPs based on the assignment of response patterns to sets of four trials. I only 
present the analysis of RDRPs of the experiment that is presented in Chapter 6, because in 
this experiment it is of importance that no effect is found on the RDRPs.
Another issue worthwhile mentioning here is that assignment of SDRPs to sets of four 
trials gives the additional possibility to the detection of four more defined response patterns 
namely visual stimulus alternation (light-dark-light-dark and vice versa) and auditory 
stimulus alternation (noise-no noise-noise-no noise and vice versa). In each experiment, I 
also selected these stimulus alternation response patterns. As I never found one of these 
response patterns above chance level, I will not present them in the following chapters.
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Abstract. Rats were trained on a visual or an auditory discrimination, 
with either the presence of the stimulus (stim-pos) or the absence of the 
stimulus (stim-neg) reinforced. Thereafter, reinforcement contingencies 
were reversed. In the third and fourth problem other stimuli were used.
Rats in the stim-neg group needed more trials to learn the discrimination 
than rats in the stim-pos group. Initially, all individual rats responded 
more to the presence of the stimulus than to its absence. It was concluded 
that in the initial phase of learning salience influenced responding more 
than did the predictiveness of the stimulus and that in contrast to the 
stim-pos group, the stim-neg group had to inhibit this initial responding.
During reversal training it is more difficult to inhibit formerly reinforced 
responding if it is the presence of a stimulus. This again explains the 
advantage for learning the presence of a stimulus. Furthermore, it was 
concluded that an animal's initial correct systematic responding is a better 
measure to predict the rate of learning than its initial correct responses.
In a discrimination problem organism respond systematically to stimuli from the start on 
(Krechevsky, 1938). The stimuli serve as cues, that enable the animal to organise its 
behaviour in a systematic way, indicating that those stimuli are not neutral.
Learning a discrimination occurs faster if  the presence of a stimulus is reinforced than if 
the absence of a stimulus is reinforced. Jenkins and Sainsbury (1969, 1970; Jenkins, 1973) 
described this asymmetry in pigeons and called it the Feature-positive effect (FPE).
Discrimination learning is more than approaching the S+ and avoiding the S-. Reversal 
learning is more than the extinction of these tendencies and the establishment of new 
approach and avoidance tendencies, because transfer between discrimination problems 
occurs (Mackintosh, 1974). This phenomenon creates difficulties for any simple 
conditioning theory of discrimination learning, because in a simple conditioning theory, it 
should take longer to inhibit responding towards an excitatory stimulus than towards a 
neutral stimulus.
The purpose of the present experiment was to examine whether the FPE can be
Chapter 3. The Feature-positive effect and response strategies in discrimination
learning
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explained by systematic behaviour elicited by stimuli. Furthermore, it was examined 
whether a FPE also occurs in reversal learning. In order to find an answer to these 
questions we used the Krechevsky type set-up described in Chapter 2, that enabled us to 
detect systematic behaviour in the course of solving discrimination problems.
Rats were trained to choose between two levers in an operant chamber on either a visual 
or an auditory discrimination. One group was initially trained to press the lever at which 
the stimulus was presented (stim-pos), another group was initially trained to press the lever 
at which the stimulus was absent (stim-neg). Thereafter, reinforcement contingencies were 
reversed. In the third and fourth problem rats that were trained in the first two problems in 
the visual task were now trained in the auditory discrimination task. Rats that were trained 
in the first two problems in the auditory task were now trained in the visual discrimination 
task. Between the third and fourth problem reinforcement contingencies were again 
reversed.
Method
Subjects
Subjects were 24 female Wistar rats, bred and reared at the University of Nijmegen. At 
the beginning of the experiment the subjects were 20 weeks old. They were housed 
individually in an air-conditioned room with a temperature of 22°C (s.d.=1°C) and were 
maintained on a 12/12 night-day cycle (dark: 12.00-24.00).
Procedure
Subjects were trained in experimental chambers as described in Chapter 2, Figure 1.
A restricted feeding schedule was enforced three days before the start of the experiment. 
Subjects were maintained on 90 % of their free-feeding weight throughout pretraining and 
experimentation. All training and testing was done during the dark period.
Preliminary training took place in the same way as described in Chapter 2 of this thesis. 
For every animal, experimental training began the week after preliminary training.
During experimental training, subjects were given 200 trials per day, five days a week
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until learning had occurred, or until 12 sessions had passed. Four learning criteria were 
used; (a) 14 correct choices out of 14 consecutive responses, (b) 17 out of 18, (c) 20 out of 
22 and (d) 22 out of 25 successive trials correct. The four learning criteria occur by chance 
with about the same probability. Overtraining (200 trials) occurred for one day after at least 
one of the four criteria had been reached.
Table 1. Possible response sequences on four consecutive trials in a discrete trial choice 
problem in the operant chamber. Given the order of presentation of the stimulus at the left 
choice lever on four trials, six out of the 16 possible response sequences match with 
stimulus or spatial response rules, Stimulus Dependent Response Pattern (SDRP). The 
other sequences are not tied to any simple stimulus rule (undefined). The letters R and L 
represent responses at the right and left choice lever respectively.
TRIALS --> n n+1 n+2 n+3
stimulus on on off on } at left choice lever
Response Stimulus Dependent Response Pattern, SDRP
Sequence
1 R R R R spatial perseveration
2 L L L L spatial perseveration
3 L R L R spatial alternation
4 R L R L spatial alternation
5 L L R L stimulus-on
6 R R L R stimulus-off
7 L R L L undefined
8 R L R R undefined
9 L L L R undefined
10 R L L L undefined
11 L R R R undefined
12 R R R L undefined
13 R R L L undefined
14 L L R R undefined
15 L R R L undefined
16 R L L R undefined
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The stimulus was presented in a quasi-random order which allowed for unique matching 
of stimulus and response patterns (cf. trial n to n+3 in Table 1). Note the difference with 
chapter 2. In this chapter, we present visual or auditory stimuli. In four trials an animal 
could give 16 possible sequences of left-right choices, e.g. LLRL, which in the example in 
Table 1 would match the place of the choice lever where the stimulus was presented. From 
the 16 possible response patterns six response sequences coincided with one of the stimuli 
(stimulus-dependent response patterns, SDRP). The other ten response sequences were not 
tied to any simple stimulus patterns. Therefore, we called them 'undefined'. So, every 
possible sequence of four responses tracks only one particular SDRP.
Six subjects were assigned to each of four experimental groups. Two groups were 
trained on the light cues. The LS+ group was trained with the presence of light (S+) vs. the 
absence of light (S-), the LS- group was trained with the absence of light (S+) vs. the 
presence of light (S-). In addition, two groups were trained on the noise cues. The NS+ 
group was trained with the presence of noise (S+) vs. the absence of noise (S-), the NS- 
group was trained with the absence of noise (S+) vs. the presence of noise (S-). After the 
learning criterion had been reached and one overtraining session had been completed, 
reversal training began. The former S+ became the S-, and the former S- became the S+. 
After the learning criterion again had been reached and one overtraining session had been 
completed, rats trained with visual cues now received the auditory cues and the rats trained 
with auditory cues received the visual cues. Half of the rats that initially were trained with 
the presence of the stimulus as S+ were again trained first with the presence of the stimulus 
as S+. The other half was now trained with the absence of stimulus as S+.
To test for differential learning the number of trials to criterion was analyzed non- 
parametrically with the Kruskal-Wallis test. In order to detect response strategies, for every 
individual subject response patterns in all overlapping sets of four consecutive trials were 
compared with the spatial or stimulus sequence. If the response pattern showed a spatial 
configuration (perseveration or alternation) or coincided with the stimulus sequence over 
four trials or more it was assumed that the animal attended to that cue in these trials. The 
frequency of each response strategy was computed for the first 100 trials, the last 100 trials
32
The feature-positive effect
before reaching criterion, the 100 trials midway between the first trial and trials to criterion, 
and for the trials after reaching criterion. The frequency of each response strategy was 
analyzed by a 2 (dimension) x 2 (stimulus presence) x 4 (block) repeated measurement 
analysis of variance, with block as within subject factor. Post hoc testing was done by 
means of the Scheffe F-test with the level of significance set at 95%. I only report the 
significant effects.
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Results
Table 2. Top panel: The number of trials to reach criterion (TTC) for individual subjects 
Bottom panel: The group mean number of trials to criterion sorted by problem. P stands for 
discrimination problem.
subject P 1 TTC P 2 TTC P 3 TTC P 4 TTC
1 LS+ 306 LS- 918 NS+ 285 NS- 867
2 LS+ 211 LS- 1093 NS+ 187 NS- 724
3 LS+ 364 LS- 643 NS+ 311 NS- 883
4 LS+ 95 LS- 1090 NS- 1037 NS+ 1037
5 LS+ 3 LS- 815 NS- 661 NS+ 1098
6 LS+ 1 LS- 698 NS- 1200 NS+ 948
7 LS- 538 LS+ 568 NS+ 61 NS- 1156
8 LS- 492 LS+ 211 NS+ 533 NS- 749
9 LS- 863 LS+ 373 NS+ 639 NS- 1117
10 LS- 699 LS+ 470 NS- 1491 NS+ 1377
11 LS- 733 LS+ 421 NS- >2400 NS+ 1151
12 LS- 819 LS+ 431 NS- 1231 NS+ 1098
13 NS+ 799 NS- >2400
14 NS+ 1 NS- >2400
15 NS+ 264 NS- >2400
16 NS+ 13 NS- >2400
17 NS+ 691 NS- 927
18 NS+ 435 NS- 2004
19 NS- >2400
20 NS- >2400
21 NS- >2400
22 NS- >2400
23 NS- 2374
24 NS- >2400
problem P 1-TTC P 2-TTC P 3-TTC P 4-TTC
LS+ 163 412
LS- 691 876
NS+ 367 336 1118
NS- >2400 >2400 1124 916
The results printed Bold are from subject 1 to 6, Underlined from subject 7 to 12, in 
Italics from subject 13 to 18, normal printed from subject 18 to 24.
> : terminated, without reaching any criterion
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The number of trials to reach criterion.
Table 2 presents the number of trials to reach criterion (TTC) for individual subjects in 
the top panel and the group mean number of trials to criterion sorted by problem in the 
bottom panel. For subjects that did not reach criterion within 12 sessions 2400 was taken as 
trials to reach criterion and the animal was excluded from further experimentation. In the 
first discrimination problem, groups differed in the number of trials to criterion, H = 18.1. 
Separate comparisons revealed that subjects trained on the presence of the visual stimulus 
(LS+) learned faster than subjects trained on its absence (LS-) , U = 0, p < .001. The group 
trained on the presence of the auditory stimulus (NS+) also learned faster then the group 
trained on the absence of the visual stimulus (LS-) , U = 6, p < .05. No difference occurred 
between the two groups trained on the presence of the stimulus, U = 11.5 p > .1. In the 
second, third and fourth discrimination problem, we only analyzed the results of subjects 1 
to 12. In the second problem, subjects trained on the LS+ problem again needed less trials 
to solve the problem than subjects trained in the LS- problem (T(10) = -5.0, p < .001). In 
the third problem, subjects trained on the NS+ problem needed less trials to solve the 
problem than subjects trained in the NS- problem (T(10) = -3.0, p < .01). In the fourth 
problem, the subjects trained on the NS+ problem needed nearly more trials to solve the 
problem than subjects trained in the NS- problem did (T(10) = 2.1, p < .06). Notice that the 
NS- problem is solved by all animals that received it as the fourth problem. All animal 
except one solved it from the group that received it as the third problem. Only two animals 
solved it from the group that received it as the second problem and no animal except one 
solved it within 2400 trials in the group that received it as the first problem.
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Table 3. The SDRP that was found first and the SDRP that was found above chance level 
in the first 100 trials.
LS+ First SDRP Later in first 100 
(above chance)
LS- First SDRP Later in first 100 
(above chance)
1 alt 7 left left
2 light-on alt, 8 left left
light-on 9 light-on -
3 light-on light-on 10 light-on light-on
4 light-on light-on 11 right alt
5 light-on light-on 12 alt alt,
6 right right light-on
NS+ First SDRP Later in first 100 NS- First SDRP Later in first 100
(above chance) (above chance)
13 noise-on alt 19* noise-on noise-on
14 noise-on noise-on 20* noise-on noise-on
15 alt noise-on 21* noise-on alt,
16 noise-on noise-on noise-on
17 right - 22* noise-on noise-on
18 noise-on pers 23 left left
24* noise-on alt
* : these animals did not reach the learning criterion
Stimulus dependent response patterns
Table 3 presents the first occurred SDRP and the SDRP that occurred above chance 
level in the first 100 trials. To ensure that behaviour deviated from chance level individual 
results were tested using method 1 as described in chapter 2 of this thesis. All subjects 
showed one or more SDRPs above chance level.
Initially, 15 rats responded to the presence of the stimulus. Nine rats responded to a 
spatial cue (six rats showed spatial perseveration, three rats showed spatial alternation). 
However, in the first 100 trials, eight rats did not use this initial SDRP above chance level. 
In this period, all except three animals showed systematic behaviour above chance level. 
Thirteen rats systematically responded to the presence of the stimulus. Six rats used the 
spatial alternation strategy and five rats started with the spatial perseveration strategy. Note
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that an animal can use more than one SDRP above chance level in a set of 100 trials. 
During the first 100 trials, thirteen rats used only the initial SDRP, three rats used their 
initial (first occurred) SDRP and another SDRP, and five rats changed to another SDRP. 
To test whether rats changed their SDRP (give up the initial SDRP), to each rat a variable 
was assigned that could have three possible values, namely (1) 'stay', (2) 'stay and change' 
or (3) 'change'. For example, subject 1 in Table 1 was coded as a 'change' rat. Subject 2 was 
coded as a 'stay and change' rat and subject 3 was coded as a 'stay' rat. Whether or not rats 
changed their SDRP was analyzed by an analysis of variance, with problem as between 
subject factor. No difference was found between the groups in changing SDRPs (F (3,20) = 
1.1, p > 0.05).
Subjects 4, 5, 14 and 16 were removed from the analysis concerning the frequencies of 
the response patterns because they reached the learning criterion in the very beginning. 
Consequently, they had no first 100 trials independently from the middle and the last 100 
trials before reaching criterion.
During the first 100 trials, all individual subjects responded more to the presence of the 
stimulus than to its absence (Means 14 vs. 1; p < .01). Consequently, subjects trained on 
the stimulus-present discrimination responded more to the S+, F(1,16) = 40.51, p < 0.01, 
and less to the S-, F(1,16) = 11.21, p < .01, than subjects trained in the stimulus-absent 
discrimination. Figure 2 presents the frequency of the S+ strategy in the first problem.
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Figure 2. Use of the consistently reinforced S+ strategy in the first problem in different 
periods of experimentation. First: the first 100 trials; middle: 100 trials midway between 
the first trials and the trials to criterion; before: the 100 trials before the criterion trial; after: 
the 100 trials after the criterion trial.
During the 100 trials before reaching criterion (BEFORE in Figure 2) subjects having 
the visual stimulus as the discriminandum (LS+ and LS-) did respond more to the S+, 
F(1,16) = 93 , p < 0 .01, than subjects having the auditory stimulus as the discriminandum 
did. Subjects trained on the stimulus-present discrimination (LS+ and NS+) did respond 
more to the S+, F(1,16) = 9.3, p < 0.01 than subjects trained in the stimulus-absent 
discrimination did. Subjects trained in the visual stimulus-absent discrimination (LS-) did 
respond more to the absence of the stimulus than subjects trained on the auditory stimulus 
absent discrimination did, significant interaction F(1,16) = 5.4, p < 0.05.
The 200 trials after reaching criterion (AFTER in Figure 2) were analyzed by a one 
factor ANOVA because no data were available from the NS- group. No subject responded 
to the S- anymore. Subjects in the LS+ group responded more often to the S+ than subjects 
in the NS+ group, Scheffe F-test = 4.9, p < 0.05.
The correlation between the frequency of the S+ strategy in the first 100 trials and the 
number of trials to criterion was -.75 (n = 14, the NS- group and Subjects 4, 5, 14 and 16
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were excluded). The correlation between the number of the rewarded trials in the first 100 
trials and the number of trials to criterion was -.78 (n = 14). Note that if, in a sequence of 
four trials, a rat responds according to the S+ strategy, it will be rewarded on all four trials. 
Conversely, a rat that is rewarded on all four trials must show the S+ strategy by definition. 
However, a rat that is rewarded on three of four trials does not show the S+ strategy. Thus, 
returning to a set of 100 trials, a rat that often responds according to the S+ strategy will 
necessarily be rewarded often. On the other hand, a rat may be rewarded often without 
showing the S+ strategy at all. So, although there is some correspondence between the 
frequency o f the S+ strategy and the number of rewarded trials, this correspondence need 
not be perfect. To create a measure concerning reinforcement, independent from the S+ 
strategy (not S+ reinforced ), we subtracted the frequency of the S+ strategy from the 
number of rewarded trials. The correlation between the number of not S+ strategy 
reinforced in the first 100 trials and the number of trials to criterion was -.39 (n = 14).
It is interesting to know which variable contributes significantly to the prediction of the 
number of trials to criterion. Therefore, a multiple regression analysis was done. The 
frequency of the S+ strategy and the number of not S+ strategy reinforced responses 
served as predictor variables. The number of trials to criterion served as the dependent 
variable. The squared multiple correlation for this regression was .68 (F(2,11) = 11.4, p < 
0.01). The standardized regression weights were -.73 for the frequency of the S+ strategy 
(F(2,11) = 17.7 p < 0.01) and -.34 for the number of not S+ strategy reinforced responses 
(F(2,11) = 3.9 p > 0.05). This demonstrates that the frequency of the S+ strategy has a 
significant contribution to the prediction of the number of trials to criterion. That is, 
starting with the number of not S+ strategy reinforced responses as a predictor, addition of 
the frequency of the S+ strategy as a predictor will improve prediction significantly. On the 
other hand, the number of not S+ strategy reinforced responses does not contribute 
significantly. That is, starting with the frequency of the S+ strategy as a predictor addition 
of the number of not S+ strategy reinforced responses as a predictor does not improve the 
prediction.
One could argue that a better measure to predict the leaning rate is the ratio of the S+
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strategy to the number of reward. The correlation of the ratio o f the S+ strategy to the 
number of reward with the number of trials to criterion was .71. However, addition of this 
variable does not increase the squared multiple correlation significantly (from .68 to .69) 
and the frequency of the S+ strategy still is the only significant contributor to the prediction 
of the number of trials to criterion.
To create a better fit of a linear model, a 1/x transformation was performed on the 
number of trials to criterion. The above-mentioned analysis was repeated with this variable. 
The resulting correlations with this transformation are .84 for the frequency of the S+ 
strategy, <.01 for the number of not S+ strategy reinforced responses, and .81 for the ratio 
of the S+ strategy to the number of reward. Thus, the correlations become slightly higher 
with this transformation. Again, a multiple regression analysis was done on the 1/x 
transformation of the number of trials to criterion (F(2,11) = 13.5, p < 0.01). The 
standardized regression weights were .85 for the frequency of the S+ strategy (F(2,11) =
27.0, p < 0.01) and -.05 for the number of not S+ strategy reinforced responses (F(2,11) =
0.11, p > 0.05). The results of this analysis showed that the frequency of the S+ strategy 
alone could predict the transformation of the number of trials to criterion significantly, 
whereas the number of not S+ strategy reinforced responses did not contribute 
significantly. Again, addition of the ratio o f the S+ strategy to the number of reward did 
not increase the squared multiple correlation significantly (from .71 to .78) and the 
frequency of the S+ strategy still was the only significant contributor to the prediction of 
the transformation of the number of trials to criterion.
Reversal learning
Trials to criterion
To test the reversal learning only the data from the first two problems of the subjects 
trained with the visual stimulus were used (subjects 1 to 12). The LD group was trained 
with light (S+) vs. dark (S-), then they were reversed to dark (S+) vs. light (S-). The DL 
group was trained with dark (S+) vs. light (S-), they were reversed to light (S+) vs. dark (S­
). The number of trials to criterion (TTC) was analyzed by a two-factor repeated measure
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ANOVA (group * reversal within subject). The means are presented in Table 4. The first 
problem was learned faster than the second one (F(1,10) = 12.0; p < 0.01). Subjects 
reversed from light to dark impaired. Subjects reversed from dark to light improved 
(F(1,10) = 62.4; p < 0 .01). These results indicate a negative transfer from problem 1 to 
problem 2. However, the transfer from the presence of the visual stimulus to the absence of 
it (from LS+ to LS-), is different from the transfer from the absence to the presence (from 
LS- to LS+). The data show that the dark problem still requires more trials to be solved 
than the light problem as the second problem. In other words, again a stimulus positive 
effect is found. The data of the reversal from P3 to P4 are not properly testable.
Table 4. Mean number of trials to reach criterion (TTC).
group P1 TTC P2 TTC
LD LS+ 163 LS- 876
DL LS- 691 LS+ 412
Stimulus dependent response patterns
At the start of experimental training light-on response patterns occurred more than dark 
response patterns. Consequently, the LS+ group had the advantage of showing the 
reinforced behaviour more than the LS- group did. This difference in using the reinforced 
behaviour between the two groups having the visual cue as discriminandum disappeared as 
learning occurred (Figure 2). The question arose whether such an advantage also existed in 
the reversal problem. To test group differences in using S+ or S- response patterns, we 
calculated the frequency of these response strategy in the first 100 trials, the last 100 trials 
before reaching criterion, the 100 trials midway between the first trial and trials to criterion, 
and for the 100 trials after reaching criterion. The frequency of each response strategy was 
analyzed by a 2 (group) x 4 (block) repeated measurement analysis of variance, with block 
as within subject factor. During training on the second problem, no difference between the 
LD and DL group was found in responding to the S+, (F(1,30) = .49 p > 0.05) nor in
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responding to the S- , (F(1,30) = 2.29 p > 0.05). A significant interaction between group 
and block indicated that in the LD group the decrease in responding to the S- was more 
pronounced than the decrease in responding to the S- in the DL group (F(3,30) = 2.9 p =
0.05). Table 5 presents the means. Remember that the S- response pattern was the 
reinforced one in the first problem. For group LD the S- was light-on, as for group DL the 
S- was dark. It seems that inhibition of the formerly correct response is easier if  it was the 
absence of the light. In other words, it is more difficult to inhibit formerly reinforced 
responding if it is the presence of a stimulus. This advantage for learning the presence of a 
stimulus after trained on its absence could contribute to faster learning the second problem 
in the DL group.
No correlation between the frequency of any response strategy or the number of 
rewarded trials in the first 100 trials of the reversal and the number of trials to criterion was 
more than .1 (n = 12).
Table 5. Mean frequency of the S- response pattern in the second problem.
group First P2 Middle P2 Before P2 After P2
LD (Light-on) 41 3 2 0
DL (Dark) 25 6 1 1
Discussion
In the present experiment we demonstrated that more trials are required to learn the 
stimulus-absent than the stimulus-present discrimination in the first discrimination as well 
as in its reversal. The feature-positive effect has been demonstrated many times using 
different paradigms in different species (f.e. Lea, 1974), including man (Newman, 1980). 
Although it takes more trials to solve the stimulus-absent discrimination both visual 
problems can be learned. Rats did not learn within 2400 trials the first discrimination 
problem if the absence of an auditory stimulus was reinforced. However, responding to the 
absence of an auditory stimulus can be learned within 2400 trials if the animal had learned
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other discrimination problems before. This suggests that there is a positive transfer from 
learning a stimulus present problem to learning a stimulus absent problem.
The studies in which the feature-positive effect in animals has been demonstrated used a 
successive go/no-go task in which two different responses should be learned. In a 
successive feature positive go/no-go task an animal has to learn two responses: 1. respond 
if the feature is presented (go) and 2. inhibit responding if the feature is absent (no-go). In a 
successive feature negative go/no-go task an animal has to learn to respond if the feature is 
absent (go) and inhibit responding if the feature is present (no-go). It was shown that the 
no-go side of the discrimination in the feature-absent case failed to develop and that the 
reported failures of feature-negative learning may represent a performance, rather than 
learning deficit (Hearst, 1984). In this experiment animals must respond on each trial. 
Therefore, they do not need to learn to inhibit performing a leverpress response and the 
stimulus positive effect cannot be explained by a performance deficit.
All except three rats displayed systematic behaviour patterns, response strategies, during 
the first 100 trials of the pre-solution period of the discrimination problem. Systematic 
behaviour patterns were evident both during stimulus-present and during stimulus-absent 
discrimination learning. Five out of 12 subjects in the stimulus-present discrimination used 
no other than the correct strategy above chance level. Although the stimulus was never 
associated with reinforcement, it attracted responding immediately. Stimulus presence 
served as a cue to organize behaviour. It elicited an orienting (unconditioned) response. 
Initially, stimulus absence failed to control behaviour. For this initial responding, the 
stimulus-present problem is easier than the stimulus-absent problem. A possible 
explanation for the stimulus-positive effect might be that the stimulus-present group 
merely must learn to respond more consistently towards stimulus presence. In contrast, the 
stimulus-absent group must learn to inhibit this initially (unconditioned) responding to 
stimulus presence, in addition to respond towards stimulus absence or further inhibition of 
responding towards stimulus presence.
In the last phase before learning the first problem and in the overtraining phase, the 
groups trained in the visual discrimination (presence or absence) respond correctly (to the
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S+) to the same degree. If the response behaviour reflects the strength of the learned 
relation between stimulus and response, one can conclude that finally the strength of the 
learned relation in a stimulus presence and a stimulus absence problem is equal. During 
reversal training, no differences in responding to the S+ (which is identical to the formerly 
S-) was found. However, it seems that inhibition of the formerly S+ is easier if  it was the 
absence of a cue. In other words, it is more difficult to inhibit formerly reinforced 
responding if it is the presence of a stimulus. This again is an advantage for learning the 
presence of a stimulus after trained on its absence.
According to Hearst and Jenkins (1974) animals will usually direct their behaviour 
towards any signal that is easily localized and which bears a high positive correlation with 
the reinforcer. They called this 'sign tracking' and reported a stronger effect of sign-tracking 
using visual signals than using auditory signals. They suggested that an apparent advantage 
of visual cues over auditory cues in sign-tracking may occur because of differences in the 
localizability. The results of this experiment show that initially animals also direct their 
behaviour towards a signal that is more difficult to localize, namely the noise. Animals also 
direct their behaviour to a stimulus that bears no positive correlation with the reinforcer as 
is shown in the stimulus absent problems.
Although the auditory stimulus present problem can be learned as fast as the visual 
stimulus present problem, as training progressed, the subjects in the visual discrimination 
came to respond more to the stimulus than the subjects in the auditory discrimination. This 
greater control over appetitive behaviour by visual cues as opposed to auditory cues is 
consistent with LoLordo's (1979) findings. Animals can localize the noise stimulus but it 
seems difficult to keep responding to it.
In most research, the probability of the correct response is used in some way to predict 
the learning rate. We showed that the frequency of the S+ strategy had a significant 
contribution to the prediction of the number of trials to criterion. In contrast to the number 
of not S+ strategy reinforced responses, that did not contribute significantly. Therefore, we 
conclude that an animal's initial correct systematic responding is a better measure to study 
than its initial proportion correct responses.
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Chapter 4. Discrimination learning and reversals in five strains of rats
Abstract. Rats of five inbred strains (WAG/Rij, BN/Bi Rij, G/Kun,
ACI/Kun, and F344/N Hsd) were trained on a visual discrimination in the 
presence of irrelevant auditory and spatial stimuli. Light served as S+ on 
the first problem and three light/dark reversals were presented afterwards.
No strain differences were found in learning the first discrimination.
However, G and WAG rats needed more trials to learn the reversals than 
the ACI, BN and F344 rats. Only during the first 100 trials of the first 
problem, the G Strain used the relevant visual strategy more than the BN 
strain did. With respect to the irrelevant dimension, WAG rats responded 
more to the irrelevant auditory stimuli, and the G rats responded more to 
the irrelevant spatial dimension. The results are discussed in view of the 
two-process learning theory: apart from approaching the S+ and avoiding 
the S-, discrimination learning also results in an increased attention to the 
relevant dimension and/or a decreased attention to irrelevant dimensions.
We suggest that WAG and G rats needed more trials to learn the reversals 
because of their inability to suppress attention to the irrelevant 
dimensions.
In an extensive study on the genetic bases of maze learning, Try on (1940, 1942) 
succeeded in creating two strains of rats that genetically differed in learning performance in 
a complex maze. Krechevsky (1933) showed that animals of the seventh generation of 
Tryon's maze bright strain differed from animals of the Tryon's maze dull strain in problem 
solving behaviour. The 'hypotheses' of the animals of the bright strain were to a larger 
extent based upon spatial cues and to a lesser degree upon visual cues than those of animals 
of the dull strain. Following Lashley's (1929) suggestion of attempted solutions, 
Krechevsky (1938) defined hypotheses as relatively persistent response strategies aimed at 
solving the problem. He found that 'hypotheses' or response strategies occurred in attempts 
to solve solvable as well as unsolvable maze problems.
In chapter 5 of this thesis, it is shown that two groups of rats pharmacogenetically 
selected on neurochemical features of the dopaminergic systems within the striatum, differ 
in their use of the visual, auditory and spatial dimensions during discrimination learning in
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a Skinnerbox (Coenders et al., 1992). It is shown that strains of rats differ in discrimination 
learning (Harrington, 1979a-g). Our set-up can shed light on whether or not response 
patterns are at least partially responsible for some of these learning differences.
In order to study genetic aspects of response strategies, the present study examined 
strain differences in rats with respect to response strategies and the rate of learning during 
discrimination learning. Rats of five inbred strains (WAG/Rij, BN/Bi Rij, G/Kun, 
ACI/Kun, and F344/N Hsd) were trained on a visual discrimination task and three reversals 
of it, in the presence of irrelevant auditory and spatial stimuli.
Method
Subjects
Subjects were rats of five inbred strains (WAG/Rij, three males, two females; BN/BiRij, 
three males, three females; G/Kun, two males, two females; ACI/Kun, two males, two 
females; F344/N Hsd, two males, two females). The WAG/Rij, BN/BiRij, G/Kun, and 
ACI/Kun rats were bred and reared at the University of Nijmegen. The F344/N Hsd rats 
were supplied by Harlan, Zeist. Mean age of the subjects was 14 weeks (SD=3). Two 
weeks before training they were transported to the department of psychology, housed 
individually in an air conditioned room with a temperature of 22°C and maintained on a 
12/12 h light/dark cycle (dark: 8.00-20.00). During the experiment, the animals had free 
access to water.
Procedure
Subjects were trained in an experimental chamber (27 x 25 x 24 cm; Chapter 2. Figure
1). A restricted feeding schedule was enforced 3 days before the start of the experiment. 
Subjects were maintained on 90% of their free-feeding weight throughout pretraining and 
experimentation. Training and testing were performed during the dark period.
Preliminary training took place in the same way as described in Chapter 2 of this thesis. 
For every animal, experimental training began the week after preliminary training.
During experimentation, subjects were given 200 trials per day on successive days, five 
days a week.
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TABLE 1. POSSIBLE RESPONSE SEQUENCES ON FOUR CONSECUTIVE TRIALS IN A 
DISCRETE TRIAL CHOICE PROBLEM. Given the order of presentation of stimuli on four 
trials, eight out of the 16 possible response sequences match with stimulus dependent 
response patterns (SDRP). The other sequences are not simply tied to stimulus patterns 
(undefined). The letters R and L represent responses at the right and left choice lever, 
respectively.
TRIALS n n+1 n+2 n+3
light L L R L presentation at left
noise L R L L or right choice lever
Response
Sequence
1 R R R R
SDRP
Stimulus Dependent Response Pattern 
perseveration place
2 L L L L perseveration place
3 L R L R alternation place
4 R L R L alternation place
5 L L R L light
6 R R L R dark
7 L R L L noise
8 R L R R no noise
9 L L L R undefined
10 R L L L undefined
11 L R R R undefined
12 R R R L undefined
13 R R L L undefined
14 L L R R undefined
15 L R R L undefined
16 R L L R undefined
In four trials an animal can give 16 possible sequences of left-right choices, e.g. LLRL, 
which in the example in Table 1 would match the place of the choice lever where the light 
stimulus was presented. From the 16 possible response patterns, eight response sequences 
coincided with one of the stimuli (stimulus-dependent response patterns, SDRP). The other 
eight response sequences were not simply tied to stimulus patterns (undefined).
All subjects were trained consecutively on four discriminations. In each discrimination, 
the subjects were trained until learning criterion had been reached. Thereafter, one more 
session had to be completed (200 trials, overtraining). In the first discrimination problem,
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the subjects were trained with the presence of light being the S+. In the second problem 
(the first reversal), the presence of light served as S-. In the third problem (the second 
reversal), again the presence of light served as the S+. In the fourth problem (the third 
reversal), again the presence of light served as the S-.
Four learning criteria were used; (a) 14 correct responses out of 14 consecutive 
responses, (b) 17 out of 18, (c) 20 out of 22 and (d) 22 out of 25 successive trials correct. 
The four learning criteria occur by chance with about the same probability. After at least 
one of the four criteria had been reached, overtraining occurred for 1 day (200 trials). The 
number of trials to criterion was analyzed by a 5 (strain) x 2 (sex) x 4 (problem) repeated 
measurement analysis of variance. Post hoc testing was done by means of the Scheffe F- 
test with the level of significance set at 95%.
For every individual subject, the response patterns in all overlapping sets of four 
consecutive trials were compared with the stimulus sequences. SDRP 1-4 (Table 1) were 
taken together as the irrelevant spatial strategy. SDRP 5-6 were taken together as the 
relevant visual strategy. SDRP 7-8 were taken together as the irrelevant auditory strategy. 
For each discrimination problem, the frequency of each response strategy was computed 
for four blocks of 100 trials; the first 100 trials, the last 100 trials preceding criterion, the 
100 trials midway between the first trial and trials to criterion, and the first 100 trials after 
reaching criterion (including trials in which criterion was reached). The frequency of each 
response strategy was analyzed by a 5 (strain) x 2 (sex) x 4 (problem) x 4 (block) repeated 
measurement analysis of variance, with problem and block as within subject factors. Post 
hoc testing was done by means of the Scheffe F-test with the level of significance set at 
95%. We only report the significant effects.
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Results
number of trials to criterion
Figure 2. Number of trials to reach criterion.
The number of trials to reach criterion. Main effects of strain and problem were found 
on the number of trials to criterion (F(4,79) = 13.32, F(3,79) = 28.74, Figure 2). Rats 
belonging to the G strain needed more trials to solve the problems than the WAG rats, who 
in turn needed more trials than the BN, ACI, and F344 rats, which did not differ. Separate 
analyses of variance revealed a main effect of strain on the number of trials to reach 
criterion in the second and third problem (F(4,13) = 8.74, F(4,13) = 3.64, respectively). The 
number of trials to criterion in the first problem was lower than the number of trials to 
criterion in all other problems (F(3,91) = 18.1). The highest number of trials to criterion 
was found in the first reversal (the second problem). The number of trials to criterion of the 
third and fourth problem did not differ from each other. In all four problems, no main effect 
of sex or interaction between strain and sex were found on the number of trials to reach 
criterion (Fs < 1).
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use of relevant visual strategy
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block of 100 trials
Figure 3. Use of the relevant visual strategy in different periods of experimentation. 1F: 
first problem, the first 100 trials; 1M: first problem, 100 trials midway between the first 
trial and the trials to criterion; 1L: first problem, the last 100 trials before reaching 
criterion; 1O: the first problem, the 100 overtraining trials; 2F: second problem, the first 
100 trials, etc.
Use of the relevant visual strategy (light and dark response patterns): A marginally 
significant effect of strain was found on the use of the relevant visual strategy (F(4,117) =
3.0, p = 0.058, Figure 3). Separate analysis of variance performed on the use of the relevant 
visual strategy in the first problem in the first 100 trials revealed a main effect of strain 
(F(4,13) = 8.26). The G Strain used the relevant visual strategy more than the BN strain 
did.
Main effects of problem and block were found on the use of relevant visual strategy 
(F(3,117) = 6.58; F(3,117) = 242.62, respectively). The learning curve displayed in the 
Figure 3 showed a different pattern in the four separate problems (significant problem x 
block interaction, F(9,117) = 10.61). After the reinforcement contingency had been 
reversed the first time (2F), animals kept responding to the reinforced strategy. In the 
following reversals (3F and 4F), the decline in responding is faster.
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use of irrelevant auditory strategy
block of 100 trials
Figure 4. Use of the irrelevant auditory strategy in different periods of experimentation. 1F: 
first problem, the first 100 trials; 1M: first problem, 100 trials midway between the first 
trial and the trials to criterion; 1L: first problem, the last 100 trials before reaching 
criterion; 1O: the first problem, the 100 overtraining trials; 2F: second problem, the first 
100 trials, etc.
Use of irrelevant auditory strategy: A main effect of strain was found on the use of the 
irrelevant auditory strategy (Figure 4, F(4,117) = 8.31). WAG rats responded more to the 
irrelevant auditory stimuli than BN and G rats. F344 rats responded more to the irrelevant 
auditory stimuli than G rats. The WAG female rats responded to the irrelevant auditory 
stimuli most (significant strain x sex interaction, F(4,117) = 4.91).
A main effect of problem was found on the use of the irrelevant auditory strategy 
(Figure 4, F(3,117) = 5.97). The curve displayed in the Figure 4 showed a different pattern 
in the four separate problems (significant problem x block interaction, F(9,117) = 3.83). 
The decrease of the use of irrelevant auditory strategy in the first problem was not found in 
the other three problems.
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Figure 5. Use of the irrelevant spatial strategy in different periods of experimentation. 1F: 
first problem, the first 100 trials; 1M: first problem, 100 trials midway between the first 
trial and the trials to criterion; 1L: first problem, the last 100 trials before reaching 
criterion; 1O: the first problem, the 100 overtraining trials; 2F: second problem, the first 
100 trials, etc.
Use of the irrelevant spatial strategy: A main effect of strain was found on the use of 
the irrelevant spatial strategy (Figure 5, F(4,117) = 5.30). G rats use the irrelevant spatial 
strategy more than ACI rats.
Main effects of problem and block were found on the use of the irrelevant spatial 
strategy (F(3,117) = 5.27, F(3,117) = 68.74, respectively). In the last three problems, the 
irrelevant spatial strategy is used more than in the first problem. The spatial strategy is used 
more in the last 100 trials before reaching criterion than in the first 100 trials after 
reinforcement contingencies have been changed and in the overtraining when the problem 
was solved. Midway between the first trial and trials to criterion and in the last 100 trials 
animals used the irrelevant spatial strategy more than in the first 100 trials and in the first 
100 trials of the overtraining. However, this only holds for the reversals and not for the first 
problem (significant problem x block interaction, F(9,117) = 7.53).
use of irrelevant spatial strategy
t-------1-------1-------1-------1-------1-------1-------1-------1-------1-------1-------1-------1-------1-------1-------r
1F 1M 1L 1O 2F 2M 2L 2O 3F 3M 3L 3O 4F 4M 4L 4O
block of 100 trials
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Discussion
In this study, rats of five inbred strains (WAG/Rij, BN/BiRij, G/Kun, ACI/Kun, and 
F344/N Hsd) were trained on a visual discrimination with irrelevant auditory and spatial 
stimuli. Light served as S+ on the first problem and three light/dark reversals were 
presented afterwards. Although strains do not differ in learning the first discrimination, 
they differ in the rate of learning the reversals. G and WAG rats need more trials to learn 
the reversals than the ACI, BN and F344 rats.
Two-process learning theory (Sutherland and Mackintosh, 1971; Mackintosh, 1974) 
states that, apart from approaching the S+ and avoiding the S-, discrimination learning also 
results in an increased attention to the relevant dimension and/or a decreased attention to 
irrelevant dimensions. Two alternative explanations of the present results that are based 
upon two-process learning theory have to be considered: an explanation based upon the 
stimulus response relation and an explanation based upon attention. The first explanation 
states that G and WAG rats might have an inferior ability to extinguish the tendencies to 
approach the reinforced stimulus (S+) and to avoid the non-reinforced stimulus (S-) and/or 
an inferior ability to establish new approach and avoidance tendencies. This explanation 
has to be rejected for the following reasons: (a) the strains did not differ in the decline in 
responding to the relevant dimension (which consisted of responding to the former S+) 
after reinforcement contingencies were changed, (b) the strains did not differ in the number 
of trials required to solve the initial problem.
The second explanation states that G and WAG rats have a low degree of attention to 
the relevant dimension and/or an increased attention to irrelevant dimensions. Accordingly, 
G and WAG rats have an inferior ability to detect the reversal. In our paradigm attending to 
a dimension is operationalized as the frequency of the response strategy related to this 
dimension. In this way, we can monitor the animal's attention to various dimensions in the 
different stages of discrimination learning.
Strains differ in using the relevant visual strategy only during the first 100 trials of the 
first problem. The G Strain used the relevant visual strategy more than the BN strain did. If 
a decreased attention was responsible for the difference in the learning rate, we would
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expect the G and WAG rats attend to the reinforced visual stimulus less than the other 
strains. Therefore, we conclude that G and WAG rats do not have a decreased attention to 
the relevant dimension. This finding is in accordance with the findings in the late seventies 
of Harrington (1979a-g). He provided some behavioural standardisation for 12 genetically 
defined lines of rats, including the WAG, ACI, and F344 lines. He did not discern a 
relationship between light-contingent response rate and eye pigmentation (Harrington, 
1979c). We show that the strains used here are indeed able to locate and to respond towards 
light.
With respect to attending to the irrelevant dimension, WAG rats used the irrelevant 
auditory strategy to a larger extent than BN and G rats. F344 rats responded more to the 
irrelevant auditory stimuli than G rats. In acquisition of a barpress to an auditory stimulus, 
the WAG line was characterized by a relatively high rate of acquisition (Harrington, 
1979g), suggesting a higher sensitivity of WAGs to an auditory stimulus. G rats use the 
irrelevant spatial strategy more than ACI rats do. We suggest that the WAG rats are more 
distracted by the auditory dimension and the G rats are more distracted by the spatial 
dimension. Therefore, both strains needed more trials to learn the reversals.
The strain differences found in this study suggest that genetic factors underlie the use of 
different stimulus dimensions. A possibly related behavioural phenomena is absence 
epilepsy. A strong genetic determination of absence epilepsy was shown by Peeters et al. 
(1990, 1992). WAG and G rats suffer from generalized absence epilepsy, characterized by 
spontaneously occurring spike-wave complexes. In contrast, BN and ACI rats do not show 
spike-wave discharges (Inoue et al., 1990). It was suggested that during spike-wave 
discharges, processing (in terms of stimulus-reinforcer relation) of events is decreased, or 
at least is altered (Inoue et al, 1992). Drinkenburg (1995) showed that the evaluation of a 
stimulus-reinforcer relation is not completely disturbed during spike-wave activity. 
However, in this respect no research is known concerning irrelevant stimuli, stimuli that 
have no contingent relation with a reinforcer. In this context, we suggest that stimuli that 
are associated with reinforcement are less sensitive for the decrease of evaluation than 
stimuli that have no contingent reinforcer relation.
56
Five strains of rats
References
Coenders, C.J.H., Kerbusch, Vossen, J.M.H. and Cools, A.R. (1992). Problem
solving behaviour in apomorphine-susceptible and unsusceptible rats. Physiology and 
Behavior, 52: 321-326.
Drinkenburg, W.H.I.M. (1995). Information processing during spike-wave discharges in 
epileptic rats: stimulus evaluation. Chapter 8 in the thesis Information pocessing in an 
animal model of absence epilepsy: characteristics of spike-wave discarges in WAG/Rij 
Rats. ISBN 90-9008739-7.
Harrington, G.M. (1979a-g) Strain differences in open-field behavior of the rat II. etc 
Bulletin of the Psychonomic Society, 13: 85-164.
Inoue, M. (1992). Spike-Wave discharges in rats: Mechanisms for generation and 
modulation. Thesis, Nijmegen, ISBN 90-9004911-8.
Inoue, M., Peeters, B.W.M.M., van Luijtelaar, E.L.J.M., Vossen, J.M.H., and Coenen, 
A.M.L. (1990). Spontaneous occurrence of spike-wave discharges in five inbred 
strains of rats. Physiology and Behavior, 48: 199-201.
Krechevsky, I. (1933). Hereditary nature of 'hypotheses'. Journal of Comparative 
Psychology, 16: 99-116.
Krechevsky, I.(1938). A study of the continuity of the problem-solving process. 
Psychological Review, 45: 107-133.
Lashly, K.S. (1929). Brain mechanisms and intelligence. University of Chicago Press.
Mackintosh, N.J. (1974). The psychology of animal learning. NY: Academic Press.
Peeters, B.W.M.M., Kerbusch, J.M.L., Van Luijtelaar, E.L.J.M., Vossen, J.H.M. and 
Coenen, A.M.L. Genetics of absence epilepsy. Behavior Genetics, 20: 453-460, 1990.
Peeters, B.W.M.M., Kerbusch, J.M.L., Coenen, A.M.L., Vossen, J.H.M. and Van 
Luijtelaar, E.L.J.M. Genetics of spike-wave discharges in the electroencephalogram 
(EEG) of the WAG/Rij inbred strain in a classical Mendelian crossbreeding study. 
Behavior Genetics, 22: 361-368, 1992.
57
Chapter 4
Sutherland, N.S., and Mackintosh, N.J. (1971). Mechanism of animal discrimination 
learning. NY: Academic Press.
Try on, R.C. (1940). Studies in individual differences in maze ability VII. The specific 
component of maze ability and e general theory of psychological components. Journal 
of Comparative Psychology, 30: 283-335.
Tryon, R.C. (1942). Individual differences. In: F.A. Moss (ed): Comparative psychology. 
NY: Prentice Hall, Chapter 12.
58
C hapter 5. Problem  solving behaviour in apomorphine-susceptible and unsusceptible 
rats.
Carla Coenders*, Sjeng Kerbusch*, Jo Vossen* and Alexander Coolsj
*Comparative & Physiological Psychology, University of Nijmegen, Postbox 9104 , 6500
HE Nijmegen, The Netherlands
jPsychoneuropharmacological Research-Unit, University of Nijmegen, Postbox 9101, 
6500 HB Nijmegen, The Netherlands
Published in Physiology and Behavior, 52 (2) 321-326, 1992.
COENDERS, C.J.H., J.M.L. KERBUSCH, J.M.H. VOSSEN, and A.R.
COOLS. Problem solving behaviour in apomorphine-susceptible and 
unsusceptible rats. - Pharmacogenetically selected apomorphine- 
susceptible (APO-SUS) and apomorphine-unsusceptible (APO-UNSUS) 
rats were trained in a discrimination learning paradigm. After the initial 
discrimination task was solved reinforcement contingencies were 
reversed. No differences between APO-SUS and APO-UNSUS animals 
were found in the rate of learning. However, negative transfer from the 
initial discrimination to its reversal was less for the APO-SUS rats than 
for the APO-UNSUS rats. Moreover, the APO-SUS rats responded more 
to the relevant dimension (light) than the APO-UNSUS rats in the last 
100 trials before solving the initial problem as well as the reversal.
During overtraining on the first problem, APO-SUS animals responded 
less to an irrelevant dimension (position of the lever) than APO-UNSUS 
animals. In the first 100 trials of the reversal APO-SUS rats responded 
more to another irrelevant dimension (noise) than APO-UNSUS rats. The 
data show that APO-SUS and APO-UNSUS rats used the various 
dimensions (visual, auditory and spatial) differently in the chosen 
discrimination learning paradigm. It is concluded that the interline 
differences found are the consequences of the interline differences in the 
dopaminergic activity of the ventral and dorsal striatum.
59
Chapter 5
Introduction
Recently, Wistar rats have been selected for high or low amount of gnawing to a 
standard dose of apomorphine (4). It has been found that the interline differences in 
apomorphine susceptibility were accompanied with interline differences in neurochemical 
features of the circuitry in which the dopaminergic striatum is embedded. More 
specifically, apomorphine-susceptible (APO-SUS) rats have both a relatively high 
dopaminergic activity in the ventral striatum and a relatively low dopaminergic activity in 
the dorsal striatum, whereas apomorphine-unsusceptible (APO-UNSUS) rats have a 
relatively low dopaminergic activity in the ventral striatum and a relatively high 
dopaminergic activity in the dorsal striatum (for details: 4).
Dopaminergic activity in the striatum has been shown to be important in animal 
behaviour (1, 2, 6, 12). More specifically, it has been suggested that differential functional 
activity of dopamine in the ventral and dorsal striatum affects the selection of behaviour 
strategies (1, 2, 3, 5, 6, 12). Indeed, it has been found that APO-SUS rats switch their on­
going behaviour especially with the help of external cues and/or discrete stimuli, whereas 
APO-UNSUS rats have been found to switch their on-going behaviour especially with 
internal information and/or tonic stimuli (4). We hypothesized that these interline 
differences must also manifest themselves in discrimination learning: APO-SUS rats would 
have a greater capacity to select behaviour strategies with the help of external cues than 
APO-UNSUS rats during training in a discrimination task.
In order to investigate the selection of behaviour strategies in APO-SUS and APO- 
UNSUS rats, we used a paradigm based upon Krechevsky's (7, 8) research on hypothesis 
formation and Lashley's (9) research on problem solving behaviour. Lashley (9) and 
Krechevsky (7, 8) showed that in solving problems rats respond in a systematic way 
instead of acting randomly. The authors suggest that the systematic behaviours reflect 
response strategies or attempts to solve the problem. In the learning situation developed, 
external stimuli in different modalities (visual, auditory, or spatial) may gain control over 
choice behaviour (bar pressing) in rats. This approach enabled us to detect response 
strategies during discrimination training. All subjects were trained consecutively on a
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simultaneous discrimination problem and its reversal.
Method
Subjects
Subjects were pharmacogenetically selected (F6) apomorphine-susceptible (APO-SUS) 
and apomorphine-unsusceptible (APO-UNSUS) male rats, bred and reared at the 
University of Nijmegen. The subjects weighing 198 ± 29 g at the start of the experiment 
were 20 weeks old. Two weeks before training they were transported from the Department 
of Psychopharmacology to the Department of Psychology, housed individually in an air­
conditioned room with a temperature of 22°C and maintained on a 12/12 night-day cycle 
(light on: 8.00-20.00). The animals had free access to water during the experiment. 
Apparatus
Subjects were trained in an experimental chamber (27*25*24 cm; Chapter 2., Fig. 1) 
illuminated by a red house light at the ceiling. A retractable start lever and a drinking bottle 
were present in the wall opposite the intelligence panel. Two retractable choice levers were 
installed in the intelligence panel. A light was mounted above and a speaker beneath each 
choice lever; a food tray was situated between the choice levers. The box was placed in a 
sound absorbing cage the front of which was covered by a double clear Plexiglas lid. 
Animals were put into and removed from the experimental chamber by means of an 
insertion box which had a grid floor, Plexiglas top, back wall, and front wall and 
retractable sidewalls. Removal of the sidewalls made the intelligence panel, start lever and 
drinking tube accessible. The insertion box had a metal separation wall attached to its 
ceiling which divided part of the box volume in front of the food tray into two halves. 
Eight identical experimental chambers were installed in a diffusely lighted room and 
controlled by an Apple Macintosh computer.
Three categories of discriminanda were used: light vs. dark, the presence vs. absence of 
an auditory stimulus, and left vs right position of the lever. The light was a 24V/2.8 W 
lamp behind a white Plexiglas circle (diameter: 1.8 cm). The auditory stimulus contained 
noise with a frequency band of 40-50 KHz and an intensity of 55 dB (8 dB above
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background level). The auditory stimulus was modulated (0.1 sec on/0.4 sec off). On each 
trial all three stimulus dimensions were presented. In each discrimination problem the 
relevant stimulus dimension was presence and absence of the light signal; left and right as 
well as presence and absence of the auditory signal constituted the irrelevant stimulus 
dimensions.
Procedure
A restricted feeding schedule was enforced three days before the start of the 
experiment. Subjects were maintained on 90 % of their free-feeding weight throughout 
pretraining and experimentation. All training and testing was done during the light period.
During preliminary training no visual and auditory stimuli were presented. Subjects 
learned to sequentially press two levers. First the subject had to press the start lever; 
immediately thereafter a choice lever (randomly right or left) was shifted into the box. 
After pressing the choice lever, the subject received a 45 mg food pellet. Preliminary 
training took five sessions of three hours at the most. For every animal, experimental 
training began the week after preliminary training.
During experimental training, subjects were given 200 trials per day on successive days, 
five days a week. Trials were subject-paced: the start lever was continuously extended into 
the box; stimuli were presented immediately after the subject pressed it. Three sec later 
both choice levers were shifted into the box. Stimulus presentation ended and choice levers 
disappeared as soon as the rat pressed a choice lever or a 10-sec interval passed. Stimuli 
were presented in a quasi-random order which allowed for unique matching of stimulus 
and response patterns (see trial N to N+3 in Table 1). In order to enable the unique 
matching of stimulus and response patterns, the sequential order of stimuli was subjected to 
certain restrictions. The visual and auditory stimuli were never given more than three times 
in succession at the same choice lever or four times in regular left-right alternation. Care 
was taken never to let coincide the presentation of the light with the presentation of the 
noise at the same choice lever more than three times in a row.
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Table 1. Possible response sequences on four consecutive trials in a discrete trial choice 
problem in the experimental chamber. Given the order of presentation of stimuli at the left 
choice lever on four trials, eight out of the 16 possible response sequences match with 
stimulus dependent response patterns (SDRP); The other sequences are not tied to stimulus 
patterns (unsystematic). The letters R and L represent responses at the right and left choice 
lever, respectively.
TRIALS --> N N+1 N+2 N+3
light L L R L presentation left or right choice lever
high tone L R L L presentation left or right choice lever
RESPONSE
SEQUENCE
1 R R R
2 L L L
3 L R L
4 R L R
5 L L R
6 R R L
7 L R L
8 R L R
9 L L L
10 R L L
11 L R R
12 R R R
13 R R L
14 L L R
15 L R R
16 R L L
SDRP
R perseveration place
L perseveration place
R alternation place
L alternation place
L light
R dark
L noise
R no noise
R unsystematic
L unsystematic
R unsystematic
L unsystematic
L unsystematic
R unsystematic
L unsystematic
R unsystematic
In four trials an animal could give 16 possible sequences of left-right choices, e.g. 
LLRL, which in the example in Table 1 would match the place of the choice lever where 
the light stimulus was presented. From the 16 possible response patterns eight response 
sequences coincided with one of the stimuli (stimulus-dependent response patterns, SDRP). 
The other eight response sequences were not tied to stimulus patterns (unsystematic). So, 
every possible sequence of four responses tracks only one particular stimulus. A 
comparable procedure has been used by Levine (10) in problem solving in children. A 
series of stimulus configurations over 500 trials was constructed in which all overlapping 
sets of four consecutive trials allowed for unique matching of stimulus and response 
patterns.
All subjects were trained consecutively on a simultaneous discrimination problem and
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its reversal. To control for the order of presentation of the relevant stimuli, four APO-SUS 
and four APO-UNSUS subjects were assigned to each of two groups. The LD (light, dark) 
group was first trained in the light vs. dark discrimination, with the presence of light being 
the S+. After the learning criterion had been reached and one overtraining session had been 
completed, reversal training began with dark (S+) vs. light (S-) until the learning criterion 
was reached. The subjects again received one overtraining session. The DL (dark, light) 
group was first trained with dark (S+) vs. light (S-). After the learning criterion had been 
reached and one overtraining session had been completed, reversal training began with 
light (S+) vs. dark(S-) until the learning criterion was reached; thereafter they again 
received one overtraining session.
Four learning criteria were used; (a) 14 correct choices out of 14 consecutive responses, 
(b) 17 out of 18, (c) 20 out of 22 and (d) 22 out of 25 successive trials correct. The four 
learning criteria occur by chance with about the same probability. Overtraining occurred 
for one day after at least one of the four criteria had been reached.
To test for differential learning number of trials to criterion (TTC) of the initial as well 
as the reversal problem were analyzed in a 2 x 2 ANOVA (selection line x problem order). 
To test for differential transfer the difference between TTC of the initial problem and TTC 
of the reversal was analyzed in a 2 x 2 ANOVA (selection line x problem order). Transfer 
will be negative if it takes more trials to learn the reversal than the initial problem. For 
every individual subject the response patterns in all overlapping sets of four consecutive 
trials were compared with the stimulus sequences. The perseveration response patterns 
(Table 1, SDRP 1-2) were taken together as the irrelevant perseveration strategy, viz. 
pressing the same lever. The alternation response patterns (Table 1, SDRP 3-4) were taken 
together as the irrelevant alternation strategy, viz. pressing alternately left and right lever. 
The response patterns related to the light-dark dimension (Table 1, SDRP 5-6) were taken 
together as belonging to the relevant strategy. The response patterns related to noise (Table
1, SDRP 7-8) were taken together as the irrelevant noise strategy. The SDRP 9-16 were 
taken together as the unsystematic strategy. For each discrimination and reversal problem, 
the frequency of each response strategy was computed for the first 100 trials (the initial
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stage), for the last 100 trials preceding criterion (the presolution stage), and for the first 100 
trials after reaching criterion (overtraining). The frequency of each response strategy was 
then analyzed separately in a 2 x 2 ANOVA (selection line x problem order).
Results
The main effects will be discussed separately because there were no statistically reliable 
interactions.
Number of trials to criterion
LD APO-UNSUS 
LD APO-SUS 
DL APO-UNSUS 
DL APO-SUS
Figure 2. Number of trials to criterion (TTC).
effects of selection line: No main effect of selection line was found on TTC in the initial 
and the reversal problem (F(1,12)=0.68, p>0.05; F(1,12)=0.32, p>0.05, respectively, Figure
2). However, negative transfer from the initial problem to the reversal was less for the 
APO-SUS rats than for the APO-UNSUS rats (F(1,12)=5.5, p<0.05, Figure 3).
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Figure 3. Transfer from the initial problem to the reversal. The difference between TTC of 
the initial problem and TTC of the reversal.
The irrelevant perseveration strategy was found in very few sequences of trials (mean 
percentage of 3.5); in addition, statistical analysis showed that there were no main effects 
or interaction terms with respect to this variable. During discrimination training we never 
found any effect on unsystematic behaviour. APO-SUS and APO-UNSUS rats did not 
differ in terms of the amount of responding to the relevant stimulus, viz. the presence or 
absence of light depending on the type of discrimination. However, we found the following 
differences which were statistically significant. In the last 100 trials before solving the first 
problem, the APO-SUS rats responded more to the relevant, visual dimension than did the 
APO-UNSUS rats (F(1,12)=21.7, p<0.01, Figure 4).
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Figure 4. Use of the relevant strategy (light) in different periods of experimental training. 
First: the first 100 trials; before: the last 100 trials before reaching criterion; after: the first 
100 trials after reaching criterion.
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Figure 5. Use of the irrelevant strategy (alternation place) in different periods of 
experimental training. First: the first 100 trials; before: the last 100 trials before reaching 
criterion; after: the first 100 trials after reaching criterion.
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Figure 6. Use of the irrelevant strategy (noise) in different periods of experimental 
training. First: the first 100 trials; before: the last 100 trials before reaching criterion; after: 
the first 100 trials after reaching criterion.
In the overtraining trials of the first problem, APO-SUS animals used the irrelevant, 
spatial dimension less than APO-UNSUS animals did (F(1,12)=6.5, p<0.05, Figure 5). In 
the first 100 trials of the reversal, APO-SUS rats responded to the irrelevant, auditory 
dimension more than APO-UNSUS rats did (F(1,12)=16.3, p<0.01, Figure 6). In the last 
100 trials before solving the reversal, APO-SUS rats again responded to the relevant, visual 
dimension more than APO-UNSUS did (F(1,12)=5.3, p<0.05, Figure 4). Table 2 presents 
an overview of the APO-SUS and APO-UNSUS differences in response strategies found in 
different periods of experimental training.
Table 2. Overview of the APO-SUS and APO-UNSUS differences found in response 
strategies in different periods of experimental training. First: the first 100 trials; before: the 
last 100 trials before reaching criterion; after: the first 100 trials after reaching criterion.
first none
before relevant APO-SUS > APO-UNSUS
over irrelevant spatial APO-SUS < APO-UNSUS
first rev irrelevant auditory APO-SUS > APO-UNSUS
before rev relevant APO-SUS > APO-UNSUS
over rev none
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effects of problem order: TTC of the initial problem and TTC of the reversal are shown 
in Figure 2. Subjects trained with light as S+ learned the first problem faster than subjects 
trained with dark as S+ (F(1,12)=47.1, p<0.01). This difference disappeared in the reversal 
(F(1,12)=3.0, p>0.05). In the last 100 trials before learning the first problem, subjects with 
light as S+ responded more to the irrelevant, auditory dimensions than subjects with dark 
as S+ (F(1,12)=7.6, p<0.05). In the overtraining trials of the first problem, subjects with 
light as S+ used the irrelevant, spatial dimension less than subjects with dark as S+ did 
(F(1,12)=6.5, p<0.05). The negative transfer from light to dark was greater than from dark 
to light (F(1,12)=89.4, p<0.01).
Three categories of discriminanda: In order to test the preference for a particular 
dimension in the first 100 trials of the initial problem, difference scores between the 
auditory dimension and the spatial alternation strategy (N-S), the auditory dimension and 
the light dimension (N-L) and the light dimension and the spatial alternation strategy (L-S) 
were calculated for every individual subject. Means of N-S, N-L and L-S together with 
standard deviations are shown for APO-SUS and APO-UNSUS rats separately in Table 3.
Table 3. Preference for a particular dimension in the first 100 trials of the initial problem. 
Difference scores between the auditory dimension and the spatial alternation strategy (N­
S), the auditory dimension and the light dimension (N-L) and the light dimension and the 
spatial alternation strategy (L-S).
APO-SUS APO-UNSUS
Mean ± SDMean ± SD
N-S20 ±14 11 ±29
N-L20 ±14 15 ±23
L-S -1 ±5 -4 ±12
One sample t-tests on N-S, N-L and L-S revealed a preference for the auditory 
dimension (t=2.7, p<0.05; t=3.8, p<0.001; t=-0.99, p>0.05, respectively). A 2 x 2 ANOVA 
(selection line x problem) revealed no main effects of selection line or problem, nor 
interaction on any of these difference scores. These two analyses together show that the
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preference for the auditory dimension was similar for all groups.
Discussion
The main objective of the present study was to investigate whether pharmacogenetically 
selected rats differ in problem solving behaviour during training in a discrimination task. 
Since the rats were trained consecutively on two simultaneous discriminations, an analysis 
of the order in which the problems were presented, is included. However, there were no 
differences between the APO-SUS rats and APO-UNSUS rats in this respect (no 
interactions were found between selection line and problem order).
APO-SUS rats show a relatively high dopaminergic activity in the ventral striatum and a 
relatively low dopaminergic activity in the dorsal striatum; APO-UNSUS rats are marked 
by diametrically opposite features. Given these differences between both Wistar lines, the 
present study allows the conclusion that, under the chosen circumstances, the balance 
between dopamine in the ventral striatum and dopamine in the dorsal striatum does not 
determine (a) the rate of learning, (b) the display of unsystematic behaviour (c) the display 
of simple perseveration strategy, viz. pressing the same lever and (d) the preference for the 
auditory dimension in the first 100 trials. Analysis of the problem solving behaviour 
revealed that APO-SUS rats and APO-UNSUS rats did not differ in any of these features.
The most pronounced difference between APO-SUS and APO-UNSUS rats was the 
difference in the amount of transfer from the initial problem to the reversal: Compared to 
APO-UNSUS rats, APO-SUS rats had less negative transfer from the initial problem to its 
reversal. Two-process learning theory (10, 11, 14) states that, apart from approaching the 
S+ and avoiding the S-, discrimination learning also results in an increased attention to the 
relevant dimension and/or a decreased attention to irrelevant dimensions. Two alternative 
explanations based upon the two-process learning theory have to be considered. The first 
explanation states that APO-SUS rats might have a better ability to extinguish the 
tendencies to approach the reinforced stimulus (S+) and to avoid the non-reinforced 
stimulus (S-) and/or a better ability to establish new approach and avoidance tendencies. 
This explanation has to be rejected for the following reasons: APO-SUS rats and APO-
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UNSUS rats did not differ in the amount of responding to S+ and the number of trials 
required to solve the problems.
The second explanation states that APO-SUS rats would have an increased attention to 
the relevant dimension and/or a decreased attention to irrelevant dimensions. Accordingly, 
APO-SUS rats have a better ability to detect the reversal within the dimension which had 
an increased responding because of its relevance. In our paradigm attending to a dimension 
is operationalized as the frequency of the response strategy related to this dimension. In 
this way, we can monitor the animal's attention to various dimensions in the different 
stages of discrimination learning.
As mentioned in the results, during the 100 trials before reaching the criterion on the 
first problem, APO-SUS rats paid more attention to the relevant visual dimension (presence 
and absence of light) than APO-UNSUS rats; the same is true for the 100 trials before 
reaching the criterion on the reversal problem. So, the data show that APO-SUS rats had a 
greater ability to attend to the relevant, visual dimension than the APO-UNSUS rats. We 
suggest that the reduced amount of negative transfer in APO-SUS rats resulted from that 
particular ability. As far as it concerned responding to stimuli of the irrelevant dimensions, 
the data were not consistent: compared to APO-UNSUS rats, APO-SUS rats responded less 
to the irrelevant, spatial dimension during the 100 trials after reaching the criterion of the 
first problem, but more to the irrelevant, auditory dimension during the first 100 trials after 
the reversal of the reinforcement contingencies. Accordingly, it is concluded that APO- 
SUS rats had a greater ability to attend to the relevant, visual dimension rather than a 
reduced ability to attend to the irrelevant spatial and auditory dimensions. Anyhow, the 
data show that APO-SUS and APO-UNSUS rats used the various dimensions differently. It 
has to be mentioned that the stimuli belonging to the spatial dimension differ from the 
stimuli belonging to the remaining dimensions. The spatial stimuli were fixed in position in 
contrast to the other stimuli that were presented either at the left or the right lever. It cannot 
be determined whether responses to the stimuli belonging to the spatial dimension were 
always directed by those stimuli (left or right position of the lever). The rats could have 
learned to display a specific spatio-temporal walking pattern.
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APO-SUS rats switch their on-going behaviour specially with the help of external cues 
and/or discrete stimuli, whereas APO-UNSUS rats switch their on-going behaviour with 
the help of internal information and/or constantly present stimuli; this interline difference 
in behavioural responding is a direct consequence of the interline differences in the 
dopaminergic activity in the ventral and dorsal striatum (4, 13, 15, 16). The present study 
shows that APO-SUS and APO-UNSUS rats used the various dimensions (visual, auditory 
and spatial) differently. APO-SUS rats paid more attention to the relevant, visual 
dimension and irrelevant, auditory dimension and less attention to the irrelevant, spatial 
dimension than APO-UNSUS rats. To understand these data it is useful to consider the 
chosen discriminanda. The stimuli belonging to the spatial dimension (left vs. right 
position of the lever) were constantly present, whereas those belonging to the visual (light 
vs. dark) and auditory (presence vs. absence of an auditory stimulus) dimension were 
discretely present. From this point of view, it becomes understandable why APO-SUS rats 
paid less attention to the spatial stimuli, but more attention to the visual and auditory 
stimuli than APO-UNSUS rats: it is the behavioural consequence of the relatively high 
dopaminergic activity in the ventral striatum and the relatively low dopaminergic activity 
in the dorsal striatum.
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Abstract. In order to investigate effects of haloperidol on response 
strategies, rats were confronted with an unsolvable discrimination 
problem after being injected with haloperidol (0.1 mg/kg, IP) or its 
solvent. The results showed that haloperidol treated rats displayed 
systematic behaviour to a lesser degree than the control rats. Haloperidol 
did not affect reward-dependent response strategies. However, 
haloperidol did affect stimulus-dependent response strategies.
Haloperidol treated rats showed more response strategies based on visual 
or auditory cues, and less spatial response strategies than control rats. It is 
concluded that this differential effect of haloperidol is the consequence of 
the different nature of the stimuli (discretely present visual and auditory 
stimuli versus constantly present spatial stimuli).
Lashley (13) and Krechevsky (11, 12) showed that, when solving problems, rats respond 
in a systematic way instead of acting randomly. These authors suggest that the systematic 
behaviours reflect response strategies or attempts to solve the problem. In a solvable and in 
an unsolvable hurdle discrimination the same kind of response strategies emerge (11).
It has been suggested that the dopamine system is involved in the selection of behaviour 
strategies (3, 4, 10). In a previous study, it was found that two groups of rats selected 
pharmacogenetically on neurochemical features of the dopaminergic systems within the 
striatum, differ in their use of the visual, auditory and spatial dimensions during 
discrimination learning (2). Rats with a relatively low dopaminergic activity in the dorsal 
striatum (Apomorphine-susceptible rats) pay more attention to the relevant visual 
dimension and the irrelevant auditory dimension and less attention to the irrelevant spatial 
dimension than rats with a relatively high dopaminergic activity in the dorsal striatum
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(apomorphine-unsusceptible rats). It was suggested that the differences of the 
dopaminergic system in the striatum determine the difference in processing discretely 
present and constantly present stimuli during discrimination learning.
In order to investigate the suggestion that the dopaminergic system in the striatum 
determines processing of discretely present and constantly present stimuli, we used a 
problem solving paradigm, based upon Krechevsky's (11, 12) and Lashley's (13) research 
on hypothesis formation. Rats were presented with an unsolvable problem after being 
injected with the mixed D2/D1 antagonist haloperidol or its solvent. Apomorphine- 
susceptible rats are marked by a lower dopaminergic D2 activity in the dorsal striatum than 
Apomorphine-unsusceptible rats and haloperidol especially inhibits the dopamine activity 
in the dorsal striatum. Therefore, we hypothesized that haloperidol treated rats (like 
apomorphine-susceptible rats) show more behaviour governed by discrete stimuli and less 
behaviour governed by constantly present stimuli than control rats.
Method
Subjects
Subjects were 15 male F1 hybrids of BN and G inbred strains of rats, bred and reared at 
the University of Nijmegen. At the beginning of the experiment the subjects were 40 weeks 
old. Two weeks before the experiment the rats were housed individually in an air 
conditioned room with a temperature of 22°C (s.d.=1°C) and were maintained on a 12:L/12 
D cycle (dark: 12.00-24.00).
Apparatus
Subjects were trained in an experimental chamber (27 x 25 x 24 cm; Fig. 1, Chapter 2) 
illuminated by a red house light located at the ceiling. A start lever and a drinking bottle 
were fixed in the wall opposite of the intelligence panel. Two retractable response levers 
(choice levers) were installed in the intelligence-panel. A light was mounted above each 
choice lever and a speaker was located beneath each choice lever; a food tray with an 
infrared detection cell was situated between the choice levers. The box was placed in a
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sound absorbing cage the front of which was covered by a clear Plexiglas lid. Animals 
were put into, and removed from the experimental chamber by an insertion box which had 
a grid floor, Plexiglas top, back wall and front wall and retractable steel sidewalls. 
Removal of the sidewalls made the intelligence panel, start lever and the drinking tube 
accessible. The insertion box had a metal separation wall attached to its ceiling which 
divided half of the box volume in front of the food tray into two halves. Eight identical 
experimental chambers were installed in a diffusely lighted room and controlled by an 
Apple Macintosh computer.
Three categories of discriminanda were used: light versus dark, two auditory stimuli, 
and left versus right position of the lever. The light was a 24V/2.8 W lamp behind a white 
Plexiglas circle (diameter: 1.8 cm). The auditory stimuli (13 kHz and 4 kHz) were 
modulated (0.1 sec on/0.4 sec off). They were audible alternately: the on-phase of each 
frequency was presented in the off-phase of the other tone.
Procedure
A restricted feeding schedule was enforced 3 days before the start of the experiment. 
Throughout preliminary training and experimental training, the subjects were maintained 
on 90% of their free-feeding weight. Training was given at the beginning of the dark phase. 
The animals had free access to water during the experiment.
During preliminary training no visual and auditory cues were presented. Subjects 
learned to press two levers in a row: first the subject had to press the start lever and 
immediately thereafter a choice lever (randomly right or left) was shifted into the box. 
After pressing the choice lever the subject received a 45 mg food pellet. Pretraining took 
five sessions of 3 h at the most. For every animal, experimental training began the week 
after preliminary training. Free access to food was given after preliminary training until 3 
days before experimental training.
To diminish the effect of stress, the day before experimental training, all rats were 
injected with the vehicle (acid lacticum, 1 ml/kg, IP, pH = 3). Fifteen minutes before each 
experimental training the rats received an injection. A group of seven rats received 0.1
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mg/kg haloperidol (Janssen Farmaceutica, Belgium) dissolved in the vehicle. A control 
group of eight rats received the vehicle.
During experimental training, subjects were given 300 trials per session on 2 successive 
days. Experimental sessions took 3 h at the most. Trials were subject-paced: the start lever 
was continuously protruded into the box; the subject had to press the start lever and the 
stimuli were presented immediately thereafter. After 3 s, both choice levers were shifted 
into the box. Stimulus presentation ended and choice levers were retracted as soon as the 
rat pressed a choice lever or a 10-s interval had passed. The rats were trained in an 
unsolvable problem (with 50 percent of the trials randomly rewarded). By giving 
systematic reinforcement, stimuli can be made relevant or irrelevant for the solution of the 
discrimination. If reinforcement is given randomly (not contingent upon any stimulus), an 
unsolvable problem is created and all stimuli are irrelevant.
In order to enable the identification of response patterns, the sequential order of stimuli 
was subjected to certain restrictions. The stimuli were never given more than three times in 
succession at the same choice lever or four times in regular left-right alternation. A further 
restriction was that the light never coincided with the high or low tone at the same choice 
lever more than three times in a row. In that way, stimuli were presented in an order which 
allowed for unique matching of stimulus and response patterns.
If animals responded systematically to one of the stimuli, the pattern of their choices 
uniquely matched one and only one pattern of presentation of that stimulus: behaviour 
governed by stimuli results in a stimulus-dependent response pattern (SDRP). We define an 
SDRP as a pattern of responses that exactly matches one aspect of the stimulus 
configurations presented in a particular sequence of trials. Behaviour governed by 
reinforcement given on the previous trial results in a reward-dependent response pattern 
(RDRP). We define an RDRP as a pattern that is determined by the specific pattern of 
rewards received in a particular sequence of trials.
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TABLE 1. Possible response sequences on five consecutive trials in a discrete trial choice 
problem.
Given the order of presentation of stimuli at the left choice lever on five trials, 20 out of the 
32 possible response sequences match with stimulus response patterns (SDRP) or reward- 
dependent response patterns (RDRP); The other sequences are not tied to stimulus rules 
(undefined). The letters R and L represent responses at the right and left choice lever, 
respectively.
TRIALS -> 1 2 3 4 5
light L L R L L } at left or right choice lever
high tone L R L L L } at left or right choice lever
reward + + - + + } example random reward
RESPONSE
SEQUENCE
1 R R R R (R)
SDRP
perseveration place
2 L L L L (L) perseveration place
3 L R L R (L) alternation place
4 R L R L (R) alternation place
5 L L R L (L) light
6 R R L R (R) dark
7 L R L L (L) high tone
8 R L R R (R) low tone
9 R L L L (R) undefined
10 L R R R (L) undefined
11 L L L R (L) undefined
12 R R R L (R) undefined
13 R R L L (R) undefined
14 L L R R (L) undefined
15 L R R L (L) undefined
16 R L L R (R) undefined
RESPONSE
SEQUENCE
17 L L L R R
RDRP
win stay place
18 R R R L L win stay place
19 L R L L R win shift place
20 R L R R L win shift place
21 L L R R R win stay light
22 R R L L L win stay light
23 L R R L R win shift light
24 R L L R L win shift light
25 L R L R R win stay tone
26 R L R L L win stay tone
27 L L L L R win shift tone
28 R R R R L win shift tone
29 L L R L R undefined
30 R R L R L undefined
31 R L L L L undefined
32 L R R R R undefined
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A typical stimulus sequence at the left choice lever would be light/high tone, light/low 
tone, dark/high tone, light/high tone, and again light/high tone (cf. trial 1 to 5 in Table 1). 
On these five trials an animal could give 32 possible sequences of left-right choices, e.g. 
LLLRR. This sequence would match a strategy of staying at the same choice lever after 
reinforcement and switching choice levers if  no reinforcement was given at the previous 
trial. Given this order of stimuli, 12 out of the 32 possible response sequences would be 
identified as such a RDRP. Eight other response sequences of five choices would represent 
response sequences coinciding with position, tone or light (SDRPs). The response sequence 
RRLRR coincides with the place of the 'dark' choice lever in each of five trials in Table 1. 
Given this response sequence, the animal does not show place perseveration or alternation 
nor does it follow high or low tone. The example of Table 1 maximally distinguishes 
SDRPs and RDRPs; 20 out of 32 response sequences are uniquely determined; the 
remaining 12 are labelled 'undefined'. So, every possible sequence of five responses only 
tracks one particular stimulus.
Results
For every individual subject response patterns in all sets of five consecutive trials were 
compared with reward given on the previous trial in combination with the place or stimulus 
sequence in order to determine the frequency of RDRPs. A second comparison in all sets of 
four consecutive trials of response patterns and place or stimulus sequence was done in 
order to determine the frequency of SDRPs. All SDRPs related to place (Table 1, SDRP 1­
4) were labelled as place dependent response patterns (place RPs). The SDRPs related to 
tone (Table 1, SDRP 5-6) were combined to tone RPs and the SDRPs related to light 
(Table 1, SDRP 7-8) were joined up to light RPs. The remaining response patterns were 
considered Undefined. Table 2 presents the mean frequency of reward-dependent response 
patterns (RDRP), place dependent response patterns (place RPs), tone dependent response 
patterns (tone RPs), light dependent response patterns (light RPs) and undefined RPs in six 
blocks of 100 trials.
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TABLE 2. THE MEAN FREQUENCY OF THE RESPONSE PATTERNS. Mean frequency of 
reward-dependent response patterns (RDRP), place dependent response patterns (place 
RPs), tone dependent response patterns (tone RPs), light dependent response patterns (light 
RPs) and Undefined response patterns (undefined) in six blocks of 100 trials.
block
RDRPs 
H C 
p > 0.05
Place RPs 
H C 
p < 0.05
Tone RPs 
H C 
p < 0.05
Light RPs 
H C 
p < 0.01
Undefined 
H C 
p < 0.05
1 45 51 62 65 3 6 11 9 20 16
2 60 56 47 74 10 5 S 5 31 12
3 53 50 55 SO 9 2 9 2 24 12
4 52 55 51 79 6 1 11 3 1S 13
5 59 55 43 S4 11 3 16 2 26 S
6 5S 5S 54 81 7 2 15 3 20 10
H: haloperidol group n=7 
C: control group n=8
All data were analyzed in a 2 X 2 X 3 repeated measurement analyses of variance (drug 
X days X blocks). No interactions were found (p > 0.05). The analysis performed on the 
number of RDRPs revealed no effect of haloperidol, days, or blocks (Fs < 1). The analysis 
performed on the number of undefined RPs revealed no effect of days or blocks (Fs < 1). 
However, haloperidol treated rats used more Undefined RPs, F(1,13) = 5.14. No effect of 
days or blocks on the number of Place RPs was found (Fs < 1). However, haloperidol 
treated rats used less PLACE RPs, F(1,13) = 6.97. Instead the haloperidol group showed 
more tone RPs, F(1,13) = 5.71, and more light RPs, F(1,13) = 9.10. No effect of days or 
blocks on tone RPs and light RPs was found (Fs < 1).
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Discussion
In this study, haloperidol treated rats use visual and auditory strategies more, and the 
spatial strategies less than control rats. The behaviour of the haloperidol treated rats 
resembled the behaviour of the rats with a relatively low dopaminergic activity in the 
dorsal striatum. Both groups paid more attention to the visual dimension and auditory 
dimension and less attention to the spatial dimension. Although, a dose dependent response 
has to be shown, we provisional conclude that the dopamine system indeed is involved in 
the selection of behavioural strategies. This differential effect of haloperidol as well as 
apomorphine susceptibility could be the consequence of the different nature of the stimuli 
(constantly present spatial stimuli vs. discretely present visual and auditory stimuli). Cools 
et al. (4) suggest a differential involvement of the dopamine system in switching on-going 
behaviour especially with the help of external cues and/or discrete stimuli, and switching 
on-going behaviour with the help of internal information and/or constantly present stimuli. 
Our results indicate that such a distinction is indeed valuable. Studies concerning the 
effects of neuroleptics on response switching and perseveration often do not experimentally 
manipulate constantly and discretely present stimuli.
Rats in both groups use more spatial strategies than they do visual and auditory 
strategies combined. The spatial stimuli were fixed in position in contrast to the other 
stimuli that were presented either at the left or the right lever. Considering the spatial 
stimuli, it cannot be determined whether responses to these stimuli were always directed by 
those stimuli (left or right position of the lever). The rats could have learned to display a 
specific spatio-temporal walking pattern. Witkin (18, 19) suggested that the genesis of 
systematic behaviour should be explained in the simple fact that a mechanical, serialized 
type of situation elicits a mechanical, serialized type of adjustment. If in a linear maze, a 
large number of choices must be made in rapid succession it becomes an 'economy of 
responses and movement' for the hungry animal hurrying to food to go on making the same 
choice unit after unit.
According to the Anhedonia hypothesis, neuroleptics reduce the reinforcing efficacy of 
reward (7, 9, 17). Our results, however, show that haloperidol treated rats did not display
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less reward-dependent response patterns; reinforcement given on the previous trial 
controlled their response in the same amount as it controlled the response in the control 
group. It has to be mentioned that in studies that confirm the Anhedonia hypothesis, tasks 
are used that are very different from the task we used here (e.g. a runway task). Our results 
are in accordance with the results of Evenden and Robbins (6). They also did not find an 
effect of the neuroleptic a-Flupenthixol on reward-dependent choice behaviour (win-stay, 
lose-stay and perseveration with respect to lever). However, they did not include visual or 
auditory stimuli in their study. Martin-Iverson et al. (14) also showed that haloperidol did 
not affect hedonic processes. Haloperidol decreased the tone discrimination performance 
without affecting the reward discrimination performance.
According to the Attention hypothesis, neuroleptics are involved in processing stimuli 
(5, 8, 15, 16). However, it is unclear whether neuroleptics are involved in learning to ignore 
irrelevant stimuli (learned irrelevance), or in shifting away from a previously relevant 
stimulus, or in both. Although this study does not distinguish between these possibilities, it 
shows that haloperidol has an effect on the processing of irrelevant stimuli: choice 
behaviour of haloperidol treated rats is controlled less by the constantly present spatial 
stimuli and more by the discrete visual and auditory stimuli than that of control rats. Clody 
and Carlton (1) concluded that behaviour controlled by relatively less efficacious stimuli 
(viz. less correlated with smaller magnitudes of reinforcement) is more vulnerable to the 
effects of neuroleptics. In our study, the animals are exposed to a procedure in which there 
is no contingent relation between response and reinforcement. Therefore, the efficacy of 
spatial as well as visual and auditory stimuli is non-existent (the probability of 
reinforcement is .5) and behaviour controlled by them is indeed affected by haloperidol.
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Abstract. To study the influence of reinforcement probability on 
response strategies, we trained four groups of rats on an unsolvable 
problem with different random reinforcement probabilities (25%, 50%,
75% and 100%). Visual and auditory cues were used. In the beginning of 
the training all animals showed visual and auditory response strategies or 
spatial response strategies, or both. During experimentation, visual and 
auditory response patterns decreased and spatial alternation patterns 
increased. No effect of random reinforcement probability was found on 
(1) whether the rats changed their response strategy (2) the decrease of 
visual and auditory dependent response strategies, (3) the increase of the 
spatial alternation strategy. We conclude that the spatial alternation 
pattern is a manifestation of spontaneous alternation. After having been 
trained on the unsolvable problem, a solvable problem was presented (a 
response to the visual stimulus was reinforced). In the first 100 trials, 21 
out of 24 animals still showed spatial response patterns. As was expected, 
in the course of solving the visual problem, visual response patterns 
increased and spatial alternation patterns decreased. No effect of 
reinforcement probability history was found on (1) the number of trials to 
reach criterion and (2) whether rats changed their response strategies. The 
only reinforcement probability history effect found was on responding to 
the irrelevant auditory stimulus. Furthermore, again as in Chapter 3 was 
shown, animal's initial correct responses predict less of its rate of learning 
than its initial correct systematic responding.
In discussions on the nature of the learning process (Levine, 1975) the pre-solution 
period in discrimination learning plays a prominent role. The organism responds in a 
systematic manner from the start. Lashley (1929) and Krechevsky (1938) showed that 
systematic behaviour is a consequence of attempting possible solutions, i.e. response 
strategies. The animal gives up incorrect strategies since they fail to yield consistent 
reinforcement until it hits the correct strategy. Krechevsky (1932) used a hurdle 
discrimination task in experiments in which the percentages of responses consistent with a
Chapter 7. Random Reinforcement Probability does not affect Strategies in
Discrimination Learning
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going to the right, going to the left, position-alternation and position-perseveration habit 
were shown to deviate from chance level. In another hurdle experiment the 'correct' alley 
was changed irregularly in order to make the problem unsolvable, but the same kind of 
response strategies emerged.
In an unsolvable problem, the animal is exposed to a procedure in which there is no 
contingent relation between response and reinforcement. According to Krechevsky, 
subjects give up incorrect strategies since they fail to yield consistent reinforcement until 
they hit the correct strategy. If a strategy consistently is successful, it will continue to be 
used. A lower reinforcement probability would be expected to increase the likelihood of 
trying out other strategies. A strategy that is reinforced with a high probability would be 
expected to be held for a longer period.
A different random reinforcement probability history possibly affects subsequent 
learning. If reinforcement is given contingent on responses to the light, in a two choice 
discrimination task every strategy that is not bound to the light will lead to 50% of the 
trials reinforced. Therefore, it will be more difficult for subjects pretrained with a 50% 
reinforcement probability to detect that conditions have changed than for subjects 
pretrained with reinforcement probabilities of 25%, 75% or 100%. Subjects pretrained with 
a reinforcement probability of 25% will experience an increase in reinforcement 
probability, both the 75% and 100% group will experience a decrease to 50%. Thus, we 
might predict that the 100% group should most easily detect that conditions have changed.
In order to study the influence of random reinforcement probability on the development 
of response strategies, we first trained four groups of rats on an unsolvable problem with 
different random reinforcement probabilities (25%, 50%, 75% and 100%). After the 
unsolvable problem the same rats were trained on a solvable problem, where reinforcement 
was contingent upon responses to the light.
Method
Subjects
24 Female Wistar rats, 50 weeks old served as subjects. One week before the experiment
88
Random reinforcement and response patterns
the rats were housed individually in an air-conditioned room with a temperature of 22°C 
and maintained on a 12:L/12:D cycle (dark: 8.00-20.00). The animals had free access to 
water during the experiment.
Procedure
Subjects were trained in an experimental chamber as described in Chapter 2 of this 
thesis. A restricted feeding schedule was enforced 3 days before the start of the experiment. 
Subjects were maintained on 90 % of their free-feeding weight throughout pretraining and 
experimentation. All training and testing was done during the dark period.
Preliminary training took place in the same way as described in Chapter 2 of this thesis. 
For every animal, experimental training began the week after preliminary training.
TABLE 1. Possible response sequences on four consecutive trials in a discrete trial choice 
problem in the experimental chamber. Given the order of presentation of stimuli at the 
choice levers on four trials, eight out of the 16 possible response sequences match with 
stimulus or spatial dependent response patterns; The other sequences are not tied to one of 
the stimuli (undefined). The letters R and L represent responses at the right and left choice 
lever, respectively.
TRIALS n n+1 n+2 n+3
light L L R L }presentation at left or right choice lever
noise L R L L presentation at left or right choice lever
Response
Sequence Stimulus Dependent Response Pattern
(SDRP)
1 R R R R spatial perseveration
2 L L L L spatial perseveration
3 L R L R spatial alternation
4 R L R L spatial alternation
5 L L R L light-on
6 R R L R dark
7 L R L L noise-on
8 R L R R no noise
9 R L L L undefined
10 L R R R undefined
11 L L L R undefined
12 R R R L undefined
13 R R L L undefined
14 L L R R undefined
15 L R R L undefined
16 R L L R undefined
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Stimuli were presented in a quasi-random order which allowed for unique matching of 
stimulus and response patterns as described in Chapter 2. An example of a sequence of four 
trials is presented in Table 1. In four trials an animal can give 16 possible sequences of left- 
right choices, e.g. LLRL, which in the example in Table 1 would match the place of the 
choice lever where the light stimulus was presented. From the 16 possible response 
patterns 8 response sequences coincided with one and only one of the stimuli (stimulus- 
dependent response patterns, SDRP). The other 8 response sequences were not tied to a 
simple stimulus pattern (undefined). So, every possible sequence of four responses tracks 
only one particular strategy.
Unsolvable problem. Each day for each rat a new sequence of reinforcement was 
produced. Therefore, on each trial a random generator was started. Six subjects were 
assigned to each of four experimental groups. The 25% group was randomly rewarded in 
25% of the trials, the 50% group was randomly rewarded in 50% of the trials, the 75% 
group got 75% of the trials randomly rewarded and in the 100% group each trial ended 
with a food pellet. During training on the unsolvable problem, subjects were given 100 
trials per day on each of 8 days.
Light-on problem. The subjects received a 45 mg food pellet for pressing the lever 
where the light stimulus was presented. The learning criterion was defined as 14 
consecutive correct responses. During training on the light-on problem, subjects received 
200 discrimination trials per session on four successive days.
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Results
Table 2. The frequency of possible stimulus dependent response patterns (SDRP) for 
individual subjects on the first 100 trials in the unsolvable problem.
Subject pers altp light
on
light
off
SDRP
noise
on
noise
off
undef above chance first 
SDRP SDRP
1 27 3 10 7 1 49 alt alt
2 33 17 1 6 4 36 light-on light-on
alt
25% 3 7 15 6 22 47 noise-on noise-on
4 50 1 5 5 36 pers pers
5 4 6 11 28 48 noise-on noise-on
6 7 6 4 37 43 noise-on noise-on
7 14 7 5 4 15 2 50 noise-on alt
8 41 3 3 7 4 39 alt alt
50% 9 2 40 4 14 37 noise-on noise-on
alt
10 36 2 1 22 36 noise-on alt
alt
11 18 1 3 43 1 31 noise-on noise-on
12 2 16 3 5 13 2 56 noise-on alt
13 4 29 12 1 11 40 alt noise-on
14 11 16 29 41 noise-on noise-on
light-on
75% 15 25 6 1 8 2 55 alt noise-on
16 25 22 23 27 noise-on noise-on
light-on
alt
17 31 2 6 19 39 noise-on noise-on
alt
18 5 7 38 16 1 30 light-on light-on
noise-on
19 5 22 3 8 8 1 50 alt pers
20 5 7 7 10 16 52 noise-on noise-on
00% 21 19 15 12 2 1 48 - alt
22 9 11 1 37 1 38 noise-on noise-on
23 2 16 3 1 23 52 noise-on noise-on
24 5 16 8 11 57 - pers
For each individual subject, response patterns occurring during all overlapping sets of
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four consecutive trials were compared with the sequence of stimulus presentation. The 
frequency of each SDRP was computed for each day separately. Deviation of individual 
scores from chance level was evaluated using method 1 described in Chapter 2 of this 
thesis.
Unsolvable problem
The first 100 trials in the unsolvable problem
For the first day, the results for individual subjects are presented in Table 2. We also 
present the SDRP that was found in the first 100 trials above chance level (column, above 
chance SDRP) and the first occurred SDRP (last column). In the first 100 trials, all except 
two animals showed systematic behaviour above chance level. Note that an animal can use 
more than one SDRP above chance level in a set of 100 trials. The animals showed visual 
or auditory response patterns or spatial response patterns or both. Fifteen rats 
systematically responded to the auditory stimulus. Nine rats used the spatial alternation 
strategy and three rats used the spatial persevation strategy. Only two rats responded to the 
visual stimulus above chance level.
Initially, 13 rats responded to the auditory stimulus (last column, Table 2). Six rats used 
the spatial alternation strategy and three rats started with the spatial persevation strategy. 
Only two rats started responding to the visual stimulus. In the first 100 trials, seven rats did 
not use this initial SDRP above chance level. Ten rats used only the initial SDRP, seven 
rats used their initial SDRP and another SDRP, and five rats used another SDRP. To test 
whether reinforcement probability has an effect on giving up an SDRP, to each rat a 
variable was assigned that could have three possible values, namely (1) 'stay', (2) 'stay and 
change' or (3) 'change'. For example, subject 1 in Table 1 was coded as a 'stay' rat. Subject 
2 was coded as a 'stay and change' rat and subject 7 was coded as a 'change' rat. No effect 
of reinforcement probability was found on giving up the initial SDRP (F(3,23) = 2.14, p > 
0.05).
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Figure 2. The mean frequency of the light-on strategy (top), the spatial alternation strategy 
(middle), and the noise-on strategy (bottom) on the unsolvable problem.
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During the eight days oftraining in the unsovable problem.
Group's means of the light-on strategy, the spatial alternation strategy, and the noise-on 
strategy are presented in Figure 2. All data were analyzed by a 4 x 8 repeated measurement 
analyses of variance (reinforcement probability x day) with the level of significance set at 
95%. During the eight days of experimentation, response patterns to the stimuli (auditory 
as well as visual) declined to chance level (F(7,140) = 12.16). There was a gradual increase 
in the use of the spatial alternation strategy (F(7,140) = 22.41). During the eight days of 
experimentation, there also was a decrease in undefined response patterns (F(7,140) = 
12.31), indicating an increase in systematic behaviour.
No effects of reinforcement probability or interaction between reinforcement probability 
and day was found on (1) the frequency of stimulus-dependent response patterns (noise as 
well as light), (2) the frequency of spatial alternation response patterns (3) the frequency of 
undefined response patterns (Fs < 1.0). In the last 100 trials, all but three rats used the 
spatial alternation strategy. Rat no. 3 still responded to the auditory stimulus, rat no. 7 
responded to the right lever, and rat no. 21 responded to the visual stimulus. We conclude 
that in an unsolvable problem (1) all animals start responding systematically and during 
training systematic behaviour increases (2) visual and auditory strategies decline and 
spatial alternation increases.
Light-on problem
Trials to criterion
The number of trials to reach criterion (Table 3) was analyzed by a one factorial 
ANOVA. One rat in the 50% group was excluded from this analysis because it did not 
reach criterion in 1000 trials. Groups did not differ in the number of trials to criterion 
(F(3,23) = .34). Means were 478, 543, 435 and 432 trials for the 25%, 50% 75% and 100% 
group, respectively.
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Table 3. The frequency of the stimulus dependent response patterns (SDRP), the number of 
reinforced trials (correct responses) in the first 100 trials of the light-on problem and the 
number of trials to criterion for individual subjects.
Subject pers altp light
onoff
light
SDRP
noise
on
noise
off
undef
correct
responses
trials to 
criterion
1 52 2 1 21 13 57 586
2 73 1 3 5 15 53 650
25% 3 39 6 12 4 36 53 599
4 65 4 1 1 4 22 61 614
5 9 9 10 13 56 59 182
6 1 31 15 1 2 8 39 58 238
7 57 1 12 1 5 4 17 63 >1000
8 68 4 4 2 19 54 354
50% 9 63 9 4 21 61 496
10 62 1 5 4 25 50 718
11 57 5 3 4 4 24 48 650
12 63 2 5 3 24 45 498
13 69 7 3 2 16 48 487
14 65 5 1 1 25 55 463
75% 15 86 1 1 9 50 920
16 82 1 1 13 41 613
17 76 3 18 49 504
18 1 17 29 1 7 42 70 110
19 59 5 1 2 30 51 713
20 80 1 1 1 14 42 820
100% 21 5 15 28 2 1 3 43 72 64
22 60 3 2 1 31 54 530
23 39 6 2 7 1 42 47 371
24 71 2 4 1 19 50 481
The frequency of each response pattern was computed for each block of 100 trials 
separately (Figure 3). All data were analyzed by a 4 x 8 repeated measurement analyses of 
variance (reinforcement probability x block of 100 trials).
The first 100 trials in the solvable problem
The results for the first 100 trials are presented in Table 3. In the first 100 trials in the 
light-on problem, 21 out of 24 animals still showed spatial (altp or pers) response patterns 
above chance level. Three animals showed noise and four animals showed light response 
patterns above chance level.
The correlation between the frequency of the S+ (light-on) strategy in the first 100
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trials and the number of trials to criterion was -.77 (n = 23). The correlation between the 
number of the rewarded trials in the first 100 trials and the number of trials to criterion 
was -.66 (n = 23). As in Chapter 3, a measure concerning reinforcement independent from 
the S+ strategy (not S+ reinforced ) was created. Therefore, we subtracted the frequency of 
the S+ strategy from the number of rewarded trials. The correlation between the number of 
not S+ strategy reinforced in the first 100 trials and the number of trials to criterion was 
.21 (n = 23).
A multiple regression analysis was done. The frequency of the S+ strategy and the 
number of not S+ strategy reinforced responses served as predictor variables. The number 
of trials to criterion served as the dependent variable. The squared multiple correlation for 
this regression was .59 (F(2,20)=14.3, p<0.01). The standardized regression weights were - 
.79 for the frequency of the S+ strategy (F(2,20)=26.6 p<0.01) and -.06 for the number of 
not S+ strategy reinforced responses (F(2,20)=.2 p>0.05). This demonstrates that the 
frequency of the S+ strategy has a significant contribution to the prediction of the number 
of trials to criterion. That is, starting with the number of not S+ strategy reinforced 
responses as a predictor, addition of the frequency of the S+ strategy as a predictor will 
improve prediction significantly. On the other hand, the number of not S+ strategy 
reinforced responses does not contribute significantly. That is, starting with the frequency 
of the S+ strategy as a predictor addition of the number of not S+ strategy reinforced 
responses as a predictor does not improve the prediction.
As in Chapter 3, to create a better fit of a linear model, a 1/x transformation was 
performed on the number of trials to criterion. The above analysis was repeated with this 
variable. The resulting correlations with this transformation are .89 for the frequency of the 
S+ strategy, and -.29 for the number of not S+ strategy reinforced responses. Thus, the 
correlations become slightly higher with this transformation. Again, a multiple regression 
analysis was done on the 1/x transformation of the number of trials to criterion. The 
squared multiple correlation for this regression was .80 (F(2,20) = 40.1, p < 0.05). The 
standardized regression weights were .90 for the frequency of the S+ strategy (F(2,20) = 
71.9, p < 0.05) and -.02 for the number of not S+ strategy reinforced responses (F(2,20) =
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0.05, p > 0.05). The results of this analysis showed that again the frequency of the S+ 
strategy alone could predict the transformation of the number of trials to criterion 
significantly, whereas the number of not S+ strategy reinforced responses did not 
contribute significantly.
During the eight days oftraining in the sovable problem.
As was expected response pattern to the light stimulus increased during training (Figure
3, F(3,140) = 43.27). Spatial alternation patterns decreased (F(3,140) = 37.02) and noise- 
dependent response patterns did not significantly change ( p > 0.05).
No reinforcement probability history effect or interaction between reinforcement 
probability and block was found on (1) the number of rewarded trials (Figure 3), (2) the 
frequency of light-dependent response patterns, (3) the frequency of spatial alternation 
response patterns and (4) the frequency of undefined response patterns (Fs < 1.0).
The analysis performed on the frequency of noise-dependent response patterns revealed 
an effect of reinforcement probability (F(3,140) = 3.45, p < 0.05). Post-hoc test revealed 
that the 25% group responded more to the auditory stimulus than the other three groups 
(Scheffe F-test > 5.2, p < 0.05). No interaction between reinforcement probability and 
block was found in noise-dependent response patterns (F(7,140) = 0.66).
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Figure 3. The mean frequency of the light-on strategy (top), the spatial alternation strategy 
(middle), and the noise-on strategy (bottom) in the light-on problem.
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Discussion
Random reinforcement probability did not influence (1) whether or not rats gave up 
their response strategy (2) the decrease of visual stimulus and auditory stimulus dependent 
response strategies, (3) the increase of the spatial alternation strategy, and (4) the amount of 
systematic behaviour. Different random reinforcement probability history did not affect (1) 
the number of trials to reach the learning criterion and (2) the increase of the relevant light 
strategy or (3) the decrease of the irrelevant spatial strategy.
In an unsolvable problem, the animal is exposed to a procedure in which there is no 
contingent relation between response and reinforcement. Responses in the presence of any 
stimulus are reinforced with the same probability. In other words, no differential 
responding will be expected if random reinforcement probabilities are enforced unless 
attempted solutions are reflected in the response patterns. Our results show that each 
animal selects a particular response strategy. Initially, in 13 out of 24 rats, auditory 
strategies were found. Nine rats preferred a spatial strategy and two rats the visual strategy. 
This initial control over behaviour cannot be due to reinforcement. We suggest that the 
response strategies found initially are the consequence of the response eliciting capacity of 
stimuli as described in Chapter 3 of this thesis.
According to Lashley (1929) and Krechevsky (1938) rats that fail to obtain consistent 
reinforcement give up incorrect strategies until they hit the correct strategy. If all behaviour 
is reinforced, as is the case in the 100% reinforcement group, one would expect that the 
response strategy which occurred first will be maintained. The rats for which behaviour is 
not consistently reinforced should give up their response strategy and select a new one. In 
contrast to Krechevsky's idea, subjects gave up strategies that yielded consistent 
reinforcement and it took no longer to give up a strategy if this strategy was reinforced 
with a high probability. All rats changed their response strategy to the same extent to a 
spatial strategy. We consider this as a second argument for the idea that the strategies found 
initially are not controlled by reinforcement, but by the response eliciting capacity of 
stimuli.
At the end of training in the unsolvable problem, all but three rats preferred a spatial
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alternation strategy. It has to be stressed that spatial stimuli differ from visual and auditory 
stimuli. The spatial stimuli were fixed in position in contrast to the other stimuli that were 
presented either in proximity to the left or in proximity to the right lever. It cannot be 
determined whether responses to the spatial stimuli were always controlled by those stimuli 
(left or right position of the lever). The rats could have learned to display a specific spatio­
temporal walking pattern. Witkin (1940, 1941, 1942) suggested that the genesis of 
systematic behaviour should be explained by the simple fact that a mechanical, serialized 
type of situation elicits a mechanical, serialized type of adjustment. If in a linear maze, a 
large number of choices must be made in rapid succession it becomes an 'economy of 
responses and movement' for the hungry animal hurrying to food to go on making the same 
choice trial after trial. Afterwards, this mechanical behaviour was described as spontaneous 
alternation.
Alternation behaviour was either explained in terms of an optimal foraging strategy (e.g. 
Olton and Schlosberg, 1978) or it was explained in terms of optimal arousal level (e.g. 
Means, 1988). In radial maze studies spontaneous alternation of choices has been shown 
when all choices of all arms are reinforced (Olton and Samuelson, 1976). In a radial maze, 
rats returning to the central platform after choosing an arm were directed away from the 
arm just chosen. In our study, the physical constraints of the apparatus might also be 
responsible for spatial alternation because the rat, returning to the start lever, presses it and 
walks on to the other choice lever. In an earlier study using a solvable visual 
discrimination, we found that rats displayed spatial alternation most frequently during the 
presolution period (Coenders et al, 1992).
Morgan (1974) found that rats, given the choice between two levers with randomly 
distributed reinforcement, showed a tendency to repeat the choice that had been made on 
the previous trial. An important difference with our study was that in Morgan's study rats 
were not forced to press a lever opposite to the choice levers (the start lever) between the 
choices. In a continuous reinforcement training a rat keeps its paw on the lever and presses. 
Instead of staying with the choice lever, our rats had to leave the lever to initiate a new trial 
on the start lever at the opposite wall. This implies that the rat needs the same amount of
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time to reach any of the two choice levers.
In accordance with the results in Chapter 3, the present study shows again that in the 
beginning of an experiment an organism responds with a stimulus dependent response 
strategy and that reinforcement is not responsible for this initial responding. Again, we 
showed that an animal's initial correct responses contribute less to the prediction of its rate 
of learning than its initial correct systematic responding. No relation between response 
strategy and reinforcement probability or reinforcement probability history was found.
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In this Chapter, another analysis of the data collected in the experiment described in 
Chapter 7 is presented.
Abstract. To study the influence of reinforcement density and 
momentary reinforcement on one-trial-shift behaviour and choice 
latencies, we used the data collected in the experiment described in 
Chapter 7. Again no effect of random reinforcement density nor any 
effect of momentary reinforcement was found on (1) one-trial-shift 
behaviour, (2) the probability of responses to specific stimuli, and (3) 
choice latencies. After having been trained on the unsolvable problem, a 
solvable problem was presented (a response to the visual stimulus was 
reinforced). As was expected, during training the visual problem, one- 
trial-shift behaviour decreased. No effect of reinforcement history was 
found on (1) the changes in response behaviour, and (2) choice latencies.
Contingent reinforcement increased the probability of responding to the 
S+, and it decreased choice latencies towards the S+. However, as the 
animals learned the discrimination the choice latencies increased. These 
results suggest a trade-off between speed and solvability.
In a solvable discrimination problem that consists of more than one trial presentation a 
specific response is contingently reinforced on each trial. Therefore, the effect of a single 
reinforcement cannot be distinguished from the effect of the historical experience of an 
animal with the stimulus-reinforcer relation. The unsolvable discrimination paradigm (no 
contingent relation between a response and reinforcement exists) is a tool to dissociate the 
two classes of factors that influence choice behaviour: those based on accumulated 
historical experience and those based on the previous trial. Therefore, the question whether 
a single reinforcer affects choice behaviour has been addressed with a random 
reinforcement paradigm.
Several studies show that rats exhibit a strong tendency to repeat the just-reinforced
Chapter 8. Different Random Reinforcement Density Does not Affect One-trial-Shift
Behaviour
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response (win-stay), although there is no differential reinforcement for doing so (Morgan, 
1974; Evenden and Robbins, 1984). However, also the opposite tendency (win-shift) has 
been found (Olton and Schlosberg, 1978; Gaffan and Davis, 1982; Means, 1988). Evenden 
and Robbins (1984) showed that in an unsolvable problem win-shift behaviour occurred 
initially, at relatively high frequencies of reinforcement.
In Chapter 7, we did not find any effect of reinforcement probability on systematic 
behaviour. One could argue that an effect of reinforcing a response is expected only on the 
response on the next trial. As we used a set of four trials in assigning a particular SDRP, 
effects of reinforcement on the different trials within the set of four trials have to be 
consistent and therefore we used a more strict criterion to describe the effect of 
reinforcement.
To our knowledge reinforcement dependent one-trial-stay and one-trial-shift behaviour 
under random reinforcement conditions is only described with reference to the position of 
the lever as the cue to which the animals stay or from which the animals shift. However, in 
principle, reinforcement cannot only affect stay or shift behaviour to a spatial cue, but also 
stay or shift behaviour to visual or auditory cues. If an animal is trained in an unsolvable 
simultaneous discrimination with all cues being irrelevant, reinforcement to responses to 
any of these cues should lead to a repetition of the just-reinforced response, or a shift away 
from the just-non reinforced response.
There is good evidence that, although the rat is still displaying position habits, a rat 
trained in a simultaneous discrimination shows shorter choice latencies to the reinforced 
stimulus (S+) than to non-reinforced stimuli (S-) (Mahut, 1954; Mackintosh, 1974). Choice 
latencies are assumed to reflect whether something is learned about stimuli before 
responding towards these stimuli systematically occurs. However, these differences in 
choice latencies were studied in solvable problems and therefore they indistinguishably 
reflect the two classes of factors that influence choice: those based on accumulated 
historical experience and those based on the previous trial. If the choice latency only 
depends on the historical experience, there should be no differences in choice latencies 
towards specific stimuli in the unsolvable problem. If the choice latency only depends on
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the previous trial, there should be a difference in choice latencies between the just 
reinforced stimulus and the just non-reinforced stimulus in the unsolvable problem. In the 
solvable problem, choice latencies towards the S+ should be shorter than choice latencies 
towards the S-.
Method
The experimental data collected in Chapter 7 are used.
Results
Unsolvable problem.
Stimulus preference
In order to test for preference for the stimuli, the four possible combination of stimulus 
presentation were separated: 1. light/tone together presented left and none of the stimuli 
presented right (LT-O or compound trial); 2. none of the stimuli presented left and 
light/tone together presented right (also a LT-O trial); 3. light presented left and tone 
presented right (L-T or competition trial); 4. tone presented left and light presented right 
(also a L-T trial). Each of the 4 combinations is presented about 25 times in every block of 
100 trials.
We compared the probability of choosing light/tone with the probability of choosing no 
stimuli on LT-O trials. We also compared the probability of choosing light with the 
probability of choosing tone on L-T trials. These data (presented in Figure 1) were 
analyzed using a 4 x 8 x 2 repeated measurement analyses of variance, the factors being 
reinforcement density (between subjects), days, and response (within subjects).
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STIMULUS CHOICE
DAY
Figure 1. The mean probability of choosing light/tone on LT-O trials (P LT), of tone on L­
T trials (P T) in the unsolvable problem.
There was a clear preference for the light/tone on LT-O trials (F(1,140) = 81.8). 
However, this preference declined during subsequent sessions (F(7,140) = 5.3), but still 
was significant in day 8 (F-values declined from 75.6 to 14.9). On L-T trials there was a 
preference for the tone (F(1,140) = 5.6). This preference declined as well (F(7,140) = 6.4) 
and was not significant any more after day 3 (Fs < 1.0).
One-trial-stay and One-trial-shift behaviour with respect to the spatial cue
The measures concerning stay to and shift from spatial cues were: (1) the percentage of 
times the response (left or right) which resulted in a delivery of reinforcement was 
followed by the other response (win-shift); (2) the percentage of times the response (left or 
right) which did not result in a delivery of reinforcement was followed by the other 
response (lose-shift).
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Figure 2. The mean probability of win-shift (top panel) and lose-shift (bottom panel) from 
spatial cues in the unsolvable problem.
The probabilities of win-shift and lose-shift were calculated for each subject for each 
day separately. These data were analyzed using a 4 x 8 repeated measurement analysis of 
variance, the factors being reinforcement density (between subjects) and days (within 
subjects). A posteriori Neuman-Keuls tests were applied when appropriate. As the 100 %
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group could not display lose-stay or lose-shift behaviour, analyses involving lose-shift 
contained three levels of reinforcement density.
Figure 2 shows that the probability of win-shift and the probability of lose-shift from 
spatial cues increase (F(7,140) = 11.2; F(7,105) = 7.2, respectively). Consequently, win- 
stay (1 minus win-shift) and lose-stay (1 minus lose-shift) decrease. No effects of 
reinforcement density or interaction between reinforcement density and day were found on 
the probability of win-shift and lose-shift behaviour (Fs < 1.6). We compared the 
probability of win-shift with the probability of lose-shift in a 3 x 8 x 2 repeated 
measurement analyses of variance, the factors being reinforcement density (between 
subjects), days and reinforcement (within subjects). This comparison showed no difference 
on the probability of win-shift and lose-shift (F(1,105) = 2.7), indicating no effect of 
reinforcement on one-trial-shifting behaviour. No effects of reinforcement density or 
reinforcement or any interaction were found on the comparison of the probability of win- 
shift with lose-shift from spatial cues behaviour (Fs < 2.6).
One-trial-stay and One-trial-shift behaviour with respect to the non-spatial cue
In order to study the momentary effect of reinforcement on the probability of repetition 
of the response to the visual and auditory cue, we compared the trials following 
reinforcement with the trials following no reinforcement. These trials as well as their 
successive trial consisted either of the presentation of 'light/tone versus no stimuli' (LT-O 
trial) or of the presentation of 'light versus tone' (L-T trial). So, we had 8 pairs of trials: (1) 
LT-O R(einforced) followed by LT-O, (2) LT-O R followed by L-T, (3) L-T R followed by 
L-T , (4) L-T R followed by LT-O, (5) LT-O NR (not reinforced) followed by LT-O, (6) 
LT-O NR followed by L-T, (7) L-T NR followed by L-T and (8) L-T NR followed by LT- 
O. Only the pairs 1, 3, 5 and 7 were selected to analyse the effect of reinforcement on the 
repetition of the choice. In the other pairs, the same choice is not possible because the trial 
is not followed by the same kind of trial. The percentage of times the response to 
light/tone, light, tone or no stimuli which resulted in a delivery of reinforcement and the 
percentage of times the response to light/tone, light, tone or no stimuli which resulted in no
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reinforcement was followed by either the same or the other choice on the next trial was 
calculated for day 1 to 4 and for day 5 to 8 because we wanted to have enough data to 
present a reliable probability. These data were analyzed using a 3 x 2 x 2 x 4 x 2 repeated 
measurement analyses of variance, the factors being reinforcement density (between 
subjects, the 100% group was left out because they only received reinforced trials), block 
of 4 days, reinforcement, choice and next response (within subjects). No main effects of 
group, block of days, choice and next response were found on the probability of the next 
response (Fs < 1.0). Thus, there was no tendency of repetition of the just reinforced 
stimulus or shifting away from the just non-reinforced stimulus. Independently of which 
response was just reinforced, light/tone choices and tone choices were found more than 
light and no stimuli responses (A significant interaction between stimulus and next 
response F(3,45) = 43.6). An interaction between group, reinforcement and next response 
(F(2,45) = 4.1) reflects the fact that reinforcement has a different impact in the 
reinforcement density groups. The 25% group uses relatively more win-shift, whereas the 
75% group repeated relatively more the previous response independently whether it was 
rewarded or not. The 50% group shifts as much as it stays to the stimulus. An interaction 
between group, stimulus and next response (F(6,45) = 2.4) reflects the fact that the 
different reinforcement density groups responded different to the stimuli. After responding 
to the absence of the stimuli, animals in the 25% reinforcement group showed a greater 
preference for the presence of the stimuli than the animals in the 75% group. However, 
again this is irrespective of reinforcement.
To summarise, a repetition of the just-reinforced response to spatial as well as to visual 
and auditory cues was not found. Concerning the spatial cues, win-stay behaviour 
decreased and shifting (alternation) behaviour increased after reinforcement as well as after 
no-reinforcement. Concerning the visual and auditory cues, the probability of choosing a 
stimulus was independent of whether that stimulus was reinforced or not on the previous 
trial. There was a clear preference for light/tone on the compound trials and a preference 
for tone on the competition trials.
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Choice latency
The choice latency for each trial consisted of the time elapsed between pressing the start 
lever and pressing one of the two choice levers. To obtain insight in effects of momentary 
reinforcement on the choice latency of the trials we calculated the mean choice latencies 
for each subject for each stimulus (LT, L, T, O) on trials (a) after reinforcement is 
delivered, (b) after no reinforcement is delivered. The 100% reinforced group was not 
included. These data were analyzed using a 3 x 8 x 2 x 4 repeated measurement analyses of 
variance, the factors being reinforcement density (between subjects), days, reinforcement 
and stimulus (within subjects). A main effect of days was found indicating that all choice 
latencies became shorter (F(7,315) = 44.9, means for day 1 to 8 are 5.14, 4.50, 4.12, 3.91, 
4.00, 3.90, 3.92, 3.85 s). No other significant effect or interaction was found on the choice 
latencies after reinforcement and after no reinforcement (Fs < 3.5). A main effect of 
stimulus was found indicating that choice latencies were longer for responses to no stimuli 
than for all other three possible responses (F(7,315) = 14.2, means for light/tone, light, 
tone, no stimuli are respectively 4.09, 4.16, 4.17 and 4.40 s).
Light-on problem.
To compare the same periods of learning between subjects, data were selected from four 
blocks of 100 trials; the first 100 trials (FIRST), the last 100 trials preceding criterion 
(BEFORE), the 100 trials midway between the first trial and trials to criterion (MIDDLE), 
and the first 100 trials after reaching criterion (including trials in which criterion was 
reached, AFTER).
One-trial-stay and One-trial-shift behaviour with respect to the spatial cue
The probability of win-shift and lose-shift with respect to spatial cues was analyzed by a 
4 x 4 repeated measurement analysis of variance, the factors being reinforcement density 
(between subjects) and block of 100 trials (within subjects). As was expected, the 
probability of win-shift as well as the probability of lose-shift decreased to change level 
(F(3,60) = 39.0; F(3,60) = 26.3, respectively).
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STIMULUS CHOICE
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Figure 3. The mean probability of choosing light/tone on LT-O trials (P LT), of tone on L­
T trials (P T) in the light-on problem in the solvable problem.
Stimulus preference
In the unsolvable problem, we found a preference for light/tone to no stimuli on LT-O 
trials and tone was preferred to light on L-T trials. On the last day, the preference for 
light/tone on LT-O trials was still significant. In the last five days, no preference for the 
tone to light on L-T trials was found. The combination of light and tone presented together 
(the compound) elicited responding. Whereas, presented in competition no difference in 
responding was found. The eliciting capacity of the stimuli cancel each other out. 
Therefore, one could argue that both stimuli have the same amount of response eliciting 
capacity at the start of the solvable problem. The question arose whether in the solvable 
problem, in which a response to the light was reinforced, presentation of the irrelevant tone 
would have an effect on LT-O trials (compound trials, in which the compound stimulus is 
reinforced and therefore a stimulus positive effect can be expected) different from that on 
L-T trials (competition trials in which no stimulus positive effect can be expected). One
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could argue that the tone will increase the probability of the correct light response on LT-O 
trials and at the same time it will decrease the probability of the correct light response on 
L-T trials. Consequently, the probability of choosing the light on L-T trials would increase 
less than the probability of choosing the light/tone on LT-O trials. To test this possibility, 
we compared the probability of light/tone choices on LT-O trials with the probability of 
light choices on L-T trials. These data (presented in Figure 3) were analyzed using a 4 x 4 x 
2 repeated measurement analyses of variance, the factors being reinforcement density 
(between subjects), block of 100 trials, choice (within subjects). A main effect of choice 
shows that the probability of a light/tone choice was higher than the probability of a light 
choice (F(1,60) = 45.2), indicating a stimulus positive effect. A significant interaction 
between block of 100 trials and choices was found (F(3,60) = 7.0). This interaction 
disappeared analysing the data without the first 100 trials (F(2,40) = 2.5). The probability 
of choosing light/tone on LT-O trials increased from the first 100 trials to the middle 100 
trials, whereas the probability of choosing the light on L-T trials did not increase in this 
period of learning. These results indicate that this initial increase in correct responding on 
LT-O trials is due to the stimulus positive effect and not to learning about the light.
Choice Latency
To study the effect of contingent reinforcement on the choice latency of the trials we 
calculated the mean choice latencies for each subject on trials on which (a) reinforcement 
was delivered, (b) no reinforcement was delivered. These data were analyzed using a 4 x 4 
x 2 repeated measurement analysis of variance, the factors being preceding reinforcement 
density (between subjects), block of 100 trials and reinforcement (within subjects). A main 
effect of block revealed that latencies in the first and middle 100 trials were shorter than 
latencies in the 100 trials before and after reaching criterion (F(3,60) = 6.2 means were 
3.84, 3.93, 4.18, 4.15 s, respectively). Choice latencies on reinforced trials were shorter 
than latencies on non-reinforced trials (F(1,60) = 20.5, means were 3.93, 4.11 s, 
respectively). No effect of preceding reinforcement density or any of the interactions was 
significant (Fs < 2.4). Also we compared the choice latency of the reinforced LT-O trials
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with the choice latency of the reinforced L-T trials. Choice latencies of light/tone responses 
on compound trials were longer (3.99 s) than choice latencies of light responses on 
competion trials (3.88 s, F(1,60) = 10.2).
No effect of preceding reinforcement density, block of 100 trials, or any of the 
interactions was significant (Fs < 1.0). Finally, we compared the choice latency of the 
reinforced L-T trials with the choice latency of the not reinforced L-T trials. Choice 
latencies of light (S+) responses were shorter (3.88 s) than choice latencies of tone 
responses (4.03 s, F(1,60) = 12.3). No effect of reinforcement density, or any of the 
interactions was significant (Fs < 1.9).
Discussion
We did not find any effects of reinforcement density. Nor did we find any effects of 
momentary reinforcement on the probability of staying with the previously reinforced 
stimulus or response, or shifting away from the stimulus or response after previously not 
reinforced responses. We only found the of course expected increase of the probability of 
the S+ response in the solvable discrimination. Responses in the presence of any stimulus 
are reinforced with the same probability. In other words, no differential responding towards 
stimuli will be expected if random reinforcement probabilities are enforced. Because we 
did not find any effect of momentary reinforcement we suggest that more than one 
reinforcing experience is needed to increase the probability of the actual reinforced 
response.
The absence of any effect of momentary reinforcement is in accordance with Williams 
(1972, 1991). He provides evidence that the local reinforcement contingency is not 
controlling behaviour if the probability of reinforcement was .65 for repeating a just- 
reinforced response (win-stay) versus a probability of .35 for switching to the alternative 
(win-shift). Whereas he found an effect of local reinforcement if the probability of 
reinforcing was .80 for win-stay versus a probability of .20 for win-shift. The establishment 
of stimulus control seems to critically depend on the size of the difference in reinforcement 
probability. If no difference in the reinforcement probability for the two alternatives exists,
113
Chapter 8
(as in all studies that use random reinforcement) behaviour is prevented from being 
controlled by local reinforcement. Indeed, we did not find any effect of momentary 
reinforcement.
Animals usually direct their behaviour towards any signal that is easily localized and 
which bears a high correlation with the reinforcer: 'sign tracking'(Hearst and Jenkins, 
1974). The results of the present experiment show that animals also direct their behaviour 
towards a signal that bears no contingent relation with the reinforcer. The initial preference 
for the stimuli probably reflects the sign tracking properties that will depend on the 
salience of stimuli. The salience of the stimuli might as well be reflected in the choice 
latencies. The higher the salience, the shorter the choice latencies.
We did not find an effect of momentary reinforcement on the next choice on one-trial- 
stay or one-trial-shift behaviour with respect to the levers as well as with respect to the 
stimuli. Shift behaviour was related to the levers and a preference for stimuli was found. 
Evenden and Robbins (1984) showed that after explicit non-reinforcement a tendency to 
shift is exhibited; the win-stay/lose-shift strategy. They suggest that decreasing the 
reinforcement frequency increases the 'value' of the food and therefore it increases its effect 
on the association between response and reinforcer. A reduction of the reinforcement 
frequency changed this win-shift behaviour into win-stay behaviour. Their data show an 
increase in the probability of the just-reinforced response as well as a decrease of the 
probability of the non-reinforced response.
Some differences between the Evenden and Robbins' study and our study need to be 
mentioned. They used fixed and short intertrial intervals. We used a subject paced task in 
which intertrial intervals are not under the experimenters control. In a random 
reinforcement paradigm, Morgan (1974) showed that the more quickly a press was made 
after reinforcement, the more likely it was to press the lever that had delivered a 
reinforcement. Possibly, in anticipation of the next trial, the animal kept its pawn on or 
near the lever. In a differential reinforcement paradigm, lengthening the intertrial interval 
diminishes the establishment of control of local reinforcement (Williams, 1972, 1983, 
1991). Hence, a long intertrial interval decreases the probability of the repetition of the
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just-reinforced response.
Another difference between Evenden and Robbins' study and our study is that they did 
not present auditory or visual stimuli, whereas we did. If the salience of stimuli (spatial, 
visual and auditory) plays a role in responding, it certainly plays an important role in our 
paradigm. A possible explanation for differences in the outcome of the experiments is that 
at least initially the light and the tone are controlling behaviour more than reinforcement 
does in our paradigm.
A third difference between Evenden and Robbins' study and our study is that they 
changed reinforcement density within subjects whereas we compared different 
reinforcement densities between subjects. Hence, our subjects did not experience a change 
in reinforcement density until the solvable problem was started. It is possible that therefore 
the 'value' of the food including its effect on the association between response and 
reinforcer could not be found in our set-up in the unsolvable problem. However, as the 
subjects experienced a different reinforcement density transition at the time that the 
solvable problem started, reinforcement density effects should be expected at least in the 
beginning of the solvable problem. No such effect was found.
Choice latencies are at least influenced by three factors: (1) stimulus salience, (2) the 
level of acquisition of the operant, and (3) the level of the acquisition of the discrimination. 
In a non-contingent schedule choice latencies are not affected by reinforcement on the 
previous trial. The more salient the stimulus, the faster the choice latencies. Choice 
latencies in general get shorter because of a better acquisition of the operant. In a 
contingent schedule, choice latencies generally slow down if animals start to respond 
systematically to the S+. These results indicate a trade-off between speed and solvability.
In accordance with Mahut (1954) and Mackintosh (1974), choice latencies of the S+ are 
shorter than choice latencies of the S-. A contingent reinforcement schedule speeds up the 
choice latencies of responses to the reinforced stimulus from start on. Choice latencies of 
light/tone responses on compound trials were longer than choice latencies of light 
responses on competition trials. We conclude that the choice latency only depends on the 
historical experience of the reinforcement contingency, because no differences appeared in
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choice latencies towards specific stimuli in the unsolvable problem in contrast to the 
solvable problem.
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Abstract - Parkinson patients often show decreased performance on what 
is generally referred to as 'shift tasks'. This does not necessarily imply 
that Parkinson patients have problems with shifting, since task 
performance reflects not only shifting but other factors as well. Using a 
discrimination learning task, we analyzed response patterns to determine 
the decision rules used. As well, we varied the manner of problem 
alternation (implicit versus explicit) and the type of problem alternation 
(extra dimensional versus intra dimensional shifts). In accordance with 
the literature, we found that Parkinson patients needed more trials to 
solve the problems. However, the response patterns of the Parkinson 
patients and controls were practically the same. An important finding was 
that Parkinson patients did not hold on longer to a rule, which was correct 
in a former problem, than controls did. Therefore, we concluded that 
Parkinson patients are able to shift from one decision rule to another.
During the last twenty years, the interest in cognitive disorders related to Parkinson's 
disease has grown. Many studies focused on the ability to shift, using tasks such as the 
Wisconsin Card Sorting Test (WCST). In this task, figures varying on three dimensions, 
are presented and the subject has to sort the figures according to a rule, for example color 
or form. When the subject has solved the problem -i.e. the subject has discovered the 
correct decision rule- another problem is presented. Then, the subject has to change the 
decision rule and try to find the new correct rule. Generally, by 'shifting' is understood the 
ability to alternate rules during concept learning.
Chapter 9. Shifting behaviour: an analysis of response patterns of Parkinson patients
in discrimination learning.
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Studies concerning shifting behaviour in general and in Parkinson's disease in particular 
are difficult to compare for several reasons. First, studies vary widely in the use of 
concepts, hypotheses and interpretations. Some studies find that a reduced performance on 
shift tasks may be due to a specific deficit in forming (Bowen et al., 1975), holding 
(Flowers and Robertson, 1985) or alternating (Cools et al., 1984) cognitive sets. Other 
studies explain problems with shift tasks by reference to more general disorders of 
attention (Brown and Marsden, 1988, 1991; Downes et al., 1989 ) or speed of mental 
processing (Sharpe, 1990).
Second, many different tasks have been used, for example Stroop tasks, the Trailmaking 
task and the WCST. Sometimes different cognitive functions are measured with the same 
shifting task. For example, Heitanen en Teravainen (1986) studied disorders in shifting 
behaviour with the Stroop Color-Word task. Cools et al. (1984) use the same task as an 
indication for attention. On the other hand, the same cognitive function is studied through 
different tasks. For example, both the WCST and Word Fluency task are used as shift tasks 
(Cools et al., 1984), while the Word Fluency task is generally taken as a task for 
investigating the speed of generating semantic information.
Third, it is difficult to compare studies because the instructions to subjects and the 
manner problems are alternated --explicitly or implicitly-- vary by task and by author. In an 
explicit alternation condition, the experimenter indicates when the problem has been solved 
and a new problem will be presented. In an implicit alternation, the start of a new problem 
will not be indicated. Explicit alternation leads to better performance on a shift task 
(Eimas, 1966; Ludvigson & Caul, 1964; Grant & Cost, 1954; Stevenson & Moushegian, 
1956). If a subject is not told that a decision rule changes (implicit condition), bad 
performance does not necessarily imply that he is not able to change the rule. In the 
original version the WCST has an instruction for implicit alternation (Milner, 1963) and in 
the adapted version it has an explicit alternation (Nelson, 1976). Some studies use the 
original version (Bowen et al., 1975; Taylor et al., 1986, 1987), others the adapted version 
(Lees & Smith, 1983; Brown & Marsden, 1988; Gotham et al. 1988).
Fourth, the type of shift varies over studies. Human and non-human experiments show
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that the type of shift is important for the rate of solving problems. In an intradimensional 
(ID) shift, the solution alternates within one dimension, e.g. the alternation between 'white' 
and 'black' on the dimension 'color'. In an extradimensional (ED) shift, a stimulus aspect in 
another dimension becomes relevant. For example, after the previous rule 'white', a 
solution in the dimension 'color', the rule 'circle', which is a solution in the dimension 
'form', is correct. People as well as animals learn ID-shifts faster than ED-shifts (Shepp & 
Eimas, 1964; Roberts et al., 1988). Downes et al. (1989) studied the ability of Parkinson 
patients and controls to perform ID-shifts and ED-shifts. Both groups used more trials to 
solve ED-shifts than ID-shifts. In ID-shift no difference was found between Parkinson 
patients and controls. However, Parkinson patients needed more trials than controls to 
solve ED-shifts.
These four points of comparison must be taken into account in experiments concerning 
shifting behaviour. One needs to analyse and describe the learning process and the 
performance on a shift task in more detail to obtain a better understanding of the shift 
problems of Parkinson patients. Researchers mostly report only the final result: the rate of 
learning, the number of errors, or the number of categories achieved. However, it is also 
important, to consider how a subject arrives at a solution. A given performance can be 
achieved in different ways. Bakker (1989) has described the decision process in 
discrimination learning (Figure 1). Her model is based on classical concept learning and 
the theory of discrimination learning of Levine (1975); it assumes that the subject knows 
all possible hypotheses in advance. A subject temporarily selects a decision rule, the 
working hypothesis (WH). After feedback, he decides whether the WH has to be rejected 
or not. If the WH is rejected, the subject clears working memory and places the hypothesis 
in long term memory (LTM) and marks it. If the WH is not rejected, the subject reinforces 
the WH in working memory by increasing its activation level. If activation of the WH has 
reached a certain limit, the subject regards the problem as solved. The presentation of a 
new stimulus triggers the process all over again. In order to solve a new problem, the 
subject first has to remove all the markings of hypotheses in LTM.
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Figure 1: Description of decision processes involved in discrimination learning 
(Bakker, 1989). H=hypothesis; WH=working hypothesis; STM=short term memory; 
LTM=long term memory.
In each phase of this decision process a problem can occur, which may result in deviant 
performance. We present some examples. Problems with formulating a WH result in the 
absence of possible decision rules. If the evaluation of feedback is disturbed, a correct rule 
will not be reinforced sufficiently and the correct rule can be rejected unjustly. In this way 
it takes longer to solve the problem. If incorrect decision rules are not rejected and marked, 
they may be used again as a WH. A final example is a shift problem that occurs if  the 
markings in LTM are not removed after reaching the criterion. A subject will not be able to 
reject the WH that was previously correct and which is incorrect for the next problem. In
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that case a subject holds on to the previously relevant hypothesis after a shift.
The model of Bakker describes processes involved in discrimination learning; it can be 
used for a more detailed analysis of shift problems. To analyse the formulation and 
alternation of conceptual sets, we developed a discrimination task based on the 
discrimination learning studies of Levine (1975). A special stimulus sequence was used 
that enabled us to detect decision rules. A comparable procedure is used in animal research 
in our laboratory (Coenders et al., 1992).
In this experiment, we investigate the formulation and shifting of decision rules for 
Parkinson patients, by analysing response patterns, varying problem alternation (implicit 
versus explicit) and intra- and extradimensional shifts.
Method
Subjects
28 Patients were recruited with the help of the Association for Parkinson patients (N = 
17) and the Department of Neurology of a general hospital (N = 11). 12 Patients were not 
able to finish all the 10 problems in the test session, because it was too demanding for 
them. These subjects were excluded from the experimental group. Thus the data of 16 
Parkinson patients (6 women and 10 men) were analyzed. The average age was 59.8 years 
(SD = 9.5). The diagnosis 'Parkinson's Disease' had been assessed between 0 and 25 years 
ago. Years of medication use varied also between 0 and 25 years. A restriction for 
participation in the experiment was that the level of medication should be stable. Patients 
were examined at home to reduce the effects of stress. The control group consisted of 25 
persons (14 women and 11 men) without neurological symptoms. The average age was 
57.6 years (SD = 7.4). Level of education was known for all subjects; it ranged from 
primary school to university and there were no significant differences between the groups. 
Informed consent was obtained from all subjects.
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Procedure
Each subject received a practice problem, in which the solution was told in advance, and 
10 successive discrimination problems. The intention of the task was explained in a 
standard instruction. The subject had to discover the correct rule of each discrimination 
problem in as few trials as possible. To exclude problems with formulating solutions, the 
four possible solutions (white, black, circle and triangle) were mentioned in the instruction.
In each trial, a pair of figures appeared on a computer screen, controlled by an Apple 
Macintosh computer (512K). The stimuli consisted of figures differing in two dimensions: 
form (circle, triangle) and colour (black, white). The subject could choose for the left or 
right figure by pressing the left or right key, which were marked on the keyboard. 
Immediately after responding, the subject received auditory and visual feedback, consisting 
of a high (good) or low (wrong) tone and the words "good" or "wrong", presented for 400 
ms at the bottom of the screen. Then, a message appeared on the screen indicating that the 
subject had to push the marked space bar to start the next trial. Five Parkinson patients 
were not able to push the keys because of motor problems. They were assisted. A problem 
was considered solved when the subject made eight correct responses in succession.
Half the Parkinson patients and controls were given an explicit manner of problem 
alternation: in this case a text appeared on the screen saying that the problem had been 
solved and a new problem was to begin. For the other half of the subjects problem 
alternation was implicit: the problem alternation was not announced. Two problem 
sequences were used to control for order effects. In both groups, half the subjects received 
one sequence, the other subjects, the other (Sequence 1 and 2).
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Table 1: All possible response sequences on four consecutive trials, given the order of 
presentation of stimuli.
TRIALS: n n+1 n+2 n+3
White L L R L
Triangle L R L L
Response
Sequence
1 R R R R
Response Rule 
Place
2 L L L L Place
3 L R L R Alternation place
4 R L R L Alternation place
5 L L R L White
6 R R L R Black
7 L R L L Triangle
8 R L R R Circle
9 L L L R Undefined
10 R L L L Undefined
11 L R R R Undefined
12 R R R L Undefined
13 R R L L Undefined
14 L L R R Undefined
15 L R R L Undefined
16 R L L R Undefined
Analysis of response patterns
In order to enable unique matching of stimulus and response patterns (Table 1), the 
sequential order of stimuli was subjected to certain restrictions (Coenders et al. 1992). The 
form and colour stimuli were never given more than three times in succession at the same 
key (left or right) or more than four times in regular left-right alternation. Care was taken to 
not let coincide the presentation of white and circle (and therefore also black and square) at 
the same choice key more than three times in a row. In four trials a subject could produce 
16 possible response sequences of left-right choices, e.g. RRLR which in the example in 
Table 1 would match choosing the black figure. A subject is assumed to use a certain 
decision rule if he chooses the same stimulus aspect on four successive trials. There are 
four relevant decision rules from these response patterns: black, white, triangle and circle.
125
Chapter 9
Furthermore, there are three irrelevant decision rules related to place: left, right and 
alternation between left and right. Other response patterns cannot be related to simple 
decision rules.
This procedure offers the advantage that one may determine which rules subjects use 
during discrimination learning.
Variables and statistical analysis
First, it was investigated whether Parkinson patients were able to shift solutions, i.e. 
whether they were able to abandon a previous correct rule and try a new one. The most 
adequate measure for studying this is the number of trials that a subject holds on to the 
previous solution after the start of a new problem: the number of Trials to Shift (TTS).
Second, it was investigated whether Parkinson patients had problems discovering the 
correct decision rule. For that purpose the number of trials needed to solve a problem was 
calculated (Trials to Criterion or TTC, excluding the eight correct criterion trials).
Third, frequency of the usage of the different decision rules was analyzed to examine 
whether Parkinson patients show response patterns different from those of controls. The 
frequency of correct, incorrect, the previously relevant and irrelevant rules were analyzed. 
Incorrect rules are all responses within the dimension form and color except the correct 
one. Irrelevant rules are responses with regard to place (left, right) and alternation of place.
Furthermore we studied whether variation in the manner problems alternate affects the 
performance on a discrimination task. TTS's and TTC's were calculated for both the 
implicit and explicit conditions.
Finally, it was examined whether problem solving is affected by the type of alternation: 
extradimensional (ED) or intradimensional (ID). The 10 problems were categorized as ID- 
and ED-shifts and the average TTC was calculated for each condition.
The dependent variables were analyzed in a 2 x 2 x 2 ANOVA with repeated measures 
(Group x Sequence x Impl/Expl), using the ANOVA-repeated-measures procedure of 
SuperANOVA (Abacus Concepts Inc., 1989-1990).
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Results
Parkinson versus controls
Trial to Shift (TTS)
No difference was found in TTS's for Parkinson patients and controls (F(1,33) = 2.8, P > 
0.05). Thus, Parkinson patients had no problems with shifting away from a previous correct 
rule. This holds for both implicit and explicit conditions and for both ED and ID-shifts.
Trials to criterion (TTC)
The Parkinson group showed higher TTC's for the ten problems than the control group 
(F(1,33) = 7.05, P < 0.01, see Figure 2). The TTC's of the 10 problems fluctuated (F(9,33) 
= 6.33, P < 0.01), but the pattern of TTCs were not different between groups: there was no 
significant interaction between the factors 'Group' and 'Problem'. The two sequences of 
problem presentation did not affect TTC (F < 1). No interaction between sequence and 
group was found (F < 1).
Figure 2. Mean TTC Values; data of Problem * Group * Sequence.
Taking the practice problem as a starting point, one sequence started with an ED-shift 
and the other with an ID-shift. Because ED-shifts are more difficult than ID-shifts (see
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further on) in both groups the first problem in one sequence was more difficult than in the 
other (mean TTC was 18.55 (sd = 13.61) and 4.38 (sd = 4.69), respectively, Figure 2). An 
ANOVA without the first problem did not reveal a difference due to sequence between 
problems (F(9,33) = 3.77, P < .01).
Response patterns
We have taken into account that Parkinson patients needed more trials for each problem 
in order to reach criterion. Therefore, the frequencies of decision rules were divided by the 
total number of TTC's, the relative frequencies.
No differences were found in the relative frequency of correct and incorrect response 
patterns of Parkinson patients and controls (F(1,33)<1). Furthermore, no differences were 
found in the use of the irrelevant rule 'alternation place' (F(1,33)<1) and undefined rules 
(F(1,33)<1). No difference was found on responding to the previous relevant stimulus 
(F(1,33)<1). The only difference found was that Parkinson patients used the irrelevant rule 
'place' more frequently than controls did: Parkinson 4.4% and controls 2.2% of the total 
number of trials (F(1,33)=13.49, P < 0.01).
To summarize, Parkinson patients performed worse than controls in an absolute sense. 
They needed more trials for all problems to reach the criterion. However, the response 
pattern over all problems did not differ between groups. Both groups needed more trials in 
the first problem, especially in the ED-shift. Parkinson patients performed qualitatively not 
differently from controls; they only used the rule 'place' more often.
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Figure 3. Mean TTC Values; data of Problem * Group * Implicit/Explicit.
Implicit versus explicit condition
The implicit condition appeared to be more difficult than the explicit condition (Figure 
3). The difference within the group of Parkinson patients was not significant (average TTC 
for the implicit condition was 13.51 (sd = 14.97) and for the explicit condition 11.91 (sd = 
13.76); F(1,14) = 0.21, P > 0.05). For the controls, the implicit condition was more difficult 
than the explicit condition. The average TTC was 9.78 (sd = 9.59) and 6.39 (sd = 6.53), 
respectively (F(1,23) = 6.07, P < 0.05).
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ED versus ID-shift
ID-shifts were easier than ED-shifts, for the Parkinson group as well as for the control 
group (F(l,33) = 49.00, P < 0.01; Figure 4)
Figure 4. Mean TTC Values; data of ID/ED * Group.
The first shift seemed to contribute most to the difference between ID- and ED-shifts. 
Therefore, the analysis was repeated without the first problem. Differences in type of 
alternation remained significant (F(l,33) = 26.37, P < 0.01). ,
Figure 5. Mean TTC Values; data of ID/ED * Group * Implicit/Explicit
ID-shifts were easier in the explicit condition than in the implicit condition for both
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groups (Figure 5). In ED-shifts, the controls benefited from the explicit condition, 
Parkinson patients did not. This positive effect of the explicit condition in ED-shifts was 
significant for both groups, however, when the analysis was repeated without the first 
problem (F(1,33) = 4.1, P < .05).
Discussion
The objective of this study was to investigate whether Parkinson patients have problems 
with shifting on what is generally referred to as 'shift' tasks. The discrimination task and the 
analysis of response patterns provide the opportunity to study the number of trials needed 
to change a decision rule (TTS), after reinforcement contingencies have been changed. The 
results show that Parkinson patients have no problems with shifting. Parkinson patients are 
able to abandon the previously correct rule and select a new rule.
In accordance with the literature, Parkinson patients needed more trials to solve 
problems (TTC). However, a higher TTC does not necessarily imply a shifting problem. In 
the model of Bakker (1989), a number of subprocesses are assumed for performing a 
discrimination or concept learning task. Shifting is only one aspect of this process. The 
notion of a 'shifting task' is deceptive, because it suggests that such a task measures only or 
especially shifting. No independent evidence has been put forward for this assumption. 
Reviewing our results, it seems that other aspects than the ability to alternate are important 
for the impairment of performance of Parkinson patients on this type of tasks.
By analysing response patterns, we have shown that Parkinson patients use the same 
decision rules as controls do with the same relative frequency. Patients only use the 
irrelevant solution 'place' a little more often (4.4% of the trials, control 2.2% of the trials). 
In other words, the response behaviour of Parkinson patients is not systematically different 
from that of controls. A possible explanation is that in Parkinson patients, the activation 
level of the working hypothesis is not increased by positive feedback to the same degree as 
in controls. Therefore, Parkinson patients need more trials to reach the limit. In that case no 
systematic deviations in response pattern are expected, only a more frequent occurrence of
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correct, incorrect and irrelevant rules.
An explicit condition is generally found to be easier than an implicit condition (Eimas, 
1966; Ludvigson & Caul, 1964; Grant & Cost, 1954; Stevenson & Moushegian, 1956). 
However, our results do not clearly show this difference between the explicit and implicit 
condition. Still, the manner of problem alternation needs further investigation, because our 
results indicate a differential effect for groups: the controls learned faster under the explicit 
condition, while Parkinson patients performed similarly under both conditions (Figure 3).
Downes et al. (1989) conclude that Parkinson patients have a selective disorder in the 
ability to make an ED-shift. We found that the Parkinson and control groups exhibit an 
equal increase of TTC in extradimensional (ED) shifts compared with intradimensional 
(ID) shifts (Figure 4). This means that Parkinson patients perform worse on both types of 
shifts. At first sight our results seem to contradict the conclusion of Downes et al.(1989). 
However, this is not completely true. We find that for controls ED-shifts are easier in an 
explicit than in an implicit alternation (see also Lachman & Sanders, 1963; Stevenson & 
Moushegian, 1956). For Parkinson patients however, this facilitatory effect under the 
explicit condition on ED-shift does not seem to occur (Figure 5). So our results also 
indicate a decreased ability for Parkinson patients to solve a problem after an ED-shift. 
However, this holds only for the explicit condition.
There is a difference between the study of Downes et al. (1989) and our study in the way 
shifts were operationalized. Two types of ID-shifts are often distinguished: a reversal shift 
and a pure intradimensional shift (Slamecka, 1968). In a reversal, the same stimulus 
aspects (e.g. white and black) of a dimension (e.g. color) are used. The solution (e.g. white) 
of the consecutive problem is the opposite of the previous solution (e.g. black). In a pure 
intradimensional shift, stimuli are substituted by new stimuli of the same dimension (e.g. 
red and blue instead of white and black). According to this terminology, we compared ED- 
shifts with reversal shifts. Downes et al (1989) compared pure ID-shifts with ED-shifts in 
their experiment. In the literature the types of shifts used vary widely. The Wisconsin Card 
Sorting Test for example only consists of ED-shifts. Regardless of whether or not the 
different types of shifts effect the number of trials that a subject needs to solve a problem
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(TTC), it seems questionable whether the difference between ED and ID-shifts is still 
relevant for the statement that Parkinson patients have problems with shifting (TTS). For, 
we find that Parkinson patients have no problems with abandoning the previous relevant 
rule in both ED- and ID-shifts.
Finally we will discuss the subjects that were not able to perform the discrimination task 
and were excluded from the experimental group. Twelve subjects dropped out: one control 
and eleven Parkinson patients. The drop-outs did not differ from the Parkinson patients that 
completed the task, with respect to education and the number of months during which the 
patients used medication for Parkinson's disease. The average age of the subjects that 
dropped out was higher than the experimental Parkinson patients: respectively 70.2 and 
59.8 years. All subjects were given three neuropsychological tests: Trailmaking-A test, 5- 
words-memory test and a Word Fluency test. The drop-outs performed worse on the 
Trailmaking-A test than the Parkinson group. Besides, memory was worse as measured 
with a word list, with regard to learning and especially recognition. No difference in the 
number of words in the categories animals and occupations of the Word Fluency test was 
found. The number of problems presented to the subjects that dropped out ranged from one 
to seven problems. The mean TTC for the drop-outs was much higher (mean TTC = 38.0) 
than for the experimental Parkinson group (mean TTC = 12.8).
These results indicate that the drop-outs generally performed worse than the 
experimental group. By excluding this group we may have underestimated the problems of 
Parkinson patients.
Taken together, this study suggests, in agreement with the literature, that Parkinson 
patients need more trials to solve a problem. The most important finding is that Parkinson 
patients do not hold on longer to the previous relevant rule than controls do. Low scores on 
so-called shift tasks are not due to a selective shift problem.
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Chapter 10. General Discussion
The results of the presented studies will be discussed in terms of the claim that 
examining response patterns as a dependent variable gives us the opportunity to make more 
detailed statements about the learning process that are not possible by using the number of 
trials to criterion or the probability of the correct individual response. Another claim that 
will be defended is that in this framework there is a fundamental difference between visual 
and auditory stimuli on the one hand and spatial stimuli on the other hand. Finally, a 
number of issues are discussed that are more generally related to one or more of the 
stimulus dimensions that are used in this thesis.
10.1. General comments on methodological issues.
Before I describe the advantages of the analysis of systematic behaviour patterns in 
comparison with individual responses, I want to discuss some issues with respect to the 
method used in this thesis.
10.1.1. Different expected probabilities.
One cannot directly compare the probability of a correct response with the probability of 
the systematic behaviour patterns as reported in this thesis. Both probabilities should be 
compared with their own expected probability. In a two choice task, by definition there is 
an expected probability of .5 to respond correctly (and therefore also for receiving a 
reward) on every individual trial if  an animal's behaviour occurs by chance. In a set of two 
successive trials the expected probability of two correct and rewarded responses is .25. The 
longer the set of successive trials one takes into account, the smaller the expected 
probability of an uninterrupted series of correct responses if the animal's behaviour occurs 
by chance. In this thesis I used a minimal set of four trials to detect a response pattern. In a 
set of four successive trials the expected probability of four correct responses is .0625. 
More detailed information about this issue can be found in Chapter 2.
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10.1.2. How are individual results combined to group results.
Studies on learning processes can present different types of data. Mostly one presents 
group results in contrast to individual results. Group results are, of course, combined 
individual results. For example, if  for each animal the number of trials to criterion is 
determined, the number of trials to criterion for a group is the mean of the individual trials 
to criterion. However, if  one wants to describe the development of a learning process, two 
methods are possible. One can determine, for instance, the probability of a correct response 
for each individual animal for a set of trials. We used this method in this thesis. Another 
method is that for a set of animals one determines the probability of a correct response on 
any given trial. In either way, the probability of a correct response reflects the unfolding of 
the learning process. However, the first method gives us the possibility of selecting the 
same phases in the learning process within all animals. For example one may select the 
trials in which an animal is responding by chance (50% of the trials correct) or is reaching 
learning criterion (a higher percentage correct). When a set of animals is used instead of a 
set of trials from one animal to determine the probability of a correct response on a given 
trial, the probability of a correct response is reflecting the percentage of animals that 
responded correctly.
10.1.3. The probability of the correct behaviour and the prediction of the learning rate.
An animal's initial correct systematic responding is a better predictor for the learning 
rate than its proportion correct responses. In most research, the probability of the correct 
individual response is used in some way to define the learning rate. In Chapter 3 and 7 we 
showed that the frequency of the S+ strategy (a set of four successive trials) in the first 100 
trials significantly contributed to the prediction of the number of trials to criterion. In 
contrast, the number of individual reinforced responses (not within a set of four successive 
reinforced responses) in the first 100 trials did not contribute significantly. This can be 
explained as follows. For example, in a discrimination where a response to light is 
reinforced, the following sequences of responses will generate the same proportion of 
individual reinforced responses of .8, but a different frequency of the S+ strategy.
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Response pattern probability correct frequency 
0 S+ strategy1. L L L D L L L D L L 8
2. L L L L D D L L L L
3. L L L L L L L L D D
8
.8
2 S+ strategy
5 S+ strategy
L is a response to the light 
D is a response to the absence of light
Therefore, if  in 80% of a set of 100 trials an animal's response pattern coincides with the 
S+ strategy, the proportion of individual reinforced responses will necessarily be at least .8. 
This is not necessarily true for the opposite. If in 100 trials the proportion of individual 
reinforced responses is .8, the frequency of the S+ strategy need not be 80. In other words, 
one cannot create a response sequence that generates a high frequency of the S+ strategy 
and that at the same time generates a low probability of a correct individual response.
The same advantage as described above applies to the other-than-reinforced behaviour. 
For example, consider the situation wherein a subject uses the spatial strategy 'left' in half 
of the sets of four trials and in the other half of the sets of trials the strategy 'right' (see 
Table below). We would conclude on the basis of the probability of a 'left' or 'right' 
response that the subject is behaving unsystematically. However, only in the third sequence 
is the use of a spatial strategy evident.
Response pattern probability frequency spatial strategy
1. R R R L L R L L R L .5 left, .5 right 0 'left', 0 'right'
2. L L L L R R R R L L .5 left, .5 right 1 'left', 1 'right'
3. L L L L L R R R R R .5 left, .5 right2 'left', 2 'right'
R is a response to the right lever
L is a response to the left lever.
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10.1.4. The unambiguous determination of a response pattern to a stimulus.
Another advantage of the analysis of response patterns in comparison with the 
individual response is that in a complex situation (more than one stimulus dimension is 
present) one can unambiguously determine in a set of responses (1) whether this set is 
related to a stimulus and (2) to which stimulus dimension the responses are related. In the 
case of one single response it is impossible to determine whether a response on the lever in 
the vicinity of which the light and the noise are presented is directed to the spatial location 
of the lever, to the light, or to the noise.
10.1.5. The effect of a change in the environment.
Another related effect that one should be aware of is the topic of a changing versus 
unchanging environment. In this thesis, research is presented in which no stimuli were 
presented in the intertrial interval. Stimuli are presented at the onset of a trial (at the time 
that the animal presses the start lever) and stimuli disappear as soon as the animal presses 
one of the choice levers. Another set-up is possible in which the stimuli are presented at 
both levers in the inter-trial interval. At the time the trial starts, the stimulus is terminated 
near one of the levers. Near the other lever the stimulus continues to be presented. In the 
research reported in this thesis, the appearance of the stimuli is always contaminated with a 
change in the stimulus situation. In the alternative set-up, the disappearance of the stimuli 
is contaminated with the change in the stimulus situation. Therefore, in our set-up in the 
stimulus-positive case, (the presence of the light is the S+ and the absence is the S-) the 
presence of the light is contaminated with a change in the situation. One could also say that 
the 'change' is the S+. If the presence of the light is the S- and the absence is the S+, as is 
the case in the stimulus-negative case, one could also argue that the lever that changes is 
the S- and the unchanged lever is the S+. If the stimuli are presented in the intertrial 
interval a different learning task may be constructed. By comparing the four possibilities 
(1. Stimulus-positive and change-positive, 2. stimulus-negative and change-positive, 3. 
stimulus-positive and change-negative, 4. stimulus-negative and change-negative) one can 
separate the effect of the presence versus absence of a stimulus from the effect of a
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changing versus non-changing environment.
10.2. Why are the response patterns important for learning models?
10.2.1. The development of response patterns and the evaluation of the stimuli.
In the first 100 trials of the visual discrimination problem, animals use a stimulus 
dependent or a spatial response pattern above chance. The findings that in the first 100 
trials of a light-on problem, the light-on response pattern occurred above chance, whereas a 
light-on strategy was not found in the second 100 trials, disconfirmed Krechevsky's idea 
that subjects hold on to strategies that yielded consistent reinforcement. The light-on 
strategy was initially used but abandoned thereafter, despite the fact that it was consistently 
reinforced. This suggests that the rats do not evaluate these initial response patterns. A 
possible explanation is that these initial response strategies are qualitatively different from 
the response strategies employed after the learning criterion has been reached, because at 
that time animals keep responding to the reinforced stimulus. Therefore, I suggest that 
these initial response strategies can be considered as 'response sets' and not as 'hypotheses'.
10.2.2. The initial response pattern, selection of a stimulus.
In accordance with the results of Krechevsky (1932, 1938), the current results show that 
rats behave systematically from the beginning, that is, the observed response sequences 
coincide with one of the stimuli. Systematic behaviour patterns were evident both during 
solvable and unsolvable discrimination problems. Irrespective of whether a stimulus is 
associated with reinforcement, it immediately attracts responding. A stimulus can serve as 
a cue to organize behaviour. It elicits an orienting (unconditioned) response. Our results 
show that, initially, each animal selects a particular response strategy. Most animals select 
a discretely presented stimulus, the visual and auditory stimuli, in contrast to continuously 
present, spatial stimuli. Which stimulus strategy is selected initially probably depends on 
stimulus salience and on the subject's sensitivity to stimuli. It would be very interesting to 
run experiments to unravel why a particular animal selects a specific stimulus strategy and
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under what conditions response strategies are abandoned. Presentation of group results 
would not have enabled us to demonstrate individual differences in stimulus selection. For 
example, if  half of the subjects uses the spatial strategy 'left' and the other half uses the 
strategy 'right', group results would lead us to the incorrect conclusion that the animals do 
not show systematic behaviour.
10.2.3. The initial response pattern and the stimulus-positive effect.
The stimulus-present problem is easier than the stimulus-absent problem. A possible 
explanation for the stimulus-positive effect might be that the animals in the stimulus­
present group merely must learn to respond more consistently towards the presented 
stimulus because the initial responding is already towards that stimulus. In contrast, the 
subjects in the stimulus-absent group must learn to inhibit this initial (unconditioned) 
responding to the presented stimulus, in addition to responding towards the absent stimulus 
or further avoidance of the stimulus.
10.2.4. The response pattern and partially not-differentially reinforced stimuli.
In Chapter 1, I argued that it is important to acquire knowledge of the influence of 
partially reinforced stimuli that are present in every learning setting. In the context of 
discrimination learning, these partially not-differentially reinforced stimuli often are named 
irrelevant stimuli. In Chapter 2, I called the response pattern that coincides with partially 
reinforced stimuli 'not consistently reinforced' behaviour. In the experiments presented in 
Chapter 4 and 5 the visual stimulus was the reinforced stimulus (S+) or the non-reinforced 
stimulus (S-). At the same time, a partially reinforced auditory stimulus was present. In 
these experiments we found that the initial response behaviour was controlled also by this 
partially reinforced auditory stimulus. There can be at least two reasons for this responding. 
It can be an orienting response (independent of reinforcement) or it can be responding on 
the basis of partial reinforcement. An orienting response is not expected to be found with 
respect to the spatial location. This in contrast to the partially reinforcement effect that 
should be found in responding to spatial cues. As we did not compare results of a spatial
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discrimination task with and without the presence of partially reinforced stimuli, further 
research is necessary to separate the effect of the orienting response towards a stimulus 
from the (partial) reinforcement effect of a stimulus.
10.3. Learning to learn.
In Chapter 3, the stimulus-positive effect disappeared after several reversals. In Chapter 
4 (the genetic strains) the difference in the number of trials to reach criterion between the 
stimulus-present and stimulus-absent problem also disappeared after two reversals. In 
Chapter 5 (the Apomorphine susceptibility) the difference between the stimulus-present 
and stimulus-absent problem disappeared too. Finally, in the last Chapter (Parkinson 
patients) the number of trials to criterion decreased as more problems were learned. These 
results indicate that the more problems are solved, the easier the next problem is. However, 
this 'learning to learn' phenomenon is probably dependent on which problem is learned first 
and, therefore, has to be unlearned. In other words, the 'learning to learn' phenomenon is 
probably weaker if  a stimulus-present problem is learned first than if a stimulus-absent 
problem is learned first. The analyses of response patterns do suggest that it is more 
difficult to inhibit formerly reinforced responding in the case of stimulus presence learning 
than in the stimulus absence learning. This difference in ease of inhibition might be 
responsible for the observed difference in transfer.
To the best of my knowledge, only a limited number of studies address this issue. With 
continued serial reversal learning, performance is known to improve (Mackintosh, 1974). 
There is some evidence that the effects of reversal training may be specific to the stimuli 
relevant during the reversal. The first study on learning sets (long series of independent 
discriminations) shows that monkeys trained on several visual discriminations are able to 
very rapidly solve each new problem (Harlow, 1949). Research shows that positive transfer 
between independent discrimination problems is very common in primates and not in rats 
(Mackintosh, 1974). This is probably the reason why it is suggested that an understanding 
of the processes involved in the ability to generalize rules will shed light on the cognitive 
capacity of more advanced primates. However, the present experiment in Chapter 3 shows
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that rats also are able to learn a discrimination faster after having learned several 
discriminations in which another stimulus is presented. The difference between the result 
of this experiment and the obtained results in the early studies concerning learning sets can 
be explained by the amount of problems (at least 200) and the measure presented in these 
studies: the probability of a correct response on the second trial. No information is 
presented concerning the number of trials needed to solve the problems. The experiment in 
this thesis show that reinforcement of a given trial does not affect the choice on the 
successive trial. It is suggested that rats need more trials to evaluate the effect 
(reinforcement or not) of a given trial. Therefore, it is not expected to find an effect of 
learning to learn on the second trial of a new problem.
10.4. The dopamine system and behavioural strategies.
Chapter 5 deals with the effect of the dopaminergic activity in the striatum in the 
selection of behaviour strategies. We tested two groups of rats that differed in apomorphine 
susceptibility. We found that APO-SUS and APO-UNSUS rats used the various 
dimensions (visual, auditory, and spatial) differently in the chosen discrimination learning 
paradigm. In Chapter 6, we investigated the suggestion that the dopaminergic system in the 
striatum affects processing of discretely present and constantly present stimuli. Indeed, we 
found a differential effect of haloperidol on processing discretely present and constantly 
present stimuli. Haloperidol treated rats use more discretely present stimuli and less 
constantly present stimuli than the control animals did. In Chapter 9, I assessed whether or 
not in Parkinson patients the same changes in systematic behaviour occur, as had been 
found before in dopamine deficient rats. We did not find the same changes in systematic 
behaviour as we found in Chapter 6. Parkinson patients use the same decision rules with 
the same relative frequency as do the controls. The response behaviour of Parkinson 
patients is not systematically different from that of controls. A possible explanation is that 
the dopamine system of the patients was in fact already 'normal' because of medication.
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10.5. Differences between visual, auditory, and spatial stimuli.
10.5.1. Constantly present versus discretely present stimuli.
In the beginning of the solvable, as well as the unsolvable problem, animals responded 
mainly to the visual and the auditory stimuli. In contrast, the spatial alternation strategy 
was only found above chance level in the pre-solution phase of the visual problem. In the 
unsolvable problem all rats changed their initial response strategy to a spatial strategy and 
not to a visual or auditory strategy. These findings suggests that the spatial response 
strategies are qualitatively different from the visual and auditory strategies.
Stimuli belonging to the spatial dimension (left vs. right position of the lever) are 
constantly present, whereas those belonging to the visual (light vs. dark) and auditory 
(presence vs. absence of an auditory stimulus) dimension are discrete and present at 
different positions. For this reason, animals will respond differently to those stimuli.
10.5.2. The spatial strategy : a 'walking pattern' or a strategy ?
In this thesis I report only results of experiments in which I used the unsolvable problem 
paradigm or the solvable visual and auditory problems. A solvable spatial problem, that is, 
a problem in which the spatial cues function as S+ or S-, is not described. In the preceding 
paragraphs, I suggested there might be a difference between the spatial strategy on the one 
hand and the visual and auditory strategies on the other hand. It would be very interesting 
to explore the differences between the spatial strategy as a pre-solution 'walking pattern' 
and the spatial strategy as the consistently reinforced and therefore solution strategy in the 
spatial problem. Questions concerning the probability of abandoning a strategy or not in 
both situations could be of interest for models of stimulus evaluation.
10.5.3. The presence versus absence of the discretely present stimuli.
By definition the presence versus absence plays no role in the use of the spatial 
strategies because spatial cues are always present. The fundamental difference between the 
presence and the absence of a stimulus plays an important role in the experiments described 
in this thesis. The presence of a stimulus can be considered as a stimulus, whereas the
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absence of a stimulus cannot be considered as a stimulus in the sense used in learning 
theories. Hearst (1984, 1991) is the most important researcher in the psychology of 
learning concentrating on this topic.
10.5.4. The localizability of stimuli and response patterns.
If I had limited the examination of the current experiments to the number of trials to 
criterion I would not have been able to elaborate on the difference between the light S+ 
problem and the noise S+ problem, because no difference in trials to criterion was found 
between those problems. However, from the analysis of the response pattern I must 
conclude that there is a difference in response behaviour in the process of solving these 
problems. In Chapter 3, rats responded to about the same extent to the presence of the 
stimuli in the initial phase of training. However, halfway of learning the problem, rats 
trained in the Light S+ problem kept responding to the relevant stimulus, whereas the rats 
in the Noise S+ problem left this response pattern. In the 100 trials before solving the 
problem this difference disappeared. Animals in the Noise S+ problem again responded to 
the same extent to the relevant stimulus as the animals in the Light S+ problem did. 
Animals can localize the noise stimulus but it seems difficult to keep responding to it. 
Therefore, we conclude that the light stimulus is more easy to keep responding to than is 
the noise stimulus. An explanation might be that the source of the light is more easily 
localized than is the source of the noise. By definition the localizability plays no role in the 
use of the spatial strategies.
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This thesis presents research concerning the occurrence of systematic behaviour during 
the solving of discrimination problems. Stimulus and reward dependent response patterns 
are used as dependent variables indicating systematic behaviour. In Chapter 1 the 
arguments for studying systematic behaviour in discrimination learning are described.
In Chapter 2 the learning paradigm has been described. All experiments, except the 
experiment that is presented in Chapter 9, are conducted with rats in an operant chamber. 
Stimuli in the box are a light and a noise next to the left or right choice levers. Besides 
these two stimuli spatial cues are present. A response pattern is a set of responses to four or 
five successive trials. The pattern of stimulus presentation in these trials is constructed in 
an order which allows us to conclude to which stimulus the animal is responding. By 
giving contingent reinforcement upon a response to a stimulus (e.g. light-on), a solvable 
discrimination problem is introduced. An unsolvable problem is created by giving 
reinforcement independent of the choice behaviour of the rat. One cannot only detect to 
which stimulus an animal is responding (stimulus dependent response patterns), but one 
can also measure the effect of the reward. One can detect whether the result of a trial 
affects the response to the next trial. In this case reward dependent response patterns are 
found.
Besides a description of the experimental set-up, we present in Chapter 2 a description 
of the way we measure the different response patterns. Two alternative measures are 
presented. The two measures are compared by applying them to the data of three rats: one 
rat was trained in a discrimination task where a response to light-on was reinforced, one rat 
was reinforced if it responded to the dark, and one was trained in an unsolvable problem. 
The rats behaved systematically from the start, i.e. the response sequences coincided with a 
stimulus. No immediate effect was found of reinforcement of a particular choice on 
response behaviour in the next trial.
In Chapter 3 four different discrimination problems are described: 1. a response 'light- 
on' is reinforced, 2. a response 'light-off1 is reinforced, 3. a response 'noise-on' is reinforced,
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and 4. a response 'noise-off1 is reinforced. The problems 'light-on' and 'noise-on' can be 
considered stimulus-reinforced or stimulus-positive. The problems 'light-off1 and 'noise-off 
can be considered stimulus-nonreinforced or stimulus-negative. After solving the problem 
reinforcement contingencies were reversed. In the third and fourth problem, the 'light' rats 
were trained with the auditory stimulus and the 'noise' rats were trained with the visual 
stimulus. Rats solved the stimulus-positive problems faster than the stimulus-negative 
problems. Initially, all individual rats responded more to the presence of the stimulus 
(stimulus-on) than to its absence. These initial response patterns are probably a result of 
stimulus salience. This is the first reason why a stimulus-positive problem is easier than a 
stimulus-negative problem. The groups that were first trained in the stimulus-positive 
problem show correct behaviour from the beginning onwards. In contrast to the stimulus­
positive groups, the stimulus-negative groups had to inhibit this initial responding. During 
reversal training it is more difficult to inhibit stimulus-on behaviour and learn stimulus-off 
responding than the other way around. This is a second reason why a stimulus-positive 
problem is easier than a stimulus-negative problem. Furthermore, it was concluded that an 
animal's initial correct systematic responding is a better predictor for the rate of learning 
than the proportion initial correct responses in the same set of 100 trials.
In Chapter 4, rats of five inbred strains (WAG/Rij, BN/Bi Rij, G/Kun, ACI/Kun, and 
F344/N Hsd) were trained on a visual discrimination. An irrelevant auditory stimulus is 
presented. Light-on served as the reinforced stimulus on the first problem. Thereafter, 
light-off served as the reinforced stimulus and this again was reversed twice. No strain 
differences were found in learning the first discrimination. In the next three problems, the 
reversals, G/Kun and WAG/Rij rats needed more trials to learn the problems than the other 
three strains. The analysis of the response patterns showed that WAG/Rij rats responded 
more often to the irrelevant noise than the other strains, and the G/Kun rats responded more 
often to irrelevant spatial cues. The results are discussed in view of the two-process 
learning theory: apart from approaching the S+ and avoiding the S-, discrimination learning 
also results in an increased attention to the relevant dimension (e.g. light) and/or a 
decreased attention to irrelevant dimensions. A possible explanation for the fact that
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WAG/Rij and G/Kun rats needed more trials to learn the reversals is their inability to 
suppress attention to the irrelevant dimensions.
Chapter 5 and 6 deal with the effect of dopaminergic activity in the striatum in selecting 
behavioural strategies. In Chapter 5 pharmacogenetically selected apomorphine-susceptible 
(APO-SUS) and apomorphine-unsusceptible (APO-UNSUS) rats were trained in a visual 
discrimination task. APO-SUS rats are expected to respond more often towards external 
stimuli (light and noise) than APO-UNSUS rats. After the initial discrimination task was 
solved reinforcement contingencies were reversed. No differences between APO-SUS and 
APO-UNSUS animals were found in the rate of learning. However, the APO-SUS rats 
were disrupted less in the second problem than the APO-UNSUS rats. The analysis of the 
response patterns showed that APO-SUS and APO-UNSUS rats used the various 
dimensions (visual, auditory and spatial) in a different way. In the last 100 trials before 
solving the initial problem the APO-SUS rats responded more often to the relevant 
dimension (light) than the APO-UNSUS rats. This was also true in the reversal. During 
overtraining on the first problem, APO-SUS animals responded less to the irrelevant spatial 
dimension than APO-UNSUS animals did. In the first 100 trials of the reversal APO-SUS 
rats responded more often to the other irrelevant dimension (noise) than APO-UNSUS rats 
did. It is concluded that the differences that were found are due to the interline differences 
in the dopaminergic activity of the ventral and the dorsal striatum.
In Chapter 6 the effects of haloperidol on the response patterns were studied. 
Haloperidol treated rats are expected to respond more often towards external stimuli. 
Spatial stimuli are considered continuously present. The rats were confronted with an 
unsolvable discrimination problem. The haloperidol treated rats indeed showed more 
response strategies based on visual or auditory cues and less spatial response strategies than 
control rats. Furthermore it was expected that reward would be less effective in the 
behaviour of haloperidol treated rats. However, no differences were found on reward 
dependent response patterns.
In Chapter 7, the effect of reinforcement probability on response strategies was studied. 
The reinforcement probability is the percentage of the trials that will be reinforced in an
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unsolvable problem. There is no reason to change behaviour if it is consistently reinforced. 
If the reinforcement probability is low, the probability of behaviour change is high. Four 
groups of rats are trained in an unsolvable problem with different random reinforcement 
probabilities (25%, 50%, 75%, and 100%). In the beginning of the training all animals 
showed visual and auditory response strategies or spatial response strategies or both. 
During experimentation, visual and auditory response patterns decreased. The spatial 
alternation pattern (left, right, left, right, etc.) increased. No effect of random reinforcement 
probability was found. The rats all changed their response strategy in the same amount. It is 
concluded that the spatial alternation pattern is a manifestation of spontaneous alternation: 
walking back and forth in the box without paying attention to stimuli. After having been 
trained on the unsolvable problem, a solvable problem was presented (a response to the 
visual stimulus was reinforced). When the 'light-on' response pattern is reinforced, and the 
rat still uses the spatial alternation pattern, 50% of its responses are reinforced. Therefore, 
it is expected that the 50% reinforcement group has more problems with detecting the 
change in the situation. For all other groups the transition of the unsolvable problem to the 
'light-on' problem is contaminated with a transition in reinforcement density. In the first 
100 trials, 21 out of 24 animals still showed spatial response patterns. As was expected, in 
the course of solving the visual problem, visual response patterns increased and spatial 
alternation patterns decreased. Again no effect of reinforcement probability was found. No 
group difference was found in (1) the number of trials to reach criterion and (2) the changes 
in the response patterns. Furthermore, as shown in Chapter 3, the animals' initial correct 
responses predict less of the rate of learning than its initial correct systematic responding.
One could argue that an effect of reinforcing a response is expected only in the response 
on the next trial. The information of at least four trials is needed to assign a particular 
SDRP. This severe criterion could be the reason why no effects of reinforcement are found 
in Chapter 7. Therefore, we studied in Chapter 8 the influence of reinforcement density and 
momentary reinforcement on response behaviour. We re-analysed the data collected in the 
experiment described in Chapter 7. However, despite the less severe criterion, again neither 
an effect of random reinforcement density nor any effect of momentary reinforcement was
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found in the unsolvable problem as well as in the 'light-on' problem.
Besides the effect on response behaviour we measured in Chapter 8 the time that 
elapses between pressing the start lever and pressing one of the choice levers, the choice 
latencies. No effect of reinforcement density was found on the choice latencies. During 
training in this unsolvable problem the rats made their choices faster. In a solvable problem 
a shorter choice latency on responses to the reinforced stimulus indicates that an animal is 
already learning the problem. In the 'light-on' problem the choice latencies increased. Rats 
make their choices less rapid if something can be learned. These results suggest a trade-off 
between speed and solvability. In the case of correct choices, choice latencies were indeed 
shorter than in the case of incorrect choices.
In Chapter 9 Parkinson patients were tested in a transformed paradigm. In several 
discrimination problems, we analyzed response patterns to determine the decision rules 
used. The learning problems in Parkinson patients are assumed to be the result of problems 
with changing behaviour. In accordance with the literature, we found that Parkinson 
patients needed more trials to solve the problems. However, the response patterns of the 
Parkinson patients and controls were practically the same. An important finding was that 
Parkinson patients did not hold on longer than controls to the rule that was correct in a 
former problem. Therefore, we concluded that Parkinson patients are able to shift from one 
decision rule to another. Finally, Chapter 10 presents a general discussion and conclusions.
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Dit proefschrift gaat over systematisch gedrag tijdens het uitvoeren van 
discriminatietaken. De systematiek in gedrag bij het oplossen van deze taken wordt 
gemeten aan de hand van antwoordpatronen. Waarom juist deze patronen van belang zijn 
wordt beschreven in het eerste hoofdstuk.
Hoofdstuk 2 bevat een beschrijving van de experimentele opzet. De meeste 
experimenten zijn uitgevoerd met ratten in een experimenteerbox. De prikkels in de 
experimenteerbox betreffen het aanbieden van licht of geluid bij een linker- of 
rechterpedaal. Daarnaast worden ruimtelijke aanknopingspunten in de box in het 
experiment betrokken. Een antwoordpatroon bestaat uit een serie van antwoorden op 4 of 5 
na elkaar uitgevoerde pogingen (trials) om het probleem op te lossen. Het patroon van 
prikkelaanbieding voor deze pogingen is zodanig samengesteld dat steeds eenduidig kan 
worden vastgesteld op welke prikkel het subject reageert. Een discriminatietaak is 
oplosbaar voor een rat als steeds dezelfde keuze wordt beloond met een korreltje voer, 
bijvoorbeeld de keuze 'licht-aan'. Er ontstaat echter een onoplosbaar probleem indien 
willekeurig een keuze wordt beloond. Niet alleen kan gekeken worden of ratten op de 
prikkels letten, maar ook kan er gemeten worden of de beloning een rol speelt. Zo kan 
getest worden of het resultaat van een poging de direct daaropvolgende keuze bepaalt. In 
dat geval is sprake van beloningsafhankelijke antwoordpatronen.
Voorts is in Hoofdstuk 2 uiteengezet hoe de verschillende antwoordpatronen op een 
verantwoorde wijze gemeten worden. Twee alternatieve meetmethoden worden 
beschreven. De twee meetmethoden worden met elkaar vergeleken door ze toe te passen op 
de resultaten van drie subjecten: een subject dat getraind werd in een discriminatietaak 
waarbij de keuze licht-aan beloond wordt (licht-aan), een subject dat getraind werd waarbij 
de keuze donker wordt beloond (licht-uit) en een subject met een onoplosbaar probleem. 
De ratten vertonen vanaf het begin systematisch keuzegedrag, d.w.z. de antwoordpatronen 
komen, meer dan op basis van toeval verwacht kan worden, overeen met het patroon van 
de aanbieding van de prikkel. Het keuzegedrag van de rat blijkt niet afhankelijk van het
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resultaat van alleen de voorafgaande poging, maar van het totaal van de voorafgaande 
resultaten.
In Hoofdstuk 3 worden vier verschillende discriminatietaken beschreven: 1. de keuze 
'licht-aan' wordt beloond, 2. de keuze 'licht-uit' wordt beloond, 3. de keuze 'geluid-aan' 
wordt beloond en 4. de keuze 'geluid-uit' wordt beloond. De problemen 'licht-aan' en 
geluid-aan' kunnen worden beschouwd als prikkel-beloond ofwel prikkel-positief. De 
problemen 'licht-uit' en geluid-uit' kunnen worden beschouwd als prikkel-niet beloond 
ofwel prikkel-negatief. Nadat de ratten een probleem hadden opgelost, werd voor dezelfde 
prikkel het beloningspatroon omgedraaid. In het derde en vierde probleem kregen de 'licht' 
ratten de geluidproblemen aangeboden en de 'geluid' ratten de lichtproblemen. De ratten 
losten de prikkel-positief problemen sneller op dan de prikkel-negatief problemen. In het 
begin van het experiment volgden de antwoordpatronen meestal het patroon van 
aanbieding van de prikkel (prikkel-aan). Dit is de eerste reden waarom een prikkel-negatief 
probleem moeilijker is dan een prikkel-positief probleem. De groepen die eerst een prikkel- 
positief probleem krijgen vertonen het beloonde gedrag meteen. De groepen met het 
'prikkel-negatief probleem moeten dit gedrag eerst afleren. Waarschijnlijk is de nieuwheid 
en opvallendheid van de prikkel in het begin debet aan deze antwoordpatronen. Het is 
moeilijker om het 'prikkel-aan' gedrag los te laten en over te stappen op 'prikkel-uit' gedrag 
dan andersom. Dit is een tweede reden waarom dit 'prikkel-negatief1 probleem moeilijker is 
dan het 'prikkel-positief probleem. Verder wordt in dit hoofdstuk aangetoond dat de 
systematiek in het gedrag in de eerste 100 pogingen een betere voorspeller is voor de 
snelheid waarmee het probleem opgelost wordt dan de proportie correcte antwoorden in 
diezelfde set van 100 pogingen.
In het in Hoofdstuk 4 beschreven experiment worden ratten van vijf verschillende 
inteeltstammen (WAG/Rij, BN/Bi Rij, G/Kun, ACI/Kun en F344/N Hsd) getraind in een 
visueel discriminatieprobleem. Daarbij wordt een irrelevante auditieve prikkel aangeboden. 
'Licht-aan' was in het eerste probleem de beloonde prikkel. Daarna werd 'licht-uit' de 
beloonde prikkel, en dit werd nog twee keer omgedraaid. Er werd bij het eerste probleem 
geen verschil in leersnelheid tussen de stammen gevonden. In de volgende problemen, de
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omkeringen, deden de WAG/Rij en de G/Kun stam er langer over de problemen op te 
lossen dan de andere drie. De analyses van de antwoordpatronen lieten zien dat WAG/Rij 
ratten meer dan de andere stammen op het irrelevante geluid letten en dat de G/Kun ratten 
meer dan de andere ratten irrelevante ruimtelijke aanknopingspunten gebruiken. De twee- 
processen-leertheorie beschrijft leren met behulp van 1. het benaderen van de beloonde 
prikkel en het vermijden van de niet-beloonde prikkel en 2. een verhoogde aandacht voor 
de relevante dimensie (bv. licht) en een verminderde aandacht voor de irrelevante 
dimensie. Een mogelijke verklaring voor het vertraagde leren van de G/Kun en Wag/Rij 
stammen bij het tweede en bij volgende problemen is het onvermogen om de aandacht voor 
de irrelevante dimensies te onderdrukken.
In Hoofdstuk 5 en ó wordt de invloed van het dopaminesysteem op het gebruik van 
systematisch gedrag bestudeerd. In Hoofdstuk 5 worden pharmacogenetisch geselecteerde 
apomorfine-gevoelige (APO-SUS) en apomorfine-ongevoelige (APO-UNSUS) ratten 
getraind in een visuele discriminatietaak. Van APO-SUS ratten wordt verwacht dat ze meer 
letten op externe prikkels (zoals licht en geluid). Nadat de ratten het eerste probleem 
opgelost hadden, moesten ze het omgekeerde probleem oplossen. Er werd geen verschil 
tussen APO-SUS en APO-UNSUS ratten gevonden in de snelheid waarmee ze de 
discriminatieproblemen oplosten. De APO-SUS ratten hebben wel minder hinder van de 
overstap naar het tweede probleem. De analyse van de antwoordpatronen gaf aanleiding tot 
de gedachte dat APO-SUS en APO-UNSUS ratten verschillend reageren op de 
verschillende dimensies (visueel, auditief en ruimtelijk). Tijdens de laatste 100 pogingen 
voordat ze de problemen oplossen, letten de APO-SUS ratten meer op de relevante 
dimensie (licht) dan de APO-UNSUS ratten. Tijdens de fase dat ze het probleem opgelost 
hadden, letten de APO-SUS ratten minder op de irrelevante ruimtelijke dimensie dan de 
APO-UNSUS ratten. Tijdens de eerste 100 pogingen van het tweede probleem letten de 
APO-SUS ratten meer op de irrelevante dimensie geluid dan de APO-UNSUS ratten. Er 
wordt geconcludeerd dat het onderscheid in benadering van de verschillende dimensies het 
gevolg is van het verschil in dopamine-activiteit van het ventrale en het dorsale striatum 
van de beide selectielijnen.
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In Hoofdstuk 6 worden de effecten van haloperidol op de antwoordpatronen beschreven. 
Er wordt verwacht dat met haloperidol behandelde ratten meer op externe prikkels letten. 
De ruimte is te beschouwen als een prikkel die, in tegenstelling tot licht en geluid, continu 
aanwezig is. De ratten kregen een onoplosbaar discriminatieprobleem aangeboden. De met 
haloperidol behandelde ratten letten inderdaad meer op licht en geluid en minder op 
ruimtelijke aanknopingspunten dan de control edieren. Voorts wordt van met haloperidol 
behandelde ratten verwacht dat beloning minder effect heeft op hun gedrag. Er werden 
echter geen verschillen gevonden tussen de met haloperidol behandelde dieren en de 
controledieren met betrekking tot de beloningsafhankelijke antwoordpatronen.
Het effect van de beloningsdichtheid wordt in Hoofdstuk 7 beschreven. De 
beloningsdichtheid is het percentage pogingen dat beloond wordt bij een onoplosbaar 
probleem. Er werd verwacht dat de rat het antwoordpatroon niet wijzigt als elke poging 
beloond wordt. Met een lage beloningsdichtheid is het waarschijnlijk dat de rat het 
antwoordpatroon wijzigt. Vier groepen ratten zijn getraind in een onoplosbaar probleem 
met een verschillende beloningsdichtheid (25%, 50%, 75% of 100%). In het begin (de 
eerste 100 pogingen) vertoonden alle ratten licht-, geluid- en/of plaatsafhankelijke 
antwoordpatronen. Later in de training namen de licht- en geluidafhankelijke 
antwoordpatronen in aantal af. Het ruimtelijk wisselpatroon (links, rechts, links, rechts, 
etc.) nam toe. Geen enkel effect van beloningsdichtheid werd gevonden. De ratten uit de 
verschillende groepen wijzigden hun antwoordpatronen evenveel. Geconcludeerd werd dat 
het ruimtelijk wisselpatroon het gevolg is van spontane alternatie: heen en weer lopen in de 
experimenteerbox, zonder nog maar ergens op te letten. Nadat de ratten met 800 pogingen 
in het onoplosbaar probleem getraind waren, kregen ze aansluitend het 'licht-aan' probleem. 
Als de 'licht-aan' keuze beloond wordt en de rat handhaaft het ruimtelijk wisselpatroon, 
krijgt de rat 50% beloond. Verwacht werd dat de ratten van de groep met 50% 
beloningsdichtheid langer nodig zouden hebben om te merken dat de situatie gewijzigd is. 
Voor de andere groepen gaat immers de overgang van het onoplosbaar probleem naar 
'licht-aan' gepaard met een verandering in de beloningsdichtheid. In de eerste 100 pogingen 
van het 'licht-aan' probleem gebruikten de meeste ratten nog steeds het ruimtelijk
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wisselpatroon. Zoals verwacht namen daarna het aantal 'licht-aan' patronen toe en nam het 
ruimelijk wisselpatroon af. Weer werd er geen effect van de beloningsdichtheid gevonden. 
De groepen verschilden niet in (1) het aantal pogingen nodig om het probleem op te lossen 
en (2) de snelheid waarmee het antwoordpatroon wijzigde. Net als in Hoofdstuk 3 wordt 
aangetoond dat het aantal correcte antwoordpatronen een betere voorspeller is dan de 
proportie correcte antwoorden voor de snelheid waarmee het probleem wordt opgelost.
Het effect van beloning zou slechts beperkt kunnen zijn tot de daaropvolgende poging. 
Om een antwoordpatroon te kunnen vaststellen is echter tenminste een set van vier 
pogingen nodig. De reden waarom in hoofdstuk 7 geen effecten van beloningsdichtheid 
zijn gevonden, kan liggen in deze strenge voorwaarde. In hoofdstuk 8 werd daarom alleen 
gekeken naar het effect van het resultaat van poging x op poging x+1. Hiervoor zijn de 
gegevens uit hoofdstuk 7 gebruikt. Bij deze minder zware voorwaarde is ook geen invloed 
van de beloningsdichtheid gevonden. Naast het reeds vastgestelde ruimtelijk wisselgedrag 
werd niets nieuws gevonden. Bij het 'licht-aan' probleem werd ook geen effect van de 
beloningsdichtheid gevonden bij het minder zware criterium.
Tevens werd in Hoofdstuk 8 gemeten hoeveel tijd ratten gebruiken om te kiezen 
(keuzetijd). De beloningsdichtheid had geen effect op de snelheid waarmee de ratten kozen. 
Wel gingen de ratten tijdens het onoplosbare probleem steeds sneller kiezen. Ratten 
worden snel als er niets te leren valt. In een oplosbaar probleem kan een korte keuzetijd 
erop duiden dat de beloonde prikkel is ontdekt. In het 'licht-aan' probleem werd een steeds 
langere keuzetijd gevonden. Als er iets te leren is worden ze trager. Deze resultaten 
suggereren een uitruil van snelheid en oplosbaarheid. De keuzetijd bij een correcte keuze 
was wel korter dan de keuzetijd bij een foute keuze.
In Hoofdstuk 9 worden Parkinson patiënten getest in een vergelijkbare set-up. De 
antwoordpatronen in een aantal opeenvolgende discriminatieproblemen werden 
geanalyseerd. Het trage leren van Parkinson patiënten wordt toegeschreven aan de 
veronderstelling dat ze moeite hebben bij het wisselen van problemen. Zoals vaker in de 
literatuur wordt beschreven, vonden ook wij dat Parkinson patiënten er langer over deden 
de problemen op te lossen dan een controle groep. De aard van de antwoordpatronen was
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echter hetzelfde. Een belangrijk resultaat is dat Parkinson patiënten niet meetbaar langer 
vasthouden aan de voorheen correcte keuze. Hieruit wordt geconcludeerd dat Parkinson 
patiënten even snel kunnen wisselen van het ene naar de andere probleem. Hun vertraagd 
leren is niet per se het gevolg van moeite bij het wisselen.
Tot slot wordt in Hoofdstuk 10 beschreven wat het bestuderen van antwoordpatronen 
oplevert ten opzichte van de studies die gebruik maken van afzonderlijke antwoorden.
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Vraag iedereen die een huisdier heeft, of dieren kunnen leren en het antwoord is 'Ja'. 
Maar hoe leren dieren? In elk geval niet net zo als mensen, denkt men. Maar weten we dat 
wel zo zeker? Onderzoekers aan de Katholieke Universiteit Nijmegen laten 
laboratoriumratten Master Mind spelen om te kijken of deze dieren er andere 
'denkpatronen' op na houden dan mensen. Ratten zijn voor deze experimenten zeer 
geschikt. Ze zijn slim, maar gelukkig niet allemaal even slim.
Spelletjes zijn voor veel mensen een favoriete bezigheid. Door sommige spelletjes, 
bijvoorbeeld dammen en Master Mind, leren we onze gedachten te ordenen. Bij Master 
Mind zet de ene speler vier gekleurde pinnetjes op een rij. De tegenspeler moet raden 
welke kleur op welke plaats staat. Bij iedere zet probeert de tegenspeler iets uit. 
Bijvoorbeeld of een van de pinnetjes rood of blauw is. Daarna krijgt hij te zien in hoeverre 
het gelukt is het probleem op te lossen. Mensen zetten mogelijkheden op een rij en kiezen 
er een uit om te kijken of die goed is. Deze manier om een spel te spelen of een probleem 
op te lossen noemen we systematisch en schrijven we meestal alleen aan mensen toe. Maar 
is dat wel terecht? Weten we zeker dat dieren deze systematische denkstrategieën niet 
gebruiken?
KLEURENBLIND
Je kunt aan mensen vragen wat ze denken en doen. Of ze een idee over de juiste 
oplossing hebben en of ze dat idee uitproberen. Maar hoe onderzoek je nu hoe dieren leren? 
Je kunt een dier wel iets vragen, maar een antwoord krijg je niet. Je kunt aan mensen 
vertellen dat ze goed of fout hebben geantwoord. Een dier begrijpt dat niet. Een dier kan 
meestal geen pinnetjes in gaatjes stoppen en is vaak ook nog kleurenblind. Dus daarvoor 
moet je iets anders bedenken. Dat is nu precies wat die onderzoekers van de vakgroep 
vergelijkende en fysiologische psychologie in Nijmegen hebben gedaan.
Bijlage: Ratten spelen 'Master Mind'
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Het is niet precies hetzelfde als Master Mind, maar de spelletjes voor dieren lijken er 
wel op. De 'spelers' zijn meestal kleine witte ratjes, maar ook wel duiven. De 
proefopstelling ziet er bijvoorbeeld als volgt uit: er is een spelkamer (ook wel Skinnerbox 
genoemd) met twee pedaaltjes waarop ratten kunnen drukken (zie figuur 1.). Dit is te 
vergelijken met het pinnetje dat in het gaatje moet worden gestopt: het antwoord. Boven 
zo'n pedaal zit een lamp en luidspreker. De ratjes moeten erachter komen welk het juiste 
pedaal is, zoals de Master Mind speler erachter moet komen welke kleur op welke plaats 
zit: het probleem. Is het pedaal waarbij het lampje brandt goed of juist het pedaal waarbij 
het lampje uit is? Of moeten de ratjes op het geluid, of op de plaats letten? Als ze goed 
hebben gekozen, krijgen zij een korrel voer: 'goed gedaan'. De ratten spelen dus niet écht 
Master Mind, maar een variant waarmee ze wél uit de voeten kunnen.
Figuur 1. De Skinnerbox. 1: De inzetkooi, 2: de keuzepedalen, 3: de startpedaal, 4: de 
voerbak, 5: het tussenschot.
ANTWOORD PATRONEN
Stel dat de onderzoeker steeds een korrel voer geeft, als de ratjes drukken waar het 
lampje brandt. Dan maakt het niet uit of het pedaal links of rechts, met of zonder geluid 
was. Door plaats (links of rechts) en geluid (met of zonder) steeds te veranderen, kun je 
zien hoe ratten 'denken'. Lopen de ratten steeds naar links dan letten zij blijkbaar op de 
linker plaats. Als zij steeds bij het geluid drukken, letten zij blijkbaar op het geluid. De
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antwoord patronen vertellen je waarop ze letten. Hierdoor omzeil je het probleem dat je aan 
dieren niet kunt vragen waarop ze letten. Je kunt het aan hun antwoordpatronen zien.
ONOPLOSBAAR
Zo'n spelletje toont dat ook dieren op een systematische manier oplossingen zoeken en 
dat de ene rat het probleem sneller oplost en systematischer te werk gaat dan de andere. 
Zelfs als de beloning willekeurig wordt gegeven (dan is het probleem onoplosbaar), blijven 
de ratten zich systematisch gedragen. In het begin letten ze bijvoorbeeld op het licht of op 
het geluid. Als ze erachter komen dat ze in geen enkel geval meer beloning krijgen, doen ze 
dat wat de minste moeite kost. Ze drukken afwisselend het linker en rechter pedaal. Dat is 
ook precies wat mensen doen. De ene speler lost Master Mind sneller op dan de andere, 
omdat hij toevallig snel de goede oplossing raadt of een betere aanpak heeft. Als zijn 
tegenspeler ongemerkt na iedere zet de pinnetjes weer anders zet, wordt het spel 
onoplosbaar. Maar ook mensen doen dan niet zomaar wat; zij zullen mogelijke oplossingen 
systematisch uittesten en vervolgens dat doen wat de minste moeite kost.
OPGROEIEN
Waarom is het nu zinnig te kijken hoe dieren zo'n taak oplossen? De onderzoekers doen 
proeven met dieren van dezelfde ouders waarvan het ene in een leeg klein hokje is 
opgegroeid, terwijl het andere in een speeltuin opgroeide. Zo onderzoeken ze of ervaring 
een rol speelt in de manier waarop dieren zo'n taak oplossen. Of ze doen proeven met 
dieren die juist dezelfde ervaring hebben, maar erfelijk verschillen. Zo kunnen ze 
achterhalen of delen van het leerproces erfelijk bepaald zijn.
Wie wil weten of een medicijn invloed heeft op leren, kan dit eerst met ratten testen. Het 
is heel goed denkbaar dat de ratten met kalmeringstabletten een taak niet oplossen, omdat 
ze niet meer systematisch op licht, geluid of plaats letten. En daardoor lossen ze het 
probleem niet op. Als dat een gevolg van een bepaald medicijn is, vraag je je af of zo'n 
medicijn wel bruikbaar is.
Als ratten deze ingewikkelde leertaken op dezelfde manier oplossen als mensen, kunnen 
we nauwkeuriger onderzoeken wat het verloop ervan bepaalt. Dat geldt dan zowel voor de
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manier waarop het leerproces verloopt, als de snelheid waarmee het probleem wordt 
opgelost.
Figuur 1. Bovenaanzicht van een doolhof.
UITLEG DOOLHOF
Dit is het bovenaanzicht van een doolhof. Het oorspronkelijke idee is van de psycholoog 
Krechevsky. De grootte is natuurlijk afhankelijk van je huisdier. Voor een hamster moet 
het doolhof ongeveer 25*25*100 cm zijn. Je zet je huisdier in de startplaats en legt iets 
lekkers voor hem aan de finish. Met het verplaatstbare schot (a) kun je de linker of rechter 
gang afsluiten. Zo kun je je huisdier leren om bijvoorbeeld steeds links of afwisselend links 
en rechts te laten lopen. In het begin zal hij dan steeds fouten maken door de afgesloten 
gang in te lopen. Later loopt hij feilloos van de start naar de finish. Het driehoekige blokje 
(b) met één zwarte zijde kan ook ondersteboven worden geplaatst. Zo kun je je huisdier 
leren steeds naar de zwarte zijde te lopen, of die nu links of rechts is. Als je de 
tussenschotten open laat staan (zodat beide gangen open zijn) en de blokken steeds weer 
anders plaatst, kun je zien of het dier kiest voor links, rechts, zwart of wit. Als je je huisdier 
wilt leren om alleen naar de zwarte zijde te lopen, vergeet dan niet hem ook alleen dan te 
belonen (een lekker brokje voer te geven) als hij ook steeds langs de zwarte zijde heeft 
gelopen. Anders raakt ook hij de draad kwijt.
Vergeet niet te noteren hoe je doolhof er uit zag en welke keuzes die het dier maakte. 
Alleen dan kom je erachter waar hij op let.
Veel succes, Carla Coenders
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