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Työssä tutkitaan, kuinka Design Structure Matrix (DSM) – matriisityökalua voidaan 
hyödyntää yrityksen tietojärjestelmäportfolion hallinnassa. Aihe liittyy laajempaan yri-
tysarkkitehtuurin (Enterprise Architecture, EA) kokonaisuuteen, jonka tavoitteena on 
yrityksen liiketoiminnan ja tietojärjestelmien parempi yhteistoiminta. Yritysarkkitehtuu-
rin viitekehykset eivät kuitenkaan yleensä tarjoa konkreettisia tapoja arkkitehtuurin ke-
hitysehdotusten luomiseen. Tämä otettiin tutkimuksen kohteeksi. 
 Työ toteutettiin yksittäisenä tapaustutkimuksena, jonka tavoitteena oli lisätä koh-
deyrityksen tietojärjestelmäarkkitehtuurin muutosjoustavuutta. Tarkasteltavat ohjelmat 
liittyvät yrityksen tilaus-toimitus –prosessiin. Yrityksessä haluttiin antaa eri toimipisteil-
le vapaus päättää kuhunkin prosessin vaiheeseen liittyvistä tietojärjestelmistä itsenäises-
ti, mutta samalla varmistaa toimipisteiden tuottaman datan yhteensopivuus. Tältä työltä 
haluttiin tapa luoda kehitysehdotuksia, jotka täyttäisivät edellä mainitut tavoitteet. 
 Yhdistämällä tutkittavan yrityksen tavoitteet ja kirjallisuuskatsauksen tulokset tun-
nistettiin kaksi vaihtoehtoista suuntaa arkkitehtuurin kehittämiseen. Prosessin vaiheiden 
välinen tiedonsiirto voitaisiin toteuttaa joko suoraan vaiheelta toiselle, tai hyödyntäen 
koko tietojärjestelmän kattavaa väylärakennetta tiedon siirtämiseen. Työn käytännön 
osuus tarkastelee, miten nämä kehitysehdotukset voidaan luoda ja visualisoida DSM-
työkalun avulla. Tämän lisäksi työssä tutkitaan myös DSM:n automaattista klusteroin-
tia. Tämän toivotaan luovan vaihtoehtoisia tapoja tietojärjestelmien ryhmittelyyn tilaus-
toimitus –prosessin vaiheiden lisäksi. 
 Työn tärkein teoreettinen tuotos on tapa analysoida yritysarkkitehtuurin kehityksen 
aikana kerättyä dataa. Ehdotettu metodi on kehitetty yhdistämällä tietoa sekä tietojärjes-
telmistä että DSM:sta. Työn käytännöllinen tulos on konkreettinen työkalu, jolla voi-
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This thesis examines how the Design Structure Matrix (DSM) tool could be used in 
managing an enterprise’s information systems portfolio. The goal is related to a larger 
concept called Enterprise Architecture (EA), which seeks to better link together the 
business and the information systems in use. However, EA frameworks and previous 
literary works are often quite abstract in nature, offering guidelines on what data to col-
lect but not what to do with the data. Thus, a practical method of analysis was needed.  
 The research was carried out as a single case study. At the case company, the prima-
ry goal for EA development was to increase the system’s flexibility to change. The fo-
cus was on applications linked to the company’s order-delivery process. The company 
wanted to allow each site freedom in choosing information systems for each phase of 
the process, but simultaneously ensure interoperability between sites. What was desired 
from this thesis was a way of generating development proposals for this type of archi-
tecture development, which could then be further refined. 
 Based on the case company’s vision and a literature review, two distinct avenues 
were identified for developing the architecture. The communications could be organized 
so that information flows from module to module, or by defining a bus to move data 
between modules. The practical part of this thesis examines ways of generating these 
suggestions and visualizing them using the DSM. In addition, automatic clustering of 
the DSM was examined; this was seen as a way of generating clustering schemes alter-
native to those based on the process phases. 
 The main theoretical contribution of the study is a method for analysing data col-
lected as part of EA work, created through combining theory on both information sys-
tems and the DSM. As a practical contribution, a concrete tool was developed during 
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This chapter discusses the background for the study, and the objectives and research 
questions to be examined. An outline of the rest of this thesis is also presented.  
1.1 Background 
1.1.1 Motivation for the study 
IT environments in companies are becoming more and more complex (Schmidt and 
Buxmann, 2010, p. 168), and have been for decades. Already in 1985, (Porter and 
Millar, 1985) brought up the growing importance of information technology, while not-
ing that it was not even then rare to have application portfolios with hundreds of sys-
tems running on and connecting through a plethora of different technologies. With the 
considerable evolution of computer hardware and software between then and now, the 
situation has not become any easier.  
 This becomes a problem, when in a quickly changing business environment, “enter-
prise systems need to be constantly and smoothly re-engineered” to match the market 
conditions (Chen et al., 2008, p. 647). This is hardly a trivial task, and the poor align-
ment between the company’s business strategy and the information systems available is 
continuously a high concern among information system managers. (Luftman and Ben-
Zvi, 2012; Luftman et al., 2009, 2005) The worst situation is when making changes to 
the application portfolio is so risky and expensive, that strategy and processes are built 
to cater to the information systems in use, and not the other way around. 
 Information systems management at the case company also faces the typical prob-
lems of an international, established organization, as presented by (Schmidt and 
Buxmann, 2010, p. 170): continuous modifications at distant sites, driven by local 
stakeholder concerns, implemented by various subcontractors while the systems are in 
use. All this adds to the complexity of the company’s information systems environment. 
In addition, in enterprise systems as well as in single software products, (Lehman, 1996) 
Second Law of Software Evolution holds (Schmidt and Buxmann, 2010): the complexi-
ty of a software system increases if actions are not explicitly taken against it. This has 
been noted also at the case company: incremental evolution brings with it interconnec-
tions between applications that on the one hand make the overall system more efficient, 
but on the other hand often cause unexpected problems, when changes are made to ap-
plications. Thus, the flexibility of the application portfolio suffers even though efficien-
cy increases. The information system becomes in this case “digital cement”: when hard-
ened due to the increase of interconnections, it cannot be changed without breaking the 
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system, and even worse, it also locks the surrounding organization in place. (Dreyfus, 
2009, p. 5) 
 Other concerns include the costs and continuity of IT support. Local development 
and legacy systems that have come with mergers mean that some information systems 
may be in use in a very limited area, with only few people having intimate knowledge 
of the technology. However, these programs can be central to the operation of the whole 
system-of-systems. This represents an obvious personnel risk, as well as a cost source, if 
specialized support teams have to be maintained for systems with limited geographical 
use.    
 Enterprise Architecture (EA) has been proposed as one way to tackle these problem 
(Sowa and Zachman, 1992; The Open Group, 2011). There is a wide range of different 
EA frameworks and approaches that claim to represent a holistic view to the enterprise, 
with the aim of linking IT with the strategic goals of the organization. Despite few 
works presenting methods for quantitative analysis (Iacob and Jonkers, 2013, p. 249) or 
concrete evidence of benefits (Tamm et al., 2011), EA has spread widely in recent years 
(Schekkerman, 2005, p. 33).  
 The case company also has an EA program in progress, with the main focus being at 
the moment on the application architecture (AA), i.e. the specific collection of applica-
tions in use. A promising method for performing the AA analysis is the design structure 
matrix (DSM): a square matrix tool with the same elements in both rows and columns, 
used for mapping interactions between system components. The introduction of the tool 
is often credited to (Steward, 1981), who used the technique to analyze engineering de-
sign processes. Many other fields of application have been examined since (Browning, 
2001; Eppinger and Browning, 2012).  
 The DSM seems like a good choice for two reasons. Firstly, several EA frameworks 
(DoD, 2010; The Open Group, 2011) propose using square matrices in modeling con-
nections between system components. Secondly, many types of analysis approaches 
have been developed for the DSM. However, as discussed later in chapter 3, there are 
few literary works in which the DSM is used explicitly in an EA context (cf. Lagerström 
et al., 2013a, 2013b; Waldman and Sangal, 2007). In addition, none of these present 
practical guidelines for linking the DSM approaches to managerial implications, needed 
for practitioner acceptance. This is what this study aims to contribute.  
1.1.2 Study focus   
As a background, Figure 1-1 shows two example DSMs. The one on the left might show 
the situation after mapping interactions in a system, but before any analysis has been 
carried out. The interactions have been identified, but they do not form any logical 
groups, instead being spread out. The one on the right, on the other hand, shows interac-
tions divided into loosely coupled groups. The aim has been identifying separate mod-
ules, one of the goals for which the DSM is well suited (Eppinger and Browning, 2012).   
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 The more specific focus of the study is presented in Figure 1-2. EA development 
and planning often includes scenario analysis (Schmidt and Buxmann, 2010, p. 174). A 
simple scenario analysis method would include the phases in the figure: map the as-is 
architecture (1), choose criteria for developing prospective to-be architectures (2), make 
alternative plans (3 and 4), and then implement the best one (5).  
 This study focuses on steps 1 to 3 in the figure: applying theory to adapt DSM to the 
problem at hand, and to find criteria for good to-be architectures. The case company 
seeks open-minded to-be architecture proposals based on theory; these, while not neces-
sarily implementable straight off, are hoped to give new perspectives on developing the 
architecture. Therefore, the to-be architecture is divided into theoretical and practical. 
There could be considerable differences between the theoretical and practical plans, 
which is portrayed in the difference between DSMs in phases 3 and 4.  
 The process is also meant to be repeatable: after changes have been implemented in 
 








phase 5, a new round of analysis begins at phase 1. However, forming the practical 
plans and implementing them in phases 4 and 5 are ruled outside the scope of this the-
sis, for two reasons. Firstly, the interest of the case company is mainly in phases 1-3. 
These contain reusable information that can in the best case be applied at different sites, 
forming a standardized approach for AA analysis. Phases 4 and 5 are much more de-
pendent on the context, such as specific technological implementations. Secondly, the 
last two phases would require research on additional, extensive subjects, such as IT pro-
ject management. This is not possible due to time and resource constraints. 
1.2 Research problems & objectives 
Based on the above, the main research problem of this thesis can be formulated as fol-
lows: 
How can DSM be used to develop proposals for to-be application architecture as 
part of a company’s information technology strategy? 
The question takes into account the specific interest in DSM as the approach; the tenta-
tive role of the architecture proposals as presented in Figure 1-2; and finally that the 
company’s existing IT strategy will form the background for the development, and must 
be taken into account. This background could present itself e.g. in the criteria chosen for 
phase 2 of Figure 1-2.  
 However, the presented question is very general in nature, and so can be elaborated 
further. First, as the DSM is the main tool for analysis, any limitations it has will heavi-
ly affect the applicability of results. Therefore the question of highest importance is 
whether using the DSM requires making any assumptions or setting limitations. These 
must be made explicit.  
 The second question is what source data are needed in the analysis. This includes 
the elements and connections in the DSM. If the object of analysis is the AA, then an 
intuitive choice for the elements is the applications in use. However, this may not be the 
only opinion, and still leaves the question of the interconnections open. There may also 
be need for including other attributes in the elements than just names. These could the 
intended user group or the expected lifetime of an application, to name some examples. 
 Third, referring to Figure 1-2, there is the question of what criteria should be used to 
form suggestions for to-be architectures. What are objectives that are useful for the case 
company? Related to this is, of course, the question of what kinds of perspectives the 
DSM can provide. Finally, following from the third question, the criteria need defined 
measures. This allows an explicit comparison of as-is and planned to-be architectures, 
and as-is architectures at different times.  
 Thus, the more specific research questions are as follows: 
1. What assumptions and limitations have to be taken into account when using 
DSM?  
Chapter 1: Introduction  5 
2. What as-is source data are needed for forming a tentative to-be AA using the 
DSM?  
3. What criteria (e.g. modularization) for developing an application architecture 
should be chosen, and why?  
4. What are the metrics for the criteria? 
However, questions 2-4 are very much interlinked. On the one hand, if the DSM sets 
limits what source data can or should be used, then this limits what kinds of analyses 
and measurements can be performed, and therefore the needed source data should be 
defined first. Also, there could be practical limitations on how much and what types of 
data can be collected, which again affects the possible points of analysis. This view is 
reflected in the order of the research questions. On the other hand, if the limitations 
mentioned above are not critical, then the development criteria could be defined first 
and then collect the data relevant to these criteria. The most likely scenario is some 
combination of these two, and as such the respective order of questions 2-4 is not im-
portant.    
 Answers to the questions can be approached both from the general views presented 
in literature, and from the information needs of the case company. Previous research 
presents approaches that have been based on existing knowledge and often tested in 
practice, giving them credibility. However, to allow generalizability, they are always 
simplifications: applicable in many contexts while not exactly portraying any. Thus, it is 
unlikely that theory would present an approach with an “exact fit”. As the case company 
is looking for practical gain out of this study, their particular needs will have to be re-
flected in the development criteria and measures, which in turn affect the needed source 
data.  
 As for the objectives of the study, the first one is of course to seek answers to the 
questions presented above. In addition, what the case company hopes for is a concrete 
tool for EA development. Ideally, this would be presented in the form of a step-by-step 
guide, so that the analysis can be repeatedly carried out in similar fashion. Thus, the 
objective of the study can be formulated as follows: 
To offer the case company a step-by-step guide for using DSM in developing ap-
plication architecture, taking into account the possible limitations of DSM and of-
fering relevant development criteria based on literature and the needs of the com-
pany. 
When developing such a guide, one must again take into account not only the theoreti-
cal background, but also the constraints and interests of the business. As such, an ap-
proach proposed in the literature might not be suitable if it is too costly or time-
consuming to implement, even if it would produce useful results. 
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1.3 Research methods 
Background information and relevant theory were first collected on EA and DSM 
through a literature review. This was conducted in the latter half of 2013, mainly in 
June, July and August. The subjects of EA and DSM have different roles in this thesis, 
with DSM being the main focus and EA forming the “frame” in which DSM is applied. 
Thus, the literature reviews were not conducted in identical fashion. Specific details are 
given in chapters discussing these subjects. 
 The research itself is conducted as a case study. Although case studies often struggle 
to present generalizable theory, they are valuable in motivating and inspiring research 
questions and illustrating findings, if the conceptual contribution of the study is strong 
enough on its own (Siggelkow, 2007). The main contribution of this study will indeed 
be conceptual, aiming to propose a still lacking, concrete way of using DSM in AA 
analysis. This will be achieved by combining knowledge presented in literature and data 
from the case company for a comprehensive view based on both theory and practice. 
Thus, the case study will act as a way of forming ideas for the conceptual contribution 
and presenting the results achieved. In addition, case study as a method is closely linked 
to the reality of the case company, which eases the practical problem of researcher ac-
cess. This is an important factor due to the limited resources available.    
1.4 Study outline 
The rest of the thesis proceeds as follows. Firstly, the results of a literature review are 
presented in chapters 2 and 3. Chapter 2 sets the background for the study by presenting 
information on EA: definitions for the term, common elements of different EA ap-
proaches, and the aims of EA. In addition, the current situation of the case company’s 
EA work is presented. This forms a frame for chapter 3, where DSM is discussed. An-
swers to research questions based on literature are presented: what to analyze with the 
DSM, what data are needed, what assumptions are made. 
 Chapter 4 presents the approaches to be tested. In chapter 5, the case study, these are 
combined into a tool that can be used repeatedly. Finally, in chapter 6 the results and 
limitations of the study are discussed and possible roads for future studies are presented.  
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2 THE FRAME: ENTERPRISE ARCHITECTURE 
In order to understand the frame of reference where DSM will subsequently be applied, 
a literature review was first conducted on enterprise architecture (EA). This chapter will 
present the findings, acting as background for chapter 3, which discusses using DSM in 
the EA frame.  
2.1 Literature review method 
As this section functions more as background, the aim was a broad rather than deep 
view into the field of EA. To this end, the first step was a search on the Scopus and Web 
of Knowledge (WoK) databases with the keyword “enterprise architecture”. The most 
weight was given to articles with at least 50 citations, with special interest pointed to 
review articles.   
 Although articles with a high citation count have a proven track record, focusing just 
on them can omit more recent, yet important articles. Also, a keyword search can also 
leave out important works, if the right keywords are not found. Thus, the next step was 
more exploratory. This was done according to a method presented by (Webster and 
Watson, 2002, p. xvi). They propose three steps: a review of top journals in the field 
being studied, then a look backwards by exploring literature cited by works found in the 
first step, and finally a look forward into works citing the literature from the first step. 
The leading journals were chosen according to the suggestion by the Association of 
Information Systems (AIS Senior Scholars Consortium, 2011). These eight journals can 
be found in appendix 1. 
 As the author wanted to focus on more recent information, each journal was scanned 
from 2005 to 2013, providing that there was access through the Tampere University of 
Technology library. Although few works discussing EA were found, as noted also by 
(Tamm et al., 2011), this search uncovered interesting related concepts, such as enter-
prise application integration (EAI) (cf. Lam, 2005) and service-oriented architecture 
(SOA) (cf. Papazoglou and Heuvel, 2007). Afterwards, interesting works were looked 
for in works both cited by and citing literature found up to this point. 
2.2 Definition 
The ISO standard ISO/IEC 42010:2007 (ISO, 2007) defines “architecture” as follows: 
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The fundamental organization of a system, embodied in its components, their rela-
tionships to each other and the environment, and the principles governing its de-
sign and evolution. 
Architecture therefore means both a “blueprint” for a system, as well as the general 
principles guiding the formation of the blueprint. In comparison with the traditional 
notion of architecture in the built environment, architecture can mean a design for a 
specific building, as well as the underlying principles of the design, such as in “gothic 
architecture”. (Lankhorst et al., 2009, p. 2)  
 The division is further elaborated in The Open Group Architecture Framework 
(TOGAF), where architecture is defined in two parts. Architecture is firstly “a formal 
description of a system, or a detailed plan of the system at component level to guide its 
implementation”, secondly “the structure of components, their inter-relationships, and 
the principles and guidelines governing their design and evolution over time”. (The 
Open Group, 2011, p. 9) The second notion, architecture as guidelines and principles, is 
needed to communicate the formation of the system; in other words, ”architecture is the 
set of descriptive representations that are required in order to create an object” 
(Zachman, n.d.). In order to be understood, a system must be depicted in terms that are 
familiar to all involved in the system. 
 In turn, an enterprise is defined as “any collection of organizations that has a com-
mon set of goals”. Thus, depending on the level of analysis, an enterprise can mean a 
whole company, business or other organization, as per the traditional meaning of the 
word; in the case of a large corporation involved in multiple industries, it can mean a 
part of a company; and in the case of an extended enterprise, it can mean a company as 
well as its “partners, suppliers, and customers”. (The Open Group, 2011, p. 5)    
 Combine the two definitions and you arrive at a definition for EA: it is a formal de-
scription of the structure of an organization with a common set of goals, and on the oth-
er hand a language for depicting said structure. Yet this leads to another question: if an 
enterprise is viewed as a system, what are its components? What makes up an enter-
prise?  
 This is of course dependent on what information is considered essential. However, 
in the EA literature, the main focus is the combination of business processes, the infor-
mation systems that support them, and the infrastructure that the information systems 
run on. Presumably this has to do with the origin of the enterprise architecture concept. 
EA is seen to have evolved from the analysis of enterprise IT architectures, with 
(Zachman, 1987) being considered the seminal work in the field. (Richardson et al., 
1990), on the other hand, is considered the first to have extended the focus to cover 
business concerns, to address the problems in integrating the aims of the business and 
the IT function. (Tamm et al., 2011, p. 142) 
 In keeping with this focus, EA can be defined as follows (Lankhorst et al., 2009, p. 
3): 
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A coherent whole of principles, methods, and models that are used in the design 
and realization of an enterprise’s organizational structure, business processes, in-
formation systems, and infrastructure.   
2.3 Contents of EA frameworks 
There is a multitude of different frameworks available for EA (DoD, 2010; Sowa and 
Zachman, 1992; The Open Group, 2011). They often differ quite largely in contents: for 
example, TOGAF (The Open Group, 2011) focuses more on on the method and the me-
ta-model for creating the architecture and less on the resulting architecture products 
(Ota and Gerz, 2011, p. 3), whereas the Zachman framework (Sowa and Zachman, 
1992) does not provide any methodology for architecture creation at all, instead focus-
ing on the schema of organizing information. Choosing one over another is not an easy 
task: (Johnson and Ekstedt, 2004) claim that “it is rarely evident when and why a par-
ticular model is to be preferred over others”. The field of EA is still relatively young, 
compared architecture in for example building design, so a common, “time-tested” ap-
proach to EA has not emerged yet (Chen et al., 2008, p. 647).  However, the different 
models contain similar elements. These are shown Figure 2-1, and discussed next.   
 Firstly, shown in section 1 in the figure, a fundamental idea of EA is to 
acknowledge the different stakeholder groups in the enterprise. A stakeholder is “an 
individual, team or organization (or classes thereof)” that has concerns related to “the 
outcome of the architecture” (The Open Group, 2011, p. 31). For example, a business 
manager may be interested in the business processes, how IS supports these processes 
and at what cost; a system administrator will focus on the maintainability and flexibility 
of the IS; and an end user wants the uninterrupted and quick operation of the systems. 
EA in the abstract sense aims at communicating “with and among stakeholders” about 
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the concerns they have and how these will be taken into account (Chen et al., 2008, p. 
649). 
 The concerns in turn form the basis for creating views to the EA. Due to the com-
plexity of EA, it would not be feasible to try to address all concerns in one large archi-
tectural depiction. Thus, the views contain information relevant to a specific stakeholder 
concern. Architecture frameworks usually attempt to build the holistic view to EA by 
then combining these specific views (Ge et al., 2013, p. 365). 
 In addition to the stakeholder views, the EA is often divided also into different lay-
ers (Winter and Fischer, 2007) or domains (The Open Group, 2011). This is presented 
in section 2 in the figure. The layers in the figure are from (Winter and Fischer, 2007, p. 
2), but many different domain specifications exist (Mikaelian et al., 2011, p. 458; Sowa 
and Zachman, 1992; The Open Group, 2011). Often these proceed from abstract to con-
crete, from strategic plans through business processes and information needs to software 
and technological infrastructure. Thus, the more abstract layers set restrictions and re-
quirements for the more concrete layers, aiming to ensure that each layer is connected to 
the high-level goals of the enterprise. The views necessary for each layer guide the in-
formation content of the layers, to ensure that relevant stakeholder concerns are being 
addressed.  
 It must be noted, that there is disagreement on the terminology and the relationship 
between EA views and layers. Some frameworks subject the views to the layers (The 
Open Group, 2011), others place them on the same level (Sowa and Zachman, 1992), 
while yet other frameworks and authors make no difference between the two (DoD, 
2010; Tang et al., 2004). This might have to do in part on the intended environment of 
the framework: DoDAF was designed primarily for use in the U.S.A. Department of 
Defense; therefore the information needs of the stakeholders can be clearly identified 
and there is no need for layers in addition to views. On the other hand, TOGAF is de-
signed to be widely applicable, so it is prudent to present a list of layers relevant to most 
enterprises, while leaving the more specific definition of stakeholder views to the enter-
prise itself. 
 In the third section in the figure are the enterprise architecture principles. They are 
often presented as the most important part of an EA (Stelzer, 2009, p. 13), beginning 
already with (Richardson et al., 1990, p. 389). (Stelzer, 2009) divides these into design 
and representation principles. Representation principles concern the architecture as lan-
guage: they contain “propositions for describing and modeling architecture” (Stelzer, 
2009, p. 15), and therefore define how the architectural descriptions should be formulat-
ed. The chosen representation principles then should guide the notation in the views, so 
that common ways of communication are used in the enterprise. Examples of represen-
tation principles include understandability and completeness (Stelzer, 2009, p. 15),.  
 Design principles on the other hand concern the architecture as a blueprint, with 
rules and guidelines for the architecture itself. These include for example loose coupling 
and separation of concerns. (Stelzer, 2009) (Chen et al., 2008, p. 649) raise above all the 
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principle of fitness-for-purpose: EA should only be developed up to the point that the 
results remain useful. 
 Finally, a fourth element that EA frameworks usually contain is a toolset for manag-
ing the views and their change and development (Ota and Gerz, 2011, p. 1). The content 
of the views should be updated to match changes in the operating environment of the 
enterprise and technological development. In addition, stakeholder concerns and thus 
the views themselves also change (Pouloudi, 1999). Therefore, the architecture will 
need to be updated regularly to be of use (Schmidt and Buxmann, 2010, p. 170). To this 
end, TOGAF, for example, proposes the Architecture Development Method (ADM), a 
cyclical process from planning to implementation to measurement to planning again. 
The Zachman framework (Sowa and Zachman, 1992), on the other hand, contains only 
the set of views to depict the enterprise, and so it must be complemented with a method 
for updating the views.  
2.4 Is EA valuable? 
The end product of EA work should be a plan, a road map, for developing the relevant 
domains of the total architecture, based on a gap analysis of current and desired fea-
tures, addressing stakeholder concerns. Ideally EA helps in both identifying necessary 
changes to the system as well as positioning these changes within the system, therefore 
“providing both stability and flexibility” (Lankhorst et al., 2009, p. 8). On the other 
hand, EA “marks the separation between what should not be tampered with and what 
can be filled in more freely”. (Lankhorst et al., 2009, p. 4), acting as standards that en-
sure interoperability between applications, while leaving space for innovation (Boh and 
Yellin, 2006, p. 166). Thus,  it provides a framework, a “skeleton”, for subsequent fill-
ing with more detailed design work (Chen et al., 2008, p. 648).  
 Therefore, the expected value of EA comes from a unified approach. The lack of 
enterprise-wide guidance typically leads to local optimization and short-term solutions, 
even more so in a global environment, where the variety of stakeholder interests is man-
ifold (Schmidt and Buxmann, 2010, p. 179). EA should enable reuse of “IT components 
and services”, leading to obvious economies of scale, reduced complexity and a smaller 
pool of required IT skills. Another important goal is making possible for systems in 
different business units to function together. (Boh and Yellin, 2006, p. 166) This in turn 
is essential for cross-unit synergies that are required for quick responses to market 
changes (Tanriverdi, 2005). 
 Yet, realizing these benefits is far from easy. An EA plan, or even implementing EA 
itself, often call for large-scale changes to the organization, with the usual risks and 
challenges of change management. 
 Firstly, building and using EA is not only a technical challenge. Of course, a techni-
cally sound EA, that takes into account all relevant concerns, built with sound methods 
and resulting in a well-documented architecture plan, is a prerequisite for a successful 
EA initiative. Yet, even if technically sound, the plan must be both understood and ac-
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cepted by all relevant stakeholders, not just the architects.  Then, if the EA initiative 
has been performed in too much detail, it might turn out that the environment and the 
organization has changed too much in the meanwhile, rendering the EA plan obsolete. 
Yet another problem is the tradeoff between rigorous standards for the enterprise and 
the flexibility to innovate and change. The leadership qualities of the lead architect are 
of great importance here, and extensive communication and often corporate politicking 
are required to succeed. (Boster et al., 2000) 
 Secondly, EA has no value, if the plans and standards are not conformed to in the 
first place; the rules and guidelines set by EA must be enforced. Therefore, EA govern-
ance and the EA management function have a great impact on the success or failure of 
the EA initiative. This could present itself as, for example, reviewing proposed projects 
to ensure conformity. (Boh and Yellin, 2006; Schmidt and Buxmann, 2010) 
 Thirdly, quantitative analysis of EA scenarios is also difficult, and has not been 
widely discussed in literature (Iacob and Jonkers, 2013, p. 239). (Johnson and Ekstedt, 
2004; Johnson et al., 2007a, 2007b) propose one approach, using influence diagrams in 
order to define concepts related to EA and dividing an EA concern into measurable sub-
concepts. However, even though the authors focus only on the concern of information 
security, and their examples have only a few components, the approach firstly requires 
defining a large number of constituent concepts, secondly creating extensive probability 
matrices for calculating how the defined concepts relate to each other. Both of these 
steps require a lot of human input in the form of either research into a subject, or expert 
opinion. 
 It is also worrying that there is little empirical evidence on whether and how EA 
actually adds value to an organization. (Tamm et al., 2011) As such, and with the chal-
lenges in quantitative analysis, a corporate-level initiative such as EA could be difficult 
to argument to individual business units; the costs start accumulating immediately while 
benefits are “long –term, global in scale, and difficult to measure” (Schmidt and 
Buxmann, 2010). 
 All in all, there are considerable challenges and open questions related to the use 
and value of EA in an organization. This is one of the reasons the case company is look-
ing for robust analysis tools to aid in EA work. The next chapter discusses the DSM as 
an approach.  
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3 USING DSM IN THE EA FRAME 
DSM usually stands for design structure matrix. However, the abbreviation is also used 
for many other but similar matrix-based design techniques, such as dependency source 
matrix, dependency map and    matrix (Browning, 2001, p. 293). The term DSM will 
be used in this text. This chapter focuses on how DSM is used as a method in general 
and in the context of software. 
3.1 Literature review method 
Due to DSM being unknown to the author, the first step was to search for general in-
formation on the subject. The starting point for the search was (Eppinger and Browning, 
2012): with a wide selection of examples from different industries, it gave a good over-
view of applying the DSM. The authors are also well-known in the field, so the repre-
sentability of their selection of examples could be treated with confidence. The exam-
ples that they present were also highly cited in Scopus, WoK and Google Scholar. This 
approach gave insight into fields where DSM has been applied, and in what types of 
analyses. These are considered in chapter 3.2.  
 However, for specific information on using DSM in analyzing EA, a more specific 
search was needed. Thus, the next step was a search for literature on using DSM in en-
terprise architecture. The first search was made on Scopus and WoK using as keywords 
known terms for both enterprise architecture (enterprise architecture, application archi-
tecture, IT architecture, service-oriented architecture, information systems architecture, 
data architecture) (Bidan et al., 2012, p. 289) and for DSM (DSM, design structure ma-
trix, dependency structure matrix, dependency structure method, dependency source 
matrix, dependency system model, deliverable source map, problem solving matrix, 
incidence matrix,    matrix, interaction matrix, dependency map). After the initial 
search, more keywords were identified, and were subsequently added to the search. The 
total list of keywords used is shown in Table 3-1. The specific search strings used in this 
phase can be found in appendix 2. 
 However, there were limitations to what articles were considered useful at this stage. 
Firstly, articles related to how to use the DSM technically were not the goal of this 
search, as they had been considered in the previous step concerning DSM in general. 
These included e.g. literature on algorithms for modifying the DSM. Secondly, many 
articles were not suitable for the case company’s needs. There were several reasons for 
this. Some articles were specifically related to a certain industry, and applying these to 
the case company’s context would have been difficult. The case company also had al-
ready performed extensive data collection, and thus these data formed a frame in which 
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the analysis methods would have to fit; radical changes to the source data were not pos-
sible. This ruled out several articles, which presented concepts building on certain data. 
In the end, three articles filling the requirements were found, sadly none of them 
peer-reviewed: (Brøndum and Zhu, 2010; Simpson and Simpson, 2009; Waldman and 
Sangal, 2007). A later exploratory search uncovered two additional working papers, 
namely (Lagerström et al., 2013a, 2013b).  
However, with only five pieces, the theory used in this thesis could not be based on 
these sources alone. Thus, the requirements were relaxed to an extent, in order to find 
usable analogies between existing literature and the case company’s situation. This 
brought back to consideration some articles that had been previously excluded. 
 In addition, the general research into DSM had revealed that it has been widely ap-
plied in the analysis of software in general. This felt like a logical match. After all, there 
are obvious similarities between a single software product and AA, as AA is in effect a 
system of software systems. Thus, in theory, each element of an AA DSM could be 
“exploded” to show in greater detail the exact connections within a software system. 
However, differences were to be expected as well, due to e.g. the lower granularity of 
an AA DSM. Also, it was not clear, if a single software system and a system of systems 
can be analyzed in the same way. These considerations were taken into account in as-
sessing the literature’s applicability. They will also be discussed in the applied section 
of this thesis, from chapter 5 onwards.    
 Looking for additional literature, the sample of literature was widened through 
snowball sampling, adding items that appeared often in other literature or seemed inter-
esting based on the citations. Of course, this made the research more exploratory than 
systematic, but this was necessary due to the field being unknown to the author. 
 The rest of chapter 3 will present information gathered on the DSM. First, general 
guidelines on using DSM are discussed in chapter 3.2. Then, more specific results for 
Table 3-1: Search keywords for DSM in EA setting 
Subject Enterprise architecture DSM 
Keywords 
enterprise architecture dsm 
application architecture design structure matrix 
IT architecture dependency structure matrix 
service-oriented architecture dependency structure method 
information systems architecture dependency source matrix 
data architecture dependency system model 
technology architecture deliverable source map 
system-of-systems problem solving matrix 
  incidence matrix 
  N^2 matrix 
  N squared matrix 
  interaction matrix 
  dependency map 
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using DSM in EA and software are presented. Chapter 3.3 considers interactions, the 
marks in the DSM, and chapter 3.4 the types of analysis that the DSM should then be 
subjected to. This will give theoretical tools for the research presented in later chapters.    
3.2 DSM in general 
3.2.1 Basic information on DSM 
In all simplicity, the DSM is a “square matrix, with the rows and columns identically 
labeled and ordered, and where the off –diagonal elements indicate relationships be-
tween the on-diagonal elements” (Eppinger and Browning, 2012, p. 6). In this thesis, the 
elements in the rows and columns will be called “elements”, and the elements populat-
ing the matrix will be called “marks”. The elements represent components of the system 
being analyzed, whereas the marks represent “relationships” between the components.  
 The description above is intentionally highly general; that is part of the usefulness of 
the DSM. Firstly, when defining “component”, the most important requirement is that 
what the components represent is suitable for the domain being analyzed and the desired 
granularity of the analysis. The dictionary definition is representative in this context: a 
component is a “constituent part” of a system (Merriam-Webster, n.d.). As such, the 
DSM as a method sets no restrictions on what systems and what components can be 
analyzed; what is important is that modeling the system yields useful information. In 
addition, every complex system consists of a nested hierarchy of other subsystems 
(Simon, 1962). Thus, every component could theoretically be “exploded” to show its 
constituent components, or a group of components could be “consolidated” into a high-
er-level component or module. What limits this zooming ability is the usefulness of the 
results and the availability of information on the inner structure of the components. 
 Regarding what the elements usually represent, (Browning, 2001, p. 293) proposes a 
two-level hierarchy for DSM classification. The first distinction is between static and 
dynamic DSMs: in a static DSM, all the elements in the DSM exist simultaneously, 
whereas a dynamic DSM also has a time dimension, i.e., an element further down the 
DSM is worked on later than an element which is higher.  
 On the second level, static DSMs are further divided into component-based or archi-
tecture DSMs and team-based or organization DSMs (Browning, 2001, p. 293). As the 
names suggest, an architecture DSM is often used to analyze the architecture of prod-
ucts, either concrete (e.g. Pimmler and Eppinger, 1994) or abstract (e.g. MacCormack et 
al., 2006 in software). Organization DSMs are used in depicting the structure of an or-
ganization, for example in order to identify logical teams based on the frequency and 
importance of interactions (Eppinger and Browning, 2012, p. 84). 
 Dynamic DSMs can be further divided into activity-based or schedule DSMs and 
parameter-based DSMs (Browning, 2001, p. 6); however, (Eppinger and Browning, 
2012, p. 11) argue that the two are very similar in use, and combine both under the cate-
gory of “process architecture DSM”. As said, these types of DSMs have a temporal di-
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mension, and as such they are used in mapping for example processes and projects, with 
the DSM elements representing activities (Eppinger and Browning, 2012, p. 131). 
 Secondly, “relationship” is defined with similar abstraction; the relationships can 
depict anything relevant to the domain being studied. Often, the word “interaction” is 
used instead of “relationship”. The marks populating the matrix can depict different 
types of interactions depending on the context: transfer of material, energy or infor-
mation (e.g. Pimmler and Eppinger, 1994); communication between persons or teams 
(Sosa et al., 2004, 2003); or needed inputs from one process phase to another (Danilovic 
and Browning, 2007). In addition, the marks can be either binary – i.e., there is or is not 
an interaction between two elements – or numerical – i.e., with a value giving additional 
information on the interaction.  
 Moreover, two conventions exist regarding the direction of the interactions: the in-
puts for an element can be marked either in the element’s row or column, and converse-
ly the input in the other. The choice is not critical, as either one can be transformed into 
the other by transposing the matrix. What is important is that the choice is made clear. 
(Eppinger and Browning, 2012, pp. 4–5) For later analyses, this thesis adopts the 
convention of outputs in rows and inputs in columns. 
3.2.2 Modifying a DSM 
It is stated that already the process of forming a DSM can have benefits, as it increases 
knowledge of the system being examined (Eppinger and Browning, 2012). However, 
methods for modifying the DSM have also been developed; often this means rearrang-
ing the elements in a DSM so that they form a better architecture by some metric. The 
aims for modifying are different for static and dynamic DSMs. Static DSMs are usually 
“clustered”, while dynamic DSMs are “sequenced”. These are examined next. 
 Clustering aims at arranging the elements into clusters: sequential sets of DSM ele-
ments grouped to “achieve efficiencies through common membership in the cluster”. 
Examples of grounds for clustering include being “produced by a common supplier, 
sharing multiple interfaces, or having complex interactions”. (Eppinger and Browning, 
2012, p. 24) Thus, clustering a DSM means reordering the elements, or the rows and 
columns, so that the chosen objective is achieved. 
 When clustering, it does not matter on which side of the diagonal the marks are, as 
there is no time element involved. In sequencing, on the other hand, marks below the 
diagonal are undesirable as they represent feedback, or information which is needed 
before it is available (note that this is dependent on the chosen convention on the direc-
tion of the interactions). Sequencing therefore has two aims in arranging the elements: 
firstly, to keep the amount of feedback marks to a minimum; secondly, two keep the 
required feedback loops as short as possible. (Eppinger and Browning, 2012, pp. 141–
143) 
 It must be noted that limiting clustering only to static DSMs and sequencing to dy-
namic DSMs is an unnecessarily black-and-white approach, and (Browning, 2001) pre-
sents several ideas for widening this view. In the software domain, both clustering 
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(MacCormack et al., 2006) and sequencing (Sangal et al., 2005; Sosa et al., 2007a) have 
been applied to essentially identical DSMs, thus pointing out that one should not limit 
oneself to only one type of analysis.  
 Clustering and sequencing can give insight into the architecture, but they only result 
in permutations of the same matrix. An additional method is tearing, which means a 
temporary removal of marks (Steward, 1981). Tearing allows more flexibility in the 
analysis, as it truly changes the DSM. Of course, this kind of modification can be ex-
tended to adding marks and adding, removing or combining elements, but for some rea-
son these have not been given special names.   
 Using the general methods above and possibly other, case-specific methods, DSM 
analysis is then usually carried out by exploring several possible scenarios and weighing 
“the pros and cons” of each. (Eppinger and Browning, 2012, p. 89) What these pros and 
cons are depends on the domain; e.g. in organization DSMs cons could be “physical or 
political constraints on the size and composition of groups, such as the size and/or loca-
tion of a facility and established reporting relationships” (Eppinger and Browning, 
2012). 
 Of course, what the pros and cons are is not a trivial question, and depends again on 
the circumstances where the DSM is being deployed. Many kinds of metrics have been 
developed for e.g. measuring the modularity of the analyzed system; these are given a 
more in-depth appraisal in chapter 3.4.3. By comparing the metric values between the 
current and proposed DSMs, the system architect can gain some insight into how the 
changes will affect the system.  
3.2.3 Obstacles and challenges in using DSM 
As said, the DSM is a very general type of tool, as are all matrices. As such, the DSM in 
itself does not set any limits or assumptions on its use. More important is that the infor-
mation put into the DSM is as accurate as possible, and represents the problem at hand 
accurately. This is where the problems lie. 
 Firstly, collecting data for the DSM relies often on human input: information on 
elements and interactions are collected from the tacit knowledge of experts using e.g. 
interviews and surveys. Especially when analyzing a large system, the error-prone na-
ture of the human mind can introduce flaws into the DSM. Sometimes researchers can 
omit by accident persons, who would have valuable inputs. As such, “the quality of the 
DSM depends heavily on who was invited to provide inputs to the DSM”. (Eppinger 
and Browning, 2012)   
 There are ways to tackle this. The data should be gathered in the directions of both 
the inputs and the outputs; in other words, the experts should all be asked, which com-
ponents provide inputs to their components, as well as who they provide inputs to. This 
gives a two-way view into the architecture, and possible inconsistencies can be dis-
cussed.      
 In addition, recognizing and gaining access to everyone that could have valuable 
input is at the very least time-consuming. Some go as far to give quantitative estimates: 
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“the effort for manually creating a product architecture DSM” has been estimated 
as           , “where T is the number of person hours and N is the number of 
components (parts or subsystems) represented in the DSM model”. Specific values 
could of course be case-specific, but it seems generalizable that the time consumed 
scales strongly with the size of the DSM. (Eppinger and Browning, 2012, p. 44) 
 It helps if the information can be gathered from explicit knowledge, e.g. design doc-
uments. Additionally, especially in the software domain, automatic gathering of data is 
often a viable possibility (e.g. Sangal et al., 2005). This allows the data gathering for 
even systems of thousands of elements to be completed in a reasonable time.  
 Secondly, the DSM is not the best tool for every situation. The DSM has close links 
to graph theory, as any DSM can be presented as a directed graph or digraph, with the 
elements of representing vertices and the marks representing edges. The DSM is 
claimed to have many benefits using a digraph to visualize the same information, such 
as conciseness, intuitiveness and a wide selection of tools for analysis. (Eppinger and 
Browning, 2012, pp. 4, 12) On the other hand, (Sharman and Yassine, 2004) show cases 
where a digraph would present the system structure unambiguously, whereas a DSM, 
and other 2-D representations for that matter, give an unnecessarily complex view. The 
problem is presented in Figure 3-1. 
 
 
Figure 3-1: Comparison of graphs and DSM (adapted from Sharman and Yassine, 
2004, p. 46) 
 In the figure, groups of components 1, 2, 3 and 4 are equally connected to each oth-
er, as presented in the graphs. However, this is not apparent from the DSM. Instead, 
cluster 4 appears as a “bus” component, whilst clusters 1, 2, and 3 can be considered as 
modules, “with some semirandom crosslinking” between clusters 1 and 3. However, any 
of the clusters 1 to 4 could have been set as the bus. Thus, the real structure of the sys-
tem cannot be deduced unambiguously from the DSM, which can have consequences 
Chapter 3: Using DSM in the EA frame  19 
when searching for an optimal layout. Therefore, both representations have their merits. 
(Sharman and Yassine, 2004, pp. 46–47) 
 Thirdly, the choice of the abstraction level has a great impact on the usefulness of 
the DSM. If the level of abstraction is too low, too granular, then the intuitiveness of the 
DSM suffers as there is too much information. On the other hand, a too high abstraction 
level could leave out important details on sub-system linkages. This can be helped by 
constructing a multi-level DSM, each line on a high-level DSM with its own, more 
granular DSM. Thus the level of abstraction can be changed as needed (Lindemann, 
2009) Needless to say, this multiplies the amount of information needed, and the prob-
lems that rise with that fact. However, if e.g. the information collection can be done 
automatically, then this approach is very viable.     
3.3 Interactions 
An essential step in constructing a DSM is to decide what data will represent the inter-
actions between the elements. However, the choice is of course largely dependent on the 
frame where the DSM will be applied. The important questions to ask are, what consti-
tutes an interaction, and what does the interaction imply for the design. 
 As previously explained, in analyzing physical products the marks can represent e.g. 
requirements for elements to be situated closely together, or to be able to pass materials 
or energy between one another, or for team members to communicate effectively. In 
short, the connections have implications in the physical realm, as e.g. fasteners or cables 
between two elements, or decisions to co-locate certain personnel. They will also be 
important when seeking a better architecture, because certain set-ups could be costly or 
even physically impossible to implement. 
 On the other hand, software, and by extension enterprise architecture consists solely 
of information. Therefore using a similar taxonomy to physical products has no value, 
as all the connections will be information, and further there will be no physical limita-
tions to implementing the architectures (Baldwin et al., 2013, p. 29). Thus, no architec-
ture will be strictly impossible. Therefore, it is to be expected that interactions in the 
software domain differ from those used in the physical domain. 
 Based on the literature, authors use interactions of varying levels of abstraction in 
the interactions in software DSMs. Firstly, the interactions can represent specific syn-
tactic connections. Examples include global variables (Schach et al., 2002) and function 
calls (Baldwin et al., 2013; Banker and Slaughter, 2000; MacCormack et al., 2012). 
These works focus on just one type of interaction, which is seen to be of most im-
portance.  
 A higher level of abstraction is presented  in works based on (Sangal et al., 2005), in 
e.g. (Hinsman et al., 2009; Langmead, 2007; Roosmalen, 2007). They use the marks to 
represent explicit references in code to “syntactic elements” of a software system, thus 
any type of syntactic connection is marked. (Waldman and Sangal, 2007) expand this 
approach to analyzing enterprise architectures, by adding to the DSM connections to 
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e.g. databases and business processes. An even more abstract approach is to have the 
marks mean simply a design dependency: if A depends on B and B changes, then A 
might have to change as well (Lopes and Bajracharya, 2005; Sullivan et al., 2001). This 
type of approach would seem to lend itself well to developing a new architecture, as it is 
highly analogous with a task-based DSM: the dependencies are information which must 
be known before designing the dependent component. 
 All the previous examples either require access to the source code or to personnel 
who are familiar with the design of the software system. The other option is that the 
dependencies are implied by some components often being changed together (Cataldo et 
al., 2006; Eick et al., 2001). This type of interaction is useful, as it gives an unambigu-
ous probability for changes propagating to other components. However, studying these 
types of connections requires access to maintenance data, which are not always availa-
ble and are not gathered in the same way in different projects, and so might not be com-
parable (MacCormack et al., 2012, p. 1312). 
 What is common to all these streams of literature is that the marks in the DSM 
should represent the impact that changing one component has on another, as presented 
in e.g. (Sharman and Yassine, 2004). Thus, the different interaction types presented in 
the literature can summed as dependency: if a change is made in on component, another 
might have to change as well. Either the dependencies are found out statistically (statis-
tical dependency), defined as part of the design of the program (designed dependency), 
or approximated by using a proxy value (specific / any syntactic dependency). This is 
summed in Figure 3-2. 
 However, one still has to decide between using binary and numerical interactions. 
Sadly, the authors don’t always document their approach very clearly. For example, the 
works by MacCormack et al. state that the interaction they use is the function call. Yet 
 
Figure 3-2: Summary of interaction types 
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they don’t say if the marks are binary or numerical. In other words, is one function is 
enough to put a mark between two elements, or is the strength of the interaction meas-
ured by e.g. the number of the function calls? A mark in a binary DSM basically means 
a 100% probability of a redesign, whereas a numerical DSM, if normalized, can repre-
sent probabilities anywhere between 0% and 100%. 
 One possible approach would be to apply ratings for different software interactions, 
in accordance with the level of the coupling. (Fenton and Melton, 1990) present a wide-
ly used measure (Lagerström et al., 2013a, p. 4) for the complexity of software cou-
pling, based on a six-level ranking of interaction complexity. Their metric equation is as 
follows: 
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Where M is the complexity of the interaction between elements x and y, i is the measure 
of the most complex coupling type between the two elements, and n is the number of 
interconnections between the elements.(Offutt et al., 1993) later refined this metric to 
the following: 
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in order to bring the metric value closer to the value of i rather than i+1. It is easy to see 
that metrics such as these are easy to implement in matrix-based analysis, provided in-
formation on the connection types is available. However, despite their popularity, (Xia, 
2000) argues that the ranking used in the metrics above does not reflect reality. Instead, 
they propose a measure based on three attributes: complexity of data, program control, 
and number of connections. They claim that these attributes capture the ranking by 
(Fenton and Melton, 1990) and are additionally more flexible in reflecting real-life situ-
ations. In a similar stream, (Brøndum and Zhu, 2010) presents a taxonomy of five dif-
ferent interaction types: ‘relates to’, ‘depends on’, ‘constrains’, ‘refers to’ and ‘connects 
with’. The fifth interaction itself links with the sizeable literature concerning software 
connector types (Mehta et al., 2000). The interactions are presented an “annotated 
DSM” (Brøndum and Zhu, 2010), with each mark containing references to all the types 
of interactions existing between the two elements.  
 The examples above present interesting possibilities for quantitative analysis in a 
DSM. Using some of the metrics presented allows estimating the connection strength 
numerically. However, it has to be noted that most of the interactions presented above 
have been used in analyzing a single software system, not the enterprise architecture. It 
is not clear if the same tools are useful in both domains; at the least, information collec-
tion in EA domain is much more reliant on manual work, e.g. surveys and interviews 
(Lagerström et al., 2013b, p. 17). This means that, due to resource constraints, the in-




 The literature on DSM in EA domain gives few answers to the binary-numerical 
question. Even though (Lagerström et al., 2013a) cite various complexity metrics, they 
eventually only present their marks as “dependencies”; although, as they base their re-
search approach on (Baldwin et al., 2013), it is probable that they use the same function 
call proxy. Yet they don’t give reasons for this choice. (Lagerström et al., 2013b) open 
their approach a little more, and define the different types of interactions as “communi-
cates with”, “runs on”, “is instantiated by” and “uses”. Again, no reasoning for this tax-
onomy is given. (Waldman and Sangal, 2007) follow the convention set by (Sangal et 
al., 2005) that any syntactic connection causes a dependency, but no reasoning is given 
in this case either, why the chosen type of interaction would be important. 
 All in all, the literature seems to agree that the interaction type chosen should repre-
sent the probability of change propagation across components. However, what kind of 
interaction best captures this view is not as clear. The choice is also contingent on the 
ease of data collection and, intuitively, on the variety of the interactions present in the 
EA.            
3.4 Objects of analysis 
After deciding on what the elements and interactions represent, the initial DSM can be 
formed. The next logical step is to analyze the DSM and look for opportunities for im-
provement. This chapter considers what information can be gained from DSM analysis, 
based on methods used in literature. 
3.4.1 Adherence to design rules 
In order to keep the design of a system manageable, rules have to be developed. These 
design rules are high-level decisions that define how elements in a system are devel-
oped. By defining design rules, otherwise coupled design decisions can be separated, 
and afterwards components and modules can be developed independently of others. 
This in turn increases the value of the design by creating real options: each component 
can be substituted with a more advanced one regardless of other components, thus rep-
resenting an option for change that can be exercised if seen as beneficial. (Baldwin and 
Clark, 2000) 
 As such, in the software domain design rules can represent e.g. common interfaces 
to which components must adhere (Lamantia et al., 2007). Several works in analyzing 
software with the DSM concentrate on using the DSM as an alternative to other dia-
grams often used in software design, such as UML (Avritzer et al., 2010; Lopes and 
Bajracharya, 2005; Sullivan et al., 2001). In these works, the design rules are represent-
ed as a separate module in the DSM, consistently with the approach of (Baldwin and 
Clark, 2000). The rules can separate the design of the software modules firstly from 
each other, secondly from external sources of change, such as the user, the computer 
environment or third-party elements in the system.  
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 (Sangal et al., 2005) and derivative works take a different stance. In their approach, 
design rules are not portrayed as elements in the DSM, but as rules stored in a separate 
system, such as “Element A cannot use element B”. These rules are then used to identi-
fy interactions between components that violate the rules, which can then be highlighted 
in the DSM. A primary aim is to maintain a layered nature in the software system, in 
other words that elements can only use elements below them in a hierarchy. This is done 
in order to eliminate cyclical dependencies, which can cause the propagation of chang-
es. 
 There is also an interesting logical connection between design rules and bus compo-
nents or modules, which are common in many real-life complex systems (Sharman and 
Yassine, 2004; Sosa et al., 2003). An integrative component has connections with a 
large number of other components, and as such it can represent an interface between 
components or modules. This is especially true, if other elements are proportionally 
more dependent on the integrative component than vice versa; in this case it would truly 
be analogous with a design rule, as other components would have to be compliant with 
the bus component, but the bus would not be affected by changes in other components. 
Of course, the bus component is not an interface in sense of e.g. an industry standard; 
each component connecting to the bus could do it with a technically different interface. 
However, the bus can be made a stable part of the architecture, allowing modules con-
necting to the bus to be developed independently. 
 Yet another connection is to the concept of enterprise application integration (EAI) 
(Bidan et al., 2012; Lam, 2005). EAI aims at creating channels of communication for 
otherwise separated “islands of automation”: groups of applications with little or no 
connectivity to other information systems in use. One of the approaches is defining and 
“enterprise bus”, a backbone for the EIS to which applications can connect and by 
which they can communicate using explicit interfaces. This is again logically very simi-
lar to design rules, as an enterprise bus decouples the internal implementation of an ap-
plication from its external interface. In addition, an enterprise bus is naturally a bus 
component in the system, with the attributes discussed.   
 All of the definitions above can be of use when analyzing and developing the appli-
cation architecture. The design rules, as defined by the system architects, can be shown 
as separate elements or as visual instructions on acceptable dependencies. Also, if some 
components can be identified as buses, they can be made into a sort of design rule, with 
their interfaces guiding the development of other components. This type of analysis can 
help to bring structure to the AA.     
3.4.2 Core and peripheral components 
(Tushman and Murmann, 1998) divide components of complex systems to two catego-
ries: core and peripheral. They base their division on the degree of coupling: core com-
ponents are those which are tightly coupled to other components, meaning that there are 
many connections between them and other components. Conversely peripheral compo-
nents are loosely coupled, having fewer connections. (Murmann and Frenken, 2006, pp. 
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940–943) extend the analysis to the components’ pleiotropy, a concept loaned from bi-
ology, meaning the “number of traits affected by a particular gene”. Thus, in systems 
analysis, pleiotropy is defined as the number of service characteristics affected by a 
change in a component. High-pleiotropy components, or core components, are linked to 
many service characteristics, whereas peripheral components have low pleiotropy and 
affect only few characteristics. 
 Consistent use of certain high-pleiotropy components can shape entire industries, 
with the most common combination becoming the dominant design. Stable technologi-
cal choices in the core components, the dominant designs, function as interfaces, which 
makes possible the incremental development of other components. On the other hand, 
changes to core components can not only lead to changes in many other components, 
but also in the service characteristics visible to the user of the system. The extensive 
influence core components have cause changing them to be highly risk-ridden. 
(Murmann and Frenken, 2006; Tushman and Murmann, 1998) 
 The classification of components as core or peripheral connects with the literature 
on component modularity (MacCormack et al., 2010, 2007; Sosa et al., 2007b). This is 
different from system-level modularity, which is discussed in chapter 3.4.3. These 
works argue that modularity is a component-level property, rather than system level. 
The more loosely coupled a component is, the higher its modularity, with tightly cou-
pled components classified as integrative. Studies conducted in the software domain 
give evidence to the large influence of tightly coupled core components: they are less 
adaptable and demand more effort to maintain than more loosely coupled components 
(MacCormack et al., 2007, p. 26), and require a higher level of communication in the 
team developing them to achieve a given level of quality (Cataldo et al., 2006). 
 The direct connections between components can easily be recognized from a DSM, 
once the initial data gathering has been performed. However, direct connections are 
seen as insufficient to portray the effect of changes spreading further along the chain of 
dependencies, i.e., if one component is changed, some or  all components that depend 
on it could also have to be changed.  
 The risk of changes in one component propagating to other components is called a 
component’s visibility. The visibility can be examined by calculating the DSM’s visibil-
ity matrix. One way of achieving this that has been used in literature is raising the DSM 
matrix to successive powers, with the nth power showing interactions through N steps; 
these are also called indirect dependencies. The power matrices are then summed for the 
final visibility matrix. The maximum power that should be used is the number of ele-
ments minus 1, as at the latest after that the paths become redundant. If a power matrix 
has only zeros in it, then the process can be stopped, as all following power matrices 
will also have only zeros. (Sharman and Yassine, 2004; Warfield, 1973)  
 (MacCormack et al., 2012, 2010, 2007, 2006) have extensively used the visibility 
matrix in examining the structure of software products, with component modularity be-
ing the focus in (MacCormack et al., 2010, 2007). They define the concepts of fan-in 
and fan-out visibility: fan-in visibility (FIV) means the “dependencies that flow into the 
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component”, and fan-out visibility (FOV) conversely “those that flow out from it”. By 
calculating both types of dependencies from the final visibility matrix, they divide com-
ponents along the two axes into four categories: core (high FIV and FOV), shared (high 
FIV, low FOV), peripheral (low FIV and FOV), and control (low FIV, high FOV). 
“High” is defined as being at least 50% of the maximum value in the system. (Baldwin 
et al., 2013; Lagerström et al., 2013a, 2013b) use the same concept of visibility in their 
research, and find further evidence to support the four-class taxonomy. (Baldwin et al., 
2013) additionally propose an algorithmic approach to recognize the four classes from 
the visibility DSM. 
 It is easy to see the possible managerial implications of component visibility. A high 
FOV means a high risk of change propagation, which could mean unexpected and costly 
additional work. Especially the core components are problematic, as they also have a 
high FIV; thus, changes from several components could lead to a change in a core com-
ponent, which in turn will cause the change to spread to many other components. There-
fore, efforts to make the “core” smaller, though risky, can improve the modularity of the 
whole system. 
 Yet, here the difference between binary and numerical DSMs will have to be con-
sidered. If a visibility matrix is binary, the each mark means a 100% chance of change 
propagation, which, intuitively, is overly pessimistic. Therefore, e.g. (Sharman and 
Yassine, 2007, 2004) suggest using probabilities of 0% to 100% in the DSM; in this 
case, the matrix multiplication takes into account the diminishing of the probability the 
further along the change path a dependent component is.  
 However, giving accurate estimates for the change probabilities is hardly a trivial 
task, especially given the inclarity over suitable proxies, as explained in chapter 3.3. 
Therefore, the simplicity of just using binary connections could be preferable. Further-
more, even if the visibility matrix gives an exaggerated estimate of changes spreading, 
the impacts will have to be verified in any case, which means work. Thus, even a binary 
visibility matrix will give insight into the amount work a change will require.  
 (Sosa et al., 2007b) propose an alternative way to calculate component modularity, 
based on direct and indirect dependencies and come components being on more change 
paths than others. They also take into account interaction weights, and thus present a 
wider view to component modularity. Finally, some of the problems with the proba-
bilites can also be avoided, if the components are separated from component interfaces. 
If a program has an interface for other programs to use, a change in the internal struc-
ture of the program will usually not require changes in other programs. For this reason, 
it can be beneficial to present the program and the interface as separate elements in the 
DSM (Avritzer et al., 2010). 
3.4.3 System modularity 
Defined very coarsely, system modularity stems from organizing the system compo-
nents into logical groups. The modularity of systems has been the subject of a large 
body of research, yet with little unanimity on key concepts such as the definition, meas-
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urement or value of modularity (Gershenson et al., 2004, 2003; Schilling, 2000). Thus, 
these will be discussed next.  
 On the subject of definition, this thesis follows the two ideas of modularity present-
ed by Baldwin & Clark (2000, pp. 63–64), which are quite widely accepted 
(MacCormack et al., 2012). Firstly, components should be interdependent within mod-
ules and independent across modules. This is similar to the loose and tight coupling 
discussed with regard to singular components in chapter 3.4.2. 
 Secondly, “the complexity” of an element “can be isolated by defining a separate 
abstraction that has a simple interface” (Baldwin and Clark, 2000, pp. 63–64). Thus, if a 
module is identified, it can be hidden behind an interface to limit the effects of changes. 
This, along with the first idea, allows changes to be made to a module without affecting 
other modules, provided the interface remains the same. 
 With regard to value, (Baldwin and Clark, 2000) argue that the benefit in modularity 
is that it allows independent development and substitution of modules, thus creating real 
options for the development of the system. Following general option theory, they pro-
pose that a portfolio of options is more valuable than an option on a portfolio. Thus, the 
ability to accept or reject separate modules makes the system consisting of the modules 
more valuable than if the decision would have to be made on entire systems. On the 
other hand, modularity also carries costs; in addition to the self-evident costs of design-
ing the modules, (Schilling, 2000, p. 316) for example presents the idea of “synergistic 
specificity”, which means the performance gains achieved by higher integration of 
components; this is lost with increased modularity.  
 Therefore, the usefulness of modularity depends on the context. In the setting of 
information systems, increasing modularity through information hiding has been very 
popular since (Parnas, 1972) proposed it as a tool in his seminal paper. Afterwards it has 
become a central notion of the object-oriented programming paradigm. By limiting the 
information visible from one module to another, concurrent work on separate modules 
is possible. For instance, (MacCormack et al., 2006) present the case of the Mozilla 
Firefox browser, that underwent an overhaul in order to make the software’s architec-
ture more modular. This was done in order to facilitate open-source development, and 
was arguably very successful: the new architecture made possible to concentrate on 
smaller pieces of the software, with development work afterwards taking place on many 
fronts simultaneously. 
 Information hiding through interfaces is also arguably very easy in software, as 
components and interfaces consist solely of information. Of course, industry-wide 
standards also exist and are slower to change, but in the context of a single product or 
company, major revisions of the product architecture should be simpler than in the 
physical realm.  
 Similarly, in the frame specified for this study, EA and AA, it can be argued that the 
benefits gained by increased system modularity far outweigh the losses in efficiency. As 
discussed in chapter 2, the aims of EA are for example component reuse and interopera-
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bility between business units. These are only attainable, if there are well-defined stand-
ards and interfaces that can be used for connecting information systems together. 
 System modularity in the DSM context is very much tied to clustering, as discussed 
in chapter 3.2.2. The first idea of modularity (Baldwin and Clark, 2000, p. 63) presented 
above is the primary aim, with two separate effects in a DSM. Firstly, one seeks to form 
groups of components with few marks outside module boundaries, with the marks in-
side the module boundaries acting as the base for grouping the components together. In 
the case of a numerical DSM, some weighting scheme will have to be considered, and 
the aim becomes minimizing the strength of the connections outside module boundaries. 
Secondly the size of the clusters should be minimized. These two aims are conflicting, 
so a trade-off will have to be considered. (Browning, 2001, p. 294; Eppinger and 
Browning, 2012, p. 25) 
 The second idea of modularity (Baldwin and Clark, 2000, p. 64) is a tool for achiev-
ing loose connectivity in the system. By creating interfaces, ‘design rules’ as discussed 
earlier, modules can be disconnected from each other. Elements that do not fit into other 
clusters due to wide-reaching connections can be organized into integrative (Sosa et al., 
2003) or bus (Sharman and Yassine, 2004) clusters, that interact with many other clus-
ters; these can be thought of as interfaces.  
 It may also be useful to allow elements to belong to more than one cluster; Sharman 
& Yassine (2004, pp. 43–44) call this pinning, as the relations to more than one cluster 
‘pin’ components in place between clusters. In this case, the shared elements represent a 
natural interface between the sharing modules. 
 However, it must be noted that simply clustering a DSM does not always guarantee 
a sensible module division, especially if clustering is done by an automated algorithm; 
other considerations than the marks in the DSM will usually have to be considered 
(Gershenson et al., 2004; Newcomb et al., 1996; Schilling, 2000). In short, the module 
division should be based on cohesion in addition to coupling: the elements in a module 
should have more in common other than a lack of connections to other modules 
(Dreyfus, 2009, p. 38). Popular clustering algorithms are often only capable of consider-
ing the coupling between modules, and as such, human input is often required to vali-
date the usefulness of the results. However, clustering can give ideas for organizing the 
product architecture. 
 The next question is, how to compare two architectures on modularity, ergo, how to 
measure it. However, this is subject to the same discussion than the definition of modu-
larity. In the scope of DSM, authors have approached this question in a variety of ways. 
Firstly, there is the real options theory proposed by (Baldwin and Clark, 2000) and used 
by e.g. (Lopes and Bajracharya, 2005; Sharman and Yassine, 2007; Sullivan et al., 
2001). The real options value is interesting, at it presents a single value for the whole 
architecture, which would make for easier comparisons of prospective architectures. In 
addition, (Sharman and Yassine, 2007) argue that many other metrics present a very 
naïve way of analyzing architectures. The metrics look only at interactions between 
components and a specific time point, and as such fail to address for example the im-
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proving systems value, which is one of the reasons why modularity is said to emerge in 
the first place. 
 However, there are several hindrances to using this approach. The real options theo-
ry necessitates several assumptions when calculating the value of the modules, such as a 
normal distribution of expected values. Additionally, an estimate of the “technical po-
tential” would have be proposed for each of the modules. This would have to rely on 
human expertise, and therefore introduces significant uncertainty into the calculations. 
Authors using this approach don’t always use very convincing estimates either, relying 
on ex-post information (Sharman and Yassine, 2007, p. 164) or just saying that in a real-
life situation, “a designer would generally have to justify the choices of parameter val-
ues more convincingly” (Sullivan et al., 2001, p. 106). 
  Secondly, the measures of component modularity can be aggregated into system-
level measures. (MacCormack et al., 2012) define the dependency density the final visi-
bility matrix as “propagation cost”. This means the average number of components af-
fected, when changing a single component. (Sharman and Yassine, 2004) use scatter 
plots of component visibility compared with the number of dependencies, with more 
modular architectures exhibiting certain patterns. 
 Thirdly, different measures have been specified for with system-level analysis in 
mind, in e.g. (MacCormack et al., 2006; Sosa et al., 2007a). An aggregated value is of 
use especially when using automated clustering algorithms, as these need an objective 
function to compare architectures. However, (Hölttä-Otto et al., 2012) find that most 
existing measures of modularity are inadequate, as they do not take into account the 
existence of bus components. According to the authors, this is a major shortcoming, as 
buses are common in real-life systems, a claim verified also by other writers (Sharman 
and Yassine, 2004; Sosa et al., 2003). They recommend a measure developed by (Yu et 
al., 2007), which can distinguish a bus module. On the other hand, they recognize that a 
custom metric reflecting exactly the desired business benefits from modularity can be 
the best alternative (Hölttä-Otto et al., 2012). 
 Another alternative is that the bus or buses are recognized beforehand, and calcula-
tions are performed without these bus components. (Sosa et al., 2003) present one idea 
for identifying the bus components, by using a chi-square comparison in order to differ-
entiate between modular and integrative subsystems, in other words, modules and buses. 
However, their approach can be time consuming, as each component would have to be 
tested against each other component. (MacCormack et al., 2006) set a “bus threshold”, 
which means a percentage of other components having connections with a certain com-
ponents. Finding an appropriate threshold value is claimed as depending on context, 
however. 
 All in all, there is no consensus of the “best” measure of modularity, even in the 
DSM setting. Thus, the problem should be approached by testing alternative measures 
and visualization methods, and seeing which has the best “predictive value” (Sosa et al., 




4 RESEARCH APPROACH 
This chapter lays out the specific approaches to be used in later chapters. In addition, 
basic information on the context of the study is given in the form of an overview of the 
case company, ABB Motors & Generators, and the collection of data for the study. 
4.1 Research setting 
4.1.1 The case company: ABB Motors & Generators 
The research for this thesis was carried out at the Pitäjänmäki, Helsinki site of ABB 
Motors & Generators business unit. It is a part of ABB Ltd., a global power and auto-
mation company founded in 1988 and headquartered in Zürich (ABB, 2012). As the 
name implies, the ABB Motors & Generators products include generators and electric 
motors in various sizes. Separate financial details are not reported for the business unit, 
but it is a large organization with operating sites at several countries on nearly all conti-
nents. 
 To simplify notation, ABB Motors & Generators will henceforth be referred to as 
simply ABB. If there is need to refer to the whole group, it will be called ABB Ltd. Any 
other business units will be referred to with their entire name. 
 The specific context of this study is the application portfolio of the order-delivery 
process at the Pitäjänmäki factory, which is being developed as part of ABB’s AIMO 
project. This context is relevant for defining the objects of interest for the analysis; this 
is discussed in chapter 4.1.2. Other details concerning ABB can largely be dismissed as 
unimportant. The applications in use have of course been chosen and developed with 
regard to the particular type of operation at ABB, but the main interest of this thesis is 
the inner structure and management of the application portfolio, not specific applica-
tions. Therefore, questions such as how well the applications function in their intended 
role are outside the scope of the study.  
4.1.2 Current phase of EA analysis at ABB 
At ABB, a modified TOGAF (The Open Group, 2011) has been the framework of 
choice for directing the EA work. At the moment and in the words of the TOGAF ADM 
model, work has proceeded to the level of information systems architecture. In other 
words, business goals and processes are taken as given in this thesis; they have been 
considered previously to the extent that is considered useful. 
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 As said before, ABB is interested in utilizing the DSM tool in the analysis. This is 
seen as a promising approach, as many EA frameworks already use square matrices 
similar to DSM as modeling objects. A square matrix is a part of the U.S. Department of 
Defense Architecture Framework, or DoDAF in short, as artifact SV-3, “Systems-
Systems Matrix” (DoD, 2010). The artifact contains information on interactions be-
tween software systems in use.   However, the section covering its use is very general, 
offering only ideas on what can be modeled in the matrix; advice for practical use is not 
presented. The TOGAF framework (The Open Group, 2011) gives some more detail as 
part of the “Application Interaction Matrix”. The aim is to “depict communications rela-
tionships between applications”. In essence, the matrix is a visual presentation of previ-
ously collected catalogues of applications and interfaces between them. 
 Figure 4-1 shows the TOGAF ADM and elaborates briefly the two areas of interest 
of this thesis. The DSM is shown at the bottom, and the sections to be analyzed with the 
 
Figure 4-1: Areas to be analyzed with the DSM 
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DSM are marked with numbered arrows. It is immediately obvious that focusing on just 
these areas of the model leaves out important subjects, such as the business architecture 
and implementation of the changes. However, this focus represents ABB’s interest. 
Firstly, with regard to available resources, the business architecture was decided to be 
ruled out of the analysis; involving it would have meant too much work. Secondly, as 
discussed in chapter one, the aim of this study is to generate theoretical proposals for 
architecture development, and therefore concerns of practical implementation are not of 
interest at this point. 
 A specific concern to address overall is flexibility, defined as the ability to adapt the 
AA to “changing business requirements [--] quickly and without major efforts” 
(Schmidt and Buxmann, 2010, p. 173). The value of IT flexibility has been discussed 
also in literature, with findings that flexibility for example increases the strategic align-
ment of IT (Ness, 2005, p. 12) and contributes to competitive advantage, albeit with 
increased costs (Byrd and Turner, 2000, p. 195). In ABB’s case this tradeoff between IS 
costs and flexibility is well-known, but the main interest is in the flexibility.   
 (Duncan, 1995) further divides flexibility into three concepts: the ability to create 
connections between (connectivity) and share information across (compatibility) IT 
components, and to add, modify, and remove IT components with no major, large-scale 
effects (modularity). These aims are represented differently in the architecture layers 
depicted in picture 2-2. This is discussed below. More information on these questions 
and approaches on using DSM in the analysis are discussed in chapter 3. 
 First is the application architecture (AA). To be more precise, the focus is on the 
concrete portfolio of applications currently used to produce information to business pro-
cesses; another concept in literature with largely the same contents is the enterprise in-
formation system (EIS) (cf. Schmidt and Buxmann, 2010, p. 169). Previously, at ABB 
there have been problems with changes made to one program spreading to other pro-
grams in an unanticipated fashion, causing extra work and costs. Thus, there is need to 
study the connections between programs in use, and produce information and tools to 
make the application portfolio more manageable. In the terms of (Duncan, 1995), the 
interest is in the modularity of the AA. 
 Second, and closely related, is the analysis of the data architecture (DA). This archi-
tecture domain specifies, for example, data standards that applications must adhere to in 
order to ensure interoperability. These could be implemented as globally defined inter-
faces, with the aim of for allowing different sites room for optimization, while still giv-
ing global guidelines. 
 One idea that ABB is interested in investigating is dividing the applications into 
“business modules”: groups of applications that are used in the same phase of the order-
delivery process. This is elaborated in Figure 4-2 below. For example’s sake, the order-





Figure 4-2: Business module concept 
The ideal situation would be that each phase of the process could be carried out at a 
different site, if so desired; this is represented by the grey ovals in the picture. This 
would make the process very flexible, in the sense that the workload could be divided 
between sites based on current resource utilization or expertise, for example.  
 From an information systems point of view, the problem is that each site could have 
rather different applications in use for each phase of the process, with different data 
standards. As such, moving information from one site and process phase to another is 
not entirely simple. 
 This is a very common situation when a company grows through mergers and acqui-
sitions, as each previously separate company could have a lengthy information systems 
history of their own. However, this should not be considered solely a problem either, as 
the information systems at different sites will most likely have been developed to re-
spond to customer demands of that precise site. Simply forcing a site to implement the 
same applications as all other sites could mean that this sensitivity to local customer 
demands is lost, not to mention the inevitable resistance to change from users. Addi-
tionally, an important objective of EA is to allow local management of information sys-
tems, while providing enterprise-wide standards for interoperability.      
 Thus, the idea is not to define the exact contents of the business modules, but rather 
the interfaces between them; this way moving information between sites is made possi-
ble. Similar initiatives have been tried in other companies as well: (Schmidt and 
Buxmann, 2010, p. 174), for example, report that many organizations in their study di-
vided their application portfolio to decoupled domains, in order to increase EIS flexibil-
ity. With regard to (Duncan, 1995), this is close to the aims of connectivity and compat-
ibility, as the strong interfaces will facilitate communication between existing sites and 
adding new sites to the network. This in turn adds to the modularity of the AA, as the 
applications can be switched and modified as wanted, as long as they conform to the 
interface standards. 
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 With regard to the DSM, the approach is elaborated further below through exam-
ples. First, consider the following system architecture presented both as a graph and a 
DSM. The nodes in the graph and elements in the DSM represent specific software ap-
plications. The edges in the graph and marks in the DSM represent information flowing 
from one program to the other.  
 Figure 4-2 could represent an enterprise information system that has grown “organi-
cally”. The system architecture could have been different in the beginning, but over 
time additional connections have been created between applications in order to increase 
system efficiency. However, at the same time, the system has become less manageable. 
First of all, making sense of the architecture is not an easy task, as the programs do not 
appear to form any logical groups. Replicating this architecture at a different site or 
connecting other sites to this architecture would also cause problems; some of the pro-
grams could be site-specific, and if different programs belong to different phases of a 
process, it would not be clear how to move information between sites at different phases 
of the process. Deeper analysis would also uncover a feedback loop (P9  P5  P2  
P1) that spans the entire system, which could cause unanticipated consequences if 
changes were made to a part of the system.  
 
 The first step would be to add information on which business module each element 
belongs to, i.e., which part of the process being examined. For example’s sake, let’s 
assume that the business modules would be as presented in Figure 4-4 below. 
 Red color represents unwanted connections between programs. For example, if one 
site would like to replace all programs linked to one phase with a single program that 
has the same features, the optimal state would be that there is only a single connection 
between two business modules, as this situation would be the easiest to manage. Each 
additional connection that crosses module boundaries will cause additional difficulties 
when making changes. Changing the system to this direction could be accomplished by 
choosing or creating the desired connection between modules and eliminating the rest; 
the specific implementation will depend on system-specific qualities. However, feed-
back connections between modules, those below the diagonal in the DSM and outside 
module boundaries, can be considered unwanted in any case. If the system is divided  
 




Figure 4-4: Programs divided into process phases 
into specific process phases, feedback can be allowed within these process phases, but 
not between them. 
 Figure 4-4 represents one way of organizing the process information flow, with in-
formation flowing directly from each process phase to the next. An alternative way to 
set up the system would be to use an enterprise bus, similar to EAI, as discussed previ-
ously. This is pictured below in Figure 4-5. The bus structure could be interpreted as a 
global interface that each business module uses to communicate with others; for exam-
ple, (Lamantia et al., 2007) studies two database programs that both adhere to the Java 2 
Enterprise Edition (J2EE) specification, and uses the specification as a design rule to 
reorganize the architecture. Another example is the “enterprise service bus” presented 
by (Papazoglou and Heuvel, 2007) as a means to decouple software domains from each 
other. The bus could also be implemented as a data warehouse, which provides consoli-
dated services to each business module.  
 In the first phase, ideas for DA development will be based on the AA: the data 
standards are looked for in the applications in use. For example, if an application inter-
acts with two consecutive business modules, then it forms a natural interface between 
the two modules. On the other hand, bus-like or integrative elements are common in 
real-life architectures as discussed before, and these could form potential candidates for 
creating an enterprise bus. Basing DA on AA is by no means a unique approach: TO-
GAF groups DA and AA together, because they are of the mind that either one can be 
developed first. However, for a large and established organization such as ABB, this 
approach could be easier to implement. A revision of the data architecture would proba-
bly mean large changes to existing applications; on the other hand, putting the applica-
tion architecture first means that, in the best case, no changes are needed, if applicable 
interface programs can be identified. 
 To be realistic, both approaches to building the interfaces will in all likelihood re-
quire changes to existing applications and connections between them; for example, 
looking at Figure 4-3, it is highly unlikely that all necessary information could be trans-
ported through the process if the connections marked in red were just severed. Thus, 
creating an interface between two consecutive business modules would probably require 
some kind of consolidation of information before giving it over to the next business 
module. Likewise, even if an enterprise bus could be based on existing elements, the 
interfaces to and from the bus will probably have to be modified to allow transporting 
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all necessary information. However, looking back at chapter 1, the objective of this 
study is a tool for generating suggestions; this is followed by manual editing to ensure 
practical feasibility.  
 Thirdly, the analysis will also need to consider the technology architecture (TA), 
i.e., the specific technologies used to implement the information systems architecture. 
The main interest here is the nature of interactions between the applications. The basis 
for defining interactions at ABB has been logical; there is an interaction between two 
applications, if one application supplies information to the other application. This was 
chosen as the approach in order to make the concept of the interconnections more un-
derstandable during data collection. At the moment, an interconnection may have been 
implemented in any of a number of different technologies. They may even span several 
steps, yet be portrayed as just a single interconnection. While this represents well the 
logical view to the interconnections, the differences in the technological implementation 
could impact the strength and complexity of the connection, and thus should be por-
trayed. 
4.2 Research methodology  
The research will be conducted as a single case study. Although single case studies gen-
erally have trouble uncovering generalizable results, they are appropriate for studying 
new topics (Eisenhardt, 1989). As discussed in chapter 3, there are few works discuss-
ing using DSM in EA context. In addition, these papers present ideas for analysis of EA, 
they often utilize only one approach and leave open the question of how to specifically 
use the approaches in developing EA and AA (cf. Lagerström et al., 2013a, 2013b). 
This thesis will try to present ideas for this question, although further research is surely 
required in order to verify the usefulness and the applicability of the findings outside the 
specific context studied here. Another, a more practical reason for using case study 
methodology is the easier access to the studied organization, due to the close connection 
to the context. 
 
Figure 4-5: Connections through enterprise bus 
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 Single cases as opposed to multiple-case studies are usually not preferable, as the 
challenge of generalizability is even more pointed (Yin, 2003). However, even single 
case studies have important uses as motivation, inspiration and illustration of theoretical 
claims, if the conceptual side of the research has merit on its own. (Siggelkow, 2007) 
Indeed, the product of this study will be mostly conceptual: a framework for providing 
information on the areas of interest discussed in the previous chapter. This framework 
will also be used in building a practical tool or step-by-step guide for performing the 
analysis.  
 The framework will be constructed by combining information gathered from two 
sources. Firstly, the literature presents information on the two foci of the study, EA and 
DSM. Due to the methods of analysis being strongly preordained, the literature will 
have a strong impact on the end results of the study. Secondly, the information needs of 
ABB will also have an eminent role. As discussed in chapter 3, the DSM can be used in 
quite a diverse array of ways, with no approach clearly better than another one. There-
fore, the fitness for the purposes of ABB will be a guiding factor in deciding how to 
implement the tool.  
 Thus, this thesis follows a partly deductive, partly inductive approach. The deduc-
tive side comes from the strong role of the existing literature. The inductive side, on the 
other hand, is due to the close tie to the research context. (Saunders et al., 2009, p. 127) 
The inductive side follows from the ties to ABB’s needs. A solely deductive approach 
runs the risk of being out of touch with the highly contextual managerial needs of an 
organization. Therefore, the inductive element complements the theoretical basis. 
 The case study consists of subsequently testing and developing further the frame-
work using data from ABB. The nature of the study is largely exploratory. The main 
interest is in developing the framework so that it matches the needs of ABB, and could 
be used in other settings as well. Further, this thesis will not consider the testing of 
whether the framework leads to increased AA flexibility. While this is highly important 
with regard to ABB’s needs, testing the approach would require comparing the architec-
tures over several evolutions of the AA. As even one round of changes could take 
months to implement, this longitudinal focus is not possible within the bounds of this 
thesis.  
4.3 Proposed conceptual framework 
The proposed concept is presented in Figure 4-6, based on the literature review and 
ABB’s areas of interest presented in chapter 4.1. The main products of the approach are 
at the bottom of the figure. These are the theoretical development suggestions for the 
architecture, based on communications from module to module or using a bus structure. 
The other parts represent inputs needed to form the development suggestions. Direct 
inputs are presented with a solid border, and indirect inputs, the inputs of inputs, if you 
will, are presented with a dashed border. These will be discussed next. 
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 Firstly, to create the development proposals, a decision will have to be made on 
what application to use as interfaces between the modules. In addition, to differentiate 
between the bus-based and the module-to-module architecture, the bus elements to be 
used are needed as input. As discussed in chapter 3.4.3, many real-life systems possess a 
bus-like structure, in that there are modular components that can be grouped into inde-
pendent clusters, and then integrative components that logically form a backbone for the 
architecture.  
 Three approaches can be used here. Firstly, one should naturally inspect the marks 
in the DSM. Promising bus elements are those that have many connections all along the 
DSM, horizontally or vertically. These represent problems for any kind of clustering 
scheme, as discussed previously. As for real-life applications, setting some elements as 
buses can make for much more viable architecture plans than if all elements would be 
set to separate clusters. For example, looking at Figure 4-4, the marks drawn in red all 
represent unwanted interconnections. Getting rid of any of these could necessitate a 
many-month project of its own, due to the technological complexity of the connections. 
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Therefore, setting some elements as buses enables focusing the architecture develop-
ment on a smaller portion of the EIS.  
 Secondly, the level of ownership of the application sets limits on what kind of and 
how extensive modifications can be performed on an application. For example, a group-
wide ERP system will be much more rigid than an application used only at one business 
unit, as there are higher-level policies controlling the use of the application. More wide-
ly adopted applications also make for good interfaces, as they are to a large extent the 
same at many sites.  
 Thirdly, the visibility matrix discussed in chapter 3.4.2 can be used to estimate risks 
of making changes to applications. For example, applications classified as “core” de-
pend on and are depended on many other applications; thus, making changes to these 
applications will require more work in checking and modifying connections than if the 
changes are made to “peripheral” applications. In the words of (Baldwin et al., 2013), 
applications with a high FIV make for logical interface applications: changes to these 
applications carry a high risk and call for much work, and therefore it is easier to make 
other, more easily modified applications comply to these. 
 The second question is what kind of clustering scheme to use. In other words, on 
what grounds should the applications be grouped? As discussed, system modularity 
consists of two viewpoints: cohesion and coupling. Both will be brought into the model. 
The former, cohesion, comes in the form of source data on the business modules. This 
will create groups of applications that are logically coherent. The latter, coupling, will 
be included as the results of an automatic clustering algorithm. This corresponds with 
the notion of modularity as presented by (Duncan, 1995). The clustering schemes pro-
posed by an automatic clustering algorithm will be based strictly on the connections, 
with the aim of ensuring that as few connections are left outside the modules as possi-
ble. 
 A question related to the automatic clustering is what method to use. There are a 
number of different combinations of modularity metrics and functions that attempt to 
optimize the value, so a choice will have to be made for the practical implementation. 
These are discussed in more depth in chapter 4.4.3. 
 However, many metrics of system modularity fail to take into account the existence 
of the bus, which often leads to an incorrect system modularity valuation of the archi-
tecture, and can result in non-optimal solutions when using automated clustering algo-
rithms. Therefore, one proposed workaround is to ignore the bus elements during the 
metric calculation. (Hölttä-Otto et al., 2012, p. 804) Identifying the bus elements is thus 
a logical starting point, if a using a bus is desired. 
 The MDL metric presented in (Yu et al., 2007) does account for the bus, which rem-
edies the problem somewhat. However, firstly at this point it is not desirable to be lim-
ited to just one metric, as considerations such as ease of use could render the metric 
unusable at a later point. Secondly the MDL metric accounts only for direct dependen-
cies, which according to e.g. (Baldwin et al., 2013) is not sufficient; the indirect de-
pendencies have to be taken into account as well. Thirdly, identifying the integrative 
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bus elements serves another purpose as well, namely proposing suggestions for the in-
terface applications to link the other applications. This ties into the topic of design rules 
and EAI discussed in chapter 3.4.1. The interface applications can then be used as basis 
for the development of the DA. 
 Thirdly, the transmission technologies should be brought into the DSM, if they are 
to be analyzed. For example, if different transmission technologies are thought to have 
different complexities and risks of change propagation, then the technologies should be 
represented, at least for forming the practical development plan. 
 At this point, these inputs are thought to be useful in forming the architecture devel-
opment suggestions. The latter part of this thesis will test this conceptual model to re-
fine, what data will be included in the final theoretical suggestions, with the aim of of-
fering ABB a concrete tool for AA analysis. The questions that remain to be answered 
will be discussed next. 
4.4 Issues to be considered 
4.4.1 Representing the inputs in the development proposals 
In Figure 4-6, many inputs are presented that are hypothesized as being useful in creat-
ing the architecture development suggestions. However, at such an early stage of devel-
opment, it is not clear how to incorporate them into the final suggestions, and whether 
they bring anything useful to the suggestions at all. These will have to be examined, 
taking into specific account the views of the future users of the proposals. 
 A related subject is how to use the clustering schemes created by both using the 
business modules and through a clustering algorithm. These form a central part of the 
development suggestions, as they are the starting point based on which the interface 
suggestions are created. A specific area of interest is how to combine the information 
provided by both methods of creating clustering schemes. 
4.4.2 Comparing as-is and to-be architectures 
In order to value different plans for to-be architectures and compare as-is architectures 
at different times, a way measure the architectural suggestions will have to be devel-
oped. Different measurement schemes were discussed as part of the literature review; 
however, with regard to the development goals discussed in chapter 4.3, it is not entirely 
clear if these would be useful and how they would need to be modified if implemented. 
 Some types of metrics have been identified as initially interesting. For the core and 
peripheral components, the sizes of the different component classes (core, shared, con-
trol, peripheral) are of interest. Especially the size of the core is pointed out as im-
portant, as it has a great effect on the risk of change propagation (Baldwin et al., 2013; 
MacCormack et al., 2010). Thus, a to-be architecture with a smaller core is seen as an 
improvement over a current as-is architecture. 
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 For system modularity, there are many potential measures, presented in e.g. (Hölttä-
Otto et al., 2012; MacCormack et al., 2006; Sharman and Yassine, 2007; Sosa et al., 
2007a). Due to the difficulties of using the real options theory, The MDL measure (Yu 
et al., 2007) seems to be the most promising way forward. However, as discussed it 
might not be implementable due to reasons of practicality. Therefore, at this point, the 
MDL is set as the initial choice, but the inspection might have to be widened later on. 
 If additional, ABB-specific views into the architecture are needed, these are very 
likely to require custom measures that capture the point of interest. All in all, a small, 
representative selection of measures is probably the solution most likely to be imple-
mentable as the metric for architecture flexibility. However, for managerial purposes, 
the best-case scenario would be a single measure taking into account all the different 
presented views to the architecture. If this is to be implemented, either one measure will 
have to be chosen above the others, or a way of aggregating the measurements will have 
to be developed. 
4.4.3 Implementing automatic clustering 
A small DSM, of typically less than 50 elements, can usually be clustered manually in 
e.g. spreadsheet software, as the complexity is still understandable. For larger matrices, 
automatic clustering algorithms are more desirable, and several options for this have 
been developed. (Börjesson and Hölttä-Otto, 2012) Of course, the best option would be 
to analyze each variation of the architecture and choose the best one. However, as the 
size of the DSM grows, the computational requirements quickly become unbearable. 
For this reason, many heuristic approaches in the form of clustering algorithms have 
been developed. (Yu et al., 2007, p. 99)  
 A clustering algorithm is composed of two separate pieces: the objective function 
calculated in order to compare architectures; and the method to arrange the DSM ele-
ments to different architectures. Authors usually present their approach using a specified 
combination of the two, but theoretically any combination of metrics and algorithms 
presented in literature could be implemented.      
 The algorithms considered here are based on those presented in (Eppinger and 
Browning, 2012). Desired qualities of the algorithms are firstly the quality of the results 
they are capable of producing, secondly the runtime. The time is of course affected on 
other factors than just the algorithm, such as the hardware in use and the technology 
used to implement the algorithm. 
 The first algorithm is the IGTA, presented in (Thebeau, 2001), building on the work 
of (Idicula, 1995) and (Fernandez, 1998); hence the acronym (Idicula -  Gutierrez Fer-
nandez - Thebeau Algorithm). It has been widely used in literature, both as a tool 
(MacCormack et al., 2006; Pimmler and Eppinger, 1994) and an object of study 
(Sharman and Yassine, 2007, 2004). The algorithm searches for the optimal architecture 
by choosing an element randomly and having the existing clusters bid for the element to 
join the cluster. The bid is calculated as the marginal reduction of the objective function 
attained by moving the chosen element to a cluster. The search algorithm then introduc-
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es two random variables to keep the algorithm from getting stuck on a local optimum 
value, when it is not the global optimum.  
 (Thebeau, 2001, p. 50) cites the run time as 10-30 minutes. With the computer 
hardware development between 2001 and 2013, the time taken can be expected have 
lowered significantly. However, in more recent literature, (Börjesson and Hölttä-Otto, 
2012) argue that due to the heuristic nature of the algorithm, it will have to be run a 
large number of times to be sure of the result. They cite the time taken to run the origi-
nal IGTA algorithm 10000 times on a DSM of 57 elements as about seven hours. This 
would be a considerable investment from the user, and “does not invite ‘tinkering’” 
(Börjesson, 2012, p. 97) with the DSM. For this reason they present a modified algo-
rithm that is significantly faster, up to by a factor of eight, and produces better results, 
as measured by their objective function. In order to achieve these results they have to 
sacrifice allowing an element to belong to many clusters simultaneously, but they pro-
pose also other augmentations that can be used without this loss. 
 (Yu et al., 2007) propose using a genetic algorithm for the search. A genetic algo-
rithm uses mechanisms familiar from biological evolution, aiming to simulate natural 
selection, or the proliferation of the most suitable solutions. The alternative solutions are 
depicted as groups of genes, or chromosomes, which are then combined in random 
pairs. Crossover and mutation of genes in the descendant chromosomes are introduced 
to bring variability to the gene pool. This cycle simulating mating is then repeated a 
desired number of times; usually a higher number produces better and more consistent 
results, but on the other hand consumes more time (Goldberg and Holland, 1988). The 
algorithm used by (Yu et al., 2007) is cited as taking “about a day” to run for a DSM of 
60 elements, although again the hardware has evolved between then and now. 
 (Zakarian, 2008) presents an algorithm for clustering non-binary DSMs. The algo-
rithm itself is quite simple and very similar to IGTA, in that the elements ‘bid’ to be 
included in a module. The bids are calculated solely from the weight of interconnections 
outside modules, and only the modules that have connections to an element bid it. Sub-
sequent iterations typically result in a smaller number of larger modules; the ‘optimum’ 
architecture from the objective function’s point of view is a structure consisting of just 
one module, as then there will be no interconnections outside modules. Therefore it is 
easy to see that too many iterations of the algorithm will defeat the purpose of clustering 
instead of producing better results, as in many other algorithms. On the other hand, each 
iteration will represent a different view to the architecture, and thus may contain inter-
esting information. In addition, the author claims the runtime of one iteration to be only 
a few seconds. 
 All these represent viable alternatives to implement automatic clustering in the tool. 
Thus, they will have to be tested in order to assess, which is the most suitable. This will 
be considered in the case study. 
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4.4.4 Depicting the interactions 
The nature of the interactions depicted in the DSM will have to be decided. As dis-
cussed, the specific technological implementation of the interconnections could have an 
impact, and might therefore need to be taken into account. Also, the literature did not 
present any definitive answers on what type of interconnections to use in the DSM 
would be the most informative. 
 From the literature, the approaches presented by (Fenton and Melton, 1990; Offutt et 
al., 1993; Xia, 2000) seem like the most promising, as they give ideas for making dif-
ferent interconnections comparable. However, they were meant for analyzing singular 
software systems, and so it is not clear if they can be adapted for AA analysis. This will 
be investigated.  
 Other options for depicting the interconnections include of course the simple exist-
ence of an interconnection, thus making the DSM binary. While this is not the optimal 
solution for reasons discussed previously, it will still give information and is the sim-
plest solution to implement. Yet another option is to use a custom interconnection 
measure reflecting ABB’s context. 
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5 INITIAL SITUATION OF THE STUDY 
This chapter discusses the preliminary phases of the study. Firstly, information on the 
collection of data is presented. Secondly, the reasons behind the choice of technology 
for implementing the tool are considered. Lastly, the initial DSM created from the 
source data is presented and representing the interactions in the DSM is discussed. 
5.1 Study practicalities 
For the most part, data used in this thesis were collected as part of ABB’s AIMO project 
between February and May 2013. The collection was performed using a special applica-
tion built on Lotus Notes called MoGeApps. Employees responsible for applications 
filled two types of forms: application forms containing basic information on the applica-
tions themselves, and interface forms describing interconnections between applications. 
In ABB’s case, an interface is defined as one application providing information to an-
other. Dividing the information system to two separate catalogues follows the approach 
set by TOGAF, which proposes the two catalogues as the starting point for developing 
the information systems architecture.  
 The author was not part of this phase of data collection, and therefore the part of the 
research using these data will be document-based. During the duration of this study ad-
ditional data were collected on business modules and levels of ownership of the applica-
tions; these will be discussed separately in chapter 5.5.1. 
 There are obvious risks with relying on this type of unsupervised human input for 
data collection, as all responders might not understand the instructions or the questions 
in a similar fashion. The situation is largely the same as for self-administered question-
naires.  
 Of course, there are ways of lessening the risks somewhat, by using e.g. choice lists 
instead of free text fields. In general the forms for collecting data on applications were 
constructed to include as few free-text input fields as possible. More importantly, the 
reliability of the data will not affect the results of this thesis very strongly, as the contri-
bution is mostly conceptual. Unreliable data will weaken the usability of the proposed 
tool, but it is a concern separate from this thesis.   
 The practical part of the study was conducted between September and November 
2013. As the study document-based, there was no real significance to where exactly the 
study took place, but for the most part, the work was done at the ABB Pitäjänmäki site. 
The source data underwent changes during the course of the study, such as applications 
and interfaces being added to and removed from the catalogues. However, the changes 
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will pose no threat to the validity of the findings, and in subsequent chapters the date of 
the source data used in the DSM and any other changes will be identified.  
 The practical steps of this study phase consisted of development of the tool in close 
cooperation with the supervisor of the study from ABB. The supervisor has extensive 
knowledge of the application architecture at ABB, and will also be the person responsi-
ble for the continued analysis of the architecture, at least initially. Thus his views could 
be presumed to represent well the true information needs for the architecture work. In 
addition, two meetings were held with the study supervisors from both TUT and ABB, 
and the business unit IS manager, who has been involved in this project from the begin-
ning. The meetings acted as check-ups on the progress of the project and were meant to 
bring together all the views pertinent to the study. 
 The opinions that are presented on the usefulness of different approaches in the fol-
lowing chapters are based on the discussions pictured above. Thus they represent the 
views of only three people, which will of course set restrictions on the generalizability 
of the results. However, the input received on the tool can be assumed to match the 
needs of ABB quite well. In addition, as the study concerns more methods of analyzing 
the architecture than actual results, the findings might be possible to adapt to other or-
ganizations as well.     
5.2 Choice of technology 
One of the first choices to make was which technology to use top implement the tool. 
This will be discussed next. First, the requirements set on the tool will be discussed. 
Afterwards, three identified options for implementation technology are presented: dedi-
cated software, Microsoft Excel and MATLAB.   
 First one should think of setting where the tool will be used. The employees using 
the tool will primarily be those tasked with EA responsibilities. It is presumable that 
they will not have much interest in acquainting themselves with specifics of the pro-
gram code, and so attention will have to be directed to the user interface. For example, 
any parameter settings will have to be made as easy as possible, and modifying the 
DSM should also be possible with limited effort, to facilitate trying out different scenar-
ios. At the same time, some information should be provided on the inner workings of 
the tool, so that users can evaluate the results. This includes a high-level view to the 
algorithms, and explanations on the action proposals. 
 It should also be possible to extend and modify the tool. Firstly, this study is the first 
attempt at developing the EA work to this direction. As such it is highly likely that e.g. 
new architecture views and metrics will need to be added as the tool is used. Secondly, 
beyond the initial aim of using the tool in the setting described in chapter 4.1.1, the best 
case is that the tool would find use also at other ABB sites, with their own interests for 
the architecture.  
 Firstly, there was a wide variety of analysis and simulation programs that utilize 
DSM as their primary element or offer it as an option. In this study they will be called 
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“dedicated software”, as the DSM plays a central role in these applications. The benefit 
of dedicated software is that they often offer a user-friendly interface, and depending on 
the program, analysis tools for different business needs. Usually they also have a selec-
tion of algorithms available for sequencing, clustering and otherwise modifying the 
DSM, and metrics that can be calculated. They can also be efficient in calculations, as 
the focus on the DSM allows optimizing the code for this function. 
 The disadvantage on the other hand is that these programs do not usually offer ex-
tensibility. Many allow setting varying element and connections attributes, and thus 
creating different views, but for example implementing ABB-specific metrics is often 
not possible. Another drawback is that these programs are typically not free; therefore 
the question of cost and value should be considered.  
 Yet another drawback is that although the programs offer clustering and sequencing, 
most often the algorithm used for accomplishing these goals is not specified. There are a 
multitude of approaches for both goals, however, and as such these should be made 
clear to the user in order to assess, what kind of results the user should expect and how 
reliable they are.  
 For example, returning to the different clustering algorithms presented in chapter 
4.4.3, the algorithms have quite different aims: those presented in (Thebeau, 2001) and 
(Yu et al., 2007) try to balance their solution between the number of connections outside 
clusters and cluster size, and therefore the algorithms have optimal solutions that they 
are trying to achieve. By contrast, (Zakarian, 2008) uses only the number of connections 
outside clusters as the objective function, and thus the optimal solution of the algorithm 
changes each time the algorithm is run, even if the underlying DSM is still the same. 
Now, if the user is not given information on this subject, or doesn’t even know about 
potential differences, their ability to interpret the solution offered is severely hampered. 
 The second option was Microsoft Excel (“Excel” in the following text), the near-
ubiquitous spreadsheet software. Excel offers programming capabilities in the form of 
Visual Basic for Applications (VBA), which allows functionality beyond that offered by 
Excel itself. 
 The first benefit is that implementing the tool in Excel enables a wide range of fea-
tures that can be implemented; Excel does not limit the data used in any way, so differ-
ent views to the architecture and ABB-specific metrics can be created fairly easily. In 
addition, the program housing the source data had a feature that allowed data to be ex-
ported into an Excel spreadsheet; with Excel, the source data could therefore be used 
with few adjustments. Lastly, Excel is widely adopted at ABB, which carries two bene-
fits: firstly those using the final tool will be familiar with the software, at least to some 
extent, and secondly the program will also be available to everyone, with no extra costs.  
 On the downside, Excel is of course not designed for just DSMs. This means firstly 
that the user interface will on one hand be quite rigid, on the other a bit too free. As for 
the rigidity, for example moving an element within the DSM will mean cutting and 
pasting, not just dragging the element to a new place as in many dedicated programs. 
This means that using the tool will require the user to play by Excel’s rules, which in 
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this case could be unintuitive. On the other hand, the freedom that using Excel brings 
means that preparing for errors is troublesome. For example, if the tool is to work, the 
DSM will have to be in a specific place on an Excel sheet, so that the code can refer to 
it. Run-time checking of the position of the DSM would be very hard and time-
consuming to implement. 
 In addition, VBA is an interpreted language, which means that it is not compiled 
into machine language before running it. While this allows rather easy debugging and 
run-time viewing of the code, it makes running the code slower than when using a com-
piler. This could especially be a problem when running clustering algorithms: as they 
perform a large number of operations, even slight efficiency differences in running in-
dividual operations could mean differences of several hours in total time consumption. 
This will of course affect the usability of the tool. 
 The third alternative was MATLAB, a well-known analysis software product 
(MathWorks, n.d.). The benefits of MATLAB are firstly that it offers the same freedom 
in implementing features as Excel, as MATLAB has its own scripting language availa-
ble. Secondly running code in MATLAB is much more efficient than running it in 
VBA. For example, (Börjesson and Hölttä-Otto, 2012) cite the time taken for one run 
the IGTA-Plus algorithm as 0,34 seconds using MATLAB. When implemented to 
VBA, the same algorithm takes roughly two seconds per run, which, while not impres-
sive individually, means that time taken for 10000 runs is increased from about 50 
minutes to 5,5 hours. 
 On the other hand, three drawbacks were identified to choosing MATLAB. Firstly, 
it is not nearly as well known to the target user group of the tool as Excel, and it might 
not even be consistently available for use due to software license availability. It can be 
safely assumed that those using the tool will have much more experience using Excel 
than MATLAB, which means that an Excel-based tool should meet fewer problems 
caused by user inexperience. Secondly, MATLAB does not offer even Excel’s level of 
user interface. Therefore, for the purposes of this study, it is not a very good choice for 
testing scenarios or visualizing the DSM. Thirdly, the source data will in any case have 
to be brought in from Excel, which means that some kind of plug-in to read the DSM 
info would have to be implemented. 
 In the end, dedicated software was ruled out as an alternative, at least for the time 
being. A few programs were tested, but they usually offered unnecessary functionalities 
and did not enable customizations. Thus, they did not seem to offer enough value for 
money at this point.  
 As for the question of whether to use Excel or MATLAB, as explained before, Excel 
was chosen because it is more familiar to the probable user group of the tool, it offers 
better capabilities in visualization, and the source data are in Excel form. In addition, 
ABB has Excel in virtually every workstation, which is also an advantage over 
MATLAB. 
 An interesting way to combine both approaches would be to use MATLAB for the 
computing-intensive calculations, such as running the clustering algorithm, and then 
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bringing the results back to Excel for analysis. Combining the benefits of both programs 
seems a like potential ways of further developing the tool. 
5.3 Initial DSM 
The starting point for the study is shown in Figure 5-1. This represents the data as pro-
duced by the printing method of MoGeApps, based on the application and interface cat-
alogs. Some minor modifications have been made, as explained below.  
 The elements of the DSM represent individual applications in use. In Figure 5-1, 
application names have been replaced with numbers, as they do not affect the outcome 
of this thesis. This approach will also be used in the rest of this thesis. Another modifi-
cation is that applications that were present in the application catalogue but that did not 
have any in- or outbound interfaces have been removed. Although these can be interest-
 
Figure 5-1: Initial DSM (25.10.2013) 
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ing when applying the tool to practical use, they do not bring much value to this thesis, 
as the approaches discussed here have almost exclusively to do with the interfaces. 
 The marks in the DSM represent the interfaces between applications, as recorded in 
the interface catalogue; in other words one program provides information to another. To 
reiterate, at ABB the DSM is formed so that source applications are in the rows and 
target applications in the columns. Thus, looking at the Figure, if there is for example a 
mark in row 9, column 1, it means that application 9 provides information to application 
1.  
 The two different background colors of the marks in the DSM represent different 
technologies the programs use in transmissions. The red color means that there is a di-
rect connection either between the programs or databases that the programs operate. The 
cyan color on the other hand represents a file-based transmission: either the source pro-
gram creates a file that the target program then reads, or both programs utilize a shared 
file. These represent initial areas of interest of the project. 
 The values in the marks represent the number of methods used in transmitting in-
formation between each pair of applications. For example, the interface from applica-
tion 12 to application 23 has the value 3, which means that the transmission of infor-
mation utilizes three methods. Another value that could be extracted from MoGeApps 
was the number of information fields that are transmitted between the applications. 
Again, these represent initial interests. 
 This was initial setting of building the tool. Specific development steps will be dis-
cussed in following chapters. 
5.4 Depicting interconnections 
The main question concerning the interconnections in the DSM was what the interac-
tions should represent. Related to this was the question of whether to use a binary or 
numerical DSM. As explained above, initially the source data provided two ways of 
presenting a numerical DSM, which could of course be reduced to a binary DSM. While 
it might feel more informative to use a numerical DSM, it places requirements on the 
source data not necessary when using a binary DSM. 
 If data represents the quantity of something instead of, for example, a category, the 
quantity should naturally carry a meaning; a higher number in this type of numerical 
DSM should represent a stronger or more important connection. As discussed in chapter 
3.3, in literature the primary interest with regard to the interconnections is the probabil-
ity of change propagation. This is measured by various proxy values, with a higher 
number representing a greater probability. This places demands on the granularity of 
information in the DSM. If this type of numerical DSM is used, then on the widely 
adopted Stevens scales of measurement (Stevens, 1946), the scale used for presenting 
the values should be a ratio scale. A ratio scale is the most permissive in terms of opera-
tions, allowing multiplication and division in addition to all other operations. These are 
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necessary for e.g. matrix multiplication, which in turn is used in many DSM operations. 
Normalizing the values does not remove this problem, if the initial data are not suitable. 
 The literature examined is mostly focused on analyzing single applications, with the 
values in the DSM related to the probability of changes propagating to other elements, 
as discussed in chapter 3.3. Even the research done in EA setting the marks most often 
represent quite practical information, for example in (Lagerström et al., 2013b). In the 
context of this study, however, it was not self-evident if the same approaches could be 
used, as the marks represent more than just syntactical connections between applica-
tions. Firstly, the exact nature of the information provided from one application to an-
other is not present in the DSM, although it is recorded in the interface catalogue. This 
means that it was not possible to discern to criticality of the information being passed 
with regard to the functioning of the order-delivery process. By extension, if the im-
portance of a single-method interconnection could not be seen in the DSM, the same 
applies for multi-method interconnections. With regard to the other value available, the 
number of transmitted fields, again, the volume of transmitted information was not a 
viable proxy for the importance of the information.  
 Additionally, the information transmitted between programs does not necessarily 
belong to the same context. Several of the elements represent large applications with 
diverse roles in the process, the best example being the ERP system in use at ABB. To 
portray this kind of sizeable application consisting of several modules as just a single 
element necessarily hides information, as different parts of these programs could handle 
highly different data. This is a clear distinction between analyzing architectures in the 
context of a single application and an EIS, as the connections in a single application 
usually concern lower-level information used to run the application. 
 Secondly, the number of the methods or fields transmitted was not considered to 
reflect the complexity of the interconnection, the technology used in the transmission 
was evaluated as more important. For example, a transmission using a connection to an 
SQL database could be easy to modify, and if either the source or target application was 
changed or replaced, the architect could be quite certain that the new program would 
also be able to perform a similar connection, due to the wide acceptance of SQL. 
Whether the connection then uses one or three SQL connections does not make a large 
difference. 
 On the other hand, a direct connection between two programs could be more diffi-
cult. Even if the interfaces between the applications were well documented, the new 
application could be a third-party product and therefore might not be able to fulfill the 
same interface. Again, this is a major difference between the domains of single applica-
tions and information systems: the size and informational complexity of interconnec-
tions in an EIS do not allow a similar plug-and-play approach to building the system as 
when creating a single application. There are ways of achieving similar objectives in an 
EIS context, such as using special integration software, but implementing those are a 
great deal more difficult than modifying the interfaces of a single application.  
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 Therefore, the initial numbering scheme was not considered useful. As explained 
above, the transmission technology used was identified as a major source of intercon-
nection complexity. There was initial interest in applying scales presented by (Offutt et 
al., 1993) and (Xia, 2000) as an alternative numbering scheme in order to make inter-
connection values comparable to an extent. Unfortunately, this was quickly found infea-
sible. Firstly, the number of different technologies in use for the transmissions was quite 
large, and drawing comparisons from these to the data types presented in these sources 
seemed like too much of a stretch to be useful in the context of this study. Secondly, 
neither measurement scheme produces results on a ratio scale; at worst the results are 
only ordinal in nature. Thus the schemes would not reflect reality any more than the 
initial scales. In addition, no literature utilizing similar scales in the EA domain could be 
found. In total, it was decided that using these schemes was not worth the effort. 
 However, because of the importance of the transmission technology, it was decided 
that they would be useful to be represented in the DSM. Because no suitable ways of 
calculating the interconnection complexity could be found, the easiest alternative to 
implement was that the users of the software could evaluate the complexity themselves. 
As this introduces subjectivity to the results, it was though best kept separate from the 
code and given to the user to define as parameters. However, using just cell values 
would not be the best way of visualizing the architecture; that goal would be better 
achieved by different coloring of the marks, an example of which can be seen in Figure 
5-1. 
 Thus, the transmission technologies were incorporated to the DSM in two ways. 
After the tool has read the transmission technologies from the interface catalogue, the 
user can define formatting for each type of transmission technology. This aids in visual-
izing the specific technologies. In addition, a comment containing the corresponding 
technology is added to each cell for ease of use. The user can also input any value for 
the technology, which is then input to the mark in question. This way the user can de-
fine values for the complexity of each transmission type if so desired. As the values are 
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present in the DSM, they will subsequently be used in any operation involving the DSM 
values. 
 A section of the coloring scheme used is presented in Figure 5-2. The architecture 
with example formatting added is shown in Figure 5-3. For examples sake, each tech-
nology has been given a value of 1; this would make the DSM binary. 
 The tool was also built so that the user can substitute practically any connection at-
tribute to the place of the transmission technology. This allows additional flexibility in 





Figure 5-3: DSM with formatting added to marks 
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6 BUSINESS MODULES AND INTERFACE SUG-
GESTIONS 
This chapter discusses dividing the architecture into business modules and creating in-
terface suggestions between them. However, to this end the application visibilities are 
also used, so they are discussed first. Afterwards, the method of dividing the DSM by 
business module is presented, with the principle behind the interface suggestions com-
ing last.  
6.1 Application visibility 
As discussed, one of the views deemed useful was application visibility and indirect 
dependencies between applications. This has been used in literature for various ends, 
most notably for identifying core and peripheral components and cyclic groups of a sys-
tem. Implementing this is discussed next. 
 In more general terms, the visibility matrix of a DSM is equal to the transitive clo-
sure of the matrix, and there are several approaches for calculating it (see for example 
Nuutila, 1995); the method of matrix multiplication was already discussed in chapter 
3.4.2. In this study, the method chosen was the Floyd-Warshall algorithm, which is 
well-known and efficient. The Floyd-Warshall algorithm calculates in one run the short-
est paths between all element pairs in the matrix. As a downside to its efficiency it does 
not allow examining of the paths themselves, only the path lengths are recorded. Other 
path-searching algorithm such as Dijkstra’s algotihm can be used if the paths are of in-
terest. However, in the context of this thesis and based on the literature, the visibilities 
were considered more interesting. 
 For identifying cyclic groups of elements, the method described in (Baldwin et al., 
2013) was used. This was chosen for its simplicity and due to the fact that it has been 
utilized in research closely related to the subject of this study (Lagerström et al., 2013a, 
2013b). In short, the method consists of the following steps: 
 Calculate the visibility matrix 
 Sort the visibility matrix first by fan-in visibility (FIV) in descending order, then 
by fan-out visibility (FOV) in ascending order 
 Set each group of elements with the same FIV and FOV that are greater than one 
into same cyclic group 
An interesting observation is that this method of identifying the cyclic groups is largely 
the same as the one described by (Warfield, 1973) for dividing a matrix into hierarchical 
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levels. Put simply, this means all connections are arranged to one side of the DSM diag-
onal, or into blocks on the diagonal. This, in turn, corresponds with sequencing the 
DSM. This will be returned to in later chapters. 
 As for the core and peripheral elements, (Baldwin et al., 2013) base their classifica-
tion on the size of cyclic groups detected in the previous step, relative to each other and 
to the size of the DSM. The important dividers presented in their study are in sequential 
order: does the largest cyclic group contain more that 4% of system elements; is the 
largest cyclic group more than 1,5 times larger than the second largest cyclic group; and 
does the largest cyclic group contain more than 6% of system elements.  
 However, it must be noted that these values were used in the domain of a single 
software system, with a much larger number of elements. Therefore using these exact 
values in the EIS domain should not be taken as a given. Especially the percentages of 
system elements in the largest cyclic group seem quite low: for the architecture of a 
software product of, say, a thousand elements, 4% would mean 40 elements, which 
would stand out in the DSM. However, for the architecture being studied in this thesis, 
with 54 elements, 4% means approximately two elements and 6% about three. Although 
groups of this size would be visible in the DSM, a group of three elements hardly seems 
worth calling the core of the architecture. Thus, the exact values were not taken as a 
strict rule, but more as a guideline to classifying the architecture. 
 If the architecture shows of signs of containing a core group of elements, the rest of 
the elements are classified by their visibility values relative to the core. These visibility 
groups counting from the top of the DSM are as follows: shared (FIV higher than core, 
FOV lower than core), core, periphery (FIV lower, FOV lower), and control (FIV lower, 
FOV higher). The names come from the presumed function of the groups. The shared 
group represents e.g. library functions that provide information and services to compo-
nents, but receive them from few. The control components are the opposite, and can 
represent e.g. user interface functions that primarily work by using other functions. The 
periphery group has the same meaning as in literature concerning core components in 
general, and they are only weakly connected to the rest of the system.  
 The visibility matrix that has been organized using the approach defined above is 
presented in Figure 6-1. The marks with a value greater than zero have a blue back-
ground. Cyclic groups have an orange border and the visibility groups described above 
have a red border. A value of zero means that there is no path between the two ele-
ments; other values signify the number of steps on the shortest path between the ele-
ments.  
 Examination of the matrix shows a clear core group consisting of 15 applications. 
This represents roughly 28% of the system, and the group is three times the size of the 
next largest cyclic group. Thus, even if one were to disagree on the exact divider values 
used by (Baldwin et al., 2013), the largest cyclic group is quite clear in its dominance of 
the architecture.  
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 Organizing the DSM and identifying the cyclic groups provided some interesting 
information on the architecture. Firstly, the positions of the elements in the visibility 
matrix correspond quite well with their positions relative to the order-delivery process. 
Elements before the core are mostly applications used in the sales phase. These include 
product configurators and other applications used in defining the specifications of the 
product that is to be produced. On the other hand, applications in the last group were 
applications used in the later phases of the process. These consist mostly of viewer-type 
applications, for example, viewing the production structure of the design. This is to be 
expected, as by the end of the process few changes should be made. Thus, it is logical 
that these applications receive much more information than they produce.  
 
Figure 6-1: Visibility matrix of the DSM. Cell values indicate the length of the 
shortest path between two elements, a value of zero means the absence of a path. 
Cyclic groups have been marked with an orange border and component classes with 
a red border. The core, the second group counting from the top, is at the same time 
the largest cyclic group. 
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 Secondly, the core consists predominantly of a group of applications used in the 
design phases of the order-delivery process, and thus forms a quite easily understanda-
ble block of applications. This result is important in order to visualize the problems that 
could arise if making changes to this group. As an example that came up during the 
conversations regarding the architecture, the higher management of the business unit 
often push for certain applications to be adopted at all sites of the business unit, in order 
to narrow the application portfolio. The aim is to focus resources into support and de-
velopment of a smaller number of applications, and also to facilitate the exchange of 
data between sites; these are also the aims of this project. A few of the applications in 
the core group are these kinds of applications sometimes suggested for wider adoption. 
However, looking at the core application group, it can easily be seen that picking just 
some applications from the group will be problematic; as they receive information from 
and produce it to many all other programs in the group, then in order to implement an 
application at another site, it would require a similar “infrastructure” of other applica-
tions with it. The same applies to the other cyclic groups. 
 As for dividing the other elements into the four visibility groups, this approach was 
not considered as useful. Firstly, as the applications are linked to a certain part of the 
order-delivery process, it is logical that the earlier an application is in the process, the 
higher FIV and lower FOV it has. Secondly, the groupings were problematic because, as 
discussed in chapter 5.4, the information flowing from one application to another is typ-
ically not the same information that the receiving application then passes forward. 
Therefore, looking at Figure 5-4, it might not be correct to present an indirect connec-
tion between two applications that are very far apart in the DSM; when the latter appli-
cation is reached, the information will have undergone many changes in both type and 
content. For this reason, using the visibility DSM in ABB’s context could be mislead-
ing. The situation would be different if the connections in the DSM were semantically 
closer to the syntactical connections used in literature. However, in ABB’s case, analyz-
ing the visibility matrix also requires knowledge of what information is passed in reali-
ty. 
  Thus, a DSM sequenced with the visibility matrix was considered more useful for 
ABB’s purposes. This is presented in Figure 6-2. The information content is largely the 
same as in Figure 6-1, but only the direct connections are shown, with the purpose of 
keeping the focus in the direct connections. In addition, the cyclic groups identified are 
shown. These were considered useful, especially if the knowledge of the cyclic groups 
can be combined with knowledge of what elements are within them. The bordered 
groups with no elements in them represent groups with the same visibility. These are 





6.2 Incorporating the business modules to the DSM 
At first the source data did not include information on which business module each ap-
plication belonged to, so the first step was to collect this information. To this end, new 
data fields were created to the source data for the business modules and for the level of 
ownership of the application.  
 The data for each application relevant to the scope of the project was input by the 
BU IS manager and another employee who had been involved in the project from an 
early date. Another alternative would have been to perform a second round of data col-
lection from application owners. However, this was decided against for two reasons. 
Firstly, it was felt that the data could be input accurately enough by the two persons 
mentioned, and distributing the data input task would have taken unnecessarily long. 
This thesis aims at creating a tool which can be used after each round of changes to the 
architecture; therefore, the source data can be clarified at a later date, after the tool has 
been in use for some time and the process of using it has been tested. Secondly, it can be 
 
Figure 6-2: DSM sequenced with the same approach as with the visibility matrix. 
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argued that it is better that the personnel making decisions on the direction of the archi-
tecture make the decision of the module division. This way, the source data will repre-
sent the vision of the personnel who will be using the tool. 
 After collecting the data on the business modules, modifications were made in the 
database in order to record the data and to export them alongside the DSM. The data 
were added to the DSM as attributes of the elements, to the left of the DSM. 
 As discussed, the tool needed to be able to produce two different recommendations 
for how to connect the business modules to each other: one with connections from mod-
ule to module, and one using a bus structure. In practice this was implemented so that 
the user could sort the DSM based on element attributes of their choosing, the most in-
teresting for the purposes of this study being of course the business module of each el-
ement. If the user would erase the attribute information for some element, then that ele-
ment would be set as a bus element, and would be placed to the lower right corner of the 
DSM. 
 In addition, the initial values for the business module attributes were simply the 
names of the initial process phases shown in Figure 4-2. Due to how Excel sorts values, 
this would lead to the modules appearing in the wrong order in the DSM; mainly, 
“sales” would appear second to last instead of being first. For this reason, an additional 
functionality was implemented that allowed replacing attribute values with other values 
of the user’s choosing. This way, the names could be replaced with e.g. numbers and 
order of the modules would be made correct. 
6.3 Interface suggestions for the architecture 
The next step was to decide how to produce interface suggestions from the DSM and 
how to portray them. Separate suggestions would have to be created for both module-to-
module and bus-based suggestion, as discussed in chapter 4.1.2. 
 The problem will be approached in separate steps. Firstly, let us consider what it 
means for a system’s architecture to be partially or fully hierarchical; this has been dis-
cussed in e.g. in (Warfield, 1973) and more recently in (Sangal et al., 2005), with the 
names “layered” and “fully layered system”. The word hierarchy as defined by Merri-
am-Webster means “a system in which people or things are placed in a series of levels 
with different importance or status” (Merriam-Webster, n.d.). What this means in the 
DSM context is best elaborated with an example, which is presented in Figure 6-3, 
adapted from (Warfield, 1973, p. 446). The matrices in the figure have been transposed 
to comply with the order of reading the DSM used in this thesis; the information content 
is unchanged. 
 The left matrix in the figure is the initial situation for the hierarchy analysis. The 
right one is the same matrix that has been reorganized so that hierarchical levels can be 
made visible. A hierarchy in this case means a DSM that has been divided so that feed-
back is only allowed within blocks that are symmetrical around the diagonal, not be-
tween the blocks. Therefore, the sequenced DSM shown in Figure 6-2 is also a hierar-
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chical division, with the bordered groups of elements representing levels of hierarchy. 
Comparing with the dictionary definition of hierarchy, the elements have been divided 
into groups based on their fan-in visibility, as a measure of their “importance” or “sta-
tus” The aim is to move all connections between elements to the upper right segment of 
the DSM. If a bordered group of elements has connections within it, it means that the 
elements form a cyclic group; if there are no connections within the border, it simply 
means that the elements are on the same level of the hierarchy, and as such the sequenc-
ing does not take a stand on the order of the elements within it. This information might 
not feel as useful, but it was decided that it should be included as a reminder of the limi-
tations of the sequencing. 
 In the words of (Sangal et al., 2005), this type of system is “layered”: each layer, or 
level of the hierarchy, depends only on the layers below it. This type of analysis aims at 
eliminating feedback connections, which are seen as harmful to the development of the 
system. 
 Another step is to try to make the system fully hierarchical, or fully layered. This 
means that each level of the hierarchy is only connected to the immediately neighboring 
levels. In Figure 6-3, these are presented as the areas between the element groups that 
have a dashed border. Making the system fully hierarchical is an additional measure of 
limiting connections between hierarchy levels. Whether this is beneficial depends on the 
context. The benefits of eliminating feedback connections are easier to see as they pose 
an immediate risk of change propagation. Aiming for a fully hierarchical system does 
not eliminate any feedback connections, but limits the extent of the feedforward connec-
tions. 
 As for the context of this thesis, a fully hierarchical system seemed to be the most 
sensible. If the DSM is sorted based on the business modules, then they represent the 
initial levels of the hierarchy. Allowing connections from, say, straight from sales to 
service would not be in line with the goal of increasing the system’s flexibility. Each 
connection from a business module to other modules than those directly adjacent to it 
 
Figure 6-3: Example of dividing a DSM to hierarchical levels, with connection areas 
of a fully hierarchical system marked on the right (adapted from Warfield, 1973) 
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will make it harder for different sites to make their own decisions on how implement the 
applications in each phase of the order-delivery process, as they create dependencies to 
design decisions beyond those strictly required for the functioning of the process.  
 With this goal in mind, the next phase was to implement looking for interfaces be-
tween the modules. This was divided into two sub-goals. Firstly, the element providing 
the information to the next business should represent as much of the information in its 
business module. This is as close as possible to the initial goal of just a single connec-
tion relaying all information between the business modules, using just the existing con-
nections in the DSM. Secondly, the element in the module receiving the information 
should be as early in the information flow of its module. Again, this way the receiving 
element would be theoretically able to provide information to as much of its module as 
possible. 
 To find out the place of each element in the information flow of its module, a two-
level hierarchical division was implemented. Firstly, as discussed, the DSM is sorted 
based on the business module attribute of each element. Secondly, the elements in each 
business module are sequenced based on their visibility within the business module. 
This brings to light the logical order of the elements within each business module. After 
sequencing, the position of each element represents the place of the element in the in-
formation flow of the business module, and can then be used as a basis for searching for 
interface applications. 
 After organizing the DSM as presented above, comes the actual phase of looking for 
interfaces. Again, this was implemented in two levels. The process is given two busi-
ness modules as inputs; let us call these the business module providing information, or 
“providing module”, and the business module receiving information, or the “receiving 
module”. First, the elements in the providing module are looped through, starting from 
the last one. In this first phase, for each element it is first checked if the element re-
ceives information from other elements in the module; due to the effects of indirect 
connections and how the elements are sorted based on them, it is possible for an element 
to be quite late in the architecture, while still not having any direct inbound connections.  
 This check reflects the goal of finding an element that “condenses” the information 
in the business module. If an element is late in the hierarchy but receives no information 
from other elements in the module, it does not seem ideal as an interface; it could be 
largely separate from the main information flow within the module. Of course, it could 
then be asked why it has been included in the business module at all. However, that 
question has to do with the quality of the source data, which is a concern separate from 
this study. 
 If an element receives information from other elements in its module, then it is 
checked if the element has connections to the receiving module. Let us consider first the 
case that it does not. If there are still elements to check in the providing module, then 
the process moves on to the next element in the providing module. If this element was 
the last one checked, then a second round of searching is initiated again from the last 
element in the providing module. This time the requirement of getting input from other 
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elements in the module is relaxed; the first element that provides information to the re-
ceiving module is considered fit for being the interface application. If this second round 
of searching does not reveal any suitable applications in the providing module, then 
there are no possible interfaces between the two modules, and the search moves on to 
the next pair of business modules. 
 Let us now return to the situation that an application receives information from other 
elements in the providing module and provides information to an application in the re-
ceiving module. At this point the search process limits the search to the hierarchical 
level of the identified providing application and receiving application. As discussed, the 
sequencing method used does not sort elements within hierarchical levels; therefore, if 
we consider the information flow within a module, applications on the same hierarchical 
level should have the same chance of being selected as the interface application. With 
the appropriate hierarchical level identified in both the providing and receiving module, 
all connections between applications in these groups are added into a list for considera-
tion. 
 If at this point there is more than one potential pair of elements to serve as the inter-
face, several methods for choosing one pair over the others could be used. As discussed 
in chapter 4.3, two factors that were hypothesized as having an effect on the suitability 
of the interfaces were the visibility group of the elements and the level of ownership. 
However, neither of these was implemented in the end, although the business level was 
brought to the DSM as an application attribute.  
 The reason for these being left out was that no theory could be found to definitely 
put some attribute values above others, and therefore the choice would have to be based 
on some kind of subjective valuation scheme. This in turn was felt as unnecessary; as 
discussed in chapter 1, the aim for the tool is to create architectural suggestions based 
on theory, and these are then modified for practical uses. Bringing in subjectivity al-
ready at this point was felt as redundant. Also, time constraints limited efforts in devel-
oping the tool to the issues felt as being most important, and as such this feature was left 
out.  
 As it stands, then, the pair of applications chosen as the interface suggestion is simp-
ly the first pair in the list, i.e., the last application in the providing group and the first 
application in the receiving group. This pair is then marked into the DSM, and the anal-
ysis moves on to the next pair of business modules. 
 In Figure 6-4 is presented the way the tool visualizes the development suggestion 
for the architecture, built around moving information from module to module. The busi-
ness modules are surrounded with a thick border; they have also been organized so that 
they are in the order of the order-delivery process. Within the business modules the ap-
plication elements have been sequenced as discussed. Also, as in Figure 6-2, the appli-
cations on the same hierarchical level have been surrounded with a thin border. 
 Other visualized sections of the DSM are the acceptable and forbidden interface 
areas between modules. As discussed, a fully hierarchical architecture was considered 
as the way to go. Therefore the acceptable area for interfaces is the area to the right of 
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the providing module and above the receiving module; these are shown in the figure 
with a dashed border. All other connection areas are forbidden with regard to the fully 
hierarchical setup, and these areas of the DSM are visualized with red crosses over the 
cells. The last component is the interface suggestion itself which having been found 
previously is presented with a blue border.  
 The architecture suggestion based on the enterprise bus is created to a large extent in 
the same fashion as the module-to-module suggestion; the most important difference is 
that the connection from the providing module to the receiving module is sought using 
the bus defined for the architecture. So, in the first round, if an application in the provid-
ing module has inbound connections within its module, a connection is looked for be-
tween that element and the bus elements. If such a connection is found, another connec-
tion is the looked for between that bus element and the elements in the receiving mod-
ule. If such a connection can be found, then all the connections between the two hierar-
chical levels are analyzed, as with the module-to-module suggestion. If a connection 
 
Figure 6-4: Interface suggestions for moving information from module to module, 
with elements divided into business modules and sequenced within the modules 
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that uses the bus cannot be formed between the two analyzed business modules, then the 
tool attempts to form the connection in the same fashion as in the module-to-module 
suggestion; if a connection cannot be found in this fashion either, the tool moves on to 
the next pair of business modules. After going through each pair of modules, the user is 
notified of these failings to find interfaces, with an error message of the type shown in 
Figure 6-5 below. “No bus connection” means that an interface between the modules 
could not be formed using the bus. “No interface” means that no interface could be 
formed at all. 
 
 
Figure 6-6 pictures the architecture suggestion created by the tool that uses the bus. In 
this example, elements 15, 16 and 42 have been set as bus elements by removing the 
value from their cells in the business modules information column. Afterwards, they 
have been sequenced as the other modules, so they are not in the original order. As can 
be seen, interfaces that use the bus have been found linking each pair of business mod-
ules. As discussed previously, the architecture built around the bus presents a very dif-
ferent view to the architecture. With the tool, the architect can try out both approaches 
to create alternative scenarios. 
 
Figure 6-5: Example of error message provided by the tool to show failures in the 
interface search 
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Figure 6-6: DSM with interface suggestions built around an enterprise bus of three 
elements 
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7 AUTOMATIC CLUSTERING 
This chapter discusses implementing automatic clustering. Firstly, as discussed in chap-
ter 4.4.3, a choice has to be made regarding what clustering algorithm will be imple-
mented. Secondly, after choosing the algorithm, there are choices to be made in how to 
implement it. These will be discussed next. 
7.1 Choosing clustering method 
The three clustering algorithms presented in chapter 4.4.3 formed the initial pool for 
making the choice. The algorithms were (Zakarian, 2008), (Yu et al., 2007) and 
(Börjesson and Hölttä-Otto, 2012). 
 Zakarian’s algorithm was removed as a choice quite early. As discussed, it does not 
provide a single solution that is considered best; instead the best solution changes with 
each iteration of the algorithm. Thus it was considered hard to understand by the future 
users of the DSM tool. In addition, the algorithm has not appeared in literature, and so 
no support can be found for its use. 
 The algorithm by Yu et al. was considered next. Their approach was considered 
promising, for two reasons. Firstly, their objective function is claimed to be capable of 
solving many problems present in other widely used clustering algorithms, most notably 
the wide-spread (Thebeau, 2001). The problems are presented in (Sharman and Yassine, 
2004). Typical clustering algorithms are path-dependent, meaning that the solution pre-
sented will depend on the choices that the algorithm has made along the way. Therefore, 
if an element has equal grounds to be set into several clusters, the cluster it is set to will 
affect the rest of the running of the algorithm. In addition, typical clustering algorithms 
are claimed to struggle when presenting three-dimensional architectures. This is also a 
problem of the DSM in general, as discussed in chapter 3.2.3. 
 The algorithm by Yu et al. attempts to solve these problems by allowing an element 
to belong to several clusters simultaneously. It should be noted that the algorithm by 
(Thebeau, 2001) also allows multi-cluster allocation of elements; however, in Thebeau’s 
approach, the elements are duplicated for each cluster that the element belongs to. This 
is done in order to artificially increase the size of the clusters, thus penalizing multi-
cluster allocation somewhat. As a downside multiplication of the elements naturally 
clutters the DSM and could make it harder to comprehend. The approach by Yu et al. 
does not require replicating the elements in order to affect the value of the objective 
function. 
 The second reason the approach by Yu et al. seems promising is that it is claimed to 
be able to identify bus-like structures in the DSM. Thus, identifying bus elements in the 
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architecture could be made less subjective and let the algorithm decide. This claim has 
also been backed in (Hölttä-Otto et al., 2012). This is tempting as identifying bus ele-
ments has been done in various ways in the literature, and so presenting the best alterna-
tive for adoption at ABB is difficult. 
 For these reasons, the clustering algorithm by Yu et al. was chosen as the first at-
tempted implementation of clustering. Implementation was attempted in the same con-
figuration as in (Yu et al., 2007), meaning that both the objective function and the algo-
rithm to try out different solutions were the same; Yu et al. utilized a genetic algorithm. 
 Sadly, this approach ran into difficulties quite quickly. These problems are dis-
cussed next. First of all, genetic algorithms are quite difficult to implement. To reiterate, 
the coarse functioning principle in genetic algorithms is that the prospective solutions 
are first coded into “chromosomes” consisting of “genes”, in other words, arrays of log-
ical values indicating whether a certain element is a part of the solution or not. In the 
approach of (Yu et al., 2007), the length of the chromosome is set as the maximum 
number of clusters, which is given as a parameter, multiplied by the number of elements 
in the DSM. The clusters can then be extracted from the chromosome by dividing it into 
sections the same length as the number of elements in the DSM. Thus, in the chromo-
some, a “true” logical value means that the current element is part of the current cluster. 
 After the prospective solution has been coded as a chromosome, the chromosomes 
are then crossed over, simulating reproduction in organic beings. What values are 
switched in the chromosomes must be given as a parameter. The pool of chromosomes 
chosen for reproduction is based on the objective function, although some randomness 
is usually also introduced, in order to prevent the algorithm from getting stuck on local 
optimal values, instead of the global optimum. After reproduction, some chromosomes 
usually undergo mutation, in which some values in the chromosome are changed to the 
opposite value, i.e., from true to false or vice versa.  
 However, here lies the difficulty of genetic algorithms: there are a great number of 
different methods to implementing the reproduction, and without extensive testing it is 
difficult to say which method is the best. For example, in the approach by Yu et al., 
when mixing the chromosomes, uniform crossover is used. This means that when per-
forming the crossover, the probability of crossover is evaluated separately for each gene 
in the pair of chromosomes chosen for reproduction. An oft-used alternative method is 
the single-point crossover, in which a single point in the chromosome is chosen at ran-
dom, and then every gene after this point is switched between the two chromosomes. 
This can be done also as a two-point crossover, in which two randomly selected posi-
tions divide the chromosomes into three sections. This list is by no means exhaustive, 
which underlines the variety of different methods. Similar lists could be generated for 
how to choose the chromosomes for reproduction, when to stop the algorithm, how to 
mutate the chromosomes et cetera. In short, different choices in implementing the genet-
ic algorithm could lead to highly different solutions. 
 This became a problem when implementing the algorithm with the parameters pre-
sented in (Yu et al., 2007) produced quite weak results. For example, even with the test 
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cases presented in the article, the algorithm struggled to finish in the optimal results. 
This can of course be due to the implementation, as the source code used in the article 
was not available, despite trying to contact the authors. Trying out different approaches 
to implementing the genetic algorithm would have taken too much time in the context of 
this study. 
 In addition, the runtime of the algorithm at present and in the future was somewhat 
of an issue. As discussed, in the article the runtime for a DSM of 60 elements was 
“about a day”. There are some factors that would affect this if applied at ABB. On the 
one hand, the article was written several years ago, which means some shortening of the 
runtime due to hardware development. On the other hand, in the short run the technolo-
gy used to implement the algorithm would be VBA, due to the author of this thesis be-
ing unfamiliar with other technologies available. The efficiency of an Excel macro writ-
ten in VBA would be nowhere near the efficiency of a compiled C++ program, which 
was used by Yu et al., and as such the runtime could be expected to be longer.  
 In addition, there was the question of changes in the DSM size. ABB’s DSM is cur-
rently 54 elements, which is quite close to the DSM in the article. However, according 
to the BU IS manager, the DSM could be expected to grow to up to a hundred elements. 
This increase in the problem solution space affects genetic algorithms quite harshly; for 
example, in (Yu et al., 2007), chromosome pools of 3000 parents and 3000 offspring are 
used for a DSM of 22 elements. For the DSM of 60 elements the same numbers are 
8500 parents and 8500 offspring. For each of these chromosomes, the objective function 
will have to be calculated, meaning increases in the runtime of calculating just one gen-
eration of chromosomes. Therefore, if the number of applications included in the DSM 
were to increase, the usability of the genetic algorithm would suffer. 
 The issues presented above are related to the search algorithm. However, as dis-
cussed in chapter 4.4.3, the objective function and the search algorithm are somewhat 
separate; thus, if desired, the MDL objective function presented by Yu et al. could pos-
sibly be combined with another type of search algorithm, for example the one used 
(Thebeau, 2001). This would of course require some work, but if the objective function 
was seen as useful, this avenue of research could be explored as well. 
 Yet, this idea was abandoned as well, due to observed deficiencies in the objective 
function. At this point, let us analyze the objective function formula presented by Yu et 
al. This is shown below: 
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 The formula consists of three sections, which have been highlighted in different 
colors. The first part, highlighted in red, concerns the number of clusters in the solution. 
This part of the formula assumes that each cluster is fully filled with interconnections 
and no connections exist outside cluster boundaries; let us call the matrix constructed 
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based on these assumptions the ideal DSM. This situation is of course highly unlikely, 
which is why the two other parts, in blue and green respectively, represent the mis-
matches between connections in the idealized model of the DSM and in the real DSM. 
The use of 2-based logarithms represents the idea of minimizing the number of bits re-
quired to exhaustively depict the DSM. 
 The weights   and   represent the importance given to the three parts of the formu-
la. Here is the first problem with this calculation, as the weights need to be given as 
parameters. In the original article the weights were set to imitate clustering arrange-
ments created by experts for three DSMs. However, it is not clear if the same values 
would fit with the objectives of this study’s case. 
 More importantly, a deficiency was observed in the function: although it does ac-
count for setting elements to multiple clusters and treating bus elements separately, it 
does not take a stance on the positioning of the elements within the clusters. This se-
verely limits the usefulness of the multicluster allocation. The problem is elaborated 
below. 
 In Figure 7-1 is pictured one of the test cases used by Yu et al., a DSM with three 
overlapping clusters (Yu et al., 2007, p. 101). The leftmost matrix is the one given as 
input to the algorithm. On the upper row we have the ideal and actual DSM for the solu-
tion presented in the article. This solution has the lowest overall description length pos-
sible for this DSM. 
 However, on the lower row we have the same matrices, but element 7 has been 
 
Figure 7-1: Ideal and actual DSMs found by the algoithm in (Yu et al., 2007) that 
have the same MDL value 
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placed before element 4 and element 1 has been placed before element 3. The elements 
that have switched places are the ones that have been placed into two clusters simulta-
neously. It is easy to see that the DSMs on the lower row are more difficult to under-
stand. Yet, the MDL metric gives them the same values: the number of clusters is the 
same and they are composed of the same elements. Also there is the same number of 
mismatches between the ideal and actual DSM so the mismatch description length is the 
same. 
 In an idealized case such as this it would be easy for a person to rearrange the ele-
ments to find the best order within this clustering scheme. However, in a larger DSM it 
is easy to see that searching for the best order of the elements quickly becomes an opti-
mization problem of its own, especially if an element is part of more than two clusters 
and the bus is introduced, as at this point it might be necessary to move the clusters as 
well.  
 As for how to solve this problem, (Yu et al., 2007) gives no indication. Of course, it 
is possible that the authors have solved the problem in their implementation of the algo-
rithm, but as their code was not available, this could not be checked. As it is, if the algo-
rithm were to be used, assigning elements to multiple clusters would be more likely to 
make the DSM harder to understand than if an element could belong to just one cluster.  
 Thus, at this point it was decided that the benefits of the approach of Yu et al. were 
outweighed by the disadvantages: the complexity of implementing the algorithm, the 
running time issues and the dubious results produced. Therefore efforts to implement 
this clustering approach were stopped, and the focus was set on the IGTA algorithm 
based on (Thebeau, 2001). This will be discussed next.  
7.2 Implementing the IGTA algorithm 
As discussed previously, the IGTA algorithm is a much-used stochastic algorithm for 
clustering a DSM. There is also a MATLAB implementation of the algorithm used in 
(Thebeau, 2001) publicly available (DSMWeb, n.d.). This was a great asset, which al-
lowed using MATLAB instead of VBA for the implementation. 
 The algorithm aims to minimize the following cost function (Börjesson and Hölttä-
Otto, 2012): 
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Definitions for the variables in the formula can be found in appendix 3. In general, the 
algorithm balances between the number and strength of interconnections outside of 
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clusters, and the sizes of the clusters. This is different from e.g. Zakarian’s algorithm 
that only attempts to minimize the number of connections outside clusters. The main 
output of the algorithm is a cluster matrix with the clusters in the rows and elements in 
the columns, which results in the lowest total cost found during the particular run of the 
algorithm. 
 The working principle of the original IGTA algorithm is as follows.  Initially each 
element is set into its own cluster. After this, during each round of the algorithm, an 
element is chosen randomly. Then, each cluster makes a bid for the element (henceforth 
the bid element) to join the bidding cluster. In the algorithm used in (Thebeau, 2001), 
the bid is calculated based on the connections the bid element has with elements in the 
cluster making the bid. The bid element is then usually moved to the cluster with the 
highest bid; based on a probability given as a parameter, the algorithm randomly choos-
es the second best bid in order to avoid getting stuck at local optima. 
 It is only after this the total cost for the new clustering arrangement is calculated, in 
order to check if moving the element results in a lower-cost solution. Usually, if the 
proposed clustering arrangement results in a higher total cost, the change is discarded 
and another element is set as the bid element. Again, based on a parameter probability a 
worse solution is randomly accepted, but the previous solution is recorded to allow re-
turning to it if the end result of the algorithm would be worse. This loop of accepting 
bids for elements and trying the new solutions for a lower total cost is continued until 
the termination condition is met; in the original algorithm it is simply a number of 
rounds with no improvement in the objective function. 
 As said, the original MATLAB implementation is available publicly. However, 
modifications to the algorithm have been presented in the literature. There will be dis-
cussed next. 
 Firstly, (Börjesson and Hölttä-Otto, 2012) present two modifications to the algo-
rithm that, according to their data, improve both the efficiency and best total cost found 
each round. The first modification is the “improved termination condition” (ITC), which 
ensures that during each round, each element is bid for only once. This is an improve-
ment over the strict random selection in the original algorithm, in which the same ele-
ment could end up as the bid element several times during the same round, even though 
the total cost would not improve by moving the element. According to the data in the 
article, this modification improves the efficiency of the algorithm, while not taking 
away any functionalities, so implementing ITC was an easy choice. 
 The second modification is “suppressing multicluster allocation” (SMA), which 
enables using a more efficient calculation for the total cost by forbidding elements from 
belonging to more than one cluster. This modification required more thought, as it takes 
some functionality away from the original algorithm. However, if multicluster alloca-
tion were allowed, the same problem as with the algorithm of Yu et al. would arise: how 
to place elements within clusters? As discussed, in Thebeau’s approach the elements are 
replicated for each cluster they belong to. This was considered to unnecessarily compli-
cate the DSM. It could also be asked if multicluster allocation was even in line with the 
70 
 
objectives of this study; the aim is to find separable groups of elements, in order to re-
duce cross-module interactions. If an element was assigned to several clusters, it would 
immediately create dependencies between the clusters. In addition, (Börjesson and 
Hölttä-Otto, 2012) present data based on which the solutions found with the SMA mod-
ification applied are better than if multicluster allocation were allowed. Therefore, it 
was decided to implement also the SMA modification. 
 The second modification regarded calculating the bids for the elements. As dis-
cussed, in the original implementation, the bids are calculated based on the connections 
between the bid element and elements in the bidding cluster, and only then is the change 
in the total cost calculated. Intuitively it would feel more sensible to calculate the bid 
based on the change in total cost that moving the element would cause; this approach 
has been used in (MacCormack et al., 2006), who calculate the bid as the marginal im-
provement to the total cost.  
 However, no data could be found to back either claim. Therefore, to decide which 
approach to implement, both ways of calculating the bids were tested to compare the 
results. Initial tests with a small number of runs suggested differences in the total cost, 
but also in the number of clusters in the proposed solution; more specifically, the solu-
tions found using the original method for calculating the bids seemed to propose a larger 
number of smaller clusters. This was decided to be included as a variable, in addition to 
the total cost. Intuition would suggest that a smaller number of larger clusters would be 
easier to comprehend for the user, and more useful as a basis for dividing the AA into 
modules. Thus, if there would be no significant difference in the objective function val-
ues presented, the suggested number of clusters could be used to make the decision be-
tween the bid calculation methods. 
 In addition, the running time of the algorithm was also included. This was an im-
portant factor with regard to the usability of the tool. If there would be no significant 
difference in the other variables, the running time could be used as basis for the solu-
tion. 
 For more rigorous testing of the variables discussed above, the clustering algorithm 
was run 10000 times which each method for calculating the bids. Due to time con-
straints, the data given to the algorithm was an earlier version of the DSM than other-
wise in this study, with 58 elements. However, this does not pose a threat to the validity 
of the results, as the data are the same in all tests of the algorithms. The results are pre-
sented below, in tables 7-1 and 7-2.  




 The standard deviation was calculated as sample standard deviation; it could of 
course be asked, if this dataset represents a sample or the whole population of solutions 
as the data are created just for the purposes of this analysis. Thus, if these were to be 
considered a sample, then the population would be infinite. However, as none of the 
results represent an exhaustive search of the problem space, it was decided that they 
would be viewed as a sample of solutions offered by the algorithm. In addition, for such 
a large amount of data, the values for population and sample standard deviation would 
be nearly the same anyway. 
 As can be seen in Table 7-2, the differences between mean values of the variables 
are statistically significant for total cost at the 0.01 confidence level and at an even 
greater confidence level for the difference between the running times; the exact value 
could not be determined, as the software used did not have high enough precision. No 
difference of statistical significance was found for the mean of the number of clusters. 
 
Table 7-1: Comparison of bidding methods used in (MacCormack et al., 2006) and 
(Börjesson and Hölttä-Otto, 2012) 
MacCormack et al. 2006 
 


















Mean 3437 11 0,66 
 
Mean 3440 11 0,18 
Median 3415 11 0,65 
 
Median 3415 11 0,18 
St. Dev. 92 1 0,07 
 
St. Dev. 94 1 0,02 
Min 3229     
 
Min 3201     
Max 4152     
 
Max 4085     
 
Table 7-2: t-test results for difference of means between the results for the bidding 
methods 







Time to run 
alg. once 
Actual difference 3 0 0,48 
Hypothesized 
difference 
0 0 0 









 However, one should ask, if the differences have any effect on the results; the t-test 
provides only information on whether the means are likely to be the same or not. The 
difference in the running time has a visible effect: for example, running the algorithm 
10000 times using the bidding method from (MacCormack et al., 2006) takes about 110 
minutes, or nearly two hours. On the other hand, using the original bidding method, the 
10000 runs take about 30 minutes. Both are of course quite short times with regard to 
clustering algorithms, which sometimes run for several days. However, with regard to 
the usability of the tool, a shorter time is definitely better, if the same results can be 
achieved. 
 This brings us to the question of whether the difference of 3 points in the mean total 
cost values is something to consider. To this end, the spread of the total cost results data 
was analyzed to find out what was the effect of extreme values in the total cost mean; as 
seen already in Table 7-2, the median was the same for both datasets. 
 The method by (MacCormack et al., 2006) found 225 unique results, while the one 
by (Börjesson and Hölttä-Otto, 2012) found 247 unique results. However, the analysis 
provided information that the results created by both bidding methods are for the most 
part similar. Table 7-3 aggregates this information, showing that the same nine results 
account for 80.3 % of results in the first dataset and 77.2 % in the second. Moreover, the 
three most common results account for approximately 50 % of results in both datasets, 
and the two most common for 40 %. Thus, it seems that both bidding methods create a 
quite similar spread of results. 
 
 As for the lowest solutions, the method by (MacCormack et al., 2006) found its 
lowest solution of 3229 nine times. (Börjesson and Hölttä-Otto, 2012) found its lowest 
solution of 3201 only once; however, it also found a solution with a total cost of 3229 
eleven times. Based on this evidence, both bidding methods should be equally capable 
of finding good solutions. That information is enough to tip the choice between the 
Table 7-3: The nine results representing approx. 80 % of results in both data sets 
MacCormack et al. 2006 
 
Börjesson & Hölttä-Otto 2012 
Total cost result Count Running total % 
 
Total cost result Count Running total % 
3415 2364 23,6 % 
 
3415 1971 19,7 % 
3546 1835 42,0 % 
 
3546 1935 39,1 % 
3358 835 50,3 % 
 
3358 808 47,1 % 
3326 731 57,7 % 
 
3485 778 54,9 % 
3457 691 64,6 % 
 
3326 670 61,6 % 
3485 684 71,4 % 
 
3457 566 67,3 % 
3377 527 76,7 % 
 
3377 555 72,8 % 
3320 205 78,7 % 
 
3320 231 75,1 % 
3288 161 80,3 % 
 
3288 206 77,2 % 
Grand Total 8033 80,3 % 
 
Grand Total 7720 77,2 % 
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methods to the favor of (Börjesson and Hölttä-Otto, 2012), due to the much shorter run-
ning time.  
 The next question regarding automatic clustering was about the number of runs 
needed. Heuristic algorithms such as the one used here are typically run a number of 
times to ensure that a good solution has been found. The difficulty is in the randomness 
of the results; because all solutions are not tested, the algorithm could find the global 
optimum solution on the first run, or it might not find it at all, regardless of the number 
of runs. The question of how to optimize the number of runs is a matter of active re-
search, but no conclusive answers exist as of yet. (Kanniainen, 2013) 
 The original algorithm presented in (Thebeau, 2001) utilizes two random factors in 
order to avoid local optima. However, (Börjesson and Hölttä-Otto, 2012) claim that the 
clustering algorithm will tend to get stuck despite the measures, and as such the algo-
rithm will have to be run a large number of times in order to be sure that a good solution 
has been reached. They cite a number of 10 000 runs as enough to produce reliable re-
sults, yet they give no arguments to back this number. 
 Increasing the number of runs naturally causes running the algorithm take a longer 
time in total. This is not as big a problem as it used to be, as running the algorithm in 
MATLAB 10000 times takes only about half an hour for a DSM of roughly 60 ele-
ments, depending of course on the hardware MATLAB is running on. Still, if reliable 
results can be achieved in shorter time, it is always for the better. Another question is if 
the user can be sure if even a large number of runs is enough. Therefore, for practical 
purposes, the future user of the tool was interested in some evidence on a suitable num-
ber of runs, a “rule of thumb” to guide the use of the automatic clustering. 
 As discussed previously, on 10000 runs the algorithm only managed to find the so-
lution of 3201 once. However, there is no certainty that the next 10000-run set would 
find as good a solution or that this solution is the global optimum. An approach would 
be to increase the number of runs even further, say, to 100000, to see if there is an even 
better solution. Yet, increasing the number of runs ever further does not seem like a 
very fruitful method of testing the algorithm. 
 As presented in Table 7-3, a quite small number of results forms the main mass of 
results found by the algorithm. A possible method of analyzing the number of runs 
needed was to compare the sensitivity of the DSM clustering scheme to the total cost 
found, i.e., to move the object of analysis from the total cost to the actual DSM. If there 
would be little difference between the best result found and for example the median 
result, then a number of runs smaller than 10000 could be enough to produce satisfacto-
ry results. 
 The original MATLAB implementation of the algorithm offers a tool for this pur-
pose. The function compares each pair of cluster and run, and returns the similarity be-
tween the clusters. This similarity is called the likeness of the clusters by the original 
author. The calculation is done so that the number of common elements in both clusters 
is multiplied by two, to account for that each common element appears in both clusters, 
and then divided by the sum of the number of elements in each cluster. This provides a 
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percentage value for the similarity of the two clusters. These values can then been ag-
gregated into average similarity of a cluster to the best matches across all runs, which 
can further be aggregated into the average similarity of a run to all other runs. 
 However, for these calculations, the number of runs analyzed would have to be 
much lower than the 10000 runs tested earlier. As each cluster of each run is tested 
against all other clusters and runs, the number of calculations to perform scales very 
strongly; for example, for 100 runs of 10 clusters on average,                cal-
culations have to be performed and recorded. Handling datasets of this magnitude on a 
normal workstation easily causes errors due to the system running out of memory. In the 
end, a 400-run set could be gathered for the purposes of this thesis. 
 Sadly, the clustering scheme for the result 3201 was not available, and thus the best 
result found in this set was 3229, with one hit. The worst solution had a total cost of 
3952. Interestingly, the nine results presented in Table 7-3 again accounted for nearly 
80 % of results, as seen in Table 7-4. This is additional evidence that at least for the 
source data used here the algorithm functions in a quite stable fashion.  
 
 To compare the effect that changes in the total cost have on the clustering scheme, 
the clustering solutions were compared according to the method by (Thebeau, 2001). 
Firstly, from the aggregated data on cluster similarities, it was found that on average the 
solutions found by the runs were a bit over 90 % similar; to achieve this result, firstly 
the best match fractions for each cluster in each run over all other clusters were aver-
aged to find out the average likeness of each cluster with its best match in all other runs. 
These values were then averaged to find out how similar each run was to each other run. 
By averaging these values, we arrive at the average likeness of all runs in the dataset. 
The average 90 % likeness is already quite high, as it suggests that the spread of the 
total cost from 3229 to 3952 was caused by changing only 10 % of the clusters. 
 However, the average value can of course hide some information, so more specific 
calculations were performed for the best solution (3229), worst solution (3952) and the 
Table 7-4: The nine most common results in the 400-run set 
400 runs 
Total cost result Count Running total % 
3546 83 20,8 % 
3415 80 40,8 % 
3358 29 48,0 % 
3485 28 55,0 % 
3326 26 61,5 % 
3377 24 67,5 % 
3457 24 73,5 % 
3320 8 75,5 % 
3288 8 77,5 % 
Grand Total 310 77,5 % 
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two most numerous solutions found (3546 and 3415). As there was more than one of 
each comparison run, a representative was chosen at random from among these. The 
data revealed that all of the solutions with these total costs had also the same number of 
clusters in their solution. Even though this does not guarantee that the solutions are the 
same, they can be assumed to be similar in their composition, considering the 90 % av-
erage likeness of all runs.  
 The results for the similarity of the best solution with the other solutions are shown 
in Table 7-5 below. In addition, the corresponding DSMs are shown afterwards in Fig-
ure 7-2 for comparison.  
 
 Comparing the clustered DSMs, firstly, the difference between the best and worst 
solution is quite visible, as foretold by the lower similarity than with the other two solu-
tions. The worst solution consists of almost double the number of clusters as the best 
solution. This naturally leads to smaller clusters, and a more scattered view to the archi-
tecture. The difference is not so striking with the two most common total cost solutions. 
Especially the solution of run 191, with a total cost of 3415, has several clusters that are 
immediately recognizable in the best solution. The difference in the total costs comes 
from the small differences in the clusters; for example, cluster 5 of the best solution and 
cluster 3 of the 3415-cost solution look similar, but the former is composed of 11 ele-
ments, while the latter contains only 9 elements. 
 Sadly, it is very hard to say anything more concrete than this on the required number 
of runs. If one of the two most common solutions is considered good enough, then a 
number of runs much smaller than 10000 is enough, as their shares of the solutions 
found seem to be constantly around 20 % for each. On the other hand, the first 10000-
run set found the absolute lowest cost of 3201 only once. Therefore, if the aim is to find 
the absolutely lowest-cost solution, the only way to make the probability of its appear-
ance higher is to increase the number of runs. At this point, it becomes a question of the 
amount of resources that are available for running the clustering. Luckily, the algorithm 
can be set to run for example overnight, if desired. 
Table 7-5: Similarity of best found solution with other choice solutions 
  Similarity with (run #, result) 
Best result (run #, re-
sult) 
191, 3415 39, 3546 164, 2952 





Figure 7-2: Comparison of clustering schemes with choice total costs 
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77 
 
8 COMBINING AND MEASURING THE PRO-
POSALS 
There are two questions set for the development in chapter 4 that have not been an-
swered yet. Firstly, there is the question of how to combine the suggestions presented 
by sorting the DSM by attribute values and by performing clustering on the architecture. 
Secondly, a decision has to be made on what metrics to set on the architectural sugges-
tions to measure the “goodness” of the architecture presently and as it develops. These 
will be discussed next. 
8.1 Combining architectural suggestions 
As discussed, the architectural suggestions created by sorting with attribute values and 
by clustering represent two different views to architecture modularity. The former, 
based on the attributes, reflects the aim of cohesion; that the applications included in a 
module belong logically together. The latter architectural suggestion created by the clus-
tering algorithm represents the view of coupling, i.e., it is focused on the connections 
between the applications. 
 Both views can be seen as valuable in their own right. However, if some way of 
combining the information in the views could be found, it would further improve the 
reliability of the architectural suggestions, as then both views could be taken into ac-
count. However, this is easier said than done, as the information provided by the views 
is conceptually quite different. 
 For the purposes of this study, combining the views was implemented by using the 
results of each suggestion as input for the other. This is further elaborated next. Firstly, 
consider the business module – based view to the architecture. This represents the cohe-
sion side of architecture modularity. An important problem with regard to dividing the 
applications to business modules was that several applications could be included in sev-
eral modules almost equally well; this was due to an application e.g. serving several 
purposes or being composed of several modules, as with ABB’s ERP system. While this 
problem could be solved to some degree by allocating an application to multiple mod-
ules, this was decided against due to it making the DSM more complex, as discussed in 
chapter 7.2. As such, the business module division represents one possible scheme of 
allocating the applications, and it can change in the future. 
 Therefore, to check if there would be a more logical division of the applications that 
still has an aspect of the cohesion between the applications, the clustering algorithm was 
implemented so that it can take as an input an initial clustering scheme. As discussed, 
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normally the algorithm initially places each application to its own cluster, and works 
from there. The algorithm only deletes clusters during its course, it does not add them. 
Therefore, if given e.g. the business module division as an initial clustering scheme, the 
algorithm could move elements between the clusters and delete clusters, but not add 
clusters. This ensures that the solution will consist of the same or a smaller number of 
clusters, and will therefore be of similar complexity with regard to the number of clus-
ters as the initial scheme. The aim is an “improved version” of the business module al-
location. 
 Similarly, the clustering algorithm accounts for bus elements, if they have been allo-
cated. This is implemented so that if a bus is used, the DSM is clustered only up to the 
bus. 
 The effect that automatic clustering has on the original business modules division is 
shown in Figures 8-1 and 8-2 below, with the clustering based on the business modules 
data in the former and the result of the clustering algorithm with the data as input in the 
latter. The clustering algorithm was run 10000 to achieve this result. The DSM also con-
 
Figure 8-1: DSM clustered based on business values data 
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tains a bus for the sake of example. 
 As can be seen, there is quite a marked difference between the number of connec-
tions outside the clusters, the total sum of which in the former being 24 and in the latter 
only 6. Also the likeness between these clustering schemes, calculated as discussed pre-
viously, is only approximately 60 %, which is markedly lower than the likeness of runs 
produced previously. Thus, the clustering algorithm has made significant changes to the 
clusters based on the business modules. Combined with information on the applications 
themselves to ensure cohesion, this clustering scheme improved with regard to the con-
nections, can now be used to develop the classification of the applications, if so desired. 
 The second way of combining the views is that the results of the clustering can be 
subjected to the interface search described in chapter 6.3. Therefore, another architec-
tural suggestion can be generated. Whether this is based on the algorithm clustering the 
applications freely or using the original cluster division as base, is up to the user. With 
 
Figure 8-2: DSM created with the clustering algorithm with the business modules 
data as input 
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this step, the result of the clustering algorithm can be used as the starting point for the 
development suggestion. 
 To elaborate this, a 10000-run set of data was produced with the clustering algo-
rithm, with each element initially in its own cluster. The output clustering scheme was 
the imported back to the Excel tool and subjected to the interface search process. The 
result is shown below in Figure 8-3. 
 As can be seen, this particular clustering scheme did not produce a very sensible 
module division with regard to finding interfaces between clusters, as interfaces could 
only be found between modules 2, 3 and 4. Yet, it could still be used as a base for fur-
ther modifications by moving applications between clusters, or as a starting point for 
development plans. From this point of view, setting some applications into the bus 
makes more sense if the clustering algorithm is used; as the algorithm aims to eliminate 
all connections between clusters, optimally there would be no connections that could be 
used as interfaces for the module-to-module connections. Allocating some applications 
 
Figure 8-3: DSM produced by clustering algorithm used as base for searching inter-
faces 
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to the bus, so that interfaces could be formed through it, ensures that the aim of the clus-
tering algorithm does not contradict the aim of searching for interfaces. 
8.2 Measuring the suggestions 
The last question regarding the implementation of the DSM tool was what to measure 
from architectural suggestions and sequential rounds of developing the architecture. As 
in all other areas of management, sensible metrics are important for setting goals and 
checking that progress is made towards the goal. 
 When this study was begun, there was interest in finding out if suitable metrics 
could be found in literature. If some metrics had been discussed previously, chances 
were that they could be in use in other organizations as well, and could therefore be 
used to benchmark results between ABB and other organizations. This way, information 
could be gathered on what constitutes a “good” enterprise architecture, and the devel-
opment initiatives could be directed correctly. 
 Unfortunately, as discussed in chapter 2.4, despite numerous frameworks for guid-
ing EA development, quantitative measurement of the architectural plans is something 
that is left for the organizations to figure out for themselves. The same goes for the sub-
areas of EA work discussed in this thesis: application, data and technology architecture. 
One could ask if presenting universal suggestions for EA development is even possible; 
as the goals of the IS function varies considerably between organizations, so should the 
focus of measurement. For example, the EA development focus examined in this thesis 
concentrates on increasing the system’s flexibility. However, this necessarily comes at 
some expense to the performance of interactions between programs, which could be the 
more important objective at some other organization. Even within the architectural goal 
of increasing flexibility, the variables depending on the context quickly become so nu-
merous that universally applicable guidelines could be hard to present, let alone hard 
numbers to aim at.   
 As for what could be measured from the DSM, some initial ideas found in literature 
were discussed in chapter 4.4.2. Firstly, the size of the core has been deemed as im-
portant in several articles that discuss using the DSM both in analyzing a single program 
and EA. However, despite being interesting and having some theoretical background, 
there has been little discussion on how to actually make the core smaller, or other cyclic 
groups for that matter; this is a still lacking area of research identified e.g. in 
(Lagerström et al., 2013b, p. 16). Thus, even if the size of the core could be measured, 
no concrete development proposals could be made based on the measurements. This 
limited the usefulness of this metric with regard to the focus of this study. 
 Another type of metric which was discussed is the variety of metrics of system 
modularity. As part of implementing the clustering algorithm, the metric from (Yu et 
al., 2007) was tested and the one from (Thebeau, 2001) also implemented. Yet, in this 
case, the interest in using these metrics is limited to the clustering. The metrics can pre-
sent some indication of how modular the current architecture is and what the effect 
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would be if an element were moved to a different cluster. However, with regard to the 
desired development suggestions, this information is not very useful. 
 With regard to the views created by the tool described in this thesis, some potential 
metrics stand out. First, an obvious one is the number and strength of connections out-
side clusters in the interface suggestion. For the forbidden connection zone, this metric 
is conceptually simple. However, also in the allowed connection areas, every connection 
beyond the first one is in contradiction of the aim of architecture development: that each 
pair of modules would only be connected through a single interface. Thus, an optimal 
value for this metric would be equal to the number of module pairs. 
 However, due to the flexibility in creating architectural suggestions, this metric is 
problematic; more specifically, the choice of bus applications strongly affects the num-
ber of connections in the allowed and forbidden connection areas. Thus, the person cre-
ating the suggestions has great influence over the number of connections simply by the 
choices of bus applications. On the other hand, over several rounds of developing the 
architecture and using the same bus applications, this metric can become meaningful, to 
track the effect of development projects. 
 Another metric that was considered interesting is the nature and variety of transmis-
sion technologies. This view separates the DSM to two parts. Firstly, at this point the 
clusters used as basis for finding interconnections can be thought of as black boxes; as 
the aim is to reduce the dependencies between clusters, the choices of transmission 
technologies within the clusters at one site should not affect the choices at other sites. In 
other words, different sites should not be aware of the transmission technologies used 
within clusters at other sites. However, the transmission technologies used between ap-
plication clusters are important. A suitable metric for these would be for example the 
number of different transmission technologies used to transmit information between 
modules: each additional transmission technology used at one site makes it more diffi-
cult to harmonize the connections between sites. Also the technologies used within the 
bus are important, if a bus is defined, as in that case moving the information is simply 
achieved by using the bus. Another option to the number of different technologies 
would be to set complexity values for each transmission technology and measure the 
sum or average value of these; this approach is possible with the tool, as described in 
chapter 5-4.  





This chapter firstly discusses what conclusions can be drawn based on the study from 
both a theoretical and practical viewpoint; these aspects are discussed in chapter 9.1. 
Afterwards, in chapter 9.2, the reliability and validity of this study are discussed, and 
the contributions are assessed against the initial goals. Finally, in chapter 9.3, future 
research paths that were identified during the course of this study are discussed.   
9.1 Theoretical and managerial contributions 
The theoretical gap that is behind this thesis is the typically abstract nature of EA work. 
Many frameworks offer guidelines on what information to collect, but leave the analysis 
of the data to the organization. Thus, the results often remain at a very abstract level, 
and do not have any effect on real life in the organization. The same goes for TOGAF, 
the framework in use at ABB. Practical guidelines are needed on how to use the data 
collected as basis for concrete development plans. This type of research has obvious 
implications for managerial reality as well.  
 The primary theoretical contribution of this thesis is combining various DSM-
related approaches found in research literature and applying them in the context of en-
terprise and application architecture development. To date there have been few previous 
works discussing the use of DSMs in the EA frame, despite similar matrices being pre-
sent in many architecture frameworks. This thesis presents possible approaches on what 
can be done with the data after collecting it. 
 The central products of the tool are the interface suggestions, built either around 
module-to-module communications or connecting the applications through an enterprise 
bus. The thinking behind these objectives should be applicable to most other organiza-
tions; as discussed, initiatives to divide the EIS into separate application domains have 
also been present in literature. The novelty of this thesis is in the way several methods 
of DSM analysis are used in combination for creating these interface suggestions. 
 The transmission technologies used were also incorporated to the DSM. This type of 
analysis was not present in the literature reviewed for this thesis. Additionally, the im-
portance of the transmission technologies can be hypothesized to be an important differ-
entiating factor between analyzing a single program and an EIS. Due to the higher com-
plexity of connections in an EIS, each connection is not the same; the technology used 
could have a significant impact on the strength of the connection. This represents an 
interesting new research path. 
 This thesis also presents some new information on popular DSM clustering algo-
rithms. At least for the author the noticed deficiencies in the algorithm by (Yu et al., 
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2007) were interesting, after the initial frustration. In addition, further comparative data 
are presented on alternative ways of implementing the IGTA clustering algorithm, and 
the number of runs that should be performed. 
 Regarding managerial implications, the views discussed represent concrete and vis-
ual plans for developing the architecture. Hopefully, with the methods presented here, 
the data that are collected during the EA work can be put to better use. In addition, the 
tool that has been developed as part of this study offers a user-friendly way of testing 
the different scenarios for future architectures.  
9.2 Assessment and limitations of the study 
9.2.1 Reliability and validity 
The two main questions to assess the quality of a study are the reliability and validity of 
the results. The former means that, using similar data collection methods, other re-
searchers would arrive at similar conclusions. The latter means firstly that data collec-
tion methods measure what they were intended to, secondly that the findings truly re-
flect what they claim to. (Saunders et al., 2009, pp. 600, 603) 
 As for the reliability of the study, there are two aspects to consider. There are con-
cerns of the quality of data on ABB’s information systems, as discussed in chapter 5.1. 
Firstly, during the study, deficiencies and errors were discovered in both the application 
and the interface portfolio, due to for example erroneous understanding of the data col-
lection form. Secondly, the data added during this study on the business modules and 
levels of application ownership represent the views of a very limited group; another 
method of collecting these data could have led to a different allocation of applications to 
the modules. In addition, with regard to the DSM, the analysis on the optimal number of 
runs cannot be considered very rigorous, due to limited analysis of the similarity of the 
clustering schemes; the results are presented more as guidelines to the future users of 
the tool.  
 Yet, as also discussed, a factor mitigating these concerns is that the data in question 
are not the study’s primary focus; the main result is the conceptual model, and no con-
clusions are presented that would be based on case-specific data on the information sys-
tems. In addition, the methods of creating the architecture proposals have been docu-
mented and are highly repeatable. The quality of these data will naturally have to be 
addressed or taken into account when the architecture proposals are used, but in the con-
text of this thesis, their reliability is not a serious concern.  
 Another aspect of reliability is whether the functionalities included in the tool repre-
sent the requirements of the future users. As discussed, the development of the tool and 
of the method for creating the proposals was undertaken in close cooperation with the 
person responsible for this study at ABB. The communication between the author and 
this person was not very structured; rather, ideas were exchanged as part of normal 
workday discussions. This felt natural, as there were only two persons involved. As a 
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downside, this means that little documentation exists on the discussions, and thus repli-
cating the same path of development would be difficult. A more structured way of doing 
research would have been to record the conversations on tape or in writing, in keeping 
with good practices of qualitative research (Mays and Pope, 1995). 
 On the other hand, most of the discussions concerned practical details of the tool, 
and as such might not be very interesting to include in this thesis. The arguments for the 
critical decisions, such as the foundations for the architecture proposals, have been pre-
sented in the text for analysis. Thus, a reader should be able follow the reasoning behind 
the proposed method, even though the exact way of arriving at this method is not dis-
cussed. 
 A factor affecting both aspects of reliability is that the data used in this study is 
based only on a single case. While this ensures that the solutions are close to the needs 
of the case company, it limits the generality of the findings. On the other hand, again, 
the results presented here describe a method of performing analysis, not the results of 
this analysis. Thus, the same methods can possibly be implemented in other organiza-
tions.  
 Based on the above, it can be summed that there are questions concerning reliability, 
but their impact on this study is limited. However, the focus on creating a method for 
analysis highlights the importance of validity. If the proposed method is not valid, then 
this study does not have much to give. 
 Identified questions on this study’s validity have been listed below. Each area has a 
summary headline in bold and a more comprehensive explanation in plaintext.    
 
Focus on analysis method, not value 
The focus on analysis methods leaves the question of whether the proposed approaches 
will have actual value, for architecture development or ABB’s business. This will only 
be seen once the methods have been used at ABB for some time. Yet, it was known 
from the start that this study only represents the first step in a more structured approach 
to architecture development. As such, further development is to be expected. 
 
Only a part of EA involved   
As for analyzing EA, this thesis concentrates on only a small part of architectural devel-
opment. The data cover only a subset of applications in use at ABB, and considers only 
one business process. Even more importantly, the business architecture is ruled outside 
the scope of this study. This limitation was made even before beginning this study, as it 
was the opinion of ABB that the business architecture could not be changed during the 
course of this study and should therefore be taken as a given.  
 One could argue that this goes against the very idea of EA, as again the applications 
live their own life apart from the business requirements. However, there are counterar-
guments to this. Firstly, even the EA frameworks often emphasize that they should be 
used only in a scope that is in suitable for the resources available. There is experience 
also at ABB that grandiose plans of an all-encompassing redesign of the organization’s 
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EA never lead to anything else than that: plans. This is why the scope was set to a level 
that was considered realistic. Secondly, the goals of this study are very much in line 
with the goals of ABB’s business management. Thus, even though the business archi-
tecture is not explicitly present in the analysis, it was the foundation for the develop-
ment proposals created by the tool. 
 
Deficiencies in the practical implementation 
Concerning the practical implementation, it can firstly be questioned whether the clus-
tering algorithm chosen for the tool was the best alternative. To lessen this risk, the ini-
tial selection of tools was based on a reliable reference. Afterwards, the methods were 
compared to ABB’s needs and also tested. The one implemented by (Thebeau, 2001) 
has been criticized in literature (e.g. Sharman and Yassine, 2004), and it has its short-
comings in producing clustering schemes that would reflect reality. However, the choice 
was only made after deficiencies in the more complex algorithm by (Yu et al., 2007) 
were discovered. 
 Secondly, the method used in sequencing at the moment can identify cyclic groups, 
but not if these contain smaller cyclic groups. The way this issue affects validity is that 
information on the cyclic groups is left out; this could affect the interpretation of the 
architecture proposals. There are several other methods for sequencing that do not have 
this limitation; these can be examined if further development is to be performed. 
 
References more on practical methods, less on goals 
A weakness in the theory used is that it is weighted quite strongly towards the technical 
aspects of DSM analysis, whereas the goals and development criteria for the architec-
ture are based on ABB’s areas of interest. Thus, the theory used does not have a very 
strong stand on what should be done with the architecture. 
 On the one hand, using ABB’s goals for architecture development as the basis 
should link the suggestions produced to real needs. On the other hand, it would also 
have been preferable to find theory on how EA should be developed, or what makes for 
a good architecture. This would have given backing on the development proposals pro-
duced by the tool, and perhaps made possible comparing the current architecture with a 
benchmark. Yet, the theory on EA or EIS flexibility that was found often had a much 
wider focus than this thesis, or the results would have been difficult to modify for use 
with the DSM. In addition, literature using the DSM mostly studied individual pro-
grams, and the results were therefore not entirely useful for the purposes of this study. 
 
Theoretical nature of proposals created by the tool 
Lastly, an important general limitation is that the development proposals created by the 
tool are strongly theoretical in nature: it is highly unlikely that any interface proposed 
by the tool could be used in the intended purpose without modification. On the one 
hand, this is in line with what ABB wanted from the tool; the goal was to create theoret-
ical development proposals that would then be modified into the practical plans. On the 
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other hand, this sets a great deal of responsibility on the person using the tool; therefore, 
it should be understood what DSM as a method can and cannot do and what have been 
the design decisions guiding the creation of the tool presented. This might not be a prob-
lem, as long as the person using the tool at ABB is the one who has also been involved 
in this thesis; yet, if this person changes or if the tool is for example taken into use at a 
different site, then there is a risk of incorrectly interpreting the recommendations given 
by the tool. If the user has any experience with the system being analyzed, there is prob-
ably a greater risk of the tool being abandoned rather than incorrect development deci-
sions being made.     
9.2.2 Research questions 
To assess whether the study reached the goals set for it, let us consider the research 
questions set in chapter 1. Another thing to keep in mind is the aim for the architecture 
development, as discussed in chapter 4.1: the goal was to make the architecture more 
flexible, as defined also in chapter 4.1. This affected the areas of analysis present in the 
tool.  
 The first research question was what assumptions and limitations should be kept in 
mind when using the DSM. This viewpoint was discussed in chapter 3.2.3. The DSM is 
quite flexible as a method in the sense that its usability and limitations are strongly de-
pendent on what source data are used, and at what granularity the results are shown. 
This became apparent during the course of this study. For example, at one point it was 
felt that depicting databases in addition to the applications in the DSM would present a 
more understandable picture of the architecture. However, already during data collec-
tion, it had been decided that the databases would be included in the connections; as 
discussed, in ABB’s DSM, a single connection may span several steps of moving data. 
This makes for a different view to the architecture, and was only realized after discuss-
ing with an employee that was part of collecting the original data. 
 In addition, there are situations where other methods of analysis or visualization 
would perform better, such as in the case of three-dimensional architectures that were 
discussed. For the purposes of this study, however, the matrix representation was con-
sidered as satisfactory. 
 The second question was on what source data were needed to build the tentative to-
be plans for the architecture. This was strongly affected by the aims that ABB had for 
the tool. Thus, as the initial interest was in dividing the applications by phases of the 
order-delivery process, these data were added to the database. In addition, information 
on the business levels was added. In the end these data were not used as intended, as 
discussed in chapter 6.3. However, they can still be used as part of creating the practical 
development plans, and possibly as part of future development. Lastly, the transmission 
technologies were also brought into the DSM, as they were recognized as an area of 
interest. The tool has also been built so that other types of connection attributes can be 
input into the DSM for examination. 
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 Thirdly, the development criteria were selected to allow the user flexibility in creat-
ing different scenarios for future architectures, while being grounded in the literature on 
EA and EIS. The first criterion is that the future architecture should be fully hierar-
chical; the arguments for this were discussed in chapter 6.3, and it is present in the way 
the DSM is divided into allowed and forbidden connection zones in the interface sug-
gestion. The other criteria can be affected by the user. Firstly, the division of applica-
tions into clusters can be done based on any attribute set for the applications, or it can be 
based on the results of the clustering algorithm. Secondly, the development suggestion 
can be built around connections from module to module, or on top of an enterprise bus. 
These criteria were chosen based on both the examined literature and ABB’s views. 
 The last research question was what metrics should be used for the criteria. Sadly, 
this area did not go as far as was planned originally. This was discussed previously in 
chapter 8.2. The main problem was the lack of theory on suitable metrics to guide archi-
tecture development. Perhaps through the future use of the tool more metrics that are 
useful for ABB will be recognized. On the other hand, the dearth of literature could pos-
sibly have been eased by applying theory from software development in general, as ar-
chitectural analysis has a longer history in that field. However, due to time issues and 
the field of software architecture being unfamiliar to the author, this research path could 
not be followed. 
 Thus, it can be said that the research questions have been answered, or a conscious 
decision has been made on the limitations in the answering. As for the research objec-
tive, what ABB looked for was a “step-by-step guide for using DSM in developing ap-
plication architecture, taking into account the possible limitations of DSM and offering 
relevant development criteria based on literature and the needs of the company”. The 
end result was not a step-by-step guide, but a concrete and implemented tool, which will 
hopefully facilitate the analysis in the future. The other sections of the objective have 
been discussed related to the research questions above. 
9.3 Future research 
Finally, this chapter discusses possible future research paths that were recognized dur-
ing the course of the study. Firstly, more research is needed on whether and how EA 
actually leads to business benefits; this was discussed in e.g. Tamm et al., 2011. The 
same goes for the proposed development suggestions presented in this thesis. The meth-
odology proposed here is just a first step; more research with data from a longer period 
of time is needed to verify if the methods actually have practical value, with regard to 
architectural development or ABB’s business.   
 Secondly, it would be interesting to study how useful the results of this thesis would 
be, if the number of analyzed applications were greater. How would it affect for exam-
ple the runtime of the clustering, and, perhaps more importantly, would the information 
needs for managing the architecture be different? With the quite limited number of ap-
plications that were analyzed in this thesis, it is possible for the architect to be familiar 
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with each of them. However, if there were e.g. 500 applications under study instead of 
54, would different data be needed on the applications and interfaces, and should the 
data be analyzed differently?   
 A much larger number of applications would also further complicate the data collec-
tion, considering the manual method in use at the moment. These complications, along 
with the risks of errors in the data, could be mitigated if the collection could be auto-
mated; this is another area for future research. Methods for automatic EA data collection 
are currently under research, and some authors have already presented results;  one ex-
ample is in (Waldman and Sangal, 2007). The complexity comes from combining in-
formation from several technologies used in implementing the applications and data-
bases that make up the technical portion of the enterprise architecture.  
 Tracking the system dependencies automatically would allow more rapid iteration of 
the architecture, and analysis of smaller units than entire applications. This way, the 
information could be used to manage the application architecture in a way that is more 
comprehensive and closer to the operative reality of software development at ABB. A 
theoretically interesting subject would be how this would affect for example the number 
defects in software, and how this information could then be used to make software sup-
port at ABB more efficient 
 Thirdly, the visibility matrix and the cyclic groups discussed previously seem like 
important factors with regard to the architecture’s ability to accommodate changes. 
However, the way visibility is used in literature is still in the descriptive phase; what are 
needed are concrete suggestions on how to assess the risk the cyclic groups pose, and 
what should be done remove elements from these cyclic groups. During this study, there 
was interest in examining the effect of different measures of centrality on the cyclic 
groups; for example, bridge centrality measures how often an element is on the shortest 
path between two elements, which, intuitively, seems like it could have an effect on the 
cyclic groups. 
 A fourth area of interest is the automatic clustering. Taking other matters discussed 
in this thesis as a given, a more comprehensive test of different algorithms could be per-
formed to see which produces the most useful results. In addition, the number of runs 
and its effect on the results of the used algorithm could be investigated more rigorously. 
An interesting question is e.g. the tradeoff between the quality of the results and the 
speed of generating alternative clustering schemes.   
 As a fifth avenue of future research, the significance of the transmission technolo-
gies with regard to the management of the information systems could be studied. In the 
context of ABB, these were considered as being of high importance. However, future 
research could focus on the effect of certain technologies on for example the mainte-
nance needed on the connection. This would translate quite easily to which technologies 
are easier and cheaper to manage than others. 
 Lastly, as discussed, the analysis could be stretched to account for a larger portion of 
EA, for example, by incorporating the business architecture. This would provide a more 
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APPENDIX 1: Leading IS journals 
 
According to the Association of Information Systems, the leading IS journals are, in 
alphabetical order: 
 European Journal of Information Systems 
 Information Systems Journal 
 Information Systems Research 
 Journal of AIS 
 Journal of Information Technology 
 Journal of MIS 
 Journal of Strategic Information Systems 
 MIS Quarterly 
  
   
APPENDIX 2: Search strings used in literature review for DSM 
in EA context 
 
Scopus: 
(TITLE-ABS-KEY("enterprise architecture" OR "application architecture" OR "IT ar-
chitecture" OR "service-oriented architecture" OR "information systems architecture" 
OR "data architecture" OR "technology architecture" OR "system-of-systems" OR "sys-
tem of systems") AND TITLE-ABS-KEY("dsm" OR "design structure matrix" OR "de-
pendency structure matrix" OR "dependency structure method" OR "dependency source 
matrix" OR "dependency system model" OR "deliverable source map" OR "problem 
solving matrix" OR "incidence matrix" OR "N^2 matrix" OR "N squared matrix" OR 
"interaction matrix" OR "dependency map")) 
 
WoK: 
Topic=("enterprise architecture" OR "application architecture" OR "IT architecture" OR 
"service-oriented architecture" OR "information systems architecture" OR "data archi-
tecture" OR "technology architecture" OR "system-of-systems" OR "system of sys-
tems") AND Topic=("dsm" OR "design structure matrix" OR "dependency structure 
matrix" OR "dependency structure method" OR "dependency source matrix" OR "de-
pendency system model" OR "deliverable source map" OR "problem solving matrix" 
OR "incidence matrix" OR "N^2 matrix" OR "N squared matrix" OR "interaction ma-
trix" OR "dependency map") 
  
  
APPENDIX 3: Explanations of variables in the objective func-
tion of the IGTA algorithm 
 
 
 
