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Molte applicazioni di business sono interessate a tracciare i cambiamenti nel
tempo, per esempio, misurare la prevalenza mensile dei disoccupati in una
nazione. In questi casi, l’obiettivo non e` determinare a quale classe (o classi)
appartiene un individuo non etichettato, ma stimare la frequenza relativa di
ogni classe nei dati non etichettati. Questo task e` chiamato quantificazione.
La proprieta` specifica del task di quantificazione e` l’abilita` di stimare la
distribuzione delle classi in un test set, usando un training set che potrebbe
avere una distribuzione sostanzialmente diversa. Fino ad adesso, il problema
della quantificazione e` stato affrontato imparando un classificatore standard,
ottimizzato per la predizione di un singolo record e poi, utilizzando questo
modello, vengono calcolate le stime di frequenza di ogni classe. In questa
tesi proponiamo un metodo per personalizzare i decision tree, tipicamente
utilizzati per la classificazione di singoli record, direttamente ottimizzati per
il task di quantificazione. I nostri esperimenti mostrano che questi metodi




Many business applications are interested into track changes over time, for
example, measuring the monthly prevalence of unemployed in a country. In
these cases the goal is not determining which class (or classes) individual un-
labeled data subject belong to, but estimating the relative frequency of each
class in the unlabeled data. This task is called as quantification. The speci-
fic property of a quantification task is the ability of estimation of the class
distribution in a test set, by using a training set that may have a substantial-
ly different distribution. So far, quantification task has been addressed by
learning a classifier suitable for individual classification and computing with
In this thesis we propose a method for customizing a decision tree, typically
used for classifying individual record, directly optimized for the quantifica-
tion task. Our experiments show that this method is more accurate than
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Introduzione
Negli anni recenti molte applicazioni sono interessate a identificare cambia-
menti nel tempo di alcuni fenomeni, per esempio, misurare la prevalenza
mensile di disoccupati in un paese. In questi casi l’obiettivo non e` determi-
nare a quale classe (o classi), appartiene un certo individuo, ma stimare la
frequenza relativa di ogni classe nel dataset non etichettato.
Questo task prende il nome di quantificazione ed e` un problema nuovo nel-
l’ambito del machine learning. La proprieta` specifica del task di quantifica-
zione, e` l’abilita` di stimare la distribuzione delle classi in un test set, usando
un training set che potrebbe avere anche una distribuzione sostanzialmente
diversa.
Il problema della quantificazione e` molto collegato al task della classificazio-
ne, ma il loro obiettivo finale e` sostanzialmente diverso: la quantificazione
vuole stimare la frequenza in un insieme di record non etichettati, mentre
l’obiettivo della classificazione e` quello di determinare la classe di ogni sin-
golo individuo. In altre parole, un quantificatore non deve preoccuparsi di
predire correttamente la classe di ogni singola istanza.
Un approccio tipico, utilizzato in letteratura, per risolvere il problema della
quantificazione, e` quello di utilizzare metodi basati sulla classificazione stan-
dard. L’idea presentata in molti lavori, e` quella di utilizzare un classificatore
per classificare individualmente gli elementi del test set e aggiustare il risul-
tato con specifici metodi.
Tuttavia, spesso, i classificatori standard ottimizzati per la predizione di sin-
goli record, non sono ottimali per la quantificazione, e viceversa. Infatti, per
avere un buon classificatore dobbiamo ottenere un modello con un numero di
falsi positivi e falsi negativi molto piccoli, o al piu` con un numero di falsi posi-
tivi vicini allo zero. Mentre, per ottenere un buon quantificatore, l’obiettivo
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e` bilanciare gli errori di classificazione, poiche´ un modello di classificazio-
ne con un egual numero di falsi positivi e falsi negativi e` intuitivamente un
quantificatore perfetto perche´ gli errori si bilanciano. Questo non solo indica
che la classificazione e la quantificazione sono due task diversi, ma anche
che la quantificazione deve essere affrontata con metodi diversi da quelli che
risultano ottimali per la classificazione.
Tuttavia, nessuno dei metodi presenti in letteratura e` basato sull’ottimizza-
zione esplicita della funzione utilizzata poi, per valutare la quantificazione.
In questa tesi proponiamo quindi dei metodi per personalizzare i decision
tree, tipicamente usati per la classificazione di singoli record, direttamente
ottimizzati per il task di quantificazione. Abbiamo chiamato questi alberi
quantification tree. Questi possono essere applicati sia a dataset binari che a
dataset multiclasse.
Fornire un metodo per costruire quantification tree implica: (1) definire una
misura per valutare la bonta` di uno split su un attributo in un nodo per
selezionare il miglior split; e (2) definire delle condizioni di stop, necessarie
per terminare il processo di crescita dell’albero.
In questa tesi proponiamo due misure di quantification accuracy : la prima
ottimizzata esclusivamente per la quantificazione, cerca cioe` di bilanciare gli
errori di classificazione e la seconda cerca invece un compromesso tra l’accu-
racy della classificazione e l’accuracy della quantificazione.
Proponiamo inoltre tre diversi metodi per costruire quantification tree. Il
primo lavora ricorsivamente selezionando il miglior attributo per dividere i
dati ed espandendo i nodi foglia fino a quando non si verifica la condizione di
stop. Il secondo metodo non lavora ricorsivamente e la principale differenza
rispetto al precedente e` che quando si deve decidere il nodo da espandere,
tenta di identificare il nodo che potrebbe migliorare il bilanciamento tra falsi
positivi e falsi negativi dell’albero. Infine, il terzo algoritmo utilizza la tecni-
ca dei Random Forests costruendo i quantification tree base con l’algoritmo
ricorsivo e restituisce per ogni classe, la media delle stime di frequenza otte-
nute con i quantification tree base.
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Organizzazione della Tesi
La tesi e` composta da tre parti principali. La prima parte descrive il pro-
blema della quantificazione e presenta un overwiew del lavoro di ricerca su
questo task. In particolare, nel Capitolo 1 viene introdotto il problema della
quantificazione. Inizialmente, vengono descritte alcune applicazioni in cui e`
importante quantificare, poi, viene data una definizione formale del proble-
ma. In particolare ci soffermeremo sui motivi per cui non puo` essere utilizzata
la classificazione per risolvere il task di quantificazione. Nel Capitolo 2 viene
introdotto il task della classificazione e vengono descritti i decision tree, una
delle tecniche utilizzate per classificare, mostrando uno degli algoritmi piu`
conosciuti per la costruzione di questi alberi. Viene anche presentata una
classe di metodi specificatamente progettata per i decision tree, la tecnica
dei Random Forests e infine verranno descritte le Support vector machine.
Il Capitolo 3 e` dedicato alla descrizione dei metodi esistenti in letteratura
per risolvere il problema della quantificazione. Verranno trattati inizialmente
vari metodi che utilizzano la classificazione e infine, viene presentato un me-
todo per la quantificazione su rete, basato sui link. La seconda parte presenta
gli algoritmi per costruire un quantification tree. Prima, vengono descritte
le nuove misure di quantification accuracy che permettono di ottimizzare il
decision tree per la quantificazione, poi, vengono descritti i vari metodi che
vengono proposti per la quantificazione (Capitolo 4). Infine, la terza parte
presenta i risultati ottenuti utilizzando i quantification tree. In particola-
re, vengono descritte le varie misure utilizzate in letteratura per valutare la
quantificazione e la nuova metodologia utilizzata per testare i metodi. Andre-
mo poi a vedere quale, tra i nostri approcci, risulta quello migliore e infine ci
andremo a confrontare con le tecniche esistenti in letteratura, mostrando che
i nostri metodi sono piu` accurati (Capitolo 5). Infine, concluderemo questa
tesi con una discussione sui possibili lavori futuri e problemi che rimangono






In questo capitolo introduciamo il problema della quantificazione. Inizial-
mente vedremo alcuni esempi di applicazioni in cui e` importante quantifi-
care (Paragrafo 1.1) e infine daremo una definizione formale del problema
(Paragrafo 1.2).
1.1 Applicazioni
Negli anni recenti, in diverse applicazioni che coinvolgono la classificazio-
ne, l’obiettivo finale non e` determinare la classe di un singolo record, ma
determinare la prevalenza (o frequenza) di ciascuna classe nel dataset non
etichettato. Questo task prende il nome di quantificazione ed e` un problema
nuovo nell’ambito del machine learning introdotto nel 2005 da Forman ([8,
10, 9]).
Piu` precisamente, il problema della quantificazione, nell’ambito del machine
learning e` definito nel modo seguente.
Definizione 1.1.1. Dato un training set limitato in cui i dati sono etichet-
tati, trovare un quantificatore, che preso in input un test set non etichettato,
restituisca la miglior stima della distribuzione delle classi.
In altre parole, il problema della quantificazione e` quello di stimare cor-
rettamente la distribuzione delle classi via machine learning, senza assumere
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di avere un grande training set che abbia la stessa distribuzione del test set.
Il problema della quantificazione puo` essere ritrovato in molte aree del data
mining, come nelle applicazioni di monitoraggio dei profili, per allocazioni di
risorse, per custmer satisfation e di sentiment analysis.
In [9] viene riportato un esempio pratico dell’uso del task della quantifica-
zione. L’autore, dipendente della Hewlett-Packard, voleva quantificare la
prevalenza di specifici richieste di supporto tecnico per poi monitore le dif-
ferenze o le tendenze delle distribuzioni delle classi nel tempo. Possedevano
migliaia di classificatori di testo per poter esaminare le note scritte dai clienti
relative al supporto tecnico. Per esempio, nella linea dei prodotti palmari,
un classificatore rilevava se la richiesta del cliente riguardava la batteria, un
altro si concentrava sugli schermi rotti. Con il monitoraggio della prevalenza
di ogni tipo di problema nel tempo, erano in grado di individuare i proble-
mi principali riscontrati e di conseguenza potevano allocare le giuste risorse
per risolverli. Ancora piu` importante, l’aumento dei problemi poteva essere
identificato prima che diventasse un’epidemia. Nella maggior parte dei casi
queste analisi assumono che i singoli casi siano stati etichettati esplicitamente
con la giusta classe o che le etichette siano state generate da un classificatore.
Per determinare la distribuzione poi, basta contare semplicemente il numero
di casi di ogni classe, ottenendo un istogramma. Tuttavia, in molti casi, o
e` impossibile o e` troppo costoso sviluppare una classificazione perfetta e in
piu`, il costo di avere esperti di settore per etichettare un numero adeguato
di casi, puo` essere notevole, soprattutto quando ci sono migliaia di classifica-
tori per la formazione (ogni prodotto aveva da 20 a 50 diversi classificatori).
Quindi, fino ad adesso, le tecniche esistenti si sono accontentate di usare un
classificatore imperfetto per quantificare.
Un’altra area di applicazione e` quella dell’opinion mining. Negli ultimi anni
infatti, e` cresciuto l’interesse per le applicazioni per la gestione dei clienti,
per il rilevamento del comportamento dei consumatori, per il posizionamento
dei prodotti e per ricerche di mercato. L’interesse per queste applicazioni ha
quindi creato una nuova generazione di aziende e prodotti dedicati alla ge-
stione delle reputazioni on-line, alla percezione del mercato e al monitoraggio
dei contenuti on-line.
Storicamente, una delle piu` importanti rappresentazioni dell’opinion mining
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e` stata la sentiment classification, il problema cioe` di classificare un certo pez-
zo di testo in linguaggio naturale non in base al suo argomento, ma secondo
le opinioni espresse in esso. Determinare se una recensione di un prodotto
e` positiva o negativa e` una tipica applicazione della sentiment classification.
Un problema piu` interessante, potrebbe essere quello di determinare, per
ogni prodotto, quante recensioni sono positive o quante quelle negative.
La sentiment classification e` importante in tutti quei contesti in cui dob-
biamo estrarre le opinioni da grandi quantita` di testo. Ad esempio, in una
tipica applicazione di gestione dei clienti, un’azienda potrebbe chiedere ai
propri clienti, tramite un questionario, le loro opinioni su un certo prodot-
to o servizio recentemente acquistato. Se il questionario contiene domande
aperte, la societa` dovra` dividere le risposte testuali in classi che rappresentino
le diverse opinioni. Se abbiamo una grande quantita` di questionari ricevuti,
questi non possono essere analizzati manualmente perche´ troppo costoso o
semplicemente perche´ impraticabile, visti i limiti di tempo; la classificazione
automatica diventa quindi l’unica opzione disponibile.
La sentiment classification di risposte ottenute con questionari puo` essere
utile per molti altri scopi; altre applicazioni potrebbero includere indagini
per il sociale o per politiche sociali (ad esempio, quando vengono poste do-
mande sullo stato sociale, sulle tendenze politiche; per un senatore potrebbe
essere necessario raccogliere l’opinione di massa e dare priorita` alle richieste
in base all’urgenza e al numero di domande) o ricerche di mercato (quando
vengono poste domande su prodotti, marchi, o campagne pubblicitarie).
Un’altra importante applicazione della sentiment classification e` la gestione
on-line delle recensioni dei prodotti. Queste sono disponibili in molti siti
web specializzati (Amazon, TripAdvisor sono solo alcuni esempi) e spesso
influenzano le decisioni dei consumatori. Alcune volte, tali recensioni sono
strutturate e sono costituite da una valutazione del prodotto testuale e un
punteggio; altre volte, soprattutto le recensioni presenti in blog, newsgroup
contengono solo testo, senza un punteggio collegato. Quest’ultime recensio-
ni, sono difficili da gestire per un sistema automatizzato, soprattutto quando
abbiamo bisogno di determinare il miglior prodotto, o se il prodotto x e` mi-
gliore del prodotto y.
La comunita` dell’opinion mining ha tradizionalmente trascurato se l’analisi
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dovesse essere fatta a livello individuale o aggregata. Questa e` una questio-
ne importante perche´ alcune applicazioni hanno l’attenzione rivolta a livello
individuale, mentre, altre sono analizzate meglio a livello aggregato. Per
esempio, quando classifichiamo migliaia di questionari di una societa` di tele-
comunicazioni per vedere se un cliente abbandonera` oppure no la compagnia
telefonica, siamo interessati a classificare correttamente ogni individuo, per
poi magari contattarlo e fargli un’offerta speciale. Diversamente, se un’a-
zienda di marketing e` interessata a sapere se una campagna pubblicitaria e`
piaciuta oppure no, questa non e` interessata al singolo individuo, ma vuo-
le esclusivamente conoscere la percentuale delle varie classi. Nella maggior
parte delle applicazioni di classificazione, il livello individuale sembra esse-
re il piu` appropriato mentre, nelle applicazioni di sentiment classification,
il livello aggregato e` il piu` adeguato. Dobbiamo quindi spostare la nostra
attenzione dalla sentiment classification alla sentiment quantification; sono
due task diversi che richiedono entrambi tools specifici per essere risolti in
modo ottimale.
Visto il numero sempre crescente di applicazioni rivolte a stimare la preva-
lenza di qualche classe, abbiamo quindi la necessita` di trovare un metodo
specifico per la quantificazione.
Andiamo adesso a vedere la definizione formale del nostro problema.
1.2 Definizione formale del problema
Nel seguito indicheremo con Tr il trainig set e con T il test set. Il training
set contiene istanze di cui conosciamo l’attributo classe, mentre il test set e`
un dataset contenente un insieme di istanze di cui non conosciamo l’etichetta
classe. La frequenza di una classe ci e` definita come la frazione degli elementi
di T che appartengono alla classe ci e la denoteremo con freqT (ci). Espresso
in formule otteniamo:
freqT (ci) =
|{rj ∈ T |f(rj) = ci}|
T
dove f rappresenta la funzione target del classificatore e rj i record appar-
tenenti al test set. Useremo la notazione standard per indicare l’insieme dei
veri positivi (TP ), falsi positivi (FP ), veri negativi (TN) e falsi negativi
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(FN) di un classificatore. Usiamo tpr = TP
TP+FN
per indicare il true positive
rate e fpr = FP
TN+FP
per denotare il false positive rate. Possiamo adesso
definire formalmente il problema della quantificazione.
Definizione 1.2.1 (Problema della quantificazione). Dato un insieme di re-
cord non etichettati T , e un insieme di classi C = {c1, c2, . . . , cn}, il problema
della quantificazione consiste nel trovare la stima migliore della distribuzione
delle classi, per esempio, ∀ci ∈ C vogliamo stimare freqT (ci).
Il seguente esempio mette in evidenza l’obiettivo finale del problema della
quantificazione.
Esempio 1. Supponiamo di avere il training set in Tabella 1.1 formato da
65 record. Ogni record ha tre attributi nominali (“Sex”, “Marital Status” e
“Race”) e un attributo classe con due possibili valori (“employed” e “unem-
ployed”). Supponiamo che 36 istanze appartengano alla classe “unemployed”
e 29 alla classe “employed”; la frequenza della classe “unemployed” nel trai-
ning set e` quindi uguale al 55.38%. Il numero n tra parentesi rappresenta il
fatto che nel dataset ci sono n record con le stesse informazioni.
Sex Marital Status Race Class
f yes white employed (10)
m yes white unemployed (12)
f yes notwhite unemployed (5)
m no white unemployed (5)
m no white employed (15)
m no white unemployed (4)
m yes notwhite unemployed (5)
m no notwhite unemployed (5)
f no white employed (4)
Tabella 1.1: Training set
Adesso, consideriamo il test set in Tabella 1.2 composto da 145 istanze,
dove 105 appartengono alla classe “unemployed” e 40 alla classe “employed”.
In questo caso, la percentuale delle due classi e` quindi cambiata rispetto al
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training set; infatti adesso la percentuale della classe “unemployed” e` uguale
al 72.41%.
Sex Marital Status Race Class
f yes notwhite unemployed (30)
f yes notwhite employed (20)
m no white unemployed (15)
f no white employed (20)
f no notwhite unemployed (60)
Tabella 1.2: Test set
Il task di quantificazione cerchera` di stimare la distribuzione delle due
classi; in altre parole, dovrebbe stimare che la classe “unemployed” ha 72.41%
di record, mentre la classe “employed” ha una frequenza di 27.59%.
In assenza di metodi specifici per la quantificazione, un metodo ovvio,
e` quello di ottenere una stima attraverso la classificazione; classificare cioe`
ogni istanza non etichettata e poi stimare la frequenza della classe ci sempli-
cemente contando tutte le istanze a cui e` stata attribuita l’etichetta ci.
Tuttavia, questa strategia non e` il metodo migliore per risolvere il nostro pro-
blema. In particolare, i classificatori standard sono ottimizzati per predire
la classe di una singola istanza e non per la quantificazione e questo quindi
potrebbe indurre distorsioni, soprattutto quando le classi sono sbilanciate o
insufficienti. Infatti, se usiamo un buon classificatore, dovremmo ottenere dei
modelli con un numero di FP e FN molto piccolo, o almeno con un numero
di FP vicini allo zero. Mentre, il punto chiave di una buona quantificazione
e` quello di bilanciare gli errori di classificazione; quindi, un modello di classi-
ficazione con un egual numero di FP e FN e` perfetto per la quantificazione.
Ricordando infatti la definizione di accuracy di un classificatore binario:
Accuracy =
2 · TP
2 · TP + FP + FN ,
un classificatore Φˆ1 con FP = 20 e FN = 20 e` peggiore di un classificatore
Φˆ2 con FP = 0 e FN = 10. Tuttavia, intuitivamente Φˆ1 e` un miglior quan-
tificatore di Φˆ2; infatti Φˆ1 e` un quantificatore perfetto poiche´ i FP e i FN
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sono uguali e quindi si compensano reciprocamente. E` quindi necessaria una
nuova misura di accuracy, che indicheremo come quantification accuracy.
Un altro problema nell’utilizzo di un classificatore standard per la quantifi-
cazione, e` il fatto che gli algoritmi di supervised learning si basano sull’as-
sunzione che il training set e il test set condividano la stessa distribuzione.
Questo nella realta` non e` necessariamente vero. Prendiamo come esempio,
la percentuale di presenza della classe “Terrorismo” all’interno di notizie nel
2001. Sicuramente, la frequenza nel mese di agosto non sara` la stessa di quel-
la del mese di settembre; se avessimo fatto training su un dataset costruito
ad agosto e poi lo testassimo su un dataset di settembre, avrebbe prodotto
sicuramente una debole accuratezza per la quantificazione.
Percio`, migliorare l’accuratezza della classificazione non e` il modo migliore
per ottenere una maggiore precisione di quantificazione. Questo non solo
indica che la classificazione e quantificazione sono due task diversi, ma anche
che la quantificazione deve essere affrontata con metodi diversi da quelli che
risultano ottimali per la classificazione.
Tuttavia, nessuno dei metodi presenti in letteratura sono basati sull’ottimiz-
zazione esplicita della funzione utilizzata per valutare la quantificazione. La
nostra idea e` stata quindi quella di adottare questa linea di ricerca. In par-
ticolare, l’idea e` stata quella di personalizzare i decision tree ottimizzandoli
per il task di quantificazione. I decision tree sono un potente strumento
per la classificazione, utilizzati soprattutto per la loro semplicita` e facilita`
di interpretare il risultato; non si limitano infatti ad assegnare la classe alle
istanze ma ci restituiscono anche le regole che hanno permesso di assegnare
l’etichetta. La conoscenza delle regole e` utile per molte applicazioni, come il
monitoraggio di profili: per esempio, dato un insieme di utenti/clienti, non
conosceremo solo la frequenza di ogni classe, ma anche le regole con le quali
abbiamo segmentato gli utenti e quindi le caratteristiche principali di ogni
classe.
Abbiamo indicato questi alberi direttamente ottimizzati per la quantificazio-
ne con il nome di quantification tree e la loro definizione sara` descritta nel
Capitolo 4.
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Capitolo 2
Classificazione
In questo capitolo dopo aver introdotto i concetti base della classificazione
(Paragrafo 2.1), ci focalizzeremo nella descrizione dei decision tree (Paragrafo
2.2), una tecnica comunemente usata per fare classificazione.
2.1 Preliminari e definizione del problema
Indichiamo con D la collezione di record data in input al task di classifica-
zione. Ogni record, o istanza, puo` essere vista come una tupla (x, y), dove
x e` l’insieme degli attributi e y e` un attributo speciale, chiamato classe o
attributo target. Sia C = {c1, c2, . . . , cn} l’insieme delle possibili etichette
dell’attributo classe. Possiamo adesso definire formalmente il problema della
classificazione.
Definizione 2.1.1 (Problema della classificazione). L’obiettivo della classi-
ficazione e` trovare una funzione target f, che mappa ogni attributo x in una
classe predefinita y. Piu` formalmente:
f : D → C
x → y
La funzione target f e` anche conosciuta come modello di classificazione.
Un modello di classificazione e` utile per i seguenti scopi:
• Modello descrittivo. Un modello di classificazione puo` servire per di-
stinguere tra oggetti di classi diverse; per esempio puo` essere utile avere
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un modello descrittivo che spieghi le caratteristiche che definiscono un
vertebrato, un mammifero o un rettile.
• Modello predittivo. Un modello di classificazione puo` essere usato
per predire la classe di istanze sconosciute. Un modello puo` infatti
essere trattato come una scatola nera che automaticamente assegna
l’etichetta della classe.
Le tecniche di classificazione sono piu` adatte a predire o descrivere dataset
con classi binarie o nominali. Sono infatti meno adatte per categorie ordi-
nali (per esempio classificare una persona come membro del gruppo “Alto”,
“Medio” o “Basso”), perche´ non considerano l’ordine implicito esistente tra
le categorie.
Esistono vari approcci per costruire un modello di classificazione, tra cui
ricordiamo i decision tree, le reti neurali, le support vector machine, i classifi-
catori basati su regole. Ogni tecnica cerca il miglior modello che rappresenti
la relazione tra l’insieme degli attributi e l’etichetta classe. Il modello co-
struito dovrebbe essere un buon modello sia per il training set, sia per record
che non ha mai visto prima, cioe` per il test set. Un obiettivo chiave della
classificazione e` quindi quello di costruire un modello, con una buona capa-
cita` di generalizzazione.
La Figura 2.1 mostra l’approccio generale per risolvere un problema di classi-
ficazione. Inizialmente c’e` una fase di apprendimento, useremo cioe` il training
set per costruire il modello, che in un secondo momento verra` applicato al
test set.
La valutazione delle performance di un modello di classificazione e` basato
sul numero delle istanze del test set correttamente e non correttamente pre-
dette. Questo numero puo` essere osservato in una matrice, chiamata matrice
di confusione. La Tabella 2.1 rappresenta la matrice di confusione per un
classificatore binario. Ogni entry fij nella tabella, denota il numero di istanze
della classe i che il classificatore ha predetto come classe j. Per esempio, f01
e` il numero di istanze della classe 0 predette come classe 1. Il numero totale
di istanze classificate correttamente e` dato quindi da f11 + f00 e il numero
totale di istanze classificate nel modo sbagliato e` f10 +f01. Per confrontare la
performance di vari modelli di classificazione viene data la seguente metrica,
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Tabella 2.1: Matrice di confusione
chiamata accuracy :
Accuracy =
numero di predizioni corrette
numero totale di predizioni
=
f11 + f00
f11 + f10 + f01 + f00
. (2.1)
La maggior parte degli algoritmi di classificazione cercano modelli che diano
la maggior accuracy.
2.2 Decision Tree
Una tecnica per fare classificazione si basa sui decision tree. Questa tecnica
utilizza un approccio non parametrico; in altre parole, non richiede nessuna
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assunzione a priori per costruire il modello. I decision tree sono alberi che
hanno tre tipi di nodi:
• nodo radice: non ha archi entranti e zero o piu` archi uscenti
• i nodi interni: hanno esattamente un arco entrante e due o piu` archi
uscenti
• i nodi foglia o terminali: hanno esattamente un arco entrante e non
hanno archi uscenti.
In un decision tree ogni nodo foglia ha assegnata un’etichetta di classe. I no-
di non terminali, che includono la radice e i nodi interni, contengono invece
condizioni di test su attributi per separare record che hanno caratteristiche
diverse. Prendiamo come esempio la Figura 2.2, che rappresenta un albero
decisionale per il problema della classificazione di mammiferi. Il nodo radice
usa l’attributo “Body Temperature” per separare i vertebrati a sangue fred-
do da quelli a sangue caldo.
Classificare un’istanza presente nel test set, e` semplice e veloce una volta
Figura 2.2: Esempio di decision tree [21].
che abbiamo il decision tree. Infatti, cominciando dalla radice, applichia-
mo all’istanza le condizioni di test sugli attributi e seguiamo il giusto ramo
dell’albero. Questo ci portera` ad un altro nodo interno per poi applicare
nuovamente la condizione di test, o ad una foglia. L’etichetta della classe
associata alla foglia viene assegnata all’istanza. Per esempio, utilizzando il
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modello precedente (Figura 2.2), supponiamo di voler predire la classe di un
Flamingo. Nella Figura 2.3 e` segnato il path usato per predire l’etichetta;
all’animale viene assegnata l’etichetta della classe “Non mammifero”.
Figura 2.3: Esempio classificazione di un’istanza non etichettata [21].
2.2.1 Come costruire un decision tree
Dato un insieme di attributi esiste inizialmente un numero esponenziale di de-
cision tree che potrebbero essere costruiti. Alcuni alberi logicamente saranno
piu` accurati di altri, ma trovare l’albero ottimo ha un costo computazionale
molto alto a causa dello spazio di ricerca esponenziale. Sono stati quindi
inventati algoritmi efficienti per ottenere decision tree ragionevolmente ac-
curati. Questi algoritmi, di solito, utilizzano una strategia greedy : ad ogni
passo fanno scelte che rappresentano l’ottimo locale, ma non e` detto che sia
la scelta che rappresenta anche l’ottimo globale. Uno degli algoritmi piu`
conosciuti e` l’algoritmo di Hunt, su cui si basano molti algoritmi esistenti,
come CART e C4.5.
Nell’algoritmo di Hunt i decision tree crescono ricorsivamente partizionan-
do il dataset in sottoinsiemi. Indichiamo con Dt l’insieme delle istanze
del training set che sono associate al nodo t. Vediamo i passi generali
dell’algoritmo.
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• Passo 1: se tutte le istanze in Dt appartengono alla stessa classe ci,
allora t e` un nodo foglia con etichetta ci.
• Passo 2: se Dt contiene record che appartengono a piu` di una classe,
viene selezionato un attributo e una condizione di test per partizionare
il dataset in sottoinsiemi piu` piccoli. Viene creato un nodo figlio per
ogni condizione di split dell’attributo e le istanze di Dt vengono distri-
buite nei figli. L’algoritmo viene quindi riapplicato ricorsivamente su
ogni figlio.
Andiamo a vedere con un esempio come lavora l’algoritmo.
Esempio 2 (Decision tree). Supponiamo di avere il dataset in Tabella 2.2
con 10 istanze. Ogni istanza ha 3 attributi: “Proprietario di casa”, “Stato
civile” e “Reddito annuo” e un attributo classe, “Debitore”. Sette istanze
appartengono alla classe “No” e tre alla classe “Si”. Vogliamo trovare delle
regole che ci aiutino a prevedere il profilo delle persone che dopo aver chiesto
un prestito, non riescono ad estinguerlo.
L’albero iniziale per la classificazione conterra` un solo nodo, la radice, con
Proprietario di casa Stato civile Reddito annuo Debitore
Si Single 125K No
No Sposato 100K No
No Single 70K No
Si Sposato 120K No
No Divorziato 95K Si
No Sposato 60K No
Si Divorziato 220K No
No Single 85K Si
No Sposato 75K No
No Single 90K Si
Tabella 2.2: Training set
etichetta “No”, essendo questa la classe di maggioranza (Figura 2.4 (a)).
Il nodo contiene pero` istanze di entrambe le classi; dobbiamo quindi adesso
applicare il Passo 2 dell’algoritmo.
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Figura 2.4: Algoritmo per costruire decision tree.
L’algoritmo cerca l’attributo migliore su cui fare split e a questo punto
le istanze vengono divise in due sottoinsiemi, basandosi sull’attributo scelto,
“Proprietario di casa” (Figura 2.4 (b)). L’algoritmo viene adesso riapplicato
ricorsivamente ad ogni figlio. Il figlio sinistro, diventa un nodo foglia, quello
destro, viene nuovamente diviso (Figura 2.4 (c)) fino a quando tutti i record
non appartengono alla stessa classe. Il decision tree finale dell’esempio, e`
mostrato in Figura 2.4 (d).
Sono necessarie due condizioni aggiuntive:
1. se nel Passo 2 dell’algoritmo, dopo aver fatto uno split, abbiamo otte-
nuto un figlio vuoto, questo viene dichiarato nodo foglia ed etichettato
con la classe di maggioranza associata al padre.
2. se tutti i record in Dt hanno attributi con valori identici (tranne che
per l’attributo classe), non e` piu` possibile dividere e il nodo t viene
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dichiarato come nodo foglia e gli viene assegnata l’etichetta della classe
di maggioranza.
Rimane da vedere come scegliere l’attributo per fare split e quali condizioni
porre per fermare la procedura di crescita dell’albero.
2.2.2 Scelta dello split migliore
Supponiamo di avere un dataset con 20 istanze, di cui 10 appartenenti alla
classe 0 e 10 alla classe 1 e che i possibili split siano quelli di Figura 2.5, dove
C0:6 indica che nel nodo sono presenti 6 istanze di classe 0. Ci chiediamo
adesso qual’e` l’attributo che ci da la miglior condizione di split.
L’algoritmo preferisce i nodi con una distribuzione omogenea; per esempio,
un nodo composto da 9 istanze della classe 0 e 1 della classe 1, e` da preferire
rispetto ad un nodo contenente 5 istanze della classe 0 e 5 della classe 1,
perche´ piu` puro. Riferendosi quindi alla Figura 2.5, viene scelto lo split (b);
lo split (a) produce infatti nodi molto impuri, mentre nello split (c) ottengo
un numero di split, uguale a tutti i possibili valori della chiave primaria
“Custmer ID”. Otterrei quindi alberi con una accuratezza del 100% sul mio
training set, ma non avrei compressione dei miei dati e di conseguenza non
otterrei nessuna conoscenza.
Abbiamo bisogno di misure per calcolare la purezza di un nodo. Esistono









dove p(i|t) denota la frazione dei record che appartengono alla classe ci in un
dato nodo t e n e` il numero di classi. L’entropia assume valori ∈ [0; 1], il Gini
index tra [0; 0.5]. Entrambe le misure restituiscono il valore massimo quando
la distribuzione delle classi e` uniforme (per esempio quando p(i|t) = 0.5), il
minimo, quando tutte le istanze appartengono ad una sola classe (quando
p(i|t) = 0 o 1).
Per determinare la bonta` di uno split abbiamo bisogno di confrontare il
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Figura 2.5: Esempi di possibili split [21].
grado di impurita` del padre (il nodo che avevo prima dello split), con il
grado di impurita` dei figli appena creati. Maggiore e` questa differenza e
migliore e` la condizione su cui fare split. Per determinare la bonta` di uno







dove I(·) e` la misura d’impurita` di un dato nodo, N e` il numero totale di
istanze nel nodo padre, k e` il numero di tutti i possibili valori dell’attributo
su cui eseguiamo lo split e N(vj) e` il numero di istanze associate al nodo figlio
vj. L’algoritmo per la costruzione di decision tree sceglie quindi l’attributo
che massimizza il guadagno ∆.
2.2.3 Algoritmo per decision tree
Riportiamo uno skeleton dell’algoritmo per i decision tree (Algoritmo 1),
riprendendo l’algoritmo chiamato TreeGrowth di [21]. L’algoritmo lavora
ricorsivamente selezionando il miglior attributo con cui dividere i dati (riga
7) ed espande i nodi foglia dell’albero (righe 11-12) fino a quando non viene
incontrata una condizione di stop (riga 1). Vediamo i dettagli dell’algoritmo.
• La funzione CreateNode() estende il decision tree creando un nuo-
vo nodo che avra` un’etichetta (node.label) e una condizione di test
(node.test condition).
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Algoritmo: 1 TreeGrowth(E, F)
Input: E il training set, F l’insieme degli attributi
Output: decision tree
1: if stopping cond(E, F )=true then





7: root.test cond=find best split(E, F );
8: let V={v|v e` un possibile outcome di root.test cond};
9: for each v ∈ {V } do
10: Ev ←{e|root.test cond(e) = v ∧ e ∈E};
11: child←TreeGrowth(Ev, F );





• La funzione find best split() determina quale attributo deve essere se-
lezionato per eseguire poi lo split del dataset. La scelta dell’attributo
dipende dalla misura di impurita` adottata per determinare la bonta`
dello split, per esempio Gini index o entropia.
• La funzione Classify() determina l’etichetta della classe da assegnare
al nodo foglia. In molti casi, la foglia e` assegnata alla classe che ha il




dove argmax ritorna l’argomento i che massimizza l’espressione p(i|t).
• La funzione stopping cond() e` usata per terminare la crescita dell’albe-
ro, testando se tutti i record appartengono alla stessa classe o se hanno
gli stessi valori per tutti gli attributi (tranne la classe). Un altro modo
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per terminare la funzione ricorsiva e` quello di testare se nel nodo sono
presenti un numero di istanze minore di una certa soglia, scelta a priori.
Riassumiamo brevemente le caratteristiche principali dei decision tree.
• Utilizzano un approccio non parametrico; non viene fatta nessuna as-
sunzione a priori.
• Cercare un decision tree ottimo e` un problema NP-completo. L’al-
goritmo visto, e` computazionalmente poco costoso e la costruzione del
modello e` abbastanza veloce anche per dataset molto grandi. Dall’altro
lato, classificare un’istanza di test e` estremamente veloce, con un costo
complessivo al caso pessimo di O(w), dove w e` la profondita` dell’albero.
• I decision tree, specialmente quelli con poche foglie, sono relativamente
facili da leggere e l’accuratezza del classificatore per molti dataset e`
paragonabile alle altre tecniche di classificazione.
• I decision tree sono abbastanza robusti al rumore e la presenza di
attributi ridondanti non influisce negativamente sull’accuratezza.
• La condizione di split usa un solo attributo alla volta. Quindi, la pro-
cedura di crescita dell’albero puo` essere vista come una divisione dello
spazio degli attributi in regioni disgiunte, fino a quando ogni regione
contiene istanze della stessa classe. Poiche´ le condizioni dei test coinvol-
gono un solo attributo, il bordo tra le varie regioni e` parallelo agli assi
(Figura 2.6). Questo, limita l’espressivita` dei decision tree; non riesco-
no a modellare situazioni complesse con attributi continui. La Figura
2.7 mostra un dataset che non puo` essere classificato con algoritmi che
usano un solo attributo alla volta, ma che potrebbe essere facilmente
rappresentato da un decision tree obliquo, cioe` un decision tree che per-
mette condizioni di test che coinvolgono anche piu` di un attributo alla
volta. In questo caso otterremmo un albero con una sola condizione di
test x+ y < 1. Anche se queste tecniche sono piu` espressive, trovare la
condizione di test ottimale, puo` diventare computazionalmente costoso.
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Figura 2.6: Esempio di decision tree per un dataset bidimensionale [21].
Figura 2.7: Esempio di dataset che non puo` essere partizionato con i decision
tree [21].
2.2.4 Random Forests
I Random forests sono una classe di metodi specificatamente progettati per
i decision tree e fanno parte delle tecniche conosciute in letteratura come
metodi esemble. Un metodo esemble costruisce un insieme di classificatori
base dal training set e il task di classificazione viene risolto considerando i
voti delle predizioni di ogni classificatore.
I Random forests mettono insieme le predizioni fatte da molti decision tree,
dove ogni albero viene generato basandosi sui valori di un insieme indipen-
dente di vettori scelti casualmente, come mostrato in Figura 2.8. Questi
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vettori sono generati con una distribuzione di probabilita` fissata e possono
essere generati sequenzialmente o in parallelo.
L’Algoritmo 2 mostra i passi necessari per costruire un classificatore random
forests in modo sequenziale.
Il primo passo e` costruire un training set Tri a partire dal dataset originale
Figura 2.8: Random forests [21].
Algoritmo: 2 Random Forest
Input: Tr: training set, k: il numero di classificatori da costruire, T : il test
set, F il numero di caratteristiche scelte.
1: for i = 1 to k do
2: crea un training set Tri da Tr;
3: scegli un insieme di caratteristiche F ;
4: crea un classificatore Φi da Tri e F ;
5: end for
6: for each record x ∈ T do
7: Φ(x) = V ote(Φ1(x),Φ2(x), . . . ,Φk(x));
8: end for
Tr. La dimensione del training set Tri viene scelta a priori e potrebbe essere
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uguale alla dimensione del dataset originale o modificata. Spesso, la distri-
buzione degli esempi non e` pero` la stessa; per esempio, alcuni record possono
apparire piu` volte, mentre altri possono non apparire mai. Il secondo pas-
so e` quello di scegliere un insieme di F caratteristiche da utilizzare per la
costruzione dell’albero, selezionandole in modo casuale. Invece di esaminare
tutte le possibili caratteristiche, la decisione di dividere un nodo e` determi-
nata considerando solo le F caratteristiche selezionate. Viene poi costruito
un classificatore base Φi per ogni training set Tri . Infine, ogni record x ∈ T e`
classificato combinando le predizioni fatte da ogni classificatore base Φi(x):
Φ(x) = V ote(Φ1(x),Φ2(x), . . . ,Φk(x)).
All’istanza x e` assegnata l’etichetta della classe che ha ottenuto il maggior
numero di voti.
Per ottenere un’accuracy di classificazione migliore, i classificatori base do-
vrebbero essere indipendenti tra loro; se F e` sufficientemente piccolo, gli
alberi tendono a diventare meno correlati tra di loro. Dall’altro lato, la
robustezza dell’albero tende ad aumentare con un numero maggiore di ca-
ratteristiche. Come compromesso, il numero di caratteristiche comunemente
scelto e` uguale a F = log2 d + 1 dove d e` il numero di caratteristiche del
dataset di input. Poiche´ solo un sottoinsieme delle caratteristiche viene esa-
minato in ogni nodo, questo approccio aiuta a ridurre in modo significativo
il costo computazionale dell’algoritmo.
E` stato mostrato empiricamente che i random forests hanno un’accuracy per
la classificazione migliore dei tradizionali decision tree, sono piu` robusti al
rumore e piu` veloci dei decision tree.
2.3 Support vector machine
Una tecnica di classificazione che ha ricevuto una notevole attenzione e` rap-
presentata dalle Support vector machine (SVM ). Questa tecnica nasce in-
torno agli anni ’90 e trae origine da concetti riguardanti la teoria statistica
dell’apprendimento. Le SVM a differenza dei decision tree, lavorano molto
bene anche con dataset con un gran numero di attributi.
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L’algoritmo che permette di addestrarle, che come vedremo si puo` ricondur-
re ad un problema di programmazione quadratica con vincoli lineari, trova
applicazione in ambiti molto diversi tra loro, tra cui, i piu` comuni sono il
riconoscimento di pattern, la catalogazione di testi e l’identificazione di facce
in immagini. Il loro successo e` dovuto al fatto che in molte applicazioni pra-
tiche ottengono ottimi risultati; sono infatti ritenute tra i piu` efficaci metodi
di supervised learning.
Con le SVM, ogni istanza del training set e` vista come un punto in un piano
p dimensionale, dove p rappresenta il numero di attributi. La Figura 2.9 mo-
stra il plot di un dataset contenente esempi che appartengono a due diverse
classi, rappresentate con i quadrati o i cerchi. Questo dataset e` linearmente
separabile; possiamo infatti trovare un iperpiano tale che tutti i quadrati ri-
siedano da un lato rispetto all’iperpiano e i cerchi risiedano nell’altro. Come
mostra la figura, possono pero` esistere infiniti iperpiani. Anche se il loro er-
rore sul training set e` uguale a zero, non e` garantito che la stessa performance
si ottenga sul test set. Il classificatore deve quindi scegliere un iperpiano che
potrebbe avere una performance migliore sul test set.
Consideriamo adesso i due iperpiani B1 e B2 della Figura 2.10; entrambi
separano gli esempi del training set senza commettere errori. Ad ogni iper-
piano e` associata una coppia di iperpiani, denotati bi1 e bi2 rispettivamente.
bi1 e` ottenuto muovendo un iperpiano parallelo a Bi fino a quando non si rag-
giunge il quadrato piu` vicino, bi2 invece e` ottenuto muovendo un iperpiano
fino a raggiungere il piu` vicino cerchio. La distanza tra questi due iperpiani e`
conosciuta come margine del classificatore. Intuitivamente, se il margine del
classificatore e` piccolo, ogni piccola perturbazione, potrebbe avere un impat-
to significante sulla classificazione. I classificatori che producono un piccolo
margine, sono piu` suscettibili al problema dell’overfitting. Ritornando quin-
di all’esempio della figura, l’iperpiano da scegliere e` B1, che ha un margine
molto piu` grande di quello di B2. Per capire meglio come lavorano le SVM
lineari, vediamo un esempio.
Esempio 3. Supponiamo di avere un dataset binario D contenente N istan-
ze:
D = {(xi, yi)|xi ∈ Rp, yi ∈ {−1, 1}}
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Figura 2.9: Esempio di possibili iperpiani per un dataset linearmente
separabile [21].
Figura 2.10: Esempio di margine di un classificatore [21].
dove yi rappresenta la classe a cui appartiene il punto xi. Vogliamo trovare
il massimo iperpiano che divide i punti che hanno yi = 1 da quelli aventi
yi = −1. Ogni iperpiano puo` essere scritto come l’insieme dei punti x che
soddisfano:
w · x− b = 0
dove · rappresenta il prodotto scalare. Se i dati sono linearmente separabili,
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siamo in grado di selezionare due iperpiani (w · x− b = 1 e w · x− b = −1)
in modo tale da separare i punti tra loro e poi cercare di massimizzare la loro
distanza, che e` facilmente calcolabile in modo geometrico ed e` uguale a 2||w|| .






tale che yi(w · xi − b) ≥ 1 ∀i = 1, 2, . . . , N.
Per applicare le SVM a dati categorici, dobbiamo prima introdurre una
nuova variabile per ogni possibile valore che puo` assumere l’attributo. Per
esempio, se un attributo categorico assume tre valori, dobbiamo introdurre
una variabile binaria per ognuno dei tre attributi.
Le SVM sono quindi metodi di classificazione che garantiscono un’elevata
accuratezza delle predizioni; il problema, come abbiamo visto, puo` essere
formulato come un problema di ottimizzazione convessa, per il quale sono
disponibili algoritmi efficienti per trovare il minimo globale della funzione
obiettivo. Per questo motivo, rispetto ai decision tree hanno un costo com-
putazionale maggiore. E` anche noto che le SVM abbiano un’accuratezza
migliore dei decision tree per molti problemi di classificazione ma a differen-
za di quest’ultimi, il risultato e` molto meno comprensibile e piu` difficile da
leggere.
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Capitolo 3
Stato dell’arte
In questo capitolo si passa in rassegna lo stato dell’arte sul problema della
quantificazione. Nel Paragrafo 3.1 vengono descritti metodi di quantificazio-
ne basati sulla classificazione e infine, nel Paragrafo 3.2 viene presentato un
metodo basato sui link.
3.1 Metodi di quantificazione basati sulla clas-
sificazione
Un approccio tipico usato in letteratura per risolvere il problema della quan-
tificazione, e` quello di utilizzare metodi basati sulla classificazione standard.
L’idea presentata in molti lavori ([8, 9, 10]), e` infatti quella di usare un clas-
sificatore standard per classificare gli elementi nel test set e poi migliorare il
risultato della distribuzione delle classi con metodi specifici.
In letteratura sono stati proposti diversi metodi. Molti di questi prendono in
considerazione solo il caso di classi binarie, una classe positiva e una negati-
va (+, -), ma possono essere facilmente estesi al caso piu` generale di dataset
multiclasse. Elencheremo i metodi principali, alcuni dei quali verranno poi
utilizzati come baseline negli esperimenti.
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3.1.1 Classify and Count (CC)
Questo e` il metodo piu` semplice. Il metodo piu` ovvio per fare quantificazione,
e` infatti quello di costruire il miglior classificatore sul trainig set Tr, classifi-
care i record non etichettati del test set T e stimare per ogni classe ci, la sua
frequenza freqT (ci), contando la frazione dei record in T che appartengono
a ci. In formule:
freqCCT (ci) =
|{rj ∈ T |f(rj) = ci}|
T
dove f e` la funzione target del classificatore e gli rj rappresentano i record
del test set. Per comprendere meglio il problema ci focalizziamo adesso sul
caso binario. Generalmente, se le classi non sono ben separate, otteniamo che
le istanze positive osservate, includono sia i falsi positivi che i veri positivi






Tabella 3.1: Matrice di confusione caso binario
Se il classificatore non e` perfetto (cioe` tpr = 1 e fpr = 0), questo semplice
metodo non e` quindi un buon quantificatore.
Questo metodo come tutti quelli basati sulla classificazione, si basa sull’ipo-
tesi principale che la distribuzione delle classi nel training set e nel test set
rimanga simile; ma questo, come sappiamo, non sempre accade. Per esem-
pio, se la frequenza dei positivi nel test set aumenta, riscontriamo solo un
aumento del tpr in P ′. Abbiamo infatti il seguente teorema:
Teorema 3.1.1. Per un classificatore imperfetto il metodo CC sottostimera`
la percentuale dei positivi p in un test set per p > p∗ e sovrastimera` per p
< p∗, dove p∗ e` la particolare proporzione che riesce a stimare esattamente
il classificatore.
Dimostrazione. Indichiamo con Pˆ(+) la probabilita` che un classificatore bi-
nario predica che un’istanza, scelta in modo casuale, appartenga alla classe
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dei positivi. Questa e` uguale a:
Pˆ(+) = P(+|+) · P(+) + P(+|−) · P(−) (3.1)
dove P(+) rappresenta la vera percentuale dei positivi nel test set, cioe` la
freqT (+), P(+|+) (e rispettivamente P(+|−)) rappresenta la probabilita`
condizionata di predire un’istanza positiva sapendo che era positiva (ne-
gativa). Ma P(+|+) = TP
P
ed e` uguale per definizione al tprT , mentre
P(+|−) = FP
N
e` invece uguale al fprT . Sostituendo, otteniamo quindi:
freqCT (+) = tprT · freqT (+) + fprT · (1− freqT (+)) (3.2)
dove freqCT (+) rappresenta la prevalenza della classe dei positivi che ci aspet-
tiamo restituisca il classificatore nel test set, mentre, freqT (+) rappresenta
la vera frequenza della classe dei positivi.
Se il classificatore stima correttamente la prevalenza per un particolare valo-
re p∗, cioe` freqCT (+) = freqT (+) = p
∗, allora, per una piccola perturbazione
della prevalenza p∗ + ∆, con ∆ 6= 0, non produce la stima giusta. Infatti
abbiamo:
freqCT (+) = tprT · freqT (+) + fprT · (1− freqT (+))
= tprT · (p∗ + ∆) + fprT · (1− (p∗ + ∆))
= p∗ + (tprT − fprT ) ·∆.
Poiche´ il classificatore e` imperfetto, tprT − fprT e` sicuramente una frazione
piu` piccola di uno. Quindi, se ∆ e` positivo, ottengo una stima minore di
p∗ + ∆, se ∆ e` negativo, ottengo una stima piu` grande.
Percio`, un semplice classificatore sottostima la percentuale quando questa
aumenta e la sovrastima, quando diminuisce. Indicheremo la stima ottenuta
con questo metodo freqCCT (ci).
3.1.2 Adjusted Count (AC)
Questo metodo cerca di migliorare i risultati ottenuti dal metodo precedente.
In altre parole, cerca di aggiustare la stima di frequenza freqCCT (ci) ottenu-
ta con Classify and Count usando le informazioni del true positive rate e
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false positive rate del training set. In particolare, riprendendo l’equazione




tprT − fprT . (3.3)
Usando questa equazione possiamo stimare la vera frequenza di ogni classe
a partire dalla frequenza osservata nel test set (freqCCT (ci) ).
Questa equazione e` conosciuta nella letteratura di medicina statistica ([27]),
dove la sensibilita` (tpr) e la specificita` (1− fpr) di un test medico, sono gia`
conosciuti a priori, a causa di studi precedenti. Nel nostro caso invece, non
sono noti i veri valori di tprT e fprT ; il metodo AC stima quindi questi due





I due parametri tprTr e fprTr vengono stimati via k-fold cross-validation. Con
questo approccio ogni record e` usato lo stesso numero di volte per il training
e una sola volta per il test. Il training set viene diviso in k partizioni di ugual
dimensione. Durante ogni esecuzione una delle k partizioni e` scelta come test
set e le rimanenti k − 1 sono usate come training set. Questa procedura e`
ripetuta k volte, cos`ı che ogni partizione e` usata come test set esattamente
una volta.
Impariamo quindi un buon classificatore sul training set, stimiamo le caratte-
ristiche del classificatore via cross-validation (il tprTr e il fprTr ), applichiamo
il classificatore al test set, contiamo il numero di istanze di ogni classe ci che
ha restituito (freqCCT (ci)), stimiamo la vera percentuale di ogni classe utiliz-
zando l’equazione (3.4) e infine aggiustiamo la stima nel range dei possibili
valori ([0;1]).
Come possiamo subito notare, il primo problema che presenta questo meto-
do, e` che non e` garantito che ritorni un valore ∈ [0; 1]; questo e` dovuto al
fatto che le stime di tprTr e fprTr possono non essere perfette. Forman risolve
il problema con un’euristica: se il risultato e` minore di 0 viene considerato
uguale a 0, se e` maggiore di 1 viene posto uguale a 1.
Il metodo AC stima abbastanza bene la distribuzione delle classi in molte
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situazioni, ma la sua performance degrada quando il training set e` fortemen-
te sbilanciato. Poniamoci nel caso della quantificazione binaria; se la classe
dei positivi e` rara nel training set, il classificatore imparera` a classificare
ogni istanza come negativa, cioe` tpr = 0. Anche se questo dara` un’accu-
racy ottimale per la classificazione, cio` e` inutile per la quantificazione. Se
consideriamo invece, il caso in cui abbiamo un minor squilibrio tra le classi,
il classificatore potrebbe restituirci alcuni positivi (avrei tpr molto picco-
lo) e questo si tradurrebbe in un piccolo denominatore nell’equazione (3.4),
rendendo il quoziente molto sensibile agli errori di tprTr e fprTr . Questo pro-
blema e` ampliato se il training set e` piccolo, ma si verifica anche in training
set molto grandi, con un grande sbilanciamento tra le classi. Sfortunatamen-
te, le condizioni di dataset sbilanciato, si verificano frequentemente in molte
applicazioni. Come esempio, possiamo prendere applicazioni di business in
cui la classe piu` rara e` spesso anche la piu` interessante e la piu` redditizia.
Una semplice soluzione per risolvere il problema di training set fortemente
sbilanciati e` quella di ignorare molti casi della classe maggioritaria; ma que-
sta tecnica ignora molte informazioni, quelle delle istanze che non prendiamo
in considerazione. Dobbiamo quindi trovare un metodo migliore.
3.1.3 Metodi tolleranti allo sbilanciamento
La soluzione al problema dello sbilanciamento risiede nel fatto che, nella
quantificazione, non e` importante avere una buona accuratezza per ogni sin-
golo individuo. Infatti, invece di utilizzare un classificatore con una soglia di
decisione ottimizzata per l’accuracy, si dovrebbe selezionare in modo esplici-
to la soglia che dia la miglior quantificazione. Si dovrebbero quindi evitare
i casi in cui le stime di tprTr e fprTr hanno una varianza maggiore e quelli
in cui il denominatore dell’equazione (3.4) diventa troppo piccolo. L’idea e`
quindi quella di imporre una soglia che restituisca una peggiore accuracy per
il classificatore, ma una migliore accuracy per la quantificazione.
Rimane la questione di come scegliere queste soglie. Forman ha definito delle
possibili scelte, illustrate nella Figura 3.1.
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Figura 3.1: Politica di selezione delle soglie [21].
L’asse delle x rappresenta lo spettro delle soglie. La curva decrescente
rappresenta il false positive rate fpr, mentre la curva crescente, rappresenta
l’inverso del true positive rate (cioe` il false negative rate = 1− tpr). Le due
curve di esempio riportate nel grafico, rappresentano le curve ottenute con
un classificatore SVM avente un’accuratezza di classificazione del 92%, per
un training set molto sbilanciato (50 positivi e 1000 negativi).
Il metodo Adjust Count usa la soglia default del classificatore. Forman ha
definito nuovi metodi che differiscono esclusivamente per la soglia scelta:
• metodo X: la soglia viene posta in modo tale che fpr = 1 − tpr
(l’etichetta X nella Figura 3.1).
• metodo Max: come avevamo detto precedentemente, l’equazione (3.4)
e` sensibile ad un denominatore piccolo; una possibile soglia e` quindi
quella che massimizza il denominatore tpr − fpr (l’etichetta Max).
• metodo T50: seleziona la soglia in modo tale che tpr = 0.50.
• metodo Median Sweep: con questo metodo otteniamo una stima
dell’ equazione (3.4) per ogni soglia e ritorniamo la media o la mediana;
di solito la mediana e` preferita perche´ meno sensibile ai valori outliers.
Piu` precisamente: eseguiamo cross-validation per stimare tpr e fpr per
ogni soglia nel training set, calcoliamo la stima della percentuale nel
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test set per ogni soglia e restituiamo la media o mediana di queste
stime.
Un problema con questi metodi e` che utilizzano esclusivamente euristiche,
non hanno quasi nessun fondamento teorico e la preferenza di un metodo
piuttosto di un altro si basa essenzialmente sulla conoscenza che abbiamo
dal punto di vista sperimentale.
3.1.4 Mixture model (MM)
Molti classificatori binari si basano su un meccanismo di score: viene creato
un modello che, per ogni istanza x, restituisca uno score ∈ [0; 1]. Viene poi
definita una soglia t, necessaria per assegnare la classe all’istanza; se lo score
ottenuto e` > t, allora l’istanza x viene etichettata come positiva, altrimenti
viene etichettata come negativa. La scelta della soglia e` un passo cruciale
e fortemente dipendente dall’applicazione. Una soglia troppo bassa, causa
errori di falsi negativi, una soglia troppo alta, causa invece errori di falsi
positivi.
L’algoritmo che costruisce il modello deve imparare entrambi i meccanismi;
quanto deve essere lo score e quanto deve essere la soglia. Nel metodo Mixture
Model, viene eliminato il secondo passo. Tale metodo usa esclusivamente
lo score e vengono poi considerate le distribuzioni degli score generati dal
classificatore.
Dopo aver costruito il modello con il classificatore, viene applicato ad ogni
record presente nel test set e viene salvata la distribuzione DU degli score.
Questa distribuzione, osservata nel test set, e` modellata come un mix di due
distribuzioni: la distribuzione degli score del classificatore sui casi positivi D+
e quella sui casi negativi D−. Queste due distribuzioni vengono determinate
via cross-validation sul training set. La Figura 3.2 illustra le tre distribuzioni.
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Figura 3.2: Distribuzioni metodo Mixture [21].
Il metodo, restituisce la frequenza p che da il miglior match tra la distri-
buzione osservata DU e il mix di distribuzioni :
DU ≈ p ·D+ + (1− p) ·D−. (3.5)
Determinare il valore ottimo di p richiede una ricerca e piu` precisamente, una
distanza metrica per comparare la distribuzione osservata al mix di distri-
buzioni. Sono state definite due varianti del metodo, chiamate Kolmogorov-
Smirnov Mixture Model e PP-Area Mixture Model che prendono il nome dalla
distanza metrica scelta.
3.1.5 Probabilistic Average
In [4] gli autori presentano un metodo basato sulla media delle stime di
probabilita` di un classificatore. La loro idea e` supportata dal fatto che le
probabilita` rappresentano un’informazione piu` ricca della decisione stessa;
questa infatti e` ottenuta utilizzando le stime di probabilita` e una soglia scel-
ta.
Inizialmente, viene quindi imparato un classificatore probabilistico dal trai-
ning set, per esempio un modello Na¨ıve Bayes. A questo punto, il modello
viene applicato alle istanze del test set ottenendo una stima di probabilita`
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per ogni istanza e infine viene calcolata la media della stima di probabilita`
per ogni classe.
Il metodo funziona anche per dataset multi classe, ma adesso ci concentre-








dove Pi(+) rappresenta la stima di probabilita` dell’istanza i di appartenere
alla classe +. Logicamente, anche con questo metodo, se la proporzione degli
esempi positivi nel training set e` diversa da quella del test set, il risultato
non sara` soddisfacente. Gli autori cercano di risolvere questo problema ana-
lizzando i casi estremi, quando cioe` tutte le istanze nel test set appartengono
ad una classe.
Dal training set e` possibile calcolare l’attuale frequenza degli esempi positivi
(freqTr(+)), la probabilita` media di ottenere un positivo, che indicheremo
con P̂Tr(+), la probabilita` media di ottenere un positivo sapendo che era
positivo (PˆTr(+|+)) e la probabilita` media di ottenere un positivo sapendo
che era negativo (P̂Tr(+|−)). Otteniamo quindi:
f̂ reqTr(+) = P̂Tr(+|+) · freqTr(+) + P̂Tr(+|−) · (1− freqTr(+)).





L’equazione precedente e` la versione probabilistica dell’equazione (3.4). Quan-
do tutte le istanze sono positive, P̂Tr(+|+) setta il massimo, che poi viene
scalato a 1. Quando invece tutte le istanze sono negative, P̂Tr(+|−) setta il
minimo che viene scalato a 0.
E` stato quindi proposto un nuovo metodo di quantificazione, chiamato Scaled
Probability Average (SPA), applicando l’ultima equazione ai valori ottenuti
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Figura 3.3: Scaling usato nel metodo SPA [4].
Nella Figura 3.3 si puo` vedere un esempio di scalatura che viene applica-
to al metodo. I limiti nel training set sono fissati a 0.3 (P̂Tr(+|−)) e a 0.9
(P̂Tr(+|+)). La stima ottenuta nel training set e` uguale a 0.54, quando la
reale frequenza era lo 0.4. Di conseguenza, se abbiamo ottenuto una stima
dello 0.4, questa viene scalata a 0.23 e nel caso di una stima dello 0.8, viene
scalata a 0.83.
Conducendo esperimenti e` stato osservato che quando la frequenza della clas-
se dei positivi era tra il 20% e il 60%, il metodo AC era l’unico che otteneva
buoni risultati, agli estremi invece, il metodo SPA era leggermente migliore,
anche se il comportamento dei due metodi era molto simile.
3.2 Metodo di quantificazione basato sui link
I metodi descritti nel paragrafo precedente sono stati utilizzati per dati in
formato convenzionale di tipo attributo, ma in alcuni casi, i dati sono pre-
sentati con una rete relazionale, per esempio le citazioni degli articoli, le reti
di trasporto. Recentemente, con l’uso del web e dei social media vengono
prodotte tante informazioni nel formato rete e queste hanno quindi offerto
un nuovo tipo di informazioni.
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Possiamo definire formalmente il problema di quantificazione su rete restrin-
gendosi al caso binario.
Definizione 3.2.1 (Problema della quantificazione su reti). Data una rete
N(V,E), dove V e` l’insieme dei vertici, E l’insieme degli archi, supponiamo
di conoscere il valore dell’attributo classe yl ∈ {+,−}l di alcuni nodi V l nella
rete. Vogliamo trovare la frequenza freqT (+) dei nodi, che appartengono alla
classe positiva nella rete.
Tutti i metodi visti precedentemente possono facilmente essere trasferiti
in un ambiente di rete, con l’unica differenza di usare un classificatore adatto
per le reti. Una strategia comune per fare predizioni su reti, e` quella di usa-
re l’inferenza collettiva. Questa assume che l’etichetta di un nodo, dipenda
dall’etichetta (o attributi) dei sui vicini; questo e` consistente con l’effetto
dell’omofilia osservato in molte reti. E` quindi richiesto un processo iterativo
per determinare l’attributo classe per dati non etichettati, cos`ı che l’incon-
sistenza tra i nodi vicini sia minimizzata. Nelle reti possono essere presenti
pero`, anche un milione di nodi e i metodi di quantificazione, che si basano
sulla classificazione con l’inferenza collettiva, possono essere computazional-
mente molto costosi.
In [22] viene proposto quindi un nuovo metodo direttamente ottimizzato per
la quantificazione, senza dover prima classificare. E` un metodo basato sui
link della rete, ispirato dall’equazione (3.4). Indichiamo con p(ˆi) la probabi-
lita` di un nodo qualsiasi di connettersi al nodo i, con p(ˆi|+) la probabilita`
che esista una connessione tra un nodo appartenente alla classe positiva e
il nodo i e con p(ˆi|−) la probabilita` che esista una connessione tra un nodo
appartenente alla classe negativa e il nodo i. Riprendendo quindi l’equazione
(3.4) e trasferendola al nostro caso otteniamo:
p(ˆi) = p(ˆi|+)p(+) + p(ˆi|−)p(−).
Da notare che p(ˆi) puo` essere stimato direttamente da una rete e sia p(ˆi|+)
che p(ˆi|−) possono essere stimati dai campioni etichettati (il training set).
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Vediamo l’applicazione del metodo con un esempio.
Esempio 4. Supponiamo di voler calcolare la frequenza della classe con
etichetta + nella rete di Figura 3.4.
Figura 3.4: Esempio di rete [22].
I nodi colorati di grigio sono i nodi di cui conosciamo l’attributo classe,
quelli bianchi sono i nodi di cui non conosciamo la classe. Osserviamo il




poiche´ il nodo 4 e` connesso con 5 nodi su 8. Osservando la rete e i nodi con
l’attributo classe, possiamo calcolare anche:
p(4ˆ|+) = 2
3
il nodo 4 e` connesso con 2 nodi su 3 appartenenti alla classe + e:
p(4ˆ|−) = 1
2
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Anche in questo metodo la soluzione puo` stare al di fuori dell’intervallo
[0;1]; in questo caso dobbiamo semplicemente scartarla. Poiche´ ciascun nodo
i, puo` portare ad una stima, prendiamo tutte le stime valide e restituiamo
poi, come stima di frequenza, la mediana.
Un aspetto da sottolineare e` la sparsita`: il numero di nodi vicini ai campioni
etichettati, puo` essere molto basso, con conseguente insufficienza della va-
lidita` della stima. Per risolvere questo problema, gli autori propongono di
espandere i nodi vicini, considerando tutti i nodi che sono ad una distanza
di k hop. Viene quindi sostituito nell’equazione (3.6), p(ˆi) con p(ˆik), che
rappresenta la probabilita` di un nodo nella rete di trovarsi esattamente a k
hop dal nodo i. Similmente, si puo` sostituire p(ˆi|+) e p(ˆi|−) con p(ˆik|+) e




dove l’equazione (3.6) e` un caso particolare con k = 1. Tramite esperimenti
gli autori hanno notato che k ≤ 3 genera spesso stime sufficientemente affi-
dabili. E` stato osservato che i risultati ottenuti erano paragonabili al metodo
AC, anche se questo approccio e` computazionalmente meno costoso di AC.
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Capitolo 4
Quantification tree
In questo capitolo andremo a descrivere gli algoritmi implementati per la
costruzione di quantification tree.
Come abbiamo visto nel Paragrafo 2.2, fornire un metodo per costruire deci-
sion tree implica: (1) definire una misura per valutare la bonta` di uno split
su un attributo in un nodo per selezionare il miglior split; e (2) definire delle
condizioni di stop, necessarie per terminare il processo di crescita dell’albero.
Nel Paragrafo 4.1, descriviamo quindi le misure scelte per selezionare lo split
migliore, nel Paragrafo 4.2 le condizioni che abbiamo imposto per terminare
la crescita dei nostri alberi e infine, daremo una descrizione degli algoritmi
implementati.
4.1 Misure per selezionare il miglior split
La definizione di una misura di valutazione di uno split e` il punto piu` impor-
tante per ottenere un decion tree ottimizzato per la quantificazione. Intuiti-
vamente, abbiamo bisogno di creare un nuovo metodo che selezioni il giusto
attributo per lo split di un nodo, in modo da ottenere il miglior bilanciamen-
to tra gli errori (tra i falsi positivi e i falsi negativi) nell’albero. Chiameremo
questa misura quantification accuracy. Abbiamo usato due modi diversi per
misurare la quantification accuracy.
• Dato un possibile split, per ogni classe ci ∈ C, calcoliamo la differenza
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tra il numero di falsi positivi (FPci) e il numero di falsi negativi (FNci):
Êci = FPci − FNci .
Questa misura rappresenta il numero totale di istanze classificate nel
modo sbagliato dal quantificatore rispetto la classe ci. Per ottenere
una quantificazione con una stima perfetta, dovremmo avere un errore
Êci = 0 per ogni classe ci. Dopo lo split, abbiamo un nuovo vettore Q̂E
per l’albero, dove ogni elemento i rappresenta l’errore di quantificazione
per la classe ci:
Q̂E = [Êc1 , Êc2 , . . . , Êcn ]. (4.1)
Una possibile misura di quantification accuracy e` la norma 2 (||Q̂E||2)
del vettore Q̂E.





Per ottenere una buona quantificazione vogliamo minimizzare Eci . Pen-
siamo al caso binario e supponiamo di rappresentare i FP e i FN in
un piano cartesiano (Figura 4.1), con i FP sull’asse delle ascisse e i
FN sulle ordinate. L’equazione FP 2 + FN2 = k, con k costante,
rappresenta un arco di circonferenza; lo spazio delle soluzioni e` infatti
{(FP, FN)|FP ≥ 0 ∧ FN ≥ 0}.
Minimizzare FP 2 + FN2 significa cercare, tra i possibili archi di cir-
conferenza, quello con raggio minore, quindi, con i valori di FP e FN
piu` piccoli. Tra le soluzioni che minimizzano l’equazione precedente,
prendiamo quella che ha minor distanza dalla bisettrice FP = FN ,
o meglio, scegliamo la soluzione che bilancia maggiormente il numero
dei falsi positivi e falsi negativi. Riferendosi alla Figura 4.2, scegliamo
come soluzione quella segnata con il punto rosso.
Dopo lo split, come nel caso precedente, abbiamo un vettore QE per
l’albero:
QE = [Ec1 , Ec2 , . . . , Ecn ].
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Figura 4.1: Rappresentazione nel piano cartesiano di FP 2 + FN2.
Figura 4.2: Scelta che minimizza FP 2 + FN2.
Una possibile misura di quantification accuracy e` la norma 2 (||QE||2)
del vettore QE. Con questa misura, cerchiamo quindi di ottenere un
giusto compromesso tra l’accuracy per la quantificazione e l’accuracy
per la classificazione.
Per determinare la bonta` di uno split abbiamo bisogno di confrontare la
quantification accuracy prima dello split (nel nodo padre), con la quantifica-
tion accuracy dopo lo split (nel nodo figlio). Maggiore e` la loro differenza e
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migliore e` la condizione di split. Il guadagno, ∆, e` un criterio che puo` essere
usato per determinare la bonta` dello split:
∆ = QAparent −QAchild
dove QAparent denota la quantification accuracy prima dello split (||Q̂E||2
o ||QE||2) e QAchild la quantification accuracy dopo lo split. Chiaramente,
per costruire un buon quantification tree, la miglior scelta e` la selezione della
condizione di test che massimizza il guadagno ∆.
4.2 Criterio di stop
Come detto precedentemente, per terminare il processo di crescita dell’albe-
ro, abbiamo bisogno di definire delle condizioni di stop. Baseremo le nostre
condizioni di stop sul valore del guadagno: se il guadagno ∆ non e` maggiore
di zero, significa che non esistono possibili split per il nodo, quindi questo
sara` una foglia nell’albero finale. Tuttavia, se il training set e` molto sbi-
lanciato, potrebbe accadere che l’albero che troviamo ha poche foglie e un
errore di quantificazione molto grande. In questo caso particolare la nostra
strategia e` quella di continuare a dividere il nodo anche se abbiamo un gua-
dagno uguale a 0. Questo produce alberi molto piu` grandi ma con un errore
di quantificazione piccolo per il training set.
Nei prossimi paragrafi forniamo tre algoritmi per la costruzione di quantifi-
cation tree. Il primo lavora ricorsivamente selezionando il miglior attributo
per dividere i dati ed espandendo i nodi foglia fino a quando non si verifica
la condizione di stop (Paragrafo 4.3). Il secondo metodo non lavora ricor-
sivamente e la principale differenza rispetto al precedente e` che quando si
deve decidere il nodo da espandere, tenta di identificare il nodo che potrebbe
migliorare il bilanciamento tra falsi positivi e falsi negativi dell’albero (Pa-
ragrafo 4.4). Infine, il terzo algoritmo utilizza la tecnica dei Random Forests
applicandola all’algoritmo ricorsivo (Paragrafo 4.5).
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4.3 Algoritmo ricorsivo
In questo paragrafo descriviamo i dettagli dell’algoritmo ricorsivo per la ge-
nerazione di un quantification tree. Esistono due diverse versioni di questo
algoritmo che differiscono esclusivamente per la misura di quantification ac-
curacy utilizzata; la prima, utilizza ||Q̂E||2, l’altra invece ||QE||2. I dettagli
del metodo generale sono presentati nell’Algoritmo 3 e nell’Algoritmo 4.
L’algoritmo BuildQuantifier prende in input il training set T e ritorna il
quantification tree costruito. Seleziona ricorsivamente il miglior attributo su
cui dividere i dati ed espande i nodi foglia fino a quando non esiste un pos-
sibile split che dia guadagno maggiore di zero.
In particolare, l’Algoritmo 3 calcola il vettore iniziale dell’errore di quan-
Algoritmo: 3 BuildQuantifier(T )
Input: T : training set
Output: il quantification tree
1: for each c in {Classes} do
2: QE[c]← FPc − FNc;
3: end for
4: QAccuracy←computeQAccuracy(QE);
5: //build the tree
6: return root←BuildTree(T , QE, QAccuracy)
tificazione QE e la corrispondente quantification accuracy ||QE||2. Chiama
quindi l’algoritmo BuildTree (Algoritmo 4) per creare l’albero.
La prima azione svolta dall’algoritmo BuildTree e` quella di determinare qua-
le attributo deve essere selezionato come condizione di split. Come detto
precedentemente, la scelta dell’attributo dipende dalla misura adottata per
valutare la quantification accuracy ; nel nostro caso abbiamo due possibilita`,
||Q̂E||2 o ||QE||2. Chiaramente, se lo split non produce un guadagno positivo
(∆ ≤ 0), i nodi diventano delle foglie dell’albero e l’algoritmo assegna alle
istanze la classe di maggioranza (con la funzione Classify). Dall’altro lato, se
abbiamo trovato un attributo che ci restituisce guadagno positivo, dividiamo
i dati, aggiorniamo il vettore che descrive l’errore di quantificazione (QE),
calcoliamo la nuova quantification accuracy ||QE||2 e richiamiamo ricorsiva-
64 CAPITOLO 4. QUANTIFICATION TREE
mente la funzione.
Chiamiamo l’algoritmo che utilizza come quantification accuracy la misura
||Q̂E||2 Quantifier with Error Balancing, in seguito indicato con QEB;
invece l’algoritmo che utilizza come misura ||QE||2, e` chiamato Quantifier
with Classification Quantification Balancing, in breve QCQB.
La funzione updateQE() dell’algoritmo QEB, che chiameremo updateQ̂E(),
Algoritmo: 4 BuildTree(T , QE, QAccuracy)
Input: T : il dataset, QE: vettore degli errori di quantificazione, QAccuracy:
norma 2 del vettore QE
Output: Node
1: FindBestSplit( );
2: if @ split then
3: leaf←createNode( );
4: leaf.label← Classify(T );
5: return leaf;
6: else




11: let L be a possible outcome of FindBestSplit( );
12: for each l in {L} do
13: child←BuildTree(l.Data, QE, QAccuracy);





si occupa di aggiornare il vettore Q̂E dopo aver eseguito uno split. Ripor-
tiamo l’algoritmo e andiamo a vedere come viene eseguito l’aggiornamento
(Algoritmo 5).
La variabile idxMajorityClass rappresenta l’indice della classe di maggioran-
za del nodo su cui viene eseguito lo split. Per ogni nuovo nodo creato dopo lo
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Algoritmo: 5 updateQ̂E( )
Output: nuovo vettore degli errori dopo lo split
1: for each node ∈ {new child} do
2: Q̂E[idxClass]← Q̂E [idxClass]+InstancesNodeCount;
3: end for
4: Q̂E[idxMajorityClass]← Q̂E [idxMajorityClass]-InstancesCount;
5: return Q̂E
split, calcoliamo l’indice della classe di maggioranza (idxClass) e aggiornia-
mo l’elemento Q̂E[idxClass] sommando al suo valore precedente, il numero
di istanze presenti nel nodo (InstanceNodeCount). Infine, aggiorniamo il va-
lore Q̂E[idxMajorityClass] sottraendo al suo precedente valore il numero di
istanze totali del nodo su cui e` stato eseguito lo split (InstancesCount).
Non e` immediato verificare che il vettore degli errori Q̂E cos`ı definito, rap-
presenti per ogni classe ci ∈ C, la differenza tra falsi positivi e falsi negativi
(FPci−FNci). Forniamo quindi la dimostrazione della seguente proposizione.
Proposizione 4.3.1. Per ogni classe ci ∈ C, l’errore Êci rappresenta la
differenza tra il numero di falsi positivi e falsi negativi, FPci − FNci.
Dimostrazione. Dimostriamo per induzione sul numero di split. Indicheremo
con Ênci l’errore di quantificazione della classe ci dopo l’n-esimo split.
• n=0: indichiamo con idxMajorityClass l’indice della classe di maggio-
ranza del nodo radice, cioe` l’indice della classe a cui sarebbe assegnato
il nodo se non venisse diviso. Abbiamo quindi due casi.
(i): Per ogni classe i 6= idxMajorityClass, FPci = 0 (il nodo viene
assegnato alla classe di maggioranza) e FNci = numero di istanze
appartenenti alla classe i
⇒ Ê0ci = FPci − FNci = - numero di istanze appartenenti alla
classe i.
(ii): Per j = idxMajorityClass, abbiamo FPcj = numero totale di
istanze - numero di istanze appartenenti alla classe di maggioranza
e FNcj = 0
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⇒ Ê0cj = numero totale di istanze - numero di istanze appartenenti
alla classe di maggioranza.
• n→n+1: supponiamo che il nodo corrente (chiamato nodeSplit), sia
stato precedentemente assegnato alla classe j. Indicheremo con Ai, l’in-
sieme dei nodi assegnati dopo lo split alla classe ci, con FP ci e FN ci ,
il numero totale di falsi positivi e falsi negativi della classe ci dopo
lo split e con F˜P ci e F˜N ci , il numero di falsi positivi e falsi negativi
della classe i nel nodo nodeSplit. Indichiamo con classCount (noClas-
sCount), il numero di istanze che appartengono (non appartengono)
alla classe i, con classCountBefore (noClassCountBefore), il numero di
istanze di nodeSplit che appartenevano (non appartenevano) alla classe
i. Abbiamo tre casi.
(i): Consideriamo inizialmente la classe j, quella a cui era stato as-
segnato il nodo nodeSplit. Dopo aver eseguito lo split, il nuovo




− F˜P cj + FP cj − FN cj . (4.2)
Per la classe j valgono le seguenti uguaglianze:































classCountBefore + F˜P cj = |nodeSplit|









(ii): Consideriamo adesso il caso di una classe i 6= j e supponiamo che
dopo lo split, non abbiamo assegnato nessun nodo a tale classe.





Infatti FN ci = F˜N ci e FP ci = F˜P ci .
(iii): Consideriamo adesso il caso di una classe i 6= j e supponiamo che
dopo lo split abbiamo assegnato alcuni nodi a tale classe.




+ F˜N ci + FP ci − FN ci . (4.4)
Dopo lo split abbiamo:
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4.3.1 Esempio dell’algoritmo Quantifier with Error Ba-
lancing
Mostriamo con un esempio come funziona l’algoritmo QEB.
Esempio 5. Continuiamo con l’Esempio 1.
Riferendosi alla Tabella 1.1, inizialmente il nodo radice viene assegnato alla
classe di maggioranza, quindi alla classe “unemployment”.
Iniziamo calcolando il vettore degli errori Q̂E.
Q̂E = [+29;−29]
dove Q̂E[0] rappresenta l’errore di quantificazione della classe “unemploy-
ment” e Q̂E[1] l’errore della classe “employment”. Avendo infatti assegna-
to il nodo alla classe “unemployment”, questa avra` FNunemployment = 0 e
FPunemployment = numero di istanze della classe “employment” (29). Es-
sendo nel caso binario, l’errore di quantificazione della classe “employment”
assumera` il valore opposto a Q̂E[0] (la somma di tutti gli elementi Q̂E[i] e`
infatti sempre uguale a zero). Calcoliamo adesso la quantification accuracy
del vettore:
||Q̂E||2 = 292 + 292 = 1682.
Per ogni attributo, andiamo adesso a calcolare la nuova quantification accu-
racy che otterremmo dividendo i dati ed eseguiamo lo split che restituisce il
maggior guadagno.
Come possiamo vedere dalla Figura 4.3, in questo caso abbiamo tre possibili
split, uno per ogni attributo. C u:10 (C e:14) rappresenta il numero di istan-
ze appartenenti alla classe “unemployment” (“employment”), cioe` 10 istanze
(14 istanze).
Indichiamo con Q̂Ex il vettore degli errori che otterremmo dopo aver eseguito
lo split sull’attributo x. Otteniamo quindi:
Q̂ESex = [+29− 65 + 41;−29 + 24] = [5;−5]
Q̂EMaritalStatus = [+29− 65 + 32;−29 + 33] = [−4; +4]
Q̂ERace = [+29− 65 + 19;−29 + 46] = [−17; +17].
Andiamo a guardare adesso il guadagno ∆ che otteniamo con ogni split:
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Figura 4.3: Possibili split al primo passo.
• split con attributo “Sex”:
||Q̂ESex||2 = 52 + 52 = 25 e ∆ = 1682− 25 = 1657.
• split con attributo “Marital status”:
||Q̂EMaritalStatus||2 = 42 + 42 = 32 e ∆ = 1682− 16 = 1666
• split con attributo “Race”:
||Q̂ERace||2 = 172 + 172 = 578 e ∆ = 1682− 578 = 1104
Lo split che ci da il maggior guadagno e` quindi quello sull’attributo “Marital
status”. Dopo aver eseguito il primo split, andiamo a cercare se esiste uno
split nel nodo sinistro appena creato (depth-first).
In questo caso, abbiamo due possibili split (Figura 4.4). Andiamo quindi a
calcolare i nuovi vettori degli errori per entrambi gli split:
Q̂ESex = [−4− 32 + 17; 4 + 15] = [−19; +19]
Q̂ERace = [−4− 32 + 32; 4] = [−4; +4].
Calcoliamo adesso il guadagno che otteniamo con ogni split:
• split con attributo “Sex”:
||Q̂ESex||2 = 192 + 192 = 722 e ∆ = 32− 722 = −690
70 CAPITOLO 4. QUANTIFICATION TREE
Figura 4.4: Possibili split al secondo passo.
• split con attributo “Race”:
||Q̂ERace||2 = 42 + 42 = 2 e ∆ = 32− 32 = 0
Non avendo ottenuto in entrambi i casi un guadagno > 0, non eseguiamo
nessuno split; il nodo sinistro viene quindi etichettato come nodo foglia e
le istanze presenti nel nodo sono etichettate con la classe di maggioranza,
“unemployment”.
Andiamo a cercare adesso un possibile split nel nodo destro. Anche in questo
caso, abbiamo due split possibili (Figura 4.5).
Calcoliamo i nuovi vettori degli errori per entrambi gli split:
Figura 4.5: Possibili split al secondo passo.
Q̂ESex = [−4+9; 4−33+24] = [5;−5] Q̂ERace = [−4+5; 4−33+28] = [1;−1]
e il guadagno:
4.3. ALGORITMO RICORSIVO 71
• split con attributo “Sex”:
||Q̂ESex||2 = 52 + 52 = 50 e ∆ = 32− 50 = −18
• split con attributo “Race”:
||Q̂ERace||2 = 12 + 12 = 2 e ∆ = 32− 2 = 30.
Figura 4.6: Quantification tree dopo il secondo split.
Viene quindi scelto l’attributo “Race”, che da un guadagno ∆ = 30. La
Figura 4.6 rappresenta il nostro quantification tree dopo il secondo split.
Adesso, il vettore degli errori e` uguale a [1;-1]; stiamo quindi attribuendo
un elemento in piu` alla classe “unemployment” e uno in meno alla classe
“employment”. Andiamo a cercare se esiste uno split che faccia diventare
l’errore [0;0].
Nella foglia di sinistra, abbiamo un solo split possibile, con l’attributo “Sex”
(Figura 4.7). Andiamo a calcolare il vettore degli errori e la quantification
accuracy:
Q̂ESex = [+1− 28 + 19;−1 + 9] = [−8; 8] ||Q̂ESex||2 = 82 + 82 = 128
e guadagno ∆ = 1 − 128 = −127. Non avendo ∆ > 0, il nodo viene quindi
etichettato come nodo foglia e alle istanze e` assegnata l’etichetta della clas-
se “employment” (la classe di maggioranza del nodo). Andiamo quindi a
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Figura 4.7: Possibile split.
verificare se esiste uno split nella foglia di destra. L’unico split possibile e`
con l’attributo “Sex” (Figura 4.8) e anche in questo caso non otteniamo un
Figura 4.8: Possibile split.
guadagno positivo, infatti abbiamo:
Q̂ESex = [+1− 5 + 0 + 5;−1 + 0 + 0] = [1;−1] ||Q̂ESex||2 = 12 + 12 = 2
e guadagno ∆ = 2− 2 = 0. Non avendo piu` nodi in cui cercare un possibile
split, restituiamo l’albero di Figura 4.6.
La matrice di confusione ottenuta con il nostro quantification tree e` quella
riportata in Tabella 4.1.
Andiamo adesso ad applicare il modello ottenuto al test set ottenendo la
matrice di confusione della Tabella 4.2.













Tabella 4.2: Matrice di confusione Test set con quantificatore.
Se applichiamo invece, il metodo Adjusted and Count, eseguendo 10 cross-
validation per stimare tpr e fpr otteniamo una stima del 72.41% (la percen-
tuale reale era 72.41%).
Applicando invece il classificatore standard C 4.5 al dataset dell’esempio, ot-
teniamo l’albero in Figura 4.9.
Le matrici di confusione del training set e del test set sono invece rispetti-
Figura 4.9: Decision tree con classificatore C 4.5.
vamente la Tabella 4.3 e la Tabella 4.4.
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Tabella 4.4: Matrice di confusione Test set con classificatore standard.
che in questo caso applichiamo gli stessi metodi come post-processing.




Applicando invece, il metodo Adjusted and Count, imponendo come prima,
10 cross-validation, otteniamo una stima maggiore del 100%.
Applicando quindi entrambi i metodi, il quantification tree da una stima
migliore in entrambi i casi.
4.4 Metodo iterativo
In questo paragrafo saranno presentati i dettagli di un nuovo algoritmo per
costruire quantification tree. Il precedente algoritmo quando decide di espan-
dere un nodo, non considera il fatto che espandere prima un altro nodo,
potrebbe dare una migliore quantification accuracy per l’albero. Abbiamo
quindi proposto un altro algoritmo che, per selezionare il nodo da espandere,
prima analizza tutti i nodi foglia e poi, usando un’euristica, seleziona la foglia
che potrebbe portare ad un bilanciamento migliore tra i falsi positivi e i falsi
negativi dell’albero.
Per questo algoritmo come misura di quantification accuracy, e` stata presa
in considerazione esclusivamente la misura ||Q̂E||2 e di conseguenza, e` stato
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chiamato Iterative Quantifier with Error Balancing, in breve IQEB.
Per selezionare il miglior nodo da espandere analizziamo il vettore degli er-
rori di quantificazione (Q̂E) per identificare la classe che genera piu` sbilan-
ciamento tra i falsi positivi e i falsi negativi. Ricordiamo infatti che, per ogni
classe, il vettore Q̂E contiene la differenza tra i FP e FN della classe stessa.
Poiche´ per ottenere un quantificatore perfetto, dovremmo avere FP = FN
e quindi un errore uguale a zero (Êi = 0 ∀i), la nostra idea e` stata quella di
selezionare l’errore Êi che in valore assoluto e` il maggiore di tutti. Piu` formal-
mente, dato il vettore degli errori di quantificazione Q̂E = [Êc1 , Êc2 , . . . , Êcn ],
selezioniamo la classe ci tale che
|Êci| = max
(
|Êc1 |, |Êc2|, . . . , |Êcn|
)
.
Chiaramente, abbiamo due casi possibili:
(a): Êci > 0, che identifica la situazione in cui FPci > FNci
(b): Êci < 0, che identifica la situazione in cui FPci < FNci .
Nei due casi sono state applicate strategie diverse per trovare il miglior nodo
da dividere.
Nel caso (a), abbiamo bisogno di scegliere un nodo con classe di maggioranza
ci e con una grande frazione dei FPci , poiche´ lo split deve cercare di diminuire
questa quantita`. Percio` l’algoritmo, per ogni nodo con classe di maggioranza





dove |ck| denota il numero di istanze assegnate alla classe ck. A questo punto,
l’algoritmo seleziona come nodo da dividere, quello con il valore maggiore di
ratiofp.
Esempio 6. Supponiamo di avere un insieme di tre classi C = {C1, C2, C3}
e che il corrente vettore degli errori di quantificazione sia uguale a Q̂E =
[10;−6;−4]. Percio`, in questo caso, l’errore massimo e` quello corrispondente
alla classe C1, cioe` 10. Immaginiamo adesso di avere i seguenti tre possibili
nodi che possono essere espansi (Tabella 4.5), dove i numeri accanto alla










Nodo 1 Nodo 2 Nodo 3
Tabella 4.5: Possibili nodi da dividere
classe, rappresentano il numero di istanze nel nodo appartenenti alla classe
stessa.
Il Nodo 3 ha C2 come classe di maggioranza, quindi non verra` considerato
come nodo da dividere; mentre per gli altri due nodi dobbiamo calcolarci il
rapporto ratiofp per prendere una decisione. Poiche´ il rapporto ratiofp del
Nodo 1 e` 11
20
e per il Nodo 2 e` 7
27
, il nodo selezionato sara` il Nodo 1, avendo
un valore maggiore di ratiofp.
Nel caso (b), invece, abbiamo bisogno di scegliere un nodo con la classe
di maggioranza diversa dalla classe ci e con una grande frazione dei FNci ,
perche´ lo split deve cercare di diminuire questa quantita`. Quindi l’algoritmo,





A questo punto, l’algoritmo seleziona come nodo da dividere, quello con il
valore maggiore di ratiofn.
Esempio 7. Supponiamo di avere un insieme di tre classi C = {C1, C2, C3}
e che il corrente vettore degli errori di quantificazione sia uguale a Q̂E =
[−10; 6; 4]. Percio`, in questo caso, l’errore massimo e` quello corrispondente
alla classe C1, cioe` -10. Immaginiamo adesso di avere i nodi in Tabella 4.6
come possibili nodi da espandere.
Il Nodo 1 ha C1 come classe di maggioranza, quindi non verra` considerato.
Mentre per gli altri nodi, dobbiamo calcolare il rapporto ratiofn per prendere
una decisione. Poiche´ il rapporto ratiofn del Nodo 2 e`
3
10
e per il Nodo 3 e`
5
12
, il nodo selezionato sara` il Nodo 3, avendo il valore del rapporto ratiofn
maggiore.










Nodo 1 Nodo 2 Nodo 3
Tabella 4.6: Possibili nodi da dividere
Uno skeleton dell’algoritmo che utilizza tale approccio per la selezione del
nodo migliore in cui fare split, e` presentato nell’Algoritmo 6. L’input dell’al-
goritmo consiste nel training set Tr e ritorna il quantification tree costruito.
In questo algoritmo la funzione listIdxClassesErrorMax, ritorna la lista di
indici delle classi aventi l’errore di quantificazione in valore assoluto massi-
mo. Per ogni classe restituita, cerchiamo il nodo che potrebbe restituirci il
miglior bilanciamento tra i FP e i FN chiamando la funzione FindBestNo-
de(n). Questa funzione, per ogni classe ci ∈ idxClass, se Êci > 0 restituira`
il nodo avente l’n-esimo valore piu` grande di ratiofp, se Êci < 0 restituira`
il nodo avente l’n-esimo valore piu` grande di ratiofn. Infine, cerchiamo il
miglior split su tale nodo (funzione FindBestSplit).
Se abbiamo trovato uno split che ci restituisce guadagno > 0 (riga 12), ag-
giorniamo il vettore degli errori di quantificazione, la quantification accuracy,
richiamiamo il metodo listIdxClassesErrorMax e aggiungiamo i nuovi nodi
come discendenti del nodo che abbiamo appena diviso (leafSplit). Dall’altro
lato, se non abbiamo trovato uno split con ∆ > 0 (riga 17), chiamiamo la
funzione listIdxClasses. Questa ci restituira` una nuova lista di indici di classi
o incrementera` la variabile n.
Vediamo come lavora questo algoritmo con un piccolo esempio.
Esempio 8. Supponiamo di avere un insieme di classi C = {C1, C2, C3}
e che il corrente vettore degli errori di quantificazione sia uguale a Q̂E =
[10;−6;−4]. In questo caso, l’errore massimo e` quello corrispondente alla
classe C1, cioe` 10. Immaginiamo adesso di avere i seguenti quattro possibili
nodi che possono essere espansi (Tabella 4.7).













Nodo 1 Nodo 2 Nodo 3 Nodo 4
Tabella 4.7: Possibili nodi da dividere
Algoritmo: 6 BuildTree(T )
Input: Tr: the training set




4: while idxClass!=null do
5: gain←0;
6: for each class in idxClass do
7: bestNode←class.FindBestNode(n)
8: modelSplit←bestNode.FindBestSplit( )















La funzione FindBestNode(1), restituira` quindi un nodo ∈ C1 con il mas-
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simo valore di ratiofp. In questo caso, abbiamo due nodi che hanno come
classe di maggioranza C1, il Nodo 1 e il Nodo 2. Calcoliamo per entrambi il
valore ratiofp. Poiche´ per il Nodo 1 ratiofp =
11
20
e per il Nodo 2 e` uguale
a 7
27
, la funzione restituira` il Nodo 1. Supponiamo che tale nodo non abbia
restituito uno split con guadagno positivo. Viene quindi chiamata la funzione
listIdxClasses. Questa, andra` a verificare se esistono altri nodi da conside-
rare per la classe C1; nel nostro esempio esiste un altro nodo da prendere in
considerazione, il Nodo 2. Viene quindi incrementato n che assumera` il va-
lore 2 e viene restituita nuovamente la classe C1. A questo punto la funzione
FindBestNode(2) restituira` il nodo appartenente a C1 (essendo ÊC1 > 0),
avente il secondo valore massimo di ratiofp, cioe` il Nodo 2. Supponendo
di non aver trovato, anche in questo caso, uno split con ∆ > 0, richiamia-
mo nuovamente la funzione listIdxClasses. Adesso, non esistono piu` nodi
con classe di maggioranza C1; percio` la funzione, restituira` una nuova lista
di classi, le classi aventi l’errore di quantificazione maggiore dopo la classe
considerata. Nel nostro caso, la funzione restituira` C2 poiche´ ha ÊC2 = −6
e la variabile n verra` posta uguale al suo valore iniziale, cioe` a 1. Avendo
un errore negativo, la funzione FindBestNode(1) restituira` il nodo che ha il
valore ratiofn maggiore. Andiamo quindi a calcolare tale rapporto per tutti i




il Nodo 1, per il Nodo 2 e` uguale a 1
27
e per il Nodo 3 a 5
12
, il nodo selezionato
sara` il Nodo 3.
4.5 Random Forests Quantifier
L’algoritmo che andremo a descrivere in questo paragrafo e` una personaliz-
zazione dei Random forests visti precedentemente nella Paragrafo 2.2.4.
La nostra idea e` stata quella di utilizzare la teoria chiamata in letteratura,
Wisdom of the crowd. Questo tema e` stato affrontato fin dall’inizio del 1900
[12] e poi ripreso piu` recentemente nel 2004 in un saggio [20].
E` una teoria sociologica secondo la quale, una massa di individui, sarebbe
in grado di fornire una risposta adeguata e valida ad alcune domande, piu`
di quanto non siano in grado di farlo gli esperti. Una spiegazione intuitiva
a questo fenomeno e` che ad ogni giudizio individuale, e` associato un certo
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rumore e prendere la media su un gran numero di risposte, contribuisce a
cancellare l’effetto del rumore.
L’esempio classico del Wisdom of the crowd e` quello di trovare la stima di
una quantita` continua. Nel 1906, l’antropologo Francis Galton, dimostro` ad
una fiera del bestiame, che la folla, aveva una conoscenza superiore degli
esperti, chiedendole quale fosse il peso del bue che le stava di fronte. La me-
dia della risposte fornite, si avvicinava maggiormente alla realta` di quanto
non lo facessero le risposte date dagli esperti presenti.
In [20] sono stati dati dei criteri affinche´ la teoria funzioni:
• Diversita` di opinione: ogni persona deve avere un’opinione differen-
te.
• Indipendenza: le opinioni delle persone non devono venire influenzate
dalle opinioni altrui.
• Decentralizzazione: nessuno deve essere in grado di pilotare dall’alto.
• Aggregazione: le opinioni devono poter essere aggregate in modo tale
da ottenere un risultato finale.
Vi sono dei casi in cui la teoria fallisce e la folla da` un giudizio sbagliato. Que-
sto avviene quando le persone si influenzano a vicenda e iniziano a pensare
in maniera simile invece di sviluppare le proprie opinioni indipendentemente.
La teoria tende quindi a dare risposte piu` precise quando abbiamo diversita`
e indipendenza di opinioni.
Trasferendo al nostro caso questa teoria, la nostra idea e` stata quindi quella
di costruire molti quantification tree, utilizzando la tecnica dei Random fo-
rests. Sono state implementate due versioni diverse dell’algoritmo.
Uno skeleton della prima versione e` presentato nell’Algoritmo 7. L’input
dell’algoritmo consiste nel training set Tr, nel numero k di quantification tree
che vogliamo costruire e nel numero p, che rappresenta la dimensione di ogni
nuovo training set come percentuale di Tr. L’algoritmo ritorna l’insieme dei
quantification tree costruiti per il task di quantificazione.
In questa versione il numero di caratteristiche F viene posto uguale a log2 d+
1, dove d rappresenta il numero di caratteristiche del dataset iniziale. Ven-
gono quindi creati k training set di dimensione costante e per ogni dataset
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vengono scelte in modo casuale e indipendente F caratteristiche. Per ogni Tri
viene costruito un quantificatore in modo ricorsivo come nell’Algoritmo 3 e 4.
Logicamente, anche in questo caso, a seconda della misura di quantification
accuracy scelta, possiamo ottenere due diversi quantificatori: RFEB, che uti-
lizza l’algoritmo QEB per costruire i quantification tree e RFCQB che invece
utilizza l’algoritmo QCQB. Infine, dato un test set T , ogni quantificatore Φi
restituira` per ogni classe cj ∈ C = {c1, c2, . . . , cn} una stima di frequenza
(freqΦiT (cj)) utilizzando l’equazione (3.4) e l’algoritmo, restituira` come sti-








∀j = 1, . . . , n.
Algoritmo: 7 Quantifier Random Forest
Input: Tr: training set, k: il numero di classificatori da costruire, p:
dimensione di ogni nuovo training set come percentuale di Tr.
Output: l’insieme dei quantification tree costruiti
1: for i=1 to k do
2: crea un training set Tri da Tr di dimensione p rispetto Tr;
3: scegli un insieme di caratteristiche F = log2 d+ 1;
4: crea un quantificatore Φi da Tri e F ;
5: end for
La seconda versione dell’algoritmo differisce dalla precedente, esclusiva-
mente per il numero F di caratteristiche di volta in volta considerate. Invece
di fissare a priori il numero di attributi da considerare (ponendo F uguale a
log2 d+1), per ogni quantificatore viene generato il numero F con una power
law distribution. Nella precedente versione infatti, nessuno dei quantification
tree creati, utilizzava per la costruzione del modello tutte le caratteristi-
che, quindi riferendosi alla teoria Wisdom of the crowd, non avevamo nessun
“esperto”. L’idea e` stata quindi quella di generare il numero di caratteristiche
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dove d rappresenta il numero di caratteristiche del dataset iniziale e α e`
tipicamente compreso nel range 2 < α < 3. E` stata scelta questa distribu-
zione perche´ la probabilita` deve diminuire al crescere del valore d; infatti in
una popolazione il numero degli “esperti” (gli alberi costruiti con un numero
maggiore di caratteristiche), sara` sicuramente minore del numero dei “non
esperti”(Figura 4.10).
Figura 4.10: Esempio di pawer law.
Uno skeleton del metodo e` riportato nell’Algoritmo 8. Anche per questa
variante esistono due diverse versioni dell’algoritmo denominate RFEB−PL
che utilizza l’algoritmo QEB per costruire i quantification tree e RFQCB−PL
che utilizza l’algoritmo QCQB . La stima di frequenza restituita dall’algorit-
mo, e` la media di tutte le stime restituite dai vari quantificatori.
Algoritmo: 8 Quantifier Random Forest-Power Law
Input: Tr: training set, k: il numero di classificatori da costruire, p:
dimensione di ogni nuovo training set come percentuale di Tr.
Output: l’insieme dei quantification tree costruiti
1: for i=1 to k do
2: crea un training set Tri da Tr di dimensione p rispetto Tr;
3: scegli un insieme di caratteristiche F con F = powerLaw(d, α);




In questo capitolo saranno presentati gli esperimenti svolti per testare i no-
stri metodi.
Inizialmente, vengono introdotte le misure esistenti in letteratura per va-
lutare la quantificazione (Paragrafo 5.1), vengono poi presentati i dataset
utilizzati per gli esperimenti (Paragrafo 5.2) e dopo, nel Paragrafo 5.3, viene
invece spiegata la metodologia utilizzata per testare i metodi implementati.
Infine, vengono riportati i risultati ottenuti con i nostri metodi di quanti-
ficazione; prima, confrontando le prestazioni esclusivamente con i decision
tree (Paragrafo 5.4), poi, confrontandoli con i metodi esistenti in letteratura
(Paragrafo 5.5).
5.1 Misure di valutazione per la quantifica-
zione
Indichiamo con f̂ reqT (ci), la frequenza della classe ci, ottenuta applicando
i metodi di quantificazione e con freqT (ci), la vera frequenza della classe
ci. Vediamo adesso tre misure diverse utilizzate in letteratura per valutare
l’accuratezza della quantificazione.
• Bias:
B(ci) = f̂ reqT (ci)− freqT (ci).
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Questa e` la misura piu` semplice; una polarizzazione positiva, indica una
tendenza a sovrastimare la prevalenza della classe ci, mentre un valore
negativo, indica una tendenza a sottostimarla. Ma una polarizzazione
positiva e poi una negativa in un’altra esecuzione, danno come pola-
rizzazione media 0; quindi, una soluzione naturale e` l’uso dell’errore
assoluto come misura di valutazione.
• Errore Assoluto:
AE(ci) =
∣∣∣f̂ reqT (ci)− freqT (ci)∣∣∣ .
Rappresenta in media l’errore; con questa misura possiamo avere un













Questa misura valuta la perdita di informazione quando la f̂ reqT (ci) e`
usata per approssimare la freqT (ci). La KLD assume valori ∈ [0; +∞);
e` uguale a zero, quando f̂ reqT (ci) e freqT (ci) coincidono ∀i, mentre
tende a ∞ quando le frequenze divergono. Se la frequenza predetta
f̂ reqT (ci), e` uguale a 0 per almeno una classe, l’equazione precedente
e` indefinita. Per risolvere questo problema aggiungiamo una piccola
quantita`  ad entrambi, numeratore e denominatore. La nuova funzione
KLD e` quindi adesso sempre definita e ritorna un valore uguale a zero
quando f̂ reqT (ci) e freqT (ci) coincidono ∀i. La costante  e` stata posta
uguale a  = 0.5|T | , come fatto precedentemente in [9].
Il vantaggio dell’utilizzo della misura KLD rispetto alle due precedenti misu-
re, e` che la grandezza dell’errore e` considerato rispetto alla vera prevalenza
delle classi. Per esempio, supponiamo di avere un quantificatore Φ1 che resti-
tuisce una stima f̂ reqT
Φ1
(ci) = 0.10 quando la vera frequenza era freqT (ci)
= 0.01 e un secondo quantificatore Φ2 che restituisce f̂ reqT
Φ2
(cj) = 0.50
quando la vera frequenza era freqT (cj) = 0.41. Le prime due misure danno
lo stesso errore per entrambi i quantificatori, cioe` 0.09. La KLD restituisce
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invece errori diversi; da un errore maggiore nel primo caso, 0.102 e minore
nel secondo 0.023, come suggerirebbe l’intuito. Il risultato ottenuto con la
KLD e` quindi indipendente dalla vera prevalenza della classe e percio` piu`
facile da interpretare; come misura di valutazione per i nostri esperimenti
abbiamo quindi scelto la KLD.
5.2 Dataset
Per gli esperimenti abbiamo utilizzato tre dataset pubblici presi dal sito UCI
Repository [23].
• Bank Marketing : contiene dati provenienti da campagne di marketing
telefoniche di una banca portoghese. I clienti venivano contatti per
sapere se avrebbero sottoscritto (o no) il deposito bancario proposto;
e` quindi un problema di quantificazione binario. Il dataset contiene
45211 istanze con 17 attributi; l’88,30% dei clienti appartengono alla
classe “no”.
• Adult : questo dataset contiene un insieme ragionevolmente pulito di
record estratti dal censimento del 1994 condotto da U.S. Census Bu-
reau. E` un problema di quantificazione binario; la classe rappresenta
il reddito annuo di ogni persona (“<= 50K,> 50K”). Contiene 32561
istanze con 14 attributi; il 24,08% della popolazione appartiene alla
classe “> 50K”.
• Connect 4 : questo dataset contiene tutte le posizioni legali del gioco
“Forza 4”, in cui ancora nessuno dei due giocatori ha vinto e il pros-
simo movimento non e` obbligatorio. E` un problema di quantificazione
multiclasse. La classe rappresenta il risultato del primo giocatore; puo`
assumere tre valori diversi: “win”, “loss”, “draw”. Contiene 67557
istanze con 42 attributi ognuno corrispondente ad una casella della
scacchiera del gioco. La classe “win” ha una distribuzione del 65,83%,
“loss” del 24,62%, e “draw” 9.55%.
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5.3 Metodologia
La metodologia per valutare i metodi per la quantificazione e` sostanzialmente
differente da quella per valutare la tradizionale classificazione. Nella classifi-
cazione la predizione di un’istanza, puo` essere considerata giusta o sbagliata
indipendentemente dalle altre. Differentemente, la quantificazione restituisce
un singolo risultato per ogni classe per tutto l’insieme dei casi di test. Per
esempio, se un meteorologo predice la possibilita` di pioggia nel 20% dei giorni
dell’anno, ci aspettiamo che piova nel 20% dei giorni. Per determinare se la
predizione e` corretta, non possiamo quindi considerare la correttezza della
predizione di un singolo giorno. Percio`, la valutazione della quantificazione
richiede una metodologia diversa. In particolare, la distribuzione delle clas-
si deve essere variata indipendentemente tra training set e test set. Infine,
poiche´ ogni test set produce una singola stima per ogni classe, dobbiamo
testare i nostri metodi su diversi dataset e aggregare i vari errori per identi-
ficare il metodo migliore. Un quantificatore ideale dovrebbe generare stime
accurate nonostante le distribuzioni nel training set e test set siano molto
diverse.
Per variare la distribuzione del training set e del test set abbiamo utilizzato
due diverse tecniche.
Per la prima tecnica abbiamo utilizzato WEKA ([24]), un software open
source di data mining. Inizialmente, ogni dataset e` stato diviso in training
set e test set, mantenendo costante la distribuzione iniziale di ogni classe.
Abbiamo imposto che il training set abbia una dimensione del 90% rispetto
al dataset iniziale e il test set di conseguenza ha una dimensione del 10%. Ad
ogni dataset e` poi stato applicato il filtro supervisionato SpreadSubsample.
Questo produce un sottocampione casuale di un insieme di dati e consente
di specificare il massimo “spread” tra la classe piu` rara e la piu` comune. Ad
esempio, si puo` specificare che al massimo, deve esistere una differenza 2:1
tra le frequenze delle classi. Con questa tecnica abbiamo quindi creato per
ogni dataset, 19 nuovi dataset con diverse frequenze per ogni classe; que-
sto procedimento e` stato eseguito sia per il training set che per il test set.
Vediamo il procedimento con un esempio.
Esempio 9. Supponiamo di avere un dataset con due classi C = {C1, C2}.
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Applicando il filtro abbiamo prima costruito un dataset con la frequenza della
classe C1 = 5% e di conseguenza freq(C2) = 95%, poi abbiamo costruito un
nuovo dataset con freq(C1) = 10% e freq(C2) = 90%. Continuiamo con
questo procedimento incrementando sempre la frequenza della classe C1 del
5%, fino ad arrivare ad una freq(C1) = 95% e freq(C2) = 5%.
Con questa tecnica otteniamo dataset con dimensioni molto diverse tra lo-
ro. Supponiamo infatti, di avere un dataset con 1000 istanze, in cui la fre-
quenza della classe C1 sia uguale al 5%. Per poter avere un dataset con
freq(C1) = 95%, senza usare il reinserimento, che e` appunto quello che fa
il filtro SpreadSubsample, otterremo sicuramente un dataset molto piccolo
avendo a disposizione solo 50 istanze della classe C1.
Per la seconda tecnica abbiamo invece utilizzato il software KNIME ([17]).
Inizialmente, come per la tecnica precedente, abbiamo diviso ogni dataset in
training set e test set; a differenza della tecnica precedente, le loro dimensioni
rispetto al dataset iniziale non sono state fissate a priori. Infatti, nei casi in
cui il dataset di partenza e` fortemente sbilanciato e quindi avrei a disposi-
zione solo poche istanze di una certa classe ci, la dimensione del test set e`
stata aumentata. Per esempio, per il dataset Bank Marketing, la dimensione
del test set e` stata posta uguale al 20% della dimensione del dataset iniziale.
Abbiamo poi diviso ogni dataset in n dataset, dove n rappresenta il numero
delle classi (C = {c1, c2, . . . , cn}). Il dataset Tj conterra` adesso tutte e sole
le istanze appartenenti alla classe cj. Abbiamo poi preso in considerazione
il dataset contenente le istanze della classe piu` rara e guardato il numero di
record che conteneva. Infatti, il nostro obiettivo adesso, era quello di anda-
re poi a costruire dataset con distribuzioni diverse, ma tutti con la stessa
dimensione. Guardando il numero di istanze della classe di minoranza, pos-
siamo cambiare la distribuzione delle classi e mantenere le stesse dimensioni
per tutti i nuovi dataset.
Esempio 10. Supponiamo di avere un dataset binario C = {C1, C2}, con la
classe di minoranza C1 avente solo 190 istanze. Per conoscere la dimensione
dei futuri dataset, andiamo a vedere quante istanze sono necessarie per far
diventare la classe C1 classe di maggioranza con freq(C1) = 95%. Basta
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quindi risolvere una semplice proporzione:
95 : 100 = 190 : x
cioe` x = 200. Andremo quindi a imporre che tutti i nuovi dataset costruiti
abbiano 200 elementi.
Dopo aver deciso la dimensione che avranno i futuri dataset, per variare
le distribuzioni dovremo calcolare per ogni classe, con una proporzione simile
a quella dell’esempio precedente, il numero di istanze che dovremo prendere.
In Figura 5.1 sono riportate le ultime fasi del processo di creazione dei dataset
nel caso binario. Questo procedimento e` stato ripetuto sia per il training set
che per il test set.
Esempio 11. Supponiamo di avere un dataset con classi C = {C1, C2}, di
aver precedentemente calcolato la dimensione dei nuovi dataset e che questa
sia uguale a 100 istanze.
Vogliamo costruire un dataset con freq(C1) = 15% e freq(C2) = 85%. Ini-
zialmente leggiamo i due dataset TC1 e TC2, poi nel nodo con etichetta “A”,
prendiamo in modo random 15 istanze della classe C1 e 85 istanze della
classe C2. A questo punto, uniamo i due dataset (nodo con etichetta “B”),
ordiniamo in modo casuale il dataset appena creato (nodo “C”) e creiamo il
file.
Figura 5.1: Metodologia utilizzata per costruire i dataset.
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Utilizzando la seconda metodologia, per il dataset Bank Marketing, ab-
biamo ottenuto un test set di 1100 record e un training set di 4450 istanze.
Mentre per il dataset Adult il test set contiene 4000 record, il training set
8000.
Per il dataset Connect 4, essendo multiclasse, abbiamo invece utilizzato un’al-
tra tecnica. Non siamo andati a variare la distribuzione di ogni classe au-
mentando (o diminuendo) la frequenza del 5%, ma abbiamo esclusivamente
cambiato l’ordine della frequenza delle classi.
Esempio 12. Supponiamo di avere tre classi con etichette A,B,C. Siamo
andati a costruire sei nuovi dataset:
-il primo, prendendo come classe di maggioranza A, poi B, poi C
-il secondo prendendo A, poi C, poi B
e cos`ı continuando con tutte e sei le possibili combinazioni.
5.4 Valutazione dei nostri metodi
Siamo andati inizialmente a valutare i nostri metodi per cercare di capire
quali ci dessero una maggior quantification accuracy. Per entrambi i data-
set binari abbiamo confrontato le prestazioni applicando prima come post-
processing il metodo piu` semplice, Classify and Count ed infine li abbiamo
confrontati utilizzando il metodo Adjust and Count. Per ogni dataset, dopo
aver costruito il modello utilizzando uno dei training set (ricordiamo che ne
avevamo 19 per ogni dataset binario), siamo andati a testarlo con tutti e
19 i test set. Le situazioni piu` interessanti sono logicamente quelle in cui la
distribuzione tra training set e test set varia drasticamente.
Riportiamo alcuni plot delle situazioni in cui abbiamo maggior variazione
di distribuzione, ottenuti con i dataset costruiti con la seconda metodologia
(Figura 5.2 e Figura 5.3). Nei plot lungo l’asse delle ascisse, abbiamo la va-
riazione di percentuale di una delle due classi nel test set; per il dataset Bank
Marketing e` rappresentata la variazione di percentuale della classe “no”, per
Adult, la variazione della classe “> 50K”. Per entrambi i dataset, nell’asse
delle ordinate abbiamo il valore della KLD. Ricordiamo che valori piu` bassi
sono migliori; infatti otteniamo KLD=0 quando le frequenze stimate coinci-
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Figura 5.2: KLD dataset Bank Marketing con post-processing AC con




















Figura 5.3: KLD dataset Adult con post-processing AC con distribuzione nel
training set della classe “> 50K” uguale al 5%.
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Nella Figura 5.2 la frequenza della classe “no” del training set e` uguale
al 95%, mentre nella Figura 5.3 riportiamo i risultati ottenuti con la per-
centuale della classe “> 50K” uguale al 5%. Come possiamo subito notare,
nelle situazioni in cui la distribuzione cambia radicalmente, i metodi che uti-
lizzano la tecnica dei Random Forests sono quelli che si comportano meglio.
Guardando la Figura 5.2, possiamo infatti vedere che il comportamento dei
Random Forests e` abbastanza stabile anche quando la distribuzione nel test
set e` uguale al 5%. Lo stesso comportamento possiamo riscontralo nella Fi-
gura 5.3. I metodi che invece non utilizzano la tecnica dei Random Forest,
si comportano bene nei casi in cui le distribuzioni del training set e test set
sono simili, ma restituiscono valori alti della KLD quando queste, sono molto
diverse.
Per leggere piu` facilmente i risultati siamo andati a calcolare le medie della
KLD per test set e training set. Nei plot riguardanti le medie della KLD
per test set, lungo l’asse delle ascisse e` rappresentata la variazione di distri-
buzione delle classi nel test set, conseguentemente, nei plot delle medie per
training set e` rappresentata la variazione di percentuale nel training set.
Le Figure 5.4, 5.5, 5.6, 5.7 rappresentano i plot della KLD media per test
set. Come ci potevamo aspettare, guardando le diverse scale dei plot, possia-
mo subito affermare che, applicare come post-processing il metodo Classify
and Count, restituisce risultati peggiori rispetto al post-processing Adjust
and Count ; si ottengono prestazioni confrontabili esclusivamente quando le
distribuzioni nel training set e test set sono simili. I metodi Quantifier With
Error Balancing (QEB), Iterative Quantifier With Error Balancing (IQEB) e
Quantifier With Classification-Quantification Balancing (QCQB) sono i meto-
di migliori se applichiamo come post-processing CC; differentemente, quando
applichiamo il metodo AC restituiscono i valori maggiori di KLD. Osservan-
do esclusivamente risultati ottenuti con i metodi QEB, IQEB e QCQB, per
entrambi i dataset, con post-processing AC, notiamo che prendere come mi-
sura di quantification accuracy Eci = FP
2
ci
+ FN2ci , migliora notevolmente
le prestazioni, soprattutto nei casi in cui abbiamo maggior sbilanciamento.
Confrontando invece i metodi QEB e IQEB, non riscontriamo differenze in
molte situazioni. Guardando invece i metodi che utilizzano la tecnica dei
Random Forests, RFEB, RFCQB, RFEB − PL e RFCQB − PL, notiamo che
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hanno un comportamento molto simile tra di loro. Con quest’ultimi algorit-















































Figura 5.5: KLD media per test set sul dataset Bank Marketing con post-
processing CC.












































Figura 5.7: KLD media per test set sul dataset Adult con post-processing
CC.
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Per tutti gli esperimenti, il parametro α, che ricordiamo rappresenta l’e-
sponente della power law, e` stato settato a 2.5. Inizialmente, abbiamo pro-
vato a modificare il numero di alberi che dovevano essere costruiti; pero`
abbiamo notato che i risultati ottenuti costruendo solo 100 alberi erano mol-
to simili a quelli ottenuti costruendo 5000 alberi. I risultati riportati nei plot
sono stati ottenuti costruendo 5000 alberi.
Oltre a variare il numero di alberi da costruire, abbiamo fatto esperimenti
variando anche il parametro p degli Algoritmi 7 e 8. Ricordiamo, che questo
parametro, rappresenta la dimensione in percentuale dei training set che an-
dremo a costruire, rispetto la dimensione del training set iniziale. Abbiamo
eseguito vari esperimenti testando varie soglie, dal valore minimo (1%) al
massimo (100%). Abbiamo notato, che costruire training set di dimensioni
piu` piccole possibile (quindi imponendo p = 1%) restituiva i risultati miglio-
ri. I risultati riportati nei plot utilizzano quindi p = 1%.
Riportiamo anche i plot ottenuti calcolando la KLD media per training set




















Figura 5.8: KLD media per training set sul dataset Bank Marketing con
post-processing AC.












































Figura 5.10: KLD media per training set sul dataset Adult con
post-processing AC.






















Figura 5.11: KLD media per training set sul dataset Adult con
post-processing CC.
Per entrambi i dataset, quando abbiamo training set bilanciati (con la di-
stribuzione di una delle due classi dal 40% al 60%), i due metodi QEB e IQEB
restituiscono un valore molto alto della KLD applicando il post-processing
AC. In queste situazioni i due metodi costruiscono quindi un modello, che
poi non riesce a dare una buona stima per test set molto sbilanciati. Infatti,
riguardando anche i grafici precedenti che riportavano le medie ottenute per
test set, si nota che, se questi sono molto sbilanciati, i due metodi danno
valori di KLD molto grandi rispetto agli altri. Applicando il post-processing
CC, il metodo QCQB rimane il migliore, per qualsiasi training set utilizzato.
Guardando invece i grafici ottenuti con il post-processing AC, per ogni trai-
ning set i Random Forests rimangono la tecnica migliore.
Per entrambi i dataset non abbiamo riscontrato differenze nell’esecuzione dei
Random Forests semplici rispetto alla variante che utilizza una power law
per determinare il numero di attributi da considerare. Questa somiglianza
potrebbe essere dovuta al fatto che abbiamo costruito solo 5000 alberi. Ab-
biamo provato ad eseguire gli algoritmi RFEB−PL e RFCQB−PL imponendo
la costruzione di un numero maggiore di alberi, ma durante l’esecuzione, tut-
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ti gli alberi costruiti vengono tenuti in memoria e a causa della limitazione
di memoria non siamo quindi riusciti ad ottenere risultati.
Andiamo infine a confrontare i nostri metodi migliori con un classificatore
standard per la costruzione di decision tree, a cui poi abbiamo applicato le
due tecniche di post-processing, CC e AC. Come classificatore abbiamo uti-
lizzato l’implementazione del C4.5 del software WEKA. Visto che il metodo
Adjust ad Count e` il metodo con cui otteniamo i risultati migliori, riportiamo
esclusivamente i plot con post-processing AC (Figure 5.12, 5.13, 5.14, 5.15)
e riportiamo esclusivamente i nostri metodi migliori.
Possiamo subito osservare, che per entrambi i dataset, i nostri metodi, otti-
mizzati direttamente per la quantificazione, restituiscono sempre delle stime
migliori rispetto al classificatore standard C4.5, principalmente nei casi in
cui i dataset erano molto sbilanciati. Nel caso del dataset Bank Marketing,
anche il metodo QCQB ottiene risultati minori della KLD rispetto al classifi-
catore standard.
Utilizzare quindi i quantification tree aumenta la quantification accuracy ri-






















Figura 5.12: KLD media per test set sul dataset Bank Marketing con post-
processing AC. Confronto con classificatore C4.5.



















Figura 5.13: KLD media per training set sul dataset Bank Marketing con

















Figura 5.14: KLD media per test set sul dataset Adult con post-processing
AC. Confronto con classificatore C4.5.


















Figura 5.15: KLD media per training set sul dataset Adult con
post-processing AC. Confronto con classificatore C4.5.
I test eseguiti sul dataset multiclasse Connect 4, non danno gli ottimi
risultati notati nel caso binario; per il caso multiclasse i nostri metodi non
risultano particolarmente strong e in un futuro ci concentreremo a renderli
piu` accurati anche per queste situazioni.
5.5 Confronto con metodi esistenti
Dopo aver verificato, che la nostra idea di utilizzare i quantification tree, dava
una migliore accuratezza rispetto all’utilizzo dei tradizionali decison tree, sia-
mo andati a testare i nostri algoritmi con i metodi esistenti in letteratura, in
particolare abbiamo usato come baseline alcuni metodi descritti da Forman.
Il classificatore base scelto da Forman, e` una Support Vector Machine (SVM)
lineare standard, con i parametri settati ai suoi valori default. L’autore, co-
me descritto in [8, 10, 9], utilizza l’implementazione delle SVM presente nel
software WEKA. Per confrontare quindi i nostri metodi, abbiamo preso l’im-
plementazione delle SVM di WEKA e implementato i due post-processing
Classify and Count e Adjust and Count.
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Consideriamo inizialmente i dataset costruiti con la seconda metodologia.
Riportiamo, come nel paragrafo precedente, i plot ottenuti calcolando le me-
die per training set e test set applicando entrambi i post-processing. In alcuni
plot, non abbiamo riportato per confronto tutti i nostri metodi, ma esclusi-
vamente quelli migliori per rendere piu` leggibili i grafici. Con la sigla SVM,
abbiamo indicato la nostra implementazione dei metodi di Forman, come
descritto precedentemente.
Per il dataset Bank Marketing notiamo che con test set bilanciati, se co-
struiamo un modello con le SVM e poi applichiamo come post-processing
la tecnica AC, otteniamo dei valori alti della KLD. La stessa situazione puo`
essere riscontrata con training set molto sbilanciati (per esempio con una
distribuzione della classe “no” uguale al 5%). Questo comportamento, anche

























Figura 5.16: KLD media per test set sul dataset Bank Marketing con post-
processing AC. Confronto con SVM e C4.5.
























Figura 5.17: KLD media per training set sul dataset Bank Marketing con


























Figura 5.18: KLD media per test set sul dataset Bank Marketing con post-
processing CC. Confronto con SVM e C4.5.
























Figura 5.19: KLD media per training set sul dataset Bank Marketing con
post-processing CC. Confronto con SVM e C4.5.
Per questo dataset il classificatore C4.5 risulta uno strumento migliore
per quantificare rispetto alle SVM applicando entrambe le tecniche di post-
processing. Prendendo in considerazione esclusivamente i risultati ottenuti
con il post-processing AC, quasi tutti i nostri metodi, tranne gli algoritmi
QEB e IQEB restituiscono risultati minori della KLD. Di conseguenza, per
questo dataset i migliori algoritmi sono i metodi che utilizzano la tecnica dei
Random Forests, come avevamo gia` precedentemente osservato sono infatti i
piu` stabili in molte situazioni.
Passiamo invece a guardare i risultati ottenuti con il dataset Adult (Figure
5.20, 5.22, 5.21, 5.23).
Diversamente dal caso precedente, per il dataset Adult, con il classificatore
C4.5 con post-processing AC, non otteniamo sempre risultati migliori rispet-
to all’uso delle SVM ; e` migliore solo con test set bilanciati.


















Figura 5.20: KLD media per test set sul dataset Adult con post-processing



















Figura 5.21: KLD media per test set sul dataset Adult con post-processing
AC. Confronto con SVM e C4.5.
























Figura 5.22: KLD media per training set sul dataset Adult con

























Figura 5.23: KLD media per training set sul dataset Adult con
post-processing CC. Confronto con SVM e C4.5.
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Possiamo pero` osservare che per entrambi i dataset, il C4.5 e` migliore
rispetto alle SVM se applichiamo il post-processing CC. Questo era un risul-
tato che ci aspettavamo gia` prima di eseguire i test. Come abbiamo infatti
precedentemente detto, le SVM sono uno strumento migliore dei decision
tree per classificare; ottengono mediamente una miglior classification accu-
racy ma, per quantificare, come abbiamo piu` volte ripetuto, non importa
sbagliare il meno possibile, ma e` piu` importante bilanciare gli errori. Quindi,
il classificatore C4.5 ha una minor accuracy per la classificazione ma e` un
metodo migliore per quantificare. I risultati peggiori ottenuti con le SVM
sono quelli con training set molto sbilanciati, per esempio dove una delle due
classi ha una distribuzione del 5% o 95%. In queste situazioni tutte le istan-
ze vengono infatti classificate come appartenenti alla classe di maggioranza
e di conseguenza, cambiando poi drasticamente la distribuzione nei test set,
otteniamo dei risultati del tutto errati. Diversamente, i nostri metodi che
utilizzano la tecnica dei Random Forests, hanno un andamento abbastanza
costante in tutte le situazioni e risultano i metodi migliori.
Andiamo adesso a vedere i risultati ottenuti sui dataset costruiti con la pri-
ma metodologia, quelli cioe` in cui, oltre a variare la distribuzione delle classi,
modifichiamo anche la dimensione dei dataset. In questo caso riportiamo
esclusivamente alcuni plot, avendo ottenuto dei risultati con andamenti si-
mili ai precedenti (Figure 5.24, 5.25).
Come visto anche precedentemente, nei risultati del dataset Bank Marketig
riportati, per test set bilanciati, le SVM non ottengono dei buoni risultati
rispetto a quelli ottenuti con i nostri quantification tree e la stessa situazione
si ottiene con training set molto sbilanciati (con distribuzioni uguali al 5% o
95%).
Anche variando le dimensioni dei training set e test set otteniamo gli stessi
comportamenti riscontrati nei dataset con la dimensione fissata; i metodi che
utilizzano la tecnica dei Random Forests rimangono i metodi migliori.





















Figura 5.24: KLD media per test set sul dataset Bank Marketing con post-
























Figura 5.25: KLD media per training set sul dataset Bank Marketing con
post-processing AC. Confronto con SVM utilizzando dataset costruiti con la
prima metodologia.
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Riassumendo, osservando quindi i risultati ottenuti applicando come post-
processing il metodo Adjust and Count, il metodo piu` ragionevole, in en-
trambi i dataset i nostri metodi che utilizzano la tecnica del Random Forests
rimangono i migliori, quelli cioe` che ottengono i minor valori della KLD. Si
comportano bene in molte situazioni, anche nei casi in cui le distribuzioni del
training set e test set sono molto diverse; sono dei metodi abbastanza stabili
per dataset binari.
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Capitolo 6
Conclusioni
Il problema della quantificazione e` un task importante e nuovo nell’ambito
del machine learning, dove l’obiettivo e` stimare la prevalenza delle classi,
piuttosto che classificare un singolo record. Stimare la prevalenza di recen-
sioni positive o negative di un prodotto, la distribuzione dei disoccupati in
una nazione, sono soltanto alcune delle possibili applicazioni del task della
quantificazione. Anche se negli ultimi anni e` cresciuto l’interesse per queste
applicazioni, il task della quantificazione rimane un problema ancora poco
affrontato in letteratura.
Questa tesi presenta due principali contributi: (a) tre famiglie di metodi per
la costruzione di decision tree direttamente ottimizzati per la quantificazio-
ne, a cui abbiamo dato il nome di qauntification tree; (b) la definizione di
due diverse misure di quantification accuracy.
Abbiamo proposto metodi per personalizzare decision tree, tipicamente uti-
lizzati per la classificazione di un singolo record, direttamente ottimizzati
per il task di quantificazione. Sono stati presentati tre diversi algoritmi: (1)
un algoritmo che lavora ricorsivamente selezionando il miglior attributo per
dividere i dati ed espandendo i nodi foglia fino a quando non si verifica la
condizione di stop; (2) un algoritmo che lavora iterativamente e la principale
differenza rispetto al precedente e` che quando si deve decidere il nodo da
espandere, tenta di identificare il nodo che potrebbe restituire una maggior
quantification accuracy ; e (3) un algoritmo che utilizza la tecnica dei random
forests costruendo molti quantification tree con il metodo ricorsivo e resti-
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tuendo come frequenza la media delle frequenze ottenute.
Sono state presentate due misure di quantification accuracy : una, ottimizzata
esclusivamente per la quantificazione; l’altra, cerca invece un compromesso
tra l’accuracy della classificazione e l’accuracy della quantificazione. Queste
misure sono state usate nella costruzione dei quantification tree; servono per
valutare la bonta` di uno split su un attributo in un nodo per selezionare lo
split migliore. In particolare, abbiamo quindi sostituito le misure gia` esistenti
in letteratura di classification accuracy con le nostre misure di quantification
accuracy.
I risultati che abbiamo ottenuto, comparando i nostri metodi con quelli esi-
stenti su dataset binari, mostrano che i quantification tree sono: (i) piu` stabili
dei metodi presi come baseline, poiche´ mostrano buone performance indi-
pendentemente dalla distribuzione delle classi (cioe` da quanto e` squilibrato il
dataset) e dalla variazione di distribuzione (cioe` la differenza di distribuzione
tra training set e test set) e (ii) molto piu` veloci a costruire il modello.
I lavori futuri in questo settore, dovrebbero sicuramente concentrarsi sul
miglioramento dei metodi per i casi di dataset multiclasse e sarebbe inte-
ressante proporre tecniche alternative per il problema della quantificazione
su rete, visto il crescente numero di dati provenienti da internet e dai social
media.
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