We represent a new method for ÿnding all connected maximal common subgraphs in two graphs which is based on the transformation of the problem into the clique problem. We have developed new algorithms for enumerating all cliques that represent connected maximal common subgraphs. These algorithms are based on variants of the Bron-Kerbosch algorithm. In this paper we explain the transformation of the maximal common subgraph problem into the clique problem. We give a short summary of the variants of the Bron-Kerbosch algorithm in order to explain the modiÿcation of that algorithm such that the detected cliques represent connected maximal common subgraphs. After introducing and proving several variants of the modiÿed algorithm we discuss the runtimes for all variants by means of random graphs. The results show the drastical reduction of the runtimes for the new algorithms.
Introduction
In many applications it is important to ÿnd maximal common subgraphs in two graphs. Because the problem is NP-complete it cannot be solved for arbitrarily large graphs. Searching for connected maximal common subgraphs can reduce the complexity of the problem drastically, although it remains NP-complete.
The initiation for this work has been assumed from theoretical biology, where it is of great interest to compare proteins at di erent structural description levels in order to ÿnd structural motifs [17] . Proteins are complex structures. They consist of several 10 000 of atoms. There is no method comparing two proteins without using any additional information which is used for placing a seed before starting the comparison at the atomic description level. Therefore, proteins are considered at di erent abstraction levels. On the one side, to reduce the computational complexity and, on the other side, to detect hidden structural similarities, proteins are often considered at their secondary structure level. Secondary structure elements represent repetitive structural subunits. A protein can consist of up to 80 secondary structure elements. We can model protein structures as undirected labelled graphs, where the vertices represent secondary structure elements and the edges spatial neighbourhoods between them. Applying the clique algorithm for ÿnding all structural similarities in two protein graphs often the complexity arises in such a way that the runtime increases up to some days and more. For a comparison of protein structures in an acceptable time we needed to develop a method which overcomes this problem. This was the motivation for beginning this work. Among other things the results are new algorithms which should be presented and discussed in this paper.
First of all we want to give some deÿnitions. The terminology is based on that given by Harary [12] . Let us consider undirected labelled graphs G = (V; E), which are deÿned by ÿnite vertex sets V and sets of undirected edges E ⊆ P 2 (V ): P 2 (V ) is the set of all subsets of V with exactly two di erent vertices. Maximal common subgraphs (MCSs) are subgraphs which cannot be extended, i.e., a maximal subgraph cannot be a real subgraph of another maximal subgraph. We can formulate the maximal common subgraph problem as follows.
Deÿnition 1.1 (MCS problem).
Instance: Two graphs G 1 = (V 1 ; E 1 ); G 2 = (V 2 ; E 2 ). Solution: All MCSs H = (V; E) such that H is isomorphic to subgraph G 1 = (V 1 ; E 1 ) of G 1 and G 2 = (V 2 ; E 2 ) of G 2 , and the appropriate isomorphic mappings f 1 : V (H ) → V (G 1 ) and f 2 : V (H ) → V (G 2 ).
We can solve the problem by transforming the MCS problem into the clique problem. This has been suggested by Levi [18] for the calculation of maximal common-induced subgraphs. Note that we want to consider maximal common, and not maximal commoninduced subgraphs. A clique is a complete maximal subgraph. If we want to ÿnd a clique with largest possible cardinality we speak of the maximum-clique problem. Because this problem is important for many practical applications, a lot of algorithms have been developed, for example the branch and bound algorithm of Balas and Samuelsson [3] , the recursive backtracking method of Tarjan and Trojanowski [23] , the recent methods by Balas and Yu [4] , and Babel and Tinhofer [2] . These methods work for arbitrary graphs and have exponential runtimes. Other algorithms solve the problem for special graph classes with polynomial runtimes, for example for chordal graphs [8] , for transitive free orientable graphs [10] , and for K 1;3 free graphs [14] .
For many applications all MCSs in two graphs are required, i.e., we have to enumerate all cliques in a graph. Outgoing from the fastest and most widely used algorithm, the Bron-Kerbosch [6] algorithm, 1973, we have modiÿed this algorithm and its variants [15] . We distinguish between cliques which describe connected subgraphs and those which describe disconnected subgraphs. The new algorithms consider only those cliques which represent connected subgraphs during the search. So the solution tree is reduced drastically. The resulting runtimes make it possible to consider very large graphs. Thus, in our application for the comparison of protein structures now large proteins can be compared in a reasonable amount of time and space.
First, we want to explain the transformation of the maximal common subgraph problem into the clique problem (Section 2). Then we repeat shortly variants of the Bron-Kerbosch algorithm and prove their invariants (Section 3). Second we deÿne the modiÿed clique problem and discuss the new algorithms (Section 4). In Section 5, we explain some the used data structure. Finally in Section 6, we discuss the runtime results of all algorithms for protein graphs and random graphs. We ÿnish with the conclusions in Section 7.
Transformation of the MCS problem
The transformation of one problem into another problem for which algorithms exist is a widely used technique in computer science. We can transform the MCS problem into the clique problem. The aim is to reduce the search space before using a rigorous algorithm.
Let us consider two undirected labelled graphs G 1 = (V 1 ; E 1 ) and G 2 = (V 2 ; E 2 ) with n and m vertices, respectively. We can map parts of both graphs onto another. In this case we say that certain vertices and edges of graph G 1 are compatible to certain vertices and edges of graph G 2 . We store the information of all possible compatibilities in a new graph, the so-called product graph or compatibility graph. Depending on searching induced subgraphs or subgraphs, we can generate a vertex product graph and an edge product graph resp. Deÿnition 2.1 (Vertex product graph or vertex compatibility graph). The vertex product graph H v = G 1 • v G 2 includes the vertex set V H = V 1 × V 2 , in which the vertex pairs (u; v) with u ∈ V 1 and v ∈ V 2 have the same labels.
An edge between two vertices u H ; v H ∈ V H with u H = (u 1 ; u 2 ) and v H = (v 1 ; v 2 ) exists exactly then, if u 1 = v 1 and u 2 = v 2 , and if the vertex pair u 1 ; v 1 shares a common edge in G 1 with the same label as the common edge shared by u 2 = v 2 in G 2 , or if u 1 ; v 1 and u 2 ; v 2 are not adjacent in G 1 and G 2 , respectively.
If some vertices (u 1 ; v 1 ); (u 2 ; v 2 ); : : : ; (u k ; v k ), for 16k6|V 1 |·|V 2 |, in the vertex product graph are pairwise adjacent, then the subgraph in G 1 induced by the vertices u 1 ; u 2 ; : : : ; u k is isomorphic to the subgraph in G 2 induced by the vertices v 1 ; v 2 ; : : : ; v k . The isomorphism is implicitly given by the vertices (u 1 ; v 1 ); (u 2 ; v 2 ); : : : ; (u k ; u k ) of the vertex product graph, i.e., h(u i ) = v i for i = 1; 2; : : : ; k. Consequently, a maximal common induced subgraph corresponds to a maximal complete subgraph bijectively, i.e., to a clique in the vertex product graph H . This was proved by Levi [18] .
The deÿnition of the edge product graph is analogous to that of the vertex product graph.
Deÿnition 2.2 (Edge product graph or edge compatibility graph). The edge product graph H e = G 1 • e G 2 includes the vertex set V H = E 1 ×E 2 , in which the edge pairs (e i ; e j ) with 16i6n and 16j6m have to coincide in their edge labels and the corresponding end vertex labels.
There is an edge between two vertices e H ; f H ∈ V H with e H = (e 1 ; e 2 ) and f H = (f 1 ; f 2 ), if e 1 = f 1 and e 2 = f 2 , and if either e 1 ; f 1 in G 1 are connected via a vertex of the same label as the vertex shared by e 2 ; f 2 in G 2 , or e 1 ; f 1 and e 2 ; f 2 are not adjacent in G 1 and in G 2 , respectively. Fig. 1 gives an example for the construction of the product graph H e from two graphs G 1 and G 2 . For more clearness only parts of H e , G 1 , and G 2 are depicted. The vertices in H e are formed by compatible edges in G 1 and G 2 , for example the edge pairs (1; 1 ) and (2; 2 ). For the edge pair (2; 1 ) the corresponding edges are incompatible, because the edge labels di er, although the labels of the end vertices are equal.
The edges (straight lines) in H e are formed by compatible edge pairs of G 1 and G 2 . So, the edge pairs (2; 2 ) and (3; 3 ) in H e are compatible, because both edges 2 and 3 in G 1 and 2 and 3 in G 2 are connected via a common vertex of the same label. Also the edge pairs (1; 1 ) and (4; 4 ) are compatible, because both (1; 4) in G 1 and (1 ; 4 ) in G 2 do not share a common vertex. On the other hand, the edge pairs (2; 2 ) and (3; 4 ) in H e are incompatible, because edges 2 and 3 in G 1 are connected via a common vertex, but not edges 2 and 4 in G 2 . These incompatibilities of two vertices in H e are depicted by dotted lines.
To get a common subgraph in G 1 and G 2 each edge pair in G 1 and G 2 (vertex in H e ) has to be compatible to the all those edge pairs in G 1 and G 2 (edges in H e ), Though the edge product graph He exibits a clique (bold edges) with the edge set V H = {(e 1 ; f 1 ); (e 2 ; f 2 ); (e 3 ; f 3 )}, G 1 (the Y-shape or triod) is not isomorphic to G 2 (the triangle).
which are forming a common subgraph. Thus, a clique in H e corresponds to a maximal common subgraph in G 1 and G 2 [18] .
If some vertices (e 1 ; f 1 ); (e 2 ; f 2 ); : : : ; (e k ; f k ) with 16k6|E 1 |·|E 2 | in the edge product graph are pairwise adjacent, then the subgraph in G 1 represented by the edges e 1 ; e 2 ; : : : ; e k is isomorphic to the subgraph in G 2 represented by the edges f 1 ; f 2 ; : : : ; f k . This edge isomorphism is valid if and only if there is no interchange of so-called Yshapes or triods and triangles (see [24] for connected graphs and [22] for disconnected graphs). Fig. 2 shows an example for cliques with three vertices, which do not necessarily deÿne isomorphic subgraphs, because of a triod\triangle interchange. To ÿnd MCSs we can also start from the edge graphs L(G 1 ) and L(G 2 ), and search for maximal common-induced subgraphs in the resulting vertex product graph (see Fig. 3 ). Outgoing from the edge product graph we ÿnd MCSs in G 1 and G 2 . We yield the same result if we calculate the edge graphs L(G 1 ) and L(G 2 ), and search in the vertex product graph for maximal common induced subgraphs. After a conversion into vertex graphs these maximal-induced subgraphs correspond to MCSs in G 1 and G 2 . Because we want to ÿnd subgraphs and not induced subgraphs, only the edge product graph is of interest. We call the edge product graph H e in this paper as product graph G. The product graph G contains all possible matches of edge pairs of the original graphs G 1 and G 2 . Maximal common subgraphs in the original graphs G 1 and G 2 correspond to cliques in G. Consequently, we have transformed the MCS problem into the clique problem. All noncompatible edge pairs were excluded at the outset by this transformation.
The clique problem
The clique problem is one of the six basic problems of known NP-complete problems [7] . It is deÿned as a decision question in the following way: This question is also equivalent both for complete and maximal complete subgraphs, because there must exists at least one maximal common subgraph if one has found a complete subgraph. If we want to ÿnd a clique of maximal cardinality we have to solve the maximumclique problem. Recent results demonstrate that the maximum-clique problem is hard to approximate in polynomial time within a factor n 1− [13] . We want to consider the more complex problem of enumerating all cliques in a graph, the all-clique problem. Instance: A graph G = (V; E). Solution: All maximal complete subgraphs H = (V ; E ) of G. In contrast to the maximum-clique problem which is NP-complete the all-clique problem is NP-hard. The number of cliques can go up exponentially. Fig. 4 shows an example that illustrates that the number of cliques increases with the number of vertices exponentially. Because the vertices of the n vertex pairs are not adjacent, a vertex does not belong to a clique which involves the other vertex of the pair. Each clique contains exactly one vertex of a pair, because otherwise no maximal complete subgraph exists. Thereby, the choice of the vertex in the pair is arbitrary. Thus, 2 n cliques arise in that graph.
Moon and Moser [21] show also the exponential relation between the maximum number of cliques f(n) and the number of vertices n in a graph G. For n¿2 holds that
, and f(n) = 2:3 n=3 , if n ≡ 2 (mod 3). Additionally, they report for any graph G n with n vertices for n¿4 that for the maximal number of the di erent clique sizes the upper bound is g(n)6n−[log n] and the lower bound is g(n)¿n − 2[log n] − 1. These results emphasize the complexity of the all-clique problem.
Algorithms
The branch-and-bound algorithm of Bron and Kerbosch [6] (BK-algorithm) works recursively and is reported as the fastest enumeration algorithm [5, 9] . It is a robust algorithm which can be modiÿed easily. Several variants of the algorithm are known (see [15, 1] ). The algorithms will be repeated shortly because they serve as basis for the new algorithms which ÿnd maximal connected common subgraphs.
The simple BK-algorithm
The algorithm ÿnds all cliques in a graph exactly once. It works on the three sets C, P, and S.
Set C contains the set of vertices belonging to the current clique. Set P contains all vertices which can be used for the completion of C because they are adjacent to the vertex added at last to C. In S all vertices are collected, which can no longer be used for the completion of C, because all cliques containing these vertices are always generated.
The algorithm (see Table 1 ) starts with the empty sets C and S. Initially, P includes all vertices of the graph G. If P and S are empty, a clique was found and will be reported (line 03). Besides each vertex of P is considered in a loop (lines 04 -11), where the arbitrarily chosen vertex u i is eliminated from P. P and S are copied into P and S , respectively (line 06 and 07) for the recursion. The neighbours of vertex u i are generated and stored in N (line 08). Vertex u i is added to C and the recursion call with P ∩ N and S ∩ N takes place. Theorem 3.3. Algorithm 1 has following invariants:
(i) All vertices in C are pairwise adjacent; i.e.; C is a vertex set of a complete subgraph. Each vertex in G which is adjacent to all other vertices in C is either in P or in S. (ii) Each vertex u ∈ P is adjacent to all vertices in C. The vertices from P are used for the extension of C. Once a vertex from P is used for the extension of C it will be moved to S. Proof. (i) At the beginning C is empty. Next, an arbitrary vertex u ∈ P will be added to C. In the following, C is only extended by vertices from P which are all neighbours of all vertices in C. Thus the vertices in C build a complete subgraph which must not be a maximal one. Because P contains all vertices from G at the beginning, and P and S are always intersected with the neighbours of vertex u ∈ P before the recursion call, each vertex from G, which is adjacent to all vertices in C, is either in P or in S.
(ii) From the stepwise intersection of P with the neighbours of the newly added vertices mentioned in proof (i) follows that each vertex u ∈ P is adjacent to all vertices in C. The other statements follow directly from the algorithm. Lines 01, 04, and 09 indicate that only vertices from P are used for the extension of C. In line 05 vertex u ∈ P which extends C is removed from P and added to S (line 10).
(iii) From the stepwise intersection of S with the neighbours of the newly added vertices mentioned in proof (i) follows that each vertex u ∈ S is adjacent to all vertices in C. In the for-loop all neighbours of vertex u ∈ P added to C are proved one after another for their possible extension of C ∪ {u} by the recursive calls of the function ENUMERATE CLIQUES(). Thus, it is ensured that all cliques containing C ∪ {u} are enumerated after the recursion step.
(iv) It follows from (iii) that all cliques containing C ∪ {u} are reported. Because each vertex u ∈ P added to C is written to S after the recursion step, S contains those vertices u at the respective recursion level which were already considered in the recursion. If P is empty anytime, i.e., no vertex exists which can be added to C, two possibilities arise for S:
(a) Set S is not empty if vertices in S are neighbours of vertex u such that the originating complete subgraph is not a maximal one because of (iii). (b) Set S is empty if the vertex set of neighbours of vertex u is disjoint to S of the previous recursion level. So a new clique was found. It is guaranteed by S that each clique is reported only once. Fig. 5 represents the solution tree or recursion tree for a graph G. The vertices u ∈ P are used for the completion of C in increasing order. In this example the cliques were found during the ÿrst steps because vertex 1 added ÿrst to set C is a member of all cliques.
Recognition of equal subtrees
The recursion tree in Algorithm 1 can be reduced by some simple modiÿcations.
Theorem 3.4. It is su cient to consider only those vertices from P in the for-loop which are not adjacent to a vertex u ∈ P.
Proof. Assume, vertex u i ∈ P which is passed through the for-loop in Algorithm 1 is neighboured to all other vertices u i+1 ; : : : ; u k ∈ P, which have not been considered so far. Then, it is not necessary to consider these vertices u i+1 ; : : : ; u k ∈ P anymore, because due to (iii) in Theorem 3.3 all cliques, which contain C ∪ {u i } and so possibly contain also the vertices u i+1 ; : : : ; u k , are found by addition of u i to C and by the following recursion. If the vertices u i+1 ; : : : ; u k ∈ P would be considered in the for-loop nevertheless vertex u i would be always in S. The vertex would remain in S after the intersection because vertex u i is adjacent to all u i+1 ; : : : ; u k ∈ P. The edges of the recursion tree are labelled by vertex u added to the current set C. The gray vertex is the root of the recursion tree. Paths from the root to a white end vertex describe cliques in G. Paths from the root to a black end vertex describe complete subgraphs in G which are not maximal, because they can be extended by at least one vertex from the nonempty set S. Table 2 Algorithm 2 -a modiÿcated enumeration algorithm ENUMERATE CLIQUES (C; P; S) B enumerates all cliques in an arbitrary graph G 01 Let P be the set {u 1 ; : : : ; u k };
else Let ut be a vertex from P;
ÿ; 14 od; 15 ÿ; Table 2 depicts Algorithm 2 which is based on Algorithm 1. Merely, line 04 which chooses vertex u t and line 06, which proves the adjacency of a vertex u i to a vertex u t , are added. Fig. 6 represents the essentially smaller recursion tree for the graph in Algorithm 2 is the second version of the BK-algorithm which is used frequently [11, 19, 20] . Because the choice of vertex u t ∈ P is arbitrary we can use some heuristics, such as the choice of that vertex with the largest vertex degree in order to decrease the vertex set that has to pass through the for-loop. The clique containing the vertex with the largest degree do not have to be the largest clique. In many cases (see Section 6) the choice of vertex u t ∈ P with the largest degree will result in the smallest recursion tree what is not stringent (Fig. 6 ).
Theorem 3.5. The choice of a vertex u t ∈ P with the largest degree results not necessarily in a decreased recursion tree.
Proof. The recursion trees of Algorithm 2 for the disconnected graph G with 2p + 1 vertices (see Fig. 7 ) should be considered in two variants. G consists of a complete subgraph with p vertices and an astral subgraph with p + 1 vertices. The numbering of vertices in G is chosen such that the ÿrst p vertices are located in the complete subgraph and the vertex p + 1 with the largest degree is located in the astral subgraph. In the ÿrst variant of Algorithm 2 we select the ÿrst vertex in P as vertex u t (recursion tree 1 in Fig. 7 ). In the second variant of Algorithm 2 we choose the ÿrst vertex in P with the largest degree as vertex u t (recursion tree 2 in Fig. 7 ).
Variant 1: The ÿrst u t is vertex 1. Vertices which are not adjacent to vertex 1 pass through the for-loop. So p + 1 branches arise at the root vertex. Let us consider the ÿrst branch in the root vertex. Because of Theorem 3.3 at the branch at which ÿrst vertex 1 is added to C the complete subgraph with p vertices is found. Let us consider the second branch in the root vertex. Because of Theorem 3.3 at the branch at which ÿrst vertex p + 1 is added to C; p cliques of size 2 in the astral subgraph are found.
The branches that add the vertices p + n with n = 2; 3; : : : ; p + 1 to C as the ÿrst vertex already cancel at the next level, because vertex p + 1 always remains as the only neighbour of the vertices p + 1. Vertex p + 1 is an element of S (resulting from the second branch) and cannot be eliminated from S by intersection. Then, P is empty and S is not empty such that there is an abruption at this point. We yield a p = 3p+2 as the number of vertices of the recursion tree 1. The addend 3p results from the number of the levels for building up the large clique with p vertices (p-clique) in the ÿrst branch, from the vertices of depth 2 for the p cliques of size 2 (2-cliques), and the vertices for the p abruptions of the last branches in depth 1. Additionally, we have to involve the root vertex and the branch vertices after adding p + 1 in depth 1.
Variant 2: Now, the ÿrst vertex u t is vertex p + 1, because it exhibits the largest number of neighbours. Vertices that are not neighboured to p + 1 pass through the forloop. So p + 1 branches arise at the root vertex. Let us consider the ÿrst p branches in the root vertex, which add the vertices of the complete subgraph to C. Because of Theorem 3.3 the p-clique is found at the branch that ÿrst adds vertex 1. At the branch that ÿrst adds vertex 2 a nonmaximal complete subgraph with p − 1 vertices is found. That causes an abruption in depth 1, etc. until the abruption at the last vertex in depth 1.
Let us consider that branch in the root vertex where vertex p + 1 is added to C. Because of Theorem 3.3 the p 2-cliques are found in the astral subgraph. Counting the vertices of the recursion tree 2, we yield b p = p + 2 + (1 + 2 + · · · + p). The addend p + 2 results from the p tree vertices in depth 1, from the root vertex, and from the branching vertex after adding p + 1 in depth 1. The sum 1 + 2 + · · · + p results from the vertices in the depths 1 to p. This part corresponds to (p 2 + p)=2 such that we yield b p = 2 + (p 2 + 3p)=2 as number of tree vertices for Variant 2. We see clearly that the recursion tree in Variant 2 grows faster than in Variant 1. In case p = 3 the number of vertices in the recursion tree is 11 for both variants. If p = 4 the recursion tree of Variant 2 exhibits two vertices more than of Variant 1.
We yield a disconnected graph by inserting an edge between the astral and the complete subgraph in G. In Fig. 7 this edge is drawn in bold formation. We yield for both recursion trees an additional vertex such that the statement of Theorem 3.5 is also valid for connected graphs.
Lemma 3.6. The vertex u t can also be chosen from set S or P ∪ S.
Proof. (1) u t ∈ S: Assume, if we ÿnd a clique C through a path, S is empty. I.g., a vertex v which is not adjacent to vertex u t must be added to C such that S is empty after the intersection. If we add vertex v as ÿrst vertex at this branch point this clique C is also reached because S becomes empty. Vertex v is passing through the for-loop because v is not adjacent to u t . Vertex u t can belong to S, and the clique C will nonetheless be found via vertex v. So C is not lost.
(2) u t ∈ S ∪ P: Because of the proven statements that vertex u t can be chosen from P (Theorem 3.3) and from S (see above) u t can also be chosen from S ∪ P.
The modiÿed clique problem
A clique in the edge product graph G represents not only a pair of identical MCSs but also an isomorphism between the MCSs of this pair. So it is possible that a set of di erent cliques represents equal pairs of identical common subgraphs. The size of the automorphism group of a graph of the pair is expressed by the variety of its versions. To reduce the number of the reported cliques and hence the runtime of the algorithm it would be helpful to analyse symmetries in the MCs in order to circumvent the output of cliques which only represent di erent isomorphisms between a pair of MCSs. Large automorphism groups exist for MCSs which consist of di erent disconnected MCSs. If we search for connected MCSs in a connected graph the problem simpliÿes such that the MCSs, which consist of di erent disconnected subgraphs, must not be considered in the recursion tree during the search.
For the realization of that improvement in both algorithms the edges in the edge product graph G = G(G 1 ; G 2 ) are divided into c-edges (connected edges) and d-edges (disconnected edges). They are labelled according to their division. Consequently, we search in the product graph for so-called c-cliques.
Deÿnition 4.2 (c-Clique
which is adjacent to that c-edge, again an edge will be added to the connected subgraphs in G 1 and G 2 . This c-edge forms connected subgraphs in G 1 and G 2 in turn, because in the product graph G adjacent c-edges arise only then if the according edge pairs are connected via a common edge in G 1 and G 2 . That results in connected MCSs, ÿnally.
(⇐) Connected MCSs in G 1 and G 2 consist of several adjacent edges. A connected edge pair in G 1 that can be mapped on a connected edge pair in G 2 exhibits a c-edge in G. If an adjacent edge is added to that connected edge pair in G 1 and G 2 , a new mapping possibility of the new edge and an edge of the edge pair in G 1 to a new edge and an edge of the edge pair in G 2 exists. This mapping possibility is represented via a c-edge in G which is adjacent to the ÿrst c-edge. Consequently, the clique that corresponds to these MCSs is formed by c-edges such that it is connected and acyclic.
As a result we can formulate the all-c-clique problem as follows: Solution: all maximal complete subgraphs H = (V ; E ) whose c-edges span the graph H .
Algorithms

Modiÿcation of Algorithm 1
To solve the all-c-clique problem we can modify Algorithm 1 (see Table 3 ) easily. The set C of a clique is extended only by those vertices u ∈ P which are adjacent to at least one vertex of C via a c-edge in G. In Algorithm 1 we divide the set P into Table 3 Algorithm 3 -an algorithm for the detection of all c-cliques which is based on Algorithm 1 ENUMERATE C CLIQUES (C; P; D; S) B enumerates all c-cliques in an arbitrary graph G P: set of vertices which can be added to C, because they are neighbours of vertex u via c-edges D: set of vertices which cannot directly be added to C, because they are neighbours of u via d-edges 01 Let P be the set {u 1 ; : : : ; u k }; 02 if P = ∅ and S = ∅ 03 then REPORT CLIQUES; 04 else for i ← 1 to k 05 do P ← P\{u i }; 06 P ← P; 07 D ← D; 08 S ← S; 09 N ← {v ∈ V |{u i ; v} ∈ E}; 10 for all v ∈ D 11 do if v and u i are adjacent via a c-edge
P and D such that P contains only vertices which are adjacent to at least one vertex of C via a c-edge and D only vertices which are not adjacent to any vertex in C via a c-edge. Now, as before C is extended only by vertices of P. If a vertex u ∈ P is selected the vertices from D are proved whether they are adjacent to vertex u via a c-edge (for-loop in lines 10 to 15). In this case we eliminate this vertex from D (line 13) and add it to P (line 12). For the recursion the new set D is intersected with the neighbours of vertex u last added to C (line 16).
Analogously to Algorithms 1 and 2, we report a c-clique if P and S are empty. If P is empty the current set C cannot be extended. If S is empty no vertex set that contains C is reported as yet. Proof. If D is not empty the product graph G still exhibits vertices which are adjacent to all vertices in C, but via d-edges. That is independent on whether P and S are empty. Fig. 8 gives an example for ÿnding a c-clique with a nonempty set D. Vertices 3 and 5 are in D from the beginning, because they are connected via d-edges to the vertices of the c-clique. They remain in D also after the intersection because they are all neighbours to all vertices in C. In contrast to Algorithms 1 and 2, Algorithm 3 cannot be started with an empty set C. Because each vertex in P must be connected to each vertex in C via a c-edge, P has to be empty at the beginning. We need an initialization algorithm (see Table 4 ).
We could start Algorithm 3 for each vertex u ∈ V with the parameter list ({u}; P; D; ∅), whereby P contains the neighbours of vertex u which are connected with u via a c-edge, and D contains the neighbours of u which are connected with u via a d-edge. In that case Algorithm 3 would report each c-clique with n vertices exactly n times.To avoid this we have to eliminate those vertices from P which have initialized Algorithm 3. We introduce a new set T that contains these vertices. In Algorithm 3 we have to prove at the place, where a vertex is moved from P to S, if the vertex has already been used as a start vertex. If the vertex is an element of set T it will be moved to S otherwise to P . We have to change line 12 in Algorithm 3 as follows:
11
if v ∈ T then S = S ∪ v; else P ← ∪v; ÿ; Theorem 4.6. Algorithm 3 exhibits the following invariants: (i) All vertices in C are pairwise adjacent; and C is spanned by c-edges. Each vertex of G that is adjacent to all vertices in C is in P; D; or S. (ii) Each vertex u ∈ P is adjacent to all vertices in C and to at least one vertex in C via a c-edge. Vertices from P are used for the extension of C. Is a vertex from P once used for the extension of C or as initializing vertex of the function ENUMERATE C CLIQUES() it will be moved to S. Proof. (i) The set C contains one vertex u at the beginning of the call of ENUMERATE C CLIQUES(). C is extended only by vertices from P, i.e., by vertices which are adjacent to all vertices in C and to at least one of them via a c-edge. During each recursion call the sets P, D, and S are intersected with the neighbours of vertex u. Thus the sets P, D, and S contain only neighbours to all vertices in C. In the for-loop (lines 10-15) each vertex v that is adjacent to u is moved to P, D, or S.
(ii) Because of the stepwise intersection of P with the neighbours of the newly added vertices mentioned in the proof of (i) it is obvious that each vertex u ∈ P is adjacent to all vertices in C and to at least one vertex in C via a c-edge. From lines 01, 05, and 16 follows that only vertices from P serve for the extension of C. In line 17 vertex u is moved to S after passing through the recursion. If u ∈ T (line 12, the above modiÿed line) vertex u is moved to S.
(iii) Because of the stepwise intersection of S with the neighbours of the newly added vertices mentioned in the proof of (i) it is obvious that each vertex u ∈ S is adjacent to all vertices in C. Vertices which are adjacent to u via c-edges and which are also in T , i.e., which were already used as initializing vertices are moved to S Fig. 9 . The complete recursion tree of Algorithm 3 (right) for for the graph G (left). The c-edges are drawn as dotted lines. The vertices are labelled with the current vertex u which is added to the current set C. The grey vertex is the root of the recursion tree. Only the paths consisting of solid edges have to be considered. Paths from the root to a white end vertex describe c-cliques in G. Paths from the root to a black end vertex describe complete subgraphs which are spanned by c-edges, but which are not maximal and therefore do not represent cliques.
(line 10 in Algorithm 4). All neighbours of vertex u ∈ P, that was previously added to C, are examined one after another if they could extend C ∪ {u}. This is done by the recursion calls of the function ENUMERATE C CLIQUES in the for-loop. So it is ensured that all cliques containing C ∪ {u} are enumerated. (vi) From (iii) follows that all c-cliques involving C ∪ {u} are reported. Because each vertex u ∈ P that was added previously to C is moved to S after the recursion, S contains at the respective recursion level those vertices u which were already considered during the recursion. If S is intersected with the neighbours of a vertex added previously to C, two possibilities arise when P is empty. (a) S is nonempty if vertices in S are neighbours of all vertices from C. So the arising complete subgraph is not maximal. (b) S is empty if all vertices previously located in S are removed because they are not adjacent to at least one vertex in C. The set S guarantees that each c-clique is reported only once in the function ENUME RATE C CLIQUES(). The set T guarantees that vertices which have served as initializing vertices are not added to P. Fig. 9 demonstrates the decrease of the recursion tree by solving the all-c-clique problem instead of the all-clique problem. To get all c-cliques it is su cient to travers the paths consisting of solid edges. The other pathes will be not considered by the algorithm. 
Modiÿcation of Algorithm 2
A vertex v which is in D can later be added to C because it could be moved to P. This occurs when a vertex u i ∈ P is added to C which exhibits a c-edge to v ∈ D. Vertex v cannot be added to P or C previously, because it is adjacent via a c-edge to vertex u i which is in P, but not yet in C (see Fig. 10 ). Thus, vertices from D can move to P one after another via a so-called c-path (see Deÿnition 4.7). This phenomenon must be taken into account if we want to reduce the recursion tree by the detection of equal subtrees as in Algorithm 2. The corresponding Algorithm 5 is represented in Table 5 . It must be examined for all neighbours v of the selected vertex u i wether they are in P (line 13 in Algorithm 5). Then, vertex v moves to P . If v ∈ S, v moves to S (line 23). If v ∈ D we have to decide whether vertex v should be moved from D to S or to P . If vertex v is adjacent to u i via a c-edge (line 16) and has not been an initializing vertex (line 17), v moves to P (line 19). Otherwise, v is added to S (line 18).
Although we can reduce the recursion tree by the above described modiÿcation of Algorithm 2 the e ort for the additional comparisons is too high, such that the runtime reduces not such drastically as by the modiÿcation from Algorithms 1 to 3. Proof. Let C be an arbitrary c-clique in G. Let us consider an arbitrary place in the recursion tree with the sets C; P; D, and S with C ⊆ C . It should be demonstrated that the c-clique C with P = S = ∅ is reported by the choice of a vertex u t and the reduction of the for-loop, if only those vertices u ∈ P enter the for-loop,
(1) which are either not adjacent to vertex u t or (2) which are adjacent to a vertex in D which is not adjacent to vertex u t via a c-path. Table 5 Algorithm 5 -an enumeration algorithm for the detection of all c-cliques which is based on Algorithm 2 ENUMERATE Z CLIQUES (C; P; D; S) . enumerates all c-cliques in an arbitrary graph G 01 Let P be the set {u 1 ; : : : ; u k }; 02 if P = ∅ 03 then if S = ∅ then REPORT CLIQUE; ÿ; 04 else Let ut be a vertex from P; 05 for i ← 1 to k 06 do if u i is not adjacent to ut or u i is connected via a c-path 06 with a vertex from D that is not adjacent to ut 07 then P ← P\{u i };
else if v ∈ D \\ can v be added to P? 16 then if v and u i are adjacent via a c-edge 00 \\ is v an initializing vertex? 17
Let us consider the following cases:
(i) If C contains a vertex u ∈ P which is not adjacent to u t , so vertex u fulÿls (1) and can enter the for-loop. (ii) Now, let C ∩ P contain only vertices which are adjacent to vertex u t . Then, we can distinguish the following two cases: (a) If u t ∈ C ; u t can enter the for-loop because u t is not adjacent to itself. Then, (1) is also fulÿlled. (b) Now, let u t = ∈ C . Set C is found at the branch point with the set C (see Fig. 11 ) in the unrestricted recursion tree. P (i) and S (i) with 06i6k should be the sets P and S, respectively, which are found at certain vertices on the path from C to C in the unrestricted recursion tree. Because u t = ∈ C , vertex u t must be removed from P (0) and S (0) respectively anytime. But this cannot be done by a vertex from P because all vertices from C ∩ P are adjacent to vertex u t (see (ii)). Consequently, it can only be reached via a vertex v from D. Such a vertex v cannot be adjacent to vertex u t , because u t would always remain in P (0) and S (0) respectively during the intersection. It remains to show that in this case we can ÿnd a vertex u ∈ C which has entered the for-loop, because it fulÿls (2). Thereto, it is required that this vertex u exhibits a c-path to a vertex v ∈ D which is not adjacent to vertex u t . Let us construct this path now.
We consider vertex v ∈ D that we have found above. Vertex v must attain P (0) anytime in order to move to set C later. This occurs only if vertex v is adjacent via a c-edge to a vertex u 1 ∈ P (1) which has entered C (0) . If vertex u 1 ∈ P holds we choose u = u 1 , and we have ÿnished. Otherwise u 1 ∈ D holds, and we continue with the construction. Vertex u 1 must in turn be moved from D to P (1) . That occurs only if vertex u 1 is adjacent via a c-edge to a vertex u 2 ∈ P (2) which has entered C (1) . We can continue until we have found a vertex u k ∈ P. Thus, a c-path from vertex u k to a vertex v arises, and u = u k fulÿls the condition (2) .
Herewith, we demonstrated the possibility for the reduction of the for-loop at a branch point in the recursion tree. Attaining the next branch point in the recursion tree the same possibility for the reduction of the for-loop exists, etc. until we reach the c-clique C also in the reduced recursion tree. Table 6 The data structure for objects typedef struct obj type { int vertex; int set; struct obj type *next set; struct obj type *prev set; struct obj type *next vertex; struct obj type *prev vertex; } OBJ TYPE;
Data structure
We used a special data structure with the functions insert, remove, and membership. Usually, it is not possible to ÿnd an implementation where all these functions are running in constant time. But in our special case we could realize this e cient kind of implementation. We have implemented a network of objects of the structure obj type (see Table 6 ).
We consider two types of paths through this network realized by two lists of addresses of these objects. The ÿrst list set array stores the addresses of objects for the sets C; P; S, and additionally D for Algorithms 3; 4, and 5 in the order as they emerge during the run. The second list vertex array has the length of the cardinality of the product graph G. It contains the addresses of those objects, which have considered the respective vertex last. The sets and vertices are subscripted by their numbers in the arrays set array and vertex array respectively. Tables 7 and 8 represent the functions NEW SET(), INSERT(), MEMBERSHIP(), REMOVE OBJECT(), REMOVE SET(), and REMOVE VERTEX FROM SET() for handling of the data structure obj type. We always create a new object by moving the pointer next vertex to the set M , when a new vertex u is inserted into set M . We assign the address of M in set array to the pointer prev vertex of the new object. Analogously, we assign the address of vertex u in vertex array to the pointer prev set of the new object. The pointer next set of vertex u is written to the pointer next set of the new object. Via both lists set array and vertex array we have fast entries to the network. Coevally, we have realized a double catenation of the objects, once over the sets and once over the vertices. Proof. The insertion of a set M takes place by appending the set to the head of the list set array, i.e., in constant time. The insertion of a vertex u takes place by the creation of a new object, which will be appended to the head of the list vertex array [u] . Thus, the time for insertion remains bounded to a constant. 
== passes the next set-pointer 05
x ← x + 1; 06 od; 07 if x¿8 and o = = u was not found in the last 8 sets 08 then return(0); 09 ÿ; 10 return (o = 0 and o → set = s); Lemma 5.2. The question for the membership of a vertex u to a set M can be answered in constant time.
Proof. According to Theorem 3.3(i) for Algorithms 1 and 2 and Theorem 4.6(i) for Algorithms 3; 4, and 5 each vertex of the product graph G is situated either in C; P, // decreases the number of objects in the set or S for Algorithms 1 and 2, and also in D for Algorithms 3; 4, and 5. A vertex can only occur in these sets which are appearing during one recursion step. Thus, we are interested in knowing whether a vertex occurs in the last six (for Algorithms 1 and 2) or eight (for Algorithms 3-5), respectively, created sets. So it is su cient to consider at most eight sets, namely the sets C; P; S, and D, and the modiÿed sets for the recursion call C ; P ; S , and D . Thus, the search time through the list, which contains the respective sets in which a vertex can occur, is bounded to a constant. Proof. By Lemma 5.2 the access to that place in the net, where the object to be deleted is located, takes place in constant time. The removing of a set or a vertex is performed by moving of the pointers next vertex and prev vertex, and the pointers next set and prev set respectively, and a deletion of the object.
Because of Lemmata 5.1, 5.2, and 5.3 the used data structure realizes the functions insert, remove, and membership in constant time. The needed time for one recursion step is constant.
Runtime results
Results from graphs derived from protein structures
First, we want to discuss the runtime results for those graphs which were derived from protein structures. In this case graphs to be compared are limited in their size by nature. They exhibit at most 80 vertices and 100 edges. About one quarter of them has more than 10 vertices and 10 edges. The vertex degree is not larger than ÿve. Though these graphs are not very large and dense, the arising product graphs can be large, because they have only two di erent vertex labels and three di erent edge labels, so that a lot of matches can appear. Most product graphs exhibit 100 -150 vertices and 2000 -4000 edges. The number of circles di ers from 1000 to 5000. The number of triangles is mostly much lower (500-1000) than the number of circles. The product graphs derived from protein structures cannot be assigned to a certain graph class.
The runtimes for three examples with small, medium-sized, and large product graphs are compiled in Table 9 . They were performed on a SUN=SPARC-computer 10=30.
The algorithms are abbreviated as follows. BK stands for Algorithm 1. BKYP denotes Algorithm 2. The Y indicates the introduction of vertex u t , and P indicates the set from where vertex u t was chosen. BKYPN is the name for Algorithm 2 whereas the element with the largest number of neighbours was selected from set P as vertex u t . Analogously, BKYS indicates that vertex u t is chosen from set S. The algorithms containing a Y in their names are called also Y-variants. The names of the algorithms, which calculate connected maximal common subgraphs, are extended by a C for connected, e.g., BKC, BKCYP etc. The same types of variants are used. These algorithms are called C-variants. BKC denotes Algorithm 3 and BKCYP Algorithm 5.
We see that the runtime improvement is drastically for medium-sized and large product graphs (see Table 9 ). The number of cliques found by C-variants is signiÿcantly lower than in case of the other variants, especially for large cliques. The number of possible substructures is much higher in case of searching cliques than searching c-cliques. Consequently, much more cliques arise than c-cliques. For example, for a clique of size 9 the di erence between the number of cliques of 105 743 and of 16 for c-cliques is the most signiÿcant one. All these 105 743 cliques had to be checked for possible extensions by the algorithm, so that the recursion tree grows during the search accordingly.
Using the new algorithms it became possible to solve the problem of protein structure comparison for large proteins in a reasonable amount of time and space. Despite of the modiÿcation of the MCS-problem the results are biologically correct [16, 17] . 
Results for random graphs
To investigate the runtimes of the algorithms for several large and dense graphs we have generated random graphs which serve as product graphs with 100, 300, and 600 vertices with respective di erent edge densities. The number of edges are 1=9, 1=6, and 1=3 of all possible edges. 1=3 of all edges are labelled as d-edges, the others as c-edges.
The results for random graphs were performed on a SUN-Enterprise 4000 with six processors and 765 MB main memory. The processors are Ultra-Sparc-1-processors with a clock rate of 176 MHz. The results are compiled in the Tables 10 -12. Each  table contains the graph sizes, the numbers and sizes of the reported cliques as well as the runtimes and the sizes of the recursion trees (rec. trees) per algorithm (alg.). We observe the same tendencies in the runtime performance as in case of graphs derived from protein structures.
In case of small graphs (see Table 10 ) there are no signiÿcant di erences in the runtimes, although the size of the recursion trees is much higher for the non-C-variants than for the C-variants. Also the numbers of cliques are higher than the numbers of ccliques. The di erences in the runtime between non-Y-variants and Y-variants are also small in case of graphs with 100 vertices. Within the algorithms which do not calculate c-cliques the Y-variants are exiguously faster than the simple BK-algorithm for graphs with 100 vertices for sparse as well as for dense graphs, although the recursion trees are Table 10 Runtimes, sizes of the recursion trees, clique sizes, and numbers of cliques for random graphs with 100 vertices signiÿcantly smaller in case of Y-variants. Comparing results of the BKYP-variant with those of the BKYPN-variant the BKYPN-variant is always somewhat slower than the BKYP-variant, also for dense as well as for sparse graphs. This is due to the additional steps needed ÿnd the element from P with the largest number of neighbours.
The C-variants are always faster than the non-C-variants (see also Tables 3 and 6 ). The number of cliques is reduced drastically by searching c-cliques. Also the runtimes are decreased drastically. This e ect occurs already for graphs with 100 vertices. The numbers of the recursions give an imagination of the sizes of the solution trees, and also demonstrate the e ectiveness of the new algorithms.
Coevally, we see that the di erences between the single variants of the C-algorithms are minimal even for large graphs no matter their density. Here we observe the same behaviour as in case of non-C-variants. It is noteworthy that the simple variant BKC always works faster than the other three Y-variants, although the recursion trees are signiÿcantly larger for the BKC-variant, especially for large and more dense graphs. This is caused by the additional requests in the search for a vertex u t or for vertices, which are not adjacent to u t or which are adjacent to u t and are connected to a vertex from set D, which is not adjacent to vertex u t via a c-path (see line 06 in Algorithm 5). Thus, considering the Y-variants for the c-clique problem, the algorithms become not faster, because the additional requests in the algorithms can be very time consuming. In contrast to that the Y-variants of the non-C-algorithms always exhibit an advantage of runtime opposite to the simple BK-variant.
Conclusions
We have developed novel algorithms for ÿnding all connected maximal common subgraphs in arbitrary graphs which are signiÿcantly faster than algorithms for enumerating maximal common subgraphs known so far. The new algorithms solve the problem for searching connected maximal common subgraphs. The strong decrease of the runtime is due to removing all cliques which represent disconnected subgraphs already during the search. Thus, in the recursion tree the paths which lead to disconnected subgraphs can be cut early so that the size of the recursion tree is reduced signiÿcantly. Nevertheless the problem remains NP-hard, now using the novel algorithms larger graphs can be examined than it was possible hitherto.
The new algorithms are based on the Bron-Kerbosch algorithm. We have explained the modiÿcations of this algorithm to solve the all-c-clique Problem. We have presented and discussed some variants of the modiÿed algorithm. Several heuristics were introduced to improve the runtime performance. But all these variants became not faster because it is too expensive to search for special vertices which should ÿrstly pass 
