T his article identifies, and provides perspective on, trends and developments in decision analysis applications, based primarily on an exhaustive survey of decision analysis applications published in the period 1990-2001 in major English-language operations research and closely related journals. It serves as a guide to those interested in recent applications in specific areas or in applications that illustrate the use of particular methods. We compare the characteristics of the applications articles surveyed here with those of applications articles appearing in a similar set of journals between 1970 and 1989 and conclude that the overall rate of publication of decision analysis applications has increased. In addition, we find that both the mix of application areas and the specific aspects of decision analysis that are emphasized in applications publications have shifted somewhat. We also identify and discuss noteworthy trends in, and developments affecting, published applications, including those in computer software and software-related tools, decision conferencing, stochastic trees, value-focused thinking, normative systems, organizational processes, and real options. We highlight several award-winning decision analysis applications and discuss formation of a new practitioner-oriented professional group. Finally, we present some concerns and thoughts on future needs for advancing decision analysis practice.
Introduction
This article provides our perspective on the state of decision analysis applications, based primarily on a survey of applications articles published from 1990 to 2001 in major English-language operations research journals and other closely related journals. We compare the results of this survey with an earlier survey by that covered a similar set of journals for the period 1970-1989 and identify noteworthy trends in, and developments affecting, decision analysis applications. A companion technical report by Keefer et al. (2002) provides short summaries of the individual applications articles.
Based on our study, we believe that the state of decision analysis applications is healthy, and that there was a substantial increase in the rate of publication of decision analysis applications over the period 1990-2001 relative to 1970-1989 . Furthermore, there was also an expansion in the use of new methods, particularly those related to problem formulation, implementation, and computation. Thus, while certain decision analysis application areas have matured and applications therein have become somewhat routine, there continue to be new types of applications and use of new methods.
This article also provides a guide to published applications of decision analysis for practitioners and instructors who are interested in specific areas of application or in applications illustrating specific decision analysis methods. In addition, it provides useful information for researchers interested in learning more about which research topics have had an impact on decision analysis applications.
We use the term decision analysis to refer to a set of quantitative methods for analyzing decisions based on the axioms of consistent choice (Clemen 1996, Chapter 14; Kirkwood 1997, §9.9 ). Decision analysis is normative, rather than descriptive. That is, it provides a systematic quantitative approach to making better decisions, rather than a description of how unaided decisions are made. There is some subjectivity in deciding whether a particular application qualifies as an application of decision analysis. To be included, an application generally had to explicitly analyze alternatives for a decision problem using judgmental probabilities and/or subjectively assessed utility/value functions. Ambiguous cases were resolved by including the article if, on balance, it took a decision analysis approach. There is also some subjectivity in deciding whether an article reports an application. Many of the surveyed articles report case histories of the use of decision analysis to address a specific decision problem, while other articles report on analysis that provided background or insights for policy making.
This article does not address the analytic hierarchy process or multicriteria decision making, two approaches that are related to multiattribute decision analysis. The interested reader is referred to Mollaghasemi and Pet-Edwards (1997) or Yoon and Hwang (1995) for more information about those approaches. Brown (1992) and Howard (1992) , who are both prominent decision analysts, present differing philosophical views from a decision analysis perspective about the relationship between decision analysis and other decision-oriented methods, such as fuzzy logic and the analytic hierarchy process.
This article is organized as follows: Section 2 considers background decision analysis references for applications work. Section 3 describes the applications articles that we surveyed for the period 1990-2001 by providing tables that show the application area and methods used for each application, as well as the overall characteristics of the set of applications, including a comparison with applications from the period 1970-1989 surveyed by . Section 4 provides our perspective relative to trends and developments in decision analysis applications that we observed. Section 5 presents our views on needs and concerns for the future. Section 6 presents concluding remarks.
Background References
The vigor and continued development of decision analysis is demonstrated by the substantial number of textbooks and other references on decision analysis applications that were published between 1990 and 2001. Decision analysis textbooks include Bell and Schleifer (1995) , Clemen (1996) , Golub (1997) , Goodwin and Wright (1998) , Marshall and Oliver (1995) , Celona (1990, 2001) , and Skinner (1999) . Kirkwood (1992 Kirkwood ( , 1999 provides brief introductions to decision analysis methods, while provide a relatively nonquantitative introduction to systematic decision analysis procedures. Keeney (1992) presents a value-focused approach to formulating decision problems, and reviews methods for analyzing decisions with multiple conflicting objectives, including spreadsheet procedures to implement these methods. Oliver and Smith (1990) address influence diagrams, which became widely used during the 1990s.
In addition to these publications of general decision analysis methods, several publications specifically address probability assessment, approximation procedures, or utility/value function assessment. Shephard and Kirkwood (1994) provide an annotated transcript of a probability elicitation interview that illustrates standard probability elicitation procedures. Morgan and Henrion (1990) address specifics of probability assessment and communication about uncertainty in the context of policy analysis. Clemen et al. (2000) examine methods for assessing probabilistic dependence among pairs of random variables. Keefer (1994) discusses three-point approximations to represent continuous probability distributions in decision analysis problems, including those where risk preferences are important. Poland (1999) 
reviews KEEFER, KIRKWOOD, AND CORNER Perspective on Decision Analysis Applications
an approximate probabilistic analysis procedure to reduce the assessment and computational complexity of decision analyses with many uncertainties, some of which may be dependent. This work draws upon "moment methods" described by Smith (1993) , whereby an approximation to the distribution of an output variable is obtained from its moments, which are calculated from moments of the (assessed) input distributions. Keefer (1991) presents a framework for addressing resource allocation decisions with risk aversion and probabilistic dependence. Borcherding et al. (1991) and Lai (2001) provide empirical comparisons of different methods for assessing weights for multiattribute utility and value functions. Edwards (1992) reviews theory and applications issues associated with using expected utility analysis.
A number of other sources from 1990 to 2001 provide additional reference material relevant for applications. Corner and Corner (1995) summarize the characteristics of decision analysis applications from 1970 to 1989 that were surveyed by . Zeckhauser et al. (1996) include some papers of interest for decision analysis practice, Table 1 Number of Applications Articles, by Journal, with Trends
Number of articles Average number of articles per year 1970-1989 1990-2001 1970-1989 1990-2001 including applications to public policy and medical decision making. Magat et al. (1996) review a general approach for establishing a death-equivalent metric for valuing long-term health effects. Noonan and Vidich (1992) present a decision analysis framework for utilizing hazardous waste site assessment in real estate acquisition. Two websites were established that provide additional information about decision analysis and its applications, one by the Decision Analysis Society of INFORMS (www.informs.org/Society/DA) and one by the Decision Analysis Affinity Group (www.daag.net).
Applications Articles and Publications Trends
This section summarizes characteristics of the decision analysis applications articles published in the operations research literature for the period 1990-2001, and compares these to characteristics of applications articles published during the period 1970-1989, as surveyed by . Table 1 shows the journals that were surveyed and the number of decision analysis applications articles in each journal. The first four rows of this table provide overall summary data for each of the two time periods, including the number of years in each period, the number of journals covered, the total number of applications articles in all of the journals, and the total number of articles in the journals that were covered for both time periods (the "common journals"). Note that the third row of Table 1 lists 85 applications articles for the period 1970-1989 even though show 86 applications for that period. This is because include one article in the medical category that is a survey, rather than an application, and that article is not included in these comparisons.
The remaining rows of the table relate to the number of applications articles for each journal. For these rows, the second column shows the number of applications articles identified in each journal by for the period 1970-1989, the third column shows the number of articles that we identified in each journal for the period 1990-2001, the fourth column shows the average number of applications articles published per year in each journal for the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] , and the fifth column shows this average for the period 1990-2001. Finally, the sixth column shows the percent change in the average number of articles published each year from the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] 1970-1989 to 1990-2001. As row 3 shows, we identified 86 application articles in the 16 journals that we surveyed for the period 1990-2001. The set of journals that we surveyed is the same as the set covered for 1970-1989 by Table 1 shows that there was a 69% increase in the average number of decision analysis applications articles published per year from 1970-1989 to 1990-2001. This substantial increase in the average publication rate may be somewhat overstated because of the six journals that were added for 1990-2001. However, the fourth row in Table 1 shows that even without considering those six journals the average annual publication rate increased by 24%.
This 1970-1989 to 1990-2001 . Note, also, that there were two special decision analysis issues in journals during the period Table 2 Application Articles Listed by Application Area ENERGY Bidding and Pricing: Keefer (1995) , Keefer et al. (1991) , Kidd and Prabhu (1990) . Environmental Risk: Balson et al. (1992) , French (1996) , Hämäläinen et al. (2000) , Keeney and von Winterfeldt (1991) , Procaccia et al. (1997) . Product and Project Selection: Borison (1995) , Burnett et al. (1993) , Dyer et al. (1990) , Keeney et al. (1995) , Parnell (2001) , Smith and McCardle (1999) , Walls et al. (1995) . Strategy: Keeney and McDaniels (1992) , Keeney and McDaniels (1999) , Skaf (1999) . Technology Choice: Dyer et al. (1998) , Jackson et al. (1999) , Perdue and Kumar (1999) , Toland et al. (1998) , von Winterfeldt and Schweitzer (1998) . Miscellaneous: Dunning et al. (2001), Rios Insua and Salewicz (1995) , Taha and Wolf (1996) .
MANUFACTURING AND SERVICES
Finance: Engemann and Miller (1992) , Mulvey (1994) . Product Planning: Beccue (2001), Dillon and Haimes (1996) , Keeney (2000) , Millet (1994) , Yassine et al. (1999) . R&D Project Selection: Bruggink (1997), Hess (1993) , Islei et al. (1991) , , Rzasa et al. (1990) , Spradlin and Kutoloski (1999) , Stonebraker et al. (1997) , Thurston (1990) . Strategy: Bodily and Allen (1999), Clemen and Kwit (2001) , Keeney (1999b) , Krumm and Rolle (1992) , Kusnic and Owen (1992) , Matheson and Matheson (1999) , Quaddus et al. (1992) . Miscellaneous: Chien and Sainfort (1998) . Brown (1997) , Feinstein (1990) , Hazen et al. (1998) , Smith and Winkler (1999) , Winkler et al. (1995) . Bresnick et al. (1997) , Buede and Bresnick (1992) , Burk and Parnell (1997) , Davis et al. (1999) , Davis et al. (2000) , Doyle et al. (2000) , Griggs et al. (1997) , Jackson et al. (1997) , Kerchner et al. (2001) , Parnell et al. (1998 , Rayno et al. (1997) , Stafira et al. (1997) .
MEDICAL

MILITARY
PUBLIC POLICY Bana e Costa (2001), Hall et al. (1992) , Heger and White (1997) , Jones et al. (1990) , Keeney (1997) , Keeney and McDaniels (2001) , Keeney and von Winterfeldt (1994) , Keeney et al. (1990) , Lehmkuhl et al. (2001 ), McDaniels (1995 , Reagan-Cirincione et al. (1991) , Spector (1993) , Taylor et al. (1993) . Baker et al. (2000) , Hurley (1998) , Keller and Kirkwood (1999) , Matzkevich and Abramson (1995) , Paté-Cornell and Fischbeck (1994) , Vári and Vecsenyi (1992) . Keefer et al. (2002) . Table 3 compares the application area for the articles published during the period 1970 -1989 with the application area for the articles that we surveyed. There are some differences in our classification scheme relative to the scheme used by because of shifts in decision analysis application areas between 1970-1989 and 1990-2001 . (A classification category that is not used in one of the two survey articles is indicated in Table 3 with a "Not Applicable (NA)" entry.) However, we used similar classification areas to those in to the extent possible to facilitate comparisons between the two time periods.
GENERAL
Because of the slightly different classification categories, as well as the addition of some new jour- Bodily and Allen (1999) , Bresnick et al. (1997) , Brown (1997) , Buede and Bresnick (1992) , Burk and Parnell (1997) , Burnett et al. (1993) , Chien and Sainfort (1998) , Davis et al. (1999) , Davis et al. (2000) , Doyle et al. (2000) , Dyer et al. (1998) , Dyer et al. (1990) , French (1996) , Hämäläinen et al. (2000) , Islei et al. (1991) , Jackson et al. (1997) , Jackson et al. (1999) , Jones et al. (1990) , Keeney (1999b) , Keeney and McDaniels (1992 , Keeney et al. (1995) , Keeney and von Winterfeldt (1994) , Keeney et al. (1990) , Keller and Kirkwood (1999) , Kerchner et al. (2001) , Krumm and Rolle (1992) , Kusnic and Owen (1992) , Lehmkuhl et al. (2001) , McDaniels (1995) , Parnell et al. (1998) , Parnell et al. (2001) , Perdue and Kumar (1999) , Rayno et al. (1997) , Reagan-Cirincione et al. (1991) , Skaf (1999) , Spector (1993) , Spradlin and Kutoloski (1999) , von Winterfeldt and Schweitzer (1998) .
Problem structuring/formulation (via decision trees and influence diagrams) Balson et al. (1992) , Bodily and Allen (1999) , Borison (1995) , Brown (1997) , Dillon and Haimes (1996) , Dunning et al. (2001) , Dyer et al. (1998) , Dyer et al. (1990) , Engemann and Miller (1992) , Feinstein (1990) , Griggs et al. (1997) , Hazen et al. (1998) , Heger and White (1997) , Hess (1993) , Jackson et al. (1999) , Keefer (1995) , Keefer et al. (1991) , Keeney (1997) , Keeney et al. (1995) , Keeney and von Winterfeldt (1994) , Krumm and Rolle (1992) , Matheson and Matheson (1999) , Matzkevich and Abramson (1995) , Millet (1994) , , Quaddus et al. (1992) , Rzasa et al. (1990) , Smith and McCardle (1999) , Smith and Winkler (1999) , Stafira et al. (1997) , Stonebraker et al. (1997) , Taylor et al. (1993) , Walls et al. (1995) , Yassine et al. (1999) . Balson et al. (1992) , Chien and Sainfort (1998) , Dillon and Haimes (1996) , Dunning et al. (2001) , Dyer et al. (1990) , Feinstein (1990) , Keefer (1995) , Keeney et al. (1995) , Keeney and von Winterfeldt (1991) , Keeney and von Winterfeldt (1994) , McDaniels (1995) , Paté-Cornell and Fischbeck (1994) , , Procaccia et al. (1997) , Smith and McCardle (1999) , Smith and Winkler (1999) , Stafira et al. (1997) , Taha and Wolf (1996) , Taylor et al. (1993) , von Winterfeldt and Schweitzer (1998) , Winkler et al. (1995) , Yassine et al. (1999) .
Probability assessment
Utility/value assessment Baker et al. (2000), Bana e Costa (2001), Bresnick et al. (1997) , Burk and Parnell (1997) , Doyle et al. (2000) , Dyer et al. (1998) , Dyer et al. (1990) , Hall et al. (1992) , Hämäläinen et al. (2000) , Hazen et al. (1998) , Jackson et al. (1997) , Jackson et al. (1999) , Keeney (2000) , Keeney and McDaniels (1992) , Keeney and McDaniels (1999) , Keeney et al. (1995) , Keeney and von Winterfeldt (1994) , Keeney et al. (1990) , Kerchner et al. (2001) , Kidd and Prabhu (1990) , Lehmkuhl et al. (2001) , McDaniels (1995) , Mulvey (1994) , Parnell et al. (1998) , Rayno et al. (1997) , Rios Insua and Salewicz (1995), Thurston (1990) , Walls et al. (1995) .
Sensitivity analysis
Baker et al. (2000), Bana e Costa (2001), Bodily and Allen (1999) , Brown (1997) , Doyle et al. (2000) , Dyer et al. (1998) , Hess (1993) , Jackson et al. (1999) , Keeney and von Winterfeldt (1994) , Kerchner et al. (2001) , Lehmkuhl et al. (2001) , McDaniels (1995) , Millet (1994) , , Quaddus et al. (1992) , Reagan-Cirincione et al. (1991) , Smith and Winkler (1999) , Spradlin and Kutoloski (1999) , Stafira et al. (1997) , Taylor et al. (1993) , Thurston (1990) , Walls et al. (1995) , Yassine et al. (1999) .
Communication/facilitation
Bodily and Allen (1999), Borison (1995) , Bresnick et al. (1997) , Feinstein (1990 ), French (1996 , Hämäläinen et al. (2000) , Islei et al. (1991) , Jones et al. (1990) , Keefer (1995) , Keefer et al. (1991) , Keeney (1999b) , Keeney and McDaniels (1992) , Keeney and McDaniels (1999) , Keeney et al. (1995) , Keeney et al. (1990) , Keller and Kirkwood (1999) , Kerchner et al. (2001) , Krumm and Rolle (1992) , Kusnic and Owen (1992) , Lehmkuhl et al. (2001) , McDaniels (1995) , Quaddus et al. (1992) , Reagan-Cirincione et al. (1991) , Skaf (1999) , Spector (1993) , Spradlin and Kutoloski (1999) , Vári and Vecsenyi (1992) , von Winterfeldt and Schweitzer (1998) , Winkler et al. (1995) .
Group issues
Baker et al. (2000), Bana e Costa (2001), Bresnick et al. (1997) , Hämäläinen et al. (2000) , Keeney and McDaniels (1999) , Keeney et al. (1990) , Keller and Kirkwood (1999) , Kusnic and Owen (1992) , Quaddus et al. (1992) , Reagan-Cirincione et al. (1991) , Vári and Vecsenyi (1992) , Winkler et al. (1995) .
Implementation
Baker et al. (2000), Bodily and Allen (1999) , Burk and Parnell (1997) , Doyle et al. (2000) , Dyer et al. (1990) , Engemann and Miller (1992) , Islei et al. (1991) , Jackson et al. (1997) , Keefer et al. (1991) , Keeney and McDaniels (1992) , Keeney and McDaniels (1999) , Keeney et al. (1995) , Keeney and von Winterfeldt (1994) , Keeney et al. (1990) , Keller and Kirkwood (1999) , Kerchner et al. (2001) , Kusnic and Owen (1992) , Lehmkuhl et al. (2001) , Parnell et al. (1998 , Paté-Cornell and Fischbeck (1994) , Rzasa et al. (1990) , Skaf (1999) , Smith and Winkler (1999) , Spradlin and Kutoloski (1999) , Vári and Vecsenyi (1992) , Walls et al. (1995) .
generation category if they discuss overall decision strategy and/or present an objectives or value hierarchy, or discuss the decision structuring process in detail. Articles are included in the problem structuring/formulation category if they describe and present a decision tree and/or influence diagram and discuss its development and use. The probability assessment category includes articles that discuss the elicitation of subjective probabilities, probabilistic dependence or independence, and/or risk assessment. Similarly, articles are listed in the utility assessment category if subjective utility/value functions or trade-offs between attributes are discussed in depth. Articles are listed in the sensitivity analysis category if tornado or rainbow diagrams, or something similar, are presented and/or statistical or mathematical approaches to model sensitivity analysis are discussed. The communication/facilitation category includes articles that discuss the role of the analyst, how decision analysis facilitates the decision process, and/or how communication channels are opened due to the use of the approach. Articles are included in the group issues category if there is discussion about aggregating individual preferences into a group function, or discussion of the solicitation and treatment of multiple individual inputs into the preference or probability model. Finally, the implementation category includes articles that discuss post-modeling issues related to implementing chosen alternatives or the value of decision analysis techniques for the individuals or organization in their decision-making efforts. Table 5 compares the classifications of articles by methodological and implementation issues in survey of application during the 1970-1989 period with our classification for applications during the 1990-2001 period. As with the comparison of application areas in Table 3 , caution is warranted in interpreting Table 5 . Specifically, the classification categories that we use for our survey of 1990-2001 applications is somewhat different from classification categories because of changes in methodological and implementation issues that are emphasized in the articles. However, some general conclusions can be drawn about trends in methodological and implementation issues. First, classification categories "problem structuring/formulation" and "decision trees" for the 1970-1989 applications do not adequately represent the corresponding topics in the 1990-2001 applications. A new classification category "strategy and/or objectives generation" was added primarily because of the expanded use of value-focused thinking approaches in a variety of applications. category "decision trees" was expanded to "problem structuring/formulation (via decision trees and influence diagrams)," primarily because of the expended use of influence diagrams during the 1990-2001 period. A new category, "sensitivity analysis," was added because of the expanded discussion in the 1990-2001 articles of such sensitivity analysis methods as tornado and rainbow diagrams. Of course, sensitivity analysis was well recognized prior to 1990 as an important part of decision analysis, but it received substantially increased emphasis in the articles published in the 1990-2001 period relative to its emphasis in the 1970-1989 period. While we cannot say for certain why this is true, it seems reasonable that the expanded use of spreadsheets and personal computer decision analysis packages may have facilitated conducting and reporting sensitivity analyses.
Finally, a new "implementation" category was added because of the expanded consideration of this topic in published applications. Of course, implementation has always been important in applications. The increase in emphasis on implementation 
Additional Noteworthy Trends and Developments
In the preceding section, we discuss trends based primarily on counts and classifications of the applications articles that we surveyed. In this section, we draw more broadly on the contents of the applications articles to discuss a number of additional noteworthy trends and developments relevant to decision analysis applications and practice between 1990 and 2001. In addition, we note developments in professional societies relevant to decision analysis practice and cite award-winning entries in practice competitions. The specific sources highlighted in this section, some of which are not applications articles, are those that fit within these trends and developments. As indicated above, the companion technical report to this article (Keefer et al. 2002) contains brief summaries of all the applications articles that we surveyed, including additional information about those highlighted in this section.
General Trends and Developments
Computer Software and Related Tools. During the period 1990-2001, increasingly powerful personal computer decision analysis software was developed, refined, and utilized in applications. This facilitated more widespread use of decision analysis tools developed in the 1980s such as influence diagrams and strategy tables, and tornado diagrams for sensitivity analysis. It also facilitated structuring and analyzing larger decision analysis models. For example, in an analysis to help the New York Power Authority develop a 10-year schedule for refueling its Indian Point 3 Nuclear Power Plant, Dunning et al. (2001) utilized software in applying a spectrum of decision analysis tools including strategy tables, an influence diagram, and a decision tree with over 200 million paths. Similarly, in a study to help Amgen select a strategy for developing and commercializing a new drug, Beccue (2001) employed a variety of softwarebased decision analysis tools including an influence diagram, a tornado diagram, and a decision tree with approximately 500,000 scenarios for each of eight key strategies that were identified via a strategy table.
Regarding overall software developments, Call and Miller (1990) discuss computational approaches to automating decision analysis calculation procedures. Stand-alone software packages using decision trees and/or influence diagrams that were developed or updated during the period 1990-2001 include DATA, DPL, and Supertree, and spreadsheet decision analysis add-ins include PrecisionTree and TreePlan. Even stand-alone packages are often used in conjunction with spreadsheet models, which are used pervasively in practice. Development also continued on the standalone software package Logical Decisions that specifically focuses on decisions with multiple objectives. Several of these packages are now available in conjunction with decision analysis or basic OR textbooks. Current information about these and other software packages can be obtained from the Decision Analysis Society website or from the biennial surveys of decision analysis software in OR/MS Today (Maxwell 2002) .
Decision Conferencing. A decision conference is an intensive computer-assisted group meeting, or workshop, focused on a specific decision problem and utilizing outside facilitators skilled in decision analysis and group facilitation techniques. The idea is to generate and evaluate alternatives in a structured fashion and use real-time quantitative models to help the group reach consensus on a preferred alternative while avoiding "groupthink" pitfalls. Decision conferences typically last about two days. Although originated prior to the period surveyed in this article, decision conferencing has become more prominent in applications in the OR literature during the period covered by this survey, perhaps in part due to improvements in computer software and hardware. This approach offers a powerful synthesis of techniques from decision analysis, decision-support systems, and group management.
Decision conferencing is most often applied in conjunction with multiattribute value models, and typically in the public sector. Bresnick et al. (1997) and Buede and Bresnick (1992) describe military applications utilizing decision conferences and multiattribute models. French (1996) and Hämäläinen et al. (2000) discuss the use of decision conferences and multiattribute analysis for nuclear accident management in conjunction with the RODOS project, a European initiative to build a decision-support system for emergency response. Reagan-Cirincione et al. (1991) and Quaddus et al. (1992) describe multiattribute applications involving, respectively, strategic policy options for medical malpractice insurance for the New York State Insurance Department and strategic planning in a volunteer organization providing services to the disabled. Vári and Vecsenyi (1992) discuss the use of decision analysis methods in conjunction with 26 decision conferences on a variety of decision problems for manufacturing, services, and government organizations in Hungary.
Stochastic Trees. Stochastic trees were developed during the period covered by our survey to aid medical decision making. They combine features of continuous-time Markov chains with those of decision trees and, in particular, enable time to be modeled as a continuum where health state transitions can occur at any instant. They retain the familiar rollback procedure for decision trees and can also accommodate risk preferences via utility functions. Hazen et al. (1998) and Pellissier et al. (1996) review stochastic tree analysis methods and their application to hip replacement surgery. This is an exciting development for decision analysis in an important application area. The basic assumption that health state transitions can occur at any moment in continuous time appears to be natural in the medical context, and the case for applying stochastic trees more widely to medical decision problems seems persuasive. Understandably, additional medical applications are likely to appear primarily in the medical literature rather than the OR literature. Methodological developments continue in this relatively new area (see, for example, Hazen 2000).
Value-Focused Thinking. Keeney (1992 Keeney ( , 1994 Keeney ( , 1999a Keeney ( , 2001 ) makes the case for using values as the primary driver for problem structuring and analysis, including the generation of alternatives, and provides methods to aid in this process, as well as illustrative examples. This value-focused thinking expands upon earlier work on multiattribute utility and value models, and has been a major force in increasing the number and scope of multiattribute applications, as well as the quantity and quality of alternatives generated in decision analyses.
In particular, the book by Keeney (1992) on valuefocused thinking, along with the spreadsheet-oriented text on multiobjective decision analysis by , appears to have been influential in military applications during the survey period. For example, Burk and Parnell (1997) , Davis et al. (2000) , Doyle et al. (2000) , Jackson et al. (1997) , Kerchner et al. (2001) , Parnell et al. (1998), and Parnell et al. (2001) all describe military applications that make prominent use of value-focused thinking and multiattribute value models. All of these articles cite Keeney (1992) , and all except for Burk and Parnell (1997) cite .
Baker et al. (2000), Keeney (1999b) , McDaniels (1992, 2001) , and Lehmkuhl et al. (2001) describe applications of value-focused thinking in other areas, including strategy and public policy. Drawing upon both the descriptive and prescriptive literature on decision making, Corner et al. (2001) suggest a dynamic synthesis of value-focused thinking with alternative-focused thinking.
Interdisciplinary Trends and Developments
Each of the following trends or developments links decision analysis methods with another discipline and, thus, is a synthesis of traditional decision analysis with another established discipline. Because of the interdisciplinary nature of these trends and developments, we include several sources beyond the OR applications literature that was considered in our survey.
Normative Systems. Connections between decision analysis and artificial intelligence (AI) methods have been increasingly recognized, and this has led to KEEFER, KIRKWOOD, AND CORNER Perspective on Decision Analysis Applications significant research and applications, much of which has been published outside of the OR literature. There were a variety of creative applications involving combinations of decision analysis and AI methods over the period covered by our survey. Henrion et al. (1991) provide an extensive introduction to the connections between decision analysis and knowledgebased expert systems. Matzkevich and Abramson (1995) survey and synthesize research from the decision analysis and AI communities involving influence diagrams and belief networks. Their discussion of normative systems, which are AI systems based on influence diagrams or belief nets and thus on Bayesian principles, is of particular interest. They provide brief descriptions of several implemented systems in areas including medical diagnosis, energy price and demand forecasting, and machine vision. Silverman (1994) focuses on approaches to unifying expert systems methods with mathematical modeling approaches to decision making, including decision analysis. Hedbert (1998) reviews decision analysisoriented work at Microsoft Research, including development of a Bayesian-based system for automating more responsive interfaces that was applied to the Office Assistant in Microsoft Office.
This area appears to have great potential for additional applications. Further information about decision analysis methods in AI can be found at the website of the Association for Uncertainty in Artificial Intelligence (www.auai.org).
Organizational Processes. As decision analysis has matured, increasing attention has been devoted to specifying procedures for conducting and implementing decision analysis successfully in organizations. In large-scale strategic decision analyses in particular, a well-defined process typically is used for managing the efforts of, and the interactions between, carefully constructed teams composed of analysts, managers, and executives. Such a process typically is used first in structuring and analyzing the decision problem at hand and then in following through to manage and carry out recommended action plans and accompanying changes. Organizational processes for decision analysis were developed within decision analysis consulting and practitioner groups in the 1980s, but were not widely known outside these groups until the 1990s. Bodily and Allen (1999) review a dialogue process to manage the interaction between decision analysts and other stakeholders in a decision. Kusnic and Owen (1992) , Krumm and Rolle (1992) , and Skaf (1999) provide guidance on conducting and implementing large-scale decision analyses within major industrial firms, including the effective use of teams and large databases, as well as methods for dealing with multiple decision makers. Matheson and Matheson (1999) discuss the use of an outsidein approach to take better account of a company's external environment during strategic decision analysis. Clemen and Kwit (2001) review the history of decision and risk analysis at Eastman Kodak Company from the early 1980s to 2001 and summarize the characteristics of 178 projects conducted between 1990 and 1999.
In related work, Horowitz (1990) provides several different authors' perspectives on organizational decision making from a decision analysis point of view. Bordley (2001) compares and contrasts conventional decision analysis as commonly applied in industrial practice with soft OR techniques and finds much in common between decision analysis and classical interactive planning. Kasanen et al. (2000) examine characteristics of six major real-world decision processes relative to common assumptions or myths in the multicriteria decision making and multiattribute utility fields, and suggest changes in assumptions and practices to make models from these fields more widely useful.
Decision analysis frameworks for R&D organizational planning processes received particular attention. Bordley (1998) considers organizational issues related to using decision analysis for R&D project selection and emphasizes the benefits of stimulating researchers to develop better projects by improving communications. , , and Menke (1994) review decision analysis approaches to R&D planning. Matheson and Matheson (1998) present a framework for applying decision analysis methods to R&D strategy.
As a result of the work cited above, considerable additional guidance is now available concerning processes for successfully conducting and implementing a major decision analysis project within an organization.
Real Options. During the period covered by this survey, the importance of modeling sequential decisions in conjunction with the resolution of uncertainties over time became more widely recognized. Downstream decision alternatives provide real options that can increase flexibility in managing real-world projects with evolving risks, and these real options are analogous to financial options. In R&D projects, for instance, the cost of conducting research can be viewed as the price of a call option to develop or commercialize a new product subsequently, and exercising this option incurs an additional cost (the exercise price). Relevant methodologies for addressing decisions with real options include larger decision trees, dynamic programming, and financial options methods (Amram and Kulatilaka 1999 , Dixit and Pindyck 1994 , and Trigeorgis 1996 . Smith (1999) provides a concise nontechnical overview of the similarities and differences between conventional decision analysis and the real-options approach.
Several authors have pointed out the benefits of options thinking in providing more realistic evaluations than traditional analyses. For instance, Morris et al. (1991) use an options framework in conjunction with a simple decision tree to demonstrate that the riskier of two R&D projects having the same expected value is typically the better choice when sequencing is properly incorporated. Faulkner (1996) provides a brief, nontechnical introduction to real options, and based on several years of experience at Eastman Kodak, describes the advantages of evaluating R&D projects as sequential adaptive strategies. Pauwels et al. (2000) illustrate the advantages of applying options thinking along with conventional decision analysis tools in emergency response situations by analyzing a simple two-period nuclear incident evacuation model. Benaroch (2001) presents methods for structuring and evaluating multiple, possibly interacting, operating options in technology investments and includes an illustrative example involving establishment of a web-based sales channel. Howard (1996) provides an overview of various types of options in decision problems and emphasizes the importance of recognizing and creating, as well as modeling, these options, and he illustrates several evaluation methods. discuss a method using both options-pricing techniques and decision analysis tools in R&D planning. Smith and McCardle (1999) provide a tutorial introduction to options-pricing methods and their integration with decision analysis methods, with a focus on evaluating oil and gas investments. Real options have also received attention outside the traditional journal literature, such as in various conferences of the Society of Petroleum Engineers (SPE). (Abstracts, as well as ordering instructions, for SPE conference papers are on the web at www.spe.org.) For instance, Claeys and Walkup (1999) discuss framing techniques used to ensure that all key options and uncertainties are included and illustrate use of these on examples from several actual petroleum valuation efforts. Gallant et al. (1999) discuss learning models for analyzing dynamic complexity, that is, changes in information over time, and illustrate their use in exploration and production examples based on actual projects. Faiz (2000) discusses how real-options valuation, a combination of options-pricing theory and decision analysis, relates to other popular management tools, such as portfolio optimization, and provides illustrative real-world case studies.
As suggested by Smith (1999) , both decision analysis and finance professionals could benefit from learning more about each other's tools and incorporating them into models appropriately. Although a number of applications in our survey utilized real-options thinking in generating downstream options, we found only two articles that provided in-depth descriptions of applications where real-options methods were combined with conventional decision analysis methods McCardle 1999) . Hence, the potential synergism has not yet had a major impact on published applications.
Practice Competitions and Professional Societies
In this section, we highlight decision analysis applications that achieved significant recognition in practice competitions held by professional societies during the survey period. In addition, we discuss the founding and progress of a new professional group for decision analysis practitioners.
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Edelman Award Competition. During the period covered by this survey, three applications of decision analysis became finalists in the Franz Edelman Award competition held annually by INFORMS to recognize and reward outstanding examples of management science and operations research practice worldwide. Burnett et al. (1993) describe the long-term use of a project appraisal methodology (PAM) within the Gas Research Institute's annual five-year R&D planning process. PAM calculates benefit-to-cost ratios for R&D projects at multiple levels of funding to aid in allocating the R&D budget, obtaining expected benefits at each level by using a multiattribute scoring function and judgmental probabilities for technical and commercial successes. The authors estimate that benefits from using PAM have been in the tens of billions of dollars.
Paté-Cornell and Fischbeck (1994) perform a probabilistic risk analysis of failure of the exterior surface tiles on the United States' space shuttle orbiter. Expert opinion and the experience of the first 30 shuttle flights were used to build a decomposed model of risk for various zones on the shuttle's tile-bearing surface. The analysis showed that roughly 15% of the tiles contribute 85% of the risk of failure. The study further highlighted organizational factors that contribute to potential tile failure risks and led to various policy changes in the management and maintenance of the tiles.
Von Winterfeldt and Schweitzer (1998) describe an analysis to help the U.S. Department of Energy choose which tritium-supply alternatives to pursue to replenish tritium for the U.S. nuclear weapons stockpile. Ten alternatives were evaluated with respect to production assurance, cost, and environmental impacts based in part on multiple-expert probability assessments and results from a dynamic productionsimulation model. The analysis was influential in shaping the final choice by the U.S. Secretary of Energy, and its defensibility helped avoid lawsuits from vendors whose alternatives were not chosen.
As a result of his experience with this entry in the Edelman Award competition, von Winterfeldt worked to establish the Practice Award (see below) of the Decision Analysis Society of INFORMS (DAS), while serving as the DAS Chair. We anticipate that the DAS Practice Award competition will stimulate additional entries from decision analysis in the Edelman Award competition in the future.
Decision Analysis Society Practice Award. In 1999, DAS inaugurated an annual Practice Award to recognize, promote, and publicize good decision analysis practice. The competition for the award begins with submission of a brief written summary of a recent decision analysis application and culminates with presentations by the finalists at a DAS-sponsored session at the annual INFORMS meeting. The winners of the first Practice Award in 1999 were Mazen A. Skaf of Navigant Consulting, Inc., and Donald W. Spillman of Shell (Oil) Offshore, Inc., for "A Portfolio Management Process and System for an Upstream Oil and Gas Organization." Described in Skaf (1999) , this project produced a portfolio management process and system that was used to help manage a large portfolio of upstream oil and gas assets in the Gulf of Mexico through exploration, development, and production, and to provide analytical support for a variety of portfolio, lease-bidding, drilling, development, and resource-requirements decisions. The system utilizes a variety of decision analysis tools and concepts, and its use has significantly impacted the client organization, including value-added in the hundreds of millions of dollars.
The winner in 2000 was David A. Mauney of Structural Integrity Associates, Inc., for "Best Practices in the Application of Decision/Financial Analysis to Repair/Replacement Decisions of Plant Components." This work developed a process that uses optimization techniques in conjunction with a risk-based decision model to aid in planning the timing of major maintenance investments for fossil-fuel power plants. Where necessary, this process includes interviews tailored to obtain judgmental probability data from plant personnel most familiar with the components. Its application in the power industry has resulted in savings in the tens of millions of dollars.
The 2001 winner was Eric Johnson of Pharsight Corporation for "Life Cycle Strategy Analysis," which is described in Johnson and Petty (2003) . In this study, consultants from Pharsight helped a client firm reach consensus on a development strategy for a cancer drug. They used a variety of decision analysis meth-ods to construct and evaluate a manageable number of candidate strategies, and they subsequently succeeded in constructing a hybrid strategy with an expected NPV $50 million greater than that of any of the original candidate strategies and $100 million greater than that of the status quo strategy.
Decision Analysis Affinity Group. No discussion of decision analysis practice over the 1990-2001 period would be complete without mentioning the Decision Analysis Affinity Group (DAAG), which was founded in 1995 to promote the use of decision analysis in industry and to further the development and careers of industrial practitioners. Since 1995, DAAG has held annual conferences focusing on the use and implementation of decision analysis within major corporations. This has successfully filled an important niche for decision analysis practitioners, and recent conferences have typically attracted 75 to 100 participants. Historically, to create an open and collegial atmosphere among peers, attendance by consultants and academics was discouraged and was limited to those explicitly invited for some purpose such as a presentation. Beginning with the 2002 conference, this policy was liberalized (Spradlin and Skinner 2001) .
While some DAAG members are also members of DAS and/or INFORMS, most are not and have no desire to become members. Furthermore, most DAAG members have little or no interest in, or motivation for, publishing. Despite the differences in focus between DAS and DAAG, we hope the change in attendance policy for DAAG conferences will lead to more interaction and collaboration between these two groups. Additional information about DAAG and its conferences, including abstracts and presentations, is available at the DAAG website (www.daag.net).
Needs and Concerns
In § §3 and 4, we identify a number of trends and developments in decision analysis applications and practice based primarily on our survey of the OR literature. These are predominately positive, and thus, encouraging for the future of decision analysis. In this section, we describe some needs and potential pitfalls for the continued advancement of decision analysis practice. These reflect our personal perspectives, and we hope what follows will stimulate discussion and debate, as well as additional research and action.
Status in Companies and Universities
It is well documented that the number of internal OR groups within corporations has decreased in recent years (for example, see Fildes and Ranyard 2000) , and there is evidence that decision analysis groups are subject to the same factors that affect internal corporate OR groups. Recent examples where decision analysis groups have in effect been disbanded include Eastman Kodak (Clemen and Kwit 2001) and General Motors (Lieberman 2002) . Moreover, decision analysis itself, not just the corresponding internal group, has fallen in and out of favor in a number of corporations over the years. Spradlin (2001) suggests that many internal decision analysis consulting groups are likely to disappear unless they redefine themselves to look like something else and that decision analyses, where done at all, will be done either by the business units themselves or by external consultants. Additional research into factors that influence the rise and fall of internal decision analysis groups and of decision analysis itself within corporations could help strengthen the position of decision analysis within corporations.
Even among INFORMS members, "decision analysis" does not convey the unambiguous meaning that "linear programming" or "queueing" does. For instance, Interfaces classifies many articles under decision analysis, presumably because they involve some sort of analysis of decisions, that we would not recognize as decision analysis. (In fact, we found during our survey of applications that key word searches in indices and even article abstracts were of limited value because of the differing definitions that various authors use for the term "decision analysis.") The coverage of decision analysis in many OR/MS textbooks largely focuses on mechanics and mathematics and omits such important topics as problem structuring, probability assessment, cognitive biases, and discretization of continuous distributions. And computer scientists often do not mean what we mean when they use the term "decision trees." Hopefully, the contents of the new journal Decision Analysis will help to delineate the field more clearly.
Since the founding of decision analysis, a small group of institutions have been the primary sources of ideas, methodological tools, and well-trained graduate students. (See Raiffa 2002 for an interesting personal account of the origin and evolution of the field, including the origin of the "decision analysis" name.) Our concern is that education for decision analysis practitioners and faculty appears to depend on specific individuals; as retirements continue in academia and as acquisitions, reorientations, and retirements continue at decision analysis consulting firms, welltrained decision analysts may become harder to find-particularly those having both strong academic backgrounds and practical experience with applications. Development of tools, software, and innovations in organizational implementation, which have often come from the consulting firms, could also suffer. As an old country-music song asks, "Who's gonna fill those shoes?" It is worth noting that the Decision Education Foundation (www.decisioneducation.org) is focusing on educating high school students, as well as their teachers and parents, in better decisionmaking approaches. This is certainly laudable, but it is not a replacement for strong decision analysis programs at the university level.
Better Tools
Here, we briefly highlight two additional areas where we think further developments could significantly enhance the applicability of decision analysis in practice. (Section 4 includes discussion of several noteworthy methodological developments that had an impact on decision analysis applications during the 1990-2001 period. Of course, further progress in those areas would also be welcome.)
First, better methods are needed for modeling and assessing probabilistic dependence among random variables. Whether the variables are discrete, continuous, or discrete representations of continuous variables, the size and complexity of the assessment task grows rapidly with the number of dependent random variables unless simplifying assumptions are made. In practice, independence is often assumed, and this typically is adequate if expected value is the sole criterion of choice and the output variable (for example, NPV) is a linear, or nearly linear, function of the random variables. However, assuming independence can introduce significant errors if substantial nonlinearities are present-which can affect the accuracy of the expected value-or if the entire distribution of the output variable is of interest, for example, due to risk aversion. Keefer (1991) shows that conditional independence, perfect positive dependence, and combinations thereof can be useful in modeling dependence in the context of bidding for oil and gas leases. In the context of business portfolios, Poland (1999) addresses interbusiness dependencies by conditioning evaluations for individual businesses on "global" outcome scenarios for variables that impact multiple businesses, while treating business-specific random variables as independent across businesses. Recently, constructing approximate joint probability distributions via multivariate functions called copulas, which utilize dependence information such as correlations to combine univariate marginal distributions, has received considerable attention (Clemen and Reilly 1999 , Clemen et al. 2000 , Reilly 2000 , Yi and Bier 1998 . This approach appears promising, especially for continuous variables, but we have not yet seen a decision analysis application using copulas in the OR literature. Thus, despite some progress during the survey period in handling dependence, more work is needed in this area-especially work geared toward practitioners.
Second, we continue to need more realistic methods for dealing with the time dynamics of many decision problems. Sequential decision models have been part of the conceptual toolkit of decision analysis since its early days, and it is interesting to see the finance profession advancing real-options methods as an alternative to decision analysis for these types of decisions. The difficulty with using decision analysis methods for such decisions seems to be the complexity and size of the models that are needed when conventional decision analysis methods are used. In §4, we cited the use of real-options methods, dynamic programming, and stochastic trees to address various types of time dynamics. Use of system dynamics methods has also been proposed (Howard et al. 1998) . Additional work on these approaches, combined with the increased capabilities that modern decision analysis software provides for constructing
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and analyzing large-scale decision analysis models, will hopefully facilitate better analyses of decisions with time dynamics.
Concluding Remarks
Although there are some institutional, educational, and methodological needs that merit further attention, our analysis of the applications articles we surveyed and of other sources, as presented above, shows that the state of decision analysis applications is healthy. Both the number of published applications and the rate of publication have increased. Furthermore, these applications cover a broad range of decisions in both the public and private sectors, and they demonstrate that decision analysis is used increasingly for a wide variety of strategic and tactical decisions. Readers interested in brief summaries for each of the surveyed applications articles are referred to the companion technical report by Keefer et al. (2002) .
Introduction
The article by ("Perspective on Decision Analysis Applications, 1990 Applications, -2001 identified trends and developments in decision analysis applications, based primarily on articles published in English-language operations research and closely related journals. An unpublished companion paper (available on the Decision Analysis Society website, http://faculty.fuqua.duke .edu/daweb/) provides an annotated bibliography for the papers cited in the published paper.
Like the authors of this article, I am a "cardcarrying" member of the Decision Analysis Society of the Institute for Operations Research and the Management Sciences (INFORMS). However, I am one of a very few members who focus their work on clinical applications of decision analysis. The medical community has a somewhat different approach to research and academic publication, and I would like to focus my critique of the paper on this basis. This is, perhaps, an unfair approach, since the authors of the original article are not in the medical community; however, it is the model that I am most accustomed to these past several years as an academic.
I have not done an extensive analysis of applications of decision analysis in the medical field. Perhaps that is worthy of an updated study, as it has been done previously (Fries 1976 , Kassirer et al. 1987 . Also, two medical decision-making texts provide an extensive bibliography of clinical decision analysis applications in their respective appendices Fineberg 1980, Hunink et al. 2001) .
However, an important article that should have been included in this review, though not necessarily an individual application of decision analysis, is the study by Tengs et al. (1996) . In this study, 587 economic evaluations of medical and public policy interventions were re-analyzed to demonstrate the enormous variability in cost effectiveness of currently applied technologies. The underlying methodology for these re-analyses was decision analysis-and this CANTOR Comment study was published in Risk Analysis, included as one of the "operations research and closely related journals" under investigation by the authors of the study-but it was not included in this study.
The comments made by the authors regarding medical decision making are intriguing. They state that the number of published medical applications of decision analysis have dropped substantially primarily because " decision analysis methods are now so well established within the medical community that most medical decision analysis applications are published in specialized medical journals" (Keefer et al. 2004, p. 10) . This is partially true. More importantly, however, there are several journals that have been established over the past 20 years that focus on the methods of medical decision making and related disciplines, including health economics, technology assessment, and pharmacoeconomics. Historically, these journals were created to identify a place to submit manuscripts that did not seem to have an obvious "placement." Many of the early papers concerning the methods of clinical decision analysis were, in fact, published in journals such as Operations Research and Management Science (Krischer 1976 , Pliskin et al. 1980 , Torrance 1976 . However, the early members of the Society for Medical Decision Making recognized the need to create their own journal for such manuscripts, and the journal Medical Decision Making published its first issue in 1981. Medical Decision Making is considered by clinical decision analysts to be the premier journal of the field, publishing primarily theoretical but also applied developments in clinical decision analysis.
Other journals have been sponsored by health services research professional societies that publish clinical decision analyses. The International Society for Pharmacoeconomics and Outcomes Research sponsors the journal Value in Health, which focuses on pharmacoeconomics, i.e., the description and analysis of the cost and outcomes of pharmaceutical therapy. Until very recently, the International Society of Technology Assessment in Health Care sponsored the International Journal of Technology Assessment in Health Care, which focuses, not surprisingly, on technology assessment, with a particular emphasis on multinational settings. Other journals, such as Health Economics, Journal of Health Economics, and Medical Care, have a focus on economic methods, but also publish applied and theoretical developments in clinical decision analyses.
Decision analysis is used in the medical field for two primary sets of problems. The first set of problems is for clinical decision analysis. This is where an individual patient is the decision maker. Typically, a decision-analytic model is constructed and the strategy that maximizes a given objective, such as life expectancy or quality-adjusted life expectancy. The second set of problems involves decision-analytic models with two attributes, typically cost and qualityadjusted life expectancy. However, unlike multiattribute utility analysis, these attributes are usually kept distinct and are not combined into one utility function. These problems, generally referred to as cost-effectiveness analysis, ideally take a larger perspective, e.g., a health-care or societal perspective. The fascinating problems of medical decision making occur when the optimal strategy for an individual patient is different than an optimal strategy for society, i.e., when one strategy might be clinically more effective than another, but not cost effective. Or a clinical strategy may be more cost effective than another, but not necessarily be more fair, i.e., the benefits may not be equally distributed across the population. (Cantor 1994) . These are serious dilemmas for health-care decision making.
However, the use of decision analysis in medicine is still a hard sell. The majority of medical schools do not include clinical decision analysis in their curriculum. Specialty medical journals publish decision analyses of clinical problems, but typically authors require several revisions before a manuscript is appropriate for a clinical audience, as the readers must The past few years have seen developments in both the theoretical and applied foci of medical decision making. Research in the discipline of clinical decision analysis has made significant methodological contributions to the general field of decision analysis. For example, within the realm of clinical decision analysis, the area of utility assessment has seen significant methodological development. The results of clinical decision analysis models are often dependent on the preferences of the decision maker (i.e., the patient), and so the methods and mechanics of utility assessment make an important difference. Through the purposes of enhancing utility assessment in clinical decision analysis, innovative research has been done on the mechanics of utility assessment (Lenert et al. 1998) , automation of utility assessment, alternatives and approximations to the standard gamble method, and comparisons of normative and descriptive preferences.
Another set of contributions from the discipline of medical decision making to the field of decision analysis are in the area of managing uncertainty. The urgency of medical decisions and the costs and ethical challenges of acquiring better information are typically more challenging than in business problems that are analyzed using decision analysis. Medical decisions will be made, often at a substantial economic cost and with clinical consequences, regardless of whether all the information exists to support them. This raises special challenges and may explain why clinical decision analysts are in the forefront of the development of new methodology in the areas of value of information analysis (Briggs 1999 , O'Brien and Briggs 2002 , Claxton 1999 , model-based costeffectiveness analysis (Goldman et al. 2001 , Freedberg et al. 1998 , and novel decision support (Kuntz et al. 1999 , Fryback et al. 2001 .
As the paper shows, the application of decision analysis to problems in clinical medicine no longer appears very often in the operations research and management science literature. Most of the clinical applications are, in fact, published in medical journals. However, significant methodological contributions to decision analysis are published in the health decision-science literature. Decision analysts should take notice of them.
Reversing the Perspective on the Applications of Decision Analysis (Comment on Raimo P. Hämäläinen
The perspective taken by focuses on specific decision analysis (DA) methods with a relatively high level of maturity. These include decision trees, influence diagrams, as well as multiattribute value trees and utility theory. Since the methods are well known it would be interesting for the readers to reverse the perspective. The point of view could originate from the real problems in the solution of which DA methods in general should potentially have a role. One could review the attempts made with any DA-like methods. Also, why a particular case was not approached or why was it nonapproachable with DA methods but approached with some others. Today, we may be in a situation where challenging applications, such as dynamic decision problems (see, e.g., Virtanen et al. 1999 Virtanen et al. , 2001 , drive new theoretical work, wherefore a reversed perspective would be helpful.
From the practitioners' perspective, the selection criterion of for applications seems too restrictive: "We use the term decision analysis to refer to a set of quantitative methods for analyzing decisions based on the axioms of consistent choice" (p. 6). However, the application of DA techniques does not guarantee that actual decisions are taken in keeping with the recommendations generated by methods based on the axioms of rational choice. In other words, one has to recognize that the application of a particular DA technique, on one hand, and the eventual decision, on the other hand, are two separate things. Indeed, one could even speculate that the popularity of some methods (e.g., the Analytic Hierarchy Process (AHP)) stems from their ability to generate HÄMÄLÄINEN Comment "workable" recommendations, even if their axiomatic foundation does not concur with similar axioms of rational choice. In my view, an applications' review should be both analytical and critical with respect to the techniques and procedures used in the papers covered. The reader would enjoy learning about best practice procedures. From the practical applications' point of view, a review should also report what can, or did, go wrong. The discussion and papers referred to do not report if and how possible behavioral biases were avoided (for references see, e.g., Alaja 2003) . One can encourage the practitioners to find new ways to improve their procedural skills by pointing out both successful cases and those with problems. This would also present a challenge to revisit cases in which earlier analyses have not been complete enough. I see this as an important way to develop the field.
In industrial problems, the estimated savings can perhaps be used as a measure of the success of an application as is done in the review. The effectiveness of multiattribute policy support can seldom be directly measured in terms of money, however. In these cases, success depends on the satisfaction of the public, for example, which typically is difficult to measure. In the case of nonrepeatable public policy decisions there usually are important nonmonetary and even ethical values at stake (Rauschmayer 2001) . However, in general, policy analyses and recommendations should be based on solid and easyto-understand transparent procedures , Renn 1999 , Gregory 2000 . This could be one perspective to evaluate the applications in a review.
The following comments are mainly related to the application of multiattribute value models. I also emphasize the strong role DA has already established in environmental applications and the opportunities offered by the Internet. I have included an illustrative set of new references from a wider range of journals without repeating those already included in .
I start by looking into the strengths, weaknesses, opportunities, and threats (SWOT) of the field of applications based on DA techniques, especially MAUT and MAVT, and including Value Focused Thinking. This helps to determine if the field is in a healthy state as concluded by .
Strengths
Clearly the main strength is the theoretical basis of MAUT and MAVT models, which justifies the prescriptive approach provided the problem owners accept the related rationality assumptions. There are comprehensive textbooks on DA and methods are also briefly covered in many general OR texts. Now there also is literature on the structuring phase (e.g., Keeney 1992 , French et al. 1998 , and Belton and Stewart 2002 as well as on environmental applications (e.g., Jensen 1992 , Cothern 1996 , and Hobbs and Meier 2000 .
Weaknesses
The recent book by Hobbs and Meier (2000) is a welcome addition to the applications literature, which has almost completely ignored the possibility of the occurrence of the well-demonstrated human biases in modelling and elicitation procedures (Weber and Eisenführ 1993) . In most application papers there are no reports on the verification or testing of the procedures to guarantee that the respondents have understood the questions as intended. Many of the projects seem to have been based on questionnaires without the possibility of immediate feedback on the consequences of the replies. Computer-supported interviews provide an alternative approach (Marttunen and Hämäläinen 1995) . The effects of computer support, if used, on the decision quality is not reported. In general, the role and importance of the interaction of the problem owner and decision analyst receive little attention in the value elicitation phase.
One of the surprising weaknesses is the lack of literature on bias-resistant analysis procedures. How should one use DA methods safely, i.e., so that the procedures would not produce misunderstandings and incorrect or biased results? These issues are, however, finally receiving more attention (Keeney 2002, Belton and Stewart 2002) . The risk of bias is a problem both in value elicitation and in the model structuring.
HÄMÄLÄINEN Comment
The structure of the value tree can easily be the origin of a number of undesired phenomena (see, e.g., ). Our research with real stakeholders has revealed that attribute splitting can be a big problem. Members of the general public seem to have great difficulties in the consistent adjustment of their responses when the number of attributes is changed (Hämäläinen and Alaja 2003) , while engineering students do, indeed, succeed (Pöyhönen and Hämäläinen 2000) . This raises questions on the procedures used in the applications, in particular, when prescriptive decision aiding is the objective. The review by discusses decision conferencing too narrowly and even misleadingly. The original two-day format (Phillips and Phillips 1993 ) is rarely satisfactory. Currently there are different ways to carry out such events ranging from spontaneous analysis sessions (Hämäläinen and Leikola 1996) to facilitated workshops of different length often preceeded with advance structuring sessions (see, e.g., , Salo et al. 2003 . There are also consulting companies offering support for group moderation processes (see, e.g., www.metaplan.com) as well as very simple but efficient structuring tools such as the mindmap (see, e.g., www.mindmapper.de). Practitioners clearly would be interested in comparative analyses on the pros and cons of these different approaches to group facilitation.
The procedures of achieving successful real stakeholder participation seldom follow the original decision conference scheme. Environmental problems, in particular, have shown that this, in fact, still remains a challenging research topic (Renn 1999 , Gregory 2000 . One of the main issues is to find ways to guarantee that the stakeholders are interested in working together for a value based decision. Here a new approach, the decision structuring dialogue, has been successfully introduced into environmental applications (Slotte and Hämäläinen 2003) .
Opportunities
The Internet provides great opportunities. The first web-based MAVT software Web-HIPRE (www. hipre.hut.fi) was released in 1998 Mustajoki 1998, Mustajoki and Hämäläinen 2000) . The fact that a public site is widely accessible encourages researchers and practitioners to try value tree analysis in new applications. This software allows you to use the MAVT and AHP approaches in parallel; they can be combined if desired. Now visitors can also easily test the results with different procedures. Those used to work with AHP can find a bridge to MAVT by observing the possibility of the convergence of the results Hämäläinen 1997, Pöyhönen and . The Decisionarium site (Hämäläinen 2000) also offers more advanced DA software that supports negotiations and decisions under incomplete information. The Smart-Swaps software (www.smart-swaps.hut.fi), which supports the Even-Swaps method, is also now available (Hämäläi-nen et al. 2003) .
The possibility to access web-based learning sites will be a valuable way to support practitioners in the future. The site developed in the Systems Analysis Laboratory, Helsinki, Finland (www.mcda.hut.fi), allows visitors to customize learning modules by the available interactive software, videoclips, slide presentations, and text material (Hämäläinen 2002) .
The need and demand for decision support in environmental problems is growing in a rapid pace. Even if decision analysts have long been active in the field of energy, one should not ignore the other environmental application opportunities. Without going into detail, it is possible to identify some areas where DA and models are already widely applied. These include forestry (Rauscher et al. 2000, Kangas and Kangas 2002) , agriculture (Hayashi 2000) , land use (Beinat and Nijkamp 1998), and water resources (Marttunen and Hämäläinen 1995 , Håkanson et al. 2000 , SonciniSessa et al. 2000 . The impact of different processes and products producing greenhouse effects is analyzed in the important research field of environmental life-cycle assessment (LCA). Many of its indexes and tools seek to produce scientifically justified multiattribute evaluations of the impacts of products and processes. LCA researchers have actually been developing a parallel methodology to what there already is in MAVT. It is only recently that the theoretical basis of value tree analysis has been introduced into the LCA community (Miettinen HÄMÄLÄINEN Comment and Hämäläinen 1997, 1999; Geldermann et al. 1999; Seppälä and Hämäläinen 2001) . It is quite likely that today there are many more DA-oriented groups in environmental institutions than in corporations. There is also an increasing number of DA courses offered in environmental departments. One example is the course at Duke University (www.duke.edu/∼meb6).
I think that the large AHP literature (see references at www.expertchoice.com/hierarchon) and the related research community should not be ignored but seen to offer an opportunity and challenge. One should be interested in understanding the reasons for the wide use of AHP. There is a lot to be gained from this. I would assume that most of the individual practitioners who have chosen to work with the method, have not made a deliberate choice between AHP and MAVT. The explanation is not likely that AHP practitioners would avoid MAVT models because of the differences in the axioms or because the latter can be used in a prescriptive way.
My personal feeling is that the interest in AHP is likely due to the attractiveness of its elicitation procedure, which includes redundancy, easy-to-read basic literature, well-marketed computer support, as well as the active promotion of the method by its proponents. With a growing emphasis on these same issues it would not be difficult for MAVT to become as popular as AHP. Learning about MAVT and how to use the AHP procedure correctly in the MAVT way could easily become an encouraging experience for AHP practitioners and a stepping stone toward more advanced DA techniques.
Threats
One of the main threats is too narrow a definition of what DA is and the narrow basis of the key people in the field. This latter concern is also pointed out in . We in the DA community can attract future researchers by growth and healthy development based on openness. Young talented people, who are looking for challenges along new lines of thought tend to avoid closed professional groupings. Based on this realization, we should remain open and accessible and reach out for innovative, even experimental, applications including the possibility of integrating DA with other models and approaches.
As noted above, the continuing AHP phobia can also be seen as a threat to the growth of the applications field. If there is no active bridge building between the DA and AHP communities, the latter may continue to grow on its own without ever referring to DA. AHP researchers have strong ties to practitioners, and the relationship has created a situation where many decision modelling practitioners consider AHP the norm choice for a multiattribute evaluation method.
The list of papers on applications based on AHP and on other multicriteria methods is vast (see www.expertchoice.com and, e.g., Belton and Stewart 2002) . Some of these applications seem purely academic but clearly there are real ones as well. Is this literature really uninteresting, or are the practical problems addressed not real? Why is it that these researchers have chosen to work with a non-DA technique? Presumably, a value tree model would have been appropriate in most cases where another model was used. Why is it that practitioners-who do not have a stake in the academic rivalry between the schools of thought-select non-DA tools and approaches?
Future Directions
A general future trend not envisioned in the review is the integration of MAVT/MAUT with other evaluation models into decision support systems (DSS), which include other modules like simulation and multiobjective optimization. Reports of such systems can be difficult to find as they are often published in specialized journals outside the OR field. Many such multimodel systems have already been used in the every day practice of environmental planning and policy analysis (see, e.g., Hobbs and Meier 2000 and Kangas 2002) .
A growing trend is also that DA and geographical information systems (GIS) are coupled together in many environmental and logistics applications (Keisler and Sundell 1997 , Beinat and Nijkamp 1998 , Joerin and Musy 2000 , Store and Kangas 2001 Decision makers do not always behave according to the rationality of the economic man. Evolutionary processes have created other kinds of heuristics, which seem to have been successful in many situations Todd 1999, Gigerenzer and Selten 2001) . It would be an interesting challenge to see if some elements of these heuristics could be introduced into DA models to help decision makers. Is there something to be learned from the viewpoint of prescriptive decision support?
The pioneers of DA have confirmed the need for a reversed problem-driven way forward. The bestseller book Smart Choices by does not explicitly discuss DA. However, it gives a clear procedure for approaching decision problems by value structuring and the Even Swaps trade-off method. So far, there have not been many academic papers on applications of the method, but those published (see, e.g., Gregory and Wellman 2001 and Kajanus et al. 2001 ) do strongly refer to the DA literature.
DA in European Journals
Even though note that the number of reported DA applications has diminished in European journals, this is most likely not the complete picture. Many Europeans already seem to be have taken the reversed problem-driven perspective. If one adopts a broader view of DA that covers a broader set of quantitative decision models for normative decision support, including models that may violate conventional axioms of consistent choice, the European DA scene, indeed, seems to be well and alive. This is characterized by lively publication activity within the context of several schools of thought. One should also note that AHP and other kinds of decision analytic evaluation models have been widely applied in Asia also, especially in China and Japan. Thus, even if compelling arguments can be presented in support of the widely heralded axioms of consistent choice, these "other" methods may nevertheless have appealing qualities from which other DA researchers and practitioners might learn. Arguably, the increasing fragmentation of the DA field may be detrimental, particularly if the proponents of alternative methods continue to disparage each other, thus confusing prospective DA customers.
Assuming that the DA field has truly matured over the past few decades (even in the sense that researchers in other fields have adopted DA methods), one would expect that the number of reported DA applications in non-DA journals has grown. In this regard, the narrow focus of this review on DA in OR/MS journals seems restrictive. Exciting DA applications are often published in journals where the targeted readership is more concerned with the potential impact of DA techniques than the methodological technicalities of the application of DA.
Introduction
We thank Scott B. Cantor and Raimo P. Hämäläinen for useful comments on our article "Perspective on Decision Analysis Applications, 1990 Applications, -2001 We have some specific responses to their individual comments, but we will begin with some general statements. The intent of our article is to provide a comprehensive listing of decision analysis applications published between 1990 and 2001 in the 16 journals that we surveyed, and to use this survey to identify, and provide perspective on, trends and developments in decision analysis applications. By comprehensive we mean that a reader of our article can be assured that all decision analysis applications that appeared in those journals over the specified period of time are listed in our article. We defined what we mean by decision analysis applications in our articlesee its fourth paragraph-but Cantor and Hämäläi-nen both raise concerns about the scope of what we cover under the term decision analysis, so additional discussion may be useful (Cantor 2004 , Hämäläinen 2004 .
We use decision analysis as this term is used in the traditional early references by Raiffa (1968) , Howard (1968) , and Keeney and Raiffa (1976) , or in more recent books, such as Clemen (1996) or . This definition is consistent with that used in and facilitates comparisons between that article and the current one in identifying trends between the periods covered. We did not include applications of the Analytic Hierarchy Process (AHP), fuzzy sets, multiple-criteria decision making, cost-benefit analysis, cost-effectiveness analysis, traditional mathematical programming, or any of the large number of other methods that are used to aid decision making. Each of these methods can be
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Concluding Comments
A criticism by Cantor and Hämäläinen is that our scope was too narrow in terms of what we considered to be "decision analysis." In our judgment, the definition of the term decision analysis is fairly settled now after more than 35 years of use. The fact that there are distinct, recognized communities of researchers and practitioners for related activities such as the AHP and multiple-criteria decision making indicates that they are at least somewhat different from decision analysis. This is not meant to imply that those other approaches to aiding decision making do not have value, but simply that they differ from decision analysis as conventionally defined in the same way that physics and chemistry differ from each other. Of course, it has long been recognized and has been demonstrated in practice that combining decision analysis with other analytical methods (for example, optimization) can be useful, just as it can be useful to combine methods from physics and chemistry to attack certain problems. However, we believe that the core of decision analysis is now well established, and that we have used the generally understood definition in selecting the applications that were included in our article.
