In an earlier paper we gave an approximation theory of focal points and focal intervals. The fundamental purpose of this paper is to show that the ideas and methods ofthat paper can be used to give an approximation theory for oscillation for linear selfadjoint differential (and integral-differential) equations. These methods follow from the theory of quadratic forms given by Hestenes.
Preliminaries.
In this section we give the approximation hypothesis, the focal point hypothesis, and basic results required for the remainder of this paper, sé will denote a real Hilbert space with inner product (x, y) and norm ||x||=(x, x)1'2. Strong convergence is denoted by xQ^>x0 and weak convergence by x"->x0. For the sake of convenience the next three paragraphs describe properties that occur throughout this paper.
Let 2 be a metric space with metric p. A sequence {crr} in S converges to er0 in 2, written oT->o0, if limr=00 p(ar, cr0)=0-F°r each oinzZ let sé(o) be a closed subspace of sé such that (la) if 0r-^oo, xr in sé(ar), xT->-y0 then y0 is in sé(o0);
(lb) if x0 is in sé(o0) and e>0 there exists á>0 such that whenever p(a, o0)<°> there exists x" in sé(a) satisfying ||jc0-xj|<e.
For each a in S let J(x; a) be a quadratic form defined on si (a) with J(x, y; ) the associated bilinear form. For ;-=0, 1, 2, • • ■ let xr be in si(or), yT in si(rsr) such that: if xr-*x9, yr=>y0 and <rr-*-o-0 then (2a) lim J(xr, yT; oT) = J(x0, y0; a0); r=oo (2b) lim inf J(xr; or) _ J(x0; o0); and (2c) lim J(xr; oT) = J(x0; o0) implies xr => x0.
r=oo Let a, b be real numbers (a<b) and define A= [a, b] . Let {Jf(X):X in A} be a one-parameter family of closed subspaces of si such that Jf (a)=0, 0F(b) = si, and Jf(Xx)^Jf(X2) whenever Xx, X2 in A, XX<X2. In this paper we will require one or both of the additional hypotheses:
(3a) Jf (A«) = H Jf(X) whenever a ^ X0 < b, and (3b) JT(Ao) = U ¿f(A) whenever a < X0 ^ 6, is satisfied. We note that S denotes the closure of S. The signature (index) of a quadratic form Q(x) on a subspace 3S of si is the dimension of a maximal, linear subclass fé" of 38 such that x^O in <ë implies Q(x)<0. The nullity of ö(x) on ^ 's tne dimension of the set 38n={x in 3S\Q(x, y)=0 for all y in á?}. The vector x is said to be a g null vector of ^.
We now define the spaces 3#(p) which "resolve" the space si(o). Inequality results are then given relating the signatures s(/u) and n(p) to s(/u0) and n(p0). Theorems 1, 2, and 3 are proven in [2] .
Let M= A x S be the metric space with metric d defined by d(px, p2) = \X2 -Xx\+p(o2, ox) where px = (Xx, ox) and p2 = (X2, a2). For each p -(X, a) in M define J(x; p,)=J(x; a) on the space 3S((x) = si(a)c\^C(X). Let s(p)=s(X, a), n(p)=n(X, a) denote the index and nullity of J(x;p) on 0*0*). Furthermore (7) n(X0, ao) -0 implies s(X, a) = s(X0, a0) and n(X, a) = 0.
2. Oscillation for quadratic control problems. In this section we give a new definition of oscillation. It is immediate that this definition reduces to the usual definition for the usual (normal second order) problems. It appears that this definition is the natural one to use for higher order quadratic control and integral equation problems, approximation results, eigenvalue problems, quantitative results, and more abstract systems.
Thus let
is given relative to a one-parameter family Jf (X) (a^X^b) of arcs (x, u) satisfying the control equation
and the boundary conditions
In the above x(t) is absolutely continuous; x(t) and u(t) are square integrable; A, £=£*, and Q are square integrable; B, M, N and £=£* are essentially bounded and measurable. The vectors x and u are respectively n and q dimensional while the symbol "*" denotes matrix transpose. In addition we assume J(x) is elliptic in the sense of Hestenes (see [1] ). The following theorem is given in [4] . hold on a^t^X. Thus x is in .5?0(X) if and only if (9) and (10) hold and (11) holds on a^t^X.
The control problem gives by (8), (9) and (10) is oscillatory of degree m if s(b)=m. Equation (11) is oscillatory of degree m on a^t^b if there exist vectors (x, u, p, v) satisfying the above continuity conditions, such that (x, u) is J orthogonal to Jt'(b) and the well defined associated control problem is oscillatory of degree m. In this case the vector (x, u) is an oscillatory solution of degree m on a^t^b.
Equation (11) is oscillatory if for any integer M>0 there exist real numbers a<b such that equation (11) is oscillatory of degree m on a^t^b and m^M. Finally equation (11) is nonoscillatory if it is not oscillatory.
Since the reader may be lost, we remark that the "simplest" quadratic form represented by (8) and (9) is J(x)= J" [r(t)x'2-p(t)x2] dt whose associated Euler's equation is (rx')'+px = 0. We assume r(t)>0, r(t) and p(t) are piecewise continuous, and that primes denote dérivâtes. The signature s(X) increases by one at each point X (a<X<b) for which a nonzero solution of the second order differential equation vanishes at both t=a and t = X. The nullity n(X)= 1 at such points and equals zero at all other points.
We note that these procedures can be used for quadratic forms such as J(x) = pR^O*!/'(0*K0dt (*,ß=l,---,p;i,j = 0,---,n) Ja whose associated Euler's equations are integral-differential equations and for quadratic forms associated with partial differential equations.
Oscillation points and oscillation intervals. Assume for each a in 2
we define r* (8a)ff J(x; a) = 2co"(f, x, u) dt, Ja where (8b), 2coa = x*Pa(t)x + x*Qa(t)u + u*Q*a(t)x + u*R"(t)u is given with arcs (x, u) in (cr) satisfying the control equations (9a)" x = Aax + Bau (a < t < b),
and the boundary conditions (10) with X=b. Furthermore, assume that Ra(t), Ma(t), Aa(t) etc. satisfy the conditions in §2 for R(t), M(t), A(t) etc.
and that (1) and (2) hold. Let B(X, a) be the set of all arcs (x, u) satisfying (9X, and (10) with A", Ba, M", and Na respectively replacing A, B, M, N in (9) and (10). Let s(X, a) and n(X, a) be the respective index and nullity of J(x; o) on B(X, a).
Let On in 2 be given. A point Xn at which s(X, a0) is discontinuous will be called an oscillation point of J(x; o0) relative to {H(X):X in A}. The difference s(X0+0, <Jn)-s(Xn, o0) will be called the order of X0 as an oscillation point (of o-"). An oscillation point X0 is counted the number of times equal to its order. In the above s(X0+0, o0) is the right-hand limit of s(X, a) as X-+Xn from above. The quantity s(X0-0, o-0) is similarly defined. Thus x is in B(X, a) if and only if the following equations hold in the "o-" notation (9)a, (10) and (11) ona<f£L It has been shown in [1] that (3b) implies s(X -0, o0)=s(X, o0) while (3a) and the disjoint hypothesis of Theorem 5 imply s(X+Q, o0)=s(X, o0). Thus if Xn(o) («=1,2, 3, • • •) is the «th oscillation point with respect too-we have Theorem 5. Assume (3) holds. Let a0 in 2 be given such that X', X" in A, a^X'<X"^b imply the J(x; rr0) null vectors on 33(X', o0) and 3S(X", o0) are disjoint. Assume X' and X" are not oscillation points of an (a^X''<.X" <b) and there exist exactly k oscillation points of on on (X', X"). Then there exists £>0 such that p(a, o0)<e implies there are exactly k oscillation points of a on (X', X").
In fact, //^"(o,0)_A"+1(ff0) = ' ' ' = ^n+k-i(ao) are tne k oscillation points of o0 on (X', X") then Xn(o)^Xn+x(o)^-
• '^Xn+k_x(o) are the k oscillation points of a on (X', X").
Assume s(X', o0)=n, then by the above remark s(X", On)=n+k-\ and n(X', On)=n(X", (T0)=0. By (7) If we assume that the disjoint hypothesis of Theorem 5 does not hold we obtain an oscillation interval theory. In this case condition (3) implies that if xQ is aJ(x; o") null vector of 3 §(Xn, <r0) then er0 belongs to a proper closed subinterval Ax= [X', X"] of A where AX={X in A:x0 isaJ(x; o0) null vector of S&(Ä, o0)}. [2] shows that oscillation intervals can be well defined in the same way as focal intervals. They can also be counted exactly as the focal intervals in [2] . Oscillation intervals are important as oscillation points are the endpoints X" of the interval A, described above.
4. An example. For ease of presentation we will consider the quadratic form J(x)=$a [r(t)x"2 -p(t)x2] dt which is associated with the fourth order equation (rx")"-px=0. The fundamental Hilbert space is the set of arcs x(t) satisfying x e C'[a, b], x is absolutely continuous and x" e L2 [a, b] . In this example we consider the discrete approximation case. Thus define J(x; 0)=J(x) and se(0) to be the Hilbert space of functions satisfying the above conditions such that x(a)=x'(a)=x'(b)=x'(b) = 0. The general 2«th order case (in our example n = 2) is an immediate modification of this example and is left to the reader. Note that our procedures give an efficient algorithm for numerical calculation of oscillation points.
For cr=l/rt define the partition
The space sé(o) is the space of spline function of degree 3 (or order 4) having knots at 7r(cr). Assume r(t) and p(t) are continuous; rÁt)=r(ak) if ' e [«*, ak+i) and rÂb)=r(an_x); pa(t) likewise defined and J(X; a)= $1 [ra(t)x"2-pa(t)x2]dt defined on the space sé(o). Let JT(X) denote the subspace of sé(o) such that x in J^(X) implies x(r)=0 on X^t^b. Furthermore, let 38(p)=^(X)r\sé(a).
Since the space sé(o) for cx#0 has a basis, each element of which has support on at most 4 intervals, the problem of finding s(X, o) and n(X, a) reduces to that of finding the number of negative and zero eigenvalues of a real, symmetric matrix Dtj(X, a) which has nonzero entries only if |i-y'|<3. For fixed cr the function s(X, a) can be found by a modification of the usual Sturm sequence arguments; it represents the number of negative eigenvalues of the matrix DU(X, o). Note that for fixed cr, D(X, a) is "expanding" in X, and is of order kxk if ak^X<ak+1.
The approximation results in Theorems 1, 2, 3 and Theorems 5, 6, 7 hold since the extremal properties of splines can be used to show that conditions (1) and (2) are satisfied (see [5] ).
