This paper reviews some results on reversibility of Markov chains and itʼs applications to storage processes according to the O -sawaʼs papers. He has studied this theme since 1985. have been obtained about these problems, some of them are reviewed in this paper.
Reversibility
We consider a Markov chain { , } n X n Z   X with the state space S where Z is the set of all integers. In this paper, "Markov chain" means "Markov process in discrete-time". Let ( , , P) S F be a probability space and assume that X has transition probabilities P(x, A), i.e., 
Definition
If there exists a measure  satisfying that (Rev1) ( ) ( , ) ( ) ( , ), for an y , ,
then a Markov chain X is said to be reversible and  is called a reversible measure.
Remark2.1 Consider the Markov chain X on the real line R with transition densities ( , ), , ,i.e., ( , ) ( , ) .

A p x y x y R P x A p x y dy Î = ò
Then (Rev 1) is rewritten as ( ) ( , ) ( ) ( , ), for any , , p x p x y p y p y x x y R = Î where ( ) p × is a measurable function on R.
Remark2.2
Consider the Markov chain X on Z with transition probabilities ( , ), , , i.e., ( , ) (1) (Rev1) is equivalent to ( , , , ) ( , , , ) with probability 1, 
is the stationary distribution of X.
Markov chains with atoms
Let  be a state such that 
Then X is reversible if and only if the transition probability P satisfies
In the above theorem, a reversible measure is given by
Re mark2.3 If the Markov chain X in Remark 2.1 has an atom  in Theorem 2.3, then (Rev 2) is rewritten as
We now consider the Markov chain with several atoms. Let be the atoms and denote the set of all atoms by , that is,
Suppose that a Markov chain X has the set of atoms as above and the transition probability P satisfying
Then X is reversible if and only if there exists constants 0
Re mark2.4 Consider the Markov chain X in Remark 2.2 having a state such that ( , ) 0 p i  > for any i Z Î . Then X is reversible under the condition;
where ( ) g x is a measurable function on the measurable space ( , ) S F . Clearly, the process { } n X is a Markov chain and said to be a Markov increment process (MIP).
MIP on the real line
Suppose that the state space is the real line, S R = , or itʼs subset and { } n U has a distribution function U(x) with a density function u(x). We make following assumptions;
• u(x) is continuous at x = 0.
• u(x) is differentiable at x = 0 from the right and the left.
ln this paper, we describe time-reversibility of following processes. Suppose that u(x)=0 for x K > .
Transition probabilities are given by
We have followings for reversibility of the above processes.
Theorem3.1
(1 
where , 0 a b> and ab c a b = + .
Re mark3.1 If u(x) is the symmetric probability density with respect to x = 0, then the MIP process is reversible but not time-reversible. Thus there are not time-reversible MIP processes.
MIP with discrete-states
Suppose that the state space is the set of all integers or itʼs subset and has a probability function . ln this section, we describe time-reversibility of following processes.
(D1) Markov Additive Process （ ） Consider the function , then the process , defined by , is written as DMAP process.
It has transition functions , (D2) Lindley Process （DLP）
The Lindley process is a kind of MIP defined by the function
The state space is the set of all non-negative integers . 
where , and satisfy 
Reversibility of queueing processes
In this section, we describe reversibility of following queueing processes.
[1] Waiting-time process in the ordinary queue [3] Quasi-reversibility
In the above systems, we can see the property that the departure process is the same probability law as the arrival process. This is called the quasi-reversibility. This property has the essential role that the system has the product-form solution in queueing networks with timereversible nodes.
Quasi-reversibility
In the above sections, we found that there are few systems having time-reversibility. However, it is known that there are many systems having quasi-reversibility Consider the discrete-time storage model with discrete states as follows. Let be the number of arriving items just after time n, and be the number of departures at the end of n th slot. Then the system states , the number of items at n th time epoch, is defined by 
