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Abstract
In 1979 Yao published a paper that started the field of communication complexity and
asked, in particular, what was the randomised complexity of the Equality function (EQ)
in the Simultaneous Message Passing (SMP) model (for the question to be non-trivial,
one must consider the setting of private randomness). The tight lower bound Ω(
√
n) was
given only in 1996 by Newman and Szegedy.
In this work we develop a new lower bound method for analysing the complexity of
EQ in SMP. Our technique achieves the following:
• It leads to the tight lower bounds of Ω(√n) for both EQ and its negation NE in the
non-deterministic version of quantum-classical SMP, where Merlin is also quantum
– this is the strongest known version of SMP where the complexity of both EQ and
NE remain high (previously known techniques seem to be insufficient for this).
• It provides a unified view of the communication complexity of EQ and NE , allowing
to obtain tight characterisation in all previously studied and a few newly introduced
versions of SMP, including all possible combination of either quantum or randomised
Alice, Bob and Merlin in the non-deterministic case. Arguably, it also simplifies the
previously known lower bound proofs.
Our characterisation also leads to tight trade-offs between the message lengths needed
for players Alice, Bob, Merlin, not just the maximum message length among them, and
highlights that NE is easier than EQ in the presence of classical proofs, whereas the
problems have (roughly) the same complexity when a quantum proof is present.
We also construct new protocols for EQ and NE that achieve optimal trade-offs in
the “asymmetric” scenarios when the (qu)bits from Merlin are either cheaper or more
expensive than those from the trusted parties. Along the way, we give tight analysis of
a new primitive, where a honest classical and an untrusted quantum parties help a third
party to obtain an approximate copy of a quantum state.
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1 Introduction
The Equality function (EQ) and the Simultaneous Message Passing model (SMP) are among
the longest-studied objects in communication complexity: When in 1979 Yao published his
seminal paper [19] that introduced communication complexity, EQ was repeatedly used as
an example (under the name of “the identification function”), SMP was introduced (referred
to as “1 → 3 ← 2”), and determining the SMP complexity of EQ was posed as an open
problem.
Being one of the weakest models that has been studied in communication complexity, SMP
is, probably, the most suitable for studying EQ . While in several natural variants of SMP
the complexity of EQ varies from constant to Ω(
√
n), in the most of more powerful setups
EQ can be solved by very efficient protocols of at most logarithmic cost.1 That happens due
to the fact that EQ becomes very easy (even for SMP) in the presence of shared randomness,
and virtually all commonly studied stronger models can emulate shared randomness at the
cost of at most O(log n) additional bits of communication.
The standard SMP setting involves three participants: the players Alice and Bob, and
the referee; each of them can use private randomness. The input consists of two parts, one is
given to Alice and the other to Bob; upon receiving their parts, the players send one message
each to the referee; upon receiving the messages, the referee outputs the answer. Depending
on the considered model, each player can be deterministic, randomised or quantum. In the
non-deterministic regime, there is a third player called Merlin, who knows both Alice’s and
Bob’s parts of the input, and who sends his message to the referee, but is a dishonest person
whose goal is to convince the referee to accept.2 All players are assumed to be computationally
unlimited, and the cost of a protocol is the (maximum) number of (qu)bits that the players
send to the referee. Unless stated otherwise, we consider the worst-case setting, where a
protocol should give correct answer on every possible input with probability at least 2/3.
Yao’s question about the SMP complexity of EQ was answered seventeen years later, in
1996, by Ambainis [4], who gave a protocol of cost O(
√
n), and by Newman and Szegedy [16],
giving the matching lower bound Ω(
√
n). Babai and Kimmel [5] showed the same lower bound
shortly afterwards using a simpler argument. The above results address the “basic” version of
SMP, where all the participants are randomised and no shared randomness is allowed (recall
that otherwise SMP becomes “too powerful” for EQ).
In 2001, Buhrman, Cleve, Watrous and de Wolf [6] considered the version of SMP with
quantum players and gave a very efficient and surprising protocol solving EQ at cost O(log n),
and showed its optimality. In 2008, Gavinsky, Regev and de Wolf [9] studied the “quantum-
classical” version of SMP, where only one of the players could send a quantum message, and
they showed that the complexity of EQ in that model was Ω
(√
n/ log n
)
(which was, tight
up to the multiplicative factor
√
log n by [16], and was improved to Ω(
√
n) in [12]) .
1The communication complexity of EQ becomes n in the most of deterministic models, but those results
are usually trivial and we do not consider the deterministic setup in this work (except for one special case
where a “semi-deterministic” protocol has complexity O(
√
n) – that situation will be analysed in one of our
lower bound proofs).
2Note that Merlin’s message is only seen by the referee, and not by Alice and Bob. Letting the players
receive messages from Merlin prior to sending their own messages would contradict the “simultaneous flavour”
of the SMP model. Practically, that would make NE trivial; while the case of EQ is less obvious, we believe
that the techniques developed in this work would be useful there as well.
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Type Task Lower bound Non-trivial upper bound Tight bound
of SMP (assuming ab = o(n)) (skipping O) on a+ b+m
RRR EQ m = Ω(n) (log n, log n, n) Θ(
√
n)
NE m = Ω(n/a + n/b) (a, a, n/a) Θ(
√
n)
QRR EQ m = Ω(n) (log n, log n, n) Θ(
√
n)
NE m = Ω(n/a + n/b) (a, a, n/a) Θ(
√
n)
RRQ EQ m = Ω(n/a + n/b) (a log a, a log a, n/a · log n) Θ(√n)
NE m = Ω(n/a + n/b) (a, a, n/a) Θ(
√
n)
QRQ EQ m = Ω(min{n/a, n/b}) (log n, b log b, n/b · log n) Θ(√n)
NE m = Ω(min{n/a, n/b}) (log n, b log b, n/b · log n) Θ(√n)
Table 1: Summary of results: complexity of (a, b,m) protocols.
1.1 Our results
In this work we revisit the question about the SMP complexity of the Equality function
EQ and its negation NE (the two cases are different in the context of non-deterministic
models). We give a complete characterisation of the complexity of EQ and NE in a number
of new non-deterministic SMP models corresponding to all possible combinations of either
classical or quantum Alice, Bob, and Merlin. Moreover, our characterisation also covers the
“asymmetric” scenarios when the (qu)bits from (untrusted) Merlin are either cheaper or more
expensive than those from the trusted parties.
Let us denote the type of a non-deterministic SMP model by three letters, like QRQ, RRQ,
RRR etc., where the letter in the corresponding position determines whether, respectively,
Alice’s, Bob’s or Merlin’s message is quantum or randomised. We will say that a protocol is
“(a, b,m)” if Alice, Bob and Merlin sends at most a, b and m (qu)bits, respectively.
Our results for all possible types of protocols are summarised in Table 1. As it was
shown in [4] that both EQ and NE can be computed without any message from Merlin if
ab = const · n and a, b ≥ log n, we present our hardness results via lower bounds on m as a
function of of a and b, assuming ab = o(n). Note that we are closing the gap left by [9], as
our results about non-deterministic SMP complexity of EQ imply that its quantum-classical
complexity is also in Ω(
√
n). This result has also recently been obtained by Klauck and
Podder [12].
One of the key ingredients in our lower bound method is a tight analysis of a new com-
munication primitive that we call “One out of two”, which might be of independent interest:
• Alice receives X1 and X2, Bob receives Y .
• It is promised that either X1 = Y or X2 = Y .
• The referee has to distinguish the two cases.
The problem closely resembles EQ , but can be shown to be easier in some situations: We
show that its quantum-classical SMP complexity is Ω(
√
n), and here the interesting case is
when Alice’s message is quantum (the case of “quantum Bob” can be handled relatively easily
by previously known techniques). A new method developed for its analysis can be viewed as
the main technical contribution of this work.
2
In all cases we are showing tightness of our bounds even for arbitrary trade-off between
a, b and m (Table 1). For that we demonstrate two protocols: one for NE in RRR, and one
for EQ in QRQ and RRQ. For the latter, we combine the protocol of [6] for EQ with a new
primitive in quantum communication, which might be of independent interest:
Assume that both Alice and Merlin know the classical description of a quantum state on
log n qubits. Another player, the referee, wants to obtain one approximate copy of this state.
Alice is trusted, but can send only classical information; Merlin can send quantum messages,
but not be trusted. For which message lengths a and m from, respectively, Alice and Merlin
can this be achieved? We call this problem “Untrusted quantum state transfer” and give a
tight analysis, up to log-factors. We show that, essentially, am = Θ˜(n) is both enough and
required.
2 Organisation
The remainder of the paper is organised as follows: Section 3 contains the preliminaries for
the rest of the paper. In Section 3.3 we present our new lower bound technique, which we
further extend in Section 4. Our main results, lower bounds and matching upper bounds for
NE and EQ in different versions of the SMP setting, are given in Sections 5 and 6. Section 7
contains a detailed analysis of the “Untrusted Quantum State Transfer” problem, and based
on this we sketch an RRQ protocol in Section 8. Finally, unrelated to our results for NE and
EQ , we give an RRR protocol for the Disjointness problem (Section 9).
3 Preliminaries
3.1 Definitions of models
We assume familiarity with communication complexity, referring to [14] for more details
about classical communication complexity and [18] for quantum communication complexity
(for information about the quantum model beyond what’s provided in [18], see [17]).
In an SMP protocol there are players Alice, Bob, Merlin, who send messages to Referee.
None of the parties share any public randomness or entanglement. Alice, Bob, Merlin send
messages to Referee, who computes the function value. Alice, Bob, Merlin never communicate
with each other. We always allow private randomness to be used.
We will refer to SMP protocols by shorthands like QQ, QRQ, etc., which denote who is
sending what type of message. E.g. QR refers to a protocol in which Alice sends a quantum
message and Bob a classical message. QRQ refers to the situation where Alice and Merlin
send a quantum message, Bob a classical message. We do not consider the situation where
Merlin sends a message, but either Alice or Bob do not, i.e., QQ, QR, RR refer to Alice and
Bob alone.
An (a, b,m)-protocol is one in which the message lengths of player Alice, Bob, Merlin are
O(a), O(b), O(m) respectively. So for example, we will consider QRQ (log n,
√
n log n,
√
n log n)-
protocols.
3.2 Quantum states and the swap-test
We refer to [17] for general quantum background.
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The trace norm on matrices A is defined by ||A||t def= Tr
√
AA†. We will make use of the
trace distance between two mixed quantum states ρ, σ, which is defined as || ρ− σ||t.
Another popular measure of distinguishability between quantum states is the fidelity,
which is defined by F (ρ, σ) = ||√ρ√σ||t. Fuchs and van der Graaf [8] show the following
relation between the two.
Fact 1. For any two mixed states ρ, σ we have
1− F (ρ, σ) ≤ 1
2
||ρ− σ||t ≤
√
1− F 2(ρ, σ).
We need the main result of [6] regarding the so-called swap-test. The swap-test takes two
quantum states and decides whether they are the same or not. While the original analysis
is given only for pairs of pure states, an analysis in [13] can be rewritten to establish the
following:
Fact 2. Given a pure state |φ〉 with density matrix φ and a mixed state ρ, the swap-test will
accept with probability exactly
1/2 +
F 2(φ, ρ)
2
.
3.3 The new lower bound technique
Let us illustrate the idea of our method by applying it in the usual (randomised) SMP regime.
Given a short “candidate protocol” we prove that it cannot solve EQ , as follows: Let A(X) be
the mapping (possibly, randomised) that Alice uses to create her message, and similarly for
B(Y ). The goal of the referee is to use the messages A(X) and B(Y ) in order to distinguish
between the cases X = Y and X 6= Y .
The new method is is based on constructing a distribution µ on {0, 1}n of high entropy,
such that X = Y chosen according to µ leads to messages A(X), B(Y ) with small mutual
information I[A(X) : B(Y )]. This implies that the referee’s state on input X = Y is close
to his state when X and Y are chosen from the same distribution µ each, but independently.
Since independent X and Y satisfy X 6= Y with high probability in the latter case (recall
that µ has high entropy) and the referee cannot distinguish the two situations, he cannot
decide EQ .
Suppose Alice sends k bits and Bob l bits. Assume we create 100 ·k independent samples
Bi of Bob’s message (for the same input X, but using different random choices each time).
With respect to uniformly-random X,
k ≥ I[A(X) : B1(X), . . . , B100k(X)]
=
∑
i
I[A(X) : Bi(X)|B1(X), . . . , Bi−1(X)].
Hence, for some i0, I[A(X) : Bi0(X)|B1(X), . . . , Bi0−1(X)] ≤ 0.01. We let µ be the distri-
bution of X, conditioned on some fixed “typical” values b1, . . . , bi0−1 of B1(X), . . . , Bi0−1(X).
Then the entropy of µ is at least n − O(kl) and the information between Alice’s and Bob’s
messages is small when X = Y ∼ µ – as required for our lower bound method to work.
Let us compare our technique with the one used in [5] (and later in [9]). There the main
idea was to amplify the success probability by making one player’s message longer, until that
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message can be made deterministic – thus forcing communication Ω(n) from that player’s
side. An advantage of this was that it could be applied to any function; the main disadvan-
tage for the special case of EQ was that this approach was “too demanding”, and could not
work in the stronger modifications of SMP.
Before going into the details of the proof, let us first look at the limitations of the previ-
ous techniques. For that we can use the “One out of two” problem that was defined in
the Introduction. Note that this problem naturally arises in the situation where a prover is
around: instead of providing a (quantum) proof that X 6= Y to the referee, Merlin may just
send a string Z to any of the players (say, Alice), that is supposed to be the input string of
the other player. Alice and Bob should cause the referee to accept if X 6= Y and Z = Y , and
the referee must certainly reject if X = Y , no matter what Z is.
From the communication complexity perspective, the “One out of two” is easier than EQ :
On the one hand, any protocol for EQ can be used to solve “One out of two”. On the other
hand, in the “semi-deterministic” model where Alice’s message is deterministic and Bob’s
message is randomised, the complexity of EQ is known to be Ω(n), while “One out of two”
can be solved by the following protocol3 of cost O(
√
n) that gives the correct answer with
probability at least 2/3:
• Alice and Bob fix an error-correcting code C : {0, 1}n → {0, 1}N , where N ≤ O(n)
and C(x) differs from C(y) on at least N/3 positions for every x 6= y. Additionally, let
N = k2 for some k ∈ N.
• Viewing the code-words of C as k×k Boolean matrices, Bob chooses a uniformly random
i ∈ [k], and Alice chooses the smallest j ∈ [k] such that C(X1) and C(X2) differ on at
least k/3 positions of the j’th row.
• Bob sends (i, bi) and Alice sends (j, a(1)j , a(2)j ) to the referee, where bi is the i’th column
of C(Y ), and a
(1)
j and a
(2)
j are the j’th rows of C(X1) and C(X2), respectively.
• If the i’th entries of a(1)j and a(2)j are different, then the referee answers “Xt = Y ”,
where t ∈ {1, 2} is such that the j’th entry of bi equals the i’th entry of a(t)j ; otherwise,
the referee outputs one of the two possible answers uniformly at random.
In all other variants of SMP considered in this work, the complexities of EQ and “One
out of two” are asymptotically equal. Nevertheless, the above protocol can be blamed for the
fact that a new lower-bound method is required in order to get the tight lower bound Ω(
√
n)
in the model of quantum-classical SMP (i.e., Alice is quantum and Bob is randomised). The
only previously known lower bound technique that we found applicable in this situation is
the one used in [9], namely
• Let c denote the communication cost of a classical-quantum SMP protocol that solves
the problem. Use the technique of Aaronson [1] to construct another protocol that solves
the same problem, where the quantum message of the original protocol is replaced by
a deterministic one of length O
(
c2 log c
)
.
3This protocol is an adaptation of the private-coin protocol for EQ given by Ambainis in [4].
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• Conclude that c = Ω
(√
d/ log d
)
, where d is the “deterministic-randomised” complexity
of the communication problem under consideration.
Obviously, in the case of the “One out of two” problem this only gives a bound Ω˜
(
n1/4
)
. The
argument can be improved (by considering the “asymmetric” version of the deterministic-
randomised-deterministic model) to give a bound Ω˜
(
n1/3
)
, but that seems to be the best
possible. An Ω˜
(
n1/3
)
bound can also be derived directly from the “Merlin removal” theorem
by Aaronson [3] combined with the above idea of making the quantum player deterministic.
In this work we circumvent this obstacle posed by the fact that the “One out of two”
problem does not need a long message from a deterministic Alice by developing a new lower
bound method for EQ in the SMP model. The new argument is very robust – in particular,
in its basic form it can be used to show the Ω(
√
n) lower bound for EQ in both classical and
quantum-classical versions of SMP, and its more involved version can be used to obtain the
tight bound for the “One out of two” problem, as well as for EQ in various non-deterministic
SMP settings.
To introduce our method, let us use it to give a new proof that EQ has complexity Ω(
√
n)
in the basic SMP model, where both Alice and Bob send a randomised classical message to
the referee.
Let P be a protocol, where Alice sends the message α(X,RA) when her input is X and
the random string is RA, and Bob sends β(Y,RB) when his input is Y and the random string
is RB . Let a and b denote the lengths of Alice’s and Bob’s messages, respectively. First we
let both X and Y come from the uniform distribution on {0, 1}n, modulo X = Y .
We are interested in the scenario where upon receiving Y , Bob produces a sequence of
messages β(Y,R1), β(Y,R2), . . . for mutually independent random values Ri. For all i ∈ N,
let Bi be the random variable that takes the value β(Y,Ri), and let A take the value α(X,RA)
– i.e., Bi is the i’th element in the sequence of B’s messages and A is Alice’s message. Define:
pi
def
= Pr
B′
1
,...,B′i−1
[
I
[
Bi : A
∣∣B1 = B′1, . . . , Bi−1 = B′i−1] > γ0],
where γ0 is a small constant, and the variables B
′
1, . . . , B
′
i−1 are distributed like B1, . . . , Bi−1,
respectively.
Observe that
I
[
Bi : A
∣∣B1, . . . , Bi−1] > pi · γ0,
and therefore by the chain rule,
I
[
B1, . . . , Bi : A
]
> γ0 ·
i∑
j=1
pi.
On the other hand, for every i ∈ N it holds that
I
[
B1, . . . , Bi : A
] ≤ h [A] ≤ a,
and so,
γ0 ·
∞∑
j=1
pi ≤ a.
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In particular, there exists t0 = O(a), such that
I
[
Bt0+1 : A
∣∣B1 = B′1, . . . , Bt0 = B′t0] < γ0 (1)
holds with probability at least 2/3 w.r.t. randomly chosen B′1, . . . , B
′
t0 .
To conclude, we need the following technical claim:
Claim 3. Let X be a random variable that is uniformly distributed over X , and let E be a
Boolean random variable with E [E] > 0. Then
log
(
1
E [E]
)
> log(|X |) − h
[
X
∣∣E = 1]− 3.
Proof of Claim 3. Let ν
def
= log(|X |), then
ν = h [X] ≤ ν · (1−E [E]) + h
[
X
∣∣E = 1] ·E [E] + h [E],
and therefore,
E [E] · (ν − h
[
X
∣∣E = 1]) ≤ h [E]. (2)
W.l.g. we may assume that h
[
X
∣∣E = 1] < ν − 3, and so,
E [E] <
1
3
. (3)
From (2) and (3),
E [E] · (ν − h
[
X
∣∣E = 1]) ≤ h [E]
≤ E [E] · log
(
1
E [E]
)
+ log
(
1
1−E [E]
)
≤ E [E] · log
(
1
E [E]
)
+ log (1 + 2E [E])
< E [E] ·
(
log
(
1
E [E]
)
+ 3
)
,
and the result follows. Claim 3
It follows that for every β1, . . . , βt0 ,
Pr [B1 = β1, . . . , Bt0 = βt0 ] <
1
2n−h [Y |B1=β1,...,Bt0=βt0 ]−3
,
and therefore,
h
[
Y
∣∣B1 = B′1, . . . , Bt0 = B′t0] ≥ n/2− 3 (4)
holds with probability at least 1− 2t0·b−n/2 w.r.t. randomly chosen B′1, . . . , B′t0 .
Now assume towards contradiction that a · b = o(n). Then (1) and (4) simultaneously
hold with probability 2/3 − o(1); let β1, . . . , βt0 be any values, such that both the condition
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hold when B1 = β1, . . . , Bt0 = βt0 . Denote by µ0 the distribution of Y conditioned on
“B1 = β1, . . . , Bt0 = βt0”.
Let us consider the behaviour of P when X ∼ µ0 and Y ∼ µ0, either independently or
modulo the condition “X = Y ”. If X and Y are independent, then the messages received
by the referee are also mutually independent. If X = Y , then the messages no longer have
to be independent, even though their marginal distributions are the same. Denote by σA
the distribution of Alice’s message, by σB that of Bob’s message, and by σAB the joint
distribution of the two messages when X = Y (note that when X and Y are independent,
their joint distribution is σA × σB).
Note that when X and Y are independent, the right answer to EQ should be “X 6= Y ”
with probability 1−o(1) – this follows from (4). Therefore, up to the additive o(1)-factor, the
referee’s ability to answer correctly equals its ability to distinguish between the distributions
σAB and σA × σB of the messages coming from the players. From (1),
γ0 > I
[
A : B
∣∣(A,B) ∼ σAB] = dKL (σAB∥∥σA × σB) ≥ 2
ln 2
(d(σAB , σA × σB))2 ,
where dKL
(·∥∥·) and d(·, ·) denote, respectively, the Kullback-Leibler divergence and the total
variation distance, and the last inequality is Pinsker’s inequality. As γ0 can be made arbi-
trarily small, the protocol P makes an error with probability 1/2− o(1) (unless a · b = Ω(n)),
which completes our proof.
4 Extensions
4.1 QR protocols
Note that in the proof sketched above we never utilise the classical nature of Alice’s message.
The reason why we need Bob to be classical is that in order to construct the distribution µ
we interpret I
[
Bt0+1 : A
∣∣B1 = B′1, . . . , Bt0 = B′t0] as an expectation over fixing the random
variables in the condition, something that is impossible in the quantum case. Alice’s message
is not required to be classical, and the whole argument goes through unchanged for QR
protocols, where we use the quantum version of Pinsker’s inequality ([10], see also [11]) in
the last step.
Another generalisation is to extend the lower bound to a model, where Alice and the
referee share entanglement (no other two players share entanglement). Without loss of gener-
ality (at the expense of a factor of two in the message length) in this case Alice can replace her
quantum message by a classical message through teleportation. Nevertheless we can argue
that the referee’s part of the entangled state plus the message from Alice together carry little
information about Alice’s input, and leave the remaining argument unchanged. So even in
this potentially stronger model we obtain the same Ω(
√
n) lower bound.
4.2 The “One out of two” problem
We are now going to extend the lower bound to the “One out of two” problem described in
Section 1. Recall that now Alice (the quantum player) has two inputs X1,X2, and the task
is to decide which one is equal to Bob’s input Y . To show that this problem is hard, we will
assume, towards contradiction, that the protocol is short and construct a distribution ρ1 on
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triples X1,X2, Y , where X1 = Y and X2 is independently distributed like the marginal of ρ1
on Y , and the messages of Alice and Bob (in the given protocol) are almost independent. Let
ρ2 be a modification of ρ1 with the roles of X1 and X2 reverses, then by a variation of the
previous argument, the referee cannot distinguish between these two distributions of input.
Like before, the lower bound will follow by noticing that the two distributions are (mostly)
supported on input values leading to the opposite answers to the “One out of two” problem.
Before defining the distributions on triples of binary strings, we first define a distribution
on binary strings. For any x0 ∈ {0, 1}n, let Bi be random variables taking values β(x0, Ri),
for random strings Ri, with i running from 1 to some value t. Choose t0 uniformly at random
between 1 and t. We then take µ as the distribution obtained by restricting the uniform
distribution on {0, 1}n to the event B1 = β1, . . . , Bt0 = βt0 , for some β1, . . . , βt0 ∈ {0, 1}n
(note that this distribution depends on t0 and the βi’s, for which suitable values will be chosen
later).
Now let X0, X and Z be pairwise independent random variables following the distribution
µ. Let ρ1 be the distribution of the vector random variable (X1,X2, Y ) when X1 = X0,
X2 = X and Y = X0. Similarly, let ρ2 be the distribution of (X1,X2, Y ) when X1 = X,
X2 = X0 and Y = X0. And finally, let ρ be the distribution of (X1,X2, Y ) when X1 = Z,
X2 = X and Y = X0. In the case of ρ, we simply see three independent samples under
µ, meaning that the three random variables will usually have pairwise different values, and
hence inputs drawn according to ρ will almost certainly fall outside of the promise of the
problem we study. In the case of ρ2 and ρ1, two of the three strings are copies (drawn from
µ), while the third is independent but also from µ.
Our goal now is to show that if β(x0, Ri) represents the message produced by Bob on
input x0 using the random string Ri, then for some choice of suitable values for t0 and the
βi’s, the messages produced by Alice and Bob on ρ1 and on ρ are very similar, and that by
symmetry the same holds for the messages on ρ2 and on ρ. This implies that the referee can
not distinguish between ρ1 and ρ2 (which should almost certainly lead to different outputs),
hence the error is close to 1/2.
We now fill in the details of the above proof outline. In what follows we take X0 and X
as random variables following the uniform distribution on {0, 1}n, but always condition on
events of the type B1 = β1 . . . , Bk = βk, thereby obtaining variables following distributions
that are similar to µ (and later get µ by fixing suitable values for t0 and the βi’s).
We claim that, with high probability, the message distribution on ρ1 and on ρ are close
to each other.
pi
def
= Pr
B′
1
,...,B′i−1
[
I
[
Bi(X0) : A(X0,X)
∣∣B1 = B′1, . . . , Bi−1 = B′i−1] > γ0],
where γ0 is a small constant, and the variables B
′
1, . . . , B
′
i−1 are distributed like B1, . . . , Bi−1,
respectively. The dependence on X,X0 is highlighted. Note that the probability is only over
the B′j, while X0,X are still unfixed random variables.
Observe that
I
[
Bi(X0) : A(X0,X)
∣∣B1, . . . , Bi−1] > pi · γ0,
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and therefore by the chain rule,
I
[
B1(X0), . . . , Bi(X0) : A(X0,X)
]
> γ0 ·
i∑
j=1
pi.
On the other hand, for every i ∈ N it holds that
I
[
B1(X0), . . . , Bi(X0) : A(X0,X)
] ≤ h [A] ≤ a,
and so,
γ0 ·
∞∑
j=1
pi ≤ a.
In particular, for most t0 ≤ 100a
I
[
Bt0+1(X0) : A(X0,X)
∣∣B1 = B′1, . . . , Bt0 = B′t0] < γ0 (5)
holds with probability at least 2/3 w.r.t. randomly chosen B′1, . . . , B
′
t0 .
Again, for every β1, . . . , βt0 ,
Pr [B1 = β1, . . . , Bt0 = βt0 ] <
1
2n−h [Y |B1=β1,...,Bt0=βt0 ]−3
,
and therefore,
h
[
Y
∣∣B1 = B′1, . . . , Bt0 = B′t0] ≥ n/2− 3 (6)
holds with probability at least 1− 2t0·b−n/2 w.r.t. randomly chosen B′1, . . . , B′t0 .
Now assume towards contradiction that a · b = o(n). Then (5) and (6) simultaneously
hold with probability 2/3 − o(1); let β1, . . . , βt0 be any values, such that both the condition
hold when B1 = β1, . . . , Bt0 = βt0 .
Let us consider the behaviour of the protocol P on ρ1 and on ρ. Denote the message state
of Alice and Bob by σ1 resp. σ.
On ρ the messages received by the referee are mutually independent, i.e., σ is a product
state (Alice’s message is a quantum state, and Bob’s message is classical. The messages are
neither entangled nor correlated with each other). On ρ1, the messages of Alice and Bob are
(usually) not independent. The marginal states of Alice’s message under ρ and under ρ1 are
equal, and the same holds for Bob. That means that σ is the product of the marginal states
of σ1.
From (5),
γ0 > I
[
A : B
∣∣(A(X0,X), B(X0)) ∼ σ1] = dKL (σ1∥∥σ) ≥ 2
ln 2
||σ1 − σ||2t .
Now, by symmetrically using the same argument we also get
γ0 > I
[
A : B
∣∣(A(X0,X), B(X0)) ∼ σ2] ≥ 2
ln 2
||σ2 − σ||2t .
Via the triangle inequality we get that ||σ1 − σ2||t ≤ O(√γ0). Note that we can use the
same t0 for both estimates, since most t0 are good. Again, as γ0 can be made arbitrarily
small, the protocol P makes an error with probability 1/2− o(1) (unless a · b = Ω(n)), which
completes our proof.
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Theorem 4. In any QR protocol for the “One out of two” problem, the product of the message
lengths must be Ω(n).
We note that there is a protocol for the “One out of two” problem as described in Sec-
tion 3.3, in which Alice sends a deterministic message and Bob a randomised message, both
of length O(
√
n), and indeed other trade-offs of the form ab = O(n) are possible by arranging
the inputs as non-square matrices.
5 Lower Bounds
5.1 Bounds for NE
Theorem 5. Any QRQ protocol for NE, in which the message lengths of Alice, Bob, Merlin
are a, b,m satisfies b(a+m) ≥ Ω(n).
Corollary 6. For QRQ protocols, if ab = o(n), then bm = Ω(n), and indeed m = Ω(n/b) ≥
Ω(min{n/a, n/b}) as claimed in Table 1.
Proof of Theorem 5. Take any QRQ (a, b,m)-protocol for NE . We show that this implies a
QR (a + m, b)-protocol for the “One out of two” problem and we are done by Theorem 1.
Instead of sending a quantum proof/message of length m to the referee we let Merlin simply
provide Alice with a string Z claimed to be equal to Y , Bob’s real input. Alice can now
provide Referee with her own message (depending on X only) and the proof ρX,Z that would
maximise Merlin’s success probability if Bob’s input is really Z. Clearly the communication
is a+m from Alice, and still b from (unchanged) Bob.
The new protocol is as good as the previous at distinguishing X 6= Y and X = Y : in
both situations its maximum acceptance is the same as in the QRQ protocol.
We claim that the new protocol also solves the “One out of two” problem: given inputs
X,Y,Z and the promise that X = Y or Z = Y (and X 6= Z) then in the first case the
protocol will reject, in the second case accept (with high probability).
Hence by Theorem 1 , we get b(a+m) ≥ Ω(n). 
The following corollary is easy by symmetry.
Corollary 7. Any RRQ or QRR (a, b,m)-protocol for NE satisfies b(a+m), a(b+m) ≥ Ω(n),
and hence when ab = o(n) we have m ≥ Ω(max{n/a, n/b}).
Proof. The RRQ case is trivial since, for the same protocol, we can use the above argument
with the role of Alice and Bob exchanged, and not exchanged (they both send classical
messages), leading to lower bounds b(a+m) ≥ Ω(n) and a(b+m) ≥ Ω(n). For the QRR case
this can also be done: now Merlin’s message can be sent by either the classical player or the
quantum player, since the message itself is not quantum, and in any case the protocol stays
of type QR. 
5.2 Bounds for EQ
Theorem 8. Any QRQ protocol for EQ, in which the message lengths of Alice, Bob, Merlin
are a, b,m satisfies b(a+m) ≥ Ω(n).
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Corollary 9. For QRQ protocols, if ab = o(n), then bm = Ω(n), and indeed m = Ω(n/b) ≥
Ω(min{n/a, n/b}) as claimed in Table 1.
Proof of Theorem 8. In the case of X = Y there is a proof/message from Merlin ρX that
makes the protocol accept with high probability. Note that Alice knows this proof, since she
knows X.
To solve the “One out of two” problem again, Alice will simply choose the proof ρX , and
send it together with her original message. Bob, again remains unchanged. If the referee
accepts in the original protocol, then he will now announce that X = Y , otherwise that
Z = Y .
Note that when X = Y then the proof ρX makes the Referee accept with high probability,
and if not, then Z = Y via the promise, and the referee will reject, because the proof ρZ on
inputs X 6= Y must lead to rejection with high probability in the original protocol. 
Again by symmetry we get the following corollary:
Corollary 10. Any RRQ (a, b,m)-protocol for EQ satisfies b(a+m), a(b+m) ≥ Ω(n), and
hence when ab = o(n) we have m ≥ Ω(max{n/a, n/b}).
We now turn to the case of QRR protocols, which exhibits a fundamentally different
trade-off compared to the same case for NE : while for NE a proof from Merlin of length n2/3
requires messages of length n1/3 from Alice and Bob, for EQ any sub-linear proof requires
ab = Ω(n), at which point the problem can be solved without Merlin.
Theorem 11. Any QRR or RRR protocol for EQ, in which the message lengths of Alice,
Bob, Merlin are a, b,m satisfies ab+m ≥ Ω(n).
Proof. Given a QRR protocol for EQ first observe that the classical message by Merlin can
be assumed to be deterministic. He knows the whole protocol (although not the internal
or measurement randomness of Alice, Bob, Referee). For any probability distribution on
messages his winning probability (Merlin’s goal is to make the referee accept) is a convex
combination of winning probabilities over deterministic messages, and he can as well pick the
best of those without losing anything.
Assuming that m ≤ n/3 (otherwise we are done) we can find a message for Merlin such
that the message maximises acceptance for at least 22n/3 inputs X,X while still rejecting
inputs X,Y with X 6= Y with high probability. Hence we can find a QR protocol that solves
a sub-problem of EQ that by renaming is equivalent to EQ on 2n/3 bit inputs, and we get
that ab = Ω(n). 
In fact we also have a more general statement for any function f .
Theorem 12. For any Boolean function f : if we have a QRR (a, b,m)-protocol for f , then
ab+m ≥ Ω(N(f)), for the non-deterministic communication complexity N(f) of f .
Proof (sketch). Again we may assume that Merlin’s message is deterministic. The idea is to
fix proof messages M of Merlin, and thus obtain partial functions fM accepting all 1-inputs
for whichM is a good proof, while rejecting all 0-inputs. Using a result of Klauck and Podder
[12] we can find a deterministic one-way protocol for fM of cost O(ab), and putting Merlin’s
proofs back in gives us a non-deterministic protocol. 
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6 Protocols
In this section we give two protocols that illustrate the tightness of most of our bounds.
6.1 Tightness for NE and RRR protocols
We start with the case of NE . Here RRR, QRR, RRQ protocols all have the same complexity,
as shown by our lower bounds and the following upper bound.
Theorem 13. There is an RRR (a+ log n, a+ log n,m+ log a)-protocol for NE for all a,m
such that am ≥ c · n for some constant c.
Proof. Consider the following protocol.
• Alice, Bob, Merlin fix an error-correcting code C : {0, 1}n → {0, 1}N , where N = O(n)
and C(x) differs from C(y) on at least N/3 positions for every x 6= y. Additionally, let
N = am for some a,m ∈ N.
• Viewing the code-words of C as a × m Boolean matrices, Alice chooses a uniformly
random i ∈ [m], and Bob uniformly random j ∈ [m]. Merlin (if honest) chooses some
k ∈ [a] such that C(x) and C(y) differ on at least m/3 positions of the k’th row.
• Alice and Bob send columns i resp. j of the encodings of x, y plus the numbers i, j.
• Merlin sends row k of both of the encodings of x, y plus the number k.
• If the k’th entry of the column sent by Alice is not equal to the i’th entry of the row
sent by Merlin, then the referee rejects. Similarly, if the k’th entry of the column sent
by Bob is not equal to the j’th entry of the row sent by Merlin, reject.
• Accept, if the rows sent by Merlin for x, y differ in at least m/3 positions, otherwise
reject.
If x 6= y then Merlin can proceed as indicated, and the protocol will accept with certainty.
It remains to show that Merlin can not cheat if x = y. Denote by rk and sk the two rows
sent by Merlin, which coincide in at most 2m/3 positions. ai and βj are the columns sent by
Alice and Bob.
If Merlin cheats by changing u entries in rk, then he will be caught with probability u/m
by the test against Alice’s message, similarly he will be caught with probability v/m if he
changes v entries in sk. But to pass the last test u + v ≥ m/3. Hence the total probability
with which he will be caught is at least 1/3.
We thus have an (a, a,m)-protocol with am = O(n) that has perfect completeness and
soundness error 2/3. Repetition can improve this to arbitrarily small error.

6.2 Tightness for QRQ and RRQ protocols
In the next section we will show that a quantum message of length log n can be replaced
by a classical message of length O(
√
n log n) by a trusted player, and a quantum message of
length O(
√
n log n) by an untrusted player. This is the new primitive Untrusted Quantum
State Transfer (UQST).
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Furthermore we need the following fact from [6]: a QQ protocol for EQ (or NE ) needs
only communication log n + O(1) from either player. In this protocol, the players send
superpositions over the indices and entries of an error-correcting code for x, y, and the swap-
test is used by the referee to tell whether x = y or not.
Hence we may replace the log n + O(1) qubit message from Bob by a O(
√
n log n) bit
randomised message from Bob together with a O(
√
n log n) quantum message from Merlin,
leading to a QRQ, (log n,
√
n log n,
√
n log n)-protocol. Note that this works for both EQ and
NE .
The same approach works for other values of Bob’s message length, leading to a protocol
in which Alice sends O(log n) qubits, Bob O(b log b) bits, and Merlin O(n/b log b) qubits.
We would like to stress that such a protocol is impossible in the QRR or the RRQ case:
our lower bounds show that for NE Merlin’s message needs to be at least Ω(n/ log n) (qu-)bits
long if another player only sends O(log n) qubits.
We now turn to RRQ protocols. Informally, the idea is to “de-quantise” both messages
from Alice and Bob as above. This leads to a protocol in which Alice and Bob both send
O(a log a) bits, whereas Merlin sends O(n/a · log n) qubits (see Section 8).
Note that the RRQ protocol also works for NE , however, the protocol in Theorem 13 is
simpler, slightly more efficient, and does not use quantum messages.
7 Untrusted Quantum State Transfer
For the task of untrusted quantum state transfer (UQST) players Alice and Merlin, holding
the classical description of a pure quantum state |φ〉 on log n qubits, have to provide messages
to the referee, such that the referee can get a single copy of a state ρ that is ǫ-close to |φ〉
in the trace distance. Here Merlin can send quantum messages, but is untrusted, whereas
trusted Alice can send only classical (randomised) messages. We are interested in the lengths
of the messages they have to send.
More formally, in a protocol for UQST Alice and Merlin send messages to the referee. The
referee produces two outputs: a classical bit meaning acceptance or rejection, and a quantum
state ρ on log n qubits. The protocol is (ǫ, δ)-successful, if
1. For every quantum message from Merlin: the probability of the event that ρ satisfies
||ρ−|φ〉〈φ| ||t > ǫ and the referee accepts (simultaneously) is at most δ. The probability
is over randomness in the (possibly mixed) quantum state ρ as well as Alice’s random
choices and the referee’s measurements.
2. there is a message from Merlin such that the referee will accept with probability at least
1− δ.
Note that in the discrete version of this problem |φ〉 is given as a vector of n floating point
numbers with (say) 100 log n bits precision each.
7.1 A protocol
Theorem 14. For any a ≥ 10 log(n)/(ǫ6δ6) Untrusted Quantum State Transfer can be imple-
mented with Alice sending O(a log(a/(ǫδ))) +O(log n) bits and Merlin O((n/a) log n/(δ3ǫ2))
qubits.
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Proof. We may assume that a ≤ ǫn, because otherwise Alice can send the classical description
and Merlin is not needed.
We start by describing the protocol. Let |φ〉 ∈ Cn. To simplify presentation we first
assume that Alice and the referee share randomness (without communicating). We will
remove this assumption later. The additional communication cost of removing this shared
randomness is at most O(log n) if the quantum state |φ〉 is described by poly(n) classical bits.
Alice and the referee start by choosing a random a-dimensional subspace V of Cn. The
distribution we use is the normalised Haar measure on a-dimensional subspaces (the uniform
distribution). Denote |φV 〉 = ProjV |φ〉/||ProjV |φ〉||. Alice and the referee agree before-
hand on a fixed basis for each subspace of dimension a. Alice’s message is the classical
description of |φV 〉 within precision ǫ2δ4/100, i.e., the description of a state |ψ〉 such that
|| |ψ〉〈ψ| − |φV 〉〈φV | ||t ≤ ǫ2δ4/100. To achieve this Alice can simply send each entry of the
projected vector as a floating point numbers with log a + O(log(1/(ǫδ))) bits precision, i.e.,
Alice’s message has length O(a log(a/(ǫδ))). We stress that the referee now knows a classical
description of |ψ〉.
We will describe Merlin, the untrusted player, and his behaviour in terms of the situation
where he is honest, and later analyse the probability that we catch him when dishonest. The
honest Merlin simply sends m = 200n/(aǫ2δ3) copies of |φ〉, i.e., |φ〉⊗200n/(aǫ2δ3).
Now let us turn to the referee. He picks a random i ∈ [1, ...,m]. This index will be the
group of log n qubits in Merlin’s message that he will output (or use otherwise) if the rest of
the message passes all tests.
The referee knows the random subspace V , and measures each consecutive block (labelled
from {1, . . . ,m}) of log n qubits in Merlin’s message using the observable V, I − V , except
block i (we abuse notation by identifying the space V with the projector on V ). Projection
on V is considered acceptance of the measurement, and we say that a block survives the
measurement if it accepts.
If none of the measurements results in acceptance then the referee will reject. Oth-
erwise some k blocks i1, . . . , ik will be accepted. After the measurements the referee (for
j ∈ {1, . . . , k}) applies the swap-test to the (projected) states he holds on the qubits of the
blocks ij and the state |ψ〉. If any of the tests fail then the referee rejects. If all tests pass, the
referee takes the copy in block i as his output and accepts. Note that a classical description
of |ψ〉 is known to the referee, so he can use a fresh copy of this state for every test (in fact it
is slightly better to measure the blocks by the observable consisting of the projection on |ψ〉
and the projection on its orthogonal subspace instead).
First we analyse the probability with which an honest Merlin can make the referee accept.
The main problem here is the precision in Alice’s message. But before that we need to know
the number k of copies that survive” the measurement.
Lemma 15. Let |φ〉 denote any pure state in n dimensions, and V a random a-dimensional
subspace (under the Haar measure). Then the probability that |φ〉, measured by V, I −V , will
be accepted is a/n.
Proof. Due to symmetry we may assume that V is the space spanned by the first a vectors
in the standard basis, and |φ〉 is a random vector on the n − 1-dimensional sphere. The
probability of acceptance is the expected squared length of the projection of |φ〉 on V . This
is a times the expectation of |〈φ|e1〉|2, where e1 is any standard basis vector. Due to symmetry
the squared projection length onto any basis vector is 1/n. 
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We will later also need information regarding the deviation from the expectation. This is
provided by the following main ingredient to the Johnson-Lindenstrauss Lemma, see [7].
Fact 16. Let |φ〉 denote any pure state in n dimensions, and V a random a-dimensional
subspace (under the Haar measure). Then for the squared length L of |φ〉 projected to V
and all 0 ≤ β < 1/2 we have:
Prob(L ≤ (1− β)a/n) ≤ e−aβ2/4.
P rob(L ≥ (1 + β)a/n) ≤ e−aβ2/8.
We have that E[k] = 200/(δ3ǫ2), and the probability that k < 100/(δ3ǫ2) is at most
e−25/(δ
3ǫ2) < δ/2 by the Chernoff bound. If k > 100/(δ3ǫ2) then the referee will keep exactly
k = 100/(δ3ǫ2) copies and discard the remaining ones. Since Merlin is honest, all k projected
states are copies of |φV 〉, and we get that F 2(φV , ψ) ≥ 1−|| |ψ〉〈ψ|−|φV 〉〈φV | ||t = 1−ǫ2δ4/100.
Hence the swap-test will succeed on a copy with probability at least 1/2+(1− ǫ2δ4/100)/2 ≥
1− ǫ2δ4/200.
The probability that at least one of the k swap-tests fails is at most k · ǫ2δ4/200 < δ/2.
In total the failure probability is hence at most δ, and on acceptance the resulting quantum
state is |φ〉, which is exactly as desired.
Now consider a dishonest Merlin, who can send any quantum message σ on m log n =
200(n/a)/(ǫ2δ3) · log n qubits. First observe that since the referee measures the m blocks
(presumed to be copies of |φ〉) separately and consecutively, there is no advantage for Merlin
to entangle the blocks. This follows from (inductively applying) the following claim.
Claim 17. 4 Let ρAB denote a bipartite quantum state. Then there is an unentangled state
σAB, such that the results of all measurements acting on A and B alone are the same for
both states.
Hence Merlin’s message σ is w.l.o.g. separable across blocks, i.e., a probability distribution
on products of pure states across blocks. Denote by φ the density matrix of |φ〉. We will
show the following:
Lemma 18. For every pure product state sent by Merlin, i.e., every σ = σ1 ⊗ · · · ⊗ σm with
all σi pure, either Ej ||σj−φ||t ≤ ǫδ/2 or the referee will reject with probability at least 1−δ/2.
But if Ej ||σj − φ||t ≤ ǫδ/2, then the probability that the output (a random σi) satisfies
||σi − φ||t ≥ ǫ is at most another δ/2 and in total the error probability is no more than δ.
Now suppose that Merlin sends a probability distribution on a product of pure states, i.e.,
σ =
∑
l plσ
(l), where σ(l) = σ
(l)
1 ⊗ · · · ⊗ σ(l)m and the pl are probabilities, the σ(l)j pure states.
Denote by al the acceptance probability on σ
(l), and dl = Ej ||σ(l)j −φ||t. The probability that
the average block is far is f =
∑
l:dl≥ǫδ/2
pl, and the probability of acceptance on each l where
dl ≥ ǫδ/2 is at most δ/2. So the joint probability of acceptance and being far is fδ/2 ≤ δ/2,
and again with probability 1− δ the output will be good.
We now prove the lemma. In the following σ = σ1⊗· · ·⊗σm, where all σj are pure states.
Recall that Merlin does not know V , and since V is drawn independently of Merlin’s
message the expected probability that block j will survive the measurement is exactly a/n.
4To prove this claim consider the density matrix of ρAB in a product basis, and change it into an block-
diagonal matrix by replacing the off-diagonal entries with 0. Each POVM-element acts on a diagonal block
only, and hence results are unchanged.
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The referee will end up using k = 100/(ǫ2δ3) blocks i1, . . . , ik (and reject if there are fewer
blocks that survive the measurement). Also, i (the number of the block that the referee
retains) is chosen uniformly random from 1 to m.
Now assume that Merlin cheats significantly. As discussed this means for us that Ej ||σj−
φ||t > ǫδ/2. We need to show that the state σ leads to rejection with probability at least
1 − δ/2 in this situation. We will show that then the swap-tests will make the referee reject
with high probability. But before the swap-tests the referee measures (V, I − V ), leading to
acceptance of k blocks (or more, but those are discarded). The probability that a block will
“survive” the measurement is the squared projection length onto V . V is not known to Merlin,
and for each σj the expected survival probability is a/n. A potential problem here is that
Merlin might somehow be able to skew the set of surviving blocks towards those that inside
V look like φ, even though they are globally far away from φ. This is impossible because
Merlin does not know V .
In fact Merlin is not able to influence the set of chosen positions much. The random ex-
periment of picking the blocks that survive consists of two steps: first picking V to determine
the projection lengths of the vectors in each block, and then separately measuring each block,
in effect independent coin tosses with the probability given by the squared projection lengths.
By Fact 16 we have that each projection length is sharply concentrated around a/n, and since
a ≥ 10 log n/(ǫ6δ6) and the union bound all of the squared projection lengths are between
(1 − ǫ3δ3)a/n and (1 + ǫ3δ3)a/n with high probability. Hence the resulting distribution on
blocks chosen is close to the one where each block is chosen independently with probability
exactly a/n, and we can assume that blocks are chosen as in the latter instead.
We will now show that after the measurement (and resulting projection on V and re-
normalisation), states σj that are far from |φ〉 lead to states that are far from |φV 〉.
Write σj = |ψj〉〈ψj | and denote ||σj−φ||t = γj. Our assumption is that Ej [γj ] = γ ≥ ǫδ/2.
We have
1− γ2j /4 = 1− ||φ− σj||2t /4
≥ F 2(φ, σj)
= 〈φ|ψj〉2
= (1− || |φ〉 − |ψj〉 ||2/2)2
≥ 1− || |φ〉 − |ψj〉 ||2.
Consequently || |φ〉 − |ψj〉 ||2 ≥ γ2j /4.
Denote |ψj,V 〉 = ProjV |ψj〉/||ProjV |ψj〉|| and ℓj = ||ProjV |ψj〉|| and ℓ = ||ProjV ||φ〉||.
Consider the vector uj = |φ〉 − |ψj〉 and wj = ProjV (uj). By Fact 16 E[||wj ||2] = a/n · ||uj ||2
and the distribution is tightly concentrated around its mean. In particular the probability
that ||wj ||2 ≤ (a/n)γ2j /8 is at most e−a/16 ≤ n−1/(2ǫ
6δ6). By the union bound we can easily
suppress the probability that this happens for any j.
We are interested in the distribution of || |ψj,V 〉−|φV 〉 ||2 = ||ProjV |ψj〉/ℓj−ProjV ||φ〉/ℓ||2.
We have already argued that |ℓ2−a/n|, |ℓ2j −a/n| ≤ ǫ3δ3(a/n), and hence || |ψj,V 〉−|φV 〉 ||2 ≥
||wj ||2 · (n/a)− 2ǫ3δ3 ≥ γ2j /8 − 2ǫ3δ3 with high probability for all j.
This means the projected and re-normalised vectors are still quite far apart in the squared
euclidean distance, and hence their fidelity is bounded away from 1, and the swap test will
fail with good probability, making the overall test fail with high probability.
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In particular we have that for all j the fidelity F 2(ψj,V , φ) ≤ 1− γ2j /16 + 2ǫ3δ3, and the
j’th swap test succeeds with probability at most 1/2+(1−γ2j /16+2ǫ3δ3)/2 ≤ 1−γ2j /32+ǫ3δ3.
Hence the total acceptance probability is at most
∏k
j=1(1 − γ2j /32 + ǫ3δ3) ≤ (1 − γ2/32 +
ǫ3δ3)k ≤ (1 − ǫ2δ2/100)k by the arithmetic-geometric mean inequality. This probability is
bounded by δ/4 as long as δ < 1/3.
So the total probability that either not enough blocks of high distance are chosen or that
the swap-tests succeed is at most δ/2.
Finally, let us state the following result by Newman [15], which allows us to remove
the shared randomness between Alice and the referee at the expense using/sending O(log n)
private random bits in addition to her message.
Fact 19. In a randomised protocol using public coin protocol computing a function f on n
input bits for each player needs only log n+O(1) random bits.
In fact we first need to make the random choice discrete (by using an ǫ-net), and then
apply the above fact. Even though our protocol does not exactly compute a function (for
a given input there are many correct outputs), the Chernoff bound arguments in Newman’s
proof go through in our situation.

7.2 A lower bound
We now observe that our protocol is optimal within lower order terms.
Theorem 20. Any protocol for UQST in which Alice sends u bits and Merlin v qubits on
states on log n qubits must satisfy u(v + log n) ≥ Ω(n).
Proof. Assume there is a protocol for UQST with message lengths u, v. As shown in Theo-
rem 3 any QRQ protocol for EQ must satisfy b(a+m) ≥ Ω(n). There is a QQ (a, b)-protocol
for EQ (see [6]) with a = b = log n + O(1), which can be turned into a QRQ protocol with
message lengths (log n+O(1), O(u), O(v)) by applying UQST to the message of Bob, making
Bob randomised and introducing Merlin. Hence u(v log n) ≥ Ω(n). 
8 Tightness for RRQ Protocols
We sketch a protocol for the RRQ situation now. We assume for now that Alice and the
referee, as well as Bob and the referee share a public coin (Alice and Bob do not). Alice
and the referee pick a random a-dimensional subspace, and Alice sends the projection of
the quantum fingerprint for x onto the space to the referee. Bob and the referee do the
same. The projection is sent using O(a log a) bits. Honest Merlin sends O(n/a) copies of the
quantum fingerprint of x to the referee, in tensor product. The referee chooses half of these
copies and measures them with the subspace agreed on with Alice, and the other half with
Bob’s. We expect that at least a constant number of copies ‘survive’ the measurement in
both cases. The referee then measures them to check them against the transmitted states.
If any of these measurements fail, he rejects. Clearly, with similar arguments as above, in
the case of x = y the honest Merlin will convince the referee with high probability. If x 6= y,
again Merlin cannot improve his chance of convincing the referee by sending something other
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than a product state. The referee chooses random copies to do the projection measurements,
so Merlin can not predict which copy is supposed to be the fingerprint of x or of y.
9 An RRR Protocol for Disjointness
In this section we make an observation regarding the Disjointness problem, which, while
trivially hard in most versions of the SMP model, becomes more interesting with the addition
of the prover Merlin. Specifically, we show that there is a non-deterministic SMP protocol
with total cost a + b + m = O(n2/3 log n), by adapting an O(
√
n log n)-cost protocol of
Aaronson and Wigderson [2] for the Disjointness and Inner Product problems in a related
model. The increase in the communication is due to the need to avoid introducing shared
randomness between the players.
For the lower bound we only have the Ω(
√
n) bound which holds trivially becauseMA(DISJ) =
Ω(
√
n) and every non-deterministic SMP protocol can be converted into an MA-protocol by
having Alice and Bob each play the role of the referee for one another. However, given the
weakness of the remaining interaction once a proof is fixed, it would not be surprising for the
true lower bound to be higher.
Theorem 21. For any a such that
√
n ≤ a ≤ n3/4, there is a non-deterministic SMP protocol
for DISJ with cost (a log n, a log n,
(
n
a
)2
log n) (up to constants).
Proof. As in the protocol of Aaronson and Wigderson [2], we divide the set [n] into nα
blocks of size n1−α, with α ≥ 1/2, and write the inputs x and y respectively as functions
a, b : [nα] × [n1−α] → {0, 1} such that xn1−α(i−1)+j = a(i, j) and yn1−α(i−1)+j = b(i, j). The
problem then is to accept with high probability if
∑
i∈[nα]
∑
j∈[n1−α] a(i, j)b(i, j) = 0 and
reject with high probability otherwise. Choosing a prime q ∈ (n, 2n], the functions a and b
can then be extended uniquely to two-variable polynomials a˜, b˜ : F2q → Fq which have total
degree ≤ O(nα). We also define the O(nα)-degree polynomial s(i) = ∑j∈[n1−α] a˜(i, j)b˜(i, j)
mod q.
For the protocol, Merlin sends a candidate polynomial s′ of degree equal to that of s to
the referee. Now if Alice and Bob could each send for some randomly chosen value r the
values a˜(r, j) and b˜(r, j) (respectively) for all j ∈ [n1−α], as well as the value r, then the
referee could compute s(r) and test it against s′(r): If the size of the set from which r is
chosen is sufficiently large, and s 6= s′, then with sufficiently high probability s(r) would
differ from s′(r), and the referee could reject (otherwise he would assume that s′ = s and use
s′ to decide whether to accept or reject). Unfortunately, the random choice of r, which is
necessary in order to keep it hidden from Merlin, also keeps it hidden from the player who is
not making the choice. Thus, if Bob chooses r, the only way for Alice to know which block
of values a˜(i, j) to send, is by either communicating or having shared randomness with Bob.
This issue can of course be overcome by having each player send the blocks of n1−α values
a˜(r, j) (resp. b˜(r, j)), together with r, for sufficiently many values of r as to have a collision
with high probability. In order to do this efficiently, we need to make the set from which
r is chosen as small as possible, while keeping it large enough to be able to distinguish s
from s′ reliably if they differ. For the Schwartz-Zippel Lemma it suffices for the set S from
which r is chosen to be of size, say, 10 deg(s) = O(nα), while Alice and Bob each choose
100
√|S| = O(nα/2) values of r.
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What remains is to analyse the cost of this protocol. Merlin uses O(nα log n) bits to send
the coefficients of the polynomial s′. Alice and Bob send O(nα/2) blocks of O(n1−α) values
in [q] each, which costs O(n1−α/2 log n) bits of communication. Setting a = n1−α/2, we get
the statement of the theorem. For α = 2/3 the message length of each party is the same up
to a constant. 
9.1 Discussion
The main purpose of this work was to address what we viewed as remaining gaps in the
understanding of one of the most basic communication primitives – the Equality function.
We have developed a new technique for analysing EQ. Compared to previously used methods,
it has the following advantages:
• It seems to be more widely applicable, as it allowed us to show Ω(√n) lower bound
for both EQ and its negation NE in the non-deterministic version of quantum-classical
SMP, where Merlin is also quantum. This is the strongest known version of SMP where
the complexity of both EQ and NE remains high, and the previously known lower
bound techniques seemed to be insufficient for showing that.5
• It provides a unified view upon the complexity of EQ in all the versions of SMP men-
tioned above. Moreover, it simplifies some previously known bounds (even for the
best-understood case of EQ in the randomised SMP, the new proof is, arguably, the
simplest known).
Additionally, we showed that there is an RRR protocol for Disjointness with communi-
cation O(n2/3 log n) from Alice, Bob, and Merlin. We conjecture this to be tight up to the
log-factor.
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