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Resumo
Neste trabalho expomos algumas propriedades básicas sobre as soluções fortes de problemas
em equações Diferenciais Parciais Elípticas, tais como regularidade elíptica, princípio
do máximo, desigualdade de Harnack. Com a ajuda destas ferramentas estudamos um
problema de fronteira livre através da regualização de um problema elíptico com condição
de fronteira, num domínio com fronteira suave. Obtemos estimativas uniformes até a
fronteira sobre as funções regularizantes, que permitem passar o limite e obter solução
do problema original. A partir disso, no último capítulo nos concentraremos num modelo
específico de combustão descrevendo a propagação de uma chama, onde serão aplicados
todos estes resultados antes mencionados.
Palavras-chave: fronteira livre, regularização, estimativas uniformes, combustão, equações
elípticas.
Abstract
In this work we will first study some basic properties about the strong solutions of problems
in Elliptic Partial Differentials Equations, such as elliptic regularity, maximum principle,
Harnack inequality. Right away with the help of these tools, we will study a Free Boundary
Problem, through the regualization of an elliptic problem with boundary condition in
a domain with smooth boundary, obtaining uniform estimates up to the boundary over
the regularized functions, that allows to pass the limit and get solutions of the original
problem. In addition, in the last chapter we will use an specific model of combustion
describing the propagation of a curved premixed flame where all these atorementioned
results will be used.
Keywords: Free boundary, regularization, uniform estimates, flame combustion, Elliptic
equations.
Lista de símbolos
Rn Espaço n-dimensional real, R = R1.
Rn+ Espaço n-dimensional real, com a n-ésima componente xn > 0
x · y Produto interno entre dois elementos de Rn
q.t.p A menos de um conjunto de medida nula
dist(x,Ω) Distância do ponto x ao conjunto Ω
| · | Norma em Rn
‖ · ‖X Norma do espaço X
|Ω| Medida de Lebesgue do conjunto Ω
∇u Gradiente da função u
∆u Laplaciano da função u
ui Derivada i-ésima de u
suppu Suporte da função u
Ck(Ω) Funções com derivadas contínuas de ordem k ≥ 0 em Ω
Ck(Ω) Funções com derivadas contínuas de ordem k ≥ 0 até o fecho de Ω
C∞(Ω) Funções com derivadas contínuas de ordem k ≥ 0, com k = 1, 2, . . .
C∞c (Ω) Funções de classe C∞(Ω) com suporte compacto em Ω
C∞0 (Ω) Funções de classe C∞(Ω) nulas em ∂Ω
Lp(Ω) Funções f : Ω→ R integráveis tais que
∫
Ω
|f |p <∞
Ω′ ⊂⊂ Ω Ω′ ⊂ Ω com Ω′ compacto
Lploc(Ω) Funções em Lp(Ω′) para todo Ω′ ⊂⊂ Ω
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Introdução
As Equações Diferenciais Parciais (EDPs) representam um campo de estudo extremamente
amplo em Matemática. Em particular, muitos problemas em Física, Indústria, Finanças,
Biologia e outras áreas podem ser descritos por EDPs que mostram interfaces ou fronteiras
desconhecidas, onde há um efeito adicional do meio. Este efeito é, em geral, uma mudança
qualitativa do meio e, portanto, uma transição de fase, tais como gelo para água, líquido
para cristal, fluxo incompreensível ou compressível em propagação de chama. Estes são
chamados problemas de fronteira livre.
Uma ferramenta útil no estudo das EDPs para obter informação sobre as soluções de
problemas do tipo elíptico, parabólico ou hiperbólico é a aproximação por uma regualização,
onde tenta-se estabelecer um resultado para a aproximação e depois é transportado ao limite.
Frequentemente os problemas de fronteira livre são aproximados por uma regularização.
Uma referência útil é o livro de Friedman [19].
No presente trabalho estudaremos um problema de fronteira livre, que consiste em encontrar
uma função v ≥ 0 num domínio Ω que satisfaz
Lv = 0 em Ω+ = {x ∈ Ω: v(x) > 0},
∂v
∂ν
= 0 em Ω+ ∩ ∂Ω.
(1)
Mostraremos especificamente ao longo do trabalho que v satisfaz uma propriedade de
fronteira livre, entenderemos por fronteira livre o conjunto ∂Ω+ ∩ Ω. Note que, a região
∂Ω+ ∩ Ω representa uma transição da função v no domínio Ω. A estratégia que usaremos
para resolver o problema (1) é considerar uma regularização deste mesmo problema num
domínio Ω com fronteira suave, em que uε é solução não negativa e limitada de
Lu = aijuij + biui + cu = βε(u); (2)
satisfazendo na fronteira
∂u
∂ν
= 0 em ∂Ω,
em que L é um operador linear uniformemente elíptico e o termo não linear βε(u) é uma
função satisfazendo propriedades adequadas.
Nosso objetivo principal nesta dissertação é estabelecer estimativas uniformes para uε que
permitem passar o limite e obter solução para o problema descrito em (1), supondo que
para cada ε > 0 as funções uε são soluções do problema (2).
Por outro lado, todo este tratamento dos problemas (1) e (2) será aplicado num problema
de fronteira livre, que aparece na teoria de combustão descrevendo a propagação de
Introdução 12
uma chama, o qual consiste em encontrar uma função T e uma constante c > 0 num
cilindro infinito S = R× ω em que ω é um domínio limitado em Rn−1 com fronteira suave,
satisfazendo 
∆T − cα(y)∂1T = 0 em S+ = {x ∈ S : T (x) < 1},
∂T
∂ν
= 0 em S+ ∩ ∂S,
(3)
em que α é uma função contínua em ω dada. Aqui T representa a temperatura de uma
chama, que pode ser vista como uma fronteira livre de forma cônica entre duas região
em S, entenderemos por fronteira livre o conjunto ∂S+ ∩ S. Note que neste problema de
combustão temos uma região de transição denotada por ∂S+∩S, na qual em principio não
conhecemos nada sobre o comportamento de T . Deduziremos ao longo do estudo de (3)
que a função T satisfaz a seguinte propriedade de fronteira livre em uma parte de ∂S+ ∩S
∂T
∂ν
=
√
2N em σ,
em que ν é o vetor normal unitário exterir a σ na região S+, N > 0 uma constante e σ é
uma hipersuperfície limitada e suave contida em ∂S+ ∩ S.
Para resolução do problema (3), aproximamos por uma regularização (cε, Tε) o problema
descrito em (4) abaixo (propagação de chamas), e depois obtendo estimativas uniformes
em relação a ε, mostraremos que o limite uniforme de (cε, Tε) quando ε → 0 satisfaz o
problema (3). O modelo do problema de propagação de chamas é o seguinte.
Seja 0 < T < 1 uma função num cilindro S = R × ω, onde ω é um domínio em Rn−1
limitado com fronteira suave. A função T representa a temperatura da chama numa curva
e satisfaz para cada ε > 0 a equação
∆T − cα(y)∂1T + fε(T ) = 0 em S,
∂T
∂ν
= 0 em ∂S,
(4)
com condições no infinito
lim
x1→−∞
T (x1, y) = 0, lim
x1→∞
T (x1, y) = 1,
uniformemente em relação a y. Note que para cada ε > 0 a função Tε e a constante cε ≥ 0
são desconhecidas, α ≥ 0 é uma função contínua em ω dada, e fε será uma função definida
adequadamente.
Há uma ampla literatura dedicada a problemas deste tipo, mas só em uma dimensão na
qual não aparece a fronteira livre, (veja [21], [6], [2]). Os resultados que apresentaremos
aqui em dimensão maior em que aparece a fronteira livre, são em alguns casos extensões do
problema resolvido em uma dimensão. A introdução destes novos problemas de propagação
de chama a partir de equações diferenciais não lineares foi útil para melhorar a compreensão
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dos modelos matemáticos na teoria da combustão. O problema (4) é descrito em detalhe
nas referências [4] e [7] onde foi provado existência e unicidade de solução (cε, Tε) de (4).
Além disso, em [5] encontramos alguns resultados para o problema (4) em dimensão n = 1
que ao passar do tempo foram generalizados.
Por outro lado, como estamos interessados em resolver um problema de fronteira livre,
é necessário conhecer de que se trata esta teoria, de fato, a teoria de fronteira livre [19]
é uma das teorias que têm destaque no estudo das Equações Diferenciais Parciais, em
especial nas equações elípticas pelas suas inumeráveis aplicações em problemas de Física,
Engenharia, Biologia, Química, desenho de imagem, Medicina, Mecânica, entre outras [18].
A diferença de outros problemas em EDPs, é que os problemas de fronteira livre se
caracterizam pelo fato de que certa região do domínio, que chamamos de região de
transição, em que as soluções se comportam de uma forma diferente fora dessa região,
deve ser determinado como parte do problema, a fase de transição denotará a fronteira
livre. Assim, no estudo destes problemas, na maioria dos casos se procura determinar a
fronteira livre tanto como o comportamento das soluções nessa fronteira livre. A teoria
de fronteira livre vem tendo grandes progressos nos últimos trinta anos, dois tipos de
problemas estimularam esse progresso [11], [19]. O primeiro deles é o problema do obstáculo,
que independentemente do tempo pode-se expressar como um problema variacional [10].
O segundo é o problema de Stefan que descreve o processo de fusão e solidificação, sendo
este último um dos exemplos mais conhecidos de problemas de fronteira livre, que modela
como uma barra de gelo se derrete. Na continuação, ilustramos brevemente tudo isto com
os problemas de Stefan e o problema de combustão.
Problema de Stefan. Seja u(x, t) a função que mede a temperatura da água no tempo
t no lugar x em um recinto Ω. Como 0 é a temperatura de fusão do gelo, a região {u > 0}
representa a porção ocupada por água e {u ≤ 0} a região complementar ocupada por gelo.
Dado que este é um problema de evolução, nosso domínio é da forma Ω× (0, T ). Assim, u
deve satisfazer a equação do calor
ut = ∆u em {u > 0} ∪ {u ≤ 0}.
Em cada instante t, o recipiente está dividido em duas regiões, água e gelo, por uma
superfície que denotamos por Γt. Portanto, também fica dividido em nosso domínio por
Γ = ∪t>0Γt. Esta superfície é a que chamaremos de fronteira livre, sobre Γ temos u = 0.
Conforme a figura abaixo [25]
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Figura 1 – água e gelo
Por outro lado, o problema do derretimento do gelo dá uma propriedade extra na superfície
de mudança de fase. De fato, sabemos que para água passar do estado sólido para o estado
líquido, deve dissipar uma quantidade de energia em forma de calor, gerando assim um
salto da temperatura no momento da fusão sobre a fronteira livre. Essa energia produz
deslocamento da fronteira livre Γ no sentido do gelo com uma velocidade proporcional ao
salto do fluxo de calor. Resultando assim,
−Ms˙(x) = (∇u+ −∇u−) · ν, x ∈ Γ,
onde ν é o vetor normal exterior a Γt que aponta no sentido da água, M é o calor latente
de gelo derretendo (constante em proporção), s˙ é a velocidade do avanço da água acima
do gelo e ∇u+ e ∇u− são o fluxo da temperatura da água e do gelo respectivamente.
Problema de combustão de chama. Neste exemplo vamos ilustrar o problema de
combustão de chama em duas dimensões, veja [15].
Figura 2 – Chama de Bunsen, e detalhe da chama numa curva
Antes de abordar os resultados matemáticos, primeiro descreveremos a motivação física
deste modelo simples para chamas num bico de Bunsen estável e laminar. De fato, na boca
do bico de Bunsen geralmente pode-se ver dois tipos de chamas. Chama pré-misturada em
forma cônica, além de uma chama de difusão como se mostra na figura 2. Nos concentramos
aqui no estudo de uma chama pré-misturada. No limite de alta energia de ativação para a
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taxa da reação química, a reação se encontra numa zona infinitamente delgada em forma
cônica que geralmente é conhecida como frente de chama. A zona fria (combustível e
oxidação) se encontra abaixo da frente de chama, e ai a temperatura não é suficientemente
alta para que a reação se inicie. Acima da chama só há gases queimados e a reação também
não pode ocorrer devido à falta de alguns dos reativos. Aqui consideramos um modelo
com densidade constante. Matematicamente falando, a chama pode ser vista como uma
fronteira livre de forma cônica entre duas zonas, uma quente e outra relativamente fria.
Em R2 = {(x, y) : x, y ∈ R}, seja y o sentido principal do fluxo e x o sentido ortogonal a
y (veja Figura 2). Sob todas as condições requeridas, denotemos por u(x, y) o campo da
temperatura, dimensionalizado e renormalizado de tal forma que u seja aproximadamente
0 abaixo da chama e u = 1 na chama e acima dela e seja solução das seguintes equações

∆u− cuy = 0 em Ω = {0 < u < 1},
u = 1 em R2 \ Ω,
lim sup
d((x,y),Γ)→+∞,(x,y)∈Ω
u(x, y) = 0,
a função u é contínua através de Γ = ∂Ω. Onde a curva Γ pode-se descrever como o
gráfico de uma função suave, representa a frente de chama, Ω representa a zona fria
e c representa a velocidade normalizada do vapor ascendente subjacente. Além disso,
d((x, y),Γ) = dist((x, y),Γ) é a distância do ponto (x, y) a Γ. Neste modelo a função 1− u
representa a concentração relativa do reativo. A continuidade de u em Γ significa que não
há um salto da temperatura na frente da chama. A região Γ é chamada de fronteira livre
neste modelo de combustão de chama.
Finalmente, este trabalho está dividido em três capítulos, o primeiro capítulo engloba alguns
resultados da teoria de equações elípticas em espaços de Sobolev que serão utilizados
nos capítulos seguintes, com destaque no estudo das propriedades das soluções fortes
associadas a um problema elíptico, tais como regularidade interior, princípio do máximo,
desigualdade de Harnack. No capítulo dois consideraremos para cada ε > 0 uma solução uε
do problema (2) e deduziremos estimativas uniformes para uε que garantem a existência
do limite uniforme quando ε → 0 e mostraremos que a função limite denotada por v é
solução do problema (1). Além disso, mostraremos que v satisfaz uma propriedade de
fronteira livre. Finalmente, no capítulo três aplicaremos todos os resultados do capítulo
dois para resolver um problema da teoria de combustão, propagação de chama.
Para a elaboração desta dissertação estudamos o artigo [3], escrito por H. Berestycki, L.
Caffarelli e L. Nirenberg, no qual os autores analisam a aproximação de problemas de
fronteira livre.
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1 Preliminares
Neste capítulo vamos apresentar as definições básicas e resultados clássicos sobre operadores
elípticos, tais como domínios com fronteiras suaves, soluções fortes de uma equação elíptica,
teoria de regularidade e o princípio do máximo, que serão utilizados nos capítulos posteriores.
Também, definiremos os espaços de Sobolev onde vamos trabalhar em toda esta dissertação.
Alguns resultados não serão demonstrados, eles encontram-se nas referências indicadas ao
longo do texto.
1.1 Domínios com fronteira suave
Iniciamos esta seção formulando algumas definições básicas, tais como domínio, vetor
normal, vetor normal exterior, hipersuperfícies suaves e a definição de conjunto com
fronteira suave.
Definição 1.1.1. Um conjunto não vazio Ω ⊂ Rn é chamado de domínio se Ω é aberto
e conexo.
Definição 1.1.2. Seja Ω ⊂ Rn um conjunto aberto não vazio com fronteira ∂Ω. Dizemos
que Ω tem fronteira plana se para cada ponto x0 ∈ Ω existe uma vizinhança U de x0
aberta tal que
(i) (U ∩ Ω) ⊂ Rn+;
(ii) (U ∩ ∂Ω) ⊂ ∂Rn+.
Isto é, quando Ω tem fronteira plana podemos identificar localmente Ω com o semiespaço
Rn+ e ∂Ω com ∂Rn+. Por exemplo o conjunto
Ω = {(x, y) ∈ R2 : 0 < y <
√
1− x2,−1 < x < 1}
tem a fronteira plana.
Definição 1.1.3. Seja Ω ⊂ Rn um conjunto aberto não vazio, com fronteira ∂Ω e seja
k ≥ 0 um inteiro. Dizemos que ∂Ω é de classe Ck, se para cada x0 ∈ ∂Ω, existe r > 0 e
uma função γ : Rn−1 → R de classe Ck tal que
Ω ∩B(x0, r) = {x ∈ B(x0, r) : xn > γ(x1, . . . , xn−1)}.
Dizemos que a fronteira de Ω é suave quando ∂Ω é de classe Ck para todo k = 0, 1, 2, . . . ,.
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Observação 1.1.4. Conforme a figura seguinte [14]
Figura 3 – Aplainamento da fronteira.
Frequentemente precisaremos mudar as coordenadas numa vizinhança de um ponto da
∂Ω, de modo que aplaine a fronteira (veja figura 3). Mais especificamente, dado x0 ∈ ∂Ω
escolhemos γ como na Definição 1.1.3. Então, definimos Φ: Rn → Rn por
yi = xi = Φi(x), i = 1, . . . , n− 1
yn = xn − γ(x1, . . . , xn−1) = Φn(x),
e escrevemos
y = Φ(x) = (Φ1(x), . . . ,Φn(x)).
Da mesma maneira definimos Ψ: Rn → Rn por
xi = yi = Ψi(y), i = 1, . . . , n− 1
xn = yn + γ(y1, . . . , yn−1) =: Ψn(y),
e escrevemos
x = Ψ(y) = (Ψ1(y), . . . ,Ψn(y)).
Assim, Φ e Ψ são difeomorfismos de classe Ck(Rn) tais que Ψ = Φ−1 e det(∇Φ) =det(∇Ψ) =
1. Além disso, a aplicação x 7→ Φ(x) = y torna a fronteira plana numa vizinhança do
ponto x0.
Um fato importante que se segue da Observação 1.1.4 é que a Definição 1.1.3 coincide
claramente com a Definição1.1.5 abaixo.
Definição 1.1.5. Seja Ω um domínio limitado em Rn. Dizemos que a fronteira de Ω é
de classe Ck, se para cada ponto x0 ∈ ∂Ω existem uma vizinhança aberta U de x0 e um
difeomorfismo ψ : U → Rn de classe Ck(U) tais que
(i) ψ(U ∩ Ω) ⊂ Rn+;
(ii) ψ(U ∩ ∂Ω) ⊂ ∂Rn+.
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Dizemos que um domínio Ω tem uma parte da fronteira Γ ⊂ ∂Ω de classe Ck, se em cada
ponto x0 ∈ Γ existe uma vizinhança aberta U de x0 onde são satisfeitas as condições (i),
(ii) e (U ∩ ∂Ω) ⊂ Γ. Nós dizemos também que o difeomorfismo ψ aplaina a fronteira numa
vizinhança de x0.
Definição 1.1.6. Sejam Ω ⊂ Rn um domínio com fronteira de classe Ck e x0 ∈ ∂Ω.
Dizemos que µ ∈ Rn é um vetor tangente a ∂Ω em x0, se existe δ > 0 e uma função
ϕ : (−δ, δ)→ ∂Ω tal que ϕ ∈ Ck(−δ, δ), ϕ(0) = x0 e ϕ′(0) = µ.
Lema 1.1.7. Sejam Ω ⊂ Rn um domínio com fronteira de classe Ck e x0 ∈ ∂Ω, U e ψ
como na Definição 1.1.5. Então, µ ∈ Rn é um vetor tangente a ∂Ω em x0 se, e somente
se, ∇ψ(x0) · µ = 0.
Demonstração. Veja [17] p. 156.
Do Lema 1.1.7 se segue que o conjunto
Tx0(∂Ω) = {µ ∈ Rn : µ é um vetor tangente a ∂Ω em x0},
que chamaremos de espaço tangente a ∂Ω em x0, é um subespaço vetorial (n − 1)–
dimensional de Rn.
Definição 1.1.8. Sejam Ω ⊂ Rn um domínio com fronteira de classe Ck e x0 ∈ ∂Ω.
Dizemos que ν ∈ Rn é um vetor normal a ∂Ω em x0, se ν · µ = 0 para todo vetor
tangente µ.
Definição 1.1.9. Sejam x0 ∈ ∂Ω e ν ∈ Rn r {0} um vetor normal a ∂Ω em x0. Então
ν é um vetor normal exterior em x0 se existe δ > 0, tal que x0 + tν ∈ Ω para cada
−δ < t < 0 e x0 + tν ∈ Rn r Ω com 0 < t < δ.
Definição 1.1.10. Sejam Λ ⊂ Rn+1 e k ≥ 0 um inteiro. O conjunto Λ é uma hipersu-
perfície em Rn+1 se localmente pode ser descrito pelo gráfico de uma função de classe
Ck(U) sobre um subconjunto aberto U de Rn. Dizemos que Λ é uma hipersuperfície suave
se existe um subconjunto aberto U ⊂ Rn+1 e uma função Φ: U → R suave em U tal que
∇Φ 6= 0 em U e Λ = {x ∈ U : Φ(x) = 0}.
Observação 1.1.11. No caso em que Λ é o gráfico de uma função u de classe C2(Ω)
num domínio Ω ⊂ Rn, consideramos U = Ω × R e Φ(x) = xn+1 − u(x′) para cada
x′ = (x1, . . . , xn) ∈ Ω. Além disso, se Λ = {x ∈ U : Φ(x) = 0}, então o vetor normal
unitário ν a Λ é dado por ν = Φ|∇Φ| .
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1.2 Espaços de Sobolev
Agora vamos estabelecer ferramentas que serão de utilidade ímpar nos resultados posteriores.
Para obter mais detalhes sobre este assunto o leitor poderá consultar as referências [1],
[14], [20].
O primeiro passo para a construção dos espaços de Sobolev será introduzir um novo
conceito de derivada que generaliza a derivada usual.
Definição 1.2.1. Dado um aberto Ω ⊂ Rn, uma função u ∈ L1loc(Ω) e α ∈ Nn um
multi-índice, dizemos que v ∈ L1loc(Ω) é uma α-ésima derivada fraca de u se∫
Ω
u(x)Dαϕ(x) dx = (−1)|α|
∫
Ω
v(x)ϕ(x) dx, para toda ϕ ∈ C∞0 (Ω).
Dizemos que u é fracamente diferenciável se todas as derivadas fracas de primeira ordem
de u existirem, e fracamente diferenciável k–vezes, quando Dαu existe para todos os
multi-índices 0 ≤ |α| ≤ k.
Essencialmente, a Definição 1.2.1 diz que uma derivada fraca de uma função é uma função
localmente integrável que nos permite fazer integração por partes. O Lema 1.2.2 abaixo
estabelece, em certo sentido, a unicidade da derivada fraca.
Lema 1.2.2. A α-ésima derivada fraca de uma função u ∈ L1loc(Ω), quando existe, é única
a menos de conjuntos de medida nula.
Demonstração. Suponha que v, v˜ são α-ésimas derivadas fracas de u. Então
(−1)|α|
∫
Ω
vϕ =
∫
Ω
uDαϕ = (−1)|α|
∫
Ω
v˜ϕ, para toda ϕ ∈ C∞0 (Ω),
e portanto ∫
Ω
(v − v˜)ϕ = 0 para todo ϕ ∈ C∞0 (Ω),
então v − v˜ = 0 q.t.p em Ω. Logo v = v˜ q.t.p em Ω.
Do Lema 1.2.2, se u ∈ L1loc(Ω) possui α-ésima derivada fraca v, podemos denotar simples-
mente v = Dαu.
Exemplo 1.2.3. Sejam n = 1, Ω = (0, 2), e
u(x) =
 x se 0 < x ≤ 1,1 se 1 < x < 2.
Definamos
v(x) =
 1 se 0 < x ≤ 1,0 se 1 < x < 2.
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Vejamos que u′ = v no sentido fraco. De fato, seja ϕ ∈ C∞0 (Ω), então∫ 2
0
uϕ′ dx =
∫ 1
0
xϕ′ dx+
∫ 2
1
ϕ′ dx
= −
∫ 1
0
ϕ dx+ ϕ(1)− ϕ(0) =
∫ 2
0
vϕ dx.
Portanto, ∫
Ω
uϕ′ dx =
∫
Ω
vϕ dx para todo ϕ ∈ C∞0 (Ω).
Motivados por este conceito de derivada fraca, definimos os espaços de Sobolev onde vamos
trabalhar nos próximos capítulos.
Definição 1.2.4. Sejam Ω ⊂ Rn um aberto, 1 ≤ p ≤ ∞ e k ∈ N ∪ {0}. Definimos o
espaço de Sobolev W k,p(Ω) como sendo
W k,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) para todo 0 ≤ |α| ≤ k}.
Dizemos que u pertence localmente a W k,p(Ω) se u ∈ W k,p(Ω′) para todo Ω′ ⊂⊂ Ω.
Denotamos este espaço por
W k,ploc (Ω) = {u ∈ Lploc(Ω) : Dαu ∈ Lploc(Ω) para todo 0 ≤ |α| ≤ k}.
Observe que, se u ∈ W k,p(Ω) então u ∈ Lp(Ω), de modo que toda função de W k,p(Ω) está
em L1loc(Ω). Além disso, o espaço W k,p(Ω) é um espaço vetorial real.
Uma norma neste espaço é introduzida definindo-se
‖u‖Wk,p(Ω) =

 ∑
|α|≤k
∫
Ω
|Dαu|p
 1p se 1 ≤ p <∞,∑
|α|≤k
‖Dαu‖L∞(Ω) se p =∞.
O espaço W k,p(Ω) munido com a norma ‖ · ‖Wk,p(Ω) é um espaço de Banach.
Um caso especial do estudo dos espaçosW k,p(Ω) se dá quando p = 2, pois o espaçoW k,2(Ω)
tem um produto interno natural definido por
(u, v)Wk,2(Ω) =
∑
|α|≤k
(Dαu,Dαv)L2(Ω),
e dotado com este produto interno torna-se um espaço de Hilbert.
Finalmente, definimos a convergência fraca e convergência forte no espaço de Sobolev
W k,p(Ω).
Definição 1.2.5. Seja {um}∞m=1 uma sequência em Lp(Ω) e seja u ∈ Lp(Ω). Dizemos que
um converge fracamente a u em Lp(Ω), se
lim
m→∞
∫
Ω
umv =
∫
Ω
uv para toda v ∈ Lp′(Ω),
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em que 1
p
+ 1
p′
= 1. Neste caso escrevemos
um ⇀ u em Lp(Ω).
Definição 1.2.6. Seja {um}∞m=1 uma sequência em W k,p(Ω) e seja u ∈ W k,p(Ω).
(i) Dizemos que um converge fracamente a u em W k,p(Ω), se
um ⇀ u em Lp(Ω)
e
Dαum ⇀ D
αu em Lp(Ω) para cada |α| ≤ k,
e escrevemos
um ⇀ u em W k,p(Ω).
(ii) Dizemos que um converge fortemente a u em W k,p(Ω), se
lim
m→∞ ‖um − u‖Wk,p(Ω) = 0,
e escrevemos
um → u em W k,p(Ω).
(iii) Dizemos que um converge fortemente a u em W k,ploc (Ω), se
um → u em W k,p(Ω′),
para todo Ω′ ⊂⊂ Ω. Similarmente, definimos a convergência fraca em W k,ploc (Ω).
Uma estratégia muito usada para mostrar convergência forte em espaços normados, e que
vamos usar na Seção 2.4 do Capítulo 2, veremos no Teorema 1.2.7 abaixo.
Teorema 1.2.7. Sejam (X, ‖ · ‖) um espaço vetorial normado Hilbert, {xm}∞m=1 uma
sequência em X e x ∈ X. Então são verdadeiras as seguintes afirmações:
(a) Se xm ⇀ x fracamente em X e ‖xm‖ → ‖x‖ quando m → ∞, então xm → x
fortemente em X quando m→∞.
(b) Se xm ⇀ x fracamente em X, então {xm}∞m=1 é limitada e
‖x‖ ≤ lim inf
m→∞ ‖xm‖.
Demonstração. Veja [8] p. 58.
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1.2.1 Imersões contínuas e compactas em espaços de Sobolev
Iniciamos esta subseção com a definição de imersões entre espaços de Banach.
Definição 1.2.8. Sejam X e Y dois espaços vetoriais normados com X ⊂ Y . Dizemos
que X está imerso continuamente em Y se existe c > 0 tal que
‖x‖Y ≤ c‖x‖X , para todo x ∈ X.
Neste caso escrevemos X ↪→ Y .
Observe que dizer que a imersão entre X e Y é contínua é equivalente a dizer que a
aplicação identidade i : X → Y dada por i(x) = x é contínua.
São principalmente as características de imersão dos espaços de Sobolev que os fazem tão
úteis no estudo das Equações Diferenciais Parciais. Para estudar as imersões sobre estes
espaços é necessário analisar diferentes casos, quando p < n, p = n e p > n.
Antes de apresentar os teoremas que relacionam cada um destes casos, definiremos os
espaços de Hölder, os quais estão relacionados diretamente com as imersões contínuas.
Definição 1.2.9. Sejam Ω ⊂ Rn um conjunto limitado e u : Ω → R uma função. Se
0 ≤ γ ≤ 1, dizemos que u é Hölder contínua com exponente γ, em Ω, se a expressão
[u]C0,γ(Ω) = sup
x 6=y∈Ω
{ |u(x)− u(y)|
|x− y|γ
}
<∞. (1.1)
Se u é Hölder contínua em Ω, então u é contínua em Ω. Além disso, quando (1.1) é finito
e γ = 1, dizemos que u é uma função Lipschitz contínua em Ω.
Definição 1.2.10. Sejam k > 0 e 0 ≤ γ ≤ 1. O espaço de Hölder denotado por Ck,γ(Ω)
consiste das funções u ∈ Ck(Ω) tais que
‖u‖Ck,γ(Ω) =
∑
|α|≤k
(
‖Dαu‖C(Ω) + [Dαu]C0,γ(Ω)
)
<∞.
Observe que Dαu somente aqui representa a α-ésima derivada clássica de u no conjunto Ω
para evitar confusão com a notação de derivada fraca.
Teorema 1.2.11. Sejam Ω ⊂ Rn um conjunto limitado com fronteira suave, n > 1 e
1 ≤ q <∞. Então
W 1,p(Ω) ⊂

L
np
n−p (Ω) se p < n,
Lq(Ω) se p = n,
C0,γ(Ω) se p > n, γ = 1− n
p
.
(1.2)
Além disso, existe uma constante C = C(n, p) tal que para cada u ∈ W 1,p(Ω),
‖u‖
L
np
n−p (Ω)
≤ C‖Du‖Lp(Ω), para cada p < n, (1.3)
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sup
Ω
|u| ≤ C‖Du‖Lp(Ω), para cada p > n.
A desigualdade (1.3) é conhecida como a desigualdade de Gagliardo-Nirenberg-Sobolev.
Demonstração. Veja [20] p. 155.
Observe que do Teorema 1.2.11 segue que W 1,p(Ω) ⊂ C0(Ω) para cada p > n.
No seguinte teorema daremos uma generalização do Teorema 1.2.11 para o espaço W k,p
com k > 1.
Teorema 1.2.12. Seja Ω ⊂ Rn um conjunto limitado com fronteira suave, e seja k ≥ 1
um inteiro. Então
(a) Se kp < n, então o espaço W k,p(Ω) está imerso continuamente em L
np
n−p (Ω).
(b) Se kp > n e 0 ≤ m < k− n
p
< m+ 1, então W k,p(Ω) está imerso continuamente em
Cm,α(Ω), α = k − n
p
−m.
Finalmente, definimos as imersões compactas dos espaços de Sobolev.
Definição 1.2.13. Sejam X e Y dois espaços vetoriais normado com X ⊂ Y . Dizemos que
a imersão X ⊂ Y é compacta, se toda sequência limitada em X possui uma subsequência
que converge em Y . Em outras palavras, a função identidade i : X → Y é compacta.
Teorema 1.2.14. Seja Ω ⊂ Rn um conjunto limitado com fronteira suave. Então
(a) Se p < n, então o espaço W 1,p(Ω) está imerso compactamente em Lq(Ω), em que
1
q
= 1
p
− 1
n
.
(b) Se p > n então o espaço W 1,p(Ω) está imerso compactamente em C(Ω).
Demonstração. Veja [20] p. 167.
1.3 Operadores Elípticos
O objetivo desta seção é apresentar resultados clássicos na teoria de equações elípticas,
tais como regularidade elíptica, princípio do máximo e a desigualdade de Harnack. Para
as soluções fortes da equação
Lu = f em Ω, (1.4)
com condição na fronteira
∂u
∂ν
= 0 em ∂Ω, (1.5)
Capítulo 1. Preliminares 24
em que Ω ⊂ Rn é um domínio limitado, f uma função em Lp(Ω) e L um operador
diferencial na forma
Lu =
n∑
i,j=1
aijuij +
n∑
i=1
biui + cu. (1.6)
Sobre as funções aij, bi e c, que chamaremos de coeficientes do operador L, sempre vamos
supor as seguintes condições.
Condição de elipticidade, isto é, existe m ∈ R, m > 0 tal que
n∑
i,j=1
aij(x)ξiξj ≥ m|ξ|2 para todo ξ ∈ Rn, x q.t.p em Ω, (1.7)
aij, bi, c estão em L∞(Ω) e são limitados por uma constante C1, (1.8)
aij(x) ∈ C1(Ω), (1.9)
c(x) ≤ 0. (1.10)
Observação 1.3.1. Para funções u em W 2,p(Ω) a condição de fronteira (1.5) fica definida
no seguinte sentido, escrevendo ∂u
∂ν
= Du|∂Ω ·ν em que ν é o vetor normal unitário exterior
à ∂Ω e Du|∂Ω ∈ (Lp(∂Ω))n está definida no sentido do traço, pois Du ∈ W 1,p(Ω). Assim,
∂u
∂ν
∈ Lp(∂Ω) está definida.
Observação 1.3.2. Em todos os teoremas onde apareceram as constantes m e C1, estare-
mos fazendo referência às constantes definidas em (1.7) e (1.8).
Observe que no estudo das soluções do problema (1.4) em espaços de funções contínuas,
uma solução clássica deve ser pelo menos duas vezes continuamente diferenciável, motivados
por isso definiremos as soluções fortes de (1.4) em os espaços de Sobolev. É importante
notar que especialmente em problemas que envolvem operadores elípticos, as soluções
fortes tem muitas propriedades boas, as quais destacaremos mas adiante.
Definição 1.3.3. Sejam L um operador elíptico na forma (1.6) e f ∈ Lp(Ω). Dizemos que
u ∈ W 2,ploc (Ω) para cada p > 1, é solução forte de Lu = f em Ω se, u satisfaz
Lu(x) = f(x) para todo x q.t.p em Ω.
Em outras palavras, as soluções fortes da equação (1.4) são funções em Lp(Ω) que tem
duas derivadas fracas em Lp(Ω) satisfazendo a equação Lu = f em Ω a menos de um
conjunto de medida nula.
O seguinte teorema mostra uma estimativa para soluções fortes da equação (1.4), o qual
conhecemos como regularidade interior.
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Teorema 1.3.4. Sejam u ∈ W 2,ploc (Ω) ∩ Lp(Ω), 1 < p <∞, solução forte da equação (1.4)
e f ∈ Lp(Ω). Então para todo Ω′ ⊂⊂ Ω,
‖u‖W 2,p(Ω′) ≤ C(‖u‖Lp(Ω) + ‖f‖Lp(Ω)),
em que C é uma constante que depende de n, p, m, C1.
Demonstração. Veja [20] p. 235.
No que segue listamos algumas propriedades importantes sobre as soluções fortes do
problema (1.4), as quais usaremos no Capítulo 2.
Lema 1.3.5. Seja x0 ∈ Ω e consideremos o conjunto G = B(x0, r) ∩ Ω, em que B(x0, r)
uma bola em Ω. Uma importante propriedade para soluções fortes da equação Lu = f no
conjunto G satisfazendo as condições (1.7)–(1.9) e a condição (1.5) em ∂Ω ∩B(x0, r), é a
estimativa interior
|∇u(x0)| ≤ K
(
1
r
sup
Ω
|u|+ sup
Ω
|f |
)
, (1.11)
onde K é uma constante que depende da suavidade de ∂Ω∩B(x0, r), de C1, m e a suavidade
de ν, mais não depende da distância de x0 a ∂Ω. Isso, decorre da teoria elíptica padrão [20].
Lema 1.3.6. Suponhamos que (1.10), sobre o coeficiente c, é satisfeita e para algum
x1 ∈ ∂B(x0, r) e algum t > 0
B(x1, tr) ∩B(x0, r) ⊂ Ω. (1.12)
Então, existe uma única solução forte da equação Lu = f em G satisfazendo (1.5) em
∂Ω ∩B(x0, r) e u = 0 no resto de ∂G, ou seja, u = 0 em ∂Gr (∂Ω ∩ ∂B(x0, r)) e além
disso,
|u(x)| ≤ K sup
Ω
|f | em G, (1.13)
onde K é uma constante que depende de G, C1, m, µ, t. Também, a solução forte de (1.4)
pertence a W 2,p(J) para cada subconjunto compacto J de Gr (∂Ω ∩ ∂B(x0, r)).
Observação 1.3.7. Notamos que, com ajuda da Definição 1.1.3 de conjuntos com fronteira
suave, tornando a fronteira plana, conforme a Definição 1.1.2, podemos estender o operador
elíptico L definido em (1.4) até a fronteira. Mais exatamente, seja Ω um domínio suave.
Fixando um ponto x0 ∈ ∂Ω, então usando a Definição 1.1.3 existe r > 0 e uma aplicação
γ : Rn−1 → R suave tal que
Ω ∩B(x0, r) = {x ∈ B(x0, r) : xn > γ(x1, . . . , xn−1)}.
Sejam Φ e Ψ como na Observação 1.1 e escolhamos s > 0 tal que
Ω˜ = B(0, s) ∩ {yn > 0} ⊂ Φ(Ω ∩B(x0, r)).
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Aqui, a menos de translação, podemos supor que Φ(x0) = y0 = 0. Seja u : Ω → R uma
função em W 1,2(Ω), solução forte da equação
Lu = f em Ω,
onde L é um operador elíptico definido como em (1.4), satisfazendo (1.7), (1.8) e f ∈ L2(Ω).
Então, escrevendo u˜(y) = u(Ψ(y)) para cada y ∈ Ω˜, temos que u˜ ∈ W 1,2(Ω˜) e é solução
forte de L˜u˜ = f˜ em Ω˜, em que
L˜u˜ =
n∑
i,j=1
a˜iju˜ij +
n∑
i
b˜iu˜i + c˜u˜ = f˜ em Ω˜, (1.14)
com
a˜ij(y) =
n∑
r,s=1
∂Φi
∂xr
∂Φj
∂xs
ars(Ψ(y)), b˜i(y) =
n∑
r=1
∂Φi
∂xr
br(Ψ(y)), (1.15)
c˜(y) = c(Ψ(y)) e f˜(y) = f(Ψ(y)).
Observação 1.3.8. Suponhamos que as condições (1.7)–(1.9) sobre os coeficientes aij,
bi e c são válidas e consideremos o operador L definido em (1.6). Então se f ∈ L2(Ω) e
u ∈ W 2,2(Ω) é solução forte da equação Lu = f em Ω e satisfaz a condição de fronteira
∂u
∂ν
= 0 em ∂Ω, (1.16)
obtemos ∫
Ω
n∑
i,j=1
aijuivj =
∫
Ω
f˜v, para todo v ∈ W 2,2(Ω),
em que f˜ = f −
n∑
i=1
biui −
n∑
i,j=1
(aij)jui − cu. Logo, definindo B : W 1,2(Ω)×W 1,2(Ω)→ R
por
B[u, v] =
∫
Ω
n∑
i,j=1
aijuivj,
observamos que B[·, ·] é uma forma bilinear, simétrica em W 1,2(Ω)×W 1,2(Ω). Além disso,
B[·, ·] é definida positiva e não degenerada, ou seja, B[·, ·] é um produto interno em W 1,2.
Ainda mais, (W 1,2, B[·, ·]) é um espaço de Hilbert e a norma
|‖u‖| = B[u, u]1/2
é equivalente à norma usual em W 1,2.
1.3.1 Princípio do máximo
Abordamos o princípio do máximo para equações diferenciais parciais elípticas de segunda
ordem. Os métodos do princípio máximo baseiam-se na observação de que, se uma função
u de classe C2(Ω) atinge o seu máximo sobre um conjunto aberto Ω num ponto x0 ∈ Ω,
então
∇u(x0) = 0, ∇2u(x0) ≤ 0.
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Aqui vamos apresentar uma versão fraca e uma versão forte do princípio do máximo.
Seja Ω ⊂ Rn um domínio limitado e consideremos o operador L na forma (1.6) satisfazendo
as condições (1.7), (1.8) e (1.9).
Teorema 1.3.9 ( Princípio do máximo fraco). Seja u ∈ C2(Ω)∩C(Ω), e consideremos
c = 0.
(a) Se Lu ≤ 0 em Ω, então
max
Ω
u = max
∂Ω
u. (1.17)
(b) Se Lu ≥ 0 em Ω, então
min
Ω
u = min
∂Ω
u. (1.18)
Demonstração. Veja [20] p. 32.
Lembrando a definição da parte positiva e negativa de uma função u, ou seja,
u+ = max(u, 0), u− = min(u, 0).
Então, usando o Teorema 1.3.9 para o caso onde c ≤ 0 se segue o seguinte.
Corolário 1.3.10. Seja u ∈ C(Ω), e consideremos c ≤ 0.
(a) Se Lu ≤ 0 em Ω, então
max
Ω
u ≤ max
∂Ω
u+. (1.19)
(b) Se Lu ≥ 0 em Ω, então
min
Ω
u ≥ min
∂Ω
u−. (1.20)
Além disso, se Lu = 0 em Ω, então
max
Ω
|u| = max
∂Ω
|u|. (1.21)
Em seguida, fortaleceremos substancialmente as asserções anteriores, demonstrando que se
Lu ≤ 0 então u não pode atingir seu máximo num ponto interior de uma região conexa, a
menos que seja constante. Esta afirmação é a que chamaremos como princípio do máximo
forte que depende da seguinte análise sutil da derivada normal externa em um ponto de
máximo da fronteira.
Lema 1.3.11 (Lema de Hopf). Seja u ∈ C(Ω) tal que Lu ≥ 0 em Ω, e consideremos
c = 0 . Suponha que existe um ponto x0 ∈ ∂Ω tal que
(a) u é contínua em x0;
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(b) u(x0) > u(x) para todo x ∈ Ω;
(c) ∂Ω satisfaz a condição da bola interior, ou seja, existe uma bola aberta B ⊂ Ω tal
que x0 ∈ ∂B.
Então, nestas condições a derivada normal exterior de u em x0, se existir, satisfaz
∂u
∂ν
(x0) > 0, (1.22)
em que ν é o vetor normal exterior unitário a B em x0. Para o caso onde c ≥ 0 em Ω, se
u(x0) ≥ 0, então (1.22) continua sendo válida. Além disso, se u(x0) = 0, então (1.22) é
satisfeita para qualquer sinal de c.
Demonstração. Suponhamos que c ≤ 0. Pela hipótese (c), sem perda de generalidades
vamos considerar B = B(0, r) para algum r > 0 e x0 ∈ ∂B. Sejam x ∈ B e λ > 0,
definamos
v(x) = e−λ|x|2 − e−λr2 .
Temos,
vi = −2λxie−λ|x|2 ,
se
vij = (4λ2xixj − 2λδij)e−λ|x|2 .
Logo, usando as condições (1.7) e (1.8)
Lv =
n∑
i,j=1
aijvij +
n∑
i=1
bivi + cv
= e−λ|x|2
n∑
i,j=1
aij(4λ2xixj − 2λδij)− 2λe−λ|x|2
n∑
i=1
bixi + c(e−λ|x|
2 − e−λr2)
≥ (4λ2m|x|2 − 2λtraço(A)− 2λ‖b‖L∞|x|+ c)e−λ|x|2 ,
em que A = (aij)ij , b = (b1, . . . , bn) e traço(A) =
n∑
i=1
aii. Seja R = B(0, r) \B(0, r2). Assim,
em R obtemos que
Lv ≥ (4λ2m|x|2 − 2λtraçõ(A)− 2λ‖b‖L∞|x|+ c)e−λ|x|2 ≥ 0,
se escolhemos λ > 0 suficientemente grande. Por outro lado, como v > 0 e contínua no
compacto ∂B(0, r2), existe ε > 0 tal que
u(x)− u(x0) + εv ≤ 0, x ∈ ∂B(0, r2). (1.23)
Também, como v = 0 em B(0, r) segue que (1.23) é válida em ∂B(0, r). Agora, notemos
que
L(u− u(x0) + εv) ≥ −cu(x0) ≥ 0 em R,
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pois c ≤ 0, Lu ≥ 0 e Lv ≥ 0. Assim, pelo princípio do máximo fraco (Corolario 1.3.10)
obtemos
u− u(x0) + εv ≤ 0 em R.
Por outro lado, como v(x0) = 0, então u(x0) − u(x0) + εv(x0) = 0 e portanto x0 é um
ponto de máximo de u− u(x0) + εv e daí
∂u
∂ν
(x0) ≥ −∂v
∂ν
(x0) = 2λε
r
|x0|2e−λ|x0|2 > 0.
Observe que, se u(x0) = 0 repetimos a demonstração para L − c+ em lugar de L e
concluímos também (1.22) para qualquer sinal de c.
O Lema 1.3.11 será utilizado na demonstração de um princípio do máximo forte para
o operador estritamente elíptico L, e também usaremos argumentos similares em sua
demonstração para provar o Teorema 2.1.6, mas este lema de Hopf é importante por si só,
pois quando x0 ∈ ∂Ω é um ponto de máximo para uma certa função u, sabemos que
∂u
∂ν
(x0) ≥ 0,
então o Lema de Hopf diz, que se Lu ≥ 0 em Ω obtemos a desigualdade estrita.
Teorema 1.3.12 (Princípio do máximo forte). Seja u ∈ C2(Ω) tal que Lu ≥ 0 ou
Lu ≤ 0 em Ω (não precisa ser limitado), então se u atinge o máximo no interior de Ω, u
é constante. Além disso, se c ≤ 0 , então u não pode atingir máximo não negativo, nem
mínimo não positivo no interior de Ω a menos que seja constante.
Demonstração. Suponha que u atinge o seu máximoM em um ponto interior e suponha
por absurdo que
A = {x ∈ Ω: u(x) < 0} 6= ∅.
Segue que ∂A ∩ Ω 6= ∅ também. Escolha y ∈ A tal que dist(y, ∂A) < dist(y, ∂Ω) e seja
B(y, r), para algum r > 0 a maior bola centrada em y contida em A. Então ∂B(y, r)
intersecta ∂A e não intersecta ∂Ω, logo podemos tomar x0 ∈ ∂A ∩ ∂B(y, r) e x0 6∈ ∂Ω.
Segue que u(x0) = M e u(x0) > u(x) para todo x ∈ A. Assim, pelo Lema de Hopf obtemos
que
∂u
∂ν
(x0) 6= 0.
Por outro lado, x0 ∈ Ω e é ponto de máximo para u, logo devemos ter ∇u(x0) = 0, uma
contradição.
Da acordo ao Teorema 1.3.12 obtemos uma extensão do princípio do máximo para soluções
fortes no espaço de Sobolev W 2,nloc (Ω).
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Teorema 1.3.13. Seja u ∈ W 2,nloc (Ω) satisfazendo Lu ≥ 0 em Ω e c = 0 ou c ≤ 0, então u
não atinge o seu máximo ou máximo não negativo em caso que u ≥ 0 em Ω a menos que
seja constante.
Demonstração. Veja [20] p. 225.
31
2 Aproximação por Regularidade de um Pro-
blema de Fronteira Livre
Neste capítulo, vamos estudar um problema de fronteira livre, que consiste em encontrar
uma função v ≥ 0 num domínio Ω que satisfaz
Lv = 0 em Ω+ = {x ∈ Ω: v(x) > 0},
∂v
∂ν
= 0 em Ω+ ∩ ∂Ω.
(2.1)
Além disso, veremos ao longo do capítulo, que v satisfaz uma propriedade na fronteira
livre, entendemos por fronteira livre o conjunto ∂Ω+ ∩ Ω. Para isso vamos considerar uma
aproximação regularizante uε de um problema com condição de fronteira descrito abaixo,
obtendo estimativas uniformes que nos fornecerão condições suficientes para que a função
limite de uε, quando ε → 0, seja solução do problema (2.1). As estimativas uniformes
obtidas aqui serão usadas também no Capítulo 3 especificamente num problema da teoria
de combustão.
O operador L é um operador estritamente elíptico definido em (1.6) no Capítulo 1 omitindo-
se a notação de somatório por simplicidade, e os coeficientes aij, bi e c satisfazem as
condições (1.7)–(1.10).
Começamos descrevendo o problema regularizado, numa forma geral.
Seja Ω ⊂ Rn um domínio com fronteira ∂Ω suave, e seja uε ∈ W 2,nloc (Ω) ∩ L∞(Ω), uε ≥ 0
uma solução forte da equação
Lu = aijuij + biui + cu = βε(u), (2.2)
satisfazendo em ∂Ω ou num subconjunto Γ ⊂ ∂Ω
∂u
∂ν
= 0, (2.3)
em que ν é um vetor normal unitário exterior à ∂Ω que aponta para fora de Ω.
O termo não linear βε(u) é uma função não negativa e limitada que satisfaz
supp βε ⊂ [0, ε] e βε(u) ≤ B
ε
, (2.4)
sendo B > 0 uma constante independente de ε. Além disso, suporemos que existe κ > 0
tal que
βε(u) ≥ κ
ε
, se u ∈ [aε, bε], 0 < a < b < 1. (2.5)
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Note que, um exemplo de uma função βε com estas condições é a função βε(u) =
1
ε
χε(u)
em que χε é a função característica no intervalo (0, ε), ou seja,
χε(u) =
 1 se u ∈ (0, ε),0 se u 6∈ (0, ε). (2.6)
Em particular, na Seção 2.4 consideraremos
βε(u) =
1
ε
β(u
ε
), (2.7)
em que β é uma função contínua, com suporte compacto em [0, 1], positiva em (0, 1) e∫ 1
0
β(s) ds = M > 0. (2.8)
Nosso principal objetivo neste capítulo é estabelecer estimativas uniformes para uε que
permitam passar o limite e obter uma função v que seja solução do problema de fronteira
livre (2.1), supondo que para cada ε > 0 existe uε ≥ 0 solução forte e limitada do problema
(2.2) satisfazendo a condição (2.3). Além disso, dada σ uma parte da fronteira livre,
ou seja, σ ⊂ ∂Ω+ ∩ Ω mostraremos que, se σ é uma hipersuperfície suave conforme a
Definição 1.1.10, com v > 0 em uma parte e v = 0 na outra parte de Ω, próximo do σ,
então v satisfaz a propriedade de fronteira livre
aijνiνj|∇v|2 = 2M em σ, (2.9)
em que ν = (ν1, . . . , νn) o vetor normal unitário a Ω+. A propriedade (2.9) é o que identifica
ao problema (2.1) como um problema de fronteira livre. Esta propriedade é importane,
pois mostra o comportamento de v na região de transição, ou seja, na fronteira livre e
representa uma espécie de balanço de fluxo entre as fases zero e positiva.
Especificamente, este Capítulo está organizado da seguinte forma, na Seção 2.1 apre-
sentaremos uma extensão da desigualdade de Harnack até a fronteira. Na Seção 2.2
consideraremos uε solução de (2.2) e mostraremos que é uniformemente Lipschitz contínua
em subconjuntos compactos de Ω. Na Seção 2.3 mostraremos que soluções minimais da
equação (2.2), conforme à Definição 2.3.2, são soluções não degeneradas, e finalmente na
Seção 2.4 verificamos a propriedade de fronteira livre (2.9).
Em todo este Capítulo vamos supor que ∂Ω ∩ B(y,R) para toda bola B(y,R) de raio
R e centro em y em Ω, satisfaz a seguinte propriedade, que consideraremos como uma
propriedade universal já que a cada momento vamos fazer referência a ela.
Propriedade 2.0.1. Existe um número r = r(R) e uma constante C = C(R) (dependendo
também de Ω) tal que para qualquer ponto x0 ∈ ∂Ω ∩ B(y,R), podemos definir uma
aplicação φ do conjunto
Ω ∩ {x ∈ Rn : |x− x0| ≤ r} ⊂ Ω sobre o conjunto {y ∈ Rn : yn ≤ 0, |y| ≤ r},
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tal que φ é injetiva, φ(x0) = 0, ‖φ‖C2 , ‖φ−1‖C2 ≤ C e além disso, nos pontos x ∈ ∂Ω, φ
leva o vetor normal exterior unitário ν da ∂Ω no vetor normal exterior unitário da fronteira
do conjunto {y ∈ Rn : yn ≤ 0, |y| ≤ r}.
Note que, esta propriedade esta garantida pelo fato de que a fronteira de Ω é suave.
2.1 Desigualdade de Harnack até a Fronteira
A desigualdade de Harnack é uma ferramenta muito importante no estudo das soluções
positivas das equações lineares elípticas, ela permite comparar os valores das soluções, pelo
menos em qualquer subregião fora da fronteira. Nesta seção apresentamos uma extensão
até a fronteira da desigualdade de Harnack do tipo Krylov-Safonov (veja Corolário 2.1.4)
para soluções positivas satisfazendo na fronteira ou numa parte da fronteira a condição de
Neumann.
Seja Ω um domínio limitado em Rn. Suponhamos que u ∈ W 2,n(Ω) é uma solução forte
positiva do operador
Lu = aijuij + biui + cu = 0, (2.10)
em que os coeficiente aij, bi e c satisfazem as condições (1.7) e (1.8).
Começamos esta seção lembrando a desigualdade de Harnack para soluções clássicas e
positivas da equação (2.10), ou seja, soluções em C2(Ω) de (2.10).
Teorema 2.1.1 (Desigualdade de Harnack). Seja u ∈ C2(Ω) uma solução positiva
da equação (2.10) em Ω, e seja V ⊂⊂ Ω conexo. Então, existe uma constante C > 0
dependendo somente de V e L tal que
sup
V
≤ C inf
V
u.
Demonstração. Veja [14] p. 334.
A seguir enunciaremos uma desigualdade de Harnack equivalente para funções positivas
no espaço de Sobolev W 2,n(Ω), satisfazendo a equação Lu ≥ 0 ou Lu ≤ 0.
Teorema 2.1.2. Seja u ∈ W 2,n(Ω) satisfazendo Lu ≥ 0 em Ω. Então, para toda bola
B(x, 2R) ⊂ Ω de raio 2R e centro x ∈ Ω, e p > 0 obtemos
sup
B(x,R)
u ≤ C
(
1
|B|
∫
B
(u+)p
) 1
p
,
em que B = B(x, 2R) e C é uma constante positiva dependendo de p, n, m e C1.
Demonstração. Veja [20] p. 244.
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Teorema 2.1.3. Sejam u ∈ W 2,n(Ω) satisfazendo Lu ≤ 0 em Ω, B(x, 2R) ⊂ Ω uma bola
de raio 2R e centro x ∈ Ω e suponha que u ≥ 0 em B(x, 2R). Então,
(
1
|B|
∫
B
up
) 1
p
≤ C inf
B
u,
em que B = B(x,R) e p, C são constantes positivas dependendo de n, m e C1.
Demonstração. Veja [20] p. 246.
Desta maneira, com ajuda dos Teoremas 2.1.2 e 2.1.3 conseguimos estender a desigualdade
de Harnack ao espaço de Sobolev W 2,n(Ω).
Corolário 2.1.4 (Desigualdade de Krylov-Safonov). Seja u ∈ W 2,n(Ω) satisfazendo
Lu = 0 e u ≥ 0 em Ω. Então, para toda bola B(x, 2R) ⊂ Ω de raio 2R e centro x ∈ Ω,
temos que
sup
B(x,R)
u ≤ C inf
B(x,R)
u, (2.11)
em que C = C(n,m,C1, R2), aqui m e C1 vem das condições (1.7) e (1.8) sobre os
coeficientes do operador L dado em (2.10).
Demonstração. Sejam x ∈ Ω e R > 0 dados. Consideremos a bola aberta B(y, 2R) ⊂ Ω,
então como u ≥ 0 em Ω se segue que u+ = u. Logo, pelos Teoremas 2.1.2 e 2.1.3 existem
constantes C˜1 > 0 e C˜2 > 0 tais que
sup
B(x,R)
u ≤ C˜1C˜2 inf
B(x,R)
u.
Tomando C = C˜1C˜2 > 0, obtemos a desigualdade (2.11) para a constante C claramente
dependendo de n, m, C1, R2.
No Teorema 2.1.5 abaixo apresentaremos uma extensão da desigualdade de Krylov-Safonov
(2.11) até a fronteira do domínio Ω.
Teorema 2.1.5 (Desigualdade de Harnack até a fronteira). Sejam u ∈ W 2,n(Ω)
uma solução forte positiva de (2.10) e Γ ⊂ ∂Ω aberto, conexo e suave. Além disso, suponha
que u é de classe C1(Ω ∪ Γ), e satisfaz
∂u
∂ν
+ γ(x)u = 0 em Γ, (2.12)
em que γ e ν são vetores suaves em Γ e ν não é tangente a Γ em nenhum ponto. Então,
para todo subconjunto compacto J de Ω ∪ Γ existe uma constante M > 0 tal que
max
J
u ≤M min
J
u, (2.13)
com M dependendo apenas de Ω, J , C1 e a norma C2 de γ e ν em Γ.
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Demonstração. Note que, pela desigualdade de Krylov-Safonov, para toda bolaB(y, 2r) ⊂
Ω de raio 2r > 0 e centro num ponto y ∈ Ω temos que, existe uma constante M > 0 tal
que
sup
B(y,r)
u ≤M inf
B(y,r)
u, (2.14)
Por outro lado, dado J ⊂ Ω compacto podemos cobri-lo por um número finito de bolas
B(y, r) e assim por (2.14) obtemos
sup
J
u ≤M inf
J
u,
mas como por hipótese u é contínua no compacto J , então u atinge máximo e mínimo em
J e assim a desigualdade (2.13) é satisfeita. Portanto é suficiente mostrar (2.13) localmente
numa vizinhança de um ponto em Γ. Com efeito, consideraremos dois casos, o caso quando
a fronteira ∂Ω for planar e quando não for.
Caso 1. A fronteira ∂Ω é planar. Sejam J ⊂ Ω∪Γ um subconjunto compacto e x0 ∈ Γ∩J ,
conforme a Definição 1.1.2 para cada x0 ∈ Γ ⊂ ∂Ω existe uma vizinhança de x0 onde
∂Ω ⊂ {(x1, . . . xn) ∈ Rn+ : xn = 0}, pois ∂Ω é suave, então sem perda de generalidade
podemos supor que existe uma bola B(x0, r) tal que B+ = B(x0, r) ∩ {xn ≥ 0} ⊂ Ω e
B− = B(x0, r) ∩ {xn ≤ 0} ⊂ Rn r Ω. Neste caso, definamos a função
v = e−xnγ(x1,...,xn−1)u em B+.
Observe que, as bolas B(x0, r) formam um cobrimento aberto de Γ ∩ J , logo como Γ é
aberto e J é compacto, então podemos cobrir Γ ∩ J por uma família finita destas bolas.
Notar que, neste caso pela hipótese de a fronteira ∂Ω ser planar podemos supor que Ω é
localmente a semibola
B+ = {x ∈ Rn : xn < 0, |x| < r},
e J o conjunto
J = {x ∈ Rn : xn ≤ 0, |x| ≤ r/2},
evidentemente {x ∈ Rn : xn ≤ 0, |x| ≤ r/2} é um subconjunto compacto de B+. Logo
é suficiente mostrar que v satisfaz (2.13) na semibola B+. De fato, aqui a menos de
translação vamos supor que x0 = 0. Então usando que u é solução de Lu = 0 se segue que
v também é solução de Lv = 0 em Ω, mais com uma modificação das constante C1 e m
definidas em (1.7), (1.8). Desta forma, pelo Teorema 2.1.4, v satisfaz (2.13) em J . Por
outro lado, como o vetor normal à fronteira de B+ é da forma ν = (0, . . . , 0,−1) e por
hipóteses ∂u
∂ν
+ γ(x)u = 0 em Γ, então
− ∂u
∂xn
+ γ(x1, . . . , xn−1)u = 0, quando xn = 0,
de onde
∂v
∂xn
= −γ(x1, . . . , xn−1)e−xnγ(x1,...,xn−1)u+ e−xnγ(x1,...,xn−1) ∂u
∂xn
= 0,
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ou seja,
∂v
∂xn
= 0 em ∂B+.
Além disso, observe que estendendo a função v a toda a bola B(0, r),
v(x) =
 v(x) se x ∈ B
+,
4v(x1, . . . , xn−1,−xn2 )− 3v(x1, . . . , xn−1,−xn) se x ∈ B
−,
e também estendemos o operador Lv à bola B(0, r) obtemos pela condição de fronteira
∂v
∂xn
= 0 em ∂B+, que v ∈ C1(B(0, r)) ∩W 2,p(B(0, r)) é uma solução forte da equação
estendida Lv = 0 em B(0, r) e novamente pelo Teorema 2.1.4 v satisfaz (2.13). Assim,
lembrando a definição da função v temos que a desigualdade (2.13) é válida para u.
Caso 2. A fronteira ∂Ω não é planar. Sejam J ⊂ Ω ∪ Γ um subconjunto compacto e
x0 ∈ Γ ∩ J , como Γ ⊂ ∂Ω é suave, então pela Definição 1.1.5 para x0 ∈ J ∩ Γ existe uma
vizinhança aberta U de x0 e um difeomorfismo ψ satisfazendo (i), (ii), daí segue que ψ
torna a fronteira plana na vizinhança U , sim perda de generalidades vamos supor que
U = B(x0, r) para algum r > 0. Logo pela Observação 1.3.7, escolhemos s > 0 e tomando
U˜ = B(0, s) ∩ {x0n > 0} ⊂ ψ(Ω ∩B(x0, r)) obtemos que u˜(y) = u(ψ(y)) com y ∈ B(x0, r),
é solução forte de
L˜u˜ = a˜iju˜ij + b˜iu˜i + c˜u˜ = 0 em U˜ ,
em que a˜ij, b˜i e c˜ são definidos como em (1.15). Então, pelo que já foi feito no caso 1
temos que u˜ satisfaz (2.13). Finalmente, voltando para a variáveis x0, seja W = ψ−1(U˜)
então u cumpre que (2.13) em W , pois se y ∈ Ω ∩W , então u˜(ψ(y)) = u(y). Logo, como
Γ ⊂ ∂Ω é aberta e J compacto existem yi ∈ Γ ∩ J , i = 1, . . . , n e conjuntos abertos
Wi tal que J ∩ Γ ⊂ W1 ∪ · · · ∪Wn e em cada Wi, u satisfaz (2.13). Portanto, para cada
subconjunto compacto J de Ω∪Γ concluímos que (2.13) é satisfeita. Assim o Teorema 2.1.5
está demonstrado.
A seguir apresentaremos uma aplicação do Teorema 2.1.5 que vamos usar nas próximas
seções, para mostrar que a solução uε de (2.2) dado no início do capítulo seja Lipschitz
contínua.
Teorema 2.1.6. Seja G um conjunto aberto e convexo em B(0, 1), com 0 ∈ G. Suponha
que ∂G consiste de uma hipersuperfície suave compacta Γ e de uma parte de ∂B(0, 1),
suponha também que os coeficientes de L em (2.10) satisfazem as condições (1.7), (1.8) e
(1.10). Além disso, suponha que u ∈ W 2,n(G) é uma solução forte de Lu = 0, u ≥ 0 em G
satisfazendo
(a) u ∈ C(G) ∩ C1(G ∩ Γ);
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(b) A condição de fronteira de Neumann, ou seja,
∂u
∂ν
= 0 em Γ,
em que ν é o vetor normal unitário exterior a Γ;
(c) u(x) = 0 e
lim sup
t→1
u(tx)
1− t ≤ 1 para algum x ∈ ∂B(0, 1).
Então existe uma constante N > 0 dependendo apenas de Γ, C1 e m tal que
u(0) ≤ N.
Demonstração. Sejam u(0) = k e B = B(0, 12), pelo Teorema 2.1.5 existe uma constante
M dependendo de Γ, C1 e m tal que
max
B∩G
u ≤M min
B∩G
u.
Em particular, como 0 ∈ B ∩G segue que u(0) ≤Mu em B ∩G, ou seja,
u ≥M−1k em B ∩G. (2.15)
Seja D = GrB, como na demonstração do Lema de Hopf (Lema 1.3.11), para cada λ > 0
definamos a função h : D → R dada por
h(x) = e−λ|x|2 − e−λ.
Note que, h > 0 em D, h = 0 em ∂B(0, 1) e Lh ≥ 0 em D para λ fixo suficientemente
grande. Além disso, de ∂h
∂xi
= −2λxie−λ|x|2 temos ∇h = −2λxe−λ|x|2 , logo pela convexidade
de G
∂h
∂ν
= ν · ∇h ≤ 0 em Γ, (2.16)
em que ν é o vetor normal a Γ. Por outro lado, para cada x ∈ D definamos a função z por
z(x) = u(x)− M
−1kh(x)
e−λ/4 − e−λ .
Vejamos que z ≥ 0 em D. De fato, como Lu = 0 e M˜ = M−1(e−λ/4 − e−λ)−1k ≥ 0, então
Lz ≤ 0 em D. (2.17)
Além disso, para |x| = 1/2 e |x| = 1 temos z ≥ 0, ou seja,
z ≥ 0 em ∂Gr Γ. (2.18)
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Também, por (2.16) e a hipótese (b) obtemos
∂z
∂ν
≥ 0 em Γ. (2.19)
Observe que, por (2.17), (2.18) e usando o princípio do máximo (Teorema 1.3.12)
z ≥ 0 em Gr Γ. (2.20)
Assim, só resta mostrar que z ≥ 0 em Γ, para isso mostraremos que em D, z não atinge
mínimo negativo em nenhum ponto de Γ ∩B(0, 1), daí obtemos o desejado. Seja x0 ∈ D
o ponto mínimo de z o qual existe pela hipótese (a). Suponhamos que x0 ∈ Γ ∩ B(0, 1)
e z(x0) < 0, logo por (2.20) temos que −z(x0) > −z(x) para cada x ∈ D e por (2.17)
segue L(−z) ≥ 0 em D, então pelo Lema 1.3.11 de Hopf obtemos ∂(−z)
∂ν
(x0) > 0, de onde
∂z
∂ν
(x0) < 0 isso contradiz (2.19). Portanto z(x) ≥ z(x0) ≥ 0 em Γ. Por outro lado, usando
a hipótese (c) obtemos que z atinge o mínimo em x, e z(x) = 0, logo
lim sup
t→1
z(tx)
1− t ≥ 0.
Substituindo z temos
0 ≤ lim sup
t→1
(
u(tx)− M˜h(tx)
1− t
)
= lim sup
t→1
u(tx)
1− t − M˜ lim supt→1
h(tx)
1− t
= lim sup
t→1
u(tx)
1− t − M˜ limt→1
e−λt
2 − e−λ
1− t
= lim sup
t→1
u(tx)
1− t − M˜ limt→1 2λte
−λt2
= lim sup
t→1
u(tx)
1− t − 2M˜λe
−λ.
Lembrando a definição de M˜ e usando a hipótese (c) obtemos
2λM−1k
e−λ/4 − e−λ ≤ 1.
Portanto, se definimos N = M2 (e
−λ/4 − e−λ) concluímos que u(0) = k ≤ N , em que N é
uma constante que dependendo de Γ, C1 e m.
Observação 2.1.7. O Teorema 2.1.6 é de interesse mesmo se G = B(0, 1), claramente,
pode ser estendido para domínios mais gerais (não convexos) sob condições adequadas.
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2.2 Soluções Lipschitz em subconjuntos compactos
Nesta seção vamos supor que para ε > 0 existem funções uε ∈ W 2,nloc (Ω), 0 < uε < 1 que
são soluções fortes da equação
Lu = βε(u) em Ω.
Nosso principal objetivo é mostrar que as funções uε são Lipschitz contínuas em subcon-
juntos compactos de Ω, sob algumas condições adequadas, veja o Teorema 2.2.2.
Suponhamos que ∂Ω é suave, não precisamos que Ω seja limitado, mas vamos supor que a
Propriedade 2.0.1 definida no início do capítulo é satisfeita em Ω. Além disso, também
suporemos que as funções βε satisfazem (2.4), e com respeito ao operador L consideramos
as condições (1.7)–(1.10) definidas na Seção 1.3 do Capítulo 1.
Observação 2.2.1. Nossa solução forte uε em W 2,nloc (Ω) de Luε = βε(uε), na verdade
pertence ao espaço W 2,ploc (Ω) para todo p > 1, logo por estimações elípticas uε ∈ C1(Ω),
veja o Teorema 1.2.12. Além disso, se uε satisfaz (2.3), ou seja,
∂uε
∂ν
= 0 em ∂Ω,
em que ν é um vetor normal unitário exterior à ∂Ω. Então uε ∈ W 2,ploc (Ω) para todo p > 1
e daí uε ∈ C1(Ω).
Teorema 2.2.2. Seja uε ∈ W 2,nloc (Ω) uma solução forte da equação Lu = βε(u) tal que
0 < uε < 1. Então
(a) Se J ⊂ Ω é um subconjunto compacto, temos que a função uε é Lipschitz contínua
em J com constante de Lipschitz k dependendo apenas de C1, B,m e a distância de
J a ∂Ω.
(b) Se uε satisfaz a condição de fronteira
∂uε
∂ν
= 0 em ∂Ω,
então para todo R > 0 e todo y ∈ Ω, a função uε é Lipschitz contínua em Ω∩B(y,R),
com constante de Lipschitz k dependendo apenas de Ω, R, C1, B,m,C(R + 1) e ν.
Demonstração. Mostraremos o item (b) do teorema e o item (a) é análogo. Note que em
toda a demonstração usaremos a Propriedade 2.0.1 no conjunto B(y,R + 1) ∩ Ω, sabendo
que para as aplicações φ descritas nesta propriedade, consideraremos s ≥ 1 tal que ‖φ‖C2 ,
‖φ−1‖C2 ≤ s, e assim podemos supor que s = C(R + 1).
Por outro lado, a estratégia da demonstração é analisar ∇uε nos conjuntos
{x ∈ Ω: 0 ≤ uε(x) ≤ ε} e {x ∈ Ω: uε(x) > ε}.
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Denotemos Ωε = {x ∈ Ω: 0 ≤ uε(x) ≤ ε} para cada ε > 0. Primeiramente, mostra-se que
dado qualquer x0 em (B(y,R) ∩ Ω)
|∇uε(x0)| ≤ k, (2.21)
para k definida no teorema, pois disso se segue que as funções uε são Lipschitz contínuas
em B(y,R). Com efeito, suponhamos que ε > 0 é pequeno e consideremos a distância
d = dist(x0,Ωε). Note que, d ≥ r6s , d = 0 ou 0 < d <
r
6s , aqui r = r(R + 1) vem
da Propriedade 2.0.1. Vejamos que (2.21) é satisfeita em cada um destes casos. Por
simplicidade escreveremos u em lugar de uε.
Caso 1. Suponha que d ≥ r6s . Consideremos o conjunto B(x0,
r
6s) ∩ Ω. Note que, dado
x ∈ B(x0, r6s) ∩ Ω, então x 6∈ Ωε, pois x ∈ Ωε implica que |x− x0| <
r
6s ≤ d, logo d < d,
contradição. Portanto, u(x) ≥ ε. Agora como supp βε ⊂ [0, ε], então βε(u) = 0 e assim,
u satisfaz a equação Lu = 0. Desta forma, por (1.11) na Lema 1.3.5 com f = βε = 0 e
r′ = r6s obtemos
|∇u(x0)| ≤ K supu
r′
,
Daí, concluímos que |∇u(x0)| ≤ k, i.e, |∇uε(x0)| ≤ k .
Caso 2. Suponhamos que d = 0. Para a demonstração deste caso, vamos fazer uso do
seguinte lema.
Lema 2.2.3. Seja G = Ω∩B(0, 1), onde B(0, 1) é a bola unitária com centro em 0, em Ω,
e suponha que (1.12) é verdadeira com x0 = 0, ou seja, para algum x1 ∈ ∂B(0, 1) e t > 0,
B(x1, t) ∩B(0, 1) ⊂ Ω. Também, suponha que u ∈ W 2,p(G) é positiva em que p > n, Lu
limitado e
ν · ∇u = 0 em ∂Ω ∩G, (2.22)
em que ν é o vetor normal unitário exterior a ∂Ω ∩G. Então,
|∇u(0)| ≤ C(u(0) + ‖Lu‖L∞(G)), (2.23)
onde C é uma constante que só depende de ν,Ω, C1,m, t.
Demonstração. Seja κ = ‖Lu‖L∞(G). Definamos u = u1 + u2, onde u1 é solução do
seguinte problema: 
Lu1 = Lu em G,
∂u
∂ν
= 0 em ∂Ω ∩G,
u1 = 0 em ∂Gr (∂Ω ∩ ∂B(0, 1)),
(2.24)
com u1 = 0 se G ⊂ Ω, note que a solução u1 do problema (2.24) existe graças à hipóteses
(1.12) e ao Lema 1.3.6. Por outro lado, vejamos que
|u1(0)|+ |∇u(0)| ≤ Cκ, (2.25)
Capítulo 2. Aproximação por Regularidade de um Problema de Fronteira Livre 41
para alguma constante C > 0. De fato, primeiro observe que, do Lema 1.3.6 a estimativa
(1.13) também é satisfeita para u1, ou seja, |u1(x)| ≤ K sup
G
|f |. Desta forma, como
sup
G
|f | = sup
G
|Lu| = sup
G
|Lu1| = κ,
então u1(x) ≤ Kκ. Além disso, por (1.11) temos que
|∇u(0)| ≤ K(sup
G
|u1|/r + sup
G
|f |) ≤ Kκ.
Agora, dado que r = 1, Lu1 = Lu = f , 0 = x0 ∈ Ω ∩ B(0, 1) = G e |u1(x)| ≤ Kκ
concluímos que |u1(0)|+ |∇u(0)| ≤ Cκ. Por outro lado, como Lu = Lu1 então Lu2 = 0 e
de (2.22) segue que
ν · ∇u2 = 0 em ∂Ω ∩G.
Finalmente, usando as hipóteses u ≥ 0 e u1 = 0 em ∂Gr (∂Ω ∩ ∂B(0, 1)) obtemos u2 ≥ 0
em ∂Gr (∂Ω ∩ ∂B(0, 1)), e assim, pelo princípio do máximo (Teorema 1.3.12) u2 ≥ 0 em
G. Além disso, como |u1(0)| ≤ Kκ então
u2(0) = u(0)− u1(0) ≤ u(0) +Kκ = κ1.
Daí, aplicando o Teorema 2.1.5 temos u2 ≤ Mκ1 em B(0, 1/2) ∩ G. Também, usando
(1.11) resulta que, |∇u2(0)| ≤ C sup |u2| ≤ Cκ1. Assim, de (2.25)
|∇u(0)| = |∇u1(0) +∇u2(0)| ≤ |∇u1(0)|+ |∇u2(0)|
≤ |u1(0)|+ |∇u1(0) +∇u2(0)|
≤ Cκ+ Cκ1 = C(u(0) + κ).
Portanto,
|∇u(0)| ≤ C(u(0) + ‖Lu‖L∞(Ω)),
em que C é uma constante que só depende de ν,Ω, C1,m, t.
Depois da demonstração deste lema, retomando a demonstração do caso 2, com d = 0
então x0 ∈ Ωε. Logo, consideremos a bola B(x0, ε) de raio ε e centro x0 no qual a menos de
translação escolhemos para ser a origem, ou seja, x0 = 0. Note que, se B(0, ε) ⊂ Ω então
(2.23) segue usando o Teorema 2.1.4 da desigualdade de Krylov-Safonov e as estimativas
elípticas dadas nos Lemas 1.3.5 e 2.1.7. Logo, suponhamos que B(0, ε) não esta contida
em Ω e definamos o conjunto Gε = B(0, ε) ∩ Ω. Agora seja
v(x) = 1
ε
u(εx),
uma função definida na escala de Gε, ou seja, em G˜ = {x : εx ∈ Gε} = B(0, 1)∩ Ω˜ em que
Ω˜ denota a escala de Ω. Vamos demonstrar que (2.21) é válida para v, ou seja, |∇v| ≤ k e
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portanto para u, pois |∇u(0)| = |∇v(0)|. Para isso aplicaremos o Lema 2.2.3 à função v.
De fato, da desigualdade (2.4) segue que v em G˜ satisfaz
|aij(εx)vij + bi(εx)vi + ε2c(εx)v| ≤ B,
isto é, Lv é limitado. Além disso, como u < ε e u satisfaz (2.3) em ∂Ω, então v(0) ≤ 1 e
ν(εx) · ∇u = 0 na escala de ∂Ω. Observe que, para ε > 0 pequeno, (1.12) é satisfeita para
t = 14 , ou seja, existe x1 ∈ ∂B(0, ε) tal que
B(x1,
ε
4) ∩B(0, ε) ⊂ Ω˜.
Também, a escala ∂˜Ω de ∂Ω e ν(εx) são suaves, pois ∂Ω e ν são suaves. Logo, pelo
Lema 2.2.3 e usando que v(0) ≤ 1 e Lv é limitado obtemos
|∇v(0)| ≤ C(v(0) + ‖Lv‖
L∞(Ω˜)) ≤ C˜.
Portanto,
|∇u| ≤ k,
com k dependendo apenas de Ω, R, C1, B,m,C(R + 1) e ν.
Caso 3. Suponha que 0 < d < r6s . Finalmente, a demonstração deste caso, segue do lema
seguinte.
Lema 2.2.4. Existe uma constante A > 0 dependendo apenas da ∂Ω, ν, R, C1, B, m,
C(R + 1) tal que, se
x ∈ B(y,R) ∩ Ω e 0 < dist(x,Ωε) < r3s,
com y ∈ Ω. Então,
u(x)− ε ≤ A dist(x,Ωε). (2.26)
Demonstração. Seja x ∈ B(y,R) ∩ Ω, então d(x, ∂Ω) > r3s ou d(x, ∂Ω) ≤
r
3s . Vejamos
que em cada um destes casos a desigualdade (2.26) é satisfeita.
(i) Suponhamos que dist(x, ∂Ω) > r3s . Denotamos por d = dist(x,Ωε) a distância do
ponto x ao conjunto Ωε. Usaremos o caso 2 do teorema inicial, ou seja, o caso onde
d = 0, para mostrar (2.26). De fato, a menos de translação suponhamos que o ponto x em
consideração é a origem, logo na bola B(0, d) temos que u− ε > 0, já que se x ∈ B(0, d)
então |x| < d = d(0,Ωε), ou seja, x 6∈ Ωε. Além disso, como ∂Ωε = {x : u(x) = ε} segue-se
que u− ε = 0 nos pontos da fronteira de B(0, d). Desta forma, pelo que já foi mostrado
no caso caso 2, sabemos que |∇u| ≤ k em B(0, d) ∩ Ω. Por outro lado, na bola unitária
B(0, 1) definamos a função
v(x) = u(dx)− ε
d
.
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Observe que, v é uma solução positiva da equação de escala
aij(dx)vij + dbi(dx)vi = 0,
somente aqui usamos que c = 0. Além disso, v = 0 em ∂B(0, 1) e |∇v| = |∇u| ≤ k em
B(0, d) ∩ Ω. Logo consideramos x1 ∈ ∂B(0, 1) e calculando o limite da seguinte expressão
por L’Hôspital
lim
t→1
v(tx1)
1− t = − limt→1∇v(tx1)x1,
e como
−∇v(tx1)x1 ≤ |∇v(tx1)x1| ≤ k,
pois x1 ∈ ∂B(0, 1). Então
lim sup
t→1
1
k
v(tx1)
1− t ≤ 1.
Portanto, a função v/k satisfaz a hipóteses do Teorema 2.1.6 com G = B(0, 1). Assim,
obtemos que v(0) ≤ kN , de onde segue u(0)− ε ≤ kNd. Em conclusão
u(0)− ε ≤ A dist(x, ∂Ω),
em que A = kN é uma constante que depende apenas da suavidade da ∂Ω, ν, R, C1, B,
m, C(R + 1).
(ii) Suponhamos que dist(x, ∂Ω) ≤ r3s e 0 < d <
r
3s . Para mostrar (2.26) neste caso,
fazemos de forma similar ao item (i). Com efeito, seja x0 o ponto mais próximo em ∂Ω a x,
ou seja, |x−x0| = dist(x, ∂Ω) ≤ r3s o qual existe porque ∂Ω é compacta, então em virtude
da Propriedade 2.0.1 existe uma função φ de classe C2, que leva a região B(x0, r)∩Ω ⊂ Ω
sobre a semibola B−r = {y : yn < 0, |y| < r} com φ(x0) = 0. Logo, como φ é contínua
e |x − x0| ≤ r3s , então |φ(x) − φ(x0)| ≤
r
3s . Agora, φ(x0) = 0 e s ≥ 1 implicam que
|φ(x)| ≤ r3 . Assim, φ leva o ponto x ao ponto y0 na semibola B
−
r com |y0| ≤
r
3 , em que
φ(x) = y0. Por simplicidade, denotamos por u à função transformada u ◦ φ na semibola
B−r . Por outro lado, considerando o conjunto
Ω′ε = {y ∈ B−r : u ◦ φ(y) ≤ ε}
e usando a hipóteses 0 < d < r3s obtemos que a distância de y0 ao conjunto Ω
′
ε é menor
que r3 , ou seja, dist(y0,Ω
′
ε) ≤
r
3 . Desta forma, a região
G = {y : |y − y0| ≤ d, yn ≤ 0}
é convexo, esta contida inteiramente na semibola B−r e a função u > ε em G. Além disso,
se consideramos o operador definido em (1.14) (veja Observação 1.3.7)
L˜u = β˜ε(u) em B−r , (2.27)
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em que β˜ε(u) = βε(u ◦ φ) segue que L˜u = 0, pois supp β˜ε ⊂ [0, ε]. Em adição, usando
que ν · ∇u = 0 em ∂B−r com ν = (0, . . . , 0, 1) o vetor exterior normal unitário a ∂B−r e a
Propriedade 2.0.1 temos
∂u
∂yn
= 0 quando yn = 0.
Também, u − ε = 0 em ∂G, ou seja, nos pontos onde |y − y0| = d e yn = 0. Assim,
aplicando o caso 2 do Teorema 2.2.2 |∇u| ≤ ks, (lembre que pela Propriedade 2.0.1
|∇φ| ≤ s). Finalmente, tomando o ponto y0 como sendo a origem, então analogamente a
(2.2) definimos uma função v em G˜ = {x : dx ∈ G} por
v(x) = u(dx)− ε
d
.
Observe que, v é positiva em G˜ e v = 0 em ∂˜G (escala da fronteira de G) e |∇v| ≤ ks, pois
|∇u| ≤ ks e |∇v| = |∇u|. Assim, pelos mesmos argumentos usados no Teorema 2.1.6 na
forma geral concluímos que v(0) ≤ ks2N . Portanto, de volta ao domínio original, teremos
u(x)− ε ≤ ks2N dist(x,Ωε),
para nosso ponto original x. Assim, a demonstração do Lema 2.2.4 é completada.
Finalmente, para mostrar (2.21) basta notar que na região
{x ∈ Ω: |x− x0| < d} ∩ Ω,
que fica a uma distância 2d < r/3s de Ω, a função u − ε satisfaz L(u − ε) = 0, com o
coeficiente c = 0. Então, pelo Lema 2.2.4 sabemos que u− ε < 2Ad. Logo usando (1.11)
obtemos o desejado, ou seja,
|∇u(x0)| ≤ K
d
2Ad = 2KA,
com A dependendo apenas de ∂Ω, ν, R, C1, B, m, C(R + 1).
Portanto, o Teorema 2.2.2 está completamente demonstrado.
Observação 2.2.5. O Teorema 2.2.2 é o que nos permite garantir a existência de uma
subsequência uεi de uε tal que uεi convirja uniformemente em subconjuntos compactos de
Ω.
Observação 2.2.6. No Capítulo 3 aplicaremos o item (b) do Teorema 2.2.2 para obter a
continuidade Lipschitz uniforme das soluções Tε de (3.4) com fε em lugar de f .
2.3 Não degenerescência da solução minimal
Nesta seção continuaremos o estudo do problema (2.2), mostrando a não degenerescência
da solução uε no conjunto {u ≤ ε} conforme a Definição 2.3.1.
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Seja uε ∈ W 2,ploc (Ω) solução forte de (2.10), uε ≥ 0 satisfazendo (2.3), isto é,
Lu = βε(u) q.t.p em Ω,
∂u
∂ν
= 0 em ∂Ω,
com ν o vetor normal unitário apontando para fora de ∂Ω. Suponhamos que os coeficientes
do operador L satisfazem (1.7), (1.8), a função βε satisfaz (2.5) e em Ω a Propriedade 2.0.1
é satisfeita.
Definição 2.3.1. Uma solução forte uε do problema (2.10) é não degenerada se existem
constantes c0 > 0 e r0 > 0 tais que se
x0 ∈ B(0, R) ∩ Ω e r = dist(x0, {u ≤ ε}) ≤ r0,
então
uε(x0) ≥ c0r.
A solução u é assumida, também como solução minimal de (2.2) conforme a Definição 2.3.2
abaixo.
Definição 2.3.2. Se uε é solução forte da equação Lu = βε(u). Dizemos que uε é uma
solução minimal de (2.2), se dado uma função h ∈ W 2,p(G) num subdomínio limitado G
de Ω satisfazendo
Lh ≤ βε(h) q.t.p em G, (2.28)
que além disso, cumpre que
h ≥ uε em ∂G ∩ Ω, (2.29)
∂h
∂ν
≥ 0 em ∂Ω ∩G, (2.30)
então
h ≥ uε em G. (2.31)
Esta condição de minimalidade pode ser difícil verificar, mas vamos mostrar no Capítulo 3
que é válida no problema de propagação de chamas descrito em (3.4).
A seguir apresentamos o teorema que mostra a não degenerescência de u. Denotaremos
dε(x) = dist(x,Ωε) lembrando que Ωε = {x ∈ Ω: uε(x) ≤ ε}.
Teorema 2.3.3. Seja uε ∈ W 2,ploc (Ω) uma solução forte, positiva e minimal de (2.2), e
seja JR = B(0, R) ∩ Ω um conjunto compacto para cada R > 0. Então, existem números
ε0 > 0, ρ > 0 e c0 > 0 dependendo apenas de C1, m, B, a, b, κ, Ω e a norma de ν em
B(y,R + 1) ∩ ∂Ω tal que para cada x0 ∈ JR com dε(x0) ≤ ρ, e para todo ε ≤ ε0 temos
uε(x0) ≥ c0dε(x0). (2.32)
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Demonstração. Por simplicidade vamos considerar uε como u. A demonstração envolve
uma cuidadosa construção de uma função que satisfaça a equação Lu ≤ βε. Como no
Teorema 2.2.2 trabalharemos com r = r(R+ 1) da Propriedade 2.0.1 em B(y,R+ 1) ∩ ∂Ω
e consideramos s ≥ 1 como no início da demonstração do Teorema 2.2.2. Seja x0 ∈ JR,
logo dist(x0, ∂Ω) ≤ r3s ou dist(x0, ∂Ω) >
r
3s . Demonstraremos (2.32) em cada um destes
casos assumindo que dε < 1 e dε <
r
3s .
Caso 1. Suponhamos que dist(x0, ∂Ω) >
r
3s . Em primeiro lugar a menos de translação
consideremos x0 = 0 e dε(0) = 2δ. Observe que, a função u em B(0, 2δ), satisfaz a equação
Lu = 0, pois supp βε(u) ⊂ [0, ε] e u > ε em B(0, 2δ). Então, aplicando o Teorema 2.1.4 da
desigualdade de Krylov-Safonov temos u ≤ Cu(0) em B(0, δ) para alguma constante C > 0
sob controle. Por outro lado, para mostrar a desigualdade (2.32) neste caso construímos
em B(0, δ) com δ pequeno, uma função h de classe C1 tal que satisfaça (2.28), (2.29) e
Lh ≤ βε(h). Além disso, definiremos a função h de tal forma que somente dependa do
r = |x| e também cumpra que h(0) = aε < u(0) e h(δ) ≤ δD−1 para algum D sob controle,
pois tendo h com tais propriedades, como u é uma solução minimal de (2.10) segue que
não podemos ter h ≥ u em ∂B(0, δ), logo
δD−1 ≤ h(δ) ≤ Cu(0), (2.33)
e daí obtemos o desejado. De fato, definamos h : [0, δ]→ R por
h(r) =

εa se 0 ≤ r ≤ r0,
εa+ k2(r − r0)
2 se r0 ≤ r ≤ λ,
H − A2 (r − δ)
2 se λ ≤ r ≤ δ,
(2.34)
os números r0(ε), λ, H e A são todos dados e vão a ser determinadas na continuação.
Observe que,
h′(r) =

0 se 0 ≤ r ≤ r0,
k(r − r0) se r0 ≤ r ≤ λ,
−A(r − δ) se λ ≤ r ≤ δ,
(2.35)
desta forma, para que a função h seja de classe C1 e h(0) = εb devemos ter o seguinte
k = 2ε(b− a)(λ− r0)2 , (2.36)
H = A2 (δ − λ)
2 + εb, (2.37)
A(δ − λ) = 2ε(b− a)
λ− r0 . (2.38)
Agora para verificar que Lh ≤ βε(h), note que por (2.5) temos que existe κ > 0 tal que
βε(u) ≥ κ
ε
, se u ∈ [aε, bε], 0 < a < b < 1,
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então é suficiente mostrarmos
Lh ≤ κ
ε
para r0 < r < λ, (2.39)
Lh ≤ 0 para λ < r < δ. (2.40)
Observe que, para (2.39) em (r0, λ) temos
1
2∂i(r − r0)
2 = xi(1− r0
r
),
1
2∂ij(r − r0)
2 = δij(1− r0
r
) + r0
r3
xixj.
Logo, usando que εa ≤ h ≤ εb e as condições (1.7), (1.8) sobre aij, bi e c
Lh = aijhij + bihi + ch
= k
[(
1− r0
r
)∑
aij +
r0
r3
aijxixj +
(
1− r0
r
)
bixi
]
+ ch
≤ k
[(
1− r0
r
)∑ |aij|+ r0
r3
|aij||xixj|+
(
1− r0
r
)
|bi||xi|
]
+ |c||h|
= C(k + εb),
em que C é uma constante sob controle. Daí, segue que (2.39) é satisfeita se
C(k + εb) ≤ κ
ε
,
equivalentemente de (2.36)
C
(
2ε2
λ− r0)2 (b− a) + ε
2b
)
≤ κ,
a qual é válida se
ε2 ≤ κ2b (2.41)
e
ε2
(λ− r0)2 =
κ
2(b− a)C . (2.42)
Finalmente, verificamos (2.40) em (λ, δ). De fato, similarmente temos que
Lh = −A
[
(1− δ
r
)
∑
aij +
δ
r3
aijxixj + (1− δ
r
)bixi
]
+ ch.
Novamente, usando (1.7) e (1.8) deduzimos
Lh ≤ nC1A(1− δ
r
)− Amδ
τ
+ nAC1(δ − λ) + C1H
≤ A
(
nC1 − (nC1 −m) δ
λ
+ nC1(δ − λ)
)
+ C1H.
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Logo, fixando
λ = nC1 −m
nC1 −m/2δ, (2.43)
então r0(ε) é determinado por (2.42) para λ− r0 também fixo. Disso, segue que
Lh ≤ −A(m/2− nC1δ) + C1H,
logo se supomos
δ ≤ m4nC1 . (2.44)
Então, usando (2.37), (2.38) obtemos que
Lh ≤ −Am4 + C1
A
2 (δ − λ)
2 + C1εb
= −m4
2ε(b− a)
(λ− r0)(δ − λ) + C1
ε(b− a)
(λ− r0)(δ − λ) + C1εb
≤
√
κ(b− a)
2C
(
−m2δ + C1δ
)
+ C1ε.
Assim, (2.40) é satisfeita se
δ ≤ 12
√
m
C1
(2.45)
e
C1ε ≤ 12
√
κ(b− a)
2C (mC1)
1
2 . (2.46)
Portanto, h é uma supersolução que tem todas as propriedades desejadas. Só resta, verificar
que
h(δ) ≤ δD−1,
para algum D > 0 sob controle. De fato, por (2.37), (2.38) e (2.39) segue
h(δ) = H = A2 (δ − λ)
2 + εb ≥ A2 (δ − λ)
2
= ε(b− a)
λ− r0 (δ − λ)
=
√
κ(b− a)
2C
(
1− λ
δ
)
δ
= δ
D
,
em que
D =
√κ(b− a)
2C
(
1− λ
δ
)−1 = √ 2C
κ(b− a)
m
2nC −m.
Por fim, se consideramos
ε0 =
1
2
√
κ(b− a)
2C
(
m
C1
) 1
2
e ρ = max
{√
m
C1
,
m
2nC1
}
,
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então de (2.46) temos ε ≤ ε0 e de (2.44) e (2.45) obtemos dε(0) = 2δ ≤ ρ. Assim, de (2.33)
temos u(0) ≥ δ
DC
então se c0 =
1
2DC a desigualdade (2.32) é satisfeita.
Caso 2. Suponhamos que dist(x0, ∂Ω) ≤ r3s . Seja dε = d. Para mostrar (2.32) neste caso,
em primeiro lugar aplicaremos a Propriedade 2.0.1 e logo procedemos da mesma forma
como na demonstração do caso (ii), Lema 2.2.4. De fato, seja x′0 ∈ B(y,R + 1) ∩ ∂Ω
o ponto mas próximo a x0 e consideremos φ como na Propriedade 2.0.1, logo a função
transformada u ◦ φ a qual denotaremos por u˜ é definida na região (lembre que o ponto x′0
foi levado pela aplicação φ para um ponto y0 que consideramos para ser a origem)
Gds = {y : |y| < sd, yn ≤ σ},
para alguma constante σ ≥ 0. Note que, u˜ > ε em Gsd e satisfaz uma equação da forma
(2.10), com o operador L˜ definido na Observação 1.3.7, ou seja,
L˜u˜ = 0 em Gds. (2.47)
Além disso, pela condição de fronteira (2.3) temos
∂u˜
∂yn
= 0 em ∂Gds.
Também, como por hipótese a função u é uma solução minimal da equação Lu = βε(u)
então u˜ é ainda solução minimal da equação L˜u = β˜ε, neste caso β˜ε = 0. Por outro lado,
argumentamos da mesma maneira como no caso 1, com δ = sd/2, vemos pela desigualdade
de Krylov-Safonov, Teorema 2.1.4 que
u ≤ Cu(0) em Gδ = {y : |y| < δ, yn ≤ σ}.
Assim, usamos a mesma função h(r) definida em (2.34). Logo como h é não decrescente
em r, segue da condição (2.30) que
∂h
∂yn
≥ 0 em yn = σ.
Finalmente o resultado desejado segue, repetindo daqui em adiante os mesmos argumentos
do caso 1 e depois voltando para a variável x0 original.
Portanto, a demonstração do Teorema 2.3.3 está concluída.
Observação 2.3.4. Note que a não da não degenerencia das soluções fortes uε do problema
(2.10) definido na Seção 2.2 é um fato importante para estudar a regularidade da fronteira
livre.
2.4 Resultados preliminares quando ε→ 0
Nesta seção estudaremos principalmente o limite da solução uε do problema (2.2) quando
ε→ 0. Veremos que a função uε converge uniformemente em subconjuntos compactos de
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Ω a uma função que denotaremos por v sob algumas condições adequadas. Nosso objetivo
primordial é mostrar que em particular a função limite v satisfaz a propriedade de fronteira
livre dada em (2.9), ou seja,
aijνiνj|∇v|2 = 2M em σ,
em que ν = (ν1, . . . , νn) é o vetor normal unitário exterior a Ω+ = {x ∈ Ω: v(x) > 0} e σ
um subconjunto da fronteira livre.
A importância desta propriedade de fronteira livre é que nos permite estudar o comporta-
mento da solução do problema (2.1) numa hipersuperfície que denotará uma interface que
divide o domínio Ω em duas partes em que a solução se comporta de maneira diferente. No
Capítulo 3 veremos como aparece a fronteira livre num problema da teoria de combustão.
Como na Seção 2.2 consideremos uε ∈ W 2,ploc (Ω) solução forte de Lu = βε(u), p > n,
0 ≤ uε ≤ 1 satisfazendo
∂uε
∂ν
= 0 em ∂Ω,
em que ν é vetor normal unitário exterior à ∂Ω. Além disso, suponhamos que a Proprie-
dade 2.0.1, a condição (2.4) sobre a função βε e as condições (1.7)–(1.10) dos coeficientes
do operador L definido em (2.2) com c = 0, são satisfeitas.
Na seguinte observação listamos algumas propriedades sobre a função limite v.
Observação 2.4.1.
(a) Note que, pelo Teorema 2.2.2 da Seção 2.2 segue que as funções uε são uniformemente
Lipschitz e com derivada limitada em qualquer subconjunto compacto de Ω. Logo,
uε ∈ W 2,ploc (Ω) é limitada em W 1,ploc (Ω) e como p > n, então pelo Teorema 1.2.14 de
imersão compacta de Sobolev existe uma função contínua v e uma subsequência
uεi de uε, tal que uεi → v uniformemente em subconjuntos compactos de Ω. Vamos
denotar uεi pela mesma uε, logo como 0 ≤ uε ≤ 1 para todo ε > 0, então 0 ≤ v ≤ 1.
Além disso, v também é localmente Lipschitz em Ω, e daí o conjunto {v > 0} é
aberto relativo em Ω.
(b) A função limite v do item (a) pertence ao espaço de Sobolev W 2,p(J) para qualquer
subconjunto compacto J de Ω no qual v > 0. De fato, seja x0 ∈ Ω tal que v(x0) > 0.
Dado que v é localmente Lipschitz em Ω e por tanto contínua, temos que existem
δ > 0 e r > 0 tal que v ≥ δ > 0 em Gr = B(x0, r) ∩ Ω. Portanto, para ε > 0
suficientemente pequeno, uε ≥ δ/2. Isso significa que
Luε = 0 em Gr,
pois Luε = βε(uε) e supp βε ⊂ [0, ε]. Assim, usando o fato de que 0 ≤ uε ≤ 1 e o
Teorema 1.3.4 obtemos para qualquer p > n fixo,
‖uε‖W 2,p(Gr/2) ≤ C, (2.48)
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uniformemente em relação a ε. Daí, segue que v ∈ W 2,p(J) em qualquer subconjunto
compacto J de Ω onde v > 0. Em particular, no conjunto Ω+ = {x ∈ Ω: v(x) > 0},
a função v satisfaz o seguinte
Lv = 0 em Ω+,
∂v
∂ν
= 0 em Ω+ ∩ ∂Ω,
em que ν é o vetor normal unitário exterior a Ω+ ∩ ∂Ω. Além disso, em J as funções
uε → v em C1 e portanto
uε ⇀ v em W 1,2(J),
para todo subconjunto compacto J de Ω.
A seguir mostraremos que uε → v em W 1,2(J) fortemente em qualquer subconjunto
compacto J de Ω, conforme a Definição 1.2.6. Isto é equivalente a mostrar que uε → v em
W 1,2(B) fortemente, para qualquer bola B em Rn, já que dado um subconjunto compacto
de Ω podemos cobri-lo com um número finito destas bolas.
Lema 2.4.2. Sejam uε ∈ W 2,ploc (Ω) solução forte não negativa de Luε = 0, p > n tal que
0 ≤ uε ≤ 1 e v ∈ W 2,ploc (Ω) a função tal que uε → v uniformemente em subconjuntos
compactos de Ω. Suponhamos que G = Ω ∩B onde B é uma bola em Rn. Então uε → v
fortemente em W 1,2(G).
Demonstração. Pela Observação 2.4.1 sabemos que uε ⇀ v fracamente em W 1,2(G),
então para mostrar que uε → v forte em W 1,2(G) pelo Teorema 1.2.7 só basta mostrarmos
‖uε‖W 1,2(G) → ‖v‖W 1,2(G) quando ε→ 0. (2.49)
Por outro lado, em virtude da Observação 1.3.8 temos que B[·, ·] é um produto interno em
W 1,2 e B[·, ·]1/2 é uma norma equivalente à norma usual em W 1,2, onde B[·, ·] foi definido
por
B[u, v] =
∫
Ω
n∑
i,j=1
aijuivj,
para todo u, v ∈ W 1,2. Desta forma, denotando uε por u e omitindo a notação de somatório
em toda a demonstração por simplicidade. Então para obter (2.49) é suficiente mostrar
que
` = lim sup
ε→0
∫
G
aijuiuj =
∫
G
aijvivj. (2.50)
Com efeito, como u ⇀ v fracamente em W 1,2(G) então pelo item (b) do Teorema 1.2.7
lim inf
ε→0
∫
G
aijuiuj ≥
∫
G
aijvivj,
e dado que
lim sup
ε→0
∫
G
aijuiuj ≥ lim inf
ε→0
∫
G
aijuiuj,
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obtemos
` ≥
∫
G
aijvivj.
Por outro lado, sabemos que Lu = βε(u), onde Lu = aijuij + biui. Além disso como por
hipóteses u ≥ 0 e βε(u) ≥ 0, então multiplicamos Lu = βε(u) por u e integrando sobre G
obtemos ∫
G
u(aijuij + biui) =
∫
G
uβε(u) ≥ 0.
Logo, pelo teorema de Green∫
G
u(aijuij + biui) =
∫
∂G
aijuuiνj dS +
∫
G
−∂j(aiju)ui +
∫
G
biuui
=
∫
∂G
aijuuiνj dS +
∫
G
−∂j(aij)uui − aijujui +
∫
G
biuui
=
∫
∂G
aijuuiνj dS +
∫
G
[−∂j(aij)uui − aijujui + biuui] ,
ou seja, ∫
G
aijujui ≤
∫
∂G
aijuuiνj dS +
∫
G
[biuui − ∂j(aij)uui] .
Agora, definamos
I =
∫
∂G∩{v>0}
aijvviνj dS +
∫
G∩{v>0}
[bivvi − ∂j(aij)vvi],
queremos mostrar∫
∂G
aijuuiνj dS +
∫
G
[biuui − ∂j(aij)uui]→ I, quando ε→ 0. (2.51)
De fato, da demonstração do Teorema 2.2.2 temos que |∇u| ≤ C em G = B ∩ Ω (veja
(2.21)). Além disso, pelo item (a) da Observação 2.4.1, u→ v uniformemente em G e pelo
item (b) da mesma observação ui → vi fracamente em L2(G) e ui → vi uniformemente
em qualquer conjunto {x ∈ G : v ≥ τ > 0} para todo τ > 0. Disso segue que a igualdade
(2.51) quando ε→ 0 é satisfeita. Finalmente, vejamos que
I =
∫
G∩{v>0}
aijujui.
Seja, δ > 0 fixo, e seja vδ = max{v−δ, 0}, novamente usando o item (b) da Observação 2.4.1
temos que Lv = 0 em Ω+ = {x ∈ Ω: v(x) > 0}, então integrando em G e aplicando o
teorema de Green
0 =
∫
G
vδLv =
∫
G
vδaijvij +
∫
G
vδbivi
=
∫
∂G
vδaijviνj dS +
∫
G
−∂j(aijvδ)vi +
∫
G
vδbivi
=
∫
∂G
vδaijviνj dS −
∫
G
[∂j(aij)vδvi + aij∂j(vδ)vi] +
∫
G
vδbivi
=
∫
∂G
vδaijviνj dS −
∫
G
aij∂j(vδ)vi +
∫
G
vδ (bi − ∂(aij))vi
=
∫
∂G
vδaijviνj dS −
∫
G
aijvjvi +
∫
G
vδ (bi − ∂(aij))vi.
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Agora, fazendo δ → 0, concluímos∫
G∩{v>δ}
aijvjvi →
∫
G∩{v>0}
aijvjvi e vδ → v.
Logo, ∫
G∩{v>δ}
aijvjvi =
∫
∂G∩{v>0}
aijvviνj dS +
∫
G∩{v>0}
v(bi − ∂j(aij))vi = I,
ou seja, ` ≤ I. Portanto,
lim sup
ε→0
∫
G
aijuiuj =
∫
G
aijvivj.
Demonstraremos agora a propriedade de fronteira livre (2.9) para lim
ε→0uε = v. Aqui
trabalhamos apenas em Ω e não em ∂Ω, então não precisamos da hipótese (2.3) ou da
regularidade de ∂Ω. Além disso, suponhamos que (2.7), (2.8) e as condições descritas no
início da seção são válidas.
Teorema 2.4.3. Sejam B(0, r) uma bola fechada em Ω, G = B(0, r)∩ {x ∈ Ω: v(x) > 0}
e σ ⊂ Ω uma hipersuperfície suave, conexa contendo 0, e seja v a função limite de uε
quando ε→ 0. Suponha que em B(0, r) a função v é positiva de um lado de σ e zero no
outro. Então
aijνiνj|∇v|2 = 2M em σ, (2.52)
em que ν = (ν1, . . . , νn) é o vetor normal unitário exterior a G e ∇v é o gradiente de v
em G.
Demonstração. Note que, se G = B ∩ {v > 0}, em que B = B(0, r), então pelo item (b)
da Observação 2.1.7 temos que v ∈ W 2,p(G) para cada p > 1. Em toda a demonstração
vamos considerar u em lugar de uε por simplicidade. Por outro lado, definamos
Bε(u) =
∫ u
0
βε(s) ds =
∫ u/ε
0
β(s) ds,
por hipótese sabemos
∫ 1
0
β = M , logo
Bε(u) = M para u ≥ ε. (2.53)
Além disso, através de nossa sequência uε ≡ u podemos supor que Bε converge fracamente
em L2(B) a ρ, quando ε→ 0, onde 0 ≤ ρ ≤M , pois uε → v fracamente em L2(B) e β é
contínua e limitada. A seguir mostraremos que, para cada função ζ ∈ C∞0 (B)
1
2
∫
σ∩B
ζaijνiνj|∇v|2νk =
∫
B
ρζk. (2.54)
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Com efeito, seja ζ ∈ C∞0 (B), então multiplicando a igualdade aijuij + biui = βε por ζuk e
integrando sobre B temos
0 =
∫
B
ζuk(aijuij + biui − βε)
=
∫
B
ζukaijuij +
∫
B
ζukbiui −
∫
B
ζukβε.
Logo, pelo o teorema de Green e usando a hipótese, supp ζ ⊂ B obtemos:∫
B
ζukaijuij = −
∫
B
∂j(ζukaij)ui = −
∫
B
ζjukaijui −
∫
B
ζujkaijui
−
∫
B
ζuk∂j(aij)ui
= −
∫
B
ζjukaijui +
∫
B
∂k(ζuiaij)uj −
∫
B
ζuk∂j(aij)ui
= −
∫
B
ζjukaijui +
∫
B
ζkuiaijuj +
∫
B
ζukiaijuj
+
∫
B
ζui∂k(aij)uj −
∫
B
ζuk∂j(aij)ui
= −
∫
B
ζjukaijui +
∫
B
ζkuiaijuj −
∫
B
∂i(ζujaij)uk
+
∫
B
ζui∂k(aij)uj −
∫
B
ζuk∂j(aij)ui
= −
∫
B
ζjukaijui +
∫
B
ζkuiaijuj −
∫
B
ζiujaijuk
−
∫
B
ζuijaijuk −
∫
B
ζuj∂i(aij)uk +
∫
B
ζui∂k(aij)uj
−
∫
B
ζuk∂j(aij)ui,
daí segue que ∫
B
ζukaijuij = −12
∫
B
ζjukaijui +
1
2
∫
B
ζkuiaijuj
− 12
∫
B
ζiujaijuk − 12
∫
B
ζuj∂i(aij)uk
+ 12
∫
B
ζui∂k(aij)uj − 12
∫
B
ζuk∂j(aij)ui.
Portanto,
0 =
∫
B
(−12ζjukaijui +
1
2ζkuiaijuj −
1
2ζiujaijuk −
1
2ζuj∂i(aij)uk
+ 12ζui∂k(aij)uj −
1
2ζuk∂j(aij)ui + ζukaijui + Bε(u)ζk).
(2.55)
Desta forma, como Bε converge fracamente a ρ em L2(B), então fazendo ε→ 0 na igualdade
(2.55) e usando o Lema 2.2.3 obtemos que
−
∫
B
ρζk =
∫
B∩{v>0}
(−12ζjvkaijvi +
1
2ζkviaijvj −
1
2ζivjaijvk −
1
2ζvj∂i(aij)vk
+ 12ζvi∂k(aij)vj −
1
2ζvk∂j(aij)vi + ζvkaijvi).
(2.56)
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Logo, usando de novo o teorema de Green
0 =
∫
B∩{v>0}
ζvk (aijvij + bivi)
= L.D de (2.56) +
∫
σ∩B
(12ζaijukuiνj −
1
2ζaijuiujνk +
1
2ζaijujukνi),
(2.57)
em que σ∩B é a fronteira do conjunto B∩{v > 0}, aqui L.D. significa lado direito. Agora,
pela Observação 1.1.11 no conjunto σ, onde v = 0 temos que o vetor normal exterior
unitário é ν = − ∇v|∇v| , pois v > 0 em G, o que implica
vi = −νi|∇v|, para cada i = 1, . . . , n.
Assim, substituindo vi nas igualdades (2.56) e (2.57) obtemos a igualdade (2.1.7), isto é,
para toda ζ ∈ C∞0 (B)
1
2
∫
σ∩B
ζaijνiνj|∇v|2νk =
∫
B
ρζk. (2.58)
Por outro lado, note que pelo mesmo raciocínio, supondo que ζ tem suporte compacto em
B(0, r)rG, chagamos a uma igualdade como em (2.58) e assim obtemos∫
BrrG
ρζk = 0 para toda ζ.
Logo, ρ = M1 é constante não negativa em B(0, r)rG. Além disso, de (2.53) segue que
ρ = M em G. Consequentemente uma vez mas usando o teorema de Green e o fato de que
∂(B rG) = σ ∩B = ∂G obtemos que para todo ζ ∈ C∞0 (B)∫
B
ρζk =
∫
(BrG)∩G
ρζk =
∫
BrG
ρζk +
∫
G
ρζk =
∫
BrG
M1ζk +
∫
G
Mζk
= −
∫
σ∩B
M1ζνk dS +
∫
σ∩B
Mζνk dS,
em que ν é o vetor normal unitário exterior a G. Portanto,∫
B
ρζk = −
∫
σ∩B
M1ζνk dS +
∫
σ∩B
Mζνk dS =
∫
σ∩B
Mζνk dS, (2.59)
comM = M−M1. Então substituindo (2.59) em (2.58) obtemos que para todo ζ ∈ C∞0 (B)∫
σ∩B
ζνk(aijνiνj|∇v|2 − 2M)dS = 0.
Daí, temos a igualdade (2.3.3) com M em lugar de M . Completamos a prova se mostramos
que M1 = 0. De fato, primeiro observe que se M = 0, então v ∈ W 2,p(B) e como v = 0
em B rG então por unicidade temos que v = 0 em B o qual é absurdo. Portanto M 6= 0.
Disso podemos supor que 0 < M1 < M , logo de (2.53) segue que para alguns números
positivos a < b < 1 e para todo ε > 0
Bε(εa) < M1 < Bε(εb).
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Seja D um disco fechado em BrrG com centro em x0 e raio τ . Como aij ∈ C1, o operador
L˜ = aij∂ij tem uma função de Green em D. Logo, se w ∈ W 2,p(D), p > n, então para
algum t > 0
w(x0) ≤ max
∂D
w + 1
t
max(L˜w)− − t
∫
|x−x0|<τ/2
(L˜w)+.
Aplicando isto às funções uεi que denotaremos por ui, com εi → 0 quando i→∞ e usando
que |∇ui| ≤ k obtemos
ui(x0) ≤ 1 + C
t
− t
∫
|x−x0|<τ/2
βεi(ui(x)), (2.60)
com C independente de i. Observe que para cada ponto x, Bεi(ui(x)) converge a M1 para
i suficientemente grande e aε < ui(x) < bε. Logo, como por hipótese temos que β > 0 em
(0, 1) e εiβεi(ui(x)) ≥ κ > 0 para algum κ > 0 fixado. Assim B ≥ εiβεi(ui(x)) ≥ κ. Seja
gi(x) = εiβεi(ui(x)). Então gi converge fracamente em L2, e em quase toda parte de D a
uma função g a qual satisfaz que g ≥ κ. Finalmente multiplicando (2.60) por εi obtemos
εiu
i(x0) ≤ εi + C
t
εi − t
∫
|x−x0|<τ/2
gi.
Assim, se i→∞ teremos que 0 ≤ −tκ|{|x− x0| < τ/2}| o qual é contradição. Portanto
M1 = 0, desta maneira o teorema está demonstrado.
Por outro lado, nas seguintes observaçãos veremos algumas propriedades que garantem a
regularidade da fronteira livre σ. Não mostraremos nenhum destes resultados que veremos
na continuação, mas eles podem ser encontrados nas referências indicadas.
Observação 2.4.4.
(a) Com ajuda do Teorema 2.3.3; Berestycki, Caffarelli e Nirenberg mostraram que a
fronteira livre σ tem medida (n − 1)–dimensional de Hausdorff finita localmente,
veja os detalhes em [3].
(b) Se σ = ∂{v > 0} tem medida (n− 1)–dimensional de Hausdorff finita localmente,
então o conjunto {v > 0} tem perimetro finito localmente. Logo como {v > 0} é
um conjunto boreliano, pois pela Observação 2.4.1 {v > 0} é aberto relativo em
Ω. Então, concluimos que {v > 0} é um conjunto de Caccioppoli e pelo Teorema
estructural de Ennio De Giorgi segue que ∂{v > 0} é uma hipersuperfície regular,
veja [12], [13], [22].
Em conclusão deste capítulo temos que a função 0 ≤ v ≤ 1 obtida no item (a) da
Observação 2.4.1 como o limite uniforme de uε quando ε→ 0 em subconjuntos compactos
de Ω, é uma solução forte do problema
Lv = 0 em Ω+ = {x ∈ Ω: v(x) > 0},
∂v
∂ν
= 0 em Ω+ ∩ ∂Ω,
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que além disso pelo Teorema 2.4.3, se σ é uma hipersuperfície suave limitada contida no
que chamamos de fronteira livre ∂Ω+ ∩ Ω, então v também satisfaz
aijνiνj|∇v|2 = 2M em σ.
Neste caso esta propriedade é a que caracteriza o problema (2.1) como um problema de
fronteira livre.
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3 Aplicação
Neste capítulo estudaremos um problema de fronteira livre derivado da teoria de combustão,
que consiste em encontrar uma função T num cilindro infinito S = R× ω em que ω é um
domínio limitado em Rn−1 com fronteira suave, satisfazendo
∆T − cα(y)∂1T = 0 em S+ = {x ∈ S : T (x) < 1},
∂T
∂ν
= 0 em S+ ∩ ∂S,
(3.1)
em que ν é o vetor normal unitário exterior a S+ ∩ ∂S. Denotando por ∂1T = Tx1 a
derivada de T em relação à primeira coordenada e x = (x1, y) com y = (x2, . . . , xn) ∈ ω,
também mostraremos que T satisfaz
lim
x1→−∞
T (x1, y) = 0 e lim
x1→+∞
T (x1, y) = 1, (3.2)
e para valores de x1 grande, T = 1.
Observe que neste problema de combustão, a função T representa a temperatura de uma
chama, que pode ser vista como uma fronteira livre de forma cônica entre duas regiões
em S digamos S+ = {T < 1} e S− = {T ≥ 1}, uma relativamente fria e a outra quente,
é ai onde aparece a fronteira livre, entendemos por fronteira livre o conjunto ∂S+ ∩ S.
Em princípio não sabemos o comportamento de T na região fronteira ∂S+ ∩ S, a qual
representa a frente da chama, (veja na introdução Problema de Propagação). Deduziremos
ao longo do capítulo que T satisfaz a seguinte propriedade de fronteira livre
∂T
∂ν
=
√
2N em σ, (3.3)
em que ν é o vetor normal unitário exterior a σ na região S+, N > 0 uma constante e σ é
uma hipersuperfície limitada e suave contida em ∂S+ ∩ S. Esta propriedade de fronteira
livre mostra o comportamento de T na região de transição, i.e, na fronteira livre ∂S+ ∩ S.
Para a abordagem do problema (3.1) vamos usar o modelo de combustão de chama que
descreve a propagação de uma chama. O problema é o seguinte, seja 0 < T < 1 uma
função definida no cilindro infinito S = R×ω onde ω é um domínio limitado em Rn−1 com
fronteira suave. A função T representa a temperatura da chama, satisfazendo a seguinte
equação 
∆T − cα(y)∂1T + f(T ) = 0 em S,
∂T
∂ν
= 0 em ∂S.
(3.4)
Além disso, lim
x1→+∞
T (x1, y) = 0 e lim
x1→−∞
T (x1, y) = 1 uniformemente em relação a y ∈ ω.
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Aqui a função T e a constante c > 0 são desconhecidas, α : ω → R é uma função positiva
dada, contínua em ω, e f é uma função Lipschitz contínua, com suporte compacto em
[θ, 1] onde 0 < θ < 1, positiva em (θ, 1) e de classe C1,δ([1− η, 1]), 0 < η < 1 para algum
0 < δ < 1 tal que f ′(1) < 0. Denotemos por N =
∫ 1
0
f(T ) dT .
É importante ressaltar que existe uma única solução (c, T ) do problema (3.4) com T ∈
W 2,p(S) para todo 1 ≤ p <∞, satisfazendo as seguintes propriedades
0 < T < 1, c > 0 e T1 > 0. (3.5)
Além disso, existem constante c0 > 0 e c1 > 0 tal que
c1 ≤ c ≤ c0. (3.6)
O problema (3.4) está descrito em detalhe nos artigos [4] e [7] e os resultados (3.5), (3.6)
podem ser encontrados nestas referências. Este problema é estudado em vários contextos
(veja [2], [16]); em particular surge no modelo de combustão para a propagação de chama.
A descrição física em dimensão 2 a podemos encontrar nas referências [9], [24].
Basicamente para a resolução do problema (3.1) consideramos para cada ε > 0 uma
solução (cε, Tε) do problema
∆Tε − cεα(y)∂1Tε + fε(Tε) = 0 em S,
∂Tε
∂ν
= 0 em ∂S,
(3.7)
em que fε é dada por
fε(T ) =
1
ε
f
(
1− 1− T
ε
)
. (3.8)
com f definida no problema (3.4). Note que o problema (3.7) está nas mesmas condições
do prblema (3.4), e isto garante a existência e unicidade da solução (cε, Tε). Logo usando
as estimativas obtidas no Capítulo 2 para Tε em lugar de uε mostraremos que a função
limite de (cε, Tε) quando ε→ 0, satisfaz o problema (3.1).
O capítulo está organizado em duas seções, começamos na Secção 3.1 apresentando o
comportamento assintótico da solução do problema modelo (3.4) no infinito, para obter
algumas estimativas que vamos aplicar na Seção 3.2. Finalmente na última seção abordamos
em detalhe o problema de combustão (3.1).
3.1 Comportamento assintótico da solução do problema modelo
No estudo das Equações Diferenciais Parciais frequentemente é de interesse saber se as
soluções têm simetrias, monotocidade em alguma direção, como é o comportamento no
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infinito em relação a uma variável. Especialmente, nesta seção vamos estudar o comporta-
mento no infinito (x1 → ±∞) da solução (c, T ) do problema (3.4) em S, a fim de aplicá-lo
nos Teoremas 3.2.4 e 3.2.10 na próxima seção.
Seja S o domínio cilíndrico em Rn da forma
S = {x = (x1, y) ∈ Rn : y = (x2, . . . , xn) ∈ ω},
em que ω é um domínio limitado em Rn−1 com fronteira suave. Denotemos por S+ a parte
do cilindro S onde x1 > 0 e ν o vetor normal unitário exterior à ∂S em qualquer ponto
fronteira.
Em primeiro lugar definamos em S+ o operador
Lu = ∆u− β(y)∂1u− a(y)u,
em que os coeficientes β e a são contínuos em ω. A seguir definiremos o que vamos a
considerar como uma solução exponencial, em particular do problema elíptico
∆u− β(y)∂1u− a(y)u = 0 em S+,
∂u
∂ν
= 0 em ∂S+.
(3.9)
Definição 3.1.1. Uma solução distinta de zero de (3.9), da forma
u(x1, y) = eλx1p(x1, y), (3.10)
em que p é um polinômio em x1 com coeficiente dependendo de y é chamada de solução
exponencial. O exponente λ da solução é um autovalor generalizado de L no sentido que
existe uma função φ ∈ C2(ω), φ 6= 0 tal que
−∆yφ+ a(y)φ = λ2φ− λβ(y)φ,
em que ∆yφ é definido como o laplaciano de φ na variável y, ou seja, ∆yφ =
∂2φ
∂x22
+. . .+ ∂
2φ
∂x2n
.
É claro que a função u(x1, y) = eλx1φ(y) com p(x1, y) = φ(y) na Definição 3.1.1 é solução
da equação ∆u− β(y)u1 − a(y)u = 0 em S.
Por outro lado, uma ferramenta crucial no estudo das equações elípticas num domínio
simétrico é a possibilidade de estender a solução assintoticamente quando x1 → ±∞ em
termos da solução exponencial. Com ajuda destas soluções definidas em (3.10) estudamos
o comportamento assintótico do problema (3.4) definido inicialmente.
Por outro lado, para estudar o comportamento assintótico de (3.4) primeiro consideremos
no cilindro infinito S o problema
∆u− β(y)∂1u+ f(y, u) = 0 em S,
∂u
∂ν
= 0 em ∂S.
(3.11)
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As soluções de (3.11) são consideradas em C2(S) e satisfazendo para alguns K, k ≥ 0
k < u < K em S, (3.12)
e
lim
x1→−∞
u(x1, y) = k, lim
x1→∞
u(x1, y) = K, (3.13)
uniformemente para y ∈ ω.
Suponha que
f(y, k) = f(y,K) = 0,
a função f(y, s) é de classe C1,δ em s em [k,K] para algum δ > 0, uniformemente em y ∈ ω,
fu contínua em ω× [k,K] e β é contínua em ω. Além disso, consideremos fu(y, k) = −a(y)
e fu(y,K) = −b(y) onde b(y) também satisfaz a equação (3.9) em lugar de a(y), ou seja,
∆u− β(y)∂1u+ b(y)u = 0.
Observação 3.1.2. Note que, o comportamento no infinito das soluções da equação (3.11)
estão relacionados diretamente com solução exponencial u(x1, y) = eλx1φ(y) da equação
linearizada
(∆− β(y)∂1 − a(y))u = 0,
sob a condição de fronteira ∂u
∂ν
= 0. Isso significa que φ(y) 6= 0 satisfaz
(−∆y + a(y))φ = (λ2 − λβ(y))φ em ω,
∂φ
∂ν
= 0 em ∂ω.
(3.14)
Neste caso chamamos à função φ de autofunção.
Definição 3.1.3. Os autovalores λ 6= 0 da solução exponencial definida em (3.10), positivo
ou negativo são chamados de autovalores principais positivo ou negativo de (3.14) associados
à função β.
No Lema 3.1.4 daremos uma caracterização dos autovalores principais negativo ou positivo,
a qual será usada na demonstração do Teorema 3.2.10 na próxima seção.
Lema 3.1.4. Sejam β e β′ duas funções definidas em ω com β ≤ β′, β 6= β′ tais que
(−∆y + a(y))φ = (λ2 − λβ(y))φ em ω
e
(−∆y + a(y))φ = (λ2 − λβ′(y))φ em ω,
em que φ é dado como na Observação 3.1.2. Se o autovalor principal positivo λ do
problema (3.14) associado a β existe, então também existe o autovalor principal positivo
λ′ do problema (3.14) associado a β′, e
λ < λ′.
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Similarmente, se o autovalor principal negativo τ ′ do problema (3.14) associado a β′ existe,
então existe o autovalor principal negativo τ do problema (3.14) associado a β, e
τ < τ ′.
Demonstração. Veja [7] p. 131.
Teorema 3.1.5. Seja u ∈ C2(S) uma solução do problema (3.11) satisfazendo (3.12) e
(3.13). Suponhamos que λ > 0 é um autovalor principal de
(−∆y + a(y))φ = (λ2 − λβ(y))φ em ω,
∂φ
∂ν
= 0 em ∂ω.
(3.15)
com autofunção φ > 0, e τ < 0 o autovalor principal, com autofunção ψ > 0 de
(−∆y + b(y))ψ = (λ2 − λβ(y))ψ em ω,
∂ψ
∂ν
= 0 em ∂ω.
(3.16)
Então existem constantes γ− > 0, γ+ > 0 tais que u(x1, y)− k = γ−e
λx1ψ(y) + ◦(eλx1) se x1 → −∞,
K − u(x1, y) = γ+eτx1φ(y) + ◦(eτx1) se x1 → +∞.
(3.17)
Demonstração. Veja [7] p. 144-155.
Observação 3.1.6. Note que o problema (3.9) é equivalente ao problema (3.11) com
k = 0, K = 1, β(y) = cα(y) e f = f(u), pois pelas definições de a e b segue que a(y) = 0,
b(y) = f ′(1). Assim, pelo Teorema 3.1.5 aplicado a nosso problema original (3.4) obtemos T (x1, y)− γ−e
λx1ψ(y) = ◦(eλx1) se x1 → −∞,
1− T (x1, y)− γ+eτx1φ(y) = ◦(eτx1) se x1 → +∞,
(3.18)
em que γ− > 0, γ+ > 0, λ > 0 é o autovalor principal como em (3.15) e τ < 0 é o autovalor
principal como em (3.16).
Neste contexto o comportamento assintótico de T dado na Observação 3.18, no final deste
capítulo será uma ferramenta importante para mostrar a propriedade de fronteira livre no
item (b) do Teorema 3.2.10 na proxima seção.
3.2 A abordagem do problema de combustão
Nesta seção especialmente centraremos nosso estudo no que acontece com a solução (cε, Tε)
do problema (3.7) quando ε→ 0, onde aplicaremos os resultados obtidos nas Seções 2.2,
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2.3 e 2.4, os quais garantem a existência do limite uniforme de (cε, Tε) quando ε→ 0, e
dopois mostraremos que essa função limite denotada por T satisfaz o problema (3.1), a
propriedade de fronteira livre (3.3) e condição de não degenerescência.
Basicamente esta secção é organizada em quatro partes. A primeira parte rescrevemos o
problema (3.7), considerando a função uε = (1− θ)−1(1− Tε) e mostrando que satisfaz as
condições de um problema do tipo (2.2). A segunda parte, mostraremos que uε satisfaz as
hipóteses dos Teoremas 2.2.2 e 2.3.3, para obter estimativas uniformes que permitem passar
o limite. A terceira parte, mostraremos que uε converge a uma função v = (1− θ)−1(1−T ),
uniformemente em subconjuntos compactos de S onde T será o limite de Tε quando ε→ 0
que satisfará o problema de fronteira livre (3.1). Finalmente, A última parte, mostraremos
que T é não degenerada e satisfaz a propriedade de fronteira livre descrita em (3.3), no
problema de combustão de chamas, sendo está última a propriedade mas importante
estudada nesta seção.
Antes de abordar cada uma destas partes, enunciaremos alguns teoremas que mostram a
existência e unicidade da solução (cε, Tε) do problema (3.7) e algumas propriedades de cε
e Tε. Não demonstraremos estes teoremas, as demonstrações podem ser encontrados nas
referências indicadas, pois como foi dito no início do capítulo somente estamos interessados
no limite de (cε, Tε) quando ε→ 0.
Teorema 3.2.1. Seja f uma função Lipschitz contínua, com suporte compacto em [θ, 1]
onde 0 < θ < 1, positiva em (θ, 1) e de classe C1,δ([1 − η, 1]), 0 < η < 1 para algum
0 < δ < 1 tal que f ′(1) < 0. Denotemos por
∫ 1
0
f(T ) dT = N .
Então existe uma única solução (c′, T ′) com T ′ ∈ W 2,p(S), c′ > 0, 0 < T ′ < 1 satisfazendo
∆T − cα(y)∂1T + f(T ) = 0 em S,
∂T
∂ν
= 0 em ∂S,
e a condição no infinito
lim
x1→−∞
T ′(x1, y) = 0 e lim
x1→+∞
T ′(x1, y) = 1, (3.19)
uniformemente em relação a y ∈ ω.
Demonstração. Veja o artigo de Berestycki e Larrouturou [4].
Teorema 3.2.2. Seja (c′, T ′) solução do problema (3.7) nas condições do Teorema 3.2.1.
Então
∂1T
′ > 0 em S, (3.20)
em que ∂1 denota a derivada de T ′ em relação à primeira variável.
Demonstração. Veja o artigo de Berestycki e Nirenberg [5].
Capítulo 3. Aplicação 64
Observação 3.2.3. Dos Teoremas 3.2.1 e 3.2.2, para cada 0 < ε < 1 se consideramos a
função fε definida em (3.8), temos que existe uma única solução (cε, Tε), com cε > 0 e
0 < Tε < 1 do problema
∆Tε − cεα(y)∂1Tε + fε(Tε) = 0 em S,
∂Tε
∂ν
= 0 em ∂S,
satisfazendo as seguintes propriedades:
(a) lim
x1→−∞
Tε(x1, y) = 0 e lim
x1→+∞
Tε(x1, y) = 1.
(b) ∂1Tε > 0 em S.
3.2.1 Reescrita da aproximação do problema original
Rescrevemos o problema (3.7), num problema da forma (2.2) o qual foi estudado no
Capítulo 2.
Consideremos para cada ε > 0 as funções uε e β dadas por
uε =
1− Tε
1− θ , (3.21)
β(uε) =
f(1− (1− θ)uε)
1− θ =
f(Tε)
1− θ ,
em que f é a função definida no problema (3.4). Vejamos que β satisfaz todas as hipóteses
do problema (2.2) que foi abordado no Capítulo 2. De fato, observe que, β satisfaz a
condição (2.7), isto é, ∫ 1
0
β(uε) du =
N
(1− θ)2 , (3.22)
e se definimos
βε(uε) =
fε(Tε)
1− θ , (3.23)
em que fε é a função definida em (3.8), temos que
βε(uε) =
fε(T )
1− θ
= 1
ε(1− θ)f(1−
1− Tε
ε
)
= 1
ε(1− θ)f(1− (1− θ)
uε
ε
)
= 1
ε
β(uε
ε
).
Além disso,
βε ≤ B
ε
,
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em que B = (1− θ)−1 max
[0,1]
f > 0 é uma constante que não depende de ε e também,
βε ≥ κ
ε
em [aε, bε],
em que κ = (1 − θ)−1 min
[0,1]
f > 0 e a < b < 1 são constantes. Mais ainda, a função βε
tem suporte compacto em [0, ε] e é positiva em (0, ε). Portanto, βε neste caso satisfaz as
condições desejadas, correspondentes a (2.4), (2.5) e (2.7).
Por outro lado, em relação à função uε, pelo Teorema 3.2.1 sabemos que 0 < Tε < 1 e
(cε, Tε) é solução de (3.7), então 0 < uε < (1− θ)−1 e uε é solução do problema
∆uε − b(y)∂1uε = βε(uε) em S
∂uε
∂ν
= 0 em ∂S,
(3.24)
em que b(y) = cεα(y). E pelas condições no infinito (3.19)
lim
x1→−∞
uε(x1, y) = (1− θ)−1, lim
x1→+∞
uε(x1, y) = 0 (3.25)
uniformemente em relação a y ∈ ω. Além disso, pelo Teorema 3.2.2 temos que
∂1uε < 0 em S,
ou seja, uε é decrescente na primeira variável.
Em conclusão, a função uε é solução limitada e não negativa no domínio S do problema
dado em (2.2)
Lu = aijuij + biui + cu = βε(u)
em que βε é a função definida em (3.23), o operador L = (∆ − b∂1) e os coeficientes
aij = δij, b1 = b, bi = 0 para i > 1 e c = 0. Claramente, o operador L = (∆ − b∂1) é
uniformemente elíptico e os coeficientes aij, bi e c satisfazem as condições (1.7)–(1.10).
Isso significa que podemos aplicar todos os resultados obtidos no Capítulo 2. Note que, de
acordo a definição de uε, vemos que a função Tε também satisfaz as mesmas propriedades
de uε.
3.2.2 Estimativas uniformes da solução aproximada
A seguir verificaremos que a solução uε do problema (3.24) satisfaz as hipóteses dos
teoremas usados no Capítulo 2. Isto com o objetivo de garantir existência do limite
uniforme de Tε quando ε→ 0.
Teorema 3.2.4. Sejam (cε, Tε) solução de (3.7) e uε definida em (3.21) solução de (3.24).
Então,
(a) uε é solução minimal de (3.24) no sentido da Definição 2.3.2.
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(b) Existem constantes c > 0 e c > 0 tais que c ≤ cε ≤ c para todo ε > 0.
(c) A função Tε é Lipschitz contínua em S, com constante de Lipschitz k independente
de ε.
Demonstração. Por simplicidade, em toda a demonstração vamos denotar (Tε, cε) pela
mesma (T, c), uε por u e cε por c.
(a) Lembrando a Definição 2.3.2 de solução minimal, seja h ∈ W 2,p(G) uma função num
subdomínio G de S, p > n, tal que
∆h− b∂1h ≤ βε(h) em G,
∂h
∂ν
= 0 em ∂S ∩G,
(3.26)
e satisfazendo
h ≥ u em ∂G ∩ S.
Queremos mostrar que h ≥ u em G. Para isso, usamos o método de translação (sliding
method ). De fato, primeiro observe que h > 0 em G, já que por hipóteses h ≥ u > 0
em ∂G ∩ S e ∂h
∂ν
≥ 0 em ∂S ∩G, então pelo Teorema 1.3.12 do princípio do máximo e o
Lema 1.3.11 de Hopf obtemos h > 0 em G. Por outro lado, transladando a função u na
primeira variável para a esquerda uma distância t, isto é, consideramos a função
ut(x1, y) = u(x1 + t, y) em G.
Temos que, ut > 0 também é solução do problema (3.24) e satisfaz a condição no infinito,
lim
t→∞u
t(x1, y) = 0 em G,
pois a função u > 0 é solução do problema (3.24) e satisfaz (3.25). Logo, dado que h > 0
em G existe t1 > 0 tal que ut < h em G, para cada t > t1. Por outro lado, para todo t > 0,
ut < u em G, pois a função u é decrescente na primeira variável; mais pelo fato do que
u ≤ h em ∂G ∩ S e ∂G ∩ S ⊂ G, obtemos
ut < h em ∂G ∩ S,
para todo t > 0. Agora, se t diminui em [0, t1], vejamos que não existe t0 > 0 tal que
ut0 ≤ h em G com igualdade em algum ponto, já que isso mostra o desejado, ou seja,
u ≤ h em G. Suponha por absurdo que existe t0 > 0, tal que, ut0 ≤ h em G com igualdade
em algum ponto. Definamos w = h− ut0 , logo como h satisfaz (3.26) e u satisfaz (3.24)
(∆− b∂1)w = (∆− b∂1)h− (∆− b∂1)ut0
≤ βε(h)− βε(ut0)
≤ c˜(x1, y)w,
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em que
c˜(x1, y) =

βε(h(x1, y))− βε(ut0(x1, y))
h(x1, y)− ut0(x1, y) , h(x1, y) 6= u
t0(x1, y)
0, outro caso.
Observe que, c˜(x1, y) é uma função limitada e mensurável, pois βε é Lipschitz. Portanto,
w satisfaz a equação
(∆− b∂1)w ≤ c˜(x1, y)w em G.
Notemos que w ≥ 0 e igual a zero num ponto x0 ∈ S, e w > 0 em ∂G ∩ S, já que ut0 < h
em ∂G∩S. Agora pelo Teorema 1.3.12 do princípio do máximo x0 6∈ G, e pelo Lema 1.3.11
de Hopf, x0 6∈ ∂S, e daí segue que ∂w
∂ν
≤ 0, mas como
∂w
∂ν
= ∂h
∂ν
− ∂u
t0
∂ν
= ∂h
∂ν
> 0
obtemos uma contradição. Portanto, u ≤ h em G e assim concluímos que uε é solução
minimal de (3.24).
(b) Além da existência das constantes c e c, mostraremos que elas dependem somente
de α e N =
∫ 1
0
fεdT , no que segue denotamos fε por f . Faremos a demonstração deste
item, considerando primeiro o caso n = 1, e o caso geral se segue repetindo-se os mesmos
argumentos. Com efeito, sejam α0 > 0 e α1 > 0 o mínimo e o máximo de α(y), e sejam
(c0, T0), (c1, T1) soluções correspondentes de (3.4), para n = 1, quando α é substituída por
α0 e α1, respetivamente. Sabemos por (3.6) que existem constantes c0 > 0 e c1 > 0 tal que
c1 ≤ c ≤ c0. (3.27)
Então, para demonstrar (b) é suficiente estabelecer as estimativas c ≤ c1 e c0 ≤ c em
que c, c são constantes adequadas que dependerão apenas de α0, α1 e N . Notar que, em
dimensão n = 1 o problema (3.7) fica definido por
T¨1 − c1α1T˙1 + f(T1) = 0 −∞ < x1 < +∞, (3.28)
T1(−∞) = 0, T1(+∞) = 1.
Aqui, T˙ representa a derivada da função T em R. Logo, multiplicando (3.28) por T˙1 e
integrando sobre R ∫ ∞
−∞
T˙1T¨1 − c1α1
∫ ∞
−∞
T˙1
2 +
∫ ∞
−∞
T˙1f(T1) = 0,
mas pela Observação 3.18, T˙1 decai exponencialmente em ±∞, ou seja, T˙1(±∞) = 0∫ ∞
−∞
T˙1T¨1 =
1
2 T˙1
2
∣∣∣∣∞−∞ = 0.
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Além disso, fazendo a mudança s = T1 obtemos∫ ∞
−∞
T˙1f(T1) =
∫ 1
0
f(s) ds.
Portanto,
−c1α1
∫ ∞
−∞
T˙1
2 +N = 0, (3.29)
em que N =
∫ 1
0
f(s) ds. Por outro lado, se multiplicamos (3.28) por (1− T1) e integramos
sobre R temos,∫ ∞
−∞
(1− T1)T¨1 −
∫ ∞
−∞
c1α1(1− T1)T˙1 +
∫ ∞
−∞
(1− T1)f(T1) = 0. (3.30)
Logo, usando as condições T1(+∞) = 1 e T1(−∞) = 0 resulta∫ ∞
−∞
(1− T1)T˙1 =
∫ ∞
−∞
(T˙1 − T1T˙1) =
(
T1 − 12T
2
1
) ∣∣∣∣∞−∞ = −12 . (3.31)
Além disso, novamente usando que T˙ decai exponencialmente em ±∞,∫ ∞
−∞
(1− T1)T¨1 =
∫ ∞
−∞
(T¨1 − T1T¨1) =
(
T˙1 − T˙1T1
) ∣∣∣∣∞−∞ +
∫ ∞
−∞
T˙1
2 =
∫ ∞
−∞
T˙1
2
. (3.32)
Assim, substituindo (3.31) e (3.32) em (3.30) obtemos∫ ∞
−∞
T˙1
2 − 12c1α1 +
∫ ∞
−∞
(1− T1)f(T1) dx1 = 0, (3.33)
e daí, como 0 < T1 < 1 e f(T1) > 0 se segue∫ ∞
−∞
T˙1
2 = 12c1α1 −
∫ ∞
−∞
(1− T1)f(T1) dx ≤ 12c1α1,
desta forma usamos (3.29) para obter N = c1α1
∫ ∞
−∞
T˙1
2 ≤ 12c
2
1α
2
1. Portanto, considerando
c = α−11
√
2N temos
c ≤ c1.
Finalmente, mostramos que c0 ≤ c. De fato, note que, se T ≤ θ então fε(T ) = 0, já que
supp fε ⊂ (θ, 1). Agora, sem perda de generalidade podemos supor que T0(0) = θ, então
T¨0 − c0α0T˙0 = 0 para cada x1 ≤ 0,
pois T0 é crescente em x1, ou seja, T0(x1) ≤ T0(0) = θ. Logo, tomando b = c0α0 obtemos
que T0 = θebx1 para cada x1 ≤ 0. Isso significa que∫ 0
−∞
T˙0
2 = b2θ
2,
e daí resulta ∫ ∞
−∞
T˙0
2 ≥ b2θ
2,
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mas como (3.29) também e válido para T0, então
b
∫ ∞
−∞
T˙0
2 = N.
Assim, considerando c =
√
2N(θα0)−1 segue que c0 ≤ c. Portanto, de (3.27)
c ≤ c ≤ c,
em que c e c dependem somente de α e N =
∫ 1
0
fεdT .
(c) Para mostrar que Tε é uniformemente Lipschitz usaremos o Teorema 2.2.2. Note que,
a função uε satisfaz (3.24) e pela definição da função βε em (3.23) temos βε ≤ B/ε,
com B = (1 − θ)−1 max f . Então, aplicando o Teorema 2.2.2 no subconjunto compacto
[−1, 1] × ω contido em S, se segue que uε é uma função Lipschitz com constante de
Lipschitz independente de ε. Como isso é verdade para qualquer x1-translação de uε, e
0 ≤ uε ≤ 1, então deduzimos que uε é Lipschitz contínua em S com constante de Lipschitz
independente de ε. Logo, pela definição de uε dada em (3.21) temos que Tε é Lipschitz
com constante de Lipschitz independente de ε.
Portanto, a demonstração do Teorema 3.2.4 é completada.
Observação 3.2.5. Pelo item (b) e (c) do Teorema 3.2.4 temos que as soluções Tε de (3.7)
são uniformemente Lipschitz e que cε satisfaz c ≤ cε ≤ c para todo ε > 0. Logo, usando
os mesmos argumentos como na Observação 2.4.1 podemos escolher uma subsequência
(cεi , Tεi) de (cε, Tε) tal que Tεi convirja uniformemente em subconjuntos compactos de S e
também cεi → c em [c, c] para algum número c ≤ c ≤ c.
Motivados pela Observação 3.2.5 mostraremos na seguinte subseção algumas propriedades
do limite das soluções (Tε, cε) de (3.7) quando ε→ 0, as quais mostraremos que garantem
a solução do problema (3.1).
3.2.3 Resultados preliminares quando ε→ 0
Nesta subseção estudamos o limite uniforme de Tε quando ε→ 0, abtendo propriedades
que nos permitem mostrar existência de solução do problema original (3.1).
A fim de garantir que o limite de Tε não seja igual a 1 nem 0, sem perda de generalidade
podemos supor que
max
y∈ω
Tε(0, y) = θ. (3.34)
Pela Observação 3.2.5, escolhamos uma sequência εi → 0 tal que Tεi → T uniformemente
em subconjuntos compactos de S e cεi → c em [c, c].
No seguinte lema mostraremos as propriedades que satisfaz a função T . Denotamos a
subsequência (cεi , Tεi) pela mesma (cε, Tε).
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Lema 3.2.6. Seja T a função definida como o limite uniforme de Tε quando ε→ 0 em
subconjuntos compactos de S e seja 0 < θ < 1 como no problema (3.4). Então,
(a) A função T é limitada na norma do espaço W 2,p(J), para cada p > n fixo e todo
subconjunto compacto J de S em que {T < 1}.
(b) A função T é crescente na primeira variável, ou seja, ∂1T ≥ 0. Além disso, T é
Lipschitz contínua e também satisfaz que
max
y∈ω
T (0, y) = θ.
Demonstração. (a) Como Tε → T e 0 < Tε < 1 para todo ε > 0, se segue que 0 ≤ T ≤ 1.
Logo usando (3.34) podemos supor que 0 < T < 1. Assim, as funções
uε = (1− θ)−1(1− Tε),
definidas em (3.21) convergem à função
v = (1− θ)−1(1− T ), (3.35)
uniformemente em subconjuntos compactos de S.
Por outro lado, usando o item (b) da Observação 2.4.1 na seção 2.4 temos que v é limitada
na norma do espaço W 2,p(J), para cada p > n fixo, em todo subconjunto compacto J de
S em que {v > 0}. Agora, se v = (1 − θ)−1(1 − T ) > 0, então T < 1 já que 0 < θ < 1.
Portanto, T é limitado na norma do espaço W 2,p(J) em todo subconjunto compacto J de
S em que {T < 1}.
(b) Pelo Teorema 3.2.2 temos que ∂1Tε > 0 em S e pelo item (b) da Observação 2.4.1
sabemos que uε → v em C1(J) para qualquer subconjunto compacto J de S, então daí se
segue que ∂1T ≥ 0. Além disso, pelo item (c) do Teorema 3.2.4 a função Tε é Lipschitz
contínua em S com constante de Lipschitz independente de ε, portanto T é Lipschitz
contínua em S. Finalmente, pela igualdade (3.34) obtemos
max
y∈ω
T (0, y) = θ.
Em conclusão do Lema 3.2.6 temos que (c, T ) é solução do problema
∆T − cα(y)T1 = 0 em S+ = {x ∈ S : T (x) < 1},
∂T
∂ν
= 0 em S+ ∩ ∂S,
em que ν é o vetor normal unitário exterior a S+ ∩ ∂S.
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Na continuação mostraremos que T também satisfaz a condição no infinito (3.2.5).
Primeiro vejamos alguns resultados preliminares no seguinte lema, que nos ajudaram a
mostrar o desejado, ou seja,
lim
x1→−∞
T (x1, y) = 0 e lim
x1→+∞
T (x1, y) = 1.
Lema 3.2.7. Seja T a função definida como o limite uniforme de Tε quando ε→ 0 em
subconjuntos compactos de S. Então,
(a) Se c > 0 é a constante obtida no item (b) do Teorema 3.2.4, então∫
S
|∇T |2 ≤ c2
∫
ω
α. (3.36)
(b) Para ε > 0 pequeno,
T ≤ θeεx1 para cada x1 ≤ 0. (3.37)
Demonstração. (a) Para mostrar (3.36) é suficiente mostrarmos que∫
S
|∇Tε|2 ≤ c2
∫
ω
α. (3.38)
passando limite quando ε → 0. Denotamos (Tε, cε) por (T˜ , c˜) por simplicidade. Note
que, para mostrar (3.38) usamos o mesmo raciocínio da demonstração do item (b) no
Teorema 3.2.4 usando uma extensão de (3.33) em dimensão n > 1. De fato, multiplicamos
a equação ∆T˜ − c˜αT˜1 + fε(T˜ ) = 0 por (1− T˜ ) e integrando sobre S∫
S
(1− T˜ )∆T˜ −
∫
S
c˜α(1− T˜ )T˜1 +
∫
S
(1− T˜ )fε(T˜ ) = 0.
Logo, da Observação 3.1.6 sabemos que |∇T˜ | decai exponencialmente em ±∞, então∫
S
(1− T˜ )∆T˜ =
∫
S
|∇T˜ |2.
Por outro lado, aplicando o Teorema de Fubinni em (−∞,+∞)×ω e usando os resultados
feitos para dimensão n = 1 correspondentes a (3.31) e (3.32) obtemos∫
S
cα(y)(1− T˜ )T˜1 = c˜
∫
S
α(y)T˜1 − c˜
∫
S
α(y)T˜ T˜1)
= c˜
∫ ∞
−∞
∫
ω
α(y)T˜1 dy dx1 − c˜
∫ ∞
−∞
∫
ω
α(y)T˜ T˜1 dy dx1
= c˜
∫
ω
(∫ ∞
−∞
α(y)T˜1 dx1
)
dy − c˜
∫
ω
(∫ ∞
−∞
α(y)T˜ T˜1 dx1
)
dy
= c˜
∫
ω
α(y)
(∫ ∞
−∞
T˜1 dx1
)
dy − c˜
∫
ω
α(y)
(∫ ∞
−∞
T˜ T˜1 dx1
)
dy
= c˜
∫
ω
α(y) dy − c˜2
∫
ω
α(y) dy
= c˜2
∫
ω
α(y) dy.
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Assim, ∫
S
|∇T˜ |2 − c˜2
∫
ω
α +
∫
S
(1− T˜ )fε(T˜ ) = 0.
Logo, como (1− T˜ ) > 0, fε(T˜ ) > 0 e pelo item (b) do Teorema 3.2.4 c˜ ≤ c, então∫
S
|∇T˜ |2 ≤ c˜2
∫
ω
α ≤ c2
∫
ω
α.
Portanto, para cada ε > 0 ∫
S
|∇Tε|2 ≤ c2
∫
ω
α,
e daí fazendo ε→ 0 obtemos ∫
S
|∇T |2 ≤ c2
∫
ω
α.
(b) Note que, pelo Teorema 3.2.2 a função Tε é crescente na primeira variável e pelo item
(b) do Lema 3.2.6 max
y∈ω
Tε(0, y) = θ, então dado x1 ≤ 0 segue que Tε(x1, ·) ≤ Tε(0, ·) ≤ θ
em ω, isto é,
Tε ≤ θ para todo x1 ≤ 0. (3.39)
Mais ainda, como supp fε ⊂ (θ, 1) então
∆Tε − cεα∂1Tε = 0.
Além disso, da parte (b) do Teorema 3.2.4 sabemos que c ≤ cε ≤ c para todo ε > 0.
Portanto, para ε > 0 pequeno a função h(x1, y) = θeεx1 satisfaz a equação
∆h− cεα∂1h ≤ 0. (3.40)
Assim, pelo Teorema 1.3.9 do princípio do máximo fraco (e o Lema 1.3.11 de Hopf aplicado
em ∂S) vemos que h(x1, ·) ≥ θ para cada x1 ≤ 0, uniformemente em ω. Logo, de (3.39)
temos
Tε ≤ h para cada x1 ≤ 0,
consequentemente, para ε > 0 pequeno
T ≤ θeεx1 para cada x1 ≤ 0.
Portanto, o Lema 3.2.7 está demonstrado.
Finalmente, o Lema 3.2.8 abaixo mostra que T satisfaz (3.2.5).
Lema 3.2.8. Sejam Tε solução do problema (3.7) e Seja T a função definida como o
limite uniforme de Tε quando ε→ 0 em subconjuntos compactos de S. Então,
lim
x1→−∞
T (x1, y) = 0, lim
x1→+∞
T (x1, y) = 1,
uniformemente em relação a y ∈ ω.
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Demonstração. Note que, pelo item (b) do Lema 3.2.7 temos
lim
x1→−∞
T (x1, y) = 0,
uniformemente em relação a y ∈ ω. Só falta mostrarmos a igualdade lim
x1→+∞
T (x1, y) = 1.
De fato, dado que a função T é crescente na variável x1 e T ≤ 1, então o limite de T (x1, y)
quando x1 → +∞ existe para todo y ∈ ω. Logo, existe uma função ξ : ω → R tal que
lim
x1→+∞
T (x1, y) = ξ(y)
para todo y ∈ ω. Vejamos que ξ = 1 em ω, para isso mostraremos em primeiro lugar que
ξ é uma função constante, em segundo lugar que ξ = lim
x1→+∞
T (x1, y) uniformemente em
ralação a y ∈ ω e por último mostraremos que ξ = 1 em ω.
(i) A função ξ é constante. De fato, suponhamos por absurdo que ξ não é constante. Note
que ξ é uma função Lipschitz contínua, pois T é Lipschitz contínua, de onde segue que
existe uma bola B em ω com centro y, e um ponto y0 ∈ ω tais que para constantes
adequadas a < b,
ξ ≤ a em B e ξ(y0) > b.
Logo, como T é crescente em x1, existe R0 > 0 suficientemente grande tal que T (x1, y) ≤ a
para cada x1 ≥ R e y ∈ B. E pela definição de ξ, existe R1 > 0 suficientemente grande tal
que T (x1, y0) > b para cada x1 ≥ R1. Portanto, existe R > 0 suficientemente grande tal
que
T (x1, y) ≤ a para todo x1 ≥ R, y ∈ B (3.41)
e
T (x1, y0) > b para todo x1 ≥ R. (3.42)
Além disso, como y0 ∈ ω e ξ é uma função Lipschitz contínua e por tanto contínua em ω,
existe δ > 0 tal que
|T (x1, y)− T (x1, y0)| < b− a2 para todo |y − y0| ≤ δ.
Daí, segue
T (x1, y) ≥ T (x1, y0)− a+ b2 para todo |y − y0| ≤ δ.
Portanto, de (3.42) obtemos
T (x1, y) ≥ a+ b2 para todo x1 ≥ R, |y − y0| < δ. (3.43)
Escolhendo δ > 0 adequado, podemos supor que B tem raio δ. Por outro lado, como ω é
um domínio, existe γ : [0, 1]→ ω uma curva suave em ω que conecta os pontos y e y0, isto
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é, γ(0) = y e γ(1) = y0. Então mantendo x1 ≥ R fixo e usando a definição de integral de
linha temos que
∫
γ([0,1])
|∇yT | dx ≥
∣∣∣∣∣
∫
γ([0,1])
∇yT dx
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
d
dt
T (x1, γ(t)) dt
∣∣∣∣∣
= T (x1, γ(1))− T (x1, γ(0))
= T (x1, y0)− T (x1, y)
onde ∇yT é o gradiente de T em relação à variável y, i.e, ∇yT = (∂2T, . . . , ∂nT ). Logo, de
(3.41) e (3.43) obtemos ∫
γ([0,1])
|∇yT | dx ≥ a+ b2 − a =
b− a
2 .
Portanto, a integral de |∇yV | sobre γ é pelo menos b− a2 para todo x1 ≥ R fixo. Além
disso, como γ([0, 1]) ⊂ ω então∫
ω
|∇yT | dx ≥
∫
γ([0,1])
|∇yT | dx ≥ b− a2 .
Logo, usando que |∇yT | ≤ |∇T | com |∇T | a norma do gradiente de T em S obtemos∫
ω
|∇T | dy ≥ b− a2 .
Finalmente, aplicando Hölder e depois integrando com respeito a x1 de R a ∞ obtemos∫
S
|∇T |2 ≥
∫ ∞
R
ρ0 =∞,
em que ρ0 > 0 é uma constante e S = R× ω. Mas isso contradiz o item (a) do Lema 3.2.7.
Portanto ξ(y) = ξ é uma função constante em ω.
(ii) Vejamos que ξ = lim
x1→+∞
T (x1, y) uniformemente em relação a y. Para provar isso é
suficiente mostrar que dado ε > 0, existe R > 0 tal que
T (x1, y) ≥ ξ − ε para todo x1 ≥ R. (3.44)
De fato, seja ε > 0 dado. Cobrimos ω por bolas fechadas B1, B2, . . . , Bj com centros em
y1, y2, . . . , yj e raio
ε
2k onde k é a constante Lipschitz de T , isso é possível porque ω é
compacto. Agora pela definição de ξ temos que existe R > 0 tal que
|T (x1, yi)− ξ(yi)| < ε/2 para todo x1 ≥ R, i = 1, . . . , j,
ou seja,
T (x1, yi) ≥ ξ − ε/2 para todo x1 ≥ R, i = 1, . . . , j. (3.45)
Capítulo 3. Aplicação 75
Por outro lado, para cada y ∈ ω, existe i ∈ {1, . . . , j} tal que y ∈ Bi. Logo, como
T é Lipschitz contínua (contínua), então |T (x1, yi) − T (x1, y)| < ε, isso mostra que
T (x1, y) ≥ T (x1, yi)− ε. Portanto, usando (3.45) temos que para todo y ∈ ω
T (x1, y) ≥ ξ − ε para todo x1 ≥ R.
Assim, (3.44) é satisfeita.
(iii) Finalmente provamos que ξ = 1. De fato, suponha que ξ < 1, então T satisfaz a
equação ∆T − cα∂1T = 0 em S. Lembrando que T ≤ θeεx1 para todo x1 ≤ 0, segue-se
que para A grande T ≤ Aeεx1/2 em S. Em particular, para A ≥ θ temos que a função
g(x1, y) = Aeεx1/2 definida em S satisfaz ∆g − cα∂1g ≤ 0 o qual é contradição. Por tanto
ξ = 1.
Portanto o Lema 3.2.8 está completamente demonstrado.
Note que, até este ponto temos demonstrado que T é solução do problema (3.1) satisfazendo
a condição no infinito (3.19). Agora denotando por σ = ∂{x ∈ S : T (x) < 1} a fronteira
livre, mostraremos neste último passo a propriedade de fronteira livre.
3.2.4 Propriedade de fronteira livre e não degenerescência
Finalmente chegamos num dos objetivos principais deste capítulo, o qual é mostrar que a
solução do problema (3.1) satisfaz a propriedade de fronteira livre descrita em (3.3).
Observação 3.2.9. Pela Observação 2.4.4 temos que a fronteira livre
σ = ∂{x ∈ S : T (x) < 1},
tem medida (n− 1)–dimensional de Hausdorff finita localmente, dai segue a regularidade
da fronteira livre σ para o problema de combustão.
Teorema 3.2.10. Sejam Tε solução do problema (3.7), T a função definida como o limite
uniforme de Tε quando ε→ 0 em subconjuntos compactos de S e σ = ∂{x ∈ S : T (x) < 1}
a fronteira livre. Então,
(a) Existe uma constante R > 0 tal que
T = 1 para todo x1 ≥ R.
Daí segue que, σ está contido em 0 < x1 ≤ R e é compacto.
(b) Existe um número c0 > 0 tal que se T (x1, y) < 1 e d(x1, y) = dist((x1, y), σ) ≤ 1,
então
T (x1, y) ≤ 1− c0d(x1, y).
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(c) Nas partes regulares de σ em S,
∂T
∂ν
=
√
2N,
em que ν é o vetor normal exterior a {T < 1} em sigma. Lembre que, N =∫ 1
0
f(s) ds.
Demonstração. (a) A demonstração deste item a dividimos em 5 partes.
(i) Mostraremos que, dado η > 0 existem ε0 > 0 e r > 0 tal que
Tε(x1, y) ≥ 1− η para cada x1 ≥ r, y ∈ ω, ε ≤ ε0.
De fato, seja η > 0 dado. Pelo item (iii) do Teorema 3.2.4, existe r > 0 tal que
T (x1, y) ≥ 1− η/2 para cada x1 ≥ r.
Além disso, como Tε → T quando ε→ 0, existe ε0 > 0 tal que
|Tε(r, y)− T (r, y)| ≤ η/2 para todo y ∈ ω, ε ≤ ε0.
Daí segue que,
Tε(r, y) ≥ T (r, y)− η/2 ≥ 1− η para todo y ∈ ω, ε ≤ ε0.
Logo como Tε é crescente na primeira variável, então para cada x1 ≥ r temos
Tε(x1, y) > Tε(r, y).
Portanto, existem ε0 > 0 e r > 0 tal que
Tε(x1, y) ≥ 1− η para todo x1 ≥ r, y ∈ ω, ε ≤ ε0.
(ii) Neste caso, primeiro mostraremos que existe uma única solução do seguinte problema
em uma dimensão,
ζ¨ − bζ˙ + fε(ζ) = 0 em R, (3.46)
ζ(−∞) = 1− δ, ζ(+∞) = 1. (3.47)
Aqui, a função ζ e a constante b > 0 são desconhecidas, a função fε é a função definida
em (3.8), 0 < δ < 1 dado e ε > 0 pequeno é tal que ε(1− θ) < δ. Note que o problema
(3.46)–(3.47) em princípio não tem relação com os problemas já discutidos em seções
anteriores, por causa da condição ζ(−∞) = 1− δ. Mas, considerando a função
ξ = ζ − 1
δ
+ 1,
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vemos que
ξ¨ − bξ˙ + 1
δ
fε(1− δ(1− ξ)) = 0.
Além disso, de (3.47) se segue que ξ(−∞) = 0 e ξ(+∞) = 1. Observe que, este último
problema tem a forma do problema (3.4) que tínhamos no início deste capítulo, do qual
sabemos que tem uma única solução. Portanto, existe uma única solução (b, ξ) do problema
ξ¨ − bξ˙ + 1
δ
fε(1− δ(1− ξ)) = 0, (3.48)
ξ(−∞) = 0, ξ(+∞) = 1.
Isso significa, que existe uma única solução (b, ζ) do problema (3.46)–(3.47).
Por outro lado, para ε > 0, seja (bε, ζε) solução da (3.46), escrevemos por simplicidade b e
ζ em lugar de bε e ζε respetivamente. Mostraremos que b = bε é limitado inferiormente
para cada ε > 0 e ζε satisfaz a condição (3.47). Para isso usaremos os mesmos argumentos
da demonstração do item (ii) no Teorema 3.2.4. Com efeito, multiplicando a equação (3.46)
por ζ˙ e integrando sobre R resulta que
−b
∫ ∞
−∞
ζ˙2 +N = 0. (3.49)
Além disso, se multiplicamos (3.46) por (1 − ζ) e depois integrando por partes em R
obtemos ∫ ∞
−∞
ζ˙2 − b2δ
2 +
∫ ∞
−∞
(1− ζ)fε = 0. (3.50)
Logo, como 1− ζ ≥ 0 e fε > 0, então de (3.49) e (3.50) segue
N
b
=
∫ ∞
−∞
ζ˙2 ≤ b2δ
2,
ou seja,
b ≥
√
2Nδ−1.
Agora lembrando que cε ≤ c para todo ε > 0, e α1 = maxα em que c > 0 e α1 > 0,
podemos escolher δ > 0 pequeno tal que
δ−1
√
2N ≥ cα1.
Portanto,
bε ≥
√
2N
δ2
> cα1 ≥ cεα para cada ε > 0. (3.51)
Logo, com δ > 0 fixo, também requeremos que ε(1− θ) < δ. Na verdade, escolhendo θ′ > 0
com 1− δ < θ′ < 1, podemos considerar ε > 0 pequeno tal que
ε(1− θ) < 1− θ′.
Assim, temos a correspondente solução (bε, ζε) de (3.46)–(3.47). Finalmente, pelo item (i),
em particular para η = 1− θ′ existem r > 0 e ε0 > 0 tal que
Tε(r, y) ≥ θ′ para cada ε ≤ ε0.
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Por uma mudança adequado, para ε ≤ ε0 satisfazendo ε(1− θ) < 1− θ′ consideramos
ζε(r) = θ′.
(iii) Vejamos que para ζε definido como no item (ii) temos que
Tε ≥ ζε para cada x1 ≥ r. (3.52)
De fato, para mostrar isso primeiro comparamos o comportamento das funções Tε e ζε no
+∞. Note que, o comportamento de Tε é descrito pela segunda equação em (3.18), isto é,
1− Tε(x1, y)− γ+eτx1ψ(y) = ◦(eτx1) quando x1 → +∞, (3.53)
em que γ+ um número positivo e ψ > 0 é uma autofunção associada ao autovalor τ . Por
outro lado, a função ζε solução de (3.46)–(3.47) também tem o mesmo comportamento
assintótico que Tε em dimensão 1, ou seja,
1− ζε(x1, y)− γ′eτ ′x1 = ◦(eτ ′x1) quando x1 → +∞,
em que γ′+ um número positivo e τ ′ autovalor do operador definido pelo lado direito da
equação (3.46). Em virtude da desigualdade (3.51) e do Lema 3.1.4 temos 0 > τ ′ > τ ,
isso implica que Tε > ζε perto do +∞. Finalmente, usando o método do deslizamento na
região x1 ≥ r. Consideremos uma transição de Tε uma distância t > 0 à esquerda, isto é,
T tε(x1, y) = Tε(x1 + t, y). Logo, da equação (3.53) obtemos
1− T tε(x1, y)− γ+eτteτx1ψ(y) = ◦(eτteτx1) quando x1 → +∞.
Agora, como eτt → 0 quando t→∞, já que τ < 0. Então para todo δ > 0 existe t0 > 0
tal que eτt < δ para todo t > t0. Em particular, se δ =
γ′
ψ(y)γ+ > 0 (y ∈ ω fixo), para t
grande temos que
γ+eτtψ(y) < γ′.
Além disso, como τ ′ > τ segue eτ ′t ≥ eτt. Portanto,
γ+eτx1eτtψ(y) < γ′eτx1 < γ′eτ ′t.
Isso significa que T tε > ζε em x1 ≥ r para t grande. Logo, pelo mesmo argumento que
usamos na prova do item (b) do Teorema 3.2.10 obtemos Tε > ζε em x1 ≥ r.
(iv) Vejamos que existe R > 0 tal que T ≥ 1 para cada x1 ≥ R. De fato, consideramos a
solução (bε, ζε) de (3.46)–(3.47) e fazemos ε→ 0. Primeiramente note que, na demonstração
do item (b) no Teorema 3.2.4 mostramos que c ≤ cε ≤ c com c = α−1
√
2N e c =√
2N(α0θ)−1, então usando (3.51) obtemos
√
2N ≤ bε ≤
√
2Nθ−1.
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Além disso, como na Observação 2.4.1 do Capítulo 2 temos que existe uma subsequência
ζεi de ζε que converge a uma função ζ˜ uniformemente em intervalos compactos de R. Logo,
pelo item (iii) existe r > 0 tal que T (x1, ·) ≥ ζ˜(x1) para cada x1 ≥ r. Então, para concluir
a prova de (a) só basta mostrarmos que ζ˜(R) = 1 para algum R > 0 finito. Suponhamos
por absurdo, que ζ˜(R) 6= 1 para todo R. Logo, 1 − δ < ζ˜ < 1 e com ζ˜(r) = θ′ > 1 − δ.
Sabemos que ζ˜ é solução da equação
ζ¨ − bζ˙ = 0, (3.54)
com b = lim
i→∞
bεi . Mas por outro lado, resolvendo a equação (3.54) vemos que as soluções
são da forma ζ = c0ebx1 em que c0 é uma constante, as quais não são soluções limitadas.
Isso contradiz que ζ˜ é uma solução limitada de (3.54). Portanto, ζ˜(R) = 1 para algum R
finito. Assim, para x1 ≥ R temos que T (x1) ≥ T (R) ≥ ζ˜(R) = 1.
Finalmente, do item (iv) temos que T = 1, pois 0 ≤ T ≤ 1. Portanto, o item (a) do
Teorema 3.2.10 ésta demonstrada.
(b) Pelo Teorema 2.2.2 temos que uε é Lipschitz contínua em subconjuntos compactos de
S, logo uε → v uniformemente em subconjuntos compactos de S, e assim, v também é
localmente Lipschitz contínua en subconjuntos compactos de S. Por outro lado, usando o
item (b) do Teorema 3.2.4 temos que uε é uma solução minimal da equação (3.24), de onde
v é solução minimal da equação ∆v−b(y)∂1v = βε(u). Finalmente, usando o Teorema 2.3.3
existe cˆ > 0 tal que para cada (x1, y) ∈ JR = B(0, R) ∩ S
v(x1, y) ≥ cˆd(x1, y).
Então como v = (1− θ)−1(1− T ), considerando c0 = (1− θ)cˆ obtemos que
T (x1, y) ≤ 1− c0d(x1, y).
(c) Segue diretamente do Teorema 2.4.3 aplicado à função v.
Note que pelo item (b) do Teorema 3.2.10 que acabamos mostrar, a função T é não
degenerada.
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Em resumo, na seguinte tabela encontramos claramente qual foi a estratégia para encontrar
a solução de nosso problema original de fronteira livre (3.1).
Problema Geral Problema Original
Lv = 0 em Ω+,
∂v
∂ν
= 0 em Ω+ ∩ ∂Ω.

∆T − cα(y)∂1T = 0 em S+,
∂T
∂ν
= 0 em S+ ∩ ∂S.
Luε = βε(uε) em Ω,
∂uε
∂ν
= 0 em ∂Ω.

∆uε − b(y)∂1uε = βε(uε) em S
∂uε
∂ν
= 0 em ∂S.
Estimativas uniformes em ε de uε Estimativas uniformes em ε de Tε e cε
uε → v, quando ε→ 0 (cε, Tε)→ (c, T ), quando ε→ 0
v é solução do Prob. Geral (c, T ) é solução do Prob. Original
P. Fronteira livre: aijνiνj|∇v|2 = 2M P. Fronteira livre: ∂T
∂ν
=
√
2N
Conclusão
Ao finalizar este capítulo, obtemos que a função T que foi descrita como o limite uniforme
da solução (cε, Tε) do poblema (3.7) satisfaz o seguinte.
1. A função T é solução do problema de fronteira livre
∆T − cα(y)T1 = 0 em S+ = {x ∈ S : T (x) < 1},
∂T
∂ν
= 0 em S+ ∩ ∂S,
em que ν é o vetor normal unitário exterior à S+ ∩ ∂S. Além disso, T satisfaz uma
condição no infinito
lim
x1→−∞
T (x1, y) = 0 e lim
x1→+∞
T (x1, y) = 1.
Isto quer dizer que temos um controle da solução T do problema (3.1) no cilindro
infinito S = R× ω.
2. A solução T de (3.1) é não degenerada, observe que esta condição é usada em
problemas de fronteira livre para mostrar em muitos casos a regularidade da fronteira
livre, o qual não foi nosso objeto de estudo neste trabalho.
3. A solução T de (3.1) satisfaz uma propriedade de fronteira livre
∂T
∂ν
=
√
2N em σ,
em que ν é o vetor normal unitário exterior à σ na região S+,N > 0 uma constante e σ
é uma hipersuperfície limitada e suave contida em ∂S+ ∩S. Esta última propriedade
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é a que caracteriza o problema (3.1) como um problema de fronteira livre e a
importância dela é que nos permite saber o comportamento da solução que neste
caso é temperatura de uma chama numa, na região de transição.
Nossa motivação em estudar este artigo de Berestycki, Caffarelli e Nirenberg a pesar
de ser bastante antigo, foi que do ponto de vista didático o problema de fronteira livre
estudado em todo este trabalho serve como base para apresentar novas idéias e técnicas
que podem ser amplamente aplicadas a problemas mais complexos que aparecem na teoria
das Equações Diferenciais Parciais.
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