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As the LHC experiments increase their statistics and reduce their systematics, it is in-
creasingly important to reduce the theoretical uncertainties so we can perform precision com-
parisons. The parton distribution functions (PDFs) which describe the hadronic structure
of protons and nuclei are the critical link between the experimental data and the proposed
theoretical models; hence, a better understanding of the PDFs is essential for improved pre-
dictions. Nuclear PDFs, in particular, have proven valuable in this regard, especially for
avor dierentiation. I introduce "nCTEQ+LHC," the rst PDF set t using the nCTEQ
formalism to include data from the LHC. This PDF set also represents the rst results of
the new (C++ based) "nCTEQ++" tting code. To incorporate many new LHC processes
into nCTEQ++, I developed and tested a novel way of uniting various theory tools in a
modular framework to enable fast PDF tting of complex higher-order theory calculations
using modern grid techniques. This combination of tools provides a foundation for a wide
variety of future analysis involving both proton and nuclear data.
iv
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4.13 NF -dependent PDFs x fi(x; ;NF ) for the bottom quark (left) and gluon
(right) with variable matching scales for b = f1; 3; 5; 10;1gmb fblue,
red, black, magenta, greeng with x = 0:01 as a function of  in GeV.
The vertical lines in the plots show the transition from the NF = 4 to
NF = 5 avor scheme. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 120
xvii
5.1 The kinematic regime spanned by the DIS and DY data used in nCTEQ15.
The dashed lines represent the kinematic cuts enforced on the data
(Q > 2 GeV, W > 3:5 GeV), with only the points above and to left of
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5.2 Listing of the 2/d.o.f. for each data set included in nCTEQ15-np. The
individual data sets are identied by the ID number corresponding to
those in Tables 5.1-5.3. The DIS data is displayed in blue and have
ID numbers corresponding to 51XX, while DY data is displayed in red
and have ID's corresponding to 52XX. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 138
5.3 nCTEQ15-np bound proton PDFs for Q = 10 GeV for the free proton (A = 1)
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5.4 nCTEQ15-np bound proton PDF compared to the bound proton in lead 5.4a:
for Q = 1:3 GeV as well as the ratio between them, 5.4b. The ratio
plots represent the eective nuclear correction to the proton. : : : : : : : : : : : : : : : 141
5.5 nCTEQ15-np bound proton PDF compared to the bound proton in lead 5.6a:
for Q = 10 GeV as well as the ratio between them, 5.6b. The ratio plots
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5.6 Comparison between the S implementation (a) in the nCTEQ FORTRAN and
nCTEQ++ as well as (b) the ratio of S in nCTEQ++ to nCTEQ FORTRAN.
Both implementations match S(MZ = 91:118 GeV) = 0:118. Addi-
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5.7 The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to
the same PDF evolved using the existing FORTRAN nCTEQ code. Here Q
is xed to be 10 GeVand multiple avors are displayed. The dierence
between the evolution codes is maintains a similar shape for each avor
across all values of x. This dierence is primarily due to dierences in
the S evolutions explained in Fig. 5.6. The eect of S is less directly
identiable when viewed from this slice of the x, Q and avor space in
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5.8 The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++
to the same PDF evolved using the existing FORTRAN nCTEQ code. Here
the parton avor is xed to be u and multiple Q values of note are
displayed. The dierence between the evolution codes is maintains a
similar shape for each evolved value of Q across all values of x. However,
it is possible to see signs of the impact of S specically where Q is small
but above Q0 (2GeV;mb). For those values, the PDFs start identically
at Q0 and then begin to diverge up to mb where the magnitude of
the dierence stabilizes becausee the S values match, see Fig. 5.6.
It is worth noting that at Q0 the PDFs are identical; for x ! 1 the
PDFs are  0 leading the ratio of the PDFs to become unstable. Here
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5.9 The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++
to the same PDF evolved using the existing FORTRAN nCTEQ code. Here
the gluon and u distributions are shown for multiple x values. When
viewing the PDF's Q dependence in this way, it is apparent that the
dierences in 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5.10 One dimensional parameter scans for the 16 free parameters t in nCTEQ15-np.
Each scan was performed by opening a single parameter while the others
remained xed, eliminating any correlation between parameters. The
blue marker indicates the value of the parameter and the associated
2 from the minimum previously found in the nCTEQ FORTRAN tting
code. The red marker indicates where the parameter is at a minimum
in nCTEQ++ as well as the 2 at that point. The dotted horizontal
black lines indicate 35 units of 2. Recall that the tolerance criteria
in nCTEQ15 is T = 35 [7]. That all of the parameters are minimized in
nCTEQ++ within this tolerance criteria, indicates that nCTEQ15-np can
be used as a baseline against which future ts can be compared without
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processes that utilize asymmetric inputs (specically pPb), blue boxes
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ple box refers to a process that is independent of the choice of PDF
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nally each numbered arrow refers to a description in the text in a
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5.12 Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for W+ production at NLO in pPb collisions from CMS [42].160
5.13 Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for W  production at NLO in pPb collisions from CMS [42].160
5.14 Comparison of MCFM and FEWZ for dierential cross section as a function
of lepton rapidity for W  production at NLO in pPb collisions from
ATLAS [40]. The larger dierences seen here are due to the diculty
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5.15 Comparison of MCFM and FEWZ for di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5.16 MCFM output histogram compared to the APPLgrid grid produced with the
same settings and convoluted with the same PDFs used in the original
MCFM process. The label \eta4" refers to the grid associated with the
rapidity of the charged lepton produced in the decay of the W+ boson. : : : : : 161
5.17 Presented here are three results of the dependence of the APPLgrid grids on
the underlying PDFs used in the generation of the MCFM events. The
dependence is shown as a ratio of convoluted grid values for each bin. If
the grids were in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precision of the Monte Carlo limits the measure of independence to
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erent set of grids, while the
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uncombined grid and displays a dependence on the order of 1%. 5.17b
contains a a grid resulting from the combination of 3 grids and displays
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from the combination of 10 grids and displays a dependence on the
order of 0:01%. This is shown explicity in 5.17d where the dashed
line = 0:01% and the dotted line = 0:02%. Additional comparisons
including convolutions with dierent PDFs can be found in Appendix D. : : : 162
5.18 Theory predictions from FEWZ compared to the APPLgrid grid convoluted
with the same pPb PDFs used in the original FEWZ run. The convo-
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5.19 Theory predictions from FEWZ, a convoluted APPLgrid grid produced with
by combining replica grids representing MCFM events and the associated
data set (Black points), W+ production from CMS [42], all shown in
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5.20 Here the W=Z production data from the LHC is added kinematic range of
the data shown in Fig. 5.1. This data falls well above the kinematic cuts
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5.21 The kinematic (x1; x2) space explored by the experimental data used in-
cluded in the new ts. The red and blue lines represent constant
 = MV =
p
s where MV is the invariant mass of the produced W
=Z
vector boson (respectively), as well as the center of mass rapidity y.
Here x1 corresponds to the proton and x2 to the Pb momentum fraction. : : 167
5.22 A detailed look at the A dependence of the parameters t in nCTEQ+LHC as
described by Eq. 5.5. As nCTEQ+LHCs has very similar parameters, the
strange was included as well. Each of these plots have been noramlized
to the free proton parameters such that only the nuclear parameters
contribute. The parameters for nCTEQ+LHC and nCTEQ+LHCs can be
found in 5.6 and 5.7, respectively. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 171
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5.24 nCTEQ15-np bound proton PDF compared to the bound proton in lead for
nCTEQ+LHC as well as the pound proton in lead for nCTEQ15-np 5.24a:
for Q = 10 GeV as well as the ratio between them, 5.24b.. The pro-
ton parameters remained 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PDF for nCTEQ+LHC would be redundant. The ratio plots represent the
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5.25 Listing of the 2/d.o.f. for each data set included in nCTEQ+LHC. The indi-
vidual data sets are identied by the ID number corresponding to those
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5.26 One dimensional parameter scans for the 9 free parameters t in nCTEQ+LHC.
Each scan was performed by opening a single parameter while the others
remained xed, eliminating any correlation between parameters. The
blue marker indicates the value of the parameter and the associated
2 from the minimum previously found in the t. The red marker
indicates where the parameter is at a minimum in the scan as well as
the 2 at that point, These two markers should be in essentially the
same location. The dotted horizontal black lines indicate 35 units of
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5.27 nCTEQ+LHC bound lead PDF compared to the bound lead PDF for nCTEQ+LHCs.
As is clear from 5.27a, the PDFs from these two ts are very similar,
with the only noticeable dierence coming in the strange quark PDF.
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5.32 Here lead PDFs from nCTEQ15-np, the reweighting study (3) and nCTEQ+LHC
are all compared to the nCTEQ15-np proton. The results from the
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6.1 Reproduced from Figure 2.13. Leading-Order W+ production cross section,
d=dy at the Tevatron (pp; 1:96 TeV) and the LHC (pp, 8 TeV). The
red line indicates the total cross section while the individual parton
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at central rapidity. This would warrant an improved understanding of
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3 2 per degree of freedom; dashed, dash-dotted, and dotted respectively. : : 198
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has very similar parameters, the strange was included as well. Each of
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The primary focus of my work has been to improve the way parton distribution functions
(PDFs) are determined, utilized and congured for calculations. PDFs represent a vital
phenomenological link between theoretical calculations and experimental data. These PDFs
describe the probability of a parton inside a hadron1 with a specic fraction of the hadron's
total momentum and a given energy. PDFs are determined by tting2 a parameterization to
experimental data and are presented as a series of values stored in a discrete three dimen-
sional grid referenced by partonic avor, hard scattering energy and momentum fraction.
Additionally, each PDF is accompanied by a set of error PDFs that represent some inherent
uncertainty in the determination of the PDF t. Once a PDF has been determined, it is
possible to make predictions and compare to experimental measurements with the ultimate
goal of minimizing the uncertainty in the PDF and accurately predicting future experimental
results. However, this iterative process of PDF tting is neither straightforward nor trivial,
and choices driven by limits in methodology, data and computation all complicate the pro-
cess. In this dissertation, I will detail my eorts to increase the ease of which PDFs are t
as well as my work to improve understanding of PDFs in general. I also use the results of
my work to look forward and predict potential future physics results.
The remainder of this chapter will go in to the theoretical motivation and background of
PDFs. This starts with the Standard Model of particle physics and the methods employed by
high-energy physicists to better understand the foundational building blocks of the universe
as we know it. I will discuss elements of the Standard Model relevant to PDF tting as well
1Typically a proton, but neutrons and heavier nuclei can also be represented.
2Fitting is a key concept in this dissertation and will be explained in detail later. However, it can be
described simply as nding the best set of values for the coecients in a polynomial such that the resulting
curve describes the data you wish to t.
1
as the motivations for studying nuclear PDFs and the corrections needed to accommodate
their added complexity.
In Chapter 2, I will present a software package, ManeParse, I developed that improves the
ability for users to manipulate and perform calculations with PDFs inside the Mathematica
framework. ManeParse represents my eort to improve the eld of PDF tting as a whole
as well as a tool that was employed throughout the remainder of this work. ManeParse is a
user-friendly interface that allows the user to load PDF sets in a variety of formats directly
into Mathematica and perform calculations directly without any necessary external links, a
utility that had only existed in a limited capacity prior to its publication.
In an eort to understand the impact of new data on an existing PDF release, in Chap-
ter 3, I detail a process known as PDF reweighting. Since the nCTEQ15 PDF release does not
include any data from the Large Hadron Collider (LHC), it became important to understand
the possible eect of this data on the PDF t. However, the complexity in including a new
data set in the existing nCTEQ tting code meant that it was useful to rst estimate the
impact of this new data. To do so we employed a technique known as Bayesian reweighting
using an augmented version of FEWZ [1] [2] to allow for asymmetric LHC beams. The results
of this study determined that this data was signicant enough to warrant inclusion in a new
nCTEQ PDF t.
Chapter 4 delves deeper into the mechanics of PDF tting as I present my work on
heavy avor variable number schemes with the xFitter collaboration. When PDFs are t
at higher orders, discontinuities appear as a result of quark mass thresholds. When tting
at low energies, it is acceptable to neglect the contributions of the heavy quarks, leaving
you with a three-avor tting scheme. As you evolve to higher energies, this scheme begins
to introduce errors as the charm, and eventually bottom, quark mass thresholds are passed.
This problem is exacerbated when data at higher energy, often spanning a mass threshold or
simply falling above it, is included in the t. When this occurs, multiple tting schemes can
be used simultaneously within the same t introducing discontinuities and enhancing the
uncertainty in the t. However, by making a dierent choice of energy to make the switch
2
between quark avor numbering schemes, opposed to simply at the quark masses, presents a
possibility of mitigating the introduced uncertainty. This chapter contains the results from
the study into these variable number schemes.
Finally, in Chapter 5, I reach the main eort of this work: including LHC data into a
nCTEQ PDF t. This begins with an introduction to the nCTEQ framework for PDF tting and
a summary of the most current nCTEQ15 PDF release. From there, I explain the reworked
nCTEQ tting code and a series of validations I performed to conrm that the signicant
improvements made to the code base did not hinder the functionality needed to produce
PDF ts. I then explain the series of steps I developed to include the LHC data into the
nCTEQ t utilizing MCFM as well as APPLgrid utilities. This culminates with the presentation
of a pair of new PDF ts, one representing simply the nCTEQ15 parameters including the
LHC data and one representing a relaxation of the strange quark parameters that had been
previously xed due to a lack of constraining data. These ts are then compared to the
results from the PDF reweighting study presented in Chapter 3. Additional conclusions as
well as directions for future study and predictions for future experimental results using these
new ts can be found in Chapter 6.
1.1. Standard Model
Long ago the ancient Greek philosopher Leucippus and his pupil Democritus proposed
that there existed a fundamental discrete unit of the universe that was indivisible. This
unit, which they called an atom, came in dierent shapes and sizes and was based on their
theological beliefs rather than any scientic insight; however there does seem to be some
element of scientic truth to their theory. As many a reader will know, an atom in its
modern usage refers to the smallest unit of a chemical element that retains the properties of
that element, so calling an atom an \atom" is in fact a misnomer as an atom actually consists
of some number of protons and neutrons making up a nucleus and a cloud of electrons. Yet
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even the protons and neutrons in the nucleus are not indivisible3. As predicted by Richard











Figure 1.1: Graphical representation of relative sizes of subatomic structures.
In order to observe these more fundamental objects, we need to use higher and higher
energy probes. As seen in Fig. 1.1, a proton is roughly on the scale of a femtometer (10 15m).
Thus using de Broglie's equation, Eq. 1.1, to relate momentum and wavelength, we can
determine that we need a probe that carries approximately 1 gigaelectron-volt (GeV) worth
of momentum in order to be sensitive enough to observe its properties. If we want to observe
partons and electrons at smaller scales, we need even higher energy probes. This concept of
using energetic probes to understand internal structure will come up again, but rst let us





The Standard Model (SM) is a quantum eld theory (QFT) that is built on the ideas of
gauge invariance, relativity and quantum mechanics. The theory can be divided into three
main groups of particles by the quantum spin of the particles in each group.
3As of this writing, electrons are believed to be point particles classically constrained to a radius of
2:8179403227(19) 10 15 m [3].
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The rst of these groups consists of the spin-1 gauge bosons and can be written concisely
as a group with three quantum numbers (Color, weak isospin and weak hypercharge) as seen





The rst term in Eq. 1.2, SU(3)C , refers to the strong force mediated by gluons. Gluons,
carriers of the strong force, couple to color charged objects (quarks) and are described by
quantum chromodynamics (QCD). Some features the strong force (QCD) relevant to the
study of PDFs will be discussed in further detail later. The remaining terms, SU(2)L
U(1)Y ,
describe the electroweak force, a high energy unication of the electromagnetic force and
the weak force. The gauge bosons for the electroweak force, after spontaneous symmetry
breaking, are the massive W and Z bosons that mediate the weak force and the massless
photon (), understood using quantum electrodynamics (QED).
The second group of particles in the SM consists of spin-1/2 fermions, which can be
broken down into two families, one of leptons and another of quarks. Each of these families
have three generations that are functionally identical to each other save for dierences in
mass. Quarks can carry each of the quantum numbers from the SM and are the only fermions
that carry color. There are six varieties, or \avors", of quarks: up, down, charm, strange,
top and bottom. Leptons can be divided into two groups, the rst consisting of the charged
electron, muon and tau and the second consisting of their associated neutral neutrinos.
Leptons are colorless objects but can carry weak isospin and/or weak hypercharge.
The third, and relatively new group, represents the Higgs mechanism and the associated
spin-0 Higgs boson. The Higgs mechanism generates the spontaneous symmetry breaking
of the electroweak force and leads to the masses of the W/Z bosons. Additionally, via the
4The electromagnetic, strong and weak forces; gravity is not described by the Standard Model.
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Yukawa interaction, the Higgs gives mass to the quarks and charged leptons. The Higgs, at
least at leading order, does not couple to the massless gluons or photon [4].
1.1.1. Quantum Chromodynamics
The study of PDFs is inherently governed by the QCD properties of the SM. QCD itself
is a renormalizable non-Abelian gauge theory with SU(3)C symmetry that is pertubative at
high energies, but nonpertubative at low energies. As mentioned above, quarks are \color"
charged objects and thus interact with gluons. This charge comes in three varieties: red,
blue and green for quarks along with the anti-color of each, anti-red, anti-blue and anti-green
for anti-quarks. Color neutral objects can be formed by having one of each color (rgb), one
of each anti-color (rgb) or having a color anti-color pair (e.g. rr). Gluons are the charge
carriers in QCD and allow quarks to change color by emitting a colored gluon5. For example,
a red quark and a blue quark could exchange a red anti-blue gluon causing both quarks to
change color (from red to blue and blue to red respectively): qr + gbr ! qb. Since gluons are
inherently colored objects, they are able to self-interact6 (unlike photons), a fact that will
be relevant later when discussing asymptotic freedom. It is this feature that distinguishes
the strong force (QCD) from the electromagnetic force (QED).
Armed with this understanding of color, it is easy to see how hadrons, particles consisting
of bound states of quarks and/or anti-quarks, are formed. A proton, for example, is a (urugdb)
state where each quark represents a dierent color. But what is to prevent two quarks from
being the same color within the proton or even further, what is to prevent a bare quark
from existing? Since no state with net color charge has ever been observed in nature, QCD
includes a property requiring all observable states to be color neutral. This means that the
only way a proton can be constructed is for each quark to represent a dierent color and
5There are 8 gluons possible in QCD, naively one might expect (3 colors  3 anti-colors = ) 9 gluons
but the linear combination of R R + G G + B B represents a color singlet and is not allowed under SU(3)
symmetry, thus the remaining 8 linearly independent combinations for a color octet.
6E.g. grg + gbr ! gbg
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Figure 1.2: Graphical representation of the Standard Model of Particle Physics.
that free quarks cannot exist on their own. Additionally, this prevents gluons from existing
on their own7. This property is known as connement.
1.1.2. Asymptotic Freedom
At this point, a clever reader might ask why one couldn't simply extract a quark from
its conned state, much like removing an electron from an atomic bound state to form an
ion. To answer this, let's rst go back to introductory electromagnetism.
7Free quarks and gluons can exist briey in the aftermath of hadronic collisions due to the uncertainty






When we examine Coulomb's law, Eq. 1.3, we nd that the strength between two electri-
cally charged objects, is directly related to the strength of the electric charge and inversely to
the distance between them. If we were to decrease that distance enough, we must leave the
realm of classical physics and instead look at the quantum eects between the electric charges
(QED). Here the vacuum around the electron becomes polarized; virtual electron-positron
pairs pop into existence around the electron and align in its electric eld. The virtual elec-
trons are repelled away, leaving a cloud of virtual positrons attracted to the electron. These
positively charged positrons eectively shield the charge of the electron, reducing the \bare"
charge of the electron to the eective, classical charge for the electron we are used to. This
shielding is known as \renormalization" of the electric charge.
If we wanted to measure the \bare" charge of an electron, we could re a second electron
with high enough energy to penetrate the charge-shielding cloud of the rst electron. When
this is done, we nd that the charge and correspondingly the strength of the electromagnetic
force increases asymptotically. To put it more simply, in QED, the smaller the length scale,
the stronger the force and conversely, the larger the length scale, the weaker the force.
Since QCD and QED share a similar structure, we could attempt to do a similar test
for two quarks instead of electrons. Starting with a single colored quark, we see that the
vacuum once again polarizes, this time with virtual quark-antiquark pairs and gluons. But
here, QCD begins to behave dierently. As mentioned above, gluons, unlike the photon, can
self-interact which allows for gluon shielding in addition to the quark-antiquark shielding.
This leads to a renormalization of the color charge that actually causes an enhancement of
the eective color over the \bare" color of the quark. Simplifying again, in QCD, the smaller
the length scale, the weaker the force and conversely, the larger the length scale, the stronger
the force. This property, known as asymptotic freedom, allows quarks to move freely when
closely bound together, while simultaneously needing a large amount of energy to be pried
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from their bound state. This energy, it turns out, is enough to create a quark-antiquark
pair8 such that all quarks continue to satisfy connement.
For an analogy of this behavior, imagine a rubber band, cut so that the ends are free.
If you were to stretch this rubber band far enough, eventually it would snap leaving two
rubber bands. If we think of the ends of the rubber band as quarks (or anti-quarks) and
the amount of stretching to be the energy needed to free the quarks, we see how the
newly formed quark-antiquark pair allows our original quarks to separate yet prevents
them from existing freely.
The strength of the force between two charged objects changing as a function of scale, is
known as a running coupling. In pertubative QCD, this coupling, s, can be calculated
at leading order using Eq. 1.4, where Q2 represents the energy scale of the interaction,
2QCD represents the energy scale of QCD interactions (1GeV2 or 1 fm) and b is a constant







At this point, QCD has been described a theoretical framework for strong interactions,
but physics is an experimental science and thus any good theory must make testable predic-
tions. The following section details the phenomenological elements of QCD that form the
foundations for PDF analyses.
1.2. Phenomenology
Phenomenology is the study of applying theoretical models, in our case QCD, to experi-
mental observables in high energy physics and vice versa. As we have mentioned previously,
in order to study objects at very small scales, one needs to use highly energetic probes.
These types of experiments are referred to as scattering experiments and form the basis of
8Via the mass-energy relation, Einstein's famous E = mc2
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particle physics all the way back to Rutherford's discovery of the atomic nucleus. Below,
I will cover two types of modern scattering experiments relevant to the motivation behind
and determination of PDFs. Following that, I will return to discussing properties of QCD,
namely Bjorken Scaling and factorization.
1.2.1. Scattering
In order to study the structure of the proton, one must determine a choice of probe.
Referring back to Fig. 1.2 we might consider an electron as a valid option; they can be isolated
(unlike quarks), accelerated to high energies due to their electric charge, plus they are stable
and readily available. We might also consider other probes. Neutrinos are the lightest fermion
but rarely interact thus requiring heavy targets, and quarks complicate things due to their
connement. Nevertheless, all three of those particles are used in scattering experiments.
Scattering experiments that involve a lepton interacting with a proton are known as
\deep inelastic scattering" experiments (DIS). In these experiments, a lepton with enough
energy to penetrate the proton (deep), exchanges momentum with a quark within the proton,
causing the quark to recoil (inelastic) and eectively kicking a quark out of the proton. These
experiments then measure the scattering angle and energy of the lepton after the collision
to determine the specics of the interaction which can then be related to the fraction of
the momentum the quark carried and the hard scattering energy. Deep inelastic scattering
allows us to study several aspects of the proton, and because of the relative cleanliness of
these observables, DIS data is important for constraining uncertainties in PDF ts; however
because leptons cannot couple to gluons, this data gives no insight in that regard.
The Drell-Yan (DY) process utilizes quarks to probe the structure of the proton. In
this type of experiment, a hadron, e.g. a proton, is accelerated such that one of its quarks
can interact with an anti-quark from another proton, annihilating into an intermediate elec-
troweak bosons, which subsequently decays into two leptons. These two leptons are easily
observable in a detector and thus make DY a popular calibration tool in hadron colliders.
10
More on DY can be found in Chapters 3 and 5 as both W and Z production data studied in
those chapters is the result of DY.
Going back to DIS, if we examine the formula for the DIS dierential cross section9

















These functions describe the internal structure of a hadron when probed by a lepton10
as a function of momentum fraction, x and hard scattering energy, Q. While the dierential
cross section depends on y, the inelasticity of the collision, and M , the mass of the hadron,
the structure functions do not. These functions, a selection of which are listed below as
Eq. 1.6, can be observed experimentally and provide insight into the avor structure of
PDFs11. These functions provide a direct relationship between an experimental observable
(left) and a theoretically dened abstract object (right)12, a concept that will be important
later the discussion on PDFs.
9Cross section is a common observable in scattering experiments and is eectively a measure of the
probability of a specic interaction occurring. More details, can be found in the Particle Data Group review
article on Structure Functions [4], including the relevant coecients, denitions of the kinematic variables
and the i factor.
10The DIS dierential cross section can also be written as a product of the Leptonic (L) and Hadronic













11The longitudinal structure function can be shown at Leading-Order to be FL = 0 and thus F2 = 2xF1.
This result is known as the Callan-Gross relation.
12Here the notation F `p2 refers to the structure function resulting from lepton-proton scattering, where the
lepton, `, could be an electron, e, a muon, , or a neutrino, . The letters on the right side of the equations









x[d+ d+ s+ s]
F p2 = 2x[d+ s+ u+ c]
F p2 = 2x[u+ c+
d+ s]
F p3 = 2[d+ s  u  c]
F p3 = 2[u+ c  d  s]
(1.6)
1.2.2. Bjorken Scaling and The Partonic Model
However, these structure functions provide a interesting window into QCD as well, in
the form of Bjorken scaling. As we see in Fig. 1.3, the structure function remains essentially
constant in energy Q2 for all but the most extreme values of x. This independence of the
structure on Q2 was predicted in 1969 by James Bjorken and put simply, states that if the
momentum of the probe becomes large, the proton stops behaving as a single object and
instead the probe scatters o the internal partons as though they were independent point
particles. Scaling directly corresponded with Richard Feynman's parton model, which stated
that nucleons are made of constituent particles called partons.
So now that we know the proton is constructed of point-like particles that we can scatter
probes o of, let's revisit the DIS structure functions in the context of the parton model.
Assume the proton is a simple collection of three free quarks, then we would assume that
each of them carries 1
3
the total momentum of the proton (x = 1
3
). However, we know this to
be impossible because, at minimum, the quarks within the proton are bound to each other
by the strong force. These interquark interactions lead to a smearing of the momentum,
from a single value to a range of possible values. As we see in Fig. 1.3, at the extreme values
of x, the Q dependence grows even further. This is a result of our leptonic probe \seeing"









































Figure 1.3: Plot of F p2 structure function as a function of Q
2 from a collection of DIS
experiments. Scaling (Q2 independence) is evident for the central values of x (x  0:13);
while at the more extreme values of x, scaling is violated as described by the DGLAP
evolution equation characterizing the QCD interactions within the proton.
13
1.2.3. Factorization
If we return to Eq. 1.5 equipped with our new understanding of partonic structure, we







What we have done is split the equation into two pieces: the rst represents the probabil-
ity that the quark our lepton interacts with has a given fraction of the hadron's momentum
and energy; the second represents the interaction between the lepton and the quark as point
particles. If we then sum this over all the possible quarks, we get back out dierential cross
section. From a theoretical standpoint, this would be an excellent feat of mathematical
gymnastics because it allows us to rewrite the cross section as a convolution of a low-energy,
nonpertubative, soft piece and a high-energy, pertubative, hard piece. Additionally it allows
us to replace several terms that can only be empirically determined (F1; F2; F3) with only
one, fi(x;Q
2). Fortunately, this technique works because of the dierences in the energy
scales of the interactions, and is known as factorization.
From before when we discussed the running coupling in QCD, s, we introduced two
energy scales that occur in hadronic collisions. The rst, Q2, represents the energy exchanged
between our lepton and our quark in their point-like (hard) interaction and must be relatively
large, since the lepton must be able to resolve the quark within the proton (remember
the inverse energy-length relationship discussed earlier). The second, 2QCD, is relatively
small ( 1GeV2), and represents the characteristic nonpertubative hadronic scale of the
proton (soft). So why does this separation of scales matter? If we remember a unique
feature of QCD, is asymptotic freedom. That means that for high enough energies (or
equivalently short enough distances), such as Q2, the quarks in the proton behave as free
particles and we can use perturbation theory to calculate the interaction between them and
the incoming lepton. However, the same eect works against us for the low energy (long
distance) interquark interactions within the proton, causing them to be nonpertubative and
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thus only determinable through experiment. This ability to separate the pertubative and
nonpertubative pieces in an experiment does not hold for all processes, but is viable for most
processes present in collider environments, where Q >> QCD. Our factorized cross section
can then be written as convolution of a nonpertubative parton distribution function (PDF),
fi(x;Q
2) and a pertubative interaction piece, (d^).
Another advantage of factorization comes from the PDF term. As it turns out, once
the PDF is determined in one experiment (e.g. DIS), that PDF remains viable for other
types of experiments (e.g. DY or jet production). This allows for a simple replacement
of the pertubative interaction term in the cross section formula and you are then prepared
to calculate any experimental observables. (For example, we can calculate: dDIS = f 

d^DIS ) dDY =f
 d^DY 
f where f remains the same universal PDF in both calculations.)
This universality of the PDF is important for PDF tting, a subject discussed at length in
Chapter 5. Lets take a moment to try to better understand factorization and PDFs with an
analogy.
Imagine making blueberry pancakes: you start with a list of known ingredients, some
our, milk, baking powder to get a standard batter. Then you drop in your handful
of blueberries and mix it all together. Then you heat up a griddle until it sizzles and
pour on the batter. A little bubbling and a ip later, you stack the nished pancakes
on a plate. But lets say you wanted to know exactly what each bite you took from your
double stack would taste like. So lets look back at the process that got us here. We
had our bowl of batter, our long range interaction, where we knew from the recipe, the
Standard Model, what our pancakes should look like but there is some randomness and
uncertainty there. Then we get the pour where we go from batter to pancake, this is our
PDF or in this case our blueberry distribution function, where the theoretical pancake
from the picture in the cookbook meets the experimental pancake that we see on our
griddle. Once on the griddle the number of blueberries and their placement are set,
cooked into place by our experiment. Finally we stack our two pancakes and cut into
them, this is our short range interaction, where we get either a boring no blueberry bite
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or a juicy double blueberry bite. What factorization gives us is the ability to separate
the process of making pancakes into a batter phase and double stacked pancake phase.
You could extend this idea further and imagine pouring thousands of batches of batter
and keeping track of how the pancakes stack up and eventually you'd have a functional
understanding of how pancake batter pours, the same idea is applied to how we derive
the PDF. You could then imagine trying the same batter with dierent berries or even
chocolate chips and take even more delicious data, each time improving upon your
understanding of the PDF.
This concludes the broad study of QCD properties relevant to this work. In the next section,
we were introduced to parton distribution functions formally, since PDFs represent the core
component of the remainder of this dissertation, the following sections will present some of
properties governing PDFs and their derivation as well as introduce nuclear PDFs.
1.3. Parton Distribution Functions
Parton distribution functions represent a vital link between experimental observables and
theoretical calculations, but since they are nonpertubative, where do they come from? As
we saw with the DIS structure functions before, PDFs are determined with experimental
data; but, in addition to that there is an underlying theoretical framework to the PDF. The
combination of these two results in PDFs being parameterized ts to experimental data. In
order to do this there two elements that must be discussed: tting and parameterization.
1.3.1. Fitting
If we imagine a series of random data points and were told to draw the \best" line
to describe those data points, it could be very dicult to determine one \best" line from
another and it would become even more dicult if more points were added. To combat this,
a test can be designed to measure the \best-ness" of one line against some other line. This








In this function, Di refers to a data point, i refers to the error on that data point, and
Ti represents the theoretical prediction for that point given our PDF. Since PDFs represent
smooth functions13 that seek to describe experimental observables, it is important that we
minimize the 2 function to obtain the \best" t. In order to do this we vary the PDF
by modifying parameters that aect the shape of our function, but more on this in a bit.
This idea of tting a smooth function to a series of points is a bit naive though. In reality,
our data points are scattered over several orders of magnitude in Q2 as we seek to include
as much data as possible. We also have data from dierent experiments and processes to
consider. To solve these problems, we go back to QCD.
In order to compare our PDFs to data spread across a wide range of Q2, we utilize a
result related to Bjorken scaling. First, we t our PDFs at a low energy, Q0 1GeV, then
we evolve our PDF up to the energy of the data. If scaling held perfectly for all values of
x, then we would be done, e.g. f(x;Q0) = f(x;Q1); but, as discussed earlier, that is not
the case. Instead we must utilize the DGLAP evolution equation14 which tells us how PDFs
determined at Q0 are related to PDFs evaluated at Q1.
In order to accommodate dierent types of data in PDF tting, we rely heavily on
factorization. As mentioned earlier, factorization allows us to t a universal PDF with one
data set and one type of observable and then use that PDF in calculations for an entirely
dierent purpose. For example, a PDF t to DIS data with a very small Q2 could be used
in calculations involving DY data for very high Q2. However, there are caveats to doing
this, as the PDF might poorly describe this new data and thus not be the \best" t it was
13This is not necessarily true for higher order PDFs, a thorough discussion of which can be found in
Chapter 4.
14This equation can be derived from the Renormalization Group Equation. This introduces a renormal-
ization scale,  into our PDFs which enters the logarithmic divergences, ln(Q=), in the evolution. For a
single scale problem, we choose the renormalization scale to be equal to the hard scattering energy, =Q,
in order to eliminate the logarithms. More information on this can be found in [5].
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thought to be. This leads to an iterative process - t, compare to new data, and ret - that
underlies PDF determination studies as discussed in Chapters 3 and 5.
1.3.2. Parameterization
One might ask though, what exactly is this function we are tting to all these data points?
In the nCTEQ collaboration [6] [7], we utilize a parameterization function of the form:
fi(x;Q0) = x
 (1  x)Pi(x) (1.9)
for each quark avor and the gluon. Here,  and  represent positive real numbers and Pi(x)
represents a smooth function for the parton. For this parameterization, the values of  and
 control the shape of the PDF and also ensure the momentum sum rule is not violated.
The momentum sum rule simply states that the fraction of the momentum, x, of a single
hadron cannot exceed the total momentum of the hadron15, or equivalently, the sum of the






xfi(x;Q0) = 1 (1.10)
Additionally, PDFs are bound by the structure of the hadrons they describe. In the case
of a proton, this number sum rule guarantees that the proton PDF will have the expected
valence quark16 structure (uud), Eq. 1.11 and no net strangeness, 1.12.
 1
0
dx fuv(x;Q0) = 2;
 1
0
dx fdv(x;Q0) = 1 (1.11)
 1
0
dx (fs(x;Q0)  fs(x;Q0)) = 0 (1.12)
15For nuclear PDFs, x can exceed 1, and is instead bound by the number of nucleons. However, most
nuclear PDF analyses continue to enforce the single hadron momentum sum rule for simplicity and because
corrections to the PDF for x  1 are negligibly small.
16Here, uv and dv refer to the quarks that give the proton its quantum numbers and can be represented
by u  u and d  d, respectively.
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While these sum rules are needed to ensure that the PDF accurately depicts nature, they
also require some knowledge of the partonic structure of the proton. For example, the gluon
momentum is generally t using the remaining momentum from the momentum sum rule
which then requires an accurate accounting of the momenta from all quark avors. This
dierentiation needs to then come from dierent types of data and dierent observables. As
we saw in Eq. 1.6, the DIS structure functions, when combined in certain ways, can provide
some insight. However, some of these structure functions describe neutrino DIS that require
heavy nuclei as targets in order to get reasonable cross sections.
1.4. Nuclear Corrections
From chemistry, we know that nuclei of heavy elements are constructed from combinations
of protons and neutrons. However, as discovered by the European Muon Collaboration
(EMC) and illustrated in Fig. 1.4, the structure of the nucleus as it pertains to partons is
much more complicated than simple addition. EMC found that the F2 structure function
(and correspondingly the PDF) for iron (5626Fe), was suppressed for certain values
17 of x.
This eect, later known as the EMC eect, describes a suppression of the heavy nuclear
cross section as compared to the lighter deuterium (12D).
This discovery and others, prompted the study of nuclear PDFs (nPDFs) to try to de-
termine the structure of these heavy nuclei as a function of their atomic mass, A. Currently,
there are two schools of thought for determining this A-dependence: the rst is to rescale
any proton PDF with an A-dependent multiplicative factor (Eq. 1.13) and the second is to





2) = RAi (x;Q
2)f pi (x;Q
2) (1.13)
17The EMC saw this eect only for 0:3 < x < 0:8. However, there are nuclear eects resulting from
dierent sources present in other regions of x. Shadowing, x < 0:1, refers the suppression of the nuclear PDF
that results from destructive interference between the nucleon and the produced virtual boson. Conversely,
anti-shadowing represents an enhancement due to constructive interference, 0:1 < x < 0:3. Fermi motion,
0:8 < x, is due to the quantum motion of the nucleons.
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Figure 1.4: The nuclear correction ratio as a function of x compared to SLAC and BCDMS
data [8] [6]. There are four regions of this plot representing:
(shadowing) < 0:1 < (anti-shadowing) < 0:3 < (EMC eect) < 0:8 < (Fermi motion).
The rst method, preferred by tting groups such as EPS [9] and HKN [10], allows for
any PDF to be used as the base proton PDF. This allows these groups to simply release
their multiplicative ratios. However, this method can introduce theoretical errors into the
nPDF that are not solely a result of the underlying PDF, instead being a combination of
the PDF's errors and the error introduced by the ratio. It also requires that predictions be
calibrated when using dierent proton PDFs, else it can be dicult to tease out whether

















The second method is utilized by the nCTEQ collaboration and will be the applied method
throughout this dissertation. This type of nuclear correction relies on tting a bound proton
nPDF for a given nuclei, then constructing a bound neutron nPDF by utilizing approximate
20
isospin symmetry18. The bound proton PDF for a specic nuclei is generated by generalizing
Eq. 1.9 such that !(A) and !(A). From there a nucleus is constructed with Z protons
and A   Z neutrons. The collaboration can then release the set of bound proton nPDFs
and the set of fully constructed nPDFs. This has advantages of consistency when making
predictions and the ability for a user to custom build nuclei or isotopes of their choice but
lacks the exibility to change the base PDF oered by the rst method.
The study of nPDFs and heavy nuclear interactions will continue in Chapter 3, where I
discuss an attempt to understand how the inclusion of newly released data from lead ion runs
at the Large Hadron Collider will aect the nCTEQ15 nPDF set using Bayesian reweighting,
and again in Chapter 5, where I include this data into a new nCTEQ t.
In the following chapter, I detail a Mathematica package, ManeParse, that is written
to aid in the study of PDFs and nPDFs by allowing users access to PDFs within the
Mathematica environment without the use of outside software packages. The user is then
able to perform calculations with the PDFs and visualize them using Mathematica's com-
prehensive mathematical and plotting libraries.
Chapter 4 does not directly relate to nPDFs but instead relates to my work with the
xFitter collaboration in the study of PDF tting. This work examined the use of varying
the number of quark avors used in PDF tting as a function of energy by manipulating
the point at which a given avor would become active rather than assuming the traditional
value of the quark mass.
The nal chapter provides a summary of my work as well as applications for my ndings
from Chapter 5. Additionally, I present possible avenues for future work in the eld of PDF
research.
18Isospin symmetry imposes f
p=A




As discussed in Chapter 1, Parton Distribution Functions (PDFs) are essential non-
perturbative inputs for calculation of any observable with hadronic initial states. These
PDFs are released by individual groups in discrete grids as a function of the Bjorken-x and
energy scale Q. The LHAPDF project maintains a repository of PDFs from various groups
in a new standardized LHAPDF6 format; additionally older formats such as the CTEQ PDS
grid format are still in use.
In this chapter, I present ManeParse1, a package that provides access to PDFs within
Mathematica to facilitate calculation and plotting. The program is self-contained so there
are no external links to any FORTRAN, C or C++ programs. The package includes the option to
use the built-in Mathematica interpolation or a custom cubic Lagrange interpolation routine
which allows for exibility in the extrapolation (particularly at small x-values). ManeParse
is fast enough to enable simple calculations (involving even one or two integrations) in the
Mathematica framework.
ManeParse greatly improves the ability for a user to visualize a PDF in a straightfor-
ward way. This simplicity, combined with a exible and robust set of parsing routines,
makes for a very powerful tool when prototyping PDF analyses and validating results. As
such, ManeParse was used several times to that eect thought this dissertation. Additional
information about obtaining and using ManeParse can be found in Appendix A.
In the development of ManeParse, I worked as part of a small team consisting of myself,
Ben Clark and Fred Olness. When I use \we", it is this team to which I am referencing. As
part of this team, I was responsible for designing and writing the LHAPDF6 parsing routine
(pdfParseLHA and the pdfCalc package as well as contributing on the pdfError package. I
1Available for download: https://ncteq.hepforge.org/mma/index.html
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was also solely responsible for the creation and maintenance of Mathematica documentation,
external users manual and downloadable demo. I am also the primary developer for xing
bugs and adding features for updates to the package.
2.1. What is ManeParse?
Parton Distribution Functions (PDFs) are essential elements for making predictions in-
volving hadrons (protons and nuclei) in the initial state. For example, at the LHC, we can





!ab!H where PDFs fa=P and fb=P give the probability density for nding partons \a"
and \b" in the two proton beams, and the hard cross section, !ab!H , gives the probability
density for partons a and b producing the Higgs, H. The PDFs cannot be computed from
rst principles at this time, so they must be extracted using ts to experimental data.2 This
analysis is performed by a number of collaborations, and the PDFs are generally distributed
as a grid of values in x and Q which must be interpolated to generate the PDF fa=P (x;Q)
for avor \a" in hadron \P" at momentum fraction x and energy scale Q:
ManeParse3 is a exible, modular, lightweight, stand-alone package used to provide access
to a wide variety of PDFs within Mathematica. To illustrate the exibility, in Fig. 2.1 we
show how ManeParse can work simultaneously with dierent PDF sets from a variety of
groups.4 This gure displays the selected PDF sets listed in Table 2.3. Some of the sets are
in the LHAPDF6 grid format [13], and others are in the older PDS grid format. [14] These sets
also have dierent numbers of active avors, NF , dierent values for the initial evolution
scale, Q0, dierent values for the heavy quark masses, fmc;mb;mtg, and they can represent
either free protons or protons bound in nuclei. Nevertheless, ManeParse is able to easily
compare and contrast sets from dierent groups in a common framework.
2Lattice QCD has made great strides in computing PDFs in recent years, however their eorts remain
too preliminary to be relavent to this work. [11, 12]
3The ManeParse program was originally developed to run on the SMU computing cluster \ManeFrame"
which is a play on words inspired by the school mascot, Peruna the pony.
4All plots presented here have been generated in Mathematica.
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Figure 2.1: a) We display x fAu (x;Q) for the up-quark at Q = 2 GeV as a function of x for
the 10 PDFs listed in Table 2.3. b) We display the ratio of the PDFs in a) compared to
CT10 proton PDF (A = 1) as a function of x. While we don't identify them individually,
the one curve (yellow) that distinctly deviates from the others is the nuclear PDF for lead
A = 208.
As ManeParse is a stand-alone code, this complements a number of other available pro-
grams such as the QCDNUM program, [15] the APFEL program including the web-plotter,5
the Transverse Momentum Dependent (TMD) distributions plotter hosted at DESY,6 and
also the Durham HepData online PDF plotting and calculation tool.7 The online tools pro-
vide the ability to quickly plot PDFs, ratios, and luminosities. Then with ManeParse, it is
easy to take the next step and compute cross sections and other user-selected quantities in
the Mathematica environment.
In this dissertation, we describe the key features of ManeParse available to the user. In
Section 4.5, we sketch a minimal example of how the program is used. In Section 2.3, we
provide some details of how the PDFs are parsed, stored and interpolated. In Section 2.4, we
display some example plots that are easily constructed using ManeParse. In Section 2.5, we
provide examples of the functions in the pdfError module. Finally, we discuss les provided
by ManeParse and how to obtain the external PDF les.
5Details can be found in Ref. [16] and online at: http://apfel.mi.infn.it/
6Details can be found in Refs. [17, 18] and online at: http://tmdplotter.desy.de/
7Details can be found online at: http://hepdata.cedar.ac.uk/pdf/pdf3.html
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2.2. A simple example
We begin by outlining a simple example of how ManeParse may be used. After loading







The rst and fourth line load the parsing subpackages included in ManeParse. Loading
either of these, causes the pdfCalc package to be loaded as well. The second line reads
an LHAPDF6 formatted external data le (LHA File.dat) and its associated information le
(LHA File.info), and generates an internal PDF set that is referenced by the integer iSet1.
The fth line reads a PDS formatted external data le8 (PDS File.pds) and generates an
internal PDF set that is referenced by the integer iSet2.
After reading these data les, the user is provided with the core function for computing
the PDFs: pdfFunction[iSet,iParton,x,Q]. Here, iSet selects the individual PDF set,
iParton selects the parton avor as shown in Table 2.1, and fx,Q g specify the momentum
fraction, x, and the energy scale, Q, in GeV.
pdfFunction performs the bulk of the work for the ManeParse program, so the package
has been optimized for speed to make it practical to perform single or double integrals in a
reasonable amount of time; specically, the pdfFunction call generally takes less than 1 ms
per core on a standard laptop or desktop.
8Note that the LHAPDF6 les have both a data le and an info le whereas the older CTEQ PDS les have
only a data le.
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Additionally, ManeParse can handle an arbitrary number of PDF sets and can switch
between sets without delay. When the external PDF le is parsed, the data is stored inter-
nally (about 1 Mb per PDF set) and the iSet variable essentially functions as a pointer to
the set; thus, it is trivial to loop over many PDF sets as was done in Fig. 2.1. This feature
contrasts to some of the older FORTRAN programs, which could only store a xed number of
sets in memory and often had to re-read the data les.
These are the key elements of the package, however, we also provide many auxiliary
functions described below. Consistent with the Mathematica convention, all our public
functions begin with the prex \pdf". One can obtain a complete list with the command
?pdf*. The usage message for individual functions is displayed in a similar manner to:
?pdfFunction
pdfFunction[setNumber, avor, x, Q]
 This function returns the interpolated value of the PDF for the .pds/.dat le specied
by setNumber, for the given flavor and value of Bjorken x and scale Q.
 Warning : The results of this function are only reliable between the maximum and mini-
mum values of x and Q in the .pds/.dat le.9
2.3. Inside the ManeParse Package
2.3.1. Overview of package
ManeParse internally consists of four modules (or sub-packages) as illustrated in Fig. 2.2.
The modular structure of ManeParse allows for separate parsers for the LHAPDF6 (pdfParseLHA)
and PDS (pdfParseCTEQ) grids which read the individual le types and pass the information
on to a common calculation (pdfCalc) module.
9If interpolation outside the given grid is requested by the user, ManeParse is equipped to handle this. The
Mathematica interpolator will throw a warning message and proceed to use built-in extrapolation techniques.
The ManeParse interpolator will extrapolate using the behavior dened with pdfSetXpower.
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avor # 0 or 21 1 2 3 4 5 6
parton gluon down/dbar up/ubar strange/sbar charm/cbar bottom/bbar top/tbar
Table 2.1: The standard Monte Carlo (MC) avor numbering convention [19] used within
ManeParse. This diers from the mass-ordered convention used in many older CTEQ releases.














Figure 2.2: A schematic overview of the ManeParse package and the individual modules.
The new LHAPDF6 format is intended as a standard that all groups can use to release
their results. Additionally, many older PDF sets have been converted into this format.
The ManeParse modular structure provides exibility, as the user can use both LHAPDF6
and PDS format, or even write a custom parser to read a set that is not in one of these
formats.
The error PDFs module (pdfError) uses pdfCalc to construct PDF uncertainties, lumi-
nosities, and correlations as illustrated in Sec. 2.5.
The key elements of each PDF set include the 3-dimensional fx;Q;NFg grid and the
associated information, which is stored as a set of Mathematica rules. We now describe the
features and some details of these structures.
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2.3.2. The PDF fx;Q;NFg grid
The parsing routines pdfParseLHA and pdfParseCTEQ read the external les and assemble
the PDF sets into a common data structure that is used by the pdfCalc module. The central
structure is a 3-dimensional grid of PDF values in fx,Q,NFg space, which uses vectors
fxvec; Qvecg to specify the grid points. The spacing of fxvec; Qvecg need not be uniform;
typically, Qvec uses logarithmic spacing, and xvec is commonly logarithmic at small x and
linear at large x. Dierent spacings in xvec and Qvec do not pose a problem for the pdfCalc
package, as the grid points are simply interpolated to provide the PDF at a particular point
in fx,Q,NFg. The user is agnostic to the specic grid spacing chosen in a PDF release.
2.3.2.1. NF Convention
The NF avor dimension is determined by the iSet value passed to pdfFunction. The
association between the grid slice in NF and iSet is specied in the LHAPDF6 info le using
the \key:data" format such as \Flavors: [ 5; 4; 3; 2; 1; 1; 2; 3; 4; 5; 21]". This tells
us which partons are in the grid, and their proper order.10 Note: we use the standard Monte
Carlo (MC) convention11 throughout ManeParse where d = 1 and u = 2 rather than the
mass-ordered convention (see Table 2.1).12 The standard MC convention also labels the
gluon as iParton = 21; for compatibility, the gluon in ManeParse can be identied with
either iParton = 21 or iParton = 0.
ManeParse is able to work with PDF sets with dierent numbers of avors. For example,
in Fig. 2.1, the NNPDF set includes NF = 6 where iParton = ft; : : : ; tg, while most of the
other sets have NF = 5. If a avor, iParton, is not dened, pdfFunction will return zero.
This feature allows the user to write a sum over all quarks
P
fi(x;Q) for i = f 6; : : : ; 6g
without worrying whether some PDF sets might have less than 6 active avors.
10For the PDS les, this information is contained in the header of the data le so there is not a separate
info le; pdfParseCTEQ extracts the proper association.
11See Ref. [19] \Review of Particle Physics," Chapter 34 entitled \Monte Carlo particle numbering scheme."
12Caution is required here as many of the older CTEQ releases use the mass-ordered convention with u = 1
and d = 2. ManeParse converts these mass-ordered sets into the MC ordering.
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Additionally, the ManeParse framework has the exibility to handle new particles such
as a 4th generation of quarks with iParton = fb0; t0g = f7; 8g or a light gluino with iParton
= ~g = 1000021 PDF by identifying the avor index, iParton, with the appropriate grid
position in the LHAPDF6 info le.
2.3.2.2. Q Sub-Grids
At NNLO and beyond, the PDFs can become discontinuous across the mass avor thresh-
olds. This is illustrated using the NNLO MSTW set in Fig. 2.3 where we observe a discon-
tinuity of both the gluon and b-quark PDF across the b-quark threshold at mb = 4:75 GeV.
ManeParse accommodates this by using sub-grids in Q as illustrated in Fig. 2.4-a); for exam-
ple, we use separate grids below and above the threshold at Q = mb = 4:75 GeV. When we
call the PDF at a specic Q value, ManeParse looks up the relevant heavy quark thresholds,
fmc;mb;mtg, to determine which sub-grid to use for the interpolation. For Q < mb, sub-grid
#2 (NF = 4) is used, and for Q  mb, sub-grid #3 (NF = 5) is chosen.
Note that for the x value (10 4) displayed in Fig. 2.3, the b-quark PDF is negative for
Q just above mb; this is the correct higher-order result and justies (in part) why we do
not force the PDFs to be positive denite. This behavior also makes sense in terms of the
momentum sum rule, which we will discuss in Sec. 2.4.3.
2.3.2.3. An NF -dependent PDF: f(x;Q;NF )
Note, the use of sub-grids in Q also enables the use of overlapping NF ranges as in
a hybrid scheme as described in Ref. [20]; in this case, we generalize the PDF so that it
also becomes a function of the number of avors: f(x;Q;NF ). This feature is useful if, for
example, we are performing a t to data in the region Q  mb; we can perform a consistent
NF = 4 avor t even if some of the data are above the Nf = 5 threshold (Q > mb) by
selecting f(x;Q;NF = 4); thus, we avoid encountering any discontinuities in the region of
the data.13 We illustrate this generalized case for f(x;Q;NF ) in Fig. 2.4-b). Here, the user
13Note that the APFEL PDF evolution library [21] is in the process of implementing these features.
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Figure 2.3: The discontinuity of the gluon (left) and b-quark (right) PDFs across the mb =
4:75 GeV avor threshold; the horizontal axis is Q (in GeV), and the vertical axis is x f(x;Q).
The curves are for the MSTW2008nnlo68cl PDF with x = 10 4. Note that the gluon and































































Figure 2.4: A schematic representation of the Q sub-grids used to handle discontinuities
across the heavy quark thresholds at fmc;mb;mtg. Fig. a) shows the conventional arrange-
ment for f(x;Q) with non-overlapping sub-grids; for a given Q, the NF avor dimension is
uniquely determined. Fig. b) shows a avor-number-dependent PDF f(x;Q;NF ) where the
user has the freedom to choose the NF avor dimension value (and hence the sub-grid).
has the freedom to choose the active number of avors, NF , rather than being forced to
transition at the quark mass values as in Fig. 2.4-a).
2.3.3. The LHAPDF6 Info File
In addition to the 3-dimensional fx;Q;NFg grid, there is auxiliary material associated
with each PDF set. In the LHA format, each PDF collection has an associated \info" le
which contains the additional data in a YAML format,14 whereas in the CTEQ PDS format
14\YAML Ain't Markup Language" http://yaml.org/
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YAML Mathematica
key: \data" \key" ! \data"
SetDesc: \nCTEQ15 ..." \SetDesc" ! \nCTEQ15 ..."
NumFlavors: 5 \NumFlavors" ! 5
Flavors: [-5,-4,-3,-2,-1,1,2,3,4,5,21] \Flavors"!f-5,-4,-3,-2,-1,1,2,3,4,5,21g
AlphaS Qs: [1.299999e+00, ...] \AlphaS Qs"! f1:299999 10+00; :::g
UnknownKey: data \UnknownKey"!"data"
Table 2.2: Sample YAML entries contained in the LHAPDF6 info le, and the corresponding
rules passed to Mathematica. The rules for a specic PDF set are obtained using the
pdfGetInfo[iSet] function.
les, the auxiliary information is contained at the top of each PDS data le. Each parser
interprets this information and builds a list of Mathematica rules.
The basic syntax of YAML is [key: ``data''], and the LHA parser converts this into
a Mathematica rule as f``key''!``data''g. This can be viewed within ManeParse using
the function pdfGetInfo[iSet], and Table 2.2 demonstrates the some sample mappings
between the two.
If \key" is known to be a number, \data" is converted from a string into a number. This
behavior applies to values such as fNumFlavors, QMin, MTop, ...g. If \key" is known to be
a list such as fFlavors, AlphaS Qsg, \data" is converted from a string into a Mathematica
list. If \key" is unknown, \data" is left as a string. This means that ManeParse can handle
any unknown \key", and the user can modify these rules after the fact, or introduce a custom
modication by identifying \key" to the parser.
2.3.4. Interpolation
Once the 3-dimensional fx,Q,NFg grid and auxiliary rules are given to the pdfCalc
module, we are ready to interact with the PDFs. When the user calls for fi(x;Q), the
pdfCalc module will determine the appropriate NF index and Q grid and do a 4-point
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interpolation in the 2-dimensional fx;Qg space. For the interpolation we use a 4-point
Lagrange interpolation given by:15
g(x) = c0(x) y0 + c1(x) y1 + c2(x) y2 + c3(x) y3






where the prime (0) indicates the restriction j 6= m in the product. This formula has the
feature that the interpolated curve will always contain the grid points fxi; yig. The grid
points do not need to be equally spaced.
To perform the 2-dimensional interpolation, we extract a 4 4 sub-grid in fx;Qg space;
we rst compute 4 interpolations in x-space, and then use these to perform a 4-point inter-
polation in Q-space. Generally, pdfCalc will interpolate fx;Qg values with 2 grid points on
each side, but at the edges of the grid, it will use a 3-1 split. It also will extrapolate beyond
the limits of the grid and will return a number, even if it is unphysical. Except for setting
fi(x;Q) = 0 for x > 1, we do not check bounds, as this would slow the computation; in the
sample les, we do provide examples of how the user can implement particular boundaries
if desired.
Additionally, we allow the interpolated PDF to be negative. At very large x this can
happen due to numerical uncertainty, but there are also instances where a negative PDF is
the physical result, such as at NNLO (illustrated in Fig. 2.3). Within Mathematica, it is
easy for the user to impose particular limits (i.e. positivity) if desired. The interpolation
can be performed either with the Mathematica Interpolate function (default) or a custom
4-point Lagrange interpolator and is set with the pdfSetInterpolator function. We set the
Mathematica Interpolate function as the default, as it is slightly faster, but the custom
4-point Lagrange interpolator often will provide better extrapolation of the PDFs beyond
15We present the interpolation formulas in the x-variable; an equivalent form is used for theQ interpolation.
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the grid boundaries and has some adjustable parameters which are useful in the small x
region.
The PDF typically increases as 1=xa at small x where a  1:5; thus, we can improve
the interpolation by scaling the PDF by a factor of xa which is implemented by replacing
yk ! xa g(xk) and g(x)! g(x)=xa. This is why many of the PDF programs fundamentally
compute with xf(x) rather than f(x). To return fi(x;Q) we divide by x, but to avoid
dividing by zero we internally impose a default minimum x value of xmin = 10
 30. The
default scaling factor for the the custom interpolator is a = 1, but this can be set with the
pdfSetXpower[a] function.
2.3.4.1. Interpolation Quality
By construction, the interpolation curve will always intersect the grid values: g(xi; Qj) 
f(xi; Qj) if xi and Qj are grid points. Therefore, the numerical uncertainty arises from how
we connect these grid points. We have bench-marked many of the PDF sets to ensure our
interpolations are accurate across the dened grid in fx;Qg space. For the PDS les, our
interpolation (with scaling 1=xa for a = 1:0) uses the same algorithm as the benchmark
CTEQ FORTRAN, so our results easily match to better than one part in 103. The LHAPDF6
interpolation uses a logarithmic bi-cubic interpolation in the central region, and switches to
linear near the grid boundaries.16 To illustrate the range of numerical uncertainty, we will
show how the interpolation changes as we vary the a power. We will also compare with the
built-in Mathematica interpolator. If a dierent interpolation is required, the a-parameter
can be tuned, or the user can supply a custom interpolation routine.
In Fig. 2.5, we show the ratio of the interpolated value for the gluon PDF compared to the
default Mathematica interpolation. We select a Q value which is precisely a grid point, and
then show the variation as a function of x between these grid values. Figs. 2.5a, 2.5b, 2.5c
show the results for three ranges of x, fsmall, mid, largeg, while Figs. 2.5d, 2.5e show the
16LHAPDF6 has validated a number of PDF sets, and these generally match both our interpolator, with





Figure 2.5: We show the numerical variation of the interpolation for the CT10 central
set by presenting the ratio of the ManeParse interpolator with dierent a values to the
Mathematica interpolator. The range of the CT10 grid is x = [10 8; 1] with 150 points,
and Q = [1:3; 34515]GeV with 24 points. In (a)-(c), we display the variation in x for xed
Q = 1:3GeV (which is a grid value). In (d)-(e), we display the variation in Q for xed
x = 0:0110878 (which is a grid value). We have drawn horizontal guide-lines to indicate
the approximate numerical variation. The ratios were plotted as points rather than lines to
avoid any line-smoothing of the graphics output.
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results for small Q and mid Q. In all ve plots, we observe that the interpolated curves
match exactly at the grid values (xk), as they should. In between the grid values, we see
there is a variation depending on the details of the interpolation and the particular value of
the scaling power a. We have varied the scaling power over the range a =f0.0,0.5,1.0,1.5,2.0g.
The scaling power a = 0 matches with the default Mathematica interpolation routine, while
a = 1 compensates for the 1=x PDF behavior at small x.
In Fig. 2.5a, we observe that the variation is quite small in the large x range (x  0:5) ,
of order  3 10 6. For many calculations, such as Higgs and W=Z boson production, the
mid x range of (x  0:01), seen in Fig. 2.5b, is the most relevant region and here we nd the
variation to be a bit larger, of order  1 10 4. At the small x range (x  10 5), Fig. 2.5c,
we nd the largest variation which can be of order . 10 3; this is partly because the PDFs
are diverging in the limit x! 0, so the relative error increases.17
We now investigate the quality of the interpolation in the Q variable. In 2.5d, we show
the small Q range, (Q  Q0). Here, the steps in Q are about 20% apart and we see the
variation is of order  5  10 4. At the larger Q range in 2.5e, the steps in Q are up to
100% apart and we see the variation is of order  10 3; if increased accuracy is required
here, the obvious solution would be to include more grid points in Q.
In general, we expect a = 1 yields the best representation of the PDFs, and the spread
between a = 0 and a = 1 is a reasonable estimate of the uncertainty. Computing the
momentum sum rule (c.f., Table 2.3) can also provide a useful check.
We nd that ratios of PDFs are more sensitive to the interpolation than the PDFs
themselves. For illustrative purposes, in Fig. 2.6, we show an example of a poor interpola-
tion generated with the Mathematica interpolator compared to a good interpolation by the
custom 4-point Lagrange interpolation with the default a = 1 scaling; in general, we nd
the custom 4-point Lagrange interpolation computes smoother ratios and provides better
extrapolation beyond the grid limits.
17The PDFs typically exhibit a rise at small x of the form 1=xa. At smaller Q values, the exponent is
commonly slightly larger than 1, and increases with increasing Q toward an asymptotic limit in the range
a  [1:5; 1:7]. Note, the momentum sum rule requires a < 2. [22]
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Figure 2.6: The ratio of PDFs can sometimes lead to interpolation problems; we display the
ratio of two gluon PDFs at Q = 100 GeV. Fig.-a) on the left was generated with the default
Mathematica interpolator, and Fig.-b) on the right was generated with the custom 4-point
Lagrange interpolation with the default scaling of a = 1.
2.3.5. S Function
For some of the PDF sets, the value of S(Q) is provided as a list of points asso-
ciated with Qvec. For these sets, we interpolate S(Q) to provide a matched function
called pdfAlphaS[iSet,Q]; this is displayed in Fig. 2.7 for a sample PDF set.18 The
pdfGetInfo[iSet] function will display the information associated with the correspond-
ing PDF set (including any S values). If the PDF set does not have any S information,
the pdfAlpha function will return Null. In Fig. 2.7-a) we display S(Q) for the NNPDF set,
and in Fig. 2.7-b) we enlarge the region near mb = 4:18 GeV to display the discontinuity.
In general, S(Q) will be discontinuous at NNLO and higher and at all mass thresholds,
fmc;mb;mtg.
2.4. Sample Plots & Calculations
The advantage of importing the PDF sets into Mathematica is that we have the complete
set of built-in tools that we can use for calculating and graphing. We illustrate some of these
features here.
18Since at Leading Order (LO), S(Q) = 1=[0 ln(Q
2=2)], we obtained improved results by interpolating
in 1=S(Q).
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Figure 2.7: S(Q) vs. Q in GeV from NNPDF. Note the discontinuity across the mb =
4:18 GeV threshold which is enlarged in Fig. b).
2.4.1. Graphical Examples
To highlight the graphical capabilities, in Figure 2.8 we display a selection of PDFs using
both linear (left) and log (right) scale. Using the exible graphics capabilities of Mathematica
it is easy to automatically generate such plots for dierent PDF sets.
2.4.2. Small x Extrapolation
Sometimes it is useful to extrapolate to low x values beyond the limits of the PDF grid;
for example, the study of high energy cosmic ray experiments that use very small x extrap-
olations. [23, 24] We provide the command pdfLowFunction[iSet,iParton,x,Q,power]
which allows the user to choose the extrapolation power in the small x region.19 An example
is displayed in Fig. 2.9 for the nCTEQ15 proton PDF. The minimum x value for this set
for the grid is xmin = 5  10 6; beyond this limit pdfLowFunction will extrapolate using
the form 1=xa. In this example, we vary the power from 0:4 to 1:6; using the Mathematica
integration routines it is easy to nd that this range of variation in the small x behavior will
only change the momentum fraction of the gluon by 0:5%.
19The \a" argument is optional; the default power is 1:0. We use a separate function pdfLowFunction so
as not to slow the computation of pdfFunction.
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Figure 2.8: Sample linear and log ratio plots of the gluon PDFs from Table 2.3 compared
to CT14 as a function of x at Q = 2:0 GeV.
Figure 2.9: Small x extrapolation of the gluon PDF from the nCTEQ15 proton at Q =
100 GeV using pdfLowFunction. Here, xmin = 5  10 6, and the extrapolation exponent
1=xa is set to a = f0:4; 0:6; 0:8; 1:0; 1:2; 1:4; 1:6g.
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PDF Set Total u d g d u s c b
MSTW2008nnlo68cl [25] 99.87 3.3 3.8 43.5 14.6 29.3 2.0 0.7 0
CT14nnlo [26] 100.01 3.1 3.7 43.4 14.6 29.7 2.0 0.8 0
NNPDF30 nnlo as 0118 nf 6 [27] 99.98 3.2 3.7 43.6 14.6 29.4 2.2 0.8 0
HERAPDF20 NLO VAR [28] 99.98 3.9 3.0 41.7 14.6 31.2 2.2 0.6 0
abm12lhc 5 nnlo [29] 100.14 2.9 3.5 43.4 14.8 30.4 2.0 0.7 0
CJ15nlo [30] 99.96 3.0 3.7 43.3 15.1 29.8 1.8 0.7 0
nCTEQ15 1 1 [7] 100.10 3.1 3.8 43.0 15.0 30.2 1.8 0.7 0
nCTEQ15 208 82 [7] 99.99 2.7 3.4 44.6 17.0 27.2 1.8 0.8 0
ct10.pds [31] 99.97 3.0 3.7 43.4 14.6 29.6 2.2 0.7 0
ctq66m.pds [14] 99.98 2.9 3.6 43.6 14.5 29.4 2.3 0.7 0
Table 2.3: We compute the momentum sum rule, Eq. 2.1, (in percent) for the individual
partons at Q = 3 GeV. Partons fs; c;bg are not shown, but are equal to fs; c; bg. The totals
sum to 100% within uncertainties of integration and interpolation. Here the colors matched
with each set correspond to that set in Fig. 2.1 and Fig. 2.8
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2.4.3. Momentum Sum Rules
The PDFs satisfy a several of momentum and number sum rules, and this provides a





dx x fi(x;Q) = 1; (2.1)
says that the total momentum fraction of the partons must sum to 100%. If any single
parton avor were not imported correctly, this cross-check would be violated; hence, this
provides a powerful \sanity check" on our implementation. In Table 2.3 we display the
partonic momentum fractions (in percent) and the total; for each PDF set the momentum
sum rule checks within numerical accuracy.20
While Table 2.3 presented the momentum fraction for a single Q value (3 GeV), it is
interesting to see how these values change with the energy scale. In Fig. 2.10 we show the
momentum carried by each PDF avor (in percent) as a function of Q in GeV. We can see
the heavy quarks, fc; b; tg enter as we cross the avor mass thresholds. In the limit of large
Q, the fu; d; sg PDFs approach each other asymptotically.
2.4.4. Nuclear Correction Factors
Given the PDFs, it is then trivial to build up simple calculations. In Fig. 2.11 we display
the nuclear correction factors FA2 =F
N
2 for a variety of nuclei. Here, the F2 structure functions




q fq=A(x;Q) at leading order where F
N
2 is an
isoscalar, and FA2 is the scaled structure function
21 for nuclei A. We have also superimposed
the uncertainty bands; we will discuss this more in the following Section.
20Numerical uncertainties arise from the extrapolation down to x! 0, the interpolation, and the integra-
tion precision.
21More specically, FN2 is the average of the proton and neutron (p + n)=2 and F
A
2 is composed of Z
protons, (A-Z) neutrons, and scaled by A to a make it \per nucleon:" [Z p+ (A  Z)n] =A.
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Figure 2.10: The integrated momentum fraction Eq. 2.1 of the PDF avors vs. Q in GeV
for the NNPDF set. At large Q the curves are (in descending order) fg; u; d; u; d; s; c; b; tg.
Figure 2.11: Nuclear correction ratios FA2 =F
N
2 vs. x for Q = 10 GeV for the nCTEQ15
PDFs over an iso-scalar target. The left plot is on a linear scale, and the right plot is a log
scale. This gure is comparable to Fig. 1 of Ref. [6].
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2.4.5. Luminosity
Using the integration capabilities of Mathematica it is easy to compute the dierential



















s^) + (a$ b); (2.2)












Note, the luminosity denition of Eq. 2.2 has dimensions of a cross section (1=s^), and in
Eq. 2.3 we multiply by a scaled (dimensionless) cross section (s^ ^ab).
We dene the pdfLuminosity function to compute Eq. 2.2. The hadron-hadron produc-
tion cross section for producing particle of mass
p
s^ =MX is proportional to the luminosity
times the scaled partonic cross section s^ as in Eq. 2.3. In Fig. 2.12 we display the dieren-
tial luminosity dLaa=dM
2
X for parton{ anti-parton (aa) combinations; this luminosity would
be appropriate if we were interested in estimating the size of the cross section for the process
of quark{anti-quark annihilation into a Higgs boson, bb! H, for example.23
2.4.6. W Boson Production
Next, we compute a simple leading-order (LO) cross section for W+ boson production
at the Tevatron proton{anti-proton collider (1:96 TeV) and the LHC proton-proton collider
(8 TeV). Schematically, the cross section is (W+) = fa 
 fb 
 !ab!W+ . There are two
convolution integrals, but the constraint that the partonic energies sum to the boson mass
W+ eliminates one. [33,34] Hence, this can easily be performed inside of Mathematica, and
22There are other denitions of the luminosity in the literature which are dimensionless such as L = fa
fb.
23ManeParse also has the capability to handle custom PDFs. This allows the user to explore a wide variety
of phenomena, such as intrinsic heavy quarks, as long as the custom PDFs are written in either LHAPDF6 or
CTEQ format
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Figure 2.12: The dierential parton-parton luminosity dLaa=dM
2
X vs. Mx in GeV at
p
s =
14TeV for (in descending order) a = fg; u; d; s; c; bg.
the results are displayed in Fig. 2.13. It is interesting to note the much larger width of the
rapidity distribution at the LHC as well as the increased relative contribution of the heavier
quark channels (such as cs and us).
2.5. Error PDFs & Correlations
2.5.1. PDF Uncertainties
We now examine some of the added features provided by the pdfError module. To
accommodate the PDF errors, it is common for the PDF groups to release a set of grids to
characterize the uncertainties; the number of PDFs in each error set is typically in the range
40 to 100, but can in principle be as many as 1000.
As Mathematica handles lists naturally, we can exploit this feature to manipulate the
error PDFs. The pdfFamilyParseLHA and pdfFamilyParseCTEQ functions will read an
entire directory of PDFs and return the associated set numbers as a list; this list can then
be used to manipulate the entire group of error PDFs.
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Figure 2.13: Leading-Order W+ production cross section, d=dy at the Tevatron
(pp; 1:96 TeV) and the LHC (pp, 8 TeV). We display the total cross section and the individual
partonic contributions.
Figure 2.14: The fractional PDF uncertainty vs. x at Q = 10 GeV. a) The upper (red) curve
is CT14 using the pdfHessianError function, and the lower (blue) curve is the NNPDF using
the pdfMCError function for the gluon. (Note, these curves do not necessarily represent the
same condence level.) b) The down quark PDF uncertainty band for the CTEQ6.6 PDFs
(inner, red) and the nCTEQ15 lead 208 (outer, blue);
For example, we can use this feature to read the 100 PDFs of the NNPDF set displayed
in Fig. 2.14, capture the returned list of iSet values, and pass this to the plotting function;
we'll describe this more in the following.
When working with the error PDFs, the rst step is to take the list of iSet values and
obtain a list of the PDF values. Constructing the PDF error depends on whether the set is
based on the Hessian or the Monte Carlo method.
The Hessian PDF error sets can be organized as follows fX0, X+1 , X 1 , X+2 , X 2 , :::, X+N ,
X Ng where X0 represents the central set, fX+1 ; X 1 g represent the plus and minus directions
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along eigenvector #1, and so on up to eigenvector N . For the Hessian PDF sets, there should
be an odd number equal to 2N + 1 where N is the number of eigenvector directions. The

























X0  X+i ; X0  X i ; 0
	2
(2.6)
These can be computed using the function pdfHessianError[iSet,(method)], and can
take an optional \method" argument, f``sym'',``plus'',``minus'' g, to specify which
formula is used to compute the error; the default being ``sym''.
We next turn to the Monte Carlo sets. For example, the NNPDF set (#3 in Table 2.3)
has 101 elements; the \zeroth" set is the central set, and the remaining 100 replica sets span
the PDF uncertainty space. The central set is the average of all the sets, and the PDF error
is the standard deviation of the 100 replica sets. For these sets, pdfMCCentral will return
the central PDF value. pdfMCError[iSet,(method)] will return the associated error. This
function can also take an optional \method" argument, f``sym'', ``plus'',``minus'' g,
dened by Eqs. 2.7, 2.8 and 2.9. [36, 37]
The modication from the Hessian case is due to the MC error PDFs using replica sets,
not eigenvector pairs.24 The formula for XMCsym is a straightforward extension of the Hessian
case:







[Xi  X0]2 : (2.7)
where Nrep counts the 100 replica sets not including the \zeroth" central set. This quantity
is simply the standard deviation of the values. The 1=
p
Nrep factor compensates for the fact
that Monte Carlo sets can have an arbitrary number of replicas, in contrast to the Hessian
sets which have a xed number of eigenvector sets.













[max fX0  Xi; 0g]2 ; (2.9)
where Nrep are the number of replicas above/below the mean.
In Fig. 2.14-a), we compute the fractional PDF error for the CT14 PDF gluon using
the pdfHessianError function with the ``sym'' formula of Eq. 2.4. The same is done for
the NNPDF set pdfMCError function, using Eq. 2.7. As expected, we see the uncertainty
increase both as x! 1 and at very small x values.
In Fig. 2.14-b), we compute the error bands for the down quark in the CTEQ6.6 proton
PDF and also the nCTEQ15 lead-208 PDF; as expected, we see the uncertainties on the
nuclear PDF are larger than the proton PDF uncertainties.
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2.5.2. Correlation Angle












Y +i   Y  i

: (2.10)
We have implemented separate functions pdfHessianCorrelation and
pdfMCCorrelation as the computation of the uncertainty in the denominator X Y could
depend on Eqs. 2.4, 2.5 and 2.6 or Eqs. 2.7, 2.8 and 2.9.
In Fig. 2.15 we display an example where we show the correlation cosine between the
W+ cross section and the partonic avors for both the Tevatron and LHC. We observe the
behavior of the avors is quite similar except for the u and d quarks which stand out at
large x.
The cosine of the correlation angle indicates the degree to which the error on a particular
parton's PDF contributes to the uncertainty on some function of the PDFs, usually a physical
observable. A value close to one for some parton indicates that the PDF error on the
observable is being driven by the error on that parton's PDF. Similarly, a value close to zero
indicates that the error on the parton's PDF does not contribute signicantly to the error
on the observable. More details can be found in Ref. [14].
2.6. Conclusions
We have presented the ManeParse package which provides PDFs within the Mathematica
framework. This is designed to work with any of the LHAPDF6 format PDFs (through the
module of my own design), and is extensible to other formats such as the CTEQ PDS format.
ManeParse can also work with nuclear PDFs such as the nCTEQ15 sets.
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Figure 2.15: The cosine of the correlation angle, cos, as in Eq. 2.10, as a function of
Bjorken-x for the leading-orderW+ cross section and each of the partonic avors. Dierences
between Tevatron (top) pp collisions at
p
S = 1:96 TeV and LHC (bottom) pp collisions atp
S = 8TeV are visible in the high-x region in both the central (jyj < 2) and high absolute
rapidity (jyj > 2) regions.
The ManeParse package implements a number of novel features. It adapts YAML re-
lations into Mathematica rules including unknown keys, and can handle discontinuities in
both the PDFs and s(Q
2). We have implemented a exible interpolation with a tunable
parameter, and it can extrapolate to small x with a variable power. Additionally, we have
implemented functions to facilitate the calculation of PDF uncertainties for both Hessian
and Monte Carlo PDF sets.
ManeParse provides many tools to simplify calculations involving PDFs, and is fast
enough such that even one or two convolutions can easily be computed within the Mathematica
framework. We illustrated these features with examples of W production, luminosity calcu-
lations, nuclear correction factors, and NF -dependent PDFs.
In summary, the ManeParse package is a versatile, exible, user-extensible tool that can
be used by beginning users to make simple PDF plots, as well as by advanced users investi-
48
gating subtle features of higher-order discontinuities and PDF uncertainty calculations. My





In this chapter, I present a preliminary study to understand the eects of adding LHC
W/Z data into an nCTEQ nPDF t. In order to do so without fully retting the nCTEQ15
PDFs, a technique known as PDF reweighting was implemented. PDF reweighting allows
you to study the eects new data might have on the PDF but does not allow you to alter
the underlying PDF itself. This limitation constrains the eectiveness of using reweight-
ing as an analysis tool and procludes the resulting reweighted PDF from being a true t
to data. However, the results from this work provided a framework on which the retting
analysis performed in Chapter 5 was built as well as providing vital insight into the nature
of the relationship between PDFs and data. Chapter 5 follows the results from this chapter
and contains a comparison between the results of reweighting study presented here and the
retting analysis presented there. I performed this analysis as a member of the nCTEQ col-
laboration and this chapter is written in the collaboration's voice. Individually I contributed
several of the necessary cross checks and validations throughout the reweighting process as
well as some of the interpretation of the resulting PDFs.
3.1. Introduction
Vector boson production in hadron collisions is a well understood process and serves as
one of the \standard candle" measurements at the LHC. W and Z bosons are numerously
produced in heavy ion pPb and PbPb1 collisions at the LHC and can be used to gain insight
into the structure of nuclear parton distribution functions (nPDFs). As the W and Z
bosons couple weakly, their interaction with the nuclear medium is negligible which makes
1Here pPb and PbPb refer to collisions betweeen a proton and a lead nucleus and two lead nuclei,
respectively.
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S d(Z ! `+` )=dyZ [39] jyCMZ j< 3:5; 60 < m`+`  < 120 Fig. 3.4
d(W+ ! `+)=dy`+ [40] p`T > 25; m`T > 40; j`labj< 2:4 Fig. 3.8a




d(Z ! `+` )=dyZ [41] j`labj< 2:4; 60 < m`+`  < 120; p`
+(` )
T > 20 Fig. 3.5
d(W+ ! `+)=dy`+ [42] p`T > 25; jlabj< 2:4 Fig. 3.7a














E (W+ ! `+) [44] p`T > 10; 2:03 < `lab < 3:53;  4:46 < `lab <  2:96 Fig. 3.9a








S 1=totd=dyZ [45] 66 < m`+`  < 116; jyZ j< 2:5 Fig. 3.10a
A` [46] p
`
T < 25; j`labj< 2:5; mT > 40; pmissT < 25 Fig. 3.11a
C
M
S 1=totd=dyZ [47] 60 < m`+`  < 120; jyZ j< 2:0 Fig. 3.10b
A` [48] p
`
T < 25; j`labj< 2:1; mT > 40 Fig. 3.11b
Table 3.1: LHC data sets considered in this analysis. The observables studied include
dierential and total cross section (d; ) and lepton asymmetry (A`). The cuts implemented
vary by experiment but were applied to the following variables by the experiments: rapidity
(y), invariant mass of the leptons (m), transverse momentum (pT ), pseudorapidity (), and
transverse mass (mT )
these processes one of the cleanest probes of the nuclear structure available at the LHC. The
possibility of using vector boson production data to constrain nPDFs was previously con-
sidered [49], and this demonstrated the strong potential for the proton-lead data (especially
the asymmetries) to constrain the nuclear PDFs. The current LHC measurements for W
and Z production include rapidity and transverse momentum distributions for both proton-
lead (pPb) and lead-lead (PbPb) collisions [39{48]. Some of these data were already used
(along with jet and charged particle production data) in a recent analysis [50,51] employing
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Beam Energy [TeV] 3.5 4 6.5 7
p
spp 7.00 8.00 13.00 14.00
p
sPbPb 2.76 3.15 5.12 5.52
p
spPb 4.40 5.02 8.16 8.79
Table 3.2: The CM energy per nucleon for pp, pPb and PbPb collisions vs. the proton beam
energy in TeV units.
a reweighting method to estimate the impact of these data on EPS09 [9] and DSSZ [52]
nPDFs.2
The LHC heavy ion W=Z data set is especially interesting as it can help to resolve the
long-standing dilemma regarding the heavy avor components of the proton PDFs. Histori-
cally, this has been an important issue as nuclear target data (especially -DIS) have been
essential in identifying the individual parton avors [26,27,54,55]; however, this means that
the uncertainties of the heavy avors are intimately tied to the (large) nuclear uncertain-
ties. The LHC heavy ion W=Z data has the potential to improve this situation due to
the following two key features. First, this data is in a kinematic regime where the heavier
quark avors (such as strange and charm) contribute substantially. Second, by comparing
the proton W=Z data with the heavy ion results we have an ideal environment to precisely
characterize the nuclear corrections. The combination of the above can not only improve the
nuclear PDFs, but also the proton PDFs which are essential for any LHC study.
In this chapter I present predictions for vector boson production in pPb and PbPb col-
lisions at the LHC obtained using nCTEQ15 nuclear parton distributions, and perform a
comprehensive comparison to the available LHC data. We also identify the measurements
which have the largest potential to constrain the nPDFs, and perform a reweighting study
which allows us to estimate the eects of including these data in an nPDF t.
2A new global analysis including pPb LHC data has since been released by the EPPS collaboration [53].
However, it had not been published at the time of this analysis.
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The rest of the chapter is organized as follows. Sec. 3.2 is devoted to predictions of vector
boson production at the LHC in nuclear collisions. In particular, we provide an overview
of the kinematic range probed by the W=Z data and discuss the tools we will use for the
calculation. Then we present our predictions for pPb and PbPb collisions at the LHC and
compare them with the experimental data and other theoretical predictions. In Sec. 3.3 we
perform a reweighting using nCTEQ15 distributions to assess the impact of the nuclear data
on the nPDFs. Finally, Sec. 3.4 summarizes our results and observations.
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η = 0 η = 0.5 η = 1 η = 1.5 η = 2
η = 2.5 η = 3 η = 3.5 η = 4 η = 4.5
Figure 3.1: As a reminder to the reader, rapidity, y, is an measurement of the angle of a par-




In the limit where the rest mass of the particle is negligable in regard to its momen-
tum, rapidity becomes equivalent to pseudorapidity. Pseudorapidity, , can be dened by:
 = 1
2
lnj j~pj+pzj~pj pz j =   lnjtan( 2)j. Here pseudorapidities from 0 (perpendicular to the beam
axis,  = 
2
) to 4.5 have been plotted for reference.
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Figure 3.2: The kinematic (x1; x2) space explored by the measurements in this study. We
display lines of constant  =MV =
p
s whereMV is the invariant mass of the producedW
=Z
vector boson, as well as the center of mass (CM) rapidity y. In case of pPb collisions, we use
the standard convention where x1 corresponds to the proton and x2 to the Pb momentum
fraction.
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3.2. W=Z Production at the LHC
We begin by presenting our predictions for W and Z boson production in nuclear
collisions at the LHC using the recently published nCTEQ15 PDFs [7].
3.2.1. Experimental data and theoretical setup
For the theoretical calculations in our study we use the FEWZ (Fully Exclusive W, Z
production) [1, 2] program version 2.1. Even though FEWZ can compute W and Z pro-
duction with decays up to next-to-next-to-leading order, we work at next-to-leading order
(NLO) to be consistent with the order of evolution of the nPDFs.3
As FEWZ is designed to handle pp or pp collisions, we have extended it so that two
dierent PDF sets can be used for the two incoming beams as required for the pPb collisions.
For the lead PDFs we use the nCTEQ15 nPDFs [7], while we use the CT10 distributions [31]
for the free protons; the only exception is the use of MSTW2008 PDFs [25] for the LHCb Z
boson measurement [43] in order to match the original LHCb publication. Additionally, we
compare these results with predictions calculated using nuclei made out of free proton PDFs,
and in some cases free proton PDFs supplemented with EPS09 nuclear corrections [9].
We will consider LHC data on W and Z boson production from the ALICE, ATLAS,
CMS, and LHCb experiments. The exhaustive list of data sets that we use is provided in
Table 3.1 along with the experimental kinematical cuts implemented in the analysis. While
there are measurements for both the rapidity and transverse momentum distributions, for
this study we will focus only on the rapidity measurements.
Using the transverse momentum (pT ) distributions to study the PDFs is more intricate
as it requires resummations in the low pT region where the cross section is maximal; we
reserve this for a future study.
In Fig. 3.2 we display the kinematic space probed by the W=Z production process [33].
We translate between the fx1; x2g and the fy; g variables for three values of the collider
center of mass (CM) energy,
p
s. Table 3.2 lists the CM energy per nucleon as a function of
3The CT10 proton PDFs used in the theoretical calculations are also at NLO.
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where in case of lead we have A = 208 and Z = 82. Additionally for asymmetric collisions
















 0:465, i.e. yCM = yLAB   0:465.
For the asymmetric case of pPb, we use the convention where x1 is the proton momentum
fraction, and x2 is the lead momentum fraction. Thus, for pPb at large yCM we have a large
proton x1 and a small lead x2; conversely, at small yCM we have a small proton x1 and a
large lead x2.
In Fig. 3.2, the pair of lines with
p
s=2.76 TeV corresponds to PbPb collisions with a
beam energy of 3.5 TeV per proton, and
p
s=5.02 TeV corresponds to pPb collisions with a
beam energy of 4 TeV per proton.
3.2.2. Comparison to Proton-Lead (pPb) data
We rst consider the LHC pPb collisions at
p
s = 5:02 TeV. The distributions are shown
in the CM frame, and include the appropriate rapidity shift according to Eq. (3.2). In
Fig. 3.3, we display the kinematic range of the pPb data bins (central values) in the plane
(y; x2) where y is the rapidity in the CM frame of the relevant vector boson or lepton, and
x2 the lead parton momentum fraction. As expected, there is little data below x  10 3 and
most of the constraints from these LHC data are in the low- to mid-x region.
Figs. 3.4, 3.5 and 3.6 show our predictions for the ATLAS [39], CMS [41] and LHCb [43]
Z boson production measurements, respectively. In all three cases, results obtained with
the nCTEQ15 nPDFs are shown along with those obtained with a lead nucleus composed
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Figure 3.3: Range of the pPb data used for reweighting. y is rapidity in the CM frame and
x2 is momentum of the parton from the lead beam.
by Z protons and A   Z neutrons, assuming isospin symmetry and using CT10 PDFs; the
ratio of predictions over the data is shown in the lower panel. Note that the errors shown
for the nCTEQ15 predictions are for nuclear uncertainties only (and only for the beam with
momentum fraction x2) which means that the PDF error of the proton beam is not accounted
for.4 Furthermore, the errors shown for the pPb predictions using lead nuclei constructed
from CT10 and MSTW2008 proton PDFs are only for the beam with momentum fraction x2.
By comparing the proton uncertainties (CT10 and MSTW2008) to the nuclear uncertainties,
we see that the nuclear uncertainties are much larger.
Examining Figs. 3.4, 3.5 and 3.6, it is interesting to note the following.
1. The data and theory are generally compatible (without signicant tension) both with
and without nuclear corrections; this situation may change as the experimental errors
and nuclear uncertainties are reduced.
4For the symmetric case of PbPb collisions the errors on both beams are taken into account.
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Figure 3.4: ATLAS Z production in pPb collisions.
2. Focusing on the ATLAS and CMS comparison of Figs. 3.4 and 3.5, we observe that
the distributions peak at negative rapidities yZ   1. Referring to Fig. 3.2, this
corresponds to an enhancement of the qq proton-lead luminosity over the pure proton
one in the x2 region  0:05.
3. Focusing on the LHCb data of Fig. 3.6, we nd good agreement for negative y, but
poor agreement for the positive y data point. Despite these dierences, the large
uncertainties will yield a reduced impact in our subsequent reweighting procedure.
We now turn our attention to W+ and W  production at the LHC. In Figs. 3.7, 3.8
and 3.9 we compare the data obtained by CMS [42], ATLAS [40] and ALICE [44] for W
production with theoretical predictions obtained with nCTEQ15 and CT10 PDFs.
We nd theW  CMS and ATLAS data are adequately described the shape in the negative
rapidity range (y`  < 0), but the tensions grow as we move to larger rapidity. This eect is
magnied for the case ofW+ where we see substantive deviations at large rapidity (y`+ > 1).
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Figure 3.5: CMS Z production in pPb collisions.
Referring to Fig. 3.2, these deviations are in the smaller x2 region ( 3  10 3) where we
might expect nuclear shadowing of the u d and du luminosities.5 However, this low x2 range
is unconstrained by the data currently used in nPDF ts, so these results come from an
extrapolation of the larger x2 region. It is interesting to observe that a delayed shadowing
(which shifts the shadowing down to smaller x2 values) would improve the comparison of
the data with the theory in the larger y` region; this type of behavior was observed in the
nuclear corrections extracted from the neutrino-DIS charged current data [6,56,57]. Taking
into account the errors from both the experimental data and the theoretical predictions, no
denitive conclusions can be drawn at the present time. Notwithstanding, this data has the
5The nuclear correction factors are typically dened as the ratio of the nuclear quantity to the proton
or isoscalar quantity. At large x (& 0:2) in the EMC region the nuclear quantities are suppressed relative
to the proton. In the intermediate region x  0:1 we nd \anti-shadowing" where the nuclear results are
enhanced. Finally, at smaller x (a few  10 2) we have the \shadowing" region where the nuclear results
are suppressed.
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Figure 3.6: LHCb Z production in pPb collisions.
potential to inuence the nPDF ts, especially in the small x2 region, if the uncertainties
could be reduced.
Finally, the ALICE data (Fig. 3.9) currently have large uncertainties, and we expect they
will have a minimal impact on the reweighting.
3.2.3. Comparison to Lead-Lead data
We now consider the LHC PbPb collisions at
p
s = 2:76 TeV. As these beams are
symmetric, we now have yCM = ylab. Again, we will use nCTEQ15 [7] and CT10 [31] PDFs
for the theoretical predictions. Results from ATLAS and CMS collaborations are available
in the form of either event yields (Z boson production) or charge asymmetries (A`).
We show in Fig. 3.10a and 3.10b we present the comparison of the ATLAS [45] and
CMS [47] data with theoretical predictions with nCTEQ15 and CT10 PDFs. Note that the
dierential cross sections have been normalized to the total cross section. The PbPb data
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Figure 3.7: CMS W production in pPb collisions at the LHC.
generally exhibits no tension as the distributions are well described across the kinematical
range; however, this is in part due to the large uncertainties due to two nuclei in the initial
state.
The measurement of charge asymmetries can provide strong constraints on the PDF ts
as many of the systematic uncertainties cancel in such ratios. In Fig. 3.11 we compute the
lepton (` = [; e]) charge asymmetry A`(y`):
A`(y`) =
dN(W+ ! `+`)  dN(W  ! ` `)
dN(W+ ! `+`) + dN(W  ! ` `) (3.3)
for W+ and W  bosons as measured by the ATLAS [46] and CMS [48] experiments. Unfor-
tunately, it appears that the dependence on the nuclear corrections largely cancels out in the
ratio as the nuclear nCTEQ15 result is indistinguishable from the CT10 proton result. Hence,
these charge asymmetry ratios cannot constrain the nuclear corrections at the present time.
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Figure 3.8: ATLAS W production in pPb collisions at the LHC.
3.2.4. W=Z Cross Section Correlations
In order to analyze our results more quantitatively, it is very useful to look at PDF
correlations. In particular, we are interested in assessing the importance of the strange quark
in our results. We rst review some standard denitions before presenting our analysis.





















where X is the PDF error of the corresponding observable. For the nCTEQ15 PDFs this














i is the observable evaluated along the  error PDF eigenvector i, and the summation
runs over all eigenvector directions.
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Figure 3.9: ALICE W production in pPb collisions at the LHC.
In our case we are interested in observables X;Y 2 fZ ; W+ ; W g. Here, we focus on
the planes formed by the (W+, W ) and the (Z, W) boson production cross sections to
visualize the correlations.
Fig. 3.12 shows the correlations of the W+ and W  production cross sections for pPb
collisions at the LHC in comparison with the CMS and ATLAS measurements. Similarly,
in Fig. 3.13 we display the results for Z and W bosons. The results are shown for three
dierent rapidity regions, y <  1; jyj< 1; y > 1, and for several PDFs sets. For the
proton side we always use the CT10 PDFs and for the lead side we examine three results:
i) nCTEQ15, ii) CT10, and iii) CT10 PDFs supplemented by the nuclear corrections from
EPS09 (CT10+EPS09). Finally, the central predictions are supplemented with uncertainty
ellipses illustrating correlations between the cross sections. The ellipses are calculated in the
following way [14],
X = X0 +X cos ;
Y = Y0 +Y cos( + );
(3.6)
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Figure 3.10: Z boson production cross section normalized to the total cross section for
PbPb collisions at the LHC with
p
s = 2:76 TeV as measured by the ATLAS and CMS
collaborations. Corresponding predictions obtained with nCTEQ15 and CT10 PDFs are also
shown.
where X, Y represent PDF-dependent observables, X0 (Y0) is the observable calculated with
the central PDF, X (Y ) is dened in Eq. (3.5),  is the correlation angle dened in
Eq. (3.4), and  is a parameter ranging between 0 and 2.
From Figs. 3.12 and 3.13 one can generally observe that the ellipses for the dierent
PDF sets overlap. Furthermore, the central predictions for all three PDF sets lie in the
overlapping area of the three ellipses. However, a trend can be observed as a function of the
rapidity:
1. For negative rapidities (y <  1), the central predictions from the nuclear PDFs
(nCTEQ15, EPS09) are closer to the experimental data as they yield larger cross sec-
tions than the uncorrected (proton) CT10 PDFs. This can be understood because the
lead x2 values probed in this rapidity bin lie in the region x2  10 1 where the nPDFs
are enhanced due to anti-shadowing (cf., Fig. 9 in Ref. [7]). Due to the larger uncer-
tainties associated with the nCTEQ15 predictions, the ATLAS and CMS cross sections
lie within the 1 ellipse. Conversely, the measured data lie outside the uncorrected
(proton) CT10 error ellipsis.
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Figure 3.11: W charge asymmetry for PbPb collisions at the LHC with
p
s = 2:76 TeV as
measured by the ATLAS and CMS collaborations. Corresponding predictions obtained with
nCTEQ15 and CT10 PDFs are also shown.
2. For the central rapidity bin (jyj< 1), the predictions from all three PDF sets lie
generally very close together. In this case, the probed x2 values lie in the range
0:007  x2  0:05 which is in the transition zone from the anti-shadowing to the
shadowing region. We nd the LHC W+ and W  cross sections in Fig. 3.12 tend to lie
above the theory predictions. Examining the Z cross section of Fig. 3.13, we nd the
CMS data agrees closely with the theory predictions, while the ATLAS data is larger
by approximately 1.
3. For the positive rapidity bin (y > 1), we nd the central predictions from CT10
match the W data very closely, but slightly overshoot the Z data. The nuclear PDFs
(nCTEQ15, EPS09) undershoot the W data by a bit more than 1, but agree with
the Z cross section within 1. Here, the probed x2 values are . 0:007; in this region the
lead PDFs are poorly constrained and the corresponding cross sections are dependent
on extrapolations of the PDF parameterization in this region.
Interpreting the above set of results appears complicated, so we will try and break the
problem down in to smaller components. We now compute the same results as above, but
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Figure 3.12: Correlations betweenW+ andW  cross sections calculated with dierent PDFs
overlaid with the corresponding LHC data from CMS and ATLAS.
using only 2 avors (one family) of quarks: fu; dg; specically, these plots are produced
by zeroing the heavy avor components (s; c; b), but keeping (u; d) and the gluon. For the
Z production this eliminates the ss and (the smaller) cc contributions, while for W+=W 
production it is the sc=sc contribution which drives the change. While the charm PDF does
play a role in the above (the bottom contribution is minimal), c(x) is generated radiatively by
the process g ! cc (we assume no intrinsic component); thus, it is essentially determined by
the charm mass value and the gluon PDF. In contrast, the \intrinsic" nature of the strange
PDF leads to its comparably large uncertainties. For example, if we compare the free-proton
PDF baselines (CTEQ6.1, CT10), the strange quark exhibits substantial dierences while the
charm (and bottom) distributions are quite similar; this pattern then feeds into the nPDFs.
Therefore, the strange quark PDF will be the primary focus of the following discussion.
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Figure 3.13: Correlations between Z and W+=W  cross sections calculated with dierent
PDFs overlaid with the corresponding LHC data from CMS and ATLAS.
In Figs. 3.14 and 3.15 we compare the 5 avor and 2 avor results using nCTEQ15,
CT10+EPS09, CTEQ6.1+ EPS09, and CT10. We have added CTEQ6.1+EPS09 as CTEQ6.1
was the baseline used for the EPS09 t.
Examining Fig. 3.14, the shift of the 2 avor results compared to the 5 avor results can
be as large as 30% and reects the contributions of the strange and charm quarks.
For the 5 avor case (N), the calculations are scattered to the low side of the data in both
W+ and W . The CT10 result is the closest to the data, but due to the larger uncertainties
of nCTEQ15, the data point is within range of both of their ellipses. We also observe that
the CT10+EPS09 and CTEQ6.1+EPS09 results bracket the nCTEQ15 value; again, this is
due to the very dierent strange quark PDF associated with CT10 and CTEQ6.1.
For the 2 avor case (), all the nuclear results (nCTEQ15, CT10+EPS09, CTEQ6.1+EPS09)
coalesce, and they are distinct from the non-nuclear result (CT10). This pattern suggests
that the nuclear corrections of nCTEQ15 and EPS09 for the fu; dg avors are quite similar,
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and the spread observed in the 5 avor case comes from dierences of s(x) in the underlying
base PDF. Thus we infer that the dierence between the nuclear results and the proton result
accurately represents the nuclear corrections for the 2 avor case (for fu; dg), but for the
5 avor case it is a mix of nuclear corrections and variations of the underlying sea quarks.
Fig. 3.15 displays the same information as Fig. 3.14 except it is divided into rapidity
bins. As we move from negative y to positive y we move from high x where the nPDFs are
well constrained to small x where the nPDFs have large uncertainties (cf., Fig. 3.3). Thus,
it is encouraging that at y <  1 we uniformly nd the nuclear predictions yield larger cross
sections than the proton results (without nuclear corrections) and thus lie closer to the LHC
data.
Conversely, for y > 1 we nd the nuclear predictions yield smaller cross sections than
the proton results. The comparison with the LHC data varies across the gures, but this
situation suggests a number of possibilities.
First, the large nPDF uncertainties in this small x2 region could be improved using the
LHC data.
Second, the lower nPDF cross sections are partly due to the nuclear shadowing in the
small x region; if, for example, this shadowing region were shifted to even lower x values,
this would increase the nuclear results. Such a shift was observed in Refs. [6, 56, 57] using
charged current neutrino-DIS data, and this would move the nuclear predictions of Fig. 3.12
at y > 1 toward the LHC data.
Finally, we note that measurements of the strange quark asymmetry [58] indicate that
s(x) 6= s(s) which is unlike what is used in the current nPDFs; this would inuence the
W=Z cross sections separately as (at leading-order) [33] W+  sc, W   sc, and Z  ss.
As the strange PDF has a large impact on the W=Z measurements, this observation could
provide incisive information on the individual s and s distributions.
These points are further exemplied in Fig. 3.16 which displays W production for both
2 and 5 avors as a function of lepton rapidity y` . For large y` , (small lead x2) the CT10
proton result separates from the collective nuclear results; presumably, this is due to the
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nuclear shadowing at small x2. Again, we note that in this small x2 region there are minimal
experimental constraints and the nPDFs come largely from extrapolation at higher x2 values.
Additionally, by comparing the 2 and 5 avor results, we clearly see the impact of the heavier
avors, predominantly the strange quark PDF.
Furthermore, dierent strange quark PDFs in the baseline PDFs compared in Figs. 3.12
and 3.13, make it challenging to distinguish nuclear eects from dierent strange quark
distributions. Thus, we nd that the extraction of the nuclear corrections is intimately
intertwined with the extraction of the proton strange quark PDF, and we must be careful
to separately distinguish each of these eects. Fortunately, the above observations can help
us to accomplish this.
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Figure 3.14: Comparison of correlations between W+ and W  cross sections for the case
when only one family of quarks fu; dg is included and when all families are accounted for. We
show here results for nCTEQ15, EPS09+CT10, EPS09+CTEQ6.1 and CT10 PDFs overlaid
with the CMS data.
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Figure 3.15: Same as Fig. 3.14 but divided into rapidity bins.
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(a) W+ 5 avours





































(b) W+ 2 avours




































(c) W  5 avours




































(d) W  2 avours
Figure 3.16: Rapidity distributions for W cross sections measured by CMS compared with
predictions from the nCTEQ15, EPS09+CT10, EPS09+CTEQ6.1 and CT10 PDFs. Figures
(a) and (c) show the results for 5 avors, while Figures (b) and (d) show the 2 avors results.
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3.3. Reweighting





























(a) Comparison of the nCTEQ15 central
gluon PDF and Hessian error bands with
the average and variance calculated from
Nrep = 10
4 replicas.
















(b) Ratio of the average gluon PDF calculated
using Nrep = f102; 103; 104g replicas to the
nCTEQ15 central gluon PDF.
Figure 3.17: Comparison of the nCTEQ15 Hessian gluon distribution and its reproduction in
terms of replicas at a scale of Q = 10 GeV.
In this section we perform a reweighting study to estimate the possible impact of the
W=Z data on nCTEQ15 lead PDFs. For this purpose we will use only the pPb data sets.
We refrain from using PbPb data as typically the agreement of these data with current
nPDFs is much better (in part due to the large uncertainties), so the impact in the reweight-
ing analysis will be minimal. Secondly the factorization in lead-lead collisions is not rmly
established theoretically [59] such that the interpretation may be complicated.
3.3.1. Basics of PDF reweighting
In this section we summarize the PDF reweighting technique and provide formulas for our
specic implementation of this method. Additional details can be found in the literature [60{
64].
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In preparation for the reweighting, we need to convert the nCTEQ15 set of Hessian error
PDFs into a set of PDF replicas [50, 65] which serve as a representation of the underlying
probability distribution. The PDF replicas can be dened by a simple formula,6





i   f ( )i
2
Rki; (3.7)




i are the plus and minus error
PDFs corresponding to the eigenvector direction i, and N is the number of eigenvectors
dening the Hessian error PDFs. Finally, Rki is a random number from a Gaussian distri-
bution centered at 0 with standard deviation of 1, which is dierent for each replica (k) and
each eigen-direction (i).
After producing the replicas, we can calculate the average and variance of any PDF-













In particular, it can be done for the PDFs themselves; we should be able to reproduce






i   f ( )i )2 by the corresponding variance  hfi. Of course, the precision at which
we are able to reproduce Hessian central PDFs and corresponding uncertainties depends on
how well we reproduce the underlying probability distribution, and this will depend on the
number of replicas, Nrep, we use. In the following we use Nrep = 10
4 which allows for a very
good reproduction of both central and error PDFs (within  0:1% or better).
6A detailed discussion on the construction of replicas from Hessian PDF sets in the case of asymmetric
errors can be found in ref. [66].
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We note here that since the nCTEQ15 error PDFs correspond to the 90% condence level
(c.l.) we need to convert the obtained uncertainties such that they correspond to the 68%
c.l.7 The conversion is done using the following approximate relation between the 68% c.l.
and 90% c.l. Hessian uncertainties: H90O  1:645H68O.
In Fig. 3.17 we perform the above exercise and determine if our procedure is self con-
sistent. Specically, in Fig. 3.17a we display the central value and uncertainty bands for
the original gluon PDF and those generated from the replicas; they are indistinguishable.
Additionally, in Fig. 3.17b we demonstrate the convergence of the average of replicas to the
central Hessian PDF for Nrep = f102; 103; 104g. For Nrep = 104 the central gluon is repro-
duced to better than 1% except at the highest x values. This is certainly a sucient accuracy
considering the size of the PDF errors. Even the Nrep = 10
2 and Nrep = 10
3 replicas yield
good results except at larger x (& 0:1) where the PDFs are vanishing and the uncertainties
are large. Since our computational cost will be mostly dictated by the number of Hessian er-
ror PDFs, we will use Nrep = 10
4 to get a better representation of the underlying probability
distribution.
Having dened the replicas we can apply the reweighting technique to estimate the im-
portance of a given data set on our current PDFs. The idea is based on Bayes theorem which
states that the posterior distribution representing the probability of a hypothesis (new prob-
ability distribution representing the PDFs if we would perform a t including the new data
set we are using in the reweighting) is a product of the prior probability (PDFs without the
new data set) and an appropriate likelihood function. This allows us to assign a weight to
each of the replicas generated earlier according to eq. (3.7).
In the context of Hessian PDFs using a global tolerance criterion the appropriate weight














7The 68% c.l. is necessary to correspond with the variance of the PDF set dened below.
8In the context of Monte Carlo PDF sets a NNPDF weight denition should be used [62].
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where T is the tolerance criterion used when dening Hessian error PDFs9 and 2k represents
the 2 of the data sets considered in the reweighting procedure for a given replica k. The
pPb W and Z data do not provide correlated errors (the published errors are a sum of
statistical and systematic errors in quadrature)10 so it is sucient for our analysis to use a




(Dj   T kj )2
2j
; (3.10)
where index j runs over all data points in the data set(s), Ndata is the total number of data
points, Dj is the experimental measurement at point j, j is the corresponding experimental
uncertainty, and T kj is the corresponding theoretical prediction calculated with PDFs given
by replica k.
With the above prescription we can now calculate the weights needed for the reweighting
procedure. The expectation value and variance of any PDF-dependent observable can now












wk (O(fk)  hOinew)2 :
(3.11)
For our reweighting analysis we will only use the pPb data sets. Because the uncertainty
of the nuclear PDFs dominates the proton PDFs, it is sucient to only vary the lead PDFs.
Consequently, the pPb cross sections are linear in the lead uncertainties, and we can compute
the reweighting by evaluating cross sections only on the Hessian error PDFs (32+1 in case
9In the case of the nCTEQ15 PDFs, the tolerance criterion is T = 35 which corresponds to a 90% c.l., the
detailed explanation on how it was dened can be found in appendix A of [7]. The tolerance factor used in
this analysis corresponds to the 68% c.l. which we obtain by rescaling the above: T  35=1:6452  13.
10In our analysis we also add the normalization errors in quadrature to the statistical and systematic ones.
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A similar decomposition can be used for pp or PbPb data to reduce the number of necessary
evaluations. However, because of the quadratic dependence on the PDFs, the reduction is
smaller and does not necessarily lead to lower computational costs.
We will compare the 2 for each experiment calculated with the initial PDFs (before
reweighting) and with the PDFs after the reweighting procedure; this will allow us to estimate







where hTji is a theory prediction calculated as an average over the (reweighted or not-
reweighted) replicas according to eq. (3.11) (with or without weights).
Finally, the eectiveness of the reweighting procedure can be (qualitatively) estimated










Ne provides a measure of how many of the replica sets are eectively contributing to the
reweighting procedure. By denition, Ne is restricted to be smaller than Nrep. However,
when Ne  Nrep it indicates that there are many replicas whose new weight (after the
reweighting procedure) is suciently small that they provide a negligible contribution to the
updated probability density. This typically happens when the new data is not compatible
with the data used in the original t, or if the new data introduces substantial new informa-
tion; in both cases, the procedure becomes ineective and a new global t is recommended.
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3.3.2. Reweighting using CMS W rapidity distributions









Figure 3.18: Weight distribution after reweighting using rapidity distributions of charged
leptons from CMS W production data.
As an example, we consider the reweighting using the CMSW production data from pPb
collisions [42]. In this example we use rapidity distributions of charged leptons originating
from the decay of both W+ and W  bosons with Nrep = 104 replicas leading to Ne = 5913.
In Fig. 3.18 we display the distribution of the weights obtained from the reweighting
procedure. We see that the magnitudes of the weights are reasonable; they extend up to
 9 with a peak at the lowest bin. It will be useful to compare this distribution with later
results using dierent observables and data sets.
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Figure 3.19: Comparison of data and theory before and after the reweighting procedure for
the rapidity distributions of charged leptons in W production measured by CMS [42].
In Fig. 3.19 we show the comparison of the data to theory before and after the reweighting
procedure.11 As expected, we see that after the reweighting procedure the description of the
data is improved. This is true for both the W+ (left gure) and W  (right gure) cases.
We can quantify the improvement of the t by examining the 2=Ndata for the individual
distributions. For theW+ case, the 2=Ndata is improved from 5:07 before reweighting to 3:23
after reweighting. Similarly, forW  the 2=Ndata is improved from 4:57 to 3:44. The amount
of change due to the reweighting procedure should be proportional to the experimental
uncertainties of the incorporated data; this is the same as we would expect from a global t.
For W production investigated here, the uncertainties are quite substantial, and the eects
are compounded by the lack of correlated errors.
Finally, we show the eect of the reweighting on the PDFs themselves. In Fig. 3.20,
we display PDFs for the up quark and gluon at a scale of Q = 10 GeV. We can see that
11We note here the dierence of PDF uncertainties compared to the plots presented in Sec. 3.2; this is
caused by the fact that now we use the 68% c.l. errors whereas in Sec. 3.2 we have used the 90% c.l. errors
that are provided with the nCTEQ15 PDFs. This holds for all plots in Sec. 3.3.
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Figure 3.20: Comparison of PDFs at Q = 10 GeV before and after the reweighting procedure
using only the CMS rapidity distribution data set. The lower plots show the ratio compared
to the central (average) distribution before the reweighting.
the reweighting has the largest eects in the low x region, and this holds also for the other
avors as well. Generally the eects at intermediate and large x values are limited, with
the exception of the gluon which is poorly constrained and exhibits a substantial change for
large x.
In Figs. 3.19 and 3.20, in addition to the reweighting results, we also show results calcu-
lated using the Hessian proling method [64]. The Hessian proling should agree precisely
with our reweighting calculations, and this can serve as an independent cross-check of our
results. Indeed, in the gures we observe that the proling exactly matches the reweighted
results. In the following gures we will display only the reweighting results, but in all pre-
sented cases we have checked that these two methods agree.
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3.3.3. Using Asymmetries instead of dierential cross sections









Figure 3.21: Weight distribution after reweighting using the lepton charge asymmetry and
forward-backward asymmetry from CMS W production data.
In this section we will re-investigate the reweighting analysis from the previous section
employing the CMS W production data. Instead of using rapidity distributions (as in
the previous section), we will use two types of asymmetries which are constructed with the





and is dened per bin in the rapidity of the charged lepton where Nl represents the corre-
sponding number of observed events in a given bin. For the purpose of the theory calculation,
Nl will be replaced by the corresponding cross-section in a given bin.
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Figure 3.22: Comparison of data and theory before and after the reweighting procedure
using the charge asymmetry (left) and the forward-backward asymmetry (right) from W
production data by CMS [42].
It is useful to consider the expression for the charge asymmetry at leading order in the







Here, the partons with momentum fraction x1 are in the proton, and those with momentum
fraction x2 are inside the lead. At large negative rapidities (small x1, large x2), we have
f(x1) = f(x1) for all parton avors (f = u; d; s; c) and the expression for the asymmetry
simplies to the following form
A` ! d(x1)uv(x2)  u(x1)dv(x2)  c(x1)sv(x2) + s(x1)cv(x2)
d(x1)uv(x2) + u(x1)dv(x2) + c(x1)sv(x2) + s(x1)cv(x2)
: (3.17)
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Figure 3.23: Comparison of PDFs at a scale of Q = 10 GeV before and after the reweight-
ing procedure using asymmetries measured by CMS [42]. The lower plots show the ratio
compared to the central (average) distribution before the reweighting.
Assuming cv(x2) = c(x2)  c(x2) = 0 and sv(x2) = s(x2)  s(x2) = 0, as it is the case in all
the existing nPDF sets, the expression further simplies





In the last equation, we have used the fact that the small x1 up and down PDFs are very
similar [67]. Since the dPbv (x2) > u
Pb
v (x2), we expect the asymmetry to be negative at large
negative rapidities. One can also observe that the asymmetry calculated with either nf = 2
or nf = 5 will be the same. A non-zero strange asymmetry (s(x2) > s(x2)) would lead to a
decrease of the A` asymmetry, thereby improving the description of the CMS data.
Conversely, at large positive rapidities (small x2, large x1), we have f(x2) = f(x2) for all
parton avors (f = u; d; s; c) and the expression for the asymmetry becomes
A` ! uv(x1)d(x2)  dv(x1)u(x2) + cv(x1)s(x2)  sv(x1)c(x2)
uv(x1)d(x2) + dv(x1)u(x2) + cv(x1)s(x2) + sv(x1)c(x2)
: (3.19)
83
Again, assuming c(x1) = c(x1) and s(x1) = s(x1), this expression further simplies to





where we have again used u(x2) ' d(x2) at small x2. Since uv(x1) > dv(x1) in the proton, we
expect a positive asymmetry in the kinematic region of large positive rapidities. Furthermore,
the reweighting of the nuclear PDFs will have very little impact on the charge asymmetry
in this limit even if the precision of the data will increase in the future.
Another asymmetry used by CMS is the forward-backward asymmetry. This is dened





This asymmetry is dened separately for the W+ and W  cases. It can also be combined
into a single quantity, the forward-backward asymmetry of charge-summed W bosons:
AFB(y`) =
dNl+(+ylab) + dNl (+ylab)
dNl+( ylab) + dNl ( ylab) : (3.22)
This is the quantity we will use for our analysis in this section.
We now use the asymmetries of Eqs. (3.15) and (3.22) to perform a reweighting of the
nCTEQ15 lead PDFs. These asymmetries are just combinations of the rapidity distributions
used in Sec. 3.3.2, and if both are employed at the same time they should encode similar
information to the rapidity distributions themselves. In the literature it is sometimes ar-
gued that the asymmetries are more sensitive to the PDFs and in turn are better suited
to performing PDF ts [42, 49, 50]. We will empirically check this statement by comparing
reweighting predictions using rapidity distributions and the above mentioned asymmetries.
In the following, we present the results of the reweighting using the lepton charge asym-
metry and forward-backward asymmetry of charge-summed W bosons. In this case, the
eective number of replicas is Ne = 7382.
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The distribution of weights is displayed in Fig. 3.21, and we can see that compared to
the reweighting using directly the rapidity distributions (Fig. 3.18), the weights are smaller
extending only to around  2:7 and more evenly distributed.
In Fig. 3.22 we show a comparison of data and theory before and after the reweighting
procedure. In the case of the charge asymmetry we do not see a large improvement, but
this is not surprising as there is already good agreement between the data and theory before
the reweighting. We note that the 2=Ndata before the reweighting is 1:44 and 1:27 after the
reweighting.
In the case of the forward-backward asymmetry the initial agreement between data and
theory is not as good and the corresponding improvement is much larger; 2=Ndata changes
from 4:03 to 1:31.
We now show the eect of the reweighting procedure on the PDFs. In Fig. 3.23 we display
the PDFs for the up quark and gluon at a scale of Q = 10 GeV. We can see that in both cases
the eect is limited to the low x region and does not exceed few percent. The results for other
avors are similar, and overall the asymmetries with the current experimental uncertainties
seem to have rather small eect on the nPDFs.
In particular it seems that using asymmetry ratios yields a reduced impact, at least
compared to the rapidity distributions of Sec. 3.3.2. This is possibly due to the fact that
much of the information on the nuclear corrections is lost when constructing the ratios.
However, asymmetries can be still useful to explore the very forward and backward regions
of the rapidity distributions (corresponding to higher/lower x values) where experimental
uncertainties are typically large but can cancel in the ratios.
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3.3.4. Including all the data sets









Figure 3.24: Weight distribution after reweighting using all LHC pPb data on W=Z produc-
tion.
Due to large experimental uncertainties, the eect of individual data sets presented in
Sec. 3.2 on the lead PDFs is rather limited. The largest constraint is obtained from the
CMS W data [42] (Secs. 3.3.2), and from (preliminary) ATLAS W data [40]. In order to
maximize the eects on the PDFs, we now employ all proton-lead data sets from Tab. 3.1
to perform the reweighting of the nCTEQ15 lead PDFs. Note that we use both the rapidity
distributions and the asymmetries; although this can be regarded as \double counting", it
is a common practice in proton PDF analyses, e.g. [26].
As the impact of the reweighting on the theory predictions for ALICE W production
data [44], LHCb Z data [43] and both ATLAS [39] and CMS [41] Z production data is very
small, we will not show the corresponding comparisons of theory predictions before and after











































































































































Figure 3.25: 2 per experiment before and after the reweighting procedure using all LHC
pPb data.
indicating that the data sets are compatible, cf. Fig. 3.25. However, the initial 2 for these
data sets was already very small which reects the large experimental uncertainties of these
data sets and their limited constraining power on the nPDFs.
We start by examining the distribution of weights of the new replicas which is displayed
in Fig. 3.24. We see that the distribution is steeply falling in a similar manner to the one
from Fig. 3.18 obtained using only CMS W rapidity distributions, but it extends to higher
values of  17. These results are not very surprising as the CMS W data set is the one
introducing the most constraints. We also note that the reweighting procedure results in
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Figure 3.26: Comparison of data and theory before and after the reweighting procedure
using all LHC pPb data. The results for the CMS W+ (left) and W  (right) distributions
are shown.
the eective number of replicas Ne = 3603 which is around 40% of the number of initial
replicas. This suggests that the reweighting procedure should still yield reliable results.
Now we turn to the comparison of data with the theory predictions before and after the
reweighting procedure. In Fig. 3.26 we show the predictions for the CMS W data [42], and
in Fig. 3.27 we show the corresponding predictions for the ATLAS W data [40]. We can
see that in both cases we observe an improvement in the data description that is conrmed
by the corresponding 2=Ndata values (see gures). The 
2 values tell us also that the largest
eect comes from the CMS data which has smaller errors and for which the initial description
(before the reweighting) was worse than in the ATLAS case.
Furthermore, comparing the values of 2=Ndata for the CMS W
 data after the reweight-
ing using all data sets and using only CMS data (Sec. 3.3.2) we see further improvement of
2=Ndata when more data is included. This shows that the dierent data sets are compatible
with each other and that they pull the results in the same direction.
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Figure 3.27: Comparison of data and theory before and after the reweighting procedure using
all LHC pPb data. The results for the ATLAS W+ (left) and W  (right) distributions are
shown.
In addition, we show in Fig. 3.25 the 2=Ndata before and after the reweighting for each
of the experiments, as well as the 2=Ndata combining all 102 data points from the dierent
experiments. This highlights the fact that the CMS W measurement yields the largest
impact on the PDFs out of all the considered data sets.
Finally, in Figs. 3.28-3.30 we present the eects of the reweighting on the fu; d; u; d; g; sg
distributions in lead for a scale Q = 10 GeV. The eects are similar when looking at dierent
scales. From the gures we can see that changes in the PDFs are generally aecting the low-x
distributions, and to a lesser extent the moderate to high-x distributions.
When considering the ratios of PDFs, the eects of the reweighting appear to be quite
substantial at large x, especially for the gluon; however, as is evident from looking at the
plots of the PDFs directly, they are approaching zero at large x so the impact for physical
observables is minimal.
Furthermore, when interpreting the results of the reweighting analysis it is important to
remember that this method can only estimate the eects a given data set might have on the
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Figure 3.28: u and d PDFs before and after the reweighting using all LHC pPb data sets.
PDFs; it is not equivalent to a full t. For example, a reweighting analysis cannot be used
to explore new parameters or other dimensions that are not already spanned by the original
PDF uncertainty basis. In particular, this study has shown us that the strange quark PDF
can play an important role in the LHC pPb production of W=Z. As our current s(x) is
parameterized proportional to u(x)+ d(x), this restricts our ability to vary the strange PDF
independently;12 hence, an independent t (in progress) is needed to better the impact of
this data on the nPDFs.
3.3.5. Comparison with EPPS16
During the course of our analysis, a new global t including LHC data (EPPS16 [53]) has
been released. This gives us an opportunity to compare the results of our reweighting study
with these new PDFs. We note here that this is a qualitative comparison as the data sets used
in these two studies are dierent. Another important dierence is that the EPPS16 t has
more parameters to describe the sea-quark PDFs as compared to the nCTEQ15 analysis;
12This point was explored in more detail in ref. [68].
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Figure 3.29: u and d PDFs before and after the reweighting using all LHC pPb data sets.
this provides EPPS16 additional exibility to accommodate all the considered data. As
mentioned earlier, our reweighting of nCTEQ15 cannot compensate for our more restrictive
parametrization, so this must be considered when evaluating these comparisons.
In Figs. 3.31 and 3.32 we present a comparison of u, d, u, d, g and s for the nCTEQ15
PDFs before and after the reweighting, with the EPPS16 distributions at the scale of 80
GeV. There are a number of trends which emerge:
1. In the low x region, the reweighted nCTEQ15 PDFs approach the EPPS16 distri-
butions; for the g and s PDFs, the central values are very close. The eect of the
reweighting appears mostly in this region where (prior to the LHC data) there were
minimal constraints on the PDFs. Therefore, adding the LHC data is able to signi-
cantly adjust the PDFs in this region.
2. In the intermediate x range ( 3 10 2), the central values of the EPPS16 and both
reweighted and initial nCTEQ15 PDFs coincide, and their uncertainty bands are also
similar (except for the strange quark). This region was previously constrained by
pre-LHC data, and we observe minimal changes in this region.
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Figure 3.30: g and s PDFs before and after the reweighting using all LHC pPb data sets.
3. On the contrary, where x is large, the dierences are more important with no consistent
pattern. This is a challenging region as the absolute value of the PDFs is small, and
the nCTEQ15 parameterization may not be suciently exible to accommodate the
new data. Additionally, the inclusion of certain data sets in the EPPS16 analysis (such
as the CHORUS -Pb data [69]) can have a signicant impact.
Finally, we also see that the EPPS16 PDFs have consistently larger uncertainty bands
(especially at low x). As the nCTEQ15 uncertainty bands in this region are essentially
extrapolated from larger x results, the EPPS16 uncertainties are probably a more realistic
assessment. The issue of PDF parameterization is a perennial challenge for the nuclear
PDFs as there is less data and more degrees of freedom as compared to the proton PDFs.
The common solution is to impose assumptions on the nPDF parameters, or to limit the
exibility of the parameterization, and thereby underestimate the uncertainty. These issues
highlight the importance of including this new LHC data in the nPDF analyses as they not
only will help determine the central ts, but also provide for more reliable error estimation.
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Figure 3.31: Comparison of the nCTEQ15 PDFs before and after the reweighting using all
pPb data sets with the EPPS16 PDFs including LHC data. The EPPS16 error bands include
only the nuclear errors (unlike what is provided in LHAPDF where also the proton baseline
errors are included) and they are calculated using symmetric formula.
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Figure 3.32: Continuation of Fig. 3.31.
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3.4. Conclusions
We have presented a comprehensive study of vector boson production (W; Z) from lead
collisions at the LHC. This LHC lead data is of particular interest for a number of reasons:
1. Comparisons with LHC proton data can determine nuclear corrections for large A
values; this is a kinematic fx;Q2g range very dierent from nuclear corrections provided
by xed-target measurements.
2. The W; Z lead data are sensitive to the heavier quark avors (especially the strange
PDF), so this provides important information on the nuclear avor decomposition.
3. Improved information on the nuclear corrections from the LHC lead data can also help
reduce proton PDF uncertainties as xed-target nuclear data is essential for distin-
guishing the individual avors.
Predictions from the recent nCTEQ15 nPDFs are generally compatible with the LHC
experimental data; however, this is partially due to the large uncertainties from both the
nuclear corrections and the data. We do see suggestive trends (for example W production
in pPb at large y`+) which may impose inuential constraints on the nPDF ts as the exper-
imental uncertainties are reduced. Intriguingly, the large rapidity W=Z data seem to prefer
nuclear PDFs with no or delayed shadowing at small x, similar to what has been observed
in -Fe DIS. This observation was validated by our reweighting study that demonstrated the
impact of the W=Z pPb data on nPDFs.
The uncertainties of the currently available data are relatively large, and correlated er-
rors are not yet available. Fortunately, we can look forward to more data (with improved
statistics) in the near future as additional heavy ion runs are scheduled.
While the above reweighting technique provides a powerful method to quickly assess the
impact of new data, there are limitations. For example, the reweighting method cannot
introduce or explore new degrees of freedom. Thus, if the original t imposes articial
constraints (such as linking the strange quark PDF to the up and down sea distributions),
this limitation persists for the reweighted PDF [68].
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Most importantly, our correlation study (Sec.II.D) demonstrated the importance of the
strange quark distribution for the vector boson (W=Z) production at the LHC, possibly even
pointing to a nuclear strangeness asymmetry (s(x) > s(x)). The comparison of the 2 avor
and 5 avor results illustrates how avor decomposition and nuclear corrections can become
entangled. Therefore, it is imperative to separately control the strange PDF and the nuclear
correction factor if we are to obtain unambiguous results. The investigations performed
in this paper provide a foundation for improving our determination of the PDFs in lead,
especially the strange quark component. Combining this information in a new nCTEQ
t across the full A range can produce improved nPDFs, and thus yield improved nuclear
correction factors. These improved nuclear correction factors, together with the LHC W=Z
production data for pp, can rene our knowledge of the strange PDF in the proton.
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Chapter 4
Heavy Flavor Variable Number Schemes
In a brief detour from the study of the eects of LHC data on nCTEQ nPDFs, this chapter
provides a deeper look at the theoretical choices that underlie PDF tting, specically as
those choices pertain to heavy avor number schemes. While this analysis has little direct
eect on tting nCTEQ15 with LHC data, the lessons learned here proved invaluable when
validating nCTEQ++ (See Section 5.2).
4.1. Introduction
The global analyses of PDFs has progressed signicantly in recent years. On the experi-
mental front, there is data ranging from the xed-target regime at low energy, on to HERA
and the LHC at very high energies. On the theoretical front, the analysis can be performed
not only at NLO, but now at NNLO. To capitalize on these advances, it is essential to include
a proper treatment of the heavy quarks to enable high precision phenomenological analysis
of measurements.
The Variable Flavor Number Scheme (VFNS) allows us to deal with the heavy quark
mass scale across the full kinematic range by varying the number of active avors (NF ) in
the DGLAP QCD evolution [29, 70{79]. At low energy scales, the DGLAP evolution only
involves NF light avors, and there is no PDF for the heavy quark. At high energy, the
heavy quark PDF is included in the DGLAP evolution so that there are now NF + 1 active
avors. To combine the above NF and NF + 1 sub-schemes into a single VFNS, we must
dene an energy scale m where we match these together; this will be the scale where we









































Figure 4.1: An illustration of the separate NF renormalization sub-schemes which dene a
VFNS. Historically, the matching scales m were chosen to be exactly the mass values mc;b;t
as in Figure-a. Figure-b is a generalized case where the matching scales m are chosen to
be dierent from the mass values.
Historically, the matching scale m was taken to be the heavy quark mass mH . At the
matching scale, the PDFs and S() for NF + 1 are dened in terms of the NF quantities
by the following boundary conditions:
f
(NF+1)




 f (NF )j (x; m) (4.1)

(NF+1)





















The matching matrix Mji and coecients cnk can be perturbatively computed.1
The new xFitter 2.0.0 program2 links to the APFEL code [21] which has implemented
generalized matching conditions that enable the switch from NF to NF + 1 at an arbitrary
matching scale m. This allows us to introduce the heavy quark PDF at any scale|not just
at m = mH ; this exibility provides a number of advantages. For example, as the matching
1The perturbative coecients of Mji at NLO are available in Refs. [80, 81], and at NNLO in Ref. [82].
mH is the mass of the NF +1 avor quark. For S(), the cnk coecients are available in the Particle Data
Group review of Quantum Chromodynamics [83].
2Information on the xFitter program can be found at www.xFitter.org, and in Refs. [84,85].
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scale moves to higher scales, the theory at the lower scales eectively becomes a Fixed Flavor
Number Scheme (FFNS); yet we still retain a VFNS at the higher scales.
The choice of the matching scale m, like the choice of VFNS or FFNS, amounts to a
theoretical scheme choice. As such, the variation of m represents a source of theoretical
uncertainty. The variable matching scale implemented in xFitter provides a new incisive
tool to study the impact of these choices across a broad kinematic region. Additionally, as we
move from NLO to NNLO calculations, new features are encountered, and these compel us
to reexamine some of the foundational elements used to construct this theoretical framework.
Reconsidering the historical choice m = mH is of particular relevance for heavy-quark
initiated processes at the LHC. In this context, the benets of the FFNS close to the threshold
region and of the VFNS at higher scales are often simultaneously needed to describe the
data. Therefore, a careful choice of the matching scales could help formulate a matching
prescription between FFNS and VFNS able to achieve this goal in a very simple fashion [86].
This study will examine the combined HERA data set and evaluate the impact of the
matching scale on the features of the t of PDFs. In Sect. 4.2, we review the key elements
of the VFNS used in this study. Sect. 4.3, shows the impact of the matching scale m on
the PDFs. In Sect. 4.4, we perform a t of the combined HERA data sets at both NLO and
NNLO, and investigate the eect of the matching scale m. Sect. 4.5 presents an example
of how the m exibility can be used as a tool to evaluate a recent suggestion for a NF
dependent PDF. Sect. 4.6 summarizes the general characteristics and conclusions of this
study.
4.2. Variable Flavor Number Scheme (VFNS)
Here we will outline the key concepts of the heavy quark VFNS which are relevant for
this investigation.
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4.2.1. The matching scale m
A generalized formulation of the VFNS factorization is based on the Collins-Wilczek-Zee
(CWZ) renormalization scheme which involves a sequence of sub-schemes parameterized by
the number of active quark avors (NF ) [87,88]. For each sub-scheme, the NF (active) avors
are renormalized using the MS scheme while the heavy (inactive) avors are renormalized
using zero-momentum subtraction. This ensures that to all orders in perturbation theory
(i) the results are gauge invariant, (ii) the results for the activeNF avors match the standard
MS results, and (iii) the heavy (inactive) avors manifestly decouple.3 Specically, both the
DGLAP evolution kernels for the NF active PDFs and the renormalization group equation
for 
(NF )
S () are pure MS.
To connect the separateNF sub-schemes into a single scheme that spans the full kinematic
range, we must choose a matching scale m which will relate the sub-schemes. This is where
we dene the PDFs and S of the NF + 1 scheme in terms of the NF scheme, cf. Eqs. (4.1)
and (4.2). A schematic representation of this is displayed in Fig. 4.1.
For example, at scales c <  < b the scheme has NF = 4 active avors fu; d; s; cg with
4-avor PDFs and 
(4)
S (); the bottom quark is not treated as a parton and f
(4)
b (x; ) = 0.
At the scale  = b, we can compute the 5-avor PDFs and 
(5)
S () in terms of the
4-avor quantities; the boundary conditions are non-trivial and the PDFs and S() are not
necessarily continuous. This scheme has NF = 5 active avors fu; d; s; c; bg, and the bottom
quark is included in the DGLAP evolution.
4.2.2. Historical choice of m = mc;b;t
Historically, the matching scale m was commonly taken to be exactly equal to the mass
of the heavy quark m = mc;b;t; this was a convenient choice for a number of reasons.
3For the CWZ scheme with NF (active) avors and an arbitrary number of heavy (inactive) avors, the
evolution of the PDFs and 
(NF )
S () will involve only the active NF avors; the inactive heavy avors can
be ignored.
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 f (4)j (x; b) (4.3)
where cij0 and c
ij
1 are perturbatively calculable coecient functions. Note that the right-hand
side uses 4-avor PDFs and S, while the left-hand side uses 5-avors.
The choice b = mb will cause the logarithms to vanish, and this greatly simplies the
matching relations. Additionally, at NLO in the MS scheme the constant term cij0 in the
matching equation coincidentally vanishes [82]. The net result is that for b = mb, the PDFs
will be continuous (but not dierentiable) at NLO. This is historically why m was set to
mc;b;t.
However, at NNLO and beyond the situation is more complex; in particular, the higher-
order terms corresponding to cij0 will be non-zero, and the matching of both the PDFs and
S() will be discontinuous. Consequently, the freedom to arbitrarily choose the matching
scale m (and decide where to place the discontinuities) will have a number of advantages,
as the next subsection will demonstrate.
4.2.3. Smooth matching across avor thresholds















¹ (GeV) ¹ (GeV)¹ (GeV)
x=0.1 x=0.01 x=0.001
b)a) c)
Figure 4.2: The comparison of the DGLAP-evolved PDF fb(x; ) and the perturbatively
calculated ~fb(x; ) as a function of  for selected x values. For ! mb we nd the functions
match precisely: ~fb(x; ) ! fb(x; ). We have used NNPDF30 lo as 118 nf 6 as the base
PDF set.
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To gauge the impact of the contributions of the heavy quark PDFs in a process inde-
pendent manner, we can compare the DGLAP-evolved heavy quark PDF fb(x; ) with a
perturbatively computed quantity: f efb(x; ). At NLO, f efb(x; ) takes a gluon PDF and
convolutes it with a perturbative (DGLAP) splitting g ! bb [89, 90]; this can be thought of
as a \perturbatively" computed bottom PDF. The result at NLO is:









The dierence between fb(x; ) and f efb(x; ) is due to the higher order terms which are
resummed by the heavy quark DGLAP evolution.4
To better understand these quantities, we compute DIS bottom production at NLO in a
5-avor VFNS, and nd the cross section to be [72]:
V FNS = b!b 

h
fb(x; )  f efb(x; )i+ g!b 
 fg(x; )| {z } FFNS : (4.5)
Here, b!b 
 fb is the LO term, and b!b 
 f efb is the subtraction (SUB) term. The unsub-
tracted NLO term g!b
fg corresponds (approximately) to a FFNS calculation. Here, b!b
is proportional to a delta function which makes the convolution trivial.
Thus, the combination (fb   f efb) represents (approximately) the dierence between a
VFNS and FFNS result.5 These quantities are displayed in Fig. 4.2. In the region   mb,
fb(x; ) and f efb(x; ) match precisely; it is this cancellation which (at NLO) ensures physical
quantities will have a smooth transition across the avor threshold.
At larger  scales, fb(x; ) and f efb(x; ) begin to diverge; this indicates that the re-
summed heavy quark logarithms are becoming sizable. The details clearly depend on the
specic x values. For large x (x  0:1) we nd fb(x; ) > f efb(x; ), while for small x
4In Eq. (4.4), f efb(x; ) includes the single splitting (g ! bb); in contrast, the DGLAP evolution of
fb(x; ) sums an innite tower of splittings. Note, we have used the NNPDF30 lo as 118 nf 6 PDFs to
precisely match the order of the splitting kernels in the NLO calculation.
5The above correspondences are only approximate as the VFNS and FFNS also dier in S and the
PDFs.
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(x  0:001) the result is fb(x; ) < f efb(x; ); nally, for intermediate x (x  0:01) the two
terms nearly balance even for sizable  scales.
While the QCD theory ensures proper matching, this is not so easy to implement in a
general numeric calculation for all observables, especially for complex observables involving
multiple numeric integrations. In particular, the cancellation of Fig. 4.2 requires that the
quark masses mc;b;t, the strong coupling S, and the order of the PDF evolution are exactly
matched in (i) the DGLAP evolution that generates the PDFs, (ii) the partonic cross sections
that are convoluted with the PDFs, and (iii) the fragmentation function (if used).
In practice, there are almost always slight dierences. A typical analysis might use a
variety of PDFs from dierent PDF groups, together with a selection of fragmentation func-
tions; each of these will be generated with a specic set of quark masses and S values which
are most likely dierent. Thus, it is essentially inevitable that the cancellations exhibited in
Fig. 4.2 will be spoiled leading to spurious contributions which can be substantive.
Instead of setting the matching scale at the heavy quark mass m = mc;b;t, xFitter
provides the exibility to delay the matching scale m to a few multiples of the heavy quark
mass; this will avoid the need for the delicate cancellation in the m  mc;b;t region, and the
results will be numerically more stable.
As an extreme example, one could imagine delaying the matching scale to innity (m !
1) which would amount to a FFNS; here, the disadvantage is that the FFNS does not
include the resummation of the higher-order heavy quark logs which have been demonstrated
to improve the t to the data [91]. Using the new exibility of the xFitter program, it is
possible to investigate the trade-os between a large and small value for the matching scale
m.
A separate example is present in the transverse momentum (pT ) distributions for heavy
quark production (pp ! bb) using the (general mass) GM-VFNS [92, 93]. If we compute
this in an NF = 5 avor scheme, the contribution from the bb ! bb sub-process with an






b (a common choice), the singularity can be cured by either a dierent
scale choice, or by delaying the switch to the 5-avor scheme to a higher scale, e.g., b  2mb.
4.2.4. Discontinuities
At NNLO both the PDFs and the S() will necessarily have discontinuities when match-
ing between the NF to NF + 1 avor schemes as specied by Eqs. (4.1) and (4.2). If we
are analyzing a high precision experiment and arbitrarily impose a matching at the quark
masses m = mc;b;t, this may well introduce discontinuities within the kinematic range of
some precision data. While it is true that these discontinuities simply reect the theoretical
uncertainties, it is disconcerting to insert them in the middle of a precision data set.
The ability to vary the matching scale m provides us with the option to shift the location
of these discontinuities for a particular analysis. For example, to analyze the high-precision
charm production HERA data, we necessarily are working in the region of the bottom mass
scale ( 4:5 GeV). Both the PDFs and S() will be discontinuous at the matching scale
which transitions between the NF = 4 and NF = 5 schemes. If the matching scale is chosen
in the region m  mb, these discontinuity will appear in the region of the data. Instead, we
can shift the matching m to a higher scale (for example, set m to 2mb or 3mb) and thus
analyze the charm production data in a consistent NF = 4 avor framework. Yet, we still
retain the transition to NF = 5 avors so that processes such as LHC data at high scales are
computed including the bottom PDF.
4.3. The matching scale m
Having sketched the characteristics of a exible matching scale m, we will examine the
specic boundary condition and the impact on the global t of the PDFs.
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Figure 4.3: We display the b-quark PDF x f
(5)
b (x; ) for dierent choices of the matching
scales m = fmb=2;mb; 2mbg (indicated by the vertical lines) computed at NLO (Fig.-a) and
NNLO (Fig.-b).
Fig. 4.3 displays the eect of dierent values of the bottom matching scale b on the















 f (4)g (x; b) (4.6)
where L = ln(2b=m
2
b). The superscripts f4; 5g identify the number of active avors NF . The
gluon and the light quarks also have matching conditions analogous to Eq. (4.6).
As already mentioned, if we choose to match at b = mb then L = 0 and f
(5)
b (x; m)
will start from zero at b = mb. This coincidental zero (c
ij
0 = 0) is the historic reason why
6 A rst study of the impact of moving the bottom matching scale with respect to the bottom mass
was already done in Ref. [94] in the context of bbH production at the LHC using a matched scheme. The
approach developed in this study was more recently applied to the 13 TeV LHC in Ref. [95].
7 At NNLO, the bottom-quark matching condition also receives contributions from the light quarks as
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Figure 4.4: We display F b2 (x;Q) for dierent choices of the matching scales m =
fmb=2;mb; 2mbg (indicated by the vertical lines) computed at NLO (Fig.-a) and NNLO
(Fig.-b). Here, we have chosen  = Q. For details on the FONNL calculation see Ref. [75].




1 L terms can be
ignored, then the PDFs are continuous (but not dierentiable) across the matching scale.8
At NNLO this is no longer the case; the NNLO constant term at O(2S) does not vanish
and the PDFs will have a discontinuity regardless of the choice of matching scale. Although
the dierence is subtle, the (red) curve for b = mb does start exactly from zero for the NLO
calculation (Fig. 4.3-a), while for the NNLO calculation (Fig. 4.3-b) it starts from a small
non-zero value.
As we vary the matching b in the vicinity of mb, the sign of f
(5)
b (x; b) is controlled
by the log term (cij1 L). For b < mb this combination will drive f
(5)
b (x; b) negative, and
this will be compensated (in the sum rule for example) by a positive shift in the 5-avor




b (x; ) curves computed with the NLOmatching conditions (Fig. 4.3-
a) at large  scales, there are obvious dierences in the curves. This reects the dierence
between the single log contribution (cij1 L) computed by the matching condition of Eq. (4.6)
8 While the VFNS framework is compatible with an intrinsic charm or bottom PDF, we do not introduce
these into the current study. For additional details, see Refs. [96{99].
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and the resummed contributions computed by the DGLAP evolution equation. Specically,
the NLO matching includes the SL contribution, but is missing 
2
SL
2 and higher terms;
this is what gives rise to the dierences of Fig. 4.3-a. Obviously, the 2SL
2 contributions can
be important.
Comparing the dierent f
(5)
b (x; ) curves computed with the NNLO matching conditions
(Fig. 4.3-b) at large  scales, the dierences in the curves are greatly reduced compared
to the NLO case. The NNLO result includes both the SL and 
2
SL
2 contributions, but is
missing 3SL
3 and higher orders. Clearly the inclusion of the 2SL
2 contributions dramatically
reduces the eect of the dierent choices of the m matching scale.
Finally, we wish to emphasize that ultimately the choice of m amounts to a choice of
scheme. In the limit that perturbation theory is computed to all orders, the innite tower of
logarithms resummed by the DGLAP evolution equations (in the NF +1-avor scheme) will
be explicitly summed in the matching conditions (in the NF -avor scheme). In a practical
sense, while the dierences at NLO are substantive, at NNLO the residual dierences at large
 scale are much smaller. This reduced sensitivity on the choice of m provides increased
exibility and precision in our ts, as will be illustrated in the following sections.
4.3.2. Impact of matching on F b2 (x;Q)
Having examined the PDFs in the previous section we now turn to a physical observable,
F b2 (x;Q).
Fig. 4.4-a) shows the NLO result for F b2 (x;Q) which will receive contributions from the
LO process (b ! b) as well as the NLO (g ! bb) process. For  < b, f (5)b (x; ) = 0
and only the gluon initiated process contributes. For  & b, the bottom PDF turns on (cf.
Fig. 4.3), and the heavy quark initiated process now contributes. Because the PDFs, S(),
and mb are all carefully matched in this calculation, the cancellation outlined in Sect. 4.2.3











Figure 4.5: The LO process b! b (4.5a) and the NLO process g ! bb( 4.5b).
Fig. 4.4-b) shows the NNLO result for F b2 (x;Q). As with the PDF matching of Fig. 4.3-b),
the additional NNLO contributions signicantly reduce the impact of the dierent matching
scales so that the prediction for F b2 (x;Q) is now very insensitive to b.
The above smooth transition of F b2 (x;Q) from the NF = 4 to the NF = 5 scheme holds
even though the PDFs and S() have discontinuities. Because we have used consistent
choices for fmb; f (NF )i ; Sg, the cancellation of Sect. 4.2.3 applies, and the eect of any
discontinuities in the physical observable will be of higher order. Conversely, a mismatch
in fmb; f (NF )i ; Sg would spoil this cancellation and result in unphysical large contributions
when f
(5)
b (x; ) is introduced. This is precisely the case where shifting the matching scale b
to a higher scale such as 2mb or 3mb would help avoid these problems.
It is interesting to note that as we compute even higher orders, the discontinuities in
the PDFs and S() will persist at lower order; but, any discontinuities in the physical
observables will systematically decrease order by order.
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4.4. The PDF ts
4.4.1. xFitter, APFEL, and data sets
To study the eects of varying the matching scales for the charm and bottom quark we
will perform a series of ts to various data sets. Since we are varying the matching scales
in the vicinity of mc and mb, we want data that constrain the PDFs in this region. For
this purpose, we include the very precise combined HERA data sets as these provide strong
constraints in the region   mc;b, and also extend up to higher scales [28, 100{102]. In
particular, the HERA measurement of the charm and bottom cross sections are included as
they are sensitive to the choice of c and b.
These ts are performed with the xFitter program using the APFEL evolution code [16,
21, 103]. The DIS calculations use the FONLL-B scheme for the NLO calculations, and the
FONLL-C scheme for the NNLO calculations; these are both O(2S) prescriptions, and the
details are specied in Ref. [75]. We use mc = 1:45 GeV, mb = 4:5 GeV, S(MZ) = 0:118
for both the NLO and NNLO calculations. The t is performed using pole masses, but the
formalism can be used equally well with the MS denition of the heavy quark masses [104].
For the PDFs, we use a HERAPDF 14-parameter functional form with initial QCD evolution
scale Q20 = 1:0 GeV
2 and strangeness fraction fs = 0:4; the other QCD t settings and
constraints are similar to the analysis of Ref. [104].
The minimization of the 2 is performed using MINUIT [105]. The correlations between
data points caused by systematic uncertainties are taken into account in the \Correlated
2" contribution. A \Log penalty 2" arises from the likelihood transition to 2 when the
scaling of the errors is applied [84,106].
The full sets of data are listed in Tabs. 4.1-4.4, and the reference for each data set is
cited in Tab. 4.1. The combined inclusive HERA data (HERA1+2) from Ref. [28] includes
both neutral current (NC) and charged current (CC) results for electrons (em) and positrons
(ep) at a variety of energies. The charm cross sections from Ref. [101] include the combined
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H1-ZEUS results. The bottom cross sections from ZEUS are presented in Ref. [102] and
those from H1 in Ref. [100].


















Figure 4.6: 2 vs. the charm matching scale c at a) NLO and b) NNLO for all data sets.
The bin boundaries for the HERA data set \HERA1+2 NCep 920" are indicated by the
vertical lines.
The charm cross section data are expected to be sensitive to the treatment of the charm
PDF in the threshold region, and this is reected in the results of Figures 4.6, 4.7 and
Tables 4.1, 4.2.
Fig. 4.6 displays the results for varying the charm quark matching scale c both for the
NLO and NNLO calculations.9 Comparing the NLO and NNLO cases, the NLO result ranges
over  100 units in 2, while the NNLO varies over  25 units of 2. This dierence in the
2 variation reects the eects of the higher order terms; it is reassuring to see that the c
dependence decreases at higher orders.
9 For these scans we hold the bottom matching xed at b = mb and keep c < mb so the ordering of
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Figure 4.7: 2 vs. the charm matching scale c at a) NLO and b) NNLO for only the H1-
ZEUS combined charm production data; note, this includes the correlated 2 contribution
from Tables 4.1 and 4.2.
At NLO, the matching conditions pick up the contribution of only the single log term L
(Eq. (4.6)), while at NNLO we pick up both the L and L2 terms. In contrast, the DGLAP








Examining the NLO analysis of Fig. 4.6-a, we nd that at low scales, the 2 increases
with increasing c scale. While our plot extends slightly below the charm mass, it is not
obvious if there is actually a minimum in c. It is problematic to compute with c values
much lower than mc as S becomes large and the charm PDF negative. Thus, the optimal
computational range for c appears to be in the region of mc.
Focusing on the charm data alone as shown in Fig. 4.7-a, the situation is not so clear;
the 2 increases with increasing c, but again there does not appear to be a minimum at
low c values. Moving to large c, the 
2 values initially increase, but then decrease as
c approaches mb. As we want to maintain the ordering c < b, we cannot go to larger
scales unless we increase b. While this is allowed, it is more complex to explore the two-
dimensional fc; bg parameter space; hence, we limit the present study to variation of a
single scale.
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Charm NLO c = 1mc 2mc 3mc
Charm cross section H1-ZEUS combined [101] 46 / 47 61 / 47 54 / 47
H1 F2 Beauty Vertex [100] 3.1 / 12 2.8 / 12 2.7 / 12
Beauty cross section ZEUS Vertex [102] 12 / 17 12 / 17 12 / 17
HERA1+2 CCep [28] 44 / 39 44 / 39 45 / 39
HERA1+2 CCem [28] 52 / 42 47 / 42 48 / 42
HERA1+2 NCem [28] 220 / 159 228 / 159 227 / 159
HERA1+2 NCep 820 [28] 65 / 70 70 / 70 68 / 70
HERA1+2 NCep 920 [28] 414 / 377 433 / 377 471 / 377
HERA1+2 NCep 460 [28] 221 / 204 217 / 204 225 / 204
HERA1+2 NCep 575 [28] 216 / 254 224 / 254 222 / 254
Correlated 2 total (charm) 86 (10.5) 91 (12.5) 105 (11.3)
Log penalty 2 total (charm) +6.7 (+0.1) -0.7 (-0.4) -1.2 (-0.2)
Total 2 / dof 1386 / 1207 1430 / 1207 1479 / 1207
Table 4.1: The 2 values at NLO for individual data sets for a selection of the charm matching
scales c. The contribution of the charm data contained in the \Correlated 
2" and in the
\Log penalty 2" terms is indicated separately in the parentheses.
The 2 results for each individual data set is summarized in Tab. 4.1. The data sets with
the largest eects are i) the H1-ZEUS combined charm cross section data, and ii) the very
precise \HERA1+2NCep 920" set. The sensitivity of the \HERA1+2NCep 920" set is due
to a large number of data points with small uncertainties.
Turning to the NNLO analysis of Fig. 4.6-b and the results of Tab. 4.2, a number of points
are evident. Again, the two data sets with the largest impact are the H1-ZEUS combined
charm cross section data, and the \HERA1+2NCep 920" set. In Fig. 4.6 the vertical lines
indicate the bin boundaries for the \HERA1+2NCep 920" data set.
Scanning in 2, discrete jumps are evident. As we vary the matching scale, certain data
bins move between the NF = 3 and NF = 4 schemes, shifting the 
2 by one or two units
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Charm NNLO c = 1mc 2mc 3mc
Charm cross section H1-ZEUS combined 45 / 47 50 / 47 50 / 47
H1 F2 Beauty Vertex 3.5 / 12 3.5 / 12 3.3 / 12
Beauty cross section ZEUS Vertex 13 / 17 13 / 17 13 / 17
HERA1+2 CCep 43 / 39 43 / 39 43 / 39
HERA1+2 CCem 55 / 42 55 / 42 54 / 42
HERA1+2 NCem 217 / 159 217 / 159 217 / 159
HERA1+2 NCep 820 66 / 70 64 / 70 66 / 70
HERA1+2 NCep 920 444 / 377 433 / 377 442 / 377
HERA1+2 NCep 460 218 / 204 219 / 204 216 / 204
HERA1+2 NCep 575 220 / 254 218 / 254 219 / 254
Correlated 2 total (charm) 111 (10.8) 109 (11.3) 110 (14.5)
Log penalty 2 total (charm) +18 (-1.1) +18 (-1.8) +15 (-1.8)
Total 2 / dof 1453 / 1207 1439 / 1207 1447 / 1207
Table 4.2: The 2 values at NNLO for individual data sets for a selection of the charm
matching scales c. The contribution of the charm data contained in the \Correlated 
2"
and in the \Log penalty 2" terms is indicated separately in the parentheses.
which is visible in Fig. 4.6-b). These jumps reect the underlying theoretical uncertainty
arising from the choice of NF .
In Fig. 4.6-b the total NNLO variation of 2 is reduced compared to the NLO case, and
the minimum global 2 is now in the region c  2mc. Focusing on the charm data alone in
Fig. 4.7-b, again it is not obvious if there is actually a minimum in c. Given the limitations
of computing with c  mc, the optimal computational range again appears to be in the
general region of mc.
While it may be tempting to try and optimize the matching scale for each data set, recall
that m represents a choice of scheme, and thus reects an inherent theoretical uncertainty;
a specic choice of m will not reduce this uncertainty.
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This situation can also be found in complex global ts where the nal result may be
a compromise of data sets which are in tension; this is why a tolerance factor is often
introduced. This complexity is evident when examining the details of Tables 4.1 and 4.2
which demonstrate the minimum 2 for individual data sets is not simply correlated; this
will be discussed further in Section 4.4.4. An additional challenge of analyzing the charm
case is that c can only vary over the limited dynamic range between  mc and b. This
will not be an issue for the bottom quark (because mt  mb), which is considered in the
following section.



















Figure 4.8: 2 vs. the bottom matching scale b at a) NLO and b) NNLO for all data sets.
The bin boundaries for the HERA data set \HERA1+2 NCep 920" are indicated by the
vertical lines.
The results for varying the bottom quark matching scale b both for the NLO and NNLO
calculations, is presented in Fig. 4.8. This gure highlights the ranges of 2; the NLO result
ranges over approximately  10 units in 2, and the NNLO varies by about the same amount.
The reduced 2 variation as compared to the charm case reects, in part, the decrease in
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Figure 4.9: 2 vs. the bottom matching scale b at a) NLO and b) NNLO for only the
bottom data; note, this includes the H1 and ZEUS beauty data as well as the correlated 2
contribution from Tables 4.3 and 4.4.
Fig. 4.6 with Fig. 4.8 there is a 2 range of  100 vs.  10 for NLO, and  15 vs.  10 for
NNLO.
Examining the NLO analysis of Fig. 4.8-a, there is a slight minimum for 2 in the region
b  2mb with relatively at behavior at larger b scales. Correspondingly, there is a similar
behavior when we focus on only the bottom data of Fig. 4.9-a. The 2 results for each
individual data set are summarized in Tab. 4.3.
The data sets with the largest eects are i) the very precise \HERA1+2NCep 920" set,
and ii) the separate H1 and ZEUS bottom cross section data. The H1 and ZEUS bottom
cross sections display some minimal 2 variation in the region b  mb, but then is relatively
at out to very high scales (b  14mb). It is primarily the \HERA1+2NCep 920" set which
drives the shape of the 2 curve in the b  mb region. Compared to the charm results, the
interpretation of the bottom cross section data requires some care as the number of data
points is smaller, and the relative uncertainty larger.
Turning to the NNLO analysis of Fig. 4.8-b, the variation of the 2 curve is within  8
units across the range of the plot. The resolution of the vertical 2 scale accentuates the
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Bottom NLO b = 1mb 3mb 5mb 10mb 14mb
Charm cross section H1-ZEUS combined 46 / 47 46 / 47 46 / 47 46 / 47 46 / 47
H1 F2 Beauty Vertex 3.1 / 12 3.2 / 12 3.1 / 12 3.2 / 12 3.2 / 12
Beauty cross section ZEUS Vertex 12 / 17 12 / 17 12 / 17 12 / 17 14 / 17
HERA1+2 CCep 44 / 39 44 / 39 44 / 39 44 / 39 44 / 39
HERA1+2 CCem 52 / 42 52 / 42 52 / 42 53 / 42 53 / 42
HERA1+2 NCem 220 / 159 219 / 159 220 / 159 219 / 159 219 / 159
HERA1+2 NCep 820 65 / 70 65 / 70 65 / 70 65 / 70 65 / 70
HERA1+2 NCep 920 414 / 377 410 / 377 410 / 377 412 / 377 412 / 377
HERA1+2 NCep 460 221 / 204 221 / 204 221 / 204 219 / 204 220 / 204
HERA1+2 NCep 575 216 / 254 216 / 254 216 / 254 216 / 254 216 / 254
Correlated 2 total (bottom) 86 (0.8) 86 (0.8) 86 (0.8) 87 (0.8) 89 (0.8)
Log penalty 2 total (bottom) +6.7 (-0.1) +4.2 (-0.1) +4.5 (-0.1) +6.6 (-0.1) +7.3 (-0.1)
Total 2 / dof 1386 / 1207 1379 / 1207 1380 / 1207 1383 / 1207 1388 / 1207
Table 4.3: The 2 values at NLO for individual data sets for a selection of the bottom
matching scales b. The contribution of the bottom data contained in the \Correlated 
2"
and in the \Log penalty 2" terms is indicated separately in the parentheses.
discrete jumps as the data bins move between the NF = 4 and NF = 5 schemes. The bin
boundaries for the \HERA1+2NCep 920" data set are indicated with vertical lines.
Focusing on the bottom data alone as shown in Fig. 4.9-b, the 2 prole is at within
one unit across the plot range.
For both Fig. 4.8-b and Fig. 4.9-b, the 2 variation is within a reasonable \tolerance"
factor for the global t; thus, the matching scale b can vary within this range with minimal
impact on the resulting t.
The scale b can extend up to larger scales, and Tabs. 4.3 and 4.4 display the results for




Bottom NNLO b = 1mb 3mb 5mb 10mb 14mb
Charm cross section H1-ZEUS combined 45 / 47 45 / 47 45 / 47 45 / 47 45 / 47
H1 F2 Beauty Vertex 3.5 / 12 3.7 / 12 3.7 / 12 3.6 / 12 3.6 / 12
Beauty cross section ZEUS Vertex 13 / 17 13 / 17 13 / 17 13 / 17 14 / 17
HERA1+2 CCep 43 / 39 43 / 39 43 / 39 42 / 39 42 / 39
HERA1+2 CCem 55 / 42 55 / 42 55 / 42 55 / 42 56 / 42
HERA1+2 NCem 217 / 159 216 / 159 220 / 159 218 / 159 218 / 159
HERA1+2 NCep 820 66 / 70 66 / 70 66 / 70 66 / 70 66 / 70
HERA1+2 NCep 920 444 / 377 445 / 377 445 / 377 451 / 377 453 / 377
HERA1+2 NCep 460 218 / 204 219 / 204 219 / 204 217 / 204 218 / 204
HERA1+2 NCep 575 220 / 254 219 / 254 219 / 254 219 / 254 219 / 254
Correlated 2 total (bottom) 111 (0.9) 112 (0.9) 112 (0.9) 114 (0.9) 116 (0.9)
Log penalty 2 +18 +17 +15 +18 +18
Total 2 / dof 1453 / 1207 1453 / 1207 1457 / 1207 1463 / 1207 1470 / 1207
Table 4.4: The 2 values at NNLO for individual data sets for a selection of the bottom
matching scales b. The contribution of the bottom data contained in the \Correlated 
2"
and in the \Log penalty 2" terms is indicated separately in the parentheses.
4.4.4. Comparisons
To facilitate comparisons of the NLO and NNLO results, Fig. 4.10 displays the ratio
2=20 for charm (on the left) and bottom (on the right) where 
2
0 is the value of the 
2 at
m = mH . Similarly, Fig. 4.11 displays the same ratio for only the heavy quark data sets.
By plotting 2=20, we can better compare the fractional variation of 
2 across the matching
scale values.
The motivation for the scaled plot of Figs. 4.10 and 4.11 is that the overall 2 values are
dierent; specically, those of the NNLO are greater than the NLO. This counter intuitive
result has been observed in other analyses [27,28], and it has been suggested that this may be
improved by resumming the singular ln[1=x] terms in the higher order splitting kernels [107].
Here, we rst make some observations specic to Figures 4.10 and 4.11:
 At NLO for the case of charm, the optimal computational scale for c is in the general









































Figure 4.10: The ratio (2=20) of total 
2 values (all data sets combined) from Figs. 4.6
and 4.8, as a function of the a) charm and b) bottom matching scale c;b in GeV. 
2
0 is the
2 value for m equal to the quark mass. The triangles (blue N ) are NLO and the diamonds
(red ) are NNLO.






















































Figure 4.11: The ratio (2=20) of partial 
2 values (charm/bottom data only) from Figs. 4.7
and 4.9 as a function of the a) charm and b) bottom matching scale c;b in GeV. 
2
0 is the 
2
value for m equal to the quark mass. The triangles (blue N ) are NLO and the diamonds
(red ) are NNLO.
(Fig. 4.11-a). For lower scales (c  mc), S() is large and the charm PDFs are
negative. For higher scales (c  mc), 2=20 increases.
 At NLO for the case of bottom, the optimal scale for b is in the general range b  2mb.
For the inclusive data set (Fig. 4.10-b) the 2=20 variation is very mild ( 1%), while
for the bottom data set (Fig. 4.11-b) the 2=20 variation is larger ( 10%).
 At NNLO for the case of charm, the 2=20 variation is reduced. For the inclusive data
set (Fig. 4.10-a) the 2=20 variation is very mild ( 2%), while for the charm data set
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(Fig. 4.11-a) the 2=20 variation is larger ( 10%). There is no obvious optimal choice
for the c scale.
 At NNLO for the case of bottom, the 2=20 variation is reduced and a matching
scale choice in the region b  mb appears to be optimal. For the inclusive data set
(Fig. 4.10-b) the 2=20 variation is very mild ( 1%), while for the bottom data set
(Fig. 4.11-b) the 2=20 variation is slightly larger ( 5%).
While the detailed characteristics of the above ts will depend on specics of the analysis,
there are two general patterns which emerge: i) the 2 variation of the NNLO results are
generally reduced compared to the NLO results, and ii) the relative 2 variation across the
bottom transition is reduced compared to the charm transition. For example, although the
global 2 can be modied by dierent choices of data sets and weight factors, these general
properties persist for each individual data set of Tables 4.1{4.4; in fact, we see that the
bulk of the data sets are quite insensitive to the details of the heavy quark matching scale.
Additionally, there are a variety of prescriptions for computing the heavy avor contributions;
these primarily dier in how the higher order contributions are organized. As a cross check,
we performed a NLO t using the FONNL-A scheme; while the absolute value of 2 diered,
the above general properties persisted.
The net result is that we can now quantify the theoretical uncertainty associated with
the transition between dierent NF sub-schemes. In practical applications, if we choose
c  mc, the impact of the NF = 3 to NF = 4 transition is reduced as this is often below
the minimum kinematic cuts of the analysis (e.g. Q2min and W
2
min). Conversely, the NF = 4
to NF = 5 transition is more likely to fall in the region of tted data; hence, it is useful to
quantify the uncertainty associated with the b choice.
4.5. An example: NF -dependent PDFs
The variable matching scale m can be used as an incisive tool to explore various aspects
of the PDFs and global ts. As an example, Ref. [20] introduced an NF -dependent PDF
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fi(x; ;NF ) where NF is the active number of avors in the VFNS. This extension provides
additional exibility in the region of the heavy quark thresholds; however, the implementa-
tion of Ref. [20] only used a xed matching scale of m = mH . Using xFitter we can improve
on this concept by generating PDFs with a variable m scale. We illustrate this below and
provide example grids at xFitter.org.




















Figure 4.12: An illustration of the separate NF renormalization sub-schemes which dene
the VFNS. In contrast to Fig. 4.1-a), each of the NF sub-schemes are available for all scales
above m. The particular scheme can be specied by choosing NF when calling the PDF,
i.e. fi(x; ;NF ). This illustration shows a matching scale of m = mH .














Figure 4.13: NF -dependent PDFs x fi(x; ;NF ) for the bottom quark (left) and gluon (right)
with variable matching scales for b = f1; 3; 5; 10;1gmb fblue, red, black, magenta, greeng
with x = 0:01 as a function of  in GeV. The vertical lines in the plots show the transition
from the NF = 4 to NF = 5 avor scheme.
The usual PDF can be generalized to include anNF -dependence [20]: fi(x; )! fi(x; ;NF ).
In this approach, the many NF = f3; 4; 5; :::g avor schemes coexist, and they can be selected
by specifying the number of active avors NF along with the other arguments of the PDF.
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This concept is represented pictorially in Fig. 4.12. All the NF sets of PDFs are available
above the matching scale m. For example, with an NF -dependent PDF, one could simulta-
neously analyze selected data sets with NF = 4 and others with NF = 5 even if they overlap
kinematically; the user has the exibility (and responsibility) to select NF .
Note in Fig. 4.12 that the various NF grids are not individual ts but are related analyt-
ically via the avor threshold matching conditions. Operationally, they are generated from
an initial PDF fi(x; 0; NF = 3) and S(0) at the starting scale 0. The NF = 3 grid is
generated by evolving from 0 to max. The NF = 4 grid is then generated by matching
at c (which may or may not equal mc), and evolving up to scale max. The NF = 5 and
NF = 6 grids are generated in a similar manner.
10 This process ensures that all the PDFs
fi(x; ;NF ) are analytically related to the PDF and S boundary conditions at 0.
To provide an explicit illustration of the above, we have generated a set of PDF grids
with a variety of matching scales (b) for the matching between the schemes with NF = 4
and NF = 5 active avours: b = f1; 3; 5; 10;1g mb. We focus on b as this is the avor
transition most likely to fall within a particular data set. For the initial PDF we use the
NNLO bottom t with b = 1mb of Table 4.4, and we evolve at NNLO. The PDFs are xed
such that they all match at the initial evolution scale 0 = 1:0 GeV with the same value of
S(0) = 0:467464.
This is illustrated in Fig. 4.13 where we display the bottom quark and gluon PDFs as a
function of  in GeV. As we evolve up in , we explicitly see the transition from NF = 4 to
NF = 5 avors at each respective b threshold. For these particular kinematic values, the
discontinuity of the bottom PDF is positive while that of the gluon is negative; this ensures
the momentum sum rule is satised. Furthermore, we observe the spread in the bottom PDF
at large  is broader than that of Fig. 4.3. In Fig. 4.13, while the values of S all coincide
at 0, the evolution across the dierent b thresholds result in dierent S values at large 
scales. This is in contrast to Fig. 4.3 where the values of S all coincide at the large scale
10Note the NF = f3; 4; 5; 6g grids are stored in separate LHAPDF data les; they can be combined into
an eective NF dependent PDF as illustrated in Refs. [20,108].
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 =MZ . Additionally, note that the illustration in Fig. 4.3 is based on the NNPDF3.0 PDF
set while Fig. 4.13 is based on our t from Table 4.4.
Because theNF = 4 andNF = 5 grids are available concurrently, we can choose to analyze
the HERA data in an NF = 4 avor scheme for arbitrarily large scales, but simultaneously
allow LHC data to be analyzed in a NF = 5 avor scheme throughout the full kinematic
region even down to low scales.
In this illustration, the PDFs revert to NF = 4 below b; however, this is not required.
For example the NF = 5 PDFs could be evolved backwards from b to provide values at
scales  < b. Both APFEL [21] and QCDNUM [15,109] have this capability.
11
For bottom at NNLO using the results from Tab. 4.4 for the inclusive data set, we
observe the b variation is minimal. Thus, a choice in the range b  [mb; 5mb] yields a
2  (1457   1453)  4 units out of  1450. This minimal 2 dependence means we can
shift the b matching scale if, for example, we want to avoid a NF avor transition in a
specic kinematic region. While these results should be checked with additional data sets,
the insensitivity to b, especially at NNLO, is an important result as the ability to displace
the NF = 4 and NF = 5 transition can be benecial when this threshold comes in the middle
of a data set.
Combined with the variable heavy quark threshold, the NF dependent PDFs provide
additional exibility to analyze multiple data sets in the optimal theoretical context.
4.6. Conclusions
In this study we have examined the impact of the heavy avor matching scales m on a
PDF t to the combined HERA data set.
The choice of m allows us to avoid delicate cancellations in the region m  mH as
illustrated in Fig. 4.2. Additionally, the discontinuities associated with the NF = 4 to
11However, it is generally advisable not to backwards evolve too far in  as this can become unstable [22,
110].
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NF = 5 transition can be shifted so that these discontinuities do not lie in the middle of a
specic data set.
Using xFitter and APFEL to study the m dependence of a global PDF t to the HERA
data, we can extract the following general features. For the charm matching scale, c, there
is a large variation of 2 at NLO, but this is signicantly reduced at NNLO. In contrast, for
the bottom matching scale, b, there is a relatively small variation of 
2 at both NLO and
NNLO.
These observations can be useful when performing ts. While charm has a larger 2
variation (especially at NLO), the charm quark mass mc  1:45 GeV lies in a region which
is generally excluded by cuts in Q2 and/or W 2.
On the contrary, the 2 variation for the bottom quark is relatively small at both NLO and
NNLO. Since the bottom quark mass mb  4:5 GeV is in a region where there is abundance
of precision HERA data, this exibility allows us to shift the heavy avor threshold (and the
requisite discontinuities) away from any particular data set. Functionally, this means that
we can analyze the HERA data using an NF = 4 avor scheme up to relatively large  scales,
and then perform the appropriate NNLO matching (with the associated constants and log
terms) so that we can analyze the high-scale LHC data in the NF = 5 or even NF = 6
scheme.
These variable heavy avor matching scales m allow us to generalize the transition
between a FFNS and a VFNS, and provides a theoretical \laboratory" which can quan-
titatively test proposed implementations. We demonstrated this with the example of the
NF -dependent PDFs. Having the quantitative results for the 
2 variation of the c;b scales,
one could systematically evaluate the impact of using dierent matching scale choices for
the fi(x; ;NF ).
In conclusion, we nd that the ability to vary the heavy avor matching scales m, not





Armed with an understanding of the underlying mechanics of PDF tting from Chapter 4
and the results from the reweighting study from Chapter 3, we now begin the process of
retting the nCTEQ15 PDF set to include W/Z boson pPb data from Run 1 of the Large
Hadron Collider (LHC). This chapter will rst cover the nCTEQ tting framework and the
existing nCTEQ15 t [7]. From there, I introduce nCTEQ++, a new version of the nCTEQ tting
code updated from FORTRAN to C++. This new code contains several improvements over the
existing code but represents a fundamental shift in the tting process. As a result, I present
several validations performed to compare nCTEQ++ to the now defunct FORTRAN code.
One feature of nCTEQ++ is the ability to add new data sets into a t with considerably less
eort than before. In prior iterations, one would need to write standalone theory prediction
modules for any new process you wished to include in the t1. This was dicult, time
consuming and inevitably discouraged the inclusion of new data. Building on the success
of using FEWZ in the reweighting procedure, I developed a tool chain to connect data from
LHC experiments to theory predictions usable in nCTEQ++. Furthermore, this chain is usable
for processes beyond W/Z production at the LHC, making it far easier and faster to include
data in future ts. More on this, including validations for each of the links, can be found in
Section 5.3.
Finally, in Section 5.4, I present the results of a new t including LHC data. Using
nCTEQ++ and the tool chain mentioned above, it was possible to perform a set of ts with
1This was most recently done to include pion production data from RHIC in nCTEQ15. However, for
simplicity, ts performed in this chapter will not include this data opting instead to use nCTEQ15-np, a PDF
set without inclusive pion data, as the baseline PDF. More information on this distinction can be found
in [7].
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dierent combinations of open parameters and compare them to both nCTEQ15 and the
results from Chapter 3.
5.1. Existing nCTEQ15
Before diving into a new nCTEQ t, it is rst important to discuss thoroughly the frame-
work behind nCTEQ15 as it will provide the foundation on which the new t is constructed.
As such, this section will rely heavily of the work done in [7] to produce the nCTEQ15 t.
Many of the denitions, formulas and details of that t will be reproduced here as well as
a detailed accounting of the data they used. This is necessary because the new t utilizes
much of the same machinery and includes the data used in nCTEQ15.
In the rst section, I will explain the structure underlying the nCTEQ15 t. This frame-
work remains largely unchanged despite the implementation of nCTEQ++ and the addition of
LHC data in the new t. I then provide the data present in nCTEQ15 in Section 5.1.2. And,
nally, I provide the results from the nCTEQ15 analysis.
5.1.1. nCTEQ15 Framework
As discussed in Section 1.4, the nCTEQ collaboration implements their nuclear corrections
in the form of a bound proton PDF, f
p=A
i (x;Q). This bound proton PDF is a parameterized
t to experimental data and represents the eective bound proton within a nucleus containing
A nucleons2. Using isospin, a bound neutron PDF can be similarly determined and a full














This full nuclear PDF is then useful when making theoretical calculations such as DIS
structure functions (Eq. 5.2) or Drell-Yan cross sections (Eq. 5.3).
2This PDF is simply a constructed entity designed to describe an average nucleon while the constructed

















 f (A2;Z2)j 
 d^ij!llX (5.3)
When calculating the DIS structure functions, the ACOT variable avor number scheme
[71, 72, 88, 111] at next-to-leading order (NLO) in QCD is used. This scheme only includes
dominant target mass eects in the structure functions; however, a fuller treatment of these
corrections is unnecessary due to the kinematic cuts enforced on the data present in the t3.
For theory calculations throughout the analysis, the renormalization and factorization
scales have been set to be equivalent:  = R = F . For deep inelastic scattering (DIS),
this equates to 2 = Q2 and represents the virtual mass of the exchanged vector boson
between the leptonic probe and the quark. In Drell-Yan processes (DY), the scale is set to
the invariant mass of the leptonic daughters of the produced vector boson, i.e. 2 =M2. It is
also important to note that K-factor techniques [32] were implemented in order to accelerate
the tting process, specically the evaluation of the NLO cross section, but for nCTEQ15 nal




In Section 1.3.2, Eq. 1.9, reproduced above, described a simple parameterization that un-
derlies the determination of any nCTEQ PDF t [6,56,112]. This parameterization, expanded
3Target mass corrections are prevalent mostly at large x and low Q2. A full description of the kinematic
cuts implemented in nCTEQ15 can be found in Section 5.1.2
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below as Eq. 5.4, follows from the parameterization used in prior CTEQ ts [35,113,114] for the
free proton with the exception that this parameterization introduces a nuclear dependence4.
xf
p=A
i (x;Q0) = c0 x
c1(1  x)c2ec3x(1 + ec4x)c5
for i = uv; dv; g; u+ d; s+ s; s  s
d(x;Q0)
u(x;Q0)
= ec1xc2 1(1  x)c3 + (1 + c4x)(1  x)c5
(5.4)
The nuclear dependence is introduced by modifying the ck parameters as seen in Eq. 5.5.
This modication guarantees that for A = 1, the parameterization will return the free proton
PDF, as expected. The parameterization is t at the input scale Q0, with Q0 = 1:3 GeV
to match the style of the CTEQ free proton ts [113, 114]. Here the free proton would be
determined by the pk coecients.
ck ! ck(A)  pk + ak
 
1  A bk ;
k = f1; : : : ; 5g:
(5.5)
In the original nCTEQ15 t, there was insucient data to constrain the strange quark in
the parameterization. To correct for this, the strange distribution was xed to be a fraction,
, of the sum of the u and d distributions, as shown in Eq. 5.6. The A-dependent term, (A),
represents a normalization factor parameterized much the same way as the ck(A) parameters
in Eq. 5.5. However, with the inclusion of W/Z production data from the LHC, it is possible
to t the strange quark distributions along with the other avors5.
4This parameterization represents the seven avors t in nCTEQ analyses: uv; dv; g; u + d;
d
u ; s + s; s   s.
These represent the u and d valence quark distributions, the gluon distribution, the sum of the u and d sea
quark distributions, the total strange distribution and the distribution of strange asymmetry, respectively.
These avors can be translated into the familiar quark avors:
s = (s+s)+(s s)2 , s =
(s+s) (s s)












), u = uv + u, d = dv + d.
5The s   s avor, representing the strange asymmetry, remains xed to 0 due to lack of data in both










The c0 normalization coecients
6 are constrained by the sum rules described in Sec-
tion 1.3.2. Schematically, this is done as follows:
1. uv and dv normalized using number sum rule
2. g normalized with t parameter
3. Remaining momentum split between s and s, u, and d
4. Fix s and s
5. Momentum sum rule xes u, and d




dx fuv(x;Q0) = 2;
 1
0
dx fdv(x;Q0) = 1 (5.7)














where the combination of Mg and p
g
0 represent the gluon momentum fraction in the free




















in an eort to reduce complexity in the parameterization and normalization denitions.
Beyond that, one additional normalization parameter can be determined by the momentum
sum rule:







xfi(x;Q0) = 1 : (5.10)
The remaining normalization parameters are left as free parameters to be t or are xed
by additional assumptions. One such assumption is that the momentum fraction of the




























with i = uv; dv; g ;
which binds the strange quark distribution to that of the valence quark and the gluon
distributions. That leaves the remaining normalization parameter7(u+ d) to be determined
by the momentum sum rule and does not introduce any more free parameters.
As nCTEQ ts follow the same framework of a free proton PDF t, the momentum fraction
of all protons t are restricted to the range 0 < x < 1. This constraint is articially
introduced, as the momentum fraction of a parton within a nucleus could obtain a momentum
fraction greater than 1. This could occur when a nucleon within the nucleus obtains a
momentum greater than that of the average nucleon, allowing the momentum fraction of
the parton to climb all the way up to A. However, this would require restructuring the
parameterization, the sum rules (Eq. 5.7 and Eq. 5.10), and the implementation of the
DGLAP evolution equation. The current implementation of the DGLAP equation assumes
x < 1, and would not necessarily be valid in this region. At present, all indications are
the PDF above x = 1 is negligibly small and can be ignored, thus this constraint is applied
almost unilaterally8 throughout the nuclear tting community and will continue in nCTEQ++.
7For the ratio of d=u, there is no normalization. Thus the remaining normalization xed by the sum rule
is u+ d.
8The nuclear PDF analysis presented in [115] is the rst t to use a framework, which at least hypothet-
ically, allows for x > 1, however the parameterization used in this analysis remains limited to x < 1.
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5.1.1.2. Optimizing PDFs
As introduced in Section 1.3.1, in order to best describe the data in a parameterized
PDF t, one seeks to minimize a 2 function. A simple expression of this function, shown
in Eq. 5.12, relates experimental data values, Di, to the theoretical predictions, Ti. The set
of parameters, fajg, are t at the input scale, Q0 = 1:3 GeV for nCTEQ15, and are adjusted
in order to nd a stable minimum for the 2 function. i represents the errors on the
experimental measurements, which are determined by adding the uncorrelated systematic










In nCTEQ15, as has been done in prior nCTEQ analyses [6,8,56,112], this simple description
of the 2 is rewritten, using [35] as a guide, to allow for correlated uncertainties in the data.





These new 2n represent the partial 
2 for each experiment and can be described as the











kk0 Bk0 ; (5.14)
The correction term provides the ability to represent correlated uncertainties in the 2.
Here the index, i, runs over the data points, while k; k0 run over the correlated errors. Here,
2i replaces 
2
i as the quadratic sum of uncertainties, but allowing the systematic errors to
be uncorrelated. The correlated uncertainties are represented by Eq. 5.15, with ik being





ik [Di   Ti(fajg)]
2i
;







Decomposing the 2 equation this way also allows for the introduction of a weighting
term. Here, wn is the weight given to each experiment
9, but for nCTEQ15 and all ts presented







It is important to note that this prescription for calculating 2 only includes uncertainty
on the experimental data and is agnostic to any uncertainty due to theoretical choices and
higher order (NNLO, N3LO, ...) corrections.
5.1.2. Experimental Data
In this section, I will describe the experimental data sets used in the nCTEQ15 t [7]. This
data is not only relevant to understanding nCTEQ15, but the new ts including LHC data,
described later in Section 5.4, include this data as well.
The nCTEQ15 t includes data from deep inelastic scattering experiments (DIS) and Drell-
Yan lepton pair production data10. A full catalog of the data used in the t can be found in
Tables 5.1-5.3.
Each type of data set is necessary to include in the t because the dierent types of
data provide diering constraints when tting. DIS data represents a majority of the data
in the t and is essential in constraining the u and d valence distributions, as well as the
9A non-zero weight could be used to preferentially study the impact of a particular data set on a t. This
would be useful should a data set provide a strong constraint on a parameter that otherwise would lack the
sensitivity to adaquately t.
10Again, I will neglect the pion production data included in nCTEQ15, opting instead to use only data
included in nCTEQ15-np.
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sea distributions. However this type of data is relatively agnostic to the gluon and strange
quark distributions. Drell-Yan data is useful in when trying to isolate contributions from the
u and d quarks and provides some, if minimal, information about the gluon distribution11.It
is important to note that with the inclusion of more processes, further and more diverse
constraints can be added to the t, reducing uncertainties and improving the t PDF.
In order to avoid troublesome kinematic ranges when tting, cuts were introduced on
both Q and W . The cut on Q is designed to curb possible eects of non-factorisable higher
twist contributions present at low Q, where Q
2
2QCD
is small, as well as to ensure the range for
DIS. The cut on W , a composite variable dened in Eq. 5.17, eliminates a portion of the
large x region to limit the eects of target mass corrections. Both sets of cuts are compatible





The cuts for nCTEQ15 are as follows:
 DIS: Q > 2 GeV and W > 3:5 GeV
 DY: 2 < M < 300 GeV
(with M being the invariant mass of the produced lepton pair)
For nCTEQ15-np, 708 data points survive the cuts: 616 DIS and 92 DY. This number is
relatively small amongst nPDF tting groups (EPS09 [9], for example has 929 data points
and EPPS16 [53], including LHC data, ts 1811 data points.). However, this is a result
of other tting groups utilizing more relaxed cuts and completely neglecting to cut on W .
These looser cuts may provide more data points to t with but it comes at the cost of
potentially introducing troublesome higher twist eects and target mass corrections. For
11Due to the lack of pion production data in nCTEQ15-np, the gluon lacks some constraints available in
the nCTEQ15 t. This was considered acceptable given that the pion data adds complexity to the t by
introducing an additional dependence on the fragmentation function, which would have made determining
the eects of the W/Z LHC data more dicult. Future analyses will include both pion data and W/Z
production data from the LHC.
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large nuclei, target mass corrections are especially tricky as the high density of partons
present in the nucleus that are not relevant to the interaction can cause these corrections
to be underestimated [59, 135]. It is possible to mitigate these eects as it has been shown
in [136,137], that these eects can be tempered by using ratios of observables.
Figure 5.1 shows the full set of DIS and DY data used in the nCTEQ15 t plotted with
respect to the kinematic variables x and Q2. The dashed lines represent the kinematic cuts
imposed on the data, with only data above and to the left of the cut is included in the
t. When the data is visualized in this way, it becomes clear that the t PDF exceeds
the kinematic range covered by the data and thus relies heavily on extrapolation in those
regions12. The restriction of the data to this region of x Q2 space provides one of the
arguments for the inclusion of LHC W/Z data. We will revisit this concept in Section 5.4.
5.1.3. nCTEQ15-np Results
As nCTEQ15-np will provide the baseline for the new ts discussed in this chapter, this
section will provide a brief summary of this PDF set. As mentioned earlier, nCTEQ15-np is
equivalent to the nCTEQ15 PDF t but with the exclusion of the inclusive pion production
data. As the ts including LHC data will also not include pion data, nCTEQ15-np is preferred
over nCTEQ15 as a baseline.
5.1.3.1. Parameterization
The nCTEQ15-np PDFs are t at an initial scale of Q0 = 1:3 GeV using the parame-
terization detailed in Section 5.1.1.2. As seen in Table 5.4, for each avor there are  10
parameters that describe the x and A dependence that can be opened and t. Due to a
lack of data to constrain this many free parameters, nCTEQ15-np was t with only 16 open
parameters (highlighted in bold in Table 5.4).
12Roughly, the kinematic range of the data in Fig. 5.1 covers 2 orders of magnitude in both x and Q2.
PDFs are often t over 4 orders of magnitude in Q2 and 5 orders of magnitude in x.
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Figure 5.1: The kinematic regime spanned by the DIS and DY data used in nCTEQ15. The
dashed lines represent the kinematic cuts enforced on the data (Q > 2 GeV, W > 3:5 GeV),




2 : # data
Observable Experiment ID Ref. # data after cuts 2
D NMC-97 5160 [116] 292 201 247.81
He/D Hermes 5156 [117] 182 17 14.33
NMC-95,re 5124 [118] 18 12 15.64
SLAC-E139 5141 [119] 18 3 1.08
Li/D NMC-95 5115 [120] 24 11 14.56
Be/D SLAC-E139 5138 [119] 17 3 1.00
C/D FNAL-E665-95 5125 [121] 11 3 0.75
SLAC-E139 5139 [119] 7 2 1.75
EMC-88 5107 [122] 9 9 7.45
EMC-90 5110 [123] 9 0 0.00
NMC-95 5113 [120] 24 12 9.38
NMC-95,re 5114 [118] 18 12 18.63
N/D Hermes 5157 [117] 175 19 9.88
BCDMS-85 5103 [124] 9 9 4.59
Al/D SLAC-E049 5134 [125] 18 0 0.00
SLAC-E139 5136 [119] 17 3 1.86
Ca/D NMC-95,re 5121 [118] 18 12 27.44
FNAL-E665-95 5126 [121] 11 3 0.86
SLAC-E139 5140 [119] 7 2 2.09
EMC-90 5109 [123] 9 0 0.00
Fe/D SLAC-E049 5131 [126] 14 2 1.10
SLAC-E139 5132 [119] 23 6 6.07
SLAC-E140 5133 [127] 10 0 0.00
BCDMS-87 5101 [128] 10 10 4.41
BCDMS-85 5102 [124] 6 6 2.18
Cu/D EMC-93 5104 [129] 10 9 7.64
EMC-93(chariot) 5105 [129] 9 9 8.08
EMC-88 5106 [122] 9 9 5.90
Kr/D Hermes 5158 [117] 167 12 9.09
Ag/D SLAC-E139 5135 [119] 7 2 1.87
Sn/D EMC-88 5108 [122] 8 8 20.61
Xe/D FNAL-E665-92 5127 [130] 10 2 0.62
Au/D SLAC-E139 5137 [119] 18 3 1.74
Pb/D FNAL-E665-95 5129 [121] 11 3 1.48
Total: 1205 414 449.90
Table 5.1: The DIS FA2 =F
D
2 data sets used in the nCTEQ15 t. The table details values
of 2 for each experiment, the specic nuclear targets, references, and the number of data





2 : # data
Observable Experiment ID Ref. # data after cuts 2
C/Li NMC-95,re 5123 [118] 25 7 5.90
Ca/Li NMC-95,re 5122 [118] 25 7 1.35
Be/C NMC-96 5112 [131] 15 14 4.04
Al/C NMC-96 5111 [131] 15 14 5.23
Ca/C NMC-95,re 5120 [118] 25 7 4.16
NMC-96 5119 [131] 15 14 5.25
Fe/C NMC-96 5143 [131] 15 14 9.36
Sn/C NMC-96 5159 [132] 146 111 64.88
Pb/C NMC-96 5116 [131] 15 14 6.85
Total: 296 202 107.02
Table 5.2: The DIS FA2 =F
A0
2 data sets used in the nCTEQ15 t. The same details for each
data set as in Tab. 5.1 are listed here.
pADY =
pA0
DY : # data
Observable Experiment ID Ref. # data after cuts 2
C/H2 FNAL-E772-90 5203 [133] 9 9 7.80
Ca/H2 FNAL-E772-90 5204 [133] 9 9 2.70
Fe/H2 FNAL-E772-90 5205 [133] 9 9 3.15
W/H2 FNAL-E772-90 5206 [133] 9 9 7.25
Fe/Be FNAL-E886-99 5201 [134] 28 28 23.48
W/Be FNAL-E886-99 5202 [134] 28 28 24.31
Total: 92 92 68.70
Table 5.3: The Drell-Yan process data sets used in the nCTEQ15 t. The same details for
each data set as in Tab. 5.1 are listed here.
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Table 5.4: Values of the parameters of the nCTEQ15-np t at the initial scale Q0 = 1:3GeV.
Values in bold represent the free parameters and values in parentheses are xed in the t.
The rst block of parameters, the pk's refer to the free proton parameters. The normalization
parameters, determined by the sum rules are not listed.
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5.1.3.2. nCTEQ15-np 2
For nCTEQ15-np, the total 2 was found to be 625.6 for 708 data points. This yields a
2 per degree of freedom of 0.884 (625.6 / 708) which indicates a good t. The 2 for each
data set is presented in Fig. 5.30. Of note is the DIS set (ID:5108) which consists of Sn/D
data from EMC-88; this set has proven dicult to accommodate in both this t as well as















































































































































































































































Figure 5.2: Listing of the 2/d.o.f. for each data set included in nCTEQ15-np. The individual
data sets are identied by the ID number corresponding to those in Tables 5.1-5.3. The DIS
data is displayed in blue and have ID numbers corresponding to 51XX, while DY data is
displayed in red and have ID's corresponding to 52XX.
5.1.3.3. nCTEQ15-np PDFs
Given that a nPDF set contains a full family of bound proton PDFs, it is prudent to
examine the A dependence of the resulting PDFs. Figure 5.3 shows the central value for a
number of dierent nuclei from A = 1 (proton/hydrogen) to A = 208 (lead). By examining
these gures, one can see a softening of the gluon and the sea quark distributions at high x
for larger values of A by the increase in the PDF at low x. The valence quark distributions
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see a similar softening but the eect is reduced with respect to the other avors. A more
direct comparison between the A values of A = 1 and A = 208 along with the ratio of
the PDFs can be found in Fig. 5.4 and 5.5. Here the ratios represent the eective nuclear
correction applied to the proton PDF in order to produce the lead PDF. This correction is
a result of the A dependent parameterization.
To this point, the material covered concerning nCTEQ15 and nCTEQ15-np has been neces-
sary for not only understanding the nCTEQ tting framework but also establishing a bench-
mark against which any new t including LHC data will be compared. Before diving into
a description of a new t, it is important to describe the updated nCTEQ++ tting code and
the other computational machinery adapted to make improve the tting process.
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Figure 5.3: nCTEQ15-np bound proton PDFs for Q = 10 GeV for the free proton (A = 1) to
lead (A = 208).
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Q= 1. 3 GeV





























































Figure 5.4: nCTEQ15-np bound proton PDF compared to the bound proton in lead 5.4a: for
Q = 1:3 GeV as well as the ratio between them, 5.4b. The ratio plots represent the eective
nuclear correction to the proton.
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Figure 5.5: nCTEQ15-np bound proton PDF compared to the bound proton in lead 5.6a: for
Q = 10 GeV as well as the ratio between them, 5.6b. The ratio plots represent the eective
nuclear correction to the proton.
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5.2. nCTEQ++
The original nCTEQ code was a FORTRAN-based code derived and modied from the CTEQ
proton tting code [8]. This code had many advantages but ultimately lacked exibility when
adding new processes. Each new process required a dedicated module written specically
to perform the theory calculations for that process. That module would then have to be
implemented into the FORTRAN coding base without disrupting any of the existing processes.
This was incredibly time intensive and required a fair amount of coding expertise to accom-
plish. As an example, the inclusive pion production module took several months to build
and implement in this code base in order to produce nCTEQ15.
In an eort to modernize the nCTEQ code and port it from FORTRAN into C++, nCTEQ++ was
created. This code was designed to take advantage of some of the improvements provided by
the PDF tting community. New tools such as LHAPDF613 [13], MCFM14 [138], HOPPET15 [139]
and APPLgrid16 [140] have all been integrated in this new code in various ways. These tools
also solve the exibility issue in the old FORTRAN code by providing opportunities for external
theory modules to be implemented directly into the tting process without sacricing speed
(a previous issue with the complexity in the FORTRAN code).
However, with the implementation of all of the new features, it became necessary to
conrm that nCTEQ++ could replicate the results of its predecessor. With a top to bottom
rewrite like this, it was unlikely that the codes would ever produce identical results (if simply
due to the repair of some small bugs that had plagued the FORTRAN). Thus I performed a
series of validations to conrm that I was able to identify and quantify any and all dierences
between the new and old codes. Once these variations were cataloged, I then examined the
parameter space from nCTEQ15-np in nCTEQ++ to determine if there was any change to the
PDF ts as a result of the transition. This was necessary in order to prevent the results
13Les Houches Accord Parton Distribution Functions: https://lhapdf.hepforge.org/
14Monte Carlo for FeMtobarn processes: https://mcfm.fnal.gov/
15Higher Order Perturbative Parton Evolution Toolkit: https://hoppet.hepforge.org/
16The APPLgrid project: https://applgrid.hepforge.org/
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of any future t from being attributed or misattributed to dierences in the tting code as
opposed to physics results.
5.2.1. Validation
The most signicant change in the process of tting came with the implementation of the
HOPPET PDF evolution code [139]. HOPPET allows the evolution of the parameterized PDF
from the input scale, Q0 to the energy scale for a given data set to be done quickly without
needing to write in an internal evolution routine. Additionally this has the advantage of
being maintained and improved by an external group to nCTEQ, and is widely recognized
tool within the PDF tting community. Despite the inclusion of HOPPET in nCTEQ++ being
an overall improvement, it lead to some inevitable dierences with the FORTRAN code. These
dierences are detailed in the following sections.
5.2.1.1. Dierences in Solving for S
In Section 1.1.2, I presented the following equation for calculating the running coupling






However, when performing PDF ts to higher orders, this equation is no longer sucient and
additional correction terms are needed to properly determine S(Q
2). In order to accurately





2)) =  (b02S + b13S + b24S + :::) (5.19)
This equation denes the  function which determines the running of S. The  function
can be calculated pertubatively allowing it to be matched to the order of the tting. The
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coecients, bi are functions of the number of avors, nf , in the t and, for b2 and above, are








Due to this reliance on solving the  function pertubatively, it is possible to use dierent
dierential equation solution strategies to reach a value for S. In the nCTEQ FORTRAN code
the  function was solved as a truncated analytic series, eectively calculating the solution to
one term past the order of the t (e.g. for an NLO t, the series would be truncated after the
b2 term). This technique is simple and eective as nCTEQ ts never go past NLO. However,
with eyes to future ts, nCTEQ++ transitioned from that truncated t to the Runge-Kutta
solution implemented in HOPPET [139].
Additionally, when solving for S, it is necessary to \pin down" S at a single experi-
mentally determined value from which to start the evolution (either up, down or both). In
the FORTRAN code, this was done by setting S(MZ = 91:118 GeV) = 0:118. In nCTEQ++, it
is possible to choose the value for this matching but for all ts shown in this dissertation S
was matched at MZ as it was in the FORTRAN code.
As seen from the bi coecients in the  function, there is also a dependence on the
number of active avors when tting S. While dependencies of this nature in tting are
described at length in Chapter 4, for S it is sucient to use a simple switch in the number
of active avors at the quark masses. In the FORTRAN code this is simplied further, using
nf = 4 below Q = mb = 4:5 GeV and nf = 5 above mb (neglecting the top quark entirely
17).
In nCTEQ++, an additional switch from nf = 5 to nf = 6 may occur at Q = mt = 175 GeV.
Figure 5.6 shows the the total eect of these dierences in S between the FORTRAN code
and nCTEQ++. Since both codes match S at MZ , the dierences in solution method become
more dramatic as Q ) Q0 = 1:3 GeV where the value of S increases asymptotically. The
inclusion of a nf = 6 threshold causes the comparison to diverge above the mt.
17This was sucient as very few of the data points t in nCTEQ15 were near the mass of the top quark
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Figure 5.6: Comparison between the S implementation (a) in the nCTEQ FORTRAN and
nCTEQ++ as well as (b) the ratio of S in nCTEQ++ to nCTEQ FORTRAN. Both implementations
match S(MZ = 91:118 GeV) = 0:118. Additionally the vertical lines represent mc =
1:3 GeV; mb = 4:5 GeV; mt = 175 GeV from left to right.
5.2.1.2. Hoppet Evolution
This dierence in the running of S(Q) has an eect on the evolution as well. In nCTEQ++,
the evolution of the PDF is performed by HOPPET where in the nCTEQ FORTRAN code, the
evolution is done by an internal routine. As noted in Fig. 5.7, 5.8 and 5.9, there is a slight
dierence in the results of these evolution routines. The PDFs in these gures are identical
with the exception of the evolution code and the corresponding dierence in S. This is
demonstrated by taking the ratio of the two at the input scale, Q0 = 1:3 GeV, where
the evolution is not performed. For a more comprehensive comparison of these PDFs, see
Appendix B.1.
This eect of S on the evolution of the PDFs behaves as expected when comparing to
Fig. 5.6. We match S at the scale MZ , so the two results compare well in this region;
however, as we move away (to either low or high scales) the numerical dierence accumulate.
We observe the PDFs are identical at the initial evolution scale Q0, but then the dierences
in S cause them to dier as we evolve. Above the scale of mb, the S values are comparable
and the ratios of the PDFs remain relatively stable to larger scales. We reach the top mass
scale mt, the S values dier as HOPPET switches to nf = 6 while the nCTEQ FORTRAN code
146

















 at Q= 10GeV

















 at Q= 10GeV

















 at Q= 10GeV

















 at Q= 10GeV
Figure 5.7: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here Q is xed to be 10 GeVand
multiple avors are displayed. The dierence between the evolution codes is maintains a
similar shape for each avor across all values of x. This dierence is primarily due to dier-
ences in the S evolutions explained in Fig. 5.6. The eect of S is less directly identiable
when viewed from this slice of the x, Q and avor space in which the PDFs reside.
keeps nf = 5; this dierence is reected in the PDF ratios at large scale primarily in the
gluon PDFs which communicates most directly (at order 1S) with the top PDF.
Both the nCTEQ internal evolution code and HOPPET have been extensively benchmarked
[139,141,142]. Because HOPPET is a public code and is maintained and updated by an external
group, it was chosen to provide the evolution in nCTEQ++18.
18Additionally, HOPPET is an accepted evolution code by PDF4LHC [143]
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5.2.1.3. Determining Eects of nCTEQ++ on nCTEQ15-np 2
Since nCTEQ++ is the tting code of choice in the remainder of this dissertation, it is
important to recalculate the 2 for nCTEQ15-np in within the new framework. In the FORTRAN
code, the 2 was found to be 625.6 for 708 data points19 or a 2/d.o.f of 0.883. In nCTEQ++,
this 2 was found to be 640.8 for the same 708 data points, giving a 2/d.o.f. of 0.905. This
gives an absolute dierence of 15.2 between the two codes (note the nCTEQ15-np tolerance
was T = 2 = 35), and a percent dierence of 2.39%.
5.2.2. Parameter Scans
Given that the parameters t in nCTEQ15-np are no longer at a minimum in nCTEQ++,
one dimensional scans of the parameter space were performed to determine how far the
parameters at the old minimum had drifted from the actual minimum. This study was done
by opening individual parameters originally t in nCTEQ15-np and allowing them to oat in
a range around their \minimum" value to map out their parameter space.
Figure 5.10 displays the scans for each of the 16 parameters originally t in nCTEQ15-np.
Here the blue point indicates the parameter's original minimum value in the nCTEQ15-np
where the 2 was found to be 640.768. The black horizontal lines represent 35 units of 2
from the minimum in nCTEQ15-np.20
Though scanning in this way gives a simplied interpretation of the parameter space,
as it neglects any and all interplay between the parameters themselves, it does provide a
useful estimate as to the dierence on a parameter by parameter basis between the tting
procedures. When evaluated in the context of the tolerance criteria from nCTEQ15, the scans
also allow for a \goodness" of t comparison across tting procedures.
19As a reminder, these 708 data points are for nCTEQ15-np and do not include the pion production data
included in nCTEQ15, nor does this 2 value. For completeness, the 2 for nCTEQ15 including the pion data,
as stated in [7], was 587.4 for 740 data points, or 0.81 2/d.o.f. (18 free parameters)
20This choice of tolerance criteria is described at length in Appendix A of [7], the paper associated with
nCTEQ15.
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The nCTEQ15-np tolerance was T = 2 = 35; thus, any result in the range between
the middle and upper lines of Fig. 5.10 would be considered acceptable. Correspondingly, if
the minimum for the new nCTEQ++ t is in the range between the middle and lower lines of
Fig. 5.10, then the original nCTEQ15-np t would be considered acceptable.
Since the new minimum for every parameter t in nCTEQ15 is within the T = 35 tolerance
criteria, it was determined that the nCTEQ15-np t is a sucient baseline for the present
comparative studies. This direct comparison between the published nCTEQ15-np results and
the new ts performed in Section 5.4 will allow the study of the impact of LHC W=Z data
on actual the actual ts without being mired in comparisons to some intermediate result.
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 at Q= 10000GeV
Figure 5.8: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be u and multiple Q values of note are displayed. The dierence between the evolution codes
is maintains a similar shape for each evolved value of Q across all values of x. However, it
is possible to see signs of the impact of S specically where Q is small but above Q0
(2GeV;mb). For those values, the PDFs start identically at Q0 and then begin to diverge
up to mb where the magnitude of the dierence stabilizes becausee the S values match, see
Fig. 5.6. It is worth noting that at Q0 the PDFs are identical; for x! 1 the PDFs are  0
leading the ratio of the PDFs to become unstable. Here Q0 = 1:3GeV, mb = 4:5GeV and
MZ = 91:188GeV.
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 at x= . 01
Figure 5.9: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the gluon and u distributions
are shown for multiple x values. When viewing the PDF's Q dependence in this way, it is
apparent that the dierences in S and the handling of the top quark are the cause of the
characteristic shape seen in Figures 5.7 and 5.8.
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Figure 5.10: One dimensional parameter scans for the 16 free parameters t in nCTEQ15-np.
Each scan was performed by opening a single parameter while the others remained xed, elim-
inating any correlation between parameters. The blue marker indicates the value of the pa-
rameter and the associated 2 from the minimum previously found in the nCTEQ FORTRAN t-
ting code. The redmarker indicates where the parameter is at a minimum in nCTEQ++ as well
as the 2 at that point. The dotted horizontal black lines indicate 35 units of 2. Recall
that the tolerance criteria in nCTEQ15 is T = 35 [7]. That all of the parameters are mini-
mized in nCTEQ++ within this tolerance criteria, indicates that nCTEQ15-np can be used as a
baseline against which future ts can be compared without needing to ret nCTEQ15-np in
nCTEQ++.
152
5.3. Theory Tool Chain
With nCTEQ++ validated as a viable tting code and nCTEQ15-np established as the bench-
mark against which the future ts are compared, let me begin to describe the process by
which LHC W=Z data will be incorporated into these new ts. While the primary goal of
this work was simply to study the impact that these data sets might have on an nCTEQ t,
a secondary, and possibly more signicant achievement, was the construction of a chain of
software tools that allow for the addition of new data sets and processes into nCTEQ++ to
be fast, exible, and robust. This procedure represents a signicant improvement over the
FORTRAN nCTEQ code, taking tasks that once took months of dedicated work down to a matter
of days. This section will explain the links in this chain as well as the numerous validations
performed for each of them.
5.3.1. Overview
In Chapter 3, I introduced the FEWZ [1]21 software tool for making theory calculations for
W=Z production at the LHC as part of the study in PDF reweighting. In that study, the
code was modied in such a way that it was possible to perform not just symmetric collisions
between nuclei (e.g. pp and PbPb), but also asymmetric ones (e.g. pPb). Additionally, the
individual cuts, binning and observables from several W=Z data sets were compiled and
written into the code such that it was possible to make comparisons between theoretical
calculations and the experimental data.
After the completion of the reweighting study, it became evident that a ret of nCTEQ15
would eventually be necessary in order to fully incorporate the LHC data. As tting can be
a time consuming process in its own right, being able to make quick theory calculations is
incredibly important. In order to satisfy this desired functionality, an interface to APPLgrid
was incorporated in nCTEQ++. APPLgrid provides a structure (called grids) for theoretical
calculations to be computed independently from (and in advance of) a tting calculation.
This eectively converts the slow convolution integral from the factorization theorem into
21Fully Exclusive W, Z Production through NNLO in pQCD: http://gate.hep.anl.gov/fpetriello/FEWZ.html
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a series of very fast matrix multiplications22. However, this drastic improvement in speed
comes at the cost of reduced exibility as each grid becomes dependent of the inputs used to
create it. This can be used to some benet as the cuts and binning from an experiment can
be hardwired directly into the precalculated theory calculation, but unfortunately so is the
underlying PDF used in the initial calculation. When tting a PDF, the PDF is constantly
changing and the \shadow" of this past PDF would provide an insurmountable complication
to using the grids.
As I mentioned, APPLgrid provides a structure for the theory calculations to be stored,
but it does not actually make the predictions themselves. Ideally, FEWZ would be able to
provide the theory calculations that would be stored in the grids, but there currently does
not exist a simple way to interface these two codes. Fortunately, APPLgrid does have an
existing interface to MCFM23. Additionally, with MCFM and an APPLgrid utility known as
applgrid-combine it is possible to eliminate the residual dependence of the grids on the
underlying PDF. However, MCFM can only provide theory predictions for symmetric collisions
and is unable to match the pPb W=Z data; with such a reliance on MCFM to calculate the
theory for APPLgrid, it crucial to be able to validate that MCFM is providing reasonable pre-
dictions. However, by combining FEWZ and MCFM there is now a feasible series of steps through
which one can take a data set and produce PDF independent gridded theory predictions.
This series of steps is illustrated in Fig. 5.11 with the numbers in the gure corresponding
to the following steps:
1. pPb W=Z production data from the LHC was compared to a modied version of FEWZ
as part of the PDF reweighting analysis (Section 3.2).
22This matrix multiplication process is known as \convoluting" a grid with a PDF and is provided by an
internal APPLgrid utility (applgrid-convolute). Clarication is made here to avoid confusion later.
23This interface is known as mcfm-bridge and can be found at: https://applgrid.hepforge.org/news.htm.
Unfortunately, support of this interface is incompatible with MCFM releases past Version 6.8 as MCFM introduced
support for OpenMP in Version 7.0 [144]. APPLgrid was not written to be \threadsafe" and therefore is unable
to be multi-threaded.
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2. Once FEWZ, run in asymmetric mode, is matched to a data set, it is re-run symmetrically
with the same settings. This allows the cuts and binning that match pPb data to be
ported into pp (Section 3.2).
3. The symmetric run from FEWZ can then be compared to the results of MCFM (Sec-
tion 5.3.2).
4. MCFM is then run to produce APPLgrid grids by way of the mcfm-bridge. Using Mane-
Frame24 to run several instances of MCFM with dierent Monte Carlo seeds in parallel,
multiple replicas of each grid are generated. Each individual replica can be convo-
luted with the PDF used in MCFM and matched to the corresponding instance of MCFM
(Section 5.3.3).
5. The applgrid-combine utility, provided in APPLgrid, then compresses the multiple
replica grids into a single combined grid. This grid no longer compares to any one
individual instance of MCFM. If enough replicas were combined, the combined grid will
be independent of the underlying PDF (Section 5.3.4).
6. The combined grid can then be convoluted with asymmetric PDFs to compare to FEWZ
and completing the validation (Section 5.3.5).
7. In nCTEQ++, theory predictions corresponding to each W=Z production data set are
provided by the combined grid associated with that set (Section 5.4).
The following sections will contain more detail about the individual steps as well as provide
information on the validations and cross checks performed at each step.
5.3.2. FEWZ and MCFM
The rst link in the chain, matching data to FEWZ and the development of asymmetric
FEWZ, was described in Chapter 3. Thus I'll begin with comparing the results of a symmetric
24ManeFrame refers to the Southern Methodist University high-performance computing cluster. More
information can be found here: https://www.smu.edu/Academics/CSC
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run of FEWZ to an equivalent run in MCFM. Since both codes have been benchmarked [145,146],
this simply provided verication that the results for specic processes could be replicated.
First FEWZ was run with identical input as that of the asymmetric pPb run except with
symmetric PDFs instead (pp or PbPb, it does not matter which). From there MCFM was run
with the same cuts, binning and initial settings as that of the symmetric FEWZ run and the
results were compared.
Figures 5.12-5.15, contain the comparisons run for each of the LHC data sets that would
eventually be included in the new ts25. With dierences on the order of  1% (near the
numeric precision of the Monte Carlo used in the runs), it proved safe to conclude that
indeed MCFM could replicate the results from symmetric FEWZ. Additional comparisons can
be found in Appendix C.1.
5.3.3. MCFM with ApplGrid
Having conrmed that MCFM can replicate the results from FEWZ, it is now possible to
introduce APPLgrid into the procedure. First, the Monte Carlo events generated for the
process of interest are generated in MCFM. These events are then passed to the mcfm-bridge,
where the cuts and binning that match those in the original data set are applied. The
resulting events, now encoded with information specic to both the process and the indi-
vidual data set, are stored in grids based on the observables specied for the given process.
These observables are set by the user but for this case are primarily rapidity and transverse
momentum distributions of the leptonic daughters of the W=Z bosons.
In an isolated run, the grids can then be convoluted with the PDF used to generate them
to reproduce the output from the original MCFM run26, as shown in Fig. 5.16. However, the
utility of the grids is not limited to simply recreating MCFM output. By creating APPLgrid
grids from several dierent runs of MCFM, with dierent Monte Carlo seeds, and combining
25As a reminder, these comparisons do not match the data directly; instead the results represent a pseudo-
experiment for symmetric beams at the energies seen in pPb collisions.
26Once the grids are combined, the resulting grid no longer compares to a specic instance of MCFM. Instead
the combined grid contains an functional average result of all the replicas but with enhanced numerical
statistics.
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them, it is possible to eliminate the dependence of the PDF used to initiate the MCFM events
[147]. Once this PDF independence is eliminated, it is then possible to use the grids as
theory predictions while tting.
5.3.4. Determining PDF Independence of Produced APPLgrid Grids
In order to quantify the threshold for which it is possible to claim PDF independence for
the APPLgrid grids, I performed several test cases in which dierent numbers of grids were
combined, convoluted and compared to each other. Figure 5.17 details some of the main
results from this study; a thorough compendium of these results can be found in Appendix D.
In this study, two sets of ten grids were produced with the same MCFM inputs save for
the underlying PDF. I then produced combined grids from the results for each PDF; one
replica grid was left uncombined, one grid was produced from three replicas and one was
a combination of all ten replicas. The resulting grids were then convoluted with a third,
distinct, PDF to prevent any enhancement of the underlying PDF.
As shown in Fig. 5.17d, once 10 replica grids are combined into a single grid, the depen-
dence on the underlying PDF drops to within 0:02%, which is on the order of the numerical
noise from the integration in MCFM (:01% for the conditions used in these tests)27. Although
this exercise shows that a set of 10 replica grids would be sucient to ensure PDF indepen-
dence to the precision needed, for the grids used as theory predictions for tting, 15 replica
grids were combined to further ensure PDF independence.
5.3.5. FEWZ and APPLgrid
Once established that the grids produced are independent of the underlying PDF, they
can be convoluted with PDFs to make theory predictions. In Fig. 5.18, the prediction from
FEWZ, seen earlier in 5.12, was shown to match these convoluted grids with similar precision
to that of MCFM.
27Note: 10 grids were also found to be sucient to obtain high numerical precision in [147]
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Finally, we reach the end of the chain of tools as we are able to make theory predictions
for data sets from asymmetric collisions using the APPLgrid grids produced from symmetric
MCFM. Figure 5.19 shows this comparison, including the prediction from FEWZ as reference.
Now that it is possible to grid the theory predictions for the pPb LHC data we would like to
























Figure 5.11: A schematic representation of how APPLgrid PDF independent grids are pro-
duced and validated against FEWZ, MCFM and experimental data. These grids go on to provide
the input theory in nCTEQ++ for the W=Z LHC data included in the new ts.
In this graphic there are several features: double arrows (m) represent comparisons and val-
idations that have been made, single arrows ()) represent a process for which the inputs
cannot be directly compared to the outputs, red boxes refer to processes that utilize asym-
metric inputs (specically pPb), blue boxes refer to processes that utilize only symmetric
inputs (e.g. pp), purple box refers to a process that is independent of the choice of PDF and
nally each numbered arrow refers to a description in the text in a subsection of Section 5.3.1.
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Figure 5.12: Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for W+ production at NLO in pPb collisions from CMS [42].
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Figure 5.13: Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for W  production at NLO in pPb collisions from CMS [42].
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Figure 5.14: Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for W  production at NLO in pPb collisions from ATLAS [40]. The larger
dierences seen here are due to the diculty of implementing varied the bin widths used
in this data set in MCFM. This is solved when generating the grids as mcfm-bridge provides
fully customizable binning.
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Figure 5.15: Comparison of MCFM and FEWZ for dierential cross section as a function of
lepton rapidity for for Z production at NLO in pPb collisions from ATLAS [39].
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Figure 5.16: MCFM output histogram compared to the APPLgrid grid produced with the same
settings and convoluted with the same PDFs used in the original MCFM process. The label
\eta4" refers to the grid associated with the rapidity of the charged lepton produced in the
decay of the W+ boson.
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(a) Uncombined Single Grid







(b) Combined - 3 Grids









(c) Combined - 10 Grids










Figure 5.17: Presented here are three results of the dependence of the APPLgrid grids on
the underlying PDFs used in the generation of the MCFM events. The dependence is shown
as a ratio of convoluted grid values for each bin. If the grids were innitely precise and
independent, one would expect all the points to fall on the horizontal line at 1:0, however
the numerical precision of the Monte Carlo limits the measure of independence to 0:01%.
The label \gk" refers to the dierent set of grids, while the PDF convoluted with the grid
is labled \p3". 5.17a contains a single uncombined grid and displays a dependence on the
order of 1%. 5.17b contains a a grid resulting from the combination of 3 grids and displays
a dependence on the order of 0:1%. 5.17c contains a a grid resulting from the combination
of 10 grids and displays a dependence on the order of 0:01%. This is shown explicity in
5.17d where the dashed line = 0:01% and the dotted line = 0:02%. Additional comparisons
including convolutions with dierent PDFs can be found in Appendix D.
162


















Figure 5.18: Theory predictions from FEWZ compared to the APPLgrid grid convoluted with
the same pPb PDFs used in the original FEWZ run. The convoluted grid prediciton in purple
is only slightly visible above the FEWZ prediction in green.












Figure 5.19: Theory predictions from FEWZ, a convoluted APPLgrid grid produced with by
combining replica grids representing MCFM events and the associated data set (Black points),
W+ production from CMS [42], all shown in one comparison.
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5.4. nCTEQ15 Fit with LHC data
The goal of including data from LHC experiments into a nCTEQ t is the driving force
behind the developments discussed in Section 5.3. As was found in Chapter 3, the disagree-
ment between the experimental data and nCTEQ15 was large enough that even a reweighted
PDF was not able to bridge the gap. This meant that retting the parameters from nCTEQ15
would be necessary in order to get better agreement with the data.
In this section, I will detail two ts performed with nCTEQ++. Both ts use nCTEQ15-np
as a baseline, meaning the parameters the were t started at the values noted in Table 5.4,
and include the data sets discussed in Section 5.4.1. The rst t, called nCTEQ+LHC, uses
a similar set of parameters to nCTEQ15-np and opens no new parameters. The second t,
nCTEQ+LHCs, includes all the parameters opened in the rst t but also opens three strange
parameters.
5.4.1. Data Sets Included
Data from the LHC aords the new ts the opportunity to probe a kinematic regime
that lacked constraint in past nCTEQ ts. In Figure 5.20, it becomes clear that the LHC
data is vastly separated in (x;Q2) space from any of the previously included DIS or DY
data. Relating this to rapidity in Figure 5.21, this new data allows us to constrain our cross
section predictions in rapidity regions where no prior constraint existed, e.g. for pPb W+
production, any prediction for positive rapidities was merely extrapolation in prior ts. This
reliance on extrapolation gives some indication as to the disagreement seen between nCTEQ15
and the data in this region.
The 4 data sets included in nCTEQ+LHC come from pPb collisions and represent both the
ATLAS and CMS experiments. They are Z production in ATLAS, W+ production in CMS
and W  production in both ATLAS and CMS. A detailed list of the data, with citations,
can be found in Table 5.5. In total, the 708 DIS and DY data points included in nCTEQ15-np
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Figure 5.20: Here the W=Z production data from the LHC is added kinematic range of the
data shown in Fig. 5.1. This data falls well above the kinematic cuts from nCTEQ15 and
includes the only data t above Q2 of  100 GeV2 or below x = 10 2. This illustrates the
complete kinematic range covered in the new ts described in section 5.4.2 and 5.4.3
are supplemented by 44 additional data points28, yielding a total of 752 data points in the
new ts.
28Note: 14 data points for Z production and 30 data points for W production
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Observable Experiment ID Ref. # data after cuts
d(W  ! ` )=dy`  ATLAS 6211 [40] 10 10
d(W  ! ` )=dy`  CMS 6231 [42] 10 10
d(W+ ! `+)=dy`+ CMS 6233 [42] 10 10
d(Z ! `+` )=dyZ ATLAS 6215 [39] 14 14
Total: 44 44
Table 5.5: The W=Z production data used in the nCTEQ15+LHC ts. The same details for
each data set as in Tab. 5.1 are listed here with the exception of the 2, which is presented
in the sections pertaining to each t.
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Figure 5.21: The kinematic (x1; x2) space explored by the experimental data used included
in the new ts. The red and blue lines represent constant  = MV =
p
s where MV is the
invariant mass of the produced W=Z vector boson (respectively), as well as the center of
mass rapidity y. Here x1 corresponds to the proton and x2 to the Pb momentum fraction.
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5.4.2. nCTEQ+LHC
The rst of the new ts, nCTEQ+LHC, aimed to simply update nCTEQ15-np to include
LHC data. This t opened parameters for the valence quarks, the u+ d, and the gluon. All
of these parameters had been opened in the original nCTEQ15-np t so they were natural
candidates to reopen for this t. The values of the parameters all originated at the values
from nCTEQ15-np and the nal values after the t are shown in Table 5.6. Since all the LHC
data that was added was from pPb experiments, it was only prudent to open either ak or bk
parameters in the t. As seen in the relationship shown here:
ck(A) = pk + ak
 
1  A bk ; (5.21)
the coecients used in the parameterization are dependent on A but when only adding
additional data for a single nucleus, it is very dicult to discriminate whether changes to
the ak and bk parameters are a result of the inclusion of the data or feedback in the tting
procedure. As such, only ak parameters were opened in nCTEQ+LHC.
Figure 5.22 shows how the parameters in nCTEQ+LHC change as a function of A. For most
of the parameters, the value of the parameter changes rapidly for small A before eventually
plateauing for large A. This is very similar to the result from nCTEQ15 [7] and seemingly
indicates that the parameterization for the non-gluon parameters might be suboptimal at
describing the dependence on A. It is also clear that the parameters corresponding to the
behavior at small x, c1, are more strongly correlated with A than those that describe behavior
at large x. The gluon parameters especially exhibit this behavior as the small x parameters
linearly rise in A throughout the entire range.
As the parameterization and subsequently the parameters are dependent on A, it is
important to examine the PDFs resulting from the t at dierent values of A. In Fig. 5.23,
you can see that as A increases, the value of the PDF is suppressed at low x and enhanced
at large x. This result is similar to that of nCTEQ15-np (Fig. 5.3) except that the spread of
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the dierent PDFs is much smaller for this t. This is directly a result of the shift of the
shadowing-anti-shadowing point to lower x.
Since the goal was to study the impact of the LHC data on nCTEQ15-np, Figure 5.29
compares the bound lead PDF for several avors t in nCTEQ+LHC to the equivalent PDF
from nCTEQ15-np at 10 GeV. In this comparison, the t for Pb shifts the shadowing-anti-
shadowing point to a lower x than was seen in the nCTEQ15-np t and lends itself to a larger
PDF value in the low x region. This shift at low x is like due to the constraint in this
kinematic region oered by the LHC data.
For nCTEQ+LHC, the total 2 was found to be 770.081 for 752 data points. This gives a
2 per degree of freedom of 1.03645 (770:081=(752 9 free parameters)). While this indicates
a good t, Fig. 5.25 shows that the 2 per degree of freedom for the LHC sets is rather large29.
This indicated that additional parameters might need to be opened in order to accommodate
this data.
5.4.2.1. Parameter Scans for nCTEQ+LHC
From Figure 5.26, it is very clear that, for the 9 parameters t in nCTEQ+LHC, each one is
in a minimum. This is important for the stability of the t; it is possible that a parameter
could fall into a small local minimum, tricking the minimizer into not looking for a larger
global minimum. The shape of the parameter space is also revealed by these scans and,
for the most part, it is very smooth. There are some slight numerical noise in the gluon
parameters but as it increases the 2 as opposed to lowering it, these are tolerable.
29A thorough examination of the 2 for each data set including the LHC sets can be found in Appendix E
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Table 5.6: Values of the parameters of the nCTEQ+LHC t at the initial scale Q0 = 1:3GeV.
Values in bold represent the free parameters and values in parentheses are xed in the t.
The rst block of parameters, the pk's refer to the free proton parameters. The normalization
parameters, determined by the sum rules are not listed.
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Figure 5.22: A detailed look at the A dependence of the parameters t in nCTEQ+LHC as
described by Eq. 5.5. As nCTEQ+LHCs has very similar parameters, the strange was included
as well. Each of these plots have been noramlized to the free proton parameters such that
only the nuclear parameters contribute. The parameters for nCTEQ+LHC and nCTEQ+LHCs can
be found in 5.6 and 5.7, respectively.
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Figure 5.23: nCTEQ+LHC bound proton PDFs for Q = 10 GeV for the free proton (A = 1) to
lead (A = 208).
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Figure 5.24: nCTEQ15-np bound proton PDF compared to the bound proton in lead for
nCTEQ+LHC as well as the pound proton in lead for nCTEQ15-np 5.24a: for Q = 10 GeV as
well as the ratio between them, 5.24b.. The proton parameters remained xed for nCTEQ+LHC,
so showing the proton PDF for nCTEQ+LHC would be redundant. The ratio plots represent




































































































































































































































































Figure 5.25: Listing of the 2/d.o.f. for each data set included in nCTEQ+LHC. The individual
data sets are identied by the ID number corresponding to those in Tables 5.1-5.3 as well
as the LHC data included in 5.5. The DIS data is displayed in blue and have ID numbers
corresponding to 51XX, while DY data is displayed in red and have ID's corresponding to
52XX. The LHC data is displayed in green and have ID numbers corresponding to 62XX.
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Figure 5.26: One dimensional parameter scans for the 9 free parameters t in nCTEQ+LHC.
Each scan was performed by opening a single parameter while the others remained xed,
eliminating any correlation between parameters. The blue marker indicates the value of the
parameter and the associated 2 from the minimum previously found in the t. The red
marker indicates where the parameter is at a minimum in the scan as well as the 2 at that
point, These two markers should be in essentially the same location. The dotted horizontal
black lines indicate 35 units of 2.
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5.4.3. nCTEQ+LHCs
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Figure 5.27: nCTEQ+LHC bound lead PDF compared to the bound lead PDF for nCTEQ+LHCs.
As is clear from 5.27a, the PDFs from these two ts are very similar, with the only noticeable
dierence coming in the strange quark PDF. This would be somewhat expected as the only
dierence betweeen the two ts is the freedom of the strange quark parameters. In the ratios,
5.27b the dierence in the strange distribution is more clear. Additionally, there are in fact
slight changes to the other avors as a secondary result of opening the strange parameters.
One set of parameters worth examining were those of the strange quark distribution.
Since the strange asymmetry (s  s = 0) is xed in the nCTEQ parameterization, this meant
the only exibility in the strange could come from s+s. As such, nCTEQ+LHCs was determined
by taking the resulting parameters from nCTEQ+LHC, opening three strange parameters and
retting. The reasoning for starting with the nCTEQ+LHC parameters for this t was that,
since those parameters represented a stable minimum for the 2 function, opening any
additional parameters could only improve the t rather than relying on the minimization
routine to relocate the stable minimum with the additional strange parameters complicating
the parameter space30. The parameters found to minimize this t can be found in Table 5.7.
30A t of this kind, identical in procedure to nCTEQ+LHC (starting from the nCTEQ15-np parameters) but
with the three opened strange parameters was actually performed and the same minimum was found, albeit
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Table 5.7: Values of the parameters of the nCTEQ+LHCs t at the initial scale Q0 = 1:3GeV.
Values in bold represent the free parameters and values in parentheses are xed in the t.
The rst block of parameters, the pk's refer to the free proton parameters. The normalization
parameters, determined by the sum rules are not listed.
As seen in Fig. 5.27, opening the strange parameters actually had little to no eect on
nCTEQ+LHC, with only the strange quark showing any noticeable variation (which would be
expected when opening those parameters). This similarity is mirrored in the 2 for the t,
which was found to be 766.990 for 752 data points or a 2 per degree of freedom of 1.03647
(766:990=(752 12 free parameters)). This represents a percent dierence in total 2 between
the two ts of 0.4% and a 0.002% dierence in 2 per degree of freedom.
with slight discrepancies on the order of the numerical precision in 2. As the results from that t are
equivalent to the results from nCTEQ+LHCs, only results from nCTEQ+LHCs will be displayed here.
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This minute dierence between the two ts indicates that opening the strange param-
eters had a negligible eect when describing the data, despite the LHC data being more
sensitive to the strange than any data previously included in nCTEQ15. It also indicates that
some additional parameters could be introduced, possibly the s   s or a t normalization
(Section 5.4.5), that might have a stronger impact on the 2. However, for completeness,
the results of nCTEQ+LHCs can be found in Fig. 5.28-5.30.
5.4.3.1. Parameter Scans for nCTEQ+LHCs
Once again scanning the parameter space gives some insight into the behavior of the
t, shown in Fig. 5.31. For the 9 non-strange parameters, they remain well behaved and
sit in a global minimum, just as they did in nCTEQ+LHC. However the 3 strange parameters
are another story. The a0 parameter is at for a large span of the parameter space. This
is especially dicult for Minuit to minimize and can lead to large uncertainties in the
t parameters and instability in the t itself. The a1 and a2 parameters are also fairly
at, with the scan needing to cover a large range in order to reveal the parabolic shape of
the parameter space. This further justies the result that nCTEQ+LHCs does not have the
necessary constraint to provide any real insight into the strange distribution.
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Figure 5.28: nCTEQ+LHCs bound proton PDFs for Q = 10 GeV for the free proton (A = 1)
to lead (A = 208).
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Figure 5.29: nCTEQ15-np bound proton PDF compared to the bound proton in lead for
nCTEQ+LHCs as well as the pound proton in lead for nCTEQ15-np 5.29a: for Q = 10 GeV
as well as the ratio between them, 5.29b. The proton parameters remained xed for
nCTEQ+LHCs, so showing the proton PDF for nCTEQ+LHCs would be redundant. The ratio







































































































































































































































































Figure 5.30: Listing of the 2/d.o.f. for each data set included in nCTEQ+LHCs. The individual
data sets are identied by the ID number corresponding to those in Tables 5.1-5.3 as well
as the LHC data included in 5.5. The DIS data is displayed in blue and have ID numbers
corresponding to 51XX, while DY data is displayed in red and have ID's corresponding to
52XX. The LHC data is displayed in green and have ID numbers corresponding to 62XX.
181




















































































































































































































































































Figure 5.31: One dimensional parameter scans for the 12 free parameters t in nCTEQ+LHCs.
Each scan was performed by opening a single parameter while the others remained xed,
eliminating any correlation between parameters. The blue marker indicates the value of the
parameter and the associated 2 from the minimum previously found in the t. The red
marker indicates where the parameter is at a minimum in the scan as well as the 2 at that
point, These two markers should be in essentially the same location. The dotted horizontal
black lines indicate 35 units of 2.
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5.4.4. Comparison to Results from PDF Reweighting

















































































































































































Figure 5.32: Here lead PDFs from nCTEQ15-np, the reweighting study (3) and nCTEQ+LHC are
all compared to the nCTEQ15-np proton. The results from the reweighting show movement
in the direction of the new t from nCTEQ15-np, particularly in the low x region (x < 10 2);
the region where the LHC data provides the only constraint on the PDF.
The aim of the PDF reweighting study in Chapter 3 was to estimate and predict the
behavior that a PDF ret with LHC data might exhibit. Now that such a t is available,
an evaluation of how well those predictions did is possible. In Figure 5.32, lead PDFs
from nCTEQ15-np, the reweighting study and nCTEQ+LHC are all compared to the baseline
nCTEQ15-np proton. Encouragingly, the reweighted PDF appears to shift in the direction
of nCTEQ+LHC from nCTEQ15-np, particularly in the low x region (x < 10 2). This is the
kinematic region previously unconstrained in nCTEQ15 and that is covered with the inclusion
of the LHC data. There is a slight caveat when looking at the reweighting results, especially
for the gluon PDF as the reweighted PDF used was nCTEQ15 and not nCTEQ15-np. This
means the underlying PDF in the reweighting has some additional constrains that are lacking
in nCTEQ+LHC.
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5.4.5. Normalization of LHC Data
An additional consideration when considering the results from nCTEQ+LHC, it that any
overall normalization uncertainty was neglected. Currently nCTEQ++ does not contain the
functionality to t a normalization parameter and enforce a penalty on the 2 but it can be
done manually after the fact. This was done specically for the four LHC data sets included











This normalization has a dramatic eect on the 2 for these sets, shown in Table 5.8,
reducing the 2/d.o.f by up to half for one of the sets. This new 2 can be related to the
normalization uncertainty for each data set by adding a penalty term to the 2 calculation,
shown in Eq. 5.22 [9]. Here fN represents the normalization factor, 1 % uncertainty and
the uncertainty in the luminosity normalization for that data set is represented by normN .
This penalty is constructed such that for no normalization, there is no penalty to the 2 and
for any non zero normalization, the penalty31 adds (% error=% norm)2 to the 2.
Data ID: 6211 6231 6233 6215
nCTEQ15-np [7] 2 per d.o.f: 1.55 6.91 7.73 3.16
Reweighting (3) 2 per d.o.f: 0.87 3.27 2.95 1.76
nCTEQ+LHC (5.4.2) 2 per d.o.f: 1.30 5.30 3.36 2.75
nCTEQ+LHC (1 N ) 2 per d.o.f: 0.92(+0:10) 2.77(+0:10) 1.66(+0:10) 1.96(+0:07)
nCTEQ+LHC (4ATLASN ; 2
CMS
N ) 2 per d.o.f: 0.42(+1:60) 1.33(+0:40) 1.39(+0:40) 0.94(+1:14)
Table 5.8: Comparison of the 2 per d.o.f for several PDF sets. The normalized nCTEQ+LHC
t represents the 2 (with the penalty term in parentheses) recalculated with Eq. 5.22 with
N = (2:7; 3:5) for (ATLAS, CMS) respectively. As a reminder set IDs of 621X refer to
ATLAS and 623X refer to CMS.
31E.g. (7% error=3:5% norm)2 ! ((2 3:5)=3:5)2 ! 22 = penalty of 4 added to the 2
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SetID: 6231  ExpType: W−  χ2T : 53. 034  χ
2
N : 27. 667  npts: 10













SetID: 6233  ExpType: W+  χ2T : 33. 597  χ
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SetID: 6215  ExpType: Z  χ2T : 38. 567  χ
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N : 27. 451  npts: 14
Figure 5.33: Comparison of theory predictions to the data for each of the LHC data sets
included in nCTEQ+LHC as well as a normalized theory prediction. The normalization for each
set represents 1 N for that experiment. The 2N is calculated according to Eq. 5.22.
It is also possible in nCTEQ++ to apply a xed normalization prior to tting. In Figure 5.36,
an example of a t using an optimal normalization demonstrates the potential of tting this
way. Here the normalization, described in the last row of Tab. 5.8, was applied to the
LHC data prior to tting. The t was then performed in the same way as nCTEQ+LHC and
nCTEQ+LHCs. The results, Fig. 5.37, show a signicant reduction to the 2/d.o.f. for the
LHC data, putting these data sets on par with the 2/d.o.f. of the other data sets included
in the t.
These optimally normalized ts also allow for a comparison to the results from the
reweighting analysis from Chapter 3. Figure 5.36 includes these results as well as the results
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Figure 5.34: Comparison of theory predictions to the data for each of the LHC data sets
included in nCTEQ+LHC as well as a normalized theory prediction. The normalization for
each set represents 4  N for the ATLAS sets and 2  N for the CMS sets. This shows
an example of what a t normalization in nCTEQ++ might allow for. The 2N is calculated
according to Eq. 5.22, but neglects the 2 penalty term (+16 2 for ATLAS, +4 2 for
CMS).
from the normalized ts. At low x particularly, it becomes clear that the reweighting analysis
hinted at, but understated, the direction the data would pull a ret nCTEQ15 PDF.
Additionally, once the parameterization was freed from having to overcome the normal-
ization, these ts show how opening parameters respond to the inclusion of the W=Z data.
For the strange quark specically, there is a large enhancement at low x that was not seen in
the ts without the normalization. This indicates that dynamic tting of the normalization




































































































































































































































































Figure 5.35: Listing of the 2/d.o.f. for each data set included in nCTEQ+LHC with the LHC
data normalized by 1 N (including the 2 penalty for the normalization). The individual
data sets are identied by the ID number corresponding to those in Tables 5.1-5.3 as well
as the LHC data included in 5.5. The DIS data is displayed in blue and have ID numbers
corresponding to 51XX, while DY data is displayed in red and have ID's corresponding to
52XX. The LHC data is displayed in green and have ID numbers corresponding to 62XX.
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nCTEQ+LHC S norm Pb
(a) Gluon

















nCTEQ+LHC S norm Pb
(b) Gluon - Ratio to nCTEQ15 Pb





















nCTEQ+LHC S norm Pb
(c) Strange Quark
















nCTEQ+LHC S norm Pb
(d) Strange Quark - Ratio to nCTEQ15 Pb
Figure 5.36: The gluon and strange quark PDFs described by the ts (one mirroring
nCTEQ+LHC and one mirroring nCTEQ+LHCs) with a xed optimal normalization applied prior
to tting. This represents a possible t nCTEQ++ might allow for once dynamic tting of
normalizations is implemented. The normalization for each set represents 4  N for the
ATLAS sets and 2  N for the CMS sets. There was no 2 normalization penalty applied




































































































































































































































































Figure 5.37: Listing of the 2/d.o.f. for each data set included in a t with the LHC data
normalized prior to tting by 4N for sets 621X and 2N for sets 623X. This represents an
optimal normalization without a 2 penalty applied. The individual data sets are identied
by the ID number corresponding to those in Tables 5.1-5.3 as well as the LHC data included
in 5.5. The DIS data is displayed in blue and have ID numbers corresponding to 51XX,
while DY data is displayed in red and have ID's corresponding to 52XX. The LHC data is
displayed in green and have ID numbers corresponding to 62XX.
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5.4.6. Conclusions
nCTEQ+LHC and nCTEQ+LHCs both represent successful ts of LHC data. nCTEQ+LHC is
the rst nCTEQ t to achieve a number of milestones. It is the rst t to be performed
by nCTEQ++, a nontrivial indication that the code was successfully migrated from the old
FORTRAN nCTEQ code. nCTEQ+LHC also represents theory predictions that are a result of
APPLgrid grids produced from MCFM as part of the long chain of theory prediction tools
detailed in Section 5.3. It also represents the rst inclusion of LHC data into an nCTEQ t
and opens the door for future LHC processes to be included in later ts. nCTEQ+LHCs is also
signicant because it marks the rst nCTEQ t to include data that allows for any reasonable
constraint on the strange quark distribution.
As exciting as these ts are, they are not without their lumps. nCTEQ+LHC made it clear
that the t needs to include a normalization parameter in order to better describe the W=Z
production data. Unfortunately, nCTEQ+LHCs showed that there is still not enough constraint
on the strange quark to get any signicant information on it, possibly due to the limited
number of data points or an inexible parameterization. There are also lingering concerns
about the gluon PDF that was left unconstrained in nCTEQ15-np, and as a result nCTEQ+LHC,
due to the lack of implementation of the pion data present in nCTEQ15.
In the next chapter, I will summarize the comprehensive work done in this dissertation




Having completed a novel pair of parton distribution function (PDF) ts in Chapter 5
representing the rst of their kind within the nCTEQ framework, let us step back and examine
the entirety of this work. I started by presenting the Standard Model of Particle Physics and
the theoretical framework of quantum chromodynamics. This introduced quarks and gluons
as the constituent particles of protons and, more broadly, nuclei. These ideas, together with
some phenomenological principles, led to the description of PDFs. These PDFs turned out to
be intricate objects that required complex and nely tuned machinery in order to determine
them.
ManeParse, introduced in Chapter 2, was the rst example of such machinery discussed.
The goal of ManeParse was to provide the user with a Mathematica package for studying
these PDFs entirely independent of external software. I, as part of a small team of devel-
opers, achieved this by writing a series of robust parsers for external data les, an internal
interpolation routine comparable to the internal Mathematica routine, and an error deter-
mination module used for the determination of PDF error bands. With ManeParse, PDFs
can be loaded quickly, manipulated, used in calculations and plotted in a clean and e-
cient manner within Mathematica. This provided a needed utility within the PDF tting
community.
In the next chapter, Chapter 3, I began to discuss PDF tting and the inclusion of
LHC data into these ts. By introducing PDF reweighting as a process for estimating the
potential impact a data set might have, I, as part of nCTEQ, determined that certain LHC
W=Z production data sets would have a meaningful impact on the nCTEQ15 PDF set. The
work presented in this chapter would lay the ground work for the PDF tting presented in
a later chapter. One of the conclusions from this reweighting study is that the LHC data
191
might provide sucient constraints to allow for the strange quark parameter to be freed up
in a nCTEQ PDF t for the rst time. This conclusion was tested with nCTEQ+LHCs, described
in Chapter 5.
Before approaching a full PDF t, I described the work I did with the xFitter collabora-
tion on heavy avor variable number schemes in Chapter 4. These schemes provide someone
tting a PDF the exibility to move the threshold for switching the number of active a-
vors. This can help to limit the theoretical uncertainties introduced by the discontinuities
that arise when tting at higher orders. Importantly, my work here led me to consider how
discontinuities and avor thresholds contribute to the overall structure of a t, an issue that
arose when validating S evolutions in nCTEQ++.
Finally, in Chapter 5, I reach the culmination of all the previous chapters with the de-
velopment of nCTEQ+LHC and nCTEQ+LHCs. These ts both have elements of signicance to
them as nCTEQ+LHC represents the rst nCTEQ PDF t including LHC W=Z production data,
while nCTEQ+LHCs also includes LHC data but with several strange quark parameters opened
for the rst time. An additional achievement associated with these ts is the development
of nCTEQ++ tting code to replace the original nCTEQ FORTRAN code. This new tting code
provides numerous advantages but required thorough testing and validation before any re-
sults could be produced. One of these innovations was the ability to outsource the theory
predictions with powerful precalculated grid techniques by linking to APPLgrid. As was
true for the code itself, these predictions had to be rigorously tested and veried to produce
credible predictions. Armed with these powerful new tools and the new ts I produced, I
look to the future of nuclear PDF analyses and some potential improvements for nCTEQ++
and nCTEQ+LHC.
6.1. Physics at the FCC
Using the nCTEQ+LHC t, it is possible to consider physics beyond the LHC. The Future
Circular Collider (FCC), is a proposed collider to move beyond the LHC and once completed
may be able to produce energies close to 100TeV [148]. While there is a wealth of possible
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data to include in PDF ts before this experiment is even close to turning on, through the
use of ManeParse, we are able to make a simple W+ production cross section prediction for
a beam of this energy.
In Figure 6.1, the dominant contribution to the total cross section is that from u d.
However, even at the jump in energy from the Tevatron to the LHC, contributions from
heavy quark interactions (namely cs) start to have an eect. This is even further visible in
Figure 6.2, where the contributions from cs at central rapidity are within a factor of 3 to
those of u d. This would indicate that as higher and higher energies are achieved at hadron
colliders, further understanding of the PDF for the strange quark and heavy quarks will
become increasingly necessary.
It is worth noting here as well that the top quark contribution (tb) is not shown here
despite it being a non-negligible contribution. Currently the top quark PDF is not included
in nCTEQ ts and thus cannot be used in this prediction. This represents one of the many
necessary hurdles that would be necessary to overcome for the FCC.
(a) Tevatron (b) LHC
Figure 6.1: Reproduced from Figure 2.13. Leading-Order W+ production cross section,
d=dy at the Tevatron (pp; 1:96 TeV) and the LHC (pp, 8 TeV). The red line indicates
the total cross section while the individual parton contributions are represented in dierent
colors.
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Figure 6.2: Prediction for Leading-Order W+ production cross section, d=dy at the FCC
(pp; 100 TeV). Of note is the large contribution from cs, especially at central rapidity. This
would warrant an improved understanding of the strange quark PDF as well as the PDFs
for the heavy quarks.
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6.2. To the Future with nCTEQ++
Within nCTEQ, a lot of eort has gone into the development, validation and implemen-
tation of nCTEQ++ for PDF tting and this code was designed with the future in mind.
Explained below are a handful of the many possibilities for improving upon existing and cre-
ating new PDF ts with this new code. I will primarily focus on ways to improve nCTEQ+LHC
and nCTEQ+LHCs, but the principles can be abstracted to apply to just about any nCTEQ t.
6.2.1. Adding Error Bands
The ability to quantify the uncertatinty of a PDF set is important when preforming a
global analysis. A Hessian Error analysis [7] like one implemented in nCTEQ15 has yet to be
implemented in nCTEQ++ but this will be a crucial component for future ts.
6.2.2. Additional Data Sets
Back in Chapter 3 when choosing W=Z data to use to reweight the PDFs, data from
all four major LHC experiments was selected and studied. However, for nCTEQ+LHC only
includes four of these sets and was limited to a pair of sets from each of ATLAS and CMS.
This reduction of the data sets was a result of the time it took to innovate and validate the
chain of theory tools for producing APPLgrid grids to use as theory production. Now that
this process is established and has been proven to be an eective technique for including
new data into a t, more of the pPb and PbPb sets used in the reweighting study could
conceivably be included in nCTEQ+LHC.
Another data set missing in nCTEQ+LHC that has been included in the past is the inclusive
pion production data included in nCTEQ15. This data provided nCTEQ15 with more constraint
on the gluon parameters than nCTEQ15-np has and its inclusion in nCTEQ++ would allow
future ts to use nCTEQ15 as a baseline, instead of nCTEQ15-np.
There are several other nuclear data sets that are also available. For example, EPPS16
included a huge number of neutrino DIS data points from the CHORUS [69] experiment
(824 points), as well as, dijet data from CMS [149]. Other neutrino experiments such as
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NuTeV [150] [151] and MINERA [152] also have data that could be considered for inclusion
for a future t. There are even some interesting results from the LHCb experiment where
they utilize their capability of running in xed target mode with its internal gas target
SMOG [153] [154]. There are even new tools being developed that use machine learning
algorithms [155] to provide insight into which of these data sets might be most protable for
inclusion a t, similar to, but arguably more exible than, the statistical approach of PDF
reweighting.
6.2.3. Expanding with MCFM
With this wealth of available data, being able to quickly and accurately generate theory
predictions becomes the main constraint for tting new processes. Fortunately, MCFM can
provide theory predictions for hundreds of processes1 and, by extension, APPLgrid gridded
theory predictions. These processes can then be include in nCTEQ++ quite easily by following
the steps in Section 5.3.
6.2.4. Open Additional Parameters
When examining new data, it is natural to consider opening more and more parameters.
nCTEQ+LHC and nCTEQ+LHCs were limited by a number of factors to only having 9 and 12 pa-
rameters open, where as nCTEQ15-np only had 16 open parameters. These numbers represent
only a fraction of the total parameters available for tting and with the speed aorded by
using APPLgrid to precalculate the theory predictions, run time is no longer as constraining
as it once was for tting a large number of parameters. Now the limitations are more a
function of data availability and precision, as well as the use of a xed parameterization.
When examining the  60 nuclear parameters available with the current nCTEQ parame-
terization, there are denitely areas that can be probed further. For instance, adding data
sets with only a single nuclei, Pb, precluded opening both the ak and bk parameters for each
1The list of processes included in MCFM can be found in the MCFM v6.8 Users Guide found here:
https://mcfm.fnal.gov/
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avor, but with data from dierent nuclei, this would no longer be the case. The addition
of inclusive pion data could allow more gluon parameters to be constrained, or even work
with the LHC W=Z data in this. As I showed in nCTEQ+LHCs, opening the strange quark
parameters was not as fruitful as it was hypothesized to be, but that's not to say that some
future data might not help to constrain this.
While most of these parameters rely on new data to constrain them, a vital parameter
missing from nCTEQ+LHC and nCTEQ+LHCs is a free normalization parameter tied to the
luminosity uncertainty in the normalization of the data (as well as other normalization
uncertainties). I touched on this eect briey at the end of Chapter 5 by applying a xed
normalization and penalty to the 2 for the LHC data in the t. This however is not an
ideal solution and should be implemented into nCTEQ++ directly when tting. An example
of what this might look like for the ATLAS and CMS data from nCTEQ+LHC can be found in
Fig. 6.3.
This does not represent a true minimization of the 2 by tting a normalization param-
eter, but it provides preliminary indication that tting the normalization would be able to
improve the overall 2 of a t.
6.2.5. Improved Parameterization
In addition to all of these potential improvements, it is possible to rework the underlying
parameterization in nCTEQ++ itself. The current parameterization is structured like the
FORTRAN nCTEQ code, which itself was structured like the CTEQ tting code. In nCTEQ++,
there is the possibility to change the parameterization without reworking the entire code
structure. This was possible due to the class structure in C++ and would allow future
ts to test out dierence parameterizations without any signicant hindrance. To some
extent, this has already been done to allow nCTEQ++ to read LHAPDF6 les and use them in
calculations using an \LHA Parameterization." While this particular parameterization is
extremely limited (e.g. It can not be used when attempting to t), future parameterizations
would not face such restrictions.
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Minimum: 37.666 @ 3.48
(a) CMS W 












Minimum: 25.1119 @ 2.46
(b) CMS W+












Minimum: 12.5301 @ 0.55
(c) ATLAS W 












Minimum: 35.9785 @ 1.1
(d) ATLAS Z
Figure 6.3: An example of what a t normalization in nCTEQ++ might allow for. Here the
2N is calculated according to Eq. 5.22 including the 
2 penalty. The x-axis ranges from
no normalization (0) out to 1   for each set (2.7 for ATLAS and 3.5 for CMS). The
horizontal lines represent 1, 2, and 3 2 per degree of freedom; dashed, dash-dotted, and
dotted respectively.
One especially interesting option for a future parameterization would be to unx the
strange quark asymmetry, s   s = 0. This idea was touched on briey in Chapter 3 as
the LHC data in that study exhibited some tension in this regard. In order to implement
this, additional parameters would have to be introduced as well as some functional form,
polynomial or otherwise.
Another interesting option would be to rework the A dependence for the coecients in the
parameterization. When looking at how the parameters themselves changed with increasing
A, Fig 6.4, the parameters change rapidly at small A but quickly level o for A < 50
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in most cases2 (the gluon being the exception). While this behavior is clearly favored in
nCTEQ+LHC and nCTEQ15-np (As seen in Section 5.4), it might be that a dierent nuclear
parameterization could do a better job of describing the data.
6.3. Closing Remarks
The vast majority of this work was done in order to improve the understanding of parton
distribution functions. I did this both by building tools to better study PDFs, as well as
producing my own PDF ts. ManeParse has proven itself to be a useful tool already by
providing a simple structure to load and cross check PDFs. PDF reweighting was crucial in
the development of nCTEQ+LHC while being a useful technique in its own right. My work with
xFitter on heavy avor variable number schemes was also incredibly valuable for validating
nCTEQ++ and producing nCTEQ+LHC. Finally, the ts presented in this work, nCTEQ+LHC and
nCTEQ+LHCs, are the rst of their kind both by including LHC data in a nCTEQ t and by
being the rst time the strange quark has been able to be t within nCTEQ.
2For perspective: calcium has an A = 40 and iron has an A = 56. nCTEQ ts cover A values up to lead,
A = 208.
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Figure 6.4: Reproduced from Fig. 5.22: A detailed look at the A dependence of the param-
eters t in nCTEQ+LHC as described by Eq. 5.5. As nCTEQ+LHCs has very similar parameters,
the strange was included as well. Each of these plots have been normalized to the free proton
parameters such that only the nuclear parameters contribute. The parameters for nCTEQ+LHC




A.1. ManeParse Distribution Files
The ManeParse package is distributed as a gzipped tar le (about 2.6Mb), and this is
available at cteq.org or ncteq.HepForge.org.
When this is unpacked, the ManeParse modules fpdfCalc, pdfErrors, pdfParseCTEQ,
pdfParseLHA g will be in the ./MP Packages/ directory.
There is a Demo.nb Mathematica notebook which will illustrate the basic functionality
of the program; we also include a Demo.pdf le so the user can see examples of the correct
output.
We do not distribute any PDF les, so these must be obtained from the LHAPDF6 website1
or the CTEQ website.2 The README le will explain how to run the MakeDemo.py python
script to download and set up the necessary directories for the PDF les.3
The MakeDemo.py script will also run the Perl script noe2.perl on the CT10 data les.
Older versions of these les use a two digit exponent (e.g. 1.23456E-12), but occasion-
ally three digits are required in which case the value is written as 1.23456-123 instead of
1.23456E-123. While the GNU compiler writes and reads this properly, other programs (in-
cluding Mathematica) do not, so the noe2.perl script xes this. This script can also be run
interactively, in which case it will print out any lines that are modied.
1 http://lhapdf.hepforge.org/
2 http://cteq.org/
3Python is not essential to ManeParse as the les can be setup manually.
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There is a manual in both Mathematica format (manual v1.nb) and PDF format (man-
ual v1.pdf); this allows the user to execute the notebook directly, but also see how the output
should look. The manual provides examples of all the functions of ManeParse.
There is also a glossary le User.pdf which provides a list and usage of all the commands.
A.2. A Simple Example
First we dene some directory paths. You should adjust for your particular machine.




subDir2=pdfDirlg \NNPDF30 nnlo as 0118 nf 6"
ctqDir=\../ManeParse/Demo/PDF Sets/PDS"
Next, we load the ManeParse packages. The pdfCalc package is automatically loaded by











The \iSet" numbers are assigned sequentially, and are returned by pdfParseLHA which we
use to dene the variable iSetMSTW (=1 in this example). We can then evaluate the PDF
values.





Next, we can read in an NNPDF PDF set.
iSetNNPDF=
pdfParseLHA[
subDir2lg \/NNPDF30 nnlo as 0118 nf 6.info",
subDir2 lg \/NNPDF30 nnlo as 0118 nf 6 0000.dat"]
Out[...]:=2
We can then evaluate this PDF. We nd it is similar (but not identical) to the value above.
pdfFunction[iSetNNPDF,iParton,x,q]
Out[...]:=11:8288
Finally, we load a ctq66 PDF le in the older \pds" format using the pdfParseCTEQ function;







Now that we have these functions dened inside of Mathematica, we can make use of all the
numerical and graphical functions. Detailed working examples are provided in the auxiliary
les.
A.3. NF -Dependent PDF Example
We provide an example of implementing the NF -dependent PDFs within the ManeParse
framework using the matched set of PDFs4 with NF = f3; 4; 5; 6g from Ref. [20]. We load






pdfParseCTEQ returns the \iSet" number and we store these in fiSetNF3, ... g. The
below function pdfNF allows the user to choose NF , and then returns the appropriate PDF.
Clear[pdfNF,nf,iParton,x,q];





4These PDF sets are available at http://ncteq.hepforge.org/.
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Figure A.1: We display the gluon PDF fg(x;Q) at x = 0:03 vs. Q for NF = f3; 4; 5; 6g;




Note in the pdfNF function, the \iSet" variable is local to the Module. We now compute
some sample values.





Out[...]:=f123.288, 117.694, 115.331, 115.341g
As we have taken Q = 10 GeV, we are above the charm and bottom transition, but below
the top transition; hence the NF = f5; 6g results are the same, but the NF = f3; 4g values
dier.
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In Fig. A.1 we display the gluon PDF vs. Q for NF = f3; 4; 5; 6g. We observe as we
activate more avors in the PDF evolution the gluon is reduced as a function of NF . This
decrease in the gluon PDF will be (partially) compensated by the new NF channels.
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Appendix B
Further Validations of nCTEQ++
B.1. Evolution Code Comparison
This section follows from Section 5.2.1.2 and provides a more thorough comparison
of two PDFs, one evolved with the nCTEQ FORTRAN code and the other with the HOPPET
evolution routine implemented in nCTEQ++. The comparisons are broken down by par-
ton avor and are displayed at Q values of interest when tting PDFs. There is also
a section for validation performed at initial scale for Q.The PDF these comparisons are
based on is nCTEQ15_1_1, which is the nCTEQ15 bound proton PDF [7] and can be found at
https://ncteq.hepforge.org/ncteq15/ncteq15.html.
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B.1.1. Validation at Q0












































































































Figure B.1: At Q0 there is no sign of a variation between the two evolution codes. This is
expected as the PDF is t at Q0 and evolved up to the desired Q. Here Q0 = 1:3GeV. At
very large x the PDFs are  0 and the ratio becomes unstable, causing the behavior seen
on the far right of each plot.
The matching of the PDFs at Q0 provides the necessary validation that the PDFs are
indeed identical and any dierence must arise from evolution procedures. The following
subsections are not validations, in so much as they provide a catalog of the dierences
in the behavior of the evolution codes for a comprehensive list of x, Q and parton avor
combinations. These dierences are attributed to the algorithmic dierences in solving for
S and dierences in the number of avors present in the evolution, especially the handling
of the top quark in the S evolution.
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B.1.2. Sea Quarks: u and d

















 at x= 1 ∗ 10−05





















































 at x= . 0001





































 at Q= 10GeV

















 at x= . 001
























































 at x= . 01


































 at Q= 10000GeV
Figure B.2: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be u and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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 at x= . 0001





































 at Q= 10GeV

















 at x= . 001
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 at Q= 10000GeV
Figure B.3: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be d and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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B.1.3. Valence + Sea Quarks: u and d
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 at x= . 001
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 at Q= 10000GeV
Figure B.4: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be u and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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 at Q= 10000GeV
Figure B.5: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be d and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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B.1.4. Gluon and Strange

















 at x= 1 ∗ 10−05
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 at Q= 10000GeV
Figure B.6: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be g and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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 at Q= 10000GeV
Figure B.7: The ratio of a PDF evolved using the HOPPET implementation in nCTEQ++ to the
same PDF evolved using the existing FORTRAN nCTEQ code. Here the parton avor is xed to
be s and multiple Q and x values are displayed. Here mb = 4:5GeV and MZ = 91:188GeV.
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Appendix C
Further Validations of Theory Prediction Tools
This Appendix contains several validations done for the chain of theory tools detailed in
Section 5.3.
C.1. Additional FEWZ to MCFM Comparisons
This section catalogs the dierent theory calculations in FEWZ that were replicated in
MCFM. Generally speaking, the comparisons were done for Leading Order (LO) and Next to
Leading Order (NLO), rapidity of the boson and the leptons, and transverse momentum of
the boson and leptons. Additionally data sets included come from the ATLAS and CMS
collaborations for both PbPb and pPb data sets.
Of note, out-of-the-box MCFM version 6.8 does not have the ability to accomodate cuts
on boson rapidity nor does it permit asymmetric rapidity cuts for the leptons. As both
of these were needed for the following validations, the transverse mass and lepton veto
cuts, respectively, already present in MCFM were modied internally to obtain additional
functionality and perform the needed cuts.
C.1.1. Z0
PbPb! Z ! `+ + ` 
C.1.1.1. CMS PbPb [47]
No PbPb data has been included in nCTEQ++ as of yet. The analysis of this set was designed
to be a proof of concept test for the validation procedure. It is included here should someone
wish to include this data in nCTEQ++ in the future.
 PDF set: nCTEQ15 208 82
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 Cut: 60  m34  120
 Cut:  2  yZ  2
Leading Order

















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, modZcut









Figure C.1: Dierential Cross Section vs Rapidity of Z at LO
















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, modZcut









Figure C.2: Dierential Cross Section vs Rapidity of `+ at LO
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FEWZ LO HS, 8THS
MCFM LO nCTEQ15, modZcut









Figure C.3: Dierential Cross Section vs Rapidity of `  at LO





















FEWZ LO HS, 8THS
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Figure C.4: Dierential Cross Section vs pT of Z at LO

















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, modZcut







Figure C.5: Dierential Cross Section vs pT of `
+ at LO
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FEWZ LO HS, 8THS
MCFM LO nCTEQ15, modZcut







Figure C.6: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order



















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, modZcut













Figure C.7: Dierential Cross Section vs Rapidity of Z at NLO
















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, modZcut













Figure C.8: Dierential Cross Section vs Rapidity of `+ at NLO
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FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, modZcut













Figure C.9: Dierential Cross Section vs Rapidity of `  at NLO

















FEWZ NLO HS, 8THS
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Figure C.10: Dierential Cross Section vs pT of Z at NLO

















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, modZcut











Figure C.11: Dierential Cross Section vs pT of `
+ at NLO
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FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, modZcut










Figure C.12: Dierential Cross Section vs pT of `
  at NLO
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C.1.1.2. CMS pPb [41]
 PDF set: nCTEQ15 208 82
 Cut: 60  m34  120
 Cut: 20  pT`
 Cut:  2:4  yZ  2:4
 Rapidity Shift: 0.465
Leading Order
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Figure C.13: Dierential Cross Section vs Rapidity of Z at LO


















FEWZ LO HS, 8THS
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Figure C.14: Dierential Cross Section vs Rapidity of `+ at LO
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Figure C.15: Dierential Cross Section vs Rapidity of `  at LO
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Figure C.16: Dierential Cross Section vs pT of Z at LO


















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, 5







Figure C.17: Dierential Cross Section vs pT of `
+ at LO
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Figure C.18: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order
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Figure C.19: Dierential Cross Section vs Rapidity of Z at NLO



















FEWZ NLO HS, 8THS
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Figure C.20: Dierential Cross Section vs Rapidity of `+ at NLO
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Figure C.21: Dierential Cross Section vs Rapidity of `  at NLO
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Figure C.22: Dierential Cross Section vs pT of Z at NLO
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Figure C.23: Dierential Cross Section vs pT of `
+ at NLO
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Figure C.24: Dierential Cross Section vs pT of `
  at NLO
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C.1.1.3. ATLAS pPb [39]
 PDF set: nCTEQ15 208 82
 Cut: 66  m34  116
 Cut:  3:5  yZ  3:5
Leading Order
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Figure C.25: Dierential Cross Section vs Rapidity of Z at LO
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Figure C.26: Dierential Cross Section vs Rapidity of `+ at LO
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Figure C.27: Dierential Cross Section vs Rapidity of `  at LO
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Figure C.28: Dierential Cross Section vs pT of Z at LO
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Figure C.29: Dierential Cross Section vs pT of `
+ at LO
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Figure C.30: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order
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Figure C.31: Dierential Cross Section vs Rapidity of Z at NLO
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Figure C.32: Dierential Cross Section vs Rapidity of `+ at NLO
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Figure C.33: Dierential Cross Section vs Rapidity of `  at NLO
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Figure C.34: Dierential Cross Section vs pT of Z at NLO
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Figure C.35: Dierential Cross Section vs pT of `
+ at NLO
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pPb! W+ !  + `+
C.1.2.1. CMS pPb [42]
 PDF set: nCTEQ15 208 82
 Cut: 25  pT `+
 Cut:  2:4    2:4
 Rapidity Shift: 0.465
Leading Order
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Figure C.37: Dierential Cross Section vs Rapidity of W+ at LO
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Figure C.38: Dierential Cross Section vs Rapidity of `+ at LO
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Figure C.39: Dierential Cross Section vs pT of `
+ at LO
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Next to Leading Order

















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, Wp











Figure C.40: Dierential Cross Section vs Rapidity of W+ at NLO
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Figure C.41: Dierential Cross Section vs Rapidity of `+ at NLO
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Figure C.42: Dierential Cross Section vs pT of `
+ at NLO
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C.1.2.2. ATLAS pPb [40]
This data set proved incredibly dicult for MCFM to handle as the original data is missing
a bin at central rapidity. There exists a possible modication to MCFM that can be made
to handle this irregular binning but it was unable to be implemented into the code at the
time. In principle, as the mcmf-bridge interface between APPLgrid and MCFM provides its
own binning for the MCFM events, there should not be an issue implementing this data set
into nCTEQ++. As of this writing, that validation has not been performed and the data set
has not been included.
 PDF set: nCTEQ15 208 82
 Cut: 40  mT `+
 Cut: 25  pT `+
 Cut:  2:4    2:4
 Rapidity Shift: 0.465
Leading Order
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Figure C.43: Dierential Cross Section vs Rapidity of W+ at LO
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FEWZ LO HS, 8THS
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Figure C.44: Dierential Cross Section vs Rapidity of `  at LO


















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, Wp











Figure C.45: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order




















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, Wp













Figure C.46: Dierential Cross Section vs Rapidity of W+ at NLO















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, Wp











Figure C.47: Dierential Cross Section vs Rapidity of `  at NLO
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pPb! W  !  + ` 
C.1.3.1. CMS pPb [42]
 PDF set: nCTEQ15 208 82
 Cut: 25  pT ` 
 Cut:  2:4    2:4
 Rapidity Shift: 0.465
Leading Order

















FEWZ LO HS, 8THS
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Figure C.49: Dierential Cross Section vs Rapidity of W  at LO
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FEWZ LO HS, 8THS
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Figure C.50: Dierential Cross Section vs Rapidity of `  at LO




















FEWZ LO HS, 8THS
MCFM LO nCTEQ15, Wm








Figure C.51: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order


















FEWZ NLO HS, 8THS
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Figure C.52: Dierential Cross Section vs Rapidity of W  at NLO
















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, Wm











Figure C.53: Dierential Cross Section vs Rapidity of `  at NLO
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FEWZ NLO HS, 8THS
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Figure C.54: Dierential Cross Section vs pT of `
  at NLO
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C.1.3.2. ATLAS pPb [40]
 PDF set: nCTEQ15 208 82
 Cut: 40  mT ` 
 Cut: 25  pT ` 
 Cut:  2:4    2:4
 Rapidity Shift: 0.465
Leading Order
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Figure C.55: Dierential Cross Section vs Rapidity of W  at LO
















FEWZ LO HS, 8THS
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Figure C.56: Dierential Cross Section vs Rapidity of `  at LO
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FEWZ LO HS, 8THS
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Figure C.57: Dierential Cross Section vs pT of `
  at LO
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Next to Leading Order


















FEWZ NLO HS, 8THS
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Figure C.58: Dierential Cross Section vs Rapidity of W  at NLO
















FEWZ NLO HS, 8THS
MCFM NLO nCTEQ15, Wm











Figure C.59: Dierential Cross Section vs Rapidity of `  at NLO
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Analysis of PDF Dependence for MCFM produced APPLgrid Grids
This Appendix contains a comprehensive analysis of the dependence of APPLgrid grids on
the underlying PDF used in the MCFM events from which they are generated. This appendix
follows from Section 5.3.4.
D.1. Overview
For this analysis of the PDF dependence of grids generated using APPLgrid linked through
the mcfm-bridge to MCFM, MCFM was set for W+ to a lepton and a neutrino with kinematic
cuts:
 2:865 < ylep < 1:935 pT lep > 25
The grids used in this study are for the lepton rapidity (eta4). There are three runs compared
below. First are solo grids; these are produced by running MCFM with APPLgrid twice, once
to initialize the grid and a second time to ll them. Second, three grids were combined using
an APPLgrid utility to produce a grid that is less dependent on the underlying PDF. The
three grids were generated using the same inputs from MCFM but utilize a dierent random
seed. Finally, the process that was done for three grids was replicated for ten grids, further
decreasing the dependence on the underlying PDF. If there was no PDF dependence in the
grid then one would expect the grids to have dierences on the level of the numerical noise
in the calculation (0:01%).
Since the grids are to be utilized in calculating observables, they were convoluted with
dierent PDFs when determining their PDF dependence. For this exercise, the following
PDF sets were used. The numerical label refers to how the PDF is identied in the labels
in the plots.
250
Set Label MCFM Run Cite
NNPDF23 nlo as 0118 1 Yes [156]
CT10nlo as 0118 2 Yes [31]
nCTEQ15 208 82 3 No [7]
D.2. MCFM Output
PDF: NNPDF23 nlo as 0118
 PreConditioning Itterations: 15
 Calls: 100,000
 Final Run Itterations: 30
 Calls: 500,000
Run Cross Section Percent Error
0 2283432 283 :01%
1 2283838 284 :01%
2 2283835 285 :01%
PDF: CT10nlo as 0118
 PreConditioning Itterations: 15
 Calls: 100,000
 Final Run Itterations: 30
 Calls: 500,000
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Run Cross Section Percent Error
0 2319380 289 :01%
1 2319594 289 :01%
2 2319676 293 :01%
D.3. Ratio Plots
D.3.1. Uncombined Grids








Figure D.1: Ratio of NNPDF grid to CT10 grid both convoluted with nCTEQ 208 82 pdf
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Figure D.2: Ratio of NNPDF grid to CT10 grid both convoluted with CT10 pdf
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Figure D.3: Ratio of NNPDF grid to CT10 grid both convoluted with NNPDF pdf
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D.3.2. Combined Grids - 3







Figure D.4: Ratio of NNPDF grid to CT10 grid both convoluted with nCTEQ 208 82 pdf
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Figure D.5: Ratio of NNPDF grid to CT10 grid both convoluted with CT10 pdf
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Figure D.6: Ratio of NNPDF grid to CT10 grid both convoluted with NNPDF pdf
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D.3.3. Combined Grids - 10









Figure D.7: Ratio of NNPDF grid to CT10 grid both convoluted with nCTEQ 208 82 pdf
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Figure D.8: Ratio of NNPDF grid to CT10 grid both convoluted with CT10 pdf
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Figure D.9: Ratio of NNPDF grid to CT10 grid both convoluted with NNPDF pdf
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D.4. Additional Comparisons
Additionally, some comparisons between the dierent CT10 grids were done in an attempt
to understand some of the numerical noise in the grids.
D.4.1. Ratio Plots: CT10 grids







grid= 1(p3, p3)/grid= 3(p3, p3)
Figure D.10: Ratio of CT10 uncombined grid to combined grid of 3 CT10 runs both convo-
luted with nCTEQ 208 82 pdf
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grid= 1(p3, p3)/grid= 10(p3, p3)
Figure D.11: Ratio of CT10 uncombined grid to combined grid of 10 CT10 runs both con-
voluted with nCTEQ 208 82 pdf
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grid= 3(p3, p3)/grid= 10(p3, p3)
Figure D.12: Ratio of combined grid of 3 CT10 runs to combined grid of 10 CT10 runs both
convoluted with nCTEQ 208 82 pdf
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grid= 3(p2, p2)/grid= 10(p2, p2)
Figure D.13: Ratio of combined grid of 3 CT10 runs to combined grid of 10 CT10 runs both




nCTEQ+LHC: Data vs Theory
This Appendix includes the Data vs Theory plots for nCTEQ+LHC. The data described in
these plots can be found in Tables 5.1, 5.2, 5.3 and 5.5 in Chapter 5. These tables include a






Data found in 5.1.








SetID: 5101   ExpType: DIS   Obs: FFei2 /F
D
2 (Q
2)   χ2 : 6. 816   npts: 10








SetID: 5102   ExpType: DIS   Obs: FFei2 /F
D
2 (Q
2)   χ2 : 3. 03   npts: 6








SetID: 5131   ExpType: DIS   Obs: FFei2 /F
D
2 (Q
2)   χ2 : 0. 941   npts: 2
Figure E.1: nCTEQ+LHC: DIS data for Fe/D
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SetID: 5132   ExpType: DIS   Obs: FFei2 /F
D
2 (x)(Q 2 = 0. 3)   χ
2 : 6. 561








SetID: 5132   ExpType: DIS   Obs: FFei2 /F
D
2 (x)(Q 2 = 0. 4)   χ
2 : 6. 561








SetID: 5132   ExpType: DIS   Obs: FFei2 /F
D
2 (x)(Q 2 = 0. 14)   χ
2 : 6. 561








SetID: 5132   ExpType: DIS   Obs: FFei2 /F
D
2 (x)(Q 2 = 0. 22)   χ
2 : 6. 561
Figure E.2: nCTEQ+LHC: DIS data for Fe/D








SetID: 5103   ExpType: DIS   Obs: FN2 /F
D
2 (Q
2)   χ2 : 4. 746   npts: 9
Figure E.3: nCTEQ+LHC: DIS data for N/D
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SetID: 5104   ExpType: DIS   Obs: FCu2 /F
D
2 (Q
2)   χ2 : 6. 715   npts: 9








SetID: 5105   ExpType: DIS   Obs: FCu2 /F
D
2 (Q
2)   χ2 : 5. 071   npts: 9








SetID: 5106   ExpType: DIS   Obs: FCu2 /F
D
2 (Q
2)   χ2 : 3. 596   npts: 9
Figure E.4: nCTEQ+LHC: DIS data for Cu/D
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SetID: 5107   ExpType: DIS   Obs: FC2 /F
D
2 (Q
2)   χ2 : 6. 738   npts: 9








SetID: 5113   ExpType: DIS   Obs: FC2 /F
D
2 (Q
2)   χ2 : 8. 242   npts: 12








SetID: 5114   ExpType: DIS   Obs: FC2 /F
D
2 (Q
2)   χ2 : 14. 462   npts: 12








SetID: 5125   ExpType: DIS   Obs: FC2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 289








SetID: 5139   ExpType: DIS   Obs: FC2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 476
Figure E.5: nCTEQ+LHC: DIS data for C/D
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SetID: 5108   ExpType: DIS   Obs: FSni2 /F
D
2 (Q
2)   χ2 : 16. 588   npts: 8
Figure E.6: nCTEQ+LHC: DIS data for Sn/D








SetID: 5121   ExpType: DIS   Obs: FCa2 /F
D
2 (Q
2)   χ2 : 11. 323   npts: 12








SetID: 5126   ExpType: DIS   Obs: FC2 /F
D
2 (x)(Q 2 =none)   χ
2 : 0. 531








SetID: 5140   ExpType: DIS   Obs: FCa2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 966
Figure E.7: nCTEQ+LHC: DIS data for Ca/D
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SetID: 5115   ExpType: DIS   Obs: FLii2 /F
D
2 (Q
2)   χ2 : 7. 197   npts: 11
Figure E.8: nCTEQ+LHC: DIS data for Li/D








SetID: 5124   ExpType: DIS   Obs: FHe2 /F
D
2 (Q
2)   χ2 : 10. 954   npts: 12








SetID: 5141   ExpType: DIS   Obs: FHe2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 057
Figure E.9: nCTEQ+LHC: DIS data for He/D








SetID: 5127   ExpType: DIS   Obs: FXe2 /F
D
2 (Q
2)   χ2 : 0. 751   npts: 2
Figure E.10: nCTEQ+LHC: DIS data for Xe/D
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SetID: 5129   ExpType: DIS   Obs: FPbi2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 613
Figure E.11: nCTEQ+LHC: DIS data for Pb/D








SetID: 5135   ExpType: DIS   Obs: FAg2 /F
D
2 (x)(Q 2 =none)   χ
2 : 2. 037
Figure E.12: nCTEQ+LHC: DIS data for Ag/D








SetID: 5136   ExpType: DIS   Obs: FAli2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 429
Figure E.13: nCTEQ+LHC: DIS data for Al/D
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SetID: 5137   ExpType: DIS   Obs: FAu2 /F
D
2 (x)(Q 2 =none)   χ
2 : 2. 2
Figure E.14: nCTEQ+LHC: DIS data for Au/D








SetID: 5138   ExpType: DIS   Obs: FBei2 /F
D
2 (x)(Q 2 =none)   χ
2 : 1. 007










SetID: 5156 ExpType: DIS Obs: FHei2 /F
D
2 (x= 0. 09) χ









SetID: 5156 ExpType: DIS Obs: FHei2 /F
D
2 (x= 0. 25) χ









SetID: 5156 ExpType: DIS Obs: FHei2 /F
D
2 (x= 0. 35) χ









SetID: 5156 ExpType: DIS Obs: FHei2 /F
D
2 (x= 0. 125) χ









SetID: 5156 ExpType: DIS Obs: FHei2 /F
D
2 (x= 0. 175) χ
2 : 14. 634










SetID: 5157 ExpType: DIS Obs: FN2 /F
D
2 (x= 0. 25) χ









SetID: 5157 ExpType: DIS Obs: FN2 /F
D
2 (x= 0. 35) χ









SetID: 5157 ExpType: DIS Obs: FN2 /F
D
2 (x= 0. 125) χ









SetID: 5157 ExpType: DIS Obs: FN2 /F
D
2 (x= 0. 175) χ
2 : 10. 091










SetID: 5158 ExpType: DIS Obs: FKri2 /F
D
2 (x= 0. 25) χ









SetID: 5158 ExpType: DIS Obs: FKri2 /F
D
2 (x= 0. 35) χ









SetID: 5158 ExpType: DIS Obs: FKri2 /F
D
2 (x= 0. 125) χ









SetID: 5158 ExpType: DIS Obs: FKri2 /F
D
2 (x= 0. 175) χ
2 : 9. 296
















SetID: 5160   ExpType: DIS   Obs: FD2 (Q
2)   χ2 : 262. 609   npts: 201





Data found in 5.2.








SetID: 5111   ExpType: DIS   Obs: FAli2 /F
C
2 (Q
2)   χ2 : 4. 906   npts: 14
Figure E.20: nCTEQ+LHC: DIS data for Al/C








SetID: 5112   ExpType: DIS   Obs: FUnknown2 /F
C
2 (Q
2)   χ2 : 3. 558   npts: 14
Figure E.21: nCTEQ+LHC: DIS data for Be/C
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SetID: 5116   ExpType: DIS   Obs: FPbi2 /F
C
2 (Q
2)   χ2 : 22. 214   npts: 14
Figure E.22: nCTEQ+LHC: DIS data for Pb/C








SetID: 5119   ExpType: DIS   Obs: FCa2 /F
C
2 (Q
2)   χ2 : 5. 468   npts: 14








SetID: 5120   ExpType: DIS   Obs: FCa2 /F
C
2 (Q
2)   χ2 : 4. 758   npts: 7
Figure E.23: nCTEQ+LHC: DIS data for Ca/C








SetID: 5122   ExpType: DIS   Obs: FCa2 /F
Lii
2 (Q
2)   χ2 : 0. 932   npts: 7
Figure E.24: nCTEQ+LHC: DIS data for Ca/Li
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SetID: 5123   ExpType: DIS   Obs: FC2 /F
Lii
2 (Q
2)   χ2 : 5. 598   npts: 7
Figure E.25: nCTEQ+LHC: DIS data for C/Li








SetID: 5143   ExpType: DIS   Obs: FFei2 /F
C
2 (Q
2)   χ2 : 10. 029   npts: 14










SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 7) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 07) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 09) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 25) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 025) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 35) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 035) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 45) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 045) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 55) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 055) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 125) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 0125) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 175) χ









SetID: 5159 ExpType: DIS Obs: FSni2 /F
C
2 (x= 0. 0175) χ
2 : 71. 857















SetID: 5201   ExpType: DY   Obs: σFeDY/σ
Be
DY(x)(Q 2 = 4. 5)   χ









SetID: 5201   ExpType: DY   Obs: σFeDY/σ
Be
DY(x)(Q 2 = 5. 5)   χ









SetID: 5201   ExpType: DY   Obs: σFeDY/σ
Be
DY(x)(Q 2 = 6. 5)   χ









SetID: 5201   ExpType: DY   Obs: σFeDY/σ
Be
DY(x)(Q 2 = 7. 5)   χ
2 : 23. 062










SetID: 5202   ExpType: DY   Obs: σWDY/σ
Be
DY(x)(Q 2 = 4. 5)   χ









SetID: 5202   ExpType: DY   Obs: σWDY/σ
Be
DY(x)(Q 2 = 5. 5)   χ









SetID: 5202   ExpType: DY   Obs: σWDY/σ
Be
DY(x)(Q 2 = 6. 5)   χ









SetID: 5202   ExpType: DY   Obs: σWDY/σ
Be
DY(x)(Q 2 = 7. 5)   χ
2 : 28. 708










SetID: 5203   ExpType: DY   Obs: σCDY/σ
D
DY(Q









SetID: 5204   ExpType: DY   Obs: σCaDY/σ
D
DY(Q









SetID: 5205   ExpType: DY   Obs: σFeDY/σ
D
DY(Q









SetID: 5206   ExpType: DY   Obs: σWDY/σ
D
DY(Q
2)   χ2 : 8. 972   npts: 9




Data found in 5.5.












SetID: 6231   ExpType: W−   Obs: dσ
dy`−
   χ2 : 53. 034   npts: 10












SetID: 6233   ExpType: W+   Obs: dσ
dy`+
   χ2 : 33. 597   npts: 10









SetID: 6211   ExpType: W−   Obs: dσ
dy`−
   χ2 : 12. 959   npts: 10












SetID: 6215   ExpType: Z   Obs: dσ
dyZ
   χ2 : 38. 567   npts: 14
Figure E.31: nCTEQ+LHC: LHC pPb W=Z Production data
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