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Abstract—We consider communication over the AWGN chan-
nel with a transmitter whose battery is recharged with RF energy
transfer at random times known to the receiver. We assume that
the recharging process is i.i.d. Bernoulli. We characterize the ca-
pacity of this channel as the limit of an n-letter maximum mutual
information rate under both causal and noncausal transmitter
knowledge of the battery recharges. With noncausal knowledge, it
is possible to explicitly identify the maximizing input distribution,
which we use to demonstrate that the capacity with noncausal
knowledge of the battery recharges is strictly larger than that
with causal knowledge. We then proceed to derive explicit upper
and lower bounds on the capacity, which are within 1.05 bits/s/Hz
of each other for all parameter values.
I. INTRODUCTION
There has been significant recent progress in building wire-
less radios that possess no conventional batteries but are pow-
ered with wireless energy transfer, with latest developments
reporting smaller device sizes, better harvesting efficiencies
and increased communication ranges and data rates [1], [2].
For example, the ant-sized radios of [1] use the energy
provided through the downlink channel in order to transmit
over the uplink channel. We model communication with such
externally powered transmitters by using a simple model. See
Fig. 1. Here a transmitter equipped with a battery of size B¯
is communicating to a receiver over the AWGN channel. The
transmitter’s battery is recharged at random times: we assume
that at each time t, the battery is recharged with probability
p independent of previous time instants. We assume that the
recharging times are known either causally or noncausally
both at the transmitter and the receiver. While it is natural
for the transmitter to be (at least causally) aware of its battery
recharging times, the knowledge of the receiver is motivated
by applications such as [1], [2] where it is the receiver that
powers the transmitter.
The difficulty in characterizing the capacity of this setup lies
in the fact that although the channel between the transmitter
and the receiver is memoryless, the energy constraints on the
transmitter lead to a random state for the system captured
by the energy level of the battery. This state has memory
and is input-dependent and even though the receiver can
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Fig. 1. System model.
track the battery recharging times, the energy state of the
battery, and therefore the state of the system, is known causally
only at the transmitter but not at the receiver. We show that
this state-dependent system is nevertheless equivalent to a
conceptually simpler memoryless channel which we call the
clipping channel. The clipping channel admits real vectors
as inputs, and outputs a clipped version of the input vector
corrupted by white Gaussian noise. The clipping length is
random and follows a geometric distribution. The clipping
channel is a memoryless channel with i.i.d. states. Intuitively,
each use of this channel corresponds to one epoch over the
original channel with random battery recharges (RBR), where
an epoch is the time period between two consecutive battery
recharges. Using this equivalence, we provide an expression
for the capacity of the RBR channel in Fig. 1, and find an
explicit formula for the approximate capacity of this channel
which we show is within 1.05 bits/channel use of the true
capacity for all parameter values.
This approximation is obtained by connecting the
information-theoretic capacity of this channel to its long-term
average throughput under optimal online power control. This
latter communication-theoretic formulation of the problem
assumes that there is an underlying transmission scheme which
when allocated power Pt at time time t yields an instantaneous
rate 12 log(1+Pt) and aims to maximize the long-term average
throughput of the system by developing optimal online power
control strategies [3]–[10]. While only dynamic programming
solutions are available for the online power control problem
for general energy harvesting systems [11]–[14], we are able
to explicitly characterize the optimal online power control
strategy and the corresponding long-term average throughput
for the specific model of interest here. This in turn yields an
explicit formula for the approximate capacity of this system.
In follow-up work, which we make simultaneously available
on arXiv [15], we were able to generalize the approach of the
current paper to understand the capacity of energy harvesting
systems powered by general i.i.d. energy arrival processes.
While the results of [15] apply to the current case, we believe
the results we develop in this paper specifically for the RBR
channel are still of interest for a number of reasons: 1) The
results we provide for this specific setup are stronger than
those that follow from [15]. For example, while both [15] and
the current paper characterize the capacity of the channel as an
n-letter mutual information rate, the n-letter characterizations
we obtain in this paper are much more explicit. This allows
us, for example, to identify the maximizing input distribution
for the n-letter expression when battery recharging times are
known noncausally at the transmitter, which in turn allows
us to show that noncausal knowledge of the battery recharges
at the transmitter can strictly increase capacity over causal
knowledge, even though the receiver also knows the i.i.d.
battery recharging times. This result can be surprising given
that for channels with i.i.d. states known both at the transmitter
and the receiver, noncausal and causal knowledge of the
states lead to the same capacity. Furthermore, we are able to
explicitly solve the online power control problem for the RBR
channel while [15] provides an approximately optimal online
power control policy for the general case, which overall leads
to an approximation of the capacity within 3.85 bits/channel
use, while the approximation in the current paper is within
1.05 bits/channel use. 2) The generalization approach in [15]
reveals the current setup as a canonical example for energy
harvesting communication which is simple but yet captures
most of the challenges involved in the general scenario. 3)
Due to increasing interest in applications with external battery
recharges, we believe the current setup can be of interest in
its own right.
A. Relation to Prior Work
The setup we consider in this paper corresponds to a special
case of the energy-harvesting communication channel, the
capacity of which, despite significant recent interest [16]–
[21], remains an open problem. In particular, [17] considers a
noiseless binary channel with a unit-sized battery where the
battery recharges are known causally only at the transmitter.
Our model resembles theirs in the fact that the energy ar-
rival process is i.i.d. Bernoulli and each energy arrival fully
recharges the battery. However, it is more general in the fact
that we consider noisy channels and battery size and the the
input alphabet are not matched to each other. With a binary
channel and unit battery, information can be only encoded in
the timing of the unit-energy pulse which makes the setup of
[17] equivalent to a timing channel. In our current case with an
arbitrary battery size and continuous inputs, information can be
encoded through real valued codewords and achieving capacity
requires to also devise an optimal power control strategy.
The most closely related reference to our work is [19] which
considers an i.i.d. Bernoulli energy harvesting process where
an energy packet of size E is harvested with probability p
at each channel use and the transmitter is equipped with a
battery of size B¯ which can be either smaller or larger than
E. (Reference [20] considers a special case of this model
with p = 1 in which case the harvesting process becomes
deterministic). Our model corresponds to a special case of
the model in [19] with B¯ ≤ E. [19] provides upper and
lower bounds on the capacity of this channel which are within
2.58 bits/s/Hz without providing an explicit expression for
the capacity. To be more precise, 2.58 bits/s/Hz is the gap to
capacity when the receiver has no information of the energy
harvesting process. When the receiver has side information as
we assume here, the gap can be readily decreased by H(Et),
the entropy rate of the energy harvesting process, which is
at most 1 bit/s/Hz for Bernoulli arrivals. The contributions of
the current paper with respect to [19] are: 1) we provide an
explicit formula for the capacity by establishing an equivalence
to the clipping channel; 2) we derive novel upper and lower
bounds to the capacity in terms of a power control problem
for which we provide an explicit solution; this decreases the
capacity approximation gap to 1.05 bits/s/Hz; 3) we show that
the capacity with noncausal knowledge of the energy arrivals at
the transmitter is strictly larger than the corresponding causal
capacity.
Section II describes our model for the channel with random
battery recharges and Section III contains the main results
of the paper and the definition for the clipping channel.
Section IV provides the proof of our main theorem, namely
the equivalence to the clipping channel. In Section V we show
that noncausal observations of the energy arrivals can strictly
increase capacity, and in Section VI we provide a derivation
of capacity bounds.
II. SYSTEM MODEL
We consider a transmitter powered by RF energy transfer
which communicates to a receiver over an AWGN channel,
i.e. the output at time t is Yt = Xt + Zt, where Xt ∈ R is
the input to the channel and Zt ∼ N (0, 1) is the noise. We
assume that the transmitter has a battery with finite capacity B¯
which is recharged with probability p at each channel use, i.e.
the energy arrivals Et are i.i.d. Bernoulli RVs:
Et =
{
B¯ w.p. p
0 w.p. 1− p.
The effort to shrink down the size of wireless sensors and
actuators limits the amount of energy that can be harvested
at any given time, as well as the capacity of the storage unit
that can be accommodated by the device. This necessitates
the recharging process to operate at a scale comparable to the
symbol duration [1]. The randomness in the energy transfer
process can be due to fluctuations in the alignment of antennas
and the position of nodes, as well as randomness in the energy
transfer times. We assume that the recharging times are known
causally to both the transmitter and the receiver. The knowl-
edge of the energy arrivals at the receiver is motivated by the
fact that often it is the receiver that powers the transmitter, and
the transmitter can acknowledge its battery exceeding a certain
threshold by sending a short pulse to simplify operation. We
also consider the case of noncausal energy arrival information
at the transmitter, mainly for comparison with the causal case.
Under this model, energy of the channel input symbol at
each time slot is limited by the available energy in the battery.
Let Bt represent the available energy in the battery at time t.
The system energy constraints can be described as
|Xt|2 ≤ Bt, (1)
Bt = min{Bt−1 − |Xt−1|2 + Et, B¯}. (2)
This implies that at time t, either Bt = B¯ w.p. p, or
Bt = Bt−1 − |Xt−1|2 w.p. 1 − p. We assume without loss
of generality that B0 = B¯, which implies that we can also
assume E1 = B¯ w.p. 1.
An (M,n) code for the random battery recharges (RBR)
channel is a set of encoding functions ft and a decoding
function g:
ft :M×Et → X , t = 1, . . . , n, (3)
g : Yn × En →M, (4)
where E = {0, B¯}, X = Y = R and M = {1, . . . ,M}. To
transmit message w ∈M at time t = 1, . . . , n, the transmitter
sets Xt = ft(w,Et). The battery state Bt is a deterministic
function of (Xt−1, Et), therefore also of (w,Et). The func-
tions ft must satisfy the energy constraint (1): |ft(w,Et)|2 ≤
Bt(w,E
t). The receiver sets Wˆ = g(Y n, En). The probability
of error is
P RBRe =
1
M
M∑
w=1
Pr(Wˆ 6= w | w was transmitted).
The rate of an (M,n) code is R = logMn . A rate R is
achievable if for every ε > 0 there exists a sequence of (M,n)
codes that satisfy logMn ≥ R − ε and P RBRe → 0 as n → ∞.
The capacity CRBR is the supremum of all achievable rates.
When noncausal energy arrival information is available at
the transmitter, the symbol transmitted at time t can depend
on the entire realization of the energy arrival process En. In
this case, equation (3) becomes
ft :M×En → X , t = 1, . . . , n,
with remaining definitions unchanged.
III. MAIN RESULTS
The RBR channel described above has a random state Bt
which depends on the input and the exogenous energy arrival
process. An explicit expression for the capacity is so far only
available in terms of the Verdu´-Han framework [18]. However,
we will see that this channel is conceptually equivalent to
a clipping channel. In the sequel, we define a sequence of
clipping channels parametrized by the length N of the input
vector. For each N , the channel is memoryless and time-
invariant, and lends to an almost trivial analysis of capacity.
Definition 1 (Clipping Channel). The (N)-clipping channel
is a memoryless channel which at time i admits inputs
X˜
(N)
i = (X˜
(N)
i1 , . . . , X˜
(N)
iN ) ∈ X˜ (N) = RN and outputs
Y˜
(N)
i = (Y˜
(N)
i1 , . . . , Y˜
(N)
iN ) ∈ Y˜(N) = RN . The inputs must
satisfy the energy constraint
‖X˜(N)i ‖2 =
N∑
j=1
|X˜(N)ij |2 ≤ B¯. (5)
Each use of the channel is associated with a state variable Li,
called the clipping length. Li are i.i.d. RVs, independent of the
input, and follow a geometric distribution with parameter p:
Pr(Li = k) = (1 − p)k−1p, k = 1, 2, . . .
The states Li are known at the receiver but not at the
transmitter. At channel use i, if Li ≤ N , the channel output
is given by
Y˜
(N)
ij =
{
X˜
(N)
ij + Zij , j ≤ Li
0 , j > Li
where Zij ∼ N (0, 1) are i.i.d. for different i, j, independent
of X˜(N)i and Li. If Li > N , the channel outputs Y˜ (N)i = 0.
An (M,n) code for the clipping channel consists of encod-
ing and decoding functions
f˜
(N)
i :M→ X˜ (N), i = 1, . . . , n, (6)
g˜(N) : (Y˜(N))n × Ln →M, (7)
where L = N, and M = {1, . . . ,M}. The transmitted
codeword is X˜(N)i = f˜
(N)
i (w), i = 1, . . . , n, and the encoding
functions must satisfy ‖f˜ (N)i (w)‖2 ≤ B¯. The decoded message
is Wˆ = g˜(N)((Y˜ (N))n, Ln). The rate of the code is R = logMn
and the capacity C(N)clp is defined in the standard way as the
supremum of all achievable rates.
Intuitively, at each channel use the channel chooses an i.i.d.
clipping length Li and outputs only the first Li components
of the input vector under additive white Gaussian noise (The
case Li > N and the corresponding behaviour of the channel
are rather technicalities; in the sequel we will be interested in
N → ∞ in which case the length of the input vector goes
to infinity and the probability of Li > N goes to zero). The
(N)-clipping channel is a standard vector memoryless channel
with i.i.d. state information Li available at the receiver. The
capacity of this channel is well known and is given by
C
(N)
clp = max
p(x˜(N)):
‖X˜(N)‖2≤B¯
I(X˜(N); Y˜ (N), L)
= max
p(x˜(N)):
‖X˜(N)‖2≤B¯
I(X˜(N); Y˜ (N)|L).
We can rewrite this expression in the following explicit form
C
(N)
clp = max
p(x˜(N)):
‖X˜(N)‖2≤B¯
N∑
k=1
p(1− p)k−1I(X˜(N); Y˜ (N)|L = k)
= max
p(xN ):
‖XN‖2≤B¯
N∑
k=1
p(1− p)k−1I(Xk;Xk + Zk), (8)
where in the last line XN = (X1, . . . , XN) (and Xk =
(X1, . . . , Xk)), and ZN = (Z1, . . . , ZN ) is a vector with i.i.d.
Gaussian entries, i.e., Zi ∼ N (0, 1) i.i.d for i = 1, . . . , N .
It is easy to see that C(N)clp is monotonically increasing in N
and is also bounded above (see also Proposition 2), therefore
it has a limit, which we call Cclp:
Cclp , lim
N→∞
C
(N)
clp = sup
N≥1
C
(N)
clp . (9)
Intuitively, taking N → ∞ gives a channel with infinitely
long input and output, thus simulating an epoch in the original
channel, i.e. the time interval between two successive battery
recharges. Indeed, we show that Cclp is in fact, up to a constant
factor, the capacity of the RBR channel CRBR. We bring the
following theorem without proof:
Theorem 1 (Channel Equivalence).
CRBR = p · Cclp.
Proof: See Section IV.
Although the two channels are clearly related, with each
use of the clipping channel corresponding to one epoch over
the RBR channel, the fact that they are equivalent may be a
priori unclear. Indeed, these two channels have quite different
characteristics: the first has an input-dependent state with
memory which is causally known at the transmitter; the second
is a simple memoryless channel with states unknown at the
transmitter. The intuitive connection is that whenever there is
a battery recharge in the first channel, the system resets, and
any memory of the channel (which is embedded in the state
of the battery) is erased. However, even with this intuition, it
may be unclear why one could not benefit from transmitting
the symbols in each epoch in a sequential manner (having
as side information the time since the last battery recharge)
as compared to one-shot transmission of the “epoch symbol”
with no side information. The proof of the theorem formally
argues that codes designed for one channel can be used over
the other channel with similar performance.
Using Theorem 1 and (8), we obtain the capacity of the
AWGN channel with random battery recharges:
Corollary 1 (Capacity of the RBR Channel). The capacity of
the channel defined in Section II is given by
CRBR = lim
N→∞
max
p(xN ):
‖XN‖2≤B¯
N∑
k=1
p2(1− p)k−1I(Xk;Xk + Zk).
(10)
It is easy to extend this result to the case of noncausal
observations of the energy arrival process. In this case, it can
be shown that the channel is equivalent to a clipping channel
with state Li available at both the transmitter and the receiver.
The capacity of such a channel is also standard and is obtained
by optimizing over all input distributions conditioned on the
state:
C
(N)
clp,noncausal = max
p(x˜(N)|l):
‖X˜(N)‖2≤B¯
I(X˜(N); Y˜ (N)|L).
Using the equivalence and writing the above expression explic-
itly (in a form analogous to (8)) we get the following result:
Theorem 2 (Noncausal Capacity). The capacity of the channel
defined in Section II with energy arrival information available
noncausally at the transmitter and the receiver is given by
CRBR,noncausal =
∞∑
k=1
p2(1− p)k−1 max
p(xk):
‖Xk‖2≤B¯
I(Xk;Xk + Zk).
(11)
Proof: See Appendix A.
It is possible to explicitly identify the maximizing input
distribution in the above expression by using the results
of [22]–[24], which characterize the capacity of amplitude-
constrained channels. In particular, [24] shows that the max-
imizing Xk in (11) is distributed over a finite set of k-
dimensional spheres with uniform phase, where the number
of spheres is determined by the value of B¯ (ex. when B¯ is
very small, Xk is uniformly distributed over a single sphere
of radius
√
B¯). Using this result, we suggest the following
proposition.
Proposition 1. Noncausal observations of the energy arrival
process strictly increase capacity. That is,
CRBR,noncausal > CRBR.
Proof: See Section V.
This result may be surprising given that for a memoryless
channel with i.i.d. state S, the capacity with side information
at both the transmitter and the receiver is given by I(X ;Y |S),
whether the side information is available causally or non-
causally. The difference here is that even though the battery
recharges Et are i.i.d. and known to both the transmitter and
the receiver, the state of the system is captured by Bt rather
than Et, which has memory and is unknown to the receiver due
to its input-dependence. The fact that noncausal knowledge
of the energy arrivals strictly increases capacity can be also
observed by using the upper and lower bounds on the causal
and noncausal capacities developed below.
Despite being relatively simpler than previous results1, (10)
and (11) are difficult to compute explicitly. In particular, (10)
is a multi-letter expression that involves optimization over an
infinite dimensional space. Therefore, we wish to find suitable
approximations. More specifically, we provide an upper and
a lower bound, separated by a constant gap of approximately
1.05 bits:
1 In [25], we characterize the capacity of the general energy harvesting
channel in the form
C = lim
n→∞
1
n
sup I(Un;Y n),
where the domain of the optimization problem is suitably defined. Note that
the capacity expressions in (10) and (11) are much more explicit, and in
particular, it is this explicit form that allows us to identify the maximizing
input distribution in (11).
Proposition 2 (Capacity Bounds). The capacity of the RBR
channel is bounded by:
C¯ − 1
2
log
(πe
2
)
≤ CRBR ≤ C¯, (12)
where
C¯ , lim
N→∞
max
{Ei}
N
i=1:
Ei≥0 ,i=1,...,N∑N
i=1 Ei≤B¯
N∑
i=1
p(1− p)i−1 1
2
log(1 + Ei). (13)
Proof: See Section VI.
It can be shown that the upper bound C¯ in (13) corresponds
to the online power control problem, extensively studied in
the literature in the general framework of energy-harvesting
channels [3]–[5]. Here, one assumes that there is an underlying
transmission scheme operating at a finer time-scale, such that
allocating power P to this scheme yields an information rate
r(P ) = 12 log(1 + P ), and focuses on the optimal power
allocation policy satisfying the energy constraints on the
transmitter. For the specific channel of interest here, this online
power control problem can be explicitly solved. In particular,
we apply the KKT conditions to the optimization problem
in (13), to obtain the optimal values of Ei (see Appendix C):
Ei =
{
(N˜ + B¯) p(1−p)
i−1
1−(1−p)N˜
− 1 , i = 1, . . . , N˜
0 , i > N˜
(14)
where N˜ is the smallest positive integer satisfying
1 > (1− p)N˜ [1 + p(B¯ + N˜)].
This gives the following expression for C¯:
C¯ =
1− (1 − p)N˜
2
log
(
p(B¯ + N˜)
1− (1 − p)N˜
)
+
1− p− (1− p)N˜ (1− p+ N˜p)
2p
log(1− p).
Combined with (12), this is the capacity of the RBR channel
within 1.05 bits/channel use.
It was shown in [16] that the capacity of an energy har-
vesting channel with infinite battery size is 12 log(1 + E[Et]).
Clearly, this is an upper bound to the capacity of our channel,
and this can be readily obtained from the result of Proposi-
tion 2. Using concavity of the log function in (13):
C¯ ≤ lim
N→∞
max
{Ei}
N
i=1:
Ei≥0 ,i=1,...,N∑N
i=1 Ei≤B¯
1
2
log
(
1 +
N∑
i=1
p(1− p)i−1Ei
)
=
1
2
log(1 + pB¯),
where the last step follows because the optimal values for the
first line are E1 = B¯ and Ei = 0 for i ≥ 2. [19] used this
upper bound corresponding to infinite battery size to bound
the capacity of the energy harvesting channel with Bernoulli
energy arrivals. Fig. 2 illustrates that the upper bound we
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provide here is strictly smaller than the infinite battery upper
bound. Similarly, our lower bound here is based on the optimal
power allocation strategy we characterize in (14), while the
lower bound in [19] is based on a suboptimal power allocation
policy.
Similar bounds can be obtained for (11), which we state in
the following proposition.
Proposition 3. The capacity of the RBR channel with non-
causal energy arrival information is bounded by:
C¯noncausal − 1
2
log
(πe
2
)
≤ CRBR,noncausal ≤ C¯noncausal, (15)
where
C¯noncausal =
∞∑
k=1
p2(1− p)k−1 k
2
log(1 + B¯/k). (16)
Proof: See Appendix B.
In Appendix B, we consider another lower bound for the
capacity with noncausal energy arrival information at the
transmitter, which is tighter than the one in (15), and plot
it in Figure 3 together with the upper bound in (12) on the
capacity with causal energy arrival information. It is clear from
the graph that for some values of B¯, the noncausal capacity
is strictly greater than the causal capacity, further illustrating
the observation we state in Proposition 1.
IV. CAPACITY OF THE RBR CHANNEL: PROOF OF
THEOREM 1
Recall Definition 1 of the (N)-clipping channel. This is
a memoryless time-invariant channel with i.i.d. states known
to the receiver. Now, assume there was a feedback link
from the receiver to the transmitter that could feed back the
channel state information to the transmitter in a strictly causal
fashion. Since feedback cannot increase the capacity of a
memoryless channel, the capacity of this new clipping channel
with the state information Li available strictly causally at the
transmitter is the same as that of our original clipping channel
in Definition 1. We will consider this new clipping channel
with strictly causal state information in the sequel and modify
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the definition of the encoding functions in (6) to depend on
the past Li:
f˜
(N)
i :M×Li−1 → X˜ (N), i = 1, . . . , n, (17)
such that the transmitted symbol at time i is X˜(N)i =
f˜
(N)
i (w,L
i−1). With this modification, we show that the
clipping channel is equivalent to the RBR channel by showing
first that p · Cclp ≤ CRBR and then p · Cclp ≥ CRBR.
A. p · Cclp ≤ CRBR
We will show that if rate R is achievable for the (N)-
clipping channel for some N , then rate pR is achievable over
the RBR channel. Fix ε > 0. Let R < C(N)clp be an achievable
rate for the (N)-clipping channel. Then there exists n0 such
that for every n > n0 there exists an (M,n) code with
probability of error P clp,(N)e < pε/2 and logMn ≥ R− ε.
Fix such n > n0. Consider the following (M,n′) code for
the RBR channel. At time t, 1 ≤ t ≤ n′, the transmitter has
causal knowledge of the energy arrivals Et. Let Kt denote
the number of energy arrivals up to time t, and denote by
{Ti}Kt−1i=0 the energy arrival times, i.e. the times for which
Et = B¯. Note that Kt ∈ {1, . . . , t} is a random quantity and
is a function of Et. Since we assume E1 = B¯ (cf. Section II),
we always have T0 = 1. For each i = 1, . . . ,Kt − 1, define
Li = Ti − Ti−1. As n′ → ∞, these Li’s will behave as i.i.d.
geometric RVs with parameter p. In order to communicate
message w, upon observing Et, the transmitter sends the
following symbol at time t:
Xt(w,E
t) =


X˜
(N)
Kt,t−TKt−1+1
(w,LKt−1)
, t− TKt−1 + 1 ≤ N
0
, t− TKt−1 + 1 > N
where X˜(N)i,j (w,Li−1) is the j-th element of the i-th symbol
in the (N)-clipping channel code f˜ (N)i , defined in (17). This
codeword will satisfy the energy constraint (1), since for
each t,
Bt = B¯ −
t−TKt−1∑
j=1
|X˜(N)Kt,j |2 ≥ |X˜
(N)
Kt,t−TKt−1+1
|2,
because
∑t−TKt−1+1
j=1 |X˜(N)Kt,j |2 ≤
∑N
j=1 |X˜(N)Kt,j |2 ≤ B¯; a
clipping channel code must satisfy the energy constraint (5).
At the end of time slot n′, the receiver observes Y n′
and En′ , and forms {Ti}Kn′−1i=0 and {Li}Kn′−1i=1 . Define also
LKn′ , n
′ + 1− TKn′−1. Define for i = 1, . . . ,Kn′ :
Y˜
(N)
ij =
{
YTi−1+j−1 , j ≤ Li
0 , j > Li
if Li ≤ N , and Y˜ (N)i = 0 if Li > N . Similarly, set Y˜ (N)i = 0
for i = Kn′+1, . . . , n (we will see shortly that the probability
that Kn′ < n should vanish). The receiver then sets Wˆ =
Wˆ ((Y˜ (N))n, Ln), where Wˆ = g˜(N), the decoding function of
the clipping channel code defined in (7).
To analyze the probability of error, we separate into two
cases: Kn′ < n and Kn′ ≥ n. When n′ is chosen appropriately
as a function of n, Kn′ < n should occur with very small
probability, and otherwise when Kn′ ≥ n, intuitively we
have been able to transmit all symbols of the (N)-clipping
channel codeword of length n and the channel we induce from
(X˜(N))n to (Y˜ (N))n is similar to the (N)-clipping channel,
therefore the decoder should give vanishing probability of
error. Formally,
PRBRe = Pr(Wˆ 6= W ∩ Kn′ ≥ n)
+ Pr(Wˆ 6= W ∩ Kn′ < n)
≤ Pr(Wˆ 6= W ∩ Kn′ ≥ n) + Pr(Kn′ < n). (18)
We start with the first term. Consider an (M,n)
(N)-clipping channel code. For a given message w and
clipping length realizations ln, the input (x˜(N))n is uniquely
determined and therefore also the transition probability
p((y˜(N))n|(x˜(N))n, ln). Denote P (N)clp (E|w, ln) as the proba-
bility of error. The total probability of error for the code, over
the (N)-clipping channel, is then
P clp,(N)e =
1
M
M∑
w=1
∑
ln
P (ln)P
(N)
clp (E|w, ln),
where P (ln) =
∏n
i=1 P (li) and P (li) = p(1 − p)li−1. We
choose n large enough so that P clp,(N)e ≤ pε/2.
Now going back to our RBR channel, consider a realization
of the energy arrival process en′ , and denote PRBR(E|w, en′ )
as the probability of error given this realization and a message
w, using the scheme described above. Then we can write the
first term in (18) as:
Pr(Wˆ 6= W ∩ Kn′ ≥ n)
=
1
M
M∑
w=1
∑
en
′
:kn′≥n
P (en
′
)PRBR(E|w, en′ ),
where kn′ denotes the number of energy arrivals in en
′
, and
P (en
′
) = pkn′−1(1 − p)n′−kn′ (recall that e1 is fixed), and
PRBR(E|w, en′) is the probability of error for the RBR channel
using the scheme described above.
For a sequence en′ with at least n energy arrivals, we
can define Ln(en′) = ln as the sequence of lengths of the
first n epochs, i.e. the times between consecutive energy
arrivals. If there are exactly n energy arrivals, so that the last
epoch is undefined, we define it to be ln , n′ −
∑n−1
i=1 li,
i.e. it lasts until then end of the sequence en′ . Then we
have PRBR(E|w, en′) = P (N)clp (E|w,Ln(en
′
)), and denoting
λ ,
∑n
i=1 li, we have
P (en
′
) = P (eλ)P (en
′
λ+1) =
1
p
P (ln)P (en
′
λ+1).
If kn′ = n, then it is understood that
P (en
′
λ+1) = P (e
n′
n′+1) = 1. We can write the above sum
as ∑
en
′
:kn′≥n
P (en
′
)PRBR(E|w, en′ )
=
∑
ln:
λ≤n′
∑
en
′
:
Ln(en
′
)=ln
P (en
′
)PRBR(E|w, en′)
=
∑
ln:
λ≤n′
1
p
P (ln)P
(N)
clp (E|w, ln)
∑
en
′
:
Ln(en
′
)=ln
P (en
′
λ+1)
=
∑
ln:
λ≤n′
1
p
P (ln)P
(N)
clp (E|w, ln)
∑
en
′
λ+1
P (en
′
λ+1)
≤
∑
ln
1
p
P (ln)P
(N)
clp (E|w, ln),
which gives Pr(Wˆ 6= W ∩ Kn′ ≥ n) ≤ 1pP clp,(N)e ≤ ε/2.
The second term in (18) can be bounded using the law
of large numbers. Since Kn′ = 1 +
∑n′−1
i=1 Zi with Zi ∼
Bernoulli(p),
Pr(Kn′ < n) = Pr

 1
n′ − 1
n′−1∑
i=1
Zi <
n− 1
n′ − 1

 ≤ ε
2
,
for n′ large enough if n−1n′−1 < p, say
n−1
n′−1 = p(1− ε). n′ can
be chosen large enough so that also n ≥ n0. The rate of this
code is
logM
n′
≥ p(1− ε) logM
n
≥ p(1− ε)(R − ε) = pR− ǫ′,
where ε′ = pε(1 + R − ε). We showed that for n′ large
enough we can obtain P RBRe ≤ ε with rate close to pR,
i.e. pR is achievable for the RBR channel, which implies
p · C(N)clp ≤ CRBR. Since we showed this for arbitrary N , we
conclude that p · Cclp = p · supN≥1 C(N)clp ≤ CRBR.
B. CRBR ≤ p · Cclp
We show that any achievable rate for the RBR channel is
ε-achievable on the (N)-clipping channel for some N large
enough. Fix ε > 0. Let R < CRBR be an achievable rate for the
RBR channel. Then there exists n′0 such that for all integers
n′ > n′0 there exists an (M,n′) code with P RBRe < ε/2 and
logM
n′ ≥ R− ε.
Fix n′ > n′0 and N . We suggest the following (M,n)
coding scheme for the (N)-clipping channel: consider time
i, 1 ≤ i ≤ n. For a given sequence of past clipping lengths
Li−1, denote the arrival times Tj = 1 +
∑j
k=1 Lk for j =
0, 1, . . . , i− 1. Define the sequence E(i),n′ = (E(i)1 , . . . , E(i)n′ )
as follows (this sequence is different for different i’s):
E
(i)
ℓ =
{
B¯ , ℓ = T0, T1, T2, . . . , Ti−1
0 , otherwise
(19)
Note that E(i)ℓ = 0 for all ℓ > Ti−1. It is possible for some
values of Tj to be larger than n′ – these values are simply
ignored. At time i, the transmitter sends the codeword X˜(N)i ,
whose j-th component, 1 ≤ j ≤ N , is defined as
X˜
(N)
ij (w,L
i−1) =


XTi−1+j−1(w,E
(i),Ti−1+j−1)
, Ti−1 + j − 1 ≤ n′
0
, Ti−1 + j − 1 > n′
where Xt = ft, the encoding functions of the RBR channel
code, defined in (3). Since E(i)Ti−1 = B¯ and E
(i)
ℓ = 0 for
ℓ > Ti−1, by the definition of the RBR channel energy con-
straints (1) and (2), it is evident that ‖X˜(N)i (w,Li−1)‖2 ≤ B¯.
The receiver observes Y˜ (N)i and Li, and forms a concatena-
tion of the non-clipped outputs. More precisely, if Li ≤ N , set
YTi−1+j−1 = Y˜
(N)
ij for j = 1, . . . , Li. If Li > N , the receiver
declares an error for the entire transmission. At the end of time
n, the receiver decides on message Wˆ = Wˆ (Y n′ , E(n+1),n′),
where Wˆ = g, the decoding function of the RBR channel
code, defined in (4).
The probability of error analysis here follows the same lines
of Section IV-A. Denote the event
E0 = {Tn ≤ n′} ∪
n⋃
i=1
{Li > N}. (20)
We separate between the case Ec0, for which we can show that
the decoder gives vanishing probability of error, and the case
E0, the probability of which can be upper bounded by ε/2.
We can bound the probability of error for the (N)-clipping
channel as follows:
P clp,(N)e = Pr(Wˆ 6= W ∩ Ec0) + Pr(Wˆ 6= W ∩ E0)
≤ Pr(Wˆ 6= W ∩ Ec0) + Pr(E0). (21)
To bound the first term, consider an (M,n′) RBR channel
code. For a given message w and energy arrival process
realization en′ , the input xn′ is uniquely determined and
therefore also the transition probability p(yn′ |xn′ , en′). Denote
PRBR(E|w, en′) as the probability of error, so that the total
probability of error for the RBR channel is
P RBRe =
1
M
M∑
w=1
∑
en′
P (en
′
)PRBR(E|w, en′),
where P (en′) is the probability of the energy arrival process,
as described in Section IV-A. Choose n′ large enough so that
P RBRe ≤ ε/2.
The first term in (21) can be written as
Pr(Wˆ 6= W ∩Ec0) =
1
M
M∑
w=1
∑
ln:∑
n
i=1 li≥n
′
li≤N ∀i
P (ln)P
(N)
clp (E|w, ln),
where P (ln) is the probability of n independent clipping
lengths as in Section IV-A, and P (N)clp (E|w, ln) is the probabil-
ity of error for the clipping channel using the scheme described
above.
For any given ln, there is a corresponding sequence of
length λ =
∑n
i=1 li, e
λ ∈ {0, B¯}λ, as defined by (19). For ln
such that
∑n
i=1 li ≥ n′ and li ≤ N , i = 1, . . . , n, denote by
En
′
(ln) the first n′ elements of the corresponding eλ. Then
P
(N)
clp (E|w, ln) = PRBR(E|w,En
′
(ln)).
Note also that En′(ln) can have at most n non-zero elements
(i.e. energy arrivals).
For a fixed w, we write∑
ln:∑
n
i=1 li≥n
′
li≤N ∀i
P (ln)P
(N)
clp (E|w, ln)
=
∑
en
′
:
at most n B¯’s
∑
ln:∑n
i=1 li≥n
′
li≤N ∀i
En
′
(ln)=en
′
P (ln)PRBR(E|w, en′)
=
∑
en
′
:
at most n B¯’s
PRBR(E|w, en′ )
∑
ln:∑
n
i=1 li≥n
′
li≤N ∀i
En
′
(ln)=en
′
P (ln)
≤
∑
en
′
:
at most n B¯’s
PRBR(E|w, en′ )
∑
ln:∑
n
i=1 li≥n
′
En
′
(ln)=en
′
P (ln). (22)
Now, observe that a sequence en′ with exactly i energy arrivals
(with e1 being the first energy arrival by assumption) can be
described by i − 1 epoch lengths {l˜j}i−1j=1, where l˜j is the
time between the j-th and (j + 1)-th energy arrivals. The last
epoch length is always l˜i = n′ −
∑i−1
j=1 l˜j . Then, a sequence
ln satisfies En′(ln) = en′ if and only if
lj = l˜j , j = 1, . . . , i− 1,
li ≥ l˜i.
For example, say e9 = 100010100. Then any sequence ln for
which l1 = 4, l2 = 2, and l3 ≥ 3 will satisfy E9(ln) = e9.
Fix en′ with i energy arrivals. Then, since e1 = B¯ w.p. 1,
P (en
′
) = pi−1(1−p)n′−i = 1
p
i∏
j=1
p(1−p)l˜j−1 = 1
p
i∏
j=1
P (l˜j),
where P (l˜j) is the probability of a geometric RV with param-
eter p. We can write the sum in (22) as∑
ln:∑n
i=1 li≥n
′
En
′
(ln)=en
′
P (ln) =
∑
ln:
li−1=l˜i−1
li≥l˜i
P (ln)
=
i−1∏
j=1
P (l˜j) Pr(L ≥ l˜i)
= P (en
′
),
where the last step is because for a geometric RV,
Pr(L ≥ ℓ) =
∞∑
k=ℓ
p(1− p)k−1 = (1− p)ℓ−1 = 1
p
Pr(L = ℓ).
Plugging this back into the original expression for the error
probability:
Pr(Wˆ 6= W ∩ Ec0)
≤ 1
M
M∑
w=1
∑
en
′
:
at most n B¯’s
PRBR(E|w, en′ )P (en′)
≤ 1
M
M∑
w=1
∑
en′
PRBR(E|w, en′ )P (en′)
= P RBRe
≤ ε/2.
The second term in (21) can be upper bounded by applying
the union bound and the law of large numbers:
Pr(E0) ≤ Pr(Tn − 1 < n′) +
n∑
i=1
Pr(Li > N)
= Pr
(
1
n
n∑
i=1
Li <
n′
n
)
+ n(1− p)N
≤ ε
4
+
ε
4
=
ε
2
, (23)
for n large enough if n′/n < EL = 1p , say
n′
n =
1−ε
p , and
N > log(ε/4n)log(1−p) =
log(ε(1−ε)/4pn′)
log(1−p) . We get that there exists N
for which P clp,(N)e ≤ ε for n sufficiently large. The rate of
this (M,n) code is
logM
n
=
1− ε
p
logM
n′
≥ 1− ε
p
(R − ε) = R
p
− ε′,
where ε′ = ε 1+R−εp . Next, we have from Fano’s inequality:
R
p
− ε′ ≤ logM
n
≤ 1
n
1
1− ε [I((X˜
(N))n; (Y˜ (N))n|Ln) + h2(ε)]
≤ 1
1− ε
[
C
(N)
clp +
h2(ε)
n
]
≤ 1
1− ε
[
Cclp +
h2(ε)
n
]
.
Taking ε → 0, and observing that this applies to any
R < CRBR, gives CRBR/p ≤ Cclp.
V. NONCAUSAL SIDE INFORMATION STRICTLY
INCREASES CAPACITY: PROOF OF PROPOSITION 1
We would like to show that CRBR < CRBR,noncausal, where
CRBR and CRBR,noncausal are given by (10) and (11) respectively.
Let gn(xn) and fk(xk) be the maximizing distributions
in (10) and (11) respectively, that is:
gn(x
n) = argmax
p(xn): ‖Xn‖2≤B¯
{
n∑
k=1
(1 − p)k−1I(Xk;Y k)
}
,
(24)
fk(x
k) = argmax
p(xk): ‖Xk‖2≤B¯
I(Xk;Y k). (25)
The maximizing distributions fk(xk) are unique and are found
explicitly in [22]–[24]. For any 1 ≤ l ≤ k, let fk(xl) denote
the marginal distribution of fk(xk), that is
fk(x
l) =
∫
fk(x
k)dxkl+1,
and similarly for gn(xl). Denote I(p(Xk)) as the mutual
information I(Xk;Xk+Zk) computed with input distribution
p(xk).
Using this notation, we rewrite (10) and (11) as follows:
CRBR = lim
n→∞
n∑
k=1
p2(1− p)k−1I(gn(Xk)),
CRBR,noncausal = lim
n→∞
n∑
k=1
p2(1− p)k−1I(fk(Xk)).
Obviously CRBR ≤ CRBR,noncausal. Suppose that also CRBR =
CRBR,noncausal. This will imply
lim
n→∞
n∑
k=1
(1− p)k−1[I(fk(Xk))− I(gn(Xk))] = 0.
Since each term in the sum is non-negative, we get in particular
that the sum of the first two elements must vanish, or
lim
n→∞
{I(gn(X1)) + (1 − p)I(gn(X2))}
= I(f1(X1)) + (1− p)I(f2(X2)).
Next, consider g2(x2) as defined in (24). Since ‖Xn‖2 ≤ B¯
implies ‖X2‖2 ≤ B¯, we get for every n ≥ 2:
I(gn(X1)) + (1− p)I(gn(X2))
≤ max
p(x2): ‖X2‖2≤B¯
{
I(X1;Y1) + (1 − p)I(X2;Y 2)
}
= I(g2(X1)) + (1 − p)I(g2(X2)),
which implies
I(f1(X1)) + (1 − p)I(f2(X2))
≤ I(g2(X1)) + (1− p)I(g2(X2)). (26)
Next, since ‖X2‖2 ≤ B¯ implies |X1|2 ≤ B¯, we get
that I(g2(X1)) ≤ I(f1(X1)). Substituting in (26), we get
I(f2(X
2)) ≤ I(g2(X2)). Since f2(x2) is the unique maxi-
mizer of I(X2;Y 2), this implies f2(x2) = g2(x2). Substitut-
ing this back in (26), we get I(f1(X1)) ≤ I(g2(X1)). Again,
from uniqueness, this implies f1(x) = g2(x). Together, we
see that
f1(x1) = g2(x1) =
∫
g2(x1, x2)dx2 =
∫
f2(x1, x2)dx2,
which is a contradiction, since f1(x1) is discrete [22], whereas
f2(x1, x2) has discrete amplitude and uniform phase [23].
Therefore we must have CRBR < CRBR,noncausal.
VI. CAPACITY BOUNDS: PROOF OF PROPOSITION 2
In this section we will develop the upper and lower bounds
to CRBR, as given in Proposition 2.
A. Upper Bound
We can relax the energy constraint in (10) to be only in
expectation, thus giving an upper bound:
CRBR ≤ lim
N→∞
max
p(xN ):
E‖XN‖2≤B¯
N∑
k=1
p2(1− p)k−1I(Xk;Xk + Zk)
≤ lim
N→∞
max
p(xN ):
E‖XN‖2≤B¯
N∑
k=1
p2(1− p)k−1
k∑
i=1
I(Xi;Xi + Zi)
= lim
N→∞
max
p(xN ):
E‖XN‖2≤B¯
N∑
i=1
p(1− p)i−1[1− (1− p)N−i+1]I(Xi;Xi + Zi)
≤ lim
N→∞
max
p(xN ):
E‖XN‖2≤B¯
N∑
i=1
p(1− p)i−1I(Xi;Xi + Zi)
= lim
N→∞
max
{Ei}
N
i=1:
Ei≥0 ,i=1,...,N∑
N
i=1 Ei≤B¯
N∑
i=1
p(1− p)i−1 1
2
log(1 + Ei),
where the last equality is obtained by choosing Xi ∼ N (0, Ei)
independent of each other. This gives the RHS in (12).
B. Lower Bound
To lower bound (10), we can choose a suboptimal dis-
tribution for which the Xi’s are independent, i.e. p(xN ) =∏N
i=1 p(xi), and each of them satisfies |Xi|2 ≤ Ei a.s. for
some Ei ≥ 0. To satisfy the total energy constraint we must
have
∑N
i=1 Ei ≤ B¯. Under this input distribution, we have for
every i: I(Xi;Yi) ≤ 12 log(1 + Ei) ≤ 12 log(1 + B¯), and thus
for every N :
N∑
k=1
p2(1− p)k−1I(Xk;Xk + Zk)
=
N∑
i=1
p(1− p)i−1[1− (1− p)N−i+1]I(Xi;Xi + Zi)
≥
N∑
i=1
p(1− p)i−1I(Xi;Xi + Zi)
−N(1− p)N 1
2
log(1 + B¯).
Taking N → ∞, the second term vanishes, and we are left
with the following lower bound:
CRBR ≥ lim
N→∞
max
{Ei}
N
i=1:
Ei≥0 ,i=1,...,N∑
N
i=1 Ei≤B¯
N∑
i=1
p(1− p)i−1I(Xi;Xi + Zi).
Since p(xi) was arbitrary, we can choose it to maximize
I(Xi;Xi + Zi). We obtain
CRBR ≥ lim
N→∞
max
{Ei}
N
i=1:
Ei≥0 ,i=1,...,N∑N
i=1 Ei≤B¯
N∑
i=1
p(1− p)i−1CSmith(Ei), (27)
where
CSmith(E) , max
p(x): X2≤E
I(X ;Y ) (28)
is the capacity of the amplitude constrained scalar AWGN
channel studied in [22], where the optimal value for this
mutual information maximization problem is found. Unfor-
tunately, it is not tractable. Hence, as done in [19], [26], we
lower bound it as follows:
CSmith(E) ≥ 1
2
log
(
1 +
E
3
)
− 1
2
log
(πe
6
)
≥ 1
2
log(1 + E)− 1
2
log
(πe
2
)
. (29)
Plugging this into (27) gives the LHS of (12).
REFERENCES
[1] M. Tabesh, M. Rangwala, A. M. Niknejad, and A. Arbabian, “A
power-harvesting pad-less mm-sized 24/60ghz passive radio with on-
chip antennas,” in Symposium on VLSI Circuits (VLSIC). IEEE, 2014,
pp. 1–2.
[2] S. Pellerano, J. Alvarado, and Y. Palaskas, “A mm-wave power-
harvesting RFID tag in 90 nm CMOS,” IEEE J. Solid-State Circuits,
vol. 45, no. 8, pp. 1627–1637, 2010.
[3] J. Yang and S. Ulukus, “Optimal packet scheduling in an energy
harvesting communication system,” IEEE Trans. Commun., vol. 60,
no. 1, pp. 220–230, 2012.
[4] O. Ozel, K. Tutuncuoglu, J. Yang, S. Ulukus, and A. Yener, “Transmis-
sion with energy harvesting nodes in fading wireless channels: Optimal
policies,” IEEE J. Sel. Areas Commun., vol. 29, no. 8, pp. 1732–1743,
2011.
[5] K. Tutuncuoglu and A. Yener, “Optimum transmission policies for bat-
tery limited energy harvesting nodes,” IEEE Trans. Wireless Commun.,
vol. 11, no. 3, pp. 1180–1189, 2012.
[6] C. M. Vigorito, D. Ganesan, and A. G. Barto, “Adaptive control of duty
cycling in energy-harvesting wireless sensor networks,” in 4th Annual
IEEE Communications Society Conference on Sensor, Mesh and Ad Hoc
Communications and Networks (SECON’07), 2007, pp. 21–30.
[7] V. Sharma, U. Mukherji, V. Joseph, and S. Gupta, “Optimal energy
management policies for energy harvesting sensor nodes,” IEEE Trans.
Wireless Commun., vol. 9, no. 4, pp. 1326–1336, 2010.
[8] R. Rajesh, V. Sharma, and P. Viswanath, “Capacity of fading Gaussian
channel with an energy harvesting sensor node,” in IEEE Global
Telecommunications Conference (GLOBECOM 2011), 2011, pp. 1–6.
[9] R. Srivastava and C. E. Koksal, “Basic performance limits and tradeoffs
in energy-harvesting sensor nodes with finite data and energy storage,”
IEEE/ACM Transactions on Networking (TON), vol. 21, no. 4, pp. 1049–
1062, 2013.
[10] Q. Wang and M. Liu, “When simplicity meets optimality: Efficient
transmission power control with stochastic energy harvesting,” in Proc.
IEEE INFOCOM, 2013, pp. 580–584.
[11] M. Zafer and E. Modiano, “Optimal rate control for delay-constrained
data transmission over a wireless channel,” IEEE Trans. Inf. Theory,
vol. 54, no. 9, pp. 4020–4039, 2008.
[12] C. K. Ho and R. Zhang, “Optimal energy allocation for wireless
communications powered by energy harvesters,” in IEEE Int. Symp.
Information Theory (ISIT), 2010, pp. 2368–2372.
[13] A. Sinha and P. Chaporkar, “Optimal power allocation for a renewable
energy source,” in National Conference on Communications (NCC).
IEEE, 2012, pp. 1–5.
[14] P. Blasco, D. Gunduz, and M. Dohler, “A learning theoretic approach
to energy harvesting communication system optimization,” IEEE Trans.
Wireless Commun., vol. 12, no. 4, pp. 1872–1882, 2013.
[15] D. Shaviv, P.-M. Nguyen, and A. ¨Ozgu¨r, “Capacity of the Energy
Harvesting Channel with a Finite Battery,” arXiv:1506.02024 [cs.IT],
Jun. 2015.
[16] O. Ozel and S. Ulukus, “Achieving AWGN capacity under stochastic
energy harvesting,” IEEE Trans. Inf. Theory, vol. 58, no. 10, pp. 6471–
6483, 2012.
[17] K. Tutuncuoglu, O. Ozel, A. Yener, and S. Ulukus, “Binary energy
harvesting channel with finite energy storage,” in IEEE Int. Symp.
Information Theory (ISIT), 2013, pp. 1591–1595.
[18] W. Mao and B. Hassibi, “On the capacity of a communication system
with energy harvesting and a limited battery,” in IEEE Int. Symp.
Information Theory (ISIT), 2013, pp. 1789–1793.
[19] Y. Dong and A. ¨Ozgu¨r, “Approximate capacity of energy harvesting
communication with finite battery,” in IEEE Int. Symp. Information
Theory (ISIT), 2014, pp. 801–805.
[20] V. Jog and V. Anantharam, “An energy harvesting AWGN channel with
a finite battery,” in IEEE Int. Symp. Information Theory (ISIT), 2014,
pp. 806–810.
[21] O. Ozel, K. Tutuncuoglu, S. Ulukus, and A. Yener, “Capacity of the
discrete memoryless energy harvesting channel with side information,”
in IEEE Int. Symp. Information Theory (ISIT), 2014, pp. 332–336.
[22] J. G. Smith, “The information capacity of amplitude-and variance-
constrained sclar gaussian channels,” Information and Control, vol. 18,
no. 3, pp. 203–219, 1971.
[23] S. Shamai and I. Bar-David, “The capacity of average and peak-power-
limited quadrature gaussian channels,” IEEE Trans. Inf. Theory, vol. 41,
no. 4, pp. 1060–1071, 1995.
[24] T. H. Chan, S. Hranilovic, and F. R. Kschischang, “Capacity-achieving
probability measure for conditionally gaussian channels with bounded
inputs,” IEEE Trans. Inf. Theory, vol. 51, no. 6, pp. 2073–2088, 2005.
[25] D. Shaviv, P.-M. Nguyen, and A. ¨Ozgu¨r, “Capacity of the energy
harvesting channel with a finite battery,” to appear in IEEE Int. Symp.
Information Theory (ISIT), 2015.
[26] L. H. Ozarow and A. D. Wyner, “On the capacity of the gaussian channel
with a finite number of input levels,” IEEE Trans. Inf. Theory, vol. 36,
no. 6, pp. 1426–1428, 1990.
[27] A. El Gamal and Y.-H. Kim, Network Information Theory. Cambridge
University Press, 2011.
APPENDIX A
NONCAUSAL CAPACITY: PROOF OF THEOREM 2
With noncausal energy arrival information, the RBR chan-
nel model remains the same except for equation (3), which
becomes
ft :M×En → X , t = 1, . . . , n.
The (N)-clipping channel now has causal knowledge of the
clipping lengths at the transmitter. It is a well known fact that
with i.i.d. side information available at both the transmitter and
the receiver, the capacity is the same whether it is available
causally or noncausally. Therefore we can repeat the steps of
Section IV, while altering the definition of the (N)-clipping
channel by replacing (17) with
f˜
(N)
i :M×Ln → X˜ (N), i = 1, . . . , n,
concluding that
CRBR,noncausal = p · Cclp,noncausal. (30)
The capacity of a memoryless channel with i.i.d. side
information available at both the transmitter and the receiver
is given by (see e.g. [27, Chapter 7])
C
(N)
clp,noncausal = max
p(x˜(N)|l):
‖X˜(N)‖2≤B¯
I(X˜(N); Y˜ (N)|L).
Then, following the same steps leading to (8) in Section III,
we get
C
(N)
clp,noncausal
=
∞∑
k=1
p(1− p)k−1 max
p(x˜(N)|l=k):
‖X˜(N)‖2≤B¯
I(X˜(N); Y˜ (N)|L = k)
=
N∑
k=1
p(1− p)k−1 max
p(xk):
‖Xk‖2≤B¯
I(Xk;Xk + Zk).
Finally, we have
CRBR,noncausal = p · lim
N→∞
C
(N)
clp,noncausal
=
∞∑
k=1
p2(1 − p)k−1 max
p(xk):
‖Xk‖2≤B¯
I(Xk;Xk + Zk).
which is the expression in (11).
APPENDIX B
NONCAUSAL CAPACITY BOUNDS: PROOF OF
PROPOSITION 3
We prove Proposition 3 following the same steps as in the
previous sections. For the upper bound, we can similarly relax
the energy constraint in (11) to be only in expectation, thus
giving an upper bound:
CRBR,noncausal ≤
∞∑
k=1
p2(1− p)k−1 max
p(xk):
E‖Xk‖2≤B¯
I(Xk;Xk + Zk)
=
∞∑
k=1
p2(1− p)k−1 k
2
log(1 + B¯/k),
where the last line is a known result for vector Gaussian
channels.
We derive a lower bound for (11) by considering a subopti-
mal input distribution. Let p(xk) =
∏k
i=1 pk(xi), where pk(x)
is some distribution for which X2 ≤ B¯/k a.s. We then have
the following lower bound:
CRBR,noncausal ≥
∞∑
k=1
p2(1 − p)k−1kCSmith(B¯/k), (31)
where CSmith(E) is defined in (28). The expression has been
evaluated numerically using the algorithm suggested in [22]
and plotted in Figure 3.
Next, using (29), we can further lower bound (31) to
obtain (15).
APPENDIX C
OPTIMAL ONLINE POWER CONTROL
We solve the maximization problem in (13). Writing the
problem in standard form and using KKT conditions, we have
for i = 1, . . . , N :
−p(1− p)i−1 1
2
1
1 + Ei − λi + λ˜ = 0,
with λi, λ˜ ≥ 0 and the complementary slackness conditions:
λiEi = 0 and λ˜(
∑N
i=1 Ei −B) = 0.
To obtain the non-zero values of Ei, we set λi = 0:
Ei = p(1− p)
i−1
2λ˜
− 1. (32)
Since Ei ≥ 0, this implies λ˜ ≤ p(1−p)
i−1
2 for all i for whichEi > 0. This is a decreasing function of i, therefore there exists
an integer N˜ such that Ei > 0 for i = 1, . . . , N˜ and Ei = 0
for i > N˜ . Since we are solving this problem for N →∞, it
is safe to assume N˜ < N .
Next we apply the total energy constraint (which must hold
with equality, since increasing Ei for any i will only increase
the objective):
B¯ =
N∑
i=1
Ei =
N˜∑
i=1
(
p(1− p)i−1
2λ˜
− 1
)
=
1− (1− p)N˜
2λ˜
− N˜
λ˜ =
1− (1− p)N˜
2(B¯ + N˜)
. (33)
Since λ˜ ≤ p(1−p)i−12 for all i = 1, . . . , N˜ , we must have
λ˜ > p(1−p)
N˜
2 :
1− (1− p)N˜
2(B¯ + N˜)
>
p(1− p)N˜
2
1 > (1 − p)N˜ [1 + p(B¯ + N˜)],
which implies N˜ is the smallest integer satisfying this inequal-
ity.
