In this article we study a network design problem that arises in the exploitation of wind energy. We formulate this problem as a mixed integer programming problem, relate this formulation to other problems in combinatorial optimization, strengthen the formulation and propose cutting planes, and finally present experimental results for real-world instances of the collection network design problem.
Introduction
The design of networks plays an important role in the planning of large systems, especially in the fields of telecommunications, transportation, and energy. In particular it has become necessary to design networks for collecting the energy produced through eco-friendly means, such as wind turbines or solar panels. In this article we study a problem proposed by a Canadian company involved in the design of wind farm collection networks. In Section 2 we give a precise definition of this problem and in Section 3 a formulation of our problem as a mixed integer program. In Section 4 we survey the literature on problems that are similar to ours. In Section 5 we discuss ways of strengthening our model and introduce classes of cutting planes. Finally we present experimental results in Section 6 and our conclusions in Section 7.
The collection network design problem
A wind farm is a group of wind turbines that come into operation at approximately the same time and whose energy must be collected and distributed through an existing electrical network. In this article we assume that the locations of the turbines are already known and focus on the problem of collecting the energy produced by the turbines and sending it to a known sub-station. The network to be designed consists of:
• underground (UG) cables, each of which links two turbines or a turbine to the above-ground network, • above-ground transmission lines that usually follow existing roads and link two geographical points (i.e., road intersections), and • disconnects between the endpoints of UG cables and the above-ground network.
The transmission lines can be built only on roads for which municipal permits (called Right-of-Way) have been obtained. We assume that the road segments where the lines may be built, and the associated building costs, are known.
Each type of link (UG cable or transmission line) has a limited capacity. Also several parallel links may be installed between two endpoints; for instance there may be several cables between two turbines (say, u and v) and on each cable the energy may flow from u to v or v to u. In this article, for the sake of simplicity, we assume that there is only one type of UG cable and one type of transmission line. The capacity of each type of link (cable or line) is known. The model presented in the next section could be easily modified if this assumption were relaxed. We also assume that we know the cost of installing a given link (i.e., a UG cable or transmission line) between two given endpoints; this cost includes the cost of the disconnect when the UG cable links a turbine to the above-ground network. In general, if there are parallel links between two nodes or vertices, the cost of installing the first one is greater than that of installing the second one, the second is more costly than the third, and so on. Finally we assume that there is one unit of energy produced by each turbine; this assumption could be relaxed as well. We now discuss an important engineering constraint. The energy flowing through a link (e.g., a cable) is unsplittable, i.e., if a "chunk" Q of energy flows from point u to point v through a cable or transmission line, then there must be a point w such that this chunk flows from v to w through a given cable or transmission line. Of course the flow from v to w may be greater than Q since v may receive flow from more than one vertex (and in particular from a vertex u ′ different from u). Hence a solution with no parallel links may look like an anti-rooted tree (with the sub-station as anti-root). An anti-rooted tree is a directed tree in which every arc is directed towards a distinguished vertex called the anti-root. On the other hand there are solutions that do not look like anti-rooted trees, for instance those containing parallel links or a substructure consisting of arcs (u 1 , v), (u 2 , v), (v, w 1 ), and (v, w 2 ) (in which case the solution includes a cycle going through v and the sub-station).
The paths along which flows the energy produced by the wind farm constitute a circuit (in the terminology of electrical engineering), hence the use of the phrase "overhead circuit" to describe the transmission lines that are part of the network. The engineering practice of designing such circuits justifies the modelling of our problem as an unsplittable flow problem (see Section 3). Figure 2 displays a feasible solution of the design problem described in Figure 1 . The number on any given edge is the number of links between its two endpoints. We have omitted the label when there is only one link between the endpoints. The collection network design problem consists of finding a network of minimum cost through which the energy produced by the turbines will be sent to the sub-station. In order to model the network design problem, we must describe formally the graph G = (V, A) underlying the problem. This graph is directed since the energy may flow in either direction on a given link. The node set V is the disjoint union of T (the set of turbines), R (the set of endpoints of transmission lines), and {0, s} (where s denotes the sub-station and 0 a source node). Similarly the set A is the disjoint union of the following five categories of arcs:
1. all the arcs of the form (0, u) for u ∈ T ; 2. all the arcs of the form (u, v) and (v, u) for each UG cable with endpoints u and v in T ; 3. all the arcs of the form (u, v) , where u belongs to T and v to R; 4. all the arcs of the form (u, v) and (v, u) for each transmission line with endpoints u and v in R; and 5. all the arcs of the form (v, s), where v belongs to R and there is a transmission line between v and s.
In the sequel A 1 will denote the set of arcs (u, v) such that (v, u) does not belong to A, and E the set of pairs {u, v} such that (u, v) and (v, u) both belong to A.
We let m denote the maximal number of parallel links between vertices u and v. For instance, there may be up to m UG cables between turbines u and v. Then the links are denoted by (u, v, 1), (v, u, 1), (u, v, 2), (v, u, 2), etc., but only one of (u, v, k) and (v, u, k) is selected for any k (this amounts to choosing the flow direction on the kth link between u and v). The value of m is 4 in the problem instances supplied by the industrial partner. Because of our assumptions the capacities of the arcs are easily described. The capacity of an arc in Category 1 equals 1 since exactly one unit of energy is produced by each turbine. The capacity of an arc in Category 2 or 3 equals C ug , where C ug is a constant. The capacity of an arc in Category 4 or 5 equals C ag , where C ag is another constant. The arc costs cannot be described so easily, and one must distinguish between links. More precisely, the cost of each additional link between two vertices u and v is at most the cost of the previous link between u and v. Thus if c k uv denotes the cost of the link (u, v, k), the relation c 1 uv ≥ c 2 uv ≥ · · · ≥ c m uv holds for every arc (u, v) (note that c k uv = c k vu holds for any k). The cost c k 0u equals 0 for any k and any u in T since the source node is "fictitious".
The goal of the model is to minimize the total cost of the cables used to collect the energy produced by the wind turbines and send it to the sub-station. The company will derive an obvious economic benefit from minimizing the total cost of the cables. It is also reasonable to expect that an optimal solution will provide a simple but robust design for the collection network.
The model
As explained in the previous section, the problem consists of choosing the cables and lines in order to transport the energy produced from the wind turbines to the sub-station. Hence the most important decision variables are the t k uv , defined as follows: t k uv equals 1 if the kth copy of arc (u, v) belongs to the network and 0 otherwise. We also need variables to represent the energy flowing through a given arc: x k uv denotes the flow through the kth copy of arc (u, v). As explained above, the flow is unsplittable, and we must express this constraint in mathematical terms. We have chosen to introduce the binary variables y kk ′ uvw , defined as follows: y kk ′ uvw equals 1 if and only if all the energy flowing through the kth copy of arc (u, v) also flows through the (k ′ )th copy of arc (v, w). Finally z kk ′ uvw denotes the amount of energy flowing through the kth copy of arc (u, v) and then through the (k ′ )th copy of arc (v, w) ; recall that all the energy flowing through the kth copy of arc (u, v) must be channelled through a single arc originating at v (unless v equals s).
The goal of the model is to minimize the total cost of the cables and lines, i.e., (u,v) ∈A m k=1 c k uv t k uv , where c k uv denotes the cost of the kth copy of arc (u, v) . The constraints (2) express the fact that flow must be conserved, except at the source node 0 (from which |T | units leave) and the sub-station s (which receives |T | units). Note that P (u) (resp. S(u)) is the set of predecessors (resp. successors) of u, i.e., the set of nodes v such that (v, u) (resp. (u, v) ) is an arc of G. The constraints (3) ensure that one unit of flow coming from the source 0 enters each of the turbine nodes. The constraints (4) express the fact that the flow on the kth copy of arc (u, v) cannot be greater than the capacity of that arc (denoted by C uv ) and there is a strictly positive flow on the arc only if t k uv equals 1. Observe that K denotes the set {1, 2, . . . , m}.
The constraints (5) express the fact that a given link (say, the kth link between u and v) can be used in one direction only. The constraints (6) and (7) express the fact that the (k + 1)th link can be used only if the kth link is. Two groups of constraints are needed: one for asymmetric arcs and one for symmetric arcs. The constraints (8) and (9) relate the variables z kk ′ uvw , on one hand, and x k uv , on the other. The constraints (10) express the fact that the flow on the kth copy of arc (u, v) that is channelled through arc (v, w) cannot be greater than the capacity of arc uv or arc vw, and there is a strictly positive flow of that kind only if y kk ′ uvw equals 1. In writing this constraint we used P 2 to denote the set of simple paths of length 2, i.e., the set of triples (u, v, w) such that (u, v) and (v, w) are arcs of G and u and v are distinct nodes. Finally, constraints (11) express the fact that if the kth link between u and v is used in the network and v is not the sub-station, then the flow on the kth link should be channelled out of v.
(1)
The above model exhibits many symmetries and the gap between the optimal values of the mathematical program and its linear relaxation can be large. Hence solving it by using a commercial package such as CPLEX can consume a lot of time. In Section 5 we describe some inequalities that tighten the linear programming relaxation of this model. Note that if the model has a feasible solution, it has an integral optimal solution. This follows easily, because if the t 
Related problems and related work
The operations research literature does not contain many references to the problem we address in the present article. Berzan et al. (2011) consider a problem similar to ours (but simpler) and decompose it into three layers: the circuit, the substation, and the full farm. When there is a single cable type, the problems for the first two layers reduce to graph-theoretic problems (the uncapacited and capacitated minimum spanning tree problems, respectively). They also formulate the circuit problem as a mixed integer program and use this formulation to solve instances with up to 8 turbines. Fagerfjäll (2010) addresses two models: the production model and the infrastructure model. Only the latter is related to ours, but there are differences between Fagerfjäll's model and ours: for instance the locations of the wind turbines are not completely fixed in Fagerfjäll's infrastructure model. The author has tested his models on instances with at most 30 turbines and reports that CPLEX takes a long time for producing results for the infrastructure model.
As we pointed out in Section 2, many feasible solutions of the collection network design problem actually are anti-rooted trees. This observation led us to explore the relationship between the feasible solutions of our problem, on one hand, and directed Steiner trees, on the other. We will show that there is a bijection between the feasible solutions of the collection network problem and certain directed Steiner trees in a related network. This network, denoted by H = (V ′ , A ′ ), is almost identical to the line-graph of the multigraph obtained from G by replacing each arc (u, v) of G by m parallel arcs between u and v. The vertex set of H (i.e., V ′ ) consists of s ′ (a new vertex) and all vertices of the form p uvk (where uv is an arc of G and 1 ≤ k ≤ m holds). The arc set of H (i.e., A ′ ), is defined formally as the union of
• the set of couples of the form (p uvk , p vwℓ ) such that u and w are distinct vertices, and
• the set of couples of the form (p usk , s ′ ).
We assign a cost of c k uv to an arc of the form (p uvk , p vwℓ ) and a cost of c k us to an arc of the form (p usk , s ′ ). Given a feasible solution of the collection network problem defined on the graph G, it is straightforward to define a corresponding anti-rooted tree (directed Steiner tree) in the graph H. To do so, observe that the entire flow on the kth copy of arc (u, v) of G is routed on a single link of tail v. Thus the kth copy of arc (u, v) has one "successor" only, say, the ℓth copy of arc (v, w). Thus if a feasible solution of the network collection problem contains the kth copy of arc (u, v) and the flow on this link is channelled through the ℓth copy of arc (v, w), we include the arc (p uvk , p vwℓ ) into the directed Steiner tree (within H). Similarly, if the feasible solution contains the kth copy of arc (u, s), we include the arc (p usk , s ′ ) into the directed Steiner tree.
This construction can be reversed, i.e., a directed Steiner tree in H can be transformed into a feasible solution of the network collection problem, provided the following conditions are satisfied:
• if it includes a vertex of the form p uvk , then it includes all vertices of the form p uvℓ for ℓ smaller than k; and
• if it includes a vertex of the form p uvk , then the anti-rooted subtree of antiroot p uvk contains at most C uv turbines, where C uv is the capacity of arc uv in the network collection problem.
Therefore if one wishes to formulate our problem as a directed Steiner tree problem, one must take these additional constraints into account. In practice we will not transform the graph G into the graph H, because the latter is very cumbersome. Figure 3 displays the directed graph underlying a tiny instance of the collection network problem, and the graph constructed by the above transformation. In this example m equals 1. Nodes 1, 2, and 3 represent turbines and node 8 is the substation. In the graph on the right every node except s ′ corresponds to an arc of the tiny graph and is labelled accordingly: for instance node 24 corresponds to arc (2, 4) and node 75 to arc (7, 5). The black rectangles are the nodes of the line graph corresponding to the subgraph induced by {1, 2, 3}. Similarly the grey rectangles correspond to the arcs of the subgraph induced by the nodes of the above-ground network (except the sub-station 8). White rectangles represent two groups of arcs: the arcs linking a turbine to a node in the above-ground network, and the arcs whose head is the sub-station (i.e., node 8). A feasible solution of the collection network problem is displayed on the left: it consists of the "real" arcs 12, 25, 35, 54, 57, 46, 78, 68 and the "fictitious" arcs 01, 02, 03. This solution is not a tree. Observe that in order to describe the solution completely, one must specify that the flow on arc (3, 5) is channelled through arc (5, 7) and the flow on arc (2, 5) through arc (5, 4). The directed Steiner tree corresponding to this solution is displayed on the right.
In spite of the differences outlined above, the literature on Steiner trees is relevant for our problem. Karp (1972) proved that the Steiner tree problem is NPcomplete and Goemans and Myung (1993) have given a survey of formulations for the Steiner tree problem. Exact algorithms for solving this problem have been proposed by Wong (1984) , Beasley (1984) , Beasley (1989) , Lucena and Beasley (1998) , and Chopra et al. (1992) . Since the Steiner tree problem is NP-complete, many authors have also proposed heuristic algorithms for finding good solutions (see for instance Khoury and Pardalos (1996) Esbensen (1995) , Voss and Gutenschwager (1998) , and Ribeiro and Souza (2000) ).
Model strengthening and cutting planes
As we noted at the end of Section 3, the model presented in that section must be strengthened. First, consider a node v that is neither the source nor the sub-station. Assume that the capacity of a link between u and v equals the capacity of any link between v and w, for any w = u. Then if the kth link from u to v is used in an optimal solution, we may conclude that the number of arcs coming out of v in that solution is at least k. Hence the following relation is satisfied.
The inclusion of Inequalities (16) into the model will remove some feasible solutions but no optimal solution. Note that in the special case where v is a turbine node, we obtain the inequality 1 = t
Now consider any optimal solution of the above model and assume that the capacity of a link between u and v equals the capacity of any link between v and w. If a quantity Q flows through the arc (v, w, k ′ ), this same quantity (or a smaller one) can flow through one link between u and v. Therefore any optimal solution should include one such link only and the following constraint is satisfied.
Consider any arc of the form (u, s), where s denotes the sub-station. In any optimal solution, the (k + 1)st link between u and s will be used only if the sum of the flows on the kth and (k + 1)th links from u to s is greater than the capacity of a link (C ag , in this case). Therefore the following inequality is satisfied by at least one optimal solution (recall that there is at least one integral optimal solution), but it is not satisfied by some feasible solutions.
We also observe that because of Constraints (11), the inequalities
are valid. The following constraints are satisfied by all optimal solutions.
Finally, it is possible to remove some symmetry from the model by making sure that if there is a positive flow on path (u, v, w) using the kth copy of arc (u, v) and the k ′ th copy of arc (v, w), on one hand, and the ℓth copy of arc (u, v) and the ℓ ′ copy of arc (v, w), on the other, then k < ℓ implies that k ′ ≤ ℓ ′ . This condition can be expressed by the following constraints.
We now turn to a large family of valid inequalities that play a crucial role in the tightening of the model. There are too many of them for us to include them all in the model, but it is possible to find (in a reasonable time) some inequalities of this type that are violated by the current linear programming relaxation. Such inequalities are called cutting planes. We first give two instances of inequalities belonging to this family. Recall that P (s) is the set of predecessors of the substation s and let D s denote the set of arcs of the form (u, s, k) for u in P (s). For the flow of all turbines to reach the sub-station, the following inequality must be satisfied (where C k uv denotes the capacity of the link (u, v, k) and |T | the number of turbines). (22) is satisfied by any feasible solution of the mixed integer program.
In a similar fashion, if D b (where b stands for "border") denotes the set of all arcs going from the underground network to the above-ground network, the inequality
holds. If all the arcs in D b have a capacity of C ug (as in our instances), we may conclude that the inequality
is satisfied by any feasible solution of the mixed integer program. The two inequalities
are actually special cases of Inequality (25) below, which we now derive.
Consider a subset of vertices V 1 containing the vertex 0 but not s. The set of arcs (u, v) such that u belongs to V 1 and v to the complement of V 1 is called a cut. This cut separates 0 from s. Let D be a cut separating 0 from s and D 1 the subset of arcs in D whose origin is the source (i.e., 0). We also let T ′ denote the set of turbines u such that (0, u) does not belong to D 1 . We have
Since all the arcs (u, v, k) in D 1 have the property that t k uv equals 1, we obtain
and one can derive many valid inequalities from this one. For instance, if M denotes the largest value of C k uv for (u, v, k) ∈ D\D 1 , the inequality
is satisfied by any feasible solution of the mixed integer program.
It is possible to derive at least another valid inequality from (24). If we assume that all the capacities are equal to C ag or C ug and let q denote their greatest common divisor, then the following inequality is valid.
When there are more than two values for the arc capacities, one can derive even more valid inequalities, for instance all the inequalities valid for a knapsack equation.
We now assume that we have solved the linear programming relaxation of the model described in Section 3. Some of the inequalities described at the beginning of this section may have been included into the model. We are now looking for instances of Inequality (25) that are violated by the current solution of the relaxation. In theory it is difficult to find violated inequalities because we don't know T ′ . We now outline an algorithm for finding a violated inequality. This algorithm constructs an auxiliary network having the same underlying graph as the original network, but different capacities.
• Choose a subset T ′ of turbines and define D 1 as the set of arcs (0, u) for u in T \T ′ .
• Define the capacity of arc (0, u) as 1 for every turbine u in T ′ and 0 otherwise.
• Assign the capacity t k uv to any arc (u, v, k) such that u = 0 holds. In practice one can merge all the arcs of the form (u, v, k) for some couple (u, v) with u = 0, i.e., create a single arc from u to v of capacity
• Solve the maximum flow problem in the auxiliary network, where node 0 is the source and s the sink. Let D ′ denote a cut of minimum capacity separating 0 from s.
• Let D be the arc set obtained from D ′ by including into it all the arcs in D 1 and removing from it all the arcs of the form (u, v) for some u in T \T ′ . Return D.
The above algorithm will be referred to as separating T ′ from s. Given the set T ′ , a cut D is called a standard cut for T ′ if it contains D 1 (as defined at the beginning of the algorithm).
Proposition 5.1 The arc set D returned by the above algorithm is a minimumcapacity cut separating 0 from s. If there exists a cut D that separates 0 from s, is a standard cut for T ′ , and satisfies
then the above algorithm will return such a cut.
Proof. The maximum flow algorithm produces a partition of the vertex set V into sets V
, and the capacity of the cut
The cut defined by V 1 and V 2 is precisely the cut D returned by the algorithm, and it is a minimum-capacity cut because each arc in D 1 has a capacity of 0.
The second statement of the proposition follows easily from the first, since we may always assume that a minimum-capacity cut contains D 1 (by the argument in the preceding paragraph).
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For obvious reasons, one cannot run the above algorithm for every subset T ′ of turbines. In the next section we will discuss the strategy we employed. We conclude this section by noting that one can use a similar algorithm for finding violated inequalities of the form (26).
The experiments
We conducted experiments on nine instances provided by the industrial partner. Table 1 contains the description of these instances. We ran the model given in Section 3 on the nine instances using CPLEX 12.3; for Instance no. 7 one hour of computing time was not sufficient to find an (integral) feasible solution. We then included the Inequalities (16) to (21) into the model and after some experiments, concluded that only Inequalities (16) and (17) were useful. For Instance no. 3 CPLEX 12.3 could not find an integral solution within one hour of computing time.
We then introduced some cutting planes of the form (25). We proceeded as follows. We first introduced the constraints (22) and (23) into the model. Then we introduced three groups of cutting planes. The first group of cutting planes corresponds to inequalities of the form (25) where T ′ is a singleton (i.e., a set consisting of one turbine). Algorithm 1 describes the procedure we used to generate this first group of cutting planes. Note that we also generated all the sets T ′ of cardinality 2 and added the corresponding cutting planes. In the final experiments, however, we only used the sets T ′ of cardinality one, since those of cardinality 2 did not improve by much the optimal value of the linear relaxation. until the optimal value of the linear relaxation has not increased 11: end for For the second group of cutting planes, we set T ′ equal to T , i.e., we tried to separate the set of all turbines from the sub-station. We added Inequalities (25) and (26) to the model whenever they were violated. Algorithm 2 describes our procedure. Finally, we tried to find more cutting planes by considering each vertex v of the graph in turn. We let M (v) denote the set of vertices u such that there is a path from u to v consisting of arcs (w, w ′ , k) with t let D be a minimum-capacity standard cut for T
4:
if Inequality (25) end if 8: until the optimal value of the linear relaxation has not increased turbines had been computed and memorized, we separated each subset from s and added a group of new cutting planes to the model. This procedure was repeated until the optimal value of the linear relaxation could not be improved. The whole subalgorithm is summarized in Algorithm 3.
The three groups of cutting planes that we have just described are computed only at the root node of the branch-and-bound tree. The experimental results are summarized in Table 2 . Note that a table entry contains a question mark whenever CPLEX 12.3 could not find an integral feasible solution within one hour of computing time. With the formulation of Section 3, we could find optimal solutions for two instances only. After including constraints (16) and (17) into the model, four more instances could be solved to optimality, and after including (16), (17), and the cutting planes into the model, 7 instances out of 9 could be solved to optimality. In particular, the introduction of cutting planes enabled us to find an optimal solution of Instance no. 3, which has more vertices and more arcs than any other instance.
Note that Instances 7 and 8 are more "difficult" than the other ones. This may be due to the "incompatibility" between the values of C ug and C ag : in each case those values are relatively prime! We decided to try and solve the model for those two instances by including only the constraints of the original model, (16), (17), (22), and (23). After one hour of computing time CPLEX had not found an optimal solution for either instance, but it could find an optimal solution of Instance no. 7 in a little more than 8 hours. We could not solve Instance no. 8 because of a lack of memory. These results are summarized in Table 3 .
Conclusion
In this article we have formulated the design of a wind farm collection system as a mixed integer programming problem. We have shown that tightening the mixed integer programming formulation and including some cutting planes at the root node of the branch-and-bound tree enabled one to solve all the instances provided by the industrial partner (except one). There is still much work to do, however. For let D i be a minimum-capacity standard cut for S i
13:
if Inequality (25) solve the linear relaxation of the model 19: until the optimal value of the linear relaxation has not increased instance, we have seen that it is in general difficult to recognize violated inequalities of the form (25) because there is a huge number of choices for the set T ′ . Hence one should try to develop heuristics for finding more violated inequalities of the form (25). Then one could try to find such inequalities at the internal nodes of the branch-and-bound tree, in the hope of decreasing the running time of the algorithm. Finally, given the close relationship between the problem described in this article and the Steiner tree problem, one should investigate ways in which to adapt to our problem the exact and heuristic algorithms developed for the Steiner tree problem.
