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CHAIN TRANSITIVE HOMEOMORPHISMS ON A
SPACE: ALL OR NONE
ETHAN AKIN AND JUHO RAUTIO
Abstract. We consider which spaces can be realized as the omega
limit set of the discrete time dynamical system. This is equivalent
to asking which spaces admit a chain transitive homeomorphism
and which do not. This leads us to ask for spaces where all home-
omorphisms are chain transitive.
1. Introduction
We will use the term space to mean a nonempty, compact metriz-
able space unless otherwise mentioned. When a metric is required we,
assume that one is chosen and fixed. Where a metric is used in a
construction below, the result is independent of the choice of metric.
Broadly, our metric space ideas and constructions are really uniform
space concepts and a compact space has a unique uniformity.
The dynamical systems we will consider are pairs (X, f), where f :
X → X is a continuous map on a space X . If x ∈ X , then the sequence
{f(x), f 2(x), . . . } is the positive f -orbit sequence of x and ωf(x) is the
set of limit points of the sequence.
In a series of papers, [1], [2] and [3], Agronsky and his collaborators
initiated study of the omega set problem. Call the pair (X, f) an omega
system when it can be embedded as a subsystem of some (Y, g) so that
X = ωg(y) for some y ∈ Y . The authors call the system orbit enclosing
when one can choose (Y, g) = (X, f), i.e. there exists x ∈ X such that
ωf(x) = X . A space X is an omega set when there exists a continuous
map f on X so that (X, f) is an omega system.
In current parlance, the system (X, f) is an orbit enclosing omega
system exactly when it is topologically transitive. In general, the sys-
tem (X, f) is an omega system exactly when it is chain transitive.
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Given ǫ ≥ 0, a finite or infinite sequence {xn ∈ X} with at least two
terms is an ǫ-chain for (X, f) if d(f(xk), xk+1) ≤ ǫ for all terms xk of
the sequence (except the last one). The system (X, f) is called chain
transitive when every pair of points of X can be connected by some
finite ǫ-chain for every positive ǫ. A subset A ⊂ X is called a chain
transitive subset when it is closed and f -invariant and the subsystem
(A, f) is chain transitive.
It is well known that any omega limit set is a chain transitive subset,
e.g. [4] Proposition 4.14. On the other hand, as observed by Takens,
it is an easy exercise to show that if (X, f) is chain transitive, then
then it can be embedded in a larger system in which it is an omega
limit set, [4] Exercise 4.29. We will review the proofs in Section 3. The
construction uses a subset Y of X × [0, 1]. In particular, if X ⊂ [0, 1]n
then Y ⊂ [0, 1]n+1. Applying the Tietze Extension Theorem in each
coordinate, we can extend g to a continuous map on all of [0, 1]n+1
and so obtain X as the omega limit set of a system on [0, 1]n+1. Note,
however, that even if g is a homeomorphism, we might not be able to
extend it to a homeomorphism on [0, 1]n+1.
This equivalence is really a classical result due to Dowker and Fried-
lander [12] for homeomorphisms and to Sarkovskii [20] in general. They,
however, use a different but equivalent condition instead of chain transi-
tivity. They say that (X, f) is f -connected if, for any proper, nonempty,
closed subset U ⊂ X , the intersection f(U) ∩X \ U 6= ∅. They show
that (X, f) is an omega system iff it is f -connected.
To clarify the relationship between chain transitivity and f -connect-
edness, we recall the concept of an attractor, as described by Conley
in [9] and with detailed exposition in [4]. Call a closed set U ⊂ X
an inward set for f if f(U) is contained in the interior U◦ or, equiv-
alently, f(U) ∩ X \ U = ∅. Thus, (X, f) admits a proper, nonempty,
inward subset iff it is not f -connected. If U is an inward set, then
A =
⋂∞
n=0 f
n(U) is called the associated attractor. For a number of
equivalent descriptions of an attractor see [4] Theorem 3.3. Theorem
4.12 of [4] says that (X, f) is chain transitive iff X is the only nonempty
attractor and iff X is the only nonempty inward set. It follows that
chain transitivity and f -connectedness are equivalent concepts.
The label “attractor” has been used for other ideas. Some authors
refer to all omega limit sets as attractors. An attractor as defined
above need not be chain transitive, and so there are attractors which
are not omega systems. A more reasonable definition is that a set A
is an attractor for f when it is f -invariant and, for every x in some
neighborhood of A, we have ωf(x) ⊂ A. This condition is necessary
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in order that A be an attractor a` la Conley, but it is not sufficient.
If X is the one-point compactification of Z and f is the extension to
X of translation by 1 on Z, then (X, f) is chain transitive. On the
other hand, the point at infinity is the omega limit set of every point.
By Theorem 3.6(a) of [4], an f -invariant subset A is an attractor iff
{x : ωf(x) ⊂ A} is a neighborhood of A and, in addition, A is stable,
i.e. for every ǫ > 0 there exists δ > 0 such that if x is δ-close to A,
then the forward orbit of x remains ǫ-close to A.
The identity map 1X on X is chain transitive iff X is connected.
Thus, a connected space admits a chain transitive homeomorphism
and so is an omega space.
Recall that a Peano space is a compact, connected, locally connected
space or, equivalently, a continuous image of the unit interval. The ma-
jor result of [3] is that if X has finitely many components and each is a
nontrivial, finite-dimensional Peano space, then X is an orbit enclosing
omega space. That is, it admits a topologically transitive map.
Our purpose here is to consider the homeomorphism version of the
omega set problem. That is, we ask when a space X admits a homeo-
morphism f such that (X, f) is an omega system or, equivalently, such
that f is a chain transitive map.
To illustrate the difference between the original problem and the
homeomorphism version, consider the tent map on [0, 1] defined by
T (t) =
{
2t for 0 ≤ t ≤ 1
2
,
1− 2t for 1
2
≤ t ≤ 1,
(1.1)
which is well known to be topologically transitive. Now let X0 =
[0, 1]× {0, 1}, and define f0 on X0 by
f0(t, 0) = (t, 1) and f0(t, 1) = (T (t), 0), (1.2)
so that f 20 = T × 1{0,1}.
Let (X, f) be the quotient system obtained by identifying the points
(0, 1) = (1, 1) in X . Thus, X is the disjoint union of a circle and an
interval. It easily follows that X does not admit a chain transitive
homeomorphism. On the other hand, f is a topologically transitive
map.
Let (X1, f1) be the quotient system obtained by identifying the points
(0, 0) = (0, 1) = (1, 1) in X1. Thus, X1 consists of a circle and an
interval joined at a point. As X1 is connected, the identity is a chain
transitive homeomorphism. Since the points of the interval other than
(1, 0) separate the space and the points of the circle other than the
intersection point with the interval do not, it easily follows that X1
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does not admit a topologically transitive homeomorphism. On the
other hand, f1 is a topologically transitive map.
If X contains a proper, clopen, nonempty, f -invariant set A, then we
say thatX is f -decomposable. In this case (X, f) is not chain transitive,
for if ǫ is smaller than the distance from A to its complement, then any
ǫ-chain which begins in A remains in A. With H(X) the group of
homeomorphisms on X , we say that X is H(X)-decomposable if there
is a proper, clopen, nonempty subset A ofX such that A is invariant for
every homeomorphism onX . Clearly, ifX isH(X)-decomposable, then
it admits no chain transitive homeomorphism. For example, let Iso(X)
denote the (possibly empty) set of isolated points of X . If the closure
Iso(X) is a proper, clopen, nonempty subset of X , then X is H(X)-
decomposable and so admits no chain transitive homeomorphism. In
the zero-dimensional case, this is the only obstruction. We prove a
slightly more general result in Section 3.
If X is not f -decomposable (or not H(X)-decomposable), we will
call it f -indecomposable (resp. H(X)-indecomposable).
Theorem 1.1. If X is a space such that Iso(X) is not a proper clopen
subset of X and such that the open set X \ Iso(X) is empty or zero-
dimensional, then X admits a chain transitive homeomorphism.
Corollary 1.2. If the isolated points are dense in X, then X admits
a chain transitive homeomorphism.
Thus, the problems which remain come from the nontrivial compo-
nents. A clopen component is called an isolated component. Clearly, if
the closure of the isolated components is a proper, clopen, nonempty
subset of X , then X is H(X)-decomposable.
If Y is a set of connected spaces, let CY denote the closure of the union
of those components of X which are homeomorphic to some element
of Y. If CY is a proper, clopen, nonempty subset, then X is H(X)-
decomposable. For example, if X has finitely many components, then
either they are all homeomorphic, in which case X admits a periodic
chain transitive map, or X is H(X)-decomposable. Contrast this with
the map result described above.
We say that X satisfies the diameter condition on isolated compo-
nents if for every ǫ > 0 there are only finitely many isolated components
with diameter greater than ǫ.
Theorem 1.3. If X satisfies the diameter condition and the union
of the isolated components is dense in X, then either X is H(X)-
decomposable or else X admits a chain transitive homeomorphism.
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The rest of Section 3 consists of counterexamples to reasonable con-
jectures. We construct
• A space X that is H(X)-decomposable, with all components
homeomorphic, and no isolated components.
• A space X that is H(X)-indecomposable but f -decomposable
for every f ∈ H(X). The space can be chosen with the isolated
components all homeomorphic and with a dense union.
• A spaceX that is f -indecomposable for some f ∈ H(X) but ad-
mits no chain transitive homeomorphism. The space can be cho-
sen with the isolated components all homeomorphic and with a
dense union.
These examples rule out the obvious extension of the above corol-
lary. The isolated components can be dense and all homeomorphic
to one another, but nonetheless the space admits no chain transitive
homeomorphism.
Having considered when there are no chain transitive homeomor-
phisms, we consider in Section 4 the question: When is every home-
omorphism on a space X chain transitive? For such a space X , the
identity map 1X is chain transitive, and so X must be connected.
In [11], rigid spaces were defined and Peano space examples were
constructed. A space X is rigid if 1X is the only homeomorphism on X ,
i.e. the homeomorphism group H(X) is trivial. For a connected rigid
space, it is trivially true that all homeomorphisms are chain transitive.
Using rigid spaces one can construct more interesting examples. Fol-
lowing [10], we can begin with a finitely generated group G and use
rigid spaces instead of intervals as edges in the Cayley graph. If X
is the one-point compactification of this fattened Cayley graph, then
H(X) is isomorphic to G and every homeomorphism is chain transitive.
We obtain examples with non-discrete homeomorphism group and even
with the path components nontrivial.
In these cases, the homeomorphism group does not act in a topo-
logically transitive manner on the space. Distinct points in each rigid
piece are homeomorphically distinct. It is possible to obtain examples
with all homeomorphisms chain transitive and with the homeomor-
phism group acting in a topologically transitive manner. These are
built using the recent, beautiful construction in [13] of Slovak spaces.
A Slovak space X has H(X) isomorphic to Z and every element in
it other than the identity 1X acts minimally on X . We call a space
Slovakian if every homeomorphism other than 1X is topologically tran-
sitive. Using such Slovakian spaces we construct a space X such that
H(X) is topologically transitive on X , every element of H(X) is chain
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transitive, and the homeomorphism group of the Cantor set occurs as
a closed, topological subgroup of H(X).
2. Relation Dynamics
It will be convenient to use the dynamics of closed relations, and so
we briefly review the ideas from [4]. Recall that our spaces X, Y, etc.
are assumed to be nonempty, compact, metrizable spaces with a fixed
metric chosen when necessary.
For spaces X, Y , a relation R : X → Y is a subset of X × Y . The
set R is a relation on X when Y = X . A map is a relation such that
R(x) = {y : (x, y) ∈ R} is a singleton set for every x ∈ X . For A ⊂ X ,
the image R(A) is defined to be
⋃
x∈A R(x). Equivalently, R(A) is the
projection to Y of R ∩ (A × Y ) ⊂ X × Y . The inverse R−1 : Y → X
is defined to be {(y, x) : (x, y) ∈ R}. For B ⊂ Y , we let R∗(B) = {x ∈
X : R(x) ⊂ B} = X \R−1(Y \B). So R∗(B) ⊂ R−1(B) ∪ R∗(∅). If R
is a map, then R∗(B) = R−1(B).
For example, V¯ǫ = {(x, y) ∈ X × X : d(x, y) ≤ ǫ} is a relation on
X with V¯ǫ(x) the closed ball of radius ǫ and center x. When ǫ = 0,
V¯ǫ = 1X , the identity map on X .
If R : X → Y and S : Y → C are relations, then the composition
S ◦ R : X → C is the image under the projection to X × C of the set
(R× C) ∩ (X × S) ⊂ X × Y × C. Thus, (x, c) ∈ S ◦R iff there exists
y ∈ Y such that (x, y) ∈ R and (y, c) ∈ S. Composition is associative,
and (S ◦R)−1 = R−1 ◦ S−1.
A relation R on X is reflexive when 1X ⊂ R, symmetric when R
−1 =
R, and transitive when R ◦R ⊂ R.
For a relation R on X , we let Rn+1 = Rn ◦ R and R−n = (R−1)n
for n = 1, 2, ..., and let R0 be the identity 1X . We define the cyclic set
|R| = {x : (x, x) ∈ R}.
For a relation R on X a subset A of X is called forward R-invariant
(or R-invariant) if R(A) ⊂ A (resp. R(A) = A).
For a relation R on X , the orbit relation is OR =
⋃∞
n=1 R
n, and the
orbit closure relation RR is defined by RR(x) = OR(x) for all x ∈ X .
The wandering relation is NR = OR. Even when R is a continuous
map, RR is usually not closed and so is a proper subset of NR.
The chain relation is
CR =
⋂
ǫ>0
O(V¯ǫ ◦R ◦ V¯ǫ). (2.1)
Both OR and CR are transitive relations. Since (Rn)−1 = (R−1)n,
it follows that O(R−1) = (OR)−1, N(R−1) = (NR)−1 and C(R−1) =
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(CR)−1. These operators on relations are monotone, i.e. they preserve
inclusions, and O and C are idempotent. That is,
O(OR) = OR and C(CR) = CR. (2.2)
It then follows that
R(OR)(x) = O(OR)(x) = OR(x) = RR(x),
N(OR) = O(OR) = OR = NR,
CR ⊂ C(OR) ⊂ C(CR) = CR.
(2.3)
If R is a transitive relation on X , then R ∩ R−1 is a symmetric,
transitive relation which restricts to an equivalence relation on |R|.
We call the equivalence classes the basic sets of R.
A closed relation R is a closed subset of X×Y . A map is continuous
iff it is a closed relation. The composition of closed relations is closed,
and the image of a closed set by a closed relation is closed. So if B is
open in Y , then R∗(B) is open in X . For any relation R, the extensions
NR and CR are closed relations.
It is easy to see that CR = CR, where R is the closure of R. If R is
a closed relation, then CR =
⋂
ǫ>0 O(V¯ǫ ◦ R), see [4] Proposition 1.18.
If R is a closed relation on X , then |R| is a closed subset of X . If R is
a closed, transitive relation, the basic sets {R(x) ∩ R−1(x) : x ∈ |R|}
are closed.
For a sequence {An} of closed sets, lim sup {An} =
⋂
n
⋃
i≥n Ai.
We have the identity
⋃
n An = (
⋃
n An) ∪ lim sup {An}. If R is
a closed relation on X and A is a closed subset of X , then we define
ωR[A] = lim sup {Rn(A)}.
If A is forward R-invariant and R is closed, then the sequence of
closed sets {Rn(A)} is decreasing and ωR[A] is the intersection. Fur-
thermore, if y ∈ ωR[A], then R−1(y) meets every {Rn(A)}, and so
by compactness it meets ωR[A] itself. It follows that ωR[A] is the
maximum R-invariant subset of the closed, forward R-invariant set A.
If R is closed, then for x ∈ X we let
ωR(x) = ωR[x] = lim sup {Rn(x)},
defining the omega limit point relation ωR on X . We also define ΩR =
lim sup {Rn} for a general relation R, so ΩR is a closed relation. When
R is closed, we have the following identities:
RR = OR ∪ ωR and NR = OR ∪ ΩR. (2.4)
Since CR is closed and transitive, the sequence {(CR)n} is decreasing
with intersection ΩCR = ωCR.
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If R is closed, then the following useful identities hold for the chain
relation:
CR = OR ∪ ΩCR,
R ∪ (CR) ◦R = CR = R ∪R ◦ (CR),
(2.5)
see [4] Proposition 2.4 (c) and Proposition 1.11 (d).
It is not usually true that (ωR)−1 = ω(R−1). We write αR for
ω(R−1), defining the alpha limit point relation.
The points of |OR| are called periodic points for R, |RR| are the
recurrent points, |NR| are the non-wandering points, and |CR| are the
chain recurrent points. When R is a closed relation, we can apply
the inclusion |OR| ⊂ |ωR| to (2.4) and (2.5) to obtain |RR| = |ωR|,
|NR| = |ΩR| and |CR| = |ΩCR|. We call x a transitive point for R
when RR(x) = X . We denote by Trans(R) the (possibly empty) set of
transitive points.
On |CR|, CR ∩ CR−1 is a closed equivalence relation. We call the
equivalence classes, i.e. the basic sets for CR, the chain components of
R.
For a relation R on X , we will say that R is minimal when RR =
X×X , topologically transitive when NR = X×X , and chain transitive
when CR = X × X . We call R central when |NR| = X and chain
recurrent when |CR| = X . From (2.3) it follows that any one of these
properties holds for R iff it holds for OR.
Observe that if R is minimal, then X contains no proper closed,
forward R-invariant subset. If R is a continuous map, then the converse
is true as well since ωR(x) is then R-invariant and nonempty for every
x. Thus, if R is a continuous map, it is minimal iff X = Trans(R).
A set U is inward for a closed relation R on X if U is closed and
R(U) ⊂ U◦, the interior of U . Since R(U) has a positive distance from
the complement of U , it easily follows that U is inward for CR when it
is inward for R. An inward set is therefore forward CR-invariant. In
general, a closed set A is forward CR-invariant iff it has a neighborhood
base consisting of inward sets, see [4] Theorem 3.3(c). If U is an inward
set, then A+ = ωR[U ] =
⋂
n∈N R
n(U) is the associated attractor. The
set X \ U◦ is inward for R−1, and A− = ω(R
−1)[X \ U◦] is the dual
repellor for R. The pair A+, A− is called an attractor-repellor pair. If
x ∈ X \ (A+ ∪ A−), then ΩCR(x) ⊂ A+ and ΩCR
−1(x) ⊂ A−, see [4]
Proposition 3.9.
Notice that a clopen set is inward iff it is forward invariant. If an
inward set is invariant, then it is clopen.
Proposition 2.1. Let R be a closed relation on X.
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(a) If A+, A− is an attractor-repellor pair, then |CR| ⊂ A+ ∪ A−
and the intersections A+ ∩ |CR| and A− ∩ |CR| are each clopen
in |CR|.
(b) If x ∈ X \ |CR|, then there exists an attractor-repellor pair
A+, A− such that x 6∈ A+ ∪ A−.
(c) If x, y ∈ |CR|, then y ∈ CR(x) iff, for all attractors A, x ∈ A
implies y ∈ A.
(d) The space of chain components, i.e. the quotient space of |CR|
by the equivalence relation CR ∩ CR−1, is a compact zero-di-
mensional metric space.
Proof: (a) If x ∈ X \ (A+ ∪ A−), then ΩCR(x) ⊂ A+, and so x 6∈
ΩCR(x). If U is an inward set with ωR[U ] = A+, then U
◦ ∩ |CR| =
A+ ∩ |CR|.
(b), (c) These are part of Proposition 3.11 of [4].
(d) From (b) and (c) applied to R and R−1 it follows that every
chain component C is the intersection of {A ∩ |CR| : A is an attractor
or repellor and C ⊂ A}. Hence, the attractors and repellors induce a
clopen subbase on the space of chain components. 
For a relation R on a space X we say that X is R-decomposable if
there is a proper, forward R-invariant decomposition {A1, A2} ofX , i.e.
each is a nonempty, closed, forward R-invariant subset and A1 ∩A2 =
∅, A1 ∪ A2 = X . Such a pair of proper clopen sets is called an R-
decomposition. Since the sets are clopen and forward R-invariant, they
are inward for R. Hence, an R-decomposition is a CR-decomposition.
So the notion of decomposability is the same for R,OR,RR,NR and
CR.
If no such a decomposition exists, X is said to be R-indecomposable.
For any relation R on X let R± = R ∪ 1X ∪R
−1. This is a reflexive
and symmetric relation on X so that O(R±) and C(R±) are equivalence
relations on X .
Proposition 2.2. For a relation R on X, the following conditions are
equivalent:
(i) The space X is R-indecomposable.
(ii) The space X is R±-indecomposable.
(iii) The relation R± is chain transitive.
Proof: (i) ⇔ (ii): If a set is forward R-invariant, then its comple-
ment is forward R−1-invariant. Hence, an R-decomposition is an R±-
decomposition. Clearly, the reverse is true since R ⊂ R±.
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(iii) ⇒ (ii): If {A1, A2} is a decomposition, then each is inward
for R± and therefore forward CR±-invariant. Hence, R± is not chain
transitive.
(ii)⇒ (iii): IfR± is not chain transitive, then the equivalence relation
CR± on X has more than one equivalence class. By Proposition 2.1
(d) the space of equivalence classes is zero-dimensional. Hence, there is
a pair of disjoint, nonempty, clopen sets {A1, A2} which cover X such
that each is a union of equivalence classes. Since each equivalence class
is CR±-invariant, it follows that {A1, A2} is a R±-decomposition. 
Definition 2.3. Let π : X1 → X2 be a continuous map between spaces,
and let Ri be a relation on Xi for i = 1, 2. We say that π maps R1 to
R2 if π ◦R1 ⊂ R2 ◦ π and that π is a semi-conjugacy from R1 to R2 if
π ◦R1 = R2 ◦ π.
Proposition 2.4. Let π : X1 → X2 be a continuous map between
spaces, and let Ri be a relation on Xi for i = 1, 2.
(a) The function π maps R1 to R2 iff (π × π)(R1) ⊂ R2. If π is
a semi-conjugacy from R1 to R2 and π(X1) = X2, i.e. π is
surjective, then (π × π)(R1) = R2.
(b) If Ri is a mapping for i = 1, 2, then π is a semi-conjugacy from
R1 to R2 if it maps R1 to R2.
(c) If π maps R1 to R2, then π maps R
n
1 to R
n
2 for all n ∈ Z and
maps AR1 to AR2 for A = O,R,N and C.
(d) Assume π is surjective and maps R1 to R2. If R1 is minimal,
topologically transitive, central, chain transitive or chain recur-
rent, then R2 satisfies the corresponding property.
(e) If π is a semi-conjugacy from R1 to R2 and π is an open map,
then π is a semi-conjugacy from AR1 to AR2 for A = O,R,N
and C.
Proof: (a) Firstly, π maps the relation R1 to R2 iff (x, y) ∈ R1 implies
(π(x), π(y)) ∈ R2, and so the first equivalence is clear. The second
result is easy to check.
(b) An inclusion between functions is an equation.
(c) Given ǫ > 0, there exists δ > 0 such that (π × π)(V¯δ) ⊂ Vǫ
since π is uniformly continuous. If {(xn, yn) ∈ R1} is a finite or in-
finite sequence with (yn, xn+1) ∈ V¯δ, then {(π(xn), π(yn)) ∈ R2} with
(π(yn), π(xn+1)) ∈ V¯ǫ. That is, δ-chains for R1 are mapped to ǫ-chains
for R2. It follows that π maps CR1 to CR2. The others are easy to
check.
(d) If π is surjective and maps AR1 to AR2, then X1 × X1 = AR1
implies X2 ×X2 = AR2, and 1X1 ⊂ AR1 implies 1X2 ⊂ AR2.
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(e) The function 1X1 ×π maps 1X1 to π ⊂ X1×X2. If π is open and
ǫ > 0, then 1X1 × π maps V¯ǫ to a neighborhood of π and so contains
V¯δ ◦ π for some δ > 0. That is, V¯δ ◦ π ⊂ π ◦ V¯ǫ. If {(un, vn) ∈ R2}
is a finite or infinite sequence with (vn, un+1) ∈ V¯δ and π(xn) = un,
then because π is a semi-conjugacy on R1, there exists yn ∈ X1 such
that (xn, yn) ∈ R1 and π(yn) = vn, and there exists xn+1 such that
(yn, xn+1) ∈ V¯ǫ and π(xn+1) = un+1. Thus, every δ-chain for R2 can be
lifted to an ǫ-chain for R1 with a given initial lift. That is, π is a semi-
conjugacy from CR1 to CR2. The cases of A = O,R and N are similar.
In fact, for O and R it is not necessary that the map be open. 
Remark: Suppose Ri = 1Xi with X2 = [0, 1] and X1 = {−1} ∪ [0, 1],
and let π : X1 → X2 be an extension of the identity on [0, 1], mapping
−1 to some point of [0, 1]. The map π is a semi-conjugacy from R1 to
R2 and maps CR1 onto CR2, but it is not a semi-conjugacy from CR1
to CR2.
As indicated in the Introduction, our concern is with homeomor-
phisms. However, we will apply this machinery to three different rela-
tions.
Let H(X) be the homeomorphism group of X . For f ∈ H(X), we
define f± as the closed relation f ∪ 1X ∪ f
−1. Clearly, we have
Of = {fn : n ∈ N},
Of± = {f
n : n ∈ Z} = Of ∪ 1X ∪ Of
−1,
Rf(x) = {fn(x) : n ∈ N},
Rf±(x) = {fn(x) : n ∈ Z} for x ∈ X,
Nf± = Nf ∪ 1X ∪Nf
−1,
Rf± = Rf ∪ 1X ∪ R(f
−1).
(2.6)
On the other hand, Cf± is in general larger than Cf ∪ 1X ∪ Cf
−1. The
latter relation need not be transitive. See Example 2.8 below.
Since 1X ⊂ Of±, every point is recurrent for f±.
An action of a groupG onX is a homomorphism ρ : G→ H(X). IfG
is a subgroup ofH(X), thenG acts onX by evaluation. That is, ρ is the
inclusion. With the action understood we let hG =
⋃
{f ∈ ρ(G)}. This
is just the orbit relation of the action of G on X . It is an equivalence
relation but usually not closed. Since it is an equivalence relation,
OhG = hG and NhG = hG. Since hG is reflexive, every point is recurrent
for hG.
If G is the cyclic group generated by a homeomorphism f , then
hG = Of±.
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When G = H(X), we write hX for hG. Clearly, H(X)-decompos-
ability as described in the Introduction is just hX -decomposability.
For a space X , let Iso(X) denote the set of isolated points of X .
Proposition 2.5. Let f ∈ H(X) and ρ : G → H(X) be an action of
a group G on X. Let B be a countable base of nonempty open sets for
X, and let B∗ be the collection of finite covers of X by elements of B.
(a) The homeomorphism f is central iff the Gδ set of recurrent
points, |ωf |, is dense.
|ωf | =
⋂
A∈B∗, n∈N
⋃
U∈A, i≥n
{U ∩ f−i(U)}. (2.7)
If f is central, then any isolated point x of X is a periodic point
for f .
(b) The homeomorphism f is topologically transitive iff the set of
transitive points, Trans(f), is nonempty, in which case
Trans(f) = {x : ωf(x) = X} (2.8)
=
⋂
U∈B, n∈N
⋃
i≥n
{f−i(U)} (2.9)
is a dense Gδ subset of X. If f is topologically transitive, then
f−1 is topologically transitive. If f is topologically transitive,
then X is perfect or consists of a single periodic orbit for f .
(c) The relation f± is topologically transitive iff the set of transitive
points, Trans(f±), is nonempty, in which case
Trans(f±) =
⋂
U∈B
⋃
n∈Z
{f−n(U)} (2.10)
is a dense Gδ subset of X. If f± is topologically transitive and
x is an isolated point of X, then
Trans(f±) = Of±(x) = Iso(X). (2.11)
Thus, if f± is topologically transitive, then either Iso(X) = ∅,
so X is perfect, or else Iso(X) is dense. If Iso(X) is finite and
nonempty, then X consists of a single periodic orbit.
(d) The following are equivalent:
(i) f is topologically transitive;
(ii) f± is topologically transitive and f is central;
(iii) f± is topologically transitive and X is either perfect or con-
sists of a single periodic orbit for f .
In that case, Trans(f±) = Trans(f) ∪ Trans(f
−1).
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(e) The relation hG is topologically transitive iff the set of transitive
points, Trans(hG), is nonempty, in which case
Trans(hG) =
⋂
U∈B
⋃
f∈G
{f−1(U)} (2.12)
is a dense Gδ subset of X.
Proof: For a relation R on X and subsets U, V ⊂ X , let
NR(U, V ) = {n ∈ N : R
n(U) ∩ V 6= ∅}
= {n ∈ N : U ∩R−n(V ) 6= ∅}.
(2.13)
Clearly, R is central iff NR(U, U) 6= ∅ for all nonempty open subsets U ,
and R is topologically transitive iffNR(U, V ) 6= ∅ for all nonempty open
subsets U, V . If R = f ∈ H(X) and Nf (U, V ) is finite for some open
U, V , then with n = maxNf(U, V ) we let W = U ∩ f
−n(V ). Then W
is a nonempty open set and Nf (W,V ) = ∅. Hence, if f is central, then
Nf(U, U) is infinite, and if f is topologically transitive, then Nf(U, V )
is infinite for all nonempty open U, V .
The equations (2.7)-(2.13) are easy to check, and density follows from
the Baire Category Theorem.
Now assume that f± is topologically transitive and that x is an iso-
lated point of X . If V is a nonempty open set, then Nf±({x}, V ) = ∅
unless V meets the orbit Of±(x). Hence, x ∈ Trans(f±). If y is an-
other isolated point, then Nf±({x}, {y}) 6= ∅ implies that y is in the
f± orbit of x. Thus, (2.11) holds. In particular, Iso(X) is dense if it is
nonempty. If it is finite and nonempty, then X = Iso(X) because the
latter is closed and dense. Since the elements of Iso(X) lie on a single
orbit, X consists of a single periodic orbit.
If f is central and x ∈ Iso(X), then Nf({x}, {x}) 6= ∅ iff x is a
periodic point. Thus, if f± is transitive and f is central, then either X
is perfect or it consists of a single periodic orbit, proving the implication
(ii) ⇒ (iii) in (d). Since (i) obviously implies (ii) in (d), it follows that
if f is topologically transitive, then either X is perfect or consists of a
single periodic orbit. So if Rf(x) = X , then {f i(x) : i ≥ n} = X for
every n ∈ N. Intersecting, we see that ωf(x) = X . Thus, Trans(f) =
{x : ωf(x) = X}.
Finally, if X is a single periodic orbit, then f is topologically tran-
sitive and every point is a transitive point for f and f−1. Now as-
sume that X is perfect and that f± is transitive. If x ∈ Trans(f±),
then {f i(x) : i ∈ Z, |i| ≥ n} = X for all n ∈ N. Intersecting, we ob-
tain that ωf(x) ∪ αf(x) = X . In particular, x is in one of these. If
x is contained in a closed invariant set A like ωf(x) or αf(x), then
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X = R(f±)(x) ⊂ A. Thus, x ∈ Trans(f) ∪ Trans(f
−1), so either f or
f−1 is topologically transitive. But N(f−1) = (Nf)−1 implies that f−1
is topologically transitive if f is. 
Remark: There are various, slightly conflicting, definitions of topolog-
ical transitivity. These are sorted out in [6]. We are following [4].
Lemma 2.6. (a) Let f ∈ H(X) and x ∈ X. The sets ωf(x) and αf(x)
are f -invariant. If x ∈ |Cf |, then Cf(x) and Cf−1(x) are f -invariant.
(b) The chain components of 1X are the components of X.
Proof: (a) For a bijection f on X , a subset A is f -invariant iff it is
f−1-invariant iff it is forward invariant for both f and f−1.
When f is a continuous map on X , then y ∈ ωf(x) when there is
a subsequence {fni(x)} of the orbit sequence which converges to y.
Then {fni+1(x)} converges to f(y), and if a subsequence of {fni−1(x)}
converges to z, then f(z) = y. That is, ωf(x) is a nonempty, closed,
f -invariant subset of X when f is a continuous map on X . So when f
is a homeomorphism, the same is true for αf(x).
For f ∈ H(X) we obtain from the identity (2.5) that 1X∪Cf = f
−1◦
Cf . If x ∈ Cf(x), then Cf(x) = {x} ∪ Cf(x) = f−1(Cf(x)). That
is, Cf(x) is f−1 invariant and so is f invariant. Since C(f−1) = (Cf)−1
the same is true for Cf−1(x).
(b) The space of chain components being zero-dimensional by Propo-
sition 2.1(d), every connected set contained in |CR| is entirely contained
in a single chain component. In particular, when R is 1X , every com-
ponent is a subset of a chain component. On the other hand, when
R = 1X , every clopen subset is inward for R and so contains any chain
component that it meets. It follows that the components are the chain
components. 
Proposition 2.7. Let f ∈ H(X) and ρ : G → H(X) be an action of
a group G on X.
(a) The following are equivalent:
(i) X is f -indecomposable;
(ii) X is f±-indecomposable;
(iii) f± is chain transitive.
(b) The relation hG is chain transitive iff hG is indecomposable.
(c) If f is chain recurrent, then Cf = C(f±).
(d) The following are equivalent:
(i) f is chain transitive;
(ii) f is chain recurrent and f± is chain transitive;
(iii) f is chain recurrent and indecomposable.
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(e) If X is connected, then f is chain transitive iff it is chain re-
current. In particular, 1X is chain transitive.
Proof: (a), (b) Since hG = (hG)±, these results are a special cases of
Proposition 2.2 applied with R = f and R = hG.
(c) If f is chain recurrent, then |Cf | = X and 1X ⊂ Cf . For any
x ∈ X , we have x ∈ Cf(x), and this set is f -invariant by Lemma 2.6.
Hence, f−1(x) ∈ Cf(x). Thus, f−1 ⊂ Cf . Since f ⊂ f± ⊂ Cf , it
follows from (2.2) that Cf ⊂ C(f±) ⊂ CCf = Cf .
(d) If f is chain transitive, then it is clearly chain recurrent, and
f ⊂ f± implies that f± is chain transitive. The converse follows from
(c). This proves the equivalence of (i) and (ii). The equivalence of (ii)
and (iii) follows from (a).
(e) If X is connected, then by Lemma 2.7(b) X consists of a single
chain component for 1X , and so 1X is chain transitive. So if f is chain
recurrent, then X ×X = C1X ⊂ CCf = Cf by (2.2) again. 
Example 2.8. On Z let t be the translation bijection given by n 7→
n+1. Let Z∗ be the one-point compactification adjoining the point ±∞
to Z, and let Z∗∗ be the two-point compactification adjoining the points
−∞,+∞ to Z. Let t∗ and t∗∗ be the homeomorphisms extending t to
Z
∗ and Z∗∗, respectively. Both t∗± and t
∗∗
± are topologically transitive
with Z the orbit of isolated points, and so Z = Trans(t∗±) = Trans(t
∗∗
± ).
Of course, both t∗± and t
∗∗
± are chain transitive, but t
∗ is also chain
transitive while t∗∗ is not.
Let X be the quotient space of Z∗∗ × {0, 1} with the fixed points
(+∞, 0) and(+∞, 1) identified. Let f be the homeomorphism on X
induced by t∗∗×1{0,1}. Clearly, f± is chain transitive. But Cf∪1X∪Cf
−1
is contained in the image of (Z∗∗×{0})2∪ (Z∗∗×{1})2 in X2 and so is
a proper subset of C(f±) = X
2. Furthermore, it is easy to check that
in this case C(f ∪ 1X) = (Cf) ∪ 1X . Hence, R = f ∪ 1X is a closed
relation such that R is chain recurrent and R± is chain transitive, but
R is not chain transitive. Thus, Proposition 2.7 (c) and (d) do not
extend to general relations. 
Finally, we recall the Uniqueness of Cantor : any compact, perfect,
zero-dimensional, metrizable space is homeomorphic to the Cantor set
in [0, 1]. We will call any such space a Cantor set. We will need the
following well-known result, providing a brief sketch of the proof.
Proposition 2.9. For any space X there exists a surjective continuous
map π : C → X with C a Cantor set.
Proof: With B a countable basis for X , let Z be the closure in X ×
{0, 1}B of the set of pairs {(x, z) : zU = 1 ⇔ x ∈ U}. The projection
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to X is clearly onto, and because B is a basis, the projection to {0, 1}B
is easily seen to be injective. It follows that Z is compact and zero-
dimensional. If C0 is a Cantor set, then C = Z × C0 is perfect as well
as zero-dimensional and so is a Cantor set. Let π be the composition
of projections C → Z → X . 
3. Spaces which admit Chain Transitive Maps
We begin with the relationship between omega limit sets and chain
transitive subsets which was described in the introduction.
Proposition 3.1. If f is a homeomorphism on a space X and x ∈ X,
then ωf(x) and αf(x) are chain transitive subsets, i.e. the restriction
of f to each of these nonempty, closed, invariant sets is chain transi-
tive.
Proof: Let y, y′ ∈ ωf(x) and let ǫ > 0. Choose δ > 0 an ǫ/2-modulus
of uniform continuity for f with δ < ǫ/2. There exists N ∈ N such
that n ≥ N implies fn(x) ∈ V¯δ(ωf(x)). There exist n ≥ N such that
d(fn(x), y) < δ and k ∈ N such that d(fn+k(x), y′) < δ. For i = 0, . . . , k
choose yi ∈ ωf(x) such that d(f
n+i(x), yi) ≤ δ with y0 = y, yk = y
′.
Hence, d(fn+i+1(x), f(yi)) ≤ ǫ/2 and so d(yi+1, f(yi)) ≤ ǫ. That is, {yi}
is an ǫ-chain from y to y′. It follows that ωf(x) is a chain transitive
subset. Applying the result to f−1, we see that αf(x) = ω(f−1)(x) is
a chain transitive subset as well. 
We prove, conversely, in Theorem 3.11 (a) below that a chain tran-
sitive homeomorphism is the restriction to an omega limit set of a
homeomorphism in a larger system.
In the constructions which follow, we will repeatedly use the process
of attachment. Assume that A is a nonempty, closed, nowhere dense
subset of a space X and that h : A → B is a continuous surjection.
We may assume that X and B are disjoint. Otherwise, replace X by
X × {0} and B by B × {1}. Define X/h, the space with X attached
to B via h as follows: Let h˜ denote the continuous retraction h ∪ 1B :
A ∪ B → B. Let Eh = 1X ∪ (h˜
−1 ◦ h˜) = 1X ∪ (h˜× h˜)
−1(1B), a closed
equivalence relation on X ∪ B. Let X/h be the quotient space with
projection qh : X∪B → X/h. Since qh is injective on B, we may regard
it as an identification and so regard B as a subset ofX/h. Furthermore,
qh restricts to a surjection X → X/h which maps A onto B via h and
which is a homeomorphism between the dense open sets X \ A ⊂ X
and (X/h)\B ⊂ X/h. When B is a singleton, we write qA : X → X/A
for the quotient map and describe the result as smashing A to a point.
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We will use some results of E. R. Lorch from [18] and [19] (see also
[22]), which we will briefly review.
For a locally compact space W , a compactification of W is a com-
pact space Y together with a dense embedding of W into Y , i.e. a
homeomorphism of W onto a dense subset of Y . Because W is locally
compact, its image is an open, dense subset of Y , so X = Y \W is
a nowhere dense, closed subset of Y . Reversing the point of view, we
call Y an extension of X if Y is a compact space and X is a closed,
nowhere dense subset of Y .
By a pair of spaces (Y,X) we will mean a space and a closed subset,
respectively. Recall our default assumption that a space is a nonempty,
compact, metrizable space. We will call (Y,X) an extension pair when
Y is an extension of X , i.e. when X is nowhere dense in Y .
A continuous map f : Y1 → Y2 is a map of pairs f : (Y1, X1) →
(Y2, X2) when f(X1) ⊂ X2. If X1 = X2 = X , we will say that f :
(Y1, X) → (Y2, X) is a map rel X if it restricts to the identity on
X and if, in addition, f(Y1 \ X) ⊂ Y2 \ X . These conditions imply
that 1X = (f × f)
−1(1X). So by intersecting over δ > 0 and using
compactness, we see that for every ǫ > 0 there exists δ > 0 such that,
if (u, v) ∈ Y1 × Y1 and
d2(f(u), f(v)), d2(f(u), X), d2(f(v), X) ≤ δ, then
(u, v) ∈ V¯ d1ǫ , and so f
−1(V¯ d2δ (x)) ⊂ V¯
d1
ǫ (x) for all x ∈ X,
(3.1)
where d1, d2 are metrics on Y1 and Y2. Note that in considering different
extensions Y1, Y2 of the same spaceX we do not assume that the metrics
d1 and d2 agree onX , although they are, of course, uniformly equivalent
on X .
Definition 3.2. We call X i an isolated point extension of X , or just
a point extension of X , if X i is an extension of X with each point of
X i \X isolated. We then call (X i, X) a point extension pair.
A pair (Y,A) is a point extension pair iff Y is infinite, Iso(Y ) is dense
and A = Y \Iso(Y ). Since Y is separable, Iso(Y ) is denumerable, and so
Lorch uses the term denumerable extension instead of point extension.
Thus, Y is a compactification of the denumerable discrete set Iso(Y ).
For a point extension (X i, X), we define a canonical retraction r :
X i → X so that for all x ∈ X i
d(x, r(x)) = d(x,X). (3.2)
The choice depends on the metric. Even for a fixed metric there may
be more than one choice of point r(x) which satisfies (3.2). For each x
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we fix a choice to define r. Clearly,
d(r(x1), r(x2)) ≤ d(x1, X) + d(x1, x2) + d(x2, X). (3.3)
For every ǫ > 0 there are only finitely many points x ∈ X i with
d(x,X) ≥ ǫ, so continuity of r at the points of X follows. Continuity
at the isolated points is trivial.
Notice that if N0 is a cofinite subset of X
i \X , then the closure of
N0 contains X , so r(N0) is dense in X .
We now recall the elegant proof of Lorch’s Uniqueness Theorem, [18]
Proposition 10.
Theorem 3.3. Every space X has an essentially unique isolated point
extension. That is, if (Y,X) and (Y ′, X) are point extension pairs,
then there is a homeomorphism f : (Y,X)→ (Y ′, X) rel X.
Proof: Let {xn : n ∈ N} be a sequence of not necessarily distinct
points in X such that {xn : n ≥ N} is dense in X for all N ∈ N. Let
X i = X × {0} ∪ {(xn, n
−1) : n ∈ N}, and identify X with X × {0}.
Clearly, (X i, X) is a point extension pair, so X has at least one point
extension.
Let (Y,X) and (Y ′, X) be point extension pairs.
Fix metrics d and d′ on Y and Y ′, respectively. Define a metric
d′′ on X as the pointwise maximum of d and d′. The three metrics
d, d′ and d′′ are uniformly equivalent on X . Let r : Y → X and
r′ : Y ′ → X be canonical retractions. Let N = Iso(Y ) = Y \ X and
N ′ = Iso(Y ′) = Y ′\X . Use a counting of N and N ′ to impose orderings
which are order isomorphic to N and so are well-orderings.
Let a1 be the first element of N , and choose b1 to be the first element
of N ′ which satisfies
d′′(r(a1), r
′(b1)) < d(a1, X). (3.4)
Let b2 be the first element of N
′ \ {b1}, and choose a2 to be the first
element of N \ {a1} such that
d′′(r(a2), r
′(b2)) < d
′(b2, X). (3.5)
Proceed inductively. If n is even, let an+1 be the first element of
N \ {a1, . . . , an}, and if n is odd, let bn+1 be the first element of N
′ \
{b1, . . . , bn}. We can then choose bn+1 or an+1 so that
d′′(r(an+1), r
′(bn+1)) < max{d(an+1, X), d
′(bn+1, X)}. (3.6)
By construction, {an} and {bn} are re-numberings of the sets N and
N ′. Define the mapping f : Y → Y ′ as an extension of the identity on
X by putting f(an) = bn for all n. Let mn = max{d(an, X), d
′(bn, X)}.
Observe that mn −→ 0 as n −→ ∞.
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Continuity of f is clear at the isolated points. Suppose x ∈ X and
ani −→ x so that ni −→∞.
d(r(ani), x) ≤ d(ani, x) + d(r(ani), ani)
≤ d(ani, x) + mni −→ 0,
(3.7)
and so d′(r(ani), x) −→ 0. Hence,
d′(bni , x) ≤ d
′(r(bni), bni) + d
′(r(bni), r(ani)) + d
′(r(ani), x)
≤ 2mni + d
′(r(ani), x) −→ 0.
(3.8)
Continuity of f follows. The result for f−1 is similar and also follows
from compactness. 
Corollary 3.4. Let (X i, X) and (Y i, Y ) be point extension pairs and
h : X → Y a surjective continuous map. There exist a continuous map
H : (X i, X)→ (Y i, Y ) which restricts to h on X and to a homeomor-
phism of Iso(X i) = X i \X onto Iso(Y i) = Y i \ Y . In particular, if h
is a homeomorphism, so is H.
Proof: We attach Y to X i using h, letting qh : X
i → X i/h be the
quotient map. We regard Y as a subset of X i/h so that (X i/h, Y ) is a
point extension pair and qh : X
i → X i/h is an extension of h which is
a homeomorphism from X i\X onto X i/h\Y . By Theorem 3.3 there is
a homeomorphism f : (X i/h, Y )→ (Y i, Y ) rel Y . Let H = f ◦ qh. 
Lemma 3.5. Let (X i1, X1) and (X
i
2, X2) be point extension pairs, and
let H : (X i1, X1)→ (X
i
2, X2) be a continuous map of pairs. Let (Y1, X1)
and (Y2, X2) be extension pairs with π1 : (Y1, X1) → (X
i
1, X1) and
π2 : (Y2, X2) → (X
i
2, X2) pair maps rel X1 and rel X2, respectively.
Assume that H˜ : Y1 → Y2 is a function such that π2 ◦ H˜ = H ◦ π1, i.e.
the following diagram commutes:
Y1 Y2
X i1 X
i
2
H˜
pi1 pi2
H
If for each x ∈ Iso(X i1) the restriction H˜ : π
−1
1 (x) → π
−1
2 (H(x)) is
continuous, then H˜ is continuous on Y1.
Proof: If x ∈ Iso(X i1), then π
−1
1 (x) is a clopen set, and so H˜ is contin-
uous at the points of π−11 (Iso(X
i)) by hypothesis.
Let x ∈ X1, so y = H(x) ∈ X2. Given ǫ > 0, there exists by
(3.1) δ > 0 so that π−12 (V
d2
δ (y)) ⊂ V
d′2
ǫ (y), where d2 and d
′
2 are the
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metrics on X i2 and Y2, respectively. By continuity of H there exists
γ > 0 so that H(V d1γ (x)) ⊂ V
d2
δ (y). If x1 ∈ π
−1
1 (V
d1
γ (x)), then H˜(x1) ∈
π−12 (V
d2
δ (y)) ⊂ V
d′
2
ǫ (y). Hence, π
−1
1 (V
d1
γ (x)) is a neighborhood of x in
Y1 which is mapped by H˜ into the neighborhood V
d′
2
ǫ (y) in Y2, and
continuity at x follows. 
Definition 3.6. For a space K and a pair of spaces (Y,X), we call
Y a K-extension of X if there exist a point extension pair (X i, X)
and a map of pairs π : (Y,X) → (X i, X) rel X such that π−1(x) is
homeomorphic to K for every x ∈ Iso(X i). We then call (Y,X) a
K-extension pair, and the space Y is denoted by X(K).
We extend Lorch’s Theorem.
Theorem 3.7. For any given space K, every space X has an essen-
tially unique K-extension pair (X(K), X). Furthermore, if (X(K), X)
and (Y (K), Y ) are K-extension pairs and h : X → Y is a surjective
continuous map, then there exists a continuous map H : (X(K), X) →
(Y (K), Y ) which restricts to h on X and to a homeomorphism of X(K)\
X onto Y (K) \ Y . In particular, if h is a homeomorphism, then so is
H.
Proof: Let (X i, X) be a point extension of X . Let π : (X i ×K,X ×
K) → (X i, X) be the map of pairs given by the first coordinate pro-
jection. Attach X i ×K to X by using h = π|X×K . The map π factors
through the quotient map qh to define a map ((X
i × K)/h,X) →
(X i, X) rel X . Thus, ((X i ×K)/h,X) is a K-extension pair.
Now let πX : (X
(K), X) → (X i, X) and πY : (Y
(K), Y ) → (Y i, Y )
be maps rel X and Y , respectively, with each fiber over X i \ X and
Y i \ Y homeomorphic to K. Use Corollary 3.4 to get an extension
H i : (X i, X) → (Y i, Y ) which maps X i \X to Y i \ Y homeomorphi-
cally. Define H by choosing for each x ∈ X i \X an arbitrary homeo-
morphism from π−1X (x) to π
−1
Y (H
i(x)). These exist because each fiber
is homeomorphic to K. By Lemma 3.5, the resulting H is continuous.
In particular, if Y = X and h = 1X , then it follows that the K-
extension is essentially unique. 
Two cases are of special interest to us. Recall that a component of
a space X is an isolated component if it is a clopen subset of X .
Theorem 3.8. Let (Y,X) be an extension pair.
(a) If K is a Cantor set, then (Y,X) is a K-extension pair iff Y is
perfect and the dense, open set Y \X is zero-dimensional.
(b) If K is a connected space, then (Y,X) is a K-extension pair iff
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• The union of the isolated components is dense in Y .
• Each isolated component is homeomorphic to K.
• (diameter condition) For every ǫ > 0 there are only finitely
many isolated components with diameter greater than ǫ.
Proof: Let {An} be a pairwise disjoint sequence of nonempty clopen
subsets of Y with union Y \X . If for every ǫ > 0 only finitely many of
the sets An have diameter greater than ǫ, then
E = 1X ∪
⋃
n
{An ×An} (3.9)
is a closed equivalence relation. If q : Y → Y/E is the quotient space
projection, then (Y/E,X) is a point extension pair, q is a map of pairs
rel X , and the fibers of q over the isolated points are the sets An.
Conversely, if π : (Y,X) → (X i, X) is a map of pairs rel X , then by
(3.1) there are only finitely many fibers π−1(x) with diameter at least
ǫ.
(a) If π : (Y,X) → (X i, X) is a map rel X with each fiber over a
point of X i \ X a Cantor set, then as a countable disjoint union of
Cantor sets, Y \X is zero-dimensional and Iso(Y ) = ∅.
Conversely, if the locally compact space Y \ X is zero-dimensional
with no isolated points, then we can express it as the union of a pairwise
disjoint sequence {Cn : n ∈ N} of nonempty, clopen subsets of Y each
of which is thus a Cantor set. Let {Cn,i : i = 1, . . . , Nn} be a partition
of Cn by nonempty clopen subsets of diameter less than n
−1. If {An}
is a counting of the collection {Cn,i : n ∈ N, i = 1, . . . , Nn}, then with
E as in (3.9) the projection q : (Y,X)→ (Y/E,X) is a map rel X with
each fiber over a point of (Y/E) \ X a Cantor set. Thus, (Y,X) is a
Cantor set extension pair.
(b) If π : (Y,X)→ (X i, X) is a map rel X with each fiber connected,
then {π−1(x) : x ∈ X i \ X} is the set of isolated components, so the
conditions of (b) are necessary.
Conversely, if they hold, then we let {An} be the sequence of isolated
components. There are infinitely many isolated components because X
is nonempty and Y \X is dense. With E as in (3.9) again, q : (Y,X)→
(Y/E,X) is the required map rel X . 
Corollary 3.9. If Y and X are Cantor sets with closed, nowhere dense
subsets Y1 ⊂ Y and X1 ⊂ X, then for any surjective continuous map
h : Y1 → X1 there is a continuous map H : Y → X which extends
h and which restricts to a homeomorphism of Y \ Y1 to X \ X1. In
particular, if h is a homeomorphism, then so is H.
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Proof: By Theorem 3.8 (a), (Y, Y1) and (X,X1) are Cantor set exten-
sion pairs. The existence of H then follows from Theorem 3.7. 
Remark: This is a classical theorem of Knaster and Reichbach, ex-
tended by Gutek, see [17] and [14].
Now we apply these results.
Lemma 3.10. Let (X i, X) be a point extension pair, (Y,X) an ex-
tension pair and π : (Y,X) → (X i, X) a surjective map of pairs rel
X.
(a) The map π : Y → X i is open.
(b) Assume that H : (Y,X)→ (Y,X) and H i : (X i, X)→ (X i, X)
are homeomorphisms with π mapping H to H i, i.e. π ◦ H =
H i ◦ π. If H i is chain transitive, then H is chain transitive.
Proof: (a) If U ⊂ X is open and x ∈ π(U) ∩ (X i \X), then π(U) is a
neighborhood of x because x is an isolated point.
If x ∈ π(U) ∩X , then there exist ǫ > 0 and δ > 0 so that V¯ dYǫ (x) ⊂
U and π−1(V¯
d
Xi
δ (x)) ⊂ V¯
dY
ǫ (x). Since π is surjective, π(V¯
dY
ǫ (x)) ⊃
V¯
d
Xi
δ (x), so π(U) is a neighborhood of x.
(b) Since π is open, Proposition 2.4 (e) implies that π is a semi-
conjugacy from CH to CH i and from CH−1 to C(H i)−1. Fix x ∈ X .
For any y ∈ Y we have x ∈ CH i(π(y)) and x ∈ C(H i)−1(π(y)) because
H i is chain transitive. Since {x} = π−1(x), it follows from the semi-
conjugacy that x ∈ CH(y) and x ∈ CH−1(y). That is, every point of
Y is chain equivalent to x, and so transitivity of CH implies that H is
chain transitive. 
Theorem 3.11. Let (X i, X) be a point extension pair, (Xc, X) a Can-
tor set extension pair and (X(K), X) a K-extension pair for spaces X
and K.
(a) If f is a chain transitive homeomorphism on X, then there ex-
ists a homeomorphism F on X i which extends f on X such
that
• F is chain transitive,
• F± is topologically transitive, and
• if x ∈ X i \X, then ωF (x) = X = αF (x).
(b) There exists Gc a topologically transitive homeomorphism on Xc
which extends 1X .
(c) There exists GK a chain transitive homeomorphism on X(K)
which extends 1X .
Proof: (a) By concatenating ǫ-chains which are ǫ-dense in X , we can
obtain an infinite sequence {xk : k ∈ Z} with d(f(xk), xk+1) −→ 0 as
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|k| −→ ∞ and so that for any N ∈ N the tails {xk : k ≥ N} and {x−k :
k ≥ N} are dense in X . Define the sequence {yk ∈ X × [0, 1] : k ∈ Z}
by
yk =
{
(xk, (2k + 1)
−1) for k ≥ 0,
(xk, (2|k|)
−1) for k < 0.
(3.10)
Let Y = X × {0} ∪ {yk : k ∈ Z}, and define F¯ (x, 0) = (f(x), 0) and
F¯ (yk) = yk+1 for k ∈ Z. It is easy to see that Y is an isolated point
extension ofX = X×{0}, F¯ is a homeomorphism on Y , and X×{0} =
ωF¯ (yk) = αF¯ (yk) for any k ∈ Z. Since the orbit O(F¯±)(y0) = {yk :
k ∈ Z} is dense, it follows that F¯± is topologically transitive. The
homeomorphism F¯ is chain transitive on Y because f is chain transitive
on X and because X = ωF¯ (yk) ⊂ CF¯ (yk) and also X = αF¯ (yk) ⊂
CF¯−1(yk).
By Lorch’s Uniqueness Theorem 3.3 there exists a homeomorphism
H : (X i, X)→ (Y,X) rel X . Let F = H−1 ◦ F¯ ◦H .
(b) We begin with G a topologically transitive homeomorphism on
a Cantor set with a Cantor set C of fixed points. By topological tran-
sitivity, C is necessarily nowhere dense. To be specific, let G be the
shift homeomorphism on the product space CZ. Let c : C → CZ be the
embedding with c(x)i = x for all i ∈ Z. Thus, c is a homeomorphism
onto the set of fixed points. Since C is nowhere dense, (CZ, C) is a
Cantor set extension pair by Theorem 3.8 (a).
For an arbitrary space X , there exists by Proposition 2.9 a con-
tinuous surjection h : C → X . We attach CZ to X using h. Let
Y = (CZ)/h. Now, (Y,X) is a Cantor set extension pair, and G factors
to define a topologically transitive homeomorphism G¯ which restricts
to the identity on X .
By Theorem 3.7 there exists a homeomorphism H : (Xc, X) →
(Y,X) rel X . Let Gc = H−1 ◦ G¯ ◦H .
(c) First we consider the case where X is the usual Cantor set C
in [0, 1] with 0, 1 ∈ C. Then the complement consists of a pairwise
disjoint, countable collection {(ai, bi) : i ∈ N} of open intervals in
(0, 1). Let ℓi = bi − ai, so ℓi > 0 for all i ∈ N, but for any ǫ > 0 there
are only finitely many with ℓi ≥ ǫ. Let
C i = C × {0} ∪
⋃
i,m∈N
{(ai, ℓi/m), (bi, ℓi/m)}. (3.11)
Since the set of endpoints is dense in C, it follows that C i is a point
extension of C = C × {0}. Now we relabel the isolated points. For
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i ∈ N, k ∈ Z, define
ui,k =
{
(ai, ℓi · (2k + 1)
−1) for k ≥ 0,
(bi, ℓi · (2|k|)
−1) for k < 0,
vi,k =
{
(bi, ℓi · (2k + 1)
−1) for k ≥ 0,
(ai, ℓi · (2|k|)
−1) for k < 0.
(3.12)
DefineG as an extension of 1C so that ui,k
G
7−→ ui,k+1 and vi,k
G
7−→ vi,k+1.
Thus, above each endpoint ai the ui,k’s runs up the (ai, ℓi/m)’s with
m even, jumps from (ai, ℓi/2) to (bi, ℓi), and then moves down the
(bi, ℓi/m)’s with m odd. The vi,k’s provide a similar path from bi to ai.
Since for any ǫ > 0 at most finitely many points move a distance more
than ǫ, it follows that G and its inverse are continuous.
It is clear that for any i the points of {(ai, ℓi/m), (bi, ℓi/m) : m ∈ N}
all lie in a single chain component. Given ǫ > 0, it is clear that we can
get from a point x ∈ C to a point y ∈ C by an ǫ-chain jumping across
the gaps of length less than ǫ which occur between x and y. For the
finite number of remaining gaps we use the isolated point orbits to get
across. Hence, G is chain transitive on C i.
For an arbitrary space X , we again use a continuous surjection h :
C → X from Proposition 2.9. Let X i be the quotient space C i/h
obtained by attaching X via h. Then, G ∪ 1X on C
i ∪ X factors
through the quotient map qh to define a homeomorphism G
i. Because
qh maps G on C
i onto Gi on X i it follows that Gi is chain transitive by
Proposition 2.4 (d). Because qh : C
i\C → X i\X is a homeomorphism,
it follows that X i is an isolated point extension of X .
Because (X(K), X) is a K-extension pair and the point extension is
essentially unique, there exists π : (X(K), X) → (X i, X), a map of
pairs rel X , such that the fiber π−1(x) is homeomorphic to K for every
x ∈ X i \ X . For each such x let GK restrict to a homeomorphism
from π−1(x) to π−1(Gi(x)). By Lemma 3.5 GK and its inverse are
continuous. By Lemma 3.10 GK is chain transitive because Gi is. 
Remark: By Proposition 2.5 (b) there is no topologically transitive
homeomorphism on a space with infinitely many isolated points. Hence,
the result in (a) above is the best we can hope for. In particular, we
see that any chain transitive homeomorphism on X can be extended
to a system in which X is an omega limit set.
Recall from Proposition 2.7 (e) that if X is connected, then 1X is
chain transitive.
Now we can prove a slight extension of Theorem 1.1.
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Corollary 3.12. For a space X let X1 be the closure of the union of
all components which meet Iso(X). If X1 is a proper, clopen, nonempty
subset of X, then X is H(X)-decomposable and so X admits no chain
transitive homeomorphism. If X1 is not a proper clopen subset of X
and the open set X \X1 is empty or zero-dimensional, then X admits
a chain transitive homeomorphism.
Proof: The sets Iso(X) and X1 are hX -invariant, so if X1 is proper,
clopen and nonempty, then X is hX -decomposable.
Assume that X1 is not a proper clopen subset of X . If Iso(X) is
finite and nonempty, then X = X1 = Iso(X) and we can define f so
that X consists of a single periodic orbit. If Iso(X) = ∅, then X1 = ∅
and X = X \X1 is zero-dimensional and perfect, and so X is a Cantor
set. Hence, X admits a topologically transitive homeomorphism.
Now assume that Iso(X) is infinite, so A = Iso(X) \ Iso(X) is
nonempty. Clearly, (Iso(X), A) is a point extension pair, and by Theo-
rem 3.11(c) there exists a chain transitive homeomorphism f1 on Iso(X)
which is the identity on A. Extend f1 to be the identity on X1\Iso(X).
Thus, f1 is the identity on every nontrivial component ofX which meets
Iso(X). It follows from Proposition 2.7 (e) that all of these are con-
tained in the chain component of f1 which contains all of Iso(X). As
this chain component is closed, it must contain all of X1. That is, f1
on X1 is chain transitive. If X = X1, then we are done.
Otherwise, the nonempty, open, zero-dimensional set X \X1 is not
closed and contains no isolated points. So X2 = X \X1 is perfect and
B = X2 ∩X1 is nonempty subset of X1 disjoint from Iso(X). We see
that (X2, B) is a Cantor set extension pair, so by Theorem 3.11(b)
there exists a topologically transitive homeomorphism f2 on X2 which
restricts to the identity on B.
The concatenation f = f1 ∪ f2 is a homeomorphism on X . Since f1
and f2 are chain transitive and X1 ∩X2 6= ∅ it follows that all of X is
contained in a single chain component, i.e. f is chain transitive. 
To extend these results we need some simple lifting facts.
Lemma 3.13. Let fi ∈ H(Xi) for i = 1, 2 and let π : X1 → X2 be a
continuous surjection mapping f1 to f2. Assume that (π×π)
−1(1X2) ⊂
Cf1. That is, each fiber of π is entirely contained in a single chain
component of f1.
(a) Both f1 and f2 are chain recurrent, i.e.
1X1 ⊂ Cf1 and 1X2 ⊂ Cf2.
(b) The space X1 is f1-decomposable iff X2 is f2-decomposable.
26 ETHAN AKIN AND JUHO RAUTIO
(c) The chain relations satisfy
Cf2 = (π × π)(Cf1) and Cf1 = (π × π)
−1(Cf2).
(d) The homeomorphism f1 is chain transitive iff f2 is chain tran-
sitive.
Proof: (a) Let Eπ = (π×π)
−1(1X2). It is a closed equivalence relation
and so contains 1X1. Hence, 1X1 ⊂ Eπ ⊂ Cf1.
Because π is surjective, 1X2 = (π × π)(1X1). Since π maps f1 to f2,
it maps Cf1 to Cf2 by Proposition 2.4(d). Hence,
1X2 = (π × π)(1X1) ⊂ (π × π)(Cf1) ⊂ Cf2.
(b) If B and its complement are proper, clopen, forward f2-invariant
subsets of X2 then because π is surjective, π
−1(B) and its complement
are proper, clopen, forward f1-invariant subsets of X1.
Now assume that A and its complement are proper, clopen, for-
ward f1-invariant subsets of X1. Since each is forward Cf1-invariant,
it follows that each is saturated by the equivalence relation Eπ ⊂ Cf1.
Hence, π(A) and π(X1 \A) are disjoint closed sets with union π(X1) =
X2. That is, they are complementary clopen sets. Furthermore, they
are forward f2-invariant.
(c) As mentioned above, (π×π)(Cf1) ⊂ Cf2. Now assume (x1, x2) 6∈
Cf1. Since X1 = |Cf1| by (a), Proposition 2.1(c) implies there is an
attractor A for f1 which contains x1 but not x2, and by Proposition
2.1(d) A is a clopen Cf1-invariant set. Hence, it is saturated by Eπ.
So π(A) is clopen and f2-invariant, and therefore also Cf2-invariant.
Now, π(x1) ∈ π(A), and x2 6∈ A = π
−1(π(A)) implies π(x2) 6∈ π(A).
It follows that (π(x1), π(x2)) 6∈ Cf2. Thus, the complement of Cf1 in
X1 × X1 maps into the complement of Cf2. Since π × π is surjective,
the equations of (c) follow.
(d) Immediate from (c) and the surjectivity of π. 
For any space X , the chain relation C1X is a closed equivalence
relation with equivalence classes the components of X . Let [X ] be
the zero-dimensional space of components, the quotient space for this
equivalence relation with quotient map πX : X → [X ], see Lemma
2.6(b) and Proposition 2.1(d). There is a natural homomorphism [·] :
H(X)→ H([X ]) with πX mapping f to [f ] for f ∈ H(X). Thus, H(X)
acts on [X ] and we let [hX ] =
⋃
{[h] : h ∈ H(X)} be the associated
relation on [X ].
Proposition 3.14.
(a) A space X is hX-decomposable iff [X ] is [hX ]-decomposable.
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(b) If f is a chain recurrent homeomorphism on a space X, then
(πX ×πX)
−1(1[X]) ⊂ Cf . In that case, the following are equiv-
alent:
(i) The map f is chain transitive.
(ii) The space X is f -indecomposable.
(iii) The map [f ] is chain transitive.
(iv) The space [X ] is [f ]-indecomposable.
Proof: (a) This is clear because any clopen set is saturated by the
equivalence relation C1X .
(b) Since the space of chain components is zero-dimensional, every
connected set of chain recurrent points is contained in a single chain
component. If f is chain recurrent, then every point is chain recurrent,
so each component is contained in a single chain component. It follows
that (πX × πX)
−1(1[X]) ⊂ Cf . Since f and [f ] are chain recurrent,
the equivalences (i) ⇔ (ii) and (iii) ⇔ (iv) follow from Proposition 2.7
(d). The implication (i) ⇒ (iii) holds because π maps f to [f ]. The
converse (iii) ⇒ (i) follows from Theorem 3.13. 
Thus, a chain transitive homeomorphism on [X ] lifts to a chain tran-
sitive homeomorphism iff it lifts to a chain recurrent homeomorphism.
Recall that a component K of X is an isolated component if it is a
clopen subset of X .
For a space X let IX denote the set of isolated components. Two
isolated components K1 and K2 are H(X)-equivalent if they are home-
omorphic or, equivalently, if there exists g ∈ H(X) such that g(K1) =
K2. Let IX be the set of H(X)-equivalence classes in IX . For i ∈ IX
let Qi be the union of the isolated components in i, and let Q be the
union of all of the isolated components, so that Q is the disjoint union
of the Qi’s. Thus, Q and each of the Qi’s are open subsets of X .
Lemma 3.15. If A is a clopen H(X)-invariant set which meets some
Qi, then it contains Qi. In particular, if all the isolated components are
homeomorphic to one another and the union of the isolated components
is dense, then X is H(X)-indecomposable.
Proof: Since A is open, it meets some isolated componentK ∈ i. Since
it is clopen, it contains K. If K1 ∈ Qi, then there exists g ∈ H(X)
such that g(K) = K1, and so H(X)-invariance implies K1 ⊂ A. Since
Qi ⊂ A and A is closed, we get Qi ⊂ A. 
We will say that X satisfies the diameter condition on isolated com-
ponents if for every ǫ > 0 there are only finitely many isolated compo-
nents with diameter greater than ǫ.
The following is the furthest we can extend Corollary 3.12.
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Theorem 3.16. For a space X, let X1 be the closure of the union
of all components which meet the closure of the union of all isolated
components. Assume that X satisfies the diameter condition on isolated
components and that the open set X \X1 is empty or zero-dimensional.
(a) Either X is H(X)-decomposable or X admits a chain transitive
homeomorphism.
(b) If X1 is a proper clopen subset of X, then X is H(X)-decom-
posable, and so X admits no chain transitive homeomorphism.
(c) If X1 is not a proper clopen subset of X and all the isolated
components are homeomorphic to one another, then X admits
a chain transitive homeomorphism.
Proof: (b) Obvious since X1 is H(X)-invariant.
In (a) and (c) the extension from the closure of the isolated com-
ponents to the rest of X proceeds just as in Corollary 3.12. So from
now on we will assume that the union Q of the isolated components is
dense.
(c) If there are only n isolated components, then their union Q is
clopen and so is all of X . By assumption they are all homeomorphic to
some common space K. We can choose a homeomorphism with fn =
1X , and so that each periodic orbit meets each component. Clearly, f
is chain transitive.
Now we may assume that IX is infinite, and let A = X \Q. Thus, A
is a nonempty, closed nowhere dense set. By Theorem 3.8 (b) (X,A) is
a K-extension pair. By Theorem 3.11 (c) X admits a chain transitive
homeomorphism rel A.
(a) We may assume that there is more than one equivalence class in
IX , for otherwise we are in case (c). If any i ∈ IX is finite, then Qi is a
clopen H(X)-invariant set, so X is H(X)-decomposable since X 6= Qi
by the assumption that IX contains more than one class.
Now assume that every equivalence class in IX is infinite. Then
the closure of each open H(X)-invariant set Qi meets A, and we let
Ai = Qi∩A. If i 6= j, then Qi∩Qj ⊂ A, and so this intersection equals
Ai ∩ Aj.
Applying the argument for (c) to Qi, there exists a homeomorphism
fi on Qi which is chain transitive and which restricts to the identity on
Ai.
Let f on X equal fi on Qi and the identity on A. Because the diame-
ter condition holds, we can apply Lemma 3.10 to see that f is a homeo-
morphism on X . Since each fi is chain transitive,
⋃
i {Qi ×Qi} ⊂ Cf .
Let x ∈ X and g ∈ H(X). Since Q =
⋃
i Qi is dense in X , there is
a sequence {xk ∈ Qik} which converges to x. Then g(xk) ∈ Qik , and so
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(x, g(x)) ∈
⋃
i Qi ×Qi. Hence, hX ⊂ Cf . In particular, 1X ⊂ hX im-
plies that f is chain recurrent. So by Proposition 2.7 (d) f is chain tran-
sitive iff X is f -indecomposable. Since hX ⊂ Cf , an f -decomposition,
which is a Cf -decomposition, is also an hX -decomposition. Hence, if
X is f -indecomposable, then it is hX-indecomposable, i.e. X is H(X)-
indecomposable. On the other hand, if X is H(X)-decomposable, then
there does not exist any chain transitive homeomorphism on X . 
As we will see below, the diameter condition on isolated components
is essential for this result.
Example 3.17. We construct X so that
• The connected components of X are all homeomorphic to [0, 1].
• The space X is H(X)-decomposable.
• There are no isolated components.
Let C be a Cantor set and S = {an : n ∈ N} a sequence of distinct
points in C with closure A in C. Define
In = {(an, t) : 0 ≤ t ≤ n
−1} ⊂ C × [0, 1] for n ∈ N,
C0 = C × {0}, C+ = C0 ∪
⋃
n
In,
C± = C+ ∪ C × [−1, 0],
A0 = A× {0}, A+ =
⋃
n
In,
A± = A+ ∪ A× [−1, 0].
(3.13)
Each I◦n = In \ C × {0} is open in C±, and so the points of each
I◦n have connected neighborhoods. Hence, A,A+ and A± are H(C±)-
invariant. Thus, if A is a proper clopen subset of C, then C± is H(C±)-
decomposable. Observe that every component is homeomorphic to the
unit interval and the first coordinate projection maps C± onto the
Cantor set C.
Also, if A is a proper clopen set, then C × [−1, 0] admits chain
transitive homeomorphisms, but the factor X = C ∪ A × [−1, 0] is
H(X)-decomposable.
A homeomorphism f on C can be extended to a homeomorphism
F+ of C+ iff A is f -invariant. In that case, we can then define F+
by using any orientation-preserving homeomorphism from Ix to If(x),
i.e. one which maps (x, 0) to (f(x), 0). Here Ix = In for x = an and
= {(x, 0)} if x 6∈ S. Continuity at points of A◦+ is clear, and if x ∈ C,
then for every ǫ there is a neighborhood U of x in C so that y ∈ U \{x}
implies that the length of the interval If(y) is less than ǫ. This implies
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continuity at (x, 0). Notice that if O(x) is infinite, then
lim
|n|→∞
|Ifn(x)| = 0, (3.14)
where |J | denotes the length of an interval J . This says that any pair
(x, t1), (x, t2) ∈ Ix is asymptotic for F+ and (F+)
−1 with
ωF+(x, t1) = ωF+(x, t2) = ωf(x)× {0} ⊂ C0,
αF+(x, t1) = αF+(x, t2) = αf(x)× {0} ⊂ C0.
(3.15)
Now assume that A is not clopen. If f is chain transitive and every
point of A has an infinite orbit, then any extension F+ to C+ is chain
transitive. Observe that F+ is chain transitive if, whenever an is a pe-
riodic point for f , we define F+ by using the unique linear, orientation-
preserving homeomorphism from Ian to If(an). On the other hand, if
f(a1) = a1 and on Ia1 we define F+ by (a1, t) 7→ (a1, t
2) then (a1, 1) is
a repelling fixed point for F+ on Ia1 and hence for F+ on C+. If F+ is
chain transitive, then we can obtain a chain transitive extension F± on
C± by using f × 1[−1,0] on C × [−1, 0]. 
Example 3.18. We construct X so that
• The connected components of X are all homeomorphic to [0, 1].
• The space of connected components, [X ], consists of a conver-
gent sequence and its limit, and the union of isolated compo-
nents in X is dense.
• It is f -decomposable for any f ∈ H(X) but not H(X)-decom-
posable.
The space X we construct is H(X)-indecomposable by the first two
properties and by Lemma 3.15.
For every n ∈ N we define In = [0, n
−1] and a continuous function
tn : In → I = [0, 1] so that, for integers i = 0, . . . , (2n)!,
tn
(
i
n(2n)!
)
=
{
0 when i is even,
1 when i is odd,
and the rest of the values are defined by linear interpolations.
Each interval In contains (2n)! intervals {I
i
n : i = 1, . . . , (2n)!} of
equal length, each of which is mapped by tn onto I. We can further
subdivide each I in into intervals {I
i,j
n : j = 1, . . . , n} of equal length so
that each is mapped to a subinterval of I of length n−1 by tn. The
corresponding restrictions of tn are denoted by t
i
n = tn|Iin and t
i,j
n =
tn|Ii,jn .
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Regarding the functions tn, t
i
n and t
i,j
n as closed subsets of In× I, we
define
Xn = {n
−1} × tn, n ∈ N,
X∞ = {(0, 0)} × [0, 1],
X =
⋃
n
Xn ∪X∞.
(3.16)
The space X is clearly a closed, bounded subset of R3, and the space
[X ] can be identified with π(X), where π : X → {n−1 : n ∈ N} ∪ {0}
is the projection to the first coordinate. The union of the isolated
components is clearly dense in X . In addition, for all appropriate n, i
and j, we define
X in = {n
−1} × tin and X
i,j
n = {n
−1} × ti,jn . (3.17)
Note that each Xn is a union of the line segments X
i
n. Similarly, each
X in is a union of the line segments X
i,j
n . The diameter of each X
i
n is
greater than 1, and the diameter of each X i,jn is less than 2n
−1. The
arc length of Xn is greater than (2n)!.
Suppose that h : Xn → Xm is a homeomorphism for some n < m <
∞. Then for some i = 1, . . . , (2n)!, j = 1, . . . , n and k = 1, . . . , (2m)!,
it must happen that h(X i,jn ) ⊃ X
k
m. If not, then each h(X
i,j
n ) meets at
most two of the segmentsX im, so the arc length of each mapped segment
h(X i,jn ) is less than 4. The arc length of h(Xn), which is the sum of
the arc lengths of the (2n)!n mapped segments h(X i,jn ), is less than
4(2n)!n. Since 4(2n)!n < (2m)!, the map h could not be surjective. It
follows that there exists a pair of points u, v ∈ Xn with d(u, v) ≤ 2n
−1
but with d(h(u), h(v)) ≥ 1.
Now if f ∈ H(X), then it follows that the induced homeomorphism
[f ] on the space [X ] is the identity on all but finitely many points. For
if not, then by replacing f by f−1 if necessary, we can assume that
there are sequence (mi) and (ni) in N tending to infinity such that
f(Xni) = Xmi and mi > ni for all i. Hence, there exist ui, vi ∈ Xni
with d(ui, vi) ≤ 2n
−1
i but with d(f(ui), f(vi)) ≥ 1. Thus, there are
convergent subsequences of {ui} and {vi} with a common limit in X∞.
Hence, f could not extend to a continuous function on all of X .
Thus, there exists N ∈ N such that f(Xn) = Xn for all N ≤ n ≤ ∞.
Since the isolated components Xn are invariant for n large enough, X
is f -decomposable. 
Example 3.19. We construct spaces X and X+ so that
• The isolated components of X and X+ are all homeomorphic
to one another and their union is dense.
32 ETHAN AKIN AND JUHO RAUTIO
• X+ is H(X+)-indecomposable but it is f -decomposable for all
f ∈ H(X+).
• There exists f ∈ H(X) such that X is f -indecomposable, but
no f ∈ H(X) is chain transitive.
Let Z = {xn : n ∈ Z} ⊂ I = [0, 1] with
xn =
{
1− (n + 2)−1 for n = 0, 1, . . . ,
(|n|+ 2)−1 for n = −1,−2, . . . .
Define for n ∈ Z
an = (xn, 0), bn = (xn, (|n|+ 1)
−1),
In = {(xn, t) : 0 ≤ t ≤ (|n|+ 1)
−1}.
(3.18)
Define
J = I × {0}, H = [−1, 0]× {0}
C = H ∪ J ∪
⋃
{In : n ∈ Z},
Z0 = {an : n ∈ Z}, Z1 = {bn : n ∈ Z},
e0 = (0, 0), e1 = (1, 0), e−1 = (−1, 0).
(3.19)
We will call C a comb with handle H .
The group H(C) fixes e−1, e0 and e1. Each of the sets Z0 and Z1 is
a single H(C)-orbit. The closed sets J and H are H(X)-invariant.
If h ∈ H(C), then
h(bn) = bn+k ⇔ h(an) = an+k ⇔ h(In) = In+k.
In that case h(an±1) = an±1+k, and so h induces a translation by k
on the sequences Z0 and Z1. If k > 0, then e1 is an attractor with
complementary repellor H , and the reverse is true if k < 0. If k = 0,
then h fixes each point of Z0 and of Z1.
On C define T by
T (e0) = e0, T (e±1) = e±1,
T (an) = an+1, T (bn) = bn+1,
(3.20)
and with T : [an−1, an] → [an, an+1], T : In → In+1 and T : H → H
linear for all n ∈ Z. Thus, T ∈ H(C) induces a translation by 1 on Z0
and Z1.
For n ∈ Z let
I∗n = In ∪
{
(x, (|n|+ 1)−1) :
xn−1 + xn
2
≤ x ≤
xn+1 + xn
2
}
,
Cn = C ∪ I
∗
n,
(3.21)
a comb with a queer tooth I∗n at n replacing In.
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Observe that C and each Cn are connected.
If f : Cn → Cm is a homeomorphism, then f(I
∗
n) = I
∗
m. If h ∈ H(C),
then h extends to a homeomorphism from Cn to Cm iff h(In) = Im.
Thus, Cn and Cm are homeomorphic for all n,m ∈ Z.
In R2 × I we define
X = C × {0, 1} ∪
⋃
{Cn × {xn} : n ∈ Z},
X+ = C × {1} ∪
⋃
{Cn × {xn} : n ∈ N},
(3.22)
Thus, X and X+ both have a dense union of isolated components,
and each isolated component is homeomorphic to C0. It follows from
Lemma 3.15 that X is H(X)-indecomposable and X+ is H(X+)-inde-
composable.
Any homeomorphism in H(X+) restricts to a homeomorphism of
C×{1} and so restricts to translation by k on Z0×{1}. This means that
h must map Cn×{xn} to Cn+k×{xn+k} when n ≥ N for N sufficiently
large, and we may suppose N + k > 0. This implies that h maps the
set of N complementary components {Cn × {xn} : 0 ≤ n < N} to the
set of N + k components {Cn × {xn} : 0 ≤ n < N + k}. This requires
that k = 0. Hence, each isolated component Cn × {xn} with n ≥ N is
invariant, and so X+ is h-decomposable.
Thus, X+ is an example of a space which is H(X+)-indecomposable
but such that X+ is h-decomposable for every h ∈ H(X+).
In the case of X , we start by assuming that h fixes each of the two
non-isolated components, i.e. h maps C × {ǫ} to itself for ǫ = 0, 1. As
before, since h translates Z0 × {ǫ} by some kǫ for ǫ = 0, 1, there exists
N ∈ N large enough that h maps Cn × {xn} to Cn+k1 × {xn+k1} for
n ≥ N and Cn × {xn} to Cn+k0 × {xn+k0} for −n ≥ N . Again we can
choose N large enough that N+kǫ > 0 for ǫ = 0, 1. This implies that h
maps the set of complementary components Cn×{xn} for−N < n < N
to the set of components Cn × {xn} for −N + k0 < n < N + k1. This
requires that k0 = k1, and we let k = k0 = k1.
If k > 0, then C ×{1} is an attractor and C ×{0} is a repellor with
the reverse if k < 0. Hence, h is not chain transitive. If k = 0, then
each isolated component Cn × {xn} is invariant for |n| ≥ N , and so X
is h-decomposable.
The remaining possibility is that h interchanges the two limit com-
ponents C×{ǫ} for ǫ = 0, 1 and then each is invariant for h2. Applying
the previous argument to h2, we see that for a large N the components
are translated by h2 with a common k. If k > 0, then C × {1} is an
attractor for h2 while C × {0} is a repellor. But since h commutes
with h2 this would imply that C × {0} = h(C × {1}) would be an
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attractor for h2 as well, which it is not. Similarly, k < 0 leads to a
contradiction. It follows that in this interchange case k = 0, and so
Cn×{xn} is h
2-invariant for |n| sufficiently large. Hence, for each such
n the set Cn × {xn} ∪ h(Cn × {xn}) is clopen and h-invariant, so X is
h-decomposable when h interchanges the ends.
Finally, extend T : C → C by Tn : Cn × {xn} → Cn+1 × {xn+1} for
all n ∈ Z and by T × 1{0,1} on C × {0, 1} to obtain a homeomorphism
(with k = 1) with respect to which X is not decomposable.
Thus, X is an example of a space with an element h ∈ H(X) so that
X is not h-decomposable, but nonetheless there is no chain transitive
homeomorphism in H(X). 
4. Spaces with All Homeomorphisms Chain Transitive
Having considered spaces which admit no chain transitive homeo-
morphisms, we turn to the opposite extreme to consider spaces such
that every homeomorphism is chain transitive. By Proposition 2.7 (e)
the identity 1X is chain transitive iff X is connected, and if f ∈ H(X)
with X connected, then f is chain transitive iff it is chain recurrent.
A space X is called rigid if 1X is the only homeomorphism on X ,
i.e. the group H(X) is trivial. Such spaces were introduced and con-
structed by de Groot and Willie [11]. For a connected rigid space the
only element of H(X) is chain transitive. We construct some more
interesting examples by using rigid spaces as tools. We need a pairwise
disjoint sequence {Zn} of connected, locally connected spaces such that
(∗) For any nonempty open subset U of Zn and any disk I
k, there
does not exists a homeomorphism of U × Ik onto any subset of
(Zn \ U)× I
k or onto any subset of Zm × I
k with m 6= n.
Furthermore, for every n ∈ N and for any finite F ⊂ Zn, the set Zn \F
has only finitely many components and for any positive integer N there
is a subset F ⊂ Zn of cardinality N such that Zn \ F is connected.
Condition (∗) is a slight strengthening of the condition on a space
called strongly chaotic in [8]. We construct such a sequence in the
Appendix, Section 5. For each Zn we choose a pair of distinct points
e−n , e
+
n ∈ Zn. Our examples are obtained by using such rigid spaces
instead of the unit interval in some common constructions.
Example 4.1. We can think of the real line as a graph with Z as the
set of vertices and intervals [n, n + 1] as edges. Now let Z be one of
the chaotic spaces described above with points e−, e+ ∈ Z. Let X0 be
the quotient space of Z× Z with (n, e+) identified with (n+ 1, e−). If
t is the translation homeomorphism on Z with t(n) = n+1, then t has
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a unique extension t to X0 which is the quotient of t × 1Z . The only
homeomorphisms on X0 are the iterates t
n. Let X be the one-point
compactification of X0 with the additional point ∞. Let t ∈ H(X)
be the unique homeomorphism extension of t on X0 and so of t on
Z. Since X is connected, 1X is chain transitive. For any n 6= 0, we
have {∞} = ω(tn)(x) = α(tn)(x) for all x ∈ X , and so tn is chain
transitive. In this case, H(X) is isomorphic to Z.
In general, suppose that G is a finitely generated (and hence count-
able) group. Following de Groot [10] we let X0 be the Cayley graph
with rigid spaces as linking edges. That is, let {g1, .., gn} be a list
of generators for G, and let {Z1, . . . , Zn} be distinct strongly chaotic
spaces as above, with chosen pairs of points. Let X0 be the quotient
space of G ∪ [G × (
⋃n
i=1 Zi)] with (g, e
+
i ) identified with (gig, e
−
i ) for
g ∈ G, i = 1, . . . , n and (g, e−i ) identified with g ∈ G for i = 1, . . . , n.
Because there are only finitely many generators, the space X0 is locally
compact and the set of vertices {g ∈ G} is invariant with respect to
any homeomorphism h. Furthermore, if g ∈ G, then h(gig) = gih(g),
and so h commutes with all left translations. It follows that, on G,
the mapping h is the right translation rv, where v = h(u) and u is the
identity element of G. Thus, on X0, the mapping h is the quotient of
the map rv ∪ [rv × 1∪i Zi]. Let X be the one-point compactification of
X0, and let rv denote the extension of h to X . If v is of finite order k,
then (rv)
k = 1X and so rv is chain transitive on X . If v is of infinite
order, then {∞} = ω(rv)(x) = α(rv)(x), and so rv is chain transitive
onX in this case as well. The group H(X) is isomorphic to the discrete
group G by v 7→ r−1v . 
In these cases, the homeomorphism group is discrete. It is possible to
obtain rather large non-discrete groups. We first review some standard
topology constructions.
A pointed space is a pair (X, x) consisting of a space with a chosen
base point x ∈ X . We let H(X, x) denote the closed subgroup of H(X)
consisting of those homeomorphisms which fix x. A space Y can be
regarded as a pointed space with base point an isolated point not in
Y . If (X1, x1) and (X2, x2) are pointed spaces and f : X1 → X2 is
a function, we use the notation f : (X1, x1) → (X2, x2) to mean that
f(x1) = x2.
If A is a nonempty closed subset of a space X , then the space X/A
with A smashed to a point is the quotient space of X with respect to
the closed equivalence relation 1X ∪ A× A. Thus, the quotient map
q : X → X/A is a homeomorphism between the open sets X \ A and
X/A \ {xA} with xA the point which is the image of A.
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Given two pointed spaces (X1, x1), (X2, x2), their smash product is
(X1, x1)#(X2, x2) = (X12, x12),
a pointed space consisting of the product X1 × X2 with the wedge
X1 × {x2} ∪ {x1} ×X2 smashed to the point x12. We can also define
the smash product of a pointed space (X1, x1) and any space X2 as
(X1, x1)#X2 = (X12, x12), where X12 is the product X1 × X2 with
{x1} × X2 smashed to the point x12. Notice that in this case we can
regard the space X12 as the one-point compactification of (X1\x1)×X2.
The projections π1 : (X1, x1)#X2 → (X1, x1) and π2 : X1\{x1}×X2 →
X2 are open and surjective.
We can define the smash product of two continuous functions once
we fix base points from the domains. For i = 1, 2, let Xi and Yi be
spaces, fi : Xi → Yi a continuous function and xi ∈ Xi a base point.
We set yi = fi(xi) to obtain a pointed space (Yi, yi) for i = 1, 2. Let
(X12, x12) = (X1, x1)#(X2, x2) and (Y12, y12) = (Y1, y1)#(Y2, y2), and
let q : X1 × X2 → X12 and r : Y1 × Y2 → Y12 be the quotient maps.
We define a continuous function f = (f1, x1)#(f2, x2) from (X12, x12)
to (Y12, y12) by the formula f ◦ q = r ◦ (f1 × f2). We can also define
the smash product of two functions when only one of the domains has
a base point. If (V, v) = (X1, x1)#X2 and (W,w) = (Y1, y1)#Y2 and if
s : X1 ×X2 → V and t : Y1 × Y2 →W are the quotient maps, then we
define the continuous function g = (f1, x1)#f2 from (V, v) to (W,w)
by g ◦ s = t ◦ (f1 × f2).
Example 4.2. We construct a space such that every homeomorphism
is chain transitive and the homeomorphism group contains a nontrivial
path-connected subgroup.
Let (Z, e) be a chaotic space Z, as above, with base point e ∈ Z
such that Z \ {e} is connected. Let W be a connected, compact man-
ifold (perhaps with boundary) of positive dimension. Let (X, eX) =
(Z, e)#W . If (z, w) ∈ Z × W and h is a homeomorphism from an
open set containing (z, w) into Z × W , then h(z, w) = (z1, w1) with
z, z1 ∈ Z \ {e} implies z = z1. If not, then we can choose disk neigh-
borhoods of w and w1 each homeomorphic to I
k with k the dimension
of W , and we can choose disjoint open neighborhoods U of z and U1
of z1 so that h induces a homeomorphism from U × I
k onto a subset
of U1 × I
k, and this contradicts Condition (∗). If h(z, w) = eX with
z ∈ Z \ {e}, then h would map points (z2, w2) close to (z, w) to points
(z1, w1) with z1 close to e. This does not happen by the previous ar-
gument. Thus, it follows that π1 ◦ h = π1, where π1 is the projection
to (Z, e). This implies that H(X) = H(X, eX), and π1 maps every
h ∈ H(X) to 1Z .
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Since the homeomorphisms of X leave the preimages of π1 invariant,
it follows that every h ∈ H(X) is of the form h(z, w) = (z, q(z)(w))
with q : Z \ {e} → H(W ) a continuous map. Thus, the space of
continuous maps C(Z \{e}, H(W )) with the obvious group structure is
isomorphic as a group withH(X). Notice that we need not worry about
behavior as z approaches e in Z since all of {e} ×W is smashed to a
point. Thus, the isomorphism is topological if we choose an increasing
sequence {Kn} of compacta in Z with union Z \ {e} and define the
metric d(q1, q2) = supn 2
−ndH(q1|Kn, q2|Kn) with dH the uniform metric
on H(W ).
In particular, the constant maps q yield H(W ) as a subgroup of
H(X). Since W is a manifold of positive dimension, it follows that
the path component of the identity in H(W ) and hence in H(X) are
nontrivial subgroups. The remaining path components are cosets and
so are nontrivial as well.
Let h ∈ H(X). Given ǫ > 0 and (z, w) ∈ X \ {eX}, there is an
ǫ-chain z0, . . . , zN for 1Z with z0 = z and zN = e and zi 6= e for
i < N . That is, d(zn+1, zn) ≤ ǫ. Define {w0, . . . , wN} by w0 = w and
h(zi, wi) = (zi, wi+1) for i < N . Clearly, (z0, w0), . . . , (zN−1, wN−1), eX
is an ǫ-chain for h from (z, w) to eX . Similarly, there is an ǫ-chain for
h−1 from (z, w) to eX . It follows that h is chain recurrent. Since X is
connected, h is chain transitive. 
Now let (Y, e) be a pointed space such that Y and Y \ {e} are con-
nected and, for every y ∈ Y , the open set Y \{y} has only finitely many
components. Let C be a zero-dimensional space, and let (X, eX) =
(Y, e)#C. By assumption on Y , the set X \ {(y, c)} has only finitely
many components for y ∈ Y \ {e}, c ∈ C. Since C is zero-dimensional,
the components of X \ {eX} are the sets {(Y \ {e}) × {c} : c ∈ C}.
Thus, if C is infinite, X \ {eX} has infinitely many components, while
X \ {(y, c)} has only finitely many components for y ∈ Y \ {e}, c ∈ C.
Hence, if C is infinite, then any homeomorphism of X fixes eX . We
will assume that, even with C finite, the space Y is such that the
point eX is fixed by every homeomorphism of X . It follows that for
any homeomorphism on h on X , the projection π2 : X \ {eX} → C
maps the restriction of h on X \ {eX} to a homeomorphism on C.
Thus, we obtain (π2)∗ : H(X) → H(C) a continuous, surjective ho-
momorphism of topological groups. This splits via the continuous
injection j : H(C) → H(X) given by j(k) = (1Y , e)#k. Now sup-
pose that h ∈ H(X) is in the kernel of (π2)∗, that is, it projects to
1C . This means that every (Y \ {e}) × {c} is h-invariant. It follows
that h(y, c) = (q(c)(y), c), where q : C → H(Y, e) is a continuous
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map. That is, the kernel is C(C,H(Y, e)) with the obvious topologi-
cal group structure. Thus, H(X) is the semi-direct product of H(C)
with C(C,H(Y, e)). The adjoint action of j(H(C)) is just the action
H(C)× C(C,H(Y, e))→ C(C,H(Y, e)) given by (k, q) 7→ q ◦ (k−1).
Example 4.3. We construct a space such that every homeomorphism
is chain transitive and the homeomorphism group is isomorphic to the
homeomorphism group of the Cantor set.
Let (Z, e) be a pointed chaotic space as before, and let (X, eX) =
(Z, e)#C with C a zero-dimensional space. We first check that even
if C is finite, any homeomorphism h on X fixes eX . If not, then there
exist points x1, x2 ∈ Z, distinct from each other and distinct from
e, and points a1, a2 ∈ C such that h(x1, a1) = (x2, a2). This implies
h induces a homeomorphism between sufficiently small neighborhoods
U1 of x1 and U2 of x2. Choosing these as disjoint neighborhoods, we
obtain a contradiction of Condition (∗).
In this case H(Z, e) = H(Z) = {1Z}. That is, the group H(Z, e)
is trivial, and so the group C(C,H(Z, e)) is trivial. This means that
(p2)∗ : H(X) → H(C) and j : H(C) → H(X) are inverse isomor-
phisms, so every homeomorphism on X is mapped by π1 to 1Z . Just
as in Example 4.2, it follows that every homeomorphism is chain tran-
sitive.
When C is a Cantor set, we obtain an example with homeomorphism
group isomorphic to the homeomorphism group of the Cantor set. 
Because of the rigidity of the connecting links, it is not true in these
examples that H(X) acts transitively on X . We can obtain examples
which satisfy this additional condition by using the beautiful construc-
tion of Slovak spaces due to Downarowicz, Snoha, and Tywoniuk in
[13].
Let g be a totally transitive homeomorphism on a Cantor set W .
That is, gn is topologically transitive for all n ∈ Z\{0}. The construc-
tion begins with the suspension of g. That is, let Y = W × [0, 1] with
(x, 1) identified with (g(x), 0) for all x ∈ W . On Y we define the real
flow φ : R × Y → Y , the associated time t map φt : Y → Y , and the
path map φx : R→ Y for t ∈ R, x ∈ W by
φ(t, (x, s)) = φt(x, s) = (g[t+s](x), {t+ s}),
φx(t) = φ
t(x, 0),
(4.1)
where [a] and {a} are the integer part and fractional part, respectively,
of the real number a. Identifying W with W × {0} ⊂ Y , we see that g
on W is identified with the time-one map φ1 restricted to W .
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Observe that the flow φ restricts to a homeomorphism from [−1
3
, 1
3
]×
W onto a neighborhood of W × {s} in Y for s ∈ [0, 1]. It follows that
the path components of Y are exactly the R-orbits of the flow. For
x ∈ W we let Rx = φx(R) denote the R-orbit through (x, 0).
In Y there are three types of path components:
Type 1 If x is a periodic point for g, then Rx is an circle embedded in
Y0. This is a circle type path component.
Type 2 If x is neither recurrent for g nor for g−1, i.e. x 6∈ ωg(x)∪αg(x),
then Rx is an embedded copy of R. That is, φx is a homeomor-
phism from R onto its image in Y . This is an embedded R type
path component.
Type 3 If x is not periodic but x ∈ ωg(x) ∪ αg(x), then φx is a contin-
uous injection which is not a homeomorphism onto its image.
In fact, Rx ⊂ Y0 is not locally connected. This is an injected R
type path component.
The Slovak space construction is based on the following result:
Theorem 4.4 ([13, Lemma 4.3]). Let f be a homeomorphism on a
space Y with y0 a point of Y which is not a periodic point for f . Let
{an : n ∈ Z} be a sequence of positive reals such that Σn an = 1 and the
set {| ln(an)−ln(an−1)| : n ∈ Z} is bounded, and let u : Y \{y0} → [0, 1]
be a continuous function. Let Y ′ = Y \ Of±(y0), and on Y
′ define the
continuous function u′ = Σn anu◦f
n so that u′ is a closed subset of Y ′×
[0, 1] with the first coordinate projection π : u′ → Y ′ a homeomorphism.
Define on the set u′ the homeomorphism f ′ = (π)−1 ◦ f ◦ (π). Let X be
the closure of u′ in Y × [0, 1].
The homeomorphism f ′ and its inverse are uniformly continuous on
u′, and so f ′ extends to a homeomorphism h on X. The first coordinate
projection π : X → Y maps h on X to f on Y . If y ∈ Y ′, then (y, u′(y))
is the unique point of X which is mapped by π to y. Hence, h is an
almost one-to-one extension of f .
Now, following [13], we apply this construction to the situation
above.
Let x0 be an element of the dense Gδ set
⋂
{Trans(gn) : n ∈ Z\{0}}.
By [4] Proposition 6.3 (a) the set of τ ∈ (0,∞) such that ωφnτ(x0) =
Y = αφnτ(x0) is residual in (0,∞). Fix such a τ ∈ (0, 1), and let
f = φτ . Thus, x0 is a transitive point for f
n on Y for all n ∈ Z \ {0}.
We first define u on a piece of the orbit of the point y0 = (x0, 0):
u(φx0(t)) =
{
0 for − 1
2
≤ t < 0,
1
2
(1− cos(π
t
)) for 0 < t ≤ 1
2
.
(4.2)
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Apply the Tietze Extension Theorem to obtain the continuous function
u : Y \ {y0} → [0, 1].
Apply Theorem 4.4 to Y with the homeomorphism f . We obtain
an almost one-to-one lift h on X = u′ ⊂ Y × [0, 1]. All of the path
components of X are mapped by π homeomorphically onto the path
components of Y , except that the Type 3 path component Rx0 is cut
into a sequence of path components of a new type.
Type 4 The path component Compn of h
n(y0) is mapped by π onto the
set φx0(((n−1)τ, nτ ]). As tց (n−1)τ , above the open interval
end, there is a topologist’s sine which projects homeomorphi-
cally. Above the nτ endpoint there is a vertical segment Jn =
{hn(y0)}× [0, a−n] to which the oscillating end of the path com-
ponent Compn+1 converges. That is, Jn = Compn ∩ Compn+1.
Thus, each path component Compn is a homeomorphic image
of R+ = [0,∞). Each is an embedded R+ path component.
Theorem 4.5. The homeomorphism group of X is H(X) = {hn : n ∈
Z}. For all n 6= 0 the homeomorphism hn is topologically transitive.
Proof: If n 6= 0, then by choice of τ , the homeomorphism fn = φnτ is
topologically transitive on Y . Because π mapping h to f is an almost
one-to-one lift, it follows that hn is topologically transitive on X .
If h1 is any homeomorphism on X , then the Type 4 component
Compn is mapped to some Type 4 component Compn+k. Furthermore,
Jn = Compn ∩Compn+1 is mapped to Jn+k. It follows that π projects
h1 to a continuous map on Y which agrees with f
k on the dense set
O(f±)(y0). It follows that it projects to f
k. Since π is almost one-to-
one, it follows that h1 = h
k. 
Downarowicz, Snoha, and Tywoniuk begin with g onW minimal and
observe that, for a residual set of positive reals τ , the homeomorphism
φτ is minimal on Y . Choosing one such τ , they have f minimal on Y .
All of the components of Y are then of Type 3. Then hn is minimal on
X for all n 6= 0.
We recall and extend their definition of a Slovak space.
Definition 4.6. (a) A space X is a Slovak space if X contains at least
three points, H(X) is isomorphic to Z and every h ∈ H(X) \ {1X} is
minimal.
(b) A space X is Slovakian if X contains at least three points, H(X)
is nontrivial and every h ∈ H(X) \ {1X} is topologically transitive.
We extend Theorem 4 of [13] with essentially the same proof.
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Theorem 4.7. A Slovakian space is connected, and its homeomor-
phism group has no elements of finite order other than the identity.
Proof: Let h be a topologically transitive homeomorphism on a space
X . Suppose that X contains a proper, clopen, nonempty subset A.
If h−1(A) ⊂ A, then for any x ∈ Trans(h), we have hn(x) ∈ A for
some n ∈ N, and so x ∈ A. Thus, the dense set Trans(h) is contained
in A, contradicting the assumption that A is a proper clopen set. It
follows that B = h−1(A) \ A is a proper, clopen, nonempty set, and
B ∩ h(B) = ∅. Define
g(x) =

h(x) for x ∈ B,
h−1(x) for x ∈ h(B),
x for x ∈ X \ (B ∪ h(B)).
(4.3)
The points of the nonempty set B ∪ h(B) are periodic with period 2,
and so g 6= 1X . Since g
2 = 1X , it is clear that g is not topologically
transitive.
Since X is nontrivial and connected, it is perfect and therefore un-
countable. On such a space, no topologically transitive homeomor-
phism has finite order. 
Questions: Does there exists a Slovakian space X for which H(X) is
not discrete? More generally, does there exist a nontrivial space X such
that the topologically transitive homeomorphisms are dense in H(X)?
If X is such a space, then every h ∈ H(X) is chain transitive. In
particular, since 1X is chain transitive, X is connected. On the other
hand, 1X is not topologically transitive, but it is a limit of topologically
transitive homeomorphisms, and so H(X) is not discrete.
The only Slovakian spaces we know of are variations on the original
construction of [13]. All of these have homeomorphism group isomor-
phic to Z.
Now we extend the above construction which was built on a totally
transitive homeomorphism g on a Cantor space W . Suppose that B
is a proper, closed, g-invariant subset of W and that r : B → A is a
continuous surjection which maps g on B to 1A, the identity on the
space A. That is, r−1(a) is a closed, invariant set in B for every a ∈ A.
Since B is proper, closed and invariant, it is disjoint from Trans(g). In
particular, x0 6∈ B.
Let B̂ be the quotient of B × [0, 1] in Y . Since r ◦ g = r on B,
it follows that r ◦ π1 : B × [0, 1] → A factors to define the surjection
r̂ : B̂ → A, and each r̂−1(a) is a φ-invariant closed subset of Y . The
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preimage of B̂ via the homeomorphism π : u′ → Y ′ is a compact f ′-
invariant subset of Y . Thus, π−1(B̂) is a closed h-invariant subset of
X . Define
Er,Y = 1Y ∪ [(r̂)
−1 ◦ r̂],
Er,X = 1X ∪ [(r̂ ◦ π)
−1 ◦ (r̂ ◦ π)],
(4.4)
closed equivalence relations on Y and X , respectively. Let qYr : Y → Yr
and qXr : X → Xr be the projections to the quotient spaces. The
homeomorphisms f and h induce homeomorphisms fr and hr on the
quotient spaces. The projection π : X → Y induces πr : Xr → Yr,
a continuous, almost one-to-one surjection which maps hr to fr. We
will regard the homeomorphisms induced by r̂ : B̂ → A and r̂ ◦ π :
π−1(B̂)→ A as identifications, so A is thought of as a subset of Yr and
also as a subset of Xr. These are the sets of fixed points for fr and hr,
respectively.
For a ∈ A and x ∈ W , we say that qYr (Rx) is an a-orbit if ωg(x) ⊂
r−1(a) or αg(x) ⊂ r−1(a). If ωg(x) ⊂ r−1(a), then the map qYr ◦ φx :
R → Yr extends continuously to R ∪ {+∞} by mapping +∞ to a. If
x ∈ B, then x is an a-orbit iff r(x) = a, in which case qYr (Rx) = {a}.
If K1 and K2 are path components of A, they are linked if there exists
an x ∈ W which is both an a1-orbit and an a2-orbit for some a1 ∈
K1, a2 ∈ K2, i.e. if αg(x) ⊂ r
−1(a1) and ωg(x) ⊂ r
−1(a2) or vice-versa.
Two path components are linkage equivalent if there is a finite sequence
K1, . . . , KN joining them with each Ki linked to its successor.
In Yr we have a new path component type:
Type 5 Let [K] be a linkage equivalence class of path components of A.
The [K]-component in Y is the union of all of the a-orbits for
a ∈ K1 ∈ [K] and of the path components K1 ∈ [K].
It is possible for a [K]-component to be of embedded R+ type. The
only way this can happen is if the embedding of [0,∞) onto the [K]-
component maps 0 to a point of A. The endpoint of this R+ type
component lies in A.
Theorem 4.8. The homeomorphism group of Xr is H(Xr) = {h
n
r : n ∈
Z}. The homeomorphism hnr is topologically transitive for all n 6= 0.
Proof: The surjection qXr maps the totally transitive homeomorphism
h onto the totally transitive homeomorphism hr.
If h1 is any homeomorphism on Xr, we proceed just as in the proof
of Theorem 4.5. There is, however, one tricky bit. It is possible that
a Type 5 path component is of embedded R+ type. If Compn maps to
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Compn+k, then just as before, Jn = Compn ∩ Compn+1 is mapped to
Jn+k, and h1 = h
k as before.
Suppose instead that Compn is mapped to some Type 5 path com-
ponent, which we call Qn. Then Compn+1 will have to be mapped to a
Type 5 path component Qn+1 with Jn mapping to Qn∩Qn+1, and this
set contains the endpoint of Qn which is in A. Thus, there is a sequence
{xn ∈ Jn : n ∈ Z} with h1(xn) ∈ A. But the sequence {xn} projects
to the fr-orbit of y0, and this is dense in Yr. Since πr : Xr → Yr is
an almost one-to-one map, the sequence {xn} is dense in Xr. Since
the proper closed subset A contains the sequence {h1(xn)} and h1 is a
homeomorphism, we obtain a contradiction. 
If X is one of the examples of Slovakian spaces as constructed above,
then X \ D is connected for any countable subset D of X . This is
because we can choose a countable invariant subset D0 ⊂W with x0 ∈
D0 such that D ⊂ D0 × [0, 1]. Since Trans(g) ∩ Trans(g
−1) is residual
and thus uncountable, we can choose x ∈ (Trans(g)∩Trans(g−1))\D0.
Then the orbit Rx is connected, dense in X , and contained in X \D.
We don’t know whether this property holds for all Slovakian spaces.
Now for our final construction.
Example 4.9. Let C be a space which is countable or the Cantor set.
There exists a space K such that H(K) is isomorphic as a topological
group to the semi-direct product of H(C) with C(C,Z). The action
of H(K) on K is topologically transitive, and every element of H(K)
is chain transitive. If C is either finite or the Cantor set, then there
exists a topologically transitive homeomorphism in H(K).
We begin with g a totally transitive homeomorphism on a Cantor set
W with a fixed point e ∈ W . Let r : {e} → {e} be the identity. The
space Yr is the suspension of g with {e} × [0, 1] smashed to the point
e, and φr is the associated real flow on Yr. Then Xr is the Slovakian
space over Yr with p : Xr → Yr the almost one-to-one projection. The
group H(Xr) is cyclic with generator hr mapped by p to φ
τ
r .
Let (K, eK) be the smash product (Xr, e)#C, and let (L, eL) =
(Yr, e)#C. We have the projections
πL : L \ {eL} = (Yr \ {e})× C → C,
π = πL ◦ (p× 1C) : K \ {eK} = (Xr \ {e})× C → C,
(4.5)
and P : (K, eK)→ (L, eL) is the smash product (p, e)#1C .
If C is a singleton, then (K, eK) is just (Xr, e), H(C) is trivial,
and C(C,Z) is isomorphic to Z and to H(K). The identity is chain
transitive, and all other elements of H(K) are topologically transitive.
So the result is clear in this case. Now assume that C has at least two
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points. This implies that eK disconnects K, while no other point does
since no point of Xr disconnects Xr. Hence, every homeomorphism of
K preserves eK .
From the discussion preceding Example 4.3 it follows that H(K) is
the semi-direct product of H(C) and C(C,H(Xr)), which is essentially
C(C,Z) since H(Xr) is Slovakian. The projection π : K \ {eK} → C
induces the group surjection π∗ : H(K)→ H(C), which is split by the
injection j : H(C) → H(K). If k ∈ H(C), then j(k) is (1Xr , e)#k.
In this case, the subgroup C(C,Z) is commutative. If q ∈ C(C,Z),
then the associated element of H(K) is the projection of (x, c) 7→
(h
q(c)
r (x), c). The constant elements, the homeomorphisms (hn, e)#1C ,
commute with all the elements of H(K) since they commute with the
members of the subgroup j(H(C)). For (n, k) ∈ Z×H(C) let J(n, k) =
(hn, e)#k. Thus, J : Z × H(C) → H(K) is a topological embedding
and a group homomorphism.
Notice that P maps (h
q(c)
r (x), c) to (φ
q(c)τ
r (x), c) and maps (y, k(c))
to (p(y), k(c)). It follows that every homeomorphism of K projects by
P to a homeomorphism of L.
Case 1 (C is finite): Let k be a cyclic permutation on C so that C
consists of a single periodic orbit under k. Since h is totally transitive,
the product h×k onXr×C is topologically transitive, and so it projects
to a topologically transitive element of Z×H(C) ⊂ H(K).
Let F be an arbitrary homeomorphism on K with k = π∗(F ). Since
k is a permutation of a finite set, there exists N ∈ N such that kN is
the identity. This means that FN projects to the identity on C and
so preserves each fiber Xr × {c}. So there exists nc ∈ Z such that
FN restricts to hnc on the fiber. This is chain transitive on the fiber,
topologically transitive if nc 6= 0, and so every point is chain recurrent
for F n and hence for F . Since K is connected, F is chain transitive on
K.
Case 2 (C is countably infinite): Since C is countable, the isolated
points are dense in C. If x1, x2 ∈ C are distinct isolated points, let k in-
terchange these two points and fix the remaining points of C. By Case
1, J(1, k) = (h, e)#k restricts to a topologically transitive homeomor-
phism on the closed subset (Xr, e)#{x1, x2}. This implies that H(K)
acts in a topologically transitive manner on the set (Xr \{e})× Iso(C).
This is a dense open subset of K, and so H(K) is topologically transi-
tive on K.
Case 3 (C is a Cantor set): A homeomorphism k on C is topologically
mixing if, for all nonempty open sets U1, U2 ⊂ C, there exists N ∈ N
such that Nk(U1, U2) contains every n ≥ N . The shift homeomorphism
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on {0, 1}Z is topologically mixing, and the product of a topologically
mixing and a topologically transitive homeomorphism is topologically
transitive. It follows that if k ∈ H(C) is topologically mixing, then
J(1, k) is a topologically transitive element of H(K).
It remains to show that every element of H(K) is chain transitive.
It suffices to show that, for an arbitrary F ∈ H(K) and an arbitrary
point y of K, we have eK ∈ CF (y). Applying this to F and F
−1, we
see that every point of K is chain recurrent for F .
With the homeomorphism g on W chosen as above, we do not know
whether this is always true. We prove it by imposing further restrictions
on the homeomorphism g with which we began.
Call a homeomorphism g semi-minimal if it has a fixed point e and if
for every x 6= e the orbit Og±(x) = {g
n(x) : n ∈ Z} is dense inW . Such
semi-minimal homeomorphisms exist. Topologically mixing examples
of semi-minimal homeomorphisms on the Cantor set are constructed
explicitly in [7] Theorem 4.19, and Theorem 4.16 there shows that the
semi-minimal homeomorphisms form a dense Gδ subset of the set of
those chain transitive homeomorphisms on a Cantor set which admit
a fixed point. Now assume that g is a semi-minimal homeomorphism
which is topologically mixing and so is totally transitive. This implies
that if x 6= e, then the real orbit Rx is dense in Yr.
Let F ∈ H(K) and y ∈ K. We must show that y chains to eK . Let
k = π∗(F ) be a homeomorphism on C and G = P∗(F ) a homeomor-
phism on L.
The invariant set ωF (y) contains a closed subset M so that the
restriction of F to M is minimal. Of course, M ⊂ CF (y). So it suffices
to prove that eK ∈ CF (M). This is obvious if M = {eK}. Now assume
M is not equal to {eK} and so does not contain eK since distinct
minimal sets are disjoint.
Hence, M is a compact subset of K \ {eK}. Since π maps F to
k, the subset A = π(M) of C is compact and invariant on which k
restricts to a minimal homeomorphism. Let (K̂, eK) = (Xr, e)#A and
(L̂, eK) = (Yr, e)#A, so that K̂ is a closed F -invariant subset of K and
L̂ is a closed G-invariant subset of L. The restriction of F to M ⊂ K̂
is minimal, and so if M˜ = P (M) ⊂ L̂, then G on M˜ is minimal. On
L˜ (but not on K˜) the homeomorphism (φtr, e)#1A is defined for every
t, and each such homeomorphism commutes with G. It follows that
M˜t = (φ
t
r, e)#1A(M˜) is a G-invariant subset on which G is minimal. If
a ∈ A, there exists ((x, s), a) ∈ M˜ for some x ∈ W \ {e} and s ∈ [0, 1)
because πL maps M˜ onto A. Because x 6= e, the real orbit Rx is dense
in Yr. It follows that
⋃
t M˜t is dense in every fiber π
−1
L (a). This implies
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that the union of the minimal subsets of G is dense in L̂. Above each
M˜t there is a minimal subset Mt ⊂ K̂ with P (Mt) = M˜t. Because P
is an almost one-to-one map, it follows that the union
⋃
t Mt is dense
in K̂. This implies that the recurrent points for F are dense in K̂, and
so every point of K̂ is chain recurrent. Since K̂ is connected, F on K̂
is chain transitive and, in particular, eK ∈ CF (M), as required. 
Remark: Notice that an almost one-to-one lift of a chain transitive
map need not be chain transitive. Let t be translation by 1 on Z and
t∗, t∗∗ the extensions to the one-point compactification Z∗ = Z ∪ {∞}
and the two-point compactification Z∗∗ = Z ∪ {+∞,−∞}. The map
p : Z∗∗ → Z∗ which maps both +∞ and −∞ to ∞ is an almost one-
to-one map, but while t∗ is chain transitive, t∗∗ is not. In general, if
A is a nowhere dense, closed, invariant set which contains |Cf | for a
homeomorphism f on X , then smashing A to the point e in X/A, the
induced homeomorphism fA onX/A has e as the unique minimal point,
so fA is chain transitive, the projection qA : X → X/A is almost one-to-
one since A is nowhere dense, and f is not chain recurrent since |Cf | is a
proper subset of X . For example, with X = I2 and f(x, y) = (x2, y2),
the corner points are the only chain recurrent points. Let A be the
boundary I × {0, 1} ∪ {0, 1} × I.
5. Appendix: Chaotic Spaces
The rigid and strongly chaotic spaces constructed in [11] and [8] are
dendrites or subsets of R2. It will be convenient for our purposes to
use infinite-dimensional examples.
Let M be an infinite subset of N \ {1}, and let m : N → M be
the unique order preserving bijection. For n = 0, 1, . . . , let Mn =
{m(2n(2k−1)) : k ∈ N} so that {Mn} is a partition ofM by a pairwise
disjoint sequence of infinite sets. For all i ∈ N let Si be the sphere in
R
i+1 of radius i−1 centered at (i−1, 0, . . . , 0) so that the origin 0 is a
point of Si. Let S(n, k) = Sm(2
n(2k−1)) for n = 0, 1, . . . and k ∈ N.
Let Z0 be the two-torus S1 × S1, and let A0 = {a0k : k ∈ N} be a
dense sequence of distinct points in Z0. Let Z1 be Z0 with a copy of
S(0, k) attached to Z0 with 0 ∈ S(0, k) identified with the attachment
point a0k for k ∈ N so that the attached spheres are disjoint in Z
1. Let
r1 : Z1 → Z0 be the retraction with each S(0, k) mapped to the point
ak. For each k ∈ N let r(0, k) : Z
1 → S(0, k) be the retraction mapping
Z1 \S(0, k) to the point ak. Since the diameters of the spheres tend to
zero, the space Z1 is compact and metrizable and the retractions are
continuous. The open set Z1 \ Z0 is dense in Z1.
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For n ≥ 1 assume that Zn has been defined with a retraction rn :
Zn → Zn−1 and with retractions r(n−1, k) : Zn → S(n−1, k) onto the
attached spheres and so that Zn \Zn−1 is dense in Zn. Let An = {ank :
k ∈ N} be a sequence of distinct points dense in Zn \ Zn−1. Let Zn+1
be Zn with a copy of S(n, k) attached to Zn with 0 ∈ S(n, k) identified
with the attachment point ank for k ∈ N so that the attached spheres are
disjoint in Zn+1. Let rn+1 : Zn+1 → Zn be the retraction which maps
the new spheres to their attachment points, and let r(n, k) : Zn+1 →
S(n, k) be the retraction mapping Zn+1 \S(n, k) to ank . Notice that for
each x ∈ Zn \ An the set (rn+1)−1(x) = {x}.
Let Z be the inverse limit of the system {rn : Zn → Zn−1, n ∈
N}. The inclusions in : Z
n → Zm with m > n commute with the
retractions. We obtain a limiting inclusion and so can regard {Zn} as
an increasing sequence of subsets of Z. The projection rn : Z → Z
n is
then a retraction with rn ◦ rn = rn−1. We write r(n, k) : Z → S(n, k)
for the composition of retractions r(n, k) ◦ rn+1. Notice that if we pick
z from the set Z∗ = Z \ (
⋃
n Z
n), then there is a unique sequence of
attachment points {ankn} converging to z with r
n(ankn) = a
n−1
kn−1
for all
n. Thus, Z∗, while a dense Gδ, is totally disconnected.
Observe that (rn+1)
−1(S(n, k)) and {ank}∪(rn)
−1(Zn \{ank}) are con-
nected sets with union Z and which meet only at ank . Thus, each
attachment point disconnects Z.
If F ⊂ Z is a finite set containing no attachment points, then Z \ F
is connected. For any finite F ⊂ Z, the set Z \F contains only finitely
many components. In fact, the number of components is exactly one
more than the number of attachment points in F .
Lemma 5.1. If W is a closed, connected, nontrivial subset of Z × IN
such that W \A is connected for any A ⊂W with topological dimension
at most N , then either W ⊂ Z0× IN or there exists a unique attached
sphere S(n, k) such that W ⊂ S(n, k)× IN .
Proof: Notice first that the dimension of W is at least N + 2. For
if U is a nonempty open set with U a proper subset of W , then the
topological boundary of U disconnectsW and so has dimension at least
N + 1. This implies that the dimension of W is at least N + 2.
The setW is not contained in Z∗×IN since Z∗ is totally disconnected
and the components of Z∗ × IN have dimension N . Assume W is not
a subset of Z0 × IN .
If W meets (Zn+1 \ Zn) × IN for some n = 0, 1, . . . , then X meets
(S(n, k) \ {ank}) × I
N for some k. Since ank × I
N disconnects Z × IN
and no such set disconnects W , it follows that W ⊂ r−1n (S(n, k))× I
N .
For the attachment points an+1j in S(n, k) \ {a
n
k}, the sets a
n+1
j × I
N
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also disconnect Z. We see that either W ⊂ S(n, k)× IN or else W ⊂
r−1n+1(b)× I
N , where b is one of the attachment points in S(n, k) \ {ank}.
If this process does not halt with W contained in the product of
IN with some attached sphere, then there is a sequence of attachment
points {bniki} with W ⊂ r
−1
ni+1
(bniki ) × I
N and rni+1(b
ni+1
ki+1
) = bniki with
ni −→∞. The limit of such a sequence {b
ni
ki
} is a point of Z∗, and this
would imply that W is a subset of Z∗ × IN . 
If A andX are spaces, a non-null embedding of A inX is a continuous
injective function j : A→ X which is not homotopic to a constant map
in X .
Corollary 5.2. If S is a sphere of dimension at least two and j :
S×IN → Z×IN is a non-null embedding, then for a unique pair (n, k),
we have j(S × IN) ⊂ S(n, k)× IN . Furthermore, the dimension of S
equals the dimension of S(n, k). On the other hand, if j0 : S → S(n, k)
is a homeomorphism, then j = j0×1IN : S×I
N → Z×IN is a non-null
embedding.
Proof: Corollary 1 of Theorem IV.4 in [15] says that a connected man-
ifold of dimension at least N + 2 cannot be disconnected by a subset
of dimension N . Hence, Lemma 5.1 applies to W = j(S × IN), and so
j(S × IN) ⊂ S(n, k)× IN for some pair (n, k) which is clearly unique.
The space S× IN cannot be embedded in a manifold of smaller dimen-
sion, and so dimS ≤ dimS(n, k). If the inequality were strict then the
map j would be homotopically trivial since the homotopy groups of a
sphere vanish below its dimension. Hence, the dimension of S must be
m(2n(2k − 1)) = dimS(n, k).
If j0 : S → S(n, k) is a homeomorphism, then j = j0×1IN : S×I
N →
S(n, k)× IN is not homotopically trivial. Since S(n, k) is a retract of
Z, the embedding j : S×IN → Z×IN is not homotopically trivial. 
Thus, we can associate to any open subset U ⊂ Z the set δ(U) =
{dimS(n, k) : S(n, k) ⊂ U} ⊂ M . Since the diameters of the attaching
spheres tend to zero, it follows that if U is nonempty, then δ(U) is
infinite.
Corollary 5.2 says that for a sphere S of dimension at least two there
exists a non-null embedding of S × IN into U × IN iff dimS ∈ δ(U).
That is, δ(U) is a topological invariant for the sets U×IN . Observe that
if U1 and U2 are disjoint, nonempty, open sets in Z, then δ(U1)∩δ(U2) =
∅ since distinct attached spaces have distinct dimensions.
If we begin by partitioning N \ {1} into a pairwise disjoint sequence
{Mn} of infinite subsets, then we can do this construction associating
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Zn withMn. That is, δ(Zn) = Mn. It follows that if U1 ⊂ Zn1, U2 ⊂ Zn2
are nonempty open subsets with n1 6= n2, then δ(U1) ∩ δ(U2) = ∅.
Condition (∗) of Section is thus proved for this sequence of spaces.
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