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ABSTRACT
In this study we want to connect our previously proposed context-relevant topo-
graphical maps with the deep learning community. Our architecture is a classi-
fier with hidden layers that are hierarchical two-dimensional topographical maps.
These maps differ from the conventional self-organizing maps in that their orga-
nizations are influenced by the context of the data labels in a top-down manner.
In this way bottom-up and top-down learning are combined in a biologically rel-
evant representational learning setting. Compared to our previous work, we are
here specifically elaborating the model in a more challenging setting compared
to our previous experiments and to advance more hidden representation layers to
bring our discussions into the context of deep representational learning.
1 INTRODUCTION
Early cortical representations of sensory information in the mammalian brain have spatial organi-
zations (Hubel & Wiesel, 1962). For example, simple cells in the primary visual cortex respond
to edges at specific locations, while adjacent cells tend to respond best to edges with only small
variations of orientations and locations. Hubel and Wiesel identified such hypercolumns in which
edge orientations are topographically represented. Topographic representations are also present in
other sensory modalities such as in the primary auditory cortex (Romani et al., 1982) and the so-
matosensory cortex (Wall et al., 1983). Models to describe self-organizations of such sensory maps
have long been studied (Willshaw & Von Der Malsburg, 1976; Kohonen, 1982). In the context of
representational learning, such algorithms must be considered as unsupervised learning algorithms
that are purely data driven, and we characterize such learning also as bottom-up learning.
In contrast, recent developments in deep learning have overwhelmingly shown the abilities of super-
vised learning in which representations are mainly guided by back-propagating errors from labelled
data (Krizhevsky et al., 2012). While early deep learning approaches have emphasized the advan-
tage of unsupervised pre-training (Hinton et al., 2006), most current successes do not rely on this
form of unsupervised learning, which in their basic form do not include topographic constraints. It
has hence become a major puzzle why biological system have this form of representational organi-
zation. In terms of learning theories, such organizations represent representational constraints that
on a first glimpse can restrict the classification performance of deep learning classifiers.
In this paper we study the interaction between bottom-up self-organization and top-down error cor-
rection learning in a simple model that combines a Kohonen-type self-organizing map (SOM) with
backprogagation learning in some classification tasks. We have introduced such a model with a
single hidden layer in Hartono et al. (2014) and tested this on simple machine learning benchmarks.
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Here we start to apply this model to more challenging tasks and to generalize our model to ver-
sions with multiple hidden layers, as outlined in Fig. 1, in order to ultimately scale the model to
much larger problems. The Kohonen SOM uses nodes that have Gaussian activation functions, and
backpropagating errors through such a network corresponds to a radial basis function (RBF) net-
work. However, the RBF network is restricted by the bottom-up constraints of the SOM, and thus
we called this network a restricted RBF (rRBF). Interestingly, by combining the Kohonen SOM
learning with backpropagation, we found that the top down error has the effect of enforcing the
topographic neighbourhood of items with the same label while ”repelling” representations of items
with different labels.
hidden 1
hidden 2
input
hidden  N
output
context  regulated
self-organization
teacher
signal
supervised
learning
contextual
error
Figure 1: Multilayerd Restricted Radial Basis Function Network
The evaluation of the rRBF with one hidden SOM layer on basic machine learning examples has
shown that there is a much stronger clustering of classes in the hidden layer compared to the standard
SOM and that the classification performance is comparable to a basic mulitlayer perceptron. Hence,
while we can argue that our approach aids in the visualization of the representations, our approach
does not lead to better classifications that would excite machine learning practitioners. Including
label information in SOM has also been done in various ways in the past (Ritter & Kohonen, 1989).
However, as mentioned before, our main aim here is to understand the consequences of biological
facts – here, topographic representations – in terms of deep learning representations. More specif-
ically, our initial tests have been simple examples where a shallow 2-dimensional representation is
mostly sufficient. Here we ask if more complicated relationships can be represented with deeper
version of this architecture, and how such a version would compare to traditional deep learning
approaches.
2 THE MULTILAYERED RESTRICTED RADIAL BASIS FUNCTION NETWORK
The multilayered restricted radial basis function network (M-rRBF) contains an input layer, an out-
put layer and a hierarchical stack of N hidden layers between them as shown in Fig. 1.
The activation IMk and corresponding OMk of the k-th neuron in the M -th layer of the M-rRBF are
that of a standard radial basis function network,
IMk (t) =
1
2
‖WMk (t)−O
M−1(t)‖2 for (1 ≤M ≤ N)
OMk (t) = e
−IMk (t)σ(k∗M , k, t), (1)
where WMk (t) is the reference vector associated with the k-th neuron in the M -th layer. Here,
O
0(t) = X(t) where X(t) is the input vector at time t. In this equation, k∗M is the best matching
unit (BMU) in the M -th hidden layer,
wM = argmin
k
IMk (t). (2)
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The neighbourhood function, σ, becomes narrower over the course of learning according to
σ(k∗M , k, t) = e−
‖k∗M−k‖2
s(t) (3)
s(t) = s0(
send
s0
)
t
tend
The output layer is a sigmoidal perceptron,
Il(t) =
∑
k
vkl(t)O
N
k (t)− θl(t) (4)
yl(t) =
1
1 + e−Il(t)
, (5)
where vkl(t) is the weight connecting the k-th neuron in the last hidden layer, and θl(t) is the bias
of that neuron at time t.
We train the network on a quadratic error function at time t,
E(t) =
1
2
∑
l
(yl(t)− Tl(t))
2, (6)
where Tl(t) is the l-th component of the teacher signal at time t. The connection weights from the
N -th hidden layer to the output layer and corresponding biases of the output neurons are minimized
with gradient descent
vkl(t+ 1) = vkl(t)− η1
∂E(t)
∂vkl(t)
(7)
θl(t+ 1) = θl(t)− η1
∂E(t)
∂θl(t)
. (8)
The gradients of the output weights is given by
∂E(t)
∂vkl(t)
=
∂E(t)
∂yl(t)
∂yl(t)
∂Il(t)
∂Il(t)
∂vkl(t)
= δl(t)O
N
k (t) (9)
δl(t) = (yl(t)− Tl(t))yl(t)(1 − yl(t)), (10)
and similarly for the biases. The gradient descent of the reference vectors associated with the neu-
rons in the N -th hidden layer is
WNjk (t+ 1) =W
N
jk (t)− ηhid
∂E(t)
∂WNjk
(11)
where ηhid is the learning rate for the hidden layers. This leads to the learning rule
WNjk(t+ 1) = W
N
jk (t) + ηhidδ
N
k (t)σ(k
∗N , k, t)(ON−1j (t)−W
N
jk (t)) (12)
δNk (t) = −(
∑
l
δl(t)vkl(t))e
−INk (t). (13)
If ON−1 is considered to be the input vector to the N -th hidden layer, the modification in Eq. 12
is similar to the modification rule of the conventional SOM. The only difference is that in SOM,
the reference vector is always pulled toward the input vector, while in Eq. 12, it is not necessarily
so. The direction of the reference vector’s modification is decided by the sign of δNk (t), in which a
positive δNk (t) modifies the reference vector as in SOM, while a negative one repels the reference
vector from the input vector. This δNk (t) is a regulatory signal of error feedback from the supervised
layer, and thus reflects the label context to the otherwise purely self-organizing process in this layer.
The modification of the reference vectors in the (N − L)-th layer with (1 ≤ L ≤ N − 1) is
correspondingly given by
WN−Lab (t+ 1) = W
N−L
ab (t) + ηhid∆W
N−L
ab (t) (14)
∆WN−Lab (t) = δ
N−L
b (t)σ(k
∗N−L, b, t)(ON−L−1a (t)−W
N−L
ab (t)) (15)
δN−Lb (t) = (−1)
l(
∑
a
∆WN−L+1ab (t))e
−I
N−L
b
(t) (16)
The equations show that also in this deeper version of our architecture the organizing process in the
(N − L)-th layer is regulated by contextual error, δN−Lb , that is passed from the higher layer.
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3 EXPERIMENTS
3.1 DIFFERENCE BETWEEN MLP, SOM AND CRSOM
It is often criticized that a MLP is a black box in which the operation at each level is not readily
understood in terms of simple rules. A frequent motivating goal of SOMs is therefore the embed-
dings of a feature space in a low-dimensional, visualizable form. The primary difference between
CRSOM and SOM is that SOM preserves the topological structures of high-dimensional data into a
low dimensional map based on their similarities of the data alone, as often measured by Euclidean
distance, while CRSOM also incorporates their context as provided by the class labels. It should be
noted that similarities in the features of data do not always translate into the similarities of their con-
texts. For example the physical features of lion and zebra, such as their sizes, number of legs, place
to live and running speed are very similar, so if they are characterized with those features they should
be mapped closely in a SOM. However, if they are viewed in the context of carnivore-herbivore, they
should be mapped far from each other.
To demonstrate the difference between SOM and CRSOM we ran preliminary experiments using
the animal data set proposed in Ritter & Kohonen (1989). The data set in this experiment contains
16 animals, each one characterized by 16 binary features. Figure 2 shows the mapping from the
16-dimensional data to a 2-dimensional map learned by conventional SOM and three CRSOMs
provided different contexts. For example, the SOM maps ”duck” and ”hen”, which share similar
features, into a single point which is far from the point where ”horse” is mapped to.
To illustrate the context-relevance of CRSOM, different contexts were infused into the data. The
first CRSOM mapping in Figure 2 (middle left) shows the CRSOM produced by training a single-
layered rRBF in which the original animal data were labeled either as ”carnivore” or ”herbivore”.
In this CRSOM, neurons that were chosen as winners for herbivores were drawn as , and neurons
for carnivores were drawn as ©, while their sizes reflects their winning frequencies. In this CR-
SOM only fives neurons were chosen as winners: two in the upper half of the map are occupied
by herbivores while three neurons in the lower-half are occupied by carnivores. It is interesting to
observe that the infusion of contexts changed the appearance of the low-dimensional representation
of the data. For example in the original SOM ”duck” and ”zebra” were diagonally distanced from
each other, but in the carnivore/herbivore-contexted CRSOM they are positioned close to each other
due to their common context of ”herbivore”. It should be noted that CRSOM also preserves the
topological characteristics of the data, for example ”duck”, ”dove”, ”hen” and ”goose” that share
similar features are mapped into a single point.
Figure 2: Mappings learned from the animals dataset Ritter & Kohonen (1989). From left to right:
SOM (no context), CRSOM with ”carnivore” context, ”speed” context, and ”avian” context.
In order to see how a shifting context would influence the hidden representations we ran two more
experiments with altered class structure. In the second experiment each data point was labeled ac-
cording to the animals’ moving velocity, either as ”fast”, ”medium” or ”slow”. These are illustrated
as ©, ♦ and , respectively, in Fig. 2 (middle right). In the third experiment an rRBF was trained
to classify the data points into either of avian or non-avian, and the resulting CRSOM is shown in
Fig. 2 (far right), where  illustrate a neuron for avians and © is a neuron for non-avians. The
three experiments with different class context show that the CRSOM preserves the topographical
characteristics of high dimensional data in relevance to their contexts.
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3.2 CRSOM ON MNIST DATA
To start comparing our biological motivated model with more typical deep learning benchmarks,
we trained a single-layered rRBF with part of the MNIST database of handwritten digits. We only
used the digits from 0 to 4 in the following illustrations mainly for time reasons as we did not have
the time to experiment with larger networks. However, this is not a principle restiction and larger
models are now under investigation. Some of the training examples are shown in Fig. 3(a).
(a) (b) (c)
Figure 3: MNIST database: 784 features, 5 classes, 1269 instances
The conventional SOM for part of the MNIST handwriting data is shown in Fig. 3(b) and the
CRSOM produced by the single-layered rRBF in this experiment is shown in Fig. 3(c). In both
figures, red dots indicate digit 4, blue is for 3, green is for 2, blue is for 1 and magenta is for 0. From
these figures, we can observe that the representation of rRBF for this problem is different from the
purely topographical characteristics of the data. The generated CRSOM is also sparser and provides
more information than the conventional SOM. For example from Fig. 3 we can intuitively learn that
the red dots (digit 4) are more varied than for example digit 0. To show that the CRSOM is a better
representation than SOM, we also tested the classification performance of the rRBF with CRSOM
as its internal layer, and a classifier with SOM as the internal layer. In this test, the network with
CRSOM as its internal layer produced 0.24% classification error, versus 1.5% for the SOM-based
network.
3.3 FIRST RESULTS ON DEEPER REPRESENTATIONS
In order to test how a second layer will influence the learned representations in our architecture, we
repeated experiments on well known UCI datasets. While these experiments might not be exciting
in terms of improving practical machine learning applications, our aim here is to understand how
representational learning would look in a biological motivated network.
Figure 4 shows the mappings learned by SOM and by CRSOM with 1 and 2 hidden layers on the
Iris, Heart, E.Coli and Lung cancer datasets. For the SOM, the contexts (classes of the data) did not
have any influence to the organization of the map, but for visualization clarity they were drawn with
different shapes in the map, in which their sizes show their winning frequencies, and ×s show the
reference vectors that were selected as winners for inputs belonging to different classes. Taking Iris
as an example, the single layer CRSOM, as well as the first layer of the M-CRSOM, nicely illustrates
the characteristics of this problem, where one class is easily separable, while the remaining two are
not easily separable from each other. The second layer of the CRSOM benefits from the depth of
the preceeding representation in order to fully separate the classes. The SOM mapping, on the other
hand, does not offer any obvious information about the class structure. Across the datasets, the
CRSOM representation is consistently much sparser, and this sparsity increases with layer depth.
Margins between class clusters also consistently increase with layer depth, and some datasets which
were non-separable in the first layer become so in the second.
Figure 5 shows the average error during the learning process of Iris problem over 10 trials, with the
typical gradual map formation process during the learning process.
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Figure 4: Mappings learned by SOM, CRSOM, and M-CRSOM on the UCI dataset.
Figure 5: Learning Curve: average of learning error of Iris problem over 10 trials, shown with
CRSOM formation during the learning process
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3.4 GENERALIZATION OF RRBF
The generalization performance of rRBF is tested with a 10-fold cross validation for some classifi-
cation problems as shown in Fig. 6. The performance of the classifiers are statistically equivalent
for all the methods, given the standard deviations plotted as error bars. This is an encouraging re-
sult as our previous tests with single hidden layer networks did not consistently perform as well as
comparators.
While at this point there is no statistically significant difference in the classification performance,
average errors do decrease with increasing depth of representation. It is also interesting to observe
that the correlation between the generalization performance and the visual appearance of the map.
The appearance of the CRSOM is correlated with the generalization performance of the rRBF. For
example, in the Iris problems, where well- separated clusters were formed, the rRBF usually pro-
duced high generalization performance. Such clustered representations should also produce more
robustness to representational noise.
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Figure 6: Generalization Comparison
4 DISCUSSION AND CONCLUSIONS
This paper is intended to connect our previous work on context relevant maps and known biological
representations with the deep learning community. We showed that a generalization of the formu-
las to architectures with many hidden layers is straight forward and still preserves the finding that
context from class labels can bias the topographic maps in the manner found previously.
The first experiments with the deeper network are very encouraging. While this is still a simple
problem, the results show that a much better clustering of the IRIS data are achieved relative to
the single hidden layer case. It is clear that the influence of different contexts for data will make
this a much more difficult clustering problem compared to the situation where only bottom-up self-
organization is considered. It should hence not be expected that such representations, as well as
representations of much more complex data, are achieved with simple 2-dimensional maps. The
hierarchical architecture offers here a solution in that early representations could still reflect higher
dimensional relations while higher representations could work more efficiently on the simplified and
compressed previous representations.
While our preliminary tests are encouraging us to look further into applying this model to more
complicated large scale benchmarks, it is still not clear what the advantage of topographic organiza-
tion in biological systems is. It is clear that visualization can not be an argument for our brain, and
in terms of machine learning it seems that topography is a hindering constraint. However, given that
nature had time to optimize brain architectures, it is very possible that the topographic constraints
allow better generalizations in problem domains that are specifically addressed by the brain.
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A APPENDIX
The modification of the reference vectors in the (N − 1)-th layer can be calculated as follows.
∂E(t)
∂WN−1ij (t)
=
∂E(t)
∂yl(t)
∂yl(t)
∂WN−1ij (t)
=
∑
l
(yl(t)− Tl(t))yl(t)(1 − yl(t))
∂Il(t)
∂WN−1ij (t)
= −
∑
k
(
∑
l
δl(t)vkl(t))O
N
k (t)(O
N−1
j (t)−W
N
jk(t))
∂ON−1j (t)
∂WN−1ij (t)
= (
∑
k
∆WNjk (t))e
−I
N−1
j (t)σ(k∗N−1, j, t)(ON−2i (t)−W
N−1
ij (t)) (17)
∆WNjk (t) = δ
N
k (t)σ(k
∗N , k, t)(ON−1j (t)−W
N
jk (t)) (18)
WN−1ij (t+ 1) = W
N−1
ij (t) + ηhidδ
N−1
j (t)σ(k
∗N−1, j, t)(ON−2i (t)−W
N−1
ij (t)) (19)
δN−1j (t) = −(
∑
k
∆WNjk (t))e
−I
N−1
j
(t) (20)
Following this chain rule, the modification of the reference vectors in the (N − L)-th layer (1 ≤
L ≤ N − 1) can be written as follows.
WN−Lab (t+ 1) = W
N−L
ab (t) + ηhid∆W
N−L
ab (t) (21)
∆WN−Lab (t) = δ
N−L
b (t)σ(k
∗N−L, b, t)(ON−L−1a (t)−W
N−L
ab (t)) (22)
δN−Lb (t) = (−1)
l(
∑
a
∆WN−L+1ab (t))e
−IN−L
b
(t) (23)
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