In the wake of the intense effort made for the experimental CILEX project, numerical simulation campaigns have been carried out in order to finalize the design of the facility and to identify optimal laser and plasma parameters. These simulations bring, of course, important insight into the fundamental physics at play. As a by-product, they also characterize the quality of our theoretical and numerical models. In this paper, we compare the results given by different codes and point out algorithmic limitations both in terms of physical accuracy and computational performances. These limitations are illustrated in the context of electron laser wakef ield acceleration (LWFA). The main limitation we identify in state-of-the-art Particle-In-Cell (PIC) codes is computational load imbalance. We propose an innovative algorithm to deal with this specific issue as well as milestones towards a modern, accurate high-performance PIC code for high energy particle acceleration.
Introduction
The future CILEX (Centre Interdisciplinaire de la Lumiere EXtrême/Interdisciplinary Center for the Extreme Light) is a state-of-the-art laser facility that targets diverse applications using plasmas produced by short (15-30 fs) multi-petawatt (1-10 PW) laser pulses with 0.1-10 Hz repetition rate. It will host the Apollon-10P laser, which will deliver pulses with an instantaneous power up to 10 PW, and the associated infrastructures and experimental setups. It will thus offer an opportunity for scientific breakthrough in various domains [2] . The facility is located in France (Paris area) and is expected to open to the international user community in 2016.
The experimental setups and the required instruments for relevant diagnostics remain to be designed. New regions of the parameter space are now accessible with Apollon-10P. They have never been reached before and large numerical simulation campaigns are necessary to explore them. These campaigns have three objectives: (1) to make sure that the most promising laser and plasma parameters are accessible in CILEX, (2) to improve the preparation in terms of instrumentation and radioprotection, and (3) to help understanding the physics at work.
Computational support is therefore mandatory for such large experimental facilities, and PIC simulations are the best candidates for this task. A large variety of PIC codes exists. They range from simple serial codes making severe physical assumptions to speed up computations, to elaborate and computation-ally costly massively parallel PIC codes, supposedly more accurate.
In Section 2, we present a first numerical study of a typical CILEX case of LWFA using three standard but very different codes, to understand their strengths and limitations. The LWFA is at the core of the CILEX scientific program, with the principle task being to explore the experimental prospects of using ultra-short PW pulses for multi-GeV acceleration; this will occur in the bubble regime [3] , taking advantage of electron self-injection and laser pulse self-guiding in a low-pressure gas/plasma cell. Section 3 discusses computational load imbalance, how it heavily slows down LWFA simulations but also how this barrier can be lifted with an appropriate dynamic load balancing algorithm.
Self injection in the bubble-out regime at CILEX

The codes
This section details the results given by the PIC codes Wake, Calder-Circ (CC) and Photon-Plasma (PP) for a standard CILEX LWFA experiment.
Wake is a quasi-static, axi-symmetric code [17] with test particle tracking [10] [11] [12] [13] . In spite of its restrictive context, Wake can be used to identify the nonlinear optical processes at work in the laser-plasma interaction and have been used, for instance, to explain the details of pulse evolution for acceleration beyond the theoretical pulse depletion limit [1] . Wake is a sequential code and a typical LWFA simulation only takes half a day of computation on a single core.
CC is an explicit quasi-3D PIC code [15] . It uses poloidal mode decomposition for the electromagnetic fields and currents, while computing super-particles (SP) trajectories in the 3D Cartesian space. Using the two lowest-order modes is sufficient to accurately capture the most important aspects of the interaction [15] . CC has been used in many laser-plasma interaction studies where long laser propagation (a few cms) were needed [1, 4, 10] . Indeed, the mode decomposition allows to get 3D results for the cost of a couple of 2D standard simulations and is well adapted to long propagations. A typical LWFA simulation with CC takes several days of computation on 500 cores.
PP is an explicit fully 3D PIC code. It benefits from highorder schemes and has demonstrated excellent scalability up to 250,000+ cores using a hybrid MPI+OpenMP approach [8] . It has been used mostly in astrophysical cases [5] and was recently upgraded to support long laser propagations. For this application, its high-order scheme is especially valuable. With a 6th order scheme, one can conserve stability and suppress numerical dispersion (for a given wavelength) by simply setting the appropriate resolution in time and space. In contrast, numerical dispersion in a traditional 2nd order scheme cannot be reduced without improving temporal and spatial resolution, which is orders of magnitude more costly. Another benefit of the sixth order scheme is that the numerical dispersion, when not suppressed, tends to overestimate the group velocity of the laser and therefore limits the numerical Cherenkov effect with respect to lower order schemes who tends to underestimate the laser group velocity.
Simulation parameters
The simulation presented here uses the expected laser parameters of the first CILEX shots with the so called "F2" beam. The plasma parameters have been optimized as shown in [1] and with a complementary parametric study with Wake. They provide a good trade off between electron energy, energy spread and total charge of the electron bunch. The carrier wavelength of the Apollon-10P laser is λ 0 = 0.8 µm. The laser pulse is Gaussian in all directions has a duration of τ L = 25 fs (FWHM in intensity), the laser strength parameter is a 0 = 5.55 and its transverse spot size is w 0 = 16.4 µm. The pulse energy on target is 7.41 J for a peak power of 0.28 PW. And finally, the plasma density is set to n e = 1.4 × 10 18 cm −3 starting by a 0.3 mm long ramp and the laser is focused at the foot of the ramp.
Similar numerical parameters were chosen for PP and CC for benchmarking purposes. The longitudinal and transverse resolutions in both codes are respectively set to ∆z = 0. 
Results
The simulations were run long enough to give a quantitative evaluation of the entire injection process at play. The most important results are summarized in the laser pulse in the plasma density ramp, the laser self-focuses and the so-called bubble structure forms in its wake. The bubble quickly shrinks to its minimum size before starting to grow again very slowly as injection begins. The three codes show a similar scenario, with, in particular, a similar relativistic selffocusing of the pulse. However, even though the driver is well described in all codes, the bubble dynamics and the total charge of injected electrons differ. After 1400 µm of propagation, 275 pC are injected in PP whereas only 200 pC are injected in CC. This 30% difference is pretty small with respect to the variations observed experimentally from shot to shot. It could be explained by the fact that CC is based on a cylindrical geometry and the longitudinal axis is subject to user-defined boundary conditions which might not always be accurate and could artificially influence the injection. It is also known that the numerical Cherenkov effect introduces a significant amount of noise on axis in CC [14] . Nevertheless, even though here CC gives results very similar to PP, full 3D simulations would still be mandatory in cases where the cylindrical symmetry is broken such as laser pulses with experimental aberrations, the presence of an external magnetic field or a transverse density gradient.
The importance of computational load-management
Fully 3D PIC simulations are rarely used and only by groups with massive access to top-tier supercomputers. Their high cost is often prohibitive. In some cases, the raw computational cost can be significantly reduced by the use of a Lorentz boosted frame [16] . But even in these favorable cases, they still require a very large number of cells and SP and fit only on massively parallel systems. It is almost inevitable that, at some point of the run, a small part of the system becomes overloaded with too many SP, slowing down the entire simulation. At the same time, a large part of the system is underloaded and remains idle, wasting precious computational resources. This phenomenon, know as load imbalance, is more likely to happen as the size of the system and the number of spatial dimensions increases. Massively parallel 3D cases being most problematic as seen in Figure 2 . This very large simulation is a remarkable illustration of the limitation of actual 3D LWFA simulations. Some areas of the simulation are almost completely empty of SP whereas some are very densely populated and handle 40 times as many SP as they did in the initially uniform plasma. A slow-down by a similar factor is therefore expected, and may lead to unacceptable under-utilization of the computational resources.
The use of OpenMP is often believed to be a solution to load imbalance in PIC codes. More OpenMP threads implies fewer and larger MPI domains and consequently smoother SP distribution between them. Since the load is directly related to the number of SP, it is also shared more homogeneously. Nevertheless, in the case of Figure 2 , 16 OpenMP threads per MPI process were used and yet a very strong imbalance remains. The openMP effectiveness is limited on large systems because as the number of cores increases, the number of OpenMP threads remains the same, bounded by the number of hardware threads per CPU. As a consequence, the number of MPI processes must increase and the relative sizes of the MPI domains shrink, eventually becoming smaller than the load variation scale. At this point, load imbalance hits and performances are lost. OpenMP can delay this situation, but not prevent it. Consequently, imple- mentation of some form of dynamic load balancing to achieve scalability, is paramount. Below, two innovative approaches are considered: dynamic load balancing via "patching" and dynamic load limiting via k-means clustering. These methods are not mutually exclusive, rather, they are complementary.
Dynamic load balancing
The "patching" method was first described in [7] and has been implemented in SMILEI [18], a PIC code developed to support the CILEX community. It consists in breaking the large structures encapsulating fields and SP data of each MPI process into a multitude of smaller independent structures called "patches". The benefit is that the code now has a data structure particularly well adapted to thread parallelization and, in particular, to OpenMP.
Patches are coherently organized along a 1D Hilbert space filling curve [9] . Each MPI process owns a segment of this curve. Its properties of continuity and locality ensure that the obtained domains are compact and minimize synchronization communications. This decomposition has a very flexible organization and can be very different from a Cartesian decomposition as shown in Figure 3 . Taking advantage of this flexibility, MPI processes are able to dynamically exchange patches in order to even out their respective loads.
Results for a simple 2D LFWA simulation with SMILEI running on 24 nodes of the OCCIGEN system are compared in Figure 4 . As shown in [7] , load imbalance occurs early in the simulation. In the LWFA case, this sets in already at bubble formation around iteration 6000. The first few hundreds iterations take around 0.5 s each, independent of parallelization strategy.
In a run with a pure MPI parallelization, the time needed for 10 iterations increases up to 80 s which gives an imbalance ratio of approximately 14. In the hybrid run with 12 OpenMP threads, this ratio is approximately halved and is only around 2 when the dynamic load balancing is activated.
Dynamic load limiting
The other approach is based on computational SP splitting/merging in low/high SP number density cells, respectively. It has been implemented in PP. The merging/splitting must carefully take into consideration conservation laws of physics; the scheme is costly, but precise. It is based on an accelerated k-means clustering method. Besides being of importance in load imbalanced situations, merging and splitting of SP is of profound significance when carrying out simulations in which detailed Monte Carlo particle-particle collisions, ionization or quantum electrodynamics (QED) are implemented. Otherwise, they can lead to an excessive number of SP and to memory bound situations because of the tremendous amount of new SP created; smaller SP of the same species from collisions, electrons in the case of ionization and electron-positron pairs or even photons from QED. In this regard, this approach can be considered more as a dynamic load limiting algorithm rather than balancing. It is absolutely mandatory for modern simulations since these new kind of developments are emerging in both laboratory and astrophysical plasmas communities. Details of this approach can be found in [6] .
Summary and outlook
The importance of 3D simulations has been established. Their cost is still prohibitive for most applications since large scale simulations are so massively parallel that load imbalance becomes a barrier. It cannot be alleviated by brute force parallelism. That is merely a waste of computational resources. Germaschewski et al. suggested a new data structure for PIC codes, adapted to both modern massively parallel hardware and to the associated algorithmic challenges [7] . This structure has been adapted with success in SMILEI [18] and shows tremendous improvement in the case of LWFA, even in 2D.
Recent advances in the physics included in PIC codes in both astrophysical plasmas and laser-plasma communities often leads to prohibitive numbers of SP. Now, the problem is not just only compute bound, but also memory bound. This issue may be resolved only through a load-limiting algorithm such as particle merging through k-means clustering [6] .
The two methods above could be combined into a coherent dynamic load management strategy without interfering with any of the physics included in the code. It is even compatible with different geometry models like CC itslef which is also subject to load imbalance.
