In this paper, we develop a stylized partially observed Markov decision process (POMDP) framework, to study a dynamic pricing problem faced by sellers of fashion-like goods. We consider a retailer that plans to sell a given stock of items during a finite sales season. The objective of the retailer is to dynamically price the product in a way that maximizes expected revenues. Our model brings together various types of uncertainties about the demand, some of which are resolvable through sales observations. We develop a rigorous upper bound for the seller's optimal dynamic decision problem and use it to propose an active-learning heuristic pricing policy. We conduct a numerical study to test the performance of four different heuristic dynamic pricing policies, in order to gain insights into several important managerial questions that arise in the context of revenue management.
Introduction
Retailers of seasonal, fashion-like products are faced with the complex task of dynamically setting prices in a way that maximizes their expected revenues. In this paper we focus our analysis on the revenue management process which starts at the beginning of the sales season, after the sellers already purchased the goods, and just as they are eagerly beginning to sell them to customers. The global nature of supply chains of products such as high-fashion apparels, and toys with short life cycles (e.g., those introduced simultaneously with popular movies; Johnson 2001) , is that sellers often have no opportunity to replenish the inventory in their stores during a short sales season (see also Hammond and Raman 1996) . In this paper, we construct a pricing model for a retailer who sells a finite stock over a short season. Our model embeds five types of uncertainty that are common in fashion-like industries: (i) the uncertainty about the rate of arrivals of customers to the store; (ii) the actual number of customers that arrive to the store during the horizon and their exact times of arrival ; (iii) the statistical characterization of the arriving customers' reservation prices (the maximal prices that customers are willing to pay for the product;) (iv) the individual consumer's purchase decisions based on personal reservation prices; and finally (v) the state of the market, a concept we present in the next paragraph.
Demand for retail goods is usually highly dependent on changes in basic economic variables that describe either the economy as a whole, or the state of the specific industry (Song and Zipkin 1993) . For fashion-like or new products, the evolution of customer perceptions of their values will determine the level of sales. To model demand processes in fluctuating business environments, researchers have suggested the use of a set of states of the world. Each state includes all the relevant information about the demand, and the transition between states is governed by a Markov chain (see, e.g., Sethi and Cheng 1997) . In this paper, we consider a Markovian demand environment, that transitions among a finite number of core states, each characterized by uncertainties of the types (i)-(iv) presented above. As in most practical settings of the type we are studying, retailers do not fully observe the exact core state of the demand environment. In other words, they may experience an ongoing uncertainty about which particular demand scenario best describes the demand at each point of time (see the fifth type of uncertainty above). In such cases, it is often argued that sales figures are of critical importance in providing sellers with good means to learn about the state of demand; see, e.g., Fisher et al. (2000) . In order to accomodate the latter type of uncertainty, we use a partially observed Markov decision process (POMDP) framework. A POMDP is a sequential decision problem, pertaining to a dynamic setting, where information concerning the state of the world is incomplete (Lovejoy 1991) , and is therefore applicable to our study. The potential applications of POMDP's in studying managerial problems of significant interest have been described in previous research. We refer the reader to Monahan (1982) for examples relevant to areas such as quality control, machine maintenance, internal auditing, learning, and optimal stopping. Additional applications to problems in fishery, drug therapy, and inventory, can be found in Lane (1989) , Hu et al. (1996) , and Treharne and Sox (2002) , respectively.
The paper is organized as follows. In §1.1 we provide a review of the relevant literature. In §2 we present a descriptive model for the demand environment, its dynamics, and the specification of the information available to the seller. A prescriptive dynamic pricing problem is described in §3, along with a brief literature review on available solution methods to POMDP's. We then turn to our key section of the paper ( §4), in which we develop an approximate model for studying the seller's original dynamic pricing problem. The key idea underlying our approach is that through an appropriate augmentation of the information structure, we can transform the highly-complex original problem into an easily solvable one. Such information structure modification not only aids tractability, but it also provides a rigorous upper bound on the optimal expected revenues. We include in ths section a description of a very simple algorithm that solves the approximate problem, as well as a heuristic pricing strategy driven by the approximate model. In §5 we report on a comprehensive numerical study we conducted in order to examine the quality of the approximate model as well as the effectiveness of the heuristic pricing policy driven by it. Additional analyses are described in §6 and the paper is concluded with a summary of our key results in §7.
Our work offers a dual contribution to the academic literature. Readers interested in revenue management can benefit from an analysis of a scenario-based model for dynamic pricing, accompanied by some managerial insights obtain through our extensive numerical study. Our models bring together not only the consideration of a variety of uncertainties that characterize demand environments for fashion-like goods, but also the scarcity of products (i.e., limited inventory). Readers with this type of interest in mind may feel comfortable skipping the technical details of §4, and rely on a general understanding of the core ideas presented there. For those interested in applications of POMDP's, we offer a methodology that may prove to be very effective in terms of providing a rigorous upper bound value approximation, fast computation times, and practically-appealing heuristics. The presentation in §4 is only loosely context-specific, and can be easily generalized.
Relevant Literature Review
Dynamic pricing for revenue maximization is a timely but not a new topic for discussion in the academic literature. We provide a brief description of the literature that is most relevant to our discussion. Gallego and van Ryzin (1994) developed a continuous-time pricing model in which customers' arrivals are governed by a Poisson process with a constant and known price-dependent arrival rate. At each point of time the seller has to balance the price appropriately. On one hand, the seller does not want to sell the product at a price that is lower than its potential. On the other hand, posting a high price risks lost sales. They find that fixed pricing policies generally do quite well. Consequently, they argue that adjusting prices in order to compensate for statistical fluctuations in demand has a very little advantage. Bitran and Mondschein (1997) study optimal pricing strategies for seasonal products, in a periodic review model similar in spirit to that of Gallego and van Ryzin (1994) . Aviv and Pazgal (2002) extend the previous work by taking into account uncertainty of type (i) listed above. Through an observation of sales during the season, the seller is able to learn about the store traffic intensity rate. They argue that dynamic pricing strategies are critical in settings with high but resolvable initial uncertainty about the demand. Yet, it is not essential to consider the impact of pricing on the learning process ("active learning"). Instead, it is reasonable to adopt a "passive learning" approach using certainty-equivalent policies, according to which the seller updates his belief about the market condition as time progresses, but at each moment, the price is set as if the market condition is known and equals to its current estimate. Other researchers have considered optimal dynamic pricing in uncertain demand environments, but when there is no limit on the level of inventory. Carvalho and Puterman (2003) develop and compare several heuristic pricing policies. For a two-period model, they construct a Taylor expansion of the reward function in order to explain the trade-off between short-term revenue maximization and future information gains. The authors use the latter result to develop a so-called one-step look ahead policy for a periodic review pricing control. Braden and Oren (1994) study a pricing problem for a firm that sells products to customers with different tastes that vary according to an index whose value is unknown. They show that it is optimal in their setting to follow a policy that maintains the separation principle (see, e.g., Bertsekas 1995): The control of prices can be done in a way that does not need to consider the evolution of information, as long as the learning about the unknown demand parameter is done periodically, prior to each decision. Li (1988) developed a continuous time model in which both production and prices are controllable by a monopoly, and Federgruen and Heching (1999) study finite and infinite-horizon periodicreview joint inventory and pricing problems. In both cases the firm is interested in maximizing some functional form of profits generated over the sales horizon. These papers provide characterizations of optimal joint pricing and inventory replenishment strategies. Active learning about demand was studied by Balvers and Cosimano (1990) . In their paper, a firm faces a demand curve that is linearly decreasing in price, but with unknown slope and intercept. Through the determination of prices, the firm controls its profit and learning about the demand. Nevertheless, inventory is not an issue, since production equals demand during every period. The literature review in Balvers and Cosimano contains references to active learning through pricing in competitive environments.
See also Petruzzi and Dada (2002) for a periodic review model of perishable goods. Under their specific model features, learning about the demand is done solely through inventory decisions, and not via pricing.
A Descriptive Demand Model
We present below a descriptive model that characterizes three important aspects of practical demand environments: The evolution of demand in the market, the dependecy of demand on pricing decisions, and the type and level of uncertainty the seller has about the demand. The following subsections explain our modeling choices and the logic behind them.
Markov-Modulated Demand Environments
To model demand evolution during sales season of fashion-like products, one need to consider possible variations in demand that result not only due to purely random reasons, but also due to fluctuations in the demand environment. The latter source of variation was captured, for instance, in a Markov-modulated demand process studied by Song and Zipkin (1993) . The underlying logic behind this model is that, often, there are certain factors in the marketplace that determine the demand environment. These environmental factors may change unpredictably over time, and as a consequence affect demand. In fact, Song and Zipkin use as an illustration a new product introduction setting, very relevant in our context. They argue that fluctuations in a demand environment may be particularly noticeable at the beginning and the end of the product life cycle.
For instance, the timing and degree of decline at the end of the product life-cycle may be unknown and dependent on consumer tastes and innovation in the market (both dynamic in nature).
Formally, the Markov-modulated demand model includes a set of possible core states (this set is denoted below by the letter Ω) that represent different statistical characterizations of the demand environment. When the state of the demand during period n is C n = k, we say that period n is of type k. Specifically, each state k ∈ Ω of the core process is characterized by a discrete, priceand period-dependent probability functions b k , where b k (d|n, p) is the probability that the demand during period n of type k is d, given that a price p was set for this period. In our numerical studies, we constructed the probabilities b in the following way: For each core state k ∈ Ω, we modeled the "potential demand" as a Poisson process with a given rate λ k > 0. One can think of this potential demand process as customer arrivals to the store. Still, in order for a customer arrival to be converted into a purchase, the price of the product has to be acceptable to that individual. Let the reservation price be the maximal price a customer is willing to pay for a unit of the product. As long as the posted price is lower than this value, and the product is in stock, a purchase is made. We assume that the customer base is heterogeneous with individual reservation prices having an exponential distribution. Let α k represent the mean reservation price in the market under core demand state k. Clearly, for any period n of length τ n , the statistical distribution of the actual demand is Poisson, with a mean value of λ k e −p/α k τ n . With the restriction to this statistical probability structure we lose some generality, but in return we gain tractability and the ability to present our results in an easily understandable format.
The dynamics of the demand environment follows a Markov chain C = {C n : n ≥ 1}, governed by a stationary K×K transition probability matrix A, where A jk = Pr (C n+1 = k|C n = j). Sticking to the terminology used by Monahan (1982) , we name C the core process. The dynamics of the core demand process during the sales horizon may take an unlimited number of forms. At one extreme, demand can be static, and thus reflected by the transition matrix A being equal to the K × K identity matrix. A second possible form of dynamics is declining demand trend, in which demand starts at a certain (possibly unknown) state, and then may shift to a state of lower demand, associated with lower α and λ values. For instance, sales of items like swimsuits, skiwear and toys typically follow this pattern (see, e.g., Hammond and Raman 1996, and Johnson 2001) .
In contrast, an increasing demand pattern environment represent cases in which, as time passes, customer arrivals will be associated with statistically higher reservation prices. For example, in sales of airline tickets or hotel bookings, we often see that the demand environment may show an increase in α values as time gets closer to the time of capacity consumption (Desiraju and Shugan, 1999) . Another interesting pattern of dynamics is one that combines both trends; e.g., begins with an increase in the demand and then shift downwards. The ability to examine the uncertainty in the timing of a decline or an increase in the demand state, seems to be important particularly in setting of the types we study. For example, Johnson (2001) describes the sales of action figure toys through licensing agreements with movie producers. The timing of introduction of the product into the market is often critical, and due to relatively long lead times, inventory replenishment opportunities are generally limited. Typically, the level of demand depends on unknown customer tastes, the success of the movie, and how saturated the market is with movie-related products.
Adding to this complication is the nature of demand, that after a certain time it tends to decline quite sharply, leading retailers to offer significant markdowns for any remaining inventory.
A Partially-Observed MDP
To describe the uncertainty about the demand environment, we consider a situation in which the seller does not necessarily know the exact core state of demand, even for the most current period of the sales horizon. For instance, it may be that at the beginning of the sales season the seller has only a vague idea about the reaction of customers to the product. Such partial knowledge can be represented by a probability distribution over the set of core states Ω. We therefore define π n = (π n,1 , . . . , π n,K ) ∈ Π as the belief of the seller about the current state of demand, generated at the beginning of period
Note that π 1 is the prior belief about the state of demand during the first period, at the start of the sales horizon, typically determined on the basis of early sales information, previous experience with similar items, market research, etc. The partial observability feature of our model enables us to describe some of the crucial challenges faced, for instance, by marketers of fashion apparel, jewelry, specialty foods, books, and so on.
At the end of each period n, and just before making a pricing decision for the following period, the seller updates his knowledge about next period's core state of demand (i.e., C n+1 ) on the basis of the previous belief (π n ), the current period's price (p n ) as well as the demand observation (d n ).
In other words, we assume that the seller observes the demand process, so that at the beginning of period n, exact information about the history of demands and prices {(p j , d j ) : j = 1, . . . , n − 1} is available to the seller. Under these assumptions, the dynamics of the seller's belief, (n, d n , π n , p n ) → π n+1 , is provided by a Bayesian transformation Θ : Π → Π:
It is instructive to note that implicitly in transformation (1) 
The Dynamic Pricing Problem
The seller's goal is to follow a dynamic pricing policy scheme that brings the best expected total revenues over the sales season. This task is quite challenging, as the seller need not only balance the trade-off between current versus future revenues in setting the prices, but also take into account the way prices affect the ability of the seller to learn about the state of the demand. Suppose that q units are in stock at the beginning of period n. For a given belief π n , and any price p, the expected number of units sold in this period is given by
We now state the dynamic optimization model for our decision process. Let V * n (q, π n ) be the optimal expected total revenues generated over periods n, n + 1, . . . , N. Then,
We assume that no salvage value can be gained from unsold units at the end of the sales season.
Hence, V N+1 ≡ 0. We also note that although the Bayesian dynamics Θ should be defined as a function of the sales and not the demand, this technical issue is of no concern since demand may not be equal to sales only if all the items were sold, in which case pricing is no longer relevant.
As reflected in (2), we used the Bayesian scheme in order to convert the partially observable Markov decision process into an equivalent, completely observable Markov decision process (this is done by including the belief vector in the state variable). Nevertheless, the price we pay for this transformation is a significant increase of the state space dimension, as well as turning the state space into an uncountable one (see Monahan 1982) . While in theory our pricing problem can be solved dynamically through (2), this approach is tedious and impractical for even small values of K.
In fact, it is mainly due to the intractability of POMDPs that they have not gained high popularity in practical applications (Lovejoy 1991 ).
Several computational procedures exist for solving finite-horizon POMDP's. Smallwood and Sondik (1973) show that a POMDP defined on the state space Π, has an optimal value function that is piecewise linear and convex, and so the space of belief vectors can be partitioned into a 
Approximate Solutions to POMDPs via Information-Structure Modification (ISM)
In this paper, we do not make use of any of the algorithms discussed above. Instead, we propose an approximation technique that is based on information-structure modification (ISM) to the original dynamic problem (2). As we shall see, our approximate model will lend itself to an easily solvable, fully observable Markov decision process, defined on a simple discrete and finite state space. In addition to very fast computation time, the solution to the ISM model serves as a rigorous upper bound on the optimal value function of the POMDP. We use the approximate model to generate heuristic pricing policies and gauge their performance vis-a-vis the theoretical optimal pricing strategies. The approximate models also provide us with an intuition useful in the interpretation of the results of our numerical studies.
To reduce the computational burden associated with the dynamic program (2), we take the following approach: Instead of attempting to solve the original complex dynamic program, the seller considers a similar model but with a modified information structure. Specifically, the seller will assume for the sake of mathematical tractability, that at the end of each period, he will obtain some additional information about the core process from an hypothetical source. We shall refer to the resulting (hypothetical) decision problem as the ISM model. Clearly, since in the ISM model the seller expects to obtain more information than in the original problem, the optimal solution to the approximation is higher than that of the original problem. We begin with a simple illustration.
Example 1 (Full Information) Consider a case in which an hypothetical source provides the seller with perfect retrospective information about the state of the core process. In other words, prior to determining the price for period n + 1, the seller finds out the exact core state in the previous period (i.e., C n ). With this modification, the seller's decision problem is simplified as follows: For a given period n 0 , and q, let
where
+ represented the maximum between x and 0).
We call the decision problem presented in (3) the full-information (FI) model. It is instructive to note that the FI model is based on retrospective 1 information, and not on a complete knowledge of the current state of the core process. The FI model has a simple Markov decision problem form, and is easily solvable. Furthermore,
for every n 0 , q, and π n 0 ∈ Π. Upper bound approximations of the type V F I n 0 (q, π n 0 ) are in fact known in the literature (e.g., Astrom 1965 , White 1976 , Van Hee 1978 . They are attractive, since they substitute the continuous component of the state space of the Markov decision process (i.e., Π) with a discrete and finite space (Ω). This, in turn, permits an easy and quick calculation of the upper bounds. Nevertheless, we expect the upper bound values V F I n 0 (q, π n 0 ) to be crude in most interesting cases.
So, what value can be gained through ISM? Ideally, the seller should not base his decisions on an assumption about an hypothetical source that provides too much information about the true state of the core process. For otherwise, this might result in making poor decisions. At the same time, the decision-maker needs to smartly invent an hypothetical information structure that will make the problem easily solvable -for otherwise, we get back to the original challenge of solving a complex POMDP.
ISM: A Probabilistic Scheme
In this section, we propose a possible class of ISM schemes that do not reveal the exact current state of the core process, but rather augment the real information process with an hypothetical partial retrospective information. Formally, at the end of each period, on top of the known values of n, D n , p and π n , the decision maker obtains from the hypothetical source additional information through a (probabilistic) process X n (n, D n , p, π n , C n ) ∈ Ξ (no restrictions are yet imposed on the state space Ξ). Hereafter, we shall refer to the process X = {X 1 , . . . , X n } as the ISM. For example, the ISM underlying the upper bound V F I n 0 (q, π n 0 ) is given by X n = C n ∈ Ω. In order to properly define the ISM X, we use the probability functions
In other words, the value of f Cn (x|n, d, p, π n ), is equal to the probability that the additional (hypothetical) information provided to the decision-maker at the end of period n, will be x, given the values {C n , n, D n = d, p, π n }. With the process X in mind, the decision-maker is interested in solving the dynamic program
where Θ X is the evolution of the belief vector in the approximate ISM model, given by the Bayesian updating mechanism
Generally, ISM does not necessarily result in a model that is simpler than the original POMDP (in fact, the opposite may happen). For instance, if the process X is one that randomly points to a state, irrespective of the state of the core process (e.g.,
, where x ∈ Ξ = Ω), the resulting model will be equivalent to the original problem. Recall that the complexity of POMDP problems arise from the fact that the initial belief vector may evolve in many possible different paths {π 1 , . . . , π N }, even within a short time horizon N. This is particularly the case if the dynamic of the belief vector strongly depends on the actions taken in each period (i.e., prices), and the demand realizations. The ISM model discussed in Example 1 can be characterized by Ξ = Ω, and f Cn (x|n, d, p, π n ) = 1 {x = C n }. Applying the latter updating scheme, we get Θ F I (n, d, π n , p, x) = A x , the x-th row of the transition matrix A. Thus, this example serves as an illustration of a process X that simplifies the structure of the dynamic program in a way that enables us to substitute Π with a finite set of only K + 1 belief vectors:
ISM is therefore very appealing from a computational perspective, yet it is not necessarily a good approximation.
Clearly, since the decision-maker can always ignore the added information stream X, the solution of the ISM-based problem always serves as an upper bound for the original POMDP. We hence conclude this section with the observation that for any ISM process X,
An ISM Upper Bound
In this section we construct an ISM model that gives rise to an easily calculable upper bound on the optimal expected revenue function. We do so in two key steps: The first step is driven by the observation that a significant part of the complexity of a POMDP can be avoided if we use Xprocesses for which the belief evolution Θ X is conditionally independent of d and p, given a value of X. We thus propose a specific class of probability forms f that yields a conditional independency.
In the second step we show how one can even further simplify the dynamic program, to make it linearly hard in the horizon N, rather than exponentially hard, by further restricting the class of probabilities f. Depending on the perceived trade-off between computational simplicity and upper bound accuracy, one may either use the first step or both steps.
With the restrictions we suggest below, we do not exploit the full potential of the ISM method we outlined above. Nevertheless, the models below have a computational appeal, and they enable us to keeps the exposition of our application at a reasonable length, complexity and clarity 2 .
Probability Class Restriction
In the class of ISM's we consider below, the probability functions f take the special form
for some general but appropriately defined 3 functions g and h. For instance, the FI model of Example 1 satisfies this property with g j (x|·) = 1 {x = j}, and h = b x (d|n, p). The primary advantage of the probability form (6) is that in the ISM model, the decision-maker does not have to consider the subtle and complex way by which the decision variable p and the demand observation d affect the evolution of the belief vector. Observe that under the form (6), the Bayesian updating mechanism (5) reduces to:
Therefore, the decision-maker only needs to consider the evolution of the belief vector π through the more limited number of possible X values. Clearly, the ISM model does not necessarily ignore the impact of actions on learning. While in the FI model decisions do not affect the values of future beliefs, the ISM in general incorporates the effects of actions on learning through the probabilities f. This is done via the functions h in dynamics of the ISM model driven by the form (6):
Model (8) (8) is in general exponential in the horizon N. Therefore, for cases in which it is still hard or practically impossible to solve the latter dynamic model, we suggest that a further restriction in the probability form f should be considered.
Belief State Space Restriction
In order to achieve further simplification in the dynamic program (8), we take the following approach. Recall that in the FI model related of example 1, any belief vector is transformed, within a single period, into one of the K core beliefs {A 1 , . . . , A K }. Therefore, the number of beliefs that need to be considered when assessing the values of V F I n (n = 2, . . . , N) is fixed and equals to K.
Continuing with the functional form (6) discussed in the previous section, suppose that we select the probabilities f such that for any possible vector π n , the evolutionΘ X (n, π n , x) is restricted to K + 1 vectors, among which K are the core beliefs. In other words, we set Ξ = {0, 1, . . . , K}, so thatΘ X (n, π n , x) = A x for every x ∈ Ω, but with no restriction on the beliefΘ X (n, π n , 0).
Clearly, as illustrated in Figure 1 below, the maximal number of possible values the belief vector π N can take is linear in N. A feasible way to create a belief evolution of the type described above is by setting g j (x|n, π n ) = 1 {x = j} for all x ∈ Ω, in which case,
The values g j (0|n, π n ) are then chosen in a way that for every combination of values {j, n, d, p, π n } the probabilities f are non-negative and satisfy
The latter property imposes some important restrictions on the choice of the h functions as well as the function g · (0|·, ·). To see this, note that ideally, we would like the probability of getting the "signal" x = 0 to be 1. If this is possible, it means that the corresponding ISM process provides no valuable information (since it always signals the same value). Subsequently, not only that the relaxed problem would be easily solvable, but it would actually provide the optimal solution to the original POMDP. For example, such computationally-ideal case is attainable if the probabilities b j (d|n, p) can be written in the multiplicative form g j (0|n, π n ) h (d, 0, n, p, π n ) for any feasible combination {j, n, d, p, π n }. But this clearly represents a non-interesting case in which demand is independent of the core process. Intuitively, for any given set of functions g j (0|n, π n ), we wish to set h (d, 0, n, p, π n ) as high as possible, while maintaining the inequality
and consequently
other words, we interpret the ISM as one that at the end of each period "flips a coin" and either tells the true type of that period, or otherwise "says" 0. The specific complementary probabilities for these two outcomes are given in (9) . It is instructive to note that, in general, even with the signal X = 0, valuable information may be passed to the decision maker. We now proceed with the presentation of the resulting ISM model.
is the value of the belief π n+1 if the ISM process X provides the value 0.
The functions g j (0|n, π n ) can be set with a large degree of flexibility, as long as they maintain the non-negativity constraints, and g j (0|n, π n ) > 0 for some j ∈ Ω for each pair (n, π n ). The simplest choice of g is to set it as a constant across j ∈ Ω, or without loss of generality, set g j (0|n, π n ) ≡ 1.
This choice appeared to work very well for the majority of the settings we analyzed. For a subset of our instances, in which this choice has not demonstrated satisfactory results, we used an enhanced technique for setting the g-values as described below.
Consider the second component within the maximization expression in the dynamic program (10) (i.e., P j∈Ω π n,j · [. . .]). Intuitively, we would like to "minimize" this value through the choice of the values g j (0|n, π n ). The rationale behind this proposition is that by minimizing the "overoptimistic" branches in the hypothetical, ISM-based decision-tree, we would gain a tighter upper bound. However, solving this problem is not an easy task, as the values of g cannot be contingent on the decision parameter p, or the demand realizations d. Moreover, the values V ISM n+1 (q − d, T n (π n )) depend on g -or in plain words -the g-values not only affect the likelihoods of the branches in the decision-tree, but also the expected rewards associated with them. We found through an intensive (heuristic) search among different functional forms, that g j (0|n, π n ) = b j (0|n = 1,p) β worked quite well. Specifically, the value of β provided us with a degree of freedom in searching for the tighter upper bound, and the value ofp was set to be equal to p ISM 1 obtained in an initial iteration that uses g ≡ 1.
An Algorithm for the Upper Bound Model
In this section we outline an algorithm for solving problem (10) . For simplicity of exposition, we describe the case g j (0|n, π n ) = g j (i.e., constant values across all (n, π n ) combinations). Consider a given period n 0 (n 0 = 1, . . . , N), at the beginning of which a belief π n 0 applies, and q n 0 units are available for sale. The value we are interested in calculating is V ISM n 0 (q n 0 , π n 0 ), and in order to attain this goal, we will dynamically solve (10) over the horizon l = 0, 1, . . . , N − n 0 (the index l refers to period n 0 + l). Define the vector valued function
that can practically be stored in a matrix that includes the (only) 1 + (K + 1) · (N − n 0 ) belief vectors used by our algorithm. Recall from Figure 1 above that by the beginning of period n 0 + l, the vector π n 0 evolves into one out of the 1 + l · K belief vectorsπ (i), i ∈ Z l , where
We thus define the functions
and note that equation (10) can be re-written as follows:
The implementation of the latter dynamic program algorithm is very simple, and can follow the next steps: For any initial values of (n 0 , π n 0 , q n 0 ), the matrixπ is constructed. Then, the endproblem W N−n 0 (q, i) is optimized for each possible combination of q ∈ {1, . . . , q 0 } and i ∈ Z N −n 0 (clearly, W l (0, ·) = 0). The general dynamic programming algorithm can be applied now (i.e.,
calculating the values of W l on the basis of W l+1 ), with the values W l+1 discarded upon the completion of the computation of W l . At the final step, only W 0 (q n 0 , 0) = V ISM n 0 (q n 0 , π n 0 ) needs to be calculated. The computation of W 0 (q n 0 , 0) is usually very fast, and took no more than a couple of seconds per each instance studied in our numerical experimnetation (see §5.1).
The solution procedure for the maximization problem in each iteration of the dynamic program (11) is not necessarily simple. Under our choice of the functions g and the specific structure of the probabilities b, the expressions within the maximum operator in (11) appeared to be unimodal in the price, which lends itself to a simple search algorithm. We refer the reader to Ziya et al. (2002) for a description and comparison of various sets of sufficient assumptions that ensure unimodality.
An ISM-Based Heuristic Policy
The ISM approach can be applied not only for the purpose of generating upper bounds. We describe below an ISM-based dynamic pricing strategy, entitled the ISM heuristic. Suppose we are at the start of the horizon (i.e., n 0 = 1), having q 1 units available, and equipped with a belief π 1 . In order to determine the price for the first period, the seller solves model (11) for V ISM the hypothetical ISM process X. In practice, only the first price p ISM 1 (q 1 , π 1 ) is actually used out of this pricing scheme. Then, at the beginning of the second period the seller updates his belief about demand based on the actual information only. In other words, the new belief would become
The seller then simply repeats the above procedure: At the beginning of each period n, the belief π n is calculated using Bayesian scheme (1). Then, depending on the number of units on hand (q n ), the problem V ISM n (q n , π n ) is solved, and the initial price it prescribes, p ISM n (q n , π n ), is applied for that period. Let H ISM 1 (q 1 , π 1 ) be the expected revenue under the ISM heuristic policy, and note that because this heuristic is suboptimal we have
We developed a software code that simulates the use of the above heuristic in a fluctuating demand environment. Using this simulation, we calculated the average total revenues collected under the heuristic,H ISM 
plays an important role. If the gap is relatively small, then we achieve two key objectives: The value
, and in addition, the heuristic policy is close-to-optimal (i.e., H ISM
. When refering to the special ISM case of X = C, we will use "FI" in the superscripts.
In cotrast to the ISM heuristic, open-loop feedback control (OFLC) policies determine prices through a model that "freezes" the path of the belief vector. In other words, the decision-maker assumes that he would be incapable of updating his belief about the core state on the basis of prices and demands observations. For example, when setting the price for period n 0 , the belief path ©π n 0 +l = π n 0 A l : l = 0, . . . , N − n 0 ª can be used. Along the lines of Bertsekas (1995; §6.2), the seller solves the following (N − n 0 + 1)-period dynamic program:
Like the ISM heuristic, the OFLC heuristic updates the belief π n before solving (12) . Note that while the ISM method is based on an exaggeration of the content of information, OFLC policies act as if the seller cannot access the information about historical actions and demands when it comes to learning. We shall examine this limitation in our numerical study.
Discussion
Small gaps can be expected, for instance, when demand is not significantly correlated with the core process, or when the transition probability matrix A has similar row entries. In such cases, learning does not play an important role in the decision process and so the ISM model would closely approximate the optimal value function. In fact, even the FI model would work well for these cases, both as a bound and as an embedded decision tool in the heuristic. Generally, small gap values that are based on the FI model (i.e., η F I ) indicate cases in which learning is not essential.
Recall that optimal pricing policies need to produce a good balance between learning about the environment and an ongoing generation of revenues. To this end, prices may be set in a way that sacrifices short term gains in lieu of information that will lead to higher expected benefits in the future. It is generally hard to clearly distinguish between these effects, since they are usually inter- When referring to passive learning, one needs to be clear about the reference price setting process. Under passive learning strategies, the model used to determine the current action at each decision point, assumes that learning is independent of this choice. The term "passive" reflects the fact that updates to the belief vectors are made prior to each decision point, based on the history of actions and observations. Certainty-equivalent policies (see, e.g., Bertsekas 1995 for an extensive discussion of this subject) and OFLC heuristics are examples of passive learning processes. In fact, our FI heuristic falls under this category too, and we use it as a passive-learning reference process.
Indeed, the dynamic program V F I n (q n , π n ) solved under the FI heuristic, implicitly assumes that prices do not impact learning.
We use the title "active learning" to describe strategies in which the decisions are made through models that consider the impact of actions on the evolution of the belief vector (i.e., learning), even if this relationship is described in an imprecise way. "Limited look ahead" policies (e.g., Carvalho
and Puterman 2003), as well as our general ISM heuristic (i.e., excluding special cases such as FI) fall under this category. Recall that in the dynamic program V ISM n (q n , π n ), prices are expected to impact learning through the process X, yet X is only hypothetical. Of course, a suboptimal activelearning strategy need not be better than a given suboptimal passive-learning strategy. In fact, it is possible that certain active-learning strategies do poorly in learning, compared to other given passive-learning strategies. The optimal policy for the original problem (2) is one that performs active learning in the best possible way.
In order to evaluate the appropriateness of our FI passive learning policy, one can consider the the gap associated with the upper bound V ISM 1 (q 1 , π 1 ) and the value ofH F I 1 (q 1 , π 1 ). Let's call this measure η ISM/F I , and note that η ISM/F I ≤ η F I . If the gap η ISM/F I is tight, but the gap η F I is not, it would suggest that while learning is important, it is quite optimal to conduct it passively, using the FI method. If η ISM is tight, but η ISM/F I is not, it would suggest that passive learning (through the FI heuristic) is insufficient, and active learning (through the ISM heuristic) is one way to perform well. We continue our discussion of this important matter after reporting on our numerical study in §5.1.
Performance Assessment
In this section we report on a numerical study designed to gauge the tightness of the upper bound and the quality of the heuristic policy derived from the approximate ISM-based model. We constructed a set of instances, each specified by a particular combination of system parameters ³ N, q, K, A, {λ k , α k } k∈Ω , π 1 ∈ Π, {τ n } n=1,...,N´.
For each instance, we solved the problem V ISM 1 (q 1 , π 1 ), and calculated the performance estimatē
(q 1 , π 1 ) for our heuristic. While the computation of the upper bounds V ISM 1 is very quick, the simulation procedure is generally time-consuming. Therefore, we confined our analysis to a reasonably large set of 1, 152 instances, constructed by the following combinations:
and τ 1 = . . . = τ N = 1. (We also studied an additional sample of instances with larger values of N and q. The results were consistent with the qualitative insights we report below).
For the dynamics of the core process, we examined 4 types of matrices: (i) "static"; (ii) "absorbing"; (iii) "uniform"; and (iv) "cyclic". These matrices are given below in a respective order:
For the absorbing matrix, we considered the case of ξ ∈ {0.2, 0.5}. The uniform and cyclic matrices are used for the purpose of examining our bounds and heuristics. One can think of the uniform case as stationary but highly unpredictable demand environment. Note that in this case, learning is practically impossible from sales observations, and so even the FI model is equivalent to the original dynamic program. Under the cyclic matrix, the core demand state transitions between demand states in fixed cycles of K transitions. Like in the static environment, the seller may not necessarily know the actual state of demand during each period. In stark contrast with the uniformly random demand fluctuations, the static and cyclic environments represent cases in which knowledge of the current state of the core demand process reveals the true state of the core process for each period during the remainder of the planning horizon. For this reason, it is possible that the ISM model (10) and the heuristic policy driven by it might be bad if they reveal too much of the hidden information about the core process. By selecting these matrices, we hope to provide the reader with a conservative assessment of our upper bound and heuristic in stable (static) and unstable (cyclic) demand environments. Altogether, 5 matrices were examined in the numerical study. The value of the initial belief vector was set depending on the matrix type. We used a uniform belief
¢ for the static, uniform, and cyclic dynamics. For the absorbing state dynamics we used a perfect initial knowledge π 1 = (1, 0, . . . , 0).
For each instance we studied, the values of the demand parameters λ and α averaged across Ω at 2.5 and 1, respectively. We set the individual state-dependent values of these parameters by controlling three aspects. First, is the spread, or the level of variability of each specific parameter across the K demand scenarios. For instance, if the reservation price parameter α has a spread denoted by γ, its minimal and maximal values were set to 2/ (1 + γ) and 2γ/ (1 + γ), respectively.
The other K − 2 values were evenly positioned in between these two extreme values. This way the average value of α across Ω was kept at the value 1. For the values of λ the numbers were set evenly between 5/ (1 + γ) and 5γ/ (1 + γ), so that they average at 2.5. We considered γ ∈ {2, 4};
i.e., a large spread in which the highest level of a parameter is 4 times larger than its lowest level, and a more modest spread in which the maximum-to-minimum ratio is 2.
The second aspect we controlled, is which parameter to vary across k ∈ Ω. Four cases were considered: (i) only λ, with α kept constant; (ii) only α, with λ kept constant; (iii) α and λ varying with positive correlation (i.e., the largest value of α is matched with the largest value of λ, etc.);
and (iv) α and λ varying with a negative correlation. The third aspect controlled was the order of the λ values -i.e., increasing or decreasing in k ∈ Ω. Clearly, this issue is relevant only to the cases of absorbing dynamics and cyclic dynamics. For instance, a decreasing sequence of {λ k } in the absorbing dynamics case with λ's and α's positively correlated, represents a declining demand environment.
Results and Discussion
Our findings are summarized below with respect to the gap η ISM . Among the 1, 152 instances studied, the average gap was about 0.65%, with about 80% of the instances falling below 1%, and about 95% falling below 3%. We note that the standard error in calculating the estimatesH ISM 1 generally fell at about 0.4% of V ISM
1
. The results demonstrated a consistent pattern, as follows.
The largest gaps were found to be strongly dependent on the state dynamics, as reported in Table   1 . The static and cyclic demand environments have the highest gaps, suggesting that settings with strong inter-temporal correlations in the core state process might not be satisfactorily addressed by the ISM approach. ISM for different types of state dynamics (the numbers in brackets represent the 0.90 and 0.95 percentiles). For the uniform case, there were minor gaps, but as expected these were only due to statistical errors in the simulation.
Static
(0.89%, 1.1%) (1.39%, 1.9%) (0%, 0%) (3.64%, 4.29%)
As anticipated, the gap tends to increase with the level of spread in the possible scenario values {α k : k ∈ Ω} and {λ k : k ∈ Ω}. For the smaller spread level of γ = 2, our method works impressively well, with a 0.99 percentile of the gap values at about 2%, and 0.95 percentile at about 1.1%. Interestingly, the gap is influenced primarily by the diversification in the values of α, whereas its dependency on the spread of λ is not significant. Among the quarter of our instances, in which only the value of λ was varied across different core states, the average gap is 0.17%, and does not exceeds 1.6%. Among the cases in which we varied both α and λ across Ω, the correlation between these values did not have any substantial impact on the gap.
The gap tends to be slightly higher for the medium number of core states (i.e., K = 4). This relationship is not exact, but only represents a loose correlation pattern. Nevertheless, the results suggest that the dependency of the gap on K is not significant in general. Among all instances with a gap of 2.5% or higher, the average gap values are 3.83%, 3.98%, and 3.58% for K = 2, 4, and 8, respectively. Among all 1, 152 instances, the corresponding averages are 0.54%, 0.77%, and 0.65%.
On average, the gaps are higher for the largest levels of initial inventory (q), achieving the values 0.37%, 0.8%, and 0.79% for q = 1, 5, and 10, respectively. Nevertheless, among the worst-case scenarios (gap exceeding 2.5%), the average gaps are 4.39%, 3.52%, and 4.06%. The dependency on the level of initial inventory deserves a more detailed attention. As presented in §4.2.2, we solved the ISM-based model by selecting the g-values through a line search over a particular type of a functional form b j (0|n = 1,p) β . This choice of g appears to work quite well for the case q = 1, perhaps because the event of zero demand is the only case that has to be considered for the assessment of expected future revenues. When q is larger, it may be more appropriate to examine functional forms that take into account all the probabilities {b j (d|n = 1,p) : d < q}. In order to gain a clearer perspective on the dependency on q, we examined all instances under the case g ≡ 1. The results are as follows: The average gaps are 0.91%, 1.02%, and 0.88% (statistically indistinguishable) for q = 1, 5, and 10, respectively. Among the scenarios with a gap exceeding 2.5%, the averages are 4.85%, 4.17%, and 4.35% (again, statistically indistinguishable).
The number of periods (N) seems to be positively correlated with the level of the gap, but the gap values tend to grow at a diminishing rate. Figure 2 illustrates this pattern for the combination
, which is among the settings with the poorest gap performance.
In order to examine the passive-learning FI heuristic, as well as the tightness of the upper bound V F I 1 (q 1 , π 1 ), we solved model (3), and simulated the FI heuristic for all 1, 152 instances. We initially calculated the gap measure η F I , and reported its performance on Table 2 . Comparing the corresponding values in the two tables, we note that the gap was significantly worse than η ISM for setting with high inter-temporal correlation in the core state process.
We next examined the effectiveness of the FI heuristic, by measuring the gap η ISM/F I (< η F I ; see §4.5 above). We expected that the value η ISM/F I will be somewhere in the middle of the π 1 ), the FI heuristic should be poorer than our ISM heuristic. The results, however, were quite surprising. We found that the performance under the FI-based heuristic was very similar to our ISM-based heuristic, yielding approximately the same average gap across all 1, 152 instances, and having exactly the same 0.8 and 0.95 percentiles of 1% gap and 3% gap, respectively (i.e., η ISM/F I ≈ η ISM ). Among the instances with the poorest gap performance, one heuristic was at times a bit better than the other, but generally, we do not identify a pattern of significant advantage for the FI heuristic over the ISM heuristic, and vice versa.
Why does the passive-learning FI model works well and above our expectations? We believe that at the first part of a long season (relative to the number of units on hand), optimal pricing should be more aggressive in seeking short-term gains. Most likely, information about the core state would not accrue rapidly, but the season is assumed to be long enough to compensate for such shortcoming. Since high prices will most likely lead to zero demand, learning will be similar under the optimal policy, the ISM heuristic, and the FI heuristic. Specifically, when demand is zero, no significant change to the current belief will be made, and if demand is larger than zero, a shift of belief to the most optimistic scenario (in terms of α-value) would happen. When the number of periods remaining to the end of the season is relatively small compared to the number of items in inventory, the seller becomes concerned about missing the opportunity to sell goods, if he bets on high prices. This concern will motivate the seller to set the prices at a medium level. We now propose an explanation similar in spirit to that provided by Lovejoy (1993) and Hu et al. (1996) : When the spread among the core state parameters is large enough, medium-level prices will most likely lead to different demand levels under each core state, and hence information can be expected to accumulate quickly. If the spread is small, then information may not accrue rapidly, but the lack of information is less costly. Hence, the fact that the FI and ISM heuristics do not completely incorporate the actual learning evolution process, is not bothersome.
While the ISM and FI heuristics appear to set different prices, overall, it seems to be (based on our results) that in each case the prescribed prices maintain a good balance between current vs. future revenues; i.e., in a way that is consistent with the overall goal of expected revenue optimization.
For those cases that exhibit potentially unsatisfactory gap levels (say, above 3%), we believe that technical improvements within the ISM framework can yield additional reductions in the gap η ISM .
In fact, for a set of individual scenarios, we identified some ad-hoc structures of the g-functions, that enabled us to reduce the gap by 50% (e.g., from about 4% to 2%). Yet, the heuristics based on these ad-hoc upper bound improvements did not yield increases in the expected revenue performance,
as assessed by simulations studies with a very large number of runs per instance (400, 000). This strengthens our feeling that both the FI-and the ISM-based heuristics work quite well across virtually all cases, with gaps that are possibly lower than those reported on Table 1 above.
We believe that the effectiveness of the FI and ISM policies are coming from the fact that both of them model a trade-off between current and future sales over the entire remaining horizon.
This trade-off is not precise, in the sense that information is not modeled in an exact way, but as we explained above, this does not seem to be a cause of substantial sub-optimality. To further strengthen this insight, we used the simulation to examine the effectiveness of the OFLC heuristic described in §4.4. Our results demonstrate a comparable performance to our ISM and FI heuristics.
Hence, a passive-learning policy happens to do well, regardless of whether the decision-maker is optimistic about learning (FI heuristic), or pessimistic (OFLC heuristic). What happens when a policy doesn't consider the whole horizon? To answer this question, we considered a one-step lookahead OFLC policy that considers only the current and next periods in the dynamic program (12) .
The results confirmed our intuition, demonstrating a significant sub-performance when q is small and reasonable performance when q is large; see Table 3 below. We contend that when inventory is large enough, one may expect limited look-ahead policies to work well. But when inventory is scarce, such policies may suffer from significant subperformance, as these heuristics might not identify the potential benefits of gambling on high prices. This lesson sharpens and extends the observations in Carvalho and Puterman (2003) . 
Analyses and Managerial Insights
In this section, we utilize our approximation technique and the ISM heuristic to gain several important managerial insights. Out of a variety of potential issues that can be handled by our models, we selected a set of relevant questions that do not lend themselves to immediate answers.
Pricing and the Length of the Sales Season
Consider the price set at the beginning of a given period n 0 , p ISM n 0 (q n 0 , π n 0 ). The literature on dynamic pricing (Gallego and van Ryzin 1994) suggests that in the stationary case of a fixed and known demand function (i.e., K = 1), there is a clear relationship between the time left to the end of the sales season and the optimal price. As long as the number of units of the product is unchanged, prices continuously decrease over time. In other words, the further we are from the end of the season, the more affordable it is for the seller to bet on short-term gains by setting high prices. In the case of hidden state information, we need to consider the evolution of beliefs as well. do mainly with the learning process. Note that when no sales are observed, it is hard to distinguish whether it is due to low average reservation prices or low store traffic intensity. If a relatively high price is set and no demand occurs, the seller's belief would shift to the low α scenario, and a smaller price would probably be set for the following period. Then, if no sale is observed, the belief would shift to the low λ scenario, pressuring for a price increase in the next period, and so forth. Intuition suggests that pricing strategies that are more aggressive in nature (price too low in order to learn, or too high in order to make short-term gains) may be susceptible to an undesirable, nervous pricing bahavior. Our second illustration, presented in Figure 5 , depicts the first period prices as a function of the length of the horizon (note that this is different than a price path). Here, only the case of a negative correlation between the α and λ values is considered, in order to dramatize our message below. As expected, initial prices in the FI model are growing in N. Since model (3) ignores the aspect of active learning, the longer the season, the greater is the motivation to bet on high prices.
In contrast, we see that the ISM actively pursues learning. For example, when having two periods, the seller would post a lower price than in the case of a single-period horizon, apparently in order to learn about the state of the core process. If, however, the horizon is of length 5 and above, the initial price would turn to be primarily motivated by short-term gains. 
Variability of the Demand Scenarios
We explored the behavior of the start-of-the-season price as a function of the dispersion (γ) among the parameters α and λ, characterizing the different demand scenarios. We found that the prices are relatively constant when there is a complete knowledge of the parameter α, but the {λ k } values vary. In such cases, a seller can comfortably assume, without a significance loss of expected revenues, that the actual value of λ in current period is equal to the current point estimate of its
value. Yet, we emphasize that this does not mean that the seller should ignore the uncertainty about the parameter λ throughout the remainder of the season. Instead, the seller has to keep updating his belief about λ at the end of each period. Take for example the implication of this observation in cases where the value of q is large enough so that inventory is almost never depleted.
Since the seller need not be concerned of selling items too quickly without exploiting the market potential, and since we observed that the seller need not worry much about the way that current prices impact learning, it would be close-to-optimal to set prices in a myopic way, by maximizing the current period's expected profit. Given the specific parameters examined above, the price that maximizes the first period's expected revenue p P k∈Ω π 1,k λ k e −p/α , is p = α. The level of dispersion of the price reservation parameters {α k } may have a significant impact on prices. For instance, consider the base combination N = 2, K = 2, A ="static", and a uniform initial belief. Figure 6 shows the initial prices for the two-period pricing problem, as a function of the spread level γ. The prices prescribed by the FI heuristic in this case are identical to the prices that would be prescribed if N = 1, under both FI and ISM heuristics. In other words, none of the heuristics seems to be aggressive in short-term gain maximization. We observe that while uncertainty in the parameter λ only, has no impact on pricing decisions, prices are sensitive to the level of uncertainty about α. We suspect that the fact that the ISM prices are below the FI prices, is an indication that ISM conducts active learning. In brackets we specify which parameters vary. When both α and λ are varying, the correlation is noted.
Timing and Frequency of Price Changes
When price changes are costly, managers need to carefully assess their values. Our models can be utilized to study, for instance, the timing and frequency of price changes. Suppose that during a horizon of length T , there is only a single opportunity to change the price, and the timing of the change (say, τ ) has to be scheduled upfront. What sorts of considerations affect the best choice of τ ? To answer this question, we can study a two-period model with τ 1 = τ as the length of the first period, and τ 2 = T − τ 1 as the length of the second period. Across a limited set of instances we examined, we found that the choice of τ depends on the level of initial inventory (q). This, as of itself, is not surprising. But we also found an additional interesting and noteworthy property (on the basis of our study of static demand patterns): If uncertainty is only about the store visit intensity λ, one does not need to worry about the dependency of the best τ on q. In fact, setting τ = T/2 would be fine. But when uncertainty about the value of the average reservation prices (α) exists, one needs to consider the timing more carefully. In the settings we studied, suboptimality due to the choice τ = T /2 was about 3% in expected revenues, compared to about 0.25% when the level of α is known.
Consider now the frequency of the price changes, defined as the number of times a price can be set/reset during the season. Suppose that for a given frequency the pricing periods are set to be of equal length, and let the reference case represent a setting in which the price cannot be changed during the sales season. Based on a study of a limited set of instances, we observe monotonicity and concavity of the percentage increase in expected revenues, with respect to f . In other words, having more opportunities to change the price always brings benefits, however, at a diminishing rate. The expected gains due to increases in price change frequencies are felt more heavily in settings with uncertainty about α, than in settings with uncertainty about λ.
Conclusions
This paper discusses an important task of revenue management processes relevant to sellers of fashion-like products. We consider the pricing of goods in dynamic market environments characterized by high degree of demand uncertainties, and rapidly changing demand parameters (Song and Zipkin 1993, Johnson 2001 ). In such settings, it is often the case that sellers can learn about the statistical properties of the demand from actual sales figures (Fisher et al. 2000) , but sales figures depend on prices. With the objective of maximizing expected revenues, the seller needs to post prices in a way that achieves an optimal balance between current and future gains. This is a complex task that has to incorporate the intricate influence of limited inventories and learning about demand, on optimal pricing. To study this problem, we develop a stylized partially observed Markov decision process (POMDP) framework. While the model provides an elegant description of the demand environment, it is prohibitively hard to solve optimally. To this end, we develop a model approximation, based on an information-structure modification (ISM) to the original problem. The optimal solution to the ISM model is relatively simple, and not less importantly, it serves as a rigorous and impressively tight upper bound on the optimal expected revenues. This bound enable us to conduct an effective numerical study in which we test four different heuristics (ISM, FI, OFLC, and one-step look ahead; see §5.1).
We found that our ISM heuristic exhibits an impressive performance in general. The subperformance gap tends to be higher when dealing with scenarios characterized by all of the following three conditions: (i) A relatively high inter-temporal correlation in the core demand state process;
(ii) A high diversification of the average reservation prices across the core states Ω; and (iii) A long-enough planning horizon (N). We also investigated two types of passive-learning heuristics:
The FI policy which is extremely optimistic in terms of the ability of the seller to learn about the demand, and the OFLC policy which is extremely pessimistic in that sense. Surprisingly, both heuristics performed comparably to the active-learning ISM heuristic, very close-to-optimal. This led us to make the conjecture that the most important trade-off in the pricing process has to do with the limited level of inventory. Pricing goods too high is a good betting strategy when the length of the season is long enough. In plain words, selling a product early at a low cost is a waste of limited capacity. What we assert is that learning should not interfere with this objective. To gain additional confidence for this argument, we tested a one-step look ahead policy, and found that when inventory is unlimited it works well (see also Carvalho and Puterman 2003) . However, when inventory is limited, the subperformance of such policy can be as bad as 30%. Our paper also provides insights into the impact of the length of the season and demand uncertainty on pricing, as well as the timing and frequency of price-changes during a sales season.
As mentioned in the introduction, our work offers a contribution to the study of POMDP's in general. Researchers and practitioners have identified a wide variety of applications of POMDP's, ranging from inventory management, fishery and agriculture, maintenance, speach recognition, advertising, and bioinformatics. We hope that our ISM framework will offer a valuable input for continuing research in this area, and for implementation of decision-support tools in industrial applications.
