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A Friedrichs-Maz’ya inequality for functions of bounded
variation
Luca Rondi∗
Abstract
The aim of this short note is to give an alternative proof, which applies to functions
of bounded variation in arbitrary domains, of an inequality by Maz’ya that improves
Friedrichs inequality. A remarkable feature of such a proof is that it is rather elemen-
tary, if the basic background in the theory of functions of bounded variation is assumed.
Never the less, it allows to extend all the previously known versions of this fundamen-
tal inequality to a completely general version. In fact the inequality presented here is
optimal in several respects.
As already observed in previous proofs, the crucial step is to provide conditions
under which a function of bounded variation on a bounded open set, extended to zero
outside, has bounded variation on the whole space. We push such conditions to their
limits. In fact, we give a sufficient and necessary condition if the open set has a boundary
with σ-finite surface measure and a sufficient condition if the open set is fully arbitrary.
Via a counterexample we show that such a general sufficient condition is sharp.
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1 Introduction
The aim of this paper is to prove by almost elementary methods an extremely general
version of a Maz’ya inequality for functions of bounded variation defined on a bounded
open set Ω ⊂ RN , N ≥ 2. Such an inequality implies and extends the so-called Friedrichs
inequality.
We shall use only the basic theory of functions of bounded variation, which may be
found for instance in the books [1, 7], possibly with the single exception of a deep result by
Federer, Theorem 4.5.11 in [5].
Given Ω ⊂ RN , N ≥ 2, open and bounded, and u a function defined on Ω, Friedrichs
proved, under suitable assumptions on Ω and u, the following inequality [6]
(1.1) ∥u∥L2(Ω) ≤ C [∥∇u∥L2(Ω) + ∥u∥L2(∂Ω)] .
where the constant C is clearly independent on u.
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Such an estimate has been greatly improved by Maz’ya in [8]. He proved that, given
Ω ⊂ RN , N ≥ 2, open and bounded, for any u ∈ C(Ω) ∩W 1,1(Ω) we have
(1.2) ∥u∥LN/(N−1)(Ω) ≤ C(N) [∥∇u∥L1(Ω) + ∥u∥L1(∂Ω)] .
Here and in (1.1), the last integral is with respect to the surface measure HN−1 and in
the sequel of the paper any integral or Lp space over ∂Ω will be intended with respect to
the surface measure HN−1, unless explicitly stated otherwise. The constant C(N) in (1.2)
depends on N only and coincides with the one of the isoperimetric inequality, that is
(1.3) C(N) =
∣B1∣(N−1)/N
HN−1(∂B1)
where B1 is any ball of radius 1 in R
N , ∣B1∣ is its N -dimensional Lebesgue measure and
HN−1(∂B1) is the surface measure of the unit sphere in RN . In fact the constant C(N) may
not be improved. A proof of this inequality may be found in the book of the same author
[9], see the Corollary on page 319. We shall refer to the inequality (1.2) as Maz’ya inequality
and we notice that it implies the classical Friedrichs inequality (1.1), see Remark 2.5.
Concerning the corresponding Maz’ya inequality for BV functions, this may be based
on the following kind of extension result. Given u, a function of bounded variation on a
bounded open set Ω, which is extended to zero outside Ω, we look for a condition that allows
us to say that u is still of bounded variation on the whole RN .
Under the assumption that Ω is a set of finite perimeter and HN−1(∂Ω/∂∗Ω) = 0, where
∂∗Ω is the essential boundary of Ω, the extension problem is solved in [9], see the Lemma
on page 496, Section 9.5.5. A corresponding Maz’ya inequality is given in the same book
[9], in Section 9.5.7, see Theorem 1 on page 499. We wish to remark that both these results
have been extended in [3] to the case in which Ω is a bounded open set with finite perimeter
and ∂Ω is countably HN−1-rectifiable.
We generalise these results into two directions. We first prove a necessary and sufficient
condition for the extension problem for BV functions, under the only assumption that Ω
is a bounded open set such that ∂Ω is σ-finite with respect to the HN−1 measure, see
Theorem 2.6, and obtain the corresponding Maz’ya inequality. This result extends the ones
in [3].
Second, we drop any assumption on the bounded open set Ω and we obtain our main
result, Theorem 2.2, which contains a most general version of Maz’ya inequality where the
bounded open set Ω is arbitrary and u is just a function of bounded variation on Ω. Finally,
in Remark 2.10 we show the sharpness of this general result.
Finally, we wish to point out that this result fits into an interesting ongoing research
that aims to extend and generalise classical inequalities to arbitrary domains. For example,
recently this has been done for Sobolev inequalities in [4].
2 The general Maz’ya inequality
Throughout the paper, the integer N ≥ 2 will denote the space dimension. By equivalence
with respect to perturbations on sets of measure zero, any measurable set contained in RN
will be assumed to be a Borel set and any measurable function u which is finite almost
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everywhere (with respect to the Lebesgue measure) will be assumed to be a real-valued
Borel function. For any s ≥ 0 we denote with Hs the s-dimensional Hausdorff measure.
Let E ⊂ RN be a Borel set. For any x ∈ RN and any t ∈ [0,1], we say that E has density
t at x if
lim
ρ→0+
 
Bρ(x)
χE(y)dy = t
where χE denotes the characteristic function of E. For any t ∈ [0,1] we call Et the subset
of points x of RN such that E has density t at x. We notice that Et is a Borel set for
any t ∈ [0,1] and that E0 and E1 may be considered as the measure theoretic exterior and
interior of E, respectively. We call ∂∗E, the essential boundary of E, the set RN/(E0 ∪E1).
Throughout the paper we fix Ω ⊂ RN , N ≥ 2, open, and a Borel function u ∶ Ω → R. We
shall always tacitly assume that u is extended to zero outside Ω, that is u ∶ RN → R is a
Borel function which is 0 almost everywhere outside Ω. Further assumptions on Ω and u
will be specified as needed.
We call u+ = u ∨ 0 =max{u,0} and u− = −(u∧ 0) = −(min{u,0}) so that u = u+ − u− and∣u∣ = u+ + u−. Furthermore, for any t > 0 we define ut as the following truncated function
ut = (u ∧ t) ∨ (−t).
There are several ways to define the discontinuity set of a real-valued Borel function.
We follow Definition 1.57 in [2] and Definitions 3.63 and 3.67 in [1] and we state a few of
their basic properties, see the cited references for details.
For any x ∈ RN we define the approximate upper and lower limits of u at x as follows
u+(x) = ap-lim sup
y→x
u(y) = inf{t ∶ {u > t} has density 0 in x};
u−(x) = ap-lim inf
y→x
u(y) = sup{t ∶ {u > t} has density 1 in x}.
Clearly u− and u+ are Borel functions with values in the extended real line and −∞ ≤
u−(x) ≤ u+(x) ≤ +∞. If u+(x) = u−(x) we have u+(x) − u−(x) = 0 and we call the common
value u˜(x), the approximate limit of u at x, that is
u˜(x) = u+(x) = u−(x) = ap-lim
y→x
u(y),
and we say that u is approximately continuous at x. We call S(u) the set of x ∈ RN such
that u is not approximately continuous at x.
For any Ω ⊂ RN open and any function u ∈ L1loc(Ω), we say that x ∈ Ω is a Lebesgue
point for u if there exists u˜(x) ∈ R such that
lim
ρ→0+
 
Bρ(x)
∣u(y) − u˜(x)∣dy = 0.
We call Su the set of points x ∈ Ω such that x is not a Lebesgue point for u. Since for any
Lebesgue point x we have that u is approximately continuous at x and its approximate limit
coincide with u˜(x) we deduce that S(u) ⊂ Su. Moreover, if x is a Lebesgue point for u, it is
a Lebesgue point for ∣u∣ too and ̃∣u∣(x) = ∣u˜∣(x), thus S∣u∣ ⊂ Su. We have that Su is a Borel
set of measure zero and u˜ is a real-valued Borel function defined on Ω/Su that coincides
almost everywhere with u. Finally, if u ∈ L∞loc(Ω), then actually S(u) = Su.
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Furthermore, for any real-valued Borel function u, and any 0 < s < t, we have that
S(us) = Sus ⊂ S(ut) = Sut ⊂ S(u) and for any x ∈ S(u) we have
∣u+s (x) − u−s (x)∣ ≤ ∣u+t (x) − u−t (x)∣ ≤ ∣u+(x) − u−(x)∣.
We also have that S(∣u∣), S(u+) and S(u−) are contained in S(u) and for any x ∈ S(u) we
have
(2.1) ∣∣u∣+(x) − ∣u∣−(x)∣ ≤ ∣u+(x) − u−(x)∣ and ∣∣u∣+(x) − ∣u∣−(x)∣ ≤ ∣u∣+(x)
and
(2.2) max{∣u++(x) − u−+(x)∣ , ∣u+−(x) − u−−(x)∣} ≤ ∣u+(x) − u−(x)∣,
where we used the notation u++ = (u+)+. Finally,
S(u) =⋃
n
S(un)
from which we deduce that S(u) is a Borel set of measure zero.
Finally, for any u ∈ L1loc(Ω) and any x ∈ Ω we say that x is an approximate jump point
for u if there exists a triple (u˜−(x), u˜+(x), ν(x)), or equivalently (u˜+(x), u˜−(x),−ν(x)), such
that u˜−(x) and u˜+(x) are different real numbers, ν(x) is a unit vector in RN and
lim
ρ→0+
 
B+ρ (x,ν(x))
∣u(y) − u˜+(x)∣dy = 0 and lim
ρ→0+
 
B−ρ (x,ν(x))
∣u(y) − u˜−(x)∣dy = 0
where, for any ρ > 0, B±ρ (x, ν(x)) = {y ∈ Bρ(x) ∶ y ⋅ ν(x) ≷ 0}. We denote with Ju the
set of approximate jump points of u or jump set of u. In this case, neither J∣u∣ ⊂ Ju nor
Ju ⊂ J∣u∣ hold, but for any x ∈ Ju the previous limits hold for ∣u∣ with ̃∣u∣+(x) = ∣u˜+(x)∣ and̃∣u∣−(x) = ∣u˜−(x)∣. We notice that Ju ⊂ S(u) and for any x ∈ Ju we have u˜−(x) = u−(x) and
u˜+(x) = u+(x), provided we choose ν(x) such that −∞ < u˜−(x) < u˜+(x) < +∞.
For any Ω ⊂ RN open and any function u ∈ L1loc(Ω) we call the total variation of u on
Ω, ∣Du∣(Ω), the following
∣Du∣(Ω) = sup{∫
Ω
u divg ∶ g ∈ C10(Ω,RN) such that ∥g∥L∞(Ω) ≤ 1} .
If ∣Du∣(Ω) is finite we say that u is a function of bounded variation in Ω. We call BV (Ω) ={u ∈ L1(Ω) ∶ ∣Du∣(Ω) < +∞}.
It is a well-known fact that if u ∈ L1loc(Ω) has bounded variation then also u+, u− and∣u∣ have. Moreover,
(2.3) ∣Du+∣(Ω) + ∣Du−∣(Ω) = ∣Du∣(Ω) ≥ ∣D∣u∣∣ (Ω).
Therefore, if ∣Du∣(Ω) is finite, for any t > 0 we have that ut ∈ BV (Ω)∩L∞(Ω) and ∣Dut∣(Ω) ≤∣Du∣(Ω).
We shall also use the following formula. For any t ∈ R we define Ωt = {x ∈ Ω ∶ u(x) >
t} ⊂ Ω. We recall that
(2.4) ∣Du∣(Ω) = ∫ +∞
−∞
P (Ωt,Ω)dt,
where P (Ωt,Ω) = ∣DχΩt ∣(Ω).
The basic inequality is the following well-known Sobolev inequality for BV functions,
see for instance [7, Theorem 1.28]
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Theorem 2.1 Let u ∈ BV (RN) be such that u = 0 almost everywhere outside a bounded
set. Then ∥u∥LN/(N−1)(RN ) ≤ C(N)∣Du∣(RN).
Notice that C(N) is a constant depending on N only and it is given by (1.3). It coin-
cides with the best constant in the isoperimetric inequality, which by the way is an easy
consequence of this result, thus it may not be improved.
The inequality we shall prove is the following.
Theorem 2.2 Let Ω ⊂ RN be a bounded open set and u ∈ L1loc(Ω), u extended to zero
outside Ω. Then
(2.5) ∥u∥LN/(N−1)(Ω) ≤ C(N) [∣D∣u∣∣ (Ω) +∫
∂Ω
∣u∣+(y)dHN−1(y)] .
Remark 2.3 Let us notice that for any x ∈ ∂Ω ∩Ω0, then, no matter what Borel function
u ∶ Ω → R we have, u and ∣u∣ are approximately continuous at x and u˜(x) = ̃∣u∣(x) = 0,
therefore ∣u∣+(x) = 0 as well. Moreover, S(u) ∩ ∂Ω ∩Ω0 = S(∣u∣) ∩ ∂Ω ∩Ω0 = ∅.
We notice that we have essentially no assumption on u and Ω. Of course the result is
trivial if the right hand side is equal to +∞.
Let us mention and prove the following corollary, which is a slightly more general version
of the result of Corollary 1, page 391, in [9].
Corollary 2.4 Let Ω ⊂ RN be a bounded open set and u ∈ L1loc(Ω), u extended to zero
outside Ω.
Let us fix
(2.6) r ≥ 1, q =
rN
N − 1
≥
N
N − 1
, 1 ≤ p =
rN
N − 1 + r
< N
or, equivalently,
1 ≤ p <N, r =
p(N − 1)
N − p
≥ 1, q =
pN
N − p
.
Assume that ∇u ∈ Lp(Ω,RN), then there exists a constant C(N,r), depending on N and
r only, such that
(2.7) ∥u∥Lq(Ω) ≤ C(N,r) [∥∇u∥Lp(Ω) + ∥∣u∣+∥Lr(∂Ω)] .
Remark 2.5 We notice that from (2.7) we can easily deduce the classical Friedrichs in-
equality (1.1). In fact, if we choose r = 2, then q = 2N/(N − 1) > 2 and p = 2N/(N + 1) < 2.
Therefore a simple application of Ho¨lder inequality leads to (1.1) with a constant C de-
pending on N and ∣Ω∣ only.
Proof. The case r = 1 is included in Theorem 2.2, thus we assume r > 1. For the time
being, let us assume that u ∈ L∞(Ω). We take ∣u∣r and we observe that (∣u∣r)+ = (∣u∣+)r on
∂Ω and that
∫
Ω
∥∇(∣u∣r)∥ = ∫
Ω
r∣u∣r−1∥∇u∥ ≤ r (∫
Ω
∣u∣rN/(N−1))(N−1)(r−1)/(rN) ∥∇u∥Lp(Ω).
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We can apply Theorem 2.2 to ∣u∣r and obtain that
∥u∥rLq(Ω) ≤ C(N) [r∥u∥r−1Lq(Ω)∥∇u∥Lp(Ω) + ∥∣u∣+∥rLr(∂Ω)] .
For any constant λ > 0, we have that
r∥u∥r−1Lq(Ω)∥∇u∥Lp(Ω) ≤ (r − 1)λr/(r−1)∥u∥rLq(Ω) + λ−r∥∇u∥rLp(Ω).
Choosing λ such that C(N)(r − 1)λr/(r−1) = 1/2, we infer that
∥u∥rLq(Ω) ≤ 2C(N) [λ−r∥∇u∥rLp(Ω) + ∥∣u∣+∥rLr(∂Ω)] ,
that is ∥u∥Lq(Ω) ≤ (2C(N))1/r [λ−1∥∇u∥Lp(Ω) + ∥∣u∣+∥Lr(∂Ω)] .
An easy computation shows that
(2C(N))1/r max{λ−1,1} ≤ 2C(N)r.
and the proof is concluded by choosing C(N,r) = 2C(N)r.
We can easily drop the assumption that u ∈ L∞(Ω) by taking ut with t > 0 and letting
t→ +∞. ◻
Clearly, the main issue to solve in order to prove Theorem 2.2 is the following. Assuming
that Ω is a bounded open set and u is a function of bounded variation in Ω, which conditions
are sufficient to have that u, extended to 0 outside Ω, belongs to BV (RN)? And in this
case, what is the relation between ∣Du∣(RN) and ∣Du∣(Ω)?
Before proving Theorem 2.2 we shall state and prove a sharper result under the assump-
tion that the boundary of Ω is σ-finite with respect to the HN−1 measure. We recall that, by
a σ-finite set with respect to a measure, we mean a measurable set which may be obtained
as the union of a sequence of measurable sets with finite measure.
Theorem 2.6 Let Ω ⊂ RN be a bounded open set such that ∂Ω is σ-finite with respect to
the HN−1 measure. Let u be a function of bounded variation on Ω, that is u ∈ L1loc(Ω) such
that ∣Du∣(Ω) < +∞.
Then u ∈ BV (RN) if and only if
(2.8) ∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y) < +∞.
In this case
(2.9) ∣Du∣(RN) = ∣Du∣(Ω) +∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y)
and
(2.10) ∥u∥LN/(N−1)(Ω) ≤ C(N) [∣D∣u∣∣ (Ω) + ∫
∂Ω∩S(∣u∣)
∣∣u∣+(y) − ∣u∣−(y)∣dHN−1(y)] .
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Remark 2.7 Let us observe that in all the integrals above we can replace ∂Ω ∩ S(u) and
∂Ω∩S(∣u∣) with ∂Ω or, by Remark 2.3, with ∂Ω∩S(u)/Ω0 and ∂Ω∩S(∣u∣)/Ω0, respectively.
Moreover we have that, by (2.3), ∣D∣u∣∣ (Ω) ≤ ∣Du∣(Ω) and, by (2.1),
(2.11) ∫
∂Ω∩S(∣u∣)
∣∣u∣+(y) − ∣u∣−(y)∣dHN−1(y) ≤ ∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y) and
∫
∂Ω∩S(∣u∣)
∣∣u∣+(y) − ∣u∣−(y)∣dHN−1(y) ≤ ∫
∂Ω
∣u∣+(y)dHN−1(y).
Thus we have obtained, under this assumption on Ω, a perfectly sharp and improved form
of Theorem 2.2. Let us finally notice that we do not even require that Ω has finite perimeter.
Remark 2.8 Also Corollary 2.4 may be improved in this case. In fact, assume that Ω ⊂ RN
is a bounded open set such that ∂Ω is σ-finite with respect to the HN−1 measure, thus Ω
may not have finite perimeter. Let u ∈ L1loc(Ω), u extended to zero outside Ω. Let r, p and
q be as in (2.6) and assume that ∇u ∈ Lp(Ω,RN). Then, for the same constant C(N,r)
appearing in (2.7), we have
(2.12) ∥u∥Lq(Ω) ≤ C(N,r)[∥∇u∥Lp(Ω) + (∫
∂Ω∩S(∣u∣)
∣(∣u∣+)r(y) − (∣u∣−)r(y)∣dHN−1(y))1/r] .
Proof. One implication is easy. If u ∈ BV (RN) then ∣Du∣(RN) = ∣Du∣(Ω) + ∣Du∣(∂Ω) +∣Du∣(RN /Ω) = ∣Du∣(Ω) + ∣Du∣(∂Ω).
By Theorems 3.78 and 3.77 and Lemma 3.76 in [1], HN−1(Su/Ju) = 0 and
(2.13) ∣Du∣(∂Ω) = ∣Du∣(∂Ω ∩ Su) = ∫
∂Ω∩Su
∣u+(y) − u−(y)∣dHN−1(y) =
∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y) = ∫
∂Ω∩Ju
∣u+(y) − u−(y)∣dHN−1(y).
Here the assumption that ∂Ω is σ-finite with respect to the HN−1 measure is used to be
sure that, on ∂Ω, Du coincides with its jump part Dj(u) and no contribution is due by the
absolutely continuous part and by the Cantor part of Du. Since ∣Du∣(∂Ω) ≤ ∣Du∣(RN) < +∞,
we have that (2.8) holds. Moreover, (2.9) holds as well, whereas (2.10) immediately follows
from (2.9) and Theorem 2.1.
We now deal with the other implication. We divide the proof into three cases.
First case. Assume that HN−1(∂Ω) < +∞ and that u ∈ L∞(Ω). We claim that if u has
bounded variation on Ω, then u ∈ BV (RN) and, by the previous part of the proof, (2.9)
holds.
The proof of this claim follows the proof of Proposition 3.62 in [1] that shows that, under
these assumptions, Ω is a set of finite perimeter. There exists a constant C1(N), depending
on N only, such that for any δ, 0 < δ < 1, we can find xi ∈ ∂Ω and ri > 0, i = 1, . . . , n, such
that for any i = 1, . . . , n we have 2ri < δ and, setting Bδi = B2ri(xi),
∂Ω ⊂ Bδ =
n
⋃
i=1
Bδi and
n
∑
i=1
HN−1(∂Bδi ) ≤ C1(N) (HN−1(∂Ω) + δ) .
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We call uδ the function which is equal to u in Ω/Bδ and zero otherwise. An easy appli-
cation of Theorem 3.84 in [1] shows that uδ ∈ BV (RN). Moreover, for any δ, 0 < δ < 1,
∣Duδ ∣(RN) ≤ ∣Du∣(Ω/Bδ) + 2∥u∥L∞(RN )
n
∑
i=1
HN−1(∂Bδi ) ≤
∣Du∣(Ω) + 2∥u∥L∞(RN )C1(N) (HN−1(∂Ω) + 1) .
Since, as δ → 0+, uδ converges to u in L1(RN) we easily conclude that u ∈ BV (RN) as
well.
Second case. We drop the assumption that HN−1(∂Ω) < +∞. However we assume that
u ∈ L∞(Ω) and that u ≥ 0 everywhere in Ω.
For any t ∈ R we define Ωt = {x ∈ Ω ∶ u(x) > t} ⊂ Ω as before. We wish to show that∣Du∣(RN) = ∫ +∞−∞ P (Ωt,RN)dt is finite. We remark that since u ≥ 0 we can restrict this
integral and the one in (2.4) to the interval (0,+∞).
We have that, for any t > 0,
(2.14) {x ∈ ∂Ω ∶ u+(x) > t} ⊂ (∂∗Ωt ∪Ωt1) ∩ ∂Ω ⊂ {x ∈ ∂Ω ∶ u+(x) ≥ t}.
Moreover, for any x ∈ ∂Ω, if x ∈ ∂∗Ωt then u−(x) ≤ t ≤ u+(x). For any x ∈ ∂Ω we call
Ex = {t > 0 ∶ x ∈ ∂∗Ωt} and ∣Ex∣ = ∫ +∞0 χEx(t)dt. We notice that Ex ⊂ [u−(x), u+(x)], hence∣Ex∣ ≤ ∣u+(x)−u−(x)∣. Therefore, since ∂Ω is σ-finite with respect to the HN−1 measure, we
can use the Fubini Theorem and obtain
∫
+∞
0
HN−1(∂∗Ωt ∩ ∂Ω)dt = ∫
∂Ω
∣Ey ∣dHN−1(y) ≤
∫
∂Ω
∣u+(y) − u−(y)∣dHN−1(y) = ∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y).
We conclude that
(2.15) ∫
+∞
0
HN−1(∂∗Ωt)dt = ∫ +∞
0
HN−1(∂∗Ωt ∩Ω)dt + ∫ +∞
0
HN−1(∂∗Ωt ∩ ∂Ω)dt ≤
∣Du∣(Ω) + ∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y).
Now we use a deep result by Federer, see Theorem 4.5.11 in [5], that guarantees that for
any bounded Borel set E such that HN−1(∂∗E) is finite, then E is a set of finite perimeter
and, consequently, P (E,RN) = HN−1(∂∗E).
Hence, for almost any t > 0, HN−1(∂∗Ωt) is finite and coincides with P (Ωt,RN). Then
(2.15) guarantees that u ∈ BV (RN).
General case. For the time being we drop the assumption that u ∈ L∞(Ω) but we keep
the fact that u ≥ 0 everywhere in Ω.
However, by the previous steps, for any t > 0, we have that ut ∈ BV (RN), ∣Dut∣(Ω) ≤∣Du∣(Ω) and
∣Dut∣(∂Ω) = ∣Dut∣(∂Ω ∩ Sut) = ∫
∂Ω∩S(ut)
∣u+t (y) − u−t (y)∣dHN−1(y) ≤
∫
∂Ω∩S(ut)
∣u+(y) − u−(y)∣dHN−1(y) ≤ ∫
∂Ω∩S(u)
∣u+(y) − u−(y)∣dHN−1(y) < +∞.
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We conclude that, for some constant C independent of t > 0, we have
∥ut∥LN/(N−1)(RN ) + ∣Dut∣(RN) ≤ C for any t > 0.
Since, as t → +∞, ∣ut∣ converges monotonically to ∣u∣ everywhere in RN , we have that∥ut∥LN/(N−1)(RN ) converges to ∥u∥LN/(N−1)(RN ). We conclude that u ∈ L1(RN) and since, as
t → +∞, ut converges to u everywhere in RN and in L1(RN) we immediately infer that
u ∈ BV (RN).
Finally we can easily drop the assumption that u ≥ 0 everywhere in Ω, by using u+ and
u− and the estimates (2.3) and (2.2). The proof is concluded. ◻
Remark 2.9 Under the assumptions of Theorem 2.6, let us assume that also (2.8) holds.
Then we can compute ∣Du∣(∂Ω) by using the formula in (2.9) or the equivalent formulations
in (2.13), see also Remark 2.7.
Another interesting remark is the following. Assume that Ω is a bounded open set such
that Ω is a set of finite perimeter. Then (2.8) and (2.9) may be replaced, respectively, by
(2.16) ∫
∂∗Ω
∣u∣+(y)dHN−1(y) + ∫
∂Ω∩Ω1
∣u+(y) − u−(y)∣dHN−1(y) < +∞
and, provided (2.16) holds,
(2.17) ∣Du∣(RN) = ∣Du∣(Ω) + ∫
∂∗Ω
∣u∣+(y)dHN−1(y) + ∫
∂Ω∩Ω1
∣u+(y) − u−(y)∣dHN−1(y).
In fact in this case, for HN−1-almost any x ∈ ∂∗Ω, x ∈ Jχ∂Ω , with triple (1,0, ν(x)),
where ν(x) is, in a measure theoretic sense, the exterior normal to Ω at x. Then we can
define a Borel function u˜− on ∂∗Ω, with values in the extended real line, such that u˜−(x) = 0
whenever x /∈ Su and, for HN−1-almost any x ∈ Jχ∂Ω ∩ Ju, x is an approximate jump point
for u with triple (u˜−(x),0, ν(x)), ν(x) being the exterior normal to Ω at x. Such a function
u˜− may be considered as the trace of u on the essential boundary of Ω and we have
∣u˜−(x)∣ = ̃∣u∣−(x) = ∣u+(x) − u−(x)∣ = ∣u∣+(x) for HN−1-almost any x ∈ ∂∗Ω.
We now prove the Maz’ya inequality in the general case, Theorem 2.2.
Proof of Theorem 2.2. We conclude the proof of our main result. Without loss of
generality we can assume that u ≥ 0 everywhere in Ω, by replacing u with ∣u∣ if needed, and
that the right hand side of (2.5) is finite.
For the time being we also assume that u ∈ L∞(Ω). We wish to show that ∣Du∣(RN) =
∫ +∞0 P (Ωt,RN)dt is finite.
We observe that, by the Fubini Theorem, since {y ∈ ∂Ω ∶ u+(y) > 0} is σ-finite with
respect to the HN−1 measure,
∫
∂Ω
u+(y)dHN−1(y) = ∫ +∞
0
HN−1({y ∈ ∂Ω ∶ u+(y) ≥ t})dt.
By (2.14), we deduce that
tHN−1((∂∗Ωt ∪Ωt1) ∩ ∂Ω) ≤ ∫
∂Ω
u+(y)dHN−1(y).
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Since
HN−1(∂∗Ωt) = HN−1(∂∗Ωt ∩Ω) +HN−1(∂∗Ωt ∩ ∂Ω) = P (Ωt,Ω) +HN−1(∂∗Ωt ∩ ∂Ω),
we obtain that for almost any t > 0 we have that HN−1(∂∗Ωt) is finite. We use again
Theorem 4.5.11 in [5] and conclude that, for almost any t > 0, we have that
P (Ωt,RN) = P (Ωt,Ω) +HN−1(∂∗Ωt ∩ ∂Ω) ≤ P (Ωt,Ω) +HN−1({y ∈ ∂Ω ∶ u+(y) ≥ t})
therefore
∣Du∣(RN) = ∫ +∞
0
P (Ωt,RN)dt ≤
∫
+∞
0
P (Ωt,Ω)dt + ∫ +∞
0
HN−1({y ∈ ∂Ω ∶ u+(y) ≥ t})dt = ∣Du∣(Ω) +∫
∂Ω
u+(y)dHN−1(y).
If u does not belong to L∞(Ω) we argue by the usual truncation argument. The proof
is concluded. ◻
We conclude the paper with two interesting remarks. We need a few preliminary consid-
erations. Let Ω ⊂ RN be open and bounded. Let us assume that u ∶ Ω→ R is the restriction
of a continuous function w ∶ RN → R. As usual we extend u to zero outside Ω. Obviously
u ∈ L∞(Ω) and we have that u˜ = u = w everywhere in Ω, whereas u˜ = 0 everywhere in RN/Ω.
On ∂Ω we have the following properties. Let us fix x ∈ ∂Ω. If w(x) = 0, then u is
approximately continuous at x, ∣u+(x) − u−(x)∣ = 0 and u˜(x) = 0. If w(x) > 0, then 0 ≤
u−(x) ≤ u+(x) ≤ w(x), whereas if w(x) < 0, then w(x) ≤ u−(x) ≤ u+(x) ≤ 0. Overall, we
obtain that for any x ∈ ∂Ω we have ∣u+(x) − u−(x)∣ ≤ ∣w(x)∣. The value of u+(x) and u−(x)
may also depend on the density of Ω at x. If x ∈ Ω0 then, as already noticed in Remark 2.3, u
is approximately continuous at x, ∣u+(x)−u−(x)∣ = 0 and u˜(x) = 0, no matter what w(x) is.
If x ∈ Ω1 then u is approximately continuous at x, ∣u+(x)−u−(x)∣ = 0 and u˜(x) = w(x). For
any x ∈ ∂∗Ω then u+(x) = w(x)∨ 0 and u−(x) = w(x)∧ 0, therefore ∣u+(x)−u−(x)∣ = ∣w(x)∣.
Therefore, we conclude that
(2.18) ∫
∂Ω
∣u+(y) − u−(y)∣dHN−1(y) = ∫
∂∗Ω
∣w(y)∣dHN−1(y) = ∫
∂∗Ω
∣u∣+(y)dHN−1(y) ≤
∫
∂Ω
∣u∣+(y)dHN−1(y) = ∫
∂Ω/Ω0
∣w(y)∣dHN−1(y) ≤ ∫
∂Ω
∣w(y)∣dHN−1(y).
The first remark is that, consequently, our results clearly include the one in (1.2).
In this second remak we prove by an example that Theorem 2.2 is sharp. If ∂Ω is σ-
finite with respect to the HN−1 measure, then Theorem 2.6 is perfectly sharp. We show that
Theorem 2.2 is sharp if ∂Ω is not σ-finite with respect to the HN−1 measure.
Remark 2.10 Let C ⊂ [0,1] be the Cantor set and f ∶ [0,1] → [0,1] be the Cantor
function. We define g ∶ [0,2] → [0,1] as follows. For any t ∈ [0,1] we set g(t) = f(t) and for
any t ∈ [1,2] we set g(t) = f(2 − t). We also define C1 = C ∪ {t = 2 − s ∶ s ∈ C}.
For any l > 0, let Ωl = ((0,2)/C1) × (0, l) ⊂ R2 and ul ∶ Ωl → R be defined as follows
ul(x, y) = g(x) for any (x, y) ∈ Ωl.
10
Clearly ul is the restriction to Ωl of a continuous function w ∶ R2 → [0,1]. We also have
that ∣Dul∣(Ωl) = 0. Furthermore, we have that H1(∂Ωl/(Ωl
1/2 ∪ Ω
l
1
)) = 0 and, calling Ω˜l =
(0,2) × (0, l) and using (2.18), we have
(2.19) ∫
∂Ωl
∣(ul)+(y) − (ul)−(y)∣dHN−1(y) = ∫
∂Ωl∩S(ul)
∣(ul)+(y) − (ul)−(y)∣dH1(y) =
∫
∂∗Ωl
∣ul∣+(y)dH1(y) = ∫
∂Ω˜l
∣ul∣+(y)dHN−1(y) = 2∫ 2
0
g(t)dt.
It is easy to show that Dw = Dcw in Ω˜l, where Dcw denotes the Cantor part of Dw.
Moreover, Dul = Dw = 0 in Ωl. Clearly, the function ul, as usual extended to zero outside
Ωl, coincides almost everywhere with wχ
Ω˜l
∈ BV (RN) and, since ∣Dw∣(Ω˜l) = ∣Dcw∣(Ω˜l) =
∣Dcw∣(Ω˜l ∩ ∂Ωl), we have
∣Dul∣(RN) = ∣D(wχ
Ω˜l
)∣(RN) = (∣Dw∣(Ω˜l) + 2∫ 2
0
g(t)dt) = (∣Dcw∣(Ω˜l ∩ ∂Ωl) + 2∫ 2
0
g(t)dt)
and
∥ul∥L2(Ωl) = ∥w∥L2(Ω˜l) ≤ C(2)(∣Dw∣(Ω˜l) + 2∫ 2
0
g(t)dt) .
We have that ∥w∥L2(Ω˜l) = l1/2∥w∥L2(Ω˜1), for any l > 0, ∣Dul∣(Ωl) = 0, and ∣Dw∣(Ω˜l) > 0. There-
fore, by (2.19), formula (2.9) does not hold for ul and ∥ul∥L2(Ωl) can not be bounded by a con-
stant, independent on l, times ∣Dul∣(Ωl) plus either ∫∂Ωl∩S(ul) ∣(ul)+(y) − (ul)−(y)∣dH1(y)
or ∫∂∗Ωl ∣ul∣+(y)dH1(y). It is indeed necessary to add ∫∂Ωl∩Ωl
1
∣ul∣+(y)dHN−1(y).
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