Recent theoretical studies of the adaptation of DNA sequences assume that the distribution of fitness effects among new beneficial mutations is exponential. This has been justified by using extreme value theory and, in particular, by assuming that the distribution of fitnesses belongs to the Gumbel domain of attraction.
INTRODUCTION
Adaptation occurs at the level of DNA sequences. Recent efforts in the theory of adaptation have, therefore, focused on patterns that might characterize the movement of a population through DNA sequence space when evolution is driven by natural selection.
Building on Gillespie's seminal work (Gillespie 1983 (Gillespie , 1984 (Gillespie , 1991 , Orr (2002 Orr ( , 2003a Orr ( , 2005 and Rokyta et al. (2006) derived a number of predictions about the adaptation of DNA sequences. Their models consider the evolution of individual genes and yield predictions that are generally independent of most biological details. In fact, predictions typically depend only on the number of beneficial mutations available to a starting wildtype sequence.
The key assumption underlying this theory is that the distribution of fitness, while unknown, belongs to a large class of probability distributions known as the Gumbel domain of attraction. The Gumbel domain is broad and includes most familiar probability distributions, including the normal, exponential, logistic and gamma. Extreme value theory shows that the right tails of such distributions have similar behavior. In particular, values in excess of a high threshold are approximately exponentially distributed. In the case of adaptation, then, the distribution of effects among beneficial mutations should be nearly exponential so long as the (unknown) fitness distribution belongs to the Gumbel domain and the wild-type sequence is highly fit (i.e., represents a high threshold).
Although the Gumbel assumption represents a natural starting point for the theory of adaptation, it also represents a possible limitation: extreme value theory shows that non-Gumbel tail behavior can also occur. In particular, extreme value theory shows that a distribution, so long as it meets minimal criteria, can belong to one of three domains: Gumbel, Fréchet, or Weibull. The Fréchet domain loosely corresponds to distributions with heavy tails (heavier than exponential), while the Weibull domain loosely corresponds to distributions with right truncated tails (though the Gumbel domain can also include some right truncated distributions). Although previous workers (e.g., Orr 2006) suggested that the Fréchet and Weibull domains are less natural biologically than the Gumbel, these arguments are far from conclusive. It is therefore important to consider adaptation through DNA sequence space when the Gumbel assumption is relaxed and fitness distributions belong to the Fréchet or Weibull domains. Here we study this problem.
We begin by considering adaptation under extreme forms of the Fréchet or Weibull domains. Though clearly biologically unrealistic, these forms provide valuable intuitions about the more realistic cases that follow. We then derive generalized forms of the results of Orr (2002 Orr ( , 2005 and Rokyta et al. (2006) . Most of these general results require introducing only one new parameter, denoted by κ, into the models. By altering the value of κ, we can tune whether the right tail of a fitness distribution behaves like the tail of a distribution belonging to the Gumbel (κ = 0), Fréchet (κ > 0), or Weibull (κ < 0) domains.
We find that some of the previous results derived for the Gumbel domain are robust to modest departures into the other domains. Indeed if κ ranges between −1/2 and 1/2, our results are qualitatively similar to those of Orr (2002) , who considered κ = 0.
We do, though, find qualitatively different patterns of adaptation in the Weibull domain when using parameter values suggested by the empirical work of Rokyta et al. (In Press) . For some types of Fréchet tails (κ ≥ 1/2), we obtain unstable results that are difficult to interpret. However, for κ < 1/2, we derive a simple set of results in which findings from Orr (2002 Orr ( , 2005 and Rokyta et al. (2006) represent special cases.
THE MODEL
General assumptions: We consider a scenario that is identical to that considered by Orr (2002) -a haploid population of DNA sequences of length L adapting under strong selection weak mutation (SSWM) conditions, i.e., N s 1 and N µ < 1, where N is the population size, s is a typical selection coefficient and µ is the per site per generation mutation rate. Under these conditions, a population adapts through a series of selective sweeps, and the rate of adaptation is limited by the appearance of new beneficial mutations. Also, double-mutants occur at too low a rate to influence adaptation; thus only the 3L single-mutant neighboring sequences to the currently fixed sequence need be considered. Deleterious and neutral mutations as well as recombination events are ignored.
The process begins with a population consisting of a wild-type sequence displaced from its fitness optimum, perhaps by an environmental change. If some number of the 3L single-mutant neighbors of this wild-type are more fit, then adaptation will occur. If all of the 3L possible mutations and the wild-type are ranked by their fitnesses such that the fittest has rank 1, the second fittest has rank 2, etc., then the wild-type will have some rank i. Thus i − 1 beneficial mutations are available. One of these i − 1 beneficial mutations will eventually fix in the population, increasing fitness. At this point, the process begins anew.
The generalized Pareto distribution: To build a model of adaptation, one must posit a distribution for the effect sizes of beneficial mutations. It is safe to assume that the vast majority of mutations available to a wild-type sequence decrease fitness;
consequently, beneficial mutations are rare. The classical approach to studying rare events is to consider the upper order statistics, for example the maxima of large samples.
Extreme value theory shows that the maxima from very large samples converge on one of three possible extreme value distributions (Pickands III 1975) . Each distribution corresponds to one of the domains of attraction discussed earlier.
Importantly, the distributions for the maximum under all three domains of attraction can be described by a single generalized extreme value distribution (see Embrechts et al. 1997) . Results under the special case of the Gumbel domain were used by Gillespie (1991 Gillespie ( , 1983 Gillespie ( , 1984 and Orr (2002 Orr ( , 2003a in their implementations of the model we consider. Specifically, they relied on the distributions of the spacings between the order statistics which have certain convenient properties under the Gumbel domain (in particular, the spacings are independent exponential random variables). Unfortunately, the spacings for distributions in the other two domains lack such simple forms, necessitating an alternative approach.
Our approach is based on the "peaks over threshold" formulation of extreme value theory. This approach considers the distribution of values greater than some high threshold. This approach is natural in the context of adaptive evolution, as we are interested in those mutations that have fitnesses greater than the wild-type. If the fitness of the wild-type is used as the threshold, the tail of the "excess" distribution describes the distribution of beneficial fitness effects.
In this formulation, the tails of distributions in the three domains of attraction can all be described by the generalized Pareto distribution (GPD) (Pickands III 1975) .
The cumulative distribution function for the GPD is given by
and its probability density function is given by
In what follows, we will use capital letters to denote random variables. For example, S ∼ GPD(κ, τ ) means S is a random variable distributed according to the generalized Pareto distribution with probability density function given by Eq. (2) and P (S ≤ s) = F (s|κ, τ ) given by Eq. (1). We use a lower case s to denote a particular observed value of the random variable S. The parameters in Eqs.
(1) and (2) are described as follows.
The parameter τ determines the scale of the distribution, and κ determines the shape.
More precisely, if Z ∼ GPD(κ, 1) follows the standard GPD (analogous to the standard normal), then S = τ Z is distributed GPD(κ, τ ). In this notation, κ > 0 corresponds to the Fréchet domain, κ < 0 corresponds to the Weibull domain, and κ = 0 corresponds to the Gumbel domain. Note that for the Gumbel domain (κ = 0), the GPD is simply an exponential distribution. Again, if the threshold, which we can (and will) set to zero, is the fitness of the wild-type, then the GPD describes the distribution of fitness effects for beneficial mutations.
Rather than rely on properties of the spacings between the upper order statistics, we instead consider the upper order statistics themselves from the GPD. If S ∼ GPD(κ, τ ) as in Eq.
(1), then
is uniformly distributed on [0, 1]. Then
and thus S is a decreasing function in U . If U j;i−1 is the j th smallest value from a sample of size i−1 from a uniform distribution, then the corresponding S j is the j th largest value from the GPD. The distributions of the order statistics for the uniform distribution are well known and some relevant properties are provided in Appendix A. Most notably, we will make extensive use of the fact that U j;i−1 ∼ BETA(j, i − j).
The l th moment for the GPD exists whenever κ < 1/l (Pickands III 1975) . Appendix B provides a simple way to calculate moments for κ < 0, and the resulting formulae hold for the l th moment when κ < 1/l. Thus, if κ < 1 and S ∼ GPD(κ, τ )
and if κ < 1/2, the variance is given by
Higher moments can also be derived and are provided in Appendix B.
RESULTS
We first consider the dynamics of adaptation in terms of fitness ranks. Given an initial wild-type sequence with rank i, and labeling the selection coefficients of the i − 1 beneficial mutations as s = (s 1 , . . . , s i−1 ), Gillespie (1983 Gillespie ( , 1984 Gillespie ( , 1991 showed that the probability of moving from the wild-type sequence of rank i to the beneficial mutation of rank j is
This assumes the probability that a mutation with selection coefficient s survives drift is given by Haldane's approximation 2s (Haldane 1927) , or is at least proportional to s. We will assume that Eq. (7) holds throughout unless stated otherwise. Orr (2002) showed that if the unknown fitness distribution belongs to the Gumbel domain of attraction, natural selection moves a population on average from initial rank i to the beneficial mutation with rank j according to
where the selection coefficients S = (S 1 , . . . , S i−1 ) are treated as random draws from the tail of a distribution in the Gumbel domain of attraction. Here we generalize this result for fitness distributions in all three domains of attraction. Before deriving the general results, we explore adaptation under this model when κ → −∞ and κ → ∞. Though these extreme cases are clearly not biologically realistic (see below), they provide an intuitive framework for understanding adaptation given more realistic values of κ. They also connect the "move rules" for adaptation that we derive below to those used in other models of adaptation.
Adaptation as κ → −∞: We first consider the limiting form of the transition probabilities, based on Eq. (7), for the Weibull domain as κ → −∞. If S ∼ GPD(κ, τ ), then as κ decreases, S becomes less variable. Ultimately, Var(S) → 0 as κ → −∞, as can be seen from Eq. (6). Despite this, we will see that P ij (S) converges to the discrete uniform distribution on the integers 1, 2, . . . , i − 1, which is the most variable of all of the possible distributions for P ij (S).
Suppose S j is the j th largest draw from a sample of size i − 1 from the GPD(κ, τ ) and
. If κ → −∞ and τ → −∞ such that δ remains fixed, then the probability density function for S j becomes increasingly concentrated at the mean and in the limit is equal to the mean with probability 1. The precise formulation of this limit follows from Eq. (61) in Appendix A and Eq. (4) where we show that
for all j = 1, 2, . . . , i − 1. Thus, from Eq. (7),
In words, as κ decreases adaptation becomes more and more random in terms of the identity of the beneficial mutation fixed, although it becomes less variable in terms of the fitness effects (since Var(S) → 0). In the limit, each beneficial mutation has the same probability of being "grabbed" by natural selection. Interestingly, this "equally often"
or "random" move rule has been studied extensively in various models of adaptation,
including N K models (Kauffman 1993; Kauffman and Levin 1987 ) and the block model (Perelson and Macken 1995) .
Adaptation as κ → ∞: In the Fréchet domain, as κ increases, the distribution of S becomes more variable. In fact, Var(S) = ∞ for κ ≥ 1/2. However, we will see that as S becomes more variable P ij (S) becomes less variable, assuming that Eq. (7) holds.
From Eq. (4)
It follows from Eqs. (61) and (62) in Appendix A that
as κ → ∞. We thus find that
In words, the limiting form of adaptation under the Fréchet domain corresponds to "perfect" or "gradient" adaptation, in which the fittest allele is always fixed by natural selection. This move rule has also been well studied in adaptation theory (Orr 2003b) .
We have thus found that the two extreme (limiting) forms of adaptation correspond to two well characterized move rules in adaptation: when κ → −∞ (Weibull), evolution
gives no preference to any of the more fit alleles and uses a random (i.e. equally often) move rule, whereas when κ → ∞ (Fréchet), evolution uses a perfect move rule. Assuming that Eq. (7) holds, adaptation can be viewed as a continuum between random and perfect adaptation with the location along the continuum specified by the shape parameter κ of the GPD ( Figure 2 ). As pointed out by Orr (2002) , adaptation under the Gumbel domain (κ = 0) falls exactly between these two extremes (see Figure 2 ).
Mean transition probabilities in the general case:
To calculate E(P ij (S))
for the general case, we assume S j is the j th largest observation from a sample of size i − 1 from the GPD(κ, τ ). Note that by Eq. (7), S j could represent either the j th largest selection coefficient or fitness effect. Then by Eq. (4) and by noting U j;i−1 ∼ BETA(j, i − j), where U j;i−1 is the j th smallest draw from a sample of size i − 1 from the uniform distribution on [0, 1] (see Appendix A),
using Eq. (5). We denote the increasing factorial by x (n) = x(x + 1) · · · (x + n − 1) and from Eq. (52) of Appendix A, we find
and thus
Eq. (16) is based on a law of large numbers argument that the sample meanS approximates δ, which can be seen in the second line of the derivation of Eq. (14). The validity of this approximation is discussed in detail in Appendix C (Eq. (69) with r = 1).
Although we expect small sample sizes (we are assuming that beneficial mutations are rare), this approximation is quite accurate even for relatively small i (Figure 3 ). The accuracy of the approximation is determined by Var(S), and as Var(S) decreases as κ decreases (see Eq. (6)), the approximation improves as κ becomes small. Remarkably, this relationship is exact when the S's are drawn from the exponential distribution. Thus we get perfect argreement with Eq. (8) derived by Orr (2002) as κ → 0 (see below).
When evaluated at κ = 0, Eq. (16) yields the indeterminate form 0/0, but we can examine the limit as κ goes to zero. In particular, by Eqs. (4), (14), and (16)
as κ → 0. However, if U is uniform then − ln(U ) is exponentially distributed with mean 1, and the j th largest observation from an exponential has mean
and thus,
where The j th largest fitness effect S j will have finite mean only if κ < 1, and finite variance for κ < 1/2. However,
is a uniformly bounded random variable, since 0 ≤ P ij (S) ≤ 1. Therefore the expected value of P ij (S) and in fact all of its moments will exist regardless of κ. However, Eq. (16) is a valid probability distribution only for κ < 1. For 1/2 ≤ κ < 1, the above approximation is extremely poor (Figure 3 ), as Var(S) is infinite and the law of large numbers approximation fails. For 0 < κ < 1/2, the approximation is better, though still not good. Eq. (16) (14) shows, for example, that when κ = −1, there is a decreasing linear relationship between E(P ij (S)) and U . If κ = −2, there is a quadratic relationship, and when κ = −1/2, there is a one minus a square-root relationship, and when κ = 1/2, there is a reciprocal of a square-root.
Expected rank after a single step: To fix notation, throughout we will assume that the rank of the wild-type is i. We define the distribution of the random variable Y by
where E(P ij (S)) is given by Eq. (16). Note that Eq. (19) establishes that Eq. (16) reduces to Eq. (8) when κ = 0. Using Eq. (8), Orr (2002) showed that the expected value of the rank of the allele fixed through natural selection for a population starting at rank i is given by
Thus a wild-type starting at rank 10 will on average be replaced by the third fittest allele. To calculate this in the general case, we assume that Eq. (16) holds and find that for κ < 1 Orr (2002) showed that for the Gumbel domain (κ = 0), the variance in rank change for a single step in adaptation is given by
An outline of the derivation for the general case is provided in Appendix D. The final result is given by
When κ = 0, Eq. (24) reduces to Orr's result (Eq. (23)).
One complete step of adaptation: After a population substitutes a beneficial mutation through natural selection it acquires a new set of neighboring sequences. Thus the fitness rank of the new wild-type sequence can change depending on the number of new neighbors that have higher fitnesses. The process through which a new wildtype sequence acquires new neighbors is described in detail by Rokyta et al. (2006) in the case in which the fitness distribution belongs to the Gumbel domain of attraction.
To illustrate the idea, consider a sequence of length L = 1000. Initially, the wild-type sequence has some rank, say i = 10, i.e. if the fitnesses of the wild-type sequence and its 3000 single-mutation neighbors are listed in increasing size, the wild-type's fitness is tenth from the top. Now assume natural selection moves the population up the list to the sequence having rank Y = 5. The new sequence had rank 5 among the 3001 sequences including the original wild-type and its single-mutation neighbors, but now those sequences, except for the original wild-type, differ from the new wild-type by two mutations and are thus no longer accessible to natural selection. The new wild-type sequence now has a new set of 2999 accessible sequences plus the original wild-type, and thus, potentially, a new fitness rank. We can imagine that these 2999 sequences are all assigned fitnesses from the same distribution as for the original set and are again listed in increasing order.
Eq. (25) below describes the probability distribution for the new rank given that the current sequence had rank Y in the first set of draws from the fitness distribution. This result is independent of the distribution used to assign fitness, so long as it remains the same for each set of sequences and the rank remains small relative to the number of draws. The asymptotic distribution of the number of values larger than the current fitness in a new sample of fitness values, i.e., the number of exceedances in a new sample, was derived by Gumbel and von Schelling (1950) . Assuming 3L is large, the number of exceedances, X, has a negative binomial distribution, regardless of the original distribution, such that
where Y is the starting fitness rank, and X is the number of draws larger than the current value. It follows from the negative binomial distribution given by Eq. (25) that
Assuming that X is the rank of the wild-type after a single step due to natural selection relative to its new neighbors in sequence space, we find by Eq. (22)
and by Eqs. (22) and (24) Var
Probability of adaptation -exact versus approximate: In the above sections we assumed that the transition probabilities are given by P ij (s) = s j /( k s k ). However, this formula is valid only when s is small and the probability of fixation, denoted by Π(s), is proportional to s. In this section we investigate some of the implications on the theory when the small s approximation does not hold. We consider Π(s) = 1 − e −2s (Kimura 1983) to be a more valid approximation.
We begin by considering S in the Gumbel domain. That is, we will assume that S is distributed according to the exponential distribution with mean τ . If
is the cumulative distribution function for S, then it follows from elementary probability that U ≡ 1 − F (S) = e −S/τ is uniformly distributed on the interval [0, 1]. Therefore, e −2S = U 2τ and Π(S) = 1 − e −2S = 1 − U 2τ . Now using the relationship between the uniform distribution and the GPD given by Eq. (4), we get 1 − U 2τ ∼GPD(−2τ, 2τ ).
Therefore, Under the Weibull domain,
) −1/κ , which is only approximately GPD when ln(1 − x) ≈ −x. This distribution is still in the Weibull domain of attraction. However, Martin and Lenormand (2008) showed that in order to have extreme observations under a right bounded distribution, the wild-type must have fitness fairly close the boundary, which dictates that Π(s) ≈ 2s. Under the Weibull domain it appears that extreme value theory is valid whenever the approximation Π(s) ≈ 2s is valid.
For the Fréchet domain when κ > 1, E(S) = ∞ and so it would appear that small s approximations will certainly not hold. As Π(s) = 2s may not be a valid approximation, we again consider Π(s) = 1 − e −2s and now we examine the behavior of adaptation as κ → ∞. In Appendix E, we show that if S j is the j th largest draw from a sample of size
for 1 ≤ j ≤ i − 1. It follows directly that if Π(S j ) = 1 − e −2S j is the probability that an allele with fitness S j survives drift, then
for 1 ≤ j ≤ i − 1. Thus, the limiting form of the transition probabilities for the Fréchet domain converge to the same limit as for the Weibull domain.
Note that Eqs. (13) and (30) lead to conflicting views of the limiting behavior of the transition probabilities under the Fréchet domain. At first glance, it would appear that the conclusion drawn from Eq. (30) is the valid one, as it is based on the more accurate formula for the probability of fixation. However, the limiting transition probabilities in Eq. (30) are only valid if all S j are large simultaneously, which is a near impossibility, because the selection coefficient S i−1 diverges to infinity at a very slow rate, while the largest selection coefficient S 1 diverges very rapidly (see Appendix E). However, it is possible to allow κ → ∞ and still have each S j to be small enough to be biologically relevant, provided we allow τ to vary with κ. An alternative to Eq. (13) would be as follows. Suppose S j is the j th largest draw from a sample of size i−1 from the GPD(κ, τ ).
, where U j;i−1 is the j th smallest draw from a uniform distribution. Since (κU ) −κ → 0 with probability one (see
Thus, an increasingly heavy tailed distribution (κ large) with a very small scale parameter (τ small) has the property that the fittest allele fixes with probability approaching one.
Average fitness improvement for a single step: Up to this point, we have considered adaptation only in terms of fitness rankings. We now begin to explore the expected behavior of adaptation in terms of fitness effects or, equivalently, selection coefficients. For a single step in adaptation, the population begins with rank i and beneficial fitness effects S 1 , S 2 , . . . , S i−1 . The population then increases its fitness by ∆W which is equal to S j with probability S j /( i−1 k=1 S k ). By symmetry the results below do not depend on rank order and thus we can treat them as an unordered sample from the GPD. If we assume that S 1 , . . . , S i−1 is an (unordered) sample from the GPD(κ, τ ),
Again we assume that the selection coefficients are small enough so that the transition probabilities can be approximated by P ij (S) = S j / i−1 j=1 S j . Thus, using Eq. (32) and Eq. (67) in Appendix B we get
Also
Again, using Eq. (67) 
Note that the results of this section do not match Orr's results exactly when κ = 0, but instead provide large i approximations. For example, if we evaluate Eq. (33) at κ = 0
we get E(∆W ) = 2δ. However, the exact result in Orr ( (14)) is justified by the law of large numbers, and is rigorously established by Eq. (69) in Appendix C with r = 1. However, it is a remarkable fact that when κ = 0 this is not an approximation, but rather an exact result.
This implies that the mean and the variance of the rank distribution E(Y ) and Var(Y )
agrees with the results derived in Orr (2002) when κ = 0. However, in this section we use the approximations
which also follow from Eq. (69) in Appendix C with r = 2 and r = 3, but are no longer exact results when κ = 0. However, as noted after Eq. (69) in Appendix C, the above approximations are quite accurate even for small sample sizes. As stated previously, the accuracy of the above approximations are determined by Var(S), and since Var(S) decreases as κ decreases (see Eq. (6)), the approximation improves as κ becomes small. The probability of parallel evolution: Consider two populations that begin with the same wild-type sequence and that have the same set of i − 1 beneficial mutations.
What is the probability that these two populations independently arrive at the same new sequence at the next step of adaptation? Assuming the distribution belongs to the Gumbel domain, Orr (2005) showed that this probability is equal to 2/i. In the general case, let S 1 , S 2 , . . . , S i−1 be a random sample from the GPD with κ < 1/2. Then from Eq. (67) of Appendix B, Eq. (7) and using the law of large numbers approximation, we
Thus,
For κ = 0 the result is close to Orr's with i replaced by i − 1. The smallest probability occurs when κ = −∞, which corresponds to random adaptation as described above. As κ decreases the probability of parallel evolution decreases, but the decrease is slow and asymptotes to half of what it is in the Gumbel domain.
Mean fitness improvement after multiple steps:
We now compare the average fitness improvement over multiple steps for the Gumbel If we denote the absolute fitness of allele j by W j and view it as a random variable from some unknown distribution, then we define the fitness effect of allele j by W j − W i , where W i is the fitness of the wild-type sequence. Selection coefficients are given by
Recall that in all of the previous results the fitness of the wild-type was assumed to be fixed and non random (W i = w i ). Therefore, any result previously derived for selection coefficients involving the GPD(κ, τ ) is valid for fitness effects, provided τ is replaced by w i τ . Results that do not depend on the scale parameter τ will be the same under both conventions. However, in this section we view the fitness of the wild-type as a random variable, which changes over multiple steps. It is inconvenient to rescale by W i at each step, and therefore it is more appropriate to deal with fitness improvement. In what follows we admit to a slight abuse of notation. Throughout we will use the same notation for fitness effects that was previously used for selection coefficients. We define the fitness effect of the jth fittest allele by
then the fitness improvement results above (Eqs. (33) and (35)) still hold.
For the Gumbel domain, because the distribution of beneficial fitness effects is exponential, we can exploit its memoryless property. If fitness effects follow the exponential with mean τ , then the distribution of beneficial effects after the fixation of a beneficial mutation will remain the same. More precisely, if S is distributed as an exponential with mean τ then the conditional distribution of S given S exceeds S * is also exponential with mean τ . That is, the new distribution of beneficial fitness effects after substituting a mutation with effect s * is given by
Under the Gumbel domain, the distribution of beneficial effects stays the same after the fixation of a beneficial mutation and does not depend on s * .
This invariance property is only partially true for the GPD. A shifted GPD is still GPD, but unlike the exponential, the scale parameter changes, and the shifted distribution depends on s * . Thus, under the GPD in the Weibull domain (κ < 0), smaller and smaller fitness effects will be observed after each step in an adaptive walk. Thus,
and E(S|S * ) = (τ + κS * )/(1 − κ) = δ + (κS * )/(1 − κ). Assuming the fitness distribution remains the same, the population reaches a new fitness of W i +∆W . The new distribution of beneficial fitness effects is just the GPD shifted by ∆W . We will denote a random variable with this distribution by S (1) . Denote the original mean fitness relative to S i as δ 0 instead of δ. Then,
Thus by Eq. (33) we get
Iterating we obtain
Thus, the mean fitness effects decreases to zero geometrically fast in the Weibull domain, whereas in the Gumbel domain the mean fitness effect is invariant under shifts. For example, if κ = −1 then δ n = δ 0 (1/3) n . Note that ∆W actually depends on i and that Eq. (33) is only an approximation. However, the dependence on i is weak and δ n would be even smaller if we accounted for i. The results are, therefore, conservative. Eqs. (41) and (42) also hold for 0 < κ < 1/2 in the Frechét domain, and in this case the mean fitness effects increase geometrically fast.
DISCUSSION
Previous adaptation theory has lived with a certain tension. On the one hand, the theory's most important conclusion is that adaptation is characterized by robust patterns: we can say a good deal about the evolution of DNA sequences independent of knowledge of many biological details (e.g., fitness distribution, gene size, etc.). On the other hand, these conclusions have followed from one major assumption: that the distribution of fitness, while unknown in detail, belongs to the Gumbel domain of attraction.
As noted earlier, the Gumbel domain is broad and includes most familiar distributions (normal, exponential, gamma, logistic, etc.) . The Gumbel domain also represents the focus of most classical extreme value theory and allows many elegant, closed form solutions, e.g., to the distribution of spacings between upper order statistics. For these reasons and others, the Gumbel domain of attraction provides a natural starting point for a theory of adaptation based on extreme value theory. Not surprisingly, Gillespie (1983, 1984, 1991) , Orr (2002 Orr ( , 2003b Orr ( , 2005 , and Rokyta et al. (2006) We have studied this problem here. Our approach took advantage of a general version of extreme value theory that encompasses all three domains of attraction. In particular,
we analyzed adaptation via the generalized Pareto distribution (GPD), which provides the distribution of values above a high threshold. (In the case of adaptation, the high threshold represents the fitness of the wild-type allele, while "excesses" above this threshold represent the fitnesses of rare beneficial mutations.) By varying a single parameter, κ, one can "tune" the GPD for the cases of Gumbel, Fréchet, or Weibull domains of attraction.
Our findings show that Gumbel-based results in the genetics of adaptation are often robust to modest departures into the Weibull and, especially, the Fréchet domains of attraction. But in some cases (e.g., κ < −1/2 or extended adaptive walks through sequence space), real departures from Gumbel results arise. Because our findings for the Fréchet and Weibull domains also differ from each other, it is worth briefly summarizing our results for these domains separately, emphasizing when they are and are not similar to those for the Gumbel domain.
The Fréchet domain: Our results for the Fréchet domain are nearly indistinguishable from those of the Gumbel domain, at least in cases that are biologically relevant.
Although this finding might at first seem surprising, it can be explained in two different ways.
The first involves a simple weak selection approximation. If absolute fitnesses are given by W j for 1 ≤ j ≤ i − 1, then the selection coefficients among beneficial mutations are given by
assuming weak selection so that ln(1 + s) ≈ s. Importantly, if W belongs to the Fréchet domain, then ln W is in the Gumbel domain (Embrechts et al. 1997) , and thus our problem reduces to considering the spacings between order statistics for the Gumbel domain. This is the problem that was already addressed by Orr (2002) . We thus arrive at an important conclusion: if selection is weak and a fitness distribution belongs to the Fréchet domain of attraction, the patterns of adaptation will closely resemble those in the Gumbel domain of attraction. This follows immediately from the fact that if W belongs to the Fréchet domain ln W belongs to the Gumbel.
A second way to see why previous Gumbel results are robust to fitness distributions in the Fréchet domain does not involve weak selection. Recall that, by Eq. (4) we can express S in terms of a uniformly distributed random variable such that S = τ κ
If we assume that 0 < κ < 1 so that δ = E(S) = τ /(1 − κ) < ∞ then we can rewrite the above to get S = δ(1−κ) κ (U −κ − 1), which implies that
If κ > 0 is small we can use the result that ln(1 + x) ≈ x to say that
and − ln(U ) follows the exponential distribution. Note that since the distribution of S/δ does not depend on δ and has mean equal to one, the above approximation does not require that S be small. It only requires that κ/(1 − κ) be small enough for the approximation to hold. If the above approximation holds then
where −τ ln U follows the exponential distribution with mean τ . Note that
is a reasonably accurate approximation for x as high as 0.4, so the Gumbel domain is robust with respect to moderate departures into the Fréchet domain.
Finally we consider extremely heavy tailed distributions, i.e., κ > 1. A sample drawn from such a distribution will depend heavily on the scale parameter τ . If the scale parameter is moderate then the selection coefficient for the fittest allele will be unreasonably large. If the scale parameter is small then the fitness for the higher ranked alleles will be undetectably small. Therefore, it seems biologically impossible to produce a scenario in which one could draw reasonable inferences under the Fréchet domain that depart significantly from the Gumbel domain. This is one of our most important conclusions.
The Weibull domain: As pointed out in Rokyta et al. (In Press), a righttruncated distribution is not at all unreasonable. For example, even if the phenotypic effects of mutations show no apparent upper bound, the translation of phenotype into fitness might yield a truncated distribution. A pattern of diminishing returns (i.e., a concave mapping of phenotype onto fitness) such as is commonly seen for biochemical reactions (Hartl et al. 1985) , could produce an apparent right truncation point for fitness effects, regardless of the underlying distribution of phenotypic effects. Recent theoretical work by Martin and Lenormand (2008) shows that selection to a phenotypic optimum in a "geometric" model of evolution can lead to a Weibull-type distribution of mutational effects, although a Gumbel-type distribution remains a good approximation in the case of many independent characters. There is also empirical evidence from two different viruses to suggest that the Weibull domain may be appropriate in some circumstances (Rokyta et al. In Press) .
While the pattern of variability in samples may differ substantially between the Gumbel and Weibull domains, predictions for the first step in an adaptive walk developed by Orr (2002) for the Gumbel domain easily generalize to the Weibull domain (Figure 2 ).
In general, the results describing an average gain after one step are smaller under the Weibull domain than under the Gumbel domain (Figure 3 ). For example, κ = −1 (as suggested by Rokyta et al. (In Press) ) represents a uniform distribution and κ = 0 represents the exponential distribution. By comparing Eq. (21) to Eq. (22), we see that the first step in adaptation moves the population on average two-thirds toward the one-step optimum under the uniform model versus three-fourths under the exponential.
Also, using Eq. (37) we see that parallel evolution is 1.5 times more likely under the exponential than under the uniform, although both models predict that the probability of parallel evolution is inversely proportional to the rank of the wild-type. The mean fitness improvement after one step in adaptation under the exponential distribution is again 1.5 times larger than under the uniform (See Eq. (41)).
Predictions under the two models differ even more when considering multiple steps.
Under the Weibull domain, the mean of the fitness distribution decreases geometrically in the number of steps, i.e., after n steps the mean of the fitness distribution is δ n = δ/(1−2κ) n . The memoryless property of the exponential distribution, on the other hand, guarantees that the mean of the fitness distribution remains the same after each step.
Much of the present theory of adaptation rests on the assumption of SSWM conditions. However, the geometrically decreasing change in mean fitness suggest that even if SSWM conditions hold during the first step of adaptation they may fail to do so during later steps. This represents a marked change from results seen under the Gumbel domain.
APPENDIX A: ORDER STATISTICS OF THE UNIFORM DISTRIBUTION
Our results rely extensively on properties of the order statistics of the uniform distribution. Thus, for completeness, we summarize some relevant results. Suppose that U 1 , U 2 , . . . , U n are independent and identically distributed uniform random variables on the interval [0, 1]. Let U 1;n < U 2;n < U 3;n < · · · < U n;n be the order statistics. Thus, U 1;n = min(U 1 , . . . , U n ) and U n;n = max(U 1 , . . . , U n ). If U j;n is the j th smallest observation from a uniformly distributed random sample of size n, then U j;n ∼ BETA(j, n+1−j)
with density given by
If (U j;n , U l;n ) are the j th and l th smallest observations, then their joint density is given
for 0 < u < v < 1 and j < l. The conditional distribution of U j;n /U l;n has the same distribution as the j th smallest observation from a sample of size l − 1. Thus,
To see this, note that the conditional density of U j;n given U l;n is
Let T = U j;n /U l;n , then by the standard change of variables formula the conditional distribution of T given U l;n is
implying that the conditional distribution of T is BETA(j, l − j), which corresponds to the marginal distribution of the j th smallest observation from a sample of size l − 1 (see Eq. (47)).
From the properties of the beta distribution, the k th moment of U j;n is given by
Note that
and thus from Eq. (52)
where x (n) is the increasing factorial x (n) ≡ x(x + 1)(x + 2) · · · (x + n − 1) and Γ(x) is the gamma function.
We make use above of limiting properties of the k th moments of U j;n as k → ∞. From Eq. (6.1.46) in Abramowitz and Stegun (1965) that states
we find that Γ(j + k)
and
From Markov's inequality we know that for any > 0
Thus lim k→∞ U k j;n = 0 in probability (61) from Eq. (58) and for l > j
from Eq. (59).
APPENDIX B: MOMENTS OF THE GENERALIZED PARETO DISTRIBUTION
Suppose S ∼ GPD(κ, τ ) with density given by Eq. (2) and κ ≤ 0, and l is any positive integer. If κ = 0, the GPD reduces to the exponential distribution with mean δ = E(S) = τ . It can be verified from the exponential distribution that E(S l ) = l!δ l . For κ < 0, a rescaling of S gives a beta distribution.
It follows from properties of the beta distribution that
In general,
Thus, if l is any positive integer and δ = E(S) = τ /(1 − κ), then 
The proof of this is a straightforward Taylor series argument that holds for any random sample from any distribution with finite fourth moments. It essentially states that 1/X converges in mean to 1/δ, at the same rate asX converges to δ.
Let S 1 , S 2 , . . . , S i−1 be rank ordered observations from a GPD with κ ≤ 0. Then
or for large i,
where
. Note that the upper bound on the right side of Eq. (69) that establishes the relative error in the approximation E S
is the same for all powers r.
To derive this result, replace E S 
Applying the Cauchy-Schwartz inequality gives
It follows by Eq. (4) and Eq. (58) that E(S (22) AND (24) Assuming that Eq.(7) hold and noting that i−1 j=1 E(P ij (S)) = 1, we find
APPENDIX D: DERIVATIONS OF EQUATIONS
We can use this equation to calculate the mean rank after a fixation event. Again, we denote the fitness rank of the population after the fixation of a beneficial mutation by the random variable Y .
Let κ
Then it follows from Eq. (74) that
Thus
To derive the variance in the rank after one step for the general case, it is convenient to begin with the factorial moments. It can be shown that for i ≥ 4
Since 
APPENDIX E: THE ORDER STATISTICS FROM THE FRÉCHET DOMAIN If S j is the j th largest draw from a sample of size i − 1 drawn from the GPD(κ, τ ),
we begin by describing the properties of E(S j ) as a function of κ. Note that
provided j > κ. It follows that E(S j ) is finite (infinite) whenever E(U 
which will be finite whenever u j−1−κ < u −1 and infinite when u j−1−κ ≥ u −1 . Therefore, E(S j ) < ∞ if j > κ and E(S j ) = ∞ if j ≤ κ. For example, if κ = 1, then E(S 1 ) = ∞, but the higher ranked fitnesses j > 1 have finite mean. As κ increases, the number of fitness effects with infinite means increases. When κ > i − 1 then all of the beneficial mutations will have infinite mean fitnesses.
We now consider the limiting behavior of the random variable 
From Eq. (55) of Appendix A,
as κ → ∞, provided j < i−1. Therefore, E(κU Figure 3: The effect of rank of the wild-type i and the shape parameter κ on the accuracy of the law of large numbers approximation used to calculate the mean transition probabilities. The dotted curves represent the probability of fixing the best allele (j = 1) as a function of the GPD shape parameter κ according to Eq. (16). The solid lines are simulation results assuming a GPD(κ, 1) with sample size of 10,000. Simulations were performed using R(R Development Core Team 2006). 
