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Abstract
In a distributed database system, data replicas are placed at di2erent locations of a network to
achieve the high data availability in presence of link failure. Optimal placements of data replicas
have been studied extensively in the literature for various protocol. In this paper, we present a
su4cient and necessary condition for optimality of a placement of odd number of data replicas
in a ring network with majority voting protocol. As a corollary, we give a proof of a recent
conjecture of Hu et al. (manuscript, 1999). Moreover, we also give a simple algorithm to 8nd
optimal placements in tree network with majority voting protocol. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Replicated data is an important research subject in distributed database system
[4, 8, 11, 12]. Such a system is built in a network with certain topological structure.
Multiple copies are distributed at di2erent locations to achieve the high data availabil-
ity in presence of link failure. What location should be chosen? It usually depends on
data manage protocol and the distribution of link failure.
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Fig. 1. Uniformly distributing placement for k =3 and k =5.
To be speci8c, consider a ring network with n locations and k data replicas. To
control concurrency, suppose the system employs the majority voting protocol [13, 1],
that is, a read=write operation must be performed on more than a half of the k replicas.
Thus, data can be successfully accessed at a location in this protocol if there exists a
path between the location and each of more than a half of replica locations. Suppose
each link has a probability p of failure and all failures occur independently. How to
place the k data replicas on the ring to maximize the expected number of survived
locations? When p is su4ciently small and k =3 and 5, optimal placements are found
in [5] as shown in Fig. 1. Hu et al. also conjectured that a so-called uniform distributing
placement must be optimal for odd k and su4ciently small p. In this paper, we present
a necessary and su4cient condition for optimal placement in this case. As a corollary,
we give a proof for their conjecture. Moreover, we give a simple algorithm to 8nd
optimal placements in tree network with majority voting protocol.
2. Preliminary and related work
Consider a ring network R(V; L) with n nodes; each node represents a location. Label
the n nodes by 1; 2; : : : ; n in clockwise direction. A placement of a set of k (1¡k¡n)
replicas of a data in R(V; L) is described by a k-dimensional vector (c1; c2; : : : ; ck)
where the ith component ci = j if the ith replica is placed at node j. Let [ci; cj] denote
the path from ci to cj in clockwise direction and d(ci; cj) the number of links in the
path [ci; cj].
A placement (c1; c2; : : : ; ck) is called a uniformly distributing placement if for
16i6k and j=1; 2; : : : ; k=2,
|d(ci; ci+j)− d(ci−j; ci)|61:
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Here, for simplicity of notation, all subscripts of ci’s are considered to be module k.
For example, c−1 = ck−1 and ci−j = ci+k−j.
Note that both placements in Fig. 1 are uniformly distributing ones.
Suppose every link has the probability p of failure and all links are independent.
For a placement C, denote by E(C) the expected number of survived locations and by
NC(F) the number of survived locations when F is the set of failure links. Clearly,
E(C) =
∑
F ⊆ L
NC(F)p|F|(1− p)n−|F|
and for any placement C,∑
|F|=0
NC(F) = n;
∑
|F|=1
NC(F) = n2:
They do not depend on C.
Moreover, when p is su4ciently small,
p2(1− p)n−2
∑
|F|=2
NC(F)
∑
|F|¿3;F ⊆ L
NC(F)p|F|(1− p)n−|F|:
Therefore, for su4ciently small p, to 8nd a placement to maximize E(C), it su4ces
to maximize
∑
|F|=2 NC(F), that is,
Lemma 2.1. In any ring network with majority voting protocol; for any two place-
ments C∗ and C; if ∑|F|=2 NC∗(F)¿∑|F|=2 NC(F); then E(C∗)¿E(C).
Similarly, we have
Lemma 2.2. In any tree network with majority voting protocol; for any two place-
ments C∗ and C; if ∑|F|=1 NC∗(F)¿∑|F|=1 NC(F); then E(C∗)¿E(C).
Hu et al. [5] conjectured that every uniformly distributing placement in a ring net-
work maximizes the function
∑
|F|=2 NC(F) for odd k with majority voting protocol.
However, they were only able to prove a necessary condition for optimality.
They also studied the optimal replica placement for ring networks with Read-any/
write-all protocol and determined optimal placements for read-dominant or write-
dominant systems. The optimal replica placement problem in ring networks and tree
networks were also studied by Stephens et al. [11, 12]. The data manage protocol
considered by them is read-only system or write-dominant system.
There are many negative results about the optimal replica placement problem in
general networks. Nel and Colbourn [9] and Johnson and Taad [7] independently
showed that the optimal replica placement problem is #P-complete in general. Stephens
et al. [11] showed that the optimal replica placement problem in read-only system is
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NP-complete. Lazo2 and Stephens [8] showed that the optimal replica placement prob-
lem in write-dominant system is also NP-complete.
3. Ring networks
In this section, we study the ring network R(V; L) with majority voting protocol.
Assume n= |V |. By Lemma 2.1, it su4ces to maximize ∑|F|=2 NC(F) in order to 8nd
optimal placement for small failure probability p. Our main result in this section is as
follows.
Theorem 3.1. In any ring network with majority voting protocol; a placement C =(c1;
c2; : : : ; c2t+1) maximizes the function
∑
|F|=2 NC(F) with respect to C if and only if
for any 16i¡j62t + 1;
|d(ci; ci+t)− d(cj; cj+t)|61: (1)
Proof. Let us call a replacement optimal if it maximizes
∑
|F|=2 NC(F). To show the
theorem, it su4ces to prove the following.
(a) Every optimal replacement must satisfy condition (1).
(b) All replacements satisfying condition (1) have the same value of
∑
|F|=2 NC(F).
In fact, (a) means that condition (1) is necessary. (a) and (b) together imply that
condition (1) is su4cient. (Suppose placement C satis8es condition (1). Consider an
optimal placement C∗. By (a), C∗ satis8es condition (1). By (b), C and C∗ have the
same value of objective function
∑
|F|=2 NC(F). Thus, C is also optimal.)
To show (a) and (b), let us 8rst prove the following lemma.
Lemma 3.2. Consider two placements C =(c1; c2; : : : ; c2t+1) and C′=(c1; : : : ; ci−1; ci+
1; ci+1; : : : ; c2t+1) as shown in Fig. 2. Then the following holds:
(i) If d(ci; ci+t)¿d(ci−t ; ci) + 2; then
∑
|F|=2 NC(F)¡
∑
|F|=2 NC′(F).
(ii) If d(ci; ci+t)=d(ci−t ; ci) + 1; then
∑
|F|=2 NC(F)=
∑
|F|=2 NC′(F).
Proof. Consider a placement C and each F ⊆L with |F |=2. The two links in F
divides the ring R(V; L) into two parts. One contains at most t replicas, called the
smaller part, and the other contains at least t + 1 replicas, called the bigger part. All
nodes in the bigger part are survived nodes while all nodes in the smaller part are not.
Thus, NC(F) equals to the total number of nodes in the bigger part.
Note that the bigger part and the smaller part are related to placement C. For di2erent
placements, these two parts may exchange. For example, consider F = {(ci; ci+1); (j; j+
1)} where (j; j + 1) is a link in path [ci+t ; ci−t]. For placement C, the bigger part is
path [j + 1; ci]. However, for placement C′, the bigger part is path [ci + 1; j].
Actually, the above example gives only case for F to have di2erent bigger parts
with respect to placements C and C′. In fact, if F 
= {(ci; ci + 1); (j; j + 1)} for some
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Fig. 2. Placements C and C′.
link (j; j + 1) in path [ci+t ; ci−t], then F can only be in the following three cases:
(c1) F does not contain (ci; ci + 1).
(c2) F = {(ci; ci + 1); (j; j + 1)} for some (j; j + 1) in path [ci−t ; ci].
(c3) F = {(ci; ci + 1); (j; j + 1)} for some (j; j + 1) in path [ci + 1; ci+t].
If (c1) occurs, then ci and ci +1 are in the same part and hence the bigger part for
placement C is also for placement C′. If (c2) occurs, then the bigger part is [ci +1; j]
for both placements C and C′. If (c3) occurs, then the bigger part is [j + 1; ci] for
both placements C and C′.
Since in cases (c1)–(c3), the bigger part is the same for both placements C and C′,
we have NC(F)=NC′(F) in these three cases. Therefore,
∑
|F|=2
NC′(F)−
∑
|F|=2
NC(F) =
∑
(j;j+1)∈[ci+t ;ci−t ]
(NC′(F)− NC(F)):
Note that
∑
(j;j+1)∈[ci+t ;ci−t ]
NC′(F) =
∑
(j;j+1)∈[ci+t ;ci−t ]
(d(ci + 1; j) + 1)
=
∑
(j;j+1)∈[ci+t ;ci−t ]
(d(ci + 1; ci+t) + d(ci+t ; j) + 1)
=
d(ci+t ;ci−t)−1∑
h=0
(d(ci + 1; ci+t) + h+ 1)
= d(ci+t ; ci−t)d(ci + 1; ci+t)
+
d(ci+t ; ci−t)(d(ci+t ; ci−t) + 1)
2
560 S. Shekhar, W. Wu /Theoretical Computer Science 258 (2001) 555–571
Fig. 3. Sequence {c0; ct ; c2t ; : : : ; c2t2}.
and similarly,
∑
(j;j+1)∈[ci+t ;ci−t ]
NC(F) =
∑
(j;j+1)∈[ci+t ;ci−t ]
(d(j + 1; ci) + 1)
= d(ci+t ; ci−t)d(ci−t ; ci) +
d(ci+t ; ci−t)(d(ci+t ; ci−t) + 1)
2
:
Therefore,
∑
|F|=2
NC′(F)−
∑
|F|=2
NC(F) = d(ci+t ; ci−t)(d(ci + 1; ci+t)− d(ci−t ; ci))
= d(ci+t ; ci−t)(d(ci; ci+t)− 1− d(ci−t ; ci)):
If d(ci; ci+t)¿d(ci−t ; ci)+ 1, then
∑
|F|=2 NC′(F)¿
∑
|F|=2 NC(F). If d(ci; ci+t)=
d(ci−t ; ci) + 1, then
∑
|F|=2 NC′(F)=
∑
|F|=2 NC(F).
Consider sequence {c0; ct ; c2t ; : : : ; c2t2} (c(2t+1)t = c0). We claim that each ci appears
exactly once in this sequence. In fact, it is easy to see that
cit =
{
ct−(i−1)=2 for odd i;
c2t+1−i=2 for even i;
where 06i62t (see Fig. 3).
It follows from this claim that condition (1) is equivalent to that for 06i¡j62t,
|d(cit ; c(i+1)t)− d(cjt ; c(j+1)t)|61: (2)
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Now, let us show (a). Suppose the placement C =(c1; c2; : : : ; c2t+1) is optimal. By
Lemma 3.2(i), we must have
|d(ci; ci+t)− d(ci−t ; ci)|61: (3)
In fact, for contradiction, suppose |d(ci; ci+t)− d(ci−t ; ci)|¿1 for some i, then either
d(ci; ci+t)¿d(ci−t ; ci) + 2
or
d(ci−t ; ci)¿d(ci; ci+t) + 2:
By Lemma 3.2(i), in either case, we can 8nd a placement C′ such that
∑
|F|=2 NC′(F)¿∑
|F|=2 NC(F), contradicting the optimality of the placement C. Therefore, (3) holds.
Namely, for 06j¡2t,
|d(cjt ; c(j+1)t)− d(c(j+1)t ; c(j+2)t)|61: (4)
This means that in sequence {d(c0; ct); d(ct ; c2t); : : : ; d(c2t2 ; c0)}, the di2erence between
two adjacent elements is at most one. If d(cjt ; c( j+1)t)¿d(c( j+1)t ; c( j+2)t), then d(cjt ;
c( j+1)t) − d(c( j+1)t ; c( j+2)t)= 1. By Lemma 3.2(ii), we can 8nd another placement
C′=(c′1; c
′
2; : : : ; c
′
2t+1) such that∑
|F|=2
NC′(F) =
∑
|F|=2
NC(F)
{d(c0; ct); d(ct ; c2t); : : : ; d(c2t2 ; c0)} = {d(c′0; c′t); d(c′t ; c′2t); : : : ; d(c′2t2 ; c′0)}
and
d(c′jt ; c
′
(j+1)t) ¡ d(c
′
(j+1)t ; c
′
(j+2)t):
In this way, we can 8nally 8nd a placement C∗ such that∑
|F|=2
NC∗(F) =
∑
|F|=2
NC(F) (5)
{d(c0; ct); d(ct ; c2t); : : : ; d(c2t2 ; c0)} = {d(c∗0 ; c∗t ); d(c∗t ; c∗2t); : : : ; d(c∗2t2 ; c∗0 )} (6)
and
d(c∗0 ; c
∗
t )6d(c
∗
t ; c
∗
2t)6 · · ·6d(c∗2t2 ; c∗0 ): (7)
From (5), we know that the placement C∗ is optimal, which must satisfy (4), that is,
for 06j ¡ 2t,
|d(c∗jt ; c∗(j+1)t)− d(c∗(j+1)t ; c∗(j+2)t)|61:
This together with (7) implies that for 16i¡j62t,
|d(c∗it ; c∗(i+1)t)− d(c∗jt ; c∗(j+1)t)|61:
Furthermore, by (6), we see that condition (2) also holds for placement C.
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To show (b), suppose the placement C satis8es condition (2). Note that all paths
[c0; ct]; [ct ; c2t]; : : : ; [c2t2 ; c0] cover the ring R(V; L) exactly t times. Therefore,
d(c0; ct) + d(ct ; c2t) + · · ·+ d(c2t2 ; c0) = nt:
Suppose that among d(c0; ct); d(ct ; c2t); : : : ; d(c2t2 ; c0), there are x numbers equal to
y + 1 and others are equal to y. Then,
x(y + 1) + (2t + 1− x)y = nt;
that is,
x + (2t + 1)y = nt:
Hence,
y= nt=(2t + 1);
x= nt − (2t + 1)nt=(2t + 1):
Now, by Lemma 3.2(ii), we can 8nd a placement C∗ satisfying (5)–(7). By (6), we
have
{d(c∗0 ; c∗t ); d(c∗t ; c∗2t); : : : ; d(c∗2t2 ; c∗0 )} = {y; : : : ; y︸ ︷︷ ︸
2t+1−x
; y + 1; : : : ; y + 1︸ ︷︷ ︸
x
}:
By (7),
d(c∗jt ; c
∗
(j+1)t) =
{
y if 06j ¡ 2t + 1− x;
y + 1 if 2t + 1− x6j62t:
Note that x and y are independent from the placement C. Moreover, all locations of
replicas in C∗ are completely determined by sequence {d(c∗0 ; c∗t ); d(c∗t ; c∗2t); : : : ; d(c∗2t2 ;
c∗0 )} if c∗0 is 8xed. This means that the placement C∗ obtained from any placement C
satisfying condition (2) is the same one if c∗0 is located at the same node. It follows
immediately from (5) that (b) holds.
This completes the proof of Theorem 3.1.
Next, we show the conjecture of Hu et al. [5].
Corollary 3.3. In ring networks with majority voting protocol; every uniformly dis-
tributing placement C =(c1; c2; : : : ; c2t+1) maximizes
∑
|F|=2 NC(F); that is; every uni-
formly distributing placement is optimal for su7ciently small p.
Proof. It su4ces to show that every uniformly distributing placement C =(c1; c2; : : : ;
c2t+1) satis8es the condition (1). To do so, we 8rst prove that for 16i62t + 1 and
j¿1, ∣∣∣∣∣
j−1∑
s=0
d(ci+st ; ci+(s+1)t)−
j−1∑
s=0
d(ci−(s+1)t ; ci−st)
∣∣∣∣∣61: (8)
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Denote r= jt − (2t + 1)jt=(2t + 1). Clearly, 06r62t. If r=0, then∣∣∣∣∣
j−1∑
s=0
d(ci+st ; ci+(s+1)t)−
j−1∑
s=0
d(ci−(s+1)t ; ci−st)
∣∣∣∣∣
= |njt=(2t + 1) − njt=(2t + 1)| = 0:
If 16r6t, then∣∣∣∣∣
j−1∑
s=0
d(ci+st ; ci+(s+1)t)−
j−1∑
s=0
d(ci−(s+1)t ; ci−st)
∣∣∣∣∣
= |(njt=(2t + 1)+ d(ci; ci+r))− (njt=(2t + 1)+ d(ci−r ; ci))|
= |d(ci; ci+r)− d(ci−r ; ci)|
61:
The inequality sign follows from the de8nition of uniformly distributing placement. If
t + 16r62t, then we have 16(2t + 1)− r6t and hence∣∣∣∣∣
j−1∑
s=0
d(ci+st ; ci+(s+1)t)−
j−1∑
s=0
d(ci−(s+1)t ; ci−st)
∣∣∣∣∣
= |d(ci; ci+r)− d(ci−r ; ci)|
= |(n− d(ci+r ; ci))− (n− d(ci; ci−r))|
= |d(ci; ci−r)− d(ci+r ; ci)|
= |d(ci; ci+(2t+1−r))− d(ci−(2t+1−r); ci)|
61:
This inequality sign also follows from the de8nition of uniformly distributing place-
ment. Thus, inequality (8) is proved.
Now, we consider the sequence {c0; ct ; c2t ; : : : ; c2t2} (c(2t+1)t = c0), again. In the proof
of Theorem 3.1, we showed that condition (1) is equivalent to condition (2), that is,
for 06i¡j62t,
|d(cit ; c(i+1)t)− d(cjt ; c(j+1)t)|61: (9)
We prove it by induction on j− i. For j− i=1, it follows immediately from (8). Now,
assume that for j− i6s, inequality (9) holds. Consider j− i= s+1. For contradiction,
suppose
|d(cit ; c(i+1)t)− d(cjt ; c(j+1)t)|¿2:
Without loss of generality, assume that
d(cit ; c(i+1)t) + 26d(cjt ; c(j+1)t):
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By the induction hypothesis, for any i¡h¡j,
|d(cit ; c(i+1)t)− d(cht ; c(h+1)t)|61
|d(cht ; c(h+1)t)− d(cjt ; c(j+1)t)|61:
It follows that for i¡h¡j,
d(cht ; c(h+1)t) = d(cit ; c(i+1)t) + 1
and
d(cjt ; c(j+1)t) = d(cit ; c(i+1)t) + 2:
If j − i is even, then set u=(j − i)=2 and v=(i + u)t. It follows that∣∣∣∣∣
u−1∑
h=0
d(cv+ht ; cv+(h+1)t)−
u−1∑
h=0
d(cv−(h+1)t ; cv−ht)
∣∣∣∣∣
= |d(cjt ; c(j+1)t)− d(cit ; c(i+1)t)
= 2;
contradicting the inequality (8). If j − i is odd, then set u = (j − i + 1)=2 and v =
(i + u− 1)t. It follows that∣∣∣∣∣
u−1∑
h=0
d(cv+ht ; cv+(h+1)t)−
u−1∑
h=0
d(cv−(h+1)t ; cv−ht)
∣∣∣∣∣
= |d(c(j−1)t ; cjt) + d(cjt ; c(j+1)t)− d(c(i−1)t ; cit)− d(cit ; c(i+1)t)|
= |3 + d(cit ; c(i+1)t − d(c(i−1)t ; cit)|:
However, by (8),
|d(cit ; c(i+1)t − d(c(i−1)t ; cit)|61:
Thus, ∣∣∣∣∣
u−1∑
h=0
d(cv+ht ; cv+(h+1)t)−
u−1∑
h=0
d(cv−(h+1)t ; cv−ht)
∣∣∣∣∣¿2;
contradicting inequality (8).
4. Tree networks
In this section, we study tree networks with majority voting protocol. Assume the
number of nodes in the tree is n.
An link in a tree is called a central link if taking o2 it results in two connected
components each with n=2 nodes (Fig. 4).
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Fig. 4. Central link and central node.
A node in a tree is called a central node if taking o2 it results in several connected
components each with the number of nodes less than n=2.
Lemma 4.1. Every tree has either a central link or a central node; but not both.
Moreover; every tree has at most one central link or at most one central node.
Proof. Note that if a tree has a central link, then it has no central node or another
central link. In fact, suppose taking o2 the central link breaks the tree into two con-
nected components T1 and T2. Then taking o2 any node or link in T1 (T2) results in
several connected components in which there must exist one containing T2 (T1).
Now, we show that if a tree T has no central link, then it has a central node. To
do so, for each link (a; b), we assign a direction a→ b if after deleting link (a; b),
the connected component containing node b has more than n=2 nodes. Since T has no
cycle, there must exist a node c with only in-link. Clearly, c is a central node.
Moreover, T cannot have two central nodes. For contradiction, suppose T has two
central nodes c and c′. Consider the undirected path P between c and c′ in T . Since
c and c′ are central nodes, the 8rst link (c; d) has direction c←d and the last link
(d′; c′) has direction d′→ c′. Deleting links (c; d) and (d′; c′) results in three connected
components containing c, {d; d′}, and c′, respectively. According to the directions of
links (c; d) and (d′; c′), the connected component containing c has more than n=2 nodes
and so does the connected component containing c′. Thus, the total number of nodes
in T is more than n. This is impossible.
By Lemma 2.2, to 8nd optimal placement for small failure probability p, it su4ces
to maximize the function
∑
|F|=1 NC(F) with respect to placement C.
Assume that the number of replicas is k. Each F with |F |=1 breaks the tree T
into two connected components. At most one of them contains more than k=2 replicas.
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Therefore, the number of survived nodes cannot exceed the number of nodes in the
biggerd connected component. Thus, NC(F) is less than or equal to the number of
nodes in the bigger connected component obtained from the failure of link in F . The
following algorithm is designed to reach this upper bound when it is possible.
Algorithm ODD. Given a tree T and k replicas, we 8rst arrange all connected compo-
nents obtained from deleting central link or central node into non-increasing ordering
in the number of nodes in each connected component, T1, T2; : : : ; Tm.
Initially, locate a replica at the central node or the endpoint of the central link in T2.
Denote this location by a. The algorithm will locate other k − 1 replicas in two steps.
In the 8rst step, only those locations adjacent to a are considered. Other locations are
considered in the second step. The following is a pseudo-code for these two steps.
begin
no← k − 1;
for i = 1 to m do % step 1%
if no¿0
then put a replica at the node in Ti adjacent to node a and no← no− 1;
i ← 1;
while no¿0 do begin % step 2%
if Ti has a node b without replica
then put a replica at node b and no← no− 1;
if i¡m
then i ← i + 1
else i ← 1;
end-while;
output placement C∗;
end
Next, we study the optimality of the placement produced by Algorithm ODD.
Let ni be the number of nodes in Ti and ki the number of replicas located in Ti
during steps 1 and 2. From the algorithm, it is easy to see that
n1¿k2¿ · · ·¿nm;
k1¿k2¿ · · ·¿km:
Lemma 4.2. k16k=2. Moreover; if k¿3; T has a central node and m¿3; then k1¡
k=2.
Proof. Consider two cases. First, assume k16k2 +1. Then 2k16k1 +k2 +16(k−1)+
1= k.
Now, assume k1¿k2+2. This could happen only if all nodes in Ti for i¿2 are taken
up by replicas. Therefore, we must have k1 + n− n1 = k. Since k16n16n=26n− n1,
we have k16k=2.
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Fig. 5. Placements C and C∗.
Moreover, assume k¿3, T has a central node, and m¿3. Note that k¿3 implies
k3¿1. In case of k16k2 + 1, we have 2k16k1 + k2 + 16(k − 1)− k3 + 1¡k. In case
of k1¿k2 + 2, we have k16n1¡n=2 and hence 2k1¡k1 + (n− n1)= k.
Theorem 4.3. Let C∗ be the placement obtained from Algorithm ODD. Then C∗ is
optimal for odd k.
Proof. Since k is odd, k=2 is not an integer. Thus, k16k=2 implies k16(k − 1)=2.
First, assume that the tree network T has a central node o. Then, for each link with an
endpoint in Ti, the failure of the link breaks T into two parts. One part is contained
in Ti, which has at most ni(¡n=2) nodes and has at most ki replicas in it. The other
part contains at least (k + 1)=2 replicas and at least n − ni(¿n=2) nodes which are
survived. This means that for every F with |F |=1, NC∗(F) reaches the upper bound
of NC(F). Therefore, C∗ maximizes
∑
|F|=1 NC(F).
By a similar argument to the proof of Theorem 4.3, we can show that if T has
a central node with degree at least three (i.e., deleting the central node results in at
least three connected components), the placement C∗ produced by Algorithm ODD is
also optimal for even k. However, C∗ may not be optimal for even k in general. For
example, as shown in Fig. 5,
∑
|F|=1 NC(F)= 31¿28=
∑
|F|=1 NC∗(F).
Actually, for even k, we need to study only three cases:
(e1) k =2.
(e2) T has a central node with degree two.
(e3) T has a central link.
Lemma 4.4. If k =2; the placement C∗ produced by Algorithm ODD is optimal.
Proof. If k =2, then for every link in the path between two replicas, the failure of the
link results in non-existence of survived node. Note that under the placement C∗, two
replicas are located at either two endpoints a and b of the central link or the central
node a and its adjacent node b in component T1. Consider a placement C. Let PC
denote the path between two replicas under the placement C. There are two important
facts about the placement C∗:
(f1) Under the placement C∗, for every F 
= {(a; b)} with |F |=1, the failure of link
in F leaves more than n=2 survived nodes.
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Fig. 6. The existence of path P.
(f2) For any link e, denote by s(e) the maximum number of nodes in a connected
component obtained from deleting e. Then s((a; b))6s(e) for any e in tree T .
These two facts are easily proved. Now, it follows from (f1) that NC∗(F)¿NC(F) for
any F 
= {(a; b)} with |F |=1. It follows from (f1) and (f2) that NC({(a; b)})6NC∗(F)
for any F 
= {(a; b)} with |F |=1.
Now, if PC =(a; b), then NC∗({(a; b)})=NC({(a; b)})= 0. Thus,∑
|F|=1
NC∗(F)−
∑
|F|=1
NC(F)¿0:
If PC 
=(a; b), then we can 8nd a link e in PC such that e 
=(a; b). Then, we have∑
|F|=1
NC∗(F)−
∑
|F|=1
NC(F)¿
∑
e∈PC
NC∗({e})− NC({(a; b)})¿0:
In either case (e2) or (e3), the central node or the central link is on a path P between
two nodes u and v with degree not equal to two, but every node between them has
degree two (see Fig. 6). Suppose at two ends of path P the two links are (u; u′)
and (v′; v). Let Tu and Tv be connected components containing u and v, respectively,
obtained from deleting links (u; u′) and (v′; v). For any placement C, denote by ku (kv)
the number of replicas in Tu (Tv).
Lemma 4.5. Suppose k is even. Let C be a placement such that ku6k=2 and kv6k=2.
Then
∑
|F|=1 NC(F)6
∑
|F|=1 NC∗(F).
Proof. For the placement C, since ku6k=2 and kv6k=2, the path P must have a
link (u′′; v′′) such that the failure of link (u′′; v′′) results in two connected compo-
nents each containing exactly k=2 replicas and hence no survived node exists, i.e.,
NC({(u′′; v′′)})= 0.
For the placement C∗, since k is even and m=2, we have k1 = k2 + 1= k=2. Let
a be the node de8ned in Algorithm ODD and b a node in T1 adjacent to a. Then
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the failure of link (a; b) would result in two connected components each containing
exactly k=2 replicas and hence no survived node exists, i.e., NC∗({(a; b)})= 0. Note
that for any F 
= {(a; b)} with |F |=1, NC∗(F)¿n=2. This means that NC∗(F) reaches
the larger one among two possibly values for NC(F) over all placements C. Therefore,
if (u′′; v′′)= (a; b), then it is straightforward that∑
|F|=1
NC∗(F)−
∑
|F|=1
NC(F)¿0:
If (u′′; v′′) 
=(a; b), then we have∑
|F|=1
NC∗(F)−
∑
|F|=1
NC(F)¿NC∗({(u′′; v′′)})− NC({(a; b)})¿0:
The last inequality follows from the following two facts:
(g1) NC∗({(u′′; v′′)})¿n=2.
(g2) NC({(a; b)})6n=2.
It is easy to verify these two facts.
Let d(u) be the distance from node u to the central node or the central link. As-
sume d(u)6d(v). Suppose deleting the node u results in m′ connected components
T ′1; T
′
2; : : : ; T
′
m′ in non-increasing ordering on the number of nodes. Let Cu be a place-
ment produced by Algorithm ODD with replacing a by u and components T1; T2; : : : ; Tm,
by T ′1; T
′
2; : : : ; T
′
m′ .
Lemma 4.6. Assume k¿4 and either (e2) or (e3) occurs. Let C be a placement
such that ku¿n=2 or kv¿n=2. If d(u)6d(v); then
∑
|F|=1 NC(F)6
∑
|F|=1 NCu(F) for
k¿3.
Proof. First, assume ku¿n=2. It follows that the degree of node u is at least three, i.e.,
m′¿3. (Since n¿2 implies ku¿1, u cannot have degree one.) Let n′i be the number
of nodes in T ′i and k
′
i the number of replicas in T
′
i under placement Cu. Then we have
n′1¿n
′
2¿ · · ·¿n′m′
k ′1¿k
′
2¿ · · ·¿k ′m′ :
We now claim k ′1¡k=2. In fact, if k
′
16k
′
2 + 1, then 2k
′
16k
′
1 + k
′
2 + 16k − k ′3¡k.
If k ′1¿k
′
2 + 2, then every node not in T
′
1 has a replica under placement Cu. Thus,
k ′1 + n− n′1 = k. However, ku6n− n1. Therefore, k ′16k − ku¡k=2 since ku¿n=2.
Note that n′1¿n=2. It follows that n
′
2¡n=2 since m
′¿3. This means that the failure
of each link without endpoint in T ′1 leaves every node in T
′
1 and node u survived
and hence gives at least n=2 + 1 survived nodes, that is, the upper bound is reached.
Therefore,
NC(F)6NC∗(F)
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for every F ⊆T − T ′1 with |F |=1. Note that T ′1 contains k − ku¡k=2 replicas under
placement C. It follows that for every F ⊆T ′1 with |F |=1,
NC(F) = NCu(F):
Thus, ∑
|F|=1
NC(F)6
∑
|F|=1
NCu(F):
Next, we assume kv¿n=2. It follows that the degree of node v is at least three.
Suppose deleting the node v results in m′′ connected components T ′′1 ; T
′′
2 ; : : : ; T
′′
m′′ . Let
Cv be a placement produced by Algorithm ODD with replacing a by v and components
T1; T2; : : : ; Tm, by T ′′1 ; T
′′
2 ; : : : ; T
′′
m′′ . By the same argument as the above, we can prove∑
|F|=1
NC(F)6
∑
|F|=1
NCv(F):
Let nu (nv) be the number of nodes in Tu (Tv). Note that n1 = nu+d(u) and n2 = nv+
d(v). In cases (e2) and (e3), n1 = n2. Since d(u)6d(v), we have nu¿nv¿1. It follows
that the degree of u is at least three. The inequality nu¿n − v also guarantees the
existence of placement Cu de8ned previously. Compared Cu with Cv, we may 8nd that
NCu(F) and NCv(F) have di2erent values only on those edges on the path P between
u and v. Thus,∑
|F|=1
NCu(F)−
∑
|F|=1
NCv(F) = −d(u)(d(u) + 1) + d(v)(d(v) + 1)¿0:
Summarizing Lemmas 4.4, 4.5, and 4.6, we can 8nd the following way to compute
optimal placement for even k.
Algorithm EVEN. Given a tree T and k replicas, run Algorithm ODD to produce
a placement C∗. If k is even, then 8nd the node u with degree 
=2 and a shortest
distance to the central node or the central link, and compute the placement Cu by
Algorithm ODD with replacing a by u and components Ti’s by components obtained
from deleting u. If
∑
|F|=1 NC∗(F)¿
∑
|F|=1 NCu(F), then output C
∗; else, output Cu.
Theorem 4.7. If k is even; then Algorithm EVEN produces an optimal placement.
5. Discussion
In ring networks, we have not determined optimal placement for even k. In fact,
it was discussed in [5] that for even k, the structure of optimal placement for ring
networks seems pretty complicated and the uniformly distributing placement may not
be optimal. Thus, only a necessary optimality condition was established by [5] in this
case. It certainly deserves a further study.
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Di2erent applications have di2erent requirements on data concurrency. To meet those
requirements, there exist many data manage protocols in the literature [1, 2]. This brings
many possibilities of future research work on optimal placements of data replicas.
Many applications of distributed database systems do not require strict consistency of
data replicas [6]. Recently, Olston and Widom [10] designed a new replication system
TRAPP which provides each user a choice on the tradeo2 in replication precision and
performance. This system also generates many interesting research problems for our
further study.
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