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ABSTRACT
Neural networks are among the most powerful nonlinear models used to address supervised learning
problems. Similar to most machine learning algorithms, neural networks produce point predictions
and do not provide any prediction interval which includes an unobserved response value with a
specified probability. In this paper, we proposed the k-fold prediction interval method to construct
prediction intervals for neural networks based on k-fold cross validation. Simulation studies and
analysis of 10 real datasets are used to compare the finite-sample properties of the prediction intervals
produced by the proposed method and the split conformal (SC) method. The results suggest that
the proposed method tends to produce narrower prediction intervals compared to the SC method
while maintaining the same coverage probability. Our experimental results also reveal that the
proposed k-fold prediction interval method produces effective prediction intervals and is especially
advantageous relative to competing approaches when the number of training observations is limited.
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1 Introduction
Neural networks are mathematical functions that map some set of input values to output values [Goodfellow et al.,
2016]. Neural network models belong to the class of representation learning methods that automatically discover
the underlying representations of data. A neural network model is composed of multiple processing layers that each
transforms the representation at one level into a more abstract representation starting from the raw input [LeCun et al.,
2015]. As such, a very complex function can be learned if we combine enough transformations. Such transformations
are obtained by stacking nonlinear modules [LeCun et al., 2015, Goodfellow et al., 2016]. Neural networks are also
known to be universal approximators which means that regardless of the function we want to learn, a large enough
neural networks can represent such a function [Hornik et al., 1989]. However, learning the desired function using
neural networks is challenging and there is no guarantee that we can find the right parameters for the neural networks
[Goodfellow et al., 2016].
Similar to most machine learning methods for prediction, neural networks usually produce point predictions without
any information about how far point predictions are from the ground truth response variables. Because point predictions
produced by neural networks do not assess the prediction error from the same data used to generate point predictions,
neural networks are lacking in inferential capability from a statistical standpoint. In this paper, we develop prediction
intervals based on neural network point predictions that produce a range of values including an unknown continuous
univariate response with any specified level of confidence.
Following the setup in [Zhang et al., 2019], (X,Y ) ∈ Rp × R denote the predictor-response pair randomly sampled
from some distribution G, where p is the number of predictors and Y is a continuous univariate response. We develop
a prediction interval for the observation (X,Y ) denoted as Iα(X,Cn) that will cover the true response variable with
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the probability 1 − α, where Cn is a training set including observations (X1, Y1), ..., (Xn, Yn) iid∼ G and (X,Y ) is
independent of the training set Cn.
Several approaches have been proposed to construct prediction intervals for neural networks. For example, Hwang and
Ding [1997] proposed an asymptotic approach to construct prediction intervals for neural networks. They estimated
the asymptotic variance of the neural network predictions and used the 1− α/2 quantile of a t-distribution to create
prediction intervals. De Vleaux et al. [1998] constructed prediction intervals for neural networks based on the asymptotic
variance of the estimated parameters of the neural networks. Khosravi et al. [2010] proposed a lower upper bound
estimation method to construct two outputs for a neural network model for estimating the prediction interval bounds.
Kivaranovic et al. [2019] proposed a distribution-free split conformal prediction interval for neural networks. They
designed a prediction interval network which had three outputs to estimate the median and the lower and upper bounds
of prediction intervals.
The conformal prediction interval framework is a general method to construct prediction intervals and provides
distribution-free predictive inference [Vovk et al., 2005]. Many prediction interval methods have been proposed based
on conformal inference. For example, Lei et al. [2018] proposed a distribution-free predictive inference for regression
leading to split conformal (SC) prediction intervals. However, the SC method may not always have a good performance,
especially when the sample size is small because the SC approach uses only half of the data to train the regression
function, which may not be sufficient. In this creative component, we propose a k-fold prediction interval method
to construct prediction intervals based on k-fold cross validation. This method tends to produce narrower prediction
intervals compared to SC intervals while maintaining the same coverage probability. Our experimental results suggested
that the proposed k-fold prediction interval method is effective and especially advantageous when the number of training
observations is limited.
The remainder of this paper is organized as follows. Section 2 describes the methodology. Section 3 presents the
simulation study. Section 4 explains the data analysis results. Finally, we conclude the paper in section 5.
2 k-fold Conformal Prediction Intervals
The conformal prediction interval framework is a general approach for efficiently constructing prediction intervals
[Vovk et al., 2005]. To decrease the computational cost of the full conformal method, Lei et al. proposed split conformal
prediction intervals, which are considerably computationally more efficient than the full conformal method [Lei et al.,
2018]. The SC prediction interval algorithm includes the following steps:
1. Randomly split {1, ..., n} into two equal-sized subsets L1 and L2.
2. Train a regression function from {(Xi, Yi) : i ∈ L1} to estimate the mean function denoted as mˆn/2(X).
3. For i ∈ L2, compute the prediction error Di = Yi − Yˆi, where Yˆi = mˆn/2(Xi).
4. Construct the prediction interval with coverage probability 1− α for Y as [Yˆ −D[n/2,α/2], Yˆ +D[n/2,α/2]],
where D[n/2,η] is the η quantile of the empirical distribution of D1, ..., Dn/2.
Although SC method generates reliable prediction intervals, it may not always have good performance, especially when
the sample size is small. The SC method uses half of the data to train the regression function which may not always be
sufficient. All observations do not get a chance to contribute to the construction of empirical distribution of errors. In
this paper, we propose a new method to construct prediction intervals based on k-fold cross validation called k-fold
conformal prediction interval. The k-fold conformal prediction interval algorithm includes the following steps:
1. Randomly split {1, ..., n} into k equal-sized subsets denoted as L1, L2,..., Lk.
2. For each Lj where j ∈ {1, ..., k} do the following:
(a) Train a regression function from {(Xi, Yi) : i ∈
k⋃
r=1
Lr, r 6= j} to estimate the mean function denoted
as mˆj(X).
(b) For i ∈ Lj , compute the prediction error Di = Yi − Yˆi, where Yˆi = mˆj(Xi).
3. Construct the prediction interval with coverage probability 1−α for Y as [Yˆ −D[n,α/2], Yˆ +D[n,α/2]], where
D[n,η] is the η quantile of the empirical distribution of D1, ..., Dn.
The proposed k-fold conformal prediction interval requires estimation of k regression functions which results in the
empirical distribution of errors based on the all training data observations. Thus, the proposed method’s computational
cost is on the order of k times that of the SC method. Each training set is larger too, so there could be added expense.
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3 Simulation Study
To evaluate the finite-sample performance of the proposed approach, we conducted a simulation study to compare our
proposed method to the SC method with respect to coverage rate and interval width performance measures. Data are
simulated from an additive error model: Y = m(X) + , where X = (X1, ..., Xp) with p = 10 and X ∼ N (0, Σp),
where Σp is an AR(1) covariance matrix with ρ = 0.6 and diagonal values equal to 1. We considered three factors,
namely the distribution of the error terms, the choice of mean function m(), and the number of training observations n.
Following [Zhang et al., 2019], we considered the following factorial design for these three factors:
• Mean functions:
1. linear: m1(x) = x1 + x2
2. nonlinear: m2(x) = 2 exp(−|x1| − |x2|))
3. nonlinear with interaction: m3(x) = 2 exp(−|x1| − |x2|)) + x1x2
• Distributions of errors:
1. homoscedastic:  ∼ N (0, 1)
2. heavy-tailed:  ∼ t3√
3
, where t3 is a t-distribution with 3 degrees of freedom.
3. heteroscedastic:  ∼ N (0, 12 + 12 |m(X)|E|m(X)| )
• Training Sample sizes: n = 500, 2500, and 5000
The full-factorial design has 27 different simulation scenarios. The following hyperparameter were used to train
the neural network model. The neural network model has 2 fully connected layers with 15 neurons in each layer.
We investigated different activation functions, such as ReLU and tanh, and found that ReLU had the best overall
performance. Only results for ReLU are reported here. All weights were initialized with the Xavier method [Glorot and
Bengio, 2010]. We used stochastic gradient descent (SGD) with a mini-batch size of 32. The Adam optimizer [Kingma
and Ba, 2014] with learning rate of 0.03% was used to minimize the loss function. The model was trained for 20,000
iterations.
3.1 Evaluation of Coverage Rates and Interval Widths
The nominal coverage level was set at 0.9 for the construction of all prediction intervals in the simulation study. 50
datasets were simulated for each simulation scenario. We also generated 500 test samples independently from the
joint distribution of (X,Y ) for each simulation scenario. We defined the coverage rate as the percentage of response
values contained in their corresponding prediction intervals for the test data. We estimated the coverage rate by mean of
coverage rates obtained from 50 simulated datasets for each simulation scenario. To evaluate the effect of k on the
performance of prediction intervals, we considered three different k values, namely 2, 5 and 10. Figure 1 compares the
coverage rate estimates of the SC method, 2-fold prediction interval method, 5-fold prediction interval method, and
10-fold prediction interval method. The white circle in each boxplot is the average of the 50 coverage rate estimates
for each simulation scenario. The estimates of the coverage rates for k5 and k10 are closer to 0.9 (the nominal level)
especially for the larger sample sizes compared to the SC and k2 methods. The SC and k2 methods tend to over-cover
the response values based on coverage rates especially when the sample is small because these methods use only half of
the training data to train the mean function which may be insufficient when n is small. Thus, the prediction errors would
be larger resulting in a wider prediction intervals and over-coverage. The SC method uses only half of the training data
to find the prediction errors for the other half of the training data which makes it similar to the k2 method except that k2
method finds prediction errors for all training data. As such, SC and k2 methods have very similar boxplots for the
coverage rates. As the sample size increases, the coverage estimates of all methods become more concentrated around
the nominal level due to having adequate information to estimate the mean functions using neural networks. The results
suggest that all competing methods showed stable behavior in terms of the coverage rate estimates across all factors
including the mean functions and the choice of error distributions.
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Figure 1: Boxplots of the coverage rate estimates of the split conformal method (SC), 2-fold prediction interval method
(k2), 5-fold prediction interval method (k5), and 10-fold prediction interval method (k10). The white circle in each
boxplot is the average of the 50 coverage rate estimates for each simulation scenarios. The dashed red lines show the
nominal coverage level which is set to be 0.9 in our study.
To evaluate the prediction interval widths, we averaged the 500 test cases’ interval widths for each simulated dataset. To
better compare the proposed k-fold prediction interval method with the SC method, we computed the ratio of the SC
interval width to the k-fold prediction interval width. Figure 2 shows the log2 ratios of the interval widths. As shown in
Figure 2, interval width decreases as the sample size increases due to availability of enough training data to estimate the
mean functions well. The SC and k2 produce intervals of approximately the same width as indicated by log ratios close
to zero. However, the SC method tends to have a slightly smaller interval width, especially when the sample size is
small. Results demonstrate that k5 and k10 prediction intervals are smaller than intervals constructed by the SC method.
The k5 and k10 prediction interval methods have a comparable performance in terms of prediction interval widths,
which indicates that increasing k in the k-fold prediction interval method does not always improve the performance.
This indicates an opportunity to choose k to obtain narrow prediction intervals while maintaining low computational
costs. The log ratios show that the k5 and k10 methods have the biggest advantages over SC intervals, in terms of width,
when the training sample size is small.
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Figure 2: Boxplots of the log2 ratios of split conformal (SC) interval widths to 2-fold prediction interval (k2) widths,
5-fold prediction interval (k5) widths, and 10-fold prediction interval (k10) widths. The white circle in each boxplot is
the average of the 50 log2 interval width ratios for each simulation scenario.
4 Data Analysis
To evaluate the performance of our proposed prediction interval method on real-world datasets, we selected 10 datasets
from UC Irvine Machine Learning Repository website which are summarized in the Table 1.
No. Name of dataset Number of predictors Number of observations
1 Power Plant 4 9,568
2 Facebook Metrics 18 500
3 Parkinsons Telemonitoring 21 5,875
4 Bodyfat 13 252
5 Residential Building 106 372
6 Real Estate Valuation 5 414
7 Wine Quality 11 4898
8 Aquatic Toxicity 8 546
9 Fish Toxicity 6 908
10 Energy Efficiency 8 768
Table 1: The summary of real datasets.
To obtain the data analysis results in this section, we used the following hyperparameters for neural networks. The
neural networks model has 2 fully connected layers with 10 neurons in each layer. As in the simulation described in the
section 3, ReLU activation functions were used and all weights were initialized with Xavier method [Glorot and Bengio,
2010]. We used stochastic gradient descent (SGD) with a mini-batch size of 16. The Adam optimizer [Kingma and Ba,
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2014] with learning rate of 0.03% was used to minimize the loss function. The model was trained for 25,000 iterations.
To estimate the coverage rates and interval widths, we used 5-fold cross validation which was repeated 20 times for
each dataset. Since the simulation study suggested that the SC method tends to perform better compared to the 2-fold
prediction interval method (k2), we did not use the k2 method in this section. We employed the 5-fold prediction
interval method (k5) rather than the 10-fold prediction interval method (k10) to decrease the computational cost. Figure
3 compares the coverage rate estimates of the SC method and the k5 method. The white circle in each boxplot is the
average of the 20 coverage estimates that resulted from the cross validation procedure.
As shown in Figure 3, the k5 prediction interval has higher average coverage than the SC method except for the Fish
dataset. The results also indicate under coverage for some of the datasets. To evaluate the prediction interval widths, we
averaged the 20 interval width estimates for each dataset. To better compare the proposed 5-fold prediction interval
method with the SC method, we computed the ratio of the SC interval width to the width of the 5-fold prediction
interval method. Figure 4 shows the log2 ratios of the interval widths. The results indicate that the k5 method tends to
have a smaller interval width than the SC method especially for the datasets with the smaller sample sizes since the
log2 ratios of the average SC interval widths to the average k5 widths are highest when the sample sizes are small. The
results also reveal that the k5 method and SC method have a comparable performance for datasets with sufficiently
large sample size. The SC method had a smaller interval width compared to the k5 method for the Power Plant dataset,
but this was due to under coverage.
Figure 3: Boxplots of the coverage rate estimates of split conformal method (SC) and 5-fold prediction interval method
(k5). The white circle in each boxplot is the average of the 20 coverage rate estimates resulting from the cross validation
procedure. The dashed red lines show the nominal coverage level which is set to be 0.9 in our study.
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Figure 4: Scatter plot of the log2 ratios of the average split conformal (SC) interval widths to the average 5-fold
prediction interval (k5) widths.
5 Conclusion
In this paper, we presented a conformal prediction interval method for neural networks using cross validation. The
proposed method uses k-fold cross validation on the training data to estimate the empirical error distribution of the
errors. Then, the quantiles of the empirical error distribution are used to construct prediction intervals for test data. Our
experimental results indicate that the k-fold prediction interval method can efficiently construct prediction intervals for
neural networks that compare favorably with intervals produced by the split conformal method. Our results suggest
that the proposed method is well-suited for datasets with a small number of observations. We also found that the
performance of the proposed model is somewhat sensitive to the choice of k. As such, it is important to tune k in the
proposed method to get narrow prediction intervals while maintaining low computational cost.
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