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Bifurcation of critical points for continuous families of C2
functionals of Fredholm type
Jacobo Pejsachowicz and Nils Waterstraat
Abstract
Given a continuous family of C2 functionals of Fredholm type, we show that the non-
vanishing of the spectral flow for the family of Hessians along a known (trivial) branch of
critical points not only entails bifurcation of nontrivial critical points but also allows to
estimate the number of bifurcation points along the branch. We use this result for several
parameter bifurcation, estimating the number of connected components of the complement
of the set of bifurcation points and apply our results to bifurcation of periodic orbits of
Hamiltonian systems. By means of a comparison principle for the spectral flow, we obtain
lower bounds for the number of bifurcation points of periodic orbits on a given interval in
terms of the coefficients of the linearization.
1 Introduction
In this paper we deal with bifurcation of critical points of a continuous family of C2 functionals
{ψλ : U → R}λ∈Λ, defined on an open neighborhood U of 0 in a separable Hilbert space H and
parametrized by a topological space Λ. Such a family is given by a function ψ : Λ×U → R such
that, for any λ ∈ Λ, the map ψλ ≡ ψ(λ, ·) : U → R is C
2, and moreover for any k, 1 ≤ k ≤ 2, the
map sending the point (λ, x) to the k-th differential dkψλ(x) is a continuous map from Λ×U into
the normed space of symmetric k forms, Symk(H,R). In what follows, we will always assume
that the point 0 is a critical point of ψλ, for all λ ∈ Λ. Families of functionals of this type arise
when the data of the problem are not smooth enough in order to ensure the differentiability with
respect to the parameter.
Let fλ(x) = ∇ψλ(x) be the gradient of ψλ at the point x ∈ U , and let Lλ = Dfλ(0) be the
Fréchet differential of fλ at the critical point 0 ∈ H . The operator Lλ is the Hessian of ψλ at
the critical point 0. Each Lλ is a bounded self-adjoint operator and ψλ(x) = 〈Lλx, x〉+ o(‖x‖
2).
Since ψ is a continuous family of C2 functionals, f is continuous in both variables and dif-
ferentiable in x. Moreover, the map L : Λ → LS(H) defined by L(λ) = Lλ is continuous
with respect to the norm topology in the space LS(H) of all bounded self-adjoint operators
from H into itself. We assume in addition that each Lλ is Fredholm, namely, that it has
a closed image and finite dimensional kernel. From the self-adjointness of Lλ, we have that
indLλ = dimkerLλ − codim imLλ = 0.
The space of all self-adjoint Fredholm operators ΦS(H) is an open subset of LS(H). Therefore,
by considering possibly a smaller neighborhood U of 0, we can suppose that Dfλ(x) is Fredholm
for every x ∈ U. Thus f is a continuous family of C1-Fredholm maps possessing a variational
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structure, with ψ as associated family of potential functions. A family ψ as above will be called
a continuous family of Fredholm C2 functionals. The set T ≡ Λ×{0} is called the trivial branch.
Definition 1.1. A point λ∗ ∈ Λ is a point of bifurcation of critical points of the family ψ from
the trivial branch if every neighborhood of (λ∗, 0) in Λ × U contains some point (λ, x), where
x 6= 0 is a critical point of ψλ.
By the implicit function theorem, bifurcation can occur only at points λ ∈ Λ where Lλ fails
to be invertible. In this paper we will deal first with the case where Λ = [a, b] is a compact
interval and then we will use the obtained results in several-parameter bifurcation. We assume
that both La and Lb are invertible and will look for sufficient conditions ensuring the existence
of at least one bifurcation point for the family ψ in (a, b).
When ψ is C2 and H is finite dimensional it is a folklore result that bifurcation arises in (a, b)
whenever the Morse index µ(ψa, 0) differs from µ(ψb, 0). This result extends to C
2 function-
als ψ : [a, b] × U → R if the Hessians Lλ of ψλ at 0 are either essentially positive or essentially
negative. Let us recall that a self-adjoint operator Lλ is essentially positive if it is a compact per-
turbation of a positive definite self-adjoint operator. If ψλ is as above and if 0 is a non-degenerate
critical point of ψλ, its Morse index µ(ψλ, 0) is the dimension of the maximal negative space of its
Hessian Lλ at 0. With this definition the corresponding bifurcation theorem holds in the form
stated in finite dimensions. The same holds for functionals with essentially negative definite
Hessian.
The above results are sufficient for many applications of bifurcation theory to nonlinear differ-
ential equations, but not for all of them. Indeed, in variational problems arising in the theory of
Hamiltonian systems, e.g., geodesics on semi-Riemannian manifolds, and perturbations of self-
adjoint systems of first order elliptic differential operators, one deals with strongly indefinite
functionals ψ, where µ(ψ, x) and µ(−ψ, x) are both infinite. In this case the invariant that sub-
stitutes the difference between the Morse indices at the end points is the spectral flow of a path
of self-adjoint Fredholm operators.
Roughly speaking, given a path L : I → ΦS(H) of self-adjoint Fredholm operators with invertible
end-points, its spectral flow sf(L, I) ∈ Z is the number of negative eigenvalues of La that become
positive as the parameter λ travels from a to b minus the number of positive eigenvalues of La
that become negative. When the operators of the path are essentially positive, then the spectral
flow of L is the difference of the Morse indices at the end-points. However, if the operators in
the path are strongly indefinite, i.e. neither L nor −L consists of essentially positive operators,
then sf(L, I) depends in general on the whole path and not only on its end-points.
The spectral flow was introduced for the first time for paths of elliptic self-adjoint operators in
[APS76] and since then its definition was extended with various degrees of generality and used in
linear and nonlinear functional analysis. Let us quote as references [BW85, Fl88, CLM94, RS95,
Ph96, MPP05, W08, PW13].
The above heuristic description of the spectral flow can be made rigorous in many different
ways. A neat geometric understanding of the spectral flow can be obtained by interpreting this
invariant as an oriented intersection number of the path with the singular variety Σ of all non-
invertible self-adjoint Fredholm operators. The set Σ is a one codimensional stratified subvariety
of the open subset ΦS(H) ⊂ LS(H) of all bounded self-adjoint Fredholm operators on H. For
k ≥ 1, the stratum Σk = {T ∈ ΦS(H) : dim kerT = k} of the variety Σ is a submanifold (not
closed in ΦS(H)). The top stratum Σ1 is of codimension 1 in ΦS(H), while the other strata
are of codimension three or higher. Σ1 posses a nowhere vanishing normal vector field, i.e., is
co-oriented. This allows us to define sf(L, I) by approximating the path L with a smooth path
having transversal intersections with Σ (hence, not intersecting the strata of higher order) and
counting the intersection points of the approximating path with Σ1 with signs ±1 according to
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whether the orientation of the tangent vector to the path coincides or not with that of a chosen
normal field (cf. [FPR99]).
The graph of any self-adjoint operator is a Lagrangian subspace of the product H ×H with its
natural (cotangent) symplectic structure. In this picture Σ becomes the "train" (or "Maslov
Cycle") of H × {0}. Using this, the spectral flow can be interpreted as an infinite dimensional
Maslov index for paths in the Fredholm Lagrangian Grassmannian. This approach leads to the
definition of spectral flow for families of unbounded self-adjoint operators as well (cf. [Ni93]).
That the spectral flow is the right homotopy invariant of the path of linearizations for the study
of bifurcation of critical points of families of strongly-indefinite functionals was found in [FPR99].
In the present paper we will improve the results of [FPR99] in several ways.
First of all, we extend the bifurcation theorem of [FPR99] to continuous families of C2 function-
als parametrized by an interval by showing that bifurcation of critical points arise whenever the
path of Hessians along the trivial branch has a non-vanishing spectral flow. For this we will use
the homotopy invariance of the Conley index of an isolated invariant set in the central part of
the proof of the theorem, after having reduced the problem to finite dimensions. The Conley
index needs less differentiability assumptions about the functional than the homology groups of
a critical point used in [FPR99]. In addition we estimate the number of bifurcation points of the
family ψ in terms of the spectral flow sf(L, I) of the path of Hessians along the trivial branch
and the highest stratum Σm crossed by L. Our conclusion in Theorem 2.1 is as follows: if the
crossing points with Σ are isolated, then ψ must have at least | sf(L, I)|/m bifurcation points.
When the parameter space is a general topological space Λ, upon appropriate assumptions, we
will use the above result along paths in Λ in order to estimate the number of connected compo-
nents of the complement of the set of bifurcation points. This is done in Theorem 2.2.
Bifurcation of periodic and homoclinic orbits of Hamiltonian systems is a natural place for ap-
plications of the above theory since the associated functionals are of strongly indefinite type. We
apply our results to bifurcation of 2π-periodic orbits of time-depending, periodic Hamiltonian
systems whose Hamiltonian function has a time independent Hessian. In this case the linearized
equation has constant coefficients and from this fact one easily obtains sufficient conditions for
bifurcation and estimates for the number of components directly in terms of the coefficients.
The case of general non-autonomous periodic Hamiltonian systems is more involved. However,
for the one-parameter case, we obtain in Proposition 8.1 some estimates for the number of bi-
furcation points for 2π-periodic orbits in terms of the coefficients of its linearization along the
stationary branch. The estimate is deduced from a general comparison principle for the spectral
flow which is stated in Theorem 7.1 and might have other uses as well.
The paper is organized as follows: in Section 2 we state our main results. In Section 3 we recall
some well known properties of the spectral flow and prove Proposition 2.5. The sections 4 and
5 are devoted to the proofs of the theorems 2.1 and 2.2, respectively. Applications to several
parameter bifurcation of periodic orbits of Hamiltonian systems with time independent Hessians
are given in Section 6. In Section 7 we establish the comparison principle which is used in Sec-
tion 8 in order to obtain an estimate for the number of bifurcation points for non-trivial periodic
orbits of a Hamiltonian system from the stationary branch.
2 The main theorems
Our main result reads as follows:
Theorem 2.1. Let U be a neighborhood of 0 in a separable Hilbert space H and let ψ : I×U → R
be a continuous family of C2 functionals parametrized by I = [a, b]. Assume that 0 is a critical
point of the functional ψλ ≡ ψ(λ, ·) for each λ ∈ I. Moreover, assume that the Hessians Lλ of
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ψλ at 0 are Fredholm with La and Lb invertible.
i) If sf(L, I) 6= 0, then the interval (a, b) contains at least one point of bifurcation of critical
points of ψλ from the trivial branch.
ii) If L intersects Σ only at a finite number of points λ ∈ I, then the family ψ possesses at
least | sf(L, I)|/m bifurcation points in (a, b), where m is the highest order of the stratum
crossed by L, i.e.,
m = max{dimkerLλ : λ ∈ [a, b]}.
There is a number of cases in which the hypothesis of ii) are verified:
1) The path L is real analytic. Indeed, in this case, the set Σ(L) := L−1(Σ) of all singular
points of the path L has to be discrete, because on a small neighborhood of any point λ ∈ I
the set Σ(L) coincides with the set of zeroes of the analytic function det(U∗LU|H0), where
U and H0 are as in the proof of Lemma 4.5 below.
2) The path L is differentiable and has only regular crossing points in I. A regular crossing
point is a point λ ∈ Σ(L) at which the crossing form Q(λ), defined as the restriction of
the quadratic form 〈L˙λh, h〉 to kerLλ, is non-degenerate. The proof that regular crossing
points are isolated can be found in [FPR99, Theorem 4.1]. It also follows from the above
theorem that, for paths having only regular crossing points, one has
sf(L, I) =
∑
λ∈Σ(L)
sigQ(λ), (1)
where sig stands for the signature of a quadratic form. It is easy to see that at regular
crossing points sigQ(λ) coincides with the "crossing number" studied in [CL88, K04]. From
this viewpoint the spectral flow arise in variational bifurcation theory as an improvement
of this, earlier defined invariant at isolated points in Σ(L).
3) A differentiable path is said to be positive if the quadratic form Q(λ) is positive definite
at each crossing point. By the above discussion, positive paths have only regular crossings
and moreover sigQ(λ) = dimkerLλ. Therefore positive paths verify the second hypothesis
in Theorem 2.1. Moreover, in this case
sf(L, I) =
∑
λ∈Σ(L)
dimkerLλ.
A typical positive path on (0,∞) is Lλ = λId −K, where K is a compact operator. A well
known theorem by Krasnoselskii states that if φ is a weakly continuous functional such that
∇φ(0) = 0, then every non-vanishing eigenvalue of the Hessian of φ at 0 is a bifurcation
point for solutions of the variational equation λx−∇φ(x) = 0. Thus Krasnoselskii’s theorem
is a very special case of Theorem 2.1.
4) The positivity can be formulated for paths that are only continuous, by requiring that for
each singular point λ0 of L in I there is a neighborhood Iδ = (λ0 − δ, λ0 + δ) and an
increasing function γ : Iδ → R with γ(λ0) = 0, such that:
〈L(λ)− L(λ0)u, u〉 ≤ γ(λ)〈u, u〉 ∀λ ∈ (λ0 − δ, λ0], ∀u ∈ kerLλ0 ,
〈L(λ)− L(λ0)u, u〉 ≥ γ(λ)〈u, u〉 ∀λ ∈ [λ0, λ0 + δ), ∀u ∈ kerLλ0 ,
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and limλ→0
‖L(λ)−L(λ0)‖
2
γ(λ) = 0. In this case (cf. [FPS]), one still has that the singular points
are isolated and sf(L, I) =
∑
λ∈Σ(L) dimkerLλ.
Using the above theorem, we will obtain estimates on the number of connected components
of the complement of the set of bifurcation points of families of functionals parametrized by more
general topological spaces. More precisely, we assume that Λ is a connected topological space
and ψ a continuous family of Fredholm C2 functionals such that 0 ∈ H is a critical point of all
ψλ, λ ∈ Λ.
Let us denote the set of all bifurcation points in Λ by B(ψ). In what follows, we call a path
γ : I → Λ admissible if the operators Lγ(a) and Lγ(b) are isomorphisms. The spectral flow
sf(L ◦ γ, I) of L along an admissible path is well defined and it is additive under concatenation.
We will say that the family ψ satisfies the assumption (A) if for any admissible path γ the spectral
flow sf(L ◦ γ, I) depends only on the end-points of the path, or equivalently, if sf(L ◦ γ, I) = 0
for all closed admissible paths.
Theorem 2.2. Let Λ be a connected topological space and ψ : Λ ×H → R a continuous family
of Fredholm C2 functionals such that 0 ∈ H is a critical point of all ψλ, λ ∈ Λ, and such that
(A) holds.
i) If there exists an admissible path γ in Λ such that sf(L ◦ γ, I) 6= 0, then Λ \ B(ψ) is
disconnected.
ii) If there exists a sequence of admissible paths γn, n ∈ N, such that limn→∞ | sf(L ◦ γn, I)| =
∞, then Λ \B(ψ) has infinitely many path components.
iii) If Σ(L) = B(ψ), any admissible path γ such that L ◦γ has only isolated singular points will
cross at least | sf(L◦γ)|
m
+ 1 components of Λ \B(ψ), where m is defined as in Theorem 2.1.
Remark 2.3. Let us recall that the Lebesgue covering dimension dimΛ of a topological space Λ
is the minimal value of n ∈ N such that every finite open cover of Λ has a finite open refinement in
which no point belongs to more than n+ 1 elements. By Corollary 1, Theorem IV 4 of [HW48],
no subset of dimension strictly smaller than n − 1 can disconnect a topological n-manifold.
Therefore, it follows from Theorem 2.1 that, if the parameter space Λ is a topological manifold
of dimension n, then the covering dimension of B(ψ) is at least n− 1.
Corollary 2.4. If Λ is a smooth manifold verifying the assumptions of Theorem 2.2 and if
Σ(L) ⊂ S, where S is a stratified submanifold of Λ of positive codimension, e.g., if L is smooth
and transversal to the variety Σ, then iii) holds irrespective of the assumption Σ(L) = B(ψ). The
same is true if Λ is a topological n-manifold and dimΣ(L) \B(ψ) ≤ n− 2.
The condition (A) is satisfied if the Hessians Lλ are either essentially positive or negative
definite. However, we will use (A) in the case of a family of Hamiltonian systems, in which none
of the Morse indices is finite. In this framework (A) still holds by (2) below.
The following proposition shows the relevance of the topology of the parameter space for the
validity of (A).
Proposition 2.5. Let Λ be a connected space of finite type, i.e., all homology groups Hk(Λ),
k ∈ N, are finitely generated. If H1(Λ;Q) = 0, then (A) holds for any continuous family of
Fredholm C2 functionals parametrized by Λ.
Finally, let us mention that Theorem 2.2 and Proposition 2.5 improve the main results of the
recent work [PW13]. Moreover, the proof of the second assertion in Theorem 2.2 simplifies the
argument used in [Wa13].
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3 The spectral flow
The proof of Theorem 2.1 is based on a reduction process to families of functionals of a particular
form and some properties of the spectral flow which we are going to review in this section. Among
the several constructions of this invariant in the literature, we will follow the approach taken in
[FPR99] because it leads almost immediately to the reduction process mentioned above.
Let us recall that the open set ΦS(H) is not connected and that the position with respect to 0
of the essential spectrum of an operator determines to which connected component the operator
belongs. The three connected components of ΦS(H) are: the set of essentially positive operators
Φ+S (H) consisting of all operators inΦS(H) whose negative spectrum has only isolated eigenvalues
of finite multiplicity; the set of essentially negative operators Φ−S (H) defined in a corresponding
way and the set of strongly indefinite operators ΦiS(H) whose elements have infinite dimensional
negative and positive spectral subspaces.
Let us briefly recall from [FPR99] the definition of the spectral flow of a path L : I → ΦS(H).
In accordance with the notation in Theorem 2.2, L will be called admissible if its end-points are
invertible. At first, if such an admissible path L is a compact perturbation of a fixed self-adjoint
Fredholm operator T ∈ ΦS(H), i.e., Lλ = T +Kλ where Kλ is compact, then the spectral flow
is defined as the relative Morse index of the end-points of the path; namely:
sf(L, [a, b]) = µrel(La, Lb)
= dim[E−(La) ∩ E
+(Lb)]− dim[E
−(Lb) ∩ E
+(La)],
(2)
where E± denote the maximal positive ( resp. negative) space of a self-adjoint operator. In order
to explain how (2) can be extended to general admissible paths in ΦS(H), we firstly assume that
L : I → ΦiS(H) is a path of strongly indefinite operators. We split H into a product H
+ ×H−
with bothH± isomorphic toH and, writing h = (x, y), we define J(x, y) = x−y. Clearly, J2 = Id
and the spectrum of J is {±1}, both with infinite dimensional spectral subspace. Such a J is
called polarization in [We76]. Once a polarization is chosen, we say that a path M : I → GL(H)
is a cogredient parametrix for a path L : I → ΦiS(H) with respect to J, if
M∗λLλMλ = J +Kλ, (3)
with Kλ compact and (necessarily) self-adjoint. It is shown in [FPR99] that every path in Φ
i
S(H)
has a cogredient parametrix M and that the definition
sf(L, [a, b]) = µrel(J +Ka, J +Kb) (4)
does not depend on the choice of the cogredient parametrix M .
The case of paths L : I → Φ±S (H) of essentially positive or essentially negative operators reduces
to the one in ΦiS(H ⊕ H) by taking direct sum ∓Id on the second factor. Consequently, (4)
extends to all admissible paths in ΦS(H). It follows easily from (4) that for paths in Φ
±
S (H) the
spectral flow coincides with the difference of the Morse indices of ±L at the end points.
The spectral flow is uniquely characterized by the following four properties (cf. [CFP00]):
i) Normalization: If L is a path of isomorphisms, then sf(L, I) = 0.
ii) Morse Index: If H is finite dimensional, then sf(L, I) = µ(La)− µ(Lb).
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iii) Direct Sum Property: If L1 and L2 are admissible paths on Hilbert spaces H1 and H2
respectively, then sf(L1 ⊕ L2, I) = sf(L1, I) + sf(L2, I).
iv) Homotopy Invariance Property: Let H : [0, 1]× I → ΦS(H) be a family such that for each
s ∈ [0, 1], the path Hs ≡ H(s, ·) is admissible. Then sf(Hs, I) is independent of s.
From the above four properties it follows also that the spectral flow is additive under the con-
catenation of intervals, and invariant under free homotopies of closed paths. Namely (cf.[FPR99]):
v) Concatenation: If the path L : I → ΦS(H) is admissible both on [a, c] and on [c, b], then
sf(L, [a, b]) = sf(L, [a, c]) + sf(L, [c, b]).
vi) Homotopy of Closed Paths: Let the family H : [0, 1]× I → ΦS(H) be such that H(·, a) =
H(·, b) and H(0, a), H(1, a) are invertible. Then, irrespective of the invertibility of the
operators H(·, a),
sf(H0, I) = sf(H1, I).
We will now use the last two properties of the spectral flow in order to prove Proposition 2.5.
Let π1(Λ, λ) be the fundamental group of Λ with base point λ. Since the spectral flow is homotopy
invariant and additive under concatenation of paths, it induces a homomorphism s¯f : π1(Λ, λ)→
Z which necessarily sends the commutator subgroup [π1, π1] to 0. Therefore s¯f factors through the
quotient q : π1(Λ, λ) → π1(Λ, λ)/[π1, π1]. Under the identification π1(Λ, λ)/[π1, π1] ≃ H1(Λ;Z),
we obtain a homomorphism h : H1(Λ;Z) → Z such that, denoting with [γ] the homotopy class
of a closed path γ based at λ, we have that sf(L ◦ γ) = h ◦ q([γ]).
Since Λ is of finite type, there exists d ∈ N ∪ {0} and prime numbers p1, . . . , pN such that
H1(Λ;Z) ∼= Zd ⊕ Zp1 ⊕ · · · ⊕ ZpN . It follows from the universal coefficient theorem that d = 0,
because H1(Λ;Q) = 0 by assumption. We conclude that every element of H1(Λ;Z) is of finite
order which, on its turn, implies that h ≡ 0. Thus sf(L ◦ γ) = 0, for any closed path based at λ
and hence, by vi), for any closed admissible path. This yields the desired conclusion.
4 Proof of Theorem 2.1
First of all, let us notice that it is enough to prove the theorem in the strongly indefinite case.
Indeed, given any family of functionals ψ : I × U → R of Fredholm type, one can consider the
auxiliary family ψˆ : I × U × U × U → R defined by
ψˆ(λ,w, u, v) ≡ ψ(λ, u) +
1
2
‖w‖2 −
1
2
‖v‖2.
Clearly, the bifurcation points of ψ are the same as those of ψˆ. Moreover, by the direct sum
property, the spectral flows of the Hessians along the trivial branch of critical points of ψ and
ψˆ are the same. But the Hessians of ψˆ are strongly indefinite. Henceforth we assume that ψ is
strongly indefinite and do a further reduction of the problem.
We choose a cogredient parametrix M for the path L of Hessians of ψ and set
ψ˜(λ, h) ≡ ψ (λ,Mλ(h)) , f˜(λ, h) = M
∗
λf(λ,Mλ(h)), L˜λ = M
∗
λLλMλ.
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Then we have for all (λ, h) ∈ I ×H
∇hψ˜(λ, h) = f˜(λ, h) and Dhf˜(λ, h) = L˜λh. (5)
Since {Mλ}λ∈I and {M∗λ}λ∈I are paths of invertible operators, it is clear that nontrivial solutions
of the equation f(λ, h) = 0 correspond viaMλ with nontrivial solutions of f˜(λ, h) = 0. Therefore,
the bifurcations of critical points of ψ and ψ˜ arise at the same values of the parameter λ. Also
the crossing points of L and L˜ with each stratum Σk are the same. Moreover, it follows from
the homotopy invariance property iv) that the spectral flows of L and L˜ = M∗LM coincide.
Indeed, the homotopy H(λ, t) = M∗tλLλMtλ shows that sf(L˜, I) = sf(M
∗
aLMa). Since GL(H) is
connected, there exists a path of invertible operators from Ma to Id and we obtain that
sf(L˜, I) = sf(M∗aLMa) = sf(L, I).
Consequently, by possibly replacing ψ : I ×U → R with ψ¯ : I ×U → R, we may assume that for
each parameter λ ∈ I, Lλ = J +Kλ with Kλ compact and symmetric, which we will do from
now on.
We choose Hilbert bases {e+k }k=1...∞ and {e
−
k }k=1...∞ for H
+ and H−, respectively. Let Hn be
the subspace of H spanned by {e±k |1 ≤ k ≤ n}. Then J commutes with the orthogonal projection
Pn of H onto Hn and hence J(Hn) = Hn, J(H
⊥
n ) = H
⊥
n . Namely, the pair Hn, H
⊥
n reduces J .
Notice also that the signature of the restriction of J to Hn is zero.
It is shown in [CFP00, Lemma 4] that there exists n ∈ N such that, for all λ ∈ I,
(Id − Pn)Lλ : H
⊥
n → H
⊥
n
is invertible, and for 0 ≤ t ≤ 1 and λ ∈ {a, b},
tLλ + (1 − t)[(Id − Pn)Lλ(Id − Pn) + PnLλPn]
is invertible, too. Hence, if we denote
Lnλ = PnLλ |Hn : Hn → Hn and L˜
n
λ = (Id − Pn)Lλ |H⊥n H
⊥
n → H
⊥
n ,
we get from iv), iii) and i)
sf(L, I) = sf(Ln ⊕ L˜n, I) = sf(Ln, I) + sf(L˜n, I) = sf(Ln, I).
Finally, by using ii), we obtain:
Proposition 4.1. If L : I → L(H) and Ln : I → L(Hn) are as above, then there exists n0 such
that
sf(L, I) = sf(Ln, I) = µ(Lna)− µ(L
n
b ), for all n ≥ n0.
Before turning to the proof of Theorem 2.1 let us prove a version of the Lyapunov-Schmidt
Reduction for critical points that we will use below. This later is a modification of the reduction
proved in [FPR99] adapted to the class of functionals we are working with.
Lemma 4.2. Let ψ : I × U → R be a continuous one-parameter family of C2 functionals. Let
f(λ, h) ≡ ∇hψ(λ, h). Assume that f(λ, 0) = 0 for all λ ∈ I. Suppose that there is an orthogonal
splitting H = X × Y , where dimX < ∞ and such that, writing h = (x, y) and f(λ, h) =
(f1(λ, x, y), f2(λ, x, y)), we have that Dyf2(λ, 0, 0): Y → Y is invertible for all λ ∈ I. Then:
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i) There is an open ball B = B(0, δ) ⊂ X and a continuous family of C1 maps g : I×B → Y ,
such that g(λ, 0) = 0 for all λ ∈ I, and
f2(λ, x, g(λ, x)) = 0 for all (λ, x) ∈ I ×B. (6)
ii) If the mapping f¯ : I ×B → X and the functional ψ¯ : I ×B → R are defined by
f¯(λ, x) ≡ f1 (λ, x, g(λ, x)) and ψ¯(λ, x) ≡ ψ (λ, x, g(λ, x)) respectively,
then ψ¯ is a continuous family of C2 functionals on B and
∇xψ¯(λ, x) = f¯(λ, x) for all (λ, x) ∈ I ×B. (7)
Proof. Composing f2 on the right with D
−1
y f2(λ, 0, 0), we obtain a map f¯2 : I × X × Y → Y
such that Dy f¯2(λ, 0, 0) = Id for all λ ∈ I. Clearly, there exists a g verifying (6) for f2 if and
only if the same holds for f¯2. Therefore, we can assume that Dyf2(λ, 0, 0) = Id . Assuming
this, the derivative in the y direction of the map k(λ, x, y) = y − f2(λ, x, y) vanishes at (λ, 0, 0)
for all λ. Being Dy k(λ, x, y) continuous, using compactness of I, we can find a product ball
(B′ = B(0, ǫ)) × (B′′ = B(0, ǫ)) ⊂ X × Y such that ‖Dyk(λ, x, y)‖ ≤
1
2 on I × B
′ × B′′. From
this, we obtain that
‖k(λ, x, y)− k(λ, x, y′)‖ ≤
1
2
‖y − y′‖, (8)
for any (λ, x) ∈ I×B′ and any y, y′ ∈ B′′. Taking a δ < ǫ such that ‖k(λ, x, 0)‖ = ‖f2(λ, x, 0)‖ ≤
ǫ
2 on B = B(0, δ) and using (8) together with k(λ, 0, 0) = 0, we obtain that ‖k(λ, x, y)‖ < ǫ, on
I ×B ×B′′.
Therefore, for any (λ, x) ∈ I × B, the map k(λ,x)(y) := k(λ, x, y) is a strict contraction of B
′′
into itself. Defining g(λ, x) to be the unique fixed point of k(λ,x) : B
′′ → B′′, the equation (6)
holds true. The continuity of g follows from the fact that fixed points of continuous families of
contractions depend continuously on the parameter. By the implicit function theorem for C1
maps, each gλ ≡ g(λ, ·) is differentiable. That the map (λ, x) → Dgλ(x) is continuous is a simple
consequence of the formula for the derivative of an implicit function. Finally, a straightforward
application of the chain rule gives (7), from which it also follows that ψ¯ is a continuous family
of C2 functionals.
Let us take as X,Y in Lemma 4.2 the pair Hn, H
⊥
n . Then we have a splitting f = (f
n
1 , f
n
2 ),
where
fn1 (λ, x, y) = Pnf(λ, x, y) and f
n
2 (λ, x, y) = (Id − Pn)f(λ, x, y).
Moreover, we have that Dyf
n
2 (0, 0) = L˜
n is an isomorphism for n large enough. Thus, by the
previous lemma we obtain a finite dimensional reduction ψ¯n : I ×B → R, f¯n = ∇xψ¯n : I ×B →
Hn for some ball B ⊂ Hn centered at 0.
Proposition 4.3. Let lnλ = Dxf¯
n(λ, 0) be the Hessian of ψ¯nλ at 0. For i = a, b and n big enough,
we have that 0 is a non-degenerate critical point of ψ¯ni and
µ(ψ¯ni , 0) := µ(l
n
i ) = µ(L
n
i ).
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Proof. For i = a, b, let Cni = Dgi(0). From equation (6) we obtain by implicit differentiation
Cni = [Dyf
n
2 (i, 0, 0)]
−1Dxf
n
2 (i, 0, 0) = (L˜
n
i )
−1(Id − Pn)Li|Hn . (9)
For n big enough, L˜ni becomes as close as we wish to the isomorphism Li which make the norms
of its inverses uniformly bounded. If we now use that Li = J +Ki and that J commutes with
Pn, we infer
Cni = (L˜
n
i )
−1(Id − Pn)(J +Ki)|Hn = (L˜
n
i )
−1(Id − Pn)Ki|Hn .
Now, since (Id − Pn)Ki converges to 0 in norm, we obtain that ‖Cni ‖ → 0, n → ∞. Observing
that
lni = PnLi(Id+ C
n
i ) = L
n
i + PnLiC
n
i ,
we see that lni −L
n
i → 0 in norm which implies that the Morse index of l
n
i is defined and coincides
with that of Lni for sufficiently large n.
By construction, the family ψ¯ and the family ψ have the same bifurcation points. Now, part
i) of Theorem 2.1 follows from the propositions 4.1, 4.3 and:
Proposition 4.4. Let U ⊂ RN be a neighborhood of 0 and let ψ : I × U → R be a continuous
family of C2 functionals such that 0 is a critical point of ψλ ≡ ψ(λ, ·) for each λ ∈ I. If the
Hessians la of ψa and lb of ψb are invertible and µ(la) 6= µ(lb), then the interval (a, b) contains
at least one point of bifurcation of critical points of the family ψλ from the trivial branch.
Proof. In order to show that µ(la) 6= µ(lb) entails bifurcation, we will use the continuation
property of the Conley index of an isolated invariant set of a flow. We will shortly recall below
some basic facts about the Conley index. Here we follow essentially the presentation of the
Conley index in [Ba93] and [Ba92]).
A flow on a locally compact metric space X is a continuous map Φ: R × X → X such that
Φ(0, x) = x and Φ(t + s, x) = Φ (t,Φ(s, x)). As usual we will use subindices in order to denote
the partial maps. We will denote by γ(x) = Φx(R) the orbit of a point x and by α(x), ω(x) the
alpha and omega limit respectively of the orbit passing through x. Given a subset A of X we
will denote by I(A) the maximal invariant subset of A , i.e., the union of all orbits contained in
A. A compact subset N of X is an isolating neighborhood if any orbit γ(x) contained in N does
not intersect ∂N . If N is an isolating neighborhood, the maximal invariant subset I(N) of N is a
compact subset of the interior of N. An invariant subset S of X of the form S = I(N) with N an
isolating neighborhood is called an isolated invariant set. An index pair for an isolated invariant
set S is a pair (N,E) of compact subsets of X such that the closure of N \ E is an isolating
neighborhood of S. The set E ⊂ N, called the exit set, is positively invariant in N and such that
any orbit exiting N in forward time must pass through E. Every isolating neighborhood of the
set S contains an index pair (N,E) for S.
By definition, the Conley index h(S) of an isolated invariant set S is the homotopy type of the
pointed space N/E obtained from N by identifying all points in E to a base point. That the
(pointed) homotopy type of N/E is independent of the choice of the index pair is one of the
main results of Conley’s theory. The invariance of the Conley index under conjugation of flows
by homeomorphisms allows to compute the index of an isolated hyperbolic equilibrium point x0
of a complete C1- vector field f considered as an isolated invariant set of the associated flow.
It turns out that h({x0}) is the homotopy type of a pointed sphere Sm, where m equals the
dimension of the unstable manifold of x0 or, what is the same, the number of characteristic
exponents of x0 with positive real part (see [C78] Chapter I , Section 4.3). In particular, if x0 is
a non-degenerate equilibrium point of a C2 functional ψ, then the Conley index of x0 considered
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as an isolated critical point of the flow associated to −∇ψ is the homotopy type of the sphere
Sµ, where µ = µ(ψ, x0) is the Morse index of the critical point. We will use a particular case of
the continuation principle for the Conley index in the form presented in [Ba92] (cf. also [Ba93]).
A continuous map Φ: I × R × X → X such that each Φλ is a flow induces a flow Φ¯ on I ×X
defined by Φ¯(t, λ, x) = (λ,Φ(λ, t, x)). That Φ¯ is a flow is clear from the definition. Moreover, the
fibers of the projection π : I ×X → I are invariant under Φ¯, which acts on the fiber {λ} ×X as
Φλ. The continuation principle for the Conley index, in the formulation of [Ba92, Theorem 3.3],
asserts that if S is an isolated invariant set for Φ¯, then the section Sλ = {x ∈ X |(λ, x) ∈ S} is an
isolated invariant set for Φλ and h(S) = h(Sλ) for all λ ∈ I. In particular, h(Sλ) is independent
of λ.
With this said we continue with the proof of the proposition. Assume that for ǫ small enough there
are no nontrivial vertical critical points of the family ψ on B(0, ǫ). Set fλ(h) = −∇ψλ(h). Possibly
after multiplication by a smooth bump function equal to one on B(0, ǫ), we can assume without
loss of generality that each vector field fλ is complete. Consider the homotopy Φ: I×R×X → X
defined by the family of flows induced by the differential equation h˙ = f(λ, h) and take the flow
Φ¯ constructed above. Then the set S = I × {0} is an isolated invariant set with isolating
neighborhood N = I × B(0, ǫ). Indeed, if there is an orbit of Φ¯ passing through a point (λ, h)
with h 6= 0 and contained in N , then by the above discussion the orbit is of the form {λ}× γ(h)
where γ(h) is the orbit of Φλ through h. Since Φλ is of gradient type, the α and the ω limit of
γ(h) should be two different critical points of ψλ in B(0, ǫ), which is impossible. But then, by the
continuation principle and the computation of the Conley index of a non-degenerate equilibrium
point, we get
µ(la) = µ(ψa, 0) = µ(ψb, 0) = µ(lb)
contradicting the hypothesis.
We now prove the second part of Theorem 2.1. Since the singular set Σ(L) is finite, for each
λ0 ∈ Σ(L) we can define the spectral flow of L across λ0 by
sf(L, λ0) = lim
ε→0
sf(L, [λ0 − ε, λ0 + ε]).
That this limit exists is a consequence of the additivity and normalization properties of the
spectral flow. By the first assertion of Theorem 2.1, λ0 is a bifurcation point if sf(L, λ0) 6= 0.
Lemma 4.5. Let L : I → ΦS(H) be a path such that Lλ fails to be invertible only at λ0 ∈ (a, b).
Then | sf(L, λ0)| ≤ dim kerLλ0 .
Proof. Since Lλ0 is a self-adjoint Fredholm operator, there exists ε > 0 such that 0 is the only
point in the spectrum of Lλ0 in the interval [−ε, ε].
Let us take I = [λ0 − δ, λ0 + δ], where δ > 0 is such that ±ε is not in the spectrum of Lλ for
all λ ∈ I. Let Pλ, λ ∈ I, denote the orthogonal projection onto the spectral subspace of Lλ
corresponding to the spectrum inside [−ε, ε]. Then P : I → L(H) is continuous, for each λ ∈ I,
the projection Pλ reduces Lλ and the restriction of Lλ to the kernel of Pλ is an isomorphism.
By possibly using a smaller δ > 0, we can assume that ‖Pλ − Pλ0‖ < 1, and by following the
construction in [Ka76, Remark 4.4, Chap II], there is a path U : I → L(H) of orthogonal
isomorphisms such that
Pλ = UλPλ0U
∗
λ , λ ∈ I, and Uλ0 = Id .
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From the homotopy invariance property iv) of the spectral flow, it is readily seen as in the proof
of the first part of Theorem 2.1 that
sf(L, I) = sf(U∗LU, I).
Moreover, each U∗λLλUλ commutes with Pλ0 and so is reduced by this projection. Setting H0 =
kerLλ0 and H1 = H
⊥
0 , we obtain
U∗λLλUλ = (U
∗
λLλUλ |H0)⊕ (U
∗
λLλUλ |H1)
and we conclude from the property iii) of the spectral flow that
sf(U∗LU, I) = sf(U∗LU |H0 , I) + sf(U
∗LU |H1 , I).
Since Lλ is invertible for all λ 6= λ0 and Uλ0 = Id , we have kerU
∗
λLλUλ ⊂ H0 for all λ ∈ I and
consequently U∗LU |H1 is a path of invertible operators. Using i) and ii) we get:
| sf(L, λ0)| = | sf(U
∗LU, I)| = | sf(U∗LU |H0 , I)| =
= |µ(U∗λ0−δLλ0−δUλ0−δ |H0)− µ(U
∗
λ0+δLλ0+δUλ0+δ |H0)| ≤
≤ dimH0 = dimkerLλ0 .
Since the set B(ψ) of bifurcation points of ψ is a subset of Σ(L), its cardinality is a finite
number N. Using again the additivity and the normalization properties of the spectral flow, we
obtain
| sf(L, I)| =
∣∣∣∣∣∣
∑
λ∈Σ(L)
sf(L, λ)
∣∣∣∣∣∣ ≤
∑
λ∈Σ(L)
| sf(L, λ)|. (10)
On the other hand, since the points of Σ(L) \B(ψ) do not give any positive contribution to the
right hand side of (10), we have
| sf(L, I)| ≤
∑
λ∈B(ψ)
| sf(L, λ)| ≤ Nm,
by the previous lemma. Consequently the number of bifurcation points N is bounded from below
by the quotient | sf(L, I)|/m.
5 Proof of Theorem 2.2 and Corollary 2.4
In order to simplify notations, we will henceforth drop the domain I of the path from the notation
and use sf(L) to denote sf(L, I).
We will show at first the assertion i). Assume that γ : I → Λ is an admissible path such that
sf(L ◦ γ) 6= 0. Suppose that Λ \B(ψ) is connected. Join γ(1) with γ(0) by a path γ˜ : I → Λ such
that γ˜(I) ∩ B(ψ) = ∅. We must have sf(L ◦ γ˜) = 0. Otherwise, by Theorem 2.1, the family of
functionals φ : I × U → R defined by φ(t, u) = ψ(γ(t), u) would have a bifurcation point t∗. But
then, γ(t∗) would be a point of intersection of γ˜(I) with B(ψ).
From the additivity of the spectral flow, we see that
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sf(L ◦ γ) = sf(L ◦ γ) + sf(L ◦ γ˜) = sf(L ◦ (γ ∗ γ˜)),
where γ ∗ γ˜ denotes the concatenation of γ and γ˜. Since γ ∗ γ˜ is a closed path, by assumption
(A), sf(L ◦ γ) = sf(L ◦ (γ ∗ γ˜)) = 0, a contradiction.
Let us now prove ii). By choosing a point λ0 ∈ Λ \Σ(L), we can associate an index i(C) to each
component of Λ \ B(ψ) which contains elements of Λ \ Σ(L) by defining i(C) = sf(L ◦ γ) where
γ is any admissible path joining λ0 with a point of C. Much as in i), sf(L ◦ γ) is independent
from the choice of a point in C ∩ (Λ \ Σ(L)), and hence the index is well defined. But then, for
any admissible path γ we have that
sf(L ◦ γ) = i(Cγ(0))− i(Cγ(1)).
Therefore if the number of components were finite, the function γ → sf(L ◦ γ) would take only
a finite number of values, contradicting the assumption.
In order to prove iii), we observe at first that, given any admissible path γ such that L ◦ γ has
only isolated singular points, we can find another path γ¯ with the same property but which
never returns to the same component. For this, let µ1 < µ2 < · · · < µk be the singular points
of L ◦ γ and set µ0 = 0, µk+1 = 1. We enumerate the components of Λ \ B(ψ) traversed
by γ in an increasing order according to the ordering of µi. We obtain in this way a list of
components (C0, C1, . . . , Ck) with γ(0) ∈ C0 and γ(1) ∈ Ck. If there is an index pair i < j such
that Ci = Cj = C, we can obtain a shorter path γ
′ by connecting γ(µi) with γ(µj+1) by a path
δ such that δ(0, 1) ⊂ C. The path γ′ has the same properties as γ, but C will appear in its list
one time less. Iterating this procedure we obtain a path γ¯ which never traverses twice the same
component. Now the assertion follows from ii) of Theorem 2.1 applied to the path L ◦ γ¯.
In order to prove Corollary 2.4 in the case when Λ is a smooth manifold, it is enough to observe
that, by density of transversality, in the above reduction procedure we can approximate the path
δ with a differentiable path contained in the component C that is transversal to S obtaining in
this way a new path joining γ(µi) with γ(µj+1), which composed with L will still have a finite
number of singular points. On topological manifolds, using the dimension assumption, we can
find inside C a path δ which avoids Σ(L) because sets of dimension n− 2 or less cannot separate
C.
6 Bifurcation of periodic orbits for perturbations of au-
tonomous Hamiltonian systems
We assume that Λ is a connected topological space and H : Λ × R × R2n → R is a continuous
function such that each Hλ is C2 and its first and second partial derivatives depend continuously
on λ ∈ Λ. Moreover, we require that H(λ, t, u) is 2π-periodic with respect to t, and that
H(λ, t, 0) = 0 for all (λ, t) ∈ Λ× R. Let us consider Hamiltonian systems{
σu′(t) +∇uH(λ, t, u(t)) = 0, t ∈ [0, 2π]
u(0) = u(2π),
(11)
where σ denotes the standard symplectic matrix. Note that u ≡ 0 is a solution of (11) for all
λ ∈ Λ. In what follows we shall also assume the two following conditions:
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(H1) There are constant a, b ≥ 0 and r > 1 such that
|∇uH(λ, t, u)| ≤ a+ b|u|
r,
|Du∇uH(λ, t, u)| ≤ a+ b|u|
r, (λ, t, u) ∈ Λ× R× R2n.
(H2) There exists a continuous family Aλ of real time-independent symmetric 2n× 2n matrices
such that
H(λ, t, u) =
1
2
〈Aλu, u〉+R(λ, t, u), (λ, t, u) ∈ Λ× R× R
2n,
where ∇uR(λ, t, u) = o(‖u‖) as ‖u‖ → 0, uniformly in (λ, t).
Let us recall that the Hilbert space H
1
2 (S1,R2n) consists of all functions u : [0, 2π]→ R2n such
that
u(t) = c0 +
∞∑
k=1
ak sin kt+ bk cos kt,
where c0, ak, bk ∈ R2n, k ∈ N, and
∑∞
k=1 k(|ak|
2 + |bk|2) <∞. The scalar product onH
1
2 (S1,R2n)
is defined by
〈u, v〉
H
1
2
= 〈c0, c˜0〉+
∞∑
k=1
k(〈ak, a˜k〉+ 〈bk, b˜k)〉,
where c˜0 and a˜k, b˜k denote the Fourier coefficients of v ∈ H
1
2 (S1,R2n).
Let
Γ : H
1
2 (S1,R2n)×H
1
2 (S1,R2n)→ R
be the unique continuous extension of the bounded bilinear form
Γ˜(u, v) =
∫ 2π
0
〈σu′(t), v(t)〉 dt
defined on the dense subspace H1(S1,R2n) of H
1
2 (S1,R2n), which consists of all absolutely
continuous functions u : S1 → R2n having a square integrable derivative. We consider the map
ψ : Λ×H
1
2 (S1,R2n)→ R, ψλ(u) =
1
2
Γ(u, u) +
∫ 2π
0
H(λ, t, u(t)) dt.
It is a standard result that each ψλ is C
2 under the growth conditions (H1). Moreover,
〈∇uψλu, v〉
H
1
2
= Γ(u, v) +
∫ 2π
0
〈∇uH(λ, t, u(t)), v(t)〉 dt, v ∈ H
1
2 (S1,R2n),
and consequently, the critical points of ψλ are precisely the weak solutions of the Hamiltonian
system (11). In particular, u ≡ 0 ∈ H
1
2 (S1,R2n) is a critical point of ψλ, whose Hessian is
defined by
〈Lλu, v〉
H
1
2
= Γ(u, v) +
∫ 2π
0
〈Aλu(t), v(t)〉 dt.
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By the compactness of the embedding H
1
2 (S1,R2n) →֒ L2(S1,R2n), the self-adjoint operators
Lλ are Fredholm. Moreover, Lλ is invertible if and only if the matrix Aλ is non-resonant, i.e.,
the spectrum of σAλ does not contain integral multiples of the imaginary unit i.
We now define for any 2n× 2n matrix A, a sequence of 4n× 4n matrices by
L0(A) =
(
A 0
0 A
)
, Lk(A) =
(
1
k
A σ
−σ 1
k
A
)
, k ∈ N.
Note that for k sufficiently large, the matrices Lk(A) become arbitrarily close to an invertible
symmetric matrix of vanishing signature. Hence sgnLk(A) = 0 for sufficiently large k. This fact
allows us to define the index i(A) of the matrix A by
i(A) =
1
2
∞∑
k=1
sgnLk(A).
It was shown in [FPR00, §1] that, if Λ = [a, b] is a compact interval and the matrices Ab and Aa
are non-resonant, so that L has invertible ends, then
sf(L) = i(Ab)− i(Aa). (12)
As an immediate consequence of Theorem 2.2 we obtain:
Proposition 6.1. Let Λ be a connected topological space. Assume that (H1) and (H2) hold for
H.
i) If there exist λ, µ ∈ Λ such that the matrices Aλ, Aµ are non-resonant and i(Aλ) 6= i(Aµ),
then Λ \B(ψ) is disconnected.
ii) If there exists a sequence {λn}n∈N ⊂ Λ such that Aλn is non-resonant for all n ∈ N and
limn→∞ |i(Aλn)| =∞, then Λ \B(ψ) has infinitely many path components.
iii) If B(ψ) = {λ : Aλ is resonant}, then any path γ joining two non-resonant parameters λ
and µ such that A ◦ γ has only isolated resonant points must cross at least |i(Aλ)−i(Aµ)|2n +1
components of Λ \B(ψ).
From Corollary 2.4 we obtain:
Corollary 6.2. Let Λ,H be as in the previous proposition. Assume moreover that Λ is a smooth
n-manifold and that the map A is smooth and transversal to the variety R of all resonant ma-
trices. Assume moreover that there exists a path γ : (−∞,∞) → Λ such that A ◦ γ is a positive
path of symmetric matrices. Then, irrelevant of the choice of the higher order perturbation R,
the number of connected components of Λ \B(ψ) is not less than k2n + 1, where k is the number
of intersections of the spectrum of σA ◦ γ with iZ.
For example: let A be the space of all symmetric 2n×2nmatrices and consider the problem of
bifurcation of periodic solutions for the parametrized system of Hamiltonian equations (11) with
Hamiltonian function H(A, t, u) = 〈Au, u〉+R(A, t, u), where A ∈ A and R is any family of C2
periodic functions continuously parametrized by A, such that ∇uR(A, t, u) = o(‖u‖) uniformly
in (A, t). The positive path γ(λ) = λId , is resonant for all λ ∈ Z. Therefore, the set A \ B(ψ)
must have infinitely many path components. Note however that Σ(L) = B(ψ) = R in this case.
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7 Extended spectral flow and comparison theorems
For what follows it will be convenient for us to extend the definition of the spectral flow to
general paths in ΦS(H) with not necessarily invertible end-points. For a non-invertible operator
T ∈ ΦS(H), 0 is always an isolated eigenvalue of finite multiplicity. Hence there exists a δ > 0
such that T + λ Id is invertible for 0 < λ ≤ δ. We define the spectral flow of a general path
L : I → ΦS(H) as the spectral flow of the translated path
sf(L) = sf(L+ δ Id ), (13)
where δ > 0 is as above. Clearly, the right hand side does not depend on the choice of δ. The
resulting function is additive under concatenation and direct sum. It is homotopy invariant under
homotopies keeping the end-points fixed. As a matter of fact, it is invariant under homotopies
which keep the end points in a fixed stratum of Σ, but we will not make use of this property
here.
The cone of positive operators defines an order in L(H) compatible with its topology. Given two
bounded self-adjoint operators T, S ∈ LS(H) we say that T ≥ S whenever T −S is positive, and
that T > S whenever T −S is positive definite, i.e., if there exists c > 0 such that 〈(T −S)h, h〉 ≥
c ‖h‖ for all h ∈ H. A path L : I → Ls(H) of self-adjoint operators is non-decreasing if Lλ ≥ Lµ
whenever λ ≥ µ and it is strictly increasing if Lλ > Lµ whenever λ > µ.
Theorem 7.1. Let H : [0, 1]× [a, b]→ ΦS(H) be a homotopy such that H(·, a) is non-increasing
and H(·, b) is non-decreasing, then
sfH(0, ·) ≤ sfH(1, ·).
If two paths L and M are such that L−M is a path of compact operators, then the family
H(t, λ) = M + t(L−M) is a homotopy in ΦS(H) between them. It verifies the hypothesis of the
previous theorem whenever La ≤Ma and Mb ≤ Lb. Therefore we have:
Corollary 7.2. Let L,M : [a, b]→ ΦS(H) be paths such that Lλ−Mλ is compact for each λ ∈ I.
If La ≤Ma and Mb ≤ Lb, then
sfM ≤ sf L.
Theorem 7.1 is an easy consequence of the following proposition:
Proposition 7.3. If L : [a, b]→ ΦS(H) is non-decreasing, then sf(L) ≥ 0.
Proof. Let us choose, for each λ ∈ I = [a, b], a ball Bλ = B(Lλ, ελ) ⊂ ΦS(H) and take a partition
π of I of mesh less than the Lebesgue number of the covering U = {L−1(Bλ) : λ ∈ I}. Then the
image L(I ′) of any interval I ′ of the partition is contained in some ball BI′ ⊂ ΦS(H).
Select an interval J = [c, d] of the partition π, and the straight line segment
Nλ = (d− c)
−1[(λ − c)Ld + (d− λ)Lc]
joining Lc with Ld. Consider the affine homotopy H(t, λ) = (1− t)Mλ + tNλ between the path
M = L|J and N. Each H(t, λ) is an element of ΦS(H) because L|J(J) is contained in BJ . Since
H is a homotopy in ΦS(H) with fixed end-points, we have sfM = sfN = sf(N + δ Id ), where δ
is as in (13) and small enough in order to have (N + δ Id )(J) ⊂ BJ .
Now, if we take a sufficiently small µ > 0, we have that the segment R, given by
Rλ = (d− c)
−1[(λ− c)(Ld + µ Id ) + (d− λ)(Lc + µ Id )],
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is homotopic in ΦS(H) to N by an affine homotopy keeping end-points invertible. Therefore,
sfM = sf R. But now R is a differentiable path and by direct calculation we see that, whenever
kerRλ 6= 0, the crossing form Q(R, λ) is positive definite and hence non-degenerate. The spectral
flow in this case is simply the sum of the dimensions of the corresponding kernels. Hence
sf(L|J) = sf(R) =
∑
λ∈J
dimkerRλ ≥ 0.
The proposition is obtained by summing over all intervals of the chosen partition.
In order to conclude the proof of the comparison theorem from the above proposition, it is
enough to recall that the spectral flow along a closed path is invariant by free homotopies. For a
proof of this fact see [FPR99, Proposition 3.7]. In particular, since the rectangleD = [0, 1]× [a, b]
is contractible, the spectral flow of the restriction of H to its boundary ∂D must be zero.
From this it follows that sf(H(0, ·)) ≤ sf(H(1, ·)), since sf(H(1 − ·, a)) = − sf(H(·, a)) ≥ 0 and
sf(H(·, b)) ≥ 0 by Proposition 7.3.
8 Estimates for the number of bifurcation points for general
systems
In this section we estimate from below the number of bifurcation points for periodic orbits
bifurcating from a given branch of a family of non-autonomous Hamiltonian systems. Our aim is
to obtain the estimates directly in terms of the coefficients of the linearization along the trivial
branch.
Here the parameter space Λ will be the interval [0, 1]. Moreover we assume that H : [0, 1]× R×
R2n → R is a continuous function, which is 2π-periodic with respect to t, and such that each
Hλ is C
2 and its first and second partial derivatives depend continuously on (λ, t, u). We also
assume H(λ, t, 0) = 0 for all (λ, t) ∈ I × R and take as the trivial branch of periodic solutions
the stationary branch u(t) ≡ 0. It is shown in [FPR99] that bifurcation from a general branch of
periodic solutions can be easily reduced to the above case.
Much as before, we are looking for points of bifurcation of nontrivial 2π-periodic solutions of
(11) from the stationary branch, but here we do not assume that the system (11) is a higher
order perturbation of an autonomous system. Namely, while keeping the assumption (H1) we
drop (H2). We still have that critical points of
ψλ(u) =
1
2
Γ(u, u) +
∫ 2π
0
H(λ, t, u(t)) dt,
are weak solutions of (11). Moreover the Hessian Lλ of ψλ at u ≡ 0 is given by
〈Lλu, v〉
H
1
2
= Γ(u, v) +
∫ 2π
0
〈Aλ(t)u(t), v(t)〉 dt, (14)
where Aλ(t) = Du∇uHλ(t, 0).
In the general case of a time depending system σu′(t) + Aλ(t)u(t) we do not have an index
defined directly in terms of the coefficients as before. However, the spectral flow sf(L, I) can
still be computed from the relative Conley-Zehnder index of the path {Pλ}λ∈I of Poincaré maps
(cf. [FPR00]). On its turn, the relative Conley-Zehnder index of the path P can be explicitly
computed from the eigenvalues of P0 and P1. Nevertheless the Poincaré map can be only obtained
by integrating the linearization and cannot be considered as computable from the coefficients.
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When Ai(t) ≡ Ai, i = 0, 1, are constant, then one can use (12) in order to estimate from below by
|i(A1)−i(A0)|
2n the number of bifurcation points for paths verifying the hypothesis of ii) in Theorem
2.1. Using the Floquet reduction one can always deform the linearized equation to one with
constant coefficients. However, this procedure involves the monodromy operator too. In view
of this, the estimate provided below, while rough, appears to be reasonable. It is based on the
numerical range of the matrices Ai(t), i = 0, 1.
Let {µi1(t) ≤ µ
i
2(t) ≤ · · · ≤ µ
i
2n(t)} be the eigenvalues of Ai(t), i = 0, 1. Set αi = inf{µ
i
1(t) : t ∈ I}
and βi = sup{µ
i
2n(t) : t ∈ I}. Then we have
αi Id ≤ Ai(t) ≤ βi Id , i = 0, 1. (15)
Consider the path Bλ = (β0 +λ(α1 − β0)) Id and let M be the path of operators on H
1
2 defined
by
〈Mλu, v〉
H
1
2
= Γ(u, v) +
∫ 2π
0
〈Bλu(t), v(t)〉 dt. (16)
Then L and M are Calkin equivalent, since both are compact perturbations of the operator D
representing the quadratic form Γ against the scalar product in H
1
2 . Moreover,
〈(Lλ −Mλ)u, v〉
H
1
2
=
∫ 2π
0
〈(Aλ(t)−Bλ)u(t), v(t)〉 dt.
Taking λ = 0, 1 and using (15) we see that the paths L and M verify the hypothesis of Corollary
7.2. Therefore,
sfM ≤ sf L. (17)
In the same way taking Cλ = α0+λ(β1−α0) Id and applying Corollary 7.2 to the operator path
N induced on H
1
2 by σu′(t) + Cλu(t), we obtain
sf L ≤ sfN. (18)
On the other hand, it follows from the definition of the extended spectral flow in (13) that the
formula (2), relating the spectral flow of a path of compact perturbations of a fixed operator
with the relative Morse index of its end-points holds even when the end-points are non-invertible,
provided that we consider as E+(T ) the spectral subspace corresponding the spectrum of T in
(0,+∞) and E−(T ) the spectral subspace of the spectrum in (−∞, 0]. With the above setting
we have:
sf(M) = µrel(M0,M1)
= dim(E−(M0) ∩ E
+(M1))− dim(E
−(M1) ∩ E
+(M0)),
(19)
an similarly for N.
Let us introduce two unbounded self-adjoint operators M0,M1 with domain
D = H1(S1;R2n) ⊂ L2(S1;R2n).
Namely, M0 = σu′(t) + β0u(t) and M1 = σu′(t) + α1u(t). Since H
1
2 (S1,R2n) is the form space
of the operator σu′(t), it follows that Mi are the form extensions of Mi. While the spectra of
Mi and Mi are necessarily different, it follows from the regularity of solutions of (16) that they
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have the same "positive" and "negative" eigenvectors. Hence we can compute the right hand
side of (19), in terms of E±(Mi) as well. For this, let us identify R
2n with Cn ≡ Rn + iRn via
u = (x, y) ≡ z = x+ iy.
Under the above identification, the action of σ coincides with the multiplication by i andMi, i =
0, 1, become: {
iz′(t) + β0z(t) = 0
z(0) = z(2π)
and
{
iz′(t) + α1z(t) = 0
z(0) = z(2π).
(20)
Their eigenvalues are of the form m+ β0 and m+ α1, with m ∈ Z respectively, with (complex)
multiplicity n.
Given real numbers µ and ν, define
∆(µ, ν) =
{
#{i ∈ Z : µ ≤ i < ν} if µ ≤ ν
−#{i ∈ Z : ν ≤ i < µ} if ν ≤ µ.
(21)
Then clearly
µrel(M0,M1) = µrel(M0,M1) = 2n∆(β0, α1).
A similar computation shows that
µrel(N0, N1) = µrel(N0,N1) = 2n∆(α0, β1).
By (17), (18) and (19) we have
2n∆(β0, α1) = µrel(M0,M1) ≤ sf L ≤ µrel(N0, N1) = 2n∆(α0, β1).
From this and Theorem 2.1 ii) we can conclude that
Proposition 8.1. Assume that the linearization of the problem (11) along the stationary branch{
σu′(t) +Aλ(t)u(t) = 0
u(0) = u(2π),
(22)
admits only trivial solutions for all but a finite number of values of λ.
Then
i) If β0 < α1, the family (11) has at least ∆(β0, α1) points of bifurcation of periodic solutions
from the stationary branch.
ii) If β1 < α0, the family (11) has at least −∆(α0, β1) bifurcation points.
Remark 8.2. Notice that we do not have to assume that the path is admissible. Indeed, it is
enough to apply Theorem 2.1 ii) on [δ, 1− δ] for δ small enough.
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