Background International multicentre studies on diet and cancer are relatively new in epidemiological research. They offer a series of challenging methodological issues for the evaluation of the association between dietary exposure and disease outcomes, which can both be quite heterogeneous across different geographical regions. This requires considerable work to standardize dietary measurements at the food and the nutrient levels.
Introduction
Over the past 30 years, much epidemiological research has focused on the relationship between diet-related factors and chronic diseases, particularly cancer and cardiovascular diseases. For this purpose, several study designs have been employed using different types of information, such as ecological correlations, migrant and time-trend studies and case-control and cohort studies.
Analytical epidemiology studies aimed at investigating the relationship between diet and chronic diseases face important challenges, very often related to diet ascertainment and confounding bias. Moreover, study populations often show limited variations in nutrient intake. In addition, diet is a complex mixture of foods and nutrients with many correlated elements, very difficult to measure with sufficient accuracy and precision, in order to distinguish the role of different foods and nutrients in epidemiological investigations.
Random and systematic measurement errors in individual dietary assessment may bias estimates of diet-disease associations. 1 These effects can be reduced by increasing the overall heterogeneity of the dietary exposures studied, thus limiting the proportion of variability attributable to random error. This was the rationale behind the European Prospective Investigation into Cancer and Nutrition (EPIC), 2 a multicentre cohort study on diet and cancer consisting of 23 regional centres in 10 Western European countries with widely varying dietary practices and cancer incidence rates. 3 In the EPIC study, information on habitual individual dietary intake were assessed using different validated dietary questionnaires (Q) across participating countries to capture geographical specificity of diet. 3 For proper comparison of dietary measurements between cohorts, a calibration sub-study was established for the first time in a large, multicentre European study. 4 This approach involved an additional dietary assessment common across study populations to re-express individual dietary intakes according to the same reference scale. 5 For this, a single 24 h dietary recall (24-HDR), (R) was collected, as the EPIC reference calibration method, from a stratified random sample of 36 900 subjects from the entire EPIC cohort, using a software program (EPIC-SOFT) specifically designed to standardize the dietary measurements across study populations. 4, 6 A linear regression calibration model was used to adjust for possible systematic over-or under-estimation in dietary intake measurements and correct for attenuation bias in relative risk estimates. 1, 7, 8 In this work, some issues related to the statistical analyses of these complex data are presented and discussed. In particular, we address how the betweenand within-cohort components of the calibration model were used for measurement error correction at the individual and at the ecological level. Furthermore, we address aspects on the evaluation of the diet/ disease relationship in the risk model, to exploit fully the overall variability of exposure in the EPIC study, and to evaluate heterogeneity of associations across cohorts. The evaluation of the relationship between diet and cancer incidence in the EPIC study is illustrated with an example of the assessment of the association between fish intake and colorectal cancer risk. The variability of fish intake within-and between-EPIC cohorts, before and after calibration, is evaluated.
Material and Methods
EPIC included 366 521 women and 153 457 men, mostly aged 35-70 years, recruited in 23 centres located in 10 European countries. After exclusion of 22 432 prevalent cases of any cancer other than nonmelanoma skin cancer at the date of enrolment, 10 208 subjects in the top and bottom 1% of the distribution of the ratio of reported total energy intake to energy requirement were excluded from the analysis to reduce the impact of outlier values. In addition, subjects with missing questionnaire data or missing dates of diagnosis or follow up, representing 2% of the participants were excluded. A total of 478 040 subjects were included in the analysis. Details on the follow-up of study subjects included in the analyses are described by Riboli et al.
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The calibration model A calibration model was used to correct for errors in dietary measurements, the relation between food groups and/or nutrients and cancer incidence. Given the multicentre nature of EPIC, the calibration model should reflect two levels of evidence, by making dietary exposures comparable across centres (between-group calibration) and correcting the diet/ disease relationship for measurement errors (withingroup calibration).
For study subject i ¼ 1, . . . , n j , in group j ¼ 1, . . . , J, be it centre or country, let T ij ¼ ðT ij;1 ; . . . ; T ij;K 1 Þ denote the For the k 1 -th error-prone variables, k 1 ¼ 1 , . . . , K 1 , it is assumed that the reference measurements R ij;k 1 ¼ T ij;k 1 þ " R ij;k 1 , which requires that the errors " R ij;k 1 are strictly random and that variation around individuals' unknown true intake is totally due to within-person random variability or to random measurement errors in reporting individuals' diet, i.e. Cov(" R ij; k 1 ; T ij; k 1 | group ¼ j) ¼ 0. On the other hand, the corresponding questionnaire measurements Q ij,k1 are assumed to contain random and systematic within-person measurement errors. [8] [9] [10] In line with the calibration methodology introduced by Rosner et al.
1 the reference measurements were linearly regressed in a multivariate calibration model 11 on the dietary questionnaire measurements to estimate the factors that quantify the impact of bias on observed (naïve) risk estimates. A very general form of the EPIC multivariate calibration model can be defined, for each group j, as
The terms e ij capture the residual random variability within each group and are assumed to be multivariate and e ij i.i.d. (0, D e|group¼,j ). The group-specific K 2 Â K 1 coefficient matrices ! j model the effect of confounder variables (Z ij ), consistently with covariates included in the disease model. The columns of the group-specific matrices , j ¼ ( 1 , . . . , K 1 ) j are K 1 Â 1 vectors of coefficients that relate the k 1 -th reference measurements R ij;k 1 to the vector of dietary questionnaire variables Q ij , given the error-free confounding variables, Z ij . 11 It is worth noting that in situations where more than one variable is measured with errors (K 1 > 1), the level of bias of the k 1 -th parameter that quantifies the diet/disease association, has a multiplicative component, referred to as attenuation factor (elements in the main diagonal of the matrix , j ), and an additive component referred to as contamination factors (CFs) 12 (off-diagonal elements, in the k 1 -th column of , j ), due to residual confounding by the other (K 1 À 1) variables measured with error in the vector Q ij included in model (1) . 11 The way relative risk estimates are affected by attenuation and CFs is outlined in Appendix 1.
The regression calibration allows, for each variable measured with errors, the imputation of predicted values, E(T ij |Q,Z), for the entire cohort, indicating average true intake levels for given questionnaire measurements which are used as predictors in a disease model. In model (1), the terms a j are 1 Â K 1 group-specific intercept terms. In this way, the between-group component of the calibration model is taken into account, as E(T ij |Q,Z) values are centred on group-specific R means, thus correcting for groupspecific biases, while the terms in , j capture the within-group component in the calibration model.
Empirical evidence suggested the use of genderspecific calibration models to take into account gender heterogeneity in the accuracy of Q measurements. In the current study, a multivariate calibration model was used for fish, energy from fat sources and energy from non-fat sources. Calibration was not performed for physical activity values because no reference measurements are available in EPIC for this variable. The sampling distributions of days (MondayThursday vs Friday-Sunday) and seasons of 24-HDR administration was corrected using a set of weights in (1) to reproduce an even distribution of recalls across weekday and season.
A general form of the calibration model is described in (1) . In this study, country-specific calibration models, rather than centre-specific, were implemented. This allowed greater stability for parameter estimates in (1) to be reached, particularly in those centres with relatively small sample size. Countryspecific models were adjusted by centre, to take into account the geographical specificity of dietary variables.
Analyses performed at the country-level showed that residuals were rather homogeneous over the range of intake of fish, energy from fat and energy from non-fat sources, respectively. In some countries, however, the distribution of residuals of fish intake in model (1) was skewed, with a notable frequency of zero values in R measurements. An approach to take into account a heteroskedastic structure of data in the calibration model (1) was employed, 13 but results were very similar to the ordinary approach.
Variability of exposure
In order to evaluate the variability of dietary variables, a mixed model was used to estimate the betweenand the within-centre variance components of dietary exposures, which reflect variability at the individual and at the aggregate level, 8 respectively. Variance components of dietary exposures were estimated using the following mixed model While the two components of energy intake approximated a normal distribution, the distribution of fish intake was rather skewed, with a varying amount of zero-values across centres, particularly for R measurements. Variance components are fairly robust to departures from normality in mixed models.
14 However, although analyses performed after log-transformation of dietary variables or using positive Q measurements only showed that variance components and ICC estimates were similar to estimates obtained using untransformed variables, these quantities should be interpreted cautiously.
All analyses were run using the SAS Statistical Software. 15 For all analyses, P-values <0.05 were considered statistically significant.
The disease model
The association between fish intake and colorectal cancer risk was evaluated using Cox proportional hazards regression 16 with age as the primary time variable. 17, 18 The analyses were stratified by centre to control for differences in follow-up procedures, questionnaire design and other centre effects. These analyses included 2 279 075 person-years in 4.8 years of follow-up on average since 1992, and 1329 colorectal cancer cases with complete and satisfactory data from a total of 15 centres and 10 countries, as detailed by Norat et al.
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If the overall exposure distribution allows it, the use of pre-defined cut-offs is advisable, in order to better model the expected dose-response relationship over the entire range of exposure in EPIC. In this study, predefined cut-points for fish intake (0-20/20-40/40-80/ 80-120/þ120 g/day) were used. In order to perform isocaloric comparisons and to partly control for the error in the estimated intake of fish, energy intake was included to reduce the effect of error correlation between the different dietary components. 20, 21 Estimated energy intake was divided into energy from fat and energy from non-fat sources, since it is mostly the fat components of diet that contribute to fish intake. 19, 22 In addition, to improve the performance of these isocaloric comparisons, weight was consistently included in the model. 23 Height, smoking (never, former and current smoker) and job-related physical activity (not employed, sedentary occupation, standing occupation, manual and heavy manual work activities) were also incorporated in the model. Furthermore, to explore potential differences by sex, gender-specific as well as overall disease models were used.
To test hazard ratios (HRs) for overall significance, the differences in log-likelihood between models with and without the set of indicator variables used to model the association between categories of exposure and disease risk was compared with a 2 -distribution, with degrees of freedom equal to the number of indicators minus one. Similarly, tests of trend were computed using continuous variables, according to a 2 -distribution with one degree of freedom. Tests of heterogeneity across countries of associations between each dietary factor and colorectal cancer risk were performed using indicator variables to model the effect of centres and interaction terms between dietary factors and countryspecific indicator variables. P-values were derived after comparison of the log-likelihood difference between models with and without interaction terms with a 2 -distribution with seven and nine degrees of freedom in men and women, respectively. Similarly, tests for heterogeneity were performed using predicted values of intake after linear calibration.
After correction for measurement errors, the variability of parameter estimates in the disease model should take into account the uncertainty stemming from the regression calibration model. Rosner et al. developed an analytical formula to obtain corrected standard errors (SE) for the parameter estimates using a Taylor series expansion. In a multicentre design, the use of group-specific calibration models produces a set of group-specific matrices , j . In the EPIC study, instead of using a meta-analytical approach, thus pooling centre-specific measurement error corrected log(HR) estimates, 24 and applying a multivariate Taylor series expansion to correct the SE of pooled eatimates, 11 a bootstrap sampling procedure was used 25, 26 to compute corrected SE for the overall calibrated parameter estimates.
Sampling in the calibration model is performed to estimate the coefficients in the calibration model and obtain predicted values to estimate the corrected association for dietary exposure,. This procedure yields a set of parameter estimates, m , m ¼ 1, . . . , M, where M is the number of bootstrap samplings. The variance of the corrected parameter can be approximated bŷ
whereV m is the variance of m using the m-th draw. A total of 300 repetitions were used, and results appeared to be virtually unchanged using larger values of M, thus providing a sufficiently stable estimate of the SE of the corrected regression coefficient. The test for trend for the de-attenuated estimate was calculated referring to a standard normal distribution for the de-attenuated estimate divided by the bootstrap-derived SE.
Although measurement error correction is expected to inflate the variability of the parameter that quantifies the diet/disease relationship, in two cases in this study the statistical significance of the calibrated parameter was higher than the uncorrected HR estimate (e.g. fish intake in men). This might be attributable to the fact that in a multicentre study, if the regression parameters in the calibration model are estimated with great precision, calibration can lead to a reduction of the between-centre heterogeneity in the overall diet-disease relationship caused by differential impact of measurement errors, thus leading to a relatively more precise estimate of the overall relative risk, 7, 9 as illustrated in Appendix 2. To assess heterogeneity of de-attenuated associations across countries, the uncertainty from the calibration model was not taken into account as such uncertainty [reflected in second part of expression (3)] was minimal.
Results
In Table 1 , attenuation factors estimated in genderand country-specific calibration models are presented for fish intake. Attenuation factors were low in women in the UK (0.083) and Norway (0.212), as well as in Sweden (0.236 in men and 0.191 in women). Similar values were observed in men and women, with the exception of the UK (0.518 vs 0.083 for men and women, respectively) and Italy (0.531 vs 0.297). In the same table, CFs, which are the coefficients in model (1) relating reference measurements of energy from fat and energy from non-fat sources to Q measurements of fish intake were generally negative, and ranged substantially across countries. To interpret accurately the CFs, it should be noted that their absolute values reflect the difference in scale between energy and fish intakes.
The square root of variance components of the dietary variables, as well as ICC values, are shown in Table 2 . For fish intake, the amount of variability explained by between-centre differences is very similar in the two genders, and lower in R compared with Q measurements. This is mostly due to the large within-person day-to-day variability of fish intake in the single R measurement available per subject. The between-centre variability of the predicted intake, E(T|Q, Z), is very close to variations in the R measurements. The within-centre variability of E(T|Q, Z) shrank when compared with Q measurements. As a consequence, ICC values are 2-fold higher for E(T|Q, Z) than for Q, for both men and women. More pronounced increases in ICC values are Table 1 Sex-and country-specific coefficients that relate R measurements of fish intake (g/day) (attenuation factors, AF), energy from fat and energy from non-fat sources (kcal/day) (contamination factors, CF) to dietary questionnaire measurements of fish (g/day) and associated standard errors (SE) in the calibration model (1) observed in E(T|Q, Z) compared with Q measurements for energy from non-fat sources compared with energy from fat. In Table 3 , the number of colorectal cancer cases, of person-years and the HRs estimates for pre-defined categories of fish intake are reported. Similar associations were observed in men and women.
In Table 4 , original and calibrated HR estimates are reported in models, where fish and energy intakes were modelled on a continuous scale. These results suggest that fish intake is associated with a reduction in risk of colorectal cancer, consistently for men and women. Energy from fat and from non-fat sources showed, respectively, negative and positive relationships with colorectal cancer, although these associations were not statistically significant. Linear calibration resulted in a sizeable de-attenuation in the risk for fish intake, showing a 2-fold reduction in women and almost a 3-fold reduction in men for log(HR) estimates.
The corrected SEs of calibrated parameters estimated with a bootstrap sampling approach did not show appreciable variation compared with uncorrected SEs. Linear calibration reduced the heterogeneity of associations across countries in men. Overall, after linear calibration, for men and women combined, the relation between fish and colorectal cancer was statistically not heterogeneous in the EPIC countries.
Discussion
Multicentre epidemiological studies on diet and chronic diseases are relatively new and they offer a series of challenging methodological issues on the standardization of dietary measurements at the food and nutrient levels. In the EPIC study, much effort has been invested to make dietary exposures comparable across centres. This issue was addressed with a calibration study and the preparation of a common In the Cox models, age was used as primary time variable, and adjustment for energy from fat, energy from non-fat sources, height, weight, physical activity at work (not employed, sedentary occupation, standing occupation, manual and heavy manual work activities), smoking status (never, former, current smoker) was performed. Models were stratified by centre and gender (in combined analyses only).
b P-value for overall significance, according to chi-squared distribution with four degrees of freedom (dof).
EVALUATION OF THE DIET/DISEASE RELATION IN THE EPIC STUDY
standardized nutrient database to improve the comparability of dietary exposures across the 10 participating countries. Thus, the same rules were applied to compile the nutrient databases and aggregate diverse food groups across countries in order to use standardized R measurements as reference. 27, 28 Linear regression calibration is a method aimed at correcting a linear diet/disease relation when exposure is expressed on a continuous scale, in which relative risk estimates express the increase in risk for a quantitative increment of intake. The variance of predicted intake expresses the variance predicted by Q measurements ðVârðEðTjQ; ZÞÞ j / 2 j varðQÞ j Þ, and does not reflect true variability. In EPIC, with only one replicate of R measurements, it is not possible to estimate the true variation of exposure, as it has been previously reported. 8 Although quantile-specific means of predicted (calibrated) exposure are correct estimates of true mean intake, categorical variables based on the predicted values distribution should be used with caution because the predicted variation does not reflect true variation.
In this study, linear associations between fish intake and risk of colorectal cancer are presented, before and after calibration. In the case of dietary exposure with a sizeable frequency of non-consumers, possible In the Cox models, age was used as primary time variable, and adjustment for energy from fat, energy from non-fat sources, height, weight, physical activity at work (not employed, sedentary occupation, standing occupation, manual and heavy manual work activities), smoking status (never, former, current smoker) was performed. Models were stratified by centre and gender (in combined analyses only). b Calculated SE in the disease model. c P-value for significance of log(HR), according to a chi-squared distribution with 1 dof. d Corrected SE after bootstrap sampling. e P-value for significance of log(HR) using corrected SE, according to a chi-squared distribution with 1 dof. f P-value for heterogeneity across countries, according to a chi-squared distribution with 7 and 9 dof, for men and women, respectively. g (Â10).
departures from linearity between dietary exposure and disease should be consistently evaluated. For observed Q measurements, this might be achieved with the inclusion of an indicator variable (0 ¼ nonconsumer/1 ¼ consumer) in the model, which allows the diet/disease relationship to be evaluated among consumers only. Similarly, the same indicator can be used in the linear regression calibration to evaluate possible departure from linearity if the indicator is statistically significant, and possibly use calibration models using non-zero Q values only. In the current study, although the percentage of non-consumers of fish intake according to Q measurements ranged from 0.9 (Denmark) to 24.5% (UK), no evidence of departure from linearity has been observed in the calibration and in the disease model. The regression calibration approach has a theoretical justification based on a linear approximation, provided that the errors in R and Q measurements are uncorrelated. 1 Correlation between errors in self-reported dietary measurements is likely to exist as a consequence of study subjects' tendency to consistently under-or over-estimate dietary intake. 9, [29] [30] [31] Attenuation factors are overestimated in the case of correlation between errors in R and Q measurements, 22, 32 at least when the univariate case is considered, i.e. the case of calibrating the relationship of one dietary exposure and disease risk. 31 As a consequence, the linear calibration will result in a conservative correction.
In the case of multiple exposure measured with errors, high levels of error correlations between questionnaire measurements can lead to bias of regression estimates in multivariable calibration models. Although it has been suggested that energy adjustment, either by energy density or by direct adjustment, can reduce the effect of correlation between random measurement errors, 21, 33, 34 it should be noted that these considerations apply in situations where the correlation between errors in Q and R measurements is not too sizeable, and when truly unbiased reference measurements are available. Both conditions are likely to challenge a correct evaluation of many diet-disease associations in nutritional epidemiology, including the one investigated in this work. In the present analysis, energy adjustment was performed in the multivariate calibration model. Although the observed correlation coefficients between fish and energy from fat and energy from non-fat sources do not reflect the true association between these variables, because of measurement errors in dietary exposure, as well as of correlation between errors, our findings suggest that error correlations between fish and energy intake are not likely to be very high.
In general, energy adjustment seems to be particularly effective in the case of macronutrient intakes, 8, 20, 21 for which higher correlations between errors are expected. Even after energy adjustment, error correlation in Q and R measurements cannot be ruled out, and findings on the aetiological role of dietary exposure factors on disease outcome need an extremely cautious interpretation.
Linear calibration assumes that R measurements provide an unbiased estimate of true exposure. The paper by Ferrari et al. 31 showed under reporting in EPIC R measurements, thus suggesting the presence of some systematic errors. Under the assumption that under reporting is either randomly distributed across subjects within groups or is of the same magnitude across groups, R measurements could still provide a reference scale without absolute validity but common across subjects within group (at the individual level), and for between-group comparison (at the aggregate level) 35 . However, results from the OPEN validation study 31 showed that 24-HDR measurements contain, at least for total energy and protein intakes, intakerelated bias, which occurs when the tendency to under or overestimate is different for subjects with a high intake than for subjects with a low intake. Intake-related bias is not randomly distributed and it is likely to be related to study subjects' characteristics, thus providing evidence on the limitations of the use of 24-HDRs as reference measurements.
The EPIC calibration model was adjusted for weight, age, and a set of weights was used to model the effect of week day of 24-HDR, as well as the season of the year in which the 24-HDR was administered. Although this adjustment was performed consistently in order to partially control the systematic component of measurement errors, 36 it cannot be excluded that systematic error is still present and bias individual R measurements.
In the EPIC study, fish intake showed a significant protective effect for colorectal cancer. 19 The effect of dietary exposure on cancer incidence was assessed by modelling the effect of these factors as continuous variables, or by using categories of exposure, to capture dose-response effects other than linear. In a multicentre study, the use of EPIC-wide categories of exposure ensures that the comparisons are made over the variability of intake of the entire EPIC cohort, although adjusting for centre would limit the evaluation of the diet/disease relationship within each group. In some cases, the distribution of intakes could vary widely by centre, so the within-centre distribution of cases by category of intake can be very heterogeneous across centres. This approach is therefore valid on condition that each category of consumption is represented by cases from each centre so that, within each centre, comparisons are made across the full range of intakes. In addition, it is assumed that the diet/disease association is the same across the entire exposure range. The power of the comparison will be weaker than if each centre had the same distribution, but the comparisons and reported HRs refer to the full range of variation in intake.
Regression calibration concentrates the values of 'calibrated' exposure within each centre around the R mean for that centre as a consequence of the shrinkage in the distribution of predicted values. 8 In this study, the analysis of variance components of predicted intake values (i.e. after calibration) showed strong shrinkage towards centre-specific mean values, where estimates of ICCs of E(T|Q,Z) values were 2-fold higher than for Q measurements.
In the current study, no measurement error correction was performed for physical activity and smoking status, for which no reference measurements are available. Although the observed correlation between these factors and the dietary variables investigated in this study was not sizeable, the evaluation of their confounding role in the disease model is likely to be attenuated by measurement error. Therefore, the presence of bias in corrected HR estimates arising from the inclusion of variables measured with error in the disease model cannot be entirely ruled out.
Measurement errors bias the relative risk estimate in the disease model, and cause power loss. Within single study centres, calibration may correct for bias but does not recuperate power losses due to random errors. In addition, in multivariate analyses with more than one variable measured with error, incorrect tests and confidence intervals (CIs) can be produced in the disease model. In this study, a relatively more precise estimate of the overall HR was observed, 37 compared with a naïve approach that does not take into account measurement errors in dietary variables. However, the possibility cannot be excluded that, in the context of measurement error correction with multiple variables measured with errors, the nominal values of statistical tests in the disease model are not fully controlled for.
A bootstrap sampling procedure was set up to take into account the uncertainty of estimating the attenuation factors in the calibration model compared with using a meta-analytical approach using centrespecific corrected SEs, but in contrast to the latter it does not use any specific assumptions to derive asymptotic estimates corrected SE. This could be an advantage, particularly in the case of food groups, with a sizeable frequency of zero consumers in the 24-HDR measurements. In this study, bootstrapping did not practically inflate the variability of the corrected risk parameters, possibly because of the large sample size of the EPIC calibration study, thus suggesting that the observed SEs provide sufficiently accurate estimates.
Here, a strategy for statistical analyses within the EPIC study has been presented and discussed. This strategy entails group-specific calibration models, to take into account the regional specificity and accuracy of the dietary questionnaires, and an overall disease model stratified (in the Cox model sense) by centre to evaluate the diet/disease association before and after measurement error correction. A very valuable alternative would be to use group-specific disease models, and to pool the different estimates following a metaanalytical approach in close similarity with what is done within the Pooling Project. 24 Such a strategy was considered in this study and showed very similar results to those presented here. 
Appendix 1
The P-value associated to this ratio is computed according to a standard normal distribution.
It can be assumed that the centre-specific attenuation factors ( j ) are inversely proportional to the magnitude of the observed associations. This is equivalent to assume that the heterogeneity of b j estimates is entirely attributable to measurement errors with high degree of specificity in the different centres, e.g. j = j ¼ c j ¼ c.
The 
It is shown that the de-attenuated ratio in (A2), under the hypotheses made, is greater than the ratio observed in (A1), thus indicating a gain in the relative precision of the overall estimate after regression calibration. 
Expression (A4) always applies, as a sum of squares plus the product of the number of centres times a square is a positive quantity. For this reason, standing the assumptions made, the associated P-value will be lower after measurement error correction, thus indicating that in cases where the between-centres heterogeneity in the diet-disease associations is largely attributable to differential measurement errors across centres, measurement error correction can lead to a relative gain in statistical power.
